Robust effects of corticothalamic feedback during naturalistic visual stimulation
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Abstract

Neurons in the dorsolateral geniculate nucleus (dLGN) of the thalamus are contacted by a large number of feedback synapses from cortex, whose role in visual processing is poorly understood. Past studies investigating this role have mostly used simple visual stimuli and anesthetized animals, but corticothalamic (CT) feedback might be particularly relevant during processing of complex visual stimuli, and its effects might depend on behavioral state. Here, we find that CT feedback robustly modulates responses to naturalistic movie clips by increasing response gain and promoting tonic firing mode. Compared to these robust effects for naturalistic movies, CT feedback effects on firing rates were less consistent for grating stimuli. Finally, while CT feedback and locomotion affected dLGN responses in similar ways, we found their effects to be largely independent. We propose that CT feedback and behavioral state use separate circuits to modulate visual information on its way to cortex in a stimulus-dependent manner.

Introduction

Mammalian vision is based on a hierarchy of processing stages that are connected by feedforward circuits projecting from lower to higher levels, and by feedback circuits projecting from higher to lower levels. Feedforward processing is thought to create feature selectivity [1, 2] and invariance to translation, scale, or rotation [2–5], to ultimately enable object recognition [6]. Hypotheses about the functional role of feedback circuits include top-down attention, working memory, prediction, and awareness [7–12]. Compared to theories of feedforward processing, however, there is little consensus on the specific function of feedback connections [13, 14].
Feedback in the mammalian visual system targets brain areas as early as the dorsolateral geniculate nucleus (dLGN) of the thalamus, where up to 30% of synaptic connections onto relay cells are established by corticothalamic (CT) feedback [15]. Direct CT feedback is thought to arise from V1 layer 6 (L6) CT pyramidal cells [16, 17], whose role in visual processing has remained elusive for a number of reasons. L6 CT pyramidal cells have notoriously low firing rates [18–23] and their deep location within cortex makes them a difficult target for in-vivo single cell functional imaging [24] and cell-type specific manipulations using optogenetics [25]. L6 CT pyramidal cells are also challenging to identify in extracellular recordings due to the heterogeneity of L6 neurons [16]. The action of CT feedback on dLGN activity is generally considered modulatory rather than driving [26], as CT feedback inputs contact the distal dendrites of relay cells via mGluR1 metabotropic receptors [27], implying rather slow and long-lasting effects on dLGN processing. Since L6 CT pyramidal cells provide both direct excitation and indirect inhibition of dLGN via the thalamic reticular nucleus (TRN) and dLGN inhibitory interneurons [17, 28], the effects of CT feedback are expected to be complex.

Despite the massive number of CT inputs to dLGN, the functional impact of CT feedback remains unclear [29, 30]. In the literature, diverse methods of manipulation with different temporal scales, specificity and overall sign (activation vs. suppression), have yielded diverse and even conflicting results. CT feedback, for instance, has been shown to modulate geniculate spatial integration [31–39], temporal processing [37, 40], response gain [38, 41–43], and transitions between tonic and burst firing modes [44, 45]. Other studies, however, found that manipulation of CT feedback did not change some or any of these dLGN response properties [25, 37, 46–48].

Most of these previous studies have probed the effects of CT feedback with artificial stimuli, and mostly in anesthetized animals; CT feedback, however, might be most relevant for processing of dynamic naturalistic information and during wakefulness. From a conceptual perspective, if the role of feedback was to provide context based on an internal model built from the statistics of the world [49–52], natural stimuli would be expected to best comply with this model, and hence better drive these feedback mechanisms. Indeed, it has previously been suggested that CT feedback might be more strongly engaged for moving compared to stationary stimuli [17], and for complex dynamic noise textures than simple moving bars [53], consistent with a potential role in figure-ground processing [33, 54, 55]. Furthermore, since the responsiveness of feedback projections [56, 57], including those originating from V1 CT neurons [30], seem to be strongly reduced by anesthesia, it is critical for an acceleration of our understanding to examine CT feedback effects in awake animals.

Here, we recorded spiking activity in dLGN of awake mice and investigated how CT feed-
back affected dLGN responses to naturalistic movie clips. In order to achieve reliable, tempo-
53 rarily precise, and reversible suppression of CT feedback, we conditionally expressed chan-
nelrhodopsin2 (ChR2) in V1 parvalbumin-positive (PV+) inhibitory interneurons, whose
activation can efficiently suppress cortical output [41, 58]. We found that V1 suppression
had consistent modulatory effects on dLGN responses to movie clips, which could largely be
captured by divisive transformations. Effects of CT feedback on dLGN responses to grating
stimuli were more diverse, highlighting the stimulus-dependency of CT feedback effects. Fi-
nally, while geniculate responses during V1 suppression resembled those during quiescence,
we found effects of CT feedback and behavioral state to be largely independent. Overall, our
results demonstrate that visual information en route to cortex can be reliably modulated by
extra-retinal influences such as cortical feedback and locomotion, which are likely conveyed
via different modulatory pathways.

Results

CT feedback robustly modulates dLGN responses to naturalistic movie clips

To investigate the impact of CT feedback on visual processing of naturalistic stimuli, we
presented to head-fixed mice full-screen movie clips and compared responses of dLGN neurons
during optogenetic suppression of V1 activity to a control condition with CT feedback left
intact (Fig. 1). The responses of individual dLGN neurons to naturalistic movie clips
were characterized by distinct response events that were narrow in time and reliable across
trials (Fig. 1d, top, example neuron). Consistent with the notion that CT feedback has a
modulatory rather than driving role [59], even during V1 suppression the temporal response
pattern remained discernible (Pearson correlation $r = 0.54$, $p < 10^{-6}$, Fig. 1d,e). Yet, as
illustrated in the example neuron, with CT feedback intact, firing rates were higher and burst
spikes were less frequent (Fig. 1e, left). As a consequence, the distributions of instantaneous
firing rates in the two conditions were significantly different (KS test, $p < 10^{-6}$), and were
more skewed during V1 suppression than with CT feedback intact ($\gamma = 2.02$ vs. 1.22; Fig. 1e,
right).

We observed similar effects in the recorded population of dLGN neurons, where CT feed-
back enhanced overall responses and promoted tonic mode firing. Indeed, while mean firing
rates varied almost 4 orders of magnitude across the population ($\sim 0.1$–100 spikes/s), they
were higher with CT feedback intact than with feedback suppressed (13.1 vs. 10.6 spikes/s;
linear multilevel-model (LMM): $F_{1,173.1} = 12.5$, $p = 0.0005$; Fig. 1f). In addition, CT feed-
back also influenced more fine-grained properties of geniculate responses. First, with CT
feedback, the mean proportion of spikes occurring as part of a burst event was about half of
what we observed during suppression (0.050 vs. 0.090; LMM: $F_{1,177.9} = 45.6$, $p = 1.9 \times 10^{-10}$;
V1 Suppression trials

Neuron 1

Movie

Feedback trials

Suppression trials

Firing rate (spk/s)

Probability density

Feedback burst

Suppression burst

PV-Cre

ChR2-eGFP

0.0 0.5
0.0
0.5
0.0 0.5 1.0
0.0
0.5
1.0
0.001 0.01 0.1 1
0.001
0.01
0.1
1
0.1 1 10 100
0.1
1
10
100

V1 dLGN

V1

II/III

IV

V

VI

I
dLGN

TRN

Feedback burst

Suppression burst

PV-Cre

ChR2-eGFP

0.5 mm

0.5 mm

0.0 0.5
0.0
0.5
0.0 0.5 1.0
0.0
0.5
1.0
0.001 0.01 0.1 1
0.001
0.01
0.1
1
0.1 1 10 100
0.1
1
10
100

V1 Suppression trials
CT feedback modulates dLGN responses to full-screen naturalistic movie clips. (a) Left: Schematic of experimental setup. Head-fixed mice were placed on a floating Styrofoam ball and visual stimuli were presented on a screen located ∼25 cm away from the animal. Right: ChR2 was conditionally expressed in PV+ inhibitory interneurons (green) in all layers of V1 using a viral approach. Extracellular silicon electrode recordings were performed in dLGN with and without optogenetic suppression of V1. (b) Coronal section close to the V1 injection site for an example PV-Cre mouse (blue: DAPI; green: eYFP; Bregma: −3.4 mm). (c) Coronal section at the dLGN (white outline) recording site, same animal as in (b). For post-mortem confirmation of the electrode position, the back of the probe was stained with DiI (magenta) for one of the recording sessions (blue: DAPI; Bregma: −1.82 mm). (d) Raster plots of an example neuron for 200 presentations of a 5 s naturalistic movie clip, with CT feedback intact (control condition, top) and during V1 suppression (bottom). Red: burst spikes; black bar: movie clip presentation; gray bar: V1 suppression. (e) Left: PSTHs for both the feedback (black) and V1 suppression (gray) conditions. Superimposed are PSTHs of burst spikes only, separately for feedback (red) and suppression (pale red) conditions. Right: Corresponding instantaneous firing rate distributions. (f–i) Comparison of CT feedback vs. suppression conditions for mean firing rate (f), burst ratio (g), temporal sparseness (h), and response reliability (i), all calculated for the duration of the movie clip. Sparseness captures the activity fraction of a neuron, re-scaled between 0 and 1 [60]. Response reliability is defined as the mean Pearson correlation of all single trial PSTH pairs [61]. For sample sizes, see Table 1. Purple: example neuron. Black markers in (f,g,i) indicate neurons with individually significant effects (Welch’s t-test). See also Fig. 1-Supplement 1 and Fig. 1-Supplement 2.
These control experiments with specific suppression of L6 CT neurons during viewing of naturalistic movies yielded identical conclusions (Fig. 1-Supplement 4a–h). Taken together, our results indicate that CT feedback can modulate responses of dLGN neurons to naturalistic movie clips. The modulations are consistent with a net depolarizing effect, which supports higher firing rates and more linear, tonic firing mode with higher dynamic range, at the expense of sparseness, trial-to-trial reliability, and signal-to-noise.

V1 suppression decreases dLGN responses to naturalistic movies by reducing response gain

To better understand the effects of V1 suppression on dLGN firing rate, we next asked whether the observed reduction in responsiveness could be explained by a divisive and/or subtractive change (Fig. 2). Using repeated random subsampling cross-validation, we fit a simple threshold linear model (Fig. 2a, inset) to timepoint-by-timepoint responses in suppression vs. feedback conditions, and extracted the slope and threshold of the fit for each subsample (Fig. 2b,d). In the two example neurons shown in Fig. 2a–d, the fitted slope was significantly smaller than 1 (neuron 2: median slope of 0.66, 95% CI: 0.63–0.69, Fig. 2b; neuron 1: median slope of 0.37, 95% CI: 0.32–0.41, Fig. 2d), while the threshold (x-intercept) was either small or not significantly different from 0 (neuron 2: median of 1.58, 95% CI: 0.39–2.91; neuron 1: median of −0.14, 95% CI: −1.49–0.89). We obtained similar results for the population of recorded neurons, where V1 suppression decreased the neurons’ responses to naturalistic movie clips via a substantial change in response gain (slope of 0.76 ± 0.1; LMM) without a significant shift in baseline (threshold of 0.013 ± 1.3; LMM; Fig. 2e). This demonstrates that V1 suppression influences responses in dLGN to naturalistic movie clips predominantly via a divisive effect.

We noticed that the threshold linear model could predict the effects of V1 suppression better for some neurons than for others. We therefore explored whether poor fits of the model might be related to our finding that V1 suppression can trigger non-linear, burst-mode firing. For instance, the threshold-linear model accurately captured the responses of example neuron 2 (median $R^2 = 0.90$, cross-validated; Fig. 2a,b), which exhibited little bursting during V1 suppression (burst ratio: 0.007). Neuron 1, in contrast, had a higher burst ratio during suppression (0.28) and the prediction (blue) sometimes overestimated or underestimated peaks in the actual response (gray), such that the percentage of explained variability was rather low (median $R^2 = 0.29$, cross-validated, Fig. 2c,d).

Indeed, across the population of recorded cells, the model goodness of fit (median $R^2$, cross-validated) during V1 suppression was inversely related to the burst ratio (slope of $−1.4 ± 0.23$; LMM; Fig. 2f), consistent with the notion that the highly non-linear, all-
Figure 2 The effect of V1 suppression on dLGN responses to naturalistic movie clips is predominantly divisive. (a) PSTHs of an example neuron during CT feedback (black, dotted) and V1 suppression (gray) conditions, for a random subset of 50% of trials per condition not used for model fitting. Responses during the suppression condition are approximated by the threshold linear model (blue) based on responses during the feedback condition. Pale red: PSTH during V1 suppression consisting only of burst spikes. Inset: cartoon of threshold linear model. (b) Timepoint-by-timepoint comparison of instantaneous firing rates of the PSTHs (derived from the 50% of trials not used for fitting) during the suppression vs. feedback conditions. PSTH data points are plotted at 0.01 ms resolution. Blue line: threshold linear model fit. (c,d) Same as (a,b) for a second example neuron (same as in Fig. 1d,e). (a,b) and (c,d) each contain data from 1 representative subsample. (e) Slope and threshold parameters for all neurons. Each point represents the median for each neuron across 1000 random subsamples of trials. Black points indicate neurons with slopes significantly different from 1 (95% CI). (f) Cross-validated model prediction quality (median $R^2$) vs. burst ratio during V1 suppression. Red line: LMM fit. (g) Model prediction quality with and without removal of burst spikes. (h) Model prediction quality with and without removal of an equivalent number of tonic spikes. (i) Same as (e) but with burst spikes removed. (e–h) Purple, green: example neurons; red triangle: LMM estimate of the mean.

or-none-like burst mode firing [65] cannot be captured by the threshold-linear model. To further investigate the impact of bursting on response transformations by CT feedback, we recomputed the PSTHs for each neuron during V1 suppression after removing all burst spikes. Removal of burst spikes allowed our model to capture the effects of V1 suppression even better (all spikes: mean $R^2 = 0.60$; non-burst spikes: mean $R^2 = 0.63$; LMM: $F_{1,152.8} = 5.9, p = 0.016$; Fig. 2g). Importantly, this increase in model performance was not simply a
consequence of removing a certain proportion of spikes that originally needed to be predicted: discarding an equivalent number of randomly selected tonic spikes did not yield improved fit quality (random tonic spikes removed: mean $R^2 = 0.60$; LMM: $F_{1,153.8} = 0.017$, $p = 0.9$; Fig. 2h). While burst spikes thus cannot be captured by the threshold-linear model, removing burst spikes did not change our conclusion that the effect of CT feedback on movie responses was predominantly divisive (slope: $0.75 \pm 0.09$; threshold: $0.22 \pm 1.33$; LMM; Fig. 2i), likely because burst events were much rarer than tonic spikes (see also Fig. 1g) [66]. Indeed, firing mode (all spikes vs. non-burst spikes) had no effect on either slope (LMM: $F_{1,153.7} = 0.57$, $p = 0.45$) or threshold estimates (LMM: $F_{1,150.5} = 0.21$, $p = 0.65$) of the simple linear model.

CT feedback modulates dLGN responses evoked by drifting gratings

Previous studies have investigated the effects of CT feedback using artificial stimuli, such as gratings and bars [25, 34, 41, 44]. To relate our findings to these studies, and to investigate the role of stimulus type, we next examined the effects of V1 suppression during the presentation of drifting gratings (Fig. 3). To approximate the visual stimulus configuration used for naturalistic movie clips, we presented full-screen gratings drifting in one of 12 different orientations, and selected a pseudo-random subset of trials for V1 suppression. As expected, we found that responses of single dLGN neurons in the control condition with CT feedback intact could be modulated at the temporal frequency (TF, 4 cyc/s) of the drifting grating (Fig. 3a1, b1). Similar to previous studies in mouse dLGN [67–69], we also encountered some dLGN neurons with tuning for grating orientation or direction (Fig. 3a2, b2).

Remarkably, V1 suppression had mixed effects on dLGN responses to drifting gratings. Example neuron 1, for instance, had lower firing rates with CT feedback intact, both in the orientation tuning (Fig. 3a2) and the cycle-averaged response to the preferred orientation (Fig. 3a3). In addition, with CT feedback intact, there were markedly fewer burst spikes. In contrast, example neuron 3 responded more strongly with CT feedback intact (Fig. 3b2, b3). Such diverse effects of CT feedback were representative of the recorded population (Fig. 3c): V1 suppression during grating presentation significantly reduced responses for some neurons, but significantly increased responses for others, such that the average firing rates in the two conditions were almost identical (feedback: 14.8 spikes/s, suppression: 15.1 spikes/s) and statistically indistinguishable (LMM: $F_{1,88.7} = 0.05$, $p = 0.83$). In contrast to these diverse effects on firing rate, but similar to our findings for naturalistic movie clips, intact CT feedback was consistently associated with less bursting (burst ratios of 0.041 vs. 0.15; LMM: $F_{1,90.8} = 42.6$, $p = 3.8 \times 10^{-9}$; Fig. 3d). Also similar to our findings for movies,
there was no relationship between the strength of feedback effects on firing rate and on bursting (Fig. 4-Supplement 1a).

Beyond studying overall changes in responsiveness and firing mode, we next asked how CT feedback affected the tuning for grating orientation of dLGN neurons. It is known from previous studies [67, 69–72] that mouse dLGN neurons show various degrees of orientation tuning, ranging from few strongly tuned neurons, potentially relaying tuned input from the retina [70], to a larger group with orientation bias [67, 72]. We computed orientation tuning curves separately for feedback and suppression conditions. For neuron 1, intact CT feedback was associated not only with lower average firing rates, but also poorer selectivity (OSIs of 0.14 vs. 0.25; Fig. 3a). In contrast, for neuron 3, orientation selectivity was similar during feedback and suppression conditions (OSIs of 0.1 vs. 0.09; Fig. 3b). These results were representative of the population, where CT feedback affected orientation selectivity in diverse ways, with virtually no difference in population means (feedback OSI: 0.13; suppression: 0.12; LMM: $F_{1,88.7} = 0.31, p = 0.58$; Fig. 3e; see also [25, 46, 47, 72]). For neurons with OSI $> 0.02$ and well-fit orientation tuning curves ($R^2 > 0.5$), preferred orientation during feedback and suppression conditions was largely similar, except for some cases where it shifted (Fig. 3f). As was the case for movie stimulation, for grating stimulation, splitting the dLGN population into putative cell types according to several functional characteristics and their location within dLGN revealed few consistent differences in how global V1 suppression affected firing rates and bursting (Fig. 3-Supplement 1). Taken together, although the effects of V1 suppression on firing rate seem more diverse in magnitude and sign for grating stimuli, the similarity of orientation selectivity between CT feedback conditions suggests underlying changes in gain, in accordance to what we observed for naturalistic movies.

Inspecting the spike rasters at different orientations, we realized that responses of geniculate neurons appeared to be more strongly modulated at the grating’s temporal frequency during V1 suppression than when feedback was intact (Fig. 3a1). To test whether V1 suppression affected the ability of dLGN neurons to follow the gratings’ temporal modulation, for each neuron we computed the amplitude of the response at the stimulus frequency ($F_1$ component) relative to the mean response ($F_0$ component) [73, 74] and found that $F_1/F_0$ ratios were indeed lower when feedback was intact (1.08 vs. 1.22; LMM: $F_{1.90.5} = 15.8, p = 0.00014$; Fig. 3g). To explore the impact of CT feedback on the first harmonic response in more detail, we examined the cycle average responses to the preferred orientation, and asked how CT feedback affected response phase. Similar to the results obtained for the example neurons (Fig. 3a3, Fig. 3b3), we found that V1 suppression could advance response phase (Fig. 3h). This phase advance occurred more often for neurons whose responses during V1 suppression included a substantial proportion of burst spikes (Fig. 3i,
Figure 3 CT feedback modulates dLGN responses to drifting gratings. (a) Responses of example neuron 1 (same as in Fig. 1d,e and Fig. 2c,d) to full-screen, drifting gratings. (a1) Raster plot in response to drifting gratings, with trials sorted by grating orientation (10 trials per orientation, 30° steps). Red: burst spikes. (a2) Corresponding orientation tuning curve. Dashed lines represent spontaneous firing rates in response to medium gray screen. Error bars: standard error of the mean. (a3) Cycle average response to preferred orientation. Black, gray: cycle average constructed from all spikes. Red, pale red: cycle average constructed from burst spikes only. Black, red: CT feedback intact; gray, pale red: V1 suppression. (b) Same as (a), for example neuron 3. (c–h) Comparison of conditions with CT feedback intact vs. V1 suppression, for mean firing rate (c), burst ratio (d), orientation selectivity index (OSI) (e), preferred orientation θ (f), F1/F0 (g), and cycle average phase φ (h). Purple, blue: example neurons. Black markers in (c,d) indicate neurons with individually significant effects (Welch’s t-test). (i) Cumulative distribution of cycle average phase differences between feedback and suppression conditions. Black: neurons with little burst spiking (ratio of cycle average peak for burst spikes to cycle average peak for all spikes < 0.1); red: neurons with substantial burst spiking (ratio of cycle average peak for burst spikes to cycle average peak for all spikes ≥ 0.1).
red; 25 of 29 neurons showed phase advance, $p = 0.0001$, binomial test) than for neurons whose V1 suppression responses had little or no bursting (Fig. 3i, black; 11 of 21 neurons advanced, $p = 1$, binomial test). Together with earlier work using intracellular recordings at different levels of holding membrane potential in anesthetized cats [75], these analyses demonstrate that the phase advance is driven by the dynamics of burst spiking. Finally, similar to our re-assessment of CT feedback effect on responses to naturalistic movies, our conclusions regarding the effects of CT feedback on grating responses did not change when we repeated our experiments using a selective suppression of Ntsr1+ neurons with stGtACR2 [62] (Fig. 1-Supplement 4i–o).

**Effects of CT feedback on dLGN firing rates are more consistent and overall stronger for full-screen movies than full-screen gratings**

Our analyses suggest that the impact of CT feedback on firing rates might be overall stronger for naturalistic movie stimuli than for gratings. To test this hypothesis, we focused on the subset of neurons recorded with both types of stimuli. Indeed, when we compared feedback modulation indices (FMIs) of firing rates, we found that FMI was on average more positive for movies than for gratings ($0.15 \text{ vs. } 0.053$; LMM: $F_{1,38} = 5.21$, $p = 0.028$; Fig. 4a). Remarkably, in 10/39 neurons (Fig. 4a, dark lines) V1 suppression decreased firing rates for movies (positive movie FMI), but increased firing rates for gratings (negative grating FMI). The opposite effect only occurred in 3/39 neurons (dark dashed lines). These findings were not a consequence of differences in firing rates that might have already been present in conditions with CT feedback intact (Fig. 4-Supplement 1b), and were also not a consequence of the longer duration of V1 suppression during movie clips (Fig. 4-Supplement 1c,d).

Differences in CT feedback effects on firing rates to full-screen gratings and movies might be related to feedback-mediated changes in bursting, which might be stimulus-dependent [75, 76] and can drive high frequency firing. To test this hypothesis, we compared CT feedback modulation of burst ratio for gratings vs. movie clips, and found that V1 suppression indeed induced stronger bursting for gratings than for movies (Fig. 4-Supplement 1e). However, for both movies (Fig. 1-Supplement 2c) and gratings (Fig. 4-Supplement 1a), CT feedback effects on firing rates were unrelated to those on bursting. Thus, while suppression of CT feedback engages bursting overall more strongly for gratings than movies, this differential recruitment does not seem to account for differences in CT feedback-related modulations of firing rates for movies vs. grating stimuli.

Alternatively, CT feedback might operate differently on full-screen movie vs. grating stimuli, because the stimuli themselves might differentially engage CT feedback to modulate
dLGN processing. Differential engagement of CT feedback might be related to differences in multiple aspects of the two stimulus types, for instance contrast, spatial and temporal frequency, or spatial context. With respect to spatial context, a substantial body of literature has indicated that one role of CT feedback is to enhance dLGN center-surround antagonism [31–35, 37, 39, 77, 78]. Such center-surround antagonism might be stimulus dependent: recordings in area V1 have demonstrated that the strength of surround modulation dynamically changes with the statistics of naturalistic stimuli, and on average is less than the surround modulation exerted by large-sized iso-oriented gratings [79].

To test whether CT feedback effects differ for movies and gratings due to differential modulation of dLGN surround suppression, one would ideally compare responses to movies and gratings of optimal size, which evoke little surround suppression, in addition to responses to both types of full-screen stimuli, which evoke more surround suppression, all while manipulating CT feedback. However, due to limited recording time and the impracticality of centering movies and gratings over the retinotopically dispersed RFs in dLGN (Fig. 1b) [67], we did not collect responses to optimally sized stimuli. However, our recordings did include periods of blank screen, which minimally recruit surround mechanisms. These were short (∼0.3 s) periods directly preceding each full-screen movie and grating trial (see e.g. Fig. 1d and Fig. 3a1), as well as blank trials interleaved as one condition in the grating experiments. Applying our analyses to these various blank stimuli (Fig. 4b, Fig. 4-Supplement 1g–i), we found that CT feedback enhanced mean firing rates regardless of blank type or blank period duration (positive firing rate FMI, mean FMI: 0.27 vs. 0.30 vs. 0.36; LMM: $F_{2,76} = 1.69, p = 0.19$; Fig. 4b). This CT feedback-related average
enhancement for blank stimuli was even stronger than the enhancement observed during movie presentation (LMM: $F_{1,116} = 15.1$, $p = 0.0002$), and stronger than the mixed effects during grating presentation (LMM: $F_{1,116} = 34.9$, $p = 3.6 \times 10^{-8}$). Since the CT feedback effects on these various blank stimuli (see also Fig. 4-Supplement 1e–l) did not depend on blank period duration or whether blanks were embedded in grating or movie experiments, we interpret these findings to represent differential, stimulus-dependent engagement of CT feedback.

These findings are consistent with the interpretation that CT feedback most strongly enhances firing rates to blanks in both movie and grating experiments, because the recruitment of suppressive mechanisms via the indirect inhibitory CT feedback circuit is minimal. In contrast, presentation of iso-oriented full-screen gratings likely invokes stronger suppressive feedback mechanisms, such that overall CT feedback influences would be comprised of a mix of direct excitation and indirect inhibition. Suppressing cortex during presentation of full-screen gratings would thus result in reduced excitation, but also release from inhibition, such that the two effects on firing rate might cancel out. Finally, if indirect inhibitory influences of CT feedback were recruited less by full-screen naturalistic movies, CT feedback effects on firing rates would more strongly reflect the influences of the direct, excitatory CT feedback circuit. Taken together with previous studies in anesthetized cats demonstrating that CT feedback-mediated enhancement of dLGN surround suppression can depend on the orientation alignment of center and surround [33, 55], these findings suggest that the strength and sign of CT feedback gain might be stimulus-dependent and potentially sensitive to the statistics of the center and the surround stimulation.

Effects of locomotion on dLGN responses resemble effects of CT feedback, but are largely independent

Previous studies have reported that responses of mouse dLGN neurons to grating stimuli are modulated by locomotion [80–82]. To assess how these findings extend to more complex stimuli, we separated the trials with CT feedback intact according to the animals’ locomotion behavior. When we examined the spike rasters and PSTHs of example neuron 1 in control conditions with CT feedback intact (Fig. 5a,b), we found that, despite preserved temporal features of the responses (Pearson correlation $r = 0.72$ between run and sit PSTHs, $p < 10^{-6}$), firing rates were higher overall during locomotion than stationary periods. Additionally, during locomotion, the distribution of firing rates was less skewed ($\gamma = 1.15$ vs. 1.45 during stationary trials), with a decrease in low and an increase in medium firing rates (KS test, $p < 10^{-6}$). This pattern was also observed in the population of dLGN neurons, where firing rates were consistently higher for trials with locomotion compared to trials when the
animal was stationary (12.7 vs. 9.7 spikes/s; LMM: $F_{1,194.1} = 15.4$, $p = 0.00012$; Fig. 5c).

Similar to previous reports using gratings [80, 83], we found that bursting was lower during locomotion than stationary periods (0.045 vs. 0.068; LMM: $F_{1,185.4} = 28.5$, $p = 2.7 \times 10^{-7}$; Fig. 5d). Beyond these established measures, using movie clips allowed us to test the effects of locomotion on additional response properties: trials with locomotion were associated with lower sparseness (0.40 vs. 0.47; LMM: $F_{1,181.9} = 22.7$, $p = 3.8 \times 10^{-6}$; Fig. 5e) and lower trial-to-trial reliability (0.14 vs. 0.17; LMM: $F_{1,190.0} = 10.1$, $p = 0.0018$; Fig. 5f). This locomotion-related decrease of reliability could be related to, but is likely not fully explained by, the increase in eye movements typically associated with running (Fig. 5-Supplement 1h,i) [80, 84]. These analyses demonstrate that in dLGN, processing of naturalistic movie clips is robustly modulated by locomotion. Curiously, in all aspects tested, these modulations by locomotion had the same signatures as those of CT feedback: increased firing rates, reduced bursting, and decreased sparseness and trial-to-trial reliability.

Since the effects of CT feedback and locomotion closely resembled each other, and since L6CT neurons themselves are modulated by locomotion [85], are the effects of locomotion on dLGN responses inherited via feedback from cortex? To test this hypothesis, we next focused on only those trials with V1 suppression and repeated the separation according to locomotion (Fig. 5g–h). These analyses revealed that effects of locomotion persisted, even if CT feedback was suppressed (Fig. 5i–l; firing rate: 9.7 vs. 7.5 spikes/s; LMM: $F_{1,183.2} = 18.1$, $p = 3.3 \times 10^{-5}$; burst ratio: 0.084 vs. 0.12 spikes/s; LMM: $F_{1,193.1} = 28.3$, $p = 2.8 \times 10^{-7}$; sparseness: 0.47 vs. 0.56; LMM: $F_{1,179.5} = 54.7$, $p = 5.1 \times 10^{-12}$; reliability: 0.14 vs. 0.18; LMM: $F_{1,187.5} = 22.0$, $p = 5.3 \times 10^{-6}$).

Finally, to test more directly the relationship between effects of behavioral state and CT feedback, we compared CT feedback and running-related modulations on a neuron-by-neuron basis. First, we hypothesized that if effects of locomotion on dLGN responses were inherited from primary visual cortex, such effects should vanish during V1 suppression (Fig. 6a_0). However, consistent with our observations above (Fig. 5i–l), even during V1 suppression, running-related modulations were significantly different from 0 (firing rate run modulation index (RMI): 0.18 ± 0.06; burst ratio: −0.17 ± 0.12; sparseness: −0.12 ± 0.04; reliability: −0.11 ± 0.08; Fig. 6a_1–4). In fact, the degree of running modulation was correlated between feedback and suppression conditions (firing rate: slope of 0.51 ± 0.12; burst ratio: slope of 0.38 ± 0.2; sparseness: slope of 0.44 ± 0.14; reliability: slope of 0.50 ± 0.15; Fig. 6a_1–4).

Interestingly, for firing rates and burst ratios, locomotion effects were slightly stronger, on average, with CT feedback intact compared to V1 suppression (firing rate RMI: 0.23 vs. 0.20; LMM: $F_{1,168.3} = 4.3$, $p = 0.04$, Fig. 6a_1; burst ratio RMI: −0.25 vs. −0.17; LMM: $F_{1,154.7} = 6.3$, $p = 0.013$, Fig. 6a_2), indicating that these two modulatory influences likely
Figure 5 Effects of locomotion on dLGN responses resemble those of CT feedback, but persist even during V1 suppression. (a) Spike raster of example neuron 1 (same as Fig. 1d) in response to a naturalistic movie clip during locomotion and stationary trials with CT feedback intact. Top: trials with run speed > 1 cm/s; bottom: trials with run speed < 0.25 cm/s, both for at least > 50% of each trial. Red: burst spikes. (b) Corresponding PSTHs. Green: locomotion, orange: stationary; black bar: duration of movie clip. (c–f) Comparison of firing rates (c), burst ratio (d), sparseness (e), and trial-to-trial reliability (f) during locomotion and stationary trials. Black markers in (c,d,f) correspond to individually significant observations (Welch’s t-test). (g–l) Same as (a–f), for locomotion and stationary trials during V1 suppression. See also Fig. 5-Supplement 1.
We next tested the hypothesis that CT feedback might have a stronger impact during active behavioral states than during quiescence. Indeed, it has previously been shown that during brain states associated with anesthesia, the responsiveness of feedback circuits is particularly reduced [30, 56, 57]. One might therefore predict that during quiescence, if feedback circuits were already completely disengaged, we should not be able to observe further effects of V1 suppression (Fig. 6b). This was clearly not the case, because CT feedback effects were correlated across behavioral states (firing rate: slope of $0.72 \pm 0.10$; burst ratio: slope of $0.34 \pm 0.15$; sparseness: slope of $0.85 \pm 0.12$; reliability: slope of $0.43 \pm 0.14$; Fig. 6b1−4). In addition, and similar to the slightly stronger RMIs during feedback, we discovered a locomotion-dependent CT feedback effect for firing rates and burst ratios. CT feedback effects were slightly stronger, on average, during locomotion than during quiescence (firing rate FMI: 0.18 vs. 0.15; LMM: $F_{1,172.8} = 3.5, p = 0.065$; Fig. 6b1; burst ratio FMI: $-0.27$ vs. $-0.19$; LMM: $F_{1,166.9} = 6.8, p = 0.0097$; Fig. 6b2). This subtle interaction between behavioral state and CT feedback effects might relate to a previous finding, where careful dissection of brain states by depth of anesthesia had already suggested that the effects of transient cortical inactivation on dLGN responses were more evident during lighter anesthesia, i.e., during desynchronized cortical activity [43]. Our ability to observe effects of V1 suppression in dLGN while the animal was stationary suggests that CT feedback circuits are engaged even under conditions of behavioral quiescence and underscores that effects of CT feedback and behavioral state are largely independent.

Finally, if modulations by CT feedback and behavioral state exploited the same circuitry, neurons experiencing strong modulation by V1 suppression should also be strongly affected by locomotion (Fig. 6c0). Contrary to this prediction, we found that effects of CT feedback (FMI) and behavioral state (RMI) were uncorrelated (firing rate: slope of $0.054 \pm 0.13$; burst ratio: slope of $-0.11 \pm 0.13$; sparseness: slope of $-0.053 \pm 0.21$; reliability: slope of $-0.095 \pm 0.12$; Fig. 6c1−4). Together, these comparisons demonstrate that effects of behavioral state associated with locomotion and effects of CT feedback are largely independent.

Discussion

In this study, we used naturalistic movies to reveal that corticothalamic feedback can have substantial and consistent effects on dLGN responses. First, we show that V1 suppression reduces time-varying dLGN firing rates, and leads to increases in bursting, sparseness and trial-to-trial reliability. While changes of time-varying responses to movies were generally well predicted via a divisive reduction in response gain, a simple threshold-linear model could not capture the full spectrum of V1 suppression effects, in particular the nonlinearities
Figure 6 The effects of CT feedback and locomotion on movie responses are largely independent. (a–c) Predicted relationships between modulation indices and response measures in different conditions, assuming dependence in the effects of CT feedback and locomotion. (a) Comparison of modulation by running (RMI) during CT feedback intact and V1 suppression for firing rates ($a_1$), burst ratio ($a_2$), sparseness ($a_3$), and reliability ($a_4$). Running effects were quantified with a run modulation index (RMI), where $RMI = (\text{running} - \text{sitting}) / (\text{running} + \text{sitting})$. (b) Comparison of modulation by CT feedback (FMI) during locomotion and stationary periods for firing rates ($b_1$), burst ratio ($b_2$), sparseness ($b_3$), and reliability ($b_4$). (c) Comparison of modulation by feedback (FMI) and modulation by running (RMI) for firing rates ($c_1$), burst ratio ($c_2$), sparseness ($c_3$), and reliability ($c_4$). Red: LMM fit. Green, purple: example neurons from Fig. 2a,b.
arising from burst spiking. Second, we demonstrate that effects of V1 suppression on firing rate were more consistent and therefore stronger overall for naturalistic movies than for gratings, potentially related to the differential engagement of CT feedback as a function of stimulus context. Third, we show that CT feedback effects on dLGN activity closely resemble effects of behavioral state, as assessed by locomotion. We demonstrate, however, that the effects of V1 suppression on firing rate, bursting, sparseness and reliability are largely independent of modulations by behavioral state, and importantly, that effects of locomotion persist even when V1 activity is suppressed. Together, these findings demonstrate that behavioral modulations of dLGN activity are not simply inherited from cortex. Overall, our findings highlight that dLGN activity can be reliably modulated by two extra-retinal sources – cortical feedback and locomotion – which exert their influences via largely separate routes.

To manipulate CT feedback, we chose a global V1 suppression approach based on optogenetic activation of ChR2 expressed in local PV+ inhibitory interneurons [41, 46–48, 86]. ChR2-based activation of local PV+ inhibitory interneurons results in reliable, continuous, and strong suppression of V1 L6 CT neurons, compared to alternative optogenetic approaches involving direct photosuppression of L6 CT neurons using archaerhodopsin and halorhodopsin [25, 41]. These light-driven pumps pose challenges in terms of light power requirements, temporal decay of sensitivity, and effects on intracellular ion homeostasis [62, 86]. While silencing by excitation of inhibitory interneurons can exploit the robust effects of GABA-mediated inhibition in cortical circuits, it comes with a limitation in specificity. In addition to the direct L6 → thalamus circuit, indirect, polysynaptic effects might be exerted via alternative routes. One example is L5 corticofugal pyramidal cells projecting to the superior colliculus (SC), where tectogeniculate neurons in the superficial layers provide retinotopically organized, driving inputs to the dorsolateral shell region of the dLGN [87]. To address this lack of specificity, in control experiments, we replaced photoactivation of PV+ neurons with direct, selective suppression of V1 Ntsr1+ neurons, which overlap by at least 90% with L6 CT pyramidal cells [63, 64]. Since photosuppression via the novel light-gated chloride channel stGtACR2 [62] did not alter any of our conclusions regarding the effects of CT feedback on dLGN responses, we assume that the effects of V1 suppression to a large degree reflect the specific impact of the L6 CT circuit. L6 CT neurons, however, have an intracortical axon collateral making privileged connections with a translaminar PV+ interneuron subtype in L6 [63, 88], which in turn strongly regulates the gain of the entire V1 column [41, 63, 88]. Since suppression of L6 CT neurons increases the gain in V1 [41], and since this is the opposite of the global effects of V1 suppression via PV+ activation, it is unlikely that the observed modulations of dLGN are largely driven by alternative circuits. Nevertheless, decisively ruling out alternative circuits would require the selective suppression
of L6 CT axon terminals at the thalamic target.

Cortical layer 6 is well known for its especially high diversity of neuronal cell types [16]. Even within the population of L6 CT pyramidal cells there is heterogeneity, with at least 2 subtypes defined by morphology [88–90], 3 subtypes defined by electrophysiology and morphology [90], and 4 major subtypes defined by transcriptomics [89, 90]. Whether these subtypes mediate different aspects of feedback modulations is currently unknown. In the visual system of primates and carnivores, CT feedback circuits seem to be organized into distinct streams [91–93] whose functional organization mimics that of the feedforward streams. Whether the known subtypes in mice can convey independent, stream-specific information is currently unknown, partly because already at the level of feedforward processing, the notion of streams in mouse dLGN is a matter of ongoing debate [94, 94–97], and response properties are diverse [67, 68, 98]. Our own assessment of CT feedback effects revealed few systematic differences for various dLGN cell-type classifications. Such an absence of differences, however, is not surprising, because our manipulation approaches nonspecifically suppressed all L6 CT neuron subtypes. Once genetic targeting of L6 CT subtypes is possible [99, 100], it will be important to test the stream-specificity of CT feedback in the mouse.

Our analyses of the time-varying firing rates in response to naturalistic movies revealed that V1 suppression results in a robust decrease of geniculate response gain. Divisive CT feedback effects have also been previously reported for contrast response functions of parvo-cellular dLGN neurons in anesthetized macaques [42]. Such divisive gain modulations were commonly thought to arise from shunting inhibition, as opposed to hyperpolarizing inhibition. From simulations, however, it has become clear that in the suprathreshold regime, the effect of shunting synapses is also subtractive [101], even if voltage-dependent inhibitory conductances are considered [102]. Instead, a crucial element to produce gain modulations seems to be changes in the level of synaptically driven $V_m$ fluctuations, often called “synaptic noise” [103–105]. Indeed, in vivo V1 recordings suggest that the combined impact of changes in $V_m$ fluctuations, input resistance, and depolarization is needed to produce gain changes [106]. These cellular properties are altered by both feedback [105] and neuromodulation [107], not only in cortex [108] but also in the corticothalamic system [109]. Here, “synaptic noise” together with varying degrees of T-type channel recruitment has been shown to change the slope of the input-output function and alter the temporal filtering characteristics of thalamic relay cells [109, 110]. Thus, by providing variable synaptic input and affecting membrane depolarization, CT feedback might be in a prime position to dynamically tune the gain of the thalamic relay; elucidating the underlying cellular mechanisms will be an important step in the future.
In addition to potentially contributing to the observed gain modulations, “synaptic noise” from CT feedback may also help explain the less precise and less reliable dLGN responses we observed when feedback was left intact. Specifically, V1 neurons are known to exhibit about double the trial-to-trial variability of simultaneously recorded dLGN neurons [111], and eliminating variable cortical input might reveal the even greater reliability of feed-forward retinal inputs [111].

Our analyses of movie and grating response characteristics showed that V1 suppression robustly and consistently biased geniculate activity towards burst firing mode. Burst firing mode occurs when dLGN neurons undergo sustained (≥ 100 ms) hyperpolarization [65], which allows for the de-inactivation of low-threshold T-type calcium channels abundant in thalamus [112]. Previous intracellular recordings in cat dLGN have revealed that cortical ablation can hyperpolarize the resting membrane potential of dLGN relay cells by ∼ 9 mV, enough to push them into burst-firing mode [113]. Conversely, direct optogenetic activation of L6 CT neurons in primary somatosensory cortex has been shown to decrease burst mode firing [114]. In burst firing mode, reminiscent of the effects we observed during V1 suppression, dLGN spontaneous activity is low [65], stimulus-evoked responses show phase-advance [75, 115] and high trial-to-trial reliability [115]. The increase in trial-to-trial response reliability we observed during V1 suppression might therefore be explained not only by the removal of a more variable input as mentioned above [111], but also by a shift towards burst mode, where retinogeniculate communication efficacy is elevated [116].

Theories about the function of thalamic firing modes can also provide a useful framework for interpreting the effects of CT feedback we observed here, in particular since the greater precision and trial-to-trial reliability of responses during V1 suppression might be unexpected at first glance. Thalamic burst mode is often linked with “inattentive states”, where the sudden appearance or change of a visual stimulus from non-preferred to preferred RF contents [117–119] can reliably trigger a thalamic burst. Bursting is associated with high signal-to-noise, well-suited for stimulus detection [65, 120]. In addition, thalamic burst mode is known to augment the efficacy of retinal input to drive spiking in dLGN [116], and increases the probability of relay between thalamus and cortex, because bursts drive large postsynaptic potentials [121]. This in turn might lead to depolarizing CT feedback, switching the thalamus to tonic mode and allowing more faithful, linear relay of information with a higher dynamic range, better suited for encoding of more finely graded details [65, 109]. Sherman has termed this process a “wake-up-call” for cortex [65, 117], which could represent a neural implementation of bottom-up attention in dLGN [122]. To understand if CT feedback is indeed recruited for detailed perceptual analyses, an essential next step would be to measure the activity of L6 CT neurons under behaviorally relevant conditions. Interestingly, in the
auditory system, activation of L6 CT feedback has been shown to influence sound perception, with enhancements of sound detection or discrimination behavior, depending on the relative timing between CT spiking and stimulus onset [123]. Beyond having broad impact on coding regimes and transmission, bursting in thalamus is also known to have specific computational properties, such as efficiently encoding high- and low-frequency information in parallel [124].

So far, most studies using naturalistic stimuli to probe dLGN responses have been performed in anesthetized animals and have not considered CT feedback [117–119, 125–127]. Similarly, most studies investigating the impact of CT feedback have relied on artificial stimuli [25, 34, 41, 44]. Combining both manipulations to directly compare the effects of CT feedback during naturalistic movies and gratings, we found evidence that CT feedback modulates firing rates at the geniculate level in a stimulus-dependent fashion. For artificial stimuli, such as gratings and bars, it has long been known that CT feedback can enhance dLGN surround suppression by increasing responses to small stimuli and reducing responses to large stimuli [31–35, 37, 39, 77, 78]. Such CT feedback mediated enhancement of surround suppression might result from recruitment of a more narrow direct excitatory and a wider indirect inhibitory CT feedback component according to grating size [78], with the balance shifting more towards direct excitation for small gratings and more towards indirect inhibition for large gratings. Size, however, is likely not the only determinant of relative recruitment of CT feedback circuits: for instance, V1 ablation or pharmacological suppression in anesthetized cats leads to more prominent reductions of dLGN surround suppression for iso- vs. cross-oriented gratings [33, 55], suggesting an additional role of stimulus context. For naturalistic stimuli with complex context, measurements in area V1 have already demonstrated that surround suppression is generally lower than for iso-oriented gratings, and is flexibly invoked depending on the specific statistics in the RF center and surround [79]. The differential effect of CT feedback on dLGN firing rates for full-screen naturalistic movies and iso-oriented gratings observed in our study might therefore be parsimoniously explained by differences in the relative strength of direct excitatory and indirect inhibitory CT feedback. It would be of prime interest to measure, in future experiments, size tuning curves with and without CT feedback using different stimuli, such as naturalistic movies, iso- and cross-oriented gratings. Given our results, we predict that CT feedback would affect firing rate responses to full-screen cross-oriented gratings more similarly to full-screen naturalistic movies than would iso-oriented gratings.

By measuring the effects of V1 suppression during different behavioral states, and by measuring locomotion effects with and without CT feedback, we found that locomotion and CT feedback had similar effects on dLGN responses, but operated via largely separate circuits. The independence of modulations by CT feedback and behavioral state is remarkable:
neuromodulation accompanying locomotion also affects cortical layer 6, which receives dense cholinergic afferents from basal forebrain [128], and mouse V1 L6 CT neurons increase action potential firing in slice recordings upon bath application of ACh [129]. Potentially related, many V1 L6 CT neurons themselves increase activity during locomotion or arousal [85, 130]. While it is therefore unclear why such modulations of V1 L6 CT neurons only contribute relatively little to the dLGN locomotion effects, our result is similar to recent findings in superior colliculus (SC), where locomotion-related response modulations were also independent of V1 feedback [131]. If not inherited from CT feedback [see also 132, 133], which alternative circuits could mediate the effects of locomotion in dLGN [80–82]? Locomotion is accompanied by arousal [134], which in turn involves various neuromodulatory influences [reviewed in 135]. For instance, norepinephrine from the locus coeruleus (LC) and acetylcholine (ACh) from the midbrain are known to act directly on the thalamus [reviewed in 136, 137] and could drive some of the arousal-related depolarizing effects on firing rate independent of cortical feedback, for instance by blocking a long-lasting Ca²⁺-dependent K⁺ current [138]. In addition, electrical stimulation of the LC [139] and the parabrachial region (PBR) [140] within the mesencephalic locomotor region (MLR), and direct application of noradrenergic [141] and cholinergic [137, 142] agonists within dLGN, are sufficient to reduce thalamic burst mode firing. Finally, at least part of the locomotion effects in dLGN might also be related to modulations of retinal output [131, 143]. Indeed, two-photon calcium imaging of retinal ganglion cell boutons in dLGN [143] and SC [131] revealed that their activity can be modulated by locomotion, albeit with an overall suppressive effect. In future studies, it will be key to further dissect the contributions of retinal, cortical and potentially collicular modulations, and the different neuromodulatory sources of behavioral state-related modulations in thalamic targets.
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Materials and Methods

All procedures complied with the European Communities Council Directive 2010/63/EC and the German Law for Protection of Animals, and were approved by local authorities, following appropriate ethics review.

Surgical procedures

Experiments were carried out in 6 adult PV-Cre mice (median age at first recording session: 23.5 weeks; B6;129P2-Pvalb<sup>tm1(cre)Arbr</sup>/J; Jackson Laboratory) and 3 adult Ntsr1-Cre mice (median age: 29.4 weeks; B6.FVB(Cg)-Tg(Ntsr1-cre)GN220Gsat/Mmcd; MMRRC) of either sex. Thirty minutes prior to the surgical procedure, mice were injected with an analgesic (Metamizole, 200 mg/kg, sc, MSD Animal Health, Brussels, Belgium). To induce anesthesia, animals were placed in an induction chamber and exposed to isoflurane (5% in oxygen, CP-Pharma, Burgdorf, Germany). After induction of anesthesia, mice were fixated in a stereotaxic frame (Drill & Microinjection Robot, Neurostar, Tuebingen, Germany) and the isoflurane level was lowered (0.5%–2% in oxygen), such that a stable level of anesthesia could be achieved as judged by the absence of a pedal reflex. Throughout the procedure, the eyes were covered with an eye ointment (Bepanthen, Bayer, Leverkusen, Germany) and a closed loop temperature control system (ATC 1000, WPI Germany, Berlin, Germany) ensured that the animal’s body temperature was maintained at 37°C. At the beginning of the surgical procedure, an additional analgesic was administered (Buprenorphine, 0.1 mg/kg, sc, Bayer, Leverkusen, Germany) and the animal’s head was shaved and thoroughly disinfected using idodine solution (Braun, Melsungen, Germany). Before performing a scalp incision along the midline, a local analgesic was delivered (Lidocaine hydrochloride, sc, bela-pharm, Vechta, Germany). The skin covering the skull was partially removed and cleaned from tissue residues with a drop of H<sub>2</sub>O<sub>2</sub> (3%, AppliChem, Darmstadt, Germany). Using four reference points (bregma, lambda, and two points 2 mm to the left and to the right of the midline respectively), the animal’s head was positioned into a skull-flat configuration. The exposed skull was covered with OptiBond FL primer and adhesive (Kerr dental, Rastatt, Germany) omitting three locations: V1 (AP: −2.8 mm, ML: −2.5 mm), dLGN (AP: −2.3 mm, ML: −2 mm), and a position roughly 1.5 mm anterior and 1 mm to the right of bregma, designated for a miniature reference screw (00-96 X 1/16 stainless steel screws, Bilaney) soldered to a custom-made connector pin. 2 μL of the adeno-associated viral vector rAAV9/1.EF1a.DIO.hChR2(H134R)-eYFP.WPRE.hGH (Addgene, #20298-AAV9) was dyed with 0.3 μL fast green (Sigma-Aldrich, St. Louis, USA). After performing a small craniotomy over V1, in PV-Cre mice a total of ~ 0.5 μL of this mixture was injected across the entire depth of cortex (0.05 μL injected every 100 μm, starting at 1000 μm and ending at
100 µm below the brain surface), using a glass pipette mounted on a Hamilton syringe (SYR
10 µL 1701 RN no NDL, Hamilton, Bonaduz, Switzerland). In V1 of Ntsr1-Cre mice, we in-
jected 0.35 µL of stGtACR2 (pAAV_hSyn1-SIO-stGtACR2-FusionRed, Addgene, #105677;
0.05 µL injected every 100 µm, starting at 1000 µm and ending at 500 µm below the brain
surface). A custom-made lightweight stainless steel head bar was positioned over the poste-
rior part of the skull such that the round opening in the bar was centered on V1/dLGN. The
head bar was attached with dental cement (Ivoclar Vivadent, Ellwangen, Germany) to the
primer/adhesive. The opening was later filled with the silicone elastomer sealant Kwik-Cast
(WPI Germany, Berlin, Germany). At the end of the procedure, an antibiotic ointment
(Inex, Merz Pharmaceuticals, Frankfurt, Germany) or iodine-based ointment (Braunodi-
von, 10%, B. Braun, Melsungen, Germany) was applied to the edges of the wound and a
long-term analgesic (Meloxicam, 2 mg/kg, sc, Böhringer Ingelheim, Ingelheim, Germany)
was administered and for 3 consecutive days. For at least 5 days post-surgery, the animal’s
health status was assessed via a score sheet. After at least 1 week of recovery, animals were
gradually habituated to the experimental setup by first handling them and then simulat-
ing the experimental procedure. To allow for virus expression, neural recordings started no
sooner than 3 weeks after injection. On the day prior to the first day of recording, mice
were fully anesthetized using the same procedures as described for the initial surgery, and a
cranietomy (ca. 1.5 mm²) was performed over dLGN and V1 and re-sealed with Kwik-Cast
(WPI Germany, Berlin, Germany). As long as the animals did not show signs of discom-
fort, the long-term analgesic Metacam was administered only once at the end of surgery, to
avoid any confounding effect on experimental results. Recordings were performed daily and
continued for as long as the quality of the electrophysiological signals remained high.

Electrophysiological recordings, optogenetic suppression of V1, perfusion

Head-fixed mice were placed on an air-cushioned Styrofoam ball, which allowed the ani-
mal to freely move. Two optical computer mice interfaced with a microcontroller (Arduino
Duemilanove) sampled ball movements at 90 Hz. To record eye position and pupil size, the
animal’s eye was illuminated with infrared light and monitored using a zoom lens (Navitar
Zoom 6000) coupled with a camera (Guppy AVT camera; frame rate 50 Hz, Allied Vision,
Exton, USA). Extracellular signals were recorded at 30 kHz (Blackrock microsystems). For
each recording session, the silicon plug sealing the craniotomy was removed. For V1 record-
ings, a 32 or 64 channel silicon probe (Neuronexus, A1x32-5mm-25-177, A1x32Edge-5mm-
20-177-A32 or A1x64-Poly2-6mm-23s-160) was lowered into the brain to a median depth of
1025 µm. For dLGN recordings, a 32 channel linear silicon probe (Neuronexus A1x32Edge-
5mm-20-177-A32) was lowered to a depth of ~ 2300–3611 µm below the brain surface. We
judged recording sites to be located in dLGN based on the characteristic progression of RFs from upper to lower visual field along the electrode shank \[67\] (Fig. 1-Supplement 1b), the presence of responses strongly modulated at the temporal frequency of the drifting gratings (F1 response), and the preference of responses to high temporal frequencies \[67, 144\]. For post hoc histological reconstruction of the recording site, the electrode was stained with DiI (Invitrogen, Carlsbad, USA) for one of the final recording sessions.

For photostimulation of V1 PV+ inhibitory interneurons, an optic fiber (910 µm diameter, Thorlabs, Newton, USA) was coupled to a light-emitting diode (LED, center wavelength 470 nm, M470F1, Thorlabs, Newton, USA; or center wavelength 465 nm, LEDC2_465/635_SMA, Doric Lenses, Quebec, Canada) and positioned with a micromanipulator less than 1 mm above the exposed surface of V1. A black metal foil surrounding the tip of the head holder prevented the photostimulation light from reaching the animal’s eyes. To ensure that the photostimulation was effective, the first recording session for each mouse was carried out in V1. Only if the exposure to light reliably induced suppression of V1 activity was the animal used for subsequent dLGN recordings. For gratings, photostimulation started either 0.1 s before stimulus onset and ended 0.1 s after stimulus offset (2 experiments), or photostimulation started 0.3 s before stimulus onset and ended 0.2 s after stimulus offset (11 experiments), or photostimulation started 0.3 s before stimulus onset and ended 0.45 s after stimulus offset (12 experiments). For movie clips, photostimulation started either 0.1 s before stimulus onset and ended 0.1 s after stimulus offset (2 experiments), or photostimulation started 0.3 s before stimulus onset and ended 0.45 s after stimulus offset (45 experiments). LED light intensity was adjusted on a daily basis to evoke reliable effects (median intensity: 13.66 mW/mm² for activating ChR2 in PV-Cre mice, and 10.84 mW/mm² for activating stGtACR2 in Ntsr1-Cre mice, as measured at the tip of the optic fiber). Since the tip of the fiber never directly touched the surface of the brain, and since the clarity of the surface of the brain varied (generally decreasing every day following the craniotomy), the light intensity delivered even to superficial layers of V1 was inevitably lower. Importantly, changes in dLGN firing rates induced by V1 suppression (FMI, see below) did not differ, on average, from those induced by behavioral state (RMI, see below) (firing rate: FMI 0.20 vs. RMI 0.15, LMM: $F_{1,145.7} = 3.02, p = 0.08$; burst ratio: FMI $-0.27$ vs. RMI $-0.28$, $F_{1,124.0} = 0.002, p = 0.97$; sparseness: FMI $-0.12$ vs. RMI $-0.14$, $F_{1,144.9} = 1.03, p = 0.31$; reliability: FMI $-0.084$ vs. $-0.037$, $F_{1,183.0} = 1.96, p = 0.16$; Fig. 6c), indicating that optogenetic stimulation effects were not outside the physiological range.

After the final recording session, mice were first administered an analgesic (Metamizole, 200 mg/kg, sc, MSD Animal Health, Brussels, Belgium) and following a 30 min latency period were transcardially perfused under deep anesthesia using a cocktail of Medetomidin
(Domitor, 0.5 mg/kg, Vetoquinol, Ismaning, Germany), Midazolam (Climasol, 5 mg/kg, Ratiopharm, Ulm, Germany) and Fentanyl (Fentadon, 0.05 mg/kg, Dechra Veterinary Products Deutschland, Aulendorf, Germany) (ip). A few animals, which were treated according to a different license, were anesthetized with sodium pentobarbital (Narcoren, 400 mg/kg, ip, Böhringer Ingelheim, Ingelheim, Germany). Perfusion was first done with Ringer’s lactate solution followed by 4% paraformaldehyde (PFA) in 0.2 M sodium phosphate buffer (PBS).

**Histology**

To verify recording site and virus expression, we performed histological analyses. Brains were removed, postfixed in PFA for 24 h, and then rinsed with and stored in PBS at 4°C. Slices (40 µm) were cut using a vibrotome (Leica VT1200 S, Leica, Wetzlar, Germany), mounted on glass slides with Vectashield DAPI (Vector Laboratories, Burlingame, USA), and coverslipped. A fluorescent microscope (BX61, Olympus, Tokyo, Japan) was used to inspect slices for the presence of yellow fluorescent protein (eYFP) and DiI. Recorded images were processed using FIJI [145, 146].

**Visual stimulation**

Visual stimuli were presented on a liquid crystal display (LCD) monitor (Samsung SyncMaster 2233RZ, 47×29 cm, 1680×1050 resolution at 60 Hz, mean luminance 50 cd/m²) positioned at a distance of 25 cm from the animal’s right eye (spanning ∼ 108×66°, small angle approximation) using custom written software (EXPO, https://sites.google.com/a/nyu.edu/expo/home). The display was gamma-corrected for the presentation of artificial stimuli, but not for movies (see below).

To measure receptive fields (RFs), we mapped the ON and OFF subfields with a sparse noise stimulus. The stimulus consisted of nonoverlapping white and black squares on a square grid, each flashed for 200 ms. For dLGN recordings, the square grid spanned 60° on a side, while individual squares spanned 5° on a side. For a single experiment the vertical extent was reduced to 50°. For subsequent choices of stimuli, RF positions and other tuning preferences were determined online after each experiment based on multiunit activity, i.e. high-pass filtered signals crossing a threshold of 4.5 to 6.5 SD.

We measured single unit orientation preference by presenting full-screen, full-contrast drifting sinusoidal gratings of either 12 (23 experiments) or 8 (2 experiments) different, pseudo-randomly interleaved orientations (30° or 45° steps). For dLGN recordings, spatial frequency was either 0.02 cyc/° (17 experiments) or 0.04 cyc/° (8 experiments) and temporal frequency was either 2 Hz (2 experiments) or 4 Hz (23 experiments). One blank condition (i.e., mean luminance gray screen) was included to allow measurements of spontaneous activity. The stimulus duration was either 2 s (23 experiments) or 5 s (2 experiments), with
an interstimulus interval (ISI) of 2.4 s (21 experiments) or 1.25 s (2 experiments). For two Ntsr1-Cre experiments, ISIs varied and were either 0.58 s or 1.09 s.

For laminar localization of neurons recorded in V1, we presented a full-screen, contrast-reversing checkerboard at 100% contrast, with a spatial frequency of either 0.01 cyc/° (2 experiments) or 0.02 cyc/° (5 experiments) and a temporal frequency of 0.5 cyc/s.

Movies were acquired using a hand-held consumer-grade digital camera (Canon PowerShot SD200) at a resolution of 320×240 pixels and 60 frames/s. Movies were filmed close to the ground in a variety of wooded or grassy locations in Vancouver, BC, and contained little to no forward/backward optic flow, but did contain simulated gaze shifts (up to 275°/s), generated by manual camera movements (for example movies, see Fig. 1-Video 1 and Fig. 1-Video 2). Focus was kept within 2 m and exposure settings were set to automatic. The horizontal angle subtended by the camera lens was 51.6°. No display gamma correction was used while presenting movies, since consumer-grade digital cameras are already gamma corrected for consumer displays [147]. For presentation, movies were cut into 5 s clips and converted from color to grayscale. Movie clips were presented full-screen with an ISI of 1.25 s (43 experiments). For two Ntsr1-Cre experiments, ISIs varied and were either 0.58 s or 1.08 s.

White noise: Different clips were presented in pseudorandom order,

**Spike sorting**

To obtain single unit activity from extracellular recordings, we used the open source, Matlab-based, automated spike sorting toolbox Kilosort [148]. Resulting clusters were manually refined using Spyke [149], a Python application that allows the selection of channels and time ranges around clustered spikes for realignment, as well as representation in 3D space using dimension reduction (multichannel PCA, ICA, and/or spike time). In 3D, clusters were then further split via a gradient-ascent based clustering algorithm (GAC) [150]. Exhaustive pairwise comparisons of similar clusters allowed the merger of potentially over-clustered units. For subsequent analyses, we inspected autocorrelograms and mean voltage traces, and only considered units that displayed a clear refractory period and a distinct spike waveshape. All further analyses were carried out using the DataJoint framework [151] with custom-written code in Python.

**Response characterization**

We used current source density (CSD) analysis for recordings in area V1 to determine the laminar position of electrode contacts. To obtain the LFP data we first down-sampled the signal to 1 kHz before applying a bandpass filter (4–90 Hz, 2nd-order Butterworth filter). We computed the CSD from the second spatial derivative of the local field potentials [152], and assigned the base of layer 4 to the contact that was closest to the earliest CSD polarity.
inversion. The remaining contacts were assigned to supragranular, granular and infragranular layers, assuming a thickness of $\sim 1$ mm for mouse visual cortex [153].

In recordings targeting dLGN, we used the envelope of multi-unit spiking activity (MUAE) [154] to determine RF progression (Fig. 1-Supplement 1b). Briefly, we full-wave rectified the high-pass filtered signals (cutoff frequency: 300 Hz, 4th-order non-causal Butterworth filter) before performing common average referencing by subtracting the median voltage across all channels in order to eliminate potential artifacts (e.g. movement artifacts). We then applied a low-pass filter (cutoff frequency: 500 Hz, Butterworth filter) and down-sampled the signal to 2 kHz. Recording sessions for which RFs did not show the retinotopic progression typical of dLGN (Fig. 1-Supplement 1b) [67] were excluded from further analysis.

Each unit’s peristimulus time histogram (PSTH, i.e., the response averaged over trials) was calculated by convolving a Gaussian of width $2\sigma = 20$ ms with the spike train collapsed across all trials, separately for each condition.

We defined bursts according to [75], which required a silent period of at least 100 ms before the first spike in a burst, followed by a second spike with an interspike interval $< 4$ ms. Any subsequent spikes with preceding interspike intervals $< 4$ ms were also considered to be part of the burst. All other spikes were regarded as tonic. We computed a burst ratio (the number of burst spikes divided by the total number of spikes) and compared this ratio in conditions with CT feedback intact vs. V1 suppression or during locomotion vs. stationary conditions. PSTHs for burst spikes were calculated by only considering spikes that were part of bursts before collapsing across trials and convolving with the Gaussian kernel (see above). PSTHs for non-burst spikes were calculated in an analogous way.

To quantify the effect of V1 suppression on various response properties, we defined the feedback modulation index (FMI) as

$$\text{FMI} = \frac{\text{feedback} - \text{suppression}}{\text{feedback} + \text{suppression}}$$

Characterization of responses to naturalistic movie clips

Signal to noise ratio (SNR) was calculated according to [155] by

$$\text{SNR} = \frac{\text{Var} [\langle C_r \rangle_t]}{\langle \text{Var} [C_t] \rangle_r}$$

where $C$ is the $T$ by $R$ response matrix (time samples by stimulus repetitions) and $\langle \rangle_x$ and $\text{Var} [\cdot]_x$ denote the mean and variance across the indicated dimension, respectively. If all trials were identical such that the mean response was a perfect representative of the response, SNR
The sparseness $S$ of a PSTH was calculated according to [60] by

$$S = \left(1 - \frac{\left(\sum_{i=1}^{n} r_i/n\right)^2}{\sum_{i=1}^{n} r_i^2/n} \right) \left(\frac{1}{1 - 1/n}\right)$$

where $r_i \geq 0$ is the signal value in the $i^{th}$ time bin, and $n$ is the number of time bins. Sparseness ranges from 0 to 1, with 0 corresponding to a uniform signal, and 1 corresponding to a signal with all of its energy in a single time bin.

Response reliability was quantified according to [61] as the mean pairwise correlation of all trial pairs of a unit’s single trial responses. Single trial responses were computed by counting spikes in 20 ms, overlapping time bins at 1 ms resolution. Pearson’s correlation was calculated between all possible pairs of trials, and then averaged across trials per condition.

To detect response peaks in trial raster plots and measure their widths, clustering of spike times collapsed across trials was performed using the gradient ascent clustering (GAC) algorithm [150], with a characteristic neighborhood size of 20 ms. Spike time clusters containing less than 5 spikes were discarded. The center of each detected cluster of spike times was matched to the nearest peak in the PSTH. A threshold of $\theta = b + 3$ Hz was applied to the matching PSTH peak, where $b = 2 \text{median}(x)$ is the baseline of each PSTH $x$. Peaks in the PSTH that fell below $\theta$ were discarded, and all others were kept as valid peaks. Peak widths were measured as the temporal separation of the middle 68% (16th to 84th percentile) of spike times within each cluster.

To determine whether V1 suppression changes dLGN responses in a divisive or subtractive manner, we fit a threshold-linear model using repeated random subsampling cross-validation. To this end, we first selected a random set of 50% of the trials for each condition for fitting to the timepoint-by-timepoint responses a threshold linear model given by $R_{\text{supp}} = s R_{\text{fb}} + b$, where $R_{\text{supp}} > 0$, with $s$ representing the slope and $b$ the offset. Fitting was done using non-linear least squares (`scipy.optimize.curve_fit`). Throughout Fig. 2, we report the resulting $x$-intercept as the threshold. We evaluated goodness of fit ($R^2$) for the other 50% of trials not used for fitting. We repeated this procedure 1000 times and considered threshold and slope as significant if the central 95% of their distribution did not include 0 and 1, respectively.
Characterization of responses to drifting gratings

For display of spike rasters (Fig. 3), trials were sorted by condition. We computed orientation tuning curves by fitting a sum of two Gaussians of the same width with peaks 180° apart:

\[ R(\theta) = R_0 + R_p e^{-\frac{(\theta - \theta_p)^2}{2\sigma^2}} + R_n e^{-\frac{(\theta - \theta_p + 180)^2}{2\sigma^2}} \]  (4)

In this expression, \( \theta \) is stimulus orientation (0–360°). The function has five parameters: preferred orientation \( \theta_p \), tuning width \( \sigma \), baseline response (offset independent of orientation) \( R_0 \), response at the preferred orientation \( R_p \), and response at the null orientation \( R_n \).

Orientation selectivity was quantified according to [41, 156] as

\[ \text{OSI} = \sqrt{\left(\sum R_k \sin(2\theta_k)\right)^2 + \left(\sum R_k \cos(2\theta_k)\right)^2} \]  \( \sum R_k \)  (5)

where \( R_k \) is the response to the \( k \)th direction given by \( \theta_k \). We determined OSI for each unit during both feedback and suppression conditions.

We computed the first harmonic of the response \( R \) from the spike trains according to [74] to obtain the amplitude and phase of the best-fitting sinusoid, which has the same temporal frequency as the stimulus. For each trial, we calculated

\[ R = \left(\frac{1}{D}\right) \sum_k \cos(2\pi ft_k) + i \sin(2\pi ft_k) \]  (6)

where \( D \) is the stimulus duration, \( f \) is the temporal frequency of the stimulus, and the \( t_k \) are the times of the individual spikes. We excluded the first cycle to avoid contamination by the onset response. For (Fig. 3g), we calculated average amplitude \( F_1 \) by obtaining the absolute value of the complex number \( R \) on each trial, before averaging across trials, to avoid potential confounds due to differences in response phase across conditions. For the comparison of response phase, we focused on the orientation which elicited the maximal cycle average response across both feedback and suppression conditions.

Cell typing

Units were classified as suppressed by contrast (SbC) or not suppressed by contrast (non-SbC) by comparing their mean firing rates during full-screen drifting grating presentation to their mean firing rates during blank-screen presentation. Units were classified as SbC if they were visually responsive to gratings (see below) and had a median z-scored response across orientation conditions of \( \leq -3 \) during at least one grating experiment. Otherwise, units were classified as non-SbC. SbC units seem to constitute a sizeable fraction in our dataset,
which is similar to our previous results [68], where SbC was also found to be among the overrepresented retinal ganglion cell (RGC) types providing input to dLGN.

To identify electrode channels within the putative shell/core of the dLGN, we concentrated on the RF progression as assessed with MUAe maps that were constructed using sparse noise experiments. Because RF progression is mainly along elevation, amplitudes of MUAe for each channel were collapsed across azimuth and then range normalized. Channels with normalized amplitudes higher than an empirically set threshold (0.4) were considered part of dLGN. Non-detected channels located between detected channels were added. We considered neurons to be located in putative dLGN shell if their mean spike waveform had the largest amplitude on one of the uppermost 20% of electrode channels classified as falling within dLGN.

Direction selectivity index (DSI, [157]) was calculated for each unit as

\[
DSI = \frac{R_p - R_n}{R_p + R_n + 2R_0}
\]

where \(R_p\) and \(R_n\) are the firing rates in the preferred and null directions, respectively, extracted from tuning curves fit to drifting grating responses (see above), and \(R_0\) is baseline firing rate independent of orientation.

The RF distance from the center of the screen was calculated for each unit by finding the position of the MUAe RF for the channel on which the unit’s mean spike waveform had the largest amplitude.

**Exclusion criteria**

Neurons with mean evoked firing rates < 0.01 spikes/s were excluded from further analysis. For movie clips, only neurons with SNR ≥ 0.015 in at least one of the conditions in an experiment were considered. Of this population, 2 neurons were excluded from the analysis of the parameters returned by the threshold linear model, because their \(R^2\) was < 0. For gratings, we converted firing rates in response to each orientation to z-scores relative to responses to the mean luminance gray screen. We only considered visually responsive neurons, with an absolute z-scored response ≥ 2.5 to at least 1 orientation. For the analysis of response phase, we only considered neurons with a peak of the cycle average response of at least 10 Hz in both feedback and suppression conditions, and an \(F_1/F_0\) ratio of at least 0.25.

**Locomotion**

We used the Euclidean norm of three perpendicular components of ball velocity (roll, pitch and yaw) to compute animal running speed. For the analysis of neural responses as a
function of behavioral state, locomotion trials were defined as those for which speed exceeded
1 cm/s for at least 50% of the stimulus presentation, and stationary trials as those for which
speed fell below 0.25 cm/s for at least 50% of the stimulus presentation. To quantify the
effect of running vs. sitting on various response properties, the run modulation index (RMI)
was defined as
\[
\text{RMI} = \frac{\text{running} - \text{sitting}}{\text{running} + \text{sitting}} \quad (8)
\]

Although other measures of behavioral state such as pupil size indicate that the animal
may be in an active/aroused state outside of periods of locomotion [134, 158, 159], we have
chosen to use locomotion to categorize trials for several reasons. Firstly, it is clear from
the aforementioned studies that the largest changes in neural activity (at the level of the
visual cortex) occur as a function of locomotion. Secondly, because pupil size and locomotion
fluctuations are highly correlated [80], using one measure or the other would likely result in a
similar separation of trials. Finally, our naturalistic movie stimuli contain dynamic changes
in luminance, which drive changes in pupil size that would act as a confound to behavioral
state classification.

**Eye Tracking**

The stimulus viewing eye was filmed using an infrared camera under infrared LED il-
lumination. Pupil position was extracted from the videos using a custom, semi-automated
algorithm. Briefly, each video frame was equalized using an adaptive bi-histogram equaliza-
tion procedure, and then smoothed using median and bilateral filters. The center of the pupil
was detected by taking the darkest point in a convolution of the filtered image with a black
square. Next, the peaks of the image gradient along lines extending radially from the center
point were used to define the pupil contour. Lastly, an ellipse was fit to the contour, and the
center of this ellipse was taken as the position of the pupil. A similar procedure was used
to extract the position of the corneal reflection (CR) of the LED illumination. Eye blinks
were automatically detected and the immediately adjacent data points were excluded. Ad-
justable algorithm parameters were set manually for each experiment. Output pupil position
time-courses were lightly smoothed, and unreliable segments were automatically removed ac-
cording to *a priori* criteria. Finally, the CR position was subtracted from the pupil position
to eliminate translational eye movements, and pupil displacement in degrees relative to the
baseline (median) position was determined by
\[
\theta = 2 \arcsin\left(\frac{d}{2r}\right) \quad (9)
\]
where $d$ is the distance between the pupil and the baseline position, and $r = 1.25 \text{ mm}$ is the radius of the eye [160]. Angular displacement was computed separately for $x$ and $y$ directions.

Eye position standard deviation was computed by first taking the standard deviation of the horizontal eye position at each time point across trials, and then averaging over the 5 s during which the visual stimulus was presented. We focused on horizontal eye position because horizontal and vertical eye movements tend to occur in tandem under head-fixed conditions, and the horizontal position variance is larger [161], thus serving as a better proxy for variance in 2D. For each experiment, trials were sorted either by the presence of optogenetic suppression of CT feedback (Fig. 1-Supplement 2h), or by the behavioral state of the animal as described above (Fig. 5-Supplement 1h). The eye position standard deviation FMI and RMI (Fig. 1-Supplement 2i and Fig. 5-Supplement 1i) were calculated in the same manner as for the neural response properties.

**Statistical methods**

To assess statistical significance, we fitted and examined multilevel linear models [162]. Such models take into account the hierarchical structure present in our data (i.e., neurons nested in experiments, experiments nested in recording sessions, recordings sessions nested in animals), and eliminate the detrimental effect of structural dependencies on the likelihood of Type I errors (false positive reports) [163]. By considering the nested structure of the data, multilevel models also eliminate the need for “pre-selecting” data sets, such as one out of several experiments repeatedly performed on the same neurons. Whenever we have several experiments per neuron, we include all of them, and also show them in the scatter plots (“observations”). We provide the sample size for each analysis in Table 1. In fitting the models, we accounted for repeated measures by including random effects for animals, recording sessions, experiments, and neurons. We fit these models in R [164], using the *lme4* package [165]. We estimated F-values, their degrees of freedom, and the corresponding p-values using the Satterthwaite approximation [166] implemented by the *lmertest* package [167]. Throughout, uncertainty in estimated regression slopes is represented as $\text{slope} \pm x$, where $x$ is $2 \times$ the estimated standard error of the slope.

**Data and code availability**

Data and source code used to generate the figures in the manuscript will be made available on Dryad.
| Figure | Observations | Neurons | Mice |
|--------|--------------|---------|------|
| 1f–i   | 124          | 65      | 6    |
| 2e–h   | 119          | 63      | 6    |
| 3c–e,g | 68           | 44      | 4    |
| 3f     | 36           | 28      | 4    |
| 3h–i   | 50           | 35      | 3    |
| 4a–b   | 39           | 39      | 4    |
| 5c–e   | 130          | 66      | 6    |
| 5f,i–l | 129          | 66      | 6    |
| 6a1,a3 | 126          | 64      | 6    |
| 6a2    | 109          | 58      | 6    |
| 6a4    | 111          | 63      | 6    |
| 6b1,c3 | 123          | 63      | 6    |
| 6b2    | 110          | 58      | 6    |
| 6b4    | 109          | 62      | 6    |
| 6c1,c3,c4 | 109   | 59  | 6 |
| 6c2    | 101          | 56      | 6    |
| 1S2a   | 124          | 65      | 6    |
| 1S2b,g | 108          | 57      | 6    |
| 1S2c   | 117          | 63      | 6    |
| 1S2d–f | 118          | 64      | 6    |
| 1S2h   | 22           | n/a     | 6    |
| 1S2i   | 124          | 64      | 6    |
| 1S3a,c | 39           | 39      | 4    |
| 1S3b   | 63           | 63      | 6    |
| 1S3d   | 54           | 54      | 6    |
| 1S3e   | 64           | 64      | 6    |
| 1S3f,h | 38           | 38      | 4    |
| 1S3g   | 62           | 62      | 6    |
| 1S3i   | 53           | 53      | 6    |
| 1S3j   | 63           | 63      | 6    |
| 1S4e–h | 64           | 59      | 3    |
| 1S4l,n | 110          | 73      | 3    |
| 1S4m   | 98           | 71      | 3    |
| 3S1a,c,c | 44         | 44  | 4 |
| 3S1b   | 63           | 63      | 6    |
| Figure | N1 | N2 | N3 |
|--------|----|----|----|
| Figure 3S1d | 36 | 36 | 4  |
| Figure 3S1f, h, j | 42 | 42 | 4  |
| Figure 3S1g | 40 | 40 | 4  |
| Figure 3S1i | 35 | 35 | 4  |
| Figure 4S1a | 65 | 42 | 4  |
| Figure 4S1b | 43 | 43 | 4  |
| Figure 4S1c–d, g, j | 124 | 65 | 6  |
| Figure 4S1e | 36 | 36 | 3  |
| Figure 4S1f | 29 | 29 | 3  |
| Figure 4S1h–i, k | 68 | 44 | 4  |
| Figure 4S1l | 66 | 43 | 4  |
| Figure 5S1a | 130 | 66 | 6  |
| Figure 5S1b, g | 102 | 56 | 6  |
| Figure 5S1c | 107 | 57 | 6  |
| Figure 5S1d, f | 129 | 65 | 6  |
| Figure 5S1e, i | 125 | 65 | 6  |
| Figure 5S1h | 30 | n/a | 6  |

**Table 1** Breakdown of sample sizes (N) for the analyses of neural data. See text for details.
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Supplementary Information

**Figure 1-Supplement 1** Confirmation of optogenetic suppression of V1 responses and targeting dLGN for recordings.

(a) MUAE responses [154] to 2 s drifting gratings recorded in one experiment for three example channels. All three channels were located, as determined by current source density analysis [152], in the infragranular layers of V1. **Black:** Mean MUAE responses across control trials; **blue:** MUAE responses in trials with optogenetic activation of PV+ inhibitory interneurons. Normalized MUAE was computed by subtracting the mean activity across both conditions in a 200 ms time window prior to light onset before normalizing to the maximum response across the two conditions. Percentages indicate mean reduction in MUAE over the stimulus presentation period. **Black bar:** stimulus period; **blue bar:** photoactivation period. (b) MUAE-based RFs for channels located in dLGN during two example RF mapping experiments. Each panel represents one channel, with the top channel being located most dorsally and the bottom channel most ventrally in the dLGN. RFs were computed as the mean response to a change in contrast at a given monitor position in a time window ranging from 50 ms after stimulus onset to 100 ms after stimulus offset. Brighter pixels indicate higher activity. The emerging characteristic pattern with more ventrally located channels representing locations lower in the visual field was used to confirm successful targeting of dLGN.
Figure 1-Supplement 2 Effects of CT feedback on additional parameters of responses to naturalistic movies and relationship with firing rate.

(a,b) Comparison of CT feedback vs. V1 suppression conditions for PSTH signal-to-noise ratio (SNR) (a) and mean peak width (b). SNR was computed as in [155], and compares the variance of the trial-averaged PSTH across time relative to the single-trial variance across time, averaged across stimulus repeats. If all trials are identical such that the PSTH is a perfect representation of each trial’s response, SNR equals 1. The width of PSTH peaks that exceeded a threshold amplitude was measured as the temporal separation of the middle 68% of spikes clustered as part of each peak (see Methods). Narrow peaks are a proxy for high temporal precision of responses. With CT feedback intact, mean SNR was lower (0.15 vs. 0.18, LMM: $F_{1,180} = 11.2, p = 0.00098$) and mean peak width was higher (0.087 vs. 0.081, LMM: $F_{1,154} = 7.0, p = 0.0091$). (c–g) Relationship between CT feedback effects on firing rate and burst ratio (c), sparseness (d), reliability (e), SNR (f), and mean peak width (g). Feedback effects were quantified with a feedback modulation index (FMI), where FMI = (feedback − suppressed)/(feedback + suppressed). CT feedback-related changes in firing rate can to a large degree account for the changes in sparseness (LMM: slope of $-0.62 ± 0.11$; (d)). Importantly, for all other measures, there was no systematic relation to the feedback manipulation of firing rates because slopes were either non-significant or close to 0 (burst ratio, LMM: slope of $-0.18 ± 0.29$; reliability, LMM: $-0.018 ± 0.19$; SNR, LMM: slope of $-0.18 ± 0.18$; mean peak width, LMM: slope of $0.19 ± 0.11$; estimated slope $± 2\times$ the estimated standard error). (h) Cumulative distribution of variance in eye position with CT feedback intact (black) and suppressed (gray). Eye position standard deviation was, on average, slightly greater during V1 suppression than during feedback (4.5° vs. 4.3°, LMM: $F_{1,21} = 4.4, p = 0.049, N = 22$ experiments from 6 mice). (i) The strength of CT feedback effects on reliability is unrelated to the strength of feedback effects on eye position (LMM: slope $0.83 ± 1.27$). The results from (h) and (i) are inconsistent with the hypothesis that CT feedback effects on trial-to-trial reliability can be explained by changes in eye position variance.
Feedback effects during movie presentation are largely independent of functional cell type classification. The dLGN is a non-homogeneous nucleus, consisting of different neuronal cell types [67, 68]. To test if the effect of CT feedback depended on functional cell type, we performed functional cell typing of neurons in various ways. None of the classifications yielded significant results. (a) Firing rate FMI distributions during movie presentation, with units classified according to whether or not they were suppressed by contrast (SbC) [67, 68]. Units were defined as SbC if their mean firing rates to uniform equiluminant gray screen were $\geq 3\times$ that of a full-contrast stimulus. CT feedback effects on firing rates tended to be lower for SbC neurons compared to the rest of the population, but not significantly (SbC: 0.062 vs. non-SbC: 0.20; LMM: $F_{1,37.0} = 3.51, p = 0.069$). (b) Firing rate FMI during movie presentation, plotted against estimated depth of each unit in dLGN (slope $-0.00032 \pm 0.00046$). (c) Same as (b), but with units plotted against the direction selectivity index (DSI) [157] of each unit (slope $-0.034 \pm 0.37$). (d) Same as (c), but with units plotted against the distance of their RFs from the center of the screen (slope $-0.0035 \pm 0.0083$). We considered distance from center of screen as a proxy for RF coverage by the visual stimuli, which we hypothesized might modulate CT feedback effects through its known effects on spatial integration [78]. (e) Same as (d), but with units plotted against their mean firing rate during the feedback intact condition (slope 0.00052 $\pm$ 0.006). This indicates that the CT feedback modulation of firing rates does not depend on overall firing rate, i.e. that neurons do not share the same gain factor (see also Fig. 2e,i). (f–j) Same as (a–e), but for burst ratio (-0.40 (SbC) vs. -0.36 (non-SbC); LMM: $F_{1,30.8} = 0.42, p = 0.52$; depth: slope $-0.00067 \pm 0.0006$; DSI: slope $-0.057 \pm 0.3$; RF distance: slope $-0.0081 \pm 0.01$; burst ratio: slope 1.1 $\pm$ 1.3). In summary, except for modest trends of differential CT feedback modulations of SbC neurons, we did not find any difference in how feedback affected the various subpopulations. The general similarity of CT feedback effects across classifications might be related to a lack of power (cell-typing in high-dimensional space requires high neuron counts) and to the global suppression approach.
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Figure 1-Supplement 4 (Previous page) Selective optogenetic suppression of L6 CT feedback in Ntsr1-Cre yielded similar results as global V1 suppression via PV+ activation. (a) Schematic of experimental approach. The chloride-conducting, inhibitory opsin stGtACR2 [62] was conditionally expressed in V1 Ntsr1+ neurons (red) using a viral approach. Extracellular silicon electrode recordings were performed in dLGN with and without optogenetic suppression of V1. (b) Coronal section of V1 for an example Ntsr1-Cre mouse, showing transduced Ntsr1+ neurons (magenta) located in the deep layers of V1. Blue: cell nuclei stained with DAPI. Inset: magnified view with expression of stGtACR2 largely restricted to somata. (c) Movie raster plots during feedback and suppression for an example neuron. (d) Corresponding PSTHs. (e–h) Comparison of CT feedback vs. suppression conditions for mean firing rate (e), burst ratio (f), temporal sparseness (g), and response reliability (h), all calculated for the duration of the movie clip. Similar to our results for global V1 suppression, CT feedback enhanced firing rates (10.4 (feedback) vs. 9.0 spikes/s (suppression); LMM: $F_{1,68.3} = 9.2$, $p = 0.0034$), reduced bursting (0.083 vs. 0.12; LMM: $F_{1,67.7} = 57.6$, $p = 1.3 \times 10^{-10}$), reduced sparseness (0.31 vs. 0.36; LMM: $F_{1,68.1} = 37.9$, $p = 4.4 \times 10^{-8}$), and reduced trial-to-trial reliability (0.10 vs. 0.11; LMM: $F_{1,66.3} = 5.1$, $p = 0.027$). (i) Grating raster plots sorted by orientation, during CT feedback and suppression conditions for a different example neuron. (j,k) Corresponding orientation tuning curves and cycle average responses to preferred orientation. (l–o) Comparison of feedback vs. suppression conditions for mean firing rate (l), burst ratio (m), $F_1/F_0$ (n), and cycle average phase $\phi$ (o). Similar to our results for global V1 suppression, CT feedback had no consistent effect on firing rate (11.10 (feedback) vs. 11.09 spikes/s (suppression); LMM: $F_{1,137.9} = 0.0001$, $p = 0.99$), but reduced bursting (0.04 vs. 0.12; LMM: $F_{1,127.5} = 43.7$, $p = 9.4 \times 10^{-10}$), and reduced $F_1/F_0$ (1.2 vs. 1.3; LMM: $F_{1,142.9} = 13.0$, $p = 0.00043$). Black symbols in (e,f,h,l,m) indicate individually significant neurons (Welch’s t-test).

Figure 1-Video 1 First example 5 s movie clip used for visual stimulation.

Figure 1-Video 2 Second example 5 s movie clip used for visual stimulation.
Figure 3-Supplement 1 As for movies (Fig. 1-Supplement 3), feedback effects during grating presentation are largely independent of functional cell type classification. 

(a–e) Same as Fig. 1-Supplement 3a–e but for drifting gratings (0.08 (SbC) vs. 0.05 (non-SbC); LMM: $F_{1,42} = 0.12$, $p = 0.73$; depth: slope $-0.00032 \pm 0.0005$; DSI: slope $0.11 \pm 0.4$; RF distance: slope $-0.00042 \pm 0.01$; firing rate: slope $0.0009 \pm 0.005$). 

(f–j) Same as Fig. 1-Supplement 3f–j but for drifting gratings (-0.49 (SbC) vs. -0.24 (non-SbC); LMM: $F_{1,34} = 3.77$, $p = 0.061$; depth: slope $0.00043 \pm 0.0012$; DSI: slope $-0.18 \pm 0.6$; RF distance: slope $-0.013 \pm 0.03$; burst ratio: slope $-1.5 \pm 2.2$).
Control analyses assessing the difference in CT feedback effects for gratings and movies. (a) Similar to our results for movies (Fig. 1-Supplement 2c), CT feedback modulation of grating burst ratio was unrelated to CT feedback modulation of firing rate (LMM: slope of 0.029 ± 0.41). (b) With CT feedback intact, movies and gratings evoked firing rates of similar magnitude (13.3 spikes/s vs. 16.3 spikes/s, LMM: $F_{1,42} = 4.1, p = 0.05$). This rules out the possibility that larger CT feedback effects for movies are related to stronger firing rates already present in the baseline condition with CT feedback intact. (c) dLGN firing rates for movies were consistently higher during the CT feedback intact vs. V1 suppression condition, even when restricted to only the first 2 s and 120 trials of movie stimulation, for more direct comparison with grating stimulation (main effect of feedback, LMM: $F_{1,429.1} = 13.0, p = 0.0004$). (d) Same as (c), but for the last 2 s of movie stimulation. The effect of V1 suppression was indistinguishable during the first two and the last two seconds of the movie clips (interaction feedback × analysis window, LMM: $F_{1,429.1} = 0.54, p = 0.46$). Higher consistency of effects of V1 feedback suppression on firing rates for naturalistic movies thus cannot be explained by the longer duration or greater number of movie trials (5 s, 200 trials) than grating trials (2 s, 120 trials). (e) V1 suppression increases bursting more strongly during presentation of gratings than movies (burst ratio FMI of -0.34 (movies) vs. -0.5 (gratings); LMM: $F_{1,35} = 5.7, p = 0.023$). (f) V1 suppression increases bursting to a similar degree during short blank screen periods preceding movie and grating stimulus trials, and during blank grating conditions (burst ratio FMI of -0.67 (pre-movies) vs. -0.68 (pre-gratings) vs. -0.58 (blank grating condition); LMM: $F_{2,56} = 0.43, p = 0.65$). Burst ratio FMI depended only weakly on stimulus type (movie vs. grating, average of all blank conditions, LMM: $F_{2,126.2} = 2.8, p = 0.067$). (g,h,i) Comparison of firing rates during CT feedback vs. V1 suppression for short blank periods preceding movies and gratings, and during blank grating conditions. In all cases, CT feedback is associated with enhanced firing rates (blank pre-movies: firing rates 12.9 spikes/s (feedback) vs. 8.9 spikes/s (V1 suppression); LMM: $F_{1,178.7} = 24.2, p = 2.0 \times 10^{-6}$; blank pre-gratings: firing rates 11.5 spikes/s (feedback) vs. 7.9 spikes/s (V1 suppression); LMM: $F_{1,86.4} = 13.2, p = 0.0005$; blank grating condition: firing rates 11.4 spikes/s (feedback) vs. 8.5 spikes/s (V1 suppression); LMM: $F_{1,86.3} = 6.4, p = 0.01$). (j,k,l) Same as (g,h,i), but for burst ratio. In all cases, CT feedback is associated with less bursting (blank pre-movies: burst ratios 0.024 (feedback) vs. 0.22 (V1 suppression); LMM: $F_{1,185.7} = 96.5, p = 2.2 \times 10^{-16}$; blank pre-gratings: burst ratios 0.036 (feedback) vs. 0.22 (V1 suppression); LMM: $F_{1,93.0} = 38.1, p = 1.8 \times 10^{-8}$; blank grating condition: burst ratios 0.047 (feedback) vs. 0.14 (V1 suppression); LMM: $F_{1,83.0} = 24.4, p = 4.0 \times 10^{-6}$). (e,f) Red horizontal lines: means estimated by LMM.
Figure 5-Supplement 1 Effects of locomotion on additional parameters of responses to naturalistic movie clips and relationship with firing rate. (a,b) Comparison between trials with locomotion and stationary periods for (a) SNR [155] and (b) width of response peaks. During locomotion, SNR was lower (0.14 vs. 0.16, LMM: $F_{1,174.1} = 5.6$, $p = 0.019$) and mean peak width was broader (0.08 vs. 0.07, LMM: $F_{1,146.2} = 13.1$, $p = 0.0004$). (c–g) Relationship between locomotion effects (RMI) on firing rate of burst ratio (c), sparseness (d), reliability (e), SNR (f), and mean peak width (g). Locomotion-related changes in firing rate can to some degree account for the changes in reliability (LMM: slope of $0.59 \pm 0.38$) and SNR (LMM: slope of $0.56 \pm 0.20$). Slopes were non-significant for burst ratio (LMM: slope of $0.41 \pm 0.43$), sparseness (LMM: slope of $-0.11 \pm 0.11$) and mean peak width (LMM: slope of $0.12 \pm 0.14$). (h) Cumulative distribution of trial-averaged eye-position standard deviation for stationary (orange) and locomotion (green) trials. Eye-position standard deviation was first calculated for each time point across trials, and then averaged across time points. In line with previous reports [80, 84], standard deviation of eye position was, on average, larger during locomotion than during stationary periods (4.4° vs. 2.9°, LMM: $F_{1,49} = 50.3$, $p = 4.8 \times 10^{-9}$, $N = 60$ experiments from 6 mice). (i) Locomotion-related trial-to-trial reliability co-varied with locomotion-related changes in eye position standard deviation (LMM: slope of $-0.46 \pm 0.38$); however, the expected difference in reliability RMI corresponding to a 1 standard deviation difference in eye position $\sigma$ RMI is $-0.082$, which is much smaller than the residual standard deviation of 0.28 unexplained by the regression. Therefore, changes in eye position during locomotion cannot account for most of the reduced reliability of responses during locomotion (Fig. 5f).