Breakdown of Polarons in Conducting Polymers at Device Field Strengths
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Abstract

Conducting polymers have become standard engineering materials, used in many electronic devices. Despite this, there is a lack of understanding of the microscopic origin of the conducting properties, especially at realistic device field strengths. We present simulations of doped poly(p-phenylene) (PPP) using a Su-Schrieffer-Heeger (SSH) tight-binding model, with the electric field included in the Hamiltonian through a time-dependent vector potential via Peierls substitution of the phase factor. We find that polarons typically break down within less than a picosecond after the field has been switched on, already for electric fields as low as around 1.6 mV/Å. This is a field strength common in many flexible organic electronic devices. Our results challenge the relevance of the polaron as charge carrier in conducting polymers for a wide range of applications.

Introduction

Conducting polymers have emerged as important materials for a number of very diverse applications such as, e.g., fuel cells, field effect transistors, organic light-emitting diodes (OLED), solar cells, computer displays, thermoelectric films, and in microsurgical tools.\textsuperscript{1–6} Materials made from conducting polymers have numerous engineering-friendly properties – they are often easily synthesised, air stable, solution processable, flexible, and environmentally friendly. In several of the applications mentioned above, the charge transport properties are of central importance.\textsuperscript{7–9} Charge transport, and charge carrier mobility in particular, is one of the fundamental physical processes that determine device performance. Considering how widely spread organic conductors are today in society – many people now use touch screens every day – the understanding of these charge carriers is surprisingly schematic, and existing models in use claim different physical origins of observed features.\textsuperscript{10} Improved insight into the underlying physical processes is vital for improving device performance. Due to the large electron-phonon coupling in these one-dimensional systems, charge is thought to
be transported mainly in the form of polarons and (possibly) bipolarons, in which trapped charges self-localise together with an associated structural distortion. The dynamics of these charge carriers is complex and depends on, e.g., temperature, electric field, disorder, and system dimensionality.

Here, we investigate theoretically charge transport as a function of electric field strength in the conducting polymer poly(p-phenylene) (PPP), also known as poly(1,4-phenylene). PPP was discovered in 1979 and is recognised as a useful high-performance polymer due to its thermal and chemical stability and its electrical and optoelectronic properties. PPP has a very simple structure consisting of interconnected phenyl rings and therefore also serves as an archetypal example of a conducting polymer. PPP can also be viewed as an ultrathin graphene nanoribbon. From a theoretical perspective, a lot of work on fundamental aspects of charge transport in conducting polymers have been performed on polyacetylene (PA).

The present investigations employ a generalization of the Su-Schrieffer-Heeger (SSH) Hamiltonian, with an electric field introduced through a time-dependent vector potential. Additional complexity and various interactions not included in this model are certainly present in real conjugated polymer systems. Though the size and morphology of polymer films in real devices is more complex than what is presented in this work (a single chain), a bottom-up approach is of special interest for understanding the underlying physical processes, determining the relation between the motion of the excitations and the electric field strength.

In devices made from conducting polymers, the strength of the applied electric field varies depending on the type of device. In thermoelectric applications, the field is of the order of $\mu$V/Å, whereas in optoelectronic devices, field strengths of typically a few mV/Å are common. We have used these experimental values as a guideline in the present work. Specifically, we address field strengths in the range 1 $\mu$V/Å – 5 mV/Å. Our results indicate that polarons break down already at very moderate field strengths, common in
devices. Also the bipolarons show significant instability in the upper range of the addressed
electric field strengths. However, we would like to emphasize that our conclusions are drawn
from the linear isolated chain. A chain which is not perfectly aligned with the electric field
will of course feel a different electric field which would change the break-down value of the
field. As regards the isolated chain approximation, hopping between chains seems to further
lower the stability of polarons.\cite{21}

**Theoretical model and computational details**

The system addressed throughout this work is a PPP polymer consisting of 20 six-membered
rings with periodic boundary conditions. To describe the effect of an electric field on the
fundamental excitations in a doped polymer, we study the time evolution of the Hamiltonian

\[
H_{SSH} = H_{el} + H_{latt},
\]

\[
H_{el} = - \sum_n (t_0 - \alpha (u_{n+1} - u_n)) \left( e^{i\gamma A} c_n^\dagger c_{n+1} + e^{-i\gamma A} c_{n+1}^\dagger c_n \right),
\]

\[
H_{latt} = \frac{1}{2} \sum_n K (u_{n+1} - u_n)^2 + \frac{1}{2} \sum_n M \dot{u}_n^2,
\]

which is a generalization of the original SSH Hamiltonian to account for the presence of an
electric field.\cite{28} In the above Hamiltonian, \(H_{el}\) is the electronic part and \(H_{latt}\) is the lattice
part. \(H_{el}\) contains, in addition to hopping terms, the electron-phonon coupling terms. The
parameter \(t_0\) is the hopping integral between nearest-neighbor carbon sites, \(\alpha\) is the electron-
phonon coupling constant for the \(\pi\) electrons, \(u_n\) is the displacement of the \(n\)-th CH group\cite{35}
from its equilibrium position, \(c_n^\dagger (c_n)\) is the creation (annihilation) operator for a \(\pi\) electron
on the \(n\)-th site, \(K\) is the elastic constant associated with the \(\sigma\) bonds and \(M\) is the mass
of the CH group.

The electric field is introduced in terms of a time-dependent vector potential, \(A\), via
Peierls substitution of the phase factor.\cite{28,36} The parameter \(\gamma\) is defined as \(\gamma = ea/\hbar c\) with
$e$, $a$, $c$ being the absolute value of the electronic charge, the lattice constant and the speed of light, respectively. The electric field, then, is given by the time derivative of the vector potential, i.e. $E = -(1/c)\partial A/\partial t$.

We use periodic boundary conditions to avoid end-point effects. This also allows us to study the dynamics of the excitations for a longer period of time, without having to use an unnecessarily large system. The periodic boundary conditions implies that the position of the polaron (bipolaron), after it forms, can be anywhere along the chain, depending on the initial conditions. If one removes the periodic boundary conditions, the polaron (bipolaron) localised in the middle of the chain has the lowest ground state energy.\textsuperscript{57}

A time dependent electric field uniform in space can be described with a vector potential that is independent of the space coordinates (a scalar potential describing the same electric field will not have this property). Therefore, introducing the electric field through a vector potential in the form of a complex phase factor to the phase integral is compatible with periodic boundary conditions.

In our simulations, we have set the parameters appearing in the Hamiltonian to the following values: $t_0 = 2.5\text{ eV}$, $K = 21\text{ eVÅ}^{-2}$, $\alpha = 4.1\text{ eVÅ}^{-1}$, $a = 1.22\text{ Å}$ and $M = 1349.14\text{ eVfs}^2\text{Å}^{-2}$. These values are the same as those commonly used for polyacetylene (PA).\textsuperscript{28} Our choice is motivated by the fact that the backbone of PPP is essentially identical to that of PA. Additionally, this set of parameters not only reproduce the electronic properties of PPP in zero field (measured energy gaps in short PPP oligomers\textsuperscript{38,39}), but it also allows us to compare our results with those of PA. The PA structure using the same tight-binding Model has the energy level and band gap according to Ref.[23,25,40], while using the same set of parameters for PPP, as first order of approximation, would give a different electronic structure and band gap in our calculations.

In principle, the band gap can be fine-tuned by introducing additional parameters for the electron-phonon coupling in aromatic rings.\textsuperscript{39} However, such fine-tuning can be expected to have a relatively small effect on the overall charge carrier dynamics and therefore we have
not included them in the present work. More elaborate models – with, e.g., the electron-electron interaction included together with the already mentioned additional parameters for the electron-phonon coupling in aromatic rings – will be the subject of future work.

The static initial-state geometry of the charged polymer is determined with the electric field set to zero, allowing polarons and bipolarons to form. By minimizing the ground state total energy of the system using the Hellman-Feynman force theorem within the adiabatic approximation with zero electric field, one arrives at

\[ u_n = \frac{1}{2}(u_{n+1} + u_{n-1}) + \frac{2\alpha}{K} \sum_k \left( \psi^*_k(n) \psi_k(n + 1) - \psi^*_k(n - 1) \psi_k(n) \right), \]

(2)

where \( \psi_k(n) \) is an eigenfunction at site \( n \). The sum is over all occupied states. The static initial-state geometry is then computed self-consistently by starting with an initial guess for the displacements, and then repeatedly applying equation (2) until convergence, using the constraint that the total length of the system is constant.\(^{28}\)

In order to study the dynamics of the geometry-optimised charged excitations, we switch on the electric field at \( t = 0 \) and linearly raise it to its maximum during the first 50 fs of the simulation. With this gradual onset of the electric field, we avoid disturbances due to sudden switching.\(^{41}\) In principle, switching on the electric field before optimizing the doped system could be used to address processes in which the electrons are, for example, hopping from another chain into the system. However, there are studies for polyacetylene showing that applying a field above a certain value before optimizing the structure leads to nonspecific patterns rather than forming polarons or bipolarons.\(^{42}\) Such transport processes are deemed out of scope in the present work.

The evolution of the system is computed by solving the time-dependent Schrödinger
equation

$$i\hbar \frac{\partial \psi(n, t)}{\partial t} = (-t_0 + \alpha(u_{n+1} - u_n))e^{i\gamma A}\psi(n + 1, t) +$$

$$(-t_0 + \alpha(u_n - u_{n-1}))e^{-i\gamma A}\psi(n - 1, t),$$

and the equation of motion for the lattice displacement

$$M\ddot{u}_n(t) = F_n(t) = -K(2u_n - u_{n+1} - u_{n-1}) +$$

$$\alpha \sum_k e^{i\gamma A}(\psi_k^*(n)\psi_k(n + 1) - \psi_k^*(n - 1)\psi_k(n)) + H.c. (4)$$

simultaneously. In the equation of motion, equation (4), the forces $F_n(t)$ are derived from the total potential, i.e. the sum of the electronic potential and the lattice harmonic potential.

The coupled differential equations are solved numerically using the procedure of Ono and coworkers, briefly outlined below. The solutions of the time-dependent Schrödinger equation are

$$\psi_k(t) = Te^{-i\hat{h}(t)\Delta t/\hbar}\psi_k(0),$$

where $\hat{h}(t)$ is the single particle Hamiltonian and $T$ the time ordering operator. To compute this expression numerically, time needs to be discretised. We choose the time step $\Delta t$ to be 0.025 fs, which is very small on the scale of the bare phonon frequency $\omega_Q = \sqrt{4K/M}$ of the system. With this choice, the variation of the Hamiltonian within a time step can be assumed to be negligible, and the electronic wave function can be written

$$\psi_k(t_{j+1}) = e^{-i\hat{h}(t_j)\Delta t/\hbar}\psi_k(t_j).$$

By expanding the electronic wave function in terms of the eigenfunction ($\phi_l$) and eigenvalues ($\epsilon_l$) of the single-particle Hamiltonian $\hat{h}(t)$ at each time step, the wave function becomes
\[ \psi_k(n, t_{j+1}) = \sum_l \left[ \sum_p \phi_l^*(p) \psi_k(p, t_j) \right] e^{-i\epsilon_l \Delta t / \hbar} \phi_l(n). \] (7)

This set of coupled equations can be numerically integrated using the following algorithm:

\[ u_n(t_{j+1}) = u_n(t_j) + \ddot{u}_n(t_j) \Delta t, \quad \dot{u}_n(t_{j+1}) = \dot{u}_n(t_j) + \frac{F_n(t_j)}{M} \Delta t, \] (8)

resulting in the pertinent time-dependent electronic wave functions.

To analyze the motion of the excitations, the polaron and bipolaron positions and velocities need to be computed. The position of the excitation is defined by considering the center of mass \( x_c \) for the excess charge density \( \rho_n \), taking the periodic boundary conditions into account.\(^{22}\) Thus,

\[
\begin{cases}
N\theta/2\pi, & \langle \cos \theta_n \rangle \geq 0 \quad \text{and} \quad \langle \sin \theta_n \rangle \geq 0, \\
N(\theta + \pi)/2\pi, & \langle \cos \theta_n \rangle \leq 0, \\
N(\theta + 2\pi)/2\pi, & \text{otherwise},
\end{cases}
\] (9)

where

\[
\langle \cos \theta_n \rangle = \sum_n \rho_n \cos (2\pi n / N), \quad \langle \sin \theta_n \rangle = \sum_n \rho_n \sin (2\pi n / N),
\]

\[ \theta = \arctan \left( \frac{\langle \sin \theta_n \rangle}{\langle \cos \theta_n \rangle} \right), \]

and the excess charge density \( \rho_n \) is given by

\[
\rho_n(t) = \sum_{k} \left| \psi_k(n, t) \right|^2 - 1. \] (10)

From the computed \( x_c \), the velocity is calculated as an average velocity over 400 time steps.
according to
\[ v(t_j) = \frac{x_c(t_j) - x_c(t_j - 400\Delta t)}{400\Delta t}. \] (11)

As already mentioned, our model does not include the effects of electron-electron correlations. These effects can be implemented through the on-site and off-site Hubbard terms, similar to what has been done for PA.\textsuperscript{43-45} Alternatively, the density matrix renormalization group (DMRG) could be used for addressing the interactions.\textsuperscript{46}

Results and discussion

Our simulations reveal that the behavior of the charge carriers depend sensitively on the electric field strength. There is a weak field regime with well-localised polaronic sonic or supersonic states, and a strong field regime, where the charge and lattice degrees of freedom decouple. In Table 1 we summarise our computed critical field strengths. Interestingly, we find that polarons break down already at around 1.6 mV/Å. This is a field strength present in many flexible electronics devices. Below, we describe the polaron and bipolaron properties as a function of field strength in more detail. We begin with the static regime, i.e. when the electric field is zero. The static regime is the starting point in all our simulations.

Table 1: Summary of critical field strengths for polarons (PPP\textsuperscript{+}) and bipolarons (PPP\textsuperscript{2+}) in PPP. The electric field strengths are given in mV/Å.

|                     | PPP\textsuperscript{+} | PPP\textsuperscript{2+} |
|---------------------|------------------------|------------------------|
| sonic – supersonic  | 0.15-0.155             | 0.6-0.65               |
| supersonic – breakdown | 1.4-1.6               | 3.2-3.3                |

Schematic diagrams of the pertinent energy levels in the system are shown in Fig. 1a. The leftmost panel shows the neutral case (PPP\textsuperscript{0}). Here, each level is doubly occupied up to the Fermi energy. H stands for the highest occupied level, and L for the lowest unoccupied level. The middle panel shows the singly doped case (PPP\textsuperscript{+}), in which one electron has been removed. Two polaronic levels appear in the gap, of which the lowest one is singly occupied and the higher one unoccupied. Finally, the rightmost panel shows the bipolaronic
Figure 1: (Colour online) Level structures, densities of states (DOS) and charge distributions of neutral and p-doped PPP. (a) The level structures in the gap for three cases. (b)–(d) DOS of neutral (PPP\(^0\)), singly charged (PPP\(^+\)) and doubly charged PPP (PPP\(^2+\)), respectively. (e)–(g) Visualization of the charge density corresponding to the highest occupied level (neutral case) and lowest in-gap (bi)polaronic levels, respectively. The radius of each blue sphere is proportional to the wave function amplitude on that site. The order parameter indicating the bond change coincides with the area of the polymer that the charge is localised to. The Fermi level for the neutral case is at the top of the valence band, where the DOS has finite value below the zero energy.
case (PPP$^{2+}$). Here, two electrons have been removed. Compared to the polaronic case, the emerging levels appear deeper in the gap and they are both unoccupied.

The calculated density of states (DOS) of PPP$^0$, PPP$^+$ and PPP$^{2+}$ polymers are shown in Fig. 1b-d, respectively. We see that the energy gaps and the shapes of the DOS for PPP$^0$ and PPP$^+$ are the same as in previous studies. For the bipolaronic case, we find that the gap narrows to 2.98 eV while it is 3.44 eV for the singly charged case. Compared to the polaronic state, the bipolaron is more localised and deeper in the gap.

In Fig. 1e-g, the charge densities of the three cases are visualised. For PPP$^0$, we show the charge density of the highest occupied level, whereas for PPP$^+$ and PPP$^{2+}$, we show the lowest in-gap level which represents the (bi)polaronic states. The radii of the blue spheres at each site correspond to the charge distribution of this level at that site. We see that the polaron extends over about six rings, whereas the bipolaron is about four rings wide. Our calculations thus confirm that the wave function of the bipolaron is more localised than that of the polaron, which agrees with the observed deeper gap states in the DOS (Fig. 1d).

It is relevant to compare our results with a recent DFT study where a density functional with pure Hartree-Fock exchange in the long-range and pure Perdew-Burke-Ernzerhof (PBE) exchange in the short range was employed. In these calculations, the dihedral angles were also optimised, giving an interring rotation of about 39$^\circ$ in the neutral polymer, and an oscillating interring rotation ranging from around 22$^\circ$ to 50$^\circ$ inside the polaron. The long-range exchange tail allows a polaron to form. At the same time, shifts of the energy levels in and around the polaron due to the excess charge is accounted for. Due to these shifts, the gap states are no longer symmetrically positioned within the gap. The band gap in the neutral polymer in the DFT-based computation appears to be about 6 eV, which is significantly larger than the band gap in our model (3.64 eV), what experimental data for short isolated oligomers suggest, as well as what recent $GW$ computations find (3.95 eV). The discrepancy between the typical experimental value of the gap in PPP (2.8 eV) and the band gap in our model (3.64 eV) warrants a few comments. The value 2.8 eV refers to the optical
gap, and is determined from ultra-violet (UV) spectral measurements on a PPP film, i.e., for PPP molecules not in vacuum. Interestingly, GW calculations give that when a PPP chain is adsorbed on graphene at a distance of 4.0 Å, the gap is renormalized from 3.95 eV to 2.7 eV. Thus, it appears that the environment heavily influences the value of the gap, and calculations for an isolated PPP chain cannot be compared directly with measurements on a PPP film, solution, or matrix. The optical spectrum of a conjugated polymer typically also has a wide absorption band due to intrinsic disorder, which leads to significant uncertainty in the determination of the optical band gap. Furthermore, the electronic gap, which is the gap our model refers to, is very difficult to measure directly and is larger than the optical gap due to excitonic interaction. Finally, we also mention that in our model, the interring dihedral angles are assumed to be zero in all cases, which may somewhat affect the band gaps.

The visible changes in the bond lengths after doping the system in the mentioned DFT study covers approximately six rings which compares well with our results for the polaron. In the DFT study, the bipolaron could not be stabilised, due to Coulomb repulsion. In general, including Coulomb repulsion in the SSH model is expected to weaken the bipolaronic state or cause it to become unstable, depending on the Coulomb interaction parameters.

We now turn to the real time dynamics of polarons as a function of electric field strength. In Fig. 2 we show the time evolution of the lattice distortions, excess charge and polaronic-state wave function of p-doped PPP after applying 0.25, 2 and 5 mV/Å electric fields. The weak field is chosen such that the charge and lattice distortions are coupled throughout the simulation time (up to 2 ps). The intermediate field is above the threshold for which the charge and the lattice distortions decouple. Finally, the strong field demonstrates how the polaron breaks down already at a very early stage in the simulation, just \( t = 49 \) fs after initialisation.

Figs. 2a and 2b show the time evolution of the displacements, \( y_n = u_{n+1} - u_n \), and the excess charge \( \rho_n(t) \), defined in equation (10), for a polaron in a 0.25 mV/Å electric field.
Figure 2: (Colour online) The time evolution of the lattice distortion, excess charge, and polaronic-state wave function of p-doped PPP after applying 0.25, 2 and 5 mV/Å electric fields. (a) and (b): The evolution of the lattice distortion and the excess charge in 0.25 mV/Å electric field, respectively. (c), (d) and (e), (f): Similar to (a), (b) but in 2 and 5 mV/Å fields, respectively. The blue line with circle is for $t = 0$ and the red line with filled-diamond is for $t$. (g) The polaron wave function at $t = 0$ for all electric fields. The electric field is switched on at $t = 0$ and gradually ramped up during the first 50 fs of the simulation. The size of the blue spheres in panels g-j is according to Fig. 1. (h)-(j) The evolution of the polaron wave function in 0.25, 2 and 5 mV/Å electric fields at different times.
The blue circles (red filled diamonds) show a snapshot of the calculated quantity at $t = 0$ ($t = 130$ fs). After 130 fs, the positively charged polaron has moved to the end of the chain in the direction of the applied field. Clearly, the displacement and the excess charge are coupled to one another and move as one entity. This remains the case for the entire simulation time, up to 2 ps.

Figs. 2e and 2f are similar to Figs. 2a and 2b but for an electric field of 5 mV/Å. In this rather strong electric field the polaron charge cloud decouples from the lattice deformations. As one can see from panels 2e and 2f, after only 49 fs the excess charge density is spread through the polymer and is thus completely detached from the lattice deformations. For electric fields strengths just above the stability threshold, here examplified with the field strengths 2 mV/Å, the polaron breaks down in a similar way, but it takes longer time. This is illustrated in Figs. 2c-d. For long simulation times, we observe that polarons may occasionally reform and break down again.

Figs. 2g-j illustrate the corresponding eigenstates, showing the distribution of the charges on the atomic sites and their movements after applying the electric field. In our nearest-neighbor tight-binding model, the electric field forces the charge to hop between the nearest sites along the direction of the field. The size of the sphere around each site is proportional to the wave function amplitudes of that site at a given time. The excitations in panels 2h (weak field), continue to move as an entity along the chain even for very long simulation times. This picture does not hold for 2 and 5 mV/Å fields, where the polaron dissociates. This is clear from panels 2, where the polaron after about 300 fs under 2 mV/Å electric field is delocalized. The localized charge spreads quickly (within only 49 fs) over a large part of the chain in 5 mV/Å electric field. Similar to the charge dynamics in polyacetylene (PA), we observe charge induced lattice deformation at later times after the initial polaron breakdown.

Fig. 3 exemplifies the polaron velocity at three different fields strengths: $1 \mu$V/Å, 0.1 mV/Å, and 0.5 mV/Å. For all these field strengths the charge and the lattice are not decoupled and
Figure 3: (Colour online) The polaron velocity as a function of time for three representative electric field strengths $\epsilon$ in units of mV/Å. The magenta dashed line is a guide for the eye.

therefore the definition of the velocity (equation (11)) holds. As one can deduce from Fig. 3, the polaron velocity depends on the strength of the electric field in a highly nonlinear way. For the very weak field 1 $\mu$V/Å, which is of the same order as the electric field in a thermoelectric device, the pumped energy via electric field does not move the polaron along the polymer chain, throughout our simulation (up to 2 ps). When the field strength is increased but kept in the sonic regime, we observe significant oscillations in the velocity of the polaron, i.e. the polaron reaches a maximum speed and slows down – in fact almost stops – repeatedly. This regime is the result of coupling between charge and the acoustic phonons. For other fields in this regime, the velocities oscillate approximately around the same saturation velocity (not shown).

Finally, in the supersonic regime, where the charge instead couples to the optical phonons, the polaron velocity reaches a higher saturation value compared to sonic regime. In our simulations, the saturation velocity is attained after about 130 fs. After this short period of time, the energy pumped into the system by the electric field dissipates to the lattice vibrations at the same rate, so that the acceleration of the polaron becomes zero. The dissipation is continuous due to the classical description of the lattice in the SSH model.

The saturation velocity in the supersonic regime is about three times larger (around
0.7 Å/fs) than the maximum velocity in the sonic regime (around 0.25 Å/fs). For other fields in the supersonic regime, the saturation velocity is similar to the one shown. The corresponding velocities for PA \cite{37} are about 0.45 Å/fs in the supersonic regime and 0.13 Å/fs in the sonic regime. Since the sound velocity, defined as $v_s = (a/2)\sqrt{4K/M}$ within this model, is similar in PA and PPP (due to the use of the same set of parameters) we believe the difference originates from the different geometries of these two polymers. According to our simulations, the threshold electric field between the sonic and supersonic regimes lies between 0.15 mV/Å and 0.155 mV/Å. This is slightly larger than what has been theoretically predicted for PA (0.135 mV/Å–0.14 mV/Å).\cite{37}

In addition, we have also calculated the potential, electronic, kinetic and total energy differences, i.e. the energy at time $t$ subtracted by its counterpart at $t = 0$, of the system. Our calculations show that the total energy of the system is increasing with time. This is expected, since the system is not connected to any external heat bath. In the weak field regime, the potential energy $(1/2)\sum_n K(u_{n+1} - u_n)^2$ is in phase but with opposite sign to the electronic energy $\sum'_l \sum'_k C_{k,l} \epsilon_l$. Therefore, the energy pumped into the systems via the electric field goes through the electrons to the lattice. In other words, in the weak field regime the potential energy increases and the electronic energy decreases, whereas in the strong field the electronic energy increases.

We finally also briefly discuss our results for bipolarons. Studies for PA suggest that the exists a range of on-site Hubbard parameters\cite{50} for which the bipolaronic state is more stable than two separate polarons. Therefore the bipolaronic state warrants consideration. In the present simulations, we neglect electron-electron correlations, as mentioned in the method section. Therefore, our bipolaron results may be considered as the limit of maximum coupling.

Fig. 4 shows the bipolaron dynamics for selected field strengths. In panels a and b, the lattice displacements and excess charge for PPP$^{2+}$ in a weak field are shown. Compared to the polaron case, the displacements around the charge are localised on fewer sites and are
Figure 4: (Colour online) Similar to Figure 2 but for bipolaron. The time evolution of the lattice distortion, excess charge, and bipolaronic-state wave function of p-doped PPP after applying 0.25 and 10 mV/Å electric fields. (a) and (b): The evolution of the lattice distortion and the excess charge in 0.25 mV/Å electric field, (c) and (d): The evolution of the lattice distortion and the excess charge in 10 mV/Å electric field. (e)-(f) The evolution of the bipolaron wave function in 0.25 mV/Å electric field for two different times. (g) The snapshot of the bipolaron wave function in 10 mV/Å electric field. The blue line with circle is for \( t = 0 \) and the red line with filled-diamond is for \( t \). The size of the blue spheres in panels e-h is according to Fig. 1. The electric field is switched on at \( t = 0 \) and gradually ramped up during the first 50 fs of the simulation.
greater in magnitude.

Figs. 4c–d illustrate bipolaron breakdown in a strong electric field (10 mV/Å). Here, the bipolaron dissociates after about 190 fs. Compared to the polaron case, a significantly stronger electric field is needed to decouple the charge from the lattice distortions. However, if we were to include electron-electron correlations in the model, the bipolaronic state would become less stable, and the break-down field would in any case be lower than in the present calculation.

Figure 5: (Colour online) The bipolaron velocity as a function of time for for three representative electric field strengths \( \epsilon \) in units of mV/Å. The magenta dashed line is a guide for the eye.

The bipolaron velocity for three representative field strengths is shown in Fig. 5. Just as for the polaron, the bipolaron velocity oscillates in the sonic regime (blue dots). Some initial oscillations are also discernible in the supersonic regime (green dots). The bipolaron velocity in the supersonic regime is about three times higher than for polarons.

**Conclusions**

In conclusion, we have demonstrated that polarons in fact appear to be relatively unstable in an electric field. For normal device field strengths, we find that they quickly dissolve.
and delocalize over the polymer. For electric field strengths just above the break-down field 1.6 mV/Å, the polarons occasionally localize and then dissolve again. The results are obtained by simulation of the SSH Hamiltonian for PPP, which is an archetypal conducting polymer. Also the bipolarons in our model break down at relatively moderate electric field strengths. The reliability of our model is ensured by comparing the PPP electronic structure for both the neutral and charged cases with available data. Our results challenge the common view that polarons are central for the charge transport in many types of devices based on conducting polymers. Polaronic states can be detected using a variety of techniques, e.g., time- and wavelength-resolved pump-probe measurements, Raman spectro-electrochemistry, single-molecule fluorescence spectroscopy (SMS), photoinduced absorption (PIA) spectroscopy, and electron spin resonance (ESR) spectroscopy. We hope that the results presented here will inspire additional such experiments, explicitly addressing how the signal is affected by an external electric field.
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