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Abstract

The Lightning Network (LN) is a prominent payment channel network aimed at addressing Bitcoin’s scalability issues. Due to the privacy of channel balances, senders cannot reliably choose sufficiently liquid payment paths and resort to a trial-and-error approach, trying multiple paths until one succeeds. This leaks private information and decreases payment reliability, which harms the user experience. This work focuses on the reliability and privacy of LN payments. We create a probabilistic model of the payment process in the LN, accounting for the uncertainty of the channel balances. This enables us to express payment success probabilities for a given payment amount and a path. Applying negative Bernoulli trials for single- and multi-part payments allows us to compute the expected number of payment attempts for a given amount, sender, and receiver. As a consequence, we analytically derive the optimal number of parts into which one should split a payment to minimize the expected number of attempts. This methodology allows us to define service level objectives and quantify how much private information leaks to the sender as a side effect of payment attempts. We propose an optimized path selection algorithm that does not require a protocol upgrade. Namely, we suggest that nodes prioritize paths that are most likely to succeed while making payment attempts. A simulation based on the real-world LN topology shows that this method reduces the average number of payment attempts by 20% compared to a baseline algorithm similar to the ones used in practice. This improvement will increase to 48% if the LN protocol is upgraded to implement the channel rebalancing proposal described in BOLT14.

1 Introduction

The demand for public verifiability of Bitcoin, the first decentralized digital currency, limits its throughput to tens of transactions per second. Second layer, or off-chain protocols are designed to alleviate this issue. The Lightning Network (LN) is the primary off-chain protocol on top of Bitcoin. To join the LN, users commit bitcoins on-chain into payment channels, which form a network. LN users can then send bitcoin payments off-chain, often utilizing paths of channels (multi-hop payments). They only have to interact with the Bitcoin protocol again on channel closure. The LN protocol ensures the atomicity of multi-channel payments and provides an on-chain dispute resolution mechanism.

Information security, defined as a combination of confidentiality, integrity, and availability, is a critical requirement for cryptocurrency-related protocols. The LN protocol takes deliberate steps to ensure confidentiality (onion routing) and integrity (HMACs). However, the reliability of LN payments leaves much to be desired. In the LN context, reliability means that a user with a sufficient balance can quickly send payments with a high probability.

Unfortunately, the design of the LN protocol leads to a lack of payment reliability. LN payments are usually sent through a path of channels, with the sender specifying the payment path. The path cannot be changed within one payment attempt, and the order of nodes is fixed due to onion routing (a privacy-preserving measure). A payment can only be delivered if each channel along the path has sufficient balance to forward it. However, the balance information of the channel is only known to its owners. Thus senders often choose paths that are unable to forward the payment and have to make multiple re-tries until a payment finally succeeds. This makes LN payments unreliable and decreases its speed, especially for larger amounts. Moreover, trying multiple paths leaks remote channel balances to the sender, eroding LN’s privacy, which has also been used in probing attacks [11,34].

Multiple proposals have been discussed to improve reliability in the LN. One simple but infeasible idea in-
volves sharing channel balances with the network. This approach is both harmful for privacy and incurs a heavy communication cost, comparable to that of layer-one protocols\footnote{Communication cost is one of the main bottlenecks to layer-one blockchain scaling – the exact problem the LN is designed to solve.}. Multi-part payments (MPP) protocols suggest splitting the payment and forward the parts along multiple paths. MPP has been added to various LN implementations. Channel rebalancing protocols send payments between different channels controlled by the same user to avoid accumulating balance exclusively on one side of a channel. Rebalancing needs to be implemented by a significant share of nodes to be effective. In particular, it is unclear under which conditions splitting payments into parts or rebalancing channels is beneficial.

In this study, we introduce the first probabilistic model of the payment process of the LN that accounts for the uncertainty of channel balances. We start from modeling a single channel and generalizing to multi-hop and multi-part payments. The model allows us to express the payment success probability given a path and a payment amount.

We first apply our model to evaluate the reliability of LN payments. We estimate the expected number of attempts necessary to deliver a payment in single-part and multi-part cases. Using these expectation values for uniformly distributed channel balances, we create an analytically closed formula that tells us when and into how many parts a single payment should be split. Similarly, we derive a formula for the expected number of payment attempts $n$ to achieve a given service level objective (i.e., deliver a payment with a probability higher than $\sigma$). In the single-part case, this results in a closed formula $n \geq \frac{\log(1-\sigma)}{\log(1-s)}$ that depends only on the path success probability $s$ and the service level objective $\sigma$.

Second, we assess one privacy aspect of the LN protocol using our model. In particular, each payment attempt leaks information to the sender regarding the balances of the channels along the path. A deliberate technique (probing) to harvest balance information has been described, but we emphasize that a similar information leak also occurs under the normal operation of the LN. We estimate the information gain (defined as the Kullback Leibler Divergence between the prior and the posterior probability) that a sender achieves depending on payment parameters. We then discuss the relationship between payment reliability and balance privacy in the LN\footnote{Calculating information gain requires an assumption about the prior distribution of channel balances. We assume the uniform distribution and will demonstrate later in Chapter \ref{chap:privacy} that this is a reasonable assumption.}

Finally, we apply the model to a more realistic setting. Assuming a uniform prior distribution of channel balances, we formulate a concrete recommendation for path selection. In particular, we suggest nodes try paths sorted by their success probability when making payment attempts. Note that this is a localized measure that any node can adopt, requiring no modifications in the LN protocol. We develop a simulation framework to evaluate our proposal based on the real-world LN topology, channel capacities, and previously probed channel balances. We conduct simulated payments of various amounts between 100 fixed randomly selected sender-receiver pairs. The results demonstrate that our path selection strategy reduces the expected number of payment attempts by 20%.

We envision our model, along with the simulation framework, to be useful for studying the reliability and privacy of the LN under a wide range of assumptions. In particular, the model may be used for evaluating future protocol modifications. To exemplify this use case, we study the effect of the channel rebalancing proposal \cite{21}. Our results suggest that rebalancing achieves similar payment reliability as our proposed path selection algorithm even with random path selection. However, the combination of rebalancing and optimized path selection achieves even better reliability than these measures separately while also significantly reducing the variance of the average number of payment attempts, making the LN more predictable for users.

2 Background

2.1 Channels

A payment channel allows two parties (Alice and Bob) to re-distribute the initially committed coins. A channel operates in three stages: opening, operating, and closing. In the opening stage, the parties establish a funding transaction with a 2-of-2 multi-signature output and the first commitment transaction representing the initial channel state\footnote{For each channel state, Alice and Bob have different versions of a commitment transaction with different timelocks imposed on the outputs. This is necessary for the dispute mechanism that disincentivizes malicious closures. These details are irrelevant for our work; therefore, we will assume that each channel state is encoded with one commitment transaction.}. LN channels are single-funded: initially, the full capacity is assigned to the funder. The value of the 2-of-2 output determines the channel capacity and cannot change. At the operating stage, Alice and Bob update the channel state by co-signing new commitment transactions that are not broadcast until the closing stage. Each commitment transaction spends the funding transaction’s output and creates two or more outputs. The outputs reflect Alice’s and Bob’s respective balances and, optionally, in-flight payments. A channel update may represent a single-hop payment from Alice to Bob or be a part of a multi-hop payment. Hashed time-locked contracts (HTLCs) provide atomicity in multi-hop payments. The LN dispute mechanism ensures that each new commitment transaction invalidates the previous one. Therefore, exactly one (latest) channel state is valid at any point in time. In the closing stage, the parties co-sign the final commitment transaction and publish it on-chain. The
LN provides ways to securely close a channel even if one of the parties is offline or malicious, assuming the honest party follows on-chain events and broadcasts dispute transactions if necessary. The technical details of these mechanisms are outside of our scope.

2.2 Payments

An LN payment is an update of one or multiple channels (single-hop or multi-hop payment, respectively). To initiate a payment, the receiver generates a random number $r$ and sends its hash $H(r)$ to the sender. The sender chooses a payment path based on the gossip data and initiates a series of hash time-locked contracts (HTLCs) along the path. An HTLC encodes the following condition within each channel: coins go towards the receiver if it provides a preimage of $H(r)$ before time $t$ or return to the sender otherwise. Upon receiving an HTLC in the last channel, the ultimate receiver reveals $r$ and triggers balance shifts along the path. If the receiver does not do so until a specified timeout, the payment does not happen. The same hash value along the path ensures atomicity.

To allow for amounts larger than channel capacity, payments can be split into parts (multi-part payments, or MPP). The sender splits the amount $a$ into parts $a_1, \ldots, a_k$ and initiates $k$ corresponding payments using the same hash. The receiver only reveals the preimage upon receiving all parts. For an MPP to succeed, all parts must succeed. Different parts of an MPP may be delivered over disjoint paths, partially intersecting paths or even the same path. MPP has been implemented by major LN implementations: LND, c-lightning, and Eclair.

2.3 Uncertainty and reliability

It important to distinguish the channel capacity $c$ and the parties’ balances: $b_A$ and $b_B = c - b_A$. The capacity $c$ is constant throughout the life of the channel. However, the channel’s ability to forward payments depends not only on $c$ but also on $b_A$. Each channel party cannot send more than it currently has and cannot receive more than its counterpart has. Channel balances are only known to the channel counterparts. However, for multi-hop payments, the sender chooses payment paths based only on the publicly available channel graph. Such paths inevitably include channels with balances unknown to the sender. This introduces uncertainty: the sender does not know in advance if a path is suitable.

Balance uncertainty negatively affects payment reliability. LN payments are made by trial and error: the sender iterates over potentially suitable paths until success. For multi-part payments, all parts must succeed for the payment to complete. The sender does not know how many attempts a payment will take and if it will succeed at all. The number of required attempts in practice translates into waiting time. Each attempt requires a few seconds, as the LN does not prioritize nodes based on geographical proximity.

2.4 Privacy and probing

One may look at the issue of balance uncertainty from the privacy viewpoint. Outcomes of payment attempts reveal private information about channel balances. At each failed attempt, the sender receives an error message specifying the failed channel in the path. This information leak has been exploited to estimate remote channel balances. In probing attacks, a malicious sender issues invalid payments and collects balance information based on error messages. Due to onion routing, such attacks are difficult to curb: an intermediary node only knows the immediately preceding and following nodes in a path. This makes banning misbehaving nodes challenging, though heuristic-based approaches are possible.

3 Modeling uncertainty of channel balances

We use probability theory to model the uncertainty of channel balances. We first consider a single channel. We then extend our model to payments sent along a path of channels (multi-hop payments). Finally, we consider multi-part payments (MPP), where the payment amount is split into smaller parts forwarded along different paths.

3.1 Single-hop payments

Let $C$ be a payment channel with capacity $c \in \mathbb{N}$ between nodes $A$ and $B$ who control balances $b_A, b_B \in \mathbb{N}_0$, respectively, such that $b_A + b_B \leq c$. As $c$ is constant, we refer to $b := b_A$ as the channel balance, since knowing $b_A$ automatically defines $b_B = c - b_A$. For a given payment channel $C$, we define $\Omega$ to be the discrete probability space of commitment transactions that spend the output of the channel’s funding transaction. Let $X : \Omega \rightarrow [0, \ldots, c]$ be a random variable that maps commitment transactions to balances. We choose a probability function

---

5 This task may be outsourced to a specialized service – a watchtower.

6 The LN’s state invalidation mechanism is economic in nature. A new commitment transaction is signed in a way that enables each party to take all funds from the channel if any of the previous states is published on-chain (i.e., a malicious channel closure is attempted).

7 Timeouts differ for different intermediary nodes. These technical details are outside of our scope.

8 The receiver can reveal the preimage prematurely, but that would remove the incentive for the sender to send the remaining parts.

9 Of course, the sender only considers channels with capacity $c \geq a$ for a payment of amount $a$. This condition is necessary, but not sufficient.

10 We do not model pending HTLCs in commitment transactions.
$P : 2^I \rightarrow [0, 1]$ such that $P(X = b)$ represents the
probability that $C$ has the balance $b$. 11

A payment from $n_1$ to $n_2$ with the amount $a$ fails if and
only if $a > b$. For a channel $C$ we define the channel
failure probability for payment $a$ as:

$$P(X < a) = \sum_{x=0}^{a-1} P(X = x)$$  \hspace{1cm} (1)

Analogously we define the channel success probabil-
ity as:

$$P(X \geq a) = 1 - P(X < a)$$  \hspace{1cm} (2)

For general probability distributions, $P(X < a + 1) \geq
P(X < a)$. Thus, the failure probability is weakly mono-
tonically increasing12 with the payment amount.

### 3.2 Multi-hop payments

An LN payment is usually forwarded through a path con-
sisting of several channels. Consider payment of amount
$a$ forwarded through a path of $l \in \mathbb{N}$ channels with
capacities $c_1, \ldots, c_l$. For each channel, independently
select $\Omega_i, P_i$ and $X_i$ as defined previously. A multi-hop
payment succeeds if and only it succeeds at every hop.
Thus the path success probability $s(a)$ for an amount
$a$ is the product of channel success probabilities:

$$s(a) := \prod_{i=1}^{l} P_i(X_i \geq a)$$  \hspace{1cm} (3)

The monotonicity of channel success probabilities fol-
low from the monotonicity of the channel success prob-
abilities:

$$a_1 \geq a_2 \iff s(a_1) \leq s(a_2)$$  \hspace{1cm} (4)

Each factor in the product in Equation 3 is a prob-
ability, taking values between 0 and 1. As we only consider
channels with balance uncertainty, the factors are strictly
smaller than 1. Let $p = P_i(X_i \geq a)$ be the largest factor:
$p \geq P_j(X_j \geq a)$ for $i \neq j$. It is trivial that:

$$s(a) := \prod_{i=1}^{l} P_i(X_i \geq a) \leq p^{l}$$  \hspace{1cm} (5)

Consequently, the path failure probability is ex-
pressed as $f(a) := 1 - s(a)$. The path success probability
decreases exponentially with the number of channels with
uncertain balances along the path. Note that, depending
on $P_i$, a longer path may have a higher success probabil-
ity than a shorter one (for a given amount).

3.3 Multi-part payments

Multi-part payments (MPP) is a feature of some LN im-
plementations that allows the sender to split a payment
of amount $a$ into $k$ parts of amounts $a_1, \ldots, a_k$ such that
$a = \sum_{i=1}^{k} a_i$13. MPP is motivated by the monotonic-
ity of the path success probability. For a fixed path, the
success probability for each part $s(a_i)$ is higher than the
success probability $s(a)$ for the full amount. In reality,
partial payments travel along $k$ different - but not nec-
necessarily disjoint - paths, resulting in $k$ different success probabilities $s_1(a_1), \ldots, s_k(a_k)$. The success probability of a multi-part payment is computed as $\prod_{i=1}^{k} s_i(a_i)$. In general, we can not say if it is higher, lower, or equal
to the success probability $s(a)$ for the full amount in a
single-part payment.

In summary, within the model, the usefulness of multi-
part payments depends on three aspects:

1. the full amount $a$;
2. the way how $a$ is split into parts $a_1, \ldots, a_k$;
3. path success probabilities $s_1(a_1), \ldots, s_k(a_k)$ for the
   paths that the partial payments take.

4 Applications of the model

In the previous section, we have introduced a model of
channel balance uncertainty for multi-hop and multi-part
payments. Our model has shown that payments succeed
more often with smaller amounts and shorter paths. We
now use the model to explore three specific questions of
interest: estimating the expected number of payment at-
ttempts, establishing service level objectives, and estimat-
ing privacy leaks.

4.1 Expectation number of payment at-
ttempts

According to the LN protocol, sending a payment may
involve multiple failed attempts until a payment is suc-
sessfully delivered. We can express the expected number
of payment attempts using our model. The probability $p$
for a payment of amount $a$ to only be successful at the
$n$-th attempt after $n-1$ unsuccessful attempts is:

$$p(a, n) = s_n(a) \prod_{i=1}^{n-1} f_i(a)$$  \hspace{1cm} (6)

Assuming a fixed path success probability $s = s_1, \ldots, s_n$
for all attempts, and that attempts are inde-
pendent, we can use Bernoulli trials:

$$B(s; n, k) = \binom{n}{k} s^k (1-s)^{n-k}$$  \hspace{1cm} (7)

11For simplicity, we do not model channel reserves and the in-
ability to create HTLCs for very small (dust) balances.
12The increase is not necessarily strictly monotonic: depending
on the probability function, multiple consequent amounts may have
equal failure probabilities.

13It is unclear if the splitting strategies used by LN implementa-
tions are optimal with respect to balance uncertainty. In this work,
we assume splitting into equal parts. Deriving optimal splitting
strategies for MPP remains a question for future research.
In the single-part case \((k = 1)\), just one attempt must be successful after \(n - 1\) failed attempts. Thus \(p(a, n) = s(a) \cdot B(s; n - 1, 0, 1)\), which is exactly Equation 6. Similarly, in the multi-part case, \(k\) parts must succeed at the \(n\)-th attempt after having \(k - 1\) successes after the preceding \(n - 1\) attempts, resulting in \(s(a_k) \cdot B(s; n - 1, k, 1)\). If \(n\) is the random variable representing the number of attempts, we can compute the expectation value \(E[n]\).

According to the theory of negative Bernoulli trials [6], for an arbitrary value of \(k\), the expectation value is:

\[
E[n] = \frac{k}{s}
\]  
(8)

For \(k = 1\), the formula simplifies to: \(E[n] = \frac{1}{s}\).

Recalling the monotonicity of the path success probability, we see that smaller amounts lead to higher values of \(s(a)\) and thus to a lower expected number of attempts. Indeed, for a fixed path success probability \(s\), we have \(\frac{k_2}{s} > \frac{k_1}{s}\) if \(k_2 > k_1\). However, \(s\) increases for larger values of \(k\). Therefore, we cannot claim that multi-part payments yield a lower expected number of attempts in the general case. We need to consider channel success probabilities to find out under which conditions multi-part payments are beneficial.

Figure 1 shows the expected number of attempts for \(k = 1\) depending on the success probability \(s\) of a single payment attempt. We observe that lower values of \(s\) increase the expected number of attempts. For instance, decreasing \(s\) from 50% to 10% increases the expected number of attempts from 2 to 10.

![Figure 1: Expected number of payment attempts for a single-part payment depending on the success probability of a single attempt.](Image)

Again, we emphasize that this result depends on the assumption that \(s\) is fixed for a given amount for all paths from the sender to the receiver. This assumption is likely unrealistic. However, the result may still help nodes select paths. Assuming there is a way to estimate the path success probability before sending the payment, the sender could make statements like:

If I only choose paths with a success probability of more than 25%, the average number of required attempts is expected to be lower than four.

Of course, the sender could choose different values for the path success probability or for its target expected number of attempts.

Equation 6 confirms that high path success probabilities (coming from small amounts and short paths) yield a low number of necessary payment attempts.

### 4.2 Establishing service level objectives

Expectation values do not convey information about their underlying probability distribution. In particular, the expected number \(n\) of attempts does not imply a high likelihood of completing a payment after \(n\) attempts or fewer.

Thus we now pose the question: how many attempts are necessary to guarantee a payment success probability \(\sigma\)? We call \(\sigma\) our service level objective. We start again from Formula 7 and study the case of a single-part payment. In this case, at least one of the \(n\) attempts must be successful to complete the payment. Thus we search for \(n\) such that:

\[
\sum_{k=1}^{n} B(s; n, k) > \sigma
\]  
(9)

Since \(\sum_{k=0}^{n} B(s; n, k) = 1\) for all \(n\), we can simplify this inequality to \(1 - B(s; n, 0) > \sigma\). The probability of having at least 1 successful attempt after \(n\) attempts is the same as 1 minus the probability of having exactly 0 successful attempts. As \(B(s; n, 0) = (1 - s)^n\), the inequality simplifies to:

\[
1 - (1 - s)^n > \sigma
\]
\[
\Leftrightarrow 1 - \sigma > (1 - s)^n
\]
\[
\Leftrightarrow \log(1 - \sigma) > n \log(1 - s)
\]  
(10)
\[
\Leftrightarrow \frac{\log(1 - \sigma)}{\log(1 - s)} < n
\]

Thus the number of required attempts to achieve a given service level objective is reversely proportional in \(\log(1 - s)\). We see clearly that higher service level objectives require more payment attempts for a fixed success rate of a single attempt (Figure 2).

Consider this function with the service level objective \(\sigma\) as the depending variable in the range of high service level objectives (Figure 3). We observe that increasing the path success probability decreases the number of attempts to achieve even higher service level objectives. For instance, increasing the path success probability from...
10% to 50% decreases the number of attempts to reach $\sigma = 0.99$ from 40 to 7.

Due to the fact that the logarithm declines quickly when getting close to 0, we see that one should focus on increasing path and channel success probabilities. We can also use Bernoulli trials to make statements about the number of attempts for multi-part payments. Assuming $s_{mpp} = s_i(a_i) \forall i$, we can express the probability for at least $k$ partial payments to succeed as:

$$1 - \sum_{i=0}^{k} B(s_{mpp}; n, i) > \sigma \tag{11}$$

We are unaware of an analytic solution for $n$ in the general case of arbitrary values of $k$. However, choosing a prior distribution for $s$ allows us to solve it numerically, as we will do in Section 5.

4.3 Privacy and information gain

As channel balances are unknown, the fact that the sender can observe events like the success or failure of a payment attempt leaks information. This observation has been used in the past to probe the network for channel balances. We can use our framework to quantify the information gain that the sender yields from successful or failed payment attempts.

Modeling the balance of a payment channel with capacity $c$, we can measure the uncertainty of the balance by computing the entropy $H$ using a probability function $P$ as:

$$H(P) = -\sum_{x=0}^{c} P(X = x) \cdot \log(P(X = x)) \tag{12}$$

For a payment amount $a$, we can define the event $A := X < a = \{c \in \Omega | X(c) < a\}$. In the case of event $A$, the payment attempt fails. Therefore, if we tried to send the amount $a$ and have failed, we can update the channel balance probability by switching to the conditional probability.

$$P(X = b | A) = \frac{P(X^{-1}(b) \cap A)}{P(A)} \tag{13}$$

If $b \notin A$, the intersection is the empty set, and the probability $P(X = b | A) = 0$ as it should be. Thus the conditional probability can be expressed as:

$$P(X = b | A) = \begin{cases} \frac{P(X = b)}{P(A)} & \text{for } b < a \\ 0 & \text{else} \end{cases} \tag{14}$$

This updated probability can be used to compute the information gain as the Kullback Leibler divergence between the prior probability $P(X)$ and the posteriori probability $P(X | A)$:

$$\delta = \sum_{x=0}^{c} P(X = x | A) \cdot \log \left( \frac{P(X = x | A)}{P(X = x)} \right) \tag{15}$$

Similarly, we can study the successful case by calculating the conditional probability on the event $X \geq a$. We can also compute the information gain for a multi-hop payment by adding up the information gains of all channels in the path.

5 Theoretic results with uniform priors

The computation of the expectation values, service level objectives, and information gains depends on selecting a probability distribution for channel balances. We will now apply our model, assuming a uniform distribution
for the channel balance probability. For a channel of capacity $c$, we can select a uniform prior distribution $P$ and random variable $X$ such that $P(X = b) = \frac{1}{c+1}$ is constant for any balance value $b$. The channel failure probability $P(X < a)$ thus equals $\sum_{x=0}^{a-1} P(X = x) = \sum_{x=0}^{a-1} \frac{1}{c+1} = \frac{a}{c+1}$. The failure probability is proportional to the payment amount and indeed increasing with larger amounts. Similarly, the channel success probability $P(X \geq a) = \frac{c+1-a}{c+1}$ is increasing with smaller amounts. Note that the success probability also increases with larger channel capacities – a statement we cannot make for an arbitrary probability distribution.

For multi-hop payments, we can compute the success probability for amount $a$ as the product of all channel success probabilities: $s(a) = \prod_{i=1}^{l} P_i(X_i > a)$. For simplicity, in the rest of this section, we assume that all channels are of equal capacity. We may interpret the results as a worst-case scenario if we choose $c = \min\{c_1, \ldots, c_l\}$. In that case, $P(X > a) = \frac{c+1-a}{c+1}$ for every channel, resulting in $s(a) = \left(\frac{c+1-a}{c+1}\right)^l$.

For each of the selected values of $a$, the path success probability declines exponentially with the path length (Figure 4). (Recall that we define path length as the number of channels with uncertain balances in the path, i.e., we do not count the first channel.)

We also observe that success probability is higher for small amounts. For example, sending 10% of the (constant) channel capacity along a path with 4 unknown channels has just 65.9% chance to succeed.

Flipping the variables, we observe that payment success probabilities decline exponentially with the growth of the payment amount (Figure 5).

Depending on the payment success probability, we can compute the expected number of attempts necessary for a successful payment. Assuming constant channel capacities and uniformly distributed balances, the success rate depends only on the payment amount and the number of uncertain channels. We plot the expectation values for various path lengths (Figure 6). Note the difference compared to calculations in Section 4 (Figure 1) that only showed how the expected number of attempts depends on the success probability of a single attempt and not on a payment amount. As shorter paths and smaller amounts yield higher payment success probabilities, we observe a lower expected number of payment attempts in such cases.

In particular, all values on the horizontal lines in Figure 6 result in the same success probability and thus the same expected number of attempts.

Consider a sender who wants their payment of amount $a$ to succeed after two attempts on paths with up to 3 uncertain channels. These requirements are satisfied if $a$ does not exceed 20% of the channel capacity $c$. Therefore, the sender may reason as follows:

To send the amount $a$ using 2 attempts, I should only consider paths with 3 routing nodes or fewer, where every channel has a capacity of at least $5 \cdot a$ (the payment amount should not exceed $0.2 \cdot c$, thus $0.2 \cdot c = a \Leftrightarrow c = 5 \cdot a$).

Recall that the expected number of attempts for a multi-part payment of $k$ parts is $E[n] = k/s$. Larger values of $k$ require more attempts for a fixed value of $s$. However, this does not imply that splitting a payment is never beneficial, as $s$ depends on the amounts. Assume a split of the amount $a$ into $k$ equal parts of $a/k$. We can derive the optimal number of parts to achieve the lowest

---

14In Chapter 6, we will show that uniform distribution is a reasonable choice to describe the Lightning Network. Moreover, uniform distribution allows us to simplify the equations, which is the main reason why we use it to exemplify the application of the model.
expected number of attempts.

For a given $a$, we compute $s(a)$ as the success probability of that amount. We then compute the expected number of attempts as $E[n] = \frac{k}{s(\frac{k}{l})}$. Considering $E[n]$ for $k = 1, 2, 3$, we observe the curves of similar shapes (Figure 7). The curves for higher values of $k$ are shifted to the left. For each path success probability $s(a)$, the sender should split the payment according to the lowest curve, minimizing the expected number of attempts. Note that those curves are the theoretic lower bound of what is possible on average. As we move from higher to lower values of $s(a)$, we encounter break-even points (curve intersections), where it becomes beneficial to split the payment into more parts.

Higher amounts yield lower path success probabilities $s(a)$. With $s(a) < 0.3$, the MPP with two parts starts to show a lower number of expected payment attempts. This means that, at a certain payment amount, it is reasonable to split it into 2 parts. If the amount rises and the path success probability drops, the next break-even point is at $s(a) < 0.1$: for lower path success probabilities, the payment should be split into 3 parts.

The intersection points can be computed analytically by solving the following equation for $a$:

$$\frac{k_1}{s\left(\frac{n}{k_1}\right)} = \frac{k_2}{s\left(\frac{n}{k_2}\right)}$$

(16)

In the case of a uniform channel success probability, this results in:

$$a = c \cdot \frac{\left(1 - \frac{1}{\sqrt{k_1}}\right)}{\frac{1}{k_2} - \frac{1}{\sqrt{k_1}} - \frac{1}{\sqrt{k_2}}}$$

(17)

Considering paths with $l = 2$ routing hops, $k_2 = 4$, and $k_1 = 1$, we get $a = c \cdot \frac{4}{3}$. This means that for a payment amount higher than $\frac{4}{3}$ of the channel capacity, a multi-part payment with 4 equal-sized parts requires fewer attempts than a single-part payment. In general, the sender can derive the optimal number of parts by solving this equation for $k_2 = k_1 + 1$ for all values of $k_1$ until the desired payment amount is reached. Recall that to deliver a multi-part payment with $k$ parts with a probability of at least $\sigma$, we need to perform $n$ attempts, where $n$ is such that $1 - \sum_{i=0}^{k} B(s, n, i) > \sigma$. To the best of our knowledge, no analytic formula exists to solve this equation in the general case. We solve this equation numerically for $n$.

The numerical solution can be found efficiently with brute force after making the following observation. The number of necessary attempts for a single-part payment is known and is computed as $n$. In that case, we must not split the payment into more than $n$ parts, as we would need more than $n$ attempts to deliver all of them. For each $k = 1, \ldots, n - 1$, we compute the number of necessary attempts to reach the target success probability $\sigma$. If for the current value of $k$ the number of attempts exceeds $n$, we abort the computation. Using this method, we derive Figure 8.

The dashed line $y = k$ shows the absolute lower bound for the number of attempts (we need at least as many attempts as parts). We observe that splitting the payment into 2 or 3 parts seems almost always preferable. However, while the success probability of even smaller amounts increases, the exponential dependency of the number of hops starts to dominate. We con-

---

1. https://math.stackexchange.com/questions/232464/how-many-tries-to-get-at-least-k-successes
2. This assumption can actually be discussed and depends on our goals. If the sender wants to optimize for the time required for the payment completion, multi-part payments may be beneficial outside of these bounds as they can be executed concurrently.
for amount $X < a$, the event can compute the entropy: $H(P) = \log(c^{+ 1}) - \log(c - a + 1)$. As before, the event $X < a$ denotes a failed payment attempt for amount $a$. The event $X < a$ means that the channel balance is lower than $a$; therefore, the probability mass $P(X \geq a)$ is redistributed. A uniform distribution implies that the channel balance is equally likely to take any value $0, \ldots, a - 1$ with probability $\frac{1}{a}$. The entropy of the conditional probability is $\log(a)$. The information gain can thus be computed as $\delta = \log(c + 1) - \log(a)$. Analogously, in case when $a$ is successfully forwarded, the entropy is $\log(c - a + 1)$, and the information gain is $\delta = \log(c + 1) - \log(c - a + 1)$. In this way, we can measure how much the sender learns from payment attempts for both single- and multi-part payments. Note that in a practical setting, one needs to account for the fact that paths may share channels. Information gain for repeatedly used channels must only be counted once.

6 Experimental setup

Our next goal is to confirm the applicability of the model. Towards this end, we develop a simulation framework. The framework takes as input a channel graph populated with channel capacities and, optionally, balances. The simulator supports two modes of operation regarding balance generation: static and dynamic. In the static mode, balances are fixed in the channel graph (they may be pre-generated according to a given distribution or obtained from the real network). While delivering a payment, the simulator keeps track of failed channels and excludes them during the retries. In the dynamic mode, balances are generated at runtime for each payment attempt according to a given distribution. Therefore, re-sending a payment through a failed channel may still succeed. The static mode closely reflects the real LN, while the dynamic mode matches our theoretical model.

Given a channel graph, a mode of operation (static or dynamic), and a prior distribution (if balances are unknown), the simulator generates random sender-receiver pairs and conducts payment attempts until success. The simulator supports MPP for equally-sized parts: for a $k$-part payment to succeed, $k$ partial attempts must succeed. For each payment attempt, the simulator stores whether it is successful, the theoretical path success probabilities, and the information gain.

Balance generation requires making an assumption on the prior distribution of channel balances. We conduct a measurement of the real LN using a probing tool to estimate the real balances of a small subset of channels. We probe 500 randomly selected channels, or 4.3% of live and active channels as of October 2020. We observe a mixed distribution of the channel balances: channels may be divided into two groups with bimodal and uniform balance distribution. In the bimodal group, which consisted of roughly 30% of the channels, most of the capacity is on one side of the channel. Other channels exhibit a distribution close to uniform, i.e., balance values between 0 and channel capacity seem equally likely. A repeated probing of 500 channels with another channel selection method (weighted by centrality instead of uniformly at random) yields similar results. We conclude that the observed balance distribution is characteristic of the LN and not explained by our channel sample.

Next, we can make some assumptions regarding the level of activity of channels. LN channels are single-funded: initially, the full capacity is on one side. The channels from the bimodal group are therefore likely to have rarely or never been used. We conclude that most payments flow through the uniform group of channels. We used our probed samples to predict 137 nodes, which would mainly have active channels. Indeed 882 channels across those nodes exist - 101 of which we had already probed. In a final crawl, we probed the remaining 781 channels and observed that in this subnetwork, the balance distribution was close to uniform as can be seen in Figure 13 later in Section 7. In what follows, we use a sub-graph of the LN consisting of those 137 nodes and 882 channels. We refer to this sub-graph as the active kernel. For experiments that do not involve real balance data, we generate balance values following a uniform distribution. This means that for a channel with capacity $c$ every balance value $b$ between 0 and $c$ has the same probability $\frac{1}{c+1}$.

---

The proof of this can be found in Appendix 1.
Figure 9: Expected number of attempts from the model and the simulation for payments of 1, 2, and 3 parts. The expected number of attempts measured in the simulation closely matches the theory.

7 Results

We now aim to answer three questions:

1. Does the simulation framework under specific conditions reproduce the model?
2. What practical recommendations can we give based on the model, and how useful are they?
3. What is the impact of future protocol changes?

7.1 Testing the uniform model

First, we check that our simulator implements the model correctly. To that end, we consider the topology of the active kernel of the LN and paths of lengths from 1 hop to 5 hops. We set the capacities of all channels to constant values and select payments amounts of 1%, 2%, ..., 99% of the channel capacity. This setup closely resembles the uniform model as described in Section 5. As the model assumes independent trials, we generate balances dynamically: at each payment attempt and each channel in the path, we choose balances of channels along the path uniformly at random between 0 and the channel capacity. For each path, we compute the theoretic path success probability (Equation 5). The expected number of payment attempts given a path success probability in the simulation experiment match closely the predicted value from the model (Figure 9).

Thus the theoretic model is confirmed by our simulation framework. We recall that according to Formula [17], the break-even amounts for optimal splits into multiple parts depend on the number $l$ of uncertain channels that payments take (Figure 7). In the simulation, the used paths contained 1.5 channels with unknown balances on average. We thus used the same value for $l$ to compute the theoretic expectation values which we used to compare the simulated data against.

We then measure the information gain that the sender yields while completing a payment. We consider amounts from 1% to 300% of the channel capacities in 1% steps, to also test the MPP case. We randomly select 100 payment pairs and make payment attempts until success. For each attempt, we calculate the information gain as per Equation [15]. Figure 10 depicts median values across the payment pairs for each amount.

We see that larger amounts generally lead to the sender obtaining more information before payment succeeds. Indeed, larger amounts need more attempts, and each attempt leaks information. For small amounts, information gain shows slow linear growth at low amounts. At around half of channel capacity, it starts growing much faster. We explain it as follows: higher amounts yield higher failure rates and thus gain more information (the experiment is conducted until success). However, the information gain quickly drops to zero when amounts approach the channel capacity: failures in such a setting is ”expected” and only yields a small amount of information. Multi-part payments exhibit a similar picture scaled accordingly.

Figure 11 is an enlarged part of Figure 10 focusing on small amounts.

The information gain increases with the number of payment parts but is roughly the same for a different number of parts. If the sender wants to complete the payment using the least amount of collected balance information, its strategy is similar to what we described earlier with respect to the expected number of payment attempts. For small amounts, one should not split the payment. Then, for amounts above a certain threshold (around 45% in Figure 11, one should split a payment into 2 parts, and after another threshold (around 74%) it is best to split it
into 3 parts.

7.2 Testing an improved path selection algorithm

Based on our theoretical findings, we now propose an optimized path selection algorithm for better payment efficiency. We suggest iterating through paths sorted by pre-computed success probability. We test this proposal using the model in a more realistic setting. We use the channel capacities from gossip data and balances of the active kernel of the LN obtained using a probing tool.

Recall that a sender in the LN needs to deliver a given amount and iterates through a list of potentially suitable paths until one succeeds. Note that the paths may have different success probabilities, according to our model. We estimate the average number of attempts for a successful payment along a path of a given success probability.

In most cases, the data is too sparse to get meaningful results. The situation becomes worse in the multi-part case where payment parts go through paths with different success probabilities, which prevents us from making a meaningful comparison of expectation values.

We thus adopt the simulator to test the outcomes of the model via the following experiment. We select 100 random payment pairs and try to send amounts from 1 to 20 mBTC. We try to deliver the amount with two different path selection strategies:

1. **Baseline**: We randomly select paths between the sender and the receiver and try one after another until we succeed. The paths are ordered by length, which makes this strategy similar to the ones implemented in LN clients.

2. **Maximum Likelihood**: We pre-compute 1000 shortest paths iterate through them from the highest path success probability to the lowest.

Mimicking the behavior of real LN nodes, we remember failed channels and do not re-try paths that contain them (for both strategies). Similarly, we only try paths for which the first channel has sufficient balance: in the real LN, this information is known to senders, and they would not try to make a payment they know will fail. Both these optimizations can be expressed within our model as follows. Excluding failed channels corresponds to setting the channel probability to 0. Similarly, first hops receive a success probability of 0 if the balance is insufficient or 1 otherwise. For the next attempts, paths that include hops with success probability 0 are excluded.

Figure 12 shows the distribution of the number of necessary attempts for the two strategies.

The optimized strategy yields fewer attempts on average than the baseline strategy for all considered amounts. Across all amounts, the number of attempts drops by 20%: from 1.54 to 1.28. This result generalizes to multi-part payments (not depicted) with the caveat that a k-part payment requires at least k attempts to succeed. The optimized path selection strategy is beneficial for amounts where MPP should be applied as well. We emphasize that the optimized path selection strategy does not require protocol modifications and can be straightforwardly added to existing LN implementations.

We note that in the theoretical model, we control the expectation value for a fixed path success probability. Because of the various channel capacities and the topology

---

18 We ignore the fact that on the real LN, the receiving nodes can also indicate in the invoice message on which channel they can receive the requested amount.

19 An even better strategy would be to also re-calculate success probabilities accounting for successful hops that now have probability 1. We leave the implementation and evaluation of this method for future work.
of the real Lightning Network, there are hardly any paths with the same success probability for a given amount and payment pair. Thus it becomes infeasible to compute the average number of attempts for a fixed success probability and compare them to the theoretical expectation value. Even though we control for the amount, the measured average number of attempts in both the baseline case and the maximum likelihood case is computed from paths with different success probabilities.

### 7.3 Testing potential protocol changes

The proposed framework can also be used to test the feasibility of potential protocol changes. For example, BOLT14 \[21\] proposes a channel rebalancing protocol for the LN. This proposal is motivated by \[22\] that predicts rebalancing to increase the success rates of single-satoshi payments and median possible payment amounts. We apply the proposed rebalancing algorithm on our LN snapshot. As a result, the channel balance distribution shifts from uniform-shaped to normally-shaped (Figure 13).

According to our model, we expect lower average payment attempts for lower amounts as the channel success probabilities increase in the case of normal distributions. However, this comes at the cost of even higher failure rates for larger payments. We study the effects of rebalanced channels in Figure 14.

For the baseline strategy, the rebalanced network outperforms the non-rebalanced one for smaller amounts but performs equally poorly for larger amounts. However, when also applying the optimized path selection strategy, the rebalanced network yields a consistently lower average number of attempts than the non-rebalanced one.

We conclude that the best-known method to achieve high payment reliability in the LN is the combination of MPP with an optimally selected number of parts, optimized path selection, and channel rebalancing.

### 8 Discussion, limitations, and future work

Uncertain channel balances are not the only reason why LN payments are unreliable. Payments may also fail due to attacks where a malicious routing node delays forwarding \[23\] or floods channels with small payments \[10\]. In the case of a protocol breach, channels might have to be resolved on-chain, imposing long timelocks until in-flight payments resolve. Modeling these sources of unreliability remains a topic for future research.

The main limitation of our model is that its application in a realistic setting requires the assumptions of a prior balance probability distribution. As we have observed in Section 7.3, switching from a uniform to a normal distribution heavily changes the outcomes. Thus users of the proposed optimized path selection strategy should use a realistic prior distribution to compute theoretical success probabilities. To keep an up-to-date estimation of the balance distribution, a node can either regularly probe a few channels or rely on a trusted party that shares its probing results.

A related limitation is that our current model and evaluation only partially capture the temporal dynamics of the LN. All our test data points have been collected by assuming a single payment on a static LN snapshot. We did not simulate the effectiveness of our optimized path selection algorithm by conducting a series of payments across different payment pairs, which, if delivered successfully, change balance values. Such a simulation is
challenging because of the lack of available transaction data for the LN, and applying data sets from other payment networks to the LN context is methodologically difficult and remains a question for future work. Application of our model in the dynamic setting requires an assumption that the balance distribution does not change significantly, which may be tested by periodically probing balances.

Another limitation is that for practical and ethical reasons, we have conducted our experiments on a rather small subgraph of the LN. Thus the number of expected average numbers of attempts in our simulation tends to be small. However, we believe that the model can be applied to improve payment reliability for the full LN snapshot.

Our closed formula and experiments regarding the optimal MPP splits only consider splits into equal-sized parts. Practically speaking, MPP splitting should optimize for the overall success probability. A completely different type of splitting strategies would split payments in a way that rebalances the sender’s own channels. This would trade some reliability to help the overall network to approach normal balance distribution. Deriving optimal splitting strategies for various goals is an interesting line for future research.

9 Related work

Early work [9] provides a generalized formalism for payment networks. Closer to our subject, more recent studies [27,37] conduct empirical studies of the LN’s reliability but do not provide a theoretical framework allowing for studying the network under different assumptions.

Multi-part payments (earlier also known as atomic multi-path payments, or AMP) have been proposed for the LN as a protocol extension [4] to improve reliability. In [20], earlier work [9] has been adapted and experimentally tested on a model for the LN, confirming higher success probability for smaller payment amounts. The authors show the advantages (higher success rate and lower capital requirements) and limitations (lack of atomicity) of the proposed split payment methods compared to AMP [4]. Another comprehensive dynamical model [15] provides theoretical and simulation results based on blocking and non-blocking concurrent payment assumptions.

Multiple path-finding protocols have been proposed the the LN and payment channel networks in general, such as Flare [24], SpeedyMurmurs [26], SilentWhispers [14], and Spider [29,30]. A model for redundant parallel payments has been proposed as Boomerang [7]. Rebalancing [22] has also been suggested to improve LN reliability.

The LN has been shown to exhibit multiple privacy weaknesses due to statistical hints [8], on-chain footprint [18,31], timing measurements [25], and other attack vectors [13,16,19,32,33,35]. Most relevant to this work, adversarial probing of channel balances has been initially introduced in [11] and unproved upon in [12,17,36]. We use a method close to the one of [34], supporting precise error handling for multi-hop payments. We note that channel probing is not necessarily adversarial: nodes, in fact, probe paths in the course of normal payments. Some LN wallets such as Zap [5] internally send probes to check route availability.

10 Conclusion

In this work, we have introduced and applied a mathematical framework to model the uncertainty of channel balances in the LN using probability theory. Based on the model, we make two practical recommendations that LN nodes can follow to improve payment reliability. First, they can now confidently decide into how many parts, if at all, it should split a payment of a given amount. In particular, we demonstrate that splitting provides no benefit for small payments and estimate an upper bound on the achievable improvement with MPP. Second, nodes can considerably decrease the average number of expected payment attempts by sorting paths by their prior success probabilities. Furthermore, we use our framework to demonstrate the effectiveness of the BOLT14 proposal for a channel rebalancing protocol. The framework can be used to evaluate other potential protocol upgrades such as Boomerang [7]. On a more practical note, we stress that, instead of aiming for short path lengths, nodes should minimize the number of uncertain hops in paths, as path success probabilities decline exponentially with that number.
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Proof that the Entropy of a uniform distribution defined by $P(X = b) = \frac{1}{c+1}$ is

$$H(P) = -\sum_{b \in \Omega} P(X = b) \cdot \log(P(X = b))$$

$$= -\sum_{b \in \Omega} \frac{1}{c+1} \cdot \log\left(\frac{1}{c+1}\right)$$

$$= -\frac{1}{c+1} \sum_{b \in \Omega} \log\left(\frac{1}{c+1}\right)$$

$$= -\frac{1}{c+1} \cdot \log\left(\frac{1}{c+1}\right) \cdot (c+1)$$

$$= -\log\left(\frac{1}{c+1}\right)$$

$$= \log(c+1)$$

In the case of uniform distributions, the information gain from a failed payment of size $a$ in a channel of capacity $c+1$ is just the difference in Entropy values:

$$\delta = \sum_{i=0}^{a-1} \frac{1}{a} \log \left(\frac{c+1}{a}\right) = \log(c+1) - \log(a)$$

### 2 Success probabilities for the mixed model

As the probe of the full network actually revealed a mixed model for the channel balance distributions, we show how this would be used in our model. The path success probability $s$ of a payment with size $a$ along $l$ uncertain channels of capacity $c$ in the mixed model is defined as:

$$s(a, c, p) = \left(\frac{1}{2}\right)^l \cdot \left(\frac{c-a+1}{c+1}\right)^{(1-p)l}$$

where $p$ is the probability for a channel to follow the bimodal distribution and $(1 - p)$ is the probability for the channel balance to follow the uniform distribution.

We can see in the extreme cases of $p = 1$, we have the probability of every channel having the balance on the correct side, which is $\left(\frac{1}{2}\right)^l$ showing no relation to the size of the payment. In the case where $p = 0$, we do have just
the probability that each channel is uniformly distributed which is \( \left( \frac{c-h+1}{c+1} \right)^l \). In the following diagram, we can see the success probabilities of payment attempts in the mixed model where the size of the HTLC was chosen to be 10% of the channel capacity. We see that the uniform distribution yields higher success rates than the bi-modal distribution, with the mixed model in the middle. Of course, the order of the curves would be reversed in the case where the HTLC’s are larger than 50% of the channel capacity.

![Success Probabilities in the mixed model](image)

Figure 15