ABSTRACT

Camera calibration is a necessity in various tasks including 3D reconstruction, hand-eye coordination for a robotic interaction, autonomous driving, etc. In this work we propose a novel method to predict extrinsic (baseline, pitch, and translation), intrinsic (focal length and principal point offset) parameters using an image pair. Unlike existing methods, instead of designing an end-to-end solution, we proposed a new representation that incorporates camera model equations as a neural network in a multi-task learning framework. We estimate the desired parameters via novel camera projection loss (CPL) that uses the camera model neural network to reconstruct the 3D points and uses the reconstruction loss to estimate the camera parameters. To the best of our knowledge, ours is the first method to jointly estimate both the intrinsic and extrinsic parameters via a multi-task learning methodology that combines analytical equations in learning framework for the estimation of camera parameters. We also proposed a novel CVGL Camera Calibration dataset using CARLA Simulator [1]. Empirically, we demonstrate that our proposed approach achieves better performance with respect to both deep learning-based and traditional methods on 8 out of 10 parameters evaluated using both synthetic and real data. Our code and generated dataset are available at https://github.com/thanif/Camera-Calibration-through-Camera-Projection-Loss.

Index Terms— Camera Projection Loss, Multi-task learning, Camera Calibration, Camera Parameters

1. INTRODUCTION

Camera calibration deals with finding the five intrinsic (focal length, image sensor format, and principal point) and six extrinsic (rotation, translation) parameters of the specific camera.

Most of the existing methods usually ignore the underlying mathematical formulation of the camera model and instead propose an end-to-end framework to directly estimate the desired parameters [3][4][5][6][7][8][9][10][11][12]. Thus they are difficult to interpret for real-world applications and have so far been able to mainly estimate the focal length of the camera via single image only [8][9][10]. The major contributions of our work are as follows:

• To the best of our knowledge, this work is the first learning-based method to jointly estimate both intrinsic and extrinsic camera parameters including camera baseline, disparity, pitch, translation, focal length and principal point offset.

• The existing learning based approaches [8][3][10] have not been applied to the estimation of all 10 camera parameters due to lack of any dataset. We addressed this limitation by generating a synthetic dataset from two towns in CARLA [1] simulation consisting of 49 different camera settings.

• Unlike existing methods, instead of designing an end-to-end solution to directly estimate the desired parameters [8], we proposed a new representation that represents camera model equations as a neural network in a multi-task learning (MTL) framework.
• We proposed a novel \textit{camera projection loss} (CPL) that combines analytical equations in learning framework.

2. PROPOSED METHOD

We propose to utilize multi-task learning by incorporating mathematical equations through a new loss function embedded as a neural network for better representation while learning. We train a convolutional neural network to predict the extrinsic and intrinsic camera parameters. To achieve this, we use dependent regressors that share a common network architecture as the feature extractor. We use a \textit{Inception-v3} \cite{3} pretrained on ImageNet \cite{13} as a feature extractor followed by the Lambda layers for loss computation with 13 regressors, 10 of which correspond to the camera parameters while 3 correspond to the 3D point cloud. Instead of training these regressors to predict the focal length, principal point, baseline, pitch, and translation, we use proxy variables that are not visible in the image and are dependent on each other. This allows us to directly relate our method with the mathematical foundations of multi-view geometry \cite{14} resulting in better performance.

\textbf{Camera Model}: The camera model that we consider is the perspective projection model based on the pinhole camera \cite{15}. In this work, we rely on projection of 2D image points \((u, v)\) to 3D world points \(X, Y, Z\) as a reference. This leaves us with the estimation of 13 free parameters: focal length \((f_x, f_y)\), principal point \((u_0, v_0)\), disparity \(d\), baseline \(b\), pitch \(\theta_p\), translation \(t = \{t_x, t_y, t_z\}\) and 3D coordinates \((X, Y, Z)\).

\textbf{Parameterization}: As revealed by previous work \cite{3} \cite{11} \cite{5}, an adequate parameterization of the variables to predict \(f_x, f_y\) can benefit convergence and final performance of the network. For the case of camera calibration, parameters such as the focal length or the tilt angles are difficult to interpret from the image content. Instead, they can be better represented by proxy parameters that are directly observable in the image. We use \(2D\) to \(3D\) projection as a proxy for our parameters.

A 2D point in image coordinate system is projected to camera coordinate and then to world coordinate system and the process can be explained by the following:
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where \(R\) is the camera rotation matrix. The image point \((u, v)\) to camera point \((x_{cam}, y_{cam}, z_{cam})\) transformation can be performed as follows (assuming skew = 0):
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\[
y_{cam} = \frac{u - u_0}{f_x} = \frac{u - u_0}{f_x}
\tag{4a}
\]

\[
z_{cam} = \frac{v - v_0}{f_y} = \frac{v - v_0}{f_y}
\tag{4b}
\]
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\tag{4c}
\]

Similarly, for camera to world transformation we have:
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\[
X = x_{cam} \cos \theta + z_{cam} \sin \theta + t_x
\tag{7a}
\]

\[
Y = y_{cam} + t_y
\tag{7b}
\]

\[
Z = -x_{cam} \sin \theta + z_{cam} \cos \theta + t_z
\tag{7c}
\]

To project a point from image to camera coordinate:

\[
x_{cam} = f_x * b/d
\tag{8a}
\]

\[
y_{cam} = -(x_{cam}/f_x) * (u - u_0)
\tag{8b}
\]

\[
z_{cam} = (x_{cam}/f_y) * (v_0 - v)
\tag{8c}
\]

\(x_{cam}\) works as a proxy for \(f_x\), baseline and disparity while \(y_{cam}\) works as a proxy for \(f_x\), \(u\) and \(u_0\) and \(z_{cam}\) works as a proxy for \(f_y\), \(v\) and \(v_0\). Using \(x_{cam}, y_{cam}\) and \(z_{cam}\) from Eq. (8a), Eq. (8b) and Eq. (8c) respectively, points can be projected to world coordinate system using:

\[
X = x_{cam} \cos(\theta_p) + z_{cam} \sin(\theta_p) + t_x
\tag{9a}
\]

\[
Y = y_{cam} + t_y
\tag{9b}
\]

\[
Z = -x_{cam} \sin(\theta_p) + z_{cam} \cos(\theta_p) + t_z
\tag{9c}
\]

\(X\) works as a proxy for pitch and \(t_x\) while \(Y\) works as a proxy for \(t_y\) and \(Z\) works as a proxy for pitch and \(t_z\).

\textbf{Camera Projection Loss}: When a single architecture is trained to predict parameters with different magnitudes, special care must be taken to weigh the loss components such that the estimation of certain parameters do not dominate the
learning process. We notice that for the case of camera calibration, instead of optimizing the camera parameters separately, a single metric based on 2D to 3D projection of points can be used.

Given two images with known parameters \( \omega = (f_x, f_y, u_0, v_0, b, d, \theta_p, t_x, t_y, t_z, X, Y, Z) \) and a prediction of such parameters given by the network \( \hat{\omega} = (f'_x, f'_y, u'_0, v'_0, b', d', \theta'_p, t'_x, t'_y, t'_z, X', Y', Z') \), we get the projected point in world coordinate system through Eq. 8a - Eq. 9c. Loss is computed accurately, a single metric based on 2D to 3D projection of points introduced due to heterogeneous ranges of various parameters.

These weights necessary bias due to one or more error terms by introducing weights \( \alpha_i \) with each of the parameters. This bias is introduced due to heterogeneous ranges of various parameters. These weights \( \alpha_i \) are learned adaptively during the training process. The updated loss function is defined as:

\[
L(\omega, \hat{\omega}) = \left( \frac{1}{n} \right) \sum_{i=1}^{n} MAE(\omega, \hat{\omega}) \tag{10}
\]

Separating sources of loss errors: The proposed loss solves the task balancing problem by expressing different errors in terms of a single measure. However, using several camera parameters to predict the 3D points introduces a new problem during learning: the deviation of a point from its ideal projection can be attributed to more than one parameter. In other words, an error from one parameter can backpropagate through the camera projection loss to other parameters.

To avoid this problem, we disentangle the camera projection loss, evaluating it individually for each parameter similar to [6]:

\[
L_f = L((f_x, f_y, u_0^{GT}, v_0^{GT}, b^{GT}, d^{GT}, \theta_p^{GT}, t_x^{GT}, t_y^{GT}, t_z^{GT}, X^{GT}, Y^{GT}, Z^{GT}, \omega))
\]

\[
L_x = L((x^{GT}, f_y, u_0^{GT}, v_0^{GT}, b^{GT}, d^{GT}, \theta_p^{GT}, t_x^{GT}, t_y^{GT}, t_z^{GT}, X^{GT}, Y^{GT}, Z^{GT}, \omega))
\]

\[
L_y = L((y^{GT}, f_x, u_0^{GT}, v_0^{GT}, b^{GT}, d^{GT}, \theta_p^{GT}, t_x^{GT}, t_y^{GT}, t_z^{GT}, X^{GT}, Y^{GT}, Z^{GT}, \omega))
\]

\[
L_z = L((z^{GT}, f_x, f_y, u_0^{GT}, v_0^{GT}, b^{GT}, d^{GT}, \theta_p^{GT}, t_x^{GT}, t_y^{GT}, t_z^{GT}, X^{GT}, Y^{GT}, Z^{GT}, \omega))
\]

\[
L^* = \frac{L_f + L_x + L_y + L_z}{13} \tag{11}
\]

The loss function is further normalized to avoid the unnecessary bias due to one or more error terms by introducing weights \( \alpha_i \) with each of the parameters. This bias is introduced due to heterogeneous ranges of various parameters. These weights \( \alpha_i \) are learned adaptively during the training process. The updated loss function is defined as:

\[
L^* = \alpha_f L_f + \alpha_x L_x + \alpha_y L_y + \alpha_u L_u + \ldots + \alpha_z L_z \tag{12}
\]

3. RESULTS AND EVALUATION

3.1. Datasets

Synthetic Data: We trained and evaluated our proposed approach by generating a new CVGL Camera Calibration dataset using Town 1 and Town 2 of CARLA Simulator. The dataset consists of 50 camera configurations with each town having 25 configurations. The parameters modified for generating the configurations include \( f_{ov}, x, y, z, \text{pitch, yaw, and roll} \). Here, \( f_{ov} \) is the field of view, \( (x, y, z) \) is the translation while (pitch, yaw, and roll) is the rotation between the cameras. The total number of image pairs is 1,23,017, out of which 58,596 belong to Town 1 while 64,421 belong to Town 2, the difference in the number of images is due to the length of the tracks.

Real Data: We have used a recent Cyclist Detection dataset [16] for evaluating our approach on real world data. We have used the test set provided by the authors containing 2,914 images by first deriving the right image using left and disparity images and then use the pair as input to compare different methods.

Implementation Details: Our loss is implemented and trained using Keras [17], an open-source deep learning framework. All networks are trained on GeForce GTX 1050 Ti GPU for 200 epochs with early stopping using ADAM optimizer [18] with Mean Absolute Error (MAE) loss function and a base learning rate \( \eta \) of \( 10^{-3} \) with a batch size of 16.

The Lambda layer exists in Keras so that arbitrary expressions can be used as a Layer when constructing Sequential and Functional API models. In the proposed architecture, Lambda layers have been utilized for basic operations including addition, subtraction, multiplication, division, negation, cosine and sine. The intuition is to incorporate mathematical equations in the learning framework.

We have used Normalized Mean Absolute Error for evaluation as follows:
3.2. Comparative Analysis

Experimental Setup: We compared our proposed method with two state-of-the-art approaches namely Average field of view [3] and Deep-Homo [8]. Average field of view [3] is a baseline approach, given a query image, it uses the average field of view of the training set as the prediction [3]. Deep-Homo [8] estimates an 8-degree-of-freedom homography between two images. We have modified Deep-Homo [8] to predict the required 13 parameters for comparison purposes as by default, it only predicted 8 values corresponding to the four corners and then using 4-point parameterization and then convert it into the homography matrix. For the purpose of the ablative study, we also created three variants of our multi-task learning approach namely MTL-Baseline, MTL-CPL-U, and MTL-CPL-A. MTL-Baseline does not include any additional layers to incorporate camera model equations, instead, it is an end-to-end learning architecture based on mean absolute error (MAE). It has 13 regressors sharing a common feature extractor directly predicting the required values. MTL-Baseline is implemented to study the effect of proposed camera projection loss. We also used two variants of camera projection loss one with uniform weighting (MTL-CPL-U) in the loss function and the other with adaptive weighting (MTL-CPL-A) to balance the heterogeneous ranges of calibration parameters.

Error Analysis on generated data: We compare the normalized mean absolute error (NMAE) of each of the parameters by all the methods with our proposed approach. It can be seen from Table 1 that for focal length \((f_x, f_y)\), principal point offset \((u_0, v_0)\), and translation in y-axis \(t_y\) MTL-CPL-A approach resulted in minimum values for NMAE which for translation in x-axis \(t_x\), MTL-CPL-U performs better while for all other parameters Average performs better due to bias in loss introduced as a result of the heterogeneous range of values among parameters. This indicates that incorporating camera model geometry in the learning framework not only resulted in a more interpretable learning framework but it also outperforms the state-of-the-art methods.

Error Analysis on real data: For this experiment, we didn’t trained on the Tsinghua-Daimler dataset but just performed a forward pass to test the generalizability and the results further strengthen our argument. It can be seen from Table 2 that our proposed multi-task learning approach, MTL-CPL-U, outperforms other methods on 6 out of 10 parameters. For pitch \(\theta_p\) and translation in y-axis \(t_y\) Deep-Homo performs better due to bias in loss introduced as a result of the heterogeneous range of values among parameters. For all the remaining parameters our proposed multi-task learning approach resulted in minimum values for NMAE which further solidifies our argument of incorporating camera model geometry in the learning framework.

4. CONCLUSION

Our proposed approach outperforms several baselines, including CNN-based methods on both synthetic and real data is an amalgam of Deep Learning and closed-form analytical solutions. Thus this paper offers a significantly new idea in the area of Machine Learning and Computer Vision. Although we have applied the proposed solution for the estimation of camera calibration parameters, it offers a general framework for many such problems. For example, tracking using Kalman Filter, homography estimation, and many other applications we plan to implement in future.

| Table 1. Table showing Normalized MAE in predicted parameters on CVGL test set comprising of 36,905 images. |
|-----------------------------------------------|
| Parameter | Average [3] | Deep-Homo [8] | MTL-CPL-U (Ours) | MTL-Baseline (Ours) | MTL-CPL-A (Ours) |
| \(f_x\) | 1.003 | 0.055 | 0.713 | 0.387 | 0.005 |
| \(f_y\) | 1.539 | 0.505 | 0.573 | 0.445 | 0.003 |
| \(u_0\) | 1.326 | 0.018 | 0.854 | 0.311 | 0.007 |
| \(v_0\) | 1.200 | 0.018 | 0.790 | 0.313 | 0.011 |
| \(b\) | -1.903 | -0.091 | -0.310 | -0.240 | -0.013 |
| \(d\) | -6.624 | -0.167 | -1.477 | -0.449 | -0.121 |
| \(t_x\) | -7.124 | 1.900 | 3.085 | 0.170 | 0.170 |
| \(t_y\) | -14.031 | -1.553 | -1.165 | -0.424 | -0.045 |
| \(t_z\) | -1.447 | -0.258 | -1.392 | -0.405 | -0.024 |
| \(\theta_p\) | -1.903 | 1.900 | 3.085 | 0.170 | 0.170 |

\[ NMAE(y, \hat{y}) = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} = \frac{MAE(y, \hat{y})}{\text{mean}(|y|)} \]  

where \(y\) and \(\hat{y}\) are the target and estimated values respectively.

| Table 2. Table showing Normalized MAE in predicted parameters on Tsinghua-Daimler test set comprising of 2,914 images. For this experiment, we just did a forward pass without any transfer learning or training. |
|-----------------------------------------------|
| Parameter | Average [3] | Deep-Homo [8] | MTL-CPL-U (Ours) | MTL-Baseline (Ours) | MTL-CPL-A (Ours) |
| \(f_x\) | 1.000 | 0.971 | 0.950 | 0.958 | 0.952 |
| \(f_y\) | 1.014 | 0.947 | 0.944 | 0.958 | 0.956 |
| \(u_0\) | 1.017 | 0.947 | 0.896 | 0.946 | 0.946 |
| \(v_0\) | 1.021 | 0.896 | 0.896 | 0.894 | 0.895 |
| \(b\) | 364.633 | 350.476 | 173.574 | 237.554 | 363.883 |
| \(d\) | 4.893 | 1.538 | 2.634 | 1.563 | 1.515 |
| \(t_x\) | 31.167 | 37.494 | 81.817 | 1.563 | 44.958 |
| \(t_y\) | 327.128 | 37.494 | 44.099 | 27.387 | 33.421 |
| \(t_z\) | 5.109 | 2.182 | 2.660 | 1.637 | 1.785 |
| \(\theta_p\) | 2321.338 | 193.760 | 290.614 | 354.791 | 324.892 |
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