AN $L_p$-THEORY FOR THE STOCHASTIC HEAT EQUATION ON ANGULAR DOMAINS IN $\mathbb{R}^2$ WITH MIXED WEIGHTS

PETRU A. CIOICA-LICHT

Abstract. We prove a refined $L_p$-estimate ($p \geq 2$) for the stochastic heat equation on angular domains in $\mathbb{R}^2$ with mixed weights based on both, the distance to the boundary and the distance to the vertex. This way we can capture both causes for singularities of the solution: the incompatibility of noise and boundary condition on the one hand and the influence of boundary singularities (here, the vertex) on the other hand. Higher order $L_p$-Sobolev regularity with mixed weights is also established.

1. Introduction

This paper aligns in the program started in [2] towards a refined $L_p$-theory for stochastic partial differential equations (SPDEs) on non-smooth domains. As already mentioned therein, there are mainly two effects that influence the regularity of solutions to such equations: On the one hand, a certain incompatibility between noise and boundary conditions may produce blow-ups of higher order derivatives near the boundary—even if the boundary was smooth [5, 15]. On the other hand, singularities of the boundary of the domain, like, e.g., corners, edges, cusps and any other points where the boundary is not differentiable, may also lead to singularities of the solution in their vicinity—even if the forcing terms are deterministic and smooth [6, 8]; see also [20, 21] for a detailed analysis of the breakdown of Sobolev regularity on polygonal domains in the context of SPDEs.

In a series of papers it has been shown that on smooth domains (at least $C^1$) the incompatibility of noise and boundary condition can be captured accurately by means of weighted $L_p$-Sobolev spaces with weights based on the distance to the boundary [9, 10, 15, 17, 18]; see also [19], which can be used to reproduce parts of these results by means of [26, 27]. At the same time, the analysis of deterministic equations on domains with corners and edges takes place in weighted $L_p$-Sobolev spaces with weights based on the distance to the boundary singularities, see, for instance, [4, 13, 14, 22] and the bibliographies therein for elliptic equations and [12, 23, 25, 24] for parabolic problems. Thus, in order to capture both effects and their interplay, a system of weights based on a combination of the distance to the boundary and the distance to its singularities suggests itself.

An appropriate system of mixed weights has been introduced in [1] for the stochastic heat equation on angular and polygonal domains $\Omega \subset \mathbb{R}^2$. In particular, it has been shown that with this system of weights higher order weighted $L_p$-Sobolev regularity ($p \geq 2$) can be established once a solution of low regularity is known to exist. However, so far, the existence part has been only solved for a very restrictive range of parameters. In this paper we prove one crucial missing link: refined weighted $L_p$-estimates for the stochastic and deterministic convolutions associated to the stochastic heat equation

\[
\begin{aligned}
\frac{du}{dt} &= (\Delta u + f) dt + g^k dw^k_t \\
&\quad \text{on } \Omega \times (0, T] \times \mathcal{D}, \\
&\quad u = 0 \quad \text{on } \Omega \times (0, T] \times \partial \mathcal{D}, \\
&\quad u(0) = 0 \quad \text{on } \Omega \times \mathcal{D},
\end{aligned}
\]

(1.1)

on angular domains

\[
\mathcal{D} := \mathcal{D}_{\kappa_0} := \{ x = (x_1, x_2) \in \mathbb{R}^2 : x = (r \cos \vartheta, r \sin \vartheta), \quad r > 0, \quad \vartheta \in (0, \kappa_0) \}
\]

(1.2)
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of arbitrary angle $0 < \kappa_0 < 2\pi$, see Theorems 2.1 and 2.3 below. These estimates at hand, existence and higher order $L_p$-regularity for the stochastic heat equation (1.1) in suitable weighted $L_p$-Sobolev spaces can be established along the lines of [1], see Section 3 in particular, Theorem 3.4. Before we start, we present the setting, which is assumed to hold throughout this paper.

**Setting.** Let $(\Omega, F, \mathbb{P})$ be a complete probability space, and $(\mathcal{F}_t)_{t \geq 0}$ be an increasing filtration of $\sigma$-fields $\mathcal{F}_t \subset F$, each of which contains all $(\mathcal{F}, \mathbb{P})$-null sets; $\mathbb{E}$ denotes the expectation operator. We assume that on $\Omega$ we are given a family $(w_k^\sigma)_{k \geq 0}$, $k \in \mathbb{N}$, of independent one-dimensional Wiener processes relative to $(\mathcal{F}_t)_{t \geq 0}$. We fix $T \in (0, \infty)$ and denote by $\mathcal{P}_T$ the predictable $\sigma$-field on $\Omega_T := \Omega \times (0, T]$ generated by $(\mathcal{F}_t)_{t \geq 0}$; $\mathcal{P}_T := \mathcal{F} \otimes dt$. Moreover, we fix an arbitrary angle $0 < \kappa_0 < 2\pi$ and consider the the stochastic heat equation (1.1) on the angular domain $\mathcal{D} = D_{\kappa_0}$. Throughout, $C$ is used to denote a positive finite constant and the notation $C(a_1, \ldots, a_n)$ means that $C$ only depends on the parameters $a_1, \ldots, a_n$. In general, constants may differ at any appearance.

### 2. $L_p$-Estimates

In this section we state and prove refined weighted $L_p$-estimates for the stochastic convolution

$$
(t, x) \mapsto \sum_{k=1}^{\infty} \int_0^t \int_D G(t-s, x, y)^g(s, y) \, dy \, dw^k_s, \quad (t, x) \in (0, T] \times \mathcal{D},
$$

(2.1)

and for the deterministic convolution

$$
(t, x) \mapsto \int_0^t \int_D G(t-s, x, y)^f(s, y) \, dy \, ds, \quad (t, x) \in (0, T] \times \mathcal{D}.
$$

(2.2)

Here, $G(t, x, y) = G_{\kappa_0}(t, x, y)$ is the Green function for the heat equation on $\mathcal{D} = D_{\kappa_0}$ with zero Dirichlet boundary condition, defined for every $y \in \mathcal{D}$ as the solution (in the sense of distributions) to the problem

$$
\frac{\partial G(t, x, y)}{\partial t} - \Delta_x G(t, x, y) = \delta_{(0, y)}(t, x) \quad \text{in } \mathbb{R} \times \mathcal{D},
$$

$$
G(t, x, y) = 0 \quad \text{for } t \in \mathbb{R}, x \in \partial \mathcal{D} \setminus \{0\}, \quad G(t, x, y) = 0 \quad \text{for } t < 0,
$$

cf., e.g., [12] Lemma 3.7. Our weights are based on the distance $\rho := \text{dist}(-, \mathcal{D})$ to the boundary and on the distance $\rho_o := \text{dist}(-, \{0\}) = |\cdot|$ to the vertex of $\mathcal{D}$. For $1 < p < \infty$, $\Theta \in \mathbb{R}$, and $\theta \in \mathbb{R}$, we write

$L_{p, \Theta, \Theta}(\mathcal{D}) := L_p(\mathcal{D}, \mathcal{B}(\mathcal{D}), \rho_o^{-\Theta-2}(\frac{\rho}{\rho_o})^{-\Theta-2} \, dx; \mathbb{R})$ and $L_{p, \Theta, \Theta}(\mathcal{D}, \ell_2) := L_p(\mathcal{D}, \mathcal{B}(\mathcal{D}), \rho_o^{-\Theta-2}(\frac{\rho}{\rho_o})^{-\Theta-2} \, dx; \ell_2)$

as well as

$L_{p, \Theta, \Theta}(\Omega_T, \mathcal{P}_T, \mathcal{P}_T; L_{p, \Theta, \Theta}(\mathcal{D}))$ and $L_{p, \Theta, \Theta}(\mathcal{D}, \ell_2) := L_p(\Omega_T, \mathcal{P}_T, \mathcal{P}_T; L_{p, \Theta, \Theta}(\mathcal{D}, \ell_2))$.

Our main $L_p$-estimate for the stochastic convolution (2.1) reads as follows.

**Theorem 2.1.** Let $2 \leq p < \infty$ and let

$$
p\left(1 - \frac{\pi}{\kappa_0}\right) < \theta < p \left(1 + \frac{\pi}{\kappa_0}\right) \quad \text{and} \quad 1 < \Theta < p + 1.
$$

(2.3)

Then there exists a finite constant $C$, independent of $g$ and $T$, such that

$$
\left\| t \mapsto \sum_{k=1}^{\infty} \int_0^t \int_D G(t-s, y)^g(s, y) \, dy \, dw^k_s \right\|_{L_{p, \Theta, \Theta}(\mathcal{D}, \ell_2)} \leq C \|g\|_{L_{p, \Theta, \Theta}(\mathcal{D}, \ell_2)}.
$$

The key ingredient for the proof of this assertion is the following Green function estimate, recently proven in [11], see, in particular, Theorem 2.6 and Remark 2.2 therein as well as [12, Section 2], in particular, Theorem 2.4(3) therein. Moreover, we need some subtle estimates, which we prove in Section 4. We use the notation

$$
R_{x, c} := \frac{|x|}{\sqrt{c} + |x|} \quad \text{and} \quad J_{x, c} := \frac{\rho(x)}{\sqrt{c} + \rho(x)}
$$

(2.4)

for arbitrary $x \in \mathbb{R}^d$ and $c > 0$. 
Theorem 2.2. For all $0 < \lambda_1, \lambda_2 < \frac{2}{\kappa_0}$, there exist finite constants $C, \sigma > 0$ depending only on $\kappa_0, \lambda_1, \lambda_2$, such that

$$|G(t - s, x, y)| \leq C R_{\lambda_2,x-t-s}^{\lambda_1-1} R_{\lambda_2,y-t-s}^{\lambda_1-1} J_{x,t-s} J_{y,t-s} \frac{1}{t - s} e^{-\sigma |x - y|^2 / (t - s)}.$$ 

Proof of Theorem 2.1

For $x \in D$ let $w(x) := \frac{\rho(x)}{\rho_0(x)}$. We will show that for arbitrary $0 < \lambda_1, \lambda_2 < \frac{2}{\kappa_0}$, the stochastic integral operator defined by

$$(G_n h)(t, x) := \sum_{k=1}^{\infty} \int_0^t \int_D G(t - s, x, y) \max \left\{|x|^{\mu - 2} w(x)\frac{\hat{\mu} - 2}{|y|^{\mu - 1}} h^k(s, y) dy \right\} dw_s^k,$$

is a bounded operator from $L_{p,2}(D, T; \ell_2)$ to $L_{p,2}(D, T)$, provided

$$\frac{2}{p'} - \lambda_1 < \mu < \frac{2}{p'} + \lambda_2$$

and

$$\frac{1}{p'} < \tilde{\mu} < \frac{1}{p'} + 1,$$

where $p' := p/(p - 1)$ is the dual exponent of $p$. This is equivalent to proving the assertion.

For the rest of the proof we fix $\mu$ and $\tilde{\mu}$ satisfying (2.5) and choose $\gamma_1, \gamma_2, \tilde{\gamma}_1, \tilde{\gamma}_2 \in \mathbb{R}$, such that the conditions

$$0 < \tilde{\gamma}_2 < 2 + \frac{1}{p'} - \tilde{\mu}$$

and

$$0 < \gamma_2 + \tilde{\gamma}_2 < \lambda_2 - \mu + 1 + \frac{2}{p'}$$

as well as

$$\frac{1}{p} < \tilde{\gamma}_1 < \tilde{\mu} - \frac{1}{p} + \frac{1}{p'}$$

and

$$0 < \gamma_1 + \tilde{\gamma}_1 < \lambda_1 + \mu - \frac{2}{p'},$$

are satisfied. Note that such $\gamma_1, \gamma_2, \tilde{\gamma}_1, \tilde{\gamma}_2 \in \mathbb{R}$ exist since we assume (2.4) to hold.

We first note that, by the Burkholder-Davis-Gundy inequality and the triangle inequality for $\ell_2$-valued integrals, we obtain for all $0 < t < \infty$ and all $x \in D$ that

$$\mathbb{E}|G_n h(t, x)|^p \leq C \mathbb{E} \left\{ \left( \int_0^t \left| \int_D G(t - s, x, y) \max \left\{|x|^{\mu - 2} w(x)\frac{\hat{\mu} - 2}{|y|^{\mu - 1}} h^k(s, y) dy \right\} dw_s^k \right|^2 ds \right)^{p/2} \right\} \leq C \mathbb{E} \left\{ \left( \int_0^t \left( \int_D |G(t - s, x, y)| \max \left\{|x|^{\mu - 2} w(x)\frac{\hat{\mu} - 2}{|y|^{\mu - 1}} |h(s, y)| \ell_2 dy \right\}^2 ds \right)^{p/2} \right\},$$

where $C$ depends only on $p$. The first inequality can be justified, e.g., by considering $G_n h(t, x)$ as a real-valued stochastic integral w.r.t. a cylindrical Wiener process on $\ell_2$ and applying the Burkholder-Davis-Gundy inequality as stated in Theorem 4.36; if $p = 2$ it is enough to apply Itô’s isometry.

Using the Green function estimate from Theorem 2.2 together with Höllder’s inequality we obtain

$$\mathbb{E}|(G_n h)(t, x)|^p \leq C_p \mathbb{E} \left\{ \left( \int_0^t \left( \int_D R_{x,t-s}^{\lambda_2-1} R_{y,t-s}^{\lambda_2-1} J_{x,t-s} J_{y,t-s} \frac{|x|^{\mu - 2} w(x)\frac{\hat{\mu} - 2}{|y|^{\mu - 1}} |h(s, y)| \ell_2}{t - s} e^{-\sigma |x - y|^2 / (t - s)} dy \right) ds \right)^{p/2} \right\} \leq C_p \mathbb{E} \left\{ \left( \int_0^t \left( \int_D R_{x,t-s}^{\lambda_2-1-\gamma_1} R_{y,t-s}^{\lambda_2-1-\gamma_2} J_{x,t-s} J_{y,t-s} |h(s, y)| \ell_2^{p/2} \frac{e^{-\sigma |x - y|^2 / (t - s)}}{t - s} dy \right)^{2/p} ds \right)^{2/p} \right\} \times \left( \int_0^t \left( \int_D R_{x,t-s}^{(1-\gamma_1)p'} R_{y,t-s}^{(1-\gamma_2)p'} J_{x,t-s} J_{y,t-s} \frac{|x|^{\mu - 2} w(x)\frac{\hat{\mu} - 2}{|y|^{\mu - 1}} |h(s, y)| \ell_2^{p/2} \frac{e^{-\sigma |x - y|^2 / (t - s)}}{t - s} dy \right)^{2/p} ds \right)^{2/p^{2/2}} \right\} =: C_p \mathbb{E} \left\{ \left( \int_0^t I_{1,p} (x, s, t) \times I_{2,p} (x, s, t) \right)^{p/2} \right\},$$

where

$$I_{1,p} (x, s, t) := \int_D R_{x,t-s}^{\gamma_1p} R_{y,t-s}^{\gamma_2p} J_{x,t-s} J_{y,t-s} |h(s, y)| \ell_2^{p/2} \frac{e^{-\sigma |x - y|^2 / (t - s)}}{t - s} dy \times \int_0^t I_{2,p} (x, s, t) \times I_{2,p} (x, s, t) \right)^{p/2} \right\}.$$
and

\[ I_{2,p}(x, s, t) := \left( \int_{\mathcal{D}} R_{x,t-s}^{(\lambda_1-1-\gamma_1)p'} R_{y,t-s}^{(\lambda_2-1-\gamma_2)p'} \frac{[x](\mu-2)p'}{|y|(\mu-1)p'} J_{x,t-s}^{(1-\gamma_1)p'} J_{y,t-s}^{(1-\gamma_2)p'} \right) \times \left( \int_{\mathcal{D}} R_{y,t-s}^{(\lambda_2-1-\gamma_2)p'} \frac{w(x)(\mu-2)p'}{|y|(\mu-1)p'} R_{x,t-s}^{(\lambda_1-1-\gamma_1)p'} \frac{\rho(x)^{2(1-\gamma_1)} e^{-\sigma |x-y|^2/(t-s)}}{t-s} dy. \right) \]

Note that, since only \( h \) depends on \( \omega \in \Omega \), so does \( I_{1,p} \), whereas \( I_{2,p} \) is purely deterministic. By another application of Hölder’s inequality to the integral on \((0, t)\) with Hölder conjugates \( p/2 \geq 1 \) and \( p/(p-2) \), we obtain

\[ \mathbb{E} |(G_h(t,x)|p \leq \mathbb{E} \left[ \int_0^t \| I_{1,p}(x, s, t) \|_{L^{p/(p-1)}(0,t;\mathbb{R})} \right. \left. \| I_{2,p}(x, s, t) \|_{L^{p-1}(0,t;\mathbb{R})} \right] \]

where we use the common convention \( 1/0 := \infty \) for \( p = 2 \).

**Step 1.** We first deal with the norm of \( I_{2,p} \) and prove that

\[ \| I_{2,p}(x, \cdot, t) \|_{L^{p/(p-1)}(0,t;\mathbb{R})} \leq C \rho(x)^{-2}, \quad x \in \mathcal{D}. \]

We distinguish between the cases \( p = 2 \) and \( p > 2 \), respectively.

**Case 1.** \( p = 2 \). Since by (2.7), \( 2 - \bar{\mu} - \bar{\gamma}_2 > -1/2 \) and \( \lambda_2 - \mu - 1 - \gamma_1 - \bar{\gamma}_1 > -1 \), we may apply Lemma 4.1 for the estimating the inner integral, and obtain

\[ \sup_{0 < s < t} \left\{ R_{x,t-s}^{(\lambda_1-1-\gamma_1)} |x|^{2(\mu-\bar{\mu})} \rho(x)^{2(1-\gamma_1)} \rho(y)^{2(\bar{\mu}-2)} \right. \]

\[ \times \left( \int_{\mathcal{D}} R_{y,t-s}^{(\lambda_2-1-\gamma_2)} |y|^{2(\bar{\mu}-\mu)} \rho(x)^{2(1-\gamma_1)} e^{-\sigma |x-y|^2/(t-s)} \right) \]

\[ \leq C \sup_{0 < s < t} \left\{ R_{x,t-s}^{(\lambda_1-1-\gamma_1)} |x|^{2(\bar{\mu} - \mu)} \rho(x)^{2(1-\gamma_1)} \right. \]

\[ \times \left( \int_{\mathcal{D}} R_{y,t-s}^{(\lambda_2-1-\gamma_2)} |y|^{2(\bar{\mu} - \mu)} \rho(y)^{2(1-\gamma_1)} e^{-\sigma |x-y|^2/(t-s)} \right) \]

Thus, Estimate (2.7) is proven if

\[ \sup_{0 < s < t} \left\{ R_{x,t-s}^{(\lambda_1-1-\gamma_1)} |x|^{(\bar{\mu} - \mu)} \rho(x)^{2(1-\gamma_1)} \right\} \leq C < \infty. \]

But this is guaranteed by the fact that \( 0 < J_{x,t-s} \leq 1 \) and the restrictions (2.6) on \( \gamma_1, \bar{\gamma}_1 \).

**Case 2.** \( p > 2 \). In this case \( \| I_{2,p}(x, \cdot, t) \|_{L^{p/(p-1)}(0,t;\mathbb{R})} \) is given by

\[ \left( \int_0^t \left( \int_{\mathcal{D}} R_{x,t-s}^{(\lambda_1-1-\gamma_1)p'} J_{x,t-s}^{(1-\gamma_1)p'} |x|^{(\mu-2)p'} w(x)^{(\mu-2)p'} \right) \times \int_{\mathcal{D}} R_{y,t-s}^{(\lambda_2-1-\gamma_2)p'} J_{y,t-s}^{(1-\gamma_2)p'} |y|^{(1-\mu)p'} w(y)^{(1-\mu)p'} e^{-\sigma |x-y|^2/(t-s)} dy \right) \]

\[ \left( \int_0^t \right) \left. \frac{e^{-\sigma |x-y|^2/(t-s)}}{t-s} ds \right)^{p-2} \]

By Lemma 4.1 the inner integral can be estimated by a constant times

\[ |x + \sqrt{t-s}|^{(\bar{\mu} - \mu)} \rho(x + \sqrt{t-s})^{(1-\gamma_1)p'} \]
since $2 - \tilde{\mu} - \tilde{\gamma}_2 > -1/p'$ and $\lambda_2 - \mu - 1 - \gamma_1 - \tilde{\gamma}_1 > -2/p'$ by (2.7). Inserting this and putting terms together yields
\[
\left\| I_{2,p}(x, \cdot, t) \right\|_{L_{\mu,p}(0, t; \mathbb{R})}^{-1} \leq C \left( \int_0^t R_{x,t-s}^{(\lambda_1-1-\gamma_1+\mu-\tilde{\mu})} \frac{2p}{p-2} \rho(x) \left( \frac{\tilde{\gamma}_1 - \frac{\mu - 2}{p}}{p - 2} \rho(x) \frac{2p}{p - 2} \rho(x) - \frac{2p}{p - 2} \rho(x) \right) ds \right)^\frac{p-2}{2} \rho(x) \left( \rho(x) + \sqrt{t-s} \right) \left( \frac{\tilde{\gamma}_1 - \frac{\mu - 2}{p}}{p - 2} \rho(x) \frac{2p}{p - 2} \rho(x) - \frac{2p}{p - 2} \rho(x) \right) ds \right)^\frac{p-2}{2} \rho(x)^{-2}.
\]
Thus, Estimate (2.29) follows if
\[
\sup_{x \in D} \int_0^t R_{x,t-s}^{(\lambda_1-1-\gamma_1+\mu-\tilde{\mu})} \frac{2p}{p-2} \rho(x) \left( \frac{\tilde{\gamma}_1 - \frac{\mu - 2}{p}}{p - 2} \rho(x) \frac{2p}{p - 2} \rho(x) - \frac{2p}{p - 2} \rho(x) \right) ds \leq C < \infty.
\]
But this follows from Lemma 4.5 if
\[
\tilde{\gamma}_1 < \frac{1 - \mu}{p'} + \frac{1}{2p'} \quad \text{and} \quad \gamma_1 + \tilde{\gamma}_1 < \lambda_1 + \mu - \frac{2}{p'},
\]
which is satisfied due to (2.6).

**Step 2.** We go back to the full estimate
\[
E \left( \left\| \mathbb{G}_s h \right\|_{L_{\mu,p}(D \times (0,T))}^p \right) = E \left( \int_0^T \int_D \left| \mathbb{G}_s h \right|^p(t, x) \, dx \, dt \right) \leq C \int_0^T \int_D \int_0^t \frac{R_1^{(\gamma_1 - 1)}(y, s)}{\rho(x)^2} \frac{R_2^{(\gamma_2 - 1)}(y, s)}{\rho(x)^2} \left\| h(s, y) \right\|_{L_{\mu,p}(y = s)}^p \left( e^{-\sigma \frac{|x-y|^2}{t-s}} \right) ds \, dy \, ds \, dt \leq C \int_0^T \int_D \int_0^t \frac{R_1^{(\gamma_1 - 1)}(y, s)}{\rho(x)^2} \frac{R_2^{(\gamma_2 - 1)}(y, s)}{\rho(x)^2} \left\| h(s, y) \right\|_{L_{\mu,p}(y = s)}^p \left( e^{-\sigma \frac{|x-y|^2}{t-s}} \right) ds \, dy \, ds \, dt.
\]
Thus, it suffices to prove that
\[
A := \sup_{0 < s < \infty} \int_{s}^{\infty} \frac{R_1^{(\gamma_1 - 1)}(y, s)}{\rho(x)^2} \frac{R_2^{(\gamma_2 - 1)}(y, s)}{\rho(x)^2} \left( e^{-\sigma \frac{|x-y|^2}{t-s}} \right) ds \, dy \, dt \leq C < \infty.
\]
For the inner integral we obtain, by another application of Lemma 4.1
\[
\int_D \frac{R_1^{(\gamma_1 - 1)}(y, s)}{\rho(x)^2} \frac{R_2^{(\gamma_2 - 1)}(y, s)}{\rho(x)^2} \left( e^{-\sigma \frac{|x-y|^2}{t-s}} \right) dx = \int_D \frac{R_1^{(\gamma_1 - 1)}(y, s)}{\rho(x)^2} \frac{R_2^{(\gamma_2 - 1)}(y, s)}{\rho(x)^2} \left( e^{-\sigma \frac{|x-y|^2}{t-s}} \right) dx \leq C \left( \frac{t}{s} + \rho(y) \right)^{-2},
\]
since $\gamma_1 + \tilde{\gamma}_1 > 0$ and $\tilde{\gamma}_1 > 1/p$ by (2.6). Thus,
\[
A \leq C \sup_{0 < s < \infty} \int_{s}^{\infty} \frac{R_2^{(\gamma_2)}(y, s)}{\rho(y)^{\gamma_2}} \left( e^{-\sigma \frac{|x-y|^2}{t-s}} \right) \rho(y)^{\gamma_2} dt \leq C < \infty,
\]
since $\gamma_2 + \tilde{\gamma}_2 > 0$ and $\tilde{\gamma}_2 > 0$ by (2.7). □

With an analogous technique, we can prove the following $L_{\mu}$-estimate for the deterministic convolution (2.2).
Theorem 2.3. Let $1 < p < \infty$ and let $\Theta, \theta \in \mathbb{R}$ satisfy \eqref{2.3}. Then there exists a finite constant $C$, independent of $g$ and $T$, such that
\[
\left\| \int \int_0^T \int_D G(t-s, y) f(s, y) \, dy \, ds \right\|_{L_{p, \Theta, \theta, p}(D, T)} \leq C \| f \|_{L_{p, \Theta, \theta, p}(D, T)}.
\]
Proof. Since the proof follows the lines of the proof of Theorem 2.1 very closely, it is left to the reader. \qed

3. Weighted $L_p$-Sobolev regularity for the stochastic heat equation

In this section we use the $L_p$-estimates proven in Section 2 to establish existence and higher order regularity for the stochastic heat equation (1.1). We use weighted Sobolev spaces $H^n_{p,\Theta,\theta}(D)$ with mixed weights to measure the spatial regularity. They are defined as follows: For $n \in \mathbb{N}_0$, $\Theta, \theta \in \mathbb{R}$, and $1 < p < \infty$, let $H^n_{p,\Theta,\theta}(D)$ be the collection of all (equivalence classes of) locally integrable real-valued functions $u$ on $D$ such that
\[
\| u \|_{H^n_{p,\Theta,\theta}(D)} := \sum_{|\alpha| \leq n} \int_D |\rho^{\alpha} D^n u|^p \rho_0 \Theta |x|^\theta dx = \sum_{|\alpha| \leq n} \| \rho^{\alpha} D^n u \|^p_{L_{p,\Theta,\theta}(D)} < \infty,
\]
where for $\alpha \in \mathbb{N}_0^n$, $D^n = D^n_\alpha$ is the $\alpha$ partial derivative with respect to $x \in D$ and, as before, $\rho_0$ denotes the distance to the boundary $\partial D$ while $\rho_0$ is the distance to the vertex $x_0 := 0$ of the domain $D$. Moreover, we define $H^{-n}_{p,\Theta,\theta}(D) := (H^n_{p,\Theta,\theta}(D))^*$ to be the dual of $H^n_{p,\Theta,\theta}(D)$ with
\[
\frac{1}{p} + \frac{1}{p'} = 1, \quad \frac{\Theta}{p} + \frac{\theta'}{p'} = 2, \quad \frac{\theta}{p} + \frac{\theta'}{p'} = 2.
\]
For $\ell_2$-valued functions and $n \in \mathbb{N}$, the spaces $H^n_{p,\Theta,\theta}(D; \ell_2)$ are defined analogously with $|\cdot|$ replaced by $\|\cdot\|_{\ell_2}$. Obviously, $(H^n_{p,\Theta,\theta}(D), \|\cdot\|_{H^n_{p,\Theta,\theta}(D)})$ and $(H^n_{p,\Theta,\theta}(D; \ell_2), \|\cdot\|_{H^n_{p,\Theta,\theta}(D; \ell_2)})$ are separable, reflexive Banach spaces for every $n \in \mathbb{N}$.

To formulate our conditions on the different parts of the equation we will use the spaces
\[
H^n_{p,\Theta,\theta}(D, T) := L_p(\Omega_T; D_T, \mathbb{P} \otimes dt; H^n_{p,\Theta,\theta}(D))
\]
of $p$-Bochner integrable $H^n_{p,\Theta,\theta}(D)$-valued predictable stochastic processes; $H^n_{p,\Theta,\theta}(D, T; \ell_2)$ is defined analogously. Obviously, for $n = 0$,
\[
L_{p,\Theta,\theta}(D) = H^0_{p,\Theta,\theta}(D), \quad L_{p,\Theta,\theta}(D, T) = H^0_{p,\Theta,\theta}(D, T), \quad \text{and} \quad L_{p,\Theta,\theta}(D, T; \ell_2) = H^0_{p,\Theta,\theta}(D; \ell_2).
\]
Our analysis of Equation (1.1) will take place within the following spaces.

Definition 3.1. For $2 \leq p < \infty$, $n \in \mathbb{N}$, and $\Theta, \theta \in \mathbb{R}$ we write $\mathcal{S}^n_{p,\Theta,\theta,0}(D, T)$ for the collection of all $u \in H^n_{p,\Theta,\theta-p,\theta-p}(D, T)$ for which there exist $f \in H^{n-2}_{p,\Theta,\theta+p}(D, T)$ and $g \in H^{n-1}_{p,\Theta,\theta}(D, T; \ell_2)$, such that
\[
du = f \, dt + g^k \, dw^k, \quad t \in (0, T],
\]
on $D$ in the sense of distributions with $u(0, \cdot) = 0$, that is, for any $\varphi \in C_0(\overline{\Omega})$, with probability one, the equality
\[
(u(t, \cdot), \varphi) = \int_0^t (f(s, \cdot), \varphi) \, ds + \sum_{k=1}^\infty \int_0^t (g^k(s, \cdot), \varphi) \, dw^k_s
\]
holds for all $t \leq T$. In this situation we also write
\[
\begin{align*}
\mathbb{D} u &:= f \quad \text{and} \quad Su := g
\end{align*}
\]
for the deterministic part and the stochastic part, respectively. Moreover,
\[
\| u \|_{\mathcal{S}^n_{p,\Theta,\theta,0}(D,T)} := \| u \|_{H^n_{p,\Theta,\theta-p,\theta-p}(D,T)} + \|Du\|_{H^{n-2}_{p,\Theta,\theta+p}(D,T)} + \|Su\|_{H^{n-1}_{p,\Theta,\theta}(D,T;\ell_2)}, \quad u \in \mathcal{S}^n_{p,\Theta,\theta,0}(D, T).
\]
Remark 3.2. (i) In the setting of Definition 3.1, $(\mathcal{S}^n_{p,\Theta,\theta,0}(D, T), \|\cdot\|_{\mathcal{S}^n_{p,\Theta,\theta,0}(D, T)})$ is a Banach space. The latter is not immediately clear but can be proven, for instance, by extending [1] Lemma 2.7 appropriately. The details are presented in Appendix A.
(ii) Hardy’s inequality and the fact that $C_{0}^{\infty} (\mathcal{D})$ is densely embedded in $H_{p,0,\theta,0}^{1} (\mathcal{D})$ for all $1 < p < \infty$ and $\Theta, \theta \in \mathbb{R}$ (see Lemma 2.1) can be used to verify that for arbitrary $\theta \in \mathbb{R}$ and $1 < p < \infty$, $H_{p,d-p,\theta-p}^{1} (\mathcal{D}) = K_{p,\theta-p}^{1} (\mathcal{D})$ with equivalent norms, where $K_{p,\theta-p}^{1} (\mathcal{D})$ is the closure of $C_{0}^{\infty} (\mathcal{D})$ with respect to the norm

$$
\| u \|_{K_{p,\theta-p}^{1} (\mathcal{D})} = \left( \sum_{|\alpha| \leq 1} \int_{\mathcal{D}} |\partial_{\alpha} u|^{p} |\partial_{\alpha} \theta|^{-p-2} \, dx \right)^{1/p}, \quad u \in C_{0}^{\infty} (\mathcal{D}).
$$

As a consequence, the space $\Sigma_{p,d,\theta,0}^{1} (\mathcal{D}, T)$ coincides (equivalent norms) with the space $K_{p,\theta,0}^{1} (\mathcal{D})$ introduced in [1, Definition 2.2] and with the space $\mathcal{A}_{p,\theta}(\mathcal{O}, T)$ introduced in [2, Definition 3.4], see also [1, Remark 2.3].

In this article, Equation (1.1) is to be understood in the following way.

**Definition 3.3.** Let $2 \leq p < \infty$, $n \in \mathbb{N}$, and $\Theta, \theta \in \mathbb{R}$. We say that $u$ is the solution to Eq. (1.1) in the class $\Sigma_{p,\Theta,0}^{n} (\mathcal{D}, T)$ if $u \in \Sigma_{p,\Theta,0}^{n} (\mathcal{D}, T)$ with

$$
\mathbb{D} u = \Delta u + f \quad \text{and} \quad \mathbb{S} u = g.
$$

Our main result concerning existence and regularity for Equation (1.1) reads as follows.

**Theorem 3.4.** Let $2 \leq p < \infty$, let $n \in \mathbb{N}$, and let $\Theta, \theta \in \mathbb{R}$ satisfy (2.3). Furthermore, assume that $f \in \mathbb{H}_{p,0}^{(n-1)/0} (\mathcal{D}, T)$, $g \in \mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})$, and let

$$
\begin{align*}
\mathbb{D}_{0} u (t, x) &= \sum_{j=1}^{\infty} \int_{0}^{t} \int_{\mathcal{D}} G(t-s,x,y) f(s,y) \, dy \, ds, \\
\mathbb{S}_{0} u (t, x) &= \int_{0}^{t} \int_{\mathcal{D}} G(t-s,x,y) g(s,y) \, dy \, ds,
\end{align*}
$$

be the stochastic convolution, while

$$
\begin{align*}
u_{0,\theta} (t, x) &= \sum_{j=1}^{\infty} \int_{0}^{t} \int_{\mathcal{D}} G(t-s,x,y) f(s,y) \, dy \, ds,
\end{align*}
$$

be the deterministic convolution. Then $u := \mathbb{D}_{0} f + \mathbb{S}_{0} g$ is a solution to Eq. (1.1) in the class $\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)$. Moreover,

$$
\| u \|_{\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)} \leq C \left( \| f \|_{\mathbb{H}_{p,0}^{(n-1)/0} (\mathcal{D}, T)} + \| g \|_{\mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})} \right),
$$

with a constant $C$ that does not depend on $T$.

**Proof.** Step 1. We first consider ‘nice’ forcing terms by assuming that $f \in \mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T)$, $g \in \mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})$, and $\mathbb{D}_{0} f + \mathbb{S}_{0} g$ is a solution to Eq. (1.1) in the class $\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)$ due to [2, Theorem 3.7], see also Remark 2.3(ii) above. Moreover, by [1, Theorem 2.5] it holds that

$$
\| u \|_{\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)} \leq C \left( \| u \|_{\mathbb{H}_{p,\Theta,0}^{n+1} (\mathcal{D}, T)} + \| f \|_{\mathbb{H}_{p,0}^{(n-1)/0} (\mathcal{D}, T)} + \| g \|_{\mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})} \right)
$$

with a constant that does not depend on $T$. Thus, by Theorems 2.1 and 2.3. Estimate (3.3) holds and $u$ is a solution to Eq. (1.1) in the class $\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)$.

Step 2. Let us now assume that $f \in \mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T)$ and $g \in \mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})$. Then there exist sequences $(f_{j})_{j \in \mathbb{N}} \subseteq \mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T)$ and $(g_{j})_{j \in \mathbb{N}} \subseteq \mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})$ such that

$$
\lim_{j \to \infty} \left( \| f_{j} - f \|_{\mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T)} + \| g_{j} - g \|_{\mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})} \right) = 0.
$$

By Step 1, for all $j \in \mathbb{N}$ it holds that $u_{j} := \mathbb{D}_{0} f_{j} + \mathbb{S}_{0} g_{j} \in \Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)$ and

$$
du_{j} = (\Delta u_{j} + f_{j}) \, dt + g_{j}^{k} \, dw_{t}, \quad t \in (0,T],
$$

on $\mathcal{D}$ in the sense of distributions with $u_{j}(0,\cdot) = 0$. Moreover,

$$
\| u_{j} \|_{\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)} \leq C \left( \| f_{j} \|_{\mathbb{H}_{p,0}^{(n-1)/0} (\mathcal{D}, T)} + \| g_{j} \|_{\mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})} \right), \quad j \in \mathbb{N},
$$

with $C$ that does not depend on $T$. Thus, by Theorems 2.1 and 2.3, Estimate (3.3) holds and $u_{j}$ is a solution to Eq. (1.1) in the class $\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)$.

Finally, by the definition of the norm of $\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)$, we have

$$
\| u \|_{\Sigma_{p,\Theta,0}^{n+1} (\mathcal{D}, T)} \leq C \left( \| u \|_{\mathbb{H}_{p,\Theta,0}^{n+1} (\mathcal{D}, T)} + \| f \|_{\mathbb{H}_{p,0}^{(n-1)/0} (\mathcal{D}, T)} + \| g \|_{\mathbb{H}_{p,\Theta,0}^{n} (\mathcal{D}, T; \ell_{2})} \right).
$$

This completes the proof.
and

\[ \| u_j - u_i \|_{\mathcal{S}^{n+1}_{p,\theta,0}(D,T)} \leq C \left( \| f_j - f_i \|_{L^\infty([a-\varepsilon_0, a+\varepsilon_0])} + \| g_j - g_i \|_{L^\infty([a-\varepsilon_0, a+\varepsilon_0])} \right), \quad i, j \in \mathbb{N}, \]

with a constant \( C \) independent of \( T \). Thus, due to the completeness of \( \mathcal{S}^{n+1}_{p,\theta,0}(D,T) \), there exists a limit \( \hat{u} \in \mathcal{S}^{n+1}_{p,\theta,0}(D,T) \) of \( (u_j)_{j \in \mathbb{N}} \) in \( \mathcal{S}^{n+1}_{p,\theta,0}(D,T) \). Its deterministic part is given by \( \hat{u} = \Delta \hat{u} \) and its stochastic part is \( S \hat{u} = g \). In other words, \( \hat{u} \) is a solution to Eq. (1.1) in the class \( \mathcal{S}^{n+1}_{p,\theta,0}(D,T) \).

It remains to prove that \( \hat{u} \) is a version of \( u = u_{D,f} + u_{S,g} \). To see this note that for all \( j \in \mathbb{N} \),

\[ \| \hat{u} - u \|_{L^p\Theta_p,\Theta_0}(D,T) \leq \| \hat{u} - u \|_{L^p\Theta_p,\Theta_0}(D,T) + \| u_j - u \|_{L^p\Theta_p,\Theta_0}(D,T). \]

The first norm on the right hand side goes to zero for \( j \to \infty \) since \( (u_j)_{j \in \mathbb{N}} \) converges to \( \hat{u} \) in \( \mathcal{S}^{n+1}_{p,\theta,0}(D,T) \) and therefore in \( L^p\Theta_p,\Theta_0(D,T) \) for \( j \to \infty \). The second term converges to zero due to the estimates from Theorem 2.1 and Theorem 2.3. Thus, \( \hat{u} = u \) in \( L^p\Theta_p,\Theta_0(D,T) \) and (4.1) holds.

4. Auxiliary estimates

The proof of Theorem 2.1 is based on the two auxiliary results presented in Lemma 4.1 and Lemma 4.3 below. As before, we fix an arbitrary angle \( 0 < \kappa_0 < 2\pi \) and write \( D = D_{\kappa_0} \) for the dihedral angle defined in (1.2). Recall the definition of \( R_{x,c} \) and \( J_{x,c} \) for \( x \in D \) and \( c > 0 \) from (2.4).

**Lemma 4.1.** For all \( \sigma > 0 \), all \( \alpha_1, \alpha_2 \in \mathbb{R} \) and all \( \beta_1, \beta_2 \in \mathbb{R} \) such that \( \beta_2 > -1 \) and \( \beta_1 + \beta_2 > -2 \), there exists a constant \( C = C(\sigma, \beta_1, \beta_2, \alpha_1, \alpha_2) < \infty \) such that

\[ \sup_{z \in D} \int_D \left( \frac{|y|}{1 + |y|} \right)^{\beta_1} \left( \frac{\rho(y)}{\sqrt{t-s} + \rho(y)} \right)^{\beta_2} \left( \frac{1 + |y|}{1 + |x|} \right)^{\alpha_1} \left( \frac{1 + \rho(y)}{1 + \rho(x)} \right)^{\alpha_2} e^{-\sigma |x-y|^2} dy \leq C. \tag{4.1} \]

In particular, for all \( s < t \) and all \( x \in D \) it holds that

\[ \int_D R_{y,t-s} J_{y,t-s}^{\gamma_1} (\sqrt{t-s} + |y|) \alpha_1 (\sqrt{t-s} + \rho(y)) \alpha_2 e^{-\sigma |x-y|^2} \frac{dy}{t-s} \leq C(\sqrt{t-s} + |x|) \alpha_1 (\sqrt{t-s} + \rho(x))^{\alpha_2} \]

with \( C \in (0, \infty) \) independent of \( x, t, s \).

**Proof.** The first estimate follows from the special cases treated in Lemma 4.2, Lemma 4.3 and Lemma 4.4 below by a simple application of Hölder’s inequality. The second estimate follows from the first one, since \( |ax| = a|x| \) and \( \rho(ax) = \rho(a)x \) for all \( a > 0 \) and all \( x \in D \), so that

\[ \int_D \left( \frac{|y|}{\sqrt{t-s} + |y|} \right)^{\beta_1} \left( \frac{\rho(y)}{\sqrt{t-s} + \rho(y)} \right)^{\beta_2} \left( \frac{1 + \sqrt{t-s} y}{1 + \sqrt{t-s} x} \right)^{\alpha_1} \left( \frac{1 + \rho(y)}{1 + \rho(x)} \right)^{\alpha_2} e^{-\sigma \sqrt{t-s} |x-y|^2} \frac{dy}{t-s} \]

\[ \leq C(\sigma, \beta_1, \beta_2, \alpha_1, \alpha_2) < \infty. \]
Lemma 4.2. For all $\sigma > 0$ and all $\beta_1, \beta_2 \in \mathbb{R}$ such that $\beta_2 > -1$ and $\beta_1 + \beta_2 > -2$, there exists a constant $C = C(\sigma, \beta_1, \beta_2) < \infty$ such that
\[
\sup_{x \in \mathcal{D}} \int_{\mathcal{D}} \left( \frac{|y|}{1 + |y|} \right)^{\beta_1} \left( \frac{\rho(y)}{1 + \rho(y)} \right)^{\beta_2} e^{-\sigma |x-y|^2} \, dy \leq C.
\]

Proof. We first prove that, under the given assumptions on $\beta_1, \beta_2 \in \mathbb{R}$ it holds that
\[
\sup_{x \in \mathcal{D}} \int_{\mathcal{D}} \mathbf{1}_{\{\rho \leq 1\}}(y) \left( \frac{|y|}{1 + |y|} \right)^{\beta_1} \left( \frac{\rho(y)}{1 + \rho(y)} \right)^{\beta_2} e^{-\sigma |x-y|^2} \, dy < \infty. \tag{4.2}
\]
To see this, first note that for arbitrary $a \geq 0$ it holds that
\[
\frac{a}{1 + a} \leq (a \wedge 1) \leq 2 \frac{a}{1 + a}.
\]
Therefore,
\[
\int_{\mathcal{D}} \mathbf{1}_{\{\rho \leq 1\}}(y) \left( \frac{|y|}{1 + |y|} \right)^{\beta_1} \left( \frac{\rho(y)}{1 + \rho(y)} \right)^{\beta_2} e^{-\sigma |x-y|^2} \, dy
\]
\[
\leq C_{\beta_1, \beta_2} \left( \int_{\mathcal{D}} \mathbf{1}_{\{\rho \leq 1\}}(y) |y|^{\beta_1} \rho(y)^{\beta_2} \, dy + \int_{\mathcal{D}} \mathbf{1}_{\{\rho \leq 1, \rho \geq 1\}}(y) \rho(y)^{\beta_2} e^{-\sigma |x-y|^2} \, dy \right)
\]
\[
= C_{\beta_1, \beta_2} \left( I + II \right),
\]
where
\[
I = \int_{0}^{1} \int_{0}^{\pi/2} \int_{0}^{\alpha} \int_{0}^{\beta} r^{{\beta_1}+{\beta_2}} \sin(\vartheta)^{\beta_2} r \, dr \, d\vartheta \, dr \, d\vartheta
\]
\[
+ \int_{0}^{1} \int_{\pi/2}^{\alpha} \int_{\alpha}^{\beta} r^{{\beta_1}+{\beta_2}} \sin(\vartheta)^{\beta_2} r \, dr \, d\vartheta \, dr \, d\vartheta
\]
\[
\leq C_{\beta_2} \int_{0}^{1} r^{{\beta_1}+{\beta_2}+1} \, dr \int_{0}^{\pi/2} \sin(\vartheta)^{\beta_2} \, d\vartheta \leq C_{\beta_1, \beta_2} < \infty,
\]
and
\[
II \leq 2 \int_{0}^{\infty} \int_{0}^{1} y_2^{\beta_2} \, dy_2 \cdot e^{-\sigma |x_1-y_1|^2} \, dy_1 \leq C_{\beta_2, \sigma} < \infty,
\]
since $\beta_2 > -1$ by assumption. Thus, (4.2) holds. Moreover,
\[
\int_{\mathcal{D}} \mathbf{1}_{\{\rho \geq 1\}}(y) \left( \frac{|y|}{1 + |y|} \right)^{\beta_1} \left( \frac{\rho(y)}{1 + \rho(y)} \right)^{\beta_2} e^{-\sigma |x-y|^2} \, dy
\]
\[
\leq C_{\beta_1, \beta_2} \int_{\mathbb{R}^2} e^{-\sigma |y|^2} \, dy = C_{\beta_1, \beta_2} \int_{\mathbb{R}^2} e^{-\sigma |y|^2} \, dy = C_{\beta_1, \beta_2, \sigma} < \infty,
\]
which, together with (4.2), proves the assertion. $\square$

Next, we prove an estimate on $\mathbb{R}^d$ for $d \in \mathbb{N}$, which has (4.1) with $\alpha_2 = \beta_2 = 0$ as a special case.

Lemma 4.3. For all $d \in \mathbb{N}$, all $\sigma > 0$, all $\alpha \in \mathbb{R}$, and all $\beta > -d$, there exists a constant $C = C(d, \sigma, \alpha, \beta) < \infty$, such that
\[
\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} \left( \frac{|y|}{1 + |y|} \right)^{\beta} \left( \frac{1 + |y|}{1 + |x|} \right)^{\alpha} e^{-\sigma |x-y|^2} \, dy \leq C.
\]

Proof. Throughout this proof, the letter $C$ is used for a finite positive constant that does not depend on $x$. This constant may vary at any appearance. Note that, due to Hölder's inequality, it is enough to prove the statement for $\alpha = 0$ and $\beta > -d$ on the one hand and for $\alpha \in \mathbb{R}$ and $\beta = 0$ on the other hand. We start with the first case:

Case 1. $\alpha = 0$ and $\beta > -d$. In this case, we have to show that
\[
\int_{\mathbb{R}^d} e^{-\sigma |x-y|^2} \left( \frac{|y|}{1 + |y|} \right)^{\beta} \, dy \leq C.
\]
We argue as follows:

\[
\int_{\mathbb{R}^d} e^{-\sigma|x-y|^2} \left( \frac{|y|}{1+|y|} \right)^\beta \, dy
\]

\[
= \int_{|y|\leq 1} e^{-\sigma|x-y|^2} \left( \frac{|y|}{1+|y|} \right)^\beta \, dy + \int_{|y|\geq 1} e^{-\sigma|x-y|^2} \left( \frac{|y|}{1+|y|} \right)^\beta \, dy
\]

\[
\leq C_\beta \int_{|y|\leq 1} e^{-\sigma|x-y|^2} |y|^\beta \, dy + C_\beta \int_{|y|\geq 1} e^{-\sigma|x-y|^2} \, dy
\]

\[
\leq C_\beta \int_{|y|\leq 1} |y|^\beta \, dy + C_\beta \int_{\mathbb{R}^d} e^{-\sigma|x-y|^2} \, dy \leq C_{\beta, \sigma, d} < \infty,
\]

since \( \beta > -d \) and the value of the last integral does not depend on \( x \).

**Case 2.** \( \beta = 0 \). We distinguish two sub-cases.

**Case 2.1.** \( \beta = 0 \) and \( \alpha > 0 \). Recall that for arbitrary \( \alpha > 0 \) and \( a, b \geq 0 \),

\[
2^{(1\wedge \alpha)-1}(a^\alpha + b^\alpha) \leq (a + b)^\alpha \leq 2^{(1\wedge \alpha)-1}(a^\alpha + b^\alpha).
\]

Using this, we obtain

\[
\int_{\mathbb{R}^d} e^{-\sigma|x-y|^2} (1 + |y|)^\alpha \, dy
\]

\[
\leq C_\alpha \int_{\mathbb{R}^d} e^{-\sigma|x-y|^2} \left[ (1 + |x|)^\alpha + |y - x|^\alpha \right] \, dy
\]

\[
\leq C_\alpha (1 + |x|)^\alpha \int_{\mathbb{R}^d} e^{-\sigma|x-y|^2} \, dy + C_\alpha \int_{\mathbb{R}^d} |y - x|^\alpha e^{-\sigma|x-y|^2} \, dy
\]

\[
\leq C_\alpha (1 + |x|)^\alpha \int_{\mathbb{R}^d} e^{-\sigma|y|^2} \, dy + C_\alpha \int_{\mathbb{R}^d} |y|^\alpha e^{-\sigma|y|^2} \, dy \leq C_{\alpha, \sigma, d},
\]

since \( \{ y \mapsto |y| \} \in L_\alpha(\mathbb{R}^d, e^{-\sigma|y|^2} \, dy) \) for all \( \alpha \geq 0 \).

**Case 2.2.** \( \beta = 0 \) and \( \alpha < 0 \). This is the rather difficult case. We start by splitting the integral the following way:

\[
\int_{\mathbb{R}^d} e^{-\sigma|x-y|^2} (1 + |y|)^\alpha \, dy = \left( \int_{|y|\leq |x|/2} + \int_{|y|\geq |x|/2} \right) e^{-\sigma|x-y|^2} (1 + |y|)^\alpha \, dy.
\]

Since \( \alpha < 0 \), the second integral on the right hand side can be estimated as follows:

\[
\int_{|y|\geq |x|/2} e^{-\sigma|x-y|^2} (1 + |y|)^\alpha \, dy \leq C_\alpha (1 + |x|)^\alpha \int_{|y|\geq |x|/2} e^{-\sigma|x-y|^2} \, dy
\]

\[
\leq C_\alpha (1 + |x|)^\alpha \int_{\mathbb{R}^d} e^{-\sigma|y|^2} \, dy \leq C_{\alpha, \sigma, d}(1 + |x|)^\alpha.
\]

Since \( |y - x| \geq |x|/2 \) if \( |y| \leq |x|/2 \), the other part of the integral \( (|y| \leq |x|/2) \) can be treated as follows:

\[
\int_{|y|\leq |x|/2} e^{-\sigma|x-y|^2} (1 + |y|)^\alpha \, dy \leq \int_{|y|\leq |x|/2} e^{-\sigma|x-y|^2} \, dy
\]

\[
\leq \int_{|y|\leq |x|/2} e^{-\sigma|x|^2} \, dy
\]

\[
= e^{-\sigma|x|^2} \int_{|y|\leq |x|/2} \, dy
\]

\[
\leq C_d |x|^d e^{-\sigma|x|^2} \leq C_d \cdot e^{-\sigma|x|^2} (1 + |x|^d).
\]
Thus,
\[
\int_{|y| \leq \frac{M}{x}} e^{-\sigma|y|^2} \left( \frac{1 + |y|}{1 + |x|} \right)^\alpha \ dy
\]

\[
= \int_{|y| \leq \frac{M}{x}} e^{-\sigma|y|^2} (1 + |y|)^\alpha \cdot (1 + |x|)^{-\alpha} 
\]

\[
\leq C_d \cdot e^{-\sigma\frac{|y|^2}{d}} (1 + |y|)^\alpha \cdot (1 + |x|)^d - \alpha. 
\]

Since \( \alpha < 0 \), the second term on the right hand side is continuous w.r.t. \( x \in \mathbb{R}^d \) and it converges to zero for \( |x| \to \infty \); thus, it is bounded by a constant that depends only on \( \alpha, d \), and \( \sigma \). \( \square \)

The last piece needed in the proof of Lemma 4.1 is the special case \( \beta_1 = \beta_2 = \alpha_1 = 0 \) in (4.1).

**Lemma 4.4.** For all \( \sigma > 0 \) and all \( \alpha \in \mathbb{R} \), there exists a constant \( C = C(\sigma, \alpha) < \infty \), such that

\[
\sup_{x \in \mathbb{D}} \int_{\mathbb{D}} \left( \frac{1 + \rho(y)}{1 + \rho(x)} \right)^\alpha e^{-\sigma|y|^2} \ dy \leq C.
\]

**Proof.** We distinguish two cases.

**Case 1.** \( \alpha > 0 \). We split the domain into the following subdomains

\[
\mathbb{D}_1 := \{ x = (r \cos(\vartheta), r \sin(\vartheta)) \in \mathbb{R}^2 : 0 < r < \infty, 0 < \vartheta < \left( \frac{\pi}{2} \wedge \frac{\alpha_1}{2} \right) \}
\]

\[
\mathbb{D}_2 := \{ x = (r \cos(\vartheta), r \sin(\vartheta)) \in \mathbb{R}^2 : 0 < r < \infty, \left( \frac{\pi}{2} \wedge \frac{\alpha_1}{2} \right) < \vartheta < \kappa_0 - \left( \frac{\pi}{2} \wedge \frac{\alpha_1}{2} \right) \}
\]

\[
\mathbb{D}_3 := \{ x = (r \cos(\vartheta), r \sin(\vartheta)) \in \mathbb{R}^2 : 0 < r < \infty, \kappa_0 - \left( \frac{\pi}{2} \wedge \frac{\alpha_1}{2} \right) < \vartheta \}
\]

and distinguish three sub-cases.

**Case 1.1.** \( x \in \mathbb{D}_2 \). In this case, \( \rho(x) = |x| \), so that the assertion follows from Lemma 4.3 since \( \rho(y) \leq |y| \) for all \( y \in \mathbb{D} \).

**Case 1.2.** \( x \in \mathbb{D}_1 \). First note that \( \rho(x) = x_2 \) for \( x = (x_1, x_2) \in \mathbb{D}_1 \). If \( \kappa_0 \leq \pi \), then

\[
\int_{\mathbb{D}} (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \ dy = 2 \int_{\mathbb{D}_1} (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \ dy 
\]

\[
\leq 2 \int_0^\infty \int_0^\infty (1 + y_2)^\alpha e^{-\sigma|x_2-y_2|^2} \ dy_2 \cdot e^{-\sigma|x_1-y_1|^2} \ dy_1,
\]

so that an application of Lemma 4.3 with \( d = 1 \) and \( \beta = 0 \) yields

\[
\int_{\mathbb{D}_1} (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \ dy \leq C_{\alpha, \sigma}(1 + x_2)^\alpha \int_{\mathbb{R}} e^{-\sigma|y|^2} \ dy_1 \leq C_{\alpha, \sigma}(1 + \rho(x))^\alpha.
\]

If \( \kappa_0 > \pi \) we split the integral the following way (convention: \( \mathbb{R}^d := \{ x \in \mathbb{R}^d : x_1 < 0 \} \) and \( \mathbb{R}^2_+ := \{ x \in \mathbb{R}^d : x_1 > 0 \} \)):

\[
\int_{\mathbb{D}} (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \ dy
\]

\[
= \left( \int_{\mathbb{D}_1} + \int_{(\mathbb{D}_2 \cup \mathbb{D}_3) \cap \mathbb{R}^2} + \int_{\mathbb{D}_3 \cap \mathbb{R}^2_+} \right) (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \ dy
\]

\[
=: I + II + III.
\]

Similar arguments as in the case \( \kappa_0 \leq \pi \) lead to

\[
I \leq C_{\alpha, \sigma}(1 + x_2)^\alpha \int_{\mathbb{R}} e^{-\sigma|y|^2} \ dy_1 \leq C_{\alpha, \sigma}(1 + \rho(x))^\alpha.
\]

For estimating II we first note that for all \( x_1 > 0, y_1 \in \mathbb{R} \), that

\[
\mathbb{I}_{(-\infty, 0)}(y_1) \cdot e^{-\sigma|x_1-y_1|^2} \leq \mathbb{I}_{(-\infty, 0)}(y_1) \cdot e^{-\sigma|y_1|^2}.
\]
Thus, by Lemma 4.3 with \( d = 2 \) and \( \beta = 0 \),
\[
II = \int_{(D_2 \cup D_3) \cap \mathbb{R}^2_+} (1 + \rho(y))^\alpha e^{-\sigma|y|^2} \, dy
\leq \int_{\mathbb{R}^2_+} (1 + |y|)^\alpha e^{-\sigma(|0,x_2|-y)^2} \, dy \leq C_{\alpha,\sigma} (1 + \|0, x_2\|)^\alpha = C_{\alpha,\sigma} (1 + \rho(x))^\alpha.
\]

Finally, if \( D_3 \cap \mathbb{R}^2_+ \neq 0 \), we write \( \tilde{\rho} := \text{dist}(\cdot, (\mathbb{R}^2_+ \times \{0\})) \) and find that
\[
III = \int_{D_3 \cap \mathbb{R}^2_+} (1 + \rho(y))^\alpha e^{-\sigma|y|^2} \, dy
\leq \int_{D_3 \cap \mathbb{R}^2_+} (1 + \tilde{\rho}(y))^\alpha e^{-\sigma|y|^2} \, dy
\leq \int_0^\infty \int_{-\infty}^0 (1 + |y_2|)^\alpha e^{-\sigma|x_2-y_2|^2} \, dy_2 \cdot e^{-\sigma|x_1-y_1|^2} \, dy_1,
\]
so that another application of Lemma 4.3 with \( d = 1 \) and \( \beta = 0 \) guarantees
\[
III \leq C_{\alpha,\sigma} (1 + \rho(x))^\alpha,
\]
which together with the estimates above yields the assertion also for \( x \in D_1 \).

Case 1.3. \( x \in D_3 \). This follows from Case 2 after suitable rotation and reflection due to the symmetry of the domain \( D \).

Case 2. \( \alpha < 0 \). Let \( x \in D \). Then
\[
\int_{D} (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \, dy
= \left( \int_{D \cap \{\rho < \rho(x)/2\}} + \int_{D \cap \{\rho \geq \rho(x)/2\}} \right) (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \, dy.
\]
Since \( \alpha < 0 \), the second integral on the right hand side is easily estimated:
\[
\int_{D \cap \{\rho \geq \rho(x)/2\}} (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \, dy \leq C_{\alpha} (1 + \rho(x))^{\alpha} \int_{\mathbb{R}^2} e^{-\sigma|y|^2} \, dy \leq C_{\alpha,\sigma} (1 + \rho(x))^{\alpha}.
\]
To estimate the first integral on the right hand side above, we first note that for \( y \in D \) if \( \rho(y) < \rho(x)/2 \), then \( |y-x| > \rho(x)/2 \). Thus,
\[
\int_{D \cap \{\rho < \rho(x)/2\}} (1 + \rho(y))^\alpha e^{-\sigma|x-y|^2} \, dy \leq C_{\alpha} \int_{D \cap \{\rho < \rho(x)/2\}} e^{-\frac{\sigma}{2}|y|^2} \cdot e^{-\frac{\sigma}{2}|x-y|^2} \, dy
\leq C_{\alpha} e^{-\frac{\sigma}{2} \rho(x)^2} \int_{D \cap \{\rho < \rho(x)/2\}} e^{-\frac{\sigma}{2}|x-y|^2} \, dy
\leq C_{\alpha,\sigma} e^{-\frac{\sigma}{2} \rho(x)^2},
\]
and therefore,
\[
\int_{D \cap \{\rho < \rho(x)/2\}} \left( \frac{1 + \rho(y)}{1 + \rho(x)} \right)^\alpha e^{-\sigma|x-y|^2} \, dy \leq C_{\alpha,\sigma} e^{-\frac{\sigma}{2} \rho(x)^2} \left( 1 + \rho(x) \right)^{-\alpha} \leq C_{\alpha,\sigma} < \infty.
\]

All in all, the assertion is proved also for \( \alpha < 0 \).

Finally, in the proof of Theorem 2.1 we also make use of the following basic estimate.

Lemma 4.5. For arbitrary \( \alpha > 0 \),
\[
\sup_{A > 0} \int_0^\infty \frac{A^\alpha}{(A + \sqrt{s})^{\alpha+2}} \, ds \leq \frac{2}{\alpha} < \infty.
\]

Proof. The proof follows by basic calculations and is left to the reader.
Appendix A. Some properties of the spaces $\mathcal{Y}^n_{p,\theta,\theta,0}(\mathcal{D}, T)$

In this section we prove some fundamental properties of the spaces $\mathcal{Y}^n_{p,\theta,\theta,0}(\mathcal{D}, T)$ for $2 \leq p < \infty$, $n \in \mathbb{N}$, and $\Theta, \theta \in \mathbb{R}$. In particular, we establish completeness of these spaces by proving the following estimate.

Lemma A.1. Let $2 \leq p < \infty$, let $\Theta, \theta \in \mathbb{R}$, and let $1 < \Theta < p + 1$. Assume that $u \in \mathcal{Y}^1_{p,\theta,\theta,0}(\mathcal{D}, T)$ satisfies

$$\text{du} = f \, dt + g^k \, dw^k_t, \quad t \in (0, T],$$

on $\mathcal{D}$ in the sense of distributions with $u(0, \cdot) = 0$ for some $f \in \mathbb{H}^{-1}_{p,\theta,\theta,0}(\mathcal{D}, T)$ and $g \in \mathbb{L}_{p,\theta,\theta,0}(\mathcal{D}, T; \xi)$. Then

$$\mathbb{E} \left[ \sup_{t \leq T} \|u(t, \cdot)\|_{L^p_{p,\theta,\theta,0}(\mathcal{D})} \right] \leq C \left( \|u\|_{\mathbb{H}^p_{p,\theta,\theta,0}(\mathcal{D}, T)} + \|f\|_{\mathbb{H}^{-1}_{p,\theta,\theta,0}(\mathcal{D}, T)} + \|g\|_{L^p_{p,\theta,\theta,0}(\mathcal{D}, T; \xi)} \right) \quad (A.1)$$

with $C = C(p, \Theta, \theta, \kappa, T)$.

For the proof of Lemma A.1 we will use estimates of the norm on $L_{p,\theta,\theta,0}(\mathcal{D})$ by means of suitably weighted series of weighted norms of proper localizations on a $C^1$-subdomain $G \subset \mathcal{D}$. To state these representations, we write for arbitrary domains $G \subset \mathbb{R}^d$ with non-empty boundary $\partial G \neq \emptyset$, $1 < p < \infty$, and $\Theta \in \mathbb{R}$,

$$L_{p,\theta}(G) := L_p(G, B(G), \rho_G(x)^{\Theta-d} \, dx; \mathbb{R}),$$

where $\rho_G := \text{dist}(\cdot, G)$.

Lemma A.2. Let $u : \mathcal{D} \to \mathbb{R}$ be a measurable function, let $1 < p < \infty$, and let $\Theta, \theta \in \mathbb{R}$.

(i) For every $\xi \in C_0^\infty((0, \infty))$, there exists a constant $C = C(\theta, p, \xi)$, such that

$$\sum_{n \in \mathbb{Z}} e^{\theta n} \int_{\mathcal{D}} |\xi(\cdot)u(e^{\theta n})|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} dx \leq C \int_{\mathcal{D}} |u|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} dx.$$

(ii) For every $\xi \in C_0^\infty((0, \infty))$ and $G \subset \mathcal{D}$, such that $\rho_G \sim \rho_D$ on $\text{supp} \xi \cap \mathcal{D}$, there exists a constant $C = C(\theta, p, \xi, G)$, such that

$$\sum_{n \in \mathbb{Z}} e^{\theta n} \int_{G} |\xi(\cdot)u(e^{\theta n})|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} dx \leq C \int_{\mathcal{D}} |u|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} dx.$$

(iii) For every $\xi \in C_0^\infty((0, \infty))$ such that

$$\sum_{n = -\infty}^{\infty} \xi(e^{\theta n}) > c > 0, \quad \forall t \in \mathbb{R}, \quad (A.2)$$

there exists a constant $C = C(\theta, p, \xi)$ such that

$$\int_{\mathcal{D}} |u|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} \left( \frac{\rho_{D}}{\rho_0} \right)^{\Theta - 2} dx \leq C \sum_{n \in \mathbb{Z}} e^{\theta n} \int_{\mathcal{D}} |\xi(\cdot)u(e^{\theta n})|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} dx.$$

(iv) For every $\xi \in C_0^\infty((0, \infty))$ and $G \subset \mathcal{D}$, such that $\rho_G \sim \rho_D$ on $\text{supp} \xi \cap \mathcal{D}$, there exists a constant $C = C(\theta, p, \xi, G)$ such that

$$\int_{\mathcal{D}} |u|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} \left( \frac{\rho_{D}}{\rho_0} \right)^{\Theta - 2} dx \leq C \sum_{n \in \mathbb{Z}} e^{\theta n} \int_{G} |\xi(\cdot)u(e^{\theta n})|^p \left( \frac{\rho_{G}}{\rho_0} \right)^{\Theta - 2} dx.$$

In particular, for every $\xi \in C_0^\infty((0, \infty))$ and $G \subset \mathcal{D}$ such that $\rho_G \sim \rho_D$ on $\text{supp} \xi \cap \mathcal{D}$ it holds that

$$\sum_{n \in \mathbb{Z}} e^{\theta n} \|\xi(\cdot)u(e^{\theta n})\|_{L^p_{p,\theta,\theta,0}(G)} \leq C(\Theta, \theta, p, G) \|u\|_{L^p_{p,\theta,\theta,0}(\mathcal{D})}.$$

(A.3)

If, in addition, $\|u\|_{L^p_{p,\theta,\theta,0}(\mathcal{D})} \leq C(\Theta, \theta, p, G) \sum_{n \in \mathbb{Z}} e^{\theta n} \|\xi(\cdot)u(e^{\theta n})\|_{L^p_{p,\theta,\theta,0}(G)}.$
Proof. This lemma can be proved by following the lines of the proof of [1, Lemma 4.1], see also [16, Remark 1.3], by noting that the ratio $\frac{\rho(\alpha x)}{\rho_0(\alpha x)} = \frac{\rho(x)}{\rho_0(x)}$ for all $x \in D, \alpha > 0$. \hfill \Box

The second ingredient that we use for the proof of Lemma A.1 is an analogous result on $C^1$-domains proven in [1, Lemma 4.2]. For the convenience of the reader we state the relevant part of [1, Lemma 4.2] below in Lemma A.3. Therein we use the following notation: For an arbitrary domain $G \subseteq \mathbb{R}^d$ with non-empty boundary $\partial G \neq \emptyset$ and $1 < p < \infty$, we write $(H^1_{p, \Theta}(G), \| \cdot \|_{H^1_{p, \Theta}(G)})$ for the Banach space of all (equivalence classes of) locally integrable functions $u : G \to \mathbb{R}$ such that

$$\|u\|^p_{H^1_{p, \Theta}(G)} := \sum_{|\alpha| \leq 1} \|u\|^p_{L^p_{\Theta, i_\alpha p}(G)} < \infty.$$  

Moreover,

$$L_{p, \Theta}(G, T) := L_p(\Omega_T, \mathcal{P}_T, \mathbb{P}_T; L_{p, \Theta}(G)) \text{ and } L^1_{p, \Theta}(G, T) := L_p(\Omega_T, \mathcal{P}_T, \mathbb{P}_T; H^1_{p, \Theta}(G)),$$

while

$$L_p(G; \ell_2) := L_p(G, \mathcal{B}(G), \rho_G^{-2}dx; \ell_2) \text{ and } L_{p, \Theta}(G, T; \ell_2) := L_p(\Omega_T, \mathcal{P}_T, \mathbb{P}_T; L_{p, \Theta}(G; \ell_2)).$$

In analogy to $\mathcal{S}^1_{p, \Theta; 0}(D, T)$, see also Lemma B.5 below, we write $u \in \mathcal{S}_{p, \Theta}^{1,[0]}(G, T)$ if there exist $f^0 \in L_{p, \Theta}^1(G, T), f^1 \in L_{p, \Theta}(G, T)$, $i = 1, 2$, and $g \in L_{p, \Theta}(G, T; \ell_2)$, such that

$$du = (f^0 + f^1_x) dt + g^k dw^k_t, \quad t \in (0, T]$$

on $G$ in the sense of distributions with $u(0, \cdot) = 0$, i.e., for all $\varphi \in C_0^\infty(G)$ with probability one, the equality

$$\langle u(t, \cdot), \varphi \rangle = \int_0^t \left( f^0(s, \cdot) + f^1_x(s, \cdot, \varphi) \right) ds + \sum_{k=1}^{\infty} \int_0^t (g^k(s, \cdot), \varphi) dw^k_s$$  \hspace{1cm} (A.5)

holds for all $t \leq T$.

Lemma A.3 (Lemma 4.2 in [1]). Let $G$ be a bounded $C^1$ domain, $\Theta \in \mathbb{R}$, $2 \leq p < \infty$, and $u \in \mathcal{S}_{p, \Theta}^{1,[0]}(G, T)$, such that

$$du = (f^0 + f^1_x) dt + g^k dw^k_t, \quad t \in (0, T],$$

on $G$, where $f^0 \in L_{p, \Theta}^1(G, T)$, $f^i \in L_{p, \Theta}(G, T)$, $i = 1, 2$, and $g \in L_{p, \Theta}(G, T; \ell_2)$. Then there exists a constant $C = C(d, p, \Theta, T, \Theta)$, such that for all $a > 0$ it holds that

$$\mathbb{E} \left[ \sup_{t \leq T} \|u(t, \cdot)\|^p_{L_{p, \Theta}(G)} \right] \leq C \left( a \|u\|^p_{L^p_{\Theta, i_\alpha p}(G, T)} + a^{-1} \|f^0\|^p_{L^1_{p, \Theta, p}(G, T)} + \sum_{i=1}^{2} a^{-1} \|f^i\|^p_{L_{p, \Theta}(G, T)} + \|g\|^p_{L_{p, \Theta}(G, T; \ell_2)} \right).$$  \hspace{1cm} (A.6)

Now we are ready to prove Lemma A.1.

Proof of Lemma A.1. We show that for arbitrary $f^0 \in L_{p, \Theta + \Theta + \Theta}(D, T)$ and $f^i \in L_{p, \Theta}(D, T)$, $i = 1, 2$, such that $f = f^0 + f^1 + f^2_x$ the estimate

$$\mathbb{E} \left[ \sup_{t \leq T} \|u(t, \cdot)\|^p_{L_{p, \Theta}(D)} \right] \leq C \left( \|u\|^p_{L^p_{\Theta, i_\alpha p}(D, T)} + \|f^0\|^p_{L^1_{p, \Theta, p}(D, T)} + \sum_{i=1}^{2} \|f^i\|^p_{L_{p, \Theta}(D, T)} + \|g\|^p_{L_{p, \Theta}(D, T; \ell_2)} \right)$$  \hspace{1cm} (A.7)

holds with a constant $C = C(p, \Theta, \Theta, \kappa_0, T)$. Then Estimate (A.1) follows by Lemma B.5.

Let $U_1 := \{x \in D : 1 < |x| < 4\}$ and $V_3 := \{1/2 < |x| < 8\}$. Fix a constant $\varepsilon \in (0, 1/4)$, and for $k \in \{1, 2, 3\}$, let

$$U_1^{(k)} := \{x \in D : 2^{-k\varepsilon} < |x| < 2^{2+\varepsilon} \}.$$
Choose a $C^\infty$ radial non-negative function $\eta = \eta(|x|)$ such that $\eta(t) = 1$ for $t \in [1, 4]$ and $\eta(t) = 0$ if $t \notin [2^{-\varepsilon}, 2^{2+\varepsilon}]$. Also choose a $C^1$ domain $G \subset D$ such that

$$U_1^{(2)} \subset G \subset U_1^{(3)} \subset V_1.$$  

Note that, in particular,

$$\sum_{n \in \mathbb{Z}} \eta(e^{n+t}) \geq 1 > 0, \quad t \in \mathbb{R}.$$  

By the choice of $\eta$ and $G$, there exists $C = C(\varepsilon)$ such that for all $x \in D \cap \text{supp} \eta$,

$$C^{-1} \rho_D(x) \leq \rho_G(x) \leq C \rho_D(x). \quad (A.8)$$

By Lemma A.2

$$\mathbb{E}\left[\sup_{t \leq T} \|u(t, \cdot)\|_{L^p_{p, \Theta_p}(D)}^p\right] \leq C \sum_{n \in \mathbb{Z}} e^{\eta t} \mathbb{E}\left[\sup_{t \leq T} \|\eta(x)u(t, e^n x)\|_{L^p_{p, \Theta_p}(G)}^p\right]. \quad (A.9)$$

For $n \in \mathbb{Z}$, let $v_n(t, x) := \eta(x)u(t, e^n x)$. Then

$$dv_n(t, x) = [e^{-n} \eta(x)(f^i(t, e^n x))_{x^i} + \eta(x)f^0(t, e^n x)] \, dt + \eta(x)g^k(t, e^n x) \, d\omega^k_t, \quad t \in (0, T],$$

on $G$ with $v_n(0, \cdot) = 0$. Note that for $i = 1, 2$ and $n \in \mathbb{Z}$,

$$e^{-n} \eta(x)(f^i(t, e^n x))_{x^i} = e^{-n}[\eta(x)f^i(t, e^n x)]_{x^i} - e^{-n} \eta x^i(t, e^n x),$$

and

$$(v_n)_{x^i}(t, x) = e^n \eta(x)u_{x^i}(t, e^n x) - \eta x^i(t, e^n x). \quad (A.10)$$

Thus, if for all $n \in \mathbb{N}$ it holds that

$$v_n(t, x) := \eta(x)u(t, e^n x) \in \mathbb{H}^{1, \Theta_p}(G, T),
\quad f^{0, n} := \eta(x)f^0(t, e^n x) - e^{-n} \eta x^i(t, e^n x) \in \mathbb{L}^{1, \Theta_p}(G, T),
\quad f^{i, n} := e^{-n} \eta(x)f^i(t, e^n x) \in \mathbb{L}^{1, \Theta_p}(G, T), \quad i = 1, 2, \quad \text{and}
\quad (g^{k, n})_{k \in \mathbb{N}} := (\eta(x)g^k(t, e^n x))_{k \in \mathbb{N}} \in \mathbb{L}^{1, \Theta_p}(G, T; \ell_2), \quad (A.11)$$

then we may apply Lemma A.3 and obtain for arbitrary $a > 0$ that

$$\mathbb{E}\left[\sup_{t \leq T} \|v_n(t, \cdot)\|_{L^p_{p, \Theta_p}(G)}^p\right] \leq C \left(\sum_{n \in \mathbb{N}} \left\|\eta(x)u(t, e^n x)\right\|_{\mathbb{L}^{1, \Theta_p}(G, T)}^p + \sum_{i} e^{Np} \left\|\eta(x)u_{x^i}(t, e^n x)\right\|_{\mathbb{L}^{1, \Theta_p}(G, T)}^p + \sum_{i} \left\|\eta x^i(t, e^n x)\right\|_{\mathbb{L}^{1, \Theta_p}(G, T)}^p \right),$$
and, as a consequence (set \( a = e^{-n} \) for \( n \in \mathbb{Z} \)),

\[
E \left[ \sup_{t \leq T} \| u(t, \cdot) \|_{L^p_{p,\theta,0}(\mathcal{D})}^p \right] \\
\leq C \left( \sum_{n} e^{n(\theta-p)} \| \eta(x) u(t, e^n x) \|_{L^p_{p,\theta,0}(G,T)}^p + \sum_{n,i} e^{n\theta} \| \eta(x) u_{x^i}(t, e^n x) \|_{L^p_{p,\theta}(G,T)}^p \\
+ \sum_{n,i} e^{n(\theta-p)} \| \eta_{x^i}(x) u(t, e^n x) \|_{L^p_{p,\theta}(G,T)}^p + \sum_{n} e^{n(\theta+p)} \| \eta(x) f^0(t, e^n x) \|_{L^p_{p,\theta+p}(G,T)}^p \\
+ \sum_{n,i} e^{n\theta} \| \eta_{x^i}(x) f^i(t, e^n x) \|_{L^p_{p,\theta+p}(G,T)}^p + \sum_{n} e^{n\theta} \| \eta(x) g^k(t, e^n x) \|_{L^p_{p,\theta}(G,T;\ell_2)}^p \right).
\]

Using Lemma A.2 in particular A.3, the terms on the right-hand side can be estimated by a finite constant times

\[
\| u \|_{L^p_{p,\theta,0}(\mathcal{D};T)}^p + \| u_{x^i} \|_{L^p_{p,\theta,0}(\mathcal{D};T)}^p + \| f^0 \|_{L^p_{p,\theta+p}(\mathcal{D};T)}^p + \| f^i \|_{L^p_{p,\theta+p}(\mathcal{D};T)}^p + \| g \|_{L^p_{p,\theta}(\mathcal{D};\ell_2)}^p.
\]

In particular, this shows that A.11 holds for all \( n \in \mathbb{Z} \), and implies A.7 since \( L_{p,\theta_1,\theta_0}(\mathcal{D}) \hookrightarrow L_{p,\Theta_2,\theta_0}(\mathcal{D}) \) for all \( \theta_0 \in \mathbb{R} \) and \( \Theta_1 \leq \Theta_2 \).

**Corollary A.4.** Let \( 1 < p < \infty \), \( n \in \mathbb{N} \), and \( \Theta, \theta \in \mathbb{R} \). Then \( \mathcal{S}^n_{p,\Theta,\theta}(\mathcal{D},T) \), \( \| \mathcal{S}^n_{p,\Theta,\theta}(\mathcal{D},T) \| \) is a Banach space.

**Proof.** This follows from the fact that the the spaces \( \mathcal{S}^n_{p,\Theta,\theta}(\mathcal{O},T) \) and \( \mathcal{S}^n_{p,\Theta,\theta}(\mathcal{O};\ell_2) \) are separable Banach spaces, by using Lemma A.1.

**Appendix B. Some properties of weighted Sobolev space of negative order**

In this section we analyse the duality relationships between the weighted Sobolev spaces introduced in Section 3. We first prove the following fundamental result.

**Lemma B.1.** Let \( 1 < p < \infty \) and \( \Theta, \theta \in \mathbb{R} \). Then \( C_0^\infty(\mathcal{D}) \subseteq H^1_{p,\Theta,\theta}(\mathcal{D}) \) dense.

**Proof.** This is a consequence of the fact that \( C_0^\infty(\mathcal{D}) \subseteq H^1_{p,\Theta}(\mathcal{D}) \) for all \( \Theta \in \mathbb{R} \). The details are left to the reader.

**Lemma B.2.** Let \( 1 < p < \infty \) and \( \Theta, \theta \in \mathbb{R} \). Moreover, let \( p' > 1 \) and \( \Theta', \theta' \in \mathbb{R} \) be such that

\[
\frac{1}{p} + \frac{1}{p'} = 1, \quad \frac{\theta}{p} + \frac{\theta'}{p'} = \frac{\Theta}{p} + \frac{\Theta'}{p'} = 2.
\]

Then the mapping

\[
I: L^p_{p',\Theta',\theta'}(\mathcal{D}) \to (L^1_{p,\Theta,\theta}(\mathcal{D}))^*
\]

\[
f \mapsto If := \int_{\mathcal{D}} f \cdot dx,
\]

is an isometric isomorphism.

**Proof.** First we check that \( I \) is well-defined and that

\[
\|If \|_{(L^1_{p,\Theta,\theta}(\mathcal{D}))^*} \leq \|f\|_{L^p_{p',\Theta',\theta'}(\mathcal{D})}, \quad f \in L^p_{p',\Theta',\theta'}(\mathcal{D}).
\]

But this follows trivially by Hölder’s inequality, since

\[
\frac{\Theta - 2}{p} + \frac{\Theta' - 2}{p'} = \frac{\theta - 2}{p} + \frac{\theta' - 2}{p'} = 2 - 2 \cdot 1 = 0,
\]
Lemma B.3. Let \( p < \infty \) and \( \Theta, \theta \in \mathbb{R} \). Moreover, let \( p' > 1 \) and \( \Theta', \theta' \in \mathbb{R} \) be such that
\[
\frac{1}{p} + \frac{1}{p'} = 1, \quad \frac{\theta}{p} + \frac{\theta'}{p'} = \frac{\Theta}{p} + \frac{\Theta'}{p'} = 2.
\]
Then the mapping
\[
I : L_{p', \Theta', \theta'}(D, T) \to (L_{p, \Theta, \theta}(D, T))^* \quad \text{is an isometric isomorphism.}
\]

Proof. This follows from Lemma B.2 and the fact that \( L_{p, \Theta, \theta}(D) \) is reflexive for \( 1 < p < \infty \), as for every reflexive Banach space \( E \) and every measure space \((S, \mathcal{A}, \mu)\), it is known that \( L_{p'}(S; E^*) \cong (L_p(S; E))^* \), the isometric isomorphism being given by \( f \mapsto \int_S \langle f, \cdot \rangle_{E^*, E} \, d\mu \), see, e.g., \cite{7} Corollary 1.3.22. \qed
Lemma B.4. For $1 < p < \infty$ and $\Theta, \theta \in \mathbb{R}$, consider
\[
\Lambda_{p, \Theta, \theta}(D) := \left\{ g \in \mathcal{D}'(D) : g = \sum_{|\alpha| \leq 1} (-1)^{|\alpha|} D^\alpha v_\alpha, \; v_\alpha \in L_{p, \Theta - |\alpha| p, \theta - |\alpha| p}(D), |\alpha| \leq 1 \right\},
\]
endowed with the norm
\[
\|g\|_{\Lambda_{p, \Theta, \theta}(D)} := \inf_{|\alpha| \leq 1} \sum_{|\alpha| \leq 1} \|v_\alpha\|_{L_{p, \Theta - |\alpha| p, \theta - |\alpha| p}(D)} = \min_{|\alpha| \leq 1} \sum_{|\alpha| \leq 1} \|v_\alpha\|_{L_{p, \Theta - |\alpha| p, \theta - |\alpha| p}(D)}.
\]
where the infimum is taken over all possible tuples $(v_\alpha)_{|\alpha| \leq 1}$ with $v_\alpha \in L_{p, \Theta - |\alpha| p, \theta - |\alpha| p}(D)$, $|\alpha| \leq 1$, such that $g = \sum_{|\alpha| \leq 1} (-1)^{|\alpha|} D^\alpha v_\alpha$. Then, the mapping
\[
J : H_{p, \Theta, \theta}^{-1}(D) \to \Lambda_{p, \Theta, \theta}^{-1}(D)
\]
\[
f \mapsto f|_{C_0^\infty(D)},
\]
is an isometric isomorphism. In this sense, we can say that
\[
H_{p, \Theta, \theta}^{-1}(D) = \left\{ f_0 - f_{x^1}^1 - f_{x_2}^2 : f_0 \in L_{p, \Theta, \theta}(D), f_i \in L_{p, \Theta - p, \theta - p}(D), i = 1, 2 \right\},
\]
and that
\[
\|f\|_{H_{p, \Theta, \theta}^{-1}(D)} = \inf \left\{ \|f_0\|_{L_{p, \Theta, \theta}(D)} + \|f_i\|_{L_{p, \Theta - p, \theta - p}(D)} : f_i \in L_{p, \Theta - p, \theta - p}(D), i = 1, 2 \right\},
\]
the infimum being taken over all possible representations of $f|_{C_0^\infty(D)}$ as $f_0 + f_i$, with $f_0 \in L_{p, \Theta, \theta}(D)$ and $f_i \in L_{p, \Theta - p, \theta - p}(D)$, $i = 1, 2$.

In particular, the differentiation operators $D^\alpha : L_{p, \Theta, \theta}(D) \to H_{p, \Theta + p, \theta + p}^{-1}(D), |\alpha| = 1$, are bounded.

Proof. It is easy to see that the restriction of an arbitrary $f \in H_{p, \Theta, \theta}^{-1}(D)$ to $C_0^\infty(D)$ is a generalized function, i.e., that $f|_{C_0^\infty(D)} \in \mathcal{D}'(D)$ for all $f \in H_{p, \Theta, \theta}^{-1}(D)$. However, we need a little bit of work to see that $f|_{C_0^\infty(D)} = f_0^0 + f_1^1 + f_2^2$ with suitable $f_0^0 \in L_{p, \Theta, \theta}(D)$ and $f_i \in L_{p, \Theta - p, \theta - p}(D), i = 1, 2$.

Step 1. We first show that $J$ is well-defined, i.e., that for every $v^* \in H_{p, \Theta, \theta}^{-1}(D)$, there exist $f_0^0 \in L_{p, \Theta, \theta}(D)$ and $f_i \in L_{p, \Theta - p, \theta - p}(D), i = 1, 2$, such that $v^*|_{C_0^\infty(D)} = f_0^0 + f_1^1 + f_2^2$. This can be seen as follows: The mapping
\[
P : H_{p', \Theta', \theta'}^{-1}(D) \to V_{p', \Theta', \theta'}^1(D) \ni (\varphi, \varphi_{x^1}, \varphi_{x^2}) 
\rightarrow \varphi
\]
is obviously a linear isometry. In particular, since $H_{p', \Theta', \theta'}^{-1}(D)$ is complete, the range $\mathcal{R}P$ of $H_{p', \Theta', \theta'}^{-1}(D)$ under $P$ is a closed subspace of $V_{p', \Theta', \theta'}^1(D)$; we write $W_{p', \Theta', \theta'}^1(D) := \mathcal{R}P$. Let $v^* \in H_{p, \Theta, \theta}^{-1}(D) = (H_{p', \Theta', \theta'}^{-1}(D))^*$. Define $\hat{v} := v^* \circ P^{-1} \in (W_{p', \Theta', \theta'}^1(D))^*$. Then, by Hahn-Banach Theorem, there exists a norm preserving extension $\hat{v} \in (V_{p', \Theta', \theta'}^1(D))^*$ of $\hat{v}$ to $V_{p', \Theta', \theta'}^1(D)$. Due to Lemma [3.2] this means that there exist $f_0^0 \in L_{p, \Theta, \theta}(D)$ and $f_i \in L_{p, \Theta - p, \theta - p}(D), i = 1, 2$, such that
\[
\hat{v}(\varphi_0, \varphi_1, \varphi_2) = \int_D \varphi_0 f_0^0 dx + \int_D \varphi_1 f_1^1 dx + \int_D \varphi_2 f_2^2 dx,
\]
for all $\phi := (\varphi_0, \varphi_1, \varphi_2) \in V_{p', \Theta', \theta'}^1(D)$. In particular, for every $\varphi \in H_{p', \Theta', \theta'}^1(D)$,
\[
\hat{v}(P\varphi) = \hat{v}(\varphi, \varphi_{x^1}, \varphi_{x^2}) = \int_D \varphi f_0^0 dx + \int_D \varphi_{x^1} f_1^1 dx + \int_D \varphi_{x^2} f_2^2 dx.
\]
If $\varphi \in C_0^\infty(D)$, then
\[
\hat{v}(P\varphi) = v^*(\varphi) = \int_D \varphi f_0^0 dx - \int_D \varphi_{x^1} f_1^1 dx - \int_D \varphi_{x^2} f_2^2 dx,
\]
which is exactly the same as the application of the generalized function $f_0^0 - f_1^1 - f_2^2$ to the test function $\varphi$. 
Step 2. $J$ is surjective, i.e., for every $g \in \mathcal{D}(D)$, $g = f^0 - f^1_{x^1} - f^2_{x^2}$, where $f^0 \in L_{p,\Theta,\theta}(D)$ and $f^i \in L_{p,\Theta-p,\theta-p}(D)$, $i = 1, 2$, there exists $v^* \in H_{p,\Theta,\theta}^{-1}(D)$, such that $v^*|_{C_0^\infty(D)} = g$. To see this, simply define $v^*(\varphi) := (f^0, \varphi) + (f^1, \varphi_x^1) + (f^2, \varphi_x^2)$, $\varphi \in H_{p',\Theta',\theta'}(D)$. Due to Lemma [B.2] this mapping is well-defined and $v^*(\varphi) \leq (\|f^0\|_{L_{p,\Theta,\theta}(D)} + \|f^1\|_{L_{p,\Theta-p,\theta-p}(D)} + \|f^2\|_{L_{p,\Theta-p,\theta-p}(D)})\|\varphi\|_{H_{p',\Theta',\theta'}(D)}$, $\varphi \in H_{p',\Theta',\theta'}(D)$, which means, in particular, that $v^* \in H_{p,\Theta}^{-1}(D)$. Step 3. Due to the density of $C_0^\infty(D)$ in $H_{p',\Theta',\theta'}^1(D)$, $J$ is obviously injective. Step 4. We prove that

$$\|v^*\|_{H_{p,\Theta,\theta}^{-1}(D)} = \inf \left\{ \|f^0\|_{L_{p,\Theta,\theta}(D)} + \|f^1\|_{L_{p,\Theta-p,\theta-p}(D)} + \|f^2\|_{L_{p,\Theta-p,\theta-p}(D)} \right\}$$

which means, in particular, that $Jv^* = f^0 - f^1_{x^1} - f^2_{x^2}$. To see that [B.1] holds, we argue as follows: The calculations in Step 2 already show that

$$\|v^*\|_{H_{p,\Theta,\theta}^{-1}(D)} \leq \|Jv^*\|_{\Lambda_{p,\Theta,\theta}^{-1}(D)}$$

Moreover, the arguments in Step 1 show that for every $v^* \in H_{p,\Theta,\theta}^{-1}(D)$, there exist $f^0 \in L_{p,\Theta,\theta}(D)$, $f^1 \in L_{p,\Theta-p,\theta-p}(D)$, and $f^2 \in L_{p,\Theta-p,\theta-p}(D)$, such that $\|v^*\|_{H_{p,\Theta,\theta}^{-1}(D)} = \|f^0\|_{L_{p,\Theta,\theta}(D)} + \|f^1\|_{L_{p,\Theta-p,\theta-p}(D)} + \|f^2\|_{L_{p,\Theta-p,\theta-p}(D)}$. The reason: The extension $\hat{v}$ of $\hat{v}$ is norm preserving, $P$ is an isometry and $(V_{p,\Theta,\theta'}(D))^*$ is isometrically isomorphic to $L_{p,\Theta,\theta}(D) \oplus_p L_{p,\Theta-p,\theta-p}(D) \oplus_p L_{p,\Theta-p,\theta-p}(D)$. This shows that [B.1] holds and that the infimum is indeed a minimum. Step 5. Conclusion: Due to Steps 2-4, $\|\|_{\Lambda_{p,\Theta,\theta}^{-1}(D)}$ is indeed a norm on $\Lambda_{p,\Theta,\theta}^{-1}(D)$, the infimum in the definition is a minimum and $J$ is an isometric isomorphism. □

Lemma B.5. For $1 < p < \infty$ and $\Theta, \theta \in \mathbb{R}$, consider

$$\Lambda_{p,\Theta,\theta}^{-1}(D, T) := \left\{ g : \Omega_T \rightarrow \mathcal{D}(D) : g = \sum_{|\alpha| \leq 1} (-1)^{|\alpha|} D^\alpha v_\alpha, v_\alpha \in L_{p,\Theta-|\alpha|p,\Theta-|\alpha|p}(D, T), |\alpha| \leq 1 \right\}$$

endowed with the norm

$$\|g\|_{\Lambda_{p,\Theta,\theta}^{-1}(D, T)} := \inf \left\{ \sum_{|\alpha| \leq 1} \|v_\alpha\|_{L_{p,\Theta-|\alpha|p,\Theta-|\alpha|p}(D, T)} \right\} = \min \left\{ \sum_{|\alpha| \leq 1} \|v_\alpha\|_{L_{p,\Theta-|\alpha|p,\Theta-|\alpha|p}(D, T)} \right\}$$

where the infimum is taken over all possible tuples $(v_\alpha)_{|\alpha| \leq 1}$ with $v_\alpha \in L_{p,\Theta-|\alpha|p,\Theta-|\alpha|p}(D, T)$, $|\alpha| \leq 1$, such that $g = \sum_{|\alpha| \leq 1} (-1)^{|\alpha|} D^\alpha v_\alpha$. Then the mapping

$$J : \mathbb{H}_{p,\theta}^{-1}(D, T) \rightarrow \Lambda_{p,\Theta,\theta}^{-1}(D, T)$$

$$f \mapsto f|_{C_0^\infty(D)}$$

is an isometric isomorphism. In this sense, we can say that

$$\mathbb{K}_{p,\theta}(D, T) := \left\{ f^0 - f^1_{x^1} - f^2_{x^2} : f^0 \in L_{p,\Theta,\theta}(D, T), f^i \in L_{p,\Theta-p,\theta-p}(D, T), i = 1, 2 \right\}$$

and that

$$\|f\|_{\mathbb{H}_{p,\theta}^{-1}(D, T)} = \min \left\{ \|f^0\|_{L_{p,\Theta,\theta}(D, T)} + \|f^1\|_{L_{p,\Theta-p,\theta-p}(D, T)} + \|f^2\|_{L_{p,\Theta-p,\theta-p}(D, T)} \right\}$$

the infimum being taken over all possible representations of $f|_{C_0^\infty(D, T)}$ as $f^0 + f^1_{x^1} + f^2_{x^2}$ with $f^0 \in L_{p,\Theta,\theta}(D, T)$ and $f^i \in L_{p,\Theta-p,\theta-p}(D, T), i = 1, 2$. Proof. This can be proven along the lines of the proof of Lemma [B.4] by using Lemma [B.3] instead of Lemma [B.2]. The details are left to the reader. □
REFERENCES

[1] Petru A. Cioica-Licht, Kyeong-Hun Kim, and Kijung Lee, On the regularity of the stochastic heat equation on polygonal domains in $\mathbb{R}^2$, J. Differential Equations 267 (2019), no. 11, 6447–6479.

[2] Petru A. Cioica-Licht, Kyeong-Hun Kim, Kijung Lee, and Felix Lindner, An $L_p$-estimate for the stochastic heat equation on polygonal domains in $\mathbb{R}^2$, Stoch. Partial Differ. Equ. Anal. Comput. 6 (2018), no. 1, 45–72.

[3] Giuseppe Da Prato and Jerzy Zabczyk, Stochastic equations in infinite dimensions, 2 ed., Encyclopedia Math. Appl., Cambridge University Press, New York, 2014.

[4] M. Dauge, Elliptic Boundary Value Problems on Corner Domains: Smoothness and Asymptotics of Solutions, Lecture Notes in Math., vol. 1341, Springer, Berlin–Heidelberg, 1988.

[5] Franco Flandoli, Dirichlet boundary value problem for stochastic parabolic equations: compatibility relations and regularity of solutions, Stochastics 29 (1990), no. 3, 331–357.

[6] Pierre Grisvard, Elliptic Problems in Nonsmooth Domains, Monographs and Studies in Mathematics, vol. 24, Pitman, Boston–London–Melbourne, 1985.

[7] Tuomas Hytönen, Jan M.A.M. van Neerven, Mark C. Veraar, and Lutz Weis, Analysis in Banach spaces. Volume I: Martingales and Littlewood-Paley theory, Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge, volume 63, Springer International Publishing, Cham, 2016.

[8] David Jerison and Carlos E. Kenig, The Inhomogeneous Dirichlet Problem in Lipschitz Domains, J. Funct. Anal. 130 (1995), no. 1, 161–219.

[9] Kyeong-Hun Kim, On stochastic partial differential equations with variable coefficients in $C^1$ domains, Stochastic Processes Appl. 112 (2004), no. 2, 261–283.

[10] Kyeong-Hun Kim and Nicolai V. Krylov, On the Sobolev Space Theory of Parabolic and Elliptic Equations in $C^1$ Domains, SIAM J. Math. Anal. 36 (2004), no. 2, 618–642.

[11] Kyeong-Hun Kim, Kijung Lee, and Jinsol Seo, A refined Green’s function estimate of the time measurable parabolic operator with conic domain, Preprint (2020), [arXiv:2002.07975].

[12] Vladimir Kozlov and Alexander Nazarov, The Dirichlet problem for non-divergence parabolic equations with discontinuous in time coefficients in a wedge, Math. Nachr. 287 (2014), no. 10, 1142–1165.

[13] Vladimir A. Kozlov, Vladimir G. Maz’ya, and Jürgen Rossmann, Elliptic boundary value problems in domains with point singularities, Math. Surveys Monogr., vol. 52, Amer. Math. Soc., Providence, RI, 1997.

[14] , Spectral problems associated with corner singularities of solutions to elliptic equations, Math. Surveys Monogr., vol. 85, Amer. Math. Soc., Providence, RI, 2001.

[15] Nicolai V. Krylov, A W$^1_p$-theory of the Dirichlet problem for SPDEs in general smooth domains, Probab. Theory Relat. Fields 98 (1994), no. 3, 389–421.

[16] , Weighted Sobolev spaces and Laplace’s equation and the heat equations in a half space, Comm. Partial Differential Equations 24 (1999), no. 9-10, 1611–1653.

[17] Nicolai V. Krylov and Sergey V. Lototsky, A Sobolev Space Theory of SPDEs with Constant Coefficients on a Half Line, SIAM J. Math. Anal. 30 (1999), no. 2, 298–325.

[18] , A Sobolev Space Theory of SPDEs with Constant Coefficients in a Half Space, SIAM J. Math. Anal. 31 (1999), no. 1, 19–33.

[19] Nick Lindemulder and Mark C. Veraar, The heat equation with rough boundary conditions and holomorphic functional calculus, Preprint (2018), [arXiv:1805.10213].

[20] Felix Lindner, Approximation and Regularity of Stochastic PDEs, Shaker, 2011, PhD thesis, TU Dresden.

[21] , Singular behavior of the solution to the stochastic heat equation on a polygonal domain, Stoch. Partial Differ. Equ. Anal. Comput. 2 (2014), no. 2, 146–195.

[22] Vladimir G. Maz’ya and Jürgen Rossmann, Elliptic equations in polyhedral domains, Math. Surveys Monogr., vol. 162, Amer. Math. Soc., Providence, RI, 2010.

[23] Alexander I. Nazarov, $L_p$-Estimates for a Solution to the Dirichlet Problem and to the Neumann Problem for the Heat Equation in a Wedge with Edge of Arbitrary Codimension, J. Math. Sci. (N. Y.) 106 (2001), no. 3, 2989–3014.

[24] Jan Prüss and Gieri Simonett, $H^\infty$-calculus for the sum of non-commuting operators, Trans. Amer. Math. Soc. 359 (2007), no. 8, 3549–3565.

[25] Vsevolod A. Solonnikov, $L_p$-estimates for solutions of the heat equation in a dihedral angle, Rend. Mat. Appl. (7) 21 (2001), no. 1, 1–15.

[26] Jan van Neerven, Mark C. Veraar, and Lutz Weis, Maximal $L^p$-Regularity for Stochastic Evolution Equations, SIAM J. Math. Anal. 44 (2012), no. 3, 1372–1414.

[27] , Stochastic maximal $L^p$-regularity, Ann. Probab. 40 (2012), no. 2, 788–812.

PETRU A. CIOICA-LICHT (né CIOICA), FACULTY OF MATHEMATICS, UNIVERSITY OF DUISBURG-ESSEN, 45117 ESSEN, GERMANY

E-mail address: petru.cioica-licht@uni-due.de