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Abstract: In this article, a novel description of the hypergeometric differential equation found from Gel’fand–Kapranov–Zelevinsky’s system (referred to as GKZ equation) for Givental’s $J$-function in the Gromov–Witten theory will be proposed. The GKZ equation involves a parameter $\hbar$, and we will reconstruct it as a quantum curve from the classical limit $\hbar \to 0$ via the topological recursion. In this analysis, the spectral curve (referred to as GKZ curve) plays a central role, and it can be described by the critical point set of the mirror Landau–Ginzburg potential. Our novel description is derived via the duality relations of the string theories, and various physical interpretations suggest that the GKZ equation is identified with the quantum curve for the brane partition function in the cohomological limit. As an application of our novel picture for the GKZ equation, we will discuss the Stokes phenomenon for the equivariant $\mathbb{C}P^1$ model, and the wall-crossing formula for the total Stokes matrix will be examined. And as a byproduct of this analysis, we will study Dubrovin’s conjecture for this equivariant model.
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1. Introduction

1.1. Background. The Gel’fand–Kapranov–Zelevinsky (GKZ) equations (or the A-hypergeometric equations) are special class of linear differential equations which can be regarded as a generalization of classical hypergeometric differential equations [55,56]. It is well-known that the GKZ equations appear in the context of mirror symmetry and play crucial roles. In this paper, we focus on the mirror symmetry between Fano manifolds and Landau–Ginzburg models. On the A-model side, the GKZ equations appear as the quantum differential equations, which is satisfied by the Givental’s J-function [57,58]. The J-function is defined by the equivariant Gromov–Witten theory that captures the product structure of the quantum cohomology ring of the target Fano manifold (e.g., [27,74]). On the other hand, the GKZ equations also appear as the Gauss–Manin systems on the B-model side. Natural solutions of the GKZ equations on the B-model side are given by oscillatory integrals with a Landau–Ginzburg superpotential and an appropriately chosen volume form called the primitive form [93]. Roughly speaking, the Fano manifold and Landau–Ginzburg model are said to be mirror dual when the associated GKZ equations are identical.1

1 In general, we can identify these differential equations after some coordinate change through the mirror map. This implies that the J-functions are written in terms of the oscillatory integrals. To describe precise
On the other hand, the Eynard–Orantin’s *topological recursion* was originally introduced as a recursive algorithm to compute the $1/N$-expansion of the correlation functions and the partition function of matrix models from its spectral curve, and it is generalized to any algebraic curve which may not arise from a matrix model [43]. In the topological recursion, we need a spectral curve $(C, x, y)$ as an initial input; where $C$ is a compact Riemann surface, $x, y$ are meromorphic functions on $C$ satisfying some conditions. We may alternatively view the spectral curve $(C, x, y)$ as a meromorphic parametrization of a plane curve $A(x, y) = 0$ defined by a polynomial equation. Then we can define the correlators $\omega_n^{(g)}$ which are meromorphic differential forms on $C^n$ determined by the topological recursion relation [15, 43]. Topological recursion attracts both mathematicians and physicists since the correlators are expected to encode the information of various enumerative or quantum invariants in mathematical physics; see [18, 41, 44, 49] for examples.

The aim of this paper is to give a new construction of a class of GKZ equations arising from the equivariant Gromov–Witten theory of projective spaces via the topological recursion. For the purpose, we will use the idea of *quantum curves* which relates the topological recursion correlators to the WKB (formal) solution of a certain Schrödinger-type differential or difference equation; see [16, 40, 60, 89] for example. A particular claim is given as follows: If we denote by $\omega_n^{(g)}$ the topological recursion correlators defined from a spectral curve $(C, x, y)$, then a generating series $\psi = \psi(x, \hbar)$ (an explicit formula will be given below) satisfies a Schrödinger-type differential or difference equation whose classical limit recovers the original spectral curve; thus the generating series $\psi$ is called the *wave function*, and the resulting Schrödinger-type equation is called the quantum curve. We will see that the GKZ equations are reconstructed as quantum curves associated with certain spectral curves, which we call *GKZ curves*, that have geometric interpretations in both A-model and B-model.

We will also discuss two other related topics. The first one is the analytic properties of the wave function, which is known to be divergent. More precisely, we will investigate properties of *Stokes matrices* of the wave function arising from equivariant $\mathbb{CP}^1$ model, with the aid of the *exact WKB analysis* [81, 101]. The other topic is the physical interpretation of our main result (Theorem 1.1 in the next subsection). We will see that various physical dualities (geometric engineering, remodeling conjecture, mirror symmetry) allow us to understand GKZ equations as quantum curves.

We will describe some details of our results in the following subsections.

### 1.2. Main result: GKZ equations as quantum curves

Here we describe our main result. We will focus on the GKZ equations arising from the equivariant Gromov–Witten theory with the target space $X$ which is either

- the projective spaces $\mathbb{CP}^{N-1}_w$, or

---

Footnote 1 continued

relation between these objects, we need the notion of the *Gamma class* introduced in [73, 80]; see [53, 54] for details.

---

Footnote 2 continued

Since spectral curves discussed in this paper are of genus 0, we do not include the choice of $\omega_2^{(0)}$ in the definition of spectral curve.

---

Footnote 3 continued

A relationship between Gromov–Witten theory (or Frobenius structures) and the topological recursion has already been discussed in [42, 48] etc. However, our viewpoint is different from that of these works. We will focus on the reconstruction of GKZ equation as quantum curves.
smooth Fano complete intersections \( X_{\mathbf{w}, \mathbf{\lambda}} \) of \( n \) (\(< N\)) degree 1 hypersurfaces inside \( \mathbb{C}P^{N-1} \).

The subscripts in the above notations indicate the equivariant parameters \( \mathbf{w} = (w_0, \ldots, w_{N-1}) \in \mathbb{C}^N \) and \( \mathbf{\lambda} = (\lambda_1, \ldots, \lambda_n) \in \mathbb{C}^n \) with respect to the torus actions on the target space.

For these cases, the explicit form of the \( J \)-functions and the associated GKZ equations (i.e., the quantum differential equations) are obtained in [57,58] (see also Proposition 2.3 and Proposition 2.5). We may observe that the GKZ equations are of the form

\[
\hat{A}_X(\hat{x}, \hat{y})J_X(x) = 0, \tag{1.1}
\]

where \( \hat{x} \) and \( \hat{y} \) act on the \( J \)-function by

\[
\hat{x}J_X(x) = xJ_X(x), \quad \hat{y}J_X(x) = \hbar x \frac{d}{dx} J_X(x). \tag{1.2}
\]

Here \( \hbar \) is a parameter which is contained in the \( J \)-function, and will play the role of Planck constant in our reconstruction of GKZ equation via the topological recursion.

On the \( B \)-model side (i.e., the Landau–Ginzburg model side) of the mirror symmetry, the GKZ equation (1.1) is also regarded as the equation satisfied by the oscillatory integral \( I_X(x) \) (whose definition will be given in Sect. 2.2) with the mirror superpotential \( W_X(x; \cdot) : (\mathbb{C}^*)^k \to \mathbb{C} \) (see [57,58]). Note that, in the equivariant case, the mirror Landau–Ginzburg potential \( W_X \) contains logarithms, and hence, it is a multi-valued function (see Sect. 2.2 for explicit expressions). We will call \( I_X(x) \) the “equivariant oscillatory integral”.

Since the GKZ equation (1.1) is a Schrödinger-type equation, we can take the classical limit \( A_X(x, y) \in \mathbb{C}[x, y] \) of the differential operator \( \hat{A}_X(\hat{x}, \hat{y}) \). See Sect. 2.3 for the explicit expression of \( A_X(x, y) \). We call the algebraic curve \( A_X(x, y) = 0 \) the \textit{GKZ curve}, and denote it by \( \Sigma_X \).

Our first observation is that all the GKZ curves \( \Sigma_X \) for \( X = \mathbb{C}P^N \) and \( X_{\mathbf{w}, \mathbf{\lambda}} \) are of genus 0; therefore, we may find a pair of rational functions \( x = x(z) \) and \( y = y(z) \) which parametrize the GKZ curve. For example, the GKZ curve

\[
A_{X_{\mathbf{w}, \mathbf{\lambda}}}(x, y) = \prod_{i=0}^{N-1} (y - w_i) - x \prod_{a=1}^{n} (y - \lambda_a) = 0, \tag{1.3}
\]

for the Fano complete intersection \( X = X_{\mathbf{w}, \mathbf{\lambda}} \) is described by the pair

\[
x(z) = \frac{\prod_{i=0}^{N-1} (z - w_i)}{\prod_{a=1}^{n} (z - \lambda_a)}, \quad y(z) = z. \tag{1.4}
\]

Thus, we may regard the GKZ curve as a spectral curve \((C = \mathbb{C}P^1, x(z), y(z))\) for the topological recursion. The correlators defined through the topological recursion [15,43] are denoted by \( \omega_n^{(g)} \) (see Sect. 3.2 for the definition).

Moreover, we also verify that our GKZ curves satisfy the “admissibility condition” proposed by Bouchard–Eynard in [16]. Therefore, the result of [16] allows us to find a Schrödinger-type differential equation, with the GKZ curve being its classical limit (thus the Schrödinger-type equation is a quantum curve for \( \Sigma_X \)), which annihilates the
wave function $\psi(D)$ defined by the following WKB-type formal series (see Definition 3.11):

$$\psi(D) = \exp\left[\frac{1}{\hbar} \int_D \tilde{\omega}_1^{(0)} + \frac{1}{2} \int_D \int_D \tilde{\omega}_2^{(0)} + \sum_{g \geq 0, n \geq 1, g, n \neq (0, 1), (0, 2)} \frac{\hbar^{2g+n-2}}{n!} \int_D \cdots \int_D \omega_n^{(g)} \right].$$

(1.5)

Here $\tilde{\omega}_1^{(0)}$ and $\tilde{\omega}_2^{(0)}$ are some modification of correlators $\omega_1^{(0)}$ and $\omega_2^{(0)}$, respectively, and $D$ denotes an integration divisor on $C = \mathbb{C}P^1$. The divisor $D$ contains the point $z = z(x)$ (which is a branch of the inverse function of $x = x(z)$ defined away from branch points) as one of its end-points, and we regard $\psi(D)$ as an exponentiated formal series of $\hbar$ whose coefficients are functions of $x$. We denote by $\psi_X(D)$ the wave function for the GKZ curve $\Sigma_X$ and an integration divisor $D$.

Then, our main result is formulated as follows.

**Theorem 1.1** (Theorem 4.5, 4.7). Let $\Sigma_X$ be the GKZ curve (1.3) defined as the classical limit of the GKZ equation (1.1) arising from the equivariant Gromov–Witten theory of the smooth Fano complete intersection $X = X_{w, \lambda}$ of $n < N$ degree 1 hypersurfaces in $\mathbb{C}P^{N-1}$. (We regard $X = \mathbb{C}P^{N-1}$ as the case of $n = 0$.) Let us also denote by $\psi_X(x) = \psi_X(D)$ the wave function defined as the generating series (1.5) of topological recursion correlators for the GKZ curve $\Sigma_X$ with the integration divisor $D = [z] - [\infty]$ for the parametrization (1.4). Then, the wave function $\psi_X(x)$ satisfies the GKZ equation which is satisfied by the $J$-function $J_X$ and the mirror equivariant oscillatory integral $I_X$.

This theorem claims that the GKZ equations (1.1) are reconstructible from the GKZ curve $\Sigma_X$ through the topological recursion. This gives a new interpretation of the GKZ equations as quantum curves. Note that the result does not directly follow from the one by [16]: It is also pointed in [16] that the quantum curve is not unique because it may admit $\hbar$-correction terms depending on the choice of integration divisor $D$. Our computation shows that there exists an appropriate choice of the integration divisor $D$ which realizes the GKZ equation as a quantum curve.

This theorem also implies that the WKB-type formal solution of the GKZ equation (when we regard $\hbar$ as the Planck constant, which is sufficiently small) is computed from the topological recursion. The WKB solution has an alternative meaning in the B-model description; it agrees with the saddle point expansion of the oscillatory integral $I_X(x)$ up to some normalization factor. From this viewpoint, we may also identify the GKZ curve $\Sigma_X$ with the critical set of $W_X$ (see Proposition 2.10). For oscillatory integrals associated with critical points satisfying a condition given in Sect. 4.3, we can specify the factor and obtain a full-order coincidence of the asymptotic expansion of $I_X(x)$ and the wave function (see Corollary 4.8). This is an application of our result.

Actually, the formal solution (1.5) has already been discussed by Dubrovin in his theory of Frobenius structure [38] (also called the Saito’s flat structure [93] in the context of singularity theory) that arises from non-equivariant Gromov–Witten theory. In non-equivariant case, it is known that the GKZ equation can be embedded into a holonomic system of partial differential equations in both variables $x$ and $h$, called Dubrovin’s first
structure connection associated with the Frobenius structure. The differential equation with respect to \( \hbar \) has an irregular singular point at \( \hbar = 0 \), and the above WKB solution coincides with the formal solution around the point up to normalization constants. This also explains the divergence of the WKB solution. The celebrated Dubrovin’s conjecture [39] is a statement for the Stokes matrix around \( \hbar = 0 \) (we will come back to this point below). Our second result presented in next subsection (and Sect. 6 in detail) will be regarded as a generalization of the analysis when the GKZ equation arises from equivariant Gromov–Witten theory (where the differential equation with respect to \( \hbar \) is not available in general).

1.3. Exact WKB analysis and Dubrovin’s conjecture. We will also focus on an analytic property of the wave function (1.5) defined through the topological recursion. More precisely, we will study the Stokes structure (with respect to the variable \( \hbar \)) of the GKZ equation for \( \mathbb{C}P^1_w \)

\[
\left[ \left( \hbar x \frac{d}{dx} - w_0 \right) \left( \hbar x \frac{d}{dx} - w_1 \right) - x \right] \psi = 0 \tag{1.6}
\]

from the viewpoint of exact WKB analysis.

Since the WKB solution (1.5) is usually divergent, we employ the Borel summation method which allows us to construct an analytic solution \( \Psi \) of the quantum curve whose asymptotic expansion when \( \hbar \to 0 \) in a certain sectorial domain recovers the WKB solution (see [30]). This framework is called the exact WKB analysis, which was developed in [31,81,101] etc. In general, the Borel sum of a divergent series has an exponentially small ambiguity due to the Stokes phenomenon, and the ambiguity is described by the Stokes matrices. For non-equivariant oscillatory integrals, Stokes matrices are computed by the intersection numbers of vanishing cycles via the Picard–Lefschetz formula (e.g., [32]); in physics side, they are regarded as contributions of 2d BPS solitons in the Landau–Ginzburg model with the superpotential \( W \) studied by Cecotti–Vafa ([23]; see also [52]). Since the exact WKB method does not require any differential equation with respect to \( \hbar \), it is applicable to study the Stokes phenomenon of (1.6) for small \( \hbar \). Also, it allows us to describe the properties of Borel sums by a simple combinatorial object, called Stokes graph (see [81]; it has a close relation to the spectral networks [52]). These are advantages of the use of the exact WKB method.

Our first result in Sect. 6 is the computation of the “total” Stokes matrix, which captures all Stokes matrices of the WKB solution. We observed that the total Stokes matrices contain a contribution from a loop-type Stokes curve which never appears in the non-equivariant situation (i.e., when \( w_0 - w_1 = 0 \)). The loop-type Stokes curve was analyzed in [7,75] with a relation to cluster algebras. Our computation also includes a derivation of an example of 2d-4d wall-crossing formula established by Gaiotto–Moore–Neitzke [51] through the exact WKB analysis of (1.6). It is a consequence of the fact that the total Stokes matrix is locally constant when \( x \) varies; the fact is straightforward from properties of the Borel sum of WKB solutions, but the locally constant-ness of the total Stokes matrix involves a non-trivial identity of an infinite product of Stokes matrices.

The second result in Sect. 6 is an equivariant version of the Dubrovin’s conjecture (c.f., [39]) for the equivariant \( \mathbb{C}P^1 \). The Dubrovin’s conjecture was originally formulated in non-equivariant situation as the coincidence of the entries of total Stokes matrices with the Euler pairing of coherent sheaves on the target Fano manifold. The original version of the conjecture was proved by Guzzetti [62] for projective spaces, Ueda [98,99] for
Grassmannians and smooth cubic surfaces; see also [53,54,76,94] for related works on the conjecture. Our explicit computation of the total Stokes matrices in equivariant case implies that an entry of the total Stokes matrix of (1.6) coincides with the equivariant Euler pairing of the coherent sheaves $\mathcal{O}$ and $\mathcal{O}(1)$ on $\mathbb{C}P^1_w$ (regarded as equivariant sheaves in an appropriate manner). Our claim also includes the original Dubrovin’s conjecture for non-equivariant $\mathbb{C}P^1$ by taking the non-equivariant limit $w_0 - w_1 \to 0$.

Here we emphasize that the holomorphicity of the correlation functions $\omega^{(g)}_{n}$ for $2g - 2 + n \geq 0$ of the topological recursion are crucially important in the computations of the total Stokes matrices. Our computation seems to suggest that the divergent series defined through the topological recursion have a rich Stokes structure. It would be interesting to investigate other examples arising from topological recursion and quantum curves.

1.4. Physical perspective and string dualities. Our result in Theorem 1.1 is similar and closely related to the Bouchard–Klemm–Marino–Pasquetti’s remodeling conjecture in [19]. We explain the background of our research from a mathematical-physics perspective.

From the point of view of the string theory, a quantum structure behind the Gromov–Witten theory has been considered in a different way [3,33,34,71]. The string theoretical quantum structure emerges in the higher genus (open) string free energy in the topological A-model.

For a special Lagrangian submanifold $L$ with $b_1(L) = 1$ in a local toric Calabi–Yau 3-fold $Y$, it is argued that the brane partition function is annihilated by a $q$-difference operator $\hat{A}_Y^K[2,3]$: 

\[
\hat{A}_Y^K(\hat{x}, \hat{y}) Z_{A\text{-brane}}^Y(x) = 0, \tag{1.7}
\]

which is made of non-commutative operators $\hat{x}$ and $\hat{y}$: 

\[
\hat{x} Z_{A\text{-brane}}^Y(x) = x Z_{A\text{-brane}}^Y(x), \quad \hat{y} Z_{A\text{-brane}}^Y(x) = Z_{A\text{-brane}}^Y(qx),
\]

with the $q$-Weyl relation $\hat{y} \hat{x} = q \hat{x} \hat{y}$, where $q = e^{-g_s}$ and the parameter $g_s \in \mathbb{C}$ is called string coupling. Here the brane partition function $Z_{A\text{-brane}}^Y(x)$ is defined in terms of the open string free energies as 

\[
Z_{A\text{-brane}}^Y(x) = \exp \left[ \sum_{g \geq 0, n \geq 1} \frac{1}{n!} g_s^{2g+n-2} F_n^{(g)}(x, \ldots, x) \right], \tag{1.8}
\]

and the open string free energy [88],

\[
F_n^{(g)}(x_1, \ldots, x_n) = \sum_{\beta \in H_2(Y, L)} \sum_{p \in \mathbb{Z}^n} N_{p, \beta}^{(g)} e^{-\beta \cdot t} x_1^{p_1} \cdots x_n^{p_n},
\]

gives the generating function of open Gromov–Witten invariants $N_{p, \beta}^{(g)}$ enumerating holomorphic maps in the topological class labeled by genus $g$, the class $\beta \in H_2(Y, L)$, and the winding numbers $p = (p_1, \ldots, p_n) \in \mathbb{Z}^n$, where each integer $p_i$ specifies how many times the $i$-th boundary of a world-sheet Riemann surface $C_{g,n}$ wraps around the one-cycle in $L$. $t^i \in \mathbb{C}$ ($i = 1, \ldots, \dim H_2(Y)$) denote the Kähler moduli parameters of
Fig. 1. String dualities relate the oscillatory integral with the open topological string partition function.

Y. The $q$-difference equation (1.7) is interpreted as a quantum curve (see Sect. 5.2.3 as an example) [33,34]. We then find that the quantum curve arises from a hidden quantum mechanical system behind the open topological strings.

At this stage, we find two kinds of hidden quantum mechanical systems; one is behind the Givental’s formulation of the Gromov–Witten theory of a compact smooth Fano manifold $X$, and the other is behind the open topological A-model on a local toric Calabi–Yau 3-fold $Y$. The quantum structure of these two theories are reflected in the GKZ equation for the $J$-function and the $q$-difference equation for the brane partition function, and the quantum deformation parameter appears as the Planck’s constant $\hbar$ and string coupling $g_s$, respectively. Although we find some nice similarities between these two theories, some crucial discrepancies also exist between them. In the physical perspective, the Givental’s formulation is considered essentially as the closed string theory on $X$. In this sense, the $J$-function $J_X(x)$ is the generating function of the genus 0 correlation functions and $\hbar$ is associated with the degrees of freedom of the gravitational descendants. On the other hand, the latter theory is considered as the open string theory on $Y$, and the brane partition function $Z^X_{A\text{-brane}}(x)$ is the generating function of all genus open string free energies and $g_s$ is associated with the coupling to 2-dimensional gravity [12]. Thus the $J$-function and the brane partition function are essentially different objects in a sense of the string theory.

To overcome such discrepancies, we will employ the physical idea of string dualities depicted in Fig. 1. The punchline of the string dualities shown in the right hand side of this figure is found as follows. Considering the gauged linear sigma model [102] which describes the Gromov–Witten theory of $X$, we can reinterpret the $J$-function $J_X(x)$ as a vortex partition function $Z^X_{vortex}(x)$ on the 2-sphere $S^2$ [13,35]. Furthermore, for the special case $X = \mathbb{CP}^{N-1}$ and Fano complete intersection of hypersurfaces with degrees

---

5 Such similarities were also pointed out in [90].
$l_1 = \cdots = l_n = 1$, the vortex partition function of the gauged linear sigma model is realized as a brane partition function $Z^Y_{A\text{-brane}}(x)$ on a class of local toric Calabi–Yau 3-fold referred to as strip geometry [70] (see Fig. 6 for the toric diagram of a strip geometry) by the geometric engineering [35]. More precisely, the brane partition function $Z^Y_{A\text{-brane}}(x)$ realizes the K-theoretic version of the $J$-function, and we need to take the cohomological limit $\beta \to 0$ with reparametrization

$$g_s = \beta \hbar, \quad x = \beta^{N-n} x, \quad \tilde{Q}_{w,i} = e^{-\beta (w_0 - w_i)}, \quad \tilde{Q}_{\lambda,a} = e^{-\beta (w_0 - \lambda_a)}.$$

Here $\tilde{Q}_{w,i}$ ($i = 0, \ldots, N - 1$) and $\tilde{Q}_{\lambda,a}$ ($a = 1, \ldots, n$) denote the (reorganized) Kähler parameters $t_{w,i}$ and $t_{\lambda,a}$ of the strip geometry $Y$, respectively. In fact for these examples, by direct computations, the equivariant $J$-function of $X$ and the brane partition function of $Y$ agree in this limit, and the $q$-difference equation (quantum curve) for the brane partition function reduces to the GKZ equation for the $J$-function. Thus, as a result of string theoretical discussions, a novel interpretation of the GKZ equation as a quantum curve is uncovered.

Now we will further proceed with the string dualities by applying the mirror symmetry. Via the local mirror symmetry, the open topological A-model on the strip geometry $Y$ turns to the open topological B-model on a local Calabi–Yau 3-fold

$$Y^\vee = \{(\omega_+, \omega_-, x, y) \in \mathbb{C}^2 \times (\mathbb{C}^*)^2 \mid \omega_+ \omega_- = A^K_Y(x, y)\},$$

where $A^K_Y(x, y) \in \mathbb{C}[x, y]$ is given by the classical limit of the $q$-difference operator $\tilde{A}^K_Y(\tilde{x}, \tilde{y})$ such that

$$q \to 1 \ (g_s \to 0), \quad (\tilde{x}, \tilde{y}) \to (x, y), \quad \tilde{A}^K_Y(\tilde{x}, \tilde{y}) \to A^K_Y(x, y) \in \mathbb{C}[x, y].$$

For the topological B-model on this local geometry, the remodeling conjecture [19] proposed by V. Bouchard, A. Klemm, M. Mariño, and S. Pasquetti is applicable, and the open topological B-model is studied systematically on the basis of the topological recursion. The key ingredient of this formalism is the spectral curve $\Sigma^K = \{(x, y) \in (\mathbb{C}^*)^2 \mid A^K_Y(x, y) = 0\}$, and higher genus open string free energies of the topological B-model are evaluated recursively. Then via the local mirror symmetry, one can (re)construct the brane partition function $Z^Y_{A\text{-brane}}(x)$ in (1.8). Therefore, by chasing the web of dualities in Fig. 1, we perceive that the GKZ equation would be reconstructible as a quantum curve by the topological recursion.

1.5. Plan of the paper. The organization of this paper is as follows. In Sect. 2 we review how the GKZ equations arise in the equivariant Gromov–Witten theory (and the mirror Landau–Ginzburg models) of $\mathbb{C}P^{N-1}$ and smooth Fano complete intersections of hypersurfaces in $\mathbb{C}P^{N-1}$. We also define the GKZ curve as the classical limit of the GKZ equations. In Sect. 3 we will summarize the necessary ingredients of the topological recursion and quantum curve in a nutshell. In Sect. 4 the WKB reconstruction of the GKZ equation will be discussed. If the GKZ equation is the second order differential equation, the (local) topological recursion [43] is applicable and the quantum curve is found manifestly by employing the method developed by the work of M. Mulase and P. Sułkowski [89]. In more general cases, we need to use the “global topological recursion” [15–17], and a quantum curve is reconstructible only for spectral curves which satisfy the admissibility condition considered in the work of V. Bouchard and B. Eynard.
2.1. J-function and GKZ equation. Let $X$ be a smooth projective variety. The (small) quantum cohomology ring $QH^*(X)$ is a generalization of the ordinary cohomology ring $H^*(X)$ arising from a deformation of the cup product referred to as quantum-cup product. The quantum cup product is specified by the intersection indices of holomorphic curves in $X$ with cycles which are Poincaré dual to elements in $H^*(X)$, and such indices are known as Gromov–Witten invariants of $X$. In the physics language (see a pedagogical exposition in [67]), the quantum cup product is realized by correlation functions for the cohomology elements of $X$.

**Definition 2.1.** Let $\overline{M}_{g,n}(X, \beta)$ denote the moduli space of stable maps from connected genus $g$ curves $C$ with $n$-marked points $p_1, \ldots, p_n$ to $X$ representing the class $\beta \in H_2(X)$. It carries a virtual fundamental class denoted by $[\overline{M}_{g,n}(X, \beta)]^{vir}$. Given classes $\gamma_1, \ldots, \gamma_n \in H^*(X)$, the correlation function $\langle \gamma_1, \ldots, \gamma_n \rangle_{g, \beta}$ is defined by

$$\langle \gamma_1, \ldots, \gamma_n \rangle_{g, \beta} = \int_{[\overline{M}_{g,n}(X, \beta)]^{vir}} \text{ev}_1^*(\gamma_1) \cup \cdots \cup \text{ev}_n^*(\gamma_n),$$

(2.1)

where $\text{ev}_i : \overline{M}_{g,n}(X, \beta) \to X$ ($i = 1, \ldots, n$) denotes the evaluation map at the $i$-th marked point such that $\text{ev}_i(C, p_1, \ldots, p_n, \phi) = \phi(p_i)$. Let $L_i$ ($i = 1, \ldots, n$) be the corresponding tautological line bundles over $\overline{M}_{g,n}(X, \beta)$. The correlation function for the gravitational descendants $\tau_k(\gamma)$ ($k \geq 0$) is defined by

$$\langle \tau_{k_1} \gamma_1, \ldots, \tau_{k_n} \gamma_n \rangle_{g, \beta} = \int_{[\overline{M}_{g,n}(X, \beta)]^{vir}} \prod_{i=1}^n c_1(L_i)^{k_i} \cup \text{ev}_i^*(\gamma_i).$$

(2.2)
In celebrated works [28,57,58] by Givental, an elegant framework to uncover profound aspects of the Gromov–Witten theory and mirror symmetry was proposed on the basis of the concept of “quantization”. In this framework, a generating function of the correlation functions with $n = 1$ marked point for the gravitational descendants referred to as $J$-function plays an important role. For our purpose, we investigate the restricted of the $J$-function to $H^2(X) \subset H^*(X)$, called small $J$-function. Taking generators $\beta_1, \ldots, \beta_r \in H_2(X, \mathbb{Z})$, we identify $H_2(X, \mathbb{Z}) \cong \mathbb{Z}^r$ and denote its elements by $d = (d_1, \ldots, d_r)$. We also take a basis $T_0 = 1, T_1, \ldots, T_m \in H^*(X)$ such that $T_1, \ldots, T_r$ give a basis of $H^2(X)$ and $T^0, \ldots, T^m \in H^*(X)$ are the dual basis with respect to the Poincaré pairing.

**Definition 2.2** ([28,57,58]). The (small) $J$-function of the smooth projective variety $X$ is $H^*(X) \otimes \mathbb{C}[[h^{-1}]]$-valued formal series defined as the generating function of the correlation function for $g = 0$ gravitational descendants:

$$J_X(x) = e^{(\tau_1 T_1 + \cdots + \tau_r T_r)/h} \left( 1 + \sum_d x^d \sum_{i=0}^{m} \sum_{k=0}^{\infty} h^{-k-1} \langle \tau_k T_i \rangle_{0,d} \cdot T^i \right)$$

$$= e^{(\tau_1 T_1 + \cdots + \tau_r T_r)/h} \left( 1 + \sum_d x^d e^{d}_1 \left( \frac{1}{h - c_1(\mathcal{L}_1)} \right) \right).$$

(2.3)

Here $t_1, \ldots, t_r$ denote the linear coordinates of $H^2(X)$ with respect to the basis $T_1, \ldots, T_r$, $d = (d_1, \ldots, d_r)$ runs all $d_i \geq 0$, and $x^d = x_1^{d_1} \cdots x_r^{d_r}$ where $x_i = e^{\beta_i}$. Also $e^{d}_1 : \overline{M}_{0,2}(X, \sum_{j=1}^{r} d_j \beta_j) \to X$ is the evaluation map at the 1st marked point.

In the following we consider the smooth Fano complete intersection $X = X_l$ of hypersurfaces in the projective space $\mathbb{C}P^{n-1}$ given by $n$ equations of degrees $l = (l_1, \ldots, l_n)$ with $l_1 + \cdots + l_n < N$. According to [57,58], the $(H^*(\mathbb{C}P^{n-1})$-valued) $J$-function is defined as

$$J_{X_l}(x) = e^{p/h} \sum_{d=0}^{\infty} x^d e^{d}_1(S_d(h)), \quad x = e^{\epsilon} \in \mathbb{C}^*,$n$$

$$S_d(h) = \frac{E_d}{h - c_1(\mathcal{L}_1)} \in H^*(\overline{M}_{0,2}(\mathbb{C}P^{n-1}, \beta)).$$

(2.4)

Here $p \in H^2(\mathbb{C}P^{n-1}, \mathbb{Z}) \subset H^2(\mathbb{C}P^{n-1})$ with $\langle \beta, p \rangle = 1$, $E_d$ denotes the Euler class of the vector bundle over $\overline{M}_{0,2}(\mathbb{C}P^{n-1}, \beta)$ with fiber $H^0(C, \phi^* H^{\otimes l_1} \oplus \cdots \oplus \phi^* H^{\otimes l_n})$, where $H^{\otimes l}$ is the $l$-th tensor power of the hyperplane line bundle over $\mathbb{C}P^{n-1}$. Also $e^{d}_1 : \overline{M}_{0,2}(\mathbb{C}P^{n-1}, \beta) \to \mathbb{C}P^{n-1}$ is the evaluation map at the 1st marked point.

As a generalization, the equivariant counterpart to the Gromov–Witten theory was also considered in [58]. For the $N$-dimensional torus $T$, we consider the natural $T$-action on $\mathbb{C}P^{n-1}$. Then we have the $T$-equivariant cohomology algebra

$$H^*_T(\mathbb{C}P^{n-1}) \cong \mathbb{C}[p, w]/((p - w_0) \cdots (p - w_{N-1}))$$

(2.5)

over $H^*(BT) = \mathbb{C}[w = (w_0, \ldots, w_{N-1})]$. In addition, the $n$-dimensional torus $T'$ action on the vector bundle $\bigoplus_{a=1}^n H^{\otimes l_a}$ with the equivariant parameters $\lambda = (\lambda_1, \ldots, \lambda_n)$ provides the $T'$-equivariant Euler class $e_{T'}$ such that

$$e_{T'} \left( \bigoplus_{a=1}^n H^{\otimes l_a} \right) = (l_1 p - \lambda_1) \cdots (l_n p - \lambda_n).$$

(2.6)
By replacing $p$, $E_d$, and $c_1(L_1)$ in (2.4) with their equivariant partners, we find the $J$-function for the equivariant Gromov–Witten theory.

By means of the localization of $S_d(h)$ to the fixed point set of the torus action on the moduli space $\mathcal{M}_{0,2}(\mathbb{C}P^{N-1}, d\beta)$, the $J$-functions of $\mathbb{C}P^{N-1}$ and the smooth complete intersection of hypersurfaces in $\mathbb{C}P^{N-1}$ are computed manifestly:

**Proposition 2.3 ([58]).** As the equivariant cohomology valued function with $p \in H^*_T(\mathbb{C}P^{N-1})$ (i.e. $\prod_{i=0}^{N-1}(p - w_i) = 0$), the $J$-function $J_{\mathbb{C}P^{N-1}_T(x)}$ for the equivariant Gromov–Witten theory of $X = \mathbb{C}P^{N-1}$ is given by

$$J_{\mathbb{C}P^{N-1}_T(x)} = e^{tp/h} \sum_{d=0}^{\infty} x^d \prod_{m=1}^{d}(p - w_0 + mh) \cdots \prod_{m=1}^{d}(p - w_{N-1} + mh).$$

(2.7)

And the $J$-function $J_{X_{l,w,\lambda}}(x)$ for the equivariant Gromov–Witten theory of the smooth Fano complete intersection $X_{l,w,\lambda}$ defined by $n$ equations of degrees $l = (l_1, \ldots, l_n)$ with $l_1 + \cdots + l_n < N$ in $\mathbb{C}P^{N-1}$ is given by

$$J_{X_{l,w,\lambda}}(x) = e^{tp/h} \sum_{d=0}^{\infty} x^d \prod_{m=0}^{d}(l_1 p - \lambda_1 + mh) \cdots \prod_{m=0}^{d}(l_n p - \lambda_n + mh).$$

(2.8)

In the context of quantum $D$-module, the action of the Heisenberg algebra $D:=\mathbb{C}[[h]][[\hat{x}]][\hat{y}]$ on the $J$-function and its annihilator $I$ are studied, here operators $\hat{x}$ and $\hat{y}$ act on $J_{X}(x)$ as (1.2).

**Proposition 2.4.** Let $X$ be a Fano manifold. Assume that the second cohomology group of $X$ has rank 1 and generates the total cohomology ring. Then there exists uniquely the differential operator $\hat{A}_X(\hat{x}, \hat{y}) \in I$ such that (i) $\hat{A}_X(\hat{x}, \hat{y})$ generates $I$, (ii) $\hat{A}_X(\hat{x}, \hat{y})$ is a monic polynomial with respect to $\hat{y}$. We also have $\hat{A}_X(\hat{x}, \hat{y}) \in D^{alg} := \mathbb{C}[[h]][\hat{x}][\hat{y}]$.

**Proof.** By the assumptions on the Fano manifold $X$, we could take a generator $p_1 \in H^2(X, \mathbb{C})$ of the algebra $H^*(X, \mathbb{C})$ such that the algebra homomorphism $\mathbb{C}[y] \to H^*(X, \mathbb{C})$, $P(y) \mapsto P(p_1)$ is surjective. The kernel $I_0$ of this homomorphism is a principal ideal generated by the monic polynomial $f$ of degree $m + 1$, where $\dim H^*(X, \mathbb{C}) = m + 1$. By division with remainder, we have the decomposition

$$\mathbb{C}[y] = I_0 \bigoplus \bigoplus_{j=0}^{m} \mathbb{C}y^j.$$

By this decomposition and using the discussion of the proof of Theorem 2.4 of [72], we obtain the decomposition of the Heisenberg algebra $D$:

$$D = I \oplus R, \quad (R:=\bigoplus_{j=0}^{m} \mathbb{C}[[h]][[\hat{x}]]y^j).$$

By this decomposition, we have $\hat{y}^{m+1} = f_1 + f_2 (f_1 \in I, \ f_2 \in R)$ and put $\hat{A}_X(\hat{x}, \hat{y}):=f_1$. Then $\hat{A}_X(\hat{x}, \hat{y})$ satisfies (ii). The left ideal $(\hat{A}_X(\hat{x}, \hat{y}))$ satisfies $(\hat{A}_X(\hat{x}, \hat{y})) \subset I$ and $D = (\hat{A}_X(\hat{x}, \hat{y})) \oplus R$. Then we have $(\hat{A}_X(\hat{x}, \hat{y})) = I$.

By the procedure of the proof of Theorem 2.4 of [72] and the fact that $X$ is a Fano manifold, we have the decomposition $\hat{y}^{m+1} = f_1 + f_2$ with $\hat{A}_X(\hat{x}, \hat{y}) = f_1 \in D^{alg}$ and $f_2 \in D^{alg}$. □
For the equivariant cases, we also define \( \hat{A}_X(\hat{x}, \hat{y}) \) in the same manner.

We call this differential operator \( \hat{A}_X(\hat{x}, \hat{y}) \) the quantum differential operator and we call the differential equation \( \hat{A}_X(\hat{x}, \hat{y})J_X(x) = 0 \) Gel’fand–Kapranov–Zelevinsky (GKZ) equation.

Givental also gave the explicit description of the GKZ equation for the \( J \)-functions in Proposition 2.3 (see Theorem 9.1, Corollary 9.2 and Theorem 9.5 of [58]).

**Proposition 2.5 ([58]).** The GKZ equation

\[
\hat{A}_{\mathbb{C}P_w^{N-1}}(\hat{x}, \hat{y})J_{\mathbb{C}P_w^{N-1}}(x) = 0, \tag{2.9}
\]

for the \( J \)-function \( J_{\mathbb{C}P_w^{N-1}}(x) \) for the equivariant Gromov–Witten theory of \( \mathbb{C}P_w^{N-1} \) is explicitly given by

\[
\hat{A}_{\mathbb{C}P_w^{N-1}}(\hat{x}, \hat{y}) = \prod_{i=0}^{N-1} (\hat{y} - w_i) - \hat{x}. \tag{2.10}
\]

And the GKZ equation

\[
\hat{A}_{X_{l;w,\lambda}}(\hat{x}, \hat{y})J_{X_{l;w,\lambda}}(x) = 0, \tag{2.11}
\]

for the \( J \)-function \( J_{X_{l;w,\lambda}}(x) \) for the equivariant Gromov–Witten theory of the smooth Fano complete intersection \( X_{l;w,\lambda} \) is explicitly given by

\[
\hat{A}_{X_{l;w,\lambda}}(\hat{x}, \hat{y}) = \prod_{i=0}^{N-1} (\hat{y} - w_i) - \hat{x} \prod_{m=1}^{l_1} (l_1 \hat{y} - \lambda_1 + m\hbar) \cdots \prod_{m=1}^{l_n} (l_n \hat{y} - \lambda_n + m\hbar). \tag{2.12}
\]

**2.2. Oscillatory integral and GKZ equation.** In the mirror theorem (see pedagogical expositions in [67]), a correspondence between the Gromov–Witten theory of smooth Fano manifold \( X \) with \( \dim H^2(X, \mathbb{C}) = 1 \) and the Landau–Ginzburg model with potential function

\[
W(\cdot, x) : (\hat{\mathbb{C}}^*)^k \to \mathbb{C}, \quad (u_1, \ldots, u_k; x) \mapsto W(u_1, \ldots, u_k; x), \tag{2.13}
\]

is considered. Here \( \hat{\mathbb{C}}^* \) is the universal covering of \( \mathbb{C}^* \), and \( x \) is a deformation parameter of the potential function. For the equivariant Gromov–Witten theory of \( X = \mathbb{C}P_w^{N-1} \) (\( X = \mathbb{C}P_{w,\lambda}^{N-1} \) in short) and the smooth Fano complete intersection of degrees \( l_a \) (\( a = 1, \ldots, n \)) hypersurfaces in \( \mathbb{C}P_w^{N-1} \) with \( l_1 + \cdots + l_n < N \) (\( X = X_{l;w,\lambda} \) in short), the mirror Landau–Ginzburg potential \( W_X \) is given as follows.

**Definition 2.6 ([28,58]).** For \( X = \mathbb{C}P_w^{N-1} \), the mirror Landau–Ginzburg potential \( W_{\mathbb{C}P_w^{N-1}}(\cdot; x) : (\hat{\mathbb{C}}^*)^{N-1} \to \mathbb{C} \) is defined by

\[
W_{\mathbb{C}P_w^{N-1}}(u_1, \ldots, u_{N-1}; x) = \sum_{i=1}^{N-1} (u_i + w_i \log u_i) + \frac{x}{u_1 \cdots u_{N-1}} + w_0 \log \left( \frac{x}{u_1 \cdots u_{N-1}} \right), \tag{2.14}
\]
where $x = e^t \in \mathbb{C}^*$. For $X = X_{t,w,\lambda}$, the mirror Landau–Ginzburg potential $W_{X_{t,w,\lambda}}(\cdot; x): (\mathbb{C}^*)^{N-1} \times (\mathbb{C}^*)^n \to \mathbb{C}$ is defined by

$$W_{X_{t,w,\lambda}}(u_1, \ldots, u_{N-1}, v_1, \ldots, v_n; x)$$

$$= \sum_{i=1}^{N-1} (u_i + w_i \log u_i) - \sum_{a=1}^n (v_a + \lambda_a \log v_a) + \frac{v_1^l \cdots v_n^l}{u_1 \cdots u_{N-1}^r} x$$

$$+ w_0 \log \left( \frac{v_1^l \cdots v_n^l}{u_1 \cdots u_{N-1}^r} x \right). \quad (2.15)$$

Here we introduce the notion of critical set.

**Definition 2.7.** Let $\text{Crit} \subset (\mathbb{C}^*)^k \times \mathbb{C}^*$ be the critical set of $W$ defined by

$$\text{Crit} = \left\{ (u_1^{(c)}, \ldots, u_k^{(c)}; x) \in (\mathbb{C}^*)^k \times \mathbb{C}^* \mid \frac{\partial}{\partial u_i} W(u_1^{(c)}, \ldots, u_k^{(c)}; x) = 0 (i = 1, \ldots, k) \right\}.$$ 

For any fixed $x$, the image $u^{(c)} = (u_1^{(c)}, \ldots, u_k^{(c)}) \in (\mathbb{C}^*)^k$ of a point $(u^{(c)}; x) \in \text{Crit} \cap ((\mathbb{C}^*)^k \times \{x\})$ by the isomorphism $(\mathbb{C}^*)^k \times \{x\} \to (\mathbb{C}^*)^k$ is called a critical point of $W(\cdot; x)$. The value $W(u^{(c)}; x)$ at a critical point $u^{(c)}$ is called a critical value.

In what follows, for any fixed $x$, we assume that all critical points of $W$ are non-degenerate. Then, for each $h$, we associate the critical point $u^{(c)}$ with the **Lefschetz thimble** $\Gamma$: It is a relative 1-cycle in $(\mathbb{C}^*)^k$ which is the real 1-parameter family of $(k-1)$-cycles (called vanishing cycles) in the Milnor fiber of $W^{-1}(w)$, where $w$ lies on the half-line $[W(u^{(c)}) + r e^{i(\pi+\arg h)} \mid r \geq 0]$ emanating from the critical value $W(u^{(c)}; x)$, and the $(k-1)$-cycle tends to a point when $w \to W(u^{(c)}; x)$ along the half line. In this section we assume that $x$ and $h$ are chosen so that the half line $[W(u^{(c)}; x) + r e^{i(\pi+\arg h)} \mid r \geq 0]$ associated with a critical point $u^{(c)}$ never hits critical values of $W(\cdot; x)$; then the (equivariant) oscillatory integral defined below has the so-called saddle point expansion of the form (2.25) below.

For a Lefschetz thimble $\Gamma$ we consider the (equivariant) oscillatory integral $\mathcal{I}(x)$ of the type

$$\mathcal{I}(x) = \int_{\Gamma} \frac{1}{h} e^{\frac{1}{h} W(u_1, \ldots, u_k; x)} \zeta(u_1, \ldots, u_k; x), \quad (2.16)$$

where $\zeta(u_1, \ldots, u_k; x)$ denotes a $k$-form on $(\mathbb{C}^*)^k$.

**Definition 2.8** ([28, 58]). The oscillatory integral $\mathcal{I}_{\mathbb{C}P^{N-1}}(x)$ for the projective space $X = \mathbb{C}P^{N-1}$ is defined by

$$\mathcal{I}_{\mathbb{C}P^{N-1}}(x) = \int_{\Gamma} \prod_{i=1}^{N-1} \frac{d u_i}{u_i} e^{\frac{1}{h} W_{\mathbb{C}P^{N-1}}(u_1, \ldots, u_{N-1}; x)}. \quad (2.17)$$
The oscillatory integral $I_{X_l;w,\lambda}(x)$ for the Fano complete intersection in the projective space $X = X_l;w,\lambda$ is defined by the Laplace transform of the oscillatory integral for $X = \mathbb{CP}^{N-1}_w$. 

$$I_{X_l;w,\lambda}(x) = \int_0^\infty du_1 \cdots \int_0^\infty du_n e^{-\sum_{a=1}^n (v_a + \lambda a \log v_a)} \frac{T_{\mathbb{CP}^{N-1}_w}(v_1 \cdots v_n, x)}{u_1 \cdots u_n}.$$ 

(2.18)

The mirror symmetry between the $J$-function $J_{X_l;w,\lambda}(x)$ for the Gromov–Witten theory and the oscillatory integral $I_{X_l;w,\lambda}(x)$ for the mirror Landau–Ginzburg model is given by the proposition below:

**Proposition 2.9.** The oscillatory integrals $I_X(x)$ for $X = \mathbb{CP}^{N-1}_w$ and $X = X_l;w,\lambda$ obey the GKZ equations (2.9) and (2.11), respectively:

$$\widehat{A}_X(\widehat{\chi}, \widehat{\gamma}) I_X(x) = 0, 
\tag{2.19}$$

where operators $\widehat{\chi}$ and $\widehat{\gamma}$ act on $I_X(x)$ as (1.2).

The claim of Proposition 2.9 is essentially found in [58] for the equivariant $\mathbb{CP}^{N-1}$ and in [28] for non-equivariant models, although the claim for $X = X_l;w,\lambda$ is not mentioned manifestly. We will give a proof of this Proposition in Appendix B.1.

2.3. GKZ curves. Let $X$ be a Fano manifold with the assumptions of Proposition 2.4. We first define the classical limit $A_X(x, y)$ of the quantum differential operator $\widehat{A}_X(\widehat{\chi}, \widehat{\gamma})$ by

$$A_X(x, y) := \lim_{\hbar \to 0, (\widehat{\chi}, \widehat{\gamma}) \to (x, y)} \widehat{A}_X(\widehat{\chi}, \widehat{\gamma}) \in \mathbb{C}[x, y].$$

Then we define the **GKZ curve** $\Sigma_X$ for $X$ by

$$\Sigma_X = \{(x, y) \in \mathbb{C}^2 \mid A_X(x, y) = 0\}. 
\tag{2.20}$$

As is mentioned in the introduction, our goal is to show that the GKZ equations (2.9) for $X = \mathbb{CP}^{N-1}_w$ and (2.11) for $X = X_l;w,\lambda$ are reconstructed from the GKZ curve (2.20) by the topological recursion.

As is proved in Corollary 2.5 of [72], the classical limit $A_X(x, y)$ of the quantum differential operator gives the defining ideal of the quantum cohomology ring of $X$.

A part of Mirror symmetry asserts that the quantum cohomology ring of $X$ is isomorphic to the function ring of the critical set $\text{Crit}$ of the corresponding Landau–Ginzburg potential $W$. This leads to an alternative description of the GKZ curve:

**Proposition 2.10.** For the cases of the projective space $X = \mathbb{CP}^{N-1}_w$ and Fano complete intersection $X_l;w,\lambda$, the GKZ curve $\Sigma_X$ coincides with the image $\text{Im } \iota$ of critical set, where

$$\iota : \text{Crit} \to \mathbb{C}^* \times \mathbb{C}, \quad (u_1^{(c)}, \ldots, u_k^{(c)}; x) \mapsto \left(x, x \frac{d}{dx} W_X(u_1^{(c)}, \ldots, u_k^{(c)}; x)\right).$$
Proof. We check them directly for the cases of the projective space $X = \mathbb{P}_w^{N-1}$ and Fano complete intersection $X_{l;w,\lambda}$.

(1) Projective space $\mathbb{P}_w^{N-1}$: 
The GKZ curve $A_{\mathbb{P}_w^{N-1}}(x, y) = 0$ is found from the relations

$$y(x) = x \frac{\partial W_{\mathbb{P}_w^{N-1}}(u_1, \ldots, u_{N-1}; x)}{\partial x} = \frac{x}{u_1 \cdots u_{N-1}} + w_0,$$

$$0 = \frac{\partial W_{\mathbb{P}_w^{N-1}}(u_1, \ldots, u_{N-1}; x)}{\partial u_i} = 1 + \frac{w_i}{u_i} - \frac{1}{u_i} \frac{x}{u_1 \cdots u_{N-1}} - \frac{w_0}{u_i}. \quad (2.21)$$

By eliminating $u_i$ ($i = 1, \ldots, N - 1$) from the above relations, we obtain a polynomial constraint equation

$$A_{\mathbb{P}_w^{N-1}}(x, y) = \prod_{i=0}^{N-1} (y - w_i) - x = 0 \quad (2.22)$$

which agrees with the classical limit of the differential operator (2.10).

(2) Fano complete intersection $X_{l;w,\lambda}$: 
The GKZ curve $A_{X_{l;w,\lambda}}(x, y) = 0$ is found from the relations

$$y(x) = x \frac{\partial W_{X_{l;w,\lambda}}(u_1, \ldots, u_{N-1}, v_1, \ldots, v_n; x)}{\partial x} = \frac{x}{u_1 \cdots u_{N-1}} + w_0,$$

$$0 = \frac{\partial W_{X_{l;w,\lambda}}(u_1, \ldots, u_{N-1}, v_1, \ldots, v_n; x)}{\partial u_i} = 1 + \frac{w_i}{u_i} - \frac{1}{u_i} \frac{x}{u_1 \cdots u_{N-1}} - \frac{w_0}{u_i}. \quad (2.23)$$

Eliminating $u_i$ ($i = 1, \ldots, N - 1$) and $v_a$ ($a = 1, \ldots, n$) from the above relations, we obtain a polynomial constraint equation

$$A_{X_{l;w,\lambda}}(x, y) = \prod_{i=0}^{N-1} (y - w_i) - x \prod_{a=1}^{n} (l_a y - \lambda_a)^{l_a} = 0 \quad (2.24)$$

which agrees with the classical limit of the differential operator (2.12). □

The embedding $\iota$ could be explained from the following observation. From the view point of Landau–Ginzburg models, the GKZ curve can be obtained from the leading
behavior of saddle point approximation of the equivarient oscillatory integral when $\hbar \to 0$:
\[
I_X(x) \sim \exp \left( \frac{1}{\hbar} W_X(u^{(c)}; x) \right) \left( -2\pi \hbar \right)^{k/2} \frac{g(u^{(c)})}{\sqrt{\text{Hess}(u^{(c)})}} \left( 1 + \sum_{m=1}^{\infty} \hbar^m I_m(x) \right),
\]
(2.25)

where $u^{(c)} = (u_1^{(c)}, \ldots, u_k^{(c)})$ is the critical point of $W_X(\cdot; x)$ for the Lefschetz thimble $\Gamma$, $\text{Hess}(u^{(c)}) = \det(\partial_{u_i} \partial_{u_j} W_X(u; x))|_{u=u^{(c)}}$ is the Hessian of $W_X(\cdot; x)$ at $u^{(c)}$, and we wrote $\zeta = g(u_1, \ldots, u_k)du_1 \cdots du_k$. Note that the right hand side of (2.25) is usually divergent, so this is understood as an asymptotic expansion. We can also arrange the right hand side of (2.25) into a WKB form as
\[
I_X(x) \sim \exp \left( \sum_{m=0}^{\infty} \hbar^{m-1} S_m(x) \right)
(2.26)
\]
(where overall factor $(-2\pi \hbar)^{k/2}$ is omitted). The leading term
\[
S_0(x) = W_X(u^{(c)}; x)
(2.27)
\]
is the critical value of $W_X$. Adopting (2.26) to $\hat{A}_X(x, \hbar x \partial_x)I_X(x) = 0$, then we find the semi-classical limit of the differential operator $\hat{A}_X(\hat{x}, \hat{y})$ [41]:
\[
0 = \lim_{\hbar \to 0} \left( e^{-\frac{1}{\hbar} S_0(x)} \hat{A}_X(\hat{x}, \hat{y}) e^{\frac{1}{\hbar} S_0(x)} e^{\sum_{m=1}^{\infty} \hbar^{m-1} S_m(x)} \right) = A_X \left( x, x \frac{d}{dx} S_0(x) \right) e^{S_1(x)}.
(2.28)
\]

For the critical value $S_0(x) = W_X(u^{(c)}; x)$, we obtain an equation:
\[
A_X \left( x, y(x) \right) = 0, \quad y(x) = x \frac{d}{dx} W_X(u^{(c)}; x).
(2.29)
\]

### 2.4. Asymptotics of the coefficients. In Sect. 4 we will compare the asymptotic expansion of oscillatory integral to a wave function constructed via topological recursion applied to the GKZ curve $A_X(x, y) = 0$, for $X = \mathbb{C}P^{N-1}$ and $X_{l_1, \ldots, l_n}$ with $l_1 = \cdots = l_n = 1 (X_{l_1, \ldots, l_n}$ for short). For the purpose, we investigate the asymptotic behavior of the coefficients $I_m(x)$ in the expansion (2.25) when $x$ tends to $\infty$.

In this subsection we consider the case $X = X_{l_1, \ldots, l_n}$:

\[
W_X = \sum_{i=1}^{N-1} (u_i + w_i \log u_i) - \sum_{a=1}^{n} (v_a + \lambda_a \log v_a)
+ \frac{v_1 \cdots v_n}{u_1 \cdots u_{N-1}} x + w_0 \log \left( \frac{v_1 \cdots v_n}{u_1 \cdots u_{N-1}} \right).
\]

$(X = \mathbb{C}P^{N-1}$ is included as the case of $n = 0$.) It is easy to check that, at a critical point $(u^{(c)}, v^{(c)}) = (u_1^{(c)}, \ldots, u_{N-1}^{(c)}, v_1^{(c)}, \ldots, v_n^{(c)})$,
\[
u_i^{(c)} + w_i - w_0 = v_a^{(c)} + \lambda_a - w_0 = \frac{v_1^{(c)} \cdots v_n^{(c)}}{u_1^{(c)} \cdots u_{N-1}^{(c)}} x
(2.30)
holds for any $i$ and $a$. Since the right hand side of (2.30) is independent of $i$ and $a$, we can write all $u^{(c)}_i$ and $v^{(c)}_a$ in terms of $u^{(c)}_1$:

$$u^{(c)}_i = u^{(c)}_1 + w_1 - w_i, \quad v^{(c)}_a = u^{(c)}_1 + w_1 - \lambda_a \quad (i = 1, \ldots, N - 1, \ a = 1, \ldots, n).$$

Therefore, $u^{(c)}_1$ must be a solution of the algebraic equation

$$\prod_{i=0}^{N-1} (u^{(c)}_1 + w_1 - w_i) - x \prod_{a=1}^{n} (u^{(c)}_1 + w_1 - \lambda_a) = 0. \quad (2.31)$$

Hence, for generic $w_i$ and $\lambda_a$, there are exactly $N$ critical points of $W_X$. These critical points define $N$ Lefschetz thimbles, and hence we have $N$ independent solutions of the GKZ equation.

**Lemma 2.11.** The asymptotic behavior of a critical point of $W_X$ for large $x$ is given by one of the following:

(i) For any fixed $p = 1, \ldots, N - n$, there exists a critical point $(u^{(c)}, v^{(c)})$ of $W_X$ behaves as

$$u^{(c)}_i = \zeta^p x^{\frac{1}{N-n}} (1 + O(x^{-\frac{1}{N-n}})), \quad v^{(c)}_a = \zeta^p x^{\frac{1}{N-n}} (1 + O(x^{-\frac{1}{N-n}})) \quad (2.32)$$

when $x \to \infty$. Here $\zeta = \exp(2\pi i / (N-n))$ is the primitive $(N-n)$-th root of unity.

(ii) For any fixed $b = 1, \ldots, n$, there exists a critical point $(u^{(c)}, v^{(c)})$ of $W_X$ behaves as

$$u^{(c)}_i = (\lambda_b - w_i) + c_b x^{-1} + O(x^{-2}), \quad v^{(c)}_a = (\lambda_b - \lambda_a) + c_b x^{-1} + O(x^{-2}) \quad (2.33)$$

when $x \to \infty$. Here

$$c_b = \prod_{i=0}^{N-1} (\lambda_b - w_i) \prod_{a=1}^{n} (\lambda_b - \lambda_a).$$

The claim follows easily from the equations (2.30) and (2.31) for the critical points. Let us look at the asymptotic expansion (2.25) of $I_X$ for our case:

$$I_X(x) \sim \exp \left( \frac{1}{\hbar} W_X(u^{(c)}, v^{(c)}; x) \right) \frac{(-2\pi \hbar)^{\frac{N+n-1}{2}}}{u^{(c)}_1 \cdots u^{(c)}_{N-1} \sqrt{\text{Hess}(u^{(c)}, v^{(c)})}} \left( 1 + \sum_{m=1}^{\infty} \hbar^m \mathcal{I}_m(x) \right). \quad (2.34)$$

Using Lemma 2.11, we can prove
Proposition 2.12.
(i) The factor \( (u^{(c)}_1 \cdots u^{(c)}_{N-1})^{-1} (\text{Hess}(u^{(c)}, v^{(c)}))^{-1/2} \) in (2.34) behaves when \( x \to \infty \) as

\[
\frac{1}{u^{(c)}_1 \cdots u^{(c)}_{N-1} \sqrt{\text{Hess}(u^{(c)}, v^{(c)})}} = \begin{cases} 
O(x^{-\frac{N-n-1}{2(N-n)}}) & \text{in the case of (2.32)}, \\
O(x^{-1}) & \text{in the case of (2.33)}. 
\end{cases}
\]

(ii) For \( m \geq 1 \), the coefficient \( I_m(x) \) in the asymptotic expansion (2.34) behaves as

\[
I_m(x) = \begin{cases} 
O(x^{-\frac{1}{2(N-n)}}) & \text{in the case of (2.32)} \\
O(1) & \text{in the case of (2.33)} 
\end{cases}
\]

when \( x \to \infty \).

We will give a proof of Proposition 2.12 in Appendix B.2.

Proposition 2.12 (i) implies that, if we arrange the asymptotic expansion (2.34) into WKB form as (2.26), then

\[
\lim_{x \to \infty} S_m(x) = 0 \quad \text{for } m \geq 2
\]

if the corresponding critical point behaves as (2.32) when \( x \to \infty \). This property is used to compare the wave function and oscillatory integral.

3. Quantum Curves and Topological Recursion

Quantization of a spectral curve \( \Sigma \) (or a quantum curve, for short) is formulated as an \( h \)-deformed differential equation, whose semi-classical limit \( h \to 0 \) yields \( \Sigma \). In this section, under a general setting, we will briefly summarize how to construct quantum curves by the topological recursion.

3.1. Spectral curves and quantum curves.

Definition 3.1 (Spectral curve [16, 43]). A spectral curve is a triple \( (\Sigma, x, y) \), where \( C \) is a Torelli marked compact Riemann surface and \( x, y : C \to \mathbb{C} \) are meromorphic functions, such that the zeroes of \( dx \) do not coincide with the zeroes of \( dy \).

The meromorphic functions \( x, y \) must satisfy an absolutely irreducible equation of the form \( A(x, y) = \sum_{i, j} A_{i,j} x^i y^j = 0 \). We will just simply denote a spectral curve by

\[
\Sigma = \left\{ (x, y) \in \mathbb{C}^2 \mid A(x, y) = 0 \right\},
\]

after the parametrization \( (x, y) = (x(z), y(z)) \) of \( \Sigma \) by \( z \in C \) is fixed. We will show the meromorphic functions \( x(z) \) and \( y(z) \) which parametrize the GKZ curves in Sect. 4.

Remark 3.2. From the viewpoint of the quantum curve or the WKB analysis, it is natural to regard that \( (x, y) \) is an affine coordinate of the cotangent bundle of \( C \), where \( x \) (resp. \( y \)) represents the coordinate of the base (resp. fiber) of the cotangent bundle (e.g. [40]). In particular, the spectral curve \( \Sigma \) is equipped with the 1-form

\[
\omega(x) = y(x) \, dx,
\]

which is the restriction of the canonical 1-form in the cotangent bundle \( T^* \mathbb{C} \cong \mathbb{C}^2 \).
**Definition 3.3 (Quantum curve).** A quantum curve is a triple \((\hat{A}(\hat{x}, \hat{y}), A(x, y), \psi(x))\) where \(\psi(x)\) is a function, \(\hat{A}(\hat{x}, \hat{y})\) is a differential operator with
\[
\hat{x} \psi(x) = x \psi(x), \quad \hat{y} \psi(x) = \hbar \frac{d}{dx} \psi(x),
\] (3.3)
for the operators \(\hat{x}\) and \(\hat{y}\),\(^6\) and \(A(x, y)\) is an irreducible polynomial of \(x, y\) satisfying the following conditions:
- \(\hat{A}\) is a (possibly infinite-order) differential operator such that
  \[
  \hat{A}(\hat{x}, \hat{y}) \psi(x) = 0.
  \] (3.4)
- \(\psi(x)\) has the following expression (WKB solution):
  \[
  \psi(x) = \exp \left( \frac{1}{\hbar} \int x \omega(x) + O(\hbar^0) \right).
  \] (3.5)
- By taking the semi-classical limit \(\hbar \to 0\), we have \(A(x, y)\):
  \[
  \hbar \to 0, \quad (\hat{x}, \hat{y}) \to (x, y), \quad \hat{A}(\hat{x}, \hat{y}) \to A(x, y) \in \mathbb{C}[[x, y]].
  \]
We call the function \(\psi(x)\) a wave function. We also call the equation (3.4) a quantum curve for short.

In Sect. 3.3, following [16] we will define the wave function associated with a spectral curve \(\Sigma_1\) (Definition 3.11) defined by the topological recursion in Sect. 3.2, and give a construction of a quantum curve which annihilates it.

**Remark 3.4.** For our purpose, we will regard \(x\) as a coordinate of \(\mathbb{C}^*\):
\[
\Sigma = \left\{ (x, y) \in \mathbb{C}^* \times \mathbb{C} \mid A(x, y) = 0 \right\},
\] (3.6)
since we use \(x = e^t \in \mathbb{C}^*\) as a coordinate when we regard GKZ curve \(\Sigma_X\) as a spectral curve. The spectral curve is a subset of \(T^*\mathbb{C}^* \cong \mathbb{C}^* \times \mathbb{C}\). Then we use
\[
\omega(x) = y(x) \frac{dx}{x},
\] (3.7)
as the counterpart of (3.2), and the quantum curve is similarly defined as Definition 3.3 by\(^7\)
\[
\hat{x} \psi(x) = x \psi(x), \quad \hat{y} \psi(x) = \hbar x \frac{d}{dx} \psi(x).
\]

**Remark 3.5.** On the one hand, in the local mirror symmetry discussed in Sect. 5, spectral curves which are algebraic in exponentiated variables \(x, y \in \mathbb{C}^*\) appear. Then the corresponding quantum curve is defined by\(^8\)
\[
\hat{x} \psi(x) = x \psi(x), \quad \hat{y} \psi(x) = \psi(e^\hbar x),
\]
with the commutation relation \(\hat{y} \hat{x} = e^{\hbar^2} \hat{x} \hat{y}\). Here the counterpart of (3.2) in this case is given by
\[
\omega(x) = \log y(x) \frac{dx}{x},
\] (3.8)
\(^6\) We remark that the operators \(\hat{x}\) and \(\hat{y}\) obey the commutation relation \([\hat{y}, \hat{x}] = \hbar\).
\(^7\) The commutation relation becomes \([\hat{y}, \hat{x}] = x \hbar\) which is sightly modified from the previous one.
\(^8\) Using the operators \(\hat{x}\) and \(\hat{y}\) in (3.3) one can represent operators \(\hat{x}\) and \(\hat{y}\) as \(\hat{x} = e^\hat{x}\) and \(\hat{y} = e^\hat{y}\).
3.2. Topological recursion. For a spectral curve $\Sigma = (C, x, y)$, one can (re)construct the wave function as the WKB expansion via the topological recursion. Before describing the reconstruction we will firstly review the (local) topological recursion defined for $\Sigma$ with only simple ramification points [43], and also review the (global) topological recursion defined for $\Sigma$ with arbitrary ramification points [15–17]. In the following we use

- $\omega(x(z)) = y(z)dx(z)$ if $(x, y)$ is a coordinate of $\mathbb{C}^2$.
- $\omega(x(z)) = y(z)\frac{dx(z)}{x(z)}$ if $(x, y)$ is a coordinate of $\mathbb{C}^* \times \mathbb{C}$ (see Remark 3.4).
- $\omega(x(z)) = \log y(z)\frac{dx(z)}{x(z)}$ if $(x, y)$ is a coordinate of $(\mathbb{C}^*)^2$ (see Remark 3.5).

3.2.1. Local topological recursion for simple ramified spectral curves Let $\Sigma$ be a spectral curve whose all branch points (zeros of $x$) are simple. Let $R$ be the set of all ramification points in $C$. Then near each ramification point $q \in R \subset C$ one can take a local coordinate $z \in C$ and find a unique conjugate point $\overline{z} = \sigma_q(z) \neq z$, where $\sigma_q$ is the local Galois conjugation of $\Sigma$ near $q$.

**Definition 3.6 ([43]).** For a simple ramified spectral curve $\Sigma$, the symmetric meromorphic differentials $\omega^{(g)}_n (g \in \mathbb{Z}_{\geq 0})$ on $C^n$ for $(g, n) \neq (0, 1), (0, 2)$ are recursively defined by the local topological recursion

$$
\omega^{(g)}_{n+1}(z, z_N) = \sum_{q \in R} \text{Res}_{w=q} \frac{1}{\omega(x(w))} \left( \frac{B(w, z,w)}{\omega(x(w))} \right) \left( \omega^{(g-1)}_{n+2}(w, z_N) \right)
\quad + \sum_{\ell=0}^g \sum_{\emptyset \neq J \subseteq N} \omega^{(g-\ell)}_{|J|+1}(w, z_J)\omega^{(\ell)}_{|N| - |J| + 1}(\overline{w}, z_N \setminus J),
$$

(3.9)

with initial inputs

$$
\omega^{(0)}_1(z) = 0, \quad \omega^{(0)}_2(z_1, z_2) = B(z_1, z_2),
$$

in addition to the 1-form $\omega(x(z))$ on $C$, where $z_N = \{z_1, \ldots, z_n\}$, $N = \{1, \ldots, n\} \supset J = \{i_1, \ldots, i_j\}$, $N \setminus J = \{i_{j+1}, \ldots, i_n\}$. Here $B(z_1, z_2)$ is the Bergman kernel on $C^2$, which is a bi-differential and holomorphic except $z_1 = z_2$, defined uniquely by

- $B(z_1, z_2) = B(z_2, z_1)$,
- $B(z_1, z_2) \sim \frac{dz_1 dz_2}{(z_1 - z_2)^2} + \text{reg.}$
- $\oint_{A_i} B(z_1, z_2) = 0$,

where $A_i$ ($i = 1, \ldots, \text{genus of } C$) are canonical A-cycles (recall that $C$ is Torelli marked).

**Example 3.7.** For the case $C = \mathbb{C}P^1$, the Bergman kernel is given by

$$
B(z_1, z_2) = \frac{dz_1 dz_2}{(z_1 - z_2)^2}.
$$

(3.10)
Global topological recursion for arbitrary ramified spectral curves

The local topological recursion in Definition 3.6 is applicable only for simple ramified spectral curves. In [15–17] it was proposed the global topological recursion which is also applicable for arbitrary ramified spectral curves. Consider a spectral curve with degree \( r \) of \( x \) defined by

\[
A(x, y) = \sum_{k=0}^{r} a_{r-k}(x) y^k = 0, \quad x, y \in \mathbb{C} \text{ or } \mathbb{C}^*,
\]

where \( a_k(x) \) are polynomials of \( x \). Let \( R \) be the set of all ramification points on the \( x \)-plane, and \( \sigma_q \) be the local Galois conjugation of \( \Sigma \) near \( q \in R \subset C \). For a local coordinate \( z \in C \), one finds a set \( \sigma_q(z) \) of \( r - 1 \) points near each ramification point \( q \).

**Definition 3.8** ([15–17]). For a multi-ramified spectral curve \( \Sigma \) defined by (3.11), the symmetric meromorphic differentials \( \omega_n^{(g)} \) \((g \in \mathbb{Z}_{\geq 0})\) on \( \mathbb{C}^n \) for \((g, n) \neq (0, 1), (0, 2)\) are recursively defined by the global topological recursion

\[
\omega_n^{(g)}(z, z_N) = \sum_{q \in R} \text{Res}_{w=q} \left( \sum_{k=1}^{r-1} \sum_{\beta(w) \subseteq \sigma_q(w)} (-1)^{k+1} \int_{w}^{\infty} B(\cdot, z) \prod_{b_w \in \beta(w)} (\omega(x(w)) - \omega(x(b_w))) \right) \\
\times \mathcal{R}^{(k+1)} \omega_n^{(g)}(w, \beta(w); z_N),
\]

with initial inputs

\[
\omega_1^{(0)}(z) = 0, \quad \omega_2^{(0)}(z_1, z_2) = B(z_1, z_2),
\]

in addition to the 1-form \( \omega(x(z)) \) on \( C \), where

\[
\mathcal{R}^{(k)} \omega_n^{(g)}(w_K; z_N) = \sum_{\mu \in \mathcal{P}(K)} \sum_{\ell(\mu) = N} \sum_{\ell(\mu) = g + \ell(\mu) - k} \left( \prod_{i=1}^{\ell(\mu)} \omega_{\ell(\mu)}(w_K; z_N) \right).
\]

Here \( z_N = \{z_1, \ldots, z_n\} \) (resp. \( w_K = \{w_1, \ldots, w_k\} \)) for \( N = \{1, \ldots, n\} \) (resp. \( K = \{1, \ldots, k\} \)), \( \beta(w) \subseteq_k \sigma_q(w) \) means \( \beta(w) \subseteq \sigma_q(w) \) with \( |\beta(w)| = k \), \( \mathcal{P}(K) \) is the set of partitions of \( K \), \( \ell(\mu) \) is the number of subsets in the set partition \( \mu \), and the symbol \( \uplus \) means the pairwise disjoint union. \( w_\ast \) is a reference point on \( \Sigma \) and we see that \( \omega_n^{(g)} \)'s do not depend on it.

**Remark 3.9.** For simple ramified spectral curves, the global topological recursion in Definition 3.8 is equivalent to the local topological recursion in Definition 3.6.

3.3. Reconstruction of quantum curves by topological recursion. By the symmetric meromorphic differentials \( \omega_n^{(g)} \) on \( \mathbb{C}^n \) defined by the topological recursion (3.9) or (3.12), one can (re)construct the wave function as the WKB expansion. For the reconstruction we define the divisor \( D \) for the integration contour of \( \omega_n^{(g)} \)'s as follows.
**Definition 3.10.** Let $D$ denote the degree 0 divisor on $C$ with $q_k \in C$ such that

$$D = \sum_k d_k[q_k], \quad \deg D = \sum_k d_k = 0.$$ 

For the degree 0 divisor $D$, an integration of a meromorphic 1-form $\alpha$ on $C$ is defined by

$$\int_D \alpha = \sum_k d_k \int_{q_k} \alpha,$$

where $b \in C$ is an arbitrary reference point, and the integration contours are assumed to not intersect with the homology 1-cycles of $C$. In fact, each integral $\int_D \alpha$ does not depend on the choice of the reference point $b$, because the integration divisor $D$ obeys $\deg D = 0$.

On the basis of this notation the wave function is reconstructed as:

**Definition 3.11 (Reconstructing WKB).** The wave function $\psi(D)$ associated with a spectral curve $\Sigma$ and degree 0 divisor $D$ is defined by

$$\psi(D) = \exp \left[ \frac{1}{\hbar} \int_D \hat{\omega}_1^{(0)}(z_1) + \frac{1}{2} \int_D \int_D \hat{\omega}_2^{(0)}(z_1, z_2) \right. \left. + \sum_{(g,n) \neq (0,1),(0,2)} \frac{1}{n!} \hbar^{2g-2+n} \int_D \cdots \int_D \omega_n^{(g)}(z_1, \ldots, z_n) \right],$$

where $z \in C$ is away from ramification points. Here we have defined

$$\hat{\omega}_1^{(0)}(z_1) = \omega(x(z_1)), \quad \hat{\omega}_2^{(0)}(z_1, z_2) = B(z_1, z_2) - \frac{dx(z_1)dx(z_2)}{(x(z_1) - x(z_2))^2}.$$ 

In this reconstruction the leading and subleading integrals $\int_D \hat{\omega}_1^{(0)}(z_1)$ and $\int_D \int_D \hat{\omega}_2^{(0)}(z_1, z_2)$ should be regularized so as to remove divergence by an overall normalization factor for $\psi(D)$.

In [16], by the global topological recursion (3.12) the quantum curve which annihilates the wave function in (3.13) was reconstructed systematically for a special class of the spectral curve. Here we will review their elegant results of the WKB reconstruction of quantum curves. In the following, we consider the spectral curve in $\mathbb{C}^2$ as

$$\Sigma = \left\{ (x, y) \in \mathbb{C}^2 \ \Big| \ P(x, y) = \sum_{k=0}^r p_k(x)y^{r-k} = 0 \right\},$$

where $p_k(x)$ are polynomials of $x$. The special class of the spectral curve $\Sigma$ discussed in [16] is referred to as admissible. The admissibility condition is defined by the Newton polygon $\Delta$ for the defining polynomial $P(x, y)$ of the spectral curve $\Sigma$:

$$P(x, y) = \sum_{k=0}^r p_k(x)y^{r-k} = \sum_{(k,i) \in \mathbb{Z}^2} p_{k,i}x^ky^i.$$
A Newton polygon $\Delta$ for $P(x, y)$ is then a convex hull of the set $S_P$ such that

$$S_P = \{ (k, i) \in \mathbb{Z}^2 \mid p_{k,i} \neq 0 \}.$$

For each level set labelled by $m \in \mathbb{Z}$ in a Newton polygon $\Delta$, we define

$$\alpha_i = \inf \{ k \mid (k, i) \in \Delta \}, \quad \beta_i = \sup \{ k \mid (k, i) \in \Delta \}.$$

The number of interior integral points of a Newton polygon $\Delta$ is given by

$$\sum_{i \in \mathbb{Z}} \left( \lceil \beta_i \rceil - \lfloor \alpha_i \rfloor - 1 \right),$$

and the Newton polygon $\Delta$ has no interior point, if $S_P$ satisfies

$$\lceil \beta_i \rceil - \lfloor \alpha_i \rfloor = 1, \quad \text{for all } i.$$

On the basis of the above notions of Newton polygon, the admissibility condition of the spectral curve $\Sigma$ is given as follows.

**Definition 3.12 ([16]).** The spectral curve $\Sigma = \{(x, y) \in \mathbb{C}^2 \mid P(x, y) = 0\}$ is admissible if the following two conditions are satisfied:

1. The Newton polygon $\Delta$ associated with $\Sigma$ has no interior point.
2. If $\Sigma$ contains the origin $(x, y) = (0, 0) \in \mathbb{C}^2$, then the curve is smooth at this point.

The quantum curve which annihilates the wave function $\psi(D)$ with $D = [z] - [z_\ast]$ is reconstructed manifestly for the admissible spectral curve.

**Proposition 3.13 (Lemma 5.14 in [16]).** Let $D_k$ be the differential operators

$$D_k = \hbar \frac{x^{\lfloor \alpha_k \rfloor}}{x^{\lfloor \alpha_{k-1} \rfloor}} \frac{d}{dx}, \quad k = 1, \ldots, r. \quad (3.15)$$

For the degree 0 divisor $D = [z] - [z_\ast]$ with a simple pole $z_\ast$ of $x$ as reference point, the wave function $\psi(D)$ satisfies the order $r$ ordinary differential equation

$$\left[ D_1 D_2 \cdots D_{r-1} \frac{p_0(x)}{x^{\lfloor \alpha_r \rfloor}} D_r + D_1 D_2 \cdots D_{r-2} \frac{p_1(x)}{x^{\lfloor \alpha_{r-1} \rfloor}} D_{r-1} \right. \right.$$

$$\left. + \cdots + \frac{p_{r-1}(x)}{x^{\lfloor \alpha_1 \rfloor}} D_1 + \frac{p_r(x)}{x^{\lfloor \alpha_0 \rfloor}} \right]$$

$$- \hbar C_1 D_1 D_2 \cdots D_{r-2} \frac{x^{\lfloor \alpha_{r-1} \rfloor}}{x^{\lfloor \alpha_{r-2} \rfloor}} - \hbar C_2 D_1 D_2 \cdots D_{r-3} \frac{x^{\lfloor \alpha_{r-2} \rfloor}}{x^{\lfloor \alpha_{r-3} \rfloor}}$$

$$- \cdots - \hbar C_r \frac{x^{\lfloor \alpha_1 \rfloor}}{x^{\lfloor \alpha_0 \rfloor}} \psi(D) = 0. \quad (3.16)$$

**Fig. 2.** The Newton polygon for 2-parameter polynomial $P(x, y)$. The right figure satisfies the admissibility condition.
Here the coefficients $C_k$’s ($k = 1, \ldots, r - 1$) are given by

$$C_k = \lim_{z \to z_*} \frac{P_{k+1}(x, y(x))}{x^{|\alpha_r - k| + 1}}, \quad P_{k+1}(x, y) = \sum_{i=1}^{k} p_{k-i}(x)^{y^i}, \quad (3.17)$$

where $y(x)$ obeys $P(x, y(x)) = 0$.

Remark 3.14 (Remark 5.12 in [16]). Even when the reference point $z_*$ is a higher order pole of $x$, if the integrals in the WKB reconstruction (3.13) converge, Proposition 3.13 is correct.

4. GKZ Equations as Quantum Curves

In this section, we will prove Theorem 1.1 (Theorem 4.5, 4.7) by reconstructing GKZ equations as quantum curves from GKZ curves for the equivariant Gromov–Witten theory of the projective space $\mathbb{CP}_{w}^{N-1}$ and the Fano complete intersection $X_{w, \lambda} = X_{l_{a=i=1,\ldots,n}=1}$; for this purpose we employ two methods developed in works by Mulase and Sułkowski [89] (in Sect. 4.1) and Bouchard and Eynard [16] (in Sect. 4.2).

The former method uses the local topological recursion (3.9) and the recursion relation for $S_m$’s in the WKB expansion (4.13) obtained from the GKZ equation is manifestly reconstructed for two examples: (1) $\mathbb{CP}_w^1$ and (2) the degree 1 Fano hypersurface $X_{w, \lambda}$ in $\mathbb{CP}_w^1$. Such manifest results are helpful to find the relation between the wave function and the WKB solution which will be studied in Sect. 6 (e.g. Lemma 6.4 below).

The latter method uses the global topological recursion (3.12) and we can reconstruct more general class of $X$ such that $X = X_{w, \lambda}$ of degree $l_{a=i=1,\ldots,n}=1$. For these class of $X$ the admissibility condition in Definition 3.12 is satisfied, and then we can show that the GKZ equation is reconstructed as a quantum curve for the wave function $\psi_X(D)$ associated with the GKZ curve $\Sigma_X$ by appropriately choosing an integration divisor $D$ in (3.13). Here, by Proposition 3.13 the WKB reconstruction of quantum curves depends on the choice of integration divisor $D$.

We show that there actually exists the integration divisor $D = D^*$ which realizes the GKZ equation. In Sect. 4.3 we also show an explicit relation between the wave function $\psi_X(D^*)$ and the oscillatory integral $I_X(x)$ in (2.16).

4.1. The GKZ equation from the local topological recursion à la Mulase–Sułkowski. In [89] the second order ordinary differential equation for the wave function $\psi(x)$ was derived via the local topological recursion (3.9) in Definition 3.6. In the following, we will reconstruct the GKZ equation from the data of the GKZ curve. Among GKZ equations discussed in this article, this derivation is applicable to the following two models.

(1) Equivariant Gromov–Witten theory of the projective space $\mathbb{CP}_w^1$:

$$\left( \hbar x \frac{d}{dx} - w_0 \right) \left( \hbar x \frac{d}{dx} - w_1 \right) \psi(x) = x \psi(x). \quad (4.1)$$
(2) Equivariant Gromov–Witten theory of the degree 1 hypersurface $X_{w, \lambda}$ in $\mathbb{C}P^1_w$:

$$\left( h x \frac{d}{dx} - w_0 \right) \left( h x \frac{d}{dx} - w_1 \right) \psi(x) = x \left( h x \frac{d}{dx} - \lambda + \hbar \right) \psi(x). \quad (4.2)$$

The defining equation of the GKZ curve $\Sigma_X$ is directly found by replacements $x \to x$, $hxd/dx \to y$, and $\hbar \to 0$ in the GKZ equation, and indeed, one finds the GKZ curves for these models

$$\Sigma_{\mathbb{C}P^1_w} = \left\{ (x, y) \in \mathbb{C}^* \times \mathbb{C} \mid y^2 - (w_0 + w_1)y + w_0w_1 - x = 0 \right\}, \quad (4.3)$$

$$\Sigma_{X_{w, \lambda}} = \left\{ (x, y) \in \mathbb{C}^* \times \mathbb{C} \mid y^2 - (w_0 + w_1 + x)y + w_0w_1 + \lambda x = 0 \right\}. \quad (4.4)$$

To apply the topological recursion to the above GKZ curves, we need to use appropriate local coordinates\(^9\) to pick up residues in the topological recursion (3.9) systematically. In the following for the case (1) we will introduce a local coordinate $z$ as

$$x(z) = z^2 - \Lambda, \quad y(z) = z + \frac{1}{2}(w_0 + w_1), \quad \Lambda = \frac{1}{4}(w_0 - w_1)^2, \quad (4.5)$$

and for the case (2) we will introduce a local coordinate $z$ via the Zhukovsky coordinate $u$ as

$$x(z) = \frac{\alpha + \beta}{2} + \frac{\beta - \alpha}{4} \left( u(z) + \frac{1}{u(z)} \right),$$

$$y(z) = \frac{w_0 + w_1 + x(z)}{2} + \frac{\beta - \alpha}{8} \left( u(z) - \frac{1}{u(z)} \right),$$

$$\alpha + \beta = -2(w_0 + w_1 - 2\lambda), \quad \beta - \alpha = 4\sqrt{(\lambda - w_0)(\lambda - w_1)}, \quad u(z) = \frac{z + 1}{z - 1}. \quad (4.6)$$

We assume that the parameters $w_i$ and $\lambda_a$ are generic so that the $dx$ and $dy$ do not have common zero. Then we can identify the GKZ curve $\Sigma_X$ with the spectral curve ($C = \mathbb{C}P^1_w$, $x(z)$, $y(z)$) in the sense of Definition 3.1. For both of these local coordinates, we see that the local Galois conjugation $\sigma$ near the branch point $z = 0 \in \Sigma_X$ acts as $\sigma(z) = -z$.

The basic building blocks of the topological recursion (3.9) are given in the above local coordinates as follows:

$$\omega(x(z)) = y(z) \frac{dx(z)}{x(z)} = \frac{y(z) dx(z)}{x(z)} \frac{dz}{dz}, \quad B(z_1, z_2) = \frac{dz_1dz_2}{(z_1 - z_2)^2}.$$  

And we obtain

$$\frac{1}{2} \int_{-z}^{z} B(\cdot, z_1) = p(z) \left( \frac{1}{z + z_1} + \frac{1}{z - z_1} \right) \frac{dz_1}{dz},$$

$$p(z) = -\frac{x(z)}{2(y(z) - y(-z)) \frac{dx(z)}{dz}}.$$  

\(^9\) In [89], such local coordinates are specified by the Lagrangian singularity of $\Sigma_X$.  

Lemma 4.1. Let \( F_n^g(z_1, \ldots, z_n) \) denote a function such that

\[
\frac{\partial}{\partial z_1} F_n^g(z_1, \ldots, z_n; z_*)
= \sum_{j=2}^{n} \frac{z_j}{z_1 - z_j} \left( 4 p(z_1) \frac{\partial}{\partial z_1} F_{n-1}^g(z_1, \ldots, z_n; z_*) - 4 p(z_j) \frac{\partial}{\partial z_j} F_{n-1}^g(z_1, \ldots, z_n; z_*) \right)
- \sum_{j=2}^{n} \frac{z_*}{z_1 - z_*} 4 p(z_1) \frac{\partial}{\partial z_1} F_{n-1}^g(z_1, \ldots, z_n; z_*)
\]

where \( z_* \) denotes a reference point of the integration. If the meromorphic function \( p(z) \) does not have any poles except for \( z = 0, \infty \), the topological recursion (4.7) leads to the following recursion relation:
Fig. 3. The contour $\gamma$ in $z$-plane consists of two concentric circles centered at the origin. The inner circle which encircles the origin has an infinitesimally small radius with the positive orientation. The outer circle which encircles $z = \pm z_i (i = 1, \ldots, n)$ is oriented negatively

\[
\left. + 2 p(z_1) \left[ \frac{\partial^2}{\partial u_1 \partial u_2} F_{n+1}^{(g)}(u_1, u_2, z_1[z]; z_*) \right] \right|_{u_1 = u_2 = z_1}
+ 2 p(z_1) \sum_{g_1 + g_2 = g} F_{I+1}^{(g_1)}(z_1, z_I[z]; z_*) F_{J+1}^{(g_2)}(z_1, z_J[z]; z_*),
\]

(4.9)

where $[n] = \{1, 2, \ldots, n\}$ and $[\hat{j}] = \{1, 2, \ldots, \hat{j}, \ldots, n\}$.

In addition to (4.8) we also define

\[
F_1^{(0)}(z_1; z_* = \int_{z_*}^{z_1} \omega(x(z'_1)) = \int_{z_*}^{z_1} y(z'_1) \frac{dx(z'_1)}{x(z'_1)},
\]

\[
F_2^{(0)}(z_1, z_2; z_* = \int_{z_*}^{z_1} \int_{z_*}^{z_2} \left( B(z'_1, z'_2) - \frac{dx(z'_1)dx(z'_2)}{(x(z'_1) - x(z'_2))^2} \right) = \int_{z_*}^{z_1} \int_{z_*}^{z_2} \frac{dz'_1dz'_2}{(z'_1 + z'_2)^2},
\]

(4.10)

where in the second equality of $F_2^{(0)}(z_1, z_2; z_*)$ we have used the local coordinates (4.5) and (4.6). Note that these integrals should be regularized so that the integrals converge by adding certain constants which depend on the reference point $z_*$. Following the WKB reconstruction (3.13), we define the wave function $\psi(x)$ such that

\[
\psi_X(x) = \exp \left( \sum_{m=0}^{\infty} \hbar^{m-1} F_m(x) \right), \quad F_m(x(z)) = \sum_{g \geq 0, n \geq 1, 2g-1+n=m} \frac{1}{n!} F_n^{(g)}(z, \ldots, z; z_*).
\]

(4.11)

Adopting technical identities developed in Lemma A.1 of [89] to the recursion relation (4.9) we arrive at the following lemma.
Lemma 4.2. The functions $F_m$ $(m \geq 2)$ obey the following recursion relation:

$$
\frac{d}{dz} F_{m+1} = 2p(z) \left( \frac{d^2}{dz^2} F_m + \sum_{a+b=m+1}^{a,b \geq 2} dF_a \frac{dF_b}{dz} \right) + \left( 2 \frac{d}{dz} p(z) - 4 \frac{z_*}{z^2 - z_*^2} p(z) \right) \frac{d}{dz} F_m.
$$

(4.12)

Now we will show that the above recursion relation (4.12) agrees with the recursion relation for $S_m$'s found from the GKZ equation for two models.

Proposition 4.3. For $X = \mathbb{C}P^1_w$, the wave function $\psi_X(x)$ defined by (4.11) with the integration divisor $D = [z] - [\infty]$ in the local coordinate (4.5) satisfies the GKZ equation (4.1) for the equivariant Gromov–Witten theory of $\mathbb{C}P^1_w$. Here we choose the reference point $z_* = \infty$ so that $x(z_*) = \infty$ holds.

Proof. Adopt the WKB expansion

$$
\psi(x) = \exp \left( \sum_{m=0}^{\infty} h^{m-1} S_m(x) \right)
$$

(4.13)

into the GKZ equation (4.1), then one finds a hierarchy of differential equations for $S_m$'s:

$$
x \left( \frac{d^2}{dx^2} S_m + \sum_{a+b=m+1}^{a,b \geq 2} \frac{dS_a}{dx} \frac{dS_b}{dx} \right) - (w_0 + w_1) \frac{d}{dx} S_{m+1} + \frac{d}{dx} S_m = 0.
$$

(4.14)

The remaining $h^0$-terms are treated separately as follows:

$$
\left( x \frac{dS_0}{dx} \right)^2 - (w_0 + w_1)x \frac{dS_0}{dx} + w_0 w_1 - x = 0.
$$

(4.15)

By definitions (4.10) and (4.11) we see that $F_0(x(z)) = F_1^{(0)}(z; z_*)$ obeys the differential equation (4.15) by $S_0 = F_0$, and one obtains the GKZ curve (4.3) by a replacement $xdS_0/dx = y$.

Next we will consider the relation between $S_1$ and $F_1$. The subleading term $S_1$ of the WKB expansion (4.13) is computed from the recursion relation (4.14) for $m = 0$.

$$
\frac{dS_1}{dx} = - \frac{1}{4x + (w_0 - w_1)^2} = - \frac{1}{4z^2},
$$

where in the second equality we have used the local coordinate (4.5). On the other hand, by definitions (4.10) and (4.11) one finds

$$
F_1(x(z)) = \frac{1}{2} F_2^{(0)}(z; z_*) = \frac{1}{2} \log \frac{(z + z_*)^2}{4zz_*}.
$$

(4.16)

$$
\frac{dF_1}{dx} \bigg|_{x=x(z)} = \frac{1}{2} \left( \frac{dx}{dz} \right)^{-1} \left( \frac{2}{z + z_*} - \frac{1}{z} \right).
$$

By comparison of these results, we see that for the specialization $z_* = \infty$ with $x(z_*) = \infty$, $dF_1/dx$ in (4.16) agrees with $dS_1/dx$. 
Now rewriting the second term in (4.14):

\[
\sum_{a+b=m+1} \frac{dS_a}{dx} \frac{dS_b}{dx} = 2 \frac{dS_0}{dx} \frac{dS_{m+1}}{dx} + 2 \frac{dS_1}{dx} \frac{dS_m}{dx} + \sum_{a+b=m+1} \frac{dS_a}{dx} \frac{dS_b}{dx},
\]  

(4.17)

one obtains

\[
\begin{align*}
&- \left( 2x \frac{dS_0}{dx} - (w_0 + w_1) \right) \frac{d}{dx} S_{m+1} = x \frac{d^2}{dx^2} S_m \\
&+ \left( 2x \frac{dS_1}{dx} + 1 \right) \frac{d}{dx} S_m + x \sum_{a+b=m+1} \frac{dS_a}{dx} \frac{dS_b}{dx}.
\end{align*}
\]  

(4.18)

To switch \(x\)-derivatives in the above recursion to \(z\)-derivatives, one can use

\[
\frac{d}{dx} = \left( \frac{dx}{dz} \right)^{-1} \frac{d}{dz}, \quad \frac{d^2}{dx^2} = \left( \frac{dx}{dz} \right)^{-2} \frac{d^2}{dz^2} - \left( \frac{dx}{dz} \right)^{-3} \frac{d^2}{dz^2} \frac{d}{dz}.
\]

(4.19)

Plugging \(xdS_0/dx = y\) and (4.19) into (4.18), one gets the recursion relation for \(S_m\)'s

\[
\frac{d}{dz} S_{m+1} = c_1(z) \left( \frac{d^2}{dz^2} S_m + \sum_{a+b=m+1} \frac{dS_a}{dz} \frac{dS_b}{dz} \right) + c_2(z) \frac{d}{dz} S_m,
\]

(4.20)

where

\[
\begin{align*}
c_1(z) &= \frac{-x(z)}{2y(z) - (w_0 + w_1) \frac{dx}{dz}}, \\
c_2(z) &= \frac{-1}{2y(z) - (w_0 + w_1)} \left( -x(z) \left( \frac{dx}{dz} \right)^{-2} \frac{d^2}{dz^2} + 2x(z) \frac{dS_1}{dx} \bigg|_{x=x(z)} + 1 \right).
\end{align*}
\]

Using the local coordinate (4.5), after some short computations, one obtains

\[
\begin{align*}
c_1(z) &= -\frac{z^2 - \Lambda}{4z^2} = 2p(z), \\
c_2(z) &= -\frac{\Lambda}{2z^3} = 2 \frac{dp(z)}{dz}.
\end{align*}
\]

As a consequence, it is found that the recursion relation (4.20) agrees with the recursion relation (4.12) for \(F_m\)'s of \(X = \mathbb{C}P^1_w\) under the choice \(z_\ast = \infty\).

\(\square\)

**Proposition 4.4.** For the degree 1 hypersurface \(X = X_{w,\lambda} \) in \(\mathbb{C}P^1_w\), the wave function \(\psi_X(x)\) defined by (4.11) with the integration divisor \(D = [z] - [-1]\) in the local coordinate (4.6) satisfies the GKZ equation (4.2) for the equivariant Gromov–Witten theory of \(X_{w,\lambda}\). Here we choose the reference point \(z_\ast = -1\) so that \(x(z_\ast) = \infty\) holds.

**Proof.** Adopt the WKB expansion (4.13) into the GKZ equation (4.2), then one finds a hierarchy of differential equations for \(S_m\)'s:

\[
\begin{align*}
&- \left( 2x \frac{dS_0}{dx} - (w_0 + w_1 + x) \right) \frac{d}{dx} S_{m+1} = x \frac{d^2}{dx^2} S_m \\
&+ \left( 2x \frac{dS_1}{dx} + 1 \right) \frac{d}{dx} S_m + x \sum_{a+b=m+1} \frac{dS_a}{dx} \frac{dS_b}{dx}.
\end{align*}
\]

(4.21)
In particular, $S_0$ obeys
\[
\left( x \frac{dS_0}{dx} \right)^2 - (w_0 + w_1 + x)x \frac{dS_0}{dx} + w_0w_1 + \lambda x = 0,
\]
and this differential equation gives the GKZ curve (4.4) by $y = x dS_0/dx$.

From the recursion relation (4.21) for $m = 0$, it is found that
\[
\frac{dS_1}{dx} = \frac{w_0 + w_1 + x - 2\lambda + \sqrt{x^2 + 2(w_0 + w_1 - 2\lambda)x + (w_0 - w_1)^2}}{2(x^2 + 2(w_0 + w_1 - 2\lambda)x + (w_0 - w_1)^2)}
\]
\[
= -\frac{(z + 1)^3(z - 1)}{16z^2(\lambda - w_0)(\lambda - w_1)},
\]
where in the second equality the local coordinate (4.6) is adopted. On the other hand, by definitions (4.10) and (4.11) one obtains (4.16). We see that for the specialization $z^* = -1$ which corresponds to $x(-1) = \infty$, $dF_1/dx$ in (4.16) agrees with $dS_1/dx$.

Switching from $x$-coordinate to the local $z$-coordinate, one finds that the recursion relation (4.21) is rewritten as
\[
\frac{d}{dz} S_{m+1} = c_1(z) \left( \frac{d^2}{dz^2} S_m + \sum_{a+b=m+1, a, b \geq 2} \frac{dS_a}{dz} \frac{dS_b}{dz} \right) + c_2(z) \frac{d}{dz} S_m,
\]
where
\[
c_1(z) = \frac{-x(z)}{(2y(z) - (w_0 + w_1 + x(z))) \frac{dx}{dz}},
\]
\[
c_2(z) = \frac{-1}{2y(z) - (w_0 + w_1 + x(z))} \left( -x(z) \left( \frac{dx}{dz} \right)^{-2} \frac{d^2x}{dz^2} + 2x(z) \frac{dS_1}{dx} \right|_{x = x(z)} + 1 \right).
\]
Using the local coordinate (4.6), after some short computations we obtain
\[
c_1(z) = 2p(z), \quad c_2(z) = 2 \frac{dp(z)}{dz} + \frac{4}{z^2 - 1} p(z).
\]
Thus if one chooses $z^* = -1$ s.t. $x(-1) = \infty$, the recursion relation (4.23) agrees with the recursion relation (4.12) for $F_m$’s for $X = X_{w,\lambda}$ under the choice $z^* = -1$.

Propositions 4.3 and 4.4 show that the GKZ equations (4.1) and (4.2) are reconstructible as quantum curves associated with the GKZ curves (4.3) and (4.4), respectively.

4.2. The GKZ equation from the global topological recursion à la Bouchard–Eynard.

In Sect. 4.1, it was proven for the two models (4.1) and (4.2) that their GKZ equations are reconstructible by the local topological recursion (3.9), if endpoints of integrals of $\omega_{\gamma}(z_1, \ldots, z_n)$ in the WKB reconstruction (3.13) are chosen to be at $x(z_*) = \infty$ in the global coordinate $x = x(z)$. To generalize these results, we will apply the consequences of the WKB reconstruction of quantum curves in [16] (summarized shortly in Sect. 3.3) to the GKZ curve (2.24) for the equivariant Gromov–Witten theory of $\mathbb{C}P^{N-1}_w$ and
the complete intersection $X_{w, \lambda} = X_{l=1, w, \lambda}$ of the degree $l_a = 1$ ($a = 1, \ldots, n$) hypersurfaces in $\mathbb{C}P^{N-1}_w$. The defining polynomial $A_{X_{w, \lambda}}$ of the GKZ curve for this model is

$$A_{X_{w, \lambda}}(x, y) = \prod_{i=0}^{N-1} (y - w_i) - x \prod_{a=1}^{n} (y - \lambda_a), \quad x \in \mathbb{C}^*, \ y \in \mathbb{C},$$

and the GKZ equation is reconstructed subsequently.

In order to apply the consequences of the WKB reconstruction directly to the GKZ curve, we will change the presentation of the GKZ curve (4.24):

$$\Sigma_{X_{w, \lambda}} = \left\{ (x, y) \in \mathbb{C}^* \times \mathbb{C} \left| A_{X_{w, \lambda}}(x, y) = 0 \right. \right\}, \quad \omega(x) = y(x) \frac{dx}{x},$$

since the spectral curve $\Sigma$ considered in [16] is defined as a Lagrangian (3.14) in $\mathbb{C}^2$:

$$\Sigma = \left\{ (x, y) \in \mathbb{C}^2 \left| P(x, y) = \sum_{k=0}^{r} p_k(x) y^{r-k} = 0 \right. \right\}, \quad \omega(x) = y(x)dx.$$

The WKB reconstruction of quantum curves in [16] is based only on the global topological recursion (3.12), and what we need are the 1-form $\omega(x)$ and the Bergman kernel on $\Sigma$ as the inputs. Therefore, changing the presentation of the GKZ curve $\Sigma_{X_{w, \lambda}}$ with

$$y = xY, \quad A_{X_{w, \lambda}}(x, xY) = P_{X_{w, \lambda}}(x, Y),$$

we can utilize the remarkable results in [16]. In the following we will consider a local coordinate $z$ defined by

$$x(z) = \prod_{i=0}^{N-1} (z - w_i) \prod_{a=1}^{n} (z - \lambda_a), \quad Y(x(z)) = \prod_{a=1}^{n} \prod_{i=0}^{N-1} (z - w_i) z.$$

Now we will prove Theorem 1.1 by applying this presentation of the GKZ curve to Proposition 3.13. At first we will show it for the equivariant Gromov–Witten theory of the Fano complete intersection of degree $l_a = 1$ ($a = 1, \ldots, n < N$) hypersurfaces in $\mathbb{C}P^{N-1}_w$.

**Theorem 4.5.** The GKZ equation (2.11) for the equivariant Gromov–Witten theory of the Fano complete intersection of degree $l_a = 1$ ($a = 1, \ldots, n < N$) hypersurfaces in $\mathbb{C}P^{N-1}_w$ is reconstructible as a quantum curve for the GKZ curve $\Sigma_{X_{w, \lambda}}$ by specifying the integration divisor $D$ to be

$$D = [z] - [\infty],$$

in the local coordinate (4.25). Here by $n < N$ the reference point $z_* = \infty$ corresponds to $x(z_*) = \infty$ in the global coordinate $x = x(z)$.

---

10 The convergence in Remark 3.14 is confirmed by looking at the $z \to \infty$ behavior of the building blocks of the topological recursion (3.12) such as $Y(x(z))$ and $\int_{w_a} B(\cdot, z)$. 
Proof. Consider the defining polynomial $P_{X_{w,\lambda}}(x, Y) = A_{X_{w,\lambda}}(x, xY)$ of the GKZ curve for the Fano complete intersection $X_{w,\lambda}$ of degree $l_a = 1 (a = 1, \ldots, n < N)$ hypersurfaces in $\mathbb{CP}^{N-1}_w$:

$$P_{X_{w,\lambda}}(x, Y) = \prod_{i=0}^{N-1} (xY - w_i) - x \prod_{a=1}^{n} (xY - \lambda_a) = \sum_{k=0}^{N} p_k(x)Y^{N-k},$$

(4.26)

where

$$p_k(x) = \begin{cases} (-1)^k e_k(w)x^{N-k}, & \text{for } 0 \leq k \leq N - n - 1, \\ (-1)^k e_k(w)x^{N-k} - (-1)^k N+n e_{k-N+n}(\lambda)x^{N-k+1}, & \text{for } N-n \leq k \leq N. \end{cases}$$

Here $e_k(w)$ and $e_k(\lambda)$ denote the elementary symmetric polynomials of degree $k$ in $w = \{w_0, \ldots, w_{N-1}\}$ and $\lambda = \{\lambda_1, \ldots, \lambda_n\}$, respectively. Clearly this defining polynomial satisfies the admissibility condition in Definition 3.12 (see Fig. 4), and one finds

$$[\alpha_r] = r, \quad r = 0, \ldots, N.$$

For the spectral curve $\Sigma_{X_{w,\lambda}}$ with the defining polynomial (4.26), the differential operators $D_k$ ($k = 1, \ldots, N$) in (3.15) become

$$D_k = \hbar x \frac{d}{dx},$$

(4.27)

and the coefficients $p_{N-k}(x)/x^{[\alpha_k]}$ in the quantum curve (3.16) are given by

$$\frac{p_{N-k}(x)}{x^{[\alpha_k]}} = \begin{cases} (-1)^{N-k} e_{N-k}(w), & \text{for } n+1 \leq k \leq N, \\ (-1)^{N-k} e_{N-k}(w) - (-1)^{n-k} e_{n-k}(\lambda)x, & \text{for } 0 \leq k \leq n. \end{cases}$$

(4.28)
The coefficients $C_k$ in (3.17) for the integration divisor $D = [z] - [\infty]$ are evaluated as follows:

$$C_k = \lim_{z \to \infty} \frac{P_{k+1}(x, Y(x))}{x^{[\alpha N - k] + 1}}$$

$$= \lim_{z \to \infty} \left( \frac{P_{k+1}(x, Y)}{x^{N-k+1}} - \frac{P_{X_{w, \lambda}}(x, Y)}{x^{N-k+1} Y^{N-k}} \right)_{Y = Y(x)}$$

$$= - \lim_{z \to \infty} \left( \frac{p_k(x)}{x^{N-k+1}} + \frac{p_{k+1}(x)}{x^{N-k+1} Y} + \cdots + \frac{p_N(x)}{x^{N-k+1} Y^{N-k}} \right)_{Y = Y(x)}$$

$$= \begin{cases} 0, & \text{for } 1 \leq k \leq N - n - 1, \\ (-1)^{k-N+n} e_{k-N+n}(\lambda), & \text{for } N - n \leq k \leq N - 1, \end{cases}$$

(4.29)

where $Y(x)$ obeys $P_{X_{w, \lambda}}(x, Y(x)) = 0$. To rewrite the differential equation further, use a key identity for $\ell \geq 1$:

$$x \left( \hbar x \frac{d}{dx} + \hbar \right)^{\ell} f(x) = \left( \hbar x \frac{d}{dx} \right)^{\ell-1} \left( \hbar x^2 \frac{d}{dx} f(x) \right) + \hbar \left( \hbar x \frac{d}{dx} \right)^{\ell-1} (xf(x)).$$

(4.30)

This identity is proven by induction with respect to $\ell$. Adopt Eqs. (4.27)–(4.30) to Eq. (3.16), then one finds

$$0 = \sum_{k=0}^{N} (-1)^{N-k} e_{N-k}(w) \left( \hbar x \frac{d}{dx} \right)^{k} \psi_{X_{w, \lambda}}(x)$$

$$- \sum_{\ell=0}^{n} (-1)^{n-\ell} e_{n-\ell}(\lambda) x \left( \hbar x \frac{d}{dx} + \hbar \right)^{\ell} \psi_{X_{w, \lambda}}(x)$$

$$= \prod_{i=0}^{N-1} \left( \hbar x \frac{d}{dx} - w_i \right) \psi_{X_{w, \lambda}}(x) - x \prod_{a=1}^{n} \left( \hbar x \frac{d}{dx} - \lambda_a + \hbar \right) \psi_{X_{w, \lambda}}(x).$$

Thus the GKZ equation (2.11) for the equivariant Gromov–Witten theory of the Fano complete intersection of degree $l_\alpha = 1$ ($a = 1, \ldots, n$) hypersurfaces in $\mathbb{C}P^{N-1}$ is correctly reconstructed from the GKZ curve (4.26).

**Remark 4.6.** Theorem 4.5 ensures the existence of the integration divisor $D$ for the WKB reconstruction of the GKZ equation (2.11) with $l_\alpha = 1$ ($a = 1, \ldots, n$) as a quantum curve.

Specialized the number $n$ of hypersurfaces to be zero in the above proof, we immediately find that the GKZ equation for the equivariant $\mathbb{C}P^{N-1}$ theory is also reconstructible.

**Theorem 4.7.** The GKZ equation (2.9) for the equivariant Gromov–Witten theory of the projective space $\mathbb{C}P^{N-1}_w$ is reconstructible as a quantum curve for the GKZ curve (2.22) by specifying the integration divisor $D$ to be $D = [z] - [\infty]$ in the local coordinate (4.25). Here the reference point $z_* = \infty$ corresponds to $x(z_*) = \infty$ in the global coordinate $x = x(z)$.
4.3. Relation to the oscillatory integrals. As a corollary of results proved in this section, we can find an explicit relation between the oscillatory integral $\mathcal{I}_X$ and the wave function $\psi_X$ for a complete intersection $X = X_{w, \lambda} = X_{I=1; w, \lambda}$ of degree $l_a = 1$ ($a = 1, \ldots, n$) hypersurfaces with $n < N$ in $\mathbb{CP}^{N-1}$ (we regard $X = \mathbb{CP}^{N-1}$ for the case $n = 0$).

Recall that, for generic $w_i$ and $\lambda_{\alpha_i}$, there are $N$ critical points $(u_1^{(c)}, v_1^{(c)}), \ldots, (u_N^{(c)}, v_N^{(c)})$ of $W_X$ (after taking the projection $(\mathbb{C}^*)^{N+n-1} \to (\mathbb{C}^*)^{N+n-1}$) which give $N$ solutions $\mathcal{I}_1, \ldots, \mathcal{I}_N$ of the GKZ equation (2.11) as oscillatory integrals over the associated Lefschetz thimbles. On the other hand, Theorem 4.5 shows that the topological recursion constructs formal solutions $\psi$ of (2.11) as oscillatory integrals over the associated Lefschetz thimbles. The correspondence between the critical points and points on the GKZ curve $\Sigma_X$ is given in Proposition 2.10. More explicitly, we can choose a label so that

$$x \frac{d}{dx} W_X(u_i^{(c)}, v_i^{(c)}; x) = z_i(x), \quad i = 1, \ldots, N$$

holds. In view of (4.25), for sufficiently large $x$, we can arrange the label\footnote{Precisely speaking, these labels are not well-defined since the labels exchange if $x$ move around a ramification point ($\infty$ is a ramification point). Here we consider a situation that $x$ moves along a straight path to infinity.} so that

$$z_i(x) \sim \begin{cases} \zeta^i x^{\frac{1}{N-n}} & \text{for } i = 1, \ldots, N-n, \\ \lambda_{a_i} & \text{for } i = N-n+1, \ldots, N, \end{cases}$$

when $x \to \infty$. Here $\zeta = \exp(2\pi i/(N-n))$ and $\{a_{N-n+1}, \ldots, a_N\} = \{1, \ldots, n\}$. This is consistent with Lemma 2.11, where $z_1(x), \ldots, z_{N-n}(x)$ correspond to the critical points satisfying (2.32) while $z_{N-n+1}(x), \ldots, z_N(x)$ correspond to the rest $n$ critical points satisfying (2.33).

The following claim shows that the oscillatory integrals associated with the critical points satisfying (2.32) coincide with the wave functions (up to some numerical factor) after taking the asymptotic expansion:

**Corollary 4.8.** Let $\psi_i(x)$ be the wave function (3.13) for $X = X_{w, \lambda}$ with the integration divisor $D_i = [z_i(x)] - [\infty]$ where the point $z_i(x)$ is specified as (4.32). Also, let $\mathcal{I}_i$ be the oscillatory integral (2.16) for the mirror Landau Ginzburg potential $W_X$ defined over the Lefschetz thimble associated with a critical point $(u_i^{(c)}, v_i^{(c)})$ specified by (4.31). Then, for $i = 1, \ldots, N-n$, these (formal) solutions of the GKZ equation (2.9) are related through the asymptotic expansion for $h \to 0$:

$$\mathcal{I}_i(x) \sim C_i (-2\pi i \hbar)^{\frac{N+n-1}{2}} \psi_i(x).$$

Here the constant $C_i$ is determined by

$$C_i = \lim_{x \to \infty} \frac{u_i^{(c)} \cdots u_i^{(c)} N-1 \sqrt{\text{Hess}(u_i^{(c)}, v_i^{(c)})}}{\exp(F_i)},$$

where we write $(u_i^{(c)}, v_i^{(c)}) = (u_{i,1}^{(c)}, \ldots, u_{i,N-1}^{(c)}, v_{i,1}, \ldots, v_{i,n})$. \[\]
This follows from the fact that the coefficients $S_m(x)$ of WKB expansion are uniquely determined up to an additive constant (cf. (4.17)) and the behavior of (2.36) when $x \to \infty$ which is valid if we choose a critical point satisfying (2.32). In particular, for $X = \mathbb{CP}^{N-1}_w$, the relation (4.33) is valid for all $N$ solutions because $n = 0$ in this case.

5. Several Different Vantage Points of the $J$-Function

In this section we will give a physical derivation of Theorem 1.1 (referred to as reconstruction theorem) by reinterpreting the equivariant $J$-functions as the brane partition functions in topological strings on local Calabi–Yau 3-folds. In the subsequent sections we will discuss the following vantage points of the $J$-function:

1. $J$-function as the vortex partition function,
2. $J$-function as the brane partition function in the local A-model,
3. $J$-function as the brane partition function in the local B-model.

At first we will summarize the physical interpretation of the equivariant $J$-function as the vortex partition function in the $\mathcal{N} = (2,2)$ gauged linear sigma model (GLSM) on $S^2$ [13,35] (Sect. 5.1). Next we will reconsider it via the geometric engineering as a particular type of vortex partition function obtained from a brane partition function in the topological A-model on a local toric Calabi–Yau 3-fold $Y$ [35] (Sect. 5.2). And then, we will move to the local B-model picture via the local mirror symmetry, and give yet another description of the brane partition function as the wave function via the topological recursion on a mirror curve residing in the mirror local Calabi–Yau 3-fold $Y^\vee$ on the basis of remodeling conjecture [18] (Sect. 5.3). As a consequence of physical discussions, we will find the reconstruction theorem.

Remark 5.1. Via the string dualities, we find a novel picture of the $J$-function and GKZ equation. One of the most curious but interesting aspects of this picture is the following point. Originally the $J$-function is defined in regard to the genus 0 closed string theory on Fano manifold $X$, and the variable $x = e^t$ denotes the closed string modulus which measures the area of the closed string worldsheet around the 2-cycle in $X$. On the other hand, the brane partition function is defined for all genus open string theory on local toric Calabi–Yau 3-fold $Y$ involving a special Lagrangian submanifold $L$, and the variable $x = e^u$ denotes the open string modulus which measures the area of the open string worldsheet ending on $L \subset Y$.

5.1. Vantage point 1: $J$-function as the vortex partition function. In [13,35] it was argued that the equivariant $J$-function is reinterpreted as the vortex partition function in the $\mathcal{N} = (2,2)$ GLSM on $S^2$ [102]. The GLSM consists of gauge multiplet $\mathcal{V}$ with a gauge group $G$ and matter chiral multiplets $\Phi_i$’s with some representations of $G$. The vacuum moduli space of the GLSM is defined by D- and F-term equations. More precisely, the D-term contains Fayet–Iliopoulos (FI) parameters $\xi$ (and theta-angles $\theta$) associated with the generators of the center of the gauge group $G$, and the F-term is described by a gauge invariant function $W(\Phi)$ of matter multiplets $\Phi_i$’s called superpotential.

Via the renormalization flow, the GLSM flows into the geometric regime $\xi \gg 0$, and one finds the non-linear sigma model with a target space $X$ defined by D- and F-term equations, if $X$ is the Fano or Calabi–Yau variety. Indeed the FI parameters in the D-term are associated with the Kähler moduli of $X$, and the solutions of the F-term equation are
associated with the complex structure moduli of $X$. In addition, the $U(1)$ equivariant parameter $\hbar$ on $S^2$ is introduced, if we consider the A-twisted $N = (2, 2)$ GLSM on the $\Omega$-deformed sphere which has the generator of $S^1$ acting on $S^2$ [26] (see also [11]). The $\Omega$-deformation parameter is given by $\hbar$ and the $S^1$ action has two fixed points at the north and south poles on $S^2$.

In the following we will focus mainly on the smooth complete intersection $X = X_I$, defined by homogeneous degree $l_a = 1, \ldots, n$ polynomial equations $F_a(\phi) = 0$ in $\mathbb{C}P^{N-1}$ with $l_1 + \cdots + l_n \leq N$. The equivariant Gromov–Witten theory of the complete intersection $X_I$ corresponds to the $G = U(1)$ GLSM with the matter contents listed in Table 1 and a superpotential $W(P_a, \Phi) = \sum_{a=1}^{n} P_a F_a(\Phi)$. The D-term equation has the FI parameter $\xi$ and the theta-angle $\theta$, and it realizes $\mathbb{C}P^{N-1}$ as the moduli space. On the other hand, twisted masses $-w_i$ (resp. $\lambda_a$) for the matter multiplets $\Phi_i$ (resp. $P_a$) are identified with the equivariant parameters of the Gromov–Witten theory.

The GLSM also has the vector $U(1)_V$ R-symmetry and the superpotential needs to have R-charge 2. The R-charge of matter multiplets $\Phi_i$ (resp. $P_a$) are assigned to be 0 (resp. 2). In [26] (see also [11]) it is found that the A-twisted correlator for a function (operator) $O(N)(\sigma)$ (resp. $O(S)(\sigma)$) of the complex scalar field $\sigma$ in the $U(1)$ gauge multiplet inserted at the north (resp. south) pole of $S^2$, is given exactly by

$$
\langle O(N)(\sigma) O(S)(\sigma) \rangle = \sum_{d=0}^{\infty} x^d \int_{\gamma} \frac{d\sigma}{2\pi i} \prod_{a=1}^{n} \prod_{m=0}^{l_a d} \left( l_a \sigma - \lambda_a - \frac{l_a d}{2} \hbar + m \hbar \right) \prod_{i=0}^{N-1} \prod_{m=0}^{d} \left( \sigma - w_i - \frac{d}{2} \hbar + m \hbar \right) \times O(N)(\sigma - \frac{d}{2} \hbar) O(S)(\sigma + \frac{d}{2} \hbar),
$$

(5.1)

where the contour $\gamma \subset \mathbb{C}$ encloses the poles $\sigma = w_i - \frac{d}{2} \hbar + p \hbar$ ($i = 0, \ldots, N - 1$, $p = 0, \ldots, d$) of the integrand. Here

$$
x = e^{-2\pi \xi + i\theta},
$$

and $x$ must be replaced with $\mu^{N-(l_1+\cdots+l_n)} x$ which is modified by the RG invariant energy scale $\mu$ for the Fano ($l_1 + \cdots + l_n < N$) case, because the FI parameter $\xi$ runs under the renormalization group (RG) flow. In the following we will use the same symbol $x$ for the modified one. Actually it is found that the correlator (5.1) is factorized as [100]:

$$
\langle O(N)(\sigma) O(S)(\sigma) \rangle = \sum_{i=0}^{N-1} \int_{\sigma = w_i} \frac{d\sigma}{2\pi i} Z_{\text{1-loop}}(\sigma; \mathbf{w}, \lambda) Z_{\text{vortex}}^{(N)}(\sigma; x, \mathbf{w}, \lambda, \hbar) Z_{\text{vortex}}^{(S)}(\sigma; x, \mathbf{w}, \lambda, -\hbar),
$$
where
\[
Z_{\text{1-loop}}(\sigma; \mathbf{w}, \lambda) = \prod_{a=1}^{n} \frac{(l_a \sigma - \lambda_a)}{\prod_{i=1}^{N} (\sigma - w_i)},
\]
\[
Z^{(N,S)}_{\text{vortex}}(\sigma; x, \mathbf{w}, \lambda, \hbar) = \sum_{d=0}^{\infty} x^d \prod_{a=1}^{n} \prod_{l=1}^{d} (l_a \sigma - \lambda_a + m \hbar) \prod_{i=0}^{N-1} \prod_{m=1}^{d} (\sigma - w_i + m \hbar) O^{(N,S)}(\sigma - d \hbar).
\]

In this factorization the factor \(Z^{(N,S)}_{\text{vortex}}\) (resp. \(Z^{(S)}_{\text{vortex}}\)) is interpreted as “off-shell” vortex partition function with the operator \(O^{(N,S)}(\sigma)\) (resp. \(O^{(S)}(\sigma)\)) at the north (resp. south) pole of \(S^2\). Excluded the operators \(O^{(N,S)}(\sigma)\), this vortex partition function agrees with the \(I\)-function for the complete intersection \(X_l\). In particular for the Fano \((l_1 + \cdots + l_n < N)\) case this agrees with the \(J\)-function. By taking the residue at \(\sigma = w_0\) \((\sigma = w_i\) in general) in the above correlator, we obtain the (“on-shell”) vortex partition function \([14,35,95,103]\):
\[
Z^{X_l;\mathbf{w},\lambda}_{\text{vortex}}(x) = \sum_{d=0}^{\infty} x^d \prod_{a=1}^{n} \prod_{l=1}^{d} (l_a w_0 - \lambda_a + m \hbar) \prod_{i=1}^{N-1} \prod_{m=1}^{d} (w_0 - w_i + m \hbar).
\]

(5.2)

This (“on-shell”) vortex partition function agrees with the (“on-shell”) equivariant \(J\)-function introduced in Appendix A, and obeys the GKZ equation (see Lemma A.2):
\[
\hat{A}_{X_l;\mathbf{w},\lambda}(\hat{x}, \hat{y})(x^{w_0/\hbar} Z^{X_l;\mathbf{w},\lambda}_{\text{vortex}}(x)) = 0.
\]

(5.3)

Remark 5.2. In \([9,37]\) the \(N = (2,2)\) GLSM partition function on \(S^2\) is computed exactly, and the factorization into the vortex partition functions is shown. In \([13]\) under the identification of the inverse radius \(r^{-1}\) of \(S^2\) with the equivariant parameter \(\hbar\), this vortex partition function is reinterpreted as the \(I(J)\)-function. In \([68]\) it is shown that the GLSM partition on \(S^2\) is also factorized into two hemisphere partition functions and one annulus partition function, where the hemisphere partition function is shown to give the D-brane central charge (see also \([65,96]\)).

Remark 5.3. In \([11]\) the twisted partition function of the 3d \(N = 2\) gauge theory on \(S^2 \times S^1\) with the \(\Omega\)-deformation is exactly computed, and shown to be factorized into the K-theoretic vortex partition functions (see also \([10,50]\)). In \([11]\) it is also discussed the factorization into the elliptic vortex partition functions of the twisted partition function of the 4d \(\mathcal{N} = 1\) gauge theory on \(S^2 \times T^2\) with the \(\Omega\)-deformation (see also \([92,104]\)).

5.2. Vantage point 2: \(J\)-function as the brane partition function in the local A-model.
Here we will consider the 4d \(\mathcal{N} = 2\) gauge theory on \(\Omega\)-deformed \(\mathbb{R}^4 \cong \mathbb{C}^2 \ni (z_1, z_2)\) with the gauge group \(G = SU(N)\). In this gauge theory we can put a half-BPS surface operator \([61]\) as the codimension 2 defect along the \(z_1\)-plane \(D\) at \(z_2 = 0\). For the equation of motion of the gauge theory with a surface operator, the solitonic solutions which are the composite of 4d instantons and 2d vortices can be found, and they are called ramified instantons \([84,85]\). The moduli space for the ramified instantons is characterized by the flag manifold \(G/\mathbb{L}\) where \(\mathbb{L} = SU(n_1) \times U(n_2) \times \cdots \times U(n_M)\) with \(N = n_1 + n_2 + \cdots + n_M\) denotes the Levi subgroup of \(G = SU(N)\) \([22,77]\) (see also \([6,20,21,83]\)).

The generating function of the number of ramified instantons is called the ramified instanton partition function. If we take a (decoupling) limit for the instanton counting...
parameter in the ramified instanton partition function and suppress the counting of the 4d instantons (i.e. focus only on the ramified instantons with the instanton number zero), the generating function reduces to the vortex partition function in an \( \mathcal{N} = (2, 2) \) GLSM described by the map:

\[
\overline{D} = \mathbb{CP}^1 \to G/\mathbb{L}, \quad d \in H_2(G/\mathbb{L}, \mathbb{Z}),
\]

where \( \overline{D} \) denotes a one-point compactification of the \( z_1 \)-plane \( D \).

In particular, the surface operator is referred to as simple type, if it has the Levi subgroup \( \mathbb{L} = U(1) \times SU(N - 1) \). Here we will consider the surface operator of the simple type and \( D = \mathbb{R}^2 \) (i.e. \( \overline{D} = S^2 \)). In this case we find \( G/\mathbb{L} \cong \mathbb{CP}^{N-1} \).

If the 4d gauge theory does not involve any matter fields (i.e. pure Yang–Mills theory), the resulting GLSM on \( \overline{D} = S^2 \) consists of a \( U(1) \) vector multiplet and the matter multiplets \( \Phi_i \)'s listed in Table 1, and the superpotential is absent in this GLSM. By taking the decoupling limit of the ramified instanton partition function, we obtain the ("on-shell") vortex partition function \( Z^\mathbb{CP}^{N-1}_{\text{vortex}} \) for this GLSM, and it is given by the specialization \( n = 0 \) of (5.2) because multiplets \( P_a \)'s are absent in this case:

\[
Z^\mathbb{CP}^{N-1}_{\text{vortex}} (x) = \sum_{\alpha} x^d d! h^d \prod_{i=1}^N \prod_{m=1}^d \frac{1}{(w_0 - w_i + m h)},
\]

If the 4d \( U(N) \) gauge theory involves \( n (n \leq N) \) matter hypermultiplets in the fundamental representation, we will find the same GLSM that we have considered in the vantage point 1. The decoupling limit of the ramified instanton partition function agrees with the ("on-shell") vortex partition function \( Z^\mathbb{CP}^{N-1}_{\text{vortex}} \) in (5.2).

Subsequently we will survey on the punchline of the geometric engineering which realizes the ("on-shell") vortex partition function as the brane partition function in the open topological A-model. And then we will see how the GKZ equation appears in the open topological A-model on the strip geometry.

5.2.1. Geometric engineering of the ("on-shell") equivariant J-function for \( \mathbb{CP}^{N-1}_m \)

Our starting point is the open topological A-model on the local toric Calabi–Yau 3-fold \( \mathcal{Y}_I \) which is specified by charge vectors \( l_i \in \mathbb{Z}^{m+3} \) \( (i = 1, \ldots, m) \). The local toric Calabi–Yau 3-fold \( \mathcal{Y}_I \) is the quotient such that

\[
\mathcal{Y}_I = \left\{ (X_1, \ldots, X_{m+3}) \in \mathbb{C}^{m+3} \middle| \sum_{\alpha=1}^{m+3} l_{i,\alpha} |X_{\alpha}|^2 = \text{Re} \left( \log Q_i \right) \right\} / U(1)^m,
\]

where \( U(1) \) charge vectors \( l_i = (l_{i,1}, \ldots, l_{i,m+3}) \), \( (i = 1, 2, \ldots, m) \) obey the Calabi–Yau condition \( \sum_{\alpha=1}^{m+3} l_{i,\alpha} = 0 \). Here \( Q_i \)'s denote \( Q_i = e^{t_i} \) with the Kähler parameters \( t_i \), and \( U(1)^m \) acts on \( X_{\alpha} \) as \( X_{\alpha} \to e^{t_i} X_{\alpha} \).

If \( \mathcal{Y}_I \) is chosen to be the \( A_{N-1} \)-fibration over \( \mathbb{CP}^1 \), the physical spectra (i.e. vector multiplets, hypermultiplets, etc.) of the 4d \( U(N) \) gauge theory are realized from the topological A-model in the string theoretical way \([78, 79]\). Such a realization of the 4d gauge theory is known as the geometric engineering.

In the framework of the geometric engineering, the surface operator of the simple type in the 4d gauge theory is realized from the topological A-model on \( \mathcal{Y}_I \) by introducing the 3d object of the topological A-model referred to as toric brane, which wraps around
the special Lagrangian submanifold $L \in Y_I$ [35]. In a local atlas of $Y_I$ which covers $X_\alpha = X_\beta = X_\gamma = 0$, the special Lagrangian submanifold $L \cong \mathbb{C} \times S^1$ is found as the following locus (see Theorem 3.1 in [63]):

$$|X_\alpha|^2 - |X_\gamma|^2 = \text{Re} \left( \log x \right),$$

$$|X_\beta|^2 - |X_\gamma|^2 = 0,$$

$$\text{Im}(X_\alpha X_\beta X_\gamma) = 0,$$

$$\text{Re}(X_\alpha X_\beta X_\gamma) \geq 0,$$  \hspace{1cm} (5.7)

where $x = e^u$ denotes a open string modulus of the toric brane. The toric brane is represented by a ray attached on one of the lines in the web diagram of the toric variety [1]. In Fig. 5 a toric brane insertion at the lowest leg in the web diagram is depicted.

On the basis of the string theoretical discussions, the brane partition function $Z_{A-,brane}^Y(x)$ is defined as the generating function for the number of the holomorphic embedding maps of the open Riemann surface (referred to as the world-sheet) which ends on the toric brane $L \in Y_I$ [91]. For the case that $Y_I$ is the $A_{N-1}$-fibration over $\mathbb{CP}^1$, the brane partition function is computed by various physical techniques such as the topological vertex [4], the open BPS state counting [91] and the open BPS wall-crossing [5]. From various observations (see e.g. [8]), it is proposed that the brane partition function $Z_{A-,brane}^Y(x)$ agrees with the K-theoretic generalization of the ramified instanton partition function.

Here we will consider the decoupling limit of the 4d instantons at the level of the toric geometry. Using the dictionary of the geometric engineering, we find that the open Riemann surface (referred to as the world-sheet) which ends on the toric brane $L \in Y_I$ is represented by a ray attached on one of the lines in the web diagram of the toric variety [1]. In Fig. 5 a toric brane insertion at the lowest leg in the web diagram is depicted.

On the basis of the string theoretical discussions, the brane partition function $Z_{A-,brane}^Y(x)$ is defined as the generating function for the number of the holomorphic embedding maps of the open Riemann surface (referred to as the world-sheet) which ends on the toric brane $L \in Y_I$ [91]. For the case that $Y_I$ is the $A_{N-1}$-fibration over $\mathbb{CP}^1$, the brane partition function is computed by various physical techniques such as the topological vertex [4], the open BPS state counting [91] and the open BPS wall-crossing [5]. From various observations (see e.g. [8]), it is proposed that the brane partition function $Z_{A-,brane}^Y(x)$ agrees with the K-theoretic generalization of the ramified instanton partition function.

Here we will consider the decoupling limit of the 4d instantons at the level of the toric geometry. Using the dictionary of the geometric engineering, we find that the decoupling limit of the 4d instantons corresponds to the large volume limit of the base $\mathbb{CP}^1$ in $A_{N-1}$-fibration over $\mathbb{CP}^1$. After taking this large volume limit, $Y_I$ reduces to a local toric Calabi–Yau 3-fold $Y_{N-1}$ which consists of the $N - 1$ copies of the local Calabi–Yau 3-fold: $\mathcal{O}(-2) \oplus \mathcal{O}(0) \to \mathbb{CP}^1$ (i.e. $(-2, 0)$ curve). More precisely $Y_{N-1}$ is defined by $N - 1$ charge vectors $I_{i=1,\ldots,N-1}$:

$$I_1 = (0, 1, -2, 1, 0, 0, \ldots, 0, 0, 0),$$

$$I_2 = (0, 0, 1, -2, 1, 0, \ldots, 0, 0, 0),$$

$$I_3 = (0, 0, 0, 1, -2, 1, 0, \ldots, 0, 0, 0),$$

$$\vdots$$

$$I_{N-1} = (0, 0, 0, 0, 0, 0, \ldots, 1, -2, 1).$$

Such a local toric Calabi–Yau 3-fold $Y_{N-1}$ is known as the strip geometry [70] of the $(-2, 0)$ curves, and the web diagram of $Y_3$ is depicted in Fig. 5.

Now we will see the brane partition function $Z_{A-,brane}^{Y_{N-1}}(x)$ for the strip geometry $Y_{N-1}$ of the $(-2, 0)$ curves. As a result of topological vertex computations [35,70], we obtain the manifest form of the brane partition function which is normalized s.t.

$$Z_{A-,brane}^{Y_{N-1}}(x = 0) = 1:\$$

$$Z_{A-,brane}^{Y_{N-1}}(x) = \sum_{d=0}^{\infty} \frac{1}{\prod_{i=0}^{N-1} \prod_{m=1}^{d} \left( 1 - \tilde{Q}_i q^m \right)} \left( q^{1/2} x \right)^d,$$  \hspace{1cm} (5.9)
Fig. 5. Strip geometry $Y_3$ of three $(-2,0)$ curves. The dashed line and solid line describe the toric diagram and the dual web diagram, respectively. In this diagram a toric brane is inserted at $X_2 = 0$, and this gives a Lagrangian submanifold (5.7) with $\alpha = 1, \beta = 3, \gamma = 2$ up to the framing ambiguity (see Remark 5.4). Here

$$\tilde{Q}_0 = 1, \quad \tilde{Q}_i = q^{-1} \prod_{1 \leq j \leq i} Q_j, \quad q = e^{-g_s},$$

and $g_s$ is the topological string coupling constant.

By construction, the brane partition function $Z_{A\text{-brane}}^{Y_{N-1}}(x)$ should agree with the K-theoretic version of the vortex partition function. To obtain the vortex partition function, we need to take a cohomological limit. For this purpose, we will reparametrize parameters in $Z_{A\text{-brane}}^{Y_{N-1}}(x)$:

$$g_s = \beta \hbar, \quad x = \beta^N x, \quad \tilde{Q}_i = e^{-\beta(w_0 - w_i)}.$$

After taking the cohomological limit $\beta \to 0$ we find that the brane partition function (5.9) reduces to (5.5) [14,35]:

$$Z_{A\text{-brane}}^{Y_{N-1}}(x) \xrightarrow{\beta \to 0} Z_{\text{vortex}}^{\mathbb{CP}^{N-1}_w}(x).$$

Thus we see that the vortex partition function $Z_{\text{vortex}}^{\mathbb{CP}^{N-1}_w}(x)$ is found from the open topological A-model on the strip geometry. Combing with the consequences in the vantage point 1, we find yet another realization of the (“on-shell”) equivariant $J$-function for $\mathbb{CP}^{N-1}_w$ as the brane partition function in the topological A-model on the local toric Calabi–Yau 3-fold $Y_{N-1}$ defined by the charge vectors (5.8) [35].

**Remark 5.4.** In the computation (5.9), there is a framing ambiguity $f \in \mathbb{Z}$ of the brane at infinity as

$$x^d \longrightarrow (-1)^f q^{-d(d-1)/2} x^d.$$

But this ambiguity becomes irrelevant under the cohomological limit $\beta \to 0$. 
Fig. 6. Strip geometry $Y_{3,4}$ consisting of seven $(-1,-1)$ curves ($N = 4$). The dashed line and solid line describe the toric diagram and the dual web diagram, respectively. In the diagram a toric brane is inserted at $X_1 = 0$, and this gives a Lagrangian submanifold (5.7) with $\alpha = 2, \beta = 3, \gamma = 1$.

5.2.2. Geometric engineering of the (“on-shell”) equivariant $J$-functions for degree 1 complete intersections in $\mathbb{CP}^{N-1}_w$. Next we will consider the geometric engineering of the 4d $SU(N)$ gauge theory with $n$ ($n \leq N$) matter hypermultiplets in the fundamental representation. For this purpose we choose the local toric Calabi–Yau 3-fold $Y_l$ to be the $A_{N-1}$-fibration over $\mathbb{CP}^1$ with blow-ups at $n$ points [78,79]. For a particular case $n = N$, after taking the large volume limit of the base $\mathbb{CP}^1$ (which corresponds to the decoupling limit of the 4d instantons), $Y_l$ reduces to the strip geometry $Y_{N-1}^{N-1}$, which consists of $2N - 1$ copies of the local Calabi–Yau $\mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{CP}^1$ ($(-1,-1)$ curves). Such a strip geometry $Y_{N-1}^{N-1}$ is defined by $2N - 1$ charge vectors $l_{\lambda,i=1,\ldots,N}$ and $l_{w,i=1,\ldots,N-1}$ [70]:

\[
\begin{align*}
I_{\lambda,1} &= (1, -1, -1, 1, 0, 0, 0, \ldots, 0, 0, 0, 0), \\
I_{w,1} &= (0, 1, -1, -1, 1, 0, 0, \ldots, 0, 0, 0, 0), \\
I_{\lambda,2} &= (0, 0, 1, -1, -1, 1, 0, \ldots, 0, 0, 0, 0), \\
&\vdots \\
I_{w,N-1} &= (0, 0, 0, 0, 0, 0, 0, \ldots, -1, -1, 1, 0), \\
I_{\lambda,N} &= (0, 0, 0, 0, 0, 0, 0, \ldots, 1, -1, -1, 1).
\end{align*}
\]

According to (5.6), the Kähler moduli parameters $Q_{\lambda,i} = e^{\ell_{\lambda,i}}$ and $Q_{w,i} = e^{\ell_{w,i}}$ are associated with the charge vectors $I_{\lambda,i}$ and $l_{w,i}$, respectively.

Now we will introduce a toric brane which warps around the Lagrangian submanifold (5.7) in $Y_{N-1}^{N-1}$. In Fig. 6, a toric brane wrapping around the Lagrangian submanifold with $\alpha = 2, \beta = 3, \gamma = 1$ is depicted as an insertion in the lowest leg in the web diagram. For this geometric set-up, the brane partition function $Z_{A\text{-brane}}^{Y_{N-1}^{N-1}}(x)$ is computed in [35,70]:

\[
Z_{A\text{-brane}}^{Y_{N-1}^{N-1}}(x) = \sum_{d=0}^{\infty} \frac{\prod_{i=1}^{N} \prod_{m=1}^{d} (1 - \overline{Q}_{\lambda,i} q^{m-1})}{\prod_{i=0}^{N-1} \prod_{m=1}^{d} (1 - \overline{Q}_{w,i} q^{m})} (q^{1/2} x)^{d},
\]

(5.11)
Fig. 7. A flop of strip consisting of three \((-1, -1)\) curves gives a strip made of one \((-2, 0)\) curve and two \((-1, -1)\) curves

up to the framing ambiguity, where

\[
\tilde{Q}_{w,0} = 1, \quad \tilde{Q}_{w,i} = q^{-1} \prod_{1 \leq j \leq i} Q_{\lambda,j} Q_{w,j}, \\
\tilde{Q}_{\lambda,i} = Q_{\lambda,1} \prod_{1 \leq j \leq i-1} Q_{w,j} Q_{\lambda,j+1}, \quad q = e^{-g_s}.
\]

Since the brane partition function on the strip geometry realizes the K-theoretic version of the vortex partition function, we adopt the following reparametrizations:

\[
g_s = \beta \hbar, \quad x = x, \quad \tilde{Q}_{w,i} = e^{-\beta(w_0-w_i)}, \quad \tilde{Q}_{\lambda,i} = e^{-\beta(u_0-\lambda_i+\hbar)},
\]

and take the cohomological limit. In \(\beta \to 0\) we find that the brane partition function (5.11) reduces to the vortex partition function (5.2) for the GLSM on \(S^2\) with \(n = N\):

\[
Z_{Y_{N-1,N}}^{X_{\lambda=1: w, [\lambda_1, \ldots, \lambda_N]}(x)} \xrightarrow{\beta \to 0} Z_{vortex}^{X_{l=1: w, [\lambda_1, \ldots, \lambda_N]}(x)}.
\]

Thus we also find the realization of the vortex partition function \(Z_{vortex}^{X_{l=1: w, [\lambda_1, \ldots, \lambda_N]}(x)}\) from the open topological A-model on the strip geometry \(Y_{N-1,N}\).

For the case \(n < N\) we obtain the the strip geometry \(Y_{N-1,n}\) by taking the large volume limit of the base \(\mathbb{C}P^1\) in \(Y_t\). Such a strip geometry \(Y_{N-1,n}\) is made of \(N - 1\) copies of \((-2, 0)\) and \(n\) copies of \((-1, -1)\) curves, and such local toric Calabi–Yau 3-fold is found by acting “flops” and “decouplings” repeatedly to the strip geometry \(Y_{N-1,N}\). To see the actions of “flops” and “decouplings” manifestly, we will focus on the \(N = 2\) case:

\[
I_{\lambda,1} = (1, -1, -1, 1, 0, 0), \\
I_{w,1} = (0, 1, -1, -1, 1, 0), \\
I_{\lambda,2} = (0, 0, 1, -1, -1, 1).
\]

The Kähler moduli parameters \(Q_{\lambda,1}, Q_{w,1}\), and \(Q_{\lambda,2}\) are associated with the charge vectors \(I_{\lambda,1}, I_{w,1}\), and \(I_{\lambda,2}\), respectively. By the flop transitions described in Fig. 7, we obtain a strip geometry made of one \((-2, 0)\) curve and two \((-1, -1)\) curves, and it is given by the charge vectors

\[
I'_{\lambda,1} = (-1, 1, 1, -1, 0, 0) = -I_{\lambda,1}, \\
I'_{w,1} = (1, 0, -2, 0, 1, 0) = I_{\lambda,1} + I_{w,1}, \\
I'_{\lambda,2} = (0, 0, 1, -1, -1, 1) = I_{\lambda,2}.
\]
The Kähler moduli parameters $Q'_{\lambda,1}$, $Q'_{w,1}$, and $Q'_{\lambda,2}$ are associated with the charge vectors $l'_{\lambda,1}$, $l'_{w,1}$, and $l'_{\lambda,2}$, respectively, and they are related with $Q_{\lambda,1}$, $Q_{w,1}$, and $Q_{\lambda,2}$ by

\[
(Q'_{\lambda,1}, Q'_{w,1}, Q'_{\lambda,2}) = (Q^{-1}_{\lambda,1}, Q_{\lambda,1}Q_{w,1}, Q_{\lambda,2}).
\]  
(5.14)

After taking the decoupling limit $Q'_{\lambda,1} \to 0$ or $Q'_{\lambda,2} \to 0$, we obtain the strip geometry made of one $(-2, 0)$ curve and one $(-1, -1)$ curve.

Similarly for general $N$ one can find a strip geometry $Y_{N-1,n}$ with $n < N$. As a consequence, the brane partition function for a toric brane in $Y_{N-1,n}$ takes the form [35,70]:

\[
Z^{Y_{N-1,n}}_{A\text{-brane}}(x) = \sum_{d=0}^{\infty} \prod_{a=1}^{n} \prod_{m=1}^{d} (1 - \tilde{Q}_{\lambda,a}^{m-1}) (q^{1/2}x)^{d}, \quad \tilde{Q}_{w,0} = 1,
\]  
(5.15)

up to the framing ambiguity and the normalization which is independent of the open string moduli. After taking the cohomological limit $\beta \to 0$ under the reparametrizations:

\[
g_{s} = \beta \hbar, \quad x = \beta^{N-n}x, \quad \tilde{Q}_{w,i} = e^{-\beta(w_{0}-w_{i})}, \quad \tilde{Q}_{\lambda,a} = e^{-\beta(w_{0}-\lambda_{a}+\hbar)},
\]

the brane partition function (5.15) reduces to the vortex partition function $Z^{X_{l=1,w,\lambda}}_{vortex}$ in (5.2) [14,35]:

\[
Z^{Y_{N-1,n}}_{A\text{-brane}}(x) \xrightarrow{\beta \to 0} Z^{X_{l=1,w,\lambda}}_{vortex}(x).
\]

Combining this result with the vantage point 1 again for $n < N$, this shows a realization of the (“on-shell”) equivariant $J$-function for the Fano complete intersection of degree $l_{a=1,\ldots,n} = 1$ hypersurfaces in $\mathbb{CP}^{N-1}$ as the brane partition function in the topological A-model on the strip geometry [35].

5.2.3. $q$-difference equation for the brane partition function The brane partition function obeys a $q$-difference equation known as the Schrödinger equation or the quantum curve [33,34]. For the brane partition function $Z^{Y_{N-1,n}}_{A\text{-brane}}(x)$ in (5.15), one finds the $q$-difference equation (c.f. Remark 3.5)

\[
\hat{A}^{K}_{Y}(\hat{x}, \hat{y})Z^{Y_{N-1,n}}_{A\text{-brane}}(x) = \left[ \prod_{i=0}^{N-1} (1 - \tilde{Q}_{w,i} \hat{y}) - \hat{x} \prod_{a=1}^{n} (1 - \tilde{Q}_{\lambda,a} \hat{y}) \right] Z^{Y_{N-1,n}}_{A\text{-brane}}(x) = 0,
\]  
(5.16)

where the operators $\hat{x}$ and $\hat{y}$ obey the relation $\hat{y} \hat{x} = q \hat{x} \hat{y}$, and act on the brane partition function as

\[
\hat{x} Z^{Y_{N-1,n}}_{A\text{-brane}}(x) = x Z^{Y_{N-1,n}}_{A\text{-brane}}(x), \quad \hat{y} Z^{Y_{N-1,n}}_{A\text{-brane}}(x) = Z^{Y_{N-1,n}}_{A\text{-brane}}(q x).
\]

Let us consider the cohomological limit of this $q$-difference equation. For this purpose we will replace the operators $\hat{x}$ and $\hat{y}$ by $\hat{x} = \beta^{N-n}x$ and $\hat{y} = e^{-\beta \hbar x \frac{d}{dx}}$ respectively.

---

13 This $q$-difference equation is defined simply as the annihilating equation of the brane partition function. Via mirror symmetry (see discussions in Sect. 5.3), the brane partition function is regarded as the wave function [3], and in this sense, we can identify this $q$-difference equation as the quantum curve. (See Remark 3.5.)
and reparametrize \( \tilde{Q}_{w,i} \) and \( \tilde{Q}_{\lambda,a} \) as \( \tilde{Q}_{w,i} = e^{\beta \tilde{w}_i} \) and \( \tilde{Q}_{\lambda,a} = e^{\beta (\tilde{\lambda}_a - h)} \). Then taking the cohomological limit \( \beta \to 0 \) for the quantum curve (5.16), we obtain a differential equation:

\[
\left( \hbar x \frac{d}{dx} \right) \prod_{i=1}^{N-1} \left( \hbar x \frac{d}{dx} - \tilde{w}_i \right) - x \prod_{a=1}^{n} \left( \hbar x \frac{d}{dx} - \tilde{\lambda}_a + h \right) \right) Z_{A\text{-brane}}^{\text{coh}}(x) = 0. \tag{5.17}
\]

Using this differential equation, we find that \( e^{\frac{w_0}{\hbar} Z_{A\text{-brane}}^{\text{coh}}(x)} \) obeys the GKZ equation (2.11) for the equivariant \( J \)-function.

The classical limit of this \( q \)-difference equation is found from the WKB expansion of the brane partition function:

\[
Z_{Y_{N-1,n}}(x, y) \sim \exp \left( \sum_{m=0}^{\infty} g_s^{m+1} F^K_m(x) \right).
\]

Denoting \( \log y = x \partial_x F^K_0(x) \), we find that the \( q \)-difference equation (5.16) for the brane partition function reduces to the defining equation of a classical curve \( \Sigma^{K}_{Y_{N-1,n}} \):

\[
\Sigma^{K}_{Y_{N-1,n}} = \left\{ (x, y) \in \mathbb{C}^* \times \mathbb{C}^* \left| \right. A^K_Y(x, y) = \prod_{i=0}^{N-1} (1 - \tilde{Q}_{w,i} y) - x \prod_{a=1}^{n} (1 - \tilde{Q}_{\lambda,a} y) = 0 \right\}, \tag{5.18}
\]

under the classical limit \( g_s \to 0 \). In the next subsection we will see that this classical curve agrees with the mirror curve in the mirror B-model picture.

5.3. Vantage point 3: \( J \)-function as the brane partition function in the local B-model. Via the local mirror symmetry, we will study the brane partition function \( Z_{A\text{-brane}}^Y(x) \) in the topological A-model in terms of the topological B-model on the mirror local Calabi–Yau 3-fold \( Y^\vee \). The mirror local Calabi–Yau 3-fold \( Y^\vee \) corresponding to the local toric Calabi–Yau 3-fold \( Y \) of (5.6) is defined with a substitution by \( |x_\delta| = e^{|X_\delta|^2} \) [66,69]:

\[
Y^\vee = \left\{ (\omega_+, \omega_-, x_1, \ldots, x_{m+3}) \in \mathbb{C}^2 \times (\mathbb{C}^*)^{m+3} \left| \right. \omega_+ \omega_- = \sum_{\alpha=1}^{m+3} x_\alpha, \prod_{\alpha=1}^{m+3} x_\alpha^{l_{i,\alpha}} = z_i \right\}, \tag{5.19}
\]

where \( z_i \)'s parametrize the complex moduli space. We eliminate local coordinates \( X_\delta \) \( (\delta = 1, \ldots, m + 3) \) in the defining equation of (5.19) except for \( \delta = \alpha, \beta, \gamma \) and fix \( X_{\gamma} = 0 \). By choosing local coordinates in such a way, the Lagrangian submanifold (5.7) defined on the local atlas which covers \( X_\alpha = X_\beta = X_{\gamma} = 0 \) can be described well. As a consequence, the defining equation (5.19) of the mirror Calabi–Yau 3-fold \( Y^\vee \) is rewritten as the hypersurface in \( \mathbb{C}^2 \times (\mathbb{C}^*)^2 \):

\[
Y^\vee = \left\{ (\omega_+, \omega_-, x, y) \in \mathbb{C}^2 \times (\mathbb{C}^*)^2 \left| \right. \omega_+ \omega_- = A^K_{Y^\vee}(x, y) \right\}.
\]
where \( x = x_\alpha \) and \( y = x_\beta \), and the open string modulus \( x \) of the toric brane is mapped to \( x \). **Mirror curve** \( \Sigma^K_{Y^\vee} \) is defined as the complex 1 dimensional submanifold which resides in \( Y^\vee \):

\[
\Sigma^K_{Y^\vee} = \left\{ (x, y) \in (\mathbb{C}^n)^2 \mid A^K_{Y^\vee}(x, y) = 0 \right\} \subset Y^\vee. \tag{5.20}
\]

**Remark 5.5.** For the mirror curve \( \Sigma^K_{Y^\vee} \), one can consider degrees of freedom for the framing \( f \in \mathbb{Z} \) of the brane mentioned in Remark 5.4 by an \( SL(2, \mathbb{Z}) \) transformation \( x \rightarrow xyf \) and \( y \rightarrow y \), which preserves the symplectic form \( d\omega = dlog x \wedge dlog y \) on \( \Sigma^K_{Y^\vee} \) [18].

**Definition 5.6 (Mirror map [24,86]).** The mirror map between \( Q_i \)'s in (5.6) and \( z_i \)'s in (5.19) is given by the logarithmic solutions to the Picard–Fuchs equations \( D_i f(z) = 0 \) for periods of the holomorphic 3-form on \( Y^\vee \). Here

\[
D_i = \prod_{l_i, \alpha > 0} \left( \frac{\partial}{\partial x_\alpha} \right)^{l_i,\alpha} - \prod_{l_i, \alpha < 0} \left( \frac{\partial}{\partial x_\alpha} \right)^{-l_i,\alpha},
\]

and local coordinates \( x_\alpha \)'s are related with \( z_i \)'s by \( \prod_{\alpha=1}^{m+3} x_\alpha^{l_i,\alpha} = z_i \) in (5.19). Explicitly the inverse mirror map between \( Q_i \)'s and \( z_i \)'s (i.e. the logarithmic solution of the Picard–Fuchs equations) is given by

\[
log Q_i = \log z_i - \sum_{n \in \mathbb{Z}^m \setminus \{0\}} \sum_{\gamma, m_\gamma > 0} l_{i,\gamma} (-1)^{m_\gamma} \frac{\prod_{\alpha \neq \gamma} (\sum_j l_{j,\alpha} n_j)!}{\prod_{\alpha \neq \gamma} (\sum_j l_{j,\alpha} n_j)!} z_1^{n_1} \cdots z_m^{n_m}, \tag{5.21}
\]

where \( m_\gamma = - \sum_j l_{j,\gamma} n_j \).

The mirror map between open string moduli \( x \) in (5.7) and \( x \) in (5.20) is also obtained by extending the charge vectors \( l_i \) to \( (l_i; 0, 0) \) and adding one more charge \( l_0 = (\ldots, 1, -1) \), where the underbrace means \( l_{0, \alpha} = 1 \), \( l_{0, \gamma} = -1 \), and \( l_{0, \beta} = 0 \) for \( \beta \neq \alpha, \gamma \). Explicitly the inverse mirror map between \( x \) and \( x \) is given by

\[
log x = \log x - \sum_{n \in \mathbb{Z}^m \setminus \{0\}} \sum_{\gamma, m_\gamma > 0} l_{0,\gamma} (-1)^{m_\gamma} \frac{\prod_{\alpha \neq \gamma} (\sum_j l_{j,\alpha} n_j)!}{\prod_{\alpha \neq \gamma} (\sum_j l_{j,\alpha} n_j)!} z_1^{n_1} \cdots z_m^{n_m}. \tag{5.22}
\]

### 5.3.1. Geometric engineering of the (“on-shell”) equivariant J-function for \( \mathbb{CP}^{N-1}_w \)

Consider the local toric Calabi–Yau 3-fold defined by charge vectors (5.8), and a Lagrangian submanifold (5.7) with \( \alpha = 1 \), \( \beta = 3 \), \( \gamma = 2 \) as depicted in Fig. 5 for example. From the vantage point 2 this brane partition function gives the (“on-shell”) equivariant J-function for \( \mathbb{CP}^{N-1}_w \). For the mirror Calabi–Yau 3-fold (5.19), by taking local coordinate \( x_1 = x, x_2 = 1, x_3 = y \) respecting the Lagrangian submanifold \( L \) in the A-model, we find a defining equation of the mirror curve (5.20):

\[
A^K_{Y^\vee}(x, y) = \sum_{i=1}^{N-1} \bar{z}_i y^{i+1} + y + x + 1 = 0, \quad \bar{z}_i = \prod_{1 \leq j \leq i} z_{i-j+1}^{i-j+1}. \tag{5.23}
\]
Adopting the mirror maps (5.21) and (5.22) to this geometry, we see that for the local coordinate $x_1 = x$, $x_2 = 1$, $x_3 = y$ the quantum corrections are absent for $x$, i.e. $x = \mathbf{x}$. On the other hand there are quantum corrections for $z_i$'s such that

$$Q_i = e^{-g_i - x_2 g_i + x_1 z_i}.$$  

Here $g_0 = g_N = 0$, and $g_i = g_i(z)$ for $i = 1, 2, \ldots, N - 1$ are defined by

$$g_i(z) = \sum_{n \in \mathbb{Z}_{>0}^{N-1}} (-1)^{n_i-1+n_i+1} \left( -n_i - 2n_i + 2n_{i+1} - 1 \right)! (n_i - 2n_i + n_{i+1})! \prod_{j=0}^{N} (n_j - 2n_j + n_{j+1})! z_1^{n_1} \cdots z_{N-1}^{n_{N-1}},$$

where $n_{-1} = n_0 = n_N = n_{N+1} = 0$. For functions $f_i(Q)$ of $Q_i$ such that

$$\log f_i(Q) = g_i(z(Q)), \quad f_0(Q) = f_N(Q) = 1,$$

we obtain the inverse of the mirror map (5.21):

$$z_i = \frac{f_{i-1}(Q)f_{i+1}(Q)}{f_i(Q)^2} Q_i.$$ (5.24)

We find that such functions $f_a(Q)$ are given by $^{14}$

$$f_i(Q) = \frac{1}{\prod_{j=1}^{i-1} Q_j} \sum_{0 \leq t_1 < \ldots < t_i \leq N-1} \tilde{Q}_{t_1} \cdots \tilde{Q}_{t_i}, \quad \tilde{Q}_0 = 1, \quad \tilde{Q}_i = \prod_{1 \leq j \leq i} Q_j.$$

Example 5.7. In the case of $N = 4$ in Fig. 5 we obtain

$$z_1 = \frac{Q_1(1 + Q_2 + Q_1 Q_2 + Q_2 Q_3 + Q_1 Q_2 Q_3 + Q_1 Q_2^2 Q_3)}{(1 + Q_1 + Q_1 Q_2 + Q_1 Q_2 Q_3)^2},$$

$$z_2 = \frac{Q_2(1 + Q_1 + Q_1 Q_2 + Q_1 Q_2 Q_3)(1 + Q_3 + Q_2 Q_3 + Q_1 Q_2 Q_3)}{(1 + Q_2 + Q_1 Q_2 + Q_2 Q_3 + Q_1 Q_2 Q_3 + Q_1 Q_2^2 Q_3)^2},$$

$$z_3 = \frac{Q_3(1 + Q_2 + Q_1 Q_2 + Q_2 Q_3 + Q_1 Q_2 Q_3 + Q_1 Q_2^2 Q_3)}{(1 + Q_3 + Q_2 Q_3 + Q_1 Q_2 Q_3)^2}.$$  

By the mirror map (5.24) the defining equation of the mirror curve (5.23) yields

$$A^K_{Y_i}(x, y) = \prod_{i=0}^{N-1} \left( 1 + f_1(Q)^{-1} \tilde{Q}_i y \right) + x = 0.$$ (5.25)

After a change of variables:

$$y \rightarrow -f_1(Q)y, \quad x \rightarrow -x,$$

we find that the mirror curve (5.25) agrees with the classical curve (5.18) for $Z_{A\text{-brane}}^{Y_{N-1}}(x)$ in the A-model.

$^{14}$ We have directly checked this up to some orders.
5.3.2. Geometric engineering of the ("on-shell") equivariant J-functions for degree
1 complete intersections in \(\mathbb{C}P^N_w\). Next we will consider the local toric Calabi–Yau
3-fold defined by charge vectors (5.10), and a Lagrangian submanifold (5.7) with
local coordinate \(x\) and \(y\) we obtain the inverse of the mirror map (5.21):

\[
A_{1/1}^K(x, y) = \sum_{i=1}^{N-1} \tilde{z}_{\lambda,i} \tilde{z}_{w,i} x^{i+1} + y + x + 1 + \sum_{i=1}^{N} \tilde{z}_{\lambda,i} \tilde{z}_{w,i-1} x y^i = 0, \tag{5.26}
\]

where

\[
\tilde{z}_{\lambda,i=1,\ldots,N} = \prod_{1 \leq j \leq i} \tilde{z}_{\lambda,i-j+1}, \quad \tilde{z}_{w,0} = 0, \quad \tilde{z}_{w,i=1,\ldots,N-1} = \prod_{1 \leq j \leq i} \tilde{z}_{w,i-j+1}.
\]

For this mirror curve the open string modulus \(x\) receives no quantum corrections, namely \(x = x\), and the mirror map (5.21) is given by

\[
Q_{\lambda,i} = e^{-g_{w,0} + g_{\lambda,k,i} + \sum_{j=1}^{N} g_{w,j} x_{w,i}}, \quad Q_{w,i} = e^{-g_{w,0} + g_{\lambda,k,i} + \sum_{j=1}^{N} g_{w,j} x_{w,i}}.
\]

Here \(g_{w,0} = g_{\lambda,0} = g_{w,N} = g_{\lambda,N} = 0\), and \(g_{w,i} = g_{w,i}(z)\), \(g_{\lambda,i} = g_{\lambda,i}(z)\) for
\(i = 1, 2, \ldots, N - 1\) are defined by

\[
g_{w,i}(z) = \sum_{n \in \mathbb{Z}_{\geq 0}^{2N-1}} (-1)^{n_{w,i-1} + n_{w,i} + n_{\lambda,i} + n_{\lambda,i+1}} z_{\lambda,1}^{n_{\lambda,1}} z_{w,1}^{n_{w,1}} \cdots z_{w,N-1}^{n_{w,N-1}} z^{\lambda,1} z^{w,1} \cdots z^{w,N-1} z^{\lambda,1} z^{w,1} \cdots z^{w,N-1} z^{\lambda,1}.
\]

where \(n_{w,0} = n_{w,0} = n_{w,N} = n_{\lambda,N+1} = n_{w,N+1} = 0\). For functions \(f_{w,i}(\mathcal{Q})\)
and \(f_{\lambda,i}(\mathcal{Q})\) of \(Q_{\lambda,i}\) and \(Q_{w,i}\) such that

\[
\log f_{w,i}(\mathcal{Q}) = g_{w,i}(z(\mathcal{Q})), \quad \log f_{\lambda,i}(\mathcal{Q}) = g_{\lambda,i}(z(\mathcal{Q})),
\]

we obtain the inverse of the mirror map (5.21):

\[
z_{\lambda,i} = \frac{f_{w,i-1}(\mathcal{Q}) f_{\lambda,i}(\mathcal{Q})}{f_{\lambda,i-1}(\mathcal{Q}) f_{w,i}(\mathcal{Q})} Q_{\lambda,i}, \quad z_{w,i} = \frac{f_{\lambda,i-1}(\mathcal{Q}) f_{w,i+1}(\mathcal{Q})}{f_{w,i}(\mathcal{Q}) f_{\lambda,i}(\mathcal{Q})} Q_{w,i}. \tag{5.27}
\]
We find that such functions $f_{w,i}(Q)$ and $f_{\lambda,i}(Q)$ are given by:

\[ f_{w,i}(Q) = \frac{1}{\prod_{j=1}^{i-1} \tilde{Q}_{w,j}} \sum_{0 \leq t_1 < \ldots < t_i \leq N-1} \tilde{Q}_{w,t_1} \cdots \tilde{Q}_{w,t_i}, \quad \tilde{Q}_{w,0} = 1, \quad \tilde{Q}_{w,i} = \prod_{1 \leq j \leq i} Q_{\lambda,j} Q_{w,j}, \]

\[ f_{\lambda,i}(Q) = \frac{1}{\prod_{j=1}^{i-1} \tilde{Q}_{\lambda,j}} \sum_{1 \leq t_1 < \ldots < t_i \leq N} \tilde{Q}_{\lambda,t_1} \cdots \tilde{Q}_{\lambda,t_i}, \quad \tilde{Q}_{\lambda,0} = 1, \quad \tilde{Q}_{\lambda,i} = \prod_{1 \leq j \leq i-1} Q_{w,j} Q_{\lambda,j+1}. \]

By the mirror map (5.27) the mirror curve (5.26) yields

\[ A^K_{Y^{i}}(x, y) = \prod_{i=0}^{N-1} \left( 1 + f_{w,1}(Q)^{-1} \tilde{Q}_{w,i} y \right) + x \prod_{i=1}^{N} \left( 1 + f_{w,1}(Q)^{-1} \tilde{Q}_{\lambda,i} y \right) = 0. \]

(5.28)

After a change of variables:

\[ y \to -f_{w,1}(Q)y, \quad x \to -x, \]

we find that the mirror curve (5.28) agrees with the classical curve (5.18) for $Z_{A\text{-brane}}^{Y_{N-1,N}}(x)$ in the A-model.

To obtain the defining equation of the mirror curve for $Y_{N-1,n}$ with $n < N$ we will act the flop transitions which change the toric charges from (5.12) to (5.13). In this case, by the local mirror symmetry, the complex structure moduli parameters $z_{\lambda,1}, z_{w,1}$, and $z_{\lambda,2}$ (resp. $z'_{\lambda,1}, z'_{w,1}$, and $z'_{\lambda,2}$) are associated with the charge vectors $I_{\lambda,1}, I_{w,1}$, and $I_{\lambda,2}$ (resp. $I'_{\lambda,1}, I'_{w,1}$, and $I'_{\lambda,2}$), respectively. Under the flop transitions, the same relation as (5.14) for the Kähler moduli parameters holds for the complex structure moduli parameters:

\[ (z'_{\lambda,1}, z'_{w,1}, z'_{\lambda,2}) = (z^{-1}_{\lambda,1}, z_{\lambda,1} z_{w,1}, z_{\lambda,2}). \]

(5.29)

Combining this relation (5.29) with the relation (5.14) together, the inverse mirror map can be considered after the flop transitions. As a consequence of “flops” and “decouplings” for some of complex structure moduli parameters in the mirror curve (5.28), we obtain the classical curve $\Sigma_{Y_{N-1,n}}^{K}$ in (5.18).

5.3.3. Wave function for the mirror curve and the remodeling conjecture

Regarding the mirror curve (5.20) as the spectral curve, one can find the wave function $\psi_{Y^{i}}^{K}(x)$ for this curve via the topological recursion. The parameters $z_{i}$’s and $x$ are mapped to $Q_{i}$’s and $x$ by the inverse mirror maps (5.21) and (5.22). As a pullback of the wave function $\psi_{Y^{i}}^{K}(x)$ by the inverse mirror map, we define the wave function $\psi_{Y^{i}}^{K}(x)$. On the other hand the brane partition function $Z_{B\text{-brane}}^{Y^{i}}(x)$ in the local B-model is defined as the pullback of $Z_{A\text{-brane}}^{Y^{i}}(x)$ by the mirror map. The relation between these brane partition

\[15\] We have directly checked this up to some orders.
functions \( Z_{A\text{-brane}}^{Y_{l}}(x) \) and \( Z_{B\text{-brane}}^{Y_{l}}(x) \) and wave functions \( \psi_{Y_{l}}^{K}(x) \) and \( \psi_{Y_{l}}^{K}(x) \) is found from the remodeling conjecture proposed by V. Bouchard, A. Klemm, M. Mariño, and S. Pasquetti [18, 19, 87] (see [44, 47, 49, 105] for proofs and generalizations).

**Conjecture 5.8** (Remodeling conjecture). Consider the topological A-model on a local toric Calabi–Yau 3-fold \( Y_{l} \) in (5.6) with a special Lagrangian submanifold \( L \) in (5.7). Let \( F_{n}^{(g)}(x_{1}, \ldots, x_{n}) \) be the generating function of the open Gromov–Witten invariants that enumerate the world sheet instantons for the map from the genus \( g \) Riemann surface with \( n \) boundaries \( \Sigma_{g,n} \) (resp. the boundaries \( \partial \Sigma_{g,n} \) of \( \Sigma_{g,n} \)) to \( Y_{l} \) (resp. \( L \)). Via the mirror maps (5.21) and (5.22), the generating function \( F_{n}^{(g)}(x_{1}, \ldots, x_{n}) \) is given by

\[
F_{1}^{(0)}(x_{1}) = \int_{z_{1}^{1}}^{z_{1}} \omega(x(z_{1}')) \omega(x(z)) = \log y(x(z)) \frac{dx(z)}{x(z)},
\]

\[
F_{2}^{(0)}(x_{1}, x_{2}) = \int_{z_{2}^{1}}^{z_{2}} \int_{z_{1}^{2}}^{z_{1}} \left( B(z_{1}', z_{2}') - \frac{dx(z_{1}')}{x(z_{1}') - x(z_{2}')} \frac{dx(z_{2}')}{x(z_{2}') - x(z_{1}')} \right),
\]

\[
F_{n}^{(g)}(x_{1}, \ldots, x_{n}) = \int_{z_{1}^{1}}^{z_{1}} \cdots \int_{z_{n}^{n}}^{z_{n}} \omega_{n}^{(g)}(z_{1}', \ldots, z_{n}') \quad \text{for } (g, n) \neq (0, 1), (0, 2),
\]

(5.30)

up to the framing ambiguity. Here \( B(z_{1}, z_{2}) \) is the Bergman kernel and \( \omega_{n}^{(g)}(g, n) \neq (0, 1), (0, 2) \) are the multilinear meromorphic differentials recursively defined by the topological recursion (3.9) or (3.12) on a mirror curve \( \Sigma_{Y_{l}}^{K} \). \( z_{i}'s \) denote points on the mirror curve \( \Sigma_{Y_{l}}^{K} \) in a local coordinate, and \( z_{i}'s \) denote reference points in \( \Sigma_{Y_{l}}^{K} \) so that the integrals converge to 0 at these points.

Following the WKB reconstruction (3.13), we can define the wave function by (5.30) such that

\[
\psi_{Y_{l}}^{K}(x) = \exp \left( \sum_{g=0, n=1}^{\infty} \frac{1}{n!} \hbar^{2g-2+n} F_{n}^{(g)}(x, \ldots, x) \right).
\]

From the remodeling conjecture we see that the WKB reconstruction of this wave function \( \psi_{Y_{l}}^{K}(x) \) agrees with the WKB expansion of brane partition function \( Z_{A\text{-brane}}^{Y_{l}}(x) \) in the local A-model. In particular for the spectral curve \( \Sigma_{Y_{N-1,n}}^{K} \) in (5.18) the wave function \( \psi_{Y_{N-1,n}}^{K}(x) \) is defined in this way, and it gives the WKB reconstruction of the brane partition function \( Z_{A\text{-brane}}^{Y_{N-1,n}}(x) \) in (5.15):

\[
Z_{A\text{-brane}}^{Y_{N-1,n}}(x) \sim \psi_{Y_{N-1,n}}^{K}(x).
\]

(5.31)

From the vantage points 1 and 2, for \( n < N \), the cohomological limit \( \beta \to 0 \) of \( \psi_{Y_{l}}^{K}(x) \) gives a WKB reconstruction of the (“on-shell”) equivariant J-function for the Fano complete intersection of the degree \( l_{a=1,\ldots,n} = 1 \) hypersurfaces in \( \mathbb{CP}^{N-1} \) via the topological recursion.

In summary, from these 3 vantage points, we have found results as follows.
• $Z_{A,\text{-brane}}^{Y_{N-1,n}}(x)$ obeys the differential equation (5.17) which comes from the $q$-difference equation (5.16) in the cohomological limit. This differential equation agrees with the GKZ equation (2.11) compensated by a factor $x^{w_0/\hbar}$. (See Lemma A.2.)

• The classical limit of the $q$-difference equation (5.16) defines the classical curve (5.18), and it agrees with the mirror curve for $T_{\Sigma_1}^K Y_{N-1,n}$.

• The wave function $\psi^K_{Y_{N-1,n}}(x)$ found from the topological recursion for the mirror curve $T_{\Sigma_1}^K Y_{N-1,n}$ is regarded as the WKB expansion of the brane partition function $Z_{A,\text{-brane}}^{Y_{N-1,n}}(x)$.

At the level of the cohomological limit, the above results suggest that the GKZ equation (2.11) is regarded as a quantum curve for the GKZ curve (2.24), because the differential equation (5.17) for the cohomological limit of the brane partition function satisfies the properties in Definition 3.3. Although some physical (but mathematical obscure) definitions and conjectures are used to obtain the above results, we find the physical derivation of the reconstruction theorem at last.

6. Stokes Matrix for $\mathbb{CP}^1_{\text{w}}$

In this section we consider the quantum curve

$$\left[ \left( \hbar x \frac{d}{dx} - w_0 \right) \left( \hbar x \frac{d}{dx} - w_1 \right) - x \right] \psi = 0 \quad (6.1)$$

arising from the GKZ curve

$$\Sigma_{\mathbb{CP}^1_{\text{w}}} = \{ (x, y) \in \mathbb{C}^* \times \mathbb{C} \mid A_{\mathbb{CP}^1_{\text{w}}}(x, y) = 0 \},$$

$$A_{\mathbb{CP}^1_{\text{w}}}(x, y) = (y - w_0)(y - w_1) - x \quad (6.2)$$

as is discussed in Sect. 4.1. This equation is also known as the quantum differential equation (Dubrovin’s first structure connection) for the equivariant Gromov–Witten theory of $\mathbb{CP}^1$. The goal of this section is to compute the Stokes matrix for the Gromov–Witten theory of Eq. (6.1) using the exact WKB method (see [75, 81] for the foundation of the exact WKB method). As we will see below, integrals over the GKZ curve play a crucially important role in the description of the Stokes matrices.

6.1. Normalization of the WKB solution. From the viewpoint of the WKB method, it is convenient to transform (6.1) to the following Schrödinger-type equation:

$$\left( \hbar^2 \frac{d^2}{dx^2} - Q \right) \varphi = 0, \quad Q = Q_0(x) + \hbar^2 Q_2(x) = \frac{4x + (w_0 - w_1)}{4x^2} - \hbar^2 \frac{1}{4x^2} \quad (6.3)$$

through the gauge transform

$$\psi = \exp \left( \frac{w_0 + w_1 - \hbar}{2\hbar} \log x \right) \varphi. \quad (6.4)$$

Equation (6.3) has a unique turning point (i.e., the zero of the leading term of $Q$) at

$$v = -\frac{(w_0 - w_1)^2}{4}.$$
In what follows we assume
\[ w_0 - w_1 \neq 0 \]  
(6.5)
to avoid the case that the turning point coalesces with the pole of \( Q \).

Although the construction of the WKB solution via the topological recursion has
given in Sect. 3, here we reformulate the construction and introduce a “normalized
WKB solution at a turning point” to use the so-called Voros’ formula (see Theorem 6.8
below).

Two independent WKB solutions of (6.3) can be written as
\[ \varphi_{\pm}(x, \hbar) = \exp \left( \int_{x_p}^x P_{n+1}(x', \hbar)dx' \right), \]  
(6.6)
where \( P_{n+1}(x, \hbar) = \sum_{n=0}^{\infty} \hbar^{n-1} P_n^{(\pm)}(x) \), are two formal solutions of the Riccati equation
\[ \hbar^2 \left( P^2 + \frac{dP}{dx} \right) = Q(x, \hbar). \]  
That is, \( P_n^{(\pm)} \) are determined by solving the recursion relation
\[ P_0^{(\pm)}(x) = \pm \sqrt{Q_0(x)} = \pm \sqrt{\frac{4x + (w_0 - w_1)^2}{4x^2}}, \]  
(6.7)
\[ P_{n+1}^{(\pm)}(x) = \frac{1}{2P_0^{(\pm)}} \left( \delta_{n,1} Q_2(x) - \sum_{n_1+n_2=n+1} \sum_{n_1,n_2 \geq 1} P_{n_1}^{(\pm)} P_{n_2}^{(\pm)} \frac{dP_{n_1}^{(\pm)}}{dx} \right) (n \geq 0). \]  
(6.8)
The functions \( P_n^{(\pm)}(x) \) are defined on the Riemann surface of \( \sqrt{Q_0(x)} \), which can be
identified with the spectral curve \( \Sigma^1_{CP^1} \) (see (6.19) below). After fixing a branch cut
between the turning point \( \nu \) and \( \infty \), we regard them as meromorphic functions on the
cut plane \( CP^1 \setminus \{ \text{cut} \} \). In what follows, we choose the branch which behaves as
\[ \sqrt{Q_0(x)} = \frac{w_0 - w_1}{2x} (1 + O(x)), \quad x \to 0 \]  
(6.9)
as the branch on the first sheet. We will also regard the coordinate \( x \) of \( CP^1 \) (restricted
to the cut plane) as that of the first sheet of \( \Sigma^1_{CP^1} \), and use the covering involution
\( \sigma : \Sigma^1_{CP^1} \to \Sigma^1_{CP^1} \) to describe a point on the second sheet.

The following statements are consequence of (6.7), (6.8) and [81, Remark 2.2].

**Lemma 6.1.** (i) The asymptotic behavior of \( P_n^{(\pm)}(x) \) when \( x \) tends to 0 are given as follows:
\[ P_0^{(\pm)}(x) = \pm \frac{w_0 - w_1}{2x} (1 + O(x)), \quad P_1^{(\pm)}(x) = \frac{1}{2x} (1 + O(x)), \]  
(6.10)
and \( P_n^{(\pm)}(x) \) for \( n \geq 2 \) are holomorphic at 0.

(ii) The asymptotic behavior of \( P_n^{(\pm)}(x) \) when \( x \) tends to \( \infty \) are given as follows:
\[ P_n^{(\pm)}(x) = O(x^{-\frac{n}{2} - \frac{1}{2}}) \quad (n \geq 0). \]  
(6.11)
Fig. 8. For a given $x$, the path $\gamma_x$ starts from the point $\sigma(x)$ and ends at $x$ after encircling the turning point $v$. The wiggly lines designate a branch cut, and the solid (resp. dotted) part represents a part of path on the first (resp. the second) sheet of the spectral curve.

(iii) If we define

$$P_{\text{odd}}(x, \hbar) = \frac{P^{(+)}(x, \hbar) - P^{(-)}(x, \hbar)}{2},$$

$$P_{\text{even}}(x, \hbar) = \frac{P^{(+)}(x, \hbar) + P^{(-)}(x, \hbar)}{2},$$

(6.12)

(i.e. $P^{(\pm)} = \pm P_{\text{odd}} + P_{\text{even}}$), then we have

$$P_{\text{even}}(x, \hbar) = -\frac{1}{2P_{\text{odd}}(x, \hbar)} \frac{dP_{\text{odd}}(x, \hbar)}{dx}. \quad (6.13)$$

Here we note that the holomorphicity of $P_n^{(\pm)}(x)$ in (i) and (ii) is a consequence of the topological recursion (correlation functions must be holomorphic except for the ramification point $v$).

We will use a special normalization of the WKB solution to compute Stokes matrices, following [81, Section 2]. Thanks to (iii) of Lemma 6.1 implies that the WKB solutions can be written in the following form (up to some factor which is independent of $x$):

$$\varphi_{\pm}(x, \hbar) = \frac{1}{\sqrt{P_{\text{odd}}(x, \hbar)}} \exp \left( \pm \int_v^x P_{\text{odd}}(x', \hbar)dx' \right). \quad (6.14)$$

Here the lower end-point $v$ in (6.16) is the unique turning point of (6.3), and the integral is defined in terms of contour integral

$$\int_v^x P_{\text{odd}}(x', \hbar)dx' = \frac{1}{2} \int_{\gamma_x} P_{\text{odd}}(x', \hbar)dx' \quad (6.15)$$

along the path depicted in Fig. 8 (see Remark 6.2). Through the relation (6.4), we also have an expression of the WKB solution of (6.1):

$$\psi_{\pm}(x, \hbar) = \frac{\exp \left( \frac{w_0+w_1-\hbar}{2\hbar} \log x \right)}{\sqrt{P_{\text{odd}}(x, \hbar)}} \exp \left( \pm \int_v^x P_{\text{odd}}(x', \hbar)dx' \right). \quad (6.16)$$

Remark 6.2. When we integrate $P_{\text{odd}}dx$, the path of integration in (6.16) should be taken on the spectral curve $\Sigma_{\mathbb{CP}^1}$. (Although the coefficients of WKB solution are defined on $\Sigma_{\mathbb{CP}^1}$, the Borel sum of WKB solution (defined in Sect. 6.2) is single-valued around turning points (i.e., well-defined on the $x$-plane).
Remark 6.3. Since $\sqrt{Q_0(x)}$ has a simple pole at $x = 0$, the path $\gamma_x$ must avoid the point. If we choose different path from $v$ to $x$, then the corresponding WKB solutions are modified by diagonal matrix. For example, for the WKB solutions $\psi_\pm$ (resp. $\tilde{\psi}_\pm$) normalized along $\gamma_x$ (resp. $\tilde{\gamma}_x$) depicted in Fig. 9, we have

$$\psi_\pm = \exp \left( \pm \frac{1}{2} V_{\gamma_0} \right) \tilde{\psi}_\pm, \quad V_{\gamma_0} = \oint_{\gamma_0 - \sigma_\ast} P_{\text{odd}}(x, \hbar) \, dx = \frac{2\pi i (w_0 - w_1)}{\hbar}. \quad (6.17)$$

(Cf. (6.9).) Here $\gamma_0$ is a positively oriented cycle around $x = 0$ on the first sheet of $\Sigma_{\mathbb{C}P^1_w}$, and $\sigma_\ast \gamma_0$ is the image of $\gamma_0$ by $\sigma$. The integral $V_{\gamma_0}$ is called Voros coefficient for the closed cycle $\gamma_0$ (see [31, 75]), which is important in the exact WKB analysis since it appears in the expression of monodromy or connection matrices of (Borel resumed) WKB solutions [81, Section 3]. Note also that, although $V_{\gamma_0}$ is a priori a formal power series, $V_{\gamma_0}$ only consists of one term in our example thanks to the holomorphicity of $P_n(x)$ for $n \geq 2$ in Lemma 6.1 (again recall that it is a consequence of topological recursion).

We also note that the formal series expression of (6.16) can be arranged to

$$\psi_\pm(x, \hbar) = \exp \left( \frac{1}{\hbar} S_0(\pm) (x) \right) \sum_{n=0}^{\infty} \hbar^{n+\frac{1}{2}} \psi_n(\pm)(x), \quad (6.18)$$

where

$$S_0(\pm)(x) = \frac{w_0 + w_1}{2} \log x \pm \int_v^x \sqrt{Q_0(x')} \, dx' \quad (6.19)$$

(which coincides with the one computed in Table 3 in Appendix C up to an additive constant) and $y_\pm(x) = x (dS_0(\pm)/dx)$ satisfies the equation $A_{\mathbb{C}P^1_w}(x, y_\pm(x)) = 0$ for the GKZ curve $\Sigma_{\mathbb{C}P^1_w}$.

Lemma 6.4. The coefficients in the expansion (6.18) satisfy $\lim_{x \to \infty} \psi_n(\pm)(x) = 0$ for $n \geq 0$.

Proof. The term $\psi_0(\pm)$ (which coincides with $\exp(S_1)$ in Table 3 in Appendix C) is given by

$$\psi_0^{(\pm)}(x) = \frac{\exp(-\frac{1}{2} \log x)}{Q_0(x)^{1/4}} = \frac{\sqrt{2}}{(4x + (w_0 - w_1)^2)^{1/4}} = O(x^{-1/4}) \quad (6.20)$$
(which is independent of ±). The behavior of subsequent terms can be derived from the estimate (6.11) and the equality:
\[ \int_{v}^{x} P_{2m}^{(±)}(x')dx' = \int_{∞}^{x} P_{2m}^{(±)}(x')dx' = O(x^{-\frac{1}{2}}) \quad (m \geq 1). \]

The first equality holds since there is only one branch point v on the spectral curve \( Σ_{CP^1} \), and \( P_{2m}^{(±)}(x)dx \) has no residue at \( x = 0 \) for \( m \geq 1 \) (see (i) in Lemma 6.1).

The above lemma and Proposition 4.3 imply the relation between the WKB solution constructed here and the wave function constructed through the topological recursion at the level of formal power series.

**Proposition 6.5.** The WKB solution (6.18) agrees with the wave function (4.11) (up to the overall factor \( \hbar^{1/2} \)) constructed through the topological recursion for the GKZ curve \( Σ_{CP^1} \) with the integration divisor \( D = [z] - [∞] \) (i.e., the reference point is chosen as \( z_* = ∞ \)).

6.2. Borel summation and the Stokes graph. The expansion (6.18) is a divergent series of \( \hbar \). To give an analytic interpretation for (6.18), we employ the Borel summation method (for a formal series of \( \hbar \)). For the convenience of the readers, here we briefly recall the Borel summation method (see [30] for details.)

For fixed \( \theta \in \mathbb{R} \) and \( x_0 \in \mathbb{C} \) satisfying \( x_0 \neq 0 \), \( v \), the WKB solution \( ψ_± \) is said to be Borel summable in the direction \( \theta \) near \( x_0 \) if the following conditions are satisfied (see [81, Definition 1.3]):

- The Borel transform
\[
Bψ_±(x, y) = ψ_±,B(x, y) = \sum_{n=0}^{∞} \frac{ψ_±,n(x)}{Γ(n + \frac{1}{2})} (y - a_±(x))^{n - \frac{1}{2}}
\]  
(6.21)

of \( ψ_± \) is holomorphic on a domain
\[ D = \{(x, y) \in U × \mathbb{C} | -ε < \text{Im}(e^{-i\theta}(y - a_±(x))) < +ε\} \]
with a sufficiently small \( ε > 0 \). Here \( U \) is a neighborhood of \( x_0 \) and \( a_±(x) = -Ω_0^{(±)}(x) \). The convergence of the Borel transform \( ψ_±,B(x, y) \) near \( y = a_±(x) \) is always true; see [81, Lemma 2.5].

- \( |ψ_±,B(x, y)| < C_1 e^{C_2|y|} \) holds with some \( C_1, C_2 > 0 \) on the above domain \( D \).

If \( ψ_± \) is Borel summable in the direction \( \theta \), then the following Laplace integral defines a holomorphic function of both \( x \) and \( \hbar \) on \( \{(x, \hbar) \in \mathbb{C}^2 | x \in U, |\arg \hbar - \theta| < π/2, |\hbar| \ll 1\}: \)
\[
Ψ_±^{(θ)} = \int_{ℓ_θ} e^{-y/\hbar} ψ_±,B(x, y)dy,
\]  
(6.22)
where \( ℓ_θ = \{y = a_±(x) + re^{iθ} \in \mathbb{C} | r ≥ 0\} \). The function (6.22) is called the Borel sum of \( ψ_± \) in the direction \( θ \). If \( ψ_± \) is Borel summable in the direction \( θ \), then the Borel sum recovers the WKB solution as its asymptotic expansion (for any fixed \( x \in U \)):
\[ Ψ_±^{(θ)} \sim ψ_± \quad \text{when} \; \hbar \to 0 \; \text{with} \; |\arg \hbar - \theta| < π/2. \]
Moreover, for any fixed \( \hbar \) satisfying \( |\arg (\hbar - \theta)| < \pi / 2 \) and \( |\hbar| \ll 1 \), the Borel sum \( \Psi_\pm^{(\theta)} \) is a holomorphic solution of the equation (6.1) on \( U \). Singularities of \( \psi_{\pm, B} \) on \( \gamma \)-plane (Borel-plane) spoils the Borel summability of the WKB solutions, and hence causes the Stokes phenomenon. The Stokes multipliers of the WKB solutions are discussed in [81,101] for example (see also Sect. 6.4).

To discuss the Borel summability and the Stokes phenomenon for the WKB solutions, let us recall the notion of the Stokes graph\(^{16}\) for a fixed phase \( \theta \in \mathbb{R} \) (see [81, Definition 2.6]).

- A **Stokes curve** of (6.1) of phase \( \theta \) is a real one-dimensional integral curve of the direction field

\[
\text{Im} \left( e^{-i\theta} \int_{x}^{x} \sqrt{Q_0(x)} \, dx \right) = \text{const.}
\]

emanating from a turning point.

- A **saddle connection** of phase \( \theta \) is a Stokes curve of phase \( \theta \) which connects turning points.

- The **Stokes graph** of (6.1) of phase \( \theta \) is defined as a graph on \( x \)-plane whose vertices are zeros and poles of \( Q_0(x) \, dx \), and whose edges are Stokes curves emanating from turning points.

We will use the notation \( G_\theta \) for the Stokes graph of (6.1) of phase \( \theta \). Figure 10 depicts \( G_\theta \) for several \( \theta \) between 0 and \( \pi \) where the equivariant parameters are chosen as \( (w_0, w_1) = (1, 0) \).

A sufficient condition for the Borel summability is given as follows.

**Theorem 6.6** ([82]). Fix \( \theta \in \mathbb{R} \). The WKB solution (6.16) is Borel summable in the direction \( \theta \) near any point on each face of the Stokes graph \( G_\theta \) when the following conditions are satisfied:

(i) The upper end-point \( x \) of the integral in (6.16) does not lie on \( G_\theta \).

(ii) The path \( \gamma_x \) of integration in (6.15) can be deformed in the spectral curve \( \Sigma_{\mathbb{C}P^1} \) so that its projection by \( \pi : \Sigma_{\mathbb{C}P^1} \to \mathbb{C}P^1 \) never intersects with saddle connections in \( G_\theta \).

A proof of Theorem 6.6 will be given in forthcoming paper [82]. See also [97, Section 3.1].

### 6.3. Oscillatory integral and the Borel resummed WKB solution.

As is mentioned in Proposition 2.9, the GKZ equation (6.1) is satisfied by the oscillatory integral

\[
\mathcal{I}_\pm^{(\theta)}(x, \hbar) = \int_{\Gamma_\pm^{(\theta)}} \exp \left( \frac{W(u; x)}{\hbar} \right) \frac{du}{u},
\]

\[
W(u; x) = W_{\mathbb{C}P^1}(u; x) = u + \frac{x}{u} + w_0 \log u + w_1 \log \left( \frac{x}{u} \right).
\]

Here, for a fixed \( \theta \in \mathbb{R} \), \( \Gamma_\pm^{(\theta)} \) is the Lefschetz thimble of the phase \( \theta \) (i.e. the steepest descent path for the function \( \text{Re}(e^{-i\theta} W) \)) associated with the critical point

\[
u_\pm = \frac{w_1 - w_0}{2} \pm \frac{\sqrt{4x + (w_0 - w_1)^2}}{2}
\]

\(^{16}\) Stokes graph is also known as an example of spectral networks [51].
Reconstructing GKZ via Topological Recursion

\[ \theta = 0. \]
\[ \theta = \frac{3}{20}\pi. \]
\[ \theta = \frac{5}{20}\pi. \]
\[ \theta = \frac{7}{20}\pi. \]
\[ \theta = \frac{8}{20}\pi. \]
\[ \theta = \frac{9}{20}\pi. \]
\[ \theta = \frac{9.5}{20}\pi. \]
\[ \theta = \frac{9.8}{20}\pi. \]
\[ \theta = \frac{10}{20}\pi. \]
\[ \theta = \frac{10.2}{20}\pi. \]
\[ \theta = \frac{10.5}{20}\pi. \]
\[ \theta = \frac{11}{20}\pi. \]
\[ \theta = \frac{12}{20}\pi. \]
\[ \theta = \frac{13}{20}\pi. \]
\[ \theta = \frac{15}{20}\pi. \]
\[ \theta = \frac{16}{20}\pi. \]
\[ \theta = \frac{20}{20}\pi. \]

**Fig. 10.** Stokes graphs of the Eq. (6.1) for \( w_0 - w_1 = 1 \). A loop-type saddle connection appears when \( \theta = \pi/2 \)

of \( W \). Precisely speaking, since the function \( W \) contains the logarithm, we regard \( u_{\pm} \) as a point on the universal cover \( \mathbb{C}^* \) of \( \mathbb{C}^* \). Thus, any lift \( e^{2k\pi i}u_{\pm} (k \in \mathbb{Z}) \) of \( u_{\pm} \) onto \( \mathbb{C}^* \) is a critical point of \( W \), and the corresponding critical values satisfy \( W(e^{2k\pi i}u_{\pm}; x) = W(u_{\pm}; x) + 2k\pi i(w_0 - w_1) \). Note also that these critical points are non-degenerate as long as \( x \neq v \).
Using Corollary 4.8, let us compare the oscillatory integral \( I_{\pm}^{(\theta)} \) and the Borel resummed WKB solution \( \Psi_{\pm}^{(\theta)} \). For the purpose, we should know the well-definedness of the Lefschetz thimbles; that is, a sufficient condition which guarantees that the image \( W(\Gamma_{\pm}^{(\theta)}; x) \) of the Lefschetz thimble never hits other critical values of \( W \).

- If \( e^{-i\theta} 2\pi i (w_0 - w_1) \in \mathbb{R} \), then the image \( W(\Gamma_{\pm}^{(\theta)}; x) \) of Lefschetz thimbles hits the critical value \( W(e^{2\pi i} u_{\pm}; x) \). Therefore, we assume that the phase \( \theta \) satisfies
  \[ e^{-i\theta} 2\pi i (w_0 - w_1) \notin \mathbb{R}. \]  
  (6.24)

Note that the above condition is satisfied if there is no loop-type saddle connection in the Stokes graph \( G_\theta \) (see (6.9)).

- Since \( u_+ = u_- \) at \( x = v \), we can verify \( W(u_+; x) - W(u_-; x) = 2 \int_0^\pi \sqrt{Q_0(x')} dx' + 2k\pi i (w_0 - w_1) \), where \( k \) is an integer specified by the branch of logarithm at the critical points. In view of (6.9), we can take an appropriate path \( \gamma_k \) from \( v \) to \( x \) (which turns around \( x = 0 \) several times depending on \( k \)) satisfying \( W(u_+; x) - W(u_-; x) = 2 \int_{\gamma_k} \sqrt{Q_0(x')} dx' \). Therefore, if we assume
  \[ e^{-i\theta} \int_{\gamma_k} \sqrt{Q_0(x')} dx' \notin \mathbb{R} \text{ for any } k \in \mathbb{Z}, \]  
  (6.25)

then the image \( W(\Gamma_{\pm}^{(\theta)}; x) \) of Lefschetz thimbles never intersect with each other. Note that the condition is satisfied if \( x \) does not lie on Stokes curves of the phase \( \theta \).

In summary, we can show that the Lefschetz thimbles are well defined if the conditions (6.24) and (6.25) are satisfied.17 The discussion given here also implies that the WKB solutions are Borel summable under these conditions, and hence, the Borel resummed WKB solutions \( \Psi_{\pm}^{(\theta)} \) are well-defined.

Let us compare the asymptotic expansions (saddle point approximation). As is mentioned in Sect. 2.3, the asymptotic expansion of \( I_{\pm}^{(\theta)} \) when \( \hbar \to 0 \), \( |\arg \hbar - \theta| < \pi/2 \) is given by

\[ I_{\pm}^{(\theta)}(x, \hbar) \sim \exp \left( \frac{1}{\hbar} W(u_{\pm}; x) \right) \frac{(-2\pi \hbar)^{1/2}}{u_{\pm} \sqrt{\text{Hess}(u_{\pm})}} \left( 1 + \sum_{n=1}^{\infty} \frac{I_n^{(\pm)}(x) \hbar^n}{n!} \right), \]  
(6.26)

where \( \text{Hess}(u_{\pm}) = W''(u_{\pm}; x) \) is the Hessian of \( W \) at the critical point \( u_{\pm} \). We can verify that \( S_0^{(\pm)} = W(u_{\pm}; x) \) (we fix the ambiguity in the branch of logarithm in \( S_0^{(\pm)} \) so that this equality holds), and

\[ \frac{(-2\pi)^{1/2}}{u_{\pm} \sqrt{\text{Hess}(u_{\pm})}} = \frac{(\pm 1)^{-1/2}(-2\pi)^{1/2}}{(4x + (w_0 - w_1)^2)^{1/4}} = (\pm 1)^{-1/2}(-\pi)^{1/2} \psi_0^{(\pm)}(x). \]  
(6.27)

This equality together with Corollary 4.8 and Proposition 6.5 show that

\[ I_{\pm}^{(\theta)} \sim (\pm 1)^{-1/2}(-\pi)^{1/2} \psi_{\pm}^{(\theta)} \]  
(6.28)

holds when \( \hbar \to 0 \), \( |\arg \hbar - \theta| < \pi/2 \). Comparing the asymptotic expansion, we obtain the relationship between exact solutions of the GKZ equation (6.1) (which is a refinement of Proposition 4.3):

17 These conditions are sufficient conditions because, even if the image of Lefschetz thimbles intersects, the oscillatory integral is well-defined and the saddle point approximation is valid if the corresponding vanishing cycles never intersect.
**Proposition 6.7.** $\mathcal{T}_{\pm}^{(\theta)}(x, h) = (\pm 1)^{-1/2}(\mp x)^{1/2}\Psi_{\pm}^{(\theta)}(x, h)$ holds if the conditions (6.24) and (6.25) are satisfied.

Hence, the computation of Stokes matrices in the subsequent sections can be translated to results for the oscillatory integrals.

6.4. Stokes matrices for WKB solutions normalized at the turning point. Suppose that, in a direction $\theta_0$, the one of the following conditions is satisfied:

(i) A Stokes curve of the phase $\theta_0$ hits the point $x$.

(ii) A saddle connection appears in $G_{\theta_0}$, and it intersects with the path $\gamma_x$.

The WKB solution is not Borel summable in these cases because certain singularities appear on the ray $\{y = a_\pm(x) + re^{i\theta_0} \in \mathbb{C} \mid r \geq 0\}$ in the Borel-plane. Let us describe the Stokes matrices for both cases.

6.4.1. The case (i) First, we recall the Voros’ connection formula which describes the Stokes phenomenon of the type (i) for the Borel resummed WKB solutions.

Let us specify the situation to state the connection formula. Take any point $x$, and suppose that there exists a direction $\theta_0$ and a sufficiently small number $\varepsilon > 0$ satisfying the following conditions:

- The Stokes graphs $G_\theta$ have no saddle connection for any $\theta$ satisfying $\theta_0 - \varepsilon \leq \theta \leq \theta_0 + \varepsilon$.
- The point $x$ lies on a Stokes curve $C$ of the phase $\theta_0$ emanating from the turning point $v$. Note that this assumption implies $e^{-i\theta_0} \int_v^x \sqrt{Q_0(x')}dx' \in \mathbb{R}_{\neq 0}$ (where the integral is taken along $C$) by the definition of Stokes curves.
- The point $x$ does not lie on $G_\theta$ for any $\theta$ satisfying $\theta_0 - \varepsilon < \theta_0$ or $\theta_0 < \theta_0 + \varepsilon$.

Let $\psi_\pm$ be the WKB solution (6.16) normalized at $v$ along the Stokes curve $C$ of phase $\theta_0$. Denote by $\Psi_{\pm}^{(\theta_0 - \varepsilon)}$ (resp. $\Psi_{\pm}^{(\theta_0 + \varepsilon)}$) the Borel sum of $\psi_\pm$ in the direction $\theta_0 - \varepsilon$ (resp. $\theta_0 + \varepsilon$). Then, we have the following statement.

**Theorem 6.8** ([101, Section 6]; see also [81, Theorem 2.23]). In the situation above, the Borel transformed WKB solution $\psi_{\pm, B}$ (resp. $\psi_{\pm, B}$) has the singular point at $y = a_\pm(x)$ (resp. at $y = a_+(x)$). Moreover, the following equalities hold:

(i) When $e^{-i\theta_0} \int_v^x \sqrt{Q_0(x')}dx > 0$ on $C$, then

\[
(\Psi_{+}^{(\theta_0 - \varepsilon)}, \Psi_{-}^{(\theta_0 - \varepsilon)}) = (\Psi_{+}^{(\theta_0 + \varepsilon)}, \Psi_{-}^{(\theta_0 + \varepsilon)}) \begin{pmatrix} 1 & 0 \\ -i & 1 \end{pmatrix}.
\]

(ii) When $e^{-i\theta_0} \int_v^x \sqrt{Q_0(x')}dx < 0$ on $C$, then

\[
(\Psi_{+}^{(\theta_0 - \varepsilon)}, \Psi_{-}^{(\theta_0 - \varepsilon)}) = (\Psi_{+}^{(\theta_0 + \varepsilon)}, \Psi_{-}^{(\theta_0 + \varepsilon)}) \begin{pmatrix} 1 & -i \\ 0 & 1 \end{pmatrix}.
\]

The lower/upper triangular matrices in (6.29) and (6.30) are called the Stokes matrices associated with the direction $\theta_0$. 
6.4.2. The case (ii) Next let us show the formula for the Stokes phenomenon of the type (ii) caused by the loop-type saddle connection.

Suppose that a direction $\theta_0$ and a point $x$ satisfy the following conditions:

- The Stokes graph $G_{\theta_0}$ has a loop-type saddle connection around 0.
- The point $x$ does not lie on the Stokes graph $G_{\theta_0}$.

Set

$$\delta = \oint_{\gamma_0 - \sigma \gamma_0} \sqrt{Q_0(x)} dx = 2\pi i(w_0 - w_1). \quad (6.31)$$

The first assumption implies that $e^{-i\theta_0 \delta} \in \mathbb{R}\neq 0$. To specify the situation, we further assume:

- The real part of $e^{-i\theta_0 \delta}$ is positive.

The second assumption implies $x$ lies on one of connected components $D_0$ and $D_\infty$ of $\mathbb{C}P^1 \setminus \{\text{loop}\}$, where $D_0$ (resp. $D_\infty$) contains $x = 0$ (resp. $x = \infty$).

Let $\psi_{\pm}$ be the WKB solution (6.16) normalized at $v$. Note that there is an ambiguity in the choice of the path from $v$ to $x$ (see Remark 6.3), but the following formula holds for arbitrary choice.

**Theorem 6.9** ([7]). In the situation above, the following statements hold:

(i) If $x \in D_\infty$, then the WKB solutions $\psi_{\pm}$ are Borel summable in the direction $\theta_0$. In particular, the Borel sum of the WKB solutions satisfy

$$\left(\Psi^{(\theta_0 - \varepsilon)}_+, \Psi^{(\theta_0 - \varepsilon)}_+\right) = \left(\Psi^{(\theta_0 + \varepsilon)}_+, \Psi^{(\theta_0 + \varepsilon)}_+\right), \quad (6.32)$$

where $\Psi^{(\theta_0 - \varepsilon)}_\pm$ (resp. $\Psi^{(\theta_0 + \varepsilon)}_\pm$) are the Borel sum of $\psi_\pm$ in the direction $\theta_0 - \varepsilon$ (resp. $\theta_0 + \varepsilon$) for sufficiently small $\varepsilon > 0$.

(ii) If $x \in D_0$, then the Borel transformed WKB solution $\psi_{\pm, R}$ has singular points at $y = a_\pm(x) + m\delta$ with $m \in \mathbb{Z}\neq 0$ (and hence $\psi_{\pm}$ is not Borel summable in the direction $\theta_0$). The Borel sum of the WKB solutions satisfy

$$\left(\Psi^{(\theta_0, R)}_+, \Psi^{(\theta_0, R)}_+\right) = \left(\Psi^{(\theta_0, L)}_+, \Psi^{(\theta_0, L)}_+\right) \begin{pmatrix} 1 - e^{-V_{\theta_0}} & 0 \\ 0 & (1 - e^{-V_{\theta_0} - 1}) \end{pmatrix}, \quad (6.33)$$

where $\Psi^{(\theta_0, R)}_\pm$ (resp. $\Psi^{(\theta_0, L)}_\pm$) is the Borel sum of $\psi_{\pm}$ in the direction $\theta_0$ defined as the Laplace integral as (6.22) along the path $\ell_{\theta_0, R}$ (resp. $\ell_{\theta_0, L}$) depicted in Fig. 11.

We also call the diagonal matrix in (6.33) the **Stokes matrix** for the direction $\theta_0$.

This kind of Stokes phenomenon is never observed in the non-equivariant case (i.e. $w_0 - w_1 = 0$). The condition for $\delta$ implies that the quantity $e^{-V_{\theta_0}} = e^{-\delta/\hbar}$ in the Stokes matrix is exponentially small when $\hbar \to 0$, arg $\hbar = \theta_0$.

**Remark 6.10.** In the situation $x \in D_0$, for any sufficiently small $\varepsilon > 0$, there are infinitely many directions between $\theta_0 - \varepsilon$ and $\theta_0 + \varepsilon$ where the WKB solution is not Borel summable. Hence we employ the slightly different version of the Borel sum in the relation (6.33). The effect of infinitely many Stokes phenomenon will be discussed in the next subsection.
6.5. Computation of the total Stokes matrix. In this subsection, for a fixed \( x \), we compute the “total” Stokes matrix defined as

\[
S_{\text{tot}} = \prod_{0 \leq \theta < \pi} S_{\theta}.
\]  

(6.34)

Here \( S_{\theta} \) is the Stokes matrix for the WKB solution in the direction \( \theta \), and they are multiplied from the left as \( \theta \) increases. We regard \( S_{\theta} = \text{Id} \) when \( \psi_{\pm} \) is Borel summable in the direction \( \theta \). Therefore, \( S_{\text{tot}} \) relates the Borel sum of WKB solutions in opposite directions:

\[
(\Psi^{(0)}_{+} , \Psi^{(0)}_{-}) = (\Psi^{(\pi)}_{+} , \Psi^{(\pi)}_{-})S_{\text{tot}}. 
\]  

(6.35)

In what follows, we consider the following situation:

- \( w_0 - w_1 \in \mathbb{R}_{>0} \); that is, \( \delta \) defined in (6.31) satisfies \( e^{-\pi i/2} \delta \in \mathbb{R}_{>0} \).
- \( x \) is fixed at one of \( x_1, x_2 \) or \( x_3 \) satisfying the following conditions (see Fig. 12a, b which depicts the Stokes graph \( G_{\theta} \) for \( \theta = 0 \) and \( G_{\pi/2} \) for \( \theta = \pi/2 \), respectively):
  - \( x_1 \) and \( x_2 \) are points on the same Stokes region, which has the point \( x = 0 \) on its boundary in \( G_{\theta} \). We choose \( x_1 \in D_{\infty} \) and \( x_2 \in D_{0} \).
  - \( x_3 \) is on the other Stokes region in \( G_{0} \), which does not contain \( x_1 \) and \( x_2 \).
- We use the WKB solution normalized at the turning point \( v \), whose normalization path from \( v \) to \( x_i \) (\( i = 1, 2, 3 \)) is chosen as indicated in Fig. 12a.

In this situation, we can verify that \( \int_{v}^{x} \sqrt{Q_0(x)} \, dx < 0 \) on the Stokes curve of the phase \( \theta = 0 \) which flows into the origin. We will employ the technique developed in [81, Section 3] to compute the Stokes matrix for the WKB solutions.

6.5.1. Stokes matrix at \( x_1 \) Since the point \( x_1 \) is contained in \( D_{\infty} \), Fig. 10 shows that \( x_1 \) is hit by Stokes curves twice when we vary \( \theta \) from 0 to \( \pi \). The situation for the first hit (resp. the second hit) is depicted in Fig. 13a (resp. Fig. 13b), and it happens at some \( \theta_1 \) satisfying \( 0 < \theta_1 < \pi/2 \) (resp. at some \( \theta_2 \) satisfying \( \pi/2 < \theta_2 < \pi \)). These two Stokes curves causes Stokes phenomena for the WKB solutions, and each of contribution to \( S_{\text{tot}} \) is given as follows:
Fig. 12. The points $x_1, x_2$ and $x_3$. Note that this figure depicts the specific situation where $w_0 - w_1 = 1$, $x_1 = 0.8, x_2 = 0.3$ and $x_3 = -1.8 + 0.7i$. However, the formulas obtained in this subsection holds in general (under the assumption above).

Fig. 13. The point $x_1$ is hit by Stokes curves. The situation (a) [resp. (b)] occurs when $\theta_1 = \arctan\left(\int_{\gamma_{x_1}} \sqrt{Q_0(x)} \, dx\right)$ (resp. $\theta_2 = \arctan\left(\int_{\tilde{\gamma}_{x_1}} \sqrt{Q_0(x)} \, dx\right)$) where $\gamma_{x_1}$ and $\tilde{\gamma}_{x_1}$ are depicted in Fig. 9.

- For the first hit depicted in Fig. 13a, since $e^{-i\theta_1} \int_{\gamma_{x_1}} \sqrt{Q_0(x)} \, dx > 0$ holds in this situation, Theorem 6.8 (i) implies that the corresponding Stokes matrix is given by

$$
\begin{pmatrix}
\Psi_1(\theta_1 - \epsilon) + S_{\theta_1} & \Psi_1(\theta_1 + \epsilon) - S_{\theta_1} \\
\end{pmatrix}
$$

\[ (6.36) \]

- For the second hit depicted in Fig. 13b, we need to care about the normalization of the WKB solutions. Since $\psi_{\pm}$ is not normalized along the Stokes curve which hits $x_1$ in Fig. 13b, we cannot apply Theorem 6.8 directly. However, Theorem 6.8 can be applied to the WKB solution $\tilde{\psi}_{\pm}$ which is normalized along the path $\tilde{\gamma}_{x_1}$ in Fig. 9.
Since the WKB solutions $\psi_\pm$ and $\tilde{\psi}_\pm$ are related as (6.17), we can compute the Stokes matrix for $\psi_\pm$ and obtain the Stokes matrix (note that $e^{-i\theta_2} \int_{x_1}^{x_2} \sqrt{Q_0(x)} \, dx < 0$ in this case):

$$(\Psi_{\theta_2-e}^{(\theta_2-\epsilon)}, \Psi_{-\theta_2-\epsilon}) = (\Psi_{\theta_2+\epsilon}^{(\theta_2+\epsilon)}, \Psi_{-\theta_2+\epsilon}) S_{\theta_2}, \quad S_{\theta_2} = \begin{pmatrix} 1 - ie^{-V_0} & -i e^{-V_0} \\ -i & 1 \end{pmatrix}. \quad (6.37)$$

Although the loop-type saddle connection appears in $\theta = \pi/2$, WKB solution is Borel summable since $x_1 \in D_\infty$ (see Theorem 6.9 (i)), and hence no Stokes phenomenon occurs in $\theta = \pi/2$. Therefore, we have

**Theorem 6.11.** The total Stokes matrix at $x_1$ is given by

$$S_{\text{tot}} = S_{\theta_2} S_{\theta_1} = \begin{pmatrix} 1 - e^{-V_0} & -i e^{-V_0} \\ -i & 1 \end{pmatrix}. \quad (6.38)$$

### 6.5.2. Stokes matrix at $x_2$

From Fig. 10, we can observe that, for $0 \leq \theta < \pi/2$ and for $\pi/2 < \theta < \pi$, Stokes curves hit $x_2$ infinitely many times. Stokes directions (i.e. directions with non-trivial $S_\theta$) accumulates to $\theta = \pi/2$ due to the spiral behavior of the Stokes curve. In fact, such situation has been analyzed in [75, Appendix B] and the total Stokes matrix which relates $\Psi_{\pm}^{(0)}$ and $\Psi_{\pm}^{(\pi)}$ is given by a convergent infinite product of matrices as follows.

- Let us describe the Stokes matrix between $\Psi_{\pm}^{(0)}$ and $\Psi_{\pm}^{(\pi, R)}$ which includes all contribution from the Stokes curve which hits $x_2$ infinitely many times in $0 < \theta < \pi/2$. For each hit, the computation of the Stokes matrix can be done in a similar manner as above. Since $e^{-i\theta} \int_{x}^{x_2} \sqrt{Q_0(x)} \, dx < 0$ along the Stokes curve which hits $x_2$, each of Stokes matrix is upper triangular due to Theorem 6.8. The result of the computation in [75, Appendix B] shows

$$\begin{pmatrix} 1 - e^{-V_0} & -i e^{-V_0} \\ -i & 1 \end{pmatrix} \prod_{n \geq 1} \begin{pmatrix} 1 & -i e^{-n V_0} \\ -i & 1 \end{pmatrix}. \quad (6.39)$$

The infinite product converges as long as $\hbar$ lies on the upper half plane.

- For $\theta = \pi/2$, we can use Theorem 6.9 (ii):

$$\begin{pmatrix} 1 - e^{-V_0} & 0 \\ 0 & (1 - e^{-V_0})^{-1} \end{pmatrix}. \quad (6.40)$$

- For $\pi/2 < \theta < \pi$, a Stokes curve hits $x_2$ infinitely many times again. Similarly to the case $0 < \theta < \pi/2$, we have

$$\begin{pmatrix} 1 & 0 \\ -i e^{-n V_0} & 1 \end{pmatrix} \prod_{n \geq 0} \begin{pmatrix} 1 & 0 \\ -i e^{-n V_0} & 1 \end{pmatrix}. \quad (6.41)$$

The total Stokes matrix is the product of the matrices computed in (6.39), (6.40) and (6.41):
Theorem 6.12. The total Stokes matrix at $x = x_2$ is given by

$$S_{\text{tot}} = \left( \prod_{n \geq 0} \begin{pmatrix} 1 & 0 \\ -i e^{-nV_{\gamma_0}} & 1 \end{pmatrix} \right) \left( \begin{pmatrix} 1 - V_{\gamma_0} & 0 \\ 0 & (1 - V_{\gamma_0})^{-1} \end{pmatrix} \right) \left( \prod_{n \geq 1} \begin{pmatrix} 1 & -i e^{-nV_{\gamma_0}} \\ 0 & 1 \end{pmatrix} \right)$$

$$= \begin{pmatrix} 1 - V_{\gamma_0} & -i e^{-V_{\gamma_0}} \\ -i & 1 \end{pmatrix}.$$  \hspace{1cm} (6.42)

Remark 6.13. We have observed that the total Stokes matrix at $x_1$ and at $x_2$ are the same matrix. This is because $x_1$ and $x_2$ lie on the same Stokes region in $G_0$ and the Borel resummed WKB solutions at $x_1$ and $x_2$ give the same basis of the space of the solution of Eq. (6.1). However, this is a consequence of a non-trivial identity of an infinite product of matrices:

$$\begin{pmatrix} 1 - i e^{V_{\gamma_0}} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -i & 1 \end{pmatrix} = \prod_{n \geq 0} \begin{pmatrix} 1 & 0 \\ -i e^{-nV_{\gamma_0}} & 1 \end{pmatrix} \left( \begin{pmatrix} 1 - V_{\gamma_0} & 0 \\ 0 & (1 - V_{\gamma_0})^{-1} \end{pmatrix} \right) \prod_{n \geq 1} \begin{pmatrix} 1 & -i e^{-nV_{\gamma_0}} \\ 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (6.43)

Note that, the identity (6.43) is an example of the 2d/4d wall-crossing formula in the sense of [51] by Gaiotto–Moore–Neitzke. Each upper and lower triangular matrix (contribution from the situation where $x$ lies on a Stokes curve) captures 2d-BPS states, while the diagonal matrix (contribution from the loop-type saddle connection) captures a 4d-BPS state. Here the loop-type Stokes curve plays the role of wall, and the above identity describes how BPS indices “jump” when $x$ crosses the wall. The 2d/4d wall-crossing formula in $\mathbb{CP}^1$ sigma model$^{18}$ has already been mentioned in [51, Section 8.2], and we have given an exact WKB theoretic interpretation of the wall-crossing formula in this special case.

6.5.3. Stokes matrix at $x = x_3$ and Dubrovin’s conjecture As well as the case of $x = x_1$, Fig. 10 shows that there are only two Stokes directions in this case. We can verify that the two Stokes matrices are both lower triangular, and the result is given as follows:

Theorem 6.14. The total Stokes matrix at $x = x_3$ is given by

$$S_{\text{tot}} = \begin{pmatrix} 1 & 0 \\ -i e^{V_{\gamma_0}} & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -i & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ -i (1 + e^{V_{\gamma_0}}) & 1 \end{pmatrix}.$$  \hspace{1cm} (6.44)

Using the relation proved in Proposition 6.7, we obtain the Stokes matrix for the oscillatory integral solutions:

$$(I^{(0)}_{+}, I^{(0)}_{-}) = (I^{(\pi)}_{+}, I^{(\pi)}_{-}) \begin{pmatrix} 1 & 0 \\ 1 + e^{V_{\gamma_0}} & 1 \end{pmatrix}.$$  \hspace{1cm} (6.44)

$^{18}$ In this context, the GKZ curve appears as the chiral ring studied by N. Dorey [36].
In the non-equivariant limit \( w_0 - w_1 \to 0 \) the non-trivial Stokes multiplier \( 1 + e^{V_{\gamma_0}} \) tends to 2, and this coincides with the Euler pairing \( \chi(O, O(1)) = 2 \) on the derived category \( D^b \text{Coh}(\mathbb{CP}^1) \). This is consistent with the Dubrovin’s conjecture [39] for the Stokes matrix of the quantum cohomology of \( \mathbb{CP}^1 \).

Here we propose a statement which suggests that there is an “equivariant-version” of the Dubrovin’s conjecture. We will verify that the above Stokes multiplier \( 1 + e^{V_{\gamma_0}} \) for the quantum differential equation (6.1) of the equivariant \( \mathbb{CP}^1 \) can be identified with the equivariant Euler pairing of equivariant coherent sheaves on \( \mathbb{CP}^1 \), following an idea of Iritani.

Let \( T = (\mathbb{C}^*)^2 \) be the algebraic torus. We regard \( \mathbb{CP}^1 \) as a \( T \)-space by the action
\[
T \times \mathbb{CP}^1 \to \mathbb{CP}^1, \quad (t_0, t_1) \cdot [x_0 : x_1] = [t_0^{-1}x_0 : t_1^{-1}x_1],
\]
where \([x_0 : x_1]\) is the homogeneous coordinate of \( \mathbb{CP}^1 \). Let us also regard \( O \) and \( O(1) \) as \( T \)-equivariant coherent sheaves (see [25, Section 5] for example) on \( \mathbb{CP}^1 \) as follows:

- \( O \) is equipped with the trivial \( T \)-action,
- To equip a \( T \)-action on \( O(1) \), we use the expression
\[
O(1) = ((\mathbb{C}^2 \setminus \{0\}) \times \mathbb{C})/\mathbb{C}^*, \quad (x_0, x_1, s) \sim (\lambda x_0, \lambda x_1, \lambda s) \quad (\lambda \in \mathbb{C}^*),
\]
and denote by \([x_0 : x_1 : s]\) the homogeneous coordinate of \( O(1) \). We introduce a \( T \)-action on \( O(1) \) by
\[
T \times O(1) \to O(1), \quad (t_0, t_1) \cdot [x_0 : x_1 : s] = [t_0^{-1}x_0 : t_1^{-1}x_1 : t_0s]
\]
which gives a \( T \)-equivariant structure on \( O(1) \).

Our goal is to compute the \( h \)-modified \( T \)-equivariant Euler pairing of \( O \) and \( O(1) \):
\[
\chi^h_T(O, O(1)) = \sum_i (-1)^i \text{ch}^h_T([H^i(\mathbb{CP}^1, O(1))]),
\]
where the right hand-side takes value in \( \mathbb{Z}[T] = \mathbb{Z}[e^{\pm 2\pi i w_0/h}, e^{\pm 2\pi i w_1/h}] \), and \( \text{ch}^h_T \) is the \( h \)-modified Chern character map (introduced in [29, Section 3.1]) from the \( T \)-representation ring \( R[T] \) to \( \mathbb{Z}[T] \). Note that \( R[T] = \mathbb{Z}[e^{\pm \mu_0}, e^{\pm \mu_1}] \) (which can be identified with \( T \)-equivariant \( K \)-group \( K^T_1(\text{pt}) \) of a point) consists of the class of irreducible representations of \( T \); the symbol \( e^{m\mu_0+n\mu_1} \) for \((m, n) \in \mathbb{Z}^2\) is the class of the representation spanned by a weight vector \( v \) satisfying \((t_0, t_1) \cdot v = t_0^m t_1^n v \) for \((t_0, t_1) \in T \). The map \( \text{ch}^h_T \) sends \( e^{m\mu_0+n\mu_1} \in R[T] \) to \( e^{2\pi i (mw_0+nw_1)/h} \in \mathbb{Z}[T] \).

There are two independent global sections
\[
s_i : \mathbb{CP}^1 \to O(1), \quad [x_0 : x_1] \mapsto [x_0 : x_1 : x_i] \quad (i = 0, 1)
\]
of \( O(1) \). The \( T \)-actions on these global sections are given by
\[
(t_0, t_1) \cdot s_0 = s_0, \quad (t_0, t_1) \cdot s_1 = t_0^{-1}s_1 \quad (t_0, t_1) \in T.
\]
Therefore, the global section \( s_0 \) (resp. \( s_1 \)) gives a weight vector of the weight \((0, 0)\) (resp. weight \((1, -1)\)), and hence
\[
[H^0(\mathbb{CP}^1, O(1))] = [\Gamma(\mathbb{CP}^1, O(1))] = 1 + e^{\mu_0 - \mu_1}
\]
holds in \( R[T] \). The weight decomposition (6.45) (together with the fact that \( H^i(\mathbb{CP}^1, O(1)) = 0 \) for \( i \neq 0 \)) implies the following:
Proposition 6.15. The $\hbar$-modified $T$-equivariant Euler pairing of $\mathcal{O}$ and $\mathcal{O}(1)$ (regarded as $T$-equivariant coherent sheaves as above) is given by

$$X^h_T(\mathcal{O}, \mathcal{O}(1)) = 1 + e^{2\pi i (w_0 - w_1)/\hbar}, \quad (6.46)$$

and this coincides with the Stokes multiplier $1 + e^{V_{10}}$ in the total Stokes matrix at $x_3$.

Thus, we conclude that the Stokes multiplier of the quantum differential equation (6.1) for the equivariant $\mathbb{C}P^1$ model can be identified with the equivariant Euler pairing of equivariant coherent sheaves on $\mathbb{C}P^1$. This observation was pointed to the authors by Iritani. We expect that similar coincidence (between Stokes multiplies and equivariant Euler pairings) hold for a wider class of quantum differential equations for equivariant target spaces. We also expect that the coincidence follows from the categorical equivalence discussed in [45,46] etc.
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Appendix A. GKZ curve from the $J$-function

In this appendix we will discuss a heuristic derivation of the GKZ curves from the $J$-functions for the projective space and complete intersections. For this purpose, we will introduce the on-shell equivariant $J$-function. Let $X$ be the projective space $\mathbb{C}P^{N-1}$ or the complete intersection $X = X_{\ell; \lambda} \subset \mathbb{C}P^{N-1}$. Let $\ell : H^*_T(\mathbb{C}P^{N-1}) \rightarrow \mathbb{C}$ be a $\mathbb{C}$-linear map. For the equivariant $J$-function $J_X(x)$, the composite map $(\ell \circ J_X)(x)$ is a $\mathbb{C}$-valued function satisfying GKZ equation. We assume that $\ell$ is a $\mathbb{C}$-algebra homomorphism. Then by

$$H^*_T(\mathbb{C}P^{N-1}) \cong \mathbb{C}[p]/\left(\prod_{i=0}^{N-1} (p - w_i)\right), \quad (A.1)$$

$\ell(p)$ must be one of equivariant parameters $w_i$ ($i = 0, \ldots, N - 1$).

Definition A.1. The function $J_X(x)$ is named on-shell equivariant $J$-function, if the second equivariant cohomology element $p \in H^2_T(X)$ in Proposition 2.3 is replaced with one of equivariant parameters $w_i$ ($i = 0, \ldots, N - 1$):

---

19 The name on-shell is inherited from the (“on-shell”) vortex partition function (5.2). Indeed for the choice $p = w_0$, $J_X(x)$ agrees with $Z_{\text{vortex}}(x)$. 

---
\[ \mathcal{J}_X(x) = J_X(x)|_{p=w_i}. \] (A.2)

By the construction, we have the following lemma:

**Lemma A.2.** The on-shell equivariant J-function obeys the GKZ equation.

\[ \hat{A}_X(\hat{x}, \hat{y})\mathcal{J}_X(x) = 0. \] (A.3)

We remark that if \( w_i \neq w_j \) for \( i \neq j \), then \( \mathbb{C}[p]/(\prod_{i=0}^{N-1}(p - w_i)) \cong (\mathbb{C}[p]/(p - w_0)) \times \cdots \times (\mathbb{C}[p]/(p - w_{N-1})) \) is a product of \( N \)-copies of the \( \mathbb{C} \)-algebra \( \mathbb{C} \). Then the \( \mathbb{C} \)-algebra homomorphisms \( H^*_T(\mathbb{P}^{N-1}) \to \mathbb{C} \), \( p \mapsto w_i \) give a \( \mathbb{C} \)-basis of the space of \( \mathbb{C} \)-linear maps: \( H^*_T(\mathbb{P}^{N-1}) \to \mathbb{C} \). Thus the on-shell J-functions give basis of the solution of GKZ equation.

Now we will consider the asymptotic expansion of the on-shell equivariant J-function.

\[ \mathcal{J}_X(x) \sim \exp \left( \sum_{m=0}^{\infty} \frac{h^{m-1}S_0(x)}{m!} \right). \] (A.4)

Using (2.28) and this asymptotic expansion we find the defining equation of the GKZ equation \( A_X(x, y) = 0 \) in \( (x, y) \in \mathbb{C}^n \times \mathbb{C} \) from the relation:

\[ y = x \frac{dS_0(x)}{dx} \in \mathbb{C}. \] (A.5)

In the following we will evaluate the saddle point value \( S_0(x) \) of the on-shell equivariant J-function \( \mathcal{J}_X(x) \) for the projective space \( X = \mathbb{P}^{N-1}_w \) and the smooth Fano complete intersection \( X_{T, \mathbb{P}^{N-1}_w, \lambda} \) in a heuristic way. As a consequence we will show that the defining equation \( A_X(x, y) = 0 \) of the GKZ curve is obtained for these two cases of \( X \).

1. Projective space \( \mathbb{P}^{N-1}_w \):

Let \( p \) denote one of equivariant parameters \( w_i \) \( (i = 0, \ldots, N - 1) \). We focus on the factor \( \prod_{m=1}^{d}(p - w + m\hbar) \) to find the saddle point value of the on-shell equivariant J-function \( \mathcal{J}_{\mathbb{P}^{N-1}_w}(x) \) in (2.7). In the \( \hbar \to 0 \) limit while keeping \( d\hbar = z \) finite, we use the Riemann integral as follows:

\[
\int_{m=1}^{d} (p - w + m\hbar) = \exp \left[ \sum_{m=1}^{d} \log(p - w + m\hbar) \right]
\]

\[
\sim_{\hbar \to 0, d\hbar = u: \text{finite}} \exp \left[ \frac{1}{\hbar} \int_{0}^{u} du' \log(p - w + u') \right]
\]

\[
= \exp \left[ \frac{1}{\hbar} ((u + p - w) \log(u + p - w) - u - (p - w) \log(p - w)) \right]. \] (A.6)

Adopting this factor we can approximate \( \mathcal{J}_{\mathbb{P}^{N-1}_w}(x) \) by the integral on \( z \) as

\[ \mathcal{J}_{\mathbb{P}^{N-1}_w}(x) \sim \int_{y} du \exp \left[ \frac{1}{\hbar} W_{\mathbb{P}^{N-1}_w}(y; x) \right], \]

\[ W_{\mathbb{P}^{N-1}_w}(u; x) = (u + p) \log x \]

\[ - \sum_{i=0}^{N-1} ((u + p - w_i) \log(u + p - w_i) - u - (p - w_i) \log(p - w_i)). \] (A.7)
where we interpret the term \((p - w_i) \log(p - w_i)\) as 0 when \(p = w_i\). Here we call \(\mathcal{W}_{\mathbb{CP}^{N-1}}(u; x)\) effective superpotential, and an analytical continuation can be performed by deforming the integration path \(\gamma\) on the complex \(u\) plane.\(20\) Assuming such analytical continuation, we can approximate the integral (A.7) by the saddle point value in \(\hbar \to 0\) limit:

\[S_0(x) = \mathcal{W}_{\mathbb{CP}^{N-1}}(u_c; x), \quad \frac{\partial \mathcal{W}_{\mathbb{CP}^{N-1}}(u; x)}{\partial u} \bigg|_{u=u_c} = 0.\]

The saddle point condition is then given by

\[\frac{\partial \mathcal{W}_{\mathbb{CP}^{N-1}}(u; x)}{\partial u} \bigg|_{u=u_c} = \log x - \sum_{i=0}^{N-1} \log(u_c + p - w_i) = 0, \quad (A.8)\]

and by (A.5) one has

\[y = x \frac{\partial \mathcal{W}_{\mathbb{CP}^{N-1}}(u; x)}{\partial x} \bigg|_{u=u_c} = u_c + p. \quad (A.9)\]

By eliminating the variable \(u_c\) from these relations (A.8) and (A.9), we find a constraint equation on \((x, y) \in \mathbb{C}^n \times \mathbb{C}^n:\)

\[\prod_{i=0}^{N-1} (y - w_i) - x = 0, \quad (A.10)\]

which agrees with the defining equation \(A_{\mathbb{CP}^{N-1}}(x, y) = 0\) of the GKZ curve (2.22).

(2) Complete intersection \(X_{l; w, \lambda}\) in \(\mathbb{CP}^{N-1}\):

Adopting the similar approximation for the factor (A.6) in \(J_{\mathbb{CP}^{N-1}}(x)\), we obtain the effective superpotential \(\mathcal{W}_{X_{l; w, \lambda}}(u; x)\) for the on-shell equivariant \(J\)-function \(J_{X_{l; w, \lambda}}(x)\) in (2.8) as

\[J_{X_{l; w, \lambda}}(x) \sim \int_{\gamma} du \exp \left[\mathcal{W}_{X_{l; w, \lambda}}(u; x)\right], \quad \mathcal{W}_{X_{l; w, \lambda}}(u; x) = (u + p) \log x \]

\[\quad - \sum_{i=0}^{N-1} ((u + p - w_i) \log(u + p - w_i) - u - (p - w_i) \log(p - w_i)) \]

\[\quad + \sum_{a=1}^{n} ((l_a u + l_a p - \lambda_a) \log(l_a u + l_a p - \lambda_a) - l_a u - (l_a p - \lambda_a) \log(l_a p - \lambda_a)), \quad (A.11)\]

where \(p\) denotes one of equivariant parameters \(w_i\) \((i = 0, \ldots, N - 1)\) and we interpret the term \((p - w_i) \log(p - w_i)\) as 0 when \(p = w_i\). The saddle point condition is then given by

\(20\) In [59,64] the similar analysis is discussed for the colored Jones polynomial of the knot in \(S^3\).
\[ \frac{\partial \mathcal{W}_{X_l, w, \lambda}(u; x)}{\partial u} \bigg|_{u = u_c} = \log x - \sum_{i=0}^{N-1} \log(u_c + p - w_i) - \sum_{a=1}^{n} \log(l_a u_c + l_a p - \lambda_a)^{-l_a} = 0, \]  
(A.12)

and by (A.5) one has
\[ y = x \frac{\partial \mathcal{W}_{X_l, w, \lambda}(u; x)}{\partial x} \bigg|_{u = u_c} = u_c + p. \]  
(A.13)

As a result of the elimination of the variable \( u_c \) from these relations (A.12) and (A.13), we find a constraint equation on \( (x, y) \in \mathbb{C}^* \times \mathbb{C} \):
\[ \prod_{i=0}^{N-1} (y - w_i) - x \prod_{a=1}^{n} (l_a y - \lambda_a)^{l_a} = 0, \]  
(A.14)

which agrees with the defining equation \( A_{X_l, w, \lambda}(x, y) = 0 \) of the GKZ curve (2.24).

**Appendix B. GKZ equations for oscillatory integrals**

In this appendix we will give a proof of Propositions 2.9 and 2.12.

**B.1 Proof of Propositions 2.9.** We will show that the oscillatory integral \( I_{\mathbb{C}P^{N-1}_w}(x) \) satisfies the GKZ equation for the projective space \( X = \mathbb{C}P^{N-1}_w \) and the Fano complete intersection \( X_{l; w, \lambda} \) separately.

**Proposition B.1.** The oscillatory integral \( I_{\mathbb{C}P^{N-1}_w}(x) \) in (2.17) satisfies the GKZ equation (2.9).

**Proof.** Act a differential operator \( \left( \hbar x \frac{d}{dx} - w_i \right) \left( \hbar x \frac{d}{dx} - w_0 \right) \) on the oscillatory integral \( I_{\mathbb{C}P^{N-1}_w}(x) \),
\[ \left( \hbar x \frac{d}{dx} - w_i \right) \left( \hbar x \frac{d}{dx} - w_0 \right) I_{\mathbb{C}P^{N-1}_w}(x) \]
\[ = \left( \hbar x \frac{d}{dx} - w_i \right) \int \prod_{i=1}^{N-1} du_i \frac{x}{(u_1 \cdots u_{N-1})^2} e^{\frac{1}{\hbar} W_{\mathbb{C}P^{N-1}_w}(u_1, \ldots, u_{N-1}; x)} \]
\[ = \int \prod_{i=1}^{N-1} du_i \frac{x}{(u_1 \cdots u_{N-1})^2} \left( \frac{x}{u_1 \cdots u_{N-1}} + w_0 - w_i + \hbar \right) e^{\frac{1}{\hbar} W_{\mathbb{C}P^{N-1}_w}(u_1, \ldots, u_{N-1}; x)}, \]
where \( W_{\mathbb{C}P^{N-1}_w} \) is the Landau–Ginzburg potential given in (2.14). To manipulate further we will use the following integration by parts:
\[ 0 = \int \prod_{i=1}^{N-1} du_i \ h u_i \frac{d}{du_i} \left( \frac{1}{u_i} e^{\frac{1}{\hbar} W_{\mathbb{C}P^{N-1}_w}(u_1, \ldots, u_{N-1}; x)} \right) \]
\[ = \int \prod_{i=1}^{N-1} du_i \ \frac{1}{u_i^2} \left( u_i + w_i - w_0 - \hbar - \frac{x}{u_1 \cdots u_{N-1}} \right) e^{\frac{1}{\hbar} W_{\mathbb{C}P^{N-1}_w}(u_1, \ldots, u_{N-1}; x)}. \]
In this computation, any boundary contributions do not appear, because the image of the Lefschetz thimble $\Gamma$ is a relative cycle starting from a non-degenerate critical point $p_{\text{crit}}$ of the Landau–Ginzburg potential $W_X$ to the infinity. Then one finds that

$$\left( \hat{\hbar} x \frac{d}{dx} - w_i \right) \left( \hat{\hbar} x \frac{d}{dx} - w_0 \right) \mathcal{I}_{\mathbb{CP}^{N-1}_w} (x)$$

$$= \int_{\Gamma} \prod_{i=1}^{N-1} du_i \frac{x u_i}{(u_1 \cdots u_{N-1})^2} e^{\frac{1}{\hbar} W_{\mathbb{CP}^{N-1}_w} (u_1, \ldots, u_{N-1}; x)}.$$

Repeating the above manipulations for $\left[ \prod_{i=1}^{N-1} \left( \hat{\hbar} x \frac{d}{dx} - w_i \right) \right] \left( \hat{\hbar} x \frac{d}{dx} - w_0 \right)$, the following relation is obtained:

$$\left[ \prod_{i=1}^{N-1} \left( \hat{\hbar} x \frac{d}{dx} - w_i \right) \right] \left( \hat{\hbar} x \frac{d}{dx} - w_0 \right) \mathcal{I}_{\mathbb{CP}^{N-1}_w} (x)$$

$$= \int_{\Gamma} \prod_{i=1}^{N-1} du_i \frac{x u_1 \cdots u_{N-1}}{(u_1 \cdots u_{N-1})^2} e^{\frac{1}{\hbar} W_{\mathbb{CP}^{N-1}_w} (u_1, \ldots, u_{N-1}; x)} \mathcal{I}_{\mathbb{CP}^{N-1}_w} (x). \quad (B.1)$$

This differential equation is the same as the GKZ equation (2.9) for the $J$-function $J_{\mathbb{CP}^{N-1}_w}$. □

**Proposition B.2.** The oscillatory integral $\mathcal{I}_{X_l; w, x} (x)$ in (2.18) satisfies the GKZ equation (2.9).

**Proof.** Consider the GKZ equation (B.1) for the oscillatory integral $\mathcal{I}_{\mathbb{CP}^{N-1}_w} (x)$ for the mirror Landau–Ginzburg model of the projective space $X = \mathbb{CP}^{N-1}_w$ denoted by

$$0 = \hat{A}_{\mathbb{CP}^{N-1}_w} (\hat{\chi}, \hat{\gamma}) \mathcal{I}_{\mathbb{CP}^{N-1}_w} (x) = \prod_{i=0}^{N-1} (\hat{\gamma} - w_i) \mathcal{I}_{\mathbb{CP}^{N-1}_w} (x) - \hat{\chi} \mathcal{I}_{\mathbb{CP}^{N-1}_w} (x),$$

where $\hat{\chi}$ (resp. $\hat{\gamma}$) acts on $\mathcal{I}_{\mathbb{CP}^{N-1}_w} (x)$ as $x$ (resp. $\hat{\hbar} x d/dx$). Perform the Laplace transformation of this differential equation:

$$0 = \int_0^\infty dv_1 \cdots \int_0^\infty dv_n e^{-\sum_{i=1}^{n} (v_i + Av_i \log v_i)}$$

$$\hat{A}_{\mathbb{CP}^{N-1}_w} (v_1^l \cdots v_n^l, \hat{\chi}, \hat{\gamma}) \mathcal{I}_{\mathbb{CP}^{N-1}_w} (v_1^l \cdots v_n^l, x)$$

$$= \int_0^\infty dv_1 \cdots \int_0^\infty dv_n e^{-\sum_{i=1}^{n} (v_i + Av_i \log v_i)}$$

$$\prod_{i=0}^{N-1} \left( \hat{\hbar} x \frac{d}{dx} - w_i \right) \mathcal{I}_{\mathbb{CP}^{N-1}_w} (v_1^l \cdots v_n^l, x)$$

$$- \int_0^\infty dv_1 \cdots \int_0^\infty dv_n e^{-\sum_{i=1}^{n} (v_i + Av_i \log v_i)} v_1^l \cdots v_n^l x \mathcal{I}_{\mathbb{CP}^{N-1}_w} (v_1^l \cdots v_n^l, x)$$
Reconstructing GKZ via Topological Recursion

\[ \prod_{i=0}^{N-1} \left( \hbar x \frac{d}{dx} - w_i \right) I_{X_{t,w,\lambda}}(x) \]

\[ - x \int_{0}^{\infty} dv_1 \cdots \int_{0}^{\infty} dv_n \ e^{-\sum_{\mu=1}^{n}(w_{\mu} + \lambda_{\mu} \log v_{\mu})} v_1^{l_1} \cdots v_n^{l_n} I_{\mathbb{C}P^{N-1}}(v_1^{l_1} \cdots v_n^{l_n} x). \]

To manipulate further we will use the following integration by parts repeatedly for each \( v_i \)’s:

\[
0 = \int_{0}^{\infty} dv_a \ h \frac{d}{dv_a} \left( v_a^m e^{-\frac{v_a + \lambda_a \log v_a}{\hbar}} I_{\mathbb{C}P^{N-1}}(v_1^{l_1} \cdots v_n^{l_n} x) \right)
\]

\[
= \int_{0}^{\infty} dv_a \ (-v_a - \lambda_a + m \hbar) v_a^{m-1} e^{-\frac{v_a + \lambda_a \log v_a}{\hbar}} I_{\mathbb{C}P^{N-1}}(v_1^{l_1} \cdots v_n^{l_n} x)
\]

\[
+ \int_{0}^{\infty} dv_a v_a^m e^{-\frac{v_a + \lambda_a \log v_a}{\hbar}} h a \frac{d}{dv_a} x \frac{d}{dx} I_{\mathbb{C}P^{N-1}}(v_1^{l_1} \cdots v_n^{l_n} x)
\]

\[
= - \int_{0}^{\infty} dv_a \ v_a^m e^{-\frac{v_a + \lambda_a \log v_a}{\hbar}} I_{\mathbb{C}P^{N-1}}(v_1^{l_1} \cdots v_n^{l_n} x)
\]

\[
+ \left( l_a \hbar x \frac{d}{dx} - \lambda_a + m \hbar \right) \int_{0}^{\infty} dv_a \ v_a^{m-1} e^{-\frac{v_a + \lambda_a \log v_a}{\hbar}} I_{\mathbb{C}P^{N-1}}(v_1^{l_1} \cdots v_n^{l_n} x).
\]

Then one finds the GKZ equation (2.11) for the \( J \)-function \( J_{X_{t,w,\lambda}}(x) \):

\[
\left[ \prod_{i=0}^{N-1} \left( \hbar x \frac{d}{dx} - w_i \right) - x \prod_{a=1}^{n} \prod_{m=1}^{l_a} \left( l_a \hbar x \frac{d}{dx} - \lambda_a + m \hbar \right) \right] I_{X_{t,w,\lambda}}(x) = 0. \quad (B.2)
\]

**B.2 Proof of Proposition 2.12.** Here we investigate the behavior of coefficients when \( x \to \infty \) in the saddle point approximation (2.34) of the oscillatory integral for

\[
W_X = \sum_{i=1}^{N-1} (u_i + w_i \log u_i) - \sum_{a=1}^{n} (v_a + \lambda_a \log v_a) + \frac{v_1 \cdots v_n}{u_1 \cdots u_{N-1}} x
\]

\[
+ w_0 \log \left( \frac{v_1 \cdots v_n}{u_1 \cdots u_{N-1}} x \right),
\]

which is mirror to \( X = X_{w,\lambda} \). In this subsection we write \( W = W_X \) for simplicity. To prove (i) in Proposition 2.12, it is enough to find an asymptotic behavior of second derivatives of \( W \):

\[
\frac{\partial^2 W}{\partial u_i^2} = - \frac{w_i - w_0}{u_i^2} + \frac{2 v_1 \cdots v_n}{u_i u_1 \cdots u_{N-1}} x
\]

\[
\frac{\partial^2 W}{\partial u_i \partial u_j} = \frac{v_1 \cdots v_n}{u_i u_j u_1 \cdots u_{N-1}} x \quad (i \neq j)
\]

\[
\frac{\partial^2 W}{\partial u_i \partial v_a} = - \frac{v_1 \cdots v_n}{u_i v_a u_1 \cdots u_{N-1}} x
\]

\[
\frac{\partial^2 W}{\partial v_a^2} = \frac{v_1 \cdots v_n}{v_a u_1 \cdots u_{N-1}} x.
\]
Let us prove (ii) in Proposition 2.12. We take a coordinate at a critical point from this computation. 

\[
\frac{\partial^2 W}{\partial v_a \partial v_b} = \frac{1}{v_a v_b} \frac{u_1 \cdots u_{N-1} x}{u_1 \cdots u_{N-1}} (a \neq b), \\
\frac{\partial^2 W}{\partial v_a^2} = \frac{\lambda_a - w_0}{v_a^2}.
\]

At a critical point \((u^{(c)}, v^{(c)})\), we can use

\[
\left. \frac{v_1 \cdots v_n}{u_1 \cdots u_{N-1}} x \right|_{(u, v)=(u^{(c)}, v^{(c)})} = u_i^{(c)} + w_i - w_0 = v_i^{(c)} + \lambda_a - w_0.
\]

This behaves as \(O(x^{-\frac{1}{N-n}})\) in the case of (2.32), and as \(\lambda_b - w_0 + O(x^{-1})\) in the case of (2.33). Therefore, we can find the behavior

\[
\text{Hess}(u^{(c)}, v^{(c)}) = \begin{cases} 
O(x^{-\frac{N+n-1}{N-n}}) & \text{in the case of (2.32),} \\
O(x^2) & \text{in the case of (2.33)}
\end{cases}
\]

of the Hessian when \(x \rightarrow \infty\). The claim of (i) in Proposition 2.12 follows immediately from this computation.

Let us prove (ii) in Proposition 2.12. We take a coordinate at a critical point \((u^{(c)}, v^{(c)})\) of \(W\):

\[\xi = (\xi_1, \ldots, \xi_{N+n-1}) = (u_1 - u_1^{(c)}, \ldots, u_{N-1} - u_{N-1}^{(c)}, v_1 - v_1^{(c)}, \ldots, v_n - v_n^{(c)}),\]

and consider the Taylor expansion of \(W\) at the critical point \(\xi^{(c)} = 0\):

\[
W(\xi; x) = W(\xi^{(c)}; x) + \frac{1}{2!} \sum_{i,j} W_{ij}(\xi^{(c)}; x) \xi_i \xi_j + \sum_{m \geq 3} \frac{1}{m!} \sum_{i_1, \ldots, i_m} W_{i_1 \cdots i_m}(\xi^{(c)}; x) \xi_{i_1} \cdots \xi_{i_m}, \tag{B.3}
\]

where \(W_{i_1 \cdots i_m} = (\partial^m W)/\partial \xi_{i_1} \cdots \partial \xi_{i_m}\). Since we have chosen generic \(w_i\) and \(\lambda_a\) so that the critical points are non-degenerate, the Hesse matrix \(H\) has non-zero determinant at \(\xi^{(c)}\). We further take a linear transformation \(\xi_i = (-\hbar)^{1/2} \sum_j C_i^j(x) x_j\) of the coordinates which transforms the quadratic part of \(W\) as

\[
\frac{1}{2\hbar} \sum_{i,j} W_{ij}(\xi^{(c)}; x) \xi_i \xi_j = -\frac{1}{2} \sum_{i=1}^{N+n-1} s_i^2. \tag{B.4}
\]

We can find these coefficients \(C_i^j(x)\) by applying the simultaneous completing the square to the quadratic form in the left hand side of (B.4). Eventually we can find the behavior of the coefficients \(C_i^j(x)\) for large \(x\) as follows:

- Let us consider the case when the critical point \((u^{(c)}, v^{(c)})\) behaves as (2.32) in Lemma 2.11. Since \(W_{ij}(\xi^{(c)}; x)\) behaves as \(O(x^{-\frac{1}{N-n}})\) in this case, we can show that

\[
C_i^j(x) = O(x^{\frac{1}{2(N-n)}}) \tag{B.5}
\]

holds for all \(i, j = 1, \ldots, N+n-1\), when \(x \rightarrow \infty\).
• Let us consider the case when the critical point \( (u(c), v(c)) \) behaves as (2.33) in Lemma 2.11. Let \( i_b \in \{N, \ldots, N+n-1\} \) be the label of \( v_b \); that is, \( \xi_{ib} = v_b - v_b(c) \).

Since we can arrange the quadratic part of \( W \) as

\[
W_{ibib}(\xi(c); x) \xi_{ib}^2 + 2 \sum_{i \neq ib} W_{i ib}(\xi(c); x) \xi_{ib} \xi_i + \sum_{i, j \neq ib} W_{ij}(\xi(c); x) \xi_i \xi_j
\]

\[
=W_{ibib}(\xi(c); x) \left( \xi_{ib} + \sum_{i \neq ib} \frac{W_{i ib}(\xi(c); x)}{W_{ibib}(\xi(c); x)} \xi_i \right)^2 - \frac{1}{W_{ibib}(\xi(c); x)} \left( \sum_{i \neq ib} W_{i ib}(\xi(c); x) \xi_i \right)^2 + \sum_{i, j \neq ib} W_{ij}(\xi(c); x) \xi_i \xi_j.
\]

Thus we can choose

\[
s_{ib} = W_{1/2}(\xi(c); x) \left( \xi_{ib} + \sum_{i \neq ib} \frac{W_{i ib}(\xi(c); x)}{W_{ibib}(\xi(c); x)} \xi_i \right)
\]

as one of new coordinates, and other \( s_i \)'s are written in terms of \( \xi_i \)'s except for \( \xi_{ib} \).

Since \( W_{ibib}(\xi(c); x) = O(x^2) \), \( W_{i ib}(\xi(c); x) = O(x) \) if \( i \neq ib \) and \( W_{ij}(\xi(c); x) = O(1) \) for \( i, j \neq ib \), we can conclude

\[
C_j(x) = \begin{cases} 
O(x^{-1}) & \text{if } i = ib \\
O(1) & \text{otherwise}
\end{cases} \quad \text{(B.6)}
\]

hold when \( x \to \infty \).

Let us proceed the computation of saddle point expansion. The above change of the coordinate yields

\[
d\xi_1 \cdot \cdot \cdot d\xi_{N+n-1} = \frac{(-\hbar)^{N+n-1}}{\sqrt{\text{Hess}(u^{(c)}, v^{(c)})}} ds_1 \cdots ds_{N+n-1}.
\]

Then, by the standard argument of the saddle point method, the asymptotic expansion of the oscillatory integral is computed by term-wise integration:

\[
\mathcal{I}_X(x) \sim \exp \left( \frac{1}{\hbar} W(\xi(c); x) \right) \frac{(-\hbar)^{N+n-1}}{u_1^{(c)} \cdots u_{N-1}^{(c)} \sqrt{\text{Hess}(\xi^{(c)})}} \times \left( 1 + \sum_{m=1}^{\infty} \frac{1}{\hbar^2} \sum_{i_1, \ldots, i_m} f_{i_1 \cdots i_m} \int_{\mathbb{R}^{N+n-1}} ds_1 \cdots ds_{N+n-1} \exp \left( -\frac{1}{2} \sum_{i=1}^{N+n-1} s_i^2 \right) s_{i_1} \cdots s_{i_m} \right). \quad \text{(B.7)}
\]
where $f_{i_1 \ldots i_m}$ is the Taylor coefficient given by

$$
\frac{u_1^{(c)} \cdots u_{N-1}^{(c)}}{u_1 \cdots u_{N-1}} \exp \left( \frac{1}{\hbar} \sum_{m \geq 3} \frac{1}{m!} \sum_{i_1, \ldots, i_m} W_{i_1 \ldots i_m}(\xi^{(c)}; x) \xi_{i_1} \cdots \xi_{i_m} \right) \bigg|_{\xi_i = (-\hbar)^{1/2} \sum_j C_i (x) s_j} 
$$

$$
= 1 + \sum_{m=1}^{\infty} \hbar^m \sum_{i_1, \ldots, i_m} f_{i_1 \ldots i_m} s_{i_1} \cdots s_{i_m}.
$$

- If $(u^{(c)}, v^{(c)})$ behaves as (2.32), then $W_{i_1 \ldots i_m}(\xi^{(c)}; x) = O(x^{-\frac{m-1}{N-n}})$, and hence,

$$
W_{i_1 \ldots i_m}(\xi^{(c)}; x) C_{i_1}^j \cdots C_{i_m}^{j_m} = O(x^{-\frac{m-2}{2(N-n)}}) \quad \text{for any } j_1, \ldots, j_m.
$$

For $m \geq 3$, this tends to 0 when $x \to \infty$.

- If $(u^{(c)}, v^{(c)})$ behaves as (2.33), then $W_{i_1 \ldots i_m}(\xi^{(c)}; x) = O(x^{\ell_b})$, where $\ell_b$ is the number of $i_b$ in the indices $i_1, \ldots, i_m$. Therefore,

$$
W_{i_1 \ldots i_m}(\xi^{(c)}; x) C_{i_1}^j \cdots C_{i_m}^{j_m} = O(1) \quad \text{for any } j_1, \ldots, j_m.
$$

We can also verify that

$$
u_i^{(c)}(c) u_i = \left( 1 + (-\hbar)^{1/2} \sum_j \frac{C_i^j}{u_i^{(c)}} s_j \right)^{-1},
$$

and the coefficient satisfies

$$
\frac{C_i^j}{u_i^{(c)}} = \begin{cases} 
O(x^{-\frac{1}{2(N-n)}}) & \text{for the case of (2.32)} \\
O(1) & \text{for the case of (2.33)} 
\end{cases}
$$

when $x \to \infty$. Therefore, we can conclude that

$$
f_{i_1 \ldots i_m} = \begin{cases} 
O(x^{-\frac{1}{2(N-n)}}) & \text{for the case of (2.32)} \\
O(1) & \text{for the case of (2.33)} 
\end{cases} \quad \text{(B.8)}
$$

for $m \geq 1$. After evaluating the Gaussian integrals in (B.7) by using

$$
\int_{\mathbb{R}} ds_i e^{-\frac{1}{2} s_i^2} s_i^k = \begin{cases} 
0 & \text{if } k \text{ is odd,} \\
\sqrt{2\pi} (k-1)!! & \text{if } k \text{ is even,}
\end{cases}
$$

we obtain the saddle point approximation (2.34). In particular, (B.8) proves the claim (ii) in Proposition 2.12.

Appendix C. Computational results by iteration and topological recursion

In this appendix we will firstly give some explicit computational results of the WKB solutions to the GKZ equations. In Appendix C.2 we will explicitly perform the WKB reconstruction (3.13) for the equivariant $\mathbb{C}P^1$ model, and see agreements with the results in Appendix C.1.
Table 2. $S_m(x)$ for the $\mathbb{C}P^{N-1}$ models ($N = 2, 3, 4$) obtained from the GKZ equation (C.1)

|       | $N = 2$            | $N = 3$            | $N = 4$            |
|-------|--------------------|--------------------|--------------------|
| $S_0(x)$ | $2x^{1/2}$         | $3x^{1/3}$         | $4x^{1/4}$         |
| $S_1(x)$ | $\log x^{-1/4}$   | $\log x^{-1/3}$   | $\log x^{-3/8}$   |
| $S_2(x)$ | $x^{-1/2}/16$      | $x^{-1/3}/9$       | $5x^{-1/4}/32$     |
| $S_3(x)$ | $x^{-1}/64$        | $x^{-2/3}/54$      | $5x^{-1/2}/256$    |
| $S_4(x)$ | $25x^{-3/2}/3072$  | $x^{-1}/243$       | $17x^{-3/4}/24576$ |

C.1. Some iterative computations for the GKZ equation. Assume the saddle point approximation of the oscillatory integral

$$I_X(x) \sim \exp \left( \sum_{m=0}^{\infty} \hbar^{m-1} S_m(x) \right),$$

one finds a set of the first order differential equations for $S_m$’s by expanding the GKZ equation around $\hbar = 0$.

$\mathbb{C}P^{N-1}$ model

The GKZ equation for the (non-equivariant) $\mathbb{C}P^{N-1}$ model is

$$\left( \hbar x \frac{d}{dx} \right)^N - x I_{\mathbb{C}P^{N-1}}(x) = 0. \quad (C.1)$$

Some computational results of $S_m$’s for $N = 2, 3, 4$ are listed in Table 2.

Equivariant $\mathbb{C}P^1$ model

The GKZ equation for the equivariant $\mathbb{C}P^1$ model is

$$\left( \hbar x \frac{d}{dx} - w_0 \right) \left( \hbar x \frac{d}{dx} - w_1 \right) - x I_{\mathbb{C}P^1}(x) = 0. \quad (C.2)$$

For this model there are two solutions which have the formal power series expansion:

$$I_{\mathbb{C}P^1}^{(\pm)}(x) \sim \exp \left( \sum_{m=0}^{\infty} \hbar^{m-1} S_m^{(\pm)}(x) \right).$$

Computational results of $S_m^{(\pm)}$ for $m = 0, 1, 2, 3, 4$ are listed in Table 3 modulo constant shifts.

Degree 1 hypersurface in $\mathbb{C}P^1$

The GKZ equation for the degree 1 hypersurface $X_{w, \lambda} = X_{l=1; w, \lambda}$ in $\mathbb{C}P^1$ is

$$\left( \hbar x \frac{d}{dx} - w_0 \right) \left( \hbar x \frac{d}{dx} - w_1 \right) - x \left( \hbar x \frac{d}{dx} - \lambda + \hbar \right) I_{X_{w, \lambda}}(x) = 0. \quad (C.3)$$

For this model we also find two solutions which have the formal power series expansion:

$$I_{X_{w, \lambda}}^{(\pm)}(x) \sim \exp \left( \sum_{m=0}^{\infty} \hbar^{m-1} S_m^{(\pm)}(x) \right).$$
by applying the topological recursion (3.9) in [43]. The GKZ curve

$$C.2$$ Topological recursion for the equivariant $\mathbb{C}P^1$ model. In the following, for the equivariant $\mathbb{C}P^1$ model, we will explicitly recover the computational result in Table 3 by applying the topological recursion (3.9) in [43]. The GKZ curve
\[\Sigma_{\mathbb{CP}^1_w} = \left\{ (x, y) \in \mathbb{C}^* \times \mathbb{C} \left| (y - w_0)(y - w_1) - x = 0 \right. \right\}\]

is parametrized by a local coordinate \(z\) as follows:

\[x(z) = z^2 - \Lambda, \quad y(z) = z + \frac{1}{2}(w_0 + w_1), \quad \Lambda = \frac{1}{4}(w_0 - w_1)^2.\]

The spectral curve \(\Sigma_{\mathbb{CP}^1_w}\) has only one simple ramification point at \(z = 0\) in this local coordinate. Starting from

\[\omega_1^{(0)}(z) = 0, \quad \omega_2^{(0)}(z_1, z_2) = B(z_1, z_2) = \frac{dz_1 dz_2}{(z_1 - z_2)^2},\]

the differentials \(\omega_n^{(g)}\) for \((g, n) \neq (0, 1), (0, 2)\) are defined by the topological recursion (3.9)

\[
\omega_{n+1}^{(g)}(z, z_N) = \text{Res}_{w=0} \frac{\int_w^{\infty} B(\cdot, z)}{2(y(w) - y(-w))} \frac{dx(w)/x(w)}{\omega_{n+2}^{(g-1)}(w, -w, z_N)} + \sum_{\ell=0}^{g} \sum_{j \leq N} \omega_{n|J+1}^{(g-\ell)}(w, z_j) \omega_{|N|-|J|+1}^{(\ell)}(-w, z_N \setminus J),
\]

where \(N = \{1, 2, \ldots, n\} \supset J = \{i_1, i_2, \ldots, i_j\}\), and \(N \setminus J = \{i_{j+1}, i_{j+2}, \ldots, i_n\}\). Integrating these multi-differentials, one finds the free energies

\[
F_1^{(0)}(x) = \int_{z_*}^{z} y(z') \frac{dx(z')}{x(z')}, \quad F_2^{(0)}(x) = \int_{z_*}^{z} \int_{z_*}^{z} \left( B(z'_1, z'_2) - \frac{dx(z'_1) dx(z'_2)}{(x(z'_1) - x(z'_2))^2} \right),
\]

\[
F_n^{(g)}(x) = \int_{z_*}^{z} \cdots \int_{z_*}^{z} \omega_n^{(g)}(z'_1, \ldots, z'_n), \quad (g, n) \neq (0, 1), (0, 2),
\]

(C.4)

where \(z_*\) denotes a reference point.

The WKB reconstruction (3.13) of wave function is defined by \(F_n^{(g)}(x)\)’s as

\[
\psi_{\mathbb{CP}^1_w}(x) = \exp \left( \sum_{g=0, n=1}^{\infty} \frac{\hbar^{2g-2+n}}{n!} F_n^{(g)}(x) \right). \quad \text{(C.5)}
\]

We fix the reference point by \(z_* = \infty\) which corresponds to \(x(z_*) = \infty\). Here note that \(F_1^{(0)}\) and \(F_2^{(0)}\) need to be regularized by certain constant shifts so as to depend on \(z_*\).

Some explicit computational results of the free energies \(F_n^{(g)}(x)\) are listed in Table 5.

The wave function (C.5) is reorganized by

\[
\psi_{\mathbb{CP}^1_w}(x) = \exp \left( \sum_{m=0}^{\infty} \frac{\hbar^{m-1}}{m!} F_m(x) \right), \quad F_m(x) = \sum_{g \geq 0, n \geq 1, 2g+n-1=m} \frac{1}{n!} F_n^{(g)}(x),
\]
Table 5. Free energies for the equivariant $\mathbb{C}P^1$ model. Here we have two types free energies corresponding to the branches $z = \pm \sqrt{x + \Lambda}$

$F_n^{(\pm)}(x)$

$F_2^{(0)}(x) = -\frac{1}{2} \log [(x + \Lambda)/(x(z_\pm) + \Lambda)]$
$F_3^{(0)}(x) = \mp \Lambda/(2(x + \Lambda)^{3/2})$
$F_1^{(1)}(x) = \pm(3x + 2\Lambda)/(48(x + \Lambda)^{3/2})$
$F_4^{(0)}(x) = \Lambda(-3x + \Lambda)/(4(x + \Lambda)^3)$
$F_2^{(1)}(x) = (3x^2 - 2\Lambda^2 - 6x\Lambda)/(96(x + \Lambda)^3)$
$F_5^{(0)}(x) = \mp \Lambda(2\Lambda^2 - 21x\Lambda + 12x^2)/(8(x + \Lambda)^{9/2})$
$F_3^{(1)}(x) = \pm(4\Lambda^3 + 18x\Lambda^2 - 63x\Lambda^2 + 6x^3)/(192(x + \Lambda)^{9/2})$
$F_4^{(2)}(x) = \mp(186\Lambda x^2 + 72x\Lambda^2 + 16\Lambda^3 - 45x^3)/(15360(x + \Lambda)^{9/2})$

Table 6. $F_m(x) = F_m^{(\pm)}(x)$ for the equivariant $\mathbb{C}P^1$ model

\begin{tabular}{|c|c|}
\hline
$m$ & $F_m^{(\pm)}(x)$ \\
\hline
1 & $-\frac{1}{4} \log [(x + \Lambda)/(x(z_\pm) + \Lambda)]$ \\
2 & $\pm(3x - 2\Lambda)/(48(x + \Lambda)^{3/2})$ \\
3 & $x(x - 4\Lambda)/(64(x + \Lambda)^3)$ \\
4 & $\pm\left(375x^3 - 3654x^2\Lambda + 1512x\Lambda^2 + 16\Lambda^3\right)/(46080(x + \Lambda)^{9/2})$ \\
\hline
\end{tabular}

where corresponding to two branches $z = \pm \sqrt{x + \Lambda}$ we find two types of free energies $F_m(x) = F_m^{(\pm)}(x)$. Since the leading term $S_0(x)$ of the asymptotic expansion of the $J$-function obeys

$$x \frac{dS_0(x)}{dx} = y(x),$$

the free energy $F_1^{(0)}(x)$ in (C.4) agrees with $S_0^{(\pm)}(x)$ up to a constant shift. Using the computational results in Table 5, $F_m^{(\pm)}(x)$’s ($m \geq 1$) are computed immediately and summarized in Table 6.

Comparing the computational results in Tables 3 and 6, one finds the agreement

$$F_m^{(\pm)}(x) = S_m^{(\pm)}(x),$$

for $m = 1, 2, 3, 4$ up to a constant shift of $F_1^{(\pm)}(x)$.
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