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ABSTRACT

A uniformly accelerated point charge which moves neither in a straight line nor in a circle, but in a cusp, is investigated. We find the angular distribution of the Larmor radiation, the constant power, and the intensity in the maximal direction. It is found that the intensity of uniformly accelerated cusp motion scales like non-uniformly accelerated synchrotron radiation. We confirm the exact vacuum excitation spectra of quantized field detectors on the world line.

1 Introduction

Schwinger [1] was first to calculate the angular distribution of power for point charges undergoing linear and circular acceleration. It was then Letaw [2] who found the six classes of uniformly accelerated (stationary) world lines:

1. Inertial → Minkowski coordinates
2. Linear → Rindler coordinates
3. Circular → rotating coordinates
4. Cusp
5. Catenary
6. Helicoid

Stationary background systems based on these world lines are of interest because the world lines are trajectories of time-like Killing vector fields. The lesser known trajectories (4-6) are interesting in their own right and their excitation spectra are connected to the question of coordinate dependence of thermodynamics and quantum field theory in flat spacetime (i.e. they are likely to yield insights into the Unruh effect [3]). Of these less examined world lines (4-6), the cusp is of particular interest in this article due, in part, to its exactly analytic vacuum spectra.

There is broad motivation for studying radiation from these stationary trajectories: connections between quantum theory and gravity have been made (e.g. consider relativistic superfluidity [4] or geometric creation of quantum vortexes [5]) by investigating the influence of quantum fields under external conditions (like curved spacetime, moving
mirrors, expanding cosmologies, and accelerating world lines). This general line of inquiry continues to lead to investigations that give rise to engaging answers to challenging questions.

Specifically, accelerated trajectories in flat spacetime and motion in curved spacetime are linked via the equivalence principle. The ‘addendum’ made to the equivalence principle, (e.g. Unruh effect), is helpful for further understanding the gravitational influence on quantum fields. The cusp motion is an interesting and simple trajectory that warrants more attention, in part, due to the fundamentally important and wide-reaching nature of uniform acceleration.

1.1 Letaw is almost twice as hot as Planck

The associated vacuum fluctuation spectrum for the hyperbolic (straight-line motion) uniformly accelerated world line was found by Unruh to be Planckian, and scales like (using $\omega/\kappa \gg 1$),

$$\frac{1}{e^{2\pi \omega/\kappa} - 1} \approx e^{-2\pi \omega/\kappa}, \quad \text{with} \quad T = \frac{\kappa}{2\pi} = 0.159\kappa. \quad (1)$$

The associated vacuum fluctuation spectrum for the cusp uniformly accelerated world line can be said to be Letawian, and Letaw found [2] it to have a comparably hotter temperature (by a factor of $\pi/\sqrt{3} = 1.81$), scaling like

$$e^{-\sqrt{12} \omega/\kappa}, \quad \text{with} \quad T = \frac{\kappa}{\sqrt{12}} = 0.289\kappa. \quad (2)$$

In both cases, the uniform acceleration is $\kappa$, and the spectrum is exactly analytic, which we will confirm.

1.2 Cusp Motion is Simple

Besides the Minkowski and Rindler stationary coordinate systems [12], adapted to the inertial and hyperbolic world lines respectively, only the cusp world line has an exactly calculable spectrum in the classification afforded by curvature invariants on which quantized field detectors in a vacuum have time-independent excitation spectra.

The cusp world line is not only special because its spectrum is exactly calculable, but that it is distinctly non-Planckian, with motion in $2 + 1$ dimensions with a single parameter, $\kappa$, which describes its proper acceleration and proper angular velocity. That is, the cusp is a stationary world line solution of the Frenet equations when the curvature invariants of proper acceleration and proper angular velocity, are not only constant but equal to each other. Oddly enough, there are a strikingly limited amount of papers that have treated the cusp motion explicitly over the last 35 years: [13–22].

1 Consider the accelerated solutions in [6], and the singularity surviving spin-statistics relation in [7].

2 Example solutions are explored in the recent black hole-moving mirror correspondence contained in [8], temperature without a horizon in [9], and a black hole birth cry and death gasp in [10].

3 Are black holes springy? [11] Kerr black holes have temperature $2\pi T = g - k$ where $k = m\Omega^2$ is the spring constant and $g = (4m)^{-1}$ is the Schwarzschild surface gravity.
1.3 Cusp Electromagnetic Lorentz Scalars are Zero

To further illustrate and motivate the special nature of a charged particle along cusp motion, one may utilize an invariant geometrical description of world lines [23] where the Lorentz scalars of homogeneous electromagnetic fields are zero:

\[ \frac{e^2}{m^2}(E^2 - B^2) = \kappa^2 - \tau^2 - \nu^2 = 0, \]  
\[ \frac{e^2}{m^2}(E \cdot B) = -\kappa \nu = 0, \]  

where \( \kappa \) (curvature) is the proper acceleration, and \( \tau \) (torsion) and \( \nu \) (hypertorsion) are components of the proper angular velocity. For the cusp, \( \kappa = \tau \) and \( \nu = 0 \). It can be further seen that the electric and magnetic fields are perpendicular to each other and their magnitudes are the same. In the rest of the article, we use units \( \hbar = c = k_B = 1 \).

1.4 Basic Review: Larmor’s Formula and Acceleration

The power from an accelerated point charge is given by relativistic covariant form of Larmor’s formula

\[ P = \frac{2}{3} q^2 \alpha^2, \]  

where \( \alpha \) is the proper acceleration (see Eq. (9)) and \( q \) is the charge of the electron. If the proper acceleration is constant, then the power is also constant.

Consider the difference between the proper acceleration, \( \alpha \), and the four-acceleration:

\[ a^\mu = \frac{d^2x^\mu}{d\tau^2} = \frac{dv^\mu}{d\tau}, \]  

where \( v^\mu = \frac{dx^\mu}{d\tau} \) is the four-velocity. Using the three-acceleration, \( a = d^2x^i/dt^2 \) and the three-velocity \( v = dx^i/dt \), one may construct the four-acceleration as,

\[ a^\mu = \frac{dv^\mu}{d\tau} = \gamma \frac{dv^\mu}{dt} = \gamma \frac{d}{dt} \left( \gamma, \gamma v + \gamma a \right), \]  

with \( \gamma \) being the Lorentz factor \( \gamma \equiv (1 - \beta^2)^{-1/2}, \beta \equiv \sqrt{(v/c)^2} \) and \( \dot{\gamma} \equiv d\gamma/dt \). The general scalar invariant of this is:

\[ a_\mu a^\mu = \gamma^2 \dot{\gamma}^2 - \gamma^2 (\gamma v + \gamma a)^2, \]  

where we are not necessarily in the instantaneous rest frame of the particle, nor in any other particular reference frame. Using \( \dot{\gamma} = \gamma^2 (v \cdot a) \), as well as \( v^2 = v^2 \), and \( a^2 = a^2 \), the scalar invariant becomes

\[ \alpha^2 \equiv -a_\mu a^\mu = \gamma^4 a^2 + \dot{\gamma}^2 \]  
\[ = \gamma^4 a^2 + \gamma^6 (v \cdot a)^2 \]  
\[ = \gamma^6 a^2 - \gamma^6 (v \times a)^2. \]  

The dot and cross product form are obtained by the use of \( \gamma^2 v^2 + 1 = \gamma^2 \) and \( (va)^2 = (v \cdot a)^2 + (v \times a)^2 \). In the case of straight-line motion, parallel vectors \( v \times a = 0 \) yield
\( \alpha^2 = \gamma^6 a^2 \). In the case of circular motion, the three-acceleration vector is perpendicular to the three-velocity vector, \( \mathbf{v} \cdot \mathbf{a} = 0 \), and one obtains \( \alpha^2 = \gamma^4 a^2 \).

Consider the scalar product of the four-acceleration, using the instantaneous rest frame of the particle. It is straightforward to see how the proper acceleration is constructed from the three-acceleration in the particular frame of rest where \( v = 0 \),

\[
a_\mu a^\mu = (0, a) \cdot (0, -a) = -a \cdot a = -a^2 = -\alpha^2 ,
\]

where \( \alpha \) is the acceleration measured in the instantaneous rest frame, i.e., the proper acceleration.

## 2 The Cusp

Consider the parametric representation of a timelike world line in flat space,

\[
x^\mu(\tau) = \left( \tau + \frac{1}{6} \kappa^2 \tau^3, \frac{1}{2} \kappa \tau^2, 0, \frac{1}{6} \kappa^2 \tau^3 \right).
\]

This world line is special class of stationary world lines where the proper angular velocity is equal to the proper acceleration. To see that the cusp world line is uniform acceleration, consider

\[
a^\mu = \frac{d^2}{d\tau^2} x^\mu(\tau) = (\tau \kappa^2, \kappa, 0, \tau \kappa^2),
\]

so that

\[
\alpha^2 \equiv -a^\mu a_\mu = \kappa^2 .
\]

One may calculate the proper angular velocity (or torsion) squared by finding the scalar invariant of the four-vector [12]

\[
\omega^\mu = a^{-1} j^\mu - \alpha v^\mu = \left( -\frac{1}{2} \kappa^3 \tau^2, -\kappa^2 \tau, 0, \kappa - \frac{1}{2} \kappa^3 \tau^2 \right),
\]

where \( j^\mu = \frac{d^3}{d\tau^3} x^\mu \) is the four-jerk and \( v^\mu = \frac{d}{d\tau} x^\mu \) is the four-velocity. This gives,

\[
\omega^2 \equiv -\omega^\mu \omega_\mu = \kappa^2 .
\]

The world line has spatial projection in the plane with \(^4\)

\[
z = \frac{\sqrt{2} \kappa}{3} x^{3/2},
\]

plotted in Fig. (1). In Fig. (2) (left), one can view the cross and dot products of the velocity and acceleration.

\(^4\)Note the common misprint in Eq. (49) of [2] and that of other authors.
2.1 Three Exact Vacuum Excitation Spectrums

Only the inertial, rectilinear acceleration, and cusp stationary world lines have exactly calculable vacuum excitation spectra, first found by Letaw [2] and also emphasized by Rosu [16, 19]. Using the dimensionless energy, \( \epsilon \equiv E/\kappa \), the dimensionless vacuum excitation spectrum on a stationary world line is:

\[
S(\epsilon) = \frac{\kappa^2 \epsilon^2}{4\pi^3} \int_{-\infty}^{\infty} e^{-i\kappa \epsilon \tau} \frac{d\tau}{W(\tau, 0)},
\]

where the geodetic interval is

\[
W(\tau, 0) = [x^\mu(\tau) - x^\mu(0)][x^\nu(\tau) - x^\nu(0)],
\]

and the well known exactly analytic results for inertial and linear (Planckian) acceleration are:

\[
W_{\text{inertial}} = -\tau^2, \quad W_{\text{linear}} = \kappa^2 (2 - 2 \cosh \kappa \tau),
\]
while for the cusp (Letawian), the result is
\[
W_{\text{cusp}} = - \left( \tau^2 + \frac{\kappa^2 \tau^2}{12} \right)^{-1}.
\] (20)

The inertial spectrum is found from an inverse Fourier transform,
\[
S_{\text{inertial}}(\epsilon) = -\frac{\kappa^2 \epsilon^2}{4\pi^3} \int_{-\infty}^{\infty} e^{-i\kappa \epsilon \tau} \tau^2 d\tau = \frac{\kappa^2 \epsilon^2}{4\pi^3} \pi \kappa \epsilon = \frac{\kappa^3 \epsilon^3}{4\pi^2}.
\] (21)

With a density of states \( \kappa^2 \epsilon^2/(2\pi^2) \) the ground state energy per mode is the usual zero point energy: \( \kappa \epsilon/2 \). The Planckian spectrum is found similarly,
\[
S_{\text{linear}}(\epsilon) = \frac{\kappa^2 \epsilon^2}{4\pi^3} \int_{-\infty}^{\infty} e^{-i\kappa \epsilon \tau} \kappa^2 \left( \frac{2 - 2 \cosh \kappa \tau}{\kappa^2} \right) d\tau = \frac{\kappa^3 \epsilon^3}{2\pi^2} \left( e^{2\pi \epsilon} - 1 \right). \] (22)

In the last step the inertial contribution, \( \kappa^3 \epsilon^3 \), is subtracted [2]. The Letawian spectrum is found likewise:
\[
S_{\text{cusp}} = \frac{\kappa^2 \epsilon^2}{4\pi^3} \int_{-\infty}^{\infty} e^{-i\kappa \epsilon \tau} \left( -\tau^2 - \frac{\kappa^2 \tau^2}{12} \right) d\tau = \frac{\kappa^3 \epsilon^3}{4\pi^2} + \frac{\kappa^3 \epsilon^2 e^{-2\sqrt{3}\epsilon}}{8\sqrt{3} \pi^2} = \frac{\kappa^3 \epsilon^2 e^{-2\sqrt{3}\epsilon}}{8\sqrt{3} \pi^2}, \] (23)

where again, the inertial contribution is subtracted in the last step.

### 2.2 Acceleration Ratio for the Cusp: Comparison at Low Speeds to Circular and Rectilinear Motions

For our purpose we rewrite Eq. (5) as
\[
P_{\text{world line}} = \frac{2}{3} g^2 \alpha^2 A_{\text{world line}}^2 \] (24)

where we denote \( A_{\text{world line}}^2 \) as the acceleration ratio of a given world line e.g., cusp or linear motion, defined as
\[
A_{\text{world line}}^2 \equiv \frac{\alpha^2}{a^2}, \] (25)

i.e. the ratio of the squares of the proper-acceleration and the three-acceleration. Considering circular and linear motion, the former ratio was seen in Sec. (1.4) to be equal to
\[
A_{\text{circ}}^2 = \gamma^4 \quad \text{and} \quad A_{\text{line}}^2 = \gamma^6, \] (26)

respectively. These simple results beg the question, ‘what is the acceleration ratio, \( A_{\text{cusp}} \)?’

To construct the acceleration ratio for the cusp, one examines the non-covariant form by first examining the velocity components, (where \( v_y = 0 \)),
\[
v_x = \frac{d\tau}{dt} \frac{dx}{d\tau} = \frac{2\kappa \tau}{\kappa^2 \tau^2 + 2}, \] (27a)
\[
v_z = \frac{d\tau}{dt} \frac{dz}{d\tau} = \frac{\kappa^2 \tau^2}{\kappa^2 \tau^2 + 2}. \] (27b)
This gives
\[ v^2 = v_x^2 + v_z^2 = \frac{\kappa^2 \tau^2 (\kappa^2 \tau^2 + 4)}{(\kappa^2 \tau^2 + 2)^2}. \] (28)

One next examines the components of the acceleration similarly, (where \( a_y = 0 \)),
\[
\begin{align*}
a_x &= \frac{d\tau}{dt} \frac{dv_x}{d\tau} = \frac{8\kappa - 4\kappa^3 \tau^2}{(\kappa^2 \tau^2 + 2)^3}, \quad (29a) \\
a_z &= \frac{d\tau}{dt} \frac{dv_z}{d\tau} = \frac{8\kappa^2 \tau}{(\kappa^2 \tau^2 + 2)^3}.
\end{align*}
\]

The vector sum is
\[ a^2 = a_x^2 + a_z^2 = \frac{16\kappa^2 (\kappa^4 \tau^4 + 4)}{(\kappa^2 \tau^2 + 2)^6}. \] (30)

Substituting in Eq. (30) the proper time as \( \tau = \tau(\gamma) \) through the relation
\[
\gamma = 1 + \frac{\kappa^2 \tau^2}{2} \quad \Leftrightarrow \quad \tau = \kappa^{-1}\sqrt{2\gamma - 2},
\] (31)

obtained by substituting Eq. (28) into the \( \gamma \) definition, we evaluate the acceleration ratio
of the cusp motion as
\[ A^2_{\text{cusp}} = \frac{\gamma^6}{\gamma^2 - 2\gamma + 2}. \] (32)

The behavior of the cusp acceleration ratio for high speeds \( \gamma \gg 1 \), (low speeds \( \gamma \rightarrow 1 \)),
is more similar to circular (rectilinear) motion. See Fig. (2) (right) for a plot of the \( A^2 \)
values of the cusp, line, and circular ratios.

It is easy to see in a series expansion of this cusp acceleration ratio, Eq. (32), that at
low speeds the Larmor power of cusp motion radiation will more closely scale according
to the radiation emitted from straight-line uniformly accelerated motion. For instance,
the acceleration of the point charge moving along a cusp, scales at low speeds,
\[ A^2_{\text{cusp}} \equiv \frac{\gamma^6}{\gamma(\gamma - 2) + 2} = 1 + 3\beta^2 + 5.75\beta^4 + O(\beta)^6, \] (33)

like linear motion at low speeds,
\[ A^2_{\text{line}} \equiv \gamma^6 = 1 + 3\beta^2 + 6\beta^4 + O(\beta)^6, \] (34)

up to second order, rather than like circular motion at low speeds,
\[ A^2_{\text{circ}} \equiv \gamma^4 = 1 + 2\beta^2 + 3\beta^4 + O(\beta)^6. \] (35)

In light of this low speed scaling, one might assume the angular distribution of the cusp
trajectory at low speeds may be more similar to the angular distribution of rectilinear
motion, but we shall see this is not the case.

In this regard, one needs to stress a big difference between the circular and the cusp
stationary worldlines; namely, the variation of \( \gamma = \gamma(v) \) for the cusp world line. A
circularly uniformly accelerated world line has no change in speed, \( \gamma = \text{constant} \). We shall
see this come into play when we look at the maximum intensity in the forward direction:
i.e. circular motion radiation is always maximum at \( \theta_{\text{circ max}}^\text{circ} = 0 \) whereas \( \theta_{\text{cusp max}}^\text{cusp} = \theta_{\text{cusp max}}^\text{cusp}(v) \), is
some function of speed.
3 Angular Distribution

Larmor’s power formula in Eq. (5), can be written as,

$$ P = \int dP \, d\Omega, $$

(36)

where $dP/d\Omega$ is the angular distribution of radiated power (see Eq. (61) for its definition). Following the methodology in Ref. [24] the total radiating power in Eq. (36) is given by,

$$ P = \int_0^{2\pi} \int_0^{\pi} \frac{dP(\theta, \phi)}{d\Omega} \sin \theta d\theta d\phi = \frac{2}{3} q^2 \kappa^2, $$

(37)

where the angular distribution is,

$$ \frac{dP}{d\Omega} = \frac{2}{3} q^2 \kappa^2 I_{\text{cusp}}(\theta, \phi). $$

(38)

Comparing Eqs. (5), (13), and (38), the function $I_{\text{cusp}}$ satisfies the relation,

$$ \int_0^{2\pi} \int_0^{\pi} I_{\text{cusp}} \sin \theta d\theta d\phi = 1, $$

(39)

with the explicit expression,

$$ I_{\text{cusp}} \equiv \frac{\lambda_1 + \lambda_2 \cos \phi + \lambda_3 \cos^2 \phi}{(\cos \phi + \lambda_4)^5}, $$

(40)

and the $\theta$-factors are:

$$ \lambda_0 = -\frac{3}{8\pi \gamma \sqrt{2\gamma_1^5 \sin^5 \theta}}, $$

(41a)

$$ \lambda_1 = \lambda_0 \left[ 2 + \gamma \gamma_2 + \gamma_1 \cos \theta \left( \gamma_3 \cos \theta - 2\gamma_2 \right) \right], $$

(41b)

$$ \lambda_2 = -2\lambda_0 \sqrt{2\gamma_1 \sin \theta} \left( \gamma_1 - \gamma_2 \cos \theta \right), $$

(41c)

$$ \lambda_3 = 2\lambda_0 \gamma_3/2 \sin^2 \theta, $$

(41d)

$$ \lambda_4 = \frac{\gamma_1 \cos \theta - \gamma}{\sqrt{2\gamma_1 \sin \theta}}, $$

(41e)

defining $\gamma_n \equiv \gamma - n$ for $n = 1, 2, 3$ and $3/2$. Eq. (40) is calculated with straightforward, however effortful vector analysis which is presented in the Appendix.

The fulfillment of Eq. (39) by $I_{\text{cusp}}$ is confirmed through first an integration of $I_{\text{cusp}}$ with respect to $\phi$ for $\gamma \geq 1$ (or equivalently $\lambda_4 \leq -1$) and can be analytically solved. Defining,

$$ \tilde{I}_{\text{cusp}}(\theta) \equiv \int_0^{2\pi} I_{\text{cusp}} d\phi, $$

one may integrate out the $\phi$ dependence,

$$ \tilde{I}_{\text{cusp}}(\theta) = -\frac{\pi}{4(\lambda_4^2 - 1)^{3/2}} \left[ \lambda_1 \left( 3 + 24 \lambda_1^4 + 8 \lambda_1^4 \right) - 5 \lambda_2 \lambda_4 \left( 3 + 4 \lambda_1^4 \right) + \lambda_3 \left( 4 + 27 \lambda_1^4 + 4 \lambda_1^4 \right) \right]. $$

Then, integration over $\theta$, using $B \equiv \cos \theta$, yields the unit value as required by Eq. (39):

$$ \int_0^{\pi} \tilde{I}_{\text{cusp}}(\theta) \sin \theta d\theta = \int_{-1}^{1} \tilde{I}_{\text{cusp}}(B) dB = 1. $$

(42)

A high speed and low speed 3D plot of the angular distribution is given in Fig. (3).
3.1 Angular Distribution Comparison at High Speeds to Circular and Rectilinear Motions

We will now compare the angular distributions for straight-line, circular, and cusp uniformly accelerated motions in both the low and high speed regimes in order to get an understanding of the radiation in these limits. For synchrotron angular distribution, $I_{\text{circ}}$ is seen to be (see e.g. [24]),

$$I_{\text{circ}} = \frac{3}{8\pi} \left( 1 - \beta \cos \theta \right)^2 - \frac{(1 - \beta^2) \sin^2 \theta \cos^2 \phi}{\gamma^4 (1 - \beta \cos \theta)^5},$$

(43)

and also, like $I_{\text{cusp}}$, satisfies an analogous Eq. (39). For low speeds, ($\gamma \to 1$, $\beta \to 0$), we saw in [25] that

$$I_{\text{circ}} = \frac{3}{8\pi} (1 - \cos^2 \phi \sin^2 \theta) + \mathcal{O}(\beta),$$

(44)

where this was compared to the angular distribution of Larmor radiation of a uniformly accelerated point charge moving along a cusp at low speeds:

$$I_{\text{cusp}} = \frac{3}{8\pi} (1 - \cos^2 \phi \sin^2 \theta) + \mathcal{O}(\beta),$$

(45)

which has exactly the same lowest order term, i.e. for small speeds, cusp and circular motion have the same angular distribution, $I_{\text{circ}}^0 = I_{\text{cusp}}^0$. While for straight-line angular
distribution one sees, \( I^0_{\text{line}} \neq I^0_{\text{cusp}} \), i.e.

\[
I_{\text{line}} = \frac{3}{8\pi \gamma^6} \frac{\sin^2 \theta}{(1 - \beta \cos \theta)^5} = \frac{3}{8\pi} \sin^2 \theta + \mathcal{O}(\beta).
\]  

(46)

Interestingly enough, the asymptotic behaviors of \( I_{\text{circ}} \) and \( I_{\text{cusp}} \) are identical for high speeds as well, \( \beta \rightarrow 1 \), to highest order with

\[
I_{\text{cusp}} = -\frac{3}{2\pi} \frac{(\beta - 1)^2}{(\cos \theta - 1)^3} + \mathcal{O}(\beta - 1)^{9/4},
\]  

(47)

and

\[
I_{\text{circ}} = -\frac{3}{2\pi} \frac{(\beta - 1)^2}{(\cos \theta - 1)^3} + \mathcal{O}(\beta - 1)^3.
\]  

(48)

The straight-line \( I_{\text{line}} \) is clearly distinguished from the former two angular distributions yielding,

\[
I_{\text{line}} = -\frac{3 \sin^2 \theta (\beta - 1)^3}{\pi (\cos \theta - 1)^5} + \mathcal{O}(\beta - 1)^4.
\]  

(49)

Comparing the asymptotic behaviors of the angular distributions in Eqs. (44)-(46) with the power expressions in Eqs. (26) and (32) for low speeds we observe that in both measures the results consistently demonstrate a similarity between the circular and the cusp motion. However, what is surprising is that for high speeds these two measures, \( P_* \) and \( I_* \) (where \( P_* \sim \int I_* d\Omega \)) yield different results. Namely, although \( I_{\text{cusp}} \) and \( I_{\text{circ}} \) asymptotically coincide, as one can see in Eqs. (47) and (48), their integrals on the other hand do not. In the low speed limit the power \( P_{\text{cusp}} \) behaves similarly to \( P_{\text{line}} \) rather than \( P_{\text{circ}} \) (see Eqs. (33)-(35)).

It is worth remarking at this point that the similarities in the asymptotic expressions between the circular and the cusp calculations above are only symbolic and do not imply that the two aforementioned motions coincide. The reason is that the parameter \( \gamma \) (or \( \beta \)) of the cusp motion varies as a function of speed along the same world-line, while changing \( \gamma \) in the circular motion corresponds to a different circular trajectory of different radius.

### 4 Intensity of Radiation in the Maximal Direction

The intensity of maximum radiation in the ultra-relativistic case, \( (\gamma \rightarrow \infty) \),

\[
f \equiv \frac{(dP/d\Omega)_{\theta=\theta_{\text{max}}}^{\text{ultra-rel}}}{(dP/d\Omega)_{\theta=\theta_{\text{max}}}^{\text{rest}}},
\]  

(50)

was calculated for rectilinear motion in [24]. The angle \( \theta_{\text{max}} \) at which maximum radiation is emitted occurs when

\[
\frac{d}{d\theta} \left[ \frac{dP}{d\Omega} \right] = 0.
\]  

(51)

Calculating the derivative of Eq. (38) with respect to the angle \( \theta \) in the plane \( \phi = 0 \), is not succinct, however it is straightforward. However, determining the correct \( \theta_{\text{max}} \) corresponding to the global maximum of the angular radiation, is not trivial due to the plethora of local extrema and very complicated expressions. After numerical and graphical
analysis we found the solution which is lengthy. It is expanded in the high speed limit as,
\[
\theta_{\text{cusp}}^{\text{max}} = \sqrt{\frac{2}{\gamma}} + \frac{5}{21\sqrt{2}} \left( \frac{1}{\gamma} \right)^{3/2} + \mathcal{O} \left( \frac{1}{\gamma} \right)^{5/2}.
\] (52)
Using this in the angular distribution and accounting for ultra-relativistic speeds, we find the intensity of maximum radiation from a charged point particle moving along a cusp as
\[
f_{\text{cusp}} = 8\gamma^6.
\] (53)
For the sake of completeness, we present the analogous results for the straight line and the circular motion as well. Precisely, the maximum angle for the aforementioned trajectories are determined to be \( \theta_{\text{line}}^{\text{max}} = (2\gamma)^{-1} \) and \( \theta_{\text{circ}}^{\text{max}} = 0 \), respectively, with the corresponding ultra-relativistic intensity,
\[
f_{\text{line}} = \frac{8192}{3125} \gamma^8 = 2.62 \gamma^8, \quad f_{\text{circ}} = 8\gamma^6.
\] (54)
As can be seen here, the intensity measure for cusp and circular world-lines exhibits the same dependence not only in the power of \( \gamma \) but also in the proportionality factor in the high speed limit, clearly distinguished from the straight line behavior. It should be stressed however, that the \( \gamma \)-dependence of \( f_{\text{circ}} \) is meaningful only for non-uniformly accelerated motion, since \( f_{\text{cusp}} \) is a function of speed while \( f_{\text{circ}} \) is simply a constant for uniform acceleration. For the intensity of circular motion to scale like \( 8\gamma^6 \), one must abandon the stationary world-line by discarding uniform proper acceleration, resulting in a change of speed \( v \).

4.1 Asymmetry Measure

The preferred direction of emission at low speeds can also be considered by a simple measure of asymmetry due to Schwinger [1], who considered the mean value of \( \sin^2 \theta \),
\[
\langle \sin^2 \theta \rangle = \int \sin^2 \theta \frac{(dP/d\Omega)}{P} d\Omega.
\] (55)
It is easy to calculate that
\[
\langle \sin^2 \theta \rangle_{\text{line}} = -\frac{(\beta^2 - 1) \left( \beta (5\beta^2 - 3) + 3 (\beta^2 - 1) \tanh^{-1} \beta \right)}{2\beta^5},
\] (56)
\[
\langle \sin^2 \theta \rangle_{\text{circ}} = -\frac{(\beta^2 - 1) \left( \beta (\beta^2 + 3) + 3 (\beta^4 - 1) \tanh^{-1} \beta \right)}{4\beta^5},
\] (57)
and for the cusp motion

\[
\langle \sin^2 \theta \rangle_{\text{cusp}} = \int_0^{\pi} \left[ \int_0^{2\pi} I_{\text{cusp}}(\phi, \theta) d\phi \right] \sin^3 \theta d\theta = \int_0^{\pi} \tilde{I}_{\text{cusp}}(\theta) \sin^3 \theta d\theta
\]

\[
= \int_{-1}^1 \tilde{I}_{\text{cusp}}(B)(1 - B^2) dB
\]

\[
= \frac{1}{8\beta^5 \left(1 + \sqrt{1 - \beta^2}\right)^2} \left\{ 117\beta - 339\beta^3 + 351\beta^5 - 129\beta^7 + \beta\sqrt{1 - \beta^2} \left( -93 + 212\beta^2 - 135\beta^4 + 32\beta^6 \right) + 3 \left(1 - \beta^2\right)^2 \left[ 39 - 48\beta^2 + 13\beta^4 + \sqrt{1 - \beta^2} \left( -31 + 19\beta^2 \right) \right] \tanh^{-1} \beta \right\} \tag{58}
\]

As can be seen, the expression of \( \langle \sin^2 \theta \rangle_{\text{cusp}} \) is more complicated than \( \langle \sin^2 \theta \rangle_{\text{circ}} \) and \( \langle \sin^2 \theta \rangle_{\text{line}} \). At low speeds, for all above mentioned motions, the asymmetry measure yields

\[
\langle \sin^2 \theta \rangle_{\text{line}} = \frac{4}{5} + \mathcal{O}(\beta), \quad \langle \sin^2 \theta \rangle_{\text{circ}} = \frac{3}{5} + \mathcal{O}(\beta), \quad \langle \sin^2 \theta \rangle_{\text{cusp}} = \frac{3}{5} + \mathcal{O}(\beta), \tag{59}
\]

demonstrating again that at low speeds the asymmetry measure for cusp motion is more closely aligned with circular motion, which is to be expected from the angular distribution results. So it should be explicitly clear that even though the total constant cusp power more closely scales to rectilinear power, the cusp angular distribution demonstrates synchrotron character at low speeds.

At high speeds on the other hand, the situation is more interesting:

\[
\langle \sin^2 \theta \rangle_{\text{line}} = \frac{1}{\gamma^2} + \mathcal{O}(\gamma^{-3}), \quad \langle \sin^2 \theta \rangle_{\text{circ}} = \frac{1}{\gamma^2} + \mathcal{O}(\gamma^{-3}), \quad \langle \sin^2 \theta \rangle_{\text{cusp}} = \frac{2}{\gamma} + \mathcal{O}(\gamma^{-2}) \tag{60}
\]

The different scaling at high speeds quantifies the forward beaming angle as a function of speed. This approach to \( \theta_{\text{max}} = 0 \) demonstrates the need for much higher speeds for cusp motion to achieve forward beaming. This can also be seen graphically for instance when at 99.9% the speed of light the distribution of cusp radiation is significantly different from circular and rectilinear cases. The distribution for the cusp motion is offset horizontally relative rectilinear, Fig. (4), and circular, Fig. (5), distributions, as can be seen in Fig. (6). These results agree with the speed requirements for \( \theta_{\text{max}}^{\text{cusp}} \sim \gamma^{-1/2} \) scaling, Eq. (52), relative to \( \phi_{\text{max}}^{\text{line}} \sim \gamma^{-1} \) and \( \theta_{\text{max}}^{\text{circ}} = 0 \).

## 5 Conclusion

We have compared rectilinear radiation and synchrotron radiation to cusp radiation with a focus on both low and high speeds. We have found the acceleration ratio and the angular distribution of cusp radiation. The cusp acceleration ratio is not as simple as the other uniformly accelerated motions and scales as a fraction of powers. Even though at low speeds we have determined cusp radiative power is more akin to rectilinear radiation,
at high speeds the radiative power more closely scales like synchrotron radiation. Interestingly, the angular distribution of the cusp power is more akin to synchrotron emission in both low and high speeds, at least to first order. We analyzed the angular distribution for $\gamma \gg 1$ in part by calculating the maximum intensity in the forward direction, revealing the maximum angle scales differently for cusp radiation. Identifying the intensity with synchrotron motion requires relaxing the restriction that circular motion be non-uniformly accelerated. We have demonstrated the exact scaling requirements to achieve forward beaming for cusp radiation.
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Appendix A: Details to Determine the Angular Distribution

The necessary tools for determining the angular distribution, Eq. (38),
\[
\frac{dP}{d\Omega} = \frac{q^2 |\hat{r} \times (u \times a)|^2}{4\pi (\hat{r} \cdot u)^5},
\]
(61)
is shown in the following. Here
\[
\hat{r} \times (u \times a) = (\hat{r} \cdot a)u - (\hat{r} \cdot u)a,
\]
(62)
so that
\[
|\hat{r} \times (u \times a)|^2 = (\hat{r} \cdot a)^2 u^2 - 2(u \cdot a)(\hat{r} \cdot a)(\hat{r} \cdot u) + (\hat{r} \cdot u)^2 a^2.
\]
(63)
Using the definitions, including \( \hat{r} \equiv \mathbf{r} - \mathbf{r}' \), (the vector from a source point \( \mathbf{r}' \) to a field point \( \mathbf{r} \)), where the source point is our origin, \( \mathbf{r}' = 0 \),
\[
\hat{r} = \frac{\mathbf{r} - \mathbf{r}'}{r - r'} = \hat{r} \equiv \sin \theta \cos \phi \hat{x} + \sin \theta \sin \phi \hat{y} + \cos \theta \hat{z},
\]
(64)
\[
u \equiv \hat{r} - \mathbf{v},
\]
(65)
one finds the terms in the order that they appear,
\[
\hat{r} \cdot a = a_x \sin \theta \cos \phi + a_y \sin \theta \sin \phi + a_z \cos \theta,
\]
(66)
\[
u^2 = (\hat{r} - \mathbf{v})^2 = 1 - 2(v_x \sin \theta \cos \phi + v_y \sin \theta \sin \phi + v_z \cos \theta) + v^2,
\]
(67)
\[
u \cdot a = (\hat{r} - \mathbf{v}) \cdot a = a_x \sin \theta \cos \phi + a_y \sin \theta \sin \phi + a_z \cos \theta - v_x a_x - v_y a_y - v_z a_z,
\]
(68)
\[
\hat{r} \cdot u = \hat{r}^2 - \hat{r} \cdot \mathbf{v} = 1 - v_x \sin \theta \cos \phi - v_y \sin \theta \sin \phi - v_z \cos \theta,
\]
(69)
\[
a^2 = a_x^2 + a_y^2 + a_z^2, \quad v^2 = v_x^2 + v_y^2 + v_z^2.
\]
(70)
The cusp values for the component velocities and accelerations are,
\[
a_x = a - \frac{2 - \gamma}{\sqrt{\gamma^2 - 2\gamma + 2}}, \quad a_y = 0, \quad a_z = a - \frac{\sqrt{2(\gamma - 1)}}{\sqrt{\gamma^2 - 2\gamma + 2}},
\]
(71)
\[
v_x = \gamma^{-1} \sqrt{2(\gamma - 1)}, \quad v_y = 0, \quad v_z = 1 - \gamma^{-1}.
\]
(72)
Plots of Angular Distribution

Figure 4: Rectilinear Angular Distribution; A polar plot with $\beta = 0.000, 0.333, 0.666, 0.999$. The vertical axes is $x$ and the horizontal axis is $z$. The electron moves forward along the $z$ straight line direction.

Figure 5: Synchrotron Angular Distribution; A polar plot with $\beta = 0.000, 0.333, 0.666, 0.999$. The vertical axes is $x$ and the horizontal axis is $z$. The electron moves forward in a circle toward the horizontal $z$ axis.

Figure 6: Cusp Angular Distribution; A polar plot with $\beta = 0.000, 0.333, 0.666, 0.999$. The vertical axes is $x$ and the horizontal axis is $z$. The electron moves in both dimensions.
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