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Abstract
At the intersection of what I call uncomputable art and computational
epistemology, a form of experimental philosophy, we find a most exciting
and promising areas of science related to causation with an alternative,
possibly best possible, solution to the challenge of the inverse problem.
That is, the problem of finding the possible causes, mechanistic origins,
first principles, and generative models of a piece of data from a physical
phenomenon. Here we explain how generating and exploring software
space following the framework of Algorithmic Information Dynamics, it is
possible to find small models and learn to navigate a sci-fi-looking space
that can advance the field of scientific discovery with complementary tools
to offer an opportunity to advance science itself.

1 Failure is at the Origin of Computer Science
At the beginning of the twentieth century and through the end of the Second
World War, computers were human, not electronic. The work of a computer
consisted in solving tedious arithmetical operations with paper and pencil. This
was looked upon as work of an inferior order.

At an international mathematics conference in 1928, David Hilbert and Wil-
helm Ackermann suggested the possibility that a mechanical process could be
devised that would be capable of proving all mathematical assertions without
need of human intervention, given the tedious and almost mundane nature of
such a step-by-step undertaking without much human creativity involved.
This proposition is referred to as *Entscheidungsproblem* in German, or ‘the decision problem’ in English. If a human computer did no more than execute a mechanical process, it was not difficult to imagine that arithmetic would be amenable to a similar sort of mechanisation. The origin of Entscheidungsproblem dates back to Gottfried Leibniz, who having (around 1672) succeeded in building a machine based on the ideas of Blaise Pascal that was capable of performing arithmetical operations (named Staffelwalze or the Step Reckoner), imagined a machine of the same kind that would be capable of manipulating symbols to determine the truth value of mathematical principles. To this end Leibniz devoted himself to conceiving a formal universal language, which he designated characteristica universalis, a language that would encompass, among other things, binary language and the definition of binary arithmetic.

In 1931, Kurt Gödel \[9\] concluded that Hilbert’s intention (also referred to as ‘Hilbert’s programme’) of proving all theorems by mechanising mathematics was impossible to realise – except in the case of trivial, constrained versions of mathematical frameworks since the body of mathematics needed to contain basic axioms such as those in arithmetic or set theory. Gödel advanced formulas that codified arithmetical truths in arithmetical terms that could not be proved without arriving at a contradiction. Even worse, his formulas implied that there was no set of axioms that contained arithmetic free of unprovable true formulae, and that any extension to axioms would only lead to the same inconclusive statements in the theory.

In 1944, Emil Post, another key figure in the development of the concepts of computation and computability (focusing especially on the limits of computation) found \[17\] that this problem was intimately related to one of the twenty-three problems (the tenth) that Hilbert, speaking at the Sorbonne in Paris, had declared the most important challenges for twentieth century mathematics.

Usually, Hilbert’s programme is considered a failure, but not only it saved human creativity from full mechanisation but led to computation as a science by own virtue, perhaps even more than others that can be translated to finite or purely mechanistic procedures. Even though Gödel debunked \[9\] the notion that what was true could be proved, presenting a negative solution to the ‘decision problem’ (Hilbert’s tenth problem), followed by negative results based on Gödel’s \[2, 3, 15\].

### 1.1 All for one machine, and one machine for all

Not long after Gödel, Alan M. Turing made his appearance. Turing contemplated the problem of decision in much cruder terms. If the act of performing arithmetical operations is mechanical, why not substitute a mechanical device for the human computer? Turing’s work represented the first abstract description of the digital general-purpose computer as we know it today. Turing defined what in his article he termed an ‘a’ computer (for ‘automatic’), now known as a Turing machine.

A Turing machine is an abstract device which reads or writes symbols on a tape one at a time, and can change its operation according to what it reads,
and move forwards or backwards through the tape. The machine stops when it reaches a certain configuration (a combination of what it reads and its internal state). It is said that a Turing machine produces an output if the Turing machine halts, while the locations on the tape the machine has visited represent the output produced.

The most remarkable idea advanced by Turing is his demonstration that there is an ‘a’ machine that is able to read other ‘a’ machines and behave as they would for an input s. In other words, Turing proved that it was not necessary to build a new machine for each different task; a single machine that could be reprogrammed sufficed. This erases the distinction between program and data, as well as between software and hardware, as one can always codify data as a program to be executed by another Turing machine and vice versa, just as one can always build a universal machine to execute any program and vice versa.

Turing also proved that there are Turing machines that never halt, and if a Turing machine is to be universal, and hence able to simulate any other Turing machine or computer program, it is actually imperative that it never halt for an infinite number of inputs of a certain type (while halting for an infinite number of inputs of some other type). Indeed this is what Turing would have been led to expect, given Gödel’s results and what he wanted to demonstrate: that Hilbert’s mechanisation of mathematics was impossible. This result is known as the undecidability of the halting problem.

In his seminal article Turing defined not only the basis of what we today know as digital general-purpose computers, but also software, programming and subroutines. And thus without a doubt it represents the best answer to date that we have to the question ‘What is an algorithm?’

In fact in Alan Turing’s work on his universal machine, he even introduced the concept of a subroutine that helped him in his machine construction. These notions are today the cornerstone of the field that Turing, more than anyone else, helped establish, viz. Computer Science.

2 A Slice of the Uncomputable Universe

Once we approach the problem of defining what an algorithm is and arrive at the concept of universality that Turing advanced, the question to be considered in greater detail concerns the nature of algorithms. Given that one now has a working definition of the algorithm, one can begin to think about classifying problems, algorithms and computer programs by, for example, the time they take or the storage memory they may require to be executed. One may assume that the time required for an algorithm to run would depend on the type of machine, given that running a computer program on a Pentium PC is very different from executing it on a state-of-the-art super computer. This is why the concept of the Turing machine is so important—because any answers to questions about problems and algorithmic resources will only make sense if the computing device is always the same. And that device is none other than the
universal Turing machine. So for example, every step that a Turing machine performs while reading its tape is counted as a time step.

Many algorithms can arrive at the same conclusion by different paths, but some may be faster than others. This is now a matter that’s carefully considered when fixing the framework for Turing’s model of computation: one asks whether there is an algorithm that surpasses all others in economy as regards the resources required, when using exactly the same computing device. These are the questions that opened up an entire new field in the wake of Turing’s work, the development of which Turing would certainly have been delighted to witness. This field is today referred to as the theory of Computational Complexity, which would not have been possible without a concept such as that of the universal Turing machine. The theory of Computational Complexity focuses on classifying problems and algorithms according to the time they take to compute when larger inputs are considered, and on how size of input and execution time are related to each other. This is all connected to two basic resources needed in any computation: space (storage) and time. For example, one obvious observation relating to this theory is that no algorithm will need more space than time to perform a computation. One can then quickly proceed to ask more difficult but also more interesting questions, such as whether a machine can execute a program faster if it is allowed to behave probabilistically instead of deterministically. What happens if one adds more than one tape to a universal Turing machine operation? Would that amount to implementing an algorithm to solve a problem much faster? Or one may even ask whether there is always an efficient alternative to every inefficient algorithm, a question that may lead us to a fascinating topic connecting computers and physics.

A full technical explanation of figure 2 is provided in [38]. My results were later used to validate and produce some other results, such as XXX these papers (that have cited mine! including Calude’s!).

Each pixel represents a computer program with empty input running on an abstract computer (a Turing machine). The colour indicates the runtime of the program upon completion of its computation. The darker a pixel the longer the program took to produce its output. White pixels are computer programs that do not produce any output because they never halt (just as happens when your computer stalls forever, sometimes prompting you to reboot).

Red pixels are the computer programs that take the longest time relative to other programs of the same size before finishing (they are also called Busy Beavers). I call this colour type coding the computability spectrum. Programs were sorted by size from smallest to largest (in terms of number of instructions) in such a way that one could be certain that any program would eventually be reached (including versions of MS Windows and Angry Birds that can be encoded as one-run computer programs).

Because there is no upper limit to the size of programs, the space of all computer programs is infinite but discrete, perhaps mirroring our own world. Because an enumeration of computer programs is linear (you start with program 1, then proceed to program 2, and so on), pixels depicted in this 2-dimensional figure are distributed along a “space-filling” Peano curve. This is a curve that
guarantees that 2 contiguous elements in the enumeration remain as close as possible to each other in the 2D configuration.

The picture has the striking particularity that it is ultimately uncomputable. Imagine you point a telescope and take a picture of an object in the computational universe for which some pixel values cannot be determined, not only in practice but in principle— that is, no matter how good your camera, or how many 'terapixels' some future version of it may have. This slide of the computational universe was only possible because it is a tiny region of small computer programs for which all pixels can be determined by zooming in deep enough.

However, Gödel and Turing proved that if you zoomed out to a larger view of the computational universe, the picture would begin to look completely blurry because pixel colours would not be determinable. In other words this picture is the inverse equivalent of Hubble’s Deep Field space–the larger the space field, the blurrier.
Just as our access to the visible universe is determined by the speed of light, due to similar limitations we can only see a small part of the computational universe, limitations both physical and computational (it seems we cannot build more powerful computers than the ones we already have to overcome these limitations). Hence, most of the computational space will remain unknowable, not only due to a limitation of resources but due to a fundamental barrier originating in the digital world and extending into our own reality.

Only incremental improvements to this picture are possible. While the picture is ultimately uncomputable and unattainable, one can make an informed guess as to what it would look like if we zoomed out. Theory predicts the average colour of the picture at a greater scale, the theory in question being the theory of algorithmic probability, closely related to what is known as the Chaitin \( \Omega \) number, or the halting probability. It turns out that the picture will be mostly white, as in an ever-expanding universe finding computer programs that halt and produce something will be increasingly harder. Indeed, most programs will never halt, and those that do will do so relatively quickly in proportion to their size.

3 How to Navigate in Software Space

In his seminal book \[23\], Wolfram introduced the concept of the software space in the context of mining it to find explanations of the physical world. The software space is, however, infinite, unreachable and full of landmines, because of uncomputability and irreducibility \[45\], and any attempt to traverse it will hugely depend on the enumeration chosen leading to biases in its exploration some of which, for example, can be seen in figures \[1\] and \[2\] where some regions share more levels of grey compared to others.

First, it is important to recognise that a positive result of Turing universality is that there is only, and one only, software space, but many ways to generate it and navigate it. Indeed, to generate software space is to navigate it and the other way around and it all depends on the computing model and the enumeration of the computer programs that populate the universe, that is the order in which they are generated and navigated. Because of Turing universality, we know that no matter how we generate or navigate the space, the same programs will be found in any simulated space, and each space is just a different representation or simulation of another one and the same. However, this does not mean that one can generate and explore programs of interest at the same rate. In some models, this can be slower than others by a simple enumeration reshuffling. Functional programming languages, for example, will tend to generate recursive functions, the type of functions that have some preference in mathematics and produce regular algorithmic or statistical patterns, more often and quicker than say, an enumeration based on rule-states (like Turing machines) where, for example, states that are not used, or rules from the product of machine symbols and states, will dominate certain local regions which if were not interesting will remain non-interesting and the other way around.
Figure 2: Runtime deep field of a segment of runtimes from 7,529,536 Turing machines in (3,2). The (3, 2) Busy Beavers are barely visible as isolated red points (online and colour printed versions only).

So, how to navigate the space to find anything interesting in the sense of matching data and model to solve inverse problems? And why would we wish to navigate the space in the first place? Along the lines of Wolfram [23], software space is an opportunity because computer programs in software space have the opportunity to represent an explanation of computable phenomena. This is not necessarily something completely new, in fact, all human scientific exploration so far has been based on the idea of finding computable explanations that we write down in the form of computable formulae or in computable simulations running on Turing-equivalent computers. What is new and introduced by Wolfram is its systematic exploration as an opportunity, and the discovery of its richness given that, under some strong but reasonable assumptions, such as the (physical version of the) Church-Turing thesis, one can expect to find many models [44], if not all, to any piece of empirical data. So, actually finding these small models offers an opportunity to look for discrete models of real-world phe-
nomena to solve inverse problems. What had not been attempted and framed were strategies to navigate in such space to reduce the exploration, quantify, and reuse the findings in a clever way, given the (infinite) computational resources needed to computably approximate the uncomputable.

In [48], for example, we have found, an exploration that explains some aspects of biological evolution, including modularisation (e.g. genes), production of high-level structure, and pathways of mutation (e.g. leading to cancer). Other applications of ours have ranged from thermodynamics [41], to finance [43], cognitive sciences [8], molecular biology [40], and agriculture [42]; but a long list of uses from independent groups has also been recorded, ranging from psychometrics to chemistry, and cancer research.

3.1 The beautiful theory of Algorithmic Probability

Algorithmic probability tells us that most programs will produce an output following exponential decay ($-\log_2 \Pr(s)$). Hence most of them will produce the same strings and a very few will produce algorithmically random digital sequences. In other words, among the computer programs that do produce an output, most will be highly ordered, as if they were creating a structured digital universe of highly ordered patterns out of nothing (just like ours). Some of these programs that produce the same output may do so faster than others, but precisely how much faster a program can be is another open foundational question, and one of the greatest challenges in mathematics and computer science. If it were possible to find a program considerably faster than any other, then everything could be computed in ‘reasonable’ time, regardless of the apparent difficulty of the computation.

In a later follow-up piece [34], a connection between Turing machines and Turing patterns is made, explaining how symmetry-breaking creates structure—as opposed to randomness—out of nothing, with only computability being assumed.

At the centre of my ideas for guiding searches of interesting regions and programs as models in the computational universe, in this deep field view of the software space, are some methods I have introduced based on or inspired by the seminal concept of Algorithmic Probability, itself introduced by Solomonoff [22] and Levin [14] and having affinities with Chaitin’s Ω number or halting probability [6]. This concept of algorithmic probability is formally defined as follows,

$$AP(s) = \sum_{p : U(p) = s} 1/2^{|p|}$$

That is, the sum over all the programs $p$ for which a universal Turing machine $U$ outputs $s$ and halts.

The notion behind $AP$ is very intuitive. If one wished to produce the digits of $\pi$ randomly, one would have to try time after time until one managed to hit upon the first numbers corresponding to an initial segment of the decimal expansion of $\pi$. The probability of success is extremely small: 1/10 digits multiplied by the
desired quantity of digits. For example, $1/10^{2400}$ for a segment of 2400 digits of $\pi$. But if instead of shooting out random numbers one were to shoot out computer programs to be run on a digital computer, the result would be very different.

A program that produces the digits of $\pi$ would have a higher probability of being produced by a computer. Concise and known formulas for $\pi$ could be implemented as short computer programs that would generate any arbitrary number of digits of $\pi$.

3.2 Simplicity is likeliness and likeliness simplicity

The length of the shortest program that produces a string is today the mathematical definition of randomness, as introduced by Kolmogorov [12], Chaitin [6], and Solomonoff [22], and later expanded by Levin [14] and also called Kolmogorov-Chaitin complexity.

The idea is relatively simple. If a string $s$ of length $|s|$ cannot be produced by a program $|p|$ shorter than $|s|$ in bits, then the string $s$ is random because it cannot be effectively described in a shorter way than by $s$ itself, there being no program $p$ that generates $s$ whose length is shorter than $s$. Formally,

$$C_U(s) = \min\{ |p| : U(p) = s \}$$

where $U$ is a universal optimal Turing machine. The invariance theorem [12] [6] [22] guarantees that such an optimal universal Turing machine exists for which the value of $C$ under different Turing-complete language implementations over the same object is bounded by a ‘small’ constant. Formally, if $U_1$ and $U_2$ are such implementations and $C_{U_1}(s)$ and $C_{U_2}(s)$ are the values of algorithmic complexity of $s$ for $U_1$ and $U_2$ respectively, there exists an optimal $U$ and constant $c$ such that

$$|C_{U_1}(s) - C_{U_2}(s)| < c$$

Clearly, the longer the string, the less relevant is $c$, and the more stable the algorithmic complexity values. One of the disadvantages is that, given the halting problem for Turing machines, $C$ is not computable, which is to say that given a string, there is no algorithm that returns the length of the shortest computer program that produces it. Efforts have been taken before to approximate it through statistical compression algorithms [39] but these fail at characterising algorithmic complexity in full and are rather implementations of variations of Shannon entropy [31, 30].

Algorithmic probability and algorithmic complexity $K$ are inversely proportional, as established by the so-called algorithmic Coding theorem [7, 11]:

$$| - \log_2 AP(s) - C(s) | < c$$

where $c$ is a constant independent of $s$. The Coding theorem implies that the algorithmic complexity can be estimated from the frequency of a string. In other words, complexity is in inverse relation to algorithmic probability.
To illustrate the above, let us consider π. Under the assumption of Borel’s absolute normality of π, whose digits appear randomly distributed, and with no knowledge of the deterministic source and nature of π as produced by short mathematical formulae, we ask how an entropy versus an algorithmic metric performs. First, the Shannon entropy rate (thus assuming the uniform distribution along all integer sequences of N digits) of the first gN digits of π, in any base, would suggest maximum randomness at the limit. However, without access to or without making assumptions as regards the probability distribution, approximations to algorithmic probability would assign π high probability, and thus the lowest complexity, by the Coding theorem, as has been done in [5, 21, 28, 29].

Just as with π but in application to graphs and networks, it has been proven how certain graphs can be artificially constructed to target any level of Shannon entropy [31, 16], preserving low algorithmic randomness.

But how relevant is the algorithmic Coding theorem in explaining, e.g., natural phenomena, if it only applies to Turing-universal systems? We know that the natural world allows and can carry out Turing-universal computation because we have been able to build computers that take elements from nature and make them perform as general-purpose computers. However, we don’t know how much of the natural world is Turing-computable or how physical laws may naturally implement any form of computation.

So, in [26] we showed that up to 60% of the bias found in the output of systems that are not Turing universal may be explained by the algorithmic Coding theorem. This means that this theorem is far more relevant than expected, as it not only explains the way data and patterns distribute for a very particular computational model, but does so, to a considerable extent, for basically any computing model. It is not difficult to imagine that nature operates at some of these levels, perhaps not even on a fixed one but at multiple scales, with the algorithmic Coding theorem being relevant to all of them.

### 3.3 My own navigation through software space

The work of Greg Chaitin has been at the centre of my interests. Not only was he one of the examiners for my PhD in computer science in 2011, but my work would have not been possible without some of his theoretical work. I met Greg in 2006, having been invited to his home and to his office at IBM’s legendary Thomas J. Watson Research Center (see figure 3), both in Yorktown Heights, NY, U.S. His house was typical of an intellectual, full of objects and books piled one on top of the other. But Greg also had exotic pieces of sculpture scattered around, and an over-representation of Leibniz- and Gödel-related books, the two major influences on his work and thinking.

In 2008, I organised a two-part panel discussion (figure 4) during the Wolfram Science conference at the University of Vermont in Burlington, an event that, together with a second meeting that I organised (with Adrian German) in 2008 at Indiana University Bloomington, will, I believe, come to be regarded as events of significant historical importance in the discussion of the ideas of the late 20th and early 21st centuries around questions of the analogue and the
digital. The first part of the panel discussion addressed the question “Is the Universe random?” Participating were Cris Calude, John Casti, Greg Chaitin, Paul Davies, Karl Svozil and Stephen Wolfram. The second part addressed the question “What is computation and how does nature compute?” The participants were Ed Fredkin, Greg Chaitin, Tony Legett, Cris Calude, Rob de Ruyter, Tom Toffoli, and Stephen Wolfram, with George Johnson, Gerardo Ortiz and myself serving as moderators. Transcriptions of both parts were published in my volume [32] and [33].

In 2007, I helped Stephen Wolfram design a commemorative medal to celebrate Gregory Chaitin’s 60th birthday, which also involved minting for the first time a 300 year old medal originally designed by Gottfried Leibniz to celebrate the invention or discovery of binary arithmetic (see figure 3). I published a blog post soon after we came up with the idea for the medal, explaining the pre- and post-minting story of the medal [35].

At the centre of my research is Greg Chaitin’s work on what is known as algorithmic probability, which in turn is related to Chaitin’s Omega (Ω) number, also called the halting probability. My very first research paper [4] was published in Chaitin’s 60th birthday festchrift [1]. This paper provided the first
numerical evidence of a bias present in nature, a claim that I later advanced in a contribution that won an FQXi prize [25] in a competition on the subject of the digital or analogue nature of the universe. Such claims have more recently been picked up and expanded upon [10]—efforts in which my own methods have again played an important role—and have also been further explored by myself in the context of scientific discovery [46, 40, 36].

3.4 The Coding Theorem Method (CTM)

The algorithmic Coding Theorem Method (CTM) [5, 21] provides the means for approximation via the frequency of a string. Now, why is this so? The underlying mathematics originates in the relation specified by algorithmic probability between frequency of production of a string from a random program and its
algorithmic complexity. It is also therefore designated the algorithmic Coding theorem, in contrast to another well known coding theorem in classical information theory. Essentially, the numerical approximation hinges on the fact that the more frequently a string (or object) occurs, the lower its algorithmic complexity. Conversely, strings with a lower frequency have higher algorithmic complexity. Otherwise stated,

\[ CTM(s) = -\log_2 AP(s) + c \]

The way to implement a compression algorithm at the level of Turing machines, unlike popular compression algorithms which are heavily based on Shannon entropy, is to go through all possible compression schemes. This is equivalent to traversing all possible programs that are a compressed version of a piece of data, which is exactly what the CTM algorithm does.

3.5 The Block Decomposition Method (BDM)

Our approach to Chaitin’s halting probability and Solomonoff-Levin’s algorithmic probability consists in asking after the probability of a matrix being generated by a random Turing machine on a 2-dimensional array, also called a termite or Langton’s ant [13]. Hence an accounting procedure is performed using Turing machines that aims to approximate the algorithmic complexity of the structures identified. This technique is referred to as the Block Decomposition Method (BDM), as introduced in [29]. The BDM technique requires a partition of the adjacency matrix corresponding to the graph into smaller matrices. With these building blocks at hand we numerically calculate the corresponding algorithmic probability by running a large set of small 2-dimensional deterministic Turing machines, and then –by applying the algorithmic Coding theorem, as discussed above– its algorithmic complexity.

Following such a divide-and-conquer approach we can then approximate the overall complexity of the original adjacency matrix by the sum of the complexity of its parts. Note that we have to take into account a logarithmic penalisation for repetition, given that \( n \) repetitions of the same object only add \( \log n \) to its overall complexity, as one can simply describe a repetition in terms of the multiplicity of the first occurrence. Technically, this translates into the algorithmic complexity of a labelled graph \( G \) by means of \( BDM \) which is defined as follows:

\[ \text{BDM}(G, d) = \sum_{(r_u, n_u) \in A(G)_{d \times d}} \log_2(n_u) + K_m(r_u) \]

where \( K_m(r_u) \) is the approximation of the algorithmic complexity of the sub-arrays \( r_u \) arrived at by using the algorithmic Coding theorem, while \( A(G)_{d \times d} \) represents the set with elements \( (r_u, n_u) \), obtained by decomposing the adjacency matrix of \( G \) into non-overlapping squares, i.e. the block matrix, of size \( d \) by \( d \). In each \( (r_u, n_u) \) pair, \( r_u \) is one such square and \( n_u \) its multiplicity (number of occurrences). From now on \( \text{BDM}(G, d = 4) \) will be denoted only
by $BDM(G)$, but it should be taken as an approximation to $C(G)$ unless otherwise stated (e.g. when taking the theoretical true $C(G)$ value). Once CTM is calculated, BDM can be implemented as a look-up table, and hence runs efficiently in linear time for non-overlapping fixed size submatrices.

4 Algorithmic Information Dynamics, a software calculus

Unlike most complexity measures [39] that are designed for static objects, except those related to dynamical systems (e.g. inverse problems with differential equations, Lyapunov exponents, etc), the measure of algorithmic complexity we introduced before can be adapted to characterise how dynamical systems move in software space by looking at the rate of change of algorithmic complexity of an object evolving over time. This measure is universal in the sense that it can deal with any computable feature that a system may display over time, either spontaneously or as a result of an external perturbation/intervention/interaction. Indeed, Algorithmic Information Dynamics is the combination of algorithmic probability and perturbation analysis in software space.

At the core of Algorithmic Information Dynamics [46, 27], the algorithmic causal calculus that we have introduced is the quantification of the change of complexity of a system under natural or induced perturbations, particularly the direction (sign) and magnitude of the difference of algorithmic information approximations denoted by $C$ between an object $G$, such as a cellular automaton or a graph, and its mutated version $G'$, e.g. the flip of a cell bit (or a set of bits) or the removal of an edge $e$ from $G$ (denoted by $G\setminus e = G'$). The difference $|C(G) - C(G\setminus e)|$ is an estimation of the shared algorithmic mutual information of $G$ and $G\setminus e$. If $e$ does not contribute to the description of $G$, then $|C(G) - C(G\setminus e)| \leq \log_2 |G|$, where $|G|$ is the uncompressed size of $G$, i.e. the difference will be very small and at most a function of the graph size, and thus $C(G)$ and $C(G\setminus e)$ have almost the same complexity. If, however, $|C(G) - C(G\setminus e)| \leq \log_2 |G|$ bits, then $G$ and $G\setminus e$ share at least $n$ bits of algorithmic information in element $e$, and the removal of $e$ results in a loss of information. In contrast, if $C(G) - C(G\setminus e) > n$, then $e$ cannot be explained by $G$ alone, nor is it algorithmically not contained/derived from $G$, and it is therefore a fundamental part of the description of $G$, with $e$ as a generative causal mechanism in $G$, or else it is not part of $G$ but has to be explained independently, e.g. as noise. Whether it is noise or part of the generating mechanism of $G$ depends on the relative magnitude of $n$ with respect to $C(G)$ and to the original causal content of $G$ itself. If $G$ is random, then the effect of $e$ will be small in either case, but if $G$ is richly causal and has a very small generating program, then $e$ as noise will have a greater impact on $G$ than would removing $e$ from an already short description of $G$. However, if $|C(G) - C(G\setminus e)| \leq \log_2 |G|$, where $|G|$ is, e.g., the vertex count of a graph, or the runtime of a cellular automaton, $G$, then $e$ is contained in the algorithmic description of $G$ and can be recovered from $G$ itself.
(e.g. by running the program from a previous step until it produces $G$ with $e$ from $G \setminus e$).

We have shown, for example, how we can infer and reconstruct space-time evolutions via quantification of the disruption of a perturbation \[46\] and even de novo \[37\], including initial conditions. From there, it can then be extracted a generating mechanism from the ordered time indices, from least to most disruptive, and produce candidate generating models. Simpler rules have simpler hypotheses, with an almost perfect correspondence in row order. Some systems may appear more disordered than others, but locally the relationship between single rows is for the most part preserved (indicating local reversibility).

We have also shown that the later in time a perturbation is injected into a dynamical system, the less it contributes to the algorithmic information content of the overall space-time evolution \[46\]. We then move from discrete 2D systems to the reconstruction of phase spaces and space-time evolutions of $N$-dimensional, continuous, chaotic, incomplete and even noisy dynamical systems.

Algorithmic Information Dynamics suggests that by performing perturbations to data and systems and quantifying the changes that these produces on the data models in software space, we can navigate software space to better understand a system or data in physical space.

4.1 What the Universe may be made of

Could it be that the physical universe is made or comes from a computational process and is therefore within software space? This would make our work even more relevant if computable model-driven explanations are approachable with the methods we have advanced allowing some degree of navigation in the boundless infinite software space. Among the many interesting questions is how common computation universality is in software space, if it is very common one can expect both forward and inverse problems more difficult than expected. First, because the forward problem means that a universal model would be capable of arbitrary output making thus initial configurations and interactions with other systems more important. For the inverse problem, that also means that matching model to data is more difficult because the relationship is between even larger sets than possibly imagined, as many more models will be able to match many more data, again making specific parameters all the more important.

What we have found \[19\], is that indeed, universality seems to be quite common. For this, we came up with an approach \[47\] able to produce statistical evidence towards universality which is rather strong, to some extent even stronger than simple computation universality, a stronger version called intrinsic universality consisting on not only being able to emulate any computable function but also any computable function of the type and scale of the emulator itself. And this is what we found, that most computer programs were capable of emulating both quantitatively and qualitatively most, or all, other computer programs in their own model space. We did this by looking at the set of ever growing compilers (computable translations), that coupled with the
original computer program would allow the program to compute quantitatively
and qualitatively any other computer program in its own rule space and thus
beyond its rule space assuming such evidence amounted to intrinsic universality.

Our compilers (and compilers in general) are nothing but small finite com-
puter programs that cannot be themselves universal because only operate once
a computation has started and do not interact with the computation itself.

A positive result (if pervasive universality is read as a negative one, depend-
ing on the angle), is that we found also the a counter balance in the equation. Not all compilers where easily found for all rules to be equally versatile, there was a strong inequality indicating that some programs are more naturally pro-
grammable than others, thus reintroducing an asymmetry compatible with other
measures of complexity, namely resource (time) complexity. Pervasive univer-
sality also means that software space is richer than possibly first imagined and
may indicate that the real-world is equally rich (and thus, difficult to match) but
also fascinating and with the possibility to explain the universe itself [49] [24].

The methods and framework that we have introduced, Algorithmic Informa-
tion Dynamics (AID) [50], provides tools to attempt to find those matches [36]
[40] [20], even between sets of data and sets of models, together with a ranking
rule to gauge such models based on algorithmic likeliness. For this reason, we
believe AID is a first step in the right direction.
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