DISCRETE DIFFRACTION MANAGED SOLITONS: THRESHOLD PHENOMENA AND RAPID DECAY FOR GENERAL NONLINEARITIES
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Abstract. We prove a threshold phenomenon for the existence/non-existence of energy minimizing solitary solutions of the diffraction management equation for strictly positive and zero average diffraction. Our methods allow for a large class of nonlinearities, they are, for example, allowed to change sign, and the weakest possible condition, it only has to be locally integrable, on the local diffraction profile. The solutions are found as minimizers of a nonlinear and nonlocal variational problem which is translation invariant. There exists a critical threshold $\lambda_{cr}$ such that minimizers for this variational problem exist if their power is bigger than $\lambda_{cr}$ and no minimizers exist with power less than the critical threshold. We also give simple criteria for the finiteness and strict positivity of the critical threshold. Our proof of existence of minimizers is rather direct and avoids the use of Lions’ concentration compactness argument.

Furthermore, we give precise quantitative lower bounds on the exponential decay rate of the diffraction management solitons, which confirm the physical heuristic prediction for the asymptotic decay rate. Moreover, for ground state solutions, these bounds give a quantitative lower bound for the divergence of the exponential decay rate in the limit of vanishing average diffraction. For zero average diffraction, we prove quantitative bounds which show that the solitons decay much faster than exponentially. Our results considerably extend and strengthen the results of [15] and [16].
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1. Introduction

We study the existence and properties of solutions of the diffraction managed non-linear discrete Schrödinger equation

$$\omega \varphi(x) = -d_{av}(\Delta \varphi)(x) - \int_\mathbb{R} T_r^{-1}[P(T_r \varphi(x))] \mu(dr), \quad (1.1)$$

on $l^2(\mathbb{Z})$, where $\mu$ is a finite measure with compact support and $\omega$ a constant. Here, $\Delta f(x) = f(x + 1) - 2f(x) + f(x - 1)$ is the discrete Laplacian on $\mathbb{Z}$, $T_r = e^{ir\Delta}$ is the solution operator of the free discrete Schrödinger equation in one dimension, the average diffraction $d_{av}$ is either positive or zero, and $P$ is the nonlinear term. Previously, either only very simple pure power nonlinearities $P$ together with simple measures $\mu$, which correspond to piecewise constant local diffraction profiles $d_0$, or the specific third order nonlinearity $P(z) = |z|^2z$, $z \in \mathbb{C}$ and general probability measures $\mu$ have been studied, see the discussion in Appendix D. We will extend this to a large class of nonlinearities.

Discrete nonlinear dispersive equations such as the discrete nonlinear Schrödinger equation (1.1) arise in the context of nonlinear optics [4, 5, 11, 21, 28], the study of dynamics of biological molecules [9, 10], localized modes in anharmonic crystal in condensed matter physics, [6, 26]. Here the discrete models arise as phenomenological models or as tight binding approximations, see, for example, [19, 22].

In the application to nonlinear optics, which is our main motivation for studying solutions of (1.1), $d_{av}$ is the average diffraction along an array of waveguides and $\mu$ will be a probability measure with compact support related to the local periodic diffraction $d_0$ along the waveguide. Since we can treat arbitrary probability measures $\mu$ with compact support, our results hold for any local diffraction profile $d_0$ which is locally integrable. In particular, $\mu = \delta_0$, the Dirac mass at zero, is allowed, so our results include the well-known discrete NLS. We will discuss this more thoroughly in Appendix D.

To get the weak formulation of (1.1), let $\langle f, g \rangle := \sum_{x \in \mathbb{Z}} f(x)g(x)$ be the usual scalar product in $l^2(\mathbb{Z})$ and take the scalar product of (1.1) with $h \in l^2(\mathbb{Z})$ to see that since $-\langle \Delta \varphi, h \rangle = \langle D_+ \varphi, D_+ h \rangle$, where the forward difference operator $D_+$ is defined by

$$(D_+ f)(x) := f(x + 1) - f(x)$$

for any $x \in \mathbb{Z}$ and using the unicity of $T_r$ one has

$$\langle \int_\mathbb{R} T_r^{-1}[P(T_r \varphi)] \mu(dr), h \rangle = \int_\mathbb{R} \langle P(T_r \varphi), T_r h \rangle \mu(dr)$$

and therefore the weak formulation of (1.1) is given by

$$\omega \langle \varphi, h \rangle = d_{av} \langle D_+ \varphi, D_+ h \rangle - \int_\mathbb{R} \langle P(T_r \varphi), T_r h \rangle \mu(dr) \quad (1.2)$$

for all $h \in l^2(\mathbb{Z})$.

The diffraction management equation (1.1), or better, its weak form (1.2), has a variational structure. We assume that $P$ is an odd nonlinearity of the form

$$P(z) = p(|z|)z \quad (1.3)$$

for $z \in \mathbb{C}$. To use this, let $V$ be a differentiable function with $V'(a) = P(a)$ for $a \geq 0$, for example,

$$V(a) = \int_0^a P(s) \, ds \quad \text{for } a \geq 0. \quad (1.4)$$
Then the constrained minimization problem associated with \((1.1)\) is given by

\[
E_{\lambda}^{d_{av}} := \inf\{H(\phi) : \phi \in l^2(\mathbb{Z}), \|\phi\|_{l^2(\mathbb{Z})}^2 = \lambda\},
\]

where \(\lambda > 0\) and the Hamiltonian, or the energy, takes the form

\[
H(\phi) := \frac{d_{av}}{2} \|D_+ \phi\|_{l^2(\mathbb{Z})}^2 - N(\phi),
\]

with the nonlocal nonlinear ‘potential’

\[
N(\phi) := \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V(|T_r \phi(x)|) \mu(dr).
\]

It turns out that any minimizer of \((1.5)\), that is, any \(\phi \in l^2(\mathbb{Z})\) with \(\|\phi\|_{l^2(\mathbb{Z})}^2 = \lambda\) such that \(E_{\lambda}^{d_{av}} = H(\phi)\), will be a solution of corresponding Euler–Lagrange equation \((1.1)\). Thus we are led to study the minimization problem \((1.5)\) and to investigate the properties of its solution. An obstacle for the existence proof is the invariance of the Hamiltonian under shifts so the variational problem is invariant under a non-compact group. Hence there is a potential loss of compactness, since minimizing sequences can easily converge weakly to zero.

While it is possible to formulate conditions directly on the nonlinearity \(P\) in \((1.1)\), we find it more convenient to use conditions on the nonlinear potential \(V\) related to it by \((1.4)\). Our main assumptions on the nonlinear potential \(V : \mathbb{R}^+ \to \mathbb{R}\) are

**A1)** \(V\) is continuous on \(\mathbb{R}^+ = [0, \infty)\) and differentiable on \((0, \infty)\) with \(V(0) = 0\). There exist \(2 < \gamma_1 \leq \gamma_2 < \infty\) such that

\[
|V'(a)| \leq a^{\gamma_1 - 1} + a^{\gamma_2 - 1} \quad \text{for all } a > 0.
\]

**A2)** \(V\) is continuous on \(\mathbb{R}^+\) and differentiable on \((0, \infty)\) with \(V(0) = 0\). There exists \(\gamma_0 > 2\) such that

\[
V'(a) a \geq \gamma_0 V(a) \quad \text{for all } a > 0.
\]

**A3)** There exists \(a_0 > 0\) such that \(V(a_0) > 0\).

The three assumptions above are our main requirements on the nonlinear potential. They are enough to prove a threshold phenomenon: solutions exist at least for large enough power \(\lambda = \|\phi\|_{l^2(\mathbb{Z})}^2\). In order to guarantee the existence of solutions for arbitrarily small \(\lambda\), we need to strengthen assumption **A3** to

**A4)** If \(d_{av} > 0\) we assume that there exist \(\varepsilon > 0\) and \(2 \leq \kappa < 6\) such that

\[
V(a) \geq a^\kappa \quad \text{for all } 0 < a \leq \varepsilon.
\]

If \(d_{av} = 0\) we assume that \(V(a) > 0\) for all \(0 < a \leq \varepsilon\).

**Remarks 1.1.** (i) An integration shows that **A1** implies

\[
|V(a)| \leq a^{\gamma_1} + a^{\gamma_2}.
\]

Much more important for us is the fact that **A1** allows us to control the nonlocal nonlinearity \(N\) under splitting, see Lemma 2.7 and the discussion in section 2.2.

(ii) Examples of nonlinearities obeying assumptions **A1** through **A3** are given by

\[
V(a) = \sum_{j=1}^{J} c_j a^{s_j}
\]
with \( c_j \geq 0, 2 < s_j < \infty \), and \( J \in \mathbb{N} \), but our assumptions also allow nonlinear potentials which can become negative, for example,

\[
V(a) = -a^4 + a^6 \quad \text{for } a \geq 0
\]
is allowed. It certainly fulfills \( A1 \). Since

\[
V'(a)a = -4a^4 + 6a^6 = 4(-a^4 + a^6) + 2a^6 \geq 4V(a),
\]
it also obeys \( A2 \). Moreover, \( V(a_0) > 0 \) for all large enough \( a_0 \), so \( A3 \) holds.

If we did not assume \( A3 \), then the nonlinearities could also be strictly negative for all \( a > 0 \), for example, \( V(a) = -a^4 - a^6 \) obeys \( A1 \) and because of

\[
V'(a)a = -4a^4 - 6a^6 = 6(-\frac{4}{6}a^4 - a^6) \geq 6V(a)
\]
also \( A2 \), but then the critical threshold \( \lambda_{cr} \) given in Theorem 4.1 would be infinite. The threshold is finite if and only if, for some \( f \in l^2(\mathbb{Z}) \) we have \( N(f) > 0 \), see part (iv) of Theorem 4.1 below.

Concerning the existence and nonexistence of solutions, we have

**Theorem 1.2** (Threshold phenomenon for existence/non-existence). Assume that \( V \) obeys assumptions \( A1 \) through \( A3 \) and that \( d_{av} > 0 \).

(i) There exists a threshold \( 0 \leq \lambda_{cr} < \infty \) such that \( E^d_{av} = 0 \) for \( 0 \leq \lambda \leq \lambda_{cr} \).

(ii) If \( d_{av} > 0 \) and \( 0 < \lambda < \lambda_{cr} \), then no minimizer for the constrained minimization problem (1.5) exists. If \( \gamma_1 \geq 6 \), then \( \lambda_{cr} > 0 \).

(iii) If \( d_{av} \geq 0 \) and \( \lambda > \lambda_{cr} \), then any minimizing sequence for (1.5) is up to translations relatively compact in \( l^2(\mathbb{Z}) \), in particular, there exists a minimizer for (1.5). This minimizer is also a solution of the diffraction management equation (1.1) for some Lagrange multiplier \( \omega < 2E^d_{av}/\lambda < 0 \).

(iv) If \( V \) obeys, in addition, \( A4 \), then \( \lambda_{cr} = 0 \).

**Remarks 1.3.** (i) The proof of Theorem 1.2 is given at the end of Section 4. The precise definition of the threshold \( \lambda_{cr} \) is given in Definition 4.8. As we will see in Theorem 3.1, minimizing sequences for (1.5) are relatively compact in \( l^2(\mathbb{Z}) \) modulo translations if and only if \( E^d_{av} < 0 \). So when \( \lambda = \lambda_{cr} \) minimizers might exist, but minimizing sequences do not have be be precompact modulo translations.

(ii) Using \( h = \varphi \) in (1.2), it is clear that the Lagrange multipliers are

\[
\omega = \omega(\varphi) = \frac{d_{av} \langle D_+ \varphi, D_+ \varphi \rangle - \int_{\mathbb{R}} \langle P(T_r \varphi), T_r \varphi \rangle \mu(dr)}{\langle \varphi, \varphi \rangle}
\]
and using assumption \( A2 \) this will yield a rather direct proof of \( \omega(\varphi) < 2E^d_{av}/\lambda < 0 \) for all minimizers \( \varphi \), see (3.15).

If \( \varphi \) is a solution of (1.1), or rather of its weak version (1.2), one can ask how well it will be localized. As it turns out, the answer to this depends on whether \( d_{av} = 0 \) or \( d_{av} > 0 \). In an earlier paper [16], super-exponential decay of solutions for \( d_{av} = 0 \) was shown in the case that the nonlinearity is cubic, \( P(a) = |a|^2 a \) or \( V(a) = \frac{1}{4} |a|^4 \). The case of positive average diffraction was not studied.

There is a simple physical heuristic guess for decay rate of solutions of (1.2): Assume that \( \varphi \) decays exponentially and make the ansatz \( \varphi(x) = e^{-\nu x} \) for \( x \gg 1 \). Plugging this into
(1.1) and hoping that, even despite possible nonlocal effects, the nonlinearity in (1.1) is of higher order than $e^{-\nu x}$, then
\[
\omega e^{-\nu x} = -d_{av} \Delta (e^{-\nu})(x) + o(e^{-\nu x}) \\
= -d_{av} (e^{-\nu(x+1)} - 2e^{-\nu x} + e^{-\nu(x-1)}) + o(e^{-\nu x}) \\
= -2d_{av} (cosh(\nu) - 1)e^{-\nu x} + o(e^{-\nu x}).
\]

Letting $x \to \infty$, one sees that this implies $\omega < 0$ and $2d_{av} (cosh(\nu) - 1) = |\omega|$, or, with $cosh^{-1}$ the inverse function of $cosh : [0, \infty) \to [1, \infty)$,
\[
\nu = \cosh^{-1}\left( \frac{|\omega|}{2d_{av}} + 1 \right) \quad (1.10)
\]
which is a rather precise prediction for the exponential decay rate. A remarkable feature of it is that it predicts $\nu \to \infty$ if $d_{av} \to 0$ as long as $\omega$ stays away from zero.

Of course, this all depends on in which sense the nonlocal nonlinear terms in (1.1) are really of lower exponential order. Nevertheless, this simple physical heuristic is not far from the truth, because of

**Theorem 1.4** (Decay for positive average diffraction). Assume $d_{av} > 0$ and $V$ obeys assumption $A1$. Then any solution $\varphi$ of (1.1) with $\omega < 0$ decays exponentially and the decay rate is given by the above heuristic in the sense that
\[
\nu^*_\omega(\varphi) := \sup \left\{ \nu > 0 \mid (x \mapsto e^{\nu|x|} \varphi(x)) \in l^2(\mathbb{Z}) \right\} \geq \cosh^{-1}\left( \frac{|\omega|}{2d_{av}} + 1 \right). \quad (1.11)
\]

**Remark 1.5.** As we will see in Theorem 4.1 below, the ground state solutions, that is, the ones with minimal energy, are solutions with $\omega < 2E_{d_{av}}^{\lambda}/\lambda < 0$ for all $d_{av} > 0$. At the moment, we cannot rule out that there are solutions of (1.1) for which $\nu^*_\omega = \cosh^{-1}\left( \frac{|\omega|}{2d_{av}} + 1 \right)$.

Given the lower bound on the exponential decay rate given in (1.11), one expects that $\nu^*_\omega(\varphi_{d_{av}}) \to \infty$ as $d_{av} \to 0$, as long as the corresponding Lagrange multipliers $\omega = \omega(\varphi_{d_{av}})$ stay away from zero. In general, this might not be the case, but it is true for ground state solutions.

**Corollary 1.6.** Let $\lambda > 0$, $d_{av} > 0$, and $\mathcal{M}_{d_{av}}^\lambda$ the set of minimizers of the constrained minimization problem (1.5). Then for fixed $\lambda > 0$ and any choice $\varphi_{d_{av}} \in \mathcal{M}_{d_{av}}^\lambda$ the exponential decay rates diverge in the limit of small average dispersion. More precisely, we have the lower bound
\[
\liminf_{d_{av} \to 0} \frac{\nu^*_\omega(\varphi_{d_{av}})}{\cosh^{-1}\left( \frac{|E_\lambda^0| - \delta}{\lambda d_{av}} + 1 \right)} \geq 1
\]
for any $0 < \delta < |E_\lambda^0|$, so the exponential decay rate $\nu^*_\omega(\varphi_{d_{av}})$ diverges at least logarithmically as $d_{av} \to 0$.

**Proof.** This is, in fact, a simple consequence of the lower bound (1.11), the negativity of $E_\lambda^{d_{av}}$, guaranteed by Theorem 3.1, its monotonicity\footnote{which follows immediately from definition (1.5).} in $d_{av} \geq 0$, and the bound on the Lagrange multipliers from Theorem 3.1, which imply that for all $\delta > 0$ one has $|\omega(\varphi_{d_{av}})\lambda | \geq 2|E_\lambda^{d_{av}}| \geq 2(|E_\lambda^0| - \delta)$ for all small enough $d_{av} > 0$. \(\blacksquare\)
Given that the exponential decay rate of the ground states for average diffraction $d_{av} > 0$ diverges as $d_{av} \to 0$, one can ask how fast solutions of (1.2) decay when $d_{av} = 0$. This was done in [16] for the special fourth order nonlinearity $V(a) \sim a^4$, but it holds in much greater generality.

**Theorem 1.7** (Super-exponential decay for zero average diffraction). Assume $d_{av} = 0$ and $V$ obeys assumption A1. Then any solution $\varphi$ of (1.1) with $\omega \neq 0$ decays super-exponentially, more precisely,

$$
\nu_{ss}(\varphi) := \sup \left\{ \nu > 0 \mid (x \mapsto (|x| + 1)^{\nu(|x|+1)} \varphi(x)) \in l^2(\mathbb{Z}) \right\} \geq \frac{2\gamma_1 - 3}{2(\gamma_1 - 1)}, \quad (1.12)
$$

**Remark 1.8.** For $\gamma_1 = 4$, this yields the lower bound $\nu_{ss}(\varphi) \geq 5/6$ which is much better than the lower bound $\nu_{ss}(\varphi) \geq 1/4$ proven in [16].

Our paper is organized as follows: In Section 2 we develop the main tools needed for the existence proof. This includes new fractional linear bounds on the building blocks from Definition 2.4, which are needed to control the nonlinear nonlinearity $N(f)$ under splitting. That minimizing sequences for (1.5) are precompact modulo translations, that is, there exist suitable translations such that the translated minimizing sequence has a strongly convergent subsequence, if and only if $E_{\lambda}^{d_{av}} < 0$ is the content of Theorem 3.1. Our proof in Section 3 is based on non-splitting bounds for minimizing sequences given in Propositions 3.2 and 3.4, which together with a simple characterization of strong convergence in $l^2(\mathbb{Z})$ given in Lemma 3.8 imply precompactness of minimizing sequences modulo translations once $E_{\lambda}^{d_{av}} < 0$. This is similar, at least in spirit, to our companion paper [7] for the continuous case.

The threshold phenomenon is then studied in Section 4 and the proof of Theorem 1.2 is given at the end of this section. It turns out that Assumptions A1 and A2 are enough to yield a threshold phenomenon, see Theorem 4.1, but it could happen that $\lambda_{cr}$ is infinite, in which case no minimizers of 1.5 exist for any $\lambda > 0$. Assumption A3 is used only to guarantee the finiteness of the threshold and A4 guarantees that the threshold is zero.

Unlike the continuous case we are able to prove strong lower bounds on the exponential decay rate for positive average diffraction, which confirm the physical heuristic, and strong lower bounds on the super-exponential decay rate for vanishing average diffraction, which improve earlier bounds given in [16]. These bounds are established in a two-step process: First we prove some (super-) exponential decay, see Proposition 5.1 in Section 5.1, respectively Proposition 6.2 in Section 6.1, and then give arguments which allow us to boost the decay rate, see Proposition 5.11 in Section 5.2, respectively Proposition 6.5 in Section 6.2. These results are based on several intermediate results, in particular, we need suitable a-priori bounds on exponentially twisted versions of the building blocks from Definition 5.3 for the derivative of the nonlinearity $N$.

In Appendix A, we gather some useful bounds for the space time norms of solutions of the free discrete Schrödinger equation on $l^2(\mathbb{Z})$. These estimates have analogous results on $l^2(\mathbb{Z}^d)$, similar to the discussion in [16], for example, but we give them only for $l^2(\mathbb{Z})$ for brevity. Lemma A.1 looks somewhat technical, at first, but is at the heart of most of our results in this work.

In Appendix B, we give the somewhat technical proof of negativity and subadditivity of the ground state energy $E_{\lambda}^{d_{av}}$ from (1.5). The proof of subadditivity is similar to the continuous case and given for the convenience of the reader, it also immediately yields strict subadditivity once $E_{\lambda}^{d_{av}} < 0$. That Assumption A4 implies $E_{\lambda}^{d_{av}} < 0$ for any $\lambda > 0$ and all $d_{av} \geq 0$ turns out to be very much different from the continuous case where Gaussians form a convenient set of initial conditions, since on $l^2(\mathbb{Z})$ there is no simple family of initial
conditions for which one can explicitly compute the time evolution under the free discrete Schrödinger evolution.

Appendix C discusses a discrete version of the well-known\(^2\) IMS localization formula, which is needed for strictly positive average diffraction. Finally, in Appendix D, we give for the convenience of the reader a short discussion on how the highly nonlocal diffraction management equation (1.1) arises in the study of solitary solutions of diffraction managed waveguides arrays.

2. Nonlinear Estimates

2.1. Fractional linear estimates. First, we gather some bounds which will be used in the proofs of Proposition 3.2 and Proposition 5.1, which are the basis for the proofs of Theorems 3.1 and 1.4. We use \( \| \cdot \|_p \) for \( \| \cdot \|_{p(Z)} \). For two functions \( g \) and \( h \), we write \( g \lesssim h \) if there exists a constant \( C > 0 \) such that \( g \leq Ch \).

The space \( L^p(Z \times \mathbb{R}, dx \mu(dr)) \) consists of all space-time functions with finite norm

\[
\| f \|_{L^p(Z \times \mathbb{R}, dx \mu(dr))} := \begin{cases} \left( \int_{Z} \left( \frac{1}{p} \sum_{x \in \mathbb{Z}} |f(x, r)|^p \mu(dr) \right)^{1/p} & \text{if } 1 \leq p < \infty, \\
\sup_{r \in \mathbb{R}} \| f(\cdot, r) \|_{L^p} & \text{if } p = \infty \end{cases}
\]

where the essential supremum is with respect to the measure \( \mu \), that is, modulo sets of \( \mu \)-measure zero.

A simple but useful bound is given in

**Lemma 2.1.** Let \( 1 \leq q \leq p \leq \infty \) and \( f \in l^q(Z) \). Then

\[
\| T_r f \|_{L^p(Z \times \mathbb{R}, dx \mu(dr))} \leq \| f \|_q
\]

where the implicit constant depends only on \( q, p, \mu(\mathbb{R}) \) and, if \( q \neq 2 \), also on \( supp \mu \).

**Proof.** Since \( \| g \|_p \leq \| g \|_q \) for all \( 1 \leq q \leq p \leq \infty \), we get for \( p < \infty \)

\[
\int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} |T_r f|^p \mu(dr) = \int_{\mathbb{R}} \| T_r f \|_p^p \mu(dr) \leq \int_{\mathbb{R}} \| T_r f \|_q^p \mu(dr) \leq \mu(\mathbb{R}) e^{4Bp} \\| f \|_q^p.
\]

where we used (A.2) and chose \( B > 0 \) such that \( supp \mu \subset [-B, B] \). If \( p = \infty \),

\[
\| T_r f \|_{L^\infty(Z \times \mathbb{R}, dx \mu(dr))} \leq \sup_{r \in [-B,B]} \| T_r f \|_\infty \leq \sup_{r \in [-B,B]} \| T_r f \|_q \leq e^{4B} \| f \|_q.
\]

**Lemma 2.2** (Bilinear estimate). Let \( 1 \leq p \leq \infty \), \( f_1, f_2 \in l^2(Z) \), set \( s = dist(supp f_1, supp f_2) \), the distance of their supports, and \( B > 0 \) such that \( supp \mu \subset [-B, B] \). Then

\[
\| T_r f_1 T_r f_2 \|_{L^p(Z \times \mathbb{R}, dx \mu(dr))} \leq \min \left( 1, \frac{8e^{16B} (4B)^{|s|}}{|s|!} \right) \| f_1 \|_2 \| f_2 \|_2,
\]

where we used \( |s| := \min \{ n \in \mathbb{Z} | s \leq n \} \) and the implicit constant depends only on \( \mu(\mathbb{R}) \) and \( p \).

**Proof.** The proof of (2.1) is based on the strong bilinear estimate from Lemma A.1 in the appendix, which strengthens and simplifies the strong bilinear bound from [15, 16]. Choosing \( B \) large enough so that \( supp \mu \subset [-B, B] \) and using (A.5) we get

\[
\| T_r f_1 T_r f_2 \|_{L^p(Z \times \mathbb{R}, dx \mu(dr))} = \left( \int_{\mathbb{R}} \| T_r f_1 T_r f_2 \|_p^p \mu(dr) \right)^{1/p} \leq \mu(\mathbb{R})^{1/p} \sup_{r \in [-B,B]} \| T_r f_1 T_r f_2 \|_p.
\]

\(^2\)See, for example, Section 3.1 of [8] and references therein.
\[ \leq \min \left( 1, \frac{8e^{16B(4B)^{1/2}}}{|\frac{7}{2}|!} \right) \|f_1\|_2 \|f_2\|_2 \]

which proves (2.1). \[ \square \]

**Remark 2.3.** Since \( n! \geq e^{n \ln n - n} \) and \( (4B)^{1/2} \leq e^{\frac{1}{2} \ln(4B)} \), Lemma 2.2 implies the bounds

\[ \|Trf_1Trf_2\|_{L^p(Z \times \mathbb{R}, dx \mu(dr))} \leq \min(1, s^{-\alpha s}) \|f_1\|_2 \|f_2\|_2 \]

for all \( 0 < \alpha < \frac{1}{2} \) and all \( 1 \leq p \leq \infty \). Here, if \( s = 0 \), we set \( 0^{-\alpha 0} := \lim_{s \to 0^+} s^{-\alpha s} = 1 \).

The following will be the building blocks for our bounds on the nonlocal nonlinearity, their definition is motivated by the splitting of the nonlinear potential in Lemma 2.7.

**Definition 2.4.** For any \( 2 \leq \gamma < \infty \), let

\[ M^\gamma_\mu(f_1, f_2) := \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} |Trf_1(x)| |Trf_2(x)|\left( |Trf_1(x)| + |Trf_2(x)| \right)^{\gamma - 2} \mu(dr). \]

**Proposition 2.5.** Let \( s = \text{dist}(\text{supp } f_1, \text{supp } f_2) \), \( 2 \leq \gamma < \infty \), and \( 0 < \alpha < \frac{1}{2} \), then

\[ M^\gamma_\mu(f_1, f_2) \leq \min(1, s^{-\alpha s}) \|f_1\|_2 \|f_2\|_2 (\|f_1\|_2 + \|f_2\|_2)^{\gamma - 2} \]

where the implicit constant depends only on \( \text{supp } \mu \), \( \mu(\mathbb{R}) \), \( \gamma \), and \( \alpha \).

**Proof.** Taking a supremum out of the integral we get

\[ M^\gamma_\mu(f_1, f_2) = \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} |Trf_1(x)| |Trf_2(x)|\left( |Trf_1(x)| + |Trf_2(x)| \right)^{\gamma - 2} \mu(dr) \]

\[ \leq \|Trf_1Trf_2\|_{L^1(Z \times \mathbb{R}, dx \mu(dr))} (\sup_{r \in \mathbb{R}} \|Trf_1\|_\infty + \sup_{r \in \mathbb{R}} \|Trf_2\|_\infty)^{\gamma - 2}. \]

Applying \( \|Trf\|_\infty \leq \|Trf\|_2 = \|f\|_2 \) and (2.2) for the first factor yields (2.3). \[ \square \]

### 2.2. Splitting the nonlocal nonlinearity

Recall

\[ N(f) := \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V(|Trf(x)|) \mu(dr). \]

The inequality (1.9) and Lemma 2.1 immediatley yield

**Proposition 2.6 (Boundedness).** Let \( 2 \leq \gamma_1 \leq \gamma_2 < \infty \). Then for all \( f \in L^2(\mathbb{Z}) \)

\[ N(f) \leq \|f\|^{\gamma_1}_2 + \|f\|^{\gamma_2}_2, \]

where the implicit constant depends only on \( \mu(\mathbb{R}) \).

Since \( N(f) \) is highly nonlocal in \( f \), it is difficult to control \( N(f) \), when \( f \) splits into \( f = f_1 + f_2 \) where \( f_1 \) and \( f_2 \) have widely separated supports. The following simple observation helps at this stage and is at the heart of all our estimates.

**Lemma 2.7.** Assume that \( V \) obeys **A1**. Then

\[ |V(|z + w|) - V(|z|) - V(|w|)| \leq \left( (|z| + |w|)^{\gamma_1 - 2} + (|z| + |w|)^{\gamma_2 - 2} \right) |z||w| \]

for all \( z, w \in \mathbb{C} \).
Proof. Since $V(0) = 0$, we have $V(|z + w|) - V(|z|) - V(|w|) = 0$ if at least one of $z$ and $w$ equals zero. So assume $z, w \neq 0$ in the following. Then

$$V(|z + w|) - V(|z|) - V(|w|) = \left[ \frac{1}{|z| + |w|} V(|z + w|) - \frac{1}{|z|} V(|z|) \right] |z|$$

$$+ \left[ \frac{1}{|z| + |w|} V(|z + w|) - \frac{1}{|w|} V(|w|) \right] |w|. \quad (2.5)$$

Moreover,

$$\frac{1}{|z| + |w|} V(|z + w|) - \frac{1}{|z|} V(|z|) = \frac{1}{|z| + |w|} (V(|z + w|) - V(|z|)) - \frac{|w|}{(|z| + |w|)|z|} V(|z|)$$

$$\quad (2.6)$$

Let $c = \min(|z|, |z + w|)$ and $d = \max(|z|, |z + w|) \leq |z| + |w|$. Then $d - c = ||z + w| - |z|| \leq |w|$ and using $\textbf{A1}$, we have

$$|V(|z + w|) - V(|z|)| \leq \int_c^d |V'(a)| \, da \leq (d^{\gamma_1 - 1} + d^{\gamma_2 - 1})(d - c)$$

$$\leq (||z + w||^{\gamma_1 - 1} + ||z + w||^{\gamma_2 - 1})|w|$$

Since $V(0) = 0$, $\textbf{A1}$ also implies

$$|V(|z|)| \leq (||z||^{\gamma_1 - 1} + ||z||^{\gamma_2 - 1})|z|.$$ 

Using the two inequalities above in (2.6) shows

$$\left| \frac{1}{|z| + |w|} V(|z + w|) - \frac{1}{|z|} V(|z|) \right| \leq (||z + w||^{\gamma_1 - 2} + ||z + w||^{\gamma_2 - 2})|w|$$

and a similar inequality holds when we interchange $z$ and $w$. Hence (2.5) implies (2.4). \[\square\]

The following is our main tool to control the nonlocal nonlinearity.

**Proposition 2.8 (Splitting).** Let $f_1, f_2 \in l^2(\mathbb{Z})$ and $s = \text{dist}(\text{supp } f_1, \text{supp } f_2)$. Then for all $2 \leq \gamma_1 \leq \gamma_2 < \infty$

$$|N(f_1 + f_2) - N(f_1) - N(f_2)| \leq \min(1, s^{-\alpha}) \|f_1\|_2 \|f_2\|_2 \left( 1 + \|f_1\|_2^{\gamma_2 - 2} + \|f_2\|_2^{\gamma_2 - 2} \right) \quad (2.7)$$

for all $0 < \alpha < \frac{1}{2}$.

**Proof.** Because of Lemma 2.7 we have

$$\left| N(f_1 + f_2) - N(f_1) - N(f_2) \right|$$

$$\leq \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} |V(|T_x f_1(x) + T_x f_2(x)|) - V(|T_x f_1(x)|) - V(|T_x f_2(x)|)| \, \mu(dr)$$

$$\leq M_{\mu}^{\gamma_1}(f_1, f_2) + M_{\mu}^{\gamma_2}(f_1, f_2).$$

So (2.7) follows from (2.3), noting also that

$$(a + b)^{\gamma_1 - 2} + (a + b)^{\gamma_2 - 2} \leq 1 + a^{\gamma_2 - 2} + b^{\gamma_2 - 2},$$

for all $a, b \geq 0$. \[\square\]
3. The existence proof

In this section we will give the proof of

**Theorem 3.1.** Let $\lambda > 0$ and assume that $V$ obeys $A1$ and $A2$. Then every minimizing sequence for the constrained variational problem (1.5) is precompact modulo translations if and only if $E_{\lambda}^{dav} < 0$. In particular, if $E_{\lambda}^{dav} < 0$, then minimizers of (1.5) exist and these minimizers are solutions of the diffraction management equation (1.1) for some Lagrange multiplier $\omega < 2E_{\lambda}^{dav}/\lambda < 0$.

Key for our proof of Theorem 3.1 is the following proposition, which will help to eliminate a possible splitting of minimizing sequences when $E_{\lambda}^{dav}$ is strictly negative. In the following we will assume that the nonlinear potential fulfills assumptions $A1$ and $A2$. For $s \in \mathbb{R}$, we let $s_+ := \max(s, 0)$.

**Proposition 3.2.** Assume that $V$ obeys $A1$ and $A2$. Then there exists a universal constant $C > 0$ such that for any $\lambda > 0$, $f \in l^2(\mathbb{Z})$ with $\|f\|_2 = \lambda$ and $0 < \delta < \frac{\lambda}{2}$, and $a, b \in \mathbb{Z}$ with

$$
\sum_{x \leq a} |f(x)|^2 \geq \delta \quad \text{and} \quad \sum_{x \geq b} |f(x)|^2 \geq \delta
$$

we have

$$
H(f) \geq \left[ 1 - (2^{\frac{\delta}{\lambda}} - 2) \left( \frac{\delta}{\lambda} \right)^{\frac{2n}{\lambda}} \right] E_{\lambda}^{dav} \geq C(\lambda + \lambda^{72/2}) \left( (b - a + 1)^{1/2} - 1 \right)^{-1/2}.
$$

**Remark 3.3.** Note that $E_{\lambda}^{dav} \leq 0$ for all $\lambda > 0$ (see Proposition B.2 in the appendix). As soon as $E_{\lambda}^{dav} < 0$ we have

$$
\left[ 1 - (2^{\frac{\delta}{\lambda}} - 2) \left( \frac{\delta}{\lambda} \right)^{\frac{2n}{\lambda}} \right] E_{\lambda}^{dav} > E_{\lambda}^{dav}.
$$

Therefore if $E_{\lambda}^{dav} < 0$, taking a minimizing sequence $f_n$ with $\|f_n\|_2 = \lambda > 0$ and $H(f_n) \to E_{\lambda}^{dav}$, and taking any $a_n$ and $b_n$ according to (3.1), the bound (3.2) shows

$$
\limsup_{n \to \infty} (b_n - a_n) < \infty
$$

since $\lim_{s \to \infty} (s + 1)^{1/2} - 1 = 0$. Thus Proposition 3.2 implies that the regions where a minimizing sequence $f_n$ has $\delta$-fat tails do not separate too much as soon as the energy $E_{\lambda}^{dav}$ is strictly negative. This is the key to our proof of compactness modulo translations for minimizing sequences.

**Proof.** First, let us consider $d_{av} > 0$, that is, strictly positive average diffraction. If $b \leq a$, (3.2) trivially holds since the right hand side of (3.2) equals minus infinity. So assume $b - a \geq 1$. Let $a'$ and $b'$ be arbitrary integers satisfying $a \leq a' < b' \leq b$ and $l := b' - a'$. We will choose suitable $a'$ and $b'$ at the end of the proof.

The lower bound on $\langle f, -\Delta f \rangle$ is based on a discrete version of the well-known IMS localization formula, see Lemma C.1 in the appendix. Take any smooth cutoff functions $\tilde{\chi}_j$, $j = -1, 0, 1$, with

1) $\tilde{\chi}_j \geq 0$ for $j = -1, 0, 1$.
2) $\text{supp } \tilde{\chi}_{-1} \subset (-\infty, -\frac{1}{2}]$ with $\tilde{\chi}_{-1} > 0$ on $(-\infty, -\frac{3}{8}]$, $\text{supp } \tilde{\chi}_{1} \subset [\frac{1}{4}, \infty)$ with $\tilde{\chi}_{1} > 0$ on $[\frac{3}{8}, \infty)$, and $\text{supp } \tilde{\chi}_{0} \subset [-\frac{1}{2}, \frac{1}{2}]$ with $\tilde{\chi}_{0} > 0$ on $[-\frac{5}{8}, \frac{5}{8}]$. 


and set
\[ \chi_j := \frac{\tilde{\chi}_j}{\sqrt{\sum_{j=-1}^{1} \chi_j^2}} \quad \text{for } j = -1, 0, 1. \]

Then, since the denominator is always strictly positive and, by construction, \( \sum_j \chi_j^2 = 1 \),
this gives a smooth partition of unity where \( \chi_j \) has the same support as \( \tilde{\chi}_j \), and \( \chi_0 = 1 \) on \( [-\frac{1}{4}, \frac{1}{4}] \), \( \chi_{-1} = 1 \) on \( (-\infty, -\frac{1}{2}] \), and \( \chi_1 = 1 \) on \( [\frac{1}{2}, \infty) \). Finally, define \( \xi_j : \mathbb{Z} \to \mathbb{R} \) by
\[ \xi_j(x) = \chi_j \left( \frac{x - \frac{1}{2}(a' + b')}{b' - a'} \right) \quad \text{for } j = -1, 0, 1. \]

Then \( \sum_{j=-1}^{1} \xi_j^2 = 1 \) and \( \xi_{-1} = 1 \) on \( [-\infty, a'] \), \( \xi_1 = 1 \) on \( [b', \infty) \) and the supports of \( \xi_{-1} \) and \( \xi_1 \) have distance at least \( l/2 \), where \( l = b' - a' \). Furthermore, the forward and backward differences \( D_{\pm} f(x) = \pm(f(x \pm 1) - f(x)) \) satisfy
\[ |D_{\pm} \xi_j(x)| = |\xi_j(x \pm 1) - \xi_j(x)| = \left| \chi_j \left( \frac{x - \frac{1}{2}(a' + b')}{b' - a'} \right) \pm \frac{1}{b' - a'} \right| - \chi_j \left( \frac{x - \frac{1}{2}(a' + b')}{b' - a'} \right) \]
for some \( \zeta \in \mathbb{R} \). Therefore, since \( \chi_j' \) is bounded, we see that
\[ \|D_{\pm} \xi_j\|_{L^\infty} \leq \frac{C}{3(b' - a')^2} = \frac{C}{3l^2}, \tag{3.3} \]
where \( C = 3 \max_j \|\chi_j\|_{L^\infty}^2 \). Using (3.3) in (C.3), we get
\[ \|D_{+} f\|_2^2 = \langle f, -\Delta f \rangle \geq \sum_{j=-1}^{1} \|D_{+} (\xi_j f)\|_2^2 - \frac{\|f\|_2^2}{2} \sum_{j=-1}^{1} (\|D_{+} \xi_j\|_{\infty}^2 + \|D_{-} \xi_j\|_{\infty}^2) \]
\[ \geq \|D_{+} (\xi_{-1} f)\|_2^2 + \|D_{+} (\xi_1 f)\|_2^2 - \frac{C\|f\|_2^2}{l^2}. \tag{3.4} \]

We set \( f_j := \xi_j f \), \( j = -1, 1 \) and define \( f_0 := f - f_{-1} - f_1 = (1 - \xi_{-1} - \xi_1) f \). Obviously, \( \|f_j\|_2 \leq \|f\|_2 \) for \( j = -1, 0, 1 \). Moreover, because of (3.1) and \( a' \geq a, b' \leq b \), we also have
\[ \|f_j\|_2^2 \geq \delta \quad \text{for } j = -1, 1. \]

Set \( h := f_{-1} + f_1 \). Then \( f = h + f_0 \) and Proposition 2.8 shows
\[ N(f) - N(h) - N(f_0) \leq \|f_0\|_2 \|h\|_2 \|1 + \|f_0\|_2^2\|_2 + \|h\|_2^2 - 2 \|f_0\|_2^2. \]

Using Proposition 2.6, we have
\[ N(f_0) \leq \|f_0\|_2^2 + \|f_0\|_2^2 \leq \|f_0\|_2^2 \|1 + \|f_0\|_2^2 - 2 \|f_0\|_2^2 \|_2 \]
and combining the above two bounds we arrive at
\[ N(f) - N(h) \leq \|f_0\|_2 \|f\|_2 (1 + \|f\|_2^2 - 2 \|f_0\|_2^2) \leq \|f_0\|_2 \|f\|_2 (1 + \|f\|_2^2 - 2 \|f_0\|_2^2) \leq \|f_0\|_2 \|f\|_2 (1 + \|f\|_2^2 - 2 \|f_0\|_2^2). \]

where we used \( \|f_0\|_2, \|h\|_2 \leq \|f\|_2 \).

Since the supports of \( f_{-1} \) and \( f_1 \) have distance at least \( l/2 = (b' - a')/2 \), we can again use Proposition 2.8 with \( \alpha = \frac{1}{4} \) to split \( N(h) \) as
\[ N(h) - N(f_{-1}) - N(f_1) \leq \|l/2\|^{-l/8} \|f_{-1}\|_2 \|f_1\|_2 (1 + \|f_{-1}\|_2^2 - \|f_1\|_2^2) \leq \|l/2\|^{-l/8} \|f_0\|_2 (1 + \|f\|_2^2 - 2 \|f_0\|_2^2). \tag{3.6} \]
Combining (3.5) and (3.6), we get
\[ N(f) - N(f_{-1}) - N(f_1) \leq \left( \|f_0\|_2 \|f\|_2 + (l/2)^{-l/8} \|f\|_2^2 \right) \left( 1 + \|f\|_2^{l/2} \right), \]
which together with (3.4) yields
\[ H(f) - H(f_{-1}) - H(f_1) \geq - \left( \frac{\|f\|_2^2}{l^2} + \left( \frac{l - 1}{b - a - l + 1} \right)^{1/2} \|f\|_2^2 + (l/2)^{-l/8} \|f\|_2^2 \right) \left( 1 + \|f\|_2^{l/2} \right). \]

Once we have such a bound on the splitting of the energy, we use a reasoning similar to the one in [15]: By definition of $f_0$, we have $\|f_0\|_2^2 \leq \sum_{x=a'+1}^{b'-1} |f(x)|^2$. To choose $a'$ and $b'$, set $I_{\eta} := \{ \eta + 1, \eta + 2, \ldots, \eta + l - 1 \}$ when $l \geq 2$, $I_{\eta} := \emptyset$ when $l = 1$, and note that, since the number of integers in $[a, b - l]$ is $b - a - l + 1$,
\[ (b - a - l + 1) \min_{a \leq \eta \leq b - l} \sum_{x \in I_{\eta}} |f(x)|^2 \leq \sum_{\eta = a}^{b - l} \sum_{x \in I_{\eta}} |f(x)|^2 \leq \sum_{x = a + 1}^{b - 1} \sum_{\eta = x - l + 1}^{x - 1} |f(x)|^2 \leq (l - 1) \|f\|_2^2. \]
Hence there exists $\eta'$ with $a \leq \eta' \leq b - l$ and
\[ \sum_{x = \eta' + 1}^{\eta' + l - 1} |f(x)|^2 \leq \frac{l - 1}{b - a - l + 1} \|f\|_2^2. \]
With $a' = \eta'$ and $b' = \eta' + l$ we therefore have
\[ \|f_0\|_2^2 \leq \frac{l - 1}{b - a - l + 1} \|f\|_2^2. \]
Plugging this into (3.7) yields
\[ H(f) - H(f_{-1}) - H(f_1) \geq - \left( \frac{\|f\|_2^2}{l^2} + \left( \frac{l - 1}{b - a - l + 1} \right)^{1/2} \|f\|_2^2 + (l/2)^{-l/8} \|f\|_2^2 \right) \left( 1 + \|f\|_2^{l/2} \right). \]

Since $\|f\|_2^2 = \lambda$, $\|f_j\|_2^2 \geq \delta$, $j = -1, 1$ and $\|f_{-1}\|_2^2 + \|f_1\|_2^2 \leq \lambda$, Proposition B.2 shows
\[ H(f_{-1}) + H(f_1) \geq \left[ 1 - (2^{3\lambda} - 2) \left( \frac{\delta}{\lambda} \right)^{2\gamma} \right] E_{\lambda}^{\text{dav}} \]
and inequality (3.8) yields
\[ H(f) - \left[ 1 - (2^{3\lambda} - 2) \left( \frac{\delta}{\lambda} \right)^{2\gamma} \right] E_{\lambda}^{\text{dav}} \geq \]
\[ - \left( \lambda + \lambda^{1/2} \right) \left( \frac{l - 1}{b - a - l + 1} \right)^{1/2} + (l/2)^{-l/8} \]
for any $1 \leq l \leq b - a$.

Finally, we choose $l \in \mathbb{N}$ with $l \leq (b - a + 1)^{1/2} < l + 1$. Note that this is allowed, since when $b - a = 1$, we have $l = 1$, and when $b - a \geq 2$, then $1 \leq l \leq (b - a + 1)^{1/2} \leq b - a$. 

With this choice of $l$ we have
\[
\frac{1}{l^2} \leq \frac{1}{l^{1/2}} \leq \left( (b - a + 1)^{1/2} - 1 \right)^{-1/2},
\]
\[
\left( \frac{l - 1}{b - a - l + 1} \right)^{1/2} \leq \left( \frac{(b - a + 1)^{1/2} - 1}{b - a - (b - a + 1)^{1/2} + 1} \right)^{1/2} \leq \left( (b - a + 1)^{1/2} - 1 \right)^{-1/2}
\]
and
\[
(l/2)^{-1/8} \leq l^{-1/2} \leq ((b - a + 1)^{1/2} - 1)^{-1/2}.
\]
Therefore, (3.9) yields (3.2).

If $d_{av} = 0$, we do not have the term $\frac{1}{l^2}$ in (3.9) and get the same estimate (3.2).

An immediate consequence of Proposition 3.2 is

**Proposition 3.4 (Tightness).** Assume that $E^{d_{av}}_\lambda < 0$. Let $(f_n)_{n\in\mathbb{N}} \subseteq l^2(\mathbb{Z})$ be a minimizing sequence for the variational problem (1.1) with $\lambda = \|f_n\|_2 > 0$. Then there exist shifts $\xi_n$ such that
\[
\limsup_{R \to \infty} \sup_{n \in \mathbb{N}} \sum_{|x - \xi_n| > R} |f_n(x)|^2 = 0.
\]

**Proof.** Since the function $s \mapsto (\sqrt{s + 1} - 1)^{-1/2}$ is decreasing on $(0, \infty)$ and goes to zero at infinity, Proposition 3.2 has the same consequences as [15, Proposition 2.4] replacing [15, inequality (2.29)] by (3.2).

To prove Theorem 3.1, we need two more results on the continuity and differentiability of the non-linear functional $N(f)$. The proof mimics the one in [7] for the continuous case and is therefore omitted.

**Lemma 3.5.** The functional $N : l^2(\mathbb{Z}) \to \mathbb{R}$ given by
\[
f \mapsto N(f) = \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V(|T_r f(x)|) \mu(dr)
\]
is locally Lipshitz continuous on $l^2(\mathbb{Z})$.

**Lemma 3.6.** For any $f \in l^2(\mathbb{Z})$, the functional $N$ as above is continuously differentiable with derivative
\[
l^2(\mathbb{Z}) \ni h \mapsto DN(f)[h] = \text{Re} \int_{\mathbb{R}} \left\langle [V'(|T_r f|) \text{sgn}(T_r f)], T_r h \right\rangle \mu(dr),
\]
where $\text{sgn}(z) := \frac{z}{|z|}$ if $z \neq 0$ and $\text{sgn}(0) := 0$. In particular, the nonlinear Hamiltonian given in (1.6) is continuously differentiable with derivative
\[
l^2(\mathbb{Z}) \ni h \mapsto DH(f)[h] = d_{av} \text{Re} \langle D_+ f, D_+ h \rangle - \text{Re} \int_{\mathbb{R}} \left\langle [V'(|T_r f|) \text{sgn}(T_r f)], T_r h \right\rangle \mu(dr),
\]

**Remark 3.7.** Recall that we assume that the nonlinearity $P$ is odd, so it is of the form $P(a) = p(|a|)a$ for $a \in \mathbb{R}$. If $V'(a) = P(a)$ for all $a \geq 0$, then $V'(|z|)\text{sgn}(z) = p(|z|)z = P(z)$ for all $z \in \mathbb{C}$, and therefore
\[
DN(f)[h] = \text{Re} \int_{\mathbb{R}} \left\langle P(T_r f), T_r h \right\rangle \mu(dr)
\]
\[= \text{Re} \left\langle \int_{\mathbb{R}} T_r^{-1} [P(T_r f)] \mu(dr), h \right\rangle \]
is, modulo the real part, the weak form of the nonlinearity in the diffraction management equation (1.2).

It remains to prove Theorem 3.1. A last step in our existence proof of minimizers of the variational problems (1.5) is the following characterization of strong convergence in $l^2(\mathbb{Z})$.

**Lemma 3.8** (Lemma A.1 in [15]). A sequence $(f_n)_{n \in \mathbb{N}} \subset l^2(\mathbb{Z})$ is strongly convergent to $f$ in $l^2(\mathbb{Z})$ if and only if it is weakly convergent to $f$ and the sequence is tight, i.e.,

$$
\lim_{L \to \infty} \limsup_{n \to \infty} \sum_{|x| > L} |f_n(x)|^2 = 0. \quad (3.10)
$$

**Sketch of the proof:** Let $P_l f := 1_{[-l,0]}f$ and note that the range of $P_l$ is finite dimensional, in fact, $2l+1$ dimensional. Thus, if $f_n$ converges weakly to $f$, then $\lim_{n \to \infty} \|P_l(f - f_n)\|_2 = 0$. Since

$$
\|f - f_n\|_2 \leq \|P_l(f - f_n)\|_2 + \|(1 - P_l)(f - f_n)\|_2
$$

we see that for all $l \in \mathbb{N}$

$$
\limsup_{n \to \infty} \|f - f_n\|_2 \leq \limsup_{n \to \infty} \|(1 - P_l)(f - f_n)\|_2 \leq \|(1 - P_l)f\|_2 + \limsup_{n \to \infty} \|(1 - P_l)f_n\|_2.
$$

As $l \to \infty$, the first term goes to zero since $f \in l^2(\mathbb{Z})$ and the second goes to zero because of (3.10). So $f_n$ converges to $f$ in norm.

Conversely, if $f_n$ converges to $f$ in norm, then it is easy to see that it converges to $f$ weakly and (3.10) holds.

Now we can come to the

**Proof of Theorem 3.1.** We know from Lemma B.1 and B.5 that $-\infty < E^{d_{av}}_{\lambda} \leq 0$. Assume that $E^{d_{av}}_{\lambda} = 0$ for some $\lambda > 0$. Define the sequence $(f_n)_n$ by

$$
f_n(x) := c_n 1_{[-n,n]}(x)
$$

with $c_n = \left(\frac{\lambda}{2n+1}\right)^{1/2}$. Then $\|f_n\|_2^2 = \lambda$. Note that $f_n$ converges weakly to zero and that any shift of $f_n$ also converges weakly to zero. So the sequence $(f_n)_n$ is not precompact in $l^2(\mathbb{Z})$ modulo translations. Moreover, we have

$$
\|D_{+} f_n\|_2^2 = 2c_n^2 \to 0 \quad \text{as } n \to \infty
$$

and, because of (1.9),

$$
|N(f_n)| \lesssim \left(\|T_r f_n\|_{\gamma_1} + \|T_r f_n\|_{\gamma_2}\right) \mu(dr) \lesssim \|f_n\|_{\gamma_1} + \|f_n\|_{\gamma_2}
$$

where we also used the bound (A.2) from Lemma A.1. Since for any $\gamma > 2$

$$
\|f_n\|_{\gamma}^\gamma = \left(\frac{\lambda}{2n+1}\right)^{\gamma/2} (2n+1) \to 0
$$

as $n \to \infty$, we have $N(f_n) \to 0$ as $n \to \infty$. Thus $f_n$ is a minimizing sequence for (1.5) which is not precompact modulo translations. By contrapositive, this shows that if every minimizing sequence is precompact modulo translations, then $E^{d_{av}}_{\lambda} < 0$.

Conversely, assume that $E^{d_{av}}_{\lambda} < 0$ and let $(f_n)_{n \in \mathbb{N}} \subset l^2(\mathbb{Z})$ be a minimizing sequence of the variational problem (1.1). First, applying Proposition 3.4, we see that there exist shifts $\{\xi_n\}$ such that for any $\epsilon > 0$ there exists an $R_\epsilon > 0$ for which

$$
\sum_{|x - \xi_n| > R_\epsilon} |f_n(x)|^2 \leq \epsilon \quad \text{for any } n \in \mathbb{N}. \quad (3.11)
$$
Define the shifted sequence \((\tilde{f}_n)_n\) by \(\tilde{f}_n(x) := f_n(x - \xi_n)\) for \(x \in \mathbb{Z}\). It is also a minimizing sequence, due to the invariance of the Hamiltonian \(H\) given in (1.6) under shifts.

Noting that \(\|\tilde{f}_n\|_2\) is bounded as it is a minimizing sequence, we can see there exists a subsequence, also denoted by \((\tilde{f}_n)_{n \in \mathbb{N}}\), which converges weakly to some \(\varphi\) in \(l^2(\mathbb{Z})\). Due to (3.11) the shifted sequence \((\tilde{f}_n)_{n \in \mathbb{N}}\) is tight in the sense of Lemma 3.8, hence by Lemma 3.8 it converges strongly in \(l^2(\mathbb{Z})\) and \(\|\varphi\|_2^2 = \lim_{n \to \infty} \|\tilde{f}_n\|_2^2 = \lambda\). Thus the minimizing sequence \((\tilde{f}_n)_n\) is precompact modulo translations.

Moreover, it follows from Lemma 3.5 that \(H(\varphi) = \lim_{n \to \infty} H(g_n) = E_\lambda\) which finishes the proof of existence of a minimizer for the constraint variational problem (1.5).

Now we prove that any minimizer is a solution of the associated Euler-Lagrange equation (1.2) for some Lagrange multiplier \(\omega \in \mathbb{R}\). This is standard in the calculus of variations, for the convenience of the reader, we will give the argument. Let \(\varphi\) be a minimizer for (1.5) and \(h \in l^2(\mathbb{Z})\) arbitrary. Furthermore define

\[
G(t, s) := \langle \varphi + th + s\varphi, \varphi + th + s\varphi \rangle
\]

\[
F(t, s) := H(\varphi + th + s\varphi),
\]

then a short calculation gives

\[
\nabla G(t, s) = \begin{pmatrix}
\partial_t G(t, s) \\
\partial_s G(t, s)
\end{pmatrix} = 2 \begin{pmatrix}
\text{Re}\langle \varphi + th + s\varphi, \varphi \rangle \\
\text{Re}\langle \varphi + th + s\varphi, h \rangle
\end{pmatrix}
\]

and

\[
\nabla F(t, s) = \begin{pmatrix}
\partial_t F(t, s) \\
\partial_s F(t, s)
\end{pmatrix} = \begin{pmatrix}
DH(\varphi + th + s\varphi)[\varphi] \\
DH(\varphi + th + s\varphi)[h]
\end{pmatrix}
\]

where \(DH\) is the derivative of the nonlinear Hamiltonian,

\[
DH(\varphi)[h] = d_{av}\text{Re}\langle -\Delta\varphi, h \rangle - DN(\varphi)[h]
\]

\[
= d_{av}\text{Re}\langle D_+\varphi, D_- h \rangle - \text{Re} \int_{\mathbb{R}} \langle V'(|T_r\varphi|)\text{sgn}(T_r\varphi), T_r h \rangle \mu(dr)
\]

\[
= d_{av}\text{Re}\langle D_+\varphi, D_- h \rangle - \text{Re} \int_{\mathbb{R}} \langle P(T_r\varphi), T_r h \rangle \mu(dr)
\]

where we used Remark 3.7 for the last equality.

We have \(\partial_t G(0, 0) = \langle \varphi, \varphi \rangle = \lambda > 0\), hence by the implicit function theorem, there exists \(\delta > 0\) and a differentiable function \(g : (-\delta, \delta) \to \mathbb{R}\) with \(g(0) = 0\) such that \(G(g(s), s) = G(0, 0) = \lambda\) for all \(|s| < \delta\). Thus, since \(\varphi\) is a minimizer of the constrained minimization problem (1.5), the function

\[
(-\delta, \delta) \ni s \mapsto \tilde{F}(s) := F(g(s), s)
\]

has a local minimum at \(s = 0\) and together with the chain rule this implies

\[
0 = \partial_s \tilde{F}(0)|_{s=0} = \partial_t F(0, 0)g'(0) + \partial_s F(0, 0) = DH(\varphi)[\varphi]g'(0) + DH(\varphi)[h]
\]

(3.12)

Moreover, since \(G(g(s), s)\) is constant, we also have

\[
0 = \partial_t G(0, 0)g'(0) + \partial_s G(0, 0) = 2\lambda g'(0) + 2\text{Re}\langle \varphi, h \rangle
\]

solving for \(g'(0)\) and plugging it back into (3.12) yields

\[
\omega\text{Re}\langle \varphi, h \rangle = d_{av}\text{Re}\langle D_+\varphi, D_- h \rangle - \text{Re} \int_{\mathbb{R}} \langle V'(|T_r\varphi|)\text{sgn}(T_r\varphi), T_r h \rangle \mu(dr)
\]

(3.13)

with the Lagrange multiplier

\[
\omega = \omega(\varphi) := \frac{DH(\varphi)[\varphi]}{\lambda} \in \mathbb{R}.
\]

(3.14)
Replacing $h$ by $-ih$ in (3.13) yields
\[ \omega \text{Im} \langle \varphi, h \rangle = d_{av} \text{Im} \langle D_+ \varphi, D_+ h \rangle - \text{Im} \int_{\mathbb{R}} \langle V'(|T_r \varphi|) \text{sgn}(T_r \varphi), T_r h \rangle \mu(dr) \]
and together with (3.13) this proves (1.2).

It remains to prove that $\omega < 2E_{av}^{d}$. Recall that assumption A2 states that
\[ V'(a)a \geq \gamma_0 V(a) \quad \text{for all } a > 0. \]
Thus
\[ DN(\varphi)[\varphi] = \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V'(|T_r \varphi(x)|)|T_r \varphi(x)| \mu(dr) \geq \gamma_0 \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V(|T_r \varphi(x)|) \mu(dr) = \gamma_0 N(\varphi) \]
and since $E_{av}^{d} < 0$, we must have $N(\varphi) > 0$ for any minimizer $\varphi$, so (3.14) gives
\[ \begin{align*}
\omega(\varphi)\lambda &= DH(\varphi)[\varphi] = d_{av} \langle D_+ \varphi, D_+ \varphi \rangle - DN(\varphi)[\varphi] \leq d_{av} \langle D_+ \varphi, D_+ \varphi \rangle - \gamma_0 N(\varphi) \\
&= 2H(\varphi) - (\gamma_0 - 2)N(\varphi) < 2H(\varphi) = 2E_{av}^{d} < 0
\end{align*} \quad (3.15) \]
for all $\varphi$ in the ground state set $\mathcal{M}_{av}^{d}$.

4. Threshold phenomena

As we showed in the previous section, assumptions A1 and A2 guarantee the existence of minimizers for arbitrary $\lambda > 0$ and $d_{av} \geq 0$ as soon as the ground state energy $E_{av}^{d}$ is strictly negative. In this section we will prove a threshold phenomenon: There exists $0 \leq \lambda_{cr} \leq \infty$ such that solutions exist if the power $\lambda = \|f\|^2 > \lambda_{cr}$. Furthermore $\lambda_{cr} < \infty$ under assumption A3.

For pure power law nonlinearities and the model case $d_0 = 1_{[0,1)} - 1_{[1,2]}$ for the diffraction profile, this had been partly investigated earlier in [20] for the diffraction management equation and for pure power nonlinearities in [29] for the discrete nonlinear Schrödinger equation. We are not aware of any work which investigates threshold phenomena for general nonlinearities obeying only A1 and A2.

In the following we will always assume, without explicitly mentioning it every time, that $\mu$ is a finite measure on $\mathbb{R}$ with compact support, that is, there exists $0 < B < \infty$ such that $\text{supp } \mu \subset [-B, B]$. Our main result in this section is

**Theorem 4.1** (Threshold phenomenon). Assume that $V$ obeys A1 and A2. Then
(i) For any average diffraction $d_{av} \geq 0$ and any $\lambda > 0$ we have $E_{av}^{d} \leq 0$, the map $\lambda \mapsto E_{av}^{d}$ is decreasing on $(0, \infty)$, and there exists a critical threshold $0 \leq \lambda_{cr}(d_{av}) \leq \infty$ such that for $0 < \lambda < \lambda_{cr}(d_{av})$ we have $E_{av}^{d} = 0$ and for $\lambda > \lambda_{cr}(d_{av})$ we have $-\infty < E_{av}^{d} < 0$.
(ii) If $\lambda > \lambda_{cr}$, then minimizers of (1.5) exist and any minimizing sequence is, up to translations, precompact in $l^2(\mathbb{Z})$ and thus has a subsequence which converges, up to translations, to a minimizer.
(iii) If $0 < \lambda < \lambda_{cr}(d_{av})$ and $d_{av} > 0$, then no minimizers of the variational problem (1.5) exist.
(iv) $\lambda_{cr}(d_{av}) < \infty$ for all $d_{av} > 0$ if and only if there exists $f \in l^2(\mathbb{Z})$ such that $N(f) > 0$.
(v) If in assumption A1 we have $\gamma_1 \geq 6$, then $\lambda_{cr}(d_{av}) > 0$ for all $d_{av} > 0$.

**Remark 4.2.** The precise definition of $\lambda_{cr}(d_{av})$ is given below in Definition 4.8. When $\lambda > \lambda_{cr}(d_{av})$ we have $E_{av}^{d} < 0$ and Theorem 3.1 shows that any minimizing sequence is precompact modulo translations, that minimizers exist and that these minimizers yield solutions of (1.1) for some Lagrange multiplier $\omega < 2E_{av}^{d}/\lambda < 0$. 

Since $E^d_{\lambda} = 0$ when $0 < \lambda < \lambda_{cr}$, Theorem 3.1 also shows that there are minimizing
sequences which are not precompact modulo translations in this case. Nevertheless, it could
be that minimizers still exist. At least when $d_{av} > 0$, Theorem 4.1 shows that this cannot
be the case. At the moment, we need $d_{av} > 0$ to conclude nonexistence of minimizers when
$0 < \lambda < \lambda_{cr}$.

We give the proof of Theorem 4.1 at the end of this section after some preparations. Recall

$$H(f) = \frac{d_{av}}{2} \|D+f\|_2^2 - N(f)$$

and

$$E^d_{\lambda} = \inf \{H(f) : f \in l^2(\mathbb{Z}), \|f\|_2 = \lambda \}.$$ 

Given $f \in l^2(\mathbb{Z})$ with $\lambda = \|f\|_2 > 0$, write it as $f = \sqrt{\lambda} h$ then $h \in l^2(\mathbb{Z})$ with $\|h\|_2 = 1$ and

$$H(f) = \frac{d_{av}}{2} \|D+f\|_2^2 - N(f) = \|D+f\|_2^2 \left( \frac{d_{av}}{2} - \frac{N(\sqrt{\lambda} h)}{\lambda \|D+h\|_2^2} \right). \quad (4.1)$$

In the case of vanishing average diffraction, we can still write

$$H(f) = -N(f) = -\|D+f\|_2^2 \left( \frac{N(\sqrt{\lambda} h)}{\lambda \|D+h\|_2^2} \right),$$

so defining $^3$

$$R(\lambda, h) := \frac{N(\sqrt{\lambda} h)}{\lambda \|D+h\|_2^2}$$

and

$$R(\lambda) := \sup_{\|h\|_2=1} R(\lambda, h) = \sup_{\|f\|_2=\lambda} \frac{N(f)}{\|D+f\|_2^2} \quad (4.2)$$

we see that the following holds

**Lemma 4.3.** For any $d_{av} \geq 0$ and $\lambda > 0$ one has $E^d_{\lambda} < 0$ if and only if $R(\lambda, h) > \frac{d_{av}}{2}$ for some $h \in l^2(\mathbb{Z})$ with $\|h\|_2 = 1$ and this is the case if and only if $R(\lambda) > \frac{d_{av}}{2}$.

The function $R$ defined above has very interesting properties, which make $R$ ideal for the
study of the threshold phenomenon. First we give a simple Lemma, which is at the heart
of our study of $R$.

**Lemma 4.4.** Assume that $V$ obeys assumption $A2$. Then for any $\lambda_2 \geq \lambda_1 > 0$ one has

$$R(\lambda_2) \geq \left( \frac{\lambda_2}{\lambda_1} \right)^{\frac{\gamma-2}{2}} R(\lambda_1). \quad (4.3)$$

**Remark 4.5.** For a pure power law nonlinearity, given by $V(a) = ca^\gamma$ for some $\gamma > 2$ and
c $> 0$, one can explicitly calculate

$$R(\lambda) = \sup_{\|h\|_2=1} \frac{N(\sqrt{\lambda} h)}{\lambda \|D+h\|_2^2} = \lambda^{\frac{\gamma-2}{2}} R_0 \quad \text{with } R_0 = \sup_{\|h\|_2=1} \frac{N(h)}{\|D+h\|_2^2} \in (0, \infty).$$

$^3$Note that the kernel of $D_+$ on $l^2(\mathbb{Z})$ is trivial, so $R(\lambda, h)$ is well defined for any $h \neq 0.$
Thus inequality (4.3) is very natural. Using the bound (4.17) below one sees that

\[ R_0 \leq \sup_{|h|_2=1} c \int_R \|T_r h\|_2^{7-2} \mu(dr) = c \mu(\mathbb{R}) < \infty \]

for all \( \gamma \geq 6 \) since \( \|D_+ T_r h\|_2^2 = \langle T_r h, -\Delta T_r h \rangle = \langle h, -\Delta h \rangle = \|D_+ h\|_2^2 \), using that \( \Delta \) and \( T_r \) commute. To see that \( R_0 = \infty \) if \( 2 < \gamma < 6 \) is a little bit trickier. If \( 2 < \gamma < 6 \), then Lemma B.5 shows \( E_0^{\lambda_0} < 0 \) for all \( \lambda_0 \geq 0 \) and all \( \lambda > 0 \). So with Lemma 4.3 for \( \lambda = 1 \) this gives \( R_0 = R(1) > d_{av}/2 \) for all \( d_{av} \geq 0 \). Thus \( R_0 = \infty \) in this case.

**Proof of Lemma 4.4.** Fix \( h \in l^2(\mathbb{Z}) \setminus \{0\} \) and define

\[ A(s) := s^{-2} N(sh) \]

for \( s > 0 \). Because of Lemma 3.6, \( A \) is differentiable with derivative

\[ A'(s) = s^{-3} \left( DN(sh)[sh] - 2N(sh) \right) \]

where

\[ DN(sh)[sh] - 2N(sh) = \int_R \sum_{x \in \mathbb{Z}} \left[ V'(\|T_r(sh)(x)\|)\|T_r(sh)(x)\| - 2V(\|T_r(sh)(x)\|) \right] \mu(dr) \geq (\gamma_0 - 2)N(sh) \]

where the lower bound follows from assumption **A2**. Thus we arrive at the first order differential inequality

\[ A'(s) \geq \frac{\gamma_0 - 2}{s} A(s) \] (4.4)

for all \( s > 0 \). Using the integrating factor \( s^{2-\gamma_0} \), one sees that this implies \( \frac{d}{ds}(s^{2-\gamma_0} A(s)) \geq 0 \) and thus

\[ s^{2-\gamma_0} A(s) \geq s_0^{2-\gamma_0} A(s_0) \]

for all \( 0 < s_0 \leq s \). Since \( R(\lambda, h) = A(\sqrt{\lambda})/\|D_+ h\|_2^2 \), this proves

\[ R(\lambda_2, h) \geq \left( \frac{\lambda_2}{\lambda_1} \right)^{\gamma_0 - 2} R(\lambda_1, h) \]

for all \( 0 < \lambda_1 \leq \lambda_2 \) and taking the supremum over all \( h \in l^2(\mathbb{Z}) \) with \( \|h\|_2 = 1 \) gives (4.3).

**Corollary 4.6** (Properties of \( R \)). Assume that \( V \) obeys Assumption **A2**.

(i) For any \( 0 \leq a < \infty \)

\[ \begin{align*}
&\text{there exist } \lambda_0 > 0 \text{ with } R(\lambda_0) \geq a \quad \Rightarrow \quad R(\lambda) \geq a \text{ for all } \lambda \geq \lambda_0 \\
&\text{there exist } \lambda_0 > 0 \text{ with } R(\lambda_0) \leq a \quad \Rightarrow \quad R(\lambda) \leq a \text{ for all } 0 < \lambda \leq \lambda_0 
\end{align*} \] (4.5)

Moreover, for any \( 0 < a < \infty \)

\[ \begin{align*}
&\text{there exist } \lambda_0 > 0 \text{ with } R(\lambda_0) \geq a \quad \Rightarrow \quad R(\lambda) > a \text{ for all } \lambda > \lambda_0 \\
&\text{there exist } \lambda_0 > 0 \text{ with } R(\lambda_0) \leq a \quad \Rightarrow \quad R(\lambda) < a \text{ for all } 0 < \lambda < \lambda_0
\end{align*} \] (4.6)

Furthermore, we have the equivalences

\[ \begin{align*}
&\text{there exists } \lambda > 0 \text{ with } R(\lambda) > 0 \quad \Leftrightarrow \quad \lim_{\lambda \to \infty} R(\lambda) = \infty \\
&\text{there exists } \lambda > 0 \text{ with } R(\lambda) < \infty \quad \Leftrightarrow \quad \lim_{\lambda \to 0+} R(\lambda) \leq 0
\end{align*} \] (4.7)

(ii) Define the set \( A_0 := \{ \lambda > 0 : R(\lambda) > 0 \} \), then it is either empty or an unbounded interval. Moreover, the map \( R \) is increasing on \( A_0 \) and it is strictly increasing where it is finite.
Remarks 4.7. (i) Even though Lemma B.1 shows that under Assumption A1 the energy is negative, this is not enough to conclude that $R(\lambda) \geq 0$ for all $\lambda > 0$, in general.

(ii) All the conclusions of Corollary 4.6 are trivially true if $V(a) = ca^\gamma$ is a pure power law for some $\gamma > 2$ and $c > 0$, since in this case $R(\lambda) = R_0 \lambda^{(\gamma-2)/2}$ as in Remark 4.5.

(iii) The first equivalence in (4.7) shows that we have the dichotomy that either $R(\lambda) \leq 0$ for all $\lambda > 0$, or $\lim_{\lambda \to \infty} R(\lambda) = \infty$.

Similarly, the second equivalence in (4.7) shows the dichotomy that either $R(\lambda) = \infty$ for all $\lambda > 0$ or $\limsup_{\lambda \to 0^+} R(\lambda) \leq 0$.

Proof of Corollary 4.6. (i) The implications of (4.5) and (4.6) follow directly from Lemma 4.4. If $\lambda > \lambda_0$, then choosing $\lambda_1 = \lambda_0$ and $\lambda_2 = \lambda$ in (4.3) shows

$$ R(\lambda) \geq \left( \frac{\lambda}{\lambda_0} \right)^{\frac{2\gamma-2}{\gamma}} R(\lambda_0). \quad (4.8) $$

Let $0 < a < \infty$. If $R(\lambda_0) = \infty$ we also have $R(\lambda) = \infty$ for all $\lambda \geq \lambda_0$. If $R(\lambda_0) = \infty$, then (4.8) shows $R(\lambda) = \infty > a$. If $a \leq R(\lambda_0) < \infty$, then necessarily $R(\lambda_0) > 0$, hence

$$ \left( \frac{\lambda}{\lambda_0} \right)^{\frac{2\gamma-2}{\gamma}} R(\lambda_0) > R(\lambda_0) \text{ and } (4.8) \text{ again gives } R(\lambda) > a. $$

So the first implication of (4.6) is true. Hence also the first implication of (4.5) is true when $a$ is strictly positive and finite, but when $a = \infty$ or $a = 0$, the first implication of (4.5) immediately follows from (4.8). This finishes the proof of the first implications in (4.5) and (4.6).

Now let $0 < \lambda < \lambda_0$. Choosing $\lambda_1 = \lambda$ and $\lambda_2 = \lambda_0$ in (4.3) gives the upper bound

$$ R(\lambda) \leq \left( \frac{\lambda}{\lambda_0} \right)^{\frac{2\gamma-2}{\gamma}} R(\lambda_0). \quad (4.9) $$

If $0 < a < \infty$ and $R(\lambda_0) = 0$, then (4.9) shows $R(\lambda) \leq 0 < a$. If $0 < R(\lambda_0) \leq a$, then

$$ \left( \frac{\lambda}{\lambda_0} \right)^{\frac{2\gamma-2}{\gamma}} R(\lambda_0) < R(\lambda_0), \text{ so } (4.9) \text{ again yields } R(\lambda) < a. $$

This proves the second implication in (4.6). The second implication of (4.5) when $a = \infty$ or $a = 0$ immediately follows from (4.9). This finishes the proof of (4.5) and (4.6).

For the proof of (4.7) assume first that $\lim_{\lambda \to \infty} R(\lambda) = \infty$. Then, of course, there exists $\lambda > 0$ with $R(\lambda) > 0$. On the other hand, if there exists $\lambda_0 > 0$ such that $R(\lambda_0) > 0$, then the lower bound (4.8) gives $\liminf_{\lambda \to \infty} R(\lambda) = \infty$, so the first equivalence in (4.7) is true.

We can argue similarly for the second equivalence. Certainly $\limsup_{\lambda \to 0^+} R(\lambda) \leq 0$ implies that there exists $\lambda > 0$ such that $R(\lambda) < \infty$. Conversely, if $R(\lambda_0) < \infty$ for some $\lambda_0$, then (4.9) yields $\limsup_{\lambda \to 0^+} R(\lambda) \leq 0$. This finishes (4.7).

(ii) Note that if $\lambda_0 \in A_0$, then (4.6) yields $\lambda \in A_0$ for all $\lambda > \lambda_0$, so

$$ A_0 = \bigcup_{R(\lambda) > 0} [\lambda, \infty) $$

is either empty or an unbounded interval. Moreover, the first implication of (4.5) shows that $R$ is increasing on $A_0$ and the first implication of (4.6) shows that it is strictly increasing where it is finite.

Now we come to our definition of the threshold.

Definition 4.8 (Threshold). For $d_{av} \geq 0$ we let

$$ \lambda_{cr} := \lambda_{cr}(d_{av}) := \inf\{ \lambda > 0 : R(\lambda) > \frac{d_{av}}{2} \}. $$

For the properties of the threshold, we note
Proposition 4.9 (Properties of the threshold). Assume that $V$ obeys $A2$.
(i) The map $d_{av} \mapsto \lambda_{cr}(d_{av})$ is increasing on $[0, \infty)$ and $0 \leq \lambda_{cr}(d_{av}) \leq \infty$ for every $d_{av} > 0$.
(ii) If $d_{av} > 0$ then $R(\lambda) > \frac{d_{av}}{2}$ for all $\lambda > \lambda_{cr}(d_{av})$ and $R(\lambda) \leq \frac{d_{av}}{2}$ for all $0 < \lambda < \lambda_{cr}(d_{av})$.
Furthermore, if $d_{av} > 0$ then $R(\lambda) < \frac{d_{av}}{2}$ for all $0 < \lambda < \lambda_{cr}(d_{av})$.
(iii) We have the equivalences
\[ \lambda_{cr}(d_{av}) < \infty \quad \text{for all} \quad d_{av} \geq 0 \quad \iff \quad R(\lambda) < \infty \quad \text{for some} \quad d_{av} \geq 0 \quad \iff \quad R(\lambda) > 0 \quad \text{for some} \quad \lambda > 0, \]
\[ \lim_{\lambda \to \infty} R(\lambda) = \infty \]
and
\[ \lambda_{cr}(d_{av}) > 0 \quad \text{for all} \quad d_{av} > 0 \quad \iff \quad \lambda_{cr}(d_{av}) > 0 \quad \text{for some} \quad d_{av} > 0 \quad \iff \quad \limsup_{\lambda \to 0_+} R(\lambda) \leq 0. \]

For zero average diffraction we have
\[ \lambda_{cr}(0) = 0 \quad \iff \quad R(\lambda) > 0 \quad \text{for all} \quad \lambda > 0 \]
\[ \lambda_{cr}(0) > 0 \quad \iff \quad R(\lambda) \leq 0 \quad \text{for some} \quad \lambda > 0. \]

Remark 4.10. A moments reflection shows that $R(\lambda) > 0$ for some $\lambda > 0$ if and only if there exists $f \in \ell^2(\mathbb{Z})$ with $\|f\|^2 = \lambda$ and $N(f) > 0$. So by (4.10) one sees that the critical threshold $\lambda_{cr}(d_{av})$ is finite for all $d_{av} \geq 0$ if and only if $N(f) > 0$ for some $f \in \ell^2(\mathbb{Z})$.

Before we prove the proposition we state and prove a corollary, which gives quantitative bounds on the threshold. We do not need these bounds in the following, but the proof is easy and the bounds are very natural, as the example of a pure power nonlinearity shows.

Corollary 4.11 (Quantitative bounds on $\lambda_{cr}$). Assume that $V$ obeys $A2$. If there exist $\lambda_0$ and $0 < R_0 < \infty$ such that $R_0 \geq R(\lambda_0)$ then we have the lower bound
\[ \lambda_0 \left( \min \left( \frac{d_{av}}{2R_0}, 1 \right) \right)^{\frac{2}{\gamma - 2}} \leq \lambda_{cr}(d_{av}) \quad \text{for all} \quad d_{av} > 0 \]
and if there exist $\lambda_0$ and $0 < R_0 < \infty$ such that $R_0 \leq R(\lambda_0)$ then we have the upper bound
\[ \lambda_{cr}(d_{av}) \leq \lambda_0 \left( \max \left( \frac{d_{av}}{2R_0}, 1 \right) \right)^{\frac{2}{\gamma - 2}} \quad \text{for all} \quad d_{av} > 0. \]

Remark 4.12. If $V(a) = ca^\gamma$ is a pure power law for some $\gamma > 2$ and $c > 0$, then by Remark 4.5 we have $R(\lambda) = R_0 \lambda^{(\gamma - 2)/2}$ for some $0 < R_0 \leq \infty$. In this case one can easily calculates
\[ \lambda_{cr}(d_{av}) = \left( \frac{d_{av}}{2R_0} \right)^{\frac{2}{\gamma - 2}} \]
and with this example in mind one sees that the bounds of Corollary 4.11 and the claims of Proposition 4.9 are very natural.

Proof. Since the proofs of (4.13) and (4.14) are very analogous, we give only the proof of (4.13). Assume that there exist $\lambda_0$ and $0 < R_0 < \infty$ with $R(\lambda_0) \leq R_0$. By (4.5) with $a = R_0$ we see that $R(\lambda) \leq R_0$ for all $0 < \lambda \leq \lambda_0$, so $(\lambda_0, \infty) \supset \{\lambda > 0 : R(\lambda) > R_0\}$. This shows $\lambda_{cr}(2R_0) \geq \lambda_0$ for $d_{av} = 2R_0$ and using the monotonicity in $d_{av}$ from Proposition (i) we also have $\lambda_{cr}(d_{av}) \geq \lambda_{cr}(2R_0) \geq \lambda_0$ for all $d_{av} \geq 2R_0$.

Now let $0 < d_{av} < 2R_0$ and write $\lambda_{cr}$ for $\lambda_{cr}(d_{av})$. Either we have $\lambda_{cr} \geq \lambda_0$, then (4.13) trivially holds, or $0 \leq \lambda_{cr} < \lambda_0$. In the last case set $\lambda_2 = \lambda_0$ and $0 < \lambda_1 = \lambda_{cr} + \delta < \lambda_0$ for
all small enough $\delta > 0$, then Proposition (ii) shows $R(\lambda_{cr} + \delta) > \frac{d}{2}$ which together with (4.3) gives

$$R_0 \geq R(\lambda_0) = \left(\frac{\lambda_0}{\lambda_{cr} + \delta}\right)^{\frac{n-2}{2}} R(\lambda_{cr} + \delta) > \left(\frac{\lambda_0}{\lambda_{cr} + \delta}\right)^{\frac{n-2}{2}} \frac{d}{2}$$

for all small enough $\delta > 0$. This proves the lower bound (4.13) and similarly one proves the upper bound (4.14).

**Proof of Proposition 4.9.** First some preparations. For $d_{av} \geq 0$, define the set

$$A_{d_{av}} := \{\lambda > 0 : R(\lambda) > \frac{d_{av}}{2}\}$$

so that $\lambda_{cr}(d_{av}) = \inf A_{d_{av}}$. Arguing as in the proof of Corollary 4.6(ii) we see that if $\lambda_0 \in A_{d_{av}}$, then $\lambda \in A_{d_{av}}$ for all $\lambda \geq \lambda_0$. Hence

$$A_{d_{av}} = \bigcup_{R(\lambda_0) > \frac{d_{av}}{2}} [\lambda_0, \infty)$$

(4.15)

and so the set $A_{d_{av}}$ is either empty, or an interval that is bounded from below by 0 but unbounded from above, and they are nested, in the sense that if $0 \leq d_{av,1} \leq d_{av,2}$ then $A_{d_{av,2}} \subset A_{d_{av,1}}$. In addition, $A_{d_{av}}$ is empty if and only if the threshold $\lambda_{cr}(d_{av}) = \infty$, $A_{d_{av}}$ is not empty if and only if $0 \leq \lambda_{cr}(d_{av}) < \infty$, and $A_{d_{av}} = (0, \infty)$ if and only if $\lambda_{cr}(d_{av}) = 0$.

(i) Since, by the above $A_{d_{av,2}} \subset A_{d_{av,1}}$ for $0 \leq d_{av,1} \leq d_{av,2}$, we immediately see $\lambda_{cr}(d_{av,1}) \leq \lambda_{cr}(d_{av,2})$.

(ii) First let $d_{av} \geq 0$. Certainly, if $R(\lambda) > \frac{d_{av}}{2}$ then $\lambda \geq \lambda_{cr}(d_{av})$, so, by contrapositive, if $0 < \lambda < \lambda_{cr}(d_{av})$ then $R(\lambda) \leq \frac{d_{av}}{2}$. Moreover, if $\lambda > \lambda_{cr}(d_{av})$, then (4.15) shows $\lambda \in A_{d_{av}}$, so $R(\lambda) > \frac{d_{av}}{2}$. This proves the first claim.

Now let $d_{av} > 0$ and $0 < \lambda < \lambda_{cr}(d_{av})$. Then, by the first claim, we already know $R(\lambda) \leq \frac{d_{av}}{2}$. Moreover, if we suppose that $R(\lambda) = \frac{d_{av}}{2}$ then (4.6) yields a contradiction to the fact that $\lambda_{cr}(d_{av})$ is a lower bound for $A_{d_{av}}$. Thus $R(\lambda) < \frac{d_{av}}{2}$ and this proves the second claim.

(iii) We certainly have that $\lambda_{cr}(d_{av}) < \infty$ for all $d_{av} \geq 0$ implies $\lambda_{cr}(d_{av}) < \infty$ for some $d_{av} \geq 0$. Next, if there exists $d_{av} \geq 0$ such that $\lambda_{cr}(d_{av}) < \infty$ then $A_{d_{av}}$ is not empty, hence $R(\lambda) > \frac{d_{av}}{2}$ for some $\lambda > 0$. Thirdly, if there exists $\lambda > 0$ such that $R(\lambda) > 0$ then, (4.7) gives $\lim_{\lambda \to \infty} R(\lambda) = \infty$. Lastly, if $\lim_{\lambda \to \infty} R(\lambda) = \infty$, then, for every $d_{av} \geq 0$, we have $R(\lambda) > \frac{d_{av}}{2}$ for all large enough $\lambda$ which shows that $A_{d_{av}}$ is not empty, hence $\lambda_{cr}(d_{av}) < \infty$ for all $d_{av} \geq 0$. This finishes the proof of (4.10).

For the proof of (4.11) we note that certainly $\lambda_{cr}(d_{av}) > 0$ for all $d_{av} > 0$ implies $\lambda_{cr}(d_{av}) > 0$ for some $d_{av} \geq 0$. Next, if there exists $d_{av} \geq 0$ such that $\lambda_{cr}(d_{av}) > 0$ then $R(\lambda) \leq \frac{d_{av}}{2} < \infty$ for some $\lambda > 0$ and so, by (4.7), $\limsup_{\lambda \to 0+} R(\lambda) \leq 0$. Lastly, if $\limsup_{\lambda \to 0+} R(\lambda) \leq 0$ then, for every $d_{av} > 0$, we have $R(\lambda) \leq \frac{d_{av}}{2}$ for all small enough $\lambda > 0$, and hence $\lambda_{cr}(d_{av}) > 0$ for every $d_{av} > 0$. This finishes the proof of (4.11).

For the proof of (4.12) recall that $\lambda_{cr}(0) = 0$ if and only if $A_0 = (0, \infty)$, which is the case if and only if $R(\lambda) > 0$ for any $\lambda > 0$. Moreover, $\lambda_{cr}(0) > 0$ if and only if $A_0 \neq (0, \infty)$, that is, if and only if there exists $\lambda > 0$ with $R(\lambda) \leq 0$.

Now we can give the

**Proof of Theorem 4.1.** (i)+(ii) Fix $d_{av} \geq 0$. It follows from Lemma B.1 and Proposition B.2 that $-\infty < E_{d_{av}}^d \leq 0$, for every $d_{av} \geq 0$ and $\lambda > 0$, and the map $\lambda \mapsto E_{d_{av}}^d$ is decreasing on $(0, \infty)$. Proposition 4.9 gives the existence of a critical threshold $0 \leq \lambda_{cr} = \lambda_{cr}(d_{av}) \leq \infty$
such that if $\lambda > \lambda_{cr}$, we have $R(\lambda) > \frac{d_{av}}{2}$. In this case, Lemma 4.3 shows that $E_{\lambda}^{d_{av}} < 0$. Moreover, if $0 < \lambda < \lambda_{cr}(d_{av})$, then Proposition 4.9 and Lemma 4.3 also show that $E_{\lambda}^{d_{av}} \geq 0$ and so $E_{\lambda}^{d_{av}} = 0$ for all $0 < \lambda < \lambda_{cr}(d_{av})$. This proves the first part of Theorem 4.1 and Theorem 3.1 yields the claims of its second part.

(iii) Let $d_{av} > 0$ and $0 < \lambda < \lambda_{cr}$. If $f \in l^2(\mathbb{Z})$ with $\|f\|_2 = \lambda > 0$ is a minimizer, then using (4.1) gives

$$0 = E_{\lambda}^{d_{av}} = H(f) \geq \|D+f\|^2 \left(\frac{d_{av}}{2} - R(\lambda)\right).$$

By Proposition 4.9(ii), we have $R(\lambda) < \frac{d_{av}}{2}$, so the inequality (4.16) implies $\|D+f\|^2 \leq 0$, that is, $\|D+f\|^2 = 0$. Since the kernel of $D_+$ is trivial this shows $f = 0$, which contradicts $\|f\|^2 = \lambda > 0$, so no minimizers can exist in this case.

(iv) By Remark 4.10 we have $\lambda_{cr} < \infty$ if and only if there exist $f \in l^2(\mathbb{Z})$ with $N(f) > 0$.

(v) We have to show that if $\gamma_1 \geq 6$, then $\lambda_{cr}(d_{av}) > 0$ for all $d_{av} > 0$. For this we use the inequality

$$\|f\|_2^2 \leq \|f\|_2^{-2} \|D+f\|_2^2$$

which holds for all $f \in l^2(\mathbb{Z})$ and all $\gamma \geq 6$. Assuming (4.17) for the moment, one can argue as follows: From (4.17) we have, under assumptions A1 with $\gamma_1 \geq 6$,

$$|N(f)| \leq \int \|V([T_r f])\|_1 \mu(dr) \leq \int \left(\|T_r f\|_2^{\gamma_1 - 2} + \|T_r f\|_2^{\gamma_2 - 2}\right) \|D + T_r f\|_2^2 \mu(dr) \leq \left(\|f\|_2^{\gamma_1 - 2} + \|f\|_2^{\gamma_2 - 2}\right) \|D+f\|_2^2.$$

So

$$|R(\lambda)| = \sup_{\|f\|_2^2 = \lambda} \frac{|N(f)|}{\|D+f\|_2^2} \leq \lambda^{\gamma_1 - 2} + \lambda^{\gamma_2 - 2} < \infty$$

which directly shows $\lim_{\lambda \to 0^+} R(\lambda) = 0$ and then (4.11) gives $\lambda_{cr}(d_{av}) > 0$ for all $d_{av} > 0$.

It remains to prove (4.17). For this we recall

$$\|f\|_\infty \leq \|f\|_2 \|D+f\|_2$$

for any $f \in l^2(\mathbb{Z})$. Indeed, to see this let $x \in \mathbb{Z}$, then

$$|f(x)|^2 = \sum_{l \leq x} (|f(l)|^2 - |f(l-1)|^2) = \sum_{l \leq x} (|f(l)|^2 + |f(l-1)|(|f(l)| - |f(l-1)|))$$

and similarly,

$$|f(x)|^2 = -\sum_{l > x} (|f(l)|^2 - |f(l-1)|^2) = -\sum_{l > x} (|f(l)|^2 + |f(l-1)|(|f(l)| - |f(l-1)|))$$

Adding this two inequalities and using Cauchy-Schwarz gives

$$|f(x)|^2 \leq \frac{1}{2} \sum_{l \in \mathbb{Z}} (|f(l)| + |f(l-1)|)(|f(l)| - |f(l-1)|)$$

$$\leq \frac{1}{2} \sum_{l \in \mathbb{Z}} (|f(l)| + |f(l-1)|)(|f(l)| - |f(l-1)|)$$

$$\leq \left(\sum_{l \in \mathbb{Z}} |f(l)|^2\right)^{1/2} \left(\sum_{l \in \mathbb{Z}} (|f(l)|^2 - |f(l-1)|^2)^{1/2}\right)^{1/2} = \|f\|_2 \|D+f\|_2$$
which, since it holds for all \(x \in \mathbb{Z}\), gives (4.18). From (4.18), we see that for \(\gamma > 4\),
\[
\|f\|_{\gamma}^2 \leq \|f\|_{\gamma-4}^2 \|f\|_{2}^4 \leq \|f\|_{\gamma-4}^2 \|D_f\|_2^2
\]
from which we immediately get (4.17) as soon as \(\gamma \geq 6\), since in this case \(\|f\|_{\gamma-4} \leq \|f\|_2\), by the monotonicity properties of \(l^p(\mathbb{Z})\) norms.

Finally, we come to the

**Proof of Theorem 1.2.** Assume that \(V\) obeys A1 through A3. Except for the finiteness of the threshold \(\lambda_{cr}\), all claims of Theorem 1.2 follow immediately from Theorem 4.1. In addition, Theorem 4.1 shows that the threshold is finite if and only if there exists \(f \in l^2(\mathbb{Z})\) with
\[
N(f) = \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V(|T_rf(x)|) \mu(dr) > 0.
\]
Lemma B.4 shows that under assumptions A2 and A3 we have \(\lim_{a \to \infty} V(a) = \infty\) and thus \(N(f)\) should be large, in particular positive, if \(f\) is ‘large’. Since \(V\) can be negative and due to the nonlocal nature of \(N\), this is not obvious, however. Moreover, in the discrete setting there are no nice initial conditions for which one can calculate the time evolution \(T_rf\) and then also \(N(f)\) explicitly, so the proof turns out to be a bit technical. It is deferred to Lemma B.6, where we show that under conditions A1, A2, and A3, there exists a simple family \(f_t \in l^2(\mathbb{Z})\) with \(\lim_{a \to \infty} N(f_t) = \infty\).

If, in addition, we assume A4, then Lemma B.5 shows \(E_{\lambda}^{d_{av}} < 0\) for all \(\lambda > 0\) and all \(d_{av} \geq 0\). So in this case we have \(\lambda_{cr}(d_{av}) = 0\) for all \(d_{av} \geq 0\).

5. **Exponential decay for positive average diffraction**

In this section, we will give the proof of Theorem 1.4. Our strategy for its proof is to first prove some exponential decay and then to boost this to get it up to what the physical heuristic argument in the introduction predicts.

5.1. **Some exponential decay.** The main goal in this section is to prove

**Proposition 5.1.** Assume that \(V\) obeys the assumption A1. Then any solution \(\varphi\) of (1.1) with \(\omega < 0\) decays exponentially, i.e., there exists \(\nu > 0\) such that
\[
x \mapsto e^{\nu |x|} \varphi(x) \in l^2(\mathbb{Z}).
\]

To prepare for its proof, define the cutoff function \(\chi(s) := \min(1, (|s| - 1)_+),\) i.e., \(\chi(s) = 0\) if \(|s| \leq 1\), \(\chi(s) = 1\) for \(|s| \geq 2\), and linearly interpolating in between. Furthermore, define the functions of \(s\) on \(\mathbb{R}\)
\[
\chi_{\tau}(s) := \chi(s/\tau), \quad F_{\nu,\varepsilon}(s) := \frac{\nu |s|}{1 + \varepsilon |s|}, \quad \text{and} \quad \xi_{\nu,\varepsilon,\tau} := e^{F_{\nu,\varepsilon}} \chi_{\tau},
\]
for any \(\tau > 0, \nu, \varepsilon \geq 0\).

It is clearly enough to prove that \(\xi_{\nu,0,\tau} \varphi \in l^2(\mathbb{Z})\) for some \(\nu > 0\) and \(\tau \geq 1\) for any solution of (1.1) with \(\omega < 0\). Choosing \(g = \xi^2 \varphi\) in (1.2) and using Lemma 3.6 on has
\[
\omega \|\xi\varphi\|_2^2 = \Re(\omega \langle \xi^2 \varphi, \varphi \rangle) = DH(\varphi)[\xi^2 \varphi] = d_{av} \Re(\langle \xi^2 \varphi, -\Delta \varphi \rangle) - \Re(DN(\varphi)[\xi^2 \varphi])
\]
\[
\geq -\frac{d_{av}}{2} \langle \varphi, (|D_+ \xi|^2 + |D_- \xi|^2) \varphi \rangle - \Re(DN(\varphi)[\xi^2 \varphi])
\]
(5.3)
where we used the lower bound (C.2) from Lemma C.1 and $\langle \xi \varphi, -\Delta (\xi \varphi) \rangle \geq 0$. Thus for $\omega < 0$ we have

$$\|\xi \varphi\|_2^2 \leq \frac{d_{av}}{2|\omega|} \langle \varphi, (|D_+ \xi|^2 + |D_- \xi|^2) \varphi \rangle + \frac{1}{|\omega|} \operatorname{Re} DN(\varphi)[\xi^2 \varphi]$$

(5.4)

which is our starting point for the proof of Proposition 5.1. To use it, the following two Lemmata are helpful.

**Lemma 5.2.** For all $\nu$, $\varepsilon \geq 0$ and $\tau > 0$ we have

$$|D_+ \xi_{\nu, \varepsilon, \tau}|^2 + |D_- \xi_{\nu, \varepsilon, \tau}|^2 \leq \frac{4e^{2\nu \tau}}{\tau^2} + 4(e^\nu - 1)^2 \xi_{\nu, \varepsilon, \tau}^2.$$  

(5.5)

In particular, for the choice $\nu := \tau^{-1}$ one has

$$\langle \varphi, (|D_+ \xi_{\nu, \varepsilon, \tau}|^2 + |D_- \xi_{\nu, \varepsilon, \tau}|^2) \varphi \rangle \leq \frac{4e^{2\tau}}{\tau^2} \|\varphi\|_2^2 + 4(e^{\tau} - 1)^2 \|\xi_{\nu, \varepsilon, \tau} \varphi\|_2^2$$

(5.6)

**Proof.** Clearly, (5.6) follows from (5.5), so it is enough to prove the first claim. Denoting $\xi = \xi_{\nu, \varepsilon, \tau}$ and $F = F_{\nu, \varepsilon}$, we have

$$D_+ \xi(x) = e^{F(x+1)} D_+ \chi_+(x) + D_+ e^F(x) \chi_+(x)$$

Thus for $x \geq 0$

$$|D_+ \xi(x)|^2 \leq 2e^{2F(x+1)} |D_+ \chi_+(x)|^2 + 2|e^{F(x+1)} - e^F(x)|^2 \chi_+(x)^2$$

$$\leq 2e^{2F(x+1)} \frac{1}{\tau^2} \mathbf{1}_{[r,2r-1]}(x) + 2|e^{F(x+1)} - F(x) - 1|^2 \xi(x)^2$$

$$\leq \frac{2e^{2F(2r)}}{\tau^2} + 2(e^\nu - 1)^2 \xi(x)^2$$

(5.7)

where we used $D_+ \chi_+(x) \leq \frac{1}{\tau} \mathbf{1}_{[r,2r-1]}(x)$ for $x \geq 0$ in the second inequality, the monotonicity of $F$ and the fact that $F$ obeys the triangle inequality, that is, $F(s_1 + s_2) \leq F(s_1) + F(s_2)$ for all $s_1, s_2 \in \mathbb{R}$ and hence, by the reverse triangle inequality, also $F(x+1) - F(x) \leq |F(x+1) - F(x)| \leq F(1) \leq \nu$, in the third inequality.

Now let $x \geq 1$. Then

$$D_- \xi(x) = D_- e^F(x) \chi_+(x) + e^{F(x-1)} D_- \chi_+(x),$$

so arguing similarly as above,

$$|D_- \xi(x)|^2 \leq 2|D_- e^F(x) \chi_+(x)|^2 + 2|e^{F(x-1)} D_- \chi_+(x)|^2$$

$$\leq 2|1 - e^{-|F(x)| - F(x-1)}|^2 \xi(x)^2 + 2 e^{2F(x-1)} \frac{1}{\tau^2} \mathbf{1}_{[r+1,2r]}(x)$$

$$\leq 2(e^\nu - 1)^2 \xi(x)^2 + \frac{2e^{2F(2r)}}{\tau^2}$$

(5.8)

for all $x \geq 1$. Using that $\xi$ is symmetric, and hence $D_+ \xi(-x) = -D_- \xi(x)$ holds, the bound (5.7) shows

$$|D_- \xi(x)|^2 \leq \frac{2e^{2F(2r)}}{\tau^2} + 2(e^\nu - 1)^2 \xi(x)^2$$

for $x \leq 0$ and the bound (5.8) shows

$$|D_+ \xi(x)|^2 \leq \frac{2e^{2F(2r)}}{\tau^2} + 2(e^\nu - 1)^2 \xi(x)^2$$

for $x \leq -1$. This proves (5.5).
From (5.4) it is clear that we also have to control $DN(\varphi)[\xi^2 \varphi]$. From Lemma 3.6, we get a simple bound
\[ |DN(f_2)[f_1]| \leq \int_\mathbb{R} \|T_rf_1 V'(|T_r f_2|)\|_1 \mu(dr) \] (5.9)
since $|\langle h_1, h_2 \rangle| \leq \|h_1 h_2\|_1$. From our assumptions on $V$ one sees
\[ |V'(a)| \lesssim a^{\gamma_1-1} + a^{\gamma_2-1} \]
for all $a \in \mathbb{R}_+$ and therefore
\[ |DN(f_2)[f_1]| \lesssim L^{\gamma_1}_\mu(f_1, f_2) + L^{\gamma_2}_\mu(f_1, f_2) \] (5.10)
where we used

**Definition 5.3.** For $\gamma \geq 2$ and $\mu$ a finite measure on $\mathbb{R}$ with compact support, let
\[ L^{\gamma}_\mu(f_1, f_2) := \int_\mathbb{R} \|T_r f_1 |T_r f_2|^{\gamma-1}\|_1 \mu(dr) \] (5.11)
A simple bound for the derivative of the nonlocal nonlinearity is given by

**Lemma 5.4.** Assume that $\mu$ is a finite measure with compact support and $V$ obeys assumption A1. Then for any $f_1, f_2 \in L^2(\mathbb{Z})$
\[ |DN(f_2)[f_1]| \lesssim \|f_1\|_2 \left(\|f_2\|_2^{\gamma_1-1} + \|f_2\|_2^{\gamma_2-1}\right) \]
where the implicit constant depends only on $\mu(\mathbb{R})$ and supp $\mu$ (and the constants in (5.10)).

**Proof.** This follows simply from (5.10)
\[ \|T_r f_1 |T_r f_2|^{\gamma-1}\|_1 \leq \|T_r f_1 |T_r f_2\|_1 \|T_r f_2\|_2^{\gamma-2} \]
the bound $\|T_r f_2\|_\infty \leq \|T_r f_2\|_2 = \|f_2\|_2$, by unitarity of $T_r$, the bound (A.5) and the assumption that $\mu$ is a finite measure with compact support.

We will need a version of Lemma 5.4 which is ‘exponentially twisted’,

**Lemma 5.5.** For $x \in \mathbb{R}$. Then for all $\gamma \geq 2$, all finite measures $\mu$ with compact support, and all $0 < \alpha < \frac{1}{2}$
\[ L^{\gamma}_\mu(e^{F_{\nu, \epsilon} h_1}, e^{-F_{\nu, \epsilon} h_2}) \lesssim \min(1, s^{-\alpha}) \|h_1\|_2 \|h_2\|_2 \|e^{-F_{\nu, \epsilon} h_2}\|_2^{\gamma-2} \] (5.12)
where $s := \text{dist}(\text{supp } h_1, \text{supp } h_2) \geq 0$ and the implicit constant is independent of $\epsilon > 0$ and depends increasingly on $\nu \geq 0$, $\mu(\mathbb{R})$, and the support of $\mu$ and $\alpha$.

**Remark 5.6.** In the equation above, we set $0^{-\alpha} := \lim_{s \to 0} s^{-\alpha} = 1$, when $s = 0$.

**Proof.** Let $B > 0$ such that supp $\mu \subset [-B, B]$. Then
\[ L^{\gamma}_\mu(e^{F_{\nu, \epsilon} h_1}, e^{-F_{\nu, \epsilon} h_2}) \leq \mu(\mathbb{R}) \sup_{|r| \leq B} \|T_r(e^{F_{\nu, \epsilon} h_1})|T_r(e^{-F_{\nu, \epsilon} h_2})\|_1^{\gamma-1} \]
Fix $r \in \mathbb{R}$, then
\[ \|T_r(e^{F_{\nu, \epsilon} h_1})|T_r(e^{-F_{\nu, \epsilon} h_2})\|_1^{\gamma-1} \leq \|T_r(e^{F_{\nu, \epsilon} h_1})T_r(e^{-F_{\nu, \epsilon} h_2})\|_1 \|T_r(e^{-F_{\nu, \epsilon} h_2})\|_\infty^{\gamma-2} \]
The first factor is bounded by (A.6) and for the second factor we simply note
\[ \|T_r(e^{-F_{\nu, \epsilon} h_2})\|_\infty \leq \|T_r(e^{-F_{\nu, \epsilon} h_2})\|_2 = \|e^{-F_{\nu, \epsilon} h_2}\|_2 \]
since $T_r$ is unitary on $L^2(\mathbb{Z})$. Since $\frac{2|\langle [A_{\nu, \epsilon} \nu], h_2 \rangle|}{\|h_2\|^2} \lesssim s^{-\alpha}$ for any fixed $B, \nu > 0$, $0 < \alpha < \frac{1}{2}$, and all bounded $\nu$, this finishes the proof.

A useful consequence of this is
Corollary 5.7. Assume that V obeys assumption A1. Then for the choice $\nu = \tau^{-1}$

$$|DN(\varphi)[\xi_{\nu,\varepsilon,\tau}^2]| \lesssim o(1) \left( \|\xi_{\nu,\varepsilon,\tau}\varphi\|_2^2 + \|\xi_{\nu,\varepsilon,\tau}\varphi\|_2 \right)$$

where the implicit constant depends only on $\gamma_1, \gamma_2$, $\mu(\mathbb{R})$, the support of $\mu$, $\|\varphi\|_2$ and $o(1)$ denotes a term which, for fixed $\varphi \in l^2(\mathbb{Z})$, goes to zero uniformly in $\varepsilon > 0$ as $\tau \to \infty$.

Proof. Set $\xi = \xi_{\nu,\varepsilon,\tau}$ and $F = F_{\nu,\varepsilon}$. Because of (5.10), we need to control $L_{\mu}^\gamma(\xi^2 \varphi, \varphi)$ for $\gamma = \gamma_1$ and $\gamma = \gamma_2$. Let $\varphi_\tau := \chi_{\tau}\varphi$ and $h_\tau := e^F \varphi_\tau$ and split $h := e^F \varphi$ into $h_\tau$ and $h_{\ll} := (1 - \chi_{\tau})h$. Then $h = h_\tau + h_{\ll}$ and since $|a + b|^{-1} \leq |a|^{-1} + |b|^{-1}$, we have

$$L_{\mu}^\gamma(\xi^2 \varphi, \varphi) = L_{\mu}^\gamma(e^F \chi_{\tau}h_\tau, e^{-F}h)$$

$$\leq L_{\mu}^\gamma(e^F \chi_{\tau}h_\tau, e^{-F}h_\tau) + L_{\mu}^\gamma(e^F \chi_{\tau}h_\tau, e^{-F}h_{\ll})$$

Lemma 5.5 yields

$$L_{\mu}^\gamma(e^F \chi_{\tau}h_\tau, e^{-F}h_\tau) \leq \|h_\tau\|^2_2 \|\varphi_\tau\|_2^{-2}$$

since $\|\chi_\tau h_\tau\|_2 \leq \|h_\tau\|_2$. Splitting $h_{\ll} = h_\tau + h_{\sim}$, where $h_\tau := 1_{[-\tau/2, \tau/2]}(x)h_\tau$ and $h_{\sim} := h_\tau - h_{\ll}$ we also have

$$L_{\mu}^\gamma(e^F \chi_{\tau}h_\tau, e^{-F}h_{\ll}) \leq L_{\mu}^\gamma(e^F \chi_{\tau}h_\tau, e^{-F}h_{\ll})$$

$$\leq (\tau/2)^{-\gamma/8} \|h_\tau\|_2 \|\varphi_\tau\|_2^{-2} + \|h_{\sim}\|_2 \|\varphi_{\sim}\|_2^{-2}$$

$$\leq (\tau/2)^{-\gamma/8} \|h_\tau\|_2 \|\varphi_{\sim}\|_2^{-1} + \|h_{\sim}\|_2 \|\varphi_{\sim}\|_2^{-1}$$

because of Lemma 5.5, since $h_\tau$ and $h_\sim$ have supports separated by at least $\tau/2$ and $\|h_{\ll}\|_2 \leq e^{\nu \tau/2} \|\varphi_{\ll}\|_2 \leq e^{1/2} \|\varphi\|_2$ and $\|h_{\sim}\|_2 \leq e^{2 \nu \tau} \|\varphi_{\sim}\|_2 \leq e^2 \|\varphi_{\sim}\|_2$. Together, the above bounds show

$$L_{\mu}^\gamma(\xi^2 \varphi, \varphi) \leq \left( \|\varphi\|_2^{-2} + (\tau/2)^{-\gamma/8} \|\varphi_{\sim}\|_2^{-1} + \|\varphi_{\sim}\|_2^{-1} \right)(\|h_\tau\|_2^2 + \|h_{\tau}\|_2).$$

Since, for fixed $\varphi \in l^2(\mathbb{Z})$, the term $\|\varphi\|_2^{-2} + (\tau/2)^{-\gamma/8} \|\varphi_{\sim}\|_2^{-1} + \|\varphi_{\sim}\|_2^{-1}$ goes to zero as $\tau \to \infty$, this finishes the proof of the corollary.

Now we can give the

Proof of Proposition 5.1. Let $\varphi$ be a solution of (1.1) with $\omega < 0$ and $d_{\omega, \varepsilon} > 0$. Then with $\chi_{\tau}, F_{\nu,\varepsilon}$, and $\xi_{\nu,\varepsilon,\tau}$ as before together with the choice $\nu = \tau^{-1}$, the inequality (5.4) and Lemma 5.2 and Corollary 5.7 show

$$\|\xi_{\nu,\varepsilon,\tau}\varphi\|_2^2 \leq o_1(1) \left( \|\xi_{\nu,\varepsilon,\tau}\varphi\|_2^2 + \|\xi_{\nu,\varepsilon,\tau}\varphi\|_2 \right) + o_2(1) \quad (5.13)$$

where $o_1(1)$ and $o_2(1)$ denote terms which, for fixed $\varphi \in l^2(\mathbb{Z})$ and $\nu = \tau^{-1}$, go to zero as $\tau \to \infty$ uniformly in $\varepsilon > 0$. Choosing $\tau$ so large that $o_1(1) \leq \frac{1}{2}$, the bound (5.13) gives

$$\|\xi_{\nu,\varepsilon,\tau}\varphi\|_2^2 \leq \|\xi_{\nu,\varepsilon,\tau}\varphi\|_2 \leq 1 \quad (5.14)$$

as long as $\nu = \tau^{-1}$ and $\tau$ is large enough. Clearly, (5.14) shows that $\|\xi_{\nu,\varepsilon,\tau}\varphi\|_2$ stays bounded as $\varepsilon \to 0$, so

$$\|e^{F_{\nu,0}} \varphi_{\tau}\|_2 = \lim_{\varepsilon \to 0} \|e^{F_{\nu,\varepsilon}} \varphi_{\tau}\|_2 < \infty$$

as long as $\nu = \tau^{-1}$ and $\tau$ is large enough.
5.2. **Boosting the decay rate.** Given Proposition 5.1 we know that a solution $\varphi$ of (1.1) with $\omega < 0$ and $d_{av} > 0$ has some exponential decay, that is, for some $\nu > 0$ we have $e^{\nu |x|} \varphi(\cdot) \in l^2(\mathbb{Z})$. The goal in this section is to boost this to prove the lower bound (1.11) on the exponential decay rate from Theorem 1.4. For this we need a refinement of (5.4) and of Lemma 5.2. Looking at the proof of (5.4), we need to refine the error in the IMS localization formula. This is the context of

**Lemma 5.8.** Let $F : \mathbb{Z} \to \mathbb{R}$ be bounded. Then for all $\varphi \in l^2(\mathbb{Z})$

$$\text{Re}(\langle e^{2F} \varphi, -\Delta \varphi \rangle) \geq -\langle e^F \varphi, (\cosh(D_+ F) + \cosh(D_- F) - 2) e^F \varphi \rangle$$

**Proof.** Using the formula (C.1) for $\xi = e^F$ one sees

$$\text{Re}(\langle e^{2F} \varphi, -\Delta \varphi \rangle) = \langle e^F \varphi, -\Delta(e^F \varphi) \rangle - \sum_{x \in \mathbb{Z}} |D_+ e^F(x)|^2 \text{Re}(\overline{\varphi(x)} \varphi(x + 1)) \geq -\sum_{x \in \mathbb{Z}} |D_+ e^F(x)|^2 \text{Re}(\overline{\varphi(x)} \varphi(x + 1)).$$

since $\langle e^F \varphi, -\Delta(e^F \varphi) \rangle \geq 0$. A simple calculation shows

$$|D_+ e^F(x)|^2 = 2(\cosh(F(x + 1) - F(x)) - 1) e^F(x) e^{F(x+1)}.$$ 

Thus

$$\sum_{x \in \mathbb{Z}} |D_+ e^F(x)|^2 \text{Re}(\overline{\varphi(x)} \varphi(x + 1)) = \sum_{x \in \mathbb{Z}} (\cosh(D_+ F(x)) - 1) 2 \text{Re}(e^F(x) \overline{e^F(x + 1)} \varphi(x + 1)) \leq \sum_{x \in \mathbb{Z}} (\cosh(D_+ F(x)) - 1) \left( |e^F(x) \varphi(x)|^2 + |e^F(x+1) \varphi(x + 1)|^2 \right) = \langle e^F \varphi, (\cosh(D_+ F) + \cosh(D_- F) - 2) e^F \varphi \rangle.$$

Since $\cosh$ is even and increasing on $\mathbb{R}_+$ and

$$|D_{\pm} F_{\nu,\varepsilon}(x)| = |F_{\nu,\varepsilon}(x \pm 1) - F_{\nu,\varepsilon}(x)| \leq F_{\nu,\varepsilon}(1) \leq \nu,$$

Lemma 5.8 gives for $F = F_{\nu,\varepsilon}$ and any solution $\varphi$ of (1.1) with $\omega < 0$ and $d_{av} > 0$ the bound

$$\omega \| e^F \varphi \|^2 = \text{Re}(\omega \langle e^{2F} \varphi, \varphi \rangle) = d_{av} \text{Re}(\langle e^{2F} \varphi, -\Delta \varphi \rangle) - \text{Re}(DN(\varphi)[e^{2F} \varphi]) \geq -d_{av} \langle e^F \varphi, 2(\cosh(\nu) - 1) e^F \varphi \rangle - |DN(\varphi)[e^{2F} \varphi]|$$

(5.15)

In other words, since $\omega < 0$, we have the bound

$$|\omega| \geq 2d_{av}(\cosh(\nu) - 1) \| e^{F_{\nu,\varepsilon}} \varphi \|^2 \leq |DN(\varphi)[e^{2F_{\nu,\varepsilon}} \varphi]|$$

(5.16)

which will help to control $\| e^{F_{\nu,\varepsilon}} \varphi \|$ as long as $|\omega| > 2d_{av}(\cosh(\nu) - 1)$. To control the right hand side of (5.16), we note

**Lemma 5.9.** Assume that $V$ obeys the assumption A1 and $\mu$ is a finite measure with compact support. Then, if $e^{\nu_0 |x|} \varphi(\cdot) \in l^2(\mathbb{Z})$ for some $\nu_0 > 0$ we have

$$\limsup_{\varepsilon \to 0} |DN(\varphi)[e^{2F_{\nu,\varepsilon}} \varphi]| < \infty$$

(5.17)

for all $0 < \nu \leq \frac{27}{2} \nu_0$. 

Remark 5.10. One might hope that even despite the nonlocal nature of $DN$ one could have

$$|DN(\varphi)[e^{F \psi}]| \leq |DN(e^{F \varphi})|.|\psi|.$$  

Setting $\psi_\varepsilon := e^{F_{v_0} \cdot \varphi}$ and using $2F_{\nu, \varepsilon} = F_{2(\nu - v_0), \varepsilon} + 2F_{v_0, \varepsilon}$, one could conclude from this

$$|DN(\varphi)[e^{F_{v_0} \cdot \varphi}]| = |DN(\varphi)[e^{F_{v_0} \cdot \varphi} e^{F_{2(\nu - v_0), \varepsilon} \psi_\varepsilon}]| \leq |DN(\psi_\varepsilon)[e^{F_{2(\nu - v_0), \varepsilon} \psi_\varepsilon}]|$$

but since $\gamma_1 > 2$, we have $\nu - v_0 > 0$ for $v_0 < \nu \leq \frac{\gamma_1}{2} v_0$ and this leaves an excess exponential weight $F_{2(\nu - v_0), \varepsilon}$. The point of the Lemma is that this excess weight is absorbed by the nonlinearity even though it is nonlocal.

Proof. Set $\psi_\varepsilon := e^{F_{v_0} \cdot \varphi}$. Then $\limsup_{\varepsilon \to 0} \|\psi_\varepsilon\|_2 < \infty$ and with (5.10) and Definition 5.3 we have

$$|DN(\varphi)[e^{F_{v_0} \cdot \varphi}]| = |DN(\varphi)[e^{F_{2v_0} \cdot \varepsilon \psi_\varepsilon}]| \leq L_\mu (e^{F_{2v_0} \cdot \varepsilon \psi_\varepsilon}, \varphi) + L_{\mu_2} (e^{F_{2v_0} \cdot \varepsilon \psi_\varepsilon}, \varphi)$$

Using (A.7), we see

$$L_\mu (e^{F_{2v_0} \cdot \varepsilon \psi_\varepsilon}, \varphi) \leq \mu(\mathbb{R}) \sup_{|r| \leq B} \|T_r(e^{F_{2v_0} \cdot \varepsilon \psi_\varepsilon})|T_r \varphi|^{-1}\|_1$$

$$\leq \mu(\mathbb{R})(2e^{4B(1 + \nu)}) \gamma \|\psi_\varepsilon\|_2 \|e^{F_{2v_0} \cdot \varepsilon \varphi\varphi}\|_2^{-1}$$

for $\gamma = \gamma_1, \gamma_2$. By assumption, $\limsup_{\varepsilon \to 0} \|\psi_\varepsilon\|_2 < \infty$ and in order to have

$$\limsup_{\varepsilon \to 0} \|e^{F_{2v_0} \cdot \varepsilon \varphi\varphi}\|_2 < \infty$$

we need $2\nu - v_0 \leq (\gamma_1 - 1)v_0$, which is equivalent to $\nu \leq \frac{\gamma_1}{2} v_0$, so (5.17) follows. 

Before we come our key result for boosting the exponential decay rate, we need some more notation. Note that $0 \leq \nu \to 2d_{av}(\cosh(\nu) - 1)$ is strictly increasing from zero to infinity. Thus for any $\omega < 0$ there exist a unique $\mathcal{v} > 0$ such that

$$2d_{av}(\cosh(\mathcal{v}) - 1) = |\omega|.$$  

(5.18)

In other words, $\mathcal{v}$ is given by the right hand side of (1.11).

Proposition 5.11 (Boosting the exponential decay rate). Assume that $V$ obeys the assumption $A1$ and that $\varphi$ is a solution of (1.1) for some $\omega < 0$ and $d_{av} > 0$, and $\mathcal{v}$ is given by (5.18). Furthermore, assume that for some $0 < \nu < \mathcal{v}$ we have $e^{\nu \cdot \varphi} \in l^2(\mathbb{Z})$. If $\delta > 0$ is such that

$$\nu + \delta \leq \varphi < \mathcal{v} \quad \text{and} \quad \delta \leq \frac{\gamma_1 - 2}{\mathcal{v}} \nu$$

then $e^{(\nu + \delta) \cdot \varphi} \in l^2(\mathbb{Z})$.

Proof. Let $\nu_1 := \nu + \delta < \mathcal{v}$. Then $|\omega| - 2d_{av}(\cosh(\nu_1) - 1) > 0$ and (5.16) shows

$$\|e^{F_{\nu_1} \cdot \varphi}\|_2^2 \leq |DN(\varphi)[e^{2F_{\nu_1} \cdot \varphi}]|.$$  

(5.19)

Since the condition $\delta \leq \frac{\gamma_1 - 2}{\mathcal{v}} \nu$ is equivalent to $\nu_1 \leq \frac{\gamma_1}{2} \nu$, (5.19), Lemma 5.9, and the monotone convergence theorem yield

$$\|e^{F_{\nu_1} \cdot \varphi}\|_2^2 = \lim_{\varepsilon \to 0} \|e^{F_{\nu_1} \cdot \varepsilon \varphi}\|_2^2 \leq \limsup_{\varepsilon \to 0} |DN(\varphi)[e^{2F_{\nu_1} \cdot \varphi}]| < \infty$$

which proves the claim. 

Now we come to the
Proof of Theorem 1.4. From Proposition 5.1 we know that
\[ \nu_\ast := \sup \left\{ \nu > 0 \mid (x \mapsto e^{i|x|} \varphi(x)) \in l^2(\mathbb{Z}) \right\} > 0. \] (5.20)
In order to prove the lower bound (1.11), let us assume that, in the contrary, \( 0 < \nu_\ast < \nu \), where \( \nu \) is given by (5.18). Take any \( 0 < \nu_0 < \nu_\ast \) and choose
\[ \delta = \delta_{\nu_0} := \min \left( \frac{\nu - \nu_0}{2}, \frac{\gamma_1 - 2}{2} \nu_0 \right). \]
Then Proposition 5.11 shows \( e^{i|x|} \varphi \in l^2(\mathbb{Z}) \) for \( \nu = \nu_0 + \delta_{\nu_0} \), that is,
\[ \nu_0 + \delta_{\nu_0} \leq \nu_\ast \quad \text{for any } 0 < \nu_0 < \nu_\ast \]
by the definition of \( \nu_\ast \). However, since we assumed \( 0 < \nu_\ast < \nu \) and \( \gamma_1 > 2 \) we have \( \frac{\nu + \nu_\ast}{2} > \nu_\ast \) and \( \frac{\gamma_1}{2} \nu_\ast > \nu_\ast \). Thus
\[ \nu_0 + \delta_{\nu_0} = \min \left( \frac{\nu + \nu_\ast}{2}, \frac{\gamma_1}{2} \nu_\ast \right) \rightarrow \min \left( \frac{\nu + \nu_\ast}{2}, \frac{\gamma_1}{2} \nu_\ast \right) > \nu_\ast \quad \text{as } \nu_0 \rightarrow \nu_\ast \]
which is a contradiction. So \( \nu_\ast \geq \nu \). \( \blacksquare \)

6. Super-exponential decay for zero average diffraction

In this section, we show that any solution \( \varphi \in l^2(\mathbb{Z}) \) of (1.1) for zero average diffraction decays super-exponentially, with an explicit lower bound on the decay rate. We are guided by the approach of [16] and follow in part their argument, however, we also need to make substantial modifications. Similar to [16], we focus on the tail distribution \( \beta \) of \( \varphi \), where
\[ \beta(n) := \left( \sum_{|x| \geq n} |\varphi(x)|^2 \right)^{1/2} \] (6.1)
for \( n \in \mathbb{N}_0 \). Our main tool for showing this very fast decay is the following self-consistency bound on the tail distribution \( \beta \), which generalizes the one in [16]. This bound will be important for establishing some super-exponential decay in Section 6.1, as well as boosting it to the lower bound in Section 6.2, which together will yield the proof of Theorem 1.7.

Proposition 6.1 (Self-consistency bound). Assume that \( V \) obeys the conditions of assumption A1 and \( \omega \neq 0 \). If \( \varphi \) is a solution of (1.1) for \( d_{av} = 0 \) then with \( \theta := \gamma_1 - 1 > 1 \) and for any \( m, n \in \mathbb{N}_0 \) and \( 0 < \alpha < \frac{1}{2} \) the bound
\[ \beta(n + m) \leq \beta(n)^\theta + (m + 1)^{-\alpha(m + 1)} \] (6.2)
holds where the implicit constant depends only on \( \alpha, \omega, \) and \( \|\varphi\|_2 \).

Proof. If \( \varphi \) is a solution of (1.1) with \( \omega \neq 0 \) and \( d_{av} = 0 \), then
\[ \langle \varphi, g \rangle = -\omega^{-1}DN(\varphi)[g] \]
with \( DN(\varphi)[g] \) from Remark 3.7. Now define the hard cutoff \( \chi_l(x) := 1 \) if \( |x| \geq l \) and \( \chi_l(x) = 0 \) if \( |x| \leq l - 1 \) and choose \( g = \varphi_\ast := \chi_l \varphi \) with \( l = n + m \). Then (5.10) again shows
\[ \beta(n + m)^2 = \langle \varphi_\ast, \varphi \rangle \leq L_{\mu}^{\gamma_1}(\varphi_\ast, \varphi) + L_{\mu}^{\gamma_2}(\varphi_\ast, \varphi) \]
and splitting \( \varphi = \varphi_\ast + \varphi_\ast \) with \( \varphi_\ast := \chi_n \varphi \) and \( \varphi_\ast := \varphi - \varphi_\ast \), which has support in \([- (n - 1), n - 1] \) shows
\[ \beta(n + m)^2 \leq L_{\mu}^{\gamma_1}(\varphi_\ast, \varphi) + L_{\mu}^{\gamma_2}(\varphi_\ast, \varphi) \]
\[ \leq L_{\mu}^{\gamma_1}(\varphi_\ast, \varphi_\ast) + L_{\mu}^{\gamma_2}(\varphi_\ast, \varphi_\ast) + L_{\mu}^{\gamma_1}(\varphi_\ast, \varphi_\ast) + L_{\mu}^{\gamma_2}(\varphi_\ast, \varphi_\ast). \]
Lemma 5.5 for $F = F_{\nu, \varepsilon} = 0$ shows
\[ L^\gamma_{\mu}(\varphi_\geq, \varphi_\leq) \leq \|\varphi_\geq\|_2 \|\varphi_\leq\|_2^{-1} = \beta(n + m)\beta(n)^{\gamma - 1} \]
and
\[ L^\gamma_{\mu}(\varphi_\geq, \varphi_\leq) \leq (m + 1)^{-(\alpha(m + 1)} \|\varphi_\geq\|_2 \|\varphi_\leq\|_2^{-1} \leq (m + 1)^{-(\alpha(m + 1)} \beta(n + m)\beta(0)^{\gamma - 1} \]
for $\gamma = \gamma_1, \gamma_2$. Since $\beta(n)^{\gamma - 1} \leq \beta(0)^{\gamma - 1} \beta(n)^{\gamma - 1}$, this finishes the proof. ■

The self-consistency bound from Proposition 6.1 is our main tool to prove Theorem 1.7. Again, we split the argument, first we show some super-exponential decay and then we boost this. The first part is, with considerable changes, similar to the approach in [16], but since the decay rate of Theorem 1.7 for $V(a) \sim |a|^2 a$ is quite a bit better than in [16], we have to do much better in the second step.

6.1. Some super–exponential decay.

Proposition 6.2 (Some super–exponential decay). Let $\beta$ be a decreasing non-negative function, vanishing at infinity, which obeys the self-consistency bound (6.2) of Proposition 6.1 for some $\theta = \gamma_1 - 1 > 1$. Then there exists $\nu > 0$ such that
\[ \beta(n) \leq (n + 1)^{-\nu(n+1)} \]
for all $n \in \mathbb{N}_0$.

Corollary 6.3 (= first step in the proof of Theorem 1.7). Assume $d_{\text{av}} = 0$ and $V$ obeys assumption A1. Then for any solution $\varphi$ of (1.1) with $\omega \neq 0$, there exists $\nu > 0$ such that
\[ |\varphi(x)| \leq (|x| + 1)^{-\nu(|x|+1)} \]
for all $x \in \mathbb{Z}$.

Proof. Given Proposition 6.2, this follows immediately from $|\varphi(x)| \leq \beta(|x|)$, where $\beta$ is defined in (6.1).

In order to prove Proposition 6.2, for any $\nu \geq 0$, define the weight $H_{\nu}$ by
\[ H_{\nu}(s) := (s + 1)^{\nu(s+1)} \quad \text{(6.3)} \]
for $s \geq 0$ and its regularized version of $H_{\nu, \varepsilon}$ given by
\[ H_{\nu, \varepsilon}(s) := \frac{H_{\nu}(s)}{1 + \varepsilon H_{\nu}(s)} = \frac{1}{H_{\nu}(s)^{-1} + \varepsilon}. \quad \text{(6.4)} \]
for $s, \varepsilon \geq 0$. We need some basic properties of $H_{\nu, \varepsilon}$ given in

Lemma 6.4. (i) For any $\varepsilon \geq 0$, the function $(\nu, s) \in \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow H_{\nu, \varepsilon}(s)$ is bounded above by $\varepsilon^{-1}$. Moreover, the function $H_{\nu, \varepsilon}(s)$ is increasing in $s, \nu \geq 0$, decreasing in $\varepsilon \geq 0$, and depends continuously on $\nu, \varepsilon, s \geq 0$.

(ii) Let $0 < \sigma < 1$ and $0 < \nu < \frac{\sigma}{8}$. Furthermore, let $m := |\sigma(l + 1)|$ for $l \in \mathbb{N}_0$. Then
\[ H_{\nu}(l)(m + 1)^{-m+1} \leq \exp \left( - \left( \frac{\sigma}{8} \ln(l + 1) + \frac{1}{4\varepsilon} \right)(l + 1) \right). \quad \text{(6.5)} \]

(iii) Let $\nu > 0$, $\theta > 1$, $0 < \sigma < \frac{\theta}{8}$, then there exist a constant $C = C(\theta, \sigma, \nu)$ which is decreasing in $\theta$, increasing in $\sigma$ and $\nu$, such that with $n = l - |\sigma(l + 1)|$
\[ H_{\nu, \varepsilon}(l) \leq CH_{\nu, \varepsilon}(n)^{\theta} \quad \text{(6.6)} \]
for all $l \in \mathbb{N}_0$ and $0 \leq \varepsilon \leq 1$.

\[ \text{\footnotesize{\textsuperscript{4}Recall $|s| := \max \{k \in \mathbb{Z} | k \leq s\}$}}.\]
(iv) Let $\beta : \mathbb{N}_0 \to \mathbb{R}$ be a bounded function and $\tau \in \mathbb{N}_0$. Then the map
\[ [0, \infty) \times (0, \infty) \ni (\nu, \varepsilon) \mapsto \|\beta\|_{\nu, \varepsilon, \tau} := \sup_{l \geq \tau} H_{\nu, \varepsilon}(l) \beta(l) \]
is continuous.

(v) For $0 < \nu$, $\tau \in \mathbb{N}_0$, and an arbitrary bounded function $\beta : \mathbb{N}_0 \to \mathbb{R}$,
\[ \|\beta\|_{\nu, 0, \tau} = \lim_{\varepsilon \to 0} \|\beta\|_{\nu, \varepsilon, \tau} = \sup_{0 < \varepsilon \leq 1} \|\beta\|_{\nu, \varepsilon, \tau}. \]  
(6.7)

We will give the proof of this Lemma at the end of this section and come to the

Proof of Proposition 6.2. We need to show that for some $\nu > 0$ and some $\tau \in \mathbb{N}$
\[ \sup_{l \geq \tau} H_{\nu}(l) \beta(l) < \infty. \]  
(6.8)

Let $\alpha = \frac{1}{4}$ and $\theta = \gamma_1 - 1 > 1$. The self-consistency bound (6.2) shows
\[ \beta(l) \leq \beta(n)^\theta + (m + 1)^{-(m+1)/4} \]  
(6.9)

for all $l, m, n \in \mathbb{N}_0$ with $l = n + m$.

We fix $\sigma = \frac{\theta - 1}{2\theta}$ then $0 < \sigma < 1/2$ and we consider $0 < \nu \leq \sigma/8$, which we choose more precisely below, and let
\[ m = \lfloor \sigma(l + 1) \rfloor. \]

Multiplying (6.9) by $H_{\nu, \varepsilon}(l)$ and using Lemma (iii) shows
\[ H_{\nu, \varepsilon}(l) \beta(l) \leq (H_{\nu, \varepsilon}(n) \beta(n))^\theta + H_{\nu}(l)(m + 1)^{-(m+1)/4} \]
uniformly in $0 < \varepsilon \leq 1$, hence, for any $\tau \in \mathbb{N}_0$, since $n = l - m \geq [(1 - \sigma)(\tau + 1) - 1]$ if
\[ l \geq \tau, \]
also
\[ \|\beta\|_{\nu, \varepsilon, \tau} = \sup_{l \geq \tau} H_{\nu, \varepsilon}(l) \beta(l) \leq \|\beta\|_{\nu, \varepsilon, \tau}^\theta + \sup_{l \geq \tau} H_{\nu}(l)(m + 1)^{-(m+1)/4} \]
where we introduced $\tilde{\tau} := [(1 - \sigma)(\tau + 1) - 1]$. Note
\[ \|\beta\|_{\nu, \varepsilon, \tau}^\theta \leq \|\beta\|_{\nu, \varepsilon, \tau}^\theta + \max_{\tilde{\tau} \in n \leq \tilde{\tau} - 1} (H_{\nu, \varepsilon}(n) \beta(n))^\theta \leq \|\beta\|_{\nu, \varepsilon, \tau}^\theta + H_{\nu}(\tau - 1)^\theta \beta(\tilde{\tau})^\theta \]
\[ = \|\beta\|_{\nu, \varepsilon, \tau}^\theta + \tau^{\theta
u\tau} \beta(\tilde{\tau})^\theta \]
by the monotonicity of $H_{\nu, \varepsilon}$ and $\beta$. So setting $R_1(\tau) := \sup_{l \geq \tau} e^{-\frac{\nu}{2} \ln(l(1+1/\tau^\nu) - 1)}$, using
Lemma (ii) and $0 < \nu \leq \frac{\sigma}{8}$, we arrive at
\[ \|\beta\|_{\nu, \varepsilon, \tau} \leq C \left( \|\beta\|_{\nu, \varepsilon, \tau}^\theta + \tau^{\theta
u\tau} \beta(\tilde{\tau})^\theta + R_1(\tau) \right) \]  
(6.10)
for some universal constant $C$ independent of $\tau \in \mathbb{N}$. Now let $\tau_1$ be so large that $\frac{1}{\tau \ln \tau} \leq \frac{\sigma}{8}$
for all $\tau \geq \tau_1$. Choosing $\nu := \frac{1}{\tau \ln \tau}$ gives $\tau^{\theta
u\tau} = e^\theta$ and with
\[ G(u) := u - C u^\theta \quad \text{for } u \geq 0 \]
we see that (6.10) can be rewritten as
\[ G(\|\beta\|_{\nu, \varepsilon, \tau}) \leq R_2(\tau) \]  
(6.11)
for all $\tau \geq \tau_1$, where $\nu = \frac{1}{\tau \ln \tau}$, and $R_2(\tau) := C \left( e^\theta \beta(\tilde{\tau}) + R_1(\tau) \right)$ with $\tilde{\tau} := [(1 - \sigma)(\tau + 1) - 1]$.

Now the argument continues exactly as in [16], we will give it for the convenience of the reader: Certainly $G$ is continuous on $[0, \infty)$ with $G(0) = 0$ and $\lim_{u \to \infty} G(u) = -\infty$. Also
$G$ has a single strictly positive maximum on $[0, \infty)$, that is there exists a single $u_{\text{max}} > 0$ such that
\[ G_{\text{max}} := G(u_{\text{max}}) = \sup_{u \geq 0} G(u) > 0 \]
and the inverse image of the set $[0, G_{\text{max}}/2]$ under $G$ is given by
\[ G^{-1}([0, G_{\text{max}}/2]) = [0, u_1] \cup [u_2, \infty) \]
for some $0 < u_1 < u_{\text{max}} < u_2 < \infty$.

Note that $\lim_{\tau \to \infty} R_2(\tau) = 0$ since $\beta$ and $R_1$ are going to zero at infinity and $\lim_{\tau \to \infty} \tilde{\tau} = \infty$. Choose $\tau_2 > \tau_1$ so large that $R_2(\tau) \leq G_{\text{max}}/2$ for all $\tau \geq \tau_2$. Then (6.11) shows that
\[ \| \beta \|_{\nu, \epsilon, \tau} \in [0, u_1] \cup [u_2, \infty) \]
for all $\tau \geq \tau_2$ and all $0 < \epsilon \leq 1$, as long as $\nu = \frac{1}{\ln \tau}$.

Step 1: Because of Lemma (iv), for fixed $\nu, \tau > 0$, the map $0 < \epsilon \mapsto \| \beta \|_{\nu, \epsilon, \tau}$ is continuous. So since $u_1 < u_2$, the intermediate value theorem for continuous functions and (6.12) show that we have, for all $\tau \geq \tau_2$ and $\nu = \frac{1}{\ln \tau}$, the dichotomy
\[ \text{either } 0 \leq \| \beta \|_{\nu, \epsilon, \tau} \leq u_1 \text{ for all } 0 < \epsilon \leq 1, \text{ or } u_2 \leq \| \beta \|_{\nu, \epsilon, \tau} \text{ for all } 0 < \epsilon \leq 1. \]

Step 2: Since $H_{\nu, 1} \leq 1$ by Lemma (i), we have $\| \beta \|_{\nu, 1, \tau} = \beta(\tau) \to 0$ as $\tau \to \infty$. So we can choose $\tau \geq \tau_2$ so large such that $\| \beta \|_{\nu, 1, \tau} \leq u_1$. For this $\tau$ we have from Step 1 that
\[ \| \beta \|_{\nu, \epsilon, \tau} \leq u_1 \text{ for all } 0 < \epsilon \leq 1, \]
where $\nu = \frac{1}{\ln \tau} > 0$. Thus also
\[ \| \beta \|_{\nu, 0, \tau} = \lim_{\epsilon \to 0} \| \beta \|_{\nu, \epsilon, \tau} \leq u_1 < \infty \]
by Lemma (v). This finishes the proof of Proposition 6.2. \[ \square \]

Now we come to the

Proof of Lemma 6.4. Part (i) is clear from the definition of $H_{\nu, \epsilon}$. For part (ii) we note that for fixed $0 < \sigma < 1$ and $m := [\sigma(l + 1)]$, one has $m \leq \sigma(l + 1) < m + 1$, hence
\[ H_{\nu}(l)(m + 1)^{-\sigma(m+1)/4} \geq (l + 1)^{-\sigma(l+1)/4} \]
\[ = \exp \left( -\sigma \ln(l + 1) - \frac{1}{4\epsilon} (l + 1) \right) \]
since $0 < -\sigma \ln \sigma \leq e^{-1}$ for all $0 < \sigma < 1$ and $\nu \leq \sigma/8$. This proves (6.5).

Of course, (6.6) holds with constant
\[ C := \sup_{l \in \mathbb{N}_0} \sup_{0 < \epsilon \leq 1} g(n, l, \epsilon) \]
where $n = l - [\sigma(l + 1)]$ and
\[ g(n, l, \epsilon) := \frac{H_{\nu, l}(n)}{H_{\nu, l}(n) \epsilon^\theta} = \frac{(H_{\nu}(n)^{-1} + \epsilon)^\theta}{H_{\nu}(l)^{-1} + \epsilon} \]
where we dropped, for simplicity of notation, the dependence of $g$ on $\theta$ and $\nu$. Since $H_{\nu, l} \geq 1$, $g$ is certainly decreasing in $\theta > 1$, and so is $C$. A simple computation shows
\[ \frac{\partial}{\partial \epsilon} g(n, l, \epsilon) = \frac{(H_{\nu}(n)^{-1} + \epsilon)^{\theta-1}}{(H_{\nu}(l)^{-1} + \epsilon)^2} \left( \theta H_{\nu}(l)^{-1} - H_{\nu}(n)^{-1} + (\theta - 1)\epsilon \right) . \]
Since \( n \leq l \) and \( \theta > 1 \), the map \( 0 \leq \varepsilon \mapsto \theta H_{\nu}(l)^{-1} - H_{\nu}(n)^{-1} + (\theta - 1)\varepsilon \) is either positive for all \( \varepsilon \geq 0 \), or it is negative for small and positive for large \( \varepsilon \), with a single zero for some \( \varepsilon > 0 \). Thus the map \( 0 \leq \varepsilon \mapsto g(n, l, \varepsilon) \) is either increasing in \( \varepsilon \geq 0 \), or it decreasing for small and increasing for large \( \varepsilon \geq 0 \), with a single minimum at some \( \varepsilon > 0 \) and no maximum in \((0, \infty)\). Thus the supremum of \( g(n, l, \varepsilon) \) over \( 0 \leq \varepsilon \leq 1 \) is attained at the boundary,

\[
\sup g(n, l, \varepsilon) = \max(g(n, l, 0), g(n, l, 1))
\]

for all \( 0 \leq n \leq l \). We have

\[
g(n, l, 1) = \frac{(H_{\nu}(n)^{-1} + 1)^{\theta}}{H_{\nu}(l)^{-1} + 1} \leq 2^\theta
\]

for all \( n, l \in \mathbb{N}_0 \) and, because \( n = l - |\sigma(l + 1)| \geq l - \sigma(l + 1) = (1 - \sigma)(l + 1) - 1 \),

\[
g(n, l, 0) \leq \frac{(l + 1)^{\nu(l+1)}}{((1 - \sigma)(l + 1))^{\nu(l+1)}}
= \exp \left( \nu \left[ (1 - \theta(1 - \sigma))(l + 1) \ln(l + 1) - \theta(1 - \sigma) \ln(1 - \sigma)(l + 1) \right] \right)
\leq \exp \left( -\nu \left[ (\theta(1 - \sigma) - 1) \ln(l + 1) - e^{-1}\theta \right] (l + 1) \right)
\]

A short calculation reveals that for \( a, b > 0 \) the maximum of \( B(s) = -(a \ln s - b) s \) over \( s > 0 \) is attained at \( B_{\text{max}} = ae^{b/a} - b \) with \( a = \theta(1 - \sigma) - 1 \) and \( b = e^{-1}\theta \) this shows

\[
g(n, l, 0) \leq \exp \left( \nu(\theta(1 - \sigma) - 1) \exp \left( \frac{e^{-1}\theta}{(\theta(1 - \sigma) - 1)} - 1 \right) \right)
\]

for all \( l \in \mathbb{N}_0 \) and with \( n = l - |\sigma(l + 1)| \) as long as \( \theta(1 - \sigma) > 1 \), which in turn is equivalent to \( \sigma < \frac{\theta - 1}{\theta} \). This proves \((6.6)\) and also shows that the constant \( C \) is increasing in \( \nu \).

To prove part (iv) note that because for the triangle inequality

\[
|||\beta|||_{\nu', \varepsilon', \tau} - |||\beta|||_{\nu, \varepsilon, \tau} \leq \sup_{l \in \mathbb{N}_0} |H_{\nu', \varepsilon'}(l) - H_{\nu, \varepsilon}(l)| \sup_{l \in \mathbb{N}_0} |||\beta|||_{\nu, \varepsilon, \tau}
\]

for all \( \nu, \nu' \geq 0 \) and \( \varepsilon, \varepsilon' > 0 \). Note that

\[
\sup_{l \in \mathbb{N}_0} |H_{\nu', \varepsilon'}(l) - H_{\nu, \varepsilon}(l)| \leq \sup_{s \in [0, 1]} |h(\nu', \varepsilon, s) - h(\nu, \varepsilon, s)|
\]

with \( h(\nu, \varepsilon, s) := (s^{\nu s} + \varepsilon)^{-1} \). The function \( h \) is continuous on \([0, \infty) \times (0, \infty) \times [0, 1] \) and thus uniformly continuous on \([0, \kappa^{-1}] \times [\kappa^{-1}, \kappa] \times [0, 1] \) for any \( \kappa > 0 \). Thus, for any \( r > 0 \) there exist \( \delta > 0 \) with \( |h(\nu', \varepsilon, s') - h(\nu, \varepsilon, s)| \leq r \) as long as \( 0 \leq \nu, \nu' \leq \kappa, \kappa^{-1} \leq \varepsilon, \varepsilon' \leq \kappa \) and \( 0 \leq s, s' \leq 1 \) are such that \( |\nu' - \nu|, |\varepsilon' - \varepsilon|, |s' - s| \leq \delta \). Thus for these \( \nu, \nu' \) and \( \varepsilon, \varepsilon' \) also

\[
\sup_{0 \leq s \leq 1} |h(\nu', \varepsilon', s) - h(\nu, \varepsilon, s)| \leq r.
\]

Hence also

\[
\sup_{l \in \mathbb{N}_0} |H_{\nu', \varepsilon'}(l) - H_{\nu, \varepsilon}(l)| \leq \sup_{s \in [0, 1]} |h(\nu', \varepsilon', s) - h(\nu, \varepsilon, s)| \leq r
\]

for all \( 0 \leq \nu, \nu' \leq \kappa, \kappa^{-1} \leq \varepsilon, \varepsilon' \leq \kappa \) with \( |\nu' - \nu|, |\varepsilon' - \varepsilon| \leq \delta \). Since \( \kappa > 1 \) is arbitrary, this shows the continuity of \( |||\beta|||_{\nu, \varepsilon, \tau} \) in \( \nu \geq 0 \) and \( \varepsilon > 0 \).

To prove the last claim, we simply note that \( H_{\nu, \varepsilon} \) is decreasing in \( \varepsilon > 0 \), so the map \( 0 < \varepsilon \mapsto |||\beta|||_{\nu, \varepsilon, \tau} \) is decreasing. By the monotone convergence theorem and since one can interchange suprema, we get

\[
\lim_{\varepsilon \to 0} |||\beta|||_{\nu, \varepsilon, \tau} = \sup_{0 < \varepsilon \leq 1} |||\beta|||_{\nu, \varepsilon, \tau} = \sup_{0 < \varepsilon \leq 1} \sup_{l \geq \tau} H_{\nu, \varepsilon}(l) \beta(l)
\]
allows us to boost for some

\[ \alpha \]

for any 0 \( \alpha \leq l \) (function which obeys the self-consistency bound (6.2) of Proposition 6.1 for some \( \theta > 1 \) and some 0 < \( \alpha < 1/2 \). Furthermore, assume that for some \( \nu > 0 \) we have

\[ \beta(l) \leq (l + 1)^{-\nu(l+1)} \quad \text{for all } l \geq 0. \]

Then for all 0 < \( \alpha_1 < \alpha \), setting \( \nu_1 := \frac{2\alpha_1}{\alpha_1 + \theta \nu} \nu \), we have

\[ \beta(l) \leq (l + 1)^{-\nu_1(l+1)} \quad \text{for all } l \geq 0. \]

**Remark 6.6.** \( \nu_1 > \nu \) is equivalent to \( \nu < \frac{2\theta - 1}{\theta} \alpha_1 \). So Proposition 6.5 allows us to boost the decay rate as long as \( \nu < \frac{2\theta - 1}{\theta} \alpha_1 \), since \( \nu < \frac{2\theta - 1}{\theta} \alpha_1 \) whenever \( \alpha_1 \) close enough to \( \alpha \).

**Proof.** The self-consistency bound (6.2) and our assumptions on \( \beta \) imply

\[ \beta(l) \leq (n + 1)^{-\theta \nu(n+1)} + (m + 1)^{-\alpha(m+1)} \]

for all \( l, m, n \in \mathbb{N}_0 \) with \( l = n + m \).

Set \( m = \lfloor \sigma(l + 1) \rfloor \) for some 0 < \( \sigma < 1 \), which we choose later. Then \( m \leq \sigma(l + 1) < \sigma(l + 1) + 1 \) and for \( n = l - m \) we have \( (1 - \sigma)(l + 1) - 1 \leq n < (1 - \sigma)(l + 1) \), that is, \( n = [(1 - \sigma)(l + 1) - 1] \). Then the self-consistency bound implies

\[
\beta(l) \leq ((1 - \sigma)(l + 1))^{-\theta \nu(1 - \sigma)(l+1)} + (\sigma(l + 1))^{-\alpha(\sigma(l+1))}
\]

\[
= \exp \left( - (\theta \nu(1 - \sigma) \ln(1 - \sigma) + \alpha \sigma \ln(\sigma))(l + 1) - (\theta \nu(1 - \sigma) + \alpha \sigma)(l + 1) \ln(l + 1) \right)
\]

\[
\leq \exp \left( - (\theta \nu + \alpha)(l + 1) \ln(l + 1) \right)
\]

for any 0 < \( \alpha_1 < \alpha \) and all \( l \in \mathbb{N}_0 \), where we also used \( \sigma \ln(\sigma) \geq -e^{-1} \) and \( (1 - \sigma) \ln(1 - \sigma) \geq -e^{-1} \) for all 0 < \( \sigma < 1 \) in the third line.

We choose \( \sigma \) such that \( \theta \nu(1 - \sigma) = \alpha_1 \sigma \), equivalently

\[ \sigma = \frac{\theta \nu}{\alpha_1 + \theta \nu}. \]

This yields 0 < \( \sigma < 1 \) and \( \theta \nu(1 - \sigma) + \alpha_1 \sigma = 2\alpha_1 \sigma = \frac{2\theta \alpha_1}{\alpha_1 + \theta \nu} \nu = \nu_1 \). So

\[ \beta(l) \leq \exp(-\nu_1(l+1) \ln(l+1)) \]

for all \( l \in \mathbb{N}_0 \), which finished the proof. 

**Corollary 6.7.** Let \( \beta : \mathbb{N}_0 \to \mathbb{R} \) be a decreasing non-negative function, vanishing at infinity, which obeys the self-consistency bound (6.2) of Proposition 6.1 for some \( \theta > 1 \) and all 0 < \( \alpha < 1 \). Furthermore, recall \( H_{\nu}(l) = (l + 1)^{\nu(l+1)} \) for \( l \in \mathbb{N}_0 \) and \( \nu \in \mathbb{R} \). Then

\[ \nu_{**} = \sup \{ \nu > 0 | \beta \leq H_{-\nu} \} \geq 1 - \frac{1}{2\theta} \]

**Proof.** From Proposition 6.2 we know that \( \nu_{**} > 0 \). Let 0 < \( \nu < \nu_{**} \) and 0 < \( \alpha_1 < \frac{1}{2} \), then Proposition 6.5 shows

\[ \beta \leq H_{-\nu_1} \]
for \( \nu_1 := \frac{2\alpha_1 \nu}{\alpha_1 + \theta \nu} \). Thus, by the definition of \( \nu_{ss} \) we have
\[
\frac{2\alpha_1 \nu}{\alpha_1 + \theta \nu} \leq \nu_{ss}
\]
for all \( 0 < \nu < \nu_{ss} \) and all \( 0 < \alpha_1 < \frac{1}{2} \). Taking first the limit \( \nu \nearrow \nu_{ss} \) and then \( \alpha_1 \nearrow \frac{1}{2} \) in the above inequality shows
\[
\frac{\theta \nu_{ss}}{2 + \theta \nu_{ss}} \leq \nu_{ss}.
\]
Since \( \nu_{ss} > 0 \) this implies \( \nu_{ss} \geq 1 - \frac{1}{2\theta} \).

Now we can give the

Proof of Theorem 1.7. Let \( \theta = \gamma_1 - 1 \) and \( \varphi \) be a solution of (1.2). Then Proposition 6.1 shows that the tail distribution \( \beta \) of \( \varphi \) obeys the self-consistency bound (6.2). Then the claim follows from \( |\varphi(x)| \leq \beta(|x|) \) for all \( x \in \mathbb{Z} \) and Corollary 6.7.

Appendix A. Some useful bounds

We start with

Lemma A.1. (i) Let \( 1 \leq p < \infty \) and \( f_1, f_2 \in L^p(\mathbb{Z}) \), then
\[
\|f_1\|_p^p - \|f_2\|_p^p \leq p \max(\|f_1\|_p^{p-1}, \|f_2\|_p^{p-1}) \|f_1 - f_2\|_p \tag{A.1}
\]
(ii) The free time evolution group \( T_r = e^{ir\Delta} \) is bounded on \( L^p(\mathbb{Z}) \) for all \( 1 \leq p \leq \infty \) with
\[
\|T_r f\|_p \leq e^{4|\nu|/1-\theta} \|f\|_p. \tag{A.2}
\]
(iii) The group \( T_r = e^{ir\Delta} \) is norm continuous on \( L^p \) for any \( 1 \leq p \leq \infty \) with
\[
\|f - T_r f\|_p \leq (e^{4|\nu|} - 1) \|f\|_p. \tag{A.3}
\]
(iv) For the kernel\(^5\) of \( T_r \), one has the bound
\[
|\langle x|T_r|y \rangle| \leq \min\left(1, e^{4|\nu| \frac{|4|\nu|^{|x-y|}}{|x-y|}}\right). \tag{A.4}
\]
(v) (Strong bilinear bound) For any \( 1 \leq p \leq \infty \)
\[
\sup_{|r| \leq B} \|T_r f_1 T_r f_2\|_p \leq \min\left(1, \frac{8e^{16B(4B)\frac{|x|}{|x|}!}}{|\frac{x}{2}|!}\right) \|f_1\|_2 \|f_2\|_2 \tag{A.5}
\]
with \( s := \text{dist}(\text{supp } f_1, \text{supp } f_2) \).
(vi) (Twisted strong bilinear bound) For any \( 1 \leq p \leq \infty \) and \( B > 0 \)
\[
\sup_{r \in (-B, B)} \|T_r(e^{F_{\nu, \varepsilon} h_1})T_r(e^{-F_{\nu, \varepsilon} h_2})\|_p \leq 4e^{8B(1+e^\nu)} \min\left(1, \frac{2(4Re^{\nu})\frac{|x|}{|x|}!}{\frac{x}{2}!}\right) \|h_1\|_2 \|h_2\|_2 \tag{A.6}
\]
uniformly in \( \varepsilon > 0 \). Here \( s := \text{dist}(\text{supp } h_1, \text{supp } h_2) \geq 0 \) and \( F_{\nu, \varepsilon}(x) = \frac{\nu|x|}{1+\varepsilon|x|} \).
(vii) (Exchange of an exponential weight) For any \( \alpha \geq 1, 1 \leq p \leq \infty \), and \( B > 0 \)
\[
\sup_{|r| \leq B} \|T_r(e^{F_{\nu, \varepsilon} h_1})T_r h_2\|_p \leq (2e^{8B(1+e^\nu)})^{\alpha+1} \|h_1\|_2 \|e^{F_{\nu, \varepsilon} h_2}\|_2. \tag{A.7}
\]
\(^5\)We use the physicists’ notation \( \langle x|T_r|y \rangle \) for the kernel, for mathematicians, \( \langle x|T_r|y \rangle = \langle \delta_x, T_r \delta_y \rangle \), where \( \delta_x \) is the Kronecker delta at \( x \in \mathbb{Z} \).
(viii) For any $\nu > 0$ and $A > 0$, let $f_\nu(x) := Ae^{-\nu|x|}$. Then

$$
\|f_\nu\|_\infty^\alpha = A^\alpha \frac{\cosh(\frac{\alpha}{2}\nu)}{\sinh(\frac{\alpha}{2}\nu)},
$$

$$
\langle f_\nu, -\Delta f_\nu \rangle = \|D^1 f_\nu\|_2^2 = 4A^2 \frac{\sinh^2(\nu/2)}{\sinh(\nu)}.
$$

Remark A.2. The strong bilinear bound above strengthens the strong bilinear bound from [15, 16], which was proven there only for $p = 2$. Moreover, we will give a proof which is considerably simpler than the one in [15, 16]. The twisted strong bilinear bound (A.6) is new and needed in the proof that solutions of (1.1) with $\omega < 0$ have some exponential decay for positive average dispersion. It is important that the right hand side of (A.6) is independent of $\varepsilon > 0$. The exchange of exponential weights bound (A.7) is crucial for our strategy of boosting the exponential decay rate to the one given by the physical heuristic. The main feature of (A.7) is that for $\alpha > 1$ its right hand side has an exponential growth of order $\nu/\alpha$ which is strictly smaller than $\nu$ when $\nu > 0$. Thus (A.7) allows us to absorb some excess exponential factor in the boosting argument of Section 5.2.

Proof. For the first claim, let $f_1, f_2 \in l^p(\mathbb{Z})$, $1 \leq p < \infty$ and note that for $a, b \geq 0$ one has

$$
|a^p - b^p| \leq p \max(a^{p-1}, b^{p-1})|a - b|
$$

(A.9)

since, if $a \leq b$, then

$$
|a^p - b^p| = b^p - a^p = p \int_a^b s^{p-1} ds \leq pb^{p-1}(b - a)
$$

and the case $a \geq b$ follows by symmetry. Using $a = \|f_1\|_p$ and $b = \|f_2\|_p$ in (A.9) shows

$$
\|\|f_1\|_p - \|f_2\|_p\| \leq p \max(\|f_1\|_p^{p-1}, \|f_2\|_p^{p-1}) \|\|f_1\|_p - \|f_2\|_p\|
$$

which gives (A.1).

As a preparation for the proof of the other claims, note that $T_r$ has the norm continuous series expansion

$$
T_r = \sum_{n=0}^{\infty} \frac{(ir)^n}{n!} \Delta^n
$$

One easily sees that

$$
\|\Delta f\|_1 \leq 4\|f\|_1 \text{ and } \|\Delta f\|_\infty \leq 4\|f\|_\infty.
$$

(A.10)

Thus the norm of $\Delta$ on $l^\infty(\mathbb{Z})$ and $l^1(\mathbb{Z})$ is bounded by 4 and from the power series for $T_r$, one sees

$$
\|T_r f\|_p \leq \sum_{n=0}^{\infty} \frac{(4|r|)^n}{n!}\|f\|_p = e^{4|r|}\|f\|_p, \ p = 1 \text{ or } \infty.
$$

By self-adjointness of $\Delta$ on $l^2(\mathbb{Z})$ one has that $T_r$ is unitary on $l^2(\mathbb{Z})$, so $\|T_r f\|_2 = \|f\|_2$ and interpolating this with the bound on $l^1(\mathbb{Z})$ and $l^\infty(\mathbb{Z})$ with the help of the Riesz-Thorin interpolation theorem proves (A.2).

Moreover, applying Riesz-Thorin interpolation theorem on (A.10) yields $\|\Delta f\|_p \leq 4\|f\|_p$ for all $1 \leq p \leq \infty$. The series expansion for $T_r$ then yields

$$
\|f - T_r f\|_p \leq \sum_{n=1}^{\infty} \frac{(4|r|)^n}{n!}\|f\|_p = (e^{4|r|} - 1)\|f\|_p
$$

which is (A.3). In particular, $T_r$ is norm continuous on $l^p(\mathbb{Z})$ at $r = 0$, which together with the group property of $T_r$ and (A.2) shows its continuity for all $r$. 36 M.-R. Choi, D. Hundertmark, Y.-R. Lee
Because of the norm convergent series expansion for $T_r$, its ‘kernel’ $\langle x | T_r | y \rangle$, for which one has $T_r f(x) = \sum_{y \in \mathbb{Z}} \langle x | T_r | y \rangle f(y)$, is given by

$$
\langle x | T_r | y \rangle = \sum_{n=0}^{\infty} \frac{(ir)^n}{n!} \langle x | \Delta^n | y \rangle = \sum_{n=-|x-y|}^{\infty} \frac{(ir)^n}{n!} \langle x | \Delta^n | y \rangle
$$

(A11)

since $\langle x | \Delta^n | y \rangle = 0$ if $n < |x-y|$. Moreover, $|\langle x | \Delta^n | y \rangle| \leq \|\Delta\|^n = 4^n$, so we have the bound

$$
|\langle x | T_r | y \rangle| \leq \sum_{n=-|x-y|}^{\infty} \frac{(4|r|)^n}{n!}.
$$

(A12)

By unicity of $T_r$ and the Cauchy-Schwarz inequality one always has $|\langle x | T_r | y \rangle| \leq 1$. Moreover, by (A12), we have

$$
|\langle x | T_r | y \rangle| \leq \sum_{n=-|x-y|}^{\infty} \frac{(4|r|)^n}{n!} = \frac{e^{4|r| |x-y|}}{|x-y|!}
$$

(A13)

since $|x-y|! \geq |x-y|!|x-y|!$. So (A4) follows.

To prove the fifth claim, we first note that on the sequence spaces $l^p(\mathbb{Z})$, the bound $\|h\|_p \leq \|h\|_1$ holds. Hence $\|T_r f_1 T_r f_2\|_2 \leq \|T_r f_1 T_r f_2\|_1$, so we only have to prove (A5) for $p = 1$. Because of the Cauchy-Schwarz inequality,

$$
\|T_r f_1 T_r f_2\|_1 \leq \|T_r f_1\|_2 \|T_r f_2\|_2 = \|f_1\|_2 \|f_2\|_2
$$

Now let $s := \text{dist}(\text{supp } f_1, \text{supp } f_2) > 0$. Then with

$$
A_r(y_1, y_2) := e^{8|r|} \sum_{x} \frac{(4|r|)^{|x-y_1|} (4|r|)^{|x-y_2|}}{|x-y_1|! |x-y_2|!}
$$

the bound (A4), the Cauchy-Schwarz inequality and the symmetry of $A_r$ in $y_1$ and $y_2$ gives

$$
\|T_r f_1 T_r f_2\|_1 \leq \sum_{y_1 \neq y_2} |f(y_1)| |A_r(y_1, y_2)| |f(y_2)|
$$

$$
\leq \left( \sum_{y_1 \in \mathbb{Z}} |f(y_1)|^2 A_r(y_1, y_2) \right)^{1/2} \left( \sum_{y_2 \in \mathbb{Z}} A_r(y_1, y_2) |f(y_2)|^2 \right)^{1/2}
$$

$$
\leq (A_{r,1,2} A_{r,2,1})^{1/2} \|f_1\|_2 \|f_2\|_2
$$

(A14)

where $A_{r,1,2} = \text{supp } f_1 \sum_{y_2 \in \text{supp } f_2} A_r(y_1, y_2)$.

Fix $y_1 \in \text{supp } f_1$, then for all $x \in \mathbb{Z}$ and all $y_2 \in \text{supp } f_2$ we have $|x-y_1| \geq \frac{s}{2}$ or $|x-y_2| \geq \frac{s}{2}$ and since the distance is always an integer, setting $[s] := \min\{n \in \mathbb{Z} | s \leq n \}$ and denoting $G_r(y) := \frac{(4|r|)^{|y|}}{|y|!}$, we get

$$
\sum_{y_2 \in \text{supp } f_2} A_r(y_1, y_2) = e^{8|r|} \sum_{y_2 \in \text{supp } f_2} \sum_{x \in \mathbb{Z}} G_r(x-y_1) G_r(x-y_2)
$$

$$
\leq e^{8|r|} \left( \sum_{|x-y_1| \geq \frac{s}{2}} G_r(x-y_1) G_r(x-y_2) + \sum_{|x-y_2| \geq \frac{s}{2}} G_r(x-y_1) G_r(x-y_2) \right)
$$

$$
= e^{8|r|} \left( \sum_{|x| \geq \frac{|s|}{2}} G_r(y_1) \sum_{y_2} G_r(y_2) + \sum_{x} G_r(x) \sum_{|y_2| \geq \frac{|s|}{2}} G_r(y_2) \right)
$$
By translation invariance, the symmetry of $A$ and $A_{\nu}$

\[
(A.5)
\]

we have

\[
2e^{8|\nu|} \sum_{|x| > |\frac{\nu}{2}|} G_r(x) \sum_y G_r(y).
\]

A simple calculation gives

\[
\sum_y G_r(y) = G_r(0) + 2 \sum_{y > 1} G_r(y) = 1 + 2 \sum_{y=1}^{\infty} \left(\frac{4|\nu|}{y!}\right) \leq 2e^{4|\nu|}
\]

and

\[
\sum_{|x| > |\frac{\nu}{2}|} G_r(x) = 2 \sum_{x=|\frac{\nu}{2}|}^{\infty} \left(\frac{4|\nu|}{x!}\right) = 2(4|\nu|)^{\frac{\nu}{2}} \sum_{n=0}^{\infty} \left(\frac{4|\nu|}{n!}\right) \leq 2e^{4|\nu|\left(\frac{4|\nu|}{n!}\right)^{\frac{\nu}{2}}}
\]

Thus

\[
A_{r,1,2} \leq \frac{8e^{16|\nu|\left(\frac{4|\nu|}{n!}\right)^{\frac{\nu}{2}}}}{|\frac{\nu}{2}!|}
\]

The same argument yields the same bound for $A_{2,1}$ and since

\[
\norm{T_r f_1 T_r f_2}_1 \leq \min(1, (A_{r,1,2} A_{r,2,1}))^{1/2} \|f_1\|_2 \|f_2\|_2
\]

this proves (A.5).

In order to prove (A.6), we can again, without loss of generality, consider the case $p = 1$. Fix $\nu > 0$ and $\epsilon > 0$ and let $F = F_{\nu, \epsilon}$. Noting

\[
\|T_r(e^{F} h_1 T_r(e^{-F} h_2))\|_1 = \|e^{-F} T_r(e^{F} h_1) e^{F} T_r(e^{-F} h_2)\|_1
\]

\[
\leq \sum_{y_1, y_2 \in \mathbb{Z}} e^{-F(x-y_1)} \|e^{F(x-y_2)}\| h_1(y_1) \|e^{F(x-y_2)}\| h_2(y_2)
\]

and, because of the reverse triangle inequality for $F$, we have $|F(x) - F(y)| \leq F(x - y) \leq \nu|x-y|$. Thus setting $G_{r,\nu}(y) = \frac{(4|\nu|\epsilon^r)^{|y|}}{|y|!}$ the bound (A.4) yields

\[
\|T_r(e^{F} h_1 T_r(e^{-F} h_2))\|_1 \leq e^{8|\nu|} \sum_{y_1, y_2 \in \mathbb{Z}} |h_1(y_1)| \left(\sum_{x \in \mathbb{Z}} G_{r,\nu}(x-y_1) G_{r,\nu}(x-y_2)\right) h_2(y_2)
\]

so denoting $A_{r,\nu}(y_1, y_2) = \sum_{x \in \mathbb{Z}} G_{r,\nu}(x-y_1) G_{r,\nu}(x-y_2)$, we can argue as for the bound (A.5), except now we cannot simply use unitarity of $T_r$ to get the bound when the supports of $h_1$ and $h_2$ are not separated. Instead, as in (A.14), we use and Cauchy–Schwartz and the symmetry of $A_{r,\nu}(y_1, y_2)$ in $y_1$ and $y_2$ to see

\[
\sum_{y_1, y_2 \in \mathbb{Z}} |h_1(y_1)| A_{r,\nu}(y_1, y_2) h_2(y_2) \leq \left(\sup_{y_1, y_2 \in \mathbb{Z}} A_{r,\nu}(y_1, y_2)\right) \|h_1\|_2 \|h_2\|_2
\]

By translation invariance,

\[
\sum_{y_2 \in \mathbb{Z}} A_{r,\nu}(y_1, y_2) = \sum_{x} \sum_{y_2} G_{r,\nu}(x-y_1) G_{r,\nu}(x-y_2) = \left(\sum_{y} G_{r,\nu}(y)\right)^2
\]

\[
= \left(1 + 2 \sum_{n \in \mathbb{N}} \frac{(4|\nu|\epsilon^r)^{n}}{n!}\right)^2 \leq 4e^{8|\nu|\epsilon^r}.
\]

Thus

\[
\|T_r(e^{F_{\nu, \epsilon} h_1} T_r(e^{-F_{\nu, \epsilon} h_2}))\|_1 \leq 4e^{8|\nu|(1+\epsilon^r)} \|h_1\|_2 \|h_2\|_2
\]

and proceeding similarly as in (A.14)–(A.18), one sees

\[
\|T_r(e^{F_{\nu, \epsilon} h_1} T_r(e^{-F_{\nu, \epsilon} h_2}))\|_1 \leq 8e^{-8|\nu|(1+\epsilon^r)} \left(4|\nu|\epsilon^r\right)^{\frac{\nu}{2}} \left|\frac{\nu}{2}!\right|
\]

(A.20)
when \( s := \text{dist}(\text{supp} h_1, \text{supp} h_2) \geq 1 \). Together, (A.19) and (A.20) prove (A.6).

To prove (A.7), let \( \alpha \geq 1 \). Again, it is enough to consider the case \( p = 1 \). Then with \( \widetilde{h}_2 := e^{F_{\nu/\alpha, \epsilon} h_2} \)
\[
\|T_r(e^{F_{\nu, \epsilon} h_1})T_r(h_2)|^\alpha\|_1 = \|e^{-F_{\nu, \epsilon} T_r(e^{F_{\nu, \epsilon} h_1})} e^{F_{\nu/\alpha, \epsilon} T_r(e^{-F_{\nu, \epsilon} h_2})}|^\alpha\|_1
\leq \|e^{-F_{\nu, \epsilon} T_r(e^{F_{\nu, \epsilon} h_1})} e^{F_{\nu/\alpha, \epsilon} T_r(e^{-F_{\nu, \epsilon} h_2})}|^\alpha\|_{\infty}^{-1}.
\]

Now arguing similarly as in the proof of (A.19),
\[
\|e^{-F_{\nu, \epsilon} T_r(e^{F_{\nu, \epsilon} h_1})} e^{F_{\nu/\alpha, \epsilon} T_r(e^{-F_{\nu, \epsilon} h_2})}|^\alpha\|_1 \leq \sum_{x} \sum_{y_1, y_2} e^{\nu|\langle x|T_r|y_1\rangle|} |h_1(y_1)|e^{(\nu/\alpha)|x-y_2|} |\langle x|T_r|y_2\rangle| \|\widetilde{h}_2(y_2)\|
\leq 4e^{4|\nu|(2+e^{\nu}+e^{\nu/\alpha})} \|h_1\|_2 \|\widetilde{h}_2\|_2 \leq 4e^{8|\nu|(1+e^{\nu})} \|h_1\|_2 \|\widetilde{h}_2\|_2
\]
and
\[
\|e^{F_{\nu/\alpha, \epsilon} T_r(e^{-F_{\nu, \epsilon} h_2})}\|_x \leq \|e^{F_{\nu/\alpha, \epsilon} T_r(e^{-F_{\nu, \epsilon} h_2})}\|_2 = \|e^{2F_{\nu/\alpha, \epsilon} T_r(e^{-F_{\nu, \epsilon} h_2})}|^2\|_1^{1/2}
\leq (\sum_{x} \sum_{y_1, y_2} e^{(\nu/\alpha)|x-y_1|} |\langle x|T_r|y_1\rangle| \|\widetilde{h}_2(y_1)|e^{(\nu/\alpha)|x-y_2|} |\langle x|T_r|y_2\rangle| \|\widetilde{h}_2(y_2)\|)
\leq 2e^{4|\nu|(1+e^{\nu})} \|h_1\|_2 \|\widetilde{h}_2\|_2 \leq 2e^{4|\nu|(1+e^{\nu})} \|\widetilde{h}_2\|_2
\]
for all \( \alpha \geq 1 \). This proves (A.7).

Lastly, let \( f_\nu(x) = Ae^{-\nu|x|} \) with \( \nu > 0 \) and \( A > 0 \), then
\[
\|f_\nu\|_\kappa^\alpha = A^\alpha \sum_{x \in \mathbb{Z}} e^{-\kappa \nu|x|} = A^\alpha (1 + 2 \sum_{x=1}^{\infty} e^{-\kappa \nu x}) = A^\alpha \left( \frac{1 + e^{-\kappa \nu x}}{1 - e^{-\kappa \nu x}} \right) = A^\alpha \frac{\cosh(\frac{\nu}{2})}{\sinh(\frac{\nu}{2})}.
\]

Moreover,
\[
\|D_x f_\nu\|_2^2 = A^2 \sum_{x} |e^{-\nu|x+1|} - e^{-\nu|x|}|^2 = A^2 \left( \sum_{x \geq 0} (e^{-\nu} - 1)^2 e^{-2\nu x} + \sum_{x \leq -1} (e^{\nu} - 1)^2 e^{2\nu x} \right)
= A^2 \left( (e^{-\nu} - 1)^2 \frac{1}{1 - e^{-2\nu}} + (e^{\nu} - 1)^2 \frac{e^{-2\nu}}{1 - e^{-2\nu}} \right) = 4A^2 \frac{\sinh^2(\nu/2)}{\sinh(\nu)}
\]

**Appendix B. Boundedness, negativity, and strict subadditivity of the energy**

Recall that for \( d_{av} \geq 0 \)
\[
H(f) := \frac{d_{av}}{2} \langle f, -\Delta f \rangle - N(f)
\]
and
\[
E_{\lambda}^{d_{av}} := \inf \{ H(f) : \|f\|^2 = \lambda \}.
\]

In this section we will give an a-priori bound on the ground-state energy which is an essential ingredient in the construction of strongly convergent minimizing sequences.
Lemma B.1. Assume that assumption $A_1$ holds. Then for every $\lambda \geq 0$

$$-\lambda^{\gamma_1/2} - \lambda^{\gamma_2/2} \leq E^d_{\lambda} \leq 0,$$

where the implicit constant in the lower bound depends only on $\mu(\mathbb{R})$ and the support of $\mu$. In particular, the variational problem is well-posed.

Proof. The lower bound follows immediately from $H(f) \geq -N(f)$ and Proposition 2.6. For the upper bound we argue similarly as in the beginning of the proof of Theorem 3.1. Note that

$$E^d_{\lambda} \leq H(f) = \frac{d^2}{2} \|D_+ f\|_2^2 - N(f) \leq \frac{d^2}{2} \|D_+ f\|_2^2 + |N(f)|$$

To bound the nonlinearity, we use (1.9) to see that with $B$ so that $\text{supp } \mu \subset [-B, B]$, 

$$|N(f)| \leq \sup_{|r| \leq B} (\|T_r f\|_{\gamma_1}^2 + \|T_r f\|_{\gamma_2}^2) \leq \|f\|_{\gamma_1}^2 + \|f\|_{\gamma_2}^2,$$

where we also used the bound (A.2) from Lemma A.1. Now define $f_n(x)$ as in the proof of Theorem 3.1 by

$$f_n(x) := c_n 1_{[-n, n]}(x)$$

with $c_n = \left(\frac{\lambda}{2n + 1}\right)^{1/2}$. Then $\|f_n\|_2^2 = \lambda$. Note that

$$\|D_+ f_n\|_2^2 = 2c_n^2 \rightarrow 0 \quad \text{as } n \rightarrow \infty$$

and for any $\gamma > 2$

$$\|f_n\|_{\gamma}^\gamma = \left(\frac{\lambda}{2n + 1}\right)^{\gamma/2} (2n + 1) \rightarrow 0$$

as $n \rightarrow \infty$. So $E^d_{\lambda} = \inf_{\|f\|_2^2 = \lambda} H(f) \leq \lim_{n \rightarrow \infty} H(f_n) = 0$. \hfill \Box

Similar to [7], we get the following strict concavity and strict subadditivity of $E^d_{\lambda}$.

Proposition B.2 (Strict subadditivity). Under assumptions $A_1$ and $A_2$ and for any $\lambda > 0$, $0 < \delta < \lambda/2$, and $\lambda_1, \lambda_2 \geq \delta$ with $\lambda_1 + \lambda_2 \leq \lambda$, we have

$$E^d_{\lambda_1} + E^d_{\lambda_2} \geq \left[1 - (2^{\gamma_0} - 2) \left(\frac{\delta}{\lambda}\right)^{\gamma_0} \right] E^d_{\lambda_1} + E^d_{\lambda_2} \quad \text{(B.1)}$$

where $\gamma_0 > 2$ as in $A_2$.

Remark B.3. In particular, Proposition B.2 shows that for any $\lambda_1, \lambda_2 > 0$ one has

$$E^d_{\lambda_1} + E^d_{\lambda_2} > E^d_{\lambda_1 + \lambda_2}$$

as soon as $E^d_{\lambda_1 + \lambda_2} < 0$. That is, the map $\lambda \mapsto E^d_{\lambda}$ is strictly subadditive where it is strictly negative.

In order to prove this, we need a little preparation.

Lemma B.4. $V$ obeys $A_2$ if and only if for all $t \geq 1$ we have

$$V(ta) \geq t^{\gamma_0} V(a) \quad \text{for all } a > 0.$$  \hfill (B.2)
Proof. Assume that $V$ obeys A2. Then
\[
\frac{d}{dt} V(ta) = V'(ta)a \geq \frac{\gamma_0}{t} V(ta)
\]
for all $a > 0$ and $t > 1$. Thus
\[
\frac{d}{dt} (t^{-\gamma_0} V(ta)) \geq 0
\]
and integrating this yields (B.2).

Conversely, since (B.2) is an equality for $t = 1$, we can differentiate it at $t = 1$ to get A2. \hfill \Box

Proof of Proposition B.2. Let $t \geq 1$, then A2 and Lemma B.4 imply $N(tf) \geq t^{\gamma_0} N(f)$ for any $f \in l^2(\mathbb{Z})$. Thus also
\[
H(tf) \leq t^2 d_{av}(D_+ f, D_+ f) - t^{\gamma_0} N(f) \leq t^{\gamma_0} H(f)
\]  
(B.3)

since $t \geq 1$ and $\gamma_0 > 2$. Hence
\[
s^{\gamma_0} H(f) \leq H(sf)
\]
for all $f \in l^2(\mathbb{Z})$ and all $0 \leq s \leq 1$ and
\[
s^{\gamma_0} E^d_{av} = s^{\gamma_0} \inf_{\|f\|_{av}^2 = \lambda} H(f) \leq \inf_{\|f\|_{av}^2 = s^2 \lambda} H(f) = E^d_{av}.
\]  
(B.4)

For $\lambda_1, \lambda_2 > 0$ and $\lambda_1 + \lambda_2 \leq \lambda$ choose $0 < \mu_j < 1$ with $\lambda_j = \mu_j \lambda$ for $j = 1, 2$. Then
\[
E^d_{\lambda_1} + E^d_{\lambda_2} = E^d_{\mu_1 \lambda} + E^d_{\mu_2 \lambda} \geq (\mu_1^{\gamma_0/2} + \mu_2^{\gamma_0/2}) E^d_{\lambda}
\]
because of (B.4). Without loss of generality we can assume $\mu_1 \geq \mu_2$, otherwise we simply exchange $\lambda_1$ and $\lambda_2$. Then, since $0 < \mu_1 + \mu_2 \leq 1$, we have
\[
\mu_1^{\gamma_0/2} + \mu_2^{\gamma_0/2} \leq 1 - (\mu_1 + \mu_2) = 1 - \nu_2^{\gamma_0/2} \left( \left( 1 + \frac{\mu_1}{\mu_2} \right)^{\gamma_0/2} - \left( \frac{\mu_1}{\mu_2} \right)^{\gamma_0/2} - 1 \right)
\]
\[
\leq 1 - \nu_2^{\gamma_0/2} (2^{\gamma_0/2} - 2)
\]
where the last inequality follows from the fact that for $\gamma_0 > 2$ the map $0 < s \mapsto (1 + s)^{\gamma_0/2} - s^{\gamma_0/2} - 1$ is increasing on $[1, \infty)$. Thus, since $E^d_{\lambda} \leq 0$ by Lemma B.1 and $\mu_2 \geq \delta/\lambda$, the inequality (B.1) follows. \hfill \Box

Lemma B.5. Assume that assumption A4 holds and $\lambda > 0$. Then $E^d_{av} < 0$.

Proof. Unlike the continuous case, where Gaussians provide a nice class of initial conditions $f$ for which one can explicitly calculate the time evolution $T_{t} f$, no such class of functions exists in the discrete case. Hence, the proof that $E^d_{av}$ is strictly negative is quite different from the continuous case.

Recall that $E^d_{\lambda}$ is defined in (1.5). We consider the case $d_{av} = 0$ first. Let $h_{1, \rho}(r) := e^{\rho | r |^{1-\frac{2}{d}}}$. Assumption A4 says that if $d_{av} = 0$, then there exists $\varepsilon > 0$ such that $V(a) > 0$ for all $0 < a \leq \varepsilon$. Let $B > 0$ such that $\text{supp} \mu \subset [-B, B]$ and for any $\nu > 0$ take $f_\nu(x) = A_\nu e^{-\nu | x |}$ with
\[
A_\nu := \lambda^{1/2} \left( \frac{\sinh(\nu)}{\cosh(\nu)} \right)^{1/2}.
\]  
(B.5)
Then (A.8) from Lemma A.1 shows \( \|f_\nu\|_2^2 = \lambda \), i.e., \( f_\nu \) is a valid test function. Moreover, \( A_\nu \) is increasing in \( \nu \) with \( A_\nu \to 0 \) as \( \nu \to 0 \) so \( \|f_\nu\|_\infty = A_\nu \leq \varepsilon/h_{1,\infty}(B) \) for all small enough \( \nu > 0 \), hence, because of (A.2), there exists \( \nu_1 > 0 \) such that \( \|T_rf_\nu\|_\infty \leq \varepsilon \) for all \( |r| \leq B \) and \( 0 < \nu \leq \nu_1 \). In this case, by assumption A4,

\[
V(|T_rf_\nu(x)|) \geq 0 \quad \text{for all} \quad x \in \mathbb{Z}, \quad |r| \leq B, \quad 0 < \nu \leq \nu_1, \tag{B.6}
\]

hence \( N(f_\nu) \geq 0 \). If \( E^0_\lambda = 0 \), we would have \( 0 = E^0_\lambda \leq -N(f_\nu) \leq 0 \), so

\[
N(f_\nu) = \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V(|T_rf_\nu(x)|) \mu(dr) = 0.
\]

Because of (B.6), this implies for all \( 0 < \nu \leq \nu_1 \),

\[
V(|T_rf_\nu(x)|) = 0 \quad \text{for } \mu\text{-almost all } r \text{ and all } x \in \mathbb{Z}.
\]

and since \( 0 \leq |T_rf_\nu(x)| \leq \varepsilon \), the only way this can be is if

\[
T_rf_\nu = 0 \quad \text{for } \mu\text{-almost all } r
\]

and since \( T_r \) is unitary on \( l^2(\mathbb{Z}) \), this implies \( f_\nu = 0 \) for all small enough \( \nu \), which is a contradiction. Thus \( E^0_\lambda < 0 \) if \( \lambda > 0 \).

In the case \( d_{av} > 0 \), A4 shows that there exist \( \varepsilon > 0 \) and \( 2 \leq \kappa < 6 \) such that \( V(a) \gtrsim a^\kappa \) for all \( 0 < a < \varepsilon \). Again let \( B > 0 \) such that \( \text{supp } \mu \subset [-B, B] \) and choose \( f_\nu(x) := A_\nu e^{-\nu|x|} \) with \( A_\nu \) given by (B.5) and \( \nu > 0 \) such that \( \|f_\nu\|_\infty = A_\nu \leq \varepsilon/h_{1,\infty}(2B) \) for all \( 0 < \nu \leq \nu_2 \). Then the second part of Lemma A.1 guarantees \( \|T_{r_0}f_\nu\|_\infty \leq \varepsilon \) for all \( r_0, r \in \text{supp } \mu \) and \( 0 < \nu \leq \nu_2 \).

Set \( g := T_{-r_0}f_\nu \), then \( 0 \leq |T_rg| \leq \varepsilon \) for all \( r \in \text{supp } \mu \), hence

\[
N(g) = \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} V(|T_rg(x)|) \mu(dr) \geq \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}} |T_rg(x)|^\kappa \mu(dr) \geq \int_{r_0-\delta}^{r_0+\delta} \|T_rg\|_\kappa^\kappa \mu(dr)
\]

for all \( r_0 \in \text{supp } \mu \) and any \( \delta > 0 \). Define \( h_2(r) := e^{4|r|} - 1 \). Then the bounds from Lemma A.1 give

\[
\|T_rg\|_\kappa^\kappa \geq \|f_\nu\|_\kappa^\kappa - \|f_\nu\|_\kappa^\kappa - \|T_{r_0}f_\nu\|_\kappa^\kappa \\
\geq \|f_\nu\|_\kappa^\kappa - \kappa \max(\|f_\nu\|_\kappa^\kappa^{-1}, \|T_{r_0}f_\nu\|_\kappa^\kappa^{-1}) \|f_\nu\|_\kappa \\
\geq (1 - \kappa(h_{1,\kappa}(r-r_0))^{\kappa^{-1}} h_2(r-r_0)) \|f_\nu\|_\kappa^\kappa.
\]

Thus

\[
N(g) \gtrsim (1 - \kappa(h_{1,\kappa}(2B))^{\kappa^{-1}} h_2(\delta)) \mu((r_0 - \delta, r_0 + \delta)) \|f_\nu\|_\kappa^\kappa.
\]

Since the (complement of the) support of the measure \( \mu \) is given by

\[
\text{supp } \mu^c = \{r_0 \in \mathbb{R} | \exists \delta > 0 \text{ such that } \mu((r_0 - \delta, r_0 + \delta)) = 0\}
\]

one has, for any \( r_0 \in \text{supp } \mu \),

\[
\mu((r_0 - \delta, r_0 + \delta)) > 0 \quad \text{for all } \delta > 0.
\]

So choosing any \( r_0 \in \text{supp } \mu \) and \( \delta > 0 \) small enough that \( 1 - \kappa(h_{1,\kappa}(2B))^{\kappa^{-1}} h_2(\delta) > 0 \) yields

\[
N(g) \gtrsim \|f_\nu\|_\kappa^\kappa = \lambda^{\kappa/2} \left( \frac{\sinh(\nu)}{\cosh(\nu)} \right)^{\kappa/2} \frac{\cosh(\frac{\kappa}{2} \nu)}{\sinh(\frac{\kappa}{2} \nu)}
\]

where the implicit constant depends only on \( \delta > 0 \) and the constant in the lower bound on \( V \) from assumption A3, in particular, it does not depend on \( 0 < \nu \leq \nu_2 \).
Since $\Delta$ and $T_r$ commute, by (A.8),
\[
\langle g, -\Delta g \rangle = \langle f_\nu, -\Delta f_\nu \rangle = 4\lambda \frac{\sinh^2(\nu/2)}{\cosh(\nu)}
\]
and choosing $g := T_{-r_0} f_\nu$ as a test function in the energy $H$ shows
\[
E_\lambda \leq H(g) = \frac{d_{av}}{2} \langle g, -\Delta g \rangle - N(g)
\]
\[
\leq 2d_{av} \lambda \sinh^2(\nu/2) \cosh(\nu) - C\lambda^{\kappa/2} \left( \frac{\sinh(\nu)}{\cosh(\nu)} \right)^{\kappa/2} \frac{\sinh(\frac{s}{2} \nu)}{\sinh(\frac{s}{2} \nu)}
\]
\[
= \sinh(\nu/2)^2 \left( \frac{d_{av} \lambda}{\cosh(\nu)} - C\lambda^{\kappa/2} \frac{\cosh(\frac{s}{2} \nu)}{\cosh^{\kappa/2}(\nu)} \frac{\sinh(\kappa/2) \nu}{\sinh(\frac{\kappa}{2} \nu)} \right)
\]
As $\nu \to 0$ $\sinh(s \nu) = O(\nu)$ and $\cosh(s \nu) = O(1)$ for any fixed $s \neq 0$. So
\[
E_\lambda \leq O(\nu^2) \left( 1 - O(\nu^{\kappa/3}) \right) < 0
\]
for small enough $\nu > 0$, since $\kappa < 6$. This shows that $E_\lambda < 0$ for all $\lambda > 0$.

\[\textbf{Lemma B.6.}\] Assume that assumptions A1 through A3 hold. Then there exists $f \in l^2(\mathbb{Z})$ such that
\[
N(f) = \int \sum_{x \in \mathbb{Z}} V(|T_r f(x)|) \mu(dr) > 0.
\]

\[\textbf{Proof.}\] Let $l \in \mathbb{N}$ and set $u_l(r,) := T_r \mathbf{1}_{[-2l,2l]}$. Since $\mu$ is a finite measure with compact support there exits $0 < B < \infty$ with $\text{supp} \mu \subset [-B, B]$. We claim that for some constant $c > 0$ and all large enough $l \in \mathbb{N}$ the bounds
\[
|u_l(r, x)| - 1 \geq -e^{-cl} \quad \text{for all } |x| \leq l, |r| \leq B \quad (B.7)
\]
\[
|u_l(r, x)| \leq le^{-c(|x| - 2l)} \quad \text{for all } |x| \geq 3l, |r| \leq B \quad (B.8)
\]
hold. We will prove them later. Assumptions A2 and A3, together with Lemma B.4 show that there exists $a_0 > 0$ such that $V(a) \geq a^\gamma$ for all $a \geq a_0$ and using assumption A1, we have $V(a) \geq -a^{\gamma_1}$ for $0 \leq a < a_0$. Thus, with $\gamma := \min(\gamma_0, \gamma_1)$, we see that the lower bound
\[
V(a) \geq -a^\gamma \mathbf{1}_{[0,a_0]}(a) + a^\gamma \mathbf{1}_{[a_0, \infty]}(a) \quad (B.9)
\]
holds and $V$ is bounded from below.

By (B.7) we can choose $l$ and $\alpha$ large enough such that $\alpha |u_l(r, x)| \geq \frac{a_0}{2} \geq a_0$ for all $|x| \leq l, |r| \leq B$. Then (B.9) yields
\[
I := \sum_{|x| \leq l} V(\alpha |u_l(r, x)|) \geq l \alpha^\gamma.
\]
Since $V$ is bounded from below, we also have
\[
II := \sum_{l<|x| \leq 3l} V(\alpha |u_l(r, x)|) \geq -l,
\]
and (B.9) together with (B.8) gives
\[
III := \sum_{|x| > 3l} V(\alpha |u_l(r, x)|) \geq -(\alpha \gamma) \sum_{|x| > 3l} e^{-c\gamma(|x| - 2l)} \geq -(\alpha \gamma) e^{-c\gamma(l+1)}
\]
for all $|r| \leq B$. Thus, since $\mu$ is a finite measure with support in $[-B, B]$, this gives the lower bound

$$N(\alpha 1_{[-2l, 2l]}) \geq I + II + III \geq l \alpha^\gamma - l - (\alpha l)^\gamma e^{-c\gamma(l+1)}$$

for all large enough $\alpha$ and $l$. Setting $\alpha = l$ shows $\lim_{l \to \infty} N(l 1_{[-2l, 2l]}) = \infty$, in particular, $N(f) > 0$ for some $f \in l^2(\mathbb{Z})$.

It remains to prove (B.7) and (B.8). From Lemma A.1, more precisely, (A.4), we have the bound $|\langle x | T_r | y \rangle| \leq \min \left(1, e^{4|x-y|^2/|x-y|^2} \right)$ for any $r \in \mathbb{R}$. Thus, for all $|r| \leq B$

$$|u_l(r, x)| \leq \sum_{|y| \leq 2l} |\langle x | T_r | y \rangle| \leq \sum_{|y| \leq 2l} (4B)^{|x-y|}/(|x-y|)!,$$

The map $n \mapsto (4B)^n/n!$ is decreasing for all $n \geq 4B - 1$. For $|x| \geq 3l$ and all $|y| \leq 2l$ we will have $n = |x-y| \geq |x| - 2l \geq 4B - 1$ for all large enough $l$, hence we can replace $|x-y|$ above by $|x| - 2l$ and use $n! \geq e^{n \ln n - n}$ to arrive at see

$$|u_l(r, x)| \leq l(4B)^{|x|-2l}/(|x|-2l)! \leq le^{(1+\ln(4B) - \ln(|x| - 2l))(|x| - 2l)} \leq le^{-c(|x|-2l)}$$

for some constant $c > 0$ and all $|x| \geq 3l$ with $l$ large enough. This proves (B.8).

For any initial condition $f_0$, the time evolution $u(r, \cdot) = T_r f_0$ is given by the convergent series

$$u(r, x) = \langle \delta_x, T_r f_0 \rangle = f_0 + \sum_{n=1}^{\infty} \frac{(ir)^n}{n!} \langle \delta_x, \Delta^n f_0 \rangle$$

If $f_0 = 1_{[-2l, 2l]}$, then $\Delta f_0 = -\delta_{2l+1} + \delta_{2l} - \delta_{-(2l+1)} + \delta_{-2l}$, where $\delta_y$ is the Kronecker delta at $y \in \mathbb{Z}$. Moreover, since $\Delta$ increases the support by at most one, that is, $\min(\text{supp } \Delta f) \geq \min(\text{supp } f) - 1$ and $\max(\text{supp } \Delta f) \leq \max(\text{supp } f) + 1$, and $\|\Delta f\|_x \leq 4\|f\|_x$, we see that for any $1 \leq n \leq 2l$ there exists $g_{n,l} : \mathbb{Z} \to \mathbb{R}$ with $\|g_{n,l}\|_x \leq 1$, $\text{supp } g_{n,l} \subset [2l-n+1, 2l+n]$ and

$$\langle \delta_x, \Delta^n 1_{[-2l, 2l]} \rangle = \left(\Delta^n 1_{[-2l, 2l]} \right)(x) = 4^n (g_{n,l}(x) + g_{n,l}(-x))$$

for all $x \in \mathbb{Z}$. In particular, $\langle \delta_x, \Delta^n 1_{[-2l, 2l]} \rangle = 0$ for all $|x| \leq l$ and all $1 \leq n \leq l$. So the series for $u_l(r, x)$ gives

$$u_l(r, x) = 1_{[-2l, 2l]}(x) + \sum_{n \geq l+1} \frac{(ir)^n}{n!} \langle \delta_x, \Delta^n 1_{[-2l, 2l]} \rangle \quad \text{for all } |x| \leq l,$$

hence by the same calculation as for (A.13)

$$|u_l(r, x)| \geq 1 - \sum_{n \geq l+1} \frac{(4|r|)^n}{n!} \geq 1 - \frac{e^{4|r| |r|^{l+1}}}{(l+1)!} \quad \text{for all } |x| \leq l.$$ 

Bounding $(l+1)! \geq e^{(l+1)\ln(l+1) - (l+1)}$ shows that (B.7) is true for some $c > 0$ and all large enough $l \in \mathbb{N}$.

**Appendix C. The discrete IMS localization formula**

Here we give a simple bound which is useful for localizing the discrete kinetic energy.
Lemma C.1. Let \( f \in l^2(\mathbb{Z}) \) and \( \xi : \mathbb{Z} \to \mathbb{R} \) be a bounded function. Then,
\[
\text{Re}(\langle \xi^2 f, -\Delta f \rangle) = \langle \xi f, -\Delta(\xi f) \rangle - \sum_{x \in \mathbb{Z}} |D_+ \xi(x)|^2 \text{Re}(f(x)f(x + 1)). \tag{C.1}
\]
In particular, the lower bound
\[
\text{Re}(\langle \xi^2 f, -\Delta f \rangle) \geq \langle \xi f, -\Delta(\xi f) \rangle - \frac{1}{2} \langle f, (|D_+ \xi|^2 + |D_- \xi|^2)f \rangle \tag{C.2}
\]
holds and if \( \xi_j : \mathbb{Z} \to \mathbb{R}, j = 1, \ldots, n \) are finitely many bounded functions with \( \sum_{j=1}^n \xi_j^2 = 1 \), then
\[
\langle f, -\Delta f \rangle \geq \sum_{j=1}^n \langle \xi_j f, -\Delta(\xi_j f) \rangle - \frac{1}{2} \sum_{j=1}^n \langle f, (|D_+ \xi_j|^2 + |D_- \xi_j|^2)f \rangle. \tag{C.3}
\]
Here \( D_+ \xi(x) := \xi(x + 1) - \xi(x) \) and \( D_- \xi(x) := \xi(x) - \xi(x - 1) \) the forward and backward differences.

Proof. A simple commutator calculation shows
\[
[\Delta, \xi] = (D_+ \xi)S_+ - (D_- \xi)S_- \]
where \((S_+ f)(x) := f(x + 1)\) is the left shift and \((S_- f)(x) := f(x - 1)\) is the right shift. Another calculation shows
\[
[[\Delta, \xi], \xi] = |D_+ \xi|^2 S_+ + |D_- \xi|^2 S_-
\]
and expanding the commutator gives
\[
\xi^2 \Delta - 2\xi \Delta \xi + \Delta \xi^2 = [[\Delta, \xi], \xi].
\]
Thus
\[
2\text{Re}(\langle \xi^2 f, -\Delta f \rangle) = \langle f, -(\xi^2 \Delta + \Delta \xi^2)f \rangle = 2\langle \xi f, -\Delta(\xi f) \rangle - \langle f, [[\Delta, \xi], \xi] f \rangle \\
= 2\langle \xi f, -\Delta(\xi f) \rangle - \sum_{x \in \mathbb{Z}} \left( |D_+ \xi(x)|^2 f(x)f(x + 1) + |D_- \xi(x)|^2 f(x)(x - 1)f(x) \right) \\
= 2\langle \xi f, -\Delta(\xi f) \rangle - \sum_{x \in \mathbb{Z}} |D_+ \xi(x)|^2 2\text{Re}(f(x)f(x + 1))
\]
since \( D_- \xi(x + 1) = D_+ \xi(x) \), which proves (C.1). The bound (C.2) follows from (C.1) since
\[
\sum_{x \in \mathbb{Z}} |D_+ \xi(x)|^2 \text{Re}(f(x)f(x + 1)) \leq \frac{1}{2} \sum_{x \in \mathbb{Z}} |D_+ \xi(x)|^2 (|f(x)|^2 + |f(x + 1)|^2) \\
= \frac{1}{2} \sum_{x \in \mathbb{Z}} (|D_+ \xi(x)|^2 + |D_- \xi(x)|^2)|f(x)|^2
\]
Moreover, if \( \sum_j \xi_j^2 = 1 \), then
\[
\langle f, -\Delta f \rangle = \text{Re}(\langle f, -\Delta f \rangle) = \sum_{j=1}^n \text{Re}(\langle \xi_j^2 f, -\Delta f \rangle)
\]
so (C.3) follows from (C.2). \( \blacksquare \)
Appendix D. The connection with nonlinear optics

Our main motivation for studying (1.1) and the related minimization problems (1.5) comes from the fact that the solutions are related to breather-type solutions of the diffraction managed discrete nonlinear Schrödinger equation

\[ i\partial_t u = -d(t)\Delta u - P(u), \]  

(D.1)

where \( \Delta \) is the nearest neighbour discrete Laplacian, \( t \) the distance along the waveguide, \( x \in \mathbb{Z} \) the location of the waveguide, \( d(t) \) the local diffraction along the waveguide, and \( P(u) \) is an on site nonlinear interaction. This equation describes, for example, an array of coupled nonlinear waveguides \([4, 5, 11, 21, 28]\), but it also models a wide range of effects ranging from molecular crystals \([6, 26]\) to biophysical systems \([9, 10]\). By symmetry, one assumes that \( P \) is odd and \( P(0) = 0 \) can always be enforced by adding a constant term. Most often one makes a Taylor series expansion, keeping just the lowest order nontrivial term leads to \( P(u) \approx |u|^2u \), the Kerr nonlinearity, but we will not make this approximation. The study of bound states of the discrete nonlinear Schrödinger equation (D.1) has attraction a lot of attention, see, for example, \([17]\) and the references therein.

The idea to periodically alter the diffraction along the waveguide by creating a zigzag geometry of the waveguides, similar to what has been done in dispersion management cables, see, for example, \([13, 27, 30]\) and the references therein, was probably first conceived in \([12]\) in order to create low power stable discrete pulses. In this case, the total diffraction \( d(t) \) along the waveguide is given by

\[ d(t) = \varepsilon^{-1}d_0(t/\varepsilon) + d_{\text{av}}. \]  

(D.2)

Here \( d_{\text{av}} \) is the average component of the diffraction and \( d_0 \) its periodic mean zero part with period \( L \).

A technical complication is the fact that (D.1) is a non-autonomous equation. We seek to rewrite (D.1) into a more convenient form in order to find breather type solutions. In the region of strong diffraction management \( \varepsilon \) is a small positive parameter. In this parameter region an average equation which describes the evolution of the slow part of solutions of (D.1) was derived in Fourier space in \([1, 2, 3]\), using the same general method as in the continuum case, see, e.g., \([30]\). The numerical studies of \([1, 2, 3]\) showed that this average equation possesses stable solutions which evolve nearly periodically when used as initial data in the diffraction managed non-linear discrete Schrödinger equation. To derive this equation in our notation, let \( T_r := e^{-ir\Delta} \) be the free discrete Schrödinger evolution, set

\[ D(s) := \int_0^s d_0(\zeta) \, d\zeta, \]

and make the ansatz

\[ u(t,x) = T_{D(\frac{x}{\varepsilon})}v \]

for some function \( v \). Then, since \( \partial_t T_{D(\frac{x}{\varepsilon})} = \frac{1}{\varepsilon}d_0(\frac{x}{\varepsilon})\Delta T_{D(\frac{x}{\varepsilon})} \), we get from (D.1) and (D.2) that \( v \) solves

\[ i\partial_t v(t,x) = -d_{\text{av}}\Delta v(t,x) - T_{D(\frac{x}{\varepsilon})}^{-1}\left[P(T_{D(\frac{x}{\varepsilon})}v(t,\cdot))(x)\right] \]  

(D.3)

for \( t \geq 0 \) and \( x \in \mathbb{Z} \), which is equivalent to (D.1) and still a non-autonomous equation. Since \( d_0 \) has average zero and period \( L \), \( D \) is periodic with the same period \( L \) and thus for small \( \varepsilon \) \( P(D(\frac{x}{\varepsilon})) \) is highly oscillatory with period \( \varepsilon L \). Similar to Kapitza’s treatment of the stabilization of the unstable pendulum by high frequency oscillations of the pivot, see \([18]\), the evolution of \( v \) should evolve on two different scales, a slow one plus a
high frequency one with a small amplitude. The evolution of the slow part \( v_{\text{slow}} \) is described by an averaged equation, where one averages over the fast oscillating terms,

\[
i\dot{v}_{\text{slow}}(t, x) = -d_{av} \Delta v_{\text{slow}}(t, x) - \frac{1}{\varepsilon L} \int_{L}^{\varepsilon L} T_{D(x)}^{-1} \left[ P(T_{D(x)} v_{\text{slow}}(t, \cdot)) \right](x) \, ds
\]

\[
= -d_{av} \Delta v_{\text{slow}}(t, x) - \frac{1}{L} \int_{0}^{L} T_{D(s)}^{-1} \left[ P(T_{D(s)} v_{\text{slow}}(t, \cdot)) \right](x) \, ds.
\]

Making the substitution \( r = D(s) \) and introducing the probability measure \( \mu \) on \( \mathbb{R} \) defined by

\[
\int_{\mathbb{R}} F(r) \mu(dr) = \frac{1}{L} \int_{0}^{L} F(D(s)) \, ds
\]

for any nonnegative (Borel) measurable functions \( F \), one has

\[
i\dot{v}_{\text{slow}}(t, x) = -d_{av} \Delta v_{\text{slow}}(t, x) - \int_{\mathbb{R}} T_{r}^{-1} \left[ P(T_{r} v_{\text{slow}}(t, \cdot)) \right](x) \mu(dr) \quad \text{(D.4)}
\]

which is the time dependent version of (1.1). To derive (1.1) from it, one simply makes the ansatz \( v_{\text{slow}}(t, x) = e^{i\omega t} \varphi(x) \), to see that this solves (D.4) if and only if \( \varphi \) solves (1.1).

Physically it makes sense to assume that the diffraction profile \( d_0 \) is bounded, or even piecewise constant along the waveguide, but one might envision much more complicated scenarios. The simplest case of dispersion management, \( L = 2 \), \( d_0 = 1 \) on \([0, 1]\) and \( d_0 = -1 \) on \([1, 2]\), i.e., \( d_0 = 1_{[0,1]} - 1_{[1,2]} \), which is the case most studied in the literature, correspond to a very simple zigzag geometry of the waveguides, \([1, 2, 3]\). In this case, the measure \( \mu \) is very simple, having density \( 1_{[0,1]} \), the uniform distribution on \([0,1]\), with respect to Lebesgue measure. This assumption was made in \([20, 23, 25]\), where equation (1.1) was studied for the Kerr type nonlinearity \( P(a) = |a|^2 a \) and also some pure power type modifications thereof in \([20]\).

For our results, which also hold for a much larger class of nonlinearities \( P \), we need only to assume the much weaker condition that the probability measure \( \mu \) has bounded support, i.e., there exists \( B > 0 \) such that

\[
\mu([-B, B]) = \mu(( -\infty, -B)) + \mu((B, \infty)) = 0. \quad \text{(D.5)}
\]

The support condition (D.5) is guaranteed if \( d_0 \) is locally integrable, in which case one take

\[
B := \sup_{r \in [0, L]} |D(r)| \leq \int_{0}^{L} |d_0(\xi)| \, d\xi < \infty. \quad \text{(D.6)}
\]

Clearly, this is a very weak assumption on the diffraction profile \( d_0 \) and it has to be assumed in order to even make sense out of equation (D.1). Thus our results cover the most general physically allowed local diffraction profiles \( d_0 \), the singular case \( d_0 = 0 \) leading to the usual discrete NLS which is even local, and cover a large class of nonlinearities \( P \).
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