Experimental Observation of Phase Transitions in Spatial Photonic Ising Machine
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Statistical spin dynamics plays a key role to understand the working principle for novel optical Ising machines. Here we propose the gauge transformations for spatial photonic Ising machine, where a single spatial phase modulator simultaneously encodes spin configurations and programs interaction strengths. Thanks to gauge transformation, we experimentally evaluate the phase diagram of high-dimensional spin-glass equilibrium system with 100 fully-connected spins. We observe the presence of paramagnetic, ferromagnetic as well as spin-glass phases and determine the critical temperature $T_c$ and the critical probability $p_c$ of phase transitions, which agree well with the mean-field theory predictions. Thus the approximation of the mean-field model is experimentally validated in the spatial photonic Ising machine. Furthermore, we discuss the phase transition in parallel with solving combinatorial optimization problems during the cooling process and identify that the spatial photonic Ising machine is robust with sufficient many-spin interactions, even when the system is associated with the optical aberrations and the measurement uncertainty.

As a promising approach to solve a large class of NP-hard problems [1], recently it has attracted tremendous interest to simulate spin glass Hamiltonians in unconventional computing architectures, including optical parametric oscillators [2–6], lasers [7–11], polariton [12–14], trapped ions [15], atomic and photonic condensates [16, 17], electronic memorisers [18], superconducting qubits [19–21], and nanophotonics circuits [22–26]. In particular, the spatial photonic Ising machine with optical modulation in spatial domain has been demonstrated with reliable large-scale Ising spin systems, even up to thousands of spins [27]. Like spatial analog computations [28–36], the setup benefits from the high speed and parallelism of optical signal processing. Thus spatial photonic Ising machines demonstrate high efficiency in searching the ground states and therefore solving the combinatorial optimization problems [37–40].

Generally, complete characterization of possible stable phases is necessary to estimating the Ising description for practical systems [41]. Also statistical spin dynamics about phase transitions plays a key role to understand the working principle in spin systems [42–44]. However, it is challenging to explore all controlled parameters and diagram stable phases for proposed Ising machines from either theoretical or experimental perspective. In the theoretical way, conventionally, a mean-field model is required with the approximation of many-body interaction by one-body average, and such a hypothesis needs to be verified by experimental investigations [41, 45]. On the other hand, since there are enormous spin configurations when a system has a large number of spins, experimental investigations for phase transition are typically limited for the systems with few spins. For example, the phase diagram was experimentally investigated for the simplest coherent Ising machine with two-spin coupled parametric oscillators [46].

In this Letter, we focus on spatial photonic Ising machine and investigate the phase transitions in spatial spin glass systems. Here we propose a gauge transformation to incorporate both the spin configuration and interaction strengths. Thanks to the gauge transformation, by performing the spin system in equilibrium states, we experimentally demonstrate the phase diagram with the spin number as large as $N = 100$. We observe the presence of paramagnetic, ferromagnetic as well as spin-glass phases and determine the critical temperature $T_c$ and the critical probability $p_c$ of phase transitions, which agree well with the mean-field theory predictions. Thus we experimentally verify the approximation of the mean-field model in the spatial photonic Ising machine. Furthermore, we discuss the impact of the phase transition in parallel with solving combinatorial optimization problems. We identify strong fluctuations of Ising energy when the temperature is close to $T_c$, and thus the system needs more time to return to equilibrium after perturbations. Below $T_c$, the system can be dramatically cooled down to the ground state, which indicates that the spatial photonic Ising machine is expected to be robust, even when the system has the optical aberrations and the measurement uncertainty.

Gauge transformation.—We first consider the spatial photonic Ising machine proposed in Ref. [27, 37]. The collimated laser beam with uniform and unitary amplitude illuminates an amplitude spatial modulator in order to generate the amplitude modulation $\{\xi_j\}$ and $-1 \leq \xi_j \leq 1$. Then through the pixel alignment, the modulated beam impinges on the phase-only spatial light modulator (SLM), where the spin configuration $S = \{\sigma_j\}$ is encoded on the beam wavefront through the phase modulation as $\varphi_{j,\text{SLM}} = \sigma_j \xi_j$. Here, $\sigma_j$ takes binary value of either $+1$ or $-1$, and $\varphi_{j,\text{SLM}}$ is the phase of the $j$th pixel on SLM. Subsequently, a lens performs Fourier
transformation of the optical field, then the normalized field intensity at the focal plane, \( I(u, v) \), is detected by the CCD. Especially, the intensity \( I_0 \) at the center where \( (u, v) = (0, 0) \) is contributed by the interactions between every two spins as \( I_0 = \sum_{ij} \xi_j \xi_i \sigma_i \sigma_j \) (see Supplementary Material Sec. I for details). Thus the Hamiltonian of such a Mattis-type spin glass system can be defined as

\[
H = -J I_0 = - \sum_{ij} J_{ij} \sigma_i \sigma_j
\]

where \( J \) is a constant with the unit of energy, and \( J_{ij} = J \xi_i \xi_j \) is the interaction strengths between the spins.

Now let us propose the gauge transformation such that the inhomogeneous interaction strengths \( J_{ij} \) can be transformed into the spin orientations. As shown in Fig. 1(c), each original spin \( \sigma_j \) is rotated clockwise with respect to the \( z \)-axis with the angle \( \alpha_j = \arccos \xi_j \) to arrive at a new spin vector \( \sigma'_j = \xi_j \sigma_j \) on the \( z \)-axis to obtain the effective spin \( \sigma'_j^z = \xi_j \sigma_j^z \) and \( S'^z = \{ \sigma'^z_j \} \) is the gauge-transformed effective spin configuration. As the results, the interactions between the \( z \) components of gauge-transformed spins become uniform in both short and long ranges, with the strength of \( J \). The gauge transformation above is given as

\[
\sigma_j \to \sigma'_j^z, J_{ij} \to J.
\]

The Hamiltonian remains invariant after gauge transformation,

\[
H = - \sum_{ij} J_{ij} \sigma_i \sigma_j = - \sum_{ij} J \sigma'_j^z \sigma'_j^z.
\]

We experimentally implement the gauge transformation with the setup shown in Fig. 1(d). Instead of separately encoding the interaction strengths \( J_{ij} = J \xi_i \xi_j \) and...
the original spin configuration $S = \{\sigma_j\}$ on two SLMs, here we encode the gauge-transformed spin configuration $S'' = \{\sigma_{j'}^z\}$ on a single phase-only SLM. In this case, the rotation of spins corresponds to the modification of the phase modulation on SLM as

$$\varphi_{j,\text{SLM}} = \sigma_j \frac{\pi}{2} + (-1)^j \alpha_j. \quad (4)$$

By performing the gauge transformation, the requirement of amplitude modulation as shown in Fig. 1(b) is eliminated. The derivation of Eq. (4) is inspired by the complex encoding method with double-phase hologram [47–50] and the details are given by SM Sec. II. Due to the gauge invariance, the detected Hamiltonian after the gauge transformation remains invariant, as presented in Eq. (3).

**Phase diagram for spatial photonic Ising machine.**—

To show statistical equilibrium properties of spatial photonic Ising machine, we consider the interaction strengths $J_{ij} = \pm J$ [41], where each $\xi_j$ is randomly chosen following the distribution probability of

$$p(\xi_j) = p \cdot \delta(\xi_j, +1) + (1 - p) \cdot \delta(\xi_j, -1) \quad (5)$$

where $\delta(n,m)$ is a Kronecker delta function, i.e. each $\xi_j$ independently takes the value of either $+1$ or $-1$, with the probability of $p$ and $1-p$ respectively. With respect to the probability $p$ and an effective temperature $T$, the phases of this spin system are characterized by two statistical order parameters, the magnetization strength $M$ and the spin glass order parameter $Q$. These two statistical order parameters are defined as

$$M = \left\langle \frac{1}{N} \sum_j \sigma_j \right\rangle$$

and

$$Q = \left\langle \left( \frac{1}{N} \sum_j \sigma_j \right)^2 \right\rangle$$

respectively, where $\langle \cdots \rangle$ denotes the ensemble average over the spin configurations $S$ and $\langle \cdots \rangle$ denotes the configurational average over different sets of $\{\xi_j\}$ generated following the probability $p$. In order to show the phase diagram of spatial spin glass system, we first formulate the statistical ensembles containing sufficient samples of spin configuration $S$.

The proposed gauge transformation is rather convenient for investigating the phase transitions of these optical spin models. In this way, only one set of experiment is needed to compute the full phase diagram of the spin glass system. This is because though the interactions of the spin systems are different determined by different $\{\xi_j\}$, they share the same model after gauge transformation. In the experiment, it is the gauge-transformed effective spin configurations $S'' = \{\sigma_{j'}^z\}$ that are encoded to formulate the statistical ensembles containing sufficient samples. With the knowledge of any given $\{\xi_j\}$, the statistical ensemble for the original spin configurations $S$ before gauge transformation can be obtained by simply performing $\sigma_j = \sigma_{j'}^z / \xi_j$, where for each given probability $p$, 100 different sets of $\{\xi_j\}$ are generated following the probability equation [Eq. (5)] for configurational averaging in determining the order parameters $M$ and $Q$ of the spin glass systems.

In the experiment, an arbitrary initial effective spin configuration $S'' = \{\sigma_{j'}^z\}$ with 100 spins, where each $\sigma_{j'}^z$ takes value of either $+1$ or $-1$ randomly, is encoded on the phase-only SLM (Holoeye PLUTO-NIR-011, 1920 × 1080 pixels, with pixel size of 8μm × 8μm) following $\varphi_{j,\text{SLM}} = \sigma_{j'}^z \frac{\pi}{2}$. Here an active area with the size of 3200μm × 3200μm on SLM is divided into an array of 10-by-10 macropixels, where each macropixel encode an effective spin.

We generate the ensemble of equilibrium states in the spatial spin glass system with each given effective temperature $T$ following the measurement and feedback scheme. Governed by the Markov Chain Monte Carlo (MCMC) algorithm, we tentatively flip one spin on the SLM during each iteration and measure the normalized field intensity $I(u,v)$ on the back focal plane of the lens $L_1$ (focal length $f = 100$mm) by CCD (Ophir SP620), which then gives the Hamiltonian as Eq. (1). Following the Metropolis-Hasting sampling procedure (see SM Sec. IV for details), with the effective temperature $T$, we update the spin configuration with the knowledge of the optically computed feedback Hamiltonian $H$. Under each fixed effective temperature $T$, 1000 Monte Carlo iterations are performed to formulate a statistical ensemble containing 1000 effective spin configurations $\{S_1^{(T)}, S_2^{(T)}, \ldots, S_{1000}^{(T)}\}$. These 1000 samples represent the equilibrium states of the spin glass system, where the spin configurations satisfy the Gibbs-Boltzmann distribution, $p(S') \propto e^{-H/T}$. We gradually cool the effective temperature from $T = 400J$ to $T = 89.9J$ in the simulated annealing manner. In this way, the whole statistical equilibrium states in the effective temperature range are obtained. The experimentally measured order parameters are presented in Fig. 2, forming the phase diagram with respect to $p$ and $T$. Here five experimental runs are conducted independently and then averaged to reduce the error. In general, following the processes described above, we can determine the full phase diagram of the spatial spin glass system with the aid of the gauge transformation.

As shown in Fig. 2, these two order parameters $M$ and $Q$ categorize the spin glass systems into three distinct phases, the paramagnetic phase ($PM, M = Q = 0$), the ferromagnetic phase ($FM, M > 0, Q > 0$) and the Mattis spin glass phase (MSG, $M = 0, Q > 0$). Figure 2(a) depicts the phase transition as a function of $T$ for fixed probabilities $p$. When $p = 0$ for example, the spin system has uniform interactions, and it experiences the order-disorder phase transition, at a critical temperature $T_c = 199J$, between the PM and FM phases during annealing. At high effective temperatures $T > T_c$, the original spins $\sigma_j$s align randomly, thus the averaged magnetization strength $M$ vanishes in the paramagnetic phase. At low effective temperatures $T < T_c$, the spins $\sigma_j$s tend to align in parallel to minimize the total energy $H$, resulting in spontaneous magnetizations with nonzero
$M$ in the ferromagnetic phase. This phase transition between PM and FM during annealing still holds for other spin glass systems where the degree of disorder in interactions is lower than the critical probability $p_c$.

When $p > p_c$ however, a phase of MSG occurs at low effective temperatures, where the original spins $\sigma_j$s seem to be randomly distributed, but they are in fact locked to $\xi_j$s, that is, all $\sigma_j$s tend to align parallel to $\xi_j$s. Thus the gauge-transformed spins $\hat{\sigma}_j$’s all take uniform value of $+1$ or $-1$ simultaneously, as shown in the inset of Fig. 2(d). The disorder in $\sigma_j$s originates from the disorder in the interaction strengths, i.e. the disorder of $\xi_j$s, which is different from the case in the PM phase. When the interaction strengths given by $\{\xi_j\}$ are fixed, there are no randomness in the values of $\{\sigma_j\}$ and the ensemble averaged magnetization strength $\left\langle \frac{1}{N} \sum_j \sigma_j \right\rangle$ is non-vanishing ($Q > 0$), while averaging over the disorder in interaction strengths then cancels the magnetization strength ($M = 0$).

In order to determine the critical probability $p_c$, we distinguish the FM and MSG phases by plotting the values of $\sqrt{Q}/|M|$ with respect to the probability $p$, at a low effective temperature $T = 89.9J$. The data are extracted from the left-most lines of Fig. 2(b) and (c). The results are shown in Fig. 2(d), and we determine $p_c = 0.45$ where $\sqrt{Q}/|M|$ remains approximately 1 for $p < p_c$ and diverges when $p > p_c$, showing the characteristics of FM and MSG phases respectively. We note that the critical points $T_c$ and $p_c$ determined from the phase diagram, agree well with the predictions of the mean-field theory, $T_c = 2(N - 1)J$ and $p_c^* + (1 - p_c)^2 = 1/(1 + e^{-4J/T_c})$ [41]. These results show that the approximation of the mean-field model is valid in the spatial photonic Ising machine.

**Phase transition in solving optimization problems.**

The spatial spin glass system provides a new computation platform for solving the challenging combinatorial optimization problems by searching the ground state [27, 37–39]. Since the process of searching ground states is in parallel with cooling spin systems, it is expected that the phase transitions should strongly impact the searching process. To show such impacts, here we consider solving a simple optimization problem where the spin interaction $J_{ij} = +J$ is a positive constant for all one-hundred spins. Figure 3(a) shows the temperature of the interacting system during the Monte Carlo iterations, which is controlled with an exponentially decay. The spins initially start from a random configuration, encoded on the SLM with an array of 10-by-10 macropixels.

Here the phases transition is also observed during the dynamical cooling process. Figures 3(b-d) show three sets of measurements of the normalized Hamiltonian $H$ and the magnetization $m = \frac{1}{N} \sum_i \sigma_i$ during the cooling process. All three experimental results demonstrate that the magnetization of the spins wanders around zero at high temperature, while the systems evolve to the ground state with $m = 1$ by cooling. Such magnetizations indicate the transition from the paramagnetic phase to the ferromagnetic phase, and more importantly the phase-transition temperature coincides with our previous determined $T_c$. More importantly, Figs. 3(b-d) also show strong fluctuations of $H$ in the vicinity of $T_c$, where the spin configuration coexists at two phases. Practically, it suggests that the spatial photonic Ising machine needs
more iterations to return to equilibrium after perturbations in the vicinity of $T_c$. Below $T_c$, the system can be dramatically cooled down to the ground state. Since the system is associated with the optical aberrations and the intensity measurement uncertainty, the results show that the spatial photonic Ising machine is robust to such disturbance with sufficient many-spin interactions.

Discussion and Conclusion.—Benefiting from the gauge transformation, we characterize the phase transition to understand the statistical spin dynamics in the novel optical spin system. We also notice a study to simulate large-scale random spin networks with a disordered medium [39]. However, the technique is distinct from the gauge transformation and cannot characterize the phase transition presented here. Furthermore, based on the Ising systems constructing with nonlinear processes as shown in [40], we also believe that the proposed gauge transformation can be extended to study more complex spin models with four-body interactions.

In summary, we have proposed a spatial spin glass system with gauge transformation. The encoding of the spin configurations and the programming of the interaction strengths between spins are realized by only one spatial phase modulation process, which significantly improves the stability and fidelity of the optical Ising machine. For both studies of the statistical equilibrium state properties of spin glass systems and practical applications in solving combinatorial optimization problems, such an optical system exhibits high accuracy and great robustness against noises and aberrations, intriguing for its programmability and scalability in large-scale Ising machine.
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Supplementary Material: Experimental Observation of Phase Transition in Spatial Photonic Ising Machine

I. THE EXPERIMENTAL SETUP WITHOUT GAUGE TRANSFORMATION, AS PRESENTED IN FIG. 1(B)

The spin configuration $S = \{\sigma_j\}$ is encoded on the SLM in an array of $N_x \times N_y$ macropixels. The size of a single macropixel is $W \times W$. As presented in Fig. 1(b), a paraxial beam with amplitude modulation $\{\xi_j\}$ illuminates on the SLM, which has the spatial phase modulation of $\{\sigma_j\}$. After reflected by SLM, the electric field is

$$E(x) = i \sum_j \xi_j \sigma_j \text{rect}_W(x - x_j) = [i \sum_j \xi_j \sigma_j \delta(x - x_j)] \otimes \text{rect}_W(x).$$

(S1)

Here $x = (x, y)$ denotes the spatial coordinate on the SLM plane, and $x_j$ is the center position of the $j$th pixel on SLM, which takes the value of

$$x_j = W(e_m + ne_n) \ (1 \leq m \leq N_x, \ 1 \leq n \leq N_y).$$

In Eq. (S1), the notation $\otimes$ is the convolution operation, and the rectangular functions are defined as

$$\text{rect}_W(x) = \text{rect}(\frac{x}{W}) = \begin{cases} 
1 & |x| \leq W/2 \\
0 & |x| > W/2
\end{cases},
$$

$$\text{rect}(x) = \begin{cases} 
1 & |x| \leq 1/2 \\
0 & |x| > 1/2
\end{cases}.$$ 

According to the Fourier optics, the field at the back focal plane of a lens corresponds to the Fourier transform (FT) of $E(x)$,

$$E(x) \xrightarrow{\text{FT}} \hat{E}(k) = \frac{1}{(2\pi)^2} \int_{-\infty}^{+\infty} E(x)e^{-ik \cdot x} dx.$$ 

Specifically,

$$\sum_j \xi_j \sigma_j \delta(x - x_j) \xrightarrow{\text{FT}} \left(\frac{1}{W}\right)^2 \sum_j \xi_j \sigma_j e^{ik \cdot x_j} \text{rect}_W(x) \xrightarrow{\text{FT}} W^2 \text{sinc}_W(k)$$

where

$$\text{sinc}_W(k) = \text{sinc}(\frac{kW}{2\pi}) = \frac{\sin \frac{kW}{2\pi}}{\frac{kW}{2\pi}}, \ \text{sinc}(k) = \frac{\sin \pi k}{\pi k}.$$ 

Therefore we have

$$\hat{E}(k) = (i \sum_j \xi_j \sigma_j e^{ik \cdot x_j}) \cdot \text{sinc}_W(k).$$

The electric field on the detection plane, i.e. the back focal plane, is $E(u, v)$, where $u = (u, v)$ is the spatial coordinate on the detection plane. Here the focal length of the FT lens is $f$ and the wavelength of the laser source is $\lambda$, and $u = \frac{f\Delta u}{2\pi}, \ v = \frac{f\Delta v}{2\pi}$. So

$$E(u, v) = (i \sum_j \xi_j \sigma_j e^{i\frac{2\pi}{f\lambda}(u \cdot x_j)}) \cdot \text{sinc}(\frac{uW}{f\lambda}).$$

(S2)

The detected intensity image on CCD is

$$I(u, v) = E^*(u, v) \cdot E(u, v) = \sum_{ij} \xi_i \xi_j \sigma_i \sigma_j e^{i\frac{2\pi}{f\lambda}(u \cdot x_i - v \cdot x_j)}u^2 \text{sinc}(\frac{uW}{f\lambda}).$$

(S3)

The Hamiltonian is defined as

$$H = -JI_0 = -J \sum_{ij} \xi_i \xi_j \sigma_i \sigma_j,$$

(S4)

where $J$ is a constant and $I_0$ is the intensity on the center of the detection plane, $(u, v) = (0, 0)$. As a result, the optical spatial modulation method described as above successfully models the spin glass systems.
II. DERIVATION OF GAUGE TRANSFORMATION IN EQ. (4)

Supposing that a collimated beam, with uniform amplitude, impinges on the phase-only SLM with the spatial phase modulation following Eq. (4) in the text, the beam wavefront becomes

\[
E(x) = iM(x)[\sum_j \sigma_j e^{i\alpha_j} \text{rect}_W(x - x_j)] + i(1 - M(x))[\sum_j \sigma_j e^{-i\alpha_j} \text{rect}_W(x - x_j)] \\
= i[H_1(x)M(x) + H_2(x)(1 - M(x))] \otimes \text{rect}_W(x)
\]

(S5)

where

\[
H_1(x) = \sum_j \sigma_j e^{i\cos^{-1} \xi_j} \delta(x - x_j) \\
H_2(x) = \sum_j \sigma_j e^{-i\cos^{-1} \xi_j} \delta(x - x_j)
\]

\[
H_1(x) + H_2(x) = 2 \sum_j \xi_j \sigma_j \delta(x - x_j)
\]

\[
H_1(x) - H_2(x) = 2i \sum_j \sqrt{1 - \xi_j^2} \sigma_j \delta(x - x_j)
\]

and \(M(x)\) and \(1 - M(x)\) are the checkerboard pattern functions as

\[
M(x) = \sum_{m,n = -\infty}^{+\infty} \left[ \delta(x - 2mW, y - 2nW) + \delta(x - (2m + 1)W, y - (2n + 1)W) \right]
\]

\[
1 - M(x) = \sum_{m,n = -\infty}^{+\infty} \left[ \delta(x - 2mW, y - (2n + 1)W) + \delta(x - (2m + 1)W, y - 2nW) \right]
\]

The values of \(M(x) \otimes \text{rect}_W(x)\) and \((1 - M(x)) \otimes \text{rect}_W(x)\) are presented in Fig. S1. Specifically, in the case that all \(\xi_j\)s take binary values of either +1 or −1, the modulated optical field is simplified as

\[
E(x) = i \sum_j \sigma_j^2 \text{rect}_W(x - x_j).
\]

(S6)

According to the Fourier optics, the lens L1 (with focal length \(f = 100\) mm) performs the spatial Fourier transformation (FT) on \(E(x)\),

\[
H_1(x) \xrightarrow{\text{FT}} h_1(k_x, k_y) \\
H_2(x) \xrightarrow{\text{FT}} h_2(k_x, k_y)
\]

\[
M(x) \xrightarrow{\text{FT}} \left( \frac{1}{2W} \right)^2 \sum_{m,n = -\infty}^{+\infty} \left[ 1 + e^{ik_x W} e^{ik_y W} \right] \delta(k_x - m \frac{\pi}{W}, k_y - n \frac{\pi}{W})
\]

\[
= \left( \frac{1}{2W} \right)^2 \sum_{m,n = -\infty}^{+\infty} \left[ 1 + (-1)^{m+n} \right] \delta(k_x - m \frac{\pi}{W}, k_y - n \frac{\pi}{W})
\]
1 - M(x) \xrightarrow{FT} \left( \frac{1}{2W} \right)^2 \sum_{m,n=-\infty}^{+\infty} (e^{ik_x W} + e^{ik_y W}) \delta(k_x - m \frac{\pi}{W}, k_y - n \frac{\pi}{W})

= \left( \frac{1}{2W} \right)^2 \sum_{m,n=-\infty}^{+\infty} ((-1)^m + (-1)^n) \delta(k_x - m \frac{\pi}{W}, k_y - n \frac{\pi}{W})

So the spatial spectrum is

\hat{E}(k) = \frac{i}{4} \left\{ h_1(k_x, k_y) \otimes \left[ \sum_{m,n=-\infty}^{+\infty} (1 + (-1)^{m+n}) \delta(k_x - m \frac{\pi}{W}, k_y - n \frac{\pi}{W}) \right] \\
+ h_2(k_x, k_y) \otimes \left[ \sum_{m,n=-\infty}^{+\infty} ((-1)^m + (-1)^n) \delta(k_x - m \frac{\pi}{W}, k_y - n \frac{\pi}{W}) \right] \right\}

\cdot \text{sinc}_W(k_x, k_y)

(S7)

The convolution terms state that the optical field on the focal plane is distributed periodically. This is because the pixels on the SLM have finite sizes, so \( \hat{E}(k) \) has the discrete Fourier transform (DFT)-like phenomena, where different diffraction orders are centered at \((k_x, k_y) = (m, n) \frac{\pi}{W}\). The zeroth diffraction order is

\( \hat{E}_0(k) = \frac{i}{2} \left\{ h_1(k_x, k_y) + h_2(k_x, k_y) \right\} \cdot \text{sinc}_W(k_x, k_y) = \left( \sum_j \xi_j \sigma_j e^{i k \cdot x_j} \right) \cdot \text{sinc}_W(k) = \left( \sum_j \sigma_j' e^{i k \cdot x_j} \right) \cdot \text{sinc}_W(k) \)

(S8)

In fact, the higher-diffraction-order fields may overlap with the zeroth-order field, thus the total field is the interference between the zeroth and higher diffraction orders,

\( \hat{E}(k) = \hat{E}_0(k) + \hat{E}'(k) \)

(S9)

where \( \hat{E}'(k) \) is the contribution from higher diffraction orders. The field \( \hat{E}'(k) \) acts as noises that degrades the performance of the optical setup in modeling the spin glass systems.

The electric field on the detection plane, related to \( \hat{E}(k) \) through \( u = k_x \frac{f \lambda}{2\pi}, \ v = k_y \frac{f \lambda}{2\pi} \), is written as

\( E_0(u, v) = \left( \sum_j \sigma_j' e^{i \frac{2\pi}{W} u \cdot x_j} \right) \cdot \text{sinc}(\frac{uW}{f \lambda}) \)

(S10)

If \( H_1(x) \) and \( H_2(x) \) are band-limited such that \( E_0(u, v) \) is confined in the first Brillouin zone \((-\frac{f \lambda}{4W} \leq u, v \leq \frac{f \lambda}{4W})\), thus different diffraction orders do not overlap with each other. In the experiments, we are only interested in the detected field intensity within the finite area \((-\frac{f \lambda}{4W} \leq u, v \leq \frac{f \lambda}{4W})\), so only the zeroth diffraction order is contained and thus \( E(u, v) = E_0(u, v) \).

The detected intensity image on CCD is

\( I(u, v) = E^*(u, v) \cdot E(u, v) = \left( \sum_{ij} \sigma_i' \sigma_j' e^{i \frac{2\pi}{W} (x_i - x_j) \cdot u} \right) \cdot \text{sinc}^2(\frac{uW}{f \lambda}) \)

(S11)

Then we arrive at the same result as Eq. S3. The Hamiltonian is defined as

\( H = -J \cdot I_0 = -J \cdot \sum_{ij} \sigma_i' \sigma_j' \)

where \( J \) is a constant with the unit of energy and \( I_0 \) is the intensity on the center of the detection plane \((u, v) = (0, 0)\). As a result, the spatial spin glass systems are modeled with gauge transformation, where both encoding of the spin configuration and programming of the interaction strengths are realized by only one spatial phase modulator.
In the experiment, we use a green laser source (wavelength $\lambda = 532\,\text{nm}$) to generate a collimated beam with a planar wavefront and a uniform amplitude distribution (see the detailed setup in Fig. S2). Here the collimated laser with a beam waist radius of about 3.6mm is expanded by lenses $L2$ (focal length is 50mm) and $L3$ (focal length is 500mm), which generate a sufficiently wide Gaussian beam to cover the phase-only SLM (Holoeye PLUTO-NIR-011), such that the amplitude distribution at the used region of SLM is rather uniform. The polarizer $P1$ is used to prepare the incident beam linearly polarized along the long display axis of the SLM. A CCD (Ophir SP620) is used to detect the optical field intensity on the back focal plane. We note that with a finite pixel-size detector, it is hard to exactly detect $I_0$ at the center, due to the restriction of the NA of lenses and the resolution of CCD. So the Hamiltonian is calculated by normalizing the detected intensity in a finite region as $H = -J \iint_{A} [\bar{I}(u, v) \times \bar{I}(u, v)] du dv / \iint_{A} \bar{I}(u, v) du dv$, where $\bar{I}(u, v)$ is the field intensity on the detection plane when the SLM has uniform phase modulation of $\varphi_{j,\text{SLM}} = 0$ in the squared detection region $A : |u|, |v| \leq d/2$. We also estimate the impact of the noises by detecting a finite region on the detection plane instead of the center pixel in the experiments and find that the results are convergent and stable when $d > 0.08 f \lambda W$. Here $f$ is the focal length of lens $L1$ shown in Fig. 1(d), and $W$ corresponds to the length of a macropixel on SLM encoding the effective spin configurations.

IV. OPTICAL METROPOLIS-HASTING SAMPLING

For the purpose of studying the statistical properties of spin glass systems, we first formulate the statistical ensembles containing sufficient samples of spin configurations $S$. The statistical ensembles are obtained by optical iterations governed by Monte Carlo algorithm with Metropolis-Hasting sampling. In each iteration, a single spin is flipped and the updated spin configuration $S_{\text{new}}$ is accepted with the probability of $e^{-\Delta H / T}$, depending on both the variance of the energy function $\Delta H = H(S_{\text{new}}) - H(S)$ and the effective temperature as follow:

$$
\begin{cases} 
\text{if } \Delta H > 0 : & \text{accept } S_{\text{new}} \text{ with the probability of } e^{-\Delta H / T} \\
\text{if } \Delta H \leq 0 : & \text{accept } S_{\text{new}}
\end{cases}
$$