Abstract—The paper is about processing of biomedical data. It was used 13 methods of machine learning (Naive Bayes classifier for multivariate Bernoulli models, A decision tree classifier, An extremely randomized tree classifier, Classifier implementing the k nearest neighbors vote, Linear Discriminant Analysis, Linear Support Vector Classification, Logistic Regression, Nearest centroid classifier, A random forest classifier, Classifier using Ridge regression, Ridge classifier with built in cross validation, Gaussian Mixture Models, Support Vector Machines) and one method of deep learning (Multiplayer Perception). A discrete wavelet transform was used to extract of biometric features. Haar wavelets, Daubechi wavelets, Symlets, Coiflets, Biorthogonal, Reverse biororthogonal, Discrete Meyer (FIR Approximation) were used. The influence of Electrocardiograms (ECG) recording time on the accuracy of biometric identification and diagnosis of cardiovascular diseases was studied. It was found that the best methods of classification are: Multiplayer Perception, An extremely randomized tree classifier, Classifier implementing the k nearest neighbors vote, and Logistic Regression aka logit MaxEnt classifier. Wavelet family doesn’t affect significantly on accuracy of recognition. With increasing registration time, accuracy increases.
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I. INTRODUCTION

The electrocardiograms allows us to measure various biomedical parameters such as the heart rate, the rhythm of heartbeats, heart abnormalities and perform the emotion recognition and biometric identification [1]. One of the major fields of using of ECG analysis is diagnosis of cardiovascular diseases. As reported by the World Health Organization, cardiovascular diseases are the main reason for deaths worldwide [1]. Many researchers have used ECG signals for emotion recognition in addition to many other signals such as the electroencephalogram, skin temperature, blood pressure, electromyogram, heart rate variability, cortisol levels, and thermal imaging features [1]. ECGs are also being used in the field of biometric identification.

Depending on the application, the analysis contains several steps, such as preprocessing, feature extraction, feature selection, feature transformation and classification. When preprocessing ECG recordings are cleaning from different types of noise and artifacts. In the preprocessing step, the goals are to reduce such noise and artifacts to determine the fiducial points (P, Q, R, S, T (P-onset, P-peaks, P-offset, QRS-onset, QRS-offset, T-onset, T-peaks and T-offset)) and to avoid amplitude and offset effects to compare signals from different patients [1-5]. The preprocessing stage uses a filtering block to delete artifact signals from an ECG signal [1, 6]. Often, an ECG signal is initially bandpass filtered with different frequency ranges before analyzing it.

In the literature, various feature extraction techniques have been proposed to expose the distinctive information from ECG signals for different purposes, such as analysis and classification. Those features can be used individually or in combination with other features [1].

The use of morphological features is also possible in ECG analysis. In different studies [7], morphological features were used to diagnose ECG signals.

Frequency-based techniques are among the most popular feature extraction techniques for representing ECG signals for classification purposes. Because ECG signals are nonstationary objects it makes wavelets an effective tool for the analysis of ECG signals [8] and for frequency-based feature extraction, with its powerful time-frequency localization property [1]. The wavelet transformation is a linear transform that decomposes a signal into components that appear at different scales [9]. Time localization of the spectral components can be obtained by wavelet analysis, as this provides the time-frequency representation of the signal [1].

There are various methods of classification that have been utilized for ECG analysis and classification tasks such as artificial neural networks (ANNs), LDA, k nearest neighbor (kNN), support vector machine (SVM), decision tree (DT), and Bayesian classifiers.
Artificial neural networks is intended to solve both linear classification and non-linear classification problems with various network structures and learning algorithms [1].

Linear discriminant analysis goal is maximize the ratio of the between-class variance to the within-class variance, and it provides the highest possible discrimination between different classes. LDA is utilized in some of the recent ECG classification studies [10]. k nearest neighbor has a wide usage in most of the pattern recognition problems and is also employed in some recent ECG classification studies [11].

Support vector machine is utilized in most of ECG classification studies [12].

Decision tree learning aims to map observations about an item to a conclusion. This conclusion can be either a possible target class label or a target value. Decision trees is used in some ECG classification studies [13]. In addition to common decision tree approaches, there are some more specific decision tree structures that are used frequently for ECG classification [1]. The Random Forest Tree is a type of ensemble classifier that uses many decision trees [1, 14]. In this approach, multiple decision trees are trained with subsets of training data. This approach uses a type of majority voting in which the output class label is assigned according to the number of votes from all the individual trees. This approach is also frequently used for ECG classification studies [1, 14].

Bayesian classifiers are the systems that are based on Bayes’ decision theory. This theory is a fundamental statistical approach [15]. The idea behind these classifiers is that if the class is known, the values of the other features can be predicted. If the class is not known, then Bayes’ rule can be used to predict the class label according to the given feature values. In Bayesian classifiers, probabilistic models of the features are built to predict the class label of a new sample. Bayesian classifiers, which are one of the widely used methods for pattern recognition problems, are utilized in most of the recent studies. The types of Bayesian classifiers utilized for ECG classification are the Bayesian network [1], naive Bayes [1], and Bayes maximum likelihood classifier [1].

There are various application fields for ECG analysis and classification tasks. These fields can be grouped as disease classification, heartbeat type detection, biometric identification, and emotion recognition.

Disease classification using ECG is critical for correct diagnosis of the heart diseases, much effort has been made to analyze and classify ECG signals that belong to various heart problems. The aim of these efforts is the early detection of heart disease in general. Early detection can rescue the patient’s life or prevent permanent damage to human organs [1, 16]. The heart problem that most of the studies have focused on is arrhythmia.

The purpose of Heartbeat type detection is to separate different ECG beats from each other. This task is a part of ECG data analysis. There are various efforts that have concentrated on the separation of different types of ECG beats from one another. These efforts differ according to the used ECG beat types and applied detection approaches.

There are many studies in the literature about heartbeat type detection [1, 17].

The purpose of biometric identification is usually to increase security for any reason. There are various types of biometric information that can be extracted from humans, such as face, fingerprint, and retinal data. There are many recent studies related to ECG-based biometric identification in the literature [1, 18].

Emotion recognition is one of the fundamental techniques of affective computing, which is the key technology for humanmachine interaction [1, 19]. Emotion can be recognized from facial expression, speech, physiological signals, and so on. Some examples of emotions are joy, anger, sadness, and pleasure. In this paper, ECG-based emotion recognition is only addressed. There is a limited number of recent studies related to ECG-based emotion recognition in the literature [1].

II. MATERIALS AND METHODS

The goal of the paper is finding the best combination of wavelet type used for feature extraction when biometric authentication and diagnoses of cardiovascular diseases and method of Machine Learning which gives the best accuracy. The second task is assessing affect of time of ECG recording on accuracy of reonition.

We used a samples of digitized electrocardiograms derived from the PTB database [20]. When doing preprocessing we used a wfdb python library [21] downloaded from www.physionet.org web site and biospy python library [22]. We used wavelet discrete transformation for feature extraction with following wavelets: Haar wavelets, Daubechii wavelets (from db1 to db38), Symlets (from sym2 to sym20), Coiflets (from coif1 to coif17), Biorthogonal (from bior1.1 to bior6.8), Reverse biorthogonal wavelet (from rbio1.1 to rbio6.8) and Discrete Meyer (FIR Approximation). When classification we used following methods of classification: Multiplayer Artificial Neural Network, Naive Bayes classifier for multivariate Bernoulli models, A decision tree classifier, An extremely randomized tree classifier, Classifier implementing the k nearest neighbors vote, Linear Discriminant Analysis, Linear Support Vector Classification, Logistic Regression aka logit MaxEnt classifier, Nearest centroid classifier, A random forest classifier, Classifier using Ridge regression, Ridge classifier with built in cross validation, Gaussian Mixture Models, Support Vector Machines.

III. RESULTS AND DISCUSSION

Results of biometrical identification and diagnosis of cardiovascular diseases are shown on tables from 1 to 4. ECG recognition time vary from 5 to 20 seconds.

As we can see from Tables 1-4, the best methods of classification are: Multiplayer Perception. An extremely randomized tree classifier, Classifier implementing the k nearest neighbors vote and Logistic Regression aka logit MaxEnt classifier. Wavelet family doesn’t affect significantly on accuracy of recognition. With increasing registration time, accuracy increases.
Results of biometrical identification/diagnosis of cardiovascular diseases. Registration time is 5 seconds.

| Method                                              | Haar| Haar         | Daubechies | Daubechies | Symlets| Symlets         |
|-----------------------------------------------------|-----|--------------|------------|------------|--------|-----------------|
|                                                     | Diagnosis | Identification | Diagnosis | Identification | Diagnosis | Identification |
| Multiplayer Perception                              | 0.95 | 0.97         | 0.96       | 0.98       | 0.95   | 0.98            |
| Naive Bayes classifier for multivariate Bernoulli models | 0.21 | 0.50         | 0.21       | 0.50       | 0.22   | 0.50            |
| A decision tree classifier                          | 0.85 | 0.67         | 0.85       | 0.67       | 0.84   | 0.67            |
| An extremely randomized tree classifier             | 0.94 | 0.95         | 0.94       | 0.95       | 0.94   | 0.95            |
| Classifier implementing the k nearest neighbors vote | 0.97 | 0.94         | 0.97       | 0.94       | 0.97   | 0.94            |
| Linear Discriminant Analysis                        | 0.73 | 0.89         | 0.73       | 0.89       | 0.73   | 0.89            |
| Linear Support Vector Classification                | 0.73 | 0.81         | 0.73       | 0.81       | 0.72   | 0.81            |
| Logistic Regression aka logit MaxEnt classifier      | 0.76 | 0.97         | 0.76       | 0.97       | 0.76   | 0.97            |
| Nearest centroid classifier                         | 0.29 | 0.59         | 0.29       | 0.59       | 0.29   | 0.59            |
| A random forest classifier                          | 0.71 | 0.12         | 0.71       | 0.12       | 0.71   | 0.10            |
| Classifier using Ridge regression                   | 0.73 | 0.43         | 0.73       | 0.43       | 0.73   | 0.42            |
| Ridge classifier with built in cross validation      | 0.73 | 0.43         | 0.73       | 0.43       | 0.73   | 0.42            |
| Gaussian Mixture Models                              | 0.24 | 0.60         | 0.24       | 0.60       | 0.25   | 0.60            |
| Support Vector Machines                              | 0.86 | 0.83         | 0.86       | 0.83       | 0.86   | 0.83            |
Results of biometrical identification/diagnosis of cardiovascular diseases. Registration time is 5 seconds.

| Method                                                                 | Coiflets | Biorthogonal | Reverse biorthogonal | Discrete Meyer |
|------------------------------------------------------------------------|----------|--------------|----------------------|----------------|
|                                                                        | Diagnosis| Identification| Diagnosis | Identification| Diagnosis | Identification| Diagnosis | Identification|
| Multiplayer Perception                                                 | 0.96     | 0.98         | 0.94     | 0.98           | 0.94     | 0.98           | 0.91     | 0.97           |
| Naive Bayes classifier for multivariate Bernoulli models               | 0.21     | 0.50         | 0.21     | 0.50           | 0.21     | 0.50           | 0.19     | 0.48           |
| A decision tree classifier                                            | 0.85     | 0.67         | 0.85     | 0.67           | 0.85     | 0.67           | 0.84     | 0.68           |
| An extremely randomized tree classifier                               | 0.95     | 0.95         | 0.94     | 0.95           | 0.94     | 0.95           | 0.95     | 0.96           |
| Classifier implementing the k nearest neighbors vote                  | 0.97     | 0.94         | 0.97     | 0.94           | 0.97     | 0.94           | 0.96     | 0.93           |
| Logistic Regression aka logit MaxEnt classifier                       | 0.73     | 0.89         | 0.73     | 0.89           | 0.73     | 0.89           | 0.73     | 0.89           |
| Linear Discriminant Analysis                                          | 0.72     | 0.79         | 0.73     | 0.81           | 0.73     | 0.81           | 0.73     | 0.78           |
| Linear Support Vector Classification                                  | 0.75     | 0.97         | 0.76     | 0.97           | 0.76     | 0.97           | 0.75     | 0.96           |
| Nearest centroid classifier                                           | 0.29     | 0.59         | 0.29     | 0.59           | 0.29     | 0.59           | 0.29     | 0.58           |
| A random forest classifier                                            | 0.71     | 0.12         | 0.71     | 0.12           | 0.71     | 0.12           | 0.71     | 0.10           |
| Classifier using Ridge regression                                     | 0.73     | 0.42         | 0.73     | 0.43           | 0.73     | 0.43           | 0.73     | 0.42           |
| Ridge classifier with built in cross validation                        | 0.73     | 0.42         | 0.73     | 0.43           | 0.73     | 0.43           | 0.73     | 0.42           |
| Gaussian Mixture Models                                                | 0.24     | 0.60         | 0.24     | 0.60           | 0.24     | 0.60           | 0.23     | 0.59           |
| Support Vector Machines                                               | 0.86     | 0.83         | 0.24     | 0.83           | 0.86     | 0.83           | 0.85     | 0.81           |
### TABLE II

Results of biometrical identification/diagnosis of cardiovascular diseases. Registration time is 10 seconds.

| Method                                                   | Haar           | Daubechies     | Symlets        |
|----------------------------------------------------------|----------------|----------------|----------------|
|                                                          | Diagnosis      | Identification | Diagnosis      | Identification | Diagnosis | Identification |
| Multiplayer Perception                                   | 0.97           | 0.98           | 0.97           | 0.98           | 0.98      | 0.98           |
| Naive Bayes classifier for multivariate Bernoulli models | 0.18           | 0.59           | 0.18           | 0.59           | 0.18      | 0.58           |
| A decision tree classifier                               | 0.89           | 0.82           | 0.89           | 0.82           | 0.89      | 0.81           |
| An extremely randomized tree classifier                 | 0.97           | 0.97           | 0.97           | 0.97           | 0.97      | 0.97           |
| Classifier implementing the k nearest neighbors vote    | 0.99           | 0.97           | 0.99           | 0.97           | 0.99      | 0.97           |
| Linear Discriminant Analysis                            | 0.74           | 0.93           | 0.74           | 0.93           | 0.74      | 0.93           |
| Linear Support Vector Classification                    | 0.72           | 0.88           | 0.72           | 0.88           | 0.73      | 0.89           |
| Logistic Regression aka logit MaxEnt classifier         | 0.76           | 0.97           | 0.76           | 0.97           | 0.76      | 0.97           |
| Nearest centroid classifier                             | 0.26           | 0.60           | 0.26           | 0.60           | 0.26      | 0.60           |
| A random forest classifier                              | 0.69           | 0.14           | 0.69           | 0.14           | 0.69      | 0.14           |
| Classifier using Ridge regression                       | 0.71           | 0.47           | 0.71           | 0.47           | 0.71      | 0.47           |
| Ridge classifier with built in cross validation         | 0.71           | 0.47           | 0.71           | 0.47           | 0.71      | 0.47           |
| Gaussian Mixture Models                                 | 0.24           | 0.74           | 0.24           | 0.74           | 0.24      | 0.74           |
| Support Vector Machines                                 | 0.92           | 0.97           | 0.92           | 0.97           | 0.92      | 0.97           |
Results of biometrical identification/diagnosis of cardiovascular diseases. Registration time is 10 seconds.

| Method                                                      | Coiflets | Biorthogonal | Reverse biorthogonal | Discrete Meyer |
|--------------------------------------------------------------|----------|--------------|----------------------|---------------|
|                                                              | Diagnosis| Identification | Diagnosis | Identification | Diagnosis | Identification |
| Multiplayer Perceptron                                       | 0.98     | 0.98         | 0.98                | 0.98         | 0.98      | 0.98           |
| Naive Bayes classifier for multivariate Bernoulli models      | 0.18     | 0.59         | 0.18                | 0.59         |           | 0.17 0.57      |
| A decision tree classifier                                   | 0.90     | 0.79         | 0.89                | 0.82         |           | 0.90 0.80      |
| An extremely randomized tree classifier                     | 0.97     | 0.97         | 0.97                | 0.97         |           | 0.97 0.97      |
| Classifier implementing the k nearest neighbors vote        | 0.99     | 0.97         | 0.99                | 0.97         |           | 0.99 0.97      |
| Linear Discriminant Analysis                                | 0.74     | 0.93         | 0.74                | 0.93         |           | 0.74 0.93      |
| Linear Support Vector Classification                        | 0.74     | 0.88         | 0.72                | 0.88         |           | 0.72 0.88      |
| Logistic Regression aka logit MaxEnt classifier             | 0.76     | 0.97         | 0.76                | 0.97         |           | 0.77 0.97      |
| Nearest centroid classifier                                 | 0.27     | 0.60         | 0.26                | 0.60         |           | 0.26 0.59      |
| A random forest classifier                                  | 0.69     | 0.13         | 0.69                | 0.14         |           | 0.69 0.14      |
| Classifier using Ridge regression                           | 0.71     | 0.47         | 0.71                | 0.47         |           | 0.71 0.47      |
| Ridge classifier with built in cross validation             | 0.71     | 0.47         | 0.71                | 0.47         |           | 0.71 0.47      |
| Gaussian Mixture Models                                     | 0.24     | 0.74         | 0.24                | 0.74         |           | 0.22 0.73      |
| Support Vector Machines                                     | 0.92     | 0.97         | 0.92                | 0.97         |           | 0.91 0.96      |
### TABLE III

Results of biometrical identification/diagnosis of cardiovascular diseases. Registration time is 15 seconds.

| Method                                 | Haar  | Daubechies | Symlets |
|----------------------------------------|-------|------------|---------|
|                                        | Diagnosis | Identification | Diagnosis | Identification | Diagnosis | Identification |
| Multiplayer Perception                 | 0.98   | 0.99       | 0.98    | 0.99       | 0.98     | 0.98          |
| Naive Bayes classifier for multivariate Bernoulli models | 0.20   | 0.60       | 0.20    | 0.60       | 0.20     | 0.60          |
| A decision tree classifier             | 0.91   | 0.84       | 0.91    | 0.84       | 0.91     | 0.83          |
| An extremely randomized tree classifier | 0.98   | 0.98       | 0.98    | 0.98       | 0.98     | 0.98          |
| Classifier implementing the k nearest neighbors vote | 0.99   | 0.98       | 0.99    | 0.98       | 0.99     | 0.98          |
| Linear Discriminant Analysis          | 0.74   | 0.93       | 0.74    | 0.93       | 0.74     | 0.93          |
| Linear Support Vector Classification   | 0.75   | 0.89       | 0.75    | 0.89       | 0.72     | 0.89          |
| Logistic Regression aka logit MaxEnt classifier | 0.78   | 0.98       | 0.78    | 0.98       | 0.78     | 0.98          |
| Nearest centroid classifier            | 0.28   | 0.63       | 0.28    | 0.63       | 0.28     | 0.63          |
| A random forest classifier             | 0.69   | 0.12       | 0.69    | 0.12       | 0.69     | 0.11          |
| Classifier using Ridge regression     | 0.71   | 0.44       | 0.71    | 0.44       | 0.71     | 0.44          |
| Ridge classifier with built in cross validation | 0.71   | 0.44       | 0.71    | 0.44       | 0.71     | 0.44          |
| Gaussian Mixture Models                | 0.23   | 0.78       | 0.23    | 0.78       | 0.23     | 0.78          |
| Support Vector Machines                | 0.95   | 0.97       | 0.95    | 0.97       | 0.95     | 0.97          |
| Method                                      | Coiflets | Biorthogonal | Reverse biorthogonal | Discrete Meyer |
|---------------------------------------------|----------|--------------|----------------------|----------------|
| Multiplayer Perception                      | 0.98     | 0.99         | 0.98                 | 0.98           |
| Naive Bayes classifier for multivariate Bernoulli models | 0.20     | 0.60         | 0.20                 | 0.60           |
| A decision tree classifier                  | 0.90     | 0.84         | 0.91                 | 0.84           |
| An extremely randomized tree classifier     | 0.97     | 0.97         | 0.98                 | 0.98           |
| Classifier implementing the k nearest neighbors vote | 0.99     | 0.98         | 0.99                 | 0.98           |
| Linear Discriminant Analysis               | 0.74     | 0.93         | 0.74                 | 0.93           |
| Linear Support Vector Classification       | 0.72     | 0.90         | 0.75                 | 0.89           |
| Logistic Regression aka logit MaxEnt classifier | 0.78     | 0.98         | 0.78                 | 0.98           |
| Nearest centroid classifier                 | 0.28     | 0.63         | 0.28                 | 0.63           |
| A random forest classifier                  | 0.69     | 0.13         | 0.69                 | 0.12           |
| Classifier using Ridge regression          | 0.71     | 0.44         | 0.71                 | 0.44           |
| Ridge classifier with built in cross validation | 0.71     | 0.44         | 0.71                 | 0.44           |
| Gaussian Mixture Models                     | 0.23     | 0.78         | 0.23                 | 0.78           |
| Support Vector Machines                    | 0.95     | 0.97         | 0.95                 | 0.97           |
### TABLE IV
Results of biometrical identification/diagnosis of cardiovascular diseases. Registration time is 20 seconds.

| Method                                                      | Haar |                  | Daubechies |                  | Symlets |                  |
|--------------------------------------------------------------|------|------------------|------------|------------------|---------|------------------|
|                                                              |      | Diagnosis        | Identification | Diagnosis        | Identification | Diagnosis | Identification |
| Multiplayer Perception                                       | 0.99 | 0.99             | 0.98       | 0.99             | 0.98    | 0.99             |
| Naive Bayes classifier for multivariate Bernoulli models     | 0.21 | 0.62             | 0.21       | 0.62             | 0.21    | 0.62             |
| A decision tree classifier                                  | 0.92 | 0.85             | 0.92       | 0.85             | 0.92    | 0.86             |
| An extremely randomized tree classifier                     | 0.98 | 0.98             | 0.98       | 0.98             | 0.97    | 0.98             |
| Classifier implementing the k nearest neighbors vote        | 0.99 | 0.98             | 0.99       | 0.98             | 0.99    | 0.98             |
| Linear Discriminant Analysis                                | 0.73 | 0.94             | 0.73       | 0.94             | 0.73    | 0.94             |
| Linear Support Vector Classification                        | 0.71 | 0.92             | 0.71       | 0.92             | 0.71    | 0.92             |
| Logistic Regression aka logit MaxEnt classifier             | 0.76 | 0.98             | 0.76       | 0.98             | 0.76    | 0.98             |
| Nearest centroid classifier                                 | 0.31 | 0.64             | 0.31       | 0.64             | 0.31    | 0.64             |
| A random forest classifier                                  | 0.68 | 0.15             | 0.68       | 0.15             | 0.68    | 0.14             |
| Classifier using Ridge regression                           | 0.69 | 0.45             | 0.69       | 0.45             | 0.69    | 0.45             |
| Ridge classifier with built in cross validation             | 0.69 | 0.47             | 0.69       | 0.47             | 0.69    | 0.47             |
| Gaussian Mixture Models                                     | 0.26 | 0.79             | 0.26       | 0.79             | 0.26    | 0.79             |
| Support Vector Machines                                     | 0.96 | 0.98             | 0.96       | 0.98             | 0.96    | 0.98             |
TABLE IV (CONTINUE)

Results of biometrical identification/diagnosis of cardiovascular diseases. Registration time is 20 seconds.

| Method                                                                 | Coiflets          | Biorthogonal      | Reverse biorthogonal | Discrete Meyer       |
|------------------------------------------------------------------------|-------------------|-------------------|----------------------|----------------------|
|                                                                        | Diagnosis | Identification | Diagnosis | Identification | Diagnosis | Identification | Diagnosis | Identification |
| Multiplayer Perception                                                  | 0.99      | 0.99             | 0.99      | 0.99             | 0.98      | 0.99             |
| Naive Bayes classifier for multivariate Bernoulli models               | 0.21      | 0.62             | 0.21      | 0.62             | 0.19      | 0.60             |
| A decision tree classifier                                             | 0.92      | 0.86             | 0.92      | 0.85             | 0.92      | 0.87             |
| An extremely randomized tree classifier                                | 0.98      | 0.98             | 0.98      | 0.98             | 0.98      | 0.98             |
| Classifier implementing the k nearest neighbors vote                  | 0.99      | 0.98             | 0.99      | 0.98             | 0.99      | 0.98             |
| Linear Discriminant Analysis                                          | 0.73      | 0.94             | 0.73      | 0.94             | 0.73      | 0.94             |
| Linear Support Vector Classification                                   | 0.72      | 0.92             | 0.71      | 0.92             | 0.71      | 0.92             |
| Logistic Regression aka logit MaxEnt classifier                        | 0.76      | 0.98             | 0.76      | 0.98             | 0.76      | 0.98             |
| Nearest centroid classifier                                            | 0.31      | 0.64             | 0.31      | 0.64             | 0.30      | 0.63             |
| A random forest classifier                                             | 0.68      | 0.15             | 0.68      | 0.15             | 0.68      | 0.15             |
| Classifier using Ridge regression                                      | 0.69      | 0.45             | 0.69      | 0.45             | 0.69      | 0.45             |
| Ridge classifier with built in cross validation                        | 0.69      | 0.47             | 0.69      | 0.47             | 0.69      | 0.47             |
| Gaussian Mixture Models                                                | 0.26      | 0.79             | 0.26      | 0.79             | 0.26      | 0.79             |
| Support Vector Machines                                                | 0.96      | 0.98             | 0.96      | 0.98             | 0.96      | 0.98             |
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