Mechanical Equipment Reliability Analysis: Case Study
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Abstract

In civil and mining industries, Wheel loaders are an important component and their cost capability at effective operation. The environmental and operational factors dramatically affect the performance of loaders. In many cases, failure data are often collected from multiple and distributed units in different operational conditions, which can introduce heterogeneity into the data. Part of such heterogeneity can be explained and isolated by the observable covariates, whose values and the way they can affect the item's reliability are known. However, some factors that may affect the item's reliability are typically unknown and lead to unobserved heterogeneity. These factors are categorized as unobserved covariates. In most reliability studies, the effect of unobserved covariates is neglected. This may lead to erroneous model selection for the time to failure of the item, as well as wrong conclusions and decisions. There is a lack of sufficient knowledge, theoretical background, and a systematic approach to model the unobserved covariate in reliability analysis. This paper aims to present a framework for reliability analysis in the presence of unobserved and observed covariates. The unobserved covariates will be analyzed using frailty models (Such as Mixed Proportional Hazard). A case will illustrate the application of the framework.
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1. Nomenclature

| Symbol | Definition |
|--------|------------|
| AIC | Akaike information criterion |
| $h_0(t)$ | Baseline hazard rate |
| BIC | Bayesian information criterion |
| $Q$ test | Cochran's Q test |
| $H_d(t)$ | Cumulative hazard rate |
| $k$ | Degree of freedom |
| EMPHM | Extension mix-proportional hazard model |
| $\Gamma$ | Gamma function |
| $l(t)$ | Hazard rate |
| iid | Independent and identically distributed |
| $L$ | L likelihood function |
| MPHM | Mix Proportional Hazard Model |
| $ln$ | Natural logarithm |
| $R_d(t)$ | Unconditional reliability function |
| $z_{ns}$ | No. of service |
| NHPP | Non-Homogeneous Poisson Process |
| $z_p$ | Precipitation (mm) |
| PH assumption | Proportional hazards |
| PHM | Proportional hazards model |
| $z_{pt}$ | Proportionality of Truck |
| $R(t)$ | Reliability |
| $z$ | Risk factor |
| $z_{rc}$ | Road condition |
| $z_{sf}$ | Rock fragmentation |
| $z_{rk}$ | Rock Kind |
| $\beta^*$ | Scale parameter of Weibull distribution |
| $\lambda^*$ | Shape parameter of Weibull distribution |
| $z_t$ | Temperature (c) |
| $\theta$ | the degree of heterogeneity or The variance of Gamma distribution |
| $\eta^*$ | the regression coefficient |
| $t (hr)$ | Time |
| $z(t)$ | Time-dependent covariate |
Differences in failure intensity are generally etc.) [6]. This may introduce heterogeneity into the data conditions (e.g., operator skill, maintenance strategies, locations, and working under different operational collected from multiple items, distributed at different cannot be found. In reality, failure data are often independent and identically distributed [3]–[5]. However, in practice, homogeneous failure data are typically unknown, or their associated levels during the operating time or at the time of the failure are not available in the failure database [14]. Unobserved covariates may lead to unobserved heterogeneity [13], [15], [16]. For example, in a production process, some pumps may have a soft foot problem due to a defect in the installation process. The soft foot problem will put the bearing in an over-stressed situation; this should be considered a covariate for reliability analysis. Suppose there is no information regarding soft foot in the failure database of the bearing. In that case, an unobserved covariate should be defined to capture the effect of the soft foot on the reliability of the bearing.

In general, due to the quality of manufacturing, installation, operation, and maintenance procedures, some items may become frailer, while others are more robust. In the presence of unobserved covariates, different items may have different levels of frailty. Unobserved covariates are typically unknown or unavailable for each item; hence, they cannot be explicitly included in the analysis. The result of our literature review revealed that, in many cases, for reasons of practicality and simplicity, unobserved covariates are eliminated during the failure data analysis [9], [11], [13], [14], [17]. However, if unobserved covariates are neglected, the reliability analysis only represents the reliability of items with an average level of frailty and not that of the individual items. In general, high-risk items (high frailty) tend to fail earlier than low-risk items (low frailty) for unobserved reasons; thus, the population composition changes over time. Hence, in time, the analysis represents the item with low frailty, and the estimated reliability increases more with time than the reliability of a randomly selected item of the population [18], [19].

The Cox regression model family, such as the proportional hazards model (PHM) and its extension, for example, the stratification approach, is the most dominant statistical approach for capturing the effect of covariates on the reliability performance of an item [6], [13], [17], [20]–[24]. In PHM, the hazard rate of an item is the product of a baseline hazard rate and a positive functional term that describes how the hazard rate changes as a function of covariates. However, the PHM is very sensitive to the omission of the covariates and cannot isolate the effect of unobserved covariates [13]. In survival analysis in medical science, the frailty model introduced by Clayton [25] and Vaupel et al. [16] describes the influence of unobserved covariates in a proportional hazards model. A frailty model is a random effects model for time variables, where the random effect (the frailty) has a multiplicative effect on the hazard [15], [23]. Gamma distribution, inverse Gaussian or exponential distribution can be used to model the frailty [6], [14], [15], [26].
Recently, some studies in the reliability field have used the frailty model to model the effect of missing covariates on the reliability of an item in making maintenance decisions [6], [9], [24], [27]. To get a glimpse of the status of the applications of the frailty model in recent years, we conducted an online search of Scopus in December 2018 with the relevant keywords. We found that 33 papers with the keyword ‘frailty’ and ‘reliability’ have been published since 2008. Of these, only seven are related to applying a frailty model in reliability engineering with a focus on maintenance purposes. Asha [28] incorporated the frailty model into the load share systems and showed that reliability analysis for a heterogeneous case could differ dramatically from that for a homogeneous setting. Xu and Li [29] obtained stochastic properties of univariate frailty models, which are a special case of multivariate frailty models, and Misra [30] used stochastic orders to compare frailty models arising from different choices of frailty distribution. Asfaw and Lindqvist [23], Finkelstein [31], Slimacek and Lindqvist [32] and Giorgio [11] modeled the frailty by the introduction of Non-Homogeneous Poisson Process (NHPP). For example, Slimacek and Lindqvist [32] used frailty to model the effect of unobservable differences between turbines, as unobserved covariates, on the reliability of wind turbines using the Poisson process. It must be mentioned that most of the available studies do not discuss how the time-dependent covariates should be handled in the frailty model; nevertheless, ignoring the time dependency of covariates is the most practical approach in these studies. Moreover, the required statistical tests for the investigation of observed and unobserved heterogeneity among the reliability data are not discussed. It seems that simplistic assumptions, the lack of a systematic approach and inadequate theoretical background are the main barriers to the proper application of the frailty model in the reliability field. To overcome these challenges, the main contribution of this paper is to present a framework for failure data analysis in the presence of observed and unobserved covariates. The framework is based on the mixed proportional hazards model, originally developed by Lancaster [33] to determine the causes of variation among unemployed persons in the length of time they are out of work. Recently, researchers such as Ghomghale et al., Barabady et al., Zaki et al., and Bjarte et al. have used the mixed proportional hazards in the field of remaining useful life, spare parts estimation, recoverability, and reliability [34]–[40].

3. Reliability Analysis of wheel loaders

Jajarm Bauxite Mine, located in Iran, has 19 main open mines in the city of Jajarm. The longitudinal area of the mine from west to east (namely: Golbini 1-8, Zou 1-4, Tagouei 1-6, and Sangtarash) accounts for 16 kilometers. The length of each section is as follows: Golbini: A total of 4.7 km, Zou mines: A total of 3.3 km, Tagouei mines: A total of 5 km, and Sangtarash mine: About 3 kilometers in length. The Jajarm bauxite falls in the lens-like layer category. The expanse of bauxite is mostly in the form of layers. The minerals lying on the karstic-dolomites form the Elika formation, which lies under the shales and sandstones of the Shemshak formation. The bauxite layer is not made of uniform thickness and consistent quality. The bauxite layer generally ranges from less than 1 meter to about 40 meters in thickness. The case study was focused on the failure data of two-wheel loaders (\(m = 2\)) from Kaj-Mahya Company, which were put into service in the Jajarm Bauxite Mine. The wheel loaders' major design characteristics (weight, size, maximum load capacity, etc.) were almost the same.

The systematic framework for reliability analysis of reliability data in the presence of observed and unobserved covariates (observed and unobserved heterogeneity) is described in Figure 1. This methodology is based on four important steps:

- Establishing the context and data collection
- Identifying the baseline hazard rate based on maintenance nature
- Modeling the effect of the covariates
- Parameter estimation

**Figure 1.** A framework for reliability model selection for Civil and mining Wheel loaders [34], [35], [39], [41]

As this figure shows, the context should be established in the first step. In this step, all external and internal parameters to be considered when analyzing failure data and setting the scope and assumptions for the reliability analysis should be defined. External context is the external environment in which the item is going to work, such as ambient temperature, pressure,
humidity, etc. Internal context is the internal conditions related to the item itself and the company running and maintaining the item, including the repair and physics of failure, operator condition, maintenance crew, etc. Understanding the external and internal context is important to identify the observed covariates. For example, based on the physics of failure, road conditions can contribute to the failure of a truck in a mine; hence, it should be considered as a covariate in the reliability analysis of the truck. In this step, the possible relationships between different covariates should be investigated, as well as the possible level for each of them.

In the next step, failure data and all possible observed covariates associated with each failure should be collected. After that, based on the nature of the failure data (e.g., trend behavior of the data) and the type of repair strategy, the appropriate baseline hazard should be selected for the data. For example, the common assumption for a repairable system can be i) perfect repair or good-as-new condition, ii) minimal repair or bad-as-old condition, or iii) jumps in the hazard rate after repair or different baseline hazard rate. Under the perfect repair strategy, the item is restored to a 'good-as-new' condition, and the main assumption is that the hazard rate is reset to that of a new system after maintenance. If the times between failures are independent and identically distributed (iid), it can be concluded that the item went through perfect repair [23]. In such cases, classical distribution, such as the Weibull distribution, can be used to model the baseline hazard rate.

In the case of minimal repair (bad-as-old), an item has the same intensity function after repair as before the failure. The failure times when the minimal repair is carried out can be considered a non-homogeneous Poisson process. In other words, the baseline hazard rate will be modeled using a non-homogeneous Poisson model. However, it should be mentioned that, on some occasions, such as overhaul, the system may return to a 'good-as-new' condition. Under this condition, it is assumed that the NHPP is cyclic, with each cycle starting as a renewal process and, within the cycle, failure times follow the NHPP. In this case, the failure data will then be categorized by these occasions (for example, overhaul). Then a stratification approach is used to estimate the effect of each covariate, while the NHPP model models the baseline hazard rate. However, the baseline hazard rate will change when a fleet of items is analyzed after some time and undergoing several repairs. For example, in some cases, as the number of failures increases, the average failure time decreases; hence, the baseline hazard rate will not be identical for a particular failure number. Here, the failure data can be categorized based on the failure number; it can be used to define strata, and then the stratification approach can be used to model the fleet failure data.

In general, the first step in analyzing the collected failure data of a repairable system is to check the trend of the failure data. If the data shows a trend, the NHPP, such as the power low process model or trend renewal process (TRP), can be used to model the baseline hazard rate. However, when there is no trend in the data, classical distribution, such as the Weibull distribution, can be used to model the baseline hazard rate. However, some goodness-of-fit tests, such as residual tests, should be used to find the best fit distribution for failure data. For more information regarding the trend test, see [9], [42].

In the next step, the time dependency of observed covariates should be checked. Later, the failure data need to be investigated for unobserved covariates. Data sets without unobserved heterogeneity will be analyzed using the classical proportional hazards model, including the proportional hazards model (when all observed covariates are time-independent) and the extension of the proportional hazards model (in the presence of time-dependent covariates). Moreover, data sets with unobserved heterogeneity will be analyzed using the mixed proportional hazards model (MPHM) family.

We had to collect the failure data along with related observed risk factors in the first step. To do so, we needed to identify the observed risk factors, as seen in Table 1. According to the Table, we identified 11 observed risk factors with a possible effect on the reliability of the wheel loaders. The training processes were different in these companies, leading to operators' different levels of skill; as a result, wheel loaders would experience different levels of stress. Altogether, these can cause various failure rates for wheel loaders identified in these companies. The numbers in square brackets in Table 4, were used to nominate (formulate) the risk factors. For example, wheel loaders work in three shifts, namely, Morning, Afternoon, and Night shifts; thus, we used 0, 1, and 2 here to refer to these shifts, respectively. A sample of data is shown in Table 1.

4. Heterogeneity test for unobserved covariates

Several statistical tests are available in the literature for identifying and quantifying the effects of unobserved heterogeneity. For example, Kimber [43] developed a Weibull-based score test for heterogeneity and then demonstrated its application in two case studies on infant nutrition. Under the assumption that the data follow a stratified proportional hazards model, where the hazard rate can be different within different strata, Gray [44] used the martingale residuals to test for variation over groups in survival data. Commenges and Andersen [45] used marginal, partial likelihood to develop a score test of homogeneity for survival data when the frailty model is used to model the covariates. The score test is valid for general distributions of the frailty variable, not only for the frequently used gamma distribution. In the
meta-analysis, Cochran's Q test (Q test) is normally used to check the homogeneity among data sets. However, the Q test only checks the presence versus the absence of heterogeneity; it does not report on the extent of such heterogeneity. The Q test is computed by summing the squared deviations of each study’s effect, estimated from the overall effect estimate, weighting the contribution of each study by its inverse variance.

Table 1. The identified observed risk factors for the wheel loaders

| Risk factor       | Level            | Risk factor | Level       |
|-------------------|------------------|-------------|-------------|
| Working Place     | Working face [1]  | No. of service | Good [1]    |
|                   | Working dump [2]  |             | Medium [2]  |
| Working Shift     | Morning shift [0] | Proportionality of Track | Suitable [1] |
|                   | Afternoon shift [1]|             | Partly suitable [2] |
|                   | Night shift [2]   |             | Unsuitable [3] |
| Road condition    | Normal [1]        | Wheel loaders Code | DT.1-DT2    |
|                   | Abnormal [2]      | (Dummy Variable (z_{ud})) |            |
| Rock fragmentation| Hard bauxite [1]  | Rock Kind |   |
|                   | Chie boutique [3] | chieellite [1] | Tails [2]    |
|                   | Tailings [4]      | Dolomite [3] |            |
| Dolomite [5]      | Precipitation (z_{p}) | Temp. (z_{s}) | Continuous |
| Whether Condition | Sunny [1]         |             |             |
|                   | Cloudy [2]        |             |             |
|                   | Overcast [3]      |             |             |
|                   | Dense fog [4]      |             |             |

Under the hypothesis of homogeneity among the effect sizes, the Q statistic follows a chi-square distribution with k – 1 degree of freedom, λ being the number of studies. However, these statistical tests and their applications are limited, mainly due to their requirements, in terms of data and assumptions. Each test is optimum to detect the heterogeneity of a specific form [46], [47]. For example, a shortcoming of the Q statistic is that it has poor power to detect true heterogeneity among studies when the meta-analysis includes a small number of studies and excessive power to detect negligible variability with a high number of studies. Recently, the F index has been proposed to quantify the degree of heterogeneity in a meta-analysis [39]. A likelihood ratio test, the Akaike information criterion (AIC), and Bayesian information criterion (BIC) are common tests for checking the hypothesis of the presence of heterogeneity against the null hypothesis of non-heterogeneity (θ = 0). In general, the AIC performs well when heterogeneity is small, but if heterogeneity is large, the BIC will often perform better [9], [12], [49]. For example, in the case of Weibull distribution for the baseline hazard rate, the likelihood ratio can be written as:

\[
R = 2 \left( \ln L (\hat{\lambda}, \hat{\beta}, \hat{\theta}) - \ln L (\lambda_0, \beta_0, \theta_0, 0) \right)
\]

(1)

Here, \( \hat{\lambda} \) and \( \hat{\beta} \) are estimated parameters for Weibull distribution, \( \theta \) is the regression coefficient for observed covariates, and \( \theta \) can be interpreted as the degree of heterogeneity [9]. These parameters can be estimated by maximizing the full likelihood function. On a 5% significance level, the null hypothesis (no heterogeneity) will be rejected if \( IR \geq 2.706 \). Moreover, under the minimal repair strategy, a power law can be used to represent the intensity function. Under the assumption of the power law intensity function, a three-step likelihood ratio test procedure can be performed to check whether a significant amount of heterogeneity among units exists [9]. As the first step, the null hypothesis, say \( H_0: \lambda_1 = \lambda_2, \lambda_m = \lambda_0, \beta_1 = \beta_2, \beta_m = \beta_0 \), should be tested against the alternative hypothesis, \( H_1: \lambda_1 \neq \lambda_2, \lambda_m \neq \lambda_0, \beta_1 \neq \beta_2, \beta_m \neq \beta_0 \). In the second and third steps, common \( \lambda \), uncoment \( \beta \) and uncoment \( \lambda \), common \( \beta \) should be carried out, respectively [11].

We employed the ratio test to assess the heterogeneity of data. Based on our assumption, the baseline hazard rate was represented by the Weibull distribution. Therefore, using the Weibull distribution, we wrote the failure rate of the wheel loaders as the baseline hazard, and the frailty model was represented by the gamma distribution with the following features (mean value = 1 & variance = 0) as follows:

\[
h(t; z; \pi(t); \alpha) = \frac{\alpha^{\pi(t)} z^{-1+\pi(t)}}{\Gamma(\alpha)} \left( \lambda \beta \right)^{\pi(t)-1} \exp \left[ \sum_{i=1}^{n} \eta_i z_i \right]
\]

(1)

Then, we did the likelihood ratio tests as below:

\[
R = 2 \left( \ln L (\hat{\lambda}, \hat{\beta}, \hat{\theta}) - \ln L (\lambda_0, \beta_0, \theta_0, 0) \right)
\]

(2)

The P-Value for the R=33.27 was obtained as 0.000, suggesting the effect of unobserved risk factors (unobserved heterogeneity) on the reliability of wheel loaders’ Time dependency test of observed covariates. Hence, as in Figure 1, the Mix Proportional Hazard Model (MPHM) or Extension Mix Proportional Hazard Model (EMPHM) should be used to analyze the data.

5. Time dependency test of observed covariates

There are two general approaches for checking the time dependency of covariates: i) the graphical procedure and ii) the goodness-of-fit testing procedure [17]. The developed graphical procedure can generally be categorized into three main groups: i) cumulative hazards plots, ii) average hazards plots, and iii) residual plots [13]. For example, in cumulative hazards plots, the data will be categorized based on the different levels of the covariate that is to be checked for time dependency. Consider that a covariate can be categorized into r
levels, in which the covariate is equal to \( z_r \). After that, the hazard rate can be written as:

\[
h_r(t; z; \alpha) = \frac{a^{\theta} e^{-\theta \cdot \eta \cdot \alpha \cdot t}}{\Gamma(\theta)} \cdot \lambda_{\alpha}(t) \exp (\sum_{i=1}^{p} \eta \cdot z_r)\] (3)

Where \( \eta \cdot z_r \) is the same as before, with \( \eta \cdot z_r \) omitted, with \( i = 1, 2, ..., p \), and \( \alpha \) is a time-dependent covariate. In other words, they should be approximately parallel and separated, corresponding to the different values of the covariates. Departure from parallelism of the above plots for different categories may suggest that \( z_r \) is a time-dependent covariate. For a review of other graphical approaches, see [13], [17], [50]–[52].

In the same way as the cumulative baseline hazard rate, a log-log Kaplan-Meier curve over different (combinations of) categories of variables can be used to check the assumption of PH. A log-log reliability curve is simply a transformation of an estimated reliability curve that results from taking the natural log of an estimated survival probability twice. If we use a PHM or MPHM and plot the estimated log–log reliability curves for defined categories on the same graph, the two plots would be approximately parallel [13]. In the residuals plot in the first step, the residual should be estimated by using the estimated values of the cumulative hazard rate, \( H_k(t) \), and the regression vector \( \eta \) as:

\[
e_i = -H_k(t) \exp (\eta \cdot z_r)\] (5)

If the PH assumption is justified, then the logarithm of the estimated reliability function of \( e_i \) against the residuals should lie approximately on a straight line with slope -1 [13], [53]. A transformed plot of the partial residual suggested by Schoenfeld can also be used as an exploratory tool to detect the time-varying effects of a covariate, even when the a priori form of time dependence is unknown [54]–[56]. The Schoenfeld Residuals Test is analogous to testing whether the slope of the scaled residuals on time is zero or not. If the slope is not zero, then the proportional hazard assumption has been violated [47]. When the covariates are quantitative, using graphical approaches is challenging, as it is difficult to define different levels for quantitative covariates and to decide whether the plots are parallel. In such cases, it is better to use a goodness-of-fit testing procedure such as the chi-squared goodness-of-fit test [5], [57], [58], the log-rank test [5], [57], the likelihood ratio test [5], [57], score tests [57], [59], the doubly cumulative hazard function [60], the Wilcoxon test [61], and generalized moments specification tests [62]. For example, if the PH assumption is justified, the different two-sample tests, e.g., generalized Wilcoxon and log-rank tests, should have the same results [13].

As seen in Table 2 we had to examine the time dependency of the risk factors following the collection of data and observed risk factors. We applied the graphical approach (A ln–ln reliability curve) to evaluate the time dependency of all risk factors.

### Table 2. A sample of failure data and their related observed risk factors

| TB | \( z_{id} \) | \( z_{wp} \) | \( z_{uf} \) | \( z_{as} \) | \( z_{pi} \) | \( z_{rf} \) | \( z_{ac} \) | \( z_{p} \) | \( z_{z} \) | \( z_{sh} \) |
|----|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 10  | 1           | 2           | 2           | 1           | 2           | 1           | 0           | 1           | 1           | 2           |
| 4   | 1           | 1           | 1           | 1           | 1           | 2           | 0           | 5           | 1           | 1           |
| 57  | 2           | 1           | 3           | 3           | 2           | 4           | 2           | 0           | 1           | 1           |
| 6/5 | 2           | 2           | 3           | 3           | 1           | 5           | 1           | 0           | 7           | 1           |

The –ln (\(-\ln\) reliability) against the ln (analysis time) for two observed risk factors is shown in Figure 2, which are named Rock kind (\( z_{rk} \)) and System ID (\( z_{id} \)). Based on these two graphs, the curves are approximately parallel in both; thus, the proportionality assumption applies to the data sets; therefore, the risk factors are concluded to be time-independent. The –ln (\(-\ln\) reliability) for other risk factors confirmed the same result. Hence, as in Figure 1, the MPHM should be used to analyze the data. Software such as STATA, R, SAS, and SYSTAT can be estimated the MPHM parameters.

### 6. Parameter estimation

In the MPHM, the hazard rate of an item is the product of a baseline hazard rate multiplied by two positive functions: i) observed covariate function and ii) an unobserved covariate function (frailty function). Suppose we have a fleet of \( j \) items, the hazard function for an item at time \( t > 0 \) is:

\[
h_j(t; z; \alpha) = \alpha_j \cdot h_0(t) \psi(z; \eta)
\] (6)

Where \( h_0(t) \) is an arbitrary baseline hazard rate, dependent on time alone, \( z \) is a row vector consisting of the observed covariates associated with the item, \( \eta \) is a column vector consisting of the regression parameters for identified observed covariates, and \( \alpha_j \) is a time-independent frailty function for item \( j \) and represents the cumulative effect of one or more unobserved covariates.
In general, the baseline hazard rate \( h_0(t) \) may either be left unspecified or can be modeled using a specific parametric form such as Weibull distribution or NHPP.

The unconditional (population) reliability function can then be estimated by integrating out the unobserved \( \alpha \). If \( \alpha \) has probability density function \( g(\alpha) \), then the population or unconditional reliability function is given by:

\[
R_\theta(t; z; z(t)) = \int_0^\infty \left( R(t; z; z(t)) \right)^\alpha g(\alpha) d\alpha
\]  

(8)

Where we use the subscript \( \theta \) to emphasize the dependence on the frailty variance \( \theta \), the relationship between the reliability function and the hazard function still holds unconditional on \( \alpha \), and, thus, we can obtain the population hazard function using [14]:

\[
\lambda_\theta(t; z; z(t)) = -\frac{d}{dt} R_\theta(t; z; z(t)) [R_\theta(t; z; z(t))]^{-1}
\]  

(9)

Having the gamma distribution with unobserved covariates [14]:

\[
R_\theta(t; z; z(t)) = \left[ 1 - \theta \ln[R(t; z; z(t))] \right]^{-1/\theta}
\]  

(10)

Having the event times \( (t_{i0}, t_i, d_i) \), for \( i = 1, ..., n \) with the \( i \)th observation corresponding to the time \( t_{i0}, t_i, d_i \), either failure occurring at the time \( t_i(d_i = 1) \) or the failure time being right-censored at the time \( t_i(d_i = 0) \), the likelihood function for survival data is given by:

\[
\text{LnL} = \ln \prod_{i=1}^n \left( \frac{f_0(t_i(z, z(t)))^{1-d_i} f_\theta(t_i(z, z(t)))^{d_i}}{R_\theta(t_i(z, z(t)))} \right)
\]  

(11)

Where \( f_0 \) is the probability density function. In a shared frailty model, suppose we have data for \( i = 1, ..., n \) groups, with \( j = 1, ..., n_i \) observations per group, consisting of the trivariate response \( (t_{ij}, l_j, d_{ij}) \) which indicates the start time, end time, and failure/censoring; the \( j \)th item from the \( i \)th group, while the shared frailties follow a gamma distribution, \( L_i \) can be expressed compactly as [14]:

\[
L_i = \left[ \prod_{j=1}^{n_i} (\theta_i(t_{ij}))^{d_{ij}/\theta_i(t_{ij})} \right]^{(1/\theta)} (1 - \theta \ln L_i)^{-1/\theta} \theta_i(t_{ij}) 
\]  

(12)

Where \( D_i = \sum_{j=1}^{n_i} d_{ij} \). Given the unconditional group likelihoods, we can estimate the regression parameters and frailty variance \( \theta \), by maximizing the overall log-likelihood \( \text{LnL} = \sum_{i=1}^n \ln L_i \). In shared-frailty Cox models, the estimation consists of two steps. In the first step, the optimization is in terms of \( \theta \) alone. For fixed \( \theta \), the second step consists of fitting a standard Cox model via penalized log-likelihood, with the \( \nu_i \) introduced as estimable coefficients of dummy variables identifying the groups. The same approach can be used to estimate the likelihood functions for EPHM, MPHM, and PHM. For more information, see [9], [13], [14].

Table 3 and Table 4 represent the analysis results obtained by STATA software. Based on the analysis results, the Working Place (\( z_{w} \)), Weather Condition (\( z_{w} \)), Rock Kind (\( z_{rk} \)) showed significant impacts on the reliability of
wheel loaders. Applying the regression coefficient to the risk factors, we obtained the unconditional survival of wheel loaders as follows:

\[ R_0(t) = 1 - 212.37 \ln \left( \frac{e^{2.39t} - 0.328\theta + 0.254} {0.285 - 0.317\theta + 0.266} \right) \]

(14)

Table 3. The analysis result by the assumption of MPHM

| Risk factors                | Coef.  | Std. Err. | z      | p-value |
|---------------------------|--------|-----------|--------|---------|
| Shift                     | .120   | .045      | -.250  | .012    |
| Working Place             | -.320  | .086      | 2.98   | .003    |
| Proportionality of truck  | .044   | .055      | -.84   | .403    |
| Weather Condition         | .205   | .034      | 3.91   | .000    |
| Precipitation mm          | .004   | .006      | -4.03  | .000    |
| Temperature °C            | .031   | .004      | -4.38  | .000    |
| Road condition            | .156   | .077      | -1.98  | .048    |
| No Service                | .566   | .064      | -4.58  | .000    |
| Rock Fragmentation        | -.114  | .033      | 2.99   | .003    |
| Blasting                  | .439   | .051      | -4.49  | .000    |
| System ID                 | -.022  | .070      | 0.35   | .725    |

Table 4. The baseline and unobserved parameters

The variance of Gamma distribution (θ) | Weibull (p) | 212.37 | 121.24 |

Where \( R_0(t) = e^{-t^{21.24}} \) is the baseline survival of the wheel loaders, unconditional and conditional hazard functions of wheel loaders are shown in Figure 3. Figure 3: a) The population hazard function of wheel loader based on the risk factor mean, b) The population reliability function of a wheel loader on the risk factor mean.

In the next step, we did the analysis assuming no effect for unobserved risk factors to examine the possible bias of analysis in the case of ignoring the effect of unobserved risk factors. The analysis results by selecting the PHM as the model are given in Table 5. The figures show a big difference between the wheel loaders' population hazard rate and the individual wheel loaders. Based on the findings, the regression coefficients of observed risk factors with a significant impact on the hazard rate are generally higher in the PHM compared to the MPHM, and \( \beta = .90 \).

Table 5: The parameter estimation for the failure rate of Turks in PHM

| Risk factors                | Coef.  | Std. Err. | z      | p-value |
|---------------------------|--------|-----------|--------|---------|
| Shift                     | 1.402  | .250      | -5.19  | .000    |
| Working Place             | .885   | .307      | -2.80  | .005    |
| Proportionality of truck  | -.785  | .265      | 2.90   | .004    |
| Weather Condition         | -.008  | .144      | 0.05   | .957    |
| Precipitation             | .058   | .047      | -1.25  | .021    |

Unconditional and conditional hazard functions of wheel loaders are shown in Figure 4. The comparison results of the hazard rates of wheel loaders in both models are shown in Figure 5. As seen, unobserved risk factors significantly impacted the hazard rate of wheel loaders; thus, failure to consider this factor can mislead further decisions on operation and maintenance strategies.

Figure 4. a) The population hazard function of wheel loaders based on the risk factor mean, b) The population reliability function of wheel loaders based on the risk factor mean

7. Conclusion

In reality, heterogeneity among failure data may occur in many cases. Heterogeneity can be due to observed or unobserved covariates, resulting in observed or
unobserved heterogeneity. The reliability analysis results for heterogeneous data can differ substantially from those in a homogeneous case. In most cases, failing to account for heterogeneity would lead to significant differences in estimating the effects of covariates. As a recommendation, all data sets should be checked for unobserved heterogeneity using an appropriate statistical test. The literature review results revealed the lack of a systematic approach to model unobserved covariates in the area of reliability analysis. In this study, the required statistical tests and available models for observed or unobserved heterogeneity in the reliability analysis of failure data are reviewed. Then a systematic framework is developed to facilitate the application of these models. The framework is based on the MPHM, and its extension, which provides an appropriate tool for modeling observed and unobserved heterogeneity under the different types of maintenance strategies. In the analysis of the data sets with observed and unobserved heterogeneity, the time dependency test of the observed covariates needs to be performed in the first step. After that, the presence of unobserved covariates should be checked using an appropriate statistical test. Finally, considering the type of repair strategy carried out on the item, the most appropriate model among the MPHM family should be selected.

In the second part of the paper, the application of the developed framework is illustrated by investigating the amount of observed and unobserved heterogeneity in the failure data of 2 wheel loaders from one company put into service in a Bauxite mine. The large variability in failure data and the differences in failure intensity of the wheel loaders indicate heterogeneity among the collected data, which observed and unobserved covariates can explain. The graphical approach is used to check the trend and correlation of failure data. The result showed no trend and correlation among the data, which can justify the iid assumption. Hence, the renewal process can represent the baseline hazard of wheel loaders. The result of time-dependency and heterogenous tests (ratio test) indicated that all identified observed covariates are time-independent and that there is an unobserved heterogeneity among the failure data. This means that some other factors, which were not included in this study, might affect the reliability of the wheel loaders. Therefore, we need to explore further and model the effect of the unobserved factors, to enhance the accuracy of the estimation.

Figure 5. The comparison of hazard functions using MPHM and PH

(Continue) Figure 6. The comparison of hazard functions using MPHM and PH

Having these results and the developed framework (Figure 1), the MPHM should be used to analyze the data. The analysis showed that six of the identified observed covariates significantly affect the wheel loaders' hazard rate. Ignoring the effect of unobserved covariates, and using PHM instead of MPHM, will
underestimate the effect of Company, Working shift, Rock fragmentation, and slope of the road and overestimate the effect of Proportionality of wheel loaders and Number of services. Moreover, under the assumption of PHM, the Rock condition significantly affects the hazard rate of wheel loaders. In contrast, its effect is insignificant when MPHM is used to model the failure data. Hence, for any decisions on the operation and maintenance strategy, the effect of unobserved covariates should be considered. Finally, although we have modeled the effect of unobserved covariates on the reliability of wheel loaders, to enhance the accuracy of the estimation model in future work, we need to explore the unobserved covariates further.
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