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ABSTRACT

Thanks to their continuous cooling and relative simplicity, white dwarf stars are routinely used to measure the ages of stellar populations. The usefulness of white dwarfs as cosmochronometers depends on the availability of accurate cooling models. A key ingredient of those models are the conductive opacities, which largely govern the cooling rate. In this work, we present improved conductive opacities for the regime of moderate coupling and moderate degeneracy that characterizes an important portion of the envelopes of DA and DB white dwarfs. We find differences of up to a factor 3 between our calculations and the commonly used opacities of Cassisi et al. (2007), which we attribute to an improved account of electron–electron scattering. The cooling models are strongly affected by those changes in the conductive opacities: the age of a 4000K white dwarf can be reduced by as much as 2 Gyr. We provide analytical fits to our new opacities to facilitate the implementation of this important effect in white dwarf evolution codes.
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1. INTRODUCTION

One of the most basic properties of a star is its age, yet measuring individual stellar ages remains a challenging problem (Soderblom 2010). Even the Sun does not directly reveal its age: our best constraints on its age come from laboratory studies of solar system material. This difficulty limits what we can learn about time-dependent processes such as stellar evolution and the formation history of our Galaxy.

Fortunately, stellar remnants can provide a solution to this problem. The evolution of white dwarfs is simpler than that of main-sequence stars and their monotonic cooling implies that there is a relatively simple mapping between their age and their temperature (Mestel 1952). Therefore, precise white dwarf ages can be obtained with the help of theoretical evolution sequences to model their cooling (e.g., Hansen 1999; Fontaine et al. 2001; Salaris et al. 2010; Renedo et al. 2010) and atmosphere models to measure their atmospheric parameters from comparisons with spectroscopic or photometric observations (e.g., Bergeron et al. 1995; Dufour et al. 2005; Koester 2010; Tremblay et al. 2013; Blouin et al. 2018). This technique allows one to precisely measure the ages of different components of the Milky Way (Winget et al. 1987; Oswalt et al. 1996; García-Beerro et al. 2010; Jeffery et al. 2011; Kalirai 2012; Hansen et al. 2013; Kilic et al. 2017, 2019) and probe its formation history (Tremblay et al. 2014; Fantin et al. 2019).

While the evolution of white dwarfs is relatively simple to model, new observational data from Gaia DR2 (Gaia Collaboration et al. 2016, 2018) have recently highlighted the limitations of presently available theoretical evolution sequences. Current models fail to quantitatively reproduce the signature of core crystallization identified by Tremblay et al. (2019), miss an important mechanism that delays the cooling of massive objects (Cheng et al. 2019) and cannot reproduce the observed DA mass distribution (Kilic et al. 2020). This disagreement with empirical data casts doubt on the evolution models’ accuracy when used to measure the ages of stellar populations and motivates further work on their constitutive physics.

Conductive opacities are an ingredient of the utmost importance in white dwarf evolution models, since they largely control the rate at which cooling takes place. Until recently, the conductive opacities used in white dwarf evolution models were those of Itoh et al. (1983), Mitake et al. (1984) and Hubbard & Lampe (1969). More modern calculations were published by Cassisi et al. (2007, see also Potekhin et al. 2015) and significant differences with the previously available conductivities were identi-
fied, especially in the He envelope and the core. Those differences can affect the cooling ages of white dwarfs by as much as 10% (Salaris et al. 2013, Bédard et al. in preparation). While suitable across a large range of density and temperature conditions, the conductive opacities of Cassisi et al. (2007) are more approximate in the moderately degenerate and moderately coupled regime that characterizes a large portion of the H and He envelopes of DA and DB white dwarfs. The model is uniquely suited to the moderately coupled and moderately degenerate conditions typical of the conductive envelopes of white dwarfs. Finally, our conclusions are stated in Section 5.

2. NEW CONDUCTIVE OPACITIES

Our new conductive opacities are evaluated from the mean-force quantum Landau–Fokker–Planck (qLFP) plasma kinetic theory, which is a recently developed model that is uniquely suited to the moderately coupled and moderately degenerate conditions typical of the conductive envelopes of DA and DB white dwarfs. The model is described fully in Shaffer & Starrett (2020a). The conductive opacity $\kappa_c$ is computed from the thermal conductivity $\lambda$ according to

$$\kappa_c = \frac{16\sigma T^3}{3\rho},$$  \hspace{1cm} (1)

where $\sigma$ is the Stefan–Boltzmann constant, $T$ the temperature and $\rho$ the density. The thermal conductivity is obtained by a Chapman–Enskog solution of the qLFP kinetic equation, which is a standard Fokker–Planck-type plasma kinetic equation extended to account for Fermi–Dirac statistics of the electrons (Danielewicz 1980; Daligault 2018).

A hallmark of traditional Fokker–Planck theories is Coulomb logarithms, which crudely model how many-body phenomena such as screening affect the binary collision physics. Standard analytic formulas for the Coulomb logarithms are valid only for weakly coupled plasmas and break down at the moderately coupled conditions relevant to the conductive envelopes of white dwarfs. The Coulomb logarithms used in our calculations are instead based on mean-force scattering, where the collision cross-sections are computed numerically from the scattering phase shifts for the $e-i$ and $e-e$ potentials of mean force, $V_{ei}^{\text{mf}}(r)$ and $V_{ee}^{\text{mf}}(r)$. The cross-sections are reduced to Coulomb logarithms according to

$$\ln \Lambda_{ei} = \frac{2Q_2(\mu_e/k_BT)}{Q_1(\mu_e/k_BT)Zm_e^2\sigma_{\text{RT}}} \left(\frac{2k_BT}{\pi}\right)^{\frac{3}{2}}, \hspace{1cm} (2a)$$

$$\ln \Lambda_{ee} = \frac{1}{2} \left(\frac{\sigma_{ee}^{(2)}(k)}{\bar{\sigma}_{ee}(k)}\right) + \frac{5}{4} \text{erf} \left[\left(\frac{2T}{3TF}\right)^{\frac{3}{2}}\right] \hspace{1cm} (2b)$$

where

$$\sigma_{\text{RT}} = -\frac{e^2\hbar^2}{3m_e} \int \tau_{ei}(k)k^2f'(E)\frac{d\vec{k}}{4\pi^{3/2}} \hspace{1cm} (3)$$

is the electrical conductivity in mean-force relaxation-time approximation (Starrett 2017), $\tau_{ei}(k) = \left[n_i(hk/m_e)\sigma_{ei}^{(1)}(k)\right]^{-1}$ is the $e-i$ relaxation time, $n_i$ is the ion number density, $f'(E)$ is the energy derivative of the Fermi–Dirac distribution (where $E = \hbar^2k^2/2m_e$),

$$\sigma_{ij}^{(r)}(k) = \int (1 - \cos^2 \theta) d\theta \sigma_{ij}(\theta, k), \hspace{1cm} (4)$$

are angular moments of the differential cross-section for $i-j$ scattering, $\bar{\sigma}_{ee}(k) = \pi(e^2m_e/2\hbar^2k^2)^2$ is a reference cross-section,

$$Q_\nu(z) = \frac{1}{\Gamma(\nu + 1)} \int_0^\infty t^\nu \frac{e^{-t/z}}{1 + e^{-t/z}} dt \hspace{1cm} (5)$$

are Fermi–Dirac integrals, $\mu_e$ is the electron chemical potential, $T_F = \hbar^2(3\pi^2n_i)^{2/3}/2m_e k_B$ is the Fermi temperature, and angle brackets denote an average with respect to the distribution of relative momenta $k$ between two electrons with Fermi–Dirac energy distributions. See Shaffer & Starrett (2020a) for additional details and a complete derivation.

The mean-force potentials model how many-body screening and correlations affect binary encounters between particles, even in strongly coupled plasmas. In this work, they are obtained from the average-atom two-component plasma model (Starrett & Saumon 2013; Starrett 2017; Shaffer & Starrett 2020b), which is a finite-temperature density functional theory of ionic and electronic correlations in dense plasmas. In the weakly coupled limit, the potentials of mean force reduce to Debye-screened Coulomb potentials, and so the effective Coulomb logarithms and opacities of qLFP are in good agreement with the analytic expressions in Hubbard & Lampe (1969).
Conductive Opacities in WD Envelopes

Not all limitations of the Fokker–Planck glancing-collision approximation can be overcome using mean-force potentials. In particular, the qLFP kinetic equation is not accurate for highly degenerate electrons \( T \lesssim 0.1T_F \) due to a subtle interplay between the glancing-collision approximation and the Pauli exclusion principle, which causes qualitatively incorrect temperature dependence of the qLFP conductivity (Shaffer & Starrett 2020a). We expect that at degenerate conditions, the model of Cassisi et al. (2007) is likely superior to qLFP. For this reason, we use qLFP results only when \( T > 0.1T_F \). Tables 1 and 2 list the qLFP conductive opacities in this temperature range, which were calculated assuming a fully ionized plasma in all cases. These values are the basis of the practical formulas described in Section 3.

Compared with the general-purpose model of Cassisi et al. (2007), our qLFP calculations offer improved opacities mainly in a narrow \( \rho - T \) domain corresponding to partially degenerate electrons and moderate Coulomb coupling. Historically, the accuracy of models for the conductive opacity in this regime have been limited by how well \( e - e \) scattering is accounted for. The relative importance of \( e - e \) versus \( e - i \) scattering scales roughly as \( Z^{-1} \) (Braginskii 1958; Simakov & Molvig 2014). \( e - e \) collisions are thus most important to the conductive opacity of low-Z elements, where they contribute roughly equally as \( e - i \) ones. An inaccurate model for \( e - e \) scattering thus does not much affect the conductive opacity of metals, but it can severely affect that of H and He.

The influence of \( e - e \) scattering on the conductive opacity enters in two distinct ways. These can be understood by decomposing the conductive opacity as

\[
\kappa_c = S\kappa_{c,ei} + \kappa_{c,ee}
\]

(6)

where \( \kappa_{c,ei} \) and \( \kappa_{c,ee} \) are, respectively, the conductive opacities obtained by considering only \( e - i \) and \( e - e \) collisions (Desjarlais et al. 2017). The factor \( S \) represents the indirect modification of the \( e - i \) scattering term due the presence of \( e - e \) collisions. This arises because the electron distribution function takes on a different shape (and thus has a different associated heat flux) depending on whether or not \( e - e \) collisions occur. The assumption \( S = 1 \) corresponds to Matthiessen’s rule for conduction: that \( e - i \) and \( e - e \) are totally independent scattering mechanisms and their respective thermal resistivities can be added “in series” (Matthiessen 1858). In kinetic theory, this limit is obtained only in the lowest-order Chapman–Enskog approximation to the thermal conductivity (Lampe 1968; Hubbard & Lampe 1969). Such an approximation is reasonable for degenerate or high-Z plasmas, but it can lead to large errors in partially degenerate H or He. For instance, Desjarlais et al. (2017) have shown that for partially degenerate and nondegenerate H, the factor \( S \) takes values of about 0.6 – 0.7. In terms of a correction to \( \kappa_{c,ei} \), this reshaping effect from \( S \) is of comparable importance in H as including the direct effect from \( \kappa_{c,ee} \). Our new conductive opacities differ seriously from those of Cassisi et al. (2007) due to an improved account of both the direct and indirect effects in the partially degenerate regime.

In Cassisi et al., the conductive opacity is constructed from Matthiessen’s rule

\[
\kappa_c \approx \kappa_{c,ei} + \kappa_{c,ee},
\]

(7)

with \( \kappa_{c,ei} \) and \( \kappa_{c,ee} \) being treated as completely independent. That is, the reshaping effect from \( S \) in Equation (6) is not considered. Since \( S \leq 1 \), the neglect of this reshaping effect is to systematically overestimate the relative importance of \( \kappa_{c,ei} \) versus \( \kappa_{c,ee} \) in determining the overall opacity. Indeed, as is shown in Section 3, our new qLFP conductive opacities are systematically smaller than those of Cassisi et al.

The direct \( e - e \) contribution, \( \kappa_{c,ee} \), is treated by Cassisi et al. with an interpolation between the degenerate and classical limits. The interpolation reproduces the results of Hubbard & Lampe (1969) at conditions of weak Coulomb coupling. The regime of moderate Coulomb coupling and partial electron degeneracy is then either not constrained by theory or reproduces Hubbard & Lampe’s values on the verge of that model’s breakdown. Due to the use of mean-force scattering potentials, our qLFP calculations are more accurate at higher Coulomb coupling than Hubbard & Lampe’s model and provide the first predictive theory to accurately treat this small but important region of white dwarf phase space.

We did not extend our calculations to elements heavier than H and He as such calculations would not be applicable to white dwarf models. The qLFP theory is superior to the calculations of Cassisi et al. (2007) only in a \( \rho - T \) domain that corresponds to the envelopes of white dwarfs, which are made of H and/or He. One notable exception however are the Hot DQ white dwarfs, which have C-dominated atmospheres and envelopes (Dufour et al. 2007, 2008). Still, improved conductive opacities for C-rich envelopes would be of limited applicability, as the evolution of Hot DQs below \( T_{\text{eff}} = 18,000 \text{ K} \)—where much of the impact of the new conductive opacities occur (see Section 4.2)—remains unclear. C has likely largely settled down by then, transforming Hot DQs into DQs with He-dominated atmospheres (Coutu et al. 2019), but no detailed evolutionary calculations exist at the moment. Additionally, current uncertain-
ties on the composition of the envelopes of Hot DQs (in particular, the He and O abundances) prevent any accurate modeling and, in any case, the qLFP theory should be in better agreement with the Cassisi et al. results for C than for H or He due to the reduced importance of $e^-e^-$ collisions relative to $e^-i$ ones with increasing $Z$.

For completeness, we note that the error function in Equation (2b) recommended by Shaffer & Starrett (2020a) is physically motivated but not prescribed by the qLFP theory. Its purpose is to roll off the constant $5/4$ term in the Coulomb logarithm which is important at high temperatures but incorrect at low temperatures. Another physically plausible functional form for the roll off was considered

$$\text{erf}[(2T/3T_F)^3] \rightarrow (1 + e^{\mu_e/k_B T})^{-1}$$

While this slightly changes the values of the conductive opacities at moderate degeneracy, it does not result in any substantive change to the evolution sequences presented in Section 4 which would change our conclusions.

### 3. IMPLEMENTATION OF THE NEW CONDUCTIVE OPACITIES

Most modern white dwarf evolution codes rely on the conductive opacities of Cassisi et al. (2007). Those opacity tables have the advantage of spanning a wide range of density and temperature conditions, making them applicable to the whole structures of white dwarfs. Our new opacities affect a narrow region of the whole $\rho-T$ domain covered by the Cassisi et al. tables. Therefore, it would be useful to have a way to keep using

### Table 1. Decimal logarithm of qLFP conductive opacity in cm$^2$g$^{-1}$ for H.

| $\log T$ (K) | $\log \rho$ (g cm$^{-3}$) |
|------------|-----------------|
| -1.0       | 5.00 4.881      |
| 0.0        | 5.22 5.059      |
| 0.5        | 5.44 5.225      |
| 1.0        | 5.67 5.396      |
| 1.5        | 5.89 5.571      |
| 2.0        | 6.11 5.916      |
| 2.5        | 6.33 6.083      |
| 3.0        | 6.56 6.242      |
| 3.5        | 6.78 6.400      |
| 4.0        | 7.00 6.674      |
| 4.5        | 7.22 6.916      |
| 5.0        | 7.44 7.182      |

### Table 2. Decimal logarithm of qLFP conductive opacity in cm$^2$g$^{-1}$ for He.

| $\log T$ (K) | $\log \rho$ (g cm$^{-3}$) |
|------------|-----------------|
| 1.0        | 5.00 1.591      |
| 1.5        | 5.50 2.426      |
| 2.0        | 6.00 3.285      |
| 2.5        | 6.50 3.883      |
| 3.0        | 7.00 4.308      |
| 3.5        | 7.50 4.619      |
| 4.0        | 8.00 5.217      |
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the Cassisi et al. opacities across the structure of white dwarfs, but to correct them in the moderately coupled and moderately degenerate regime where the qLFP theory is expected to be superior. To do so, we designed analytic functions to smoothly correct the Cassisi et al. tables where appropriate.

We correct the Cassisi et al. opacities ($\kappa_c^{\text{ioffe}}$) using

$$\kappa_c^{\text{qLFP}}(\rho, T) = \frac{\kappa_c^{\text{ioffe}}(\rho, T)}{1 + g(\rho^*, T^*) \overline{H}[g(\rho^*, T^*)]},$$

where

$$g(\rho^*, T^*) = a \exp\left[\frac{-(T^* \cos \alpha + \rho^* \sin \alpha)^2}{\sigma_T^2} - \frac{(T^* \sin \alpha - \rho^* \cos \alpha)^2}{\sigma_\rho^2}\right],$$

and where $\rho^* = \log \rho/\rho_0$, $T^* = \log T/T_0$, and

$$\overline{H}[g(\rho^*, T^*)] = 0.5 \tanh\{b[g(\rho^*, T^*) - 0.5]\} + 0.5.$$

The numerical parameters $\alpha$, $a$, $b$, $\rho_0$, $T_0$, $\sigma_\rho$, and $\sigma_T$ are given in Table 3 for both H and He plasmas. Figure 1 compares this analytic correction (contour lines) to the correction obtained by directly comparing the values obtained in Section 2 to those reported in Cassisi et al.\(^1\) (color map). Our simple analytic functions are sufficient to reproduce the decrease in opacity predicted by our new calculations.

Our analytic corrections go smoothly to $\kappa_c^{\text{qLFP}} = \kappa_c^{\text{ioffe}}$ outside the range of application of the qLFP theory, so there is no need to apply any density or temperature cut-off when implementing those corrections in white dwarf models. That being said, the corrections are probably off beyond the high-temperature, high-density limit of Figure 1. In this limit, the qLFP results diverge from those of Cassisi et al., so the analytic model is extrapolating our results and it is unclear when (or if) we should recover $\kappa_c^{\text{qLFP}} = \kappa_c^{\text{ioffe}}$. However, in practice, this is not a problem as the conductive opacities in this $\rho - T$ region are of no interest for white dwarf envelopes (for reference, see the white dwarf structures shown in Figure 5).

### 4. Implications for White Dwarf Cooling

In this section, we investigate how our new conductive opacities for the H/He envelope affect the cooling of white dwarfs. To do so, we implemented the analytic model presented in the previous section in STELUM, the evolution code developed by the Montreal group. The constitutive physics implemented in this code is very similar to what is outlined in Fontaine et al. (2001). An up-to-date and more complete description of STELUM will be given in Bédard et al. (in preparation).

We assume in this paper that DA white dwarfs have an envelope thickness of $q(\text{He}) \equiv M_{\text{He}}/M = 10^{-2}$ and $q(\text{H}) = 10^{-4}$, and that DBs have an envelope thickness of $q(\text{He}) = 10^{-2}$ and $q(\text{H}) = 10^{-10}$. These values are consistent with those derived from evolution models and empirical constraints (Renedo et al. 2010; Bergeron et al. 2011; Koester & Kepler 2015; Rolland et al. 2018), although we note that variations are expected depending on the white dwarf mass and its previous evolution. We also always assume a homogeneous and equimassic C/O core.

#### 4.1. Behavior at high temperatures

We first look at the effect of the new conductive opacities during the early phases of white dwarf cooling. Figure 2 compares evolution sequences that include our corrections to the conductive opacities to sequences that directly use the Cassisi et al. tables for a 0.6 $M_\odot$ DB white dwarf. A priori, the behavior of the sequences that include the reduced opacities obtained from our new calculations is puzzling. Naively, one would assume that reduced opacities would lead to a faster cooling due to the more efficient transport of heat from the core to the surface. This is what we see at low temperatures, but the contrary occurs at $T_{\text{eff}} \gtrsim 15,000$ K.

The reason for this counterintuitive behavior is analogous to that given by Salaris et al. (2013, see also Bédard et al. in preparation) in the context of a comparison between the opacities of Itoh et al. (1983), Mitake et al. (1984) and Hubbard & Lampe (1969) and those of Cassisi et al. (2007). A decrease in the conductive opacities implies an initial faster cooling of the core, as shown in Figure 2. With a lower core temperature, the efficiency of neutrino cooling—an important cooling

### Table 3. Numerical parameters of Equations (9) to (11).

| Parameter | H   | He  |
|-----------|-----|-----|
| $\alpha$  | $-0.52$ | $-0.46$ |
| $a$       | $2.00$  | $1.25$  |
| $b$       | $10.00$ | $2.50$  |
| $\log \rho_0 (\text{cm}^{-3})$ | $5.45$ | $6.50$ |
| $\log T_0 (\text{K})$ | $8.40$ | $8.57$ |
| $\sigma_\rho$ | $5.14$ | $6.20$ |
| $\sigma_T$ | $0.45$ | $0.55$ |

\(^1\) We use the tables given in [http://www.ioffe.ru/astro/conduct/](http://www.ioffe.ru/astro/conduct/). Note that the last update of those tables was done in July 2006. Our analytic model would need to be modified if a new update is made available in the future.
The process at high temperatures—is greatly reduced, which explains why the cooling time for a given effective temperature subsequently increases. To explicitly test this explanation, Figure 2 also shows sequences where neutrino cooling is turned off (dashed lines). The difference in cooling times is then much smaller, which confirms our interpretation. Note that although we did not discuss it here for the sake of conciseness, a qualitatively similar behavior is obtained for DA white dwarfs.

4.2. Behavior at low temperatures

While interesting and instructive, the differences in cooling times at high temperatures have a limited impact on white dwarf age dating since hot white dwarfs are very young. A 15% difference on the cooling time at $T_{\text{eff}} = 18,000 \text{K}$ (Figure 2) only corresponds to a $< 20 \text{Myr}$ age difference. In contrast, the $\approx 10\%$ difference seen at 5000 K corresponds to an age difference of $> 0.5 \text{Gyr}$, with more important implications for white dwarf cosmochronology.

Figures 3 and 4 compare evolution sequences that include and omit the qLFP corrections for DA and DB white dwarfs, respectively. The new conductive opacities have a dramatic effect on white dwarf cooling, leading to age differences of up to 2 Gyr for cool white dwarfs. These important changes to the existing cooling sequences will have implications for the comparison between observational data and theoretical models. This will be discussed in Section 4.3. In the remainder of this section, we discuss the behavior of the cooling sequences, as shown in Figures 3 and 4. More specifically, we will explain why the age differences (1) grow mostly after $T_{\text{eff}} \approx 6000 \text{ K}$, (2) are larger for DA than for DB white dwarfs and (3) are larger for massive white dwarfs.

In all cases where a significant age difference appears between sequences that include the new conductivities and those that omit them, the age differences grow mostly after $T_{\text{eff}} \approx 6000 \text{ K}$. This transition is due to convective coupling, which happens roughly around 6000 K (the exact temperature depends on the white dwarf mass and its envelope composition; Fontaine et al. 2001, Figure 2). Convective coupling occurs when the superficial...
Figure 3. Cooling sequences for DA white dwarfs of different masses. Sequences that include the qLFP corrections to the envelope conductivities are shown in red (dashed red in the case where only the H conductivities are corrected) and sequences that directly use the Cassisi et al. values are shown in black. For reference, temperature labels along the sequences track the evolution of the effective temperature.
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A comparison of Figures 3 and 4 reveals an important difference between DA and DB white dwarfs: the cooling sequences of DAs are more affected than those of DBs by the new conductive opacities. The main explanation for this difference can be found in Figure 1. Since He ions are twice as charged as H ones, the conductive opacity is somewhat less sensitive to the $e^-e^-$ scattering physics, and the qLFP opacities are closer to the Cassisi et al. values for He than for H, meaning that the cooling rate is more affected if a thick hydrogen envelope is present.

Both for DAs and DBs, Figures 3 and 4 show that the more massive a star is, the more the new conductive opacities affect the cooling sequences. This is due to the fact that the envelopes of massive white dwarfs are significantly denser. Because of this, a large portion of the envelope becomes conductive earlier than for lower-mass objects, which explains the increased sensitivity to the conductive opacities. The opposite happens with low-mass objects, where the structure is shifted to lower densities. In the case of the $0.3 M_\odot$ DA white dwarf shown in Figure 3, this shift is important enough that...
Figure 4. Same as Figure 3, but for DB white dwarfs.

Figure 5. $\rho-T$ structures of 0.6 $M_\odot$ DA (left panel) and DB (right panel) models. The black circles identify where the plasma degeneracy parameter ($\Theta = T / T_F$) becomes smaller than 0.5. Convective coupling is approximately achieved when this black circle reaches the deepest layer of the convection zone (highlighted in red). The regions shaded in gray delimit the $\rho-T$ domains where the H (left panel) and He (right panel) conductive opacities presented in this work and those of Cassisi et al. differ by more than 10%.
the conductive hydrogen layers are outside the $\rho - T$ region affected by the new opacities. Only the conductivity of the He envelope is changed, which explains the observed behavior (i.e., the sequence where the qLFP results are only applied to the H layer is virtually identical to the reference sequence, while the sequence that also includes modifications to the He opacities is not).

4.3. Implications for the comparison of theoretical cooling sequences and observational data

The faster cooling of white dwarfs after convective coupling described in the previous section could help improve the agreement between observational data and evolution models. Based on the analysis of the mass distribution of a large sample of DA white dwarfs, Kilic et al. (2020) have recently shown that there are much fewer cool ($T_{\text{eff}} \lesssim 10,000$ K) and massive ($M \gtrsim 1M_\odot$) white dwarfs than predicted by population synthesis calculations. Massive white dwarfs must cool down and become too faint to be observable more rapidly than current cooling models predict. Our new opacities should contribute to solve this problem, as they lead to a faster cooling, especially for the more massive objects (Figure 3). However, such a comparison between population syntheses and observational data is outside the scope of this work. Moreover, as pointed out by Kilic et al., other improvements to cooling models (e.g., a more accurate treatment of phase separation during crystallization, a better understanding of the role of $^{22}\text{Ne}$ diffusion) will be required before the mass distribution of DA white dwarfs can be successfully reproduced by population syntheses.

On the other hand, the faster cooling implied by our new conductivities can also be a problem. Tremblay et al. (2019) have successfully reproduced the low-luminosity cut-off of the white dwarf luminosity function of massive DAs by assuming a standard 10 Gyr age for the Galactic disk and a constant stellar formation rate. Accelerating the cooling of massive DA white dwarfs would be problematic as it would likely worsen the fit to the low-luminosity cut-off. However, we note that additional cooling delays could compensate this effect. In particular, the energy released by the sedimentation of O upon crystallization—which depends on the exact shape of the C/O phase diagram, a challenging calculation to perform (Segretain & Chabrier 1993, Horowitz et al. 2010, Blouin et al. in preparation)—might have been underestimated possibly because of uncertainties on the initial C/O profile. Similarly, for some stars, diffusion of $^{22}\text{Ne}$ and the associated cooling delay (Bildsten & Hall 2001; García-Berro et al. 2008; Althaus et al. 2010; Camisassa et al. 2016) may be more important than currently assumed in evolution models (Cheng et al. 2019).

Figure 6. Comparison of cooling sequences for a $0.6 M_\odot$ DA white dwarf assuming $Z = 0.00$ and $Z = 0.04$ in the envelope. The metal-to-metal abundance ratios are assumed to be solar.

4.4. Impurities

One detail we have overlooked in the calculation of our conductive opacities is the likely presence of metallic impurities in the H/He envelope. To account for the effect of impurities on the conductivities, we rely on the mixing rule given in Cassisi et al., where the effective charge

$$Z_{\text{eff}} = \left(\sum_j Z_j^2 \frac{n_j}{\sum_i n_i}\right)^{1/2} \quad (12)$$

of the mixture is computed and then used to interpolate between the opacity tables of the different elements. To check if this approximation can be a problem in the context of white dwarf cooling models, we compare in Figure 6 two extreme models: one with a $Z = 0.00$ metallicity and one with $Z = 0.04$ (assuming that the metal-to-metal abundance ratios are solar). Clearly, even for those extreme metallicity values, the difference between both cooling sequences is small, which demonstrates that we do not have to worry about the exact treatment of impurities for the calculation of the conductive opacities.

5. CONCLUSIONS

We presented improved conductive opacities for the moderately degenerate and moderately coupled regime that characterizes an important part of the H/He envelopes of white dwarf stars. The improvement mainly comes from an accurate account of $e - e$ scattering in this regime, for which there was previously no predictive and accurate theory. The new conductive opacities are up to a factor of three smaller than those of Cassisi et al.
Blouin et al. (2007). We gave analytical fits that can be implemented in any white dwarf evolution code to correct the Cassisi et al. conductivities in the appropriate regime.

We have shown that the reduced conductive opacities initially lead to a slower white dwarf cooling due to the more rapid inhibition of neutrino cooling. More importantly for white dwarf cosmochronology, the new opacities lead to a much more rapid cooling at cooler temperatures (especially after convective coupling is achieved), with age differences of up to 2 Gyr at $T_{\text{eff}} = 4000$ K for massive DA white dwarfs. This is an important effect that could help explain the recently identified depletion of massive DA white dwarfs after crystallization (Kilic et al. 2020).
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