Elliptic polylogarithms and two-loop Feynman integrals
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We review certain classes of iterated integrals that appear in the computation of Feynman integrals that involve elliptic functions. These functions generalise the well-known class of multiple polylogarithms to elliptic curves and are closely related to the elliptic multiple polylogarithms (eMPLs) studied in the mathematics literature. When evaluated at certain special values of the arguments, eMPLs reduce to another class of special functions, defined as iterated integrals of Eisenstein series. As a novel application of our formalism, we illustrate how a class of special functions introduced by Remiddi and one of the authors can always naturally be expressed in terms of either eMPLs or iterated integrals of Eisenstein series for the congruence subgroup $\Gamma'(6)$.
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1. Introduction

Progress in the analytic computation of Feynman integrals has always gone hand-in-hand with a deeper understanding of the class of mathematical functions and numbers that show up in perturbative Quantum Field Theory. A major breakthrough was achieved by Remiddi and Vermaseren almost 20 years ago when they realised that large classes of Feynman integrals that depend on a single ratio of scales can be expressed in terms of a new class of functions dubbed harmonic polylogarithms (HPLs) \[1\]. Since then it has become clear that in order to describe multi-loop and multi-scale Feynman integrals generalisations of HPLs need to be introduced (see, e.g., ref. [2–5] for a non-exhaustive list). Many of these generalisations fall into the realm of a class of special functions going under the name of hyperlogarithms or multiple polylogarithms (MPLs) in the mathematics literature (cf., e.g. ref. [6–8]). They are defined as,

\[
G(a_1, \ldots, a_n; x) = \int_0^x \frac{dt}{t - a_1} G(a_2, \ldots, a_n; x),
\]

where the recursion starts with \(G(;x) = 1\). If \(a_n = 0\) then the integral in eq. (1.1) diverges, and we define instead

\[
G(0, \ldots, 0; x) = \frac{1}{n!} \log^n x.
\]

MPLs are the most prominent class of special functions that arise when computing multi-loop integrals, and many results for Feynman integrals can be expressed in terms of them. Despite their success, it has been known since the early days of Quantum Field Theory that not all the integrals that arise in perturbative Quantum Electrodynamics can be expressed in terms of MPLs, but generalisations related to elliptic curves are needed \[9\]. In recent years there has been a lot of activity in trying to understand Feynman integrals that evaluate to elliptic functions \[10–31\]. In particular, it was realised that functions of elliptic type also show up in two-loop computations relevant to LHC processes, like for example top-quark pair production \[32–35\], Higgs production \[36, 37\] and top-mass effects in diphoton and dijet production \[38\]. Recently it was shown that elliptic integrals also show up in planar \(\mathcal{N} = 4\) Super Yang-Mills \[39–42\]. These results make it clear that elliptic functions are an integral part of the arsenal of special functions that appear in perturbative Quantum Field Theory. A deeper understanding of these special functions is thus highly desirable.

2. A lightning review of elliptic polylogarithms

From the mathematical point of view one expects that (part of) the class of special functions relevant for Feynman integrals are generalisations of MPLs to elliptic curves, known as elliptic multiple polylogarithms (eMPLs) \[43\]. Here, we use the following definition of eMPLs as iterated integrals on (the universal cover of) a torus, which is closely related to the eMPLs that appear in mathematics \[43\] and string theory \[44\],

\[
\tilde{\Gamma}^{(n_1 \ldots n_k)}(z_1 \ldots z_k; \tau) = \int_0^\tau d\zeta' g^{(n_1)}(\zeta' - z_1, \tau) \tilde{\Gamma}^{(n_2 \ldots n_k)}(z_2 \ldots z_k; \tau),
\]

1
where the $z_i$ are complex numbers and $n_i \in \mathbb{N}$ are positive integers. The integration kernels $g^{(n)}(z, \tau)$ have at most simple poles and are defined through a generating series known as the Eisenstein-Kronecker series,

$$\frac{1}{\alpha} \sum_{n \geq 0} g^{(n)}(z, \tau) \alpha^n = \frac{\theta'_1(0, \tau) \theta_1(z + \alpha, \tau)}{\theta_1(z, \tau) \theta_1(\alpha, \tau)}, \quad (2.2)$$

where $\theta_1$ is the odd Jacobi theta function, and $\theta'_1$ is its derivative with respect to its first argument.

Let us comment on the variable $\tau$ that appears in eq. (2.1). It is a complex number with $\text{Im} \, \tau > 0$ (i.e., it lives in the upper half-plane $\mathbb{H} = \{ \tau \in \mathbb{C} : \text{Im} \, \tau > 0 \}$) that parametrizes the ‘shape’ of the torus. Note that different values of $\tau$ may correspond to the same torus. The redundancy is parametrised by the modular group $SL(2, \mathbb{Z})$, which acts on $\tau$ via Möbius transformations. In other words, if $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z})$, then $\tau$ and $\tau' = \frac{a \tau + b}{c \tau + d}$ describe the same torus. We refer to such a Möbius transformation as a modular transformation. From this we see that the space of all geometrically-distinct tori, called the moduli space of tori, is obtained as the quotient $\mathbb{H}/SL(2, \mathbb{Z})$ of the upper half-plane $\mathbb{H}$ by the modular group $SL(2, \mathbb{Z})$.

While it is known that every elliptic curve is isomorphic to a torus, in practical applications it does usually not present itself in this form. Rather, in applications one encounters elliptic curves defined as the set of points $(x, y)$ that satisfy a polynomial equation of the form $y^2 = P(x)$, where $P(x)$ is a polynomial of degree 3 or 4. We have thus two different ways of describing an elliptic curve: either as a torus with coordinate $z$ or as the set of points with coordinates $(x, y)$ subject to the polynomial constraint $y^2 = P(x)$. In the case of a quartic polynomial, $P(x) = (x - a_1) \ldots (x - a_4)$, the map from $(x, y)$ to $z$ is given by Abel’s map,

$$z(x, \vec{a}) = \frac{c_4}{\omega_1} \int_{-\infty}^{x} \frac{dx'}{\sqrt{P(x')}}. \quad (2.3)$$

Here $c_4 = \frac{1}{\sqrt{2}} \sqrt{(a_1 - a_3)(a_2 - a_4)}$ and the vector $\vec{a} = (a_1, \ldots, a_4)$ collects the roots of the polynomial $P(x)$ and defines the ‘shape’ of the elliptic curve. It is related to the parameter $\tau$ in eq. (2.1) by $\tau = \omega_2 / \omega_1$, where $\omega_i$ are the periods of the elliptic curve,

$$\omega_1 = 2K(\lambda) \quad \text{and} \quad \omega_2 = 2iK(1 - \lambda), \quad \lambda = \frac{(a_1 - a_4)(a_2 - a_3)}{(a_1 - a_3)(a_2 - a_4)}. \quad (2.4)$$

One can show that any pair of linearly independent periods uniquely defines an elliptic curve. In this context the aforementioned $SL(2, \mathbb{Z})$ redundancy simply corresponds to a rotation of the basis of periods, i.e., the periods $(\omega_2, \omega_1)^T$ and $(\omega'_2, \omega'_1)^T$ describe the same elliptic curve if there is $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z})$ such that

$$\begin{pmatrix} \omega'_2 \\ \omega'_1 \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} \omega_2 \\ \omega_1 \end{pmatrix}. \quad (2.5)$$

We can also describe the eMPLs defined in eq. (2.1) in terms of the coordinates $(x, y)$ that define the elliptic curve. This representation is often more directly related to the Feynman integral one wants to compute. Following ref. [28], we define,

$$E_4\left( z_1, \ldots, z_n, x, \vec{a} \right) = \int_{0}^{x} dx' \psi_{n_1}(c_1, x') E_4\left( z_1, \ldots, z_n, x', \vec{a} \right), \quad (2.6)$$
with \( n_i \in \mathbb{Z} \), \( c_i \in \mathbb{C} \cup \{ \infty \} \). The integration kernels \( \psi_n(c,x) \) have at most simple poles. Their explicit form quickly becomes rather involved, and we content ourselves here to present a few explicit cases that will be needed in subsequent sections. We have for example,

\[
\psi_0(0,x) = \frac{c_4}{y}, \quad \psi_1(c,x) = \frac{1}{x-c}, \quad \psi_{-1}(c,x) = \frac{y_c}{y(x-c)},
\]

with \( y = \sqrt{P(x)} \), \( y_c = \sqrt{P(c)} \). We note that \( \psi_1(c,x) \) corresponds to the kernel that defines ordinary MPLs in eq. \((2.4)\). Hence ordinary MPLs are a subset of eMPLs. Although not at all obvious, it can be shown that the kernels \( \psi_n(c,x) \) are in one-to-one correspondence with the kernels \( g^{(n)}(z-z_c) \) that appear in eq. \((2.1)\) \([28]\). In particular, the kernels in eq. \((2.7)\) can be written as

\[
\begin{align*}
\int dx \psi_0(0,x) &= \omega_1 \, dz, \\
\int dx \psi_1(c,x) &= dz \left[ g^{(1)}(z-z_c, \tau) + g^{(1)}(z+z_c, \tau) - g^{(1)}(z-z_\infty, \tau) - g^{(1)}(z+z_\infty, \tau) \right], \\
\int dx \psi_{-1}(c,x) &= dz \left[ g^{(1)}(z-z_c, \tau) - g^{(1)}(z+z_c, \tau) + g^{(1)}(z-z_\infty, \tau) + g^{(1)}(z+z_\infty, \tau) \right],
\end{align*}
\]

where \( z_c \equiv z(x,d) \) is the image of \( x \) under the map in eq. \((2.8)\). A more detailed discussion of eMPLs and their properties is beyond the scope of these proceedings. We only mention here that eMPLs share many of the properties of ordinary MPLs. In particular, they form a shuffle algebra, and the algebra of eMPLs is closed under integration \([28, 43]\). Moreover, using results from ref. \([45]\) one can define a coaction and a notion of symbols on eMPLs \([30]\).

The previous discussion makes it clear that eMPLs may present themselves in different guises: they can equally-well be defined as iterated integrals \( \tilde{\Gamma} \) on a torus, or as iterated integrals \( E_4 \) on the elliptic curve defined by the polynomial equation \( y^2 = P(x) \). There is another representation that prominently features in both pure mathematics and applications in physics. This representation can be motivated as follows: eMPLs are functions of the ‘shape’ of the elliptic curve, parametrised by the variable \( \tau \) in eq. \((2.1)\). In physics applications \( \tau \) will depend on the external kinematic data, and it is therefore natural to expect that a dual representation of eMPLs exists as iterated integrals in the parameter \( \tau \), i.e., as iterated integrals on the moduli space. In general, the corresponding class of integrals is much less studied in the literature, and we therefore restrict ourselves to a special case where all the arguments \( z_i \) and \( z \) in eq. \((2.7)\) are rational points of the form \( \frac{x}{N} + r \tau + s \sqrt{\alpha + \beta \tau} \), with \( r, s, N \) integers. While it may seem that this special case is very restrictive, it is known that the sunrise and the kite integrals can be reduced to this case. It can be shown that eMPLs evaluated at rational points can be written as linear combinations of iterated integrals of the form \([30]\),

\[
I \left( \frac{n_1}{r_1}, \frac{N_1}{s_1}; \ldots; \frac{n_k}{r_k}, \frac{N_k}; z; \tau \right) \equiv \int_{\tau_0}^{\tau} d\tau' h_{N_1, r_1, s_1}^{(n_1)}(\tau') I \left( \frac{n_2}{r_2}, \frac{N_2}{s_2}; \ldots; \frac{n_k}{r_k}, \frac{N_k}; \tau' \right),
\]

where the integration kernels are Eisenstein series, 

\[
h_{N, r, s}^{(n)}(\tau) = \sum_{k=0}^{n} \frac{(2\pi is)^k}{k! N^k} g^{(n-k)} \left( \frac{r}{N} + \tau \frac{s}{N}; \tau \right) = \sum_{(\alpha, \beta) \in \mathbb{Z}^2, (\alpha, \beta) \neq (0,0)} e^{2\pi i (s \alpha - r \beta)/N} (\alpha + \beta \tau)^n.
\]

The integers \( N \) and \( n \) are called the level and the weight of the Eisenstein series. The iterated integrals in eq. \((2.9)\) are a special case of more general iterated integrals of modular forms considered
in the mathematics literature [46, 47], though a detailed discussion of modular forms and Eisenstein series would go beyond the scope of these proceedings. Here it suffices to define a modular form \( f(\tau) \) of weight \( n \) for a group \( \Gamma \subseteq \text{SL}(2, \mathbb{Z}) \) as a holomorphic function on the complex upper half-plane that transform nicely under Möbius transformations for \( \Gamma \),

\[
f\left( \frac{a\tau+b}{c\tau+d} \right) = (c\tau+d)^n f(\tau), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma.
\] (2.11)

One can then show that the Eisenstein series defined in eq. (2.10) are modular forms for the congruence subgroup \( \Gamma(N) \equiv \{ \gamma \in \text{SL}(2, \mathbb{Z}) : \gamma = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod N \} \) [30]. In other words, and a bit oversimplifying, we can think of modular forms as holomorphic functions with nice transformation properties defined on the moduli space of tori.

Based on the previous discussion, we conclude that eMPLs evaluated at rational points can be represented equivalently in terms of three different classes of iterated integrals:

1. as eMPLs \( \tilde{\Gamma} \) in eq. (2.7) evaluated at rational points \( z_i = \frac{r_i}{N_i} + \tau s_i N_i \).
2. as eMPLs \( E_4 \) defined in eq. (2.6).
3. as iterated integrals of Eisenstein series defined in eq. (2.9).

In the remainder of these proceedings we will illustrate this threefold way of representing eMPLs on the example of a novel class of special functions introduced by Remiddi and one of the authors in ref. [22] in the context of the sunrise integral. We start by reviewing the functions of ref. [22] in the next section. The main novel result introduced in these proceedings is a proof that the functions of ref. [22] can always, and very naturally, be described in terms of eMPLs and iterated integrals of modular forms.

### 3. An elliptic generalisation of MPLs

In ref. [22] a new class of special functions was introduced. The definition of this new class of function is

\[
\text{EG}^{[n]}(k,u) = \int_{b_1}^{b_3} \frac{db b^k}{\sqrt{R_4(u,b)}} G(b_{j_1},\ldots,b_{j_n};b),
\] (3.1)

where \( R_4(u,b) = (b-b_1)\ldots(b-b_4) \), with

\[
b_1 = 0, \quad b_2 = 4, \quad b_3 = (\sqrt{u}-1)^2, \quad b_4 = (\sqrt{u}+1)^2.
\] (3.2)

These functions appear in the computation of the two-loop sunrise integral with three equal masses, with \( u = p^2/m^2 \), \( p \) being the external momentum. A detailed study of some of the properties of these functions, in particular relations in low weight \( n \) coming from integration-by-parts identities, have been studied in detail in ref. [22]. Here we follow a different route, and we show that the functions defined by eq. (3.1) can naturally be expressed in terms of eMPLs, and they can therefore be written in any of the three ways discussed at the end of the previous section. For simplicity, we only discuss a single example (cf. eq. (5.16) of ref. [22]),

\[
\mathcal{I}(u) = \int_{b_2}^{b_3} \frac{db}{\sqrt{R_4(u,b)}} \log(b-4) = \int_{b_2}^{b_3} \frac{db}{\sqrt{R_4(u,b)}} [G(b_2,b) + 2\log 2 - i\pi].
\] (3.3)
In the remainder of these proceedings we will discuss in some detail how this integral can be represented in terms of each of the three classes of functions defined in the previous section. We stress, however, that all results of the next subsections generalise to arbitrary representatives of the functions defined in eq. (3.1).

3.1 Representation in terms of e MPLs $E_4$

It is straightforward to write $\mathcal{I}(u)$ in terms of the e MPLs $E_4$. Indeed, we see from eq. (2.7) that ordinary MPLs are a subset of e MPLs, and we have

$$G(b_2; b) = \int_0^b \frac{db'}{b' - b} = \int_0^b db' \psi_1(b_2, b) = E_4\left(\frac{1}{b_2}; b, \tilde{b}\right),$$

(3.4)

where we have introduced the shorthand $\tilde{b} = (b_1, \ldots, b_4)$. The remaining integration can then immediately be performed using eq. (2.3), after realising that $1/\sqrt{R_4(u, b)} = 1/c_4 \psi_0(0, b)$, with $c_4 = \frac{1}{2} \sqrt{(b_1 - 3)(b_2 - b_4)}$. We find

$$\mathcal{I}(u) = \frac{1}{c_4} \int_0^{b_3} db \psi_0(0, b) \left[ E_4\left(\frac{1}{b_2}; b, \tilde{b}\right) + 2 \log 2 - i\pi \right]$$

$$= \frac{1}{c_4} E_4\left(\frac{1}{0}; b_3, \tilde{b}\right) - \frac{1}{c_4} E_4\left(\frac{1}{0}; b_2, \tilde{b}\right) + \frac{1}{c_4} \left(2 \log 2 - i\pi\right) \left[ E_4\left(\frac{0}{0}; b_3, \tilde{b}\right) - E_4\left(\frac{0}{0}; b_2, \tilde{b}\right)\right].$$

(3.5)

3.2 Representation in terms of e MPLs $\tilde{\Gamma}$

We now show how the expression in terms of $E_4$ integrals can be converted to the e MPLs $\tilde{\Gamma}$ defined on the torus. We start by using eq. (2.3) to map each of the points relevant to our problem to the torus. We find, with $z_i \equiv z(b_i, \tilde{b})$ and $z_\infty \equiv z(\infty, \tilde{b})$,

$$z_1 = 0, \quad z_2 = \frac{\tau}{2}, \quad z_3 = \frac{1}{2} + \frac{\tau}{2}, \quad z_4 = \frac{1}{2}, \quad z_\infty = \frac{3}{2}.$$

(3.6)

We can now use eq. (2.8) to change the integration variable from $x$ to $z \equiv z(x, \tilde{b})$. We illustrate this procedure only on one of the $E_4$ functions appearing in eq. (3.5), though all other cases work in a similar way. We find

$$E_4\left(\frac{1}{0}; b_3, \tilde{b}\right) = \int_0^{b_3} db \psi_0(0, b) \int_0^b db' \psi_1(b_2, b')$$

$$= \omega_1 \int_0^{1/2 + \tau/2} dz \int_0^z dz' \left[ g^{(1)}(z' - \tau/2, \tau) + g^{(1)}(z + \tau/2, \tau) - g^{(1)}(z - 1/3, \tau) - g^{(1)}(z + 1/3, \tau) \right]$$

$$= \omega_1 \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) + \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) - \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) - \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right)$$

If we repeat these steps for all the $E_4$ functions in eq. (3.5), we find

$$\mathcal{I}(u) = \frac{\omega_1}{c_4} \left[ \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) + \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) - \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) - \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) \right]$$

$$- \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) + \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) - \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right) + \tilde{\Gamma}\left(\frac{0}{0}; \frac{1}{2} + \frac{\tau}{2}, \tau\right),$$

(3.8)
3.3 Representation in terms of iterated integrals of modular forms

From eq. (3.3) we see that all the arguments of the eMPLs are rational points on the torus of the form $\frac{t}{6} + \frac{r}{6}$, and so it must be possible to write $\mathcal{S}(u)$ as iterated integrals of Eisenstein series $h^{(n)}_{6,1/3}(\tau)$ for the group $\Gamma(6)$ [30]. The main idea that allows us to achieve this is to compute the derivative with respect to $\tau$ of each eMPL, and to integrate back to obtain an iterated integral representation in $\tau$. A closed formula for the total derivative of an eMPL was presented in ref. [30]. The derivative will lower the length, i.e., the number of iterated integrations, by one unit, and we can proceed recursively. We will only discuss an example of an eMPL of length one in detail, and we focus on $\mathcal{G}(\frac{1}{1/3}; \frac{r}{2}, \tau)$. Using the results of ref. [30], we can easily compute the derivative,

\[
\partial_\tau \mathcal{G}(\frac{1}{1/3}; \frac{r}{2}, \tau) = \frac{1}{2} s^{(1)}(\frac{1}{6} + \frac{r}{2}; \tau) - \frac{1}{2\pi i} g^{(2)}(\frac{1}{3}; \tau) + \frac{1}{2\pi i} g^{(2)}(\frac{1}{6} + \frac{r}{2}; \tau) \tag{3.9}
\]

where in the last step we used eq. (2.10) to rewrite the integration kernels $g^{(n)}$ evaluated at rational points in terms of Eisenstein series. We can then immediately write

\[
\mathcal{G}(\frac{1}{1/3}; \frac{r}{2}, \tau) = C + \frac{1}{2\pi i} I\left(\frac{1}{1/3}; \tau\right) - \frac{1}{2\pi i} I\left(\frac{1}{2}; \tau\right) - \frac{i\pi}{4} I\left(\frac{1}{0}; \tau\right), \tag{3.10}
\]

where $C$ is an integration constant that can be obtained by analysing the behaviour of $\mathcal{G}(\frac{1}{1/3}; \frac{r}{2}, \tau)$ as $\tau \to i\infty$. This can easily be done since the integration kernels $g^{(n)}$ become simpler in the limit, and all integrations can be easily performed [44,48,49]. We find

\[
\lim_{\tau \to i\infty} \mathcal{G}(\frac{1}{1/3}; \frac{r}{2}, \tau) = -\frac{i\pi}{2} - \frac{2\pi i}{3} - \frac{1}{2} \log 3. \tag{3.11}
\]

Putting everything together, we arrive at the final expression for $\mathcal{S}(u)$ in terms of iterated integrals of Eisenstein series for $\Gamma(6)$,

\[
\mathcal{S}(u) = \frac{1}{2\pi i} I\left(\frac{1}{2}; \tau\right) - \frac{1}{2\pi i} I\left(\frac{1}{3}; \tau\right) + \frac{i\pi}{4} \tau + \log 2 + \frac{1}{2} \log 3. \tag{3.12}
\]

4. Conclusions

In these proceedings we have reviewed several classes of special functions that feature prominently in pure mathematics and in perturbative Quantum Field Theory, namely elliptic multiple polylogarithms and iterated integrals of Eisenstein series. We have shown that these classes of functions are intimately related in the case where all the arguments of the eMPLs are rational points, and we have discussed how one can switch from one representation to the other.

As a novel application of our formalism, we have shown that the elliptic generalisations of MPLs introduced in ref. [22] can naturally be expressed in terms of eMPLs. When mapped to the torus, we see that all arguments of the eMPLs are given by the set of rational points in eq. (3.4). Consequently, the functions introduced in ref. [22] can equally-well be expressed in terms of iterated integrals of Eisenstein series for $\Gamma(6)$. 
We foresee that eMPLs and iterated integrals of modular forms will play an important role in the context of precision computations in high-energy physics in the future. Gaining a deeper understanding of the mathematical properties of these functions, in particular the role played in the context of differential equations satisfied by Feynman integrals and how to evaluate them numerically in a fast and efficient way, will therefore be one of the major challenges for mathematical physics in the years to come. We believe that this line of research will benefit from a fruitful exchange between mathematics and physics that in the long run will have a positive impact on both fields.
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