DATA-DRIVEN SIMULATION OF FISHER-KOLMOGOROV TUMOR GROWTH MODELS USING DYNAMIC MODE DECOMPOSITION
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ABSTRACT

The computer simulation of organ-scale biomechanistic models of cancer personalized via routinely collected clinical and imaging data enables to obtain patient-specific predictions of tumor growth and treatment response over the anatomy of the patient’s affected organ. These patient-specific
computational forecasts have been regarded as a promising approach to personalize the clinical management of cancer and derive optimal treatment plans for individual patients, which constitute timely and critical needs in clinical oncology. However, the computer simulation of the underlying spatiotemporal models can entail a prohibitive computational cost, which constitutes a barrier to the successful development of clinically-actionable computational technologies for personalized tumor forecasting. To address this issue, here we propose to utilize Dynamic-Mode Decomposition (DMD) to construct a low-dimensional representation of cancer models and accelerate their simulation. DMD is an unsupervised machine learning method based on the singular value decomposition that has proven useful in many applications as both a predictive and a diagnostic tool. We show that DMD may be applied to Fisher-Kolmogorov models, which constitute an established formulation to represent untreated solid tumor growth that can further accommodate other relevant cancer phenomena (e.g., therapeutic effects, mechanical deformation). Our results show that a DMD implementation of this model over a clinically-relevant parameter space can yield impressive predictions, with short to medium-term errors remaining under 1% and long-term errors remaining under 20%, despite very short training periods. In particular, we have found that, for moderate to high tumor cell diffusivity and low to moderate tumor cell proliferation rate, DMD reconstructions provide accurate, bounded-error reconstructions for all tested training periods. We posit that this data-driven approach has the potential to greatly reduce the computational overhead of personalized simulations of cancer models, thereby facilitating tumor forecasting, parameter identification, uncertainty quantification, and treatment optimization.
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1 Introduction

Cancer constitutes a global health burden: approximately 1 in 5 persons will develop cancer in their lifetime and about 1 in 10 persons will die from the disease worldwide [17]. Despite the continuous advances in diagnostic and therapeutic methods, the current clinical management of cancers largely relies on historical population statistics that guide decision-making upon the observation of disease status and treatment outcome in individual patients (see, e.g., [37, 53, 46]). This approach only offers a limited personalization of cancer care and largely ignores the intrinsic high heterogeneity of cancerous diseases both within and between patients, which may result in treatment failure [43, 26]. Additionally, the observational nature of the current standard-of-care in clinical oncology does not enable to anticipate patient-specific prognosis, which would contribute to deliver optimal treatments maximizing outcomes and minimizing side effects for each individual patient.

Computational oncology aims at advancing the management of cancers from the current population-based observational standard to a patient-specific predictive paradigm by leveraging personalized cancer forecasts obtained via computer simulations of mathematical models that describe the key biophysical mechanisms underlying cancer phenomena [38, 48, 29]. To facilitate the clinical use of this approach, the personalization of the forecasts usually relies on routinely collected patient-specific data (e.g., medical imaging, blood tests, biopsies), which enable to identify the model parameters, construct a virtual anatomic representation of the host organ and tumor, and validate model predictions [38, 30, 56]. Computational oncology has been experiencing rapid growth and recent efforts have shown promise in predicting pathological and therapeutic outcomes for individual patients suffering from multiple types of cancers, such as brain [25, 46, 42, 6, 54], breast [28, 51], prostate [15, 41, 39, 11], pancreas [55], and kidney tumors [14]. Ultimately, validated models could also be leveraged to rigorously derive optimal treatment plans for individual patients [15, 28, 38].

The mathematical models used to describe cancer phenomena in clinical scenarios usually rely on either ordinary differential equations (ODEs) or partial differential equations (PDEs) to respectively describe the temporal or spatiotemporal mechanisms of cancer development and response to treatments [38, 30, 48, 56, 42, 29]. ODE models have met a widespread use in computational oncology due to the frequent use of scalar metrics in monitoring cancer patients
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(e.g., tumor volume, blood biomarkers) and their minimal computational cost, which facilitates parameter estimation, uncertainty quantification, and therapy optimization \cite{11, 6, 57, 40, 12}. However, ODE models can only provide a limited representation of the heterogeneous tumor architecture and are not able to capture key spatially-resolved mechanisms, such as cancer cell mobility, tumor-induced mechanical deformation of host tissue, and vascular delivery of cancer therapeutics, as well as tissue-scale aspects of standard clinical interventions, such as radiotherapy and surgery \cite{38} \cite{36} \cite{51}. PDE models can naturally overcome these limitations and they have been attracting increasing attention as anatomical and quantitative medical imaging (e.g., computerized tomography, magnetic resonance imaging, positron emission tomography) are becoming more common in the diagnosis, staging, monitoring, and treatment of cancers \cite{28, 25, 41, 39, 36, 51} \cite{54}. These imaging data provide the necessary information to construct a patient-specific virtual anatomic model and characterize the patient’s tumor architecture and dynamics \cite{38} \cite{56} \cite{42}. However, PDE models entail a much higher computational cost than ODE formulations, which may impede the estimation of model parameters, uncertainty in model estimations, and optimal therapeutic plans in clinically-relevant times. Thus, there is a critical need to develop computational technologies that enable an accelerated calculation of these features and, hence, facilitate the transfer of PDE models of cancer to an actionable clinical use.

Here, we propose to leverage Dynamic Mode Decomposition (DMD) \cite{33} to construct an accurate and efficient lower-dimensional representation of cancer models that enable rapid computer simulations. DMD is a Scientific Machine Learning (SciML) technique that extracts the most relevant dynamical structures existent in spatiotemporal data using a purely data-driven approach, with applications ranging from short-time future estimates to control, modal analysis and dimensionality reduction \cite{33}. DMD has been deployed in a wide range of scientific and engineering applications such as biomechanics \cite{13}, epidemiology \cite{47} \cite{8} \cite{52}, climate \cite{34}, aeroelasticity \cite{18} and urban mobility \cite{2}. In particular, our study focuses on developing a DMD implementation of diffusion-reaction models of cancer relying on the Fisher-Kolmogorov equation. This PDE model constitutes an established paradigm to represent untreated solid tumor growth that has been further extended to accommodate other mechanisms, such as therapeutic effects and mechanical inhibition of tumor growth \cite{38} \cite{28} \cite{56} \cite{25} \cite{42} \cite{55} \cite{54}. Additionally, in this work we perform a simulation study to analyze the accuracy of several DMD training and reconstruction strategies over clinically-relevant parameterizations of the model and identify the regions of the parameter space where DMD can be successfully deployed.

The rest of the paper is organized as follows. In Section 2, we describe the Fisher-Kolmogorov model in the context of tumor growth, introduce the DMD implementation strategy for this model, and outline the computational setup for the simulation studies in this work. Then, in Section 3 we present and analyze our numerical results. Finally, we draw conclusions and identify future lines of research in Section 4.

2 Methods

2.1 Mathematical model

The Fisher-Kolmogorov model consists of a second-order reaction-diffusion PDE that describes the propagation of wavefronts in a nonlinear system (see Eq. (1) below). This model has been applied in a myriad of different settings, including population dynamics \cite{45} \cite{44} \cite{5} \cite{16} \cite{20}, epidemiology \cite{31} \cite{10}, and propagation of domain walls in liquid crystals \cite{22}, among others. In the present work, we are most interested in its application to the modeling of untreated solid tumor growth \cite{44} \cite{38} \cite{36} \cite{28} \cite{25} \cite{42} \cite{55} \cite{54}. In this context, the Fisher-Kolmogorov equation describes the spatiotemporal dynamics of the tumor cell density \( \phi(x, t) \) (cells/mm\(^3\)) as a combination of two driving mechanisms: the tumor cell mobility, which is represented by the diffusion operator, and the tumor cell net proliferation, which is modeled via the nonlinear logistic reaction term. Denoting the spatial domain by \( \Omega \in \mathbb{R}^{n_d}, n_d = 1, 2, 3 \) and the time horizon by \( T \), the usual formulation of the model reads as

\[
\frac{\partial \phi}{\partial t} = \nabla \cdot (D \nabla \phi) + \rho \phi \left( 1 - \frac{\phi}{\theta} \right) \quad \text{in } \Omega \times [0, T],
\]

\[
\nabla \phi \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega \times [0, T],
\]

\[
\phi(0, x) = \phi_0(x) \quad \text{at } t = 0.
\]

In Eq. (1), \( D \) denotes the diffusion coefficient (mm\(^n_d\)/days), \( \rho \) represents the net tumor cell proliferation rate (days\(^{-1}\)), and \( \theta \) is the tissue carrying capacity (i.e., the maximum admissible tumor cell density). In general, these parameters

\[
(\Omega, T, \mathbf{n}, \phi_0, \rho, \theta).
\]
may be defined pointwise and over time (i.e., $D = D(x, t)$, $\rho = \rho(x, t)$, and $\theta = \theta(x, t)$), for example, to account for preferential directions of growth, mechanical inhibition of tumor cell mobility and proliferation, the existence of a vascular network supporting tumor development, as well as the local and transient effect of therapies on the mechanisms in the model \cite{44, 39, 36, 28, 25, 52, 53, 54}. However, we will adopt constant values for $D$, $\rho$, and $\theta$ for the sake of simplicity in this initial study on DMD reconstruction of the Fisher-Kolmogorov solutions for tumor forecasting applications. Additionally, we will henceforth set $\theta = 1$ in Eq. (1), which is equivalent to assume that $\phi(x, t)$ represents the normalized tumor cell density (i.e., such that $0 \leq \phi(x, t) \leq 1$). Finally, Eq. (2) introduces no-flux boundary conditions, assuming that the tumor grows confined within the considered tissue or organ domain defined by $\Omega$ ($n$ is the outward unit vector normal to $\partial\Omega$), while Eq. (3) defines the initial conditions.

Eq. (1)-(3) constitute the strong form of the organ-confined untreated solid tumor growth problem. By choosing a test function $v$ in a suitable function space $\mathcal{V}$, we obtain the variational form of (1)-(3) as follows: Find $\phi \in \mathcal{V}$ such that, for all $v \in \mathcal{V}$,

$$
\int_{\Omega} \frac{\partial \phi}{\partial t} v \, d\Omega + \int_{\Omega} D \nabla \phi \cdot \nabla v \, d\Omega - \int_{\Omega} \rho \phi \left(1 - \frac{\phi}{\theta}\right) v \, d\Omega = 0,
$$

(4)

where the Neumann boundary condition (2) makes the boundary integral term arising from the integration-by-parts to vanish. The variational problem (4) is known to admit a unique solution $\phi$, which tends to either the trivial steady state of 0 or a non-trivial, non-negative steady state as $t \to \infty$ \cite{23, 4}. Furthermore, provided $0 \leq \phi_0 \leq 1$, then $0 \leq \phi \leq 1$ for all $t \geq 0$.

### 2.2 Dynamic Mode Decomposition

DMD is an equation-free data-driven method that extracts the most dynamically relevant structures on data containing spatial and temporal structures based on little to no assumptions on data. These structures are often described as DMD modes and are associated with frequency, and amplification/damping terms \cite{33}. It is known that the considered dataset, even if containing data from nonlinear phenomena, can be reconstructed from a significant smaller portion of DMD modes without compromising accuracy. For instance, a turbulent and highly nonlinear flow containing thousands of DMD modes can be properly reconstructed using only the first one hundred DMD modes \cite{8}. Besides of efficiently reconstructing accurate solutions with a significantly smaller quantity of information, DMD has been applied on a wide range of applications, from model order reduction \cite{3}, to control \cite{18}, temporal inference \cite{8}, and modal analysis \cite{50}. Despite of several variations for specific applications, herein we make use of standard DMD, which we briefly describe below.

For this study, we consider the dataset generated by the numerical simulation of the Fisher-Kolmogorov model described on Section 2.3. Each snapshot $x_i$ - the solution vector obtained each time step $i$ from the numerical simulation - is stacked vertically on a matrix of dimensions $n \times (m + 1)$, where $n$ is the number of degrees of freedom of the problem and $m + 1$ is the number of time steps for which the solution is computed. This matrix, $X$, is called Snapshot Matrix. The next step is to split $X$ into $X_1$ and $X_2$ such that $X_1 = [x_0 \ldots x_m] \in \mathbb{R}^{n \times m}$ and $X_2 = [x_1 \ldots x_{m+1}] \in \mathbb{R}^{n \times m}$. The two matrices can be linearly mapped as

$$
X_2 = AX_1,
$$

(5)

where $A$ maps the dynamics of the evolution in time of the data. Although not being computationally efficient, the computation of $A$ could be done directly by multiplying $X_2$ to the Moore-Penrose pseudoinverse of $X_1$. This approach is described as the exact DMD and can be formulated as the optimization problem

$$
A = \arg \min_{A} ||X_2 - AX_1||_F
$$

(6)

where $|| \cdot ||$ is the Frobenius norm. Instead, the pseudoinverse can be approximated by applying the Singular Value Decomposition (SVD) factorization into $X_1$ and preserving the first $r$ singular values and vectors, where $r$ must be carefully chosen to preserve the structures of the matrix. That is:

$$
X_1 = U\Sigma V^T,
$$

(7)

where $\Sigma$ are the singular values and $U$ and $V$ are the left and right singular vectors, respectively. This approach dramatically reduces the algorithmic complexity of this operation while improving the conditioning of the resulting
matrix. However, due to this approximation, the computation of \( A \) is replaced by the computation of \( \tilde{A} \), which is a \( r \times r \) projection of \( A \). From this point, the dynamics of the system can be interpreted from the eigenvectors and eigenvalues of \( \tilde{A} \). The DMD modes can be obtained as:

\[
\Psi = X_2 V, \Sigma^{-1} W, \tag{8}
\]

where \( W \) are the eigenvectors of \( \tilde{A} \) and the subscript \( r \) indicates that \( V \) has been truncated to the first \( r \) vectors. Then, the solution of the Fisher-Kolmogorov equation can be reconstructed and extrapolated as:

\[
\mathbf{x}(t) \approx \tilde{\mathbf{x}}(t) = \Psi \exp(\Omega_{eig} t) \mathbf{b}, \tag{9}
\]

with \( \mathbf{b} \) being the vector containing the projected initial conditions such that \( \mathbf{b} = \Psi^\dagger x_0 \), and \( \Omega_{eig} \) is a diagonal matrix whose entries are the continuous eigenvalues \( \omega_i = \ln(\lambda_i)/\Delta t_o \), where \( \Delta t_o \) is the time step size between the DMD snapshots.

### 2.3 Computational study setup

In this work, we perform a computational study to analyze the numerical performance of our DMD implementation in 2D and 3D test scenarios leveraging clinically-relevant parameter values from the literature [54, 40, 39, 36, 27, 15]. The objectives of the 2D simulation study are to evaluate the ability of DMD to learn and reproduce the dynamics of the Fisher-Kolmogorov tumor growth model, to investigate the potential relationship between the quality of the DMD reconstruction and the model parameters (i.e., \( D \) and \( \rho \)), and to determine whether DMD shows an acceptable performance for any parameter choice or a subregion of the parameter space (i.e., a subset of tumor types). Then, we proceed to assess whether 3D DMD reconstructions obtained for parameter values in this subregion also exhibit a satisfactory performance, which would ultimately support the use of our approach in patient-specific, organ-scale scenarios.

In 2D, we consider an elliptical tumor with diameter lengths of 3 and 5 millimeters that is centered in a square tissue domain of 50×50 millimeters, as shown in Fig. 1. Similarly, in 3D, we study an ellipsoidal tumor with diameter lengths of 5, 3, and 3 millimeters that is centered in a cubic tissue domain of 20×20×20 millimeters (Figure 2). We construct these initial conditions using a hyperbolic tangent hill function that yields \( \phi = 0.5 \) inside the tumor and \( \phi = 0 \) outside:

\[
\phi(x, 0) = \frac{1}{4} - \frac{1}{4} \tanh \left( \frac{100}{\sqrt{2}} \left( \sum_{i=1}^{n_d} \frac{(x_i - c_i)^2}{d_i^2} - 1 \right) \right), \tag{10}
\]

where \( x = \{x_i\}_{i=1}^{n_d} \) is the position vector, \( c = \{c_i\}_{i=1}^{n_d} \) denotes the center of the domain, and \( \{d_i\}_{i=1}^{n_d} \) are the principal diameters of the tumor initial geometry in \( \mathbb{R}^{n_d} \).

We construct the parameter space by leveraging values of \( D \) from \( 10^{-4} \) to 1 mm²/days and values of \( \rho \) from \( 10^{-4} \) to 1 days⁻¹. This broad parameter ranges include a wide array of clinically-relevant scenarios as reported in previous computational oncology studies [54, 36, 27]. To explore the performance of our DMD implementation over this parameter space, we sparsely and randomly sample 35 parameter value pairs \{\( D, \rho \)\} using Latin hypercube sampling, as shown in Fig. 1 (for numerical data, see Appendix). For the 3D simulation, we let \( D = 0.00186 \) mm³/days, and \( \rho = 0.00022 \) days⁻¹, which correspond to those used in case 23 in the 2D study. We note that the units of \( D \) are now changed to reflect the shift to three spatial dimensions.

The reference simulations of the model are carried out using the libMesh finite element library [32]. In 2D, we discretize the computational domain using 125,000 linear triangular elements. In 3D, we use an adaptive mesh refinement/coarsening scheme (AMR/C). The mesh has initially \( 10 \times 10 \times 10 \) cells, with each cell divided into 6 linear tetrahedra. We refine the initial region where the tumor is located into four levels and, after the refinement, the smallest element has a size of 0.125 mm. The adaptive mesh refinement is based on the flux jump of the tumor cell density function error, in which the maximum level of refinement is equal to four. We apply the AMR/C every 20 time steps. Details about the AMR/C procedure may be found in [49, 21]. We output the projected solution to a fixed grid to enable
Figure 1: Left: Problem setup for 2D test cases: we consider a 50 mm × 50 mm tumor domain, with initial conditions defined as a tangent hill, such that φ = 0.5 inside the tumor and 0 outside. Right: Values of diffusion rate $D$ and proliferation rate $\rho$ considered in the 2D simulation study. Values were generated using logarithmic Latin-hypercube sampling.

Figure 2: Problem configuration, 3D test case

the use of DMD [8]. The projected mesh comprises 288,597 linear tetrahedra elements, with an element size of 0.25 mm. We integrate in time using the second order backward differentiation formula (BDF2) scheme with a constant time step of 0.25 days [27, 28]. The resulting linear systems are solved utilizing the GMRES algorithm with a ILU(0) preconditioner. For both the 2D and the 3D case, we output the solution every 4 time steps.

The DMD method is implemented by leveraging the PADMe library [9]. We consider 20 modes in our DMD reconstructions, since we empirically observed that they are typically enough to yield sufficient reconstruction capability after preliminary sensitivity analyses of the SVD (see, e.g., [8]). Ideally, we would like DMD computations to provide

1https://github.com/gf-barros/padme
reasonable approximations for long-term model predictions with minimal-to-moderate training. In such a case, DMD would enable the rapid evaluation of different tumor growth scenarios by requiring the resolution of only a relatively small number of time steps. Thus, in order to evaluate the efficacy of DMD, we compare the performance achieved when leveraging training periods of 20, 50, 100, and 200 days within a fixed time horizon of 365 days. To this end, we evaluate the relative error in $L^2$ norm $e^n_{DMD}(t)$ at a given instance $t$ as:

$$e^n_{DMD}(t) = \frac{\sqrt{\int_{\Omega} (\phi_r(t) - \phi^n_{DMD}(t))^2 d\Omega}}{\int_{\Omega} \phi_r(t)^2 d\Omega}.$$  

(11)

where $\phi_r$ denotes the value of $\phi$ computed in the reference simulation and $\phi^n_{DMD}$ represents the corresponding DMD reconstruction over $n$ training days. We further construct a grading system to characterize the performance of DMD based on $e^n_{DMD}(t)$ over the whole time domain and at specific timepoints representing short-to-long-term predictions:

- **Class A**: If a case is such that
  $$\frac{1}{365} \int_0^{365} e^{50}_{DMD}(t) dt < 0.1,$$
  implying that a short training period provides an accurate reconstruction over the whole time interval.

- **Class B**: Cases not in Class A such that:
  $$e^{50}_{DMD}(100) < 0.1, \quad e^{100}_{DMD}(150) < 0.1, \quad e^{200}_{DMD}(250) < 0.1,$$
  signifying cases that do not necessarily have good long-term error performance, but are accurate over the medium-to-short term.

- **Class C**: Cases not in Class A or B such that:
  $$e^{200}_{DMD}(250) < 1,$$
  meaning cases for which the DMD reconstruction is not necessarily accurate but for which the error remains bounded.

- **Class D**: All other cases, i.e., instances in which DMD does not produce helpful long- or short-term extrapolations, and for which the error may blow up.

We acknowledge that, like all scoring/classification systems, our grading system is to some extent arbitrary. However, we feel that our rigorous criteria provide a reasonable indicators for the qualitative error behaviors which we seek to identify.

3 Results

3.1 Exploring the performance of 2D DMD reconstructions over a clinically-relevant parameter space

Of our 35 cases, we obtained numerical results for 34, with the reference solution of one of the cases (case 17) failing to converge. This case has been classified as a D. In Fig. 3 we show the error performance of one case from each class: case 31 (A), case 11 (B), case 9 (C) and case 13 (D). These give an illustration of the general performance behavior that the classes are designed to indicate. Complete plots of all 34 converged cases cases are shown in Fig. A1-A12. Note these figures have been placed at the end of the manuscript for reasons of readability. We note that the vertical lines mark the end of each training period for the correspondingly-colored DMD reconstruction. We immediately note that DMD works very well for some cases, across all training levels and time intervals, and less well for others.

Applying our grading system to the results, we visualize the classes according to $\rho$ and $D$ in Fig. 4. We see a clear and definite pattern to the results, and the classes form clusters in the parameter space. For moderate to high values of $D$ coupled with low to moderate values of $\rho$, we expect DMD to perform best. In such cases (Class A), the long-term accuracy of DMD remains high, even for short training periods. For cases in which the values of $\rho$ and $D$ are both low,
we see a deterioration of the long-term error behavior, while the short-term error behavior remains nonetheless strong (Class B). Cases in which both $\rho$ and $D$ are high tended to yield less accurate results, while, in cases in which $\rho$ was high but $D$ was low, the DMD reconstructions tend to fail.

We then examined the influence of the maximum real part of the DMD eigenvalues for each case. Given the expression \[ (9), \] one observes that, if some $\lambda_i$ have large real parts, we can expect the DMD performance to deteriorate, particularly for larger $t$. In Fig. 5, we plot max $\text{Re}(\lambda)$ for each case, and analyze its relationship with the ratio $D/\rho$ (left), $D$ (center), and $\rho$ (right). The first thing we note is that max $\text{Re}(\lambda)$ is, as expected, a reliable predictor of the overall DMD performance. The higher-class cases are lower on the vertical axis representing max $\text{Re}(\lambda)$, with lower-class cases towards the higher end. In terms of relationship with the problem parameters, we see moderately strong relationships between $\text{Re}(\lambda)$ and $D/\rho$, $\rho$, with the relationship less strong between $\text{Re}(\lambda)$ and $D$. Quantitatively, the log-correlation coefficients are 0.574 between $\text{Re}(\lambda)$ and $D/\rho$, -0.208 between $\text{Re}(\lambda)$ and $D$, and 0.626 between $\text{Re}(\lambda)$ and $\rho$. Consequently, $D/\rho$ and $\rho$ are promising predictors of DMD performance according to max $\text{Re}(\lambda)$.

From a physical point of view, the results from our 2D parameter study shown in Figs. 4 and 5 suggest that DMD may be well-suited to reproduce tumors with low to moderate proliferation activity, which exhibit class A and B according to our grading system across the investigated range of $D$ values. For instance, this parameter subregion can represent breast cancer [27] as well as some brain tumors [54]. Conversely, our results suggest that a DMD reconstruction cannot accurately represent highly proliferative tumors irregardless of their estimated tumor cell diffusion coefficient, since the DMD reconstruction only reaches grade C at best. For example, this parameter subregion would correspond to many cases of high-grade gliomas, including glioblastoma multiforme [36, 54]. In particular, DMD fails to reconstruct (class D) highly-proliferative tumors with low tumor cell diffusion coefficient (i.e., with low $D/\rho$ ratio), which would correspond, for example, to nodular high-grade gliomas [7].

Figure 3: Examples of the different qualitative and quantitative classes of DMD performance according to our classification system. Legend refers to length of the training period.
Figure 4: Visualization of the performance of DMD reconstructions in terms of $\rho$, $D$. The results depicted in this plot show a clear pattern in terms of our grading criteria. We can expect DMD to work well for cases in which values of $D$ are moderate to high and values of $\rho$ low to moderate.

(a) Relationship between max Re($\lambda$), $D/\rho$ (log scale).
(b) Relationship between max Re($\lambda$), $D$ (log scale).
(c) Relationship between max Re($\lambda$), $\rho$ (log scale).

Figure 5: Max Re($\lambda$) for each DMD reconstruction and associated $D/\rho$ (left), $D$ (center) and $\rho$ (right), colored according to the classification system. We see that the ratio $D/\rho$ and parameter $\rho$ provide strong predictors of this value, which in turn a strong predictor of DMD performance.

3.2 Assessing the performance of 3D DMD reconstructions in representative higher-class scenarios

The 3D simulation correspond to those used in case 23 in the 2D study. We recall that an important distinction from the 2D simulations is that we employ adaptive mesh refinement and coarsening during the computation; at each time step, the solutions computed on the adapted meshes are projected onto a reference mesh, sufficiently fine to resolve all relevant dynamics (see Section 2.3). This process is depicted in Figs. 6a and 6b. Further details can be found in [8].

In Fig. 7 we plot the error behavior of the 3D test case. We note that it is in line with the performance of the analogous two-dimensional case (case 23). This suggests that the observed performance of DMD in two dimensions will remain similar when applied to large-scale, three-dimensional problems of this type.

We display qualitative agreement of the DMD and the reference solutions in Fig. 8. We show the tumor density plotted over the line centered at $(10, 10)$ and extending from $z = 0$ to $z = 20$ at $t = 100$, $150$, $250$, $350$ for the 20-, 50-, 100-, and 200-day training periods respectively. In each case, the solution is extrapolated far beyond the conclusion of the training period; nonetheless, we observe strong agreement in each case, with the key solution characteristics reproduced successfully.

We note that the DMD algorithm applied to this problem required tens of seconds on a standard workstation, compared to hours for the full-order numerical simulation. Given the reasonable error performance, especially for short to medium-term, and even longer-term extrapolations, the ability to use DMD while maintaining sufficiently accurate
solutions may offer a pathway for potentially large reductions in the numerical simulation cost of personalized tumor forecasts informed by routine clinical and imaging data.

4 Discussion

In the present work, we have examined the suitability of Dynamic Mode Decomposition (DMD) applied to Fisher-Kolmogorov models for solid tumor growth. For many other problems, DMD has been shown to offer good short-to-medium term predictions, at a fraction of the cost of full-order simulations. However, its applicability is not universal, and in some instances DMD projections may be unsatisfactory. Thus, we sought to clearly identify for what classes of tumor dynamics one may apply DMD, and what level of accuracy may be expected from the reconstructions.

We performed a parameter study over a sample of 35 different model parameterizations, with varying diffusion $D$ and proliferation rates $\rho$ over a range of clinically-relevant values. As expected, DMD performance ranged from
Figure 8: The tumor density plotted over the line $z = 0$ to $z = 20$ mm in the center of the domain. From top left, clockwise: $t = 100$ days for 20-day training, $t = 150$ days for 50-day training, $t = 350$ days for 200-day training, and $t = 250$ days for 100-day training. In each case, we see good agreement with the reference solution, despite being significantly outside the training period.

Figure 9: The tumor burden in time for the three-dimensional case. We see progressively better agreement with the increase in training period; with the 200-day training period being nearly indistinguishable from the reference. We also observe the 20-day, 50-day and 100-day training period solutions showing good agreement with the reference solution for long after the conclusion of the training periods.

accurate, even for long-term simulations, to unsatisfactory, depending on the specific parameter values. We developed a classifying system, and showed that for tumors characterized by moderate to high diffusion and low to moderate proliferation, DMD may offer good predictions over all time levels. For other types of tumor dynamics, the results are
mixed; in general, DMD may still offer valuable information for all cases except for those in which the proliferation rate is high, especially if the diffusion coefficient is also low.

We then demonstrated the practical importance of this study by validating results on a large-scale, three-dimensional case. We found that the error behavior was in line with the two-dimensional analogue, suggesting that one may extrapolate from our two-dimensional parameter study into the corresponding three-dimensional scenarios. The DMD extrapolation for the three-dimensional simulation, for which the full-order solution requires hours, can be resolved in a matter of seconds. Indeed, the potential savings offered by this approach are so dramatic that, even if only short-term forecasts can be used reliably, DMD still offers potential computational value. For cases in which medium- and long-term projections are reliable, DMD offers a compelling alternative to full-order simulation.

While our results show a promising application of DMD for computational oncology applications, the study as presented has several limitations, which we plan to investigate in future studies. Firstly, we have considered only fixed, constant values for both $\rho$ and $D$; however these parameters may further depend on time, space, or even on the tumor density itself [38, 56, 42]. Secondly, our studies in this work rely on numerical simulation data exclusively. Such data are inherently high-fidelity, and are not affected by the noise which may be present in clinical and imaging data from individual patients. Thus, further studies need to address to what extent noise in the input routine clinical and imaging data may affect the DMD solution reliability. Thirdly, we focused our analysis on the Fisher-Kolmogorov model, but solid tumor growth can be also represented with other spatiotemporal mathematical formulations, such as the phase-field method [38, 41, 39, 15, 1, 35]. Thus, the analysis of the performance of our DMD approach to reconstruct the solution of phase-field models of tumor growth may also be an interesting direction of work. Finally, our study focused on the reconstruction of model solution for a known parameter set. In the future, we would like to use DMD, together with projection and/or interpolation techniques, to reconstruct space-time solutions for unknown parameter values. Ideally, we may build a solution database of high-fidelity space-time solutions over a parameter space, using DMD-reconstructed solutions to evaluate unknown parameter values [19, 24]. This development could dramatically accelerate patient-specific parameter identification, Bayesian approaches in solid tumor growth modeling, and treatment optimization, which require multiple model evaluations. Thus, the ability of DMD implementations to obtain fast model solutions for any parameter combination could ultimately facilitate a robust, rapid, and accurate calculation of patient-specific tumor forecasts to guide clinical decision-making [38, 56, 42].
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Appendix

In this appendix we provide the DMD performance plots (see Figures A1 to A12) for all the values of diffusion rate $D$ and proliferation rate $\rho$ considered in the 2D simulation study (see Tab. A1). Values were generated using logarithmic Latin-hypercube sampling.
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