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We study the quantum dynamics of the Lemaître-Tolman-Bondi space-times using a polymer quantization prescription based on loop quantum cosmology that incorporates fundamental discreteness. By solving an effective equation derived from this quantization, we find analytical solutions for the Oppenheimer-Snyder and thin-shell collapse models, and numerical solutions for a variety of asymptotically flat collapsing dust profiles. Our study (i) tracks the formation, evolution and disappearance of dynamical horizons, (ii) shows that matter undergoes a non-singular bounce that results in an outgoing shock wave, (iii) determines black hole lifetime to be proportional to the square its mass, and (iv) provides a conformal diagram that substantially modifies the standard “information loss” picture by resolving the singularity and replacing the event horizon by transient apparent horizons.

I. INTRODUCTION

In general relativity, collapsing matter may form a black hole depending on the initial conditions [1, 2]. The simplest black hole in classical general relativity is spherically symmetric, singular, and stable. In the semiclassical theory where quantum fields propagate on classical space-times, black holes are unstable due to Hawking radiation [3]. The endpoint of the process of Hawking evaporation remains unknown—it is expected that a theory of quantum gravity will answer this question by resolving the singularity and providing dynamics past the classically singular region.

One approach to quantum gravity is loop quantum gravity (LQG), a non-perturbative attempt to quantize general relativity using a background-independent Hilbert space where the inner product does not utilize the space-time metric [4–6]. Solving the full quantum dynamics in LQG currently remains out of reach, but there is a substantial body of work on symmetry-reduced models, including applications to homogeneous cosmological space-times known as loop quantum cosmology (LQC) [7], and to inhomogeneous spherically symmetric models including black hole space-times [8].

There are two main inputs from LQG in studying these simpler systems, the holonomy and inverse triad operators. These arise due to the quantization procedure used: (i) the connection and its curvature do not exist as operators and must be defined using the holonomy operators, and (ii) a well-defined inverse triad operator is required for constructing the constraint operators. These two features lead to what are respectively called “holonomy” and “inverse triad” corrections.

In symmetry-reduced models these features arise through polymer quantization. Denoting the phase space configuration variables $q_j$ (corresponding to the connection) and $p_j$...
(corresponding to spatial metric degrees of freedom), the polymer quantization prescription is based on elementary operators corresponding to the (non-differentiable) complex exponential \( \hat{U}_\mu(q_j) = \exp(i\mu q_j) \) and the operator \( \hat{p}_j \); (the inverse momentum operators \( \hat{p}_j^{-1} \) corresponding to the inverse triad operator of LQG is defined using these elementary operators). The parameter \( \mu \) in the operator \( \hat{U}_\mu(q_j) \) corresponds to the coordinate length of a holonomy segment. This parameter is chosen by requiring that the holonomies appearing in curvature operators must have a physical length of the order of the Planck length \( \ell_{Pl} \).

This requirement is implemented by relating the coordinate length \( \mu \) to a physical length using the spatial metric. Since the spatial metric can be reconstructed from \( p_j \) it follows that \( \mu = \mu(p_j) \); this prescription is known in the literature (for historical reasons) as the \( \bar{\mu} \) scheme or “improved dynamics”.

In LQC, these methods have successfully led to the resolution of the big-bang singularity in classical general relativity, replacing it with a non-singular bounce in homogeneous cosmological space-times [7, 9].

The application of LQG techniques to black hole space-times falls into three main categories. Works in the first category use the classical isometry between the black hole interior and the Kantowski-Sachs homogeneous space-time. This suggests a description of the black hole interior where LQC methods can be applied directly [10–28]. Although simple, this approach has several drawbacks: the isometry between the Schwarzschild interior and the Kantowski-Sachs space-time may not hold in full quantum gravity (it is known to fail for some modified gravity theories [29]); the isometry requires the presence of an outer horizon and assumes there is no inner horizon; and the standard improved dynamics scheme as applied in [12] fails near the horizon (likely due to the spatial coordinates becoming null).

In the second category are works that use coordinates in spherical symmetry where the radial coordinate remains spacelike throughout the entire space-time, making it possible to treat the interior and exterior of the black hole on an equal footing for quantization [30–38]. Building on earlier works [12, 39], the improved dynamics scheme was recently applied to vacuum spherically symmetric space-times [40–42]. These works provide a framework that can be used to study the entire black hole space-time (not just the interior). It has the advantage that the correct classical limit is recovered where the space-time curvature is small compared to the Planck scale.

There is also work in a third category which aims for a full LQG treatment of states potentially corresponding to black holes in canonical LQG [43–45], in the covariant spin foam approach [46–51], and in the group field theory reformulation of LQG [52]. Although it is challenging to include inhomogeneous matter fields and make contact with semiclassical physics, these works provide some guidance for recovering low curvature classical black hole space-times from full quantum gravity.

To determine the fate of a black hole in quantum gravity, it is important to include matter so that the entire process from gravitational collapse to black hole formation to its entire subsequent evolution is captured. Initial steps in this direction used Oppenheimer-Snyder type models where the interior is an FRLW cosmology [53–58], and thin shells [59, 61]. Beyond this there is work on inhomogeneous models including a scalar field with holonomy corrections [62] or with inverse triad corrections [63–65], a dust field with inverse triad corrections [66, 67], and Wheeler-DeWitt canonical quantization [68].

A generic feature of these works is that, as in cosmology, the singularity is resolved and matter bounces when space-time curvature reaches the Planck scale. This is seen in LQG [63–65] and in other approaches [69–74, 83]; a model-independent view is studied in [75],
and a recent review is [76].

It may also be possible to understand the bounce generated by quantum gravity effects as a transition from a black hole to a white hole [77, 78], with potential observational consequences [79–81]. However, since white holes are known to be unstable [82, 83], this scenario requires further study. An additional feature of non-singular black holes in classical gravity is mass inflation at inner horizons [84–86]. We will see that the model we consider here is free of these two problems.

Building on earlier work on the vacuum Schwarzschild space-time [41], the improved dynamics scheme was applied to the entire space-time of a spherically symmetric inhomogeneous dust model, and used to study the quantization of the Oppenheimer-Snyder model [87]. It was found that quantum gravity effects halt the collapse, resolve the singularity and cause a bounce; the dust then expands outwards until the outer horizon disappears. This led to an estimate of $M^2/m_{Pl}$ for the lifetime of this quantum black hole.

In this paper, and the companion letter [88], we revisit this inhomogeneous dust model to define the quantum theory in full. We then derive the effective equations with quantum corrections for the theory; these are two coupled partial differential equations. We numerically solve the effective equations to a high degree of accuracy for a variety of initial conditions. Our solutions extend all previous works by describing evolution from initial collapse to the formation of apparent horizons, to their subsequent disappearance following a bounce and re-expansion of matter. This provides a complete lifetime scenario of black holes with matter. As further developments to the companion letter [88], this paper contains (i) significant calculations concerning the quantum theory and the derivation of the effective dynamics, (ii) analytic results for Oppenheimer-Snyder and thin shell solutions, (iii) an in-depth description of the main features in the conformal diagram, and (iv) a discussion on some implications for the information loss problem and possible astrophysical consequences.

An important feature and common point of concern for dust collapse models in classical gravity is the formation of caustics, also referred to as “shell-crossing singularities.” This feature is often viewed as undesirable; it can be avoided in the classical theory by restricting the initial data so the central singularity is reached before caustic formation [89–92]. The same restriction may also be imposed in quantized models [61]; however, such restrictions are undesirable as they limit the exploration of possible solutions.

In a quantized theory that has the potential to resolve singularities, caustics are unavoidable: ingoing matter trajectories will inevitably cross outgoing ones during matter evolution past a bounce. For this reason it is essential to avoid excising potential caustics “by hand” and instead permit so-called “weak solutions” [94, 95]. Such solutions are an essential part of non-linear wave dynamics. A common feature of weak solutions is a shock wave, corresponding to a discontinuity in the field. In the gravitational case, the shock wave corresponds to a discontinuity in the metric, and therefore in the geometry of space-time.

The effective equation we derive and solve numerically is a non-linear $1+1$ dimensional continuity equation. We solve this equation numerically using the well-known Godunov method [96]; this is one of a class of so-called “finite volume” methods for solving non-linear continuity equations. This method generates weak numerical solutions past the points of characteristic crossing, resulting in shock wave formation. Using this scheme we simulate the collapse of initial matter configurations where no horizon is initially present. We find generically that as the dust profile falls inward, a pair of apparent horizons form when the Schwarzschild radius is reached. The collapse continues until the space-time curvature reaches the Planck scale, and matter bounces outward as a shock wave; the shock is a
discontinuity in the metric. The shock wave moves outward together with the inner apparent horizon until they reach the outer horizon located at the Schwarzschild radius; at this point both apparent horizons merge and disappear. To an outside observer this would appear as a spherical shock wave emanating from a horizon.

Our numerical procedure allows a calculation of the black hole lifetime, defined as the time between the formation and disappearance of the outermost apparent horizon as measured by a distant observer. After evolutions spanning two orders of magnitude in data mass $M$, we find that this lifetime is $T \sim M^2/m_{Pl}$. This extends and reinforces the estimate obtained for Oppenheimer-Snyder collapse that yielded the same result [87]. Furthermore, from the evolution of a double peaked Gaussian data, we demonstrate that a collapsing pulse followed by another does not result in recollapse, and does not cause mass inflation at the inner horizons; in all cases the final state is a single outgoing shock wave.

The structure of the paper is as follows: in Sec. II we review the classical theory of Lemaître-Tolman-Bondi space-times; in Sec. III we define the quantum theory; in Sec. IV we derive the effective dynamics from the quantum theory, consider some simple cases and determine the conformal diagram for dust collapse in this model; in Sec. V we summarize the numerical method we use and present our results; in Sec. VI we discuss potential implications of our work including some consequences for the information loss problem; and we conclude in Sec. VII with a summary and outlook.

II. CLASSICAL THEORY

In this section we review the class of Lemaître-Tolman-Bondi (LTB) metrics and its Hamiltonian theory in the connection-triad variables as a prelude to studying the quantum theory.

A. Hamiltonian Lemaître-Tolman-Bondi dynamics

LTB space-times are spherically symmetric solutions of Einstein gravity with a pressure-less dust field that provide simple models for stellar collapse and non-linear cosmological perturbations. The metric is often written in the diagonal form [97]

$$ds^2 = -dt^2 + \frac{\left(\partial_t R(r,t)\right)^2}{1 + \mathcal{E}(r)} dr^2 + R(r,t)^2 d\Omega^2,$$

(2.1)

where $d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2$. The dust stress energy tensor is $T_{\mu\nu} = \rho(x,t) u_\mu u_\nu$, where $u_\mu = \partial_\mu T$ is the 4-velocity of the dust field and $T$ is the dust field variable.

Although the coordinate system (2.1) is commonly used, a different set of coordinates based on a generalization of the Painlevé-Gullstrand coordinates of the Schwarzschild spacetime is better suited for a Hamiltonian description of the dynamics [95]. Introducing the coordinate $x = R(r,t)$, the metric becomes

$$ds^2 = -dt^2 + \frac{1}{1 + \mathcal{E}(x,t)} (dx + N^x dt)^2 + x^2 d\Omega^2,$$

(2.2)

with $N^x = -\partial_t R$. The Schwarzschild solution in Painlevé-Gullstrand coordinates is recovered in the vacuum $T_{\mu\nu} = 0$ case [95].
For the quantum theory it is convenient to use the connection-triad Hamiltonian formulation minimally coupled to dust. In spherical symmetry, the densitized triads have two independent components corresponding to the radial and angular directions,

\[ E_1^r = E^a \sin \theta, \quad E_2^\theta = E^b \sin \theta, \quad E_3^\phi = E^b. \quad (2.3) \]

The canonically conjugate Ashtekar-Barbero connection \( A_i^a = \Gamma_i^a + \gamma K_i^a \) is defined in terms of the spin-connection \( \Gamma_i^a \) and the extrinsic curvature \( K_i^a \), and \( \gamma \) is the Barbero-Immirzi parameter [98, 99] (note that the classical theory is independent of the value of \( \gamma \), but not the quantum theory). In spherical symmetry, the Ashtekar-Barbero connection can be parametrized as

\[ A_i^a \tau_i dx^a = a \tau_1 dx + \left( b \tau_2 - \frac{\partial_x E^a}{2E^b} \tau_3 \right) d\theta + \left( -\cot \theta \tau_1 + \frac{\partial_x E^a}{2E^b} \tau_2 + b \tau_3 \right) \sin \theta d\phi. \quad (2.4) \]

As a function of densitized triads, the spherically symmetric metrics take the form

\[ ds^2 = -N^2 d\tau^2 + \frac{(E^b)^2}{E^a} (dx + N^x dt)^2 + E^a d\Omega^2, \quad (2.5) \]

where \( N(x, t) \) and \( N^x(x, t) \) are the lapse function and radial shift vector.

In the general case \( E^a, E^b, a, b, N \) and \( N^x \), as well as \( T \) and its momentum \( p_T \), are all functions of \( x \) and \( t \). To make contact with the metric (2.2) we impose the radial gauge fixing \( E^a = x^2 \), which sets \( N^x = -b/\gamma \) to ensure the gauge is preserved by the dynamics [41]. Additionally it is convenient to fix the dust time gauge \( T = t \) which requires \( N = 1 \) as the gauge-fixing condition [100]. With these gauge choices that fix \( a, E^a, T, p_T \), there remains only a two-dimensional phase space parametrized by \( (b, E^b) \), and the metric (2.5) exactly matches the form given in (2.2),

\[ ds^2 = -dt^2 + \frac{(E^b)^2}{x^2} \left( dx - \frac{b}{\gamma} dt \right)^2 + x^2 d\Omega^2, \quad (2.6) \]

with \( (E^b)^2/x^2 = 1/(1 + E^b) \).

Since all gauge freedom is fixed at this stage, the constraints have been solved and there only remains the physical canonical action [11, 87]

\[ S_{GF} = \int dt \int dx \left( \frac{bE^b}{G\gamma} - \mathcal{H}_{\text{phys}} \right), \quad (2.7) \]

where

\[ \mathcal{H}_{\text{phys}} = -\frac{1}{2G\gamma} \left[ \frac{E^b}{\gamma x} \partial_x (xb^2) + \gamma \frac{|E^b|}{x} + 2\gamma x^2 \frac{E^b}{(E^b)^2} \partial_x \frac{|E^b|}{E^b} - \frac{3\gamma x}{|E^b|} \right] \quad (2.8) \]

is the physical Hamiltonian that generates evolution with respect to physical time \( T \) (which has been gauge-fixed to \( T = t \)). The third and fourth terms can be combined by integrating by parts the third term, keeping the total derivative the result is

\[ \mathcal{H}_{\text{phys}} = -\frac{1}{2G\gamma} \left[ \frac{|E^b|}{\gamma x} \partial_x (xb^2) + \gamma \frac{|E^b|}{x} + \gamma x \frac{|E^b|}{E^b} - 2\gamma \partial_x \left( \frac{x^2}{|E^b|} \right) \right]. \quad (2.9) \]
The total derivative does not affect the equations of motion, but it is important when calculating the energy density of the dust through $H_{\text{phys}}$, see below.

The gauge-fixed action (2.7) also determines the symplectic structure for the remaining phase space variables,

$$\{b(x_1), E^b(x_2)\} = G\gamma \delta(x_1 - x_2).$$

The dust energy density is related to the physical Hamiltonian by

$$\rho = -\frac{H_{\text{phys}}}{4\pi x |E^b|},$$

and the total mass contained within a radius $x$ is

$$m(x,t) = 4\pi \int_0^x d\tilde{x} \tilde{x} |E^b| \rho(\tilde{x},t) = -\int_0^x d\tilde{x} H_{\text{phys}}(\tilde{x},t).$$

The equations of motion follow from $\dot{f} = \{f, \int dx H_{\text{phys}}\}$, assuming $E^b > 0$ they are

$$\dot{E}^b = \frac{bE^b}{\gamma x} - \frac{b}{\gamma} \partial_x E^b,$$

$$\dot{b} = \frac{\gamma x}{2(E^b)^2} - \frac{1}{2\gamma x} \left(2xb\partial_x b + b^2 + \gamma^2\right).$$

B. Marginally-trapped solutions

A particularly simple family of LTB metrics are those with $E = 0$ in the metric (2.2), referred to in the literature as marginally trapped solutions. Physically these correspond to solutions where the energy of all dust particles is zero (with their positive kinetic energy cancelled by their negative gravitational potential energy, and both going to zero at infinity). There are many other interesting families of LTB metrics with $E \neq 0$, but as a first step in studying LTB space-times in effective LQG we focus here on the marginally trapped class of solutions. In triad variables these correspond to $E^b = x$, which is readily seen as a solution to the $E^b$ equation of motion, and the remaining canonical equation for $b(x,t)$ simplifies to

$$\dot{b} + \frac{1}{2\gamma x} \partial_x (xb^2) = 0.$$

The dust energy density for this class of solutions is

$$\rho(x,t) = \frac{1}{8\pi G\gamma^2 x^2} \partial_x (xb^2),$$

and the mass function is

$$m(x,t) = 4\pi \int_0^x d\tilde{x} \tilde{x}^2 \rho(\tilde{x},t).$$

As an aside, note that the equation of motion for $b$ may also be rewritten in terms of the mass function

$$\dot{m} + \sqrt{\frac{2Gm}{x}} \partial_x m = 0.$$
The dynamics for this system can be solved by the method of characteristics by writing \( b = b(x(\lambda), t(\lambda)) \) to transform (2.15) into the equations

\[
\frac{dt}{d\lambda} = 1, \quad \frac{dx}{d\lambda} = \frac{b(\lambda)}{\gamma}, \quad \frac{db}{d\lambda} = -\frac{b^2(\lambda)}{2\gamma x(\lambda)}. \quad (2.19)
\]

The first two equations determine the characteristic curves in the \((x, t)\) plane, while the third gives the value of \( b \) along these curves. These may be solved with the initial conditions

\[
t(\lambda = 0) = 0, \quad x(\lambda = 0) = x_0, \quad b(\lambda = 0) = b_0(x_0), \quad (2.20)
\]

where \( b_0(x) = b(x, 0) \) is the initial data for \( b \); it may be determined from an initial profile for the dust energy density \( \rho_0(x) \) by inverting (2.16).

It is straightforward to solve these coupled ODEs: the first gives \( \lambda = t \), while the equation for \( d(x^{-1}b)/d\lambda \) is separable, leaving a final ODE which is also separable once \( b/x \) is known. The solution for \( x(\lambda) \) and \( b(\lambda) \) is

\[
x(\lambda) = x_0 \left(1 + \frac{3b_0(x_0)}{2\gamma x_0} \lambda\right)^{2/3}, \quad b(\lambda) = \frac{b_0(x_0)}{\left(1 + \frac{3b_0(x_0)}{2\gamma x_0} \lambda\right)^{1/3}}. \quad (2.21)
\]

By following different characteristic curves (each curve labeled by its initial radial position \( x_0 \)), it is possible to determine \( b(x, t) \) by inverting \( x(\lambda, x_0) \)—for this system inverting \( t(\lambda, x_0) \) is trivial.

Depending on the initial conditions, characteristic curves starting at different radial points \( x_0 \) can intersect; if this happens the solution for \( b \) becomes multivalued at these points since the value of \( b \) on different curves will typically differ. The space-time points where characteristic curves intersect are known as shell-crossings. Shell-crossings are characterized by the condition \( \partial_{x_0} x(\lambda, x_0) = 0 \), these are points where the determinant of the Jacobian associated to the transformation \((\lambda, x_0) \rightarrow (t, x)\) becomes zero, and \( x(\lambda, x_0) \) ceases to be invertible.

The time it takes before a shell-crossing develops depends on the initial profile \( b_0(x) \), and is given by

\[
t_S = -\frac{2\gamma x_0}{b_0 + 2x_0 \partial_{x_0} b_0}. \quad (2.22)
\]

It is possible to choose initial conditions to ensure shell-crossings never occur \cite{90}, but another approach is to extend the equations of motion to allow for weak solutions \cite{94}. This is commonly required for non-linear wave equations like (2.15) and leads to the observable phenomena of shock waves. For this system, the shock wave will form in the gravitational field, i.e., the metric.

### C. Weak solutions and shock waves

Weak solutions arise in many contexts, and consist of solutions to an integrated form of the equations of motion that cannot satisfy the original \( n \)th-order differential equations since they are not \( n \) times differentiable. Some examples in general relativity are the Israel junction conditions for distributional matter sources such as thin shells \cite{101}, and the Dray-'t Hooft shock wave \cite{102}.
In general, for systems described by flow equations with velocities that depend on the field, it is common for characteristic curves to intersect, leading to a breakdown of the evolution generated by the differential equations beyond the intersection point. The solution to this problem is to seek “weak solutions” that solve an integrated form of the differential equation.

It can often happen that a weak solution is discontinuous, and then the discontinuity is known as a shock wave. Typically, shock waves propagate dynamically; a simple example is a sonic boom. Many physical phenomena exhibit shock waves, which commonly arise as weak solutions to non-linear wave equations.

To review and illustrate the basic idea, consider the non-linear conservation equation

$$\dot{u} + \partial_x f(u, x) = 0,$$

(2.23)

where \(f(u, x)\) is a non-linear function of \(u\), and potentially depends on \(x\) as well.

If \(u(x, t)\) satisfies the integral equation

$$\int_0^\infty dt \int_{-\infty}^{\infty} dx \left[ (\partial_t \varphi) u + (\partial_x \varphi) f(u, x) \right] = - \int_{-\infty}^{\infty} dx \, \varphi(x, 0) u(x, 0)$$

(2.24)

for any test function \(\varphi(x, t)\) of compact support that is continuously differentiable, then \(u\) is called a weak solution of this conservation equation. If discontinuities in \(u\) only arise along the \(x\)-axis (as would be expected for a physical system with a well-posed initial value problem), it is sufficient to consider the integral equation

$$\frac{d}{dt} \int_{x_1}^{x_2} dx \, u + \frac{d}{dt} \int_{x_1}^{x_2} dx \, \partial_x f(u, x) = \frac{d}{dt} \int_{x_1}^{x_2} dx \, u + f(u(x_2), x_2) - f(u(x_1), x_1) = 0,$$

(2.25)

for any interval \([x_1, x_2]\) of interest.

A discontinuity in \(u(x)\) propagates as a shock wave with a speed determined by the integral equation. To see this, consider (2.25) when there is a discontinuity at \(x = L(t)\) in the interval \([x_1, x_2]\). Then the integral splits into two parts to give

$$\frac{d}{dt} \int_{x_1}^{L} dx \, u + \frac{d}{dt} \int_{L}^{x_2} dx \, u + f(u(x_2), x_2) - f(u(x_1), x_1) = 0;$$

(2.26)

expanding the first term gives

$$\frac{dL}{dt} \lim_{x \to L^-} u + \int_{x_1}^{L} dx \, \partial_t u + \frac{dL}{dt} \lim_{x \to L^+} u + \int_{L}^{x_2} dx \, \partial_t u + f(u(x_2), x_2) - f(u(x_1), x_1) = 0,$$

(2.27)

where \(x \to L^+\) and \(x \to L^-\) denote the limits from above and below the discontinuity at \(x = L\) respectively. Taking the limits \(x_1 \to L^-\) and \(x_2 \to L^+\), the contributions from the integrals go to 0, and solving for \(dL/dt\) gives the Rankine-Hugoniot condition

$$\frac{dL}{dt} = \frac{[f(u, x)]}{[u]},$$

(2.28)

where \([g] = \lim_{x \to L^+} g(x) - \lim_{x \to L^-} g(x)\) denotes the amplitude of the discontinuity in the function \(g(x)\) at \(x = L\).

Returning now to LTB space-times, we are interested in weak solutions that permit discontinuities in the metric due to shell-crossings [94, 95]. The equation of motion (2.15)
can be rewritten in the form of a conservation equation with $u = xb$ and $f(u, x) = u^2/2\gamma x$.

It gives the integral equation

$$\frac{d}{dt} \int_{x_1}^{x_2} dx \, xb(x, t) + \frac{x_2 b(x_2, t)^2}{2\gamma} - \frac{x_1 b(x_1, t)^2}{2\gamma} = 0,$$

and the Rankine-Hugoniot condition gives the propagation speed of a dust shock wave:

$$\frac{dL}{dt} = \frac{L[b^2]}{2\gamma L[b]} = \frac{b(L^+) + b(L^-)}{2\gamma}.$$  \hspace{1cm} (2.30)

In general, numerics are necessary to solve the dynamics of a non-linear wave equation of the general form (2.23); we discuss the Godunov numerical scheme in Sec. V.

Finally, we note that different prescriptions to find weak solutions are not guaranteed to be equivalent, since there are (for functions with discontinuities) many inequivalent integral forms for any given differential equation that can be obtained by non-linear field redefinitions. In particular, the weak solutions derived from (2.29) are inequivalent to the Israel junction conditions—although in both cases the induced three-dimensional metric across the discontinuous surface will be continuous, the Israel junction conditions impose an additional relation on the trace-free extrinsic curvature, while on the other hand it is a relation on $b$ that is implicitly imposed by (2.29). We leave a more detailed exploration of weak solutions in classical general relativity for future work; in the remainder of this paper we consider weak solutions to (2.29) (and its equivalent for the LQC effective equations).

D. Discretization

To pass to the quantum theory, it is convenient to start from a discretization of the classical theory. There are of course many discretizations that are possible and equivalent in the limit that the discretization parameter becomes infinitesimally small. Here, for the sake of simplicity we will choose a rather direct discretization.

First, we introduce a lattice in the radial direction denoted by $x_n$, with $x_0 = 0$ and the width of each interval given by $w_n = x_{n+1} - x_n > 0$. It is possible to set $w_n$ to be the same for all $n$, but that is not necessary here; we will however assume that $w_n$ is fixed for each $n$ and does not evolve dynamically.

Given this discretization, we further assume that all fields are constant in each interval $[x_n, x_{n+1})$, and approximate derivatives by

$$\partial_x f(x) \rightarrow \frac{f(x_{n+1}) - f(x_n)}{w_n}. \hspace{1cm} (2.31)$$

With these choices, the action for the discretized theory becomes

$$S_{GF}^{\text{disc}} = \int dt \sum_n \left( w_n \dot{b}_n E_n^b - \mathcal{H}_n^{\text{disc}} \right), \hspace{1cm} (2.32)$$

where $b_n = b(x_n)$, $E_n^b = E^b(x_n)$ and (for $n \neq 0$)

$$\mathcal{H}_n^{\text{disc}} = -\frac{w_n}{2G\gamma} \left[ \frac{E_n^b}{\gamma x_n} \cdot \frac{x_n b_n^2}{w_n} + \frac{\gamma |E_n^b|}{x_n} + \gamma x_n \right], \hspace{1cm} (2.33)$$
dropping the boundary term.

Note that the same general expression cannot be used for $\mathcal{H}_0^{\text{disc}}$ due to the presence of $x_0 = 0$ in some denominators. Various regularizations to address this difficulty are possible; looking ahead to the quantum theory where there are inverse triad operators, we simply set $\mathcal{H}_0^{\text{disc}} = 0$.

The Poisson brackets for the discretized variables are now

$$\{b_n, E^b_n\} = \frac{G\gamma}{w_n} \delta_{mn},$$

and the equations of motion (for $n \geq 2$ and assuming $E^b > 0$) are

$$\dot{E}^b_n = -\frac{x_n b_n}{\gamma} \left( \frac{E^b_n}{w_n x_n} - \frac{E^b_{n-1}}{w_{n-1} x_{n-1}} \right),$$

$$\dot{b}_n = -\frac{x_{n+1} b_{n+1}^2 - x_n b_n^2}{2\gamma w_n x_n} - \frac{\gamma x_n}{2(E^b_n)^2}.$$  

In the equations of motion for $n = 1$, there are no contributions from $n = 0$, while the equations of motion for $n = 0$ are trivial, $\dot{E}^b_0 = 0$ and $\dot{b}_0 = 0$, at least for the choice $\mathcal{H}_0^{\text{disc}} = 0$.

Finally, the energy density is given by

$$\rho_n = -\frac{\mathcal{H}_n^{\text{disc}}}{4\pi w_n x_n |E^b_n|} - \frac{1}{4\pi w_n x_n |E^b_n|} \cdot \frac{1}{Gw_n} \left( \frac{x_{n+1}^2}{|E^b_{n+1}|} - \frac{x_n^2}{|E^b_n|} \right),$$

(the second term is the total derivative that was dropped in (2.33) but is necessary to calculate $\rho_n$), while the total mass within a radius $x_n$ is

$$m_n = 4\pi \sum_{p=0}^{n} w_p x_p |E^b_p| \rho_p.$$  

III. QUANTUM THEORY

The quantum theory for LTB space-times defined here is based upon the methods of loop quantum cosmology (LQC). Starting from the discretized classical theory given in Sec. II D, an LQC Hilbert space is defined at each point $x_n$ in the radial lattice; the total Hilbert space for LTB space-times is given by their tensor product. (Note that due to the gauge-fixing which gives a physical Hamiltonian, there is no distinction between a kinematical and physical Hilbert space in this case.) Then, the dynamics are generated by the Hamiltonian operator.

A. Hilbert space

LQC techniques were first developed for cosmological space-times that are homogeneous and therefore have a finite number of degrees of freedom. This is not the case for LTB space-times, which allow fields that can depend on the radial coordinate. This adds a certain degree
of complexity that is not present in the treatment of Friedman-Lemaître-Robertson-Walker (FLRW), Bianchi, or Kantowski-Sachs space-times.

To address this problem, we introduce an arbitrary discretization of the radial coordinate $x$ as explained in Sec. II D. At each node $n$, we can define a Hilbert space $H_n$ following the standard methods of LQC, and then the full Hilbert space $H$ for LTB space-times will be given by the tensor product $H = \otimes H_n$.

As usual in LQC, the elementary operators for each Hilbert space $H_n$ correspond to densitized triads and complex exponentials of components of the Ashtekar-Barbero connection, from which it is possible to construct holonomies along coordinate edges.

To understand the relation between complex exponentials of $b$ and holonomies, recall that after the gauge-fixing imposed on the classical theory, it is the angular component of $A^i_a$ that has not been gauge-fixed and therefore we are interested in holonomies along paths tangent to, for example, $(\partial/\partial \theta)^a$ along the equator $\phi = \pi/2$; in general the paths of interest are portions of a great circle at different radii $x_n$. We use the ‘K’ loop quantization \cite{103, 104} that is based on the ‘extrinsic curvature holonomy’,

\[
h_{n,\theta}(\mu) = \exp \left( \int_0^\mu \gamma K^i_\theta(x_n) \tau_i d\theta \right)
= \exp \left( \int_0^\mu b_n \tau_2 d\theta \right) = \cos \left( \frac{\mu b_n}{2} \right) \mathbb{I} + 2 \sin \left( \frac{\mu b_n}{2} \right) \tau_2,
\]

where $\mu$ is the coordinate length of the holonomy’s path (in this case $\mu$ is the angle covered by the portion of the great circle). To be concrete, here we consider the great circle $\phi = \pi/2$, but the result would be similar for any other path along a portion of a great circle. The $\tau^i$ are a basis in the fundamental representation of the $\mathfrak{su}(2)$ Lie algebra with $\tau^i \tau^j = \frac{1}{2} \varepsilon^{ijk} \tau^k - \frac{1}{4} \delta^{ij} \mathbb{I}$, and $\mathbb{I}$ is the $2 \times 2$ identity matrix. Importantly, due to spherical symmetry the path integral along $\theta$ is trivial and easily evaluated—this would not be true for paths in the radial direction, but these are not needed in this case due to the gauge-fixing that has been imposed before quantization.

This definition of the holonomy operator uses the fundamental representation of $\mathfrak{su}(2)$, also commonly utilized in LQC. Other choices are in principle possible and have been explored in LQC \cite{105, 107}. But the key physical feature of singularity avoidance that is central to our results is not affected by this choice: the curvature operator constructed from the holonomy is a bounded operator regardless of the representation of $\mathfrak{su}(2)$.

The non-trivial dependence on $b_n$ in (3.1) is fully captured by the complex exponentials

\[
N_n(\mu) = \exp(i\mu b_n)
\]

of the component $b$ of the Ashtekar-Barbero connection. Given this result, we can choose the fundamental operators (at each node $n$) in the quantum theory to correspond to the densitized triad $E^b$ and complex exponentials of $b$.

It is convenient to express the Hilbert space $H_n$ using the $E^b$-representation where the states $|E^b\rangle$ form an orthonormal basis

\[
\langle E^b|E^{\tilde{b}}\rangle_n = \delta_{E^bE^{\tilde{b}}},
\]

and are eigenkets of the triad operator

\[
\hat{E}^b_n|E^b\rangle_n = E^b|E^b\rangle_n.
\]
As usual in LQC, the operators corresponding to $\mathcal{N}_n(\mu)$ act as shift operators in this representation,

$$\hat{\mathcal{N}}_n(\mu)|E^b_n\rangle_n = |E^b_n + \frac{1}{u_n} h G\gamma^\mu_n\rangle_n,$$

(3.5)

a direct calculation confirms that the commutator of these elementary operators matches the Poisson bracket of the equivalent observables on the classical phase space, up to the required factor of $i\hbar$,

$$\{\mathcal{N}_n(\mu), E^b_n\} = \frac{iG\gamma^\mu}{u_n} \mathcal{N}_n(\mu) \quad \rightarrow \quad [\hat{\mathcal{N}}_n(\mu), \hat{E}^b_n] = -\frac{\hbar G\gamma^\mu}{u_n} \hat{N}_n(\mu).$$

(3.6)

Since $\hat{E}^b_n$ has a discrete spectrum, it is also necessary to define an inverse triad operator for each $H_n$. There is considerable ambiguity in the possible choices here (see [104] for a discussion); we take the simplest choice possible [105]:

$$\frac{1}{\hat{E}^b_n} |E^b_n\rangle_n = \begin{cases} 0 & \text{if } \hat{E}^b_n |E^b_n\rangle_n = 0, \\ (E^b_n)^{-1} |E^b_n\rangle_n & \text{otherwise.} \end{cases}$$

(3.7)

In addition, note that $x_n^{-1}$ appears in the Hamiltonian, a term which could be problematic at the origin. Since these terms appear due to the gauge-fixing of $E^a_n = x^2$, there would normally be an inverse triad operator for $(E^a_n)^{-1}$ that vanishes for $E^a_n = 0$, so we add the requirement that all terms in the Hamiltonian containing $x_n^{-1}$ vanish when $x_n = 0$.

Any state $|\Psi\rangle_n \in \mathbb{H}_n$ has the general form of a countable sum

$$|\Psi\rangle_n = \sum_{E^b} \psi(E^b) |E^b\rangle_n,$$

(3.8)

with finite norm

$$n\langle \Psi | \Psi \rangle_n = \sum_{E^b} |\psi(E^b)|^2.$$  

(3.9)

As already mentioned, the full Hilbert space $\mathbb{H}$ is given by the tensor product of the Hilbert spaces $\mathbb{H}_n$ located at each node, $\mathbb{H} = \otimes \mathbb{H}_n$, and the elementary operators $E^b_n, \mathcal{N}_{n,\mu}$ acting at different nodes $n \neq m$ commute.

Finally, if the orientation of the densitized triad $E^b_i$ is flipped, $E^b_i(x) \rightarrow -E^b_i(x)$ (and also $b \rightarrow -b$), the space-time geometry remains the same. Therefore, we require that the parity transformation

$$\hat{\Pi} \Psi(E^b_0, E^b_1, \ldots, E^b_n, \ldots) = \Psi(-E^b_0, -E^b_1, \ldots, -E^b_n, \ldots)$$

(3.10)

leaves the wave function invariant, namely

$$\hat{\Pi} \Psi = \Psi.$$  

(3.11)

As an aside, we note that it is possible to define a parity transformation at a given node which changes the sign of the $E^b_n$ argument of $\Psi$. However, this is not natural from a physical point of view since parity transformations are global operations and cannot act locally, therefore we do not introduce such an operator.
B. Quantum dynamics

In order to define an operator corresponding to the physical Hamiltonian in LQC, it is first necessary to construct a non-local operator corresponding to \( \hat{b}_n \), which captures one of the components of the field strength through

\[
\hat{F}_{\theta\phi}^1(x_n) = \hat{b}_n^2 \sin \theta.
\]  

(3.12)

Note that this operator is non-local since it is constructed from holonomies along edges of finite, not infinitesimal, length. Following the usual LQC procedure for the ‘K’ quantization \[103, 104\], we use a holonomy of minimal physical length \( \sim \ell_{Pl} \),

\[
\hat{b}_n = -2 \text{Tr} \left( \hat{h}_{n,\theta}(2\bar{\mu}_n) - \hat{h}_{n,\theta}(-2\bar{\mu}_n) \tau_2 \right) = \frac{\sin \bar{\mu}_n b_n}{\bar{\mu}_n},
\]  

(3.13)

where \( \bar{\mu}_n \) is a coordinate length chosen so that the physical length of the path is \( \sqrt{\Delta} \), where \( \Delta \sim \ell_{Pl}^2 \) is the smallest non-zero eigenvalue of the area operator in LQG. Of course, \( \sin \bar{\mu}_n b_n \) can be expressed in terms of \( \hat{N}_n(\bar{\mu}) \) and \( \hat{N}_n(-\bar{\mu}) = \hat{N}_n(\bar{\mu})\dagger \).

As the holonomy (3.1) follows a path where only the coordinate \( \theta \) varies, it is straightforward to relate the coordinate length in the \( \theta \) direction to the physical length through the metric (2.6), \( |ds| = x|d\theta| \). Requiring that the physical length be given by \( \sqrt{\Delta} \) sets

\[
\bar{\mu}_n = \frac{\sqrt{\Delta}}{x_n},
\]  

(3.14)

which implies that the operator \( \hat{b}_n \) acts on basis states as

\[
\hat{b}_n |E_b\rangle_n = \frac{x_n}{\sqrt{\Delta}} \left( |E^b + \frac{1}{w_{n}x_n} G\hbar\gamma \sqrt{\Delta} \rangle - |E^b - \frac{1}{w_{n}x_n} G\hbar\gamma \sqrt{\Delta} \rangle \right).
\]  

(3.15)

Interestingly, in this case \( \bar{\mu}_n \) is independent of phase-space variables, unlike in the LQC of homogeneous space-times. This is ultimately due to the gauge-fixing of \( E^a = x^2 \) in Sec. II A.

With this definition, it is now possible to express the operator for the (discretized) physical Hamiltonian (2.33) in terms of the elementary operators. As in the classical theory, the total physical Hamiltonian operator is given by a sum of operators, each corresponding to the physical Hamiltonian on one node of the lattice,

\[
\hat{H} = \sum_n \hat{H}_n,
\]  

(3.16)

and using the elementary operators defined above, together with the definition for \( \hat{b}_n \) that captures the non-local curvature along angular directions, gives

\[
\hat{H}_n = -\frac{w_n}{2G\gamma} \left[ \frac{1}{\gamma x_n} \sqrt{|E_n^b|} \frac{1}{w_n} \left[ \frac{x_{n+1}^3}{\Delta} \sin^2 \left( \frac{\sqrt{\Delta} b_{n+1}}{x_{n+1}} \right) - \frac{x_n^3}{\Delta} \sin^2 \left( \frac{\sqrt{\Delta} b_n}{x_n} \right) \right] \sqrt{|E_n^b|} \right. \\
+ \gamma x_n \left| \frac{\hat{1}}{E_n^b} \right| + \frac{\gamma}{x_n} \hat{E}_n^b \right].
\]  

(3.17)
The only factor-ordering choice to be made is in the first term, where we chose a symmetric factor-ordering between \( \hat{E}_n^b \) and \( b_n^2 \).

Note that given the definition of the inverse triad operators and the requirement that terms in the Hamiltonian containing \( x_n^{-1} \) also vanish for \( n = 0 \) (due to inverse triad corrections for \( E^a \) which has been gauge-fixed to \( x_n^2 \), see the discussion following the definition of the inverse triad operator in Sec. [III A]), it follows that \( \hat{\mathcal{H}}_0 = 0 \). So although \( \hat{\mathcal{H}}_0 \) is well-defined, it is trivial. For all other \( n \), \( \mathcal{H}_n \) is non-trivial and acts on \( \mathbb{H}_n \otimes \mathbb{H}_{n+1} \), given the discretization scheme we chose for derivatives in Sec. [II D]. Assuming \( E_n^b \neq 0 \), the inverse triad operators give the second line in (3.7) and the action of \( \hat{\mathcal{H}}_n \) (for \( n \geq 1 \)) on basis states \( |E_n^b\rangle_n \otimes |E_{n+1}^b\rangle_{n+1} \) is:

\[
\hat{\mathcal{H}}_n|E_n^b, E_{n+1}^b\rangle = \frac{x_n^{3}|E_n^b|}{8G\gamma^2\Delta x_n} \left(|E_n^b, E_{n+1}^b + \ell_n\rangle_{n+1} + |E_n^b, E_{n+1}^b - \ell_n\rangle_{n+1}\right)
- \frac{x_n^2|E_n^b|}{8G\gamma^2\Delta} \left(\sqrt{|E_n^b + \ell_n|} |E_n^b + \ell_n, E_{n+1}^b\rangle + \sqrt{|E_n^b - \ell_n|} |E_n^b - \ell_n, E_{n+1}^b\rangle\right)
- \frac{(x_n^{3} - x_n^3)|E_n^b|}{4G\gamma^2\Delta x_n} + \frac{w_n|E_n^b|}{2Gx_n} + \frac{w_n x_n}{2G|E_n^b|} |E_n^b, E_{n+1}^b\rangle,
\]

(3.18)

where

\[
\ell_n = \frac{2G\hbar \gamma \sqrt{\Delta}}{w_n x_n}.
\]

(3.19)

Note that if \( E_n^b = 0 \), then all terms vanish exactly (the last term is zero due to the inverse triad operator).

Also, recall that \( \hat{\mathcal{H}} \) is a true Hamiltonian (not a constraint) due to the dust-time gauge-fixing, and the Hamiltonian operator is related to the dust energy density operator,

\[
\hat{\rho}_n = -\frac{1}{4\pi w_n x_n} \left|\frac{\hat{1}}{\hat{E}_n^b}\right|^{1/2} \left(\mathcal{H}_n + \frac{1}{Gw_n} \left(x_{n+1}^2 \left|\frac{\hat{1}}{E_{n+1}^b}\right| - x_n^2 \left|\frac{\hat{1}}{E_n^b}\right|\right)\right) \left|\frac{\hat{1}}{\hat{E}_n^b}\right|^{1/2},
\]

(3.20)

while the mass operator is given by

\[
\hat{m}_n = 4\pi \sum_{p=0}^{n} w_p x_p \left(\sqrt{\hat{E}_p^b} \hat{\rho}_p \sqrt{\hat{E}_p^b}\right),
\]

(3.21)

where we have again used a symmetric factor-ordering for both operators.

Finally, to reconstruct all of the components in the metric (2.6), it is also necessary to define an operator corresponding to \( N^x \). Recall that the flat FLRW space-time (minimally coupled to dust) is a particular solution of the LTB space-time; starting from the standard flat FLRW line element in spherical coordinates \( ds^2 = -dt^2 + a(t)^2(dr^2 + r^2d\Omega^2) \) where \( a(t) \) is the scale factor, the coordinate transformation \( x = a(t) \cdot r \) gives a line element that has precisely the form (2.6) with \( E^b = x \) and \( N^x = -xH \), where \( H \) is the Hubble rate. In LQC the Hubble rate in terms of the phase space variables is \( H = (\gamma \sqrt{\Delta})^{-1} \sin(\mu b) \cos(\mu b) \), see, e.g., [109] (where we have simplified the notation by removing hats, and denoted the non-zero component of the Ashtekar-Barbero connection for the flat FLRW space-time by \( b \)). This suggests that the appropriate operator for \( N^x \) in LTB space-times is

\[
\hat{N}_n^x = -\frac{x_n}{\gamma\sqrt{\Delta}} \sin\left(\frac{\sqrt{\Delta} b_n}{x_n}\right) \cos\left(\frac{\sqrt{\Delta} b_n}{x_n}\right).
\]

(3.22)
This choice has the correct classical limit, and it also agrees with earlier work [40, 41] (although it differs from the choice proposed in [110]). This operator is not obtained by simply replacing the classical $b_n$ in $N^x$ by the operator $\hat{b}_n$ defined in (3.13); nonetheless, this is a natural choice for the operator as it ensures that the homogeneous sector of (marginally-trapped) LTB space-times agrees with earlier results obtained for flat FLRW space-times in LQC. (Note that there is a priori no guarantee that $(N^x)^2 \sim b^2$ and the field strength $F_{\theta\phi} \sim b^2$ will be represented by the same operator in the quantum theory; it is possible for $\hbar$ corrections to modify these terms differently.)

As an aside, we mention two points concerning the operator $\hat{N}^x_n$. First, even though as argued above we find (3.22) to be the most strongly motivated definition for $\hat{N}^x_n$, it is nonetheless possible to make other choices, see, e.g., [110] for an alternate choice in vacuum space-times. A different choice affects quantitative results, but our numerical evidence suggests that the key qualitative properties of the (effective) LQC dynamics for LTB space-times, such as the non-singular bounce, shock wave formation, and black hole lifetime are not significantly modified by different choices for $N^x$—this is due in large part to fact that the evolution of $b$ and $E^b$ does not depend on the reconstruction of the metric via (3.22). A second technical point is the following. Although this has so far not been done, it should be possible to define a consistent quantum theory for LTB space-times without first imposing any gauges before quantization, and instead impose appropriate gauges only after the theory has been quantized. Gauge fixing after quantization would require introducing operators corresponding to gauge-fixing conditions that ensure the gauge choices are preserved dynamically, and these gauge-fixing conditions will fix the Lagrange multipliers, here corresponding to the lapse and shift. The classical gauge-fixing conditions for the dust-time and areal gauges in LTB space-times are known, and it would be interesting to determine their form as operators in LQC; in particular, it will be necessary to express the components of the Ashtekar-Barbero connection in terms of holonomies. Although deriving the specific form of such gauge-fixing conditions for LQC lies beyond the scope of this paper, it can be shown that since the operator for $N^x$ is not related to the classical one by a simple ‘polymerization’ where each $b_n$ term is replaced by $\hat{b}_n$, similarly the LQC gauge-fixing conditions cannot be obtained simply by taking the classical expressions and performing a direct polymerization [111]. This is not surprising for two reasons: first, the LQC shift vector is not given by the direct polymerization of the classical expression, and second, the non-gauge-fixed LQC scalar and diffeomorphism constraints for the LTB space-times are not related to the classical expressions through a direct polymerization, since this would result in a quantum constraint algebra which does not close and hence would give an inconsistent theory. A more careful and sophisticated treatment is needed to construct the non-gauge-fixed LQC theory for LTB space-times; this presumably requires following LQG more closely and avoiding shortcuts like polymerization which appear to work only in the simplest contexts.

This completes the definition of the loop quantization of LTB space-times. We next derive effective equations which capture important quantum gravity effects, and are significantly easier to solve than the full quantum dynamics.

### IV. EFFECTIVE THEORY

Loop quantum cosmology effective equations are functions on the classical phase space that include some quantum corrections in the form of terms containing $\hbar$ that arise from, e.g.,
holonomy corrections. It would of course be preferable to solve the full quantum dynamics, but this is a technically challenging problem—deriving semiclassical physics would require constructing the unitary evolution operator for the Hamiltonian and calculating its action on semiclassical states. Instead, as a first step, we extract and solve the effective equations with holonomy corrections from the LTB quantum theory defined in Sec. III.

For homogeneous cosmological space-times, it has been shown that the quantum dynamics of sharply-peaked states is well-approximated by a set of effective equations, and that these effective equations remain a good approximation to the quantum dynamics for sharply peaked states even when the space-time curvature becomes Planckian, so long as the relevant length scales remain large compared to $\ell_{\text{Pl}}$ [9, 109, 112, 113]. The main approximation underlying the effective equations is that they assume quantum fluctuations are negligible, but include important effects like the fundamental quantum discreteness encoded by the non-local curvature operator in the Hamiltonian.

In addition to results in cosmology, some early work on black holes suggests that effective dynamics are also reliable for black hole space-times with a large mass, at least for (i) states that are sharply peaked and (ii) so long as one only probes length scales $\ell \gg \ell_{\text{Pl}}$ [114]. If these two conditions are satisfied, then the effective dynamics are expected to provide a good approximation to the full quantum dynamics, even when the curvature is Planckian.

In this section, we define the LQC effective Hamiltonian for LTB space-times in the dust-time and areal gauges, derive the LQC effective dynamics, and find analytic weak solutions for some simple configurations.

### A. Effective Dynamics

The effective equations for LTB space-times can be derived from the quantum theory by expressing the Hamiltonian operator (3.17) as a function on the classical phase space. For the LTB space-time, this gives an effective Hamiltonian (for the discretized theory) composed of the sum over $n$ of

$$H_n^{\text{eff}} = -\frac{1}{2G\gamma} \left[ \frac{E^b}{\gamma w_n x_n} \left( \frac{x_{n+1}^3}{\Delta} \sin^2 \frac{\sqrt{\Delta} b_{n+1}}{x_{n+1}} - \frac{x_n^3}{\Delta} \sin^2 \frac{\sqrt{\Delta} b_n}{x_n} \right) + \gamma x_n + \gamma E^b x_n \right], \quad (4.1)$$

assuming $E^b > 0$ for the sake of simplicity. The continuum limit is easily taken; the resulting Hamiltonian is

$$\int dx \, H_{\text{phys}}^{\text{eff}} = -\frac{1}{2G\gamma} \int dx \left[ \frac{E^b}{\gamma \sqrt{x} \Delta} \partial_x \left( x^3 \sin^2 \frac{\sqrt{\Delta} b}{x} \right) + \frac{\gamma x}{E^b} + \gamma \frac{E^b}{x} \right]. \quad (4.2)$$

The transition from the Hamiltonian operator to this effective expression requires taking the expectation of the former in a semiclassical Gaussian state peaked on a phase space point (see, e.g., [115]), and then taking the continuum limit. This is the same process used to obtain the effective LQC dynamics, where the Hamiltonian operator with matter is also unbounded. A shortcut that is known to work in LQC, and one we use here, is to replace the quantum operators with the appropriate phase space functions. Note that the effective dynamics do not take into account dispersion effects of the Hamiltonian operator captured by expressions such as $\Delta(H_n)^2 \equiv \langle \hat{H}_n^2 \rangle - \langle \hat{H}_n \rangle^2$ for expectation values in semiclassical states, which are of higher order in $\hbar$.
The Poisson bracket is the same as in the classical theory,
\[ \{ b(x_1), E^b(x_2) \} = G\gamma \delta(x_1 - x_2), \] (4.3)
and the effective equations of motion are generated, as usual, by taking the Poisson brackets of the dynamical variables with the effective Hamiltonian, \( \int \! dx \, H_{\text{eff}} \), giving
\begin{align*}
\dot{b} &= \frac{\gamma x}{2(E^b)^2} - \frac{\gamma}{2x} - \frac{x}{\gamma \Delta} \sin \frac{\sqrt{\Delta}}{x} b \left[ \frac{3}{2} \sin \frac{\sqrt{\Delta}}{x} b + x \partial_x \sin \frac{\sqrt{\Delta}}{x} b \right], \quad \text{(4.4)} \\
\dot{E}^b &= - \frac{x^2}{\gamma \sqrt{\Delta}} \partial_x b \sin \frac{\sqrt{\Delta}}{x} b. \quad \text{(4.5)}
\end{align*}

As in the classical theory, \( b \) and \( E^b \) determine the metric,
\[ ds^2 = -dt^2 + \frac{E^2}{x^2} (dx + N^x dt)^2 + x^2 d\Omega^2, \] (4.6)
where the shift vector is related to \( b \) by
\[ N^x = - \frac{x}{\gamma \sqrt{\Delta}} \sin \frac{\sqrt{\Delta}}{x} b \cos \frac{\sqrt{\Delta}}{x} b, \] (4.7)
taking the prescription (3.22) used for the quantum theory.

Finally, the energy density in the effective theory follows from (3.20),
\[ \rho = \frac{1}{8\pi G \gamma x E^b} \left[ \frac{E^b}{\gamma \Delta} \partial_x \left( \frac{x^3 \sin^2 \frac{\sqrt{\Delta}}{x} b}{x} \right) + \frac{\gamma x}{E^b} + \frac{\gamma E^b}{x} - 2\gamma \partial_x \left( \frac{x^2}{E^b} \right) \right]. \] (4.8)

We note that the area gap \( \Delta \) and the Barbero-Immirzi parameter \( \gamma \) often combine in the form \( \gamma^2 \Delta \), and many observables of physical interest depend only on this combination. This also occurs in LQC and seems to be a general feature of loop quantized symmetry-reduced systems. In contrast, in LQG the quantities \( \gamma \) and \( \Delta \) are distinct (although related, since \( \Delta \) is proportional to \( \gamma \)), and can be distinguished for example by measuring the spectrum of the LQG area operator.

**B. Marginally-trapped solutions**

As in the classical theory, \( E^b = x \) corresponds to the effective version of the marginally-trapped solutions. For this family of solutions, \( b \) is the only dynamical degree of freedom left, satisfying the equation of motion
\[ \dot{b} + \frac{1}{2\gamma \Delta x} \partial_x \left( x^3 \sin^2 \frac{\sqrt{\Delta}}{x} b \right) = 0. \] (4.9)
The energy density is closely related to \( b \) through
\[ \rho = \frac{1}{8\pi G \gamma^2 \Delta x^2} \partial_x \left( x^3 \sin^2 \frac{\sqrt{\Delta}}{x} b \right), \] (4.10)
which can also be expressed in terms of \( \dot{b} \), although this relation will not be necessary for us here. Expanding the derivative,

\[
\rho = \frac{1}{8\pi G \gamma^2 \Delta} \left( 3 \sin^2 \frac{\sqrt{\Delta} b}{x} + 2 \sqrt{\Delta} \sin \frac{\sqrt{\Delta} b}{x} \cos \frac{\sqrt{\Delta} b}{x} \left( \partial_x b - \frac{b}{x} \right) \right). \tag{4.11}
\]

In the homogeneous limit of \( \partial_x b = 0 \), the energy density is bounded above by \( \rho_c = 3/(8\pi G \gamma^2 \Delta) \), the critical energy density for spatially flat FLRW space-times in LQC.

It is simpler and more intuitive to give initial conditions in terms of the density \( \rho(x, t_0) \); these can be translated into initial conditions for \( b \) through

\[
b(x, t_0) = -\frac{x}{\sqrt{\Delta}} \arcsin \left( \sqrt{\frac{8\pi G \gamma^2 \Delta}{x^3}} \int_0^x d\tilde{x} \tilde{x}^2 \rho(\tilde{x}, t_0) \right). \tag{4.12}
\]

When taking the square root, we chose an overall negative sign; this choice means that the initial data corresponds to a collapse scenario. On the other hand, taking the positive root would correspond to an LTB space-time with dust initially moving outwards.

For collapse models, an important quantity is the outgoing null expansion \( \theta_+ \), which is used to locate marginal apparent horizons via \( \theta_+ = 0 \). For the LTB metric (4.6), with \( E^b = x \), the outgoing null expansion is

\[
\theta_+ = \frac{2}{x} (1 - N^x) = \frac{2}{x} + \frac{1}{\gamma \sqrt{\Delta}} \sin \frac{2\sqrt{\Delta} b}{x}. \tag{4.13}
\]

Similarly, the in-going null expansion is \( \theta_- = -(2/x) \cdot (1 + N^x) \).

It is possible to find implicit solutions for \( b \) by using the method of characteristics, namely by finding curves in the \((x, t)\) plane parametrized by \( \lambda \) such that along these curves the partial differential equation (4.9) becomes a set of coupled ordinary differential equations. Solving the set of coupled ordinary differential equations along each of these curves gives the full solution, although in implicit form in terms of the parameter \( \lambda \).

It is convenient to first introduce the variable \( \beta = \sqrt{\Delta} b/x \), in which case the equation of motion becomes

\[
\dot{\beta} + \frac{1}{2\gamma \sqrt{\Delta} x^2} \partial_x \left( x^3 \sin^2 \beta \right) = 0. \tag{4.14}
\]

As an aside, note that this equation can be rewritten as

\[
\dot{\beta} = -4\pi G \gamma \sqrt{\Delta} \rho, \tag{4.15}
\]

and since \( \rho \geq 0 \), it follows that \( \beta \) is monotonically decreasing.

Taking a parametrized curve \((x(\lambda), t(\lambda))\) and evaluating \( \beta(\lambda) \) at points along this curve gives

\[
\frac{d\beta}{d\lambda} = \frac{\partial \beta}{\partial t} \frac{dt}{d\lambda} + \frac{\partial \beta}{\partial x} \frac{dx}{d\lambda}. \tag{4.16}
\]

By choosing a curve such that

\[
\frac{d\beta}{d\lambda} = -\frac{3}{2} \sin^2 \beta, \tag{4.17}
\]
the equation of motion for $\beta$ implies that
\[
\frac{dx}{d\lambda} = x \sin \beta \cos \beta, \quad \frac{dt}{d\lambda} = \gamma \sqrt{\Delta}.
\] (4.18)

Solving these ODEs first gives $\lambda = t/\gamma \sqrt{\Delta}$ (setting $\lambda(t = 0) = 0$), and
\[
\cot \left( \beta(\lambda) \right) = \cot \beta_0 + \frac{3\lambda}{2}, \quad \left( \frac{x}{x_0} \right)^3 = \frac{\sin^2 \beta_0}{\sin^2 \beta}.
\] (4.19)

For each curve, the initial conditions are $t(\lambda = 0) = 0$ and $x(\lambda = 0) = x_0$. For such a curve, $\beta(\lambda = 0) = \beta_0(x_0)$, and we have the exact implicit solutions for $\beta(x,t)$. These can be inverted numerically everywhere, except where characteristics cross—at these points the method of characteristics fails, and it is necessary to search for weak solutions to the equation of motion. As mentioned previously, it is always possible in the classical theory to restrict initial data such that caustics do not form [90, 91, 94], but as we explain next this is not possible in the effective quantum theory due to the singularity avoidance and bounce: shock waves are a general feature of quantum dust collapse.

As in the classical case, shock formation occurs when the Jacobian for the transformation $(\lambda, x_0) \rightarrow (t, x)$ vanishes. Since $\partial_t t = \gamma \sqrt{\Delta}$ and $\partial_{x_0} t = 0$, the Jacobian vanishes if and only if $\partial_{x_0} x = 0$. Rewriting
\[
x = \left( x_0^3 \sin^2 \beta_0 \left[ 1 + (\cot \beta_0 + \frac{3}{2} \lambda)^2 \right] \right)^{1/3},
\] (4.20)
a numerical investigation finds that the derivative
\[
\partial_{x_0} x = \frac{1}{3} \left( \frac{\sin^2 \beta_0}{\sin^2 \beta} \right)^{1/3} \left[ 3 + 2x_0 \beta_0' \left( \cot \beta_0 - \frac{1}{\sin^2 \beta_0} \cdot \frac{3}{2} \lambda + \cot \beta_0 \right) \right]
\] (4.21)
genерically vanishes for initial data with in-falling dust that satisfies the two following properties: the initial density $\rho_0$ is not zero everywhere, and there is an exterior vacuum region $x \geq x_e$ where $\rho_0 = 0$. Physically, this can be understood by following characteristics in the interior and exterior regions. In the interior, the characteristics for dust particles will eventually bounce due to LQC effects and move outwards, while in the vacuum exterior region characteristic curves will always move inwards. As a result, these two families of characteristic curves must eventually cross; see also the discussion in [93]. (Note that characteristic curves where $\rho \neq 0$ may also cross, but this depends quite sensitively on the initial configuration of $\rho_0$ and will not always occur, while characteristic curves for the interior matter region and the exterior vacuum region will cross after the bounce.) Therefore, for this large class of initial data, characteristics will cross, showing that it is necessary to allow for weak solutions to the effective dynamics.

### C. Weak solutions

As characteristic curves will cross, weak solutions to the dynamics must be considered. As reviewed in Sec. [11C], it is helpful to write the dynamics in the form of a conservation law $\dot{u} + \partial_x [f(u,x)] = 0$, which can in turn be expressed as an integral equation. Then,
the speed of a shock wave located at $x = L(t)$ is given by $\frac{dL}{dt} = \frac{f(u,x)}{[u]}$, where $[g(x)] = \lim_{x \to L^+} g(x) - \lim_{x \to L^-} g(x)$.

To rewrite the equation of motion (4.9) as a conservation law, it is useful to introduce the variable $B = \sqrt{\Delta} \cdot b$, whose dynamics are given by

$$\dot{B} + \partial_x \left( \frac{x^3}{2\gamma \sqrt{\Delta}} \sin^2 \frac{B}{x^2} \right) = 0. \quad (4.22)$$

Then, the speed of any shock waves that may form is given by

$$\frac{dL}{dt} = \frac{L^3}{2\gamma \sqrt{\Delta}} \cdot \frac{[\sin^2 \frac{B}{x^2}]}{[B]} = \frac{L}{2\gamma \sqrt{\Delta}} \cdot \frac{[\sin^2 \beta]}{[\beta]}. \quad (4.23)$$

Here we give the expression in terms of both of the variables $B$ and $\beta = B/x^2$; depending on the calculation, one variable may be more convenient than the other.

The Oppenheimer-Snyder model and the thin shell solution can be solved analytically; the general case for arbitrary initial data profiles requires a numerical solution.

1. Oppenheimer-Snyder solution

The Oppenheimer-Snyder collapse model has two regions: a ‘star’ interior region $x < L(t)$ where the energy density $\rho$ is radially constant (but grows with time as the star collapses and becomes denser), and a vacuum exterior region $x > L(t)$ where $\rho = 0$. We will denote the interior region with the index $i$ and the exterior region with the index $e$.

The solution for the $\rho_e = 0$ vacuum exterior region follows from (4.10),

$$\sin \beta_e = -\sqrt{\frac{\gamma^2 \Delta R_S}{x^3}}, \quad (4.24)$$

where the minus sign is due to the attractive nature of the gravitational field generated by the dust field in the interior, and the constant of integration is chosen to match the classical solution. As usual, $R_S = 2GM$ is the classical Schwarzschild radius and $M$ is the total mass of the star (which is a constant of the motion). Also, note that $\dot{\beta}_e = 0$.

Similarly, for the interior region (4.10) shows that if $\partial_x \rho = 0$, then $\partial_x \beta = 0$ also, and (4.14) becomes

$$\dot{\beta}_i = -\frac{3 \sin^2 \beta_i}{2\gamma \sqrt{\Delta}}, \quad (4.25)$$

with the solution

$$-\cot \beta_i = \frac{3(t - t_0)}{2\gamma \sqrt{\Delta}} \quad \Rightarrow \quad \sin \beta_i = \frac{-1}{\sqrt{1 + 9t^2/4\gamma^2 \Delta}}. \quad (4.26)$$

The minus sign indicates that the Oppenheimer-Snyder star is collapsing, rather than expanding, and in the second relation we have fixed the constant of integration $t_0 = 0$. Since $\beta_i$ is monotonically decreasing, as seen in (4.15), it follows that for $t < 0$, then $-\pi/2 < \beta_i < 0$, while $-\pi < \beta_i < -\pi/2$ for $t > 0$. As a result, $\beta_i$ itself is given by

$$\beta_i = \begin{cases} -\arcsin \frac{1}{\sqrt{1 + 9t^2/4\gamma^2 \Delta}}, & \text{for } t < 0, \\ -\pi + \arcsin \frac{1}{\sqrt{1 + 9t^2/4\gamma^2 \Delta}}, & \text{for } t > 0, \end{cases} \quad (4.27)$$
keeping in mind that $-\pi/2 < \arcsin x < \pi/2$.

In terms of the gauge-fixed metric (4.6), the interior is a flat FLRW space-time with a dust field whose energy density evolves as

$$\rho_i = \frac{3}{2\pi G (9t^2 + 4\gamma^2 \Delta)}. \tag{4.28}$$

During the $t < 0$ contracting phase of the star, $\beta$ is continuous across the boundary between the interior and exterior solutions (although not differentiable), so there is no shock wave and the location of the boundary $x = L(t)$ can be determined by requiring that $\beta$ be continuous across the boundary, giving

$$L = \left(\frac{9R_S t^2}{4} + \gamma^2 \Delta R_S \right)^{1/3}. \tag{4.29}$$

Using this expression to rewrite the energy density of the interior, it is clear that $L(t)$ plays the role of the scale factor for the FLRW-like interior, with

$$\rho_i = \frac{3M}{4\pi L^3}, \tag{4.30}$$

and the effective Friedman equation that $L$ satisfies during the collapse phase is

$$\left(\frac{\dot{L}}{L}\right)^2 = \frac{8\pi G}{3} \rho \left(1 - \frac{\rho}{\rho_c}\right), \tag{4.31}$$

which is exactly identical to the LQC effective Friedman equation for flat FLRW space-times.

A bounce occurs at $t = 0$ when $\beta_i = -\pi/2$. The bounce occurs both in the radius $L$ of the collapsing star, which reaches a minimum and begins to increase, and also in the energy density $\rho$, which reaches a maximum precisely equal to $\rho_c = 3/8\pi G \gamma^2 \Delta$, the critical energy density in LQC, and then decreases after the bounce.

The post-bounce dynamics are significantly different from the collapse, because after the bounce $\beta_i < -\pi/2$ while $\beta_e > -\pi/2$, showing that a discontinuity in $\beta$ has formed: there is now a shock in the gravitational field. Since there is a shock, $L$ no longer follows the dynamics given by (4.31) which holds only when the solution is continuous; instead the motion of the front of the shock wave during the expanding phase is determined by the Rankine-Hugoniot condition (4.23),

$$\frac{dL}{dt} = \frac{\gamma \sqrt{\Delta}/2}{\pi - \arcsin \sqrt{\frac{\gamma^2 \Delta R_S}{L^3}}} - \arcsin \sqrt{\frac{\gamma^2 \Delta}{\frac{9}{4} t^2 + \gamma^2 \Delta}} \cdot \left(\frac{R_S}{L^3} - \frac{L}{\frac{9}{4} t^2 + \gamma^2 \Delta}\right). \tag{4.32}$$

In the interior, away from the shock, the energy density after the bounce decreases following (4.28), but $L$ moves more slowly after the bounce, as compared to before, and the outside region remains vacuum. The combination of these effects implies that a growing fraction of the dust field becomes trapped at the boundary $x = L(t)$ in the expanding phase,

$$\rho_{\text{int}} = \frac{3}{2\pi G (9t^2 + 4\gamma^2 \Delta)} \Theta(L(t) - x) + \left(M - \frac{2L^3}{G (9t^2 + 4\gamma^2 \Delta)}\right) \delta(L(t) - x), \tag{4.33}$$
where $\Theta(x)$ is the Heaviside function.

Since the energy density of dust in the interior quickly decays, soon after the bounce it is reasonable to approximate the interior by a flat Minkowski space-time where $\beta = -\pi$ and $\sin \beta = 0$. Further, soon after the bounce $L \gg L_{\text{bounce}} = (\gamma^2 \Delta R_S)^{1/3}$ and it is possible to neglect terms of the order $L_{\text{bounce}}/L$. With these two approximations, the speed of the shock (4.32) reduces to

$$\frac{dL}{dt} \approx \frac{\gamma \sqrt{\Delta} R_S}{2 \pi L^2},$$

which can be solved to give

$$L(t) \approx \left(\frac{3 \gamma \sqrt{\Delta} R_S t}{2 \pi}\right)^{1/3},$$

although this result is a good approximation only for $t \gg t_{\text{Pl}}$. At the bounce $L(0) = L_{\text{bounce}} = \gamma^2 \Delta R_S$.

With these results, it is straightforward to determine the space-time metric; putting $E^b = x$ into (4.16),

$$ds^2 = -dt^2 + \left(dx + N^x dt\right)^2 + x^2 d\Omega^2,$$

the lapse $N^x = -\left(x/\gamma \sqrt{\Delta}\right) \cdot \sin \beta \cos \beta$ is [87]

$$N^x = \begin{cases} 
-\frac{6xt}{9t^2 + 4\gamma^2 \Delta} & \text{if } x \leq L(t), \\
\frac{R_S}{x} \left(1 - \frac{\gamma^2 \Delta R_S}{x^3}\right) & \text{if } x > L(t);
\end{cases}$$

where $L(t)$ is given by (4.29) for the collapse $t < 0$ portion of the space-time, while $L$ expands more slowly following (4.32) for $t > 0$ after the bounce. For more details on the exterior vacuum solution see [41], and for the interior solution see [87].

In addition, it is possible to calculate the lifetime of an Oppenheimer-Snyder black hole solution, defined as the (proper) time interval between the formation of the outer apparent horizon, and its eventual disappearance when the outgoing shock wave reaches it, as measured by a distant observer. Assuming the distant observer detects lightlike signals emitted from the surface $L$ just before the formation of the black hole and just after the emergence of the shock from the outer apparent horizon, this observer’s proper time interval is simply given by the coordinate interval $T = t_2 - t_1$ between these two events [87]. For this calculation, we make the approximation that the apparent horizon is located at $R_S$, neglecting corrections to the location of the horizon of the order $\sim \ell_{\text{Pl}}^2/R_S$ that are negligible for black holes with $M \gg m_{\text{Pl}}$.

The black hole forms at $t = t_1$ when $L = R_S$ during the collapse phase, so by inverting (4.29) we find

$$t_1 = -\frac{2}{3} \sqrt{R_S^2 - \gamma^2 \Delta} \approx -\frac{2R_S}{3},$$

showing that the collapse time of the Oppenheimer-Snyder star is of the order of $\sim M$.

On the other hand, the apparent horizon vanishes once the outgoing shock wave reaches $L = R_S$, and the solution (4.35) gives

$$t_2 \approx \frac{2\pi R_S^2}{3 \gamma \sqrt{\Delta}}.$$
As an aside, we mention that it is also possible to numerically integrate the exact equation
\[ t_2 = \int_{L_{\text{bounce}}}^{R_S} \left( \frac{dL}{dt} \right)^{-1} dL, \] (4.40)
with \( dL/dt \) given by (4.32), and the result of this calculation is in excellent agreement with the approximate solution (4.39). This shows that the time between the bounce and the disappearance of the outer apparent horizon scales as \( \sim M^2/m_{\text{Pl}} \), in agreement with an earlier estimate [87].

Combining these two results and keeping only the dominant term (assuming \( M \gg m_{\text{Pl}} \)), the lifetime of an Oppenheimer-Snyder black hole is predicted to be
\[ T \approx \frac{2\pi R_S^2}{3 \gamma \sqrt{\Delta}}. \] (4.41)
As we shall discuss in more detail in Sec. [VI], this prediction for the lifetime of a black hole is shorter than the Page time and has important implications for the information loss problem.

2. Thin shell solution

Another interesting solution to consider is a thin shell, where the interior is Minkowski with \( \sin \beta_i = 0 \), and the exterior is Schwarzschild with \( \sin \beta_e = -\sqrt{\gamma^2 \Delta R_S/\Delta} \); these two solutions are separated by a thin shell of total mass \( M \) located at \( x = L(t) \),
\[ \rho = \frac{M}{4\pi x^2} \delta \left( x - L(t) \right). \] (4.42)
There are two cases of interest, the contracting case when \( \beta_i = 0 \), and the expanding case \( \beta_i = -\pi \).

Before studying the dynamics, it is important to note that although there is a bounce, a contracting thin shell solution does not immediately become an expanding thin shell solution when the bounce occurs. The key point is that a thin shell of mass \( M \) can reach a minimal radius \( L_{\text{min}} = \left( \frac{\gamma^2 \Delta R_S}{\Delta} \right)^{1/3} \). When the shell reaches this minimal radius, the thin shell splits, with a portion continuing to fall inwards and another portion being scattered outwards. The scattering process is continuous, with a broad distribution of dust being scattered backwards until there is a bounce at the origin (the total mass remains \( M \) throughout). This process can be seen in more detail using the numerical methods described in Sec. [V] for this reason, the ingoing and outgoing shell solutions must be treated separately. (Another way to see that the ingoing thin shell does not immediately become an outgoing shell after reaching \( L_{\text{min}} \) is that an ingoing shell has \( \beta_i = 0 \), while an outgoing shell has \( \beta_i = -\pi \), so the first cannot just bounce at \( L_{\text{min}} \) and become the second without any changes to the interior.)

For the case of an ingoing thin shell, the shock speed relation (4.23) gives
\[ \frac{dL}{dt} = -\frac{2\gamma \sqrt{\Delta R_S}}{L^2 \text{arcsin} \sqrt{\gamma^2 \Delta R_S/L^3}}, \] (4.43)
this can be integrated to give an analytic implicit solution for \( L(t) \), although it is not especially transparent or useful. Instead, the collapse time \( t_{\text{in}} \) can be obtained by integrating...
\((dL/dt)^{-1}\) from \(L = R_S\) (again neglecting small Planckian corrections to the location of the outer apparent horizon) to \(L_{\text{min}} = (\gamma^2 \Delta R_S)^{1/3}\); the result is

\[
t_{\text{in}} = - \int_{R_S}^{L_{\text{min}}} \frac{2L^2}{\gamma \sqrt{\Delta R_S}} \arcsin \sqrt{\frac{\gamma^2 \Delta R_S}{L^3}} \, dL \approx \frac{2R_S}{3}, \quad (4.44)
\]
dropping subleading corrections of order \(\hbar\). As expected, the time for collapse is \(t_{\text{in}} \sim M\), as is the case for the Oppenheimer-Snyder collapse (in this particular case, even the prefactors of the leading order term match for the thin shell and Oppenheimer-Snyder solutions).

Switching now to the outgoing case, the shock speed (4.23) becomes

\[
\frac{dL}{dt} = \frac{\gamma \sqrt{\Delta R_S}}{2L^2(\pi - \arcsin \sqrt{\gamma^2 \Delta R_S/L^3})}, \quad (4.45)
\]
so the time for the shell to travel from \(L_{\text{min}}\) to \(R_S\) is

\[
t_{\text{out}} = \int_{L_{\text{min}}}^{R_S} \frac{2L^2}{\gamma \sqrt{\Delta R_S}} \left( \pi - \arcsin \sqrt{\frac{\gamma^2 \Delta R_S}{L^3}} \right) \, dL \approx \frac{2\pi R_S^2}{3\gamma \sqrt{\Delta}}, \quad (4.46)
\]
again only keeping the leading order term when evaluating the integral.

In general, the lifetime of a black hole can be split into three parts: a collapse time, a bounce time, and an outgoing time. (The bounce time may be zero in some cases where the bounce occurs simultaneously everywhere, like in the Oppenheimer-Snyder model, but this will not necessarily always be true.) The lifetime of a black hole will be dominated by the outgoing time \(t_{\text{out}}\),

\[
T \approx t_{\text{out}} \approx \frac{2\pi R_S^2}{3\gamma \sqrt{\Delta}}. \quad (4.47)
\]
Note that the leading order contribution to \(T\) is identical for the thin shell and Oppenheimer-Snyder solutions. This is not surprising because after the bounce, the dust energy density \(\rho\) in the Oppenheimer-Snyder interior rapidly decays to the point where the interior is well approximated by Minkowski space and all of the matter is located at the shock. In other words, soon after the bounce the Oppenheimer-Snyder solution becomes (to an excellent approximation) an outgoing thin shell. Further, as shall be seen in Sec. \(\text{[V]}\) numerics show that this occurs quite generally: for a large class of initial density profiles for the collapse, after the bounce the outgoing shock wave rapidly tends to the outgoing thin shell solution. For this reason, the lifetime of a black hole appears to be universal to leading order with \(T = 2\pi R_S^2/(3\gamma \sqrt{\Delta}) + \mathcal{O}(M)\).

3. Conformal diagram

The conformal diagram for the effective vacuum solution has already been studied in considerable detail \(\text{[116]}\), but there are some important differences in the conformal diagram once matter (in this case dust) is included. For concreteness, we will sketch the conformal diagram for the Oppenheimer-Snyder collapse model derived in Sec. \(\text{[IVC]}\), but we expect a qualitatively similar diagram for most of the main features for other solutions to the LQC effective dynamics for LTB space-times that start from a collapse that leads to the formation of a black hole—this expectation is met for the numerical solutions we obtain in Sec. \(\text{[V]}\).
In the Oppenheimer-Snyder model, during collapse the radius \( L(t) \) of the dust sphere is given by (4.29), while after the bounce the shock wave moves outwards following (4.32), whose solution is approximated by (4.35) for times \( t \gg t_{\text{Pl}} \).

In broad strokes, the conformal diagram shows the following events and processes. First, a pair of apparent horizons appears when \( L = R_S \) during the collapse, the outer horizon is null and remains at the radius \( x = R_S \), while the inner horizon lies inside \( L \) for almost all of the collapse. Second, the inner horizon crosses outside \( L \) only a short (Planckian) time before the bounce, at this point the inner horizon becomes null and remains at the same radius \( x_{\text{inner}} \) until the fourth stage. Third, after the inner horizon stops at \( x_{\text{inner}} \) the entire spherical region bounded by \( L \) no longer lies within a trapped region and the dust sphere bounces (this meets general expectations described in [75]). Fourth, a shock wave forms after the bounce, the shock-wave front briefly moves beyond the inner horizon and then the inner horizon rapidly moves outwards and catches up, at which point the shock and the inner horizon move outwards together. Finally, the shock wave eventually reaches the outer apparent horizon located at \( x = R_S \), at this time the inner and outer horizons meet and annihilate, and the black hole disappears.

An important point is that due to the gravitational shock wave that forms after the bounce, there is a discontinuity in the gravitational field, namely in the space-time metric. This means that the \( x = L \) surface has different properties with respect to the inner and outer metrics. In particular, during most of the fourth stage mentioned above, the \( x = L \) surface is timelike according to the inner space-time metric, but spacelike according to the outer metric. Further, when constructing the conformal diagram, different coordinate transformations will be required for the interior and exterior regions for stages four and five after the bounce (and these are discontinuous across the boundary); as a result the location of the boundary surface \( x = L \) in the conformal diagram will not be the same with respect to the interior and exterior metrics. Due to this, we identify the two locations of the boundary surface and excise the region in the conformal diagram that lies between the location of the boundary with respect to the inner and outer metrics.

With the overview complete, we now revisit each of the stages described above in more detail, first determining the location of the apparent horizons, and then describing the trajectory of \( L(t) \). We do not construct the conformal diagram rigourously through coordinate transformations of the metric, but rather provide a sketch by determining which horizons and trajectories are null, spacelike, or timelike.

In spherical symmetry, the location of the apparent horizons is given by the zeros of \( \Theta_+ = |\nabla x|^2 \) [117], which for the Painlevé-Gullstrand form of the metric (with \( E^b = x \)) gives

\[
\Theta_+ = |\nabla x|^2 = 1 - (N^x)^2,
\]

and recall that in the effective theory \( N^x = -(x/\gamma \sqrt{\Delta}) \cdot \sin \beta \cos \beta \).

During collapse, the shift vector in the interior \( (x \leq L) \) is given by the upper relation in (4.37), so for the interior region the zeros \( x_{h,i} \) of \( \Theta_+ \) are located at

\[
x_{h,i}(t) = \frac{3|t|}{2} + \frac{2\gamma^2 \Delta}{3|t|}.
\]

Of course, there is only an apparent horizon in the interior if the location of this \( x_{h,i} \) lies within \( L = (\frac{3}{4} R_S t^2 + \gamma^2 \Delta R_S)^{1/3} \). Neglecting quantum gravity corrections, it is easy to verify that an apparent horizon appears at \( t = -2R_S/3 \) at the location \( x_{h,i} = R_S \), and then moves inwards as \( x_{h,i} = -3t/2 \), this is a faster rate than \( L \).
Once quantum gravity corrections become important close to the bounce time \( t = 0 \), the apparent horizon in the interior will cross over \( x_{h,i} = L \) and enter the exterior region. The time this occurs can be approximated by assuming the quantum gravity corrections dominate, so the location of the apparent horizon is \( x_{h,i} \approx 2\gamma^2\Delta/(6t) \) while \( L \approx L_{\text{bounce}} = (\gamma^2\Delta RS)^{1/3} \). Substituting this back into \( L(t) \) gives \( L(t_c) \approx L_{\text{bounce}} + (\gamma^4\Delta^2/27RS)^{1/3} \).

Also note that the minimum radius of the apparent horizon in the interior is \( x_{h,i} = 2\gamma\sqrt{\Delta} \), which is reached at \( t = -2\gamma\sqrt{\Delta}/3 \).

To recap, there is an apparent horizon inside the dust sphere during the collapse, between the times when \( L \) reaches the radii \( L \approx RS \) and \( L \approx L_{\text{bounce}} + (\gamma^4\Delta^2/27RS)^{1/3} \). Importantly, note that \( \Theta_+ > 0 \) for \( x < x_{h,i}(t) \), so it is the region \( x > x_{h,i} \) that is trapped, while the region \( x < x_{h,i}(t) \) is not trapped; this shows that this apparent horizon is an inner horizon.

For the exterior, the shift vector during collapse is given by the lower relation in (4.37), so the zeros of \( \Theta_+ \) for the vacuum exterior region are located at the solutions of the following implicit equation for \( x_{h,e} \):

\[
x_{h,e} = R_S \left( 1 - \frac{\gamma^2\Delta RS}{x_{h,e}^3} \right). \tag{4.50}
\]

Once again, these apparent horizons are only present if \( x_{h,e} > L(t) \). It is immediately clear that there will be an apparent horizon at \( x_{\text{outer}} = R_S \), neglecting quantum gravity corrections, once \( L(t) \) passes the Schwarzschild radius. As expected, this is an outer horizon.
since $\Theta_+ < 0$ for $x < R_S$.

There is another solution to (4.50) that gives a second apparent horizon at $x_{\text{inner}} \approx L_{\text{bounce}} + (\gamma^4 \Delta^2 / 27 R_S)^{1/3}$, whose location matches the radius where the interior horizon $x_{h,i}$ exits the surface $L$ of the dust sphere as described above. This is an inner horizon where $\Theta_+ > 0$ for $x < x_{\text{inner}}$, again as expected.

In summary, during the collapse phase a pair of apparent horizons forms when $L$ reaches the radius $x \approx R_S$ (up to small Planckian corrections), with the outer horizon remaining at $R_S$ in the vacuum exterior, while the radius of the inner horizon decreases faster than $L$ (staying within the dust sphere) until it reaches $x_{\text{inner}}$, at which time the inner horizon crosses outside the trajectory of $L$, enters the vacuum exterior region and stays at $x_{\text{inner}}$.

After the bounce, a shock wave forms and moves outwards, as described in Sec. [IV.C.1].

The outer horizon at $R_S$ will stay there until the outgoing shock $L$ reaches it a time $\sim M^2 / m_{\text{Pl}}$ later, at which point it will disappear. On the other hand, the inner horizon will follow (4.49) and contract back to its minimum radius of $x_{h,i} = 2\gamma\sqrt{\Delta}$ at $t = 2\gamma\sqrt{\Delta}/3$ before expanding once more.

For the short period of time that $L > x_{h,i}$, the dust located inside this region is moving outwards in a trapped region—this does not indicate a violation of the dominant energy condition, but rather is due to quantum gravity effects being large and significantly modifying the dynamics from what could be expected from classical general relativity. After $t = 2\gamma\sqrt{\Delta}/3$, the inner apparent horizon will rapidly move outward until it reaches the shock, at which point it will move in lockstep with the shock until they reach the outer apparent horizon (a time $\sim M^2 / m_{\text{Pl}}$ later) and then the two apparent horizons will disappear. After this, even though the black hole is now gone the shock will continue to move outwards forever.

We note also that the dust is not superluminal as it emerges from the horizon. This may be seen by recalling that for the Oppenheimer-Snyder collapse model considered here, the dust ball is isomorphic to (a portion of) the FLRW space-time. As in the FLRW space-time, the dust is not superluminal—it is just co-moving with the region of space-time that is rapidly expanding after the bounce.

The trajectory of the two (outer and inner) apparent horizons, as described, is shown in the conformal diagram in Fig. [1], the two apparent horizons are shown as red lines.

The other trajectory of interest in the conformal diagram is the path followed by $L(t)$, denoting the surface of the dust sphere during collapse, and the location of the shock wave after the bounce. The normal vector to the surface $x = L(t)$ is

$$n_\mu = -\left(\frac{dL}{dt}\right) (dt)_\mu + (dx)_\mu,$$  (4.51)

and the sign of

$$g^{\mu\nu} n_\mu n_\nu = 1 - \left(\frac{dL}{dt}\right)^2 - 2N^x \left(\frac{dL}{dt}\right) - (N^x)^2$$  (4.52)

will determine whether the trajectory of $L$ is timelike or spacelike.

During the collapse, using the solution (4.29) for $L(t)$ and the metric (4.6) with the shift vector (4.37) evaluated at $x = L$, a direct calculation gives $n^\mu n_\mu = 1$ at all times—indeed of whether the interior or exterior metric is used—showing that $L(t)$ follows a timelike trajectory during the collapse.

After the bounce, the norm of $n_\mu$ will depend on the metric that is used; due to the discontinuity in the gravitational field, using the interior metric or the exterior metric will give a different answer.
With respect to the interior metric,
\[(n^\mu n_\mu)_i = 1 - \left( \frac{dL}{dt} \right)^2 + \frac{12 t L(t)}{9t^2 + 4\gamma^2 \Delta} \left( \frac{dL}{dt} \right) - \frac{36 t^2 L(t)^2}{(9t^2 + 4\gamma^2 \Delta)^2}, \tag{4.53}\]
while with respect to the exterior metric,
\[(n^\mu n_\mu)_e = 1 - \left( \frac{dL}{dt} \right)^2 - 2 \sqrt{\frac{R_S}{L(t)} - \frac{\gamma^2 \Delta R_S^2}{L(t)^4}} \left( \frac{dL}{dt} \right) - \frac{R_S}{L(t)} + \frac{\gamma^2 \Delta R_S^2}{L(t)^4}. \tag{4.54}\]

Note that in both cases \(L(t)\) is given by the same solution to the differential equation \((4.32)\). Clearly, if \(n^\mu n_\mu > 0\), then the trajectory of \(L(t)\) is timelike, while if \(n^\mu n_\mu < 0\), then \(L(t)\) is moving in a spacelike manner.

By numerically solving \((4.32)\) for \(L(t)\), it can be verified that, according to the interior metric, \(L(t)\) follows a trajectory that is almost always timelike, except for the brief interval after the bounce when \(L > x_{h,i}\). On the other hand, the post-bounce trajectory of \(L\) with respect to the outer metric is spacelike until \(L\) reaches the outer apparent horizon at \(x = R_S\), at which instant it is null and then immediately after becomes timelike.

This is shown in the conformal diagram in Fig. 1 where the trajectory of \(L(t)\) during collapse is given by the dashed blue line, while after the bounce the trajectory of \(L(t)\) with respect to the interior and exterior metrics is shown in pale blue and dark blue respectively. As discussed above, there are two trajectories for \(L(t)\) in the conformal diagram after the bounce, this is due to the discontinuity in the metric across the shock wave located at \(L(t)\) after the bounce: different coordinate transformations are required for the interior and exterior regions to construct the conformal diagram, so the common boundary of the interior and exterior does not have the same location in the conformal diagram. The conformal diagram is made whole by identifying the two locations of the boundary, and excising the portion of the conformal diagram in between (marked with a horizontal hatching).

To understand this identification in the conformal diagram, consider an infalling particle that reaches the dark blue solid line in Fig. 1 corresponding to the location of the shock as seen from the exterior. When the particle reaches a point on the dark blue line, it also lies on a point on the light blue line since these lines are physically the same and therefore identified (recall that the hatched region is excised from the conformal diagram). The particle would then continue to move inwards, above the light blue line in the region inside the shock wave.

In summary, the qualitative picture combining the locations of the apparent horizons and also \(L(t)\) is depicted in the conformal diagram shown in Fig. 1: the star surface collapses to form a black hole with the formation of an outer null horizon at \(x = R_S\) (neglecting tiny Planckian corrections to the location of the outer apparent horizon), together with an inner dynamical horizon; a bounce occurs when \(L(t) = L_{\text{bounce}} = (\gamma^2 \Delta R_S)^{1/3}\) and an outgoing gravitational shock wave forms; the shock wave slowly moves outward, and when the inner and outer horizons meet and annihilate the black hole ceases to exist.

We note that the conformal diagram constructed here is specifically for Oppenheimer-Snyder collapse. In Sec. 5, we present the conformal diagram inferred from numerical solutions for a different family of initial data corresponding to the collapse of dust with a Gaussian radial density profile, see Fig. 6. Although the conformal diagrams have some differences, the important qualitative features are similar: there is a non-singular bounce, a gravitational shock wave, and the eventual disappearance of the black hole when the inner and outer apparent horizons meet and annihilate after a time \(\sim M^2/m_{\text{Pl}}\).
V. NUMERICAL SOLUTIONS

As discussed in the previous section, shell crossings are a feature of the effective dynamics, and evolution beyond the point where characteristic curves cross requires finding weak solutions; a numerical approach is generally needed for this. In this section we review and apply the well-known Godunov method to this problem, this is one of a family of numerical techniques available for solving non-linear flow equations.

A. Godunov method

The Godunov method is a numerical approach for solving differential equations that are non-linear conservation laws of the form \( \partial_t \rho(x, t) + \partial_x j(\rho) = 0 \); see, e.g., [96] for an in-depth discussion of this and related algorithms.

To use this method we first write the evolution equation (4.9) by defining

\[
B(x, t) = x b(x, t) \quad \text{and} \quad m(x, B) = \frac{x^3}{2\gamma^2 \Delta} \sin^2 \left( \frac{B}{x^2} \right) .
\]

This gives the desired form of a conservation law

\[
\partial_t B(x, t) + \partial_x m(x, B) = 0 ;
\]

the current in this equation is the mass function \( m(x, t) \), which is related to the dust density (4.10):

\[
m(x, t) = 4\pi \int_0^x d\tilde{x} \, r^2 \rho(\tilde{x}, t).
\]

It is also evident from (5.1) that the current has an explicit \( x \) dependence.

Integrating (5.2) over a spatial interval \( x_L \leq x \leq x_R \) and time interval \( t_1 \leq t \leq t_2 \) gives the integral form of the conservation equation (5.2),

\[
\int_{x_L}^{x_R} dx \, B(t_2, x) = \int_{x_L}^{x_R} dx \, B(t_1, x) - \int_{t_1}^{t_2} dt \left[ m(x, B) \right]_{x_L}^{x_R} .
\]

In either form the conservation equation is non-linear and cannot be solved analytically (except for a few especially simple configurations like thin shells and the Oppenheimer-Snyder model). Finite-volume methods like the Godunov scheme are based on the approximation that at each time step, the field is piecewise constant in every spatial cell \( j \) of width \( \delta x \); that is, the field at the point \( (x, t_n) \) is defined by the spatial average over the cell

\[
B_j^n = \frac{1}{\delta x} \int_{x_j - \frac{1}{2} \delta x}^{x_j + \frac{1}{2} \delta x} dx \, B(x, t_n) ,
\]

and this average value is then assigned to each point in the interval,

\[
B(x, t_n) = B_j^n, \quad x \in (x_j - \frac{1}{2} \delta x, x_j + \frac{1}{2} \delta x).
\]

In this way, the field \( B(x, t) \) is taken to be piecewise constant.
This discretization makes a numerical integration of the equation (5.4) possible on a space-time lattice of spacings $\delta t$ and $\delta x$,

$$B_{j}^{n+1} = B_{j}^{n} - \frac{1}{\delta x} \int_{t_n}^{t_{n+1}} dt \left[ m(x, B) \right]_{x_j - \frac{1}{2}\delta x}^{x_j + \frac{1}{2}\delta x}. \quad (5.7)$$

This form of the equation shows that $B_{j}^{n+1}$ can be calculated by adding the flux $m(x, B)$ across the boundaries $x_j + \frac{1}{2}\delta x$ and $x_j - \frac{1}{2}\delta x$ to the initial value $B_{j}^{n}$. However the fact that the time integral is from $t_n$ to $t_{n+1}$ means that the method is implicit and the net flux in the integrand requires careful construction. This is accomplished by the Godunov method.

The basic idea is illustrated by focusing on the flux through the boundary $x_{bd} = x_j + \frac{1}{2}\delta x$: if $B$ is moving outwards, the flux across the boundary is given by $m(x_{bd}, B_{j}^{n})$; if the field is moving inwards the flux is given by $m(x_{bd}, B_{j+1}^{n})$. These simple forms are due to the piecewise constant prescription for $B$ within the cell $[x_j - \frac{1}{2}\delta x, x_j + \frac{1}{2}\delta x]$. A similar consideration applies to the cell boundary at $x_j - \frac{1}{2}\delta x$.

It remains to determine the direction in which the flux moves. This requires the velocity of $B$, given by the derivative of the current function $m$ in (5.2) with respect to $B$,

$$v = \partial_B m = \frac{x}{\gamma^2 \Delta} \sin \left( \frac{B}{x^2} \right) \cos \left( \frac{B}{x^2} \right); \quad (5.8)$$

$v$ depends on both the position $x$ and the value of the field $B$.

There are four possible types of $B$-field velocity configurations at each boundary $x_{bd}$ between two lattice cells. Denoting quantities on the left and right of the boundary by the subscripts $L$ and $R$ respectively, the possibilities are:

(i) $v_L \geq 0$ and $v_R \geq 0$: field moving right/outwards;

(ii) $v_L \leq 0$ and $v_R \leq 0$: field moving left/inwards;

(iii) $v_L \geq 0 \geq v_R$: shock wave;

(iv) $v_L < 0 < v_R$: rarefaction wave.

The first two cases are simple as they have velocities in the same direction. The third case corresponds to a shock wave with speed $v_s = [m]/[B]$ [2.25], with its sign determining whether the shock moves outwards (positive $v_s$) or inwards (negative $v_s$), and flux $m(x_{bd}, B_j)$ or $m(x_{bd}, B_{j+1})$ respectively. The fourth case is a rarefaction wave, the corresponding flux is obtained by taking $m(x_{bd}, B_s)$ where $B_s$ is the stationary value of $B$ where $v = 0$. From (5.2) and (5.8), $v = 0$ for $B = \pi x^2/2$, for which $m(x_{bd}, B_s) = x_{bd}^3/(2\gamma^2 \Delta)$.

By looking at the explicit forms in terms of $B$ of the current $m(x, B)$ in (5.1) and the velocity $v(x, B)$ in (5.8), the flux for these four cases are summarized by

$$F(B_j^n, B_{j+1}^n, x_{bd}) = \begin{cases} \min_{B_j^n \leq B \leq B_{j+1}^n} (m(x_{bd}, B)) & \text{for } B_j^n \leq B_{j+1}^n, \\ \max_{B_j^n \leq B \leq B_{j+1}^n} (m(x_{bd}, B)) & \text{for } B_j^n > B_{j+1}^n. \end{cases} \quad (5.9)$$
The min and max refer the minimum/maximum value attained by \( m(x_{bd}, B) \) for \( B \) in the given interval. This is the general Godunov scheme for the flux; it holds also for a non-convex flux function \( (m \) in this case); i.e., for either sign of \( \partial^2_B m \). Here, due to the relatively simple (although non-convex) form of \( m \), for the interval \( B \in [-\pi x_{bd}^2, 0] \) the minimum is always one of the two endpoints, while the maximum is either one of the two endpoints or the stationary point \( m(x_{bd}, B_s) = x_{bd}^3/(2\gamma^2 \Delta) \) if the stationary point \( B_s \) lies between \( B_L \) and \( B_R \).

With this prescription of the flux function, discrete evolution equation takes the explicit form

\[
B_{j}^{n+1} = B_{j}^{n} - \frac{\delta t}{\delta x} \left[ F(B_{j+1}^{n}, B_{j}^{n}, x_j + \frac{1}{2} \delta x) - F(B_{j}^{n}, B_{j-1}^{n}, x_j - \frac{1}{2} \delta x) \right],
\]

(5.10)

For boundary conditions, since \( B = x_b \) we impose that \( B(x = 0) = 0 \), and we also assume that there is no infalling matter coming from beyond the outermost lattice point \( x_{\text{last}} \) by assuming that \( \dot{B}(x_{\text{last}}) = 0 \), recall that \( \dot{B} = 0 \) in vacuum as seen in (4.15).

Lastly, the discrete evolution scheme is stable provided \( \delta t \) is chosen small enough to satisfy the Courant-Friedrich-Lewy condition that \( \delta t < \delta x/|v_{\text{max}}| \) where \( |v_{\text{max}}| \) is the maximal speed \( v \) at any boundary \( x_{bd} \) for the given time step. In the numerical code, we determine \( \delta t \) dynamically by finding the maximum characteristic speed \( v_{\text{max}} \) at each time step and using this to fix \( \delta t \) to an appropriate value.

The MATLAB code we used is available online [118].

**B. Results**

We used the algorithm described above to generate numerical solutions for Gaussian and hyperbolic tangent initial density profiles given by

\[
\rho_0^G(x) = \exp\left(- (x - x_0)^2/\sigma^2\right),
\]

(5.11)

\[
\rho_0^T(x) = 1 + \tanh\left(- (x - x_0)/\sigma\right),
\]

(5.12)

that we use to construct an initial mass function

\[
m(x, t = 0) = M \int_0^x \int_0^\infty \rho_0(\bar{x}) \, d\bar{x} \, d\bar{\bar{x}}.
\]

(5.13)

where \( M \) denotes the total mass. We considered \( M \) ranging from \( 5m_{\text{Pl}} \) to \( \sim 200m_{\text{Pl}} \). Inverting (5.1) gives the initial profile for \( B \),

\[
B(x, t = 0) = -x^2 \arcsin\left(\sqrt{2\gamma^2 \Delta m(x, t = 0)/x^3}\right),
\]

(5.14)

and we evolve \( B \) using the Godunov method described above. The negative sign of the square root corresponds to a density profile that is initially contracting, this is the case of interest for gravitational collapse.

Time frames from a typical simulation of Gaussian data for \( M = 5 \) \( m_{\text{Pl}} \) are shown in Fig. 2. The left column displays the evolving density profile at the displayed times, and the right column is the function

\[
\Theta_+(x, t) = |\nabla x|^2 = 1 - (N^x)^2 = 1 - x^2/4 \sin^2\left(\frac{2B}{x^2}\right),
\]

(5.15)
FIG. 2. Frames from a numerical simulation of black hole formation and evolution for the Gaussian initial density profile with $M = 5m_P$; the left column is the energy density $\rho$; the right column is the function $\Theta_+$; its zeros give the locations of apparent horizons. The middle frame shows part of the bounce. Axes are in Planck units and $\gamma^2 \Delta = 1$.

The roots of $\Theta_+$ give the locations of the evolving apparent horizons [117]. A number of features are apparent in Fig. 2: as the density profile moves inward, it compresses to become a sharp pulse; the outer horizon forms at the Schwarzschild radius $R_S = 2GM = 10\ell_P$ as the pulse crosses this radial location; the inner horizon moves inward until the matter bounces, and then moves outward; finally in the last frame the inner and outer horizons merge and disappear as the outgoing shock wave exits the horizon. These general features can be seen for all choices of $M$ (except very small $M < 8\sqrt{\Delta}/\sqrt{27G}$ for which a horizon never forms [11], although the bounce and shock formation still occur).

The collapse for hyperbolic tangent initial data is somewhat different, but there is also a bounce and an outgoing shock, this is shown in Fig. 3. The outgoing evolution is quite similar to that for Gaussian initial data: the density becomes sharply peaked at the shock, and the inner horizon moves outwards until it meets the outer horizon. These general features occur
FIG. 3. Frames from a numerical simulation of black hole formation and evolution for the Gaussian initial density profile with $M = 5m_{Pl}$; the left column is the energy density $\rho$; the right column is the function $\Theta_+$; its zeros give the locations of apparent horizons. The middle frame shows part of the bounce. Axes are in Planck units and $\gamma^2 \Delta = 1$.

for all hyperbolic tangent initial data with $M > 8\gamma \sqrt{\Delta}/\sqrt{27}G$.

The evolution of two Gaussian profiles is shown in Fig. 4. Again the main features are qualitatively similar: horizon formation, non-singular bounce, shock formation, and eventual disappearance of the horizons. There are two notable points for the double pulse results: the second ingoing profile does not cause the outgoing shock wave to recollapse, and the mass function remains bounded at the inner horizon. These features show a robustness of the results to perturbations.

We also calculated the black hole lifetime $T$ from numerical simulations. This is the time between the formation and disappearance of its outer apparent horizon. It is natural to calculate this using the proper time of a distant observer who observes a light ray emitted shortly before the collapse forming the black hole (for example, from a supernova of a...
collapsing star), and another light ray emitted by the shock wave once it has exited the outer apparent horizon. A short calculation shows that this proper time interval, as measured by a distant observer, equals the Painlevé-Gullstrand coordinate time between the formation and disappearance of the outer apparent horizon [87].

In our simulations, we numerically record the times at which the outer horizon appears and disappears, the results are shown in Fig. 5. The best fit is shown in each of the plots, in both cases the leading order behaviour is

\[ T \approx \frac{8\pi}{3} M^2 + \mathcal{O}(M), \]

(5.16)

in units where \( G = \hbar = c = 1 \), and having set \( \gamma^2 \Delta = 1 \) for the numerics.
FIG. 5. Black hole lifetime $T$ as a function of data mass $M$ for Gaussian (left) and hyperbolic tangent (right) initial density profiles. The leading order dependence is $T = 8\pi M^2/3 + \mathcal{O}(M)$ to an excellent approximation. Axes are in Planck units with $\gamma^2 \Delta = 1$. These plots are also shown in the companion letter \cite{88}.

This result is in good agreement with the expectation from analytic calculations in the Oppenheimer-Snyder and thin shell models \cite{4.41, 4.47}. This not surprising: numerical simulations show that soon after the bounce, the dust density can be approximated by a thin shell, so the thin shell calculation gives the correct leading order contribution to $T$.

The predicted black hole lifetime $T \sim M^2/m_{Pl}$ is very long in astrophysical terms, but short compared to the lifetime of a black hole as predicted by standard Hawking evaporation calculations. We comment below in Sec. \ref{VI} on the implications of this result for the information loss problem.

This completes our description of numerical results. We now provide several comments and describe the conformal diagram suggested by our simulations.

The outgoing shock wave may be viewed in some ways as “white hole.” Indeed, it has been argued that quantum gravity might generate a transition from a black hole to a white hole \cite{78}. But white holes are known to be unstable to infalling matter in general relativity; under small perturbations they recollapse and subsequently form a black hole \cite{82, 83}. Our results are similar in spirit in that a singularity is replaced by a bounce, but different in the important detail that a shock wave is not a white hole. Our simulation of the double Gaussian provides numerical evidence that the outgoing shock wave is stable to an ingoing perturbation. This distinguishes our result from the black to white hole transition ideas.

Another instability in classical general relativity is mass inflation \cite{84, 86}. This is the observation that the mass function grows without bound at an inner Cauchy horizon under time-dependent perturbations. On this horizon, infalling radiation is infinitely blueshifted. Therefore, in generic collapse the expectation is that backreaction would produce a curvature singularity at an inner horizon. This effect has also been observed in some non-singular black hole models in loop quantum gravity \cite{119}.

There is no mass inflation evident in our simulations. While the curvature is not well-defined at the shock due to the jump discontinuity, the density remains finite at all times and the total mass in the space-time is dynamically conserved.
To summarize these points, our numerical simulations show that there is no recollapse of the shock wave, and there is no mass inflation.

Our last observation is the determination of a conformal diagram. The diagram corresponding to our numerical solutions is qualitatively similar to that for the effective Oppenheimer-Snyder model described in Sec. [IV C 3]. The main difference is during the collapse phase, where some features of the conformal diagram depend on the initial density profile. For the hyperbolic tangent data, the conformal diagram is essentially identical to the one derived analytically for the Oppenheimer-Snyder collapse model shown in Fig. [1].

For Gaussian initial data, the conformal diagram is shown in Fig. [6]. It is slightly different in two ways. Firstly, the trajectory of the star surface is replaced by a packet of dust trajectories, and there may be multiple dynamical inner horizons depending on the type of initial data chosen (for example, if there are multiple Gaussian packets in the initial dust profile). Secondly, the inner horizon moves differently during the collapse phase: it moves inwards more slowly, following the Gaussian dust density. Despite these two points of difference, the main features remain the same: a collapse during which inner and outer horizons are formed, a non-singular bounce, formation and outward evolution of a shock wave, and the eventual disappearance of the inner and outer horizons when they meet.

As for the conformal diagram for the Oppenheimer-Snyder model, the trajectory of the shock wave can be calculated with respect to the inner space-time metric, or the outer one, with different results. This is why two trajectories are shown for the shock wave; these curves are identified in the conformal diagram and the hatched region in between is excised.

VI. IMPLICATIONS FOR BLACK HOLE PHYSICS

We discuss here potential consequences of shock wave formation, and the implications of the predicted black hole lifetime for the information loss problem.

A. Shock wave formation and quantum geometry domain walls

All our simulations show shock wave formation, this appears to be a generic feature of any initial data profile. For some initial profiles, a shock wave may form during the collapse phase; these are the cases that may be artificially avoided by imposing restrictions on initial data as in [61, 89–92]. No matter the initial conditions, characteristic curves from the $\rho \neq 0$ region and the exterior vacuum region cross after the bounce.

Thus, in every case, including the double-peaked Gaussian profiles, an outgoing shock wave eventually emerges from the Schwarzschild radius signaling the end of the black hole phase. Although our simulations were limited to masses up to $\sim 200 m_{\text{Pl}}$, the shock wave is expected to emerge from the outer horizon for data of any mass since there is no mechanism in the effective equation for the current to change sign during the outgoing phase. (Although the shock wave solutions we find may be viewed in some respects to be similar to a white hole solution, their properties are quite different: the shock wave solution is stable to infalling matter whereas a white hole solution is not [82].)

The occurrence of a shock wave has not been noticed in previous work, likely because many of the earlier studies focused on vacuum solutions or only included simple models for matter with a finite number of degrees of freedom (as opposed to a field theory with local degrees of freedom like the LTB space-time). Still, it is important to ask whether the shock
wave is a robust prediction, or merely the consequence of some restriction, for example a
gauge choice that may fail. As such, it would be useful to extend this work by relaxing
the gauge conditions (namely the areal and dust-time gauges), but this generalization lies
beyond the scope of this paper and is left for future work. Instead, we present some general
arguments supporting the formation of a shock wave in a non-singular bouncing black hole
in LQG.

Firstly, the bounce of the dust ball is not surprising—the region inside the collapsing
dust sphere is locally similar to a contracting cosmological space-time (in fact, for the
Oppenheimer-Snyder model this is an exact isomorphism), and these are known to bounce
in loop quantum cosmology [7]. Secondly, the vacuum region outside the dust sphere has no
local degrees of freedom (at least in the spherically symmetric case we consider here) and
therefore cannot evolve in the absence of matter; for example, in the marginally-trapped
LTB space-times we consider here, by combining (4.9) and (4.10) it is easy to show that
\( \dot{b} = 0 \) when \( \rho = 0 \). With these two ingredients, we expect a bounce inside the collapsing
dust ball, but not outside. This causes a discontinuity to form, and it is the source of the
shock wave.

Another way to see this is to consider an initial configuration with a dense core and a
more dilute outer region; the core will bounce first and collide with the outer region which is
still collapsing; this causes a shell-crossing and thereby the formation of a shock wave. More
generally, if there is an effective description of the space-time, it will presumably be governed by a wave equation that can reasonably be expected to be non-linear; solutions to non-linear wave equations are typically weak solutions, often including shock waves (especially solutions corresponding to highly energetic phenomena). Given this general expectation, it has been argued that it is necessary to allow weak solutions for LTB space-times even in classical general relativity [94, 95]. It is therefore not surprising that weak solutions are important also for effective metrics with quantum gravity corrections, as we find here. These arguments suggest that shock waves are a robust feature of quantum black holes formed from matter collapse, at least in LQG and possibly in other approaches to quantum gravity that resolve the black hole singularity.

There are different perspectives one can take when studying the shock waves found here. The simplest is to view the shock as a weak solution of the non-linear wave equation, as we have done. Another complementary perspective that may be valuable is to view the shock wave as a domain wall in space-time.

The late-time post-bounce effective solution has two regions, the inside region (lying within the shock wave), and the outside region. Since the shock wave is slowly moving outwards, the boundary between the two regions is also dynamical. Each region is separately well described by an effective line element, with a discontinuity across the shock. Taking seriously the perspective of LQG that a classical geometry should emerge from the coarse-grained description of many microscopic Planck-scale quanta of geometry, we propose the interpretation that the two regions are in different phases of the underlying quanta of geometry, with the shock wave being a domain wall separating the two (and carrying a non-zero energy density). From this perspective, the effective dynamics may have a thermodynamic interpretation, and the bounce can be understood as creating a domain wall separating two geometric phases.

At late times after the bounce, nearly all the dust accumulates on the shock wave, with the result that the interior region is nearly Minkowski and the exterior is nearly classical Schwarzschild. These are two vacuum solutions of classical general relativity, presumably corresponding to different microscopic configurations of the fundamental quanta of geometry. As the shock wave (or domain wall) moves outwards, the outside Schwarzschild vacuum geometry slowly relaxes to the Minkowski vacuum geometry. From a quantum geometry perspective, the shock wave is a domain wall that separates two different phases of vacuum quantum gravity.

### B. Observable consequences

It is natural to expect that a shock wave emerging from what was a black hole could have significant observational consequences. The black hole lifetime result \( T \sim M^2/m_{\text{Pl}} \) suggests that (dust) black holes of \( \sim 10^{-8} \) solar masses have a lifetime of approximately the current age of the universe. If formed in the very early universe, such black holes would be on the verge of disappearing via shock wave emission at the present time.

A more realistic collapse model will include several matter fields, not just dust. If the general picture obtained here continues to be applicable, then photons (for example) would be part of the shock wave, and be unable at first to move outward any faster due to the outer apparent horizon. After the shock wave exits the horizon, photons would no longer be trapped and could move outwards faster than the shock, and ultimately be detected by distant observers. The same scenario holds for other types of particles, so a shock wave would
release a variety of astroparticles. For a discussion of possible observational consequences in a related (but not identical) scenario, see \[79\text{–}81\].

Another possibility that we mention is that the shock wave might also generate significant gravitationally induced particle production that might be detectable.

However, the prospect for such potential phenomenological consequences could be suppressed (perhaps significantly) by the gravitational redshift of the exterior Schwarzschild geometry: if a photon escapes from the shock wave after the shock has emerged a short distance $\delta$ outside its Schwarzschild radius $R_S$, the photon's frequency would be red-shifted by a factor $\sim \delta/R_S$ (assuming $\delta \ll R_S$); this redshift could make observations challenging even if the photon is initially highly energetic.

C. Information loss problem

The prediction that the black hole lifetime is of the order $T \sim M^2/m_{Pl}$ has important implications for the black hole information loss problem.

It is well known that a black hole emits thermal radiation at the Hawking temperature $T_H = \hbar/8\pi G k_B M$. Assuming a quasi-static evaporation process, if black hole evaporation is the only quantum effect, its lifetime would be $\sim M^3/m_{Pl}^2$ [3]. This leads to the black hole information loss problem: an initially pure state of matter on a black hole background evolves into a thermal state with non-zero entropy.

This problem with unitarity arises well before a black hole has completely evaporated. Assuming that the entropy of black hole thermodynamics $S = A/4G\hbar$ represents (the logarithm of) the number of microscopic degrees of freedom constituting a black hole, if the initial state is pure and the evolution is unitary, then any Hawking radiation (although it may appear to be thermal) must be entangled with geometric degrees of freedom in the black hole. As the black hole evaporates, the number of Hawking quanta increases while the number of black hole geometric degrees of freedom decreases. The increase in the number of Hawking quanta indicates that the required entanglement between Hawking radiation and the black hole degrees of freedom must also increase. But this is in tension with the decreasing number of black hole degrees of freedom. The Page time is when $\exp(A/4G\hbar)$, the number of degrees of freedom in the (evaporating) black hole, is no longer sufficient for the Hawking quanta to be entangled with the black hole. It is at the Page time that the information loss problem truly denotes a potential loss of unitarity in the dynamics; before the Page time it is (at least in principle) possible for all Hawking radiation to be entangled with the black hole and for the total system (black hole and Hawking radiation) to remain in a pure state. The Page time is approximately half the evaporation lifetime of a black hole, and therefore is of order $\sim M^3/m_{Pl}^2$.

There are several differences between the features derived here as compared to the standard treatment. Two particularly important differences are the absence of a singularity and the absence of an eternal event horizon. In the standard semi-classical treatment of Hawking evaporation, the background space-time is assumed to be the classical Schwarzschild geometry, with a singularity and event horizon. These features make it difficult to see how information could escape a black hole: firstly, any information inside the horizon would eventually hit the singularity and be destroyed there, and (assuming energy conditions hold) information would not be able to travel in a spacelike fashion to escape the event horizon. In contrast, in the scenario we study, quantum gravity effects resolve the singularity and replace the eternal event horizon by a long-lived but temporary apparent horizon. As a result, the
two obvious obstructions to information recovery are removed by quantum gravity effects, which also significantly change the causal structure of the space-time. This is exhibited in the conformal diagram in Fig. 6.

This result is in agreement with earlier work in LQG, which similarly suggests that quantum gravity effects will resolve the singularity, thereby enlarging the space-time and also replacing the event horizon by an apparent horizon which eventually vanishes \[8, 11, 50, 122\]. However, there are some important differences in the specific way this occurs in comparison to earlier proposals, in large part due to the presence of matter. During the collapse process, an inner horizon forms inside the dust ball, and eventually exits the dust ball just before the bounce. (As a concrete example, in the Oppenheimer-Snyder collapse model the location of the inner horizon is at its ‘Hubble radius’ \(r_H = L/L, \) and it exits the star when \(r_H = L\).) Continuity requires that this inner horizon extend into the vacuum region outside the dust ball, and this modifies in some important aspects the general scenario proposed in Refs. \[11, 50, 122\].

Specifically, with an inner horizon, the radial coordinate \(x\) (of the areal gauge) is spacelike (and therefore \(x = \) constant surfaces are timelike) in the region between the origin and the inner horizon, including a neighbourhood outside the dust sphere at the bounce. Due to this fact, it is impossible to glue a white hole solution to the future of a black hole solution, a scenario that requires \(x = \) constant surfaces be spacelike. Hence, instead of a black hole to white hole transition, the future of the black hole in this scenario is an outgoing shock wave, as described in detail here with the conformal diagram in Fig. 1.

In addition to the absence of a singularity and the absence of an eternal event horizon, Hawking radiation can continue only while the black hole outer horizon exists—this is the black hole lifetime \(T \sim M^2/m_{Pl}\) before the shock wave reaches this horizon. (This feature is another important difference with earlier studies of black holes in LQG, which typically assume that the black hole will eventually fully evaporate after a lifetime of \(T \sim M^3/m_{Pl}^2\) \[11, 50, 122\], although see \[77, 78\] for a discussion on different possible lifetimes, including \(T \sim M^2/m_{Pl}\).) Due to the shorter lifetime of the outer horizon that we find, Hawking evaporation would end well before the Page time (assuming the initial black hole mass satisfies \(M \gg m_{Pl}\)). As a result, the amount of Hawking radiation would be relatively small (compared to what is predicted by the standard semiclassical calculations based on the assumption that the black hole completely evaporates due to Hawking radiation). Therefore, this limited amount of Hawking radiation could remain entangled with the degrees of freedom of the black hole without loss of unitarity, and information could escape with the shock wave, in gravitational and matter degrees of freedom, as the shock wave exits the horizon.

To summarize, quantum gravity effects captured by our model (i) remove the singularity, (ii) remove the event horizon, and (iii) predict the lifetime of a quantum black hole to be \(T \sim M^2/m_{Pl}\). The combination of these three ingredients suggests that Hawking radiation lasts for the duration of the black hole’s lifetime \(T \sim M^2/m_{Pl}\). As a consequence, Hawking radiation can remain entangled with black hole degrees of freedom (or perhaps with Planckian geometric or pre-geometric degrees of freedom \[122\]), and information can be recovered (at least in principle) by an outside observer once the shock wave exits the outer apparent horizon at the end of the black hole’s lifetime.

We leave for future work an extension of this model to include Hawking radiation, and develop further the resolution of the information loss problem suggested here.
VII. SUMMARY

This work provides a model for black hole formation and subsequent evolution based on a loop quantization of Lemaître-Tolman-Bondi space-times. Using the effective equations derived from the quantum theory, the singularity is replaced by a non-singular bounce, and a shock forms after the bounce in the gravitational field, with a discontinuity in the metric. We find weak solutions to the effective dynamics, these include analytic solutions for the Oppenheimer-Snyder and thin shell models, and numerical solutions for a variety of initial dust energy density profiles. The black hole lifetime, predicted to be $T \sim M^2/m_{Pl}$, together with the absence of a singularity or an event horizon, suggests that the information loss problem is avoided; Hawking radiation remains entangled with the black hole degrees of freedom, and ends as the shock wave exits the outer apparent horizon in a time much less than the Page time.

Our results provide a step towards providing an all-encompassing view of black hole physics—an effective quantum dynamics problem in a field theoretic setting that describes gravitational collapse to black hole formation to post-bounce dynamics. This field-theoretic description goes beyond “quantizing the Schwarzschild metric” or the Oppenheimer-Snyder model, which are both systems with only a finite number of degrees of freedom.

Spherically symmetric systems with matter provide useful field theory models, and dust is the simplest form of matter. A next step would be to extend this model to include other types of matter that have non-vanishing pressure; for example, it would be interesting to consider a massless scalar field in spherical symmetry, a system that has been well studied classically—for some recent work in this direction (although it does not use the improved dynamics), see [62].

There remain a number of questions within the dust model. First, it would also be interesting to revisit the model without imposing any gauges before quantization. Second, the weak solutions we described are for the subset of LTB space-times with $E^0 = x$; it would be interesting to see whether the main features we report here remain unaltered for the more general case without this condition. The physical argument that characteristics inevitably cross when a bounce occurs suggests that an outgoing shock wave will remain.

Another question concerns the effective equations themselves. The quantum gravity corrections they contain capture the fundamental discreteness that comes from the discrete spectrum of the area operator in loop quantum gravity, but they neglect quantum fluctuations. It would be interesting to look for solutions to the quantum dynamics that include quantum fluctuations as well, especially in the high-curvature regime.

Beyond the specific model proposed here, our results suggest a new perspective that a shock wave following a bounce may be a ubiquitous feature of singularity avoidance in black holes for any approach to quantum gravity, and raise the possibility that a lifetime of the order of $\sim M^2/m_{Pl}$ provides a means for solving the black hole information loss problem.
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