Efficient measure for the expressivity of variational quantum algorithms
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The superiority of variational quantum algorithms (VQAs) such as quantum neural networks (QNNs) and variational quantum eigen-solvers (VQEs) heavily depends on the expressivity of the employed ansätze. Namely, a simple ansatz is insufficient to capture the optimal solution, while an intricate ansatz leads to the hardness of trainability. Despite its fundamental importance, an effective strategy of measuring the expressivity of VQAs remains largely unknown. Here, we exploit an advanced tool in statistical learning theory, i.e., covering number, to study the expressivity of VQAs. Particularly, we first exhibit how the expressivity of VQAs with an arbitrary ansätze is upper bounded by the number of quantum gates and the measurement observable. We next explore the expressivity of VQAs on near-term quantum chips, where the system noise is considered. We observe an exponential decay of the expressivity with increasing circuit depth. We also utilize the achieved expressivity to analyze the generalization of QNNs and the accuracy of VQE. We numerically verify our theory employing VQAs with different levels of expressivity. Our work opens the avenue for quantitative understanding of the expressivity of VQAs.

Introduction.—A paramount mission in quantum computing is devising learning protocols outperforming classical methods [1–3]. Variational quantum algorithms (VQAs) [4–8] using parameterized quantum circuits — ansätze and classical optimizers, serve as promising candidates to achieve this goal, especially in the noisy intermediate-scale quantum (NISQ) era [9]. Theoretical evidence has shown that VQAs may provide runtime speedups and enhanced generalization bounds for quantum information, quantum chemistry, and quantum machine learning (QML) tasks [10–14]. Meanwhile, VQAs are flexible, which can adapt to restrictions imposed by NISQ devices such as qubits connectivity and shallow circuit depth. With this regard, great efforts have been dedicated to designing VQAs with varied ansätze to address different problems. Two important categories of existing VQAs include quantum neural networks (QNNs) [15–17] and variational quantum eigen-solvers (VQEs) [18–20]. Empirical studies have shown VQAs on near-term quantum devices achieving good performance for various tasks [20–23].

In parallel to the algorithm design, another central topic in the context of VQAs is exploring their learnability. A well study of this topic does not only allow us to understand the capabilities and limitations of VQAs with varied ansätze, but can also guide us to devise more powerful quantum protocols. As such, theoretical studies have attempted to exploit learnability of VQAs from distinct views. Refs. [24–27] have exhibited that the optimization of VQA suffers from barren plateaus, where gradients information will be exponentially vanished with respected to the number of qubits and the circuit depth; Refs. [11, 28] have shown that more measurements, lower noise, and shallower circuit depth contribute to a better convergence of QNNs with gradient descent optimizers; Refs. [11, 12, 29–33] have proven the generalization of QNNs with varied ansätze. Ref. [34] has established quantum no-free lunch theorem of QNN and provided an apparently stronger lower bound than its classical counterpart. Very recently, Refs. [35–37] connect the trainability and expressibility of VQAs, i.e., an ansatz exhibited with higher expressibility implies a flatter loss landscapes and therefore will be harder to train. Hence, to ensure the power of VQAs, it is indispensable to develop an effective tool to measure the expressibility of VQAs. To this end, prior literature uses the unitary $t$-design to quantify the expressivity of VQAs [38]. However, such a quantity is hard to calculate for a realistic quantum circuit and VQAs with well-designed ansätze may not obey the assumptions imposed by the unitary $t$-design [27, 39]. The above caveats motivate us to rethink: ‘Is there any effective and generic way to measure the expressivity of VQAs?’

Here, we provide a positive affirmation toward this question. Through connecting the expressivity with the model complexity, we leverage an advanced tool in statistical learning theory — covering number [40], to quantify the expressivity of VQAs. We first exhibit that in the measure of the covering number, the upper bound of the expressivity for a given VQA yields $\mathcal{O}(\langle N_{gt}\rangle |O|)^{d N_{gt}}$, where $d$, $N_{gt}$, $k$, and $|O|$ refer to the dimension of qudit, the number of trainable quantum gates, the largest number of qudits operated with a single quantum gate, and the operator norm of the observable $O$ used in the employed ansätze, respectively. With fixed $d$ and $|O|$, the expressivity of VQA can be well controlled by tuning $N_{gt}$ and $k$. Our second contribution is analyzing the expressivity of VQAs under the NISQ setting. When the quantum system noise is simulated by the depolarization channel, the expressivity is upper bounded by
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The gradients information $\frac{\partial \mathcal{L}(h(\theta^{(i)}, O, \rho))}{\partial \theta}$ can be acquired via the parameter shift rule or other methods [16, 41, 42]. The definition of $h(\theta^{(i)}, O, \rho)$ is generic. Here the unitary $\hat{U}(\theta)$ covers many representative ansätze in QML and quantum chemistry, e.g., the hardware-efficient ansatz and unitary coupled-cluster ansätze [6], and QNNs and VQEs can be effectively adapted to the form of $h(\theta^{(i)}, O, \rho)$ (see following sections for details).

We now introduce the relationship between the expressivity and model complexity. In essence, the aim of VQAs is to find a good hypothesis $h^*(\theta, O, \rho) = \arg\min_{h(\theta, O, \rho) \in \mathcal{H}} \mathcal{L}(h(\theta, O, \rho), c_1)$ that can well approximate the target concept, where $\mathcal{H}$ refers to the hypothesis space of VQA with

$$\mathcal{H} = \left\{ \text{Tr} \left( \hat{U}(\theta)\rho \hat{U}(\theta)^\dagger \right) \bigg| \theta \in \Theta \right\}. \quad (2)$$

An intuition about how the hypothesis space $\mathcal{H}$ affects the performance of VQA is depicted in Fig. 1. When $\mathcal{H}$ has the modest size and covers the target concepts, the estimated hypothesis could well approximate the target concept. By contrast, when the complexity of $\mathcal{H}$ is too low, there exists a large gap between the estimated hypothesis and the target concept. Hence, to understand the expressivity of VQAs, it is highly demanded to devise an effective measure to evaluate the complexity of $\mathcal{H}$.

Here we employ covering number, an advanced tool broadly used in statistical learning theory [40], to bound the complexity of $\mathcal{H}$ and measure the expressivity of VQAs.

**Definition 1 (Covering number).** The covering number $\mathcal{N}(\mathcal{H}, \epsilon, \| \cdot \|)$ denotes the least cardinality of any subset $\mathcal{V} \subset \mathcal{U}$ that covers $\mathcal{U}$ at scale $\epsilon$ with a norm $\| \cdot \|$, i.e., $\sup_{A \in \mathcal{H}} \min_{B \in \mathcal{V}} \| A - B \| \leq \epsilon$. Here we use this notion to measure the expressivity of VQAs.

The geometric interpretation of covering number is depicted in Fig. 2, which refers to the minimum number of spherical balls with radius $\epsilon$ that are required to completely cover a given space with possible overlaps. This notion has been employed to study other crucial topics in quantum physics such as Hamiltonian simulation [43] and entangled states [44]. Note that $\epsilon$ is a predefined hyper-parameter, i.e., a small constant with $\epsilon \in (0, 1)$, and is independent with any factor [40]. This convention has been broadly adopted in the regime of machine learning to evaluate the model capacity of various learning models [40, 45]. The following theorem shows the upper bound of $\mathcal{N}(\mathcal{H}, \epsilon, \| \cdot \|)$ whose proof is shown in Appendix A.

**Theorem 1.** For $0 < \epsilon < 1/10$, the covering number of the hypothesis space $\mathcal{H}$ in Eq. (2) yields

$$\mathcal{N}(\mathcal{H}, \epsilon, \| \cdot \|) \leq \left( \frac{7N_{gt}\|O\|}{\epsilon} \right)^{d^2N_{gt}}, \quad (3)$$

where $\|O\|$ denotes the operator norm of $O$. 
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**FIG. 1:** Overview the expressivity of VQAs. The expressivity of the employed ansätze of VQA rules its hypothesis space $\mathcal{H}$ (solid blue ellipse). When $\mathcal{H}$ has the modest size and covers the target concept (grey solid star), VQA can attain a good performance. Conversely, when $\mathcal{H}$ fails to cover the target concept (green solid star), due to the limited expressivity, VQA achieves a poor performance.

$O((1 - p)^N_{gt}(\|O\|)^dN_{\epsilon'})$, where $N_{gt}$ is the total number of quantum gates (including both trainable and fixed ones) in the ansätze with $N_{gt} \geq N_{gt}$ and $p$ is the depolarization rate. We further harness the derived expressivity to show that the generalization error bound of QNNs scales with $O(\sqrt{N_{gt}d^2}/\sqrt{n})$, where $n$ is the number of training examples. This means that ansätze constituted by a large number of quantum gates request an increased number of training examples to ensure convergence. We believe that these observations may be of independent interest for the quantum machine learning community.

**Expressivity of VQA.**—We first review the working-flow of VQAs, which contains an $N$-qudits quantum circuit and a classical optimizer. In the training stage, VQA follows an iterative manner to proceed optimization, where the optimizer continuously leverages the output of the quantum circuit to update trainable parameters of the adopted ansätze to minimize the predefined objective function $\mathcal{L}(\cdot)$. At the $t$-th iteration, the updating rule is $\theta^{(t+1)} = \theta^{(t)} - \eta \frac{\partial \mathcal{L}(h(\theta^{(t)}, O, \rho), c_1)}{\partial \theta}$, where $\eta$ is the learning rate, $c_1 \in \mathbb{R}$ is the target label, and $h(\theta^{(t)}, O, \rho)$ amounts to the output of the quantum circuit as elaborated below. Define $\rho \in \mathbb{C}^{d^N \times d^N}$ as the $N$-qudits input quantum state, $O \in \mathbb{C}^{d^N \times d^N}$ as the quantum observable, $\hat{U}(\theta) = \prod_{i=1}^{N_{gt}} \hat{u}_i(\theta) \in U(d^N)$ as the applied ansätze, i.e., $\theta \in \Theta$ are trainable parameters living in the parameter space $\Theta$, $\hat{u}_i(\theta) \in U(d^N)$ refers to the $i$-th quantum gate operated with at most $k$-qudits with $k \leq N$, and $U(d^N)$ stands for the unitary group in dimension $d^N$. In general, $\hat{U}(\theta)$ is formed by $N_{gt}$ trainable gates and $N_{\rho} - N_{gt}$ fixed gates, e.g., $\Theta \subseteq [0, 2\pi)^{N_{\rho}}$. Under the above definitions, the explicit form of the output of the quantum circuit under the ideal scenario is

$$h(\theta^{(i)}, O, \rho) := \text{Tr} \left( \hat{U}(\theta^{(i)})\rho \hat{U}(\theta^{(i)})^\dagger \right). \quad (1)$$
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It indicates that the most decisive factor, which controls the complexity of $H$, is the employed quantum gates in $\hat{U}(\theta)$. This claim is ensured by the fact that the term $d^kN_g$ exponentially scales the complexity $N(\hat{H},\epsilon,|\cdot|)$. Meanwhile, the qudits count $N$ and the operator norm $\|O\|$ polynomially scale the complexity of $N(\hat{H},\epsilon,|\cdot|)$. These observations suggest a succinct and direct way to compare the expressivity of VQAs with differed ansätze. Moreover, different from prior works, we first prove that the expressivity of VQAs depends on the structure information of ansatz such as the location of different quantum gates and the types of the employed quantum gates, our result makes a concrete progress toward this goal. It is noteworthy that our results do not only indicate a general scaling behavior of the model’s expressivity, but also provide a practical guidance of designing VQA-based models. In Appendix H, we elaborate how to combine the achieved theoretical guidance of designing VQA-based models. In Appendix I, we separately explore the expressivity of QNNs and VQEs, as two crucial subclasses of VQAs.

**Proposition 1.** Following notations and conditions in Theorem 1, the covering number of $\tilde{H}$ in Eq. (4) satisfies $N(\tilde{H},\epsilon,|\cdot|) \leq 2\|O\|\left(\frac{TN_d}{\epsilon}\right)^{d^kN_g}$. If $E(\cdot)$ further refers to the depolarization channel $\epsilon_p(\rho) = (1-p)\rho + pI/d^N$ that is applied to each quantum gate, the covering number of $\tilde{H}$ satisfies $N(\tilde{H},\epsilon,|\cdot|) \leq (1-p)^{N_g} \left(\frac{TN_d\|O\|}{\epsilon}\right)^{d^kN_g}$.

Proposition 1 indicates the following insights. First, the expressivity of VQAs under general system noise setting can not be better than their ideal cases, since for both cases, the term $N_gd^k$ exponentially scales the expressivity of $\tilde{H}$. Second, the upper bounds about the expressivity given in Eq. (3) and Proposition 1 suggest that quantum noise cannot increase the expressivity of VQA compared with its ideal case [46]. Additionally, in the worst scenario where the depolarization noise is considered, the factor $(1-p)^N_g$ shrinks the expressivity of $\hat{H}$. These insights enables us to compare the expressivity of different VQAs in the NISQ scenario. Meanwhile, the system noise may forbid us to devise high-expressive VQAs, due to the term $(1-p)^N_g$. Hence, integrating error mitigation techniques with VQAs is desired [47–52].

To better elucidate how Theorem 1 and Proposition 1 contribute to concrete quantum learning tasks, in the following, we separately explore the expressivity of QNNs and VQEs, as two crucial subclasses of VQAs.

**Expressivity of quantum neural networks.**—The aim of machine learning is devising an algorithm $A$ so that given a training dataset $S = \{(x^{(i)}, y^{(i)})\}_{i=1}^n$ sampled from the domain $X \times Y$, $A$ can use $S$ to infer a hypothesis $h^*(\cdot)$ from its hypothesis space to minimize the expected risk $\mathbb{E}_S\mathbb{E}_y(\ell(h_A(S)(x), y))$ [53], where the randomness is taken over $A$ and $S$, and $\ell$ refers to the designated loss function. Since the probability distribution behind data space $X \times Y$ is generally inaccessible, the minimization of $\mathbb{E}_S\mathbb{E}_y(\ell(h_A(S)(x), y))$ becomes intractable. To tackle this issue, an alternative way of inferring $h^*(\cdot)$ is minimizing the empirical risk $\frac{1}{n}\sum_{i=1}^n \ell(h_A(S)(x^{(i)}), y^{(i)})$.

When QNN is employed to implement $A$ (as denoted by $A_{\text{QNN}}$) to minimize $\mathbb{E}_S\mathbb{E}_y(\ell(h_A(S)(x), y))$, its paradigm can be cast into Eq. (1). Given the classical example $x^{(i)}$, QNN first prepares an input quantum state $\rho_{x^{(i)}} \in \mathbb{C}^{2^N_x \times 2^N_y}$ that loads $x^{(i)}$ adopting various encoding methods [4, 54]. Once the state $\rho_{x^{(i)}}$ is prepared, the ansatz $\hat{U}(\theta^{(i)})$ is applied to this state, followed by a predefined quantum measurement $O$. To this end, the explicit form of a hypothesis for QNN is

$$h_{A_{\text{QNN}}(S)}(x^{(i)}) = \text{Tr}\left(\hat{U}(\theta)^\dagger O\hat{U}(\theta)\rho_{x^{(i)}}\right),$$

where $A_{\text{QNN}}(S) = \theta \in \Theta$ represents the updated parameters. Since the parameter space $\Theta$ is bounded, the hypothesis space of QNN follows

$$\mathcal{H}_{\text{QNN}} = \left\{h_{A_{\text{QNN}}(S)}(\cdot) \mid \theta \in \Theta \right\}.$$

The explicit form of $\mathcal{H}_{\text{QNN}}$ allows us to directly make use of Theorem 1 and Proposition 1 to analyze the expressivity of various QNNs. To facilitate understanding, in Appendix D, we analyze the expressivity of QNNs with typical ansätze such as hardware-efficient and tensor-network based ansätze.
Here we also explore the generalization error of QNNs, an important concept in quantum learning theory, which explains that when and how minimizing $\mathcal{R}_S(\mathcal{A}(S))$ is a sensible approach to minimizing $\mathcal{R}(\mathcal{A}(S))$ by analyzing the upper bound of $\mathcal{R}(\mathcal{A}(S)) - \mathcal{R}_S(\mathcal{A}(S))$. The generalization bound can be effectively derived when the complexity of hypothesis space is accessible [55]. Hence, we use Theorem 1 to obtain the following claim whose proof is given in Appendix C.

**Theorem 2.** Assume the loss $\ell$ is $L_1$-Lipschitz and upper bounded by $C_1$. Following notations in Eq. (6), for $0 < \epsilon < 1/10$, with probability at least $1 - \delta$ with $\delta \in (0, 1)$,

$$\mathcal{R}(\mathcal{A}(S)) - \mathcal{R}_S(\mathcal{A}(S)) \leq O\left(\frac{8L_1 + C_1 + 24L_1d^k\sqrt{N_{gt}}}{\sqrt{n}}\right).$$

The employed assumption is very mild, since the loss functions adopted in QNNs are generally Lipschitz continuous and can be upper bounded by a constant $C_1$. This property has been broadly employed to understand the capability of QNNs [11, 12, 25, 29, 56, 57]. The achieved results provide three-fold implications. First, the generalization bound has an exponential dependence with the term $k$ and the sublinear dependence with the number of trainable quantum gates $N_{gt}$. This observation reveals an Occam's razor principle in the quantum version [58], where parsimony of the output hypothesis implies predictive power. Second, increasing the size of training examples $n$ contributes to an improved generalization bound. This outcome requests us to involve more training data to optimize intricate ansätze. Last, the sublinear dependence of $N_{gt}$ may limit our result to accurately assess the generalization ability for the over-parameterized QNNs [59]. A future work is to integrate our results with deep learning theory that focuses on over-parameterized model to derive a tighten bound [60]. All of these implications can be employed as guidance to design powerful QNNs.

We conduct numerical simulations to validate our theoretical results. Specifically, we apply QNNs to accomplish the binary classification task on the synthetic dataset $S$. The construction of $S$ follows [17], where the dataset consists of 400 examples, and the feature dimension of $x^{(i)}$ is 7 and the corresponding label $y^{(i)} \in \{0, 1\}$ is binary $\forall i \in [400]$. At the data preprocessing stage, $S$ is divided into the training set and the test set with size 60 and 340, respectively. The implementation of QNN is as follows. The qubit encoding method is used to load the input noise is considered and simulated by the depolarization bound. This outcome requests us to involve all of these implications can be employed as guidance to design powerful QNNs.
FIG. 4: Simulation results of VQE. The labels ‘Under’, ‘Modest’, and ‘Over’ refer to the estimated energy of VQEs when the employed ansatze have the restricted, modest, and overwhelming expressivity, respectively. ‘Ha’ (Hartrees) and ‘˚A’ (Angstroms) refer to the units for energy and the bond lengths. The inner plot shows the energy gap of VQEs in ‘Over’ and ‘Modest’ cases.

We conduct numerical simulations to explore how the expressivity of ansatze affects the performance of VQEs. In particular, we apply VQEs using three different ansatze with insufficient, modest, and overwhelming expressivity [63], and estimate the ground state energy of Hydrogen molecule with varied bond length ranging from 0.3˚A to 2.1˚A. As shown in Fig. 4, VQE with the restricted ansatze performs worse than the modest and overwhelming ansatze, where there exists an apparent energy gap when the bond length is larger than 0.7˚A. Furthermore, although VQEs with the modest and overwhelming ansatze demonstrate similar behavior in all bond lengths, the former always outperforms the latter as shown in the inner plot of Fig. 4. The collected results indicate that too limited or too redundant expressivity of the employed ansatze may prohibit the trainability of VQE (in Appendix G, we numerically evidence that such a claim still holds when the learning rate is allowed to be adaptive).

Discussion and conclusions.—We devise an efficient measure to quantify the expressivity of VQAs, including QNNs and VQEs, controlled by the qudits count, the involved quantum gates in ansatze, the operator norm of the observable, and the system noise. Compared with the prior study [35], our results allow a succinct and direct way to compare the expressivity of different ansatze and devise novel ansatze. Our work mainly concentrates on the upper bounds of expressivity, whereas a promising research direction is to derive lower bounds and tighten the expressivity quantity. The developed tool here can be extended to analyze generalization ability of other advanced QNNs such as quantum convolutional neural networks. Besides, considering that generalization bounds can be used to design an ansatz with good learning performance via the framework of structural risk minimization, it is intriguing to use our results as a theoretical guidance to devise advanced QNNs. Another crucial research direction is exploring explicit quantification of the ‘modest expressivity’ of VQAs. A deep understanding of this issue contributes to integrate various NISQ-oriented techniques such as error mitigation and quantum circuit architecture design techniques to boost the VQAs performance.
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Appendix A: Proof of Theorem 1

The proof of Theorem 1 employs the definition of the operator norm.

**Definition 2 (Operator norm).** Suppose $A$ is an $n \times n$ matrix. The operator norm $A$ is defined as
\[
\|A\| = \sup_{\|x\|_2 = 1} \|Ax\|.
\]
Alternatively, $\|A\| = \sqrt{\lambda_1(AA^\dagger)}$, where $\lambda_1(AA^\dagger)$ is the $i$-th largest eigenvalue of the matrix $AA^\dagger$.

Besides the above definition, the proof of Theorem 1 leverages the following two lemmas. In particular, the first lemma enables us to employ the covering number of one metric space $(H_1, d_1)$ to bound the covering number of another metric space $(H_2, d_2)$.

**Lemma 1 (Lemma 5, [64]).** Let $(H_1, d_1)$ and $(H_2, d_2)$ be metric spaces and $f : H_1 \rightarrow H_2$ be bi-Lipschitz such that
\[
d_2(f(x), f(y)) \leq Kd_1(x, y), \forall x, y \in H_1,
\]
and
\[
d_2(f(x), f(y)) \geq kd_1(x, y), \forall x, y \in H_1 \text{ with } d_1(x, y) \leq r.
\]
Then their covering numbers obey
\[
N(H_1, 2\epsilon/K, d_1) \leq N(H_2, \epsilon, d_2) \leq N(H_1, \epsilon/K, d_1),
\]
where the left inequality requires $\epsilon \leq kr/2$.

The second lemma presents the covering number of the operator group
\[
H_{\text{circ}} := \{ \hat{U}(\theta)^\dagger O \hat{U}(\theta) | \theta \in \Theta \},
\]
where $\hat{U}(\theta) = \prod_{i=1}^{N_g} \hat{u}_i(\theta_i)$ and only $N_{gt} \leq N_g$ gates in $\hat{U}(\theta)$ are trainable. The detailed proof is deferred to Appendix A.1.

**Lemma 2.** Following notations in Theorem 1, suppose that the employed $N$-qubit Ansätze containing in total $N_g$ gates with $N_g > N$, each gate $\hat{u}_i(\theta)$ acting on at most $k$ qudits, and $N_{gt} \leq N_g$ gates in $\hat{U}(\theta)$ are trainable. The $\epsilon$-covering number for the operator group $H_{\text{circ}}$ in Eq. (A5) with respect to the operator-norm distance obeys
\[
N(H_{\text{circ}}, \epsilon, \| \cdot \|) \leq \left( \frac{7N_{gt}\|O\|}{\epsilon} \right)^{2^{k}N_{gt}},
\]
where $\|O\|$ denotes the operator norm of $O$.

We are now ready to present the proof of Theorem 1.

*Proof of Theorem 1.* The intuition of the proof is as follows. Recall the definition of the hypothesis space $H$ in Eq. (2) and Lemma 1. When $H_1$ refers to the hypothesis space $H$ and $H_2$ refers to the unitary group $U(d^N)$, the upper bound of the covering number of $H$, i.e., $N(H_1, d_1, \epsilon)$, can be derived by first quantifying $K$ Eq. (A2), and then interacting with $N(H_{\text{circ}}, \epsilon, \| \cdot \|)$ in Lemma 2. Under the above observations, in the following, we analyze the upper bound of the covering number $N(H_2, \epsilon, \| \cdot \|)$.

We now derive the Lipschitz constant $K$ in Eq. (A2), as the precondition to achieve the upper bound of $N(H_2, \epsilon, \| \cdot \|)$. Define $\hat{U} \in U(d^N)$ as the employed Ansätze composed of $N_g$ gates, i.e., $\hat{U} = \prod_{i=1}^{N_g} \hat{u}_i$. Let $\hat{U}_\epsilon$ be the quantum circuit where each of the $N_g$ gates is replaced by the nearest element in the covering set. The relation between the distance
\[
d_2(\text{Tr}(\hat{U}_\epsilon^\dagger O\hat{U}_\epsilon \rho), \text{Tr}(\hat{U}^\dagger O\hat{U} \rho))
\]
and the distance $d_1(\hat{U}_\epsilon^\dagger O\hat{U}_\epsilon, \hat{U}^\dagger O\hat{U})$ yields
\[
d_2(\text{Tr}(\hat{U}_\epsilon^\dagger O\hat{U}_\epsilon \rho), \text{Tr}(\hat{U}^\dagger O\hat{U} \rho)) = \| \text{Tr}(\hat{U}_\epsilon^\dagger O\hat{U}_\epsilon - \hat{U}^\dagger O\hat{U} \rho) \|
\]
\[
\leq \| \hat{U}_\epsilon^\dagger O\hat{U}_\epsilon - \hat{U}^\dagger O\hat{U} \| \text{Tr}(\rho)
\]
\[
= d_1(\hat{U}_\epsilon^\dagger O\hat{U}_\epsilon, \hat{U}^\dagger O\hat{U}),
\]
where the first equality comes from the explicit form of hypothesis, the first inequality uses the Cauchy-Schwartz inequality, and the last inequality employs \( \text{Tr}(\rho) = 1 \) and

\[
\left\| \tilde{U}_c^\dagger O \tilde{U}_c - \tilde{U}^\dagger O \tilde{U} \right\| = d_3(\tilde{U}_c^\dagger O \tilde{U}_c, \tilde{U}^\dagger O \tilde{U}).
\]  
\[(A8)\]

The above equation indicates \( K = 1 \). Combining the above result with Lemma 1 (i.e., Eq. (A2)) and Lemma 2, we obtain

\[
\mathcal{N}(\mathcal{H}, \epsilon, \| \cdot \|) \leq \mathcal{N}(\mathcal{H}_{\text{circ}}, \epsilon, \| \cdot \|) \leq \left( \frac{7N_{gt} \| O \|}{\epsilon} \right)^{d^2k N_{gt}}.
\]  
\[(A9)\]

This relation ensures

\[
\mathcal{N}(\mathcal{H}, \epsilon, \| \cdot \|) \leq \left( \frac{7N_{gt} \| O \|}{\epsilon} \right)^{d^2k N_{gt}}.
\]  
\[(A10)\]

\[\square\]

### 1. Proof of Lemma 2

The proof of Lemma 2 exploits the following result.

**Lemma 3** (Lemma 1, [64]). For \( 0 < \epsilon < 1/10 \), the \( \epsilon \)-covering number for the unitary group \( U(d^k) \) with respect to the operator-norm distance in Definition 2 obeys

\[
\left( \frac{3}{4\epsilon} \right)^{d^2k} \leq \mathcal{N}(U(d^k), \epsilon, \| \cdot \|) \leq \left( \frac{7}{\epsilon} \right)^{d^2k}.
\]  
\[(A11)\]

**Proof of Lemma 2.** The goal of Lemma 2 is to measure the covering number of the operator group \( \mathcal{H}_{\text{circ}} = \{ \tilde{U}(\theta) \} \) in Eq. (A5), where the trainable unitary \( \tilde{U}(\theta) = \prod_{i=1}^{N_{gt}} \hat{u}_i(\theta_i) \) consists of \( N_{gt} \) trainable gates and \( N_g - N_{gt} \) fixed gates. To achieve this goal, we consider a fixed \( \epsilon \)-covering \( \hat{S} \) for the set \( \mathcal{N}(U(d^k), \epsilon, \| \cdot \|) \) of all possible gates and define the set

\[
\hat{S} := \left\{ \prod_{i \in \{N_{gt}\}} \hat{u}_i(\theta_i) \prod_{j \in \{N_g - N_{gt}\}} \hat{u}_j | \hat{u}_i(\theta_i) \in S \right\},
\]  
\[(A12)\]

where \( \hat{u}_i(\theta_i) \) and \( \hat{u}_j \) specify to the trainable and fixed quantum gates in the employed Ansätze, respectively. Note that for any circuit \( \tilde{U}(\theta) = \prod_{i=1}^{N_{gt}} \hat{u}_i(\theta_i) \), we can always find a \( \tilde{U}_c(\theta) \in \hat{S} \) where each \( \hat{u}_i(\theta_i) \) of trainable gates is replaced with the nearest element in the covering set \( S \), and the discrepancy \( \| \tilde{U}(\theta)^\dagger O \tilde{U}(\theta) - \tilde{U}_c(\theta)^\dagger O \tilde{U}_c(\theta) \| \) satisfies

\[
\| \tilde{U}(\theta)^\dagger O \tilde{U}(\theta) - \tilde{U}_c(\theta)^\dagger O \tilde{U}_c(\theta) \|
\leq \| \tilde{U} - \tilde{U}_c \| \| O \|
\leq N_{gt} \| O \| \epsilon,
\]  
\[(A13)\]

where the first inequality uses the triangle inequality, and the second inequality follows from \( \| \tilde{U} - \tilde{U}_c \| \leq N_{gt} \epsilon \).

Therefore, by Definition 1, we know that \( \hat{S} \) is a \( N_{gt} \| O \| \epsilon \)-covering set for \( \mathcal{H}_{\text{circ}} \). Recall that the upper bound in Lemma 3 gives \( |S| \leq \left( \frac{7}{\epsilon} \right)^{d^2k} \). Since there are \( |S| \) \( N_{st} \) combinations for the gates in \( \hat{S} \), we have \( |\hat{S}| \leq \left( \frac{7}{\epsilon} \right)^{d^2k N_{gt}} \) and the covering number for \( \mathcal{H}_{\text{circ}} \) satisfies

\[
\mathcal{N}(\mathcal{H}_{\text{circ}}, N_{gt} \| O \| \epsilon, \| \cdot \|) \leq \left( \frac{7}{\epsilon} \right)^{d^2k N_{gt}}.
\]  
\[(A14)\]

An equivalent representation of the above inequality is

\[
\mathcal{N}(\mathcal{H}_{\text{circ}}, \epsilon, \| \cdot \|) \leq \left( \frac{7N_{gt} \| O \|}{\epsilon} \right)^{d^2k N_{gt}}.
\]  
\[(A15)\]

\[\square\]
Appendix B: Proof of Proposition 1

Proof of Proposition 1. In this proof, we first derive the covering number of VQA for the general noisy quantum channel \( \mathcal{E}(\cdot) \), and then analyze the covering number of VQA when \( \mathcal{E}(\cdot) \) specifies to the depolarization noise.

The general quantum channel \( \mathcal{E}(\cdot) \). We follow the same routine as the proof of Theorem 1 to acquire the upper bound of \( \mathcal{N}(\mathcal{H}, \epsilon, | \cdot |) \). Namely, supported by Lemma 1, once we establish the relation between

\[
d_2(\text{Tr}(O\mathcal{E}(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger)), \text{Tr}(O\mathcal{E}(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger)))
\]

and \( d_1(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger, \hat{U} \rho \hat{U}^\dagger) \), the covering number \( \mathcal{N}(\mathcal{H}_{\text{circ}}, \epsilon, | \cdot |) \) in Lemma 2 can be utilized to infer the upper bound of \( \mathcal{N}(\mathcal{H}, \epsilon, | \cdot |) \).

Under the above observation, we now derive the term \( K \) such that

\[
d_2(\text{Tr}(O\mathcal{E}(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger)), \text{Tr}(O\mathcal{E}(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger))) \leq K d_1(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger, \hat{U} \rho \hat{U}^\dagger).
\]

In particular, we have

\[
d_2 \left( \text{Tr} \left( O \mathcal{E} \left( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger \right) \right), \text{Tr} \left( O \mathcal{E} \left( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger \right) \right) \right) \leq 2 \| O \| \| \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger - \hat{U} \rho \hat{U}^\dagger \|,
\]

where the first inequality uses the Cauchy-Schwartz inequality, the second inequality employs the contractive property of quantum channels (Theorem 9.2, [65]), the last inequality comes from the fact that \( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger \) and \( \hat{U} \rho \hat{U}^\dagger \) are two rank-1 states (i.e., this implies that the rank of \( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger - \hat{U} \rho \hat{U}^\dagger \) is at most 2) and \( \text{Tr}(\cdot) \leq \text{rank}(\cdot) \| \cdot \| \).

With setting the operator \( O \) in \( d_1 \) as \( \rho \), we obtain

\[
d_2 \left( \text{Tr} \left( O \mathcal{E} \left( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger \right) \right), \text{Tr} \left( O \mathcal{E} \left( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger \right) \right) \right) \leq 2 \| O \| d_1(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger, \hat{U} \rho \hat{U}^\dagger),
\]

which indicates that the term \( K \) in Eq. (A3) is

\[
K = 2 \| O \|. \tag{B4}
\]

Supporting by Lemma 2, the covering number of VQA under the noisy setting is upper bounded by

\[
\mathcal{N}(\mathcal{H}_\epsilon, \epsilon, | \cdot |) \leq 2 \| O \| \left( \frac{7 \mathcal{N}_{\text{gt}}(\| \rho \|)}{\epsilon} \right)^{d^{2k} N_{\text{gt}}} = 2 \| O \| \left( \frac{7 \mathcal{N}_{\text{gt}}}{\epsilon} \right)^{2^{2k} N_{\text{gt}}}, \tag{B5}
\]

where the equality exploits the spectral property of the quantum state.

The local depolarization channel \( \mathcal{E}_p(\cdot) \). We next consider the covering number of VQA when the noisy quantum channel is simulated by the local depolarization noise, i.e., the depolarization channel \( \mathcal{E}_p(\cdot) \) is applied to each quantum gate in \( \hat{U}(\theta) \). Following the explicit form of the depolarization channel, the distance

\[
d_2(\text{Tr}(O\mathcal{E}_p(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger)), \text{Tr}(O\mathcal{E}_p(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger))) \text{ and distance } d_1(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger, \hat{U} \rho \hat{U}^\dagger) \text{ satisfies}
\]

\[
d_2 \left( \text{Tr} \left( O \mathcal{E}_p \left( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger \right) \right), \text{Tr} \left( O \mathcal{E}_p \left( \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger \right) \right) \right) \leq \| O \| (1 - p)^{N_\psi} \| \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger - \hat{U} \rho \hat{U}^\dagger \| = (1 - p)^{N_\psi} \| \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger - \hat{U} \rho \hat{U}^\dagger \|,
\]

where

\[
(1 - p)^{N_\psi} \| \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger - \hat{U} \rho \hat{U}^\dagger \| \leq \| \hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger - \hat{U} \rho \hat{U}^\dagger \| = (1 - p)^{N_\psi} d_1(\hat{U}_\epsilon \rho \hat{U}_\epsilon^\dagger, \hat{U} \rho \hat{U}^\dagger).
\]

(\textit{B6})
where the second equality comes from the property of the local depolarization noise given in [11, Lemma 5], i.e.,
\[ \mathbb{E}_p \left( \hat{U}_\rho \hat{U}^\dagger \right) = \mathbb{E}_p \left( u_{N_\rho} (\theta) \ldots u_2 (\theta) \mathbb{E}_p \left( u_1 (\theta) \rho u_1 (\theta)^\dagger \right) u_2 (\theta)^\dagger \ldots u_{N_\rho} (\theta)^\dagger \right) = (1 - p)^{N_\rho} \left( \hat{U} (\theta) \rho \hat{U} (\theta)^\dagger \right) + (1 - (1 - p)^{N_\rho}) \frac{I}{N_\rho}. \]  
(B7)

This result indicates that the term \( K \) in Eq. (A2) is
\[ K = (1 - p)^{N_\rho}. \]  
(B8)

Supporting by Lemma 2, the covering number of VQA under the depolarization noise is upper bounded by
\[ \mathcal{N}(\mathcal{H}, \epsilon, | \cdot |) \leq (1 - p)^{N_\rho} \left( \frac{7N_\rho \|O\|}{\epsilon} \right)^{d^2 N_\rho}. \]  
(B9)

\[ \Box \]

Appendix C: Proof of Theorem 2

**Lemma 4** (Theorem 1, [66]). Assume the loss \( \ell \) is \( L_1 \)-Lipschitz and upper bounded by \( C_1 \). With probability at least \( 1 - \delta \) over a sample \( S \) of size \( n \), every \( h \in \mathcal{H}_{\text{QNN}} \) satisfies
\[ \mathcal{R}(A(S)) \leq \mathcal{R}_S(A(S)) + 2L_1 \mathcal{R}(\mathcal{H}_{\text{QNN}}) + 3C_1 \sqrt{\frac{\ln(2/\delta)}{2n}}, \]  
(C1)

where \( \mathcal{R}(\mathcal{H}_{\text{QNN}}) \) is the empirical Rademacher complexity of the hypothesis space \( \mathcal{H}_{\text{QNN}} \) and \( n \) is the sample size of \( S \).

**Proof of Theorem 2.** The result of Lemma 4 indicates that the precondition to infer the generalization error is deriving the upper bound of the Rademacher complexity \( \mathcal{R}(\mathcal{H}_{\text{QNN}}) \). The mathematical expression of the Rademacher complexity is
\[ \mathcal{R}(\mathcal{H}_{\text{QNN}}) := n^{-1} \mathbb{E}(\sup_{h \in \mathcal{H}} \sum_{i=1}^{n} \epsilon_i h(x_i, y_i)), \]  
(C2)

where the expectation is over the Rademacher random variables \( (\epsilon_1, \ldots, \epsilon_n) \), which are i.i.d with \( \Pr[\epsilon_1 = 1] = \Pr[\epsilon_1 = -1] = 1/2 \). To achieve this goal, we employ the Dudley entropy integral bound [67] to connect Rademacher complexity with covering number, i.e.,
\[ \mathcal{R}(\mathcal{H}_{\text{QNN}}) \leq \inf_{\alpha > 0} \left( 4\alpha + \frac{12}{\sqrt{n}} \int_{0}^{1} \sqrt{\ln \mathcal{N}(\mathcal{H}_{\text{QNN}}, S, \| \cdot \|, 2)} \, d\alpha \right), \]  
(C3)

where \( (\mathcal{H}_{\text{QNN}})_S \) denotes the set of vectors formed by the hypothesis with \( n \) examples, i.e., \( \{ [h_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)})]_{i=1:n} | \theta \in \Theta \} \).

We first establish the relation between the covering number of \( (\mathcal{H}_{\text{QNN}})_S \) and \( (\mathcal{H}_{\text{QNN}})_{\| \cdot \|} \) to derive the upper bound of \( \ln \mathcal{N}( (\mathcal{H}_{\text{QNN}})_S, \epsilon, \| \cdot \|_2) \). As with Lemma 2, denote a fixed \( (\epsilon/\sqrt{n}) \)-covering \( S \) for the set \( (\mathcal{H}_{\text{QNN}})_{\| \cdot \|} \). Then for any function \( h_{\mathcal{A}_{\text{QNN}}(S)}(\cdot) \in \mathcal{H}_{\text{QNN}} \) in Eq. (6), we can always find a \( h'_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)}) \in S \) such that \( \forall i \in [n], \| h_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)}) - h'_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)}) \| \leq \epsilon/\sqrt{n} \), and the discrepancy \( \| [h_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)})]_{i=1:n} - [h'_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)})]_{i=1:n} \|_2 \) satisfies
\[ \| [h_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)})]_{i=1:n} - [h'_{\mathcal{A}_{\text{QNN}}(S)}(x^{(i)})]_{i=1:n} \|_2 \leq \epsilon. \]  
(C4)

Therefore, by Definition 1, we know that \( S \) is a \( \epsilon \)-covering set for \( (\mathcal{H}_{\text{QNN}})_S \). This result gives
\[ \ln \left( \mathcal{N} \left( (\mathcal{H}_{\text{QNN}})_S, \epsilon, \| \cdot \|_2 \right) \right) \leq \ln \left( \mathcal{N} \left( (\mathcal{H}_{\text{QNN}})_{\| \cdot \|}, \frac{\epsilon}{\sqrt{n}}, \| \cdot \| \right) \right). \]  
(C5)
The right hand-side in Eq. (C5) can be further upper bounded as
\[
\ln \left( N \left( (\mathcal{H}_{\text{QNN}})_{x^0}, \frac{\epsilon}{\sqrt{n}}, \cdot \right) \right) \\
\leq \ln \left( \frac{7\sqrt{n}N_{gt}\|O\|}{\epsilon} \right)^{d^k N_{gt}} \\
=d^2 N_{gt} \ln \left( \frac{7\sqrt{n}N_{gt}\|O\|}{\epsilon} \right),
\]  
(C6)

where the first inequality can be easily derived based on the proof of Lemma 2 and the second inequality uses the monotony of integral.

In conjunction Lemma 4 with Eq. (C8), with probability 1 - \( \delta \), the generalization bound of QNN yields
\[
\mathcal{R}(A(S)) - \mathcal{R}_S(A(S)) \leq \frac{8L_1}{\sqrt{n}} + \frac{24L_1}{\sqrt{n}} d^k \sqrt{N_{gt}} \ln \left( \frac{7\sqrt{n}N_{gt}\|O\|}{\epsilon} \right) + 1 \right) + 3C_1 \sqrt{\frac{\ln(1/\delta)}{2n}}.
\]  
(C9)

Appendix D: Expressivity of other advanced quantum neural networks

To better understand how the covering number effects the expressivity of VQAs, in this section, we explicitly quantify the covering number of QNNs with several representative Ansätze, i.e., the hardware-efficient Ansätze, the tensor-network based Ansätze with the matrix product state structure, and the tensor-network based Ansätze with the tree structure.

**Hardware-efficient Ansätze.** We first quantify the expressivity of QNN proposed by [17], where \( \hat{U}(\theta) \) is implemented by the hardware-efficient Ansätze, under the both the ideal and NISQ settings. An \( N \)-qubits hardware-efficient Ansatz is composed of \( L \) layers, i.e., \( U(\theta) = \prod_{l=1}^{L} U(\theta^l) \) with \( L \sim \text{poly}(N) \). For all layers, the arrangement of quantum gates in \( U(\theta^l) \) is identical, which generally consist of parameterized single-qubit gates and fixed two-qubit gates. Moreover, each qubit is operated with at least one parameterized single-qubit gate, and two qubits gates within the layer can adaptively connect two qubits depending on the qubits connectivity of the employed quantum hardware. An example of the 7-qubits hardware-efficient Ansatz is illustrated in the left panel of Fig. E.6. The parameterized single-qubit gate \( U \) can be realized by the rotational qubit gates, e.g., \( U \in \{ R_X(\theta), R_Y(\theta), R_Z(\theta) \} \) or \( U = R_Z(\beta)R_Y(\gamma)R_Z(\nu) \) with \( \theta, \gamma, \beta, \nu \in [0, 2\pi) \). The topology of two-qubit gates, i.e., CNOT gates, aims to adapt to the chain-like connectivity restriction.
The hardware-efficient Ansatz considered here is the most general case. Specifically, the single-qubit gate $U$ contains three trainable parameters and the number of two-qubit gates in each layer is set as $N$. Under this setting, the total number of quantum gates in $U(\theta) = \prod_{l=1}^{L} U(\theta^l)$ is

$$N_g = L(3N + N) = 4LN. \tag{D1}$$

Based on the above settings, we achieve the expressivity of QNN with the hardware-efficient Ansätze, supported by Theorem 1 and Proposition 1.

**Corollary 2.** Under the ideal setting, the covering number of QNN with the hardware-efficient Ansatz is upper bounded by $N(\mathcal{H}_{\text{QNN}}, \epsilon, | \cdot |) \leq \left( \frac{21NL\|O\|}{\epsilon} \right)^{6NL}$. When the system noise is considered and simulated by the depolarization channel, the corresponding covering number is upper bounded by $N(\widetilde{\mathcal{H}}_{\text{QNN}}, \epsilon, | \cdot |) \leq (1 - p)^{4NL} \left( \frac{21NL\|O\|}{\epsilon} \right)^{6NL}$.

**Tensor-network based Ansätze with the matrix product state structure.** Another type of Ansätze inherits the tensor-network structures, i.e., matrix product states and tree tensor network [39]. The left panel in Fig. D.5 illustrates the tensor-network based Ansätze with the matrix product state structure. Mathematically, for an $N$-qubit quantum circuit, the corresponding Ansätze yields

$$\hat{U}(\theta) = \prod_{l=1}^{L} \left( I_{2(M_1-1)+l} \otimes U(\theta^l) \otimes I_{2^N - 1 - (M_1-1)\cdot l} \right), \tag{D2}$$

where $U(\theta^l)$ is applied to $M_1$ qubits for $\forall l \in [L]$ with $2 \leq M_1 < N$. The topology as shown in Fig. D.5 indicates that the maximum circuit depth of the tensor-network based Ansätze with the matrix product state structure is $L = [N/(M_1 - 1)]$. Suppose that the total number of single-qubit and two-qubit quantum gates in $U(\theta^l)$ is $3M_1$ and $M_1$ respectively, we have

$$N_g = 4M_1 \lfloor N/(M_1 - 1) \rfloor \leq 4(N + M_1 + N/M_1) \leq 4(N + 2\sqrt{N}). \tag{D3}$$

Based on the above settings, we achieve the expressivity of QNN with tensor-network based Ansätze with the matrix product state structure, supported by Theorem 1 and Proposition 1.

**Corollary 3.** Under the ideal setting, the covering number of QNN with tensor-network based Ansätze with the matrix product state structure is upper bounded by $N(\mathcal{H}_{\text{QNN}}, \epsilon, | \cdot |) \leq \left( \frac{21(N+2\sqrt{N})\|O\|}{\epsilon} \right)^{6(N+2\sqrt{N})}$. When the system noise is considered and simulated by the depolarization channel, the corresponding covering number is upper bounded by $N(\widetilde{\mathcal{H}}_{\text{QNN}}, \epsilon, | \cdot |) \leq (1 - p)^{4(N+2\sqrt{N})} \left( \frac{21(N+2\sqrt{N})\|O\|}{\epsilon} \right)^{6(N+2\sqrt{N})}$.

**Tensor-network based Ansätze with the tree structure.** The right panel in Fig. D.5 illustrates the tensor-network based Ansätze with tree structure. Intuitively, the involved number of quantum gates is exponentially decreased in terms of $l \in [L]$. Suppose that the local unitary, as highlighted by the dotted box in the right panel...
of Fig. D.5 with \( l = 1 \), contains six single-qubit gates (i.e., each qubit is operated with \( R_Z(\beta)R_Y(\gamma)R_Z(\nu) \)) and one two-qubit gates. Then for an \( N \)-qubit quantum circuit, the total number of quantum gates in \( \hat{U} \) is

\[
N_g = 7\lceil N/2 \rceil + 7\lceil N/4 \rceil + \ldots + 7 \times 2 \leq 7N. \tag{D4}
\]

Based on the above settings, we achieve the expressivity of QNN with tensor-network based \( \text{Ansätze} \) with the matrix product state structure, supported by Theorem 1 and Proposition 1.

**Corollary 4.** Under the ideal setting, the covering number of QNN with tensor-network based \( \text{Ansätze} \) with the matrix product state structure is upper bounded by \( N(H_{\text{QNN}}, \epsilon, |\cdot|) \leq \left( \frac{73.5N|\mathcal{O}|}{\epsilon} \right)^{10.5N} \). When the system noise is considered and simulated by the depolarization channel, the corresponding covering number is upper bounded by

\[
N(H_{\text{QNN}}, \epsilon, |\cdot|) \leq (1 - p)^7N \left( \frac{73.5N|\mathcal{O}|}{\epsilon} \right)^{10.5N}.
\]

**Appendix E: Numerical simulation details of QNN**

**Implementation.** The implementation of QNN employed in the numerical simulations is shown in the right panel of Fig. E.6. In particular, the qubit encoding method [54] is exploited to load classical data into quantum forms. The explicit form of the encoding circuit is

\[
U_E(x^{(i)}) = U_{\text{Eng}} \left( \bigotimes_{j=1}^{7} R_Y(x_j^{(i)}) \right) U_{\text{Eng}} \left( \bigotimes_{j=1}^{7} R_Y(x_j^{(i)}) \right), \tag{E1}
\]

where the unitary \( U_{\text{Eng}} \) is formed by CNOT gates as shown in Fig. E.6. The parameterized single-qubit gate used in the \( \text{Ansätze} \) yields \( U(\theta_j) = R_Z(\beta)R_Y(\gamma)R_Z(\nu) \) for \( \forall j \in [N] \) and \( \forall l \in [L] \), where \( \beta, \gamma, \nu \in [0, 2\pi) \) are independent trainable parameters.

**Data construction.** The construction of the synthetic dataset \( S = \{ (x^{(i)}, y^{(i)}) \}_{i=1}^{n} \) imitates the studies [10, 17]. Specifically, for each example, the feature dimension of \( x^{(i)} \) is set as 7, i.e., \( x^{(i)} = [\omega_1^{(i)}, \omega_2^{(i)}, \omega_3^{(i)}, \omega_4^{(i)}, \omega_5^{(i)}, \omega_6^{(i)}, \omega_7^{(i)}]^{\top} \in [0, 2\pi]^7 \), and the label \( y^{(i)} \in \{0, 1\} \) is binary. The assignment of the label \( y^{(i)} \) is accomplished as follows. Define \( V \in SU(2^7) \) as a fixed unitary operator, \( O = \mathbb{I}_{2^8} \otimes |0\rangle \langle 0| \) as the measurement operator, and the gap threshold \( \Delta \) is set as 0.2. The label of \( x^{(i)} \) is assigned as ‘1’ if

\[
(0^{2^7}|U_E(x^{(i)})^\dagger V^\dagger O V U_E(x^{(i)})|0^{2^7}) \geq 0.5 + \Delta; \tag{E2}
\]
FIG. E.7: The synthetic dataset and simulation results of noisy QNN. The left plot illustrates the first two dimensions of the data points, where the green dots (pink dots) correspond to the data with label ‘1’ (‘0’). The right plot exhibits the learning performance of QNN when the depolarization noise is considered. The label ‘Tr-$p = a$’ refers to the training accuracy of QNN when the depolarization rate is set as $p = a$. Similarly, the label ‘Te-$p = a$’ refers to the test accuracy of QNN when the depolarization rate is set as $p = a$.

The label of $x^{(i)}$ is assigned as ‘0’ if

$$\langle 0 \otimes 7 | U_E(x^{(i)})^{-1} V^\dagger O V U_E(x^{(i)}) | 0 \otimes 7 \rangle \leq 0.5 - \Delta.$$  

(E3)

We note that $V$ is realized by the Ansatz $U(\theta^*) = \prod_{l=1}^{L} U(\theta^l)$ shown in Fig. E.6, where the corresponding parameters $\theta^*$ are sampled with the random seed ‘1’. This setting ensures the target concept $V$ is always covered by the hypothesis space $\mathcal{H}_{QNN}$ once $L \geq 2$.

Based on the construction rule in the above two equations, we collect the dataset $S$ with $n = 400$, where the positive and negative examples are equally distributed. We illustrate some examples of $S$ in the left panel of Fig. E.7. Given access to $S$, we split the dataset into the training datasets with size 60 and the test dataset with 340.

**Hyper-parameters setting.** The hyper-parameters setting used in our experiment is as follows. At each epoch, we shuffle the training set in $S$. An epoch means that an entire dataset is passed forward through the quantum learning model, e.g., when the dataset contains 1000 training examples, and only two examples are fed into the quantum learning model each time, then it will take 500 iterations to complete 1 epoch. The learning rate is set as $\eta = 0.2$. The batch gradient descent method is adopted to be the optimizer with batch size equal to 4.

**The performance of noisy QNNs.** Here we apply noisy QNN to learn the synthetic data $S$ introduced above to validate the correctness of Proposition 1. In particular, all settings, i.e., the employed Ansätze, the optimizer, and the hyper-parameters, are identical to the noiseless case, except that the employed quantum circuit is interacted with the depolarization noise. With the aim of understanding how the depolarization rate $p$ shrinks the expressivity of $\mathcal{H}_{QNN}$, we set the layer number of the hardware-efficient Ansatz as $L = 2$ and the depolarization rate as $p \in \{0.1, 0.5, 0.9\}$. We repeat each setting with 5 times to collect the statistical results.

The simulation results are presented in the right panel of Fig. E.7. Recall that the training performance of the noiseless QNN with $L = 2$ is above 85% at the 10-th epoch, as shown in Fig. 3. Meanwhile, the construction rule of $S$ indicates that the target concept is contained in $U(\theta) = \prod_{l=1}^{L} U(\theta^l)$. However, the results in Fig. E.7 reflect that both the training and test accuracies continuously degrade in terms of the increased $p$. When $p = 0.9$, the learning performance is around 50%, which is no better than the random guess. These observations accord with Proposition 1 such that an increased depolarization rate suppresses the expressivity of $\mathcal{H}_{QNN}$ and excludes the target concept out of the hypothesis space, which leads to a poor learning performance.

**Appendix F: Proof of Corollary 1**

For completeness, let us first briefly introduce the unitary coupled-cluster Ansätze truncated up to single and double excitations (UCCSD) before presenting the proof of Corollary 1. Please refer to Refs. [62, 68] for comprehensive explanations. UCCSD belongs to a special type of unitary coupled-cluster (UCC) operator, which takes the form $e^{T-T^\dagger}$, where $T$ corresponds to excitation operators defined for the configuration interaction. Since the unitary $e^{T-T^\dagger}$ is difficult to implement on quantum computers, an alternative Ansätze is truncating UCC up to single and double
excitations, as so-called UCCSD, which can be used to accurately describe many molecular systems and is exact for systems with two electrons. Mathematically, UCCSD estimates \( T \) by \( T_1 + T_2 \). The study [62] has indicated that for both the Bravyi-Kitaev and the Jordan-Wigner transformations, the required number of quantum gates to implement UCCSD is upper bounded by \( N_g \sim O(N^5) \).

**Proof of Corollary 1.** The results of Corollary 1 can be immediately achieved by substituting \( N_g \sim O(N^5) \) as explained above with Theorem 2 and Proposition 1. \( \square \)

**Appendix G: Numerical simulation details of VQE**

**Implementation.** The implementation of VQEs employed in numerical simulations is shown in Fig. G.8. Based on the results in Theorem 1, we control the involved number of quantum gates to separate the expressivity of different Ansätze. In particular, the Ansätze as shown in left panel has a restricted expressivity, which only contains a single trainable quantum gate. The Ansätze as shown in middle panel has a modest expressivity, where \( U(\theta_j^R) = R_Z(\beta)R_Y(\gamma)R_Z(\nu) \) for \( \forall j \in [N] \) and \( \forall l \in [L] \). In other words, the total number of trainable quantum gates is 12. Note that an Ansätze is sufficient to locate the minimum energy of \( H \). The Ansätze as shown in middle panel has an overwhelming expressivity. Compared with the Ansätze with the modest expressivity, the number of trainable quantum gates scales by four times. Such an over-parameterized model may suffer from the training hardness, caused by the barren plateaus phenomenon.

**The qubit Hamiltonians of the hydrogen molecule.** The Bravyi-Kitaev transformation [69] is used to attain the qubit Hamiltonian of the hydrogen molecule at each bond length. The mathematical form of the obtained qubit Hamiltonian yields

\[
H = f_0 I + f_1 Z_0 + f_2 Z_1 + f_3 Z_2 + f_4 Z_0 Z_1 + f_5 Z_0 Z_2 + f_6 Z_1 Z_3 + f_7 X_0 Z_1 X_2 + f_8 Y_0 Z_1 Y_2 + f_9 Z_0 Z_1 Z_2 \\
+ f_4 Z_0 Z_2 Z_3 + f_5 Z_1 Z_2 Z_3 + f_6 X_0 Z_1 X_2 Z_3 + f_7 Y_0 Z_1 Y_2 Z_3 + f_9 Z_0 Z_1 Z_2 Z_3,
\]

where \( \{X_i, Y_i, Z_i\} \) stands for applying the Pauli operators on the \( i \)-th qubit and the coefficients \( \{f_j\}_{j=1}^7 \) are determined by the bond length. In the numerical simulations, we use OpenFermion Library [70] to load these coefficients.

**Hyper-parameters setting.** The hyper-parameters setting related to the optimization of VQEs is as follows. The total number of iteration is set as 300. The tolerant error is set as \( 10^{-6} \). The gradient descent optimizer is adopted and the learning rate is set as \( \eta = 0.4 \). The random seed used to initialize trainable parameters is set as 0.

**The performance of VQEs with the Adam optimizer.** We conduct additional numerical simulations to explore how the expressivity of Ansätze affects the performance of VQEs when the adaptive optimizer is adopted. More precisely, we aim to investigate whether VQE with the over-parameterized Ansatz can outperform VQE with the modest Ansatz when the adaptive optimizer is adopted. The appended numerical simulations mainly follow the setup introduced in the main text. In particular, the hardware-efficient VQEs with the different layer number \( L \) are employed to estimate the ground state energy of the Hydrogen molecule with varied bond length ranging from 0.3\( \AA \) to 2.1\( \AA \). Notably, we substitute the SGD optimizer with the Adam optimizer [71] to update trainable parameters \( \theta \).
of the Ansatz with the adaptive learning rate. Mathematically, the updating rule of the Adam optimizer yields

$$\theta^{(t+1)} = \theta^{(t)} - \eta^{(t+1)} \frac{a^{(t+1)}}{\sqrt{b^{(t+1)}} + \epsilon},$$

where $a^{(t+1)} = [\beta_1 a^{(t)} + (1 - \beta_1) \nabla L(\theta^{(t)})]/(1 - \beta_1)$, $b^{(t+1)} = [\beta_2 b^{(t)} + (1 - \beta_2) \nabla L(\theta^{(t)})^2]/(1 - \beta_2)$, and $\eta^{(t+1)} = \eta^{(t)} \sqrt{1 - \beta_2^{t+1}}/(1 - \beta_1)$. The hyper-parameters settings are as follows. The maximum number of iterations are fixed to be 81. The optimization is criticized to be converged and the updating is stopped when the energy difference between two iterations is lower than $10^{-6}$, i.e., $|L(\theta^{(t)}) - L(\theta^{(t-1)})| \leq 10^{-6}$. The learning rate at the initial step is set as $\eta = 0.4$. The momentum parameters are set as $\beta_1 = 0.9$ and $\beta_2 = 0.99$. The tolerance parameter is set as $\epsilon = 10^{-6}$. The random seed used to initialize trainable parameters is set as 0. The number of layers of the hardware-efficient Ansatz, i.e., $U(\theta) = \prod_{l=1}^{L} U_l(\theta)$ exhibited in Fig. G.8, varies from $L = 5$ to $L = 20$. Each setting is repeated 5 times to collect the statistical results.

The achieved simulation results are depicted in Fig. G.9. Specifically, when the Adam optimizer is utilized to adaptively adjust the learning rate at each iteration, VQE with the modest Ansatz still attains a better performance than VQE with the overwhelming-expressivity Ansatz. Moreover, as shown in the inner plot of the left panel, the performance of VQE continuously degrades with respect to the increased number of layer number $L$. The right panel in Fig. G.9 further exhibits the energy difference of VQE between the neighboring two iterations, i.e., $|L(\theta^{(t)}) - L(\theta^{(t-1)})|$, when the bond length is 0.3Å. For the setting $L = 5$, the optimization is converged when $t = 79$ with $|L(\theta^{(79)}) - L(\theta^{(78)})| = 9.4 \times 10^{-7}$. For the setting $L = 10, 15, 20$, the energy difference of VQE between the last two iterations yields $|L(\theta^{(79)}) - L(\theta^{(78)})| = 1.9 \times 10^{-4}, 8.9 \times 10^{-4}, 3.9 \times 10^{-2}$, respectively. These observations indicate that our results still hold when the adaptive learning rate is considered. That is, too limited or too redundant expressivity of the employed Ansätze may prohibit the trainability of VQE.

**Appendix H: Implications of Theorem 1 and Theorem 2 from the practical perspective**

In this section, we elucidate how our theoretical results, i.e., Theorems 1 and 2, contribute to improve the learning performance of VQA-based models in practice. Concretely, the established theoretical results can be integrated with structural risk minimization [45] to enhance the learning performance of VQA-based models. Interestingly, the similar topic, i.e., the employment the expressivity of VQAs as guidance to enhance learning performance, has also been discussed in two very recent studies [72, 73].

Before moving on to explain how our results contribute to the structural risk minimization of VQA-based learning models in practice, let us first recap the theory of structural risk minimization. As shown in Fig. H.10, the learning
FIG. H.10: Illustration of the structural risk minimization adapted from [45].

The performance of VQAs is determined by both the training error and the model’s complexity term. Although the training error can be continuously suppressed by increasing the model’s expressivity, the price to pay is increasing the complexity term, which may deteriorate its learning performance (e.g., the test accuracy for the unseen data). Overall, increasing the expressivity of VQAs beyond a certain threshold is no longer contributing to the improvement of learning performance or could even lead to a degraded learning performance. With this regard, it is of great importance to develop an efficient method that seeks an Ansatz with a ‘modest’ level (i.e., the smile face in Fig. H.10), which can well balance the tradeoff between the expressivity of the hypothesis space \( \mathcal{H} \) and the performance of a learning model. In other words, the core of the VQA-based model design is controlling its expressivity at a ‘modest’ level, envisioned by the statistical learning theory. With this aim, structural risk minimization is proposed as a concrete method that balances the trade-off between the expressivity and training error to attain the best possible learning performance.

The mathematical expression of structural risk minimization can be formulated as

\[
\min_{\theta \in \Theta, \Xi} \hat{R}_S + g(S, \theta, \Xi),
\]

where \( \hat{R}_S = \frac{1}{n} \sum_{i=1}^{n} \ell(h_{A(S)}(x^{(i)}), y^{(i)}) \) refers to the empirical risk (i.e., the training error term) defined in the main text and \( g(\cdot) \) refers to the complexity term, which is controlled by the input problem \( S \), the trainable parameters \( \theta \) and the architecture of learning models.

We now detail three approaches that harness our theoretical results to engineer the complexity term \( g(\cdot) \) and hence improve the learning performance of VQA-based learning models.

1. The first approach is setting \( g(\cdot) \) as a regularizer with respect to the trainable parameters \( \theta \), e.g., \( g(\cdot) = \lambda \| \theta \|_2 \) or \( g(\cdot) = \lambda \| \theta \|_0 \), where \( \lambda \) refers to a hyper-parameter. In this way, the optimal solution of the structural risk minimization in Eq. (H1) implicitly controls the expressivity of the learning model by sparsifying the trainable parameters, ensured by our theoretical results that the expressivity of VQAs depends on the number of trainable parameters.

2. The second approach is tailoring the spectral norm of the observable \( O \) when it is trainable, supported by our theoretical results that the expressivity of VQAs depends on \( \| O \| \). For instance, the complexity term can be set as \( g(\cdot) = \lambda \| \theta \|_2 + \| O(\gamma) \| \), where \( \gamma \) denotes the parameters of the trainable observable.

3. The last approach is carefully designing the complexity term of \( g(\cdot) \) that is determined by both the trainable parameters \( \theta \) and the quantum circuit architecture \( \Xi \). The key motivation of updating the architecture of the quantum circuits is warranted by our theoretical results in Theorem 1, since the expressivity of VQAs depends on the adopted types of quantum gates (denoted by the term \( k \)). Following this routine, several studies have proposed different variable structure methods to build Ansätze [48, 74–79]. Conceptually, these proposals developed a set of heuristic rules that during the optimization, the quantum gates in quantum circuits can either be added or deleted to find the optimal solution of the structural risk minimization in Eq. (H1).

We remark that the first two approaches presented above have also been discussed in Refs. [72, 73], where the analyzed expressivity of VQAs can be applied to structural risk minimization to improve the performance of VQAs. However, the derived bounds in their results are relatively loose and therefore fail to unveil the expressivity of VQAs is controlled by the types of quantum gates. With this regard, the achieved results in our study provide more concrete


\[ \mathcal{E}_r = a \cdot N_{gt} + b \]

FIG. I.11: The relationship between the learning error and the number of trainable parameters \( N_{gt} \). The label ‘Sim-res’ refers to the averaged simulation results. The label ‘Fit-curve’ refers to the fitting curve, i.e., the mathematical form is \( a \sqrt{N_{gt}} + b \) with \( a, b \in \mathbb{R} \), with respect to the collected simulation results with the varied settings.

Appendix I: The tightness of the derived upper bound in Theorem 1

The derivation of the upper and lower bounds with respect to the model’s expressivity are at the heart of both classical and quantum machine learning. In the regime of deep learning, numerous studies [80, 81] devote to analyze the expressivity of deep neural networks (DNNs). Notably, most results focus on achieving a tighter upper bound for the expressivity of DNNs, while only few studies attempt to analyze the corresponding lower bound. This phenomenon is caused by the fact that the derivation of the lower bound is more difficult than the upper bound case. For instance, the seminal paper [82] only proved that the expressivity of DNNs is only lower bounded by the spectral norm of the input data and is independent with other parameters. The development of quantum learning theory also encounters the similar scenario. To our best knowledge, the lower bound of the expressivity for the VQA-based model has not been explored. With the aim of narrowing this knowledge gap, in the following, we conduct numerical simulations to empirically understand the tightness of the derived bound in Theorem 1.

Here we empirically explore whether the derived upper bound in Theorem 1 is tight with respect to the number of parameters \( N_{gt} \). Note that directly calculating the covering number \( \mathcal{N}((\mathcal{H}_{QNN})|S, \epsilon, \| \cdot \|_2) \) is very challenged in general. To this end, we devise an alternative method to examine the tightness of our bounds. Recall that the main conclusion achieved in Theorem 2 is

\[
R(A(S)) - \hat{R}_S(A(S)) \\
\leq 2L_1 \inf_{\alpha > 0} \left( 4\alpha + \frac{12}{\sqrt{n}} \int_0^1 \sqrt{\ln \mathcal{N}(\mathcal{H}_{QNN})|S, \epsilon, \| \cdot \|_2} d\alpha \right) + 3C_1 \sqrt{\frac{\ln(2/\delta)}{2n}} \\
\leq \frac{8L_1}{\sqrt{n}} + \frac{24L_1}{\sqrt{n}} \alpha^k \sqrt{\ln \left( 7\sqrt{n}N_{gt}\|O\| \right)} + 1 + 3C_1 \sqrt{\frac{\ln(1/\delta)}{2n}}.
\]

This result connects the generalization error \( R(A(S)) - \hat{R}_S(A(S)) \) with the expressivity of QNN, i.e., \( \mathcal{N}(\mathcal{H}_{QNN})|S, \epsilon, \| \cdot \|_2) \). With this regard, the quantification of the tightness of the derived upper bound amounts to examining whether the generalization error of QNNs is linearly scaled with \( \sqrt{N_{gt}} \). Mathematically, we aim to observe the relation \( R(A(S)) - \hat{R}_S(A(S)) \sim O(\sqrt{N_{gt}}) \) to validate the tightness of our bounds in terms of \( N_{gt} \).

We now employ the numerical simulations related to QNNs as introduced in the main text and Appendix E to complete the above examination. Specifically, all hyper-parameters settings are identical to those introduced in the
main text. The only modification is varying the layer number from $L = 1$ to $L = 15$. The simulations results are depicted in Fig. I.11. Through fitting the simulation results, we observe that the learning error linearly scales with $\sqrt{Ng}$, which accords with our theoretical results. We further use the coefficient of determination [83], denoted as $R^2 \in [0, 1]$, to measure the error of fitting. Intuitively, a higher $R^2$ reflects a good fitting curve, where $R^2 = 1$ indicates that the model explains all the variability of the response data around its mean. The coefficient of determination for the fitting curve shown in Fig. I.11 yields $R^2 = 0.6687$. These observations provide concrete evidence that the derived bound is tight with respect to the number of parameters.