Ergodicity of Thermostat Family of Nosé–Hoover type
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One of the important issues of recent simulation studies is achieving the canonical distribution for the system at the desired temperature. Traditional molecular dynamics (MD) simulation has been performed on the basis of the Hamiltonian form which gives the microcanonical distribution. In the microcanonical system, it is difficult to control the temperature since all we can do is to set up the initial configuration. Therefore, we need canonical MD which is defined as a method to achieve the canonical distribution for the system. In addition to the above, some properties are also desired: (i) Autonomous dynamics, i.e., the equations of motion should be a closed form and the dynamics should be deterministic; (ii) Time-reversibility; (iii) Ergodicity.

Many methods are proposed to control temperature in MD simulations. The first method controlling temperature was proposed by Woodcock [1]. While this method is very simple, it is non-autonomous since it involves artificial velocity-scaling. The autonomous method is proposed on the basis of the variational principle with constraint which is referred to the Gaussian thermostat [2]. This thermostat gives the canonical distribution for potential energy with conserving kinetic energy. Nosé proposed the extended system method which gives the canonical distribution for total energy [3]. This method was reformulated to a simple form by Hoover, and it is now referred to the Nosé–Hoover method [4]. The Nosé–Hoover method achieves the canonical distribution for a given system by adding one degree of freedom [5]. The Hamiltonian formulations have been also extended from the Nosé–Hoover method. Then we show that the one-variable thermostat coupled with the one-dimensional harmonic oscillator loses its ergodicity for large enough relaxation time. The present result suggests that multi-variable thermostats are required to assure the ergodicity and to work as heatbath.
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Consider the distribution function \( f \) and the state vector \( \Gamma \) of a phase space. Let \( H(\Gamma) \) be a pseudo Hamiltonian describing the energy of the system at \( \Gamma \). The distribution function is normalized as

\[
\int f d\Gamma = 1,
\]

and the internal energy of the system is given by \( U \) as

\[
\int H f d\Gamma = U.
\]

The entropy of the system is defined by

\[
S = -k_B \int f \log f d\Gamma
\]

with the Boltzmann constant \( k_B \). The equilibrium state is obtained by maximizing the entropy under the conditions Eqs. (1) and (2), and the canonical distribution is obtained to be

\[
f = Z^{-1} \exp (-\beta H)
\]
with the partition function $Z \equiv \int \exp (-\beta H) d\Gamma$. In order to perform an MD simulation, equations of motion for $\Gamma$ must be explicitly given. The equation of continuum for $f$ and $\Gamma$ is
\[ \frac{\partial}{\partial \Gamma} (\dot{\Gamma} f) = 0, \]
where $\partial/\partial \Gamma$ denotes the divergence and the distribution is assumed to be stationary. In order to achieve the canonical distribution Eq. (3), we have the following condition for $\dot{\Gamma}$ as
\[ \frac{\partial \dot{\Gamma}}{\partial \Gamma} = \beta \dot{H} = \beta \frac{\partial H}{\partial \Gamma} \dot{\Gamma}. \tag{4} \]
Note that the flow of this dynamics is compressible since the divergence of $\dot{\Gamma}$ is not zero, while the flow is incompressible in the microcanonical system [12].

The equations of motion satisfying Eq. (4) achieve the canonical distribution for arbitrary chosen $H$, provided that the system is ergodic. In most cases, the system of interest is described by a Hamiltonian. Let $H_0$ be such Hamiltonian defined in a $2N$-dimensional phase space $\Gamma_0 = (q_1, \ldots, q_N, p_{N+1}, \ldots, p_N)$ which is a subspace of $\Gamma$, that is, $\Gamma = \Gamma_0 \otimes \Gamma_\perp$. The distribution function of the subsystem is obtained by the projection from $\Gamma$ onto $\Gamma_0$ as
\[ f_0(\Gamma_0) = \int f d\Gamma_\perp. \tag{5} \]

If the pseudo Hamiltonian $H$ is chosen as
\[ H(\Gamma) = H_0(\Gamma_0) + H_\perp(\Gamma_\perp), \]
then the distribution function becomes
\[ f(\Gamma) = f_0(\Gamma_0) f_\perp(\Gamma_\perp), \tag{6} \]

since $f \propto \exp (-\beta H)$. With Eqs. (5) and (6), we obtain the canonical distribution for the given Hamiltonian to be
\[ f = Z^{-1}_0 \exp (-\beta H_0) \]
with $Z^{-1}_0 \equiv Z^{-1} \int \exp (-\beta H_\perp) d\Gamma_\perp$.

Even if the pseudo Hamiltonian $H$ is explicitly given, there are various choices of the dynamics. In the present Letter, we consider one-variable thermostats as extension of the Nosé–Hoover method since it is favorable to simulate systems with less degrees of freedom. Then the total phase space is defined by $\Gamma = (q_1, \ldots, q_N, p_{N+1}, \ldots, p_N) \otimes (\zeta)$ with the additional degree of freedom $\zeta$. In order that the distribution function of the subsystem exists, the integration of the total distribution function over $\zeta$ should converge as
\[ \int_{-\infty}^{\infty} \exp (-\beta H_\perp) d\zeta < \infty. \]

The simplest function satisfying the above condition is $H_\perp(\zeta) = \zeta^2/2$, and therefore we consider the pseudo Hamiltonian
\[ H = H_0 + \frac{1}{2} \tau^2 \zeta^2 \tag{7} \]
with the relaxation time $\tau$. For the simplicity, we consider the subsystem $H_0$ with one degree of freedom hereafter. The following arguments are not changed in the case with many degrees of freedom.

Consider the following equations of motion:
\[ \dot{p} = -\frac{\partial H_0}{\partial q} - g, \tag{8} \]
\[ \dot{q} = \frac{\partial H_0}{\partial p}, \tag{9} \]
\[ \dot{\zeta} = F[g], \tag{10} \]

which are simple extension of the Nosé–Hoover method. The function $g(p, \zeta)$ is a friction term which is $p \zeta$ in the Nosé–Hoover method. The time derivative of $\zeta$ depends on $g$ and it is determined from the condition Eq. (4).

From Eqs. (4) and (7), we have the following partial differential equation:
\[ \tau^2 \left( \beta \zeta - \frac{\partial \zeta}{\partial \zeta} \right) \dot{\zeta} = \left( \beta p - \frac{\partial p}{\partial p} \right) g, \tag{11} \]

which $\dot{\zeta}$ should satisfy. Here we assumed the natural Hamiltonian form $H_0 = p^2/2 + V(q)$ with the potential energy $V$. The function $g$ depends only on $p$ and $\zeta$ since Eq. (11) does not contain $q$. The solution of the equation gives $\dot{\zeta}$ as a function of $p$ and $\zeta$, and then the equations of motion are closed and become autonomous. The solution of Eq. (11) for the case $\partial \zeta/\partial \zeta = 0$ is given in Ref. [12]. In the present Letter, we study more general solutions both for $\partial \zeta/\partial \zeta \neq 0$. 
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The equations of motion of the Nosé–Hoover method are time-reversible with the operation \( p \rightarrow -p, q \rightarrow q, \) and \( \zeta \rightarrow -\zeta. \) Similarly, the equations of motion Eqs. (8)–(10) are also time-reversible when \( q \rightarrow g. \) Therefore, the function \( g \) is a linear combination of \( p^k \zeta^l (k \geq 0, l \geq 0, k + l = 2, 4, 6, \ldots). \) Here we assume that \( g \) does not contain the negative power of \( p \) and \( \zeta \) for the stability of the dynamics. In the case that both \( k \) and \( l \) are even, it is difficult to control temperature since \( p^k \zeta^l \) becomes positive semi-definite \([14]\). Therefore, we consider only odd cases as \( g = p^{2m+1} \zeta^{2n+1} (m, n = 0, 1, 2, \ldots), \) and then we obtain the expression for \( \dot{\zeta} \) as

\[
\dot{\zeta} = \frac{1}{\tau^2} z_n \left(p^{2m+2} - \frac{2m + 1}{\beta} p^{2m}\right),
\]

(12)

where the function \( z_n(\zeta) \) is the solution of the following ordinary differential equation:

\[
\left(\beta \zeta - \frac{d}{d\zeta}\right) z_n = \beta \zeta^{2n+1},
\]

and it is explicitly expressed as

\[
z_n = \left(\frac{2}{\beta}\right)^n n! \sum_{k=0}^{n} \frac{1}{k!} \left(\beta \zeta^2 - \frac{2}{\beta}\right)^k.
\]

Equation (12) gives the Nosé–Hoover method as the minimal solution with \((m, n) = (0, 0)\). The case \((m, n) = (1, 0)\) gives the thermostat controlling only the second moment of the kinetic energy \( \langle K^2 \rangle \) as

\[
g = p^3 \zeta, \quad \dot{\zeta} = \frac{1}{\tau^2} p^2 \left(p^2 - \frac{3}{\beta}\right).
\]

The kinetic–moments method \([11]\) is obtained from \( g = g_1(q, \zeta) + g_2(q, \xi) \) with \( g_1 \) for \((m, n) = (0, 0)\) and \( g_2 \) for \((m, n) = (1, 0).\)

In order to study the ergodicity of the present extended method, we consider the one-dimensional harmonic oscillator described by the Hamiltonian \( H_0 = p^2/2 + q^2/2 \). Then we have the following equations of motion:

\[
\dot{p} = -q - p^{2m+1} \zeta^{2n+1},
\]
\[
\dot{q} = p,
\]
\[
\dot{\zeta} = \frac{1}{\tau^2} z_n \left(p^{2m+2} - \frac{2m + 1}{\beta} p^{2m}\right).
\]

Introducing the polar coordinates by \( p = r \cos \theta \) and \( q = r \sin \theta, \) we have the equations of motion in terms of \((r, \theta, \zeta)\) as

\[
\dot{r} = -r^{2m+1} \zeta^{2n+1} \cos^{2m+2} \theta,
\]
\[
\dot{\theta} = 1 + r^{2m+1} \zeta^{2n+1} \theta \sin \theta,
\]
\[
\dot{\zeta} = \frac{1}{\tau^2} z_n \left(r^{2m+2} \cos^{2m+2} \theta - \frac{2m + 1}{\beta} r^{2m} \cos^{2m} \theta\right).
\]

With large enough \( \tau, \) the variables \( r \) and \( \zeta \) vary much slower than \( \theta \) does. Therefore, we can replace \( \cos^{2m} \theta \) with its average \( c_m \) defined by

\[
c_m = \frac{1}{2\pi} \int_0^{2\pi} \cos^{2m} \theta d\theta,
\]

(13)

and we obtain the following two equations:

\[
\dot{r} = -c_{m+1} r^{2m+1} \zeta^{2n+1},
\]
\[
\dot{\zeta} = \frac{1}{\tau^2} z_n \left(c_{m+1} r^{2m+2} - \frac{2m + 1}{\beta} c_m r^{2m}\right).
\]

FIG. 2: (Color online) Time evolutions of the energies of the systems with three thermostats (a) \( g = p \zeta, \) (b) \( g = p^3 \zeta, \) and (c) \( g = p^3 \zeta. \) Three cases \( \tau = 5, 10, \) and 50 are plotted in each figure. The upper and the lower limits of energies estimated from the inequality (15) are shown as the solid lines. The theoretical estimation becomes more accurate with larger \( \tau. \)
The above two equations lead to
\[-\tau^2 \zeta^{2n+1} dz_n = \left( r - \frac{2m + 1}{\beta} \frac{c_m}{c_{m+1} \tau} \right) dr. \] 
\hspace{1cm} (14)

With a function \(Z_n(\zeta)\) defined in
\[
dZ_n d\zeta = \tau^2 \zeta^{2n+1} \frac{dz_n}{z_n},
\]
we have a conserved value \(H_0 - (m + 1)\beta^{-1}\log H_0 + Z_n\) determined by the initial condition. Here we have used the definition \(H_0 = \tau^2/2\) and the relation \((2m + 1)c_m = 2(m + 1)c_{m+1}\) obtained from the integration by parts of Eq. (13). The function \(Z_n(\zeta)\) has the minimum value \(Z_n(0)\) at \(\zeta = 0\) because \(dZ_n/d\zeta < 0\) if \(\zeta < 0\) and \(dZ_n/d\zeta > 0\) if \(\zeta > 0\). Therefore, we have the following inequality:
\[
H_0 - \frac{m + 1}{\beta} \log H_0 \leq C
\] 
\hspace{1cm} (15)
with a constant \(C\). This inequality means that the energy of the system has the minimum and the maximum values (see Fig. 1), and that the system consequently loses its ergodicity.

In order to confirm our arguments, we study three thermostats, i.e., \(g = p\zeta\), \(g = p\zeta^3\), and \(g = p^\beta\zeta\). All the thermostats are coupled with the one-dimensional harmonic oscillator and the inverse temperature \(\beta\) is set to be 1.0. For the relaxation time, we study three cases \(\tau = 5\), 10, and 50. The initial condition is set to be \((p, q, \zeta) = (1, 1, 1, 0)\). This condition gives \(C = 1.019\) for \(g = p\zeta\) and \(g = p\zeta^3\), and \(C = 0.829\) for \(g = p^\beta\zeta\). From the inequality (15), we can estimate the range of the energy as follows:
\[
0.815 \leq H_0 \leq 1.211 \quad (g = p\zeta; g = p\zeta^3), \hspace{1cm} (16)
\]
\[
1.210 \leq H_0 \leq 3.076 \quad (g = p^\beta\zeta). \hspace{1cm} (17)
\]

Time evolutions of the systems were numerically calculated by the fourth-order Runge–Kutta method with the time step 0.005 and those of the energies are shown in Fig. 2. The ranges of the energies agree well with our theoretical estimation (16) and (17) for larger values of \(\tau\).

We have studied the ergodicity of the thermostat family based on deterministic and time-reversible dynamics. We have obtained the conserved value for the harmonic-oscillator system coupled with the single-variable thermostats. This conserved value causes the energy to be bounded, and the system consequently loses its ergodicity. We performed numerical simulations and have confirmed our theoretical arguments. The conserved value exists in the system with the single additional variable, since it is generally impossible to make a separable form as Eq. (14) for the system with two or more additional variables. Therefore, the number of the additional degrees of freedom is essential for the ergodicity of the system [15]. While we have studied the harmonic-oscillator system, it is straightforward to apply our arguments for similar systems such as \(H_0 = p^2/2 + q^2/2k\) \((k = 1, 2, 3, \ldots)\).

We have given the general expression for the one-variable thermostats with the pseudo friction term \(g = p^{2n+1}\zeta^{2n+1}\). For the case \(n = 0\), the thermostat can be regarded as a method controlling higher moments of the kinetic energy [11]. On the other hand, there are no clear physical interpretations for general cases \(n \neq 0\). Additionally, a more general form of pseudo Hamiltonian is available [12], while we have assumed the quadratic form of the additional variable as in Eq. (7). Therefore, it should be one of the further issues to clarify the physical meanings of general thermostats.
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