Time-frequency representation of nonstationary signals: the FIFogram
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Abstract

Iterative filtering methods were introduced around 2010 to improve definitions and measurements of structural features in signal processing. Like many applied techniques, they present considerable challenges for mathematicians to theorize their effectiveness and limitations in commercial and scientific usages. In this paper we recast iterative filtering methods in a mathematical abstraction more conducive to their understanding and applications. We also introduce a new visualization of simultaneous local frequencies and amplitudes. By combining a theoretical and practical exposition, we hope to stimulate efforts to understand better these methods. Our approach acknowledges the influence of Ciprian Foiaş, who was passionate about pure, applied, and applications of mathematics.

1 Introduction

A common way to analyze a complex signal is to decompose it as a superposition of simpler ones. Many methods have been devised, from Fourier series to the more modern wavelets. These methods are extremely successful in dealing with stationary signals. However they are less adapted to those non-stationary: the decomposition is done in the frequency domain, and when transformed back to the time or spatial domain, yields stationary components. In contrast, the iterative filtering approach discussed in this paper offers a compromise between separating frequencies and retaining non-stationarity.
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The work of [2] highlights the vast literature on the subject, and from there one can easily get a better view of the progress that has been made during the last 20 years. In this paper we consider the iterative filtering method and its variation using the fast Fourier transform, the fast iterative filtering, FIF algorithm, that are inspired by the empirical mode decomposition [6].

Twenty years ago, Ciprian Foias, Mike Jolly, and Wing Suet Li [4] published in the area of numerical analysis. Ciprian joked that the method was communist: one step forward and two steps backward! Here we are making a capitalist approach: after two steps forward (iterative filtering and its fast version), we take one step backward, for a broader view of the methodology!

The basic idea is to convolve the signal with a filter determined by features of the signal, and to decompose the signal into finitely many components, called intrinsic mode functions (IMFs). Since the filter is determined by the signal itself, each IMF keeps a significant amount of non-stationarity and local frequency characteristics from the signal. This makes them easier to interpret by practitioners. Our approach is not definitive: we have a theoretical framework, some interesting examples, a new visualization, but complete mathematical justifications remain elusive.

It is easy to explain the basic principle of iterative filtering method for continuous signals. However, in practice, one will most likely encounter discrete finite time series. We may also deal with spatial signals, like air pressure on earth, moisture in a field, possibly discretized. Some signals, such as those relating gyroscopic data and other sensors may be indexed by the sphere. The unifying framework of groups allows us to develop a method that covers many applications. Some of our developments may be carried out in homogeneous spaces, a setting that includes the most intriguing examples, but key ideas become hidden in a more complex formalism.

We present the theoretical framework in section 2. Section 3 specializes it to time series. A new visualization scheme, the FIFogram, is introduced in section 4. Illustrative numerical examples conclude the paper.

2 The theoretical framework

Signals are viewed as real valued functions defined on a group such as $\mathbb{R}$ or $\mathbb{Z}$ for time series, $\mathbb{R}^2$ or $\mathbb{Z}^2$ for spatial signals, the circle or some discretization of it for periodic ones. Because we need convolutions and Fourier transforms, we restrict $G$ to be a locally compact abelian group written additively, with a Haar measure, denoted by $d\lambda$. If $G$ is finite, $\lambda$ is the counting measure up to normalization. The following recalls basic abstract Fourier analysis, see [7].

The convolution of two functions $u$ and $v$ defined on $G$ is

$$u \ast v(g) = \int_G u(g-h)v(h) \, d\lambda(h), \quad g \in G.$$ 

The characters of $G$ are all the continuous homomorphisms from $G$ to the complex unit
circle. The set of all characters, \( \hat{G} \), is an abelian group under the pointwise multiplication, called the dual group of \( G \).

The Fourier transform \( \mathcal{F} \) maps linearly a function \( u \) defined on \( G \) to the function defined on the dual group by

\[
\mathcal{F}u(\chi) = \int u(g)\overline{\chi(g)} \, d\lambda(g), \quad \chi \in \hat{G}.
\]

It satisfies \( \mathcal{F}(u \ast v) = \mathcal{F}u \mathcal{F}v \).

It is possible to find a Haar measure on \( \hat{G} \), \( d\chi \), such that the inverse of the Fourier transform is given by

\[
\mathcal{F}^{-1}u(g) = \int_{\hat{G}} u(\chi(g)) \, d\chi, \quad g \in G.
\]

We continue our discussion by defining the central player of the FIF method, the filter. Recall that a function \( w \) on \( G \) is even if \( w(x) = w(-x) \) for every \( x \) in \( G \).

**Definition 1.** Let \( G \) be a locally compact abelian group, written additively, with Haar measure \( \lambda \).

(i) A function \( w \) on \( G \) is a filter if it is nonnegative, even, bounded, and \( \int w \, d\lambda = 1 \).

(ii) A double convolution filter \( w \) is the self-convolution of a filter \( \tilde{w} \), that is, \( w = \tilde{w} \ast \tilde{w} \).

(iv) The size, or the length, of a filter \( w \) is the Haar measure of its support, \( \ell(w) = \lambda\{ w > 0 \} \).

This definition implies that convolutions of filters are filters. The range of the Fourier transform of a filter is in \([ -1, 1 ]\), and that of a double convolution filter is in \([ 0, 1 ]\).

Consider a possibly non-stationary signal \( s \) in \( L^2(G) \). Its moving average with respect to a filter \( w \) is defined as the convolution

\[
\mathcal{C}_w s = w \ast s.
\]

We subtract the moving average from the signal and obtain the variation of the signal around its \( w \)-moving average,

\[
\mathcal{V}_w s = s - \mathcal{C}_w s.
\]

Iterating \( p \)-times the linear operator \( \mathcal{V}_w \) we obtain the linear IMF operator,

\[
\mathcal{I}_{w,p} = \mathcal{V}_w^p.
\]

We will discuss how to choose the filter \( w \) and this \( p \) later. Since filters are bounded, IMF operators are endomorphisms on both \( L_1(G) \) and \( L_2(G) \).

We can rewrite these operators on the dual group using the Fourier transform. Representing the pointwise multiplication of functions by a dot (\( \cdot \)),

\[
\mathcal{F} \mathcal{I}_{w,p} s = (1 - \mathcal{F}w)^p \cdot \mathcal{F}s
\]
Taking the inverse Fourier transform,

$$I_{w,p} s = \mathcal{F}^{-1}((1 - \mathcal{F} w)^p \mathcal{F} s).$$

The construction of IMFs is iterative. Starting with a signal $s$, we obtain the first IMF as some $I_{w_1,p_1} s$. We then consider the remainder, $s_1 = s - I_{w_1,p_1} s$ and construct a second IMF as some $I_{w_2,p_2} s_1$. More generally, given a reminder $s_{n-1}$, we define the $n$-th IMF as $I_{w_n,p_n} s_{n-1}$ for some $w_n$ and $p_n$, and the next reminder as $s_n = s_{n-1} - I_{w_n,p_n} s_{n-1}$.

Whenever $G$ and its dual are finite, all the linear operators involved so far may be written as finite matrices. We agree to list the elements of $G$ and its character group $\hat{G}$ in some chosen specific order. A function $f$ on $G$ is then a vector $(f(g))_{g \in G}$ and the Fourier transform $\mathcal{F}$ is the matrix $\mathcal{F} = (\chi(g))_{\chi \in \hat{G}, g \in G}$, with its rows indexed by the character group $\hat{G}$ and its columns by the group $G$. Then

$$I_{w} = \mathcal{F}^{-1} \text{diag}(1 - \mathcal{F} w) \mathcal{F},$$

$$I_{w,p} = I_{w}^p = \mathcal{F}^{-1} \text{diag}(1 - \mathcal{F} w)^p \mathcal{F}.$$  \hspace{1cm} (1)

The $n$-th IMF is obtained by applying a linear operator of the following form to $s$:

$$\mathcal{F}^{-1}\left(\text{diag}(1 - \mathcal{F} w_n)^p \prod_{k=1}^{n-1} (1 - \text{diag}(1 - \mathcal{F} w_k)^p)\right) \mathcal{F}.$$ 

However, the $n$-th IMF is not a linear function of $s$ since the $w_k$ and $p_k$ are determined by $s$.

Assume that $w$ is a double convolution filter, ensuring that its Fourier transform is in $[0,1]$. Then

$$\lim_{p \to \infty} \text{diag}(1 - \mathcal{F} w)^p = \text{diag}(1\{\mathcal{F} w(\chi) = 0\})_{\chi \in \hat{G}}.$$ 

This limit is the orthogonal projection on the subspace of functions in $L^2(\hat{G})$ that vanish on the support of $\mathcal{F} w$. It is a bandpass filter when $G$ is $\mathbb{Z}_N$, and it preserves no non-stationarity information from the original signal.

In practice, the choice of $p$ reflects the desire that the IMFs focus on a section of the spectrum, that is $\text{diag}(1 - \mathcal{F} w)^p$ is fairly concentrated, yet not the characteristic function of a set. This allows the IMF to retain some non-stationarity features.

### 3 Application to time dependent signals

Consider a signal $\sigma$ on the time interval $[0, L]$ sampled at rate $B$ per time unit. This signal is represented as a vector of size $N = BL$. As it is customary in the signal processing literature, we wrap this signal on a discrete circle: consider the quotient group $\mathbb{Z}_N = \mathbb{Z}/N\mathbb{Z}$ and set $t_i = i/B, i \in \mathbb{Z}_N$. Our discretized and wrapped signal is $s = (\sigma(t_i))_{i \in \mathbb{Z}_N}$. 


The discrete Fourier transform \( \mathcal{F}s \) is calculated on the points \( k/L, \) \( k \in \mathbb{Z}_N \), in the interval \([0, B]\). Let \( \omega = e^{-2\pi i/N} \), the \( n \)-th root of unity. The Fourier transform operator \( \mathcal{F} \) is the \( N \times N \) matrix with entries \( \mathcal{F}_{ij} = \omega^{i-j}/\sqrt{N} \), with \( i, j = 0, 1, \ldots, N - 1 \).

Next we discuss three key ingredients of the FIF algorithm: the choice of the filters \( w_j \), the powers \( p_j \), and how to ensure that the algorithm stops in finite time. We only give a brief discussion that suffices to convey the essential ideas, and refer the reader to [3, 1] for details.

### 3.1 Choosing the filters

As indicated at the end of last section, in view of (1), we are more interested in the shape of \( \mathcal{F}w \), the Fourier transform of the filter than the filter itself. Since \( w \) is compactly supported, its Fourier transform has unbounded support. Definition 1 (ii) implies that \( \mathcal{F}w(0) = 1 \). For the particular filter that we pick, \( \mathcal{F}w \) decreases from \( \mathcal{F}(0) \) until it reaches zero. After this smallest positive zero \( \zeta \), it oscillates with smaller and smaller amplitude. By requiring \( \mathcal{F}w \) to be smaller than some desired quantity to the right of \( \zeta \) we create a damping effect in the frequency domain. By damping and not annihilating frequencies, the IMF retains the non-stationarity of the signal, and yet concentrates the frequency range of the IMF above \( \zeta \).

We observe that the zero set of \( \mathcal{F}w \) is preserved by self convolution of \( w \) since \( \mathcal{F}(w * k) = (\mathcal{F}w)^k \). We use only double convolution filters. This ensures that \( \mathcal{F}w \) is in \([0, 1] \) and \( \mathcal{F}(w * k) \) decreases with \( k \) except at the origin. Since \( \ell(w * k) = \min\{k\ell(w), N\} \), the filter length of \( w * k \) increases with \( k \). A long filter length makes moving averaging less local, and therefore increases stationarity.

In practice we choose a double convolution filter \( w_0 \) with support \([-1/2, 1/2]\] and take a dilation \( w_0(\cdot) = w_0(\cdot/\ell)/\ell \). To choose the filter length and control the frequency focus, we compute the median of the distances between two consecutive local extrema. This median is an estimate of the half period of the highest observed frequency. We take the filter length \( \ell \) to be \( \nu \) times this median, where \( \nu \) is a tuning parameter that accounts for the concentration of the filter.

We follow the iterative construction of the IMFs described in the previous section. The \( j \)-th filter \( w_j \) is constructed as a dilation of \( w_0 \) as indicated above from the local extrema of the signal \( s_{j-1} \). Each filter focuses on sections of the spectrum of the signal. The first one, \( w_1 \), focuses on a group of highest frequencies, the second one, \( w_2 \), the next group of frequencies, etc.

If \( \xi_j \) is the first positive zero for the \( j \)-th filter, the first IMF focuses on frequencies around and higher than \( \xi_1 \), the second IMF focuses on frequencies around \( \xi_2 \), etc. Because of the damping effect, there is a small residue of frequencies that are higher than \( \xi_j \) in the \( j \)-th IMF. Numerically we have observed from the periodogram of the \( j \)-th IMF that its energy is concentrated around the frequency \( \xi_j \), and very little beyond \( \xi_{j-1} \). Put differently, IMFs tend to keep together nearby frequencies on the important parts of the periodogram.
3.2 Deciding the power $p_j$

Equation (1) gives us an estimate for the norm of the matrix $\|V_{w+1}^p - V_w^p\|$. Indeed, write $D$ for $\text{diag}(1 - Fw)$. The function $(1 - x)^p x$ being bounded by $1/(ep)$ on $[0, 1]$, each diagonal element of $(1 - D)^p D$ is between 0 and $1/(ep)$. Since $F$ is an isometry, we then have

$$\|V_{w+1}^p - V_w^p\| = \|F^{-1}(1 - D)^p D F\| \leq \|(1 - D)^p D\| \leq 1/(ep).$$

In practice, we set a threshold $\delta$, typically $10^{-3}$ or $10^{-4}$, and for a signal $s$, we choose $p$ to be the smallest integer such that $\|I_{w,1}^{p+1} s - I_{w,1}^p s\|_2 \leq \delta\|s\|_2$. The actual number $p$ is much smaller than that from the theoretical estimate.

3.3 Ensuring the algorithm terminates

Because IMFs are not bandpass filters but instead just focus on sections of the spectrum, the remainder signal $s_j$ may still contain some high frequencies. This makes possible for the filter length chosen as in 3.1 to decrease. To prevent such a decrease we force the filter length to increase by 10% or some appropriate amount of the previous filter length when this happens.

It is also possible that an IMF is insignificant, that is, $\|I_{w,1}^{p+1} s - I_{w,1}^p s\|_2 \leq \delta\|s_j\|_2$. In this case, we redo the iteration by forcing the filter length to increase by 10%. Since the signal is on the discrete circle, its frequency domain contains finitely many points. This 10% increase guarantees that the algorithm stops. In real life applications that we encountered, there are sufficiently many significant IMFs, and only a trend with at most one extrema is left as the last remainder.

4 FIFogram

Once a signal is decomposed into IMFs, we may visualize its local frequencies and local energies simultaneously.

Let $\eta$ be a parameter — 5 to 20 in practice. Consider an IMF, denoted by $f$, which was produced with a filter of length $\ell$. Its local energy at $t$ is approximated by

$$E_f(t) = \frac{1}{2\eta\ell} \int_{t-\eta\ell}^{t+\eta\ell} f(\tau)^2 \, d\tau.$$

Because an IMF focuses on a narrow frequency section, the local period of $f$ may be approximated by

$$P_f(t) = \frac{2}{\eta} \times \text{number of 0-crossings of } f \text{ over the interval } [t - \eta\ell, t + \eta\ell].$$

Thus, $N/P_f$ may serve as an approximation of local frequencies. There are many other possible approximations discussed comprehensively in [5]. We obtain time, frequency, energy triples $(t_i, N/P_f(t_i), E_f(t_i))_{i \in \mathbb{Z}_N}$ for $f$. 
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Consider a discretized signal \( s \) as in section 3. Its time domain in \( \mathbb{Z}_N \) and its frequency domain is \( (\mathbb{Z}_N/L) \cap [0, B/2] \). We partition the time-frequency domain in rectangles. For a rectangle \( R \), let \( \Pi_t R \) be its projection onto the time coordinate and \( \Pi_\omega R \) its projection onto the frequency coordinate. Since the time domain is discrete, the cardinality \( \#\Pi_t R \) is finite. Let \( s_1, s_2, \ldots, s_k \) be the IMF decomposition of \( s \). To a rectangle \( R \) we associate an energy defined as a sum of the average local energies of each IMF when the local frequency lies in \( \Pi_\omega R \), that is

\[
E_s(R) = \sum_{1 \leq j \leq k} \frac{1}{\#\Pi_t R} \sum_{\tau \in \Pi_t R} E_{s_j}(\tau) \mathbb{1}\left\{ \frac{N}{P_{s_j}(\tau)} \in \Pi_\omega R \right\}
\]

We recommend to choose the length of \( \Pi_t R \) comparable to the smallest filter length \( \ell(w_1) \) so that changes in high frequencies are well represented. Depending on the application, one may take sizes of rectangles of different sizes to cover the time and frequency domain.

The FIFogram of \( s \) is the plot of the step function that equals to \( E_s(R) \) on each rectangle \( R \). Sometimes one may want to discard small IMFs when plotting the FIFogram for a signal.

5 Numerical Examples

In this section we present a few examples of time frequency analysis of both synthetic and real world signals, and the ability of FIF to handle higher dimensional data. The double convolution filter \( w_0 \) that we use for these examples is obtained by taking \( \tilde{w} \) to be the stationary solution from a Fokker-Plank equation [2].

5.1 Synthetic signal

Consider a synthetic signal mixing a nonlinear chirp (rapid change in frequency) and a bandpass time–varying noise, Figure 1. This example was studied in other previous works, like for instance in [10].

Figure 1 compares the classical short time window spectrogram and FIFogram. As we see, the FIFogram is more concentrated on the time-frequencies used to generate the signal.

5.2 Piano recording

We consider the time frequency analysis of the first four notes of A vous dirais-je Maman.

The four notes from the right hand are Do Do Sol Sol in quarter notes and the left hand are Do Sol in half notes. Figure 3 shows the original recording, top row, and the 4-th, 5-th, 6-th, and 7-th IMFs, and their periodograms. We see that the 4-th IMF pick up the upper Sol, the next one the Do beat opening the piece. The left hand is captured by the 6-th and 7-th IMFs. We also see some harmonics of the notes, which reflects the fact that piano notes are complex sounds, especially on the lower register. Compare with spectrogram, we see in Figure 2 that
the FIFogram gives a sharper view of the notes. This example suggests that FIF may be of value for automatic scoring, which is useful for music transcription and its applications.

5.3 Global temperature

To show the ability of FIF to handle 2-dimensional data. The Earth’s air temperature measurements are made available through the NCEP/NCAR Reanalysis project. The original NCEP Reanalysis data have been provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA [8] and have been edited by the Climatic Research Unit, University of East Anglia [9]. They consists of measurements taken on a global grid at an altitude of 2 meters from the surface in Kelvin. In the top left panel of Figure 4 we plot the Earth’s air temperature measured on January 1, 2014 for a Quarter-Spherical window covering Eastern America and West/central Eurasia, precisely between 90°N - 0°N and 90°W - 90°E, as shown in the top right panel of Figure 4. In the other panels of Figure 4 we plot some of the IMFs produced using the MdFIF method. Regarding the ability of the method to extract meaningful decompositions, we observe that, for instance, in the middle right panel, the method identifies two dark blue areas which correspond to the Himalaya, on the right, and the USA Great Lakes region, on the left.
Figure 2: Time frequency representation of the first four quarter notes of the *A vous dirais-je Maman*. Left: Spectrogram. Right: FIFogram.

Figure 3: Top row: original piano recording and its periodogram. Next four rows: 4-th to 7th IMFs and their periodograms.
Figure 4: Top left: Earth’s air temperature (in K) on January 1, 2014, in a quarter-spherical window covering Eastern America and West/Central Eurasia. Top right: land and sea map corresponding to the data. Middle and bottom rows: some of the IMFs components generated by the MdFIF algorithm.
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