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Abstract

Using the multipolar expansion of the electrostatic energy, we have characterized the asymptotic interactions between an oxygen atom O(³P) and an oxygen molecule O₂(³Σ₉⁻), both in their electronic ground state. We have calculated the interaction energy induced by the permanent electric quadrupoles of O and O₂ and the van der Waals energy. On one hand we determined the 27 electronic potential energy surfaces including spin-orbit connected to the O(³P) + O₂(³Σ₉⁻) dissociation limit of the O–O₂ complex. On the other hand we computed the potential energy curves characterizing the interaction between O(³P) and a O₂(³Σ₉⁻) molecule in its lowest vibrational level and in a low rotational level. Such curves are found adiabatic to a good approximation, namely they are only weakly coupled to each other. These results represent a first step for modeling the spectroscopy of ozone bound levels close to the dissociation limit, as well as the low energy collisions between O and O₂ thus complementing the knowledge relevant for the ozone formation mechanism.
I. INTRODUCTION

The ozone molecule plays a crucial role in the physics and chemistry of the Earth atmosphere. However, a lot remains to be understood, especially about its formation, which is thought to take place in two steps [1]. Firstly, an oxygen atom O and an oxygen molecule O$_2$ collide to give a ro-vibrationally or electronically excited ozone complex O$_3^*$. Secondly, this complex stabilizes by inelastic collision with one surrounding atom or molecule, which is the so-called deactivation process. However, this second step takes place provided that the excited complex O$_3^*$ does not dissociate into O+O$_2$ before colliding with the surrounding gas. Characterizing the competition between deactivation on the one hand, and dissociation on the other hand, is the key point in order to understand quantitatively the ozone formation in the atmosphere.

In this respect, one of the most striking features of ozone physical chemistry is the unconventional isotopic effects that influence the competition between stabilization and dissociation of O$_3^*$ [2–6]. It became clear in recent years [7], that these isotopic effects were determined by the difference of zero-point energies $\Delta$ZPE of the O$_2$ isotopologues in the entrance and the dissociation channels. If $\Delta$ZPE > 0, dissociation is energetically unfavorable: the O$_3^*$ has a higher lifetime, and so is more likely to give stable O$_3$. On the contrary, if $\Delta$ZPE < 0, dissociation is energetically favorable, and it tends to dominate stabilization.

The unconventional isotopic effects were very well understood in the beginning of the 2000’s within the framework of the statistical RKRM (Rice-Kassel-Ramsperger-Marcus) theory [8, 9]. However, an adjustable parameter $\eta$ had to be added to that theory, in order to account for deviation from the energy equipartition theorem, after the formation of the O$_3^*$ molecule. Then, the need for first-principle studies of the ozone formation, especially based on quantum mechanics, became obvious. Since a full quantum treatment of the two-step process is beyond the possibilities offered by current computers, researchers are urged to focus on precise aspects of the process, e.g. highly-excited vibrational levels of O$_3$ [10–12], the influence of resonances [13, 14], or to use less demanding computational techniques, e.g. classical-trajectory [15] or mixed-quantum-classical calculations [16].

The common features of all those studies is that they need a reliable potential energy surface (PES), at least for the electronic ground state $\tilde{X}^1A_1$. Since the formation of stable O$_3$ involves a wide variety of geometries, from almost separated O and O$_2$, to tightly bound
O$_3$, one actually needs a *global* PES. Up to now, all the published PESs share the same general features. In particular when they are cut along the minimum-energy path, they all show a change in character between the inner and the asymptotic regions, which is due to an avoided crossing with an excited electronic state, also referred to as the transition state. However, there is still a controversy on whether this avoided crossing induces a potential barrier that goes above [17, 18] or below the dissociation limit [13, 19, 20], or on the contrary, a monotonic evolution of the potential energy as suggested by the most recent *ab initio* calculations [21].

Up to now, all the articles that aimed at describing the O–O$_2$ asymptotic region were based on quantum-chemical calculations of the ground-state and possibly the lowest excited-states PESs of O$_3$ [19, 22]. In the present paper, we propose an alternative method based on the multipolar expansion of the electrostatic potential energy between O and O$_2$, both in their electronic ground state. This method enables us to obtain, in a single calculation, the 27 spin-orbit PESs connected to the dissociation threshold O($^3P$)+O$_2$(X$^3\Sigma_g^-$). The calculated PESs are then functions of the electric properties, *i.e.* multipole moments and multipole polarizabilities, of the separated systems. This method is valid provided that the electronic clouds of O and O$_2$ do not overlap, that is for a O–O$_2$ distance larger than 8 Bohr. Such asymptotic PESs can then be used as a tool to check the quality of the *ab initio* PESs.

In this article, we use two complementary approaches to characterize the O–O$_2$ long-range interactions. In section III we consider the atom and the diatom at *fixed* geometries, that is at given inter-particle distances and bending angles. The obtained PESs can be directly connected to *ab initio* PESs. In section IIII we include in our model the vibration and rotation of O$_2$ which yields one-dimensional potential energy curves (PECs) depending on the O–O$_2$ distance. Such curves are relevant for the low energy dynamics of the O–O$_2$ complex, in particular to which extent the rotation of O$_2$ is hindered by the presence of O. These curves are also useful for modeling the vibrational levels of ozone close to its dissociation limit [10–12]. We discuss in section IV the way to connect both approaches which is done for the first time, to the best of our knowledge. Section V contains our conclusions and prospects.
II. ASYMPTOTIC ELECTRONIC POTENTIAL ENERGY SURFACES BETWEEN O AND O$_2$

As the two ground state particles O and O$_2$ are far away from each other, i.e. their electronic clouds do not overlap, we use the Jacobi coordinates to describe the PESs. The body-fixed frame associated to the O–O$_2$ complex has its z axis connecting O to the center of mass of O$_2$. The x axis is perpendicular to the z axis and is located in the plane of the three atoms; the y axis is perpendicular to this plane. We also introduce the coordinate system $x_d y_d z_d$ linked to the O$_2$ diatom. The axes $z_d$ and $x_d$ are related to $z$ and $x$ by a rotation of angle $\theta$ about the $y_d \equiv y$ axis. We denote as $r$ the interatomic distance in the O$_2$ molecule, and $R$ the distance between the O atom and the center of mass of O$_2$. The formalism presented in this section allows for calculating three-dimensional PESs depending on $R$, $r$ and $\theta$. In the following, we set $r \equiv r_e = 2.282 a_0$ ($a_0 = 0.0529177$ nm is the Bohr radius and the atomic unit for distances) at the equilibrium distance of O$_2$ without loss of generality for our purpose.

A. Model

The calculations below are based on the formalism described in Ref. [23], and used in Ref. [24]. The quantities referring to O and O$_2$ are respectively characterized by the subscripts “a” after “atom” and “d” after “diatom”. The starting point of our model is the multipole expansion in inverse powers of $R$ of the electrostatic energy between two charge distributions “a” and “d” (see [23], Eqs. (2) and (3))

$$\hat{V}_{ad} = \sum_{\ell_a \ell_d} \frac{1}{R^{1+\ell_a+\ell_d}} \sum_{m=-\ell_<}^{+\ell_<} g_m(\ell_a, \ell_d) \hat{Q}^m_{\ell_a} \hat{Q}^{-m}_{\ell_d}$$

with $\ell_<=\min(\ell_a, \ell_d)$ and [25]

$$g_m(\ell_a, \ell_d) = \frac{(-1)^{\ell_d(\ell_a + \ell_d)!}}{\sqrt{(\ell_a + m)!}(\ell_a - m)!(\ell_d + m)!((\ell_d - m)!}}.$$  

In Eq. (1), $\hat{Q}^m_{\ell_a}$ ($\hat{Q}^{-m}_{\ell_d}$) is the $\ell_a$– ($\ell_d$–) rank and $m$–($-m$–)component multipole-moment operator of the atom (diatom) expressed in the $xyz$ coordinate system. The multipole
moments of the diatom is conveniently expressed as
\[
\hat{Q}^m_\ell_d = \sum_{m_d=\pm \ell_d} d^{\ell_d}_{-m_m m_d}(\theta) \hat{q}^{m_d}_{\ell_d},
\]
where \(\hat{q}^{m_d}_{\ell_d}\) is the multipole moment operator of the diatom expressed in the \(x_d y_d z_d\) coordinate system, and \(d^{\ell_d}_{-m_m m_d}(\theta)\) is the reduced Wigner function, which characterizes the rotation from the \(x_d y_d z_d\) to the \(xyz\) frame.

The multipolar expansion (1) is valid provided that the electronic wave functions of O and O\(_2\) do not overlap. This condition is fulfilled for distances \(R\) larger than the so-called LeRoy radius \(R_{LR} = 2\{\sqrt{\langle r^2 \rangle_O} + \sqrt{\langle r^2 \rangle_{O_2}}\} \approx 8a_0\), where the mean squared radius of the electronic wave function in O is \(\langle r^2 \rangle_O = 2.001a_0\). The quantity \(\sqrt{\langle r^2 \rangle_{O_2}} \approx r_e/2 + \langle r \rangle_O\) is roughly evaluated from the equilibrium distance \(r_e = 2.282a_0\) of O\(_2\) and the mean radius of the electronic wave function in O \(\langle r \rangle_O = 1.24a_0\).

In this work, we calculate the two leading terms of the \(R^{-n}\) expansion for \(R > R_{LR}\): the first-order term reflecting the interaction between the permanent quadrupole moments of O and O\(_2\) (\(\ell_a = \ell_d = 2\)) scaling as \(R^{-5}\), and the second-order (Van der Waals) term related to the interaction between the induced dipole moments (\(\ell_a = \ell_d = 1\)) scaling as \(R^{-6}\). While generally tedious to obtain from \textit{ab initio} calculations higher-order contributions may also be significant around \(R_{LR}\). For instance, assuming that the maximal values of the \(C_6\) and \(C_8\) coefficients for the O-O\(_2\) interaction are half of those for O\(_2\)-O\(_2\) [27], we obtain \(C_6 \approx 31\) a.u. (close to the values obtained in the present work, see next section) and \(C_8 \approx 1291\) a.u.. At \(R = 8a_0\) the \(C_8\) term would then represent at most 64% of the \(C_6\) one and 41% at \(R = 10a_0\). Therefore our work provides the essentials of the long-range interaction between O and O\(_2\).

In order to match the present asymptotic expansions to the \textit{ab initio} calculations, the safest way is to use the \(C_5\) and \(C_6\) values determined below to fit the long-range part of the \textit{ab initio} PESs beyond \(R_{LR}\) and to extract the related higher-order terms. Another possibility would be to directly compute the next term \(C_8\), but this beyond the scope of the present paper.

1. Zeroth-order energies and state vectors

The oxygen atom is in an arbitrary fine-structure level \(|J_a M_a\rangle\) of its ground state \(^3P_{J_a M_a}\), where \(J_a\) is the total angular momentum with projection \(M_a\) on the z axis, resulting from
the sum of the projections $M_{La}$ and $M_{Sa}$ of the orbital $L_a$ and spin $S_a$ angular momenta of the atom, respectively. Since the spin-orbit constant $A_O$ of oxygen is negative ($A_O = -79.1 \text{ cm}^{-1}$), the $^3P_2$ fine-structure level is the lowest in energy.

The ground electronic state $^3\Sigma_g^-$ of O$_2$ has an orbital angular momentum projection $\Lambda_d = 0$ on the $z_d$ axis and a spin $S_d = 1$ with projection $\Sigma_d$ on $z_d$. The fine structure in the O$_2$ energy spectrum induced by the spin-spin interaction writes

$$\langle \Lambda_d S_d \Sigma_d | \hat{H}_{SS} | \Lambda_d S_d \Sigma_d \rangle = \left\langle \frac{\lambda(r)}{2} \left(3 \hat{S}_z^2 - \hat{S}^2 \right) \right\rangle = \frac{\lambda(r)}{2} \left(3 \Sigma_d^2 - S_d (S_d + 1) \right), \quad (4)$$

where $\lambda(r)$ is the (r-dependent) spin-spin constant, with $\lambda(r_e) = 1.980 \text{ cm}^{-1}$ \[28\]. The interaction between the electric multipole moments of O and O$_2$ only depends on the spatial coordinates of the electrons and the nuclei so that we will ignore the O$_2$ fine structure in the following. Assuming an energy origin at the $^3P_2$ oxygen level and at the O$_2$ ground level, the zeroth-order energy is

$$E_0 = \frac{A_O}{2} (J_a (J_a + 1) - 6), \quad (5)$$

corresponding to the unperturbed state vectors $|\Psi_0\rangle = |J_a M_a \rangle |\Lambda_d \Sigma_d\rangle$.

2. \textit{First-order quadrupole-quadrupole interaction}

The first-order quadrupole-quadrupole interaction is obtained by setting $\ell_a = \ell_d = 2$ and $n = 5$ in Eq. (3) of Ref. \[23\]. Since $L_a = S_a = 1$, we can rewrite Eqs. (4)-(5) of Ref. \[23\] as

$$E_{\text{elec}}^{J_a M_a J'_a M'_a \Lambda_a \Sigma_a \Lambda'_d \Sigma'_d} (r, R, \theta) = \frac{1}{R^5} \delta_{\Sigma_d \Sigma'_d} \sum_{M_{La} M_{Sa}} C^J_{1M_{La}1M_{Sa}} \times \sum_{M'_{La} M'_{Sa}} C^{J'_{1M'_{La}1M'_{Sa}}} \delta_{M_{Sa} M'_{Sa}} \times \frac{\lambda(r)}{2} \left(3 \Sigma_d^2 - S_d (S_d + 1) \right), \quad (6)$$

where $m_d$ refers to the components of the 2-rank tensor in the diatom frame, $C^c_{aab\beta} = \langle aab\beta | c\gamma \rangle$ is the compact expression of Ref. \[29\] for the Clebsch-Gordan coefficients, and where

$$i'j'V_{52mm_d}^{\text{elec}}(r) = g_m (\ell_a, \ell_d) \langle 1M_{La} | \hat{Q}^m_2 | 1M'_{La} \rangle \langle \Lambda_d | \hat{q}^{m_d}_2 (r) | \Lambda'_d \rangle \quad (7)$$
The superscripts $i, i'$ and $j, j'$ designate in a compact way the quantum numbers of $O$ and
$O_2$, respectively, i.e. $i = \{L_a = 1, M_{La}\}$, $i' = \{L'_a = 1, M'_{La}\}$, $j = \{\Lambda_d = 0, \Sigma_d\}$ and
$j' = \{\Lambda'_d = 0, \Sigma'_d \equiv \Sigma_d\}$. As the $O_2$ electronic ground state is of $\Sigma$ symmetry the only non-
zero component of the quadrupole operator is $q(r) = \langle \Lambda_d = 0 | \hat{q}_2^{m_d=0} | \Lambda_d = 0 \rangle$. In Eq. (7)
we only keep the quantum numbers which are not fixed: $ii'jj'$, $V_{52mm_d}^{\text{elec}}$ and $E_{\text{elec}}^{J_aM_aJ'_aM'_a\Lambda_d\Sigma_d\Lambda'_d\Sigma'_d}$
can be simplified to $M_{La}M_{La}'V_{52mm_m}^{\text{elec}}$ and $E_{\text{elec}}^{J_aM_aJ'_aM'_a}$ respectively.

Using the Wigner-Eckart theorem, we can connect all matrix elements of $O$ quadrupole
moment to a single one, say that for which $M_{La} = M'_{La} = m = 0$,

$$\langle 1M_{La} | \hat{Q}_2^m | 1M'_{La} \rangle = (-1)^{M_{La}'} \sqrt{\frac{15}{2}} \begin{pmatrix} 1 & 2 & 1 \\
-M_{La} & m & M'_{La} \end{pmatrix} Q,$$

(8)

with $Q = \langle 10 | \hat{Q}_2^0 | 10 \rangle$, and where the symbol (...) is a Wigner 3-j symbol, which imposes
$M_{La} = M'_{La} + m$.

3. Second-order dipole-dipole interaction

The second-order interaction scales as $R^{-6}$ and results from the dispersion term due to the
induced dipole-induced dipole interaction. It is calculated by setting $\ell_a = \ell'_a = \ell_d = \ell'_d = 1$
and $n = 6$ in Eqs. (6)-(10) of Ref. 23. In this case, the coupled polarizabilities (Eq. (7)
of Ref. 23) are tensors which can be of rank $L_a = 0, 2$ and $L_d = 0, 2$, for $O$ and $O_2$
respectively. Then, the dispersion energy (see Eq. (8) of Ref. 23) can be written as a sum
of an isotropic ($L_d = 0$, i.e. $\theta$-independent) and an anisotropic contribution ($L_d = 2$, i.e.
$\theta$-dependent)

$$E_{\text{disp}}^{J_aM_aJ'_aM'_a}(r, R, \theta) = -\frac{1}{R^6} \delta_{\Sigma_d\Sigma'_d} \sum_{M_{La}M_{Sa}} C_{1M_{La}1M_{Sa}}^{J_aM_a} \times \sum_{M'_{La}M'_{Sa}} C_{1M'_{La}1M'_{Sa}}^{J'_aM'_a} \delta_{M_{Sa}M'_{Sa}}$$

$$\times \left( M_{La}M'_{La}V_{6000}^{\text{disp}}(r) + \sum_{M=-L_d}^{L_d} \sum_{M_a=-2}^{2} M_{La}M'_{La}V_{62MM_d}^{\text{disp}}(r)d^2_{-M,M_d}(\theta) \right)$$

(9)

with $L_d = \min(L_a, L_d = 2) \equiv L_a$. Note that in Eq. (9), the labels for $E_{\text{disp}}$ and $V_{\text{disp}}$ have
been simplified in the same way as for the first-order term (see text after Eq. (7)).

The dispersion coefficients $M_{La}M'_{La}V_{6\ell_d\ell_M\ell_d}(\theta)$ (given by Eq. (9) of Ref. 23) depend on
dynamical polarizabilities at imaginary frequencies. They are conveniently expressed in terms
of coupled polarizabilities for O and O₂ respectively, following the definitions introduced in Ref. [30]

\[ M_{La}^{M_{La}'} \alpha_{(11)} (i\omega) = \sum_{m_1m_1'} \langle 1m_1m_1| L_a M_1 | M_{La}^{M_{La}'} \alpha_{1m_1m_1'} (i\omega) \rangle, \]

(10)

\[ \alpha_{(11)} L_a M_1 (i\omega; r) = \sum_{q_1q_1'} \langle 1q_1q_1'| L_d M_1 \rangle \alpha_{1q_1q_1'} (i\omega; r) \]

(11)

The uncoupled dynamic polarizabilities \( M_{La} \alpha_{1010} \equiv M_{La} \alpha_{zz} \) for the \( M_{La} \) sublevels of \( \text{O}(^3P) \) assuming an electric field polarized in the \( z \) direction

\[ M_{La} \alpha_{zz} (i\omega) = \sum_{k=-N}^{N-1} \left( M_{La} a_k \right) \times (i\omega)^{2k} / \left( 1 + \sum_{k=1}^{N} \left( M_{La} b_k \right) \times (i\omega)^{2k} \right), \]

(12)

have been calculated by one of us using \([N,N-1]\) Padé approximants \((M_{La} a_k)\) and \((M_{La} b_k)\) [31] reported in the supplementary material [32] for convenience, and published elsewhere [33]. For \( \text{O}(^3P) \) we obtain

\[ M_{La} \alpha_{zz} (i\omega) = -M_{La} = 0 \alpha_{zz} (i\omega) + 2M_{La} = \pm 1 \alpha_{zz} (i\omega) / \sqrt{3}, \]

(13)

\[ M_{La} M_{La}^{M_{La}'} \alpha_{(11)2M} (i\omega) = (-1)^{1-M_{La}} \sqrt{5} \left( \begin{array}{cc} 1 & 2 \\ -M_{La} & M \end{array} \right) M_{La}^{M_{La}'} \right) \times \left( M_{La} = \pm 1 \alpha_{zz} (i\omega) - M_{La} = 0 \alpha_{zz} (i\omega) \right). \]

(14)

Similarly the coupled dynamical polarizabilities of \( \text{O}_2 \) \( \alpha_{(11)} L_d M_d \) are related to the \( (r\text{-dependent}) \) uncoupled ones \( \alpha_{1010} (i\omega; r) = \alpha_{\parallel} (i\omega; r) \) (the parallel component along \( z_d \)) and \( \alpha_{11-1} (i\omega; r) = -\alpha_{\perp} (i\omega; r) \) (the perpendicular component with respect to \( z_d \)) according to [23]

\[ \alpha_{(11)00} (i\omega; r) = -\alpha_{\parallel} (i\omega; r) + 2\alpha_{\perp} (i\omega; r) / \sqrt{3}, \]

(15)

\[ \alpha_{(11)2M_d} (i\omega; r) = \sqrt{2 / 3} \delta_{M_d} \left( \alpha_{\parallel} (i\omega; r) - \alpha_{\perp} (i\omega; r) \right). \]

(16)

Note that just like \( m_d \) (see Eqs. [6] and [7]), \( M_d \) is zero because \( \text{O}_2 \) is in a \( \Sigma \) electronic state.

B. Asymptotic PESs: results and discussions

We have calculated the permanent quadrupole moment \( Q \) of \( \text{O}(^3P) \) (see Eq. [8]), with the CASSCF method, in a full-valence active space including 6 electrons and 5 orbitals.
TABLE I. Quadrupole moment $Q$ and static dipole polarizabilities $^{M_{L=0}}\alpha_{zz}(\omega = 0)$ (in a.u.) for O($^3P$). All values are expressed in atomic units.

| Ref.          | $Q$  | $^{M_{L=0}}\alpha_{zz}$ | $^{M_{L=1}}\alpha_{zz}$ |
|---------------|------|--------------------------|--------------------------|
| This work$^a$ | -0.95| 5.64                     | 4.83                     |
| Ref. [34]$^b$ | -0.95| -                        | -                        |
| Ref. [35]$^c$ | -    | 5.86                     | 4.94                     |
| Ref. [36]$^d$ | -1.02| 5.91                     | 4.89                     |
| Ref. [36]$^e$ | -1.04| 6.08                     | 4.99                     |

$^a$Full valence CASSCF(6e,5o) with aug-cc-pVQZ basis set
$^b$CCSD(T) with aug-cc-pV5Z basis set
$^c$CCSD(T) with quadruple-ζ GTO/CGTO basis set
$^d$CASSCF and $^e$CASPT2 both with triple-ζ GTO/CGTO basis set

and an "aug-cc-pVQZ" basis set. Our value $Q = -0.95$ a.u., is in very good agreement with the value obtained with the CCSD(T) using quadruple-ζ (or higher) basis set of similar quality to the one presently used (Table I). This indicates that the contribution of dynamical electron correlation effects which are missing in our CASSCF treatment can safely be neglected, provided that sufficiently large basis sets and active space are used. Only static dipole polarizabilities ($\omega = 0$) have been reported up to now in the literature, and Table I shows that our value obtained from Eq. (12) is in satisfactory agreement with other published values.

The available values of the permanent quadrupole moment and static dipole polarizabilities of O$_2$(X$^3\Sigma_g^-$) are shown in Table II. In the present work, the quadrupole moment $q(r) = \langle \Lambda_d = 0 | \hat{q}_2^0 | \Lambda_d = 0 \rangle$ is taken from Ref. [37], where it is calculated at the equilibrium distance $r_e = 2.282$ a.u. and for the lowest vibrational level $v_d = 0$ using an harmonic-oscillator approximation. The dynamic dipole polarizabilities are taken from the semi-empirical dipole-oscillator-strength distribution (DOSD) values of Ref. [38]. All quantities regarding O$_2$ are in good agreement with the best recommended ab initio values of Ref. [27] as well as with experimental values.

Tables III and IV present the long-range multipolar coefficients at the first (electrostatic)
TABLE II. Quadrupole moment \( q \), and parallel \( \alpha^\parallel(\omega = 0) \) and perpendicular \( \alpha^\perp(\omega = 0) \) static dipole polarizabilities (in a.u.) for \( \text{O}_2(X^3\Sigma_g^-) \). All values calculated \textit{ab initio} are given at the equilibrium distance \( r_e = 2.282 \text{ a.u.} \) and are expressed in atomic units. The value in parenthesis is calculated for for the lowest vibrational level following Ref. [37].

| Method          | \( q \)         | \( \alpha^\parallel \) | \( \alpha^\perp \) |
|-----------------|-----------------|-------------------------|-------------------------|
| Ref. [37]\textsuperscript{a} | -0.2530 (-0.2273) |                         |                         |
| Ref. [38]\textsuperscript{b} |                         | 15.29                   | 8.24                    |
| Ref. [27]\textsuperscript{c} | -0.2251         | 15.367                  | 8.228                   |
| Experimental    | -0.3\( \pm \)0.1\textsuperscript{d} | 15.7\( \pm \)0.3\textsuperscript{e} | 8.4\( \pm \)0.3\textsuperscript{e} |
|                 | -0.25\textsuperscript{f}                  | 15.37\textsuperscript{g} | 8.22\textsuperscript{g} |

\( ^a \) CBS-CASSCF+1+2  
\( ^b \) semi-empirical DOSD values  
\( ^c \) Recommended values: CAS(12e-14o)-ACPF calc. with aug-cc-pV5Z basis set  
\( ^d \) optical birefringence [39]  
\( ^e \) vibration rotation Raman spectroscopy [40]  
\( ^f \) pressure-induced far-infrared spectrum [41]  
\( ^g \) depolarization ratios [42]

TABLE III. Long-range non-zero \( M_{La}M'_{La}V_{52m0}^{\text{elec}} \) electrostatic coefficients (in atomic units, see Eq. (7)) for the \( \text{O}(^3P) + \text{O}_2(X^3\Sigma_g^-) \) interaction at \( r = r_e = 2.282 \text{ a.u.} \) and for the lowest vibrational level \( v_d = 0 \) using the data of Table II.

| \( M_{La} \) | \( M'_{La} \) | \( m \) | \( V_{5}^{\text{elec}}(r_e) \) | \( V_{5}^{\text{elec}}(v_d = 0) \) |
|------------|-------------|-------|-----------------|-----------------|
| \( \pm 1 \) | \( \pm 1 \) | 0     | -0.721          | -0.647          |
| \( \pm 1 \) | \( 0 \)     | \( \pm 1 \) | 0.832           | 0.748           |
| \( \pm 1 \) | \( \mp 1 \) | \( \pm 2 \) | -0.294          | -0.264          |
| 0          | \( \pm 1 \) | \( \mp 1 \) | -0.832          | -0.748          |
| 0          | 0           | 0     | 1.442           | 1.295           |
TABLE IV. Long-range non zero $M_{L_a}M'_{L_a}V_{6\mathcal{L}_dM_0}^{\mathrm{disp}}$ dispersion coefficients (in atomic units, see Eq. (9)) for the $O(^3P) + O_2(X^3\Sigma^-_g)$ interaction at $r = r_e = 2.282$ a.u..

| $M_{L_a}$ | $M'_{L_a}$ | $\mathcal{M}$ | $\mathcal{L}_d$ | $V_6^{\mathrm{disp}}$ |
|-----------|-----------|--------------|-------------|-----------------|
| $\pm 1$   | $\pm 1$   | 0            | 0           | -30.24          |
| $\pm 1$   | $\pm 1$   | 0            | 2           | -3.665          |
| $\pm 1$   | 0         | $\pm 1$     | 2           | -0.253          |
| $\pm 1$   | $\mp 1$   | $\pm 2$     | 2           | 0.179           |
| 0         | $\pm 1$   | $\mp 1$     | 2           | 0.253           |
| 0         | 0         | 0            | 0           | -31.511         |
| 0         | 0         | 0            | 2           | -4.322          |

and second (dispersion) orders of the perturbation theory for the matrix elements of $O + O_2$. The $M_{L_a}M'_{L_a}V_{52m_0}^{\mathrm{elec}}$ and $M_{L_a}M'_{L_a}V_{6\mathcal{L}_dM_0}^{\mathrm{disp}}$ coefficients are given for each $(M_{L_a}, M'_{L_a})$ pair and for various values of $m$, $\mathcal{L}_d$ and $\mathcal{M}$ at $r = r_e = 2.282$ a.u., and also when the relevant quantities are averaged over the $v_d = 0$ level of $O_2$ for the former. As already mentioned previously, the maximum value of the dispersion coefficients are about half of those for the $O_2 + O_2$ long-range interaction of Ref. [27] which represents a good test of the consistency of the calculations.

Asymptotic PESs are obtained after diagonalizing the total interaction potential matrix with elements

$$E_{\mathrm{tot}}^{J_aJ'_aM_aM'_a}(r, R, \theta) = \delta_{J_aJ'_a} \delta_{M_aM'_a} E_0 + E_{\mathrm{elec}}^{J_aM_aJ'_aM'_a}(r, R, \theta) + E_{\mathrm{disp}}^{J_aM_aJ'_aM'_a}(r, R, \theta),$$

(17)

in the subspace spanned by $J_a$ and $M_a$. Figure I displays one-dimensional cuts of these PESs at $r = r_e = 2.282$ a.u. either for a fixed bending angle ($\theta = 0$, Fig. I(a)) or at a given $O$-$O_2$ distance ($R = 10$ a.u., Fig. I(b)). In Fig. I(b) we note that the first two states degenerate into a $\Pi$ state for collinear arrangements ($\theta = 0$ and $180^\circ$). Dispersion contributions are noticeable in asymptotic ozone and change slightly the anisotropy of the ground-state potential which, however, remains almost isotropic. The second $A'$ state becomes attractive after inclusion of dispersion energies.

Inclusion of spin-orbit splitting lifts the degeneracy of the states and twenty-seven states arise from the interaction of $O(^3P_{J_a})$ with $O_2(X^3\Sigma^-_g)$, which reduce to nine states if we neglect
FIG. 1. Asymptotic PESs for the three electronic states $1A'$ (solid line), $1A''$ (dashed-dotted line) and $2A'$ (dashed line) correlated to $O(^3P) + O_2(X^3Σ_g^-)$ for $r = r_e = 2.282$ a.u.. (a) at $θ=0°$; (b) at $R = 10$ a.u.. In (b), the curves with filled circles refer to the PES when only quadrupole-quadrupole terms are included.

the $O_2$ fine-structure (Fig. 2(a)). The angular dependence of the five states correlated to the $O(^3P_2) + O_2(X^3Σ_g^-)$ limit are displayed for $R = 10$ a.u. on Fig. 2(b), where the influence of the spin-orbit interaction of $O(^3P_2)$ on the anisotropy of the PES is clearly visible.
III. ASYMPTOTIC POTENTIAL ENERGY CURVES BETWEEN O AND O$_2$ IN A GIVEN ROVIBRATIONAL LEVEL

A. Model

The calculations presented in this section are based on our previous work on Cs(6$p^2P$)–Cs$_2$(1$\Sigma_g^+$, $v_d = 0, N_d$) performed in the context of ultracold gases. The main differences are that the present work deals (i) with a ground-state atom, and (ii) with a
triplet molecule \( (S_d = 1) \).

When an oxygen atom approaches a rovibrating \( O_2 \) molecule from large distances, the rotational levels of \( O_2 \) are coupled by the electric field induced by \( O \). We focus on the derivation of one-dimensional long-range potential energy curves (PECs) for the \( O–O_2 \) complex depending on \( R \), thus describing the interaction in the frame \( xyz \) linked to the complex. In other words we leave out here the mutual rotation of \( O \) and \( O_2 \).

The quantities regarding the oxygen atom are expressed here in the fine-structure basis \( |J a M a\rangle \) and are identical to those of Section II. To stress the differences with the fixed-geometry problem for the diatom, all the quantities \( X \) that are averaged over \( O_2 \) vibrational wave functions are overlined \( (\overline{X}) \). Note that the effects of centrifugal distortion on those wave functions will be ignored.

1. Zeroth-order energies and state vectors

We consider that the \( O_2 \) molecule lies in its ground vibrational level \( v_d = 0 \). In addition to the electronic quantum numbers \( \Lambda_d = 0 \), \( S_d = 1 \) and \( \Sigma_d \) of \( O_2 \), we introduce the quantum numbers for the (electronic+nuclear) orbital angular momentum \( N_d \), for the orbital+spin angular momentum \( J_d \) \( (|N_d - 1| \leq J_d \leq N_d +1) \), and the corresponding projections \( M_d \), \( M_{N_d} \) (and \( M_{S_d} \) for \( S_d \)) on the \( z \) axis. Here we limit our study to the \(^{16}O_2 \) isotopologue allowing for odd values of \( N_d \) only \[46\]. All the matrix elements will be given in the fine-structure basis \( |(N_dS_d)J_dM_d\rangle \equiv |N_dJ_dM_d\rangle \), connected to the \( |N_dM_{N_d}S_dM_{S_d}\rangle \) basis by

\[
|N_dJ_dM_d\rangle = \sum_{M_{N_d}M_{S_d}} C^{J_dM_d}_{N_dM_{N_d}S_dM_{S_d}} |N_dM_{N_d}S_dM_{S_d}\rangle,
\]

where \( C^{J_dM_d}_{N_dM_{N_d}S_dM_{S_d}} = \langle N_dM_{N_d}S_dM_{S_d}|J_dM_d\rangle \) denotes a Clebsch-Gordan coefficient.

In its ground electronic state, \( O_2 \) belongs to Hund’s case b, i.e. \( N_d \) is considered as a good quantum number. The rotational spectrum is dominated by the free-rotator contribution \( \overline{B}_{vd} N_d^2 \), with \( \overline{B}_{vd=0} = \overline{B}_0 = 1.438 \text{ cm}^{-1} \[46\]. The matrix element of the spin-spin interaction
(Eq. 10) are expressed in the $|J_dM_d\rangle$ basis (see Sec. III of the supplementary material [32])
\[
\bar{E}_{SS} = \langle J_dM_d|\hat{H}_{SS}|J_dM_d\rangle \\
= (-1)^{1+J_d} \frac{2\sqrt{30}}{3} (2N_d + 1) \overline{\lambda}_0 \\
\times \left\{ \begin{array}{cc}
N_d & 1 \\
1 & N_d
\end{array} \right\} \left( \begin{array}{cc}
N_d & 2 \\
0 & 0
\end{array} \right),
\]
(Eq. (19))
where the spin-spin coupling constant $\overline{\lambda}_0 = \overline{\lambda}_{vd=0} = 1.983$ cm$^{-1}$ is taken from Ref. [28]. The spin-spin interaction results into the splitting of the fine-structure rotational levels $J_d$ inside a given manifold $N_d$. The spin-rotation interaction $\hat{H}_{SR} = \overline{\mu}_{vd=0} \hat{N}_d \cdot \hat{S}_d$ is characterized by a coupling constant $\overline{\mu}_{vd=0} = 8.43 \times 10^{-3}$ cm$^{-1}$ [28], much smaller than $\overline{\lambda}_0$, and will be neglected in what follows.

The zeroth-order energy $\overline{E}_0$ is the sum of the atomic spin-orbit, the molecular rigid-rotator and the spin-spin interactions
\[
\overline{E}_0 = \frac{A}{2} (J_a (J_a + 1) - 6) + \overline{B}_0 (N_d (N_d + 1) - 2) + \overline{E}_{SS},
\]
(Eq. (20))
corresponding to unperturbed state vectors $|\Psi_0\rangle = |J_aM_a\rangle |N_dJ_dM_d\rangle$. The origin of energies $\overline{E}_0 = 0$ is fixed to the $\text{O}^3P_2 + \text{O}_2(v_d = 0, N_d = 1)$ dissociation limit.

2. First-order quadrupole-quadrupole interaction

The quadrupole moment matrix elements of the vibrating and rotating $\text{O}_2$ molecule is obtained by starting from Eq. (12) of Ref. [44] written in the $|N_dM_dS_dM_{S_d}\rangle$ basis, and by applying the transformation to the fine-structure basis $|N_dJ_dM_d\rangle$ (Eq. (18))
\[
\langle v_d = 0, N_dJ_dM_d|\hat{Q}_2^{-m}|v_d = 0, N'_dJ'_dM'_d\rangle = (-1)^{1+J_d+J'_d-M'_d} \overline{\varphi}_0 \sqrt{(2J_d + 1)(2J'_d + 1)} \\
\times \sqrt{(2N_d + 1)(2N'_d + 1)} \begin{array}{cc}
N_d & 2 \\
0 & 0
\end{array} \\
\times \left\{ \begin{array}{cc}
N'_d & 1 \\
J_d & 2
\end{array} \right\} \left( \begin{array}{cc}
J'_d & 2 \\
-M_d & -m
\end{array} \right) \\
\times \left\{ \begin{array}{cc}
N'_d & 1 \\
J_d & 2
\end{array} \right\} \\
\times \left\{ \begin{array}{cc}
J_d & 2 \\
-M_d & -m
\end{array} \right\},
\]
(Eq. (21))
where we use the expansion of the product of three Clebsh-Gordan coefficients (see Eq. (2) of the supplementary material [32]), and where
\[
\overline{\varphi}_0 = \overline{\varphi}_{vd=0} = \int_0^{+\infty} dr (\psi_{vd=0}(r))^2 q(r)
\]
(Eq. (22))
is the quadrupole operator averaged over the vibrational wave function $\psi_{v_d=0}(r)$. Its value $\mathbf{g}_0 = -0.2273$ a.u. is taken from Ref. [37]. The properties of the 3-j and 6-j symbols impose that $N_d' = N_d, N_d \pm 2$ and $J_d' = J_d, J_d \pm 1, J_d \pm 2$.

The $R$-dependent quadrupole-quadrupole matrix element reads

$$E_{\text{elec}} \left( J_a M_a J_a' M_a' N_d J_d N_d' J_d' M_d' (v_d = 0, R) \right) = \frac{1}{R^6} \sum_{m=-2}^{2} g_m(2, 2) \langle J_a M_a | \hat{Q}_2^m | J_a' M_a' \rangle \times \langle v_d = 0, N_d J_d M_d | \hat{Q}_2^m | v_d = 0, N_d' J_d' M_d' \rangle,$$

(23)

where $g_m(2, 2)$ is given by Eq. [2]. Note that the atomic quadrupole moment, expressed in the fine-structure basis, is related to the one in the $| M_L a M_S a \rangle$ basis (see Eq. [8]),

$$\langle J_a M_a | \hat{Q}_2^m | J_a' M_a' \rangle = \sum_{M_L a M_S a} \sum_{M_L' a M_S'} \sum_{M_L' a M_S'} C_{J_a M_a} C_{J_a' M_a'} \times \delta_{M_S a M_S'} \langle 1 M_L a | \hat{Q}_2^m | 1 M_L' a \rangle.$$

(24)

3. Second-order dipole-dipole interaction

In order to calculate the dispersion term in $R^{-6}$, we use the approach of Refs. [43, 44], adapted with the notations of the present paper. In the atomic and molecular fine-structure bases, the matrix elements associated with the second-order dipole-dipole interaction reads

$$E_{\text{disp}} \left( J_a M_a J_a' M_a' N_d J_d N_d' J_d' M_d' (R) \right) = -\frac{1}{2 \pi R^6} \sum_{m, m'} g_m(1, 1) g_{m'}(1, 1) \times \int_0^{+\infty} d\omega \int_0^{+\infty} d\omega \langle J_a M_a J_a' M_a' \alpha_{1m1m'}(i\omega) \times N_d J_d N_d' J_d' M_d' \alpha_{1-m1-m'}(i\omega) \rangle,$$

(25)

where $J_a M_a J_a' M_a' \alpha_{1m1m'}(i\omega)$ and $N_d J_d N_d' J_d' M_d' \alpha_{1-m1-m'}(i\omega)$ are the uncoupled dipole polarizabilities at imaginary frequencies, for the atom and the molecule respectively. Note that these polarizabilities are related to the ones defined in Ref. [43] according to $xx' \alpha_{1m1m'}(i\omega) = [(-1)^m]^{xx'} M_x M_x' (i\omega)$, where $x$ stands for the set of atomic or molecular quantum numbers (see Ref. [43], Eqs. (13) and (14)). The polarizabilities of O expressed in the fine-structure
basis reads

\[ J_{a,M_a} J'_{a',M'_a} \alpha_{1111'}(i\omega) = \sum_{M_{La} M_{La}'} \sum_{M_{La} M_{La}'} C_{1M_{La}1M_{La}'} J_{a,M_a} J'_{a',M'_a} \delta_{M_{La} M_{La}'} \times \delta_{M_{La} M_{La}'} \alpha_{1111'}(i\omega). \]  

(26)

where \( M_{La} M_{La}' \alpha_{1111'}(i\omega) \) are the polarizabilities in the \(|M_{La} M_{Sa}\rangle\) basis (see Eqs. (13) and (14)).

For \( \text{O}_2 \), the polarizabilities \( J_{a,M_a} J'_{a',M'_a} \alpha_{1111'} \) are calculated in Sec. IV of the supplementary material [32], starting from our previous work [43, 44]. We obtain finally

\[ N_{d} J_{d} M_{d} N'_{d} J'_{d} M'_{d} \alpha_{1111'}(i\omega) = (-1)^{m} \delta_{J_{d} J'_{d}} \delta_{M_{d} M'_{d}} \delta_{m_{d} m'_{d}} \frac{\alpha^{\parallel}(i\omega) + 2\alpha^{\perp}(i\omega)}{3} \]

\[ + \sqrt{\frac{10}{3}} \sqrt{(2N_{d} + 1)(2N'_{d} + 1)(2J_{d} + 1)(2J'_{d} + 1)} \]

\[ \times (-1)^{1+J_{d}+J'_{d}-M'_{d}} \left\{ \begin{array}{c} N'_{d} 1 \ J_{d} \\ J_{d} 2 \ N_{d} \end{array} \right\} \left( \begin{array}{ccc} N_{d} & 2 & N'_{d} \\ 0 & 0 & 0 \end{array} \right) \]

\[ \times (\alpha_{0}^{\parallel}(i\omega) - \alpha_{0}^{\perp}(i\omega)) \]

\[ \times \left( \begin{array}{ccc} 2 & 1 & 1 \\ M_{d} - M_{d} & m & m' \end{array} \right) \left( \begin{array}{ccc} J_{d} & 2 & J'_{d} \\ -M_{d} & M_{d} - M'_{d} & M'_{d} \end{array} \right), \]

(27)

where \( \alpha_{0}^{\parallel} = \alpha_{v=0}^{\parallel} \) and \( \alpha_{0}^{\perp} = \alpha_{v=0}^{\perp} \) are the parallel and perpendicular polarizabilities of \( \text{O}_2 \) in its vibrational ground level. Equation (27) is a sum of two contributions: The first term, proportional to the so-called isotropic polarizability \( (\alpha_{0}^{\parallel} + 2\alpha_{0}^{\perp})/3 \), is diagonal; the second term, which is proportional to the so-called anisotropic polarizability \( \alpha_{0}^{\parallel} - \alpha_{0}^{\perp} \), couples the different angular-momentum projections \( M_{d} \). The properties of the 3-j and 6-j symbols impose that \( N'_{d} = N_{d}, N_{d} \pm 2 \) and \( J'_{d} = J_{d}, J_{d} \pm 1, J_{d} \pm 2 \).

B. Asymptotic potential energy curves

The asymptotic PECs are obtained after diagonalizing the potential energy matrix with elements (where we omitted the label \( v_{d} = 0 \) for simplicity)

\[ \mathbf{E}_{\text{tot}}^{J_{a,M_a} J'_{a,M'_a} N_{d} J_{d} M_{d} N'_{d} J'_{d} M'_{d}}(R) = \delta_{J_{a} J_{a}} \delta_{J'_{a} J'_{a}} \delta_{M_{d} M_{d}} \delta_{J_{d} J_{d}} \delta_{J'_{d} J'_{d}} \mathbf{E}_{v=0} \]

\[ + \mathbf{E}_{\text{elec}}^{J_{a,M_a} J'_{a,M'_a} N_{d} J_{d} M_{d} N'_{d} J'_{d} M'_{d}}(R) \]

\[ + \mathbf{E}_{\text{disp}}^{J_{a,M_a} J'_{a,M'_a} N_{d} J_{d} M_{d} N'_{d} J'_{d} M'_{d}}(R), \]

(28)
FIG. 3. Long-range potential energy curves for the interaction between $^{16}\text{O}(3P_{2,1,0})$ and $^{16}\text{O}_2(X^3\Sigma_g^-, v_d = 0, N_d = 1, 3, 5)$, as functions of their mutual separation $R$, for $M = 0$ and the ($+$) reflection symmetry.

for different values of $R$, and within the subspace determined by each value of the total angular momentum $M = M_a + M_d$ on the $z$ axis [25, 43–45, 47]. For $M = 0$, the eigenvectors of (28) are also characterized by a given reflection symmetry through any plane containing the $z$ axis. Following the expression of the reflection operator $\sigma_{xz}$ for two atoms (see for instance Eq. (3.11) of Ref. [48]), we assign the $\pm$ symmetry to eigenvectors corresponding to the linear combinations $|M_a, -M_a\rangle \pm (-1)^{L_a+J_a+N_a+J_d} |M_a, M_a\rangle$. On Figs. 3–6 we display long-range potential curves belonging to the $M = 0^+$ symmetry. The curves belonging to other symmetries have the same appearance, except that some asymptotic channels may not be allowed for a given value of $M$, e.g. $J_a = J_d = 0$ for $M = 1$. All the curves are strongly attractive, due to the dominance of the attractive van der Waals term in the range of O–O$_2$ distances that we consider here (see Tables III and IV for an illustration of this point).

As the spin-orbit splitting of O is much larger than the rotational splitting of O$_2$ (at least for the $N_d$ lowest levels), we see in Fig. 3 that the corresponding fine-structure PEC manifolds are almost decoupled from each other. This situation corresponds to Hund’s-like case ”1C” defined in [47], also valid in the Cs*+Cs$_2$ system [45]. For the sake of clarity, we have restricted our plot to the first three (odd-parity) rotational levels of $^{16}\text{O}_2 (N_d = 1, 3, 5)$, even if in principle all the rotational levels up to infinity should be included in the calculation (see a discussion about this point in [44]). However, even at the low-$R$ limit of our calculations, the different $N_d$ levels remain almost uncoupled. As an illustration, at $R = 8$ a.u., the PECs of Figs. 3–5 conserve at least 95% of their asymptotic $N_d$ character. In other words, in the
range of O–O$_2$ distances that we consider, the oxygen molecule rotates almost freely. The PECs obtained for other O$_2$ isotopologues, not shown here, have similar features as Figs. 3–5. But caution has to be taken on which $N_d$ values are allowed. For $^{18}$O$_2$, the allowed $N_d$ values are the odd ones, whereas for $^{17}$O$_2$, the allowed values are the even/odd ones, if the total nuclear spin is odd/even. For mixed isotopologues, that is $^{16}$O$^{17}$O, $^{16}$O$^{18}$O and $^{17}$O$^{18}$O, all values of $N_d$ are possible. But since the Hamiltonian of Eq. (28) conserves the parity of $N_d$, even and odd values can still be separated from each other.

In order to get an insight into the collisional dynamics between O and O$_2$, we have added to our curves a centrifugal term $L(L+1)/2\mu R^2$, where $L$ is the partial wave of the collision that we took equal to 10, and $\mu$ the reduced mass of the O–O$_2$ system (Fig. 6). This term competes with the attractive van der Waals interaction, and creates a centrifugal barrier of about 2 cm$^{-1}$, or about 3 Kelvin. This temperature being much lower than even the lowest
temperatures of ozone samples, we can conclude that many partial waves should be included in a full quantum treatment of the O–O₂ collision.

IV. DISCUSSION: HOW DO THE TWO APPROACHES CONNECT TO EACH OTHER?

In the previous sections, we have calculated the matrix elements of the potential energy operator of the long-range interaction between ground state O and O₂, yielding its eigenvalues after diagonalization in the appropriate configuration subspace: either for fixed geometries of the O–O₂ complex leading to \((R, \theta, r = r_e)\)-dependent electronic PESs (Section II), or for a given rovibrational state of O₂ leading to \(R\)-dependent PECs (Section III). It is clear that those two adiabatic potential energy sets are not directly related to each other; instead, the matrix elements of the latter approach are obtained by averaging those of the former approach on the \(r\) and \(\theta\) coordinates of O₂, as briefly addressed in Ref. [47]. This is easily demonstrated on the matrix elements of the quadrupole-quadrupole interaction. Equation (21) shows that the ro-vibrationally averaged matrix element of the diatom quadrupole moment reads

\[
\langle v_d N_d J_d M_d | \hat{Q}_2^{-m} | v_d' N_d' J_d' M_d' \rangle = \mathcal{F}_{v_d} \int_0^\pi d\theta \sin \theta \psi_{N_d J_d M_d}(\theta) d^2_{-m_\theta}(\theta) \psi_{N_d' J_d' M_d'}(\theta), \tag{29}
\]
where
\[
\psi_{N_d J_d M_d}(\theta) = \sqrt{\frac{2N_d + 1}{2}} \sum_{M_{dN_d M_{N_d}}} \langle N_d M_{N_d} S_d M_s | J_d M_d \rangle d_{M_{dN_d M_{N_d}}}^{N_d}(\theta)
\]
is the angular part of the wave function of the fine-structure rotational level. We thus have
\[
E_{\text{elec}}^{J_a M_a J_a' M_a'}(R) = \int_0^{+\infty} dr \left( \psi_{vd}(r) \right)^2 \int_0^\pi d\theta \psi_{N_d J_d M_d}(\theta) \psi_{N_d' J_d' M_d'}(\theta) E_{\text{elec}}^{J_a M_a J_a' M_a'}(R, r(\theta))
\]
The situation for the second-order dipole-dipole interaction is slightly more subtle. In Sec. V of the supplementary material \cite{32}, we demonstrate that as far as the rotation of O₂ is concerned, the passage from one approach to the other is made by averaging \( E_{\text{disp}} \) over the rotational wave function \( \psi_{N_d J_d M_d}(\theta) \), which can be schematically summarized as follows
\[
d_{e,M_0}(\theta) [\text{in } E_{\text{disp}}] \rightarrow \int_0^\pi d\theta \sin \theta \psi_{N_d J_d M_d}(\theta) d_{e,M_0}(\theta) \psi_{N_d' J_d' M_d'}(\theta) [\text{in } E_{\text{disp}}], \quad (32)
\]
where \( E_{\text{disp}} = E_{\text{disp}}^{J_a M_a J_a' M_a'} \) and \( E_{\text{disp}} = E_{\text{disp}}^{J_a M_a J_a' M_a'} N_d J_d M_d N_d' J_d' M_d' \) are given by Eqs. (9) and (25), respectively.

The drawback which can occur when taking in account the vibration of O₂ is illustrated by considering the static parallel electronic polarizability \( \alpha^\parallel(\omega = 0; r) \)
\[
\alpha^\parallel(\omega = 0; r) = 2 \sum_{e \neq X} \frac{\mu_{Xe}^2(r)}{V_e(r) - V_X(r)}, \quad (33)
\]
where \( V_X(r) \) and \( V_e(r) \) are the potential energy curves of the \( 3\Sigma_g^- \) ground state and of the excited electronic states, respectively, and \( \mu_{Xe}(r) \) the \((r\text{-dependent})\) transition dipole moment between states X and e. Eq. (33) is a strict application of the Born-Oppenheimer approximation, i.e. the molecular response to an electric field is only due to the electrons. The most straightforward way to take into account the vibration of O₂ would be to average \( \alpha^\parallel \) over the vibrational wave function,
\[
\langle \alpha^\parallel(r) \rangle_{vd} = 2 \sum_{e \neq X} \int_0^{+\infty} dr \psi_{vd}(r) \frac{\mu_{Xe}^2(r)}{V_e(r) - V_X(r)} \psi_{vd}(r). \quad (34)
\]
However, one sees that Eq. (33) differs from the polarizability \( \alpha_{vd}^\parallel \) associated with the vibrational level \( v_d \), which reads
\[
\alpha_{vd}^\parallel = 2 \sum_{e, v' \neq X, v_d} \frac{\langle v'_d | \mu_{Xe}(r) | v_d \rangle^2}{E_{ev'_d} - E_{Xv_d}}, \quad (35)
\]
where \( E_{ev'_d} \) and \( E_{Xv_d} \) are the electronic and vibrational energy levels of the field-free molecule. Note that \( v'_d \) can also stand for a continuum state, in which case the discrete sum in Eq. (35)
becomes an integral. As pointed out in Ref. [49], Eqs. (34) and (35) are identical if one neglects the diatom zero-point energy, i.e. \( E_{Xv_d} = E_X(r = r_e) \) and \( E_{ev_d}' = E_e(r = r_e) \), where \( r_e \) is the \( \text{O}_2 \) equilibrium distance in its ground state.

To check the validity of this approximation is appropriate for \( \text{O}_2 \), we have considered the two lowest excited \( B^3\Sigma_u^- \) and \( E^3\Sigma_u^- \) electronic states in the sums above (Fig. 7). The \( X \) and \( B \) PECs, as well as the transition dipole moment \( \mu_{XB}(r) \) are taken from Refs. [50, 51]. The PEC for the pure \( E \) Rydberg state is taken from Ref. [52], and we have extended it for \( 2.8a_0 < r < 3a_0 \) by shifting down the experimental potential curve of \( \text{O}_2^+(X^2\Pi_g) \) [53]. The transition dipole moment between \( X \) and \( E \) has been extracted from Ref. [52]. As described in Ref. [54], the \( B \) and \( E \) states exhibit an avoided crossing around \( 2.3a_0 \) close to the \( X \) equilibrium distance \( r_e \), due to a valence-Rydberg exchange of character. The \( B \) state is steep and purely repulsive around \( r_e \), while the minimum of the \( E \) state is located at \( r = 2.25a_0 \), namely close to \( r_e \).

The numerical values of Eqs. (33-35) obtained within this three-state model are presented in Table V. The electronic polarizability of the \( X \) state \( \alpha_{\parallel}(r_e) = 5.75 \) a.u. amounts for 40% of the total parallel polarizability [38]. The three determinations are almost identical, despite the particular shape of the PECs. The partial contribution of each transition, \((B \leftarrow X)\) and \((E \leftarrow X)\) show a discrepancy between \( \alpha_{\parallel}(r) \) on the one hand, and \( \langle \alpha_{\parallel}(r) \rangle_0 \) and \( \pi_0 \) on the other hand, which is due to the sudden changes in potential curves and transition dipole moment within the spatial extension of the \( X, v_d = 0 \) level. The fact that these differences compensate each other is due to the exchange in character between the two excited electronic states. In contrast, inside each electronic transition, \( \langle \alpha_{\parallel}(r) \rangle_{v_d} \) and \( \pi_{v_d} \) are always nearly equal. On a physical point of view, it confirms that the response to an external electric field is, to a very large extent, due to the electrons, and not to the nuclei, which justifies the use of the Born-Oppenheimer approximation.

Our result tends to prove that the vibrational part of the energy (see Eq. (35)) can be neglected, whether the excited state PEC has a potential well or is purely repulsive. In the first situation, which corresponds to the \( E \leftarrow X \) transition, the ground vibrational level \( v_d = 0 \) has significant Franck-Condon factor (higher than \( 10^{-4} \)) with the \( E \) vibrational levels ranging from \( v = 0 \) to 4. The vibrational energies (with respect to the corresponding minimum electronic energies) associated with \( X, v_d = 0 \) and \( E, v = 4 \) are 791 cm\(^{-1}\) and 10300 cm\(^{-1}\) respectively. So they are very small compared to the difference in electronic en-
FIG. 7. Potential energy curves of O\(_2\): (a) for the \(B^3\Sigma^{-}\) state (dashed lines) and the \(E^3\Sigma^{-}\) state (dotted lines), (b) for the \(X^3\Sigma^{-}\) state. (c) transition dipole moments: \(B \leftarrow X\) (dashed lines), \(E \leftarrow X\) (dotted lines). Between the two vertical lines, the wave-function of the \(X, v_d = 0\) level is more than half its maximum value.

TABLE V. Static parallel polarizability of O\(_2\) calculated with three electronic states (see text): \(\alpha^\parallel(r_e)\) is purely electronic polarizability, evaluated at the O\(_2\) equilibrium distance (see Eq. (33)), \(\langle \alpha^\parallel(r) \rangle_{v_d=0}\) is the \(r\)-dependent electronic polarizability averaged over the ground-level vibrational wave function (see Eq. (34)), and \(\overline{\alpha}^\parallel_{v_d=0}\) is purely vibrational (see Eq. (35)). We present the contribution of individual electronic transitions, \(B \leftarrow X\) and \(E \leftarrow X\), to the polarizability.

| Transition | \(\alpha^\parallel(r_e)\) | \(\langle \alpha^\parallel(r) \rangle_{v_d=0}\) | \(\overline{\alpha}^\parallel_{v_d=0}\) |
|------------|----------------|----------------|----------------|
| \(B \leftarrow X\) | 5.47 | 5.16 | 5.15 |
| \(E \leftarrow X\) | 0.29 | 0.63 | 0.63 |
| Total | 5.75 | 5.79 | 5.78 |
ergy, which equals to 80000 cm\(^{-1}\) at \(r = r_e\). The ground vibrational level \(v_d = 0\) significantly overlaps with continuum states of the purely repulsive \(B\) state whose classical turning point is located in the Franck-Condon region. This turning point region is precisely where the vibrational, \(i.e.\) kinetic part of the energy is small. In the present case, we only have the \(O_2\) polarizabilities at the equilibrium distance \(r_e\). In consequence, we assumed that the relationship between the fixed-geometries and the ro-vibrationally averaged approach, given for \(E_{\text{elec}}\) in Eq. (31), can be extended to \(E_{\text{disp}}\), and hence for \(E_{\text{tot}}\), within a good approximation.

V. CONCLUSION

In this article, we have characterized the potential energy surfaces (PESs) of the ozone molecule at large distances, where \(O\) and \(O_2\) weakly interact with each other, using two different approaches. Our calculations are based on the multipolar expansion of the electrostatic potential energy, which is expressed in terms of the electric properties of \(O\) and \(O_2\).

Firstly, we have calculated the 27 asymptotic electronic PESs correlated to the \(O(^3P) - O_2(X^3\Sigma_g^-)\) dissociation limit including spin-orbit couplings. All the PESs are found attractive due to the dominant isotropic van der Waals interaction. For all spin-orbit states, the minimum energy is observed for a linear configuration of the three oxygen atoms. These long-range PESs can readily be connected at short distances to the most recent ones obtained by high-level \textit{ab initio} calculations [21], in order to derive global PESs for all values of the chosen internal coordinates. The overlap of the long-range and \textit{ab initio} PESs on a large enough range of distances in the region of the LeRoy radius should avoid the tedious calculation of higher order terms in the multipolar expansion.

Secondly, we have considered the interaction between an \(O_2(X^3\Sigma_g^-)\) molecule in a given spin-orbit state, vibrating in the ground level and rotating in a low level and an \(O(^3P)\) atom. We obtained one-dimensional potential energy curves (PECs) dominated by the isotropic van der Waals interaction. They are nearly parallel, which indicates that, when \(O\) and \(O_2\) approach each other, the rotation of \(O_2\) is only weakly hindered by the presence of \(O\) at distances larger than the LeRoy radius. It is worthwhile to note that this hypothesis is generally assumed in models characterizing the transition state, which is located at smaller distances, in the \(O + O_2\) exchange reaction [8, 9, 55]. However, such an hypothesis of weakly
hindered rotation is not always appropriate, as demonstrated for instance in the long-range interaction between a cesium atom and a ground state Cs$_2$ molecule [43].

The one-dimensional PEC above can be smoothly matched to an arbitrary potential curve below the LeRoy radius so that vibrational energies and wavefunctions (along the O–O$_2$ axis) can be calculated in the frame attached to the trimer (i.e. neglecting the mutual rotation of O and O$_2$. They will be of relevance for estimating the density of vibrational levels of the O–O$_2$ system close to the dissociation limit, namely with binding energy smaller than the remaining potential energy $V(R_{LR}) \approx 30$ cm$^{-1}$ around the LeRoy radius. Such wavefunctions will be mostly concentrated at large distances, since the potential energy around the O$_3$ global minimum is by far larger than $V(R_{LR})$. Once experimental energies are available near the dissociation limit, one could tune the potential energy in the inner zone in order to match the calculated energies to the observed one, and thus characterize the related energy levels with quantum numbers of the O–O$_2$ system.

Furthermore, such PECs could be of interest for the study of O–O$_2$ collisions in the cold ($T \lesssim 1$ K) or ultracold ($T \lesssim 1$ mK) regimes. Several theoretical studies already aimed at modeling collisions involving oxygen [56–60], while several experimental investigations suggested possible ways to create beams of cold atomic or molecular oxygen [61–63]. In particular, we can expect such collisions to exhibit rotational unconventional isotopic effects. If the difference in rotational energy compensates the difference in vibrational zero-point energy, we obtain two quasi-degenerate channels of different isotopologues. In addition, the nuclear-spin symmetry can also play an important part in the rotational isotopic effects, as it forbids some rotational levels. For example, the channels $^{17}$O + $^{16}$O$_2(N_d = 3)$ and $^{16}$O + $^{16}$O$^{17}$O($N_d = 4$) on the one hand, and $^{18}$O + $^{17}$O$^{18}$O($N_d = 3$) and $^{17}$O + $^{18}$O$_2(N_d = 4)$ on the other hand, are only separated by 0.2 cm$^{-1}$; but the second situation is not allowed, as $^{18}$O$_2$ has no even rotational levels.

It is worthwhile to mention that in contrast with similar studies devoted to low energy atom exchange reactions in atom-diatom systems (for instance Al+O$_2$ [64], C+OH [65], or O+OH [33]), the adiabatic capture centrifugal theory [66] conducted in the sudden approximation (ACCSA) [67], relying on the unique knowledge of the long-range asymptotic ground state potential energy of the atom-diatom system cannot be used in the ozone case, due to the presence of the transition state playing a role at distances lower than the LeRoy radius, and thus beyond the validity of the present approach. A calculation within this model would
undoubtedly lead to an overestimation of the atom exchange rate.
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