BLOW-UPS AND THE QUANTUM SPECTRUM OF SURFACES

ÁDÁM GYENGE AND SZILÁRD SZABÓ

Abstract. We investigate the behaviour of the spectrum of the quantum (or Dubrovin) connection of smooth projective surfaces under blow-ups. Our main result is that for small values of the parameters, the quantum spectrum of such a surface is asymptotically the union of the quantum spectrum of a minimal model of the surface and a finite number of additional points located “close to infinity”, that correspond bijectively to the exceptional divisors. This proves a conjecture of Kontsevich in the surface case.
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1. Introduction

Let $X$ be a nonsingular projective variety over $\mathbb{C}$. Genus $g$ Gromov–Witten invariants of $X$ count holomorphic maps from curves of genus $g$ into $X$, along with certain degenerations. Since they were first introduced [30, 23, 28], these invariants have attracted great interest, and the literature of the area has become extensive.

A particularly elegant geometric formulation of the information contained by genus 0 Gromov-Witten invariants of $X$ was discovered by Dubrovin [6], who used them to construct a Frobenius manifold structure on $H^*(X, \mathbb{C})$ (under some conditions). Among other data, this involves a flat metric, with Levi–Civita connection denoted by $\nabla$. The general theory of Frobenius manifolds then shows that $\nabla$ admits a meromorphic flat deformation parameterized by a parameter $u \in \mathbb{C}$, that is, a connection on the vector bundle $\mathcal{H}$ with fiber $H^*(X, \mathbb{C})$ over $\mathbb{C} \times H^*(X, \mathbb{C})$. This flat deformation is called the quantum (or Dubrovin) connection of $X$; for a more precise description see Section 2.2 below. For ease of notation, we denote the Dubrovin connection by $\nabla$ too. For a cohomology class $\tau \in H^*(X, \mathbb{C})$, the deformed flat connection on the restriction $\mathcal{H}_\tau$ of $\mathcal{H}$ to $\mathbb{C} \times \{\tau\}$ is of the form

$$\nabla^{(\tau)} = \frac{\partial}{\partial u} + \frac{1}{u^2} K + \frac{1}{u} G,$$

where $K$ is a deformation of the operator which takes quantum product (see Definition 2.1) with the first Chern class of $X$, and $G$ is a certain grading operator. For general $X$, the deformation $\nabla$ is not known to be convergent for general $\tau \neq 0$, but in certain toric cases this is known, see [4].

In this article we consider the case of smooth projective surfaces $X$. If $X$ is a rational surface, then it is proved in [18, 19] Section 2.4, Remark 3] using geometric ideas that
convergence holds for a special choice of one of the parameters (namely, when $t_p = 1$ in our notations). In the Appendix, we give an independent algebraic proof of convergence of the potential for surfaces in a neighbourhood of $t_p = 0$ solely based on the known recurrence relations for the GW-invariants.

For fixed $\tau$, the Dubrovin connection $\nabla^{(\tau)}$ has a logarithmic singularity at $u = \infty$, but has an order two pole, and hence an irregular singularity of Poincaré–Katz rank $\leq 1$ at $u = 0$. Write $QC(X)_{\tau} := (H_\tau, \nabla^{(\tau)})$. By virtue of the Turrittin–Hukuhara–Levelt (THL) theorem [29, 16, 25], in the unramified case the restriction of $QC$ to the formal neighbourhood of $u = 0$ admits the following orthogonal decomposition

$$QC(X)_{\tau} \otimes_{C(u)} C[[u]] \cong \oplus_{\lambda \in \text{Spec}(K)} \langle C[u], d + d(\lambda/u) \rangle \otimes_{C(u)} F_\lambda,$$

where $\text{Spec}(K)$ is the set of eigenvalues of $K$ and $F_\lambda$ is a free $C\{u\}$-module with regular singular connection. (Of course, the spectrum and the corresponding regular singular factors depend on $\tau$, however we omit to spell out this dependence for ease of notation.) We note that if $K$ is regular semi-simple then $QC(X)_{\tau}$ is unramified and in particular the above decomposition holds with rank 1 connections $F_\lambda$. This observation motivates the study of the spectrum of the operator $K$. The question is closely related to the Gamma conjecture of Dubrovin and to semiorthogonal decompositions of the K-group $K(X)$. For a concise overview of the picture, see for example [17, Section 8]. The spectrum of $K$ is often called the quantum spectrum of $X$.

Let $Z \subset X$ be a smooth subvariety of codimension $n$, and let $\tilde{X}$ be the blow-up of $X$ in $Z$. It is known from the work of Orlov [27] that the K-group of $\tilde{X}$ can be expressed from those of $X$ and $Z$. More precisely, the bounded derived categories of coherent sheaves have a semiorthogonal decomposition

$$D(\tilde{X}) = (D(X), D(Z), \ldots, D(Z)) \text{ (n-1 times)}.$$

It is a natural question to ask whether this decomposition is reflected at the level of the quantum connection. A conjecture of Kontsevich [22] in this direction roughly states that the summands for $\tilde{X}$ in the THL-decomposition $\{\}$ close to $\lambda = 0$ can be identified with the same summands for $X$, and there are further summands scattered around the $n - 1$ different solutions of $\lambda = e^{\sqrt{-1}t}$ that can be identified with the summands for $Z$ (translated by the corresponding root of unity $\lambda$).

Our main result confirms (a slightly refined version of) this expectation for surfaces $X$. For its precise statement, let $X_{\text{min}}$ be a minimal model of the surface $X$, so that $X$ can be obtained from $X_{\text{min}}$, by blowing up a finite number $r$ of points. Our main result compares the spectrum of $K$ constructed from $QC(X)$ with the spectrum of $K_{\text{min}}$ constructed from $QC(X_{\text{min}})$. The latter spectrum is parameterized by

$$C\{q_1^+, \ldots, q_m^+, t_p\}$$

while the former one is parameterized by its extension

$$C\{q_1^+, \ldots, q_m^+, q_{m+1}^+, \ldots, q_{m+r}^+, t_p\}$$

where $m$ is the second Betti number of $X_{\text{min}}$.

**Theorem 1.1** (Theorem 5.2). Let $X$ be a smooth projective surface with a minimal model $X_{\text{min}}$. Let

$$U \subset C\{q_1^+, \ldots, q_{m+r}^+\}$$

be any conical open subset for the analytic topology whose closure intersects the coordinate hyperplanes $\{q_i = 0\}$, $1 \leq i \leq m + r$ only at the origin. Then, the spectrum of $K$ converges to the union of the spectrum of $K_{\text{min}}$ and the inverses of the new variables $q_{m+1}, \ldots, q_{m+r}$, as $(q_1, \ldots, q_{m+r}) \to 0$. Namely, if we denote by $\{\lambda_0, \ldots, \lambda_{m+1}\}$ and $\{\mu_0, \ldots, \mu_{m+r}\}$ the
spectra of $K_{\min}$ and $K$ respectively, then, up to a suitable relabeling,

$$\lim_{\rho_j(q_1, \ldots, q_m, t_p)} \lambda_j(q_1, \ldots, q_m, t_p) = 1 \quad (0 \leq j \leq m + 1)$$

and

$$\lim_{\rho_j(q_1, \ldots, q_m, t_p)} \mu_j(q_1, \ldots, q_m, t_p) = 1 \quad (m + 2 \leq j \leq m + r + 1)$$

as $|t_p| \ll \infty$ and the point $(q_1, \ldots, q_m, t_p)$ converges to $\vec{0}$ in $U$.

The structure of the paper is as follows. In Section 2 we recall the relevant facts about Gromov–Witten (sometimes abbreviated as GW) invariants and the Dubrovin connection as well as the main results of [11, 15] on the behaviour of GW invariants of surfaces under blow-ups. In Section 3 we analyze the structure of the operator $K$. In Section 4 we infer about the behaviour of the Newton polygon of the characteristic polynomial of $K$ using a case-by-case analysis according to the three main classes of minimal surfaces (the projective plane, ruled surfaces and surfaces with numerically effective canonical class). In Section 5 we prove our main Theorem 5.2. The Appendix is devoted to a new proof of analyticity of the GW potential for rational surfaces.
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2. Notation and background

2.1. Gromov–Witten invariants. Let $X$ be a nonsingular projective surface, $\beta \in H_2(X, \mathbb{Q})$ and $k$ be a positive integer. Denote by $\overline{\mathcal{M}}_k(X, \beta)$ the moduli space of genus zero $k$-pointed stable maps $f : C \to X$ with the homology class $f_*[C] = \beta$. Denote by $[\overline{\mathcal{M}}_k(X, \beta)]^\Vir$ the virtual fundamental class [3] of $\overline{\mathcal{M}}_k(X, \beta)$. To each marked point there corresponds an evaluation map

$$\ev_i : \overline{\mathcal{M}}_k(X, \beta) \to X, \quad 1 \leq i \leq k$$

Given cohomology classes $\beta_1, \ldots, \beta_k \in H^*(X)$, the associated (genus zero) Gromov-Witten invariant is defined as

$$I_\beta(\beta_1 \ldots \beta_k) = \int_{[\overline{\mathcal{M}}_k(X, \beta)]^\Vir} \prod_i \ev_i^*(\beta_i)$$

Let $B \subset H_2(X, \mathbb{Q})$ be the effective cone, i.e. the semigroup of non-negative linear combinations of classes of algebraic curves on $X$ with rational coefficients. It is known that $I_\beta(\beta_1, \ldots, \beta_k) = 0$ for any $\beta \not\in B$, because then $\overline{\mathcal{M}}_k(X, \beta)$ is empty.

Let $T_0 = 1 \in H^0(X, \mathbb{Q})$, $T_1, \ldots, T_m$ be a basis of $H^2(X, \mathbb{Q})$, and $T_{m+1} = T_p \in H^4(X, \mathbb{Q})$ be the (Poincaré dual of the) class of a point. Denote by $T_i^\vee$ the corresponding elements of the dual basis: $T_i(T_j^\vee) = T_j(T_i) = \delta_{ij}$. For variables $t_0, q_1, \ldots, q_m, t_p$ (which will be also abbreviated as $q, t$), the (genus zero) Gromov–Witten potential is defined as the formal power series

$$F(q, t) = \sum_{n \geq 0} \sum_{\beta \in B_+(\beta)} I_\beta(t_0^m) t_1^{\beta_1} \cdots t_m^{\beta_m} t_p t_m^n \frac{n^n}{n!}$$

in the ring $\mathbb{Q}[q, q^{-1}, t]$.

Let

$$\partial_i = \begin{cases} q_i t_m & i \not\in \{0, p\} \\ \frac{\partial}{\partial t_i} & i \in \{0, p\} \end{cases}$$

and denote $F_{ijk} = \partial_i \partial_j \partial_k F$. 
Definition 2.1. The \textit{quantum product} of $T_i$ and $T_j$ is defined as

$$T_i \ast T_j = T_i \cdot T_j + \sum_{e,f} F_{ij} g^{ef} T_e$$

where $(g_{ij})$ is the matrix of intersection numbers $(T_i \cdot T_j)$ and $(g^{ij})$ is its inverse.

The quantum product induces a $\mathbb{Q}[q, q^{-1}, t]$-algebra structure on the free $\mathbb{Q}[q, q^{-1}, t]$-module generated by $T_0, \ldots, T_p$.

2.2. The Dubrovin connection. It was observed by Dubrovin \cite{Dubrovin} that the quantum product naturally gives rise to a meromorphic connection, which is part of a Frobenius manifold structure on $H^*(X, \mathbb{C})$ for the nonsingular pairing given by cup product.

Let

$$\tau = t_0(\tau)T_0 + \sum_i q_i(\tau)T_i + t_m(\tau)T_m \in H^*(X, \mathbb{C}).$$

Definition 2.2. The \textit{Dubrovin (or quantum) connection} on the trivial bundle

$$\mathcal{H}_\tau := H^*(X, \mathbb{Q}) \times \text{Spec} \mathbb{C}[u, u^{-1}] \rightarrow \text{Spec} \mathbb{C}[u, u^{-1}]$$

is the meromorphic flat connection

$$\nabla^{(\tau)} = \frac{\partial}{\partial u} + \frac{1}{u^2} K^{(\tau)} + \frac{1}{u} G$$

on $\mathcal{H}_\tau$. Here $K^{(\tau)}$ is the operator of taking quantum product $\ast$ (see Definition 2.1) with the (class of the) \textit{Euler vector field}

$$c_1(T_X) + 2t_0 T_0 - 2t_p T_p,$$

and the grading operator $G$ is defined on a homogeneous component of the cohomology ring as

$$G|_{H^d(X)} = \frac{d - 2}{2} \cdot \text{Id}_{H^d(X)}$$

for any $0 \leq d \leq 4$.

Suppose that the potential $F$ converges in $q, t$ or, equivalently, in $\tau$ to an analytic function on some domain. We will see in Lemma 4.13 and Theorem A.1 below that this assumption always holds for nonsingular projective surfaces, which will be the only case we consider. The family of meromorphic connections $\nabla^{(\tau)}$ as $\tau$ ranges over $H^*(X, \mathbb{C})$ form a flat connection $\nabla$ over the base $\text{Spec} \mathbb{C}[q, q^{-1}, t][u^\pm]$ (it is an isomonodromic family \cite{Gysin}). To make this more precise, let $\mathcal{H}$ stand for the trivial bundle

$$H^*(X, \mathbb{C}) \times \text{Spec} \mathbb{C}[q, q^{-1}, t][u, u^{-1}] \rightarrow \text{Spec} \mathbb{C}[q, q^{-1}, t][u, u^{-1}]$$

with fibers $H^*(X, \mathbb{C})$. In this case $q, t$ and $u$ give a full set of coordinates on the base space. Hence, $\frac{\partial}{\partial q}, \frac{\partial}{\partial t}$ and $\frac{\partial}{\partial u}$ give a global basis of the tangent bundle of the base. The formula for the extended connection $\nabla$ in the remaining directions is

$$\nabla_{\frac{\partial}{\partial t_i}} = \frac{\partial}{\partial t_i} + \frac{1}{u} A_i$$

$$\nabla_{\frac{\partial}{\partial q}} = \frac{\partial}{\partial q} + \frac{1}{u q} A$$

where $A_i$ is the operator of taking quantum product with $T_i$ and $A$ is the operator of taking quantum product with $c_1(\mathcal{O}(1))$ (it is also required that $T_i = c_1(\mathcal{O}(1))$ for some $i$).

Associativity of the quantum product $\ast$ is equivalent to the flatness of the above connection. On the other hand, associativity is also equivalent with a certain partial differential equation satisfied by the potential, called Witten–Dijkgraaf–Verlinde–Verlinde (WDVV) equation \cite{Verlinde, Witten}.
2.3. GW invariants of blow-ups. Let now $r \geq 0$ and $X_r$ be the blow-up of $X$ in $r$ generic points. As above, let $T_0 = 1, T_1, \ldots, T_m, T_p$ be a basis of $H^*(X, \mathbb{Q})$, where $T_1, \ldots, T_m$ is a basis of $H^2(X)$ and $T_p \in H^4(X)$ is the (Poincaré dual of the) class of a point. Let

\[ b : X_r \to X \]

be the blow-up map, and denote by $E_1, \ldots, E_r$ the (dual) classes of the exceptional divisors. By an abuse of notation, we will write $T_0, T_1, \ldots, T_m, T_p \in H^*(X_r, \mathbb{Q})$ for the pullbacks under $b^*$ of the above classes. Let moreover $T_{m+i}, 1 \leq i \leq r$ be Poincaré dual cohomology classes to the exceptional curves. In particular, $T_1, \ldots, T_m, T_{m+1}, \ldots, T_{m+r}$ is a basis of $H^2(X_r, \mathbb{Q})$. For an $r$-tuple $\alpha = (a_1, \ldots, a_r)$ of integers, denote by $(\beta, \alpha)$ the homology class

\[ \beta = \sum_{i=1}^r a_i E_i \]

where $\beta$ is the pullback of a homology class of $X$. For any $1 \leq i \leq r$, $[i]$ will denote the $r$-tuple $\alpha$ that has $1$ at the $i$-th entry and $0$ everywhere else.

Let $\overline{M}_{0,n}(X_r, (\beta, \alpha))$ be the moduli space of stable $n$-pointed genus 0 maps with image class $(\beta, \alpha)$ on $X_r$ [10] Theorem 1]. Writing

\[ |\alpha| = \sum_i a_i, \]

the expected dimension of $\overline{M}_{0,n}(X_r, (\beta, \alpha))$ is [10] Theorem 2]

\[ n_{\beta,\alpha} := \int_{(\beta,\alpha)} c_1(X_r) - 1 = \int_{\beta} c_1(X) - |\alpha| - 1. \]

Let

\[ N_{\beta,\alpha} := I_{(\beta,\alpha)}(T_p^{n_{\beta,\alpha}}) \]

be the Gromov–Witten invariant for the appropriate point class on $X_r$. When $\alpha$ is empty, that is, when considering GW invariants of $X$, we will just write $n_{\beta}$ and $N_{\beta}$.

**Theorem 2.3 (11, 15).**

(1) The numbers $N_{\beta,\alpha}$ satisfy the following properties.

(a) $N_{\beta,\alpha} = N_{\beta, (\alpha,0)}$

(b) $N_{\beta,\alpha} = 1$ if $\alpha = [-i]$ for some $1 \leq i \leq r$, and 0 for any other $\alpha$

(c) $N_{\beta,\alpha} = 0$ if $\beta$ is effective and any of the $a_i$ is negative

(d) If $n_{\beta,\alpha} > 0$, then $N_{\beta,\alpha} = N_{\beta, (\alpha,1)}$.

(2) The numbers $N_{\beta,\alpha}$ can be determined by a recursive algorithm starting from the ones given by (a) and (b) from part (1).

The (genus 0) Gromov–Witten potential simplifies according to [11, Page 8] as

\[ F(q, t) = \sum_{(\beta,\alpha)} N_{\beta,\alpha} q^\beta t^\alpha \frac{q_{\beta,\alpha}}{n_{\beta,\alpha}!} \]

where

\[ q^\beta = q_1^{i_1} T_1 \cdots q_m^{i_m} T_m, \quad q^\alpha = q_{m+1}^{\alpha_{m+1}} \cdots q_{m+r}^{\alpha_{m+r}} \]

and the sum is taken over classes $(\beta, \alpha) \neq 0$ satisfying $n_{\beta,\alpha} \geq 0$.

**Lemma 2.4.**

\[ g_{X_r}^{ij} = \begin{cases} 
1 & \text{if } (i, j) \in \{(0, p), (p, 0)\}, \\
q_{X_r}^{ij} & \text{if } (i, j) \in \{1, \ldots, m\}, \\
-1 & \text{if } (i, j) \in \{(m+1, m+1), \ldots, (m+r, m+r)\}, \\
0 & \text{otherwise}
\end{cases} \]

**Proof.** This follows from the fact that $r$ generic points were blown-up. \(\square\)

With these notations, Definition 2.4 simplifies as follows.
Corollary 2.5. The quantum product on $H^*(X, \mathbb{C})$ is given by the expression

$$T_i * T_j = (T_i \cdot T_j)T_p + \sum_{k,l=1}^{m} F_{ijk}q^k T_i - \sum_{e=m+1}^{m+r} F_{ijr} T_e + F_{ijp} T_0.$$ 

2.4. Consequences of the WDVV relations. When applying induction in our arguments, we will set $r = 1$. In this case, for convenience, the class $(\beta, a)$ will also be written as $(\beta, a)$.

Let the symbol $\vdash (\beta, a)$ denote the set of pairs $((\beta_1, a_1), (\beta_2, a_2))$ satisfying

(i) $(\beta_1, a_1), (\beta_2, a_2) \neq 0$

(ii) $(\beta_1, a_1) + (\beta_2, a_2) = (\beta, a)$

(iii) $n_{\beta_1, a_1}, n_{\beta_2, a_2} \geq 0$

Let $\vdash (\beta, a) \neq 0$ denote the subset of $\vdash (\beta, a)$ for which $\beta_1 \neq 0, \beta_2 \neq 0$. The following two recursive relations were obtained in [15] Theorem 3.3] using the WDVV equations. First, if $n_{\beta, a} \geq 3$ and $g_{ij} \neq 0$ for some $i, j \in \{1, \ldots, m\}$, then

$$N_{\beta, a} = \frac{1}{g_{ij} \vdash (\beta, a) \neq 0} \sum_{N_{\beta_1, a_1} N_{\beta_2, a_2}} \left( \sum_{a, b=1}^{m} T_a(\beta_1)g_a^b T_b(\beta_2) - a_1 a_2 \right)$$

$$\cdot \left[ T_i(\beta_1)T_j(\beta_2) \left( \frac{n_{\beta, a} - 3}{n_{\beta_1, a_1} - 1} - T_i(\beta_1)T_j(\beta_1) \left( \frac{n_{\beta, a} - 3}{n_{\beta_1, a_1}} \right) \right) \right]$$

Second, if $n_{\beta, a} \geq 0$, then

$$T_i(\beta)T_j(\beta)N_{\beta, a} = (T_i(\beta)T_j(\beta) - g_{ij}(a - 1)^2)N_{\beta, a - 1}$$

$$+ \sum_{\vdash (\beta, a - 1) \neq 0} N_{\beta_1, a_1} N_{\beta_2, a_2} \left( \sum_{a, b=1}^{m} T_a(\beta_1)g_a^b T_b(\beta_2) - a_1 a_2 \right)$$

$$\cdot \left( T_i(\beta_1)T_j(\beta_2)a_1 a_2 - T_i(\beta_1)T_j(\beta_1) a_2^2 \right) \left( \frac{n_{\beta, a - 1} - 1}{n_{\beta_1, a_1}} \right)$$

3. The operator $K$

3.1. Structure of $K$. The class $T_0$ is the identity for the quantum product. Hence, the term $2T_0 T_0$ only contributes the diagonal matrix $2t_0 I$ to $K$, which corresponds to a shift of the spectrum. We will therefore assume $t_0 = 0$ throughout the paper.

We will carry out an asymptotic analysis of the spectrum of the Dubrovin connection as $q \to 0$ and $t_p$ is fixed such that $|t_p| \ll \infty$. For this we will need the leading (lowest order) terms in the connection matrix with respect to the variables $q$. We will first give a recursive formula for these terms. In this section we will assume that $r = 1$, and investigate the Gromov-Witten invariants of $X_1$ when compared to those of $X$. For convenience, in this section we will denote $q_{m+1}$, the variable corresponding to the exceptional divisor $E$, by $q_0$.

We will now compare the operator $K$ with the operator $\overline{K}$ of $X$. Recall as well that for an integer $a$, $(\beta, a)$ denotes the homology class

$$\beta - aE$$

where $\beta$ is the pullback of a homology class of $X$.

Blowing up a smooth variety in a smooth subvariety of codimension $n$ adds $-(n - 1)E$ to its first Chern class [12 Section 4.6]. As we consider surfaces blown up in a point,

$$c_1(X_1) = c_1(X) - E.$$ 

Hence, we have that

$$c_1(X_1) \cdot (\beta, a) = c_1(X) \cdot \beta - a.$$ 

When considering $F_{ijk}$ for a triple of indices $i, j, k$ let

$$\epsilon = \epsilon(i, j, k) := \delta_{ip} + \delta_{jp} + \delta_{kp} \in \{0, 1, 2, 3\}.$$
Lemma 3.1. Let

\[ T_i'(\beta, a) := \begin{cases} T_i(\beta) & \text{if } i \in \{1, \ldots, m\} \\ a & \text{if } i = e \\ 1 & \text{if } i = p \\ 0 & \text{if } i = 0 \end{cases} \]

\[ F_{ijk} = q^{-1}_e \delta_i \epsilon_j \delta_{ke} + \frac{\partial}{\partial e} \delta_{ke} + \sum_{\substack{\beta, a \geq 0 \atop a \neq 0}} N_{\beta, a} T_i'(\beta, a) T_j'(\beta, a) q^a q^e \frac{t_p}{(n_{\beta, a} - e)!} \]

where \( T \) is the potential of \( X \).

Proof. This follows from the definition of the potential and the rules of derivation.

Proposition 3.2. For \( i \neq p \) and \( j \neq 0 \),

\[ K_{ij} = K_{ij} - q^{-1}_e \delta_i \epsilon_j \]

\[ + \sum_{\substack{\beta, a \geq 0 \atop a \neq 0}} N_{\beta, a} T_i'(\beta, a) T_j'(\beta, a) q^a q^e \frac{t_p}{(n_{\beta, a} - e)!} \]

where \( K_{ij} \) is understood to be 0 if either \( i \) or \( j \) is equal to \( e \), and

\[ \epsilon = \epsilon(i, j) := \delta_{i0} + \delta_{jp} \in \{0, 1, 2\} \]

Proof. Rewrite as

\[ c_1(X_1) - E = \sum_{l=1}^m T_i'(c_1(X)) T_l - E. \]

This gives

\[ K_{ij} = \sum_{k \in \{1, \ldots, m, e, p\}} g^{ki} \left( \sum_{l=1}^m T_i'(c_1(X)) F_{ljk} - F_{sej} - 2t_p F_{pjk} \right) \]

Applying Lemma 3.1 then yields

\[ K_{ij} = K_{ij} - q^{-1}_e \delta_i \epsilon_j \]

\[ + \sum_{\substack{\beta, a \geq 0 \atop a \neq 0}} N_{\beta, a} T_i'(\beta, a) q^a q^e \frac{t_p}{(n_{\beta, a} - e)!} \]

\[ \sum_{k \in \{1, \ldots, m, e, p\}} g^{ki} \left( \sum_{l=1}^m T_i'(c_1(X)) T_l(\beta) T_i'(\beta, a) - T_e(\beta, a) T_k(\beta, a) - 2(n_{\beta, a} - e) T_k(\beta, a) \right) \]

As

\[ \sum_{l=1}^m T_i'(c_1(X)) T_l(\beta) - T_e(\beta, a) = \int_\beta c_1(X) - a = n_{\beta, a} + 1, \]

we get the statement. Note that the constant \( \epsilon(i, j, k) \) of Lemma 3.1 in the above proof was replaced by \( \epsilon(i, j) \) due to Lemma 2.4.

Lemma 3.3. For \( i \in \{0, 1, \ldots, m, e, p\} \),

\[ K_{i0} = T_i'(c_1(X_1)), \quad K_{pi} = T_i \cdot c_1(X_1) \quad \text{and} \quad K_{p0} = 2t_p. \]

In particular,

\[ K_{i0} = \begin{cases} K_{i0} & \text{if } i \neq e \\ -1 & \text{if } i = e \end{cases} \]

and similarly for \( K_{pi} \).
Proof. This follows from the fact that $T_0$ is the identity for the quantum product \[5,\] Lemma 3.1] and from Corollary 2.5. □

We will say that $K_{0i}, K_{pi}, i \in \{0, 1, \ldots, m, e, p\}$ are the trivial entries of $K$.

Let us fix some $t_p \neq 0$.

**Definition 3.4.** The degree or, interchangeably, the order of a summand in $K_{ij}$ is the sum of the exponents of the $q$-variables. We will say that $(\beta, a)$ appears or, interchangeably, occurs in $K_{ij}$ (or just shortly, at $ij$) if $q^{\beta} q^a$ occurs in $K_{ij}$ as a summand with nonzero coefficient. If moreover the order of $q^{\beta} q^a$ is minimal among the summands of $K_{ij}$, we say that $(\beta, a)$ is minimal at $ij$. We denote by

$$\min \deg K_{ij}$$

the minimal degree of the summands of $K_{ij}$.

With an argument similar to that of Proposition 3.2, one can also show the following.

**Lemma 3.5.** For $i \neq p$ and $j \neq 0$

$$T^i_{ij} = \sum_{\beta} N_{\beta} \left( \sum_{k \in \{1, \ldots, m, p\}} g^{ki} T_k^i(\beta) \right) (1 - n_\beta + 2\varepsilon) T_j^i(\beta) q^\beta t^{n_\beta - \varepsilon} (n_\beta - \varepsilon)!$$

3.2. Symmetry of the exceptional curves. We now return to the case of general $r$ but we suppose from here on that the surface $X$ is a minimal model in the sense that it does not contain any $(-1)$-curve. To emphasize this, we will occasionally write $X_{\min}$ for it.

As above, $X_r$ is obtained from $X$ by blowing-up $r$ (generic) points via the map $b : X_r \to X$,

the classes $T_0, T_1, \ldots, T_m, T_{m+1}, \ldots, T_{m+r}, T_p$ form a basis of $H^*(X_r)$, and we consider the invariants

$$N_{\beta, \alpha} = I_{\beta, \alpha}(T_p^{n_\beta, a})$$

for homology classes $(\beta, \alpha)$ with $\beta \in H^*(X)$ and $\alpha = (a_1, \ldots, a_r)$.

For any permutation $\sigma \in S_r$ of the exceptional divisors one always has

$$N_{\beta, \alpha} = N_{\beta, \sigma(\alpha)}$$

by [15, Theorem 3.3]. This implies the following.

**Lemma 3.6.** Let $i, j \in \{1, \ldots, m\}$. If

$$q^{\beta} q_{m+1}^{a_1} \cdots q_{m+r}^{a_r} t^{n_\beta, a}/(n_\beta, a)!$$

is a summand of $K_{ij}$, then the terms

$$q^{\beta} \left( \sum_{\sigma \in S_r} q_{m+1}^{(a_1)} \cdots q_{m+r}^{(a_r)} \right) t^{n_\beta, a}/(n_\beta, a)!$$

are all summands of $K_{ij}$, and they all have the same coefficient.

4. The Newton polygon of the blow-up

4.1. The Newton polygon. For a smooth surface $X$ denote by $\chi_X(\lambda)$ the characteristic polynomial in the indeterminate $\lambda$ of the operator $K$ associated with $X$. It has coefficients in $\mathbb{C}[q_1, \ldots, q_{m+r}, t_p]$ (as before, we fixed $t_0 = 0$). From now on we assume that $q \neq 0$ and

$$q_1 = \nu_1 q$$

$$\vdots$$

$$q_{m+r} = \nu_{m+r} q$$
for some \( \nu_1, \ldots, \nu_{m+r} \in \mathbb{C} \setminus \{0\} \). We will treat \( t_q \) as a constant. In this way, the coefficients of \( \chi_X(\lambda) \) may be considered as elements of \( \mathbb{C}[q^{\pm 1}] \). Notice that as we may rescale \( q \), the \((m+r)\)-tuple \( \nu_1, \ldots, \nu_{m+r} \) is only defined up to scale. That is, we actually consider
\[
[\nu_1 : \cdots : \nu_{m+r}] \in \mathbb{P}^{m+r-1}
\]

**Definition 4.1.** The Newton pairs (sometimes, Puiseux pairs) of \( \chi_X(\lambda) \) are the lattice points \( (x, y) \in \mathbb{Z}^2 \) such that the coefficient of the monomial \( \lambda^x q^y \) is non-zero. The Newton polygon of the characteristic polynomial \( \chi_X(\lambda) \) is the lower convex hull of the set of Newton pairs in the \((x, y)\)-plane, i.e. the smallest convex set containing the rays parallel to the positive y-axis emanating from the Newton pairs.

The lower boundary of the Newton polygon is a broken straight line that we will often identify with the polygon itself. We will freely use the terminology of plane co-ordinate geometry for broken line segments such as slope, salient vertex, etc.

**Theorem 4.2.** Let \( X_{\text{min}} \) be a minimal model and \( X = X_r \) is its \( r \)-fold blow-up in generic points. Then, for all \([\nu_1 : \cdots : \nu_{m+r+1}] \in \mathbb{P}^{m+r}\) the Newton polygon of \( \chi_{X_{\text{min}}}(\lambda) \) is obtained by translating the Newton polygon of \( \chi_X(\lambda) \) by the vector \((0, -r)\), and extending it by a segment of slope 1 and length \( r \) on its right.

**Proof.** The proof contains three steps. First, we show that there do exist Newton pairs as in the statement. Second, that any further Newton pair lies on or above the diagram determined by the pairs of the statement. Third, that the monomials corresponding to the salient vertices of the boundary are unique.

For the first one we will use induction. We will show that the Newton polygon of \( \chi_{X_r}(\lambda) \) is obtained by translating the Newton polygon of \( \chi_{X_{r-1}}(\lambda) \) by the vector \((0, -1)\), and extending it by a further vertex \((1 + \deg \chi_{X_{r-1}}, 0)\) (on its right).

From Proposition 4.2 it follows that each Newton pair of \( \chi_{X_{r-1}}(\lambda) \) translated by \((0, -1)\) appears as a Newton pair of \( \chi_{X_{r}}(\lambda) \). Namely, in the \((m+r, m+r)\) entry of \( K \) there appears a minimal term \( q_{m+r}^{-1} \). Hence, for every minimal monomial
\[
c_{x,y,z,\ldots,y_{m+r-1}} \lambda^{x} q_{1}^{y_{1}} \cdots q_{m+r-1}^{y_{m+r-1}}
\]
\[
= c_{x,y,z,\ldots,y_{m+r-1}} \mu_{1}^{y_{1}} \cdots \mu_{m+r-1}^{y_{m+r-1}} \lambda^{x} q_{1}^{y_{1}} \cdots q_{m+r-1}^{y_{m+r-1}}
\]
of \( \chi_{X_{r-1}}(\lambda) \) with \( c_{x,y,z,\ldots,y_{m+r-1}} \neq 0 \), we get a monomial
\[
c_{x,y,z,\ldots,y_{m+r-1}} \mu_{1}^{y_{1}} \cdots \mu_{m+r-1}^{y_{m+r-1}} \lambda^{x-1} \mu_{m+r}^{-1} q_{1}^{y_{1}} \cdots q_{m+r-1}^{y_{m+r-1}}
\]
in \( \chi_{X_{r}}(\lambda) \). In view of our assumption \( \nu_{m+r} \neq 0 \), this shows the first statement.

For the second and third steps we will give a case-by-case proof using the following classification of minimal surfaces. As \( X_{\text{min}} \) is minimal, it falls into one of the following cases

Theorem 1.29:

1. \(-c_1(X_{\text{min}})\) is nef
2. \(X_{\text{min}}\) is a minimal ruled surface over some curve \( \Sigma_g \)
3. \(X_{\text{min}} \cong \mathbb{P}^2\)

\[\square\]

4.2. **Case 1:** \(-c_1(X_{\text{min}})\) is nef. Theorem 4.2 in this case is deduced from the following explicit calculations.

**Lemma 4.3.** Let \( \beta \in H^2(X_{\text{min}}) \) such that \( n_{\beta} \geq 0 \). Then \( N_{\beta} = 0 \).

**Proof.** If \( N_{\beta} \neq 0 \), then there is a (not necessarily irreducible or reduced) curve \( C \subset X \) in the class \( \beta \) for which
\[
\int_{C} c_1(X) > 0
\]
But this contradicts that \(-c_1(X_{\text{min}})\) is nef.

\[\square\]
Lemma 4.4. Let \((\beta, \alpha) \in H^2(X_r)\) such that \(n_{\beta,\alpha} \geq 0\). Then

\[ N_{\beta,\alpha} = \begin{cases} 
1 & \text{if } \alpha = -[i] \text{ for some } 1 \leq i \leq r \\
0 & \text{otherwise}
\end{cases} \]

Proof. If \(\alpha = 0\), we are done by Lemma 4.3.

Suppose that \(\alpha \neq 0\) and \(N_{\beta,\alpha} \neq 0\). As in the previous proof, there exists then a curve \(C \subset X_r\) in the class \((\beta, \alpha)\) for which

\[ \int_C c_1(X_r) > 0. \]

As

\[ c_1(X_r) = p^*(c_1(X)) - E_1 - \cdots - E_r, \]

we have that

\[ \int_C c_1(X_r) = \int_C p^*(c_1(X)) - E_1 \cdot C - \cdots - E_r \cdot C. \]

On one hand, we can apply the projection formula \([9, \text{Proposition 2.5 (c)}]\) on the proper map \(p\) to obtain that

\[ \int_C p^*(c_1(X)) = \int_{p_*C} c_1(X). \]

On the other hand, the entries of \(\alpha\) must be all nonnegative by Theorem 2.3 (1c) because \(\beta \neq 0\). Suppose that there is at least one positive entry in \(\alpha\). Then

\[ 1 \leq E_1 \cdot C + \cdots + E_r \cdot C. \]

If \(C\) is not contained entirely in the exceptional locus, then because \(p\) is birational, the image

\[ p_*(C) \subset X \]

is a (not necessarily rational) curve. As \(-c_1(X)\) is nef, we must have

\[ c_1(X)(p_*(C)) \leq 0. \]

Hence, \(\alpha \neq 0\) would imply

\[ \int_C c_1(X_r) < 0. \]

But this would contradict \([6]\) when \(N_{\beta,\alpha} \neq 0\).

If \(C\) is contained in the exceptional locus of \(p\), then by Theorem 2.3 it must be of class \(-[i]\) for a single exceptional curve \(E_i\).

\[ \square \]

Proposition 4.5. When \(-c_1(X_{\text{min}})\) is nef,

\[ K_{ij} = \begin{cases} q_i^{-1} & \text{if } i = j \in \{m+1, \ldots, m+r\} \\
0 & \text{otherwise}
\end{cases} \]

for \(i \neq p\) and \(j \neq 0\). In particular, \(K\) is a lower triangular matrix with diagonal

\[ (0, \ldots, 0, q_{m+1}^{-1}, \ldots, q_{m+r}^{-1}, 0). \]

4.3. Case 2: \(X_{\text{min}}\) is a minimal ruled surface. Let \(U\) be a vector bundle of rank two over some curve \(\Sigma_g\) of genus \(g\) such that \(X = \mathbb{P}(U)\) with

\[ \pi : X = \mathbb{P}(U) \to \Sigma_g \]

the projection. The second homology of \(X\) is generated by \(c = c_1(O_X(1))\) and \(f = [F]\) where \(F\) is a fiber of \(\pi\). If we denote \(u = \deg U := \deg(\det U)\), these classes intersect each other as

\[ f^2 = 0, \quad c \cdot f = 1, \quad c^2 = u. \]
To keep track of their different roles, only in this section we will write $q_f$ and $q_c$ for the variables corresponding to $f$ and $c$ instead of numbering them. The inverse of the matrix (written in the basis $f, c$)

\[
\begin{pmatrix}
0 & 1 \\
1 & u
\end{pmatrix}
\]

is

\[
\begin{pmatrix}
-u & 1 \\
1 & 0
\end{pmatrix}
\]

There are two cases to consider when describing the cone of effective curves on $X$.

First, $U$ can be unstable. This means that there exists a line bundle quotient $A$ of degree $a = \text{deg} (A) \leq \frac{1}{2} u$. Then $P(A) \subset P(U) = X$ is an effective curve in the class $af + c$, and the ray spanned by it bounds the cone of curves \[24, \text{Chapter 1, 1.5.A}\]. The other boundary of the cone of curves is the ray spanned by $f$.

Second, when $U$ is not unstable, then it is semistable. Then the cone of effective curves is bounded by the rays spanned by $c$ and $f$.

It is known [13, V.2.10] that $c_1(X) = 2c + (2 - 2g - u)f$ For a class $\beta = bf + dc$ the expected dimension is therefore

\[
n_\beta = c_1(X) \cdot (bf + dc) - 1 = (2 - 2g + u)d + 2b - 1
\]

**Example 4.6.** If $u = 0$, the expected dimension $n_\beta$ is nonnegative when $b > d(g - 1)$. The lines $b = d(g - 1)$ for small values of $g$ look as follows.

![Diagram](image)

The open half-planes to the right of the lines $b = d(g - 1)$ correspond to classes with nonnegative expected dimension.

4.3.1. *Higher genus.* If $L$ is a line bundle on $\Sigma_g$, then $P(U) \simeq P(U \otimes L)$ [13, Chapter V, Proposition 2.2] and

\[
\text{deg} (U \otimes L) = \text{deg} (U) + 2\text{deg} (L).
\]

By replacing $U$ with some $U \otimes L$ if necessary, we will assume that $u \neq 0$ and $u \neq 2 - 2g$. We will show the following.

**Proposition 4.7.** The lowest order terms of $K$ on $X_r$, the blow-up of a ruled surface over a curve of positive genus in $r$ points are as follows:

(1) $2q_f$ at $0f$ and $cp$
(2) $q_fq_p$ at $cf$
(3) $q_fq_j$ at $jf$ and $cj$, $3 \leq j \leq r + 2$
(4) $\pm \frac{1}{2}q_f^2q_j$ at $0j$ and $jp$, $3 \leq j \leq r + 2$
(5) $-q_j^{-1}$ at $jj$, $3 \leq j \leq r + 2$
(6) $0c, fc, fp, 0p, fj$ and $jc$, $3 \leq j \leq r + 2$ are all zero
To prove Proposition 4.7, we first need some auxiliary results.

**Lemma 4.8.** For $g > 0$, all classes $(\beta, \alpha) = (bf + dc, \alpha) \in H^2(X_r)$ with $n_{\beta, \alpha} > 1$ have $N_{\beta, \alpha} = 0$.

**Proof.** GW invariants as in the claim count $n_{\beta, \alpha}$-pointed genus 0 stable maps passing through two generic points. These generic points can be chosen to lie in different fibers of the composite morphism

$$X_r \xrightarrow{b} X \xrightarrow{\pi} \Sigma_g,$$

and hence they have disjoint image in $\Sigma_g$. Therefore the composition of a $n_{\beta, \alpha}$-pointed stable map with $\pi \circ b$ would be surjective. In particular, the domain of the stable map must have at least one irreducible component which is nonconstant when composed with $\pi \circ b$. But such a morphism from a rational curve cannot exist when $g > 0$. □

**Lemma 4.9.** For $g > 0$, all classes $(\beta, \alpha) = (bf + dc, \alpha) \in H^2(X_r)$ with $d > 0$ have $N_{\beta, \alpha} = 0$.

**Proof.** As $d > 0$, the image of such a stable map projects surjectively onto $\Sigma_g$ under the composition $\pi \circ b$. Again, such a morphism from a rational curve cannot exist when $g > 0$. □

**Lemma 4.10.** For $g > 0$, all classes $(\beta, \alpha) \in H^2(X_r)$ with $a_i > 0$ for more than one $i$ have $N_{\beta, \alpha} = 0$.

**Proof.** If a class $(\beta, \alpha) = (bf, \alpha)$ is such that $a_i > 0$ for more than one exceptional divisor, then the image of a stable map in this class needs to meet these divisors. Just as in the previous two Lemmas, this is impossible as the base curve has $g > 0$. □

**Lemma 4.11.** For $g > 0$, if $N_{\beta, \alpha} \neq 0$ then $(\beta, \alpha)$ is of the form $bf - aE$ where $E$ is one of the exceptional divisors and either $0 \leq a \leq b$ or $b = 0$ and $a = -1$.

**Proof.** Lemmas 4.9, 4.10 imply that the image of a stable map in the class $(\beta, \alpha)$ composed with the map $b$ is a curve on $X$ in class $b'f$ for some $b'$. The proper transform of a curve in the class $f$ passing through the blow-up locus has class $f - E$. This observation and Theorem 2.3 implies the statement. □

**Proof of Proposition 4.7.** Write

$$K(t_p) = \sum_{k=0}^{\infty} K^{(k)}(0) \frac{m^n}{n!}.$$ 

The entries of $K^{(0)}(0)$ at $ij$, $i, j \neq 0, p$, resp. at $0j$ and $ip$, $i \neq 0, j \neq p$ enumerate classes that have $n_{\beta, \alpha} = 0$, resp. $n_{\beta, \alpha} = 1$. Similarly, the entries of $K^{(1)}(0)$ at $ij$, $i, j \neq 0, p$ enumerate classes that have $n_{\beta, \alpha} = 1$. By Lemma 4.8, every other nontrivial entry of $K^{(1)}(0)$ and also every other $K^{(n)}(0)$, $n > 1$ is zero.

By Lemmas 4.9, 4.10 and 4.11 combined with the formula for $n_{\beta, \alpha}$, the classes with $n_{\beta, \alpha} = 0$, resp. $n_{\beta, \alpha} = 1$ are of the form $bf - (2b - 1)E$, resp. $bf - (2b - 2)E$ for one exceptional divisor $E$ such that

$$0 \leq 2b - 1 \leq b$$

resp.

$$0 \leq 2b - 2 \leq b$$

This has only one, resp. two solutions: $f - E$, resp. $f$ and $2f - 2E$.

(1) The class $f$ has $n_f = 1$ and hence $q_f$ is a candidate to be minimal at $0f$ and $cp$. Passing through any point of $X$ there is a unique effective stable map whose image has class $f$: the one which maps $\mathbb{P}^1$ to the specific fiber of

$$\pi : X \to \Sigma_g.$$ 

Hence, $N_f = 1$, and $q_f$ is indeed one of the minimal summands at $0f$ and $cp$. In fact, for $g > 0$ it is the unique minimal summand at these entries by the above description of the effective cone.
It follows from Part (1) and Theorem 2.3 (1d) that \( N_{f, 1} = N_f = 1 \). Parts (2) and (3) then follow from Proposition 3.2.

Applying relation (4) with \( i = j = f \) on the class \((2f, 2)\) we get that
\[
2^3 \cdot N_{2f, 2} = 2^2 \cdot N_{2f, 1} + N_f (-u) \cdot (-1) \begin{pmatrix} 1 & 1 \\
1 & 1 \
\end{pmatrix}
\]
which implies
\[
N_{2f, 2} = \frac{u}{8}.
\]
To get the entries at \( 0j \) and \( jp \) this needs to be multiplied with
\[
\pm T_j (2f, 2)(1 + \varepsilon) = \pm 2 \cdot 2 = \pm 4.
\]
This implies Part (4).

Part (5) follows from Proposition 3.2.

Part (6) follows from Lemmas 4.8 (for \( 0p \)) and 4.9 (for entries in the row of \( f \) or the column of \( c \)). Indeed, terms at these entries contain derivatives of the potential with respect to \( q_c \), and according to Lemma 4.9 the coefficients of such terms in the potential vanish.

\[ \blacksquare \]

Example 4.12. Let us use the ordering \( 0, f, c, p \) of the cohomology classes to express the matrix of \( R \) for \( X_{\min} \) a minimal ruled surface over \( \Sigma_g, g > 0 \). Then the minimal terms in \( R \) are
\[
\begin{pmatrix}
0 & 2qf & 0 & 0 \\
2 - 2g - u & 0 & 0 & 0 \\
2 & qft & 0 & 2qf \\
2tp & 2 & 2 - 2g + u & 0
\end{pmatrix}
\]
The Newton pairs are therefore
\( q^2, q\lambda^2, \lambda^4 \).

Example 4.13. Blowing up once the surface from Example 4.12 yields
\[
\begin{pmatrix}
0 & 2qf & 0 & \frac{q^3 \lambda^2}{2} & 0 \\
2 - 2g - u & 0 & 0 & 0 & 0 \\
2 & qft & 0 & qfq_3 & 2qf \\
-1 & -qf q_3 & 0 & -q_3 & -\frac{q^3 \lambda^2}{2} \\
2tp & 2 & 2 - 2g + u & -1 & 0
\end{pmatrix}
\]
for the minimal entries of \( R \) where we used the ordering \( 0, f, c, 3, p \) with 3 referring to the first exceptional divisor. Hence, for generic \( t_p \) the Newton diagram is
\( q, \lambda^2, q^{-1} \lambda^4, \lambda^5 \).

Lemma 4.14. For \( X_r, r \geq 0 \) the genus 0 Gromov-Witten potential as well as the Dubrovin connection is a Laurent polynomial in \( q, t \). In particular, it is \( \mathbb{C} \)-analytic.

Proof. This follows from the fact that there are only finitely many cohomology classes with nontrivial invariants on \( X_r \).

Proposition 4.7 also implies the following.

Lemma 4.15. The degree of the minimal terms of \( R \) does not depend on \( r \) in the following sense:
\[
\min \deg K_{ij} = \min \deg \overline{R}_{ij}, \quad i, j \in \{0, f, c, 3, \ldots, r + 1, p\}
\]

Proof of Theorem 4.2 in the higher genus case. A minimal monomial of \( \chi_{X_r} \) factors either as
\[
m_{r+1}(q, \lambda) m_{ie} m_{ej}
\]
where \( m_{r-1}(q, \lambda) \) is a monomial from \( \chi_{X_{r-1}} \) divided by a summand of \((K - \lambda I)_{ij}\) for some \( i, j \neq e \) and \( m_{ie}, m_{ej} \) are summands of \( K_{ie}, K_{ej} \) respectively, or as

\[
m_{r-1}(q, \lambda) m_{ee}
\]

where \( m_{r-1}(q, \lambda) \) is a monomial from \( \chi_{X_{r-1}} \) and \( m_{ee} \) is a monomial from \( K_{ee} - \lambda \).

Lemma 4.15 and Proposition 4.7 implies

\( \min \deg m_{ie} m_{ej} \geq \min \deg (K - \lambda I)_{ij} \) and \( \min \deg m_{ee} = -1 \),

which gives the second statement of Theorem 4.2.

The monomial \( \lambda^{4+r} \) is always the unique summand of \( \chi_{X_r} \) corresponding to the lattice point \((4 + \nu, 0)\). It follows from Proposition 4.7 that the monomials corresponding to the lattice points \((0, -\nu + 2)\), resp. \((4, -\nu)\) are also unique: they are

\[
4((2 - 2q)^2 - u^2)q_f^{r+2} \prod_{i=3}^{r+2} q_i^{-1},
\]

resp.

\[
\lambda^4 \prod_{i=3}^{r+2} q_i^{-1}.
\]

As these three vertices are the unique salient vertices of the Newton polygon, this completes the proof (of the third statement) of Theorem 4.2.

\[\square\]

### 4.3.2. Genus zero.

It is known that \( X = \mathbb{P}(U) \) is deformation-equivalent to \( \mathbb{P}(U(n)) \) for any twist

\[ U(n) = U \otimes \mathcal{O}(n), n \in \mathbb{Z} \]

of \( U \), and such a twist changes the degree of \( U \) by \( 2n \) [26, p. 9–10]. Hence, \( X \) is deformation-equivalent to a projective bundle of degree zero if \( u \) is even, or to a projective bundle of degree \(-1\) if \( u \) is odd. When \( u = -1 \), \( X \) is isomorphic to \( \mathbb{P}^2 \) blown up at a point. We will treat this case in Section 4.4.

Suppose now that \( u = 0 \). In this case

\[ X \simeq \mathbb{P}^1 \times \mathbb{P}^1 \]

and hence

\[
e_1(X) = 2f + 2c.
\]

The intersection form on \( X_r \) is

\[ g_{ij} = g^{ij} = \begin{cases} 1 & \text{if } (i, j) \in \{(0, p), (p, 0), (f, c), (c, f)\}, \\ -1 & \text{if } (i, j) \in \{(3, 3), \ldots, (r + 2, r + 2)\}, \\ 0 & \text{otherwise}. \end{cases} \]

**Example 4.16.** Consider \( X_{\text{min}} \simeq \mathbb{P}^1 \times \mathbb{P}^1 \). The fact that

\[ N_{f+c} = 1 \]

is known classically [20, Chapter 3, Exercise 3] (see also [5, Example 7.2]). For this class,

\[ n_{f+c} = 2 + 2 - 1 = 3 \]

At \( 0p \) its coefficient is

\[ 1 - n_{f+c} + 2c = 1 - 3 + 4 = 2 \]

As multiple covers of the class \( f \) or \( c \) do not pass through enough general points,

\[ N_{kf} = N_{kc} = 0, \quad \text{when } k > 1 \]

The minimal entries of \( K \) are hence

\[
\begin{pmatrix} 0 & 2q_f & 2q_c & 2q_fq_c t_p \\ 2 & -q_fq_c t_p^2 & q_c t_p & 2q_c \\ 2 & q_c t_p & -q_fq_c t_p^3 & 2q_f \\ 2t_p & 2 & 2q_f & 0 \end{pmatrix}
\]
The Newton pairs are 
\[ q^2, q\lambda^2, \lambda^4. \]

**Example 4.17.** Consider now \( X_1 \) which is obtained by blowing up one point on \( \mathbb{P}^1 \times \mathbb{P}^1 \). As \( n_{f+c} = 3 \) we can use Theorem 2.3 (1d) to get that

\[ N_{f+c,1} = 1 \]

This class has \( n_{f,1} = 2 \). Similarly, \( N_{f,1} \) and \( N_{c,1} \) are both equal to 1. We get that the minimal entries of \( K \) are

\[
\begin{pmatrix}
0 & 2q_f & 2q_c & 2q_f q_g q_3 t_p & 2q_f q_g t_p \\
2 & q_f q_g t_p & q_c t_p & q_c q_3 & 2q_c \\
2 & q_f t_p & -q_f q_g t_p & q_f q_3 & 2q_f \\
-1 & q_f q_3 & q_c q_3 & q_c & 2q_f q_g q_3 t_p \\
2 & 2 & 2 & -1 & 0 \\
\end{pmatrix}
\]

It is known that \( X_1 \) is isomorphic to the projective plane blown-up at two generic points \( P \) and \( Q \) \([12]\) pp. 479-480. The exceptional curve \( E \) then gets identified with the proper transform of the line \( PQ \). The pullback of the hyperplane class from the plane minus the first (resp.) the second exceptional curve is the same as the pullback of the fiber (resp. the base) class minus the proper transform of \( PQ \). Performing this change in the homology base brings the above matrix to the one given in Example 4.21.

Applying repeatedly Theorem 2.3 (1d) one can obtain an analogue of of Proposition 4.7 for the blow-ups \( X_r \) of \( X \). Instead, we will just use the above identification of \( X_1 \) with the projective plane blown-up at two generic points to reduce the calculation of \( K \) to that of the blow-ups of the projective plane. This will be done Section 4.4 below.

**4.4. Case 3:** \( X_{\text{min}} \simeq \mathbb{P}^2 \). The second cohomology of \( \mathbb{P}^2 \) is generated by the hyperplane class \( h \), which has \( h^2 = 1 \). The first Chern class is

\[ c_1(X) = 3h. \]

When considering this minimal surface, we will write \( q_h \) for \( q_1 \). As is known, for \( X_r \)

\[ g_{ij} = g^{ij} = \begin{cases} 1 & \text{if } (i, j) \in \{(0, p), (p, 0), (h, h)\}, \\ -1 & \text{if } (i, j) \in \{(2, 2), \ldots, (r + 1, r + 1)\}, \\ 0 & \text{otherwise}. \end{cases} \]

**Lemma 4.18.** The lowest order terms of \( K \) on \( X_r \), the projective plane blown-up at \( r \) points are as follows.

1. \(-q_h q_i^2 \) at \( hh \)
2. \( q_h t_p \) at \( 0h \) and \( hp \)
3. \( q_i q_j \left( q_i q_1^{i-1} + \sum_{\substack{j=2, j \neq i \leq r+1}} q_j \right) \) at \( hi \) and \( ih \), \( 2 \leq i \leq r + 1 \)
4. \(-q_h q_i q_j \) at \( ij \), \( 2 \leq i,j \leq r + 1 \)
5. \(-q_i^{-1} \) at \( ii \), \( 2 \leq i \leq r + 1 \)
6. \( \pm 2q_h q_i \) at \( 0i \) and \( ip \), \( 2 \leq i \leq r + 1 \)
7. \( 3q_h \) at \( 0p \)

**Proof.** Theorem 2.3, which in this case goes back to \([11]\), gives a straightforward way to calculate the lowest order terms of the operator \( K \) for any \( X_r \), \( r \geq 0 \). One can start from the numbers \( N_h = 1 \) and \( n_h = 3 - 1 = 2 \). Then we get that

\[ N_{h,(1)} = 1, \quad n_{h,(1)} = 1 \]

and

\[ N_{h,(1,1)} = 1, \quad n_{h,(1,1)} = 0. \]
But the class $h, (1)$ cannot appear at the entries $ij$, $1 \leq i, j \leq m + r$ because its coefficient there would be

$$1 - n_{h, (1)} + 2\varepsilon = 1 - 1 + 0 = 0$$

The invariant $N_{2h} = 2$, for which $n_{2h} = 6 - 1 = 5$, implies that

$$N_{2h, (1)} = 2, \quad n_{2h, (1)} = 4$$

\[ \square \]

**Example 4.19.** The minimal entries of $K$ for $X_{\text{min}}$ are

$$
\begin{pmatrix}
0 & q_h t_p & 3q_h \\
3 & -q_h t_p & q_h t_p \\
2t_p & 3 & 0
\end{pmatrix}
$$

The Newton polygon is bounded by $q, \lambda^3$.

**Example 4.20.** The minimal entries of $K$ for $X_1$, the projective plane blown-up in a point are

$$
\begin{pmatrix}
0 & q_h t_p & 2q_h q_2 & 3q_h \\
3 & -q_h t_p & q_h t_p & 0 \\
-1 & -q_h t_p & q_h t_p & -2q_h q_2 \\
2t_p & 3 & -1 & 0
\end{pmatrix}
$$

**Example 4.21.** The minimal entries of $K$ for $X_2$, the projective plane blown-up in two generic points are

$$
\begin{pmatrix}
0 & q_h t_p & 2q_h q_2 & 2q_h q_3 & 3q_h \\
3 & -q_h t_p & q_h t_p & q_h q_3 & 0 \\
-1 & -q_h t_p & q_h t_p & -q_h q_2 & 0 \\
-1 & -q_h q_3 & q_h t_p & -q_h q_2 & 0 \\
2t_p & 3 & -1 & -1 & 0
\end{pmatrix}
$$

Similarly as in the ruled surface case, Lemma **4.18** implies the following.

**Lemma 4.22.** The degree of the minimal terms of $K$ does not depend on $r$ in the following sense:

$$\min \deg K_{ij} = \min \deg K_{ij}^{\varepsilon}, \quad i, j \in \{0, f, c, 3, \ldots, r + 1, p\}.$$  

**Proof of Theorem 4.2 for rational surfaces.** Using Lemmas **4.18** and **4.22** the proof is the similar as it was in the ruled surface case. In particular, the inequality (7) is satisfied in this case as well. The monomial $\lambda^{3+r}$ is always the unique summand of $\chi X_1$ corresponding to the lattice point $(3 + r, 0)$. Again, the monomials corresponding to the lattice points $(0, -r + 1)$, resp. $(3, -r)$ are also unique: they are

$$27 q_0 \prod_{i=2}^{r+1} q_i^{-1},$$

resp.

$$\lambda^3 \prod_{i=2}^{r+1} q_i^{-1}.$$  

These three vertices hence bound the Newton polygon and this completes the proof of Theorem **4.2**.  

\[ \square \]
5. The spectrum of the blow-up

First, let us recall the following version of Hensel’s Lemma for monic polynomials with coefficients in the ring of formal power series in one variable.

**Theorem 5.1** (Hensel’s Lemma [1, Lecture 12]). Let

\[ F(x, y) = y^n + A_1(x)y^{n-1} + \cdots + A_n(x) \in \mathbb{C}[[x]][y] \]

be a monic polynomial of degree \( > 0 \) in \( y \) with coefficients \( A_1(x), \ldots, A_n(x) \in \mathbb{C}[[x]] \). Assume that

\[ F(0, y) = g(y)h(y) \]

where

\[ g(y) = y^r + b_1y^{r-1} + \cdots + b_r \in \mathbb{C}[y], \]

\[ h(y) = y^s + c_1y^{s-1} + \cdots + c_s \in \mathbb{C}[y] \]

are monic polynomials of degrees \( r > 0 \) and \( s > 0 \) in \( y \) such that \( \gcd(g(y), h(y)) = 1 \).

Then there exist unique monic polynomials

\[ G(x, y) = y^r + B_1(x)y^{r-1} + \cdots + B_r(x) \in \mathbb{C}[[x]][y], \]

\[ H(x, y) = y^s + C_1(x)y^{s-1} + \cdots + C_s(x) \in \mathbb{C}[[x]][y] \]

of degrees \( r > 0 \) and \( s > 0 \) in \( y \) such that

\[ G(0, y) = g(y), \quad H(0, y) = h(y) \]

and

\[ F(x, y) = G(x, y)H(x, y). \]

We will apply this on the characteristic polynomial of the operator \( K \) to infer about the quantum spectrum of \( X_r \). As above, let

\[ b: X_r \to X_{\text{min}} \]

be a birational morphism of regular surfaces over \( \mathbb{C} \), with \( X_{\text{min}} \) minimal. Recall that we fixed a basis \( T_1, \ldots, T_m \) of \( H^2(X_{\text{min}}, \mathbb{Z}) \) and that these correspond to parameters \( q_1, \ldots, q_m \in \mathbb{C} \). The morphism \( b \) is obtained by \( r \) successive quadratic transformations (blow-ups), with exceptional divisors denoted by \( E_1, \ldots, E_r \); the variables \( q_{m+1}, \ldots, q_{m+r} \) are associated to these divisors.

Let

\[ U \subset \text{Spec}(\mathbb{C}[q_1, \ldots, q_{m+r}]) \]

be any conical open subset for the analytic topology whose closure \( \overline{U} \) satisfies

\[ \overline{U} \cap \{ q_j = 0 \} = \{ 0 \}, \quad 1 \leq j \leq m + r \]

We will assume that \( t_p \) is such that the \( q, t \) lies in the domain of convergence of \( F_{X_r} \) (see Proposition A.6 for the plane, in all other cases it is trivial). Let us denote by

\[ \lambda_0(q_1, \ldots, q_m, t_p), \ldots, \lambda_{m+1}(q_1, \ldots, q_m, t_p) \]

the spectrum of the operator \( K \) of \( X_{\text{min}}, \) and by

\[ \mu_0(q_1, \ldots, q_{m+r}, t_p), \ldots, \mu_{m+r+1}(q_1, \ldots, q_{m+r}, t_p) \]

the spectrum of the operator \( K \) of \( X_r \).

**Theorem 5.2.** With the above notations, (and up to a suitable relabeling of the spectra), we have

\[ \lim_{t_p} \lambda_j(q_1, \ldots, q_m, t_p) = 1 \quad (0 \leq j \leq m + 1) \]

and

\[ \lim_{t_p} \mu_j(q_1, \ldots, q_{m+r}, t_p)q_j^{-1} = 1 \quad (m + 2 \leq j \leq m + r + 1) \]

as \( |t_p| < \infty \) and the point \((q_1, \ldots, q_{m+r})\) converges to \( 0 \) in \( U \).
If moreover $t_p \to 0$, then one gets the large radius limit point of [4, Section 2.3]. When $-c_1(X)$ is nef, the statement holds even without taking limit as it is seen directly from Proposition 4.10.

**Proof.** When $X_{\text{min}}$ is a ruled surface or the projective plane, will prove Theorem 5.2 using induction. So assume that that the statement is true for $r-1$. For $i, j \in \{0, 1, \ldots, m+r, p\}$, let us denote by $C_{ij}$ the minor of the $i j$ entry of $K - \lambda I$. For ease, we will write again $q_e$ for the variable $q_{m+r}$ corresponding to $E_r$. Let $K$ denote the operator of $X_{r-1}$.

Consider the Laplace expansion of the determinant of $K$ with respect to the column of the basis element $E_r$. By Proposition 3.2 this can be written as

$$\left(-\lambda - q_e^{-1} - \sum_{\beta, a} k_{\beta,a} q^\beta q_e^{\alpha} \frac{t_p^{n_{\beta,a} - \varepsilon}}{(n_{\beta,a} - \varepsilon)!}\right) C_{ee} + \sum_{i=0}^{m+r-1} (K - \lambda I)_{ie} C_{ie} - C_{pe}$$

We first claim that all Newton pairs of $(K - \lambda I)_{ie} C_{ie}, \ 0 \leq i \leq m + r - 1$

lie strictly above the Newton polygon of $K - \lambda I$. Indeed, the Newton pairs of $C_{ie}$ lie on or above the Newton polygon of $K - \lambda I$ due to (7) just as in the proof of Theorem 4.2 while nonzero terms of $(K - \lambda I)_{ie}$ are at least of degree 2. Therefore, the Newton pairs coming from $K_{ie} C_{ie}, \ 0 \leq i \leq m + r - 1$ do not affect the asymptotic behaviour of the spectrum. As a consequence, we need only consider the first and the last terms of the expansion.

Let us second consider the polynomial in $\lambda$ corresponding to the diagonal entry $ee$. This term comes factored as a product of a linear term in $\lambda$ and a determinant. It follows from Proposition 3.2 and the rules of determinants that $C_{ee}$ is polynomial in $q_e$ and $C_{ee}|_{q_e=0} = \det(K - \lambda I)$.

**Lemma 5.3.**

$$\lim_{|t_p| \ll \infty} \sum_{\beta, a} k_{\beta,a} q^\beta q_e^{\alpha} \frac{t_p^{n_{\beta,a} - \varepsilon}}{(n_{\beta,a} - \varepsilon)!} = 0$$

as $(q_1, \ldots, q_{m+r})$ converges to $\overline{0}$.

**Proof.** We know that the Gromov-Witten potential is analytic in the variables $q, t$ by Lemma 4.11 and Theorem A.1 on a neighbourhood of 0 not containing the hyperplanes defined by the exceptional variables. The series on the LHS is a third derivative of the potential and it only contains nonnegative exponents of all the variables. Hence, it is in fact analytic on an open neighbourhood of 0. Therefore, it is uniformly continuous and we can exchange the limit with the summation. As each summand converges to 0, we obtain the claim. \hfill \Box

It follows from Lemma 5.3 that the root of the linear factor can be expressed as

$$\mu_e = q_e^{-1} + O(1).$$

Finally, let us turn our attention to the terms coming from $C_{pe}$. A monomial whose corresponding lattice point may possibly lie on or below Newton polygon (up to a nonzero scalar) has the form

$$f(q, t, \lambda) q_{t}^{-1} \lambda^{r-1-|I|}$$

for some $I \subseteq \{m+1, \ldots, m+r-1\}$ where

$$q_{t}^{-1} = \prod_{i \in I} q_{i}^{-1} \lambda.$$ 

Here $f(q, t, \lambda)$ is a summand of the minor

$$|(K - \lambda I)_{ij}|_{i \in \{0,1,\ldots,m+m+r\}, j \in \{0,1,\ldots,m,r\}}.$$
Spelling out this submatrix one gets for the lowest degree terms
\[
\begin{pmatrix}
-\lambda & q_h t_p & 3q_h \\
3 & -\lambda + q_h t_p^2 & q_h t_p \\
-1 & q_h q_e & (q_h + \sum_{j=2}^r q_j)
\end{pmatrix}
\]
when \(X_{\text{min}} = \mathbb{P}^2\) or
\[
\begin{pmatrix}
-\lambda & 2q_f & 0 & 0 \\
2 - 2g - u & -\lambda & 0 & 0 \\
2 & q_f t_p & -\lambda & 2q_f \\
-1 & -q_f q_e & 0 & -\frac{2}{3} q_f^2 q_e
\end{pmatrix}
\]
when \(X_{\text{min}}\) is a ruled surface. A quick computation then gives that the possible values of \(f(q, \lambda, t)\), after throwing away those that are surely not minimal and setting \(t_p = 1\), are

\[
(9) \quad f(q, 1, \lambda) = \begin{cases}
\lambda^2 q_h q_e \text{ or } \lambda q_h q_e^2 & \text{if } X_{\text{min}} = \mathbb{P}^2 \\
\lambda^3 q_f^2 q_e^2 \text{ or } \lambda^2 q_f q_e^2 & \text{if } X_{\text{min}} \text{ is a ruled surface}
\end{cases}
\]

The case \(I = \{m + 1, \ldots, m + r - 1\}\) gives rise to

\[
(10) \quad f(q, 1, \lambda) \prod_{i=m+1}^{m+r-1} q_i^{-1}.
\]

The assumption on the open set \(U\) means that there exists \(C > 1\) such that
\[
C^{-1}|q_{m+r}| < |q_j| < C|q_{m+r}| \quad \text{for all } 1 \leq j \leq m + r - 1.
\]
This implies that the lattice point corresponding to (10) in all cases of (9) lies strictly above the Newton polygon
\[
(0, -r + 1) - (3, -r) - (3 + r, 0),
\]
resp.
\[
(0, -r + 2) - (4, -r) - (4 + r, 0)
\]
of \(X_r\) when \(X_{\text{min}} = \mathbb{P}^2\), resp. when \(X_{\text{min}}\) is a ruled surface.

Using the same reasoning, for every other \(I \subseteq \{m + 1, \ldots, m + r - 1\}\) the lattice point corresponding to the monomial (8) in all cases of (9) is strictly above the appropriate Newton polygon. As a consequence, the term \(C_{pe}\) does not affect the asymptotic behaviour of the spectrum. This finishes the induction argument.

\[\square\]

**Appendix A. Convergence of Gromov-Witten potentials of rational surfaces**

**A.1. Convergence of potentials.** Let \(X\) be a nonsingular projective variety over \(\mathbb{C}\). It is natural to ask if the genus 0 Gromov-Witten potential \(F_X\) converges to an analytic function. As a consequence of mirror symmetry, \(F_X\) is known to be convergent when \(X\) is a complete toric variety or a complete flag variety [14].

In this appendix we consider rational surfaces. As we discussed in the main body of the text, blow-ups of the projective plane are essentially the only cases to consider. But these are not toric if the number of points blown-up is sufficiently high. For an arbitrary rational surface \(X\) the specialization of \(F_X\) at \(t_p = 1\) was shown to converge on a nontrivial domain in [13, Section 2.4]. Using a similar but, as we believe, more elementary method we generalise this to the full potential \(F_X\).

**Theorem A.1.** Let \(X\) be a rational surface. Then the genus zero Gromov-Witten potential \(F_X\) converges to an analytic function.
Our main ingredients are an asymptotic formula for the GW invariants of the projective plane stated in [8] and proved rigorously in [31] as well as the relevant case of [4] for the plane obtained first in [11].

For $g > 0$, the genus $g$ GW potential $F^g_X$ might depend on an infinite number of variables. In this case the relevant notion is that of NF-convergence which means convergence in an appropriate nuclear Fréchet space. See [4] Definition 7.5] for the precise definition.

**Corollary A.2.** Let $X$ be a rational surface. Then $F^g_X$ is NF-convergent for all $g \geq 0$.

**Proof.** The quantum cohomology of rational surfaces is known to be formally semi-simple [2]. This means that the associated formal Frobenius manifold is semisimple. Combining Theorem A.1 with [4, Theorem 1.1] and the remark above it implies NF-convergence of $F^g_X$. □

**A.2. Notations.** Let $X = \mathbb{P}^2$ be the projective plane. Recall that the second homology is generated by the hyperplane class $H \in H_2(X)$. As in the main body of the text, for an $r$-tuple $\alpha = (a_1, \ldots, a_r)$ of integers, $(d, \alpha)$ denotes the homology class $dH - \sum_{i=1}^{r} a_i E_i$

Recall as well that $N_{d,\alpha} = I_{(d,\alpha)}(T^a_{p,\alpha})$

where $n_{d,\alpha} = 3d - |\alpha| - 1$

When $\alpha$ is empty, that is, when considering GW invariants of $X$, we will just write $n_d$ and $N_d$.

The (genus 0) Gromov-Witten potential can be written [11 Page 8] as $F(q, t) = \sum_{(d, \alpha)} N_{d, \alpha} q^d q^{\alpha} t^{p_{d, \alpha}} n_{d, \alpha}!$

where $q^d = q_1^d$, $q^\alpha = q_2^{a_1} \cdots q_{r+1}^{a_r}$

and the sum is taken over classes $(d, \alpha) \neq 0$ satisfying $n_{d,\alpha} \geq 0$, $d \geq 0$ and $\alpha \leq d$.

As a slight generalisation of our notions from Section 2.4, let the symbol $\vdash (d, \alpha)$ denote the set of pairs $((d_1, \beta), (d_2, \gamma))$ satisfying

(i) $(d_1, \beta), (d_2, \gamma) \neq 0$

(ii) $(d_1, \beta) + (d_2, \gamma) = (d, \alpha)$

(iii) $n_{d, \beta}, n_{d, \gamma} \geq 0$

The components of such pairs will be written as $(d_1, \beta) = (d_1, (b_1, \ldots, b_r))$, $(d_2, \gamma) = (d_2, (c_1, \ldots, c_r))$

**A.3. Proof of Theorem A.1.** Choosing $i = j = 1 (= h)$ in relation (4) and exploiting the symmetry of the exceptional divisors one gets the relation that is denoted by $R(i)$ in [11 Theorem 3.6]: if $n_{d,\alpha} \geq 0$, then for any $1 \leq i \leq r$

$$d^2 a_i N_{d,\alpha} = (d^2 - (a_i - 1)^2) N_{d,\alpha - [i]}$$

$$+ \sum_{\vdash (d, \alpha - [i]), d_i > 0} N_{d_1, \beta} N_{d_2, \gamma} \left( d_1 d_2 - \sum_{k=1}^{r} b_k c_k \right) \left( d_1 d_2 b_i c_i - d_1^2 c_i^2 \right) \frac{n_{d, \alpha}}{n_{d_i, \beta}}$$

**Lemma A.3.** Let $(d, \alpha)$ be such that $N_{d, \alpha} \neq 0$. Let $((d_1, \beta), (d_2, \gamma)) \vdash (d, \alpha - [i])$ corresponding to a summand in (11). Then

$$\left| \sum_{k=1}^{r} b_k c_k \right| \leq d_1 d_2$$
Proof. The arithmetic genus of the class \((d, \alpha)\) on \(X_r\) is determined by

\[
p_a(d, \alpha) = \frac{(d - 1)(d - 2)}{2} - \sum_{i=1}^r a_i(a_i - 1)
\]

As pointed out in [11, Section 5.2], \(N_{d, \alpha} = 0\) if \(p_a(d, \alpha) < 0\).

As \(\sum_i a_i \leq 3d - 1\), we have

\[
\sum_i a_i^2 \leq d^2 - 3d + 2 + \sum_i a_i \leq d^2 - 3d + 2 + 3d - 1 = d^2 + 1
\]

for any \((d, \alpha)\) with \(N_{d, \alpha} \neq 0\). In particular, we have the equality \(\sum_i a_i^2 = d^2 + 1\) only if \(\sum_i a_i = 3d - 1\). Similarly, if \(N_{d_1, \beta} \neq 0\) and \(N_{d_2, \gamma} \neq 0\), then

\[
\sum_i b_i^2 \leq d_1^2 + 1 \quad \text{and} \quad \sum_i c_i^2 \leq d_2^2 + 1
\]

Suppose that \(\sum_k b_k^2 \leq d_1^2\). Using the Cauchy-Schwartz inequality,

\[
\left| \sum_{k=1}^r b_k c_k \right| \leq \sqrt{\sum_{k=1}^r b_k^2} \sqrt{\sum_{k=1}^r c_k^2} \leq \sqrt{d_1^2 d_2^2 + 1}
\]

for any non-zero summand in the second line of (11). As the left side is an integer, we in fact have

\[
\left| \sum_{k=1}^r b_k c_k \right| \leq \sqrt{d_1^2 d_2^2} = d_1 d_2
\]

in these cases. By symmetry, we can draw the same conclusion if \(\sum_k c_k^2 \leq d_2^2\).

Suppose that \(\sum_k b_k^2 = d_1^2 + 1\) and \(\sum_k c_k^2 = d_2^2 + 1\). Then apply (12) on \((a_k) = (b_k + c_k + \delta_{ik})\) to get that

\[
\left( \sum_k b_k^2 + c_k^2 + 2b_k c_k \right) + 2b_i + 2c_i + 1 = \sum_k (b_k + c_k + \delta_{ik})^2 \leq (d_1 + d_2)^2 + 1 = d_1^2 + d_2^2 + 2d_1 d_2 + 1
\]

It follows that in these cases

\[
\sum_k b_k c_k \leq d_1 d_2 - b_i - c_i - 1 \leq d_1 d_2
\]

as well. \(\square\)

Lemma A.4. For any \((d, \alpha)\) and any \(i\) such that \(a_i > 0\),

\[
N_{d, \alpha} \leq \frac{1}{a_i} N_{d, \alpha - [i]}
\]

Corollary A.5. For any \((d, \alpha)\),

\[
N_{d, \alpha} \leq \prod_{i=1}^r \frac{1}{a_i!} N_d
\]

where we used the convention \(0! = 1\).

Proof. Follows from Lemma A.4 using induction and Theorem 2.3 (1a) and (1d). \(\square\)

Proof of Lemma A.4. The correspondence

\[(d, \beta) \leftrightarrow (d, \gamma)\]
induces an involution on the summands of the second line of (11). We can hence rewrite this line as

$$\sum_{\gamma \in \Sigma d_1, d_2, d_3} N_{d_1, \gamma} N_{d_2, \gamma} \left( d_1 d_2 - \sum_{k=1}^r b_k c_k \right)$$

Here we have used that if $d_1 c_i = d_2 b_i$, then the corresponding summand vanishes. Note that

$$n_{d_1, \beta} + n_{d_2, \gamma} = n_{d, \alpha} - n_{d, \alpha - [i]} - 1 = n_{d, \alpha}$$

and hence

$$\left( \frac{n_{d, \alpha}}{n_{d_1, \beta}} \right) = \left( \frac{n_{d, \alpha}}{n_{d_1, \beta} - n_{d_2, \gamma}} \right) = \left( \frac{n_{d_1, \beta}}{n_{d_2, \gamma}} \right)$$

By the condition $d_1 c_i > d_2 b_i$ we always have that

$$d_1 c_i (d_2 b_i - d_1 c_i) + d_2 b_i (d_1 c_i - d_2 b_i) < 0$$

Combining these facts with Lemma A.3 it follows that the second line of (11) is always non-positive. As a consequence,

$$N_{d, \alpha} \leq \frac{(d^2 - (a_i - 1)^2)}{d^2 a_i} N_{d, \alpha - [i]} = \left( \frac{1}{a_i} \cdot \frac{1}{(a_i - 1)^2} \right) N_{d, \alpha - [i]} \leq \frac{1}{a_i} N_{d, \alpha - [i]}$$

where we have used at the last inequality that $a_i < d$.

The precise claim behind Theorem A.1 is the following.

**Proposition A.6.** The series

$$\sum_{(d, \alpha)} N_{d, \alpha} q^d q^\alpha \frac{r^{3d-1-|\alpha|}}{(3d - 1 - |\alpha|)!}$$

converges to an analytic function on a region containing

$$\left\{ \frac{1}{5} |q_1| (|t_p| + \sum_{i=1}^r |q_{i+1}|)^3 < 1, q_{i+1} \neq 0, 1 \leq i \leq r \right\}$$

**Proof.** By Theorem 2.3 the potential has a finite number of terms with negative exponents corresponding to the exceptional divisors

$$F(q, t) = \sum_{i=1}^r q_{i+1}^{-1} + F^+(q, t)$$

For the power series part $F^+(q, t)$ we have

$$\sum_{(d, \alpha)} N_{d, \alpha} q_1^d q_2^a_1 \cdots q_r^a_r \frac{t_p^{3d-1-|\alpha|}}{(3d - 1 - |\alpha|)!} \leq \sum_d |q|^d \left( \sum_{\alpha} \frac{1}{a_1! \cdots a_r!} q_2^{a_1} \cdots q_r^{a_r} \frac{t_p^{3d-1-|\alpha|}}{(3d - 1 - |\alpha|)!} N_d \right)$$

$$= \sum_d |q|^d \frac{N_d}{(3d - 1)!} \left( \sum_{|\alpha|} \frac{(3d - 1)!}{|\alpha|!(3d - 1 - |\alpha|)!} \right) \left( \sum_{i=1}^r |q_{i+1}| \right) \frac{|\alpha|!}{a_1! \cdots a_r!} q_2^{a_1} \cdots q_r^{a_r} t_p^{3d-1-|\alpha|}$$

$$= \sum_d |q|^d \frac{N_d}{(3d - 1)!} \left( \sum_{|\alpha|} \left( \frac{3d - 1}{|\alpha|} \right) \left( \sum_{i=1}^r |q_{i+1}| \right) |\alpha|! \right) t_p^{3d-1-|\alpha|}$$

$$= \sum_d |q|^d \frac{N_d}{(3d - 1)!} \left( |t_p| + \sum_{i=1}^r |q_{i+1}| \right) t_p^{3d-1}$$
where at the first inequality we used Corollary A.5 and at the penultimate and last equalities we used the multinomial theorem.

In [8, Proposition 3], [31, Corollary 3.2] it is shown that

$$\frac{N_d}{(3d-1)!}$$

grows exponentially with $d$ and in particular

$$\frac{N_d}{(3d-1)!} \leq \frac{45}{16} \left(\frac{4}{5}\right)^d d^{-7/2}$$

Therefore,

$$\sum_{(d,\alpha)} \left| N_{d,\alpha} q_1^{d} q_2^{\alpha_1} \cdots q_r^{\alpha_r} \frac{t_p^{3d-1-|\alpha|}}{(3d-1-|\alpha|)!} \right|^2 \leq \sum_d \left[ \left(|t_p| + \sum_{i=1}^r |q_{i+1}|\right) \frac{45}{16} \left(\frac{4|q_1|}{5}\right)^d d^{-7/2} \right]$$

The latter series converges on the region

$$\frac{4}{5} |q_1| (|t_p| + \sum_{i=1}^r |q_{i+1}|)^3 < 1$$

The proposition then follows by Weierstrass’ M-test.

□
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