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Within-class Multimodal Classification

Huan Wan · Hui Wang · Bryan Scotney · Jun Liu · Wing W.Y. Ng

Abstract In many real-world classification problems there exist multiple subclasses (or clusters) within a class; in other words, the underlying data distribution is within-class multimodal. One example is face recognition where a face (i.e. a class) may be presented in frontal view or side view, corresponding to different modalities. This issue has been largely ignored in the literature or at least under studied. How to address the within-class multimodality issue is still an unsolved problem. In this paper, we present an extensive study of within-class multimodality classification. This study is guided by a number of research questions, and conducted through experimentation on artificial data and real data. In addition, we establish a case for within-class multimodal classification that is characterised by the concurrent maximisation of between-class separation, between-subclass separation and within-class compactness. Extensive experimental results show that within-class multimodal classification consistently leads to significant performance gains when within-class multimodality is present in data. Furthermore, it has been found that within-class multimodal classification offers a competitive solution to face recognition under different lighting and face pose conditions. It is our opinion that the case for within-class multimodal classification is established, therefore there is a milestone to be achieved in some machine learning algorithms (e.g. Gaussian mixture model) when within-class multimodal classification, or part of it, is pursued.
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1 Introduction

Understanding the underlying data distribution before applying a machine learning process is an important step in the analysis of data, as otherwise, wrong choices may be made in the different stages of the machine learning process. Every single algorithm used in machine learning has, either explicitly or implicitly, some assumptions about the data for it to work effectively. For linear regression, the typical assumptions include linearity (there is linear relationship between the independent and dependent variables), exogeneity (the errors between observed and predicted values should have conditional mean zero), multicollinearity (the independent variables must all be linearly independent), homoscedasticity (the errors have the same variance in
each observation) and normality (the errors have normal distribution) [7, 23]. For random forests [2], one assumption is that changes in the dependent variable are best described by hyper-rectangles in the independent variables (because they are based on trees). Another assumption is that no future value of the dependent variable will be outside of the range of values already in the training data. If the distribution of data can be described as the canonical statistical distributions it is possible to gain much inferential and predictive power [15]. The key to any successful use of data in an analysis or in making a decision is applying the correct machine learning/statistical modelling technique to the data at hand.

In this paper we consider a particular type of data distribution where there are multiple modalities (concentrations/clusters of data) within each class, within-class multimodality, and study how to choose the right feature extraction methods to model such data more effectively. Figure 1(a) illustrates within-class multimodality at a conceptual level, where there are two and three modalities respectively in Class One and Class Two. Within-class multimodality is prevalent in the real world. For example, we can recognise people under different illuminations, and also in different poses. If we represent face images of the same person under different illuminations, it is likely that different images with different illuminations will be in different clusters (see Figure 1(b) for an illustration). Actually, face recognition under varying illuminations is a challenging problem[25, 31]. The same can be said of face recognition in different head poses (see Figure 1(c) for an illustration). Another potential application is energy disaggregation of appliances by non-intrusive load monitoring (NILM) [8, 11, 12, 19], namely disaggregating the total consumption readings into the consumption patterns of each individual appliance, where the total consumption reading of a house represents a class and the appliances in a house are the modalities within this class. Therefore, dividing a class into multiple modalities is similar to disaggregating the total consumption of all appliance into the consumption of each appliance.

Within-class multimodality has been largely ignored in the literature, or at least under studied. The closest studies are linear discriminant analysis (LDA) [5, 22], subclass discriminant analysis (SDA) [32], Mixture subclass discriminant analysis (MSDA) [6], and separability-oriented subclass discriminant analysis (SSDA) [26]. Unlike LDA which separates different classes under the assumption that each class is unimodal, SDA, MSDA and SSDA recognize that a class may be multimodal and seek to find LDA dimensions based on multimodality descriptors through the notion of subclass. SDA, MSDA and SSDA have better classification performance than LDA, which indicates the importance of within-class multimodality for classification. LDA is a classical approach to discriminant dimensionality reduction. It transforms data from the original data space into a lower dimensional space (LDA space) so that the within-class compactness is maximised whilst the between-class separation is maximised. This is achieved through maximising the well-known Fisher objective, which is composed by the within-class scatter matrix and between-class scatter matrix [5, 22]. In the presence of within-class multimodality, LDA reduces dimensionality by merging multiple modalities in each class into a single modality. SDA extends LDA in order to separate classes at a subclass level rather than at a class level. It transforms data into a lower dimensional LDA space so that the between-subclass separation is maximised, and within-class compactness is maximised. The SDA subclasses are discovered using the leave-one-out-test (LOOT) criterion proposed in [32] or the stability criterion [18]. MSDA extends SDA by replacing SDA’s within-class scatter matrix with a new within-subclass scatter matrix. SSDA further extends SDA to minimise the level of overlap between subclasses within every class; thus the between-class separation is maximised, between-subclass separation is maximised and within-class compactness is maximised. The SSDA subclasses are discovered by the agglomerative hierarchical clustering algorithm using a new criterion called the separability criterion [26], which aims to divide each class into several non-overlapping clusters.

A lot is known about within-class unimodality classification1, whose aim is to build a model assuming there is one modality per class. It is well-known that simultaneously minimising intra-class variance and maximising inter-class variance will increase learning performance [4, 28, 29]. However, not enough is known about within-class multimodality classification, when data distribution is within-class multimodal. Existing studies (e.g. SDA and SSDA) only scratch the surface in multimodality, and many questions remain unanswered. In this paper, we present an extensive study of within-class multimodality classification as guided by the following five key questions about within-class multimodality that are important for the understanding of multimodality, the design of new learning algorithms and the improvement of existing learning algorithms.

- Question 1: Why do we consider multimodality?
- Question 2: How many clusters should we use?
- Question 3: How should we utilise the clusters?

1 Unimodality is when data distribution has one centre of concentration, whereas multimodality is when data distribution has multiple centres of concentration.
Question 4: Do we have real benefits?
Question 5: If we keep increasing modalities, what will happen?

The study of these questions is important for a number of reasons. Firstly, it will reveal a relationship between the modality of the data distribution and the comparative performance of the classification, so it is possible to gain an insight into the data through the comparative model performance using different data dimensionality reduction techniques. Secondly, it will establish the fact that different dimensionality reduction techniques are suitable for different data distributions. Thirdly, it will provide a direction for improving other machine learning algorithms such as neural networks by designing new loss functions.

We create artificial data sets having a range of modalities and conduct extensive experiments in order to answer Questions 1-3 (and possibly Question 5). We also select real world data sets that clearly have multiple modalities and conduct extensive experiments to answer Question 4. The contributions of this paper are highlighted as follows:

- We answered the abovementioned five key questions.
- We obtained the following useful findings: 1) when within-class multimodality is present, the concurrent maximisation of between-class separation, within-class compactness and between-subclass separation can lead to significant performance gains; 2) within-class multimodal classification offers a competitive solution to face recognition under different lighting and face pose conditions, where each lighting/pose condition corresponds to a separate modality in the data space; 3) There is correlation between multimodality and performance gain in within-class multimodality classification. Optimal performance can be expected if the number of modalities in the within-class multimodality classification algorithm is the same as the true number of within-class modalities.

The rest of the paper is organised as follows. Section 2 presents relevant work including linear discriminant analysis (LDA), subclass discriminant analysis (SDA) and separability-oriented subclass discriminant analysis (SSDA). Section 3 focuses on artificial data sets and their rationale. Section 4 attempts to answer various questions about multimodality using artificial data sets, and Section 5 attempts to answer other questions using real data sets. Section 6 concludes the paper with a summary.

In the rest of the paper we use cluster, subclass and modality in different contexts but these terms are interchangeable in this paper.

2 Related Work

In this section, we present an overview of related work, including the LDA, SDA and SSDA to provide the context for this work and introduce the necessary technical notations.

2.1 Linear Discriminant Analysis

Linear discriminant analysis (LDA) is a classical method for discriminant analysis. It has been widely used in
many areas, such as pattern recognition [13, 14] and machine learning [10, 27]. LDA seeks to find a linear combination of features that separates two or more classes of objects. The resulting combination may be used as a linear classifier, or more commonly, for dimensionality reduction before later classification [30]. LDA uses a between-class scatter matrix $S_b$ to measure the separability of classes, and uses a within-class scatter matrix $S_w$ to measure the compactness of each class. Then LDA attempts to find a linear projective matrix $W$ that projects data into a new space, LDA space, that is spanned by LDA features (or LDA dimensions), such that a measure of the between-class scatter matrix $S_b$ in the new space is maximised and simultaneously the same measure of the within-class scatter matrix $S_w$ in the new space is minimised. $S_b$ and $S_w$ are defined, respectively, as follows:

$$S_b = \frac{1}{N} \sum_{i=1}^{C} N_i (\mu_i - \mu)(\mu_i - \mu)^T,$$

$$S_w = \frac{1}{N} \sum_{i=1}^{C} N_i \sum_{j=1}^{N_i} (x_{ij} - \mu_i)(x_{ij} - \mu_i)^T,$$

where $N$ is the number of samples, $N_i$ is the number of samples in class $i$, $C$ is the number of classes, $\mu_i$ is the mean of class $i$, $\mu$ is the global mean of all samples, and $x_{ij}$ denotes the $j^{th}$ sample in class $i$.

LDA is an optimisation process, with the following Fisher objective:

$$J^{LDA}(W) = \frac{tr(W^T S_b W)}{tr(W^T S_w W)},$$

where $W$ is a projective matrix that projects data from the data space to the LDA space. In order to find an LDA space that can separate different classes well, LDA needs to find the matrix $W^* = \arg \max_W J^{LDA}(W)$. It turns out that the sought-after projective matrix $W^*$ is composed of the eigenvectors corresponding to the largest eigenvalues of $S_w^{-1} S_b$ [26], under the assumption that every class is Gaussian distributed and has the same covariance.

2.2 Subclass Discriminant Analysis

Subclass discriminant analysis (SDA) [32] is a variant of LDA that separates classes at a subclass level rather than at a class level, based on the observation that the data distribution in a class may be multimodal (i.e., forming clusters). This is achieved by dividing each class into a set of subclasses and then running an LDA-like optimisation process to maximise between-subclass separation and within-class compactness.

The between-class scatter matrix $S_b$ of LDA is replaced by the between-subclass scatter matrix, which is defined below Eq.(4):

$$S_b^{SDA} = \sum_{i=1}^{C-1} \sum_{j=1}^{K_i} \sum_{l=i+1}^{C} \sum_{n=1}^{K_l} p_{ij} p_{ln} (\mu_{ij} - \mu)(\mu_{ij} - \mu)^T,$$

where $C$ denotes the number of classes, $K_i (K_l)$ denotes the number of subclasses in class $i$ ($l$), $\mu_{ij}$ ($\mu_{ln}$) denotes the mean of the $j^{th}$ ($l^{th}$) subclass in class $i$ ($l$), $p_{ij} = \frac{N_i}{N^2}$ ($p_{ln} = \frac{N_l}{N^2}$) denotes the prior of the $j^{th}$ ($l^{th}$) subclass of class $i$ ($l$), and $N_i$ ($N_l$) is the number of samples in $j^{th}$ ($l^{th}$) subclass of class $i$ ($l$).

The within-class scatter matrix of SDA is re-defined as the sample covariance matrix as below Eq.(5):

$$S_w^{SDA} = \frac{1}{N} \sum_{j=1}^{N} (x_{ij} - \mu)(x_{ij} - \mu)^T,$$

where $N$, $x_{ij}$, and $\mu$ are the number of instances, the $j^{th}$ instance and the mean of all instances, respectively.

The Fisher objective is re-defined as follows (Eq.(6)):

$$J^{SDA}(W) = \frac{tr(W^T S_b^{SDA} W)}{tr(W^T S_w^{SDA} W)}.$$

In order to divide each class into the same number of subclasses, a leave-one-out-test (LOOT) criterion [32] or a faster stability criterion [18] is used together with a nearest neighbour based clustering algorithm [32]. Firstly, the clustering algorithm is used to sort the samples of each class so that samples with smaller Euclidean distance stay closer. To achieve this, two samples $A$ and $B$ are found in each class that have the largest Euclidean distance between each other, and are taken as the 1st and $n^{th}$ samples in the sorted data. After that, the samples ranked from 1st to $(n/2)^{th}$ are near $A$, and the samples ranked from $(n/2 + 1)^{th}$ to $n^{th}$ are near $B$. Then, based on the number of subclasses set by the user, the sorted samples are divided into the specified number of subclasses for each class. Finally, the LOOT criterion or stability criterion is used to find the optimal number of subclass for each class.

2.3 Separability-Oriented Subclass Discriminant Analysis

Separability-oriented subclass discriminant analysis (SSDA) [26] is an extension of SDA, which also separates classes at subclass level. It aims to (1) maximise the between-subclass separation within every class; (2)...
maximise the within-class compactness; and (3) maximise the overall between-class separation. This is achieved through an LDA-like optimisation process operating at subclass level and with a different Fisher objective.

The way to find optimal subclasses for each class is very different from SDA. SSDA aims to find subclasses with no or little overlap through agglomerative hierarchical clustering guided by a separability criterion \cite{26}. The resulting clustering is one that maximises the average euclidean distance (AED) between the mean of a class and the means of subclasses in the class.

Three versions of SSDA exist \cite{26}, each having different combination of between-class scatter matrix and within-class scatter matrix. One version is reviewed here. The between-class scatter matrix in SSDA, \( S_{b}^{SSDA} \), is defined in terms of the subclasses:

\[
S_{b}^{SSDA} = \sum_{i=1}^{C} \frac{N_{i}}{N} \sum_{j=1}^{K_{i}} (\mu_{ij} - \mu)(\mu_{ij} - \mu)^{T},
\]

where \( N \) is the number of samples in the data set, \( N_{i} \) is the number of samples in class \( i \) (\( i = 1, 2, \ldots, C \), \( C \) is the number of class) such that \( \sum_{i=1}^{C} N_{i} = N \), \( K_{i} \) is the number of subclasses in class \( i \), \( \mu \) is the mean of the whole data set and \( \mu_{ij} \) is the mean of subclass \( j \) of class \( i \).

The within-class scatter matrix is the standard LDA within-class matrix, \( S_{w}^{SSDA} = S_{w} \). Therefore, the Fisher objective of SSDA \( J_{SSDA}(W) \) is below, replacing \( S_{b} \) by \( S_{b}^{SSDA} \).

\[
J_{SSDA}(W) = \frac{tr(W^{T}S_{b}^{SSDA}W)}{tr(W^{T}S_{w}W)} = \frac{tr(W^{T}S_{b}^{SSDA}W)}{tr(W^{T}S_{w}W)}.
\]

### Algorithm 1 SSDA

In this algorithm, \( C \) is the number of classes, \( AED_{ik} \) is the average euclidean distance between the mean of class \( i \) and the means of subclasses in class \( i \), and \( K_{i}^{*} \) is the number of subclasses found by SSDA for class \( i \).

**Input:** A set of training data \( X \) with class labels and the maximum number of subclasses \( K \).

**Output:** Transformation matrix \( W^{*} \).

for \( i = 1 \) to \( C \) do

for \( k = 1 \) to \( K_{i}^{*} \) do

Calculate \( AED_{ik} \) using the agglomerative hierarchical clustering guided by a separability criterion.

end for

\( K_{i}^{*} = \arg\max_{k}(AED_{ik}) \).

Calculate \( S_{b}^{SSDA} \) with \( K_{i}^{*} \) subclasses using Eq.(7).

Calculate \( S_{w} \) using Eq.(2).

The columns of transformation matrix \( W^{*} \) is given by the eigenvectors corresponding to the largest eigenvalues of \( S_{w}^{-1}S_{b}^{SSDA} \).

end for

---

### 3 Artificial Data

In order to answer the research questions mentioned above, we generate four types of artificial data.

- Type 1, consists of two different classes and samples in each class are from a single multivariate normal distribution. This type is denoted by C2M1.
- Type 2, consists of two different classes and each class has two subclasses of samples generated from two multivariate normal distributions. This type is denoted by C2M2.
- Type 3, consists of two different classes and every class has three subclasses of samples generated from three multivariate normal distributions. This type is denoted by C2M3.
- Type 4, consists of three different classes, and every class has three subclasses of samples generated from three multivariate normal distributions. This type is denoted by C3M3.

The number of variables is one parameter in a multivariate normal distribution, which is set to 30 for all types of artificial data in our studies. Two other important parameters are: the mean \( \mu \) and covariance \( \sigma \),
which are needed to generate artificial data from a multivariate normal distribution. In our studies, the mean \( \mu \) is a 1-by-30 vector and the values of the mean vector are integers chosen randomly from the range \([1, 10]\). Covariance \( \sigma \) is a 30-by-30 diagonal matrix. There are two covariance matrices for C2M1, one for each class. The values of one covariance matrices for C2M1 are integers chosen randomly from the range \([10, 21]\), and the values of the other covariance matrix are integers chosen randomly from the range \([20, 41]\).

There are four covariance matrices for C2M2, one for each subclass and two for each class (there are two subclasses in each class). For class one, the values of the covariance matrices for the two subclasses are integers chosen randomly from the range \([10, 21]\), and the values of the covariance matrices for the two subclasses of class two are integers chosen randomly from the range \([20, 41]\).

There are six covariance matrices for C2M3, one for each subclass and three for each class. For class one, the values of the covariance matrices for the three subclasses are integers chosen from the ranges \([10, 21]\) randomly. For class two, the values of the covariance matrices for the three subclasses are integers chosen randomly from the range \([20, 41]\).

There are nine covariance matrices for C3M3, one for each subclass and three for each class. For class one, the values of the covariance matrices for the three subclasses are integers chosen from the ranges \([1, 10]\) randomly. For class two and class three, the values of the covariance matrices for the three subclasses are integers chosen randomly from the ranges \([10, 21]\) and \([20, 41]\), respectively.

In total 10 data sets are generated for each type, and every class of every artificial data set (any type) has 1000 samples. Therefore C2M1, C2M2 and C2M3 each has a total of 2000 samples with 1000 per class. For C2M2 and C2M3, the samples in each class are randomly placed into two and three subclasses respectively according to a probability distribution which varies from data set 1 to 10. C3M3 has a total of 3000 samples with 1000 per class. The samples in each class are randomly placed into three subclasses in the same way as for C2M2 and C2M3. The actual number of samples per subclass are shown in Table 2, Table 3 and Table 4.

### 4 Multimodality in Artificial Data

Multiple modalities exist in data. In order to have full insights about the issue of within-class multimodality, various questions can be asked and answered. In the Introduction, some questions are posed explicitly, and the rest of this paper is to seek answers to these questions. Some questions will be answered using artificial data in this section. Other questions will be answered using real-world data in the next section.

#### 4.1 Q1: Is it necessary to address within-class multimodality?

To answer this question we consider and compare experimentally three approaches in the presence of within-class multimodality:

- separating within-class modalities for every class through the extraction of features by dimensionality reduction methods such as SDA and SSDA;
- merging within-class modalities as a uni-modality for every class in the process of feature extraction using a dimensionality reduction method such as LDA; and
- doing nothing about within-class multimodality and using the original data for classification.

In order to evaluate these three approaches, we conduct experiments using k-nearest neighbour (kNN, \(k=1\)) as the classifier on all of the artificial data sets. We consider four cases: (1) Original: the original artificial data sets without any processing for dimensionality reduction (2) LDA processed (3) SDA processed (4) SSDA processed. In addition, we use one half of each data set for training and the other half for testing.

Table 1, Table 2, Table 3 and Table 4 show the experimental results in the four cases on all of the artificial data sets. From these results, we can observe the following:

- It is apparent that SSDA outperforms Original and LDA on all artificial data sets. In particular, SSDA improves classification accuracy over Original by at least 9% on all of the C2M1, C2M2 and C2M3 data sets, and by at least 14% on the C3M3 data sets.
Table 2 Classification accuracy with kNN (k=1) of Original, LDA, SDA and SSDA on ten C2M2 data sets, along with the ratio between the numbers of samples from different subclasses in each class.

| Data sets  | Methods & ratio | Original | LDA | SDA | SSDA | ratio       |
|------------|-----------------|----------|-----|-----|------|-------------|
|            |                 |          |     |     |      | Class One | Class Two   |
| C2M2-1     |                 | 0.7850   | 0.8390 | 0.9190 | 0.9370 | 684:316 | 701:299     |
| C2M2-2     |                 | 0.8430   | 0.9070 | 0.9410 | 0.9600 | 676:324 | 693:307     |
| C2M2-3     |                 | 0.8630   | 0.9500 | 0.9690 | 0.9750 | 521:479 | 508:492     |
| C2M2-4     |                 | 0.7970   | 0.8900 | 0.9430 | 0.9610 | 479:521 | 499:501     |
| C2M2-5     |                 | 0.8180   | 0.8770 | 0.8770 | 0.9300 | 491:509 | 497:503     |
| C2M2-6     |                 | 0.8530   | 0.9220 | 0.9340 | 0.9520 | 486:514 | 512:488     |
| C2M2-7     |                 | 0.8640   | 0.9190 | 0.9560 | 0.9590 | 469:531 | 480:519     |
| C2M2-8     |                 | 0.7600   | 0.8860 | 0.9080 | 0.9100 | 186:814 | 208:792     |
| C2M2-9     |                 | 0.7970   | 0.9250 | 0.9270 | 0.9450 | 793:207 | 796:204     |
| C2M2-10    |                 | 0.8230   | 0.9230 | 0.9230 | 0.9450 | 518:482 | 521:479     |

Table 3 Classification accuracy with kNN (k=1) of Original, LDA, SDA and SSDA on ten C2M3 data sets, along with the ratio between the numbers of samples from different subclasses in each class.

| Data sets  | Methods & ratio | Original | LDA | SDA | SSDA | ratio       |
|------------|-----------------|----------|-----|-----|------|-------------|
|            |                 |          |     |     |      | Class One | Class Two   |
| C2M3-1     |                 | 0.7720   | 0.8370 | 0.8740 | 0.9250 | 208:531:261 | 189:535:276 |
| C2M3-2     |                 | 0.8380   | 0.8750 | 0.8810 | 0.9490 | 359:187:454 | 362:216:422 |
| C2M3-3     |                 | 0.7450   | 0.7990 | 0.8940 | 0.9220 | 358:360:282 | 327:380:293 |
| C2M3-4     |                 | 0.8090   | 0.8930 | 0.9180 | 0.9490 | 141:354:505 | 130:398:472 |
| C2M3-5     |                 | 0.7830   | 0.8680 | 0.9430 | 0.9490 | 11:347:642 | 7:351:642   |
| C2M3-6     |                 | 0.7850   | 0.8400 | 0.8400 | 0.9190 | 8:347:645 | 2:343:655   |
| C2M3-7     |                 | 0.7960   | 0.8470 | 0.8470 | 0.9290 | 188:652:160 | 194:612:194 |
| C2M3-8     |                 | 0.7830   | 0.8420 | 0.8420 | 0.9330 | 437:394:169 | 438:403:159 |
| C2M3-9     |                 | 0.7840   | 0.8390 | 0.8390 | 0.9200 | 431:142:427 | 413:150:437 |
| C2M3-10    |                 | 0.7710   | 0.8460 | 0.8460 | 0.9060 | 426:161:413 | 452:147:401 |

Table 4 Classification accuracy with kNN (k=1) of Original, LDA, SDA and SSDA on ten C3M3 data sets, along with the ratio between the numbers of samples from different subclasses in each class.

| Data sets  | Methods & ratio | Original | LDA | SDA | SSDA | ratio       |
|------------|-----------------|----------|-----|-----|------|-------------|
|            |                 |          |     |     |      | Class One | Class Two   |
| C3M3-1     |                 | 0.7593   | 0.8480 | 0.8947 | 0.9433 | 659:127:214 | 654:155:276 |
| C3M3-2     |                 | 0.7740   | 0.8750 | 0.8940 | 0.9490 | 359:187:454 | 362:216:422 |
| C3M3-3     |                 | 0.7773   | 0.8587 | 0.9080 | 0.9400 | 776:147:77 | 785:152:63 | 736:174:90 |
| C3M3-4     |                 | 0.7120   | 0.7267 | 0.7267 | 0.9220 | 313:278:409 | 326:237:437 | 321:246:433 |
| C3M3-5     |                 | 0.7767   | 0.8067 | 0.8067 | 0.9393 | 330:262:408 | 265:287:448 | 317:284:399 |
| C3M3-6     |                 | 0.7273   | 0.7647 | 0.8800 | 0.9253 | 425:243:322 | 449:242:309 | 400:260:340 |
| C3M3-7     |                 | 0.7847   | 0.8180 | 0.8920 | 0.9280 | 168:435:397 | 195:425:380 | 176:441:383 |
| C3M3-8     |                 | 0.7720   | 0.8560 | 0.8560 | 0.9143 | 165:405:430 | 183:412:405 | 163:450:387 |
| C3M3-9     |                 | 0.7840   | 0.8680 | 0.8893 | 0.9433 | 36:613:351 | 46:622:332 | 47:601:352 |
| C3M3-10    |                 | 0.7987   | 0.8787 | 0.8787 | 0.9520 | 16:500:484 | 23:462:515 | 20:487:493 |

– LDA, SDA and SSDA outperform Original consistently, so dimensionality reduction in the style of LDA can indeed improve classification performance significantly. Whilst this is not new, it indicates that doing nothing about multimodality is suboptimal.
– When there is only one modality per class: it is clear from Table 1 that the differences between LDA, SDA and SSDA do not appear to be significant. This suggests that when there is only one modality per class, doing dimensionality reduction using SDA or SSDA makes little difference from using LDA.
– As for LDA and its variants, we can rank order them in terms of their performance: LDA ≤ SDA ≤ SSDA on the artificial data sets with within-class multimodality, namely C2M2, C2M3 and C3M3. This suggests that dealing with within-class multimodality the SSDA way is better.
– When there are multiple modalities per class: from Table 2, Table 3 and Table 4, it is clear that doing dimensionality reduction at the subclass level as in SDA or SSDA is better than at the class level as in LDA. Furthermore, SSDA clearly outperforms SDA in these experiments. This suggests that separating
subclasses (in other words, reducing the overlap of different subclasses) within every class and at the same time separating all classes is a better approach than simply pulling subclasses in a class from the subclasses of other classes.

- When the number of modalities per class increases: according to Table 1, Table 2 and Table 3, in general the classification accuracy drops in all methods, suggesting that the complexity of the problem increases. This can be seen more clearly in Fig. 3. Interestingly, the margin of performance drop is the smallest with SSDA, suggesting that SSDA is more robust than Original, LDA and SDA when the number of modalities per class changes.

From these observations we can draw the conclusion that it is indeed necessary to deal with the issue of within-class multimodality. Furthermore, this conclusion will be confirmed by using the real data sets in Section 5.

4.2 Q2: How many within-class modalities should we use?

There is a clear difference between SDA and SSDA in terms of classification accuracy as shown in Table 1, Table 2, Table 3 and Table 4. SDA and SSDA are both trying to separate classes at subclass level but they are different in two ways: (1) how to find the within-class multimodalities; (2) once found, how to make use of these modalities. We examine the first issue in this subsection and discuss the second issue in Subsection 4.3.

SDA uses a stability criterion to find class modalities, whereas SSDA uses a separability criterion. Table 5, Table 6, Table 7 and Table 8 show the numbers of class modalities found by SDA and SSDA for the 10 data sets, of type C2M1, C2M2, C2M3 and C3M3, respectively. It is clear that the numbers are quite different for SDA and SSDA. The numbers found by SSDA in general are quite close to the true numbers of within-class modalities, and identical in most of the data sets. Apart from in a few cases, the numbers found by SDA are quite different to the true numbers.

Furthermore, SSDA can even find true within-class modalities for classes with imbalanced proportions of data between subclasses. For instance, SSDA separates each of Class One, Class Two and Class Three of C3M3-10 into three modalities, when their subclass ratios are 16 : 500 : 484, 23 : 462 : 515 and 20 : 487 : 493 respectively.

All of these observations suggest that (1) the steadily good classification performance is guaranteed by the correct the number of modalities found; and (2) SSDA can find the number of within-class modalities more correctly than SDA, which will be verified on the two face databases in Subsection 5.2.
4.3 Q3: How should we utilise the modalities?

After the multiple within-class modalities are found, we need to utilise them in order to reduce dimensionality for the purpose of effective classification. SDA and SSDA provide different solutions, all based on the LDA optimisation process but with different Fisher objectives. To compare these two solutions, we apply the SDA and SSDA optimisation processes on the artificial data sets consist of within-class modalities (i.e., C2M2, C2M3 and C3M3). In addition, the true number of within-class modalities (True-MN) is used in the both SDA and SSDA. The experimental results are presented in Table 9, Table 10 and Table 11.

From Table 9, 10 and 11, it is clear that the performance of SSDA with True-MN is consistently higher than SDA with True-MN. Therefore, it suggests that the SSDA optimisation process can better utilise the modalities than the SDA optimisation process. Furthermore, it shows that maximising inter-subclass and inter-class separation at the same time is a worthwhile goal of LDA-like dimensionality reduction when the true modalities are found in data.

Table 8 The number of subclasses found by SDA and SSDA for each class in the C3M3 data sets

| Data sets | SDA | SSDA |
|-----------|-----|------|
| C3M3-1    |     | 3    |
| C3M3-2    |     | 3    |
| C3M3-3    | 3   | 3    |
| C3M3-4    | 1   | 3    |
| C3M3-5    | 1   | 3    |
| C3M3-6    | 2   | 3    |
| C3M3-7    | 5   | 3    |
| C3M3-8    | 1   | 3    |
| C3M3-9    | 6   | 3    |
| C3M3-10   | 1   | 3    |

| Data sets | Class One | Class Two | Class Three |
|-----------|-----------|-----------|-------------|
| C3M3-1    | 4         | 4         | 3           |
| C3M3-2    | 5         | 5         | 3           |
| C3M3-3    | 3         | 3         | 3           |
| C3M3-4    | 1         | 1         | 3           |
| C3M3-5    | 1         | 1         | 3           |
| C3M3-6    | 2         | 2         | 3           |
| C3M3-7    | 5         | 5         | 3           |
| C3M3-8    | 1         | 1         | 3           |
| C3M3-9    | 6         | 6         | 3           |
| C3M3-10   | 1         | 1         | 3           |

Table 9 The classification accuracy with kNN (k=1) of SDA and SSDA using the true number of within-class modalities on the C2M2 data sets

| Data sets | SDA with True-MN | SSDA with True-MN |
|-----------|------------------|-------------------|
| C2M2-1    | 0.9080           | 0.9260            |
| C2M2-2    | 0.9360           | 0.9600            |
| C2M2-3    | 0.9670           | 0.9750            |
| C2M2-4    | 0.9460           | 0.9610            |
| C2M2-5    | 0.9230           | 0.9230            |
| C2M2-6    | 0.9480           | 0.9520            |
| C2M2-7    | 0.9380           | 0.9570            |
| C2M2-8    | 0.9300           | 0.9300            |
| C2M2-9    | 0.8970           | 0.9100            |
| C2M2-10   | 0.9270           | 0.9380            |

Table 10 The classification accuracy with kNN (k=1) of SDA and SSDA using the true number of within-class modalities on the C2M3 data sets

| Data sets | SDA with True-MN | SSDA with True-MN |
|-----------|------------------|-------------------|
| C2M3-1    | 0.9120           | 0.9250            |
| C2M3-2    | 0.9120           | 0.9490            |
| C2M3-3    | 0.8940           | 0.9220            |
| C2M3-4    | 0.9320           | 0.9490            |
| C2M3-5    | 0.9430           | 0.9490            |
| C2M3-6    | 0.8920           | 0.9190            |
| C2M3-7    | 0.8960           | 0.9290            |
| C2M3-8    | 0.8970           | 0.9330            |
| C2M3-9    | 0.9000           | 0.9200            |
| C2M3-10   | 0.8730           | 0.8980            |

5 Multimodality in Real Data

Separating within-class multimodalities results in good performance on artificial data, when the modality of the data is known. For real-world data, the modality of the data is unknown even if we believe that there should be multimodality, e.g., as in the problem of face recognition discussed in Section 1. Can we obtain real benefits by addressing within-class multimodality in real-world data in the same way as for artificial data? This is the
Table 11 The classification accuracy with kNN (k=1) of SDA and SSDA using the true number of within-class modalities on the C3M3 data sets

| Data sets  | SDA with True-MN | SSDA with True-MN |
|------------|------------------|-------------------|
| C3M3-1     | 0.9093           | 0.9433            |
| C3M3-2     | 0.9153           | 0.9413            |
| C3M3-3     | 0.9080           | 0.9400            |
| C3M3-4     | 0.8580           | 0.9167            |
| C3M3-5     | 0.9213           | 0.9393            |
| C3M3-6     | 0.9017           | 0.9280            |
| C3M3-8     | 0.9253           | 0.9413            |
| C3M3-9     | 0.9220           | 0.9433            |
| C3M3-10    | 0.9480           | 0.9520            |

5.1 General data

We select eleven UCI data sets using two criteria: (1) all attributes must be numerical; (2) there must be many attributes so that dimensionality reduction is meaningful. General information about the eleven UCI data sets is shown in Table 12.

Table 12 General information about the ten UCI data sets used, where #I denotes the number of instances, #C denotes the number of classes and #A denotes the number of attributes

| Name of data set (Acronym) | #I | #C | #A |
|---------------------------|----|----|----|
| QSAR Biolodegradation (QSAR-B) | 1055 | 2 | 41 |
| Climate Model Simulation Crashes (CMSC) | 549 | 2 | 18 |
| Diabetic Retinopathy (DR) | 4115 | 2 | 19 |
| Multiple Feature-fou (MF-fou) | 2000 | 10 | 76 |
| Musk (Version 1)-Clean1 (M1-C1) | 195 | 2 | 22 |
| Statlog Project (SP) | 846 | 4 | 18 |
| White Wine Quality (WWQ) | 4898 | 7 | 11 |
| Yeast | 3310 | 2 | 6 |
| Vertebral | 7797 | 26 | 617 |

To compare ALLDA as fairly as possible, we follow the experimental settings used in [20] since we do not have the source code of ALLDA. In [20], four UCI data sets are used to test the performance of ALLDA. They are Australian, Heart, Pima and Diabetes, respectively. We can not find the Diabetes data set corresponding to the description in the [20], so we compare SDA and SSDA with ALLDA on the remaining three data sets. The experimental settings used in the [20] are: (1) several samples are randomly selected from every class with same proportion as training data and the rest of samples as testing data. The splits of Australian, Heart and Pima data sets are described in the Table 13; (2) 1-nearest neighbor is used as the classifier and each experiment is conducted using 20 random splits; (3) the mean accuracy (Macc) and standard deviation (Std) are the evaluation of classification performance.

Table 13 General information and the split about Australian, Heart and Pima data set, where #C denotes the number of classes, #Training denotes the number of training data, #Testing denotes the number of testing data and #A denotes the number of attributes

| Name of data set | #C | #Training | #Testing | #A |
|------------------|----|-----------|----------|----|
| Australian | 2 | 207 | 483 | 14 |
| Heart | 2 | 54 | 316 | 13 |
| Pima | 2 | 149 | 619 | 8 |

Experimental results are presented in Table 14 and Table 15. The experimental results of ALLDA in the Table 15 are cited from [20]. From these results we note the following observations:

- LDA, SDA and SSDA achieve better performance than Original on the majority of the UCI data sets. This furtherly verifies the conclusion drawn by using artificial data sets that it is necessary to deal with the issue of within-class multimodality.
SSDA achieves better performance than the other three methods on the majority of data sets. In particular, SSDA outperforms LDA on all UCI data sets.

Compared with Original and LDA, both SDA and SSDA have superior performance on CMSC, DR, MF-fou, Parkinsons, Yeast and Isolate. This suggests that these data sets are likely to have salient within-class multimodalities. Fig. 4 is a visualisation of these data sets in a two-dimensional space by t-SNE [16], where different colours represent different classes. t-SNE is a technique for visualising high-dimensional data sets by giving each sample a location in a two- or three-dimensional space. It can be observed that these data sets comprise different class and some class clusters consist of several clusters, which correspond to within-class modalities. In particular, the presence of multimodality is clear in Parkinsons, where class one consists of several red clusters and class two consists of several cyan clusters.

5.2 Face image data

We conduct face recognition experiments on two widely used face databases: AR face database [17] and FERET face database [21]. Face Recognition is a multi-class classification problem, where each person is regarded as a class. Face recognition attempts to determine whether a face image is from someone in the database when we have a collection of images for each person in the database. A person’s set of face images may contain multiple modalities when they are captured in different illumination conditions or head poses. So, the purpose of this study is to test whether the within-class multimodality methods discussed in this paper can bring benefit to this problem.

In our experiments, the images are represented using their pixel values, resulting in large numbers of features. Therefore, our face recognition task becomes a small sample size (SSS) problem [24]. To deal with this problem, a two stage PCA + LDA method [1] is used. We use PCA to reduce data dimensionality, retaining principal components that can explain 90% of the variance, before LDA, SDA and SSDA are used. Details of the two face databases used in our experiments are the given below:

- **AR face database**: The AR face database contains frontal-view face images of 126 different persons (70 males and 56 females). Each person was photographed under different lighting conditions (normal lighting, normal lighting and left light on, normal lighting and right light on, normal lighting and both left and right lights on) and distinct facial expressions (neutral expression, smile, anger, and scream), and some images have partial occlusions (sunglasses or scarf). For each person, a total of 13 images were taken in each session for a total of two sessions, which were separated by an interval of two weeks. Hence, there are 26 frontal face images per person. In our experiments, we use a subset of the AR face data set, which comprises 700 face images from 100 persons. We use 7 non-occluded face images of each person taken under different lighting conditions and different facial expressions from the first session. Also, Besides, we crop the face part of the image and then resize all images to a standard image size of 80 x 100 pixels (see Fig. 5(a) for some examples). Thus, every face image in the AR database has 8000 features.

- **FERET face database**: The FERET face database includes over 10,000 face images, which have different head poses, lighting conditions and expressions. In our experiments, we use a subset of the FERET face database that consists of 700 images from 100 people, with 7 images per person. Again the face portion of each image is cropped out and normalised to a standard image size of 100 x 100 pixels (see Fig. 5(b) for some examples). We have 10000 features for each image of FERET.

We run experiments with Original, LDA, SDA and SSDA on the AR and FERET face databases 10 times using ten-fold cross-validation. Experimental results are shown in Table 16 and Table 17. It is clear that SSDA achieves higher face recognition accuracy than the other three methods on both face image databases; SDA also outperform Original and LDA on both face databases. These results suggest that within-class multimodality does exist in these image databases, and tackling within-class multimodality in the manner of SDA and SSDA does bring benefits.

Furthermore, we want to see what within-class modalities SDA and SSDA can find for AR and FERET, and if the modalities found are consistent with reality. To achieve this, we apply SDA and SSDA on all images of AR and FERET, respectively. Therefore, the maximum number of modalities for each class is set as 7 for both methods since every person only has 7 images in AR and FERET databases. According to the within-modalities found by SDA and SSDA shown in the Fig. 6 and Fig. 7, we obtain the following observations:

- From Fig. 6, it readily see that the four modalities found by SSDA correspond to four different illumination conditions existing in the AR database: normal lighting, normal lighting and left light on, normal lighting and right light on, normal lighting
### Table 14 AEMA±ASEM values with kNN (k=1) of Original, LDA, SDA and SSDA on Eleven UCI data sets

| Methods | Original | LDA | SDA | SSDA |
|---------|----------|-----|-----|------|
|         | AEMA ± ASEM | AEMA ± ASEM | AEMA ± ASEM | AEMA ± ASEM |
| QSAR-B  | 0.7928 ± 0.0139 | 0.7954 ± 0.0111 | 0.7580 ± 0.0132 | 0.8381 ± 0.0102 |
| CMSC    | 0.8855 ± 0.0106 | 0.9384 ± 0.0087 | 0.9389 ± 0.0071 | 0.9454 ± 0.0093 |
| DR      | 0.6172 ± 0.0129 | 0.6448 ± 0.0138 | 0.6451 ± 0.0148 | 0.6796 ± 0.0122 |
| MF-fou  | 0.8269 ± 0.0068 | 0.8152 ± 0.0071 | 0.8374 ± 0.0067 | 0.8343 ± 0.0063 |
| MI-Cl   | 0.8578 ± 0.0142 | 0.7881 ± 0.0193 | 0.7462 ± 0.0219 | 0.8814 ± 0.0149 |
| Parkinson | 0.8454 ± 0.0254 | 0.8389 ± 0.0219 | 0.8424 ± 0.0255 | 0.8616 ± 0.0213 |
| SP      | 0.7029 ± 0.0136 | 0.7879 ± 0.0116 | 0.7744 ± 0.0122 | 0.8313 ± 0.0105 |
| WWQ     | 0.5980 ± 0.0058 | 0.6254 ± 0.0062 | 0.6096 ± 0.0066 | 0.6339 ± 0.0080 |
| Yeast   | 0.5238 ± 0.0132 | 0.5217 ± 0.0137 | 0.5295 ± 0.0133 | 0.5328 ± 0.0148 |
| Isolet  | 0.8967 ± 0.0030 | 0.9469 ± 0.0260 | 0.9488 ± 0.0025 | 0.9594 ± 0.0022 |
| Verbebral | 0.8390 ± 0.0188 | 0.7742 ± 0.0203 | 0.8255 ± 0.0198 | 0.8119 ± 0.0229 |

### Table 15 Macc±Std values with kNN (k=1) of Original, LDA, SDA and ALLDA on Australian, Heart and Pima data set, where the results of ALLDA are cited from the paper [20]

| Methods | Original | LDA | SDA | SSDA | ALLDA |
|---------|----------|-----|-----|------|-------|
|         | Macc ± Std | Macc ± Std | Macc ± Std | Macc ± Std | Macc ± Std |
| Australian | 0.6340 ± 0.0163 | 0.8000 ± 0.0247 | 0.6262 ± 0.0184 | 0.8148 ± 0.0164 | 0.7775 ± 0.0198 |
| Heart   | 0.6116 ± 0.0279 | 0.7750 ± 0.0328 | 0.7593 ± 0.0254 | 0.7887 ± 0.0207 | 0.7431 ± 0.0064 |
| Pima    | 0.6670 ± 0.0167 | 0.6845 ± 0.0181 | 0.6945 ± 0.0187 | 0.6933 ± 0.0162 | 0.6763 ± 0.0249 |

### Table 16 EMA ±SEM values with kNN (k=1) of Original, LDA, SDA and SSDA on the AR face database

| AR | Methods | Original | LDA | SDA | SSDA |
|----|---------|----------|-----|-----|------|
|    |         | EMA ± SEM | EMA ± SEM | EMA ± SEM | EMA ± SEM |
| 1  | 0.5099 ± 0.0158 | 0.5978 ± 0.0195 | 0.7806 ± 0.0249 | 0.8397 ± 0.0076 |
| 2  | 0.5107 ± 0.0117 | 0.5706 ± 0.0339 | 0.7822 ± 0.0276 | 0.8511 ± 0.0182 |
| 3  | 0.5092 ± 0.0174 | 0.5866 ± 0.0187 | 0.7188 ± 0.0302 | 0.8431 ± 0.0159 |
| 4  | 0.5681 ± 0.0195 | 0.5847 ± 0.0250 | 0.8052 ± 0.0220 | 0.8356 ± 0.0195 |
| 5  | 0.5068 ± 0.0203 | 0.5877 ± 0.0225 | 0.7682 ± 0.0393 | 0.8517 ± 0.0156 |
| 6  | 0.5129 ± 0.0186 | 0.5912 ± 0.0237 | 0.7814 ± 0.0317 | 0.8432 ± 0.0129 |
| 7  | 0.5128 ± 0.0168 | 0.5761 ± 0.0218 | 0.7366 ± 0.0240 | 0.8309 ± 0.0103 |
| 8  | 0.5136 ± 0.0132 | 0.5716 ± 0.0221 | 0.7402 ± 0.0307 | 0.8326 ± 0.0208 |
| 9  | 0.5115 ± 0.0162 | 0.5770 ± 0.0270 | 0.7830 ± 0.0085 | 0.8539 ± 0.0127 |
| 10 | 0.5088 ± 0.0183 | 0.5636 ± 0.0286 | 0.7939 ± 0.0183 | 0.8459 ± 0.0125 |
| Average | 0.5104 ± 0.0168 | 0.5787 ± 0.0243 | 0.7690 ± 0.0262 | 0.8428 ± 0.0146 |

### Table 17 EMA ±SEM values with kNN (k=1) of Original, LDA, SDA and SSDA on the FERET face database

| FERET | Methods | Original | LDA | SDA | SSDA |
|-------|---------|----------|-----|-----|------|
|       |         | EMA ± SEM | EMA ± SEM | EMA ± SEM | EMA ± SEM |
| 1     | 0.5381 ± 0.0109 | 0.6065 ± 0.0158 | 0.6131 ± 0.0179 | 0.6084 ± 0.0110 |
| 2     | 0.5365 ± 0.0167 | 0.5646 ± 0.0187 | 0.6059 ± 0.0196 | 0.6912 ± 0.0192 |
| 3     | 0.5375 ± 0.0147 | 0.5866 ± 0.0161 | 0.5961 ± 0.0218 | 0.6836 ± 0.0199 |
| 4     | 0.5328 ± 0.0155 | 0.5898 ± 0.0172 | 0.5172 ± 0.0153 | 0.6798 ± 0.0147 |
| 5     | 0.5394 ± 0.0190 | 0.5979 ± 0.0114 | 0.6118 ± 0.0234 | 0.6902 ± 0.0102 |
| 6     | 0.5426 ± 0.0163 | 0.6038 ± 0.0192 | 0.6130 ± 0.0221 | 0.7095 ± 0.0179 |
| 7     | 0.5349 ± 0.0250 | 0.5867 ± 0.0217 | 0.6005 ± 0.0160 | 0.6884 ± 0.0229 |
| 8     | 0.5340 ± 0.0240 | 0.5913 ± 0.0179 | 0.6061 ± 0.0166 | 0.6747 ± 0.0187 |
| 9     | 0.5400 ± 0.0255 | 0.5961 ± 0.0194 | 0.6071 ± 0.0185 | 0.6979 ± 0.0197 |
| 10    | 0.5311 ± 0.0214 | 0.5710 ± 0.0212 | 0.6025 ± 0.0223 | 0.6868 ± 0.0187 |
| Average | 0.5377 ± 0.0185 | 0.5894 ± 0.0182 | 0.6079 ± 0.0193 | 0.6887 ± 0.0173 |
and both left and right light on. Although SDA successfully finds two types of illumination modalities: normal lighting and left light on, normal lighting and both left and right light on, it mixes up the images with normal lighting and left light on.

- For FERET database, both SDA and SSDA find different types of within-class modalities for different classes as shown in the Fig. 7. Again, SSDA identifies two types of illumination modalities for each class: normal lighting and low lighting. But SDA fails to find the modality with low lighting for some classes, such as Fig. 7(a)(2).

- Apart from identifying the illumination modalities in the FERET database, SSDA can find all correct head pose modalities for some classes (see Fig. 7(b)(3)): frontal modality, leftwards modalities with two different angles and rightwards modalities with two different angles. In addition, SDA also can find some correct head pose modalities for some classes, for example, the modalities represented by the cyan and purple dotted circles shown in the Fig. 7(a)(3).

Therefore, all results from these experiments on two real face databases are consistent with the results on the artificial data sets. When there is within-class multimodality in the data, dealing with the multimodality problem in the manner of either SDA or SSDA is beneficial and, furthermore, the SSDA approach is better than the SDA approach. Interestingly, we have shown that SDA and SSDA offer potential solutions to a chal-
5.3 The Results: Runtime Performance

Running results of Original, LDA, SDA and SSDA are shown in Table 18. It is clear that SSDA are slower than Original and LDA but fast than SDA in the most of data sets.

Table 18 Running time, in seconds, of Original, LDA, SDA and SSDA on eleven UCI data sets and two face databases 10 times using ten-fold cross-validation

| Methods | Data sets | Original | LDA | SDA | SSDA |
|---------|-----------|---------|-----|-----|------|
| QSAR-B  |           | 1.7328  | 2.6739 | 20.6197 | 9.7620 |
| CMSC     |           | 0.6416  | 1.0664 | 6.7935  | 2.4880 |
| DR       |           | 0.7180  | 1.2667 | 17.6121 | 12.0517 |
| MP-fou   |           | 1.7649  | 3.4225 | 42.9585 | 16.1369 |
| MI-Cl    |           | 0.8752  | 4.4181 | 17.4592 | 12.0827 |
| Parkinsons |        | 0.6188  | 9.5393 | 8.4034  | 1.8269 |
| SP       |           | 0.6151  | 1.2622 | 17.6392 | 4.5284 |
| WWQ      |           | 1.9772  | 2.8096 | 87.9767 | 117.6188 |
| Yeast    |           | 0.9834  | 1.0027 | 16.4443 | 9.5505 |
| Isolet   |           | 134.1505 | 1057.5846 | 1951.6677 | 1140.4812 |
| Verbebral |         | 0.6817  | 1.0112 | 3.8639  | 3.7453 |
| AR       |           | 34.3839 | 19.2555 | 63.6227 | 42.9422 |
| FERET    |           | 43.3403 | 21.9655 | 306.4279 | 65.8793 |

6 Conclusion

Within-class multimodality exists in real-world data and is first studied by [32] and more recently by [26], but many questions are unanswered about within-class multimodality, and its true value is not uncovered fully. This paper presents an extensive study of the within-class multimodality problem through experiments on both artificial data and real data in order to establish a strong case for within-class multi-modal classification.

It has been shown using both artificial data and real data that when within-class multimodality is present, maximising between-subclass separation, between-class separation and within-class compactness at the same time in the manner of SDA or SSDA will increase classification performance, with SSDA being the better approach. It is also shown that addressing within-class multimodality this way is optimal if the true number of modalities is known. Interestingly, the experiment on face image databases suggests that SDA and SSDA offer an alternative approach to addressing face recognition under different lighting and head pose conditions.

We believe that a strong case for within-class multimodal classification can be established. We also believe that this classification approach offers a new perspective on improving existing classification algorithms such as Gaussian mixture model and convolutional neural networks, and even devising new classification algorithms. These will be our future research directions.
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