A patch-based and multi-instance learning strategy for pneumothorax classification on chest X-rays
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Abstract. Pneumothorax is a lung emergency. Automated computer-aid pneumothorax diagnosis based on chest X-ray can help reduce the diagnostic time and save valuable time for the treatment. A total of 21,759 patient's frontal-view chest X-ray images from one medical center are used in this study. The dataset is divided into two categories: pneumothorax and non-pneumothorax, which are evaluated by two radiologists with over ten years of practical experience. A two-stage training for pneumothorax classification based on multi-instance learning (MIL) are proposed, first training a patch-level classifier, followed by an image-level classifier training, which is initialized with the patch pre-trained weights. The image-level classifier initialized with patch pre-trained weights achieves good classification performance with the F1-score, accuracy and recall of 0.869, 0.915 and 0.843 respectively, which are larger compared to that of the model initialized without patch pre-trained weights (0.785, 0.878 and 0.783). The two-stage training strategy can improve the performance of pneumothorax classification and does not require too high GPU memory and long training time.

1. Introduction

A pneumothorax is an abnormal collection of air coming from the lung in the pleural space. It is a common medical emergency that can be life threatening and requires rapid treatment [1]. According to different studies, the annual incidence of pneumothorax is between 7.4 and 18 per 100,000 men and between 1.2 and 6 per 100,000 women in America [2,3]. The simple standard chest X-rays is recommended for the initial diagnosis and evaluation of pneumothorax [3,4]. As mentioned above, the pneumothorax is a lung emergency, which needs immediate treatment after diagnosis. However, the common method for pneumothorax diagnosis mainly depend on human participation, which implies low efficiency. Therefore, reliable and fully automated computer-aid pneumothorax diagnosis based on chest X-ray is highly desirable.

Recently, the application of convolutional Neural Networks (CNNs) in the medical field is becoming an increasingly important technique to assist clinical diagnosis and treatment planning. More specific uses of CNNs in medical imaging are segmentation, classification, and detection of various anatomical regions of interest [5-11], with a reliable performance throughout. Automatically detecting pneumothorax via CNN has not stayed untouched in research either. Wang X’s team applied four classic neural network models to identify pneumothorax with good results in an AUC of 0.7891 [12]. Cicero et
al discussed the training and validation of a CNN to detect pneumothorax on X-chest radiographs and reached a sensitivity, specificity, and AUC of 0.78, 0.78, and 0.861 respectively [13]. Zhe Li’s research team presented a unified model that jointly models disease identification and localization with limited localization annotation data, with a good result in the classification of pneumothorax [14]. Their researches promote the study of automatic diagnosis of pneumothorax on chest X-ray.

However, with the limitations of the specific CNN framework they used and computation capability they may have, most of these pneumothorax identification methods compressed the training image size from high resolution to low resolution for the training model. Cicero et al downsampled the training image resolution to 224 x 224 pixels; Zhe Li’s research team compressed the training data sizes to 512 x 512 pixels; Wang X’s team resized X-rays images as a 1024 x 1024 bitmap images. While the typical dimensions of pneumothorax X-ray image is usually greater than 3000 pixels in each dimension, compressing the resolution will cause significant loss in detail and decrease the detection accuracy. Furthermore, due to the limited GPU memory and computing hardware capacity, it is almost impossible to deal with high-resolution images directly without downsampling to low resolutions.

In this paper, we propose a method to improve the accuracy of pneumothorax classification by reducing the distortion of pneumothorax information while maintaining low GPU memory and computing requirements. The method is inspired by the curriculum learning [15] approach and multi-instance learning (MIL) [16] strategy. For training, we divide the full chest-X-rays into several patches, relying on whether there is a pneumothorax lesion area to create labels for each patch. We first train patch-level CNN classifiers and then use the learned features to fine-tune an image-level training classifier using MIL strategy. We demonstrate that our approach can effectively relieve the image resolution loss without increasing the burden on computing power and computing hardware, and significantly improves the performance for automatic pneumothorax classification on chest-X-rays.

2. Methods

Unlike those methods [12,13,14] of pneumothorax detection that directly learn the disease feature from a full image. Our approach consists of a two stage training, first a patch-level classifier training, followed by an image-level classifier training using the MIL scheme. An overview of our approach is shown in Figure 1.

2.1. Patch-level classifier

2.1.1. Patch-level training model. Compared to using the image in full resolution with a high distortion after compression, inputting small sized patches results in lower distortion, meaning more information is kept. In addition, it reduces noise and improves the overall data quality. Therefore, we first apply the patch-based training model to learn pneumothorax disease features instead of the entire image training model. The image is divided into a set of patches, each patch contained entirely within the image. The patch including the pneumothorax is assigned to a positive label, while the patch without the pneumothorax is assigned to a negative label. For the patch-level training model, we use the Inception-ResNet-v2 architecture [17], which is a convolutional neural network combining the Inception architecture with residual connections and achieves excellent performance on the test set of the ImageNet classification (CLS) challenge [18]. As shown in Figure 1(a), inputting the patches into the patch-level classifier, Inception-ResNet-v2 bottom layers extract the features for each patch, followed by a global average pooling layer and the sigmoid classification layer to generate a classification result.

2.1.2. Loss function. Due to the serious imbalance of the data ratio — the proportion of negative samples is much larger than that of positive samples, it is challenging to learn positive instances well. In order to balance the loss weigh of each class, each batch contains at least one positive sample, and the average loss of positive and negative samples are calculated respectively in each batch. Finally, the half of their sum is calculated as the final loss.
For example, the Cross Entropy Loss with class balancing strategy for Patch-based classifier is defined as
\[
L_{\text{patch-level}} = -\frac{1}{2} \left( \sum_{j=0}^{J} \log(p_j) + \sum_{k=0}^{K} \log(1 - p_k) \right),
\]
where \( J \) and \( K \) are the total number of positive patches and negative patches in a batch of training data, respectively; \( p \) indicates a patch probability of pneumothorax; where \( j \) and \( k \) are the index of positive and negative sample respectively.

Figure 1. Schematic of the approach consisting of two training stages.

First a patch-level classifier is trained, and the final patch-trained weights of Inception-Resnet-V2 bottom layers in classifier are transferred into Inception-Resnet-V2 bottom layers of image-level classifier for transfer learning, while the layers of top in image-level model are trained from scratch. The image-level prediction for pneumothorax is calculated according to different MIL strategies. The \( Q \) in (b) indicate the instances/patches of the full image.

2.2. Image-level classifier

2.2.1. Image-level training model. In order to prepare for image-level training, we make some changes to the Inception-ResNet-v2 architecture. We keep the Inception-ResNet-v2 bottom section fixed, removing global pooling layers and final sigmoid classification layer, adding four layers at the end of Inception-ResNet-v2 bottom section. As shown in Figure 1(b), inputting the full image into the framework, then outputting a set of abstracted feature maps from Inception-ResNet-v2 bottom section, processed by local average pooling across feature maps with the sliding-window scheme at each channel. After that, the 1x1 convolutions are applied for dimensionality reduction, decreasing the number of feature map to one. An element-wise sigmoid activation function is applied to the feature map, followed by a flatten operation, finally a one-dimensional tensor of predicted pneumothorax probabilities of instances/patches is obtained. The image-level label prediction for pneumothorax is calculated by these scores according to the MIL strategy, which will be described in more detail below.

With a model of this form, an image-level training based on the MIL strategy can be implemented and the model can be fine-tuned using patch-trained weights.
2.2.2. MIL for image-level pneumothorax classification. We treat the image-level training as a multiple instance learning (MIL) problem [19] — each learning image contains a bag of instances/patches instead of a single feature vector.

Given an image \(I\), a set of feature maps of multiple channels is obtained after the Inception-ResNet-v2 bottom layers. Applying local average pooling across feature maps with the sliding-window scheme at each channel, followed by a 1x1 convolutions, an element-wise sigmoid activation function, and flatten operations. Finally a one-dimensional tensor \(p = \{p_1, p_2, p_3, \ldots, p_n\}\) is obtained, where \(p\) is the predicted pneumothorax probability for each instance/patch within the \(I\), corresponding to the flattened patches \(Q = \{Q_1, Q_2, \ldots, Q_n\}\) as shown in Figure 1(b), where \(n\) is the number of patches.

We explore two kinds of MIL strategies for image-level training: probability max-based MIL and probabilities joint-based MIL.

- **Probability max-based multiple instance learning**
  It is assumed that if there is at least one patch in the image belongs to positive instance, the image-level label will be regarded as positive, otherwise it is negative when all instances are negative instances. In other words, the probability of \(I\) is same as the one with the highest probability among all instances. In this assumption, the predicted pneumothorax probability of \(I\) is supposed to be formulized as
  \[
  P(y = 1|I) = \max(p_1, p_2, p_3, \ldots, p_n),
  \]
  where \(P(y|I)\) is the image-level probability, \(p\) is the probability of the patch/instance, \(i\) is the index of a patch probability of pneumothorax, and \(n\) is the total number of patches/instances in the \(I\).

- **Probabilities joint-based multiple instance learning**
  The downside of probability max-based MIL is that it only considers the patch of the max pneumothorax probability and does not exploit information from other patches. The probabilities joint-based MIL takes more patches into consideration for training, which calculates the predicted pneumothorax probability of \(I\) by all patches within the \(I\). We know that there must be at least one patch classified as positive to make the \(I\) a positive label. Therefore, the image-level probability of \(I\) being pneumothorax can be defined as
  \[
  P(y = 1|I) = 1 - \prod_{i=1}^{n}(1 - p_i),
  \]
  where \(P(y|I)\) is the image-level probability, \(p\) is the probability of the patch/instance, \(i\) is the index of a patch probability, and \(n\) is the total number of patches/instances in the \(I\).

2.2.3. Loss function. The Cross Entropy Loss with same class balancing strategy as patch-based classifier is utilized for image-level classifier stage. Regardless of the MIL method used for image-level training, the cross entropy-based cost function for image-level classifier is formulized as follows
  \[
  \mathcal{L}_{\text{image-level}} = -\frac{1}{\mathcal{J}} \sum_{j=0}^{\mathcal{J}} \log(P(y = 1|I_j)) + \frac{1}{\mathcal{K}} \sum_{k=0}^{\mathcal{K}} - \log(P(y = 0|I_k)),
  \]
  where \(P(y = 1|I)\) is the image-level probability of pneumothorax, \(P(y = 0|I)\) indicates the image-level probability of non-pneumothorax; where \(\mathcal{J}\) and \(\mathcal{K}\) are the total number of positive and negative samples in a batch of training data, respectively; where \(j\) and \(k\) are the indexes of positive and negative samples respectively.

3. Experiment

3.1. Dataset
The dataset consists of 22,905 frontal-view chest X-ray images in DICOM format (22,905 patients), which is obtained from the Second Affiliated Hospital Zhejiang University School of Medicine from January 1, 2009 to December 31, 2015. Based on the results of the radiological reports, the dataset is divided into two categories: pneumothorax and non-pneumothorax, which are evaluated by two radiologists with over ten years of practical experience. They diagnose these cases independently, finally the 21,759 images with consistent result are kept for this experiment.
Table 1. The dataset of the experiment for the patch-level classifier and image-level classifier.

| Data   | Training set | Validation set | Test set |
|--------|--------------|----------------|----------|
| Image-level | p:1438       | p:359          | p:235    |
|         | n:14242      | n:3561         | n:1924   |
| Patch-level | p:2583       | p:646          | p:470    |
|         | n:85452      | n:21366        | n:11544  |

We split the dataset into a training set (72%), a validation set (18%) and test sets (10%) for image-level training. The total numbers of images in the training, validation and test sets are: 15680, 3920 and 2159, respectively. For patch-level training, we divide each images into patches using the method described in section 3.2. As a result, the total number of patches in the train, validation and test sets are 88035, 22012, and 12014 respectively (the patches in these sets are divided from the image-level sets correspondingly).

3.2. Data preprocessing
The original image is divided into six patches of the same size for patch-based training. For example, given an image with size $h \times w$, the each patch size will be $(h/3, w/2)$. For non-pneumothorax image, all six patches of it are marked as negative labels. For pneumothorax image, only the patch including the pneumothorax is marked with a positive label, while the patch without the pneumothorax is rejected. The task of patch label assignment is done by two radiologists. The average original images resolution is roughly 3000 x 2500, which is reduced to 512 x 512 after resizing for image-level training. The average resolution of the patches is roughly 1000 x 1250, which is reduced to 512 x 512 as well for patch-based training. The pixel values in each channel are scaled between -1 and 1. There is no data augmentation techniques applied.

3.3. Training

3.3.1. Patch-level training stage. We use Inception-ResNet-v2 model pre-trained on ImageNet to train a patch-based classifier, and only the last classification layer is trained from scratch. It can make the model converge faster than training completely from scratch. The batch-size is set as 8, and an SGD optimizer with learning rate 0.0001 is used; The loss function with class balancing strategy mentioned in Section 2.1 is applied. Each convolution in a block is proceeded by batch normalization [20] followed by ReLU activation. The patch-level training is stopped when the highest F1 score on the validation set is reached.

3.3.2. Image-level training stage. The image-level training model described in Section 2.2 is used as the model. In order to get the predicted pneumothorax probabilities of six patches within the whole image for MIL, it is expected to obtain the tensor in the form of 3x2x1 before the element-wise sigmoid activation function is applied. Because the output of the Inception-ResNet-v2 bottom layers is a set of feature maps with shape 14x14x1536, the output is processed by 3x3 average pooling with a 1x1 stride, followed by 4 x 6 average pooling with 4x6 stride and 1x1 convolutions with a 1x1 stride. Finally a 3x2x1 tensor of predictions of six patches can be obtained after element-wise sigmoid activation. The final patch-trained weights of Inception-Resnet-V2 bottom layers in classifier are transferred into Inception-Resnet-V2 bottom layers of image-level classifier for transfer learning, while the layers of top in image-level model are trained from scratch. To expect the bottom layers be more preserved than the top layers. First training only the top layers for 6 epochs, and then freeze the top layers and just train the bottom layers until achieving the best pneumothorax classification performance on validation set. The network hyper-parameter settings are the same as patch-based classifier training except for the learning rate, which is modified to 0.001.

The experiment code is written in Keras [21], and implemented on an Nvidia GeForce GTX 1070 GPU with 8GB of GDDR5 memory.
3.4. Result
We evaluate the model performance of the classification using the F1-measure score [22, 23], accuracy and recall, and the F1-measure score is used as the indicator to guide when to stop the model training for both patch-level and image-level training. In addition, the precision-recall (PR) curves [29] of different experiments for image-level training are also given.

Table 2 shows that the F1-score of patch-level classifier on the test set is 0.85 after training with 31 epochs reaching the best F1 score on validation set, and the accuracy and recall at this epoch are 0.88 and 0.791 respectively.

Table 2. Test F1 score, accuracy and recall of the patch classifiers using the Inception-Res-V2. The number of epochs indicates the amount of epochs required to reach the best validation F1 score.

| Patch-level model | F1-score | Accuracy | Recall | Epochs |
|-------------------|----------|----------|--------|--------|
| Test set          | 0.850    | 0.88     | 0.791  | 31     |

We conduct three sets of comparative experiments on MIL strategies, pre-trained weights and image resolution for image-level training. Table 3 and 4 demonstrates the performance of different experiments in the image-level classifier. We first try the two MIL strategies for image-level training: Probability Max-based MIL & Probabilities joint-based MIL. The probabilities joint-based MIL achieves a better result than probability max-based MIL on the test set, with F1-scores of 0.869 and 0.824, accuracy of 0.915 and 0.893, recall of 0.843 and 0.804, respectively. Next we examine the influence of pretrained weights. The F1-score, accuracy and recall of the model initialized with patch-trained weights are 0.869, 0.915 and 0.843, which are larger compared to that of the model initialized with ImageNet pre-trained weights (0.785, 0.878 and 0.783). Finally, we compare the performance of three different image resolutions. The model initialized by patched-trained weights with an input size of 512x512 reaches better results of F1-score, accuracy and recall compared to results of 0.79, 0.867, and 0.753 with size of 256x256. The model initialized by ImageNet pre-trained weights with input size of 512x512 obtains the results of F1-score, accuracy and recall are 0.785, 0.878 and 0.783 respectively, which performs similarly to the model using patch pre-trained weights with input size of 256x256, on F1-score and accuracy except for recall, while uses more training time than it, with 39,913s and 33,709s respectively, in addition, the GPU memory allows the model with size 256x256 to set training batch size as 16, which is twice that of model with size 512x512.

Table 3. Test performance of the different experiments in image-level classifier. The number of epochs indicates the amount of epochs required to reach the best validation F1 score.

| MIL          | Pre-trained | Image-size | F1-score  | Accuracy | Recall | Epochs | Batch-size | Time       |
|--------------|-------------|------------|-----------|----------|--------|--------|------------|------------|
| Ps Max-based | Patch-trained | 512x512 | 0.824     | 0.893    | 0.804  | 21     | 8          | 40,290s    |
| Ps joint-based | Patch-trained | 512x512 | 0.869     | 0.915    | 0.843  | 19     | 8          | 36,981s    |
| Ps joint-based | ImageNet      | 512x512 | 0.785     | 0.878    | 0.783  | 20     | 8          | 39,913s    |
| Ps joint-based | Patch-trained | 512x512 | 0.869     | 0.915    | 0.843  | 19     | 8          | 36,981s    |
| Ps joint-based | Patch-trained | 256x256 | 0.790     | 0.867    | 0.753  | 28     | 16         | 33,709s    |
| Ps joint-based | ImageNet      | 512x512 | 0.785     | 0.878    | 0.783  | 20     | 8          | 39,913s    |
Table 4. The precision-recall (PR) curves of different experiments: a. experiment of MIL strategies, b. experiment of pre-trained weights, c. experiment of image resolutions.

4. Discussion

Because the typical chest X-ray image with high resolution needs to be compressed to low resolutions for model training, it can cause significant loss in detail and decrease the detection accuracy. In this paper, we proposed a developed way to reduce the image distortion, which improves the performance of pneumothorax classification. We believe that the efficiency of the classifier training can be improved by inputting multiple smaller sized patches with low distortion.

The basic idea of our approach is to first train a patch-level classifier, meaning the elementary training unit is patch-based instead of the whole image, and then use the final weights of patch-level classifier to initialize the image-level classifier with a MIL strategy. In order to prove the effectiveness of our method, we have set up three sets of comparative experiments on MIL strategies, pre-trained weights, and image resolution. The experiment result as illustrated in Table 3 and 4. In the experiment of different MIL strategies for image-level training, the MIL of probabilities joint-based is more efficient than the probability max-based MIL on the performance of pneumothorax classification. The reason for this result may be that the probabilities joint-based MIL takes more patches information into consideration to train the image-level model, while the probability max-based MIL only exploits information from one patch with the max probability. In the experiment of pre-trained weights, our proposed method performs better than model without patch-level training. A possible explanation for this is the decreased image distortion rate and increased pneumothorax detail. The average original image size is about 3000x2500, but if it is resized to 512x512, its resolution is roughly reduced 24-fold. However, with patch-based training, dividing the whole image into 6 patches of the same size of 1000×1250, each patch will be compressed by only 5-fold after compressing each patch to 512×512. This means that more information can be retained. Finally, we examine the effect of training with images of different sizes on the performance of pneumothorax classification. The result in Table 3 and 4 illustrate that the resolution has a great impact on the classification performance. With higher image resolutions, there will be a better classification performance. It is worth noting that the model initialized by patched-trained weights with an input size of 256x256 obtains a similar performance result to the model using ImageNet pre-trained weights with 512x512 input size obtaining, but uses less training time and bigger batch size, and their PR curves basically overlap as Table 4 shown. The result demonstrates that, with using patch-trained weights, even training with low-resolution images can still achieve similar pneumothorax classification performance as training with higher resolution image without patch-trained initialization, and use less time to train and occupy smaller GPU memory per sample.

Put together, these experiment results are consistent with our hypothesis that patch-based training can reduce the image distortion rate and keep more information about pneumothorax, which improves the efficiency of pneumothorax classification. Besides, we suggest that the two-stage training with probabilities joint-base MIL strategy can further effectively improve the performance of pneumothorax classification.
There are some examples available in literature using a similar method. For example, Hou et al. used two-stage training for the whole slide tissue image classification, first training a patch-based CNN and then predicting the image-level labels by an image-level decision fusion model which is trained on histograms of patch-level predictions [24]. By training a nodule-level CNN model firstly, followed by MIL model, Shen et al. built a network for patient-level lung cancer prediction [25]. These approaches both used probability max-based MIL for image-level training stage, which only considers the patch of max probability. Lotter et al. applied the pre-trained classifier of patch-level as feature extractors in a sliding-window fashion to build an image-level model for mammogram classification [26]. Li Shen utilized two stage training to first train a model to recognize localized patches and then convert it into a whole image classifier for breast cancer diagnosis based on mammograms [27]. For the above two researches, no MIL strategy is used.

Theoretically, in the patch-level training of two-stage training, splitting the whole image into more and smaller sized patches for training can reduce the information loss rate more, but we suggest that the specific number and size of patches split should depends on specific problems such as experimental objective and the characteristics of the disease. For example, if it is an object localization problem, more and smaller patches can not only decrease information distortion, but also improve the localization resolution. However, more patches split means more heavy and finer work of ROI annotations, and also requires more computation during training. In addition, for the disease diagnosis which needs to consider the associated information between local information. The spatial information of disease will be lost if the image is divided into too many patches. In our case, it is a classification task. We divide the pneumothorax into six patches based on the characteristics of pneumothorax on chest X-ray and chest anatomy. Pneumothorax is a lung disease where air is collected in the pleural cavity. In general, it is diagnosed by examining the border between the air and the compressed lung from a chest X-ray film [28]. In chest radiography diagnosis, two horizontal lines are used to indicate the lesion location on the chest X-ray. These are in the front of the second and the forth rib, which divide the lung into three fields: upper field, middle field, and lower field. A pneumothorax may appear in either one of the lungs or in both. In this case, the two lungs can be separated with a longitudinal division. Consequently, according to anatomical feature of the lung and the pathological feature of a pneumothorax in X-ray images, a full image can be divided into six parts without significant effect on the characteristics of the pneumothorax in chest X-ray image. Even though there are some radiographs (full images) that are off center or at an angle, there is no influence on identification of pneumothorax after splitting the radiograph up into patches, due to the characteristics of the pneumothorax in medical imaging are still kept in all patches.

5. Conclusions
In this paper, we propose a two-stage training for pneumothorax classification by reducing the image distortion. Instead of directly feeding the training model with the entire chest-X-ray image in low resolution, our approach first trains a patch-level classifier, which can reduce the image distortion, followed by an image-level classifier training using a scanning window MIL scheme. Experimental results demonstrate with our algorithm, more medical details are kept and the performance of pneumothorax classification is improved without high GPU memory occupied and long training time cost. Furthermore, the effect of image input size and two different MIL schemes, i.e., probabilities max-based MIL and probabilities joint-based MIL, are also investigated in our study. Our work is meaningful in clinical application, which to help reduce the pneumothorax diagnostic time and save valuable time for the treatment. In future work, we plan to extend the current work by localizing the pneumothorax lesion area, and achieve both pneumothorax identification and lesion area localization automatically.
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