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Abstract

A fundamental research question is how much a variation in a covariate influences a binary response variable in a logistic regression model, both directly or through mediators. We derive the exact formula linking the parameters of marginal and conditional regression models with binary mediators when no conditional independence assumptions can be made. The formula has the appealing property of being the sum of terms that vanish whenever parameters of the conditional models vanish, thereby recovering well-known results as particular cases. It also permits to quantify the distortion induced by omission of some relevant covariates, opening the way to sensitivity analysis. Also in this case, as the parameters of the conditional models are multiplied by terms that are always positive or bounded, the formula may be used to construct reasonable bounds on the parameters of interest. We assume that, conditionally on a set of covariates, the data-generating process can be represented by a Directed Acyclic Graph. We also show how the results here presented lead to the extension of path analysis to a system of binary random variables.

1 Introduction

The paper addresses the relationship between parameters in logistic regression models when a set of binary random covariates are added or removed. The interest for this investigation lies on several research questions. Given a data-generating process, a researcher may wish to quantify how much of the total effect of a covariate on a response is due to intermediate variables and can be removed after conditioning on their values. From a different, though related, point of view, one may wish to quantify the distortion on some regression coefficients of interest due to the omission of relevant unmeasured covariates, and use this information to build reasonable bounds or to conduct sensitivity analysis. In both cases, knowledge of the exact formula linking the coefficients of the marginal and conditional logistic models is a great advantage.

We initially focus on a simple situation, in which a binary response $Y$ is regressed, on the log odds scale, against two covariates $X$ and $W$, with $W$ a binary random
variable. We further assume that \( W \) is a response variable of \( X \), also modelled on a log odds scale. A simple equation linking the coefficients of \( X \) of the marginal and conditional logistic models is then presented, for both continuous and discrete \( X \). For continuous \( X \), one particular advantage of the proposed formula is that the marginal effect of \( X \) is decomposed into the sum of terms that vanish whenever parameters of the original models vanish. Given the nature of \( W \) as a mediator in the relationship between \( X \) and \( Y \), the equation permits to quantify to which extent the effect of \( X \) on \( Y \) is direct and/or mediated through \( W \). Since the parameters of a logistic model are log odds ratios, this relationship translates into the equation linking marginal and conditional odds ratios. When \( X \) is discrete, it makes explicit the way odds ratios of the marginal table depend on the odds ratios of the conditional table.

Results are then generalized to more complex situations, in which other covariates are included in the original models and there are multiple mediators. We never remove the assumption that the mediators are binary and that, conditionally on covariates, the data-generating process is formed by a set of univariate logistic regressions. As such, it can be represented by a Directed Acyclic Graph (DAG); see (Lauritzen, 1996, Ch. 2) to which we refer for definitions.

For linear models, the well-known result by Cochran (1938) specifies how the effect of a variable \( X \) on an outcome \( Y \) decomposes in the presence of a third variable \( W \) influencing \( Y \) and being in turn influenced by \( X \). As a consequence, given a system of recursive linear equations represented by a DAG, a parametric method known as path analysis allows to evaluate the total effect of \( X \) on \( Y \) by tracing all paths originating from \( X \) and pointing to \( Y \), possibly involving intermediate variables. Generalizations of these results beyond linear regression seem to be difficult. A notable example is in Lin et al. (1998), for a binary response with a Gaussian mediator in which a log-linear model for the outcome is assumed. In a different, though related, context Valeri and VanderWeele (2013) address the situation in which the mediator is binary both for continuous and binary response, also postulating a log-linear model for the binary variables.

The derivations in this paper can be seen as a generalization of Cochran’s formula to logistic regression for a binary outcome \( Y \) and a binary mediator. Considering particular conditional independence structures, we recover well-known results in the literature, such as conditions to avoid effect reversal, see Cox and Wermuth (2002) and for collapsibility of marginal and conditional odds ratios, see Xie et al. (2008). We state under which assumptions the marginal effect of \( X \) is smaller in modulo than the conditional effect as in Neuhaus and Jewell (1993). In the quantile regression setting, a generalization of Cochran’s formula has been given by Cox (2007). Similarly to the case here discussed, the generalization shows that effects that are constant in the conditional distribution may depend on the value of \( X \) in the marginal one. These results open the way to path analysis for binary random variables.

2 Theory

Given a binary outcome \( Y \), a binary mediator \( W \) and a continuous treatment \( X \), our aim is to decompose the total effect of \( X \) on \( Y \) on the log odds scale. Our postulated
models are a logistic regression for \( Y \) given \( X \) and \( W \), that is,
\[
\log\left(\frac{P(Y = 1 | X = x, W = w)}{P(Y = 0 | X = x, W = w)}\right) = \beta_0 + \beta_x x + \beta_w w + \beta_{xw} x w,
\]
and a logistic regression for \( W \) given \( X \), that is,
\[
\log\left(\frac{P(W = 1 | X = x)}{P(W = 0 | X = x)}\right) = \gamma_0 + \gamma_x x.
\]

The DAG representing the set of equations is Fig. 1a. Notice that we allow for the presence of an interaction between \( X \) and \( W \), which is governed by the parameter \( \beta_{xw} \). The marginal effect of \( X \) on \( Y \) on the logit scale is defined by the derivative
\[
\beta(x) = \frac{d}{dx} \log\left(\frac{P(Y = 1 | X = x)}{P(Y = 0 | X = x)}\right).
\]

It is worth to remark the difference between \( \beta(x) \) and \( \beta_x \). Specifically, we use the notation \( \beta(x) \) to stress that such a marginal effect varies with \( x \), since it is known that, if model (1) holds, then the marginal logit in the right-hand side of (3) is not linear in \( x \) [Lin et al. 1998].

Given this setting, it is possible to derive a simple expression for \( \beta(x) \), see Appendix 1. Specifically, letting
\[
\Delta_y(x) = P(Y = 1 | W = 1, X = x) - P(Y = 1 | W = 0, X = x)
\]
and
\[
\Delta_w(x) = P(W = 1 | Y = 1, X = x) - P(W = 1 | Y = 0, X = x),
\]
we have
\[
\beta(x) = \beta_x \{1 - \Delta_y(x) \Delta_w(x)\}
\]
\[
+ \beta_{xw} \{P(W = 1 | Y = 1, X = x) - \Delta_w(x)P(Y = 1 | W = 1, X = x)\}
\]
\[
+ \gamma_x \Delta_w(x).
\]

Equation (4) has the advantage of making explicit the way parameters of the conditional distributions combine to form the marginal effect of \( X \) on \( Y \) on the logistic
scale. It further has the appealing property of disentangling the total effect into the sum of components that vanish if some of the parameters of the logistic models vanish. Notice that the terms in curly brackets are bounded between 0 and 1. Furthermore, $\Delta_w(x)$ is bounded between -1 and 1.

Several particular cases follow. If $\beta_{xw} = 0$, we obtain

$$\beta(x) = \beta_x \{1 - \Delta_y(x)\Delta_w(x)\} + \gamma \Delta_w(x),$$

in closer parallel with Cochran’s decomposition for the linear case. If also $\beta_w = 0$, then $W$ and $Y$ are conditionally independent given $X$ (written $W \perp \perp Y \mid X$; see David (1979)). In this case (Fig. 1b), since $\Delta_y(x) = \Delta_w(x) = 0$ for all $x$, we recover the well-known result that the marginal and conditional effects on the log odds scale are equal; see Corollary 3 of Xie et al. (2008). Another relevant case occurs if $\gamma_x = 0$, i.e. $W \perp \perp X$ (Fig. 1c). In this case, there is an effect modification due to conditioning of an additional variable, in line with well-known results on non-collapsibility of parameters of logistic regression models. Furthermore, if $\beta_x$ and $\beta_{xw}$ are both positive (negative), the marginal effect is also positive (negative), thereby recovering the finding of Cox and Wermuth (2003) on the condition to avoid the effect reversal. Further, in the absence of the interaction effect, i.e. $\beta_{xw} = 0$, we have

$$\beta(x) = \beta_x \{1 - \Delta_y(x)\Delta_w(x)\},$$

showing that $|\beta(x)| \leq |\beta_x|$ in line with results obtained by Neuhaus and Jewell (1993) in a more general context.

Conditioning on a set of covariates $C = (C_1, \ldots, C_p)$ does not strongly alter the structure of (4); see Appendix 3. More precisely, if these covariates only have additive effects on the logits of $Y$ and of $W$, then (4) is unchanged, apart from the necessary inclusion of $C = c$ in the conditioning sets of all the probabilities (and the $\Delta$ terms) appearing in it. Conversely, if each covariate $C_j$ interacts with $X$ in the model for $Y$ ($\beta_{xcj} \neq 0$) and in the model for $W$ ($\gamma_{xcj} \neq 0$), then we have:

$$\beta(x, c) = \beta_x \{1 - \Delta_y(x, c)\Delta_w(x, c)\}
\quad + \beta_{xw} \{P(W = 1|Y = 1, X = x, C = c) - \Delta_w(x, c)P(Y = 1|W = 1, X = x, C = c)\}
\quad + \{\gamma_x + \sum_{j=1}^{p} \gamma_{xcj} c_j\} \Delta_w(x, c)
\quad + \{1 - \Delta_y(x, c)\Delta_w(x, c)\} \sum_{j=1}^{p} \beta_{xcj} c_j,$$

that shows that interactions between covariates and $W$ (that is, $\beta_{wcj} \neq 0$, $j = 1, \ldots, p$) do not play any role. Extension to higher-order interactions is straightforward and is not reported for the sake of clearness.

For a discrete treatment, results are no more expressed in terms of derivatives with respect to $x$, but as differences between two levels of $X$. Without loss of generality, we
here assume that $X$ is binary. Let 

$$RR_{W|Y,X=x} = \frac{P(W = 1 \mid Y = 1, X = x)}{P(W = 1 \mid Y = 0, X = x)}$$

be the relative risk of $W$ for varying $Y$ in the distribution of $X = x$. The equivalent of Equation (4) is

$$\log \text{cpr}(Y, X) = \beta_x + \beta_{xw} + \log RR_{W|Y,X=0} - \log RR_{W|Y,X=1}$$ \hspace{1cm} (7)

where with cpr$(Y, X)$ we denote the cross-product ratio of the two-by-two contingency table of $(Y, X)$. A proof of (7) is in Appendix 2, from which it follows that

$$\log \frac{P(W = 1 \mid Y = y, X = x)}{P(W = 0 \mid Y = y, X = x)} = g_y(x)$$

with $g_y(x)$ given by (16). The parametric expression of $\log RR_{W|Y,X=x}$ can be derived as a consequence. The equation has again the appealing property of expressing the marginal effect of $X$ on $Y$ as a simple function of parameters of the conditional distributions. Notice that since

$$\beta_{xw} = \log RR_{W|Y,X=1} - \log RR_{W|Y,X=0} - \log RR_{W|Y,X=1} + \log RR_{W|Y,X=0}$$

where $\overline{W} = 1 - W$, it follows that (7) may be written in alternative way. Once again, several particular cases of interest follows. If $Y \perp \perp W \mid X$, then the marginal and conditional odds ratios are equal, recovering well-known results on collapsibility of log odds ratios (Whittemore, 1978; Wermuth, 1987).

Notice that (7) is unchanged if we substitute model (2) with the following:

$$\log \frac{P(X = 1 \mid W = w)}{P(X = 0 \mid W = w)} = \delta_0 + \delta_{w,w},$$ \hspace{1cm} (8)

in which, by standard results, $\delta_w = \gamma_{x}$. In this case, we say that $W$ is a potential confounder of the effect of $X$ on $Y$. The corresponding DAG is obtained from Fig. 1a and Fig. 1b after reversing the direction of the arrow between $X$ and $W$.

In parallel with the continuous treatment setting, it is worth to investigate the inclusion of a set of covariates $C = (C_1, \ldots, C_p)$ to models (1) and (2) (or (8)). More precisely, if the covariates only have additive effects, (7) keeps the same structure, apart from the necessary addition of $C = c$ in every conditioning set. This is also the case in the presence of interactive effects in the model for $W (X)$, expressed by the coefficients $\gamma_{xcj}$ ($\delta_{wcj}$) for every $j$, since in (7) the whole indirect effect is hidden in the two logarithmic terms rather than explicitly written as in (4). Conversely, if each covariate $C_j$ interacts with $X$ in the model for $Y (\beta_{xcj} \neq 0)$, then we have

$$\log \text{cpr}(Y, X \mid C = c) = \beta_x + \sum_{j=1}^{p} \beta_{xcj} C_j + \beta_{xw} + \log RR_{W|Y,X=0,C=c} - \log RR_{W|Y,X=1,C=c}.$$ \hspace{1cm} (9)
Figure 2: (a) DAG with \( k = 2 \) mediators (b) marginalization over the inner node (c) the resulting DAG (in red parameters changed).

3 Multiple mediators

Suppose that there are \( k \) binary mediators, such that the data generating process can be represented by a DAG with \( W_j \) potentially explanatory to \( W_{j-1}, \ldots W_1, j = 2, \ldots, k \). In this situation, there are several research questions that one may wish to address, such as what the effect of \( X \) on \( Y \) is when some mediators are kept constant while others are marginalized over.

When the object of interest is the effect of \( X \) on \( Y \) after marginalization on all possible mediators, one needs to trace all paths between \( X \) and \( Y \) that involve at least one mediator and quantify the induced modification of the effect of \( X \) on \( Y \) when the mediator is marginalized over. The process can be done in steps, each step obtained after marginalization over one mediator. We suggest to start by marginalizing over the inner mediator and to iteratively repeat the derivations. In doing so, at each step marginalization only takes place on transition nodes, and models for the outer mediators remain unchanged. By using the result on summary graphs (Wermuth, 2011), the resulting conditional independence models can also be represented by a DAG.

We first consider the case of binary \( X \), showing the procedure in a situation with \( k = 2 \); see Figure 2. For each response, we assume a hierarchical logistic model up to the second order, that is,

\[
\log \frac{P(Y = 1 \mid X = x, W_1 = w_1, W_2 = w_2)}{P(Y = 0 \mid X = x, W_1 = w_1, W_2 = w_2)} = \beta_0 + \beta_x x + \beta_{w_1} w_1 + \beta_{xw_1} x w_1 + \beta_{w_2} w_2 + \beta_{xw_2} x w_2 + \beta_{w_1 w_2} w_1 w_2,
\]

and

\[
\log \frac{P(W_1 = 1 \mid X = x, W_2 = w_2)}{P(W_1 = 0 \mid X = x, W_2 = w_2)} = \gamma_{1,0} + \gamma_{1,x} x + \gamma_{1,w_1} w_1 + \gamma_{1,xw_2} x w_2.
\]
and
\[
\log \frac{P(W_2 = 1 \mid X = x)}{P(W_2 = 0 \mid X = x)} = \gamma_{2,0} + \gamma_{2,x} x. 
\] (10)

In Figure 2a, there are three paths indirectly linking \(X\) to \(Y\): \(X \rightarrow W_2 \rightarrow Y\), \(X \rightarrow W_1 \rightarrow Y\) and \(X \rightarrow W_2 \rightarrow W_1 \rightarrow Y\). While marginalization on \(W_1\) (see Figure 2b and 2c) leaves (10) unchanged, the model for the outcome becomes
\[
\log \frac{P(Y = 1 \mid X = x, W_2 = w_2)}{P(Y = 0 \mid X = x, W_2 = w_2)} = \beta_0^* + \beta_x^* x + \beta_{w_2}^* w_2 + \beta_{xw_2}^* x w_2, 
\] (11)

where, by repeated use of (9) and the derivations in Appendix, we have
\[
\beta_0^* = \log \text{cpr}(Y, X \mid W_2 = 0) = \beta_0 + \beta_{xw_1} + \log RR_{W_1 \mid Y,X=0,W_2=0} - \log RR_{W_1 \mid Y,X=1,W_2=0}, 
\]
and
\[
\beta_{w_2}^* = \log \text{cpr}(Y, W_2 \mid X = 0) = \beta_{w_2} + \beta_{xw_2} + \log RR_{W_1 \mid Y,W_2=0,X=0} - \log RR_{W_1 \mid Y,W_2=1,X=0} 
\]
while
\[
\beta_{xw_2}^* = \beta_{xw_2} + \log RR_{W_1 \mid Y,W_2=0,X=1} - \log RR_{W_1 \mid Y,W_2=1,X=1} 
- (\log RR_{W_1 \mid Y,W_2=0,X=0} - \log RR_{W_1 \mid Y,W_2=1,X=0}).
\]

The parametric expression of \(\log RR_{W_1 \mid Y,X=0,W_2=w_2,X=x}\) can be derived from Appendix 3, where in (19) we put \(W_1 = W\) and \(C = W_2\). Also
\[
\beta_0^* = \beta_0 - \log \frac{1 + \exp g_0(0,0)}{1 + \exp g_1(0,0)}. 
\]

Finally, from (11) it is straightforward to apply (7) to obtain the marginal effect
\[
\log \text{cpr}(Y, X) = \beta_x + \beta_{xw_1} + \beta_{xw_2} + \log RR_{W_2 \mid Y,X=0} - \log RR_{W_2 \mid Y,X=1} 
+ \log RR_{W_1 \mid Y,W_2=0,X=0} - \log RR_{W_1 \mid Y,W_2=1,X=1}. 
\] (12)

Once again, the parametric expression of \(\log RR_{W_2 \mid Y,X=x}\) can be derived from (19) with the appropriate modifications. The equation above can be easily generalized for \(k > 2\) mediators. When the research question involves both conditioning on a set \(S\) of mediators and marginalizing on the remaining ones, results above can be modified accordingly. If \(S\) is an ancestral set, the above derivations can be extended in a straightforward way, by making use of (7). If \(S\) is not an ancestral set, then the derivations here presented can still be used, provided that, if conditioning takes place on a sink node \(W_j\), then \(S\) includes all ancestors of \(W_j\). Further, when \(S\) is not an ancestral set, since marginalization may take place on a mediator that can be a source node, the resulting conditional independence structure can be read from a summary graph.

When \(X\) is continuous, the derivations above get more complex since linearity in the outcome equation is lost after the first marginalization. However, a first order
Taylor expansion around a given point \( x_0 \) can provide a reasonable approximation. With specific reference to the above example, one should first linearize
\[
\ell(x, w_2) = \log \frac{P(Y = 1 \mid X = x, W_2 = w_2)}{P(Y = 0 \mid X = x, W_2 = w_2)},
\]
the expression of which is Equation (2.17) of Lin et al. (1998), that can be shown to hold for both binary and continuous \( X \). Therefore, we obtain
\[
\ell(x, w_2) \approx \tilde{\beta}_0 + \tilde{\beta}_x x + \tilde{\beta}_{w_2} w_2 + \tilde{\beta}_{x w_2} x w_2, \tag{13}
\]
where
\[
\tilde{\beta}_0 = \ell(x_0, 0) - \beta(x_0, 0),
\tilde{\beta}_x = \beta(x_0, 0),
\tilde{\beta}_{w_2} = \ell(x_0, 1) - \ell(x_0, 0) + x_0 (\beta(x_0, 0) + \beta(x_0, 1))
\]
and
\[
\tilde{\beta}_{x w_2} = \beta(x_0, 1) - \beta(x_0, 0).
\]
Finally, the result in (13) can be applied to (13) to obtain the approximate marginal effect
\[
\frac{d}{dx} \log \frac{P(Y = 1 \mid X = x)}{P(Y = 0 \mid X = x)} \approx \tilde{\beta}_x \{1 - \Delta_y(x) \Delta_{w_2}(x)\}
\]
\[
+ \tilde{\beta}_{x w} \{P(W_2 = 1 \mid Y = 1, X = x) - \Delta_{w_2}(x) P(Y = 1 \mid W_2 = 1, X = x)\}
\]
\[
+ \gamma_{2,x} \Delta_{w_2}(x),
\]
for every \( x \) in the neighbourhood of \( x_0 \).

Appendix 1

To obtain an expression for \( \beta(x) \), we rely on two relationships which can be easily proved by first principles in probability. These formulas are
\[
\log \frac{P(W = 1 \mid Y = y, X = x)}{P(W = 0 \mid Y = y, X = x)} = \log \frac{P(Y = y \mid W = 1, X = x)}{P(Y = y \mid W = 0, X = x)} + \log \frac{P(W = 1 \mid X = x)}{P(W = 0 \mid X = x)} \tag{14}
\]
and
\[
\log \frac{P(Y = 1 \mid X = x)}{P(Y = 0 \mid X = x)} = - \log \frac{P(W = w \mid Y = 1, X = x)}{P(W = w \mid Y = 0, X = x)} + \log \frac{P(Y = 1 \mid W = w, X = x)}{P(Y = 0 \mid W = w, X = x)} \tag{15}
\]
From model (1) the first member in the right-hand side of (14) can be written as
\[
\log \frac{P(Y = y \mid W = 1, X = x)}{P(Y = y \mid W = 0, X = x)} = y (\beta_0 + \beta_{x w} x) + \log \left( \frac{1 + \exp(\beta_0 + \beta_x x)}{1 + \exp(\beta_0 + \beta_x x + \beta_{w} + \beta_{x w} x)} \right).
\]
Therefore, denoting the left-hand side of (14) by $g_y(x)$, we have

$$g_y(x) = y(\beta_w + \beta_{xw}x) + \log \left(\frac{1 + \exp(\beta_0 + \beta_x x)}{1 + \exp(\beta_0 + \beta_x x + \beta_w + \beta_{xw}x)}\right) + \gamma_0 + \gamma_x x \quad (16)$$

and consequently

$$g_1(x) = \beta_w + \beta_{xw}x + g_0(x).$$

Letting $\gamma(x) = \partial g_0(x)/\partial x$, it is straightforward that $\partial g_1(x)/\partial x = \beta_{xw} + \gamma(x)$. An explicit expression for $\gamma(x)$ returns, after some algebra,

$$\gamma(x) = \gamma_x + \frac{\partial}{\partial x} \log \left(\frac{1 + \exp(\beta_0 + \beta_x x)}{1 + \exp(\beta_0 + \beta_x x + \beta_w + \beta_{xw}x)}\right)$$

$$= \gamma_x + \beta_x \left\{ \frac{\exp(\beta_0 + \beta_x x + \beta_{xw}x)}{1 + \exp(\beta_0 + \beta_x x + \beta_{xw}x)} \right\} - \left(\beta_x + \beta_{xw}\right) \left\{ \frac{\exp(\beta_0 + (\beta_x + \beta_{xw})x + \beta_w)}{1 + \exp(\beta_0 + (\beta_x + \beta_{xw})x + \beta_w)} \right\}$$

$$= \gamma_x - \beta_x \Delta_y(x) - \beta_{xw} P(Y = 1 \mid W = 1, X = x) \quad (17)$$

Deriving with respect to $x$ Equation (15) we obtain

$$\beta(x) = \frac{\partial}{\partial x} \log \left(\frac{P(W = w \mid Y = 0, X = x)}{P(W = w \mid Y = 1, X = x)}\right) + \beta_x + \beta_{xw}x \quad (18)$$

It is useful to write the derivative in the first term in the right-hand side of (18) as

$$\frac{\partial}{\partial x} \log \left(\frac{P(W = w \mid Y = 0, X = x)}{P(W = w \mid Y = 1, X = x)}\right) = \frac{\partial}{\partial x} \left\{ \log \frac{\exp(wg_0(x))}{1 + \exp(g_0(x))} - \log \frac{\exp(wg_1(x))}{1 + \exp(g_1(x))} \right\}$$

and to evaluate it separately for $w = 0$ and $w = 1$. Specifically, for $w = 0$ such a derivative is worth

$$-\gamma(x) \frac{\exp(g_0(x))}{1 + \exp(g_0(x))} + (\gamma(x) + \beta_{xw}) \frac{\exp(g_1(x))}{1 + \exp(g_1(x))},$$

which simplifies to

$$\gamma(x) \Delta_w(x) + \beta_{xw} P(W = 1 \mid Y = 1, X = x).$$

Conversely, it is easy to show that for $w = 1$ the derivative is equal to

$$\gamma(x) \Delta_w(x) + \beta_{xw} P(W = 1 \mid Y = 1, X = x) - \beta_{xw},$$

so a general expression is

$$\frac{\partial}{\partial x} \log \left(\frac{P(W = w \mid Y = 0, X = x)}{P(W = w \mid Y = 1, X = x)}\right) = \gamma(x) \Delta_w(x) + \beta_{xw} P(W = 1 \mid Y = 1, X = x) - \beta_{xw}w.$$
Substituting the above expression in (18) gives
\[ \beta(x) = \beta_x + \gamma(x)\Delta_w(x) + \beta_{xw}P(W = 1 \mid Y = 1, X = x), \]
where, as expected, the dependence on \( w \) cancels out. Finally, substitution of \( \gamma(x) \) with the expression in (17) and rearrangement of terms returns (4). The two terms in curly brackets in (4) are always bounded between 0 and 1. Specifically, \( 1 - \Delta_y(x)\Delta_w(x) \) lies between 0 and 1 since the product \( \Delta_y(x)\Delta_w(x) \) also varies between 0 and 1, whereas \( P(W = 1 \mid Y = 1, X = x) - \Delta_w(x)P(Y = 1 \mid W = 1, X = x) \) can be rewritten as
\[ P(W = 1 \mid Y = 1, X = x)P(Y = 0 \mid W = 1, X = x) + P(W = 1 \mid Y = 0, X = x)P(Y = 1 \mid W = 1, X = x) \]
that shows that it is a weighted mean of probabilities.

**Appendix 2**

For binary \( X \) the approach is similar, though differentiation instead of derivation of (15) is needed. Differentiation of the left-hand side gives the left-hand side of (7), that is, the target quantity.

Differentiation of the second term in the right-hand side of (15) immediately returns \( \beta_x + \beta_{xw}w \) while differentiation of the first term returns:
\[
\log \frac{P(W = w \mid Y = 0, X = 1)}{P(W = w \mid Y = 1, X = 1)} - \log \frac{P(W = w \mid Y = 0, X = 0)}{P(W = w \mid Y = 1, X = 0)} = \\
\log \frac{1 + \exp(g_0(1))}{1 + \exp(g_0(1))} - \log \frac{1 + \exp(g_1(1))}{1 + \exp(g_1(1))} + \log \frac{1 + \exp(g_0(0))}{1 + \exp(g_0(0))} + \log \frac{1 + \exp(g_1(0))}{1 + \exp(g_1(0))} = \\
w(g_0(1) - g_1(1) - g_0(0) + g_1(0)) + \log \frac{1 + \exp(g_1(1))}{1 + \exp(g_0(1))} + \log \frac{1 + \exp(g_0(0))}{1 + \exp(g_1(0))} = \\
w(-\beta_w + \beta_{xw} + \beta_xw + \log \frac{1 + \exp(g_1(1))}{1 + \exp(g_0(1))}) = \\
- \beta_{xw}w + \log \frac{P(W = 0 \mid Y = 0, X = 1)P(W = 0 \mid Y = 1, X = 0)}{P(W = 0 \mid Y = 1, X = 1)P(W = 0 \mid Y = 0, X = 0)}
\]
where the expression of \( g_y(x) \) is in (16). Again, the dependence on \( w \) disappears. Notice that:
\[
\beta_{xw}w + \log \frac{P(W = 1 \mid Y = 0, X = 1)P(W = 1 \mid Y = 1, X = 0)}{P(W = 1 \mid Y = 1, X = 1)P(W = 1 \mid Y = 0, X = 0)} = \\
\log \frac{P(W = 0 \mid Y = 0, X = 1)P(W = 0 \mid Y = 1, X = 0)}{P(W = 0 \mid Y = 1, X = 1)P(W = 0 \mid Y = 0, X = 0)} 
\]
and therefore (7) can be derived.
Appendix 3

Addition of a set of covariates $C = (C_1, \ldots, C_p)$ to the logit model for $Y$ and $W$ leads to the following modification of (16):

$$g_y(x, c_1, \ldots, c_p) = y(\beta_w + \beta_{xw}x)$$

$$+ \log \left( \frac{1 + \exp(\beta_0 + \beta_x x + \beta_w x + \beta_{xw}x + \sum_{i=1}^p (\beta_{c_i} c_i + \beta_{xc_i} c_i x) + \sum_{j<i,i=2}^p \beta_{c_i} c_j c_i c_j)}{1 + \exp(\beta_0 + \beta_x x + \beta_w x + \beta_{xw}x)} \right)$$

$$+ \gamma_0 + \gamma_{xj} x \sum_{i=1}^p (\gamma_{c_i} c_i + \gamma_{xc_i} c_i x) + \sum_{j<i,i=2}^p \gamma_{c_i} c_j c_j$$

(19)

where we have assumed interactions up to the second order.
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