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Abstract

We present a technique for separating nuclear double beta-decay events from background $^8$B solar neutrino interactions in a liquid scintillator detector instrumented with photo-detectors with mm space and 100-psec time resolutions. The technique uses position and time information of detected photo-electrons (PEs) to separate directional Cherenkov light from isotropic scintillation light in the reconstruction of the kinematics of candidate events. Here we introduce a Cherenkov-scintillation space time boundary defined as the light cone in the 2-dimensional space of the arrival time and the polar angle of each PE with respect to the axis from the center of the detector to the vertex. The PEs located near the boundary correspond to photons that were emitted early and contain a high fraction of directional Cherenkov PEs. We apply weights derived from the distance to the boundary of each individual PE, which are then used in a spherical harmonics analysis that separates the two-track event topology of double-beta decay from the one-track topology of $^8$B events. The Geant-4 simulation assumes a detector of 6.5 m radius filled with $^{130}$Te-loaded liquid scintillator and surrounded by photo-detectors with time and space resolutions of 100 ps and 3 mm respectively. The scintillation properties and photo-detector quantum efficiency are modeled after KamLAND. Assuming a fiducial volume of 3 m radius, a photo-coverage of 65% and vertex resolution of $\sigma_r = 5.2$ cm at 2.53 MeV the method predicts factors of 1.3 and 2.3 in background suppression at 90% and 70% signal efficiency respectively. Additionally, the PEs near the Cherenkov-scintillation space-time boundary can be used to reconstruct the directionality of one-electron candidate events, allowing for further $^8$B background suppression due to the correlation between the direction of the scattered electron and the position of the sun. We find polar and azimuthal angular resolutions of 0.46 and 0.84 radians respectively. We show the dependence of the topology and directionality reconstructions on photo-coverage and vertex resolution, and discuss directions in detector development that can improve background suppression; however determination of a combined background rejection factor based on topological and directional reconstruction is a subject of further studies using a detailed detector-specific background model.
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1. Introduction

Today it is still not known whether for a given helicity the neutrino mass eigenstates are identical to the corresponding eigenstates of the anti-neutrino, i.e. whether the neutrino is a Majorana particle \([1]\).

Searching for neutrinoless double-beta decay \((0\nu\beta\beta\text{-decay})\) [2] is the most feasible experimental technique to determine if the neutrino is a Majorana particle. Contrary to two-neutrino double-beta decay \([3]\), neutrinoless double-beta decay, \((Z,A) \rightarrow (Z + 2, A) + 2e^-\), violates electron lepton number by two units and therefore has a potential to probe physics beyond the Standard Model [4]. At the same time, according to the Schechter-Valle theorem [5], the observation of \(0\nu\beta\beta\text{-decay}\) would guarantee the existence of a non-zero Majorana mass term for the neutrino\(^1\).

To explore \(0\nu\beta\beta\text{-decay}\) beyond the current experimental lower limits on half-life of up to \(\sim 10^{26}\) years [7, 8, 9, 10], all currently planned \(0\nu\beta\beta\text{-decay}\) experiments aim for a ton-scale active isotope mass [11]. There are several detector technologies capable of reaching a sensitivity to a \(0\nu\beta\beta\text{-decay}\) half-life of \(10^{27}-10^{28}\) years by instrumenting several tons of isotope [12, 13, 14]. Probing Majorana masses in the regime of the non-degenerate normal neutrino mass hierarchy may require a detector with an active isotope mass approaching a kilo-ton [15].

The scalability, self-shielding, and good energy resolution of liquid scintillator detectors makes them a competitive option for the search for \(0\nu\beta\beta\text{-decay}\) [8]. The use of Cherenkov light in a liquid scintillator detector can enhance the event identification capabilities of liquid scintillator detectors. Cherenkov light has been successfully used for event reconstruction in a diluted liquid scintillator in the LSND experiment [16]. However, the light yield of the diluted scintillator of LSND would not be sufficient to achieve the energy resolution required for \(0\nu\beta\beta\text{-decay}\) searches. In addition, LSND was looking for electron tracks with energy of about 45 MeV. This is to be compared with the \(\sim 1-2\) MeV electrons from a \(0\nu\beta\beta\text{-decay}\). Reconstruction of events with energies down to 3-5 MeV using Cherenkov light in pure water has been done at the Super-Kamiokande experiment [17, 18]. In this work we focus on the reconstruction of \(0\nu\beta\beta\text{-decay}\) events in a high light-yield liquid scintillator.

To our knowledge, the idea of using Cherenkov light in searches for \(0\nu\beta\beta\text{-decay}\) was first discussed in Ref. [19]. Development of a scintillator with a long term constant to extract directional information from Cherenkov light in \(0\nu\beta\beta\text{-decay}\) searches has been suggested in Ref. [15]. The first feasibility studies of using Cherenkov light in a regular liquid scintillator with the scintillation light yield sufficient for \(0\nu\beta\beta\text{-decay}\) searches were done in Ref. [20]. It was shown that by correlating PE position and time measurements using fast photo-detectors with time resolution of \(\sim 100\) ps one can reconstruct the direction of electrons in the energy range between 1.4 and 5 MeV. This in turn, opens a possibility to suppress backgrounds in \(0\nu\beta\beta\text{-decay}\) searches, including background from \(^8\)B solar neutrinos.

In a kilo-ton liquid scintillator detector, the electrons from elastic scattering of \(^8\)B solar neutrinos can become a dominant background [21]. A path towards suppression of \(^8\)B background has been shown in previous work [20, 22]. The background suppression relies on separation of directional Cherenkov light from the abundant isotropic scintillation light using fast photo-detectors. Cherenkov photons then allow reconstruction of the event topology, which is different for the two-electron \(0\nu\beta\beta\text{-decay}\) signal and for one-electron \(^8\)B background events [22]. Whenever the \(0\nu\beta\beta\text{-decay}\) signal events have only one electron above Cherenkov threshold or have two electrons emitted at a very small angle, the \(^8\)B background can be suppressed by reconstructing the direction of the electron(s), which in the case of \(^8\)B events correlates with the position of the sun [15, 23].

Separation of Cherenkov light from scintillation light has been demonstrated in various experimental settings [16, 24, 25, 26] including detection of Cherenkov light from 1-2 MeV electrons in linear alkylbenzene [27]. Currently, research towards an effective separation of Cherenkov light from scintillation light is being actively pursued [28, 29, 30, 31, 32, 33, 34, 35]. For example, the ANNIE experiment [36] plans to fill their detector volume with a water-based liquid scintillator [37, 38] to explore a hybrid event reconstruction scheme that uses Cherenkov and scintillation light for events with energy around 1 GeV [39]. The NuDot experiment aims to demonstrate kinematics reconstruction in a one-ton liquid scintillator detector for events in the energy range relevant for \(0\nu\beta\beta\text{-decay}\) [27].

New techniques have been developed for event reconstruction in liquid scintillator detectors to complement calorimetric measurements [40, 41, 42] including those targeting separation of \(0\nu\beta\beta\text{-decay}\) from cosmic muon spallation background [43].

Here we present new developments in the reconstruction of the \(0\nu\beta\beta\text{-decay}\) event topology and in measuring electron directionality for \(^8\)B background suppression. Continuing the work described in Ref. [22] we use spherical

\(^1\)For a “natural” gauge theory without an extreme fine tuning [3]. See also Ref. [6] for more discussion on the Schechter-Valle theorem.
functions to construct topology-dependent rotation invariants. For directionality reconstruction, similarly to Ref. [20], we also use the “center of gravity” of a photo-electron (PE) sample with an enhanced fraction of Cherenkov light. However, the technique presented here is an improvement over Refs. [20, 22] in the following areas.

First, instead of applying a fixed time cut in the case of central events [20] or a pre-defined ad-hoc time window in the case of events uniformly distributed throughout the entire fiducial volume [22] to separate Cherenkov and scintillation light, we identify a Cherenkov-scintillation space-time boundary with a general expression as the light cone in the 2-dimensional plane of the arrival time and the polar angle with respect to the axis from the center of the detector to the vertex, which allows selecting a PE sample with an increased fraction of Cherenkov PEs. In this paper, the time displacement of each PE from the Cherenkov-scintillation space-time boundary is used to assign higher weights to Cherenkov PEs.

Second, we construct the spherical harmonics power spectrum, called here the S-spectrum \[S_\text{spectrum}\] using a summation over each individual PE instead of integrating over \(\Delta \theta \times \Delta \phi\) segments, which in Ref. [22] on average have a solid angle of ~0.063 corresponding to the surface area of 2.65 m\(^2\) for a 6.5m radius sphere. This allows for the efficient use of spatial information of photo-electrons. At the same time this improves the CPU time needed to process one event compared to the technique in Ref. [22], because there is no numerical integration involved in the calculation of the S-spectrum in the new method.

Third, while the reconstruction of electron directionality has been demonstrated in Ref. [20] for the case of central events, here we demonstrate electron directionality reconstruction for all events uniformly distributed throughout the fiducial volume of the detector.

Finally, we use a maximum likelihood method to quantify the background suppression that can be obtained from two different variables derived from the S-spectrum. This is a step towards a multi-variative analysis to extract more information from the S-spectrum and to account for additional correlations between the S-spectrum components and other attributes of \(0\nu\beta\beta\)-decay candidate events such as the position of the vertex, and the angle and the energy split between the electrons.

While we targeted the \(^8\)B solar neutrino background suppression, the topological reconstruction is also applicable for the suppression of backgrounds due to one-track single-beta decays. The directionality reconstruction can be instrumental for studying CNO-cycle solar neutrinos [44] and geo-neutrinos [45].

The organization of the paper is as follows. Section 2 describes the detector model and event simulation details. The Cherenkov-scintillation space-time boundary is introduced in Section 3. Section 4 describes \(^8\)B background suppression based on event topology reconstruction. Section 5 describes directionality reconstruction. Conclusions are summarized in Section 6.

2. Detector Model and Event Simulation

We use the same Geant-4 based simulation described in Refs. [20, 22]. The detector is a sphere with a radius of 6.5 m filled with liquid scintillator. The scintillator composition has been chosen to match a KamLAND-like scintillator [46], which consists of 80% n-dodecane, 20% pseudocumene and 1.52 g/l PPO with a density of \(\rho = 0.78 \text{ g/ml}\). However, we deviate from the baseline KamLAND case in that the re-emission of absorbed photons in the scintillator bulk volume and optical scattering, specifically Rayleigh scattering, have not yet been included. A test simulation shows that the effect of optical scattering is negligible [20].

The inner sphere surface is used as the photo-detector. It is treated as fully absorbing with no reflections. We consider photo-cathode coverage ranging from 10% to 100% with 65% being our default coverage choice. We distribute 7682 identical spherical caps over the detector sphere and insert inside identical circular photo-detectors. We vary the radii of the photo-detectors from 47 mm to 120 mm to achieve a desired photo-coverage[4].

The assumed quantum efficiency (QE) is that of a typical bialkali photo-cathode (Hamamatsu R7081 PMT [47], see also Ref. [48]), which is 12% for Cherenkov light and 23% for scintillation light. We assume a photo-detector transit-time-spread (TTS) of 100 ps, and PE position resolution of 3 mm in both of the two dimensions, which, for example, are well within demonstrated performance of large-area picosecond photo-detectors (LAPPD) [49, 50].

---

2 See Section 4.1 and Appendix B for the definition of the S-spectrum.
3 See Appendix A for a detailed description of the photo-coverage implementation.
We neglect the threshold effects in the photo-detector readout electronics, noise effects, and contributions to time resolution other than the photo-detector TTS.

We define the fiducial volume as a sphere of 3 m radius and simulate signal and background events uniformly distributed within that fiducial volume. Following the same strategy as in Ref. [22] we smear the vertex along x, y, and z directions with three independent Gaussian distributions of the same width, $\sigma_x = \sigma_y = \sigma_z = 3$ cm. This vertex smearing introduces an uncertainty on the vertex position of $\sigma_r = 5.2$ cm, which is based on an earlier study of vertex reconstruction [20]. The vertex position, $r_v$, is then treated as a reconstructed vertex position.

The details of the event simulation and discussion on kinematics of $^{130}$Te 0νββ-decay and $^8$B events can be found in Ref. [22]. We simulate the kinematics of 0νββ-decay events using a custom Monte Carlo with momentum and angle-dependent phase space factors for 0νββ-decay [51]. Electrons from elastic scattering of $^8$B solar neutrinos have a nearly flat energy spectrum around the $^{136}$Xe 0νββ-decay Q-value of 2.53 MeV [52]. We simulate $^8$B background as a single monochromatic electron with energy of 2.53 MeV.

3. Cherenkov-Scintillation Space-Time Boundary

For any given sufficiently small area on the detector surface that is hit by the Cherenkov light, the majority of the scintillation PEs arrive after the Cherenkov PEs regardless of the vertex position and the event type. In the 2-dimensional plane of the arrival time and the polar angle with respect to the axis from the center of the detector to the vertex, the Cherenkov-scintillation space-time boundary $t_s(\theta)$ is defined to be the light cone with a certain speed of light:

$$t_s(\theta) = \sqrt{R^2 + r_v^2 - 2Rr_v \cos \theta} \cos \theta + r_v - \frac{R - r_v}{c(n)},$$

where $R$ is the radius of the detector’s inner sphere, $r_v$ is the length of the vertex displacement vector $\vec{r}_v$ from the center of the sphere, $\theta$ is the angle between the vertex displacement vector $\vec{r}_v$ and the photon hit vector from the center of the sphere, and $c(n)$ is the speed of the scintillation light in the liquid scintillator. We use an average value for the index of refraction of $n = 1.53$ to determine $c(n)$. The majority of scintillation PEs have arrival times, $t_{sc}(\theta)$, exceeding $t_s(\theta)$, $t_{sc}(\theta) > t_s(\theta)$.

The first term in Eq. 1 corresponds to an estimate of the time for the first scintillation PE emitted at angle $\theta$ to reach the detector sphere. The second term is an estimate of the travel time for the first scintillation PE emitted at angle $\theta$.

Figure 1 shows the arrival time of PEs, $t_{PE}$, relative to the very first PE as a function of the polar angle in one 0νββ-decay event and one $^8$B event. One can see that all the Cherenkov PEs are located near the scintillation PE boundary. In the example 0νββ-decay signal event shown in Fig. 1 the vertex displacement from the center is $r_v = 229$ cm and the vertex displacement in the $^8$B background event is $r_v = 292$ cm.

We define the PEs time displacement, $t_d(t_{PE}, \theta)$, from the Cherenkov-scintillation space-time boundary as

$$t_d(t_{PE}, \theta) = t_{PE} - t_s(\theta).$$

The distributions of the time displacement of all PEs at all polar angles in 10,000 signal and 10,000 background events are also shown in Fig. 1. The PE time displacement can be used to select a sample of PEs with higher fraction of Cherenkov PEs compared to a full sample of all PEs in the event.

The deviations from the prediction of the Cherenkov-scintillation space-time boundary given by Eq. 1 arise due to the uncertainty on the location of the vertex, not knowing the group velocity of individual photons, and not knowing a priori whether the earliest PE is Cherenkov or scintillation.

In the subsequent analysis, we assign a weight $W(t_{PE}, \theta)$ to each individual PE based on the time displacement $t_d(t_{PE}, \theta)$ in order to increase the contribution from directional Cherenkov light, and to eliminate the effect of the

---

The very first PE arriving to the detector sphere could be either Cherenkov or scintillation depending on the vertex position and electron(s) direction.
4. Event Topology Reconstruction

4.1. Rotationally Invariant S-spectrum

Using the angular coordinates of PEs we construct the following rotationally invariant series, dubbed the ‘S-spectrum’:

\[ W(t_{PE}, \theta) = \exp \left( -\frac{t_d(t_{PE}, \theta)}{\tau} \right), \]

where \( \tau \) is a time constant optimized to be 0.4 ns. The chosen value of \( \tau = 0.4 \text{ ns} \) suppresses the contribution of scintillation PEs while still preserves a sufficient contribution from all Cherenkov PEs.
PEs that arrive within 1.5 ns after the first PE in each event are used for S-spectrum calculations. The signal S-spectrum has smaller background, leading to smaller S values for the signal. Separate 0νββ decay signal and background S-spectra are in the values of S1 and the slope α. Therefore we use the S1 and α parameters to separate 0νββ-decay signal from 8B background events.

\[ S_\ell = \frac{\sum_{m=-\ell}^{\ell} \left| \sum_{i=1}^{N_{PE}} W(t_i, \theta_i) Y_{\ell m}(\theta_i, \phi_i) \right|^2}{\left| \sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \right|^2}, \]

where \( N_{PE} \) is the total number of PEs, \( \theta_i \) and \( \phi_i \) are the spherical coordinates of each PE and \( Y_{\ell m}(\theta, \phi) \) are the tesseral harmonics. See Appendix B for a detailed discussion on the S-spectrum normalization and rotation invariance.

We note that S-spectrum computation time scales linearly with the number of PE hits, \( N_{PE} \). In comparison, the computation time of the fast Fourier transform and spherical Fourier transform algorithms on a grid with \( N \) points scale as \( N \times \log(N) \) [53, 54, 55].

Figure 2: The S-spectrum averaged over 100 (left) or 1000 (right) 0νββ-decay signal (solid red line) and 8B background (dotted blue line) events. Shaded areas show one standard deviation from the mean value indicating a typical event-by-event spread at each \( \ell \). [Left]: Simulation of 100 events using idealized simulation settings: events originated at the center of the detector sphere, photo-coverage is 100%, QE is 30% for both scintillation and Cherenkov light, multiple scattering turned off. To increase the contribution from Cherenkov PEs relative to scintillation PEs, each PE is assigned weight \( W(t_i, \theta_i) \) according to Eq. [2] and larger slope \( \alpha \), and a more rapid oscillation pattern compared to the background S-spectrum. [Right]: Simulation of 1000 events using default simulation settings: events uniformly distributed throughout the fiducial volume of R < 3 m, photo-coverage is 60%, QE is 23% for scintillation light and 12% for Cherenkov light, multiple scattering is properly included in the simulation. To increase the contribution from Cherenkov PEs relative to scintillation PEs, each PE is assigned weight \( W(t_i, \theta_i) \) according to Eq. [2] and larger slope \( \alpha \) compared to the background S-spectrum.

The S-spectrum series, \( S_\ell \), is determined by the PE distribution over the sphere and therefore can be used to distinguish different event topologies. Figure 2 shows the S-spectrum averaged over multiple 0νββ-decay signal and 8B background events for idealized (Fig. 2, left) and realistic (Fig. 2, right) simulations.

In the idealized simulation, events are simulated only at the center of the detector, multiple scattering is turned off, photo-coverage is 100%, and the QE is 30% for all photons regardless of the wavelength. Comparing with the background the signal S-spectrum has smaller S1, larger overall slope \( \alpha \), and a more rapid oscillation pattern.

The S-spectrum shape dependence on the photon distribution is discussed in the appendices of Ref. [56]. For example, on average, the Cherenkov PE distribution is more symmetric in the case of the two-track 0νββ signal than the one-track 8B background, leading to smaller S1 values for the signal.

The idealized simulation is shown here for illustration purposes only. Unless noted otherwise, in this paper we use the default simulation settings as described in Sec. 2. In the default simulation, multiple scattering is included, photo-coverage is 65%, QE is of a typical bialkali photo-cathode, and all simulated events are uniformly distributed in the detector fiducial volume of R < 3 m.

As shown in Fig. 2(right) for events simulated with the default simulation settings the main differences between signal and background S-spectra are in the values of S1 and the slope α. Therefore we use the S1 and α parameters to separate 0νββ-decay signal from 8B background events.

---

[5] Also known as real-valued spherical harmonics. See Equation B.2 for the definition of tesseral harmonics.
The distribution of $S_1$ and $\alpha$ parameters for $0\nu\beta\beta$-decay signal and $^8$B background events are shown in Fig. 3. Using these two distributions we construct a likelihood function to separate signal and background events.

4.2. Maximum Likelihood Estimation

For a candidate event in the fiducial volume, the values of parameters $S_1$ and $\alpha$ constitute a measurement, $\mathbf{S}_{\text{meas}} = (S_1, \alpha)$. The likelihood, $p(2e|\mathbf{S}_{\text{meas}})$, for such an event to be a $0\nu\beta\beta$-decay signal is given by:

$$p(2e|\mathbf{S}_{\text{meas}}) = \frac{p(\mathbf{S}_{\text{meas}}|2e)}{p(\mathbf{S}_{\text{meas}}|1e) + p(\mathbf{S}_{\text{meas}}|2e)} = \frac{p(S_1|2e)p(\alpha|2e)}{\sum_{j=1}^{2} p(S_1|je)p(\alpha|je)},$$

where $2e$ is a label for the two-track signal events, $1e$ is the label for the one-track background events, $p(S_1|2e)$ and $p(\alpha|2e)$ are the probability distributions of $S_1$ and $\alpha$ in $0\nu\beta\beta$ signal events respectively; similarly, $p(S_1|1e)$ and $p(\alpha|1e)$ are the probability distribution of $S_1$ and $\alpha$ in $^8$B background events respectively. Note that we make an approximation by replacing the two-dimensional probability distribution by the product of two one-dimensional probability distributions (see Appendix C for details).

Figure 3 (left) shows the likelihood distribution $p(2e|\mathbf{S}_{\text{meas}})$ for 10,000 signal and background events. The likelihood distribution for the signal events is shifted to the right with respect to the likelihood distribution for background events. We use this difference in the subsequent analysis to separate signal and background events.

4.3. Event Classification Results

Introducing a likelihood threshold, $L_{\text{cut}}$, in the likelihood distribution $p(2e|\mathbf{S}_{\text{meas}})$, we can classify an event with a likelihood $p(2e|\mathbf{S}_{\text{meas}}) > L_{\text{cut}}$ to be a signal event. We scan over $L_{\text{cut}}$ values to determine the background suppression factors at a signal efficiencies of 70% and 90%. For example, for the likelihood distribution shown on the left-hand panel of Fig. 4, 70% signal efficiency corresponds to the $L_{\text{cut}}$ value of 0.45. Rejecting events with $p(2e|\mathbf{S}_{\text{meas}}) < 0.45$ results in rejecting 56.5% of the simulated $^8$B background events, i.e. a background suppression factor of 2.3.

For any given value of the likelihood threshold $L_{\text{cut}}$, we define the true positive rate (TPR) as a fraction of signal events that satisfy $p(2e|\mathbf{S}_{\text{meas}}) > L_{\text{cut}}$. In other words, the TPR is a fraction of signal events that are correctly classified as signal. The TPR is the signal efficiency.

Similarly, we define the false positive rate (FPR) as a fraction of background events that satisfy $p(2e|\mathbf{S}_{\text{meas}}) > L_{\text{cut}}$. In other words, the FPR is a fraction of background events that are falsely classified as signal. The inverse value of the FPR, $1/FPR$, is the background suppression factor.
The true positive rate (TPR) as a function of the false positive rate (FPR) is known as the receiver operating characteristic curve (ROC-curve). The ROC-curve is commonly used in computer science to characterize the performance of a classification algorithm.

The right-hand panel on Fig. 4 shows the ROC-curve, $TPR = f(FPR)$, corresponding to the topological reconstruction for the default simulation. For comparison, the ROC-curve of a perfect reconstruction is shown as a horizontal line at $TPR = 1$. The ROC-curve of a classification algorithm based on a random guess is shown as a diagonal line, $TPR = FPR$.

We use the area under the ROC-curve (AUC) as a figure of merit to numerically characterize the performance of the topological reconstruction. The AUC of 0.5 corresponds to no separation between signal and background. The AUC of 1 corresponds to a perfect separation between signal and background. For the topological reconstruction shown in Fig. 4 (right) the AUC is 0.69. The background suppression factor is 2.30 and 1.34 at 70% and 90% signal efficiency respectively.

Figure 5 shows the dependence of the topological reconstruction on the photo-coverage. We vary the photo-coverage in the default simulation from 10% to 100%. For 100% coverage the AUC is 0.71 and the background suppression factors are 1.38 and 2.44 at 90% and 70% signal efficiency respectively. At 10% coverage the AUC and the background suppression factors drop to 0.59, 1.21, and 1.69, respectively.

We note that the default simulation with 100% photo-coverage matches the simulation settings used in the previously published spherical harmonics analysis. Therefore, the background suppression factor of 2.44 can be directly compared with the factor of about 2.0 for the technique described in Ref. The topological reconstruction presented here leads to a more than 20% improvement in background suppression at 70% signal efficiency.

We also considered a detector simulation with an ideal light collection: both photo-coverage and QE are 100%, while all other parameters are the same as in the default simulation. For this scenario, we find the background suppression factors of 1.56 and 3.57 at 90% and 70% signal efficiency respectively.

We find a similar performance of the topological reconstruction for a scenario where we change the photo-coverage back to the default 65%, remove all scintillation light, and filter Cherenkov PEs through a uniform QE of 30%. For this scenario we find the background suppression factors of 1.59 and 3.39 at 90% and 70% signal efficiency respectively.

---

For a similar comparison, in Ref. [56] the corresponding background suppression factor is quoted to be 2.6, which is a rounded off 2.56. The 5% difference between 2.56 in Ref. [56] and 2.44 quoted in this paper is due to a statistical fluctuation. The data set that we use here for the ROC-curve calculations is 10 times larger than the the data set in Ref. [56].

---

Figure 4: (Left): The distribution of the likelihood values, $L$, calculated using Eq. 5 for 10,000 simulated $0\nu\beta\beta$ signal (solid red line) and $^8B$ background (dotted blue line) events. The vertical black dash-dotted line at 0.45 corresponds to a cut on the likelihood value that results in 70% signal efficiency. The default simulation settings are used. (Right): The true positive rate $TPR(L_{\text{cut}})$ as a function of the false positive rate $FPR(L_{\text{cut}})$, or the ROC-curve. Using the ROC-curve we determine that the background suppression factor is 2.30 at 70% signal efficiency (dashed red lines) and 1.34 at 90% signal efficiency (dotted blue lines). The AUC for this ROC-curve is 0.69. The horizontal black thin solid line at $TPR = 1$ corresponds to an ideal event classification algorithm with 100% separation between signal and background (AUC=1); the black dash-dotted diagonal line corresponds to a classification algorithm based on a random guess with no separation between signal and background (AUC=0.5).
This emphasizes the importance of further developments in techniques to separate Cherenkov PEs from scintillation PEs.

We also study the dependence of the topological reconstruction on the vertex resolution. Using the default simulation with 65% photo-coverage we vary the vertex smearing from \( \sigma_{r_v} = 2.6 \text{ cm} \) (\( \sigma_{x,y,z} = 1.5 \text{ cm} \)) to \( \sigma_{r_v} = 12.1 \text{ cm} \) (\( \sigma_{x,y,z} = 7 \text{ cm} \)). Figure 6 shows the AUC and the background suppression factors as a function of vertex smearing. Improvements in the vertex resolution lead to a better performance of the topological reconstruction.

5. Directionality Reconstruction

The topological reconstruction discussed in Sec. 4 cannot distinguish signal and background events if in signal events the two electrons are emitted at a small angle or if one electron is emitted with kinetic energy below Cherenkov threshold. However, electron directionality provides an extra handle to separate \(^8\text{B}\) background from \(0\nu\beta\beta\)-decay signal events that are misidentified as one-track events. The direction of the electron in a \(^8\text{B}\) background event is
correlated with the direction to the Sun, while the directions of the electrons in a $0\nu\beta\beta$ signal event do not have such correlation. Therefore, $^8$B background can be further suppressed by reconstructing the directionality of one-track candidate events.

We reconstruct the direction of the electron $\hat{r}_e$ using the average of the weighted unit hit vector $\frac{\vec{r} - \vec{r}_v}{|\vec{r} - \vec{r}_v|}$ of the PEs from the vertex $\vec{r}_v$:

$$\hat{r}_e = \frac{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \frac{\vec{r} - \vec{r}_v}{|\vec{r} - \vec{r}_v|}}{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i) |\vec{r} - \vec{r}_v|}$$

(6)

Figure 7: Comparison between reconstructed and true direction of the electron $\hat{r}_e$. Simulation of 10,000 one-track $^8$B background events with the default simulation settings. [Left]: Difference between reconstructed and true polar angle $\Delta \theta = \theta_{\text{reco}} - \theta_{\text{true}}$. The RMS value of the $\Delta \theta$ distribution is 0.46. [Right]: Difference between reconstructed and true azimuthal angle $\Delta \phi = \phi_{\text{reco}} - \phi_{\text{true}}$. The RMS value of the $\Delta \phi$ distribution is 0.84.

Figure 7 shows the comparison between the reconstructed and the true direction of the electron. The distribution of the difference between the reconstructed and the true polar angle, $\Delta \theta = \theta_{\text{reco}} - \theta_{\text{true}}$, has an RMS value of 0.46. The distribution of the difference between the reconstructed and the true azimuthal angle, $\Delta \phi = \phi_{\text{reco}} - \phi_{\text{true}}$, has an RMS value of 0.84.

As in Ref. [20] we also use the inner product between the reconstructed electron direction and the true electron direction as a figure of merit for directionality reconstruction. The left-hand panel in Fig. 8 shows the inner product between the reconstructed electron direction and the true electron direction. The mean value of the distribution shown in Fig. 8 (left) is 0.78, where the mean inner product of 1 would correspond to perfect directionality reconstruction.

The right-hand panel in Fig. 8 shows the mean value of the inner product distribution as a function of photo-coverage. As expected, the inner product increases with larger photo-coverage.

To estimate the improvements in the directionality reconstruction in the absence of scintillation light we apply the technique to a sample of Cherenkov PEs filtered through a uniform QE of 30% independent of a wavelength and the default photo-coverage of 65%. We find that the directionality reconstruction resolution improves from 0.46 to 0.40 radians and from 0.84 to 0.74 radians for the polar angle and azimuthal angles respectively. The inner product improves from 0.78 to 0.83.

These improvements are very similar to the case of an ideal light collection. Assuming both photo-coverage and QE of 100% and keeping all other parameters are the same as in the default simulation, we find the inner product of 0.84. The RMS values of $\Delta \theta = \theta_{\text{reco}} - \theta_{\text{true}}$ and $\Delta \phi = \phi_{\text{reco}} - \phi_{\text{true}}$ are 0.39 and 0.72 respectively.

To study the dependence of the directionality reconstruction on the vertex resolution, we run the default simulation at different vertex smearing. Figure 9 shows the mean value of the inner product between the reconstructed electron direction and the true electron direction as a function of vertex smearing. The directionality reconstruction degrades as the vertex smearing increases.

Table 1 summarizes the performance of topological and directional reconstruction for different detector simulation...
Figure 8: [Left]: The inner product between the reconstructed direction and the true electron direction for simulation of 10,000 one-track $^8$B background events with the default simulation settings. [Right]: The mean value of the inner product distribution as a function of photo-coverage. The default simulation settings are used except for the photo-coverage, which is varied from 10% to 100%.

Figure 9: The mean value of the inner product distribution as a function of vertex smearing, $\sigma_v$. The default simulation settings are used except for the vertex smearing, which is varied from 2.6 cm to 12.1 cm. (this corresponds to 1.5-7 cm range in $\sigma_{x,y,z}$).

settings.

| Simulation scenario      | Photo-coverage [%] | $QE_{che}$ [%] | $QE_{sci}$ [%] | AUC | $\frac{1}{1-FPR90\%}$ | $\frac{1}{1-FPR70\%}$ | $\frac{\hat{\rho}_{reco} - \hat{\rho}_{true}}{\rho_{true}}$ | RMS $\theta$ | RMS $\phi$ |
|-------------------------|-------------------|----------------|----------------|-----|------------------------|------------------------|------------------------------------------------|--------------|------------|
| Default simulation      | 65                | 12             | 23             | 0.69| 1.34                   | 2.30                   | 0.78                                                         | 0.46         | 0.84       |
| Ideal light collection  | 100               | 100            | 100            | 0.78| 1.56                   | 3.57                   | 0.84                                                         | 0.39         | 0.72       |
| Cherenkov PEs only      | 65                | 30             | 0              | 0.77| 1.59                   | 3.39                   | 0.83                                                         | 0.40         | 0.74       |
| Same as in Ref. [22]    | 100               | 12             | 23             | 0.71| 1.38                   | 2.44                   | 0.79                                                         | 0.45         | 0.81       |

Table 1: Results of topological and directional reconstruction for different simulation settings. Only photo-coverage and QE deviate from the default simulation; $QE_{che}$ and $QE_{sci}$ are averaged QE for Cherenkov and scintillation light respectively. For the topological reconstruction we list the area under the curve as well as background suppression factors, $1/FPR$, at 90% and 70% signal efficiency. For the directionality reconstruction we list the value of the inner product and the value of RMS of the distributions of the difference between the reconstructed and the true polar and azimuthal angles.
6. Conclusions

We have presented a technique to separate 0νββ-decay events from 8B solar neutrino background in a large liquid scintillator detector. We introduce the Cherenkov-scintillation space-time boundary to increase the contribution from the Cherenkov PEs in the reconstruction of the kinematics of candidate events. The technique has two components. The first component of the technique is the reconstruction of the event topology that allows the separation of the two-track event topology of 0νββ-decay signal events from one-track 8B background events. The second component is the reconstruction of the directionality of the one-electron candidate events that allows for the further suppression of 8B background due to the correlation between the direction of scattered electron in 8B events and the position of the sun. The directionality reconstruction should be applied after the event topology reconstruction which determines that the topology of a candidate event is consistent with the one-track event topology.

We evaluated the performance of the topological and directionality reconstruction separately. For the default detector model with 65% photo-coverage and assuming vertex resolution of σr = 5.2 cm, the method of reconstructing the event topology predicts factors of 1.3 and 2.3 in background suppression at 90% and 70% signal efficiency respectively based solely on the reconstruction of the event topology. For the reconstruction of electron directionality we estimate the polar angular resolution to be 0.49 radians and the azimuthal angular resolution to be 0.84 radians. The determination of a combined effect on the sensitivity to the 0νββ-decay half-time is a subject of further studies using a detailed detector-specific background model.

For a photo-cathode spectral response modeled after KamLAND PMTs, an increase in photo-coverage beyond 65% does not lead to significant improvements in the performance of the topological and directionality reconstruction. At the same time an increase in the collection efficiency of Cherenkov PEs relative to scintillation PEs leads to about 50% higher background suppression factor at 70% signal efficiency for the topological reconstruction.

Separation of Cherenkov PEs from scintillation PEs is essential for topological and directionality reconstruction in a liquid scintillator detector. The introduced Cherenkov-scintillation space-time boundary provides a mechanism for selecting a sample of the early emitted PEs containing a high fraction of the Cherenkov PEs. The effectiveness of the Cherenkov-scintillation space-time boundary in selecting a PE sample with high fraction of Cherenkov PEs depends on properties of liquid scintillator and performance of light collection system.

Performance of the technique presented in this paper can be improved by developing new liquid scintillators and new light collection systems. Liquid scintillators need to have a narrower emission spectrum shifted to shorter wavelengths and a longer rise time. Light collection systems should include large-area photo-detectors with mm space and 100-psec time resolutions, and red-sensitive photo-cathode. Spectral sorting of photons can minimize the effect of chromatic dispersion and further improve the performance of the technique.
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Appendix A. Detector Coverage Scheme

To uniformly distribute photo-detectors over a sphere, we assign a photo-detector at each vertex of a platonic solid (i.e., tetrahedron, cube, octahedron, dodecahedron and icosahedron). The assigned photo-detectors will be uniformly distributed over the circumscribed sphere of the platonic solid. However, there is no exact solution for distributing more than 20 points over a sphere.

To approximate a uniform distribution of more than 20 photo-detectors over the sphere, we assign additional photo-detectors to the edges and the faces of the platonic solids and project the photo-detectors onto the circumscribed sphere.

We start with an icosahedron for its largest number of faces among the platonic solids. We equally divide each edge by \( N \) times and consequently divide each triangular face by \( N^2 \) times.

We introduce the following coordinate system. Starting from one vertex of a face, we define the directions along the two edges to be unit vectors \( \vec{e}_1 \) and \( \vec{e}_2 \). We also define the length of each division to be 1. Consequently, all the intersecting points in the Figure A.10 have unique integer coordinates \((x, y)\) under the basis of \( \vec{e}_1 \) and \( \vec{e}_2 \). We select all the points that satisfy \( x \equiv y \pmod{3} \).

However, for such selection, the distance between two closest projected points near the vertex is smaller than the distance between two closest projected points near the center of the face (see Figure A.10).

Therefore, in order to space the points more uniformly, we first partition all the points by classes of triangles (see Figure A.10, the triangles with the thickened line width are the subdivided triangle classes). Notice that any straight lines in \( \mathbb{R}^3 \) projected onto a sphere \( S^2 \) are geodesics; therefore, the projected triangle classes onto the sphere are geodesic triangles, regardless of the size of the triangle.

While fixing the common centroid of these triangle classes unchanged, we scale all the triangle classes such that the vertices of these triangle classes are equally spaced along the geodesics that connect the icosahedron vertex and the common centroid. Meanwhile, given the total number of points along each edge of the subdivided triangle class remains unchanged, we reassign the location of the points along each edge of each subdivided triangle, such that the points are equally spaced along the edge of each triangle class after being projected onto the circumscribed sphere (see Figure A.10).

Appendix B. Spherical Harmonics Analysis

Appendix B.1. S-spectrum \( S_\ell \)

Suppose an angular function \( f(\theta, \phi) \) on a unit sphere \( S^2 \) represents the angular distribution of photo-electrons (PE) over the detector surface. Such angular function \( f(\theta, \phi) \) has a corresponding spherical harmonics expansion:

\[
f(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} f_{\ell m} Y_{\ell m}(\theta, \phi) \tag{B.1}
\]

where \( Y_{\ell m}(\theta, \phi) \) are tesseral harmonics (real-valued spherical harmonics), which form a complete orthonormal basis of the rigged Hilbert space (all real square integrable functions and Dirac delta functions defined over \( S^2 \)):

\[
Y_{\ell m}(\theta, \phi) = \begin{cases} 
\sqrt{\frac{2\ell+1}{4\pi}} \frac{(\ell-m)!}{(\ell+m)!} P_{\ell m}(\cos \theta) \cos m\phi, & \text{if } m > 0 \\
\sqrt{\frac{2\ell+1}{4\pi}} \frac{(\ell+m)!}{(\ell-m)!} P_{\ell m}(\cos \theta), & \text{if } m = 0 \\
\sqrt{\frac{2\ell+1}{4\pi}} \frac{(\ell-m)!}{(\ell+m)!} P_{\ell m}(\cos \theta) \sin |m|\phi, & \text{if } m < 0
\end{cases} \tag{B.2}
\]

and the projection coefficients \( f_{\ell m} \) are given by the projection of \( f(\theta, \phi) \) onto the basis \( Y_{\ell m}(\theta, \phi) \):

\[
f_{\ell m} = \int_{0}^{\pi} \sin \theta d\theta \int_{0}^{2\pi} d\phi f(\theta, \phi) Y_{\ell m}(\theta, \phi) \tag{B.3}
\]
Circumscribed Sphere of an icosahedron

Each face of the icosahedron is divided by \( N^2 \) parts.

The positions at \((x,y)\) satisfying \( x \equiv y \pmod{3} \) are selected.

Basis defined on each face to describe the selected positions:

The triangles \( A_nB_nC_n \) on each face are shrinked, in order to equally partition the projection of \( OA_{\frac{N}{3}} \) onto the sphere by the projection of \( A_1, A_2, A_3, \ldots, A_{\left(\frac{N-1}{3}\right)} \) onto the sphere.

Each edge of each geodesic triangle \( A_nB_nC_n \) are equally partitioned by \( n \) arcs.

Selected positions projected from one face onto the circumscribed sphere, with \( N = 48 \).

Figure A.10: [Top left]: An icosahedron circumscribed by a sphere. We subdivide each face by \( N^2 \) times (where \( N \equiv 0 \pmod{3} \)) and select some particular positions on each face and project the positions onto the circumscribed sphere to enable the assignment of more detectors. [Top Right]: The selection of the detectors on each face on the icosahedron before the projection. We assign detectors to all the positions with coordinates \((x, y)\) satisfying \( x \equiv y \pmod{3} \). [Bottom Left]: An illustration of tuning the positions of the detectors. The triangles are rescaled such that the vertices of the triangles are equally spaced over the sphere. Furthermore, the geodesic projected from \( A_nB_nC_n \) are respectively equally partitioned by \( n \) times. [Bottom Right]: The positions of the detectors over the sphere projected from one face of the icosahedron, given the subdivision number \( N = 48 \).
For a given angular function \( f(\theta, \phi) \), its rotationally invariant S-spectrum \( S_\ell \) is defined as:

\[
S_\ell = \sum_{m=-\ell}^{\ell} |f_m|^2 \tag{B.4}
\]

**Appendix B.3. Normalization of the Angular Distribution \( f(\theta, \phi) \)**

That is not yet normalized, is square integrable; as a consequence, the sum of \( \sum_{m=-\ell}^{\ell} |f_m|^2 \) at a location with coordinates \((\theta, \phi)\) is

\[
\sum_{m=-\ell}^{\ell} |f_m|^2 = \sum_{m=-\ell}^{\ell} \frac{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \delta(\cos \theta - \cos \theta_i) \delta(\phi - \phi_i)}{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i)} \tag{B.5}
\]

Substituting the distribution \( f(\theta, \phi) \) into the Equation B.3 yields the corresponding projection coefficients \( f_m \):

\[
f_m = \int_0^{2\pi} \sin \theta d\theta \int_0^{\pi} \sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \delta(\cos \theta - \cos \theta_i) \delta(\phi - \phi_i) d\phi \quad Y_m(\theta, \phi) = \frac{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i) Y_m(\theta_i, \phi_i)}{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i)} \tag{B.6}
\]

and also its S-spectrum \( S_\ell \):

\[
S_\ell = \sum_{m=-\ell}^{\ell} |f_m|^2 = \sum_{m=-\ell}^{\ell} \left| \frac{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i) Y_m(\theta_i, \phi_i)}{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i)} \right|^2 \tag{B.7}
\]

**Appendix B.2. Weighted Angular Distribution \( f(\theta, \phi) \) of Photo-electrons**

Suppose the Dirac delta function \( \delta(\cos \theta - \cos \theta_i) \delta(\phi - \phi_i) \) represents the angular distribution of an individual PE at a location with coordinates \((\theta, \phi)\) on the detector surface. The \( L^1 \)-normalized (see Equation B.8) weighted angular distribution \( f(\theta, \phi) \) of all \( N_{PE} \) photo-electrons (PEs) is

\[
f(\theta, \phi) = \frac{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \delta(\cos \theta - \cos \theta_i) \delta(\phi - \phi_i)}{\sum_{i=1}^{N_{PE}} W(t_i, \theta_i)} \tag{B.5}
\]

To simplify the notation in the following proof, we adopt the Dirac bracket notation: \( \langle f \rangle = f(\theta, \phi) \) and \( \| Y_m \| = Y_m(\theta, \phi) \).

For example, the \( L^1 \) norm of the weighted angular distribution \( f(\theta, \phi) = \sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \delta(\cos \theta - \cos \theta_i) \delta(\phi - \phi_i) \), which is not yet normalized, is \( \sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \). As a consequence, in this paper, all the S-spectra has the normalization factor \( \sum_{i=1}^{N_{PE}} W(t_i, \theta_i) \) in the denominator.

Note, the sum of \( S_\ell \)’s over all multiple moments \( \ell \) equals to the \( L^2 \) norm of the function \( f(\theta, \phi) \):

\[
\| f(\theta, \phi) \|_2 = \int_{S^2} d\Omega |f(\theta, \phi)|^2 = \sum_{\ell=0}^{\infty} S_\ell \tag{B.9}
\]

However, the detection signal \( f(\theta, \phi) \) in this paper, which is a weighted sum of the Dirac delta functions, is not square integrable; as a consequence, the sum of \( S_\ell \)’s diverges.

**Appendix B.4. Rotation Invariance of the S-spectrum**

To simplify the notation in the following proof, we adopt the Dirac bracket notation: \( |f\rangle = f(\theta, \phi) \) and \( |Y_m\rangle = Y_m(\theta, \phi) \).

We define operators \( \hat{L}_x, \hat{L}_y, \hat{L}_z, \hat{L}^2, \hat{R} \) to be:

\[
\begin{align*}
\hat{L}_x &= \gamma \partial_z - \zeta \partial_y = -\sin \phi \partial_\theta - \cot \theta \cos \phi \partial_\phi \\
\hat{L}_y &= \zeta \partial_x - \xi \partial_z = \cos \phi \partial_\theta - \cot \theta \sin \phi \partial_\phi \\
\hat{L}_z &= \xi \partial_y - \gamma \partial_x = \partial_\phi \\
\hat{L}^2 &= \hat{L}_x^2 + \hat{L}_y^2 + \hat{L}_z^2 = \frac{\partial^2}{\sin^2 \theta} + \frac{\partial^2}{\sin \theta} \tag{B.10}
\end{align*}
\]

\[
\hat{R} = \hat{R}_z \hat{R}_y \hat{R}_x = e^{\hat{L}_z \hat{L}_y \hat{L}_x} e^{\hat{L}_x \hat{L}_y \hat{L}_z} e^{\hat{L}_y \hat{L}_z \hat{L}_x}.
\]
The tesseral harmonics $|Y_{\ell m}\rangle$ (real-valued spherical harmonics) are the eigenvectors of $\hat{L}^2$: $\hat{L}^2|Y_{\ell m}\rangle = (\ell + 1)|Y_{\ell m}\rangle$. The collection of the tesseral harmonics forms a complete orthonormal basis of the rigged Hilbert space $\mathcal{H}$ over $S^2$.

We define $\mathcal{H}_\ell$ to be a subspace of the space $\mathcal{H}$, which is spanned by the eigenvectors $|Y_{\ell m}\rangle$ with a given fixed $\ell$. The collection of $|Y_{\ell m}\rangle$ with a given fixed $\ell$ forms a complete orthonormal basis of $\mathcal{H}_\ell$. Therefore, the operator $\sum_{m=-\ell}^{+\ell} |Y_{\ell m}\rangle \langle Y_{\ell m}|$ is equivalent to the identity operator $\hat{1}_\ell$ in $\mathcal{H}_\ell$ (and equivalent to 0 in the other subspaces $\mathcal{H}_{\ell'}$ with $\ell' \neq \ell$).

$[\hat{L}_z, \hat{L}^2] = 0$ leads to $[\hat{R}, \hat{L}^2] = 0$ and $[\hat{R}, \hat{L}^2] = 0$. Therefore, $\hat{R} |Y_{\ell m}\rangle$ is an eigenstate of $\hat{L}^2$ in $\mathcal{H}_\ell$.

Using the Dirac bracket notation, we rewrite the definition of the S-spectrum $S_\ell$:

$$S_\ell = \sum_{m=-\ell}^{+\ell} |f_{\ell m}|^2 = \sum_{m=-\ell}^{+\ell} \langle f | Y_{\ell m} \rangle \langle Y_{\ell m} | f \rangle \quad (\text{B.11})$$

Applying an arbitrary rotation $\hat{R}$ to the detection signal $|f\rangle = \hat{R}|\rangle$, the S-spectrum $S_\ell$ is transformed to be $S'_\ell$:

$$S'_\ell = \sum_{m=-\ell}^{+\ell} |f'_{\ell m}|^2 = \sum_{m=-\ell}^{+\ell} \langle f' | Y_{\ell m} \rangle \langle Y_{\ell m} | f' \rangle = \sum_{m=-\ell}^{+\ell} \langle f | \hat{R}^\dagger Y_{\ell m} \rangle \langle Y_{\ell m} | \hat{R} | f \rangle \quad (\text{B.12})$$

Applying spectral decomposition to $|f\rangle$ and organizing:

$$S'_\ell = \sum_{m=-\ell}^{+\ell} \sum_{m'} |f_{\ell m'}| f_{\ell m'} \langle Y_{\ell m'} \hat{R}^\dagger | Y_{\ell m} \rangle \langle Y_{\ell m} | \hat{R} | Y_{\ell m'} \rangle \quad (\text{B.13})$$

Recall $\hat{R} |Y_{\ell m}\rangle$ is an eigenstate of $\hat{L}^2$ in $\mathcal{H}_\ell$. Therefore, $\langle Y_{\ell m} | \hat{R} | Y_{\ell m'} \rangle$ is non-zero, if $\ell' = \ell$. Similarly, $\langle Y_{\ell m} | \hat{R} | Y_{\ell m'} \rangle$ is non-zero, if $\ell' = \ell$. Consequently, the only non-zero term in the sum above is

$$S'_\ell = \sum_{m'=m}^{+\ell} f_{\ell m'} f_{\ell m} \langle Y_{\ell m'} \hat{R}^\dagger | Y_{\ell m} \rangle \langle Y_{\ell m} | \hat{R} | Y_{\ell m'} \rangle \quad (\text{B.14})$$

Recall $\sum_{m=-\ell}^{+\ell} |Y_{\ell m}\rangle \langle Y_{\ell m}|$ is equivalent to the identity operator, when applying to any vectors in $\mathcal{H}_\ell$. Therefore, the equation above can be simplified:

$$S'_\ell = \sum_{m} f_{\ell m} f_{\ell m} \langle Y_{\ell m'} \hat{R}^\dagger \hat{1}_\ell \hat{R} | Y_{\ell m'} \rangle = \sum_{m} f_{\ell m} f_{\ell m} \langle Y_{\ell m'} | Y_{\ell m'} \rangle = \sum_{m} f_{\ell m} f_{\ell m} \delta_{m m'} = \sum_{m} f_{\ell m} f_{\ell m} \quad (\text{B.15})$$

Changing the label $m'$ to $m$, we prove the rotation invariance of the S-spectrum $S_\ell$:

$$S'_\ell = \sum_{m} f_{\ell m} f_{\ell m} = \sum_{m} |f_{\ell m}|^2 = S_\ell \quad (\text{B.16})$$

**Appendix C. Maximum Likelihood Estimation**

**Appendix C.1. Conditional Probability Distribution**

For an arbitrary event, given its measurement $\vec{S}_{\text{meas}} = (S_1, \alpha)$ in the parameter space of $(S_1, \alpha)$, the likelihood for the event to be a signal ($0 < \vec{S}_B, 2\epsilon$) is the conditional probability $p(1|\vec{S}_{\text{meas}})$. Similarly, the likelihood for the event to be a background (solar neutrino interaction, $1\epsilon$) is the conditional probability $p(2|\vec{S}_{\text{meas}})$. Based on Bayesian theorem, these posterior probabilities are given by:

$$\begin{cases} p(1|\vec{S}_{\text{meas}}) = \frac{p(1) p(\vec{S}_{\text{meas}} | 1\epsilon)}{p(1) p(\vec{S}_{\text{meas}} | 1\epsilon) + p(2) p(\vec{S}_{\text{meas}} | 2\epsilon)} = k_1 p(\vec{S}_{\text{meas}} | 1\epsilon) \\ p(2|\vec{S}_{\text{meas}}) = \frac{p(2) p(\vec{S}_{\text{meas}} | 2\epsilon)}{p(1) p(\vec{S}_{\text{meas}} | 1\epsilon) + p(2) p(\vec{S}_{\text{meas}} | 2\epsilon)} = k_2 p(\vec{S}_{\text{meas}} | 2\epsilon) \end{cases} \quad (\text{C.1})$$
where the response function \( p(S_{\text{meas}}|1e) \ (p(S_{\text{meas}}|2e)) \) is the conditional probability of getting measurement \( S_{\text{meas}} \) given the event is a 0νββ signal (\(^6\)B background), which can be read from the histograms in the Figure 3. The coefficients \( k_1 \) and \( k_2 \) are determined by the ratio of the prior probabilities \( p(1e) : p(2e) \) and the normalization. In this paper, the ratio of the prior probabilities \( k_1 : k_2 = p(1e) : p(2e) \) is set to be 1.

\[
\begin{align*}
\{k_1 : k_2 & = p(1e) : p(2e) = 1 \\
& k_1 p(S_{\text{meas}}|1e) + k_2 p(S_{\text{meas}}|2e) = 1 \tag{C.2}
\end{align*}
\]

Therefore, through solving the four equations in the Equation C.1 and C.2, the posterior probabilities \( p(1e|S_{\text{meas}}) \) and \( p(2e|S_{\text{meas}}) \) are given by

\[
\begin{align*}
p(1e|S_{\text{meas}}) &= \frac{p(S_{\text{meas}}|1e)}{k_1 p(S_{\text{meas}}|1e) + k_2 p(S_{\text{meas}}|2e)} \\
p(2e|S_{\text{meas}}) &= \frac{p(S_{\text{meas}}|2e)}{k_1 p(S_{\text{meas}}|1e) + k_2 p(S_{\text{meas}}|2e)} \tag{C.3}
\end{align*}
\]

**Appendix C.2. Multi-dimensional Probability Distribution**

In practice, filling the histograms of \( p(s_1,\alpha|1e) \) and \( p(s_1,\alpha|2e) \) requires more data than filling the histograms of \( p(s_1|1e), p(\alpha|1e), p(s_1|2e) \) and \( p(\alpha|2e) \). Given limited data, we replace these multi-dimensional histograms by the product of multiple 1-dimensional histograms:

\[
\begin{align*}
p(s_1,\alpha|1e) & \approx p(s_1|1e)p(\alpha|1e) \\
p(s_1,\alpha|2e) & \approx p(s_1|2e)p(\alpha|2e) \tag{C.4}
\end{align*}
\]

Based on the approximation above, the probabilities in the Equation C.3 become:

\[
p(2e|S_{\text{meas}}) = \frac{p(S_{\text{meas}}|2e)}{p(S_{\text{meas}}|1e) + p(S_{\text{meas}}|2e)} = \frac{p(S_1|2e)p(\alpha|2e)}{2 \sum_{j=1}^{2} p(S_1|je)p(\alpha|je)} \tag{C.5}
\]