I. INTRODUCTION

Semiflexible and flexible polymeric chains \[4, 5, 11\], membranes \[4, 6, 11\], moving interfaces \[12, 16\], growing surfaces \[13\], single file systems \[18\] are just few among the linear elastic systems whose time evolution is ruled by the stochastic equation

$$\frac{\partial}{\partial t} h(\vec{x}, t) = \int d^d x' \Lambda (\vec{x} - \vec{x}') \frac{\partial^\alpha}{\partial |\vec{x}'|^\alpha} h(\vec{x}', t) + \eta(\vec{x}, t),$$  \hspace{1em} (1)

termed as generalized elastic model \[19, 20\]. In its general formulation, the GEM \[11\] is given for a \(D\)-dimensional stochastic field \(h\) defined in the \(d\)-dimensional infinite space \(\vec{x}\). The Gaussian random noise source satisfies the fluctuation-dissipation (FD) relation \(\langle \eta_j(\vec{x}, t) \eta_l(\vec{x}', t') \rangle = 2k_B T \delta_{j,l} \delta(\vec{x} - \vec{x}') \delta(t - t') \) \((j, k \in [1, D])\), where \(\Lambda(\vec{r}) = 1/|\vec{r}|^\alpha\) corresponds to the hydrodynamic friction kernel whose the Fourier transform is \(\Lambda(\vec{q}) = -\frac{(c \pi)^{d/2}}{2^\alpha \Gamma((d-\alpha)/2)} |\vec{q}|^{-d-\alpha} = A |\vec{q}|^{-d-\alpha}\), if \(\frac{d-\alpha}{2} < \alpha < d\). The fractional derivative appearing in the right hand side of Eq. (1) is commonly defined as fractional Laplacian \(\frac{\partial^\alpha}{\partial |\vec{x}'|^\alpha} \equiv -|\vec{q}|^\alpha\) \[22\]. A specific choice of the numerical values of the parameters characterizing Eq. (1), namely \(D, d, \alpha\) and \(\vec{x}\), leads to each one of the systems aforementioned (see \[20\] for a detailed description). However, a main partition between the systems obeying to Eq. (1) can be done according to whether or not the hydrodynamic interactions can be considered long range. Indeed, if the hydrodynamics is only local, i.e. \(\Lambda(\vec{r}) \equiv 1/|\vec{r}|\), it must be formally set \(\alpha = d\) and \(A = \text{const}\) in its Fourier transform expression \(\Lambda(\vec{q})\). For instance, setting \(D = 1, z = 4, \alpha = 1\) and \(d = 2\) in \[11\] corresponds to the stochastic equation for the height of a free fluid membrane floating in a solvent \[4, 5, 11\], while for \(D = 3, z = 2, \alpha = \frac{4}{3}\) in \[11\] governs the monomer’s dynamics in a Rouse polymer \[2\].

A. Fractional Langevin equation scheme

Tracing the derivation firstly obtained for the single file model \[18\], recently we have shown \[12\] how to derive the stochastic equation governing the motion of a tracer or probe particle placed at the system’s position \(\vec{x}\), that is the fractional Langevin equation (FLE)

$$K^+ D^{\beta}_\phi \tilde{h}(\vec{x}, t) = \zeta(\vec{x}, t),$$  \hspace{1em} (2)

with \(\beta = \frac{z-\alpha}{z+\alpha-d}\) and \(K^+ = \frac{n^{d/2-1} \sin(\beta \pi) \Gamma(d/2)}{2^{d+1} \pi^{d/2}} (z + \alpha - d)\). Here the fractional Caputo derivative \[23, 24\] is defined as \(D^\beta \phi(t) = \frac{1}{\Gamma(1-\beta)} \int_0^t dt' (t-t')^{-\beta} \frac{d}{dt'} \phi(t')\) \((0 < \beta < 1)\) and its Fourier transform is given by \(\mathcal{F}_\omega \{D^\beta \phi(t)\} = (-i\omega)^\beta \phi(\omega)\). The fractional Gaussian noise \(\zeta(\vec{x}, t)\) satisfies the second fluctuation-dissipation (FD) relation

$$\langle \zeta_j(\vec{x}, t) \zeta_k(\vec{x}', t') \rangle = k_B T \frac{K^+}{\Gamma(1-\beta)} |t-t'|^{\beta} \delta_{j,k}.$$  \hspace{1em} (3)

The FLE representation (2) is a mere change of wording compared to that furnished by (1). However, rephrasing the system’s dynamics may result to be very helpful in the understanding of the physical picture subtending the tracer’s motion. This will be amply demonstrated by the following analysis.

B. Generalized elastic model with localized potential

In this article we generalize the outlined framework by deriving the tracer’s FLE when a localized potential is
applied to the probe in $\vec{x}$ (tagged probe). Our starting point is the following GEM

$$\frac{\partial}{\partial t} h (\vec{x}, t) = \int d^d \vec{x}' \Lambda (\vec{x} - \vec{x}') \times \left[ \frac{\partial}{\partial \vec{x}'} h (\vec{x}', t) + F \{ h (\vec{x}', t), t \} \delta (\vec{x} - \vec{x}') \right] + \eta (\vec{x}, t),$$

with the local applied force $F$. For such systems the tagged probe’s FLE’s have been derived in two particular cases: membranes [10] ($z = 4, \alpha = 1, d = 2$), where the applied harmonic potential was introduced to mimic the action of an optical/magnetic tweezer; and single file systems [18] ($z = 2, \alpha = d = 1$), where three types of forces were analyzed: constant, time-oscillating and hookean.

In Sec.II we draw the FLE for the untagged tracer ($\vec{x} \neq \vec{x}'$), besides the tagged one. Our analysis reveals different surprising regimes attained by the untagged probe in $\vec{x}$, validating the Kubo fluctuation relations (KFR) in presence of a constant and time-periodic force in $\vec{x}'$. Quoting Kubo [22], these relations state general relationships “between the response of a given system to an external disturbance and the internal fluctuation of the system in the absence of the disturbance”. In Sec.III we study the case of an applied constant force. Indeed, while the tagged probe response is sublinear in time, the untagged probe’s is always different at short times: it is linear for systems characterized by long range hydrodynamic interactions, and it is ballistic (with a sign depending on the model’s parameters) or exponential in case of local hydrodynamics. Asymptotically, the tagged and untagged probes undergo the same dynamical behavior. In Sec.IV the force is time periodic, in this case the macroscopic effects are persistent in time. Indeed the system splits into two macroregions whose size is defined by the value of the applied frequency $\omega$: the responses of these regions markedly differs in amplitude and phase, allowing to make experimentally testable predictions on the viscoelastic properties of the system. In Appendix A we furnish the $d$-dimensional expression for the Fourier transform and its inverse. In Appendix B we report the theorem for the Laplace method for solving asymptotic integrals. In Appendix C the formula for asymptotic solution of Fourier integrals is furnished.

II. FRACTIONAL LANGEVIN EQUATION

We start from Eq.(4) and give its solution in the Fourier space. We first define the Fourier transform in space and time as $h (q, \omega) = \int_{-\infty}^{\infty} dt \int d^d x e^{-i \vec{q} \cdot \vec{x} - i \omega t}$, and introduce the notation for the time-Fourier transform of the force: $\mathcal{F}_\omega \{ F \{ h (\vec{x}', t), t \} \} = \int_{-\infty}^{\infty} dt \mathcal{F} \{ h (\vec{x}', t), t \} e^{i \omega t}$. We proceed to the FLE derivation for the untagged tracer in $\vec{x}$. The solution of Eq.(4) reads

$$h (q, \omega) = A \mathcal{F}_\omega \{ F \{ h (\vec{x}', t), t \} \} e^{-i q \vec{x}' - i \omega t} + \eta (\vec{x}', \omega),$$

where we made use of the short notation $\gamma = 2(z + \alpha - d)$. After multiplying both sides of the equation by $K^+ (r \omega) \beta$ and, inverting the Fourier transform in space by means of Eq.(A2), we get

$$K^+ (r \omega) \beta h (\vec{x}, \omega) = \mathcal{F}_\omega \{ F \{ h (\vec{x}', t), t \} \} \Theta (|\vec{x} - \vec{x}'|, \omega) + \zeta (\vec{x}, \omega),$$

where the non-Markovian Gaussian noise is introduced as [19]

$$\zeta (\vec{x}, \omega) = \int_{-\infty}^{\infty} d\vec{x}' \eta (\vec{x}, \omega) \Phi (|\vec{x}' - \vec{x}|, \omega).$$

The functions $\Theta$ and $\Phi$ appearing in (10) and in (11) are expressed as $\Theta (|\vec{x}|, \omega) = A \mathcal{I}_{\alpha - d/2} (|\vec{x}|, \omega)$ and $\Phi (|\vec{x}|, \omega) = \mathcal{I}_{d/2 - 1} (|\vec{x}|, \omega)$, where

$$\mathcal{I}_{\alpha} (|\vec{x}|, \omega) = \frac{K^{|\vec{x}|^{\alpha - d/2}} (r \omega) \beta}{(2 \pi)^{d/2}} \int_{0}^{\infty} d\vec{q} \frac{|\vec{q}|^\lambda J_{\alpha - d/2 - 1} (|\vec{q}| |\vec{x}|)}{-i \omega + A |\vec{q}|^{\gamma/2}}.$$

Their expression in time yields

$$\mathcal{I}_{\alpha} (|\vec{x}|, t) = \frac{K^{|\vec{x}|^{\alpha - d/2}} (2 \pi)^{d/2}}{2 \pi} D_\gamma^\delta \int_{0}^{\infty} d\vec{q} \frac{|\vec{q}|^\lambda J_{\alpha - d/2 - 1} (|\vec{q}| |\vec{x}|)}{e^{-A |\vec{q}|^{\gamma/2}} \theta (t)},$$

replacing $\lambda = \alpha - d/2$ and $\lambda = d/2$ respectively, and where $\theta (t)$ is the Heaviside step function, and $J_{\alpha - d/2 - 1}$ denotes the Bessel function of order $d/2 - 1$. We point out that both functions $\Theta$ and $\Phi$ coincide in the case of local hydrodynamics ($\alpha = d$ and $A = const$). The physical picture behind the above mathematical derivation gets clear after inverting in time the equations (10) and (11):

$$K^+ D_\gamma^\delta h (\vec{x}, t) = \int_{-\infty}^{t} dt' \mathcal{F} \{ h (\vec{x}', t'), t' \} \Theta (|\vec{x} - \vec{x}'|, t' - t) + \zeta (\vec{x}, t),$$

with

$$\zeta (\vec{x}, t) = \int_{-\infty}^{t} d\vec{x}' \int_{-\infty}^{t} dt'' \eta (\vec{x}', t'') \Phi (|\vec{x}' - \vec{x}|, t' - t').$$

Thus $\Theta (|\vec{x} - \vec{x}'|, t' - t)$ can be seen as the propagator carrying the external perturbation, exerted at the point $\vec{x}'$ at time $t'$, to the point $\vec{x}$ at time $t$. Likewise, the function $\Phi (|\vec{x} - \vec{x}'|, t' - t)$ represents the propagator of the Brownian random source $\eta (\vec{x}, t)$ from the point $\vec{x}'$ to the point $\vec{x}$ in the time elapsed between $t'$ and $t$. We now turn to the derivation of the FLE for the tagged tracer. In this case it will be sufficient take the limit
\( x \to \bar{x}^* \) in (10), which corresponds to set \( |\bar{x}| = 0 \) in the \( I_{\alpha-d/2}(|\bar{x}|, \omega) \) expression (8). To this end we recall that the Bessel function expansion for small argument is \( J_{d/2-1}(r) \sim \frac{1}{\Gamma(d/2)} \left( \frac{d}{2} \right)^{1-d/2} r^{d/2} \), from which follows \( \Theta(0, \omega) \equiv A I_{\alpha-d/2}(0, \omega) = 1 \) after straightforward passages. Substituting in (8) and inverting in time gives the FLE expression for the probe particle placed at \( \bar{x}^* \):

\[
K^+ D^2 h(\bar{x}^*, t) = F \{ h(\bar{x}^*, t), t \} + \zeta(\bar{x}^*, t). \tag{12}
\]

In the upcoming sections we analyze the cases of a constant and a time-periodic external force applied in \( \bar{x}^* \).

### III. CONSTANT FORCE

Let \( F_0 \) represents the force along one direction only, say \( F_0 \equiv F_j \): \( F \{ h(\bar{x}, t), t \} = F_0 \theta(t) \). We are interested in the average drifts \( \langle h(\bar{x}, t) \rangle_{F_0} \) and \( \langle h(\bar{x}^*, t) \rangle_{F_0} \) where we dropped the index \( j \). By averaging both Eq. (10) and (12) and plugging in the definition of \( \Theta(|\bar{x} - \bar{x}^*|, t - t') \) one has

\[
\langle h(\bar{x}, t) \rangle_{F_0} = \frac{A|\bar{x} - \bar{x}^*|^{1-d/2}}{\sqrt{2\pi} \tau^{d/2}} F_0 \int_0^t dt' \times \\
\int_0^\infty \frac{d|q| |q|^{\alpha-2}}{\sqrt{2\pi} \tau^{d/2}} J_{d/2-1}(|q|) |\bar{x} - \bar{x}^*| e^{-A|q|^\gamma/2} t', \\
\langle h(\bar{x}^*, t) \rangle_{F_0} = \frac{A|\bar{x}^*|^{1-d/2}}{\sqrt{2\pi} \tau^{d/2}} F_0.
\]

Comparing the tracers’ responses in (13) it is clear that the Einstein relation only holds for the tagged probe, i.e.

\[
\langle h(\bar{x}^*, t) \rangle_{F_0} = \frac{\langle \delta^2 h(t) \rangle}{2k_B T} F_0. \tag{14}
\]

As a matter of fact, we recall that the mean square displacement in the absence of external force is given by \( \langle \delta^2 h(t) \rangle = 2 \frac{k_B T}{K + 1 + \beta} t^\beta \) (19). On the other hand the untagged tracer fulfills the more general KFR (27, 28), and its time behavior presents very interesting features. Indeed, the analysis of Eq. (13) leads us to the following conclusions: (a) the drift \( \langle h(\bar{x}, t) \rangle_{F_0} \) attains two different behaviors for times larger and smaller than the correlation time \( \tau = |\bar{x} - \bar{x}^*|^{\gamma/2} / A \); (b) for \( t < \tau \), the response is dissimilar whether the hydrodynamic interactions are considered to be long range or local.

- **t < \tau. Long range hydrodynamic interactions.** In this case the integral over \( \bar{q} \) appearing in (13) can be performed asymptotically, the solution to the main order is

\[
\langle h(\bar{x}, t) \rangle_{F_0} \sim \frac{\Gamma(\alpha/2)}{\Gamma((d - \alpha)/2)} \frac{2^{\alpha-d}}{\pi^{d/2}} \frac{A}{|\bar{x} - \bar{x}^*|^{\alpha}} F_0 t. \tag{15}
\]

**Local hydrodynamic interactions.** We put \( \alpha = d \) (and hence \( \gamma = 2z \)) in Eq. (13). The integral over \( \bar{q} \) is evaluated in Appendix C. The untagged probe’s drift expression in Eq. (13) is given by

\[
\langle h(\bar{x}, t) \rangle_{F_0} \sim \frac{2^{d/2-z}}{\pi^{d/2}} \frac{1}{\sqrt{\pi}} \frac{2^{(d+2)/2}}{\sqrt{\pi}} \frac{2}{2^{d/2}} \frac{A}{|\bar{x} - \bar{x}^*|^z} F_0 t, \tag{16}
\]

for \( z \neq 2m \), with \( m \in \mathbb{N} \). The results (13) and (16) suggest that the untagged probe moves in av-
erage as a free Brownian and ballistic particle respectively, under the influence of an external effective force whose amplitude is inversely proportional to the distance $|\vec{z} - \vec{x}|$. However, the ballistic picture is reductive in the case of local hydrodynamics. As a matter of fact for $2 + 4m < z < 4 + 4m$ the response of the probe is opposite to the external disturbance $F_0$, while for $4m < z < 2 + 4m$ they have the same sign. For $z = 2m$ the response is slower than any power so that we expect $\langle h(\vec{x}, t) \rangle_{F_0} \propto F_0 t^{\beta + 1}/\tau e^{-\tau/t}$ (up to numerical prefactor in the exponential function). These surprising and counterintuitive results are summarized in Figure 1(a).

To take an example, let us discuss the situation of growing surfaces. The cases $z = 2$, $z = 3$ and $z = 4$ ($d = 1$) refer to different types of atomic diffusion on a crystalline surface [17]. The response of the step $h(x, t)$ (the line boundary at which the surface changes height) to $F_0$ grows in time exponentially in the case of attachment-detachment diffusion ($z = 2$): in this instance the complete solution of the first of Eq. (13) is achieved, yielding $\langle h(x, t) \rangle_{F_0} = F_0 \left[ \sqrt{t/(\pi \xi)} e^{-y^2} - (|x - x^*|/2) e f c(y) \right]$ (Figure 1b), where $y = |x - x^*| \sqrt{\xi/(4t)}$, $A = 1/\xi$ and $\xi$ is the viscous coefficient; its behavior at small times is found to be $\langle h(x, t) \rangle_{F_0} \sim F_0 (t/\xi)^{3/2} |x - x^*|^{-2} e^{-\xi |x - x^*|^2/(4t)}$. For the terrace diffusion ($z = 3$) Eq. (16) gives a negative drift, i.e $\langle h(x, t) \rangle_{F_0} \sim - F_0 (\xi t/2)^{1/2}$. Finally if $z = 4$, the so called periphery diffusion, one recovers the exponential growth at short times, i.e $\propto F_0 t^{\beta/4} |x - x^*|^{-4} e^{-\xi|x - x^*|^4/(4t)}$.

- $t > \tau$. The integral in $[\tilde{q}]$ appearing in the first of Eqs. (13) can be solved by using the Laplace method (see Appendix 13): $\langle h(\vec{x}, t) \rangle_{F_0} = \frac{F_0}{\Gamma(1 + \beta)} t^\beta$. Thus the Einstein relation (14) is then regained only when $t > \tau$, namely when the correlation length $\xi = (At)^{2/3}$ exceeds the distance $|\vec{z} - \vec{x}|$. The transient violation of Einstein relation contrasts with the second FD Eq. (3), which is always fulfilled: the larger the distance $|\vec{z} - \vec{x}|$, the longer the transient.

We can summarize the results obtained in this section in the following compact form. The average drift is cast as

$$\langle h(x, t) \rangle_{F_0} = F_0 |\vec{z} - \vec{x}|^{z-d} f \left[ \frac{t}{\tau} \right]$$

The scaling function $f[u]$ exhibits two distinct behaviours whether $u \ll 1$ or $u \gg 1$. From (15) and (16), it turns out that when $u \ll 1$

$$f[u] \sim \frac{\xi^{d/(2-z)}}{\pi^{(z-d)/2}} \frac{1}{\Gamma(\frac{z-d}{2})} u^{1/2}$$

for $i)$ long range, $ii)$ local $z \neq 2m$ and $iii)$ local $z = 2m$ hydrodynamic interactions, respectively. When $u \gg 1$ we have invariably

$$f[u] \sim \frac{1}{\xi} \frac{\Gamma(1 - \beta)}{2^{\beta} \pi^{1/2}} (\xi - d) F_{\beta} (\frac{4}{\pi}) u^\beta.$$  

Furthermore, it can be shown [29] that the following relation holds rigorously for both tagged and untagged tracers

$$\langle h(\vec{x}, t) \rangle_{F_0} = \frac{\delta h(\vec{x}, t) \delta h(\vec{x}', t)}{2k_B T} F_0,$$

which, in turns, encompasses the Einstein relation (14) and its generalization, namely the KFR.

### IV. TIME PERIODIC FORCE

We now consider the force $F \{ h(\vec{x}, t) \}$ and from (10) and (12) we have

$$K^+ D_C h(\vec{x}, t) = F_0 \text{Re} \left[ \int_{-\infty}^{+\infty} dt' e^{-i\omega_0 t'} \Theta (|\vec{x} - \vec{x}'|, t - t') \right] + \zeta (\vec{x}, t),$$

$$K^+ D_C h(\vec{x}', t) = F_0 \text{Re} \left[ e^{-i\omega_0 t} \right] + \zeta (\vec{x}', t).$$

In this case we study the complex mobilities or admittances $\mu (\vec{x}, \omega_0)$ and $\mu (\vec{x}', \omega_0)$ which are defined through the linear response relations [24]

$$\langle v(\vec{x}, t) \rangle_{F_0} = \text{Re} \left[ \mu (\vec{x}, \omega_0) F_0 e^{-i\omega_0 t} \right],$$

$$\langle v(\vec{x}', t) \rangle_{F_0} = \text{Re} \left[ \mu (\vec{x}', \omega_0) F_0 e^{-i\omega_0 t} \right].$$

Both tracers fulfill the generalized Green-Kubo relation

$$\langle v(\vec{x}, \omega_0) v(\vec{x}', \omega_0') \rangle = 4\pi \delta (\omega_0 + \omega_0') k_B T \text{Re} \left[ \mu (\vec{x}, \omega_0) \right].$$

where the complex mobilities follow from Eq. (21) through the definition (22),

$$\mu (\vec{x}, \omega_0) = \frac{A_F |\vec{x} - \vec{x}'|^{1-d/2}}{\pi^{d/2}} \int_0^{+\infty} d|\tilde{q}| |\tilde{q}|^{d/2} \times$$

$$\left[ \frac{\omega_0 - \omega_0'}{|\omega_0 - \omega_0'|} \right]^{1/2},$$

$$\mu (\vec{x}', \omega_0) = \frac{A_F |\vec{x} - \vec{x}'|^{1-d/2}}{\pi^{d/2}} \times$$

and the unperturbed velocity correlation function on the left hand side of Eq. (23) is obtained from Eq. (22). In particular, we can write the velocity autocorrelation function in the frequency domain as $\langle v(\vec{x}', \omega) v(\vec{x}', \omega') \rangle = $
\[ k_B T \sin(\pi \beta/2) \omega^{-1-\beta} 4\pi \delta(\omega + \omega') \], and verify the relation \[ \omega_0 \tau < 1 \] for the tagged probe: this is the standard (canonical) formulation of the first FD relation \[ 25 \]. We now analyze the low and high frequency behaviors of \( \mu(x, \omega_0) = |\mu(x, \omega_0)| e^{-i\phi(x, \omega_0)} \).

- **\( \omega_0 \tau < 1 \).** Changing variable \( y = (A/\omega_0)^{2/\gamma} |q| \) in \( \Re \{ \mu(x, \omega_0) \} \) and \( 3m \{ \mu(x, \omega_0) \} \) and using the Bessel function’s expansion for small arguments, one has \( \mu(x, \omega_0) = \omega_0^{-1-\beta}/K^+ e^{-i(1-\beta)(\omega_0 \tau)^{1-\beta}} \).

- **\( \omega_0 \tau > 1 \).** Long range hydrodynamic interactions.– Performing the integral in \( q \) for \( \Re \{ \mu(x, \omega_0) \} \) and \( 3m \{ \mu(x, \omega_0) \} \) we obtain for the response’s amplitude

\[
\mu(x, \omega_0) \sim \frac{\Gamma(\alpha/2)}{\Gamma((d-\alpha)/2)} \frac{2^{\alpha-d}}{\alpha/d^\alpha} \frac{A}{|x - x^*|} (\omega_0 \tau)^{-1},
\]

while the phase is negligible, i.e \( \phi(x, \omega_0) \sim \frac{1}{\omega_0 \tau} \).

**Local hydrodynamic interactions.–** We employ the same technique as for expression \[ 16 \] achieving, for \( z \neq 2m \) \( (m \in \mathbb{N}) \),

\[
\mu(x, \omega_0) \sim \frac{2^{\alpha-1}}{\sqrt{\pi} + \phi} \Gamma\left(\frac{\alpha}{2}\right) \frac{\sin\left(\frac{x - x^*}{2}\right)}{\sqrt{|x - x^*|}} \frac{A}{|x - x^*|} (\omega_0 \tau)^{-1},
\]

and \( \tan \phi(x, \omega_0) \sim -\omega_0 \tau / \cos\left(\frac{x - x^*}{2}\right) \). When \( z = 2m \), \( |\mu(x, \omega_0)| \) is exponentially small and \( \phi(x, \omega_0) \simeq (1 - \beta)^{-\gamma}/const(\omega_0 \tau)^{1/\gamma} \); for instance the exact solution for \( z = 2 \), \( d = 1 \) reads \( \mu(x, \omega_0) = \sqrt{\omega_0^2 / \gamma} e^{-\sqrt{\gamma(\omega_0^2 - \omega^2)}} \).

Let us now analyze in detail the physical scenario emerging from the former analysis. The graphical rendering of the following discussion is presented in Fig.2. For a given frequency \( \omega_0 \) the system is divided into two spatial regions, \( |x - x^*| < \left(\frac{\omega_0}{2}\right)^{2/\gamma} \) (I) and \( |x - x^*| > \left(\frac{\omega_0}{2}\right)^{2/\gamma} \) (II), characterized by very distinct dynamical phases. In case of long range hydrodynamics, the response of the system’s portion closer to the tagged probe (I) shows a dependence of the amplitude \( \propto \omega_0^{-1-\beta} \) and a phase shift \( 1 - \beta)/(\pi/2) \) with respect to the applied oscillatory force (already noticed in single-file systems \[ 18 \]). On the other hand, in the outer region (II) the response’s amplitude decays as \( |x - x^*|^{-\alpha} \), but almost no phase delay is displayed if compared to the external force. When the hydrodynamic interactions are local, although region (I) exhibits the same behaviour as in long range interacting systems, in region (II) the amplitude of the response is smaller and decays faster, namely \( \propto |x - x^*|^{-\alpha/2} \omega_0^{-1} \) if \( z \neq 2m \) and \( \omega^{-1-\beta}/(1 - \beta)^{\gamma} \) for \( z = 2m \); the phase shift instead is \( \phi(x, \omega_0) \approx \pm \frac{\pi}{2} \) for \( z \neq 2m \), and it grows like \( -\omega_0^{1/2} |x - x^*| \) if \( z = 2m \).

**FIG. 2.** (Color online) Time-periodic force \( F_0 \cos(\omega_0 t) \). (a) 3D rendering of a membrane described by \[ 11 \], under the effect of an applied time-periodic force in \( x \) (black arrow). \( h(x, t) \) represents the height of the fluctuating membrane on a 2-dimensional substrate \( (x = (x, y)) \). Regions I and II correspond respectively to the inner and outer region in which the membrane separates when the force is applied. The color code, red for region I and green for region II, has been drawn for the reader’s convenience: increasing the frequency \( \omega_0 \) entails the shrinkage of the red region (I). (b) Schematic representation of the untagged response amplitude \( |\mu(x, \omega_0)| \) as a function of the distance \( |x - x^*| \): since is a schematic drawing no scale is needed on the \( x \)-axis. In region I the universal behavior \( \omega_0^{-\beta}/K^+ \) holds for any kind of hydrodynamic interactions. In region II the decay of the response’s amplitude is \( \propto |x - x^*|^{-\alpha} \) for long range hydrodynamic systems (Eq. \[ 24 \], grey (upper) solid line), \( \propto |x - x^*|^{-\alpha-d} \) for local hydrodynamic systems with \( z \neq 2m \) with \( m \in \mathbb{N} \) (Eq. \[ 23 \], blue (middle) solid line), and exponentially fast for local hydrodynamic systems with \( z = 2m \) (orange (bottom) line). (c) Schematic representation of the untagged response phase \( \phi(x, \omega_0) \) as a function of the distance \( |x - x^*| \). No scale is needed on the \( x \)-axis. Region I: the system displays an universal phase delay for long range and local hydrodynamic interactions, i.e. \( \phi(x, \omega_0) = (1 - \beta)/(\pi/2) \). Region II: For long range hydrodynamic systems the phase is absent, i.e. \( \phi(x, \omega_0) \approx 0 \) (grey (middle) solid line); for local hydrodynamics the phase is approximately \( \pi/2 \) if \( 1 + 4m < z < 3 + 4m \) with \( m \in \mathbb{N} \) (upper blue line), while it is approximately \( -\pi/2 \) if \( 4m < z < 1 + 4m \) or \( 3 + 4m < z < 4 + 4m \) (bottom blue line); if the hydrodynamic interactions are local and \( z = 2m \) the phase shows a linear dependence on the distance \( |x - x^*| \), i.e. \( \phi(x, \omega_0) \sim |x - x^*| \) (orange (bright linear) solid line).
V. CONCLUSIONS

In this paper we derived the FLE representation of the tagged (⃗x′) and untagged (⃗x) probes' dynamics when a localized potential acts on ⃗x′. We demonstrated the validity of the KFR and generalized Green-Kubo relation for both tracers, and the ensuing non-trivial physical regimes. This findings have important experimental and theoretical consequences.

From the experimental point of view, the response to a constant force exerted on a position ⃗x′ (implemented by an atomic force microscope by instance) can be detected experimentally within the domain of single-particle tracking. Indeed, the motion of the untagged tracer (⃗x), be an optical label, such as a gold or polystyrene bead, or a fluorescent tag, may provide a direct probe of the viscoelastic properties of the system under study, as well as of its underlining elastic energy. The single-particle possible responses are well schematized in Figure 1, where the different time behaviors undergone by the average of the single-probe random force (D) is given by

\[ f^{\pm \infty}_\infty d\vec{r} e^{-i\vec{q} \cdot \vec{r}} \phi(|\vec{r}|) = \left(2\pi\right)^{d/2} |\vec{q}|^{1-d/2} \int_0^{\infty} d|\vec{r}| |\vec{r}|^{d/2} J_{d/2-1}(|\vec{q}| |\vec{r}|) \phi(|\vec{r}|). \]  

(A1)

Conversely, its inverse Fourier transform \( \phi(|\vec{q}|) \) is given by

\[ f^{\pm \infty}_\infty d\vec{r} e^{-i\vec{q} \cdot \vec{r}} \phi(|\vec{r}|) = \frac{1}{|\vec{r}|^{1-d/2}} \int_0^{\infty} d|\vec{q}| |\vec{q}|^{d/2} J_{d/2-1}(|\vec{q}| |\vec{r}|) \phi(|\vec{q}|). \]  

(A2)

Appendix B: Laplace method for asymptotic integrals

We hereby report theorem for the asymptotic solution of exponential integrals through Laplace method. Consider the integral

\[ I(t) = \int_a^b dq \langle x(q) e^{-p(q)t} \rangle. \]  

(B1)

If the following hypothesis are fulfilled

1. \( p(q) > p(a) \) for any \( q \in (a, b) \) and the minimum of \( p(q) \) is approached only at \( a \);
2. \( \frac{dp(q)}{dq} \) and \( x(q) \) continuous functions in a neighborhood of \( a \), except, possibly, at \( a \);
3. as \( q \rightarrow a^+ \), \( (p(q) - p(a)) \sim P (q-a)^\mu \) and \( x(q) \sim Q (q-a)^{\lambda-1} \), where \( P, \mu \) and \( \lambda \) are positive constant and \( Q \in \mathbb{R} \) or \( \in \mathbb{C} \);
4. \( I(t) \) is absolutely convergent throughout its range for all sufficiently large \( t \),

then the integral \( I(t) \) is

\[ I(t) \sim \frac{Q}{\mu} \frac{\lambda}{\mu} \frac{e^{-p(a)t}}{(Pt)^{\lambda/\mu}} \]  

(B2)

in the limit \( t \rightarrow \infty \).

The integral in (13) satisfies the previous hypothesis with \( a = 0, b = \infty, P = A, Q = \frac{2^{3-d/2}}{\Gamma(d/2)|\vec{x}-\vec{x}'|^{l-d/2}}, \mu = \gamma/2 \) and \( \lambda = \alpha \).

Appendix C: Asymptotic solution of Fourier integrals

We hereby show how to derive Eq.(16) from the corresponding general formulation of the untagged drift in Eq.(13). We first apply the change of variable \( y = (At)^{2/\gamma} \), achieving

\[ \langle h(\vec{x}, t) \rangle_{t_0} \approx \frac{\hat{A} |\vec{x}-\vec{x}'|^{l-d/2}}{(2\pi)^{d/2}} \int_0^t dt' \times \left( \frac{2^{d/2}}{|\vec{x}'-\vec{x}|^{l-d/2}} \right) \int_0^{t'} dy y^{d/2} J_{d/2-1} (\lambda y) e^{-y}, \]  

(C1)
where \( \lambda = |\vec{x} - \vec{x}'|/(At)^{2/7} \) is a large parameter. The integral over \( y \) can be evaluated by expanding the exponential for small arguments, i.e. \( e^{-y^2} \approx 1 - y^2 \); the first term gives zero contribution, while the second is \[ -\int_0^{+\infty} dy y^{d/2} J_{d/2 - 1}(\lambda y) = \frac{2^{d/2 - 1}}{\pi^{1/2} \lambda^{d/2 + 1}} y^{1/2} \sin \left( \frac{\lambda y}{\sqrt{2}} \right) \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{d+1}{2} \right). \] (C2)

Alternatively, we can use the value of the improper integral

\[ \int_0^{+\infty} dy y^\nu e^{-\lambda y} = \frac{\Gamma(\nu + 1)}{\lambda^{\nu + 1}} e^{-\frac{1}{\lambda^2}} (\nu + 1), \] (C3)

with \( \nu > -1 \), which can be obtained by the method of summation of improper integrals \[34\]. Recall that the Bessel function for \( d = 1 \) is \( J_{-1/2} (x) = \sqrt{\frac{2}{\pi x}} \cos x \), for \( d = 3 \) is \( J_{1/2} (x) = \sqrt{\frac{2}{\pi x}} \sin x \) and for \( d = 2 \) \( J_0 (x) \sim \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{x^2}{8} \right) \) for large \( x \) \[26\]. The real and imaginary part of the mobility \( \mu (\vec{x}, \omega_0) \) \[21\] are obtained in the same way.
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