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**ABSTRACT**

The healthcare industry generates data at a rapid rate, with no signs of slowing down. A large portion of this information takes the form of unstructured narrative text, making it difficult for computer systems to analyze the data in a usable format. However, automated analysis of this information could be incredibly useful in daily practice. This could be accomplished with natural language processing, an area of artificial intelligence and computational linguistics that is used to analyze and process large sets of unstructured data, namely spoken or written communication. Natural language processing has already been implemented in many sectors, and the industry is projected to be worth US$16 billion by 2021. Natural language processing could take unstructured patient data and interpret meaning from the text, allowing that information to inform healthcare delivery. Natural language processing can also enable intelligent chatbots, interacting and providing medical support to patients. It has the potential to aid physicians by efficiently summarizing patient charts and predicting patient outcomes. In hospitals, it has the ability to analyze patient satisfaction and facilitate quality improvement. Despite current technical limitations, natural language processing is a rapidly developing technology that promises to improve the quality and efficiency of healthcare delivery.

**INTRODUCTION**

When electronic health records (EHR) were introduced, they promised a wide range of solutions for the healthcare system. EHRs would offer portability of large volumes of information, heightened security, and faster access to patient information. However, EHRs have also introduced new challenges that are affecting the clinicians and patients they sought to help. Although EHRs were intended to promote clinician efficiency, they have increased physician documentation time. Today, for every hour a physician spends with a patient, they spend 2 hours on EHRs and other administrative tasks. There is a clear need to improve the efficiency of EHR use, and other industries indicate that new data science technologies will be key to improving current EHR platforms.

Recent advances in data science are beginning to transform industries by providing insights from large data sets and improving outcomes while reducing costs. One such analytical approach is natural language processing (NLP). NLP is an area of artificial intelligence and computational linguistics that is used to analyze and process large sets of unstructured data, namely spoken or written communication. It is essentially a way in which a computer can extract meaning from written or spoken language. While rudimentary forms of NLP have existed since the 1950s, recent progress in statistics, processing speed, and artificial intelligence have made NLP more relevant for common implementation. NLP has been implemented with different types of infrastructures; there are more rudimentary forms such as retrieval-based models that have predefined responses, and more sophisticated generative models involving deep learning and distributed representations. As more sophisticated models become more widely available, NLP is expected to become more effective. For more information on the different structures that NLP can operate, see Young et al.

Some examples of natural language processing include summarizing large texts, sentiment analysis, and automated question-answering applications such as the intelligent personal assistants that are found on most smartphones today (Apple Siri, Google Assistant, Microsoft Cortana). By 2021, the NLP industry is projected to be worth US$16 billion globally. While NLP implementation in healthcare has been very limited, it has taken off in other industries and promises to deliver meaningful improvements in the healthcare industry.

**NLP FOR THE PATIENT**

Teletriage services, such as Telehealth Ontario, offer telephone access to triage nurses who can provide basic disease information and instructions for care. Unfortunately, this service is quite costly; in Ontario, the increasing cost of the program and trending decline in total call volume resulted in a Can$43 cost per call in 2009. One innovative solution that could reduce the number of resources invested into teletriage is the use of NLP-enabled chatbots that provide spoken or written dialogue about a patient’s health concerns. While we were not able to find any description of current NLP-enabled chatbots in healthcare settings, NLP tools have already been successfully implemented in analyzing clinical text, indicating that NLP-enabled chatbots could handle healthcare-related text. NLP-enabled chatbots have already been successfully implemented by companies such as Lufthansa, BMW, and Panasonic to deliver customer and technical support. While consumer support and healthcare provision have fundamental differences, important lessons for the development of NLP-enabled chatbots in healthcare can be gleaned from consumer industries.

A teletriage chatbot would free up the nurses and physicians who currently provide and monitor such services, who could otherwise apply their expertise in a face-to-face setting with patients. These chatbots are likely to cut costs, freeing up financial resources for other healthcare programs. Patients may even feel less hesitant communicating their concerns about health conditions that they find embarrassing or shameful, knowing that they are speaking in complete privacy with a machine incapable of passing social judgement, ultimately reducing barriers to care. Additionally, these chatbots could provide teletriage services in a patient’s native...
language, creating an ease and comfort for them that current services do not provide. As NLP tools become more sophisticated, they will also be able to pick up on more subtle emotional and mental conditions. NLP-enabled chatbots could theoretically sense when a patient is in emotional distress and direct them to the appropriate resources. NLP can also be used to detect language patterns indicative of cognitive impairment, potentially aiding in the monitoring and diagnosis of cognitive decline and dementia.

**NLP FOR THE PHYSICIAN**

Health professionals have been using computerized clinical decision support systems (CDSS) to aid in clinical decision-making for almost 50 years. This includes EHRs that guide disease management, calculate drug dosing, or remind clinicians of patient-specific drug interactions and allergies. However, EHRs are loaded with unstructured text data – for this, NLP has the potential to take CDSS to the next level. While EHRs do include structured patient data, a major portion of clinical observations are still in unstructured free-text form which would require sophisticated and reliable NLP algorithms for automated analysis. This includes all notes and reports that present in narrative form, including consultation reports, operative notes, and discharge summaries. In some cases, patient observations that might provide important inputs for CDSS can only be found within narrative data. NLP can therefore enable CDSS to monitor much more of the crucial data that can be found in EHRs. An exciting implementation of NLP-enabled CDSS has already demonstrated its potential for alerting clinicians to consider Kawasaki disease (KD) in emergency presentations. This NLP tool was trained on 22 emergency department summaries of patients who were later diagnosed with KD, and when applied to 253 emergency department notes for children who were diagnosed with either KD or another febrile illness, the tool identified patients of high suspicion for KD with 93.6% sensitivity and 77.5% specificity. For rare conditions with serious complications, such as KD, automated NLP-enabled computer alerts about suspicious presentations could prove to be life-saving and cost-effective.

**NLP FOR THE RESEARCHER**

NLP also offers great methodological promise for qualitative research. Qualitative studies have become more common in medical literature, particularly for studying important social variables or subjective perspectives that are not conducive to quantitative investigation. A qualitative approach, such as a thematic analysis of patient interviews, can offer more data and unexpected insights than a quantitative approach such as a simple Likert scale-based survey. Indeed, in a study where physicians were asked to rate two fictitious abstracts with the same research topic and title, differing only by whether the design was quantitative or qualitative, primary care physicians appreciated the qualitative study as more clinically relevant. However, perceptions about time investment and subjectivity in data analysis still present barriers to pursuing qualitative studies or integrating qualitative approaches into mixed-methods studies. The time required to analyze qualitative data is more time consuming, as the data are inherently more unstructured. Though computer programs with lower levels of language processing have already been widely used in qualitative analysis, such as Atlas.ti, Hyper-research, and Nudist, these programs lack the sophistication that NLP could offer and require a lot of manual effort by researchers. Moreover, qualitative studies are often perceived to be less scientifically accurate, in part because they are perceived to involve more analytical subjectivity. These barriers could be overcome with the aid of NLP, which has already been shown to be a feasible approach to analyzing qualitative data. NLP can drastically reduce the time investment required for analyzing large collections of text data. Additionally, the higher level of reproducibility that can be achieved through analysis by a machine versus a potentially biased investigator should reduce the potential for analytical subjectivity. The development of NLP-enabled qualitative methods could therefore provide clinical investigators new tools for exploring research questions that may not have been pursued otherwise.

**NLP FOR HEALTHCARE MANAGEMENT**

Traditional customer satisfaction assessment tools have been limited to quantitative surveys. However, these surveys are unable to capture the full extent of the user experience and are subject to systematic biases. Questionnaires also miss a large portion of qualitative information that could otherwise be effectively used. NLP has the capability to take patient narratives in the form of unstructured and unrestricted feedback, written or spoken, and efficiently create meaningful summaries for management teams. This would provide new tools and insights that would help implement and monitor quality improvement initiatives.

**LIMITATIONS & OTHER DIRECTIONS**

The legal and ethical concerns related to services enabled by artificial intelligence, such as job displacement, liability, and privacy, are highly relevant to evaluating the potential use of NLP in healthcare. These issues have been explored in greater detail elsewhere and are beyond the scope of this article. As long as NLP can improve healthcare quality and access, measures should be taken to implement NLP safely and ethically.

Although a number of studies show cases in which NLP was able to use qualitative information to predict an outcome, many current algorithms need to be further developed before being considered for implementation in CDSS. One recent study looked at suicidal ideation in a text-based analysis of mental health and produced a sensitivity and specificity of only 61% and 56% respectively. In developing NLP algorithms, there are also concerns regarding reinforcement of physician biases. The level of accuracy in predictive algorithms is contingent on the quality of data input. If these algorithms are using physician-generated data, and the collection processes of that data have inherent biases, the algorithm will reflect those underlying biases and assumptions. The development of NLP tools that rely on voice input will also rely...
on the accuracy of voice-to-text translation. Put simply, NLP with garbage input makes for garbage output.

Ultimately, NLP still promises to push the healthcare industry forward. As algorithms become more robust and more sophisticated, the widespread implementation of NLP will enable patients and healthcare professionals to tap into rich data sources, improving the quality and efficiency of healthcare delivery.
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