Anonymization of labeled TOF-MRA images for brain vessel segmentation using generative adversarial networks
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ABSTRACT

Anonymization and data sharing are crucial for privacy protection and acquisition of large datasets for robust medical image analysis. This represents a major challenge, especially for brain imaging research. Here, the unique structure of brain images allows for potential re-identification and thus requires anonymization beyond conventional methods. Generative adversarial networks (GANs) have the potential to provide anonymous images while maintaining their predictive properties.

Analyzing brain vessel segmentation as a use case, we trained 3 GAN architectures on time-of-flight (TOF) magnetic resonance angiography (MRA) patches of patients with cerebrovascular disease for image-label pair generation: 1) Deep convolutional GAN, 2) Wasserstein-GAN with gradient penalty (WGAN-GP) and 3) WGAN-GP with spectral normalization (WGAN-GP-SN). First, the synthesized image-labels from each GAN architecture were used to train a U-net for vessel segmentation. The U-nets were then tested on real patient data. In total, 66 patients were used for this analysis. In a second step, we simulated the application of our synthetic patches in a transfer learning approach using a second, independent dataset. Here, for an increasing number of up to 15 patients we evaluated vessel segmentation model performance on real data with and without pre-training on generated patches. Finally, performance for all models was assessed by the Dice Similarity Coefficient (DSC) and the 95th percentile of the Hausdorff Distance (95HD).

Comparing the 3 GAN architectures, the U-net model trained on synthetic data generated by the WGAN-GP-SN showed the highest performance to predict brain vessels (DSC/95HD 0.82/28.97) benchmarked by the U-net trained on real data (0.89/26.61). The transfer learning approach showed superior performance for the same GAN architecture compared to no pre-training, especially for one labeled patient only (DSC/95HD 0.91/25.68 compared to DSC/95HD 0.85/27.36).

In a brain imaging segmentation paradigm, synthesized image-label pairs preserved generalizable information and showed good performance for vessel segmentation. Furthermore, we showed that synthetic patches can be used in a transfer learning approach with an independent dataset. These results pave the way to overcome the crucial challenges of scarce data and anonymization in the medical imaging field. To facilitate further research, our synthetic image-label pairs are being made available upon request.
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1 INTRODUCTION

Modern deep learning methods have revolutionized the field of natural image analysis (Krizhevsky et al. (2017); Simonyan and Zisserman (2014)). These methods are translated to medical image analysis with growing success (Litjens et al. (2017); Ronneberger et al. (2015); Livne et al. (2019)). However, in contrast to natural images, the number of data sets in medical image analysis are usually orders of magnitude smaller since their availability is limited owing to data privacy regulation. This poses a continuous challenge for deep learning research in the medical imaging field. To meet this challenge, anonymization of medical images is an essential method to ensure both data privacy and data availability for research. However, current anonymization methods in neuroimaging such as face blur-
ring or face removal allow for re-identification and thus cannot be applied (Aframian and Eklund (2019); Ravindra and Grama (2019); Wachinger et al. (2015)). These results call for new techniques to anonymize medical neuroimaging data to both protect patient privacy and to facilitate research progress.

Generative adversarial networks (GANs) have the potential to fulfill this need. GANs have already been applied successfully for medical imaging data synthesis (Neff et al. (2017); Yi et al. (2019); Sorin et al. (2020)). Also, first pilot studies have already made use of GANs for anonymization purposes (Shin et al. (2018); Hukkelas et al. (2019)). However, applications for neuroimages are scarce and synthesizing images requires patient information such as a segmentation label (Shin et al. (2018)). Thus, there is a need to investigate the ability of GANs to create state-of-the-art anonymous synthetic neuroimaging data maintaining the predictive properties of the original data. Importantly, such an approach would have the most beneficial impact if the corresponding labels would be created in the same process since many supervised deep learning applications require time-consuming manual labeling of the dataset by experienced physicians.

In this work, we utilize arterial brain vessel segmentation as a use case to test the ability of GANs to create synthetic neuroimaging data and corresponding labels. Moreover, we investigate the generalizability of the synthesized data on a second, independent dataset. With respect to the generative architectures, we train 3 different GAN architectures on time-of-flight (TOF) magnetic resonance angiography (MRA) image patches of patients with cerebrovascular disease: 1) Deep Convolutional GAN (DCGAN), 2) Wasserstein GAN with gradient penalty (WGAN-GP) and 3) WGAN-GP using spectral normalization (WGAN-GP-SN). With each GAN type, we synthesized both the image and the corresponding label. We validate the generated synthetic patches using two different approaches. In the first approach, we evaluate the quality of the generated patches a) using the Fréchet inception distance (FID) and b) by training a vessel segmentation U-net on the synthetic patches. The U-net’s performance is then assessed on real test data. In total, 66 patients were utilized for this analysis. In the second approach, we use the synthetic patches to pre-train a vessel segmentation model and apply the network weights in a transfer learning setting to pre-initialize the training of a U-net model using up to 15 patients from a second, independent TOF-MRA dataset. The performance of this model is then compared to a U-net model without any pre-training. Finally, to facilitate and accelerate future research on arterial vessel segmentation and to corroborate the usefulness of the state-of-the-art anonymization procedure, we make the synthesized image-label pairs generated in our study available upon request.

2 METHODS

2.1 Network Architecture

The architecture of the proposed DCGAN was adapted from Radford et al. (2016) and Neff et al. (2017). The WGAN-GP is an extension of the original Wasserstein GAN (Arjovsky et al. (2017)) using gradient penalty for regularization (Gulrajani et al. (2017)). For the third architecture WGAN-GP-SN spectral normalization was used in the convolutional layers of the WGAN-GP (Miyato et al. (2018)). The proposed methods and the structure of the GAN is shown in Fig. 1.

The generator \( G \) of all architectures took a noise vector of length 100 sampled from a gaussian distribution as an input. The noise vector was then fed through 6 upsampling convolutional layers using a kernel size of 5 and stride of 2. After each convolution layer, a batch normalization layer and a ReLU activation layer were added, except for the last convolution layer. The activation function used after the last convolution layer is the hyperbolic tangent function. The network then outputs two 96 x 96 images that correspond to one image-label pair \( x_{\text{gen}} \). The objective function for the generators of all architectures were built upon:

\[
L_G = \max_{G} \mathbb{E}_{x_{\text{real}} \sim p_{\text{real}}} \left[ \log(D(x_{\text{real}})) \right] - \mathbb{E}_{x_{\text{gen}} \sim p_{\text{gen}}} \left[ \log(1 - D(x_{\text{gen}})) \right]
\]

The discriminator \( D \) for all architectures took two 96 x 96 images as input which correspond to either a real image-label pair or generated image-label pair. The pairs were again fed through 6 convolutional layers with a kernel size of 5 and stride of 2. After each convolution layer, a batch normalization layer and a leaky ReLU (with a slope of 0.2) were added, except for the last convolution layer. The activation function used after the last convolution layer in the DC-GAN was a sigmoid function. The cost function of the discriminator for the DCGAN was:

\[
L_D = \max_{D} \mathbb{E}_{x_{\text{real}} \sim p_{\text{real}}} \left[ \log(D(x_{\text{real}})) \right] + \mathbb{E}_{x_{\text{gen}} \sim p_{\text{gen}}} \left[ \log(1 - D(x_{\text{gen}})) \right]
\]

For the WGAN-GP and WGAN-GP-SN, a gradient penalty term for regularization was added to the discriminator’s loss:

\[
\text{loss}_D = D(x_{\text{gen}}) - D(x_{\text{real}}) + \lambda \left( \| \nabla_D \mathbb{E} \|ight) - 1)^2.
\]

where \( \varepsilon \sim U[0,1] \). Since the discriminator acted as a critic, the sigmoid activation function in the last convolutional layer was omitted. The batch normalization was replaced by instance normalization to normalize across features and channels in the WGAN-GP. In the WGAN-GP-SN architecture, spectral normalization was used instead of instance normalization.

Before the generated labels were fed into the discriminator, a threshold of 0.8 was applied to obtain binary labels. For training the DCGAN, the Adam optimizer (Kingma and Ba (2017)) with a learning rate of 0.0003 with \( \beta_1 = 0.5 \) was used for both the generator and the discriminator. The batch size was 512 and the model was trained for 178 epochs. To improve stability of the training, label smoothing (ranges 0.7-1.2/0-0.3) and feature matching between the last convolutional layer and the discriminator. The batch size was 512 and both models were trained for 180 epochs. All models were implemented in pytorch and trained on two GeForce GTX 1080Ti.

2.2 Patients

A total of 121 patient MRA data from two studies were used: PEGASUS (N=66) and 1000Plus (N=55). All patients were diagnosed with a cerebrovascular disease. Details on both studies can be found in previous papers, for the PEGASUS study see (Mutke et al. (2014)), for the 1000Plus study see (Hotter et al. (2009)). All the patients gave their informed written consent. The studies have been conducted in accordance with the authorized ethical review committee of Charité - Universitätsmedizin Berlin.
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Figure 1. Workflow of this study (A) and basic architecture of the generative adversarial networks that were trained (B).

Scans were performed on a clinical 3T whole-body system (Magnetom Trio, Siemens Healthcare, Erlangen, Germany; using a 12-channel receive radiofrequency coil (Siemens Healthcare) tailored for head imaging.

Parameters PEGASUS: voxel size = (0.5x0.5x0.7) mm$^3$; matrix size: 312x384 x127; TR/TE = 22ms/3.86ms; acquisition time: 3:50 min, flip angle = 18 degrees.

Parameters 1000plus: voxel size = (0.5x0.7x0.7) mm$^3$; matrix size: 384x268; TR/TE = 22ms/3.86ms; acquisition time: 3:50 min, flip angle = 18 degrees.

For both datasets, skull-stripping was applied. The segmentation labels were produced semi-manually using a standardized pipeline along with 4 raters correcting the labels as described in Livne et al. (2019).

2.3 Data Splitting and Patch Extraction

For the anonymization, 41 out of the 66 PEGASUS patients were used as a training set, 11 were used for validation and 14 for testing. For the transfer learning approach, one to 15 patients in increments of two of the 1000Plus data were utilized for training. The 1000Plus validation set consisted of 10 and the test set of 40 patients.

Due to memory considerations, 2D patches of size 96x96 were extracted from each patient instead of using the whole volume. The data contained 1% vessels and 99% background. To compensate for this imbalance, 500 patches per patient with a brain vessel in the center were extracted. Then, 500 random patches per patient were added. The input patches were normalized to a range between -1 and 1 for the U-net used for anonymization. For the U-net segmentation model, the input was normalized patch-wise to zero-mean and unit-variance.

2.4 Performance Evaluation

The generated images were first visually inspected and then quantitatively compared to the real data using the Fréchet inception distance (FID) (Heusel et al. (2018)). The FID measures the similarity of the real and generated images by feeding both into an Inception-
GAN models with a segmentation performance of 0.82 DSC/28.97.

The FID was calculated for 41,000 generated patches of all three architectures with the respective 41,000 real patches. The lower the FID, the higher the similarity of the generated data to the original data.

As a second evaluation, the state-of-the-art "half U-net" used in Livne et al. (2019) was trained with generated data as well as both real and generated data. The parameters learning rate and dropout rate were tuned with respect to the validation set. Each segmentation network was trained for 15 epochs. Then, the performance was evaluated on the binary segmentation maps of the test set by the DSC and the 95th percentile of the Hausdorff distance (95HD):

$$\text{DSC} = \frac{2TP}{2TP + FN + FP},$$

where TP are the true positives, FP the false positives and FN the false negatives. The Hausdorff distance is defined as:

$$\text{HD} = \max\{\max_{i\in[0,N-1]}d(i,P,G), \max_{i\in[0,M-1]}d(i,G,P)\},$$

where $N$ and $M$ denote the number of voxels on the vessel tree of the ground truth $G$ and the prediction $P$ respectively. $d(i,P,G)$ is defined as the distance from vessel voxel $i$ in $G$ to the closest vessel voxel in $P$. The 95HD was then the 95th percentile Hausdorff distance for each voxel, averaged over each voxel and each patient. It was measured in millimeters.

In the second part of the analysis, the performance of the U-net trained on the generated patches was evaluated on the 1000Plus dataset. For an increasing number of training patients (1, 3, . . . , 15) the U-net was trained from scratch and using the weights from the model trained on the generated image-label pairs (transfer learning). The performance of using real data only and transfer learning was then compared by assessing the DSC and 95HD on the validation and test set.

### 3 RESULTS

Overall, generated synthetic patches showed high similarities to the training set patches, in particular those that were synthesized by the WGAN-GP-SN. The patches generated by the DCGAN showed a lower resolution with slight checkerboard artifacts compared to the original patches. The generated corresponding labels fit well to the patches for all models. A subset of the synthesized image-label pairs for all GAN architectures as well as original image-label pairs are shown in Fig. 2A to D. In the quantitative assessment, the data generated by the WGAN-GP-SN architecture showed the highest similarity to the real data with a FID of 38.05 compared to 105.96 for the worst performing DCGAN. All FID values for real and synthesized data can be found in Table 1.

In the first validation approach, the U-net trained on data generated by the WGAN-GP-SN showed the highest performance of 0.82 DSC/28.9795HD. The U-net trained on real PEGASUS data showed a performance of 0.89 DSC/26.57 95HD. The same model showed a similarly high performance in the external validation on the 1000Plus data with 0.88 DSC/25.68 95HD. Quantitative results for all models trained on generated and/or real data can be found in Table 2.

In the second validation approach applying transfer learning, the U-net pre-initializes with the weights from training on synthesized patches exhibited a higher performance compared to the model trained from scratch on real data only could be observed. Particularly when training on patches from one patient only (n=1000), transfer learning using patch-label pairs generated by the WGAN-GP-SN led to a higher performance in terms of DSC and 95HD (DSC/95HD 0.91/25.68 compared to 0.85/27.36). This observed performance difference between pre-initialized models and models trained from scratch became smaller when more patients were used for training. Results of the transfer learning approach are visualized in Fig. 3. Fig. 4 shows the error maps for both approaches on one example patient in large vessels (Fig. 4A and C) and small vessels (Fig. 4B and D).

### 4 DISCUSSION

We present a Wasserstein-GAN based model for the generation of synthetic TOF-MRA imaging data and corresponding labels. The model generated synthetic data of high quality, as evidenced visually and through the FID measure, and retained much of the predictive properties of the original images. Here, a predictive model for vessel segmentation trained on synthetic data alone showed a good performance on one dataset and excellent performance in an external validation set. The synthetic data were also successfully applied in a transfer learning approach where training was pre-initialized with weights from a model trained on synthetic data. It outperformed the models trained on real data. Our results mark a significant step towards the use of GAN-based models to generate synthetic and state-of-the-art anonymous data. Consequently, this approach has the potential to significantly accelerate research in the field of neuroimaging.

While the image-label pairs synthesized by the DCGAN showed some artifacts, the more recent GAN architectures (WGAN-GP and WGAN-GP-SN) produced higher resolution data that looked similar to the real data (Fig. 2). The superiority of the WGAN-approaches was confirmed by higher FID values as well as the improved performance of the U-net segmentation models trained on synthetic data. This can be explained by the inherent differences between Wasserstein-GANs and the DCGAN. In contrast to the DCGAN, the loss function of the WGAN-GP architectures utilizes the Earth Mover’s distance and is bounded by a Lipschitz constraint (Arjovsky et al. (2017); Gulrajani et al. (2017)). This works as a robust regularization and enhances training stability while diminishing mode collapse at the same time. This explains why the WGAN-GP produced more realistic looking image-label pairs. Other studies confirm the
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Figure 2. Real and synthesized image patches with corresponding labels. (A) to (C) show image-label pairs generated by DCGAN (A), WGAN-GP (B) and WGAN-GP-SN (C) respectively. (D) show real patches and corresponding labels. The synthesized patches resemble real vessel patches and the labels fit well to the patches, especially those generated by WGAN-GP-SN (C).

superiority of Wasserstein GAN architectures over the DCGAN (Arjovsky et al. (2017); Gulrajani et al. (2017)). A recent addition to GAN architectures was the introduction of spectral normalization. This method additionally restricts the discriminator’s weights for each layer in order to stabilize training even for high learning rates (Miyato et al. (2018)). As evidenced in our work, spectral normalization is also beneficial for the application of Wasserstein GANs, and the combination of both regularization techniques (WGAN-GP-SN) yielded the best image quality both by visual inspection as well as in terms of FID. These techniques have thus supported the preser-
Table 2. Summary of the Dice similarity coefficient (DSC) and the 95th-percentile Hausdorff distance (95HD) of the U-net on validation and test set. Each metric is averaged over patients. The artificial patches were generated by Generative Adversarial Networks (GANs) trained on the PEGASUS dataset. For data augmentation, both real and generated patches have been used for training. For anonymization the U-net was trained on generated patches only. Models trained on anonymized, synthetic data only show performances close to the model trained on real data.

| Model            | mean DSC val | mean DSC test | mean 95HD [mm] val | mean 95HD [mm] test |
|------------------|--------------|---------------|-------------------|-------------------|
| U-net on real PEGASUS data (Livne et al.) | 0.88 | 0.89 | 29.50 | 26.57 |
| Data augmentation (real data (PEGASUS) and generated data) | | | | |
| DCGAN            | 0.89 | **0.90** | 30.22 | **25.61** |
| WGAN-GP          | 0.89 | 0.89 | 28.03 | 30.01 |
| WGAN-GP-SN       | 0.89 | 0.89 | 29.91 | 26.51 |
| Anonymization (trained on generated data only) | | | | |
| PEGASUS anonymization models: validated and evaluated on PEGASUS data | | | | |
| DCGAN            | 0.82 | 0.79 | 34.58 | 31.25 |
| WGAN-GP          | 0.82 | 0.78 | 34.64 | 33.70 |
| WGAN-GP-SN       | 0.85 | **0.82** | 30.88 | **28.97** |
| PEGASUS anonymization models evaluated on real 1000Plus | | | | |
| DCGAN            | - | 0.76 | - | 26.79 |
| WGAN-GP          | - | 0.85 | - | 26.98 |
| WGAN-GP-SN       | - | **0.88** | - | **25.68** |

Figure 3. Performance evaluation for segmentation for an increasing number of patients on the 1000Plus dataset when trained from scratch (green) and using transfer learning (blue). The black dotted lines indicate the performance of the Unet on the real PEGASUS dataset. Especially for up to 5000 data samples the pre-trained WGAN-GP-SN outperform the models without any pre-training.

GAN architectures have the potential to generate anonymized data since the generator does not have direct access to the training data. This also holds true for this study: the generator synthesizes patch-label pairs from a noise vector. However, a recent study by Hayes et al. (2019) shows that DCGANs might be vulnerable to so-called membership inference attacks (Shokri et al. (2017)). Such attacks aim to identify whether a given data sample was part of the original training set or not. To prevent this, differentially private GANs (DPGANs) have been introduced (Xie et al. (2018)). Here, carefully adjusted noise is introduced in the gradients during the discriminator’s training. While these GANs have the potential to ensure a certain level of privacy, they show poorer performance to date (Mukherjee et al. (2020)) and have only been trained on natural image datasets yet. Training a DPGAN on sparse medical imaging datasets remains a major challenge. While DPGANs might provide even further advantages in anonymization, we argue that our synthesized patch-label pairs are already state-of-the-art anonymized. For one, in the WGAN-GP-SN approach, we apply Lipschitz regularization techniques such as gradient penalty and spectral normalization. Wu et al. (2019) found that these techniques might reduce information leakage and might even make the trained models resistant to membership inference attacks. Furthermore, we use randomly sam-
Figure 4. Error maps for one example patient from the 1000Plus study using one patient when training from scratch (A, B) and using transfer learning from WGAN-GP-SN generated patches (C, D). True positives are shown in red, false positives in green and false negatives in yellow. Transfer learning led to less errors, especially on small vessels (B, D).

pled 2D patches in this study. Thus, for a successful membership inference attack two events must coincide: First, the real training data that is protected by state-of-the-art hospital security systems has to be leaked. Second, the patches need to be extracted in the exact same way as in the GAN-training process to allow re-identification. The minuscule probability of these events to happen is comparable to other theoretical scenarios of state-of-the-art anonymization. For example, any tabular data anonymized using state-of-the-art techniques could be re-identified when compared with the leaked original data. Thus, we consider our generated patches anonymous and hence make them available for researchers upon request.

Our results are also promising for AI in healthcare product development (Higgins and Madai (2020)). In the medical AI research setting, a strong focus on performance in homogeneous samples can be observed. This is in stark contrast to the requirements for a medical imaging product. A product is supposed to be used in a real world setting confronted with highly heterogeneous data reflecting different settings and multiple hardware options. Thus, product development should focus as much on training on heterogeneous data as on keeping the necessary performance (Higgins and Madai (2020)). This, however, is currently highly challenging as data is a scarce resource due to limited availability. Our results show that a relatively small amount of data is sufficient to generate robust results. Thus, a GAN-based anonymization approach could allow the generation of high quality data from a smaller number of patients from multiple locations that - in total - reflect the full distribution of soft- and hardware settings in the clinical setting. Here, the possibility to generate high-quality labels as evidenced by our study is also a great advantage. Notably, a GAN model also learns the quality of the labels provided during training. Thus, the final performance of any model trained on synthetic data will also be dependent on the quality of the real labels. Providing high-quality labels is no simple task and requires usually hours of manual labor by highly qualified medical staff. Thus, a novel GAN-based approach to product development could entail the high-quality labeling of relatively small data-sets from multiple data providers that are then anonymized and pooled for training. This would on one hand keep development costs relatively low which is a prerequisite for startup success. On the other hand, such an approach would ensure both high performance and low bias as the chance for out-of-sample data in the clinical setting would be significantly lowered.

Our study has several limitations. The DCGAN is 2D due to computational restrictions. 3D approaches could help extracting information about the 3D vessel tree structure and in this way improve the performance of the segmentation task. Another limitation is the calculation of the FID. Due to computational restrictions it was only calculated to confirm the quality of visually inspected images and not for every epoch in an end-to-end solution. Secondly, the FID for assessing the image quality might not be ideal. Although it is used as a quality measurement in the medical field (Haarburger et al. (2019); Cao et al. (2020)), it was originally designed for natural images and hence might not entirely capture relevant features for medical imaging. Thus, further research on assessing image quality specific to medical images should be undertaken.

5 CONCLUSION

This study marks a step towards state-of-the-art anonymization of medical imaging data while maintaining crucial predictive features within the image patch. We show that these features might be generalizable to another, independent dataset. Our initial performance for vessel segmentation on the PEGASUS dataset already is relatively high. We show that training more advanced GAN architectures can further increase the quality of synthesized image-label pairs. By using only one patient from a different cohort, we can achieve a high comparable performance on an independent dataset. Our synthesized image-label pairs allow other researchers to build models that only require few labeled patient data and will significantly facilitate research in this domain. It may be the case that our framework achieves similar results on other medical segmentation tasks. This could lead to a lower demand of labeled patient data and allow more data sharing of anonymized data. Nevertheless, further studies should assess the generalizability of this analysis to other (more complex) segmentation problems.
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