Discovering loop conformational flexibility in T4 lysozyme mutants through artificial intelligence aided molecular dynamics
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Abstract

Proteins sample a large variety of conformations distinct from their crystal structure. These structures, their thermodynamic propensities, and the pathways for moving between them contain a wealth of information about protein function that is hidden from a purely structural perspective. Molecular dynamics simulations can uncover these higher energy states but often at a prohibitively high computational cost. Here we apply our recent statistical mechanics and artificial intelligence based all-atom molecular dynamics framework for enhanced sampling of protein loops in three mutants of the protein T4 lysozyme. We are able to rank these three mutants according to the stability of their excited state and accurately recover the thermodynamic stability found through experiment. By an analysis of the optimized reaction coordinates, we also obtain crucial insight into why these specific but small perturbations in sequence space lead to tremendous variations in conformational flexibility. Our framework thus allows comparison of loop conformation populations without the extensive computational resources previously required to conduct such a study, and should be directly applicable to a range of macromolecules including proteins, nucleic acids and others.

Significance Statement

Understanding and predicting the relationship between protein sequence, structure and function has been a longstanding dream in biophysics. One of the many reasons why this is an especially difficult problem is that often a given sequence does not imply one fixed structure. On one hand, the so-called “folding problem” can be considered solved either through experiments (1–4) or even artificial intelligence (AI) (5). On the other hand, while it is useful to consider the single most stable protein crystal structure for a given sequence determined through experiments and/or theory, the typical model of proteins has shifted from static objects to fluctuating polymers (6–8). Considering the fluctuations of proteins between various structures, even rare ones, has been shown to increase our understanding of the mechanisms underlying protein function (9–11), yet these fluctuations are hard to quantify through even state-of-the-art experiments (11–13). One particularly interesting class of conformational rearrangements is the movement of surface-exposed loops which exhibit much greater flexibility than the rest of the protein. This class of problems is relevant both from the perspective of a fundamental understanding of the chemistry of life processes (14, 15), as well as discovering druggable targets for inhibiting different diseases that offer both specific and potent action (16, 17).

A particularly well-characterized yet puzzling system for studying loop movement as well as the related problem of ligand recognition is the L99A mutant of the protein T4 lysozyme, in which a leucine residue at position 99 is replaced with alanine, opening up a pocket for binding small hydrophobic ligands such as benzene (18). This L99A mutated protein populates two well-defined states: the ground state (GS) and an excited state (ES), with populations of roughly 97% and 3% respectively at 25°C (19). The excited state is characterized by the rotation of the phenylalanine residue F114 into the binding pocket and unification of two adjacent helices (20). Additionally, benzene egress appears to take place during the transition from the ground state to the excited state, as the F114 moves into a buried position occupying the cavity previously filled by benzene (21, 22).

Previous computational studies have attempted to detail underlying mechanisms of this transition, but many aspects are still not fully understood (23, 24). For instance, in addition to the L99A mutant, two other point mutants of T4 lysozyme have been discovered which very significantly alter the population of the ground and excited states (20). These two mutants, L99A, G113A (double mutant) and L99A, G113A, R119P (triple mutant) have 66:34 and 4:96 ground state:excited state populations of roughly 97% and 3% respectively at 25°C (19). The excited state is characterized by the rotation of the phenylalanine residue F114 into the binding pocket and unification of two adjacent helices (20). A detailed atomic level insight into why and how such point mutations (Fig. 1) so drastically affect this protein’s conformational landscape is still missing. While computational and experimental methods have clarified such structural fluctuations and ligand binding pathways in L99A mutants (19), the processes underlying the movement of these loops and the effects of mutations on these processes remain unknown.

In this work, we aim to address these questions using a statistical mechanics and artificial intelligence based all-atom molecular dynamics framework that allows us to conduct rare events sampling (16–18). This framework allows the simulation of multiple states and equilibration, which is important for understanding the relationship between the single most stable structure and the excited state as well as the underlying mechanism for benzene egress. The framework utilizes recent advances in the field of rare events enhanced sampling (16–18), which are critical for the equilibrium sampling of low-population excited states. We show that the triple mutant is more stable than the double mutant, and benzene egress is significantly more difficult. This behavior is consistent with theoretical predictions (25) and previous computational and experimental studies (20, 26). Our results also provide insight into why these specific but small perturbations in sequence space lead to tremendous variations in conformational flexibility.
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T4L in recent years, this system still presents a challenge due to the high degree of flexibility and size of the surface-exposed loop near the binding pocket (23, 25). This set of three mutants thus serves as an excellent benchmarking set for methods that seek to sample loop conformations including this current work.

Our aim in this work is to demonstrate how our recent enhanced molecular dynamics (MD) simulation algorithms grounded in statistical mechanics and AI (26–30) can be used to obtain such insight in this classic test-piece system, thereby opening the possibility to answer such questions in the future in generic proteins with related unanswered questions of practical and fundamental relevance (31, 32). In principle, MD simulations can give such insights into the thermodynamics and biophysical mechanisms behind these protein conformational changes by providing data at the all-atom and femtosecond resolution, which can be expensive to obtain in experiments (33). However, MD simulations have a crippling timescale problem: reaching even the millisecond threshold on even the most specialized supercomputers is very difficult due to the sheer number of interactions that need to be computed per timestep and the short timescale of bond vibrations restricting each timestep to a femtosecond or two at best (34). Often, these metastable protein conformations are separated by high energy barriers that make exchanges between these conformations much slower than hundreds of microseconds and therefore practically inaccessible to classical MD simulations (28).

To overcome this timescale problem, enhanced sampling methods have been designed to accelerate the sampling of protein configurations (35–37). One such method is metadynamics (28, 38, 39). If given a carefully constructed reaction coordinate (RC) that has sufficient overlap with the relevant slow degrees of freedom, metadynamics can gradually enhance fluctuations along this RC to efficiently move the system between known and unknown metastable states in a controlled, reweightable manner (28). The major limitation of metadynamics and arguably many other enhanced sampling methods as well is the dependence of its performance on the selection of the RC whose fluctuations are enhanced through biasing. Traditionally, this RC has been chosen by hand using chemical intuition and results from previous studies. But in recent years methods have been developed which aim to learn RCs with minimal human intuition (26, 27, 40–48).

One such AI-inspired method is Reweighted Autoencoded Variational bayes for Enhanced sampling (RAVE), which is based on the principle of predictive information bottleneck (PIB), originally proposed to model neuronal behavior in retinal cells (49) and more recently as an explanation for the generic success of deep learning and AI (50). In a nutshell, the PIB is the minimally complex yet maximally predictive model for describing the evolution of a given dynamical system (27, 51). RAVE learns such a PIB in an iterative procedure, interpreting it as the RC to be used as a biasing variable in enhanced sampling (26, 27). Here, we construct this RC as a linear combination of selected basis functions or order parameters (OPs). These OPs can number in the hundreds to thousands and are generic features such as protein-ligand or protein-protein contacts. Here we first use our method Automatic Mutual Information Noise Omission (AMINO) (30) that screens for redundancies among this very large and generic set of OPs, screening for example if two protein-ligand contacts carry the same information or not. The output from AMINO is fed to RAVE (26, 27) which then uses the PIB to construct a RC as a linear combination of the AMINO OPs. The RC is then used as biasing variable in metadynamics, and the biased metadynamics trajectory itself is fed back to RAVE to further optimize the RC. The iteration between deep learning and sampling continues until multiple transitions between different metastable states are sampled. While this study uses metadynamics, any enhanced sampling method that uses a biasing RC can be used with AMINO and RAVE. Through this automated protocol, we are able to compare the changes in ground and excited state populations due to point mutations and gain insights into the underlying mechanisms causing these changes. We are also able to analyze the RC and its constituent basis functions for different sequences and gain mechanistic insight into how small perturbations in sequence space lead to enormous effects in the structure space. We expect that the procedure using AMINO, RAVE, and enhanced sampling illustrated in this work can be generalized to sample a wide array processes undergone by macromolecules, especially those which have not been studied extensively enough to have standard enhanced sampling parameters.

Results

Summary of Methods. Here we briefly summarize the methods used in this work, with full details given in Materials and Methods. Short unbiased MD simulations were performed for each of the three mutants starting from their respective x-ray crystal structures. Starting from a much larger list of different inter-residue contacts, AMINO (30) generated a minimal, representative set of OPs for each of the 3 systems. A first round of RAVE was then applied to the unbiased MD trajectory to learn a RC as a linear combination of the OPs output from AMINO. Well-tempered metadynamics (28) simulations were performed using this RC to accelerate the sampling, and the resultant biased trajectory was fed back to RAVE to learn an
improved RC. This iterative procedure allows us to explore conformational space much faster than traditional MD while returning RCs in terms of human-interpretable variables such as the distances between C\_\text{\scriptsize{O}} atoms used in this study. The iteration between RC optimization through RAVE and sampling through well-tempered metadynamics was terminated when the latter achieved multiple back-and-forth transitions between the starting state and other metastable states. Once RC optimization was completed, two longer 500 ns productions of metadynamics were performed for each mutant.

**Order Parameter and Reaction Coordinate Analysis.** The minimal OP set output from AMINO and the subsequently optimized RCs are shown for the 3 different mutants in Table 1. Two comments are critical here. First, as can be seen in Table 1, the dimensionality of the minimal OP set differed for the three mutants. Second, the RCs were all 2-dimensional. We first attempted to perform the protocol of this work with a 1-dimensional RC, but subsequent rounds of metadynamics and RAVE were found to show no improvement in sampling. As such we used a 2-dimensional RC wherein sampling improved with subsequent training rounds. This RC was comprised of components \( \chi_1 \) and \( \chi_2 \) which themselves were expressed as linear combinations of the input OPs.

Looking at the dimensionality of the minimal OP set for each mutant we can determine how many independent components are needed to describe the loop’s dynamics and what type of components are needed to do so. We can see that the single, double and triple mutants have 16, 10 and 5 independent OPs respectively. Thus for the single mutant, there are more possible contacts whose fluctuations can lead to change in the RC, or equivalently, whose fluctuations can cause back and forth movement between metastable states. Moreover, each subsequent mutation appears to lower the number of OPs or equivalently lowers the global flexibility of the protein. While the single mutant needs an overall higher number of contacts to describe the RC for conformational change, even more interestingly, the double mutant has a larger number of these contacts between residues from the loop region. This means that the double mutant’s loop conformational rearrangements have a greater number of degrees of freedom, or in other words, the loop in the double mutant is more flexible than the other two mutants while the single mutant exhibits greater global flexibility (52).

In general the use of AI-based frameworks suffer from an interpretability issue due to the black-box nature of AI. In RAVE the use of a simple linear encoder circumvents this problem and allows us to directly look at the weights of the OPs themselves. When considering the highest three weights for each RC component of each mutant (shown in Fig. 2), the single mutant has few inter-loop contacts, while the double mutant has primarily inter-loop contacts and the triple mutant has a mix of inter-loop contacts. This again means that not only does the double mutant show greater local flexibility but that this local flexibility plays a key role in the cavity-adjacent loop’s rearrangements, while the triple mutant is globally as well as locally less flexible than the other two given the much smaller number of independent OPs. Further, we needed to consider a two-component RC to sample the loop’s movement which implies that there are two processes that must occur in order for the conformation to change.

In summary so far, we see from analyzing the RCs as well as the OPs needed to build them, that subsequent mutations lower the protein’s global flexibility, and from the increased number of inter-loop OPs that the double mutant’s loop residues have increased local flexibility. While conformational change in the single and the triple mutants needs to be triggered by long-distance fluctuations in the protein, changes in the double mutant can be triggered through short-distance fluctuations. This difference could possibly be a reason for why these three sequences differ so distinctly in their propensity for taking different conformations.
Table 1. Reaction coordinate definitions for each mutant. $\chi_1$ and $\chi_2$ refer to the first and second component of a two-dimensional RC. The order parameters are defined as the distance between two Co atoms. Order parameters using two cavity-adjacent loop residues are shown before other order parameters and are in italics.

| Single Mutant Distances | $\chi_1$ Weight | $\chi_2$ Weight | Double Mutant Distances | $\chi_1$ Weight | $\chi_2$ Weight | Triple Mutant Distances | $\chi_1$ Weight | $\chi_2$ Weight |
|--------------------------|-----------------|-----------------|-------------------------|-----------------|-----------------|-------------------------|-----------------|-----------------|
| G110 - L118              | -0.249          | 0.895           | G110 - V111              | 0.820           | 1.000          | V111 - A112              | -0.047          | -0.083          |
| V111 - A112              | -0.498          | 0.052           | A112 - G113              | 0.660           | 0.110          | S116 - S117              | -0.248          | -0.103          |
| A112 - G113              | 0.221           | -0.017          | A113 - S117              | 0.307           | 0.326          | S117 - L118              | 0.087           | 0.559           |
| T115 - N116              | -0.197          | -0.075          | N116 - M120              | -0.262          | -0.228         | I27 - T115               | 1.000           | -0.547          |
| Y25 - T115               | -0.056          | -0.406          | S117 - L118              | -0.715          | -0.430         | F114 - T152               | 0.476           | 1.000           |
| G28 - G110               | 0.083           | -0.411          | L118 - R119              | -0.651          | -0.298         |                               |                 |                 |
| T34 - F114               | -0.409          | -0.006          | K43 - V111               | 0.256           | -0.099         |                               |                 |                 |
| T34 - L118               | 0.669           | 0.385           | R76 - V111               | 0.558           | -0.181         |                               |                 |                 |
| K43 - F114               | 0.120           | -0.425          | R119 - K124              | -0.133          | 0.435          |                               |                 |                 |
| A49 - N116               | 0.062           | -0.162          | M120 - L121              | 1.000           | 0.256          |                               |                 |                 |
| F67 - N116               | 0.237           | 0.767           |                               |                 |                 |                               |                 |                 |
| K85 - A112               | -0.016          | 0.297           |                               |                 |                 |                               |                 |                 |
| A87 - T115               | 1.000           | -0.701          |                               |                 |                 |                               |                 |                 |
| T142 - R119              | 0.206           | 1.000           |                               |                 |                 |                               |                 |                 |
| R154 - G113              | 0.082           | 0.393           |                               |                 |                 |                               |                 |                 |
| T157 - N116              | -0.056          | 0.975           |                               |                 |                 |                               |                 |                 |

Free Energy Calculation. With the two-dimensional RCs as described in the previous sub-section for different mutants, we then performed 500 ns of metadynamics for each mutant. Two independent copies were performed to reduce noise and ascertain run-to-run variability. The effect of the metadynamics bias was reweighted in order to recover unbiased statistics (53). These reweighted statistics were then combined with definitions of various states/conformations to calculate the free energy difference between the ground and excited states. To stay consistent with literature (23, 24) we defined these states in terms of three variables: (i) the F114 $\Psi$ dihedral angle, (ii) the hydrogen bonding distance between G113 and S117, and (iii) the RMSD deviation over Cα atoms from the non-native conformation for each mutant (PDB: 2LCB for single and double mutants and PDB: 1L90 for the triple mutant). The distance and dihedral angle shown in Fig. 1 have been used in previous studies (23) but we found them to be insufficient to define the states as they could yield false positives. Specifically, the secondary structure of the cavity-adjacent loop may become distorted over time which may yield conformations that match the distance and dihedral criteria for a state but do not correspond to the entry and exit of the cavity by F114. Thus in order to avoid getting trapped in these conformations we only considered conformations with RMSD below a given threshold.

These unfolded states must be accounted for in both state definition and metadynamics simulation. Even a biased simulation with an optimized RC, or equivalently a very long unbiased simulation, can get trapped in these unfolded configurations with very high RMSD from any state of interest. In principle these trapping states are not a problem as the simulation would eventually return to regions of greater interest. However, they can lead to debilitating computational efficiency. Therefore, we included a wall in terms of RMSD that prevents the protein from exploring conformations far from the states of interest in our metadynamics simulation (see details in Materials and Methods). The state definitions using distance, dihedral, and RMSD were set using a semi-automatic procedure whose details are provided in Materials and Methods.

Once these state definitions, shown in Table 2, had been established for each mutant, we calculated the relative thermodynamic stability of these conformations, as quantified by their free energy difference. In Fig. 3 we show the free energy differences between the excited and ground states over the two independent 500 ns metadynamics runs each for the single, double and triple mutants respectively. While there is run to run scatter, the averaged values shown in Fig. 4 (see Materials and Methods for averaging and error estimate protocols) are in excellent qualitative and quantitative agreement with the experimental values reported by Bouvignies et al. (20). It should be noted that the plateaus in free energy in Fig. 3 can correspond to either a converged estimate of the free energy difference or prolonged exploration of conformations that do not correspond to their the ground or excited state. However, as can be seen from the trajectories of different OPs as well as movies provided in Supplemental Information (SI) we have ample movement between different conformations. In the SI we also provide various free energy profiles (Figs. S1-S4) along relevant OPs, including the RMSD, and RC components. These profiles show clearly as to why we needed to use restraints in the RMSD space. In order to ascertain how sensitive our calculations are to the use of such restraints, we did not apply such a restraint for the triple mutant. While we still obtained relative free energy in good agreement with experiment (Fig. 3), the corresponding Fig. S3 in SI when compared with Figs. S1 and S2 where we did use restraints shows the usefulness of doing so. Finally, Fig. S4 in the SI shows how the estimate from Fig. 3 would have changed with different RMSD values used in defining states (Table 2). The values are extremely robust until we reach the range where the restraints were active and the sampling is no longer reliable.

Discussion

In this work we have proposed and demonstrated an all-atom molecular dynamics based simulation protocol for quantifying flexible loop conformational propensities as a function of the
underlying protein sequence. The enhanced sampling procedure of this work represents an automated framework for sampling loop conformations which can be used for both free energy ranking of known states and discovery of new states. Here we have applied to the classic but challenging test-piece of mutations in the T4 lysozyme family of proteins. Comparing the final free energy differences and their error calculated with block averaging (Fig. 4), a clear ranking emerges recovering the correct order of thermodynamic stability. Not only is the ranking correct, but for all 3 mutants we obtain conformational free energy differences that are nearly identical to the experimental values, within thermal fluctuation and sampling error margins. In addition to obtaining correct thermodynamic propensities of the different conformations, we have also gained crucial atomic-scale insight into the differences in the dynamics between the three mutants. We see that the total number of OPs needed to describe the dynamics of each mutant decreases as additional mutations occur suggesting a decrease in global flexibility. Despite the trend with the total number of OPs, the double mutant has the largest number of inter-loop OPs suggesting increased local flexibility in the cavity-adjacent loop. We also obtain insight from looking at the weights of the different OPs that build up the RC for the 3 systems. We see that the increased local flexibility in the double mutant plays a key role in its conformational rearrangements.

While this work presents a step towards a fully automated procedure for sampling loop conformations in all-atom resolution, we would like to highlight that the state definitions for loop conformations is still an open problem that requires a large quantity of expert knowledge. Though state definition is not yet automated in our work, thereby leading to us not calling it fully automated as of yet, progress has been made in developing generalized methods for state definition for example using path collective variables (24). In conclusion, the combination of statistical mechanics and AI-based methods AMINO, RAVE and metadynamics allowed us to enhanced the sampling of the ground and excited states in flexible proteins in a semi-automatic manner with minimal human intervention. Through this we could obtain accurate free energies as well as physically relevant basis functions that give direct mechanistic understanding into protein conformational plasticity, and hopefully inspire future experimental or computational studies.

### Materials and Methods

**AMINO.** In this work, we constructed our RC as a linear combination of a set of basis functions, which we call order parameters (OPs). AMINO starts with a large dictionary of OPs and uses an information theoretic approach to identify redundancies in the full dictionary to return a reduced set of OPs for use in RC construction (30).

AMINO runs a k-means clustering procedure on the set of OPs based on the following distance metric:

\[
D(X;Y) = 1 - \frac{I(X;Y)}{H(X) + H(Y)}
\]

\[
= 2 - \sum_{x \in X} \sum_{y \in Y} P(x) * \log(P(x) * (P(y)) = \sum_{x \in X} P(x) \sum_{y \in Y} P(y)
\]

As input to AMINO for each system, we used a combination of a 50 nanosecond unbiased trajectory beginning in ES and a 50 nanosecond unbiased trajectory beginning in GS to form a combined trajectory of 100 nanoseconds. Since AMINO needs only estimates of the stationary probability density, preserving the temporal ordering of data points is not needed, and this kind of mixing is acceptable. From these trajectories the contact points used to construct the OPs for each system were the following:

1. Category I: The CO of every amino acid in the loop, which were defined to be amino acids in the range [110, 120].
2. Category II: Every third CO that is not in the above loop range.

In the second category in principle we could take every amino acid and not just the third, but the latter helps with computational efficiency. In future versions of AMINO we hope to make it possible to consider every amino acid in a computationally efficient manner. The input OPs to AMINO were the distances between every pair of

### Table 2. State definitions for the ground and excited states of each mutant using F114 Ψ, 113-117 distance, and RMSD.

| Mutant | GS Distance (Å) | GS Ψ (radians) | ES Distance (Å) | ES Ψ (radians) | RMSD Cutoff (Å) |
|--------|----------------|---------------|----------------|---------------|----------------|
| L99A   | 7 ±1.5         | 0.75 ±375     | 2.5 ±1.5       | -0.75 ±375    | < 3.6          |
| L99A, G113A | 6 ±1.5     | 0.75 ±375     | 2.5 ±1.5       | -3.0 ±375     | < 4.4          |
| L99A, G113A, R119P | 6 ±1.5 | 0.75 ±375     | 2.5 ±1.5       | -0.75 ±375    | < 5.0          |

In the second category where both the ground and excited states have been visited. The evolution of ΔG for each replica is shown in red and blue. The ΔG corresponding to the average probabilities of the two replicas is shown in purple. The ΔG value reported in 20 is shown as a dashed line.

---

**Fig. 3.** Free energy differences between the excited and ground states over time for the single mutant (a), double mutant (b), and triple mutant (c) starting from the first timestep where both the ground and excited states have been visited. The evolution of ΔG for each replica is shown in red and blue. The ΔG corresponding to the average probabilities of the two replicas is shown in purple. The ΔG value reported in 20 is shown as a dashed line.
RAVE. RAVE took the output OPs from AMINO and uses a information bottleneck based protocol to learn the RC, which was then used in metadynamics to enhance the sampling. The sampling from metadynamics is then fed back to RAVE to learn a better RC, which in turn is used to perform a newer round of metadynamics. The iteration between metadynamics and RAVE is continued until sufficient conformational space is sampled. The use of these RMD barriers makes the procedures more efficient but less automated than using AMINO and RAVE alone. This can be improved by varying the metric that does not rely on crystal structures but describes secondary structure such as the alpha helix and beta sheet RMSDs developed by Pietrucci and Laio (59).

$$V(RMSD) = 10000(RMSD - 5)^4 \text{ (kJ/mol)}$$ [4]

$$V(RMSD) = 10000(RMSD - 4.5)^4 \text{ (kJ/mol)}$$ [5]

**State Definitions.** The distance and $\Psi$ dihedral ranges for each state were set using the equilibrium values along each variable for each mutant, where the equilibrium values were obtained from the average probabilities across the mutant’s two 500 ns metadynamics runs. The center of the ranges were set to the local minima closest to those reported in Ref. 23 and the range around these centers was set by hand to be a static range across mutants which covered the minima but overlap with the other state for any mutants. The RMSD cutoffs were then set to be the RMSD of the each mutant’s equilibrated structure + 1 Å.

**Data Availability.** The input files necessary for reproducing the metadynamics simulations reported in this paper can be found on PLUMED-NEST at plumed-nest.org/eggs/20/007/ (56). The scripts necessary for reproducing the OP and RC calculations can be found on GitHub.com/tiwaraylab.
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Fig. S1. The single mutant free energy surface in kJ/mol projected along (a) the distance between $c_{\alpha}^{113}$ and $c_{\alpha}^{117}$, and the F114 $\Psi$ dihedral angle, (b) the two reaction coordinate components, (c) RMSD and the 113-117 distance, and (d) RMSD and F114 $\Psi$. The ground state is shown in a dashed black box while the excited state is shown in a dashed white box. (b) displays the need for a 2D reaction coordinate as there are free energy wells that need both $\chi_1$ and $\chi_2$ to be distinguished from each other. (c) and (d) demonstrate the necessity for a RMSD cutoff by showing the change in state populations as RMSD increases to levels far from the native conformations.
Fig. S2. The double mutant free energy surface in kJ/mol projected along (a) the distance between $c\alpha_{113}$ and $c\alpha_{117}$, and the F114 $\Psi$ dihedral angle, (b) the two reaction coordinate components, (c) RMSD and the 113-117 distance, and (d) RMSD and F114 $\Psi$. The ground state is shown in a dashed black box while the excited state is shown in a dashed white box. (b) displays the need for a 2D reaction coordinate as there are free energy wells that need both $\chi_1$ and $\chi_2$ to be distinguished from each other. (c) and (d) demonstrate the necessity for a RMSD cutoff by showing the change in state populations as RMSD increases to levels far from the native conformations.
Fig. S3. The triple mutant free energy surface in kJ/mol projected along (a) the distance between cα 113 and cα 117, and the F114 Ψ dihedral angle, (b) the two reaction coordinate components, (c) RMSD and the 113-117 distance, and (d) RMSD and F114 Ψ. The ground state is shown in a dashed black box while the excited state is shown in a dashed white box. (b) displays the need for a 2D reaction coordinate as there are free energy wells that need both χ1 and χ2 to be distinguished from each other. (c) and (d) demonstrate the necessity for a RMSD cutoff by showing the change in state populations as RMSD increases to levels far from the native conformations. Note that for this system we did not apply any RMSD restraints to see how robust our calculations are. This has led to an overall noisier free energy profile as the systems spends time in many trapping states described in the main text. However, as can be seen in the main text, we still obtain relative thermodynamic propensities for the two conformations in decent agreement with experimental benchmarks.
Fig. S4. Final free energy differences for all three mutants calculated using varying RMSD cutoff values in the state definitions. With a misleading RMSD cutoff, we either exclude one of the states or include conformations where the cavity-adjacent loop is distorted. These effects can be seen in the spikes at low RMSD and the smooth transition to a new $\Delta G$ in the higher RMSD. These effects occur at different RMSD values for each mutant because they have different degrees of similarity to the available crystal structures. Please note that the single and double mutants had restraining walls acting at 5 and 4 Å respectively, while the triple mutant had no wall. The free energy profiles are thus extremely robust until we reach the RMSD region at which the walls start to act.
Movie S1. Single mutant trajectory over 500 ns of metadynamics simulation. The cavity-adjacent loop is highlighted as blue while residue 114 is highlighted in magenta, available via Google Drive at https://tinyurl.com/T4-single

Movie S2. Double mutant trajectory over 500 ns of metadynamics simulation. The cavity-adjacent loop is highlighted as blue while residue 114 is highlighted in magenta, available via Google Drive at https://tinyurl.com/T4-double

Movie S3. Triple mutant trajectory over 500 ns of metadynamics simulation. The cavity-adjacent loop is highlighted as blue while residue 114 is highlighted in magenta, available via Google Drive at https://tinyurl.com/T4-triple