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Introduction

This thesis presents a study of the basic properties of the fractional $s$-perimeter and of the regularity theory of the corresponding $s$-minimal sets.

The fractional $s$-perimeter arises naturally in nonlocal phase transition problems (e.g., as $\Gamma$-limit of a nonlocal version of the Ginzburg-Landau energy, [33]) and the related notion of fractional mean curvature appears in nonlocal evolution equations for surfaces (e.g., in [12] and [15]).

Given an open set $\Omega \subset \mathbb{R}^n$ we can define the fractional $s$-perimeter of a measurable set $E \subset \mathbb{R}^n$ in $\Omega$, with $s \in (0, 1)$, as the functional

$$ P_s(E, \Omega) := \mathcal{L}_s(E \cap \Omega, CE \cap \Omega) + \mathcal{L}_s(E \cap \Omega, CE \setminus \Omega, \Omega), $$

where

$$ \mathcal{L}_s(A, B) := \int_A \int_B \frac{1}{|x - y|^{n+s}} dx dy, $$

for every couple of disjoint sets $A, B \subset \mathbb{R}^n$.

We simply write $P_s(E) = P_s(E, \mathbb{R}^n)$, when $\Omega = \mathbb{R}^n$.

Formally, this coincides with

$$ P_s(E, \Omega) = \frac{1}{2} ([\chi E]_{W^{s,1}(\mathbb{R}^n)} - [\chi E]_{W^{s,1}(\mathcal{C}\Omega)}), $$

where $[u]_{W^{s,1}}$ denotes the Gagliardo seminorm of $u$ in the Sobolev space $W^{s,1}$.

We are neglecting the interactions coming from $\mathcal{C}\Omega$ because these might be infinite and in the end we are interested in the minimization of $P_s(F, \Omega)$ among all sets $F \subset \mathbb{R}^n$ with fixed ‘boundary data’ $F \setminus \Omega = E_0 \setminus \Omega$, so they would not contribute to the minimization.

The $s$-perimeter is a nonlocal functional in the sense that $P_s(E, \Omega)$ is not determined by the behavior of $E$ in a neighborhood of $\Omega$.

Moreover, the $s$-perimeter can be thought of as a fractional perimeter, in the sense that $P_s(E, \Omega)$ can be finite even when the Hausdorff dimension of $\partial E$ is strictly bigger than $n - 1$ (see below for more details).

Nonlocal Minimal Surfaces

The main part of the thesis is devoted to the study of $s$-minimal sets and their regularity properties. We followed the paper [9], where $s$-minimal sets were
introduced and studied for the first time. In particular, we give full detailed proofs for all the Theorems of [9].

A set \( E \subset \mathbb{R}^n \) is \( s \)-minimal in \( \Omega \) if

\[
P_s(E, \Omega) \leq P_s(F, \Omega) \quad \text{for every } F \subset \mathbb{R}^n \text{ s.t. } F \setminus \Omega = E \setminus \Omega.
\]

Once we fix the exterior data \( E_0 \setminus \Omega \), the existence of an \( s \)-minimal set \( E \) coinciding with \( E_0 \) outside \( \Omega \) is obtained through the direct method of Calculus of Variations. Namely, a fractional Sobolev inequality guarantees the compactness of a minimizing sequence, while Fatou’s Lemma is enough to have the inferior semicontinuity.

Then an interesting problem consists in studying the regularity of \( \partial E \cap \Omega \).

This is done using techniques similar to those employed in the classical framework.

As a first step we obtain uniform density estimates for \( s \)-minimal sets. An important consequence is the locally uniform convergence of minimizers, which is a fundamental tool in many proofs.

Moreover the uniform density estimates guarantee a clean ball condition. To be more precise, this means that if \( E \) is \( s \)-minimal in \( \Omega \) and \( x \in \partial E \), with \( B_r(x) \subset \Omega \), then there exist balls

\[
B_{cr}(y_1) \subset E \cap B_r(x), \quad B_{cr}(y_2) \subset C \cap B_r(x),
\]

for some universal constant \( c \).

**Euler-Lagrange Equation**

We prove that a set \( E \) which is \( s \)-minimal in \( \Omega \) satisfies the Euler-Lagrange equation

\[
\mathcal{I}_s[E](x) = 0, \quad x \in \partial E \cap \Omega
\]

in the viscosity sense. Here \( \mathcal{I}_s[E](x) \) denotes the \( s \)-fractional mean curvature of \( \partial E \) in \( x \),

\[
\mathcal{I}_s[E](x) := P.V. \int_{\mathbb{R}^n} \frac{\chi_E(y) - \chi_{CE}(y)}{|x - y|^{n+s}} dy.
\]

Roughly speaking, if we think that \( (\chi_E - \chi_{CE})(x_0) = 0 \) for every \( x_0 \in \partial E \), the Euler-Lagrange equation can be thought of as

\[
(-\Delta)^{\frac{s}{2}} (\chi_E - \chi_{CE}) = 0 \quad \text{along } \partial E \cap \Omega,
\]

in the viscosity sense.

This is quite a difficult and delicate result because of the many estimates involved.

First of all we remark that we can define the fractional mean curvature only in the principal value sense,

\[
\mathcal{I}_s[E](x) = \lim_{\rho \to 0} \mathcal{I}_s^\rho[E](x), \quad \mathcal{I}_s^\rho[E](x) := \int_{C\rho(x)} \frac{\chi_E(y) - \chi_{CE}(y)}{|x - y|^{n+s}} dy,
\]

since the integrand is not in \( L^1 \).

Moreover we need to require some sort of ‘cancellation’ between \( E \) and \( CE \) to guarantee that the limit exists. In particular, following [1], we show that
asking $E$ to have both an interior and an exterior tangent paraboloid in $x \in \partial E$ is enough.

Since, a priori, we do not know anything about the regularity of the boundary of an $s$-minimal set, this explains why we obtain the equation only in the viscosity sense.

Namely, we prove the following

**Theorem 0.1.** Let $E$ be $s$-minimal in the open set $\Omega$. If $x \in \partial E \cap \Omega$ and $E \cap \Omega$ has an interior tangent ball at $x$, then

$$\limsup_{\delta \to 0} I_\delta^s [E](x) \leq 0. \quad (1)$$

Similarly with exterior tangent balls.

Therefore a first difficulty comes from the limit defining the principal value. To obtain the Euler-Lagrange equation, a natural thing to do would be to look, for example, at the ratios

$$\frac{1}{|A \setminus E|} \left( P_s(E \cup A, \Omega) - P_s(E, \Omega) \right),$$

where the ‘perturbing’ set $A$ is a small neighborhood of some point $x_0 \in \partial E$.

We can think for simplicity that $A = B_r(x_0) \subset \Omega$.

Then we expect that letting $|A| \to 0$ gives the Euler-Lagrange equation.

Carrying out the computation of the ratio gives

$$-\frac{1}{|A \setminus E|} \int_{A \setminus E} \left( \int_{\mathbb{R}^n} \chi_{E}(y) - \chi_{C(E \cup A)}(y) \frac{|x - y|^{n+s}}{|x - y|^{n+s}} \right) dx.$$

Roughly speaking, since $A \searrow \{x_0\}$ as $|A| \to 0$, we can think that the inner integral converges to the fractional mean curvature, while the outer integral ‘disappears’ in the limit.

However, carrying out all the estimates involved is really difficult, even when $A$ is a ball, mainly because we can not control what sort of cancellation we have, if any, between $E$ and $C(E \cup A)$ in the inner integral. Also, as remarked above, we do not even know if the fractional mean curvature at $x_0$ is well defined.

Therefore to obtain inequality (1) we consider a very particular kind of perturbation.

Namely, we exploit the existence of an interior tangent ball $B$ to define a small perturbing set, which is symmetric in an appropriate sense. Exploiting the symmetry of this construction, we can control all the error terms. We remark that, even for these particular perturbations, the estimates are really delicate.

In any case we also prove, following [15], that the fractional mean curvature gives the first variation of the fractional perimeter, at least when we consider regular sets.

To be more precise, let $E$ be a bounded open set with $C^2$ boundary. If $\Phi_t : \mathbb{R}^n \to \mathbb{R}^n$ is a one-parameter family of $C^2$-diffeomorphisms which is $C^2$ also in $t$ and $\Phi_0 = Id$, then

$$\frac{d}{dt} P_s(\Phi_t(E)) \bigg|_{t=0} = - \int_{\partial E} I_s[E](x) v_E(x) \cdot \phi(x) \, d\mathcal{H}^{n-1}(x),$$

where $\phi(x) := \frac{\partial}{\partial t} \Phi_t(x) \bigg|_{t=0}$. 
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Regularity

The remaining part of the thesis is a careful study of the ‘basic’ regularity properties of $\partial E$.

We remark that if $E$ is $s$-minimal in $\Omega$, then it is $s$-minimal also in every $\Omega' \subset \Omega$. Thus, when we want to study the regularity of $\partial E$ in the neighborhood of some point $x \in \partial E$, using translations and dilations we can reduce to the case of a set $E$, which is $s$-minimal in $B_1$ and s.t. $0 \in \partial E$.

Improvement of Flatness

One of the fundamental results is the following

**Theorem 0.2.** Let $\alpha \in (0, s)$. There exists $\epsilon_0 = \epsilon_0(n, s, \alpha) > 0$ s.t. if $E$ is $s$-minimal in $B_1$, with $0 \in \partial E$ and

$$\partial E \cap B_1 \subset \{|x_n| \leq \epsilon_0\},$$

then $\partial E \cap B_{1/2}$ is a $C^{1,\alpha}$ surface.

The proof (which is quite long and technical) relies on an improvement of flatness technique, in the style of De Giorgi.

Roughly speaking the idea consists in showing that if $\partial E$ is contained in some small cylinder, in a neighborhood of $x_0 \in \partial E$, then in a smaller neighborhood it is actually contained in a flatter cylinder, up to a change of coordinates.

Then a compactness argument shows that, if the height of the first cylinder is small enough, we can go on inductively, finding flatter and flatter cylinders.

In the end, since we are controlling the oscillation of $\partial E$ in smaller and smaller neighborhoods of $x_0$, we obtain our $C^{1,\alpha}$ regularity.

Actually the proof is more delicate. Indeed, mainly because of the nonlocality of the fractional perimeter, we need to control also what happens far from our point $x_0$.

Monotonicity Formula

The next step consists in proving a monotonicity formula for a ‘localized’ version of the fractional perimeter functional, obtained through an extension technique introduced in [10].

To be more precise, let $u := \chi_E - \chi_{CE}$ and consider the function $\tilde{u} : \mathbb{R}_{+}^{n+1} \to \mathbb{R}$ which solves

$$\begin{cases}
\text{div}(z^{1-s}\nabla \tilde{u}) = 0 & \text{in } \mathbb{R}_{+}^{n+1}, \\
\tilde{u} = u & \text{on } \{z = 0\},
\end{cases}$$

where

$$\mathbb{R}_{+}^{n+1} = \{(x, z) \in \mathbb{R}^{n+1} | x \in \mathbb{R}^n, z > 0\}.$$ 

Let $a := 1 - s$. We use capital letters, like $X$, to denote points in $\mathbb{R}^{n+1}$.

We remark that the first equation above is the Euler-Lagrange equation for the functional

$$\mathcal{E}(u) = \int_{\{z > 0\}} |\nabla \tilde{u}|^2 z^a \, dX.$$ 

We relate this energy to the fractional perimeter, showing in particular the following
Proposition 0.3. The set $E$ is $s$-minimal in $B_1$ if and only if the extension $\tilde{u}$ of $u = \chi_E - \chi_{C_E}$ satisfies

$$\int_{\Omega \cap \{z > 0\}} |\nabla \tilde{u}|^2 \, z^a \, dX \geq \int_{\Omega \cap \{z > 0\}} |\nabla \tilde{v}|^2 \, z^a \, dX,$$

for all bounded open sets $\Omega$ with Lipschitz boundary s.t. $\Omega \cap \{z = 0\} \subset \subset B_1$ and all functions $\tilde{v}$ that equal $\tilde{u}$ in a neighborhood of $\partial \Omega$ and take the values $\pm 1$ on $\Omega \cap \{z = 0\}$.

Notice that asking $\tilde{v}$ to take only the values $\pm 1$ on $\Omega \cap \{z = 0\}$ corresponds to ask that $\tilde{v}$ is of the form $\chi_F - \chi_{C_F}$, for some set $F$, on $\Omega \cap \{z = 0\}$.

Roughly speaking, this means that using the extension $\tilde{u}$ we can reduce the minimization problem of the fractional perimeter to a pde problem in $\mathbb{R}^{n+1}$.

Finally, exploiting the extension $\tilde{u}$ of $\chi_E - \chi_{C_E}$ we can define the ‘localized’ energy we were looking for.

To be more precise, if $E$ is $s$-minimal in $B_R$ we define the rescaled functional

$$\Phi_E(r) := \frac{1}{r^{n+a-1}} \int_{B^r} |\nabla \tilde{u}|^2 \, z^a \, dX, \text{ for } r \in (0, R).$$

We remark that rescaling guarantees that $\Phi_{\lambda E}(\lambda r) = \Phi_E(r)$. The monotonicity formula then says that $\Phi_E(r)$ is increasing.

**Blow-up and Cones**

The functional $\Phi_E$ is a fundamental tool to study the regularity of $\partial E$.

Indeed, exploiting the monotonicity formula, we can study the blow-up limit $\lambda E$ as $\lambda \to \infty$, showing that it is a cone $C$, which is locally $s$-minimal in $\mathbb{R}^n$. We call $C$ a tangent cone.

To be more precise, we prove that $\Phi_E$ is constant if and only if $\tilde{u}$ is homogeneous of degree 0. In particular, since the trace of $\tilde{u}$ on $\{z = 0\}$ is $\chi_E - \chi_{C_E}$, this implies that $E$ is a cone. Now suppose that $\lambda_k E \to C$. Exploiting the scaling property, we can prove that the functional $\Phi_C$ is constant, so $C$ is indeed a cone.

Roughly speaking, considering the blow-up $\lambda_k E$ corresponds to zooming in on a neighborhood of $0 \in \partial E$.

If we see the boundary become flatter and flatter, tending to a plane, then $\partial E$ must be $C^{1,\alpha}$ in a neighborhood of 0.

Indeed, using Theorem 0.2 and the locally uniform convergence of minimizers, we obtain the following

**Theorem 0.4.** Let $E \subset \mathbb{R}^n$ be $s$-minimal in $B_1$ with $0 \in \partial E$. If $E$ has a half-space as a tangent cone, then $\partial E$ is a $C^{1,\alpha}$ surface in a neighborhood of 0.

On the other hand, if $C$ is not a half-space, our point is singular. Notice that if $C$ is not a half-space, then $\partial C$ is singular in 0.

**Singular Set**

The last part of the thesis studies the dimension of the singular set of $\partial E$, i.e. of the subset $\Sigma_E \subset \partial E \cap \Omega$ of points having a singular cone as tangent cone.
Adapting the classical dimension reduction argument by Federer, we prove that the singular set has Hausdorff dimension at most $n - 3$.

**Theorem 0.5.** Let $E$ be $s$-minimal in $\Omega$. Then
\[
\mathcal{H}^d(\Sigma_E) = 0 \quad \text{for every } d > n - 3.
\]

In particular we see that, as we would expect, $\partial E \cap \Omega$ has Hausdorff dimension at most $n - 1$,
\[
\mathcal{H}^d(\partial E \cap \Omega) = 0 \quad \text{for every } d > n - 1.
\]

The idea of the dimension reduction argument is the following. Suppose that $C \subset \mathbb{R}^n$ is a singular $s$-minimal cone, having a singularity also in some $x_0 \in \partial C$, $x_0 \neq 0$. Then, if we blow-up at $x_0$ we get another singular $s$-minimal cone $C'$. Now the delicate part consists in showing that $C' = K \times \mathbb{R}$ (up to rotation). Then it is easily seen that also $K \subset \mathbb{R}^{n-1}$ is a singular $s$-minimal cone.

Proceeding inductively in this way we reduce the dimension of the ambient space until we end up with a singular $s$-minimal cone $\tilde{K} \subset \mathbb{R}^k$, which is singular only in 0. Finally, since in [34] it is shown that there are no singular $s$-minimal cones in dimension 2, we obtain our estimate.

**Original Contributions**

In the thesis we study the asymptotics of the $s$-perimeter as $s \to 1^-$, obtaining an original result which, in particular, improves a previous Theorem of [14]. To be more precise, we obtain the asymptotics for $P_s(E, \Omega)$, for any bounded open set $\Omega$ with Lipschitz boundary, asking minimal regularity on $E$, namely we only require $E$ to have finite (classical) perimeter in a neighborhood of $\Omega$. On the other hand, the result obtained in [14] holds only when $\Omega = B_R$ is a ball and requires $\partial E$ to be $C^{1,\alpha}$.

We provide an original example of a set which has finite $s$-perimeter for every $s \in (0, \sigma)$ and infinite perimeter for every $s \in (\sigma, 1)$. To be more precise we consider the von Koch snowflake $S \subset \mathbb{R}^2$ and we show that its Minkowski dimension coincides with the fractal dimension which can be defined using the fractional perimeter.

We use a formula proved in [13] to prove in an original way that the fractional curvature is continuous with respect to $C^{1,\alpha}$-convergence of sets.

We also remark that we provide full details for all the proofs of [9]. In particular we added a lot of details to the proof of the Flatness Improvement.

**Asymptotics as $s \to 1$**

We state our result, then we sketch an explanation, but first we need to introduce some notation.

We split the fractional perimeter in the following two parts
\[
P_s(E, \Omega) = P^{L}_s(E, \Omega) + P^{NL}_s(E, \Omega),
\]
where
\[
P_s^L(E, \Omega) := L_s(E \cap \Omega, CE \cap \Omega) = \frac{1}{2}[\chi_E]_{W^{1,1}(\Omega)},
\]
\[
P_s^{NL}(E, \Omega) := L_s(E \cap \Omega, CE \setminus \Omega) + L_s(E \setminus \Omega, CE \cap \Omega).
\]

We can think of \(P_s^L(E, \Omega)\) as the local contribution to the fractional perimeter, in the sense that it is determined by the behavior of \(E\) inside \(\Omega\).

Let \(\Omega \subset \mathbb{R}^n\) be a bounded open set with Lipschitz boundary and let \(d_\Omega\) denote the signed distance function from \(\Omega\), negative inside. Define for any \(\rho \in \mathbb{R}\) with \(|\rho|\) small, the open set
\[
\Omega_\rho := \{ -\rho < d_\Omega < \rho \}.
\]

It can be shown that \(\Omega_\rho\) has Lipschitz boundary for every \(|\rho| < \alpha\), for some \(\alpha > 0\) small enough. Notice that \(\Omega_\rho \subset \subset \Omega\) when \(\rho < 0\) and \(\Omega \subset \subset \Omega_\rho\) when \(\rho > 0\). Also notice that for \(\rho > 0\)
\[
N_\rho(\partial \Omega) = \Omega_\rho \setminus \Omega_\rho^- = \{-\rho < d_F < \rho\},
\]
is an open tubular neighborhood of \(\partial \Omega\).

Our result is the following

**Theorem 0.6.** Let \(\Omega \subset \mathbb{R}^n\) be a bounded open set with Lipschitz boundary. Then

(i) \(E \subset \mathbb{R}^n\) has finite perimeter in \(\Omega\) if and only if \(P_s(E, \Omega) < \infty\) for every \(s \in (0,1)\), and
\[
\liminf_{s \to 1} (1-s)P_s^L(E, \Omega) < \infty.
\]

In this case we have
\[
\lim_{s \to 1} (1-s)P_s^L(E, \Omega) = \omega_{n-1} P(E, \Omega).
\]

(ii) Suppose that \(E\) has finite perimeter in \(\Omega_\beta\), for some \(0 < \beta < \alpha\). Then
\[
\limsup_{s \to 1} (1-s)P_s^{NL}(E, \Omega) \leq 2\omega_{n-1} \lim_{\rho \to 0^+} P(E, N_\rho(\partial \Omega)).
\]

In particular, if \(P(E, \partial \Omega) = 0\), then
\[
\lim_{s \to 1} (1-s)P_s(E, \Omega) = \omega_{n-1} P(E, \Omega).
\]

(iii) Let \(E\) be as in (ii); then there exists a set \(S \subset (-\alpha, \beta)\), at most countable, s.t.
\[
\lim_{s \to 1} (1-s)P_s(E, \Omega_\delta) = \omega_{n-1} P(E, \Omega_\delta),
\]
for every \(\delta \in (-\alpha, \beta) \setminus S\).

In [14] the authors obtained point (iii) only for \(\Omega = B_R\) a ball, asking \(C^{1,\alpha}\) regularity of \(\partial E\) in \(B_R\). They proved the convergence in every ball \(B_r\) with \(r \in (0, R) \setminus S\), with \(S\) at most countable, exploiting uniform estimates.

On the other hand, asking \(E\) to have finite perimeter in a neighborhood (as small as we want) of the open set \(\Omega\) is optimal.
Indeed if $E \subset \mathbb{R}^n$ is s.t. \( \text{[6]} \) holds true, then point \((i)\) guarantees that $E$ has finite perimeter in $\Omega_\delta$.

In [3] the authors studied the asymptotics as $s \to 1$ in the $\Gamma$-convergence sense. In particular, for the proof of a $\Gamma$-limsup inequality, which is typically constructive and by density, they show that if $\Pi$ is a polyhedron, then

$$
\limsup_{s \to 1}(1 - s)P_s(\Pi, \Omega) \leq \Gamma_n^* P(\Pi, \Omega) + 2\Gamma_n^* \lim_{\rho \to 0^+} P(\Pi, N_\rho(\partial \Omega)),
$$

which is \( \text{[4]} \), once we sum the local part of the perimeter.

Their proof relies on the fact that $\Pi$ is a polyhedron to obtain the convergence of the local part of the perimeter, which is then used, like we do (see below), also in the estimate of the nonlocal part. Moreover to prove that the constant is $\Gamma_n^* = \omega_{n-1}$ they need a delicate approximation result.

They also prove, in particular

$$
\Gamma - \liminf_{s \to 1}(1 - s)P_s^L(E, \Omega) \geq \omega_{n-1} P(E, \Omega),
$$

which is a stronger result than our point \((i)\).

Our proof relies only on a convergence result by Davila which says, roughly speaking,

$$(1 - s)[u]_{W^{s,1}(\Omega)} \xrightarrow{s \to 1} C_n[u]_{BV(\Omega)},$$

when $\Omega$ is a bounded open set with Lipschitz boundary.

In the thesis we explicitly compute the constant in an elementary way, showing that

$$C_n = 2\omega_{n-1} = 2\mathcal{L}^{n-1}(B_1),$$

twice the volume of the $(n-1)$-dimensional unit ball $B_1 \subset \mathbb{R}^{n-1}$.

Using this result we immediately get the convergence of the rescaled ‘local’ part of the fractional perimeter, \( \text{[3]} \).

Then we approximate the nonlocal part of the perimeter showing that

$$P_{s}^NL(E, \Omega) \leq 2P_s^L(E, N_\rho(\partial \Omega)) + O(1), \text{ as } s \to 1.$$

This gives \((ii)\) and \((iii)\) is a simple consequence based on the fact that

$$P(E, A) = \mathcal{H}^{n-1}(\partial^* E, A),$$

for every $A \subset \mathbb{R}^n$, where $\partial^* E$ denotes the reduced boundary of $E$.

Now, if we ask $P(E, \Omega_\beta) < \infty$, the set of $\delta \in (-\alpha, \beta)$ s.t. $P(E, \{d_\Omega = \delta\}) > 0$ can be at most countable, proving \((iii)\).

We also provide an original example to show that condition \( \text{[2]} \) is necessary. Namely, we construct a bounded set $E \subset \mathbb{R}$ s.t. $P_s(E) < \infty$ for every $s$, but $P(E) = \infty$.

**Von Koch Snowflake**

Before stating our result, we briefly define the Minkowski dimension in an informal way and we sketch the result obtained in \([36]\).

viii
Roughly speaking, to define the Minkowski dimension of a set $\Gamma \subset \mathbb{R}^n$ in an open set $\Omega \subset \mathbb{R}^n$, we consider the $\rho$-neighborhoods $N_\rho(\Gamma)$ and we look at the limits

$$m_r = \lim_{\rho \to 0} \frac{|N_\rho(\Gamma) \cap \Omega|}{\rho^{n-r}}, \quad r \in (0, n].$$

Then the dimension is defined as $\dim_M(\Gamma, \Omega) := \inf\{r | m_r = 0\}$.

(we remark that a correct definition is much more delicate: we would have to consider the limsup and the liminf of the ratios, then look at the inf and sup of the quantities we obtain).

As usual, when $\Omega = \mathbb{R}^n$ we drop it in the formulas.

Following [36], we can introduce a notion of fractal dimension by setting

$$\dim_F(\partial E, \Omega) := n - \sup\{s \in (0, 1) | P_s(E, \Omega) < \infty\},$$

whenever $\Omega$ is a bounded open set with Lipschitz boundary or $\Omega = \mathbb{R}^n$.

As shown in [36], we can relate this dimension to the Minkowski dimension showing, roughly, the following.

Suppose that $E \subset \mathbb{R}^n$ is s.t. $\dim_M(\partial E, \Omega) \in [n - 1, n)$. Then

$$P_s(E, \Omega) < \infty \quad \text{for every } s \in (0, n - \dim_M(\partial E, \Omega)), \quad (7)$$

i.e.

$$\dim_F(\partial E, \Omega) \leq \dim_M(\partial E, \Omega). \quad (8)$$

It would be interesting to have also a lower bound on $\dim_F$.

To be more precise, (7) guarantees that a set $E$ can have finite $s$-perimeter even when the boundary $\partial E$ is really irregular, at least for every $s$ below some threshold $\sigma$. However we do not know what happens above this threshold, when $s > \sigma$.

We provide an example of a set for which this threshold is sharp.

**Proposition 0.7.** Let $S \subset \mathbb{R}^2$ be the von Koch snowflake. Then

$$\dim_M(\partial S) = \dim_F(\partial S) = \frac{\log 4}{\log 3},$$

i.e.

$$P_s(S) < \infty, \quad \forall s \in \left(0, 2 - \frac{\log 4}{\log 3}\right)$$

and

$$P_s(S) = \infty, \quad \forall s \in \left(2 - \frac{\log 4}{\log 3}, 1\right).$$

To show that $\dim_F(\partial S) \geq \dim_M(\partial S)$, we exploited the self-similarity of $S$ and the scaling property of the fractional perimeter to prove that

$$P_s(S) \geq \sum_{k=1}^{\infty} a_k(s),$$

which is a divergent series precisely when $s$ is bigger than $2 - \frac{\log 4}{\log 3}$.

It is also worth noting that to find an example of a set $E$ s.t. $\dim_F(\partial E) \geq \dim_M(\partial E)$, we did not construct an ad hoc ‘pathological’ set. Indeed the von Koch snowflake is a quite classical and well known example of fractal set.
Continuity of Fractional Curvature

In [13] the authors proved a formula to compute the ‘local’ contribution to the fractional mean curvature $I_s[E](x)$, when $\partial E$ is a $C^{1,\alpha}$ graph in a neighborhood of $x$, for some $\alpha > s$.

To be more precise, let $K_1$ be the cylinder $B'_1 \times (-1,1)$ and suppose that $x = 0$ and

$$E \cap K_1 = \{(x', x_n) \in \mathbb{R}^n \mid x' \in B'_1, -1 < x_n < u(x')\},$$

for some $u \in C^{1,\alpha}(B'_1)$ s.t. $u(0) = 0$, $\nabla u(0) = 0$ and $\alpha > s$. Then

$$P.V. \int_{K_1} \frac{\chi_{E}(y) - \chi_{E'}(y)}{|y|^{n+s}} \, dy = 2 \int_{B'_1} \left( \int_0^{u(x')} \frac{dt}{(1 + t^2)^{(s+1)/2}} \right) \frac{dy'}{|y'|^{n+s-1}}.$$

Exploiting this formula we prove that

**Proposition 0.8.** Let $E$ and $E_k$ be bounded open sets with $C^{1,\alpha}$ boundary for some $\alpha > 0$ s.t. $E_k \rightarrow E$ in $C^{1,\alpha}$ and let $x_k \in \partial E_k$, $x \in \partial E$ s.t. $x_k \rightarrow x$. Then

$$I_s[E_k](x_k) \rightarrow I_s[E](x), \quad (9)$$

for every $s \in (0, \alpha)$.

In particular, if we ask $C^2$ regularity of the boundaries and the convergence to be in $C^2$ sense, this holds true for every $s \in (0, 1)$.

By $C^{1,\alpha}$ convergence of sets we mean that our sets can locally be described as the graphs of functions which converge in $C^{1,\alpha}$.

We remark that this result is stated for $C^2$ convergence only, without a proof, in [13]. We provide an original proof and lower the requested regularity.

Actually, if we are interested in the convergence only in the neighborhood of some point $x_0 \in \partial E$, we can lower our regularity requests and still get the convergence of the curvatures.

To be more precise, let $E$ and $E_k$ be defined in $K_1$ as the subgraphs of $u$ and $u_k$, respectively, with $0 \in \partial E$ and $0 \in \partial E_k$ (up to translations we can always reduce to this case). Then, using the formula above we get

$$|I_s[E](0) - I_s[E_k](0)| \leq C\|u - u_k\|_{C^{1,\alpha}(B'_1)} + |\partial E_k \setminus K_1|.$$

This shows that, if we are looking for convergence of the curvatures only in a fixed neighborhood $U$ of $x_0 \in \partial E$, we need not ask $C^{1,\alpha}$ regularity for the whole boundaries. For example, we can ask $E_k$ and $E$ to be $C^{1,\alpha}$ subgraphs in $U$ and only ask them to be measurable in $CU$. Then we obtain (9) by asking $C^{1,\alpha}$ convergence of $E_k$ to $E$ in $U$ and only convergence in measure in $CU$.

A similar problem is studied also in [16], where the author estimates the difference between the fractional mean curvature of a set $E$ with $C^{1,\alpha}$ boundary and that of the set $\Phi(E)$, where $\Phi$ is a $C^{1,\alpha}$ diffeomorphism of $\mathbb{R}^n$.

The estimates obtained there are much more precise than ours.

However, as far as only convergence is considered, our result is more general in that the sets involved need not be diffeomorphic.
Moreover, as remarked above, our convergence is somewhat local, while the setting in [16] is global. Indeed, the author estimates the difference between the curvatures in terms of the $C^{0,\alpha}$ norm of the Jacobian of the diffeomorphism $\Phi$.

Thus, even if we want the convergence of the curvatures only in a neighborhood $U$ of $x_0$, to use [16] we still need to ask $C^{1,\alpha}$ regularity for the whole boundaries.

We remark that in [16] the author studies also the stability of these estimates as $s \to 1$. 
Notation

- All sets and functions considered are assumed to be Lebesgue measurable.

- We will usually write $D\varphi$ to denote the distributional gradient of $\varphi$. We will write $\nabla \varphi$ when the gradient exists (at least) in the weak sense of Sobolev spaces.

- We denote $L^k$ the $k$-dimensional Lebesgue measure. In $\mathbb{R}^n$ we will usually write $|E| = L^n(E)$ for the $n$-dimensional Lebesgue measure of a set $E \subset \mathbb{R}^n$. We write $\mathcal{H}^d$ for the $d$-dimensional Hausdorff measure, for any $d \geq 0$.

- Equality and inclusions of sets will usually be considered in the measure sense, e.g. $E = F$ will usually mean $|E \Delta F| = 0$.

- We define the dimensional constants

$$
\omega_d := \frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2} + 1\right)}, \quad d \geq 0.
$$

In particular, we remark that $\omega_k = L^k(B_1)$ is the volume of the $k$-dimensional unit ball $B_1 \subset \mathbb{R}^k$ and $k \omega_k = \mathcal{H}^{k-1}(S^{k-1})$ is the surface area of the $(k-1)$-dimensional sphere

$$
S^{k-1} = \partial B_1 = \{x \in \mathbb{R}^k \mid |x| = 1\}.
$$
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Chapter 1

Caccioppoli Sets

1.1 Caccioppoli Sets

In this section we recall the definitions and the main properties of BV-functions and of Caccioppoli sets.

For all the details we refer to [27], [29] and [30].

Definition 1.1. Let \( \Omega \subset \mathbb{R}^n \) be an open set. We say that \( f \in L^1_{loc}(\Omega) \) is a function of locally bounded variation in \( \Omega \) if

\[
V(f, A) := \sup \left\{ \int_A f \text{ div } \varphi \, dx \, \bigg| \, \varphi \in C^1_c(A, \mathbb{R}^n), \, |\varphi| \leq 1 \right\} < \infty,
\]

(1.1)

for every open set \( A \subset \subset \Omega \). We write \( BV_{loc}(\Omega) \) for the space of functions with locally bounded variation.

If \( f \in L^1(\Omega) \) and \( V(f, \Omega) < \infty \), we say that \( f \) is a function of bounded variation in \( \Omega \) and we write \( BV(\Omega) \) for the space of such functions.

By using Riesz representation Theorem, it is easy to see that a function \( u \in L^1_{loc}(\Omega) \) has locally bounded variation if and only if its distributional gradient \( Du = (D_1 u, \ldots, D_n u) \) is a vector valued Radon measure. Then

\[
\int_{\Omega} u \text{ div } \varphi \, dx = - \sum_{i=1}^n \int_{\Omega} \varphi_i \, dD_i u = - \int_{\Omega} \varphi \cdot \sigma \, |Du|, \quad \forall \varphi \in C^1_c(\Omega, \mathbb{R}^n),
\]

for some \( \sigma : \Omega \to \mathbb{R}^n \) s.t. \( |\sigma(y)| = 1 \) for \( |Du| \)-almost every \( y \in \Omega \).

Since \( |Du| \) is a Radon measure on \( \Omega \), we can consider \( |Du|(A) \) for every \( A \subset \Omega \) open (actually Borel), not necessarily bounded, and it is immediate to see that

\[
|Du|(A) = V(u, A) \quad \forall A \subset \Omega \text{ open}.
\]

Moreover, if \( u \in L^1(\Omega) \), then \( u \in BV(\Omega) \) if and only if \( Du \) is a vector valued Radon measure with finite total variation

\[
|Du|(\Omega) < \infty.
\]
The Sobolev space $W^{1,1}(\Omega)$ is contained in $BV(\Omega)$. Indeed, for any $u \in W^{1,1}(\Omega)$ the distributional derivative is $\nabla u \in L^1(\Omega)$ and

$$|Du|(\Omega) = \int_\Omega |\nabla u| \, dx < \infty.$$ 

Notice that the inclusion is strict, as is shown by considering e.g. the Heaviside function $\chi_{[a,\infty)}$.

Since for every fixed vector field $\varphi \in C^1_c(\Omega,\mathbb{R}^n)$ the mapping

$$u \mapsto -\int_\Omega u \div \varphi \, dx$$

is continuous in the $L^1_{\text{loc}}(\Omega)$ topology, the functional

$$V(\cdot, \Omega) : L^1_{\text{loc}}(\Omega) \to [0, \infty]$$

is lower semicontinuous and hence in particular we have the following result.

**Proposition 1.2.** Let $\{u_k\} \subset BV(\Omega)$ s.t. $u_k \to u$ in $L^1_{\text{loc}}(\Omega)$. Then

$$V(u, \Omega) \leq \liminf_{k \to \infty} |Du_k|(\Omega). \quad (1.2)$$

Before giving the definitions of perimeter and Caccioppoli set, we recall the following useful approximation result.

**Proposition 1.3.** Let $u \in BV(\Omega)$. Then $\exists \{u_k\} \subset C^\infty(\Omega) \cap BV(\Omega)$ s.t.

1. $u_k \to u$, in $L^1(\Omega),$
2. $\lim_{k \to \infty} \int_\Omega |\nabla u_k| \, dx = |Du|(\Omega).$

We can define a norm by

$$\|u\|_{BV(\Omega)} := \|u\|_{L^1(\Omega)} + |Du|(\Omega),$$

which makes $BV(\Omega)$ a Banach space.

Notice that for an approximating sequence we have

$$\lim_{k \to \infty} \|u_k\|_{BV(\Omega)} = \|u\|_{BV(\Omega)},$$

but we don’t have convergence in the $BV$-norm.

**Definition 1.4.** We say that a set $E \subset \mathbb{R}^n$ has locally finite perimeter in $\Omega$ if $\chi_E \in BV_{\text{loc}}(\Omega)$. It has finite perimeter if $\chi_E \in BV(\Omega)$.

A set $E$ of locally finite perimeter in $\mathbb{R}^n$ is called Caccioppoli set.

The perimeter of $E$ in $\Omega$ is defined as

$$P(E, \Omega) := |D\chi_E|(\Omega) = V(\chi_E, \Omega)$$

$$= \sup \left\{ \int_E \div \varphi \, dx \bigg| \varphi \in C^1_c(\Omega, \mathbb{R}^n), |\varphi| \leq 1 \right\}. \quad (1.3)$$

If $\Omega = \mathbb{R}^n$, we simply write $P(E) = P(E, \mathbb{R}^n)$ for the perimeter.
If $E$ is a Caccioppoli set, we write $\nu_E := \sigma$ for the function obtained in the polar decomposition of the Radon measure $D\chi_E$. Then for every bounded open set $\Omega \subset \mathbb{R}^n$
$$
\int_E \text{div} \varphi \, dx = - \int_{\Omega} \varphi \cdot \nu_E \, d|D\chi_E|,
$$
(1.4)
for all vector fields $\varphi \in C^1_c(\Omega, \mathbb{R}^n)$. This formula can be viewed as a generalization of the Gauss-Green formula, so the measure

$$
D\chi_E = \nu_E |D\chi_E|
$$
is sometimes called Gauss-Green measure.

Unlike Sobolev spaces, the space $BV(\Omega)$ contains the characteristic functions of all sufficiently regular sets. Indeed, consider a bounded open set $E \subset \mathbb{R}^n$ with $C^2$ boundary $\partial E$. Let $\Omega$ be an open set; since $E$ is bounded, $|E \cap \Omega| < \infty$, i.e. $\chi_E \in L^1(\Omega)$.

Now take a vector field $\varphi \in C^1_c(\Omega, \mathbb{R}^n)$ s.t. $|\varphi| \leq 1$. Then the classical Gauss-Green formula gives

$$
\int_E \text{div} \varphi \, dx = - \int_{\partial E} \varphi \cdot \nu \, d\mathcal{H}^{n-1} = - \int_{\partial E \cap \Omega} \varphi \cdot \nu \, d\mathcal{H}^{n-1},
$$
where $\nu$ is the inner unit normal to $\partial E$, and hence

$$
P(E, \Omega) \leq \mathcal{H}^{n-1}(\partial E \cap \Omega) < \infty,
$$
so $\chi_E \in BV(\Omega)$.

Actually we have

$$
D\chi_E = \nu \mathcal{H}^{n-1} \upharpoonright \partial E
$$
(1.5)
and

$$
P(E, \Omega) = \mathcal{H}^{n-1}(\partial E \cap \Omega).
$$
(1.6)

This shows that the perimeter coincides with the $(n-1)$–dimensional Hausdorff measure, at least when the set is regular.

However, unlike the Hausdorff measure, we have lower semicontinuity and compactness properties which make this definition of perimeter very useful when dealing with variational problems.

For example, we can write the semicontinuity property for Caccioppoli sets as

**Proposition 1.5 (Semicontinuity).** Let $\{E_k\}$ be a sequence of Caccioppoli sets s.t. $E_k \rightharpoonup_{loc}^* E$. Then for every $\Omega \subset \mathbb{R}^n$ open (bounded or not)

$$
P(E, \Omega) \leq \liminf_{k \to \infty} P(E_k, \Omega).
$$

By $E_k \rightharpoonup_{loc}^* E$ we mean the local convergence of sets in measure i.e. of their characteristic functions in $L^1_{loc}(\mathbb{R}^n)$.

Since $|\chi_E - \chi_F| = \chi_{E \Delta F}$, this means

$$
|(E_k \Delta E) \cap K| \to 0,
$$
for every compact set $K \subset \mathbb{R}^n$.

Moreover we have the following compactness property.
Proposition 1.6 (Compactness). Let \( \{E_k\} \) be a sequence of Caccioppoli sets s.t.
\[
\sup_{k \in \mathbb{N}} P(E_k, \Omega) \leq c(\Omega) < \infty,
\]
for any bounded open set \( \Omega \). Then there exists a Caccioppoli set \( E \) and a subsequence \( \{E_{k_i}\} \) of \( \{E_k\} \) s.t.
\[
E_{k_i} \overset{\text{loc}}{\longrightarrow} E.
\]
Since \( P(E, \Omega) = V(\chi_E, \Omega) \), we also have the following property.
(Locality) The mapping \( E \mapsto P(E, \Omega) \) is local i.e.
\[
P(E, \Omega) = P(F, \Omega), \quad \text{whenever } |(E \Delta F) \cap \Omega| = 0,
\] (1.7)
(even if \( E \neq F \) in measure outside \( \Omega \)).
As we will see, this will not be true for the fractional perimeter.

Actually, since the characteristic functions of the two sets are equal in \( L^1_{\text{loc}}(\Omega) \), the equality is at the level of measures i.e.
\[
D\chi_E \cdot \Omega = D\chi_F \cdot \Omega.
\]

As a consequence we can modify a Caccioppoli set with a set of negligible Lebesgue measure without changing its perimeter. Therefore the notion of topological boundary is not very useful when dealing with Caccioppoli sets (as is shown by the example below) and we cannot expect formula (1.6) to hold for every Caccioppoli set.

Example 1.7. Consider a bounded open set \( E \subset \mathbb{R}^n \) with \( C^2 \) boundary, as above; now let \( F := E \cup Q^n \). Then \( |(E \Delta F) \cap \Omega| = 0 \) for every \( \Omega \subset \mathbb{R}^n \) open and hence \( D\chi_E \cdot \Omega = D\chi_F \cdot \Omega \).

1.2 Regularity of the Boundary

We saw that we can modify a set of (locally) finite perimeter with a set of zero Lebesgue measure without changing its perimeter. Therefore the notion of topological boundary is not very useful when dealing with Caccioppoli sets (as is shown by the example below) and we cannot expect formula (1.6) to hold for every Caccioppoli set.

Example 1.7. Consider a bounded open set \( E \subset \mathbb{R}^n \) with \( C^2 \) boundary, as above; now let \( F := E \cup Q^n \). Then \( |(E \Delta F) \cap \Omega| = 0 \) for every \( \Omega \subset \mathbb{R}^n \) open and hence \( D\chi_E \cdot \Omega = D\chi_F \cdot \Omega \).

As a consequence we can modify a Caccioppoli set with a set of negligible Lebesgue measure without changing its perimeter. Therefore the notion of topological boundary is not very useful when dealing with Caccioppoli sets (as is shown by the example below) and we cannot expect formula (1.6) to hold for every Caccioppoli set.

Definition 1.8. Let \( E \subset \mathbb{R}^n \). For every \( t \in [0, 1] \) define the set
\[
E^{(t)} := \left\{ x \in \mathbb{R}^n \mid \exists \lim_{r \to 0} \frac{|E \cap B_r(x)|}{\omega_n r^n} = t \right\},
\] (1.8)
of points density \( t \) of \( E \). The sets \( E^{(0)} \) and \( E^{(1)} \) are respectively the measure theoretic exterior and interior of the set \( E \). The set
\[
\partial_e E := \mathbb{R}^n \setminus (E^{(0)} \cup E^{(1)})
\] (1.9)
is the essential boundary of \( E \).
Using the Lebesgue points Theorem for the characteristic function \( \chi_E \), we see that the limit in \( 1.8 \) exists for a.e. \( x \in \mathbb{R}^n \) and
\[
\lim_{r \to 0} \frac{|E \cap B_r(x)|}{\omega_n r^n} = \begin{cases} 
1, & \text{a.e. } x \in E, \\
0, & \text{a.e. } x \in \mathcal{C}E. 
\end{cases}
\]
So
\[|E \Delta E^{(1)}| = 0, \quad |\mathcal{C}E \Delta E^{(0)}| = 0 \quad \text{and} \quad |\partial E| = 0.\]

In particular every set \( E \) is equivalent to its measure theoretic interior. Notice that \( E^{(1)} \) in general is not open.

Recall that the support of a Radon measure \( \mu \) on \( \mathbb{R}^n \) is defined as the set
\[\text{supp } \mu := \left\{ x \in \mathbb{R}^n \mid \mu(B_r(x)) > 0 \text{ for every } r > 0 \right\}.
\]
Notice that, being the complementary of the union of all open sets of measure zero, it is a closed set. In particular, if \( E \) is a Caccioppoli set, we have
\[\text{supp } |D\chi_E| = \left\{ x \in \mathbb{R}^n \mid P(E, B_r(x)) > 0 \text{ for every } r > 0 \right\}.
\]

**Definition 1.9.** The reduced boundary of a Caccioppoli set \( E \) is the set
\[\partial^* E := \left\{ x \in \text{supp } |D\chi_E| \mid \exists \lim_{r \to 0} \frac{|D\chi_E(B_r(x))|}{|D\chi_E|(B_r(x))} =: \nu_E(x) \in S^{n-1} \right\}. \tag{1.10}\]
The function \( \nu_E : \partial^* E \to S^{n-1} \) is called measure theoretic inner unit normal to \( E \).

Notice that the function \( \nu_E \) is (by definition) the Radon-Nikodym derivative
\[\nu_E = \frac{dD\chi_E}{d|D\chi_E|}.
\]
Since \( |D\chi_E|(\mathbb{R}^n \setminus \partial^* E) = 0 \), we have
\[|D\chi_E| = |D\chi_E|\circ \partial^* E \quad \text{and} \quad D\chi_E = \nu_E|D\chi_E|\circ \partial^* E.
\]

As the following Theorem shows, the reduced boundary of a Caccioppoli set is quite regular and allows us to generalize in some sense formula \( 1.6 \).

**Theorem 1.10 (De Giorgi).** Let \( E \subset \mathbb{R}^n \) be a Caccioppoli set. Then
(i) The reduced boundary \( \partial^* E \) is locally \((n-1)\)-rectifiable and its approximate tangent plane at \( x \) is normal to \( \nu_E(x) \) for \( \mathcal{H}^{n-1} \)-a.e. \( x \in \partial^* E \).
(ii) \( |D\chi_E| = \mathcal{H}^{n-1}\circ \partial^* E \) and \( D\chi_E = \nu_E|D\chi_E|\circ \partial^* E \).
(iii) We have the following Gauss-Green formula
\[\int_E \text{div } \varphi \, dx = -\int_{\partial^* E} \varphi \cdot \nu_E \, d\mathcal{H}^{n-1} \quad \forall \varphi \in C^1_c(\mathbb{R}^n, \mathbb{R}^n). \tag{1.11}\]

The following Proposition shows the relation between the essential and the reduced boundary.

**Proposition 1.11.** Let \( E \subset \mathbb{R}^n \) be a Caccioppoli set. Then
\[\partial^* E \subset E^{(1/2)} \subset \partial E,\]
and
\[\mathcal{H}^{n-1}(\partial E \setminus \partial^* E) = 0. \tag{1.12}\]
In particular we can as well take the essential boundary in the Gauss-Green formula or when calculating the perimeter. Actually we have also the following characterization

**Theorem 1.12.** A set $E \subset \mathbb{R}^n$ is a Caccioppoli set if and only if

$$\mathcal{H}^{n-1}(\partial_v E \cap K) < \infty,$$

for every $K \subset \mathbb{R}^n$ compact.

**Remark 1.13.** In particular this implies that any bounded open set with Lipschitz boundary has finite perimeter.

We have yet another natural way to define a measure theoretic boundary.

**Definition 1.14.** Let $E \subset \mathbb{R}^n$ and define the sets

$$E_1 := \{ x \in \mathbb{R}^n \mid \exists r > 0, |E \cap B_r(x)| = \omega_n r^n \},$$
$$E_0 := \{ x \in \mathbb{R}^n \mid \exists r > 0, |E \cap B_r(x)| = 0 \}.$$

Then we define

$$\partial^- E := \mathbb{R}^n \setminus (E_0 \cup E_1)$$
$$= \{ x \in \mathbb{R}^n \mid 0 < |E \cap B_r(x)| < \omega_n r^n \text{ for every } r > 0 \}.$$

Notice that $E_0$ and $E_1$ are open sets and hence $\partial^- E$ is closed. Moreover, since

$$E_0 \subset E^{(0)} \quad \text{and} \quad E_1 \subset E^{(1)},$$

we have

$$\partial_v E \subset \partial^- E.$$

We have

$$F \subset \mathbb{R}^n \text{ s.t. } |E \Delta F| = 0 \quad \Rightarrow \quad \partial^- E \subset \partial F. \quad (1.14)$$

Indeed, if $|E \Delta F| = 0$, then $|F \cap B_r(x)| = |E \cap B_r(x)|$ for every $r > 0$. In particular for any $x \in \partial^- E$ we have

$$0 < |F \cap B_r(x)| < \omega_n r^n,$$

which implies

$$F \cap B_r(x) \neq \emptyset \quad \text{and} \quad CF \cap B_r(x) \neq \emptyset \quad \text{for every } r > 0,$$

and hence $x \in \partial F$.

In particular, $\partial^- E \subset \partial E$.

Moreover

$$\partial^- E = \partial E^{(1)}. \quad (1.15)$$

Indeed, since $|E \Delta E^{(1)}| = 0$, we already know that $\partial^- E \subset \partial E^{(1)}$ and the converse inclusion is clear from (1.13).

From (1.14) and (1.15) we see that

$$\partial^- E = \bigcap_{F \sim E} \partial F,$$
where the intersection is taken over all sets \( F \subset \mathbb{R}^n \) s.t. \( |E \Delta F| = 0 \), so we can think of \( \partial^- E \) as a way to minimize the size of the topological boundary of \( E \). In particular

\[
F \subset \mathbb{R}^n \text{ s.t. } |E \Delta F| = 0 \implies \partial^- F = \partial^- E.
\]

If \( E \) is a Caccioppoli set, then it is easy to verify that

\[
\partial^- E = \text{supp } |D\chi_E| = \partial^* E.
\]

However notice that in general the inclusions

\[
\partial^* E \subset \partial E \subset \partial^- E \subset \partial E
\]

are all strict and in principle we could have

\[
\mathcal{H}^{n-1}(\partial^- E \setminus \partial^* E) > 0.
\]

**Remark 1.15.** Let \( E \subset \mathbb{R}^n \). From what we have seen above, up to modifying \( E \) on a set of measure zero, we can assume that

\[
E_1 \subset E, \quad E \cap E_0 = \emptyset
\]

and

\[
\partial E = \partial^- E = \{ x \in \mathbb{R}^n \mid 0 < |E \cap B_r(x)| < \omega_n r^n, \forall r > 0 \}.
\]

(1.16)

We will make this assumption in later chapters.

### 1.3 Minimal Surfaces

In this section we recall the definition of minimal surfaces and we present the sketch of a proof due to Savin for the regularity of their reduced boundary.

The classical proof relies on the monotonicity formula and the approximation of a minimal surface with appropriate harmonic functions. The proof by Savin makes use of viscosity solutions and a suitable Harnack inequality, which allows to prove an improvement of flatness Theorem; from this one easily obtains \( C^{1,\alpha} \) regularity (and hence also smoothness) of the reduced boundary of a minimal surface.

In this section we suppose that every set satisfies (1.16). In particular every Caccioppoli set \( E \) satisfies

\[
\partial E = \partial^- E = \text{supp } |D\chi_E|.
\]

**Definition 1.16.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set. We say that a Caccioppoli set \( E \) has minimal perimeter in \( \Omega \), or that \( \partial E \) is a minimal surface in \( \Omega \), if it has minimal perimeter among the sets which agree with \( E \) outside a compact subset of \( \Omega \), i.e.

\[
P(E, \Omega) \leq P(F, \Omega),
\]

(1.17)

for every Caccioppoli set \( F \) s.t. \( E \Delta F \subset \subset \Omega \).

If \( \Omega \) is not bounded, in particular if \( \Omega = \mathbb{R}^n \), we say that \( E \) has minimal perimeter in \( \Omega \) if the above inequality holds for every bounded open subset \( \Omega' \subset \Omega \) s.t. \( E \Delta F \subset \subset \Omega' \).
Using the compactness and semicontinuity theorems, it is immediate to get
the existence of minimal surfaces, via the direct method of Calculus of Variation.

**Proposition 1.17.** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set and fix a set $E_0$ of finite
perimeter. Then there exists a set of finite perimeter $E$ s.t. $E = E_0$ in $\mathcal{C}\Omega$ and

$$P(E) = \inf \{ P(F) \mid F \setminus \Omega = E_0 \setminus \Omega \}.$$  \hfill (1.18)

The problem of finding a minimal set as in (1.18) is known as the Plateau
problem. Since the perimeter is local, it is quite clear that the behavior of the
set $E_0$ far from $\Omega$ doesn’t matter. Roughly speaking $E_0$ has the role of boundary
data and we want to find the surface which minimizes the area among all surfaces
having as boundary $\partial E_0 \cap \partial \Omega$.

**Remark 1.18.** Notice that a set solving the Plateau problem (1.18) has minimal
perimeter in $\Omega$.

Now there are two main problems: to show that the reduced boundary of
a set of minimal perimeter is actually smooth and to understand how big the
singular set $\partial E \setminus \partial^* E$ can be.

First of all notice that if $E$ has minimal perimeter in $\Omega$, then $\lambda E$ has minimal
perimeter in $\lambda \Omega$ for every $\lambda > 0$ thanks to the scaling of the perimeter.
Moreover if $E$ has minimal perimeter in $\Omega$, then it has minimal perimeter also
in every $\Omega' \subset \Omega$ open.
Indeed, let $F$ be a Caccioppoli set s.t. $E \Delta F \subset \subset \Omega'$. Then also $E \Delta F \subset \subset \Omega$ and

$$P(E, \Omega') + P(E, \Omega \setminus \Omega') = P(E, \Omega)$$

$$\leq P(F, \Omega) = P(F, \Omega') + P(F, \Omega \setminus \Omega')$$

$$= P(F, \Omega') + P(E, \Omega \setminus \Omega').$$

In particular when we want to study the regularity of a point $x \in \partial E$, using
translations and dilations we can reduce to the study of a set $E$ of minimal perimeter in $B_1$ s.t. 0 $\in \partial B_1$.

Using the isoperimetric inequality we can obtain the following uniform density estimates

**Proposition 1.19.** Let $E$ be a set of minimal perimeter in $B_1$ s.t. 0 $\in \partial B_1$. There exists a constant $c = c(n) > 0$ s.t. for every $r \in (0, 1)$ we have

$$|E \cap B_r| \geq cr^n, \quad |CE \cap B_r| \geq cr^n.$$

These and similar estimates holding for the perimeter instead of the Lebesgue
measure yield the first regularity result for minimal surfaces.

**Proposition 1.20.** If $E$ is a set of minimal perimeter in $\Omega$, then

$$\mathcal{H}^{n-1}(\partial E \setminus \partial^* E \cap \Omega) = 0.$$

Moreover we have the following compactness property
Proposition 1.21. Let \( \{E_k\} \) be a sequence of sets of minimal perimeter in \( \Omega \). Then there exists a subsequence \( \{E_{k_i}\} \) converging to a set \( E \) of minimal perimeter in \( \Omega \)

\[
E_{k_i} \xrightarrow{loc} E.
\]

Actually using the uniform estimates above we can show that the minimal surfaces \( \partial E_k \) converge in Hausdorff sense to \( \partial E \) on any compact subset of \( \Omega \), i.e. for every \( \epsilon > 0 \) the surfaces \( \partial E_k \) lie in an \( \epsilon \)-neighborhood of \( \partial E \) for every \( k \) big enough (inside a compact subset of \( \Omega \))

The case which interests us the most is the following. Let \( E \) be a set of minimal perimeter in \( B_1 \) s.t. \( 0 \in \partial E \) and consider the blow-ups

\[
E_r := \{x \in \mathbb{R}^n | rx \in E\} = \frac{1}{r}E,
\]

for \( r \to 0 \).

As remarked above, these are sets of minimal perimeter in \( B_r \), and hence also in \( B_1 \), if \( r \leq 1 \).

The compactness property implies that we can find a sequence \( r_k \to 0 \) s.t.

\[
E_{r_k} \xrightarrow{loc} E_{\infty},
\]

for a set \( E_{\infty} \) of minimal perimeter in \( B_1 \).

Actually the set \( E_{\infty} \) has minimal perimeter in \( \mathbb{R}^n \) and it is easily seen that it is a cone i.e. there exists a set \( A \) s.t.

\[
E_{\infty} = \{tx | t \geq 0, x \in A\}.
\]

The set \( E_{\infty} \) is called tangent cone to \( E \) at \( 0 \). We say that it is a singular cone if it is not a half-space.

If the point \( 0 \) belongs to the reduced boundary of \( E \), \( 0 \in \partial^* E \), then the blow-up limit is actually the approximate tangent plane at \( 0 \),

\[
\partial E_{\infty} = H(0) = \nu_E(0)^\perp,
\]

\[
E_{\infty} = H^-(0) = \{x \in \mathbb{R}^n | x \cdot \nu_E(0) \leq 0\}.
\]

Remark 1.22. This is true for a general Caccioppoli set \( E \), not necessarily of minimal perimeter. Let \( x \in \partial^* E \), up to translation we can suppose \( x = 0 \in \partial^* E \). Then

\[
E_r \xrightarrow{loc} H^-(0), \quad \text{as } r \to 0.
\]

Also notice that \( 0 \in \partial E_r \) for every \( r > 0 \). Roughly speaking we are zooming in on \( 0 \) and if it is a regular point, then we see the boundary of \( E \) becoming flatter and flatter, until it becomes a plane.

Up to rotation we can suppose \( \nu_E(0) = e_n \), so that

\[
H^-(0) = \{x \in \mathbb{R}^n | x_n \leq 0\}.
\]

As remarked above we see that if \( E \) is of minimal perimeter in \( B_1 \) and \( 0 \in \partial E \) is s.t. \( E_{\infty} = \{x_n \leq 0\} \) (in particular if \( 0 \in \partial^* E \), then for every \( \epsilon > 0 \)

\[
\partial E_r \cap B_1 \subset \{x \in \mathbb{R}^n | x_n < \epsilon\},
\]
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for $r$ small enough.

The fundamental result for the regularity of a minimal surface is the following flatness Theorem

**Theorem 1.23** (De Giorgi). Let $E$ be a set of minimal perimeter in $B_1$ with $0 \in \partial E$ s.t.

$$\partial E \cap B_1 \subset \{|x_n| \leq \epsilon_0\},$$

(1.19)

where $\epsilon_0 = \epsilon_0(n) > 0$ is a small constant depending only on $n$. Then $\partial E$ is an analytic surface in $B_{1/2}$.

It is clear from the discussion above that we can apply this Theorem to every point $x \in \partial E \cap \Omega$ of a surface of minimal perimeter in $\Omega$ which has as blow-up limit a half-space.

Indeed let $x$ be such a point; after translation we can suppose that $x = 0$. Then for $r$ small enough the set $E_r$ satisfies the hypothesis of the Theorem, so scaling back we see that $\partial E$ is an analytic surface in $B_{r/2}$.

Also notice that every such point $x$ must belong to the reduced boundary of $E$, since $\partial E$ is smooth in a neighborhood of $x$.

This implies that the reduced boundary $\partial^* E \cap \Omega$ of a set of minimal perimeter in $\Omega$ is an analytic surface and the singular set $(\partial E \setminus \partial^* E) \cap \Omega$ coincides with the set of points of $\partial E \cap \Omega$ having as blow-up limit a singular minimal cone.

Notice that such a cone must indeed be singular (at least) in 0 by construction.

A result of Simons shows that in dimension $n \leq 7$ the only global minimal surfaces are planes. Since there cannot be singular minimal cones, then the singular set is empty if $n \leq 7$.

Moreover, using a dimension reduction argument, Federer proved that in dimension $n \geq 8$ the singular set can have Hausdorff dimension at most equal to $n - 8$. Also notice that there exist examples of minimal sets for which this estimate is sharp. To sum up, we have

**Theorem 1.24.** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set. If $E$ is a set of minimal perimeter in $\Omega$, then $\partial^* E \cap \Omega$ is an analytic hypersurface, which is relatively open in $\partial E \cap \Omega$. Moreover the singular set $(\partial E \setminus \partial^* E) \cap \Omega$ satisfies the following properties:

(i) if $2 \leq n \leq 7$, then $(\partial E \setminus \partial^* E) \cap \Omega = \emptyset$,

(ii) if $n = 8$, then $(\partial E \setminus \partial^* E) \cap \Omega$ has no accumulation points,

(iii) if $n \geq 9$, then $\mathcal{H}^s((\partial E \setminus \partial^* E) \cap \Omega) = 0$ for every $s > n - 8$.

There exists a perimeter minimizer $E$ in $\mathbb{R}^8$ s.t. $\mathcal{H}^0(\partial E \setminus \partial^* E) = 1$ and if $n \geq 9$ there exists a perimeter minimizer $E$ in $\mathbb{R}^n$ s.t. $\mathcal{H}^{n-8}(\partial E \setminus \partial^* E) = \infty$.

The main difficulty in proving Theorem 1.23 is the fact that a priori $\partial E$ cannot be written as a graph.

Define for every $r > 0$ the cylinder

$$C_r := B'_r \times (-r, r) = \{(x', x_n) \in \mathbb{R}^n \mid |x'| < r, |x_n| < r\}.$$

Now let $E$ be a surface of minimal perimeter in $C_1$, with $0 \in \partial E$. Suppose that $\partial E$ is the graph of a Lipschitz function $u : B'_1 \rightarrow \mathbb{R}$, with $u(0) = 0$ and $\text{Lip}(u) = 1$, i.e.

$$\partial E \cap C_1 = \{(x', u(x')) \in \mathbb{R}^n \mid x' \in B'_1\}$$
and that $E$ is the subgraph of $u$

$$E \cap C_1 = \{(x', x_n) \in \mathbb{R}^n \mid x' \in B'_1, -1 < x_n < u(x')\}.$$ 

Then for every Borel set $A \subset B'_1$ the perimeter of $E$ is computed as 

$$P(E, C_1 \cap p^{-1}A) = A(u, A) := \int_A \sqrt{1 + |\nabla' u(x')|^2} \, dx',$$

where $p : \mathbb{R}^n \to \mathbb{R}^{n-1}$, $(x', x_n) \mapsto x'$.

It is easily seen that since $E$ is a perimeter minimizer in $C_1$, then $u$ is a local minimizer of the area functional $A(\cdot, B'_1)$, meaning that for every compact subset $K \subset B'_1$ there exists $\epsilon > 0$ s.t.

$$A(u, B'_1) \leq A(u + \varphi, B'_1),$$

for every $\varphi \in C^\infty_c(B'_1)$ with supp $\varphi \subset K$ and $|\varphi| < \epsilon$.

Moreover $u$ is a Lipschitz local minimizer for the area functional $A(\cdot, B'_1)$ if and only if

$$\int_{B'_1} \frac{\nabla' u(x')}{\sqrt{1 + |\nabla' u(x')|^2}} \cdot \nabla' \varphi(x') \, dx' = 0,$$

for every $\varphi \in C^\infty_c(B'_1)$ i.e. if and only if it is a weak solution in $B'_1$ of the Euler-Lagrange equation

$$\text{div} \left( \frac{\nabla' u}{\sqrt{1 + |\nabla' u|^2}} \right) = 0,$$  

which is the so called minimal surface equation. Notice that this equation expresses in local coordinates the vanishing of the mean curvature of the hypersurface $\partial E \cap C_1$, defined as the graph of $u$ over $B'_1$.

Moreover notice that once we prove that $u \in C^{1,\alpha}(B'_1)$, then classical bootstrapping arguments of the elliptic regularity theory imply that $u$ actually is analytic.

As we said earlier the problem is that we do not know if $\partial E$ can be written as a graph.

In any case it is proved in [8] that if $E$ is a set of minimal perimeter in $B_1$, then $\partial E \cap B_1$ is a viscosity solution of equation (1.20).

**Definition 1.25.** The boundary $\partial E$ of a set $E$ satisfies the minimal surface equation (1.20) in the viscosity sense if for every smooth function $\varphi$ which has the subgraph

$$S = \{x_n < \varphi(x')\}$$

included in $E$ or in $CE$ in a small ball $B_r(y)$ centered in some point

$$y \in \partial S \cap \partial E$$

we have

$$\text{div} \left( \frac{\nabla' \varphi}{\sqrt{1 + |\nabla' \varphi|^2}} \right) \leq 0,$$

and if we consider supergraphs then the opposite inequality holds.
This means that if we touch the boundary $\partial E$ with the graph of a smooth function from the inside (outside) of $E$, then the corresponding inequality holds. For some details about viscosity solutions see the Appendix.

Now the idea is to adapt the methods used in the proof of the Harnack inequality for viscosity solutions (see Theorem A.10 in Appendix A) in order to get the following

**Theorem 1.26** (Harnack inequality). Let $E$ be a set of minimal perimeter in $B_1$ s.t. $0 \in \partial E$ and
\[
\partial E \cap B_1 \subset \{|x_n| \leq \epsilon\},
\]
with $\epsilon \leq \epsilon_0(n)$. Then
\[
\partial E \cap B_{1/2} \subset \{|x_n| \leq (1 - \eta)\epsilon\},
\]
where $\eta > 0$ is a small universal constant.

Then, arguing by contradiction, we obtain the following improvement of flatness Theorem for $\partial E$

**Theorem 1.27** (Improvement of flatness). Let $E$ be a set of minimal perimeter in $B_1$ s.t. $0 \in \partial E$ and
\[
\partial E \cap B_1 \subset \{|x_n| \leq \epsilon\},
\]
with $\epsilon \leq \epsilon_0(n)$. Then there exists $\nu_1 \in S^{n-1}$ s.t.
\[
\partial E \cap B_{r_0} \subset \left\{|x \cdot \nu_1| \leq \frac{\epsilon}{2} r_0\right\},
\]
(1.21)
where $r_0$ is a small universal constant.

Roughly speaking this means that once we know that $\partial E$ in a neighborhood of 0 is contained in a cylinder of small height, then in a smaller neighborhood it is actually contained in a flatter cylinder, up to changing the coordinates. Applying this Theorem inductively one can then show that $\partial E$ is actually a $C^{1,\alpha}$ graph in $B_{3/4}$ and hence, as remarked above, it is analytic.

We conclude this section recalling the monotonicity formula, since we will later need to find an analogue for fractional perimeters.

**Theorem 1.28** (Monotonicity Formula). Let $E$ be a set of minimal perimeter in $\Omega$ and let $x_0 \in \partial E \cap \Omega$. Then the density ratios
\[
\frac{P(E, B_r(x_0))}{n \omega_n r^{n-1}}
\]
are increasing for $r \in (0, d(x_0, \partial \Omega))$.

Notice that if $E$ is a cone, then the above ratio is constant.
Chapter 2

Fractional Perimeter

2.1 Fractional Sobolev Spaces

We recall (see [20]) the definition of fractional Sobolev space and some embedding properties which will be used in the sequel.

**Definition 2.1.** Let $\Omega \subset \mathbb{R}^n$ be an open set and fix $p \in [1, \infty)$, $s \in (0, 1)$. Then we define the fractional Sobolev space

$$W^{s,p}(\Omega) := \left\{ u \in L^p(\Omega) \bigg| \int_\Omega \int_\Omega \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dx \, dy < \infty \right\}.$$  

The term

$$[u]_{W^{s,p}(\Omega)} := \left( \int_\Omega \int_\Omega \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dx \, dy \right)^{\frac{1}{p}}$$

is called Gagliardo seminorm of $u$.

Endowed with the norm

$$\|u\|_{W^{s,p}(\Omega)} := \left( \|u\|_{L^p(\Omega)}^p + [u]_{W^{s,p}(\Omega)}^p \right)^{\frac{1}{p}},$$

$W^{s,p}(\Omega)$ is a Banach space.

When $p = 2$, we write $H^s(\Omega)$ for the Hilbert space $W^{s,2}(\Omega)$.

For a fixed $p$, the fractional Sobolev spaces are intermediate between $L^p(\Omega)$ and $W^{1,p}(\Omega)$, as is shown by the following Propositions.

**Proposition 2.2.** Let $\Omega \subset \mathbb{R}^n$ be an open set and let $p \in [1, \infty)$, $0 < s \leq t < 1$. Then $\exists C = C(n, s, p) \geq 1$ s.t. for every measurable $u : \Omega \rightarrow \mathbb{R}$

$$\|u\|_{W^{s,p}(\Omega)} \leq C\|u\|_{W^{t,p}(\Omega)}.$$  

In particular we have the continuous embedding

$$W^{1,p}(\Omega) \hookrightarrow W^{s,p}(\Omega).$$  

In order to prove the embedding $W^{1,p}(\Omega) \hookrightarrow W^{s,p}(\Omega)$, we need to impose some regularity condition on the boundary of $\Omega$, because in the proof we make use of an extension property.
To be more precise, we say that an open set $\Omega \subset \mathbb{R}^n$ is an extension domain for $W^{s,p}$ if $\exists C = C(s,p,\Omega) > 0$ s.t. for every $u \in W^{s,p}(\Omega)$ there exists $\tilde{u} \in W^{s,p}(\mathbb{R}^n)$ with $\tilde{u}|_{\Omega} = u$ and $\|\tilde{u}\|_{W^{s,p}(\mathbb{R}^n)} \leq C\|u\|_{W^{s,p}(\Omega)}$.

We say that $\Omega$ is an extension domain if it is an extension domain for $W^{s,p}$ for every $p \in [1, \infty)$ and $s \in (0,1)$. It can be proved that any open set $\Omega$ with bounded $C^{0,1}$ boundary $\partial \Omega$ is an extension domain (see [20] for a proof and a counterexample). We consider $\mathbb{R}^n$ itself as an extension domain (for terminology simplicity).

**Proposition 2.3.** Let $\Omega \subset \mathbb{R}^n$ be an extension domain and let $p \in [1, \infty)$, $0 < s < 1$. Then $\exists C = C(n,s,p) > 0$ s.t. for every measurable $u : \Omega \to \mathbb{R}$

$$\|u\|_{W^{s,p}(\Omega)} \leq C\|u\|_{W^{1,p}(\Omega)}.$$  

In particular we have the continuous embedding

$$W^{1,p}(\Omega) \hookrightarrow W^{s,p}(\Omega).$$

We have the following Sobolev-type inequality.

**Theorem 2.4.** Let $p \in [1, \infty)$ and $0 < s < 1$ s.t. $sp < n$. Then $\exists C = C(n,s,p) > 0$ s.t. for every measurable $u : \mathbb{R}^n \to \mathbb{R}$ with compact support we have

$$\|u\|_{L^p(\mathbb{R}^n)}^p \leq C \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |u(x) - u(y)|^p \frac{dx \, dy}{|x - y|^{n+sp}} = C\|u\|_{W^{s,p}(\mathbb{R}^n)}^p,$$

where $p^* = \frac{np}{n-sp}$ is the fractional critical exponent.

As a consequence, using Holder inequality we get the following embeddings.

**Corollary 2.5.** Let $p \in [1, \infty)$ and $0 < s < 1$ s.t. $sp < n$. Then we have the continuous embedding

$$W^{s,p}(\mathbb{R}^n) \hookrightarrow L^q(\mathbb{R}^n), \quad \text{for every } q \in [p,p^*].$$

Exploiting the extension property and the above results, we find

**Theorem 2.6.** Let $\Omega \subset \mathbb{R}^n$ be an extension domain and let $p \in [1, \infty)$, $s \in (0,1)$ s.t. $sp < n$. Then $\exists C = C(s,p,\Omega) > 0$ s.t. for every $u \in W^{s,p}(\Omega)$

$$\|u\|_{L^q(\Omega)} \leq C\|u\|_{W^{s,p}(\Omega)}, \quad \text{for every } q \in [p,p^*],$$

i.e. we have the continuous embedding

$$W^{s,p}(\Omega) \hookrightarrow L^q(\Omega), \quad \text{for every } q \in [p,p^*].$$

Moreover, if $\Omega$ is bounded, then

$$W^{s,p}(\Omega) \hookrightarrow L^q(\Omega), \quad \text{for every } q \in [1,p^*].$$

Actually in a bounded extension domain the embedding is compact, except the case of the critical exponent.

**Theorem 2.7.** Let $\Omega \subset \mathbb{R}^n$ be a bounded extension domain and let $p \in [1, \infty)$, $s \in (0,1)$ s.t. $sp < n$. Then we have the compact embedding

$$W^{s,p}(\Omega) \hookrightarrow L^q(\Omega), \quad \text{for every } q \in [1,p^*].$$
2.2 Fractional Perimeter

First of all we fix an index $s \in (0, 1)$.

Now for every couple of disjoint sets $E, F \subset \mathbb{R}^n$ we define the functional

$$\mathcal{L}_s(E, F) := \int_E \int_F \frac{1}{|x-y|^{n+s}} \, dx \, dy = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\chi_E(x)\chi_F(y)}{|x-y|^{n+s}} \, dx \, dy. \quad (2.3)$$

**Definition 2.8.** Let $\Omega \subset \mathbb{R}^n$ be an open set. Then for every $E \subset \mathbb{R}^n$ we define the fractional $s$-perimeter of $E$ in $\Omega$ as

$$P_s(E, \Omega) := \mathcal{L}_s(E \cap \Omega, CE) + \mathcal{L}_s(E \setminus \Omega, CE \cap \Omega). \quad (2.4)$$

If $\Omega = \mathbb{R}^n$, then we write $P_s(E) := P_s(E, \mathbb{R}^n)$ for the (global) $s$-perimeter of $E$.

Notice that, if $E \subset \Omega$, then $E \setminus \Omega = \emptyset$ and $E \cap \Omega = E$, so

$$P_s(E, \Omega) = \mathcal{L}_s(E, CE) = P_s(E). \quad (2.5)$$

Moreover

$$\mathcal{L}_s(E, CE) = \int_E \int_{CE} \frac{1}{|x-y|^{n+s}} \, dx \, dy = \frac{1}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|\chi_E(x) - \chi_F(y)|}{|x-y|^{n+s}} \, dx \, dy = \frac{1}{2}[|\chi_E|_{2s+1}(\mathbb{R}^n)]$$

**Remark 2.9.** Since $|\chi_E(x) - \chi_F(y)|^p = |\chi_E(x) - \chi_F(y)|$, we could as well consider the $W^{s,p}$ norm, with $t = \frac{s}{p}$. For this reason in the literature the index $s \in (0, \frac{1}{2})$ is sometimes used in place of $s$. In the sequel we will consider the index $s \in (0, 1)$ and define $\sigma := \frac{s}{2} \in (0, \frac{1}{2})$, which is the natural index when considering $H^\sigma$ norms.

For a general open set $\Omega \subset \mathbb{R}^n$ we can split the $s$-perimeter in the three terms

$$P_s(E, \Omega) = \mathcal{L}_s(E \cap \Omega, CE \cap \Omega) + \mathcal{L}_s(E \cap \Omega, CE \setminus \Omega) + \mathcal{L}_s(E \setminus \Omega, CE \cap \Omega),$$

and regroup them as

$$P_s^L(E, \Omega) := \mathcal{L}_s(E \cap \Omega, CE \cap \Omega) = \frac{1}{2}[|\chi_E|_{2s+1}(\Omega)],$$

$$P_s^{NL}(E, \Omega) := \mathcal{L}_s(E \cap \Omega, CE \setminus \Omega) + \mathcal{L}_s(E \setminus \Omega, CE \cap \Omega).$$

The term $P_s^L(E, \Omega)$ can be considered as the local contribution to the fractional perimeter of $E$ in $\Omega$ in the sense that, given two sets $E, F \subset \mathbb{R}^n$ s.t. $|(E \Delta F) \cap \Omega| = 0$, we clearly have $P_s^L(E, \Omega) = P_s^L(F, \Omega)$.

However if $|(E \Delta F) \cap \Omega| > 0$, then (in general) we will have $P_s(E, \Omega) \neq P_s(F, \Omega)$, unlike what happens with the classical perimeter.

This means that the fractional perimeter is nonlocal.

In the following Proposition we collect some elementary properties of the $s$-perimeter.
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Proposition 2.10. Let $s \in (0, 1)$ and $\Omega \subset \mathbb{R}^n$ open.

(i) (Subadditivity) Let $E, F \subset \mathbb{R}^n$ s.t. $|E \cap F| = 0$. Then

\[ P_s(E \cup F, \Omega) \leq P_s(E, \Omega) + P_s(F, \Omega). \]  

(2.6)

(ii) (Translation invariance) Let $E \subset \mathbb{R}^n$ and $x \in \mathbb{R}^n$. Then

\[ P_s(E + x, \Omega + x) = P_s(E, \Omega). \]  

(2.7)

(iii) (Rotation invariance) Let $E \subset \mathbb{R}^n$ and $\mathcal{R} \in SO(n)$ a rotation. Then

\[ P_s(\mathcal{R}E, \mathcal{R}\Omega) = P_s(E, \Omega). \]  

(2.8)

(iv) (Scaling) Let $E \subset \mathbb{R}^n$ and $\lambda > 0$. Then

\[ P_s(\lambda E, \lambda \Omega) = \lambda^{n-s} P_s(E, \Omega). \]  

(2.9)

Proof. (i) follows from the following observations. Let $A_1, A_2, B \subset \mathbb{R}^n$. If $|A_1 \cap A_2| = 0$, then

\[ \mathcal{L}_s(A_1 \cup A_2, B) = \int_{A_1 \cup A_2} \int_B \frac{dx \, dy}{|x - y|^{n+s}} \]
\[ = \int_{A_1} \int_B \frac{dx \, dy}{|x - y|^{n+s}} + \int_{A_2} \int_B \frac{dx \, dy}{|x - y|^{n+s}} \]
\[ = \mathcal{L}_s(A_1, B) + \mathcal{L}_s(A_2, B). \]

Moreover

\[ A_1 \subset A_2 \implies \mathcal{L}_s(A_1, B) \leq \mathcal{L}_s(A_2, B), \]  

(2.10)

and

\[ \mathcal{L}_s(A, B) = \mathcal{L}_s(B, A). \]

Therefore

\[ P_s(E \cup F, \Omega) = \mathcal{L}_s((E \cup F) \cap \Omega, \mathcal{C}(E \cup F) + \mathcal{L}_s((E \cup F) \setminus \Omega, \mathcal{C}(E \cup F) \cap \Omega) \]
\[ = \mathcal{L}_s(E \cap \Omega, \mathcal{C}(E \cup F)) + \mathcal{L}_s(F \cap \Omega, \mathcal{C}(E \cup F)) \]
\[ + \mathcal{L}_s(E \setminus \Omega, \mathcal{C}(E \cup F) \cap \Omega) + \mathcal{L}_s(F \setminus \Omega, \mathcal{C}(E \cup F) \cap \Omega) \]
\[ \leq \mathcal{L}_s(E \cap \Omega, CE) + \mathcal{L}_s(F \cap \Omega, CF) \]
\[ + \mathcal{L}_s(E \setminus \Omega, CE \cap \Omega) + \mathcal{L}_s(F \setminus \Omega, CF \cap \Omega) \]
\[ = P_s(E, \Omega) + P_s(F, \Omega). \]

(ii), (iii) and (iv) follow simply by a change of variables in $\mathcal{L}_s$ and the following observations:

\[ (x + A_1) \cap (x + A_2) = x + A_1 \cap A_2, \quad x + \mathcal{C}A = \mathcal{C}(x + A), \]
\[ \mathcal{R}A_1 \cap \mathcal{R}A_2 = \mathcal{R}(A_1 \cap A_2), \quad \mathcal{R}(\mathcal{C}A) = \mathcal{C}(\mathcal{R}A), \]
\[ (\lambda A_1) \cap (\lambda A_2) = \lambda (A_1 \cap A_2), \quad \lambda (\mathcal{C}A) = \mathcal{C}(\lambda A). \]

For example, for claim (iv) we have

\[ \mathcal{L}_s(\lambda A, \lambda B) = \int_A \int_B \frac{dx \, dy}{|x - y|^{n+s}} = \int_A \lambda^n \int_B \frac{\lambda^n \, dy}{|\lambda x - y|^{n+s}} \]
\[ = \lambda^{n-s} \mathcal{L}_s(A, B). \]
Then
\[ P_s(\lambda E, \lambda \Omega) = \mathcal{L}_s(\lambda E \cap \lambda \Omega, \lambda C(E)) + \mathcal{L}_s(\lambda E \cap \lambda C(\lambda \Omega), \lambda (E \cap \lambda \Omega)) \]
\[ = \mathcal{L}_s(\lambda (E \cap \Omega), \lambda C(E)) + \mathcal{L}_s(\lambda (E \cap \Omega), \lambda (CE \cap \Omega)) \]
\[ = \lambda^{n-s} (\mathcal{L}_s(E \cap \Omega, CE) + \mathcal{L}_s(E \cap \Omega, CE)) \]
\[ = \lambda^{n-s} P_s(E, \Omega). \]

Now a natural question is: what kind of sets (if any) have finite fractional perimeter?

The following embedding implies that any set with finite perimeter has also finite \( s \)-perimeter for any \( s \in (0, 1) \).

**Proposition 2.11.** Let \( \Omega \subset \mathbb{R}^n \) be an extension domain and let \( s \in (0, 1) \).
Then \( \exists C = C(n, s) \geq 1 \) s.t. for every measurable \( u : \Omega \to \mathbb{R} \)
\[ \|u\|_{W^{s,1}(\Omega)} \leq C \left( \|u\|_{L^1(\Omega)} + V(u, \Omega) \right) = C\|u\|_{BV(\Omega)}. \] (2.11)

In particular we have the continuous embedding
\[ BV(\Omega) \hookrightarrow W^{s,1}(\Omega). \]

**Proof.** The claim is trivially satisfied if the right hand side is infinite, so let \( u \in BV(\Omega) \). We only need to check that the Gagliardo seminorm of \( u \) is bounded by its \( BV \)-norm.

Since \( \Omega \) is an extension domain, we know that \( \exists C = C(n, s) \geq 1 \) s.t.
\[ \|v\|_{W^{s,1}(\Omega)} \leq C\|v\|_{W^{1,1}(\Omega)}. \]

Take an approximating sequence \( \{u_k\} \subset C^\infty(\Omega) \cap BV(\Omega) \) as in Proposition 1.3.

Then
\[ [u_k]_{W^{s,1}(\Omega)} \leq \|u_k\|_{W^{s,1}(\Omega)} \leq C\|u_k\|_{W^{1,1}(\Omega)} = C\|u_k\|_{BV(\Omega)}, \]
for each \( k \in \mathbb{N} \).

Now using Fatou’s Lemma we get
\[ [u]_{W^{s,1}(\Omega)} \leq \liminf_{k \to \infty} [u_k]_{W^{s,1}(\Omega)} \leq C \liminf_{k \to \infty} \|u_k\|_{BV(\Omega)} = C \lim_{k \to \infty} \|u_k\|_{BV(\Omega)} = C\|u\|_{BV(\Omega)} \]
and hence the claim.

\[ \square \]

**Remark 2.12.** In particular we have
\[ W^{1,1}(\Omega) \subset BV(\Omega) \subset \bigcap_{s \in (0,1)} W^{s,1}(\Omega) \]
and we know that the first inclusion is strict. We will show below that (in general) the second inclusion is strict too.

As a consequence, since \( P_s(E) = \frac{1}{2}[\chi_E]_{W^{s,1}(\mathbb{R}^n)} \), we have
Corollary 2.13. Let \( E \subset \mathbb{R}^n \) be a set of finite perimeter i.e. \( \chi_E \in BV(\mathbb{R}^n) \). Then \( E \) has finite \( s \)-perimeter for every \( s \in (0, 1) \).

Actually, in case \( E \) is bounded we can say more.

Theorem 2.14. Let \( E \subset \mathbb{R}^n \) be bounded. Then the following are equivalent:

(i) \( E \) has finite perimeter,
(ii) \( E \) has finite \( s \)-perimeter for every \( s \in (0, 1) \) and
\[
\lim \inf_{s \to 1} (1 - s) P_s(E) < \infty,
\]
(iii) \( \exists \{s_k\} \subset (0, 1), s_k \nearrow 1 \) s.t. \( E \) has finite \( s_k \)-perimeter for each \( k \in \mathbb{N} \) and
\[
\sup_{k \in \mathbb{N}} (1 - s_k) P_{s_k}(E) < \infty.
\]

Moreover in this case we have
\[
\lim_{s \to 1} (1 - s) P_s(E) = \omega_{n-1} P(E). \tag{2.12}
\]

This is a consequence of the following results (see \([5]\) and \([18]\))

Theorem 2.15 (Bourgain, Brezis, Mironescu). Let \( \Omega \subset \mathbb{R}^n \) be a smooth bounded domain. Let \( u \in L^1(\Omega) \). Then \( u \in BV(\Omega) \) if and only if
\[
\lim \inf_{n \to \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|}{|x - y|} \rho_n(x - y) \, dx \, dy < \infty,
\]
and then
\[
C_1 |Du|(\Omega) \leq \lim \inf_{n \to \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|}{|x - y|} \rho_n(x - y) \, dx \, dy
\]
\[
\leq \lim \sup_{n \to \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|}{|x - y|} \rho_n(x - y) \, dx \, dy \leq C_2 |Du|(\Omega), \tag{2.13}
\]
for some constants \( C_1, C_2 \) depending only on \( \Omega \).

This result was refined by Davila

Theorem 2.16 (Davila). Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set with Lipschitz boundary. Let \( u \in BV(\Omega) \). Then
\[
\lim_{k \to \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|}{|x - y|} \rho_k(x - y) \, dx \, dy = K_{1,n} |Du|(\Omega), \tag{2.14}
\]
where
\[
K_{1,n} = \frac{1}{n \omega_n} \int_{\mathbb{R}^{n-1}} |v \cdot e| \, d\sigma(v),
\]
with \( e \in \mathbb{R}^n \) any unit vector.

In the above Theorems \( \rho_k \) is any sequence of radial mollifiers i.e. of functions satisfying
\[
\rho_k(0) > 0, \quad \rho_k(x) = \rho_k(|x|), \quad \int_{\mathbb{R}^n} \rho_k(x) \, dx = 1 \tag{2.15}
\]
\[
\lim_{k \to \infty} \int_{\delta}^{\infty} \rho_k(r)r^{n-1} \, dr = 0 \quad \text{for all } \delta > 0. \quad (2.16)
\]

In particular, for \( R > \text{diam}(\Omega) \), we can consider
\[
\rho(x) := \chi_{[0,R]}(|x|) \frac{1}{|x|^{n-1}}
\]
and define for any sequence \( \{s_k\} \subset (0,1), s_k \nearrow 1, \)
\[
\rho_k(x) := (1 - s_k)\rho(x)cs_k\frac{1}{|x|^{s_k}},
\]
where the \( cs_k \) are normalizing constants. Then
\[
\int_{\mathbb{R}^n} \rho_k(x) \, dx = (1 - s_k)cs_kn\omega_n \int_0^R \frac{1}{r^{n-1+s_k}} r^{n-1} \, dr
\]
\[
= (1 - s_k)cs_kn\omega_n \int_0^R \frac{1}{r^{s_k}} r^{n-1} \, dr = cs_kn\omega_nR^{1-s_k},
\]
and hence taking \( cs_k := \frac{1}{n\omega_n}R^{s_k-1} \) gives (2.15): notice that \( cs_k \to \frac{1}{n\omega_n} \).

Also
\[
\lim_{k \to \infty} \int_{\delta}^{\infty} \rho_k(r)r^{n-1} \, dr = \lim_{k \to \infty} (1 - s_k)cs_k \int_{\delta}^{R} \frac{1}{r^{s_k}} \, dr
\]
\[
= \lim_{k \to \infty} cs_k(R^{1-s_k} - \delta^{1-s_k}) = 0,
\]
giving (2.16).

With this choice we get
\[
\int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|}{|x - y|} \rho_k(x - y) \, dx \, dy = cs_k(1 - s_k)[u]_{W^{s_k,1}(\Omega)}.
\]

Then, if \( u \in BV(\Omega) \), Davila’s Theorem gives
\[
\lim_{s \to 1} (1 - s)[u]_{W^{s,1}(\Omega)} = \lim_{s \to 1} \frac{1}{cs} (cs(1 - s)[u]_{W^{s,1}(\Omega)})
\]
\[
= n\omega_nK_{1,s}|Du|(\Omega). \quad (2.17)
\]

Now we need to compute the constant \( K_{1,n} \).

Notice that we can choose \( c \) in such a way that \( v \cdot e = v_n \).

Then using spheric coordinates for \( S^{n-1} \) we obtain \( |v \cdot e| = |\cos \theta_{n-1}| \) and
\[
d\sigma = \sin \theta_2 (\sin \theta_3)^2 \cdots (\sin \theta_{n-1})^{n-2} \, d\theta_1 \cdots d\theta_{n-1},
\]
with \( \theta_1 \in [0,2\pi) \) and \( \theta_j \in [0,\pi) \) for \( j = 2, \ldots, n-1 \). Notice that
\[
\mathcal{H}^k(S^k) = \int_0^{2\pi} d\theta_1 \int_0^\pi \sin \theta_2 \, d\theta_2 \cdots \int_0^\pi (\sin \theta_{k-1})^{k-2} \, d\theta_{k-1}
\]
\[
= \mathcal{H}^{k-1}(S^{k-1}) \int_0^\pi (\sin t)^{k-2} \, dt.
\]
Then we get
\[
\int_{S^{n-1}} |v \cdot e| d\sigma(v) = \mathcal{H}^{n-2}(S^{n-2}) \int_0^\pi (\sin t)^{n-2} |\cos t| dt = \frac{\mathcal{H}^{n-2}(S^{n-2})}{n-1} \left( \int_0^{\frac{\pi}{2}} d(\sin t)^{n-1} dt - \int_{\frac{\pi}{2}}^\pi d(\sin t)^{n-1} dt \right) = \frac{2\mathcal{H}^{n-2}(S^{n-2})}{n-1}.
\]

Therefore
\[
n_\omega K_{1,n} = 2 \frac{\mathcal{H}^{n-2}(S^{n-2})}{n-1} = 2 \mathcal{L}^{n-1}(B_1(0)) = 2 \omega_{n-1}, \tag{2.18}
\]
and hence (2.17) becomes
\[
\lim_{s \to 1} (1 - s)[u]_{W^{s,1}(\Omega)} = 2 \omega_{n-1} |Du|(\Omega),
\]
for any \(u \in BV(\Omega)\).

Putting everything together we obtain

**Corollary 2.17.** Let \(\Omega \subset \mathbb{R}^n\) be a bounded open set with Lipschitz boundary. Let \(u \in L^1(\Omega)\). Then \(u \in BV(\Omega)\) if and only if
\[
\lim_{s \to 1} (1 - s)[u]_{W^{s,1}(\Omega)} < \infty.
\]
Moreover in that case
\[
\lim_{s \to 1} (1 - s)[u]_{W^{s,1}(\Omega)} = 2 \omega_{n-1} |Du|(\Omega). \tag{2.19}
\]

We can rewrite this proposition for sets as

**Proposition 2.18.** Let \(\Omega \subset \mathbb{R}^n\) be a bounded open set with Lipschitz boundary. Let \(E \subset \mathbb{R}^n\). Then \(P(E, \Omega) < \infty\) if and only if
\[
\lim_{s \to 1} (1 - s)P_s^E(E, \Omega) < \infty.
\]
Moreover in that case
\[
\lim_{s \to 1} (1 - s)P_s^E(E, \Omega) = \omega_{n-1} P(E, \Omega). \tag{2.20}
\]

Now we can give the proof of Theorem 2.14 but first it is convenient to point out the following easy but useful estimate.

**Lemma 2.19.** Let \(B \subset \mathbb{R}^n\) and \(x \in \mathbb{R}^n\) s.t. \(d(x, B) \geq d > 0\); then
\[
\int_B \frac{dy}{|x - y|^{n+s}} \leq \frac{n_\omega}{s} \frac{1}{d^s}. \tag{2.21}
\]
In particular, if \(A \subset \mathbb{R}^n\) is s.t. \(|A| < \infty\) and \(d(A, B) \geq d > 0\), then
\[
\mathcal{L}_s(A, B) \leq \frac{n_\omega}{s} |A| \frac{1}{d^s}. \tag{2.22}
\]
Proof. Since \( d(x, B) \geq d \), we have \( B \subset CB_d(x) \) and hence

\[
\int_B \frac{dy}{|x-y|^{n+s}} \leq \int_{CB_d(x)} \frac{dy}{|x-y|^{n+s}} = \int_{CB_d} \frac{dz}{|z|^{n+s}}
\]

\[
= \int_{\mathbb{R}^{n-1}} d\mathcal{H}^{n-1} \int_d^{\infty} \frac{1}{\rho^{n+s} \rho^{-1}} \, d\rho
\]

\[
= -\frac{n\omega_n}{s} \int_d^{\infty} \frac{d}{d\rho} \rho^{-s} \, d\rho = \frac{n\omega_n}{s} \frac{1}{d^s}
\]

The second inequality follows. \( \square \)

Proof of Theorem 2.14. Clearly (ii) and (iii) are equivalent. Let \( \Omega := B_R \) s.t. \( R > 1, E \subset \Omega \) and \( \text{dist}(E, \partial\Omega) \geq d > 0 \); this is clearly a bounded open set with smooth boundary.

(i)\( \Rightarrow \) (ii): we only need to show that the liminf is finite. Actually we prove that the limit holds true. Notice that we have

\[
P_s(E) = P^L_s(E, \Omega) + L_s(E, C\Omega).
\]

Now, as \( \chi_E \in BV(\mathbb{R}^n) \) and \( E \subset \subset \Omega \), we have \( \chi_E \in BV(\Omega) \) and \( P(E, \Omega) = P(E) \); in particular we also have \( \chi_E \in W^{s,1}(\Omega) \) for every \( s \in (0, 1) \). Since \( d(E, \partial\Omega) \geq d > 0 \), we have

\[
L_s(E, C\Omega) \leq \frac{n\omega_n}{s} |E| \frac{1}{d^s}.
\]

Multiplying by \( (1-s) \) we get

\[
0 \leq (1-s) L_s(E, C\Omega) \leq (1-s) \frac{|E| n\omega_n}{sd^s} \to 0,
\]

as \( s \to 1 \). This and (2.20) give

\[
\lim_{s \to 1} (1-s) P_s(E) = \lim_{s \to 1} (1-s) P^L_s(E, \Omega) = \omega_{n-1} P(E, \Omega) = \omega_{n-1} P(E).
\]

(iii)\( \Rightarrow \) (i): We have

\[
c_{s_k} (1-s_k)[\chi_E]_{W^{s_k,1}(\Omega)} \leq \frac{R}{n\omega_n} (1-s_k)[\chi_E]_{W^{s_k,1}(\Omega)}
\]

\[
\leq 2R \frac{1}{n\omega_n} (1-s_k) P_{s_k}(E).
\]

Thus the hypothesis implies

\[
\lim_{k \to \infty} c_{s_k} (1-s_k)[\chi_E]_{W^{s_k,1}(\Omega)} < \infty,
\]

and the Theorem of Bourgain, Brezis and Mironescu gives \( \chi_E \in BV(\Omega) \). Finally, as \( E \subset \subset \Omega \), we also get \( \chi_E \in BV(\mathbb{R}^n) \). \( \square \)
Remark 2.20. The condition that the liminf be bounded is necessary i.e. there exist bounded measurable sets having finite $s$-perimeter for every $s \in (0,1)$ which are not of finite perimeter. This also shows that in general the inclusion $BV(\Omega) \subset \bigcap_{s \in (0,1)} W^{s,1}(\Omega)$ is strict.

Example 2.21. Let $a \in (0,1) \subset \mathbb{R}$ and consider the open intervals $I_k := (a^{k+1}, a^k)$ for every $k \in \mathbb{N}$. Define $E := \bigcup_{k \in \mathbb{N}} I_{2k}$, which is a bounded (open) set. Due to the infinite number of jumps $\chi_E \notin BV(\mathbb{R})$. However it can be proved that $E$ has finite $s$-perimeter for every $s \in (0,1)$. We postpone the proof to the end of the chapter.

Notice that, since $A_1 \subset A_2 \implies \mathcal{L}_s(A_1, B) \leq \mathcal{L}_s(A_2, B)$, we always have

$$P^{NL}_s(E, \Omega) = \mathcal{L}_s(E \cap \Omega, CE \cap C\Omega) + \mathcal{L}_s(CE \cap \Omega, E \cap C\Omega) \leq 2\mathcal{L}_s(\Omega, C\Omega) = 2P_s(\Omega).$$

In particular, if $\Omega \subset \mathbb{R}^n$ is a bounded open set with Lipschitz boundary, then $\Omega$ has finite perimeter and hence also finite $s$-perimeter, as we saw above. Therefore in that case

$$P^{NL}_s(E, \Omega) \leq 2P_s(\Omega) < \infty,$

for every $E \subset \mathbb{R}^n$, so we only need to check the local part of the fractional perimeter. In particular, Proposition 2.18 then implies that

$$P(E, \Omega) < \infty \implies P_s(E, \Omega) < \infty,$$

for every $s \in (0,1)$.

We now wish to estimate $P^{NL}_s(E, \Omega)$ and show that the convergence in (2.20) holds for the whole fractional perimeter instead of only its local part.

First we have to introduce some notation. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with Lipschitz boundary. Then we can find two sequences of bounded open sets $A_k, D_k \subset \mathbb{R}^n$ with Lipschitz boundary strictly approximating $\Omega$ from the inside and from the outside respectively, that is

(i) $A_k \subset A_{k+1} \subset \subset \Omega$ and $A_k \nearrow \Omega$, i.e. $\bigcup A_k = \Omega$,

(ii) $\Omega \subset \subset D_{k+1} \subset D_k$ and $D_k \searrow \overline{\Omega}$, i.e. $\bigcap D_k = \overline{\Omega}$.

For a proof we refer to [24] and the references cited therein.

We define for every $k$

$$\Omega_k^+ := D_k \setminus \overline{\Omega}, \quad \Omega_k^- := \Omega \setminus \overline{A_k}, \quad T_k := \Omega_k^+ \cup \partial \Omega \cup \Omega_k^-,$$

$$d_k := \min\{d(A_k, \partial \Omega), d(D_k, \partial \Omega)\} > 0.$$

Now we can prove the following

Theorem 2.22. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with Lipschitz boundary and let $E \subset \mathbb{R}^n$ be a set having finite perimeter in $D_1$. Then $P_s(E, \Omega) < \infty$ for every $s \in (0,1)$,

$$\omega_{n-1} P(E, \Omega) \leq \liminf_{s \to 1} (1 - s) P_s(E, \Omega)$$
and
\[
\limsup_{s \to 1} (1-s) P_s(E, \Omega) \leq \omega_{n-1} P(E, \Omega) + 2\omega_{n-1} \lim_{k \to \infty} P(E, T_k). \tag{2.24}
\]

In particular, if \( P(E, \partial \Omega) = 0 \), then
\[
\lim_{s \to 1} (1-s) P_s(E, \Omega) = \omega_{n-1} P(E, \Omega). \tag{2.25}
\]

**Proof.** Since \( \Omega \) is regular and \( P(E, \Omega) < \infty \), we already know from Proposition 2.18 that \( P_s(E, \Omega) \) is finite for every \( s \) and
\[
\lim_{s \to 1} (1-s) P_s(E, \Omega) = \omega_{n-1} P(E, \Omega),
\]
so we only need to prove the second inequality.

Notice that, since \( |D\chi_E| \) is a finite Radon measure on \( D_1 \) and \( T_k \searrow \partial \Omega \) as \( k \nearrow \infty \), we have
\[
\exists \lim_{k \to \infty} P(E, T_k) = P(E, \partial \Omega).
\]

Consider the nonlocal part of the fractional perimeter
\[
P_{NL}^s(E, \Omega) = \mathcal{L}_s(E \cap \Omega, CE \setminus \Omega) + \mathcal{L}_s(CE \cap \Omega, E \setminus \Omega),
\]
and take any \( k \). Then
\[
\mathcal{L}_s(E \cap \Omega, CE \setminus \Omega) = \mathcal{L}_s(E \cap \Omega, CE \cap \Omega_k^+) + \mathcal{L}_s(E \cap \Omega, CE \cap (\Omega \setminus B_k))
\]
\[
\leq \mathcal{L}_s(E \cap \Omega, CE \cap \Omega_k^+) + \frac{n\omega_n}{s} |\Omega| \frac{1}{d_k^s}
\]
\[
\leq \mathcal{L}_s(E \cap \Omega_k^+, CE \cap \Omega_k^+) + \frac{2n\omega_n}{s} |\Omega| \frac{1}{d_k^s}
\]
\[
\leq \mathcal{L}_s(E \cap (\Omega_k^+ \cup \Omega_k^-), CE \cap (\Omega_k^+ \cup \Omega_k^-)) + \frac{2n\omega_n}{s} |\Omega| \frac{1}{d_k^s}
\]
\[
= P_s^L(E, T_k) + 2\frac{n\omega_n}{s} |\Omega| \frac{1}{d_k^s}.
\]

Since we can bound the other term in the same way, we get
\[
P_{NL}^s(E, \Omega) \leq 2P_s^L(E, T_k) + 4\frac{n\omega_n}{s} |\Omega| \frac{1}{d_k^s}. \tag{2.26}
\]

By hypothesis we know that \( T_k \) is a bounded open set with Lipschitz boundary
\[
\partial T_k = \partial A_k \cup \partial D_k.
\]

Therefore for every \( k \), using again Proposition 2.18 we have
\[
\lim_{s \to 1} (1-s) P_s^L(E, T_k) = \omega_{n-1} P(E, T_k),
\]
and hence
\[
\limsup_{s \to 1} (1-s) P_s(E, \Omega) \leq \omega_{n-1} P(E, \Omega) + 2\omega_{n-1} P(E, T_k).
\]

Since this holds true for any \( k \), we get the claim.

\( \square \)
Remark 2.23. We remark that in the proof above we showed that we can bound the nonlocal part of the perimeter as
\[
P_{s}^{NL}(E, \Omega) \leq 2P_{s}^{L}(E, T_{k}) + 4\frac{n\omega_{n}}{s}|\Omega|\frac{1}{d_{k}}
\]
for every \(k\), without making assumptions on the set \(E \subset \mathbb{R}^{n}\). Then, using Theorem 2.15, we get
\[
\limsup_{s \to 1}(1-s)P_{s}^{NL}(E, \Omega) \leq CP(E, T_{k}),
\]
and hence
\[
\limsup_{s \to 1}(1-s)P_{s}^{NL}(E, \Omega) \leq C \liminf_{k \to \infty}P(E, T_{k}). \tag{2.27}
\]
We remark that this estimate holds true for any set \(E \subset \mathbb{R}^{n}\).

Actually we can use the signed distance function to find our approximating sets.

Let \(\Omega \subset \mathbb{R}^{n}\) be a bounded open set with Lipschitz boundary and let \(\tilde{d}_{\Omega}\) denote the signed distance function from \(\Omega\), negative inside. Define for any \(\rho \in \mathbb{R}\) with \(|\rho|\) small, the open set
\[
\Omega_{\rho} := \{\tilde{d}_{\Omega} < \rho\}.
\]
It is proved in [24] that \(\Omega_{\rho}\) has Lipschitz boundary for every \(|\rho| < \alpha\), for some \(\alpha > 0\) small enough.

Notice that \(\Omega_{\rho} \subset \subset \Omega\) when \(\rho < 0\) and \(\Omega \subset \subset \Omega_{\rho}\) when \(\rho > 0\). Therefore we can consider the sets \(\Omega_{\rho}\) as our approximating sequences \(A_{k}, D_{k}\), with \(\rho < 0\) and \(\rho > 0\) respectively.

Having 'continuous' approximating sequences rather than numerable ones allows us to improve the previous result.

Notice that for \(\rho > 0\)
\[
N_{\rho}(\partial \Omega) = \Omega_{\rho} \setminus \overline{\Omega_{-\rho}} = \{-\rho < \tilde{d}_{\rho} < \rho\},
\]
is an open tubular neighborhood of \(\partial \Omega\). These take the place of the sets \(T_{k}\).

Now suppose that \(E\) has finite perimeter in \(\Omega_{\alpha}\). In particular this implies that \(E\) has finite perimeter in \(N_{\alpha}(\partial \Omega)\).

Notice that \(P(E, B) = \mathcal{H}^{n-1}(\partial^{*}E \cap B)\) for every \(B \subset \mathbb{R}^{n}\), where \(\partial^{*}E\) is the reduced boundary of \(E\). In particular
\[
P(E, \{\tilde{d}_{\Omega} = \delta\}) = \mathcal{H}^{n-1}(\partial^{*}E \cap \{\tilde{d}_{\Omega} = \delta\}),
\]
for every \(\delta \in (-\alpha, \alpha)\). Now, since
\[
\mathcal{H}^{n-1}(\partial^{*}E \cap N_{\alpha}(\partial \Omega)) = P(E, N_{\alpha}(\partial \Omega)) < \infty,
\]
the set
\[
S := \{\delta \in (-\alpha, \alpha) \mid P(E, \{\tilde{d}_{\Omega} = \delta\}) > 0\}
\]
for every \(\alpha > 0\).
is at most countable. Moreover for every \( \delta \in (-\alpha, \alpha) \setminus S \) we have

\[
\lim_{s \to 1} (1 - s) P_s(E, \Omega_\delta) = \omega_{n-1} P(E, \Omega_\delta).
\]

This shows that even if the limit doesn’t hold for \( \Omega \), if we slightly enlarge or restrict \( \Omega \), then the limit holds true. Moreover, since \((-\alpha, \alpha) \setminus S\) is dense in \((-\alpha, \alpha)\), we can enlarge (or restrict) \( \Omega \) as little as we want. To sum up

**Corollary 2.24.** Let \( \Omega \subset \mathbb{R}^n \) be an open set with Lipschitz boundary and let \( E \subset \mathbb{R}^n \) be a set having finite perimeter in \( \Omega_{\beta} \), for some \( 0 < \beta < \alpha \). Then there exists a set \( S \subset (-\alpha, \beta) \), at most countable, s.t.

\[
\lim_{s \to 1} (1 - s) P_s(E, \Omega_\delta) = \omega_{n-1} P(E, \Omega_\delta),
\]

for every \( \delta \in (-\alpha, \beta) \setminus S \).

This is an improvement of Theorem 1 in [14], which was obtained through uniform estimates. In particular, our result holds for any bounded Lipschitz domain \( \Omega \), without requiring \( C^{1,\alpha} \) regularity of \( \partial E \).

For a complete analysis of the asymptotics of the fractional perimeter as \( s \to 1 \) in the context of \( \Gamma \)-convergence, see [3].

Finally we remark that also the asymptotics as \( s \to 0 \) has been studied. See [21] for a complete analysis.

### 2.3 (Ir)Regularity of the Boundary

We give a definition of fractal dimension related to the fractional perimeter, which was introduced in [36]. In particular we show that a set can have finite fractional perimeter even if the dimension of its boundary is bigger than \( n - 1 \). Using Proposition 2.2, we immediately get the following

**Proposition 2.25.** Let \( \Omega \) be an open set. For every measurable \( u : \Omega \rightarrow \mathbb{R} \) there exists one and only one \( R(u) \in [0,1] \) s.t.

\[
[u]_{W^{s,1}(\Omega)} < \infty, \quad \forall s \in (0, R(u))
\]

\[
= \infty, \quad \forall s \in (R(u), 1)
\]

that is

\[
R(u) = \sup \{ s \in (0,1) \mid [u]_{W^{s,1}(\Omega)} < \infty \}
\]

\[
= \inf \{ s \in (0,1) \mid [u]_{W^{s,1}(\Omega)} = \infty \}.
\]

In particular, using the above Proposition for characteristic functions, we can give the following definition of fractal dimension.

**Definition 2.26.** Let \( E \subset \mathbb{R}^n \) s.t. \( \partial^- E \neq \emptyset \). We define

\[
\text{Dim}_F(\partial^- E, \Omega) := n - R(\chi_E),
\]

the fractal dimension of \( \partial^- E \) in \( \Omega \) relative to the fractional perimeter.
Notice that in the case of sets (2.28) becomes
\[ R(\chi_E) = \sup \{ s \in (0, 1) \mid P_s^L(E, \Omega) < \infty \} \]
\[ = \inf \{ s \in (0, 1) \mid P_s^L(E, \Omega) = \infty \} \quad (2.30) \]

In particular we can take \( \Omega \) to be the whole of \( \mathbb{R}^n \), or a bounded open set with Lipschitz boundary.
In the first case the local part of the fractional perimeter coincides with the whole fractional perimeter, while in the second case we know that we can bound the nonlocal part with \( 2P_s(\Omega) < \infty \) for every \( s \in (0, 1) \). Therefore in both cases in (2.30) we can as well take the whole fractional perimeter \( P_s(E, \Omega) \) instead of just the local part.

Using the embedding of Proposition 2.11 we know that if \( \Omega \) is an extension domain, then
\[ P(E, \Omega) < \infty \implies \text{Dim}_F(\partial^- E, \Omega) = n - 1. \]
However the Example 2.21 shows that (in general) the converse is false.

Now we recall the definition of Minkowski content and dimension.
For simplicity set
\[ \bar{N}_\rho^\Omega(E) := N_\rho(E) \cap \Omega = \{ x \in \Omega \mid d(x, E) \leq \rho \}, \]
for any \( \rho > 0 \).

**Definition 2.27.** Let \( \Omega \subset \mathbb{R}^n \) be an open set. For any \( \Gamma \subset \mathbb{R}^n \) and \( r \in [0, n] \) we define the inferior and superior \( r \)-dimensional Minkowski contents of \( \Gamma \) relative to the set \( \Omega \) as, respectively
\[ M^r(\Gamma, \Omega) := \liminf_{\rho \to 0} \frac{|\bar{N}_\rho^\Omega(\Gamma)|}{\rho^{n-r}}, \quad \overline{M}^r(\Gamma, \Omega) := \limsup_{\rho \to 0} \frac{|N_\rho^\Omega(\Gamma)|}{\rho^{n-r}}. \]
Then we define the lower and upper Minkowski dimensions of \( \Gamma \) in \( \Omega \) as
\[ \text{Dim}_{\text{inf}}(\Gamma, \Omega) := \inf \{ r \in [0, n] \mid M^r(\Gamma, \Omega) = 0 \} = n - \sup \{ r \in [0, n] \mid \overline{M}^{n-r}(\Gamma, \Omega) = 0 \}, \]
\[ \text{Dim}_{\text{sup}}(\Gamma, \Omega) := \sup \{ r \in [0, n] \mid M^r(\Gamma, \Omega) = \infty \} = n - \inf \{ r \in [0, n] \mid \overline{M}^{n-r}(\Gamma, \Omega) = \infty \}. \]

If they agree, we write
\[ \text{Dim}(\Gamma, \Omega) \]
for the common value and call it the Minkowski dimension of \( \Gamma \) in \( \Omega \).
If \( \Omega = \mathbb{R}^n \) or \( \Gamma \subset \subset \Omega \), we drop the \( \Omega \) in the formulas.

**Remark 2.28.** Let \( \text{Dim}_H \) denote the Hausdorff dimension. In general one has
\[ \text{Dim}_H(\Gamma) \leq \text{Dim}_{\text{inf}}(\Gamma) \leq \text{Dim}_{\text{sup}}(\Gamma), \]
and all the inequalities might be strict. However for some sets (e.g. self-similar sets with some symmetric and regularity condition) they are all equal.
In [36] the following Proposition (not explicitly stated) is proved.

**Proposition 2.29.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set. Then for every \( E \subset \mathbb{R}^n \) s.t. \( \partial^{-} E \neq \emptyset \) and \( \text{Dim}_{\mathcal{M}}(\partial^{-} E, \Omega) \geq n-1 \) we have
\[
\text{Dim}_{F}(\partial^{-} E, \Omega) \leq \text{Dim}_{\mathcal{M}}(\partial^{-} E, \Omega).
\] (2.31)

**Proof.** By hypothesis we have
\[
\text{Dim}_{\mathcal{M}}(\partial^{-} E, \Omega) = n - \inf \left\{ r \in (0,1) \mid |\mathcal{M}^{n-r}(\partial^{-} E, \Omega) = \infty \right\},
\]
and we need to show that
\[
\inf \left\{ r \in (0,1) \mid |\mathcal{M}^{n-r}(\partial^{-} E, \Omega) = \infty \right\} \leq \sup \{ s \in (0,1) \mid P_s^L(E, \Omega) < \infty \}.
\]
Up to modifying \( E \) on a set of Lebesgue measure zero we can suppose that \( \partial E = \partial^{-} E \), as in Remark 1.15. Notice that this does not affect the \( s \)-perimeter. Now for any \( s \in (0,1) \)
\[
2P_s^L(E, \Omega) = \int_{\Omega} dx \int_{\Omega} \frac{|\chi_E(x) - \chi_E(y)|}{|x-y|^{n+s}} dy = \int_{\Omega} dx \int_{0}^{\infty} dp \int_{\partial B_p(x) \cap \Omega} \frac{|\chi_E(x) - \chi_E(y)|}{|x-y|^{n+s}} d\mathcal{H}^{n-1}(y)
\]
\[
= \int_{\Omega} dx \int_{0}^{\infty} \frac{dp}{p^{n+s}} \int_{\partial B_p(x) \cap \Omega} |\chi_E(x) - \chi_E(y)| d\mathcal{H}^{n-1}(y).
\]
Notice that
\[
d(x, \partial E) > \rho \quad \Rightarrow \quad \chi_E(y) = \chi_E(x), \quad \forall \quad y \in B_{\rho}(x),
\]
and hence
\[
\int_{\partial B_p(x) \cap \Omega} |\chi_E(x) - \chi_E(y)| d\mathcal{H}^{n-1}(y) \leq \int_{\partial B_p(x) \cap \Omega} \chi_{N_p(\partial E)}(x) d\mathcal{H}^{n-1}(y)
\]
\[
\leq n\omega_n \rho^{-1} \chi_{N_p(\partial E)}(x).
\]
Therefore
\[
2P_s^L(E, \Omega) \leq n\omega_n \int_{0}^{\infty} \frac{dp}{p^{1+s}} \int_{\Omega} \chi_{N_p(\partial E)}(x) = n\omega_n \int_{0}^{\infty} \frac{|N_p^{\Omega}(\partial E)|}{p^{1+s}} \, dp. \quad (2.32)
\]
We prove the following
**CLAIM**
\[
|\mathcal{M}^{n-r}(\partial E, \Omega) < \infty \quad \Rightarrow \quad P_s^L(E, \Omega) < \infty, \quad \forall \quad s \in (0,r).
\] (2.33)
Indeed
\[
\limsup_{\rho \to 0} \frac{|N_{p}^{\Omega}(\partial E)|}{p^{r}} < \infty \quad \Rightarrow \quad \exists \quad C > 0 \text{ s.t. } \sup_{\rho \in (0,C]} \frac{|N_{p}^{\Omega}(\partial E)|}{p^{r}} \leq M < \infty.
\]
Then

\[
2P_s^L(E, \Omega) \leq n\omega_n \left\{ \int_0^C \frac{\lvert \mathcal{H}_\rho^\Omega(\partial E) \rvert}{\rho^{1-(r-s)+r}} \, d\rho + \int_C^\infty \frac{\lvert \mathcal{H}_\rho^\Omega(\partial E) \rvert}{\rho^{1+s}} \, d\rho \right\} \\
\leq n\omega_n \left\{ M \int_0^C \frac{1}{\rho^{1-(r-s)}} \, d\rho + |\Omega| \int_C^\infty \frac{1}{\rho^{1+s}} \, d\rho \right\} \\
= n\omega_n \left\{ \frac{M}{r-s} + \frac{|\Omega|}{sC^s} \right\} < \infty,
\]

proving the claim.

This implies

\[ r \leq \sup \{ s \in (0, 1) : P_s^L(E, \Omega) < \infty \}, \]

for every \( r \in (0, 1) \) s.t. \( \mathcal{M}^n-\rho(\partial E, \Omega) < \infty \).

Thus for \( \epsilon > 0 \) very small, we have

\[
\inf \left\{ r \in (0, 1) : \mathcal{M}^n-\rho(\partial^{-}E, \Omega) = \infty \right\} - \epsilon \leq \sup \{ s \in (0, 1) : P_s^L(E, \Omega) < \infty \}.
\]

Letting \( \epsilon \) tend to zero, we conclude the proof.

\[ \square \]

In particular, if \( \Omega \) has a regular boundary, we obtain

**Corollary 2.30.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set with Lipschitz boundary. Let \( E \subset \mathbb{R}^n \) s.t. \( \partial^{-}E \neq \emptyset \) and \( \overline{\dim}_M(\partial^{-}E, \Omega) \in [n-1, n) \). Then

\[ P_s(E, \Omega) < \infty \quad \text{for every } s \in (0, n - \overline{\dim}_M(\partial^{-}E, \Omega)). \quad (2.34) \]

This shows that a set \( E \) can have finite fractional perimeter even if its boundary is really irregular (unlike what happens with Caccioppoli sets and their reduced boundary).

Now we give some equivalent definitions of the Minkowski dimensions, usually referred to as box-counting dimensions, which are easier to compute. For the details and the relation between the Minkowski and the Hausdorff dimensions, see \([31]\) and \([25]\) and the references cited therein.

For simplicity we only consider the case \( \Gamma \) bounded and \( \Omega = \mathbb{R}^n \) (or \( \Gamma \subset \subset \Omega \)).

**Definition 2.31.** Given a nonempty bounded set \( \Gamma \subset \mathbb{R}^n \), define for every \( \delta > 0 \)

\[
\mathcal{N}(\Gamma, \delta) := \min \left\{ k \in \mathbb{N} \mid \Gamma \subset \bigcup_{i=1}^k B_\delta(x_i), \text{ for some } x_i \in \mathbb{R}^n \right\},
\]

the smallest number of \( \delta \)-balls needed to cover \( \Gamma \), and

\[
\mathcal{P}(\Gamma, \delta) := \max \{ k \in \mathbb{N} \mid \exists \text{disjoint balls } B_\delta(x_i), i = 1, \ldots, k \text{ with } x_i \in \Gamma \},
\]

the greatest number of disjoint \( \delta \)-balls with centres in \( \Gamma \).
Then it is easy to verify that
\[ N(\Gamma, 2\delta) \leq \mathcal{P}(\Gamma, \delta) \leq N(\Gamma, \delta/2). \tag{2.35} \]
Moreover, since any union of \(\delta\)-balls with centers in \(\Gamma\) is contained in \(N_\delta(\Gamma)\), and any union of \((2\delta)\)-balls covers \(N_\delta(\Gamma)\) if the union of the corresponding \(\delta\)-balls covers \(\Gamma\), we get
\[ \mathcal{P}(\Gamma, \delta) \omega_n \delta^n \leq |N_\delta(\Gamma)| \leq N(\Gamma, \delta/2) \omega_n (2\delta)^n. \tag{2.36} \]
Using (2.35) and (2.36) we see that
\[ \dim M(\Gamma) = \inf \left\{ r \in [0, n] \mid \liminf_{\delta \to 0} N(\Gamma, \delta) \delta^r = 0 \right\}, \]
\[ \dim M(\Gamma) = \sup \left\{ r \in [0, n] \mid \limsup_{\delta \to 0} N(\Gamma, \delta) \delta^r = \infty \right\}. \tag{2.37} \]
Actually notice that, due to (2.35), we can take \(\mathcal{P}(\Gamma, \delta)\) in place of \(N(\Gamma, \delta)\) in the above formulas.
It is also easy to see that if in the definition of \(N(\Gamma, \delta)\) we take cubes of side \(\delta\) instead of balls of radius \(\delta\), then we get exactly the same dimensions.
Moreover in (2.37) it is enough to consider limits as \(\delta \to 0\) through any decreasing sequence \(\delta_k\) s.t. \(\delta_{k+1} \geq c\delta_k\) for some constant \(c \in (0, 1)\); in particular for \(\delta_k = c^k\). Indeed if \(\delta_{k+1} \leq \delta < \delta_k\), then
\[ \frac{\log N(\Gamma, \delta)}{-\log \delta} \leq \frac{\log N(\Gamma, \delta_{k+1})}{-\log \delta_k} = \frac{\log N(\Gamma, \delta_{k+1})}{-\log \delta_{k+1} + \log(\delta_{k+1}/\delta_k)} \leq \frac{\log N(\Gamma, \delta_{k+1})}{-\log \delta_{k+1} + \log c}, \]
so that
\[ \limsup_{\delta \to 0} \frac{\log N(\Gamma, \delta)}{-\log \delta} \leq \limsup_{k \to \infty} \frac{\log N(\Gamma, \delta_k)}{-\log \delta_k}. \]
The opposite inequality is clear and in a similar way we can treat the lower limits.
Now we can study the following example.

**Example 2.32** (von Koch Snowflake). The von Koch snowflake, whose construction we recall below, is a bounded open set \(S \subset \mathbb{R}^2\) whose boundary has fractal dimension \(\dim M(\partial S) = \frac{\log 4}{\log 3}\). Therefore we have
\[ P_s(S) < \infty, \quad \forall s \in \left(0, 2 - \frac{\log 4}{\log 3}\right). \tag{2.38} \]
Moreover
\[ P_s(S) = \infty, \quad \forall s \in \left(2 - \frac{\log 4}{\log 3}, 1\right), \tag{2.39} \]
and hence
\[ \text{Dim}_F(\partial S) = \text{Dim}_M(\partial S) = \frac{\log 4}{\log 3}. \]

**Proof.** First of all we construct the von Koch curve. Then the snowflake is made of three von Koch curves.

Let \( E_0 \) be a line segment of unit length. The set \( E_1 \) consists of the four segments obtained by removing the middle third of \( E_0 \) and replacing it by the other two sides of the equilateral triangle based on the removed segment. We construct \( E_2 \) by applying the same procedure to each of the segments in \( E_1 \) and so on. Thus \( E_k \) comes from replacing the middle third of each straight line segment of \( E_{k-1} \) by the other two sides of an equilateral triangle.

As \( k \) tends to infinity, the sequence of polygonal curves \( E_k \) approaches a limiting curve \( E \), called the von Koch curve.

If we start with an equilateral triangle with unit length side and perform the same construction on all three sides, we obtain the von Koch snowflake \( \Sigma \).

Let \( S \) be the bounded region enclosed by \( \Sigma \), so that \( S \) is open and \( \partial S = \Sigma \).

Now we calculate the dimension of \( E \) using the remarks above about the box-counting dimensions.

The idea is to exploit the self-similarity of \( E \) and consider covers made of squares with side \( \delta_k = 3^{-k} \).

The key observation is that \( E \) can be covered by three squares of length \( 1/3 \) (and cannot be covered by only two), so that \( N(E, 1) = 3 \).

Then consider \( E_1 \). We can think of \( E \) as being made of four von Koch curves starting from the set \( E_1 \) and with initial segments of length \( 1/3 \) instead of 1. Therefore we can cover each of these four pieces with three squares of side \( 1/9 \), so that \( E \) can be covered with \( 3 \cdot 4 \) squares of length \( 1/9 \) (and not one less) and \( N(E, 1/9) = 4 \cdot 3 \).

We can repeat the same starting from \( E_2 \) to get \( N(E, 1/27) = 4 \cdot 3 \cdot 3 \), and so on. In general we obtain
\[ N(E, 3^{-k}) = 4^{k-1} \cdot 3. \]

Then, taking logarithms we get
\[ \log N(E, 3^{-k}) - \log 3^{-k} = \log 3 + (k-1) \log 4 \]
so that \( \text{Dim}_M(E) = \frac{\log 4}{\log 3} \).

Notice that the Minkowski dimensions of the snowflake and of the curve are the same, so we get the claim and (2.38).

Now we prove (2.39).

As starting point for the snowflake take the equilateral triangle \( T \) of side 1, with barycenter in the origin and a vertex on the y-axis. Then \( T_1 \) is made of three triangles of side \( 1/3 \), \( T_2 \) of \( 3 \cdot 4 \) triangles of side \( 1/3^2 \) and so on. In general \( T_k \) is made of \( 3 \cdot 4^{k-1} \) triangles of side \( 1/3^k \); call them \( T_1^k, \ldots, T_{4^k}^k \) and let the \( x_k^i \)'s be their barycenters. For each triangle \( T_k^i \) there exists a rotation \( R_k^i \in SO(n) \) s.t.
\[ R_k^i \left( \frac{1}{3^k} T \right) + x_k^i = T_k^i. \]

Fix a ball \( B_1(x) \subset \bar{C}S \), far from \( S \), e.g. \( B_1(0, 15) \). Then
\[ B_{3^{-k}}(x + x_k^i) = R_k^i \left( \frac{1}{3^k} B_1(x) \right) + x_k^i \subset \bar{C}S, \] (2.40)
for every \( i, k \).
Notice that \( T_k \) and \( T_{k-1} \) touch only on a set of measure zero and \( S = T \cup \bigcup T_k \).
Then

\[
P_s(S) = \mathcal{L}_s(S, CS) = \mathcal{L}_s(T, CS) + \sum_{k=1}^{\infty} \mathcal{L}_s(T_k, CS)
\]

\[
= \mathcal{L}_s(T, CS) + \sum_{k=1}^{\infty} \sum_{i=1}^{3^k-1} \mathcal{L}_s(T_k^i, CS) \geq \sum_{k=1}^{\infty} \sum_{i=1}^{3^k-1} \mathcal{L}_s(T_k^i, CS)
\]

\[
\geq \sum_{k=1}^{\infty} \sum_{i=1}^{3^k-1} \mathcal{L}_s(T_k^i, B_{4^{-k}}(x + x_k^i)) \quad \text{(by (2.40))}
\]

\[
= \sum_{k=1}^{\infty} \sum_{i=1}^{3^k-1} \left( \frac{1}{3^k} \right)^{2-s} \mathcal{L}_s(T, B_1(x)) \quad \text{(by Proposition 2.10)}
\]

\[
= \frac{3}{3^{2-s}} \mathcal{L}_s(T, B_1(x)) \sum_{k=0}^{\infty} \left( \frac{4}{3^{2-s}} \right)^k.
\]

To conclude, notice that the last series is divergent if \( s > 2 - \frac{\log 4}{\log 3} \).

\[\square\]

### 2.4 Proof of Example 2.21

Note that \( E \subset (0, a^2] \). Let \( \Omega := (-1, 1) \subset \mathbb{R} \). Then \( E \subset \subset \Omega \) and \( \text{dist}(E, \partial \Omega) = 1 - a^2 =: d > 0 \). Now

\[
P_s(E) = \int_E \int_{CE \cap \Omega} \frac{dxdy}{|x-y|^{1+s}} + \int_E \int_E \frac{dxdy}{|x-y|^{1+s}}.
\]

As for the second term, we have

\[
\int_E \int_E \frac{dxdy}{|x-y|^{1+s}} \leq \frac{2|E|}{sd^{1+s}} < \infty.
\]

We split the first term into three pieces

\[
\int_E \int_{CE \cap \Omega} \frac{dxdy}{|x-y|^{1+s}}
\]

\[
= \int_E \int_{-1}^{a} \frac{dxdy}{|x-y|^{1+s}} + \int_E \int_{CE \cap (0, a]} \frac{dxdy}{|x-y|^{1+s}} + \int_E \int_{a}^{1} \frac{dxdy}{|x-y|^{1+s}}
\]

\[
= T_1 + T_2 + T_3.
\]

Note that \( CE \cap (0, a) = \bigcup_{k \in \mathbb{N}} I_{2k-1} = \bigcup_{k \in \mathbb{N}} (a^{2k}, a^{2k-1}) \).

A simple calculation shows that, if \( a < b \leq c < d \), then

\[
\int_a^b \int_c^d \frac{dxdy}{|x-y|^{1+s}} = \frac{1}{s(1-s)} [(c-a)^{1-s} + (d-b)^{1-s} - (c-b)^{1-s} - (d-a)^{1-s}].
\]

(2.41)
Also note that, if \( n > m \geq 1 \), then
\[
(1 - a^n)^{1-s} - (1 - a^m)^{1-s} = \int_m^n \frac{d}{dt}(1 - a^t)^{1-s} \, dt
\]
\[
= (s - 1) \log a \int_m^n \frac{a^t}{(1 - a^t)^s} \, dt
\]
\[
\leq a^m(s - 1) \log a \int_m^n \frac{1}{(1 - a^t)^s} \, dt
\]
\[
\leq (n - m) a^m (s - 1) \log a \int_m^n (1 - a^t)^s \, dt.
\]
\[
(2.42)
\]

Now consider the first term
\[
I_1 = \sum_{k=1}^{\infty} \int_{a^{2k+1}}^{a^{2k}} \int_{-1}^{0} \frac{dxdy}{|x-y|^{1+s}}.
\]

Use (2.41) and notice that \((c-a)^{1-s} - (d-a)^{1-s} \leq 0\) to get
\[
\int_{-1}^{0} \int_{a^{2k+1}}^{a^{2k}} \frac{dxdy}{|x-y|^{1+s}} \leq \frac{1}{s(1-s)} \left[(a^{2k})^{1-s} - (a^{2k+1})^{1-s}\right] \leq \frac{1}{s(1-s)} (a^{2(1-s)})^k.
\]

Then, as \(a^{2(1-s)} < 1\) we get
\[
I_1 \leq \frac{1}{s(1-s)} \sum_{k=1}^{\infty} (a^{2(1-s)})^k < \infty.
\]

As for the last term
\[
I_3 = \sum_{k=1}^{\infty} \int_{a^{2k+1}}^{a^{2k}} \int_{1}^{0} \frac{dxdy}{|x-y|^{1+s}}.
\]

use (2.41) and notice that \((d - b)^{1-s} - (d-a)^{1-s} \leq 0\) to get
\[
\int_{a^{2k+1}}^{a^{2k}} \int_{1}^{0} \frac{dxdy}{|x-y|^{1+s}} \leq \frac{1}{s(1-s)} \left[(1 - a^{2k+1})^{1-s} - (1 - a^{2k})^{1-s}\right]
\]
\[
\leq \frac{-\log a}{s(1-a)^s} a^{2k} \quad \text{by} \quad (2.42).
\]

Thus
\[
I_3 \leq \frac{-\log a}{s(1-a)^s} \sum_{k=1}^{\infty} (a^2)^k < \infty.
\]

Finally we split the second term
\[
I_2 = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \int_{a^{2k+1}}^{a^{2j+1}} \int_{a^{2j}}^{a^{2j+1}} \frac{dxdy}{|x-y|^{1+s}}
\]
into three pieces according to the cases \( j > k, j = k \) and \( j < k \).
If \( j = k \), using (2.41) we get
\[
\int_{a^{2k+1}}^{a^{2k}} \int_{a^{2k}} dx dy = \int_{a^{2k+1}}^{a^{2k}} \int_{a^{2k}} dx dy |x - y|^{1+s} = \\
= \frac{1}{s(1-s)} [(a^{2k} - a^{2k+1})^{1-s} + (a^{2k-1} - a^{2k})^{1-s} - (a^{2k-1} - a^{2k+1})^{1-s}] \\
= \frac{1}{s(1-s)} [a^{2k(1-s)}(1-a)^{1-s} + a^{2k-1(1-s)}(1-a)^{1-s} \\
- a^{(2k-1)(1-s)}(1-a)^{1-s}] \\
= \frac{1}{s(1-s)} (a^{2(1-s)})^k [(1-a)^{1-s} + (1-a)^{1-s} - (1-a^2)^{1-s}] - \frac{a^{2(1-s)}}{a^{1-s}}.
\]
Summing over \( k \in \mathbb{N} \) we get
\[
\sum_{k=1}^{\infty} \int_{a^{2k+1}}^{a^{2k}} \int_{a^{2k}} dx dy |x - y|^{1+s} = \\
= \frac{1}{s(1-s)} \sum_{k=1}^{\infty} \int_{a^{2k+1}}^{a^{2k}} (a^{2(1-s)})^k [(1-a)^{1-s} + (1-a)^{1-s} - (1-a^2)^{1-s}] - \frac{a^{2(1-s)}}{a^{1-s}} < \infty.
\]
In particular note that
\[
(1-s)P_s(E) \geq (1-s)I_2 \\
\geq \frac{1}{s(1-a^{2(1-s)})} [a^{2(1-s)}(1-a)^{1-s} + a^{1-s}(1-a)^{1-s} - a^{1-s}(1-a^2)^{1-s}],
\]
which tends to \( +\infty \) when \( s \to 1 \). This shows that \( E \) cannot have finite perimeter.

To conclude let \( j < k \), the case \( j > k \) being similar, and consider
\[
\sum_{k=1}^{\infty} \sum_{j=k+1}^{\infty} \int_{a^{2j}}^{a^{2j-1}} \int_{a^{2k+1}}^{a^{2k}} dx dy |x - y|^{1+s},
\]
Again, using (2.41) and \( (d-b)^{1-s} - (d-a)^{1-s} \leq 0 \), we get
\[
\int_{a^{2j}}^{a^{2j-1}} \int_{a^{2k+1}}^{a^{2k}} dx dy |x - y|^{1+s} \\
\leq \frac{1}{s(1-s)} [(a^{2k+1} - a^{2j})^{1-s} - (a^{2k+1} - a^{2j-1})^{1-s}] \\
= \frac{a^{1-s}}{s(1-s)} (a^{2(1-s)})^k [(1-a^{2(j-k)-1})^{1-s} - (1-a^{2(j-k)-2})^{1-s}] \\
\leq \frac{a^{1-s}}{s(1-s)} (a^{2(1-s)})^k (s-1) \log a \\
(1-a)^{2(j-k)-2} \leq \frac{-\log a}{s(1-a^s)a^{s+1}} (a^{2(1-s)})^k (a^2)^{j-k},
\]
for \( j \geq k + 2 \). Then
\[
\sum_{k=1}^{\infty} \sum_{j=k+1}^{\infty} \int_{a^{2j}}^{a^{2j-1}} \int_{a^{2k+1}}^{a^{2k}} dx dy |x - y|^{1+s} \\
\leq \frac{-\log a}{s(1-a^s)a^{s+1}} \sum_{k=1}^{\infty} (a^{2(1-s)})^k \sum_{h=2}^{\infty} (a^2)^h < \infty.
\]
If \( j = k + 1 \) we get
\[
\sum_{k=1}^{\infty} \int_{a^{2k+1}}^{a^{2k+2}} \int_{a^{2k+1}}^{a^{2k}} \frac{dxdy}{|x-y|^{1+s}} \leq \frac{1}{s(1-s)} \sum_{k=1}^{\infty} (a^{2k+1} - a^{2k+2})^{1-s} \]
\[
= \frac{a^{1-s}(1-a)^{1-s}}{s(1-s)} \sum_{k=1}^{\infty} (a^{2(1-s)})^{k} < \infty.
\]
This shows that also \( I_2 < \infty \), so that \( P_s(E) < \infty \) for every \( s \in (0, 1) \) as claimed.
Chapter 3

Nonlocal Minimal Surfaces

3.1 Nonlocal Minimal Surfaces

In this section we give the definition of nonlocal minimal surface and we prove existence and compactness results.

Definition 3.1. Let $\Omega \subset \mathbb{R}^n$ be an open set and let $s \in (0,1)$. The set $E \subset \mathbb{R}^n$ is said to be $s$-minimal in $\Omega$ if $P_s(E, \Omega) < \infty$ and

$$P_s(E, \Omega) \leq P_s(F, \Omega),$$

for every $F \subset \mathbb{R}^n$ s.t. $F \setminus \Omega = E \setminus \Omega$.

As in the classical case, $E \setminus \Omega$ plays the role of boundary data. However here it is not enough to know how it behaves in a neighborhood of $\partial \Omega$; indeed, since $P_s$ is nonlocal, we need to know the whole of $E \setminus \Omega$.

Remark 3.2. Since from now on the index $s \in (0,1)$ will be fixed, we will usually write $J_\Omega(E) := P_s(E, \Omega)$. If $E$ is $s$-minimal in $\Omega$, we will also say that it is a minimizer for $J_\Omega$.

Even if the definition makes sense for every open set $\Omega$, we will usually consider bounded open sets with Lipschitz boundary. This ensures that for any fixed set $E_0$ we have

$$\inf \{ J_\Omega(F) \mid F \setminus \Omega = E_0 \setminus \Omega \} \leq J_\Omega(E_0 \setminus \Omega) = \mathcal{L}_s((E_0 \setminus \Omega) \setminus \Omega, \mathcal{C}(E_0 \setminus \Omega) \cap \Omega \cap \Omega) \leq \mathcal{L}_s(\mathcal{C}(\Omega, \Omega) = P_s(\Omega) < \infty$$

Lemma 3.3. If $E$ is $s$-minimal in $\Omega$, then it is also $s$-minimal in every open subset $\Omega' \subset \Omega$.

Proof. Indeed, let $\Omega' \subset \Omega$ and $F \subset \mathbb{R}^n$. Then

$$P_s(F, \Omega) - P_s(F, \Omega') = P_s^L(F, \Omega \setminus \Omega') + \mathcal{L}_s(F \setminus \Omega, \mathcal{C}(\Omega \setminus \Omega')) + \mathcal{L}_s(F \cap (\Omega \setminus \Omega'), \mathcal{C}(\Omega \setminus \Omega)).$$
Now notice that if \( F \setminus \Omega' = E \setminus \Omega' \), then the corresponding right hand sides in (3.3) are equal and clearly we also have \( F \setminus \Omega = E \setminus \Omega \). Therefore
\[
J_{\Omega'}(F) - J_{\Omega'}(E) = J_{\Omega}(F) - J_{\Omega}(E) \geq 0.
\]

Remark 3.4. Using Proposition 2.10 it is immediate to see that if \( E \) is \( s \)-minimal in \( \Omega \), then if we dilate, rotate or translate both \( E \) and \( \Omega \), then we end up with an \( s \)-minimal set in the corresponding open set.

For example, let \( \lambda > 0 \) and take a set \( F \) s.t. \( F \setminus \lambda \Omega = \lambda E \setminus \lambda \Omega \). Then
\[
J_{\lambda \Omega}(F) = \lambda^{n-s}J_{\Omega}(\lambda^{-1}F) \geq \lambda^{n-s}J_{\Omega}(F) = J_{\lambda \Omega}(\lambda E).
\]

Definition 3.5. We say that a set \( E \) is a (variational) supersolution in \( \Omega \) if
\[
A \subset \partial CE \cap \Omega \implies \mathcal{L}_s(A, E) - \mathcal{L}_s(A, C(E \cup A)) \leq 0. \tag{3.4}
\]
It is a subsolution if
\[
A \subset E \setminus \Omega \implies \mathcal{L}_s(A, E \setminus A) - \mathcal{L}_s(A, CE) \geq 0. \tag{3.5}
\]

These definitions are justified by the following observation, which is easily obtained once we explicit all the terms.

Lemma 3.6. Let \( E \setminus \Omega = F \setminus \Omega \). Denote \( A^+ := F \setminus E \) and \( A^- := E \setminus F \). Then
\[
J_{\Omega}(F) - J_{\Omega}(E) = \left\{ \mathcal{L}_s(A^-, E \setminus A^-) - \mathcal{L}_s(A^-, CE) \right\} + 2\mathcal{L}_s(A^- \setminus A^+) - \left\{ \mathcal{L}_s(A^+, E) - \mathcal{L}_s(A^+, C(E \cup A^+)) \right\}. \tag{3.6}
\]

As a consequence we get

Proposition 3.7. The set \( E \) is \( s \)-minimal in \( \Omega \) if and only if it is both a subsolution and a supersolution.

Proof. Suppose \( E \) is \( s \)-minimal. Let \( A \subset CE \cap \Omega \) and define \( F := A \cup (E \setminus \Omega) \). Using the notation of the Lemma, we have \( A^+ = A \) and \( A^- = \emptyset \). Therefore, since \( E \) is \( s \)-minimal and \( F \setminus \Omega = E \setminus \Omega \), the right hand side of (3.6) reduces to
\[
- \left\{ \mathcal{L}_s(A, E) - \mathcal{L}_s(A, C(E \cup A)) \right\} = J_{\Omega}(F) - J_{\Omega}(E) \geq 0,
\]
proving (3.4). In the same way we get also (3.5).

On the other hand, if \( F \setminus \Omega = E \setminus \Omega \), then \( A^+ \subset CE \cap \Omega \) and \( A^- \subset E \cap \Omega \). If we suppose that \( E \) is both a subsolution and a supersolution, then all the terms in the right hand side of (3.6) are non-negative, and hence
\[
J_{\Omega}(F) - J_{\Omega}(E) \geq 0,
\]
proving that \( E \) is \( s \)-minimal in \( \Omega \).
Remark 3.8. Notice that $E$ is a subsolution (supersolution) in $\Omega$ if and only if $CE$ is a supersolution (subsolution) in $\Omega$.
Moreover, if $E$ is a subsolution (supersolution) in $\Omega$, then it is also a subsolution (supersolution) in every open subset $\Omega' \subset \Omega$.
Analoga of the statements in Remark 3.4 hold for subsolutions and supersolutions.

Proposition 3.9 (Lower semicontinuity). Let $\Omega \subset \mathbb{R}^n$ be an open set and $\{E_k\}$ a sequence of sets s.t. $E_k \to E$. Then

$$J_\Omega(E) \leq \liminf_{k \to \infty} J_\Omega(E_k).$$

Proof. The claim is just a consequence of Fatou’s Lemma. Indeed, it is enough to notice that if $\chi_{A_k} \to \chi_A$ and $\chi_{B_k} \to \chi_B$ in $L^1_{loc}(\mathbb{R}^n)$, then we can find $\{k_i\} \subset \mathbb{N}$ s.t. $k_i \to \infty$ strictly and

$$\chi_{A_{k_i}}(x)\chi_{B_{k_i}}(y) \to \chi_A(x)\chi_B(y),$$

for a.e. $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$. Then Fatou’s Lemma implies

$$\mathcal{L}_s(A, B) = \int \int \chi_A(x)\chi_B(y) \frac{|x-y|^{n+s}}{|x-y|^{n+s}} \, dx \, dy \leq \liminf_{i \to \infty} \int \int \chi_{A_{k_i}}(x)\chi_{B_{k_i}}(y) \frac{|x-y|^{n+s}}{|x-y|^{n+s}} \, dx \, dy = \liminf_{i \to \infty} \mathcal{L}_s(A_{k_i}, B_{k_i}).$$

Applying this inequality to both the terms in the definition of $J_\Omega$ we get the claim.

Using this Proposition and a compactness result for fractional Sobolev spaces we can now prove the existence of $s$-minimal sets using the direct method of the Calculus of Variations.

Theorem 3.10 (Existence of minimizers). Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with Lipschitz boundary, and fix a set $E_0 \subset \Omega$. Then there exists a set $E$ s.t. $E \setminus \Omega = E_0$ and

$$J_\Omega(E) = \inf_{F \setminus \Omega = E_0} J_\Omega(F).$$

Proof. As remarked above, since $\Omega$ is bounded and has Lipschitz boundary, then

$$\inf_{F \setminus \Omega = E_0} J_\Omega(F) \leq J_\Omega(E_0) \leq P_s(\Omega) < \infty.$$

Let $\{F_k\}$ be a minimizing sequence, i.e. s.t. $F_k \setminus \Omega = E_0$ and

$$\lim_{k \to \infty} J_\Omega(F_k) = \inf_{F \setminus \Omega = E_0} J_\Omega(F).$$

We can suppose that

$$J_\Omega(F_k) \leq M < \infty,$$

for every $k$. 37
since in any case this is true for $k$ big enough. In particular
\[ [\chi_{F_k}]_{W^{s,1}(\Omega)} = 2P^L_s(F_k, \Omega) \leq 2J_0(F_k) \leq 2M, \]
and
\[ \|\chi_{F_k}\|_{L^1(\Omega)} = |F_k \cap \Omega| \leq |\Omega|, \]
for every $k$. Then, using the compactness of the embedding $W^{s,1}(\Omega) \hookrightarrow L^1(\Omega)$ (see Theorem 2.7), we get $u \in L^1(\Omega)$ s.t. $\chi_{F_k} \rightharpoonup u$ in $L^1(\Omega)$ (we relabel the subsequence). It is clear that $u$ is equal (in $L^1$) to the characteristic function of a set $F \subset \Omega$. Then, if we define $E := E_0 \cup F$ we have $F_k \rightharpoonup^{loc} E$ and hence the semicontinuity result implies
\[ J_0(E) \leq \liminf_{k \to \infty} J_0(F_k) = \inf_{F \setminus \Omega = E_0} J_0(F). \]
\[ \square \]

It is convenient to have an estimate for the difference $J_0(E) - J_0(F)$ also in the case $E \cap \Omega = F \cap \Omega$.

Lemma 3.11. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with Lipschitz boundary. Assume $E = F$ inside $\Omega$; then
\[ |J_0(E) - J_0(F)| \leq \mathcal{L}_s(\Omega, (E \Delta F) \setminus \Omega). \quad (3.7) \]

Proof. Since $E$ is equal to $F$ inside $\Omega$,
\[ J_0(E) - J_0(F) = \mathcal{L}_s(E \cap \Omega, CE \setminus \Omega) + \mathcal{L}_s(E \setminus \Omega, CE \cap \Omega) \]
\[ - \mathcal{L}_s(F \cap \Omega, CF \setminus \Omega) - \mathcal{L}_s(F \setminus \Omega, CF \cap \Omega) \]
\[ = \mathcal{L}_s(E \cap \Omega, CE \setminus \Omega) - \mathcal{L}_s(E \cap \Omega, CF \setminus \Omega) \]
\[ + \mathcal{L}_s(E \setminus \Omega, CE \cap \Omega) - \mathcal{L}_s(F \setminus \Omega, CE \cap \Omega). \]

Now if we take the absolute value and explicit all the terms we get
\[ |J_0(E) - J_0(F)| = \left| \int_{E \cap \Omega} \int_{C\Omega} \chi_F(y) - \chi_E(y) \frac{\chi_F(y) - \chi_E(y)}{|x-y|^{n+s}} \right| + \int_{C\Omega} \left| \chi_E(y) - \chi_F(y) \frac{\chi_E(y) - \chi_F(y)}{|x-y|^{n+s}} \right| \]
\[ \leq \int_{E \cap \Omega} \int_{C\Omega} \chi_F(y) - \chi_E(y) \frac{|\chi_F(y) - \chi_E(y)|}{|x-y|^{n+s}} \] 
\[ + \int_{C\Omega} \chi_E(y) - \chi_F(y) \frac{|\chi_E(y) - \chi_F(y)|}{|x-y|^{n+s}} \]
\[ = \int_{E \cap \Omega} \int_{C\Omega} \chi_E \Delta F(y) \frac{|\chi_E \Delta F(y)|}{|x-y|^{n+s}} + \int_{C\Omega} \chi_E \Delta F(y) \frac{|\chi_E \Delta F(y)|}{|x-y|^{n+s}} \]
\[ = \mathcal{L}_s(\Omega, (E \Delta F) \setminus \Omega). \]
\[ \square \]

Now we can prove a compactness result for $s$-minimal sets.

Theorem 3.12. Let $\{E_k\}$ be a sequence of $s$-minimal sets in $B_1$ s.t. $E_k \rightharpoonup^{loc} E$. Then $E$ is $s$-minimal in $B_1$ and
\[ J_{B_1}(E) = \lim_{k \to \infty} J_{B_1}(E_k). \]
Proof. Assume $F = E$ outside $B_1$ and let

$$F_k := (F \cap B_1) \cup (E_k \setminus B_1).$$

Then, since $F_k = E_k$ outside $B_1$ and $E_k$ is a minimizer, we have

$$\mathcal{J}_{B_1}(F_k) \geq \mathcal{J}_{B_1}(E_k).$$

On the other hand, since $F_k = F$ inside $B_1$, inequality (3.7) gives

$$|\mathcal{J}_{B_1}(F_k) - \mathcal{J}_{B_1}(F)| \leq \mathcal{L}_s(B_1, (F_k \Delta F) \setminus B_1) = \mathcal{L}_s(B_1, (E_k \Delta E) \setminus B_1) =: b_k.$$ 

Now we have

$$\mathcal{J}_{B_1}(F) + b_k \geq \mathcal{J}_{B_1}(F_k) \geq \mathcal{J}_{B_1}(E_k).$$

If we prove that $b_k \to 0$, then

$$\mathcal{J}_{B_1}(F) \geq \limsup_{k \to \infty} \mathcal{J}_{B_1}(E_k) \geq \liminf_{k \to \infty} \mathcal{J}_{B_1}(E_k) \geq \mathcal{J}_{B_1}(E),$$

by lower semicontinuity, proving that $E$ is a minimizer for $\mathcal{J}_{B_1}$. Also notice that taking $F = E$ gives

$$\lim_{k \to \infty} \mathcal{J}_{B_1}(E_k) = \mathcal{J}_{B_1}(E).$$

We’re left to prove that $b_k \to 0$.

Define

$$a_k(r) := \mathcal{H}^{n-1}((E_k \Delta E) \cap \partial B_r),$$

and take any $r_0 > 1$. Then

$$b_k = \mathcal{L}_s(B_1, (E_k \Delta E) \cap (B_{r_0} \setminus B_1)) + \mathcal{L}_s(B_1, (E_k \Delta E) \setminus B_{r_0})$$

and the second term is

$$\mathcal{L}_s(B_1, (E_k \Delta E) \setminus B_{r_0}) \leq \frac{n \omega_n}{s} |B_1|(r_0 - 1)^{-s}.$$

As for the first term, we have

$$\mathcal{L}_s(B_1, (E_k \Delta E) \cap (B_{r_0} \setminus B_1)) = \int_{B_{r_0} \setminus B_1} \chi_{E_k \Delta E}(x) \left( \int_{B_1} \frac{dy}{|x-y|^{n+s}} \right) dx$$

$$= \int_1^{r_0} \left( \int_{\partial B_r} \chi_{E_k \Delta E}(x) \left( \int_{B_1} \frac{dy}{|x-y|^{n+s}} \right) d\mathcal{H}^{n-1}(x) \right) dr$$

$$\leq \frac{n \omega_n}{s} \int_1^{r_0} \left( \int_{\partial B_r} \chi_{E_k \Delta E}(x) \frac{1}{(r-1)^s} d\mathcal{H}^{n-1}(x) \right) dr$$

$$= \frac{n \omega_n}{s} \int_1^{r_0} \frac{a_k(r)}{(r-1)^s} dr.$$

Now notice that

$$\int_1^{r_0} \frac{1}{(r-1)^s} dr = \frac{(r_0 - 1)^{1-s}}{1-s} < \infty$$

and

$$\int_1^{r_0} a_k(r) dr = |(E_k \Delta E) \cap (B_{r_0} \setminus B_1)| \to 0.$$
Then, since
\[ a_k(r) \leq \mathcal{H}^{n-1}(\partial B_r) = n\omega_n r^{n-1} \leq n\omega_n r_0^{n-1}, \]
for every \( r \leq r_0 \), Lebesgue’s dominated convergence Theorem gives
\[
\int_1^{r_0} \frac{a_k(r)}{(r-1)^s} dr \longrightarrow 0.
\]
Therefore
\[
\limsup_{k \to \infty} b_k \leq \frac{n\omega_n^2}{s} (r_0 - 1)^{-s}.
\]
Since \( r_0 \) was arbitrary, this concludes the proof.

\[ \square \]

**Remark 3.13.** Notice that the same proof applies if we take any ball \( B_r(x) \) in place of \( B_1 \).

### 3.2 Uniform Density Estimates

Now we prove an analogue of the density estimates which hold in the classical case and we derive some consequences which will be fundamental in the sequel.

**Remark 3.14.** From now on we suppose that any set \( E \) satisfies (1.16). In particular
\[
\partial E = \partial^- E = \{ x \in \mathbb{R}^n | 0 < |E \cap B_r(x)| < \omega_n r^n, \forall r > 0 \}.
\]

The estimates will follow easily from the following result

**Lemma 3.15.** Let \( E \) be a subsolution in \( B_1 \). There exists a universal constant \( c = c(n,s) > 0 \) s.t.
\[
|E \cap B_1| \leq c \quad \Rightarrow \quad |E \cap B_{1/2}| = 0.
\]

**Proof.** Define for every \( r \in (0,1] \)
\[
V_r := |E \cap B_r|, \quad a(r) := \mathcal{H}^{n-1}(E \cap \partial B_r).
\]
Using the fractional Sobolev inequality (see Theorem 2.4) with \( p = 1 \),
\[
||u||_{L^\infty(\mathbb{R}^n)} \leq C[u]_{W^{1,1}(\mathbb{R}^n)},
\]
for \( u = \chi_{E \cap B_r} \), we get
\[
V_r^{\frac{s}{n-s}} \leq 2C\mathcal{L}_s(E \cap B_r, \mathcal{C}(E \cap B_r)).
\]
Now we split
\[
\mathcal{L}_s(E \cap B_r, \mathcal{C}(E \cap B_r)) = \mathcal{L}_s(E \cap B_r, CE) + \mathcal{L}_s(E \cap B_r, E \setminus B_r).
\]
Since \( E \) is a subsolution in \( B_1 \), (3.5) with \( A = E \cap B_r \subset E \cap B_1 \) implies
\[
\mathcal{L}_s(E \cap B_r, CE) \leq \mathcal{L}_s(E \cap B_r, E \setminus B_r),
\]
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and, since $E \setminus B_r \subset CB_r$, we get

$$\mathcal{L}_s(E \cap B_r, C(E \cap B_r)) \leq 2\mathcal{L}_s(E \cap B_r, CB_r).$$

For every $x \in E \cap B_r$ we have $d(x, CB_r) \geq r - |x| > 0$, and hence (see Lemma 2.19)

$$\int_{CB_r} \frac{dy}{|x - y|^{n+s}} \leq \frac{n\omega_n}{s} (r - |x|)^{-s}.$$

Therefore

$$\mathcal{L}_s(E \cap B_r, CB_r) = \int_0^r \left( \int_{\partial B_\rho} \chi_E(x) \left( \int_{CB_r} \frac{dy}{|x - y|^{n+s}} \right) d\mathcal{H}^{n-1}(x) \right) d\rho \leq \frac{n\omega_n}{s} \int_0^r \left( \int_{\partial B_\rho} \chi_E(x) d\mathcal{H}^{n-1}(x) \right) \frac{d\rho}{(r - \rho)^s} = \frac{n\omega_n}{s} \int_0^r a(\rho) \frac{d\rho}{(r - \rho)^s}.$$

Putting everything together we have

$$V_r \leq C \int_0^r a(\rho) \frac{d\rho}{(r - \rho)^s}.$$

Integrating on $(0, t)$, with $t < 1$, we obtain

$$\int_0^t V_r \, dr \leq C \int_0^t \left( \int_0^r a(\rho) \frac{d\rho}{(r - \rho)^s} \right) \, dr = C \int_0^t a(\rho) \left( \int_\rho^t (r - \rho)^{1-s} \, dr \right) \, d\rho \leq C \int_0^t a(\rho) (t - \rho)^{1-s} \, d\rho = Ct^{1-s} V_t.$$

Now we consider the above inequality with

$$t_k := \frac{1}{2} + \frac{1}{2k}, \quad k \geq 1.$$

Notice that $t_1 = 1$, $t_k$ is strictly decreasing with $t_k - t_{k+1} = \frac{1}{2^{k+1}}$, and $t_k \to \frac{1}{2}$. We have

$$\int_0^{t_k} V_r \, dr \leq C t_k^{1-s} V_k \leq CV_k,$$

and

$$\int_0^{t_k} V_r \, dr = \int_0^{t_{k+1}} V_r \, dr + \int_0^{t_k} V_r \, dr \geq \int_0^{t_k} V_r \, dr \geq (t_k - t_{k+1}) V_{t_{k+1}} = \frac{1}{2^{k+1}} V_{t_{k+1}},$$
since $V_r$ is nondecreasing. If we set $v_k := V_{t_k}$, then

$$2^{-(k+1)} v_{k+1}^{n-s} \leq C v_k,$$

i.e.

$$v_{k+1} \leq C_0 \left(2 \frac{n}{n-s}\right)^k v_k^{n-s},$$

where the constant $C_0 = (2C)^{\frac{n}{n-s}}$ can be supposed to be strictly bigger than 1 and depends only on $n$ and $s$.

We claim that if $v_1$ is small enough, $v_1 \leq c(n,s)$, then $v_k \to 0$. Notice that this concludes the proof.

Let $b := 2^{\frac{n}{n-s}} > 1$ and $\alpha := \frac{s}{n-s} > 0$ so that our inequality reads

$$v_{k+1} \leq C_0 b^k v_k^{1+\alpha}.$$ 

Now, if $v_1 \leq C_0^{-\frac{1}{\alpha}} b^{-\frac{1}{n-s} - \frac{1}{\alpha}}$, then

$$v_k \leq b^{-\frac{k-1}{\alpha}} v_1,$$

for every $k \geq 1$ and hence in particular $v_k \to 0$.

We prove (3.8) by induction. It is trivially satisfied if $k = 1$. Suppose it is true for $k$; then

$$v_{k+1} \leq C_0 b^k v_k^{1+\alpha} \leq C_0 b^k \left(b^{-\frac{k-1}{\alpha}} v_1\right)^{1+\alpha} = C_0 b^{1 - \frac{k-1}{\alpha}} v_1 v_1^{\alpha} v_1 \leq b^{-\frac{k}{\alpha}} v_1.$$

\[ \square \]

Now we can prove the density estimates.

**Theorem 3.16** (Uniform density estimate). Let $E$ be a subsolution in $\Omega$. There exists a universal constant $c = c(n,s) > 0$ s.t. if $x \in \partial E$ and $B_r(x) \subset \Omega$ then

$$|E \cap B_r(x)| \geq cr^n.$$

In particular, if $E$ is $s$-minimal in $\Omega$, then

$$|E \cap B_r(x)| \geq cr^n, \quad |CE \cap B_r(x)| \geq cr^n. \quad (3.9)$$

**Proof.** The second statement is an immediate consequence of the first. Indeed, if $E$ is $s$-minimal, then $E$ is also a supersolution i.e. $CE$ is a subsolution and hence it satisfies the hypothesis of the Theorem.

The first inequality follows from previous Lemma.

Since $B_r(x) \subset \Omega$, the set $E$ is a subsolution in $B_r(x)$ and hence $\frac{E-x}{r}$ is a subsolution in $B_1$. Let $c$ be the constant in the Lemma. If we suppose that

$$r^n \left| \frac{E-x}{r} \cap B_1 \right| = |E \cap B_r(x)| \leq cr^n,$$

we have

$$\left| \frac{E-x}{r} \cap B_1 \right| < c.$$
and hence
$$\left| \frac{E-x}{r} \cap B_{\frac{x}{2}} \right| = 0,$$
i.e. $$\left| E \cap B_{\frac{x}{2}}(x) \right| = 0.$$ However $$x \in \partial E$$ and hence $$|E \cap B_{\rho}(x)| > 0$$ for every $$\rho > 0$$. This gives a contradiction, proving that
$$|E \cap B_r(x)| \geq c r^n.$$ \hfill \Box

A first consequence of the uniform density estimate is that we can always find a small ball completely contained in $$E \cap B_1$$ and one contained in $$CE \cap B_1$$, if $$0 \in \partial E$$.

**Corollary 3.17** (Clean ball condition). Let $$E$$ be $$s$$-minimal in $$\Omega$$, $$x \in \partial E$$ and $$B_r(x) \subset \Omega$$. There exist balls
$$B_{cr}(y_1) \subset E \cap B_r(x), \quad B_{cr}(y_2) \subset CE \cap B_r(x),$$
for some small universal constant $$c = c(n, s) > 0$$.

**Proof.** We can assume that $$x = 0$$ and $$B_r(x) = B_1$$. Without loss of generality we can also suppose that $$B_1 \subset \subset \Omega$$, otherwise we could consider $$B_{1/2}$$. In particular we can suppose that $$d(B_1, \partial \Omega) > 1/2$$ i.e. that $$B_{3/2} \subset \Omega$$.

We decompose the space into cubes of side $$\delta$$. We want to show that $$N_\delta$$, the number of cubes contained in $$B_1$$ which intersect $$\partial E$$, satisfies
$$N_\delta \leq C \delta^{s-n},$$
for some constant $$C = C(n, s) > 0$$. Then, since $$0 \in \partial E$$, the density estimate for the ball $$B_{1/2}$$ gives
$$|E \cap B_{1/2}| \geq c 2^{-n},$$
and hence at least $$2^{-n} c \delta^{-n}$$ of the cubes intersect $$E \cap B_{1/2}$$. Moreover, if $$\delta$$ is small, say $$\delta < \frac{1}{12\sqrt{n}}$$, then all these cubes are contained in $$B_1$$.

If none of these cubes is completely contained in $$E \cap B_1$$, then they all intersect $$\partial E$$, so that
$$N_\delta \geq 2^{-n} c \delta^{-n}.$$ This and (3.10) give
$$\frac{c}{2^n C} \leq \delta^s,$$
where the left hand side does not depend on $$\delta$$. Therefore if we take $$\delta$$ small enough we get a contradiction. This proves that there is a cube of side $$\delta$$ completely contained in $$E \cap B_1$$, and hence also a ball of radius $$\delta/2$$. To conclude, notice that we can take
$$\delta = \delta(n, s) = \min \left\{ \frac{1}{2} \left( \frac{c}{2^n C} \right)^{\frac{1}{2}}, \frac{1}{12\sqrt{n}} \right\},$$
and hence get the claim with $$c = \delta/2$$. It is clear that we can apply the same argument for $$CE$$.

We are left to prove (3.10).

Let $$Q_\delta \subset B_1$$ be a cube of side $$\delta$$ s.t. $$Q_\delta \cap \partial E \neq \emptyset$$ and let $$y$$ be a point in the
intersection. Now if $\delta$ is small enough, $\delta < \frac{1}{2\sqrt{n}}$, then the cube $Q_{3\delta}$ (with same center and side $3\delta$) is contained in $B_{3/2}$ and hence in $\Omega$. Therefore there is a ball $B(y) \subset Q_{3\delta} \subset \Omega$, with $y \in \partial E$, so the density estimates give

$$|E \cap Q_{3\delta}| \geq c\delta^n, \quad |\partial E \cap Q_{3\delta}| \geq c\delta^n.$$

If $x \in E \cap Q_{3\delta}$ and $y \in \partial E \cap Q_{3\delta}$, then $|x - y| \leq \text{diam}(Q_{3\delta}) = \sqrt{n}3\delta$, so

$$L_s(E \cap Q_{3\delta}, \partial E \cap Q_{3\delta}) = \int_{E \cap Q_{3\delta}} \int_{\partial E \cap Q_{3\delta}} \frac{dx
dy}{|x - y|^{n+s}} \geq \int_{E \cap Q_{3\delta}} \int_{\partial E \cap Q_{3\delta}} \frac{dx
dy}{(\sqrt{n}3\delta)^{n+s}} = \frac{|E \cap Q_{3\delta}| \cdot |\partial E \cap Q_{3\delta}|}{(\sqrt{n}3\delta)^{n+s}} \geq \frac{c^2}{(3\sqrt{n})^{n+s}} \frac{\delta^n \cdot \delta^n}{\delta^{n+s}} = c_0\delta^{n-s}.$$

Let $F'_\delta$ be the family of cubes of side $\delta$ contained in $B_{3/2}$ and $F_\delta$ the subfamily made of those contained in $B_1$; finally let $G_\delta \subset F_\delta$ be the subfamily of those intersecting $\partial E$, so that $N_\delta$ is the cardinality of $G_\delta$. Notice that if $Q_\delta \in F_\delta$, then the cube $Q_{3\delta}$ covers $3^n$ cubes of $F'_\delta$.

Therefore, since the intersection of two distinct cubes has zero Lebesgue measure, we get

$$\sum_{Q_s, Q'_s \in F_\delta} \int_{Q_{3\delta} \cap E} \int_{Q'_{3\delta} \cap \partial E} \frac{dx
dy}{|x - y|^{n+s}} \leq 9^n \sum_{Q_s, Q'_s \in F_\delta} \int_{Q_s \cap E} \int_{Q'_s \cap \partial E} \frac{dx
dy}{|x - y|^{n+s}} \leq 9^n \int_{B_{3/2} \cap E} \int_{B_{3/2} \cap \partial E} \frac{dx
dy}{|x - y|^{n+s}}.$$

On the other hand we have

$$\sum_{Q_s, Q'_s \in F_\delta} \int_{Q_{3\delta} \cap E} \int_{Q'_{3\delta} \cap \partial E} \frac{dx
dy}{|x - y|^{n+s}} \geq \sum_{Q_s \in F_\delta} \int_{Q_{3\delta} \cap E} \int_{Q_{3\delta} \cap \partial E} \frac{dx
dy}{|x - y|^{n+s}} \geq \sum_{Q_s \in G_\delta} \int_{Q_{3\delta} \cap E} \int_{Q_{3\delta} \cap \partial E} \frac{dx
dy}{|x - y|^{n+s}} \geq \sum_{Q_s \in G_\delta} c_0\delta^{n-s} = c_0\delta^{n-s}N_\delta.$$

These give

$$c_0\delta^{n-s}N_\delta \leq 9^n L_s(E \cap B_{3/2}, \partial E \cap B_{3/2}).$$

Finally from the minimality of $E$ we get

$$L_s(E \cap B_{3/2}, \partial E \cap B_{3/2}) \leq L_s(E \cap B_{3/2}, \partial E) \leq L_s(E \cap B_{3/2}, E \cap CB_{3/2}) \leq L_s(B_{3/2}, CB_{3/2}) = P_\delta(B_{3/2}).$$

This proves (3.10), concluding the proof.  \[\Box\]
From the proof of this Corollary we can deduce an estimate on the Hausdorff measure of $\partial E \cap \Omega$.

**Corollary 3.18.** If $E$ is s-minimal in $\Omega$, then

$$\mathcal{H}^{n-s}(\partial E \cap \Omega) < \infty.$$  

Actually we will prove that $\partial E \cap \Omega$ has Hausdorff dimension equal to $n - 1$. For this reason we can think of $\partial E \cap \Omega$ as a nonlocal minimal surface.

Another important consequence of the density estimates is the following improvement of the convergence of s-minimal sets.

**Corollary 3.19.** Let $\{E_k\}$ be a sequence of s-minimal sets in $\Omega$ s.t. $E_k \xrightarrow{\text{loc}} E$. For every compact set $K \subset \Omega$ and every $\epsilon > 0$ there exists $n_0$ s.t.

$$\partial E_k \cap K \subset N_\epsilon(\partial E) \cap K, \quad \text{for } k \geq n_0, \quad (3.11)$$

where $N_\epsilon(\partial E)$ is the $\epsilon$-neighborhood of $\partial E$.

**Proof.** Let $d := d(K, \partial \Omega) > 0$. Suppose that there exists a sequence (eventually relabeled) $\{x_k\}$ and $\epsilon_0 > 0$ s.t.

$$x_k \in \partial E_k \cap K \quad \text{and} \quad d(x_k, \partial E) \geq \epsilon_0.$$  

We can suppose that $\epsilon_0 < d$. Since $d(x_k, \partial E) \geq \epsilon_0$, we have

$$E_k \cap B_{\epsilon_0/2}(x_k) \subset E_k \setminus E,$$

and, since $\epsilon_0 < d$, $B_{\epsilon_0/2}(x_k) \subset \Omega$, so that the density estimate gives

$$|E_k \cap B_{\epsilon_0/2}(x_k)| \geq c \frac{\epsilon_0^n}{2^n \epsilon_0^n}.$$  

But this contradicts the $L^1_{\text{loc}}$ convergence. Indeed, for $R$ big enough we have $K \subset B_R$; now, since $x_k \in K \subset B_R$, we have $B_{\epsilon_0/2}(x_k) \subset B_{R + \epsilon_0} =: B_R$. Then

$$|(E_k \Delta E) \cap B_R| \geq |(E_k \setminus E) \cap B_R| \geq |E_k \cap B_{\epsilon_0/2}(x_k)| \geq c \frac{\epsilon_0^n}{2^n \epsilon_0^n},$$

for every $k$. \qed
Chapter 4

Fractional Mean Curvature

In Section 2 we show that an $s$-minimal set $E$ satisfies the Euler-Lagrange equation

$$I_s[E](x) = 0, \quad x \in \partial E$$  \hspace{1cm} (4.1)

in the viscosity sense, where $I_s[E](x)$ denotes the fractional mean curvature of $\partial E$ at $x$, defined below.

This can be thought of as the fractional analogue of the equation (1.20) satisfied by classical minimal surfaces.

Moreover in Section 3 we show that the fractional mean curvature is the first variation of the fractional perimeter, at least when the set is regular enough. To be more precise, we show that if $\Phi_t : \mathbb{R}^n \to \mathbb{R}^n$ is a one-parameter family of $\mathcal{C}^2$-diffeomorphisms which is $\mathcal{C}^2$ also in $t$ and s.t. $\Phi_0 = Id$, then

$$\frac{d}{dt} P_s(\Phi_t(E)) \bigg|_{t=0} = - \int_{\partial E} I_s[E](x) \nu_E(x) \cdot \phi(x) d\mathcal{H}^{n-1}(x), \quad (4.2)$$

where $\phi(x) := \frac{\partial}{\partial t} \Phi_t(x) \big|_{t=0}$ and $E$ is any bounded open set with $\mathcal{C}^2$ boundary.

4.1 Definition

Remark 4.1. Again, in this chapter we suppose that any set $E$ satisfies (1.16). In particular

$$\partial E = \partial^- E = \{ x \in \mathbb{R}^n | 0 < |E \cap B_r(x)| < \omega_n r^n, \forall r > 0 \}. \quad (4.4)$$

Definition 4.2. Given a set $E$, the $s$-fractional mean curvature of $\partial E$ at a point $x \in \partial E$ is formally defined as

$$I_s[E](x) := \text{P.V.} \int_{\mathbb{R}^n} \frac{\chi_E(y) - \chi_{CE}(y)}{|x-y|^{n+s}} dy.$$

This means

$$I_s[E](x) = \lim_{\rho \to 0} I_s^\rho[E](x), \quad (4.3)$$

where

$$I_s^\rho[E](x) := \int_{\mathbb{R}^n \setminus B_\rho(x)} \frac{\chi_E(y) - \chi_{CE}(y)}{|x-y|^{n+s}} dy.$$
Remark 4.3. The integral above has to be considered in the principal value sense because the integrand is not in the space $L^1(\mathbb{R}^n)$. Moreover, in order for the limit in (4.3) to be well defined, we need some sort of cancellation near the point $x$.

In [1] it is shown that if the boundary of the set $E$ is $C^2$ near $x$, then the limit exists. The proof exploits the cancellation provided by the existence of tangent interior and exterior paraboloids in a neighborhood of $x$.

To be more precise, let $E$ be an open set s.t. $\partial E$ is $C^2$ in a neighborhood of $x \in \partial E$. We can suppose $x = 0$. Then in normal coordinates we have

$$E \cap B_\rho \subset \{(y', y_n) \in \mathbb{R}^n \mid y_n \leq M|y'|^2\},$$

$$CE \cap B_\rho \subset \{(y', y_n) \in \mathbb{R}^n \mid y_n \geq -M|y'|^2\},$$

for some $M > 0$ and $\rho$ small.

Given $0 < \delta^\prime < \delta$ small,

$$I^\prime_\rho(E)(0) - I^\prime_\rho(E)(0) = \int B_{\rho'}^* \frac{\chi_E(y) - \chi_CE(y)}{|y|^{n+\delta}} dy$$

$$= \int_0^\delta d\rho \int_B \frac{\chi_E(y) - \chi_CE(y)}{\rho^{n+\delta}} d\mathcal{H}^{n-1}(y)$$

$$= \int_0^\delta \mathcal{H}^{n-1}(E \cap \partial B_\rho) - \mathcal{H}^{n-1}(CE \cap \partial B_\rho) d\rho.$$

Now thanks to (4.4), we get

$$\mathcal{H}^{n-1}(E \cap \partial B_\rho) - \mathcal{H}^{n-1}(CE \cap \partial B_\rho) = \mathcal{H}^{n-1}(E \cap \Sigma_\rho) - \mathcal{H}^{n-1}(CE \cap \Sigma_\rho)$$

$$\leq \mathcal{H}^{n-1}(\Sigma_\rho),$$

where

$$\Sigma_\rho := \{(y', y_n) \in \mathbb{R}^n \mid |y_n| \leq M|y'|^2\} \cap \partial B_\rho,$$

and hence

$$I^\prime_\rho(E)(0) - I^\prime_\rho(E)(0) \leq \int_0^\delta \frac{\mathcal{H}^{n-1}(\Sigma_\rho)}{\rho^{n+\delta}} d\rho.$$

Therefore, if we show that $\mathcal{H}^{n-1}(\Sigma_\rho) = O(\rho^n)$ as $\rho \to 0$, then the sequence $I^\prime_\rho(E)(0)$ is a Cauchy sequence and the fractional curvature is well defined.

Notice that $\Sigma_\rho = \{y \in \partial B_\rho \mid |y_n| \leq h\}$, with

$$h = \sqrt{\frac{1}{\delta^2} + 4\rho^2 - \frac{1}{\delta^2}}.$$

If we take polar coordinates in such a way that $y_n = \rho \cos \theta_{n-1}$, then the condition $|y_n| \leq h$ is translated in $\theta_{n-1} \in (\tau, \pi - \tau]$, with $\tau = \arccos \left(\frac{h}{\rho}\right)$.

Therefore

$$\mathcal{H}^{n-1}(\Sigma_\rho) = \rho^{n-1} \int_0^{2\pi} d\vartheta_1 \cdots \int_0^{\pi} \sin(\theta_{n-2})^{n-3} d\theta_{n-2} \int_{\tau}^{\pi-\tau} \sin(\theta_{n-1})^{n-2} d\theta_{n-1}$$

$$= 2\rho^{n-1} \mathcal{H}^{n-2}(S^{n-2}) \int_\tau^\pi (\sin t)^{n-2} dt$$

$$\leq 2\rho^{n-1} \mathcal{H}^{n-2}(S^{n-2}) \left(\frac{\pi}{2} - \tau\right).$$
Using Taylor expansion we find \( \tau = \frac{\pi}{2} - M\rho + o(\rho) \) and hence \( \mathcal{H}^{n-1}(\Sigma_\rho) = O(\rho^n) \), as \( \rho \to 0 \).

Since the existence of tangent interior and exterior balls to \( \partial E \) in \( x \) is enough to get \((4.4)\) (up to rotation and translation), we get the following

**Lemma 4.4.** Suppose there exist two open sets \( F_1 \subset E \) and \( F_2 \subset \mathcal{C}E \) with \( x \in \partial E \cap \partial F_i \). If \( \partial F_i \) is \( C^2 \) in a neighborhood of \( x \) for \( i = 1, 2 \), then \( \mathcal{I}_s[E](x) \) is well defined.

**Remark 4.5.** In order to study the existence of the fractional mean curvature at \( x \in \partial E \) it is enough to know the behavior of \( E \) in a neighborhood of \( x \). However, unlike what happens with the classical mean curvature, we need to know the whole of \( E \) to determine \( \mathcal{I}_s[E](x) \), meaning that the fractional mean curvature is nonlocal.

**Lemma 4.6.** If \( E \subset F \) and \( x \in \partial E \cap \partial F \), then

\[
\mathcal{I}_s^\delta[E](x) \leq \mathcal{I}_s^\delta[F](x),
\]

for every \( \delta > 0 \).

**Proof.** It is enough to notice that

\[
E \subset F \quad \Rightarrow \quad \chi_E \leq \chi_F \quad \text{and} \quad \chi_{CE} \geq \chi_{CF}
\]

\[
\quad \Rightarrow \quad \chi_E - \chi_{CE} \leq \chi_F - \chi_{CF}.
\]

\[\square\]

For more details about the fractional mean curvature, see [1]. In particular it is proved there that if \( E \) is open and \( \partial E \) is \( C^2 \) near \( x \), then the \( s \)-fractional mean curvature approaches the classical mean curvature as \( s \to 1 \), i.e.

\[
\lim_{s \to 1}(1-s)\mathcal{I}_s[E](x) = (n-1)\omega_{n-1}H(x),
\]

where \( H(x) \) is the classical mean curvature of \( \partial E \) at \( x \), i.e. the arithmetic mean of the principal curvatures of \( \partial E \) in \( x \).

See also [13] for the asymptotics.

### 4.2 Euler-Lagrange Equation

We begin by showing a comparison principle between the boundary \( \partial E \) of an \( s \)-minimal set and the hyperplane \( \{x_n = 0\} \).

The same technique used in the proof, with some complications due to error terms, will be used in the proof of the Euler-Lagrange equation.

**Proposition 4.7.** Let \( E \) be an \( s \)-minimal set in \( B_1 \). Then

\[
\{x_n \leq 0\} \setminus B_1 \subset E \quad \Rightarrow \quad \{x_n \leq 0\} \subset E.
\]
Proof. Define

\[ A^- := \{ x_n \leq 0 \} \setminus E, \]

and notice that \( A^- \subset B_1 \cap CE \). We want to show that \( |A^-| = 0 \).

To this end we define a new set as perturbation and exploit symmetry in order to obtain cancellation in the integrals. Let \( T \) be the reflection across \( \{ x_n = 0 \} \), i.e. \( T(x', x_n) = (x', -x_n) \) and define

\[ A^+ := T(A^-) \setminus E, \]

and

\[ A := A^- \cup A^+. \]

Decompose \( A \) in two sets, \( A_1 \), which is symmetric with respect to \( \{ x_n = 0 \} \) and the remaining part \( A_2 \subset A^- \), i.e.

\[ A_1 := A^+ \cup T(A^+), \quad A_2 := A^- \setminus T(A^+). \]

Notice that \( \{ x_n \leq 0 \} \subset E \cup A \), and define

\[ F := T(C(E \cup A)). \]

Then

\[ F \subset \{ x_n \leq 0 \} \setminus A^- \subset E. \]

From the minimality of \( E \), since \( A \subset CE \cap B_1 \), we get

\[ 0 \geq \mathcal{L}_s(A, E) - \mathcal{L}_s(A, C(E \cup A)) = \sum_{i=1,2} (\mathcal{L}_s(A_i, E) - \mathcal{L}_s(A_i, C(E \cup A))). \]

Using the reflection \( T \), since \( A_1 \) is symmetric we get

\[ \mathcal{L}_s(A_1, C(E \cup A)) = \mathcal{L}_s(A_1, F), \]

and hence

\[ \mathcal{L}_s(A_1, E) - \mathcal{L}_s(A_1, C(E \cup A)) = \mathcal{L}_s(A_1, E \setminus F). \]

As for the second term,

\[ \mathcal{L}_s(A_2, E) - \mathcal{L}_s(A_2, C(E \cup A)) = \mathcal{L}_s(A_2, E \setminus F) + \mathcal{L}_s(A_2, F) - \mathcal{L}_s(T(A_2), F). \]

For every \( x, y \in \{ x_n \leq 0 \} \) we have

\[ |x - y| \leq |T(x) - y|, \]

and hence

\[ \mathcal{L}_s(A_2, F) - \mathcal{L}_s(T(A_2), F) \geq 0. \]

Putting everything together we get

\[ 0 \geq \mathcal{L}_s(A_1, E \setminus F) + \mathcal{L}_s(A_2, E \setminus F) + [\mathcal{L}_s(A_2, F) - \mathcal{L}_s(T(A_2), F)], \]

and all three terms are nonnegative, so they must all be equal to 0.

This can happen only if \( |A_2| = 0 \) and either \( |A_1| = 0 \) or \( |E \setminus F| = 0 \).

If \( |A_1| = 0 \), we’re done. On the other hand, if \( |E \setminus F| = 0 \), we can repeat the same argument with the hyperplane \( \{ x_n = -\epsilon \} \) for every \( \epsilon > 0 \) small and in this case we have \( |E \setminus F| > 0 \). Letting \( \epsilon \) tend to 0, we get the claim. \( \square \)
Now we state and prove the main result.

**Theorem 4.8.** Let $E$ be a supersolution in $B_R$, with $0 \in \partial E$. Suppose that $B_2(-2e_n) \subset E$. Then
\[
\limsup_{\delta \to 0} I_\delta[E](0) \leq 0.
\]

**Proof.** Fix $\delta > 0$ small and $0 < \epsilon \ll \delta$.

Denote by $d_x$ the distance of $x$ from the sphere $\partial B_{1+\epsilon}(-e_n)$ and let $T$ be the radial reflection with respect to the sphere $\partial B_{1+\epsilon}(-e_n)$ in the annulus $d_x < 2\delta$, i.e.
\[
\frac{x + T(x)}{2} + e_n = (1 + \epsilon) \frac{x + e_n}{|x + e_n|}.
\]

It can be shown that
\[
|\det DT(x)| \leq 1 + Cd_x \leq 2,
\]
since $d_x < 2\delta$ and $\delta$ is small, and
\[
|T(x) - T(y)| \geq (1 - c \max\{d_x, d_y\})|x - y|,
\]
for every $x, y \in \{z \in \mathbb{R}^n \mid d_z < 2\delta\}$.

We want to define a small perturbation $A$ near the point $0$, in such a way that we can exploit some sort of cancellation given by $T$, in order to control the difference $J_{B_R}(E) - J_{B_R}(A \cup E)$.

We define
\[
A^- := B_{1+\epsilon}(-e_n) \setminus E,
\]
\[
A^+ := T(A^-) \setminus E,
\]
\[
A := A^- \cup A^+.
\]

Notice that
\[
A^- \subset B_{1+\epsilon}(-e_n) \setminus B_2(-2e_n),
\]
and hence, if $\epsilon$ is small enough,
\[
A \subset B_{2\sqrt{\epsilon}} \subset B_\delta \subset B_R.
\]

We decompose $A$ in two disjoint sets, with $A_1 = T(A_1)$, i.e.
\[
A_1 := T(A^+ \cup A^-),
\]
\[
A_2 := A \setminus A_1 \subset A^-.
\]

Finally let
\[
F := T(B_\delta \cap C(E \cup A)).
\]

Notice that
\[
B_\delta \cap C(E \cup A) \subset B_\delta \cap CB_{1+\epsilon}(-e_n),
\]
and
\[
T(B_\delta \cap CB_{1+\epsilon}(-e_n)) \subset B_\delta \cap B_{1+\epsilon}(-e_n).
\]

Therefore
\[
F \subset (B_\delta \cap B_{1+\epsilon}(-e_n)) \setminus A^- \subset E \cap B_\delta.
\]
Now, since $A \subset B \cap CE$ and $E$ is a supersolution in $B$, we get

\[
0 \geq \mathcal{L}_s(A, E) - \mathcal{L}_s(A, CE \cup A) \\
= \mathcal{L}_s(A, E \setminus B_\delta) + \mathcal{L}_s(A, E \cap B_\delta) - \mathcal{L}_s(A, CE \cup A \setminus B_\delta) \\
= [\mathcal{L}_s(A, E \setminus B_\delta) - \mathcal{L}_s(A, CE \setminus B_\delta)] + \mathcal{L}_s(A, E \cap F) \\
+ [\mathcal{L}_s(A, F) - \mathcal{L}_s(A, T(F))] \\
\geq [\mathcal{L}_s(A, E \setminus B_\delta) - \mathcal{L}_s(A, CE \setminus B_\delta)] + [\mathcal{L}_s(A, F) - \mathcal{L}_s(A, T(F))] \\
=: I_1 + I_2.
\]

For simplicity in the following inequalities we will always write $C$ for the constants appearing, understanding that it changes when necessary.

We first estimate $I_1$

\[
\left| \frac{1}{|A|} I_1 - \mathcal{I}^3_s[E](0) \right| \\
= \left| \frac{1}{|A|} \int_A \left( \int_{CB_\delta} (\chi_E(y) - \chi_{CE}(y)) \left( \frac{1}{|x-y|^{n+s}} - \frac{1}{|y|^{n+s}} \right) dy \right) dx \right| \\
= \left| \frac{1}{|A|} \int_{CB_\delta} (\chi_E(y) - \chi_{CE}(y)) \left( \int_A \left( \frac{1}{|x-y|^{n+s}} - \frac{1}{|y|^{n+s}} \right) dx \right) dy \right| \\
\leq \int_{CB_\delta} \left( \frac{1}{|A|} \int_A \frac{1}{|x-y|^{n+s}} - \frac{1}{|y|^{n+s}} \right) dx \right) dy.
\]

We know that for every $x \in A$ and $y \in CB_\delta$

\[
\left| \frac{1}{|x-y|^{n+s}} - \frac{1}{|y|^{n+s}} \right| = (n+s) \frac{1}{|\xi|^{n+s+1}} ||x-y| - |y||,
\]

for some point $\xi$ lying on the segment with endpoints $x$ and $x-y$. Moreover, since $A \subset B_{2\sqrt{\epsilon}}$, we have

\[
||x-y| - |y|| \leq 2\sqrt{\epsilon},
\]

and hence

\[
\left| \frac{1}{|x-y|^{n+s}} - \frac{1}{|y|^{n+s}} \right| \leq C\sqrt{\epsilon} \min\{|y|, |x-y|\}^{-(n+s+1)}.
\]

For every fixed $y \in CB_\delta$ we can split $A$ in the two sets

\[
S_1 := \{ x \in A \mid |x-y| \geq |y| \}, \quad S_2 := \{ x \in A \mid |x-y| < |y| \}.
\]
On the second set we have

\[
\int_{C_B} \left( \frac{1}{|A|} \int_{S_2} \left| \frac{1}{|x-y|^{n+s}} - \frac{1}{|y|^{n+s}} \right| \, dx \right) \, dy \\
\leq C \sqrt{\epsilon} \int_{C_B} \left( \frac{1}{|A|} \int_{S_2} \frac{1}{|x-y|^{n+s+1}} \, dx \right) \, dy \\
\leq C \sqrt{\epsilon} \int_{C_B} \left( \frac{1}{|A|} \int_{A} \frac{1}{|x-y|^{n+s+1}} \, dy \right) \, dx \\
= C \sqrt{\epsilon} \int_{A} \left( \int_{C_{B_2}} \frac{1}{|x-y|^{n+s+1}} \, dz \right) \, dx \\
\leq C \sqrt{\epsilon} \int_{C_{B_2}} \frac{1}{|z|^{n+s+1}} \, dz
\]

where in the last inequality we have simply translated \( z = x - y \) in the inner integral. Since \( \epsilon \ll \delta \), we get

\[
C \sqrt{\epsilon} \int_{C_{B_2}} \frac{1}{|z|^{n+s+1}} \, dz \leq C \sqrt{\epsilon} \int_{C_{B_2}} \frac{1}{|y|^{n+s+1}} \, dz \leq C \epsilon^{1/2} \delta^{-1-s}.
\]

As for the first set \( S_1 \), we simply have

\[
\int_{C_B} \left( \frac{1}{|A|} \int_{S_1} \left| \frac{1}{|x-y|^{n+s}} - \frac{1}{|y|^{n+s}} \right| \, dx \right) \, dy \\
\leq C \sqrt{\epsilon} \int_{C_B} \left( \frac{1}{|A|} \int_{S_1} \frac{1}{|y|^{n+s+1}} \, dx \right) \, dy \\
\leq C \sqrt{\epsilon} \int_{C_B} \frac{1}{|y|^{n+s+1}} \, dy \\
\leq C \epsilon^{1/2} \delta^{-1-s}.
\]

Therefore

\[
\left| \frac{1}{|A|} I_1 - \mathcal{I}_2^s(E)[0] \right| \leq C \epsilon^{1/2} \delta^{-1-s}. \tag{4.8}
\]

To estimate \( I_2 \) we write

\[
I_2 = [\mathcal{L}_s(A_1, F) - \mathcal{L}_s(A_1, T(F))] + [\mathcal{L}_s(A_2, F) - \mathcal{L}_s(A_2, T(F))].
\]

Changing variables via \( T \), since \( A_1 = T(A_1) \), we get

\[
\mathcal{L}_s(A_1, T(F)) = \mathcal{L}_s(T(A_1), T(F)) \\
= \int_{A_1} \int_F \left| \det DT(x) \right| \left| \det DT(y) \right| \left| T(x) - T(y) \right|^{n+s} \, dx \, dy \\
\leq \int_{A_1} \int_F 1 + C \max\{d_x, d_y\} \left| T(x) - T(y) \right|^{n+s} \, dx \, dy \\
= \mathcal{L}_s(A_1, F) + C \int_{A_1} \int_F \max\{d_x, d_y\} \left| x - y \right|^{n+s} \, dx \, dy,
\]
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where we have used (4.6), (4.7) and Taylor expansion. Since for every \( x, y \in B_{1+\epsilon}(-e_n) \)
\[ |x - y| \leq |x - T(y)|, \]
and \( A_2 \subset A^- \subset B_{1+\epsilon}(-e_n) \), \( F \subset B_{1+\epsilon}(-e_n) \), we have
\[
\mathcal{L}_s(A_2, T(F)) = \int_{A_2} dx \int_F \frac{|\det DT(y)|}{|x - T(y)|^{n+s}} dy \leq \int_{A_2} dx \int_F \frac{1 + C d_y}{|x - y|^{n+s}} dy
\leq \mathcal{L}_s(A_2, F) + C \int_{A_2} \int_F \frac{\max\{d_x, d_y\}}{|x - y|^{n+s}} \, dx \, dy.
\]

Therefore
\[
-I_2 \leq C \int_A \int_F \frac{\max\{d_x, d_y\}}{|x - y|^{n+s}} \, dx \, dy.
\] (4.9)

We want to show that
\[
-I_2 \leq C\delta^{1-s} + o(\epsilon). \tag{4.10}
\]

Then, since \( I_1 + I_2 \leq 0 \), we have
\[
\frac{I_1}{|A|} \leq - \frac{I_2}{|A|} \leq C\delta^{1-s} + o(\epsilon),
\]
and hence from (4.8) we get
\[
\mathcal{I}_s^\delta[E](0) \leq \frac{I_1}{|A|} + C\epsilon^{1/2}\delta^{-1-s} \leq C\delta^{1-s} + o(\epsilon) + C\epsilon^{1/2}\delta^{-1-s}.
\]

Passing to the limit \( \epsilon \to 0 \) we obtain
\[
\mathcal{I}_s^\delta[E](0) \leq C\delta^{1-s},
\]
and this concludes the proof.

We are left to show (4.10).

We begin by estimating the contribution in the integral in (4.9) given by \( x \) outside \( B_{1+\epsilon}(-e_n) \), i.e. \( x \in A^+ \). Recall that \( T(A^+) \subset A^- \) and \( |\det DT(x)| \leq 2 \). Therefore changing variables via \( T \) we get
\[
\int_{A^+} dx \int_F \frac{\max\{d_x, d_y\}}{|x - y|^{n+s}} dy = \int_{T(A^+)} \frac{|\det DT(x)| dx}{|T(x)\new-command{\endash}|^{n+s}} \int_F \frac{\max\{d_x, d_y\}}{|T(x) - y|^{n+s}} dy
\leq 2 \int_{A^-} dx \int_F \frac{\max\{d_x, d_y\}}{|T(x) - y|^{n+s}} dy
\leq 2 \int_{A^-} dx \int_F \frac{\max\{d_x, d_y\}}{|x - y|^{n+s}} dy,
\]
and hence
\[
-I_2 \leq C \int_{A^-} dx \int_F \frac{\max\{d_x, d_y\}}{|x - y|^{n+s}} dy.
\]
For a fixed $x \in A^-$ we can distinguish the cases $y \in B_{2d_x}(x)$ and $y \in CB_{2d_x}(x)$. Also recall that $F \subset B_\varepsilon$ and $A^- \subset B_\varepsilon$. Then
\[
\int_{F \setminus B_{2d_x}(x)} \frac{\max\{d_x, d_y\}}{|x-y|^{n+s}} \, dy \leq \int_{B_\varepsilon \setminus B_{2d_x}(x)} \frac{\max\{d_x, d_y\}}{|x-y|^{n+s}} \, dy \\
\leq \int_{B_{2\varepsilon} \setminus B_{2d_x}(x)} \frac{\max\{d_x, d_y\}}{|x-y|^{n+s}} \, dy \\
= \int_{2d_x}^{2\varepsilon} dr \int_{\partial B_r(x)} \frac{\max\{d_x, d_y\}}{r^{n+s}} \, d\mathcal{H}^{n-1}(y) \\
\leq \int_{2d_x}^{2\varepsilon} dr \int_{\partial B_r(x)} \frac{r}{r^{n+s}} \, d\mathcal{H}^{n-1}(y) \\
= n\omega_n \int_{2d_x}^{2\varepsilon} \frac{r}{1-s} r^{1-s} \, dr \\
\leq C\delta^{1-s}.
\]
Integrating on $A^-$ we obtain the fist term of the right hand side in (10.10)
\[
\int_{A^-} \frac{dx}{F \setminus B_{2d_x}(x)} \frac{\max\{d_x, d_y\}}{|x-y|^{n+s}} \, dy \leq C|A|\delta^{1-s}.
\]
On the other hand, if $y \in B_{2d_x}(x)$, then since $A^- \subset B_{1+\varepsilon}(-e_n) \setminus B_2(-2e_n)$,
\[
\max\{d_x, d_y\} \leq 3d_x \leq 3\varepsilon,
\]
and hence
\[
\int_{A^-} \frac{dx}{F \setminus B_{2d_x}(x)} \frac{\max\{d_x, d_y\}}{|x-y|^{n+s}} \, dy \leq 3\varepsilon \int_{A^-} \frac{1}{|x-y|^{n+s}} \, dx \, dy \\
\leq 3\varepsilon \mathcal{L}_s(A^-, F).
\]
Therefore
\[
-I_2 \leq C|A|\delta^{1-s} + C\varepsilon \mathcal{L}_s(A^-, F).
\]
To conclude the proof it is now enough to prove the following

**Lemma 4.9.** There exists a sequence $\epsilon \to 0$ s.t.
\[
\epsilon \mathcal{L}_s(A^-, F) \leq C\varepsilon^\eta |A^-|,
\]
for some $\eta \in (0, 1 - s)$.

**Proof.** Since $E$ is a supersolution in $B_R$ and $A^- \subset CE \cap B_R$, we have
\[
\mathcal{L}_s(A^-, E) \leq \mathcal{L}_s(A^-, C(E \cup A^-)).
\]
Therefore, since $B_{1+\varepsilon}(-e_n) \subset E \cup A^-$, we get
\[
\mathcal{L}_s(A^-, F) \leq \mathcal{L}_s(A^-, E) \leq \mathcal{L}_s(A^-, C(E \cup A^-)) \\
\leq \mathcal{L}_s(A^-, CB_{1+\varepsilon}(-e_n)).
\]
For every $x \in B_{1+\epsilon}(-e_n)$ we have
\[
\int_{\partial B_{1+\epsilon}(-e_n)} \frac{1}{|x-y|^{n+s}} dy \leq \int_{\partial B_{1+\epsilon}(x)} \frac{1}{|x-y|^{n+s}} dy \leq C d_x^{-s}.
\]
We denote
\[
a(r) := \mathcal{H}^{n-1}(CE \cap \partial B_{1+\epsilon}(-e_n)),
\]
for every $r \in [0, \epsilon)$. Then
\[
\mathcal{L}_s(A^-, CB_{1+\epsilon}(-e_n)) = \int_{A^-} dx \int_{\partial B_{1+\epsilon}(-e_n)} \frac{1}{|x-y|^{n+s}} dy \leq C \int d_x^{-s} dx
\]
\[
= C \int_0^\epsilon dr \int_{CE \cap \partial B_{1+\epsilon}(-e_n)} (\epsilon - r)^{-s} d\mathcal{H}^{n-1}(x)
\]
\[
= C \int_0^\epsilon a(r) (\epsilon - r)^{-s} dr.
\]
In order to prove the claim, we show that for a sequence $\epsilon \to 0$ we have
\[
\epsilon \int_0^\epsilon a(r) (\epsilon - r)^{-s} dr \leq \epsilon^\eta \int_0^\epsilon a(r) dr = \epsilon^\eta |A^-|.
\]
Assume by contradiction that for all $\epsilon$ small we have the opposite inequality
\[
\int_0^\epsilon a(r) (\epsilon - r)^{-s} dr > \epsilon^\eta - 1 \int_0^\epsilon a(r) dr.
\]
Integrating this inequality in $\epsilon$ between 0 and $\lambda$ we get
\[
\lambda^{1-s} \int_0^\lambda a(r) dr \geq c(s, \eta) \lambda^\eta \int_0^\lambda a(r) dr.
\]
Indeed the left hand side gives
\[
\int_0^\lambda \left( \int_0^\epsilon a(r) (\epsilon - r)^{-s} dr \right) d\epsilon = \int_0^\lambda a(r) \left( \frac{1}{1-s} \int_0^\lambda \frac{d}{d\epsilon} (\epsilon - r)^{1-s} d\epsilon \right) d\epsilon
\]
\[
= \frac{1}{1-s} \int_0^\lambda a(r) (\lambda - r)^{1-s} dr
\]
\[
\leq \frac{1}{1-s} \lambda^{1-s} \int_0^\lambda a(r) dr.
\]
As for the right hand side we have
\[
\int_0^\lambda \left( \epsilon^{\eta-1} \int_0^\epsilon a(r) dr \right) d\epsilon \geq \int_\lambda^{2\lambda} \left( \epsilon^{\eta-1} \int_0^\epsilon a(r) dr \right) d\epsilon
\]
\[
\geq \int_\lambda^{2\lambda} \epsilon^{\eta-1} \int_0^{\frac{\lambda}{2}} a(r) dr d\epsilon
\]
\[
= \frac{1}{\eta} \int_\lambda^{2\lambda} \frac{d}{d\epsilon} \epsilon^\eta d\epsilon \int_0^{\frac{\lambda}{2}} a(r) dr
\]
\[
= \frac{1}{\eta} (1 - 2^{-\eta}) \lambda^\eta \int_0^{\frac{\lambda}{2}} a(r) dr.
\]
and we get (4.11). Let $\alpha := 1 - s - \eta > 0$; then (4.11) reads
\[ \int_0^{\lambda} a(r) \, dr \geq c\lambda^{-\alpha} \int_0^{2^{\frac{\alpha}{2}}} a(r) \, dr, \]
and hence for every $M > 0$, if $\lambda$ is small enough, $\lambda < \lambda_0$, we get
\[ \int_0^{\lambda} a(r) \, dr \geq M \int_0^{2^{\frac{\alpha}{2}}} a(r) \, dr. \]

If we take $\lambda = 2^{-k}$, with $k \geq k_0$,
\[ \int_0^{2^{-k}} a(r) \, dr \leq M^{-1} \int_0^{2^{-k+1}} a(r) \, dr \leq M^{-2} \int_0^{2^{-k+2}} a(r) \, dr \leq \ldots \]
\[ \leq M^{k_0-k} \int_0^{2^{-k_0}} a(r) \, dr, \]
and we have
\[ \int_0^{2^{-k_0}} a(r) \, dr = |CE \cap B_{1+2^{-k_0}}(-e_n)| \leq |B_2(-e_n) \setminus B_1(-e_n)|, \]
for every $k_0 \in \mathbb{N}$. Therefore
\[ |CE \cap B_{1+2^{-k}}(-e_n)| \leq CM^{k_0-k}. \]
However, since $E$ is a supersolution in $B_R$, with $0 \in \partial E$ and $B_{2^{-k}} \subset B_R$, the uniform density estimate gives
\[ |CE \cap B_{1+2^{-k}}(-e_n)| \geq |CE \cap B_{2^{-k}}| \geq c2^{-nk}. \]
Choosing $M = 2^{n+1}$ we obtain
\[ c2^{-nk} \leq C2^{(n+1)(k_0-k)}, \]
for every $k \geq k_0$, i.e.
\[ 2^{-k} \geq \frac{c}{C2^{(n+1)k_0}}, \]
which yields a contradiction once we choose $k$ big enough.

This concludes the proof.

Scaling and translating we get

**Corollary 4.10.** Let $E$ be a supersolution in the open set $\Omega$. If $x \in \partial E \cap \Omega$ and $E \cap \Omega$ has an interior tangent ball at $x$, then
\[ \limsup_{\delta \to 0} \mathcal{Z}_\delta^s[E](x) \leq 0. \]
Now let $E$ be a supersolution in $\Omega$, with $x \in \partial E \cap \Omega$. Suppose we have an open set $F$ which is contained in $E$ and touches $E$ in $x$, i.e. $F \subset E$ s.t. $x \in \partial F$, and suppose $\partial F$ is $C^2$ in a neighborhood of $x$.
Then, since $\partial F$ is $C^2$ near $x$, we can find an interior tangent ball at $x$, i.e.

$$B_r(y) \subset F \quad \text{s.t.} \quad x \in \partial B_r(y) \cap \partial F.$$ 

Taking a smaller ball if necessary, we can suppose that $B_r(y) \subset \Omega$.

Clearly, since $F \subset E$ and $x \in \partial E \cap \partial F$, $B_r(y)$ is also an interior tangent ball to $E$ in $x$. Therefore previous Corollary gives

$$\limsup_{\delta \to 0} I_\delta^s[E](x) \leq 0.$$ 

Since $F$ is regular near $x$, we know that the fractional mean curvature of $F$ at $x$ is well defined. Moreover \([4.5]\) gives

$$I_\delta^s[F](x) \leq I_\delta^s[E](x),$$ 

and hence passing to the limit $\delta \to 0$ we get

$$I_s[F](x) \leq 0.$$ 

This proves that a supersolution is also a viscosity supersolution, in the following sense

**Corollary 4.11.** Let $E$ be a supersolution in the open set $\Omega$, with $x \in \partial E \cap \Omega$. If $F$ is an open set contained in $E$ with $x \in \partial F$ and s.t. $\partial F$ is $C^2$ near $x$, then

$$I_s[F](x) \leq 0.$$ 

**Remark 4.12.** Notice that if $E$ is a subsolution we get the analogous statements just by considering $C_E$, which is then a supersolution.

For example, if we have an exterior tangent ball at $x \in \partial E \cap \Omega$, then

$$\liminf_{\delta \to 0} I_\delta^s[E](x) = -\limsup_{\delta \to 0} I_\delta^s[C_E](x) \geq 0.$$ 

In particular, when $E$ is minimal we have both inequalities and hence we get the following

**Corollary 4.13.** Let $E$ be an $s$-minimal set in the open set $\Omega$. If $x \in \partial E \cap \Omega$ and $E$ has an interior and an exterior tangent ball at $x$, both contained in $\Omega$, then

$$I_s[E](x) = 0.$$ 

The above Corollary says that an $s$-minimal set is a classical solution of the zero fractional mean curvature equation \([4.1]\) in every regular enough point $x \in \partial E \cap \Omega$.

As a consequence of the Euler-Lagrange equation we can also improve the comparison principle shown earlier. If the boundary of $E$ is contained in a strip outside of $\Omega$, then it is contained in the same strip also inside $\Omega$. 
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Corollary 4.14. Let $E$ be an $s$-minimal set in the bounded open set $\Omega$. If
$$\{x_n \leq a\} \setminus \Omega \subset E \subset \{x_n \leq b\} \setminus \Omega,$$
then
$$\{x_n \leq a\} \subset E \subset \{x_n \leq b\}.$$

Proof. We only show that
$$\{x_n \leq a\} \subset E,$$
the other inclusion being analogous.

It is enough to prove
$$\inf_{x \in \partial E} x_n \geq a.$$
Notice that by hypothesis we know
$$a \leq \inf_{x \in \partial E \setminus \Omega} x_n \leq b,$$
and, since $\Omega$ is bounded,
$$\inf_{x \in \Omega} x_n \leq \inf_{x \in \partial E \cap \Omega} x_n \leq \sup_{x \in \Omega} x_n,$$
so that $\inf_{x \in \partial E} x_n$ is finite.

By contradiction suppose that
$$\inf_{x \in \partial E} x_n < a.$$
Then we can translate an hyperplane $\{x_n = t\}$ until we touch $\partial E$.
We can suppose that the contact point is $x = 0 \in \partial E \cap \Omega$ and that the tangent hyperplane is $\{x_n = 0\}$, with $0 < a < b$. Since $P := \{x_n \leq 0\} \subset E$ and $0 \in \partial E \cap \partial P,$
$$(\chi_E(y) - \chi_CE(y)) - (\chi_P(y) - \chi_CP(y)) \geq 0,$$
for every $y \in \mathbb{R}^n$. Let $T$ denote reflection across $\{x_n = 0\}$; then changing coordinates via $T$ we get
$$\int_{\mathcal{C}B_1} \frac{\chi_CP(y)}{|y|^{n+s}} dy = \int_{\mathcal{C}B_1} \frac{\chi_CP(T(y))}{|T(y)|^{n+s}} dy = \int_{\mathcal{C}B_1} \frac{\chi_P(y)}{|y|^{n+s}} dy,$$
so that $\mathcal{I}_s^\delta[P](0) = 0$ for every $\delta > 0$.
Moreover the Euler-Lagrange equation for $E$ gives
$$\limsup_{\delta \to 0} \mathcal{I}_s^\delta[E](0) \leq 0.$$
Therefore
$$0 \leq \limsup_{\delta \to 0} \int_{\mathcal{C}B_1} \frac{(\chi_E(y) - \chi_CE(y)) - (\chi_P(y) - \chi_CP(y))}{|y|^{n+s}} dy$$
$$= \limsup_{\delta \to 0} \mathcal{I}_s^\delta[E](0) \leq 0,$$
which implies $\chi_E(y) = \chi_P(y)$ a.e. $y \in \mathbb{R}^n$, i.e. $E = P$, but this contradicts the hypothesis
$$\{x_n \leq a\} \setminus \Omega \subset E.$$

$\square$
Corollary 4.15. An hyperplane is locally $s$-minimal, meaning that it is $s$-minimal in every bounded open set $\Omega \subset \mathbb{R}^n$.

Remark 4.16. We can think of equation (4.1) as saying that
\[-(-\Delta)^{\frac{s}{2}}(\chi_E - \chi_{CE}) = 0 \quad \text{along } \partial E,
\]
if we think that a point $x_0 \in \partial E$ belongs both to $E$ and $CE$. To be more precise, following the notation of Section 1.2, we define
\[\tilde{\chi}_E(y) := \begin{cases} 1, & y \in E_1, \\ 0, & y \in \partial E, \\ -1, & y \in E_0. \end{cases} \]
Then, if $|\partial E| = 0$ we have $\tilde{\chi}_E(y) = \chi_E(y) - \chi_{CE}(y)$ a.e. $y \in \mathbb{R}^n$. Therefore for every $x_0 \in \partial E$ and $\delta > 0$
\[I_s^\delta[E](x_0) = \int_{CB^\delta(x_0)} \frac{\chi_E(y) - \chi_{CE}(y)}{|x_0 - y|^{n+s}} \, dy = \int_{CB^\delta(x_0)} \frac{\tilde{\chi}_E(y)}{|x_0 - y|^{n+s}} \, dy,
\]
and hence passing to the limit $\delta \to 0$ formally yields
\[I_s[E](x_0) = -(-\Delta)^{\frac{s}{2}}(\tilde{\chi}_E)(x_0).
\]

4.3 First Variation of the Fractional Perimeter

First of all we show that the fractional mean curvature is continuous with respect to $C^2$ convergence of sets.

Definition 4.17. If $E$ and $E_k$ are bounded open sets with $C^2$ boundary, we say that $E_k \rightarrow E$ in $C^2$ if $|E_k \Delta E| \rightarrow 0$ and the boundaries converge in the $C^2$ sense, meaning for example that they can be described locally with a finite number of graphs of functions which converge in $C^2$.

Proposition 4.18. Let $E$ and $E_k$ be bounded open sets with $C^2$ boundary s.t. $E_k \rightarrow E$ in $C^2$ and let $x_k \in \partial E_k$, $x \in \partial E$ s.t. $x_k \rightarrow x$. Then
\[I_s[E_k](x_k) \rightarrow I_s[E](x). \quad (4.12)
\]

Proof. Without loss of generality we can simplify a little bit our situation. We can suppose that $x = 0 \in \partial E$ and that the normal vector at $x$ is $\nu_E(0) = e_n$. Moreover notice that the translated sets $E_k - x_k$ still converge in $C^2$ to $E$ and
\[I_s^\rho[E_k - x_k](0) = I_s^\rho[E_k](x_k),
\]
for every $\rho > 0$, so that we can assume $x_k = 0 \in \partial E_k$ for every $k$. We can also rotate the sets $E_k$ so that the normal vector in 0 is $e_n$. Indeed, for
every $k \in \mathbb{N}$ let $R_k \in SO(n)$ be a rotation s.t. $\nu_{R_k E_n}(0) = e_n$. Then we still have $R_k E_k \rightarrow E$ in $C^2$ and

$$T^\rho_k [R_k E_k](0) = T^\rho[E_k](0),$$

for every $\rho > 0$.

We begin by showing that far from 0 the $L^1$ convergence of the sets is enough. Indeed, let $A \subset \mathbb{R}^n$ be s.t. $B_r \subset A$ for some $r > 0$. Then

$$\left| \int_{CA} \{(\chi E_k(y) - \chi CE_k(y)) - (\chi E(y) - \chi CE(y))\} \frac{dy}{|y|^{n+s}} \right| \leq \frac{|(E_k \Delta E) \cap CA|}{r^{n+s}},$$

which tends to 0 as $k \rightarrow \infty$.

Therefore we only need to study what happens near 0. We work in the cylinder

$$A = K_r := B_r \times (-r, r) = \{(y', y_n) \in \mathbb{R}^n \mid |y'| < r \text{ and } y_n \in (-r, r)\}.$$ 

Taking $r$ small enough we can write

$$E \cap K_r = \{(y', y_n) \in \mathbb{R}^n \mid y' \in B_r, \ -r < y_n < u(y')\},$$

with $u \in C^2(B_r')$ s.t. $u(0) = 0$ and also $\nabla u(0) = 0$, since $\nu E(0) = 0$. Using our assumptions we can also write for $k$ big enough

$$E_k \cap K_r = \{(y', y_n) \in \mathbb{R}^n \mid y' \in B_r, \ -r < y_n < u_k(y')\},$$

with $u_k \in C^2(B_r')$ s.t. $u_k(0) = 0$, $\nabla u_k(0) = 0$ and $u_k \rightarrow u$ in $C^2(B_r')$.

As shown in [12], we have an explicit formula to calculate the contribution to the fractional mean curvature of $E$ in 0 coming from $K_r$,

$$P.V. \int_{K_r} \frac{\chi E(y) - \chi CE(y)}{|y|^{n+s}} \, dy = 2 \int_{B_r} \left( \int_{0}^{\frac{r(\rho')}{(1+t^2)^{\frac{n-s}{2}}} \, dt \right) \frac{dy'}{|y'|^{n+s-1}}. \tag{4.13}$$

We give a proof of this formula in the Lemma below.

Notice that the right hand side is well defined in the classical sense. Indeed using Taylor expansion and our hypothesis on $u$ we see that

$$\left| \frac{u(y')}{|y'|} \right| \leq \frac{1}{2} \| D^2u \|_{C^0(B_r')} |y'|,$$

and hence

$$\int_{B_r'} \left| \int_{0}^{\frac{r(\rho')}{(1+t^2)^{\frac{n-s}{2}}} \, dt \right| \frac{dy'}{|y'|^{n+s-1}} \leq \frac{1}{2} \| D^2u \|_{C^0} \int_{B_r'} \frac{|y'|}{|y'|^{n+s-1}} \, dy' \leq \frac{1}{2} \| D^2u \|_{C^0} \mathcal{H}^{n-2}(S^{n-2}) \int_{0}^{r} \frac{\rho^{n-2}}{\rho^{n+s-2}} \, dp \leq \frac{1}{2} \| D^2u \|_{C^0} \frac{\mathcal{H}^{n-2}(S^{n-2})}{1-s} r^{1-s}.$$
Clearly formula (4.13) holds also for every \( E_k \). Moreover, using Taylor again, we see that
\[
\left| \frac{u(y) - u_k(y')}{|y'|} \right| \leq \frac{1}{2} \|D^2u - D^2u_k\|_{C^0(B'_r)}|y'| \leq \frac{1}{2} \|u - u_k\|_{C^2(B'_r)}|y'|.
\]
Therefore
\[
\left| \int_{K_r} \frac{\chi_E(y) - \chi_{E_k}(y)}{|y|^{n+s}} dy - \int_{K_r} \frac{\chi_{E_k}(y) - \chi_{E_k}(y)}{|y|^{n+s}} dy \right|
\]
\[
= 2 \left| \int_{B'_r} \left( \int_0^{u(y')} \frac{dt}{(1 + t^2)^{n/2}} - \int_0^{u_k(y')} \frac{dt}{(1 + t^2)^{n/2}} \right) \frac{dy'}{|y'|^{n+s-1}} \right|
\]
\[
\leq 2 \int_{B'_r} \frac{|u(y') - u_k(y')|}{|y'|} \frac{dy'}{|y'|^{n+s-1}}
\]
\[
\leq \frac{H^{n-2}}{1-s} r^{1-s} \|u - u_k\|_{C^2(B'_r)},
\]
which goes to 0 as \( k \to \infty \).

Putting the two estimates together we get,
\[
|\mathcal{I}_x[E](0) - \mathcal{I}_x[E_k](0)| \leq \frac{|(E_k \Delta E) \cap C K_r|}{r^{n+s}} + C r^{1-s} \|u - u_k\|_{C^2(B'_r)},
\]
(4.14)
and hence the claim.

\[ \square \]

**Remark 4.19.** Actually, to get (4.14) it is enough to suppose that the sets \( E_k \) converge in the \( L^1 \) sense to \( E \) outside some small ball \( B \) centered at \( 0 \) and that inside \( B \) we can represent \( E_k \) and \( E \) as \( C^2 \) graphs, with the graphs of \( E_k \) converging to that of \( E \) in the \( C^2 \) sense.
In particular, if we are interested in the continuity of the fractional curvature only in \( 0 \), there is no need to ask \( C^2 \)-regularity of the boundaries far from \( 0 \).

Setting \( E_k = E \) for every \( k \) we trivially get the following

**Corollary 4.20.** Let \( E \) be a bounded open set with \( C^2 \) boundary. Then the function
\[
\mathcal{I}_s[E](-) : \partial E \to \mathbb{R}^n, \quad x \mapsto \mathcal{I}_s[E](x)
\]
is continuous.

**Remark 4.21.** Notice that we can weaken our regularity assumptions on the sets involved and ask their boundaries to be only \( C^{1,\alpha} \) for some \( \alpha > s \) and the convergence to be in the \( C^{1,\alpha} \) sense.
Indeed, suppose we can write
\[
E \cap K_r = \{(y', y_n) \in \mathbb{R}^n \mid y' \in B'_r, -r < y_n < u(y')\},
\]
with \( u \in C^{1,\alpha}(B'_r) \) s.t. \( u(0) = 0 \) and \( \nabla u(0) = 0 \) and \( \alpha > s \). Then the mean value theorem gives
\[
|u(y')| \leq |\nabla u(\xi)| |y'| = |\nabla u(\xi) - \nabla u(0)| |y'| \leq \|\nabla u\|_{C^{0,\alpha}} |\xi|^{\alpha} |y'|
\]
\[
\leq \|u\|_{C^{1,\alpha}} |y'|^{1+\alpha}.
\]
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Since we are asking $\alpha > s$, this inequality is enough to guarantee that the right hand side of (4.13) is well defined,

$$
\int_{B_r'} \int_0^{\alpha r} \frac{dt}{(1 + t^2)^{n+s-1}} \frac{dy'}{|y'|^{n+s-1}} \leq \|u\|_{C^{1,\alpha}} \int_{B_r'} |y'|^\alpha \frac{dy'}{|y'|^{n+s-1}} \\
= \|u\|_{C^{1,\alpha}} \mathcal{H}^{n-2}(S^{n-2}) \int_0^r \frac{\rho^{n-2}}{\rho^{n+s-\alpha-1}} d\rho.
$$

Once we have formula (4.13), arguing as above we find

$$
\left| P.V. \int_{K_r} \frac{\chi_E(y) - \chi_{CE}(y)}{|y|^{n+s}} \, dy - P.V. \int_{K_r} \frac{\chi_{E_k}(y) - \chi_{CE_k}(y)}{|y|^{n+s}} \, dy \right| \\
\leq C r^{\alpha-s} \|u - u_k\|_{C^{1,\alpha}(B_r')},
$$

and hence the convergence.

Now we prove (4.13).

**Lemma 4.22.** Let $E$ be an open set with $0 \in \partial E$. Suppose that

$$
E \cap K_r = \{(y', y_n) \in \mathbb{R}^n \mid y' \in B_r', -r < y_n < u(y')\},
$$

with $u \in C^{1,\alpha}(B_r')$ s.t. $u(0) = 0$, $\nabla u(0) = 0$ and $\alpha > s$. Then

$$
P.V. \int_{K_r} \frac{\chi_E(y) - \chi_{CE}(y)}{|y|^{n+s}} \, dy = 2 \int_{B_r'} \left( \int_0^{u(y')} \frac{dt}{(1 + t^2)^{n+s-1}} \right) \frac{dy'}{|y'|^{n+s-1}}.
$$

In particular the $s$-fractional mean curvature of $E$ in 0 is well defined.

**Proof.** We take $0 < \rho < r$ and split the set $K_r \setminus B_\rho$ as

$$
K_r \setminus B_\rho = (B_r' \setminus B_\rho') \times (-r, r) \cup \{(y', y_n) \mid y' \in B_\rho', y_n \in (-r, r) \setminus \pi(y')\} \\
=: S_1 \cup S_2,
$$

where

$$
\pi(y') := \left[ -\sqrt{\rho^2 - |y'|^2}, \sqrt{\rho^2 - |y'|^2} \right] \subset \mathbb{R}.
$$

We first calculate the contribution coming from $S_1$. We have

$$
\int_{K_r \setminus B_\rho} \frac{\chi_E(y) - \chi_{CE}(y)}{|y|^{n+s}} \, dy \\
= \int_{S_1} \frac{\chi_E(y) - \chi_{CE}(y)}{|y|^{n+s}} \, dy + \int_{S_2} \frac{\chi_E(y) - \chi_{CE}(y)}{|y|^{n+s}} \, dy \\
=: I_1 + I_2,
$$

and
Therefore passing to the limit concludes the proof.

We change variables \( y_n = |y'| t \) and we write for simplicity \( g(t) := (1 + t^2)^{-\frac{n+s}{2}} \) obtaining

\[
I_1 = 2 \int_{B_r' \setminus B'_{\rho}} \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}}.
\]

In a similar way, we see that the contribution coming from \( S_2 \) gives

\[
I_2 = 2 \int_{B_r' \setminus B'_{\rho}} \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}}.
\]

If we let

\[ U := \{ y' \in B'_{\rho} \mid u(y') \in \pi(y') \}, \]

then playing with the characteristic functions and using again that \( g \) is even, we see that

\[
I_2 = 2 \int_{B_r' \setminus B'_{\rho}} \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}} - 2 \int_U \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}}.
\]

Summing gives

\[
I_1 + I_2 = 2 \int_{B_r' \setminus B'_{\rho}} \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}} - 2 \int_U \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}},
\]

and, as remarked above

\[
\left| \int_{B_{\rho}} \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}} \right| \leq \int_{B_{\rho}} \left( \int_0^{u(y')} g(t) \, dt \right) \frac{dy'}{|y'|^{n+s-1}} \leq C \|u\|_{C^{1,\alpha}(B'_\rho)} \rho^{n-s},
\]

which goes to 0 as \( \rho \to 0 \).

Therefore passing to the limit concludes the proof.
Remark 4.23. In a similar context, we might want to have estimates for the difference between the fractional mean curvature of a set $E$ with $C^{1,\alpha}$ boundary and that of the set $\Phi(E)$, where $\Phi$ is a $C^{1,\alpha}$-diffeomorphism of $\mathbb{R}^n$. For a detailed study of the estimates involved see [16].

Now it is convenient to switch our attention from graphs to level sets.

We consider a function $\varphi \in C^2_0(\mathbb{R}^n)$ s.t. $\nabla \varphi \neq 0$ in $\{t_1 \leq \varphi \leq t_2\}$, for some $0 < t_1 < t_2$. That $\varphi$ has compact support guarantees that the sets $\{\varphi \geq t\}$ are compact for every $t > 0$. Moreover $\nabla \varphi \neq 0$ in $\{t_1 \leq \varphi \leq t_2\}$ implies that $\{\varphi = t\}$ is a $C^2$ hypersurface for every $t \in [t_1, t_2]$.

In particular $I_\varphi(\{\varphi \geq \varphi(x)\})(x)$ is well defined for every $x \in \{t_1 \leq \varphi \leq t_2\}$. For simplicity we write $E_t := \{\varphi \geq t\}$, for $t \in \mathbb{R}$.

Given $x \in \{t_1 \leq \varphi \leq t_2\}$, we have for every $\rho > 0$

$$I_\varphi^\rho[E_{\varphi(x)}](x) = \int_{CB_\rho(x)} \frac{\chi_{\{\varphi \geq \varphi(x)\}}(y) - \chi_{\varphi < \varphi(x)}(y)}{|x - y|^{n+s}} dy$$

$$= \int_{CB_\rho(x)} \frac{\text{sgn}(\varphi(y) - \varphi(x))}{|x - y|^{n+s}} dy,$$

where sgn is the sign function

$$\text{sgn}(t) := \begin{cases} 1, & t \geq 0 \\ -1, & t < 0 \end{cases}.$$

Since by symmetry

$$\int_{CB_\rho(x)} \frac{\text{sgn}(\nabla \varphi(x) \cdot (y - x))}{|x - y|^{n+s}} dy = 0,$$

we get

$$I_\varphi^\rho[E_{\varphi(x)}](x) = 2 \int_{CB_\rho(x)} \frac{\text{sgn}(\varphi(y) - \varphi(x)) - \text{sgn}(\nabla \varphi(x) \cdot (y - x))}{|x - y|^{n+s}} dy$$

$$= 2 \int_{CB_\rho(x)} \left( \frac{\chi_{\{y \in \mathbb{R}^n : \varphi(y) \geq \varphi(x), \nabla \varphi(x) \cdot (y - x) \leq 0\}}(y)}{|x - y|^{n+s}} - \frac{\chi_{\{y \in \mathbb{R}^n : \varphi(y) < \varphi(x), \nabla \varphi(x) \cdot (y - x) > 0\}}(y)}{|x - y|^{n+s}} \right) dy.$$
we want to use the above formula to bound 
\[ \left| \int_{B_\rho(x) \setminus B_\delta(x)} \frac{\chi_{E_\varphi(x)}(y) - \chi_{E_{\varphi}(x)}(y)}{|x - y|^{n+s}} dy \right| \]

independently on \( \delta \), so that we can let \( \delta \to 0 \), then show that what we obtain goes to 0 as \( \rho \to 0 \), independently on \( x \).
Roughly speaking, we are going to show that the sets \( E_{\varphi(x)} \) satisfy a uniform paraboloid condition, meaning that we have tangent inner and outer paraboloids with the same opening width for every \( x \).
Let \( x \in \{ t_1 \leq \varphi \leq t_2 \} \). Using Taylor expansion,
\[ |\varphi(y) - \varphi(x) - \nabla \varphi(x) \cdot (y - x)| \leq \frac{1}{2} \| D^2 \varphi \|_{C^0} |y - x|^2, \]
and hence we have
\[
\begin{align*}
\{ y \in \mathbb{R}^n \mid \varphi(y) & \geq \varphi(x), \nabla \varphi(x) \cdot (y - x) \leq 0 \} \\
= \{ y \in \mathbb{R}^n \mid 0 & \leq -\nabla \varphi(x) \cdot (y - x) \leq \varphi(y) - \varphi(x) - \nabla \varphi(x) \cdot (y - x) \} \\
\subset \{ y \in \mathbb{R}^n \mid 0 & \leq -\nabla \varphi(x) \cdot (y - x) \leq \frac{1}{2} \| D^2 \varphi \|_{C^0} |y - x|^2 \}. 
\end{align*}
\]

We write
\[ e := -\frac{\nabla \varphi(x)}{|\nabla \varphi(x)|} \quad \text{and} \quad p_e(z) := z - e \cdot z, \]
so that
\[ -\nabla \varphi(x) \cdot (y - x) = |\nabla \varphi(x)| e \cdot (y - x) \]
and, if we consider \( y \in B_\rho(x) \),
\[ |y - x|^2 = (e \cdot (y - x))^2 + (p_e(y - x))^2 \leq \rho e \cdot (y - x) + (p_e(y - x))^2. \]
Moreover, if we let
\[ \beta := \inf_{t_1 \leq \varphi \leq t_2} |\nabla \varphi| > 0, \]
and we take
\[ 0 < \rho < \frac{\beta}{\| D^2 \varphi \|_{C^0}}, \]
then
\[ |\nabla \varphi(x)| - \frac{1}{2} \| D^2 \varphi \|_{C^0} \rho > \frac{\beta}{2} > 0. \]
Therefore
\[
\begin{align*}
\{ y \in B_\rho(x) \setminus B_\delta(x) \mid 0 & \leq -\nabla \varphi(x) \cdot (y - x) \leq \frac{1}{2} \| D^2 \varphi \|_{C^0} |y - x|^2 \} \\
\subset \{ y \in B_\rho(x) \setminus B_\delta(x) \mid 0 & \leq \left( |\nabla \varphi(x)| - \frac{\| D^2 \varphi \|_{C^0}}{2} \rho \right) e \cdot (y - x) \\
& \leq \frac{\| D^2 \varphi \|_{C^0}}{2} (p_e(y - x))^2 \} \\
= \{ y \in B_\rho(x) \setminus B_\delta(x) \mid 0 & \leq e \cdot (y - x) \leq \frac{\| D^2 \varphi \|_{C^0}}{2 |\nabla \varphi(x)|} \left( \frac{\| D^2 \varphi \|_{C^0}}{\beta} (p_e(y - x))^2 \right) \} \\
\subset \{ y \in B_\rho(x) \setminus B_\delta(x) \mid 0 & \leq e \cdot (y - x) \leq \frac{\| D^2 \varphi \|_{C^0}}{\beta} (p_e(y - x))^2 \},
\end{align*}
\]
\[66\]
which is a paraboloid whose opening width is independent of $x$, as wanted.

Now we obtain

$$
\int_{B_{r}(x) \setminus B_{s}(x)} \frac{\chi \left( y \mid \varphi(y) \geq \varphi(x), \nabla \varphi(x) \cdot (y-x) \leq 0 \right)}{|x-y|^{n+s}} dy
$$

$$
\leq \int_{B_{r}(x) \setminus B_{s}(x)} \frac{\chi \left( y \mid 0 \leq (y-x) \leq \frac{\|D^{2}\varphi\|}{n} (p_{+}(y-x))^{\frac{n}{2}} \right)}{|x-y|^{n+s}} dy
$$

$$
\leq \int_{B_{r}^{\rho}} \left( \int_{0}^{\frac{1}{2}} \frac{dt}{1 + t^{2}} \right) \frac{dz'}{|z'|^{n+s-1}}
$$

$$
\leq \frac{H^{n-2}(S^{-2})}{1-s} \frac{\|D^{2}\varphi\| C_{0}}{\inf_{\{t_{1} \leq \varphi \leq t_{2}\}} |\nabla \varphi|} \rho^{1-s},
$$

which is uniform in $\delta$ and does not depend on $x$.

Reasoning in a similar way yields the same inequality for

$$
\int_{B_{r}(x) \setminus B_{s}(x)} \frac{\chi \left( y \mid \varphi(y) < \varphi(x), \nabla \varphi(x) \cdot (y-x) > 0 \right)}{|x-y|^{n+s}} dy,
$$

and hence we can estimate

$$
|T_{s}^{\rho}[E_{\varphi(x)}](x) - \mathcal{I}_{s}[E_{\varphi(x)}](x)| \leq 4 \frac{H^{n-2}(S^{-2})}{1-s} \frac{\|D^{2}\varphi\| C_{0}}{\inf_{\{t_{1} \leq \varphi \leq t_{2}\}} |\nabla \varphi|} \rho^{1-s}, \quad (4.17)
$$

which tends to 0 uniformly in $x \in \{t_{1} \leq \varphi \leq t_{2}\}$ as $\rho \to 0$.

We have just proved the following

**Lemma 4.24.** Let $\varphi \in C^{2}_{c}(\mathbb{R}^{n})$ s.t. $\nabla \varphi \neq 0$ in $\{t_{1} \leq \varphi \leq t_{2}\}$, for some $0 < t_{1} < t_{2}$. Then the limit

$$
T_{s}^{\rho}[E_{\varphi(x)}](x) \xrightarrow{\rho \to 0^{+}} \mathcal{I}_{s}[E_{\varphi(x)}](x)
$$

is uniform in $x \in \{t_{1} \leq \varphi \leq t_{2}\}$.

In particular

$$
\int_{S} T_{s}^{\rho}[E_{\varphi(x)}](x) dx \xrightarrow{\rho \to 0^{+}} \int_{S} \mathcal{I}_{s}[E_{\varphi(x)}](x) dx,
$$

for every $S \subset \{t_{1} \leq \varphi \leq t_{2}\}$.

**Proof.** We have proved the first assertion above. In more fancy language this means that the functions

$$
T_{s}^{\rho}[E_{\varphi(\cdot)}](-) : \{t_{1} \leq \varphi \leq t_{2}\} \to \mathbb{R}
$$

converge in $L^{\infty}$ to $\mathcal{I}_{s}[E_{\varphi(\cdot)}](-)$, and hence, since $\{t_{1} \leq \varphi \leq t_{2}\}$ is bounded, we have also the $L^{1}$ convergence.

We can now relate the difference between the $s$-perimeter of the superlevel set $E_{t_{1}}$ and that of $E_{t_{2}}$, with the $s$-fractional mean curvature.
Proposition 4.25. Let \( \varphi \in C^2(\mathbb{R}^n) \) s.t. \( \nabla \varphi \neq 0 \) in \( \{ t_1 \leq \varphi < t_2 \} \), for some \( 0 < t_1 < t_2 \). Then

\[
P_s(E_{t_1}) = P_s(E_{t_2}) - \int_{\{ t_1 < \varphi < t_2 \}} T_s[E_\varphi(x)](x) \, dx. \tag{4.20}
\]

Moreover for every \( W \subset \mathbb{R}^n \) s.t. \( \{ \varphi \geq t_2 \} \subset W \subset \{ \varphi \geq t_1 \} \)

\[
P_s(W) \geq P_s(E_{t_2}) - \int_{W \setminus E_{t_2}} T_s[E_\varphi(x)](x) \, dx. \tag{4.21}
\]

Proof. We remark that with our hypothesis \( T_s[E_\varphi(x)](x) \) is well defined for every \( x \in \{ t_1 \leq \varphi \leq t_2 \} \) and Proposition 4.18 implies that the function \( T_s[E_\varphi(-)(-)] \) is continuous there.

On the other hand recall that \( T_s[E_\varphi(x)](x) \) is defined for every \( x \in \mathbb{R}^n \).

Let \( A \subset \mathbb{R}^n \) be a bounded set. Then

\[
\int_A T_s[E_\varphi(x)](x) \, dx = \int_A \left( \int_{\mathbb{R}^n \setminus B_\rho(x)} \frac{\chi_{\{ \varphi \geq \varphi(x) \}}(y) - \chi_{\{ \varphi < \varphi(x) \}}(y)}{|y - x|^{n+s}} \, dy \right) \, dx
\]

\[
= \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\chi_A(x) \chi_{\{ \varphi \geq \varphi(x) \}}(y) - \chi_{\{ \varphi < \varphi(x) \}}(y)}{|y - x|^{n+s}} \, dx dy
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( \chi_A(x) - \chi_A(y) \right) \left( \chi_{\{ \varphi \geq \varphi(x) \}}(y) - \chi_{\{ \varphi < \varphi(x) \}}(y) \right)
\]

\[
\cdot \frac{\chi_C(0,\rho)(|x - y|)}{|x - y|^{n+s}} \, dx dy.
\]

As for the last equality, simply notice that

\[
\chi_{\{ \varphi \geq \varphi(x) \}}(y) - \chi_{\{ \varphi < \varphi(x) \}}(y) = -\left( \chi_{\{ \varphi \geq \varphi(y) \}}(x) - \chi_{\{ \varphi < \varphi(y) \}}(x) \right),
\]

for every \( (x, y) \in \mathbb{R}^n \times \mathbb{R}^n \) s.t. \( \varphi(x) \neq \varphi(y) \), and then just exchange \( x \) and \( y \) in the integral.

For a general bounded set \( A \) this gives

\[
- \int_A T_s[E_\varphi(x)](x) \, dx \leq \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \left| \chi_A(x) - \chi_A(y) \right| \frac{\chi_C(0,\rho)(|x - y|)}{|x - y|^{n+s}} \, dx dy,
\]

while if we take \( A = E_t \) for some \( t > 0 \), we have

\[
\left( \chi_{\{ \varphi \geq t \}}(x) - \chi_{\{ \varphi \geq t \}}(y) \right) \left( \chi_{\{ \varphi \geq \varphi(x) \}}(y) - \chi_{\{ \varphi < \varphi(x) \}}(y) \right) = -\left| \chi_{E_t}(x) - \chi_{E_t}(y) \right|,
\]

and hence

\[
- \int_{E_t} T_s[E_\varphi(x)](x) \, dx = \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \left| \chi_{E_t}(x) - \chi_{E_t}(y) \right| \frac{\chi_C(0,\rho)(|x - y|)}{|x - y|^{n+s}} \, dx dy. \tag{4.22}
\]

Now let \( \{ \varphi \geq t_2 \} \subset W \subset \{ \varphi \geq t_1 \} \). If \( P_s(W) = \infty \), then \( \text{4.21} \) is clear.

On the other hand, if \( P_s(W) < \infty \), then Lebesgue’s dominated convergence Theorem implies that

\[
\lim_{\rho \to 0} \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \left| \chi_{W}(x) - \chi_{W}(y) \right| \frac{\chi_C(0,\rho)(|x - y|)}{|x - y|^{n+s}} \, dx dy = P_s(W).
\]
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Therefore,
\[
\frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} |\chi_W(x) - \chi_W(y)| \frac{\chi_c(0, \rho)(|x - y|)}{|x - y|^{n+s}} \, dx \, dy \\
= - \int_{W \setminus E_{t_2}} T_s[\partial E_{t_2}](x) \, dx - \int_{E_{t_2}} T_s[\partial E_{t_2}](x) \, dx \\
= - \int_{W \setminus E_{t_2}} T_s[\partial E_{t_2}](x) \, dx \\
+ \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} |\chi_{E_{t_2}}(x) - \chi_{E_{t_2}}(y)| \frac{\chi_c(0, \rho)(|x - y|)}{|x - y|^{n+s}} \, dx \, dy.
\]
Since \( W \setminus E_{t_2} \subset \{ t_1 \leq \varphi \leq t_2 \} \), previous Lemma guarantees that
\[
\lim_{\rho \to 0} - \int_{W \setminus E_{t_2}} T_s[\partial E_{t_2}](x) \, dx = - \int_{W \setminus E_{t_2}} T_s[\partial E_{t_2}](x) \, dx,
\]
and hence passing to the limit \( \rho \to 0 \) proves (4.21) (notice that \( E_{t_2} \) is a bounded set with \( C^2 \) boundary and hence \( P_s(E_{t_2}) < \infty \)).

To get (4.20) simply take \( W = E_{t_1} \), so that
\[
\frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} |\chi_{E_{t_1}}(x) - \chi_{E_{t_1}}(y)| \frac{\chi_c(0, \rho)(|x - y|)}{|x - y|^{n+s}} \, dx \, dy \\
= - \int_{\{ t_1 \leq \varphi < t_2 \}} T_s[\partial E_{t_2}](x) \, dx \\
+ \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} |\chi_{E_{t_2}}(x) - \chi_{E_{t_2}}(y)| \frac{\chi_c(0, \rho)(|x - y|)}{|x - y|^{n+s}} \, dx \, dy,
\]
and pass to the limit \( \rho \to 0 \).

As shown in [15] in the broader context of generalized perimeters and curvatures, previous Proposition is enough (actually equivalent) to show that the fractional mean curvature \( T_s \) is the first variation of the fractional perimeter \( P_s \), i.e. to prove (4.2).

**Theorem 4.26 (First Variation of the Perimeter).** Let \( E \) be a bounded open set with \( C^2 \) boundary and let \( \Phi_t : \mathbb{R}^n \to \mathbb{R}^n \) be a one-parameter family of diffeomorphisms of class \( C^2 \) both in \( x \) and in \( t \), with \( \Phi_0 = \text{Id} \). Then
\[
\frac{d}{dt} P_s(\Phi_t(E)) \bigg|_{t=0} = - \int_{\partial E} T_s[E](x) \nu_E(x) \cdot \phi(x) \, d\mathcal{H}^{n-1}(x), \quad (4.23)
\]
where \( \phi(x) := \frac{d}{dt} \Phi_t(x) \bigg|_{t=0} \) and \( \nu_E(x) \) is the outer unit normal at \( \partial E \) in \( x \).

**Proof.** We can write \( E = \{ \varphi \geq \frac{1}{t} \} \) for some \( \varphi \in C_c^2(\mathbb{R}^n) \) with \( \nabla \varphi \neq 0 \) in \( \{ \frac{1}{2} \leq \varphi \leq \frac{3}{2} \} \) (see Appendix C). Moreover notice that, since \( \Phi_t \) is \( C^2 \) in \( t \) and \( \Phi_0 = \text{Id} \), for \( |t| \) small we have
\[
\Phi_t(E) \Delta E \subset N_{M|t|}(\partial E), \quad (4.24)
\]
the \((M|t|)\)-neighborhood of \( \partial E \), for some \( M > 0 \).
Therefore, for \(|t|\) sufficiently small, we can construct a \(C^2\) diffeomorphism \(\tilde{\Phi}_t\) s.t. \(\tilde{\Phi}_t = \text{Id} \) outside \(N_{2M/h}(\partial E)\), and in particular out of \(\{\frac{1}{4} \leq \varphi \leq \frac{3}{4}\}\), \(\tilde{\Phi}_t(E) = \Phi_t(E)\) and \(\|\tilde{\Phi}_t - \text{Id}\|_{C^2} \to 0\) as \(t \to 0\).

In particular we have \(P_s(\tilde{\Phi}_t(E)) = P_s(\Phi_t(E))\). Moreover, since

\[
\Phi_t(E) = \tilde{\Phi}_t(E) = \left\{ \varphi \circ \tilde{\Phi}_t^{-1} \geq \frac{1}{2} \right\},
\]

and

\[
\left\{ \varphi \circ \tilde{\Phi}_t^{-1} \geq \frac{7}{8} \right\} = \left\{ \varphi \geq \frac{7}{8} \right\},
\]

using (4.20) we find, for \(|t|\) small enough,

\[
P_s(\Phi_t(E)) - P_s(\{\varphi \geq 7/8\}) = P_s(\{\varphi \circ \tilde{\Phi}_t^{-1} \geq 1/2\}) - P_s(\{\varphi \circ \tilde{\Phi}_t^{-1} \geq 7/8\})
= - \int_{\{1/2 < \varphi \circ \tilde{\Phi}_t^{-1} < 7/8\}} \mathcal{I}_s[E_{\varphi \circ \tilde{\Phi}_t^{-1}(x)}](x) \, dx
= - \int_{\Phi_t(E) \setminus \{\varphi \geq 7/8\}} \mathcal{I}_s[E_{\varphi \circ \tilde{\Phi}_t^{-1}(x)}](x) \, dx
= - \int_{N_{2M/h}(\partial E) \cap \Phi_t(E)} \left( \mathcal{I}_s[E_{\varphi \circ \tilde{\Phi}_t^{-1}(x)}](x) - \mathcal{I}_s[E_{\varphi}(x)](x) \right) \, dx.
\]

Now

\[
\left| \int_{N_{2M/h}(\partial E) \cap \Phi_t(E)} \left( \mathcal{I}_s[E_{\varphi \circ \tilde{\Phi}_t^{-1}(x)}](x) - \mathcal{I}_s[E_{\varphi}(x)](x) \right) \, dx \right|
\leq \int_{N_{2M/h}(\partial E)} \left| \mathcal{I}_s[E_{\varphi \circ \tilde{\Phi}_t^{-1}(x)}](x) - \mathcal{I}_s[E_{\varphi}(x)](x) \right| \, dx,
\]

and by Proposition 4.18

\[
\| \mathcal{I}_s[E_{\varphi \circ \tilde{\Phi}_t^{-1}(x)}](x) - \mathcal{I}_s[E_{\varphi}(x)](x) \|_{L^\infty(N_{2M/h}(\partial E))} \xrightarrow{t \to 0} 0,
\]

so that

\[
\int_{N_{2M/h}(\partial E) \cap \Phi_t(E)} \left( \mathcal{I}_s[E_{\varphi \circ \tilde{\Phi}_t^{-1}(x)}](x) - \mathcal{I}_s[E_{\varphi}(x)](x) \right) \, dx = o(t),
\]

as \(t \to 0\). Therefore for \(|t|\) small we get

\[
P_s(\Phi_t(E)) = P_s(\{\varphi \geq 7/8\}) - \int_{\Phi_t(E) \setminus \{\varphi \geq 7/8\}} \mathcal{I}_s[E_{\varphi}(x)](x) \, dx + o(t),
\]

and hence

\[
\frac{d}{dt} P_s(\Phi_t(E)) \bigg|_{t=0} = - \frac{d}{dt} \left( \int_{\Phi_t(E) \setminus \{\varphi \geq 7/8\}} \mathcal{I}_s[E_{\varphi}(x)](x) \, dx \right) \bigg|_{t=0}
= - \int_{\partial E} \mathcal{I}_{E}(x) \nu_E(x) \cdot \phi(x) \, d\mathcal{H}^{n-1}(x),
\]

70
where the last equality is classical, see for example Proposition 17.8 of [30].

We give a sketch of the proof.

We know that $I_{s_{[E \phi(\cdot)]}}(\cdot)$ is a continuous function in $\{1/8 \leq \varphi \leq 7/8\}$. We can find a continuous function $g \in C^0(\mathbb{R}^n)$ s.t. $g(x) = I_{s_{[E \phi(x)]}}(x)$ for every $x \in \{1/4 \leq \varphi \leq 3/4\}$. Then, since we have (4.24) and $\partial E = \{\varphi = 1/2\}$, for $|t|$ small enough we obtain

$$\int_{\Phi_t(E) \setminus \{\varphi \geq 7/8\}} I_s [E \phi(x)](x) \, dx - \int_{E \setminus \{\varphi \geq 7/8\}} I_s [E \phi(x)](x) \, dx$$

$$= \int_{\Phi_t(E)} g(x) \, dx - \int_E g(x) \, dx.$$

We suppose for simplicity that $g \in C^1(\mathbb{R}^n)$; in general we would need to approximate $g$ with $C^1$ functions and then show that we can pass to the limit. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set s.t. $E \subset \subset \Omega$. Then we can write

$$\Phi_t(x) = x + t\phi(x) + O(t^2), \quad D_x \Phi_t(x) = I_n + tD\phi(x) + O(t^2),$$

as $t \to 0$, uniformly in $x \in \Omega$. As a consequence it can be shown that

$$|\det D_x \Phi_t(x)| = 1 + t \text{ div } \phi(x) + O(t^2),$$

uniformly in $x \in \Omega$, as $t \to 0$.

Then changing variables and using the divergence Theorem we find

$$\int_{\Phi_t(E)} g(x) \, dx - \int_E g(x) \, dx$$

$$= \int_E \left( g(x + t\phi(x) + O(t^2)) |\det D_x \Phi_t(x)| - g(x) \right) \, dx$$

$$= \int_E \left( (g(x) + t\nabla g(x) \cdot \phi(x)) \left(1 + t \text{ div } \phi(x)\right) - g(x) + O(t^2) \right) \, dx$$

$$= t \int_E \text{ div}(g(x)\phi(x)) \, dx + O(t^2)$$

$$= t \int_{\partial E \cap \Omega} g(x) \mu_E(x) \cdot \phi(x) \, d\mathcal{H}^{n-1}(x) + O(t^2).$$
Chapter 5

Regularity of Nonlocal Minimal Surfaces

Remark 5.1. Again, in this chapter we suppose that every set satisfies (1.16).

5.1 Flatness Improvement

In this section we exploit an improvement of flatness technique, similar to the one used in the classical case (see Chapter 1), in order to show that the boundary of an \( s \)-minimal set is a \( C^{1,\gamma} \) graph in a neighborhood of every point which has an interior tangent ball.

The main result is the following Theorem, from which we can easily obtain our \( C^{1,\gamma} \) regularity, see Theorem 5.6 below.

Roughly speaking, the idea consists in showing that if \( \partial E \) is contained in some cylinder, in a neighborhood of \( x_0 \in \partial E \), then in a smaller neighborhood it is actually contained in a flatter cylinder, up to a change of coordinates.

**Theorem 5.2 (Improvement of Flatness).** Let \( s \in (0,1) \) and fix \( \alpha \in (0,s) \). There exists \( k_0 = k_0(n,s,\alpha) \) s.t. the following result holds.

Let \( E \subset \mathbb{R}^n \) be \( s \)-minimal in \( B_1 \), with \( 0 \in \partial E \), and assume that

\[
\partial E \cap B_2 \subset \{|x \cdot \nu_i| \leq 2^{-i(\alpha+1)}\},
\]

for every \( i \in \{0, \ldots, k_0\} \), for some \( \nu_i \in S^{n-1} \).

Then there exist vectors \( \nu_i \in S^{n-1} \) for every \( i > k_0 \) s.t. the above inclusion remains valid, i.e.

\[
\partial E \cap B_{2^{-i}} \subset \{|x \cdot \nu_i| \leq 2^{-i(\alpha+1)}\},
\]

for every \( i \in \mathbb{N} \).

If we dilate everything by a factor \( 2^k \), we get

\[
\partial(2^k E) \cap B_{2^{k-1}} \subset \{|x \cdot \nu_i| \leq 2^k 2^{-i(\alpha+1)}\} = \{|x \cdot \nu_i| \leq 2^{-\alpha k_0 2^{(k-i)(\alpha+1)}}\}.
\]

Also notice that we can start with a set \( E \) which is \( s \)-minimal in \( B_2 \), rather than only \( B_1 \), and this guarantees that \( 2^k E \) is \( s \)-minimal in \( B_{2^{k+2}} \), so if we slightly translate \( E \) we still have an \( s \)-minimal set in \( B_{2^{k+1}} \).
Let $a_k := 2^{-\alpha k}$. The situation can then be reduced to the following.

CLAIM: There exists a universal $k_0 \in \mathbb{N}$ s.t. if $F \subset \mathbb{R}^n$ is $s$-minimal in $B_{2^{k+2}}$, with $k \geq k_0$, and

$$
\partial F \cap B_{2^j} \subset \{|x \cdot \nu_j^i| \leq a_k 2^{j(\alpha+1)}\}, \text{ for every } j \in \{0, \ldots, k\},
$$
then there exists $\nu_{-1}'$ s.t.

$$
\partial F \cap B_{1/2} \subset \{|x \cdot \nu_{-1}'| \leq a_k 2^{-1-\alpha}\}.
$$

Notice that up to a rotation we can always suppose that $\nu_0' = e_n$.

We define the flatness of a cylinder to be the ratio between its height and the diameter of the base.

Roughly speaking, requiring flatness of $\partial E \cap B_{1/2}$ of order $a_k$, but also flatness of order $a_k 2^\alpha$ for all diadic balls $B_2$ from $B_1$ to $B_{2^k}$, i.e. until flatness becomes of order one, gives flatness of order $a_k 2^{-\alpha}$ in $B_{1/2}$.

If we manage to prove this, then scaling back and forth we get Theorem 5.2 by induction on $k \geq k_0$.

The proof is by contradiction. Suppose that for every $k$ there is a set $E_k \subset \mathbb{R}^n$ which is $s$-minimal in $B_{2^{k+2}}$, s.t. $0 \in \partial E_k$ and

$$
\partial E_k \cap B_{2^j} \subset \{|x \cdot \nu_j^i| \leq a_k 2^{j(\alpha+1)}\}, \text{ for every } j \in \{0, \ldots, k\},
$$
for some $\nu_j^i \in \mathbb{S}^{n-1}$, with $\nu_0^i = e_n$, but s.t. $\partial E_k \cap B_{1/2}$ cannot fit in any cylinder of flatness $a_k 2^{-\alpha}$.

Then we show that the rescaled sets

$$
\partial E_k^* := \left\{ \left( x', \frac{x_n}{a_k} \right) \mid (x', x_n) \in \partial E_k \right\}
$$

converge (up to a subsequence) to a plane $P = \{x \cdot \nu = 0\}$, uniformly on compact sets, reaching a contradiction.

To do this we first show that there is a limiting set $P$, which is the graph of an H"older function $u$. Then we control the growth of $u$ at infinity and we show that it is a $\frac{s+1}{2}$-harmonic function. This will imply that it is actually linear, concluding the proof.

One of the main tools is the following geometric Harnack-type inequality.

**Lemma 5.3.** Let $s \in (0, 1)$ and $\alpha \in (0, s)$. There exist $k_0 \in \mathbb{N}$ and $\delta \in (0, 1)$ which only depend on $n, s$ and $\alpha$, for which the following result holds.

Let $k \geq k_0$ and let $a := 2^{-k \alpha}$.

Let $E \subset \mathbb{R}^n$ be $s$-minimal in $B_{2^{k+2}}$ and assume that

$$
\partial E \cap B_1 \subset \{|x_n| \leq a\}
$$
and, for every $i \in \{0, \ldots, k\},$

$$
\partial E \cap B_{2^i} \subset \{|x \cdot \nu_i| \leq a 2^i (1 + \alpha)\},
$$
for some $\nu_i \in \mathbb{S}^{n-1}$. Then

either $\partial E \cap B_{\delta} \subset \{x_n \leq a(1 - \delta^2)\}$,

or $\partial E \cap B_{\delta} \subset \{x_n \geq a(-1 + \delta^2)\}$.
Proof. Given $y \in \partial E \cap B_{1/2}$ we have for every $i \in \{0, \ldots, k-1\}$

$$\partial E \cap B_2(y) \subset \partial E \cap B_{2^{i+1/2}} \subset \partial E \cap B_{2^{i+1}} \subset \{|x \cdot \nu_{i+1}| \leq 2^{(i+1)(\alpha+1)}\},$$

and also

$$|y \cdot \nu_{i+1}| \leq 2^{(i+1)(\alpha+1)}.$$  

Thus

$$\partial E \cap B_2(y) \subset \{|(x-y) \cdot \nu_{i+1}| \leq 2a2^{(i+1)(\alpha+1)}\}.$$  

This provides some cancellation for the integral of the contribution coming from $CB_{1/2}(y)$ to the $s$-fractional mean curvature of $E$ in $y$, yielding

$$|I_s^2[E](y)| = \left| \int_{CB_{1/2}(y)} \frac{\chi_E(x) - \chi_{CE}(x)}{|x-y|^{n+s}} dx \right|$$

$$\leq \left| \int_{B_{2^{k+1}}(y) \setminus B_{2^k}(y)} \frac{\chi_E(x) - \chi_{CE}(x)}{|x-y|^{n+s}} dx \right| + |I_s^{2^{k-1}}[E](y)|$$

$$\leq \sum_{i=0}^{k-1} \int_{B_{2^i}(y) \setminus B_{2^{i-1}}(y)} \frac{\chi_E(x) - \chi_{CE}(x)}{|x-y|^{n+s}} dx + \frac{n \omega_n a^{2^{i+1}} s^{-2k}}{2}$$

$$\leq C \sum_{i=0}^{k-1} \int_{B_{2^i}(y) \setminus B_{2^{i-1}}(y)} \frac{\chi_{((x-y) \cdot \nu_{i+1}) \leq 2a2^{(i+1)(\alpha+1)}}(x) dx + \frac{n \omega_n a^{2^{i+1}} s^{-2k}}{2}$$

$$\leq C \sum_{i=0}^{k-1} \int_{2^{i-1}}^{2^i} a^{2^{i+1}r(\alpha+1) - 2^i} \frac{\omega_n a}{r^{n+s}} dr + 2^{-2k}$$

$$\leq C_1 a,$$

since $\alpha < s$, for some $C_1 = C_1(n, s, \alpha) > 0$.

Since by hypothesis $\partial E \cap B_1 \subset \{ |x_n| \leq a \}$, we can assume that

$$\{ x_n < -a \} \cap B_1 \subset E.$$  

We also assume that $E$ contains more than half of the measure of the cylinder

$$D := \{|x'| \leq \delta \} \times \{|x_n| \leq a\},$$

i.e. that

$$|E \cap D| \geq \frac{1}{2} |D| = \omega_{n-1} \delta^{n-1} a.$$  

(5.4)

Then we show that

$$\{ x_n < a(-1 + \delta^2) \} \cap B_3 \subset E,$$  

(5.5)

which implies

$$\partial E \cap B_3 \subset \{ x_n \geq a(-1 + \delta^2) \}.$$  

Suppose that (5.5) doesn’t hold. Then there is a portion of $\partial E \cap B_3$ trapped in the strip $\{-a \leq x_n \leq (-1 + \delta^2)a\}$.

Now we slide the plane $x_n = t$ upwards, starting from $t = -a$ until we first touch $\partial E$. Let $y \in \partial E \cap B_3$ be a contact point; then

$$|y'| \leq \delta \quad \text{and} \quad -a \leq y_n \leq (-1 + \delta^2)a.$$  
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Since 
\[ \{x_n < y_n\} \cap B_\delta \subset E, \]
we can touch \( \partial E \) in \( y \) with an interior tangent paraboloid of opening \(-\frac{a}{2}\).

To be more precise, let \( P \) be the (interior of the) subgraph of the paraboloid
\[ x_n = -\frac{a}{2}|x' - y'|^2 + y_n. \]
Then
\[ P \cap B_\delta \subset \{x_n < y_n\} \cap B_\delta \subset E \]
and
\[ (\partial P \cap \partial E) \cap B_\delta = \{y\}. \]

In particular from Corollary \[ 10 \] we have

\[ \limsup_{\rho \to 0} I_\rho^\rho [E](y) \leq 0. \quad (5.6) \]

On the other hand
\[
P.V. \int_{B_\frac{1}{2}(y)} \frac{\chi_E(x) - \chi_{C_E}(x)}{|x - y|^{n+s}} dx
= P.V. \int_{B_\frac{1}{2}(y)} \frac{\chi_P(x) - \chi_{C_P}(x)}{|x - y|^{n+s}} dx + 2P.V. \int_{B_\frac{1}{2}(y)} \frac{\chi_{E\setminus P}(x)}{|x - y|^{n+s}} dx
=: I_1 + I_2,
\]
and it is readily seen that
\[ I_1 \geq -C_2 a, \]
for some \( C_2 = C_2(n, s) > 0 \) (see the calculations in Section 4.1 and also Lemma \[ 422 \]).
Moreover, since \( \delta \) and \( a \) are very small, we have \( D \subset B_{1/2}(y) \). Also, taking \( k_0 \) big enough, we assume that \( a < \delta \).

Using \([5.5]\) we can estimate
\[ |(E \setminus P) \cap D| = |E \cap D| - |P \cap D| \geq \frac{1}{2}|D| - |B_\delta \times \{-a \leq x_n \leq (-1 + \delta^2)a\}| = \omega_n \delta^{n-1} a - \omega_n \delta^{n-1} \delta^2 a \geq \frac{1}{2}\omega_n \delta^{n-1} a = \frac{1}{4}|D|, \]
provided that \( \delta^2 < \frac{1}{2} \). Now we have
\[ I_2 \geq 2 \int_D \frac{\chi_{E\setminus P}(x)}{|x - y|^{n+s}} dx \geq 2 \int_D \frac{\chi_{E\setminus P}(x)}{(4\delta)^{n+s}} dx \geq C_3 \delta^{-1-s} a, \]
for some \( C_3 = C_3(n, s) > 0 \), where we have estimated \( |x - y| \leq |x| + |y| < 4\delta \), since both \( x \) and \( y \) belong to \( D \subset B_{2\delta} \).

Putting the three estimates together we obtain
\[ \liminf_{\rho \to 0} I_\rho^\rho [E](y) \geq (-C_1 - C_2 + C_3 \delta^{-1-s}) a > 0, \]
once we choose \( \delta \) small enough. But this contradicts \([5.6]\), concluding the proof.

Notice that if \( E \) doesn’t satisfy \( \[ 5.4 \] \), then \( CE \) does, and arguing as above with \( CE \) in place of \( E \) yields
\[ \partial E \cap B_\delta \subset \{x_n \leq a(1 - \delta^2)\}. \]
In any case this provides flatness of order \( a(1 - \frac{\delta^2}{2})/\delta \) for \( \partial E \cap B_\delta \).
Indeed, suppose e.g. that the second inclusion in (5.3) is satisfied. Then
\[
\partial E \cap B_\delta \subset \{(-1 + \frac{\delta^2}{2})a \leq x_n \leq a\},
\]
which is a cylinder with base diameter \(2\delta\) and height \((2 - \delta^2)a\).

Now we want to apply Harnack inequality again. Suppose we have (5.7) with \(k \gg k_0\) and let \(t := \frac{\delta^2}{2} a\). If we translate \(E\) downwards by \(t\), then
\[
\partial(E - t e_n) \cap B_{\delta/2} \subset \left\{ -1 + \frac{\delta^2}{2} a \leq x_n \leq a \left(1 - \frac{\delta^2}{2}\right) \right\},
\]
hence if we dilate by a factor \(2/\delta\), we get
\[
\partial\left(2\delta(E - t e_n)\right) \cap B_1 \subset \left\{ -\frac{2 + \delta^2}{\delta} a \leq x_n \leq \frac{2 - \delta^2}{\delta} a \right\}.
\]
Notice that
\[
\frac{2 - \delta^2}{\delta} a > a,
\]
and let
\[
k' := \max \left\{ j \in \mathbb{N} \mid 2^{-\alpha j} \geq \frac{2 - \delta^2}{\delta} a \right\},
\]
so that
\[
a' := 2^{-\alpha k'} > a \implies k' < k,
\]
and
\[
\partial F \cap B_1 \subset \{ -a' \leq x_n \leq a' \},
\]
where \(F := \frac{2}{\delta}(E - t e_n)\).
Notice that we can take \(\delta\) of the form \(\delta = 2^{-M_0}\).

Now for \(i \geq 1\)
\[
\partial F \cap B_{2^i} \subset \partial\left(2\delta E\right) \cap B_{2^{i+1}} = 2^{M_0+1} \left(\partial E \cap B_{2^{i-M_0}}\right).
\]
If \(i \leq M_0\), then \(B_{2^{i-M_0}} \subset B_1\) and hence
\[
\partial F \cap B_{2^i} \subset \{ |x_n| \leq 2^{M_0+1}a \}.
\]

Since for every \(i \geq 1\)
\[
2^{M_0+1}a = \frac{2}{\delta} a \leq \frac{2 - \delta^2}{\delta} a 2^{1+\alpha} a' \leq 2^{1+\alpha} a' \leq 2^{i(1+\alpha)} a',
\]
we obtain
\[
\partial F \cap B_{2^i} \subset \{ |x \cdot \nu_i'| \leq 2^{i(1+\alpha)} a' \}, \quad 0 \leq i \leq M_0,
\]
with \(\nu_i' = e_n\).
On the other hand, for \(M_0 < i \leq k\) we get using (5.9)
\[
\partial F \cap B_{2^i} \subset 2^{M_0+1} \left\{ |x \cdot \nu_{M_0-i}| \leq 2^{(M_0-i)(1+\alpha)} a \right\} \subset \{ |x \cdot \nu_i'| \leq 2^{i(1+\alpha)} a' \},
\]
with \(\nu_i' = e_n\).
with $\nu'_i = \nu_{M_{n-1}}$.

Notice that these inclusions hold for $0 \leq i \leq k$ and hence in particular for $0 \leq i \leq k'$. Therefore, if $k'$ as defined in (5.8) is s.t. $k' \geq k_0$, we can apply Harnack inequality to the set $F$ and get

either $\partial F \cap B_\delta \subset \{x_n \leq a'(1 - \delta^2)\}$,

or $\partial F \cap B_\delta \subset \{x_n \geq a'(-1 + \delta^2)\}$.

Since

$$a' \sim \frac{2 - \delta^2}{\delta} a,$$

(actually we can take this as an equality, since Harnack inequality would still hold), scaling and translating back, we get flatness of order $(\frac{2}{3})^j (1 - \frac{\delta^2}{2})^2 a$ for $\partial E \cap B(\delta/2)^2$.

Notice that the flatness increases but the height of the cylinder, and hence the oscillation of $\partial E$ in the $e_n$ direction, decreases.

We can repeat the same argument and go on applying Harnack inequality as long as the hypothesis are satisfied, that is until the flatness becomes of the Harnack inequality to the set $E$ as above. That is, for every $k \in \mathbb{N}$, $c_k$ have flatness of order $x$ above analysis and get the same estimate for every $k$.

Now we want to prove the CLAIM, so we consider our sequence of sets $E_k$ as above. That is, for every $k$ the set $E_k \subset \mathbb{R}^n$ is $s$-minimal in $B_{2k+2}$, we have $0 \in \partial E_k$, and

$$\partial E_k \cap B_{2j} \subset \{|x \cdot \nu_j^k| \leq a_k 2^{j(\alpha + 1)}\}, \quad \text{for every } j \in \{0, \ldots, k\},$$

for some $\nu_j^k \in S^{n-1}$, with $\nu_0^k = e_n$. Moreover $\partial E_k \cap B_{1/2}$ cannot fit in any cylinder of flatness $a_k 2^{-\alpha}$.

We want to show that the flatness hypothesis on the sets $E_k$ imply that the vectors $\nu_j^k$ cannot oscillate too much and must remain close to $e_n$.

Consider a set $E_k$ and fix any index $j$. From the two inclusions

$$\partial E_k \cap B_{2j} \subset \{|x \cdot \nu_j^k| \leq 2^{j + 1} 2^{j-k}(\alpha - 2)^\alpha\},$$

$$\partial E_k \cap B_{2j+1} \subset \{|x \cdot \nu_{j+1}^k| \leq 2^{j+1} 2^{j+1-k}(\alpha - 2)^\alpha\},$$

we deduce that

$$|\nu_j^k - \nu_{j+1}^k| \leq C 2^{\alpha(j-k)}, \quad (5.11)$$
for some constant $C > 0$ independent of $k$ and $j$.
Therefore we get for every $j \geq 1$
\[
|\nu^j_k - e_n| \leq |\nu^j_k - \nu^j_{k-1}| + \cdots + |\nu^j_k - e_n| = C\left(\sum_{i=0}^{j-1} 2^{\alpha i}\right)2^{-\alpha k}.
\] (5.12)

In particular, for every fixed $j$ we have
\[
\nu^j_k \xrightarrow{k \to \infty} e_n.
\]

Now we stretch our sets in the $e_n$ direction and consider the sets
\[
\partial E^*_k := \{(x', x_n a_k) \mid (x', x_n) \in \partial E_k \}.
\]

Lemma 5.4. There exists a Holder continuous function $u : \mathbb{R}^{n-1} \to \mathbb{R}$ and a sequence $k_i \nearrow \infty$ s.t. if we define
\[
A_\infty := \{(x', u(x')) \mid x' \in \mathbb{R}^{n-1}\},
\]
then $\partial E^*_k \to A_\infty$ uniformly on compact sets, in the following sense. For every fixed $K \subset \mathbb{R}^n$ compact, for any $\epsilon > 0$,
\[
\partial E^*_k \cap K \subset N_\epsilon(A_\infty) \cap K, \quad \text{for } k_i \geq k(\epsilon).
\]
Moreover we have
\[
u(0) = 0, \quad |u(x')| \leq C(1 + |x'|^{1+\alpha}).
\]

Proof. We use a diagonal argument to prove the existence of such a function $u$.
Then we estimate the growth of $u$ at infinity using the flatness estimates of the sets $E_k$.

We first consider the sets
\[
A_k := \{(x', x_n a_k) \mid (x', x_n) \in \partial E_k \cap B_1\},
\]
which are contained in $\{||x_n|| \leq 1\}$, and show that there exist a Holder function $u$ and a sequence $\{k_i\}$ s.t. $A_{k_i} \cap \{|x'| \leq 1/2\}$ lies in $N_\epsilon(A_\infty) \cap \{|x'| \leq 1/2\}$ for $k_i$ big enough.
Suppose that
\[
y_0 = (y_0', y_{0n}) \in A_k, \quad \text{with } |y_0'| \leq 1/2.
\]
From the discussion above about Harnack inequality, we know that
\[
A_k \cap \left\{|y' - y_0' | < \frac{1}{2} \left(\frac{\delta}{2}\right)^j\right\} \subset \left\{|y_n - y_{0n}| < 2c\left(1 - \frac{\delta^2}{2}\right)^j\right\},
\] (5.13)
for every $j$ s.t.
\[
j < j_k \sim c(\delta) \log \frac{a_0}{a_k}.
\]
For the moment we fix an index $j_0$ and consider $j \leq j_0$. Notice that for $k$ big enough, say $k \geq k(j_0)$, inclusion (5.13) is satisfied.
We show that $A_k \cap \{|x'| \leq 1/2\}$ is above the graph of
\[
\Psi_{y_0, k}(y') := y_{0n} - 2c\left(1 - \frac{\delta^2}{2}\right)^{j_0} - \theta|y' - y_0'|^\beta,
\] (5.14)
where $\theta$ and $\beta > 0$ depend only on $\delta$.

Let $(y', y'_n) \in A_k \cap \{|x'| \leq 1/2\}$, so that $|y' - y'_0| \leq 1$. Now we distinguish three cases:

(i) $|y' - y'_0| < \frac{1}{2} \left( \frac{\delta}{2} \right)^{j_0}$,

(ii) $\frac{1}{2} \left( \frac{\delta}{2} \right)^{j_0} \leq |y' - y'_0| \leq \frac{1}{2}$

(iii) $\frac{1}{2} < |y' - y'_0| \leq 1$.

In case (i) our claim follows immediately from (5.13) with $j = j_0$.

In case (ii) we argue as follows. Notice that in this case there exists $0 \leq j \leq j_0$ s.t.

$$\frac{1}{2} \left( \frac{\delta}{2} \right)^{j+1} \leq |y' - y'_0| \leq \frac{1}{2} \left( \frac{\delta}{2} \right)^j.$$  \hspace{1cm} (5.15)

From (5.13) we obtain

$$2c \left( 1 - \frac{\delta^2}{2} \right)^j \geq |y_n - y_{0n}|.$$

By (5.15) and the fact that $0 < \delta/2 < 1$ we find

$$j \leq \frac{- \log(2|y' - y'_0|)}{\log \frac{\delta}{2}} \leq j + 1,$$

and hence

$$\left( 1 - \frac{\delta^2}{2} \right)^j \leq \left( 1 - \frac{\delta^2}{2} \right)^{\left( \frac{- \log(2|y' - y'_0|)}{\log \frac{\delta}{2}} - 1 \right)} = \frac{1}{\left( 1 - \frac{\delta^2}{2} \right)^{\frac{\log(2|y' - y'_0|)}{\log \frac{\delta}{2}}}} = \frac{(2|y' - y'_0|)^{\beta}}{(1 - \frac{\delta^2}{2})^{\beta}},$$

where $\beta := \frac{- \log(1 - \frac{\delta^2}{2})}{\log \frac{\delta}{2}}$.

Therefore

$$|y_n - y_{0n}| \leq \frac{2^{\beta+1} c}{(1 - \frac{\delta^2}{2})^{\beta}} |y' - y'_0|^\beta,$$

which is the desired result with $\theta := \frac{2^{\beta+1} c}{(1 - \frac{\delta^2}{2})^{\beta}}$.

Finally, eventually adding a constant to $\theta$, the result holds also in case (iii).

Indeed in this case $|y' - y'_0|^\beta \geq (1/2)^\beta$ and

$$|y_n - y_{0n}| \leq |y_n| + |y_{0n}| \leq 2,$$

So we get the claim provided that $\theta(1/2)^\beta \geq 2$.

Notice that, as $y_0$ varies, $\Psi_{y_0, k}$ are Holder continuous functions with Holder modulus of continuity bounded via the function $\theta^\beta$. Therefore, if we set

$$\psi_k(y') := \sup_{y_0 \in A_k \cap \{|x'| \leq 1/2\}} \Psi_{y_0, k}(y'),$$

then $\psi_k$ is a Holder continuous function, with Holder modulus of continuity still bounded via the function $\theta^\beta$, and $A_k \cap \{|x'| \leq 1/2\}$ is above the graph of $\psi_k$. 
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Arguing in the same way, possibly taking \( \theta \) and \( \beta \) larger, but still depending only on \( \delta \), we find that, if we define

\[
\Phi_{y_0,k}(y') := y_0 + 2c \left(1 - \frac{\delta^2}{2}\right)^{j_0} + \theta |y' - y_0|^{\beta},
\]

then \( A_k \cap \{|x'| \leq 1/2\} \) is below the graph of \( \Phi_{y_0,k} \). Again, we define

\[
\phi_k(y') := \inf_{A_k \cap \{|x'| \leq 1/2\}} \Phi_{y_0,k}(y'),
\]

so that \( \phi_k \) is a Holder continuous function, with Holder modulus of continuity bounded via the function \( \theta \), and \( A_k \cap \{|x'| \leq 1/2\} \) is below the graph of \( \phi_k \).

Thus \( A_k \cap \{|x'| \leq 1/2\} \) lies between the graphs of \( \psi_k \) and \( \phi_k \) for every \( k \geq k(j_0) \) and, by construction,

\[
0 \leq \phi_k(y') - \psi(y') \leq 4c \left(1 - \frac{\delta^2}{2}\right)^{j_0}.
\]

(5.16)

Also, for \( j_0 \) fixed, by Ascoli-Arzelà Theorem, letting \( k \to \infty \), it follows that \( \psi_k \) uniformly converges (up to a subsequence) to a Holder function which depends on \( j_0 \), say \( \psi_k \to w_{j_0}^- \).

Analogously we find a Holder continuous function \( w_{j_0}^+ \) s.t. \( \phi_k \to w_{j_0}^+ \) uniformly (up to a subsequence). Moreover we have by construction that \( w_{j_0}^- \leq w_{j_0}^+ \) and

\[
\{ |x'| \leq 1/2 \}
\]

lies between the graphs of \( w_{j_0}^- \leq w_{j_0}^+ \) and \( w_{j_0}^+ + \epsilon/2 \),

(5.17)

for \( k_i \) large enough.

Now we let \( j_0 \to \infty \). Notice that by the construction of \( \theta \) and \( \beta \) above, the Holder constants of \( w_{j_0}^\pm \) depend on \( \delta \) but are independent of \( j_0 \).

Therefore by Ascoli-Arzelà Theorem we find that there exists a Holder continuous function \( u \) s.t. \( w_{j_0}^- \) converges uniformly (up to subsequences) to \( u \). By (5.16), also \( w_{j_0}^+ \) uniformly converges to \( u \).

From (5.17) we get our claim.

Using (5.12) we can translate the estimate for the flatness of \( \partial E_k \cap B_{2j} \) from an estimate in direction \( \nu_j^k \) to an estimate in direction \( e_n \), for every fixed \( j \). In this way we can repeat the above argument in bigger and bigger balls, getting a graph in the \( e_n \) direction.

To be more precise, consider \( x \in \partial E_k \cap B_{2j} \). Then

\[
|x \cdot e_n| \leq |x \cdot \nu_j^k| + 2^j |e_n - \nu_j^k| \leq a_k 2^{j(\alpha + 1)} + 2^j C \left( \sum_{i=0}^{j-1} 2^{\alpha i} \right) a_k
\]

\[
\leq C a_k 2^j 2^{j\alpha} + C 2^j a_k \sum_{i=0}^{j-1} 2^{\alpha i} = C a_k 2^j \sum_{i=0}^{j} 2^{\alpha i}
\]

\[
= C a_k 2^j \frac{2^{\alpha(j+1)} - 1}{2^\alpha - 1} \leq C a_k 2^{j(\alpha + 1)},
\]

which gives

\[
\partial E_k \cap B_{2j} \subset \{|x_n| \leq C a_k 2^{j(\alpha + 1)}\}.
\]

(5.18)
We remark that the constant $C$ is independent of $k$ and $j$.

Now we can consider the sets

$$A_{k,i}^j := \left\{ (x', x_n) \mid (x', x_n) \in \partial E_{k,i} \cap B_2 \right\},$$

and repeat the argument above to obtain, in $\{|x'| \leq 1\}$, the convergence (up to a subsequence) to the graph $\{(x', v(x')) \mid (x', v(x')) \in \partial E_{k,i} \cap B_2\}$.

Proceeding in this way with the sets

$$A_{j,k}^i := \left\{ (x', x_n) \mid (x', x_n) \in \partial E_{k,i} \cap B_2 \right\},$$

we get our claim via a diagonal argument.

Clearly $u(0) = 0$, so we are left to prove the growth estimate for $u$.

From (5.18) we know that for every fixed $j$

$$A_{k}^j \subset \{ |x_n| \leq C 2^{j(\alpha + 1)} \},$$

for every $k$. Then, since

$$A_{k}^j \cap B_{2^{j-1}} \longrightarrow A_{2}^j \cap B_{2^{j-1}} = \{ (x', u(x')) \mid |x'| \leq 2^{j-1} \}$$

uniformly, we obtain

$$|u(x')| \leq 2^{\alpha + 1} C 2^{j(\alpha + 1)} \text{ in } B_2^j,$$

for every $j$.

This implies our growth estimate. Indeed, let $x' \in \mathbb{R}^{n-1}$. Then, if $|x'| \leq 1$, we have $|u(x')| \leq C$ and, if $x' \in B_{2^{j+1}} \setminus B_{2^j}$, for some $j$, we have

$$\frac{|u(x')|}{1 + |x'|^{1+\alpha}} \leq C \frac{2^{j(\alpha + 1)}}{1 + 2^{j(\alpha + 1)}} \leq 2^{\alpha + 1} C \sup_{t \in [0, \infty)} \frac{2^{t(\alpha + 1)}}{1 + 2^{t(\alpha + 1)}} < \infty.$$  

Now we show that the function $u$ found in previous Lemma must be linear.

**Lemma 5.5.** The limit function $u$ satisfies

$$(\Delta)^{\frac{n+1}{2}} u = 0 \text{ in } \mathbb{R}^{n-1},$$

in the viscosity sense, and therefore is linear.

**Proof.** Assume $\varphi + |x'|^2$ is a smooth tangent function that touches $u$ by below, say for simplicity at the origin.

By construction of $u$ we can find $E$ $s$-minimal and $a > 0$ small, s.t. $\partial E$ is included in an $a$ neighborhood of $\{(x', au(x')) \mid |x'| \leq R \}$ and $\partial E$ is touched by below at $x_0$, with $|x_0'| \leq \epsilon$ by a vertical translation of $a \varphi$.

From the Euler-Lagrange equation we know that

$$\limsup_{\rho \to 0} \frac{1}{a} \int_{CB_\rho(x_0)} \frac{(\lambda E - \lambda CE)}{|x - x_0|^{n+2}} dx \leq 0.$$
We are going to estimate this integral in terms of the function \( u \) by integrating on square cylinders with center \( x_0 \), i.e.
\[
D_r := \{(x', x_n) \mid |x' - x'_0| < r, |(x - x_0) \cdot e_n| < r\}.
\]
For simplicity we forget about the principal values in the following integrals.
We fix \( \delta \) small and \( R \) large, and we assume \( a, \epsilon \ll \delta \).
Since \( E \) contains the subgraph \( P \) of a translation of \( \alpha \varphi \), using Lemma 4.22 we have
\[
\frac{1}{a} \int_{D_r} \frac{\chi_E - \chi_{CE}}{|x - x_0|^{n+s}} \, dx \geq \frac{1}{a} \int_{D_r} \frac{\chi_P - \chi_{CP}}{|x - x_0|^{n+s}} \, dx \geq -C(\varphi)\delta^{1-s}.
\]
Using the flatness hypothesis of \( E \) in the balls \( B_{2\gamma} \), we know that
\[
\partial E \cap B_{2\gamma}(x_0) \subset \{(x - x_0) \cdot e_n \leq C(R)\alpha\},
\]
for some \( C(R) > 0 \), and hence we get by symmetry
\[
\frac{1}{a} \int_{D_r \setminus D_\delta} \frac{\chi_E - \chi_{CE}}{|x - x_0|^{n+s}} \, dx = \frac{1}{a} \int_{A} \frac{\chi_E - \chi_{CE}}{|x - x_0|^{n+s}} \, dx,
\]
where
\[
A := (D_R \setminus D_\delta) \cap \{(x - x_0) \cdot e_n \leq C(R)\alpha\}.
\]
Taking \( a \) small enough, we can assume that \( C(R)\alpha < \delta/2 \). Also notice that \( A \subset CB_{\delta}(x_0) \). Then for every \( x \in A \) we get
\[
|x' - x'_0|^2 \geq \delta^2 - |(x - x_0) \cdot e_n|^2 \geq \delta^2 - C(R)^2a^2 \geq \frac{3}{4}\delta^2.
\]
Now consider the function
\[
F(t) := (|x' - x'_0|^2 + t|(x - x_0) \cdot e_n|^2)^{-\frac{n+s}{2}},
\]
so that
\[
\left| \frac{1}{|x - x_0|^{n+s}} - \frac{1}{|x' - x'_0|^{n+s}} \right| = |F(1) - F(0)| = \left| \int_0^1 F'(t) \, dt \right|.
\]
We have
\[
F'(t) = -\frac{n + s}{2} \left( |x' - x'_0|^2 + t|(x - x_0) \cdot e_n|^2 \right)^{-\frac{n+s+2}{2}} |(x - x_0) \cdot e_n|^2,
\]
and hence we find
\[
\left| \int_0^1 F'(t) \, dt \right| \leq \frac{n + s}{2} C(R)^2a^2 \int_0^1 \frac{dt}{(|x' - x'_0|^2 + t|(x - x_0) \cdot e_n|^2)^{\frac{n+s+2}{2}}}
\]
\[
\leq \frac{n + s}{2} C(R)^2a^2 \int_0^1 \frac{dt}{|x' - x'_0|^{n+s+2}} \leq C(R, \delta)a^2,
\]
where we used (5.19) to obtain the last inequality.
Then, using this and the fact that \( \partial E \) is included in a \( ae \) neighborhood of \( \{(x', u(x'))\} \) for \( |x'| \leq R \), we find
\[
\frac{1}{a} \int_{A} \frac{\chi_E - \chi_{CE}}{|x - x_0|^{n+s}} \, dx \geq \frac{1}{a} \int_{B'_a \setminus B'_R} a2(u(x') - u(x'_0) + O(\epsilon)) \frac{dx'}{|x' - x'_0|^{n+s}} + O(a^2)
\]
\[
= 2 \int_{B'_a \setminus B'_R} \frac{u(x') - u(x'_0)}{|x' - x'_0|^{n+s}} \, dx' + O(\epsilon) + O(a^2).
\]
We are left to estimate the contribution coming from $CD_R$.
Let $\alpha = 2^{-\eta}$. We argue as we did in the beginning of the proof of Harnack inequality to estimate $T^{1/2}[E](y)$, exploiting our flatness hypothesis for $\partial E \cap B_{2r}$ for $0 \leq i \leq k$. We have

$$
\frac{1}{a} \int_{CD_R} \chi_E - \chi_{CE} \frac{dx}{|x - x_0|^{n+s}} \leq \frac{1}{a} C \left( \int_{R/2}^{2k} \frac{\alpha \beta}{\gamma^{n+s}} dr + \int_{2k}^{\infty} \frac{\gamma^{n+s}}{\gamma^{n+s}} dr \right)
$$

$$
\leq \frac{1}{a} C \left( a \int_{R/2}^{\infty} \frac{d}{dr} r^{\alpha-s} dr + 2^{-ks} \right)
$$

$$
\leq \frac{1}{a} C (a R^{\alpha-s} + a^{1+\eta}) \leq C(R^{\alpha-s} + a^\eta),
$$

where $\eta = \frac{s-\alpha}{\alpha}$.

Putting these estimates together and letting $\epsilon, a \to 0$, we obtain from the Euler-Lagrange equation for $E$

$$
\int_{B_1 \setminus B_1'} \frac{u(x') - u(0)}{|x'|^{n+s}} \, dx' \leq C(\delta^{1-s} + R^{\alpha-s}).
$$

Letting $\delta \to 0$ and $R \to \infty$ shows that $u$ is a viscosity solution in 0 (we can repeat the same argument if $u$ is touched from above).

Then Theorem $13$ guarantees that $u$ is linear, concluding the proof.

This gives a contradiction, proving our CLAIM and hence Theorem 5.2

From Theorem 5.2 we can deduce

**Theorem 5.6 (Regularity).** Let $\alpha \in (0, s)$. There exists $\epsilon_0 = \epsilon_0(n, s, \alpha) > 0$ s.t. if $E$ is $s$-minimal in $B_1$, with $0 \in \partial E$ and

$$
\partial E \cap B_1 \subset \{|x_n| \leq \epsilon_0\},
$$

then $\partial E \cap B_1$ is a $C^{1, \alpha}$ surface.

**Proof.** Let $k_0$ be from Theorem 5.2. If $\epsilon_0 < 2^{-k_0(\alpha+1)}$, then $E$ satisfies the hypothesis of the Theorem, with $\nu_i = e_n$ for every $i \in \{0, \ldots, k_0\}$, and hence there exist $\nu_i \in S^{n-1}$ for every $i$, s.t.

$$
\partial E \cap B_2^{i} \subset \{|x \cdot \nu_i| \leq 2^{-i(\alpha+1)}\}.
$$

This implies

$$
|\nu_i - \nu_{i+1}| \leq C 2^{-i\alpha},
$$

with $C > 0$ independent of $i$, and hence

$$
\nu_i \to \nu(0),
$$

for some $\nu(0) \in S^{n-1}$. Moreover we easily get by induction

$$
|\nu_i - \nu(0)| \leq 2C 2^{-i\alpha}.
$$

Thus, if $x \in \partial E \cap B_2$, we have

$$
|x \cdot \nu(0)| \leq |x \cdot \nu_i| + |x| |\nu_i - \nu(0)| \leq C 2^{-i(\alpha+1)},
$$
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and hence
\[ \partial E \cap B_{2^{-i}} \subset \{|x \cdot \nu(0)| \leq C2^{-i(\alpha+1)}\} , \]
for every \( i \).

This implies that \( \partial E \) is a differentiable surface in 0, with normal \( \nu(0) \).
If we take \( \epsilon_0 \) smaller, say \( \epsilon_0 < \frac{1}{2}2^{-k_0(1+\alpha)} \), then, after translating \( E \), we can repeat the same argument at every point \( x_0 \in \partial E \cap B_{1/2} \) and get that \( \partial E \cap B_{1/2} \) is actually a \( C^{1,\alpha} \) surface.

Now we show that if an \( s \)-minimal set \( E \) has an interior tangent ball in some point, say \( B_r(-re_n) \) in \( 0 \in \partial E \), with \( r \) big, then \( \partial E \cap B_1 \) must lie below \( \{x_n = 1/2\} \).

**Lemma 5.7.** There exists \( R_0 = R_0(n, s) > 0 \) s.t. the following result holds.

Let \( E \subset \mathbb{R}^n \) be \( s \)-minimal in \( B_2 \), with \( 0 \in \partial E \). If \( B_R(-Re_n) \subset E \), for some \( R \geq R_0 \), then
\[ \partial E \cap B_1 \subset \{x_n \leq 1/2\} . \]

**Proof.** Suppose the claim is false. Then there is a point \( y \in \partial E \cap B_1 \) with \( y_n > 1/2 \). Since \( B_{1/4}(y) \subset B_2 \), the Clean ball condition guarantees the existence of a ball
\[ B_{4\epsilon}(p) \subset E \cap B_{1/2}(y). \]
Moreover, since \( \partial E \) has an interior tangent ball at 0, we have
\[ \limsup_{\delta \to 0} T^\delta_\nu[E](0) \leq 0. \]

Let \( D := B_R(-Re_n) \cup B_R(Re_n) \) and let \( K \) be the convex envelope of \( D \); notice that \( B_R \subset K \). We can split
\[ PV \int_{\mathbb{R}^n} \frac{\chi_E(z) - \chi_E(z)}{|z|^{n+s}} \, dz = \int_{K} \frac{\chi_E(z) - \chi_E(z)}{|z|^{n+s}} \, dz + PV \int_{K \setminus D} \frac{\chi_E(z) - \chi_E(z)}{|z|^{n+s}} \, dz + PV \int_{D} \frac{\chi_E(z) - \chi_E(z)}{|z|^{n+s}} \, dz =: I_1 + I_2 + I_3. \]

We can bound
\[ |I_1| \leq \int_{C_{B_R}} \frac{1}{|z|^{n+s}} \, dz \leq C_1(n, s)R^{-s}. \]
As for \( I_2 \), we have
\[ |I_2| \leq PV \int_{K \setminus D} \frac{1}{|z|^{n+s}} \, dz = PV \int_{(K \setminus D) \cap B_{R/2}} \frac{1}{|z|^{n+s}} \, dz + PV \int_{(K \setminus D) \cap B_{R/2}} \frac{1}{|z|^{n+s}} \, dz \leq C_1(n, s)\left(\frac{R}{2}\right)^{-s} + PV \int_{(K \setminus D) \cap B_{R/2}} \frac{1}{|z|^{n+s}} \, dz. \]

If we let \( F(h) := R - (R^2 - h^2)^{1/2} \), then
\[ F'(0) = 0 \quad \text{and} \quad F''(h) = \frac{R^2}{(R^2 - h^2)^{3/2}} \leq \left(\frac{4}{3}\right)^2 \frac{1}{R}. \]
for every $h \in [0, R/2]$, and hence, arguing as in Lemma 4.22 we get

$$P.V. \int_{(K \setminus D) \cap B_{R/2}} \frac{1}{|z|^{n+s}} dz = 2 \int_{S^{n-1}} dh^{n-2} \int_0^{R/2} \left( \int_0^{t^2} (1 + t^2)^{-n-s} \frac{dp}{p^{n+1}} \right) dp \leq C \frac{1}{R} \int_0^{R/2} \frac{d}{dp} \rho^{1-s} dp \leq CR^{-s}.$$ 

Therefore

$$|I_2| \leq C_2(n, s) R^{-s}.$$ 

We’re left to estimate $I_3$. Notice that $D$ is symmetric with respect to $\{x_n = 0\}$ and $B_R(-R e_n) \subset E$ by hypothesis. Moreover the small ball $B_{c/4}(p)$ is contained in $E$ and $B_{c/4}(p) \subset B_R(R e_n)$.

Roughly speaking, the contribution coming from any point $z \in CE \cap D$ is canceled by that of the point $-z \in E \cap B_R(-R e_n)$ and we are left with (at least) the contribution coming from $B_{c/4}(p)$, which is positive. That is

$$I_3 = P.V. \int_D \chi_E(z) - \chi_{CE}(z) \frac{1}{|z|^{n+s}} dz \geq \int_{B_{c/4}(p)} \frac{1}{|z|^{n+s}} dz.$$ 

Now notice that for every $z \in B_{c/4}(p)$ we have

$$|z| \leq |z - p| + |p - y| + |y| \leq \frac{1}{4} c + \frac{1}{4} + 1 \leq 2,$$

and hence we obtain

$$I_3 \geq \frac{1}{2^{n+s}} \omega_n \frac{1}{4^n} c^n =: C_3(n, s).$$

We remark that this last estimate does not depend on $R$ nor on our set $E$ nor the point $y \in \partial E \cap B_1$ lying in the strip $\{1/2 < y \leq 1\}$.

Therefore

$$0 \geq \limsup_{\delta \to 0} T^4_s[E](0) \geq \liminf_{\delta \to 0} T^4_s[E](0) \geq C_3 - (C_1 + C_2) R^{-s} > 0,$$

provided $R$ is big enough, giving a contradiction.

**Remark 5.8.** For any fixed $\beta \in (0, 1/2]$, we can repeat the same argument to show that $\partial E \cap B_1$ lies below the plane $\{x_n = \beta\}$, provided that $E$ has an interior tangent ball in $0$, with radius $R \geq (n, s, \beta)$.

In this case the constant $C_3$ appearing in the proof becomes

$$C_3 = C_3(n, s, \beta) \sim \beta^n,$$

and hence

$$\lim_{\beta \to 0} R(n, s, \beta) = \infty.$$ 

As a consequence we see that if $E$ has an interior tangent ball in some point $x_0$ then we can control the flatness of $\partial E$ in a small enough neighborhood of $x_0$.

Therefore, using this Lemma we can prove the following consequence of the Regularity Theorem
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Corollary 5.9. Let $E \subset \mathbb{R}^n$ be $s$-minimal in $\Omega$ and let $x_0 \in \partial E \cap \Omega$. If $E$ has an interior tangent ball $B_r(p) \subset E$ in $x_0$, then $\partial E$ is a $C^{1,\alpha}$ surface in a neighborhood of $x_0$.

Proof. After a traslation and a rotation, we can suppose $x_0 = 0$ and $B_r(-re_n) \subset E$.

If we dilate everything by a factor $\lambda := \lambda/r > 0$ we obtain $B_{\lambda r}(-\lambda e_n) \subset \lambda E$. Clearly $0 \in \partial (\lambda E)$ and, taking $\lambda$ big enough, the set $\lambda E$ is $s$-minimal in $B_2 \subset \lambda \Omega$. Using previous Lemma and the Remark above, we know that if $\lambda \geq R(n,s,\epsilon_0/2)$, then $\partial (\lambda E) \cap B_1 \subset \{x_n \leq \epsilon_0/2\}$.

Moreover $\partial (\lambda E) \cap B_1$ lies above the ball $B_{\lambda}(\epsilon)$. Thus, eventually taking a bigger $\lambda$, we have also $\partial (\lambda E) \cap B_1 \subset \{x_n \geq -\epsilon_0/2\}$.

Now the set $\lambda E$ satisfies the hypothesis of the Regularity Theorem and hence $\partial (\lambda E) \cap B_{1/2}$ is a $C^{1,\alpha}$ surface. Scaling back concludes the proof.

Considering $CE$ in place of $E$ we see that the same holds if we have an exterior tangent ball.

5.2 Monotonicity Formula

In this section we prove a monotonicity formula for a quantity related to the fractional perimeter of an $s$-minimal set. This formula can be seen as an extension to the fractional framework of the classical monotonicity formula which holds true for minimal surfaces (see the end of Chapter 1).

However in order to define this quantity we need to consider an appropriate extension function in one extra variable.

5.2.1 Intermezzo About the Fractional Laplacian: The Extension Problem

For all the details about the extension problem we refer to [10]. See also [6].

For every $s \in (0,1)$ we define the weighted $L^1$-space

$$L_s^1 := \left\{ u : \mathbb{R}^n \rightarrow \mathbb{R} \mid \int_{\mathbb{R}^n} \frac{|u(y)|}{(1 + |y|^2)^{s/2}} dy < \infty \right\}.$$ 

For a function $u \in L_{s/2}$ we consider the extension $\tilde{u} : \mathbb{R}^n \times [0,\infty) \rightarrow \mathbb{R}$, which solves

$$\begin{cases}
\text{div}(z^{1-s}\nabla \tilde{u}) = 0 & \text{in } \mathbb{R}^{n+1}_+, \\
\tilde{u} = u & \text{on } \{z = 0\},
\end{cases} \quad (5.20)$$

where

$$\mathbb{R}^{n+1}_+ = \{(x,z) \in \mathbb{R}^{n+1} \mid x \in \mathbb{R}^n, z > 0\}.$$
Remark 5.10. Actually such an extension can be defined in the same way for every $s \in (0, 2)$ and the case $s = 1$ is well known, but we are interested only in the range $s \in (0, 1)$.

Let $a := 1 - s$. We use capital letters, like $X$, to denote points in $\mathbb{R}^{n+1}$.

Remark 5.11. It is clear that the first equation in (5.20) is the Euler-Lagrange equation for the functional

$$\int_{\{z>0\}} |\nabla \tilde{u}|^2 z^n \, dX,$$

(5.21)

and it can be rewritten as

$$\Delta_x \tilde{u} + \frac{a}{z} \tilde{u}_z + \tilde{u}_{zz} = 0,$$

where $\Delta_x$ denotes the Laplacian in the first $n$ variables and the pedice $z$ denotes derivation in the last variable.

The solution $\tilde{u}$ to (5.20) can be explicitly computed via the Poisson formula

$$\tilde{u}(\cdot, z) = P(\cdot, z) * u, \quad \text{i.e. } \tilde{u}(x, z) = \int_{\mathbb{R}^n} P(x - \xi, z) u(\xi) \, d\xi,$$

where the Poisson kernel $P$ is

$$P(x, z) := c_1(n, a) \frac{z^{1-a}}{(|x|^2 + z^2)^{\frac{n+1}{2}}}. $$

If we define

$$H(x) := c_1 \frac{1}{(1 + |x|^2)^{\frac{n+1}{2}}},$$

then we have

$$P(x, 1) = H(x) \quad \text{and} \quad P(x, z) = \frac{1}{z^n} H\left(\frac{x}{z}\right).$$

In particular

$$\int_{\mathbb{R}^n} P(x, z) \, dx = \frac{1}{z^n} \int_{\mathbb{R}^n} H\left(\frac{x}{z}\right) \, dx = \int_{\mathbb{R}^n} H(\xi) \, d\xi,$$

for every $z > 0$. Then the constant $c_1$ is chosen in such a way that

$$\int_{\mathbb{R}^n} H(\xi) \, d\xi = 1.$$

The extension $\tilde{u}$ is related to the $\frac{a}{z}$-fractional Laplacian of $u$ via the formula

$$\lim_{z \to 0} -z^a \tilde{u}_z(\cdot, z) = c_2(n, a) (-\Delta)^{\frac{a}{2}} u,$$

(5.22)

which holds in the distributional sense, i.e. $\tilde{u}$ is a weak solution of the Neumann problem

$$\begin{cases}
\text{div}(z^a \nabla \tilde{u}) = 0 & \text{in } \mathbb{R}^{n+1}, \\
-z^a \frac{\partial \tilde{u}}{\partial z} = c_2(n, a) (-\Delta)^{\frac{a}{2}} u & \text{on } \partial \mathbb{R}^{n+1}. 
\end{cases}$$

(5.23)
Moreover it can be shown that
\[
\int_{\mathbb{R}^{n+1}} |\nabla \tilde{u}|^2 z^a \, dX = c_3(n, a)[u]^2_{H^{\frac{n}{2}}(\mathbb{R}^n)},
\]
for every \( u \in H^{\frac{n}{2}}(\mathbb{R}^n) \) with compact support.

Now we consider the local contribution of the \( H^{\frac{n}{2}} \)-seminorm of \( u \) in the ball \( B_r \), i.e.
\[
J_r(u) := \int_{B_r} \int_{B_r} \frac{|u(x) - u(y)|^2}{|x-y|^{n+s}} \, dx \, dy + 2 \int_{B_r} \int_{C B_r} \frac{|u(x) - u(y)|^2}{|x-y|^{n+s}} \, dx \, dy.
\]
Notice that the first term is just \([u]^2_{H^{\frac{n}{2}}(B_r)}\) and, if \( u \in H^{\frac{n}{2}}(\mathbb{R}^n)\),
\[
[u]^2_{H^{\frac{n}{2}}(\mathbb{R}^n)} = J_r(u) + [v]^2_{H^{\frac{n}{2}}(C B_r)}.
\]
In particular, if \( u, v \in H^{\frac{n}{2}}(\mathbb{R}^n) \) and \( u = v \) outside \( B_r \), then
\[
[u]^2_{H^{\frac{n}{2}}(\mathbb{R}^n)} - [v]^2_{H^{\frac{n}{2}}(\mathbb{R}^n)} = J_r(u) - J_r(v).
\]

**Remark 5.12.** Notice that the functional \( J_r \) is simply the extension to generic functions of the fractional perimeter in the ball \( B_r \), i.e.
\[
J_{B_r}(E) = P_s(E, B_r) = \frac{1}{2} J_r(\chi_E). \tag{5.24}
\]
In particular, if \( u = \chi_E - \chi_{C E} \), then
\[
J_r(u) = 8P_s(E, B_r).
\]

Now we prove some estimates which relate our functional \( J_1(u) \) with the energy \([5.21]\) of the extension \( \tilde{u} \).

**Proposition 5.13.** Let \( \Omega \subset \mathbb{R}^{n+1} \) be a bounded open set with Lipschitz boundary and denote
\[
\Omega_0 := \Omega \cap \{ z = 0 \} \subset \mathbb{R}^n, \quad \Omega_+ := \Omega \cap \{ z > 0 \}.
\]
(a) If \( \Omega_0 \subset \subset B_1 \) then
\[
\int_{\Omega_+} |\nabla \tilde{u}|^2 z^a \, dX \leq C J_1(u), \tag{5.25}
\]
with \( C \) depending on \( \Omega \).

(b) If \( B_1 \subset \subset \Omega_0 \) and \( u \) is bounded in \( \mathbb{R}^n \) then
\[
J_1(u) \leq C \left( 1 + \int_{\Omega_+} |\nabla \tilde{u}|^2 z^a \, dX \right), \tag{5.26}
\]
with \( C \) depending on \( \Omega \) and \( ||u||_{L^\infty(\mathbb{R}^n)} \).
Proof. (a) We can assume without loss of generality that \( \int_{B_1} u = 0 \). Then

\[
2 \int_{B_1} \int_{\mathbb{R}^n} \frac{u(x)u(y)}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \, dy = 2 \left( \int_{B_1} u(y) \, dy \right) \left( \int_{\mathbb{R}^n} \frac{u(x)}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \right) = 0,
\]
and hence

\[
\int_{\mathbb{R}^n} \frac{|u(x)|^2}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx = \frac{1}{|B_1|} \int_{B_1} \int_{\mathbb{R}^n} \frac{|u(x)|^2}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \, dy \leq \frac{1}{|B_1|} \int_{B_1} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n+s}} \, dx \, dy.
\]

For every \( y \in B_1 \) we have \(|x - y| \leq 1 + |x|\) and hence

\[
|x - y|^{n+s} \leq (1 + |x|)^{n+s} \leq C(1 + |x|^2)^{\frac{n+s}{2}}.
\]

Therefore

\[
\frac{1}{|B_1|} \int_{B_1} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \, dy \leq C \int_{B_1} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n+s}} \, dx \, dy \leq C J_1(u),
\]
and

\[
\int_{\mathbb{R}^n} \frac{|u(x)|^2}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \leq C J_1(u).
\]

Thus, by Hölder inequality

\[
\int_{\mathbb{R}^n} \frac{|u(x)|}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx = \int_{\mathbb{R}^n} \frac{|u(x)|}{(1 + |x|^2)^{\frac{n+s}{2}}} \frac{1}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \leq \left( \int_{\mathbb{R}^n} \frac{|u(x)|^2}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^n} \frac{1}{(1 + |x|^2)^{\frac{n+s}{2}}} \, dx \right)^{\frac{1}{2}} \leq C J_1(u)^{\frac{1}{2}}.
\]

Now let \( \varphi \in C_c^\infty(\mathbb{R}^n) \) be a smooth cutoff function s.t. \( \varphi = 1 \) in \( N_b(\Omega_0) \), the \( b \)-neighborhood of \( \Omega_0 \), for some \( b \in (0, 1) \) small enough to have \( N_b(\Omega_0) \subset \subset B_1 \), and \( \text{supp} \ \varphi \subset B_1 \). We write

\[
u = \varphi u + (1 - \varphi) u =: u_1 + u_2.
\]

Clearly \( \tilde{u} = \tilde{u}_1 + \tilde{u}_2 \). Since \( u_1 \) is compactly supported in \( B_1 \), we have

\[
\int_{\mathbb{R}^n} |\nabla \tilde{u}_1|^2 z^{n} \, dX = C[u_1]^2_{H^{\frac{n}{2}}} = C J_1(u_1) \leq C J_1(u).
\]

On the other hand, it can be shown that for every \( (x, z) \in \Omega_+ \)

\[
|z^n \nabla \tilde{u}_2(x, z)| \leq C \int_{\mathbb{R}^n} \frac{|u_2(y)|}{(1 + |y|^2)^{\frac{n+s}{2}}} \, dy \leq C J_1(u)^{\frac{1}{2}}, \quad (5.26)
\]
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and hence
\[ \int_{\Omega_+} |\nabla \tilde{u}_2|^2 z^a \, dX = \int_{\Omega_+} |\nabla \tilde{u}_2|^2 z^{2a} \, dX \leq C \mathcal{J}_1(u) \int_{\Omega_+} \frac{1}{z^a} \, dX. \]

Since \( \Omega_+ \) is bounded, it is contained in the cylinder \( C_R \),
\[ \Omega_+ \subset C_R := \{(x, z) \in \mathbb{R}^{n+1} | 0 \leq z < R, |x| < R\}, \]
for some \( R = R(\Omega) \) big enough. Thus
\[ \int_{\Omega_+} \frac{1}{z^a} \, dX \leq \int_{C_R} \frac{1}{z^a} \, dX = \frac{1}{1-a} \int_{B_R} dx \int_0^R \frac{d}{dz} z^{1-a} \, dz = \frac{\omega_{n-1}}{1-a} R^{n+1-a}, \]
and
\[ \int_{\Omega_+} |\nabla \tilde{u}_2|^2 z^a \, dX \leq C \mathcal{J}_1(u). \]

Therefore
\[ \int_{\Omega_+} |\nabla \tilde{u}|^2 z^a \, dX = \int_{\Omega_+} |\nabla \tilde{u}_1 + \nabla \tilde{u}_2|^2 z^a \, dX \]
\[ \leq \int_{\Omega_+} |\nabla \tilde{u}_1|^2 z^a \, dX + \int_{\Omega_+} |\nabla \tilde{u}_2|^2 z^a \, dX \]
\[ + 2 \int_{\Omega_+} |\nabla \tilde{u}_1 \cdot \nabla \tilde{u}_2| z^a \, dX \]
\[ \leq 2C \mathcal{J}_1(u) + 2 \int_{\Omega_+} |\nabla \tilde{u}_1| z^\frac{a}{2} |\nabla \tilde{u}_2| z^\frac{a}{2} \, dX \]
\[ \leq 2C \mathcal{J}_1(u) + 2 \left( \int_{\Omega_+} |\nabla \tilde{u}_1|^2 z^a \, dX \right)^{\frac{1}{2}} \left( \int_{\Omega_+} |\nabla \tilde{u}_2|^2 z^a \, dX \right)^{\frac{1}{2}} \]
\[ \leq C \mathcal{J}_1(u). \]

(b) Since \( u \) is bounded, we have
\[ \int_{B_1} \int_{CB_1} \left| \frac{u(x) - u(y)}{|x - y|^{n+s}} \right|^2 \, dx \, dy \leq 4 \|u\|^2_{L^\infty(\mathbb{R}^n)} \int_{B_1} \int_{CB_1} \frac{1}{|x - y|^{n+s}} \, dx \, dy \]
\[ = 4 P_s(B_1) \|u\|^2_{L^\infty(\mathbb{R}^n)}. \]

Let \( \psi \in C_c^\infty(\mathbb{R}^{n+1}) \) be a smooth cutoff function s.t. \( \psi = 1 \) in \( B_1 \) and \( \text{supp} \, \psi \subset \Omega \), and define \( v(x) := \psi(x, 0) u(x) \).

Notice that, since \( u = v \) in \( B_1 \),
\[ \int_{B_1} \int_{B_1} \left| \frac{u(x) - u(y)}{|x - y|^{n+s}} \right|^2 \, dx \, dy = \int_{B_1} \int_{B_1} \left| \frac{v(x) - v(y)}{|x - y|^{n+s}} \right|^2 \, dx \, dy \leq J_1(v). \]

Moreover, since \( \text{supp} \, v \subset \Omega_0 \) is compact,
\[ \int_{\mathbb{R}^{n+1}_+} |\nabla \tilde{v}|^2 z^a \, dX = C \|v\|^2_{\dot{H}^s(\mathbb{R}^n)} \geq C \mathcal{J}_1(v). \]
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Since the function $\tilde{v}$ minimizes
\[
\int_{\mathbb{R}^{n+1}_+} |\nabla \tilde{v}|^2 z^a \, dX = \inf \left\{ \int_{\mathbb{R}^{n+1}_+} |\nabla w|^2 z^a \, dX \mid w(\cdot, 0) = v \right\}
\]
and $\psi(x, 0) \tilde{u}(x, 0) = \psi(x, 0)u(x) = v(x)$, we have
\[
\int_{\mathbb{R}^{n+1}_+} |\nabla \tilde{v}|^2 z^a \, dX \leq \int_{\mathbb{R}^{n+1}_+} |\nabla (\psi \tilde{u})|^2 z^a \, dX.
\]

To conclude it is enough to compute the right hand side. Recalling that
\[
supp \psi \subset \Omega,
\]
\[
\int_{\mathbb{R}^{n+1}_+} |\nabla (\psi \tilde{u})|^2 z^a \, dX = \int_{\mathbb{R}^{n+1}_+} |(\nabla \psi)\tilde{u} + \psi \nabla \tilde{u}|^2 z^a \, dX
\]
\[
= \int_{\Omega_+} |(\nabla \psi)\tilde{u}|^2 z^a \, dX + \int_{\Omega_+} |\psi \nabla \tilde{u}|^2 z^a \, dX
\]
\[
+ \int_{\Omega_+} 2(\nabla \psi \cdot \nabla \tilde{u}) \psi \tilde{u} z^a \, dX.
\]

Notice that, since $u$ is bounded, also $\tilde{u}$ is bounded
\[
|\tilde{u}(x, z)| \leq \int_{\mathbb{R}^n} P(\xi, z)|u(x - \xi)| \, d\xi \leq ||u||_{L^\infty(\mathbb{R}^n)} \int_{\mathbb{R}^n} P(\xi, z) \, d\xi = ||u||_{L^\infty(\mathbb{R}^n)}.
\]

In particular this gives
\[
||\tilde{u}||_{L^\infty(\mathbb{R}^{n+1}_+)} \leq ||u||_{L^\infty(\mathbb{R}^n)}.
\]

Therefore the first term in the right hand side above is
\[
\int_{\Omega_+} |(\nabla \psi)\tilde{u}|^2 z^a \, dX \leq \mathfrak{L}^{n+1}(\Omega_+) \sup_{\Omega_+} |\nabla \psi|^2 ||u||_{L^\infty(\mathbb{R}^n)}^2 \sup z^a < \infty.
\]

The second term gives
\[
\int_{\Omega_+} |\psi \nabla \tilde{u}|^2 z^a \, dX \leq \sup_{\Omega_+} |\psi|^2 \int_{\Omega_+} |\nabla \tilde{u}|^2 z^a \, dX.
\]

As for the last term, we have
\[
2(\nabla \psi \cdot \nabla \tilde{u}) \psi \tilde{u} z^a = \text{div}(\tilde{u}^2 \psi z^a \nabla \psi) - \tilde{u}^2 \psi z^a \Delta \psi - \tilde{u}^2 \psi z^a |\nabla \psi|^2 - \tilde{u}^2 \psi \psi \frac{d}{dz} z^a.
\]

Since $supp \psi \subset \Omega$, using the Gauss-Green formula for the first term gives
\[
\int_{\Omega_+} \text{div}(\tilde{u}^2 \psi z^a \nabla \psi) \, dX = \int_{\partial \Omega_+} \tilde{u}^2 \psi z^a \nabla \psi \cdot \nu_{\Omega_+} \, d\sigma = \int_{\Omega_0} u^2 \psi z^a \psi \, dx.
\]

Integrating and taking absolute values gives
\[
\int_{\Omega_+} 2(\nabla \psi \cdot \nabla \tilde{u}) \psi \tilde{u} z^a \, dX \leq \left| \int_{\Omega_+} 2(\nabla \psi \cdot \nabla \tilde{u}) \psi \tilde{u} z^a \, dX \right|
\]
\[
\leq \int_{\Omega_0} |u^2 \psi z^a| \, dx + \int_{\Omega_+} |\tilde{u}^2 \psi z^a \Delta \psi| \, dX + \int_{\Omega_+} |\tilde{u}^2 z^a |\nabla \psi|^2 | \, dX
\]
\[
+ \int_{\Omega_+} |\tilde{u}^2 \psi \psi \frac{1}{az^{1-a}}| \, dX.
\]
As we did in (a), we can enclose $\Omega_+ \subset C_R$, for $R = R(\Omega)$ big enough; then integrating the last term in the right hand side above gives
\[
\int_{\Omega_+} \left| \tilde{u}^2 \psi z \frac{1}{a^{1-a}} \right| dX \leq \left\| u \right\|_{L_\infty^2(\mathbb{R}^n)}^2 \sup_{\Omega_+} \left| \psi \psi_z \right| \int_{B_R} dX \int_0^R \frac{z^{a-1}}{a} dz = \left\| u \right\|_{L_\infty^2(\mathbb{R}^n)}^2 \sup_{\Omega_+} \left| \psi \psi_z \right| \omega_R R^{a+1}.
\]

The other three terms are simply bounded by a constant depending on $\left\| u \right\|_{L_\infty^2(\mathbb{R}^n)}$, $\Omega$ and $\psi$; for example the second term is
\[
\int_{\Omega_+} \left| \tilde{u}^2 \psi z \Delta \psi \right| dX \leq \left\| u \right\|_{L_\infty^2(\mathbb{R}^n)}^2 \sup_{\Omega_+} \left| \psi \Delta \psi \right| R^a \Omega^{n+1}(\Omega_+).
\]

Putting everything together gives the claim.

Remark 5.14. Let $\Omega \subset \mathbb{R}^{n+1}_+$ be a bounded open set with Lipschitz boundary and let $\bar{v} : \Omega \rightarrow \mathbb{R}$ be s.t.
\[
\int_{\Omega} |\nabla \bar{v}|^2 z^a \ dX < \infty.
\]
Then from Holder’s inequality
\[
\int_{\Omega} |\nabla \bar{v}| \ dX < \infty,
\]
and hence we can define the trace of $\bar{v}$ on $\partial \Omega$.

In particular if $\bar{v} = \tilde{u}$, the trace of $\bar{u}$ on $\partial \Omega_0$ is clearly $u$.

Remark 5.15. Assume $\tilde{v}$ is compactly supported in the open set $\Omega \subset \mathbb{R}^{n+1}$ and has trace $v$ on $\Omega_0$. Then
\[
\int_{\Omega_+} |\nabla \tilde{v}|^2 z^a \ dX \geq \int_{\mathbb{R}^{n+1}_+} |\nabla \tilde{v}|^2 z^a \ dX.
\]
We briefly sketch the proof. Denote by $\tilde{v}_k$ the solution of equation
\[
\text{div}(z^a \nabla \tilde{v}_k) = 0 \quad \text{in} \quad B_k^+,
\]
which has trace $v$ on $\{z = 0\}$ and 0 on $\partial B_k^+ \cap \{z > 0\}$, where $B_k^+$ denotes the upper half of the $(n+1)$-dimensional ball centered at 0, i.e.
\[
B_k^+ = \left\{ (x, z) \in \mathbb{R}^{n+1} \mid (|x|^2 + z^2)^{\frac{1}{2}} < k \right\}.
\]
Extend $\tilde{v}_k$ to be 0 outside $B_k^+$. If $k$ is big enough, so that $\text{supp} \tilde{v} \subset B_k$, then $\tilde{v}$ and $\tilde{v}_k$ have the same trace on $\partial B_k^+$ and hence
\[
\int_{\mathbb{R}^{n+1}_+} |\nabla \tilde{v}_k|^2 z^a \ dX = \int_{B_k^+} |\nabla \tilde{v}_k|^2 z^a \ dX \leq \int_{B_k^+} |\nabla \tilde{v}|^2 z^a \ dX
\]
\[
= \int_{\Omega_+} |\nabla \tilde{v}|^2 z^a \ dX.
\]
It can be checked that $\nabla \tilde{v}_k$ converges to $\nabla \tilde{v}$ in $L^2(\mathbb{R}^{n+1}_+, z^a \ dx \ dz)$, so we get the claim letting $k \rightarrow \infty$. 
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Lemma 5.16. Assume \( u, v : \mathbb{R}^n \to \mathbb{R} \) are s.t. \( J_1 (u), J_1 (v) < \infty \) and \( u - v \) is compactly supported in \( B_1 \). Then

\[
\inf_{\Omega, \bar{v}} \int_{\Omega_+} \left( |\nabla \bar{v}|^2 - |\nabla \bar{u}|^2 \right) z^{a} \, dX = c_3 (n, a) (J_1 (v) - J_1 (u)), \tag{5.27}
\]

where the infimum is taken among all bounded open sets \( \Omega \subset \mathbb{R}^{n+1} \) with Lipschitz boundary and \( \Omega_0 \subset B_1 \), and among all functions \( \bar{v} \) s.t. \( \bar{v} - \bar{u} \) is compactly supported in \( \Omega \) and the trace of \( \bar{v} \) on \( \{ z = 0 \} \) equals \( v \).

Proof. First of all notice that, since the trace of \( \bar{v} \) is equal to \( v \) on the whole of \( \{ z = 0 \} \) and \( \bar{v} = \bar{u} \) out of \( \Omega_+ \), we must have \( \text{supp}(u - v) \subset \Omega_0 \).

If \( u, v \in C_c^\infty (\mathbb{R}^n) \), then

\[
\inf_{\Omega, \bar{v}} \int_{\Omega_+} \left( |\nabla \bar{v}|^2 - |\nabla \bar{u}|^2 \right) z^{a} \, dX = \int_{\mathbb{R}^{n+1}} |\nabla \bar{u}|^2 z^{a} \, dX - \int_{\mathbb{R}^{n+1}} |\nabla \bar{u}|^2 z^{a} \, dX \\
= c_3 (n, a) \left( [v]_H^2 (\mathbb{R}^n) - [u]_H^2 (\mathbb{R}^n) \right) = c_3 (n, a) (J_1 (v) - J_1 (u)).
\]

The first equality is a consequence of previous Remark: fixed an open set \( \Omega \) as above and an admissible \( \bar{v} \), let \( K := \text{supp}(\bar{v} - \bar{u}) \) and define \( \tilde{w} := \bar{v} \) in \( K \) and 0 outside; then the trace of \( \tilde{w} \) is \( v \) on \( \Omega_0 \) and \( \text{supp} \tilde{w} \subset \Omega \), so

\[
\int_{\Omega_+} |\nabla \bar{v}|^2 z^{a} \, dX \geq \int_{K_+} |\nabla \bar{v}|^2 z^{a} \, dX = \int_{\Omega_+} |\nabla \bar{u}|^2 z^{a} \, dX \geq \int_{\mathbb{R}^{n+1}} |\nabla \bar{v}|^2 z^{a} \, dX.
\]

On the other hand, it is clear that taking a sequence of admissible pairs of open sets \( \Omega^k \) converging to \( \mathbb{R}^{n+1} \) and functions \( \bar{v}_k \) converging to \( \bar{v} \) gives the opposite inequality.

The other two equalities are a consequence of the compact supports of \( u \) and \( v \) and the hypothesis \( u = v \) out of \( B_1 \), respectively.

In the general case let

\[
\Omega^1 \subset \Omega^2 \subset \Omega^2 \ldots, \quad \bigcup_k \Omega^k = \mathbb{R}^{n+1} \setminus \{(x, 0) \mid x \in CB_1 \},
\]

and denote \( \tilde{w}_k \) the solution of the equation

\[
\text{div}(z^a \nabla \tilde{w}_k) = 0 \quad \text{in} \quad \Omega^k,
\]

which has trace \( w := v - u \) on \( \Omega^k_0 \) and 0 on \( \partial \Omega^k \cap \{ z > 0 \} \). We extend \( \tilde{w}_k \) to be 0 outside \( \Omega^k \). Notice that the function \( \tilde{u} + \tilde{w}_k \) satisfies the equation

\[
\text{div}(z^a \nabla (\tilde{u} + \tilde{w}_k)) = 0 \quad \text{in} \quad \Omega^k_+,
\]

and has trace \( v \) on the whole of \( \{ z = 0 \} \).

If \( \Omega \subset \Omega^k \), then \( \bar{v} \) and \( \tilde{u} + \tilde{w}_k \) have the same trace on \( \partial \Omega^k_+ \), equal to \( v \) on \( \Omega^k_0 \) and \( \tilde{u} \) on \( \partial \Omega^k \cap \{ z > 0 \} \); actually \( \bar{v} = \tilde{u} + \tilde{w}_k \) in \( \mathbb{R}^{n+1} \setminus \Omega^k \). Therefore

\[
\int_{\mathbb{R}^{n+1}} (|\nabla \bar{v}|^2 - |\nabla \bar{u}|^2) z^{a} \, dX \geq \int_{\mathbb{R}^{n+1}} (|\nabla (\tilde{u} + \tilde{w}_k)|^2 - |\nabla \bar{u}|^2) z^{a} \, dX \\
= \int_{\mathbb{R}^{n+1}} |\nabla \tilde{w}_k|^2 z^{a} \, dX + 2 \int_{\mathbb{R}^{n+1}} z^a \nabla \tilde{u} \cdot \nabla \tilde{w}_k \, dX.
\]
The second term is independent of \( k \). Indeed \( \tilde{u} \) satisfies

\[
\text{div}(z^a \nabla \tilde{u}) = 0 \quad \text{in} \quad \mathbb{R}_+^{n+1}
\]

and \( \tilde{w}_k \) is compactly supported in \( \mathbb{R}_+^{n+1} \) and has trace 0 on \( \{ z = 0 \} \); therefore using Gauss-Green and the equality

\[
z^a \nabla \tilde{u} \cdot \nabla (\bar{w}_k_1 - \bar{w}_k_2) = \text{div}(z^a (\bar{w}_k_1 - \bar{w}_k_2) \nabla \tilde{u}) - (\bar{w}_k_1 - \bar{w}_k_2) \text{div}(z^a \nabla \tilde{u}),
\]

we get

\[
\int_{\mathbb{R}_+^{n+1}} z^a \nabla \tilde{u} \cdot \nabla (\bar{w}_k_1 - \bar{w}_k_2) dX = 0,
\]

and hence

\[
\int_{\mathbb{R}_+^{n+1}} z^a \nabla \tilde{u} \cdot \nabla \bar{w}_k dX = \int_{\mathbb{R}_+^{n+1}} z^a \nabla \tilde{u} \cdot \nabla \bar{w}_1 dX,
\]

for every \( k \). As in the case of balls in previous Remark, it can be checked that \( \nabla \bar{w}_k \) converges to \( \nabla \tilde{w} \) in \( L^2(\mathbb{R}_+^{n+1}, z^a dx dz) \). Thus if we let \( k \to \infty \) we find that the infimum equals

\[
\int_{\mathbb{R}_+^{n+1}} (|\nabla \tilde{w}|^2 + 2 \nabla \tilde{u} \cdot \nabla \tilde{w}) z^a dX = c_3(n, a) J_1(w) + 2 \int_{\mathbb{R}_+^{n+1}} z^a \nabla \tilde{u} \cdot \nabla \bar{w}_1 dX,
\]

since \( w \) has compact support in \( \mathbb{R}^n \).

In the particular case \( u, v \in C_c^\infty(\mathbb{R}^n) \) we already showed that the inf is \( c_3(J_1(v) - J_1(u)) \) and hence we get

\[
c_3(n, a) J_1(w) + 2 \int_{\mathbb{R}_+^{n+1}} z^a \nabla \tilde{u} \cdot \nabla \bar{w}_1 dX = c_3(n, a) (J_1(u + w) - J_1(u)),
\]

for every \( u, w \in C_c^\infty(\mathbb{R}^n) \). Then by approximation we find that this equality holds for all \( u, w \) with \( J_1(u), J_1(w) < \infty \), concluding the proof.

As a consequence, if we restrict our attention to functions \( v = \chi_F - \chi_{C^F} \), we obtain the following

**Proposition 5.17.** The set \( E \) is s-minimal in \( B_1 \) if and only if the extension \( \tilde{u} \) of \( u = \chi_E - \chi_{C^E} \) satisfies

\[
\int_{\Omega} |\nabla \tilde{u}|^2 z^a dX \geq \int_{\Omega} |\nabla \bar{w}|^2 z^a dX,
\]

for all bounded open sets \( \Omega \) with Lipschitz boundary s.t. \( \Omega_0 \subseteq \subset B_1 \) and all functions \( \bar{w} \) that equal \( \tilde{u} \) in a neighborhood of \( \partial \Omega \) and take the values \( \pm 1 \) on \( \Omega_0 \).

### 5.2.2 Monotonicity Formula

Finally we are ready to define the promised quantity and prove the monotonicity formula.
Assume \( E \) is \( s \)-minimal in \( B_R \). For all \( r < R \) we define the functional
\[
\Phi_E(r) := \frac{1}{r^{n+a-1}} \int_{B_r^+} |\nabla \tilde{u}|^2 z^a dX,
\] (5.28)
where
\[
u = \chi_E - \chi_{CE}.
\]

**Lemma 5.18 (Scale Invariance).** The functional \( \Phi_E \) is scale invariant in the sense that the rescaled set \( \lambda E \) satisfies
\[
\Phi_{\lambda E}(\lambda r) = \Phi_E(r).
\]

**Proof.** Let \( v := \chi_{\lambda E} - \chi_{\lambda CE} \) and notice that \( v(x) = u \left( \frac{x}{\lambda} \right) \).

Since
\[
P(x, z) = c_1 \lambda^{1-a} \frac{(\frac{z}{\lambda})^{1-a}}{\left( |x| + \frac{z}{\lambda} \right)^{2+a}} = \frac{1}{\lambda^n} P \left( \frac{x}{\lambda}, \frac{z}{\lambda} \right),
\]
we have
\[
\tilde{v}(x, z) = \frac{1}{\lambda^n} \int_{\mathbb{R}^n} P \left( \frac{x - \xi}{\lambda}, \frac{z}{\lambda} \right) u \left( \frac{\xi}{\lambda} \right) d\xi = \tilde{u} \left( \frac{x}{\lambda}, \frac{z}{\lambda} \right),
\]
and hence
\[
\nabla \tilde{v}(x, z) = \frac{1}{\lambda} \nabla \tilde{u} \left( \frac{x}{\lambda}, \frac{z}{\lambda} \right).
\]

Therefore
\[
\int_{B_{\lambda r}^+} |\nabla \tilde{v}(x, z)|^2 z^a dX = \frac{1}{\lambda^{2+a}} \int_{B_{\lambda r}^+} |\nabla \tilde{u} \left( \frac{x}{\lambda}, \frac{z}{\lambda} \right)|^2 \left( \frac{z}{\lambda} \right)^a dX
\]
\[
= \lambda^{n+a-1} \int_{B_{r}^+} |\nabla \tilde{u}(x, z)|^2 z^a dX,
\]
proving the claim. \( \square \)

**Lemma 5.19.** There exists a constant \( C = C(n, a) > 0 \) s.t.
\[
\Phi_E(r) \leq C
\]
for every \( r \leq R/2 \).

**Proof.** From the inequality (5.25), with \( \Omega = B_{1/2} \) we obtain
\[
\Phi_E \left( \frac{1}{2} \right) = \frac{1}{2^{n+a-1}} \int_{B_{1/2}^+} |\nabla \tilde{u}|^2 z^a dX \leq \frac{C}{2^{n+a-1}} J_1(u) = CP_s(E, B_1),
\]
where \( C = C(n, a) \).

Now, using the scaling invariance of \( \Phi_E \) and the scaling of the \( s \)-perimeter, we get
\[
\Phi_E(r) = \Phi_{\frac{1}{2r}} \left( \frac{1}{2} \right) \leq CP_s \left( \frac{1}{2r}, E, B_1 \right) = C \frac{1}{(2r)^{n+a-1}} P_s(E, B_{2r})
\]
\[
\leq C \frac{1}{(2r)^{n+a-1}} P_s(B_{2r}) \quad \text{(since } E \text{ is } s \text{-minimal in } B_R \text{ and } 2r \leq R)\]
\[
= CP_s(B_1) =: C(n, a).
\]
\( \square \)
**Theorem 5.20** (Monotonicity Formula). Let $E$ be an $s$-minimal set in $B_R$. Then the function $r \mapsto \Phi_E(r)$ is increasing.

**Proof.** Notice that $\Phi_E$ is continuous (see Remark 5.24 below) and differentiable at $r$ for almost every $r \in (0, R)$, with

$$
\frac{d}{dr} \Phi_E(r) = -(n + a - 1) \frac{1}{r^{n+a-2}} \int_{E^+} |\nabla \tilde{u}|^2 z^a \, dX \\
+ \frac{1}{r^{n+a-1}} \int_{(\partial B_r)^+} |\nabla \tilde{u}|^2 z^a \, d\mathcal{H}^n(X),
$$

where

$$(\partial B_r)^+ := \partial B_r \cap \{ z > 0 \}.$$ 

To prove the claim we show that $\frac{d}{dr} \Phi_E(r) \geq 0$. Due to the scale invariance, it is enough to prove the inequality for $r = 1$, i.e. that

$$
\int_{(\partial B_1)^+} |\nabla \tilde{u}|^2 z^a \, d\mathcal{H}^n(X) \geq (n + a - 1) \int_{E^+} |\nabla \tilde{u}|^2 z^a \, dX. \tag{5.29}
$$

To do so, we define the function $\bar{v}$ in $\mathbb{R}^{n+1}$, as

$$
\bar{v}(x, z) := \begin{cases} 
\tilde{u}(1 + \epsilon)(x, z), & \text{in } B^+_1/(1+\epsilon), \\
\tilde{u}(\frac{(x, z)}{|(x, z)|}), & \text{in } B^+_1 \setminus B^+_1/(1+\epsilon),
\end{cases}
$$

and $\bar{v} := \tilde{u}$ in $CB^+_1$. In particular the trace $\bar{v}$ on $\{ z = 0 \}$ is equal to $\chi_F - \chi_{CF}$, for some set $F$ which coincides with $E$ in $\mathbb{R}^n \setminus B_1$. Therefore the minimality of $E$ implies, thanks to Proposition 5.17,

$$
\int_{E^+} |\nabla \tilde{u}|^2 z^a \, dX \geq \int_{B^+_1} |\nabla \bar{v}|^2 z^a \, dX.
$$

Moreover by construction the function $\bar{v}$ is constant along radial directions in the strip $B^+_1 \setminus B^+_1/(1+\epsilon)$ and hence its gradient there is equal to

$$
\nabla \bar{v}(x, z) = \frac{1}{|(x, z)|} \nabla_r \tilde{u}\left(\frac{(x, z)}{|(x, z)|}\right),
$$

where $\nabla_r$ denotes the tangential component of the gradient in $(\partial B_1)^+$. Thus we obtain

$$
\int_{B^+_1} |\nabla \bar{u}|^2 z^a \, dX \leq \int_{B^+_1/(1+\epsilon)} |\nabla \bar{v}|^2 z^a \, dX + \int_{B^+_1 \setminus B^+_1/(1+\epsilon)} |\nabla \bar{v}|^2 z^a \, dX \\
= \frac{1}{(1 + \epsilon)^n+a-1} \int_{B^+_1} |\nabla \bar{u}|^2 z^a \, dX + \int_{B^+_1 \setminus B^+_1/(1+\epsilon)} \left|\nabla_r \tilde{u}\left(\frac{(x, z)}{|(x, z)|}\right)\right|^2 \frac{z^a}{|(x, z)|^2} \, dX,
$$

and hence

$$
\frac{1}{\epsilon} \left( 1 - \frac{1}{(1+\epsilon)^{n+a-1}} \right) \int_{B^+_1} |\nabla \bar{u}|^2 z^a \, dX \\
\leq \frac{1}{\epsilon} \int_0^1 dt \int_{(\partial B_t)^+} \left|\nabla_r \tilde{u}\left(\frac{(x, z)}{|(x, z)|}\right)\right|^2 \frac{z^a}{|(x, z)|^2} \, d\mathcal{H}^n(X).
$$
Then passing to the limit as $\epsilon \to 0$ gives
\[
\int_{(\partial B^+)} |\nabla \bar{u}|^2 z^a \, dH^n(X) \geq (n + a - 1) \int_{B^n_+} |\nabla \bar{u}|^2 z^a \, dX.
\]
Thus
\[
\int_{(\partial B^+)} |\nabla \bar{u}|^2 z^a \, dH^n(X) \geq (n + a - 1) \int_{B^n_+} |\nabla \bar{u}|^2 z^a \, dX + \int_{(\partial B^+)} |\nabla \bar{u}|^2 z^a \, dH^n(X),
\]
which implies (5.29), concluding the proof.

In particular notice that from (5.30) we obtain
\[
\frac{d}{dr} \Phi_{E_k}(r) = 0 = \nabla_{\nu} \bar{u} = 0 \quad \text{on} \quad (\partial B^+_r).
\]

As a consequence we have the following

**Corollary 5.21.** The function $r \mapsto \Phi_{E}(r)$ is constant if and only if $\bar{u}$ is homogeneous of degree 0.

### 5.3 Minimal Cones

We study the blow-up limit $\lambda E$, as $\lambda \to \infty$, of a set $E$ which is $s$-minimal in $B_1$ and s.t. $0 \in \partial E$, showing that it is an $s$-minimal cone $C$.

In particular we exploit the improvement of flatness to show that if $C$ is a half-space, then $\partial E$ is $C^{1,\alpha}$ near 0.

We begin with the following technical result

**Proposition 5.22.** Let $E_k \subset \mathbb{R}^n$ be $s$-minimal in $B_k$ for every $k \in \mathbb{N}$ and suppose $E_k \to E_{loc}$ $E$. Then the corresponding extensions $\tilde{u}_k$, respectively $\bar{u}$, satisfy

(i) $\tilde{u}_k \to \bar{u}$ uniformly on compact sets of $\mathbb{R}^{n+1}$,

(ii) $\nabla \tilde{u}_k \to \nabla \bar{u}$ in $L^2_{loc}(\mathbb{R}^{n+1}, z^a \, dx \, dz)$.

In particular $\Phi_{E_k}(r) \to \Phi_{E}(r)$.

**Proof.** Notice that the functions $\tilde{u}_k$ are uniformly Lipschitz continuous on each compact set of $\{z > 0\}$ (which is easily shown e.g. using the Poisson formula).

Consider a subsequence $\tilde{u}_{k_i}$ that converges uniformly on compact sets to a function $\tilde{v}$. We want to show that $\tilde{v} = \bar{u}$. The uniform convergence implies that also $\tilde{v}$ satisfies the equation
\[
\text{div}(z^a \nabla \tilde{v}) = 0, \quad \text{in} \quad \mathbb{R}^{n+1},
\]
and it is bounded. Thus, if we prove that the trace $v$ of $\tilde{v}$ is equal to $u = \chi_E - \chi_{C_E}$ on $\{z = 0\}$, then we get $\tilde{v} = \bar{u}$.

Let $r > 0$. Fatou’s Lemma gives
\[
\int_{B^+_r} |\nabla \bar{u}|^2 z^a \, dX \leq \liminf_{i \to \infty} \int_{B^+_r} |\nabla \tilde{u}_{k_i}|^2 z^a \, dX \leq C r^{n+a-1},
\]
and the proof is complete.
the last inequality being a consequence of Lemma 5.19 (notice that for $i$ big enough the set $E_k$ is $s$-minimal in $B_{2r}$). Then near the boundary $\{z = 0\}$ of $\mathbb{R}^{n+1}_+$, using Holder’s inequality we get

$$
\int_{B_r \cap \{0 < z < \delta\}} |\nabla (\tilde{u}_k - \tilde{v})| \, dX = \int_{B_r \cap \{0 < z < \delta\}} z^{-\frac{\alpha}{2}} |\nabla (\tilde{u}_k - \tilde{v})|z^{\frac{\alpha}{2}} \, dX
\leq \left( \frac{C^n(B_r)}{1 - a} \right)^\frac{1}{2} \delta^{1 - \frac{\alpha}{2}} \left( \int_{B_r^+} |\nabla (\tilde{u}_k - \tilde{v})|^{2} \, dX \right)^\frac{1}{2}
\leq C\delta^{1 - \frac{\alpha}{2}},
$$

with $C$ depending on $r$, but not on $\delta$ or $k_i$. On the other hand $\nabla \tilde{u}_k$ converges to $\nabla \tilde{v}$ uniformly on compact sets of $\mathbb{R}^{n+1}_+$. Therefore

$$
\int_{B_r^+} |\nabla (\tilde{u}_k - \tilde{v})| \, dX \leq C\delta^{1 - \frac{\alpha}{2}} + \int_{B_r \cap \{z \geq \delta\}} |\nabla (\tilde{u}_k - \tilde{v})| \, dX,
$$

with the last term going to 0 as $i \to \infty$. Thus taking the limit gives

$$
\limsup_{i \to \infty} \int_{B_r^+} |\nabla (\tilde{u}_k - \tilde{v})| \, dX \leq C\delta^{1 - \frac{\alpha}{2}},
$$

for every $\delta > 0$ small. Since $\delta$ is arbitrary, we see that $\tilde{u}_k$ converges to $\tilde{v}$ in $W^{1,1}(B_r^+)$ and this implies the convergence of the traces $u_k \xrightarrow{\text{loc}} v$ in $L^1(B_r)$. Since this holds for every $r > 0$, we get $v = u$, as wanted, proving (i).

Now we prove (ii). It is enough to prove the convergence in $B_r^+$ for every $r > 0$. From inequality (5.25) we get

$$
\limsup_{k \to \infty} \int_{B_r^+} |\nabla (\tilde{u}_k - \tilde{v})|^2 \, dX \leq C \limsup_{k \to \infty} \mathcal{J}_{2r}(u_k - u).
$$

We want to show that $\mathcal{J}_{2r}(u_k - u) \to 0$.

Define the functions

$$
f_k(x, y) := \frac{u_k(x) - u_k(y)}{|x - y|^\frac{a+1}{2}} \chi_{B_{2r}}(x) \left( \chi_{B_{2r}}(y) + \sqrt{2} \chi_{CB_{2r}}(x) \right),
$$

so that

$$
\|f_k\|^2_{L^2(\mathbb{R}^n \times \mathbb{R}^n)} = \mathcal{J}_{2r}(u_k) = 8P_s(E_k, B_{2r}).
$$

According to Theorem 3.12

$$
\lim_{k \to \infty} P_s(E_k, B_{2r}) = P_s(E, B_{2r}) = \frac{1}{8}\|f\|^2_{L^2(\mathbb{R}^n \times \mathbb{R}^n)},
$$

with

$$
f(x, y) := \frac{u(x) - u(y)}{|x - y|^\frac{a+1}{2}} \chi_{B_{2r}}(x) \left( \chi_{B_{2r}}(y) + \sqrt{2} \chi_{CB_{2r}}(x) \right).
$$

Moreover, since $u_k \xrightarrow{\text{loc}} u$ in $L^1_{\text{loc}}(\mathbb{R}^n)$, from every subsequence of $\{u_k\}$ we can extract a subsequence $\{u_{k_i}\}$ converging pointwise (almost everywhere) to $u$, and hence also $f_{k_i}$ converges pointwise to $f$.

Then for every such subsequence we have the standard implication

$$
f_{k_i} \to f \quad \text{a.e. in } \mathbb{R}^n \times \mathbb{R}^n, \quad \|f_{k_i}\|_{L^2(\mathbb{R}^n \times \mathbb{R}^n)} \to \|f\|_{L^2(\mathbb{R}^n \times \mathbb{R}^n)}
\implies f_{k_i} \to f \quad \text{in } L^2(\mathbb{R}^n \times \mathbb{R}^n),
$$
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and hence
\[ J_{2r}(u_k - u) = \|f_k - f\|_{L^2(\mathbb{R}^n \times \mathbb{R}^n)}^2 \longrightarrow 0. \]

This proves the claim.

Indeed, suppose there exists a subsequence of \( \{u_k\} \) (we relabel it for simplicity) s.t. \( J_{2r}(u_k - u) \geq \epsilon \) for every \( k \). Then what we have just shown proves that we can extract a subsequence \( \{u_{k_i}\} \) s.t. \( J_{2r}(u_{k_i} - u) \longrightarrow 0 \), giving a contradiction.

\[ \square \]

**Remark 5.23.** The same Proposition remains true if we consider a sequence \( E_k \xrightarrow{loc} E \) of sets \( E_k \) s-minimal in \( B_{\lambda_k} \), with \( \lambda_k \longrightarrow \infty \). Thus in particular when we consider the blow-up sequence \( E_k := \lambda_k E \) of a set \( E \) which is s-minimal in \( B_1 \), with \( 0 \in \partial E \), provided that such a sequence admits a limit.

**Remark 5.24.** Exploiting the same argument used in the proof of \((ii)\) we can show that the functional \( \Phi \) is continuous in \( r \).

Indeed, let \( E \) be s-minimal in \( B_R \) and take \( \tilde{r} \in (0, R) \); we want to show that
\[ \lim_{r \to \tilde{r}} \Phi_E(r) = \Phi_E(\tilde{r}). \]

Using the scaling invariance we have
\[ \Phi_E(r) = \Phi_{\tilde{r}E}(\tilde{r}), \]
so it is enough to show that
\[ \nabla \tilde{u}_r \longrightarrow \nabla \tilde{u} \quad \text{in} \quad L^2(B_{\tilde{r}}^+, z^a \, dx \, dz), \]

where \( u_r := \chi_{E} - \chi_{\tilde{r}E} \) and \( u = \chi_{E} - \chi_{CE} \).

Notice that the set \( \tilde{r}E \) is s-minimal in \( B_{\tilde{r}E} \) and \( \tilde{r}E \xrightarrow{loc} E \) as \( r \to \tilde{r} \).

Therefore taking a small \( \delta > 0 \), both the sets \( E \) and \( \tilde{r}E \) are s-minimal in \( B_{\tilde{r}+\epsilon} \subset B_{R} \), for every \( |r - \tilde{r}| \leq \delta \), for some very small \( 0 < \epsilon < R - \tilde{r} \). Now we have
\[ \limsup_{r \to \tilde{r}} \int_{B_{\tilde{r}}^+} |\nabla (\tilde{u}_r - \tilde{u})|^2 z^a \, dX \leq C \limsup_{r \to \tilde{r}} J_{\tilde{r}+\epsilon}(u_r - u), \]
and reasoning as above proves the claim.

Now we can use the pointwise convergence of the functions \( \Phi_{E_k} \) to show that the blow-up limit of \( E \) in 0 (if it exists) is a cone.

We recall that a set \( C \) is a cone (with vertex in 0) if for every \( t > 0 \) we have \( tC = C \). Moreover we say that \( C \) is an s-minimal cone if it is locally s-minimal in \( \mathbb{R}^n \), meaning that \( C \) is s-minimal in every ball \( B \subset \mathbb{R}^n \).

**Theorem 5.25 (Blow-up Limit).** Let \( E \subset \mathbb{R}^n \) be s-minimal in \( B_1 \) with \( 0 \in \partial E \) and let \( \lambda_k \longrightarrow \infty \) be a sequence s.t. \( \lambda_k \xrightarrow{loc} C \).

Then \( C \) is an s-minimal cone.
Proof. Theorem 3.12 proves that $C$ is $s$-minimal in every ball $B \subset \mathbb{R}^n$. Using previous Proposition and Remark 5.23, we get

$$\Phi_E\left(\frac{r}{\lambda_k}\right) = \Phi_{\lambda_k E}(r) \xrightarrow{k \to \infty} \Phi_C(r),$$

for every $r > 0$. Therefore $\Phi_C$ is a constant function, with

$$\Phi_C(r) = \lim_{t \to 0} \Phi_E(t),$$

the existence of the limit being guaranteed by the monotonicity of $\Phi_E$. Since $\Phi_C$ is constant, we conclude that the extension $\tilde{u}_C$, and hence also its trace $u_C = \chi_C - \chi_{C^C}$, is homogeneous of degree 0, proving that $C$ is a cone.

Definition 5.26. We say that a cone $C$ as in Theorem 5.25 is a tangent cone for $E$ at 0.

Now we prove the existence of tangent cones

Proposition 5.27 (Existence of Blow-up Limits). Let $E \subset \mathbb{R}^n$ be $s$-minimal in $B_1$ with $0 \in \partial E$ and let $\lambda_k \to \infty$. Then there exist an $s$-minimal cone $C$ and a subsequence $\{\lambda_{k_i}\}$ of $\{\lambda_k\}$ s.t.

$$\lambda_{k_i} E \xrightarrow{loc} C.$$

Proof. We want to use Theorem 2.7 to construct a limit set via a diagonal argument. Then previous Theorem shows that it is an $s$-minimal cone.

Since we are working with subsequences, we can as well assume that $\lambda_k \not\to \infty$. Let $h \in \mathbb{N}$. Notice that $\lambda_k E$ is $s$-minimal in $B_{\lambda_k}$. Then for $k \geq k(h)$ we have $\lambda_k \geq h$ and hence in particular $\lambda_k E$ is $s$-minimal in $B_h$. For every such $k$ the minimality implies

$$[\chi_{\lambda_k E}]_{W^{s,1}(B_h)} = 2P_s(\lambda_k E, B_h) \leq 2P_s((\lambda_k E) \setminus B_h, B_h)$$

$$\leq 2\mathcal{L}_s((\lambda_k E) \setminus B_h, C((\lambda_k E) \setminus B_h) \cap B_h)$$

$$\leq 2\mathcal{L}_s(CB_h, B_h) = 2P_s(B_h),$$

and clearly

$$\|\chi_{\lambda_k E}\|_{L^1(B_h)} \leq |B_h|.$$

Therefore

$$\forall h \ \exists k(h) \ s.t. \ \|\chi_{\lambda_k E}\|_{W^{s,1}(B_h)} \leq c_h < \infty, \ \forall k \geq k(h).$$

Thus Theorem 2.7 guarantees the existence of a subsequence $\{\lambda_{k_i}\}$ (with $k_1 \geq k(h)$) s.t.

$$(\lambda_{k_i} E) \cap B_h \xrightarrow{i \to \infty} E^h,$$

in measure, for some set $E^h \subset B_h$.

Applying this argument for $h = 1$ we get a subsequence $\{\lambda_{k_i}^1\}$ of $\{\lambda_k\}$ with

$$(\lambda_{k_i}^1 E) \cap B_1 \to E^1.$$
Applying again the argument in $B_2$, with $\{\lambda_1^k\}$ in place of $\{\lambda_k\}$, we get a subsequence $\{\lambda_2^k\}$ of $\{\lambda_k\}$, with

$$(\lambda_2^k E) \cap B_2 \longrightarrow E^2.$$ 

Notice that we must have $E^1 \subset E^2$ in measure (by the uniqueness of the limit in $B_1$). We can also suppose that $\lambda_2^k > \lambda_1^k$.

Proceeding inductively in this way we get a subsequence $\{\lambda_2^k\}$ of $\{\lambda_k\}$ s.t.

$$(\lambda_2^k E) \cap B_h \xrightarrow{k \to \infty} E^h,$$ 

for every $h \in \mathbb{N}$, with $E^h \subset E^{h+1}$. Therefore if we define $C := \bigcup_h E^h$ we get

$$\lambda_2^k E \xrightarrow{loc} C,$$

concluding the proof.

We remark that, as in the classical setting of Caccioppoli sets, two different subsequences might converge to different cones i.e. tangent cones need not be unique.

However this can happen only at singular points: if $\partial E$ is regular in a neighborhood of 0, then the tangent cone is necessarily the half-space

$$H^{-}(0) = \{x \in \mathbb{R}^n \mid x \cdot \nu_E(0) \leq 0\}.$$ 

Moreover, exploiting the improvement of flatness, we can show that if $E$ has a half-space $C$ as tangent cone, then $\partial E$ is regular in a neighborhood of 0. Thus in particular $C = H^{-}(0)$ is the unique tangent cone at 0.

**Theorem 5.28 (Regularity).** Let $E \subset \mathbb{R}^n$ be $s$-minimal in $B_1$ with $0 \in \partial E$. If $E$ has a half-space as a tangent cone, then $\partial E$ is a $C^{1,\alpha}$ surface in a neighborhood of 0.

**Proof.** Let $C$ be the tangent half-space of the hypothesis and let $\lambda_k \not\to \infty$ be s.t. $\lambda_k E \xrightarrow{loc} C$. Then Corollary 3.19 implies that for every $\epsilon > 0$

$$\partial(\lambda_k E) \cap B_1 \subset N_\epsilon(\partial C) \cap B_1 \subset N_\epsilon(\partial C), \quad \text{for } k \geq k(\epsilon).$$

Since $C$ is a half-space, up to rotation we have

$$N_\epsilon(\partial C) = \{|x \cdot e_n| < \epsilon\}.$$ 

Taking $\epsilon = \frac{\epsilon_0}{2}$, we see that $\lambda(\{\epsilon_0\}) E$ satisfies the hypothesis of Theorem 5.6 and hence $\partial(\lambda(\{\epsilon_0\}) E) = \lambda(\{\epsilon_0\}) \partial E$ is a $C^{1,\alpha}$ surface in $B_{1/2}$.

Therefore scaling back we see that $\partial E$ is a $C^{1,\alpha}$ surface in $B_{1/2 \lambda(\{\epsilon_0\})}$. 

**Definition 5.29.** Let $E \subset \mathbb{R}^n$ be $s$-minimal in $\Omega$. A point $x_0 \in \partial E \cap \Omega$ that has a half-space as a tangent cone is called a regular point. The points in $\partial E \cap \Omega$ that are not regular are called singular points.
For a minimal cone $C$ we denote by $\Phi_C$ its energy, i.e. the constant value of the function $\Phi_C(r)$. We show that half-spaces have minimal energy amongst minimal cones, with a gap separating their energy from those of other cones. Let $\Pi := \{x_1 > 0\}$ be a half-space.

**Theorem 5.30 (Energy Gap).** Let $C$ be an $s$-minimal cone. Then

$$\Phi_C \geq \Phi_\Pi. \quad (5.31)$$

Moreover, if $C$ is not a half-space, then

$$\Phi_C \geq \Phi_\Pi + \delta_0, \quad (5.32)$$

where $\delta_0 > 0$ is a constant depending only on $n$ and $s$.

**Proof.** We have $0 \in \partial C \cap B_1$ and hence the Clean ball condition (Corollary 3.17) guarantees the existence of some small ball $B \subset E \cap B_1$. Sliding $B$ vertically until we first touch $\partial C$ we find a point $x_0 \in \partial C$ having an interior tangent ball. Corollary 5.9 then implies that $\partial C$ is $C^{1,\alpha}$ in a neighborhood of $x_0$ and hence the tangent cone of $C$ at $x_0$ is a half-space. Therefore

$$\lim_{r \to 0} \Phi_{E-x_0}(r) = \Phi_\Pi.$$

On the other hand, since $\frac{1}{k}(C - x_0) = C - \frac{1}{k}x_0$, we obtain

$$\frac{1}{k}(C - x_0) \overset{\text{loc}}{\longrightarrow} C$$

and hence

$$\Phi_{C-x_0}(k) \longrightarrow \Phi_C, \quad \text{as } k \to \infty.$$

The monotonicity of $\Phi_{C-x_0}$ gives (5.31). We have equality only when $\Phi_{C-x_0}$ is constant, i.e. when $C - x_0$ is a cone, thus when $C - x_0$ is a half-space, which in turn implies that $C$ is a half-space.

To prove (5.32) we use a compactness argument. Assume by contradiction that there exist minimal cones $C_k$ with

$$\Phi_{C_k} \leq \Phi_\Pi + \frac{1}{k}, \quad \text{for every } k \in \mathbb{N}, \quad (5.33)$$

that are not half-spaces. Arguing as in the proof of Proposition 5.27 we can find a convergent subsequence

$$C_{k_i} \overset{\text{loc}}{\longrightarrow} C_0,$$

for some minimal cone $C_0$. Since $\Phi_{C_0} \geq \Phi_\Pi$, from (5.33) we get $\Phi_{C_0} = \Phi_\Pi$ and hence $C_0$ is a half-space. Therefore, using again Corollary 5.19 we get (up to rotation)

$$\partial C_{k_i} \cap B_1 \subset \{|x \cdot e_n| \leq \epsilon_0\},$$

for all $k_i$ large enough.

Then Theorem 5.6 implies that $\partial C_{k_i}$ are $C^{1,\alpha}$ surfaces around 0. Thus we find that $C_{k_i}$ is a half-space for all large $k_i$, giving a contradiction. \qed
5.4 Dimension Reduction

In this section we adapt Federer classical reduction argument to estimate the size of the singular set of an \( s \)-minimal set \( E \).

We will need the following result from [34], which states that in dimension 2 there are no singular minimal cones

**Theorem 5.31.** If \( E \) is an \( s \)-minimal cone in \( \mathbb{R}^2 \), then \( E \) is a half-space.

We remark that if \( \partial C \) is singular in \( x_0 \neq 0 \), then also the vertex 0 is a singular point. Indeed, if \( \partial C \) is regular in 0, then \( C \) must be a half space, and hence \( \partial C \) is a plane, which is regular in every point.

The dimension reduction result is the following: if \( C \subset \mathbb{R}^n \) is a minimal cone with a singularity in \( x_0 \in \partial C \), with \( x_0 \neq 0 \), then we can find a minimal cone \( K \subset \mathbb{R}^{n-1} \) which is singular only in \( 0 \).

Roughly speaking, using dimension reduction we can inductively reduce the dimension of the ambient space until we are left with a minimal cone which is singular only in the vertex 0 (otherwise we could find a singular minimal cone in dimension 2).

As a consequence we will prove (see Corollary 2 in [34]) that the Hausdorff dimension of the singular set is at most \( n - 3 \).

We begin with the following technical result

**Lemma 5.32.** Let \( \bar{w} \) be a bounded function defined in \( B^+_1 \subset \mathbb{R}^{n+1} \) s.t. \( \bar{w} = 0 \) in a neighborhood of \( \partial B^+_1 \) and

\[
\int_{B^+_1} |\nabla \bar{w}|^2 z^a \, dX < \infty.
\]

There exists a function \( W = W(x, x_{n+1}, z) \) defined in

\[
B^+_1 \times [-1, 1] = \{(x, x_{n+1}, z) \in \mathbb{R}^{n+2} | (x, z) \in B^+_1, x_{n+1} \in [-1, 1]\},
\]

with the following properties

(i) \( W = 0 \) if \( x_{n+1} < \frac{-1}{2} \),
(ii) \( W(x, x_{n+1}, z) = \bar{w}(x, z) \), if \( x_{n+1} > \frac{1}{2} \),
(iii) \( W = 0 \) in a neighborhood of \( \partial B^+_1 \times [-1, 1] \),
(iv) \( W(x, x_{n+1}, 0) = \left\{ \begin{array}{ll} 0 & \text{if } x_{n+1} \leq 0, \\ \bar{w}(x, 0) & \text{if } x_{n+1} > 0, \end{array} \right. \)
(v) \( \int_{B^+_1 \times [-1, 1]} |\nabla W|^2 z^a \, dX < \infty \),

where \( X = (x, x_{n+1}, z) \in \mathbb{R}^{n+2} \).

**Proof.** First we assume that \( 0 \leq \bar{w} \leq 1 \). Moreover we can think \( \bar{w} \) is defined in \( \mathbb{R}^{n+2} \) and is constant in the \( x_{n+1} \) variable. Let \( \pi \) be the extension in \( \mathbb{R}^{n+2} \) corresponding to \( \chi_{(x_{n+1}>0)} \). Then the function

\[
W_1 := \min\{\bar{w}, \pi\}
\]
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satisfies the last three points of \((5.34)\).

Now we modify \(W_1\) so that points (i) and (ii) of \((5.34)\) also hold.

Let \(\phi_1\) be a smooth cutoff function on \(\mathbb{R}\), with \(\phi_1 = 0\) outside \([-1/2, 1/2]\) and \(\phi_1 = 1\) on \([-1/4, 1/4]\). Now define \(\phi_2 := 1 - \phi_1\) on \([0, \infty)\) and \(\phi_2 := 0\) on \((-\infty, 0)\). Then

\[
\forall v := \phi_1(x_{n+1}) W_1 + \phi_2(x_{n+1}) \bar{w}
\]
satisfies all the properties in \((5.34)\).

The general case follows by repeating this construction for the (scaled) positive and negative parts, \(\bar{w}^+\) and \(\bar{w}^-\), and then subtracting the functions we obtain.

\[
\square
\]

We will exploit this result in the proof of the following

**Theorem 5.33.** The set \(E \subset \mathbb{R}^n\) is locally \(s\)-minimal in \(\mathbb{R}^n\) if and only if the set \(E \times \mathbb{R}\) is locally \(s\)-minimal in \(\mathbb{R}^{n+1}\).

**Proof.** First of all, notice that if \(\bar{u} = \bar{u}(x, z)\) is the extension in \(\mathbb{R}^{n+1}\) for the function \(\chi_E - \chi_{\mathbb{R}^n}\), then by making \(\bar{u}\) to be constant in the \(x_{n+1}\) variable we obtain the extension in \(\mathbb{R}^{n+2}\) corresponding to \(E \times \mathbb{R}\).

\(\Rightarrow\) Assume \(E\) is locally \(s\)-minimal in \(\mathbb{R}^n\).

As we remarked above, the extension in \(\mathbb{R}^{n+2}\) corresponding to \(E \times \mathbb{R}\) is the function \(U(x, x_{n+1}, z) = \bar{u}(x, z)\), which is constant in the \(x_{n+1}\) variable. Therefore \(\nabla U| = |\nabla_X U| = |\nabla \bar{u}|\), where \(\nabla_X\) denotes the gradient in the \((x, z)\) variables.

Also notice that for any function \(\bar{v}(x, x_{n+1}, z)\) we have \(|\nabla \bar{v}|^2 \geq |\nabla_X \bar{v}|^2\) for every fixed \(x_{n+1}\).

Now suppose that \(\bar{v}\) is s.t. sup\(\text{p}(\bar{v} - U) \subset Q\), where \(Q\) is a bounded open cube in \(\mathbb{R}^{n+2}\), and the trace of \(\bar{v}\) on \(\{z = 0\}\) takes only the values \(\pm 1\).

Let \(Q_t := Q \cap \{x_{n+1} = t\}\) and \(Q^+_t := Q_t \cap \{z > 0\}\). Then slicing we get

\[
\int_Q |\nabla \bar{v}|^2 z^a dX \geq \int_{Q_t} (\int_{Q_t} |\nabla_X \bar{v}|^2 z^a dX) dt,
\]

and the minimality of \(E\) implies, as in Proposition 5.17

\[
\int_{Q^+_t} |\nabla_X \bar{v}|^2 z^a dX \geq \int_{Q^+_t} |\nabla \bar{u}|^2 z^a dX = \int_{Q^+_t} |\nabla U|^2 z^a dX.
\]

Therefore

\[
\int_{Q^+_t} |\nabla \bar{v}|^2 z^a dX \geq \int_{Q^+_t} |\nabla U|^2 z^a dX,
\]

which implies the minimality of \(E \times \mathbb{R}\) in \(Q\), again via Proposition 5.17 and hence the local \(s\)-minimality of \(E \times \mathbb{R}\) in \(\mathbb{R}^{n+2}\).

\(\Leftarrow\) Assume \(E \times \mathbb{R}\) is locally \(s\)-minimal in \(\mathbb{R}^{n+2}\).

Let \(\bar{v}(x, z)\) be s.t. sup\(\text{p}(\bar{v} - U) \subset B_R \subset \mathbb{R}^{n+1}\) and the trace of \(\bar{v}\) on \(\{z = 0\}\) takes only the values \(\pm 1\). We want to show

\[
\int_{B_{R}^+} |\nabla \bar{v}|^2 z^a dX \geq \int_{B_{R}^+} |\nabla \bar{u}|^2 z^a dX.
\]

(5.35)

We can suppose that the first integral is finite. Moreover the local minimality of \(E \times \mathbb{R}\) implies

\[
\int_{-1}^1 \left( \int_{B_{R}^+} |\nabla \bar{u}|^2 z^a dX \right) dx_{n+1} = \int_{B_{R}^+ \times [-1,1]} |\nabla U|^2 z^a dX < \infty,
\]
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so the second integral above is also finite.

Using previous Lemma, we can construct a competitor for $\mathcal{U}$ and obtain (5.35) by confronting the corresponding energies.

Let $c > 1$ and let $W$ be the function obtained in Lemma [5.32] for $\tilde{w} := \tilde{u} - \bar{v}$.

Now we consider the function $V(x, x_{n+1}, z)$, defined in $D := B^+_R \times [-c+1, c+1]$ as

\[ V(x, x_{n+1}, z) := \begin{cases} 
\bar{v}(x, z), & \text{if } |x_{n+1}| \leq c - 1, \\
\bar{v}(x, z) + W(x, |x_{n+1}|-c, z), & \text{if } -1 < |x_{n+1}| - c \leq 1.
\end{cases} \]

This function $V$ is a competitor for $\mathcal{U}$ in $D^+_n := D \cap \{z > 0\}$ in the sense of Proposition 5.17. Moreover notice that $V$ is even in the $x_{n+1}$ variable and the energy is s.t.

\[ \int_{B^+_R \times [-c, c+1]} |\nabla V|^2 z^a \, d\mathcal{Y} = \Lambda \]

is independent of $c$ and

\[ \int_{B^+_R \times [0, -c]} |\nabla V|^2 z^a \, d\mathcal{Y} = (c-1) \int_{B^+_R} |\nabla \tilde{u}|^2 z^a \, dX. \]

Therefore the minimality of $E \times \mathbb{R}$ gives

\[ 2(c+1) \int_{B^+_R} |\nabla \tilde{u}|^2 z^a \, dX = \int_{D}^{c+1} \left( \int_{B^+_R} |\nabla \tilde{u}|^2 z^a \, dX \right) dx_{n+1} \]

\[ = \int_{D^+} |\nabla U|^2 z^a \, d\mathcal{Y} \leq \int_{D^+} |\nabla V|^2 z^a \, d\mathcal{Y} \]

\[ = 2(c-1) \int_{B^+_R} |\nabla \tilde{u}|^2 z^a \, dX + 2\Lambda. \]

Dividing by $2c$ and letting $c \to \infty$ we get (5.35), concluding the proof.

Now we prove the dimension reduction result. The idea is to blow-up a singular cone in correspondence of a non-vertex singularity. The tangent cone thus obtained is a cylinder whose base is a cone which is singular in the vertex.

**Theorem 5.34 (Dimension Reduction).** Let $C$ be an $s$-minimal cone in $\mathbb{R}^n$, with $x_0 = e_n \in \partial C$ (and vertex in 0). From any sequence converging to $\infty$ we can extract a subsequence $\lambda_k \to \infty$ s.t.

\[ \lambda_k (C - x_0) \xrightarrow{\text{loc}} A \times \mathbb{R}, \]

where $A$ is an $s$-minimal cone in $\mathbb{R}^{n-1}$.

Moreover, if $x_0$ is a singular point for $\partial C$ then 0 is a singular point for $A$.

**Proof.** We already know (Proposition 5.27) that a blow-up limit $D$ exists and that it is an $s$-minimal cone (Theorem 5.25). Suppose that $D = A \times \mathbb{R}$. Then previous Theorem implies that $A$ is locally $s$-minimal in $\mathbb{R}^{n-1}$; moreover, since $A \times \mathbb{R}$ is a cone, also $A$ must be a cone.

As for the last claim, we remark that $A \times \mathbb{R}$ is the tangent cone for $C$ at $x_0$. Therefore if it were regular in 0, the cone $C$ would be regular in $x_0$ (Theorem...
To conclude, notice that 0 is a regular point of $A \times \mathbb{R}$ if and only if 0 is regular for $A$.

We are left to show that the blow-up limit $D$ is of the form $D = A \times \mathbb{R}$, i.e. that $D$ is constant in the $e_n$ direction. To do this, we show that if $x$ is an interior point of $D$, then the whole line $L := \{x + te_n \mid t \in \mathbb{R}\}$ is included in the interior of $D$.

Indeed, let $x$ be an interior point of $D$ i.e. $B_{\epsilon}(x) \subset D$. Then by uniform density (exploiting Corollary 3.19) we have

$$B_{\epsilon/2}(x) \subset C_k := \lambda_k(C - x_0),$$

for all $k$ big enough.

Notice that $C_k = C - \lambda_k e_n$ is a cone with vertex in $-\lambda_k e_n$. Let $T_k$ be the cone with vertex in $-\lambda_k e_n$ generated by $B_{\epsilon/2}(x)$. Then $T_k \subset C_k$ and

$$T_k \to \bigcup_{t \in \mathbb{R}} (B_{\epsilon/2}(x) + te_n) = N_{\epsilon/2}(L).$$

As a consequence we get $N_{\epsilon/2}(L) \subset D$, as wanted, concluding the proof.

\[ \square \]

**Remark 5.35.** Since there are no singular $s$-minimal cones in dimension 2, previous Theorem implies that $s$-minimal cones in $\mathbb{R}^3$ can have at most one singularity, in the origin.

Finally we are ready to estimate the dimension of the singular set.

The argument is the same as the one for classical minimal surfaces.

We recall some definitions and results about Hausdorff measures which we will need in the proof. For the details we refer to e.g. [30] or Chapter 11 of [29].

Let $E \subset \mathbb{R}^n$, $d \in [0, \infty)$ and $\delta \in (0, \infty]$. Then

$$H^d_\delta(E) := \frac{\omega_d}{2^d} \inf \left\{ \sum_{j=1}^\infty (\text{diam } S_j)^d \mid E \subset \bigcup_{j=1}^\infty S_j, \text{ diam } S_j < \delta \right\},$$

and

$$H^d(E) := \lim_{\delta \to 0} H^d_\delta(E) = \sup_\delta H^d_\delta(E).$$

It is easy to show that

$$H^d_\infty(E) = 0 \iff H^d(E) = 0,$$

and

$$H^d_\infty(E) = 0 \implies H^{d+1}_\infty(E \times \mathbb{R}) = 0.$$

We also recall the following density property: if $E \subset \mathbb{R}^n$ and $d > 0$, then

$$\limsup_{r \to 0} \frac{H^d_\infty(E \cap B_r(x))}{\omega_d r^d} \geq \frac{1}{2^d}, \quad \text{for } H^d\text{-a.e. } x \in E.$$

**Theorem 5.36 (Dimension of the Singular Set).** Let $E \subset \mathbb{R}^n$ be $s$-minimal in $\Omega$. The singular set $\Sigma_E \subset \partial E \cap \Omega$ has Hausdorff dimension at most $n - 3$, i.e.

$$H^d(\Sigma_E) = 0, \quad \text{for every } d > n - 3.$$
The main part of the proof is the following

**Proposition 5.37.** Let \( \{E_h\} \) and \( E \) be \( s \)-minimal sets in \( \Omega \) s.t. \( E_h \rightharpoonup E \). Then, for every compact set \( K \subset \Omega \) and every \( \epsilon > 0 \),
\[
\Sigma_{E_h} \cap K \subset N_\epsilon(\Sigma_E \cap K),
\]
for \( h \) sufficiently large. Therefore
\[
H^d_\infty(\Sigma_E \cap K) \geq \limsup_{h \to \infty} H^d_\infty(\Sigma_{E_h} \cap K).
\]

**Proof.** We remark that (5.40) is an immediate consequence of (5.39).

Suppose (5.39) is false. Then (up to a subsequence) for every \( h \) there exists \( x_h \in \Sigma_{E_h} \cap K \) s.t. \( d(x_h, \Sigma_E \cap K) \geq \epsilon \). Since \( K \) is compact, we can suppose \( x_k \rightharpoonup x_0 \in K \) and using Corollary 3.19 we find \( x_0 \in \partial \Sigma \).

We only need to show that \( x_0 \in \Sigma_E \). Then for \( h \) big enough we have
\[
x_h \in B_\epsilon(x_0) \subset N_\epsilon(\Sigma_E \cap K),
\]
giving a contradiction.

Up to considering translated sets and \( \Omega' \subset \subset \Omega \) s.t. \( K \subset \Omega' \), we can suppose that \( x_h = 0 = x_0 \) for every \( h \).

If 0 is a regular point for \( E \), then (up to dilation and rotation) we have \( \partial E \cap B_{3/2} \subset \{|x_n| < \epsilon_0/2\} \).

But then Corollary 3.19 implies
\[
\partial E_h \cap B_1 \subset \{|x_n| \leq \epsilon_0\},
\]
for all \( h \) large enough and hence 0 is a regular point for \( E_h \) thanks to Theorem 5.6. This gives a contradiction, concluding the proof.

**Proof of Theorem 5.36.** We begin by proving the following
\[
H^d(\Sigma_E) > 0 \implies \exists C \subset \mathbb{R}^n s\text{-minimal cone s.t. } H^d(\Sigma_C) > 0.
\]

Since \( H^d(\Sigma_E) > 0 \), using (5.38) we know that there exist \( x \in \Sigma_E \) and a sequence \( r_h \to 0 \) s.t.
\[
H^d_\infty(\Sigma_E \cap B_r(x)) \geq \omega_d r_h^{d+1}. \tag{5.42}
\]

We can suppose that \( x = 0 \). Up to a subsequence we know that \( E_h := r_h^{-1}E \) converges locally in \( \mathbb{R}^n \) to an \( s \)-minimal cone \( C \). Moreover each \( E_h \) is \( s \)-minimal in \( r_h^{-1}\Omega \supset \Omega \). Also notice that clearly
\[
\Sigma_{E_h} = r_h^{-1}\Sigma_E,
\]
and hence scaling in (5.42) we get
\[
H^d_\infty(\Sigma_{E_h} \cap B_1) = r_h^{-d}H^d_\infty(\Sigma_E \cap B_{r_h}) \geq \omega_d r_h^{d+1}.
\]

Passing to the limit in \( h \) and using (5.40) we get \( H^d_\infty(\Sigma_C) > 0 \). Thanks to (5.36), this proves (5.41).
Now, if $C \subset \mathbb{R}^n$ is a singular $s$-minimal cone s.t. $\mathcal{H}^d(\Sigma_C) > 0$, we can repeat the same argument blowing-up near some $x \in \Sigma_C$, $x \neq 0$. By Theorem 5.34 we know that the limiting cone is of the form $A \times \mathbb{R}$, with $A \subset \mathbb{R}^{n-1}$ a singular $s$-minimal cone. From the preceding discussion we know that $\mathcal{H}^d(\Sigma_{A \times \mathbb{R}}) > 0$ and hence, using (5.37), $\mathcal{H}^{d-1}(\Sigma_A) > 0$.

Repeating this argument, we get the existence of a singular $s$-minimal cone $C_k \subset \mathbb{R}^{n-k}$, with $\mathcal{H}^{d-k}(\Sigma_{C_k}) > 0$, for every $k < d$.

Since, as remarked above, $s$-minimal cones in $\mathbb{R}^3$ can have at most one singular point, we conclude that $d \leq n - 3$.

As a consequence of this estimate, since we know that $\partial E$ is $C^{1,\alpha}$ in a neighborhood of any regular point, we immediately get the following

**Corollary 5.38.** Let $E \subset \mathbb{R}^n$ be $s$-minimal in $\Omega$. Then $\partial E \cap \Omega$ has Hausdorff dimension at most $n - 1$, i.e. $\mathcal{H}^d(\partial E \cap \Omega) = 0$, for every $d > n - 1$.

### 5.5 Further Results

In this last section we collect some more results about the regularity of nonlocal minimal surfaces. For the details and the proofs we refer to the corresponding articles.

We begin by saying something more about the dimension of the singular set. Suppose we know that there are no singular $s$-minimal cones in $\mathbb{R}^m$. Then we can apply the same argument used in the proof of Theorem 5.36 to prove that the singular set $\Sigma_E$ has Hausdorff dimension at most $n - (m + 1)$.

In the classical case it is well known that there are no minimal cones in $\mathbb{R}^m$ for any $m \leq 7$. Therefore, using the dimension reduction argument we obtain Theorem 1.24, which completely characterizes the regularity of a classical minimal surface.

However in the nonlocal case it is not known, for a general $s$, whether or not there exist singular $s$-minimal cones in dimension $m \geq 3$.

In [13] the authors exploited uniform estimates as $s \to 1$ to prove that when $s$ is sufficiently close to 1, they don’t exist and hence the singular set has the same dimension as in the local case.

**Theorem 5.39.** Let $n \leq 7$. There exists $\epsilon_0 > 0$ s.t. if $s \in (1, \epsilon_0, 1)$, then any $s$-minimal cone is a half-space.

**Theorem 5.40.** There exists $\epsilon_0 > 0$ s.t. if $s \in (1 - \epsilon_0, 1)$, then

(i) if $n \leq 7$ then the boundary of any $s$-minimal set is locally a $C^{1,\alpha}$-hypersurface,

(ii) if $n = 8$ then the boundary of any $s$-minimal set is locally a $C^{1,\alpha}$-hypersurface, except at most at countably many isolated points,
(iii) if \( n \geq 9 \) then the boundary of any \( s \)-minimal set is locally a \( C^{1,\alpha} \) hypersurface outside a closed set \( \Sigma_E \), with \( \mathcal{H}^d(\Sigma_E) = 0 \) for any \( d > n - 8 \).

On the other hand in [19] the authors studied a particular kind of cones, the Lawson cones
\[
C_\alpha = \{(u, v) \in \mathbb{R}^m \times \mathbb{R}^n \mid |v| = \alpha |u|\},
\]
with \( m, n \geq 1 \), and proved that there is a unique \( \alpha = \alpha(s, m, n) > 0 \) s.t. \( C_\alpha \) is \( s \)-minimal in \( \mathbb{R}^m + \mathbb{R}^n \). We denote \( C^n_{m}(s) \) such a cone.

Unlike what happens in the classical case, when \( n \geq 3 \) a nontrivial \( s \)-minimal cone, \( C^{n-1}_{n}(s) \), does indeed exist.

Moreover when \( s \) is sufficiently close to 0, all Lawson cones \( C^n_{m}(s) \) are shown to be unstable if \( N := n + m \leq 6 \) and stable if \( N = 7 \).

This suggests that a regularity theory up to a singular set of dimension \( N - 7 \) should be the best possible for a general \( s \).

In [26] the authors improved the regularity in the neighborhood of a regular point, showing that Lipschitz regularity actually implies \( C^\infty \) regularity.

**Theorem 5.41.** Let \( n \geq 2 \) and let \( E \) be \( s \)-minimal in \( B_1 \). If \( \partial E \cap B_1 \) is locally Lipschitz, then \( \partial E \cap B_1 \) is \( C^\infty \).

This improves Theorem 5.28

In particular this guarantees that the \( s \)-fractional mean curvature \( I_s[E](x) \) is well defined in every regular point \( x \in (\partial E \setminus \Sigma_E) \cap \Omega \) and the Euler-Lagrange equation is satisfied in the classical sense in every such point. Since \( \mathcal{H}^{n-1}(\Sigma_E \cap \Omega) = 0 \), we see that if \( E \subset \mathbb{R}^n \) is \( s \)-minimal in \( \Omega \), then
\[
I_s[E](x) = 0, \quad \mathcal{H}^{n-1} \text{-a.e. } x \in \partial E \cap \Omega.
\] (5.43)

In [26] the authors also proved a Bernstein-type result

**Theorem 5.42.** Let \( n \geq 2 \) and let \( E = \{(x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid x_n < u(x')\} \) be an \( s \)-minimal graph. If there are no singular \( s \)-minimal cones in dimension \( n - 1 \), then \( u \) is an affine function (thus \( E \) is a half-space).

Another interesting property concerning \( s \)-minimal sets and graphs is given in the recent paper [23]. Roughly speaking, an \( s \)-minimal set which is a subgraph outside a cylinder is actually a subgraph in the whole space.

**Theorem 5.43.** Let \( n \geq 2 \) and let \( \Omega_0 \subset \mathbb{R}^{n-1} \) be a bounded open set with \( \partial \Omega_0 \) of class \( C^{1,1} \). Let \( \Omega := \Omega_0 \times \mathbb{R} \) and let \( E \subset \mathbb{R}^n \) be \( s \)-minimal in \( \Omega \). Assume that
\[
E \setminus \Omega = \{x_n < u(x') \mid x' \in \mathbb{R}^{n-1} \setminus \Omega_0\},
\]
for some continuous \( u : \mathbb{R}^{n-1} \rightarrow \mathbb{R} \). Then
\[
E \cap \Omega = \{x_n < v(x') \mid x' \in \Omega_0\},
\]
for some \( v : \mathbb{R}^{n-1} \rightarrow \mathbb{R} \).

A delicate point is the fact that in general \( s \)-minimal sets are not regular (not even continuous) up to the boundary. Indeed boundary stickiness phenomena may occur.
The boundary behavior is studied in another recent paper by the same authors, [22]. We briefly describe one of the many results obtained in this article, an example of stickiness phenomenon.

For any $\delta > 0$, let $$K_\delta := (B_{1+\delta} \setminus B_1) \cap \{ x_n < 0 \},$$ a small half-ring. Define $E_\delta$ to be the set minimizing $P_\delta(F, B_1)$ among all sets $F \subset \mathbb{R}^n$ s.t. $F \setminus B_1 = K_\delta$.

We remark that in the local framework the set minimizing the perimeter, among all sets having $K_\delta$ as boundary value at $\partial B_1$, is always the flat set $\{ x_n < 0 \} \cap B_1$, independently of $\delta$.

However in the nonlocal framework this changes dramatically, since nonlocal minimizers stick to the boundary $\partial B_1$, provided $\delta$ is suitably small. To be more precise,

**Theorem 5.44.** There exists $\delta_0 = \delta_0(n, s) > 0$ s.t. for any $\delta \in (0, \delta_0]$ we have $E_\delta = K_\delta$.

As described in the article, these rather surprising sticking effects have some (at least vague) heuristic explanations.

For example, to see that $E := (\{ x_n < 0 \} \cap B_1) \cup K_\delta = \{ x_n < 0 \} \cap B_{1+\delta}$ cannot be our nonlocal minimizer, we can look at $I_s[E](0)$.

There is no contribution coming from inside $B_{1+\delta}$ because of symmetry,

$$P.V. \int_{B_{1+\delta}} \frac{\chi_E(y) - \chi_{CE}(y)}{|y|^{n+s}} dy = 0.$$ 

On the other hand, outside $B_{1+\delta}$ we have no contribution coming from $E$,

$$\int_{\mathcal{C}B_{1+\delta}} \frac{\chi_E(y) - \chi_{CE}(y)}{|y|^{n+s}} dy = - \int_{\mathcal{C}B_{1+\delta}} \frac{1}{|y|^{n+s}} dy = - \frac{n \omega_n}{s} (1 + \delta)^{-s}.$$ 

Since $I_s[E](0) < 0$, $E$ cannot be the $s$-minimal set we are looking for.

Now the idea is that, in order to compensate the contribution coming from outside $B_{1+\delta}$ (which is the same for every competitor), our set $E$ has to bend near 0, becoming convex.

However when $\delta$ is very small this bending is not enough to compensate the other contribution and the set $E$ has to stick to the half-ring $K_\delta$ in order to satisfy the Euler-Lagrange equation.
Appendix A

Viscosity Solutions

A.1 Definitions and Basic Properties

We recall the definition of viscosity solutions and some of their properties in the classical context of second order (degenerate) elliptic equations. For a complete introduction to the subject, see [17]. For a quick introduction see [2]. For more details, in particular regarding the regularity theory, see also [7].

We limit ourselves to the local theory, the general nonlocal case needing more technical assumptions, in particular because of the singularity of the kernels appearing in the operators. For the appropriate definitions and properties in the nonlocal framework see [11].

Anyway in the next chapter we will say something also about nonlocal viscosity solutions, but only in the case of the fractional laplacian.

Consider a function

\[ F : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times S(n) \rightarrow \mathbb{R}, \]

where \( S(n) \) denotes the space of symmetric \( n \times n \) matrices, equipped with the usual order. We are looking for a solution to the PDE

\[ F(x, u, \nabla u, D^2 u) = 0. \]

We suppose that \( F \) satisfies the following two conditions:

\[ t \leq s \quad \Rightarrow \quad F(x, t, p, X) \leq F(x, s, p, X), \]  \hspace{1cm} (A.1)

i.e. \( F \) is proper, and

\[ Y \leq X \quad \Rightarrow \quad F(x, t, p, X) \leq F(x, t, p, Y), \]  \hspace{1cm} (A.2)

i.e. \( F \) is degenerate elliptic.

**Example A.1.** The easiest example is that of degenerate elliptic linear equations, i.e. PDE’s of the form

\[ -\sum_{i,j} a_{i,j}(x) \frac{\partial^2 u}{\partial x_i \partial x_j} + \sum_i b_i(x) \frac{\partial u}{\partial x_i} + c(x)u = f(x), \]
where $A(x) = \{a_{i,j}(x)\} \in \mathcal{S}(n)$ and $A(x) \geq 0$. The corresponding $F$ is then
\[ F(x, t, p, X) := -\text{trace}(A(x)X) + b(x) \cdot p + c(x)t - f(x), \]
and the condition $A(x) \geq 0$ guarantees that $F$ is degenerate elliptic. In order for $F$ to be proper we must require $c(x) \geq 0$.

If there exist constants $\lambda, \Lambda > 0$ s.t.
\[ \lambda I_n \leq A(x) \leq \Lambda I_n \quad \text{for all} \quad x, \]
where $I_n$ is the identity matrix, we say as usual that $F$ is uniformly elliptic.

**Example A.2.** A second example, more interesting for us, is that of quasilinear elliptic equations in divergence form
\[ -\text{div}(a(x, \nabla u)) + b(x, u, \nabla u) = 0. \]
The usual notion of ellipticity for such an equation is the monotonicity of the vector field $a(x, p)$ in $p$ as a mapping $a(x, \cdot) : \mathbb{R}^n \to \mathbb{R}^n$, i.e.
\[ (a(x, p) - a(x, p')) \cdot (p - p') > 0, \quad \text{for every} \quad p \neq p' \in \mathbb{R}^n. \]

Supposing we have enough regularity to carry out the differentiation, we can rewrite the equation in nondivergence form as
\[ -\sum_{i,j} \partial a_{ij}(x, \nabla u) \frac{\partial^2 u}{\partial x_i \partial x_j} + b(x, u, \nabla u) - \sum_i \frac{\partial a_i}{\partial x_i}(x, p) = 0 \]
and hence
\[ F(x, t, p, X) = -\text{trace}(D_p a(x, p)X) + b(x, t, p) - \sum_i \frac{\partial a_i}{\partial x_i}(x, p). \]
The monotonicity of $a$ in $p$ guarantees that $F$ is degenerate elliptic and if we ask $b$ to be nondecreasing in $t$ then $F$ is also proper.

The particular case we are interested in is the minimal surface equation (1.20), which is given by
\[ a(x, p) = \frac{p}{\sqrt{1 + |p|^2}}, \quad b = 0, \]
and hence, carrying out the calculation,
\[ F(x, t, p, X) = -\frac{1}{\sqrt{1 + |p|^2}} \text{trace}(X) + \frac{1}{(1 + |p|^2)^{3/2}} \text{trace}(p \otimes p)X. \]

We remark that another important example belonging to this class is the so called $m$-Laplace equation
\[ -\text{div}(|\nabla u|^{m-2} \nabla u) = 0, \quad m \in (1, \infty). \]

For much more examples see [17].

Before giving the definition of viscosity solution, we show where it comes from. Suppose $F$ is proper, degenerate elliptic and suppose also it is continuous. Suppose we already have a classical subsolution of $F = 0$, i.e. $u \in C^2(\mathbb{R}^n)$ s.t.
\[ F(x, u(x), \nabla u(x), D^2u(x)) \leq 0 \quad \text{for every} \quad x \in \mathbb{R}^n. \]
Now, if we have a function $\varphi \in C^2(\mathbb{R}^n)$ s.t. $x_0$ is a local maximum for $u - \varphi$, then from calculus we know that $\nabla u(x_0) = \nabla \varphi(x_0)$ and $D^2 u(x_0) \leq D^2 \varphi(x_0)$. Therefore by degenerate ellipticity

$$F(x_0, u(x_0), \nabla \varphi(x_0), D^2 \varphi(x_0)) \leq F(x_0, u(x_0), \nabla u(x_0), D^2 u(x_0)) \leq 0.$$ 

Notice that the first term in the inequality does not depend on any derivative of $u$. This suggests the following definition of viscosity solution, based on an appropriate class of test functions. For simplicity we restrict to open sets; for the general definitions see [17].

**Definition A.3.** Suppose $F$ is proper and degenerate elliptic and let $\Omega \subset \mathbb{R}^n$ be open. A viscosity subsolution of $F = 0$ on $\Omega$ is an upper semicontinuous function $u : \Omega \rightarrow \mathbb{R}$ s.t.

$$F(x_0, u(x_0), \nabla \varphi(x_0), D^2 \varphi(x_0)) \leq 0,$$

for every $x_0 \in \Omega$ and every $\varphi \in C^2(\Omega)$ s.t. $x_0$ is a local maximum for $u - \varphi$.

In the same way, a viscosity supersolution of $F = 0$ on $\Omega$ is a lower semicontinuous function $u : \Omega \rightarrow \mathbb{R}$ s.t.

$$F(x_0, u(x_0), \nabla \varphi(x_0), D^2 \varphi(x_0)) \geq 0,$$

for every $x_0 \in \Omega$ and every $\varphi \in C^2(\Omega)$ s.t. $x_0$ is a local minimum for $u - \varphi$. A function $u : \Omega \rightarrow \mathbb{R}$ is a viscosity solution of $F = 0$ if it is both a viscosity subsolution and supersolution.

Notice in particular that a viscosity solution, being both upper and lower semicontinuous, is continuous.

Since only the derivatives of $\varphi$ are involved, we can assume that the local maximum (minimum) of $u - \varphi$ is 0, i.e. that

$$u(x_0) = \varphi(x_0).$$

Moreover, up to considering a perturbation of $\varphi$, it is not restrictive to suppose the maximum (minimum) to be strict, i.e.

$$u(x) < \varphi(x) \quad (u(x) > \varphi(x) \text{ respectively}),$$

for every $x \neq x_0$ in a neighborhood of $x_0$.

From the geometric point of view this means that the graph of $\varphi$ touches the graph of $u$ from above (below) at $x_0$ and that $(x_0, u(x_0))$ is the only contact point (in a neighborhood).

Exploiting Taylor expansions we can give equivalent definitions based on the notions of subjets and superjets. Roughly speaking, instead of taking general $C^2$ tangent graphs, we can restrict ourselves to (small perturbations of) tangent paraboloids.

**Definition A.4.** Let $\Omega$ be an open set and let $u : \Omega \rightarrow \mathbb{R}$ be upper semicontinuous. The second order superjet of $u$ at $x_0 \in \Omega$ is the collection $J^2_{\Omega^+} u(x_0)$ of all pairs $(p, X) \in \mathbb{R}^n \times \mathcal{S}(n)$ s.t.

$$u(x) \leq u(x_0) + \langle p, x - x_0 \rangle + \frac{1}{2} \langle X(x - x_0), x - x_0 \rangle + o(|x - x_0|^2), \quad \text{as } x \rightarrow x_0.$$
In the same way we can define the second order subjet \( J^2_{-\Omega} u(x_0) \) of a lower semicontinuous function \( u \), as the collection of pairs \((p, X) \in \mathbb{R}^n \times \mathcal{S}(n) \) which satisfy the opposite inequality.

Notice that since this is a local notion and we are considering only open sets \( \Omega \), the subjet and the superjet do not really depend on \( \Omega \).

**Remark A.5.** It is clear that \( u \) is twice differentiable at \( x_0 \) if and only if \( J^2 u(x_0) := J^2_{+\Omega} u(x_0) \cap J^2_{-\Omega} u(x_0) \) is nonempty, in which case
\[
J^2 u(x_0) = \{ (\nabla u(x_0), D^2 u(x_0)) \}.
\]

It is easy to verify the following

**Proposition A.6.** Let \( \Omega \) be an open set and let \( u : \Omega \to \mathbb{R} \) be an upper semicontinuous function. Then \( u \) is a viscosity subsolution of \( F = 0 \) if and only if
\[
F(x, u(x), p, X) \leq 0 \quad \text{for all } x \in \Omega \text{ and } (p, X) \in J^2_{+\Omega} u(x).
\]
Similarly for viscosity supersolutions.

One of the basic existence theorems for viscosity solutions is based on Perron’s method.

**Theorem A.7** (Perron). Let \( f, g \) be respectively a subsolution and a supersolution of \( F = 0 \) in an open set \( \Omega \), s.t.
\[
f(x) \leq g(x), \quad f(x) > -\infty, \quad g(x) < \infty \quad \forall x \in \Omega.
\]
Then there exists a viscosity solution \( u \) of \( F = 0 \) in \( \Omega \) satisfying
\[
f(x) \leq u(x) \leq g(x) \quad \forall x \in \Omega.
\]

An important observation for the proof is that the sup of any family of viscosity subsolutions is again a viscosity subsolution (wherever it is finite).

**Remark A.8.** Under some additional assumptions on \( F \), namely
\[
\gamma(t - s) \leq F(x, t, p, X) - F(x, s, p, X) \quad \text{for } t \geq s,
\]
and an appropriate growth condition with respect to \( p \) (for the details see the [User’s Guide]) it is possible to prove a comparison principle.

Let \( \Omega \) be a bounded open set. Let \( u \) be a subsolution of \( F = 0 \), upper semicontinuous in \( \Omega \), and \( v \) be a supersolution, lower semicontinuous in \( \overline{\Omega} \). If \( u \leq v \) on \( \partial \Omega \), then \( u \leq v \) on \( \Omega \).

In particular, when \( F \) satisfies this comparison principle, if we impose some boundary condition \( w = f \) on \( \partial \Omega \), then if \( u \) is a viscosity subsolution and \( v \) is a viscosity supersolution, we have \( u \leq v \).
A.2 Harnack Inequality

We conclude this chapter by stating a regularity result for a class of fully non-linear elliptic equations. For the proof see [32].

We consider

\[ F : B_1 \times \mathbb{R} \times \mathbb{R}^n \times S(n) \rightarrow \mathbb{R} \]

degenerate elliptic and satisfying the following hypothesis for \( |p| \leq \delta, |t| \leq \delta \)

1. \( F(x, t, p, \cdot) \) is uniformly elliptic in a \( \delta \)-neighborhood of the origin, with ellipticity constants \( \Lambda \geq \lambda > 0 \) i.e.

\[ \lambda |Y| \leq F(x, t, p, X) - F(x, t, p, X + Y) \leq \Lambda |Y|, \quad \text{if } Y \geq 0, |X|, |Y| \leq \delta, \]

2. constants are solutions of \( F = 0 \), i.e.

\[ F(x, t, 0, 0) = 0, \]

and \( F \) is Lipschitz in \( p \)

\[ |F(x, t, p, X) - F(x, t, p', X)| \leq L |p - p'|, \quad |X|, |p|, |p'| \leq \delta. \]

**Remark A.9.** Notice that the minimal surface equation satisfies the above hypothesis.

For such an \( F \) we can prove the following Harnack inequality for flat solutions

**Theorem A.10 (Harnack Inequality).** Let \( F \) be as above. There exist universal constants \( c_0 \) small and \( C_0 \) large s.t., if \( u : B_1 \rightarrow \mathbb{R} \) is a viscosity solution of \( F = 0 \), with

\[ 0 \leq u \leq c_0 \delta \quad \text{in } B_1, \]

then

\[ u \leq C_0 u(0) \quad \text{in } B_{1/2}. \]

As a consequence we obtain that the oscillation of a flat solution decreases in the interior

**Corollary A.11.** Let \( u \) be a viscosity solution of \( F = 0 \), with

\[ u(0) = 0, \quad \|u\|_{L^\infty(B_1)} \leq c_0 \delta. \]

Then

\[ \|u\|_{L^\infty(B_{1/2})} \leq (1 - \nu)\|u\|_{L^\infty(B_1)}, \]

for some small universal constant \( \nu > 0 \).

Adapting the technique used in the proofs, one can then obtain the theorems for the regularity of minimal surfaces stated at the end of Chapter 1.

Assume \( F \) to be more regular, i.e. \( F \in C^2 \) with \( |D^2 F| \leq K \) in a \( \delta \)-neighborhood of the set \( \{(x, 0, 0, 0) \mid x \in B_1\} \) and suppose that instead of (2) \( F \) satisfies

3. \( 0 \) is a solution of \( F = 0 \), i.e. \( F(x, 0, 0, 0) = 0. \)

Then we can prove the following regularity result
Theorem A.12. There exists a constant $c_1$ (depending on $F$) s.t. if $u$ is a viscosity solution of $F = 0$, with

$$\|u\|_{L^\infty(B_1)} \leq c_1,$$

then $u \in C^{2,\alpha}(B_{1/2})$, and

$$\|u\|_{C^{2,\alpha}(B_{1/2})} \leq \delta.$$
Appendix B

Fractional Laplacian

B.1 Definitions

For all the details we remand to the [20] and the references cited therein. There are several equivalent ways to define the fractional Laplacian.

Definition B.1. Let $s \in (0, 1)$. For any $u \in S(\mathbb{R}^n)$, the $s$-fractional Laplacian of $u$ in $x$ is defined as

$$(-\Delta)^s u(x) := C(n, s) \text{P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy,$$

(B.1)

where the constant $C(n, s)$ is defined as

$$C(n, s) := \left( \int_{\mathbb{R}^n} \frac{1 - \cos(\zeta_1)}{|\zeta|^{n+2s}} \, d\zeta \right)^{-1}.$$

Notice that, for every $\delta > 0$ we have

$$\int_{\mathcal{C}B_\delta(x)} \frac{|u(x) - u(y)|}{|x - y|^{n+2s}} \, dy \leq 2\|u\|_{L^\infty(\mathbb{R}^n)} \int_{\mathcal{C}B_\delta(x)} \frac{1}{|x - y|^{n+2s}} \, dy < \infty,$$

for every $s \in (0, 1)$. On the other hand

$$|u(x) - u(y)| \leq C|x - y|,$$

so that, if $s \in (0, 1/2)$,

$$\int_{B_{\delta/2}(x)} \frac{|u(x) - u(y)|}{|x - y|^{n+2s}} \, dy \leq C \int_{B_{\delta/2}(x)} \frac{1}{|x - y|^{n+2s-1}} \, dy < \infty.$$

Therefore there is no real need to consider the principal value for $s \in (0, 1/2)$.

We can rewrite the singular integral as a weighted second order differential quotient, exploiting the symmetry of the kernel.

Proposition B.2. Let $s \in (0, 1)$. For any $u \in S(\mathbb{R}^n)$

$$(-\Delta)^s u(x) = -\frac{1}{2} C(n, s) \int_{\mathbb{R}^n} \frac{u(x + y) + u(x - y) - 2u(x)}{|y|^{n+2s}} \, dy,$$

for every $x \in \mathbb{R}^n$. 
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Notice that there is no need to take the principal value in the right hand side, since for every \( s \in (0, 1) \)
\[
\frac{|u(x + y) + u(x - y) - 2u(x)|}{|y|^{n+2s}} \leq \frac{||D^2u||_{L^\infty(\mathbb{R}^n)}}{|y|^{n+2s-2}},
\]
which is integrable near 0.

The fractional Laplacian \((-\Delta)^s\) can be equivalently defined using the Fourier transform \(F\), as a pseudo-differential operator of symbol \(|\xi|^{2s}\).

**Proposition B.3.** Let \( s \in (0, 1) \) and let \((-\Delta)^s : S(\mathbb{R}^n) \longrightarrow L^2(\mathbb{R}^n)\) be the fractional Laplacian operator defined above. Then for any \( u \in S(\mathbb{R}^n) \),
\[
(-\Delta)^s u = F^{-1}(|\xi|^{2s}(Fu)).
\]

The constant \( C(n, s) \) was defined in such a way that there is no constant appearing in the above equality.

Another interesting observation is the following

**Proposition B.4.** Let \( s \in (0, 1) \). For every \( u \in H^s(\mathbb{R}^n) \),
\[
[u]^2_{H^s(\mathbb{R}^n)} = 2C(n, s)^{-1} \int_{\mathbb{R}^n} |\xi|^{2s} |F u(\xi)|^2 d\xi.
\]

As a consequence we get

**Proposition B.5.** Let \( s \in (0, 1) \). For every \( u \in H^s(\mathbb{R}^n) \),
\[
[u]^2_{H^s(\mathbb{R}^n)} = 2C(n, s)^{-1} \|(-\Delta)^s u\|^2_{L^2(\mathbb{R}^n)}.
\]

**Proof.** Using the Plancherel formula we get
\[
\|(-\Delta)^s u\|^2_{L^2(\mathbb{R}^n)} = \|F(-\Delta)^s u\|^2_{L^2(\mathbb{R}^n)} \quad \text{and hence}
\]
\[
\|(-\Delta)^s u\|^2_{L^2(\mathbb{R}^n)} = \|\xi |^{2s} F u\|^2_{L^2(\mathbb{R}^n)} = \frac{1}{2} C(n, s) [u]^2_{H^s(\mathbb{R}^n)}.
\]

In particular this implies that the operator in the Euler-Lagrange equation for the minimization of the \( H^s \) seminorm is the \( \frac{1}{2} \)-fractional Laplacian.

In order for the fractional Laplacian to be well defined in some point \( x_0 \), we can weaken the requests on the function \( u : \mathbb{R}^n \longrightarrow \mathbb{R} \) in such a way that we still have integrability away from \( x_0 \), and ask \( u \) to be regular enough in a neighborhood of \( x_0 \). For example, notice that the condition
\[
\int_{\mathbb{R}^n} \frac{|u(y)|}{(1 + |y|^2)^{\frac{n+2s}{2}}} dy < \infty, \quad (B.3)
\]
guarantees that for every \( x_0 \in \mathbb{R}^n \)
\[
\int_{\mathcal{B}_{Kn}(x_0)} \frac{|u(x_0) - u(y)|}{|x_0 - y|^{n+2s}} dy < \infty,
\]
for every $\delta > 0$.

Therefore if $u$ is $C^2$ in some neighborhood of $x_0$, then $(-\Delta)^s u(x_0)$ is well defined. Actually, it is enough to require $u$ to be $C^{2s+\epsilon}$, if $s \in (0, 1/2)$, or $C^{1,2s-1+\epsilon}$, if $s \in [1/2, 1)$, for some $\epsilon > 0$, in a neighborhood of $x_0$.

In any case it is proved in [35] that the fractional Laplacian $(-\Delta)^s$ can be defined in the distributional sense for every function $u$ in the weighted $L^1$-space

$$L_s := \left\{ u : \mathbb{R}^n \rightarrow \mathbb{R} \left| \int_{\mathbb{R}^n} \frac{|u(y)|}{(1 + |y|^2)^{n + 2s}} \, dy < \infty \right. \right\}. \quad (B.4)$$

**Remark B.6.** Notice that when $s > 1/2$, the condition (B.3) is satisfied in particular by functions $u \in L^1_{loc}(\mathbb{R}^n)$ that grow at infinity at most like $|y|^{1+\alpha}$, for some $\alpha \in (0, 2s - 1)$.

**Remark B.7.** We also remark that $L_s \subset L^1_{loc}(\mathbb{R}^n)$. Indeed, if $\Omega$ is a bounded open set and $u \in L_s$, then

$$\int_{\Omega} |u| \, dx = \int_{\Omega} \frac{|u(x)|}{(1 + |x|^2)^{n + 2s + \frac{\alpha}{2}}} \, dx \leq \max_{x \in \Omega} (1 + |x|^2)^{\frac{n + 2s}{2}} \int_{\mathbb{R}^n} \frac{|u(x)|}{(1 + |x|^2)^{n + 2s}} \, dx < \infty.$$

In [35] the following result is proved.

**Proposition B.8.** Let $s \in (0, 1)$ and let $\Omega$ be an open set. If $u \in L_s$ is s.t. either

$$u \in C^{2s+\epsilon}(\Omega), \quad \text{if} \quad s < \frac{1}{2},$$

or

$$u \in C^{1,2s-1+\epsilon}(\Omega), \quad \text{if} \quad s \geq \frac{1}{2},$$

for some $\epsilon > 0$, then

$$(-\Delta)^s u \in C(\Omega).$$

For more details about the regularity of $(-\Delta)^s u$ see [35].

### B.2 Liouville-type Theorem

In this section we show that if $u$ is a viscosity solution of the equation

$$(-\Delta)^s u = 0, \quad \text{in} \quad B_1,$$

in the sense explained below, with $s > 1/2$, and if $u$ grows at infinity at most like $|x|^{1+\alpha}$, then it is linear.

**Remark B.9.** Notice that if $u(x_0) = v(x_0)$ and $u < v$ on $\mathbb{R}^n \setminus \{x_0\}$, then $(-\Delta)^s u(x_0) \geq (-\Delta)^s v(x_0)$, provided these are well defined.

In particular, if $(-\Delta)^s u(x_0) \leq f(x_0)$, then $(-\Delta)^s v(x_0) \leq f(x_0)$ for every regular enough $v$ touching $u$ from above at $x_0$.

The above remark motivates the following definition of viscosity solution in an open set $\Omega$. 

---
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Definition B.10. Let \( s \in (0, 1) \). A function \( u : \mathbb{R}^n \to \mathbb{R} \), s.t. \( u \in L_s \) and \( u \) is upper (lower) semicontinuous in \( \Omega \), is a viscosity subsolution (supersolution) to \((-\Delta)^s = f\) if for every \( x \in \Omega \) and every \( \varphi \in C^2(\bar{\Omega}) \), touching \( u \) from above (below) at \( x \) in some neighborhood \( N \) of \( x \) in \( \Omega \), i.e.
\[
\varphi(x) = u(x) \quad \text{and} \quad \varphi(y) > u(y) \quad (\varphi(y) < u(y)), \quad \forall y \in N \setminus \{x\},
\]
then if we define
\[
v := \begin{cases} 
\varphi, & \text{in } N, \\
u, & \text{in } \mathcal{C}N,
\end{cases}
\]
we have
\[
(-\Delta)^sv(x) \leq f(x) \quad ((-\Delta)^sv(x) \geq f(x)).
\]
The function \( u \) is a viscosity solution of \((-\Delta)^su = f\) if it is both a subsolution and a supersolution.

The following Lemma shows in particular that the existence of a tangent regular function to a subsolution (supersolution) \( u \), in some point \( x \) is enough to guarantee that \((-\Delta)^u(x)\) is well defined.

Lemma B.11. Let \( s \in (0, 1) \) and let \( u \) be a viscosity subsolution to \((-\Delta)^su = f\) in \( \Omega \). If \( \varphi \) is a \( C^2 \) function touching \( u \) from above at \( x \in \Omega \), then \((-\Delta)^u(x)\) is well defined and
\[
(-\Delta)^su(x) \leq f(x).
\]
Similarly for viscosity supersolutions.

The proof can be found for more general operators in [11]. In particular this Lemma and Remark B.9 give the following

Proposition B.12. Let \( s \in (0, 1) \). Let \( u \in L_s \) be upper semicontinuous in \( \bar{\Omega} \). Then \( u \) is a viscosity subsolution of \((-\Delta)^su = f\) in \( \Omega \) if and only if \((-\Delta)^u(x)\) is defined and
\[
(-\Delta)^su(x) \leq f(x),
\]
in every point \( x \in \Omega \) where \( u \) admits a \( C^2 \) tangent function by above.

Similarly for viscosity supersolutions.

In [11] it is also proved that if \( u \) is a bounded function s.t.
\[
(-\Delta)^su = f \quad \text{in } B_1
\]
in the viscosity sense, then
\[
\|u\|_{C^{2,\gamma}(B_{1/2})} \leq C \left( \|f\|_{C^1(B_1)} + \|u\|_{L^\infty(\mathbb{R}^n)} \right), \quad (B.5)
\]
for \( \gamma, C \) depending only on \( n \) and \( s \).

Theorem B.13. Let \( s > 1/2 \), and assume
\[
|u(x)| \leq 1 + |x|^{1+\alpha}, \quad 0 < \alpha < 2s - 1,
\]
and
\[
(-\Delta)^su = 0 \quad \text{in } \mathbb{R}^n
\]
in the viscosity sense. Then \( u \) is linear.
Proof. If we cut $u$, defining
\[ v := u\chi_{B_2}, \]
then $v$ satisfies in the viscosity sense the equation
\[ (-\Delta)^s v = f \quad \text{in } B_1, \]
where the function $f$ is defined as
\[ f(x) = \int_{\partial B_2} \frac{u(y)}{|x - y|^{n+2s}} \, dy \quad \text{for every } x \in B_{3/2}. \]
Notice that $f$ is smooth in $B_{3/2}$. Therefore, exploiting our growth hypothesis on $u$, we have
\[ \|f\|_{C^{1,1}(B_1)}, \quad \|v\|_{L^\infty(\mathbb{R}^n)} \leq C_\alpha, \]
and hence, since $u = v$ in $B_{1/2}$, we deduce from (B.5)
\[ \|u\|_{C^{1,1}(B_{1/2})} \leq C_\alpha. \]
Notice that the rescaled functions $u_R,$
\[ u_R(x) := \frac{u(Rx)}{R^{1+\alpha}}, \quad R \geq 1, \]
still satisfy the equation
\[ (-\Delta)^s u_R = 0 \quad \text{in } \mathbb{R}^n, \]
in the viscosity sense. Moreover
\[ |u_R(x)| \leq \frac{1 + R^{1+\alpha}|x|^{1+\alpha}}{R^{1+\alpha}} \leq 1 + |x|^{1+\alpha}, \quad \forall x \in \mathbb{R}^n, \]
so that $u_R$ satisfies the same hypothesis as $u$ for every $R \geq 1$.
In particular we get the same estimate as above,
\[ \|u_R\|_{C^{1,1}(B_{1/2})} \leq C_\alpha, \]
for all $R \geq 1$. This gives
\[ |\nabla u(Rx) - \nabla u(0)| = R^\alpha|\nabla u_R(x) - \nabla u_R(0)| \leq C_\alpha R^\alpha|x| = C_\alpha R^{\alpha-1}|Rx|, \]
if $|x| \leq 1/2$, which implies that $\nabla u(x) = \nabla u(0)$ for every $x \in \mathbb{R}^n$.
Indeed, if $|x_0| \leq 1/2$, then $\frac{|x_0|}{R} \leq \frac{1}{2}$ for every $R \geq 1$ and
\[ |\nabla u(x_0) - \nabla u(0)| = \left| \nabla u\left(R\frac{x_0}{R}\right) - \nabla u(0) \right| \leq C_\alpha R^{\alpha-1}|x_0|, \]
which tends to 0 as $R \to \infty$. On the other hand, if $|x_0| > 1/2$, then
\[ \left| \frac{x_0}{r^2|x_0|} \right| \leq \frac{1}{2}, \quad \text{for every } r \geq 1, \]
and
\[ |\nabla u(x_0) - \nabla u(0)| = \left| \nabla u\left(2r|x_0|\frac{x_0}{2r|x_0|}\right) - \nabla u(0) \right| \leq C_\alpha (2r|x_0|)^{\alpha-1}|x_0|, \]
which again tends to 0 as $r \to \infty$. \qed
Appendix C

Distance Function

We briefly recall the main properties of the (signed) distance function. For the details we refer to [2] and [4].

**Definition C.1.** Let $\emptyset \neq E \subset \mathbb{R}^n$. We define the distance function from $E$

$$d_E(x) = d(x, E) := \inf_{y \in E} |x - y|, \quad \text{for } x \in \mathbb{R}^n. \quad (C.1)$$

The signed distance function from $\partial E$, negative inside $E$, is then defined as

$$\bar{d}_E(x) = \bar{d}(x, E) := d(x, E) - d(x, CE). \quad (C.2)$$

We begin with some easy remarks.

1. We have

$$d(x, E) = d(x, \bar{E}), \quad \text{for every } x \in \mathbb{R}^n,$$

so we may as well assume the set $E$ to be closed.

In particular

$$\bar{E} = \{x \in \mathbb{R}^n \mid d(x, E) = 0\} = \{d_E = 0\}.$$

Moreover

$$d(x, E) = d(x, \partial E), \quad \text{for any } x \notin \text{Int}(E).$$

2. By definition

$$d_E(x) = \begin{cases} -d(x, \partial E), & \text{if } x \in E, \\ d(x, \partial E), & \text{if } x \in CE, \end{cases} \quad (C.3)$$

and hence in particular

$$d(x, CE) = -d(x, E) \quad \text{for every } x \in \mathbb{R}^n.$$

Moreover

$$\bar{E} = \{\bar{d}_E \leq 0\}, \quad \text{and } \partial E = \{\bar{d}_E = 0\}.$$

3. If $E \subset F$, then

$$\bar{d}_E(x) \geq \bar{d}_F(x), \quad \text{for every } x \in \mathbb{R}^n.$$

4. The functions $d_E$ and $\bar{d}_E$ are Lipschitz continuous, with constant $\leq 1$. In particular by Rademacher’s Theorem they are almost everywhere differentiable in $\mathbb{R}^n$, with $|\nabla d_E| \leq 1$ and $|\nabla \bar{d}_E| \leq 1$, wherever they are defined.

To be more precise we have
Theorem C.2 (Differentiability of Distance). Let $0 \neq E \subset \mathbb{R}^n$ be a closed set and let $x \in CE$. The distance function $d_E$ is differentiable at $x$ if and only if there exists a unique $y \in E$ s.t. $d_E(x) = |x - y|$. In this case

$$\nabla d_E(x) = \frac{x - y}{|x - y|} = \frac{x - y}{d_E(x)},$$

(C.4)

In particular, $|\nabla d_E| = 1$ at any differentiable point of $CE$.

Proof. $\Rightarrow$ Suppose $d_E$ is differentiable at $x$ and let $y \in E$ be any least distance point i.e. $d_E(x) = |x - y|$. Fix any $z \in \mathbb{R}^n$; then

$$d_E(x + \epsilon z) = d_E(x) + \epsilon \nabla d_E(x) \cdot z + o(\epsilon),$$
as $\epsilon \to 0$, and hence squaring we get

$$d_E^2(x + \epsilon z) \geq d_E^2(x) + 2\epsilon d_E(x) \nabla d_E(x) \cdot z + o(\epsilon).$$

Moreover, since $y \in E$,

$$d_E^2(x + \epsilon z) \leq |x + \epsilon z - y|^2 = d_E^2(x) + 2\epsilon (x - y) \cdot z + o(\epsilon).$$

Since these hold for every $z \in \mathbb{R}^n$, we get

$$d_E(x) \nabla d_E(x) = x - y,$$

and hence in particular

$$y = x - d_E(x) \nabla d_E(x)$$
is uniquely determined.

$\Leftarrow$ This implication is more complicated. We briefly sketch the idea.

First of all it can be shown that $d_E$ is a locally semiconcave function in the open set $CE$, meaning that for every open set $\Omega \subset CE$ there exists some constant $C \geq 0$ s.t. the function

$$x \mapsto d_E(x) - \frac{C}{2} |x|^2$$
is concave in $\Omega$. Now we consider the first order super jet at a point $x \in CE$,

$$J^{1+} d_E(x) := \{ p \in \mathbb{R}^n \mid d_E(y) \leq d_E(x) + p \cdot (y - x) + o(|y - x|) \}.$$  

Since $d_E$ is locally semiconcave in $CE$, it can be shown that $J^{1+} d_E(x) \neq \emptyset$ for every $x \in CE$, and we can represent the first order super jet as the closed convex hull of the set

$$\nabla^* d_E(x) := \{ p \in \mathbb{R}^n \mid p = \lim_{k \to \infty} \nabla d_E(x_k), \ x_k \to x \},$$
of reachable gradients. In particular $d_E$ is differentiable in a point $x \in CE$ if and only if $J^{1+} d_E(x)$ is a singleton.

We argue by contradiction.

If we suppose that $d_E$ is not differentiable in $x \in CE$, then there exist $p_1 \neq p_2 \in J^{1+} d_E(x)$ and we can find two sequences $\{x_k^i\}_{k \in \mathbb{N}} \subset CE, i = 1, 2$, both converging to $x$, and s.t. $d_E$ is differentiable in every $x_k^i$, with

$$p_i = \lim_{k \to \infty} \nabla d_E(x_k^i), \quad \text{for } i = 1, 2.$$
Now we define

\[ y^i_k := x^i_k - d_E(x^i_k)\nabla d_E(x^i_k) \in E, \]

the least distance point from \( x^i_k \) (see above). Then

\[ \lim_{k \to \infty} y^i_k = x - d_E(x)p_i =: y^i, \quad \text{for } i = 1, 2, \]

and, since \( p_1 \neq p_2 \), we have \( y^1 \neq y^2 \).

Using what we proved above we know that \( |\nabla d_E(x^i_k)| = 1 \) and hence also \( |p_i| = 1 \). Therefore

\[ d_E(x) = |x - y^i|, \quad \text{for } i = 1, 2. \]

Moreover, since \( y^i_k \in E \) and \( E \) is closed, also \( y^i \in E \).

We have thus found two distinct least distance point for \( x \), concluding the proof.

Clearly, by definition of \( \bar{d}_E \), we have a similar result for the signed distance function in the complementary of \( \partial E \).

**Remark C.3.** We have showed in the proof that if \( d_E \) is differentiable in \( x \in CE \), then the nearest point on \( E \) is

\[ y = x - d_E(x)\nabla d_E(x). \]

Moreover, using the triangle inequality, we can show that \( y \) is the unique nearest point for every \( z \in S \setminus \{y\} \), where \( S \) is the segment joining \( x \) to \( y \). In particular \( d_E \) is differentiable in every such \( z \) and \( \nabla d_E(z) = \nabla d_E(x) \).

The smoothness of the boundary \( \partial E \) and of the signed distance function \( \bar{d}_E \) are strictly related. We denote

\[ N_\rho(\partial E) := \{ -\rho < \bar{d}_E < \rho \}, \]

the open tubular \( \rho \)-neighborhood of \( \partial E \).

If for some \( \rho > 0 \) we have \( d_E \in C^k(N_\rho(\partial E)) \), with \( k \geq 2 \), then, since \( |\nabla \bar{d}_E| = 1 \), the Constant Rank Theorem implies that \( \partial E = \{d_E = 0\} \) is a \( C^k \) surface.

On the other hand we have

**Theorem C.4** (Regularity of Signed Distance). Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set with \( C^k \) boundary, for some \( 2 \leq k \leq \infty \). Then \( d_{\Omega} \in C^k(N_\rho(\partial \Omega)) \), for some \( \rho > 0 \). Moreover the outer unit normal to \( \Omega \) is given by \( \nabla d_{\Omega} \).

**Proof.** The proof (see [28]) is done using Dini’s implicit function Theorem. We explain the argument.

Our hypothesis on \( \Omega \) guarantee that \( \partial \Omega \) satisfies a uniform interior and exterior ball condition, meaning that for every \( y_0 \in \partial \Omega \) there exist two balls \( B_1, B_2 \) depending on \( y_0 \) s.t. \( B_1 \cap \partial \Omega = \{y_0\} \) and \( B_2 \cap \Omega = \{y_0\} \), with the radii of the balls bounded from below by a constant, say \( \rho > 0 \) (which does not depend on \( y_0 \)).

As a consequence, for every point \( x \in N_\rho(\partial \Omega) \) there exists a unique point \( y = y(x) \in \partial \Omega \) of minimal distance, i.e. with \( d(x, \partial \Omega) = |x - y| \), and these points are related by the equation

\[ x = y(x) + \bar{d}_{\Omega}(x)\nu_{\Omega}(y(x)). \quad \text{(C.5)} \]
Moreover previous Theorem implies that $d_\Omega$ is differentiable in $N_\rho(\partial\Omega) \setminus \partial\Omega$ and

$$y(x) = x - d_\Omega(x) \nabla d_\Omega(x). \quad (C.6)$$

If we show that $y$ is a $C^{k-1}$ function of $x$, then we have for every $x \in N_\rho(\partial\Omega) \setminus \partial\Omega$

$$\nabla d_\Omega(x) = \nu_\Omega(y(x)),$$

which is a $C^{k-1}$ function, and hence $\overline{d}_\Omega \in C^k(N_\rho(\partial\Omega) \setminus \partial\Omega)$.

To be more precise (and to get the regularity in the whole of $N_\rho(\partial\Omega)$), we consider a point $y_0 \in \partial\Omega$ and the $C^{k-1}$ function defined by

$$\Phi : (B_r(y_0) \cap \partial\Omega) \times \mathbb{R} \rightarrow \mathbb{R}^n, \quad \Phi(x, a) := x + a \nu_\Omega(x),$$

which is easily seen to be locally invertible in $(y_0, 0)$. Then one relates the inverse function

$$\Psi : B_r(y_0) \subset V \cong (B_r(y_0) \cap \partial\Omega) \times (-r, r), \quad \Psi(x) = (y(x), a(x)),$$

with the distance function, showing that $y(x)$ is the minimal distance point from $x$ and $a(x) = d_\Omega(x)$. Since the function $\Psi$ is $C^{k-1}$, also $d_\Omega = a$ is $C^{k-1}$ in $B_r(y_0)$ and the argument above shows that it actually is $C^k$. Using the compactness of $\partial\Omega$ we conclude the proof.

Before showing an immediate Corollary, which allows us to characterize bounded open sets with regular boundary equivalently in terms of the distance function or as superlevel sets, we recall the following consequence of the smooth Urysohn’s Lemma

**Theorem C.5.** Let $K \subset \mathbb{R}^n$ be a compact set and let $U \subset \mathbb{R}^n$ be an open set s.t. $K \subset U$. Then $\exists f \in C^\infty_c(\mathbb{R}^n)$ with $0 \leq f \leq 1$, $f|_K = 1$ and supp $f \subset U$.

**Corollary C.6.** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set and let $k \geq 2$. The following are equivalent:

(i) $\partial\Omega$ is a $C^k$-hypersurface (without boundary),

(ii) $\exists \rho > 0$ s.t. $\overline{d}_\Omega \in C^k(N_\rho(\partial\Omega))$,

(iii) $\exists \varphi \in C^2_c(\mathbb{R}^n)$ s.t.

$$\Omega = \{ \varphi \geq 1/2 \}, \quad \partial\Omega = \{ \varphi = 1/2 \},$$

and

$$\nabla \varphi \neq 0 \quad \text{in} \quad \{ 1/8 \leq \varphi \leq 7/8 \}.$$

**Proof.** We have already showed (i) $\iff$ (ii) and (iii) $\Rightarrow$ (i) is an immediate consequence of the constant rank Theorem. We only need to prove the implication (ii) $\Rightarrow$ (iii).

Suppose $d_\Omega \in C^k(N_{2\rho}(\partial\Omega))$. Then Whitney’s extension Theorem guarantees that there exists a function $\psi \in C^2(\mathbb{R}^n)$ s.t. $\psi = -d_\Omega$ in the closed tubular neighborhood $N_\rho(\partial\Omega) = \{ -\rho \leq d_\Omega \leq \rho \}$ and $\psi = 1$ in $\{ d_\Omega \leq -3\rho \} \subset \Omega$.

We need to check that $\psi$ stays strictly above 0 in the strip $\{ -3\rho \leq d_\Omega \leq -\rho \}$.
Suppose it doesn’t and define $K := \{ \psi \leq 0 \} \cap \Omega$, which is compact, and let 
$\beta := \min_K \psi \leq 0$.
Since $\psi$ is continuous, we have by construction 
$$K \subset \{-3\rho + \delta < d_\Omega < -\rho - \delta\} =: U,$$
for some $\delta > 0$ small.
Using Theorem [C.5] we can add a bump function to $\psi$ to ensure it stays strictly above 0 inside $\Omega$. Indeed there exists a smooth function $b : \mathbb{R}^n \rightarrow [0, |\beta| + 1]$ s.t. $b \equiv |\beta| + 1$ in $K$, and supp $\psi \subset U$.
Then $\tilde{\psi} := \psi + b \in C^2(\mathbb{R}^n)$ is s.t. $\tilde{\psi} = -d_\Omega$ in $\bar{N}_\rho(\partial \Omega)$ and $\tilde{\psi} > 0$ in $\Omega$.

Now let $\varphi(x) := c(x)\left(\frac{2}{3}\tilde{\psi}(x) + \frac{1}{2}\right)$, where $c$ is a smooth cutoff function s.t. $c = 1$ in $\{d_\Omega \leq 2\rho\}$, $0 \leq c \leq 1$, and supp $c \subset \{d_\Omega < 3\rho\}$.
Eventually adding a bump function supported in $\{\rho < d_\Omega < 3\rho\}$, we have $\varphi < \frac{1}{2}$ in $C \Omega \setminus \partial \Omega$.
Then $\varphi \in C^2_c(\mathbb{R}^n)$ with $\varphi = -\frac{2}{3\rho}d_\Omega + \frac{1}{2}$ in 
$$\{1/8 \leq \varphi \leq 7/8\} = \{-\rho \leq d_\Omega \leq \rho\},$$
so that $\nabla \varphi \neq 0$ there, and
$$\Omega = \{\varphi \geq 1/2\}, \quad \partial \Omega = \{\varphi = 1/2\},$$
by construction, as wanted.
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