Ultrafast photodissociation dynamics of 2-ethylpyrrole: adding insight to experiment with \textit{ab initio} multiple cloning\textsuperscript{†}
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The ultrafast photodissociation dynamics of 2-ethylpyrrole (2-EP) is simulated in a fully quantum manner on the \textit{S}_1 and \textit{S}_2 \pi\pi^* states by the \textit{ab initio} multiple cloning (AIMC) method. AIMC treats electrons with accurate electronic structure methods "on the fly", and nuclear dynamics with wavefunction propagation via a basis set of Ehrenfest trajectory guided Gaussian wavepackets. Total kinetic energy release (TKER) spectra are produced, as well as velocity map images and \textit{N–H} dissociation times. These are compared to results from time-resolved velocity map imaging studies, and the AIMC method is able to provide quantitative reproduction of experimental data, including dissociation times of 50–80 fs. Novel insight into the dissociation mechanism is then obtained, with the experimentally obtained time constant shown to be composed of two components. Firstly, there is a contribution in <50 fs from 2-EP molecules that have sufficient energy in the \textit{N–H} stretch coordinate to dissociate almost immediately over the barrier, and this is followed by a second slower contribution from 2-EP molecules that must sample the potential energy surface before finding a way around the barrier to dissociate. This two component mechanism is not observed experimentally due to the temporal widths of the laser pulses obscuring the dynamics in the <50 fs window, and is shown for the first time via theory. Calculations are also performed on selectively deuterated 2-EP, demonstrating that AIMC is able to produce a kinetic isotope effect for the dissociation time constant, and correctly predict a shift to lower energy in the TKER spectrum. The \textit{S}_2 \pi\pi^* state is also shown to be unstable with respect to the \textit{S}_1 \pi\pi^* state, with the \textit{N–H} dissociation proceeding along \textit{S}_1 when initially excited to \textit{S}_2. This work demonstrates that the combination of state of the art theory and experiments can provide unprecedented novel insight into the \textit{N–H} dissociation mechanism, with the tantalising prospect of providing insight into more general heteroatom hydride bond dissociation.

1 Introduction

A number of fundamental processes in chemistry and biology involve ultrafast excited state dynamics following photo-absorption, including light harvesting in plants,\textsuperscript{1} UV photodamage in DNA,\textsuperscript{2} and photoprotection in melanin pigments.\textsuperscript{3} Nitrogen containing aromatic heterocycles are found in molecules responsible for the above processes, and in particular pyrrole is a component of chlorophyll as well as being present in chromophores of other important natural compounds such as: vitamin B12, heme, bilirubin, biliverdin, and tryptophan. Due to the prevalence of pyrrole, in recent years there has been significant interest in its excited state dynamics both experimentally\textsuperscript{4–20} and theoretically.\textsuperscript{19–40} Whilst a large component of effort has been directed to understanding the excited state dynamics of pyrrole, much less well studied are its derivatives. This is also an important area to explore how modification alters its function. Recently, 2-ethylpyrrole (2-EP) has been studied experimentally by \textit{H} (Rydberg) atom photofragment translational spectroscopy (HRA-PTS),\textsuperscript{37} time-resolved velocity map imaging (TR-VMI) and time-resolved ion yield (TR-IY) mass spectrometry\textsuperscript{41} to examine the effects of ring-substitution on pyrrole. The only theoretical investigations on 2-EP have consisted of electronic structure calculations,\textsuperscript{37} however dynamics calculations are desirable to further elucidate the photodissociation process. Fully quantum dynamics calculations still remain a huge challenge, however they are possible with \textit{ab initio} multiple cloning (AIMC),\textsuperscript{42,43} and in this work we use the method to offer
Excitation in the range 248 nm in pyrrole. 7 Excitation in the range 248 nm in 2-EP37 compared to the ethyl group in 2-EP causes the onset of H atom dissociation to the pyrrolyl radical produced in the ground state. The addition of a donor group leads to dissociation from the lowest energy \( \pi^* \) state. The latter lower kinetic energy dissociation channel was due to rapid N–H bond cleavage.7,8 It was postulated that tunnelling out of the quasi-bound region of the \( 1 \Pi_A(\pi^*) \) state plays a role at this excitation wavelength, as a time constant of 1.4 ± 0.3 ps for selectively deuterated pyrrole-\( d_1 \) dissociation gave a kinetic isotope effect (KIE) of ~11. Further pump wavelengths were used by Roberts et al. in this study, with excitation at \( \lambda = 238 \text{ nm} \) yielding a time constant of 46 ± 22 fs for undeuterated pyrrole, and 136 ± 38 fs for pyrrole-\( d_1 \). Due to the smaller KIE (~3), this was attributed to faster, over the barrier dissociation with negligible contribution from tunnelling. Finally, at \( \lambda = 200 \text{ nm} \) a time constant of 52 ± 12 fs was observed, attributed to initial population of the \( 1 \Pi_B(\pi^*) \) state and subsequent rapid internal conversion to the \( 1 \Pi_A(\pi^*) \) state and dissociation. A low kinetic energy feature was observed at this wavelength, however it had a time-constant of 1.0 ± 0.4 ns rather than the picosecond timescale observed by Lippert et al.18 It was suggested that the picosecond timescale observed by Lippert et al. could be due to undesired multiphoton dissociative ionisation events, and the nanosecond time-constant was due to C–H dissociation following internal conversion to the ground state, with the analogous process for N–H having an even longer timescale.18

TR-VM1 and TR-IY studies on 2-EP in the \( 248 \leq \lambda \leq 265 \text{ nm} \) range found high kinetic energy H atom appearance lifetimes on the order of 50–80 fs, and selectively deuterated 2-EP-\( d_1 \) at \( \lambda = 257 \text{ nm} \) had an appearance lifetime of 140 ± 20 fs giving a KIE of ~2, suggesting that tunnelling does not play a significant role in the dissociation mechanism. At excitation wavelengths shorter than 248 nm, an additional low kinetic energy feature appeared in the H atom TKER spectrum, similar to pyrrole. However, the appearance lifetime was ~1.5 ps, intimating it was not due to dissociation following internal conversion to the ground state, and the explanation of a second dissociation channel involving population of higher-lying singlet states was offered once undesired multiphoton dissociation events and clustering in the molecular beam were ruled out.41

Previous quantum dynamics calculations on pyrrole have used reduced dimensionality potential energy surfaces25–27 surface hopping,29–31 and multiconfigurational time-dependent Hartree (MCTDH) with parameterised potential energy surfaces.19,20,24–26 Our own \textit{ab initio} multiconfigurational Ehrenfest (AI-MCE)44 and \textit{ab initio} multiple cloning42,43 methods have also previously been used for dynamics studies on pyrrole.28–40 In the former, using the AI-MCE method, conical intersections of the \( 1 \Pi_A \) and \( 1 \Sigma_B \) radial states following H dissociation were observed, helping to explain the lack of experimentally observed pyrrolyl radicals in the \( 1 \Sigma_B \) state.38 In the latter, using the AIMC method, it was suggested that some low kinetic energy H atoms are formed in an ultrafast manner as a result of dissociation where the radical does not transfer to the ground state immediately.39,40 Both methods use frozen/fixed width Gaussian basis functions (or equivalently coherent states) guided by Ehrenfest trajectories to describe the

kinetic energy channel and \( \tau_2 = 1.1 \pm 0.5 \text{ ps} \) for the lower kinetic energy channel at \( \lambda = 250 \text{ nm} \).15 Subsequently, Roberts et al. used both TR-VM1 and TR-IY to observe a single time constant of 126 ± 28 fs for the high kinetic energy channel at \( \lambda = 250 \text{ nm} \).18 It was postulated that tunnelling out of the quasi-bound region of the \( 1 \Pi_A(\pi^*) \) state plays a role at this excitation wavelength, as a time constant of 1.4 ± 0.3 ps for selectively deuterated pyrrole-\( d_1 \) dissociation gave a kinetic isotope effect (KIE) of ~11. Further pump wavelengths were used by Roberts et al. in this study, with excitation at \( \lambda = 238 \text{ nm} \) yielding a time constant of 46 ± 22 fs for undeuterated pyrrole, and 136 ± 38 fs for pyrrole-\( d_1 \). Due to the smaller KIE (~3), this was attributed to faster, over the barrier dissociation with negligible contribution from tunnelling. Finally, at \( \lambda = 200 \text{ nm} \) a time constant of 52 ± 12 fs was observed, attributed to initial population of the \( 1 \Pi_B(\pi^*) \) state and subsequent rapid internal conversion to the \( 1 \Pi_A(\pi^*) \) state and dissociation. A low kinetic energy feature was observed at this wavelength, however it had a time-constant of 1.0 ± 0.4 ns rather than the picosecond timescale observed by Lippert et al.18 It was suggested that the picosecond timescale observed by Lippert et al. could be due to undesired multiphoton dissociative ionisation events, and the nanosecond time-constant was due to C–H dissociation following internal conversion to the ground state, with the analogous process for N–H having an even longer timescale.18
nuclear wavepacket, and calculate electronic potential energy surfaces at the centre of these Gaussian basis functions as the simulation is running (“on the fly”). This provides a fully dimensional and accurate description of nonadiabatic quantum dynamics.

Fully quantum simulations of multicomponent species still remain a huge challenge in chemical dynamics, and in the present work we seek to provide a full description of the ultrafast photodissociation dynamics of 2-EP using the AIMC method, for rigorous comparison to previously published experimental results. The computational details for the AIMC calculations carried out in this work are described in Section 3, and it is used to study the ultrafast dynamics of 2-EP in Section 4, alongside its selectively deuterated form. Initially however, a brief overview of the experimental method used to compare to the theoretical results is presented in the following section.

2 Experimental details

The experiments for 2-EP used TR-VMI apparatus with temporally delayed femtosecond pump and probe laser pulses to provide ultrafast time-resolved photochemical measurements. A full description of the apparatus used may be found in ref. 41.

The pump laser pulse was tuned over the wavelength range 238 ≤ λpump ≤ 265 nm and the probe pulse was produced at a wavelength of λprobe = 243.1 nm to facilitate the 2 + 1 resonance enhanced multiphoton ionisation (REMPI) of H/D atom photofragments via the two photon allowed 2s → 1s transition, and subsequent one photon ionisation. A cross-correlation/instrument response function at the temporal overlap of pump and probe pulses (Δt = 0) was obtained via the TR-FY of Xe+ (by 2 + 1′ ionisation). This measurement was fitted to a Gaussian distribution, which yielded a Gaussian instrument response function GIRF(t) with width parameter σXe = 38 fs. The laser beams were then focused to intersect a molecular beam containing 2-EP, and the resulting cationic photoproducts accelerated down a time-of-flight tube and impacted onto a detector selectively gated for the exclusive detection of H+ (or D+) ions. The design and electric potentials of the ion optics and detector projected the three-dimensional photofragment velocity distribution onto the two-dimensional imaging detector, resulting in a velocity map image. From the velocity map image, the original three-dimensional photofragment velocity distribution was reconstructed and integrated using the polar onion peeling method, resulting in one-dimensional photofragment velocity and angular distributions. After calibration to the known dissociation energetics of HBr at 200 nm, the velocity distribution was transformed into a one-dimensional TKER spectrum. Multiple TKER spectra were recorded at various time delays Δt to produce H/D transients, which were used to obtain appearance lifetimes.

3 Computational details

As mentioned in the introduction, the AIMC method uses frozen Gaussian basis functions guided by Ehrenfest trajectories to describe the nuclear wavepacket, and calculates electronic potential energy surfaces at the centre of these Gaussian basis functions “on the fly” to provide a fully quantum description of nonadiabatic dynamics. The full numerical details of the method has been described elsewhere, and brief overview of the working equations is given in the ESL. For the discussion in the main text, it suffices to say that the Ehrenfest trajectories that guide the Gaussian basis incorporate components from all electronic states involved in the calculation, and hence include nonadiabatic effects at all times. In regions of strong nonadiabatic coupling when an Ehrenfest trajectory is comprised of an unphysical average of multiple electronic states, a "cloning" procedure is applied to expand the basis, mimicking wavepacket splitting. This usually occurs following a non-adiabatic transition with incomplete population transfer, when the electronic states with significant population also have differing gradients.

As with previous AIMC studies, dynamics were simulated using a modified version of AIMS-MOLPRO that incorporates Ehrenfest trajectories. Electronic structure calculations were performed using the complete active space self-consistent field (CASSCF) method. The electronic basis set used was Dunning's cc-pVQZ set, with one additional diffuse s function, one additional set of p functions, and one additional set of d functions added to the nitrogen atom; as well as one additional diffuse s function, and one additional set of p functions added to the dissociative hydrogen atom. The active space used has 8 electrons in 7 orbitals: three ring π orbitals and two corresponding π* orbitals, and the N–H σ and corresponding σ* orbital. State averaging was performed over three states and dynamics were performed on three states: the ground and two lowest excited singlet states. The width of the Gaussian basis functions γ was taken to be 4.7 Bohr−2 for hydrogen, 6.6 Bohr−2 for deuterium, 22.7 Bohr−2 for carbon and 19.0 Bohr−2 for nitrogen, as suggested previously.

Initial positions and momenta for the nuclei were sampled from the ground state vibrational Wigner distribution in the harmonic approximation using vibrational frequencies and normal modes calculated at the same level of CASSCF theory as above. As in previous AIMC works, excitation from ground to excited state is approximated by projecting the wavefunction onto the desired excited state, which amounts to setting the normalised electronic state amplitude for the desired excited state to unity for each trajectory, whilst the other electronic state amplitudes are set to zero. It is noted that the finer details of initial photoexcitation are not accounted for completely by this approximation, and there may be some small energetic sampling deficiencies that are discussed in the following section. The temporal widths of the pump and probe laser pulses from the photoexcitation are taken into account when calculating time-constants for H dissociation, however, the details of which shall also be explained in the following section.

The initial number of trajectories, starting adiabatic electronic state, and number of cloning events for each calculation carried out in this work are shown in Table 1. Undeuterated 2-EP calculations are performed with dynamics starting on the
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Table 1  Molecule labels, initial number of trajectories, starting electronic state, number of cloning events for each calculation carried out in this work, calculation time, and percentage of trajectories dissociated by the end of the calculation time

| Molecule label | Initial trajectories | Initial adiabatic electronic state | Cloning events | Calculation time (fs) | Percentage dissociated |
|----------------|----------------------|-----------------------------------|----------------|----------------------|------------------------|
| 2-EP(S₁)       | 600                  | S₁                               | 142            | 350                  | 62%                    |
| 2-EP(S₂)       | 600                  | S₂                               | 51             | 350                  | 81%                    |
| 2-EP-d₅(S₁)    | 600                  | S₁                               | 18             | 350                  | 55%                    |

S₁ and S₂, states, and deuterated 2-EP calculations are performed with dynamics starting on only the S₁ state. Hereafter, they are referred to with the starting adiabatic electronic state in parenthesis after. The parameters used to determine a cloning event are the same for each system, and are explained in more detail in the ESL.

The smaller number of cloning events for 2-EP(S₁) compared to 2-EP(S₂) is due to more complete population transfer at conical intersections. The smaller number of cloning events for 2-EP-d₅(S₁) compared to 2-EP(S₁) is due to the lower frequency of the N–D vibration compared to N–H, meaning fewer conical intersections are encountered along this coordinate. Furthermore, the cloning procedure incorporates a description of wavepacket splitting which is less likely to occur for D than H as it is heavier. Calculations were run for 350 fs, or until the N–H bond exceeded 4 Å, which was defined as the point of dissociation. All calculations used a timestep of ~0.6 fs (2.5 a.u.).

4 Results

In the following section, calculated H/D atom TKER spectra are presented and compared to experiment. The dissociation energies obtained from calculation are smoothed with Gaussian functions (with width $\sigma = 200$ cm$^{-1}$) to create a curve for the TKER spectrum, as opposed to a stick spectrum of delta functions. This allows better comparison to experiment, and this procedure has been used before to obtain simulated TKER spectra. An experimental velocity map image relative to the electric component of the laser field is reproduced by the 2-EP(S₁) calculation using a calculated velocity distribution relative to the molecular axes.

Calculated dissociation times are also presented, in terms of raw dissociation times from the trajectory data, and following a smoothing procedure to take into account experimental laser pump and probe temporal widths (this procedure has also been carried out recently).

The smoothing procedure is required because the simulation has well defined start and end points, however, experimentally these points are “blurred” by the temporal widths of the laser pulses. The process for this smoothing procedure is as follows: the pump and probe laser pulses are assumed to be Gaussian in time, with widths obtained from the experimental $G_{\text{IRF}}(t)$ measurement (which has width $\sigma_{\text{XC}}$ equal to the cross-correlation/convolution of pump and probe pulses). The pump and probe laser pulses are both produced in the same manner, so it is expected that their temporal widths will be similar. However, as the probe consists of a 2 + 1 REMPI of H atom photofragments, this simultaneous absorption of 3 photons will reduce the width of the Gaussian that models it by a factor of $\sqrt{3}$ so that $\sigma_{\text{probe}} = \sigma_{\text{pump}}/\sqrt{3}$. Therefore we have $\sigma_{\text{pump}} = 33$ fs and $\sigma_{\text{probe}} = 33/\sqrt{3} = 19$ fs, which reproduce well the experimentally obtained $\sigma_{\text{XC}} = 38$ fs.

The raw dissociation times from the trajectory data are then represented as Gaussian probability distributions, centred around each raw dissociation time, with width parameter $\sigma_{\text{pump}}$. For each point in this distribution, the dissociating trajectory will have a probability of being “probed” by another Gaussian probability distribution with width $\sigma_{\text{probe}}$. These Gaussian probability distributions are convoluted and summed for each trajectory with associated weights from calculated amplitudes, enabling a smoothed transient to be produced that can be compared to experimental data. This smoothed transient is then fit using the kinetic model employed in experiment to obtain time constants, and these fits are analysed relative to the raw dissociation times to add insight to experimental results. The kinetic model is given by an exponential rise with H/D-atom appearance lifetime $t$ and time zero correction $t_0$, convoluted with the Gaussian instrument response function $G_{\text{IRF}}(t)$, multiplied by amplitude $A$ and Heaviside unit step function $u(t)$ (which is equal to 1 for $t \geq 0$ and 0 otherwise)

$$S(t) = A \cdot G_{\text{IRF}}(t) \times [(1 - e^{-t/(\tau)})u(t)].$$

4.1 TKER spectra

Calculated TKER spectra are shown in Fig. 1, with experimental TKER spectra shown in the insets, and intensity of the main peaks maxima set to 1. The theoretical spectra show good qualitative agreement to those obtained by experiment, with one main peak and some smaller features at lower kinetic energies. Comparing the spectra from S₁ and S₂ dynamics in Fig. 1a, a broader profile of the main peak from 2-EP(S₂) than 2-EP(S₁) is observed. This is also seen experimentally upon decreasing the pump wavelength, where the effect of going from a 262 to 252 nm pump pulse is illustrated in the inset. This indicates that excitation at shorter wavelengths may involve some population of the S₂ state initially, rather than just the S₁ state. Quantitatively, the energy of the main peak is 3000–4000 cm$^{-1}$ larger from simulation than experiment, due to inaccuracies in the CASSCF potential energy surface. To attempt to quantify these inaccuracies, we performed multi-reference perturbation theory calculations with multistate corrections (MS-CASPT2) at the Franck-Condon region of the S₁ and S₂ potential energy surfaces, and the asymptotic region of the S₀ state (when the N–H distance is equal to 4 Å). We calculated the difference in potential energy between these two regions, and noted that CASSCF overestimated the difference by 3750 cm$^{-1}$ for S₁ and 2228 cm$^{-1}$ for S₂ compared to MS-CASPT2. This causes the shift in peak in the TKER spectra, and if it were computationally feasible to use a MS-CASPT2 potential energy surface for the dynamics, then the energies would be much more comparable to experiment. A similar effect has been noted previously with pyrrole. There are also slightly larger shoulders on the high energy side than experiment that can be ascribed to the
sampling procedure producing some artificially high energy trajectories. This issue may be remedied by a new sampling procedure, recently developed, that simulates the initial photoexcitation by taking into account the laser pump wavelength and pulse shape. Initial results using this procedure appear to confirm this hypothesis.53

The TKER spectrum for 2-EP-d1(S1) is shown in Fig. 1b, with the 2-EP(S1) TKER spectrum overlaid for comparison. An experimental spectrum for 2-EP-d1 at a pump wavelength of 257 nm is shown in the inset, with undeuterated 2-EP at the same pump wavelength overlaid.44 It can be seen that AIMC correctly reproduces the shift of the main peak to lower kinetic energies, due to the difference in zero point energies of the deuterated and undeuterated forms of 2-EP. Both parts of Fig. 1 therefore demonstrate the ability of AIMC to reproduce spectral features observed experimentally.

When comparing the 2-EP(S1) TKER spectrum to that of pyrrole previously calculated in an analogous manner by AIMC,40 we observe a shift in the main peak to lower energy for 2-EP compared to pyrrole (∼10 000 cm⁻¹ for 2-EP(S1) and ∼11 000 cm⁻¹ for pyrrole). This is also seen experimentally (∼6600 cm⁻¹ for 2-EP and ∼7200 cm⁻¹ for pyrrole18), where the overestimation of the simulated peaks is due to inaccuracies of the CASSCF potential energy surface as noted above.

### 4.2 Velocity map images

Fig. 2a shows an experimental velocity map image at λpump = 262 nm, obtained via reconstruction of a slice through the centre of the original three-dimensional photofragment velocity distribution using the polar onion peeling method.46 It demonstrates the ejection of H atoms relative to the electric component of the laser field e, which is mapped onto the molecular axes via the transition dipole moment. It can be seen that the high kinetic energy H atoms are predominantly emitted perpendicularly to the electric field, and that the lowest kinetic energy H atoms are emitted relatively isotropically, albeit this is a less intense feature of the velocity map image, as with the TKER spectrum.

A simulated velocity map image may be produced to further validate the theory compared to experiment by averaging the calculated velocity distribution of hydrogen atoms relative to the axes of 2-EP over all possible orientations of the molecule. Integrating over Euler angles and using a narrow Gaussian function for the velocity vector |v| as opposed to a δ function, we obtain

$$I(r, \varphi) \propto \exp\left(\frac{(r - |v|)^2}{2\sigma^2}\right) \left(\cos^2(\theta) \cos^2(\varphi) + \frac{1}{2} \sin^2(\theta) \sin^2(\varphi)\right),$$

where θ is the angle between |v| and the transition dipole of 2-EP, and σ = 0.001 Å fs⁻¹ is the width of the Gaussian function. The definition of the molecular axes for 2-EP is shown in Fig. 2c, along with an illustration of the S0 to S1 transition dipole moment at the optimised ground state geometry calculated by CASSCF at the same level of theory as the dynamics calculations. The transition dipole moment is sensitive to geometry, therefore it was calculated by CASSCF for the initial geometry associated with each trajectory for use in eqn (2) to obtain the simulated velocity map image, shown in Fig. 2b. One can see that the direction of the main anisotropic high kinetic energy component of the experimental velocity map image is reproduced well by the simulations, albeit the energetics are overestimated as discussed in the previous section. The low kinetic energy components are less well resolved due to lower statistics, however there is a small component of isotropic low kinetic energy hydrogen atoms seen in the calculated velocity map image.

The calculated velocity distribution used to obtain the simulated velocity map image is shown in Fig. 2d as a three-dimensional scatter plot of the velocities of ejected H atoms for each trajectory. The points are coloured according to the density of dissociation velocities, and a two-dimensional projection of this onto the xy plane is shown. This permits straightforward analysis of the dissociation direction relative to the molecular axes of 2-EP. It can be seen that the H atoms have velocities with significant z component, i.e. along the N–H stretching coordinate, and from the projection of the density of velocities onto the xy plane is can be seen that there is some
preference for the negative $x$ and $y$ directions, i.e. away from the ethyl group. The small contribution of trajectories to the low kinetic energy isotropic component of Fig. 2b may also be seen from those with low velocity in the $z$-direction. Analysis of these individual trajectories reveals that they undergo cloning events and retain some character on the excited states as dissociation occurs. This effect has also been noted to be responsible for the similar weak intensity low kinetic energy portion of the pyrrole TKER spectrum,\textsuperscript{39} and the radical formed does eventually relax to the ground state.\textsuperscript{38} This individual analysis of trajectories is possible because they are run separately and combined at the end of the calculation, see Section S1 in the ESI\textsuperscript{†} for further details.

Fig. 2  (a) Experimental velocity map image at $\lambda_{\text{pump}} = 262$ nm. (b) Simulated velocity map image for 2-EP(S\textsubscript{i}) with respect to laser pulse polarisation, using calculated transition dipole moments. (c) Definition of molecular axes for 2-EP with an illustration of the $S\textsubscript{0}$ to $S\textsubscript{1}$ transition dipole moment. (d) Three-dimensional velocity distribution of ejected H atoms from calculation, with points coloured according to their density. A projection of this point density on the $xy$ plane is shown via a contour map.
A greater isotropic emission of low kinetic energy H atoms appears experimentally when a second N–H dissociation channel appears at $\lambda_{\text{pump}} < 248$ nm, with a longer ($\sim 1.5$ ps) time constant. This feature begins to appear predominantly in the TKER spectrum after 200 fs, and is the main source of ejected H atoms at $\lambda_{\text{pump}} = 238$ nm. The calculations showed no large increase in the low kinetic energy feature in the 200–350 fs range, and is unlikely to appear if the calculations were continued beyond 330 fs, as the majority of trajectories have dissociated by this point. This, combined with the fact that the absorption edge of the higher lying $\pi \pi^*$ states begins to appear at $\lambda_{\text{pump}} < 248$ nm, suggests that initial excitation to the $S_3$ or $S_4$ $\pi \pi^*$ states occurs at these pump wavelengths rather than $S_1$ or $S_2$. From that point, the mechanism of the low kinetic energy H dissociation is unclear, as currently dynamics calculations involving additional excited states (hence greater active space for the CASSCF calculation) for longer times are prohibitively expensive for our AIMC method. However, it is possible that the mechanism will involve 2-EP molecules that retain some $S_3$/$S_4$ excited state character as they dissociate, similar to the much less intense low kinetic energy feature seen in 2-EP($S_1$) dynamics, where the trajectories retain some $S_1$/$S_2$ excited state character as they dissociate.

### 4.3 Dissociation kinetics

Turning to the kinetics of dissociation, a cumulative sum of raw dissociation times, alongside smoothed H/D atom appearance transients with associated fits, and experimental data are presented in Fig. 3 for 2-EP($S_1$), 2-EP($S_2$), and 2-EP-$d_1$(S1). The smoothing procedure was performed as outlined in the introduction to this section, taking into account the temporal widths of the pump and probe laser pulses. The smoothed transients obtained from these probability distributions were then fit using the kinetic model in eqn (1). A time zero correction was applied to the experimental data as determined in ref. 41, whilst it is not necessary ($t_0 = 0$) for the AIMC data. The experimental data show non-zero baseline at negative times due to “reverse dynamics”. In these reverse dynamics, the probe pulse acts as a pump to photoexcite 2-EP, and then subsequently provides two photons in a $2 + 1$ REMPI scheme for the dissociated H atom, with the third photon provided by the “pump” pulse. This phenomenon has been explained previously in ref. 15 and 18.

Visually, it can be seen that the smoothed transients compare well to experimental data, albeit with a slight lifetime shift for 2-EP-$d_1$(S1). The lifetimes obtained of $68.2 \pm 0.5$ fs, $72.6 \pm 0.4$ fs, and $104.6 \pm 1.1$ fs for 2-EP($S_1$), 2-EP($S_2$), and 2-EP-$d_1$(S1), respectively, also compare well to the experimentally obtained KIE of $\sim 2$, however if the calculation was extended for a longer period of time so that more trajectories dissociate it is expected that this value will increase as undissociated trajectories are still in the $S_1$ state. Furthermore, there may be some tunnelling effects that are not accounted for by the calculation which would give rise to the larger experimental KIE. The effect of tunnelling with regards to dissociation energetics has been explored by calculation previously with pyrrole, however it has not been considered with regards to dissociation kinetics, and
this could be a subject of a future avenue of research to determine the influence on the calculated KIE, with the expectation that the KIE would increase to more closely match experiment.

From the lifetimes obtained from the fit, it would appear that the kinetics of dissociation are similar from the S1 and S2 surfaces. However, when considering the proportion of total trajectories that are dissociated by 350 fs (shown in Table 1) it is observed that a greater proportion have dissociated when dynamics are started on the S2 surface (81%) than the S1 surface (62%). The reason for both of these effects may be seen from the averaged electronic state populations for 2-EP(S2) trajectories in the first 50 fs, illustrated in Fig. 4. This figure shows that there is an immediate and significant transfer of population from S2 to S1 as the calculation begins, indicating that the S2 state is unstable with respect to S1. Around 10 fs later some trajectories reach the S1–S0 conical intersection, there is steady population transfer, and trajectories begin to dissociate. The immediate S2 to S1 transfer produces trajectories in the S1 state with high energy, and is the reason why a larger percentage of 2-EP(S2) trajectories dissociate compared to 2-EP(S1). Furthermore, this may also explain the broader profile of the main peak in the 2-EP(S2) TKER spectrum compared to 2-EP(S1) in Fig. 1a, as the higher energy trajectories result in a broader distribution of kinetic energies for the emitted H atoms.

Returning to the transients in Fig. 3, further insight into the dissociation kinetics may be obtained by considering the raw cumulative sum of dissociation times from the trajectories. Examining these a few things may be noticed, particularly in the sub 50 fs regime, that are masked by the temporal widths of the laser pulses experimentally. Firstly, no trajectories dissociate until 14.6 fs for 2-EP(S1), 12.3 fs for 2-EP(S2), and 24.8 fs for 2-EP-2d(S1). This is merely a consequence of defining the point of dissociation as 4 Å, with the delay the time taken for the N–H/D bond to stretch to this distance. Experimentally this will also occur, as the N–H bond extends over the πσ* surface following the pump laser pulse. However, lack of temporal resolution does not permit this to be observed in the experimental transient, and the exact point of dissociation is less easy to define. The longer time for 2-EP-2d(S1) trajectories to begin to dissociate compared to 2-EP(S1) is due to the lower vibrational frequency of the N–D bond compared to N–H.

More interestingly, from the initial dissociation point onwards for the next ~40 fs a rapid increase in the number of trajectories dissociating is observed, as those prepared in geometries with the correct orientation and sufficient energy in the N–H stretching coordinate to dissociate over the barrier do so either immediately or following a vibrational period. Fig. S1 in the ESI† illustrates the tendency for trajectories with a large amount of energy in the N–H stretching coordinate to dissociate rapidly.

The majority of trajectories that dissociate within the calculation time do so by this mechanism in the first 50 fs for 2-EP(S1) and 2-EP(S2), and in the first 70 fs for 2-EP-2d(S1). This rapid increase of dissociating molecules is not seen to the same extent experimentally, instead there is a much smoother rise due to the “blurring” effect of the laser pulses. Following this initial rapid rise, the rate of dissociation slows for the rest of the calculation as the remaining trajectories do not have enough energy in the stretching coordinate to immediately dissociate, and must first sample more of the potential energy surface to find a way around the barrier. See Fig. S2 (ESI†) for an example dynamic potential energy of a trajectory that (a) dissociates via the fast mechanism, and (b) dissociates via the slow mechanism. It should be noted that the initial rapid dissociation process may be slightly overestimated by the sampling technique producing too many high energy trajectories, as noted in Section 4.1 with the additional high energy shoulder on the calculated TKER spectrum relative to experiment, and this is a further possibility of the cause the time shift of the 2-EP-2d(S1) transient relative to experimental results. The recently developed sampling procedure also mentioned in Section 4.1 may remedy this.53

5 Conclusions

We have used AIMP to simulate the ultrafast photodissociation of 2-EP in a fully quantum manner with dynamics starting on the S1 and S2 πσ* states, and deuterated 2-EP with dynamics starting on the S1 state. TKER spectra and H/D-atom appearance lifetimes from the N–H/D dissociation have been produced and compared to time-resolved velocity map imaging experimental results.41 The TKER spectra reproduce the structure of the main peak and less intense low kinetic energy features from experiment. Comparative features observed experimentally have also been reproduced in each of the spectra, such as the shift of the main peak to lower energies due to deuteration, the lower energy of the peak for 2-EP compared to previous AIMP calculations on pyrrole,40 and the broadening of the main peak due to shorter pump wavelengths. The latter effect was observed in the 2-EP(S2) calculations compared to 2-EP(S1), and was explained by considering the averaged electronic state populations of 2-EP(S2) trajectories. These populations demonstrated that the S1 state is unstable with respect to S1, leading to rapid transfer from S2 to S1 that produced

![Figure 4](image-url)  
**Fig. 4** Averaged electronic state populations for 2-EP(S2) trajectories.
trajectories in a high energy S_1 state and led to a broad distribution of kinetic energies for the dissociated H atoms.

Velocity distributions were also calculated for 2-EP[S_1], illustrating predominant dissociation in the direction of the N–H bond, but with a slight preference for the H atom to be ejected away from the ethyl group. There was also a small contribution of low kinetic energy isotropically distributed H atoms, due to trajectories that retain excited state character upon dissociation, before the radical eventually relaxes to the ground state.

The H/D atom appearance lifetimes were obtained by applying a smoothing procedure to the raw dissociation times obtained from calculation. This smoothing procedure took into account the experimental pump and probe laser pulse temporal widths to allow a direct comparison between simulation and experiment. Visually, these smoothed transients compared extremely well to the experimental results, and the time constants obtained from fitting to the kinetic model used in the experiments were also in very good agreement. Insight into the kinetic model and sub-50 fs dynamics was achieved by considering the raw dissociation time data, and how it compared to the smoothed transients and experimental data. The raw dissociation time data showed that the dissociation was essentially a two-step process: firstly, 2-EP molecules with the correct geometry to dissociate over the barrier do so either immediately or following a vibrational period; and secondly, this is followed by a slower rate of dissociation for the 2-EP molecules that must sample more of the potential energy surface before finding a way around the barrier. This two-step process is “blurred” by the temporal width of the pump and probe laser pulses, leading to a single lifetime for the smoothed transients and experimental data, and it is observed for the first time by the AIMC method.

Performing quantum simulations of multiatomic species still remains a significant challenge, and in this work AIMC has been applied to its largest system yet, demonstrating its ability to reproduce experimental quantities and add insight into them. Further calculations into molecules of photochemical interest are either currently underway or planned; including pyrazole, imidazole, and aniline. The method is not limited to photochemistry however, and can be broadly applicable to a great many small molecule systems, with additional insight into fundamental ultrafast processes on the horizon.
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