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Abstract

Random 2-cell embeddings of a given graph \( G \) are obtained by choosing a random local rotation around every vertex. We analyze the expected number of faces, \( \mathbb{E}[F_G] \), of such an embedding which is equivalent to studying its average genus. So far, tight results are known for two families called monopoles and dipoles. We extend the dipole result to a more general family called multistars, i.e., loopless multigraphs in which there is a vertex incident with all the edges. In particular, we show that the expected number of faces of every multistar with \( n \) nonleaf edges lies in an interval of length \( 2/(n+1) \) centered at the expected number of faces of an \( n \)-edge dipole. This allows us to derive bounds on \( \mathbb{E}[F_G] \) for any given graph \( G \) in terms of vertex degrees. We conjecture that \( \mathbb{E}[F_G] \leq O(n) \) for any simple \( n \)-vertex graph \( G \).

1 Introduction

By an embedding of a graph \( G \), we mean a 2-cell embedding of \( G \) in some orientable surface. Two embeddings of \( G \) are equivalent if there is an orientation-preserving homeomorphism of the surface mapping the graph in one embedding onto the graph in the other, and the restriction of the homeomorphism to the graph is the identity isomorphism. Equivalent embeddings are considered the same since they define the same map, where a map is considered as the incidence structure of vertices, edges, and faces of the embedding. It is well known [15, 23] that equivalence classes of 2-cell embeddings of \( G \) (i.e., maps whose underlying graph is \( G \)) are in bijective correspondence with local rotations, where for each vertex \( v \in V(G) \) we prescribe a cyclic permutation \( \pi_v \) of the half-edges, or darts, incident with \( v \).
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We consider the ensemble of all maps of $G$ endowed with the uniform probability distribution. The genus and the number of faces of a random map of $G$ become random variables in this setting. This gives rise to the notion of the **average genus** of the graph and leads to random topological graph theory as termed by White [24]. A monograph by Lando and Zvonkin [14] provides a thorough treatment of various applications of random graph embeddings, ranging from graph theory and combinatorics to abstract algebra and theoretical physics.

Two special cases of random embeddings are well understood. The first one is when the graph is a bouquet of $n$ loops (also called a *monopole*), which is the graph with a single vertex and $n$ loops incident with the vertex; see [2, 8, 10, 12, 25]. By duality, the maps of the monopole with $n$ loops correspond to unicellular maps [2] with $n$ edges. The second well-studied case is the $n$-*dipole*, a two-vertex graph with $n$ edges joining the two vertices; see [1, 3, 4, 5, 11, 12, 13, 17, 22].

Here we consider the more general family of graphs, called **multistars**. These are loopless multigraphs in which there is a vertex incident with all the edges. Formally, we have one center vertex $v_0$ incident with $n$ edges; these edges lead to $k \geq 1$ other vertices, $v_1, \ldots, v_k$, with $n_i$ edges between $v_0$ and $v_i$ ($1 \leq i \leq k$). As $n_1 \geq n_2 \geq \cdots \geq n_k \geq 1$, where $\sum_{i=1}^{k} n_i = n$, we see that multistars with $n$ edges are in bijective correspondence with partitions of $n$. An expression for the genus polynomials of multistars was obtained by Stanley [22] in the language of products of permutation in conjugacy classes. Our main results use this formulation to derive precise bounds for the expected genus of these graphs (see Section 3).

It is important to note that we are not merely interested in multistars as another family of graphs whose genus distribution may be analyzed. Rather, we are primarily motivated by the fact that multistars are useful in the study of random embeddings of arbitrary graphs. We explain why this is so in Section 4; see also the overview in Section 1.1 below.

Although most previous works in random topological graph theory concern the (average) genus, we decided to consider the (average) number of faces, which is an equivalent quantity by the Euler-Poincaré formula, but gives more appealing statements.

### 1.1 Our results

The paper is organized as follows. In Section 2, we show that the expected number of faces for a random embedding of a dipole with $n$ edges is precisely $H_{n-1} + \left\lceil \frac{n}{2} \right\rceil - 1$, where $H_{n-1} = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n-1}$ is the harmonic sum (see Corollary 4). Previously, Stahl [21] proved that the average number of faces is at most $H_{n-1} + 1$. It is worth noting that we are able to obtain our exact result with a relatively short proof based on Stanley’s generating function [22].

In Section 3 we extend the dipole result to multistars, showing that they have the same expected number of faces as dipoles up to a difference of $\pm \frac{1}{n-1}$ (see Theorem 6). In Section 4, we note that the result about multistars can be used in a more general setting, where we consider a map to which we add a new vertex and consider the expected number of new faces added after doing so. In particular, our Theorem 10 shows that the expected number of new faces obtained when adding a new vertex of degree $d$ is at most $\log(d) + 1$ (where we use $\log(\cdot)$ to denote the natural logarithm). This immediately implies an old result of Stahl [20] that the expected number of faces in a random embedding of an arbitrary graph of order $n$ is at most $n \log(n)$.

We also exhibit a general construction of graph families with a linear number of expected faces. However, we were not able to find a family with a superlinear number of expected faces and we ended up proposing the following conjecture.
Conjecture 1. For every $n$-vertex simple graph $G$, the expected number of faces when selecting an orientable embedding of $G$ uniformly at random is $O(n)$.

We use multistars to obtain new upper bounds for the expected number of faces of several families of graphs on $n$ vertices. A notable outcome is for $d$-regular graphs, where the conclusion is that the expected number of faces is at most $n \log(d)$. More generally, the same result works for $d$-degenerate graphs (see Theorem 11 and Corollary 12). Both of these results can be considered as supporting evidence for Conjecture 1.

When we allow multiple edges, Conjecture 1 has to be adjusted.

Conjecture 2. For every $n$-vertex multigraph $G$ with maximum edge-multiplicity $\mu$, the expected number of faces when selecting an orientable embedding of $G$ uniformly at random is $O(n \log(2\mu))$.

Notice that the dipole, considered in Section 2, gives a family of graphs for which Conjecture 2 is tight. Moreover, a long path in which every second edge is replaced by a dipole with $\mu \geq 2$ edges gives a tight family in which each of $n$ and $\mu$ can independently tend to infinity.

2 The dipole

Embeddings of monopoles and dipoles have connections to other areas. Thus it is not surprising that they have been extensively studies. The genus distribution of the monopole can be traced back to a celebrated result of Harer and Zagier [9], who used matrix integrals in their proofs. Independently, Jackson [10] proved an analogous result by a different method, using the character theory of the symmetric group. However, it was Gross, Robbins, and Tucker [8] who used Jackson’s result to state the genus distribution of the monopole explicitly. Later, Zagier [25] found another, shorter proof using character theory of the symmetric group. A combinatorial proof was found later by Chapuy [2], who used it in the enumeration of unicellular maps. The corresponding result for dipoles was given by Rieper [17] in his PhD thesis. The dipole genus distribution was found independently by Kwak and Lee [13] and also by Jackson [12], who provided the genus distribution for both monopoles and dipoles using integral representations. Shortly after, Andrews, Jackson, and Visentin [1] provided a parity-specific genus distribution. In [11], Jackson gave an overview of the methods used to compute genus distributions of 2-cell embeddings on orientable as well as nonorientable surfaces. The result for dipoles was later reproved by Zagier [25] (using character theory) and Stanley [22] (a combinatorial proof using symmetric functions). Cori, Marcus, and Schaefer [5] found a first combinatorial proof. A generalized version (dipoles with loops) was considered by Goulden and Slofstra [6] and Gross, Mansour, and Tucker [7]. Recently, Chen and Reidys [4], and Chen [3] gave another purely combinatorial proof.

Here we state an exact formula for the expected number of faces of dipoles (Corollary 4 below). Notably, even though the precise genus distribution of dipoles is known, we were not able to locate the explicit computation of the average genus or any mention of this result. The formula of Corollary 4 is surprisingly nice and serves as a comparison to the results about multistars that we treat later.

Before proceeding, we outline some notation. Let $[n] := \{1, \ldots, n\}$ and let $S_n$ be the symmetric group acting on the set $[n]$. Furthermore, let $C_n \subseteq S_n$ be the set of full cycles of length $n$, i.e., the permutations in $S_n$ with precisely one cycle of length $n$. For any real number $x$ and a positive integer $k$, we denote by $(x)_k = x(x-1) \cdots (x-k+1)$ the falling factorial of $x$. Let $c(n,k)$ be the
unsigned Stirling number of the first kind, and \( s(n, k) \) be the signed equivalent, such that \( s(n, k) = (-1)^{n-k}c(n, k) \). Let \( H_n \) be the \( n \)th harmonic number: \( H_n = 1 + 1/2 + 1/3 + \cdots + 1/n \). For convenience we also set \( H_0 = 0 \). The value of \( H_n \) is asymptotically logarithmic: \( \lim_{n \to +\infty} (H_n - \log(n)) = \gamma \) where \( \gamma \approx 0.5772 \) is the Euler-Mascheroni constant.

We will discuss random embeddings of the dipole \( D_n \): the graph with two vertices and \( n \) parallel edges joining them. Each embedding of \( D_n \) is determined by the local rotations at both vertices. In this case, each local rotation is a full cycle in \( C_n \). This means there is a bijection between embeddings of \( D_n \) and pairs \( \{ (\sigma, \tau) : \sigma, \tau \in C_n \} \). It is then fairly easy to see that the faces in an embedding given by \( (\sigma, \tau) \) correspond to the cycles in the permutation product \( \sigma \tau \).

Calculating the expected number of faces in an embedding of \( D_n \) is therefore equivalent to calculating the expected number of cycles in a product of two full cycles taken randomly from \( C_n \). The labelling on the symbols in \( S_n \) is arbitrary, so we may fix one of the full cycles to be \( \sigma = (1 \ 2 \ 3 \ \ldots \ n) \) and just consider the set \( \{ (\sigma, \tau) : \tau \in C_n \} \). Let \( F \) be the random variable for the number of cycles in \( \sigma \tau \) when \( \tau \) is chosen uniformly at random from \( C_n \). Therefore the expected number of faces in a random embedding of \( D_n \) is equal to \( \mathbb{E}[F] \).

The combinatorial problem of finding the number of cycles in a product of two full cycles has already been the object of extensive research. First note that the permutation parity argument implies that the number of pairs \( \{ (\sigma, \tau) \in C_n \times C_n \) for which the product \( \sigma \tau \) has \( k \) cycles is zero when \( k \not\equiv n \pmod{2} \). Stanley [24 Corollary 3.4] proved the following result.

**Theorem 3** (Stanley [24]). The number of cyclic permutations \( \tau \in C_n \) such that the product \( (123 \ldots n)\tau \) has \( k \) cycles is equal to \( \frac{2}{n(n+1)}c(n+1, k) \) if \( n-k \) is even (and is zero if \( n-k \) is odd).

Stanley’s theorem yields the face distribution for random embeddings of the dipole. As shown in the proof of Corollary [4] below, it gives a simple proof about the average genus of \( D_n \) using only basic combinatorial techniques.

**Corollary 4.** Let \( F \) be the number of faces in a random embedding of \( D_n \), where \( n \geq 2 \). Then

\[
\mathbb{E}(F) = \begin{cases} 
H_{n-1} + \frac{2}{n}, & \text{if } n \text{ is even;} \\
H_{n-1} + \frac{2}{n+1}, & \text{if } n \text{ is odd.}
\end{cases}
\]

**Proof.** Suppose first that \( n \) is even. Theorem 3 gives that

\[
\mathbb{E}(F) = \frac{2}{(n+1)!} \sum_{k \text{ even}} c(n+1, k)k.
\]

To determine the value of this sum, we use the well-known generating functions for signed and unsigned Stirling numbers (see e.g. [22, p. 942]) to obtain

\[
\sum_{k \text{ even}} c(n+1, k)q^k = \sum_{k=1}^{n+1} \frac{1}{2}((n+1) - s(n+1, k))q^k = \frac{1}{2}((q + n)_{n+1} - (q)_{n+1}).
\]

Differentiating both sides of this equation and plugging in \( q = 1 \), we obtain

\[
\sum_{k \text{ even}} k c(n+1, k) = \frac{1}{2}((n-1)! + \sum_{i=1}^{n+1} \frac{(n+1)!}{i}) = \frac{(n+1)!}{2} \left( \frac{1}{n(n+1)} + H_{n+1} \right).
\]
Proof of Theorem 6.

We may assume $K$ has no parts of size 1, as otherwise, we can remove any vertices of degree one from the multistar without affecting the number of faces. Having this assumption, we can use $n$ instead of $n'$. We shall write $\mu \leq \lambda$ for subpartitions $\mu$ of $\lambda$, meaning that $\mu$ can be obtained from $\lambda$ by omitting some of the terms $\lambda_i$. We also use the notation $l(\lambda) = k$

which we can plug in to (1) and simplify to get the desired result in the case when $n$ is even.

The case where $n$ is odd is similar, with the difference coming from the fact that

$$
\sum_{k \text{ odd}} c(n+1,k)q^k = \sum_{k=1}^{n+1} \frac{1}{2}(c(n+1,k) + s(n+1,k))q^k.
$$

Differentiating both sides of this equation, setting $q = 1$, plugging the result into the analogous version of (1) and simplifying gives $\mathbb{E}(F) = H_{n-1} + \frac{2}{n+1}$ in this case. \hfill \Box

3 Multistars

As mentioned in the introduction, multistars with $n$ edges are in bijective correspondence with partitions of $n$. If $n = n_1 + \cdots + n_k$, we denote the partition as $\lambda = (n_1, \ldots, n_k)$ and write $\lambda \vdash n$. It is also customary to write $\lambda = n_1^{i_1} \cdots n_r^{i_r}$ if $\lambda$ has $n_i$ repeated $i_i$ times, where we are allowed to leave out the repetitions of 1 (when $n$ is clear from the context). For example, $\lambda = (5,4,4,2,2,1,1,1) = 5^3 \cdot 2^2 \cdot 1^3 = 5^3 \cdot 2^2$.

We denote by $C_\lambda$ the set of all permutations of type $\lambda$. Recall that the type of a permutation in $S_n$ is the partition of $n$ corresponding to the cycle lengths of the permutation when written as the product of disjoint cycles.

Let $\lambda$ be a partition of $n$ with $k$ parts $\lambda_1, \ldots, \lambda_k$. We consider the multistar of type $\lambda$: the multistar with $k$ outer vertices and $\lambda_i$ edges from the central vertex to the $i$th outer vertex. Call this $K_\lambda(n)$. Let $r(\lambda)$ denote the number of parts of size 1 in $\lambda$, and note that a vertex of degree 1 in a multistar does not affect the number of faces.

The generating function for the number of cycles in products of permutations in certain conjugacy classes was found by Stanley [22] using symmetric functions. It can be expressed using the shift operator $E$ that is defined by the rule $E(f(q)) = f(q - 1)$. For example $E((q)_i)_i = (q - 1)_i$.

**Theorem 5** [22]. Let $f_\lambda(j)$ denote the number of permutations in $C_\lambda$, whose product with the full cycle $(12 \cdots n)$ is a permutation with $j$ cycles. Then:

$$
\frac{n}{(n+1)!} \left( \prod_{i=1}^{k} (1 - E^{\lambda_i}) \right) (q + n)_n.
$$

We use this result to derive our main result of this section.

**Theorem 6.** Let $F_\lambda(n)$ be the random variable denoting the number of faces in a random embedding of $K_\lambda(n)$ and let $n' = n - r(\lambda)$. Then

$$
\mathbb{E}(F_\lambda(n)) \in \left( \Delta_{n'} - \frac{1}{n'+1}, \Delta_{n'} + \frac{1}{n'+1} \right),
$$

where $\Delta_{n'} = H_{n'-1} + \left[ \frac{n'}{2} \right]^{-1}$.

**Proof of Theorem 6.** We may assume $\lambda(n)$ has no parts of size 1, as otherwise, we can remove any vertices of degree one from the multistar without affecting the number of faces. Having this assumption, we can use $n$ instead of $n'$. We shall write $\mu \leq \lambda$ for subpartitions $\mu$ of $\lambda$, meaning that $\mu$ can be obtained from $\lambda$ by omitting some of the terms $\lambda_i$. We also use the notation $l(\lambda) = k$. 
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for the number of parts of the partition and denote by $|\lambda| = \lambda_1 + \cdots + \lambda_k$ the weight of $\lambda$. This notation extends to the subpartitions of $\lambda$.

Using the notation from Theorem 5, we need to estimate $\mathbb{E}F_{\lambda}(n) = \frac{1}{|C_{\lambda}|} \sum_{j=1}^{n} j f_{\lambda}(j)$. We will proceed in a similar manner to the proof of Corollary 4, but using Theorem 5 instead of equation (2). Let us first note that

$$\frac{(n+1)!}{|C_{\lambda}|} \sum_{j=1}^{n} f_{\lambda}(j) q^j = \left( \prod_{i=1}^{k} (1 - E^{\lambda_i}) \right) (q + n)_{n+1}$$

$$= \sum_{\mu \preceq \lambda} (-1)^{|(\mu)|} E^{(\mu)} (q + n)_{n+1}$$

$$= (q + n)_{n+1} + \sum_{\mu \preceq \lambda} (-1)^{|(\lambda)|} (q + n)_{n+1}$$

$$= \sum_{k=1}^{n+1} \left( c(n+1,k) + (-1)^{|(\lambda)|} s(n+1,k) \right) q^k + \sum_{\mu \preceq \lambda} (-1)^{|(\mu)|} E^{(\mu)} (q + n)_{n+1}$$

where $\mu \preceq \lambda$ means that $\mu$ is a nonempty, nontrivial subpartition of $\lambda$. The first sum on the last line above is the same as in (2) (or the corresponding odd result), so differentiating and plugging in $q = 1$ gives the expected number of faces in a random embedding of the $n$-dipole. Hence, the expected number of faces in a random embedding of $K_{\lambda}(n)$ is:

$$\Delta_n + \frac{1}{(n+1)!} \sum_{\mu \preceq \lambda} (-1)^{|(\mu)|} \sum_{j \geq 1} j [q^j](q + n - |\mu|)_{n+1}. \quad (3)$$

To complete the proof, it suffices to see that the absolute value of the last term in (3) is less than $\frac{1}{2}$. To prove this, we take the derivatives of the falling factorial terms and evaluate them at $q = 1$ to obtain the following expression:

$$\sum_{j \geq 1} j [q^j](q + n - |\mu|)_{n+1} = \left[ \frac{d}{dq} (q + n - |\mu|)_{n+1} \right]_{q=1}$$

$$= (n - |\mu| + 1)!(|\mu| - 1)!(-1)^{|\mu| - 1}.$$

Putting this into the last term in (3), and denoting by $\theta$ its absolute value, we obtain:

$$\theta = \left| \frac{1}{(n+1)!} \sum_{\mu \preceq \lambda} (-1)^{|(\mu)|} (n - |\mu| + 1)!(|\mu| - 1)!(-1)^{|\mu| - 1} \right|$$

$$\leq \frac{1}{n+1} \sum_{\mu \preceq \lambda} \frac{1}{|\mu| - 1}$$

$$= \frac{1}{n+1} \sum_{i=2}^{n-2} \frac{p_i}{i-1},$$

where $p_i$ is the number of subpartitions of $\lambda$ whose sum is $i$.

To bound the terms $p_i(n-1)^{-1}$, we split each $\lambda_i \in \lambda$ into parts of size 2 and possibly one part of size 3 (if $\lambda_i$ is odd), then combine these new parts to obtain a finer partition $\lambda'$. Observe that the
number of subpartitions of $\lambda'$ whose weight is $i$ is greater than the number of weight $i$ subpartitions of $\lambda$. Since $p_2 + p_3 \leq n/2$ for $\lambda'$, this implies that

$$\frac{p_2}{\binom{n}{1}} + \frac{p_3}{\binom{n}{2}} \leq \frac{1}{2}.$$  \hfill (4)

For the case when $4 \leq i \leq \frac{n}{2}$, we obtain a bound in the following way. Each $\mu \preceq \lambda$ with $|\mu| = i$ corresponds to a $\mu' \preceq \lambda'$ with $|\mu'| = i$ and, using several parts of size 0 if necessary, $l(\mu') = \left\lfloor \frac{i}{2} \right\rfloor$. This implies that

$$p_i \leq \binom{n/2}{\left\lfloor i/2 \right\rfloor}.$$  

Thus, if $i$ is even and between 4 and $\frac{n}{2}$, we have

$$\frac{p_i}{\binom{n}{i-1}} \leq \frac{n(n-2) \cdots (n-i+2) (i-1)(i-2) \cdots 2}{n(n-1) \cdots (n-i+2) i(i-2) \cdots 2} \leq \frac{1}{i-1} \cdot \frac{i-3}{i} \cdot \cdots \frac{3}{n-i+3} \leq \frac{1}{2(n-1)}.$$

A similar argument then gives, for $i$ odd and between 5 and $\frac{n}{2}$, the bound

$$p_i \left(\frac{n}{i-1}\right)^{-1} \leq \frac{1}{(n-1) n-3 n-5 \cdots n-i+2} \leq \frac{1}{2(n-1)}.$$

As the complement of any subpartition of $\lambda$ with sum $i$ is a subpartition with sum $n-i$, we have $p_i = p_{n-i}$. This implies that $p_{n-2}(\binom{n}{n-3})^{-1} \leq \frac{3}{(n-1)(n-2)}$ and $p_{n-3}(\binom{n}{n-4})^{-1} \leq \frac{8}{(n-1)(n-2)(n-3)}$, where both of these terms are less than $\frac{1}{2(n-1)}$ for $n \geq 8$. For $i \geq 4$, we can use the fact that $\binom{n}{i-1} \leq \binom{n}{i+1}$ for $i \leq \frac{n}{2}$ to conclude that:

$$\frac{p_{n-i}}{\binom{n}{i-1}} \leq \frac{p_i}{\binom{n}{i+1}} \leq \frac{1}{2(n-1)}.$$

Putting this all together gives:

$$\theta \leq \frac{1}{n+1} \sum_{i=2}^{n-2} \frac{p_i}{\binom{n}{i-1}} \leq \frac{1}{n+1} \left( \frac{1}{2} + \binom{n}{2} - \frac{1}{2(n-1)} \right) \leq \frac{1}{n+1}.$$  \hfill \Box

Let us also observe that the multistar result in particular applies to dipoles and monopoles. The dipoles correspond to $K_\lambda(n)$ with $\lambda = n^1$. Recall that the value $\Delta_{n'} = H_{n'-1} + \left\lfloor \frac{n'}{2} \right\rfloor^{-1}$ in Theorem [3] is precisely the same as the expected number of faces for the dipole with $n'$ edges in Corollary [4]. The multistar $K_\lambda(2n)$ with $\lambda = 2^n$ is isomorphic to the monopole with $n$ edges, each of them subdivided. Therefore, $K_{2^n}(2n)$ and the monopole with $n$ edges have the same distribution of the number of faces. This special case of Theorem [3] can be compared with a result of Stahl [18, Theorem 2.5], who proved that the difference between $H_{2n}$ and the expected number of faces in a random embedding of the monopole with $n$ loops approaches zero as $n$ grows arbitrarily large.
4 General graphs

We will use the results of the previous sections to obtain upper bounds on the expected number of faces for random embeddings of more general classes of graphs. As an embedding of a graph on an orientable surface is uniquely determined by the local rotations at the vertices, we formally represent an embedding of a graph $G$ as a set $\Pi = \{\pi_v \mid v \in V(G)\}$, where $\pi_v$ is a cyclic permutation of the darts incident to $v$. Moreover, we may draw such an embedding in the plane by connecting the corresponding darts in the correct order. The edges may, of course, cross each other in the drawing. We can then trace out the faces in an embedding by following along one side of a path of edges. This process is shown in Figure 1. The embedding of $K_4$ represented in the figure has two faces, traced out in blue and red dashed lines. For our purpose, it will be easier to draw the embedding in a different way: we will draw a circle for each face in the embedding then put the vertices around the perimeter of this circle in the order they appear on the facial walk. Of course, any vertex of degree $d$ appears altogether $d$ times and can appear in the same facial walk multiple times. Formally, the circles in this drawing correspond to the cycles in the permutation $F(\Pi)$, defined as follows: given the fixed-point free involution $\sigma_G = \prod_{uv \in E(G)} (uv, vu)$, let $F(\Pi) = \sigma_G \cdot \prod_{v \in V(G)} \pi_v$.

Figure 1: An embedding of $K_4$ with two faces, represented in two different ways: by using local rotations and by exposing the facial walks.

Now suppose we have a fixed embedding of some graph $G$, and we want to add a new vertex to this graph. The new vertex $v$ is connected to some vertices of $G$. If $u$ is a neighbor of $v$, we fix one of the appearances of $u$ on the facial walks of $G$. This is where the edge $uv$ will emanate from $u$ in the local clockwise order around $u$. Then, choosing a random local rotation at $v$ gives an embedding of $G' = G + v$. This process can be expressed formally using the language of permutations.

Definition 7. Let $G'$ be a graph and $v \in V(G')$. Let $G = G' - v$ and consider an embedding $\Pi = \{\pi_u \mid u \in V(G)\}$ of $G$. Now, consider all embeddings $\Pi'$ of $G'$ obtained by the following random process:
Figure 2: An example of the process of adding a vertex $v$ to an embedding of a graph $G$. 
1. For each vertex \(u\) adjacent to \(v\), insert the dart \(uv\) into the local rotation \(\pi_u\) uniformly at random into one of the gaps between consecutive darts in \(\pi_u\) to obtain a cyclic permutation \(\pi'_u\).

2. Secondly, fix a uniformly random cyclic permutation \(\pi'_v\) of the darts incident to \(v\).

We say that the random embedding \(\Pi' = \{\pi'_u \mid u \in V(G')\}\) resulting from this process from \(\Pi\) was obtained by randomly adding \(v\) to \(\Pi\).

For our purpose, the crucial observation to be made regarding the process outlined in Definition 7 is that it can be used to build a random embedding of a graph one vertex at a time.

**Lemma 8.** Given a graph \(G'\) and a vertex \(v \in V(G')\), if \(\Pi\) is a uniformly random embedding of \(G = G' - v\), then randomly adding \(v\) to \(\Pi\) gives a uniformly random embedding \(\Pi'\) of \(G'\).

**Proof.** We want to show that, for any fixed embedding of \(G'\), say \(\Pi'_0\), the probability of obtaining \(\Pi'_0 = \{\pi'_u \mid u \in V(G)\}\) in the manner described is \(\prod_{v \in V(G')} \frac{1}{(\deg_{G'}(v)-1)!}\). Indeed, this process will give \(\Pi'_0\) only if \(\Pi = \Pi_0\), where \(\Pi_0 = \{\pi_u \mid u \in V(G)\}\) is the unique embedding of \(G\) in which each \(\pi_u\) is obtained from \(\pi'_u\) by removing any dart with head \(v\). Of course, \(\Pi = \Pi_0\) with probability \(\prod_{u \in V(G)} \frac{1}{(\deg_{G}(u)-1)!}\). Then, for each vertex \(u\) which is adjacent to \(v\) in \(G'\), exactly one of the \(\deg_{G}(u)\) possible placements of \(uv\) into \(\pi_u\) will yield \(\pi'_u\). Noticing that \(\deg_{G}(u) = \deg_{G'}(u) - 1\) whenever \(u\) is adjacent to \(v\), and for all other vertices we have \(\deg_{G}(w) = \deg_{G'}(w)\), we see that the correct rotation at every vertex besides \(v\) is obtained with probability \(\prod_{u \in V(G) \setminus \{v\}} \frac{1}{(\deg_{G}(u)-1)!}\).

The result then follows from the fact that we pick the rotation \(\pi'_v\) at \(v\) with probability \(\frac{1}{(\deg_{G'}(v)-1)!}\), and this choice is independent of all previous choices.

We give an example of this process in Figure 2. Here we have an embedding \(\Pi\) of a graph \(G\) with five facial walks. Because the darts in \(\pi'_v\) all have the same tail, namely \(v\), we can represent it more simply as a permutation of vertices, corresponding to the head of each dart. In particular, we set \(\pi'_v = (1\ 2\ 3\ 4\ 5\ 6\ 7)\). Then, for each \(i \in \{1, 2, \ldots, 7\}\), we randomly select one of the appearances of \(i\) in the facial walks of \(\Pi\) to connect the edge \(vi\). In this example, \(v\) is connected only to four faces in \(G\), and it breaks all of these faces in the new embedding of \(G + v\). The fifth face, however, remains unchanged. By tracing around the new faces, we can see that adding \(v\) gives us two new faces: the tracing for one of the new faces is shown in a red dashed line.

Let us recall that the facial walks of the embedding \(\Pi\) correspond to the cycles of the permutation of all darts, \(F(\Pi) = \sigma_G \cdot \prod_{v \in V(G)} \pi_v\), where \(\sigma_G\) is the involution that swaps each dart \(xy\) incident with \(x\) with the reverse dart \(yx\) incident with \(y\). To describe the faces of the embedding \(\Pi'\) obtained by (randomly) adding the vertex \(v\) to \(\Pi\), we introduce the face permutation of \(v\) relative to \(\Pi'\), denoted \(\phi_v\), which is the subpermutation of \(F(\Pi')\) induced by the darts incident to \(v\).

For the example in Figure 2 we can determine \(\phi_v\), the face permutation of \(v\) relative to \(\Pi'\), by reading the anticlockwise cyclic ordering of edges incident to \(v\) entering each face of \(\Pi\). For instance, the cyclic traversal of the face \(f_3\) gives the cycle \((2\ 3\ 5)\) of \(\phi_v\). Each face in \(\Pi\) gives a (possibly empty) cycle of \(\phi_v\). Again using the vertex at the head of each dart incident to \(v\) as a unique identifier, we can carry out this process in the given example to obtain the permutation \(\phi_v = (1\ 4)(7)(2\ 3\ 5)(6)\). The key observation is now that taking the product of the rotation scheme at \(v\) with this permutation gives us the permutation describing the faces in \(\Pi'\) which contain \(v\).

This is shown in the example: \((1\ 2\ 3\ 4\ 5\ 6\ 7) \cdot (1\ 4)(7)(2\ 3\ 5)(6) = (1\ 3\ 2\ 5\ 6\ 7\ 4)\), and the two new
faces added are described by this permutation. We state this observation more formally as the following lemma whose straightforward proof is left to the reader.

**Lemma 9.** Suppose $\Pi'$ is the embedding obtained by randomly adding $v$ to $\Pi$. Then the faces of $\Pi'$ which contain $v$ correspond to the cycles of $\pi'_v \phi_v$.

In the next theorem we combine the framework developed in this section with the result about multistars that was proved in Theorem 6; we crucially use that the bound in Theorem 6 depends on $\lambda$ only in a limited way. Recall that $\Delta_d$ was defined as $H_{d-1} + \left\lceil \frac{d}{2} \right\rceil^{-1}$.

**Theorem 10.** Suppose a vertex $v$ of degree $d \geq 1$ is randomly added to an embedding of a graph $G$. Let $h(d) = \Delta_d$ for $1 \leq d \leq 4$ and $h(d) = \Delta_d + \frac{1}{d+1}$ for $d \geq 5$. Then the expected number of faces containing $v$ is at most $h(d)$.

**Proof.** Let $d = \deg_G(v)$ and arbitrarily assign the darts incident to $v$ integers in the set $\{1, 2, \ldots, d\}$. Step 1 of the process described in Definition 7 then defines a partition $\lambda \vdash d$: we say that $vu$ and $vw$ are equivalent if they are inserted into the same face of $\Pi$.

We do the estimate separately for each possible outcome of Step 1. When we fix any such outcome, we also fix $\lambda \vdash d$ and a face permutation $\phi_v \in C_\lambda$. By Lemma 9 we need to estimate the expected number of cycles of $\pi'_v \circ \phi_v$, with $\phi_v$ being a fixed permutation in $C_\lambda$ and $\pi'_v$ a uniformly random unicyclic permutation. By symmetry, this number is the same for every $\phi_v \in C_\lambda$ (with $\lambda$ fixed) and thus it is also the same as the expected number of faces of a multistar $K_\lambda(d)$. For $d \geq 5$ we apply Theorem 6 which tells us that the expected value is at most $\lambda$ for $1 \leq d' = d - r(\lambda)$. For $d' = 0$, vertex $v$ trivially contains only one face. For $d' = 2$, vertex $v$ creates a dipole with two edges. The same is true for $d' = 3$. For $d' = 4$, we observe that the only non-trivial partition that does not lead to a dipole is $\lambda = (2, 2)$. We can easily verify that the multistar corresponding to such $\lambda$ has the expected number of faces $\frac{7}{3}$, which is exactly the same as the dipole with four edges. Thus for $1 \leq d \leq 4$ the final bound follows by Corollary 4. For $d \geq 5$ we use the above bounds for each version of Step 1 of Definition 7. We conclude that the expected number of faces containing $v$ is at most $h(d)$ as $h$ is monotone. This completes the proof.

We can use Theorem 10 to find general bounds on the expected number of faces in random embeddings of graphs. Given a graph $G$, let $F$ denote the random variable for the number of faces in a random embedding of $G$. It immediately follows from Theorem 10 that, if $G$ has maximum degree $d \geq 2$, then

$$\mathbb{E}[F] < n \left( \log(d) + \frac{5}{3} \right).$$

This result can be strengthened to allow vertices of degree larger than $d$ as long as the “maximum average degree” is at most $d$. The notion of the maximum average degree comes from the theory of sparse graphs (see [16]). To be more precise, we say that a graph is $d$-degenerate if there is an ordering $v_1, \ldots, v_n$ of its vertices such that $d_i \leq d$ for each $i \in [n]$, where $d_i$ denotes the number of neighbors $v_j$ of $v_i$ with $j < i$. We call $d_i$ the back-degree of the vertex $v_i$. We make a slight change to the definition above: whenever $d_i = 0$ we redefine it to the value $d_i = 1$ instead.

**Theorem 11.** Let $G$ be a connected graph of order $n$. Given a linear order of vertices $v_1, \ldots, v_n$ with respective back-degrees $d_i$ (1 $\leq i \leq n$), we have

$$\mathbb{E}[F] \leq 1 + \sum_{i=3}^{n} \log d_i^*, \quad (5)$$
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where \( d^*_i := d_i \) if \( d_i \neq 2 \) and \( d^*_i := e \) if \( d_i = 2 \). We also have

\[
\mathbb{E}[F] \leq 1 + \sum_{i=3}^{n} H_{d_i-1}. \tag{6}
\]

**Proof.** We are building \( G \) starting with \( v_1 \) and adding vertices \( v_2, \ldots, v_n \) to the current graph using the given order. The proof is by induction on \( n \). The base of induction is for connected graphs on at most two vertices that clearly have only one face.

In the induction step we consider \( n \geq 3 \). Consider \( G' := G \setminus v_n \). By Theorem 10, \( v_n \) is in average in at most \( H_{d_n-1} + \left\lfloor \frac{d_n}{2} \right\rfloor^{-1} + x_{d_n} \) faces, where \( x_1 = x_2 = x_3 = x_4 = 0 \) and \( x_{d_n} = \frac{1}{d_n-1} \) for \( d_n \geq 5 \). Moreover, since \( G \) is connected, \( v_n \) is connected to each component of \( G' \), and by building any embedding of \( G' + v_n \), we have destroyed at least one face from each component. Let \( C_1, \ldots, C_k \) be the components of \( G' \). We conclude the proof by the following computation:

\[
\mathbb{E}[F] \leq \sum_{i=1}^{k} \left( 1 + \sum_{v_j \in V(C_i)} H_{d_j-1} \right) - k + H_{d_n-1} + \left\lfloor \frac{d_n}{2} \right\rfloor^{-1} + x_{d_n} \leq 1 + \sum_{i=3}^{n} H_{d_i-1}
\]

and

\[
\mathbb{E}[F] \leq \sum_{i=1}^{k} \left( 1 + \sum_{v_j \in V(C_i)} \log d^*_j \right) - k + H_{d_n-1} + \left\lfloor \frac{d_n}{2} \right\rfloor^{-1} + x_{d_n} \leq 1 + \sum_{i=3}^{n} \log d^*_i. \quad \Box
\]

**Corollary 12.** Let \( G \) be a connected \( d \)-degenerate graph. If \( d = 2 \), then \( \mathbb{E}[F] \leq n - 1 \). If \( d \geq 3 \), then \( \mathbb{E}[F] \leq 1 + (n - 2) \log d \).

Theorem 11 improves upon the previous best known general bound, proven by Stahl in [20]. Letting \( d'_1, d'_2, \ldots, d'_n \) denote the degree sequence of \( G \), Stahl showed that the expected number of faces in a random embedding of \( G \) is at most

\[
2n + \sum_{i=1}^{n} \log(d'_i). \tag{7}
\]

Thus, our bound (5) yields an improvement by exchanging the term \( 2n \) with 1 and replacing \( d'_i \) with smaller values \( d^*_i \) (when all \( d'_i \geq 3 \)). A similar improvement has been made with (6), which should be compared with the bound \( \mathbb{E}(F) \leq n + \sum_{i=1}^{n} H_{d'_i-1} \) from [20].

In a separate paper [19], Stahl described some infinite families of graphs for which \( \mathbb{E}(F) \) is linear in the number of vertices. Specifically, he showed, building the graph \( G_n \) by linking together \( n \) copies of a fixed graph \( H \) “in a consistent manner so as to form a chain,” that the expected number of faces in a random embedding of \( G_n \) is \( \Theta(|V(G_n)|) \). In such linear families of graphs, the maximum degree of \( G_n \) is at most twice the maximum degree of \( H \), itself an absolute constant with respect to \( n \), so that the bound in Theorem 11 is tight up to a constant factor.

At first sight, it may seem that the class of graphs satisfying \( \mathbb{E}(F) = \Theta(n) \) is very special. However, the following result shows that a wide variety of graphs have this property.

**Proposition 13.** Let \( G \) be a graph and let \( \mathcal{C} \) be some family of cycles in \( G \). Suppose that each cycle in \( \mathcal{C} \) has length at most \( \ell \) and all of its vertices have degree at most \( d \). If \( d \neq 2 \), then the expected number of faces in a random embedding of \( G \) is at least \( \frac{2|\mathcal{C}|}{(d-1)^{\ell}} \).
Consider a map $M$ of $G$ chosen uniformly at random. For each $C \in \mathcal{C}$ let $X_C$ be the indicator random variable for the event that “$C$ is a facial walk of $M$.” Notice that $F \geq \sum_{C \in \mathcal{C}} X_C$. Given a cycle $C = u_1u_2\ldots u_k \in \mathcal{C}$ of length $k$, let $e_i = u_iu_{i+1}$ for $1 \leq i \leq k$, taking indices modulo $k$. Then $C$ is a face of $M$ if and only if one of the following holds: (1) $\pi_{u_i}(e_i) = e_i-1$ for $1 \leq i \leq k$ or (2) $\pi_{u_i}(e_{i-1}) = e_i$ for $1 \leq i \leq k$. By counting, it is easy to check that the probability that a random cyclic permutation of $\{1, 2, \ldots, t\}$ sends 1 to 2 is $\frac{1}{t}$. Thus, as the rotation at each vertex is independent and it is impossible for both (1) and (2) to occur simultaneously (unless all vertices on $C$ are of degree 2), we have

$$
\mathbb{E}(X_C) = 2 \prod_{i=1}^{k} \frac{1}{\deg(u_i) - 1} \geq \frac{2}{(d-1)^k}.
$$

The result now follows by using the linearity of expectation.

Combining Theorem 11 with Proposition 13, we see that any graph with bounded maximum degree and linearly many short cycles has linearly many expected faces. Although Proposition 13 describes general classes of graphs with linear expected number of faces, it is believed that this is rare. In fact, Stahl conjectured [18, Conjecture 4.3] that for almost all graphs with $q$ edges, the expected number of faces in a random embedding is close to $H_{2q}$.

We were unable to find any graph family with unbounded degeneracy for which the bound in Theorem 11 is tight. Indeed, we believe that such graphs do not exist and we propose a general conjecture that is given in the introduction as Conjecture 1 (for simple graphs) and Conjecture 2 when we allow edges of high multiplicity.
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