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Abstract. The health status of a person can be assessed by specialized professionals with the help of medical devices. The assessment, in real-time, would be useful as most of the times a person is not in presence of health professionals. But own assessment lacks precision and reaction time that could be risky in critical conditions. The pervasiveness of Internet connections and ubiquity of smart devices makes it possible to overcome that limitation. By using sensing capabilities of portable/wearable devices in conjunction with medical knowledge and clinical history it is possible to monitor a person’s health status in real-time with reaction mechanisms. The objective is to keep track of collected evidence, and relate with existing knowledge for better assessment. This paper proposes a framework, inspired by the brain and physiology, capturing real-time health related information, at a person’s location, submitting that to the cloud for reasoning and decision and triggers advice or request medical assistance.
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1 Introduction

A person living in modern societies is surrounded by an ever-growing number of technological devices [1]. The pervasiveness of computing and sensing devices offers different types of services that, ultimately, represent a source of data that can be used for the most different objectives and applications. As a person makes daily family or work activities, he/she is permanently exposed to an environment with which is necessary to properly interact and get valuable output for his/her life.

With the emerging developments of mobile devices and the Internet of Things becoming a reality, the offering of information provided by sensors or integrated services is growing fast. It would be desirable that a citizen could benefit from the best performance of all those systems, being supported by accurate context awareness thus improving quality of life, and security. In that direction, the information that devices and systems either portable or installed in surrounding environment (e.g. car, house, city, etc.) [2].

Most of animals have surveillance mechanisms, in which mammals stand out by the complexity of their sensorial organs and brain functions. Humans have, a sensorial capacity and processing at brain that detect and identify dangerous (e.g. fire in the surroundings) or risky situations (e.g. if you step there you may fall). In fact much of these mechanisms rely on how the brain makes assessment of the environment and
what are the present dangers and the risk of following actions. In the current environment, of applications in portable devices, (e.g. smartphones) such equipment should be empowered to identify the situations surrounding us and, eventually, warning us about identified risks in the proximities. That strategy is pursued by the emerging research area on context awareness [3]. Our current research, alike the brain, tries to identify our current physiological situation (e.g. temperature and heartbeat) and that of the surrounding environment (e.g. temperature, humidity) in order to evaluate our current health status and potential risks.

In the next section, the perspective of personal health monitoring powered by cloud with real-time data collection is explored. Section 3 provides research questions and hypothesis in close relation with the ongoing doctoral studies. Section 4 contains a discussion on methodology and concepts proposed by this research work and finally, section 5 presents conclusions and future work.

2 Personal Health Information Management using the Cloud

Sensors and sensor networks are in expansion with the need to obtain data from persons or from the environment. Devices with the ability to capture data can have different capabilities; they can be standalone (e.g. RFID tags) or be part of a larger setup (e.g. data from meteorological stations). That range of devices includes devices that need to be small and cheaper so that they can be installed in many places (e.g. clothes) but also devices that must operate alone for long periods of time (e.g. car identifiers). That means the need to make those devices as simple as possible with low consumption with consequent constraints in their capabilities. The need for additional computational resources is an identified problem for small sensors and similar devices as they have small or inexistent computational power, they also may be passive, and must have low energy consumption.

The usage of small (and cheaper) low consumption devices, with limited or inexistent computational power, can be empowered by the usage of external resources. For that, the cloud can be a differentiating factor to overcome the limitation of small devices, either sensors or actuators, by providing storage capacity and computational power. The cloud can be used to ensure that sensors can generate data that is stored remotely at the cloud and processed remotely where computational power is available. In what refers to personal health information management, the usage of services at the cloud can provide reasoning over knowledge bases to evaluate a person’s health and to generate evaluation reports in real-time [4]. For a person doing normal life, wearable or local sensors can permanently monitor generic activities or a specific exercise (e.g. jogging, playing sports). Data being permanently sent to the cloud can be remotely analyzed and, if dangerous events are identified, the adequate warnings will be issued and, eventually, request medical assistance.

3 Followed Research Method

The observation of the current fitness and eHealth oriented devices and how they are operating makes us to question about its potential usefulness, for users, and how it can
be improved. The problems of real-time evaluation of a person and her circumstances lead to the following question.

**Research Question:** How to adopt lessons learned from the brain and neurophysiology to computing devices in order to monitor, inform and assist users for self-help when necessary?

**Hypothesis:** We propose, by hypothesis, that if we monitor bodily functions along with environmental condition, it will be possible to establish an overview of a person’s health status and warn about potential risks by utilizing computation in cloud.

### Background Observation

The brain and the nervous system permanently monitor a person’s body. Information is acquired by our sensorial organs, is perceived and interpreted by the brain using existing knowledge, gained by learning and experience. The reasoning is based on a combination of different inputs, acquired by sensorial organs [5], which generate better assessment (e.g. I felt a spike on my feet, the sand is red so i have a cut and I am bleeding). Thus the brain uses multiple inputs to assess if there is danger for the person or if we only need to take care, avoiding multiple attendances to a doctor.

People use many devices that have computational power and embedded sensorial capacities. Smartphones have processing capacities, usually are equipped with a GPS, have a camera and can capture sound. They also have schedulers and planners where people can shape their foreseen activities for the day. Fitness devices provide information about physiological measurements (e.g. heartbeat) and are also capable of determining at what pace you are walking or running and in general the amount of calories being spent [6][7]. Based on all those capabilities, it is possible these days to determine if you are jogging (e.g. reading your electronic scheduler) and measuring your pace, or determine that you are in a work meeting. In those cases, an elevated heartbeat has different interpretations; in one case it is normal that you have higher heart frequency as you are running as in the other case you can be facing some disturbance, as a work meeting is not going as you would like. Using all this information it is possible to make an assessment on the health status of a person and, eventually, warn her to slow exercise or to control their reaction to a meeting.

In summary, with the existing devices and services, it is possible to monitor health status according to the context, and trigger events to inform or warn actions to be executed.

### 4 Methods and Associated Concepts

In this section we will first address the data processing flow to be followed in the proposed system, which starts with data acquisition from the real world until the actions to be performed in the real world.
Fig. 1 shows the data processing flow. In the first step data is captured from the real world by various types of sensors or from other service providers. Thus collected data act as measurement of the parameter under consideration like temperature, humidity etc. In the next step, data infusion is performed leading towards more meaningful state like the temperature and humidity of an object at a particular instant, which leads to the generation of virtual sensors (VS). VSs will have data infusion rules such as if the temperature > x and humidity < y then activate VS. These are useful for generating simple instances of events, with multiple parameters, thus allowing more understanding of the real world and may lead to reflex-like reactions as append in the human body. The next step termed “Pre-Processing” is used for pattern extraction and will remove the unwanted data from the collected samples of instances thus providing filter over useful data. The patterns detected in this phase are passed to for post-processing, where domain knowledge and rules, are applied over the collected samples to generate facts. Interpretation of facts leads to generation of actions to be taken, over which actors can decide the follow-up procedures.

Fig. 1 Data processing flow

In the processing flow diagram, we also see that in each stage actions are generated, which we term as “reflex”- immediate response to the state of the real world. In order to act over the reflexes users should use their own knowledge and understanding of the overall scenario. The final actions are suggested based on wider processing of the scenario thus allowing users to respond with lower level of understanding. It is important to define some important concepts for further understanding of the methodology.

Sensor: Sensors are devices that are capable of reading physical and physiological parameters. A sensor S can be defined by a tuple \( <D, C> \) where \( D \) represents data-stream and \( C \) the context of the sensor. \( D \) will have a data-type and an ordered set of readings obtained at various time which can be represented as \( D=<\text{DataType}, \{R_1,\ldots,R_n\}> \). \( C \) is used for understanding the contextual use of the sensor and can have an URI to an external Sensor Networks Ontology\(^1\) or can also be linked with other instances of metadata resources.

Virtual Sensor (VS): VS are termed virtual because they don’t have physical occurrence but are formed by logical infusion of various sensors. So, a VS can be defined by a relation \( \odot \) s.t. \( VS= S_x \odot S_y \) where \( S_x \) and \( S_y \) are sensors as defined previously. The relation \( \odot \) can have different syntax and semantics as needed based on the type of data infusion that should be established between sensors. For instance if VS is used for taking into consideration humidity and temperature of a body part (e.g. arm, armpit) at the same time then a one to one union over the reading of the sensors for humidity and temperature will give an ordered set of reading for this new VS. And if the operator is to find the difference of the reading of two sensors (e.g. environment and body temperature) then the ordered difference between each element of the

\(^1\) http://www.w3.org/2005/Incubator/ssn/ssnx/ssn
A reading of two sensors will give the dataset for the VS. Note that the context of the VS can always be obtained by the union of the individual contexts of the sensors forming the VS.

**Complex-Event Processing (CEP):** CEP is a widely accepted term which is used to combine data from multiple sources (e.g. sensors or virtual) to infer events by observing specific patterns over observed data. This is important to identify meaningful events or threats by observing a series of patterns and an application of possible rules. For instance if it is observed that a person is having heartbeat above a given threshold and the difference between the outside and body temperature crossed a defined limit, then by comparing to similar patterns recorded as dangerous for that person, a warning is issue signalling that some immediate action has to be taken. Also note that based on the concept of adding context to the sensors and propagated to VS will be determinant for CEP to take into consideration the context of the environment. Same patterns can raise different scenarios in different contexts thus adding more value to the CEP.

For further understanding of the concepts of sensors and VSs, let us consider a simplified scenario in which body temperature, heartbeat and Scheduler is regularly monitored to detect critical situations. Table 1 shows a snapshot of some of the situations.

| Time [H] | 9h00 | 9h30 | 10h00 | 10h30 | 11h00 |
|----------|------|------|-------|-------|-------|
| T_body [º] | 36   | 36.5 | 37    | 36.2  | 36.5  |
| Heartbeat (BPM) | 70   | 110  | 80    | 70    | 90    |
| Scheduler    | Jogging | Jogging | Showering | Work | Work |
| Result       | OK    | 1OK   | 2OK   | 3OK   | 4Warning |

The data are read by individual sensor, which is infused to produce warnings by considering situations that can arise at a particular instance. This can be modelled with the definitions of sensors and VSs given before. Note that context of sensors (which can be position, data type, personal identity etc.) is not considered for simple understanding of the modelling process.

Sensors are:
- \( S_{T\_body} = \{36, 36.5, 37, 36.2, 36.5\} \),
- \( S_{HeartBeat} = \{70, 110, 80, 70, 90\} \),
- \( S_{Time} = \{9, 9.30, 10, 10.30, 11\} \),
- \( S_{Scheduler} = \{(9, Jogging), (9.30, Jogging), (10, Showering), (10.30, Work), (11, Work)\} \).

Now VS can be modelled as follows:
- \( VS_{T\_bodyAndHeartBeat} = S_{T\_body} \odot S_{HeartBeat} \), \( \odot \) is s.t. for \( i=1...n \)
- \( VS_{T\_bodyAndHeartBeat} = \{(x_i, y_i)\} \) where \( x_i \in S_{T\_body} \) and \( y_i \in S_{HeartBeat} \)

In our example:
- \( VS_{T\_bodyAndHeartBeat} = \{(36.70), (36.5,110), (37.80), (36.2,70), (36.5,90)\} \)
- \( VS_{TimeAndScheduler} = S_{Time} \odot S_{Scheduler} \), \( \odot \) is s.t. for \( i=1...n \)
- \( VS_{TimeAndScheduler} = \{(z_i)\} \) where \( x_i \in S_{Time}, (y_i, z_i) \in S_{Scheduler} \) and \( x_i = y_i \)

So we have: \( VS_{TimeAndScheduler} = \{\text{Jogging}, \text{Jogging}, \text{Showering}, \text{Work}, \text{Work}\} \)

We define: \( VS_{Warning} = VS_{T\_bodyAndHeartBeat} \odot VS_{TimeAndScheduler} \), \( \odot \) is s.t. for \( i=1...n \)
- \( VS_{Warning} = \{(x_i, y_i, z_i)\} \) where \( (x_i, y_i) \in VS_{T\_bodyAndHeartBeat} \) and \( z_i \in VS_{TimeAndScheduler} \)
- \( x_i > 36, y_i > 80 \) and \( z_i = \text{work} \) or \( y_i > 150 \)
Which gives us VS\textsubscript{Warning} = \{(36.5, 90, \text{work})\}

This model shows the fusion of data from sensors and VS to detect warning. The VS\textsubscript{Warning} thus detects the situation that the person is at work, has body temperature above 36 and heartbeat above 80 or if the heartbeat is above 150. In the scenario as shown in Table 1, this VS issues a warning for the last column, as expected.

4.1 Conceptual Architecture and Technology adoption

This section will present the conceptual architecture that is being followed for the realization of the system. The system should have layered architecture with well-defined interfaces and clear distinction between the independent components to be implemented at each stage of data processing flow. Fig. 2 shows the conceptual architecture with distinct layers divided, with components designated for specific functionality, and a clear demarcation on the cloud and private deployments.

**Data Collection Layer:** This layer is responsible for the collection of data via different sensors deployed in real world. Sensors interact with this layer through the adaptors. Adaptors are sensor specific implementations that act as sink for sensors, the output of which is data streams. The context of the sensor can be registered through admin configuration. This configuration will also define the adaptor for the particular type of sensor. This methodology allows easy integration of the sensor into the system with minimal changes for the new type of sensor. This layer also consists of VSs, which collect data from the outputs of the adaptors. The operation to be performed on the data for generation of outputs for virtual sensors is defined in the configuration details assigned to the virtual sensor. VS configs are the configuration files (XMLs), which will generate a new set of outputs by selecting parameters from other sensors or VSs. Since VS can also be specified with constraints, some simple events (or reflexes) will be generated and notified to the user through local application within the reach of user even in the offline mode.

**Pre-Processing Layers:** This layer implements CEP functionality and provides a module for publication and subscription to data. It also provides interface to query over data, patterns and events that have been generated by this or lower layers. Events Generation Module is an implementation of CEP and is used for sampling and filtering of data, the rules for which are defined in the configuration file (configs). Publish/Subscribe module acts as a subscriber of events from the data collection layer.
and publisher for Post-Processing Layer. This module pulls data from the lower layer, passes it to modules for processing and pushes the pre-processed data towards post-processing layer for further treatment. The query interface is utilized by the application for providing notifications and statistics to the user.

**Post-Processing layer:** This is a heavy-duty layer of the overall system, where critical processing of the data is performed such as reasoning and learning. This layer makes use of domain knowledge created by experts and reasoning algorithms based on logical reasoning, and/or probabilistic reasoning, to extract new facts for understanding of the overall situation. This layer also implements a learning mechanism to keep the knowledge base updated with new facts generated by automated reasoning. This layer thus acts like a decision support system (DSS) to help the responsible person to have better insight of the real-world scenario.

**User-Interface:** This layer is used for interaction with the users supported by local applications and applications deployed as SaaS. Local applications are for immediate response and notification of reflexes upon detected events. Other applications are provided as SaaS, in the cloud, and deliver detailed analysis of the scenario, historical data and suggested actions to be taken. The ‘admin’ functionality allows configuration changes of the sensors and virtual sensors. The applications can be configured to trigger alarms to the user, case an emergency situation is detected.

### 4.2 Technology Adoption

For the purpose of system implementation this research work adopts services and enablers, being developed by projects, under the European FI-PP program like FIWARE\(^2\) and FITMAN\(^3\), which provide enablers for data acquisition from the physical world, complex event processing, context aware data handling, data analysis etc. Shop-floor Data Collection\(^4\) (SFDC) is the implementation for data collection from various sensor networks (protocol agnostic methodology), and also for integration of tagged objects into the system. SFDC implements creation and configuration of the VSs and provides adaptors for some standard sensors with easy integration of new types of sensors. VSs are created by writing XML with defined schema. Complex Event Processing (CEP)\(^5\) and Publish/Subscribe Context Broker\(^6\) are configured and used in the data pre-processing layer. Both of these enablers are the important components, which are adapted for the realization of events generation and publish/subscribe modules respectively. In the implementation of post-processing layer it is very important to consider knowledge extraction over real time data, which we have adopted from some current research work as described in [8] and [9]. This module also makes use of ANN with semantics for implementing probabilistic learning algorithm, which have been inspired by some works as described in [10] and [11].

---

\(^1\) [http://www.fi-ware.org/](http://www.fi-ware.org/)

\(^2\) [http://www.fitman-fi.eu/](http://www.fitman-fi.eu/)

\(^3\) [http://catalogue.fitman.atosresearch.eu/enablers/shopfloor-data-collection](http://catalogue.fitman.atosresearch.eu/enablers/shopfloor-data-collection)

\(^4\) [http://catalogue.fi-ware.org/enablers/complex-event-processing-cep-ibm-proactive-technology-online](http://catalogue.fi-ware.org/enablers/complex-event-processing-cep-ibm-proactive-technology-online)

\(^5\) [http://catalogue.fi-ware.org/enablers/publishsubscribe-context-broker-orion-context-broker](http://catalogue.fi-ware.org/enablers/publishsubscribe-context-broker-orion-context-broker)
5 Concluding Remarks and Future Work

Research presented in this paper has potential impact in many societal and business aspects. New business models can be deployed to support real-time monitoring as proposed and, from the human side, a citizen can be monitored and assisted while performing a normal life. As by research presented in this paper, those objectives can be achieved by building computational methodology to integrate sensorial data and their interpretation, generating advice or asking for support as needed. This research work provides a framework for raw data collection from real world and multi-stage processing of data leading towards automated understanding of the surrounding. Proposed methodology will leverage cloud computing to utilize open linked data in the domain of health and big data processing for more reliable self-help health monitoring services. On-going validation and iterative testing of the implemented system in real scenarios is the most important task to be completed in a near future.
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