ISGDR- bulk or surface mode?
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The existence of isoscalar giant dipole resonance (ISGDR) in nuclear matter is considered as a spurious mode in most text books since one associates with it a center of mass motion. The more surprising was the experimental justification of a giant resonance carrying the quantum numbers of a isoscalar and dipole mode. Consequently one has to consider higher harmonics as explanation of such a mode. Usually this mode is associated with a squeezing mode analogous to a sound wave based on simple Fermi liquid considerations. However, the first order gradient terms of the induced density variation, which is described by the polarization function \( \Pi \), according to

\[
f(p, R, t) = f_0(p, R) + \delta f(p, R, t)
\]

such that the induced density variation \( \delta n(p, t) \) reads

\[
\delta n(p, t) = \int \frac{dp}{(2\pi\hbar)^3} \delta f(p, R, t)
\]

where \( U^{\text{ext}}(p, t) \) is the external perturbation and \( U^{\text{ind}}(p, t) \) the self-consistent meanfield. Provided we know the response to the external potential without selfconsistent meanfield, we have from (6) after Fourier transform

\[
\Pi(x, x', \omega) = -\nabla_{x'} \int \frac{dp dq}{(2\pi\hbar)^6} e^{i(q(x-x') - \omega t)} \nabla_{p_{\text{f0}}} \int \frac{dp}{(2\pi\hbar)^3} \frac{\delta f(p, R, t)}{i(\omega - \frac{p_{\text{f0}}^{2}}{m})}.
\]

With the definition of the polarization function (4) we extract with one partial integration

\[
\Pi(R, \omega) = -\int \frac{dp}{(2\pi\hbar)^3} \frac{q\nabla_{p_{\text{f0}}}(p, R)}{\omega - \frac{p_{\text{f0}}^{2}}{m}}
\]

In the following we are interested in the gradient expansion since we believe that the first order gradient terms will bear the information about surface effects. Therefore we change to center of mass and difference coordinates \( R = (x_1 + x_2)/2, r = x_1 - x_2 \) and retaining only first order gradients we get from (6) after Fourier transform of \( r \) into \( q \)

\[
\Pi(R, q, \omega) = -\int \frac{dp}{(2\pi\hbar)^3} \frac{q\nabla_{p_{\text{f0}}}(p, R)}{\omega - \frac{p_{\text{f0}}^{2}}{m}} + \frac{i}{2} \nabla_{R} \int \frac{dp}{(2\pi\hbar)^3} \frac{\nabla_{p_{\text{f0}}}(p, R)}{\omega - \frac{p_{\text{f0}}^{2}}{m}} - \frac{p q \nabla_{p_{\text{f0}}}(p, R)}{i(\omega - \frac{p_{\text{f0}}^{2}}{m})^2}.
\]
where in the last equality we have assumed radial momentum dependence of the distribution function $f_o$. We recognize that besides the usual Lindhard polarization function as the first part of (8) we obtain a second part which is expressed by a gradient in space. The first part corresponds to the Thomas Fermi result where we have to use the spatial dependence in the distribution functions and the second part represents the extended Thomas Fermi approximation. So far we did not assume any special form of the distribution function. Therefore the expression (8) is as well valid for any high temperature polarization of finite systems.

What remains is to show that the response function (3) does not contain additional gradients. This is easily confirmed by two equivalent formulations of (3), $\Pi^{-1} \chi = 1 + V \chi$ and $\chi \Pi^{-1} = 1 + \chi V$, which by adding yield the anticommutator

$$[\Pi^{-1}, \chi]_+ = 2 + [V, \chi]_+.$$  
(8)

This anticommutator does not contain any gradients up to second order. Therefore we have $[V = \delta U^{ind}/\delta n]$ 

$$\chi(R, \mathbf{q}, \omega) = \frac{\Pi(R, \mathbf{q}, \omega)}{1 - V(R, \mathbf{q}, \omega)\Pi(R, \mathbf{q}, \omega)} + \mathcal{O}(\partial_R^2).$$  
(9)

Equation (8) and (9) give the response and polarization functions of finite systems in first order gradient approximation.

Now we are ready to derive approximate formulae for spherical nuclei. In this case we can assume $\mathbf{q} | R$ and we have 

$$\Pi(R, \mathbf{q}, \omega) = \Pi^0(R, \mathbf{q}, \omega) - \frac{i}{q} \partial_R \left[ 1 + \frac{\omega}{2} \partial_\omega \right] \Pi^0(R, \mathbf{q}, \omega)$$  
(10)

where $\Pi^0$ is the usual Lindhard polarization with spatial dependent distributions (chemical potentials, density). We use now further approximations. In the case of giant resonances we are in the regime where $\text{Im}\Pi^0 \sim \omega$ such that 

$$\left[ 1 + \frac{\omega}{2} \partial_\omega \right] \Pi^0 = \frac{3}{2} \text{Im}\Pi^0$$  
(11)

and for small $q$ the real part vanishes for $\text{Re}\Pi^0 \sim 1 - c^2 q^2 / \omega^2$. Within the local density approximation we know that the spatial dependence is due to the density $n(R) = n_0 \delta(R_0 - R)$. Since we have for zero temperature $\text{Im}\Pi^0 \propto p_f(n)$ we evaluate 

$$\partial_R \text{Im}\Pi^0 = -n_0 \delta(R_0 - R) \partial_\omega \text{Im}\Pi^0$$  

$$= -\frac{1}{3} \delta(R_0 - R) \text{Im}\Pi^0$$  
(12)

where we assumed the density dependence carried only by the Fermi momentum. Now it is straight forward to spatially average $\Pi$ with the help of (12) 

$$\Pi(q, \omega) = \frac{3}{R_0^3} \int_0^{R_0} dR R^2 \Pi(R, \mathbf{q}, \omega)$$

$$\approx \Pi^0(q, \omega) + i \frac{3}{q R_0} \left[ 1 + \frac{\omega}{2} \partial_\omega \right] \frac{1}{3} \Pi^0(q, \omega)$$

$$= \Pi^0 + \Pi^{surf}.$$  
(13)

Consequently the surface contribution to the polarization function reads finally with (13)

$$\Pi^{surf}(q, \omega) = \frac{3}{2 q R_0} \text{Im}\Pi^0(q, \omega)$$  
(14)

which is real. With (13), (14) and (1) we obtain finally for the structure function

$$S(q, \omega) = \frac{1}{\pi} \frac{\text{Im}\Pi^0}{[1 - V(\text{Re}\Pi^0 + \Pi^{surf})]^2 + (V \text{Im}\Pi^0)^2}.$$  
(15)

For small $q$ expansion we see that the pole of the structure function becomes renormalized similar as known from the Mie mode or surface plasmon mode\(^7^{78} \)

$$\omega^2 = -\frac{\omega_0^2}{1 - V \Pi^{surf}}.$$  
(16)

After establishing the structure function including surface contribution we specify the model for actual calculations. We choose as mean field parameterization a Skyrme force following Vautherin and Brink\(^9\) which leads to the isoscalar potential

$$V = \frac{3t_0}{4} + \frac{3t_3}{8} n_0$$  
(17)

with $t_0 = 983.4$ MeV fm\(^3\), $t_3 = 13106$ MeV fm\(^6\), $x_0 = 0.48$ at nuclear saturation density $n_0 = 0.16$ fm\(^{-3}\) and the incompressibility of $K = 318$ MeV. Further we employ the Steinwedel-Jensen model\(^10\) where the basic mode inside a sphere of radius $R_0$ is given by a wave vector

$$q_{sp} = \frac{\pi}{2 R_0}.$$  
(18)
Fig. 1. The experimental structure function (T=0) versus theoretical values. The bulk RPA result (solid lines) is compared with the extended Thomas Fermi approximation (surface corrections, dashed lines) and the inclusion of collisions (dot-dashed lines). The latter one should be of less importance due to symmetry of isoscalar mode. The data suggest this case and support surface contributions. Circles: Normalized data from Ref. 14.

This would correspond to the first order isovector mode\textsuperscript{11}). Since this mode is spurious\textsuperscript{12}) we have to consider the next higher harmonics\textsuperscript{13,14}) which is

\[ q_{\text{isgdr}} = \frac{\pi}{R_0} \]  \hspace{1cm} (19)

Since the polarization function with this second order mode contains still contributions from the spurious mode we have to subtract this part\textsuperscript{3,4)}

\[ \Pi_{\text{BGDR}}(\omega) = \Pi^0(q_{\text{isgdr}}, \omega) - \Pi^0(q_{\text{sp}}, \omega). \]  \hspace{1cm} (20)

In Fig. 1 we have plotted the experimental structure function together with different theoretical estimates according to (20) and (15). The inclusion of surface corrections (dashed lines) shifts the structure function towards the experimental values. The inclusion of collisions (dot-dashed lines), which should be of minor importance for isoscalar dipole mode due to cancellation of backscattering, leads to worse results. The results support also that the mode is of isoscalar dipole type.
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