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Abstract. In this paper, we prove the well-posedness and optimal trajectory regularity for the solution of stochastic evolution equations driven by general multiplicative noises in martingale type 2 Banach spaces. The main idea of our method is to combine the approach in [HL] dealing with Hilbert setting and a version of Burkholder inequality in M-type 2 Banach space. Applying our main results to the stochastic heat equation gives a positive answer to an open problem proposed in [JR12].

1. Introduction

In this paper, we investigate the well-posedness and optimal trajectory regularity for the solution of the stochastic evolution equation

\[ dX(t) = (AX(t) + F(X(t)))dt + G(X(t))dW_U(t), \quad t \in (0, T] \]

(SEE)

\[ X(0) = X_0 \]

in a martingale type (M-type) 2 Banach space \((E, \| \cdot \|)\), under weak assumptions on its data. Here \(T\) is a fixed positive number, \(A\) is a generator of an analytic \(C_0\)-semigroup \(S(\cdot)\) on \(E\) and \(W_U := \{W_U(t) : t \in [0, T]\}\) is a cylindrical Wiener process in a separable Hilbert space \(U\) with respect to a stochastic basis \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, T]}; \mathbb{P})\), i.e., for any \(g, h \in U\), \(W_U h = \{W_U(t)h : t \in [0, T]\}\) is a Brownian motion, and \(\mathbb{E}[W_U(s)g \cdot W_U(t)h] = (s \wedge t)(g, h)_U\) for all \(s, t \in [0, T]\).

The well-posedness and regularity for the solution of Eq. (SEE) in Hilbert setting have been studied extensively; see, e.g., G. Da prato, S. Kwapien and J. Zabczyk [DPKZ87], A. Jentzen and M. Röckner [JMR10].
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There are several reasons to consider Eq. (SEE) in Banach setting instead of Hilbert setting. On one hand, it is shown that a large class of equations with various applications are more suitable to be described in the M-type 2 Banach space \( E = L^q(\mathcal{O}) \) with \( q \geq 2 \), where throughout \( \mathcal{O} \) is a bounded, open subset of \( \mathbb{R}^d \) with regular boundary (see, e.g., [Brz95, Brz97] for Wiener case and [DGT12] for rough case). On the other hand, some error estimations in numerical analysis and simulation of Eq. (SEE) can also be improved (see, e.g., [CHJ17, HJK]).

Another motivation for us to study the optimal trajectory regularity for the solution of Eq. (SEE) in M-type 2 Banach space is an open problem proposed in [JR12, Section 4]. There the authors gave certain regularity for the solution of Eq. (SEE) in Hilbert setting and applied their result to the stochastic heat equation in \( \mathbb{H} = L^2((0, 1)^d) \) driven by multiplicative \( Q \)-Wiener process with certain Lipschitz-type nonlinear drift and diffusion coefficients (see Eq. (SHE)). Their main result showed that the solution of this equation enjoys \( \mathbb{H}^\sigma \)-regularity for any \( \sigma \in [0, \min\{3/2, \epsilon + 1\}) \), where \( \mathbb{H}^\sigma \) denotes the domain of \( (-\Delta)^{\sigma/2} \) and \( \epsilon \in (0, 1] \) is the same Hölder constant for the eigenfunctions of \( Q \).

Whether this type of spatial regularity holds, for the solution of Eq. (SHE) in the M-type 2 Banach space \( E = L^q((0, 1)^d) \) for \( q > 2 \), was proposed by the authors of [JR12] as an open problem. If this is valid for sufficiently large \( q \), then by using appropriate Sobolev embeddings one can even show that the solution possesses values in the spatio-temporal Hölder space \( C^\delta([0, T]; C^\kappa((0, 1)^d)) \) for certain \( \delta, \kappa \geq 0 \).

In [HL], the first and third authors of the present paper established the optimal trajectory regularity for the solution of Eq. (SEE) in Hilbert setting under less assumptions on its data. The main aim in this paper is to generalize the main results, Theorems 2.1–2.4, in [HL] under Hilbert setting to Banach setting, by combining the approach in [HL] and a version of Burkholder inequality in M-type 2 Banach space given by Brzeźniak [Brz97] (see (2.3)). Applying our main results, Theorems 3.1 and 4.1, to the stochastic heat equation (SHE) gives a positive answer to the aforementioned open problem in [JR12].

We also note that a theory of stochastic integration and stochastic evolution equation in UMD Banach spaces (i.e., spaces in which martingale differences are unconditional) had been developed by J. van Neerven, M. Veraar and L. Weis [vNVW07, vNVW08]. Various classical spaces, such as \( L^q(\mathcal{O}) \) for \( q \in (1, 2) \), do have the UMD property but fail to have M-type 2. On the other hand, an M-type 2 Banach space needs not to be of UMD; see an example given by J. Bourgain [Bou83]. Meanwhile, in the application to the derivation of spatial
Hölder regularity for the solution of the stochastic heat equation, it is sufficient to consider the M-type 2 Banach space $L^q(\mathcal{O})$ for sufficiently large $q$.

The rest of the paper is organized as follows. In the next section, we give preliminaries of the stochastic integration in M-type 2 Banach setting and derive a version of Burkholder inequality. The well-posedness and optimal trajectory regularity for the solution of Eq. (SEE) are then established in Sections 3 and 4, respectively. Finally, we illustrate our regularity result by the stochastic heat equation and settle the aforementioned problem in the last section.

2. Burkholder Inequality in M-type 2 Banach Spaces

In this section, we give some preliminaries of the stochastic integration in M-type 2 Banach space and a version of Burkholder type inequality. For more details about definitions and properties of M-type 2 Banach space, we refer to [Brz95, Brz97].

It is known that the stochastic calculation in Banach space depends heavily on the geometric structure of the underlying space. We first recall the definitions of type and M-type for a Banach space. Let $\{\epsilon_n\}_{n \in \mathbb{N}}$ be a Rademacher sequence in a probability space $(\Omega', \mathcal{F}', \mathbb{P}')$, i.e., a sequence of independent random variables taking the values $\pm 1$ with probability $1/2$. Then $E$ is called of type 2 if there exists a constant $\tau \geq 1$ such that

$$\left\| \sum_{n=1}^{N} \epsilon_n x_n \right\|_{L^2(\Omega'; E)} \leq \tau \left( \sum_{n=1}^{N} \|x_n\|^2 \right)^{1/2}$$

for all finite sequences $\{x_n\}_{n=0}^{N}$ in $E$; $E$ is called of M-type 2 if there exists a constant $\tau^M \geq 1$ such that

$$\|f_N\|_{L^2(\Omega; E)} \leq \tau^M \left( \|f_0\|^2_{L^2(\Omega'; E)} + \sum_{n=1}^{N} \|f_n - f_{n-1}\|^2_{L^2(\Omega'; E)} \right)^{1/2}$$

(2.1)

for all $E$-valued $L^p$-martingales $\{f_n\}_{n=0}^{N}$. It is well-known that martingale type 2 implies type 2 and vice versa for UMD spaces. It is clear that when $E$ is an M-type 2 Banach space then so is $E^\theta$ for $\theta > 0$. In the rest of the paper, we assume that $E$ is an M-type 2 Banach space if without further emphasis.

For stochastic integration in Banach space, $\gamma$-radonifying operators play an important role instead of Hilbert–Schmidt operators in Hilbert setting. Let $\{\gamma_n\}_{n \geq 1}$ is a sequence of independent $\mathcal{N}(0, 1)$-random variables on a probability space $(\Omega', \mathcal{F}', \mathbb{P}')$. An operator $R \in L(U, E)$ is called $\gamma$-radonifying if there exists an orthonormal basis $\{h_n\}_{n \in \mathbb{N}}$ of
U such that the Gaussian series \( \sum_{n \in \mathbb{N}^*_+} \gamma_n R h_n \) converges in \( L^2(\Omega'; E) \). Then the number
\[
\| R \|_{\gamma(U,E)} := \left\| \sum_{n \in \mathbb{N}^*_+} \gamma_n R h_n \right\|_{L^2(\Omega'; E)}
\]
does not depend on the sequence \( \{\gamma_n\}_{n \geq 1} \) and the basis \( \{h_n\}_{n \in \mathbb{N}^*_+} \), and it defines a norm on the space \( \gamma(U, E) \) of all \( \gamma \)-radonifying operators from \( U \) into \( E \). If \( E \) is a Hilbert space, then \( \gamma(U, E) = L_2(U, E) \) isometrically, where \( L_2(U, E) \) denotes the space of all Hilbert–Schmidt operators from \( U \) to \( E \). Moreover, the \( \gamma \)-radonifying operator satisfies the ideal property, i.e., for any \( S_1 \in L(U', U) \) and \( S_2 \in L(E, E') \) with Hilbert space \( U' \) and Banach space \( E' \) it holds that
\[
(2.2) \quad \| S_2 R S_1 \|_{\gamma(U', E')} \leq \| S_2 \|_{L(E, E')} \| R \|_{\gamma(U, E)} \| S_1 \|_{L(U', U)}.
\]

An \( L(U, E) \)-valued adapted process \( \Phi \) on \( (\Omega, \mathcal{F}, \mathbb{F}_t, \mathbb{P}) \) is said to be elementary, if there exists a partition \( \{t_n\}_{n=0}^N \subset [0, T] \), a sequence of disjoint sets \( \{A_{mn}\}_{m=1}^M \subset \mathcal{F}_{t_n} \) for each \( 0 \leq n \leq N \), orthonormal elements \( \{h_k\}_{k=1}^K \subset U \) and \( \{x_{kmm}\}_{k=1, m=1, n=0}^K \subset E \) such that
\[
\Phi(t, \omega) = \sum_{n=0}^{N-1} \sum_{m=1}^M \chi_{[t_n, t_{n+1})} \sum_{k=1}^K h_k \otimes x_{kmm}, \quad (t, \omega) \in [0, T] \times \Omega.
\]

Then one can define the stochastic integral of an elementary process \( \Phi \) with respect to the \( U \)-cylindrical Wiener process \( W_U \) by
\[
\int_0^t \Phi(r) dW_U(r) := \sum_{n=0}^{N-1} \sum_{m=1}^M \sum_{k=1}^K \chi_{A_{mn}} [W_U(t_{n+1}) - W_U(t_n)] h_k x_{kmm}
\]
for \( t \in [0, T] \). It was shown in [Brz97, Theorem 2.4] that
\[
\left\| \int_0^t \Phi(r) dW_U(r) \right\|_{L^2(\Omega; E)} \leq \tau^M \| \Phi \|_{L^2(\Omega; L^2(0, T; \gamma(U, E))))}, \quad t \in [0, T],
\]
where \( \tau^M \) is the M-type 2 constant of \( E \) in (2.1).

It is a routine density argument to extend the stochastic integral to arbitrary \( L(U, E) \)-valued predictable processes \( \Phi \) such that \( \| \Phi \|_{L^2(\Omega; L^2(0, T; \gamma(U, E))))} < \infty \); the process \( \int_0^t \Phi(r) dW_U(r) \) is a continuous martingale. Then the Doob’s martingale inequality leads to the one-sided Burkholder inequality:
\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \int_0^t \Phi(r) dW_U(r) \right\|^p \right] \leq C \| \Phi \|_{L^p(\Omega; L^2(0, T; \gamma(U, E))))}^p
\]
for any $p \geq 2$. Applying Minkovskii inequality, we obtain the following version of one-sided Burkholder inequality:

$$\mathbb{E} \left[ \sup_{t \in [0,T]} \left\| \int_0^t \Phi(r) dW_U(r) \right\|^p \right] \leq C \| \Phi \|^p_{L^2(0,T;L^p(\Omega;\gamma(U,E)))}. \quad (2.3)$$

3. Well-posedness

Assume that the linear operator $A : D(A) \subseteq E \to E$ is the infinitesimal generator of an analytic $C_0$-semigroup $S(\cdot)$ and the resolvent set of $A$ contains all $\lambda \in \mathbb{C}$ with $\Re[\lambda] \geq 0$. Then one can define the fractional powers $(-A)^\theta$ for $\theta \in \mathbb{R}$ of the operator $-A$. Let $\theta \geq 0$ and $E^\theta$ be the domain of $(-A)^{\frac{\theta}{2}}$ equipped with the norm $\| \cdot \|_\theta$:

$$\| x \|_\theta := \| (-A)^{\frac{\theta}{2}} x \|, \quad x \in E^\theta.$$ 

Note that $E^\theta$ is also an M-type 2 Banach space. The analyticity of $S(\cdot)$ ensures the following properties (see, e.g., [Paz83, Theorem 6.13 in Chapter 2]):

$$\| (-A)^\nu \|_{\mathcal{L}(E)} \leq C,$$

$$\| (-A)^\mu S(t) \|_{\mathcal{L}(E)} \leq C t^{-\mu},$$

$$\| (-A)^{-\rho} (S(t) - \Id_E) \|_{\mathcal{L}(E)} \leq C t^\rho,$$  \quad (3.1)

for any $0 < t \leq T$, $\nu \leq 0 \leq \mu$ and $0 \leq \rho \leq 1$.

Recall that a predictable stochastic process $X : [0,T] \times \Omega \to \mathbb{H}$ is called a mild solution of Eq. \((\text{SEE})\) if $X \in L^\infty(0,T;E)$ a.s and for all $t \in [0,T]$ it holds a.s. that

$$X(t) = S(t)X_0 + S \ast F(X)(t) + S \circ G(X)(t), \quad (3.2)$$

where $S \ast F(X)$ and $S \circ G(X)$ denote the deterministic and stochastic convolutions, respectively:

$$S \ast F(X)(\cdot) := \int_0^\cdot S(\cdot - r) F(X(r)) \, dr;$$

$$S \circ G(X)(\cdot) := \int_0^\cdot S(\cdot - r) G(X(r)) \, dW(r).$$

The uniqueness of the mild solution of Eq. \((\text{SEE})\) is understood in the sense of stochastically equivalence.

To perform the well-posedness result, we give the following Lipschitz-type continuity with linear growth condition on the nonlinear operators $F$ and $G$. 
ASSUMPTION 3.1. There exist four nonnegative, Borel measurable functions $K_F, K_{F,\theta}$ and $K_G, K_{G,\theta}$ on $[0, T]$ with

$$K_F^\theta := \int_0^T K_F(t)dt < \infty, \quad K_G^\theta := \int_0^T K_G(t)dt < \infty,$$

such that for any $x, y \in E$ and $z \in E^\theta$ it holds that

$$\|S(t)(F(x) - F(y))\| \leq K_F(t)\|x - y\|, \quad \|S(t)F(z)\|_\theta \leq K_{F,\theta}(t)(1 + \|z\|_\theta),$$

and that

$$\|S(t)(G(x) - G(y))\|_{\gamma(U, E)} \leq K_G(t)\|x - y\|, \quad \|S(t)G(z)\|_{\gamma(U, E^\theta)} \leq K_{G,\theta}(t)(1 + \|z\|_\theta).$$

THEOREM 3.1. Let $p \geq 2$, $\beta \geq \theta \geq 0$, $X_0 : \Omega \to E^\beta$ be strongly $\mathcal{F}_0$-measurable such that $X_0 \in L^p(\Omega; E^\beta)$ and Assumptions 3.1 holds. Then Eq. (SEE) exists a unique mild solution $X$ such that the following statements hold.

1. There exists a constant $C = C(T, p, K_F^\theta, K_G^\theta)$ such that

$$\sup_{t \in [0, T]} \mathbb{E}\left[\|X(t)\|_\theta^p\right] \leq C\left(1 + \mathbb{E}\left[\|X_0\|_\theta^p\right]\right). \quad (3.3)$$

2. The solution $X$ is continuous with respect to $\| \cdot \|_{L^p(\Omega; E^\theta)}$:

$$\lim_{t_1 \to t_2} \mathbb{E}\left[\|X(t_1) - X(t_2)\|_\theta^p\right] = 0, \quad t_1, t_2 \in [0, T]. \quad (3.4)$$

PROOF. For $p \geq 2$, we denote by $\mathcal{H}_\theta^p$ the space of all $E^\theta$-valued processes $Y$ defined on $[0, T]$ such that

$$\|Y\|_{\mathcal{H}_\theta^p} := \sup_{t \in [0, T]} \left(\mathbb{E}\left[\|Y(t)\|_\theta^p\right]\right)^{\frac{1}{p}} < \infty.$$

Note that $(\mathcal{H}_\theta^p, \| \cdot \|_{\mathcal{H}_\theta^p})$ becomes a Banach space after identifying stochastic processes which are stochastically equivalent.

For $X_0 \in L^p(\Omega; E^\beta) \subseteq L^p(\Omega; E^\theta)$ and $X \in \mathcal{H}_\theta^p$, define an operator $\mathcal{M}$ by

$$\mathcal{M}(X)(t) = S(t)X_0 + S \ast F(X)(t) + S \circ G(X)(t), \quad t \in [0, T].$$

We first show that $\mathcal{M}$ maps from $\mathcal{H}_\theta^p$ to $\mathcal{H}_\theta^p$.

By Minkovskii inequality, we get

$$\|\mathcal{M}(X)\|_{\mathcal{H}_\theta^p} \leq \|S(t)X_0\|_{\mathcal{H}_\theta^p} + \|S \ast F(X)(t)\|_{\mathcal{H}_\theta^p} + \|S \circ G(X)(t)\|_{\mathcal{H}_\theta^p}.$$
Since $S$ is uniformly bounded in $E$, we set
\[ M(t) := \sup_{r \in [0,t]} \|S(r)\|_{\mathcal{L}(E)}, \quad t \in [0,T]. \]

Then
\[ \|S(t)X_0\|_{\mathcal{H}_\theta^p} \leq M_T \|X_0\|_{L^p(\Omega; E^p)}. \]

By Minkovskii inequality and Assumption 4.1, we get
\[
\|S \ast F(X)(t)\|_{\mathcal{H}_\theta^p} \leq \sup_{t \in [0,T]} \left( \int_0^t \|S(t-r)F(X(r))\|_{L^p(\Omega; E^p)} dr \right) \\
\leq \sup_{t \in [0,T]} \int_0^t K_{F,\theta}(t-r)(1 + \|X(r)\|_{L^p(\Omega; E^p)}) dr \\
\leq \left( \int_0^T K_{F,\theta}(r) dr \right) \left( 1 + \|X\|_{\mathcal{H}_\theta^p}^p \right).
\]

For the stochastic convolution, applying the Burkholder inequality (2.3) and Assumption 4.1, we obtain
\[
\mathbb{E} \left[ \|S \circ G(X)(t)\|_{\mathcal{H}_\theta^p}^p \right] \leq \left( \int_0^t \|S(t-r)G(X(r))\|_{L^p(\Omega; E^p)}^2 dr \right)^{\frac{p}{2}} \\
\leq \left( \int_0^t K_{G,\theta}^2(t-r)(1 + \|X(r)\|_{L^p(\Omega; E^p)})^2 dr \right)^{\frac{p}{2}} \\
\leq \left( \int_0^t K_{G,\theta}^2(r) dr \right)^{\frac{p}{2}} \left( 1 + \|X\|_{\mathcal{H}_\theta^p}^p \right)^p.
\]

Then
\[
\|S \circ G(X)(t)\|_{\mathcal{H}_\theta^p} \leq \left( \int_0^T K_{G,\theta}^2(r) dr \right)^{\frac{1}{2}} \left( 1 + \|X\|_{\mathcal{H}_\theta^p}^p \right).
\]

Combining the above estimations, we get
\[
\|\mathcal{M}(X)\|_{\mathcal{H}_\theta^p} \leq M_T \|X_0\|_{L^p(\Omega; E^p)} + N_T \left( 1 + \|X\|_{\mathcal{H}_\theta^p}^p \right),
\]

where $N(t)$ is the non-decreasing, continuous function defined by
\[
N(t) = \int_0^t K_{F,\theta}(r) dr + \left( \int_0^t K_{G,\theta}^2(r) dr \right)^{\frac{1}{2}}, \quad t \in [0,T].
\]

Thus $\|\mathcal{M}(X)\|_{\mathcal{H}_\theta^p} < \infty$ and $\mathcal{M}$ maps from $\mathcal{H}_\theta^p$ to $\mathcal{H}_\theta^p$. 
Next we show that \( \mathcal{M} \) is a contraction in \( \mathcal{H}_0^p \). To this end, we introduce the norm
\[
\|Y\|_{\mathcal{H}_0^p} := \sup_{t \in [0, T]} e^{-ut} \left( \mathbb{E} \left[ \|Y(t)\|^p \right] \right)^{\frac{1}{p}} < \infty,
\]
which is equivalent to \( \| \cdot \|_{\mathcal{H}_0^p} \) for any \( u > 0 \). Then for \( X, Y \in \mathcal{H}_0^p \), previous arguments yield that
\[
\|\mathcal{M}(X)(t) - \mathcal{M}(Y)(t)\|_{L^p(\Omega; E)} \\
\leq \int_0^t K_F(t - r)\|X(r) - Y(r)\|_{L^p(\Omega; E)} dr \\
+ \left( \int_0^t K_G^2(t - r)\|X(r) - Y(r)\|_{L^p(\Omega; E)}^2 dr \right)^{\frac{1}{2}}
\]
\[
\leq \left( \int_0^t e^{-ur} K_F(t - r) dr + \left( \int_0^t e^{-2ur} K_G^2(t - r) dr \right)^{\frac{1}{2}} \right)\|X - Y\|_{\mathcal{H}_0^p}.
\]
As a result,
\[
\|\mathcal{M}(X)(t) - \mathcal{M}(Y)(t)\|_{\mathcal{H}_0^p} \leq L_T(u)\|X - Y\|_{\mathcal{H}_0^p},
\]
where
\[
L_T(u) = \int_0^T e^{-ur} K_F(r) dr + \left( \int_0^T e^{-2ur} K_G^2(r) dr \right)^{\frac{1}{2}}.
\]
It is not difficult to show that there exists a sufficiently large \( u^* > 0 \) such that \( L_T(u^*) < 1 \). Thus the operator \( \mathcal{M} \) is a strict contraction in \( \mathcal{H}_0^p, \| \cdot \|_{\mathcal{H}_0^{p^*}} \), which shows the existence and uniqueness of a mild solution of Eq. (SEE) such that
\[
(3.5) \quad \sup_{t \in [0, T]} \mathbb{E} \left[ \|X(t)\|_{\mathcal{H}_0}^p \right] < \infty.
\]

Now we prove the moment estimation (3.3). Previous procedure implies the following estimation:
\[
\|X(t)\|_{L^p(\Omega; E^p)} \leq M(t)\|X_0\|_{L^p(\Omega; E^p)} + N(t) + \int_0^t K_{F,\theta}(t - r)\|X(r)\|_{L^p(\Omega; E^p)} dr \\
\quad + \left( \int_0^t K_{G,\theta}^2(t - r)\|X(r)\|_{L^p(\Omega; E^p)}^2 dr \right)^{\frac{1}{2}}.
\]
Then by Hölder inequality, we have
\[
\|X(t)\|_{L^p(\Omega; E^p)}^2 \leq m(t) + \int_0^t K(t - r)\|X(r)\|_{L^p(\Omega; E^p)}^2 dr,
\]
where \( m(\cdot) := 3(M(\cdot)\|X_0\|_{L^p(\Omega;E^\theta)} + N(\cdot))^2 \) is non-decreasing and \( K(\cdot) := 3K_F^\theta K_{F,\theta}(\cdot) + 3K_{G,\theta}^2(\cdot) \) is integrable on \([0, T]\). Applying the Gronwall’s inequality in [HL, Lemma 3.1] and the uniform boundedness (3.5), we get (3.3).

It remains to prove the \( L^p(\Omega) \) continuity. Without loss of generality, assume that \( 0 \leq t_1 < t_2 \leq T \). Due to the strong continuity of the \( C_0 \)-semigroup \( S(t) \):

\[(S(t) - \text{Id}_E)x \to 0 \text{ in } E \text{ as } t \to 0, \quad \forall x \in E, \]

the term \( S(\cdot)X_0 \) is continuous \( L^p(\Omega; E^\theta) \):

\[
\lim_{t_1 \to t_2} \mathbb{E}\left[ \|S(t_1)X_0 - S(t_2)X_0\|_{\theta}^p \right] = \lim_{t_1 \to t_2} \mathbb{E}\left[ \|(S(t_2 - t_1) - \text{Id}_E)S(t_1)X_0\|_{\theta}^p \right] = 0.
\]

Next we consider the stochastic convolution \( S \circ G(X) \). By (2.3), we get

\[
\mathbb{E}\left[ \|S \circ G(X)(t_1) - S \circ G(X)(t_2)\|_{\theta}^p \right] \\
\leq \left( \int_0^{t_1} \|(S(t_2 - t_1) - \text{Id}_E)S(t_1 - r)G(X(r))\|_{L^p(\Omega;\gamma(U,E^\theta))}^2 dr \right)^{\frac{p}{2}} \\
+ \left( \int_{t_1}^{t_2} \|S(t_2 - r)G(X(r))\|_{L^p(\Omega;\gamma(U,E^\theta))}^2 dr \right)^{\frac{p}{2}} =: I_1 + I_2.
\]

For the first term, by the uniformly boundedness (3.3) of \( X \), we get

\[
I_1 \leq C \left( \int_0^{t_1} K_{G,\theta}^2(r) dr \right)^{\frac{p}{2}} \left( 1 + \|X\|_{\mathcal{H}^p_G} \right)^p < \infty.
\]

Then \( I_1 \) tends to 0 as \( t_1 \to t_2 \) by the strong continuity (3.6) of the \( C_0 \)-semigroup \( S(\cdot) \) and Lebesgue dominated convergence theorem. For the second term, we have

\[
I_2 \leq \left( \int_0^{t_2-t_1} K_{G,\theta}^2(r) dr \right)^{\frac{p}{2}} \left( 1 + \|X\|_{\mathcal{H}^p_G} \right)^p \to 0 \quad \text{as} \quad t_1 \to t_2
\]

by Lebesgue dominated convergence theorem. Therefore,

\[
\lim_{t_1 \to t_2} \mathbb{E}\left[ \|S \circ G(X)(t_1) - S \circ G(X)(t_2)\|_{\theta}^p \right] = 0.
\]
Similar arguments can handle the deterministic convolution $S \ast F(X)$:

$$\lim_{t_1 \to t_2} \mathbb{E}\left[ \|S \ast F(X)(t_1) - S \ast F(X)(t_2)\|_\theta^p \right] = 0.$$  

(3.9)

Combining the estimations (3.7)-(3.9), we derive (3.4). □

**Remark 3.1.** When $\beta = \theta = 0$, the result of Theorem 3.1 holds if $S(\cdot)$ is only a $C_0$-semigroup.

### 4. Optimal Trajectory Regularity

In this section, we consider the trajectory regularity for the solution of Eq. (3.3). For convenience, we use the notation $L^p(\Omega; C_\delta([0, T]; E^\theta))$ with $\delta \in [0, 1]$ and $\theta \geq 0$ to denote $E^\theta$-valued stochastic processes $\{X(t) : t \in [0, T]\}$ such that for any $t_1, t_2 \in [0, T]$ with $t_1 \neq t_2$,

$$\lim_{t_1 \to t_2} \|X(t_1) - X(t_2)\|_\theta = 0 \quad \text{a.s. and} \quad \mathbb{E}\left[ \sup_{t \in [0, T]} \|X(t)\|_\theta^p \right] < \infty$$

when $\delta = 0$ and

$$\|X(t_1) - X(t_2)\|_\theta \leq \Theta|t_1 - t_2|^\delta \quad \text{a.s. and} \quad \mathbb{E}[\Theta^p] < \infty$$

when $\delta > 0$. Our aim is to find the optimal constants $\delta$ and $\theta$ such that the solution of Eq. (3.3) is in $L^p(\Omega; C_\delta([0, T]; E^\theta))$.

To obtain the trajectory regularity for the solution of Eq. (3.3), in addition to Assumption 3.1 we propose the following assumption.

**Assumption 4.1.** There exists a constant $\alpha \in (1/p, 1/2)$ with $p > 2$ such that

$$K_{F, \theta, \alpha} := \int_0^T t^{-\alpha} K_{F, \theta}(t) dt < \infty, \quad K_{G, \theta, \alpha} := \int_0^T t^{-2\alpha} K_{G, \theta}^2(t) dt < \infty.$$

Our main idea is to apply the factorization method established in [DPKZ87], which associates a linear operator $R_\alpha$ with $\alpha \in (0, 1)$ defined by

$$R_\alpha f(t) := \int_0^t (t-r)^{\alpha-1} S(t-r) f(r) dr, \quad t \in [0, T],$$

and the following generalized characterization in [HL].

**Lemma 4.1.** Let $1/p < \alpha < 1$ and $\theta, \theta_1, \delta \geq 0$. Then $R_\alpha$ defined by (4.1) is a bounded linear operator from $L^p(0, T; E^\theta)$ to $C_\delta([0, T]; E^{\theta_1})$ when $\alpha, \theta, \theta_1, \delta$ satisfy one of the following conditions:

1. $\delta = \alpha - \frac{1}{p} + \frac{\theta - \theta_1}{2}$ when $\theta_1 > \theta$ and $\alpha > \frac{\theta_1 - \theta}{2} + \frac{1}{p}$;
2. $\delta < \alpha - \frac{1}{p}$ when $\theta_1 = \theta$;
3. $\delta = \alpha - \frac{1}{p}$ when $\theta_1 < \theta$. 


Proof. It is a straightforward consequence of [HL, Proposition 4.1] and we omit the details.

By stochastic Fubini theorem, the following factorization formula is valid for the stochastic convolution $S \diamond G(X)$:

$$S \diamond G(X)(t) = \frac{\sin(\pi \alpha)}{\pi} R_\alpha G_\alpha(t),$$

where $G_\alpha(t) := \int_0^t (t - r)^{-\alpha} S(t - r)G(X(r))dW_U(r)$, $t \in [0, T]$.

**Theorem 4.1.** In addition to the conditions of Theorem 3.1, let Assumption 4.1 hold. Then the following statements hold.

1. When $\theta = 0$,
   $$X \in L^p(\Omega; \mathcal{C}^\delta([0, T]; E)) \cup L^p(\Omega; \mathcal{C}^{\alpha - \frac{1}{p} - \frac{\alpha_1}{2}}([0, T]; E^{\theta_1})), \quad \text{(4.2)}$$
   for any $\delta \in [0, \alpha - 1/p)$, $\theta_1 \in (0, 2\alpha - 2/p)$ and $\theta_2 \in [0, \beta]$.

2. When $\theta > 0$,
   $$X \in L^p(\Omega; \mathcal{C}^\delta([0, T]; E^\theta)) \cup L^p(\Omega; \mathcal{C}^{\alpha - \frac{1}{p}}([0, T]; E^{\theta_1})), \quad \text{(4.3)}$$
   for any $\delta \in [0, \alpha - 1/p)$, $\theta_1 \in (0, \theta)$, $\theta_2 \in (\theta, \theta + 2\alpha - 2/p)$ and $\theta_3 \in [0, \beta]$.

**Proof.** For the initial datum, by (3.1) we get

$$\|S(t_2)X_0 - S(t_1)X_0\|_{\theta_1} = \|(-A)^{-\frac{\alpha_1 - \beta}{2}}(S(t_2 - t_1) - \text{Id}_E)(-A)^{\frac{\beta}{2}}S(t_1)X_0\| \leq C|t_2 - t_1|^{\frac{\beta - \alpha_1}{2}} \|X_0\|_{\beta}$$

for any $\theta_1 \in [0, \beta)$. Combining with the strong continuity of $S(\cdot)$ shows that $S(\cdot)X_0 \in \mathcal{C}^{\frac{\beta - \alpha_1}{2}}([0, T]; E^{\theta_1})$ for any $\theta_1 \in [0, \beta]$.

By Fubini theorem and the usual Burkholder inequality, we get

$$\mathbb{E}\left[\left\|G_\alpha(t)\right\|_{L^p(0, T; E^\theta)}^p\right] = \int_0^T \mathbb{E}\left[\left\|G_\alpha(t)\right\|_{\theta}^p\right]dt \leq \left[\int_0^T \left(\int_0^t r^{-2\alpha} K_{G, \theta}^2(r)dr\right)^{\frac{p}{2}}dt\right] \left(1 + \|X\|_{\mathcal{C}^{\theta}}\right)^p < \infty,$$

which implies that $G_\alpha \in L^p(0, T; E^\theta)$ almost surely. Applying Lemma 4.1 shows that if $\theta = 0$, then

$$S \diamond G(X) \in L^p(\Omega; \mathcal{C}^\delta([0, T]; E)) \cup L^p(\Omega; \mathcal{C}^{\alpha - \frac{1}{p} - \frac{\alpha_1}{2}}([0, T]; E^{\theta_1})).$$
for any $\delta \in [0, \alpha - 1/p)$ and $\theta_1 \in (0, 2\alpha - 2/p)$; and if $\theta > 0$, then
\[
S \circ G(X) \in \mathbb{L}^p(\Omega; C^\delta([0, T]; E^\theta) \cup \mathbb{L}^p(\Omega; C^{\alpha - \frac{1}{p} + \frac{\theta_1}{2}}([0, T]; E^{\theta_1}))
\]
\[
\cup \mathbb{L}^p(\Omega; C^{\alpha - \frac{1}{p} + \frac{\theta_1}{2}}([0, T]; E^{\theta_2}))
\]
for any $\delta \in [0, \alpha - 1/p)$, $\theta_1 \in (0, \theta)$, and $\theta_2 \in (\theta, \theta + 2\alpha - 2/p)$. Similar argument yields the same regularity for $S \ast F(X)$. Thus we conclude (4.2) and (4.3) by combining the H"older continuity of $S(\cdot)X_0$, $S \ast F(X)$ and $S \circ G(X)$.

**Remark 4.1.** Let $\beta = \theta = 0$ and Assumptions 3.1 and 4.1 hold, then by [DPZ14, Proposition 5.9], $X \in \mathbb{L}^p(\Omega; C([0, T]; \mathbb{H}))$ if $S(\cdot)$ is only a $C_0$-semigroup $S(\cdot)$. Moreover, similarly to [HL, Theorem 2.2], the following stronger moments’ estimation holds for some constant $C = C(T, p, \alpha, K_F, K^\alpha_0)$:
\[
\mathbb{E}\left[\sup_{t \in [0, T]} \|X(t)\|^p \right] \leq C \left(1 + \mathbb{E}\left[\|X_0\|^p \right] \right).
\]

5. Example

In this section, we illustrate our results by the stochastic heat equation
\[
dX(t, \xi) = (\Delta X(t, \xi) + f(X(t, \xi)))dt + g(X(t, \xi))dW(t, \xi),
\]
(SHE) $X(t, \xi) = 0$, $(t, \xi) \in [0, T] \times \partial \mathcal{O}$,
\[
X(0, \xi) = X_0(\xi), \quad \xi \in \mathcal{O},
\]
and give a positive answer to the open problem given in [JR12]. Without loss of generality, we assume that $X_0$ is deterministic function.

Set $U = \mathbb{L}^2(\mathcal{O})$, $E = \mathbb{L}^q(\mathcal{O})$ with $q \geq 2$ throughout this section. Define $A = \Delta$ with domain $\text{Dom}(A) = W^{1,q}_0(\mathcal{O}) \cap W^{2,q}(\mathcal{O})$. Here $W^{s,q}(\mathcal{O})$ with $s \in \mathbb{N}_+$ denotes the Sobolev space consisting of functions in $\mathcal{O}$ whose derivatives up to order $s$ are all in $\mathbb{L}^q(\mathcal{O})$, and $W^{1,q}_0(\mathcal{O}) := \{f \in W^{1,q}(\mathcal{O}) : f|_{\partial \mathcal{O}} = 0\}$. In the following, we also need the Sobolev–Slobodeckij space $W^{\theta,q}$ with $\theta \in (0, 1)$, whose norm is defined by
\[
\|X\|_{W^{\theta,q}(\mathcal{O})} := \left(\|X\|_{L^q(\mathcal{O})}^q + \int_{\mathcal{O}} \int_{\mathcal{O}} \frac{|X(\xi) - X(\eta)|^q}{|\xi - \eta|^d + \theta q} \, d\xi \, d\eta \right)^{\frac{1}{q}}.
\]
Similarly, we denote $W^{0,q}_0(\mathcal{O}) := \{f \in W^{0,q}(\mathcal{O}) : f|_{\partial \mathcal{O}} = 0\}$.

Let $Q \in \mathcal{L}(\mathbb{L}^2(\mathcal{O}))$ and $\{h_n\}_{n \in \mathbb{N}_+} \subset \mathbb{L}^2(\mathcal{O})$ be eigenfunctions of $Q$ which forms an orthonormal basis of $\mathbb{L}^2(\mathcal{O})$ with related eigenvalues
\{\lambda_n\}_{n \in \mathbb{N}_+}. \ Assume that \( W = \{W(t) : t \in [0, T]\} \) is an \( L^2(\mathcal{F}) \)-valued \( Q \)-Wiener process, i.e.,

\[
W(t) = \sum_{n \in \mathbb{N}_+} \sqrt{\lambda_n} h_n \beta_n(t), \quad t \in [0, T],
\]

where \( (\beta_n)_{n \geq 1} \) is a sequence of independent standard Brownian motions with respect to the filtration \( (\mathcal{F}_t)_{t \in [0, T]} \). Our main assumption on the system \( \{(\lambda_n, h_n)\}_{n \in \mathbb{N}_+} \) is that there exists a constant \( \epsilon \in [0, 1] \) such that

\[
\sum_{n \in \mathbb{N}_+} \sqrt{\lambda_n} \| h_n \|_{C^\epsilon(\mathcal{F})} =: C_Q < \infty,
\]

where \( \| \cdot \|_{C^\epsilon(\mathcal{F})} \) denotes the \( L^\infty(\mathcal{F}) \)-norm and \( \| \cdot \|_{C^\epsilon(\mathcal{F})} \) with \( \epsilon \in (0, 1] \) denotes the Hölder norm

\[
\| h \|_{C^\epsilon(\mathcal{F})} := \| h \|_{L^\infty(\mathcal{F})} + \sup_{\xi, \eta \in \mathcal{F}, \xi \neq \eta} \frac{|h(\xi) - h(\eta)|}{|\xi - \eta|^\epsilon}, \quad h \in C^\epsilon(\mathcal{F}).
\]

Assume that \( f, g : \mathbb{R} \rightarrow \mathbb{R} \) are Lipschitz continuous functions with Lipschitz constant \( L_f, L_g > 0 \), i.e., for any \( \xi_1, \xi_2 \in \mathbb{R} \),

\[
|f(\xi_1) - f(\xi_2)| \leq L_f |\xi_1 - \xi_2|, \quad |g(\xi_1) - g(\xi_2)| \leq L_g |\xi_1 - \xi_2|.
\]

Define the operators \( F : E \rightarrow E \) and \( G : E \rightarrow \mathcal{L}(U, E) \) by the Nymiskii operator associated with \( f \) and \( g \), respectively:

\[
F(u)(\xi) := f(u(\xi)), \quad G(u)h_n(\xi) := \sqrt{\lambda_n} g(u(\xi)) h_n(\xi), \quad \xi \in \mathcal{F}, \quad n \in \mathbb{N}_+.
\]

Then the stochastic heat equation (SHE) is equivalent to Eq. (SEE).

Let \( \theta \in (0, 1) \) and fix \( x, y \in L^2(\mathcal{F}) \) and \( z \in E^\theta(\mathcal{F}) \). For the drift term, by the uniform boundedness of the semigroup \( S(\cdot) \) and the Lipschitz continuity of \( f \), we get the conditions on \( F \) of Assumption 3.1:

\[
\| S(t)(F(x) - F(y)) \|_{L^2(\mathcal{F})} \leq C \| x - y \|_{L^2(\mathcal{F})}.
\]

On the other hand,

\[
\| S(t)F(z) \|_{E^\theta(\mathcal{F})} \leq C t^{-\frac{\theta}{2}} (1 + \| z \|_{L^2(\mathcal{F})}) \leq C t^{-\frac{\theta}{2}} (1 + \| z \|_{E^\theta(\mathcal{F})}).
\]

These two inequalities show the conditions on \( F \) of Assumptions 3.1 and 4.1 with \( K_F = C \) and \( K_{F, \theta} = C t^{-\frac{\theta}{2}} \) for any \( \alpha \in (0, 1 - \theta/2) \), where \( C \) depends on \( M(T), L_f, f(0) \) and the volume of \( \mathcal{F} \).

In view of the diffusion term, the uniform boundedness of the semigroup \( S(\cdot) \), the definitions of the \( \gamma \)-radonifying operator and the Lipschitz continuity of \( g \) and (5.1) lead to

\[
\| S(t)(G(x) - G(y)) \|_{\gamma(L^2(\mathcal{F}), L^2(\mathcal{F}))}.
\]
\[
\begin{align*}
&\leq \sum_{n \in \mathbb{N}_+} \|S(t)(G(x) - G(y))h_n\|_{L^q(\partial)} \\
&\leq C\left( \sum_{n \in \mathbb{N}_+} \sqrt{\eta} \|h_n\|_{L^\infty(\partial)} \right) \|x - y\|_{L^q(\partial)} \\
&\leq C\|x - y\|_{L^q(\partial)}.
\end{align*}
\]

To verify the growth condition of \(G\) in \(E^q\) for \(\theta > 0\), we need the fact (see, e.g., [Lun09]) that

\[(5.2) \quad W^q_{\theta_1, q} \hookrightarrow E^q_{\theta_2} \hookrightarrow W^q_{\theta_3, q} \quad \text{for all } 1/q < \theta_3 < \theta_2 < \theta_1 < 1.
\]

Assume that \(g(0) = 0\) and \(h_n|_{\partial Y} = 0\). Now let \(\sigma \in (0, \theta/2)\) be sufficiently small, then (3.1) yield that

\[
\|S(t)G(z)\|_{\gamma(\mathbb{L}^2(\partial), E^q(\partial))} \leq \sum_{n \in \mathbb{N}_+} \|S(t)G(z)h_n\|_{E^q(\partial)} \\
\leq C t^{-\sigma} \sum_{n \in \mathbb{N}_+} \|G(z)h_n\|_{E^q_{\theta_2 - 2\sigma}(\partial)} \\
\leq C t^{-\sigma} \sum_{n \in \mathbb{N}_+} \|G(z)h_n\|_{W^{\sigma, q}(\partial)}.
\]

By triangle inequality and the boundedness of \(\{h_n\}_{n \in \mathbb{N}_+}\),

\[
\|G(x)h_n\|_{W^{\sigma, q}(\partial)}^q \\
\leq \Lambda_\theta \left( \|h_n\|_{L^\infty} \|g(x)\|_{L^2(\partial)}^q + \int_{\partial \times \partial} |g(x(\xi)) - g(x(\eta))|^q |h_n(\xi)|^q d\xi d\eta \\
+ \int_{\partial \times \partial} \frac{|g(x(\eta))|^q |h_n(\xi) - h_n(\eta)|^q}{|\xi - \eta|^{d + \theta q}} d\xi d\eta \right) \\
\leq C \Lambda_\theta \left( \|h_n\|_{L^\infty} \|g(x)\|_{W^{\theta, q}(\partial)}^q + \left( \sup_{\xi, \eta \in \partial, \xi \neq \eta} \frac{|h_n(\xi) - h_n(\eta)|^q}{|\xi - \eta|^{d + \theta q}} \right)^q \\
\times \int_{\partial \times \partial} |g(x(\xi))|^q |\xi - \eta|^{(1 - \theta)q - d} d\xi d\eta \right).
\]

For any \(\theta < \epsilon\), we obtain by applying Fubini theorem

\[
\int_{\partial \times \partial} |g(x(\xi))|^q |\xi - \eta|^{(1 - \theta)q - d} d\xi d\eta \\
\leq \left( \int_{\partial} |x|^{(1 - \theta)q - d} d\xi \right) \left( \int_{\partial} |g(x(\xi))|^q d\xi \right) \leq C \|g(x)\|_{L^q(\partial)}^q.
\]
where $\mathcal{O} - \mathcal{O}$ denote the set $\{\zeta = \xi - \eta : \xi, \eta \in \mathcal{O}\}$. Then we get

$$\sum_{n \in \mathbb{N}} \|G(x)h_n\|_{W^{\theta, q}(\mathcal{O})} \leq C(1 + \|x\|_{W^{\theta, q}(\mathcal{O})}).$$

As a result, when $\theta - \sigma < \epsilon$, we have

$$\|S(t)G(z)\|_{\gamma(L^2(\mathcal{O}), E^q(\mathcal{O}))} \leq C t^{-\sigma} (1 + \|z\|_{W^{\theta - \sigma, q}(\mathcal{O})}) \leq C t^{-\sigma} (1 + \|z\|_{E^q(\mathcal{O})}).$$

The above two inequalities yield the conditions on $G$ of Assumptions 3.1 and 4.1 with $K_G = C$ and $K_{G, \theta} = C t^{-\sigma}$ for any $\alpha \in (0, 1/2 - \sigma)$, where $C$ depends on $M(T)$, $L_f$, $f(0)$, the volume of $\mathcal{O}$ and the embedding constants in (5.2).

Thus we have shown Assumptions 3.1 and 4.1 for any $\theta \in [0, \epsilon] \cap [0, 1/2]$ and $\alpha \in [0, 1/2)$. Applying Theorems 3.1 and 4.1 and appropriate Sobolev embedding, we deduce the following regularity for the solution of the stochastic heat equation (SHE), which gives an answer to the open question in [JR12, Section 4].

**Theorem 5.1.** Assume that $f, g : \mathbb{R} \to \mathbb{R}$ are Lipschitz continuous functions, and $W$ is $Q$-Wiener process such that the eigensystem $\{(\lambda_n, h_n)\}$ of $Q$ satisfies (5.1) for some $\epsilon \in [0, 1]$. 

1. When $\epsilon = 0$, assume that $X_0 \in E^1_q(\mathcal{O})$ for any $q \geq 2$, then Eq. (SHE) possesses a unique mild solution $X$ such that

$$X \in C^\delta([0, T]; C^\theta(\mathcal{O})) \quad \text{a.s.}$$

for any $\delta, \theta \geq 0$ such that $\delta + \theta/2 < 1/2$.

2. When $\epsilon \in (0, 1]$, assume that $X_0 \in E^{3/2}_q(\mathcal{O})$ for any $q \geq 2$ and that $g(0) = 0$ or $h_n = 0$ on $\partial\mathcal{O}$. Then Eq. (SHE) possesses a unique mild solution $X$ such that

$$X \in C^\delta([0, T]; C^\kappa(\mathcal{O})) \cup C^{\delta_1}([0, T]; C^{\kappa_1}(\mathcal{O})) \quad \text{a.s.}$$

for any $\delta \in [0, 1/2)$, $\kappa \in [0, \epsilon \wedge 1/2)$ and any $\delta_1 \in [0, (1 + \epsilon - \kappa_1)/2 \wedge (3 - 2\kappa_1)/4)$, $\kappa_1 \in [\epsilon \wedge 1/2, (1 + \epsilon) \wedge 3/2)$.

**Proof.** When $\epsilon = 0$, by Theorems 3.1 and 4.1, Eq. (SHE) possesses a unique mild solution such that $X \in C^\delta([0, T]; E^\theta)$ a.s. for any $\delta, \theta \geq 0$ such that $\delta + \theta/2 < 1/2$. The first Hölder continuity (5.3) then follows from the Sobolev embedding.

When $\epsilon \in (0, 1]$, we only prove the case $\epsilon \in [1/2, 1]$, since similar arguments yield the case $\epsilon \in (0, 1/2)$. Theorems 3.1 and 4.1 imply that Eq. (SHE) possesses a unique mild solution such that

$$X \in C^\delta([0, T]; E^\theta(\mathcal{O})) \cup C^{\delta_1}([0, T]; E^{\theta_1}(\mathcal{O})) \quad \text{a.s.}$$
for any $\delta \in [0, 1/2)$, $\theta \in [0, 1/2)$, $\theta_1 \in [1/2, 3/2)$ and $\delta_1 < 3/4 - \theta_1/2$. Then using the Sobolev embedding, we get

$$X \in C^{\delta}([0, T]; C^\kappa(O)) \cup C^{\delta_1}([0, T]; C^{\kappa_1}(O)) \ a.s.$$  

for any $\delta \in [0, 1/2)$, $\kappa \in [0, \theta - d/q)$, $\delta_1 \in [0, 3/4 - \theta_1/2)$ and $\kappa_1 \in (0, \theta_1 - d/q)$ when $d < q/2$. Taking sufficiently large $q$, we conclude (5.4).

**Remark 5.1.** The Hölder continuity (5.4) shows that the solution of the stochastic heat equation (SHE) enjoys values in the space $C([0, T]; C^\kappa(O))$ of continuous differentiable functions on $[0, T] \times O$ with $(\kappa - 1)$-Hölder continuous spatial derivatives for any $\kappa \in (1, (1 + \epsilon) \wedge 3/2)$.
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