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Abstract—Optional type annotations allow for enriching dynamic programming languages with static typing features like better Integrated Development Environment (IDE) support, more precise program analysis, and early detection and prevention of type-related runtime errors. Machine learning-based type inference promises interesting results for automating this task. However, the practical usage of such systems depends on their ability to generalize across different domains, as they are often applied outside their training domain.

In this work, we investigate Type4Py as a representative of state-of-the-art deep learning-based type inference systems, by conducting extensive cross-domain experiments. Therefore, we address the following problems: class imbalances, out-of-vocabulary words, dataset shifts, and unknown classes.

To perform such experiments, we use the datasets ManyTypes4Py and CrossDomainTypes4Py. The latter we introduce in this paper. Our dataset enables the evaluation of type inference systems in different domains of software projects and has over 1,000,000 type annotations mined on the platforms GitHub and Libraries. It consists of data from the two domains web development and scientific calculation.

Through our experiments, we detect that the shifts in the dataset and the long-tailed distribution with many rare and unknown data types decrease the performance of the deep learning-based type inference system drastically. In this context, we test unsupervised domain adaptation methods and fine-tuning to overcome these issues. Moreover, we investigate the impact of out-of-vocabulary words.

Index Terms—type inference, dataset, cross-domain, python, long-tailed, out-of-vocabulary, repository mining, deep learning

I. INTRODUCTION

Dynamically typed programming languages allow the annotation of optional data types by language extensions, like Python with PEP 484 [1], to compensate for their shortcomings [2], [3]. Recent machine learning-based type inference approaches try to mitigate the drawbacks of static and dynamic approaches like imprecision due to applied abstraction or missing coverage [4] and provide promising results [5]–[8].

From other applications of machine learning for software engineering, such as vulnerability detection, several issues are already known, e.g., newly introduced vocabulary [9], [10], an unbalanced class distribution [11], and cross-domain predictions [11], [12]. Therefore, in this study, we investigate the deep learning-based type inference system Type4Py [5], for potential problems that affect the prediction performance and limit the practical applicability of the system.

In our extensive experiments, we focus on exploring how cross-domain prediction and associated problems, such as dataset shifts, influence the results of the type inference system. Cross-domain means that the system is applied to data from domains other than the training data, which is the case in a real-world scenario. A domain represents a software area, such as web development or scientific calculation. These domains are determined by the Python Developers Survey [13]. We also address the problem of unknown classes, which can be caused by the cross-domain setting. The system is unaware of data types that are not present during training. If the data types from the target domain are not present in the training data, they cannot be predicted by the system. We investigate how these unknown data types affect the results of the type inference system.

Moreover, the distribution of data types is highly imbalanced, and we study the impact of this because the rare data types that have low support in the dataset are typically predicted less accurately by deep learning-based systems [14]. Furthermore, new vocabulary is introduced by the source code at a higher rate than in natural language [10], resulting in more out-of-vocabulary words (OOV) that cannot be embedded by the Word2Vec approach [15]. We investigate how the resulting loss of information affects the recognition rate of the system.

In this paper, we demonstrate the negative impact of the mentioned issues on the Type4Py type inference system and aim to mitigate them by using transfer learning methods [16], [17]. For our cross-domain experiments we use the benchmark dataset ManyTypes4Py [18] and our new CrossDomainTypes4Py dataset, which we present in this paper. Our dataset covers the two distinct, but most widely used code domains of web development and scientific calculation according to the Python Developers Survey [13]. It allows us to examine the differences between the domains and how they affect the performance of type inference systems.

In summary, we contribute the following:

CrossDomainTypes4Py Dataset

Our dataset is publicly available [1] and contains 7,912...
repositories from the scientific calculation and the web domain with 682,354 and 341,029 type annotations, respectively. For the preprocessed version of the data, we removed duplicate repositories and files. We split the remaining data into training, validation & test, extract relevant information and prepare them as input for the Type4Py system (see Section V-C).

Cross-domain Experiments with Type4Py
We perform extensive cross-domain experiments with the state-of-the-art type inference system Type4Py and provide a detailed evaluation (see Section V). We investigate how well the system can generalize across domains, which problems occur, what has to be considered, and possible ways to mitigate these issues.

In order to ensure the reproducibility of our experiments, we make our mining and preprocessing scripts to create the dataset available, as well as our experimental pipeline. Furthermore, we provide a repository list of our dataset.

The paper is structured as follows. In Section II, a literature review on deep learning-based type inference systems and existing datasets is given. This is followed by Section III, which explains the occurring problems and the Type4Py method. Section IV describes the creation of the dataset including the preprocessing steps. We use Section V to present our research questions, evaluate the experiments and afterward answer the research questions. In the succeeding Section VI, the limitations of our approach are described. Finally, a summary with an outlook is given in Section VII.

II. RELATED WORK

The first part of the section contains an overview of deep learning-based type inference systems. In the second part, available datasets for deep learning-based type inference are presented.

A. Deep Learning-based Type Inference Systems

The majority of publications in the area of deep learning-based type inference address the programming languages JavaScript/TypeScript [6], [19]–[22] and Python. In this study, we focus on the latter.

One of the first deep learning-based type inference systems for Python is DLType [23], which is similar to the approach presented in [20]. DLType additionally uses natural language elements of the code, like comments and identifier names to make type prediction more accurate. The network architecture is based on a Recurrent Neural Network (RNN). However, it can only predict the 1000 most frequent data types. Another method is PyInfer [24], which uses additional code context and Byte Pair Encoding (BPE) [25]. The latter helps mitigate the out-of-vocabulary (OOV) problem. Again, the number of predictable data types is limited to 500. A further improvement in classification accuracy is achieved in the TypeWriter [7] approach by combining a probabilistic guessing component and a type checker that verifies the proposed annotations. The method is limited to the 1000 most frequent data types. Typilus [8] addresses this problem, through the use of deep similarity learning, which makes it possible to predict user-defined and rare data types that occur in the training data. For feature generation, a Graph Convolutional Neural Network (GCNN) is used. A similar approach is presented in [26], where a combination of Graph Neural Network (GNN) and FastText [27] embeddings is investigated. For the processing of the features, a Text Convolutional Network is applied.

The Type4Py [5] method uses hierarchical Long Short-Term Memories (LSTM) networks for feature extraction in combination with a deep similarity learning approach. Thus, all data types seen in the training can be predicted, similar to [8]. Another method is HiTyper [28], which uses a staged approach of static inference and deep neural network prediction. The two approaches are used alternately and complement each other.

None of the previously mentioned papers conduct a cross-domain evaluation or investigates the OOV problem and its effects on the results of the system. Such studies are relevant to examine the performance of the systems when using them outside their trained domain, which is the case in practical applications. A related method [29] transfers the knowledge of a type inference system across programming languages, but the authors of this paper are faced with fundamental problems caused by the difference in programming languages. The focus is on this fundamental difference and how knowledge can be reused despite language-specific constructs and different type systems. However, different domains in the same language are not considered. The study is thus at a different level of detail compared to our work. This leads primarily to other problems as we have them, where ours reside on a more detailed level within the same language. Therefore, a direct comparison with the study is not meaningful.

To the best of the authors’ knowledge, no previous study conducts a cross-domain evaluation of deep learning-based type inference systems and investigates the corresponding problems. We choose the Type4Py approach for our investigations because its source code is available and according to the evaluation by Mir et al. [5], it outperforms other state-of-the-art deep learning-based type inference systems.

B. Datasets

There are already some extensive Python corpora [30]–[32]. However, these were not created specifically for type inference and thus no focus was placed on whether the projects had type annotations. These are needed as ground truth data for supervised learning and evaluating the systems. Many projects do not have type annotations and are therefore unsuitable for this task.

The authors of machine learning-based type inference methods for Python usually present their own datasets. These datasets have the following downsides: only partly publicly available [7], not very comprehensive [8], [26], and partly designed for special preprocessing steps [8], [23], [25]. An example that does not come with these downsides is the large

https://gitlab.com/dlr-dw/type-inference
and publicly available ManyTypes4Py dataset [18]. However, for a cross-domain evaluation, several datasets containing various domains are required. Therefore, we present CrossDomainTypes4Py with two subsets from different domains.

III. THEORETICAL BACKGROUND

In the first section, we explain the problems which are addressed in this paper. In the following part, we describe the structure and operation of the Type4Py system.

A. Problem Definition

This section briefly outlines the three main problems examined in this paper.

1) Out-of-vocabulary Words: The out-of-vocabulary problem is a general issue when applying machine learning-based methods to source code [9]. The problem is particularly prominent in this area since source code introduces new vocabulary at a higher frequency than natural language [10]. The new vocabulary is created by the programmer, for example, in the form of class and variable names. However, the embedding method Word2Vec [15] used in Type4Py can only embed known words. Therefore, new words outside the vocabulary (OOV) cannot be embedded, resulting in a loss of information. This can affect the performance of the type inference system.

2) Unknown Classes and Imbalanced Distribution: Unseen or unknown classes are classes that appear in the test but not in the training set and therefore cannot be predicted by the system. This may be due to the fact that the training and test sets are from different domains and do not share the same classes. Furthermore, for datasets with unbalanced class distribution, e.g., with a long-tailed distribution, it happens that there are few classes with a lot of support and many classes with little support in the dataset. Machine learning-based systems have a noticeably better recognition rate for classes with a lot of support than for classes with little support [14]. It is important to know the impact of these two aspects to estimate the performance of the system in a real-world scenario.

3) Cross-Domain Prediction and Dataset Shift: Dataset shift is an important topic in machine learning since many real-world applications are affected by shifts and this harms the performance of the systems [33], [34]. According to [35] a dataset shift appears when training and test joint distributions are different, which can be defined as follows:

\[ P_{\text{train}}(y, x) \neq P_{\text{test}}(y, x) \]  \hspace{1cm} (1)

where \( x \) is a set of features or covariates, \( y \) is a target variable, and \( P(y, x) \) is a joint distribution. The dataset shift is very general and includes all possible changes between training and test distribution. Covariate and prior probability shifts are examples of dataset shifts and describe differences in feature and class distributions, respectively. These harm the accuracy of the system and can occur when training and test data come from different datasets or domains.

B. Type Inference System

We use the Type4Py system as the basis for our investigation. In this section we provide a brief overview, for more detailed information please refer to Mir et al. [5].

During the preprocessing, the Python source code files are used to generate an Abstract Syntax Tree (AST). Based on this, so-called type hints are extracted and used as input for the model, which consists of two Long Short-Term Memories (LSTM) and a dense layer. The first type hint is the name of the variable. Furthermore, the second type hint is obtained from the code context of the variable. For the third type hint (visible type hint) the data types present in the source code file are analyzed and encoded into a vector. Only the 1024 most frequent data types given in the training dataset are considered. The first two type hints are encoded using Word2Vec [15], which is a static embedding learned on the training data. A drawback of this method is that only words that are present in the training set can be embedded. We investigate the impact of the out-of-vocabulary words in Section V-B.

Afterward, the embedded vectors are taken as input for two separate LSTMs and the output is concatenated with the visible type hint, which is a static embedding learned on the training data. A drawback of this method is that only words that are present in the training set can be embedded. We investigate the impact of the out-of-vocabulary words in Section V-B.

IV. CROSSDOMAINTYPES4PY

This section addresses the creation of our dataset and used methods. The first part explains how we select our dataset domains and find corresponding repositories on the platforms GitHub\(^{[7]}\) and Libraries\(^{[6]}\). Afterward, we discuss the applied preprocessing steps.

\[ L(t_a, t_p, t_n) = \max(0, m + \|t_a - t_p\| - \|t_a - t_n\|) \]  \hspace{1cm} (2)

with a positive scalar margin \( m \). To measure the distances between the samples the Euclidean metric is used. The goal of \( L \) is to move similar samples closer together (\( t_a \ & t_p \)) and different samples further apart (\( t_a \ & t_n \)) in the cluster.

### TABLE I

| Criterion            | Total | Cal | Web |
|----------------------|-------|-----|-----|
| Repositories         | 7,912 | 4,783 | 3,129 |
| Total Files          | 8,580,167 | 6,103,661 | 2,476,506 |
| Python Files         | 2,791,989 | 2,111,694 | 680,295 |
| Files after Deduplication | 636,516 | 470,011 | 166,505 |

\(^{[7]}\) https://github.com
\(^{[6]}\) https://libraries.io
A. Domain Selection

Code domains can be defined at varying granularity, for example, projects, developers, categories of the software (e.g., embedded, web, scientific calculation), companies, etc. For our dataset, we focus on the category of software (application areas) as a domain, since we expect differences between code from different application domains with respect to structure, programming patterns, used libraries, and also data types. Additionally, there is sufficient data available in public repositories to train and test a machine learning-based system (see Table I).

The domains are chosen based on a survey with more than 23,000 Python developers and enthusiasts conducted by JetBrains and the Python Software Foundation [13]. According to this, Python is most commonly used for web development and data analysis. The most utilized libraries in these domains are Flask (web framework) [38] and NumPy (fundamental package for scientific computing) [39], respectively. Hence, for our research, we select the web domain (web) with the library Flask and the library NumPy which is generally used for the domain of scientific calculation (cal). These libraries are used to find dependent repositories which belong to one of those domains (see Section IV-B).

We publicly provide the scripts and tools to generate domain-specific datasets to foster research and researchers for other domains besides the two domains investigated in this paper.

B. Mining Repositories

For mining the repositories, we choose the platforms GitHub and Libraries, on which we search for repositories that depend on the static type-checking tool Mypy. The intention is to ensure that optional type annotations are present in at least a part of the repository (see Section VI). We extend this procedure and check also for dependencies to the libraries Flask and NumPy, in order to be able to assign the repository to a domain.

Since the platforms do not support searching for multiple dependencies at the same time, so we utilize the method explained in the following paragraph. First, we search separately for repositories with dependencies to the three frameworks. For mining the platform Libraries, we consume its API and query the frameworks separately.

The GitHub API offers no suitable way to query for dependent repositories. Hence, we use web scraping to extract the dependency graph from the website. All queries for both platforms are executed automatically. The resulting repositories are then stored in temporary lists. We limit the search to 50,000 repositories per framework (see Section VI). Afterward, these lists are sorted by repository stars and can be filtered if required. The stars are an indicator of popularity and can reflect a tendency about the quality of the repository [40], [41].

The temporary lists from both platforms are merged and then used to determine intersections between NumPy & Mypy and Flask & Mypy. If repositories have dependencies on all three frameworks, they are included in both subsets, because they are removed during the preprocessing depending on the task (see Section IV-C). The resulting lists are the basis of the dataset.

The published dataset includes the links to the repositories and a commit hash in order to keep the dataset reproducible. Two example entries are shown in Table II.

C. Preprocessing Steps

In this section, we discuss the preprocessing steps to make the dataset usable for the Type4Py type inference system. We use the ManyTypes4Py pipeline as a base and adapt it where necessary for our cross-domain setup.

1) Deduplication: An essential preprocessing step is to remove duplicates from the dataset, as this harms the performance of machine learning systems [42]. In particular, for our cross-domain setup, we have to control code duplicates additionally across the datasets. In the first step, we create a list of repositories, which are present in both datasets and randomly remove one-half from one dataset and the other half from the other dataset. The resulting repository lists of the datasets are disjoint.

In the second step, we apply the tool CD4Py to detect file-level duplicates. This tool is also used in the ManyTypes4Py pipeline. It creates a vector representation using the Term Frequency-Inverse Document Frequency (TF-IDF) method to convert the tokenized identifiers of the source code files. The outputs are clusters of duplicates by performing a k-nearest neighbor search. From each cluster, we randomly select one
table

| Name of the field | Description |
|-------------------|-------------|
| Project-Object    |             |
| author & repository | Author and project name on GitHub |
| src_files         | Path of the project’s source code files |
| file_path         | Path of the source code file |
| Module-Object      |             |
| untyped_seq       | Normalized seq2seq representation |
| typed_seq         | Type of identifiers in untyped_seq |
| imports           | Name of imports |
| variables         | Name and type of variables |
| classes           | Classes of the module (JSON class object) |
| func              | Functions of the module (JSON func object) |
| set               | Set of the file (train, valid, test) |
| Class-Object       |             |
| name              | Class name |
| variables         | Class variables and corresponding type |
| func              | Functions of the class (JSON func object) |
| Function-Object    |             |
| name              | Function name |
| params            | Parameter name and corresponding type |
| ret_exprs         | Return expression |
| ret_type          | Return type |
| variables         | Local variables and corresponding type |
| params_occur      | Parameters and their usage in the function |
| docstring         | Docstring (with the following three subfields) |
| docstring.func    | One-line function description |
| docstring.ret     | Description of what the function returns |
| docstring.long_desc| Long description |

file to remain in the dataset, all others are deleted.

2) Dataset Split: The two subsets are randomly split into training, validation, and testing with 70, 10, and 20 percent, respectively. We deviate at this point from the ManyTypes4Py approach and split on project-level rather than on file-level. In the area of type inference splitting on file-level is widely used [5], [7], [23], but projects may be split into training and test set. This can lead to leakage of information into the test set, also known as group leakage [23]. Furthermore, by splitting on file-level, project-specific data types can be distributed across training and test set, resulting in a higher number of predictable data types, which is not the case in a realistic scenario.

These two problems lead to an overestimation of the performance of the system when the goal is to perform cross-project or more general cross-domain prediction and therefore we conduct the split on project-level.

3) Feature Extraction: For further preprocessing we take advantage of the LibSA4Py library. It parses the source code and extracts features of interest for machine learning-based type inference systems. The extracted fields and a corresponding description are given in Table III. For more detailed information we refer to [18].

4) Feature Preparation: For the preparation of the features, we follow previous works [5], [7], [8]. We remove trivial functions like __len__ with straightforward return types. Furthermore, we exclude the data types Any and None because they are not helpful to predict. Moreover, we resolved type aliasing to make the same data types consistent, for example, [1] to List. In order to reduce the number of different data types, we make a simplification and limit the nested level of data types to two, as Type4Py does. For example List[List[Set[int]]] is rewritten to List[List[Type]]. In general, we use fully qualified names for our type annotations to make them consistent across the dataset.

In Table IV the final amount of samples in all datasets are shown. We see that number of samples of the ManyTypes4Py dataset is in between our two domains web and scientific calculation.

Limitations of our process and the resulting dataset are discussed in Section VI.

V. EXPERIMENTAL RESULTS AND EVALUATION

This section starts with details about the experiment setup and a description of the evaluation process. In the following our research questions will be motivated, raised, answered, and discussed:

1) Are there differences in the distribution of data types between the domains?
2) Is the performance of the system similar when evaluated across domains to that which is observed when tested on the training domain?
3) How do the results change when the evaluation is conducted using only data types known to the system?
4) How well can the Type4Py method handle class imbalances, and what influence do they have on the results?
5) What is the impact of the out-of-vocabulary problem on system performance?
6) What dataset shifts are present, and how can they be mitigated?

A. Experiment and Evaluation Setup

To perform the experiments, we take the available implementation of Type4Py as a template and extend it to our cross-domain setup. We utilize Python 3.6 and the deep learning framework PyTorch. In order to determine the hyperparameters, we conduct a grid search and reuse the configuration for all experiments. We train for 30 epochs and use adam as an optimizer with a learning rate of 0.002 and a batch size of 2,536. The complete configuration can be found in our public repository. For the experiments, an NVIDIA Tesla V100 GPU and an Intel Xeon Platinum 8260 are used.

To perform cross-domain experiments, we train the system on one domain and evaluate it on another domain. To have a comparison of what results can ideally be achieved, we perform a second experiment using only the latter domain, both for training and evaluation. Our two main setups are:

1) Setup: Web2Cal

a) Training on web domain and evaluation on scientific calculation domain (cal)
Data Types

- numpy.ndarray
- Dict[str, Any]
- Optional[int]
- Optional[str]

Differences in the distribution indicate a dataset shift that can affect the accuracy of the type inference system (see Section III-A).

In order to answer the research question, we explore the ten most frequent data types from the web and scientific calculation set in Figure 1. The three most common data types are built-in data types and are equal for both subsets. As expected, it is noticeable that the data types needed for calculations, such as bool, int, float, and numpy.ndarray, occur much more frequently in the scientific calculation subset. In the web subset, on the other hand, the data types string, Optional[str], and dict are used more often.

We can see the different usage of the data types as well when we compare the list of visible type hints containing the 1,024 most frequent data types from the different domains (see Section III-B). For example, ManyTypes4Py and the scientific calculation domain share only 502 out of 1,024 data types.

When considering the whole datasets, Table IV shows for instance that the web and scientific calculation domain share only 3,755 classes out of 15,177 and 27,611, respectively. The reason for this is the long-tailed data type distribution with a lot of less frequent data types which are likely to be project- or domain-specific. The aforementioned issue can be observed in the M4p2Cal setup between ManyTypes4Py and the scientific calculation set as well.

We can conclude from our findings that the data types are used differently across the domains and that the distribution of the data types differs. Thus, it can be argued that there is a dataset shift. The following research question examines how

**B. Research Questions and Results**

**RQ 1: Are there differences in the distribution of data types between the domains?**

In the first research question, we analyze the class distribution of the datasets and check if there are differences between the domains. Differences in the distribution indicate a dataset shift that can affect the accuracy of the type inference system (see Section III-A).

In order to answer the research question, we explore the ten most frequent data types from the web and scientific calculation set in Figure 1. The three most common data types are built-in data types and are equal for both subsets. As expected, it is noticeable that the data types needed for calculations, such as bool, int, float, and numpy.ndarray, occur much more frequently in the scientific calculation subset. In the web subset, on the other hand, the data types string, Optional[str], and dict are used more often.

We can see the different usage of the data types as well when we compare the list of visible type hints containing the 1,024 most frequent data types from the different domains (see Section III-B). For example, ManyTypes4Py and the scientific calculation domain share only 502 out of 1,024 data types.

When considering the whole datasets, Table IV shows for instance that the web and scientific calculation domain share only 3,755 classes out of 15,177 and 27,611, respectively. The reason for this is the long-tailed data type distribution with a lot of less frequent data types which are likely to be project- or domain-specific. The aforementioned issue can be observed in the M4p2Cal setup between ManyTypes4Py and the scientific calculation set as well.

We can conclude from our findings that the data types are used differently across the domains and that the distribution of the data types differs. Thus, it can be argued that there is a dataset shift. The following research question examines how

**B. Research Questions and Results**
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In the first research question, we analyze the class distribution of the datasets and check if there are differences between the domains. Differences in the distribution indicate a dataset shift that can affect the accuracy of the type inference system (see Section III-A).

In order to answer the research question, we explore the ten most frequent data types from the web and scientific calculation set in Figure 1. The three most common data types are built-in data types and are equal for both subsets. As expected, it is noticeable that the data types needed for calculations, such as bool, int, float, and numpy.ndarray, occur much more frequently in the scientific calculation subset. In the web subset, on the other hand, the data types string, Optional[str], and dict are used more often.

We can see the different usage of the data types as well when we compare the list of visible type hints containing the 1,024 most frequent data types from the different domains (see Section III-B). For example, ManyTypes4Py and the scientific calculation domain share only 502 out of 1,024 data types.

When considering the whole datasets, Table IV shows for instance that the web and scientific calculation domain share only 3,755 classes out of 15,177 and 27,611, respectively. The reason for this is the long-tailed data type distribution with a lot of less frequent data types which are likely to be project- or domain-specific. The aforementioned issue can be observed in the M4p2Cal setup between ManyTypes4Py and the scientific calculation set as well.

We can conclude from our findings that the data types are used differently across the domains and that the distribution of the data types differs. Thus, it can be argued that there is a dataset shift. The following research question examines how
This influences the type inference system’s results.

Answer to RQ 1: Yes, there is a difference in the distribution of data types which indicates a dataset shift.

**RQ 2: Is the performance of the system similar when evaluated across domains to that which is observed when tested on the training domain?**

We use our setups defined in Section V-A to answer this question. The results of the experiments are shown in Table V. Using the Web2Cal setup 1.a, we measured an F1-score of 49.06% in comparison to setup 1.b with an F1-score of 55.27%, which is significantly higher according to the Student’s t-test. Consequently, the system has problems generalizing from one specific domain to another.

A more realistic scenario is addressed by our second setup M4p2Cal. We expect a better generalization ability due to the domain diversity in the ManyTypes4Py dataset. However, the results in Table V do not confirm our assumption. Setup 2.a achieves an F1-score of 45.19% and, in comparison, setup 2.b achieves 59.34%. We observe significantly worse results when the system is used on a domain on which it is not trained. We assume the problems are due to a dataset shift, which is introduced by our domain-specific datasets. When using the system on another than the training domain a decreased performance must be expected. In the following research questions, we analyze the problem in more detail.

Answer to RQ 2: No, when evaluating on another domain, the F1-score decreases by up to 14.15 percentage points compared to training on the corresponding domain.

**RQ 3: How do the results change when the evaluation is conducted using only data types known to the system?**

This question is motivated by an analysis of the test sets. We found that in the second setup M4p2Cal about 88 percent of the data types in the scientific calculation test set are unknown to the system because they are not present in the training set (see Table IV). Thus, about 27 percent of the samples cannot be predicted at all, which affects the performance of the system. The same patterns are confirmed in our first setup Web2Cal. Furthermore, we found that this is also the case within datasets, for example in the ManyTypes4Py dataset only 1,801 out of 11,271 data types from the test set can be predicted (see Table VIII).

For our next experiment, we remove the unknown data types from the test set. This allows us to assess their influence on the result. In M4p2Cal setup 2.a the F1-score increases by 16.99 percentage points to 66.05%, as well as in setup 2.b, where it increases by 14.71 percentage points to 69.98% F1-score (see Table V). These results differ significantly according to the Student’s t-test. We observe similar results in our Web2Cal setup 1.a and 1.b. Thus, we conclude that the unknown data types have a great impact on the results and the problem should be addressed. As possible solutions, we propose to use methods from zero-shot learning [45] or novelty detection [46] and consider the human-in-the-loop for a life-long learning process [47].

At the same time, we note that the unknown data types do not fully explain the gap between the cross-domain evaluation (setup a) and the training on the corresponding domain (setup b).

Answer to RQ 3: F1-score can be significantly improved by up to 16.99 percentage points when removing data types unknown to the system.

**RQ 4: How well can the Type4Py method handle class imbalances, and what influence do they have on the results?**

The goal of this research question is to find out how Type4Py deals with class imbalances since deep-learning methods have a significantly worse recognition rate on rarer classes. It is important to analyze this effect in order to better estimate the accuracy of the results of the type inference system in practical applications and to reveal a possible potential for improvement of the method.

We have divided the data types into two groups based on their frequency to address this question. The first group we call rare data types. It contains data types that occur less than 100 times in the dataset. We adopt this threshold of 100 from Mir et al. [5]. All other data types belong to the group of common data types. This is done separately for every dataset. If we consider the distribution of common and rare data types in the datasets, we notice that there are few common data types with many examples and a lot of rare data types with few examples (see Table IV). Examples of common data types for the web and scientific calculation set can be seen in Figure 1. Rare data types are mostly user-defined or nested data types, which are application-specific.

Table IV and Figure 1 provide evidence that the distribution of the data types is long-tailed [48]. For instance, the scientific calculation test set consists of 332 common and 14,960 rare data types. It can be assumed that common data types are predicted much better than rare data types because they are predominant during the learning process.

For our experiment, we keep all data types in the training set and evaluate the experiment from RQ 3 according to common and rare data types, illustrated in Table VI.

The rare data types can be predicted significantly worse than the common data types for both setups. If we then evaluate only the data types known by the system, we see that only the result of the rare data types improves significantly, since

---

**TABLE V**

The results of the cross-domain experiments with both setups are shown. The mean of the F1-score, the standard deviation, and the average accuracy in percent are reported.

| Train Set | Eval Set | All Types | Known Types |
|-----------|----------|-----------|-------------|
| Setup 1   | Web      | 49.06 ± 0.13 (51.6) | 66.05 ± 0.17 (69.3) |
|           | Cal      | 55.27 ± 0.07 (58.2)  | 69.98 ± 0.11 (73.63) |
| Setup 2   | M4p      | 45.19 ± 0.01 (48.1)  | 62.29 ± 0.02 (66.4)  |
|           | Cal      | 59.34 ± 0.06 (62.7)  | 72.97 ± 0.13 (76.9)  |
the unknown data types consist of 99 percent rare data types. The results of the common data types stay the same because they consist mostly of known data types. Nevertheless, the performance of the system is still much better on the common than on the rare data types.

Ground truth label and prediction:
1) Label: Dict[str, List[3]]
   Prediction: List[3]
2) Label: Dict[str, List[str]]
   Prediction: Optional[3]
3) Label: str
   Prediction: str

In Listing 1 we see an example function from the ManyTypes4Py dataset. For simplification, we report only the three arguments of the function predicted by the Type4Py system. In this qualitative example, it is easy for the system to predict the common type string but complicated to predict nested data types. This is in line with our quantitative results. We summarize that it is important to work on the problem with the rare data types to achieve better results with the system and that the gap in the results between setups a and b is independent of the data type occurrence frequency.

Answer to RQ 4: The F1-score decreases up to 64.91 percentage points for data types that occur less than 100 times in the dataset compared to common data types. When removing the unknown data types, the effect is still the same, but the gap in the results between the common and rare data types is smaller.

RQ 5: What is the impact of the out-of-vocabulary problem on system performance?
When embedding source code, the out-of-vocabulary problem plays a major role in many software engineering tasks [9], [10] since user-defined data types, identifiers, and method names make the vocabulary practically infinite. The embedding method Word2Vec, which is used in the Type4Py system, cannot embed unknown words. Thus, vocabulary that does not appear in the training set of the Word2Vec model is not embedded and the information is lost. We assume that in our cross-domain setup this effect is amplified, since domain-specific vocabulary may be used in the domains.

For our experiments, we create three Word2Vec models for each setup, trained with different data. For the first model, we use in setup Web2Cal the training set from the web domain and in setup M4p2Cal the training set from ManyTypes4Py. The second Word2Vec model is trained with the training sets of both domains, which are web and scientific calculation for the first setup Web2Cal and ManyTypes4Py and scientific calculation for the second setup M4p2Cal. In order to train the third model, we do not only use the training sets like in model 2, we utilize all data from both domains.

In the evaluation, we see that in a realistic scenario where we train the embedding only on the training set of one domain, there are 7.6% in setup Web2Cal and 5.6% in setup M4p2Cal unknown words on the other domain (see Table VII). This is more than double the number of words that cannot be embedded than in the domain Word2Vec is trained. In the configuration where we train on the training data of both domains, the percentage of unembeddable words decreased significantly and has leveled off for both domains. In the last configuration, it drops even further. However, there remain some unknown words, because words that occur less than three times in the dataset are excluded from the Word2Vec training.

We use different Word2Vec models, trained on different sets of data, to embed the vectors for the Type4Py system and find that the results of the system are not substantially influenced. When we evaluate according to common and rare data types there is also no difference in the results. Thus we can say

### Table VII

| W2V | Train Data | Setup 1 | Setup 2 |
|-----|------------|---------|---------|
| OOV | F1-score   | OOV     | F1-score |
| Source Train Set | 7.6 | 48.57 ± 0.08 | 5.6 | 44.88 ± 0.05 |
| Both Train Sets | 1.8 | 49.06 ± 0.13 | 1.3 | 45.19 ± 0.01 |
| All Sets | 0.9 | 49.25 ± 0.04 | 0.8 | 45.22 ± 0.08 |
In the context of this research question, they be mitigated? in general it is not necessary to further investigate or mitigate this issue.

**Answer to RQ 5:** We have discovered that in the cross-domain setup, there are significantly more words that cannot be embedded. However, this has no substantial effect on the performance of the system.

**RQ 6: What dataset shifts are present, and how can they be mitigated?** In the context of this research question, we examine the class distribution as well as the distribution of the features to show the presence of dataset shifts. Afterward, we aim to mitigate the negative impacts of these dataset shifts using methods from the field of transfer learning.

In RQ 1 we discuss the dataset shift in terms of the different distribution of classes. Using the ten most common types from the datasets, the differences in the type hints, and the dataset characteristics in general, we observe strong differences in the distribution of the data types across the datasets.

Furthermore, we investigate the feature distribution across the datasets. For this purpose, we take the features processed by the Type4Py system after the last fully connected layer and before it is used by the k-nearest neighbor classifier (see Section III-B). In order to evaluate the differences, we adopt the approach of Ganin et al. [16]. We use features from two datasets to learn a simple classifier to assign the features to a dataset. The more accurate the results of the classifier are, the more dissimilar the features are. For our experiments, we use a tree-based classifier [49] in combination with 6-fold cross-validation. The results in Table VIII indicate that inside the specific software domain of scientific calculation, the features are harder to distinguish. The features inside the ManyTypes4Py dataset and across the domains are predicted more accurately by the classifier and subsequently contain more information about their dataset or domain from which they come. According to the results, the performance of the Type4Py system inside the ManyTypes4Py dataset should be similar to the cross-domain setup. We can summarize that there is a shift between the datasets as the features and the distribution of the classes differ.

In order to mitigate the dataset shifts, we evaluate two popular methods for unsupervised domain adaptation DANN [16] and WDGRL [17] to align the features of the domains in the feature space without the need for additional annotations. They are based on the framework described in [50] and [51]. We extend the Type4Py architecture and add the discriminator from the DANN / WDGRL architecture with the proposed hyperparameters. The discriminator is trained together with the Type4Py system and uses the output of the last fully connected layer (see Section III-B). We observe that these approaches do not provide better results (see Figure 2). If we evaluate them according to common and rare data types, we see that the results of both data type groups decreased.

We investigate fine-tuning as an alternative because the unsupervised approaches provide inadequate results. For this purpose, the system is pretrained on a dataset and then learned on the dataset on which it is also evaluated. The drawback of this approach is that we need labeled data from the destination domain but in a real-world scenario labels from the destination domain are often unavailable. When using fine-tuning we can achieve in both setups Web2Cal and M4p2Cal similar results to the model learned directly on the corresponding domain.

**Answer to RQ 6:** We mitigate the observed shifts in the feature and class distribution with fine-tuning.

**Summary**

We experience that when using the Type4Py system on another than the training domain the results decrease by up to an F1-score of 14.15 percentage points in comparison to a training on the corresponding domain. Due to the unbalanced class distribution, the classification accuracy of rare data types is significantly worse than on common data types. The high amount of rare data types also causes a lot of data types

| Setup 1 | Types | Samples | F1 |
|----------|-------|---------|----|
| Web-Train Web-Test | 185 | 1,576 | 287,874 | 60,540 | 70 |
| Cal-Train Cal-Test | 322 | 2,193 | 291,431 | 110,362 | 71 |
| Web-Train Cal-Test | 198 | 1,424 | 343,293 | 43,738 | 72 |
| Cal-Train Web-Test | 243 | 1,244 | 370,843 | 59,146 | 73 |
| Setup 2 | Types | Samples | F1 |
|----------|-------|---------|----|
| M4p-Train M4p-Test | 225 | 1,576 | 287,874 | 60,540 | 70 |
| Cal-Train Cal-Test | 398 | 5,828 | 436,554 | 132,218 | 59 |
| M4p-Train Cal-Test | 215 | 2,034 | 291,431 | 111,993 | 71 |
| Cal-Train M4p-Test | 267 | 1,425 | 370,843 | 59,146 | 73 |

**TABLE VIII**

The table shows the shared data types between Set 1 and Set 2, their corresponding support in the sets, and the F1-score in percent of a classifier, which classifies the features of both sets from which they come.
that can not be predicted by the system because they are not present in the training set. They decrease the performance by an F1-score up to 16.99 percentage points. Another common issue we investigate is the out-of-vocabulary problem which is present but has no substantial influence on the results of the system. Finally, we show the presence of dataset shifts. In order to mitigate the discovered issues we test different transfer learning methods and find that fine-tuning on the destination domain works best.

VI. LIMITATIONS

Our dataset contains only two domains. However, these have been systematically identified through a survey [13] and are the two largest application domains for Python. By providing our tools, an easy extension of our dataset is possible.

While mining our dataset, we limit our search to 50,000 repositories per domain in order to keep the subsets comparable in size to state-of-the-art datasets, e.g. [18].

We use the LibSA4Py library in our preprocessing pipeline for information extraction to maintain comparability with the ManyTypes4Py approach. The library is restricted by its parsing module, which can only handle Python 3, but not the older version Python 2.

The Student’s t-test requires a normal distribution of the examined variable, which can be assumed with a sufficiently large sample due to the central limit theorem. Our sample size is limited, which may affect the results of the significance test.

A. Threats to Validity

Our results on the ManyTypes4Py dataset differ from those presented in the Type4Py paper [5]. However, this does not limit the outcome of this paper because we compare the results from different setups across domains and do not aim to improve the results of the Type4Py paper. The differences in the results are caused by differences in the preprocessing of ManyTypes4Py, which are described in the following. Not all repositories on the dataset list are still available. Additionally, we have to remove duplicates across the datasets.

Furthermore, the data split into training, validation, and test is performed on a project-level because in a realistic scenario, there will not be half of the project in the training and the other half of the project in the test set. Our choice also mitigates the threat of group leakage by projects. This threat is illustrated by results using a file-level split, where the test F1-score in our experiment increases by 7 percentage points compared to using our project-level split.

Except for the experiments around RQ6, we do not apply cross-validation. Instead, we perform each split only once to have consistent test sets throughout our evaluation. We nevertheless repeat each experiment multiple times as stated in Section V-A to account for the effects of random initialization.

While mining our CrossDomainTypes4Py dataset, we increase the number of repositories that contain type annotations by searching for projects that depend on the type checker Mypy. This biases the sampling of the repositories, but is an approved method used by ManyTypes4Py [18] and TypeWriter [7].

Our process of identifying application domains for Python is based on a single survey [13]. We selected it because, to our knowledge, it is the largest and most relevant survey of Python developers. It is possible that, had a different study been used, we would have selected other domains. However, the problems we identify in this work are by their nature not specific to certain pairs of domains. Thus, our findings are likely to generalize to further domains.

VII. CONCLUSION

We perform the first study of cross-domain generalizability in the field of type inference. We enable this by our publicly available CrossDomainTypes4Py dataset, which consists of two subsets from the domains web and scientific calculation. It contains in total over 1,000,000 type annotations mined on the platforms GitHub and Libraries.

We gain new insights by conducting extensive experiments in various setups. For instance, we observe that the Type4Py system performs significantly worse when doing cross-domain prediction compared to an evaluation on the training domain. Furthermore, we discover a shift between the datasets. In this context, we analyze the differences in the distribution of the data types and the features, which lowers the accuracy of the system results. We apply fine-tuning to mitigate the impact of the dataset shifts. In our investigations, we also show that a large number of out-of-vocabulary words have no substantial impact on the results of the system. Moreover, due to the unbalanced and long-tailed distribution of the dataset, there are many rare data types that the system can only predict with low accuracy.

Based on our findings, we encourage the user of the type inference method to consider the practical environment in which the system is to be deployed. We recommend collecting labeled data of this domain and using it for fine-tuning the system.

Another important aspect that we would like to emphasize is that for a realistic scenario and evaluation of a type inference system, the dataset has to be split into training, validation, and test on a project-level. Splitting it on file-level overestimates the performance of the classifier when we are conducting cross-project or more general cross-domain evaluation.

Future Work

In this section, we want to give some suggestions for the further development and application of our dataset CrossDomainTypes4Py, as well as possible solutions for the investigated problems regarding the rare data types, dataset shifts, out-of-vocabulary words, and unknown data types.

From a research perspective, the performance of the unpredictable data types should be improved by extending the system to detect them. As a possible solution, we propose methods from the field of novelty detection [46] or zero-shot learning [45] and consider the human-in-the-loop for a lifelong learning process [47].
To counteract the problem with the rare data types, we recommend using a resampling method like SMOTE \cite{52} or using importance weighting for the data types during training.

Another aspect for improvement is to replace the static embedding with a contextual embedding to capture more information like TypeBert \cite{6} does.

Furthermore, it is possible to study how the size of the dataset affects the results of the system.

Besides improving the Type4Py system, it is also possible to further develop our dataset by adding new domains. Moreover, the dataset may also be processed further to enable its usage for related downstream tasks, e.g. code completion \cite{53}.

In addition, a descriptive empirical analysis of the repositories and the associated artifacts is also possible, e.g. for empirical analysis of the usage and requirements of type systems in various application domains \cite{4}.
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