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Abstract

Multi-state models are frequently applied for representing processes evolving through a discrete set
of state. Important classes of multi-state models arise when transitions between states may depend on
the time since entry into the current state or on the time elapsed from the starting of the process. The
former models are called semi-Markov while the latter are known as inhomogeneous Markov models.
Inference for both the models presents computational difficulties when the process is only observed at
discrete time points with no additional information about the state transitions. In fact, in both the
cases, the likelihood function is not available in closed form. In order to obtain Bayesian inference under
these two classes of models we reconstruct the whole unobserved trajectories conditioned on the observed
points via a Metropolis-Hastings algorithm. As proposal density we use that given by the nested Markov
models whose conditioned trajectories can be easily drawn by the uniformization technique. The resulting
inference is illustrated via simulation studies and the analysis of two benchmark data sets for multi state
models.
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1 Introduction

Continuous-time multi-state models (CTMSM) are continuous time processes with discrete and finite
state space. They represent a useful class of stochastic processes for analyzing event history data [19].
Practical applications of these models can be found in many fields. For example in biostatistics they
are often used for modelling both disease progression and patient recovery after medical treatment, see
for example Gentleman et al [9] or Ieva et al [13] for a more recent utilization Other applications can
be found in econometrics where, for example, CTMSM have been adopted for modeling individual labor
market status or credit rating transitions [15, 48].

Inference details for modeling data generated by specific classes of CTMSM differ if the the sample
paths are continuously observed or if the data only consist of the states observed at discrete time points, with no information about the state sequence and the jump times. In fact, the former case does not present particular issues while the latter, usually referred to as panel data framework, apart from specific models may present troublesome computational issues.

The problem with the discretely observed framework is that the likelihood function is available only for the Markov case or its simpler extensions and also in these cases it must be evaluated via numerical approximations. Kalbfleisch and Lawless [16] were the first to introduce appropriate numerical techniques for the standard Markov CTMSM. Relaxing the Markov assumptions, for example by assuming a semi-Markov process where transitions between states may depend on the time since entry into the current state, leads generally to an intractable likelihood problem. To bypass the problem, Kang and Lagaskos [17] assume time-homogeneous transition intensities from at least one of the states while Armero et al [2] discuss a Weibull progressive disability model. Titman and Sharples [29] focus on the tractable class of phase-type sojourn distributions while Titman [28] suggests using phase-type distributions to approximate the likelihood of CTMSM with Gamma or Weibull sojourn time distributions.

Another problematic case is that of the Markov CTMSM with transition rates depending on the time elapsed from the starting of the process; i.e. the time-inhomogeneous Markov processes. In this class of models, the Kolmogorov Forward Equations (KFE) providing the transition probabilities do not have a general analytical solution although there are specific cases where analytic solutions can be maintained. For example Kay [18] suggests to use piecewise constant transition intensities, while Hubbard et al [12] propose models in which the time scale of a nonhomogeneous Markov process is transformed to an operational time scale on which the process is homogeneous, developing a method for jointly estimating the time transformation and the transition intensity matrix for the time transformed homogeneous process. Moreover, numerical quadrature techniques have been used to calculate the transition probabilities for progressive models by Pérez-Ocón et al [22] and Hsieh et al [11]. Finally, a more general approach has been proposed by Titman [27] and Machado et al [21] where methods for numerically solving nonlinear differential equations have been used to estimate inhomogeneous model with semi-parametric transition rates based on spline functions.

All the proposals discussed above do not consider the possibility to reconstruct the whole sample paths in order to make inference via ordinary missing data techniques. However, note that a missing data formulation has been frequently adopted in the Markov case starting from Baldt and Sørensen [3], where both an EM and a Gibbs sampler were proposed to estimate the parameters of a discretely observed Markov CTMSM. Anyway the Gibbs sampler was performed by a naïve rejection sampling, i.e. by drawing unconditioned trajectories and discarding them if they do not hit the right states. More recently, Luo et al [20] employed a modified rejection sampling in a Bayesian analysis of a hidden time inhomogeneous Markov model by changing the rate matrix of the proposal Markov process accordingly to the sub-interval end-points. The limitations of the rejection sampling were discussed in Hobolth and Stone [10], where it was also introduced a different sampling strategy based on the uniformization technique that permits to simulate directly Markov trajectories with fixed starting and ending states. The uniformization algorithm was used also to draw the distribution of a Markov sample path conditionally on a sequence of observed points by Fearnhead and Sherlock [8] and was also used by Pfeuffer et al [23] for implementing
a stochastic version of the EM for the Markov case. Note that a stochastic EM algorithm was recently proposed also for the semi-Markov case by Aralis and Brookmeyer [1], but the reconstruction of the sample paths was performed by a naive rejection sampling. Finally Tancredi [26] proposes approximate Bayesian computation (ABC) techniques for Markov and Semi-Markov cases by approximately matching the observed and simulated state transition matrices between different observation times.

The purpose of this article is to demonstrate that Markov Chain Monte Carlo methods can be efficiently used to estimate discretely observed multi-state models. In particular we propose a general MCMC algorithm to obtain Bayesian inference both for semi-Markov and time-inhomogeneous Markov. By a Gibbs sampler approach, the algorithm reconstruct the missing structure of the partially observed paths. The simulation of the conditioned semi-Markov or time-Inhomogeneous trajectories is performed by a Metropolis-Hasting step with proposal density provided by the distribution of the conditioned trajectories assuming the Markov model. The uniformization algorithm will be used for an efficient simulation of the conditioned trajectories. Note also that the idea to exploit proposal distributions based on simpler Markov assumptions for discrete time series models was used also by Cappé et al [5] to estimate a discrete hidden semi-Markov model.

The paper is organized as follows. In Section 2 we formally define the continuous time multi-state Markov models and the semi-Markov and time-inhomogeneous extensions. In Section 3 we present the uniformization algorithm for the simulation of end-point conditioned Markov CTMSM and we outline the uniformization based Metropolis-Hasting algorithm for simulating conditioned semi-Markov and time-inhomogeneous Markov trajectories. We provide also the details of the complete MCMC algorithm for Bayesian inference. In particular we consider the Weibull distribution for the sojourn times in the semi-Markov case and the Gompertz model for the transition rates in the inhomogeneous case. In Section 4 we analyze the results obtained both on simulated and real data sets and in Section 5 we provide a short discussion.

2 Continuous time multi-state models

Let \( Y(\cdot) = \{Y(t), t \geq 0\} \) be a continuous time process with state space \( S = \{1, \ldots, S\} \). A CTMSM can be defined via the transition intensity function

\[
q_{rs}(t, \mathcal{F}_t) = \lim_{\delta t \to 0} \frac{P\{Y(t + \delta t) = s | Y(t) = r, \mathcal{F}_t\}}{\delta t}
\]

representing the instantaneous probability of a transition from state \( r \) to state \( s \) at time \( t \) when \( \mathcal{F}_t \) is the past history up to time \( t \).

Considering

\[
P\{Y(t + \delta t) = s | Y(t) = r, \mathcal{F}_t\} = \begin{cases} 
\gamma_{rs} \delta t + o(\delta t) & s \neq r \\
1 + \gamma_r \delta t + o(\delta t) & s = r
\end{cases}
\]

where \( \gamma_{rs} \geq 0 \) and \( \gamma_{rr} = -\sum_{s \neq r} \gamma_{rs} = -\gamma_r \), we have Markov CTMSM. In [1] the transition probabilities do not depend on \( t \), so the process is time-homogeneous. Note that \( \gamma_{rs} > 0 \) is the rate at which transitions from \( r \) to \( s \) occur while \( \gamma_r \) is the rate of a transition out of the state \( r \). Note also that if \( r \) is an absorbing state then \( \gamma_{rs} = n_{rs} = 0 \ \forall s \neq r \). A formula for the transition probabilities for a Markov CTMSM can
be obtained with the Chapman-Kolmogorov forward equations. Let $G$ be the rate matrix

$$
G = \begin{pmatrix}
\gamma_{11} & \cdots & \gamma_{1S} \\
\vdots & \ddots & \vdots \\
\gamma_{S1} & \cdots & \gamma_{SS}
\end{pmatrix}.
$$

Then $p_{rs}(t; G) = P\{Y(u + t) = s|Y(u) = r\}$ is the $(r, s)$ element of the exponential matrix

$$
\exp(tG) = \sum_{r=0}^{\infty} \frac{t^r}{r!} G^r.
$$

An equivalent representation for $Y(.)$ can be obtained by considering the sequence of visited states and sojourn times. In fact, let $\{S_i, i \geq 0\}$ be the random sequence indicating the states visited by the process, let $\{Z_i, i \geq 1\}$ be the random sequence representing the times at which the jumps occur and let $\{W_i = Z_i - Z_{i-1}, i \geq 1\}$ be the random sequence with the sojourn times. The process $Y(.)$ is equivalent to the sequence $S_0, W_1, S_1, \ldots, W_i, S_i, \ldots$. In the homogeneous case the state sequence $\{S_i, i \geq 0\}$ is a Markov chain with transition probabilities $p_{rs} = \gamma_{rs}/\gamma_r$, $s \neq r$ and the holding times $\{W_i, i \geq 1\}$ are independent exponential random variables with rates $\gamma_{si}$ depending on the departure state.

Let $y = y(t)$ be a completely observed trajectory of the process on $t \in [0, T]$. Throughout the paper we assume that the initial state $s_0$ is fixed. Moreover let $s_1, \ldots, s_n$ be the state sequence in $[0, T]$ and $z_1, \ldots, z_n$ be the jump times sequence. For censored trajectories $T$ represents the censoring time; the density of $y$ can be written as

$$
p_M(y) = p_M(s, z) = \left( \prod_{i=1}^{n} p_{s_{i-1}s_i} e^{-\gamma_{s_i-1}z_{i-1}} \right) e^{-\gamma_{s_n}T - z_n}.
$$

(2)

Note also that when the trajectory is not censored, we assume that $T = Z_n$ is the entry time into the absorbing state and the last factor in (2), i.e. $e^{-\gamma_{s_n}T - z_n}$, is equal to one.

In the semi-Markov CTMSM the transition intensity functions also depend on the time spent in the current state, that is

$$
q_{rs}(t, F_t) = \lim_{\delta t \to 0} \frac{P\{Y(t + \delta t) = s|X(t) = r, T^* = t - u\}}{\delta t}
$$

where $T^*$ denotes the entry time in the last state assumed before time $t$. Setting

$$
P\{Y(t + \delta t) = s|Y(t) = r, T^* = t - u\} = \begin{cases}
q_{rs}(u)\delta t + o(\delta t) & s \neq r \\
1 - \sum_{i \neq r}q_{ri}(u)\delta t + o(\delta t) & s = r
\end{cases}
$$

we describe the whole process $Y(t)$. In fact, let $F_r(u)$ be the distribution with hazard function $\sum_{i \neq r} q_{ri}(u)$. Consider $p_{rs} = \int_0^\infty q_{rs}(u)(1 - F_r(u))du$ and $F_{rs}(u) = \frac{1}{p_{rs}} \int_0^u q_{rs}(v)(1 - F_r(v))dv$, for $s \neq r$. Then, $Y(t)$ is the result of the state sequence generated by the Markov chain with transition probabilities $p_{rs}$ and sojourn times depending on the departure and arrival states generated independently with distributions $F_{rs}$. To specify the functions $q_{rs}(u)$ we can also proceed directly by fixing the transition probabilities $p_{rs}$ and the conditional sojourn distributions $F_{rs}$. By doing so, the resulting hazard functions turn out to be $q_{rs}(u) = p_{rs}F_{rs}(u)/(1 - F_r(u))$, where $F_r(u) = \sum_{i \neq x} p_{ri}F_{ri}(u)$. Several parametric can be proposed for $q_{rs}(u)$ or $F_{rs}(u)$. Assuming for example cause-specific hazards proportional to those of a distribution on $(0, \infty)$ with parameters depending only on the initial state, i.e. $q_{rs}(u) = p_{rs}q(u; \theta_r)$, the transition
probabilities are \( p_{rs} \), and the density of \( y \) can be generally written as

\[
p_{SM}(y) = p_{SM}(s, z) = \left( \prod_{i=1}^{n} p_{s_{i-1}s_{i}} q(z_{i} - z_{i-1}; \theta_{s_{i-1}}) e^{- \int_{0}^{s_{i}-s_{i-1}} q(u, \theta_{s_{i-1}}) du} \right) \times e^{- \int_{0}^{s} q(u, \theta_{s}) du}. \quad (3)
\]

The time-inhomogeneous CTMSM is obtained by considering

\[
P\{Y(t + \delta t) = s|Y(t) = r, \mathcal{F}_{t}\} = \begin{cases} \gamma_{rs}(t)\delta t + o(\delta t) & s \neq r \\ 1 + \gamma_{rr}(t)\delta t + o(\delta t) & s = r \end{cases}
\]

In this case \( Z_{i} \) depends on the last visited state \( S_{i-1} \) and its entry time \( T_{i-1} \), the conditional density of \( Z_{i}|S_{i-1}, Z_{i-1} \) is

\[
f(z_{i}|z_{i-1}, s_{i-1}) = \gamma_{s_{i-1}s_{i}}(z_{i}) e^{- \int_{s_{i-1}}^{s_{i}} \gamma_{s_{i-1}}(t) dt}
\]

while \( S_{i} \) depends on \( Z_{i} \) and \( S_{i-1} \) and

\[
P(S_{i} = s_{i}|Z_{i} = z_{i}, S_{i-1} = s_{i-1}) = p(s_{i}|z_{i}, s_{i-1}) = \frac{\gamma_{s_{i-1}s_{i}}(z_{i})}{\gamma_{s_{i-1}}(z_{i})}.
\]

The density of \( y \) can be generally written as

\[
p_{IM}(y) = p_{IM}(s, z) = \left( \prod_{i=1}^{n} p_{s_{i-1}s_{i}} \gamma_{s_{i-1}s_{i}}(z_{i}) e^{- \int_{s_{i-1}}^{s_{i}} \gamma_{s_{i-1}}(t) dt} \right) e^{- \int_{0}^{s} \gamma_{s}(t) dt}.
\]

Finally observe that, as for the homogeneous Markov case, the last factors in the densities (3) and (5) are equal to one when the trajectories conclude with the entry into the absorbing state.

3 Simulating discretely observed multi-state models

In this section we propose a general algorithm for simulating both semi-Markov and time inhomogeneous processes conditionally on the observed states \( x = (x_0, x_1, \ldots, x_m, x_{m+1}) \) at times \((0, t_1, \ldots, t_m, T)\). We first review the uniformization algorithm for simulating Markov processes conditional on the end-points and then we describe how to embed the uniformization step in a Metropolis-Hastings algorithm.

3.1 The Uniformization algorithm

Let \( Y(\cdot) \) be a Markov process with rate matrix \( G \). Consider \( \mu = \max_r \gamma_r \) and the transition probability matrix

\[
R = I + \frac{1}{\mu} G.
\]

The process \( Y(\cdot) \) where the states follow a Markov chain with transition matrix \( R \) and the jump times a Poisson process with rate \( \mu \) is equivalent to \( Y(\cdot) \), see for example Ross.\cite{24} Note that \( Y^* \) admits virtual state changes in which a jump occurs but the state does not change. Then, to simulate the sequence of states and jump times of \( Y(\cdot) \) we can alternatively simulate \( Y^*(\cdot) \) by drawing the Poisson process with rate \( \mu \), the Markov chain sequence with transition matrix \( R \) and discard the virtual jumps and the associated virtual transitions to obtain the state and jump sequence of \( Y(\cdot) \).

To simulate \( Y(t) \) for \( t \in [u, v] \) conditional on the end points \( Y(u) = r \) and \( Y(v) = s \) Hobolth and Stone\cite{10} adopted the uniformization technique. The simulation algorithm can be outlined as follows.
The first step is the simulation of the number \( N \) of change points including the virtual ones whose distribution is

\[
P(N=n|Y(u)=r,Y(v)=s) = e^{-\mu(v-u)} \frac{\mu(v-u)^n}{n!} R^n_{rs}/p_{rs}(v-u).
\]

Then we have to draw the times of the state changes \( z_i^* \), \( i = 1, \ldots, n \) of these realizations from a Poisson process with constant rate, when we condition on \( N = n \) they are independent and identically distributed Uniform random variable on \([u,v]\). Next we simulate the state sequence by a Markov chain with transition matrix \( R \) conditional on the beginning state \( r \) and ending state \( s \), that is we simulate \( Y^*(z_i^*) \), \( i = 1, \ldots, n-1 \) from the discrete distributions

\[
P(Y^*(z_i^*) = s_i|Y^*(z_{i-1}^*) = s_{i-1},Y^*(t_n) = Y^*(v) = s) = \frac{R_{s_i-1} v(R^n_{s_i-1}) s_{i-1}}{(R^n_{s_i-1}) s_{i-1}}
\]

where \( s_n = r \). Finally we have to discard all the virtual changes. This algorithm was used also by Fearnhead and Sherlock \cite{8} and Pfeuffer et al. \cite{23}.

Note also that when \( v \) is exactly the absorbing time we need to modify the algorithm taking account of the fact that we know that the process stop at the absorbing state at time \( v \) and that we do not know the state occupied an instant before \( v \). Specifically we first need to simulate the last visited state \( s \) before the absorbing time with probability

\[
P_{rs}(v-u)G_{sS} \quad s = 1, \ldots S - 1
\]

where \( S \) denotes the absorbing state. After that we can proceed with the uniformization algorithm between \( u \) and \( v \) with states \( r \) and \( s \) where now \( s \) denotes the state just simulated.

### 3.2 Metropolis-Hastings for multi-state models

To simulate the trajectories of multi-state semi Markov and inhomogeneous Markov processes conditionally on the observed states \( x_0, \ldots, x_{n+1} \) at times \( t_0, \ldots, T \) we propose a Metropolis-Hastings algorithm with proposal distribution given by the conditional Markov process. Let \( y' = y'(t) \) for \( t \in [0,T] \) be a trajectory proposed via the conditional uniformization algorithm previously described. This trajectory can be obtained by iterating the simulation of a Markov CTMSM with rate matrix \( G \) on \( [t_{i-1},t_i] \) conditioned on \( Y(t_{i-1}) = x_{i-1} \) and \( Y(t_i) = x_i \) for \( i = 1, \ldots, m+1 \). Let \( (z',s') \) be the corresponding jump times and state sequence. The proposal density of \( y' \) is then \( p_M(y'|x) = p_M(z',s')/p_M(x) \) where \( p_M(z',s') \) is given by \([1]\) while \( p_M(x) \), which could be obtained multiplying the transition probabilities \( p_{z_i-1} x_i, (t_i - t_{i-1}) \), will cancel out in the acceptance ratio of the Metropolis Hastings algorithm.

Let us consider the simulation of semi-Markov trajectories. The conditional density of \( y' \) under the semi-Markov model can be generally written as \( p_{SM}(y'|x) = p_{SM}(z',s')/p_{SM}(x) \). Now \( p_{SM}(x) \) cannot be neither numerically evaluated but as \( p_M(x) \), it cancels out in the acceptance ratio. In fact let \( y = y(t) \) be the current trajectory, then we accept \( y' = (z',s') \) as a new value of the chain with probability

\[
R = \min \{ 1, A \} \text{ where } A = \frac{p_{SM}(y'|x) p_M(y'|y, x)}{p_{SM}(y|x) p_M(y|y, x)} = \frac{p_{SM}(z',s')}{p_{SM}(z,s)} \frac{p_M(z,s)}{p_M(z',s')}.
\]

Suppose, for example, that we need to simulate a conditional semi-Markov process with transition probabilities \( p_{rs} \) and Weibull sojourn times into the \( r \)-th state with density \( f(u; \alpha, \gamma_r) = \alpha_r \gamma_r u^\alpha r^{-1} e^{-\gamma_r u^\alpha r} \).
The Metropolis-Hastings for multi-state paths simulation works as follows: for each observed individual, let \( (z_i, s_i) \) be the last accepted trajectory at the iteration \( n \). However, this solution increases the computational complexity of the model.

\[
A = \frac{p_{SM}(z', s') p_{SM}(z, s)}{p_{M}(z', s') p_{M}(z, s)} = \prod_{i=1}^{n} \frac{\alpha_{i+1}^j}{\alpha_{i}^j} \frac{p_{SM}(z_{i+1}, s_{i+1})}{p_{SM}(z_{i}, s_{i})} \frac{e^{-\gamma_{i+1}^j (z_{i+1} - z_i)}}{e^{-\gamma_{i}^j (z_{i} - z_i)}} \frac{e^{-\gamma_{i+1}^j (z_{i+1} - s_{i+1})}}{e^{-\gamma_{i}^j (s_{i} - s_{i-1})}} \times \frac{e^{-\gamma_{i+1}^j (T - z_{i+1})}}{e^{-\gamma_{i}^j (T - z_i)}} \times \frac{e^{-\gamma_{i+1}^j (T - z_{i+1})}}{e^{-\gamma_{i}^j (T - z_i)}},
\]

where \( \gamma = \exp(\beta_0 + \beta_1 t_i) \).

Note also that the ratios between the survivor functions of the Weibull and the Exponential random variables in the previous formula appear only in the case of uncensored trajectories.

To simulate the conditional trajectories in the inhomogeneous case we suggest to proceed in the same way as in the semi-Markov case by proposing from a Markov model with rates taken by the corresponding variables in the previous formula formula appear only in the case of uncensored trajectories. For example, suppose that the rate functions of the inhomogeneous model are given by

\[
\gamma_{rs}(t) = p_{rs} e^{(\beta_0 + \beta_1 t_i)} - r, s = 1, \ldots, S.
\]

In this case the conditional density \( f(z_t|z_{t-1}, s) \) becomes

\[
f(z_t|z_{t-1}, s) = e^{\beta_0 z_{t-1} + \beta_1 z_{t-1}} e^{-\beta_0 z_{t-1}} \frac{\beta_0 z_{t-1}}{\beta_1 z_{t-1}} \left[ \frac{\beta_1 z_{t-1}}{\beta_1 z_{t-1}} + e^{\beta_1 z_{t-1} - z_{t-1}} \right]
\]

and the acceptance ratio is given by

\[
A = \frac{p_{IM}(z', s') p_{IM}(z, s)}{p_{M}(z', s') p_{M}(z, s)} = \prod_{i=1}^{n} \frac{\beta_{i+1}^j}{\beta_i^j} \frac{p_{IM}(z_{i+1}, s_{i+1})}{p_{IM}(z_{i}, s_{i})} \frac{e^{-\gamma_{i+1}^j (z_{i+1} - z_i)}}{e^{-\gamma_i^j (z_{i} - z_i)}} \frac{e^{-\gamma_{i+1}^j (z_{i+1} - s_{i+1})}}{e^{-\gamma_i^j (s_{i} - s_{i-1})}} \times \frac{e^{-\gamma_{i+1}^j (T - z_{i+1})}}{e^{-\gamma_i^j (T - z_i)}} \times \frac{e^{-\gamma_{i+1}^j (T - z_{i+1})}}{e^{-\gamma_i^j (T - z_i)}},
\]

where \( \gamma = \exp(\beta_0 + \beta_1 t_i) \).

Note that when the rate functions \( \gamma_{rs}(t) \) are strongly time dependent we may alternatively propose from a piecewise homogeneous Markov model with change points chosen accordingly to the observations intervals \([t_{i-1}, t_i]\) for \( i = 1, \ldots, m + 1 \) and rate parameters \( \exp(\beta_0 + \beta_1 t_i^*) \) where \( t_i^* \) is an internal point of the interval \([t_{i-1}, t_i]\). However, this solution increases the computational complexity of the model.

Let \( \theta \) be the parameter vector of either the semi-Markov or the inhomogeneous Markov multi-state model. For each observed individual, let \( (s, w)^{j-1} \) be the last accepted trajectory at the iteration \( j \). The Metropolis-Hastings for multi-state paths simulation works as follows:

- set the rate matrix \( G \) as function of \( \theta^{(j-1)} \);
- draw \( (s', z') \) from Uniformization\((s, w)^{(j-1)}, G)\);
- draw \( \omega \) from \( U(0, 1) \);
- set \( (s, z)^{(j)} = (s', z') \) if \( \omega < A \); else \( (s, z)^{(j)} = (s, z)^{(j-1)} \).
3.3 The full MCMC algorithm for panel data

Now we suppose to have \( n \) discretely observed realizations from a multi-state model. Let \( x_i = (x_{i0}, x_{i1}, \ldots, x_{im}, x_{im+1}) \) be the observed states at the times \( 0 = t_0 < t_{i1} < \cdots < t_{im} < t_{im+1} = T_i \) for the \( i \)-th unit. We assume that the observation times can be irregularly spaced and may also be unequal for all the sample units. Moreover we assume that the first state \( x_{i0} \) is fixed for \( i = 1, \ldots, n \). Finally let \( p(y|\theta) \) be the generic density for a complete observed trajectory \( y \) where \( \theta \) represent the unknown parameter vector.

To make Bayesian inference for the parameter \( \theta \) under the semi-Markov and inhomogeneous Markov models we may perform a Metropolis within Gibbs algorithm where at each step of the chain we update the parameter \( \theta \) on the base of the conditional distribution

\[
p(\theta|y_1, \ldots, y_n) \propto \prod_{i=1}^{n} p(y_i|\theta)p(\theta)
\]

given the whole trajectories \( y = (y_1, \ldots, y_n) \). Note that, the simulation of the components of \( \theta \) will depend on the parametric family of the density \( p(y|\theta) \) and the prior distribution \( p(\theta) \) and will be performed via standard Metropolis-Hasting updating or directly by Gibbs step if it is possible. Then we update the trajectories \( y_i \) for \( i = 1, \ldots, n \) by the Metropolis-Hastings step described in the previous sub-section.

Note that, for the updating of the paths \( y_i \) for \( i = 1, \ldots, n \), we suggest to use as proposal distribution a Markov process with rate matrix dependent on the last value of \( \theta \) generated from the Markov chain. For example, in the Weibull semi-Markov model with parameters \( \theta = (P, \alpha, \gamma) \) where \( P \) is the matrix with the transition probabilities while \( \alpha = (\alpha_1, \ldots, \alpha_S) \) and \( \gamma = (\gamma_1, \ldots, \gamma_S) \) are the Weibull parameters, we may use as proposal distribution a Markov process with rate matrix \( G \) having on the main diagonal the values \( \gamma_{rr} = -\gamma_r \) for \( r = 1, \ldots, S \) where \( \gamma_r \) are the current values for the rate parameters of the Weibull holding times and off-diagonal elements \( \gamma_{rs} = \gamma_r p_{rs} \) where \( p_{rs} \) are the current values for the transition probabilities.

Similarly, in the inhomogeneous case with \( \theta = (P, \beta_0, \beta_1) \), where \( \beta_0 = (\beta_{01}, \ldots, \beta_{0S}) \) and \( \beta_1 = (\beta_{11}, \ldots, \beta_{1S}) \), we may take the last simulated values of \( P, \beta_0 \) and \( \beta_1 \) and propose from a Markov process with rate matrix \( G \) of elements \( \gamma_{rr} = -\exp(\beta_{0r} + \beta_{1r}t_0) \) and \( \gamma_{rs} = p_{rs} \exp(\beta_{0r} + \beta_{1r}s) \), where \( t_0^* \in [0, T_i] \).

Moreover, if \( \alpha_r = 1 \) for each \( r \in S \) in the semi-Markov case or \( \beta_{1r} = 0 \) for each \( r \in S \) in the time-inhomogeneous Markov case, our algorithm allows to simulate from the true conditional distribution of the process trajectories. Hence, the closer are the models to the nested Markov case, the closer are the proposals to the true conditional distributions. However, when the departure from the Markov model is larger, the conditioning to the endpoints in each sub-interval helps in generating trajectories similar to the latent ones.

4 Applications

4.1 Breast cancer data

We first consider a data set comprising 37 women with breast cancer treated for spinal metastases; see De Stavola [7], Davison [6] and Tancredi [26] for previous analyses of this data set. The ambulatory status
of the women, defined as ability to walk unaided or not, was recorded when the treatment began and then 3, 6, 12, 24, and 60 months after treatment. The three states are: able to walk unaided (1) unable to walk unaided (2); and dead (3). Note that several sequences are censored. For example, for a patient we have only \( x_0 = 1, x_1 = 1, x_2 = 1, x_3 = 2 \) meaning that the patient was not seen after the first year. For these patients the proposed algorithm reconstruct the unknown trajectory until the censoring time. Moreover in this application, the death time is not exactly observed. For patients whose last observation is the dead state, the algorithm simulates the death time in the last observational interval conditionally on the end-point states, with the right one being the death.

Following the analysis conducted in Davison [6] we illustrate the results obtained both assuming \( p_{13} = 0 \), i.e. the impossibility to have instantaneous transitions from state 1 to the death state, and permitting these transitions to occur, i.e. \( p_{13} > 0 \). These two assumptions are considered both under a standard Markov model and under the proposed Weibull semi-Markov model. Note also that, contrary to Davison [6], the starting observations at time 0 were assumed fixed. As a prior distribution for the parameters of the semi-Markov process we take a standard Normal for \( \log(\alpha_i) \), \( i = 1, 2 \). Moreover we consider Gamma distributions with hyper-parameters \( f = 0.001 \) and \( g = 0.001 \) for the parameters \( \eta_i = \gamma_i^{\alpha_i} \), \( i = 1, 2 \) and Uniform distributions for the unknown transition probabilities. For each of the four models we drew the posterior distribution of the model parameters running the MCMC algorithm discussed in the previous Section for 50000 iterations.

Table 1 reports the posterior means, the posterior standard deviations and the 95% posterior credibility intervals obtained under these settings. We provide also the posterior summaries of the model parameters obtained by the approximate Bayesian computation (ABC) approach of Tancredi [26]. In comparing the proposed methodology with respect to the ABC solution we note that the updating of the latent trajectories slow down the mixing of the MCMC algorithm. Anyway, due to the lack of an analytical expression for the likelihood function of the semi-Markov models, the trajectories reconstruction and the consequent slow mixing is actually unavoidable for producing MCMC inference for this class of models. However, the posterior results in this example are quite robust with respect to two computational strategies, although, ABC inference, as expected, slightly overestimates the posterior uncertainty as illustrated by the wider posterior intervals.

Finally, the upper panels of Figure 1 show the MCMC posterior distributions of the shape parameters \( \alpha_1 \) and \( \alpha_2 \) for the semi Markov model with \( p_{13} = 0 \) while the lower panels report the cumulative posterior predictive distribution and the corresponding predictive posterior density of the death time for both the Markov and semi-Markov models with \( p_{13} = 0 \). Note that both the 95% credibility intervals of the shape parameters contain the value \( \alpha = 1 \) showing no evidence to reject the Markov model. Anyway the semi-Markov model seems to produce slightly ticker tails for the death time predictive distribution reflecting the tendency of the posterior distributions for \( \alpha_1 \) and \( \alpha_2 \) to concentrate on values less than 1.

### 4.2 Cardiac allograft vasculopathy data

We now consider the data used by Sharples et al[25] to analyze the progression of coronary allograft vasculopathy (CAV), a disease leading to the deterioration of arterial walls which is a common cause of death after heart transplantation. The CAV data are available with the R package msm[14] and
provide the disease status (CAV-free (1), mild CAV (2) and moderate or severe CAV (3)) observed approximately each year after transplant for a set of 622 subjects followed up until their most recent visit if alive at the end of the observation period or until death (state (4)). Death times are exactly observed. The data also comprise apparent transitions from higher to lower states, which are in fact the results of a misclassification since the deterioration of the arterial walls is an irreversible process. For this application we fitted both semi-Markov and time-Inhomogeneous Markov models to the data obtained by progressively recoding all the reverse transitions as remaining in the higher of the two states and permitting transitions only to the adjacent states or to the death state.

For the Markov and semi-Markov models we consider the same prior setting used in the previous application, while for the inhomogeneous model we define the rate function as in (6) with diffuse Normal prior for the time regression parameters. For the transition probability matrix we use the same prior as in the other models. We run our MCMC algorithms for 10000 iterations. In Table 2 we report the posterior means, the posterior standard deviations and the 95% posterior credibility intervals. Notice that the rate parameters and the transition probabilities do not differ significantly across the Markov and semi-Markov models. In fact all the credibility intervals for Weibull shape parameters include $\alpha = 1$. Also in this case there is no semi-Markov evidence. Instead, we observe a significant time effect for the sojourn times in the first and third states. In the upper panel of Figure 2 we show again the MCMC posterior distributions of the shape parameters for semi-Markov model and the time dependence parameters for the inhomogeneous model. In the lower panels we report the the death time predictive distributions for the Markov, semi-Markov and inhomogenous models. Note that the inhomogenous model fits the empirical death state occupation probability better than the other models.

Lastly, we provide the MCMC diagnostics for both the models. As can be seen from the traceplots in Figure 3 despite the model complexity, the convergence is fast. Moreover, the traces are stable over 50000 iterations.

### 4.3 Simulation study

To assess the proposed methodology, we applied the MCMC algorithms to simulated data sets, partially replicating the experiment conducted by Titman [28] and Tancredi [26]. In particular, for the semi-Markov model, data were generated from a model with three states: healthy, ill, dead. All patients start in the healthy state and can recover from the ill state according to a Weibull model with transition intensity functions $q_{rs}(u) = \gamma_{rs} \alpha_r (u \gamma_r)^{\alpha_r - 1}$ where $\gamma_r = \sum_{s \neq r} \gamma_{rs}$. The exact model parameters are fixed to $\theta = (\gamma_{12}, \alpha_1, \gamma_{13}, \gamma_{21}, \alpha_2, \gamma_{23}) = (0.25, 1.4, 0.05, 0.04, 0.7, 0.1)$, corresponding to a process where the hazard of the transition out from the state is increasing with time for the healthy state and decreasing for the ill state. Moreover, the transition probability towards the dead state is greater under the ill state ($p_{23} = \gamma_{23}/\gamma_2 = 0.71$) than with the healthy state ($p_{13} = \gamma_{13}/\gamma_1 = 0.167$). Moreover note that the follow-up times are set equal to (0.3, 6, 12, 24, 60) months and that we consider both the cases with the death times unknown and known. We used the same prior distribution of the previous example. We set the sample size at $n = 50, 100, 500$ and 1000 and for each sample size we generated 100 data sets running the MCMC algorithm for 10000 iterations. Table 3 reports the empirical averages and standard deviations of the posterior means obtained for each simulated data set. Note that increasing the sample
size led the Bayesian estimators to concentrate on the true values of the parameters both when the death time is unknown (upper table) and when it is known. We notice also that, as expected, the information introduced by assuming that the death time is exactly known provides always a smaller mean square error with respect to the unknown death time scenario.

For the time-Inhomogeneous Markov model, data were always generated from a three state model. Again, patients start in the healthy state (1) and can recover from the ill state accordingly to the transition intensities \( \gamma_{rs}(t) = p_{rs}\gamma_r(t) \) given by (6). We use the same prior setting as in the CAV data example. The exact model parameters are \( \theta = (\beta_0, \beta_1, \beta_2, \beta_{12}, p_{12}, p_{13}, p_{21}, p_{23}) = (-0.69, 0.2, -2.30, 0.2, 0.8, 0.2, 0.2, 0.8) \) and follow-up times are equal to \((0,1,2,3,4.5,6,9,12,20)\), with known death time. In particular, we have assumed that the transitions rates are increasing with time. We generated 100 data sets of size \( n = 50, 100, 500 \) and \( 1000 \), running the MCMC algorithm for 10000 iterations. Table 4 reports the results. Also in this case we observe that as the sample size increases the Bayesian estimators concentrate on the true values of the parameters.

5 Discussion

In this paper we have shown how the uniformization technique for the simulation of conditioned endpoints continuous time Markov trajectories can be embedded in a Metropolis-Hastings algorithm to perform Bayesian inference for discretely observed semi-Markov and time-inhomogeneous Markov models. In the applications we considered Weibull sojourn time distributions for the semi-Markov models and a Gomperz link function for the time-inhomogeneous Markov model, but the proposed approach can be easily extended to any type of sojourn distributions or rate link functions.

To compare from a general point of view our MCMC approach with respect to other numerical techniques for estimating discretely observed multi state models we notice that the MCMC formalization may be easily extended to a broader class of multi-state models. In fact once the individual latent trajectory has been reconstructed we can adapt the algorithm to obtain the posterior distribution for more complex continuous time multi-state models, like also hidden continuous time or random effect models. In fact, we are currently investigating the possibility to extend the proposed methodology in order to estimate panel data mixtures of Markov, semi-Markov and time-inhomogeneous Markov models. These kind of generalizations are possible both considering finite mixtures with a fixed number of components and also by assuming Dirichlet processes mixtures.

The ABC approach proposed by Tancredi [26] for semi-Markov models, contrary to our proposed MCMC algorithm, firstly is only able to produce an approximation of the posterior distribution even with an infinite number of iterations being based on summary statistics which are not sufficient. Secondly, increasing the model complexity by the introduction of additional latent variables without a careful choice of the summary statistics would produce very poor inferential results. Moreover, the choice of the summary statistics should be model based and as a consequence a generalization of the ABC approach to more complex models may result not so straightforward.

Finally note that recently have been developed Monte Carlo methods based on Hamiltonian approximations. These kind of techniques have been efficiently implemented with the software Stan. Anyway,
due to the likelihood intractability it does not seem straightforward to use directly the Hamiltonian algorithms in the context of discretely observed continuous time multi state models. In fact, to bypass the likelihood intractability, like in our approach, it is necessary to simulate the trajectories distribution conditional to the observed points. Such a trajectories have an unknown number of jump points and consequently an unknown number of sojourn times and require variable dimension proposals for being simulated. In our approach via the uniformization algorithm we propose Markovian conditional trajectories which are intrinsically variable dimension avoiding to use reversible jump techniques that represent the standard algorithm for these kind of problems. Then, to best of our knowledge, it is not possible to directly use the Stan implementation within reversible jump proposals.
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Table 1: Breast cancer data set. Posterior means, standard deviations and 0.025, 0.0975 quantiles for the the Markov models $M_1$ with $\gamma_{13} = 0$ and $M_2$ with $\gamma_{13} > 0$ and the corresponding Weibull semi-Markov models $M_3$ and $M_4$. 

|        | $M_1$                      | $M_2$                      |        | $M_3$                      | $M_4$                      |
|--------|----------------------------|----------------------------|--------|----------------------------|----------------------------|
|        | $E(x)$ | $SD(x)$ | $q_{0.025}(x)$ | $q_{0.0975}(x)$ | $E(x)$ | $SD(x)$ | $q_{0.025}(x)$ | $q_{0.0975}(x)$ |
| **MCMC** |        |        |                |                |        |        |                |                |
| $\gamma_{12}$ | 0.13 | 0.03 | 0.08 | 0.20 | 0.11 | 0.03 | 0.06 | 0.18 |
| $\gamma_{13}$ |        |        |                |                | 0.02 | 0.01 | 0.00 | 0.05 |
| $\gamma_{21}$ | 0.05 | 0.03 | 0.01 | 0.14 | 0.05 | 0.03 | 0.01 | 0.13 |
| $\gamma_{23}$ | 0.22 | 0.04 | 0.14 | 0.31 | 0.20 | 0.04 | 0.12 | 0.29 |
| **ABC** |        |        |                |                |        |        |                |                |
| $\gamma_{12}$ | 0.13 | 0.04 | 0.07 | 0.21 | 0.10 | 0.04 | 0.04 | 0.19 |
| $\gamma_{13}$ |        |        |                |                | 0.03 | 0.02 | 0.01 | 0.07 |
| $\gamma_{21}$ | 0.05 | 0.04 | 0.01 | 0.16 | 0.04 | 0.03 | 0.01 | 0.14 |
| $\gamma_{23}$ | 0.24 | 0.06 | 0.15 | 0.40 | 0.19 | 0.05 | 0.10 | 0.32 |

|        | $M_1$                      | $M_2$                      |        | $M_3$                      | $M_4$                      |
|--------|----------------------------|----------------------------|--------|----------------------------|----------------------------|
|        | $E(x)$ | $SD(x)$ | $q_{0.025}(x)$ | $q_{0.0975}(x)$ | $E(x)$ | $SD(x)$ | $q_{0.025}(x)$ | $q_{0.0975}(x)$ |
| **MCMC** |        |        |                |                |        |        |                |                |
| $\alpha_1$ | 0.83 | 0.19 | 0.49 | 1.22 | 0.82 | 0.19 | 0.49 | 1.23 |
| $\alpha_2$ | 0.71 | 0.17 | 0.43 | 1.11 | 0.76 | 0.19 | 0.45 | 1.18 |
| **ABC** |        |        |                |                |        |        |                |                |
| $\alpha_1$ | 0.83 | 0.19 | 0.49 | 1.22 | 0.82 | 0.19 | 0.49 | 1.23 |
| $\alpha_2$ | 0.72 | 0.19 | 0.44 | 1.15 | 0.80 | 0.21 | 0.45 | 1.27 |
Table 2: Cardiac allograft vasculopathy dataset. Posterior means, standard deviations and 0.025, 0.975 quantiles for the Markov (M), Weibull semi-Markov (SM) and time inhomogeneous Markov (TIM) models with $p_{13} = p_{31} = 0$. 

|                | $p_{12}$ | $p_{14}$ | $p_{23}$ | $p_{24}$ | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ |
|----------------|----------|----------|----------|----------|-------------|-------------|-------------|-------------|-------------|-------------|
| **Markov**     |          |          |          |          |             |             |             |             |             |             |
| $E(\cdot|x)$   | 0.77     | 0.23     | 0.81     | 0.19     | 0.14        | 0.26        | 0.24        |             |             |             |
| $SD(\cdot|x)$  | 0.03     | 0.03     | 0.06     | 0.06     | 0.01        | 0.02        | 0.03        |             |             |             |
| $q_{0.025}(\cdot|x)$ | 0.71 | 0.18     | 0.69     | 0.08     | 0.12        | 0.22        | 0.19        |             |             |             |
| $q_{0.975}(\cdot|x)$ | 0.82 | 0.29     | 0.91     | 0.30     | 0.15        | 0.30        | 0.29        |             |             |             |
| **Semi Markov**|          |          |          |          |             |             |             |             |             |             |
| $E(\cdot|x)$   | 0.71     | 0.29     | 0.85     | 0.15     | 0.14        | 0.28        | 0.28        | 0.94        | 0.92        | 0.99        |
| $SD(\cdot|x)$  | 0.03     | 0.03     | 0.08     | 0.08     | 0.01        | 0.03        | 0.04        | 0.05        | 0.08        | 0.13        |
| $q_{0.025}(\cdot|x)$ | 0.65 | 0.24     | 0.70     | 0.01     | 0.12        | 0.23        | 0.21        | 0.85        | 0.78        | 0.77        |
| $q_{0.975}(\cdot|x)$ | 0.76 | 0.35     | 0.99     | 0.30     | 0.15        | 0.33        | 0.37        | 1.04        | 1.10        | 1.27        |
| **Inhomogeneous**|          |          |          |          |             |             |             |             |             |             |
| $E(\cdot|x)$   | 0.67     | 0.33     | 0.98     | 0.02     | -2.19       | 0.06        | -1.24       | -0.01       | -2.00       | 0.10        |
| $SD(\cdot|x)$  | 0.03     | 0.03     | 0.02     | 0.02     | 0.09        | 0.02        | 0.18        | 0.03        | 0.23        | 0.02        |
| $q_{0.025}(\cdot|x)$ | 0.62 | 0.27     | 0.93     | 0.00     | -2.36       | 0.02        | -1.59       | -0.07       | -2.47       | 0.05        |
| $q_{0.975}(\cdot|x)$ | 0.73 | 0.38     | 1.00     | 0.07     | -2.02       | 0.09        | -0.88       | 0.04        | -1.56       | 0.14        |
Table 3: Simulated data: mean and standard deviation (in parentheses) of the posterior means across 100 samples of size \( n = (50, 100, 500, 1000) \) under a three states Weibull semi-Markov model with one absorbing state, \( \theta = (\gamma_{12}, \alpha_1, \gamma_{13}, \gamma_{21}, \alpha_2, \gamma_{23}) = (0.25, 1.4, 0.07, 0.05, 0.04, 0.7, 0.1) \) and follow-up times equal to 0,3,6,12,24,60. Upper table: death time unknown. Lower table: death time exactly known.
Table 4: Simulated data: mean and standard deviation (in parentheses) of the posterior means across 100 samples of size $n = (50, 100, 500, 1000)$ under a three states time-inhomogeneous Markov model with absorbing state, $\theta = (\beta_0, \beta_1, \beta_0, \beta_1, p_{12}, p_{13}, p_{21}, p_{23}) = (-0.69, 0.2, -2.30, 0.8, 0.2, 0.2, 0.8)$ and follow-up times equal to 0,1,2,3,4,5,6,9,12,20.
Figure 1: Breast cancer data set. Upper panels: posterior distributions for the shape parameters of the semi-Markov model with $p_{13} = 0$. Lower panels: posterior predictive distributions of the death time (cumulative and density) for the semi-Markov and Markov models.
Figure 2: CAV data set. Upper panels: posterior distributions for the shape parameters of the semi-Markov model and for the time effect parameters of the inhomogeneous models. Lower panels: posterior predictive distributions of the death time (cumulative and density) for the Markov, semi-Markov and inhomogeneous models.
Figure 3: CAV data set. Traceplots of shape and rate parameters for the Weibull semi-Markov model and the time inhomogeneous Markov model.