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Abstract

Sea ice is not continuous and homogeneous on large scales. Its morphology is inherently discrete and made of individual floes. In recent years, sea ice models have incorporated this horizontal heterogeneity. The modelling framework considers an evolution equation for the probability density function of the floe size distribution (FSD) with forcing terms that represent the effects of several physical processes. Despite the modelling effort, a key question remains: what is the FSD emerging from the collection of all forcing processes? Field observations have long suggested the FSD follows a power law, but this result has not been reproduced by models or laboratory experiments. The theoretical framework for FSD dynamics in response to physical forcings is presented. Wave-induced breakup is further examined with an emphasis on how it affects the FSD. Recent modelling results suggesting the consistent emergence of a lognormal distribution as a result of that process are further discussed. Log-normality is also found in a dataset of floe sizes, which was originally analysed under the power law hypothesis. We then propose a simple stochastic process of FSD dynamics, based on random fragmentation theory, that predicts log-normality. We therefore conjecture that the emergent FSD follows a lognormal distribution.

1 Introduction

Sea ice plays a key role in regulating the climate system. The impact of the steady decline of Arctic sea ice and the irregular, extreme patterns exhibited by Antarctic sea ice are not fully understood and sea ice models, in a fully coupled configuration, are not able to reproduce some of these patterns [52]. Despite much effort put into the development of sea ice models in recent years, the full picture of the processes governing its dynamics is not clear, in particular how to interconnect the different scales involved in sea ice dynamics, from the micro-structure of sea ice to the seasonal growth and decay on a synoptic scale. A way forward is to shift from the large scale view of representing sea ice as a continuous and quasi-homogeneous material, to a multi-scale framework that accounts for the fact that sea ice is
made of discrete floes [34]. The size of floes spans multiple orders of magnitude from the sub-metre scale to at least the tenth of kilometres scale [22]. Quantifying the floe size distribution (FSD) and understanding the processes that cause it are a key focus of modern sea ice research, especially in mixed regions such as the marginal ice zone.

Measurements of the FSD have been conducted using remote sensing techniques since the pioneering work of Rothrock & Thorndike [37], who analysed aerial photographs of broken sea ice in the Arctic Ocean. The authors described the distribution using a power-law by analysing the cumulative number distribution of mean floe calliper diameters plotted on a log-log scale. Most subsequent observational studies have retained the power-law formalism to describe the FSDs [51, 24, 43, 50, 44]. Even when clear deviations from the power-law were obtained, modified versions of the power-law were proposed, e.g. the truncated power-law [24] or the split power-law [50]. Stern et al. [45] discuss the wide range of power-law exponents reported in the literature and suggest that the widely used technique of fitting a power-law through cumulative floe size data using linear least squares in log-log space is likely to be associated with significant bias.

The power-law formalism to describe the FSD has also trickled down to modelling work. The study of ice-induced wave attenuation in the MIZ is often conducted by assuming the floes are distributed according to a prescribed power-law or a modified version thereof [10, 53, 30, 41, 54]. It has also been built into sea ice and FSD-evolution models [55, 22]. As the power-law parametrisation of an FSD proliferates in sea ice modelling, a key question remains: how does the observed FSD emerge from the underlying physical processes controlling it?

Toyota et al. [50] attempted to address this question by conceptualising the repeated fragmentation of ice floes as a fractal process, which leads to scale invariance and therefore a power-law. It is unclear what would induce such a fragmentation pattern, however, as the random nature of the processes causing fracture events suggest the fragmentation process would be more random. Recent evidence from field measurements [19, 9], laboratory experiments [18, 31] and model simulations [16, 29], further suggest that the FSD is not monotonically decreasing and instead has a clearly defined mode with two tails. The power-law is commonly used throughout science to describe heavy-tailed empirical relationships between quantities and statistical distributions [32], but upon close inspection few only seem to be statistically justified [46], while a good non-monotonic alternative is the lognormal distribution [7, 32]. Is the lognormal distribution a reasonable alternative for describing the FSD?

In this paper, we review the general framework for modelling the dynamics of the FSD, first introduced by Horvat & Tzipermann [22]. The model does not make a priori assumptions on the parametric form of the FSD. The probability density function associated with the FSD is evolved according to a transport equation with source terms parametrised to describe the different physical processes affecting the FSD (see §2). These are (i) thermodynamical, including lateral growth/melt, ice formation and welding, (ii) mechanical, including rafting and ridging, and (iii) wave-induced, i.e. the breakup resulting
from flexural gravity waves travelling through the ice cover (see §3). Current parametrisations of this latter phenomenon are particularly simplified in the FSD modelling framework, and so in §4 we present an overview of the theory governing the flexurally-induced breakup of sea ice, and review the literature that has attempted to describe the FSD resulting from this phenomenon. We show that apart from a handful of simulation-based studies [16, 29, 26], most descriptions of the FSD in the context of ocean waves/sea ice interactions assume the power-law formalism.

In §5 we make the case that the FSD should be described by a lognormal distribution, instead of a power-law. Our conjecture is supported by multiple lines of evidence including (i) numerical simulations of repeated wave-induced breakup in a fully coupled linear hydroelastic model [26], (ii) an analysis of floe size field data [24] showing the relative performance of several parametric distributions including the power-law and the lognormal distribution, and (iii) the theoretical description of ice floe size dynamics as a stochastic exponential growth/decay process, which is exactly described by a lognormal distribution. Although we do not expect the lognormal FSD formalism to be universal and fit perfectly all observational datasets, we demonstrate that it should be considered as a potentially superior alternative to the power-law. In addition, the stochastic description of the process of repeated fragmentation that leads to the emergence of the lognormal distribution could potentially be incorporated in the FSD modelling framework discussed in §2 as has been done in other disciplines, e.g. grain size distribution in rock fragmentation [12], size distribution in plant population [15] or sea ice thickness distribution [49]. Some concluding remarks are given in §6.

2 Theoretical framework

Let us denote the size of a sea ice floe by \( L \), which is a measure of the floe horizontal extent and has the unit of a length. Although several definitions of \( L \) have been proposed, e.g. perimeter- or area-based, and assuming a disk shape [50], the framework described here does not depend on the choice of definition. Floe size \( \{ L_t(x) \in \mathbb{R}_+ | x \in D, t \in \mathbb{R} \} \) is treated as a spatio-temporal random process, which is assumed to be weakly stationary and ergodic. Here \( t \) denotes time and \( x \in D \subset \mathbb{R}^2 \) is the vector of spatial coordinates, with \( D \) denoting the spatial domain spanned by the sea ice cover (in flat Euclidean space). Although the stationarity and ergodicity assumptions are reasonable based on observational measurements of floe size [50, 21], they have not been rigorously tested. We denote the probability density function (pdf) associated with \( L_t(x) \) by \( f_L \) and refer to it as the floe size distribution (FSD). Weak stationarity and ergodicity imply that \( f_L \) is a smooth function of both \( t \) and \( x \), and can therefore be considered a state variable of the sea ice (dynamical) system. In the context of observations or modelling, \( f_L(l) \) characterises the FSD over a region much larger than the typical floe size, e.g. a model grid cell, centred at \( x \). It is also useful to think of \( f_L(l)dl \) as the probability a floe of size
\( L \) falls in the infinitesimal interval \([l, l + dl]\), or equivalently as the fraction of ocean surface area covered by floes of size between \( l \) and \( l + dl \).

We further define the floe number probability density function

\[ f_N(l) = \frac{f_L(l)}{A(l)}, \tag{1} \]

where \( A(l) \) is the surface area of a floe of size \( l \), so that \( A(l) = kl^2 \) for some constant \( k \). For instance, if all floes are assumed to be circular so that \( l \) denotes the diameter of a floe then \( k = \pi/4 \). Based on field observations, [37] found that a value of \( k = 0.66 \pm 0.05 < \pi/4 \) represents the area function better when floe size \( l \) is defined as the mean calliper diameter. It follows from the previous interpretation of \( f_L \) that \( f_N(l) dl \) can be thought of as the number of floes per unit ocean surface area with floe size between \( l \) and \( l + dl \).

Extending the framework for modelling the evolution of the ice thickness distribution (ITD) proposed by [47], Horvat & Tziperman [22] described the transport of the joint floe size and thickness distribution (FSTD). Restricting the present exposition to the FSD, we assume here a sea ice cover of constant thickness, \( h \) say, so that the FSD \( f_L \) satisfies a conservation law, which is given in differential form by

\[ \frac{\partial f_L}{\partial t} + \nabla \cdot (F(f_L)) = S(f_L, t), \tag{2} \]

where \( F(f_L) \) is the convective flux of the FSD which is governed by the horizontal ice velocity field \( \mathbf{v}(t, \mathbf{x}) \), so that \( F = f_L \mathbf{v} \). Diffusive effects in the flux vector are neglected. In [2], \( S(f_L, t) \) denotes the source term describing the rate at which floes are created, destroyed or redistributed in different floe size classes. Recent modelling efforts have focused on developing parametrisations for \( S(f_L, t) \) that describe sub-grid scale physical processes governing the evolution. These are discussed in the next section.

### 3 Process-informed parametrisations

Following [22] and [34], the source term in [2] is written as

\[ S(f_L, t) = S_T(f_L, t) + S_C(f_L, t) + S_W(f_L, t), \tag{3} \]

where each term on the right-hand side represents the contribution of a particular physical process to the rate of floe size change. The operator \( S_T \) characterises floe size changes caused by thermal effects, i.e. lateral growth/melt and formation of new ice. The second term \( S_C \) describes floe collisions that result in rafting, ridging or welding. Finally, the contribution of ocean wave-induced breakup to changes in floe sizes is governed by the operator \( S_W \).

#### 3.1 Thermal and collisional effects

Given the seasonal cycle of growth and decay of the sea ice cover in both polar oceans, thermal processes are an obvious key driver of FSD dynamics. Following
The source term $S_T(f_L, t) = S_T^{ex}(f_L, t) + S_T^{new}(f_L, t)$ can be decomposed into (i) lateral growth/melt of existing ice floes, denoted by $S_T^{ex}$ and (ii) formation of new ice, denoted by $S_T^{new}$. We note that Roach et al. [34] added a third term to $S_T(f_L, t)$ representing welding of individual floes to form larger floes as a source term. However, since this process results from floe-floe collisions, like the mechanical interactions causing rafting and ridging, we incorporate welding into the source term $S_C$ in [3].

To derive an expression for $S_T^{ex}$, we invoke the conservation of floe number, assuming lateral melt/freezing is the only process affecting floe size. It can be written as

$$\frac{\partial F_N}{\partial t} + G_l \frac{\partial F_N}{\partial l} = 0,$$

where $F_N(l, t) = \int_0^l f_N(l', t) dl'$ is the cumulative floe number distribution function and $G_l$ is the lateral melt/freezing rate of a floe with size $l$ [22]. Using (1) in the definition of $F_N$ and differentiating (4) with respect to $l$, we obtain the contribution from lateral melt/freezing to floe size changes, i.e.

$$S_T^{ex}(f_L) = \left. \frac{\partial f_L}{\partial t} \right|_{\text{melt/freeze}} = -\frac{\partial}{\partial l} (G_l f_L) + \frac{2}{l} G_l f_L.$$

The lateral melt/freezing rate $G_l$ is determined from the heat budget at the ocean-ice-atmosphere interface. Following [22, 34], an annular region around each floe is assumed to represent the region of freeze/melt in terms of the air-sea heat flux, which is partitioned into lateral and basal growth/decay. We note that the full FSTD is required to derive $G_l$ in [22, 34] as part of the heat flux in the lead region causes freezing/melt on the basal surface of the floes. However, an assumption could be made to fully allocate the available heat to melting/freezing the lateral surface of the floes alone, i.e., with no change in thickness, therefore allowing us to be consistent with the present FSD dynamics framework.

To account for new ice formation from the air-sea heat flux, we can assume that newly-created ice must have a prescribed minimum floe size $L_{min}$ and the same thickness $h$ as all existing floes. Typically, $L_{min}$ represents the size of pancake ice as the minimum floe size resolved in the current framework [22, 34]. With this assumption, the source term for sea ice formation is given by

$$S_T^{new} = \delta(l - L_{min}) \hat{A}_p,$$

where $\hat{A}_p$ is the time rate of area growth of pancake ice, which can be parametrised in terms of the air-sea heat flux and the open water area available for new ice to form [22, 34], and $\delta(.)$ denotes the Dirac delta function. We note that the choice of minimum floe size $L_{min}$ plays an important role in the resulting simulated FSD, as shown by Roach et al. [34]. In a subsequent paper [35], these authors were able to refine the parametrisation of ice formation, by deriving a wave-dependent pancake ice floe size in the presence of waves of sufficiently energetic waves. In a calm sea, however, frazil crystals formed at the free surface consolidate into nilas ice (thin sheet of sea ice). This process was also considered in
We note that our assumption of constant thickness would clearly not be compatible with the phenomenon of nilas ice growth, and so we do not consider this ice type further in this paper.

Floe-floe collisions are another important driver of FSD changes. For instance, under freezing conditions, floes that randomly collide can weld to each other to form larger floes. Under the assumption of ice area conservation, welding was first incorporated into the present modelling framework by Roach et al. [34], following field observations of this process [36]. Collisions between floes can also lead to rafting and ridging. As opposed to welding, these processes cause a decrease in ice area and therefore an increase in open water area, assuming conservation of ice volume. Horvat and Tziperman [22] parametrised these mechanical interactions into \( S_C(f_L, t) \) via the source term \( S_C(f_L, t) \), but did not consider welding.

Changes to the FSD resulting from floe-floe collisions are modelled using the coagulation theory of Smoluchowski [38], which describes, under a probabilistic framework, the time evolution of the number density function of particle size (in our case particles are floes). Specifically, the floe number distribution satisfies

\[
\frac{\partial f_N}{\partial t} = \frac{1}{2} \int_0^l \int_0^l K(l', l''; l) f_N(l') f_N(l'') \, dl' \, dl'' - \int_0^\infty \int_0^\infty K(l, l''; l') f_N(l) f_N(l'') \, dl' \, dl'',
\]

where the integral kernel \( K(l', l''; l) \) describes the rate at which floes of size \( l' \) and \( l'' \) coagulate to form floes of size \( l \). Therefore, it must satisfy \( K(l', l''; l) = 0 \) if \( l' + l'' > l \). The exact parametrisation of the kernel depends on the physical process considered. For instance, welding of floes is assumed to preserve ice area, so the corresponding coagulation equation and associated kernel are more naturally expressed after making the change of variable \( A = kl^2 \) (see [34]). These authors then derive a simplified evolution equation for the corresponding number distribution \( \tilde{f}_N(A) \), i.e. \( \partial_t \tilde{f}_N = -\kappa c^2 / 2 \), where \( \kappa \) is the prescribed rate of welding per unit area, per unit time, and \( c \) is ice concentration. The reader is referred to [34] for the full derivation.

A different kernel parametrisation is used to model rafting and ridging under a convergent ice flow regime, i.e. \( \nabla \cdot \mathbf{v} < 0 \), which yields to a decrease in ice area and therefore an increase in open water area. Assuming conservation of ice volume, Horvat and Tziperman [22] proposed kernel parametrisations for these two processes, noting that the ice area loss is balanced by an increase in ice thickness. Again, the reader is referred to the original paper for a full derivation. Given the collective impact of all these collision-dependent processes, the corresponding source term in \( \partial_t f_N \) is given by

\[
S_C(f_L, t) = \left. \frac{\partial f_L}{\partial t} \right|_{\text{coll}} = kl^2 \frac{\partial f_N}{\partial t},
\]

where \( \partial_t f_N \) is given by (7).
3.2 Wave-induced breakup

In addition to affecting the formation of sea ice into pancake ice floes, ocean waves have been observed to bend the ice they travel through so that if the flexural stress exceeds locally the material flexural strength, a fracture occurs resulting in the creation of two smaller floes. This process has been parametrised in the FSD dynamics modelling framework presented here by Horvat and Tziperman [22] and Zhang et al. [55], under the reasonable assumption that sea ice area is preserved, i.e.

\[ \int_0^\infty S_W(f_L(l), t) \, dl = 0. \]  

(9)

Let \( \Omega(l, t) \) define the fractional density of ocean surface covered by floes of size \( l \) that breaks up under wave action per unit time. As a result of wave-induced breakup, a fraction of all floes of a given size \( l \) is redistributed into smaller floe sizes. This process can be modelled as

\[ S_W(f_L(l), t) = -\Omega(l, t) + \int_l^\infty K_w(l, s) \Omega(s, t) \, ds, \]  

(10)

where the integral kernel \( K_w(l, s) \) describes the fraction of ocean surface covered by floes of size \( l \) created from the breakup of floes of size \( s \), so that \( s > l \). The first term in (10) is the fractional area of floes with size \( l \) that is lost due to wave fracture, while the second term corresponds to the fractional area with size \( l \) that is gained from the breakup of larger floes. The area conservation equation (9) requires that \( \int_0^\infty K_w(l, s) \, dl = 1 \).

Following Horvat and Tziperman [22], parametrisations for \( \Omega(l, t) \) and \( K_w(l, s) \) are derived by prescribing a post-breakup floe size number distribution function \( D_w(l) \). We note that in their paper, Horvat and Tziperman refer to \( D_w(l) \) as a histogram, therefore assuming floe size \( l \) can only exist in a predefined number of discrete bins, even though their formulation is also valid for a continuous number distribution function. The distribution \( D_w(l) \) is empirically determined via observation or wave-ice interaction model outputs. The scheme used by [22], and also by [34], will be described in §4 along with other possible approaches that have not yet been incorporated in the FSD dynamics framework discussed here.

Once equipped with a post-breakup floe size number distribution \( D_w(l) \), the integral kernel in (10) can be computed as the proportion of broken floes with pre-breakup size \( s \) that have post-breakup size \( l \), i.e.

\[ K_w(l, s) = \frac{1}{\int_0^l v D_w(v) \, dv} H(s - l), \]  

(11)

where \( H(\cdot) \) is the Heaviside step function, ensuring that \( K_w(l, s) = 0 \) if \( l > s \). Analogously, the fractional area of floes with pre-breakup size \( l \) that experience wave-induced breakup per unit time is given by

\[ \Omega(l) = \frac{1}{t_w} P_{br}(l) f_L(l), \]  

(12)
where $t_w$ is a time scale describing the breakup event that generated $D_w(l)$, while the probability a floe of size $l$ experiences wave-induced breakup is given by $P_{br}(l) = \left( \int_0^l l' D_w(l') \, dl' \right) / \left( \int_0^\infty l' D_w(l') \, dl' \right)$. We note that the time scale $t_w$ was estimated by Horvat and Tziperman \[22\] to be the ratio of the group velocity associated with the mean zero-crossing wavelength and the total extent of broken floes, i.e. $t_w = \left( \int_0^\infty l' D_w(l') \, dl' \right) / c_g$.

The model describing how wave-induced sea ice breakup affects the dynamics of the FSD, summarised by (10)–(12), depends entirely on the parametrisation chosen for the post-breakup floe size number distribution function $D_w(l)$. Unfortunately, there is no consensus in the wave-ice modellers community on how to model this phenomenon appropriately. In addition, field and laboratory observations of wave-induced sea ice breakup are scarce and not sufficient to derive an empirical model for $D_w(l)$. In the next section, we summarise the literature that has so far attempted to answer the key question: what is the FSD generated by wave-induced sea ice breakup?

4 Theory of wave-induced sea ice breakup

4.1 Fracture mechanics

Although sea ice is composed of discrete floes, on a scale much larger than individual floes, it is useful to model its dynamics as that of a deformable continuum material. Sea ice rheology, describing the relationship between the stress and strain rate tensors of the continuum, has been the subject of extensive investigation, particularly since the seminal Arctic Ice Dynamics Joint Experiment (AIDJEX) \[11\]. Most modern sea ice modules in earth system models are based on the viscous-plastic rheology of Hibler \[20\] or modifications thereof that include elastic deformations to describe the horizontal deformation of the sea ice cover. Recently, elasto-brittle rheology was considered in a number of large scale models to represent the formation and evolution of cracks and leads \[13, 4, 8\].

The deformations caused by ocean waves as they travel through an ice-covered ocean are different, as sea ice mainly experiences flexural motion which is the result of a non-uniform horizontal stress distribution across the ice thickness. The relevant spatial scale over which these deformations take place ($O(10^{10}–10^{12})$ m) is much smaller than the typical grid size of a large scale sea ice model, so that the ice rheology of the continuum ice modelling framework mentioned above is not appropriate to describe the wave-induced flexural response of sea ice. At such a small scale, the mechanical properties of individual ice floes, which can differ significantly from the effective mechanical properties of a continuous sea ice cover, can be measured directly \[48\]. In characterising the flexural motion of sea ice floes under wave action, it is well accepted that floes can be modelled as elastic plates, typically under the paradigm of linear elasticity and the plane stress approximation.

The most common framework for modelling the flexural motion of sea ice floes is the Kirchhoff-Love (KL) thin-elastic plate theory. The model relies on
many simplifying assumptions [33], not the least of which is that sea ice is a homogeneous solid material. In reality, sea ice is inhomogeneous and even porous, with a complex anisotropic microstructure that depends on the way it is formed [48]. Its mechanical properties depend on many factors, including temperature, brine volume fraction and also its dynamical history, e.g. fatigue [48]. We refer the reader to [42] for an overview of how these factors can be incorporated into the KL theoretical framework. Under this theory, the three non-zero components of the stress and strain tensors in Cartesian coordinates are related via Hooke’s law

\[
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{xy} \\
\sigma_{yy}
\end{pmatrix} = \frac{E}{1 - \nu^2} \begin{pmatrix}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & 1 - \nu
\end{pmatrix}\begin{pmatrix}
\epsilon_{xx} \\
\epsilon_{xy} \\
\epsilon_{yy}
\end{pmatrix},
\] (13)

where \(\sigma_{ii}\) and \(\epsilon_{ii}\) (\(i = x, y\)) are the normal stress and strain, respectively, in the two horizontal dimensions, while \(\sigma_{xy}\) and \(\epsilon_{xy}\) denote the shear stress and strain, respectively. We have also introduced the effective Young’s modulus \(E\) and Poisson’s ratio \(\nu \approx 0.3\), which we assume to be constant. This constitutive relationship assumes a purely elastic flexural behaviour. Different constitutive laws, for instance incorporating viscous effects, can also be used (see, e.g., [27]), but for the purpose of the present discussion, we assume the plate’s flexural deformations are purely elastic. The components of the strain tensor can be further expressed in terms of the vertical deflection of the plate’s middle surface, \(\eta(x, t)\) say, with respect to its position at rest, as

\[
\epsilon_{xx} = -z \frac{\partial^2 \eta}{\partial x^2}, \quad \epsilon_{xy} = -z \frac{\partial^2 \eta}{\partial x \partial y}, \quad \epsilon_{yy} = -z \frac{\partial^2 \eta}{\partial y^2},
\] (14)

where \(z\) is the vertical coordinate pointing upward, which vanishes at the plate’s middle surface at rest. We see that if the deflection field of a floe \(\eta(x, t)\) is known, then (14) and (13) fully determine the strain and stress fields throughout the elastic plate. Given the geometry of a floe and a surrounding linear wave field, wave scattering theory and linear hydroelasticity can be used to derive the deflection field [39, 40]. The key question remains: under which conditions does a floe break?

Under the assumption of purely elastic deformations and homogeneous material properties, a fracture occurs when the components of the stress tensor locally combine to exceed the material strength. For a thin-elastic plate, this condition takes the form

\[
\tilde{F}(\sigma_{xx}, \sigma_{xy}, \sigma_{yy}) = 0,
\] (15)

which can be interpreted as a surface in the three-dimensional stress space [14]. Material strength can differ under different types of loading, e.g. compressive, tensile, shear or flexural, and the strength of sea ice has been measured under these different forcing [48]. However, both shear and flexural stresses are biaxial stress conditions composed of tensile and compressive stresses only. Therefore, the three-dimensional failure surface [15] can be reduced to a failure curve in a
two-dimensional stress space with coordinates $\sigma_1$ and $\sigma_2$, which are the eigenvalues of the stress tensor expressed as a symmetric 2 by 2 matrix with diagonal components $\sigma_{xx}$ and $\sigma_{yy}$ and off-diagonal component $\sigma_{xy}$. The resulting failure curve

$$F(\sigma_1, \sigma_2) = 0,$$  \hspace{1cm} (16)

is referred to as the yield curve.

Determining experimentally the yield curve of a material is difficult, especially for a material like sea ice, as combinations of compressive and tensile loads must be applied and failure be measured in response. Timco & Weeks [48] report some attempts to measure the yield curve of sea ice under various conditions, but do not provide empirical descriptions for practical use in modelling wave-induced sea ice breakup. On the other hand, the sea ice strength under uni-axial loads is fairly well understood, with tensile strength $\sigma_t = O(0.1) \text{ MPa}$ being typically one order of magnitude smaller than compressive strength $\sigma_c = O(1) \text{ MPa}$ [48]. From that perspective, it is sensible to use idealised parametrisations of the yield curve in terms of $\sigma_t$ and $\sigma_c$ only. One such choice is the Mohr-Coulomb failure hypothesis [14], which can be expressed in the case of a thin-elastic plate as

$$F(\sigma_1, \sigma_2) \equiv \sigma^{(\text{max})}(\sigma_1, \sigma_2) - \sigma^{\text{MC}} = 0,$$  \hspace{1cm} (17)
where

$$\sigma^{(\text{max})}(\sigma_1, \sigma_2) = \max \{ |\sigma_1 - \sigma_2| + K(\sigma_1 + \sigma_2), |\sigma_1| + K\sigma_1, |\sigma_2| + K\sigma_2 \},$$  \hspace{1cm} (18)

with

$$K = \frac{\sigma_c - \sigma_t}{\sigma_c + \sigma_t} \quad \text{and} \quad \sigma^{\text{MC}} = \frac{2\sigma_c\sigma_t}{\sigma_c + \sigma_t}. \hspace{1cm} (19)$$

An example of the MC yield curve is shown in figure 1. We note the curve is symmetric with respect to the axis $\sigma_1 = \sigma_2$. Based on (17), a fracture occurs locally in the plate when $\sigma^{(\text{max})}(\sigma_1, \sigma_2) \geq \sigma^{\text{MC}}$. Extensions to the MC yield curve are possible, e.g. the Drucker-Prager hypothesis [14], but to our knowledge, they have not been used to model sea ice fracture.

4.2 Floe size distribution

4.2.1 Non-parametric descriptions

The parametrisation of wave-induced sea ice breakup introduced in §3 describes its influence on the FSD on large scales. It requires a post-breakup floe size number distribution $D_w(l)$, which can be determined in a number of ways. Given the fracture mechanics framework discussed in §4.4.1, which describes how sea ice breakup can be parametrised on small scales, an intermediate model is needed to bridge the two scales. This is typically provided by a hydroelastic model of ocean waves/sea ice interactions, which predicts the deflection field $\eta(x, t)$ experienced by an array of floes under linear wave forcing [39, 40]. Then (14) and (13) can be used to recover the strain and stress fields.

The MC fracture criterion discussed in §4.4.1 was used by Montiel & Squire [29] to model the repeated breakup of circular, thin elastic ice floes. The model is based on multiple scattering theory for large random arrays of circular floes [28, 30, 41] to compute the stress field experienced by each floe under monochromatic plane wave forcing. The breakup criterion for each floe is then defined as $\sigma_{br} \geq \sigma^{\text{MC}}$, where $\sigma_{br}$ is the maximum value of $\sigma^{(\text{max})}(x, t)$, as defined in (18), over the surface of a floe and over one period cycle of the forcing wave. Simulations were then conducted to repeatedly fracture an initial ice cover under time-harmonic wave forcing until a steady state is reached. Although a large parameter space was explored, the authors consistently found that the resulting post-breakup FSD, i.e. $D_w(l)$, was uni-modal with limited support and nearly symmetric, suggesting near normality. We note that no attempt was made to fit parametrised distribution in that study, because the sample size of floe sizes post-breakup was too small to ensure statistical significance.

As far as the authors are aware, [29] is the only study that has modelled wave-induced fracture of ice floes in three dimensions, where floe dynamics is described by thin-elastic plate theory. Even in two dimensions, there is a relative paucity of published studies that have attempted to model wave-induced breakup with the goal of estimating the resulting FSD. In fact, only Herman [16] attempted this exercise, without assuming the FSD follows a specific functional form. This author coupled a nonlinear wave model to a floating sea ice
structure composed of rigid, massive grains connected by small elastic beams called bonds. The wave model, i.e. NHWAVE [25], is based on the incompressible, non-hydrostatic Navier-Stokes equations. A stress-based fracture criterion, parametrised by the tensile strength of the bonds, was implemented. The transient response, including breakup, of the sea ice structure to both regular and irregular wave forcings was simulated. The author found that the distance from the ice edge at which the maximum stress and therefore breakup occurs has very little dependence on the wave frequency, therefore resulting in a very narrow FSD with floes that almost all have the same size.

The main reason why so little work has been conducted to quantify the FSD caused by wave-induced breakup is because of the widespread assumption within the wave modelling community that the FSD follows a power-law (Pareto distribution) or a variation thereof. Therefore, most wave modelling studies in the MIZ, including those that incorporate wave-induced breakup, assume the FSD follows the parametric form \( f_N(l) = Cl^{-\gamma} \), for some constant \( C \) and exponent \( \gamma > 1 \).

### 4.2.2 The power-law formalism

Following observations in the Antarctic MIZ, Toyota et al. [50] adopted a renormalisation group method to explain what they interpreted as two distinct size regimes to which they fitted Pareto distributions with different exponents; what is often called a split power-law. This method introduces a fragility parameter from which the distribution exponent can be derived. The fragility can be made to depend on the ice, e.g. thickness, or the wave conditions, e.g. significant wave height. Subsequently, Dumont et al. [10] proposed an ice–wave interaction model, with the aim of improving wave forecasting in polar regions. This model introduces a two-way coupling where the wave field, advected into the ice, is attenuated and at the same time is likely to transform the FSD by fracturing floes. They assumed translational invariance in one horizontal direction, reducing the strain tensor to a scalar field. Breakup is triggered when the propagating wave, assumed to generate sinusoidal perturbations in the ice cover, causes a deflection sufficient for the strain (14) to exceed an experimentally determined strain limit. As the linear water wave theory underpinning this definition of flexural strain does not allow for cavitation under the ice plate, they doubled this failure criterion with another parametrisation, based on the stress field and the ice flexural strength, which takes it into account. This yields two different amplitude thresholds leading to wave-induced fracture, both depending on the propagating wavelength and the ice thickness. The attenuation of the wave amplitude is based on the mean floe size, which is derived by assuming a parametric form of the FSD. The authors used the formalism introduced by [50] to justify the use of a Pareto distribution, but introduced an upper truncation term, equivalent to the largest floe size admissible. As a sinusoidal wave causes strain extrema separated by half its wavelength, when breakup occurs, the upper limit is set to half the propagating wavelength, effectively impacting the derived mean floe size. This model is extended by [53], with the addition of viscous damping.
and a simplification of the breakup scheme which no longer takes the flexural strength into account and relies on strain failure exclusively. They allow for the propagation of a wave spectrum, enabling constructive interference to affect the strain undergone by the ice. This model constitutes the backbone of the waves-in-ice model coupled to the sea ice model neXtSIM [5]. This study was, again, concerned with the impact of the ice on the wave field rather than on the shaping of the FSD.

These models [10, 53] were generalised by Boutin et al. [5] as a component of the spectral model WAVEWATCH III (WW3). This study was focused on improving the representation of the wave attenuation by an ice cover. While highlighting the importance of the feedbacks between waves and sea ice, they focused on improving the representation of the wave attenuation by an ice cover and assume the breakup-driven FSD follows a Pareto distribution. Bennetts et al. 2017 [3] implemented a wave-induced breakup parametrisation similar to that of [53] in the sea ice model CICE, in order to study the impact of wave-induced breakup on lateral melt. The sub-grid FSD was assumed to follow the split power-law suggested by [50]. Sharing similar goals, Bateson et al. [2] implemented in CICE a waves-in-ice module to study the effect of introducing the FSD on sea ice extent and volume. Their breakup parametrisation was inspired by that of [53] and assumed an underlying Pareto distribution. Building further on their WW3 module, Boutin and colleagues coupled this it to the sea ice models LIM3 [5] and neXtSIM [6]. Even though the FSDs are evolved by the ice models, the wave-induced breakup is handled by WW3, which, for coherence, leads to convergence towards Pareto distributions.

4.2.3 Limitations and recent evidence

Most authors cited in §4.2.2 acknowledged that settling on the Pareto distribution has some influence on their results, but studying the FSD itself was not their goal, unlike [29, 16] who specifically focused on the FSD emergence under wave action. As discussed earlier, neither of these studies replicated the Pareto distributions. Moreover, although the Pareto distribution formalism emerged from observational data, the exponents fitted to observed FSDs vary largely depending on the scales considered, the time of the year, the proximity of the ice edge, and the location [45], suggesting that the ”one size fits all” power-law distribution adopted by most of the aforementioned studies may not be able to capture this diversity. Additionally, it is not clear how wave action itself, and not other processes, would cause such a distribution. In a laboratory experiment of sea ice breakup caused by waves, Herman et al. [18] found distributions qualitatively similar to the ones observed by [50], which they parametrised as combinations of a normal distribution and a gamma distribution; an approach later used successfully on field observations [19]. The normal distribution is hypothesized to capture the FSD caused by the breakup from waves, while the gamma distribution is the result of all other FSD altering processes. Recent observational results (though not yet published) attempting to control the wave conditions leading to breakup in both field and laboratory settings seem to
support the FSD resulting from this process is uni-modal and possibly skewed. In a recent (yet to be published) study by the current authors (Mokus and Montiel), we traded the higher order physics of and the 3D-geometry of for computational efficiency, allowing for the treatment of large numbers of floes. A semi-infinite floating elastic plate was repeatedly broken under monochromatic wave forcing. The resulting FSDs were shown to be consistently well fitted by a lognormal distribution, consistent with the uni-modality and skewness seen in observational studies. This result was extended to the breakup caused by a wave spectrum for a range of wave and ice conditions.

5 Emergent FSD

Recent evidence discussed in the previous section seem to challenge the long-standing conjecture that the FSD follows a power-law/Pareto distribution. This is not unique to the FSD. Power laws are often fitted to datasets, because of the apparent linearity in the data when visualised on logarithmic scales. Causet et al. [7] tested the validity of the power law used in 14 empirical studies and found that it often failed statistical scrutiny, while also showing the lognormal distribution performs better following a relative goodness of fit test. The choice of a lognormal distribution for these tests was not arbitrary. Like power laws, lognormal distributions have been used to describe a wide range of empirically-observed phenomena. In particular, the lognormal distribution has been shown to fit well particle size distribution obtained from the fragmentation of rocks, e.g. as a result of milling or volcanic explosion [12].

The emergence of the lognormal distribution can be understood from a repeated fragmentation process. This was first described by Kolmogorov [23], who argued that successive fragmentation of a particle at a random position implies the relationship \( d_{n+1} = f_n d_n \) between the particle size before breakup \( d_n \) and after breakup \( d_{n+1} \), and where \( f_n \) is drawn from a random distribution on \((0, 1)\).

This is referred to as a multiplicative process. Taking the natural log yields

\[
\ln d_{n+1} = \ln f_n + \ln d_n = \ln d_0 + \sum_{i=1}^{n} \ln f_i
\]

As a sum of random samples, \( \ln d_n \) tends to follow a normal distribution as a consequence of the central limit theorem. Therefore, \( d_n \) is lognormally distributed. Given the obvious analogy between the fragmentation process described by Kolmogorov and the breakup of sea ice under wave forcing and possibly other processes, we now attempt to test the goodness of fit of the lognormal distribution to FSD data.

The data analysed here were obtained in the Southern Ocean during the summer 2004–2005. We conduct our analysis on a strip of approximately 2000 by 200 m, designated as Area of Interest 1, including 2344 identified ice floes. The mean calliper diameter (MCD) is used as a metric of floe size. The
horizontal resolution is around 30 cm, ensuring the identification of small floes, but excluding large floes as only those not intersecting with image boundaries are considered. The authors of the initial study acknowledged the limitations of the Pareto distribution model fit, and suggested two alternatives: the upper-truncated Pareto distribution and the Weibull distribution. Here, we compare these three distributions to the lognormal. We estimate distribution parameters by maximum likelihood and display the results on Fig. [2]. Unfortunately, information on the wave conditions which might have led to the ice cover disruption are not available. Therefore, we do not attempt to make a comparison to modelling results.

Figure 2: FSD from [24], including 2344 data points. (a) Floe number histogram and PDFs of four different models. (b) Empirical cumulative floe number distribution and CDFs of four different models. (c) Quantile–quantile plot comparing the observations (x-axis) to the quantiles of the corresponding Pareto distribution (y-axis). The 3 vertical lines indicate, from left to right, the median, the 95th percentile and the 99th percentile of the data. (d–e) Idem as (c) for, respectively, the Weibull and the lognormal distributions. Shaded areas on (b–e) indicate 95% confidence intervals on the empirical CDF and quantiles. For clarity, the vertical axis on (c) has been truncated to the 99th percentile of the reference Pareto distribution.

Figure 2 (a) shows a comparison between a histogram of floe sizes and the fitted density functions. The histogram is left-skewed, and the modal floe size...
is clearly distinct from the minimum floe size, a feature only captured by the lognormal distribution. The density of the fitted Weibull (often referred to as stretched exponential) diverges for small floe sizes, while the densities of both the Pareto variants reach large, finite values. From Fig. 2(b) it is clear that the power-law behaviour of the cumulative distribution does not extend to the whole range of identified floe sizes. The lognormal and Pareto distributions tend to overpredict larger floes, while the Weibull distribution does the best job at representing the right tail behaviour. It is even clearer from the quantile-quantile plots, shown in Fig. 2(c–e), we use to visually assess the fits. Points above the diagonal indicate over-representation by the fitted model. The lognormal distribution represents the data fairly well (points aligned with the main diagonal) until their 95th percentile, but fails at capturing more extreme values. We note that large floe sizes are, because of experimental constraints, absent from the dataset even though they might have existed when the data were acquired. We present a quantitative comparison of these distributions in Table 1.

Table 1: Model comparisons using the likelihood ratio test. For each of the models estimated and presented on Fig. 2, we quote the associated maximised log-likelihood $\ell$, ordered by decreasing $\ell$. We compare the models to the best-performing one, in this case the lognormal distribution, where a positive $\Delta \ell$ indicates failure to reject the lognormal distribution in favour of the alternative model at the confidence level $1 - p$. The $p$-values being small, we quote their logarithms.

| Model           | $\ell$     | $\Delta \ell$ | $\log_{10} p$ |
|-----------------|------------|---------------|---------------|
| lognormal       | -7161.1    |               |               |
| Weibull         | -7241.4    | 5.3           | -6.84         |
| truncated Pareto| -7411.9    | 14            | -45.8         |
| Pareto          | -7573.2    | 22            | -106          |

We use the likelihood ratio test to classify the presented models. A description of this framework can be found in [7]. This test assesses which one of two distributions is better suited to representing data, and whether the difference is large enough to be significant. We only compare the lognormal distribution, which has the highest maximised likelihood, to the three others. These comparisons point to the lognormal distribution being largely superior to the competing distributions. These experimental evidence suggest that this model should be considered as a candidate for describing future FSD observations, but they also bring up some questions about its emergence from the underlying physical processes that describe the evolution of the FSD (see §3). The simple argument for the emergence of the lognormal distribution from repeated fragmentation proposed by Kolmogorov [23] can be extended to a growing (as opposed to decaying) multiplicative process, i.e. when $f_n$ can take values greater than 1. This is required in the context of sea ice floe size evolution, which can experience growth and decay as discussed in [3]. Although that model is satisfying in explaining the emergence of a lognormal distribution, it provides
little quantitative predictability and is not directly compatible with the FSD evolution modelling framework presented in \S 2 and 3. We propose that the latter could be achieved by deriving a time-continuous stochastic process model. The following description closely follows and was inspired by the recent work of Anderson [1] for explaining the emergence of the lognormal distribution for particle concentration in the atmosphere.

Referring back to \S 2, let us think of floe size as a time-evolving random process \( L_t \). The simplest possible growth/decay model we can consider under this stochastic paradigm is

\[
\frac{dL_t}{dt} = -k(t)L_t, \quad (20)
\]

where the growth/decay rate \( k(t) \in \mathbb{R} \) is evolving with time \( t \) in a random fashion. Following [1], \( k(t) \) can be expressed as the sum of a constant deterministic part \( \mu_k \) and a stochastic part with magnitude \( \sigma_k \in \mathbb{R}^+ \), so that \( k(t) = \mu_k + \sigma_k \eta(t) \), where \( \eta(t) \) is a random noise parameter assumed to be independent and normally distributed (with mean 0 and standard deviation 1). Equation (20) is a stochastic differential equation (SDE) exhibiting multiplicative noise, i.e. the noise parameter multiplies the variable \( L_t \). The standard formulation for SDEs relies on additive noise, however, so we introduce the change of variable \( Q_t = \ln L_t \), which satisfies the Langevin equation

\[
\frac{dQ_t}{dt} = -\left( \mu_k + \frac{1}{2}\sigma_k^2 \right) - \sigma_k \eta(t). \quad (21)
\]

To derive (21), we must use Itô’s lemma which can be thought of as the analogue of the chain rule for the calculus of stochastic variables [1].

The next step is to derive the so-called Fokker-Planck equation (FPE) associated with the stochastic Langevin equation above. The FPE is a deterministic partial differential equation describing the time-evolution of the probability density function \( f_Q \) of the random variable \( Q_t \). It can be shown (see, e.g., [56]) that the FPE associated with (21) is

\[
\frac{\partial f_Q}{\partial t} = \frac{\sigma_k^2}{2} \frac{\partial^2 f_Q}{\partial q^2} + \left( \mu_k + \frac{1}{2}\sigma_k^2 \right) \frac{\partial f_Q}{\partial q}. \quad (22)
\]

The solution to (22) can be obtained by using the ansatz \( f_Q(q,t) = \phi(q,t) \exp(st + rq) \), for some constants \( s \) and \( r \), and a function \( \phi(q,t) \) that must be determined. Substituting this ansatz in the FPE (22) suggests the following choice of constants

\[
r = -\frac{\mu_k + \frac{1}{2}\sigma_k^2}{\sigma_k^2} \quad \text{and} \quad s = -\frac{\left( \mu_k + \frac{1}{2}\sigma_k^2 \right)^2}{2\sigma_k^4}. \quad (23)
\]

It then follows that \( \phi(q,t) \) satisfies the free diffusion equation

\[
\frac{\partial \phi}{\partial t} = \frac{\sigma_k^2}{2} \frac{\partial^2 \phi}{\partial q^2} \quad \Rightarrow \quad \phi(q,t) = \frac{1}{\sqrt{2\pi\sigma_k^2}} e^{-\frac{q^2}{2\sigma_k^2}}, \quad (24)
\]
assuming $\phi(q,0) = \delta(q)$, i.e. all the floes have the same size. Combining (23) and (24), we obtain

$$f_Q(q,t) = \frac{1}{\sqrt{2\pi\sigma_k^2t}} e^{-\left(\frac{(q+\mu_k t + \frac{1}{2}\sigma_k^2 t)}{2\sigma_k^2 t}\right)^2},$$

(25)

which is a normal distribution at each time $t$ with mean $-\mu_k t - \frac{1}{2}\sigma_k^2 t$ and variance $\sigma_k^2 t$. The fact that $Q_t = \ln L_t$ is normally distributed implies that the FSD $f_L$ is lognormal with expression

$$f_L(l,t) = \frac{1}{l\sqrt{2\pi\sigma_k^2t}} e^{-\left(\frac{\ln l + \mu_k t + \frac{1}{2}\sigma_k^2 t}{2\sigma_k^2 t}\right)^2}.$$  

(26)

This latter result, although theoretically appealing, raises many questions. Is the exponential growth/decay model (20) a reasonable starting point for modelling the stochastic dynamics of floe size? Is the formulation for the growth/decay rate $k(t)$ appropriate? And if so, how are the parameters of this formulation, i.e. $\mu_k$ and $\sigma_k$, related to the physical properties of the underlying system? All these questions certainly need to be addressed, but this is beyond the scope of the current paper. Our goal was to show that the lognormal parametric formulation for the FSD should be recognised as a viable candidate. We demonstrated that the lognormal FSD naturally emerges from (i) direct wave-induced breakup simulations in a hydroelastic deterministic model [26], (ii) analysis of field data [24] and (iii) a simple stochastic dynamical system [1].

We note that using a stochastic dynamical system to model the time evolution of the FSD has been considered before by Herman [17], who proposed a generalised Lotka-Volterra system of stochastic equations to model conceptually the coupled dynamics of a finite number of floe sizes. The resulting steady-state distribution is an inverse-gamma distribution, which the author showed fits reasonably well to field FSD data. The stochastic framework has also been considered by Toppaladoddi & Wettlaufer [49] to model the dynamics of the ice thickness distribution (ITD). They proposed a way to integrate a FPE associated with a stochastic ice growth process into an ITD transport equation analogous to (2). This approach offers a possible way forward for integrating stochasticity in the evolution equation of the FSD, although the key question remains: how can the parameters be derived from the underlying physical mechanisms governing FSD dynamics?

6 Conclusion

In the last decade, the sea ice modelling community has (i) recognised the importance of incorporating the FSD into large scale sea ice models and (ii) made significant progress to advance the theoretical understanding of the different physical processes affecting the evolution of the FSD and unify them into a self-consistent modelling framework. The process that has likely received the
most attention is wave-induced sea ice breakup, mainly motivated by understanding the impact of the FSD on wave transport in the MIZ. At the core of most of these studies is an assumption that the FSD follows a power law (or Pareto distribution), a conjecture rooted in early field observations of the FSD. Recent evidence from both modelling and observational studies cast doubts on this conjecture.

We proposed a new paradigm for describing the FSD parametrically in terms of the probability density function of a lognormal distribution. We offered multiple lines of evidence demonstrating the lognormal FSD is an appropriate formulation.

1. Simulations of repeated wave-induced breakup using a deterministic hydroelastic linear model show the resulting FSD is very well fitted by a lognormal distribution for a broad range of wave and ice conditions.

2. We revisited the analysis of an observational dataset of floe sizes in the Southern Ocean and found the lognormal fitted the FSD better than all the distributions (including the power law) considered in the original analysis.

3. A simple stochastic mechanism based on the exponential growth/decay dynamics of floe size with random noise is shown to be associated with a time-evolving lognormal probability density function.

Put together, the evidence suggests at the very least that the lognormal FSD needs to be considered as a potential alternative to the power law in future observational and modelling studies. The stochastic model presented here was only aimed at making a conceptual/qualitative argument for the emergence of the lognormal FSD. This approach remains largely unexplored, however, and future studies should attempt to make connections between the physical processes affecting the evolution of the FSD and the parameters of the stochastic models.
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