Cross-Domain Text Sentiment Analysis Based on CNN_FT Method
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Abstract: Transfer learning is one of the popular methods for solving the problem that the models built on the source domain cannot be directly applied to the target domain in the cross-domain sentiment classification. This paper proposes a transfer learning method based on the multi-layer convolutional neural network (CNN). Interestingly, we construct a convolutional neural network model to extract features from the source domain and share the weights in the convolutional layer and the pooling layer between the source and target domain samples. Next, we fine-tune the weights in the last layer, named the fully connected layer, and transfer the models from the source domain to the target domain. Comparing with the classical transfer learning methods, the method proposed in this paper does not need to retrain the network for the target domain. The experimental evaluation of the cross-domain data set shows that the proposed method achieves a relatively good performance.
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1. Introduction

As is well known, the performance of training and update on machine learning models depends on the labeled data, although one can get huge amounts of data, but can rarely correct the manually labeled data. However, the labeling work may be time-consuming and expensive, which presents a great challenge to machine learning models.

To solve this problem, Yang et al. propose a transfer learning method [1], the core idea of which is to find the similarity between the source and target domains and to transfer the model or the labeled data used in the source domain to those in the target domain in the view of similarity. Thereafter, one can perform the new training based on the existing similarity. In fact, the ability to transfer knowledge is inherent, for example, if you can play tennis, you can learn to play badminton easily. Because these activities often have a very high degree of similarity, one can solve new problems based on the existing learning methods and modify them gradually.

Transfer learning has many applications in the field of text sentiment analysis [2,3]. Blitzer et al. propose the SCL method [4] to find the common characteristics between the source and target domains. Pan et al. [5] propose the SFA algorithm to align the domain-specific words from different domains into the unified clusters with the help of domain independent words as a bridge. At present, with the rapid development of deep learning, some relevant methods are applied to transfer learning, and obtain many significant results. Ganin et al. [6] propose the DANN algorithm. The authors embed the domain adaptive learning into the feature representation process, interestingly, the resulting feedforward neural network can be directly applied to the target domain. The review article contributed by Zhang et al. [7] illustrates that deep learning can effectively solve the problem of sentiment analysis. Lai et al. [8]
propose the use of word vector and convolutional neural network for solving the Chinese text sentiment analysis problem. Li et al. [9] propose an end-to-end adversarial memory network (AMN) consisting of two parameter-shared memory networks for cross-domain sentiment classification. The two networks are jointly trained so that the selected features can minimize the sentiment classification error and can make the domain classifier indiscriminative between the representations from the source domain or the target domain simultaneously. In the view of methodological point, Fortuna et al. [10] present the paradigm of cellular neural networks and achieve a complete maturity.

In this paper we propose an inductive transfer learning method based on the word vector and convolutional neural network model for solving the cross-domain text sentiment analysis. Interestingly, this method employs a two-stage training procedure. First, we pre-train the embeddings that capture the additional context via another domain in the embedding level and share the weights in the convolutional layer and the pooling layer between the source and target domain texts. Subsequently, we fine-tune the weights in the last layer of the fully connected layer. Experiments on the Chinese and English corpora demonstrate that the proposed method can achieve good performance.

2. Related Works

2.1. Transfer Learning

Transfer learning mainly solves the distribution differences for cross-domain problems. There are four main strategies of implementation, namely sample-based, feature-based, model-based and relationship-based.

The sample-based transfer learning method transfers the samples of the source and target domains through weight reuse, that is to say, different weights are given directly to different samples. Dai et al. [11] propose the TrAdaBoost method to improve the sample weights that are beneficial to the target classification task and to reduce the sample weights that are not conductive to the target classification task. By using the joint matrix decomposition and neural networks, Tan et al. propose two transfer learning methods, transitive transfer learning (TTL) [12] and distant domain transfer learning (DDTL) [13], to share multiple-knowledge between similar domains. The feature-based transfer learning method assumes that the features of the source and target domains are not in a common space, so one should transform them into a similar space. Blitzer et al. [14] propose a learning method based on the structural correspondence learning, in which the algorithm can transform some unique features in a space to the features in all other spaces through mapping. Particularly, some feature-based transfer learning methods are combined with neural networks [15–17]. The model-based transfer learning method transfers the shared parameters by building a model, which is often used in neural networks since the structure of neural networks can be transferred directly. Compared with the traditional non-deep transfer learning methods, deep transfer learning improves the learning effect on different tasks. Glorot et al. [18] use a deep learning model, i.e., SDAe, to pre-train the unlabeled data in multiple domains, and combine the pre-training model with the labeled texts of source domains to train the sentiment classification model. The classification performance of this model is superior to that of the SCL model [4] and the SFA model [5] in 22 domains. Since the model-based transfer learning method reduces the dependence of the pivot vocabulary and the source domain labeled data, the model-based transfer combined with deep learning is superior to the traditional feature-based and sample-based transfer learning method in the overall efficiency of the cross-domain text sentiment analysis. The relationship-based transfer learning method mainly focuses on the relation between the source and target domain samples. Davis et al. [19] use the Markov logic network to explore the relation similarity between different domains.

2.2. Cross-Domain Text Sentiment Analysis

Word vector mentioned in this paper is a low-dimensional real vector and is another related research field of text, which refers to the distributed expression of words. The word vector is the point
in an N-dimensional real space and represents the relation between the points reflecting the potential semantic associated with words. The neural network’s ability to perceive structural information brings about the development of word vectors [20–23] and applications, moreover, it also broadens the way for sentiment analysis [24].

In general, sentiment analysis can be divided into positive and negative, namely binary sentiment classification. Many detailed classification methods can also be formulated as a three-class classification problem (positive, negative and neutral) and a multiple sentiment classification problem (anger, sorrow, joy and other emotions). Text sentiment analysis methods are mainly divided into two categories, namely, the lexicon-based method and the machine learning-based method. The lexicon-based method mainly uses the emotional lexicon to extract the emotional expression keywords in the corpus. In a recent study, Mohammad et al. [25] use mass crowdsourcing to build emotional annotations and then utilize the features of the most advanced sentiment analysis systems to predict emotions in new tweets. In addition, Xing et al. [26] propose a new lexicons-based approach to simultaneously train an emotion classifier and adapt the word polarity to the target domain. The method tracks the incorrectly predicted sentences and uses them as supervision to mimic the lifelong cognitive process of dictionary learning. Machine learning-based method is a popular research direction in recent years. The test data is identified by training data, and then feature extraction is performed. The text sentiment analysis model is generated through model training, and then the text sentiment analysis is carried out. According to different sentiment classification algorithms, it can be divided into Naive Bayes (NB), Maximum Entropy (ME) and support vector machine (SVM). Pang et al. [27] use NB, ME and SVM to classify text emotions and examine the effectiveness of applying machine learning techniques to the sentiment classification problem. Desai et al. [28] discuss in detail various techniques for sentiment analysis of twitter data, including machine learning-based methods.

However, traditional machine learning method requires training and testing the data to follow the same distribution. Existing studies have shown that the supervised classification method is effective for sentiment analysis. For text sentiment analysis, it is regarded as a special classification, that is, the text is classified in the view of a certain subject in the text. According to different granularities of text, text sentiment analysis is usually divided into three classes, i.e., phrase level sentiment analysis, sentence level sentiment analysis and document level sentiment analysis. In most cases, the existing labeled data do not belong to the same domain as the data to be judged, so the performance of the supervised classification algorithm is obviously reduced, which leads to the cross-domain text sentiment analysis problem.

Cross-domain text sentiment analysis involves the knowledge transfer problem between different domains. Meng et al. [29] propose a cross-domain text sentiment analysis method using the machine learning from the perspectives of features and samples. Huang et al. [30] compare the applications of naïve Bayes (NB), support vector classification (SVC) and expectation maximization (EM) in cross-domain text sentiment analysis. The experimental results show that the EM method is slightly better than the NB method and the SVC method. Xia et al. [31] use the ensemble features such as part-of-speech tagging and word relation to establish an ensemble model for the NB, SVC and EM methods, and the experimental results are better than the traditional single machine learning models. Deshmuk et al. [32] combine the improved maximum entropy model with the binary graph clustering model and achieve relatively high accuracy for the classification of affective words. Tang et al. [33] analyze the applications of deep learning methods in sentiment analysis earlier and find that it is superior to traditional methods in sentiment classification, viewpoint extraction and emotion dictionary construction. Yu et al. [34] use the deep learning method to model sentences and the experimental results show that the deep learning model is superior to the traditional structure corresponding to learning models. Because deep learning can better reveal and obtain the internal semantic representation of text information in different domains, it is generally superior to the traditional graph model method and the statistical learning method.
3. Transfer Learning Method Based on Deep Learning Model

The formulated problem in this paper mainly focuses on transfer learning, in which the major difficulty is that the source and target domain data are not likely to be drawn from the same distribution. This paper proposes a transfer learning method based on the multi-layer convolutional neural network model, called CNN_FT, to solve the cross-domain text sentiment analysis problem. We train the neural network model through the source domain and share the weights of the convolution kernel in the model. We use the convolution kernel weights of the source domain to extract the corresponding features in the target domain. Finally, we retrain a small part of the target domain data so as to adjust the parameters of the fully connected layer weights of the model, where \( k \) is the number of target domain samples included in training, and \( k = 200, 500, 1000 \) and \( 2000 \) out of 4000, respectively.

3.1. Feature Representation

The current text representation usually uses the bag-of-words model since the model is simple to construct and can reduce the complexity of vector calculation. However, this model has many shortcomings, for example, when the sample data is large and contains rich keywords, the feature dimension of the text will be very high and may lead to a dimensional explosion. The word vector matrix is particularly sparse, and it is likely to yield overfitting. In order to solve the problem, Mikolov et al. [22] introduce the word embedding model, an efficient method for learning high quality vector representations of words from large amounts of unstructured text data, to capture the syntactic and semantic information, which are very important to sentiment analysis.

Word2vec trains word vectors according to the relation between contexts. There are two training modes, i.e., Skip Gram and CBOW, in which Skip Gram predicts contexts based on words and CBOW predicts words according to contexts. This paper should train words based on the CBOW neural network model, as shown in Figure 1.

![Diagram of CBOW model](image)

**Figure 1.** Training the word vectors using the CBOW model.

Let \( V \) be the vocabulary size, \( D \) be the dimension of word vectors, and \( x_1, x_2, \cdots, x_m \) be the context word vectors. The average value of the context word vectors is given by

\[
\bar{x} = \frac{1}{m} \sum_{i=1}^{m} x_i
\]  

(1)
The score vector $z$ is then defined in terms of Equation (1), the formula is as follows,

$$z = U \hat{x}$$  \hspace{1cm} (2)

where $U$ is the weight matrix associated with the output words.

To obtain the maximum of the conditional probability of the target word vector $w_t$, i.e.,

$$p(w_t|w_{t-m}, \ldots, w_{t-1}, w_{t+1}, \ldots, w_{t+m})$$

we define the loss function according to the minimization of the negative log-likelihood function, namely,

$$L = -\log p(w_t|w_{t-m}, \ldots, w_{t-1}, w_{t+1}, \ldots, w_{t+m})$$ \hspace{1cm} (3)

Equation (3) can also be expressed as

$$L = \text{softmax}(z)$$ \hspace{1cm} (4)

According to the gradient descent algorithm, the iterative formula is given by

$$w_i = w_i - \alpha (\hat{x}_i - x_i), i \in (1, m)$$  \hspace{1cm} (5)

where $\alpha$ is the step describing the learning speed.

### 3.2. Convolutional Neural Network Structure

The convolutional neural network (CNN) is a model based on the deep neural network [35], which is generally composed of three layers, i.e., a convolutional layer, a pooling layer and a fully connected layer. Meanwhile, each of the convolution kernels represents different features, and multiple convolution kernels extract the features and combine them.

In this paper, we propose a multi-convolutional neural network model to solve the cross-domain sentiment analysis problem. The overall flow chart is shown in Figure 2. The neural network model is firstly trained via using the source domain data.

The first layer is an input layer, denoted by $xs \in \mathbb{R}^{n \times 1}$, in which $xs$ representing the sentence in the source domain is stored in a matrix. The fixed length of the sentence is set to be $n$ and to be 0 if the length is less than $n$. The embedded layer transforms the original input layer to $xs \in \mathbb{R}^{n \times k}$ by using Word2vec, where $k$ is the dimension of a word vector. Let $xs_i (xs_i \in \mathbb{R}^k)$ represent the $i$-th word in the sentence, the sentence is then expressed as

$$xs_1: n = xs_1 \oplus xs_2 \oplus \ldots \oplus xs_n$$ \hspace{1cm} (6)

where $\oplus$ is a join operator.

The second layer is a convolutional layer, which is used to extract the features of sentences. To obtain these features, we should slide the $h \times k$ convolution kernel $w_s \in \mathbb{R}^{h \times k}$ in the input layer from top to bottom to complete the convolution operation, and then obtain a feature map, where the feature map column is 1, the line is $n - h + 1$, i.e.,

$$c_s = (c^1_s, c^2_s, \ldots, c^{n-h+1}_s)$$ \hspace{1cm} (7)

where

$$c^i_s = f(w_s : xs_{i:i+h-1} + b_s)$$ \hspace{1cm} (8)

In Equation (8), $f$ is a nonlinear activation function and $b_s$ is a bias term.

In the training model, over-fitting may occur. In order to improve the generalization ability of the model, we use the Dropout method proposed by Hinton et al. [36] to improve the structural performance of the neural network. The main function is to randomly ignore the neurons in the convolutional layer and to reduce the interaction between hidden layer neurons.
The third layer is a pooling layer, whose role is to extract the most important features. In this paper we use the maximum pooling operation, that is, the maximum value of the feature values is set to be the main feature, defined by

\[
\max(c_i) = (\max(c_i^1), \max(c_i^2), \ldots, \max(c_i^{n-h+1}))
\]  

(9)

The last layer is a fully connected layer, whose purpose is to obtain the probability of each class by using the softmax classifier and to judge the class by the probability value. The corresponding formulae are given as follows,

\[
\hat{y} = w \cdot \max(c_i) + b
\]  

(10)

\[
P(\hat{y}_s^t) = \frac{\exp(\hat{y}_s^t)}{\sum_{i=0}^{\text{Label}} \exp(\hat{y}_s^t)}
\]  

(11)

where \(w\) is the weight of the fully connected layer, \(b\) the bias coefficient.

Next, we use a small part of labeled data fields for the target domain to fine-tune. The same first-level input layer uses Word2vec to represent the input layer as \(x_t \in R_1^{nk}\), where \(x_t\) represents sentences in the target domain, so the input sentence is represented as

\[
x_{t_1:n} = x_{t_1} \oplus x_{t_2} \oplus \ldots \oplus x_{t_n}
\]  

(12)

The second layer, named the convolutional layer, uses the weight \(w_s\) of the trained convolution kernel, and obtains the feature map via using the forward propagation algorithm, the formula is given by

\[
c_t = (c_t^1, c_t^2, \ldots, c_t^{n-h+1})
\]  

(13)

where

\[
c_t^i = f(w_s \cdot x_{t_i:i+h-1} + b_s)
\]  

(14)
Then we choose the maximum of each column of $c_t$ by using the max pooling, and get the feature vector, denoted by $\max(c_t)$, i.e.,

$$\max(c_t) = (\max(c_{t1}^1), \max(c_{t2}^2), \ldots, \max(c_{tn-h+1}^{n-h+1}))$$  \(15\)

The weights in the last layer of the fully connected layer are fine-tuned by using the stochastic gradient descent method, the formula is given by

$$\hat{y} = w \cdot \max(c_t) + b$$  \(16\)

where $w$ is the weight of the fully connected layer, $b$ the bias coefficient.

Let $P(\hat{y}_i^t)$ represent the probability of a target domain sample in the $i$-th class, and let the symbol label be the label of the sample, and the formula is

$$P(\hat{y}_i^t) = \frac{\exp(\hat{y}_i^t)}{\sum_{i=0}^{\text{Label}} \exp(\hat{y}_i^t)}$$  \(17\)

Above all, we use the convolutional neural network with three convolutional layers to train the source domain dataset and save the trained model structure and the weights of each layer. The first three layers do not change when training the target domain data, and only the weights of the fully connected layer are fine-tuned. The stochastic gradient descent method is used to adjust the weight value, and then the sentiment analysis is performed on the target domain.

4. Experiment Results and Analysis

4.1. Datasets

In the experiments, we select the Chinese corpus [3] and the English corpus [4] to verify the model. The Chinese corpus is the Chinese comment data sets, including Book reviews, Computer products reviews and Hotel reviews. Each domain review contains 2000 positive texts and 2000 negative texts, respectively. The detailed statistics are shown in Table 1. The English corpus is namely the Amazon review. We use the Amazon Review data set to select Amazon product reviews for four different product types: Books, DVDs, Electronics and Kitchen appliances. The setup of the sentiment classification data set is the same as [4]. Detailed statistics are shown in Table 2.

| Dataset   | Positive Sample Number | Negative Sample Number |
|-----------|------------------------|------------------------|
| Book      | 2000                   | 2000                   |
| Computer  | 2000                   | 2000                   |
| Hotel     | 2000                   | 2000                   |

| Dataset  | Positive Sample Number | Negative Sample Number |
|----------|------------------------|------------------------|
| Book     | 2000                   | 2000                   |
| Kitchen  | 2000                   | 2000                   |
| DVD      | 2000                   | 2000                   |
| Electronic | 2000             | 2000                   |

4.2. Parameter Setting

The word vector is constructed with the word as a basic unit. In the training, we preprocess the datasets and take the first 100 text units. Word vector is constructed, so a sentence is converted into
a fixed size of $100 \times 64$. The convolutional neural network is composed of three convolution layers, a pooling layer and a fully connected layer. The specific parameters are given, i.e., the convolution kernel filter has a word length of 3, 4, 5, a width of 64, a dropout parameter of 0.2, a batch size of 32, and an epoch of 20. The parameter $k$ is the number of the target domain labeled data for fine-tuning. Table 3 lists the parameter settings for CNN in the experiment.

| Parameter Name                      | Parameter Value |
|-------------------------------------|-----------------|
| Sentence length                     | 100             |
| Number of convolution kernels       | 256             |
| Convolution kernel filter word length | 3, 4, 5        |
| Word vector dimension               | 64              |
| Batch size                          | 32              |
| Dropout                             | 0.2             |
| Number of iterations (epoch)        | 20              |
| Target domain training data size ($k$) | 0, 200, 500, 1000, 2000 |

### 4.3. Baseline Methods

Several baseline methods are used in the experiments, such as SVM, LR, NB, SCL [4], SCL-MI [4], SGD [1] and DANN(domain-adversarial neural network) [6]. The baseline methods are based on supervised learning, such as SVM, NB and LR, directly adapt the classifiers trained from a single source to the target domain, while the gold standard is a source domain classifier which is trained on the same domain as it is tested. Table 4 shows the classification accuracy by using machine learning methods, where the source and target domains are the same. We use 80% samples for training and 20% samples for testing.

|          | NB    | LR    | SVM   |
|----------|-------|-------|-------|
| Book     | 0.8301| 0.8900| 0.8850|
| Computer | 0.8550| 0.8860| 0.8530|
| Hotel    | 0.6062| 0.8575| 0.7598|

### 4.4. Experimental Results and Analysis

In this paper, the accuracy, precision, recall and F1-score are used as evaluation indicators.

#### 4.4.1. Experimental Results and Analysis of Chinese Corpus

In order to compare with our transfer learning method, we perform some machine learning methods that no target domain data are used. Table 5 shows the classification accuracy where Book→Hotel indicates that the source domain is Book, the target domain is Hotel, other rows of data are similar, and so on.

Different from the English text, the Chinese text needs to be divided into words in advance. This experiment uses the jieba token for word segmentation. In this experiment, the target domain labelled data are fine-tuned, where $k$ is set to be 500 (250 positive examples, 250 negative examples), and the accuracy index is selected via using the 10-fold cross-validation method, as shown in Table 6.
In order to indicate the impact of target domain samples for model transferring operation, we compare the size of the target domain samples added in the second training stage, where the training data size \( k \) of the target domain is set to be 0, 200, 500, 1000 and 2000, respectively. The results are shown in Figure 3.

In Figure 3, the values of \( k \) given by 200, 500, 1000 and 2000 indicate that the CNN_FT weight parameters are adjusted by using the 200, 500, 1000 and 2000 labeled data of the target domain, respectively. Using the convolutional neural network model for transferring, as shown in Figure 3, the transferring results from the Hotel domain to the Book domain are the best, the accuracy can reach 86.91%, and the transferring results from the computer product domain data to the Hotel domain is generally, namely, 74.57%. Joining the target domain data for training, the accuracy is improved for the most training datasets. From the average results shown in the last column in Figure 3, the accuracy gradually improves after adding the labeled data of the target domain. Let \( k = 200 \), the average accuracy is improved higher, with an average increase of 5%.

![Figure 3](image.png)

**Figure 3.** Accuracy results obtained by adding different numbers of target domain samples.
In order to highlight the advantages of the CNN model, we use the traditional machine learning models for comparison. Figure 4 shows the average of the experimental results for different values of \( k \) combined with different models. Let \( k = 500 \), the comparison results are shown in Table 7.

![Figure 4. Comparison of different models under different k values.](image)

**Table 7. Comparison with traditional machine learning methods (\( k = 500 \)).**

|       | NB     | LR     | SVM    | CNN    |
|-------|--------|--------|--------|--------|
| Book→Hotel | 0.6180 | 0.7426 | 0.7317 | 0.7508 |
| Book→Computer | 0.6931 | 0.7951 | 0.7991 | 0.8014 |
| Hotel→Book | 0.7291 | 0.7411 | 0.7237 | 0.8788 |
| Hotel→Computer | 0.7431 | 0.8043 | 0.8103 | 0.8425 |
| Computer→Book | 0.7663 | 0.7520 | 0.7477 | 0.8625 |
| Computer→Hotel | 0.7583 | 0.7366 | 0.7463 | 0.7457 |
| Average | 0.7180 | 0.7620 | 0.7598 | 0.8136 |

As shown in Table 7, the experimental results show that the effect of using the CNN model for transfer learning is better than the traditional machine learning. Let \( k = 500 \), the transferring result from the Hotel domain to the Book domain is improved about 15%. The transferring result from the computer reviews to the hotel reviews is not improved obviously, and the overall average is about 5%.

According to the above experimental results, the transfer method based on the convolutional neural network can effectively improve the accuracy and can effectively solve the transfer learning problem.

4.4.2. Experimental Results and Analysis of English Corpus

In this subsection, we use the Amazon corpus and compare with the experimental results of the currently published SGD [1], SCL [4], SCL-MI [4] and DANN [6]. In the case of the same model, we use Google News that is the google publicly released text to pre-train the Word2vec model, in which the word vector dimension is set to be 300 dimensions, including three million vocabulary bases, the model size reaches 4 G. The number \( k \) is set to be 50, that is to say, the number of the positive and negative texts in the target domain are 50. The experimental results are shown in Figure 5.

According to Figure 5, the CNN_FT method achieves better results in cross-domain sentiment analysis. Clearly, the proposed CNN_FT performs better than other methods including the state-of-the-art method SCL in most tasks except “K-E” data sets. The result of transferring from the Book domain to the DVD domain is significantly improved by 5%. The result of transferring from the Electronic domain to the Kitchen domain can reach 85.35%.
It can be seen from the experiments that the cross-domain transfer learning method based on the convolutional neural network model is effective. The average accuracy in Chinese can reach 80.72%, and the F1 value can reach 80.42%. The improvement is quite obvious when the target domain provides about 1/10 of the labelled data. Fine-tuning the similar model in 1/10 of the annotation data yields a better performance, which can reduce the cost of the target data annotation. The CNN_FT method proposed in this paper is much better than the traditional machine learning methods in the Chinese text. The accuracy between the Hotel and Book reviews is improved by 15%, with an average improvement is about 5%. Experimental results on the English corpus show that the proposed method is better than the traditional SGD, SCL, SCL-MI and DANN methods, and this method does not need manual query pivots and other manual operations like SCL, and thus it is convenient, simple, fast and accurate. It is not surprising to find that CNN_FT offers a significant improvement compared to other methods. The reason is that fine-tuning can reduce the gap between domains and thus find a reasonable representation for cross-domain sentiment analysis. Experiments show that word2vec+CNN can be used to fine-tune the source domain model transfer in the full connected layer and can achieve better results in the cross-domain text sentiment analysis.

5. Conclusions

In this paper we explore the methods of cross-domain text sentiment analysis and propose a transfer learning method based on the multi-layer convolutional neural network model. In addition, we train a CNN model with the available labeled source data, and then fine-tune the full connected layer with a small part of target samples to solve the cross-domain sentiment analysis problems. We show that this method provides an improvement on two benchmark datasets, the Amazon reviews and the Chinese product reviews. We demonstrate through multiple experiments that CNN_FT can better leverage the small part of labeled data in the target domain and can achieve improvements over baseline methods, that is to say, this method initially solves the problem of the absence of the labeled data in the target domain.

Next, from the perspective of adaptive learning in different domains, we will consider how to automatically extract the common features from different domains and will apply the sample-based transfer learning method to the model.
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