The two classes of low-energy spectra in finite carbon nanotubes
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We study the spectra of finite-length carbon nanotubes (CNTs) of arbitrary chirality. They divide into two classes, which arise because of different rotational symmetries of the low-energy eigenstates. In one of them (the zigzag class), the spinless spectrum is doubly degenerate and the two states can be assigned to different values of the valley degree of freedom. In the other (armchair class), the valley degeneracy is removed and the eigenstates are combinations of both valley states. Recent experimental observation of the valley mixing in ultraclean CNT quantum dots is consistent with our theory for armchair-class CNTs.

I. INTRODUCTION

Research on carbon nanotubes (CNTs) as active elements in nanoelectronic devices is steadily increasing. While the electronic properties of infinitely long CNTs have been studied in detail [1–3], not much is known of the spectrum of CNTs of finite length. This knowledge, however, is crucial both from the fundamental point of view as well as for applications, e.g., in CNT-based quantum-dot devices [4–7]. In this latter case, the CNT’s bound-state spectrum crucially influences the current-voltage characteristics [5,7]. At present, quantization conditions yielding the proper spectrum of bound states are only known for the so-called armchair [8–10] and zigzag [11,12] CNTs. These achiral CNTs have a high degree of symmetry and well-defined edges, for which boundary conditions are easily imposed. The spectrum of finite-length chiral CNTs—the most common realization of a CNT [13]—still poses a challenge. In this work, we first identify the symmetries of finite chiral CNTs and, using this knowledge, evaluate their eigenfunctions and spectrum. Our major finding is that all finite-length CNTs belong to one of two classes, i.e., an armchair (A) class or the zigzag (Z) class [14], with crucially different eigenstates and spectra. The major difference between the two classes involves the so-called valley degree of freedom, possessed by electrons in graphenelike systems. The two valleys $K$ and $K'$ correspond to the two Dirac points of the hexagonal lattice. The spectrum of a (spinless) (Z)-class CNT consists of doubly degenerate levels, which can be assigned to pure valley states. In the (A)-class CNTs, the valley degeneracy is removed, and the eigenstates are $K/K'$ mixtures.

The possibility of breaking the valley degeneracy through different kinds of hard wall boundaries was pointed out in Ref. [15], and through asymmetric velocities of left and right movers in Ref. [16]. In the present work, we reveal and explore in detail [1–3], not much is known of the spectrum of the valley degree of freedom. In the other (armchair class), the valley degeneracy is removed and the eigenstates are combinations of both valley states. Recent experimental observation of the valley mixing in ultraclean CNT quantum dots is consistent with our theory for armchair-class CNTs.

II. SPECTRUM AND SYMMETRIES OF INFINITE CNTs

The nearest-neighbor tight-binding CNT Hamiltonian, with one $p_z$ electron per atom, reads

$$\hat{H} = \sum_{\vec{R}} \sum_{\vec{d}} \hat{t}_{\vec{R},\vec{R}+\vec{d}} |\vec{R},A\rangle \langle \vec{R}+\vec{d},B| + H.c.,$$

where $\vec{R}$ are the lattice vectors and $\vec{d} \in \{0, \vec{a}_1, \vec{a}_2\}$ [cf. Fig. 1(b)]. For simplicity, the spin degree of freedom and spin-orbit interaction effects will be discussed later. The hopping integrals $\hat{t}_{\vec{k},\vec{k}+\vec{d}}$ depend on the CNT’s curvature [21,22].

In infinite CNTs, we can define the sublattice states $|\vec{k},p\rangle = 1/\sqrt{N} \sum_{\vec{R}} \exp(i\vec{k} \cdot \vec{R}) |\vec{R},p\rangle$ and obtain the Hamiltonian in the reciprocal space. Introducing $|\gamma(\vec{k})\rangle = \exp[i\eta(\vec{k})]$, we find the eigenstates of $\hat{H}$ are the Bloch states

$$|\vec{k}\rangle = \frac{1}{\sqrt{2}}(e^{i\eta(\vec{k})/2}|\vec{k},A\rangle \pm e^{-i\eta(\vec{k})/2}|\vec{k},B\rangle),$$

with energy $\pm|\gamma(\vec{k})\rangle$, where the (+/−) sign applies to the conduction/valence states, respectively.

The CNT symmetries defining the eigenstates and relevant for us [Cₜₜₜ, U ⋅ T (T), S(h, h) = T (T)] are illustrated for the rolled (8,2) CNT in Fig. 1(a); their characteristic vectors $\vec{T}, \vec{C}_h, \hat{H}$ on the graphene plane are shown in Fig. 1(b) and listed in Table I.

The geometry of a CNT is determined by its chiral vector defining the nanotube’s circumference [cf. Figs. 1(a) and 1(b)].
The chiral vector is given by the chiral indices $(m_1,m_2)$: \( \vec{C}_h = m_1\vec{a}_1 + m_2\vec{a}_2 \) \[1,14,23–25\]. Let us define $n = \gcd(m_1,m_2)$; then if a CNT with indices $(m_1/n,m_2/n)$ is metallic, i.e., $(m_1 - m_2)/n = 0 \mod 3$, the original $(m_1,m_2)$ CNT is of the (A) class, otherwise it is of the (Z) class. The chiral indices fully determine the symmetries of the CNT \[1,23,25\], their associated quantum numbers, and the nature of the CNT’s eigenstates.

The quantum numbers used to identify a Bloch state are commonly derived either from the pair of symmetries \([C,T(\vec{T})]\) (translational scheme) or \([C_\alpha,SO(2\alpha,\hbar)]\) (helical scheme), resulting either in the quantum numbers \((k_\perp,k_\parallel)\) or \((m,k)\), respectively. We will use mostly the \((m,k)\) pair. The rotational symmetries give rise to the quantized transverse momentum \(m\). The one-dimensional (1D) low-energy electronic dispersion is hyperbolic, with minima at Dirac points shifted by the curvature, \(±\vec{K}_C\) \[cf. Figs. 2(a) and 2(c)\] \[21,22\]. The Dirac momenta \(±\vec{K}_C\) correspond in the helical representation to \((±m,±K_h)\), with \(m ≠ 0\) in CNTs of the (Z) class. In (A)-class CNTs, both valleys share the same crystal angular momentum, \(m = 0\) \[14\]. Appendix A contains a short review of the CNT symmetries and the associated structure of the reciprocal space.

### TABLE I. Symmetry operations of an infinite nanotube with chiral indices \((m_1,m_2)\), in 3D and 2D. All 2D operations have to be taken modulo \(\vec{C}_h\). \(N_B = 2m_1^2 + m_1m_2 + m_2^2/d_\perp\), where \(d_\perp = \gcd(2m_1 + m_2,m_1 + 2m_2)\), is the number of graphene unit cells in the translational CNT unit cell. In the helical scheme, \(n = \gcd(m_1,m_2)\), and the screw operation parameters are \(\alpha = H_\perp/R\) and \(H = H_\parallel\). The helical vector \(\vec{H} = (h_1,h_2)\) can be found from the condition \(h_1m_2 - h_2m_1 = ±n\) \[14,23,25\].

| Symmetry | 3D | 2D | Quantum numbers | Reciprocal space | Action on \(|\vec{k}\rangle\) |
|----------|----|----|-----------------|-----------------|-----------------|
| Rotation by \(2\pi\) (C) | \(\mathcal{R}(2\pi)\) | \(T(\vec{C}_h)\) | \(k_\perp = \vec{k} \cdot \vec{C}_h/\vec{C}_h\) | \(k_\perp = l_\perp/R\), \(l_\perp \in (N_B/2,N_B/2)\) | \(T(\vec{C}_h)|\vec{k}\rangle = |\vec{k}\rangle\) |
| Translation by \(\vec{T}\) | \(T(\vec{T})\) | \(T(\vec{T})\) | \(k_\parallel = \vec{k} \cdot \vec{T}/\vec{T}\) | \(k_\parallel \in (−\pi/T,\pi/T)\) | \(T(\vec{T})|\vec{k}\rangle = e^{ik_\parallel T} |\vec{k}\rangle\) |
| Rotation by \(2\pi/n\) (C\(_\alpha\)) | \(\mathcal{R}(2\pi/n)\) | \(T(\vec{C}_\alpha/n)\) | \(m = \vec{k} \cdot \vec{C}_h/\vec{C}_h\) | \(m \in [0,n - 1]\) | \(T(\vec{C}_\alpha/n)|\vec{k}\rangle = e^{imk_\parallel nR} |\vec{k}\rangle\) |
| Screw (helical) | \(S(\alpha,\hbar)\) | \(T(\vec{H})\) | \(k = \vec{k} \cdot \vec{H}/\vec{H}\) | \(k \in (−\pi/h,\pi/h)\) | \(T(\vec{H})|\vec{k}\rangle = e^{i\pi m\alpha Ch/h} |\vec{k}\rangle\) |
| Rotation by \(\pi\) around the \(\vec{U}\) axis | \(\mathcal{U}\) | \(\mathcal{U}\) | \(+/−\) | | \(\mathcal{U}|\vec{k}\rangle = |−\vec{k}\rangle\) |

Every CNT is also symmetric under a rotation by \(\pi\) around an axis \(\vec{U}\) perpendicular to the \(C\) axis and intersecting either the center of a hexagon or a C-C bond \[24\] \[cf. Figs. 1(a) and 1(b)\]. The atomic orbitals and Bloch states transform under \(\mathcal{U}\) as \(U(R,p) = |− \vec{R}, \vec{p}, − \vec{R}, − \vec{p}\rangle, U(\vec{k}) = |− \vec{k}\rangle\). In real space, \(U\) involves an exchange of sublattices; in reciprocal space, because \(\vec{K} = −\vec{K}_C\), it involves an exchange of Dirac points (valleys).

### III. FINITE NANOTUBES

The spectra of the finite nanotubes can be found numerically, by direct diagonalization of the spinless Hamiltonian (1) for a finite lattice. We have performed this diagonalization, including the curvature effects \[21,22\], with the hopping integrals between \(\pi\) and \(\sigma\) orbitals set to \(V_\pi = −2.66\) and \(V_\sigma = 6.38\) ev \[26\]. In the following, we present our analytical derivation of the spectra together with the numerical results.

Unlike the translational and helical symmetries, neither the rotational symmetries \(C\alpha N\) nor the \(\mathcal{U}\) symmetry are broken in finite nanotubes. Thus we can use them to identify the Hamiltonian eigenstates. We construct these eigenstates as linear combinations of Bloch states (3) with the same energy \(|\gamma(\vec{k})\rangle\), imposing on them the symmetry constraints and the boundary conditions. The most general \(\mathcal{U}\)-symmetric
eigenstate is a combination of the four momenta states with the same $|\gamma(\tilde{k})|$ [see Figs. 2(a) and 2(c)],
\begin{equation}
|\psi\rangle = \sum_{i=1,2} |a_i\rangle (e^{i\beta_i} |m, k_i\rangle + e^{-i\beta_i} |m, -k_i\rangle).
\end{equation}

We denote the four momenta by $(\pm \tilde{k}_1, \pm \tilde{k}_2)$, with $+\tilde{k}$ in the $K$ valley and $-\tilde{k}$ in $K'$; the index “1” stands for $|k| > K_c$ and “2” stands for $|k| < K_c$. In a CNT of length given by $\tilde{L} = N\tilde{T}$, the $U$ axis is at $(C_\parallel + \tilde{L} - \tilde{H})/2$, with $\tilde{H}$ the helical vector. Since the energy eigenstates should also be eigenstates of $U$, $U |\psi\rangle := \pm |\psi\rangle$, the phases $\beta_i$ must obey
\begin{equation}
\tilde{k}_1 \cdot (\tilde{L} - \tilde{H}) + 2\pi mn_u/n + 2\beta_i = n_i\pi, \quad n_i \in \mathbb{Z}.
\end{equation}

The integers $n_i$ are even (odd) for even (odd) $U$ eigenstates, which ensures their mutual orthogonality. Note that \textit{a priori} the even and odd states can also have different momenta, $\tilde{k}_1^{\pm}$. The factor $2\pi n_u/n$ accounts for the difference between the angular coordinates of the end and the beginning of a helical chain.

The finite nature of the system is encoded in the boundary conditions. We require that the wave functions should vanish at some points, to be specified later, beyond the boundary sites.

**A. Boundary conditions: Zigzag class**

The usual boundary conditions applied in pure zigzag ribbons and CNTs [22,27] are $\psi_A(\tilde{R}_L) = 0 \land \psi_B(\tilde{R}_B) = 0$, with $\tilde{R}_L$ and $\tilde{R}_B$ the first “missing” lattice sites beyond the left and right CNT ends, respectively [see Fig. 1(c)]. Note that the $U$ symmetry already implies $\psi_A(\tilde{R}_L) = \psi_B(\tilde{R}_B) = \tilde{L} + \tilde{C}_\parallel - \tilde{H} - \tilde{R}_L$; the finite size of the system in addition sets this value to 0. When applied to the (Z)-class CNTs, this yields
\begin{equation}
\sin(\tilde{k}_1 - \tilde{k}_2) \cdot \tilde{R}_L^* + (\eta_1 - \eta_2)/2 = 0,
\end{equation}
with $\tilde{R}_L^* = \tilde{R}_L - (\tilde{L} - \tilde{H})/2$. The left side of (6) defines a “quantization function” whose zeros yield discrete momentum values, corresponding to discrete longitudinal ($k_1$ or $k$) modes. The solutions of (6) determine the momentum pairs $\tilde{k}_1(n), \tilde{k}_2(n)$, where $\tilde{k}_1(n) = \tilde{k}_1^+(n) = \tilde{k}_1^-(n)$. Out of each pair, with appropriate $\beta_i$’s, we can construct two sets of degenerate states: either $U$ states or valley $K/K'$ states. The $U$ eigenstates are
\begin{equation}
|\pm, n\rangle_Z = \frac{1}{\sqrt{2}} \sum_{\tau = \pm} |a_\tau\rangle \sum_{\tilde{k}_1(n)} f^{\pm}(\tau) e^{i\beta_{\tau}^\pm} |m, \tau k_1(n)\rangle,
\end{equation}
where $f^{+}(\tau) = 1$ and $f^{-}(\tau) = -i\tau$. The phases $\beta_{\tau}$ fulfill the condition (5), and we have chosen here $\beta_{\tau}^+ = \beta_{\tau}^- = \pi/2$, with $\beta_{\tau} := \beta_{\tau}^+$. The valley states are linear combinations of $U$ states,
\begin{equation}
|K/K', n\rangle_Z = |\pm, n\rangle_Z = \frac{1}{\sqrt{2}} (|+ n\rangle_Z \pm i |− n\rangle_Z).
\end{equation}

The energy spectrum consists of doubly degenerate shells [cf. Fig. 2(b)], numbered by $n$. The level spacing between consecutive shells resulting from (6) varies with energy, as shown in Fig. 3(c).

In the helical scheme, the natural choice of the vanishing sites is at $−H$ and at $\tilde{L}$ from the origin of each helical chain, as shown in Fig. 1(c). The translational unit cell of a (6,3) CNT is shown in Fig. 3(a), with its three helical chains and the vector $\tilde{H} = (1, 1)$. The “missing” atoms where the wave functions are set to vanish are marked in open circles. These boundary conditions yield the momentum quantization, with $\tilde{R}_L = -\tilde{H}$:
\begin{equation}
\sin(\tilde{k}_1 - \tilde{k}_2) \cdot (\tilde{L} + \tilde{H})/2 + (\eta_1 - \eta_2)/2 = 0.
\end{equation}

The course of the quantization function for a (6,3) $\times$ 36 CNT [i.e., a (6,3) CNT with 36 unit cells] is plotted in Fig. 3(b). The zeros of this function do not fully coincide with the numerical results, but their qualitative features are similar. In both, the energy spectrum is doubly degenerate and the spacing between the energy levels varies with the distance from the charge neutrality point (CNP). This variation, shown in Fig. 3(c), at low energies differs between numerics and analytics, recovering a very good agreement at higher energies.

The same quantization condition (6) can be obtained by exploiting the $C_\parallel$ symmetry of the nanotube, which is not broken by the edges. The constraint on the wave function is now that it must vanish on the ends of each of the helical chains, $\psi_A(\tilde{R}_L) = \psi_B(\tilde{R}_L + n\tilde{C}_\parallel)/n = 0$, with $n = 1, \ldots, n-1$. Because the $\pm k$ components of the wave function have phase differences of $\pm 2\pi m/n$ between neighboring chains, these $n-1$ conditions can be satisfied only if (6) is.

At low energies (before the trigonal warping comes into play), Eq. (9) becomes
\begin{equation}
\kappa_L = \kappa_1 \cot(\kappa_3 (L + h)),
\end{equation}
with $\kappa_1 = k_1 - K_1^0 - K_2^1 - K_3^2$ and $\kappa_3 = k_1/2L - K_1^0$. This relation, shown here in the translational scheme in which it usually is derived, is the standard momentum quantization condition for pure zigzag CNTs [22,27].

**B. Boundary conditions: Armchair class**

In the (A)-class CNTs, the low-energy states belong to the $m = 0$ subband. The constraint $\psi_A(\tilde{R}_L) = 0 = \psi_B(\tilde{R}_B)$ alone is not sufficient and we must constrain both sublattices at both ends. It is enough to impose that both $\psi_A$ and $\psi_B$ must
vanish on the left end of the CNT, at positions $\vec{R}_{L,A}$ and $\vec{R}_{L,B}$, respectively— their vanishing on the right follows from the $U$ symmetry. The set of equations $\psi_A(\vec{R}_{L,A}) = 0 = \psi_B(\vec{R}_{L,B})$ yields a momentum quantization condition,

$$0 = \sin((\eta_1' + \eta_2')/2) \sin[(k_1 - k_2) \cdot \vec{R}_L']$$

$$\pm \sin((\eta_1' - \eta_2')/2) \sin[(k_1 + k_2) \cdot \vec{R}_L'],$$

(11)

where $\vec{R}_L' = (\vec{R}_{L,A} + \vec{R}_{L,B} - \vec{L} - \vec{H})/2$ and $\eta_i' = \eta_i - k_i \cdot (\vec{R}_{L,A} - \vec{R}_{L,B})$. In contrast to the (Z)-class case, the quantization function now contains two terms. The first originates from the intravalley, while the second comes from the intervalley backscattering. The presence of the latter can be traced to the even-odd $U$ parity eigenstate. The structure of Eq. (11) suggests that for some solutions $\Delta_{+}(-) = E(k_{+}(n)) - E(k_{-}(n))$. The nondegenerate eigenstates can be written as

$$|\pm,n\rangle_A = \frac{1}{2} \sum_{j=1,2} |\alpha_j|^2 \sum_{\tau=\pm} e^{i\tau\beta_j} |0,\tau k_j^2(n),$$

(13)

where both $\beta_j^\pm$ are now defined by (5) for different momenta $\vec{k}_j^\pm$. Note that the transformation which led from (7) to (8) now yields only approximate valley states, where the other valley is strongly suppressed, but since $k^{+} \neq k^{-}$, the suppression cannot be complete.

The quantization function for an (8,2) $\times$ 58 CNT with one choice of $\vec{R}_{L,A}$, $\vec{R}_{L,B}$ [Fig. 4(a)] is shown in Fig. 4(b).

The positions of the energy levels do not match well with the numerical results, but other features show qualitative agreement. The spectrum consists of a set of nearly degenerate doublets, with energies $E_r^+,$ and $E_r^-,$ where $r$ denotes the number of the doublet when reckoned from the CNP and $+/−$ is the even/odd $U$ parity eigenstate. The variation of the spacing between mean doublet energies $|E_{r+1}^+ + E_{r+1}^-|/2 - |E_{r}^+ + E_{r}^-|/2$ [black in Fig. 4(c)] is similar for numerical and analytical results. The energy splitting within the doublets, $\Delta_{r+} = |E_{r}^+ - E_{r}^-|$ [red in Fig. 4(c)], also varies with the distance from the CNP, though the analytical solution seriously overestimates the splitting. One possible method to cure the discrepancy between the analytical and numerical results would be to allow $\vec{R}_{L,A}$ and $\vec{R}_{L,B}$ to vary with energy, reflecting a weaker confinement of the higher-energy states.

The Fourier transform of obtained eigenstates shows that the even and odd states indeed have different momenta, $\vec{k}_1^+$ and $\vec{k}_2^−$, whose difference yields $|\Delta_{+/-}| \simeq \hbar v_F |k^+_1 - k^-_2|$, as shown in Fig. 5(a).

The value of $\Delta_{+/-}$ naturally decreases with the length of the CNT [see Fig. 5(b)], since it is a finite-size effect. It also oscillates with growing amplitude and frequency as the shell number increases, which may be due to the confinement varying with energy.

The structure of Eq. (11) suggests that for some solutions $\Delta_{+/-}(E)$ is 0, and these solutions should correspond to $\vec{k}_i \cdot R_i' = p_i \pi/2$. Since the dispersion is nearly linear, the zeros of $\Delta_{+/-}(E)$ should lie approximately on hyperbola in the $(E,L)$ plane or on straight lines in the $(E,1/L)$ plane. As can be seen in Fig. 5(c), the numerical zeros indeed follow this prediction rather well.

We close this section with three remarks on the relation of our work to that of other authors.

First, for a pure armchair, Eq. (11) also holds, but because there $\eta_1 = \pi$ and $\eta_2 \equiv 2\pi$, the eigenstates (4) contain either only $\pm \vec{k}_1$ or only $\pm \vec{k}_2$. The result is a quantum box quantization, $2 \vec{k} \cdot R_i' = n\pi [8]$. Second, we notice that in several previous works, both in CNTs [15] and in graphene nanoribbons [17], boundary conditions were introduced as a reflection matrix $M$ that links left and right movers on the boundary and results were delivered based on this ansatz. Our work is complementary to these: we begin with a given atomic structure from which the crystal is constructed, links left and right movers on the boundary and results were delivered based on this ansatz. Our work is complementary to these: we begin with a given atomic structure from which the crystal is constructed, links left and right movers on the boundary and results were delivered based on this ansatz.

Third, in experimental devices, the CNT quantum dots are usually defined electrostatically by the gates. Our numerical modeling of CNTs in soft confining potentials with preserved $C_n$ symmetry (see Appendix B) shows that the spectra are then modified, but still clearly belong either to the (A) or (Z) class.

IV. INCLUSION OF THE SPIN-ORBIT INTERACTION (SOI)

The SOI breaks both the $U$ symmetry and the degeneracy between the states $|\vec{k},\sigma\rangle$ and $-|\vec{k},\sigma\rangle$ [22]. The time-reversal and $C_n$ symmetries are preserved and the spectrum consists of a series of Kramers’ doublets. For (Z)-class CNTs, the shell quantization still follows from (6), now with spin-dependent
There we expect positions of shells with for an \((8,2)\)-class CNTs, the effect is present in all shells throughout the low-energy range \([22]\) for one spin direction, locally restoring the hyperbolic dependence of the position of zeros of \(\Delta_{\pm}(E)\) on \(L\) (and, hence, linear dependence on \(1/L\)). The lines have been drawn as a guide to the eye.

\(\eta(\vec{k},\sigma)\) [22]. The doublets are \([\{K,\sigma\},\{K',-\sigma\}\], split by the energy scale \(\Delta_{SO}\). In \((A)\)-class CNTs, the eigenstates are more complex. The Kramers’ pairs are \([|\alpha,\uparrow\rangle,|\beta,\downarrow\rangle]\) and \([|\gamma,\downarrow\rangle,|\delta,\uparrow\rangle]\), where \(|\alpha\rangle,|\beta\rangle,|\gamma\rangle,|\delta\rangle\) denote combinations of valley states, determined by the orthogonality requirements \(\langle\alpha|\delta\rangle = \langle\beta|\gamma\rangle\). The splitting \(\Delta\) between Kramers’ pairs is larger than \(\Delta_{SO}\) (cf. Fig. 6).

The finite \(\Delta_{SO}\) makes it practically impossible to distinguish between the two spectral classes in a spectroscopic experiment. Nevertheless, \(\Delta_{\pm}\) reemerges in the presence of a finite parallel magnetic field \(B_L\). This field breaks the Kramers’ degeneracy; the four levels in one shell evolve differently with \(\Delta_{SO}\) makes it practically impossible to distinguish between the two spectral classes in a spectroscopic experiment. Nevertheless, \(\Delta_{\pm}\) reemerges in the presence of a finite parallel magnetic field \(B_L\). This field breaks the Kramers’ degeneracy; the four levels in one shell evolve differently with varying field magnitude (see Fig. 6). At some value \(B_{BSO}\) of \(B_L\), the acquired Aharonov-Bohm phase compensates \(\Delta_{SO}\) [22] for one spin direction, locally restoring the \(U\) symmetry. There we expect \(\Delta_{\pm}\) to become apparent in \((A)\)-class CNTs. We have tested this hypothesis with numerical calculations of the transmission through finite nanotubes with spin-orbit coupling in \(B_L\) using Green’s function techniques \([28–30]\). The results are shown in Fig. 6. Initially, at \(B_L = 0\), the spectra of both CNTs classes are similar. At \(B_L = B_{BSO}\) in \((Z)\)-class CNTs, the \(K/K’\) states with spin \(\downarrow\) merely cross, while in the \((A)\)-class CNTs, the \(\Delta_{\pm}\) split manifests as an anticrossing. This effect is present in all shells throughout the low-energy spectrum (not shown).

The signature of a valley mixing has been seen in several transport experiments on ultraclean CNT quantum dots in magnetic field \([5,18–20]\) and attributed to the presence of weak disorder. We studied the impact of an on-site disorder on the CNT spectra and show the results in Appendix C. The disorder introduces a level splitting in all CNTs. In the \((Z)\)-class CNTs, this is the only mechanism removing the level degeneracy;
in the (A) class, it adds to the native $\Delta_{+-}$. The disorder-induced split varies for different realizations of disorder (e.g., if the quantum dot is shifted along the CNT), while the $\Delta_{+-}$ does not; this allows for their unambiguous separation. Nevertheless, Fig. 9 in Appendix C suggests a simpler method: smooth changes of the measured anticrossing with the shell energy can be taken as an indication of dominant $\Delta_{+-}$.

V. CONCLUSIONS

Every finite CNT belongs to one of the two spectral classes. One is the (Z) class, with a degenerate spectrum and the $+m/−m$ value of crystal angular momentum associated to the $K/K'$ valley. The (A)-class CNTs have nondegenerate spectrum and their lowest-energy states all have $m = 0$. The impossibility of removing the valley mixing in (A)-class CNTs can be crucial, both in the attempts to use them for quantum computing, relying on the manipulation of spin and valley operations. These rotational symmetries are preserved in finite CNTs.

Each nanotube is a complex periodic system and several schemes have been proposed [1,23,25] for generating the whole lattice out of a smaller unit cell. In the two most common approaches, the CNT is generated either by repeated application of translations by a vector $\vec{T}$, with the unit cell spanned by $\vec{C}_h$ and $\vec{T}$ (the linear-angular approach from Ref. [25]), or by repeated application of screw translations $S(\sigma, h)$ (rotation by $\sigma$ around and translation by $h$ along the $C$ axis) and $C_n$ rotations to the diatomic cell of graphene (helical-angular approach). In the former scheme, a nanotube is decomposed into a linear chain with the unit cell containing many atoms; in the latter approach, it becomes a set of $n$ helical chains, each with a diatomic unit cell. These two schemes are illustrated in Figs. 1(a) and 1(b).

In the reciprocal space, the two approaches correspond to two different tilings of the space. In the translational picture, we have $N_B = 2(m_1^2 + m_1m_2 + m_2^2)/d_R$ subbands corresponding to different $k_\perp$, each of them with $k_l \in (−\pi/T, π/T)$. In the helical picture, we have $n$ subbands with different values of crystal angular momentum $m$, each of them with $k \in (−\pi/h, π/h)$. This is illustrated in Figs. 7(a) and 7(b) for a (Z)-class nanotube and in Figs. 7(c) and 7(d) for an (A)-class nanotube.
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APPENDIX A: CNT SYMMETRIES

The rolling of the graphene plane corresponds mathematically to imposing the condition $\vec{R} = \vec{R} + \vec{C}_h$, where $\vec{C}_h = m_1\vec{a}_1 + m_2\vec{a}_2$ is the chiral vector of the CNT defining its circumference. The nanotube is naturally invariant under rotation by $2\pi$ around its cylindrical axis—the $C$ operation. If $\gcd(m_1, m_2) = n \neq 1$, the CNT is, in addition, symmetric under rotations by $2\pi/n$ around its cylindrical axis ($C_n$ operations). These rotational symmetries are preserved in finite CNTs.

FIG. 7. (Color online) The reciprocal space structure of the two classes of nanotubes. A zigzag class (6,3) is shown in the (a) translational and (b) helical approach. Note that in the translational scheme, both Dirac points lie at $k_\parallel = 0$. An armchair-class (8,2) nanotube is shown in the translational approach in (c) and in the helical approach in (d).
**APPENDIX B: SOFT CONFINING POTENTIAL**

So far in our approach, we assumed a sharply defined atomic lattice, with the on-site energies set everywhere to 0. In transport experiments, however, the nanotubes are usually covered by, or lying across, electric leads—then the ends of the “active” (measured) part of the nanotube are defined electrostatically. The confinement can be shaped further by the use of gate electrodes. A natural question arises as to whether in smooth confining potentials, such as in quantum-dot devices, the difference between (Z)-class and (A)-class spectra will still be present.

We model the smooth confining potential as a modulation of the on-site energy on the atomic sites across the nanotube, \( ε_0(x) = V(x) \). The edge atoms have on-site energies equal to the work function of the CNT, which is \( \sim 5 \) eV. The potential then falls off smoothly towards the center of the tube. We use two types of potential, i.e., either exponential or polynomial:

\[
V(x_\parallel) = V_0 \left[ \exp \left( -\frac{x_\parallel}{\lambda} \right) + \exp \left( -\frac{L - x_\parallel}{\lambda} \right) \right],
\]

\[
V(x_\parallel) = V_0(n)|x_\parallel - (L/2)|^n.
\]

We vary the parameters \( \lambda \) and \( n \) so as to obtain a range of potentials with slopes of decreasing steepness. Parts of the resulting spectra are shown in Fig. 8 and again separate into two distinct classes. The zigzaglike nanotubes have a spectrum predominantly composed of degenerate doublets, with some single-energy levels appearing as the potential becomes less steep. Those states are developing in the areas of increased on-site potentials.

The spectra of armchairlike nanotubes remain nondegenerate, though the shape of the potential influences the distances between the energy levels and the splitting between \(+/−\) pairs. In consequence, the smooth confinement preserves the zigzaglike or armchairlike character of the spectrum.

**APPENDIX C: DISORDER**

We model the disorder in the nanotube by introducing into the lattice a number of randomly distributed sites with increased on-site energies \([34]\). The spinless Hamiltonian (1) from the main text then becomes

\[
\hat{H} = \sum_{\vec{R},p_i} \epsilon_i |\vec{R},p_i\rangle \langle \vec{R},p_i| + \sum_{\vec{R}} \sum_{\vec{d}} \sum_{c} t_{\vec{R},\vec{R}+\vec{d}} \hat{c}_{\vec{R},c} \hat{c}^+_{\vec{R}+\vec{d},c} + \text{H.c.}
\]

The \( \vec{R}, p_i \) denote the disorder sites and \( \epsilon_i \) is the on-site energy, which we chose to be equal for all sites \( i \). We show in Fig. 9 the level splittings in the spectrum of the Hamiltonian (C1) for an (A)-class (8,2) CNT with the length of \( \sim 76 \) nm (6496 atoms), and a (Z)-class (6,3) CNT with the length of \( \sim 82 \) nm (6048 atoms). The number of disorder sites is 4, and their energies are either 1.5 or 0.15 eV.

The presence of the disorder, which breaks the \( C_n \) symmetry, lifts the level degeneracies in the (Z)-class CNTs, with the average splitting increasing as the number of disorder sites or their on-site energy rises. In an (A)-class CNT, we observe a scattered modulation of the original level splittings, usually increased above the values from the pristine nanotube. For on-site energies in the range of \( \sim 0.1 \) eV, the disorder effects

![FIG. 8. (Color online) (a) The shape of the confining potential for the parameters used in our numerical calculation. (b) Parts of the spectra of a zigzaglike and an armchairlike CNT in the potentials shown in (a). The points denote the energy levels—most of them doubly degenerate in the (6,3) CNT and all of them nondegenerate in the (8,2) nanotube. The color of the spectrum points corresponds to the potential in (a) with which the spectrum is obtained.](image)

![FIG. 9. (Color online) The shell level splitting as a function of the shell energy for (a),(b) an (A)-class (8,2) CNT and (c),(d) a (Z)-class (6,3) CNT with \( N_i = 4 \) disorder sites. The on-site energy of the disorder sites is (a),(c) 0.15 eV or (b),(d) 1.5 eV. The three different point types denote the results from three different random configurations of disorder. The solid lines in the plot for the (A)-class CNT denote the shell level spacings in a pristine nanotube.](image)
are small in comparison with the native $\Delta_{\perp}$. For energies in the range of $\sim 1$ eV, the disorder dominates.

In principle, the disorder in carbon nanotubes [35] can significantly perturb their band structure, e.g., the lattice defects can introduce into the nanotube segments of different chirality. Nevertheless, the valley mixing observed in the experiments [5,18,20] is small, and therefore unlikely to be caused by such strong perturbations. The modeling of the disorder through the variation of the on-site energies should therefore be applicable to describe the experimental situation.

In the experiments on ultraclean CNT quantum dots in magnetic fields, where the valley mixing manifests as a level anticrossing $\Delta_{KK}$, a scan of several energy shells may reveal to which class the CNT belongs. A regular and smooth evolution of $\Delta_{KK}$ with the shell energy would be a clear signature of an $\text{(A)}$-class CNT. A pseudorandom distribution of $\Delta_{KK}(E)$ would indicate the presence of disorder, without ruling out either of the spectral classes. The only experimental investigation of the $\Delta_{KK}$ as a function of the gate voltage in Ref. [18] shows a $\Delta_{KK}(E)$ which is initially scattered and shows a smoother oscillation for higher shells. This indicates that the disorder is present and neither proves nor disproves the presence of a boundary-induced $\Delta_{\perp}$.

If the nanotube in the quantum-dot device is ultraclean and valley mixing without clear regular dependence on the shell energy is observed, then the effect of disorder might be disentangled from the boundary-induced $\Delta_{\perp}$ by changing the position of the quantum dot along the CNT. This can be achieved either by the use of multiple gates [36] or by using as the gate electrode a movable scanning tunneling microscopy (STM) tip [37] at such a distance from the sample which prevents the tunneling current but suffices to modulate the electrostatic potential. While the boundary-induced $\Delta_{\perp}$ would not depend on the placement of the dot along the CNT (provided the size of the dot is constant), the disorder-induced valley mixing would change sharply when the quantum dot would reach the disorder sites.

Another implementation of this idea would be to use two STM tips, which would create the two tunneling barriers defining a quantum dot. When they are shifted along the nanotube and the distance between them is kept fixed, the area of the quantum dot encounters different realizations of disorder. The amplitude of the $KK'$ anticrossing would therefore also vary. The variable part of this splitting could then be attributed to disorder, and the constant part could be attributed to the boundary effect.
[30] The dimensionless parameter $\delta$ measuring the spin-orbit coupling strength [21,22] was taken to be $\delta = -2 \times 10^{-4}$.
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