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Spatially inhomogeneous functions, which may be smooth in some regions and rough in other regions, are modelled naturally in a Bayesian manner using so-called Besov priors which are given by random wavelet expansions with Laplace-distributed coefficients. This paper studies theoretical guarantees for such prior measures – specifically, we examine their frequentist posterior contraction rates in the setting of non-linear inverse problems with Gaussian white noise. Our results are first derived under a general local Lipschitz assumption on the forward map. We then verify the assumption for two non-linear inverse problems arising from elliptic partial differential equations, the Darcy flow model from geophysics as well as a model for the Schrödinger equation appearing in tomography. In the course of the proofs, we also obtain novel concentration inequalities for penalized least squares estimators with $\ell^1$ wavelet penalty, which have a natural interpretation as maximum a posteriori (MAP) estimators. The true parameter is assumed to belong to some spatially inhomogeneous Besov class $B^{\alpha}_{1,1}$, with $\alpha > 0$ sufficiently large. In a setting with direct observations, we complement these upper bounds with a lower bound on the rate of contraction for arbitrary Gaussian priors. An immediate consequence of our results is that while Laplace priors can achieve minimax-optimal rates over $B^{\alpha}_{1,1}$-classes, Gaussian priors are limited to a (by a polynomial factor) slower contraction rate. This gives information-theoretical justification for the intuition that Laplace priors are more compatible with $\ell^1$ regularity structure in the underlying parameter.
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1. Introduction

In many complex non-parametric statistical models, inference tasks are characterized by indirect and noisy measurement schemes of some unknown parameter $F$, in which small observation errors in the data may result in large reconstruction errors. In mathematical terms, this is encapsulated in the framework of statistical inverse problems, where there is a known and ‘ill-posed’ forward map $G$ between suitable function spaces, and noisy measurements of $G(F)$ are available. Here, ‘ill-posedness’ refers to the lack of a continuous inverse $G^{-1}$. Prototypical examples arise from image reconstruction and tomography [36], geophysics [34, 64], seismology [44] and an abundance of other areas of science and engineering. In particular, a large class of forward maps arise from partial differential equations (PDE) and are non-linear [35]; our main examples below are of this type. In recent years, the Bayesian approach to inverse problems enjoyed enormous popularity since it offers a natural paradigm to quantify uncertainty via ‘credible sets’ and since the computation of high-dimensional posterior distributions via scalable Markov Chain Monte Carlo has become more feasible than ever before [56, 19, 15] – with Gaussian processes being arguably the most widely used prior models for $F$.

This paper studies the case of spatially inhomogeneous functions $F$, i.e. functions which may be locally constant in some areas and exhibit high variation (or even jumps) in other areas. This is obviously relevant in imaging settings but also, for instance, in geophysics, when one aims to model physical properties of layered media. It is well-known that a natural mathematical representation for such functions is given by Besov spaces $B_{pq}^s$ with $s > 0$, $p = q = 1$, which measure the local change of $F$ in an $L^1$-sense. Minimax estimation problems for such unknowns have been studied widely in the literature, see, e.g., [22] for direct problems and [21], where linear inverse problems are considered. A central finding of these works is that (in $L^2$-loss) linear estimators can only achieve polynomially slower convergence rates than the minimax rate.

The key modelling choice in the Bayesian setting is a prior distribution which reflects appropriately the regularity structure present in the parameter, and the paper [41] first proposed a class of sequence priors with independently drawn and appropriately weighted Laplace-distributed wavelet coefficients (see also [42, 18, 19, 38]) in order to capture the $\ell^1$-nature of $B_{11}^1$-norms. In particular, this leads to a Bayesian analogue of placing an $\ell^1$ penalty on the wavelet coefficients termed $B_{11}^1$-Besov priors (while Gaussian priors are associated to $\ell^2$-type Sobolev norm penalties via their RKHS). In this paper, we investigate two distinct notions of posterior consistency for the Bayesian recovery of the ground truth parameter using such Laplace priors in the ‘frequentist’ small noise limit; the data are assumed to be corrupted by white noise. While our main goal is to study the rates of contraction for the full posterior distribution [26, 27], our proofs do require us to also examine the concentration properties of variationally defined penalized least squares estimators with $\ell^1$-type wavelet penalty, which can be shown to correspond to Maximum a Posteriori (MAP) estimators arising from Laplace wavelet priors [2]. Finally, note that we are not attempting to reconstruct a sparse signal for which posterior contraction rates with Laplace priors are known to be sub-optimal [12].
Building on seminal work in the 2000s [26, 28, 63], significant progress was made in the frequentist study of nonparametric Bayesian inverse problems, at first in the linear setting, see, e.g., [39, 4, 50]. Only recently, similar results were derived for non-linear PDE models in the papers [47, 48, 46, 1, 31, 37] – these references mostly consider Gaussian or ‘uniformly bounded’ wavelet priors and Sobolev/Hölder-type regularity assumptions on the ground truth. On the other hand, the paper [3] initiated the study of posterior contraction rates for Laplace priors by examining the concentration properties of product measures of ‘$p$-exponential’ type ($1 \leq p \leq 2$), yielding contraction rates for standard ‘direct’ nonparametric models (paralleling the results from [63] for Gaussian process priors). Notably, those upper bounds suggest that while Laplace priors can achieve the minimax rate of estimation over spatially inhomogeneous Besov bodies, Gaussian priors might be limited by the above-mentioned slower linear minimax rate. We also mention two recent preprints which respectively consider Laplace priors for stochastic diffusion models with Sobolev ground truth [32] and spike-and-slab as well as random tree-type priors for ‘direct’ nonparametric regression under spatially varying Hölder smoothness [54].

Contributions

A main contribution of our paper is to extend the contraction results for Laplace priors over inhomogeneous Besov bodies from [3] to (non-linear) inverse problems. We do this under a general local Lipschitz condition for the forward map $G$, further relaxing regularity assumptions imposed in previous (Gaussian and Sobolev) literature [48, 47]; see Theorem 2.4 below as well as the discussion preceding it. Those conditions are satisfied for a range of representative non-linear forward maps, including for instance the Darcy flow model from groundwater geophysics [56, 64] where $G(F)$ is given by the (unique) solution $u \equiv u_F$ to the boundary value problem

$$\nabla \cdot (\exp(F) \nabla u) = g \text{ on } \mathcal{O}, \quad u = 0 \text{ on } \partial \mathcal{O}. \quad (1.1)$$

Here, $\mathcal{O} \subseteq \mathbb{R}^d$ ($d \geq 1$) is a bounded and smooth domain, $\nabla \cdot$ denotes divergence and $g : \mathcal{O} \to (0, \infty)$ is a known, smooth and positive source function, see Section 3 for details. While we focus on (1.1) and one other representative example arising from an (elliptic) steady-state Schrödinger equation, we expect that the conditions laid out in Section 2 are indeed satisfied by a far larger class of forward models.

We also address the following complementary question about lower bounds: Can Gaussian process priors (GPPs) achieve the same rates of contraction as Laplace priors over spatially inhomogeneous Besov function classes? In other words, one asks whether the $\ell^1$-type penalty structure implicit in Laplace-type wavelet priors is more compatible, in an actual information theoretic sense, with $B_{pq}^s$ ($1 \leq p < 2$) than commonly used Gaussian random fields. Theorem 4.1 below answers this question in the affirmative, in a setting with direct observations ($G \equiv \text{Id}$). Specifically, we find that any contraction rate for a sequence of GPP’s, that is ‘uniform’ over $B_{pq}^s$ bodies, is limited by the linear minimax rates from [22]. This confirms that the gap between the upper bounds with Gaussian and Laplace priors in [3] is indeed unavoidable, see Theorem 5.9 and Remark 5.10 there.

Our main results are stated in Sections 2 (upper bounds for general $G$), 3 (upper bounds for PDE models) and 4 (lower bounds). Section 5 contains the proofs for the upper bounds for general $G$, while Section 6 includes a summary of key measure-theoretic properties of Laplace priors. The remaining proofs, additional background material and some technical results on Besov spaces can be found in the Supplement.

Proof ideas

The structure of our proofs in Section 5 follows the general approach first laid out in [26] (see also the monographs [27, 30]) of demonstrating (a) that the prior satisfies exponential ‘prior mass around the
true parameter’ as well as ‘sieve set mass’ inequalities, and (b) that sufficiently $L^2$-separated elements of the sieve set (equal to an appropriate enlargement of a Besov body here) can be tested against the ground truth, in a uniform manner. In our setting, we verify the former conditions using concentration results for log-concave product measures due to Borell [9] and Talagrand [57]. To obtain the necessary tests, we employ novel concentration inequalities for $\ell^1$-type penalised least squares estimators for $G(F)$, adapting metric entropy-based techniques from $M$-estimation [61, 62] (similarly to [48]) to the present non-linear regression setting with locally Lipschitz $G$ – see Theorem 5.6 below. We also note that though the domains of forward operators $G$ considered are generally unbounded, due to the ‘compactifying’ effect of the prior distribution our results essentially only rely on local forward and ‘backward stability’ estimates on $G$, allowing for an arbitrary scaling of the local Lipschitz constants for parameters far from the origin. In particular, this permits a more flexible choice of parameterisation (and of ‘link function’), in our main PDE examples, see Section 3. In contrast, most existing results do rely on an explicit quantitative (polynomial) control of relevant non-linearities, see, e.g., [48, 31].

Our lower bounds are proved by relating Gaussian process priors with the minimax estimation theory over Besov bodies [22] mentioned above. To do so in a rigorous manner, we require a uniform notion of contraction rates, as formalized in (4.3). While contraction rates in the literature are not generally formulated this way, the underlying proof techniques do usually permit such ‘stronger’ uniform bounds, as demonstrated in Theorem 2.4 and its proof below. Our techniques stand in contrast to [11] where lower bounds for contraction rates are derived for certain Gaussian priors by use of explicit properties of their ‘concentration function’; see Sections 2.2 and 4 for more discussion.

**Outlook**

While Bayesian numerical computation can be expected to be challenging in the current PDE setting (due to the non-log-concavity of the posterior distribution), significant advances were made during the last decade in overcoming such computational barriers. For various formulations of MCMC methodologies in high- and infinite-dimensional settings we refer to the papers [15, 7, 16] and [13] where Laplace priors are considered, as well as references therein. There is also a growing literature in deriving rigorous theoretical ‘mixing’ guarantees for those MCMC schemes, see, e.g., [17, 23, 33, 49, 55]. The recent work [49] derives polynomial-time convergence guarantees for high-dimensional sampling problems arising in the Schrödinger model studied in Section 3.3 below, when Gaussian priors are utilized. Conceivably, the approach taken in [49] can be extended to obtain polynomial-time computation bounds for Laplace priors – here, however, we leave this topic to be explored in future work. Similarly, the computation of MAP-type estimators can be challenging in non-linear inverse problems due to the non-convexity of the objective, and the development of rigorous computational guarantees is an ongoing research effort (see, e.g., [49] as well as [25, 35] for classical iterative methods).

Note that our convergence results below do require the true parameter to satisfy a minimum Besov-smoothness of at least $\alpha > d + 1$. In particular, our results do not cover the ‘low-regularity’ space $B^1_{11}$ associated to total variation [22, 41]. The main reasons are rooted in our use of classical elliptic PDE theory [29] which requires Hölder-type smoothness of the coefficients, but also, secondarily, for standard metric entropy integrals for function spaces, employed to study the convergence of the direct problem, to converge. Nevertheless, the spaces $B^\alpha_{11}$, $\alpha > 1$, still capture meaningful spatially inhomogeneous behaviour, in that they penalize (higher-order) variations in an $L^1$-sense. A careful separate study of the low-regularity regime poses an interesting challenge for future research.

See also the Remarks 2.5, 3.6 and 3.7 below for more discussion of possible future directions which relate to the use of ‘truncated’ or ‘non-rescaled’ priors, and minimax optimality.
Basic notation and function spaces

For any (nonempty) open, Borel subset $O \subseteq \mathbb{R}^d$ ($d \geq 1$) with smooth boundary $\partial O$, let $L^2(O)$ denote the (Lebesgue) square integrable functions on $O$. We write $C(O)$ for the space of bounded, continuous functions on $O$, equipped with the sup-norm $\| \cdot \|_\infty$. For any integer $b \geq 1$, we write $C^b(O)$ for the space of $b$ times continuously differentiable functions; $C^\infty_c(O)$ denotes the smooth functions compactly supported in $O$. For non-integer $b > 0$, we denote by $C^b(O)$ the usual $b$-regular spaces of Hölder-continuous functions.

For integer $s \geq 0$, let $H^s(O)$ denote the space of $s$ times weakly differentiable $L^2(O)$ functions with derivatives in $L^2(O)$, normed by

$$
\| F \|_{H^s(O)}^2 := \sum_{|b| \leq s} \| \partial^b F \|_{L^2(O)}^2,
$$

and for non-integer $s > 0$ we may define $H^s(O)$ by interpolation, see, e.g., [43]. We moreover need the following subspace of $H^s(\mathbb{R}^d)$-functions supported in $O$,

$$
\tilde{H}^s(O) := \{ f \in H^s(\mathbb{R}^d) : \text{supp}(f) \subseteq \tilde{O} \}. \quad (1.2)
$$

For any Banach space $X$, we denote by $X^*$ its topological dual space $\{ L : X \to \mathbb{R} \text{ linear and bounded} \}$, equipped with the operator norm. For $s > 0$, we then define the negative order Sobolev spaces as $H^{-s}(O) = (\tilde{H}^s(O))^*$. For $s \geq 0$ and $p, q \in [1, \infty]$, we denote by $B^{s}_{pq}(O)$ the usual $s$-regular space of Besov functions on $O$; we refer to Section B in the Supplement as well as [24], p.57, for more detailed definitions. For $p = q = \infty$, and non-integer $s > 0$, we have $C^s(O) = B^s_{\infty\infty}(O)$, see, e.g., Section 4.3.4 in [60]. We will frequently use the (continuous) embedding $B^{s}_{11}(O) \subseteq C^b(O)$ which holds for any $0 < b < \alpha - d$; i.e. there exists some $C > 0$ such that

$$
\| f \|_{C^b(O)} \leq C \| f \|_{B^{s}_{11}(O)}, \quad \forall f \in B^{s}_{11}(O). \quad (1.3)
$$

[For non-integer $b$ this is a standard property of Besov spaces, and for integer $b$ we obtain this by choosing some non-integer $b' \in (b, \alpha - d)$ and observing that $B^{b'}_{11}(O) \subseteq C^b(O)$.

Finally, we use \lesssim, \gtrsim and \sim respectively to denote one- and two-sided inequalities which hold up to multiplicative constants.

2. Results with general forward maps in prediction risk

In this section, we first outline the construction of $B^{1}_{11}$-Besov priors and other key preliminaries. We subsequently state a main result, Theorem 2.4, about posterior contraction for $\hat{G}(F)$ around $\hat{G}(F_0)$. Section 2.3 is devoted to convergence rates for penalized least squares estimators, see Theorem 2.6.

2.1. Statistical inverse problems and Besov-type prior distributions

Throughout this section, we fix integers $d, d' \geq 1$, an open (nonempty), bounded domain $O \subseteq \mathbb{R}^d$ with smooth boundary $\partial O$ and a Borel subset $D \subseteq \mathbb{R}^{d'}$. For a measurable subset $\mathcal{V} \subset L^2(O)$, suppose that

$$
\mathcal{G} : \mathcal{V} \to L^2(D) \quad (2.1)
$$
is a given (measurable) ‘forward’ map. For noise level \( \varepsilon > 0 \), a centered \( L^2(D) \)-Gaussian white noise process \( \mathcal{W} \) and any (unknown) \( F \in \mathcal{V} \), we assume that the data arise as a realisation of the stochastic process \((Y_\varepsilon(\psi) : \psi \in L^2(D))\) given by

\[
Y_\varepsilon = \mathcal{G}(F) + \varepsilon \mathcal{W}.
\]

Under mild regularity assumptions on the ‘regression functions’ \( \mathcal{G}(F) \), the observation scheme (2.2) constitutes a mathematically convenient, and asymptotically equivalent (in a Le Cam sense of statistical experiments) continuous limit for observing \( \mathcal{G}(F) \) at order \( \varepsilon^{-2} \) many ‘equally spaced’ points across \( D \), see, e.g., [10, 52]. We note that \( L^2(D) \) and \( \mathcal{W} \) here could generally be replaced by any separable Hilbert space \( \mathbb{H} \) along with an ‘iso-normal’ white noise process for \( \mathbb{H} \) (akin to Section 2 in [48]), with essentially no changes in the proofs. We refrain from this generalization for ease of presentation.

The law of \( Y_\varepsilon|F \) from (2.2) is denoted by \( P^\varepsilon_F \). By the Cameron-Martin theorem [30, Proposition 6.1.5], the law \( P^\varepsilon_{\mathcal{W}} \) of \( \varepsilon \mathcal{W} \) is a common dominating measure for the laws arising from (2.2), and we may thus define the likelihood function

\[
p^\varepsilon_F(y) := \frac{dP^\varepsilon_F}{dP^\varepsilon_{\mathcal{W}}}(y) = \exp \left( \frac{1}{\varepsilon^2} \langle y, \mathcal{G}(F) \rangle_{L^2(D)} - \frac{1}{2\varepsilon^2} \| \mathcal{G}(F) \|_{L^2(D)}^2 \right).
\]

In the Bayesian approach one employs a prior (Borel) probability measure \( \Pi \) supported on \( \mathcal{V} \) to model the unknown parameter \( F \), and inference on \( F \) is based on the posterior distribution \( \Pi(\cdot|Y_\varepsilon) \) of \( F|Y_\varepsilon \).

The latter is determined by Bayes’ formula [see, e.g., p.7 in [27]]

\[
\Pi(B|Y_\varepsilon) = \frac{\int_B p^\varepsilon_F(Y_\varepsilon) d\Pi(F)}{\int_{\mathcal{V}} p^\varepsilon_F(Y_\varepsilon) d\Pi(F)}, \quad \text{for any Borel set } B \subseteq \mathcal{V}.
\]

In this paper we consider Besov-type prior distributions on \( L^2(\mathcal{O}) \) which arise as random wavelet series expansions with Laplace-distributed weights. Specifically, consider an orthonormal basis \( \Psi \) of \( L^2(\mathbb{R}^d) \), consisting of ‘sufficiently smooth’, compactly supported wavelets – e.g., we may choose \( \Psi \) to consist of Daubechies tensor wavelets of regularity \( S > 0 \), see, e.g., [20, 45] or also [47]. [In what follows we will tacitly assume \( S > \alpha \), where \( \alpha \) denotes the smoothness parameter below.] We further denote by

\[
\Psi_\mathcal{O} = \{ \psi \in \Psi : \supp(\psi) \cap \mathcal{O} \neq \emptyset \} = \{ \psi_{kl} \}_{k \geq 1, 1 \leq l \leq L_k}
\]

the sub-basis of wavelets whose support has nonempty intersection with \( \mathcal{O} \), which we have enumerated at each level \( k \geq 1 \) by the index \( 1 \leq l \leq L_k \). Since \( \mathcal{O} \) is bounded and open, \( L_k \) satisfies \( L_k \approx 2^{dk} \). Despite this sub-collection not necessarily forming an orthonormal system in \( L^2(\mathcal{O}) \) (since some wavelets may have support with nonempty intersection with both \( \mathcal{O} \) and \( \mathbb{R}^d \setminus \mathcal{O} \)), any square integrable function \( F \) supported on \( \mathcal{O} \) can be uniquely represented as a sum

\[
F = \sum_{k=1}^{\infty} \sum_{l=1}^{L_k} F_{kl} \psi_{kl}, \quad \text{where } F_{kl} = \langle F, \psi_{kl} \rangle_{L^2(\mathcal{O})}.
\]

The following definition is similar to previous constructions of Besov-type priors [41, 18, 2] on bounded intervals and the \( d \)-dimensional torus.
Definition 2.1 ($B^{\alpha}_{1,1}$-Besov prior on $L^2(\mathcal{O})$). For integer regularity level $\alpha > d$ and i.i.d. univariate standard Laplace random variables $\{\xi_{kl}\}_{k \geq 1, 1 \leq l \leq L_k}$, let
$$
\tilde{F} = \sum_{k=1}^{\infty} \sum_{l=1}^{L_k} 2^{(d-\alpha)k} \xi_{kl} \psi_{kl}.
$$

We denote the law of $\tilde{F}$ by $\tilde{\Pi}$. Next, given any compact subset $K \subset \mathcal{O}$, for some smooth cut-off function $\chi \in C^\infty(\mathcal{O})$ satisfying $\chi = 1$ on $K$, then, for some scalar $\rho > 0$ (also to be chosen later), the $B^{\alpha}_{1,1}$-Besov prior distribution is given by
$$
\Pi = \mathcal{L}(\rho \chi \tilde{F}), \quad \tilde{F} \sim \tilde{\Pi}.
$$

The compact subset $K \subset \mathcal{O}$ and cut-off function $\chi$ are employed to deal with well-known intricacies with wavelet representations at the boundary $\partial \mathcal{O}$ (cf. [31, 59]). In addition to the regularity level $\alpha$, here $\rho > 0$ is a scaling parameter which allows to calibrate the spread of the prior distribution. Note that the assumption $\alpha > d$ ensures the summability of the sequence $(L_k 2^{(d-\alpha)k} : k \geq 1)$ such that $\Pi$ is supported on $L^2(\mathcal{O})$. Under the stricter assumption $\alpha > 1 + d$, it follows from Lemma 6.1 below that
$$
\Pi(C^0(\mathcal{O})) = 1,
$$
for any integer $b$ such that $1 \leq b < \alpha - d$, and for any $\rho > 0$. In fact, below we choose $\rho$ as an appropriate function of the noise level $\varepsilon$, which secures that the prior concentrates on a fixed ball of $C^0(\mathcal{O})$; see the proof of Lemma 5.1.

2.2. Posterior contraction rates for locally Lipschitz forward maps

Our first main result, Theorem 2.4 below, regards contraction properties for the forward-level posterior distribution on $\mathcal{G}(F)$ around $\mathcal{G}(F_0)$. Its main hypotheses on the prior measure, ground truth and forward map $\mathcal{G}$ are summarized in Assumptions 2.2 and 2.3.

Assumption 2.2 (Prior and ground truth). We assume the following.

i) Let $\alpha > 1 + d$ integer and let $K \subset \mathcal{O}$ be a compact subset. Suppose that data is given by $Y_\varepsilon$ from (2.2) with some ground truth parameter $F_0 \in B^\alpha_{1,1}(\mathcal{O}) \cap \mathcal{V}$ with supp($F_0$) $\subseteq K$.

ii) For those choices of $\alpha, K$, some cut-off function $\chi \in C^\infty(\mathcal{O})$ with $\chi \equiv 1$ on $K$, and some integer $\kappa \geq 0$, let $\Pi_\varepsilon$ be the $B^\alpha_{1,1}$-Besov prior from Definition 2.1, with scaling constant
$$
\rho = \varepsilon^2/\delta^2 = \varepsilon^{2d+2\alpha+\beta}, \quad \delta = \varepsilon^{2\alpha+2\alpha+\beta}. \tag{2.10}
$$

The above assumption, together with (1.3), implies that $F_0 \in C^b(\mathcal{O})$, for $1 \leq b < \alpha - d$. The next assumption entails that the forward map $\mathcal{G}$ is locally Lipschitz with respect to a negative order Sobolev norm. An integer parameter $\kappa \geq 0$ in (2.12) encapsulates the ‘degrees of smoothing’ of the forward map (and $\kappa$ in the above assumption will then be chosen as that constant).

Assumption 2.3 (Forward regularity). For $\chi$ and $\alpha$ as in Assumption 2.2 and some integer $1 \leq \beta < \alpha - d$, suppose the domain $\mathcal{V}$ of the forward map satisfies
$$
\mathcal{V} \supseteq C^\beta_\chi(\mathcal{O}) := \{ F \in C^0(\mathcal{O}) : \text{supp}(F) \subseteq \text{supp}(\chi) \}. \tag{2.11}
$$
Moreover, assume that for some integer $\kappa \geq 0$ and any $R > 0$ there exists $C_R > 0$ such that
\[
\|G(F_1) - G(F_2)\|_{L^2(D)} \leq C_R \|F_1 - F_2\|_{(H^\kappa(O))^\ast},
\]

for any $F_1, F_2 \in C^\infty_x(O)$ with $\|F_1\|_{C^\infty_x(O)} \vee \|F_2\|_{C^\infty_x(O)} \leq R$.

The requirement (2.11) will ensure that the local Lipschitz estimate (2.12) is satisfied on a sufficiently large ‘sieve set’ carrying the bulk of the prior (and posterior) mass; the estimate (2.12) in turn will guarantee that the statistical complexity (i.e. metric entropy) of the set of induced regression functions $\{G(F)\}_F$ can be suitably controlled. The assumption (2.12) generalizes similar (but more restrictive) local Lipschitz assumptions requiring a \textit{polynomial} dependence of $C_R$ on $R$ which have been utilized in [48] to prove convergence of penalized-least-squares estimators with Sobolev penalties and in [31] for studying rates of contraction under Gaussian priors.

\textbf{Theorem 2.4.} Suppose that Assumptions 2.2 and 2.3 are fulfilled. Then there exist constants $L, C_1$ and $\mu > 0$ such that for all $\varepsilon > 0$ small enough,

\[
P^{F_0}_\varepsilon \left( \Pi \varepsilon \left( F : \|G(F) - G(F_0)\|_{L^2(D)} \geq L\delta \varepsilon \middle| Y_\varepsilon \right) \geq e^{-\delta\varepsilon^2/\varepsilon^2} \right) \leq C_1 \varepsilon^\mu.
\]

Furthermore, for any $1 \leq b < \alpha - d$ and sufficiently large $M, C_2 > 0$, we have that

\[
P^{F_0}_\varepsilon \left( \Pi \varepsilon \left( F : \|F\|_{C^{\kappa}(O)} > M \middle| Y_\varepsilon \right) \geq e^{-\delta\varepsilon^2/\varepsilon^2} \right) \leq C_2 \varepsilon^\mu.
\]

The above constants only depend on $F_0$ through $\|F_0\|_{B^{0}_{11}}$; in particular they can be chosen uniformly over $F_0 \in V \cap \{F \in B^{\alpha}_{11} : \|F\|_{B^{0}_{11}} \leq r, \text{ supp}(F) \subseteq K\}, r > 0$.

The rate of convergence $\delta \varepsilon$ corresponds to the minimax estimation rate for (directly observed) $\alpha + \kappa$-smooth functions (in particular, for functions in $B^{\alpha+\kappa}_{11}(O)$) under $L^2$-loss, see, e.g., [22] or [21]. This is in accordance with Assumption 2.3 which requires that $G$ is locally ‘$\kappa$-smoothing’, while permitting arbitrary growth of the local Lipschitz constant as a function of the radius of the bounded set.

The contraction rate statement (2.13) differs from the existing literature [26, 30, 27] in that it aims to quantify ‘non-asymptotically’ all terms that depend on the noise-level. As an immediate consequence of Theorem 2.4, we also obtain the more ‘classical’ asymptotic statements
\[
\Pi \varepsilon \left( F : \|G(F) - G(F_0)\|_{L^2(D)} \geq L\delta \varepsilon \middle| Y_\varepsilon \right) = O_{P^{F_0}_\varepsilon} \left( e^{-\delta\varepsilon^2/\varepsilon^2} \right) = o_{P^{F_0}_\varepsilon}(1).
\]

However, the stronger assertion from (2.13) is granted by the same proof techniques as those typically used for establishing (2.15); see Section 5.1 for details. The quantitative bound allows us also to assert uniformity over Besov balls, which is crucial for controlling the worst-case risk in Theorem 4.1 in order to rigorously assert that Laplace priors outperform Gaussian priors over the spatially inhomogeneous $B^{\alpha}_{11}$ classes.

\textbf{Remark 2.5} (Smoothness and scaling of prior). \textit{Draws from the prior distribution chosen in Theorem 2.4 almost do not belong to the space in which the truth is assumed to live, $B^\alpha_{11}$, but only to $B^b_{11}, b < \alpha - d$, see Lemma 6.1 below. In this sense, the prior is ‘undersmoothing’ which heuristically is counteracted by the rescaling $\rho \to 0$ in (2.10). The space $B^\alpha_{11}$ is closely related to the prior via its concentration and absolute continuity properties, cf. Lemma 6.4 (and surrounding discussion) below, and in this sense generalizes the Reproducing Kernel Hilbert Space (RKHS) of Gaussian priors,}
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cf. [63, 3]. This undersmoothing property of the prior contrasts earlier results for Gaussian process priors in nonparametric regression and linear inverse problems under \(\alpha\)-Sobolev smoothness of the truth, where minimax rates could be obtained for Gaussian priors with RKHS-norm \(\| \cdot \|_{H^{\alpha+d/2}}\) (that is ’\(\alpha\)-smooth’ priors, whose draws are almost surely in \(H^{\alpha-\eta}\) for any \(\eta > 0\)) without rescaling, cf. [63, 39].

Both in the context of non-linear inverse problems, as well as for Laplace-type priors in direct models under \(B_{11}^{\alpha}\)-regularity of the truth, the necessity of choosing such undersmoothing and rescaled prior distributions has been observed; see, e.g. [3, 31, 48]. Whether this is an artifact of the proof techniques at hand, is an interesting open question for future research.

2.3. Convergence rates for penalized least squares estimators

We now turn to studying the concentration properties of penalized-least-squares (PLS) estimators with \(\ell_1\)-type Besov-norm penalty. These estimators arise naturally as Maximum a Posteriori (MAP) estimates from Besov priors [2]. While the results of this section are of interest independently of the contraction rates studied above, their proof techniques are crucially used to obtain the statistical testing bounds required for posterior contraction rates, see the proof of Theorem 2.4 in Section 5.1 and Theorem 5.6 in Section 5.2.

Though the regularity assumptions in this section will slightly differ from those above, we again assume that some forward map \(G : \mathcal{V} \rightarrow L^2(\mathcal{D})\) is given, where \(\mathcal{V} \subseteq L^2(\mathcal{O})\) denotes its domain. For an arbitrary and fixed compact subset \(\hat{K} \subseteq \mathcal{O}\), we denote

\[
\hat{\mathcal{V}} := \{ F \in B_{11}^{\alpha}(\mathcal{O}) : \text{supp}(F) \subseteq \hat{K} \},
\]

and we assume that \(\hat{\mathcal{V}} \subseteq \mathcal{V}\). Since the space \(\hat{\mathcal{V}}\) consists of functions which are compactly supported in \(\mathcal{O}\), it follows from standard characterisations of Besov spaces that on \(\hat{\mathcal{V}}\), the \(B_{11}^{\alpha}(\mathcal{O})\)-norm is equivalently characterized by the wavelet sequence norm

\[
\| h \|_{\tilde{Z}_\alpha} := \sum_{k=1}^{\infty} 2^{(\alpha - \frac{d}{2})k} \sum_{l=1}^{L_k} |h_{kl}|, \quad h \in \hat{\mathcal{V}},
\]

where \(h_{kl} = \langle h, \psi_{kl} \rangle_{L^2}\) denotes the wavelet coefficients arising from the collection of wavelets \(\Psi_\mathcal{O}\) from Section 2.1. In particular, \(\hat{\mathcal{V}} \subseteq \{ h \in L^2(\mathcal{O}) : \| h \|_{\tilde{Z}_\alpha} < \infty \}\). [See also display (6.2) for a definition of the sequence space \(\tilde{Z} = \tilde{Z}_\alpha\) which is intimately connected to the concentration properties of the \(B_{11}^{\alpha}\)-Besov prior from Definition 2.1.]

For data \(Y \in \hat{\mathcal{V}}\) arising from the white noise regression model (2.2) and recalling its likelihood function (2.3), we consider estimators \(\hat{F}_{PLS}\) arising as maximisers of the penalized likelihood objective

\[
\mathcal{J}_{\lambda,\varepsilon} : \hat{\mathcal{V}} \rightarrow \mathbb{R}, \quad \mathcal{J}_{\lambda,\varepsilon}(F) := \{ Y, G(F) \}_{L^2(\mathcal{D})} - \| G(F) \|^2_{L^2(\mathcal{D})} - \lambda \| F \|_{\tilde{Z}_\alpha}.
\]

Here \(\lambda > 0\) is a regularization parameter to be chosen.

Akin to [48, 31] we make the regularity assumption on the forward map \(G\), that there exists \(C > 0\) and integers \(\kappa, \gamma, \beta \geq 0\) such that for all \(F_1, F_2 \in \mathcal{V} \cap C^\beta(\mathcal{O})\),

\[
\| G(F_1) - G(F_2) \|_{L^2(\mathcal{D})} \leq C (1 + \| F_1 \|_{C^\gamma(\mathcal{O})} \vee \| F_2 \|_{C^\gamma(\mathcal{O})} ) \| F_1 - F_2 \|_{(H^\kappa(\mathcal{O}))^*}. \tag{2.19}
\]

When (2.19) is satisfied we say that \(G\) is \((\kappa, \gamma, \beta)\)-regular. Note that (2.19) requires a more quantitative control over the local Lipschitz constant of \(G\) than (2.12). For any \(\lambda > 0\), \(F_1 \in \mathcal{V}\) and \(F_2 \in \mathcal{V}\), we define
the functional
\[ \tau^2_\lambda(F_1, F_2) := \|\mathcal{G}(F_1) - \mathcal{G}(F_2)\|^2_{L^2(D)} + \lambda\|F_1\|_{\mathcal{Z}_\alpha}, \] (2.20)
whose concentration properties are the subject of the following main theorem.

**Theorem 2.6.** Let \(\alpha,\kappa,\gamma,\beta \geq 0\) be integers such that
\[ \alpha > \beta + d, \quad \alpha \geq d/2 + d\gamma - \kappa, \]
and such that the forward map \(\mathcal{G}: \mathcal{V} \to L^2(D)\) is \((\kappa, \gamma, \beta)\)-regular in the sense of (2.19). Suppose that data arise as \(Y_\varepsilon \sim P^F_\varepsilon\) for some fixed \(F_\varepsilon \in \mathcal{V}\) and let \(\delta_\varepsilon\) be given by (2.10).

i) For all \(\lambda, \varepsilon > 0\), almost surely under \(P^F_\varepsilon\), there exists a maximizer \(\hat{F}_{PLS}\) of \(J = J_{\lambda, \varepsilon}\) over \(\hat{\mathcal{V}}\), satisfying
\[ J(\hat{F}_{PLS}) = \sup_{F \in \hat{\mathcal{V}}} J(F). \]

ii) There exist large enough constants \(C, C', M > 0\) (independent of \(F_\varepsilon \in \mathcal{V}\)) such that with
\[ \lambda = C\delta_\varepsilon^2, \]
we have that for any \(0 < \varepsilon < 1, L \geq M, F_\varepsilon \in \hat{\mathcal{V}}\) and any \(\hat{F}_{PLS} \in \arg\max_{F \in \hat{\mathcal{V}}} J(F)\),
\[ P^F_\varepsilon(\tau^2_\lambda(\hat{F}_{PLS}, F_1) \geq 2(\tau^2_\lambda(F_\varepsilon, F_1) + L^2\delta_\varepsilon^2)) \leq C' \exp\left(-\frac{L^2\delta_\varepsilon^2}{C'\varepsilon^2}\right). \] (2.21)

In particular, there exists a universal constant \(C'' > 0\) such that
\[ E^F_\varepsilon[\tau^2_\lambda(\hat{F}_{PLS}, F_1)] \leq C''(\tau^2_\lambda(F_\varepsilon, F_1) + \delta_\varepsilon^2). \]

Note that in the above theorem, we do not necessarily require the data-generating ‘true’ parameter \(F_1\) to lie in the \(\alpha\)-regular set \(\hat{\mathcal{V}}\), but merely that it can be approximated sufficiently well (in the sense of the functional \(\tau^2_\lambda\)) by some \(F_\varepsilon \in \hat{\mathcal{V}}\), \(F_\varepsilon \approx F_1\). [In fact this will be used crucially in the construction of the tests necessary for establishing contraction rates in the proof of Theorem 2.4]. Of course, when \(F_1 \in \hat{\mathcal{V}}\) one may choose \(F_\varepsilon = F_1\). We moreover observe that clearly the functional \(\tau^2_\lambda(\hat{F}_{PLS}, F_1)\) only controls the prediction risk \(\|\mathcal{G}(\hat{F}_{PLS}) - \mathcal{G}(F_1)\|\), while convergence rates for \(\hat{F}_{PLS} - F_1\) typically additionally require a stability estimate for the inverse \(\mathcal{G}^{-1}\); see Section 3 below for concrete examples.

We also refer to Theorem 2 in [48], where analogous convergence results are derived for regularized least squares functionals with \(L^2\)-type Sobolev penalties.

An immediate consequence of the preceding theorem is the following corollary bounding the (more commonly considered) \(L^2(D)\)-mean squared error.

**Corollary 2.7.** Suppose that \(\alpha, \kappa, \gamma, \beta, \gamma\) and \(\mathcal{G}\) are as in Theorem 2.6, and let \(J_{\lambda, \varepsilon}\) and \(\delta_\varepsilon\) be given by (2.18) and (2.10) respectively. Then, for any \(r > 0\) there exist \(C, C' > 0\) such that with \(\lambda = C\delta_\varepsilon^2\) and for all \(\varepsilon > 0\) small enough,
\[ \sup_{F_1 \in \hat{\mathcal{V}}: \|F_1\|_{\mathcal{M}_0(\varepsilon)} \leq r} E^F_\varepsilon[\|\mathcal{G}(\hat{F}_{PLS}) - \mathcal{G}(F_1)\|^2_{L^2(D)}] \leq C'\delta_\varepsilon^2. \] (2.22)
To conclude this section, we remark that our proof techniques permit more flexible choices of penalty norms in principle, too.

**Remark 2.8** (Alternative choices of \( \lambda \)). The preceding results make a choice \( \lambda \simeq \delta_\varepsilon^2 \) which both yields the minimax-optimal convergence rate \( \delta_\varepsilon = \varepsilon^{\frac{2\alpha+2\kappa}{d}} \) for estimating an \( \alpha + \kappa \)-smooth function, and is also tailored towards our proofs for Theorem 2.4. Our proof techniques do in principle permit a more flexible choice of \( \lambda \), which would lead to a result under assumptions on the relationship between \( \lambda, \varepsilon \) and the convergence rate \( \delta \), paralleling (2.7) in [48].

3. Results for PDE inverse problems

We now apply our general theory to two prototypical non-linear inverse problems arising from elliptic partial differential equations, one with a divergence form steady-state diffusion equation and one with the steady-state Schrödinger equation.

3.1. Preliminaries

Throughout this section we fix an open and bounded domain \( \Omega \subseteq \mathbb{R}^d \) \((d \geq 2)\) with smooth boundary \( \partial \Omega \) on which the PDEs are considered. In both of our examples the unknown parameter, denoted by \( f : \Omega \to (0, \infty) \), is a positive coefficient function of the differential operator at hand, and the forward map arises as the parameter-to-solution map \( f \mapsto u_f \in L^2(\Omega) \) of a corresponding boundary value problem which we define in detail below. The observations are then given as a noisy version of the solution \( u_f \), corrupted by a Gaussian white noise process \( \mathbb{W} \) indexed by the Hilbert space \( L^2(\Omega) \),

\[
Y_\varepsilon = u_f + \varepsilon \mathbb{W}, \quad \varepsilon > 0.
\]  

We denote the law of \( Y_\varepsilon \) by \( P_\varepsilon^f \), and recall that (3.1) serves as a continuous limit for ‘equally spaced’ discrete measurements of \( u_f \) [52, 10].

Our interest is to model \( f \) as a sufficiently smooth member of an \( \ell^1 \)-type Besov space; as in Section 2 we fix some compact subset \( K \subset \Omega \). Then, for regularity level \( \alpha > d \) and lower bound \( K_{\text{min}} \in [0, 1) \), define the parameter spaces

\[
\mathcal{F} = \mathcal{F}_{\alpha, K_{\text{min}}} = \{ f \in B^\alpha_{11}(\Omega) : f \equiv 1 \text{ on } \Omega \setminus K, \ f > K_{\text{min}} \text{ on } \Omega \},
\]

(3.2)

to which the ground truth \( f_0 \) will be assumed to belong. To employ the Laplace-type priors from Definition 2.1 to model \( f \in \mathcal{F} \), which naturally are supported on linear subspaces of \( L^2(\Omega) \) and thus do not obey positivity constraints, we need to introduce a routine one-to-one re-parameterisation \( f \mapsto F := \Phi^{-1} \circ f \), via some link function \( \Phi : \mathbb{R} \to (K_{\text{min}}, \infty) \). Specifically, we will assume that \( \Phi \) is an arbitrary (but fixed) smooth, one-to-one function satisfying \( \Phi^{\prime}(x) > 0, \ x \in \mathbb{R} \); for convenience we will moreover assume that \( \Phi(0) = 1 \). For instance, we may choose \( \Phi(x) = (1 - K_{\text{min}}) \exp(x) + K_{\text{min}} \).

With the preceding definitions, the class of priors \( \Pi^f \) which is considered for \( f \in \mathcal{F} \) are simply given as pushforward distributions under \( \Phi \) of the Laplace-type priors from Section 2. Specifically, as before we fix a cut-off function \( \chi \in C_c^\infty(\Omega) \) with \( \chi|_K \equiv 1 \). Then, for (integer) \( \alpha > d \), scaling parameter \( \rho > 0 \), and with \( F \sim \Pi \) from (2.8), we set

\[
\Pi^f := \mathcal{L}(\Phi \circ F) = \mathcal{L}(\Phi \circ \left(\rho \chi \cdot \sum_{k=1}^{\infty} \sum_{l=1}^{L_k} 2^{(d/2-\alpha)k} \xi_{kl} \psi_{kl}\right)),
\]

(3.3)
where again \( \{ \xi_{k,l} \}_{k,l} \) are i.i.d Laplace random variables. Finally, we note that the choices of \( f \equiv 1 \) on \( \partial O \) and \( K_{\min} \in [0,1) \) in (3.2) were made for convenience, and that the results to follow could be extended to more general boundary assumptions. Similarly, though it could be relaxed, the assumption for \( \partial O \) to be smooth is convenient to apply standard PDE regularity theory, see, e.g. [43, 60, 29].

3.2. Steady-state diffusion equation

For a given and known ‘source function’ \( g \in C^\infty(O) \) and ‘diffusion coefficient’ \( f : O \to (0, \infty) \), consider the divergence form PDE describing \( u \equiv u_f \),

\[
\begin{aligned}
\nabla \cdot (f \nabla u) &= g \quad \text{on} \ O, \\
\ u &= 0 \quad \text{on} \ \partial O.
\end{aligned}
\] (3.4)

Whenever \( f \in C^{1+\eta}(O) \) for some \( \eta > 0 \), it is well-known from classical (Schauder) PDE theory that a unique solution \( u_f \in C^{2+\eta}(O) \cap C(\overline{O}) \) to (3.4) exists, see e.g. Chapter 6 of [29]. By the standard embedding (1.3) of Besov spaces, this can e.g. be ensured if \( f \in \mathcal{F} \) from (3.2), for \( \alpha > 1 + d \). Note that while the PDE is linear, the map \( f \mapsto u_f \) is nonlinear. The model (3.4) can mathematically be viewed as a steady-state diffusion (or heat) equation [53] with unknown diffusivity (or conductivity) \( f > 0 \). This PDE appears in a variety of application areas, including the modelling of subsurface geophysics and groundwater flow, see, e.g., [56, 64]. In the mathematical literature, (3.4) has served as a prototypical example of non-linear inverse problems [56, 53, 19, 40, 8].

The general convergence results laid out in Section 2 permit us to derive both contraction rates of posterior distributions and convergence rates for variationally defined MAP-type PLS estimators, for the forward and the inverse problem. The proofs for this section can be found in Section A of the Supplement.

Theorem 3.1 (Posterior contraction). For \( K_{\min} \in (0,1) \) and integer \( \alpha > 2 + d \), let \( \mathcal{F} \), \( u_f \) be given by (3.2), (3.4) respectively, and suppose that \( f_0 \in \mathcal{F} \). Moreover, define \( \delta_\varepsilon \equiv \varepsilon \eta / \eta^2 \in C^{\delta_\varepsilon}(O) \) and let the prior distribution \( \Pi^f \equiv \Pi^f_{\min} \) for \( f \) be given by (3.3) with \( \rho = \varepsilon^2 / \delta_\varepsilon^2 = \varepsilon^{2d} / (2\alpha+2+d) \). Then the following holds.

i) There exists a large enough constant \( L > 0 \) and some \( c > 0 \) such that as \( \varepsilon \to 0 \),

\[
\Pi^f_{\delta_\varepsilon} ( f : \| u_f - u_{f_0} \|_{L^2(O)} \geq L\delta_\varepsilon / Y_\varepsilon ) = O_{P_{f_0}} ( e^{-c\delta_\varepsilon^2 / \varepsilon^2} ) .
\]

ii) If in addition \( g \geq g_{\min} \) for some \( g_{\min} > 0 \), then it holds that for some \( L, c > 0 \), as \( \varepsilon \to 0 \),

\[
\Pi^f_{\delta_\varepsilon} ( f : \| f - f_0 \|_{L^2(O)} \geq L\delta_\varepsilon^\theta / Y_\varepsilon ) = O_{P_{f_0}} ( e^{-c\delta_\varepsilon^2 / \varepsilon^2} ) , \quad \text{where} \quad \theta = \frac{\alpha - d - 2}{\alpha - d} .
\]

For any \( r > 0 \), these constants can be chosen uniformly over classes \( \mathcal{F}(r) \) := \{ \( f \in \mathcal{F} : \| \Phi^{-1} \circ f \|_{B^{\alpha}_{\beta}(O)} \leq r \} \).

The proof idea is as follows. As in [48], we use forward estimates for the non-linear PDE solution map \( f \mapsto u_f \) to prove that the operator \( \mathcal{F} \mapsto u_{\Phi \circ \mathcal{F}} \) indeed satisfies the local Lipschitz Assumption 2.3 with \( \kappa = 1, \mathcal{D} = O \) (and suitable \( \mathcal{F} \)), whence an application of Theorem 2.4 yields the prediction risk bound in part i) of the theorem. Part ii) of the Theorem additionally requires a ‘stability estimate’ bounding \( f - f_0 \) in terms of \( u_f - u_{f_0} \), in suitable norms. In non-linear inverse problems this requires
a case-by-case analysis, and for the divergence form problem (3.4) at hand this has been extensively studied in the last decades, see for instance [53, 40, 8] and references therein. A quantitative version of such stability estimates was proved in [48], which will be used in our proofs, in combination with standard interpolation inequalities for Besov spaces.

We now turn to the penalized least squares estimators with $\ell^1$-type Besov penalty from Section 2.3. We recall the wavelet penalty norm $\| \cdot \|_{\tilde{Z}_\alpha}$ from (2.17) and its natural association to product Laplace measures via Lemma 6.4. Again, to accommodate the (non-linear) positivity constraint from (3.2), the re-framed optimization objective from (2.18) in terms of $f$ takes the form

$$I_{\lambda, \varepsilon} : \mathcal{F} \to \mathbb{R}, \quad I_{\lambda, \varepsilon}(f) := 2\langle Y_\varepsilon, u_f \rangle_{L^2(\mathcal{D})} - \| u_f \|^2_{L^2(\mathcal{D})} - \lambda \| \Phi^{-1} \circ f \|_{\tilde{Z}_\alpha}. \quad (3.5)$$

For the next result, we require an additional regularity assumption on the link function $\Phi$. As in [48] (see also [31]), we make the following definition.

**Definition 3.2.** A map $\Phi : \mathbb{R} \to (K_{\text{min}}, \infty)$ is a regular link function if it is smooth, one-to-one and satisfies that $\Phi'(x) > 0$ for all $x \in \mathbb{R}$ as well as

$$\sup_{k \geq 1} \sup_{x \in \mathbb{R}} \left| \Phi^{(k)}(x) \right| < \infty.$$

**Theorem 3.3 (Convergence of PLS estimators with $\ell^1$ penalty).** Let $K_{\text{min}}$, $\alpha$, $\mathcal{F}$, $u_f$, $f_0$, $\delta_\varepsilon$, $\mathcal{F}(r)$ and $\theta$ be as in Theorem 3.1. Assume in addition that $\alpha \geq 9d/2 - 1$ and that $\Phi : \mathbb{R} \to (K_{\text{min}}, \infty)$ is a regular link function.

i) For all $\lambda, \varepsilon > 0$, almost surely under $P_{f_0}^\varepsilon$, there exists a maximizer $\hat{f}_{\text{PLS}}$ of $I_{\lambda, \varepsilon}$ over $\mathcal{F}(r)$.

ii) For any $r > 0$, there exist constants $C, C'$ such that with $\lambda \equiv \lambda_\varepsilon \equiv C\delta_\varepsilon^2$ and any $0 < \varepsilon < 1$, we have

$$\sup_{f_0 \in \mathcal{F}(r)} E_{f_0}^\varepsilon \left\| u_{\hat{f}_{\text{PLS}}} - u_{f_0} \right\|^2_{L^2(\mathcal{O})} \leq C' \delta_\varepsilon^2 .$$

iii) Assume in addition $g \geq g_{\text{min}}$ for some $g_{\text{min}} > 0$ and choose $\lambda$ as in part ii). Then for every $r > 0$ there exists $C'' > 0$ such that

$$\sup_{f_0 \in \mathcal{F}(r)} E_{f_0}^\varepsilon \left\| \hat{f}_{\text{PLS}} - f_0 \right\|^2_{L^2(\mathcal{O})} \leq C'' \delta_\varepsilon^{2\theta} .$$

Moreover, $C > 0$ can be chosen independently of $r > 0$, and if in addition $\alpha > 9d/2 - 1$, then we may choose $C = 1$.

### 3.3. Steady-state Schrödinger equation

In our second example, $u_f$ arises as the solution to the following steady-state Schrödinger equation [14]

$$\begin{cases}
\Delta u - fu = 0 & \text{on } \mathcal{O}, \\
u = g & \text{on } \partial\mathcal{O}.
\end{cases} \quad (3.6)$$

Again, we assume $g \geq g_{\text{min}} > 0$ to be a smooth and known function this time on the boundary $\partial\mathcal{O}$, $g \in C^\infty(\partial\mathcal{O})$, and $f$ represents the unknown 'potential' function. Whenever $f \geq 0$ and $f \in C^0(\mathcal{O})$ for some $\eta > 0$, standard results from the Schauder PDE theory imply that there exists a unique solution
u = u_\ell \in C^{2+\eta}(\mathcal{O}) \cap C(\overline{\mathcal{O}}) to (3.6), see, e.g., Chapter 6 in [29]. For various statistical questions that have recently been studied in this non-linear statistical inverse problem, see, e.g., [48, 47, 49].

**Theorem 3.4** (Contraction rates). For $K_{\min} \in [0, 1)$ and integer $\alpha > 2 + d$, let $\mathcal{F}$, $u_\ell$ be given by (3.2), (3.6) respectively, and suppose $f_0 \in \mathcal{F}$. Moreover, for $\delta_\epsilon = \epsilon \frac{2\alpha+d+4}{2\alpha+d}, let the prior $\Pi^{f}_\epsilon \equiv \Pi^{f}$ be given by (3.3) with scaling constant $\rho = \epsilon^2/\delta^2_\epsilon = \epsilon^{2d/(2\alpha+d)}$. Then the following hold.

i) There exists a large enough constant $L > 0$ as well as $c > 0$ such that as $\epsilon \to 0$,

$$
\Pi^{f}_\epsilon \left( f : \|u - u_{f_0}\|_{L^2(\mathcal{O})} \geq L\delta^2_\epsilon \right) = O_{f_0^\epsilon} \left( e^{-c\delta^2_\epsilon/\epsilon^2} \right).
$$

ii) Moreover, for some $L, c > 0, as \epsilon \to 0$

$$
\Pi^{f}_\epsilon \left( f : \|f - f_0\|_{L^2(\mathcal{O})} \geq L\delta^2_\epsilon \right) = O_{f_0^\epsilon} \left( e^{-c\delta^2_\epsilon/\epsilon^2} \right), \quad \text{where} \quad \theta = \frac{\alpha - d - 1}{\alpha - d + 1}.
$$

For any $r > 0$, these constants can be chosen uniformly over $\mathcal{F}(r) := \{ f \in \mathcal{F} : \|\Phi^{-1} \circ f\|_{\text{B}^{\alpha}_{11}(\mathcal{O})} \leq r \}.

Similarly as for the divergence form equation (3.4), this theorem is derived by verifying that the parameter-to-solution map $F \mapsto u_{\Phi \circ F}$ satisfies the local Lipschitz property (2.12) with $\kappa = 2$, whence an application of Theorem 2.4 yields part i), and part ii) again is obtained using suitable PDE stability estimates. For details, see Section A of the Supplement.

For MAP-type estimators we have the following result.

**Theorem 3.5** (Convergence of PLS estimators with $l^1$ penalty). Let $K_{\min}, \alpha, \mathcal{F}, f_0, \delta_\epsilon, \mathcal{F}(r)$ and $\theta$ be as in Theorem 3.4, and suppose that $\mathcal{I}_{\lambda, \epsilon}$ is given by (3.5) with $u_\ell$ from (3.6). Assume in addition that $\alpha \geq 9d/2 - 2$ and that $\Phi : \mathbb{R} \to (K_{\min}, \infty)$ is a regular link function.

i) For all $\lambda, \epsilon > 0, almost surely under $F_{f_0}$ there exists a maximizer $\hat{f}_{\text{PLS}}$ of $\mathcal{I}_{\lambda, \epsilon}$ over $\mathcal{F}_{\alpha, K_{\min}}$.

ii) For any $r > 0$, there exist constants $C, C' > 0$ such that with $\lambda \equiv \lambda_\epsilon \equiv C\delta^2_\epsilon$ and any $0 < \epsilon < 1, we have

$$
\sup_{f_0 \in \mathcal{F}(r)} E^{\ell}_{f_0} \|u_{\hat{f}_{\text{PLS}}} - u_{f_0}\|_{L^2(\mathcal{O})}^2 \leq C'\delta^2_\epsilon.
$$

iii) With $\lambda$ chosen as in part ii), for every $r > 0$ there exists $C'' > 0$ such that

$$
\sup_{f_0 \in \mathcal{F}(r)} E^{\ell}_{f_0} \|\hat{f}_{\text{PLS}} - f_0\|_{L^2(\mathcal{O})}^2 \leq C''\delta^{2\theta}_\epsilon.
$$

Moreover, $C > 0$ can be chosen independently of $r > 0, and if $\alpha > 9d/2 - 2$, then we may set $C = 1$.

### 3.4. Remarks

**Remark 3.6** (Minimax rates for $u_{f_0}$). The rates of convergence $\delta_\epsilon$ obtained for the ‘PDE-constrained regression problem’ of estimating $u_{f_0}$ in this section are equal to the minimax rate for estimating a function of (Besov) smoothness $\alpha + 1$ (div. form problem) and $\alpha + 2$ (Schrödinger problem) respectively (see, e.g., Section 6 in [30]), and coincide with the rates achieved in [48, 31] over $H^{\alpha}(\mathcal{O})$ Sobolev bodies. In this sense, one may regard the map $f \mapsto u_\ell$ as $\kappa$-times ($\kappa = 1, 2$) smoothing. In [48] (see also [47]), it was shown that those rates are indeed minimax-optimal over Sobolev bodies. Conceivably, one could demonstrate analogously that $\delta_\epsilon$ is also optimal over $\text{B}^{\alpha}_{11}(\mathcal{O})$-type Besov bodies. We decided to leave this question open for future work.
Remark 3.7 (Truncated priors). It is natural also to consider contraction rates for ‘high-dimensional’ (random or deterministic) truncations of non-parametric sequence priors, see, e.g., [31, 37, 49] where this is pursued for Gaussian processes. Indeed, in the current context of rescaled prior measures this leads to improved rates of contraction for the inverse problem of recovering \( f \), since prior and hence also posterior draws then belong to spaces of higher regularity than \( C^b \), \( b < \alpha - d \). In turn, this permits ‘improved’ interpolation arguments in the proofs of the Theorems 3.1 ii) and 3.4 ii) akin to [31]. In the Schrödinger problem one may expect this to achieve the minimax-optimal rate for estimating \( f \) (see [49, 37] for the Sobolev case). In the divergence form model (3.4) the minimax rate for estimating \( f \) is yet unknown, cf. [48]. An extension of our results to high-dimensional priors is an interesting future direction.

4. Lower bounds for Gaussian priors with direct observations

Sections 2 and 3 demonstrated that Laplace priors achieve certain rates of contraction for truth values belonging to \( \ell^1 \)-type Besov bodies \( B_{11}^\alpha \). While intuitively Laplace-type priors seem more suited towards modelling \( B_{11}^\alpha \)-functions than Gaussian priors, which in turn seem more inherently compatible with \( \ell^2 \)-type Sobolev regularity, it has been an open question whether Gaussian priors are indeed fundamentally limited to a slower convergence rate than Laplace priors. In Theorem 4.1 below, we derive such lower bounds for Gaussian process priors.

For simplicity, we work in the standard Gaussian white noise model for nonparametric regression with direct observations in one dimension, \( \mathcal{O} = [0, 1] \). Here, for \( f_0 : [0, 1] \rightarrow \mathbb{R} \) the data are given as

\[
Y_\varepsilon = f_0 + \varepsilon \mathcal{W}, \quad \varepsilon > 0,
\]

where \( \mathcal{W} \) again denotes the standard Gaussian white noise process for the Hilbert space \( L^2([0, 1]) \).

In the minimax estimation literature, Donoho and Johnstone’s seminal paper [22] established that while linear estimators are able to achieve the minimax-optimal rate over \( \ell^2 \)-type Sobolev classes, over the spatially inhomogeneous Besov function classes \( B_{pq}^\alpha \equiv B_{pq}^\alpha ([0, 1]) \) with \( 1 \leq p < 2 \), the best achievable convergence rate for linear estimators is slower, by a polynomial factor, than the minimax rate. Specifically, Theorem 1 in [22] shows that if either \( \alpha > 1/p \), \( 1 \leq p < 2 \), \( 1 \leq q < \infty \) or \( \alpha = p = q = 1 \), then the ‘linear’ minimax rate is given by

\[
\inf_{\hat{f}(Y_\varepsilon)} \sup_{f_0 : \|f_0\|_{p_{pq}^\alpha} \leq 1} E_{\varepsilon}^\varepsilon \|\hat{f} - f_0\|_{L^2}^2 \simeq \varepsilon^2 \|\varepsilon \varepsilon^{2/(2-p)/p}, \quad \text{where} \quad l_\varepsilon := \varepsilon^{2/(2-p)/p}, \quad (4.1)
\]

while the ‘overall’ minimax rate is given by

\[
\inf_{\hat{f}(Y_\varepsilon)} \sup_{f_0 : \|f_0\|_{p_{pq}^\alpha} \leq 1} E_{\varepsilon}^\varepsilon \|\hat{f} - f_0\|_{L^2}^2 \simeq m_\varepsilon^2, \quad \text{where} \quad m_\varepsilon := \varepsilon^{2/(2-p)/p}. \quad (4.2)
\]

In line with this, when \( f_0 \in B_{pq}^\alpha \) for \( 1 \leq p < 2 \), the (upper bounds for) contraction rates from Theorem 5.9 in [3] display a gap between Laplace priors and Gaussian priors (which, with direct observations, constitute a ‘linear procedure’). In particular, Laplace priors can be tuned to achieve the ‘overall’ minimax rate \( m_\varepsilon \) (up to log-terms if \( p > 1 \)), while Gaussian priors appear to be limited by the linear-minimax rate \( l_\varepsilon \); see Section H in the supplement of [3] for a discussion. Our result confirms that this is not an artifact of the proofs in [3].

Let \( \mathcal{P}_{GPP} \) denote the collection of all Gaussian process priors supported in \( L^2([0, 1]) \).
Theorem 4.1 (Lower bound for GPPs). Suppose that either \( \alpha > 1/p, 1 \leq p < 2 \) and \( 1 \leq q < \infty \) or \( \alpha = p = q = 1 \), and let \( \{\delta_{\varepsilon} : 0 < \varepsilon < 1\} \subseteq \mathbb{R}_{>0} \) be some decreasing sequence as \( \varepsilon \to 0 \). Assume moreover that \( \{\Pi_{\varepsilon} : 0 < \varepsilon < 1\} \subseteq \mathcal{P}_{GPP} \) is a sequence of mean-zero Gaussian process priors supported on \( L^2([0,1]) \), such that for all \( \eta > 0 \) we have the posterior contraction bound

\[
\sup_{f_0 \| f_0 \|_{B_{pq}} \leq 1} \mathbb{P}^{\varepsilon}_{f_0} \left( \Pi_{\varepsilon} \left( f : \| f - f_0 \|_{L^2} \geq \delta_{\varepsilon} \right| \right) \geq \eta) \xrightarrow{\varepsilon \to 0} 0. \tag{4.3}
\]

Then there exists some constant \( c > 0 \) such that for the linear minimax rate \( l_{\varepsilon} = \varepsilon^{2\alpha -(2-p)/p} \) given by (4.1), we have

\[
\delta_{\varepsilon} \leq c l_{\varepsilon}, \quad 0 < \varepsilon < 1.
\]

Theorem 2.4 with \( \mathcal{G} \) as the identity operator immediately implies that, for \( p = q = d = 1 \) and \( \alpha \) large enough, Laplace priors fulfill the contraction statement (4.3) with the ‘actual’ minimax rate of estimation \( m_{\varepsilon} = o(l_{\varepsilon}) \) from (4.2) in place of \( \delta_{\varepsilon} \). This indicates that Laplace priors, from an information-theoretic viewpoint, should be favoured over Gaussian priors in estimation problems over \( \ell^1 \)-type Besov bodies. [For \( 1 < p < 2 \), analogous statements can be derived using Theorem 5.9 in [3].]

The paper [11] by I. Castillo previously studied lower bounds for rates of contraction for GPPs \( \Pi \) on Banach spaces \( \mathbb{B} \). However, the approach taken there is fundamentally different from ours, since it bases on general abstract conditions about the ‘concentration function’ of \( \Pi \) [playing a key role in the derivation of upper bounds for rates of contraction for GPPs in [63]], which can be characterized for specific commonly used priors. Thus, in order to study lower bounds over all Gaussian priors simultaneously, a proof technique which uses the aforementioned minimax estimation theory over Besov classes seems more naturally suited.

Proof of Theorem 4.1. Let \( M_{\varepsilon} \) denote the center of the smallest \( L^2 \)-ball possessing posterior probability at least \( 1/2 \). By the Gaussianity of the posterior and Anderson’s lemma (cf. Section 2.4.1 of [30]) \( M_{\varepsilon} \) equals the posterior mean, which in turn can be realized as \( M_{\varepsilon} = AY_{\varepsilon} \in L^2(\Omega) \), where \( A \) is a linear (trace-class) operator, see, e.g., [65, Theorem 3.2]. Let \( \eta \in (0,1/2) \). Noting that on the event \( \{\Pi_{\varepsilon} \left( f : \| f - f_0 \|_{L^2} \geq \delta_{\varepsilon} \right| \} \) the radius of that ball (around \( M_{\varepsilon} \)) is at most \( \delta_{\varepsilon} \), we obtain from (4.3) that

\[
\sup_{f_0 \| f_0 \|_{B_{pq}} \leq 1} \mathbb{P}^{\varepsilon}_{f_0} \left( \| M_{\varepsilon} - f_0 \|_{L^2} \geq 2\delta_{\varepsilon} \right)
\leq \sup_{f_0 \| f_0 \|_{B_{pq}} \leq 1} \mathbb{P}^{\varepsilon}_{f_0} \left( \Pi_{\varepsilon} \left( f : \| f - f_0 \|_{L^2} \geq \delta_{\varepsilon} \right| \right) \xrightarrow{\varepsilon \to 0} 0. \tag{4.4}
\]

For the rest of the proof, let us fix \( f_0 \in B_{pq}^0 \) with norm at most 1. Unless otherwise noted, the constants featuring below can be chosen uniformly over such \( f_0 \). Noting that

\[
\| M_{\varepsilon} - f_0 \|_{L^2} = \sup_{\psi : \| \psi \|_{L^2} \leq 1} |\langle M_{\varepsilon} - f_0, \psi \rangle|,
\]

for every \( \rho > 0 \) there exists \( \varepsilon_{\rho} > 0 \) such that

\[
\sup_{\varepsilon \leq \varepsilon_{\rho}, \psi : \| \psi \|_{L^2} \leq 1} \mathbb{P}^{\varepsilon}_{f_0} \left( |\langle M_{\varepsilon} - f_0, \psi \rangle| \geq 2\delta_{\varepsilon} \right) \leq \sup_{\varepsilon \leq \varepsilon_{\rho}} \mathbb{P}^{\varepsilon}_{f_0} \left( \| M_{\varepsilon} - f_0 \|_{L^2} \geq 2\delta_{\varepsilon} \right) \leq \rho. \tag{4.5}
\]
Since \( \langle M_\varepsilon - f_0, \psi \rangle \) is Gaussian, it follows that there exists a sequence \( c_\varepsilon \xrightarrow{\varepsilon \to 0} 0 \) such that
\[
\sigma_\varepsilon^2 := \sup_{\psi : \|\psi\|_{L^2} \leq 1} \text{Var}(\langle M_\varepsilon - f_0, \psi \rangle) \leq c_\varepsilon \delta^2.
\]
Indeed, if this were not true, there would exist a subsequence \( (\varepsilon_l : l \geq 1), \varepsilon_l \to 0 \) and a collection of functions \( (\psi_l : l \geq 1) \) such that for some small constant \( c \), \( \text{Var}(\langle M_{\varepsilon_l} - f_0, \psi_l \rangle) \geq c \delta^2 \), for all \( l \geq 1 \). Thus, there would exist another sufficiently small constant \( c' = c'(c) > 0 \) such that for any \( \zeta > 0 \),
\[
\sup_{\varepsilon \leq \zeta, \psi : \|\psi\|_{L^2} \leq 1} P_{f_0}^\varepsilon \left( |\langle M_\varepsilon - f_0, \psi \rangle| \geq 2 \delta \right) \geq \inf_{l \geq 1} P_{f_0}^{\varepsilon_l} \left( \frac{1}{\sqrt{2 \delta \varepsilon_l}} |\langle M_{\varepsilon_l} - f_0, \psi_l \rangle| \geq 2/\sqrt{\zeta} \right) \geq c',
\]
which contradicts (4.5).

It follows from the Borell-Sudakov-Tsirelson concentration inequality (see, e.g., Theorem 2.5.8. in [30]) that
\[
P_{f_0}^\varepsilon \left( \|M_\varepsilon - f_0\|_{L^2} - E_{f_0}^\varepsilon \|M_\varepsilon - f_0\|_{L^2} \geq u \right) \leq 2e^{-\frac{u^2}{2c_\varepsilon^2}}, \quad u > 0.
\]
Choosing \( u = \delta \varepsilon \), the above yields
\[
\sup_{f_0 : \|f_0\|_{B_{pq}^\alpha} \leq 1} P_{f_0}^\varepsilon \left( \|M_\varepsilon - f_0\|_{L^2} - E_{f_0}^\varepsilon \|M_\varepsilon - f_0\|_{L^2} \geq \delta \varepsilon \right) \xrightarrow{\varepsilon \to 0} 0.
\]
Combining (4.4) and (4.8) yields that for some \( c' > 0 \), \( M_\varepsilon \) satisfies
\[
\sup_{f_0 : \|f_0\|_{B_{pq}^\alpha} \leq 1} E_{f_0}^\varepsilon \|M_\varepsilon - f_0\|_{L^2} \leq c' \delta \varepsilon.
\]
Using this risk bound as well as (4.7), we then also obtain a bound for the mean squared error too – indeed, denoting the random variable \( S_\varepsilon = \|M_\varepsilon - f_0\|_{L^2} \), we have
\[
E_{f_0}^\varepsilon \left( S_\varepsilon^2 \right) \leq 2 \int_0^{2c_\varepsilon \delta} t P_{f_0}^\varepsilon (S_\varepsilon \geq t) dt + 2 \int_{2c_\varepsilon \delta}^{\infty} t P_{f_0}^\varepsilon (S_\varepsilon - E_{f_0}^\varepsilon[S_\varepsilon] \geq t - c_\varepsilon \delta) dt
\leq \delta_\varepsilon^2 + \int_{2c_\varepsilon \delta}^{\infty} t P_{f_0}^\varepsilon (|S_\varepsilon - E_{f_0}^\varepsilon[S_\varepsilon]| \geq t/2) dt \leq \delta_\varepsilon^2 + \int_{2c_\varepsilon \delta}^{\infty} t \exp \left(- \frac{t^2}{8c_\varepsilon \delta_\varepsilon^2} \right) dt
\leq \delta_\varepsilon^2 + \delta_\varepsilon^2 \int_{2c_\varepsilon \delta}^{\infty} u \exp \left(- \frac{u^2}{8c_\varepsilon \delta_\varepsilon^2} \right) du \leq \delta_\varepsilon^2.
\]
Since \( M_\varepsilon \) is a linear estimator (in \( Y_\varepsilon \)) and since the above inequality holds uniformly over \( f_0 \in \{ f \in B_{pq}^\alpha : \|f\|_{B_{pq}^\alpha} \leq 1 \} \), the claim now follows from the linear minimax rate characterised in Theorem 1 in [22], where we have replaced \( n \) there by \( \varepsilon^{-2} \) here.

Note that for general non-linear inverse problems, whether Gaussian priors are limited to a polynomially slower than minimax contraction rate may depend subtly on the mapping properties of the forward map; even if \( F_0 \) is spatially inhomogeneous, the image \( \mathcal{G}(F_0) \) may not be. Conceivably, under additional assumptions one may extend our results to certain inverse problems. For instance, a set of sufficient conditions would be for \( \mathcal{G} \) to be a linear map satisfying isomorphism properties of the type \( C^{-1} \|\mathcal{G}(F)\|_{B_{pq}^{\alpha + \kappa}} \leq \|F\|_{B_{pq}^\alpha} \leq C \|\mathcal{G}(F)\|_{B_{pq}^{\alpha + \kappa}}, \; (C > 0) \) on the \( p = q = 1 \) Besov scale (cf. [39] for similar assumptions on the Sobolev scale), but we do not pursue this direction further here.
5. Proofs for Section 2

5.1. Proof of Theorem 2.4

Let \( \Pi^G_\varepsilon \) and \( \Pi^G_\varepsilon (\cdot | Y_\varepsilon) \) denote the respective push-forward distributions of the prior \( \Pi_\varepsilon \) and posterior \( \Pi_\varepsilon (\cdot | Y_\varepsilon) \) under the forward map \( G \), both of which are supported on \( G(Y) \subset L^2(D) \). We prove Theorem 2.4 by using contraction rate theory for nonparametric Bayes procedures [26, 27], specifically in the form of Theorem 7.3.5 in [30] (see also Theorem 28 in [47]). Since our statement of interest regards the recovery of \( G(F_0) \), we will utilise this result with \( \Pi = \Pi^G_\varepsilon \) (and with \( 1/\varepsilon^2 \) in place of \( n \)), for which we verify the hypotheses (7.95)-(7.97) in [30]. Note that we follow [47, 1] in constructing statistical tests directly for the \( L^2 \)-distance (equal to the intrinsic ‘covariance metric’ for the Gaussian white noise process), instead of appealing to a general Hellinger testing approach which has been employed in i.i.d. (random design) regression settings [31, 46]. We also note that to obtain the quantitative posterior contraction bound in Theorem 2.4, our proof below verifies a more precise type-I error bound than is required in (7.97) of [30].

First, Lemma 5.1 implies that there exist constants \( B > 1, C > 0 \) such that for \( \hat{\delta}_\varepsilon := B\delta_\varepsilon \), we have

\[
\Pi^G_\varepsilon (\mathcal{G}(F) : \| \mathcal{G}(F) - \mathcal{G}(F_0) \|_{L^2(D)} \leq \hat{\delta}_\varepsilon ) \geq e^{-C\hat{\delta}_\varepsilon^2/\varepsilon^2}, \tag{5.1}
\]

which verifies (7.95) in [30]. Second, choosing \( \mathcal{M}_\varepsilon := \mathcal{G}(\mathcal{A}_\varepsilon) \) with \( \mathcal{A}_\varepsilon \) from (5.9) below, we see that the ‘sieve set’ condition in (7.96) from [30] is also fulfilled. Indeed, by Lemma 5.2 there exists some (sufficiently large) \( M > 1 \) in the definition of \( \mathcal{A}_\varepsilon \) as well as some \( L^I > 0 \), such that

\[
\Pi^G_\varepsilon (\mathcal{M}_\varepsilon) = \Pi_\varepsilon (\mathcal{A}_\varepsilon) \leq L^Ie^{-(C+4)\hat{\delta}_\varepsilon^2/\varepsilon^2}. \tag{5.2}
\]

It remains to verify the existence of statistical tests \( \Psi = \Psi(Y_\varepsilon) \) satisfying

\[
P^{\varepsilon}_{F_0}(\Psi = 1) + \sup_{\varphi \in \mathcal{M}_\varepsilon : \| \varphi - \mathcal{G}(F_0) \|_{L^2(D)} \geq D\delta_\varepsilon} P^\varepsilon(F_\varepsilon = 0) \leq L^Ie^{-(C+4)\hat{\delta}_\varepsilon^2/\varepsilon^2}, \tag{5.3}
\]

where \( D > 0 \) is some constant to be chosen below. To construct those tests, denote \( \tilde{K} := \text{supp}(\chi) \) (with \( \chi \) as in Assumption 2.2), and for \( B = \| F_0 \|_{B_{1,1}(O)} \vee M^2 \) (where \( M \) is as in the definition of \( \mathcal{A}_\varepsilon \)), define \( \mathcal{J} = \mathcal{J}_{\lambda, \varepsilon} \) and \( \tilde{\mathcal{V}}_B \) as in (2.18) and (5.26) below, respectively. Then, set

\[
\Psi(Y_\varepsilon) := \mathbb{1}(\| \mathcal{G}(\hat{F}) - \mathcal{G}(F_0) \|_{L^2(D)} \geq D\delta_\varepsilon /2 \text{ for some } \hat{F} \in \arg \max_{F \in \mathcal{V}_B} \mathcal{J}(F)).
\]

To control the first term in (5.3), noting that \( \text{supp}(F_0) \subseteq K \subset \tilde{K} \), we apply Theorem 5.6 below with \( F_1 = F_\varepsilon = F_0 \) to see that there exist sufficiently large constants \( D', C' > 0 \) such that

\[
P^{\varepsilon}_{F_0} \left( \exists \hat{F} \in \arg \max_{F \in \mathcal{V}_B} \mathcal{J}(F) \text{ s.t. } \| \mathcal{G}(\hat{F}) - \mathcal{G}(F_0) \|_{L^2(D)} \geq D'\delta_\varepsilon/2 \right) \leq C'e^{-(C+4)\hat{\delta}_\varepsilon^2/\varepsilon^2}. \tag{5.4}
\]

To control the type-II errors in (5.3), let \( F \in \mathcal{A}_\varepsilon \) be such that \( \| \mathcal{G}(F) - \mathcal{G}(F_0) \|_{L^2(D)} \geq D\delta_\varepsilon \) [for \( D \) yet to be chosen], and let \( F = F_1 + F_2 \) be the decomposition from (5.9). By definition of \( \mathcal{A}_\varepsilon \), using the continuous embedding \( B_{1,1}(O) \subseteq C^0(O) \) and noting that \( \sup_{F \in \mathcal{A}_\varepsilon} \| F_2 \|_{B_{1,1}(O)} < \infty \), the local Lipschitz estimate (2.12) yields

\[
\sup_{F \in \mathcal{A}_\varepsilon} \| \mathcal{G}(F_2) - \mathcal{G}(F) \|_{L^2(D)} \lesssim \sup_{F \in \mathcal{A}_\varepsilon} \| F_1 \|_{(H^\infty(O))^*} \lesssim \delta_\varepsilon.
\]
Recalling the definition (2.20) of $\tau_\lambda^2$ with $\lambda \simeq \delta_\varepsilon^2$, we thus obtain
\[
\sup_{F \in \mathcal{A}_c} \tau_\lambda^2(F_2, F) \lesssim \delta_\varepsilon^2.
\]

Using this, and by another application of Theorem 5.6, this time with $F_* = F_2$ and $F^* = F$ [and again $\tilde{K} = \text{supp}(\chi)$], there exists some $C'' > 0$ such that
\[
\sup_{F \in \mathcal{A}_c} P_F^\varepsilon \left( \exists \hat{F} \in \arg \max_{F \in \mathcal{V}} \mathcal{J}(F) \text{ s.t. } \|G(\hat{F}) - G(F)\|_{L^2(D)} \geq C''\delta_\varepsilon \right) \lesssim e^{-(C+4)\delta_\varepsilon^2/\varepsilon^2}.
\]

Now, choosing $D = \max\{D', 2C''\}$ yields that for any $F \in \mathcal{A}_c$ with $\|G(F) - G(F_0)\|_{L^2(D)} \geq D\delta_\varepsilon$,
\[
P_F^\varepsilon(\Psi(Y_\varepsilon) = 0) = P_F^\varepsilon \left( \|G(\hat{F}) - G(F_0)\|_{L^2(D)} < D\delta_\varepsilon/2 \text{ for all } \hat{F} \in \arg \max_{F \in \mathcal{V}} \mathcal{J}(F) \right)
\]
\[
\leq P_F^\varepsilon \left( \exists \hat{F} \in \arg \max_{F \in \mathcal{V}} \mathcal{J}(F) \text{ s.t. } \|G(\hat{F}) - G(F)\|_{L^2(D)} \geq D\delta_\varepsilon/2 \right) \lesssim e^{-(C+4)\delta_\varepsilon^2/\varepsilon^2},
\]
which, together with (5.4), proves the desired inequality (5.3) [possibly suitably enlarging $L > 0$ from (5.2)]. Summarizing, the displays (5.1), (5.2) and (5.3) verify the hypotheses of Theorem 7.3.5 in [30], yielding that for some $L > 0$ [specifically $L = DB$],
\[
\Pi_\varepsilon(F : \|G(F) - G(F_0)\|_{L^2(D)} > L\delta_\varepsilon|Y_\varepsilon) = \Pi_\varepsilon(Y_\varepsilon : \|G(F) - G(F_0)\|_{L^2(D)} > L\delta_\varepsilon) \xrightarrow{\varepsilon \to 0} 0,
\]
in $P_{F_0}^\varepsilon$-probability.

The more quantitative convergence statement (2.13) follows from the proof of Theorem 7.3.5 in [30], which in turn is analogous to the proof of Theorem 7.3.1 [30]. Indeed, an inspection of the latter proof shows that i) we may choose $\varepsilon$ in the first display on p.575 of [30] as $e^{-\delta_\varepsilon^2/\varepsilon^2}$, ii) our testing bound (5.4) can be used to bound the type-I error in (7.89) of [30] by the order of $e^{-\delta_\varepsilon^2/\varepsilon^2}$, iii) the dominating probability in the proof of Theorem 7.3.5 arises from the ‘small ball estimate’ in Lemma 7.3.4 of [30], which in our case is of the order $\varepsilon^2/\delta_\varepsilon^2 \to 0$ as $\varepsilon \to 0$. [We may thus choose $\mu = 2d/(2\alpha + 2\kappa + d)$ in Theorem 2.4.]

Finally we note that by the quantitative arguments from the preceding paragraph as well as (5.1) and (5.2), there exists $\mu > 0$ such that $\mathcal{A}_c$ also satisfies the quantitative estimate
\[
P_{F_0}^\varepsilon \left( \Pi_\varepsilon(\mathcal{A}_c^\varepsilon \mid Y_\varepsilon) \geq e^{-\delta_\varepsilon^2/\varepsilon^2} \right) \lesssim e^\mu,
\]
which by the definition of $\mathcal{A}_c$ implies (2.14).

\[\square\]

In the remainder of this section, we prove the auxiliary Lemmas 5.1 and 5.2.

**Lemma 5.1.** Let $\Pi_\varepsilon, \delta_\varepsilon$ and $F_0$ be as in Assumption 2.2, and $\mathcal{G}$ as in Assumption 2.3. Then for any $B > 0$ sufficiently large, there exists $C > 0$ such that
\[
\Pi_\varepsilon(F : \|G(F) - G(F_0)\|_{L^2(D)} \leq B\delta_\varepsilon) \geq e^{-C\delta_\varepsilon^2/\varepsilon^2},
\]
for all $\varepsilon > 0$ small enough. The constant $C$ only depends on $F_0$ via $\|F_0\|_{B_1^{11}}$; in particular it can be chosen uniformly over $F_0 \in \mathcal{V} \cap \{F \in B_1^{11} : \|F\|_{B_1^{11}} \leq r, \text{ supp}(F) \subseteq K\}$, $r > 0$. 


\textbf{Proof.} Let $B > 0$ be fixed. Let $1 \leq \beta < \alpha - d$ as in Assumption 2.3, and notice that under Assumption 2.2, $F_0 \in C^\beta(\Omega)$. Let $M > \|F_0\|_{C^\beta(\Omega)} \vee 1$ be a fixed constant, then by Assumption 2.3 with $R = 2M$, there exists $c_M > 0$ sufficiently small such that
\[
\Pi_\epsilon(F : \|G(F) - G(F_0)\|_{L^2(\mathcal{D})} \leq B \delta \epsilon) \geq \Pi_\epsilon(F : \|F - F_0\|_{(H^\alpha(\Omega))^*} \leq Bc_M \delta \epsilon, \|F - F_0\|_{C^\beta(\Omega)} \leq M) = \Pi_\epsilon(F : F - F_0 \in S_1 \cap S_2),
\]
where $S_1 := \{F : \|F\|_{(H^\infty(\Omega))^*} \leq B c_M \delta \epsilon\}$ and $S_2 := \{F : \|F\|_{C^\beta(\Omega)} \leq M\}$.

Combining with the definition of $\Pi_\epsilon$, the fact that $\tilde{F}_0 = F_0$ (see Definition 2.1 and Assumption 2.2) and Lemma B.1 in the Supplement (asserting that $\|\chi F\|_{(H^\infty(\mathbb{R}^d))^*} \lesssim \|F\|_{(H^\alpha(\mathbb{R}^d))^*}$ and $\|\chi F\|_{C^\beta(\mathbb{R}^d)} \lesssim \|F\|_{C^\beta(\mathbb{R}^d)}$), we find that there is some sufficiently small $c' > 0$ such that
\[
\Pi_\epsilon(F : \|G(F) - G(F_0)\|_{L^2(\mathcal{D})} \leq B \delta \epsilon) \geq \tilde{\Pi}\left(F : F - \frac{\delta^2}{\eps^2} F_0 \in \frac{\delta^2}{\eps^2} (\tilde{S}_1 \cap \tilde{S}_2)\right),
\]
where $\tilde{S}_1 := \{F : \|F\|_{(H^\infty(\mathbb{R}^d))^*} \leq c' B c_M \delta \epsilon\}$ and $\tilde{S}_2 := \{F : \|F\|_{C^\beta(\mathbb{R}^d)} \leq c' M\}$.

Using Lemma 6.4 and display (6.2), and the fact that $\|F_0\|_{\mathcal{E}} \lesssim \|F_0\|_{B^\alpha_1(\mathcal{O})}$ (since $F_0$ is supported in $\mathcal{O}$), we obtain that for some constant $c > 0$,
\[
\Pi_\epsilon(F : \|G(F) - G(F_0)\|_{L^2(\mathcal{D})} \leq B \delta \epsilon) \geq e^{-\frac{d^2}{\eps^2} \|F_0\|_{B^\alpha_1(\mathcal{O})}} \tilde{\Pi}\left(\frac{\delta^2}{\eps^2} (\tilde{S}_1 \cap \tilde{S}_2)\right)
\geq e^{-\frac{d^2}{\eps^2} \|F_0\|_{B^\alpha_1(\mathcal{O})}} \left[\tilde{\Pi}\left(\frac{\delta^2}{\eps^2} \tilde{S}_1\right) - \tilde{\Pi}\left(\frac{\delta^2}{\eps^2} \tilde{S}_2\right)\right]. \tag{5.6}
\]

We first compute a lower bound for $\tilde{\Pi}\left(\frac{\delta^2}{\eps^2} \tilde{S}_1\right)$. We have
\[
\tilde{\Pi}\left(\frac{\delta^2}{\eps^2} \tilde{S}_1\right) = \tilde{\Pi}(F : \|F\|_{(H^\infty(\mathbb{R}^d))^*} \leq c' B c_M \delta \epsilon / \eps^2), \quad \text{where } \delta \epsilon / \eps^2 = \frac{2\kappa + 2\alpha - 2d}{2\kappa + 2\alpha - 2d}.
\]
Since Assumption 2.2 implies that $d < \kappa + \alpha$, we have that $\delta \epsilon / \eps^2 \to 0$ as $\epsilon \to 0$, whence it follows from Lemma 6.3 below that
\[
- \log \tilde{\Pi}\left(\frac{\delta^2}{\eps^2} \tilde{S}_1\right) \lesssim (c' B c_M \delta \epsilon / \eps^2)^{-\frac{d}{\kappa + \alpha - d}}, \quad \text{where } (\delta \epsilon / \eps^2)^{-\frac{d}{\kappa + \alpha - d}} = \delta \epsilon / \eps^2 \to \infty.
\]
Therefore, for some (potentially different) $c' > 0$, we have that
\[
\tilde{\Pi}\left(\frac{\delta^2}{\eps^2} \tilde{S}_1\right) \geq \exp\left(- (c' B c_M)^{-\frac{d}{\kappa + \alpha - d}} \delta \epsilon / \eps^2\right). \tag{5.7}
\]
To upper bound $\tilde{\Pi}\left(\left(\frac{\delta^2}{\eps^2} \tilde{S}_2\right)^c\right)$, we use Lemma 6.2 below to see that there exist $c_1, c_2 > 0$ (large and small enough, respectively) such that
\[
\tilde{\Pi}\left(\left(\frac{\delta^2}{\eps^2} \tilde{S}_2\right)^c\right) \leq c_1 e^{-c_2 c' M \delta \epsilon / \eps^2}. \tag{5.8}
\]
Combining (5.6), (5.7) and (5.8), we find that by choosing $B$ sufficiently large, there exists $C > 0$ such that
\[
\Pi_\epsilon(F : \|G(F) - G(F_0)\|_{L^2(\mathcal{D})} \leq B \delta \epsilon)
\]
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Finally, we may enlarge \( C \) so that for \( \varepsilon \) small enough, the last bound holds with unit constant in front of the exponential.

Lemma 5.2. Let \( \Pi_\varepsilon, \delta_\varepsilon \) and \( \chi \) be as in Assumption 2.2. For any \( C > 0 \), there exist sufficiently large constants \( M, L > 1 \), such that for all \( \varepsilon > 0 \) small enough, the set

\[
\mathcal{A}_\varepsilon := \left\{ F = F_1 + F_2 : \| F_1 \|_{(H^\alpha(\Omega))^*} \leq \delta_\varepsilon, \| F_2 \|_{B_{11}^\gamma(\Omega)} \leq M^2, \| F \|_{C^{\alpha-d-1}(\Omega)} \leq M, \supp(F_1) \subseteq \supp(\chi), i = 1, 2 \right\}
\]

satisfies

\[
\Pi_\varepsilon(\mathcal{A}_\varepsilon) \leq Le^{-C\delta_\varepsilon^2/\varepsilon^2}.
\]

Proof. We first note that

\[
\Pi_\varepsilon(\mathcal{A}_\varepsilon) \leq \Pi_\varepsilon(\mathcal{R}_\varepsilon) \cup \Pi_\varepsilon(\mathcal{S}_\varepsilon^c),
\]

where \( \mathcal{S}_2 := \{ F : \| F \|_{C^{\beta}(\Omega)} \leq M \} \) is as in the proof of Lemma 5.1 for \( \beta = \alpha - d - 1 \), and where \( \mathcal{R}_\varepsilon \) is defined as

\[
\mathcal{R}_\varepsilon := \{ F = F_1 + F_2 : \| F_1 \|_{(H^\alpha(\Omega))^*} \leq \delta_\varepsilon, \| F_2 \|_{B_{11}^\gamma(\Omega)} \leq M^2, \supp(F_1) \subseteq \supp(\chi), i = 1, 2 \}.
\]

By Lemma B.1 in the Supplement and the definitions of \( \tilde{\Pi}, \Pi_\varepsilon \), and with \( \tilde{\mathcal{S}}_2 \) also defined in the proof of Lemma 5.1, it follows from (5.8) that for \( M \) large enough,

\[
\Pi_\varepsilon(\mathcal{S}_\varepsilon^c) \leq \tilde{\Pi}\left(\left(\frac{\delta_\varepsilon^2}{\varepsilon} \tilde{\mathcal{S}}_2\right)^c\right) \lesssim e^{-C\delta_\varepsilon^2/\varepsilon^2}.
\]

It thus remains to bound \( \Pi_\varepsilon(\mathcal{R}_\varepsilon) \).

Again by the definitions of \( \tilde{\Pi}, \Pi_\varepsilon \) together with Lemma B.1 of the Supplement, there exists a small enough constant \( c > 0 \) such that

\[
\Pi_\varepsilon(\mathcal{R}_\varepsilon) = \tilde{\Pi}\left( F : \chi F \in \frac{\delta_\varepsilon^2}{\varepsilon^2} \mathcal{R}_\varepsilon \right)
\geq \tilde{\Pi}\left( F : \chi F = \chi F_1 + \chi F_2, \| \chi F_1 \|_{(H^\alpha(\Omega))^*} \leq \frac{\delta_\varepsilon^3}{\varepsilon^2}, \| \chi F_2 \|_{B_{11}^\gamma(\Omega)} \leq M^2 \frac{\delta_\varepsilon^2}{\varepsilon^2} \right)
\geq \tilde{\Pi}\left( F = F_1 + F_2 : \| F_1 \|_{(H^\alpha(\mathbb{R}^d))^*} \leq \frac{\delta_\varepsilon^3}{\varepsilon^2}, \| F_2 \|_{B_{11}^\gamma(\mathbb{R}^d)} \leq cM^2 \frac{\delta_\varepsilon^2}{\varepsilon^2}, F_i \in \text{span}\{\Psi_\Omega\}, i = 1, 2 \right).
\]

By Lemma B.3 of the Supplement (which quantifies the approximation of \( H^{\alpha-d/2} \) by \( B_{11}^\gamma \) in \( (H^\alpha)^* \) norm), there exists \( c' > 0 \) sufficiently small such that

\[
\Pi_\varepsilon(\mathcal{R}_\varepsilon) \geq \tilde{\Pi}\left( F = F_1 + F_2 + F_3 : \| F_1 \|_{(H^\alpha(\mathbb{R}^d))^*} \leq \frac{c\delta_\varepsilon^3}{2\varepsilon^2}, \| F_2 \|_{B_{11}^\gamma(\mathbb{R}^d)} \leq \frac{cM^2 \delta_\varepsilon^2}{2\varepsilon^2} \right).
\]
\[ \| F_3 \|_{H^α - \frac{d}{2}(ℝ^d)} \leq \frac{c'cM_δ}{2ε}, \quad F_i \in \text{span}\{Ψ, i \in \{1, 2, 3\} \}. \]

Thus, for some small enough \( c'' > 0 \), an application of Lemma 6.5 below with \( r = c'' M^2 \frac{L^2}{ε^2} \) and
\[ A = \{ F_1 \in \text{span}\{Ψ\} : \| F_1 \|_{(H^α(ℝ^d))^*} \leq \frac{c_0^2}{ε^2} \} \] yields that there exists a constant \( k' > 0 \) such that
\[ \Pi(\mathcal{R}_ε^c) \leq \frac{1}{\Pi(A)} \exp \left( - \frac{c'' M^2 \delta^2}{\Lambda \varepsilon^2} \right), \quad (5.12) \]

where \( Λ > 0 \) is a fixed constant. Moreover, similarly to the computation of the lower bound on \( \tilde{Π}(\frac{δ^2}{ε^2} S_1) \) in the proof of Lemma 5.1, Lemma 6.3 below implies that there exists a constant \( k'' > 0 \) such that
\[ \tilde{Π}(A) \geq \exp \left( -(ck')^\frac{d}{k+α-d} \frac{δ^2}{ε^2} \right). \]

Using this, (5.12), and choosing \( M \) large enough, we obtain
\[ \Pi(\mathcal{R}_ε^c) \leq \exp \left( -(ck')^\frac{d}{k+α-d} \frac{δ^2}{ε^2} \right) \leq e^{-C_δ^2 / ε^2}. \quad (5.13) \]

\[ \square \]

5.2. Proof of Theorem 2.6, part ii)

The proof of part i) is delayed to Section 5.3; let us first focus on the more involved proof of part ii). To accommodate both the proof of Theorem 2.6 and that of Theorem 5.6 below, we adopt a setup which is slightly more general than that of Section 2.3. For any fixed, compact \( \tilde{K} \subseteq O \), suppose that \( \mathcal{W} \subseteq \{ F \in \mathcal{V} \cap B_{11}^α(O) : \text{supp}(F) \subseteq \tilde{K} \} \) is a subset over which the objective \( J_λ, ε \) is considered. We recall the functional
\[ τ_λ^2(F_1, F_2) := \| G(F_1) - G(F_2) \|_{L^2(D)}^2 + λ \| F_1 \|_{Z_0}, \quad λ > 0, \]

defined for any \( F_1 \in \mathcal{W} \) and \( F_2 \in \mathcal{V} \). Moreover, for any \( F_\ast \in \mathcal{W} \) and \( λ, R > 0 \), define the sets
\[ \mathcal{W}_\ast(λ, R) := \{ F \in \mathcal{W} : τ_λ^2(F, F_\ast) \leq R^2 \}, \quad (5.14) \]
\[ \mathcal{D}_\ast(λ, R) := \{ G(F) : F \in \mathcal{W}_\ast(λ, R) \}. \quad (5.15) \]

For any normed vector space \((X, \| \cdot \|)\), any subset \( A \subseteq X \) and any \( ρ > 0 \), let \( H(ρ, A, \| \cdot \|) \) denote the metric entropy of \( A \) in \( \| \cdot \|\)-distance [that is, \( H(ρ, A, \| \cdot \|) = \log N(ρ, A, \| \cdot \|) \) where \( N(ρ, A, \| \cdot \|) \) denotes the minimal number of closed \( \| \cdot \|\)-balls of radius \( ρ \) required to cover \( A \)]. Then, define
\[ J_\ast(λ, R) = R + \int_0^{2R} \sqrt{H(ρ, \mathcal{D}_\ast(λ, R); \| \cdot \|_{L^2(D)})} dρ. \quad (5.16) \]

The following proposition regards concentration properties of penalized least squares estimators with \( ℓ_1\)-type Besov penalty.
Proposition 5.3. Suppose that data $Y_\varepsilon$ arise from (2.2) for some $F = F_\dagger \in \mathcal{V}$. For any $F_\ast \in \mathcal{W}$, let $\Psi_\ast(\lambda, R) \geq J_\ast(\lambda, R)$ be some upper bound such that $R \mapsto \Psi_\ast(\lambda, R)/R^2$ is non-increasing for $R > 0$. Then, there exists a universal constant $c_1 > 0$ such that for all $\varepsilon, \lambda, \delta > 0$ satisfying
\[
c_1 \varepsilon^2 \Psi_\ast(\lambda, \delta) \leq \delta^2
\] (5.17)
and any $R \geq \delta$,
\[
P_{F_\dagger}^\varepsilon\left(\tau_\lambda^2(\hat{F}, F_\dagger) \geq 2(\tau_\lambda^2(F_\ast, F_\dagger) + R^2) \text{ for some } \hat{F} \in \arg \max_{F \in \mathcal{W}} J_{\lambda, \varepsilon}(F)\right) \leq c_1 \exp \left(-\frac{R^2}{c_1 \varepsilon^2}\right).
\] (5.18)

Moreover, for any maximizer $\hat{F}$ of $J_{\lambda, \varepsilon}$ over $\mathcal{W}$, we have for some universal constant $c_2 > 0$
\[
E_{F_\dagger}^\varepsilon[\tau_\lambda^2(\hat{F}, F_\dagger)] \leq c_2 (\tau_\lambda^2(F_\ast, F_\dagger) + \delta^2 + \varepsilon^2).
\] (5.19)

This result is proved using techniques from M-estimation, specifically from [62]. Since it can be derived from Theorem 2.1 of [62] in essentially the same manner as Theorem 18 in [48] (where Sobolev penalties are considered), the proof is omitted here.

The preceding proposition suggests that the convergence bounds for $\|G(\hat{F}) - G(F_\dagger)\|_{L^2(D)}$ in Theorem 2.6 can be obtained by a suitable bound $\Psi_\ast(\lambda, R)$ (with sub-quadratic dependence on $R$) on the entropy integral $J_\ast(\lambda, R)$. For any given regularization parameter $\lambda = \lambda(\varepsilon)$, the requirement (5.17) dictates the best possible choice $R^2 = \delta^2$ in (5.18); typical choices of $\lambda$ would balance $\delta^2$ with the size of the ‘approximation term’ $\tau_\lambda^2(F_\ast, F_\dagger)$, which in turn depends on the smoothness of $F_\dagger$. Here, $F_\ast$ can be thought of as a ‘best approximation’ of $F_\dagger$ in the class $\mathcal{W}$.

The following lemma provides the necessary bound for $J_\ast(\lambda, R)$, crucially using entropy estimates for Besov spaces as well as our local Lipschitz assumptions on $G$. [See Lemma 19 in [48] for an analogous argument in the Sobolev case.]

Lemma 5.4. Let $s = (\alpha + \kappa)/d$ and let $\mathcal{W} = \tilde{\mathcal{V}}$, for $\tilde{\mathcal{V}}$ defined in (2.16). Under the assumptions of Theorem 2.6, there exists a constant $c > 0$ such that for all $\lambda, R > 0$ and $F_\ast \in \tilde{\mathcal{V}}$,
\[
\Psi_\ast(\lambda, R) := R + c(R^{1+s} + \lambda^{-\frac{s}{d}}(1 + (R^2/\lambda)^{\frac{s}{d}}))
\] (5.20)
is an upper bound for $J_\ast(\lambda, R)$.

Proof. Let $\rho, \lambda, R > 0$. We start by estimating the metric entropy appearing in $J_\ast(\lambda, R)$. Note that by the definition of $\tau_\lambda^2$, we have
\[
\mathcal{W}_\ast(\lambda, R) \subseteq \tilde{\mathcal{V}}(R^2/\lambda) := \{F \in \tilde{\mathcal{V}} : \|F\|_{B_{1/\lambda}(\mathcal{O})} \leq R^2/\lambda\}.
\] (5.21)
Furthermore, note that there exists $c_1 > 0$ such that for all $\phi \in \tilde{\mathcal{V}}$, it holds
\[
\|\phi\|_{(H^s(\mathcal{O}))^*} \leq c_1 \|\phi\|_{H^{-s}(\mathcal{O})}.
\] (5.22)
Indeed, let $\chi \in C_0^\infty(\mathcal{O})$ be a smooth cut-off function, with $\chi \equiv 1$ on $\tilde{K}$, where $\tilde{K}$ is as in (2.16). Then for any $\phi \in \tilde{\mathcal{V}}$, the definition of the dual norms together with Lemma B.1 in the Supplement and the
with Proposition 5.22 and the preceding lemma. Now follows from combining Proposition 5.22 with the definition of \( \tilde{H}^\kappa(O) \) in (1.2), give

\[
\| \phi \|_{H^\kappa(O)^*} = \sup_{\psi \in H^\kappa(O)} \left| \int_O \phi \psi x \right| \lesssim \sup_{\psi \in H^\kappa(O)} \left| \int_O \tilde{\phi} \psi x \right| = \| \phi \|_{(\tilde{H}^\kappa(O))^*}.
\]

In particular, (5.22) follows once we recall that \( H^{-\kappa}(O) := (\tilde{H}^\kappa(O))^* \).

Denote by \( B^O_{11}(O; r) \) the ball of radius \( r > 0 \) in \( B^O_{11}(O) \). By Theorem 2 in Section 3.3.3 and Remark 1 in Section 1.3.1 of [24], and since by assumption \( \alpha > d/2 - \kappa \), we have

\[
H(\rho, B^O_{11}(O; r), \| \cdot \|_{H^{-\kappa}(O)}) \lesssim (r/\rho)^{1/s}, \quad \rho, r > 0.
\]

Now for some \( c_2 > 0 \) to be chosen below, let \( m := c_2(1 + (R^2/\lambda)^d) \). Then for \( c_1 \) from (5.22) there exists some \( c_3 > 0 \) such that we can choose elements \( F_1, \ldots, F_N \in W^\epsilon_\alpha(\lambda, R) \) with \( N \leq \exp\left( c_3 \left( \frac{\log 1}{\lambda \rho} \right)^d \right) \), for which \( W^\epsilon_\alpha(\lambda, R) \) can be covered using the balls

\[
\tilde{S}_i := \{ \psi \in W^\epsilon_\alpha(\lambda, R) : \| \psi - F_i \|_{H^{-\kappa}(O)} \leq \frac{\rho}{mc_1} \}, \quad i = 1, \ldots, N.
\]

Now using (5.22), assumption (2.19) and the embedding of \( B^O_{11}(O) \) into \( C^0(\mathcal{O}) \) for \( \alpha > \beta + d \) (see the discussion after Assumption 2.2), there exists \( c_2 > 0 \) large enough such that for all \( i = 1, \ldots, N \) and for all \( F \in \tilde{S}_i \)

\[
\| G(F) - G(F_i) \|_{L^2(\mathcal{O})} \leq m \| F - F_i \|_{H^{-\kappa}(O)^*} \leq mc_1 \| F - F_i \|_{H^{-\kappa}(O)} \leq \rho.
\]

whence the balls

\[
S_i := \{ \psi \in D^\epsilon_\alpha(\lambda, R) : \| \psi - G(F_i) \|_{L^2(\mathcal{O})} \leq \rho \}, \quad i = 1, \ldots, N,
\]

form a covering of \( D^\epsilon_\alpha(\lambda, R) \). We thus obtain the bounds

\[
H(\rho, D^\epsilon_\alpha(\lambda, R), \| \cdot \|_{L^2(\mathcal{O})}) \lesssim \left( \frac{R^2 m}{\lambda \rho} \right)^{1/2},
\]

\[
\int_0^{2R} H^{1/2}(\rho, D^\epsilon_\alpha(\lambda, R), \| \cdot \|_{L^2(\mathcal{O})}) d\rho \lesssim \int_0^{2R} \left( \frac{R^2 m}{\lambda \rho} \right)^{1/2} d\rho \lesssim \lambda^{-1/2} R^{1+1/2s} (1 + (R^2/\lambda)^d),
\]

where we used that \( s > 1/2 \) since \( \alpha > d/2 - \kappa \). This shows that there exists \( c > 0 \) such that for \( \Psi^\epsilon_\alpha \) as defined in the statement, it holds that \( J^\epsilon_\alpha(\lambda, R) \leq \Psi^\epsilon_\alpha(\lambda, R) \) and the proof is complete.

Part ii) of Theorem 2.6 now follows from combining Proposition 5.3 with the preceding lemma.

**Proof of Theorem 2.6, part ii**. We apply Proposition 5.3 with \( \mathcal{V} = \tilde{V} \), where \( \tilde{V} \) is defined in (2.16). Let \( \Psi^\epsilon_\cdot(\cdot, \cdot) \) be the upper bound given by Lemma 5.4. First, using the assumption that \( \alpha > d/2 + d\gamma - \kappa \), we see that for every \( \lambda > 0 \), \( R \mapsto \Psi^\epsilon(\lambda, R)/R^2 \) is non-increasing. Second, we verify that for some large enough constant \( \bar{c} \), the requirement (5.17) is fulfilled for any \( 0 < \varepsilon < 1 \) and with \( \delta = \bar{c} \delta \) and \( \lambda = \bar{c}^2 \delta^2 \) (where \( \delta \) was defined in (2.10)). Indeed, with \( c \) from (5.20), we may rephrase (5.17) as the requirement

\[
c_1 \varepsilon \left( \delta + 2 \varepsilon \delta^{1+\frac{1}{d}} \lambda^{-\frac{1}{d}} \right) = c_1 \varepsilon \left( c \delta \varepsilon + 2 \varepsilon \delta^{1+\frac{1}{d}} \right) \leq \varepsilon^{2} \delta^{2}, \quad s = (\alpha + \kappa)/d.
\]
By standard manipulations of the exponents and since the expression in the middle scales at most linearly in $\tilde{c}$, we see that the above is fulfilled for $\tilde{c}$ large enough.

Since the preceding considerations were independent of $F_* \in \tilde{V}$, we have thus verified the assumptions to apply Proposition 5.3, which immediately implies Theorem 2.6. \qed

### 5.3. Proof of Theorem 2.6, part i)

This proof combines ideas from [2, Lemma 4.1] and [48, Section 7]. We begin with the following lemma which will be used to show continuity of the objective $J$.

**Lemma 5.5.** Suppose $Y_\varepsilon, G$ and $\alpha$ are as in the statement of Theorem 2.6. Let $\tilde{V}$ and $\tilde{V}(R)$ be as in (2.16) and (5.21), and for some $\frac{d}{2} < \tilde{\alpha} < \alpha$ let $\mu$ be the distance induced by the $B^\beta_{\tilde{\alpha}}(O)$-norm. Then there exists a version of the Gaussian white noise process $\mathbb{W}$ in $L^2(D)$ such that for all $R > 0$, the map

$$
\Psi : (\tilde{V}(R), \mu) \rightarrow \mathbb{R}, \quad F \mapsto \langle Y_\varepsilon, G(F) \rangle_{L^2(D)},
$$

is almost surely uniformly continuous.

The proof of this lemma, which we include for the reader’s convenience, is similar to the proof of [48, Lemma 34]. The main difference is that we consider Besov instead of Sobolev spaces here.

**Proof.** For any $\delta > 0$ define the modulus of continuity

$$M_\delta := \sup_{F, H \in \tilde{V}(R), \mu(F, H) \leq \delta} \left| \langle Y_\varepsilon, G(F) - G(H) \rangle_{L^2(D)} \right|,
$$

which is a random variable. Moreover, define the event

$$A := \{\omega \in \Omega \mid M_\delta(\omega) \rightarrow 0 \},$$

where $\Omega$ is the sample space supporting the law $\mathbb{P} := P_{\mathbb{W}}$ of $\mathbb{W}$, as in Section 2.1. It suffices to show that $\mathbb{P}(A) = 1$ and since $M_\delta$ is non-increasing in $\delta$, it is hence sufficient to show that $\mathbb{E}[M_\delta] \rightarrow 0$.

To show this we apply Dudley’s theorem, [30, Theorem 2.3.7], to the Gaussian process

$$(\mathbb{W}(\psi) : \psi \in D_R), \quad D_R := \{G(F) \mid F \in \tilde{V}(R)\}.
$$

For any $\delta > 0$, define

$$R_\delta := \sup_{F, H \in \tilde{V}(R), \mu(F, H) \leq \delta} \|G(F) - G(H)\|_{L^2(D)}.
$$

We have that $G$ is continuous as a mapping from $(\tilde{V}(R), \mu)$ to $L^2(D)$. Indeed, this can be seen using that the norm inducing $\mu$ is stronger than the $L^2(O)$-norm (hence also than the $(H^\kappa(O))^*$-norm) since $\tilde{\alpha} > \frac{d}{2}$ (see [60, Theorem 3.3.1]), the continuous embedding of $B^\beta_{\tilde{\alpha}}(O)$ into $C^\kappa(O)$ (see discussion after Assumption 2.2) and the $(\kappa, \gamma, \beta)$-regularity of $G$. Since $(\tilde{V}(R), \mu)$ is a compact metric space (see Theorem 4.33 in [59]), the Heine-Cantor theorem implies that $G$ is in fact uniformly continuous, hence we have that $R_\delta \rightarrow 0$. 
By the same argument as in the proof of Lemma 5.4 (with \( m := c(1 + R^2) \)), we can use the \((\kappa, \gamma, \beta)\)-regularity of \( G \) (in the sense of (2.19)) to obtain that

\[
H(\rho, D_R, \| \cdot \|_{L^2(D)}) \lesssim \left( \frac{Rm}{\rho} \right)^{\frac{2}{\kappa + \gamma}}, \quad \rho > 0.
\]

Combining, we get that

\[
\mathbb{E}[M_\delta] \lesssim \mathbb{E} \left[ \sup_{F, H \in \mathcal{V}(R), \mu(F, H) \leq \delta} \left| \langle \mathcal{W}, G(F) - G(H) \rangle_{L^2(D)} \right| \right],
\]

\[
\lesssim \mathbb{E} \left[ \sup_{\psi, \phi \in D_R, \| \psi - \phi \|_{L^2(D)} \leq R_\delta} \left| \langle \mathcal{W}, \psi - \phi \rangle_{L^2(D)} \right| \right],
\]

\[
\lesssim \int_0^{R_\delta} \left( \frac{Rm}{\rho} \right)^{\frac{d}{2(\alpha + \gamma)}} d\rho,
\]

where for the first inequality we used triangle and Cauchy-Schwarz inequalities together with \( R_\delta \to 0 \), and for the third inequality Dudley’s theorem (in particular, assertion (2.42) in [30], with \( X(t) \) replaced by \( \langle \mathcal{W}, \psi \rangle_{L^2(D)} \) which is a sub-Gaussian process with respect to the \( L^2 \)-metric). The right hand side vanishes as \( \delta \to 0 \), since \( R_\delta \to 0 \) and since \( \alpha > \frac{d}{2} - \kappa \), hence the proof is complete. \( \blacksquare \)

**Proof of Theorem 2.6, part (i).** Fix \( \lambda, \varepsilon > 0 \) and let \( Y_\varepsilon \) be a fixed draw from \( P^\varepsilon_{F_\delta} \). Denote by \( \mathcal{Z}_\alpha(r) \) the closed ball in \( \mathcal{Z}_\alpha \) of radius \( r > 0 \).

**Step 1: localization.** By our assumption on \( \alpha \), the upper bound \( \Psi_s(\lambda, R) \) in Lemma 5.4 satisfies \( \Psi_s(\lambda, R)/R^2 \xrightarrow{R \to \infty} 0 \). Hence there exists \( \delta > 0 \) such that for all \( R \geq \delta \), we have that \( R^2 \geq c_1 \varepsilon \Psi_s(\lambda, R) \), for \( c_1 \) as in (5.17). Thus applying Proposition 5.3 (which does not assume the existence of a maximizer of \( J \)), we obtain that the events

\[
A_\alpha := \left\{ J \text{ has a maximizer } \hat{F} \notin \mathcal{V} \cap \mathcal{Z}_\alpha(2^n) \right\},
\]

are such that \( \mathbb{P}(A_\alpha) \xrightarrow{n \to \infty} 0 \), hence choosing \( n \in \mathbb{N} \) large enough, we have that the equality

\[
\sup_{F \in \mathcal{V} \cap \mathcal{Z}_\alpha(2^n)} J(F) = \sup_{F \in \mathcal{V}} J(F),
\]

holds with probability as close to one as desired.

**Step 2: local existence.** By Step 1, it suffices to show the almost sure existence of a maximizer of \( J \) over \( \mathcal{V} \cap \mathcal{Z}_\alpha(2^n) \), for any \( n \in \mathbb{N} \). Fix \( n \in \mathbb{N} \). Suppose \( \{ F_j \}_{j=1}^\infty \subset \mathcal{V} \cap \mathcal{Z}_\alpha(2^n) \) is a maximizing sequence of \( J \). The sequence \( \| F_j \|_{\mathcal{Z}_\alpha} \) is bounded from above, hence the same holds for \( \{ \| F_j \|_{B^\alpha_{11}(O)} \} \) (recall that \( \| \cdot \|_{\mathcal{Z}_\alpha} \) and \( \| \cdot \|_{B^\alpha_{11}(O)} \) are equivalent for functions which are compactly supported in \( O \)). Fix \( \tilde{\alpha} \) such that \( \beta + d < \tilde{\alpha} < \alpha \). By the compactness of the embedding of \( B^\alpha_{11}(O) \) into \( B^{\tilde{\alpha}}_{11}(O) \) (see Theorem 4.33 in [59]), there exists a subsequence \( \{ F_j \}_{j'=1}^\infty \) converging strongly in \( B^{\tilde{\alpha}}_{11}(O) \) to some \( \hat{F} \in B^{\tilde{\alpha}}_{11}(O) \). We will show that \( \hat{F} \in \mathcal{V} \cap \mathcal{Z}_\alpha(2^n) \) and that \( \hat{F} \) is a maximizer of \( J \).
First notice that since \( \tilde{\alpha} > \beta + d \), the \( B_{11}^\tilde{\alpha}(\mathcal{O}) \)-norm is stronger than the supremum norm (see for example the discussion after Assumption 2.2 which shows that \( B_{11}^\beta(\mathcal{O}) \) is continuously embedded in \( C^\beta(\mathcal{O}) \)). Since for all \( j \) it holds \( \text{supp}(F_j) \subset \tilde{K} \), the strong convergence \( F_j' \to \tilde{F} \) in \( B_{11}^\tilde{\alpha}(\mathcal{O}) \) implies that \( \text{supp}(\tilde{F}) \subset \tilde{K} \). Therefore, it follows that \( F_j' \to \tilde{F} \) also in \( \tilde{Z}_\alpha \), and moreover that in order to show that \( \tilde{F} \in \tilde{V} \cap \tilde{Z}_\alpha \) it suffices to show that \( \tilde{F} \in \tilde{Z}_\alpha \).

Since \( \tilde{Z}_\alpha \) can be identified with a weighted \( l^1 \) space of single-index sequences (the space of sequences \( a_k \) such that \( k^{\frac{\tilde{\alpha} - \alpha}{2}} a_k \) is absolutely summable with the natural weighted \( l^1 \) norm), \( \tilde{Z}_\alpha \) can be identified with the dual of a normed sequence space, \( c_\alpha \) (which contains sequences \( a_k \) such that \( k^{\frac{\tilde{\alpha} - \alpha}{2}} a_k \to 0 \), and has norm \( \|k^{\frac{\tilde{\alpha} - \alpha}{2}} a_k\|_{\ell^\infty} \)). This is straightforward to show analogously to the proof that \( l^1 \) is the dual of the space of null sequences \( c_0 \), see [51, Example 3, Section III.2]. Notice that \( c_\alpha \) is separable, since its dual is separable. By Banach-Alaoglu theorem (see [5, Theorem 8.5 and Definition 8.1(4)] for the precise version we use), there exists a further subsequence \( F_{j'} \) converging in the weak* topology to some \( \tilde{F} \in \tilde{Z}_\alpha \). Now due to the fact that \( \tilde{c}_\alpha \subset c_\alpha \), we have that the weak* topology of \( \tilde{Z}_\alpha \) is stronger than the weak* topology of \( Z_\alpha \), hence we have that \( F_{j'} \to \tilde{F} \) also in the weak* topology of \( \tilde{Z}_\alpha \). Combining with the fact that the strong convergence \( F_j' \to \tilde{F} \) in \( Z_\alpha \) implies also the weak* convergence, the uniqueness of the weak*-limit implies that \( \tilde{F} = \tilde{F} \). We hence have that \( \tilde{F} \in \tilde{Z}_\alpha \).

We next show that \( \tilde{F} \) is almost surely a maximizer of \( \tilde{J} \). We claim that

\[
\tilde{J}(\tilde{F}) \geq \lim_{j' \to \infty} \langle Y_\varepsilon, \mathcal{G}(F_{j'}) \rangle_{L^2(D)} - \lim_{j' \to \infty} \|\mathcal{G}(F_{j'})\|_{L^2(D)} - \lambda \lim_{j'' \to \infty} \|F_{j''}\|_{\tilde{Z}_\alpha}.
\]

Indeed, for the first two limits we use Lemma 5.5 and the continuity of \( \mathcal{G} \) as shown in the proof of the same lemma, both combined with the convergence \( F_{j'} \to \tilde{F} \) in the strong topology of \( B_{11}^\tilde{\alpha}(\mathcal{O}) \). For the limit supremum, we use the lower semicontinuity of the \( \tilde{Z}_\alpha \)-norm in the weak* topology of \( \tilde{Z}_\alpha \), combined with the convergence \( F_{j''} \to \tilde{F} \) in the weak* topology of \( \tilde{Z}_\alpha \). Finally, recalling that \( F_j \) is a maximizing sequence of \( \tilde{J} \) completes the proof. \( \square \)

5.4. An auxiliary result for estimators over a Besov ball

We conclude this section with a variation of Theorem 2.6 where penalized estimators are restricted to a Besov-ball. The result is a consequence of the same techniques employed in the preceding proofs; it holds under the (weaker) regularity Assumption 2.3 and will be crucially used in the proof of Theorem 2.4. With \( \tilde{V} \) and \( \tilde{J}_{\lambda, \varepsilon} \) defined as in (2.16) and (2.18), let us define the subclasses

\[
\tilde{V}_B := \{ F \in \tilde{V} : \|F\|_{B_{11}^\beta(\mathcal{O})} \leq B \}, \quad B > 0,
\]

and associated restricted penalised least squares estimators \( \tilde{F}^{(B)} \in \arg \max_{F \in \tilde{V}_B} \tilde{J}_{\lambda, \varepsilon} \).

Theorem 5.6. Let \( \alpha, \kappa, \beta \geq 0 \) be integers such that \( \alpha > \beta + d \) and assume the forward map \( \mathcal{G} : \mathcal{V} \to L^2(D) \) satisfies the local Lipschitz assumption (2.12) for any \( F_1, F_2 \in \mathcal{V} \cap C^\beta(\mathcal{O}) \). Suppose that data arise as \( Y_\varepsilon \sim P_{F_1} \) for some fixed \( F_1 \in \mathcal{V} \) and let \( \delta_\varepsilon \) be given by (2.10). Then for every \( B > 0 \), a.s.
under \( P(f) \) there exists a maximiser \( \hat{F}(B) \in \arg \max_{F \in \mathcal{V}_B} \mathcal{J}_{\lambda, \varepsilon} \) and there exist large enough constants \( C, C', M > 0 \) such that with \( \lambda = C \delta_2^2 \), any \( F_0 \in \mathcal{V}_B \) and any \( 0 < \varepsilon < 1 \), \( L > M \),

\[
P(f_0) (\tau^2_\lambda (\hat{F}(R), F_0) \geq 2(\tau^2_\lambda (F_0, F_0) + 2 \lambda^2 \delta_2^2) \text{ for some } \hat{F}(B) \in \arg \max_{F \in \mathcal{V}_B} \mathcal{J}_{\lambda, \varepsilon}) \leq C' \exp \left( - \frac{L^2 \lambda^2}{C' \varepsilon^2} \right).
\]

(5.27)

**Proof.** The almost sure existence of a maximiser is proved analogously to part i) of Theorem 2.6; indeed the lower semicontinuity of the \( \hat{Z}_\alpha \)-norm in the weak* topology of \( \hat{Z}_\alpha \), allows us to additionally establish that \( \| \hat{F} \| \hat{Z}_\alpha \leq B \), since any maximising sequence belongs to \( \mathcal{V}_B \).

Let \( R > 0 \). We apply Proposition 5.3 with \( \forall = \mathcal{V}_B \), where the relevant entropy integral \( J_\alpha (\lambda, R) \) to bound now depends on \( B \). In order to bound this integral, we notice that by the same line of argument from Lemma 5.4, for some constant \( c = c_B > 0 \),

\[
\psi^{(B)}_\alpha (\lambda, R) := R + c_B (R^{1 + \frac{1}{2\alpha}} \lambda^{\frac{1}{2\alpha}})
\]
is an upper bound for \( J_\alpha (\lambda, R) \), now using the Lipschitz estimate (2.12) in place of (2.19). It is moreover evident that \( 1 + \frac{1}{2\alpha} < 2 \), since by assumption we have \( \alpha > d + \beta > d/2 - \kappa \). It thus follows that \( R \mapsto \psi^{(B)}_\alpha (\lambda, R)/R^2 \) is non-increasing in \( R > 0 \). Thus, like in the proof of Theorem 2.6, choosing \( \lambda = c^2 \delta_2^2 \) and \( \delta = \delta_2 \) for some \( c > 0 \) large enough completes the proof. \( \square \)

6. Regularity and concentration of Besov priors

In this section, we summarize a number of regularity and concentration results for \( B^\alpha_1 \)-Besov prior distributions from Definition 2.1, which are needed throughout this paper.

**Lemma 6.1 (Support).** Consider the probability measures \( \tilde{\Pi} \) and \( \Pi \) from Definition 2.1.

i) For any \( \gamma \geq 1 \) it holds

\[
\tilde{\Pi}(B^{b\gamma}_{\gamma}(\mathbb{R}^d)) = \begin{cases} 1, & \text{if } b < \alpha - d, \\ 0, & \text{if } b \geq \alpha - d. \end{cases}
\]

ii) Assume \( \alpha > 1 + d \) and let \( b \) be an integer such that \( 1 \leq b < \alpha - d \). Then it holds

\[
\Pi(C^b(\mathcal{O})) = \tilde{\Pi}(C^b(\mathbb{R}^d)) = 1.
\]

**Proof.** Part i) follows in a similar way as Lemma 5.2 in [3] using ideas going back to Lemma 2 [41]. For the reader’s convenience, we include the proof of the first leg which is the part used in our proofs. Using the wavelet characterization of the Besov norm from display (B.2) of the Supplement, the fact that the univariate Laplace random variables \( \xi_{kl} \) in Definition 2.1 have finite polynomial moments and that \( L_k \simeq 2^{dk} \), we have

\[
\mathbb{E}[\tilde{\Pi}(\|F\|_{B^\alpha_{\gamma}(\mathbb{R}^d)}^\gamma)] = \sum_{k=1}^{\infty} 2^{k(b+d/2)\alpha} \sum_{l=1}^{L_k} 2^{(d/2)\gamma k} \mathbb{E}[\|\xi_{kl}\|^\gamma] \\
\lesssim \sum_{k=1}^{\infty} 2^{k(b+d/2)\alpha} 2^{dk} 2^{(d/2)\gamma k} \mathbb{E}[\|\xi_{kl}\|] = \sum_{k=1}^{\infty} 2^{k(b+d-\alpha)}.
\]
where the last sum is finite since $b < \alpha - d$.

For part ii) we adapt the technique of [18] (see Remark 2.1 and discussion following Proposition 2.2 ibid) to our setting. By Lemma B.1 of the Supplement, we have

$$\tilde{\Pi}(C^b(\mathbb{R}^d)) \leq \Pi(C^b(\mathcal{O})),$$

hence it suffices to show that $\tilde{\Pi}(C^b(\mathbb{R}^d)) = 1$.

Given $b < \alpha - d$, choose $\gamma \geq 1$ large enough so that $d\frac{\gamma}{2} < \alpha - d - b$, and fix $b'$ such that $b + d\frac{\gamma}{2} < b' < \alpha - d$.

First, since $b' > b + d\frac{\gamma}{2}$, the following embedding holds:

$$B^{b'}_{\gamma\gamma}(\mathbb{R}^d) \subset C^b(\mathbb{R}^d). \quad (6.1)$$

Indeed, for $b'' > b$ non-integer, by [60, Equation 2.5.7/9] we have

$$B^{b''}_{\infty\infty}(\mathbb{R}^d) = C^{b''}(\mathbb{R}^d) \subset C^b(\mathbb{R}^d).$$

Choosing $b''$ so that $b < b'' < b' - d\frac{\gamma}{2}$, by [60, Equation 2.7.1/12], we have

$$B^{b'}_{\gamma\gamma}(\mathbb{R}^d) \subset B^{b''}_{\infty\infty}(\mathbb{R}^d),$$

hence the embedding (6.1) is verified.

Then, since $b' < \alpha - d$, the proof can be completed using part i).

The Laplace wavelet prior $\tilde{\Pi}$ is \textit{logarithmically concave} [2, Lemma 3.4], which implies a Fernique-type theorem [9]. This leads to the following basic concentration inequality.

\textbf{Lemma 6.2 ($C^b$-concentration).} Consider $\tilde{\Pi}$ as defined in Definition 2.1. Assume $\alpha > 1 + d$ and let $1 \leq b < \alpha - d$ be an integer. Then, there exist constants $c_1, c_2 > 0$ such that for any $r > 0$

$$\tilde{\Pi}(\|F\|_{C^b(\mathbb{R}^d)} \geq r) \leq c_1 e^{-c_2 r}.$$ 

\textbf{Proof.} Let $r > 0$. By Lemma 6.1 and [9, Theorem 3.1] (since $\tilde{\Pi}$ is logarithmically concave [2, Lemma 3.4]), there exists $c_2 > 0$ sufficiently small such that

$$\mathbb{E}_{\tilde{\Pi}}[\exp(c_2 r \|F\|_{C^b(\mathbb{R}^d)})] < \infty.$$ 

Combining with the (exponential) Markov inequality, we get that

$$\tilde{\Pi}(F : \|F\|_{C^b(\mathbb{R}^d)} \geq r) \leq \mathbb{E}_{\tilde{\Pi}}[\exp(c_2 r \|F\|_{C^b(\mathbb{R}^d)})] e^{-c_2 r}.$$

\hfill $\Box$

The next lower bound on small ball probabilities of $\tilde{\Pi}$ is derived from Theorem 4.2 in [6].

\textbf{Lemma 6.3 (Small ball probabilities).} Let $\tilde{\Pi}$ be as in Definition 2.1 and $\kappa > d - \alpha$. Then there exists a constant $C > 0$ such that for any $0 < \eta < 1$,

$$-\log \tilde{\Pi}(F : \|F\|_{H^\kappa(\mathbb{R}^d)} \leq \eta) \leq C\eta^{-\frac{d}{\kappa + d - \alpha}}.$$
**Proof.** By the definition of $\tilde{\Pi}$ and display (B.3) of the Supplement, for some $c > 0$ we have

$$\tilde{\Pi}(F : \|F\|_{(H^\alpha(\mathbb{R}^d))^*} \leq \eta) \geq \mathbb{P} \left( \sum_{\ell=1}^{\infty} \xi_{\ell}^2 \leq c \eta^2 \right),$$

where $\xi_{\ell}$ are independent and identically distributed standard Laplace real random variables. Thus, Theorem 4.2 in [6] (with $\mu = -\frac{1}{2} + \frac{\alpha}{d}$ and $p = 2$) implies the desired result for any sufficiently small $\eta$. For $\eta < 1$ bounded away from zero, the result is trivial since $\tilde{\Pi}(F : \|F\|_{(H^\alpha(\mathbb{R}^d))^*} \lesssim \eta)$ is then bounded away from zero. \hfill $\square$

Associated to the measure $\tilde{\Pi}$ from (2.7) are the spaces $\tilde{Q}$ and $\tilde{Z}$ defined below, see [3]:

$$\tilde{Z} = \left\{ h \in \mathbb{R}^\infty : \sum_{k=1}^{\infty} 2^{(\alpha-d)k} \sum_{l=1}^{L_k} |h_{kl}| < \infty \right\}, \quad \|h\|_{\tilde{Z}} = \sum_{k=1}^{\infty} 2^{(\alpha-d)k} \sum_{l=1}^{L_k} |h_{kl}|, \quad (6.2)$$

$$\tilde{Q} = \left\{ h \in \mathbb{R}^\infty : \sum_{k=1}^{\infty} 2^{(2\alpha-d)k} \sum_{l=1}^{L_k} h_{kl}^2 < \infty \right\}, \quad \|h\|_{\tilde{Q}} = \left( \sum_{k=1}^{\infty} 2^{(2\alpha-d)k} \sum_{l=1}^{L_k} h_{kl}^2 \right)^{\frac{1}{2}}. \quad (6.3)$$

On the one hand, the weighted-$\ell^1$ space $\tilde{Z}$ determines the loss in probability under $\tilde{\Pi}$ for non-centered balls compared to centered ones, see Lemma 6.4 below. On the other hand, the weighted-$\ell^2$ space $\tilde{Q}$ is the space of admissible shifts of $\tilde{\Pi}$ that is the space of shifts which give rise to equivalent measures to $\tilde{\Pi}$. This space is relevant to our analysis, through the concentration inequality given in Lemma 6.5.

Notice that $\tilde{Z}$ and $\tilde{Q}$ can be identified via the expansion (2.6) to subspaces of $L^2(\mathbb{R}^d)$. In particular, for functions compactly supported on $\mathcal{O}$, the norms of $\tilde{Z}$, $\tilde{Q}$ are equivalent with the norms of the spaces $B^0_{11}(\mathcal{O}), H^{\alpha-d}(\mathcal{O})$, respectively.

**Lemma 6.4** (Decentering). Consider $\tilde{\Pi}$ defined in Definition 2.1. Then for any $h \in \tilde{Z}$ and any symmetric convex Borel-measurable $A \subset L^2(\mathbb{R}^d)$, it holds

$$\tilde{\Pi}(h + A) \geq c^{-\|h\|_{\tilde{Z}}} \tilde{\Pi}(A).$$

**Proof of Lemma 6.4.** In [3, Proposition 2.11], Lemma 6.4 is proved for $A$ being a centered ball. An inspection of the proof shows that the result also holds for any symmetric convex Borel-measurable set $A$. \hfill $\square$

By Lemma 6.1, both the spaces $B^0_{11}(\mathbb{R}^d)$ and $H^{\alpha-d}(\mathbb{R}^d)$ have zero measure under $\tilde{\Pi}$. However, the bulk of the mass of $\tilde{\Pi}$ concentrates on suitable, sufficiently large balls in these spaces, as long as they are ‘enlarged’ by any set $A$ of positive measure. Specifically, we have the following concentration inequality, which is derived from Talagrand’s work in [57].

**Lemma 6.5** (Two-level concentration). Consider $\tilde{\Pi}$ defined in Definition 2.1. Then there exists a constant $\Lambda > 0$, such that for any Borel-measurable $A \subset (H^\alpha(\mathbb{R}^d))^*$ and any $r > 0$, it holds that

$$\tilde{\Pi} \left( F = F_1 + F_2 + F_3 : F_1 \in A, \|F_2\|_{B^0_{11}(\mathbb{R}^d)} \leq r, \|F_3\|_{H^{\alpha-d}(\mathbb{R}^d)} \leq \sqrt{r}, \quad F_i \in \text{span}\{\Psi_{\mathcal{O}}\}, i = 1, 2, 3 \right) \geq 1 - \frac{1}{\tilde{\Pi}(A)} \exp(-r/\Lambda).$$
Proof. Since sequences \( h \in \tilde{Q} \) (resp. \( \tilde{Z} \)) can be uniquely identified to functions \( F_h \in H^{0-\frac{d}{2}}(\mathbb{R}^d) \) (resp. \( B^0_{1,1}(\mathbb{R}^d) \)), while there exist constants \( c_{\tilde{Q}}, c_{\tilde{Z}} > 0 \) such that \( \| h \|_{\tilde{Q}} \leq c_{\tilde{Q}} \| F_h \|_{H^{0-\frac{d}{2}}(\mathbb{R}^d)} \) and \( \| h \|_{\tilde{Z}} \leq c_{\tilde{Z}} \| F_h \|_{\tilde{Z}} \), we obtain that there exists \( c > 0 \), such that for any \( r > 0 \),

\[
\tilde{\Pi}(F = F_1 + F_2 + F_3 : F_1 \in A, \| F_2 \|_{B^0_{1,1}(\mathbb{R}^d)} \leq r, \| F_3 \|_{H^{0-\frac{d}{2}}(\mathbb{R}^d)} \leq \sqrt{r},
F_i \in \text{span}\{\Psi_O\}, i = 1, 2, 3)
\geq \tilde{\Pi}(F = F_1 + F_2 + F_3 : F_1 \in A, \| F_2 \|_{\tilde{Z}} \leq c r, \| F_3 \|_{\tilde{Q}} \leq \sqrt{c r},
F_i \in \text{span}\{\Psi_O\}, i = 1, 2, 3).
\]

In the proof of [3, Proposition 2.15], it is shown that there exists a fixed \( K' > 0 \), such that (in sequence-space) for any \( \Pi \)-measurable set \( A \subset \mathbb{R}^N \) we have

\[
\tilde{\Pi}(F = F_1 + F_2 + F_3 : F_1 \in A, \| F_2 \|_{\tilde{Z}} \leq r, \| F_3 \|_{\tilde{Q}} \leq \sqrt{r}) \geq 1 - \frac{1}{\Pi(A)} \exp(-r/K').
\]

The result follows by taking \( \Lambda = K'/c \).
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SUPPLEMENTARY MATERIAL

A. Proofs for Section 3

Proof of Theorem 3.1. i). First, we note that composition with the link function \( \Phi : \mathbb{R} \rightarrow (K_{\min}, \infty) \) introduces a one-to-one correspondence between \( f \in F \) from (3.2) and the parameter

\[
F := \Phi^{-1} \circ f \in \{ F \in B^0_{1,1} : \text{supp}(F) \subseteq K \}
\]

without positivity constraint. Since moreover the prior \( f \sim \Pi^\ell_f \) from (3.3) can be seen as the pushforward under \( \Phi \) of the Laplace prior \( F \sim \Pi^\ell \) from (2.8), we wish to apply Theorem 2.4 with the forward map \( G(F) = u_{\Phi \circ f} \), which in turn requires the verification of Assumptions 2.2 and 2.3.

The PDE solution \( G(F) \in L^2(O) \) is well defined whenever \( F \in C^2(O) \), by virtue of classical Schauder theory [29]. Thus, by the hypotheses of Theorem 3.1, Assumption 2.2 and 2.11 are verified with \( \kappa = 1 \) and \( \beta = 2 \). To verify the local Lipschitz condition (2.12), fix \( R > 0 \) and let \( F, H \in C^2(O) \).
such that $\|F\|_{C^2(O)} \vee \|H\|_{C^2(O)} \leq R$. We write $f = \Phi \circ F$, $h = \Phi \circ H$. Then, by arguing as in the proof of Theorem 9 in [48] (noting that Lemmas 21 and 22 there as well as the derivations in that proof hold for any $f, h \in C^2$) and subsequently applying Lemma B.2 below, there are constants $a, a_R > 0$ (the latter of which may depend on $R$) such that

$$\|G(F) - G(H)\|_{L^2} \leq a(1 + \|f\|_{C^1}^2)(1 + \|h\|_{C^1})\|h - f\|_{H^1}.$$  (A.1)

Thus, (2.12) holds with the choices $\kappa = 1$, $\gamma = 4$, $\beta = 2$ and $C_R = a_R(1 + R^4)$. Theorem 2.4 yields part i) of the theorem.

ii). Again by Theorem 2.4, as well as Lemma B.2 below, there are some constants $m, m' > 0$ such that

$$\Pi^c_{\varepsilon}(f : \|f\|_{C^{\alpha-d-1}} > m' \mid Y_\varepsilon) \leq \Pi_{c}(F : \|f\|_{C^{\alpha-d-1}} > m \mid Y_\varepsilon) = O_{P_{\varepsilon}}(e^{-d^2/\varepsilon^4}).$$  (A.2)

Thus, we may restrict the remainder of the proof to the event (of sufficiently high posterior probability)

$$A = \{ f : \|f\|_{C^{\alpha-d-1}(O)} \leq M, \|u_f - u_{f_0}\|_{L^2(O)} \leq M'\delta\}$$  (A.3)

where $M, M' > 0$ are sufficiently large constants. Since $\alpha > d + 2$, we have in particular that $\|f\|_{C^2} \leq M$ for any $f \in A$.

Next, we claim that for $f \in A$ it holds $u_f \in H^{\alpha-d}(O)$ and that

$$\sup_{f \in A} \|u_f\|_{H^{\alpha-d}} \leq M'',$$  (A.4)

for some constant $M'' > 0$ (independent of $\varepsilon$). For $\alpha > 3d/2 + 3$, this follows from Lemma 23 in [48] with $\alpha - d - 1$ in place of $\alpha$, as well as the embedding $C^{\alpha-d-1}(O) \subseteq H^{\alpha-d-1}(O)$. For $\alpha \leq 3d/2 + 3$, one argues analogously to the proof of Lemma 23 of [48], replacing the Sobolev multiplication inequality used there by the multiplication inequality

$$\|fg\|_{H^b} \lesssim \|f\|_{C^b}\|g\|_{H^b},$$

which holds for any integer $b \geq 1$. As in [48], it then follows that

$$\|u_f\|_{H^{b+1}} \lesssim 1 + \|f\|_{C^b(O)}^{b+1},$$  (A.5)

for any $f \in F \cap C^b(O)$, and our claim follows by choosing $b = \alpha - d - 1$.

We are now in position to apply the stability estimate from Lemma 24 of [48] with $f_1 = f_0$ and $f_2 = f \in A$. (Note that $f_0 \in C^{\alpha-d-1} \subset C^1$ and $u_{f_0} \in C^2$ under the given assumptions, and that the hypothesis $\alpha > d/2 + 2$ in Lemma 24 of [48] is only needed to ensure existence of a classical solution, and can be replaced by $f \in C^2$ here.) This yields that

$$\|f - f_0\|_{L^2(O)} \lesssim \|f\|_{C^1(O)}\|u_f - u_{f_0}\|_{H^2(O)} \lesssim \|u_f - u_{f_0}\|_{H^2(O)}.$$  (A.6)

Combining this with (A.4) and a standard interpolation inequality for Sobolev spaces (see, e.g., [43]), we obtain

$$\|f - f_0\|_{L^2(O)} \lesssim \|u_f - u_{f_0}\|_{L^2(O)}^\frac{2\alpha-d}{\alpha-d} \|f - f_0\|_{H^{\alpha-d}(O)} \lesssim \|u_f - u_{f_0}\|_{L^2(O)}^\frac{2}{\alpha-d} \|f - f_0\|_{H^{\alpha-d}(O)} \lesssim \delta_{\varepsilon}^{\frac{\alpha-d}{\alpha-d}}.$$  (A.7)
Thus, using the first part of the theorem and (A.2), it follows that for some constants $L,c > 0$,

$$\Pi^f L(f : \|f - f_0\|_{L^2(O)} \geq L\delta_0 \frac{\alpha - d - 2}{\alpha - d} \|Y_\varepsilon\| \leq \Pi^f (A^c | Y_\varepsilon\| = OP_{f_0}(e^{-c\delta_0^2/\varepsilon^2}),$$

which completes the proof. 

**Proof of Theorem 3.3.** Since $\Phi$ is now additionally assumed to be a regular link function, part iii) of Lemma D.2 below implies that the constant $a_H$ in (A.1) can be chosen independently of $R > 0$.

In particular, (2.19) is satisfied for $\kappa = 1, \beta = 2$ and $\gamma = 4$. Since we also have $\alpha \geq 9d/2 - 1 = d/2 + d\gamma - \kappa$, parts i) and ii) now follow from Theorem 2.6 (specifically, via Corollary 2.7) applied to the map $\mathcal{G} : F \mapsto u_{\Phi_0 F}$. Indeed, this follows from the fact that for $F := \Phi^{-1} \circ f, \mathcal{G}(F) = u_{\Phi_0 F}$ and $\mathcal{J}_{\lambda,\varepsilon}$ from (2.18), we have $\mathcal{J}_{\lambda,\varepsilon}(F) = I(f)$ and thus also $\mathcal{G}(F^\text{PLS}) = u_{f^\text{PLS}}$.

Part iii) follows from a similar argument as in the proof of Theorem 11 of [48]; we thus include here some details but leave the rest to the reader. For notational convenience, let us abbreviate $\hat{f} \equiv \hat{f}_{\text{PLS}}, \hat{F} \equiv \hat{F}_{\text{PLS}} \equiv \Phi^{-1} \circ \hat{f}_{\text{PLS}}$. First, note that the preceding application of Theorem 2.6, in combination with Lemma 7.9 below, the embedding (1.3) and the norm equivalence $\| \cdot \|_{B^0_{\gamma}(O)} \simeq \| \cdot \|_{\mathcal{B}_\alpha}$, yields that for some $c, c', M > 0$ and all $L \geq M$, we have the concentration bound

$$P_{f_0}^\varepsilon(\|u_j - u_{f_0}\|_{L^2}^2 \geq cL^2 \delta_\varepsilon^2) \leq P_{f_0}^\varepsilon(\|\mathcal{G}(\hat{f}) - \mathcal{G}(F_0)\|_{L^2}^2 + \lambda_\varepsilon \|\hat{F}\|_{L^2} \geq c' L^2 \delta_\varepsilon^2) \leq C \exp \left( - \frac{L^2 \delta_\varepsilon^2}{C\varepsilon^2} \right), \quad (A.8)$$

where $C > 0$ can be taken to be the constant from Theorem 2.6.

Using the stability estimate (A.6), arguing similarly as in (A.7) (but keeping track of constants more explicitly) and subsequently applying (A.5), we obtain that

$$\|\hat{f} - f_0\|_{L^2} \lesssim \|\hat{f}\|_{C^2} \|u_j - u_{f_0}\|_{H^2} \lesssim \|\hat{f}\|_{C^1} \|u_j - u_{f_0}\|_{L^2} \geq \frac{\alpha - d - 2}{\alpha - d} \|u_j - u_{f_0}\|_{H^{\alpha - d}}^2$$

$$\lesssim \|u_j - u_{f_0}\|_{L^2} \frac{\alpha - d - 2}{\alpha - d} \|\hat{f}\|_{C^1} \left( \|u_j\|_{H^{\alpha - d}} + \|u_{f_0}\|_{H^{\alpha - d}} \right) \frac{2^2}{\alpha - d}$$

$$\lesssim \|u_j - u_{f_0}\|_{L^2} \frac{\alpha - d - 2}{\alpha - d} \|\hat{f}\|_{C^1} \left( 1 + \|\hat{f}\|_{C^{\alpha - d - 1}} + \|F_0\|_{B^1_{\gamma}} \right) \frac{2^2 + b}{\alpha - d}), \quad (A.9)$$

where $b = \alpha - d - 1$. Combining the preceding derivation with (A.8), akin to the proof of Theorem 11 in [48], concludes this proof. 

**Proof of Theorems 3.4 and 3.5.** Since the proofs of Theorems 3.4 and 3.5 follow the same lines as those of Theorems 3.1 and 3.3, we give a slightly briefer presentation here. We adopt the notation from those preceding proofs.

To see part i) of Theorem 3.4, we verify Assumptions 2.2 and 2.3 with $\kappa = 2, \gamma = 4$ and $\beta = 2$ in order to apply Theorem 2.4, and as in the preceding proof we focus on verifying (2.12). Fix any $R > 0$.

By arguing as in the proof of Theorem 12 of [48], as well as using Lemma B.2 below, we see that there exist $a, a_R > 0$ such that for any $F, H \in C^2_{\chi}(O), \|F\|_{C^2(O)} \vee \|H\|_{C^2(O)} \leq R$.

$$\|u_f - u_h\|_{L^2} \leq a(1 + \|f\|_{\infty})(1 + \|h\|_{\infty})\|f - h\|_{(H^2)}^2 \leq a_R(1 + \|F\|_{C^2} \vee \|H\|_{C^2})\|F - H\|_{(H^2)}^2,$$
yielding part i).

For part ii), by virtue of the concentration bounds (2.13)-(2.14) and Lemma B.2 we may again focus on the posterior event (on which the posterior concentrates)

\[ A = \{ f : \| f \|_{C^{\alpha-d-1}(\mathcal{O})} \leq M, \| u_f - u_{f_0} \|_{L^2(\mathcal{O})} \leq M'\delta_{e} \}, \]

for sufficiently large \( M, M' > 0 \). Next, we claim that

\[ \sup_{f \in A} \| u_f \|_{H^{\alpha-d+1}} \leq M'', \tag{A.10} \]

for some constant \( M'' > 0 \). Indeed, we see this by modifying Lemma 27 of [48] in the same way as we modified Lemma 23 in [48] to obtain (A.5), which yields that for any integer \( b \geq 1 \) and \( f \in \mathcal{F} \cap C^b(\mathcal{O}) \),

\[ \| u_f \|_{H^{b+2}} \lesssim 1 + \| f \|_{C^b(\mathcal{O})}^{b/2+1}. \tag{A.11} \]

The stability estimate from Lemma 28 of [48] yields that for some \( c_1, c_2 > 0 \) and any \( f_0, f \in C^2 \), we have

\[ \| f - f_0 \|_{L^2(\mathcal{O})} \leq c_1(\epsilon^{c_2}\| f \|_{\infty} \| u_f - u_{f_0} \|_{H^2(\mathcal{O})} + \| u_{f_0} \|_{C^2(\mathcal{O})} c_2 \| f \|_{\infty} \| u_f - u_{f_0} \|_{L^2(\mathcal{O})}). \tag{A.12} \]

Noting that \( f_0 \in C^2 \) and \( u_{f_0} \in C^2 \) under the given assumptions, there exists \( C > 0 \) such that for any \( f \in A \),

\[ \| f - f_0 \|_{L^2} \leq C \| u_f - u_{f_0} \|_{H^2}. \]

Now, an interpolation argument analogous to (A.7) concludes the proof:

\[ \| f - f_0 \|_{L^2} \lesssim \| u_f - u_{f_0} \|_{L^2}^{\frac{\alpha-d-1}{\alpha-d+1}} \lesssim \delta_{e}^{\frac{\alpha-d-1}{\alpha-d+1}} \quad \text{for } f \in A. \]

It remains to prove Theorem 3.5. Parts i) and ii) are proved analogously as for Theorem 3.3, noting that since \( \kappa = 2 \) here, the additional assumption on \( \alpha \) is \( \alpha \geq 9d/2 - 2 \). Part iii) now follows from a similar argument as given in (A.8)-(A.9) to prove part iii) of Theorem 3.3, using the stability estimate (A.12) and (A.11) in place of (A.6) and (A.5) respectively.

\[ \square \]

**B. Some facts about Besov spaces**

For \( s \geq 0, p, q \in [1, \infty) \) and integer \( d \geq 1 \), we denote by \( B^s_{pq}(\mathbb{R}^d) \) the usual Besov spaces on \( \mathbb{R}^d \) (see Section 2.2.1 in [24] for definitions). For any (open) domain \( \mathcal{O} \subseteq \mathbb{R}^d \), let \( L^2(\mathcal{O}) \) denote the square-integrable functions on \( \mathcal{O} \). Further we denote by \( B^s_{pq}(\mathcal{O}) \) the space of restrictions \( f = g|_{\mathcal{O}} \) of elements \( g \in B^s_{pq}(\mathbb{R}^d) \) to \( \mathcal{O} \), equipped with the quotient norm

\[ \| f \|_{B^s_{pq}(\mathcal{O})} = \inf_{\| g \|_{B^s_{pq}(\mathbb{R}^d)} \leq \| f \|_{B^s_{pq}(\mathbb{R}^d)}} \| g \|_{B^s_{pq}(\mathbb{R}^d)}, \tag{B.1} \]

see [24], p.57. For \( p = q = 2 \), \( B^{s}_{22} \) coincides with the usual Sobolev space \( H^s(\mathcal{O}) \) of \( s \)-times weakly differentiable functions with derivatives in \( L^2(\mathcal{O}) \). [For non-integer \( s \), these are defined by interpolation].
Recall that $\Psi_O = \{\psi_{kl}\}_{k \geq 1, 1 \leq l \leq L_k}$ is the sub-collection of wavelets in the orthonormal wavelet basis $\Psi$, whose supports intersect $O$. For $F$ of the form (2.6), the $B_{pq}^s(R^d)$-norms can be characterized via the coefficients $F_{kl}$

$$
\|F\|_{B_{pq}^s(R^d)} = \left( \sum_{k=1}^{\infty} 2^q k(s+\frac{d}{p}+\frac{1}{2})\left( \sum_{l=1}^{L_k} |F_{kl}|^p \right)^{q/p} \right)^{1/q}, \quad s \in \mathbb{R}, 1 \leq p, q < \infty. \tag{B.2}
$$

For $p = \infty$ or $q = \infty$, we replace the $\ell_p$ or $\ell_q$-norm with $\ell_\infty$, respectively; see, e.g., p. 370 in [30]. When $p = q$, using $L_k \approx 2^{dk}$ together with the asymptotic equivalence between the sequences $\gamma_{kl} = 2^{sk}, k \in \mathbb{N}, 1 \leq l \leq 2^{dk}$ and $\gamma_\ell = \ell s/d, \ell \in \mathbb{N}$, for any $s \in \mathbb{R}$, and enumerating $\{F_{kl}\}_{k \in \mathbb{N}, 1 \leq l \leq L_k}$ using a single index as $\{F_\ell\}_{\ell=1}^\infty$, the characterization (B.2) can be simplified to

$$
\|F\|_{B_{pq}^s(R^d)} \simeq \left( \sum_{\ell=1}^{\infty} \ell^{\frac{sp}{p}+\frac{1}{2}-1} |F_\ell|^p \right)^{\frac{1}{p}}, \quad s \in \mathbb{R}, 1 \leq p < \infty, \tag{B.3}
$$

with the obvious modification for $p = \infty$.

We have the following two basic lemmas.

**Lemma B.1.** Let $K$ be a compact subset of $O$ and $\chi \in C_0^\infty(O)$ be a smooth cut-off function with $\chi \equiv 1$ on $K$. Moreover, suppose that $s, b, \kappa > 0$, $p \in \{1, 2\}$, and let $\mathcal{W} = O$ or $\mathbb{R}^d$. Then there exists some constant $C < \infty$ such that

$$
\|\chi F\|_{B_{pp}^s(O)} \leq C\|F\|_{B_{pp}^s(\mathcal{W})} \quad \text{for all } F \in B_{pp}^s(\mathcal{W}), \tag{B.4}
$$

$$
\|\chi F\|_{C_0^\infty(O)} \leq C\|F\|_{C_0^\infty(\mathcal{W})} \quad \text{for all } F \in C_0^\infty(\mathcal{W}), \tag{B.5}
$$

$$
\|\chi F\|_{(H^s(O))^\ast} \leq C\|F\|_{(H^s(\mathcal{W}))^\ast} \quad \text{for all } F \in L^2(\mathcal{W}). \tag{B.6}
$$

**Proof.** The second statement follows directly from Remark 1 on p.143 in [58] (and the quotient characterization (B.1)). The first statement, for non-integer $b$, follows from Remark 1 on p.143, and for integer $b$ is immediate from the product rule. Finally, (B.6) is proved by a basic duality argument,

$$
\|\chi F\|_{(H^s(O))^\ast} = \sup_{\Phi:\|\Phi\|_{H^s(O)} \leq 1} \left| \int F_\Phi \right| \lesssim \|F\|_{(H^s(\mathcal{W}))^\ast}.
$$

**Lemma B.2.** Suppose that $K_{\text{min}} \in \mathbb{R}$ and that $\Phi: \mathbb{R} \to (K_{\text{min}}, \infty)$ is a smooth, one-to-one map with $\Phi'(x) > 0$, $x \in \mathbb{R}$.

i) For any integer $k \geq 1$ and $R > 0$ there exists a constant $c_{k,R} > 0$ such that for any $F \in C_0^k(O)$ with $\|F\|_{C_0^k} \leq R$, we have $\|\Phi \circ F\|_{C_0^k} \leq c_{k,R} (1 + \|F\|_{C_0^k})$.

ii) For any $R > 0$ there exists $c_R > 0$ such that for $\kappa \in \{1, 2\}$ and any $F, H \in C_0^\kappa(O)$ with $\|F\|_{C_0^\kappa}, \|H\|_{C_0^\kappa} \leq R$, we have

$$
\|\Phi \circ F - \Phi \circ H\|_{(H^s)^\ast} \leq c_R \|F - H\|_{(H^s)^\ast} (1 + \|F\|_{C_0^\kappa} \vee \|H\|_{C_0^\kappa}).
$$

iii) If $\Phi$ is moreover a regular link function in the sense of Definition 3.2, then $c_{k,R}$ and $c_R$ may be chosen independently of $R > 0$. 
Proof. Parts i) and ii) follow from the same arguments as in the proof of parts 2 and 4 of Lemma 29 in [48]. Indeed, this follows from the fact that fixed balls \( \{ F \in C^{k}(O) : \| F \|_{C^{k}(O)} \leq R \} \) possess a uniform bound in \( \| \cdot \|_{\infty} \)-norm, whence it indeed suffices to take into account the local suprema \( \sup_{x \in [-R,R]} (|\Phi(x)| + \ldots + |\Phi^{(k)}(x)|) < \infty \) in the above-mentioned proof. Part iii) of this lemma is in fact identical to parts 2 and 4 of Lemma 29 in [48].

Finally, the following approximation result is needed for the proof of Theorem 2.4, in particular in the proof of Lemma 5.2.

Lemma B.3. Assume \( \alpha > d - \kappa \) and recall the sub-collection of wavelets \( \Psi_{O} \) from (2.5). Then there exists a constant \( a > 0 \) such that for all \( M > 1 \), any \( \varepsilon > 0 \) and any \( F \in \text{span}\{\Psi_{O}\} \) with \( \| F \|_{H^{\alpha - \frac{d}{2}}(\mathbb{R}^{d})} \leq M \frac{\Delta}{\varepsilon} \), there is a decomposition \( F = F_{1} + F_{2} \) with \( F_{1}, F_{2} \in \text{span}\{\Psi_{O}\} \) satisfying

\[
\| F_{1} \|_{(H^{\kappa}(\mathbb{R}^{d}))^{*}} \leq \frac{\delta}{\varepsilon}^{2} \quad \text{and} \quad \| F_{2} \|_{B_{1}^{1}(\mathbb{R}^{d})} \leq aM^{2} \frac{\delta^{2}}{\varepsilon^{2}}.
\]

Proof. Let \( F \in \text{span}\{\Psi_{O}\} \) identified with its sequence of coefficients \( \{ F_{kl} \}_{k \geq 1, 1 \leq l \leq L_{k}} \) with respect to \( \Psi_{O} \). Assume \( \| F \|_{H^{\alpha - \frac{d}{2}}(\mathbb{R}^{d})} \leq M \frac{\Delta}{\varepsilon} \) and consider the approximation of \( F \) by the truncated sequence of coefficients \( F_{1;K} = \{ F_{kl} \}_{1 \leq k \leq K, 1 \leq l \leq L_{k}} \), where \( K \) is the minimal truncation point such that \( \| F - F_{1;K} \|_{(H^{\kappa}(\mathbb{R}^{d}))^{*}} \leq \frac{\delta}{\varepsilon}^{2} \). Recalling \( (H^{\kappa}(\mathbb{R}^{d}))^{*} = H^{-\kappa}(\mathbb{R}^{d}) \) and using (B.2), we can bound

\[
\| F - F_{1;K} \|^{2}_{(H^{\kappa}(\mathbb{R}^{d}))^{*}} = \sum_{k > K} 2^{-2\kappa k} \sum_{l=1}^{L_{k}} F_{kl}^{2} = \sum_{k > K} 2^{(d-2\alpha - 2\kappa)k} 2^{(2\alpha - d)k} \sum_{l=1}^{L_{k}} F_{kl}^{2} \\
\leq 2^{(d-2\alpha - 2\kappa)K} \| F \|^{2}_{H^{\alpha - \frac{d}{2}}(\mathbb{R}^{d})} \leq 2^{(d-2\alpha - 2\kappa)K} M^{2} \frac{\delta^{2}}{\varepsilon^{2}},
\]

where for the first inequality we used the assumption \( d < \kappa + \alpha \). It thus follows that

\[
K \sim \frac{2^{d-2\alpha - 2\kappa}}{2^{d-2\alpha - 2\kappa} \log_{2}(M \frac{\Delta}{\varepsilon})} \quad \text{(notice that} \frac{\Delta}{\varepsilon} = \frac{d-2\alpha - 2\kappa}{\Delta} \to \infty \text{as} \varepsilon \to 0).\]

By (B.2) and the Cauchy-Schwarz inequality, the approximation \( F_{1;K} \) satisfies

\[
\| F_{1;K} \|_{B_{1}^{1}(\mathbb{R}^{d})} = \sum_{k=1}^{K} 2^{(\alpha - \frac{d}{2})k} \sum_{l=1}^{L_{k}} |F_{kl}| \\
\leq \left( \sum_{k=1}^{K} L_{k} \right)^{\frac{1}{2}} \left( \sum_{k=1}^{K} 2^{(2\alpha - d)k} \sum_{l=1}^{L_{k}} F_{kl}^{2} \right)^{\frac{1}{2}} \leq a2^{\frac{d}{2}} K \| F \|_{H^{\alpha - \frac{d}{2}}(\mathbb{R}^{d})},
\]

for some constant \( a > 0 \) (depending only on \( \Psi_{O} \)), and where we used that \( L_{k} = O(2^{dk}) \). Combining the assumed bound on \( \| F \|_{H^{\alpha - \frac{d}{2}}(\mathbb{R}^{d})} \) with the expressions for \( K \) and \( \delta \) (see (2.10)), we then have

\[
\| F_{1;K} \|_{B_{1}^{1}(\mathbb{R}^{d})} \leq aM^{\frac{2\alpha+2d}{2\alpha+2d-d}} \frac{\delta^{2}}{\varepsilon^{2}} \leq aM^{2} \frac{\delta^{2}}{\varepsilon^{2}},
\]

where for the last bound we used the assumption \( \alpha > d - \kappa \).

The claim follows by taking \( F_{2} = F_{1;K} \) and \( F_{1} = F - F_{1;K} \).
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