Binding self-propelled topological defects in active turbulence
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We report on the emergence of stable self-propelled bound defects in monolayers of active nematics, which form virtual full-integer topological defects in the form of vortices and asters. Through numerical simulations and analytical arguments, we identify the phase-space of the bound defect formation in active nematic monolayers. It is shown that an intricate synergy between the nature of active stresses and the flow-aligning behaviour of active particles can stabilise the motion of self-propelled positive half-integer defects into specific bound structures. Our findings uncover new complexities in active nematics with potential for triggering new experiments and theories.

Whether they are fluxons in a superconductor [1–3], vortices in a superfluid [4–6], or disclinations in a liquid crystal [7], topological defects mark the breakdown of an order parameter in the system. Though they are in principle imperfections, topological defects have emerged as indispensable features of matter for various applications from skyrmions in quantum field theory [8, 9] to blue phases in liquid crystals [10]. Intriguingly, the functional role of topological defects has also been recently identified in a growing number of biological processes. Striking examples are cytoskeletal topological defects determining growth axis of animal Hydra [11, 12], defects in cell orientation governing cell death and extrusion in epithelial tissues [13], defects in bacterial biofilms leading to layer formation [14], and defects as local hotspots of mound formation in neural stem cells [15].

Despite having similar topologically protected structures, as no local rearrangement of the order parameter can remove them [7], the defects in these living biological materials show distinct dynamical behaviour compared to their non-living counterparts [16]. This is due to the continuous injection of energy at the local level of each individual living particle [17–20]. Every particle extracts energy from the surrounding medium and converts it into mechanical work in the form of self-propulsion and active stress generation. As a result of this activity topological defects with broken symmetry, $\pm 1/2$ defects, can self-propel in active materials [21–24].

This self-propulsion of $\pm 1/2$ defects leads to novel emergent behaviours, which have no equivalent in equilibrium systems. For example, as a consequence of the activity, a $+1/2$ defect experiences a torque that tends to align the defect in the direction of forces acting on it, leading to the unbinding of $\pm 1/2$ defects upon nucleation and active-nematic-to-isotropic phase transition [25]. Furthermore, experimental and theoretical studies show the emergence of long-ranged nematic [26–28] and polar [29, 30] orientational alignment of self-propelled $+1/2$ defects that, at least theoretically, could even self-organise into positionally ordered lattice structures [27, 31, 32]. Moreover, the strong flow fields generated by self-propelled $+1/2$ defects are shown to drive the formation of protrusions at free surfaces [33, 34], dictating the morphology of active multiphase systems such as bacterial colonies [33, 35].
and epithelial monolayers [36]. Here, we report yet another new feature of active defects: self-organisation into stable like-charged bound pairs in the form of virtual full-integer defects - which has no parallel in equilibrium systems - and could be important in the formation of dynamically ordered stable structures in active systems.

While half-integer defects are prolific in active nematics [16], the understanding of full integer defects remains obscure. In fact, in two-dimensional layers of particles with nematic symmetry and in the absence of any specified anchoring at the boundaries, simple energy calculation shows that two half-integer defects have less elastic energy than one full-integer defect and as such any full integer defect should be inherently unstable [37]. Here, however, we show that in active nematics, self-propelled +1/2 defects can come together to form virtual full-integer defects in the form of asters and vortices. Importantly, this behaviour emerges in the bulk of the system in active turbulence regime [38] and in the absence of any confinement or any imposed anchoring boundary conditions. We show that in addition to activity, the flow-aligning behaviour of active particles is a determining factor in the binding of two +1/2 defects into stable aster- and vortex-like structures. This is important since the formation of such full-integer topological defects in 2D has until now only been associated with systems with polar symmetry [39–42] or confined systems subject to strong anchoring conditions [43–46].

To investigate the formation of full integer defects, we solve the full continuum equations of active nematohydrodynamics. This is commonly used in describing the spatio-temporal dynamics of a wide range of active systems, from microtubule-kinesin motor protein mixtures [21, 47] and actin filaments powered by myosin motors [48], to bacterial colonies [35, 49–51] and dense assemblies of fibroblast cells [52]. Within this framework, the dynamics of the active system is governed through the coupling between the evolution of a nematic tensor \(Q\) as the orientational order parameter and the velocity vector \(u\) as the slow variable. The velocity field is determined from the generalized Stokes equation that comprises viscous, elastic, and active stresses (see SI for the full description of stress terms). Of particular importance here is the active stress term \(\sigma^\text{act} = -\zeta Q\), which implies that any gradients in the nematic ordering generate flows [17]. The sign of the activity coefficient \(\zeta\) distinguishes between two types of active particles with \(\zeta > 0\) (\(\zeta < 0\)) corresponding to extensile (contractile) active entities [17]. The Beris-Edwards equation [53] governs the dynamics of the nematic tensor \(Q\):

\[
\partial_t Q + u \cdot \nabla Q - S = \Gamma H,
\]

with \(\Gamma\) the rotational diffusion controlling the relaxation of the orientation through the molecular field \(H\) (see SI for the full form of the free energy and the molecular field). In addition to the advection with the flow, the co-rotational term \(S = (\lambda E + \Omega) (Q + \frac{1}{3} I) + (Q + \frac{1}{3} I) (\lambda E - \Omega) - 2\lambda (Q + \frac{1}{3} I) \text{tr} (Q : \nabla u)\) determines the response of the orientation field to the rate of strain \(E\) and the vorticity \(\Omega\) tensors. The nature of this response to flow gradients is controlled by the flow-aligning parameter \(\lambda\): when the normalized flow-aligning parameter \(|\nu| = \frac{|\lambda| q^2}{4q^2 + 1} > 1\) (with \(q\) denoting the magnitude of nematic order), the director aligns with an angle to the principal axis of flow deformation (See SI) [54]. When \(|\nu| < 1\) the director tumbles in the vorticity field set by the flow gradients. The value of \(\nu\) depends on the size, aspect ratio, and also interactions between the elongated particles [7, 55, 56]. For larger values of the flow-aligning parameter (in the flow-aligning regime), positive values implicate alignment parallel to the pure shear, while negative values describe particles that align perpendicular to the pure shear. These different responses of the orientation field to flow gradients become particularly complex in the case of active materials since the flows are self-generated at the level of constituent elements that in turn respond to their actively self-induced flows. As such, the exact mapping of the flow-aligning parameter in various experiments remains to be determined, but existing studies sug-

![FIG. 2: Analytical prediction of director reconfiguration in response to active flows of +1/2 defect pairs. (a) The contractile vortex-like configuration for \(\nu \to 1\). (b) The extensile aster-like configuration for \(\nu \to -1\). Blue dotted lines indicate the director field and their associated flow fields are illustrated with the orange streamlines. The green dotted lines indicate the expected reconfiguration of the director field in response to the active flows.](image)
gest negative values of $\lambda$ for epithelial cells forming Drosophila wing [55].

While the pivotal role of activity in setting the motion and ordering of self-propelled topological defect is well established both in models [22, 25, 27, 30] and experiments [26, 28, 47, 57], the importance of the flow-aligning parameter and its impact on topological defects motion have been largely overlooked. To this end, we begin by probing the behaviour of topological defects in the activity flow-aligning parameter ($\zeta - \nu$) phase space. We choose the model parameters in the range that has proven successful in describing spatio-temporal dynamics of microtubule/motor protein mixtures [47] (see SI for the simulation details). Periodic boundary conditions are applied on all sides of the domain and simulations begin with zero velocities and random director field.

First, we consider the case of a positive flow-aligning parameter in the flow aligning regime with $\lambda = 0.7$ ($\nu = 1.2$). Since most of the numerical studies so far have only focused on extensile activities [16, 23, 25, 30, 58–62], we begin by exploring the effect of contractile activity to shed light on possible new patterns. At low contractile activities, splay instabilities are followed by unbinding of $\pm 1/2$ defect pairs, and active turbulence is established, a process that is consistent with both previous theoretical predictions [17, 25] and numerical simulations [63, 64]. However, by increasing the contractile activity in this flow-aligning regime, we observe that after $\pm 1/2$ unbinding events, pairs of $+1/2$ defects join together along their comet-shaped tails (Fig.1a), forming stable structures in the form of vortex-like topological defects (Fig.1b,c). Further increase in activity restores unbinding and active turbulence, destroying bound $+1/2$ defect pairs. Intriguingly, we do not observe similar activity-dependent $+1/2$ defect binding for a flow-tumbling regime, indicating that the underlying mechanism of bound $+1/2$ defect formation must be controlled by the flow-aligning behaviour of the director field.

To understand the mechanism of bound $+1/2$ defect pair formation, we consider the response of the director field associated with two interacting $+1/2$ topological defects to their corresponding activity-induced flow fields (Fig.2a). To this end, we consider a simplified setup, where only two $+1/2$ defects are near each other in a vortex-like pattern as shown in (Fig.1a and Fig.2 blue dotted lines). Using the linearity of Stokes equation, the flow field associated with this configuration is obtained by superposition of the flow fields of each individual $+1/2$ defect that is known analytically [22]:

$$\nu = \left( -|\zeta| \left( 3(r_2 - r_1) + r_1 \cos(2\psi_1) - r_2 \cos(2\psi_2) \right) - |\zeta| \left( r_1 \sin(2\psi_1) - r_2 \sin(2\psi_2) \right) \right) ,$$

where, $r_{1,2}$ and $\psi_{1,2}$ are the polar coordinates around defect 1 or 2 at the coordinates $(a, 0)$ and $(-a, 0)$ with defect orientation $\psi_1 = \pi$ and $\psi_2 = 0$. In the vicinity of the defect core, the total active flow is non-zero (Fig.1a red streamlines), and indeed this tends to destroy the vortex-like configurations as $+1/2$ defect rotate and move away from each other in flow-tumbling regime ($|\nu| < 1$). However, just above the transition to the flow-aligning regime ($|\nu| = 1$), the director field tends to align with an angle (Leslie angle) $\theta_L = \frac{1}{2} \sin^{-1}(1/\nu)$ [55] to the principal axis of flow deformation

$$\theta_p = \frac{1}{2} \tan^{-1} \left( \frac{2E_{xy}}{E_{xx} - E_{yy}} \right) ,$$

defined based on the rate of strain tensor $E$ [54]. As such, calculating the reconfiguration of the director field in response to the activity-induced flow of the vortex-like structure (See SI for a detailed calculation) shows that as $\nu \rightarrow 1$, i.e., Leslie angle $\rightarrow \pi/4$, flow gradients result in a preferred reorientation of the director field back into the vortex-like configuration (Fig.2a green dotted lines). This indicates a positive feedback between the active flows and the reorientation response of the director field, which can stabilize the vortex structures and explains the
formation of stable bound defect pairs.

Interestingly, this mechanism of synergy between active flows and flow-aligning behaviour predicts that in an extensile system, where $+1/2$ defects self-propel along their comet-shaped head (Fig.1d), stable bound pairs of $+1/2$ defects can form when director tends to align with a Leslie angle to the perpendicular to the principal axis of flow deformations, i.e., for a negative flow-aligning parameter ($\nu < 0$). Our calculation of the defect-induced flows and the consecutive reconfiguration of the director field shows that in this case – unlike for contractile case - stable bound defect pairs form when $+1/2$ defects come together head-on, forming aster-like configuration (Fig.2b). To test this prediction in our simulations, we consider $\lambda = -0.7$ ($\nu = -1.2$) and increase the extensile activity (Fig.1f). At small activities, bend instabilities are followed by $\pm 1/2$ defects unbinding and active turbulence generation. Increasing activities further, we observe the formation of bound $+1/2$ defect pairs in the form of aster-like structures. Further increase in activity breaks down these stable bound defects, and active turbulence is recovered. As in the contractile case, no aster-like configuration is obtained in a flow-aligning regime. While previous theoretical analyses have predicted the possible existence of such defect configuration due to the active torques acting on $+1/2$ defects [25], these results show that the stabilization is a consequence of flow-aligning behaviour of director in response to active flows.

To more quantitatively characterise the formation of stable bound $+1/2$ defect pairs, we measure the time $+1/2$ defects spend near each other and calculate the density of these bound defect occurrences. If two self-propelled $+1/2$ defects are for a prolonged time ($t > t^*$) next to each other ($r < r^*$) in the configuration as shown in Fig.1 b,e, they are considered to be bound and stable. Here $t^*$ is a long time ($t^* = 2000$ in simulation units) and $r^* = 10$ is a small distance corresponding to the size of vortex and aster-like configurations. This is because even in the active turbulence regime, there is always a finite chance of defects being temporarily near each other due to the chaotic nature of $+1/2$ defect motion.

The results of these measurements are shown in Fig.3 for varying activities and flow-aligning parameters, and clearly indicate that for defects to bound for long times, the system needs to be active, but that the probability of finding a bound defect pair becomes lower eventually with increasing activity (Fig.3a). This suggests that the $+1/2$ defects need their self-propulsion to form stable vortex- and aster-like structures, but that for higher activities, the more chaotic flows make it easier for the bound defects to break apart.

Secondly, we find that the bound defects appear when the flow-aligning parameter approaches $\nu \rightarrow |1|$, above which bound defect density drops again. This is consistent with our analytical predictions that show increasing $\nu$ above 1, makes the director field align stronger with the principal axis of flow deformation, i.e. a smaller Leslie angle, resulting in deviation from reconfiguration shown in Fig.2 (See SI for a detailed calculation)). Eventually for large $\nu$, this results in preferred reconfiguration which renders the bound defect state unstable (Fig.2a,b in the SI). This explains why eventually the bound defect density drops by increasing flow-aligning parameter. The results of varying activity and flow-aligning parameters are summarised in the stability diagram (Fig.4) showing that similar behaviour of bound defect pair formation is observed for contractile and extensile active nematics in the flow-aligning regime upon changing the sign of the flow-aligning parameter.

The results presented here, demonstrate a new feature of topological defects in monolayers of active nematics. Moreover, identifying the regions of phase-space where such stable defect binding can be achieved can provide guidelines to design and engineer active nematic systems with more complex topological states. Furthermore, very recently experiments and theories have shown the emergence and complex dynamics of three-dimensional topo-
logical defect lines in active nematics [65–67]. Based on the findings presented in this study, we conjecture that similar physics could govern the binding of self-propelled disclination lines in 3D active nematics to form new topologically protected structures.
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