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Abstract—In this article, we study momentum-based first-order optimization algorithms in which the iterations utilize information from the two previous steps and are subject to an additive white noise. This setup uses noise to account for uncertainty in either gradient evaluation or iteration updates, and it includes Polyak’s heavy-ball and Nesterov’s accelerated methods as special cases. For strongly convex quadratic problems, we use the steady-state variance of the error in the optimization variable to quantify noise amplification and identify fundamental stochastic performance tradeoffs. Our approach utilizes the Jury stability criterion to provide a novel geometric characterization of conditions for linear convergence, and it reveals the relation between the noise amplification and convergence rate as well as their dependence on the condition number and the constant algorithmic parameters. This geometric insight leads to simple alternative proofs of standard convergence results and allows us to establish “uncertainty principle” of strongly convex optimization: for the two-step momentum method with linear convergence rate, the lower bound on the product between the settling time and noise amplification scales quadratically with the condition number. Our analysis also identifies a key difference between the gradient and iterate noise models: while the amplification of gradient noise can be made arbitrarily small by sufficiently decelerating the algorithm, the best achievable variance for the iterate noise model increases linearly with the settling time in the decelerating regime. Finally, we introduce two parameterized families of algorithms that strike a balance between noise amplification and settling time while preserving orderwise Pareto optimality for both noise models.
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I. INTRODUCTION

ACCELERATED first-order algorithms [1, 2, 3] are often used for solving large-scale optimization problems [4, 5] because of their scalability, fast convergence, and low per-iteration complexity. Their convergence properties [6, 7, 8, 9, 10, 11, 12, 13, 14] have been carefully studied. However, stochastic performance in the presence of noise has received less attention [21, 22, 23, 24, 25, 26] because of their scalability, fast convergence, and low per-iteration complexity. Their convergence properties [6, 7, 8, 9, 10, 11, 12, 13, 14] have been carefully studied. Prior studies indicate that inaccuracies in the computation of gradient values can adversely impact the convergence rate of accelerated methods and that gradient descent may have advantages relative to its accelerated variants in noisy environments [27, 28, 29, 30, 31]. In contrast to gradient descent, accelerated algorithms can also exhibit undesirable transient behavior [32, 33, 34]; for convex quadratic problems, the nonnormal dynamic modes in accelerated algorithms induce large transient responses of the error in the optimization variable [34].

Analyzing the performance of accelerated algorithms with additive white noise that arises from uncertainty in gradient evaluation dates back to Polyak [21]. In this reference, Polyak established the optimal linear convergence rate for strongly convex quadratic problems and used time-varying parameters to obtain convergence in the error variance at a sublinear rate with an improved constant factor compared to gradient descent. Under strong convexity, noisy algorithms with constant parameters converge at a linear rate to a stationary distribution in Wasserstein distance; the convergence rate along with bounds on transient behavior and steady-state variance were obtained in [35]. The existence of tradeoffs between the convergence rate and the steady-state variance was also demonstrated.

Acceleration in a sublinear regime can also be achieved for smooth strongly convex problems with diminishing stepsize [36] and averaging can be used to prevent the accumulation of gradient noise by accelerated algorithms [37]. In [38], it has been further shown that the iteration complexity of any first-order
noisy algorithm for strongly convex problems is subject to a fundamental lower bound that consists of bias and variance error terms that decay to zero at linear and sublinear rates, respectively. To achieve this lower bound, a generic accelerated stochastic approximation framework was developed in [38]; this framework can be specialized to obtain optimal or nearly optimal methods. In addition, Aybat et al. [39] propose a multistage algorithm based on properly adjusting the stepsize to strike a balance between noise amplification and convergence rate. Therein, the proposed Nesterov-like algorithm with explicit choice of parameters does not require knowledge of noise variance and achieves Pareto optimality.

For standard accelerated methods with constant parameters, control-theoretic tools were utilized in [40] and [41] to study the steady-state variance of the error in the optimization variable for smooth strongly convex problems. In particular, for the parameters that optimize convergence rates for quadratic problems, tight upper and lower bounds on the noise amplification of gradient descent, heavy-ball method, and Nesterov’s accelerated algorithm were developed [40]. These bounds are expressed in terms of the condition number $\kappa$ and the problem dimension $n$, and they demonstrate opposite trends relative to the settling time: for a fixed problem dimension $n$, accelerated algorithms increase noise amplification by a factor of $\Theta(\sqrt{\kappa})$ relative to gradient descent. Similar result also holds for heavy-ball and Nesterov’s algorithms with parameters that provide convergence rate $\rho \leq 1 - c/\sqrt{\kappa}$ with $c > 0$ [40]. Furthermore, for strongly convex optimization problems with a condition number $\kappa$, tight and attainable upper bounds for noise amplification of gradient descent and Nesterov’s accelerated method were provided [40].

In this article, we extend the results of [40] to the class of first-order algorithms with three constant parameters in which the iterations involve information from the two previous steps. This class includes heavy-ball and Nesterov’s accelerated algorithms as special cases and we examine its stochastic performance for strongly convex quadratic problems. Our results are complementary to [42], which evaluates stochastic performance in both the objective and the iterate errors, and to a recent work [41] that studies the steady-state variance of the error associated with the point at which the gradient is evaluated. Van Scoy and Lessard [41] combined the theory with computational experiments to demonstrate that a parameterized family of heavy-ball-like methods with reduced stepsize provides Pareto-optimal algorithms for simultaneous optimization of convergence rate and amplification of gradient noise. In contrast to [41], we establish analytical lower bounds on the product of the settling time and the steady-state variance of the error in the optimization variable that hold for any constant stabilizing parameters and for both gradient and iterate noise models. Our lower bounds scale with the square of the condition number and reveal a fundamental limitation of this class of algorithms.

In another related work [43], the tradeoff between the convergence rate and risk of suboptimality for the class of two-step momentum algorithms was studied. Can and Gurbuzbalaban [43] characterized the convergence rate and steady-state variance and proposed a systematic and computationally tractable approach based on solutions of semidefinite programming problems to achieve tradeoffs in the risk-averse setting for strongly convex problems. The impact of parameters on the convergence rate and steady-state variance for momentum-based algorithms with extensions to nonconvex problems has also been studied [44].

Therein, the authors utilized second-order Taylor series expansion in the stepsize to reveal nonintuitive trends for the effect of momentum parameters on the stationary variance. In the context of differential privacy, theoretical bounds along with numerical observations were used to quantify noise amplification of noisy accelerated algorithms [45]. In addition, Kuru et al. [45] obtained optimal noise-robust heavy-ball algorithm and proposed multi-stage variants of accelerated algorithms that attenuate noise in the gradient while enjoying an improved convergence rate.

In addition to considering noise in gradient evaluation, we study the stochastic performance of algorithms when noise is directly added to the iterates (rather than the gradient). For this iterate noise model, we establish an alternative lower bound on the noise amplification. This bound scales linearly with the settling time and is orderwise tight for settling times that are larger than that of gradient descent with the standard stepsize. In this decelerated regime, we identify a key difference between the two noise models: while the impact of gradient uncertainties on variance amplification can be made arbitrarily small by decelerating the two-step momentum algorithm, the best achievable variance for the iterate noise model increases linearly with the settling time in the decelerated regime.

Our results build upon a simple, yet powerful geometric viewpoint, which clarifies the relation between condition number, convergence rate, and algorithmic parameters for strongly convex quadratic problems. This viewpoint allows us to present alternative proofs for the following:

1) the optimal convergence rate of the two-step momentum algorithm, which recovers Nesterov’s fundamental lower bound on the convergence rate [46] for finite-dimensional problems [47];

2) the optimal rates achieved by standard gradient descent, heavy-ball method, and Nesterov’s accelerated algorithm [9].

In addition, it enables a novel geometric characterization of noise amplification in terms of stability margins and it allows us to precisely quantify tradeoffs between convergence rate and robustness to noise.

We also introduce two parameterized families of algorithms that are structurally similar to the heavy-ball and Nesterov’s accelerated algorithms. These algorithms utilize continuous transformations from gradient descent to the corresponding accelerated algorithm (with the optimal convergence rate) via a homotopy path, and they can be used to provide additional insight into the tradeoff between convergence rate and noise amplification. We prove that these parameterized families are orderwise (in terms of the condition number) Pareto-optimal for simultaneous minimization of settling time and noise amplification. Another family of algorithms that facilitates similar tradeoff was proposed in [11], and it includes the fastest known algorithm for the class of smooth strongly convex problems. We also utilize negative momentum parameters to decelerate a heavy-ball-like family of algorithms relative to gradient descent
with the optimal stepsize. For both noise models, our parameterized family yields orderwise optimal algorithms and it allows us to further highlight the key difference between them in the decelerated regime.

In contrast to conjugate gradient methods that are exceedingly sensitive to poor-conditioning and noise, momentum-based first-order optimization algorithms are flexible enough to be deployed to complex optimization landscapes and environments; and to benefit from recent extensive hardware optimization and parallelization in modern platforms that utilize GPUs. In spite of broad applicability of these algorithms with constant parameters, a clear understanding of fundamental tradeoffs between variance amplification and convergence rate is not available in the existing literature. This article addresses this issue by the following:

1) providing a novel geometric insight into the dependence of convergence rate and variance amplification on the algorithmic parameters;
2) identifying the product between the variance amplification J and the settling time \( T_s \) as an important “conserved quantity” of two-step momentum algorithms;
3) establishing tight bounds on \( J \times T_s \) in terms of the square of the condition number.

The rest of this article is organized as follows. In Section II, we provide preliminaries and background material, and in Section III, we summarize our key contributions. In Section IV, we introduce the tools and ideas that enable our analysis. In particular, we utilize the Jury stability criterion to provide a novel geometric characterization of stability and \( \phi \)-linear convergence and exploit this insight to derive simple alternative proofs of standard convergence results and quantify fundamental stochastic performance tradeoffs. In Section V, we introduce two parameterized families of algorithms that allow us to constructively tradeoff settling time and noise amplification. In Section VI, we provide proofs of our main results, and finally, Section VII concludes this article.

II. PRELIMINARIES AND BACKGROUND

For the unconstrained optimization problem

\[
\text{minimize } f(x)
\]

where \( f: \mathbb{R}^n \to \mathbb{R} \) is a strongly convex function with a Lipschitz continuous gradient \( \nabla f \), we consider noisy momentum-based first-order algorithms that use information from the two previous steps to update the optimization variable

\[
x^{t+2} = x^{t+1} + \beta (x^{t+1} - x^t) - \alpha \nabla f (x^{t+1} + \gamma (x^{t+1} - x^t)) + \sigma_w w^t.
\]

Here, \( t \) is the iteration index, \( \alpha \) is the stepsize, \( \beta \) and \( \gamma \) are momentum parameters, \( \sigma_w \) is the noise magnitude, and \( w^t \) is an additive white noise with zero mean and identity covariance

\[
\mathbb{E} [w_t] = 0, \quad \mathbb{E} [w_t (w_t^T)] = I \delta (t - \tau)
\]

where \( \delta \) is the Kronecker delta and \( \mathbb{E} \) is the expected value operator. In this article, we consider two noise models.

1) **Iterate noise (\( \sigma_w = \sigma \))**: Models uncertainty in computing the iterates of (2), where \( \sigma \) denotes the stepsize-independent noise magnitude.
2) **Gradient noise (\( \sigma_w = \alpha \sigma \))**: Models uncertainty in the gradient evaluation. In this case, the stepsize \( \alpha \) directly impacts magnitude of the additive noise.

Iterate noise model captures scenarios with uncertainties in optimization variables because of roundoff, quantization, and communication errors. This model has also been used to improve generalization and robustness in machine learning [48]. On the other hand, the second noise model accounts for gradient computation error or scenarios in which the gradient is estimated from noisy measurements [49]. Also, noise may be intentionally added to the gradient for privacy reasons [50].

**Remark 1**: An alternative noise model with \( \sigma_w = \sqrt{\alpha} \sigma \) has been used to escape local minima in stochastic gradient descent [51] and to provide nonasymptotic guarantees in nonconvex learning [52], [53]. This model arises from a discretization of the continuous-time Langevin diffusion dynamics [52], and for strongly convex quadratic problems, our framework can be used to examine acceleration/robustness tradeoffs. For algorithms that are faster than the standard gradient descent, this model has orderwise identical performance bounds as the other two models and the only difference arises in decelerated regime. We omit details for brevity.

Special cases of (2) include noisy gradient descent (\( \beta = \gamma = 0 \)), Polyak’s heavy-ball method (\( \gamma = 0 \)), and Nesterov’s accelerated algorithm (\( \gamma = \beta \)). In the absence of noise (i.e., for \( \sigma = 0 \)), the parameters (\( \alpha, \beta, \gamma \)) can be selected such that the iterates converge linearly to the globally optimal solution [8]. For the family of smooth strongly convex problems, the parameters that yield the fastest known linear convergence rate were provided in [12].

A. Linear Dynamics for Quadratic Problems

Let \( Q^{\sigma_w}_{m} \) denote the class of \( m \)-strongly convex \( L \)-smooth quadratic functions

\[
f(x) = \frac{1}{2} x^T Q x - q^T x
\]

with the condition number \( \kappa := L/m \), where \( q \) is a vector and \( Q = Q^T > 0 \) is the Hessian matrix with eigenvalues

\[
L = \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m = m > 0.
\]

For the quadratic objective function in (3), we can use a linear time-invariant (LTI) state-space model to describe the two-step momentum algorithm (2) with constant parameters

\[
\begin{align*}
\psi^{t+1} &= A \psi^t + B w^t \\
z^t &= C \psi^t
\end{align*}
\]

where \( \psi^t \) is the state, \( z^t := x^t - x^* \) is the performance output that determines the error to the optimal solution \( x^* \), and \( w^t \) is the white stochastic input. In particular, choosing \( \psi^t := [(x^t - x^*)^T (x^{t+1} - x^*)^T]^T \) yields
A \in \begin{bmatrix} 0 & I \\ -\beta I + \gamma \alpha Q & (1 + \beta) I - (1 + \gamma) \alpha Q \end{bmatrix} \\
B^T = \begin{bmatrix} 0 & \sigma_w f \end{bmatrix}, \quad C = \begin{bmatrix} I & 0 \end{bmatrix}.
\hspace{1cm}(4b)

B. Convergence Rate

An algorithm is stable if in the absence of noise (i.e., \(\sigma_w = 0\)), the state converges linearly with some rate \(\rho < 1\),

\[ \|\psi^t\|_2 \leq c_t \rho^t \|\psi^0\|_2 \text{ for all } t \geq 1 \]

for all \(f \in Q^r_m\) and all initial conditions \(\psi^0\), where \(c_t > 0\) grows at most polynomially with \(t\). For LTI system (4a), the spectral radius \(\rho(A)\) determines the best achievable convergence rate. In addition

\[ T_s := 1/(1 - \rho) \]

provides the first-order approximation in \(\epsilon\) to the settling time, i.e., the number of iterations required to achieve a given desired accuracy \(\epsilon\); see Appendix A. For the class \(Q^r_m\) of high-dimensional functions (i.e., for \(n \geq T_s\)), Nesterov established the fundamental lower bound on the settling time (convergence rate) of any first-order algorithm [8]

\[ T_s \geq (\sqrt{\kappa} + 1)/2. \]

This lower bound is sharp and it is achieved by the heavy-ball method with the parameters provided in Table I [9]. We note that polynomial factors \(c_t\) may appear because of nonmonotonic transient responses for nonnormal dynamics [34], [43]. In addition, the restriction \(n \geq T_s\) in (7) can be lifted for the class of two-step momentum algorithms with constant parameters [47]. Robust control techniques have also been used to extend this result to algorithms that involve more than two previous steps [54].

C. Noise Amplification

For LTI system (4a) driven by an additive white noise \(w^t, E(\psi^t + 1) = A E(\psi^t)\). Thus, \(E(\psi^t) = A^t E(\psi^0)\), and for any stabilizing parameters \((\alpha, \beta, \gamma)\), the iterates reach a statistical steady state with \(\lim_{t \to \infty} E(\psi^t) = 0\) and a variance that can be computed from the solution of the algebraic Lyapunov equation [40], [55]. We call the steady-state variance of the error in the optimization variable noise (or variance) amplification

\[ J := \lim_{t \to \infty} \frac{1}{t} \sum_{k=0}^{t-1} E \left( \| x^k - x^* \|^2_2 \right). \]

In addition to the algorithmic parameters \((\alpha, \beta, \gamma)\), the entire spectrum \(\{\lambda_i | i = 1, \ldots, n\}\) of the Hessian matrix \(Q\) impacts the noise amplification \(J\) of algorithm (2) [40].

Remark 2: An alternative performance metric that examines the steady-state variance of \(y^t - x^t\) was considered in [41], where \(y^t := x^t + \gamma (x^t - x^{t-1})\) is the point at which the gradient is evaluated in (2). For all \(\gamma \geq 0\), we have \(J_x \leq J_y \leq (1 + 2\gamma)^2 J_x\), where the subscripts \(x\) and \(y\) denote the noise amplification in terms of the error in \(x^t\) and \(y^t\). Thus, these performance metrics are within a constant factor of each other for bounded values of non-negative momentum parameter \(\gamma\).

D. Parameters That Optimize Convergence Rate

For special instances of the two-step momentum algorithm (2) applied to strongly convex quadratic problems, namely gradient descent (gd), heavy-ball method (hb), and Nesterov’s accelerated algorithm (na), the parameters that yield the fastest convergence rates were established in [9], [21]. These parameters along with the corresponding rates and the noise amplification bounds are provided in Table I. The convergence rates are determined by the spectral radius of the corresponding \(A\)-matrices and the noise amplification bounds are computed by examining the solution to the algebraic Lyapunov equation and determining the functions \(f \in Q^r_m\) for which the steady-state variance is maximized/minimized [40], Proposition 1]. Since the optimal rate for the heavy-ball method meets the fundamental lower bound (7), this choice of parameters also optimizes the convergence rate of (2) for \(f \in Q^r_m\).

For the optimal parameters provided in Table I, there is a \(\Theta(\sqrt{\kappa})\) improvement in settling times of the heavy-ball and Nesterov’s accelerated algorithms relative to gradient descent

\[ T_s = \begin{cases} \Theta(\kappa) & \text{gd} \\ \Theta(\sqrt{\kappa}) & \text{hb, na} \end{cases} \]

where \(a = \Theta(b)\) means that \(a\) lies within constant factors of \(b\) as \(b \to \infty\). This improvement makes accelerated algorithms popular for problems with large condition number \(\kappa\).

While convergence rate is only affected by the largest and smallest eigenvalues of \(Q\), the entire spectrum of \(Q\) influences the noise amplification \(J\). On the other hand, the largest and smallest values of \(J\) over the function class \(Q^r_m\)

\[ J_{\max} := \max_{f \in Q^r_m} J, \quad J_{\min} := \min_{f \in Q^r_m} J \]
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depend only on the noise magnitude $\sigma_w$, the algorithmic parameters $(\alpha, \beta, \gamma)$, the problem dimension $n$, and the extreme eigenvalues $m$ and $L$ of $Q$.

For the parameters that optimize convergence rates, tight upper and lower bounds on the noise amplification were developed in [40, Th. 4]. These bounds are expressed in terms of the condition number $\kappa$ and the problem dimension $n$, and they demonstrate opposite trends relative to the settling time. In particular, for gradient descent
\begin{equation}
J_{\text{max}} = \sigma^2_w n\Theta(\kappa), \quad J_{\text{min}} = \sigma^2_w (\Theta(\kappa) + n) \tag{11a}
\end{equation}
and for accelerated algorithms
\begin{align}
J_{\text{max}} &= \sigma^2_w n\Theta(\sqrt{\kappa}) \\
J_{\text{min}} &= \left\{ \begin{array}{ll} 
\sigma^2_w(\Theta(\sqrt{\kappa}) + n\Theta(\sqrt{\kappa})) & \text{hb} \\
\sigma^2_w(\Theta(\sqrt{\kappa}) + n) & \text{na.} \end{array} \right. \tag{11b}
\end{align}

Thus, for fixed problem dimension $n$ and noise magnitude $\sigma_w$, accelerated algorithms increase noise amplification by a factor of $\Theta(\sqrt{\kappa})$ relative to gradient descent for the parameters that optimize convergence rates. While similar result also holds for heavy-ball and Nesterov’s algorithms with arbitrary values of parameters $\alpha$ and $\beta$ that provide settling time $T_s \leq c\sqrt{\kappa}$ with $c > 0$ [40, Th. 8], in this article, we establish fundamental tradeoffs between noise amplification and settling time for the class of the two-step momentum algorithms (2) with arbitrary stabilizing values of constant parameters $(\alpha, \beta, \gamma)$.

III. SUMMARY OF MAIN RESULTS

In this section, we summarize our key contributions regarding robustness/convergence tradeoff for noisy two-step momentum algorithm (2). In addition, our geometric characterization of stability and $\rho$-linear convergence allows us to provide alternative proofs of standard convergence results and quantify fundamental performance tradeoffs. The proofs of results presented here can be found in Section VI.

A. Bounded Noise Amplification for Stabilizing Parameters

For a discrete-time LTI system with a convergence rate $\rho$, the distance of the eigenvalues to the unit circle is larger than $1 - \rho$. We use this stability margin to establish an upper bound on the noise amplification $J$ of the two-step momentum method (2) for any stabilizing parameters $(\alpha, \beta, \gamma)$.

Theorem 1 (Upper bounds): Let the parameters $(\alpha, \beta, \gamma)$ be such that the two-step momentum algorithm (2) converges linearly with the rate $\rho = 1 - 1/T_s$, for all $f \in Q^L_m$. Then
\begin{equation}
J \leq \frac{\sigma^2_w(1 + \rho^2)}{(1 + \rho)^3} n T_s^3 \tag{12a}
\end{equation}
where $n$ is the problem size. Furthermore, for the gradient noise model $(\sigma_w = \alpha \sigma)$
\begin{equation}
J \leq \frac{\sigma^2(1 + \rho)(1 + \rho^2)}{L^2} n T_s^3. \tag{12b}
\end{equation}

For $\rho < 1$, both upper bounds in (12) scale with $n T_s^3$ and they are exact for the heavy-ball method with the parameters that optimize the convergence rate provided by Table I. However, these bounds are not tight for all stabilizing parameters; e.g., applying (12a) to gradient descent with the optimal stepsizes $\alpha = 2/(L + m)$ yields $J \leq \sigma^2_n n\Theta(\kappa^3)$, which is off by a factor of $\kappa^2$, cf., Table I. The bound in (12b) is obtained by combining (12a) with $\alpha L \leq (1 + \rho)^2$, which follows from the conditions for $\rho$-linear convergence in Section IV. For entropic risk, bounds on noise amplification were derived in [43]. In contrast, Theorem 1 uses a geometric viewpoint to capture an explicit, exact cubic dependence of $J_{\text{max}}$ on the settling time.

B. Tradeoff Between Settling Time and Noise Amplification

For any stabilizing constant parameters $(\alpha, \beta, \gamma)$ in the two-step momentum algorithm (2), we next establish lower bounds on the largest and the smallest noise amplification $J_{\text{max}}$ and $J_{\text{min}}$ over the class of functions $Q^L_m$, as defined in (10), in terms of the settling time $T_s$.

Theorem 2 (Reciprocal lower bounds): Let the parameters $(\alpha, \beta, \gamma)$ be such that the two-step momentum algorithm (2) converges linearly with the rate $\rho = 1 - 1/T_s$ for all $f \in Q^L_m$. Then, $J_{\text{max}}$ and $J_{\text{min}}$ in (10) satisfy
\begin{align}
J_{\text{max}} &\geq \sigma^2_w(n - 1)\frac{\kappa^2}{64} + \frac{\sqrt{\kappa + 1}}{2} T_s^{-1} \tag{13a} \\
J_{\text{min}} &\geq \sigma^2_w(\sqrt{\kappa^2} + n(1 - \sqrt{\kappa + 1})/2) T_s^{-1}. \tag{13b}
\end{align}

Furthermore, for the gradient noise model $(\sigma_w = \alpha \sigma)$, we have
\begin{align}
J_{\text{max}} &\geq \frac{\sigma^2}{L^2} (n - 1)\frac{\kappa^2}{4} + \max \left\{ \frac{\kappa^2}{T_s^3}, \frac{1}{4} \right\} T_s^{-1} \tag{14a} \\
J_{\text{min}} &\geq \frac{\sigma^2}{L^2} \left( \frac{\kappa^2}{4} + (n - 1)\frac{\kappa^2}{T_s^3} \right) T_s^{-1}. \tag{14b}
\end{align}

For both noise models, the condition number $\kappa$ restricts the performance of the two-step momentum algorithm with constant parameters: for a fixed problem size $n$, all four lower bounds in Theorem 2 demonstrate the quadratic dependence on the condition number $\kappa$ for both $J_{\text{max}} \times T_s$ and $J_{\text{min}} \times T_s$. Relative to the dominant term in $\kappa$, the problem dimension $n$ appears in a multiplicative fashion for the lower bounds on $J_{\text{max}}$ and in an additive fashion for the lower bounds on $J_{\text{min}}$. We note that the fundamental lower bound on $T_s$ in (7) holds for large problem dimension $n$ for any first-order algorithm. In contrast, Theorem 2 holds for arbitrary $n$ for the class of two-step momentum algorithms with constant parameters.

Theorem 3 (Linear lower bounds): Let the parameters $(\alpha, \beta, \gamma)$ be such that the two-step momentum algorithm (2) achieves the convergence rate $\rho = \rho(A) = 1 - 1/T_s$, where the
matrix $A$ is given by (4). Then, $J_{\text{max}}$ and $J_{\text{min}}$ satisfy
\begin{align}
J_{\text{max}} & \geq \sigma_w^2 \left( (n-1) \frac{T_s}{2(1+\rho)} + 1 \right) \\
J_{\text{min}} & \geq \sigma_w^2 \left( \frac{T_s}{2(1+\rho)} + (n-1) \right).
\end{align}
(15a) (15b)

We observe that the lower bounds on $J_{\text{max}}$ and $J_{\text{min}}$ in Theorem 3 grow linearly with $T_s$.

C. Accuracy of Lower Bounds

In this subsection, we establish upper bounds on $J_{\text{max}}$ and $J_{\text{min}}$ for a parameterized family of heavy-ball-like algorithms in terms of the settling time $T_s$. By comparison to the lower bounds established in Theorems 2 and 3, we prove that for any settling time $T_s$, these bounds are orderwise tight in $\kappa$.

\begin{theorem}[Upper bounds]:
For the class of strongly convex quadratic functions $Q^L_w$, with the condition number $\kappa = L/m$, let the scalar $\rho$ be such that the fundamental lower bound $T_s = 1/(1-\rho) \geq (\sqrt{\kappa} + 1)/2$ given by (7) holds. Then, the two-step momentum algorithm (2) with parameters
\begin{equation}
\alpha = \frac{(1+\rho)(1+\beta/\rho)}{\kappa}, \quad \beta = \frac{\kappa - (1+\rho)/(1-\rho)}{\kappa + (1+\rho)/(1-\rho)}
\end{equation}
and $\gamma = 0$, converges linearly with the rate $\rho$. In addition, $J_{\text{max}}$ and $J_{\text{min}}$ in (10) satisfy
\begin{align}
J_{\text{max}} & \leq \begin{cases} \sigma_w^2 n \kappa \left( (\kappa + 1)/2 \right) T_s^{-1}, & \text{if } T_s \leq \tau \\
\sigma_w^2 n T_s, & \text{if } T_s \geq \tau \end{cases} \\
J_{\text{min}} & \leq \begin{cases} 2\sigma_w^2 \kappa \left( (\kappa + n - 1)/2 \right) T_s^{-1}, & \text{if } T_s \leq \tau \\
2\sigma_w^2 (1 + (n - 2)/\kappa) T_s, & \text{if } T_s \geq \tau \end{cases}
\end{align}
(17a) (17b)
where $\tau := \left( (\kappa + 1)/2 \right)$. Furthermore, for the gradient noise model ($\sigma_w = \alpha \sigma$), we have
\begin{align}
J_{\text{max}} & \leq \sigma_w^2 n \kappa \left( (\kappa + 1)/L^2 \right) T_s^{-1} \\
J_{\text{min}} & \leq \sigma_w^2 2n \kappa \left( (\kappa + 4n - 7)/L^2 \right) T_s^{-1}.
\end{align}
(18a) (18b)

Theorem 4 provides upper bounds on $J_{\text{max}}$ and $J_{\text{min}}$ for a family of heavy-ball-like algorithms ($\gamma = 0$) parameterized by the settling time $T_s$. We note that the condition $T_s \geq (\kappa + 1)/2$ in Theorem 4 corresponds to nonpositive values of the momentum parameter $\beta \leq 0$. For the iterate noise model with $T_s \leq (\kappa + 1)/2$ and for the gradient noise model with any settling time, the upper bounds in Theorem 4 scale as $\kappa^2$ for both $J_{\text{max}} \times T_s$ and $J_{\text{min}} \times T_s$. This scaling matches the scaling of the corresponding lower bounds in Theorem 2. Thus, for the gradient noise model, the upper and lower bounds are orderwise tight (in $\kappa$) for any settling time. On the other hand, for the iterate noise model, the lower bounds in Theorem 2 are tight only in the accelerated regime $T_s \leq (\kappa + 1)/2$. For this noise model, in the nonaccelerated regime $T_s \geq (\kappa + 1)/2$, the alternative lower bounds established in Theorem 3 are tight as they orderwise match the upper bounds in Theorem 4.

\begin{remark}
Since $Q^L_w$ is a subset of the class of $m$-strongly convex functions with $L$-Lipschitz continuous gradients, the fundamental lower bounds on $J_{\text{max}} \times T_s$ established in Theorem 2 carry over to this broader class of problems. Thus, the restriction imposed by the condition number on the tradeoff between settling time and noise amplification goes beyond $Q^L_w$ and holds for general strongly convex problems.
\end{remark}

\begin{remark}
The upper bounds in Theorem 4 are obtained for a particular choice of constant parameters. Thus, they also provide upper bounds on the best achievable noise amplification bounds $J^*_{\text{max}} := \min_{\alpha,\beta,\gamma} J_{\text{max}}$ and $J^*_{\text{min}} := \min_{\alpha,\beta,\gamma} J_{\text{min}}$ for a settling time $T_s$; see Fig. 1.
\end{remark}

IV. CONVERGENCE AND NOISE AMPLIFICATION: GEOMETRIC CHARACTERIZATION

In this section, we examine the relation between the convergence rate and noise amplification of the two-step momentum algorithm (2) for strongly convex quadratic problems. In particular, the eigenvalue decomposition of the Hessian matrix $Q$ allows us to bring the dynamics into $n$ decoupled second-order systems parameterized by the eigenvalues of $Q$ and the algorithmic parameters ($\alpha, \beta, \gamma$). We utilize the Jury stability criterion to provide a novel geometric characterization of stability and $\rho$-linear convergence and exploit this insight to derive alternative proofs of standard convergence results and quantify fundamental performance tradeoffs.

A. Modal Decomposition

We utilize the eigenvalue decomposition of the Hessian matrix $Q = Q^T > 0$, $Q = \Lambda V V^T$, where $\Lambda$ is the diagonal matrix of the eigenvalues and $V$ is the orthogonal matrix of the corresponding eigenvectors. The change of variables $\hat{x}^t := V^T (x^t - x^*)$ and $\hat{w}^t := V^T w^t$ allows us to bring (4) into $n$ decoupled second-order subsystems
\begin{equation}
\dot{\hat{x}}^t_{i+1} = \hat{A}_i \hat{x}^t_{i+1} + \hat{B}_i \hat{w}^t_i, \quad \hat{z}^t_i = \hat{C}_i \hat{w}^t_i
\end{equation}
(19a)
where $\hat{w}^t_i$ is the $i$th component of the vector $\hat{w}^t \in \mathbb{R}^n$, $\hat{w}^t_i = [\hat{x}^t_i, \hat{x}^t_{i+1}]^T$, $\hat{B}_i = [0 \quad \sigma_w]^T$, $C_i = [1 \ 0]$, and
\begin{equation}
\hat{A}_i = \hat{A}(\lambda_i) := \begin{bmatrix} 0 & 1 \\ -a(\lambda_i) & -b(\lambda_i) \end{bmatrix}
\end{equation}
(19b)
and
\begin{equation}
a(\lambda) := \beta - \gamma \alpha \lambda, \quad b(\lambda) := (1 + \gamma) \alpha \lambda - (1 + \beta).
\end{equation}
(19c)

B. Conditions for Linear Convergence

For the class of strongly convex quadratic functions $Q^L_w$, the best convergence rate $\rho$ is determined by the largest spectral radius of the matrices $\hat{A}(\lambda)$ in (19) for $\lambda \in [m, L]$
\begin{equation}
\rho = \max_{\lambda \in [m, L]} \rho(\hat{A}(\lambda)).
\end{equation}
(20)

For the heavy-ball and Nesterov’s accelerated methods, analytical expressions for $\rho(\hat{A}(\lambda))$ were developed and algorithmic parameters that optimize convergence rate were obtained in [9]. Unfortunately, these expressions do not provide insight into the relation between convergence rates and noise amplification. In this article, we ask the dual question:
For a fixed convergence rate $\rho$, what is the largest condition number $\kappa$ that can be handled by the two-step momentum algorithm (2) with constant parameters?

We note that the matrices $A(\lambda)$ share the same structure as

$$M = \begin{bmatrix} 0 & 1 \\ -a & -b \end{bmatrix}$$

with the real scalars $a$ and $b$ and that the characteristic polynomial associated with the matrix $M$ is given by

$$F(z) := \det(zI - M) = z^2 + bz + a.$$  

We next utilize the Jury stability criterion [56, ch. 4-3] to provide necessary and sufficient conditions for stability, $|a| < 1, F(\pm 1) = 1 \pm b + a > 0$. The condition $a > -1$ is ensured by the positivity of $F(\pm 1)$.

For any $\rho > 0$, the spectral radius $p(M)$ of the matrix $M$ is smaller than $\rho$ if and only if $p(M/\rho)$ is smaller than $1$. This observation in conjunction with Lemma 1 allows us to obtain necessary and sufficient conditions for stability with the linear convergence rate $\rho$ of the two-step momentum algorithm (2).

Lemma 2: For any positive scalar $\rho < 1$ and the matrix $M \in \mathbb{R}^{2 \times 2}$ given by (21a), we have

$$p(M) \leq \rho \iff (b, a) \in \Delta_\rho,$$  

(23a)

where the $\rho$-linear convergence set

$$\Delta_\rho := \{(b, a) \mid |a| < 1, |b| - 1 < a < 1\}$$

is a closed triangle in the $(b, a)$-plane with vertices

$$X = (-2, 1), \ Y = (2, 1), \ Z = (0, -1).$$

Proof: See Appendix C in [57].

Fig. 2 illustrates the stability and the $\rho$-linear convergence sets $\Delta$ and $\Delta_\rho$. We note that for any $\rho \in (0, 1)$, we have $\Delta_\rho \subset \Delta$. This can be verified by observing that the vertices $(X_\rho, Y_\rho, Z_\rho)$ of $\Delta_\rho$ all lie in $\Delta$.  
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For the two-step momentum algorithm (2), the functions $a(\lambda)$ and $b(\lambda)$ given by (19c) satisfy the affine relation

$$(1+\gamma)a(\lambda)+\gamma b(\lambda) = \beta - \gamma. \quad (24)$$

This fact in conjunction with Lemmas 1 and 2 allow us to derive conditions for stability and the convergence rate. A similar approach for polynomials of arbitrary degree has been taken in [59], where the authors analyzed affine constraints on the coefficients in optimizing the convergence rate. For second-order polynomials, we note that the rate of convergence can also be directly characterized as a function of $(a(\lambda), b(\lambda))$. This approach was utilized in [43, Lemma 3.1].

Lemma 3: The two-step momentum algorithm (2) with constant parameters $(\alpha, \beta, \gamma)$ is stable for all functions $f \in Q_m^L$ if and only if the following equivalent conditions hold:

1) $(b(\lambda), a(\lambda)) \in \Delta$ for all $\lambda \in [m, L]$;
2) $(b(\lambda), a(\lambda)) \in \Delta_\rho$ for all $\lambda \in (m, L]$.

Furthermore, the linear convergence rate $\rho < 1$ is achieved for all functions $f \in Q_m^L$ if and only if the following equivalent conditions hold:

1) $(b(\lambda), a(\lambda)) \in \Delta_\rho$ for all $\lambda \in [m, L]$;
2) $(b(\lambda), a(\lambda)) \in \Delta_\rho$ for all $\lambda \in (m, L]$.

Here, $(b(\lambda), a(\lambda))$ is given by (19c), and the stability and $\rho$-linear convergence triangles $\Delta$ and $\Delta_\rho$ are given by (23b) and (23b), respectively.

Proof: The conditions in 1) follow from combing (20) with Lemma 1 (for stability) and Lemma 2 (for $\rho$-linear convergence).

The conditions in 2) follow from the facts that $\Delta$ and $\Delta_\rho$ are convex sets and that $(b(\lambda), a(\lambda))$ is a line segment with end points corresponding to $\lambda = m$ and $\lambda = L$.

Lemma 3 exploits the affine relation (24) between $a(\lambda)$ and $b(\lambda)$ and the convexity of the sets $\Delta$ and $\Delta_\rho$ to establish necessary and sufficient conditions for stability and $\rho$-linear convergence: the inclusion of the end points of the line segment $(b(\lambda), a(\lambda))$ associated with the extreme eigenvalues $m$ and $L$ of the matrix $Q$ in the corresponding triangle. A similar approach was taken in [41, Appendix A.1], where the affine nature of the conditions resulting from the Jury stability criterion with respect to $\lambda$ was used to conclude that $\rho(\lambda)$ is a quasi-convex function of $\lambda$ and show that the extreme points $m$ and $L$ determine $\rho(\lambda)$. In contrast, we exploit the triangular shapes of the stability and $\rho$-linear convergence sets $\Delta$ and $\Delta_\rho$ and utilize this geometric insight to identify the parameters that optimize the convergence rate and to establish tradeoffs between noise amplification and convergence rate. The following corollary is immediate.

Corollary 1: Let the two-step momentum algorithm (2) with constant parameters $(\alpha, \beta, \gamma)$ minimize a function $f \in Q_m^L$ with a linear rate $\rho < 1$. Then, the convergence rate $\rho$ is achieved for all functions $f \in Q_m^L$.

Proof: Lemma 3 implies that only the extreme eigenvalues $m$ and $L$ of $Q$ determine $\rho$. Since all functions $f \in Q_m^L$ share the same extreme eigenvalues, this completes the proof.

For the two-step momentum algorithm (2) with constant parameters, Lemma 3 leads to a simple alternative proof for the fundamental lower bound (7) on the settling time established by Nesterov. Our proof utilizes the fact that for any point $(b(\lambda), a(\lambda)) \in \Delta_\rho$, the horizontal signed distance to the edge $XZ$ of the stability triangle $\Delta$ satisfies

$$d(\lambda) := a(\lambda) + b(\lambda) + 1 = \alpha \lambda$$

where $a$ and $b$ are given by (19c); see Fig. 2.

Proposition 1: Let the two-step momentum algorithm (2) with constant parameters $(\alpha, \beta, \gamma)$ achieve the convergence rate $\rho < 1$ for all functions $f \in Q_m^L$. Then, lower bound (7) on the settling time holds and it is achieved by the heavy-ball method with the parameters provided in Table I.

Proof: Let $d(m) = \alpha m$ and $d(L) = \alpha L$ denote the values of the function $d(\lambda)$ associated with the points $(b(m), a(m))$ and $(b(L), a(L))$, where $(b, a)$ and $d$ are given by (19c) and (25), respectively. Lemma 3 implies that $(b(\lambda), a(\lambda))$ and $(b(m), a(m))$ lie in the $\rho$-linear convergence triangle $\Delta_\rho$. Thus

$$d_{\max}/d_{\min} \geq d(L)/d(m) = \kappa$$

where $d_{\max}$ and $d_{\min}$ are the largest and smallest values of $d$ among all points $(b, a) \in \Delta_\rho$. From the shape of $\Delta_\rho$, we conclude that $d_{\max}$ and $d_{\min}$ correspond to the vertices $Y_\rho$ and $X_\rho$ of $\Delta_\rho$ given by (23c); see Fig. 2. Thus

$$d_{\max} = d_{Y_\rho} = 1 + \rho^2 + 2 \rho = (1 + \rho)^2$$
$$d_{\min} = d_{X_\rho} = 1 + \rho^2 - 2 \rho = (1 - \rho)^2.$$ Combining (26) with (27) yields

$$\kappa = d(L)/d(m) \leq d_{\max}/d_{\min} = (1 + \rho)^2/(1 - \rho)^2.$$ Rearranging terms in (28) gives lower bound (7).

To provide additional insight, we next examine the implications of Lemma 3 for gradient descent, Polyak’s heavy-ball, and Nesterov’s accelerated algorithms. In all three cases, our dual approach recovers the optimal convergence rates provided in Table I. From the affine relation (24), it follows that $(b(\lambda), a(\lambda))$ with $\lambda \in [m, L]$ for
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1) gradient descent ($\beta = \gamma = 0$), is a horizontal line segment parameterized by $a(\lambda) = 0$;
2) heavy-ball method ($\gamma = 0$), is a horizontal line segment parameterized by $a(\lambda) = \beta$;
3) Nesterov’s accelerated method ($\beta = \gamma$), is a line segment parameterized by $a(\lambda) = -\beta\lambda/(1 + \beta)$.

These observations are illustrated in Fig. 3, and as we show in the proof of Lemma 3, to obtain the largest possible condition number for which the convergence rate $\rho$ is feasible for each algorithm, one needs to find the largest ratio $d(L)/d(m) = \kappa$ among all possible orientations for the line segment $(b(\lambda), a(\lambda))$ with $\lambda \in [m, L]$ to lie within $\Delta_\rho$.

1) For gradient descent, the largest ratio $d(L)/d(m)$ corresponds to the intersections of the horizontal axis and the edges $Y_\rho Z_\rho$ and $X_\rho Z_\rho$ of the triangle $\Delta_\rho$, which are given by $(\rho, 0)$ and $(-\rho, 0)$, respectively. Thus

$$
k = d(L)/d(m) \leq (1 + \rho)/(1 - \rho). \quad (29a)
$$

Rearranging terms in (29a) yields a lower bound on the settling time for gradient descent $1/(1 - \rho) \geq (k + 1)/2$. This lower bound is tight as it can be achieved by choosing the parameters in Table I, which place $(b(\lambda), a(\lambda))$ to $(\rho, 0)$ and $(-\rho, 0)$ for $\lambda = L$ and $\lambda = m$, respectively.

2) For the heavy-ball method, the optimal rate is recovered by designating the parameters $(\alpha, \beta)$ such that the vertices $X_\rho$ and $Y_\rho$ belong to the horizontal line segment $(b(\lambda), a(\lambda))$

$$
k = d(L)/d(m) \leq (1 + \rho)^2/(1 - \rho)^2. \quad (29b)
$$

By choosing $d(L) = d_{Y_\rho}$ and $d(m) = d_{X_\rho}$, we recover the optimal parameters provided in Table I and achieve the fundamental lower bound (7) on the convergence rate.

3) For Nesterov’s accelerated method, the largest ratio $d(L)/d(m)$ corresponds to the line segment $X_\rho X_\rho'$ that passes through the origin, where $X_\rho' = (2\rho^2/3, -\rho^2/3)$ lies on the edge $Y_\rho Z_\rho'$, see Appendix C in [57]. Thus

$$
k = d(L)/d(m) \leq (1 + \rho)(3 - \rho)/(3(1 - \rho)^2). \quad (29c)
$$

Rearranging terms in this inequality provides a lower bound on the settling time $1/(1 - \rho) \geq 3\kappa + 1/2$. This lower bound is tight and it can be achieved with the parameters provided in Table I, which place $(b(L), a(L))$ to $X_\rho$ and $(b(m), a(m))$ to $X_\rho$.

Fig. 3 illustrates the optimal orientations discussed previously.

C. Noise Amplification

To quantify the noise amplification of the two-step momentum algorithm (2), we utilize an alternative characterization of the stability triangle $\Delta$. As illustrated in Fig. 2, let $d$ and $l$ denote the horizontal signed distances of the point $(a, b)$ to the edges $XZ$ and $YZ$

$$
d(\lambda) := a(\lambda) + b(\lambda) + 1
$$

and let $h$ denote its vertical signed distance to the edge $XY$

$$
h(\lambda) := 1 - a(\lambda). \quad (30b)
$$

Then, the equivalence condition

$$(b, a) \in \Delta \iff h, d, l > 0 \quad (31)
$$

follows from the definition of the set $\Delta$ in (22b).

While analytical expressions for $J$ in terms of the algorithmic parameters have been derived in the literature (e.g., see [60, Th. 1]) for gradient decent, heavy-ball, and Nesterov’s accelerated algorithms, and [39, Appendix A] and [43, Lemma A.1] for the general case), the novelty of Theorem 5 lies in expressing $J$ in terms of the reciprocals of the distances $d(\lambda_i)$, $h(\lambda_i)$, and $l(\lambda_i)$ of the point $(b(\lambda_i), a(\lambda_i))$ to the edges of the stability triangle for the noisy two-step momentum algorithm (2). This geometric insight facilitates proofs of our main results. The proof of Theorem 5 is straightforward and it is omitted for brevity.

Theorem 5: For a strongly convex quadratic objective function $f \in Q^L_m$ with the Hessian matrix $Q$, the steady-state variance of $x^f - x^*$ for the two-step momentum algorithm (2) with any stabilizing parameters $(\alpha, \beta, \gamma)$ is determined by

$$
J = \sum_{i=1}^{n} \frac{\sigma_w^2}{2h(\lambda_i)} \left( \frac{1}{l(\lambda_i)} + \frac{1}{d(\lambda_i)} \right) =: \sum_{i=1}^{n} \hat{J}(\lambda_i).
$$

Here, $\hat{J}(\lambda_i)$ denotes the modal contribution of the $i$th eigenvalue $\lambda_i$ of $Q$ to the steady-state variance, $(d, h, l)$ are defined in (30), and $(a, b)$ are given by (19c).

Theorem 5 demonstrates that $J$ depends on the entire spectrum of the Hessian matrix $Q$ and not only on its extreme eigenvalues $m$ and $L$, which determine the convergence rate. Since for any $f \in Q^L_m$, the extreme eigenvalues of $Q$ are fixed at $m$ and $L$, we have

$$
J_{\text{max}} = \hat{J}(m) + \hat{J}(L) + (n - 2)\hat{J}_{\text{max}}
$$

$$
J_{\text{min}} = \hat{J}(m) + \hat{J}(L) + (n - 2)\hat{J}_{\text{min}} \quad (32)
$$
where $\tilde{J}_{\max} := \max_{\lambda \in [m, L]} \tilde{J}(\lambda)$, $\tilde{J}_{\min} := \min_{\lambda \in [m, L]} \tilde{J}(\lambda)$. We use (32) to determine explicit bounds on $J_{\max}$ and $J_{\min}$ in terms of the condition number and the settling time.

V. DESIGNING ORDERWISE PARETO-OPTIMAL ALGORITHMS WITH ADJUSTABLE PARAMETERS

We now utilize the geometric insight developed in Section IV to design algorithmic parameters that tradeoff settling time and noise amplification. In particular, we introduce two parameterized families of heavy-ball-like ($\gamma = \beta$) and Nesterov-like ($\gamma = \beta$) algorithms that provide continuous transformations from gradient descent to the corresponding accelerated algorithm (with the optimal convergence rate) via a homotopy path parameterized by the settling time $T_s$. For both the iterate and gradient noise models, we establish an orderwise tight scaling $O(\kappa^2)$ for $J_{\max} \times T_s$ and $J_{\min} \times T_s$ in accelerated regime (i.e., when $T_s$ is smaller than the settling time of gradient descent with the optimal stepsize, $(\kappa + 1)/2$). This is a direct extension of [40, Th. 4], which studied gradient descent and its accelerated variants for the parameters that optimize the corresponding convergence rates.

We also examine performance tradeoffs for the parameterized family of heavy-ball-like algorithms with negative momentum parameter $\beta < 0$. This decelerated regime corresponds to settling times larger than $(\kappa + 1)/2$ and it captures a key difference between the two noise models: for $T_s \geq (\kappa + 1)/2$, $J_{\max}$ and $J_{\min}$ grow linearly with the settling time $T_s$ for the iterate noise model and they remain inversely proportional to $T_s$ for the gradient noise model. Comparison with the lower bounds in Theorems 2 and 3 shows that the parameterized family of heavy-ball-like methods yields orderwise optimal (in $\kappa$ and $T_s$) $J_{\max}$ and $J_{\min}$ for both noise models. The results presented here prove all upper bounds in Theorems 4 and 3.

A. Parameterized Family of Heavy-Ball-Like Methods

For the two-step momentum algorithm (2) with $\gamma = 0$, the line segment $(b(\lambda), a(\lambda))$ parameterized by $\lambda \in [m, L]$ is parallel to the $b$-axis in the $(b, a)$-plane and it satisfies $a(\lambda) = \beta$. As described in Section IV, gradient descent and heavy-ball methods with the optimal parameters provided in Table I are obtained for $\beta = 0$ and $\beta = \rho^2$, respectively, and the corresponding end points $(b(m), a(m))$ and $(b(L), a(L))$ lie at the edges $X_pZ_\rho$ and $Y_pZ_\rho$ of the $p$-linear convergence triangle $\Delta_p$. Inspired by this observation, we propose a family of parameters for which $\beta = cp^2$, for some scalar $c \in [-1, 1]$, and determine the stepsize $\alpha$ such that the aforementioned end points lie on $X_pZ_\rho$ and $Y_pZ_\rho$.

$$\alpha = (1 + \rho)(1 + cp)/L, \quad \beta = cp^2, \quad \gamma = 0. \quad (33)$$

This yields a continuous transformation between the standard heavy-ball method ($c = 1$) and gradient descent ($c = 0$) for a fixed condition number $\kappa$. In addition, the momentum parameter $\beta$ in (33) becomes negative for $c < 0$; see Fig. 3 for an illustration. In Lemma 4, we provide expressions for the scalar $c$ as well as for $J_{\max}$ and $J_{\min}$ defined in (32) in terms of the condition number $\kappa$ and the convergence rate $\rho$.

Lemma 4: For the class of functions $Q_m^L$ with the condition number $\kappa = L/m$, let the scalar $\rho$ be such that $T_s = 1/(1 - \rho) \geq (\sqrt{\kappa} + 1)/2$.

Then, the two-step momentum algorithm (2) with parameters (33) achieves the convergence rate $\rho$, and the largest and smallest values $J_{\max}$ and $J_{\min}$ of $\hat{J}(\lambda)$ satisfy

$$J_{\max} = \hat{J}(m) = \hat{J}(L) = \frac{\sigma_w^2(\kappa + 1)}{2(1 - cp^2)(1 + \rho)(1 + cp)}$$

$$J_{\min} = \hat{J}(\lambda) = \frac{\sigma_w^2}{(1 + cp^2)(1 - cp^2)}$$

where $\lambda := (m + L)/2$ and the scalar $c$ is given by

$$c := \frac{\kappa - (1 + \rho)/(1 - \rho)}{\rho(\kappa + (1 + \rho)/(1 - \rho))} \in [-1, 1]. \quad (34)$$

Proof: See Appendix D in [57].

The parameters in (33) with $c$ given by (34) are equivalent to the parameters presented in Theorem 4. Lemma 4 in conjunction with (32) allow us to compute $J_{\max}$ and $J_{\min}$.

Corollary 2: The parameterized family of heavy-ball-like methods (33) satisfies $J_{\max} = n\hat{J}(m) = n\hat{J}(L)$ and $J_{\min} = 2\hat{J}(m) + (n - 2)\hat{J}(\lambda)$, where $\hat{J}(m)$ and $\hat{J}(\lambda)$ are given in Lemma 4, and $J_{\max}$ and $J_{\min}$ defined in (10) are the largest and smallest values of $J$ when the algorithm is applied to $f \in Q_m^L$ with the condition number $\kappa = L/m$.

Proposition 2 uses the expressions in Corollary 2 to establish orderwise tight upper and lower bounds on $J_{\max}$ and $J_{\min}$ for the parameterized family of heavy-ball-like algorithms (33). Our upper and lower bounds are within constant factors of each other and they are expressed in terms of the problem size $n$, condition number $\kappa$, and settling time $T_s$.

Proposition 2: For the parameterized family of heavy-ball-like methods (33), $J_{\max}$ and $J_{\min}$ in (10) satisfy

$$J_{\max} \times T_s = \sigma_w^2 p_{1\epsilon}(\rho) n \kappa(\kappa + 1) \quad (35a)$$

$$J_{\min} \times T_s = \sigma_w^2 \kappa(2 p_{1\epsilon}(\rho)(\kappa + 1) + (n - 2) p_{2\epsilon}(\rho)). \quad (35b)$$

Furthermore, for the gradient noise model ($\sigma_w = \alpha \sigma$)

$$J_{\max} \times T_s = \sigma^2 p_{3\sigma}(\rho) n \kappa(\kappa + 1) \quad (36a)$$

$$J_{\min} \times T_s = \sigma^2 \kappa(2 p_{3\sigma}(\rho)(\kappa + 1) + (n - 2) p_{4\epsilon}(\rho)) \quad (36b)$$

where

$$p_{1\epsilon}(\rho) := q_{\epsilon}(\rho)/(2(1 + \rho)^2(1 + cp)^2)$$

$$p_{2\epsilon}(\rho) := q_{\epsilon}(\rho)/((1 + \rho)(1 + cp)^2(1 + cp))$$

$$p_{3\sigma}(\rho) := q_{\sigma}(\rho)/(2L^2)$$

$$p_{4\epsilon}(\rho) := q_{\epsilon}(\rho)q_{-\epsilon}(\rho)(1 + \rho)/L^2$$

$$q_{\epsilon}(\rho) := (1 - cp)/(1 - cp^2). \quad (37)$$

In addition, for $c \in [0, 1]$, $p_{1\epsilon}(\rho) \in [1/64, 1/2]$ and $p_{2\epsilon}(\rho) \in [1/16, 1]$; and for $c \in [-1, 1]$, $p_{3\epsilon}(\rho) \in [1/(4L^2), 1/L^2]$ and $p_{4\epsilon}(\rho) \in [1/(4L^2), 4/L^2]$. 
Proof: See Appendix D [57].

Proposition 3: For the parameterized family of heavy-ball-like methods (33) with \(c \in [-1, 0]\), \(J_{\text{max}}\) and \(J_{\text{min}}\) in (10) satisfy
\[
J_{\text{max}} = \sigma_w^2 p_{\text{sc}}(\rho) n (1 + 1/\kappa) T_s
\]
\[
J_{\text{min}} = \sigma_w^2 (2 p_{\text{sc}}(\rho)(1 + 1/\kappa) + p_{\text{sc}}(\rho)(n - 2)/\kappa) T_s
\]
where \(p_{\text{sc}}(\rho) := 1/2[(1 + |c|\rho)(1 + |c|\rho^2)] \in [1/8, 1/2]\) and \(p_{\text{sc}}(\rho) := 2/(1 + \rho) p_{\text{sc}}(\rho) (1 - c\rho) \in [1/8, 2]\).

Proof: See Appendix D [57].

The upper bounds in Theorems 4 and 3 follow from Propositions 2 and 3, respectively. Since these upper bounds have the same scaling as the corresponding lower bounds in Theorems 2 and 3 that hold for all stabilizing parameters \((\alpha, \beta, \gamma)\), this demonstrates tightness of lower bounds for all settling times and for both noise models.

B. Parameterized Family of Nesterov-Like Methods

For the two-step momentum algorithm (2) with \(\gamma = \beta\), the line segment \((b(\lambda), a(\lambda))\) parameterized by \(\lambda \in [m, L]\) passes through the origin. As described in Section IV, gradient descent and Nesterov’s method with the optimal parameters provided in Table 1 are obtained for \(a = 0\) and \(a = - \rho/2\), respectively, and the corresponding end points \((b(m), a(m))\) and \((b(L), a(L))\) lie on the edges \(X_pZ_p\) and \(Y_pZ_p\) of the \(\rho\)-linear convergence triangle \(\Delta_{\rho}\). To provide a continuous transformation between these two standard algorithms, we introduce a parameter \(c \in [0, 1/2]\), and let the line segment satisfy \(a(\lambda) = -cpb(\lambda)\) and take its end points at the edges \(X_pZ_p\) and \(Y_pZ_p\); see Fig. 3 for an illustration. This can be accomplished with the following choice of parameters:
\[
\alpha = (1 + \rho)(1 + c - cp)/(L(1 + c))
\]
\[
\gamma = \beta = cp^2/((\alpha L - 1)(1 + c)).
\]
(39)

For the parameterized family of Nesterov-like algorithms (39), Proposition 4 establishes the settling time and characterizes the dependence of \(J_{\text{min}}\) \(\times T_s\) and \(J_{\text{max}}\) \(\times T_s\) on the condition number \(\kappa\) and the problem size \(n\).

Proposition 4: For the class of functions \(Q^L_m\) with the condition number \(\kappa = L/m\), let the scalar \(\rho\) be such that
\[
T_s = 1/(1 - \rho) \in \left(\frac{\sqrt{3\kappa} + 1}{2}, (\kappa + 1)/2\right).
\]
The two-step momentum algorithm (2) with parameters (39) achieves the convergence rate \(\rho\) and satisfies
\[
J_{\text{max}} \times T_s \geq \sigma_w^2 \left((n - 1)\kappa(\kappa + 1)/32 + \sqrt{3\kappa} + 1/2\right)
\]
\[
J_{\text{max}} \times T_s \leq 6\sigma_w^2 n \kappa(3\kappa + 1)
\]
\[
J_{\text{min}} \times T_s \geq \sigma_w^2 \left(\kappa(\kappa + 1)/32 + (n - 1)\sqrt{3\kappa} + 1/2\right)
\]
\[
J_{\text{min}} \times T_s \leq \sigma_w^2 (6\kappa(3\kappa + 1) + (n - 1)(\kappa + 1)/2)
\]
where \(J_{\text{max}}\) and \(J_{\text{min}}\) are the largest and smallest values that \(J\) can take when the algorithm is applied to \(f \in Q^L_m\) with the condition number \(\kappa = L/m\), and the scalar \(c \in [0, 1/2]\) is the solution to the quadratic equation
\[
\kappa(1 - \rho)(1 - cp - c^2(1 + \rho)) = (1 + \rho)(1 - cp - c^2(1 - \rho)).
\]
(40)

Proof: See Appendix D [57].

Since \(\alpha\) in (39) satisfies \(\alpha L \in [1, 3]\), comparing the upper bounds in Proposition 4 with the lower bounds in Theorem 2 shows that, for settling times \(T_s \leq (\kappa + 1)/2\), (39) achieves orderwise optimal \(J_{\text{max}}\) and \(J_{\text{min}}\) for both the iterate \((\sigma_w = \sigma)\) and gradient \((\sigma_w = \alpha\sigma)\) noise models.

C. Impact of Reducing the Stepsize

When the only source of uncertainty is a noisy gradient, i.e., \(\sigma_w = \alpha\sigma\), one can attempt to reduce the noise amplification \(J\) by decreasing the stepsize \(\alpha\) at the expense of increasing the settling time \(T_s = 1/(1 - \rho)\) [13, 24, 39, 41]. In particular, for gradient descent, \(\alpha\) can be reduced from its optimal value \(2/(L + m)\) by keeping \((b(m), a(m))\) at \((\rho, 0)\) and moving the point \((b(L), a(L))\) from \((\rho, 0)\) toward \((\rho, 0)\) along the horizontal axis; see Fig. 4. This can be accomplished with
\[
\alpha = (1 + cp)/L, \quad \gamma = \beta = 0
\]
(40)

for some \(c \in [-1, 1]\) parameterizing \((b(L), a(L)) = (cp, 0)\). In this case, the settling time satisfies \(T_s = (\kappa + c)/(c + 1) \in [(\kappa + 1)/2, \infty)\) and similar arguments to those presented in the proof of Lemma 4 can be used to obtain
\[
\hat{J}_{\text{max}} = \hat{J}(m) = \sigma^2\kappa^2(1 - \rho)/L^2
\]
\[
\hat{J}_{\text{min}} = \begin{cases} \hat{J}(L) = \sigma^2\alpha^2/(1 - c^2\rho^2) & c \leq 0 \\ \hat{J}(1/\alpha) = \sigma^2\alpha^2 & c \geq 0 \end{cases}
\]

For a fixed \(n\), the stepsize in (40) yields a \(\Theta(\kappa^2)\) scaling for both \(J_{\text{max}} \times T_s\) and \(J_{\text{min}} \times T_s\) for all \(c \in [-1, 1]\). Thus, gradient descent with reduced stepsize orderwise matches the lower bounds in Theorem 2. An integral quadratic constraints (IQC)-based approach [40, Lemma 1] was utilized in [41, Th. 13] to show that \(\alpha\) in (40) also yields the previously discussed convergence rate and worst-case noise amplification for one-point \(m\)-strongly convex L-smooth functions.

Remark 6: Any desired settling time \(T_s = 1/(1 - \rho) \in [(\sqrt{\kappa} + 1)/2, \infty)\) can be achieved by the heavy-ball-like method with reduced stepsize
\[
\alpha = (1 - \rho)^2/m, \quad \beta = \rho^2, \quad \gamma = 0.
\]
(41)
This choice yields $J_{\text{max}} = \sigma^2 n \kappa^2 (1 - \rho^4)/(L^2 (1 + \rho^4)^4)$ for the gradient noise model $\sigma_w = \alpha \sigma$ [41, Th. 9]; see Fig. 4. In addition, by considering the error in $j^t = x^t + \gamma(x^t - x^{t-1})$ as the performance metric, it was stated and numerically verified in [41] that the choice of parameters (41) yields Pareto-optimal algorithms for simultaneously optimizing $J_{\text{max}}$ and $\rho$ for the gradient noise model $\sigma_w = \alpha \sigma$. We note that the settling time $T_s = \Theta(\kappa)$ of gradient descent with standard stepsizes $(\alpha = 1/L$ or $2/(m + L))$ can be achieved via (41) by reducing $\alpha$ to $O(1/(\kappa L))$. In contrast, the parameterized family of heavy-ball-like methods (33) is orderwise Pareto-optimal (cf., Theorems 2 and 3) while maintaining $\alpha \in [1/L, 4/L]$.

Remark 7: Any desired settling time $T_s = 1/(1 - \rho) \in [\sqrt{\kappa}, \infty)$ can be achieved by the Nesterov-like method with reduced stepsize

$$\alpha = (1 - \rho)^2/m, \quad \beta = \gamma = \frac{\rho}{2 - \rho}. \quad (42)$$

This choice makes the line segment $(b(\lambda), a(\lambda))$ for $\lambda \in [m, L]$ pass through the origin with the endpoint $(b(m), a(m))$ at the vertex $X_\rho = (-2\rho, \rho^2)$ of the $\rho$-exponential stability triangle $\Delta_\rho$, and it yields $(b(L), a(L)) = (-2c_\rho, \rho^2)$, where $c := \kappa - T_s^2$ is a nonnegative constant; see Fig. 5. For the gradient noise model $\sigma_w = \alpha \sigma$, these parameters lead to

$$\hat{J}_{\text{max}} = \hat{J}(m) = \frac{\sigma^2 \kappa^2 (1 + \rho^2)}{L^2 (1 + \rho^4)^2 T_s} \approx \frac{\sigma^2 \kappa^2}{4 L^2 T_s}. \quad (43)$$

We note that, as $\rho \to 1$, the largest modal contribution to noise amplification $\hat{J}_{\text{max}}$ becomes inversely proportional to the settling time $T_s$. The family of parameters in (42) were utilized in [39] to propose the multistage accelerated stochastic gradient (M-ASG) algorithm as a means to systematically tradeoff convergence rate and noise amplification. For strongly convex problems, this algorithm optimally reduces the error in function values, thereby matching the fundamental lower bound established in [61]. In particular, at every stage $k \in \{0, 1, \ldots\}$, M-ASG performs a specific restart that balances the initial condition followed by $N_k$ Nesterov-like-iterations with

$$\alpha_k := \frac{1}{4k^2}, \quad \beta_k := \gamma_k := \frac{1 - \sqrt{\alpha_k m}}{1 + \sqrt{\alpha_k m}} \quad (44)$$

where $N_k$ is proportional to $2^k/\kappa$, $m$ is the parameter of strong convexity, and $L$ is the Lipschitz constant. When restricted to strongly convex quadratic problems, the parameters in (44) are identical to those in (42) with the convergence rate $\rho_k = 1 - 1/(2k^2 + 2)$; see Fig. 6. It is straightforward to show that while M-ASG reduces the largest contribution to noise amplification $\hat{J}(m)$ to half by going to the next stage, it also doubles the settling time. Finally, contrasting (43) with the lower bounds in (51a) and (14a), established in Theorem 3, allows us to conclude that M-ASG preserves $J \times T_s$ near the Pareto-optimal curve at each stage while achieving the optimal iteration complexity [61] by successively reducing the stepsize to half of its previous value and utilizing a suitable iteration count $N_k$.

VI. PROOFS OF THEOREMS 1–4

A. Proof of Theorem 1

From Theorem 5, it follows that we can use upper bounds on $\hat{J}(\lambda)$ over $\lambda \in [m, L]$ to establish an upper bound on $J$. Since the algorithm achieves the convergence rate $\rho$, combining (20) and Lemma 2 yield $(b(\lambda), a(\lambda)) \in \Delta_\rho$ for all $\lambda \in [m, L]$. As we demonstrate in Appendix B, the function $\hat{J}$ is convex in $(b, a)$ over the stability triangle $\Delta$. In addition, $\lambda \Delta_\rho \subseteq \Delta$ is the convex hull of the points $X_\rho, Y_\rho, Z_\rho$ in the $(b, a)$-plane. Since the maximum of a convex function over the convex hull of a finite set of points is attained at one of these points, $\hat{J}$ attains its maximum over $\Delta_\rho$ at $X_\rho, Y_\rho, \text{or } Z_\rho$.

Using the definition of $X_\rho, Y_\rho, \text{and } Z_\rho$ in (23e), the affine relations (30), and the analytical expression for $\hat{J}$ in Theorem 5, it follows that the maximum occurs at vertices $X_\rho$ and $Y_\rho$

$$\hat{J}_{\text{max}} := \max_{\lambda \in [m, L]} \hat{J}(\lambda) = \frac{\sigma^2 (1 + \rho^2)}{(1 - \rho) \lambda^2} \quad \text{(25)}$$

where we use $d_{X_\rho} = l_{X_\rho} = (1 - \rho)^2, l_{Y_\rho} = (1 + \rho)^2$, and $h_{X_\rho} = h_{Y_\rho} = 1 - \rho^2$. Combining the aforementioned identity with Theorem 5 completes the proof of (12a).

We use an argument similar to the proof of Proposition 1 to prove (12b). In particular, since $(b(L), a(L)) \in \Delta_\rho$, we have

$$\alpha L = d(L) \leq d_{\text{max}} = (1 + \rho)^2$$

where $d$ given by (25) is the horizontal signed distance to the edge $XZ$ of the stability triangle $\Delta$. On the other hand, $d_{\text{max}}$ is the largest value that $d$ can take among all points $(b, a) \in \Delta_\rho$ and it corresponds to the vertex $Y_\rho$; see (27a). Combining this inequality with $\sigma_w = \alpha \sigma$ and (12a) completes the proof of Theorem 1.
B. Proof of Theorem 2

Using the expression \( J = \sum \tilde{J}(\lambda_i) \) established in Theorem 5, we have the decomposition

\[
J = \tilde{J}(m) + \sum_{i=1}^{n-1} \tilde{J}(\lambda_i). \tag{45}
\]

To prove the lower bounds (13b) and (14b) on \( J_{\text{min}} \), we establish a lower bound on \( \tilde{J}(m) \times T_s \) that scales quadratically with \( \kappa \), and a general lower bound on \( \tilde{J}(\lambda) \times T_s \).

1) Case \( \sigma_w = \sigma \): The proof of (13b) utilizes the inequalities

\[
\tilde{J}(m) \times T_s \geq \sigma_w^2 \kappa^2/(2(1+\rho)^5) \tag{46a}
\]

\[
\tilde{J}(\lambda) \times T_s \geq \sigma_w^2 (\sqrt{\kappa} + 1)/2. \tag{46b}
\]

We first prove (46a). Our approach builds on the proof of Proposition 1. In particular, \( d(\lambda) = \alpha \lambda \) for the point \((b(\lambda), a(\lambda))\), where \( b \) and \( (b, a) \) are defined in (30) and (19c), respectively. Thus, \( d(m) = d(L)/\kappa \). Furthermore, Lemma 3 implies \((b(\lambda), a(\lambda)) \in \Delta_w \) for \( \lambda \in [m, L] \). Thus, the trivial inequality \( d(L) \leq d_{\text{max}} \) leads to

\[
d(m) \leq d_{\text{max}}/\kappa = (1+\rho)^2/\kappa \tag{47}
\]

where \( d_{\text{max}} = (1+\rho)^2 \) is the largest value that \( d \) can take among all points \((b, a) \in \Delta_w \); see (27a). We now use Theorem 5 to write

\[
\tilde{J}(\lambda) = \frac{\sigma_w^2 (d(\lambda) + \ell(\lambda))}{2d(\lambda) h(\lambda) l(\lambda)} \geq \frac{\sigma_w^2}{2d(\lambda) h(\lambda)}. \tag{48}
\]

Next, we lower bound the right-hand side of (48). Let \( L \) be the line that passes through \((b(\lambda), a(\lambda))\), which is parallel to the edge \( XZ \) of the stability triangle \( \Delta \), and let \( G \) be the intersection of \( L \) and the edge \( X\rho Z\rho \) of the \( \rho \)-stability triangle \( \Delta_w \); see Fig. 7 for an illustration. It is easy to verify that

\[
h_G \geq h(\lambda), \quad d_G = d(\lambda) \tag{49a}
\]

where \( h_G \) and \( d_G \) correspond to the values of \( h \) and \( d \) associated with the point \( G \). In addition, since \( G \) lies on the edge \( X\rho Z\rho \), \( h_G \) and \( d_G \) satisfy the affine relation

\[
h_G = 1 - \rho + d_G \rho/(1-\rho). \tag{49b}
\]

This follows from the equation of the line \( X\rho Z\rho \) in the \((b, a)\)-plane and from the definitions of \( d \) and \( h \) in (30). Furthermore, combining (49a) and (49b) implies

\[
h(\lambda)(1-\rho) \leq h_G(1-\rho) = (1-\rho)^2 + \rho d(\lambda). \tag{50a}
\]

For \( \lambda = m \), we can further write

\[
2 d(m) ((1-\rho)^2 + \rho d(m)) \leq 2 (1+\rho)^5/\kappa^2 \tag{50b}
\]

where the inequality is obtained from (28) and (47). Combining (48), (50a), and (50b) completes the proof of (46a).

Next, we prove the general lower bound in (46b). As we demonstrate in Appendix B, the modal contribution \( \tilde{J} \) to the noise amplification is a convex function of \((b, a)\) which takes its minimum \( J_{\text{min}} = \sigma_w^2 \) over the stability triangle \( \Delta \) at the origin \( b = a = 0 \). Combining this fact with the lower bound in (7) on \( \rho \) completes the proof of (46b).

Finally, we can obtain the lower bound (13b) on \( J_{\text{min}} \) by combining (45) and (46).

2) Case \( \sigma_w = \sigma \): The proof of (14b) utilizes

\[
\tilde{J}(\lambda) \times T_s \geq \sigma^2/(2(1+\rho)^2) \tag{51a}
\]

\[
\tilde{J}(\lambda) \times T_s \geq \sigma^2(1-\rho)^2/\kappa^2/L^2. \tag{51b}
\]

In particular, (14b) follows from using (51a) for \( \lambda = m \) and taking the maximum of (51a) and (51b) for the other eigenvalues to bound the expression for \( J \) in Theorem 5.

We first prove (51a). By combining (48) and (50a), we obtain

\[
\tilde{J}(\lambda) \geq \frac{1 - \rho}{2d(\lambda) ((1-\rho)^2 + \rho d(\lambda))} \geq \frac{\alpha^2 \sigma^2}{d(m) (1+\rho) \kappa^2/\rho}. \tag{52}
\]

Since \( d(\lambda) \geq d_{\text{min}} := (1-\rho)^2 \), where \( d_{\text{min}} \) is the smallest value of \( d \) over \( \Delta_w \) [cf. (27b)], we can write

\[
\frac{\alpha^2 \sigma^2}{(1-\rho)^2 + \rho d(m) (1+\rho) \kappa^2/\rho} = \frac{\alpha^2 \sigma^2}{\kappa^2/\rho} = \frac{\sigma^2 d(m)}{(1+\rho)^2 \kappa^2/\rho}. \tag{53}
\]

Combining (52) and (53) completes the proof of (51a).

To prove (51b), we use (51a), \( d(\lambda) \geq d_{\text{min}} := (1-\rho)^2 \) and \( d(m) = \alpha \lambda m \) to obtain \( \alpha \geq (1-\rho)^2/\kappa L \). Combining this inequality with \( J_{\text{min}} = \sigma_w^2/\kappa^2 \) yields (51b). Finally, we obtain the lower bound (14b) on \( J_{\text{min}} \) by combining (45) and (51).

To obtain the lower bounds (13a) and (14a) on \( J_{\text{max}} \), we consider a quadratic function for which the Hessian has \( n-1 \) eigenvalues at \( \lambda = m \) and one eigenvalue at \( \lambda = L \). For such a function, we can use Theorem 5 to write

\[
J_{\text{max}} \geq J = (n-1) \tilde{J}(m) + \tilde{J}(L). \tag{54}
\]

3) Case \( \sigma_w = \sigma \): To prove (13a), we use inequalities in (46a) and (46b) to bound \( \tilde{J}(m)/(1-\rho) \) and \( \tilde{J}(L)/(1-\rho) \) in (54), respectively.

4) Case \( \sigma_w = \alpha \sigma \): To prove (14a), we use inequality in (51a) with \( \lambda = m \) to lower bound \( \tilde{J}(m)/(1-\rho) \), and combine (51a) and (51b) to lower bound \( \tilde{J}(L)/(1-\rho) \) in (54).

C. Proof of Theorem 3

The following proposition allows us to prove the lower bounds in Theorem 3.

Proposition 5: Let \( \rho = \rho(A) = 1-1/T_s \) be the convergence rate of the two-step momentum algorithm (2). Then, the largest and smallest modal contributions to noise amplification given by (32) satisfy

\[
\tilde{J}_{\text{max}} \geq \sigma_w^2/(2(1+\rho)^2) T_s \quad \text{and} \quad \tilde{J}_{\text{min}} \geq \sigma_w^2. \tag{55}
\]

Proof: The inequality \( \tilde{J}_{\text{min}} \geq \sigma_w^2 \) follows from the fact that \( \tilde{J} \), as a function of \((b, a)\), takes its minimum value at the
origin; see Appendix B. The proof for \( \hat{J}_{\text{max}} \) utilizes the fact that for any constant parameters \( (\alpha, \beta, \gamma) \) and fixed condition number, the spectral radius \( \rho(A) \) corresponds to the smallest \( \rho \)-linear convergence triangle \( \Delta_{\rho} \) that contains the line segment \( (b(\lambda), a(\lambda)) \) for \( \lambda \in [m, L] \). Thus, at least one of the end points \( (b(m), a(m)) \) or \( (b(L), a(L)) \) will be on the boundary of the triangle \( \Delta_{\rho}(A) \). Combining this with the fact that \( d(m) \leq d(L) \), it follows that at least one of the following holds:

\[
(b(m), a(m)) \in X_\rho Z_\rho \text{ or } X_\rho Y_\rho \\
(b(L), a(L)) \in Y_\rho Z_\rho \text{ or } X_\rho Y_\rho.
\]

Together with the concrete values of vertices (22c) in terms of \( \rho \), this yields

\[
1 - \rho \geq \min \{ h(m), h(L), l(L)/(1 + \rho), d(m)/(1 + \rho) \} .
\] (55)

Also, using Theorem 5 and noting that the maximum values that \( h(\lambda), d(\lambda) \), and \( l(\lambda) \) can take among \( \Delta_{\rho} \) are given by \( 1 + \rho^2 \), \( (1 + \rho)^2 \), and \( (1 + \rho)^2 \), respectively, we can write

\[
\hat{J}(m) \geq \frac{\sigma_w^2}{2h(m)d(m)} \\
\geq \max \left\{ \frac{\sigma_w^2}{2h(m)(1 + \rho)^2}, \frac{\sigma_w^2}{2d(m)(1 + \rho^2)} \right\} \\
\hat{J}(L) \geq \frac{\sigma_w^2}{2h(L)(1 + L)} \\
\geq \max \left\{ \frac{\sigma_w^2}{2h(L)(1 + \rho)^2}, \frac{\sigma_w^2}{2l(L)(1 + \rho^2)} \right\} .
\] (56)

Finally, by the convexity of \( \hat{J} \) (see Appendix B), we have \( \hat{J}_{\text{max}} \geq \max \{ \hat{J}(m), \hat{J}(L) \} \). Combining this with (55) and (56) completes the proof.

The lower bounds in Theorem 3 follow from combining Proposition 5 with the expression for \( J \) in Theorem 5.

D. Proof of Theorem 4

As described in Section V, the parameters in Theorem 4 are obtained by placing the end points of the horizontal line segment \( (b(\lambda), a(\lambda)) \) parameterized by \( \lambda \in [m, L] \) at the edges \( X_\rho Z_\rho \) and \( Y_\rho Z_\rho \) of the \( \rho \)-linear convergence triangle \( \Delta_{\rho} \). These parameters can be equivalently represented by (33) where the scalar \( c \) given in Lemma 4 satisfies \( c \in [0, 1] \) if and only if \( T_s \leq (\kappa + 1/2) \) and it satisfies \( c \in [-1, 0] \) if and only if \( T_s \geq (\kappa + 1)/2 \). The proof of Theorem 4 follows from combining Lemma 4 and Propositions 2 and 3.

VII. CONCLUSION

We have examined the amplification of stochastic disturbances for a class of two-step momentum algorithms in which the iterates are perturbed by an additive white noise that arises from uncertainties in gradient evaluation or in computing the iterates. For both noise models, we establish lower bounds on the product of the settling time and the smallest/largest steady-state variance of the error in the optimization variable. These bounds scale with \( \kappa^2 \) for all stabilizing parameters, which reveals a fundamental limitation imposed by the condition number \( \kappa \) in designing algorithms that tradeoff noise amplification and convergence rate. In addition, we provide a novel geometric viewpoint of stability and \( \rho \)-linear convergence. This viewpoint brings insight into the relation between noise amplification, convergence rate, and algorithmic parameters. It also allows us to

1) take an alternative approach to optimizing convergence rates for standard algorithms;
2) identify key similarities and differences between the iterate and gradient noise models;
3) introduce parameterized families of algorithms for which the parameters can be continuously adjusted to tradeoff noise amplification and settling time.

By utilizing positive and negative momentum parameters in accelerated and decelerated regimes, respectively, we demonstrate that a parameterized family of the heavy-ball-like algorithms can achieve orderwise Pareto optimality for all settling times and both noise models.

Our ongoing work focuses on extending these results to algorithms with more complex structures including update strategies that utilize information from more than the last two iterates and time-varying algorithmic parameters [62]. It is also of interest to identify fundamental performance limitations of stochastic gradient descent algorithms in which both additive and multiplicative stochastic disturbances exist [63], [64].

APPENDIX

A. Settling Time

If \( \rho \) denotes the linear convergence rate, \( T_s = 1/(1 - \rho) \) quantifies the settling time. The inequality in (5) shows that \( \rho^2 \leq \epsilon \) provides a sufficient condition for reaching the accuracy level \( \epsilon \) with \( \| \psi_t^\dagger \|_2/\| \psi_0^\dagger \|_2 \leq \epsilon \). Taking the logarithm of \( \rho^2 \leq \epsilon \) and using the first-order Taylor series approximation \( \log (1 - x) \approx -x \\) around \( x = 0 \) yields a sufficient condition on the number of iterations \( t \) for an algorithm to reach \( \epsilon \)-accuracy

\[
t \geq \log (\epsilon/e) / \log (1 - 1/T_s) \approx T_s \log (c/e).
\]

B. Convexity of Modal Contribution \( \hat{J} \) to Noise Amplification

By Theorem 5, we have

\[
\frac{\hat{J}}{\sigma_w^2} = \frac{d + l}{2dhl} = \frac{1}{2h^2} + \frac{1}{2hl}
\]

where we have dropped the dependence on \( \lambda \) for simplicity. The functions \( 1/2(dhl) \) and \( 1/(2hl) \) are both convex over the positive orthant \( d, h, l > 0 \). Thus, \( \hat{J} \) is convex with respect to \( (d, h, l) \). In addition, since \( d, h, \) and \( l \) are all affine functions of \( a \) and \( b \), we can use the equivalence relation in (31) to conclude that \( \hat{J} \) is also convex in \( (b, a) \) over the stability triangle \( \Delta \). Finally, since \( b(\lambda) \) and \( a(\lambda) \) are affine in \( \lambda \), it follows that for any stabilizing parameters, \( \hat{J} \) is also convex with respect to \( \lambda \) over the interval \([m, L] \).
Convexity of $\hat{J}$ allows us to use first-order conditions to find its minimizer. In particular, since for $\sigma_w = 1$
\[
\frac{\partial \hat{J}}{\partial d} = \frac{1}{2h^2}, \quad \frac{\partial \hat{J}}{\partial \hat{a}} = -\frac{1}{2l^2}, \quad \frac{\partial \hat{J}}{\partial \hat{h}} = - \frac{l + d}{2h^2} 
\]
\[
\frac{\partial d}{\partial a} = \frac{1}{\partial d} = -\frac{h}{dh}, \quad \frac{\partial d}{\partial b} = -\frac{d}{\partial b} = 1, \quad \frac{\partial h}{\partial b} = 0
\]
it is easy to verify that $\partial \hat{J}/\partial a = \partial \hat{J}/\partial b = 0$ at $a = b = 0$. Thus, $\hat{J}$ takes its minimum $\hat{J}_{\text{min}} = \sigma_w^2$ over the stability triangle $\Delta$ at $a = b = 0$, which corresponds to $d = h = l = 1$.

C. Proofs of Section IV

1) Proof of Lemma 2: We start by noting that $\rho(M) \leq \rho$ if and only if $\rho(M') \leq 1$ where $M' := M/\rho$. The characteristic polynomial associated with $M'$, $F'_\rho(z) = z^2 + (b/\rho)z + (a/\rho^2)$, allows us to use similar arguments to those presented in the proof of Lemma 1 to show that
\[
\rho(M') \leq 1 \iff \left(b/\rho, a/\rho^2\right) \in \Delta_1
\]
where $\Delta_1 := \{(b, a) \mid |b| - 1 \leq a \leq 1\}$ is the closure of the set $\Delta$ in (22b). Finally, the condition on the right-hand side of (57) is equivalent to $(b, a) \in \Delta_\rho$, where $\Delta_\rho$ is given by (23b).
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