Strain induced topological phase transition at zigzag edges of monolayer transition-metal dichalcogenides
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The effect of strain in zigzag ribbons of monolayer transition-metal dichalcogenides with induced superconductivity is studied using a minimal 3-band tight-binding model. The unstrained system shows a topological phase with Majorana zero modes localized at the boundaries of the one-dimensional (1D) zigzag edges. By direct inspection of the spectrum and wave functions we examine the evolution of the topological phase as an in-plane, uniaxial deformation is imposed. It is found that strain shifts the energy of 1D edge states, thus causing a topological phase transition which eliminates the Majorana modes. For realistic parameter values, we show that the effect of strain can be changed from completely destructive – in which case a small built-in strain is enough to destroy the topological phase – to a situation where strain becomes an effective tuning parameter which can be used to manipulate Majorana zero modes. These two regimes are accessible by increasing the value of the applied Zeeman field within realistic values. We also study how strain effects are affected by the chemical potential, showing in particular how unwanted effects can be minimized. Finally, as a cross-check of the obtained results, we reveal the connection between 1D Majorana zero modes in the zigzag edge and the multi-band phase, which serves as a topological invariant of this system.

PACS numbers:

1. INTRODUCTION

A Majorana mode is a state at zero energy which is the conjugate of itself. These modes satisfy non-Abelian exchange statistics, and are considered strong candidates for fault-tolerant topological quantum computation [11]. It has been proposed that Majorana zero modes can be realized in one-dimensional (1D) nanowires with spin-orbit coupling (SOC) and magnetic field, placed on top of an s-wave superconductor [2,3], and the experimental realization came just a few years later [4,7].

During the last few years, much interest has been drawn to the monolayers of two-dimensional transition-metal dichalcogenides (TMD) of MX2 such as MoS2 or WSe2 [8]. These materials are semiconductors with a band gap of about 1 eV, which makes them good candidates for electronic and optoelectronic applications [9]. Recently, it has been shown by different groups [10,11] that the zigzag edges of monolayer TMDs provide a promising platform for generating 1D Majorana modes. The graphene-like honeycomb lattice structures of these materials support several single band edge states, which are essential for generating 1D Majorana modes, and they also present a strong spin-orbit coupling (SOC), which is important for robust 1D topological superconductors [12,13]. As a comparison to graphene, the sizable band gap of TMDs make it easier to study the 1D edge modes within the gap.

Beyond these advantages, TMDs also have an outstanding stretchability, and their physical properties can be greatly changed by strain. For example, a 2% – 3% uniaxial/biaxial tensile strain can cause a direct-to-indirect band gap transition [14,15]. A band gap reduction through strain has been demonstrated experimentally, and the consequent funneling of excitons detected [16]. Exciton confinement through strain gradients has also been measured recently [17]. Moreover, larger tensile biaxial strain of 10% – 15% can drive the system into metallic phase [18,19]. It has also been demonstrated that strained TMDs may support a two-dimensional time-reversal-invariant topological phase [20]. Although more realistic models have shown that such phase may be absent [21], they have also shown that spin manipulation through strain is possible due to the spin strain coupling.

Given the demonstrated sensitivity to strain in monolayer TMDs, an interesting question arising here is how strain affects the 1D edge states and the corresponding Majorana modes. The question is even of practical importance, since under realistic experimental conditions there may be small uncontrollable strain which will affect the system. In graphene, built in strain of order 0.01% – 0.1% has been reported in suspended samples [22,23]. In TMDs, residual strain ≤ ±0.05% cannot be ruled out in current experiments [16,17,24], in particular for monolayer samples. Here we show that by controlling the applied in-plane magnetic (Zeeman) field and the chemical potential, the effect of strain can be divided in three different regimes: (i) completely destructive for small magnetic fields, with Majorana physics totally washed out; (ii) strain engineering for moderate magnetic fields, where Majorana physics can be turned on and off through strain; (iii) strain made irrelevant if the chemical potential is conveniently tuned.

The paper is organized as follows: In Sec. III, we introduce the minimum model used to describe TMDs in the Majorana physics regime, and explain how strain is incorporated into the model. In Sec. III we calculate the Majorana zero modes induced by applying superconductivity and an in-plane magnetic field, and define the multi-band Berry phase as the topological invariant to characterize the system. The effect of strain on the topological phase, and how it competes with the applied magnetic field and also with changes of the chemical potential is presented in Sec. IV. Concluding remarks are given in Sec. V.
II. MODEL

The system we consider is a monolayer MX$_2$ zigzag ribbon deposited on top of an s-wave superconductor [10]. The model has a honeycomb structure as shown in Fig.1(a). Here we consider a three orbital model where only the M atom d$_z$ and d$_x$-$d_y$ orbitals are taken into account. It has been shown that Bloch states of these materials around the gap edges are mostly contributed by these three orbitals [25]. The Hamiltonian can be written as,

$$H = H_0 + H_{SC} + H_Z - \mu N,$$

where $H_0$ is the 3-orbital tight binding Hamiltonian described below, $H_{SC}$ is the superconducting pairing term induced by proximity effect, $H_Z$ is the Zeeman splitting created by an in-plane magnetic field, $\mu$ is the chemical potential, and $N$ is the total electron number operator.

The first term $H_0$ is the 3-orbital tight-binding Hamiltonian of TMDs with an intrinsic SOC [25], for which the 1D edge of the zigzag ribbon has an equivalent effect to the Rashba-type SOC in conventional 1D semiconducting nanowires [10]. The Hamiltonian reads,

$$H_0 = \sum_{i,\delta} \sum_{\gamma'\gamma} c^\dagger_{i,\gamma,\delta} \delta_{\gamma',\gamma} c_{i+\delta,\gamma',\gamma} + \sum_{i,\delta} c^\dagger_{i,\gamma,\delta} \epsilon_\gamma c_{i,\gamma,\delta} + i\lambda \sum_{i,\delta} \sum_{\gamma'\gamma} c^\dagger_{i,\gamma,\delta} \sigma^{\gamma'\gamma} c_{i,\gamma,\delta},$$

where $c^\dagger_{i,\gamma,\delta}$ creates an electron at lattice site $i$ and orbital $\gamma$ with spin $\delta$, $\delta$ are the six vectors connecting nearest neighbor M-atoms [see Fig.1(a)], $t_{\delta\gamma\gamma'}$ are hopping integrals, $\epsilon_\gamma$ are on-site energies, $\lambda$ is the SOC parameter, and $\sigma$ are the Pauli matrices acting on spin space. The parameters we choose are from first-principle calculation with generalized-gradient approximation for MoS$_2$ in Ref. [25], with $\epsilon_{d_z} \equiv \epsilon_1 = 1.046$ and $\epsilon_{d_{xy}} = \epsilon_{d_{yz}} \equiv \epsilon_2 = 2.104$ in eV, and hopping amplitudes as given in Table.I.

The second term in Eq. (1) is for the s-wave induced superconductivity, and is given by,

$$H_{SC} = \sum_{i,\gamma} \Delta \gamma \gamma' \epsilon_{d_{\gamma'}} c^\dagger_{i,\gamma,\gamma} + h.c.,$$

while the third term stands for an in-plane magnetic field, as a perpendicular one would induce vortices and break the translational symmetry. Without loss of generality, we choose a magnetic field in $x$ direction, and the Zeeman term is then given by,

$$H_Z = V_z \sum_{i,\gamma,\gamma'} c^\dagger_{i,\gamma,\gamma} \sigma^{\gamma'\gamma} c_{i,\gamma,\gamma'}.$$ 

Last but not least, we would like to incorporate the effect of an in-plane strain to this model. Strain will deform the lattice and change the distance between two lattice sites, hence only the terms in the Hamiltonian that connect different sites are affected. We model in-plane deformations by an in-plane deformation field $\mathbf{u} = (u_x, u_y)$. After deformation, the lattice point at $\mathbf{R}$ goes to a different position $\tilde{\mathbf{R}}$ such that $\tilde{\mathbf{R}} = \mathbf{R} + \mathbf{u}$. Accordingly, the non-deformed lattice distance between the point at $\mathbf{R}$ and the point at $\mathbf{R} + \mathbf{u}$ may change after the deformation sets in. Under realistic conditions we expect $u_x, u_y \ll a$, where $a = |\mathbf{b}|$ is the lattice spacing. At linear order, the strain modified hopping may be written as,

$$t_{b} \rightarrow t_{b} - t_b \delta \cdot \mathbf{V} u \cdot \hat{\delta},$$

where $\hat{\delta} = \delta / |\delta|$ is a unit vector in the direction of $\delta$, and the electron-phonon coupling parameter $\beta = -\partial \log \tilde{t} / \partial \log a \sim 3$ [16] [21], similar to the case of graphene. In our model, we consider the six nearest neighbor hopping as shown in Fig.1(a), and they become,

$$t \rightarrow \begin{cases} t - t b u_{xx}, & \delta = (\pm a, 0); \\ t - t b (u_1 + u_2), & \delta = (\pm \frac{a}{2}, \pm \frac{\sqrt{3}}{2}); \\ t - t b (u_1 - u_2), & \delta = (\pm \frac{a}{2}, \pm \frac{\sqrt{3}}{2}), \end{cases}$$

with $u_1 = \frac{1}{2} u_{xx} + \frac{\sqrt{3}}{2} u_{yy}$ and $u_2 = \frac{\sqrt{3}}{2} u_{yy}$, and the strain tensor $u_{ab} = (\partial_a u_b + \partial_b u_a) / 2$. 

III. MAJORANA ZERO MODES AND A TOPOLOGICAL INVARIANT

We consider a zigzag ribbon with open boundary conditions in $y$ direction, and set $k \equiv k_x$ in the following discussion. The ribbon has two nonequivalent edges, called X-edge and M-edge for obvious reasons, as shown in Fig.1(a). Before adding strain, the spinless Hamiltonian has two edge states localized at the X-edge and M-edge respectively, as shown in Fig.1(b), which are the candidates to generate 1D topological Majorana states. For a spin-1/2 system, by adding the intrinsic SOC $\lambda$ and a in-plane magnetic field $V_z$, each of these edge bands will separate into two edge bands with opposite helicities, and a magnetic gap around the X-edge minimum energy $E_X$ or the M-edge maximum energy $E_M$ opens at $ka = \pi$, as depicted in Figs.1(c)-1(e).

| $\gamma$, $\gamma'$ | $\delta_1$ | $\delta_2$ | $\delta_3$ | $\delta_4$ | $\delta_5$ | $\delta_6$ |
|-------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| $t_{d_z}$-$t_{d_z}$ | $t_0$ | $t_0$ | $t_0$ | $t_0$ | $t_0$ | $t_0$ |
| $t_{d_z}$-$t_{d_y}$ | $t_{11}$ | $t_{11}$ | $t_{11}$ | $t_{11}$ | $t_{11}$ | $t_{11}$ |
| $t_{d_y}$-$t_{d_y}$ | $t_{22}$ | $t_{22}$ | $t_{22}$ | $t_{22}$ | $t_{22}$ | $t_{22}$ |
| $t_{d_z}$-$t_{d_z}$ | $t_{12}$ | $t_{12}$ | $t_{12}$ | $t_{12}$ | $t_{12}$ | $t_{12}$ |

**TABLE I:** The hopping amplitudes $t_{\gamma,\gamma'}$ in real space. Different rows show the hopping between different orbitals, and different columns are for different spatial hopping vector $\delta$ [see Fig1(a)]. The parameters are from the first-principle calculation with generalized-gradient-approximation for MoS$_2$ in Ref. [25]. $t_0 = -0.184$, $t_1 = 0.401$, $t_2 = 0.507$, $t_{11} = 0.218$, $t_{12} = 0.338$ and $t_{22} = 0.057$ in eV.
The real-space distribution of the zero mode for $\mu = E_X$ satisfies the relation,

$$ (\epsilon_1 - 2t_0 - E_X)(\epsilon_2 - 2t_22 - E_X) - 4t_1^2 = 0, \quad (7) $$

and the magnetic gap then develops from $E_X - V_t$ to $E_X + V_t$, as shown in the Appendix A. In this work, in order to guarantee that the Fermi level is in the gap, we choose $\mu = E_X$. The emergence of the zero-energy modes is shown in Fig. 2(a), and Fig. 2(c) shows the real-space distribution of the Majorana zero mode wave function. If we increase $\Delta$, the system will go through a topological phase transition when $\Delta > \Delta_c \approx V_t$, and becomes a trivial superconductor without Majorana zero modes, as shown in Fig. 2(a).

According to the symmetry classification of topological systems this model belongs to the BdG class D [30], as the Zeeman term breaks the time-reversal symmetry. The topology of this class in 1D can be characterized by a $Z_2$ number, which is associated with the Berry phase [31, 32].
our system, we calculate the Berry phase $\gamma$ for the lower half bands to discriminate between topologically trivial and non-trivial phases.

In order to calculate the Berry phase we consider $N$ discrete points within the 1D Brillouin zone, $k \in [0, 2\pi l]$, with momentum $k$ taking values $k_1, k_2, \ldots, k_N$. Let us for the moment assume the system has a band well isolated from the remaining ones through finite gaps above and below. The band’s Berry phase $\gamma$ may then be obtained by defining the link variable $U(k_l) = \varphi^*(k_l)\varphi(k_{l+1})$ and summing over $k_l$,

$$\gamma = -i \sum_l \log U(k_l),$$

where $\varphi(k_l)$ are the eigenstates of the Fourier transformed Hamiltonian $\mathcal{H}_k$ along the longitudinal direction of the ribbon, $\mathcal{H}_k\varphi(k_l) = E_k\varphi(k_l)$. If $n$ such bands are filled, the system’s Berry phase is obtained by adding the Berry phases of the individual bands. This can be generalized to the case where the $n$ filled bands below some energy gap cross at degenerate points. Then we, for the Berry phase of the lowest $n$ bands, we have $U(k_l) = \text{det} U(k_l)$ with

$$U_{ij}(k_l) = \varphi^*_i(k_l)\varphi_j(k_{l+1}), \quad 1 \leq i, j \leq n,$$

where $\varphi_i(k_l)$ is the eigenstate at momentum $k_l$ associated to the $i$th band.

Numerical results for the Berry phase of the present system are shown in Fig. 2(b). It is clearly seen that a finite Berry phase $\gamma = \pi$ in Fig. 2(b) correlates with the presence of zero energy Majorana modes in Fig. 2(a) for $\Delta < \Delta_c$. The transition to the trivial phase is signaled in Fig. 2(a) by the absence of zero energy Majorana modes, and in Fig. 2(b) by a zero Berry phase $\gamma = 0$. Note also that the present result fully agrees with the $\text{bulk - boundary}$ correspondence, as in Fig. 2(a) we used a finite size system bounded in the $x$ direction ($N_x = 800$ and $N_y = 20$), while in Fig. 2(b) periodic boundary conditions along $x$ were used (keeping $N_y = 20$).

IV. RESULT AND DISCUSSION

A. The effect of strain

Built in strain of the order $\leq 0.05\%$ seems to be unavoidable in current experiments [17]. Even though such small deformations are spatially modulated, likely randomly, in order to set bounds on the effect of strain we use the simplest model with uniform strain. Despite simplicity, this approximation highly improves as the characteristic length scale of strain modulations increases. Moreover, it is shown below that strain can be used as a tuning parameter, and in this case, for experimental reasons, one of the easiest implementations is that of uniform, uniaxial strain. Another advantage of uniform strain is that it does not break the translational symmetry along the ribbon’s longitudinal direction, and therefore the Berry phase in Eq. (8) is still well defined.

For uniform planar tension $T$ [see Fig. 1(a)], the strain tensor $u$ can be written in terms of the tensile strain $\varepsilon$ (relative deformation along the direction of $T$) as follows [34],

$$u = \varepsilon \left( \cos^2 \theta - \nu \sin^2 \theta (1 + \nu) \cos \theta \sin \theta \right), \quad \left(1 + \nu \right) \cos \theta \sin \theta \sin^2 \theta - \nu \cos^2 \theta \right),$$

where $\theta$ is the angle between the direction of tension $T$ and $x$ direction for the reference frame shown in Fig. 1(a), and $\nu$ is the Poisson’s ratio for the material; $\nu = 0.25$ for MoS$_2$ [35]. As before, we align $x$ with the zigzag direction and $y$ with the armchair direction. The strain tensor in Eq. (10) is used in Eq. (6) to determine the strain modified hoppings.

Let us first consider the simplest case where we stretch or compress only along $x$ or $y$ axis, and ignore the contraction extension in the transverse direction, i.e. $\theta = 0$ or $\pi/2$ and the Poisson’s ratio $\nu = 0$. We find that a small deformation in $x$ direction ($u_{xx} \leq 0.01$) causes a topological phase transition to the trivial case, while deformations along $y$ direction do not affect the topological properties. The results are shown in Fig. 3(a)-(d). Figures 3(a) and 3(b) in the upper row show the spectrum for the finite system as a function of strain in the $x$ direction $u_{xx}$ and $y$ direction $u_{yy}$, respectively. Zero energy states, signaling the presence of Majorana modes, can be seen for deformations along $x$ only for $|u_{xx}| \leq 0.01$, while for deformations along $y$ the zero modes are present all over the region of probed strains. Results for the Berry phase are shown in Fig. 3(c) and 3(d) in the middle row, respectively for $u_{xx} \neq 0$ and $u_{yy} \neq 0$. The Berry phase calculation completely agrees with the boundary analysis. In particular, the topological phase transition where the Berry phase goes from $\gamma = \pi$...
to \( \gamma = 0 \), is clearly seen as a function of \( \epsilon_{xx} \) in Fig. 3(c). Note that the results of the present section have been obtained for an unrealistically high Zeeman field, \( V_z = 10 \text{ meV} \), just to make clear qualitatively how strain affects the system. Quantitative results are presented in Sec. IVB.

To understand these results, we go back to the case without superconductivity, \( \Delta = 0 \), and see how strain changes the band structure. In Fig. 3(e) it is shown that a nonzero \( \epsilon_{xx} \) shifts the energy of the magnetic gap at X-edge, and the system becomes topologically trivial when the chemical potential \( \mu \) falls outside the gap. In contrast, the value of \( \epsilon_{yy} \) does not change the magnetic gap, as seen in Fig. 3(d), and thus \( \epsilon_{yy} \) cannot induce a topological phase transition [36].

For a real material, the strain along a prescribed direction also causes deformation in the transverse direction, which is reflected by a nonzero Poisson’s ratio \( \nu \). In Fig. 4 the Berry phase is shown in the plane of tensile strain \( \epsilon \) and strain direction \( \theta \). The topologically nontrivial region increases from \( \theta = 0 \) to \( \theta = \theta_0 \), narrowing down after this critical \( \theta_0 \). The critical point is given by \( \epsilon_{xx} = 0 \), which, from Eq. (10), yields \( \tan^2 \theta_0 = 1/\nu \). Quantitative effects of strain are discussed in the next section for realistic values of parameters, in particular a realistic Zeeman field \( V_z \).

\[ \text{FIG. 4: Berry phase versus } \epsilon \text{ and } \theta \text{ for MoS}_2 \text{, with the Poisson’s ratio } \nu = 0.25, \Delta = 1 \text{ meV, } V_z = 10 \text{ meV and } \lambda = 460 \text{ meV.} \]

B. Robustness of the topological phase

Here we discuss quantitative effects of strain for the present system under realistic conditions. We only consider the deformation along x direction, as it has the strongest effect.

As shown in Sec. III, the magnetic gap for the X-edge at \( ka = \pi \) exactly equals \( V_z \). We therefore expect a larger \( V_z \), which induces a wider magnetic gap, to enhance the topologically nontrivial region. This is precisely shown in Fig. 5(a), where the phase diagram in the plane \( V_z \) versus \( \epsilon_{xx} \) is presented. The topological phase occurs around \( \epsilon_{xx} = 0 \), and the critical strain roughly increases linearly with \( V_z \). Note that the value of \( V_z \) needs to be larger than the induced superconducting order parameter, which for a typical s-wave superconductor such as NbTiN is of the order of \( \Delta \approx 0.25 \text{ meV} \) [4]. The value of \( \Delta \) is also indicated in Fig. 5(a). The SOC parameter \( \lambda \), on the contrary, does not affect the critical strain strength, as shown in Fig. 5(b). Based on these quantitative results, we may establish three different regimes regarding the effect of strain on the Majorana zero modes of TMDs at zigzag edges:

(i) For small Zeeman fields, typically \( V_z < 1 \text{ meV} \), the effect of strain strongly limits the presence of Majorana modes. Even small residual strain of order \( \epsilon \lesssim 0.05\% \) [17] is sufficient to completely destroy the topological phase. For realistic cases, built in strain is expected to be randomly distributed not only in strength but also in direction, with regions where even biaxial strain may dominate. Based on the result shown in Fig. 4 we anticipate that a randomly distributed strain could give rise to a situation of phase separation, where topological regions located around strain minima are surrounded by non-topological ones pinned at strain maxima. A percolating driven transition could then be induced by increasing the applied magnetic field, or other conveniently chosen external parameter. These findings put important constraints on the realization of Majorana physics at the zigzag edges of TMDs [10]. The following two points may be used to circumvent such limitations.

(ii) For moderate Zeeman fields, typically \( V_z \gtrsim 1 \text{ meV} \), the critical strain is above the current built in strain limit of order \( \epsilon \lesssim 0.05\% \) [17], and well below the maximum strain \( \epsilon \gtrsim 10\% \) [37]. Strain may then be used as a tunable parameter to turn the Majorana mode phase on and off. Note, however, that a Zeeman field \( V_z \) of \( 1 \sim 2 \text{ meV} \), which would overcome the effect of a strain \( \epsilon \sim 0.1\% \), requires a magnetic field of several Tesla for a typical g-factor 2. One should then carefully choose the experimental setup, in order to not destroy the superconductivity of the nearby superconducting material used in the proximity effect.

(iii) Finally, the effect of uniform strain one can be made irrelevant by tuning the chemical potential. The magnetic gap extends between \( E_X \sim -V_z \) and \( E_x + V_z \), with strain only affecting the X-edge minimum energy \( E_X \). This means that strain does not narrow down the topological nontrivial region. A shift in the chemical potential \( \mu \), for instance through an electric field effect, is then enough to guarantee the existence of
Majorana zero modes. Therefore, we can also control the Majorana modes and avoid the effect of uniform strain by tuning the chemical potential to a proper value. In Fig. 3(c)–(f) we can see that the system holds Majorana zero modes and has a Berry phase $\gamma = \pi$ as long as the chemical potential is inside the gap. The width of the gap is given by $2V_c$, and the center of the gap depends on the value of $\mu_c$. For non-uniform strain this strategy is obviously much less effective, and one must then resort to minimize strain by conveniently chose the substrate.

Let us point out that the value $V_c \sim 1$ meV needed to crossover from regime (i) to regime (ii) comes from the measured built in strain in current experiments, in particular Ref. [17] where residual strain $\lesssim 0.05\%$ was clearly demonstrated. For smaller built in strain we expect the crossover to occur for a reduced Zeeman field. Given the linear relation between the critical strain and Zeeman [Fig. 3(a)], the $V_c$ value needed for crossover may change considerably. Based on results for graphene [25, 38], we anticipate that a carefully chosen substrate could substantially reduce the critical strain (a facor of 10 seems feasible, given the height to length ratio of characteristic deviations from flatness). One substrate worth trying is BN, which has been shown to greatly improve the electronic properties of two-dimensional materials [39].

V. CONCLUSIONS

We have studied the effect of strain in the 1D topological phase realized at the zigzag edges of transition-metal dichalcogenides. In-plane deformations turn out to strongly affect the topologically nontrivial region in parameter space. Depending on the applied magnetic field and on whether the chemical potential is kept fixed or tuned, we have identified three distinct regimes: (i) For fixed chemical potential and not so high magnetic field (Zeeman field $V_c < 1$ meV), built in strain $\lesssim 0.05\%$ [17] is enough to completely wash out the topological phase. This puts severe limits on the realization of 1D Majorana physics in this system [10]. A conveniently chosen substrate which keeps built-in strain to a minimum is mandatory in this case. (ii) For fixed chemical potential and high magnetic field (Zeeman field $V_c \gtrsim 1$ meV), strain can be used to tune the topological phase by turning it on for small strain and off by increasing strain within experimentally accessible values. (iii) For fixed, uniform strain, the effects of strain can be avoided by adjusting the system’s chemical potential through electric field effect.

Finally, we have further calculated the Berry phase as the topological invariant of this system, and demonstrated the correspondence between the Berry phase and the existence of the Majorana modes.

Strain engineering of Majorana modes is a unique feature of two-dimensional materials since they sustain high deformations within the elastic regime [40]. Transition metal dichalcogenides appear as good candidates to realize this phenomenon.
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Appendix A: X-edge analytics

In this appendix we calculate the X-edge minimum energy and the magnetic gap analytically. The momentum $k_x$ is a good quantum number in this model, hence we take the eigenstate of the Hamiltonian in $k_x - y$ space as

$$\psi_{k_x} = \sum_{y,s} (\phi^{a,s}_{k_x,y} \hat{a}^\dagger_{k_x,y} + \phi^{b,s}_{k_x,y} \hat{b}^\dagger_{k_x,y} + \phi^{c,s}_{k_x,y} \hat{c}^\dagger_{k_x,y})|0\rangle,$$

(A1)

with $|0\rangle$ the vacuum state and $s$ the index of spin, $\hat{a}^\dagger$ and $\hat{b}^\dagger$ are the creation operator of orbital $d_z$, $d_{xy}$ and $d_{x^2-y^2}$, respectively. Here we focus on the X-edge minimum point of $k_x = \pi$, and write $\psi_{x,y}$ as $\phi_s$ for convenience. By requiring $H_0 \psi_{k_x} = E_k \psi_{k_x}$, we have the eigen-equations

$$(\epsilon_1 - 2t_0)\phi_y^{a,s} + V_x \phi_y^{a,s} - 2t_2 \phi_y^{c,s} + i(t_1 + \sqrt{3}t_2)\phi_{y+1}^{b,s} + i(t_1 - \sqrt{3}t_2)\phi_{y-1}^{b,s} = E\phi_y^{b,s},$$

$$(\epsilon_2 - 2t_{12})\phi_y^{c,s} + V_x \phi_y^{c,s} - 2t_2 \phi_y^{a,s} - i\left[\sqrt{3}(t_{22} - t_{11}) - 2t_{12}\right]\phi_{y+1}^{a,s} - i\left[-\sqrt{3}(t_{22} - t_{11}) - 2t_{12}\right]\phi_{y-1}^{a,s} = E\phi_y^{a,s},$$

$$(\epsilon_1 - 2t_{11})\phi_y^{b,s} + V_x \phi_y^{b,s} - i(t_1 - \sqrt{3}t_2)\phi_{y+1}^{a,s} + i(t_1 + \sqrt{3}t_2)\phi_{y-1}^{a,s}$$

+ $i\left[\sqrt{3}(t_{22} - t_{11}) - 2t_{12}\right]\phi_{y+1}^{c,s} + \left[\sqrt{3}(t_{22} - t_{11}) - 2t_{12}\right]\phi_{y-1}^{c,s} = E\phi_y^{c,s},$$

(A2)

Here we only consider the original three band model of MX$_2$ with a Zeeman field $V_c$. When $V_c = 0$, the two components of spin decouple, and we find that the X-edge eigenstate is given by $\phi_y^0 = 0$ for any $y$ and

$$\frac{\phi_y^a}{\phi_y^b} = \frac{2t_2}{\epsilon_1 - 2t_0 - E_X} = \frac{\epsilon_2 - 2t_{22} - E_X}{2t_2},$$

(A3)

$$\frac{\phi_y^{a-1}}{\phi_y} = \frac{M_1}{M_2},$$

(A4)
with $M_1 = [-\frac{\sqrt{2}}{2}(t_{22} - t_{11}) - 2t_{12}]^2 - 2t_{22} - (t_1 - \sqrt{3}t_2)$ and $M_2 = [\frac{\sqrt{2}}{2}(t_{22} - t_{11}) - 2t_{12}]^2 - 2t_{12} - (t_1 + \sqrt{3}t_2)$, and the eigenenergy $E_X$ satisfies Eq. (7).

For the parameters of MoS$_2$, we have the X-edge minimum energy $E_X = 0.6479$eV (the other solution of $E$ is mixed with bulk states). Note decaying ratio $\phi_y^{n+1}/\phi_y^n \approx 0.0379$, which shows that the eigenstate is well localized at the X-edge.

For a finite Zeeman coupling, the ratio between $\phi_y^x$ and $\phi_y^z$ becomes,

$$\frac{\phi_y^x}{\phi_y^z} = \frac{2t_2(\epsilon_1 + \epsilon_2 - 2t_0 - 2t_{22} - 2E_X)}{(\epsilon_1 - 2t_0 - E_X)^2 + 4t_y^2 - V_z^2}$$

$$= \frac{(\epsilon_2 - 2t_{22} - E_X)^2 + 4t_y^2 - V_z^2}{2t_2(\epsilon_1 + \epsilon_2 - 2t_0 - 2t_{22} - E_X)}.$$

By solving this equation, we can show that the two spin full states running at the X-edge have eigenenergies $E_X \pm V_z$, which determine the magnetic gap.

Finally, the strain strength will only change the hopping amplitudes in the Hamiltonian, so that the hoppings appearing in Eqs. (A3) and (A5) become $t \rightarrow (1 - \mu t^2 s)$. This modification will only affect the value of $E_X$, while the magnetic gap is still determined by $E_X \pm V_z$.
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