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Abstract

In the real world, medical datasets often exhibit a long-tailed data distribution (i.e., a few classes occupy most of the data, while most classes have rarely few samples), which results in a challenging imbalance learning scenario. For example, there are estimated more than 40 different kinds of retinal diseases with variable morbidity, however with more than 30+ conditions are very rare from the global patient cohorts, which results in a typical long-tailed learning problem for deep learning-based screening models. Moreover, there may exist more than one kind of disease on the retina, which results in a multi-label scenario and bring label co-occurrence issue for re-sampling strategy. In this work, we propose a novel framework that leverages the prior knowledge in retinal diseases for training a more robust representation of the model under a hierarchy-sensible constraint. Then, an instance-wise class-balanced sampling strategy and hybrid knowledge distillation manner are firstly introduced to learn from the long-tailed multi-label distribution. Our experiments training on the retinal dataset of more than one million samples demonstrate the superiority of our proposed methods which outperform all competitors and significantly improve the recognition accuracy of most diseases especially those rare diseases.

1. Introduction

Retinal diseases such as diabetic retinopathy and glaucoma are the leading causes of blindness [23, 15]. Some early signs are usually ignored, but the vision loss or even blindness caused by no timely intervention is usually irreversible [24]. Fundus screening methods such as fundus camera and OCT are considered to be effective for retinal diseases recognition. However, manual fundus screening is time-consuming, which requires professional ophthalmologists to screen fundus images and present reports. The automated screening for retinal diseases has long been recognized and attracted great attention [9, 25]. Recent studies have demonstrated successful applications of deep learning-based models for retinal disease screening such as diabetic retinopathy (DR) and glaucoma [15, 11]. Gargeya et al. [12] used features extracted by CNN and metadata information fed into a decision tree model for binary classification. [1] proposed a Multiple Instance Learning and uncertainty-based framework for DR grading. For glaucoma detection, the OD/OC area is always considered. Dos et al. [8] designed a phylogenetic diversity indexes module for semantic features extraction for the diagnosis of glaucoma. Fu et al. [11] proposed a novel disc-aware ensemble network, which integrates the deep hierarchical context of the global fundus image and the local optic disc region.

Many previous works have been proved to be effective for some specific diseases and lesions under a controlled experimental environment. However, the pathological changes of the fundus are extremely complex. For instance, there are estimated more than 40 different kinds of...
retinal diseases. Those diseases and lesions that occurred less frequently in the training set may not perform well in real clinical test settings due to the algorithm failing to generalize those pathologies. The diagnosis of multiple diseases is very significant in clinical practice, especially for those rare diseases. For human expertise, common diseases are easy to be diagnosed while rare diseases are easy to be missed. Improving the accuracy of rare diseases recognition can become more useful for clinicians within the CAD system. Recently, Wang et al. [32] designed a three-stream framework that goals to detect the 36 kinds of retinal lesions/diseases. Quellec et al. [29] used few-shot learning to perform rare pathologies detection on the OPHDIAT dataset [28], which consists of 763,848 fundus images with 41 conditions. A recently released dataset [20] collected 53 different kinds of fundus diseases that may appear in clinical screening. As Fig. 1 shows, this dataset shows a typical long-tailed distribution attribute, whose ratio of head class to tail class exceeds 100, indicating a serious class-imbalance issue, which is not uncommon in many medical datasets. Besides, some samples may contain more than a single retinal disease label, leading to a label co-occurrence issue for re-balance of the data such as a re-sampling strategy.

In this work, we propose a novel framework for learning from long-tailed multi-label retinal diseases. The success of our proposed framework is affected by two key observations in most existing long-tailed classification works. First, incorporating the hierarchy in the model would help improve generalization on classes especially for those minority classes, by leveraging shared features among hierarchically-related classes [7]. Second, the model learning from the original distribution obtains a better representation, i.e., convolutional layers and the model learning from a re-balanced distribution shows a fairer and more unbiased classification for all categories [40, 22]. Following these two observations, we leverage the prior knowledge in retinal diseases, e.g., the hierarchical information for all categories from coarse to fine, to help the model train a better representation under a hierarchy-sensible manner. Then, we use the vanilla instance-balanced sampling and a novel instance-wise class-balanced sampling to train two teacher models. Then, we distill the knowledge of two teacher models into a unified student model.

The main contributions can be summarized as follows:

1. We first train from the database with more than one million fundus images and develop a novel framework to recognize more than 50 kinds of retinal diseases.

2. We inject hierarchy knowledge in retinal diseases into the training for a well-generalized representation with more semantic information, which can be naturally shared across data between coarse or fine categories.

3. We exploit a hybrid knowledge distillation manner to help the model simultaneously learn from the teacher models with better representation or fairer classifier.

4. Extensive experiments on two datasets with the different number of samples and imbalanced ratio are conducted. The results demonstrate our proposed methods can well improve the recognition accuracy for those rare diseases without losing the performance on common diseases.

2. Related Work

2.1. Retinal Diseases Recognition

The CAD methods for retinal diseases such as DR, Glaucoma and AMD have been long recognized. [15, 12] proposed to use a CNN for binary classification of with/without DR. [38] presented an ensemble strategy to perform two-class and four-class classifications. Some methods [36, 13, 10] proposed to combine the segmentation results and grading results to provide the interpretability with the internal correlation between DR levels and lesions. Besides the OC/OD area-based method [11] mentioned above, there are some previous works that generate evidence maps for glaucoma diagnosis. [39] proposed a two-stage cascaded approach which obtains unsupervised feature representation of fundus image with a CNN and CDR value regression by random forest regressor. The automated diagnosis of AMD has also been studied [14, 3]. [21] leverage the common features between DR and AMD, then improve both accuracy under a knowledge distillation and multi-task manner.

Although some specific retinal diseases are fully studied, the condition of the fundus is complex. Most of the existing methods do not promise the robustness and ability of diagnosis for other diseases especially those rare diseases. Kaggle EyePACS dataset [4] consists of 35,126 training images graded into five DR stages. However, it is found that there are at least more than 30 kinds of retinal diseases that are mislabeled by the original annotators [20]. Ignoring those out-of-distribution categories leads to a huge risk. [32] firstly used a multi-task framework to detect 36 kinds of retinal diseases respectively. However, it requires extra annotations for the location of the optic disc and macula area. [29] also take the features among diseases into consideration and leverage the few-shot learning technique to perform rare pathologies recognition. The existing methods are inspiring but show some limitations: those methods consider the prior knowledge of retinal diseases such as the common features (lesions) and locations shared by some diseases, but still lack direct insights for leveraging some prior knowledge or cognitive laws.
2.2. Long-tailed Classification

Re-sampling methods try to balance the distribution by over-sampling the minority-class samples or under-sampling the majority class samples in some manners. [22] proposed a two-stage training strategy to train the feature extractor and classifier from a uniform and re-sampling distribution respectively. [40] proposed to design a two-branch network to achieve one-stage training with the same insight. [33] presented a curriculum learning-based sampling scheduler. Most of these works focus on single-label datasets. Since the over-sampling on minority class will sometimes sample the majority class at the same time due to the label co-occurrence and leads to a new imbalanced condition. To handle this challenge, [34] extended the re-sampling strategy into a multi-label scenario and proposed a regularization term to overcome the over-suppression from negative samples.

Re-weighting methods aim to design loss functions for more robust learning from imbalanced data. Focal loss [26] learned to weigh the samples and achieve Hard Samples Mining according to the output probability. The increase of the sample brings about a diminishing return on performance for those majority classes. [6] proposed to assign a new variable to increase the benefit from those effective samples. [5] proposed an effective training strategy, which allows the model to learn an initial representation while avoiding some of the complications associated with re-weighting or re-sampling.

Transfer Learning methods aim to learn the general knowledge from the majority classes and then transfer it to the minority classes. OLTR [27] learns a set of dynamic meta embedding to transfer the visual information knowledge of the head to the tail category. Also, they design a memory set that allows tail categories to utilize relevant head information through calculating the similarity. [35] found that learning from a less-imbalanced subset suffers from little performance loss and proposed to train multiple teacher models from shot-based subsets, then guide the training of a unified student model.

3. Datasets

To address the long-tailed retinal diseases recognition challenge, we evaluate the proposed methods on three datasets with different scales including the number of samples, the number of classes, the imbalance ratio ($\rho$ in Table 1) and the label co-occurrence (e.g., label cardinality). Before introducing the three datasets, we first give the quantitative metrics for the main natures of long-tailed retinal diseases recognition, the first is how imbalanced the original distribution is. Formally, for the original distribution $S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$ where each $x$ indicates a feature vector and each $y$ is an associated one-hot label. The indexes of $k$ kinds of categories are sorted from most to least with $N_{c_1} > N_{c_2} > \ldots > N_{c_k}$ where $N_{c_i}$ denotes the number of the $i_{th}$ category. Thus, the imbalance ratio can be simply described as $\rho = \frac{N_{c_1}}{N_{c_k}}$.

Besides, as we claimed that there is label co-occurrence among the original long-tailed distribution and most resampling strategies will lead to a new inner-class imbalance [34] (we have a detailed analysis on Sec.). Here, we introduce several useful indicators for the measurement of the label-occurrence [30, 37]. The first is label cardinality which indicates the average number of labels per example, then the $L_{Card}$ can be normalized as label density by the number of possible labels in the label space: $L_{Card}(S) = \frac{1}{n}\sum_{i=1}^{n}|y_i|$, $L_{Den}(S) = \frac{1}{n^{2}} \cdot L_{Card}(S)$.

Our collected datasets are acquired from private hospitals with a time span of 10 years, and each image was labeled by 3 - 8 senior ophthalmologists. A sample is retained only if more than half of the ophthalmologists are in agreement with the disease label, or the sample will be assigned into re-labeled processing with the discussion of all ophthalmologists. There are representiative 70 kinds of categories\(^1\).

In this study, more than one million samples are selected to form the two datasets, which consist of more than 50 kinds of retinal diseases, also, this is the first study that attempts to train the DL-based model for retinal diseases recognition from a database with more than one million samples. Both two datasets exhibit an extreme long-tailed distribution with

\(^1\)Please refer to our supplementary files for more details
Also, we have class-balanced sampling and instance-balanced sampling. Especially, to better utilize the proposed methods, all diseases are mapped into a semantic hierarchy tree. Specifically, we regard the 50+ kinds of diseases as the base category, and we divide them into several subsets according to their characteristics. There are three hierarchies for each base category in total, as shown in Fig. 2. For instance, a sample is labeled as big drusen, and it also belongs to drusen and AMD. There are also three base categories in the drusen subset: small drusen, medium drusen and non-macular drusen. We give a detailed description of the hierarchy form in our supplementary files.

4. Methodology

In this section, we first define some basic notations for long-tailed multi-label classification in retinal diseases recognition. An analysis is given on how the traditional re-sampling strategies do not work well on a multi-label setting for long-tailed classification. Then we present an instance-wise class-balanced sampling technique to handle the discussed issue. Finally, we propose to use hybrid multiple knowledge distillation to bridge the gap for feature and classifier bias proposed in two-stage training works [40, 22].

4.1. Problem Definition

Suppose the original distribution \( S = \{(X,Y)\} \), where \( X = \{x_1, x_2, ..., x_n\} \) are the \( N \) training examples, and \( Y = \{y_1, y_2, ..., y_n\} \) denotes the associated labels. Specially, for a multi-label setting, each \( y_i = [y_{i1}, y_{i2}, ..., y_{ik}] \), where \( k \) denotes the total number of possible categories and \( y_i \in \{0, 1\}^k \), i.e., \( y_{ij} = 1 \) indicates the presence of the category \( j \) in image \( i \) and \( y_{ij} = 0 \) otherwise. Specifically, all indexes of category are sorted into \( \{c_1, c_2, ..., c_k\} \) from most to least. Also, we have \( N_{c_1} >> N_{c_k} \). Our goal is to train a deep neural network model (feature extractor \( f(\cdot) \) and classifier \( g(\cdot) \)) which can accurately recognize all classes.

4.2. Sampling

In this section, we will introduce two commonly-used sampling strategies in the long-tailed multi-class classification: instance-balanced sampling and class-balanced sampling. Then we give an experimental analysis on why these two sampling ways do not work well in a multi-label setting. Finally, we propose to use an instance-wise class-balanced sampling to handle this scenario.

4.2.1 Instance-balanced Sampling

In this multi-label classification, we always train a deep neural network by minimizing a binary cross-entropy (BCE) loss, which can be formulated as follows:

\[
L_{\text{BCE}} = \frac{1}{kN} \sum_{i=1}^{N} \sum_{j=1}^{k} [y_{ij} \log(\hat{y}_{ij}) + (1 - y_{ij}) \log(1 - \hat{y}_{ij})],
\]

where \( \hat{y}_{ij} \) denotes the predicted results for the \( i^{th} \) sample in the index of \( j^{th} \). It can be seen that each example \( x_i \in X \) obtains the same sampling probability in a mini-batch during the training. However, the head classes will be sampled more frequently than the tail classes in a long-tailed distribution dataset and the model tends to under-fit those classes with less samples, which results in a prediction bias.

4.2.2 Class-balanced Sampling

Given the sampling probability \( p_i \) for each sample in a mini-batch, and we have \( p_i = \frac{N_{c_i}}{N} \) in an instance-based sampling. Instead, class-balanced sampling aims to assign an equal sampling probability \( p_{ck} = \frac{1}{K} \) for each category in a mini-batch, as Fig. 4-(b) shows. Class-balanced sampling is considered to be a simple but effective trick for training imbalanced data and necessary component in many state-of-the-art works [40, 22]. However, there are two disadvantages especially for a multi-label setting. First, under an idea condition, we have \( K \) examples from \( K \) kinds of categories in a mini-batch with batch-size of \( K \). In this case, the instance-level sampling probability becomes \( p_i^* = \frac{p_i}{N_j} \). Since \( N_{c_1} >> N_{c_k} \), those examples from the head classes will be less utilized. Not all samples are ‘seen’ by the model, and the feature space learned is incomplete. Second, due to the label co-occurrence, over-sampling a sample in tail class will lead to a re-sampling the head class at the same time when there both exists categories from both in this sample, as Fig. 4-(c) shows.

4.2.3 Instance-wise Class-balanced Sampling

From Fig. 4-(c) shows, although wrongly sampling those samples with label co-occurrence can release new relative imbalance, we hope to ‘ignore’ those samples covering too many categories, so we can try to avoid sampling such samples as much as possible. Here, we present the instance-wise class-balanced sampling (ICS) strategy as [34, 17]. Since we have the expected ideal sampling probability for one sample from category \( j \): \( p_i^A = \frac{N_{c_j}}{N} \) and the actual sampling probability: \( p_i^A = \sum_{j=1}^{k} 1_j \cdot p_i^j \). Then, a sampling factor \( \delta \) is used to re-balanced the sampling probability \( \delta_i^j = \frac{p_i^j}{p_i^A} \), then the BCE loss becomes:

\[
L_{\text{BCE}} = \frac{1}{kN} \sum_{i=1}^{N} \sum_{j=1}^{k} [y_{ij} \log(\hat{y}_{ij}) + (1 - y_{ij}) \log(1 - \hat{y}_{ij})],
\]

(BCE) loss, which can be formulated as follows:
Figure 3. The overall framework of our proposed methods. The framework consists of three key components. First, we use the hierarchical information of retinal diseases as the prior knowledge for the pre-training of the model $g_1(f_1(\cdot))$. Then, a instance-wise class-balanced loss is introduced to help train the model $g_2(f_2(\cdot))$ which tends to pay more attention to those rare diseases in re-sampling distribution. Finally, the model $g_1(f_1(\cdot))$ with better representation and $g_2(f_2(\cdot))$ with fairer weights of classification are both distilled into a unified student model under a hybrid knowledge distillation manner.

Figure 4. The illustration of sampling probability under different sampling strategies: (a) instance-balanced sampling; (b) expected sampling; (c) class-balanced sampling; (d) instance-wise class-balanced sampling.

However, we find that some mild diseases which are also in head class such as tessellated fundus occurs in more than half of the samples from other categories, which makes the sampling factor $\delta_{ij}^m$ to zero and makes it difficult to make the optimization. Unlike [34] with two hyper-parameters to map the sampling factor to getting close to 1, we directly square it, which can increase $\delta_{ij}^m$ rapidly from near zero, and the sampling probability in those samples with different co-occurrence levels will not be too close. For the simplification, we will use $L_{BCE}$ to refer to the ICS.

4.3. Pre-Training with Hierarchical Information

Previous works on retinal diseases classification aim to learn a model which has a good ability to classify some specific retinal diseases such as DR or Glaucoma [11, 15]. As we claimed before, only detecting a single kind of disease lacks the global monitor for the conditions of patients. There are some complications that denote an implicit relationship between categories. Also, Given a sample from unknown classes, a trained model may have no ability to handle the challenge, e.g., giving a hypertension fundus to a DR classification model. Such approaches only assume mutually exclusive, unstructured labels [7].

We have the semantic-related subsets division in Sec. III-Datasets. Different from [19], which present 3 kinds of 2-level relational subsets generation: shot-based, region-based and feature-based. In this study, after the discussion with more than 10 senior ophthalmologists, we refine the hierarchical mapping by taking both region-information and feature information into consideration under a reasonable medical motivation. We have included a detailed description of hierarchical mapping in our supplementary files. In the following parts, we explore how to pass the designed hierarchical information to deep neural networks training. In contrast to previous works for hierarchical images classification [31, 7] which focus on the classification performance on each level, we only care about the lowest level (defined as base classes in this study) results and leverage the higher-level hierarchical information as auxiliary information for improving training base classes.

4.3.1 ML Marginalization classifier (MC)

MC is firstly introduced in [7] to make the model aware of the relationship between lower levels and higher levels in the multi-class model. In this study, we extend it to the form of multi-label classification (MLMC). Here, a single classi-
fier \( g(\cdot) \) outputs a probability distribution over the final level (base classes). Instead of having classifiers for the remaining higher \( M - 1 \) levels, we compute the probability distribution over each one of these by summing the probability of their corresponding lower-hierarchical classes. Given the category \( \hat{c}_k \) in a upper level and its corresponding lower categories \( \{c_1, c_2, \ldots, c_o\} \), we have its predicted probabilities:

\[
\hat{Y}_{c_{ik}} = D(\sum_{j=1}^{o} Y_{c_{ij}}^{l_{i-1}});
\]

\[
L_{BCE}^{l_i} = L_{BCE}(\hat{Y}_{c_{ik}}^{l_i}, Y^{l_i}),
\]

where \( D(\cdot) \) denotes the Sigmoid activation function. It should be noted that, for the probabilities over the upper layer of the final layer, we directly use the logits from the output logits \( g(f(X)) \):

\[
L_{BCE} = L_{BCE}(D(g(f(X))), Y^{L_i}).
\]

Obviously, ICS factor can be added into MLMC to adjust the fitting weights for each level.

### 4.4. Hybrid Multiple Knowledge Distillation

[35, 19] have explored knowledge distillation in long-tailed classification. The original long-tailed distribution is divided into several subsets which are in a relatively balanced status. Those subsets are used to train several teacher models which are distilled into a unified student model. However, we find that (1) the divided subsets result in an incomplete distribution and limited features representation learned by teacher model makes it have upper bound of performance; (2) most performance improvements benefit from the knowledge distillation instead of learning from a relatively balanced subset; (3) some rare diseases can not directly divided by independent feature-based or region-based rules proposed by [19]. In this study, we use the entire datasets for the teacher models training and propose a hybrid multiple knowledge distillation method.

Firstly, we trained two teacher models \( F_{t_1} = g_{t_1}(f_{t_1}(\cdot)) \) and \( F_{t_2} = g_{t_2}(f_{t_2}(\cdot)) \) using general classification loss (e.g., MLMC) and re-sampling classification loss (e.g., ICS-MLMC). Inspired by two-stage training [40, 22, 16] that model learns a good representation for feature extractor under an original distribution, we first leverage the feature distillation from \( F_{t_1} \) to the student model. Given the student model \( F_s = g_{s}(f_{s}(\cdot)) \), the feature-level knowledge distillation can be formulated as follows:

\[
L_{F-KD} = l_{sim}(v_{t_1}, v_{s}),
\]

where the extracted feature \( v = f(x) \), and \( l_{sim}() = 1 - \cos(\cdot) \) to calculate the cosine distance (similarity) between output features from teacher and student models. Then, the standard KD is used to distill the knowledge from \( F_{t_2} \) to the student model, which can be formulated as:

\[
L_{C-KD} = l_{KD}(g_{s}(f_{s}(X)/T)|g_{t_2}(f_{t_2}(X)/T)),
\]

where \( T \) is the hyper-parameter for temperature scaling and \( l_{KD} \) is the Kullback-Leibler divergence loss:

\[
l_{KD}(p_1|p_2) = p_1 \cdot \ln \frac{p_1}{p_2}.
\]

Hence, we have the total loss:

\[
L_{total} = (1 - \alpha - \beta)L_{BCE} + \alpha(\gamma L_{F-KD}) + \beta L_{C-KD},
\]

where \( \alpha \) and \( \beta \) are used to control the KD loss weights while \( \gamma \) for prevent \( L_{F-KD} \) from being close to zero. For the simplification of hyper-parameters search, we keep \( \alpha = \beta \).

### 5. Experiments

#### 5.1. Implementation Details

We use ResNet-50 [18] with pre-trained weights from ImageNet as our backbone network. The input size is 512 × 512. We apply Adam to optimize the model. The learning rate starts at \( 1 \times 10^{-3} \) and reduces ten-fold when there is no drop in validation loss till \( 1 \times 10^{-7} \) with the patience of 5. The \( \alpha \) and \( \beta \) are set as \( 0.2 \). The \( \gamma \) is set as \( 10 \). We apply some data-augmentation transformations during the training phase, such as random crop and flip. All the results are calculated after 5-time running with the batch-size of 128. In all presented results, we report the 5-trial average performance. All experiments are implemented with the Pytorch platform and 8 × GTX 3090 GPUs.

#### 5.2. Metrics

Following most long-tailed multi-label works [34, 16], we use the mean average precision (mAP) as the evaluation metric. The sorted classes are divided into many, medium and few groups. Then, the macro mAPs are calculated on those categories belonging to the same group. For the global evaluation, we report the average performance of three groups (denoted by average) and all categories in a macro manner (denoted by global).

#### 5.3. Comparison Study

In this section, we will give a comparison study with various baselines including some state-of-the-art works for long-tailed classification: (1) Empirical Risk Minimization (ERM); (2) vanilla Re-sampling (RS); (3) vanilla Re-weighting (RW); (4) Focal Loss [26]; (5) OLTR [27]; (6) LDAM [5]; (7) CB Loss [6]; (8) DBLoss [34]; (9) ASL [2].

The overall results are shown in Table 2. We first present the performance of many, medium and few to monitor how different approaches affect those groups with the
Table 2. mAP performance of the proposed method and comparison methods on two datasets Retina-100K and Retina-1M.

| Dataset | Retina-100K | Retina-1M |
|---------|-------------|-----------|
| Methods | many | medium | few | average | global | many | medium | few | average | global |
| ERM | 70.89 | 71.93 | 35.90 | 59.57 | 49.40 | 84.70 | 61.57 | 41.83 | 62.70 | 46.91 |
| RS | 65.72 | 67.17 | 36.99 | 56.63 | 48.24 | 80.66 | 58.45 | 42.72 | 60.61 | 44.32 |
| RW | 71.32 | 73.11 | 39.03 | 61.15 | 51.72 | 84.02 | 63.98 | 43.69 | 63.90 | 47.36 |
| Focal Loss [26] | 72.84 | 73.37 | 39.13 | 61.78 | 52.00 | 85.74 | 62.93 | 43.99 | 63.63 | 47.20 |
| OLTR [27] | 70.22 | 72.08 | 39.00 | 60.43 | 50.77 | 80.10 | 62.31 | 42.01 | 61.47 | 45.93 |
| LDAM [5] | 71.24 | 73.75 | 39.12 | 61.37 | 51.88 | 85.62 | 63.79 | 43.45 | 63.65 | 47.26 |
| CBLoss-Focal [6] | 51.93 | 50.66 | 20.79 | 41.13 | 32.18 | 77.14 | 50.69 | 20.66 | 49.50 | 40.11 |
| DBLoss-Focal [34] | 72.61 | 72.39 | 38.59 | 61.27 | 51.37 | 85.99 | 62.15 | 43.22 | 63.79 | 47.30 |
| ASL [2] | 72.94 | 73.67 | 39.21 | 61.94 | 52.15 | 85.10 | 63.79 | 43.45 | 64.11 | 47.55 |
| baseline-original | 71.18 | 72.33 | 37.39 | 60.29 | 50.47 | 85.02 | 62.27 | 42.17 | 63.15 | 47.00 |
| baseline-ICS | 70.67 | 73.40 | 40.95 | 61.67 | 52.94 | 84.86 | 62.39 | 43.44 | 63.56 | 47.12 |
| Ours | 73.86 | 74.75 | 43.82 | 64.14 | 55.41 | 85.79 | 64.00 | 44.28 | 64.69 | 48.23 |

different number of samples. We also calculate the average results of three groups and the global average mAP (macro). Among all baselines, ASL achieves the best results - 61.94% mAP of average results over three groups and 52.15% over all classes on Retina-100K, which is followed by Focal Loss - 61.78% mAP. We also find although RS increases the performance on few-shot classes, but also brings catastrophic destroy to many-shot classes (70.89% → 65.72%) and medium-shot classes (71.93% → 67.17%), resulting from the label co-occurrence under a multi-label setting. We fail to obtain a satisfactory performance in term of CBLoss which is designed for single-label long-tailed classification.

In our framework, we first train two baseline models with different sampling strategies as teacher models, then we will distill the knowledge from two baseline teacher models into a unified student model under a hybrid distillation manner. Those two models are denoted by "baseline-original" and "baseline-ICS" respectively. Take Retina-100K for instance, the results of "baseline-original" show that the hierarchical pre-training can benefit the ERM baseline model (from 59.57% mAP to 60.29% mAP) without any sampling strategy. Then, the ICS further improves the overall performance (from 60.29% mAP to 61.67%) with a little loss on the many-shot group (from 71.18% mAP to 70.67% mAP). The last row shows the performance of our proposed methods, which outperform all competitors on both two-scale datasets Retina-100K and Retina-1M and the superiority holds for all metrics.

5.4. Ablation Study

5.4.1 Components Analysis

To figure out what components make our methods performant, we conduct an ablation study and the results are shown in Table. 3. As we present in Table. 2, we first test our proposed MLMC to have the hierarchical information embedded into the model pre-training. It can be seen that the overall mAP increases from 59.57% to 60.29%. The adoption of the ICS strategy can also bring performance gain to the baseline ERM model, with 0.87% improvement. The result of ICS denotes that this sampling strategy can reduce the risk of oversampling on those samples with more label co-occurrence. Then we test the effectiveness of combining the MLMC pre-training and ICS strategy, the overall mAP reaches 61.67%. The "cRT" denotes that if we train the "baseline-ICS" model in a two-stage manner (e.g., cRT [22]). We first train the baseline model with MLMC but use a regular sampling strategy (e.g., class-balanced sampling). Then we fine-tune the model with ICS strategy and the overall mAP is 62.28%. Overall, the hybrid KD benefits the model most with a 1.86% improvement in terms of the average mAP. The same findings can be found in Retina − 1M too. However, ICS seems to less improve the performance (only 0.18%) since more imbalanced and serious label co-occurrence issue it has.

5.4.2 Distillation

In this section, we evaluate the different knowledge distillation techniques. Our proposed hybrid KD manner consists of two basic KD ways with different intermediate outputs from the DL-based model, e.g., the features from the last convolutional layer (Eq. 6) and logits from the last FC layer (Eq. 7). We show the overall results on Retina-100K in
Fig. 5 and denote the two basic KD techniques as ‘Feature-level’ and ‘Logits-level’ respectively. It should be noted that since we keep $\alpha = \beta$ in Eq. 8, there is different range of the hyper-parameter selection for $\alpha$ or $\beta$. From the results, we can see that both single KD techniques can benefit the baseline model except when $\alpha = 0.5$ for the Feature-level KD, with the 0.95% loss.

Then we investigate how the temperature scaling affects the performance. Three values are considered and $T = 3$ outperform all competitors when $\alpha = [0, 0.1, 0.25]$. The best results are achieved when $T = 3$ and $\alpha = 0.2$. However, when $T = 10$, there is no any result exceeds the baseline model for all $\alpha$ values except $\alpha = 0.2$. It can be concluded that a smaller T value can benefit the KD phase or it will do harm to the performance.

5.5. Group-wise Analysis

5.5.1 In Groups of Shots

In Fig. 6, we visualize the increments of different classes in groups of shots to better view that how different approaches affect the performance. Classic re-sampling strategy wrongly samples the samples with co-occurrence and brings new relatively imbalanced status. Although several categories in tail classes obtain improvements on mAP, the performance of almost all head and middle classes decreased, leading to an overall performance drop. Then, we find that RW is agnostic to the distribution of the data, it will assign fair weights to the classifier when giving the predictions but the improvements are still marginal. ASL and our proposed methods can both help the model learn an overall well-generalized representation and unbiased classifier, which contribute to the global performance gain.

5.5.2 In Groups of Diseases

As we claimed that hierarchy knowledge help train the model with a well-generalized representation since more semantic information is added, this information can be naturally shared across data between coarse or fine categories. In Table 4, we show how the proposed methods improve the performance in higher/coarse levels. Here, we select five representative coarse diseases, which are denoted by mild, macula, vessels, Optic Disc (OD) and Rare diseases. Another widely-used training loss in hierarchical classification Hierarchical Loss [7] is evaluated. Although hierarchical loss can help improve most categories at a coarse level. However, it lacks the ability to tackle the imbalance issue. Our proposed methods can well combine the hierarchical learning and instance-wise re-sampling strategy, and the performance of recognition of those rare diseases has also been significantly improved.

6. Conclusion

In this paper, we discussed the necessity and challenges of training a multi-disease fundus recognition model. Then, we proposed a novel framework that leverages the hierarchical information as prior knowledge for the pre-training. Also, an instance-wise class-balanced sampling strategy and hybrid knowledge distillation were introduced to tackle the multi-label long-tailed issue. We first trained from one million fundus images and the experiment results demonstrated that the effectiveness of our proposed methods outperformed all competitors over all metrics.

Table 4. The comparison of performance on 5 selected coarse categories.

|         | Mild | Macula | Vessels | OD   | Rare |
|---------|------|--------|---------|------|------|
| Original| 66.86| 55.02  | 41.37   | 32.36| 18.28|
| HL [7]  | 67.44| 57.23  | 45.06   | 33.04| 17.95|
| Proposed| 71.33| 58.22  | 49.32   | 38.63| 27.58|
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