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Abstract

In this paper the two-dimensional Dirac operator with a general hermitian $\delta$-shell interaction supported on a straight line is introduced as a self-adjoint operator and its spectral properties are investigated in detail. In particular, it is demonstrated that the singularly continuous spectrum is always empty and that by switching a certain $\delta$-shell interaction on, it is possible to generate an eigenvalue in the gap of the spectrum of the free operator or to partially or even fully close the gap. This suggests that the studied operators may serve as interesting continuum toy-models for Dirac materials. Finally, approximations by Dirac operators with regular potentials are presented.
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1. Introduction

In this paper we study the two-dimensional Dirac operator formally given by

\[ H_{\eta,\tau,\lambda,\omega} := \sigma_1(-i\partial_x^1) + \sigma_2(-i\partial_x^2) + \sigma_3m + (\sigma_0\eta) + \sigma_3\tau + (\sigma \cdot \mathbf{t})\lambda + (\sigma \cdot \mathbf{n})\omega \delta_{\Sigma}, \]

(1.1)

where \( m, \eta, \tau, \lambda, \omega \in \mathbb{R} \), \( \sigma_i \) with \( i = 1, 2, 3 \) are the usual Pauli matrices defined in (2.1) below, \( \sigma_0 \) is the \( 2 \times 2 \) identity matrix, \( \delta_{\Sigma} \) is the Dirac \( \delta \)-distribution supported on the straight line \( \Sigma : = \{(0,y) \mid y \in \mathbb{R}\} \), and \( \mathbf{t} \) and \( \mathbf{n} \) are the tangential and normal vector along \( \Sigma \), respectively; the notation \( \sigma \cdot x = \sigma_1x_1 + \sigma_2x_2 \) was used for a vector \( x = (x_1,x_2) \). The singular term in (1.1) is called the \( \delta \)-shell potential. Since \( \{\sigma_i\}_{i=0}^3 \) constitutes a basis of the space of \( 2 \times 2 \) hermitian matrices, we deal with a general hermitian \( \delta \)-shell interaction. The first two interaction terms \( \sigma_0\eta \) and \( \sigma_3\tau \) in (1.1) are referred to as the electrostatic and the Lorentz scalar interaction, respectively. The two remaining terms \( (\sigma \cdot \mathbf{t})\lambda \) and \( (\sigma \cdot \mathbf{n})\omega \) were recently related to the magnetic interaction [11]. The expression in (1.1) is rigorously defined as a differential operator in an \( L^2 \)-space with the help of transmission conditions for the functions in the operator domain.

The operator in (1.1) may serve as a toy-model for graphene and similar Dirac materials. In fact, Dirac operators with rectangular translationally invariant vector potentials, which may be scaled to potentials that converge in the distributional sense to \( (\sigma \cdot \mathbf{t})\lambda \delta_{\Sigma} \), have been studied before as models of graphene with deformation induced perturbations or very localized magnetic barriers, see, e.g. [13, 24, 27]. Another application is related to the fact that there may appear defects in the synthesized graphene, grain boundaries being the most common ones [21]. For a line defect, the corresponding continuum model was derived in [31], see also [32, 33]. It coincides with the model studied in the current paper in the sense that the transmission condition deduced there is the same as the transmission condition for functions in the domain of \( H_{\eta,\tau,\lambda,\omega} \). Let us stress that most of the cited papers are concerned with scattering issues. In this paper we want to study, for the first time, the self-adjointness and the spectral properties of the two-dimensional Dirac operator with a general \( \delta \)-shell interaction supported on a straight line.

Concerning the mathematical study of the operator in (1.1), it turns out that \( H_{\eta,\tau,\lambda,\omega} \) is always unitarily equivalent to an operator of the same type but with \( \omega = 0 \); cf section 4 and [11]. Therefore, it is sufficient to study a three-parametric family of operators, which will be denoted by \( H_{\eta,\tau,\lambda} := H_{\eta,\tau,\lambda,0} \). The investigation of \( H_{\eta,\tau,\lambda} \) with general interaction supports was initiated in dimension three in [2], where \( \Sigma \) is a smooth and compact surface and \( \tau = \lambda = 0 \), and continued under various assumptions (see the review paper [25]), and then in dimension two \( H_{\eta,\tau,\lambda} \) was studied with similar techniques as in the three-dimensional case first for \( \Sigma \) being a smooth closed non-self-intersecting curve and \( \lambda = 0 \) in [5]. Subsequently, a general hermitian \( \delta \)-shell interaction supported on the closed curve with possibly non-constant coupling constants was introduced and analyzed in [11]. In particular, \( H_{\eta,\tau,\lambda} \) was proven to be self-adjoint in \( L^2(\mathbb{R}^2;\mathbb{C}^2) \) when \( \lambda = 0 \) or if

\[ \left( \frac{\eta^2 - \tau^2 - \lambda^2}{4} - 1 \right)^2 - \lambda^2 \neq 0 \]

(1.2)

using advanced boundary triple techniques, see, e.g. [4, 7]. We say that we are in the non-critical case if (1.2) holds true. In the opposite (critical) case, it is known that the functions in the domain of \( \hat{H}_{\eta,\tau,\lambda} \) are less regular than in the non-critical case. Note that for \( \lambda = 0 \), the criticality condition yields \( \eta^2 - \tau^2 = 4 \) and, in the complementary case when \( \eta = \tau = 0 \), it yields \( \lambda = \pm 2 \). The case \( (\eta,\tau,\lambda) = (0,0,\pm 2) \) is both critical and confining, where the latter
means that $\hat{H}_{\eta,\tau,\lambda}$ decouples into a direct sum of two operators acting on functions defined on the open domains in $\mathbb{R}^2$ that are separated by $\Sigma$. This happens if and only if $\eta^2 - \tau^2 - \lambda^2 = -4$.

From a physical point of view, confinement means that the $\delta$-potential is impenetrable for particles. The self-adjointness of $\hat{H}_{0,0,\pm 2}$ was shown in [11] employing the supersymmetric structure of the operator, see [35].

Let us briefly summarize the spectral properties of $\hat{H}_{\eta,\tau,\lambda}$ that were obtained in [5, 11] when $\Sigma$ is a closed curve. In the non-critical case, the essential spectrum is given by

$$\sigma_{\text{ess}}(\hat{H}_{\eta,\tau,\lambda}) = (-\infty, -|m|] \cup [|m|, +\infty)$$

and the discrete spectrum is finite. If $\lambda = 0$ and $\eta^2 - \tau^2 = 4$ then

$$\sigma_{\text{ess}}(\hat{H}_{\eta,\tau,0}) = (-\infty, -|m|] \cup \left\{-\frac{\tau}{\eta}m \right\} \cup [|m|, +\infty).$$

Finally, for $(\eta, \tau, \lambda) = (0, 0, \pm 2), \sigma(\hat{H}_{0,0,\pm 2}) = (-\infty, -|m|] \cup [|m|, +\infty), \pm m$ are eigenvalues of infinite multiplicity, and there is a sequence of embedded eigenvalues $\{\pm \sqrt{m^2 + \lambda_k}\}_{k \in \mathbb{N}}$, where the $\lambda_k$'s are the eigenvalues of the Dirichlet Laplacian on the bounded domain enclosed by $\Sigma$.

If $\Sigma$ is a general unbounded curve, the self-adjointness of $\hat{H}_{\eta,\tau,\lambda}$ is not fully studied so far. We view the current model as an explicitly solvable example of what spectral behavior may be expected for the two-dimensional Dirac operator with a $\delta$-shell interaction supported on an unbounded curve. So far, there are only the papers [28, 29] dealing with the non-critical case under quite general assumptions that contain less explicit results, and the publication [6] by the authors of the present paper for the case when $\Sigma$ is a straight line and $\tau = \lambda = 0$. The spectrum of $\hat{H}_{\eta,0,0}$ may be now very different from the case when $\Sigma$ was a closed curve. In the non-critical case, the gap $(-|m|, |m|)$ is partially closed by either negative or positive energies and the spectrum is purely continuous, see (6.7) or [6, theorem 1.1]. In the critical case, i.e. for $\eta = \pm 2$,

$$\sigma(\hat{H}_{\pm 2,0,0}) = (-\infty, -|m|] \cup \{0\} \cup [|m|, +\infty),$$

where the point 0 is an isolated eigenvalue of infinite multiplicity and the rest of the spectrum is purely continuous. Hence, when the interaction strength changes from a non-critical to a critical interaction strength, then a part of the continuous spectrum collapses into an eigenvalue of infinite multiplicity.

In the present paper, we will employ the partial Fourier transform and work with the direct integral of a family of one-dimensional Dirac operators. In more detail, we will start with the free two-dimensional Dirac operator, whose spectrum is purely absolutely continuous and equal to $(-\infty, -|m|] \cup [|m|, +\infty)$, and decompose it into the direct integral of the following fiber operators

$$H[k] = \sigma_1(-i\partial_k) + \sigma_2 k + \sigma_3 m,$$

which are nothing but the one-dimensional Dirac operators perturbed by the hermitian term $\sigma_2 k$, where $k \in \mathbb{R}$ is the momentum in the $y$-direction. Then we add the standard one-dimensional point interaction at $x = 0$ to every $H[k]$. The associated operators are known to be self-adjoint. Finally, we introduce the two-dimensional Dirac operator with a $\delta$-shell interaction supported on the line $\Sigma$ as the direct integral of these operators. The resulting operator is self-adjoint by construction. Moreover, its spectral properties follow from those of its fibers. The spectra of the one-dimensional Dirac operators with point interactions have been studied before in [8], but now we have to include an additional perturbation, namely $\sigma_2 k$. We will
conclude that there are at most two discrete eigenvalues in the spectrum of each of the one-dimensional fibers and the rest of its spectrum is purely absolutely continuous, see theorem 5.2. Using an abstract criterion for the absence of singular continuous spectrum of direct integrals of self-adjoint operators (see appendix) we will show that the spectrum of the full operator \( \hat{H}_{\eta,\tau,\lambda} \) may be very different from both the spectrum of the free operator and the spectrum of the Dirac operator with a \( \delta \)-shell interaction supported on a closed curve. For certain special values of the coupling parameters, there is an isolated or embedded eigenvalue of infinite multiplicity in the spectrum of \( \hat{H}_{\eta,\tau,\lambda} \) and the rest of the spectrum is purely absolutely continuous.

For the remaining values of the coupling parameters, the spectrum is purely absolutely continuous. The gap \((-|m|, |m|)\) in the spectrum of the free operator may be fully or partially closed; cf theorem 6.2 for details. A part of the spectrum of \( \hat{H}_{\eta,\tau,\lambda} \) is due to the energy bands \( z: k \mapsto z(k) \), where \( z(k) \) are eigenvalues of the corresponding fiber operators. Remarkably, for certain values of the coupling parameters these bands are linear. If \( z = z(k) \) is constant then \( z \) is an eigenvalue of infinite multiplicity in the spectrum of \( \hat{H}_{\eta,\tau,\lambda} \). If \( z \) is linear but non-constant then there exist a sort of edge states that are localized close to \( \Sigma \) and propagate in \( y \)-direction with constant speed \( dz/dk \), see section 6.3.

The singular potential term in (1.1) (with \( \omega = 0 \)) is realized by a transmission condition along the line \( \Sigma \) in the definition of \( \hat{H}_{\eta,\tau,\lambda} \). To understand the nature of the delta-shell interaction it is tempting to approximate \( \delta_S \) by a family \((W_{\varepsilon})_{\varepsilon > 0}\) of scaled regular (and even bounded) potentials that converge to \( \delta_\Sigma \) in the sense of distributions. This way, one gets a family of operators

\[
\hat{H}^\varepsilon_{\eta,\tau,\lambda} := \hat{H} + (\sigma_0 \eta + \sigma_3 \tau + \sigma_2 \lambda) W_{\varepsilon},
\]

where \( \hat{H} \) is the free two-dimensional Dirac operator. Surprisingly, \( \hat{H}^\varepsilon_{\eta,\tau,\lambda} \) does not converge to \( \hat{H}_{\eta,\tau,\lambda} \) as \( \varepsilon \to 0 \). Instead, we will show that the strong resolvent limit of \( \hat{H}^\varepsilon_{\eta,\tau,\lambda} \) is \( \hat{H}_{C_\eta,C_\tau,C_\lambda} \), where \( C \in \mathbb{R} \) depends non-trivially on \( \eta, \tau, \) and \( \lambda \), see theorem 7.2. The same renormalization of the coupling constants has been observed before in different settings [11, 19, 22, 23, 36, 38]. Note that if one starts in the one-dimensional situation with non-local potentials, e.g. projections on \( W_{\varepsilon} \), instead of the local ones, then the renormalization of the coupling constants in the limit \( \varepsilon \to 0 \) does not occur [16, 36].

The paper is organized as follows. In section 2, we recall basic properties of the free two-dimensional Dirac operator and introduce the fiber operators (1.3) that appear in its direct integral decomposition. In section 3, we add a general hermitian point interaction to these fiber operators. Then we show in section 4 that without loss of generality we may study just a three-parametric subfamily of point interactions. The spectra of the fiber operators with additional point interactions are analyzed in section 5. The two-dimensional Dirac operator with a \( \delta \)-shell interaction supported on a straight line is introduced and its spectral properties are studied in section 6. Section 7 is devoted to approximations of \( \delta \)-shell interactions by regular potentials. Finally, in appendix we briefly recall some properties of direct integrals of self-adjoint operators and we prove a criterion on the absence of singular continuous spectrum.

### 2. Two-dimensional free Dirac operator

In this section we recall the definition and some basic properties of the two-dimensional free Dirac operator \( \hat{H} \). Let

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \text{and} \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\] (2.1)
be the Pauli matrices, denote by $\sigma_0$ the $2 \times 2$ identity matrix, and let $m \in \mathbb{R}$. Then
\begin{equation}
H = \sigma_1(-i\partial_x) + \sigma_2(-i\partial_y) + \sigma_3m \equiv -i\sigma \cdot \nabla + \sigma_3m,
\end{equation}
\begin{equation}
\text{Dom}(H) = \mathcal{H}^1(\mathbb{R}^2; \mathbb{C}^2),
\end{equation}
is self-adjoint in the Hilbert space $L^2(\mathbb{R}^2; \mathbb{C}^2)$; here and in the following $H^1$ denotes the Sobolev space of $\mathbb{C}^2$-valued $L^2$-functions with first order weak derivatives in $L^2$. After the partial Fourier–Plancherel transform in the $y$-variable $\mathcal{F}_{y \rightarrow k}$ the operator $H$ in (2.2) decomposes into the direct integral,
\begin{equation}
\mathcal{F}_{y \rightarrow k}H\mathcal{F}_{y \rightarrow k}^{-1} = \int_{\mathbb{R}} H[k]dk,
\end{equation}
where each fiber acts as
\begin{equation}
H[k] = \sigma_1(-i\partial_x) + \sigma_2k + \sigma_3m = \begin{pmatrix} m & -i(\partial_x + k) \\ -i(\partial_x - k) & -m \end{pmatrix},
\end{equation}
\begin{equation}
\text{Dom}(H[k]) = H^1(\mathbb{R}; \mathbb{C}^2),
\end{equation}
and we identify $L^2(\mathbb{R}^2; \mathbb{C}^2) = \int_{\mathbb{R}} L^2(\mathbb{R}; \mathbb{C}^2)dk$; cf appendix. With the help of the Fourier transform in the $x$-variable one shows that the fiber operators $H[k], k \in \mathbb{R}$, are unitarily equivalent to the multiplication operator associated with the matrix-valued function
\begin{equation}
\begin{pmatrix} m & p - ik \\ p + ik & -m \end{pmatrix}
\end{equation}
in $L^2(\mathbb{R}, dp; \mathbb{C}^2)$. Consequently, the operators $H[k]$ are self-adjoint in $L^2(\mathbb{R}; \mathbb{C}^2)$ and, since the eigenvalues of the matrix (2.4) are $\pm \sqrt{m^2 + k^2 + p^2}$, we have
\begin{equation}
\sigma(H[k]) = \sigma_\text{sc}(H[k]) = \left(-\infty, -\sqrt{m^2 + k^2}\right) \cup \left[\sqrt{m^2 + k^2}, +\infty\right);
\end{equation}
see [26] and [37, theorem 1.1] for similar considerations when $k = 0$ and in the three-dimensional case, respectively. A direct calculation shows that
\begin{equation}
(H[k])^2 = \sigma_0(-\partial_x + m^2 + k^2), \quad \text{Dom}((H[k])^2) = \mathcal{H}^2(\mathbb{R}; \mathbb{C}^2).
\end{equation}
Hence, we get for $z \notin \sigma(H[k])$ and $f \in L^2(\mathbb{R}; \mathbb{C}^2)$
\begin{equation}
(H[k] - z)^{-1}f = (H[k] + z)(\sigma_0(-\partial_x + m^2 + k^2 - z^2))^{-1}f = \int_{\mathbb{R}} G_z(\cdot - y)f(y)dy
\end{equation}
with
\begin{equation}
G_z(x) = \frac{i}{2\xi_k(z)}e^{\xi_k(z)x}\begin{pmatrix} z + m & \xi_k(z)\text{sgn}(x) - ik \\ \xi_k(z)\text{sgn}(x) + ik & z - m \end{pmatrix},
\end{equation}
and $\xi_k(z) := \sqrt{z^2 - k^2 - m^2}$, where the complex square root is chosen such that $\text{Im}\sqrt{w} > 0$ for $w \in \mathbb{C} \setminus [0, +\infty)$. Here we used the fact that the integral kernel of $(-\partial_x - w)^{-1}$ is
\begin{equation}
\frac{i}{2\sqrt{w}}e^{\sqrt{w}x - y}.
\end{equation}

3. Adding a point interaction to the fiber operators

In this section we consider the formal first order differential expression
\begin{equation}
D[k] = \sigma_1(-i\partial_x) + \sigma_2k + \sigma_3m
\end{equation}
and the perturbed differential expression
\[ D[k]_{\eta, \tau, \lambda, \omega} \psi = D[k] \psi + (\sigma_0 \eta + \sigma_3 \tau + \sigma_2 \lambda + \sigma_1 \omega) \delta, \]
where \( \eta, \tau, \lambda, \omega \in \mathbb{R} \), and \( \delta \) is the Dirac \( \delta \)-distribution supported at \( x = 0 \). Our aim is to associate a self-adjoint operator \( H[k]_{\eta, \tau, \lambda, \omega} \) in \( L^2(\mathbb{R}; \mathbb{C}^2) \) to (3.2) using appropriate transmission conditions at \( x = 0 \) for the functions in the operator domain. Note that for \( \eta = \tau = \lambda = \omega = 0 \) the expression \( D[k]_{\eta, \tau, \lambda, \omega} \) reduces to \( D[k] \) in (3.1), where the corresponding self-adjoint operator \( H[k] \) is given in (2.3).

Consider \( \psi = \psi_- \oplus \psi_+ \in H^1(\mathbb{R}_-; \mathbb{C}^2) \oplus H^1(\mathbb{R}_+; \mathbb{C}^2) \) and denote the traces of \( \psi_- \) and \( \psi_+ \) at \( x = 0 \) by \( \psi(0_-) \) and \( \psi(0_+) \), respectively. Recall that the traces coincide with the boundary values of the continuous representatives of \( \psi_- \) and \( \psi_+ \), respectively. Integration by parts shows that the distribution \( D[k]_\psi \) acts on \( \varphi \in C_0^\infty(\mathbb{R}; \mathbb{C}^2) \) as
\[
(D[k]_\psi, \varphi) = \int_{\mathbb{R}} \psi(\sigma_1(i\partial_x) - \sigma_2 k + \sigma_3 M) \varphi \, dx
= \int_{-\infty}^0 (\sigma_1(-i\partial_x) + \sigma_2 k + \sigma_3 M) \psi_- \varphi \, dx + \int_0^{\infty} (\sigma_1(-i\partial_x) + \sigma_2 k + \sigma_3 M) \psi_+ \varphi \, dx - \sigma_1(\psi(0_+) - \psi(0_-)) \varphi(0);
\]
here \((\cdot, \cdot)\) denotes the duality product in \((C_0^\infty(\mathbb{R}; \mathbb{C}^2))' \times C_0^\infty(\mathbb{R}; \mathbb{C}^2)\). Therefore, in the sense of distributions we conclude
\[
D[k]_\psi = D[k]_{\psi_-} \oplus D[k]_{\psi_+} - i \sigma_1(\psi(0_+) - \psi(0_-)) \delta.
\]
We define the product of the (not necessarily smooth) function \( \psi \) with the \( \delta \)-distribution as
\[
(\psi \delta, \varphi) := \frac{\psi(0_+) + \psi(0_-)}{2} \varphi(0).
\]
Now we want \( D[k]_{\eta, \tau, \lambda, \omega} \psi \) to be generated by an element in \( L^2(\mathbb{R}; \mathbb{C}^2) \), and hence the singular contributions in
\[
D[k]_{\eta, \tau, \lambda, \omega} \psi = D[k] \psi + (\sigma_0 \eta + \sigma_3 \tau + \sigma_2 \lambda + \sigma_1 \omega) \psi \delta
\]
and (3.3) have to cancel out. Using (3.4) this yields
\[-i \sigma_1(\psi(0_+) - \psi(0_-)) + (\sigma_0 \eta + \sigma_3 \tau + \sigma_2 \lambda + \sigma_1 \omega) \frac{\psi(0_+) + \psi(0_-)}{2} = 0,
\]
and it is convenient to rewrite this as
\[
(2i \sigma_1 - M_{\eta, \tau, \lambda, \omega}) \psi(0_+) = (2i \sigma_1 + M_{\eta, \tau, \lambda, \omega}) \psi(0_-)
\]
and (3.5) holds. The above considerations lead to the following definition of the perturbed operator \( H[k]_{\eta, \tau, \lambda, \omega} \).

**Definition 3.1.** Let \( \eta, \tau, \lambda, \omega \in \mathbb{R} \) and \( D[k], \, k \in \mathbb{R} \), be as in (3.1). The operator \( H[k]_{\eta, \tau, \lambda, \omega} \) associated with the perturbed differential expression \( D[k]_{\eta, \tau, \lambda, \omega} \) in \( L^2(\mathbb{R}; \mathbb{C}^2) \) is defined by
\[
H[k]_{\eta, \tau, \lambda, \omega} \psi = D[k] \psi \oplus D[k] \psi_+ = (\sigma_1(-i\partial_x) + \sigma_2 k + \sigma_3 M) \psi_- \oplus (\sigma_1(-i\partial_x) + \sigma_2 k + \sigma_3 M) \psi_+.
\]
\[\text{Dom}(H[k]_{\eta, \tau, \lambda, \omega}) = \{ \psi = \psi_- \oplus \psi_+ \in H^1(\mathbb{R}_-; \mathbb{C}^2) \oplus H^1(\mathbb{R}_+; \mathbb{C}^2) | (3.5) \text{ holds} \} \]
In the following we shall examine the transmission conditions (3.5) of the functions
in \( \text{Dom}(H[k]_{\eta, \tau, \lambda, \omega}) \). It is convenient to distinguish the two possible cases \( \det(2i\sigma_1 - M_{\eta, \tau, \lambda, \omega}) \neq 0 \) and \( \det(2i\sigma_1 - M_{\eta, \tau, \lambda, \omega}) = 0 \). In the first case we have
\[
\det(2i\sigma_1 - M_{\eta, \tau, \lambda, \omega}) = d - (2i - \omega)^2 \neq 0,
\]
where
\[
d := \eta^2 - \tau^2 - \lambda^2,
\]
and hence we can further rewrite (3.5) in the form
\[
\psi(0_+) = \Lambda \psi(0_-)
\]
with
\[
\Lambda = \frac{1}{d - (2i - \omega)^2} 
\begin{pmatrix}
4 + 4\lambda + \omega^2 - d & 4i(\tau - \eta) \\
4i(\tau + \eta) & 4 - 4\lambda + \omega^2 - d
\end{pmatrix}.
\]
Note that
\[
\det \Lambda = \frac{1}{d - (2i - \omega)^2} (d - (2i + \omega)^2)
\]
and hence \( |\det \Lambda| = 1 \). Moreover, \( \Lambda \) is a multiple of a matrix with real diagonal terms and purely imaginary off-diagonal terms. Therefore, the domain of \( H[k]_{\eta, \tau, \lambda, \omega} \) is identical to the domain of one of the self-adjoint extensions of \( H[0] \) restricted to the functions that vanish at \( x = 0 \), that were studied in [8] (note that the transmission condition equivalent to (3.6) appeared before in [12] and some special cases were investigated even earlier in [14]). The action of these extensions is the same as the action of \( H[k]_{\eta, \tau, \lambda, \omega} \) up to the term \( -i\sigma_3 \), which is bounded and symmetric. Hence, we conclude that \( H[k]_{\eta, \tau, \lambda, \omega} \) is also self-adjoint.

**Remark 3.2.** Although for every hermitian matrix \( M_{\eta, \tau, \lambda, \omega} \) such that \( \det(2i\sigma_1 - M_{\eta, \tau, \lambda, \omega}) \neq 0 \), \( \Lambda \) given by (3.7) is always the matrix describing the transmission condition of a certain self-adjoint extension studied in [8], the converse is not true. More precisely, there are admissible \( \Lambda \)’s (e.g. \( \Lambda = -i\sigma_0 \)) that are not generated by any \( M_{\eta, \tau, \lambda, \omega} \).

Let us now consider the second case \( \det(2i\sigma_1 - M_{\eta, \tau, \lambda, \omega}) = 0 \). This happens if and only if \( \omega = 0 \) and \( d = -4 \). Multiplying (3.5) by \( \sigma_1 \) we get
\[
(2i\sigma_0 - \sigma_1 M_{\eta, \tau, \lambda, 0}) \psi(0_+) = (2i\sigma_0 + \sigma_1 M_{\eta, \tau, \lambda, 0}) \psi(0_-).
\]
Multiplying by \( (2i\sigma_0 + \sigma_1 M_{\eta, \tau, \lambda, 0}) \) on both sides of this identity and employing the fact that
\[
(\sigma_1 M_{\eta, \tau, \lambda, 0})^2 = d = -4,
\]
we obtain
\[
(-8 + 4i\sigma_1 M_{\eta, \tau, \lambda, 0}) \psi(0_+) = 0,
\]
which is equivalent to
\[
(2i\sigma_1 M_{\eta, \tau, \lambda, 0}) \psi(0_+) = 0.
\]
On the other hand, functions obeying (3.9) clearly satisfy (3.5). Hence, in the present case we may rewrite the domain of the operator \( H[k]_{\eta, \tau, \lambda, 0} \) in definition 3.1 in the form
\[
\text{Dom}(H[k]_{\eta, \tau, \lambda, 0}) = \left\{ \psi \equiv \psi_- \oplus \psi_+ \in H^1(\mathbb{R}_-; \mathbb{C}^2) \oplus H^1(\mathbb{R}_+; \mathbb{C}^2) \mid (3.9) \text{ holds} \right\}.
\]
The operator \( H[k]_{\eta,\tau,\lambda,0} \) (with \( d = -4 \)) decouples into a direct sum of operators acting separately on \( L^2(\mathbb{R}_-;\mathbb{C}^2) \) and \( L^2(\mathbb{R}_+;\mathbb{C}^2) \). Let us look closer at the boundary conditions for \( \psi_\pm \).

Note that the rank of the matrix in (3.9) is one and, except for the case \( \tau = \eta \) and \( \lambda = \pm 2 \), the condition (3.9) for \( \psi_\pm(0) \) is equivalent to

\[
(\tau - \eta)\psi_\pm^2(0) = i(\lambda \pm 2)\psi_\pm^1(0),
\]

where the upper index denotes the components of the \( \mathbb{C}^2 \)-valued function \( \psi \). If \( \tau = \eta \) together with \( \lambda = \pm 2 \) we may rewrite (3.9) for \( \psi_\pm \) as \( \psi_\pm^2(0) = -\frac{d}{2}\psi_\pm^1(0) \) or \( \psi_\pm^1(0) = -\frac{d}{2}\psi_\pm^2(0) \), respectively. Therefore, in the case \( \omega = 0 \) and \( d = -4 \) the boundary condition for each of the subsystems is of the form \( \psi_\pm^2(0) = i\zeta_\pm \psi_\pm^1(0) \), where \( \zeta_\pm \in \mathbb{R} \cup \{\pm \infty\} \) (the choice \( \zeta_\pm = +\infty \) is understood as \( \psi_\pm^1(0) = 0 \)). It has already been established that the corresponding decoupled operators are self-adjoint in \( L^2(\mathbb{R}_\pm;\mathbb{C}^2) \) and their spectrum as a function of \( k \) was studied in detail [15]. This special case will not be further analyzed in the current manuscript.

For the convenience of the reader we summarize the findings of this section in the following theorem:

**Theorem 3.3.** For \( \eta, \tau, \lambda, \omega \in \mathbb{R} \) and all \( k \in \mathbb{R} \) the operator \( H[k]_{\eta,\tau,\lambda,\omega} \) in definition 3.1 is self-adjoint in \( L^2(\mathbb{R};\mathbb{C}^2) \). Furthermore, the following holds:

1. If \( \omega \neq 0 \) or \( d = \eta^2 - \tau^2 - \lambda^2 \neq -4 \) then
   \[
   \text{Dom}(H[k]_{\eta,\tau,\lambda,\omega}) = \{ \psi = \psi_- \oplus \psi_+ \in H^1(\mathbb{R}_-;\mathbb{C}^2) \oplus H^1(\mathbb{R}_+;\mathbb{C}^2) | \psi(0+) = \Lambda \psi(0-) \},
   \]
   where \( \Lambda \) is the \( 2 \times 2 \)-matrix in (3.7).
2. If \( \omega = 0 \) and \( d = -4 \) then \( H[k]_{\eta,\tau,\lambda,0} \) decouples in the orthogonal sum of two self-adjoint operators \( H[k]_{\eta,\tau,\lambda,0}^\pm \) in \( L^2(\mathbb{R}_\pm;\mathbb{C}^2) \), that is,
   \[
   H[k]_{\eta,\tau,\lambda,0} = H[k]_{\eta,\tau,\lambda,0}^+ \oplus H[k]_{\eta,\tau,\lambda,0}^-,
   \]
   where
   \[
   H[k]_{\eta,\tau,\lambda,0}^\pm \varphi_\pm = (\sigma_1(-i\lambda) + \sigma_2k + \sigma_3m)\varphi_\pm
   \]
   and
   \[
   \text{Dom}(H[k]_{\eta,\tau,\lambda,0}^\pm) = \{ \varphi = (\varphi^1,\varphi^2) \in H^1(\mathbb{R}_\pm;\mathbb{C}^2) | (\tau - \eta)\varphi^2(0) = i(\lambda \pm 2)\varphi^1(0) \}
   \]
   if \( \tau \neq \eta \) or \( \lambda \neq \pm 2 \), and
   \[
   \text{Dom}(H[k]_{\eta,\eta,-2,0}^-) = \{ \varphi \in H^1(\mathbb{R}_-;\mathbb{C}^2) | \varphi^2(0) = \frac{d}{2}\varphi^1(0) \},
   \]
   \[
   \text{Dom}(H[k]_{\eta,\eta,2,0}^+) = \{ \varphi \in H^1(\mathbb{R}_+;\mathbb{C}^2) | \varphi^2(0) = -\frac{d}{2}\varphi^1(0) \}.
   \]

We conclude this section by providing an explicit formula for the resolvent of \( H[k]_{\eta,\tau,\lambda,\omega} \). Let \( z \in \mathbb{C} \setminus \mathbb{R} \). Recall that the Green function \( G_z \) is defined by (2.6) and introduce the matrix

\[
C_z := \frac{i}{2\sqrt{z^2 - k^2 - m^2}} \begin{pmatrix} z + m & -ik \\ ik & z - m \end{pmatrix} = \frac{i}{2\zeta_k(z)} \begin{pmatrix} z + m & -ik \\ ik & z - m \end{pmatrix}.
\]
Then one can check by a direct calculation that the matrix \( \sigma_0 + M_{\eta,\tau,\lambda,\omega}C_z \) is invertible and that

\[
(H[k]_{\eta,\tau,\lambda,\omega} - z)^{-1}f = (H[k] - z)^{-1}f - G_z(\cdot)(\sigma_0 + M_{\eta,\tau,\lambda,\omega}C_z)^{-1}M_{\eta,\tau,\lambda,\omega}\int_{\mathbb{R}} G_z(-y)f(y)dy
\]

(3.10)

holds for all \( f \in L^2(\mathbb{R}; \mathbb{C}^2) \). Indeed, if one defines the right hand side of this equation as \( g \), then \( g \in H^1(\mathbb{R}_-; \mathbb{C}^2) \oplus H^1(\mathbb{R}_+; \mathbb{C}^2) \) and this function satisfies the transmission conditions in (3.5), i.e. \( g \in \text{Dom}(H[k]_{\eta,\tau,\lambda,\omega}) \). Moreover, as \( G_z \) is the fundamental solution for the expression \( \sigma_1(-i\partial_{\lambda}) + \sigma_2k + \sigma_3m - \sigma_0z \), we get \( (H[k]_{\eta,\tau,\lambda,\omega} - z)g = f \). Putting this together with the fact that \( (H[k]_{\eta,\tau,\lambda,\omega} - z) \) is injective, we infer that the resolvent formula (3.10) is true. For similar formulae as (3.10) in the case \( k = 0 \) we refer to [26, equation (2.4)] and [8, equation (19)]; this kind of ansatz and expression for the resolvent of \( H[k]_{\eta,\tau,\lambda,\omega} \) is often referred to as a so-called Krein formula; see [1, § 106].

4. Unitary equivalences

In the same vein as in [11] the interaction term \( \sigma_1\omega\delta \) may be ‘gauged away’. More concretely, we will construct a unitary transform in \( L^2(\mathbb{R}; \mathbb{C}^2) \) such that \( H[k]_{\eta,\tau,\lambda,\omega} \) is unitarily equivalent to \( H[k]_{\eta,\tau,\lambda,\omega} \), with some \( X \in \mathbb{R} \). Let \( \chi_M \) stand for the indicator function of a set \( M \). Since \( H[k]_{\eta,\tau,\lambda,\omega} \) and \( H[k]_{\eta,\tau,\lambda,\omega} \) differ only in the transmission conditions at \( x = 0 \), it is quite natural to start with the following ansatz for the unitary transform:

\[
U_z\varphi := \chi_{\mathbb{R}_+}\varphi + z\chi_{\mathbb{R}_-}\varphi \quad \text{with} \quad z \in \mathbb{C}, |z| = 1, \quad \varphi \in L^2(\mathbb{R}; \mathbb{C}^2).
\]

(4.1)

We would like to find \( z \in \mathbb{C} \) with \( |z| = 1 \) and \( X \in \mathbb{R} \) such that

\[
H[k]_{\eta,\tau,\lambda,\omega} = U_z H[k]_{\eta,\tau,\lambda,\omega} U_z^*.
\]

(4.2)

Note that (4.2) is valid if and only if the following equivalence holds:

\[
\psi \in \text{Dom}(H[k]_{\eta,\tau,\lambda,\omega}) \quad \text{if and only if} \quad U_z\psi \in \text{Dom}(H[k]_{\eta,\tau,\lambda,\omega}),
\]

that is, for \( \psi = \psi_- \oplus \psi_+ \in H^1(\mathbb{R}_-; \mathbb{C}^2) \oplus H^1(\mathbb{R}_+; \mathbb{C}^2) \) the condition

\[
(2i\sigma_0 - \sigma_1M_{\eta,\tau,\lambda,\omega})\psi(0_+) = (2i\sigma_0 + \sigma_1M_{\eta,\tau,\lambda,\omega})\psi(0_-)
\]

(4.3)

holds if and only if the condition

\[
(2i\sigma_0 - \sigma_1M_{\eta,\tau,\lambda,\omega})\psi(0_+) = (2i\sigma_0 + \sigma_1M_{\eta,\tau,\lambda,\omega})\bar{z}\psi(0_-)
\]

(4.4)

is true. We may assume that \( \omega \neq 0 \); otherwise, the problem has an obvious solution. Then the matrices on both sides of (4.3) are invertible, because

\[
\det(2i\sigma_0 \pm \sigma_1M_{\eta,\tau,\lambda,\omega}) = \omega^2 - 4 + 4d \neq 0.
\]

Furthermore, we will assume that \( X \) is such that

\[
\det(2i\sigma_0 \pm \sigma_1M_{\eta,\tau,\lambda,\omega}) = -4 - dX^2 \neq 0,
\]

(4.5)

and so we can also invert the matrices on both sides of (4.4). Using \( XM_{\eta,\tau,\lambda,0} = XM_{\eta,\tau,\lambda,0} \), we get that (4.2) is equivalent to

\[
(2i\sigma_0 + \sigma_1M_{\eta,\tau,\lambda,\omega})(2i\sigma_0 + X\sigma_1M_{\eta,\tau,\lambda,\omega})^{-1} = \bar{z}(2i\sigma_0 - \sigma_1M_{\eta,\tau,\lambda,\omega})(2i\sigma_0 - X\sigma_1M_{\eta,\tau,\lambda,0})^{-1}.
\]

(4.6)
With the help of (3.8), we infer that
\[(2i\sigma_0 \pm X\sigma_1 M_{\eta, \tau, \lambda, 0})(2i\sigma_0 \mp X\sigma_1 M_{\eta, \tau, \lambda, 0}) = -4 - dX^2.\]
Hence, we get
\[(2i\sigma_0 \pm X\sigma_1 M_{\eta, \tau, \lambda, 0})^{-1} = \frac{1}{-4 - dX^2}(2i\sigma_0 \mp X\sigma_1 M_{\eta, \tau, \lambda, 0}).\]
Substituting this into (4.6), using (3.8) and \(M_{\eta, \tau, \lambda, \omega} = M_{\eta, \tau, \lambda, 0} + \omega\sigma_1\) we arrive at
\[(-4 - dX + 2i\omega)\sigma_0 + (-\omega X + 2(1 - X)i)\sigma_1 M_{\eta, \tau, \lambda, 0} = \bar{z}((-4 - dX - 2i\omega)\sigma_0 + (-i\omega - 2(1 - X)i)\sigma_1 M_{\eta, \tau, \lambda, 0}).\]
(4.7)
Since \(\sigma_1 M_{\eta, \tau, \lambda, 0}\) is a linear combination of \(\{\sigma_i\}_{i=1}^3\) and the system \(\{\sigma_i\}_{i=0}^3\) is linearly independent, this may happen if and only if
\[4 + dX - 2i\omega = \bar{z}(4 + dX + 2i\omega)\]
\[\omega X - 2(1 - X)i = \bar{z}(\omega X + 2(1 - X)i).\]
This yields
\[z = \frac{4 + dX + 2i\omega}{4 + dX - 2i\omega} \land \quad z = \frac{\omega X + 2(1 - X)i}{\omega X - 2(1 - X)i}.\]
(4.9)
Note that the denominators in (4.9) are always non-zero, because \(\omega \neq 0\), and \(|z| = 1\), as required.
It remains to prove that \(X \in \mathbb{R}\) exists such that the equalities in (4.9) hold simultaneously. By comparing the two expressions for \(z\) in (4.9) one concludes that this is equivalent to finding a real solution of
\[dX^2 + (4 - d + \omega^2)X - 4 = 0,\]
see also [11, theorem 2.1]. If \(d \neq 0\) then we get
\[X = \frac{1}{2d}\left(d - 4 - \omega^2 \pm \sqrt{(d - 4 - \omega^2)^2 + 16d}\right)\]
(4.11)
with
\[(d - 4 - \omega^2)^2 + 16d = (d + 4 - \omega^2)^2 + 16\omega^2 > 0,\]
and so there are always two real solutions of (4.10). If \(d = 0\) then (4.10) reduces to \((4 + \omega^2)X - 4 = 0\) with the real solution
\[X = \frac{4}{4 + \omega^2}.\]
(4.12)
Finally, if we started our considerations with \(X\) given by either (4.11) or (4.12) then (4.5) would be always fulfilled, because otherwise \(d < 0\) and \(X = \pm 2/\sqrt{-d}\) which would not be compatible with (4.11), as we assume \(\omega \neq 0\).
We summarize our findings in the following theorem:

**Theorem 4.1.** Let \(\omega \neq 0\), \(z\) be defined by either of the equations in (4.9) with \(X\) given by (4.11) or (4.12) for \(d \neq 0\) or \(d = 0\), respectively. Then
\[H[k]_{\eta, \tau, \lambda, \omega} = U_z H[k]_{\eta, \tau, \lambda, 0} U_z^*,\]
where the unitary mapping \(U_z\) is described in (4.1).
Consequently, in what follows, we will restrict ourselves to the case $\omega = 0$. Moreover, to lighten the notation, we will write
\[ H[k]_{\eta, \tau, \lambda} := H[k]_{\eta, \tau, \lambda, 0}. \]

If $\omega = 0$, $X = -4/d$ with $d \notin \{-4, 0\}$, and $z = -1$ then (4.8) and hence (4.7) are clearly valid and still equivalent to (4.2). Therefore, we get

**Proposition 4.2.** Let $d \notin \{-4, 0\}$ and $U_{-1}$ be the unitary mapping given by (4.1). Then
\[ H[k]_{\eta, \tau, \lambda} = U_{-1} H[k]_{\eta, \tau, \lambda, 0} U_{-1}. \]

This has already been observed in the two-dimensional setting for compact curves in [11] and, in special cases in [5, proposition 4.8 (i)] and in dimension three in [17, theorem 2.3 (d)] and [3, proposition 4.2 (ii)].

5. Spectra of fiber operators

In this section we investigate the spectrum of the self-adjoint fiber operators $H[k]_{\eta, \tau, \lambda} = H[k]_{\eta, \tau, \lambda, 0}$; see [8, 14, 15, 26] for related considerations. From now on we shall exclude the confinement case and always assume that $d \neq -4$. Since, by (3.10), the difference of the resolvents of $H[k]_{\eta, \tau, \lambda}$ and $H[k]$ is at most a rank two operator, we get
\[ \sigma_{\text{ess}}(H[k]_{\eta, \tau, \lambda}) = \sigma_{\text{ess}}(H[k]) = \left(-\infty, -\sqrt{m^2 + k^2}\right) \cup \left[\sqrt{m^2 + k^2}, +\infty\right) \]
due to Weyl’s essential spectrum theorem. In fact mimicking the proof of [26, proposition 2.3] and using (3.10) one can even show that
\[ \sigma_{\text{ac}}(H[k]_{\eta, \tau, \lambda}) = \left(-\infty, -\sqrt{m^2 + k^2}\right) \cup \left[\sqrt{m^2 + k^2}, +\infty\right), \]
\[ \sigma_{\text{sc}}(H[k]_{\eta, \tau, \lambda}) = \emptyset, \quad \text{and} \quad \sigma_p(H[k]_{\eta, \tau, \lambda}) \subset \left(-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}\right), \]
i.e. outside the gap of $\sigma(H[k])$, the spectrum of $H[k]_{\eta, \tau, \lambda}$ is purely absolutely continuous.

Furthermore, since $\sigma(H[k]) \cap (-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}) = \emptyset$ by (2.5) and the difference of the resolvents of $H[k]_{\eta, \tau, \lambda}$ and $H[k]$ is at most a rank two operator it is also clear that there are at most two simple eigenvalues or one eigenvalue of multiplicity at most two of $H[k]_{\eta, \tau, \lambda}$ inside $(-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2})$; see [9, chapter 9.3, theorem 3]. In the rest of this section we will investigate these eigenvalues in more detail (and, actually, it will turn out that eigenvalues of multiplicity two do not exist in the present situation).

Take $z \in (-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2})$ and look for non-trivial solutions of $H[k]_{\eta, \tau, \lambda} \psi = z \psi$.

For $z \neq -m$, the corresponding differential equation has the general solution
\[ \psi(x) = C \left(\frac{1}{i k + \mu} \right) e^{-\mu x} + D \left(\frac{1}{i k - \mu} \right) e^{\mu x}, \]
where $\mu := \sqrt{m^2 + k^2 - z^2} > 0$. For $z = -m$ (and hence $k \neq 0$) the solution is
\[ \psi(x) = C \left(\frac{1}{-i k} \right) e^{k x} + D \left(\frac{0}{1} \right) e^{-k x}. \]

Now, the integrability condition for $\psi$ yields
\[ \psi(x) = C \left(\frac{1}{i k + \mu} \right) \Theta(x) e^{-\mu x} + D \left(\frac{1}{i k - \mu} \right) \Theta(-x) e^{\mu x}. \]
or
\[
\psi(x) = C \left( \frac{1}{-i \frac{m}{\kappa}} \right) \Theta(-\text{sgn}(k)x)e^{ikx} + D \left( \frac{0}{1} \right) \Theta(\text{sgn}(k)x)e^{-ikx},
\]
for \( z \neq -m \) or \( z = -m \), respectively; here we have used
\[
\Theta(x) = \begin{cases} 
1 & \text{if } x > 0, \\
0 & \text{if } x \leq 0.
\end{cases}
\]

The constants \( C \) and \( D \) must be chosen in a way that the transmission condition (3.6) at \( x = 0 \) holds true. For \( z \neq -m, (3.6) \) is equivalent to
\[
C \left( \frac{1}{i \frac{m}{\kappa} + i m} \right) = D \Lambda \left( \frac{1}{i \frac{m}{\kappa} - i m} \right),
\]
and, for \( z = -m \), it is equivalent to
\[
C \left( \frac{1}{-i \frac{m}{\kappa}} \right) = D \Lambda \left( \frac{0}{1} \right) \text{ or } D \left( \frac{0}{1} \right) = C \Lambda \left( \frac{1}{-i \frac{m}{\kappa}} \right),
\]
if \( k < 0 \) or \( k > 0 \), respectively. Since \( \omega = 0 \), the matrix \( \Lambda \) in (3.7) has the form
\[
\Lambda = \frac{1}{d + 4} \begin{pmatrix} 4 + 4\lambda - d & 4i(\tau - \eta) \\ -4i(\tau + \eta) & 4 - 4\lambda - d \end{pmatrix}.
\]

The discrete eigenvalues of \( H[k]_{\eta,\tau,\lambda} \) different from \(-m\) are exactly those values of \( z \in (-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}) \) such that (5.1) has a non-trivial solution \((C,D)\). This happens if and only if \( 0 = \det R \), where \( R \) is the matrix with columns \( \left( \frac{1}{i \frac{m}{\kappa}} \right) \) and \( -\Lambda \left( \frac{1}{i \frac{m}{\kappa}} \right) \), which is equivalent to
\[
i k + \mu \left( \frac{4 + 4\lambda - d + 4i(\tau - \eta)k - \mu}{z + m} \right) = -4i(\eta + \tau) + (4 - 4\lambda - d) \frac{k - \mu}{z + m},
\]
and can be rearranged as
\[
\sqrt{m^2 + k^2 - z^2} \cdot (d - 4) = 4(\eta z + \lambda k + \tau m),
\]
where \( \mu = \sqrt{m^2 + k^2 - z^2} \) is used. Similarly as above, if \( k < 0 \) then \( z = -m \) is an eigenvalue of \( H[k]_{\eta,\tau,\lambda} \) if and only if
\[
4 - 4\lambda - d = 4(\tau - \eta) \frac{m}{k},
\]
which is just (5.2) with \( z = -m \) and \( k < 0 \). If \( k > 0 \) then \( z = -m \) is an eigenvalue of \( H[k]_{\eta,\tau,\lambda} \) if and only if
\[
4 + 4\lambda - d = -4(\tau - \eta) \frac{m}{k}.
\]
This equality is equivalent to (5.2) with \( z = -m \) and \( k > 0 \). Consequently, in all cases it is sufficient to study (5.2) when looking for the eigenvalues of \( H[k]_{\eta,\tau,\lambda} \). The corresponding (non-normalized) eigenfunctions are given as
\[
\psi(x) = \Lambda \left( \frac{1}{i k + \mu} \right) \Theta(x)e^{-\mu x} + \left( \frac{1}{i k - \mu} \right) \Theta(-x)e^{\mu x}
\]
and

\[
\psi(x) = \begin{cases} 
\Lambda \left( \begin{array}{c} 0 \\ 1 \\
\end{array} \right) \Theta(x)e^{kx} + \left( \begin{array}{c} 0 \\ 1 \\
\end{array} \right) \Theta(-x)e^{-kx} & \text{if } k < 0, \\
\left( \begin{array}{c} 1 \\ -i \frac{\pi}{2} \\
\end{array} \right) \Theta(-x)e^{kx} + \Lambda \left( \begin{array}{c} 1 \\ -i \frac{\pi}{2} \\
\end{array} \right) \Theta(x)e^{-kx} & \text{if } k > 0,
\end{cases}
\] (5.4)

for \( z \neq -m \) and \( z = -m \), respectively.

5.1. The case \( d = 4 \)

Note that \( 4 = d = \eta^2 - \tau^2 - \lambda^2 \) (5.5)
implies \( \eta \neq 0 \). Hence, if \( d = 4 \) then (5.2) has exactly one solution

\[
z = -\frac{\lambda k + \tau m}{\eta}.
\] (5.6)

Moreover, using (5.5) and (5.6) one verifies that \( z^2 < m^2 + k^2 \) is equivalent to \( 2\lambda\tau km < (4 + \lambda^2)m^2 + (4 + \tau^2)k^2 \), which holds true except for the case \( m = k = 0 \), due to the Young inequality. Consequently, for \( m \neq 0 \) and \( k \in \mathbb{R} \) we observe that \( z \in (-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}) \); for \( m = 0 \) this holds true for all \( k \in \mathbb{R} \setminus \{0\} \).

5.2. The case \( d \neq 4 \)

For the existence of a solution \( z \in (-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}) \) to (5.2) we necessarily need

\[
(d - 4)(\eta z + \lambda k + \tau m) > 0.
\] (5.7)

Squaring (5.2) we get the following quadratic equation in \( z \):

\[
\left( \eta^2 + \left( \frac{d}{4} - 1 \right)^2 \right)z^2 + 2\eta(\lambda k + \tau m)z + (\lambda k + \tau m)^2 - (m^2 + k^2) \left( \frac{d}{4} - 1 \right)^2 = 0,
\] (5.8)

where the discriminant is

\[
4 \left( \frac{d}{4} - 1 \right)^2 \left[ (\eta^2 + \left( \frac{d}{4} - 1 \right)^2 - \lambda^2)k^2 - 2\lambda\tau km + m^2 \left( \eta^2 + \left( \frac{d}{4} - 1 \right)^2 - \tau^2 \right) \right].
\] (5.9)

Note that

\[
\eta^2 + \left( \frac{d}{4} - 1 \right)^2 - \lambda^2 = \tau^2 + \left( \frac{d}{4} + 1 \right)^2 > 0
\]

and

\[
\eta^2 + \left( \frac{d}{4} - 1 \right)^2 - \tau^2 = \lambda^2 + \left( \frac{d}{4} + 1 \right)^2 > 0,
\]

and hence the expression in the square brackets in (5.9) can be rewritten in the form

\[
\left( \tau^2 + \left( \frac{d}{4} + 1 \right)^2 \right)k^2 - 2\lambda\tau km + \left( \lambda^2 + \left( \frac{d}{4} + 1 \right)^2 \right)m^2.
\]

One verifies that the values of this polynomial in the variable \( k \) are strictly positive if \( m \neq 0 \) and non-negative if \( m = 0 \) (in which case there is a zero at \( k = 0 \)). Since the case \( m = k = 0 \) is
not allowed in this section (recall that we consider \( z \in (-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}) \)) we conclude that the discriminant (5.9) is strictly positive and hence (5.8) has the following pair of real solutions

\[
  z_{\pm} = \frac{-\eta(\lambda k + \tau m) \pm \sqrt{\frac{\eta^2}{4} - 1} \sqrt{\left(\tau^2 + \left(\frac{\eta}{4} + 1\right)^2\right) k^2 - 2\lambda \tau mk + \left(\lambda^2 + \left(\frac{\eta}{4} + 1\right)^2\right) m^2}}{\eta^2 + \left(\frac{\eta}{4} - 1\right)^2}.
\]  

(5.10)

For all real solutions of (5.8) that satisfy (5.7), the equation (5.2) holds and all solutions of (5.2) are clearly in \([-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}]\). Moreover, \( z = \pm \sqrt{m^2 + k^2} \) cannot obey (5.7) and (5.8) simultaneously. Therefore, the solutions \( z_{\pm} \) in (5.10) satisfying (5.7) lie in \((-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2})\).

**Remark 5.1.** For \( m \neq 0 \), one verifies that the functions \( z_{\pm} = z_{\pm}(k) \) are either strictly convex or strictly concave (by computing the second derivatives and using that the expression in (5.9) is strictly positive). Consequently, there are five possibilities for the domains of \( z_{\pm} = z_{\pm}(k) \) that are given exactly by those \( k \)'s for which (5.7) holds. Namely, these functions are defined either on a bounded open interval or a union of two disjoint unbounded open intervals or a semi-bounded open interval or \( \mathbb{R} \) or nowhere. The case \( m = 0 \) is discussed later in section 6.1.2, where we will show that \( z_{\pm} = z_{\pm}(k) \) are defined on certain unions of sets \( (0, \infty) \), and \((0, +\infty)\).

We summarize the results obtained in this section in the following theorem:

**Theorem 5.2.** Let \( m, k \in \mathbb{R} \) and assume that \( \eta, \tau, \lambda \in \mathbb{R} \) are such that \( d \neq -4 \). Then

\[
  \sigma_{\text{sc}}(H[k]_{\eta, \tau, \lambda}) = (-\infty, -\sqrt{m^2 + k^2}] \cup \left(\sqrt{m^2 + k^2}, +\infty\right),
\]

\[
  \sigma_{\text{ac}}(H[k]_{\eta, \tau, \lambda}) = \emptyset, \text{ and } \sigma_p(H[k]_{\eta, \tau, \lambda}) \subset \left(-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2}\right).
\]

Furthermore, if \( m \neq 0 \) or \( k \neq 0 \), then \((-\sqrt{m^2 + k^2}, \sqrt{m^2 + k^2})\) is a gap in the essential spectrum of \( H[k]_{\eta, \tau, \lambda} \) and there are at most two isolated simple eigenvalues of \( H[k]_{\eta, \tau, \lambda} \) inside this gap:

(a) If \( d = 4 \) then \( z \) given in (5.6) is the only eigenvalue of \( H[k]_{\eta, \tau, \lambda} \).

(b) If \( d \neq 4 \) then exactly those \( z_{\pm} \) given in (5.10) that obey (5.7) are eigenvalues of \( H[k]_{\eta, \tau, \lambda} \).

In both cases, the corresponding eigenfunctions are given by (5.3) and (5.4).

### 6. Two-dimensional Dirac operators with a \( \delta \)-shell interaction

In this section we investigate the two-dimensional Dirac operator with a \( \delta \)-shell interaction supported on the straight line \( \{(0, y) | y \in \mathbb{R}\} \) associated with the formal differential expression (1.1). For \( \eta, \tau, \lambda \in \mathbb{R} \) such that \( d = \eta^2 - \tau^2 - \lambda^2 \neq -4 \), we first define an operator \( H_{\eta, \tau, \lambda} \) with the help of the direct integral of the fiber operators \( H[k]_{\eta, \tau, \lambda} \) by

\[
  (H_{\eta, \tau, \lambda} \psi)(k) = H[k]_{\eta, \tau, \lambda} \psi(\cdot, k),
\]

\[
  \text{Dom}(H_{\eta, \tau, \lambda}) = \{ \psi \in L^2(\mathbb{R}^2, dxdk; \mathbb{C}^2) | \psi(\cdot, k) \in \text{Dom}(H[k]_{\eta, \tau, \lambda}) \text{ a.e.}, \int_{\mathbb{R}} ||H[k]_{\eta, \tau, \lambda} \psi(\cdot, k)||^2dk < \infty \}.
\]
where $L^2(\mathbb{R}^2, dxdk; \mathbb{C}^2) = \int_{\mathbb{R}} L^2(\mathbb{R}, dx; \mathbb{C}^2)dk$; cf appendix for a brief summary of the direct integral of Hilbert spaces and self-adjoint operators. Since the fiber operators $H[k]_{\eta,\tau,\lambda}$ are self-adjoint in $L^2(\mathbb{R}; \mathbb{C}^2)$ and $k \mapsto H[k]_{\eta,\tau,\lambda}$ is measurable (in the sense that $k \mapsto \langle \cdot, (H[k]_{\eta,\tau,\lambda} - i)^{-1}g \rangle_{L^2(\mathbb{R}; \mathbb{C}^2)}$ is measurable), the operator $H_{\eta,\tau,\lambda}$ is self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. Now the Dirac operator with a $\delta$-potential supported on the straight line is given by

$$H_{\eta,\tau,\lambda} := \mathcal{F}^{-1}_{y \rightarrow k} H_{\eta,\tau,\lambda} \mathcal{F}_{y \rightarrow k},$$

and since $\mathcal{F}_{y \rightarrow k}$ is unitary it suffices to study the spectral properties of $H_{\eta,\tau,\lambda}$. Furthermore, in view of (A.2) and (A.3) the spectral analysis of $H_{\eta,\tau,\lambda}$ reduces to the spectral analysis of the one-parametric family of the one-dimensional operators $H[k]_{\eta,\tau,\lambda}$. More precisely, in the present situation we have $z \in \sigma(H_{\eta,\tau,\lambda})$ if and only if

$$\left\{ k \in \mathbb{R} \mid \sigma(H[k]_{\eta,\tau,\lambda}) \cap (z - \varepsilon, z + \varepsilon) \neq \emptyset \right\} > 0 \text{ for all } \varepsilon > 0,$$

and $z \in \sigma_p(H_{\eta,\tau,\lambda})$ if and only if

$$\left\{ k \in \mathbb{R} \mid z \in \sigma_p(H[k]_{\eta,\tau,\lambda}) \right\} > 0;$$

here $|B|$ denotes the Lebesgue measure of $B \subset \mathbb{R}$. Recall also from the discussion after (A.3) that each eigenvalue of $H_{\eta,\tau,\lambda}$ has infinite multiplicity. Combining this with theorem 5.2 and corollary A.3 we will get a full picture of the spectrum of $H_{\eta,\tau,\lambda}$ in theorem 6.4.1 below.

Remark 6.1. In the purely electrostatic case, i.e. when $\tau = \lambda = 0$, the spectrum of the operator $\mathcal{F}^{-1}_{y \rightarrow k} H_{\eta,0,0} \mathcal{F}_{y \rightarrow k}$ was studied in [6] with the help of boundary triples and Weyl functions. The statements proved there are recovered in the present paper; cf section 6.4.1. We also note that the methods used in [6] allow a more explicit description of the domain of the Dirac operator (6.1) in terms of traces.

6.1. Eigenvalues

6.1.1. The case $d = 4$. If $d = 4$ then there is a single band $z = z(k)$ in $\sigma_p(H[k]_{\eta,\tau,\lambda})$ given by (5.6). For $\lambda \neq 0$, it is linear and non-constant. Therefore, it does not contribute to the point spectrum of $H_{\eta,\tau,\lambda}$. If $\lambda = 0$ then the band is constant and defined on $\mathbb{R}$ or $\mathbb{R} \setminus \{0\}$ for $m \neq 0$ or $m = 0$, respectively. In both cases, we conclude from (6.2) that

$$z = -\frac{\tau m}{\eta}$$

is an eigenvalue of $H_{\eta,\tau,\lambda}$ of infinite multiplicity.

6.1.2. The case $d \neq 4$. If $d \neq 4$ (recall that the case $d = -4$ is not investigated) then according to theorem 5.2, there are at most two energy bands $z_{\pm}$ given by (5.10) that may contribute to an eigenvalue of the full operator. If $m \neq 0$ then the function $z_{\pm} = z_{\pm}(k)$ is always non-linear and the equation $z_{\pm}(k) = C$ has at most two solutions for any constant $C \in \mathbb{R}$. Therefore, there cannot be any eigenvalue in the spectrum of the full operator in this case.

If $m = 0$ then (5.10) simplifies to

$$z_{\pm} = \frac{-\eta \lambda k \pm \sqrt{\eta^2 + (\frac{d}{4} - 1)^2 k^2}}{\eta^2 + (\frac{d}{4} - 1)^2}.$$
Only \(z_{\pm} \in (-|k|, |k|)\) that satisfy (5.7), i.e.
\[
(d - 4)
\begin{pmatrix}
-\eta \lambda + \text{sgn}(k) \frac{d}{4} - 1 \sqrt{\frac{d^2}{4} + \left(\frac{d}{4} + 1\right)^2} \\
\eta^2 + \left(\frac{d}{4} - 1\right)^2
\end{pmatrix}
k > 0,
\]
are eigenvalues of \(H[k]_{\eta, \tau, \lambda}\). Clearly, if (6.4) is satisfied for one \(k \in (0, +\infty)\), then (6.4) holds for all \(k \in (0, +\infty)\); a similar consideration holds for \(k \in (-\infty, 0)\). We see now that \(z_{\pm} = z_{\pm}(k)\) is a linear function on \((-\infty, 0)\) or \((0, +\infty)\), respectively. Therefore, if \(z_{\pm}\) is an eigenvalue of \(H_{\eta, \tau, \lambda}\) then \(z_{\pm} = z_{\pm}(k)\) must be constant on \((-\infty, 0)\) or \((0, +\infty)\), respectively. Squaring the necessary condition (5.2) for the discrete eigenvalues of \(H[k]_{\eta, \tau, \lambda}\) we get
\[
(k^2 - z^2_{\pm}) (d - 4)^2 = 16 \left(\lambda^2 k^2 + 2 \eta \zeta \pm k + \eta^2 z^2_{\pm}\right).
\]
Assuming that \(z_{\pm} = z_{\pm}(k)\) is constant this yields
\[
(d - 4)^2 = 16 \lambda^2, \quad \lambda \eta \zeta = 0, \quad -(d - 4)^2 z^2_{\pm} = 16 \eta^2 z^2_{\pm}.
\]
From the last equation it follows that either \(z_{\pm} = 0\) or \(-(d - 4)^2 = 16 \eta^2\). Taking the first equation in (6.5) into account, the latter equality implies \(\lambda = \eta = 0\) and \(d = 4\), which is not possible. Hence, it remains to consider the case \(z_{\pm} \equiv z = 0 (= m)\). Then (5.2) and (5.7) take the form
\[
(d - 4)|k| = 4 \lambda k \quad \text{and} \quad (d - 4)\lambda k > 0,
\]
respectively. If \(d - 4 = 4 \lambda\) then (6.6) holds true for all \(k > 0\). If \(4 - d = 4 \lambda\) then (6.6) holds true for all \(k < 0\). We conclude that \(z = 0\) is an eigenvalue of infinite multiplicity of \(H_{\eta, \tau, \lambda}\), whenever \(m = 0\) and \(0 \not= d - 4 = \pm 4 \lambda\).

6.2. Continuous (bulk) spectrum

The band \(z = z(k)\) in (5.6) is everywhere defined, except for the case \(m = 0\) when it is defined on \(\mathbb{R} \setminus \{0\}\), and the functions \(z_{\pm} = z_{\pm}(k)\) given by (5.10) are defined on unions of at most two disjoint open intervals, see remark 5.1. Moreover, \(z\) and \(z_{\pm}\) are real-analytic on their domains of definition and hence, they obey the assumptions of corollary A.3. Thus, we infer that \(\sigma_{ac}(H_{\eta, \tau, \lambda}) = \emptyset\). Moreover, for \(d = 4\),
\[
\sigma(H_{\eta, \tau, \lambda}) = (-\infty, -|m|] \cup [|m|, +\infty) \cup \overline{\text{Ran}(z)},
\]
and for \(d \not= 4\),
\[
\sigma(H_{\eta, \tau, \lambda}) = (-\infty, -|m|] \cup [|m|, +\infty) \cup \overline{\text{Ran}(z_-)} \cup \overline{\text{Ran}(z_+)}.
\]
If \(\sigma_0(H_{\eta, \tau, \lambda}) = \emptyset\) then \(\sigma(H_{\eta, \tau, \lambda}) = \sigma_{ac}(H_{\eta, \tau, \lambda})\). We have seen in the previous subsection that in special cases there is a single eigenvalue due to a constant band. It may be either embedded in the absolutely continuous spectrum or isolated. In the first case we still have \(\sigma(H_{\eta, \tau, \lambda}) = \sigma_{ac}(H_{\eta, \tau, \lambda})\), because the absolutely continuous spectrum is closed by definition. The full description of \(\sigma(H_{\eta, \tau, \lambda})\) is as follows:

**Theorem 6.2.** Let \(m \in \mathbb{R}\) and assume that \(\eta, \tau, \lambda \in \mathbb{R}\) are such that \(d \not= -4\). Then \(\sigma_{ac}(H_{\eta, \tau, \lambda}) = \emptyset\) and the following holds:

(a) If \(d = 4\) and \(\lambda \neq 0\) then \(\sigma_{ac}(H_{\eta, \tau, \lambda}) = \mathbb{R}\) and \(\sigma_0(H_{\eta, \tau, \lambda}) = \emptyset\).
(b) If \(d = 4\) and \(\lambda = 0\) then \(\sigma_{ac}(H_{\eta, \tau, \lambda}) = (-\infty, -|m|] \cup [|m|, +\infty)\). Moreover, \(z = -\tau m/\eta\) is an eigenvalue of infinite multiplicity, which is isolated in \((-|m|, |m|)\) for \(m \neq 0\) and embedded for \(m = 0\).
(c) If $d \neq 4$, then $\sigma_{\text{ac}}(H_{\eta, \tau, \lambda}) = (-\infty, -|m|] \cup [|m|, +\infty) \cup \overline{\text{Ran}(z_+)} \cup \overline{\text{Ran}(z_-)}$. Moreover, $\sigma_p(H_{\eta, \tau, \lambda}) = \emptyset$, except when $m = 0$ and $d - 4 = 4\lambda (\neq 0)$ in which case $z = 0$ is an embedded eigenvalue of infinite multiplicity.

We refer to [15] for a similar result in the (decoupled) case $d = -4$.

6.3. Linear bands

Quantum mechanical interpretation of the eigenvalues of a Hamiltonian is quite straightforward - these are just energies of the stationary states (which are described by the respective eigenfunctions). The points of the absolutely continuous spectrum are energies at which the system described by the Hamiltonian exhibits transport, see [10] for a possible mathematical explanation of this relationship. In fact, if the Hamiltonian is invariant with respect to translations in one direction, one can apply the partial Fourier transform to decompose the operator into a direct integral and then investigate some finer properties of such a transport. In particular, there is a direct way how to construct normalizable low-dispersing wave packets, which are also referred to as the edge states, that propagate in the direction of the symmetry using the eigenfunctions associated with an energy band [20]. For linear bands, such wave packets do not disperse at all! Their group velocity is given by $v = \frac{dz}{dk}$, where $z = z(k)$ stands for the energy band and $k$ is the momentum in the direction of the symmetry.

However, only few systems with exactly linear bands are known so far [15, 20, 27]. Therefore, it is remarkable that the operator $H_{\eta, \tau, \lambda}$ considered in this paper may possess linear bands for specific choices of the coupling constants. Firstly, we always get the linear band (5.6) when $d = 4$. The group velocity of the dispersion-less wave packets equals

$$v = \frac{dz}{dk} = -\frac{\lambda}{\eta} \in (-1, 1);$$

introducing the physical units to our model, this would mean that $|v| < c$ (the speed of light) or $|v| < v_F$ (the Fermi velocity) if we describe a relativistic particle or electronic states in a Dirac material, respectively. Secondly, if $d \neq 4$ and $m = 0$, there may be linear bands (6.3) defined on $(-\infty, 0)$ or on $(0, +\infty)$; cf (6.4) and the discussion following this equation.

6.4. Special cases

Looking more closely at several important examples, we will show in this section that tuning the coupling constants one can change the spectrum of the free operator $\hat{H}$ dramatically. Applying theorem 6.2 for the unitarily equivalent operator $H_{0,0,0}$ we infer that

$$\sigma(\hat{H}) = \sigma_{\text{ac}}(\hat{H}) = (-\infty, -|m|] \cup [|m|, +\infty), \quad \sigma_{\text{sc}}(\hat{H}) = \sigma_p(\hat{H}) = \emptyset.$$  

We will see that the gap $(-|m|, |m|)$ may be shrunk arbitrarily from the top, from the bottom or even from both endpoints simultaneously. In particular, it is possible to close the gap. On the other hand, it is also possible to create an eigenvalue of infinite multiplicity anywhere in the gap, see the second point of theorem 6.2.

6.4.1. Purely electrostatic interaction. Let $\tau = \lambda = 0$. Then $d = 4$ if and only if $\eta = \pm 2$. Substituting this into (5.6) we get $z = z(k) \equiv 0$. If $\eta \neq \pm 2$ then the solutions (5.10) that obey (5.7)
constitute the energy bands. One can rewrite (5.7) as follows

\[
\text{sgn}(z) = \begin{cases} 
\text{sgn}(\eta) & \text{for } \eta^2 > 4 \\
-\text{sgn}(\eta) & \text{for } \eta^2 < 4 \end{cases}
\]

Furthermore, (5.10) simplifies to

\[
z = \pm \frac{4 - \eta^2}{4 + \eta^2} \sqrt{m^2 + k^2}.
\]

Therefore, there is only one eigenvalue of \(H[k]_{0,0,0}\) in the gap of \(\sigma_{\text{ess}}(H[k]_{0,0,0})\), namely

\[
z = \text{sgn}(\eta) \frac{\eta^2 - 4}{\eta^2 + 4} \sqrt{m^2 + k^2}.
\]

Consequently, we have

\[
\sigma(H_{\eta,0,0}) = \begin{cases} 
(-\infty, -|m|) \cup \{0\} \cup [|m|, +\infty) & \text{for } \eta = \pm 2 \\
(-\infty, \frac{4 - \eta^2}{4 + \eta^2} |m|) \cup [|m|, +\infty) & \text{for } \eta \in (-\infty, -2) \\
(-\infty, -|m|) \cup \left(\frac{4 - \eta^2}{4 + \eta^2} |m|, +\infty\right) & \text{for } \eta \in (-2, 0) \\
(-\infty, \frac{\eta^2 - 4}{\eta^2 + 4} |m|) \cup [|m|, +\infty) & \text{for } \eta \in (0, 2) \\
(-\infty, -|m|) \cup \left(\frac{\eta^2 - 4}{\eta^2 + 4} |m|, +\infty\right) & \text{for } \eta \in (2, +\infty) \end{cases}
\] (6.7)

This has already been observed in [6] employing a different approach. See figure 1 for plots of the energy bands in several typical situations. Note that at \(\eta = \pm 2\) the spectrum changes quite dramatically.

6.4.2. Purely Lorentz scalar interaction. Let \(\eta = \lambda = 0\). Then \(d = -\tau^2 \neq 4\). If \(\tau m < 0\) then there are eigenvalues

\[
z = \pm \sqrt{\frac{4 - \tau^2}{4 + \tau^2}} \frac{m^2 + k^2}{2}
\]

of \(H[k]_{0,\tau,0}\) in the gap of \(\sigma_{\text{ess}}(H[k]_{0,\tau,0})\). If \(\tau m \geq 0\) then there are no eigenvalues in this gap. Note that these results are true also in the decoupled case when \(\tau = \pm 2\), see [15]. We conclude that
Figure 2. Purely Lorentz scalar case with $m = 1$ and $\tau = -1$ (left), $\tau = -2$ (middle), and $\tau = -2.5$ (right). The bulk spectrum is depicted in gray and the thick black lines show the energy bands again. If $m > 0$ then there are energy bands only for $\tau < 0$. The spectrum of the full operator $H_{0,\tau,0}$ is presented in blue. For $\tau = -2$ there are two linear energy bands and the spectrum of $H_{0,\tau,0}$ is the whole real line. The same holds true when $m < 0$ and $\tau = 2$.

$$
\sigma(H_{0,\tau,0}) = \begin{cases} 
(\infty, -|m| \cup |m|, +\infty) & \text{if } \tau m \geq 0 \\
(\infty, -\frac{|4-\tau^2|}{4+\tau^2}|m| \cup \frac{|4-\tau^2|}{4+\tau^2}|m|, +\infty) & \text{if } \tau m < 0.
\end{cases}
$$

Figure 2 depicts the energy bands in several typical situations.

### 6.4.3. Purely magnetic interaction

Let $\eta = \tau = 0$. Then $d = -\lambda^2 \neq 4$. If

$$
\lambda k < 0
$$

then

$$
z_{\pm} = \pm \sqrt{m^2 + \left(\frac{4 - \lambda^2}{4 + \lambda^2}\right)^2 k^2}
$$

are eigenvalues of $H[k]_{0,0,\lambda}$ in the gap of $\sigma_{\text{ess}}(H[k]_{0,0,\lambda})$. If $\lambda k \geq 0$ then there are no eigenvalues. Again, these results remain valid also in the decoupled case $\lambda = \pm 2$, as the case $\eta = \tau = 0$ and $\lambda = \pm 2$ corresponds to $z = \pm 1$ in [15]; then, one can read off the result from equations (22) and (23) in [15]. In all cases we have $\sigma(H_{0,0,\lambda}) = \sigma(\hat{H}) = (\infty, -|m| \cup |m|, +\infty)$. Therefore, it is not possible to reduce the gap in the spectrum of $\hat{H}$ by means of the magnetic $\delta$-interaction. For $m = 0$ and $\lambda k < 0$, there are linear bands

$$
z_{\pm} = \pm \left|\frac{4 - \lambda^2}{4 + \lambda^2}\right|k.
$$

The energy bands for various values of $\lambda$ and $m$ are shown in figure 3. Since $\text{sgn}(\lambda)$ determines the orientation of the magnetic field and

$$
k \frac{dz_+}{dk} > 0, \quad k \frac{dz_-}{dk} < 0,
$$

the condition $\lambda k < 0$ may be physically interpreted as follows. The ‘positronic and electronic’ low dispersing wave-packets, i.e. packets constructed using the eigenfunctions associated with $z_+$ and $z_-$, respectively, may propagate along the axis $x = 0$ in one direction only. This direction is determined by the Lorentz force.
Figure 3. Purely magnetic case with $m = 1$ and $\lambda = 1$ (left), $m = 1$ and $\lambda = -0.5$ (middle), $m = 0$ and $\lambda = 1$ (right). The bulk spectrum, the energy bands, and the spectrum of the full operator $H_{0,0,\lambda}$ are depicted in gray, black, and blue, respectively. Note that the bands are supported on an open semi-axis only: for $\lambda > 0$ it is the negative semi-axis and vice versa. If $m = 0$ there is a linear band. Note that the spectrum of $H_{0,0,\lambda}$ always coincides with the spectrum of the free operator.

6.4.4. Spectral transition for $d = 4$. As it was noted in section 6.4.1 there are some cases where a continuous change of the coupling parameters may cause a dramatic change of the spectral properties - a so-called spectral transition; see [6]. Here we want to discuss another remarkable configuration causing a spectral transition, namely, when $d = 4$. By theorem 6.2, if $d = 4$ and $\lambda \neq 0$, then one always has

$$\sigma(H_{\eta,\tau,\lambda}) = \sigma_{ac}(H_{\eta,\tau,\lambda}) = \mathbb{R} \quad \text{and} \quad \sigma_{p}(H_{\eta,\tau,\lambda}) = \sigma_{sc}(H_{\eta,\tau,\lambda}) = \emptyset.$$  

If $\lambda$ changes its value to zero, while keeping $d = 4$ fixed, then

$$\sigma_{ac}(H_{\eta,\tau,\lambda}) = (-\infty, -|m|] \cup [|m|, +\infty), \quad \sigma_{p}(H_{\eta,\tau,\lambda}) = \left\{-\frac{\tau}{\eta}m \right\}, \quad \text{and} \quad \sigma_{sc}(H_{\eta,\tau,\lambda}) = \emptyset.$$  

We see that for $\lambda = 0$ an eigenvalue of infinite multiplicity appears. This change is even more dramatic for $m \neq 0$, as then the absolutely continuous spectrum in $(-|m|, |m|)$ collapses to the single point $-\frac{\tau}{\eta}m$.

7. Approximations by regular potentials

The problem of finding regular approximations when $\omega \neq 0$ may be reduced to the case when $\omega = 0$ in a similar vein as described in [11], section 8. Therefore, we still consider only the case $\omega = 0$ in this section.

7.1. Approximations of the fiber operators

First, one can try to approximate $H[k]_{\eta,\tau,\lambda}$ by the one-dimensional Dirac operator with a scaled regular potential which converges to the $\delta$-distribution in the sense of distributions. This has been done before when $k = 0$. The first rigorous results are due to Šeba [36], where approximations in the norm resolvent sense were provided for the purely electrostatic and the purely Lorentz scalar $\delta$-interaction. Approximations of a general $\delta$-interaction were found in [18] and [19]; however, only in the strong resolvent sense. The norm resolvent convergence of these approximations was proved in [38] for a three-parametric family of interactions. In fact, one can show norm resolvent convergence of the approximations for the whole four-parametric
family [34]. Since norm resolvent convergence is stable with respect to adding a constant hermitian perturbation, these results extend to the case $k \neq 0$.

We will now describe the approximating operators. Let $h \in L^1(\mathbb{R}; \mathbb{R}) \cap L^\infty(\mathbb{R}; \mathbb{R})$ be such that $\int_{\mathbb{R}} h(x) dx = 1$ and for $\varepsilon > 0$ define

$$h_\varepsilon(x) := \frac{1}{\varepsilon} h \left( \frac{x}{\varepsilon} \right).$$

In the following, we assume $d > -4$; the way how we treat the case $d < -4$ is discussed after Theorem 7.1. Since $\Lambda$ in the transmission condition (3.6) is invertible, there exists a hermitian matrix $A$ such that

$$\exp(-i\sigma_1 A) = \Lambda.$$  \hfill (7.1)

To see this we make a similar calculation as in [11, 38], rewrite

$$\Lambda = \frac{4}{4+d} \left( \frac{4-d}{4} \sigma_0 + \lambda \sigma_3 - i\eta \sigma_1 - \tau \sigma_2 \right),$$

and use the ansatz

$$A \equiv A_{\eta, \tau, \lambda} = \tilde{\eta} \sigma_0 + \tilde{\tau} \sigma_3 + \tilde{\lambda} \sigma_2$$

with

$$(\tilde{\eta}, \tilde{\tau}, \tilde{\lambda}) = \begin{cases} \frac{2}{\sqrt{d}} \left( \text{arctan}(\sqrt{d}/2) + i\pi \right)(\eta, \tau, \lambda) \quad &\text{for } d > 0 \\
\eta, \tau, \lambda \quad &\text{for } d = 0 \quad \hfill (7.2) \\
\frac{2}{\sqrt{-d}} \text{arctanh}(\sqrt{-d}/2)(\eta, \tau, \lambda) \quad &\text{for } d \in (-4, 0). \end{cases}$$

Plugging this into

$$\exp(B) = \exp \left( \frac{\text{Tr} B}{2} \right) \left( \cos \nu \sigma_0 + \frac{\sin \nu}{\nu} \left( B - \frac{\text{Tr} B}{2} \sigma_0 \right) \right), \quad \nu := \sqrt{\text{det}B - \left( \frac{\text{Tr} B}{2} \right)^2},$$

which holds for all $2 \times 2$ matrices $B$, we find that (7.1) is fulfilled. Finally, if we put

$$H[k]^{\varepsilon}_{\eta, \tau, \lambda} = H[k] + A_{\eta, \tau, \lambda} h_\varepsilon = \sigma_1 (-i\partial_\lambda) + \sigma_2 k + \sigma_3 m + A_{\eta, \tau, \lambda} h_\varepsilon,$$

$$\text{Dom}(H[k]^{\varepsilon}_{\eta, \tau, \lambda}) = \text{Dom}(H[k]) = H^1(\mathbb{R}; \mathbb{C}^2),$$

then the following result follows from [34], as the bounded perturbation $\sigma_2 k$ does not influence the convergence.

**Theorem 7.1.** Let $\eta, \tau, \lambda \in \mathbb{R}$ be such that $d = \eta^2 - \tau^2 - \lambda^2 > -4$ and let $\tilde{\eta}, \tilde{\tau}, \tilde{\lambda} \in \mathbb{R}$ be as in (7.2). Then

$$\lim_{\varepsilon \to 0} \left( H[k]^{\varepsilon}_{\eta, \tau, \lambda} - z \right)^{-1} \left( H[k]^{\varepsilon}_{\tilde{\eta}, \tilde{\tau}, \tilde{\lambda}} - z \right)^{-1} = 0, \quad z \in \mathbb{C} \setminus \mathbb{R}.$$

Note that it is much more difficult to deal with the decoupled case when $d = -4$; see [34]. If $d \in (-\infty, -4)$ one can still use the theorem, after employing the unitary transformation from proposition 4.2, see the discussion below the proof of theorem 2.5 in [11] for details. In fact, the restriction $d > -4$ is the price we pay for our ansatz for $A$ (and consequently, for the concise formula (7.2)).

For the distributional limit of the approximating potential we get

$$\lim_{\varepsilon \to 0} A_{\eta, \tau, \lambda} h_\varepsilon = A_{\tilde{\eta}, \tilde{\tau}, \tilde{\lambda}} \delta = (\tilde{\eta} \sigma_0 + \tilde{\tau} \sigma_3 + \tilde{\lambda} \sigma_2) \delta.$$
Except for the case when \( d = 0 \) this is different from the potential in the formal expression (3.2) for \( H[\hat{k}]_{\eta,\tau,\lambda} \). Therefore, the renormalization of the coupling constant occurs during the approximating procedure. In the one-dimensional relativistic setting, this effect was described for the first time in [36] and generalized and studied in more detail in [18, 19, 38]. Remarkably, the coupling constants have to be renormalized in the exactly same manner in the two-dimensional [11] and the three-dimensional [22, 23] setting.

7.2. Approximations of the full operator

Let us define

\[
H_{\tilde{\eta},\tilde{\tau},\tilde{\lambda}}^\varepsilon := \int_{\mathbb{R}} H[k]_{\tilde{\eta},\tilde{\tau},\tilde{\lambda}} \, dk.
\]

By [30, theorem XIII.85] we have for \( z \in \mathbb{C} \setminus \mathbb{R} \)

\[
(H_{\tilde{\eta},\tilde{\tau},\tilde{\lambda}}^\varepsilon - z)^{-1} = \int_{\mathbb{R}} (H[k]_{\tilde{\eta},\tilde{\tau},\tilde{\lambda}} - z)^{-1} \, dk,
\]

\[
(H_{\eta,\tau,\lambda} - z)^{-1} = \int_{\mathbb{R}} (H[k]_{\eta,\tau,\lambda} - z)^{-1} \, dk.
\]

We will prove the following result:

**Theorem 7.2.** Let \( \eta, \tau, \lambda \in \mathbb{R} \) be such that \( d = \eta^2 - \tau^2 - \lambda^2 > -4 \). Then, for any \( z \in \mathbb{C} \setminus \mathbb{R} \) and all \( \psi \in \mathcal{F}_{\mathbb{R}} \mathbb{L}^2(\mathbb{R}, \mathbb{C}^2)dk \equiv \mathbb{L}^2(\mathbb{R}, dx; \mathbb{C}^2), \)

\[
\lim_{\varepsilon \to 0} \| (H_{\eta,\tau,\lambda} - z)^{-1} \psi - (H_{\tilde{\eta},\tilde{\tau},\tilde{\lambda}}^\varepsilon - z)^{-1} \psi \| = 0,
\]

where the coefficients \( \tilde{\eta}, \tilde{\tau}, \) and \( \tilde{\lambda} \) are given in (7.2).

We would like to point out that theorem 7.2 also holds true for the critical interaction strengths, i.e. when \( (\frac{d}{2} - 1)^2 - \lambda^2 = 0 \). It is the first time, that such an approximation result is shown in the critical case in a higher dimensional setting. Our proof relies on the direct integral decomposition and theorem 7.1. Since the convergence of the fiber operators in theorem 7.1 is not uniform in \( k \in \mathbb{R} \), this method yields just the strong convergence of the full resolvents.

**Remark 7.3 (Purely magnetic interaction).** If \( \eta = \tau = 0 \) and \( \lambda \in (-2, 0) \cup (0, 2) \) then the matrix part of the approximating potential is just a multiple of \( \sigma_2 \),

\[
A = \tilde{\lambda} \sigma_2 = 2 \arctanh \frac{\lambda}{2} \sigma_2.
\]

(If \( |\lambda| > 2 \) we would get \( A = 2 \arctanh \frac{\lambda}{2} \sigma_2 + \pi \sigma_1 \). Therefore, we have

\[
\mathcal{F}^{-1}_{y \to k} H_{\eta,\tau,\lambda} \mathcal{F}_{y \to k} = \sigma_1 (-i \partial_x) + \sigma_2 (-i \partial_y + \tilde{\lambda} h_x) + \sigma_3 m.
\]

This is just the two-dimensional Dirac Hamiltonian with a magnetic field supported in the \( \varepsilon \)-tubular neighborhood of the line \( \lambda = 0 \). When \( m = 0 \) such operators were used to describe the electron states (near one Dirac point) in graphene under the influence of either a perpendicular magnetic field or a strain [13, 24, 27]. Note that the function \( h_x \) determines the profile of the ‘magnetic barrier’. If \( h_x = e^{-\chi(x,-\varepsilon)} \) then we get a model which is analytically solvable—see [24, section 2.1]. The narrow limit, \( \varepsilon \to 0 \), was treated only formally in [27], and so the renormalization of the coupling constant was not derived there. Nevertheless, unless \( \lambda = 0 \), it is always necessary. On the other hand, linear bands for the (what we call here) purely magnetic \( \delta \)-interaction were already observed in [27].
Proof of Theorem 7.2. First, we note that for any two closed operators $A, B$ acting in a Hilbert space and $z_1, z_2 \in \rho(A) \cap \rho(B)$ the relation

$$(A - z_2)^{-1} - (B - z_2)^{-1} = (1 + (z_2 - z_1)(B - z_2)) [(A - z_1)^{-1} - (B - z_1)] (1 + (z_2 - z_1)(A - z_2))^{-1}$$

holds; this can be seen by employing the first resolvent identity. Applying this for $A = (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i) \sigma_2$, $B = (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i) \sigma_2$, $z_2 = -k$, and $z_1 = 0$, we obtain

$$
(H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} - (H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} = \sigma_2 \left( (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i) \sigma_2 + k \right)^{-1} - (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i) \sigma_2 + k^{-1})

= \sigma_2 \left( 1 - k ((H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i) \sigma_2 + k)^{-1} \left[ \sigma_2 (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i) - \sigma_2 (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} \right]

\times \left( 1 - k ((H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i) \sigma_2 + k)^{-1} \right)

= \sigma_2 \left( k (H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} \right) \sigma_2 \left[ (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} - (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} \right] \sigma_2

\times \left( (H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} \right).

Since $\sigma_2$ is unitary and $\| (C - i)^{-1} \| \leq 1$ holds for any self-adjoint operator $C$, this implies

$$
\| (H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} - (H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} \| \leq (1 + |k|)^2 \| (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} - (H[0]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} \|.
$$

(7.3)

For $K > 0$, define $\mathcal{K}_K := \{ \psi \in L^2(\mathbb{R}^2; \mathbb{C}^2) \mid \langle \psi, k \rangle = 0 \text{ if } |k| > K \}$. First, take any $\psi \in \mathcal{K}_K$ and put $D_z[k] := (H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1} - (H[k]^{\varepsilon}_{\eta, \tau, \lambda} - i)^{-1}$. Then we have

$$
\left\| \int_{\mathbb{R}} D_z[k] \psi \right\|^2 = \left\| \int_{(-K,K)} D_z[k] \psi(\cdot, k) \right\|^2 \leq \sup_{(-K,K)} \|D_z[k]\|^2 \int_{(-K,K)} \|\psi(\cdot, k)\|^2 dk = \sup_{(-K,K)} \|D_z[k]\|^2 \|\psi\|^2.
$$

Using (7.3) we obtain the estimate

$$
\left\| \int_{\mathbb{R}} D_z[k] \psi \right\| \leq (1 + K)^2 \|D_z[0]\| \|\psi\|.
$$

(7.4)

Next, for a fixed element $\psi = \int_{\mathbb{R}} \psi(\cdot, k) dk \in L^2(\mathbb{R}^2; \mathbb{C}^2)$ and $K > 0$ define the function $\psi_K := \int_{(-K,K)} \psi(\cdot, k) dk \in \mathcal{K}_K$. Using the dominated convergence theorem, one can show that

$$
\lim_{K \to \infty} \|\psi - \psi_K\| = 0.
$$

Finally, by the triangle inequality, (7.4), and the fact that $\|\psi_K\| \leq \|\psi\|$, we get

$$
\left\| \int_{\mathbb{R}} D_z[k] \psi \right\|^2 \leq \left\| \int_{\mathbb{R}} D_z[k] \psi \right\|^2 + \left\| \int_{\mathbb{R}} D_z[k] \psi - \psi_K \right\|^2 \leq (1 + K)^2 \|D_z[0]\|^2 \|\psi\|^2 + \left\| \int_{\mathbb{R}} D_z[k] \right\| \|\psi - \psi_K\|.
$$

(7.5)
Since
\[ \left\| \int_{\mathbb{R}} D_{\varepsilon}[k] \, dk \right\| \leq \left\| \int_{\mathbb{R}} (H[k]\eta,\tau,\lambda - i)^{-1} \, dk \right\| + \left\| \int_{\mathbb{R}} (H[k]\eta,\tau,\lambda - i)^{-1} \, dk \right\| \leq 2, \]
the second term on the right-hand side of (7.5) can be made arbitrarily small by choosing $K$ large enough. With any fixed $K$ the first term on the right-hand side of (7.5) tends to zero as $\varepsilon \to 0$. We conclude that $\lim_{\varepsilon \to 0} \left\| \int_{\mathbb{R}} D_{\varepsilon}[k] \, dk \psi \right\| = 0$.
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\section*{Appendix. Direct integrals of self-adjoint operators}
In this section we will prove several abstract results concerning the direct integral of self-adjoint operators. First, following [30, section XIII.16] we recall some necessary notations. Let $\mathcal{G}$ be a separable complex Hilbert space with inner product $\langle \cdot, \cdot \rangle_{\mathcal{G}}$ and, for simplicity, let $\mathcal{M} \subset \mathbb{R}$ be an interval. Moreover, let $A(k)$, $k \in \mathcal{M}$, be a family of self-adjoint operators in $\mathcal{G}$ such that $\mathcal{M} \ni k \mapsto \langle (A(k) - i)^{-1} \psi, \varphi \rangle_{\mathcal{G}}$ is measurable for all $\psi, \varphi \in \mathcal{G}$, and define in the Hilbert space
\[ H := \int_{\mathcal{M}} \mathcal{G} \, dk \]
is measurable, $\|\psi\|_{\mathcal{H}}^2 := \int_{\mathcal{M}} \|\psi(k)\|_{\mathcal{G}}^2 \, dk < \infty \}
the operator
\[ A := \int_{\mathcal{M}} A(k) \, dk \]
by
\[ (A\psi)(k) = A(k)\psi(k), \]
$\text{Dom}(A) = \left\{ \psi \in \mathcal{H} : \psi(k) \in \text{Dom}(A(k)) \text{ a.e.}, \int_{\mathcal{M}} \|A(k)\psi(k)\|_{\mathcal{G}}^2 \, dk < \infty \right\}$. 
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It is well-known that $A$ is self-adjoint in $\mathcal{H}$ and that
\[ \sigma(A) = \{ z \in \mathbb{R} \mid \{ k \in \mathcal{M} \mid \sigma(A(k)) \cap (z-\varepsilon,z+\varepsilon) \neq \emptyset \} \neq \emptyset \text{ for all } \varepsilon > 0 \} \quad (A.2) \]
and
\[ \sigma_p(A) = \{ z \in \mathbb{R} \mid \{ k \in \mathcal{M} \mid \sigma_p(A(k)) \} \neq \emptyset \}, \quad (A.3) \]
where $|B|$ denotes the Lebesgue measure of $B \subset \mathbb{R}$; see \cite[theorem XIII.85]{30}. Note that all eigenvalues of $A$ are of infinite multiplicity. Indeed, if $\lambda \in \sigma_p(A)$, then for any normalized $\psi(k) \in \ker(A(k)-\lambda)$ and each function $\chi$ which is non-zero on $\{ k \in \mathcal{M} \mid \sigma_p(A(k)) \}$, such that $k \mapsto \chi(k)\psi(k)$ is square integrable, the vector $k \mapsto \chi(k)\psi(k)$ belongs to $\ker(A-\lambda)$.

In the following theorem we provide a criterion implying that $\sigma(A)$ consists only of absolutely continuous spectrum and pure point spectrum. This criterion is used in section 6 to analyze the spectrum of the operator $H_{\eta,\tau,\lambda}$. We assume for each $k \in \mathcal{M}$ that
\[ \sigma_{ac}(A(k)) = \emptyset, \]
and that there exist at most countably many measurable sets $\mathcal{I}_n \subset \mathcal{M}$ and measurable functions $E_n : \mathcal{I}_n \to \mathbb{R}$ such that for almost every $k \in \mathcal{M}$
\[ \sigma_p(A(k)) = \bigcup \{ E_n(k) \}. \]

The formulation of the following theorem has rather general assumptions on $E_n(k)$, afterwards in corollary A.3 we discuss a special case which is easier applicable.

**Theorem A.1.** Suppose that $A$ satisfies the above assumptions. Moreover, assume that for each $\mathcal{N} \subset \mathbb{R}$ with $|\mathcal{N}| = 0$ the relation $|E_n^{-1}(\mathcal{N} \setminus \sigma_p(A))| = 0$ holds for all $n$. Then
\[ \sigma_{ac}(A) = \emptyset. \]

**Proof.** Let $\mathcal{H}_{pp}$ be the pure point subspace and let $\mathcal{H}_c = \mathcal{H}_{pp}^\perp$ be the continuous subspace associated with $A$. It suffices to verify that $\mathcal{H}_c$ is the absolutely continuous subspace associated with $A$. To show this, denote by $E$ and $E(k)$ the spectral measures corresponding to $A$ and $A(k)$, respectively. Let $\psi \in \mathcal{H}_c$ be fixed. We check that for $\mathcal{N} \subset \mathbb{R}$ with Lebesgue measure zero the relation
\[ \int_{\mathcal{N}} \langle E\psi, \psi \rangle_{\mathcal{H}} = 0 \quad (A.4) \]
holds. In fact, we have
\[ \int_{\mathcal{N}} \langle E\psi, \psi \rangle_{\mathcal{H}} = \int_{\mathcal{M}} \int_{\mathcal{N}} \langle E(k)\psi(k), \psi(k) \rangle_{\mathcal{H}} \, dk \]
\[ = \int_{\mathcal{M}} \int_{\mathcal{N} \setminus \sigma_p(A)} \langle E(k)\psi(k), \psi(k) \rangle_{\mathcal{H}} \, dk, \]
see the proof of \cite[theorem XIII.85]{30} for the first equality and the second equality holds as $\psi \in \mathcal{H}_c = \mathcal{H}_{pp}^\perp$ and $\sigma_p(A(k))$ is at most countable. By the assumption of this theorem, we can decompose $E(k) = E(k)_{ac} + \sum_n P_n(k)$, where the measure $\langle E(k)_{ac}\psi(k), \psi(k) \rangle_{\mathcal{H}}$ is absolutely continuous with respect to the Lebesgue measure and $P_n(k)$ is the orthogonal projection onto $\ker(A(k) - E_n(k))$. Then we have for each fixed $k \in \mathcal{M}$
\[ \int_{\mathcal{N} \setminus \sigma_p(A)} \langle E(k)_{ac}\psi(k), \psi(k) \rangle_{\mathcal{H}} = 0 \]
and
\[ \int_{N \setminus \sigma_p(A)} d(P_n(k)\psi(k),\psi(k)) \leq \begin{cases} \|\psi(k)\|^2_{\mathcal{H}} & \text{for } E_n(k) \in N \setminus \sigma_p(A), \\ 0 & \text{for } E_n(k) \notin N \setminus \sigma_p(A). \end{cases} \]

Let us denote by \( \chi_{N \setminus \sigma_p(A)} \) the indicator function associated with \( N \setminus \sigma_p(A) \). Then we conclude that
\[
\int_{N} d(E\psi,\psi) \leq \int_{N} \sum_n \|\psi(k)\|^2_{\mathcal{H}} \chi_{N \setminus \sigma_p(A)}(E_n(k)) \, dk
= \sum_n \int_{E_n^{-1}(N \setminus \sigma_p(A))} \|\psi(k)\|^2_{\mathcal{H}} \, dk = 0,
\]

since \( E_n^{-1}(N \setminus \sigma_p(A)) \) is a zero set by assumption. This shows (A.4) and yields the claimed result.

In the following example we show that the assumption \( \left| E_n^{-1}(N \setminus \sigma_p(A)) \right| = 0 \) for all zero sets \( N \) is needed to conclude \( \sigma_{sc}(A) = \emptyset \).

**Example A.2.** Let
\[
\mathcal{C} := \left\{ \sum_{n=1}^{\infty} \frac{a_n}{2^n} \mid a_n \in \{0,2\} \forall n \in \mathbb{N} \right\}
\]
be the Cantor set. Choose for any fixed \( x \in [0,1] \) one fixed sequence of coefficients \( \{a_n(x) : a_n(x) \in \{0,1\}, n \in \mathbb{N}\} \) such that
\[
x = \sum_{n=1}^{\infty} \frac{a_n(x)}{2^n}.
\]
and consider the map \( E_1 : [0,1] \to \mathcal{C} \) given by
\[
E_1(x) := \sum_{n=1}^{\infty} \frac{2a_n(x)}{3^n}.
\]
Then \( E_1 \) is strictly monotonously increasing, and hence injective and measurable. Consider in \( L^2([0,1]) = \int_{[0,1]}^{\oplus} \mathbb{C} dk \) the multiplication operator
\[
A = \int_{[0,1]}^{\oplus} A(k)dk, \quad A(k)w = E_1(k)w \text{ for } k \in [0,1] \text{ and } w \in \mathbb{C}.
\]
Clearly, \( \sigma_c(A(k)) = 0, \sigma(A(k)) = \sigma_p(A(k)) = \{E_1(k)\} \), and \( \sigma_p(A) = \emptyset \) follows from (A.3). However, for the spectral measure \( E_A \) associated with \( A, \psi \equiv 1 \), and the Lebesgue zero set \( N = \mathcal{C} \) we have
\[
\langle E_A(\mathcal{C})\psi,\psi \rangle = \int_{0}^{1} \chi_{E_1^{-1}(\mathcal{C})}(k)dk = 1 \neq 0,
\]
i.e. \( \psi \) belongs to the singularly continuous subspace of \( A \) and hence, \( \sigma_{sc}(A) \neq \emptyset \).

Finally, we deduce the following result about the spectrum of a self-adjoint operator defined as a direct integral. The formulation is particularly simple to apply in the main part of the paper.
Corollary A.3. Let the operator $A$ be defined via a direct integral as in (A.1) such that for each $k \in \mathcal{M}$

$$\sigma_{ac}(A(k)) = \emptyset,$$

and assume that there exist at most countable many open intervals $\mathcal{I}_n \subset \mathcal{M}$ and real analytic functions $E_n : \mathcal{I}_n \to \mathbb{R}$ such that for almost every $k \in \mathcal{M}$

$$\sigma_p(A(k)) = \bigcup_{\{n | k \in \mathcal{I}_n\}} \{E_n(k)\}.$$

Then $\sigma_{ac}(A) = \emptyset$ and the following assertions hold:

(a) $\sigma_p(A) = \bigcup_{n \in \mathcal{C}} \text{Ran } E_n$, where $\mathcal{C} = \{n | E_n \text{ is constant}\};$

(b) $\sigma(A)$ is given by

$$\bigcup_{n} \text{Ran } E_n \cup \{z \in \mathbb{R} | \{k \in \mathcal{M} | \sigma_{ac}(A(k)) \cap (z - \varepsilon, z + \varepsilon) \neq \emptyset\} > 0 \text{ for all } \varepsilon > 0\};$$

(c) $\sigma_{ac}(A)$ is given by

$$\bigcup_{n \notin \mathcal{C}} \text{Ran } E_n \cup \{z \in \mathbb{R} | \{k \in \mathcal{M} | \sigma_{ac}(A(k)) \cap (z - \varepsilon, z + \varepsilon) \neq \emptyset\} > 0 \text{ for all } \varepsilon > 0\},$$

where $\mathcal{C}$ is as in (a).

Proof. It suffices to prove the statement $\sigma_{ac}(A) = \emptyset$, as the remaining assertions (a)–(c) then follow from (A.2) and (A.3). According to theorem A.1 we have to verify $|E_n^{-1}(\mathcal{N} \setminus \sigma_{p}(A))| = 0$ for each measurable set $\mathcal{N}$ with $|\mathcal{N}| = 0$. This will be done in two steps.

Step 1: First, assume that $|E_n'| > 0$. This and a change of variables imply

$$0 = |\mathcal{N} \setminus \sigma_{p}(A)| = \int_{(\mathcal{N} \setminus \sigma_{p}(A)) \cap \text{Ran } E_n} dx + \int_{(\mathcal{N} \setminus \sigma_{p}(A)) \setminus \text{Ran } E_n} dx = \int_{E_n^{-1}(\mathcal{N} \setminus \sigma_{p}(A))} |E_n'(k)| dk + \int_{(\mathcal{N} \setminus \sigma_{p}(A)) \setminus \text{Ran } E_n} dx = \int_{E_n^{-1}(\mathcal{N} \setminus \sigma_{p}(A))} |E_n'(k)| dk \geq 0.$$

Since $|E_n'| > 0$, the last displayed formula can only be true if $|E_n^{-1}(\mathcal{N} \setminus \sigma_{p}(A))| = 0$, which shows the assertion.

Step 2: Assume now that $E_n$ is an arbitrary real analytic function and that $E_n$ is not constant, as otherwise $E_n$ yields a point in $\sigma_{p}(A)$. Then the zeros of $E_n'$ can only accumulate to the boundary of $\mathcal{I}_n$ and if $\mathcal{J}_f$ denote the open intervals in between the zeros of $E_n'$, then $|E_n'|_{\mathcal{J}_f} > 0$. Hence, it follows for any measurable set $\mathcal{N}$ with $|\mathcal{N}| = 0$ with the argument of Step 1 that

$$|E_n^{-1}(\mathcal{N} \setminus \sigma_{p}(A))| = \sum_{l=1}^{\infty} |(E_n|_{\mathcal{J}_l})^{-1}(\mathcal{N} \setminus \sigma_{p}(A))| = 0,$$

which yields all claims. \qed
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