Equations-of-motion method for triplet excitation operators in graphene
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Abstract
The particle–hole continuum in the Dirac sea of graphene has a unique window underneath, which in principle leaves room for bound state formation in the triplet particle–hole channel (Baskaran and Jafari 2002 Phys. Rev. Lett. 89 016402). In this work, we construct appropriate triplet particle–hole operators and, using a repulsive Hubbard-type effective interaction, we employ equations of motion to derive approximate eigenvalue equations for such triplet operators. While the secular equation for the spin density fluctuations gives rise to an equation which is second order in the strength of the short range interaction, the explicit construction of the triplet operators obtained here shows that, in terms of these operators, the second-order equation can be factorized to two first-order equations, one of which gives rise to a solution below the particle–hole continuum of Dirac electrons in undoped graphene.

1. Introduction
The single-particle excitations in graphene and graphite are characterized by a Dirac cone [1–4]. As for the excitations in the two-quasi-particle sector, adding interactions may produce bound states in, especially, the particle–hole channel. Such two-quasi-particle states constitute the bosonic portion of the excitation spectrum. In doped graphene, where an extended Fermi surface instead of Fermi points governs the continuum of free particle–hole excitations, the long range Coulomb forces bind initially free particle–hole pairs into spin singlet long-lived bosonic excitations known as plasmons [5, 6]. Now, let us think of what happens in the limit where doping tends to zero. In this limit the area of the Fermi circle becomes smaller and smaller, so that the ratio of Coulomb energy to the kinetic energy increases, and the single-particle picture is expected to deviate from the simple Dirac cone, whereby signatures of the correlation effect are expected to become important in the limit of undoped graphene.

The simplest model Hamiltonian which takes the dominant correlation effects into account is the Hubbard model. In light of recent ab initio estimates of the Hubbard $U$ in graphene, whose unscreened value can be as large as $\sim 10$ eV [7], it is important to examine possible consequences of such a large on-site interaction on the physical properties of graphene. Recently an extensive quantum Monte Carlo (QMC) study of the phase diagram of the Hubbard model on the honeycomb lattice suggests a spin liquid ground state [8] for a range of $U/\gamma \sim 3–4$, ($\gamma$ being the nearest-neighbor hopping amplitude). Therefore graphene is likely to be in the vicinity of a quantum spin liquid state [8]. This scenario has been supported by other quantum Monte Carlo studies [9]. Our recent QMC study suggests [10] that the collective particle–hole excitations in $sp^2$ bonded planar systems are compatible with a picture based on separate spin and charge carriers, as in slave-particle theories. In this scenario, the lowest excitations are triplet states which can be interpreted as two-spinon bound states. It is followed by a singlet excitation constructed from a doublon and a holon [11]. Moreover, lattice gauge theory simulation of $(2 + 1)$-dimensional QED predicts the critical value of the "fine structure" constant in graphene can be crossed in suspended graphene [12]. In this scenario, the ground state of graphene in vacuum is expected to be a Mott insulator, where in the ground state the two-particle sector is dominated by long range resonating valence bond correlations [13]. Therefore, despite an intriguing simplicity of the one-particle sector of excitations in graphene, the two-quasi-particle sector...
of excitations seems to be quite involved and may have remarkable singlet correlations in its ground state. Therefore it is timely to revisit the nature of spin excitations in undoped graphene [14] from the weak coupling side which is described by a Dirac liquid fixed point [15].

The collective excitation considered here will have distinct features from plasmons, because: (i) formation of plasmons requires doping, while here we consider undoped graphene. (ii) Plasmons are formed in the singlet particle–hole channel, as a result of long range Coulomb forces. But here we assume a short range Hubbard-type interaction and focus on the triplet channel of particle–hole excitations. By constructing equations of motion [16] for triplet excitations formed across the valence and conduction band states in a Dirac cone, we obtain two triplet operators whose eigenvalue equations are decoupled, and one of them displays solutions for finite values of the short range interaction strength. We compare our derivation with a naive RPA-like construction of a geometric series [17] and show that, for the triplet operators proposed in this work, the secular equation decouples into two first-order equations in the short range interaction strength, one of which always does support a solution below the particle–hole continuum [14]. Such a decoupling cannot be achieved for spin density fluctuation operators [17]. Since these bosonic excitations are not precise spin density fluctuations, their coupling to neutrons is expected to be less than the coupling of spin density fluctuations. We therefore discuss the coupling of neutrons to such excitations.

2. Effective Hamiltonian

As mentioned earlier, unlike plasmon (singlet) excitations, for which the long range part of the Coulomb interaction is essential, since here we are interested in collective excitations in the triplet (spin-flip) channel, we only need to consider the short range part of the interaction, as the spin-flip interactions are generated by the short range part of the interactions. It can be shown that inclusion of the longer range part of the interactions does not lead to a qualitative change in the dispersion of spin-1 collective excitations [18]. Hence we start from the Hubbard model:

\[ H = H_0 + H_U \]

\[ = -\gamma \sum_{\langle i,j \rangle, \sigma} (a_{i\sigma}^\dagger a_{j\sigma} + b_{i\sigma}^\dagger b_{j\sigma}) + U \sum_j n_{j\uparrow} n_{j\downarrow}, \]  

where \( i, j \) denote sites of a honeycomb lattice and \( \sigma \) stands for the spin of electrons. In this model, \( U \sim 10 \text{ eV} \) is the bare on-site Coulomb repulsion and \( \gamma \sim 2.5 \text{ eV} \) is the hopping amplitude to nearest-neighbor sites. \( a_{\sigma}^\dagger \) and \( b_{\sigma}^\dagger \) are creation operators corresponding to 2p orbitals at A and B sub-lattices, respectively. To be self-contained and to fix the notation, we briefly summarize the change of basis needed to diagonalize \( H_0 \). We introduce the Fourier transforms

\[ a_{i\sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_k e^{-i \mathbf{k} \cdot \mathbf{R}_i} a_{\sigma k\sigma}^\dagger \]

\[ b_{i\sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_k e^{-i \mathbf{k} \cdot \mathbf{R}_i} b_{\sigma k\sigma}^\dagger \]

where two atoms in the \( j \)th unit cell are located at \( \mathbf{R}_j \) (\( \in A \)) and \( \mathbf{R}_{j+\delta} \) (\( \in B \)). \( N \) is the total number of cells. The above Fourier expansion transforms the non-interacting part of the Hamiltonian to

\[ H_0 = -\gamma \sum_{\langle i,j \rangle, \sigma} \Phi(\mathbf{k}) a_{i\sigma k\sigma}^\dagger b_{j\sigma k\sigma} + \Phi^*(\mathbf{k}) b_{i\sigma k\sigma}^\dagger a_{j\sigma k\sigma} \]

with the form factor given by

\[ \Phi(\mathbf{k}) = e^{i\mathbf{k} \cdot \delta_1} + e^{i\mathbf{k} \cdot \delta_2} + e^{i\mathbf{k} \cdot \delta_3}, \]

where \( \delta_1, \delta_2, \delta_3 \) are vectors connecting each atom in the A sub-lattice to its nearest neighbors. The phase of the form factors is defined by \( \gamma \Phi(\mathbf{k}) = \gamma |\Phi(\mathbf{k})| e^{\gamma i} \equiv \epsilon \gamma e^{\gamma i}, \) in terms of which the hopping term becomes

\[ H_0 = -\sum_{k\sigma} \epsilon_k (a_{k\sigma}^\dagger a_{k\sigma} + b_{k\sigma}^\dagger b_{k\sigma}) \left( \begin{array}{cc} 0 & e^{i\mathbf{k} \cdot \mathbf{R}_1} \\ e^{-i\mathbf{k} \cdot \mathbf{R}_1} & 0 \end{array} \right). \]

The following change of basis from \((a, b)\) basis to \((c, \nu)\) basis:

\[ \left( \begin{array}{c} a_{k\sigma} \\ b_{k\sigma} \end{array} \right) = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & e^{-i\mathbf{k} \cdot \mathbf{R}_1} \\ e^{i\mathbf{k} \cdot \mathbf{R}_1} & 1 \end{array} \right) \left( \begin{array}{c} c_{k\sigma} \\ \nu_{k\sigma} \end{array} \right), \]

brings \( H_0 \) to a diagonal format:

\[ H_0 = \sum_{k\sigma} \epsilon_k (c_{k\sigma}^\dagger c_{k\sigma} - \nu_{k\sigma}^\dagger \nu_{k\sigma}). \]

Operators \( c_{k\sigma}^\dagger \) and \( \nu_{k\sigma}^\dagger \) correspond to electron and hole operators. For later reference we note the explicit relation connecting \( a_{\sigma}^\dagger \) and \( b_{\sigma}^\dagger \) operators to these bases is given by

\[ a_{j\sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_k e^{i(\mathbf{k} \cdot \mathbf{R}_j - \mathbf{k} \cdot \mathbf{R}_1) \cdot \delta_\sigma} \left( \begin{array}{cc} 1 \\\ n_{j\uparrow} n_{j\downarrow} \end{array} \right), \]

\[ b_{j\sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_k e^{i(\mathbf{k} \cdot \mathbf{R}_j - \mathbf{k} \cdot \mathbf{R}_1) \cdot \delta_\sigma} \left( \begin{array}{cc} n_{j\uparrow} n_{j\downarrow} \\\ 1 \end{array} \right). \]

Now let us rewrite the short range Hubbard interaction in the new basis in which \( H_0 \) is diagonal. The Hubbard interaction term in the exchange channel can be written as

\[ H_U = -U \sum_j a_{j\uparrow}^\dagger a_{j\downarrow}^\dagger a_{j\uparrow} a_{j\downarrow} + b_{j\uparrow}^\dagger b_{j\downarrow}^\dagger b_{j\uparrow} b_{j\downarrow}. \]
Inserting the above equations in the Hubbard term, \( \frac{1}{2} \sum_{ij} \) produces a momentum conservation constraint which can be satisfied by changing from \( \vec{k}' \) and \( \vec{p}' \) to a new variable \( \vec{q} \) defined by

\[
\vec{q} \equiv \vec{k} - \vec{k}' = \vec{p}' - \vec{p},
\]

which eventually gives

\[
H_U = \frac{-U}{4N} \sum_{kpq} \left[ \left( c_{k+q}^\dagger + v^q_{k+q} \right)(c_{k-\vec{q}} + v_{k-\vec{q}}) \left( c_{ \vec{p}+\vec{q}}^\dagger + v_{ \vec{p}+\vec{q}} \right) \right] \\
\times \left( c_{\vec{p}+\vec{q}} v_{\vec{p}+\vec{q}} \right) + e^{i \vec{q} \cdot (\vec{k} - \vec{p}) \phi_{\vec{k}}^\dagger \phi_{\vec{p}}^\dagger \phi_{\vec{p}} \phi_{\vec{k}}}
\]

(14)

Expanding the Hubbard interaction in terms of electron (c) and hole (\( v \)) operators generates 32 terms. Combining the amplitudes \( 1 \) and \( e^{i \vec{q} \cdot (\vec{k} - \vec{p}) \phi_{\vec{k}}^\dagger \phi_{\vec{p}}^\dagger \phi_{\vec{p}} \phi_{\vec{k}}} \) from the first and second lines of equation (15) leads to 16 types of terms with arbitrary numbers of electron and hole operators, whose amplitudes are of the form

\[
\gamma_{kpq}^\pm \equiv \frac{1 \pm e^{i \vec{q} \cdot (\vec{k} - \vec{p}) \phi_{\vec{k}}^\dagger \phi_{\vec{p}}^\dagger \phi_{\vec{p}} \phi_{\vec{k}}}}{2}.
\]

(16)

As can be seen from equation (15), for those terms containing an imbalanced number of c and \( v \) operators, the amplitude of the process generated by the interaction will be \( \gamma \), while for those where the numbers of conduction and valence operators are balanced, the interaction vertex will be proportional to \( \gamma \). Therefore in the long wavelength limit, \( |\vec{q}| \rightarrow 0 \), where \( \gamma \rightarrow 0 \), we expect the following types of terms to survive in the effective short range interaction:

\[
\hat{H}_1 = -\frac{\tilde{U}}{2N} \sum_{kpq} \gamma_{kpq}^+ \left( c_{k+q}^\dagger v_{k-\vec{q}} c_{\vec{p}+\vec{q}}^\dagger \right)
\]

(17)

\[
\hat{H}_2 = -\frac{\tilde{U}}{2N} \sum_{kpq} \gamma_{kpq}^+ \left( v_{k+q}^\dagger c_{k-\vec{q}} c_{\vec{p}+\vec{q}}^\dagger \right)
\]

(18)

\[
\hat{H}_3 = \frac{\tilde{U}}{2N} \sum_{kpq} \gamma_{kpq}^+ \left( c_{k-\vec{q}}^\dagger v_{k+q} c_{\vec{p}+\vec{q}}^\dagger \right)
\]

(19)

\[
\hat{H}_4 = \frac{\tilde{U}}{2N} \sum_{kpq} \gamma_{kpq}^+ \left( v_{k+q}^\dagger c_{k-\vec{q}} c_{\vec{p}+\vec{q}}^\dagger \right)
\]

(20)

\[
\hat{H}_5 = \frac{\tilde{U}}{2N} \sum_{kpq} \gamma_{kpq}^+ \left( c_{k-\vec{q}}^\dagger v_{k+q} c_{\vec{p}+\vec{q}}^\dagger \right)
\]

(21)

\[
\hat{H}_6 = \frac{\tilde{U}}{2N} \sum_{kpq} \gamma_{kpq}^+ \left( v_{k+q}^\dagger c_{k-\vec{q}} c_{\vec{p}+\vec{q}}^\dagger \right)
\]

(22)

There are two more types with their vertex strength proportional to \( \gamma \), namely \( c_{k+q}^\dagger v_{k+q} c_{\vec{p}+\vec{q}}^\dagger \), which correspond to particle–hole fluctuations solely in the conduction or valence band, which will not contribute in the undoped graphene, as average occupation numbers arising from the Hartree decomposition of the equations of motion (see section 3) make them irrelevant at this mean-field level.

Beyond the mean-field, they are supposed to renormalize the bare value of \( U \rightarrow \tilde{U} \). Therefore the tree-level effective short range Hamiltonian we use in this work is

\[
H_{\text{eff}} = H_0 + \sum_{a=1}^{6} \tilde{H}_a.
\]

(23)

The bare value of \( U \sim 4\gamma \) is expected to get renormalized to a smaller value \( \tilde{U} \lesssim 2.23\gamma \), beyond which an instability towards anti-ferromagnetic ordering occurs [18, 19]. The mean-field factorization in the equation of motion employed here (section 3) may lead to the underestimation of this upper value for \( \tilde{U} \), which is a known effect of mean-field treatments [20]. Therefore the physical range of parameters is limited to \( \tilde{U} \sim 2\gamma \). More elaborate calculations based on exact diagonalization, as well as \( ab \text{ initio} \) quantum Monte Carlo calculation by us, supports the picture emerging from this effective Hamiltonian [10]. In section 3, we identify appropriate triplet operators, which satisfy a simple eigenvalue equation, similar to a one-band RPA-type susceptibility.

3. Construction of triplet operators

As a two-band generalization of the triplet excitation in YBCO superconductors [16], consider two triplet operators defined for the particle–hole channel by

\[
c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger \text{ pair}, v_{\vec{k}+\vec{q}}^\dagger c_{\vec{k}+\vec{q}}^\dagger \text{ pair}.
\]

(24)

These operators create particle–triple excitations across the valence and conduction bands. Therefore, by construction, these operators are supposed to generate (triplet) excitations in undoped graphene. To study the dynamics of these triplet excitations we calculate their equation of motion in a normal state. On the right-hand side of terms generated by the Hubbard interaction, we perform Hartree factorization in terms of appropriate occupation factors and the operator under study [16]. For \( c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger \) excitations, non-zero contributions are generated by

\[
[H_0, c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger] = (\epsilon_{\vec{k}} + \epsilon_{\vec{k}+\vec{q}}) c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger c_{\vec{k}+\vec{q}}^\dagger.
\]

(25)

\[
[H_1, c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger] = -\frac{\tilde{U}}{2N} \sum_{\vec{k}} \left( \gamma_{\vec{k}+\vec{q}}^+ \left( v_{\vec{k}+\vec{q}}^\dagger c_{\vec{k}+\vec{q}}^\dagger \right) \left( v_{\vec{k}+\vec{q}}^\dagger c_{\vec{k}+\vec{q}}^\dagger \right) \right)
\]

(26)

\[
[H_2, c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger] = -\frac{\tilde{U}}{2N} \sum_{\vec{k}} \left( \gamma_{\vec{k}+\vec{q}}^+ \left( c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger \right) \left( c_{\vec{k}+\vec{q}}^\dagger v_{\vec{k}+\vec{q}}^\dagger \right) \right)
\]

(27)

where a Hartree factorization on the right-hand side has been performed to generate the average occupation numbers [16]. Similarly the non-zero contributions for triplet excitations from the conduction to valence band after Hartree factorization become

\[
[H_0, v_{\vec{k}+\vec{q}}^\dagger c_{\vec{k}+\vec{q}}^\dagger] = -(\epsilon_{\vec{k}} + \epsilon_{\vec{k}+\vec{q}}) v_{\vec{k}+\vec{q}}^\dagger c_{\vec{k}+\vec{q}}^\dagger
\]

(28)
\[ [\hat{H}_2, v_{k+\bar{q}}^\dagger c_k + \bar{q}] ] = -\frac{\bar{U}}{2N} \left( \sum_k \gamma_{k,\bar{q}+\bar{q}}^+ v_{k+\bar{q}}^\dagger c_k + \bar{q} \right) \times (\bar{r}_{k+\bar{q}}^c - \bar{n}_{k+\bar{q}}^c) \]
\[ [\hat{H}_5, v_{k+\bar{q}}^\dagger c_k + \bar{q}] ] = -\frac{\bar{U}}{2N} \left( \sum_k \gamma_{\bar{k},k+\bar{q}}^+ v_{k+\bar{q}}^\dagger c_k + \bar{q} \right) \times (\bar{r}_{k+\bar{q}}^c - \bar{n}_{k+\bar{q}}^c). \]

The above set of results can be summarized as
\[ [H_{\text{eff}}, v_{k+\bar{q}}^\dagger c_k + \bar{q}] ] = (\epsilon_k + \epsilon_{\bar{k}+\bar{q}}) v_{k+\bar{q}}^\dagger c_k + \bar{q} \]
\[ \times -\frac{\bar{U}}{2N} (\bar{n}_{k+\bar{q}}^c - \bar{n}_{\bar{k}+\bar{q}}^c) \left( \sum_k \gamma_{k,\bar{q}+\bar{q}}^+ v_{k+\bar{q}}^\dagger c_k + \bar{q} \right) \]
\[ \times (c_{k+\bar{q}}^c + v_{k+\bar{q}}^\dagger c_k + \bar{q}). \]
\[ [H_{\text{eff}}, v_{\bar{k}+\bar{q}}^\dagger c_{\bar{k}} + \bar{q}] ] = -(\epsilon_k + \epsilon_{\bar{k}+\bar{q}}) v_{\bar{k}+\bar{q}}^\dagger c_{\bar{k}} + \bar{q} \]
\[ \times -\frac{\bar{U}}{2N} (\bar{n}_{\bar{k}+\bar{q}}^c - \bar{n}_{\bar{k}+\bar{q}}^c) \left( \sum_k \gamma_{\bar{k},k+\bar{q}}^+ v_{\bar{k}+\bar{q}}^\dagger c_k + \bar{q} \right) \]
\[ \times (c_{\bar{k}+\bar{q}}^c + v_{\bar{k}+\bar{q}}^\dagger c_{\bar{k}} + \bar{q}). \]

Here \( H_{\text{eff}} = \sum_{\alpha = u} H_{\alpha \bar{q}}. \) Demanding the right-hand side of the above equations to be \( \omega_q \) times \( v_{k+\bar{q}}^\dagger v_{k+\bar{q}} \) and \( v_{\bar{k}+\bar{q}}^\dagger c_{\bar{k}} + \bar{q} \), respectively, we obtain
\[ (\omega_q - \epsilon_k - \epsilon_{\bar{k}+\bar{q}}) v_{k+\bar{q}}^\dagger v_{k+\bar{q}} \]
\[ = -\frac{\bar{U}}{4N} (\bar{n}_{k+\bar{q}}^c - \bar{n}_{\bar{k}+\bar{q}}^c) \sum_k (1 + \eta_{\bar{k},\bar{q}}^n \eta_{k,\bar{q}}^n) \]
\[ \times (c_{k+\bar{q}}^c + v_{k+\bar{q}}^\dagger c_k + \bar{q}). \]
\[ (\omega_q + \epsilon_k + \epsilon_{\bar{k}+\bar{q}}) v_{\bar{k}+\bar{q}}^\dagger c_{\bar{k}} + \bar{q} \]
\[ = -\frac{\bar{U}}{4N} (\bar{n}_{\bar{k}+\bar{q}}^c - \bar{n}_{\bar{k}+\bar{q}}^c) \sum_k (1 + \eta_{\bar{k},\bar{q}}^n \eta_{k,\bar{q}}^n) \]
\[ \times (c_{\bar{k}+\bar{q}}^c + v_{\bar{k}+\bar{q}}^\dagger c_{\bar{k}} + \bar{q}). \]

with \( \eta_{\bar{k},\bar{q}}^n \equiv e^{i\bar{q}_k - i\bar{q}_{\bar{k}+\bar{q}}}, \) which satisfies the property \( \eta_{\bar{k},\bar{q}}^{-1} = \eta_{k,\bar{q}} = 1 - \bar{q}. \) These sets of equations suggest to define the following operators:
\[ \mathcal{O}_q \equiv \sum_k (c_{k+\bar{q}}^\dagger v_{\bar{k}+\bar{q}} + v_{k+\bar{q}}^\dagger c_k + \bar{q}). \]
\[ \tilde{\mathcal{O}}_q \equiv \sum_k (c_{\bar{k}+\bar{q}}^\dagger v_{\bar{k}+\bar{q}} + v_{\bar{k}+\bar{q}}^\dagger c_{\bar{k}} + \bar{q}) \eta_{\bar{k},\bar{q}}. \]

The eigenvalue problem for these operators becomes
\[ \mathcal{O}_q = \bar{U}\chi_0(\bar{q})\mathcal{O}_q + \bar{U}\tilde{\chi}_0(\bar{q})\tilde{\mathcal{O}}_q, \]
\[ \tilde{\mathcal{O}}_q = \bar{U}\chi_0(\bar{q})\mathcal{O}_q + \bar{U}\tilde{\chi}_0(\bar{q})\tilde{\mathcal{O}}_q. \]

where
\[ \chi_0(\bar{q}) = -\frac{1}{4N} \sum_k \left( \frac{\bar{n}_{k+\bar{q}}^c - \bar{n}_{\bar{k}+\bar{q}}^c}{\omega_q - \epsilon_k - \epsilon_{\bar{k}+\bar{q}}} + \frac{\bar{n}_{\bar{k}+\bar{q}}^c - \bar{n}_{k+\bar{q}}^c}{\omega_q + \epsilon_k + \epsilon_{\bar{k}+\bar{q}}} \right) \]
\[ \tilde{\chi}_0(\bar{q}) = -\frac{1}{4N} \sum_k \left( \frac{\bar{n}_{k+\bar{q}}^c - \bar{n}_{\bar{k}+\bar{q}}^c}{\omega_q - \epsilon_k - \epsilon_{\bar{k}+\bar{q}}} + \frac{\bar{n}_{\bar{k}+\bar{q}}^c - \bar{n}_{k+\bar{q}}^c}{\omega_q + \epsilon_k + \epsilon_{\bar{k}+\bar{q}}} \right) \eta_{\bar{k},\bar{q}}. \]

In the last equation, since \( \eta_{\bar{k},\bar{q}} = 1 - \eta_{k,\bar{q}}, \) the fractions in the parentheses are invariant with respect to inversion of the vectors \( k \) and \( \bar{k} + \bar{q}, \) we conclude that \( \tilde{\chi}_0 = \chi_0. \) Hence eigenvalue equations decouple into the following equations for the symmetric and antisymmetric modes constructed from \( \mathcal{O} \) and \( \tilde{\mathcal{O}} \) triplet operators:
\[ T^{\pm}_{\bar{q}}(1 - \bar{U}(\chi_0 \pm \tilde{\chi}_0)) = 0, \]
where the normalized form of our triplet operator \( T^{\pm}_{\bar{q}} = \mathcal{O}_{\bar{q}} \pm \tilde{\mathcal{O}}_{\bar{q}} \) is given by
\[ T^{\pm}_{\bar{q}} = \frac{1}{\sqrt{N}} \sum_k (c_{k+\bar{q}}^\dagger v_{\bar{k}+\bar{q}} + v_{k+\bar{q}}^\dagger c_k + \bar{q})(1 \pm \eta_{\bar{k},\bar{q}}). \]

The normalization factor satisfies
\[ (N^{\pm}_{\bar{q}})^2 = 4 \sum_k (1 \pm \cos(\varphi_k - \varphi_{\bar{k}+\bar{q}})). \]

Since we are dealing with undoped graphene, and assuming the temperature to be zero, the occupation numbers in the conduction and valence bands will be 0 and 1, respectively. Therefore, the susceptibility corresponding to the above operators reduces to
\[ \chi_0(\bar{q}) \pm \tilde{\chi}_0(\bar{q}) = \frac{1}{4N} \sum_k \left( \frac{1}{\omega_q - \epsilon_k - \epsilon_{\bar{k}+\bar{q}} + i0} - \frac{1}{\omega_q + \epsilon_k + \epsilon_{\bar{k}+\bar{q}} - i0} \right) \times (1 \pm \eta_{\bar{k},\bar{q}}). \]

In the low-energy limit where the Dirac cone linearization of the spectrum is valid, these integrals in the particle–hole fluctuation can be analytically performed [5, 21]. Otherwise they can be computed with standard numerical procedures. Let us present here a geometric argument based on a very peculiar constraint in the \( k \) space which arises from the conic spectrum. The chiral nature of one-particle eigenstates implies that the back-scattering will not be allowed for scattering of two electrons or two holes. However, for the scattering of a particle and a hole, the very same chiral nature
according to which the matrix elements between a hole and an electron state are proportional to $1 - e^{i\vec{q}\vec{k} - i\vec{q}\vec{k}'}$, enhances the back-scattering between the particle and a hole. In the small $\vec{q}$ limit as in figure 1, the contributions to the imaginary part of the integrals in equation (43) comes from a set of points on the ellipse defined by $\omega = \nu_F(|\vec{k}| + |\vec{k} + \vec{q}|)$. Enhanced back-scattering in the particle–hole channel in the above geometry corresponds to the limit where the ellipse degenerates into two almost parallel line segments, i.e. the limit $\omega = \nu_F|\vec{q}|$. This limit corresponds to the lower edge of the particle–hole continuum where indeed a dominant inverse square root behavior (see equation (45)) describes the non-interacting susceptibility [5, 14]. Such a geometrical constraint in the phase space could be considered as a novel route to the 2D bosonization scheme which may find applications in systems with a Dirac cone, such as graphene and topological insulators [22].

Now let us study the behavior of susceptibilities corresponding to the two triplet operators obtained here with the aid of the geometrical argument introduced above. In this limit the ellipse tends to two lines which enforces $\vec{k}$ and $\vec{k} + \vec{q}$ to be in opposite directions, such that $1 \pm \eta_{\vec{k}, \vec{q}} = 1 \pm e^{i\vec{q}\vec{k} - i\vec{q}\vec{k}'} \rightarrow 1 \pm e^{i\omega}$. Therefore in the small $\vec{q}$ limit, $\chi_0(\vec{q}) + \tilde{\chi}_0(\vec{q})$ vanishes, and a very large value of $\bar{U}$ will be required to excite the $\tilde{T}_{\bar{q}}^-$. Hence, as long as we are interested in solutions for finite values of $\bar{U}$, we are left with the triplet operator $\tilde{T}_{\bar{q}}^-$ whose eigenvalue equation can be simplified to

$$1 - \tilde{\bar{U}}\tilde{\chi}_0(\bar{q}) = 0,$$

$$\tilde{\chi}_0(\bar{q}, \omega) = \frac{1}{2N} \sum_{\vec{k}} \left( \frac{1}{\omega - \epsilon_{\vec{k}} - \epsilon_{\vec{k} + \bar{q}} + \nu_F} - \frac{1}{\omega - \epsilon_{\vec{k}} + \epsilon_{\vec{k} + \bar{q}}} \right) 1 - \cos(\varphi_{\vec{k}} - \varphi_{\vec{k} + \bar{q}}) \frac{2}{2}, \quad (44)$$

where we have used the symmetry of the bosonic propagator under the inversion symmetry (in $k$ space) to project out the even part of the $1 - e^{i\vec{q}\vec{k} - i\vec{q}\vec{k}'}$ factor. As we mentioned, the closed-form formula for the above particle–hole fluctuation can be obtained [5, 21]:

$$\tilde{\chi}_0(\bar{q}, \omega) = \frac{\bar{q}^2}{16} \frac{1}{\sqrt{\nu_F^2 - \omega^2}}, \quad (45)$$

which, despite ignoring phase factors $(1 - \eta_{\vec{k}, \bar{q}})$, is identical to the result obtained in [14]. The fact that ignoring these phase factors in [14] in undoped graphene does not change the low-energy behavior is a consequence of the particular geometry arising from the chiral nature of single-particle states (figure 1). However, for the case of doped graphene, one has to properly take them into account, even for short range interactions [23].

The eigenvalue equation for $\tilde{T}_{\bar{q}}^-$ is equivalent to divergence in the triplet susceptibility in the random phase approximation [24],

$$\chi_{\text{triplet}}^{\text{RPA}}(\bar{q}, \omega) = \frac{\tilde{\chi}_0(\bar{q}, \omega)}{1 - \tilde{\bar{U}}\tilde{\chi}_0(\bar{q})}, \quad (46)$$

where retarded bare susceptibility $\chi_{0,\alpha\alpha'}(\bar{q}, \omega)$ in our notation is given by the standard particle–hole form [5],

$$1 \frac{1}{2N} \sum_{\vec{k}} \frac{(\bar{n}_{\vec{k}} - \bar{n}_{\vec{k}'}) (1 + \alpha \alpha' \cos(\varphi_{\vec{k}} - \varphi_{\vec{k} + \bar{q}}))}{\omega - \nu_F(\epsilon_{\vec{k}} - \epsilon_{\vec{k}'}) - \alpha \alpha' \bar{q}^2 + i0^+}. \quad (47)$$

Here $\alpha, \alpha'$ take $\pm$ values corresponding to conduction and valence bands, respectively [5]. To understand the origin of overlap factors in this expression we note that the matrix elements of the scattering interaction $V$ between chiral states $(\vec{k}, \alpha)$ and $(\vec{k}', \alpha')$ of the cone-like dispersion in graphene are given by $(\vec{k}, \alpha'[\vec{k}, \alpha] = V(\vec{k} - \vec{k}')(1 + \alpha \alpha' e^{i\vec{q}\vec{k} - i\vec{q}\vec{k}'})/2$, where $V$ is the Fourier transform of the scattering potential. When the above phase factors are inserted into particle–hole bubble diagrams, they give rise to the overlap factor in the free particle–hole propagator, equation (47). Therefore, despite that the operators considered here are not exactly what one expects from a local spin fluctuation operator, nevertheless the susceptibility corresponding to them is the particle–hole bubble. But the main difference between spin density fluctuation and our triplet operators is that the former satisfies a second-order equation in $\tilde{U}$ which does not have a solution [17], while our triplet operators satisfy two first-order equations, one of which, as will be shown below, has a solution below the continuum of free particle–hole excitations [14].

4. Short range versus long range interactions

To emphasize the importance of equation (40) for short range interactions, let us discuss how one obtains a matrix form for the spin density fluctuation which then leads to a second-order secular equation [17]. When the range of interactions is so short that the two neighboring atoms from two sub-lattices A and B can be resolved, an RPA-like geometric series for the

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure1.png}
\caption{Points in $\bar{k}$ space located on the ellipse contribute in the delta function integration of Im $\tilde{\chi}_0$. In $\hbar \omega \rightarrow \nu_F |\bar{q}| \rightarrow 0$ limit the ellipse degenerates into two line segments where $\vec{k}$ and $\vec{k}' = \vec{k} + \bar{q}$ point in opposite directions; $\theta_1 - \theta_2 \rightarrow \pi$. Hence the overlap factors in this limit tend to a trivial factor of 1 and become irrelevant.}
\end{figure}
susceptibility gives rise to the following equations:

\[
\begin{align*}
\chi_{AA} &= \chi_{AA}^0 + \tilde{U}\chi_{AA}^0 x_{AA} + \tilde{U}\chi_{AB}^0 x_{BA} \\
\chi_{AB} &= \chi_{AB}^0 + \tilde{U}\chi_{AA}^0 x_{AB} + \tilde{U}\chi_{BB}^0 x_{BB} \\
\chi_{BA} &= \chi_{BA}^0 + \tilde{U}\chi_{BA}^0 x_{AA} + \tilde{U}\chi_{BB}^0 x_{BB} \\
\chi_{BB} &= \chi_{BB}^0 + \tilde{U}\chi_{BA}^0 x_{AB} + \tilde{U}\chi_{BB}^0 x_{BB}
\end{align*}
\]

where, due to the short range interaction \( \tilde{U} \), the Hubbard interaction connects \( \chi^0 \) products in a manner that their internal indices are the same (figure 2). The above set of equations decouples and gives two sets of determinants of the following form:

\[
\begin{vmatrix}
1 - \tilde{U}\chi_{AA}^0 & -\tilde{U}\chi_{AB}^0 \\
-\tilde{U}\chi_{BA}^0 & 1 - \tilde{U}\chi_{BB}^0
\end{vmatrix} = 0, \quad (48)
\]

which is a quadratic equation obtained by constructing an RPA-like series of Feynman diagrams for particle–hole pairs propagating between the lattice sites. This condition corresponds to the poles in the RPA susceptibility of spin density fluctuations, which will not lead to any solution (bound state) \([17]\).

To see why the second-order equation is peculiar to short range interactions, consider long range interactions, for which one can construct the following geometric series:

\[
\begin{align*}
\chi_{AA} &= \chi_{AA}^0 + W \sum_{m,m'} \chi_{Am}^0 \chi_{m'A}^0 \\
\chi_{AB} &= \chi_{AB}^0 + W \sum_{m,m'} \chi_{Am}^0 \chi_{m'B}^0 \\
\chi_{BA} &= \chi_{BA}^0 + W \sum_{m,m'} \chi_{Bm}^0 \chi_{mA}^0 \\
\chi_{BB} &= \chi_{BB}^0 + W \sum_{m,m'} \chi_{Bm}^0 \chi_{m'B}^0.
\end{align*}
\]

Here due to long range interaction \( W \), the indices \( m, m' \) are not necessarily identical, and they can take both A and B values, as the long range interaction treats both indices on the same footing. Summing all these equations, we can see that a symmetric mode decouples from the rest of the equations, which satisfies the following equation:

\[
1 - W(\chi_{AA}^0 + \chi_{AB}^0 + \chi_{BA}^0 + \chi_{BB}^0) = 0, \quad (49)
\]

which is first order in the (long range) interaction strength, \( W \). Therefore, the factorization of the eigenvalue equation into first-order equations in the presence of short range interactions discussed for our triplet operators is not trivial, and is a consequence of the peculiar form of these operators. If one writes down the spin density operator, e.g. equation (55), one can see that the operators considered here do not precisely correspond to spin density fluctuations. Spin density fluctuations in the presence of short range interactions give rise to a second-order equation as argued above \([17]\). However, a judicious choice of \( T^z \) operators done here manages to decouple an equation, which otherwise is expected to be second order, into two first-order equations. This argument not only presents the explicit formula for the triplet fluctuations but also supports our earlier prediction of neutral triplet excitations in undoped graphene and graphite \([14]\).

5. Neutron scattering cross section

Using equation (45) to solve the eigenvalue equation (44) gives the following dispersion for the collective triplet excitations \([14]\):

\[
\omega(\tilde{q}) = v_F \tilde{q} - \frac{\tilde{U}^2}{32v_F} \tilde{q}^3, \quad (50)
\]

which is valid in the limit where Dirac cone linearization applies. When the entire band dispersion is used, one can perform the integrals numerically. The solutions of the eigenvalue equation (40) for the \( T^z \) operator can be visualized as singularities in an RPA-like susceptibility \( \chi_0/(1 - \tilde{U}\chi_0) \). In figure 3 we have plotted the real part of the above RPA-like expression for few values of \( \tilde{q} \) and a typical value of \( \tilde{U} = 1.9\gamma \). The location of sharp divergences in the horizontal plane in this plot represents the dispersion of the neutral triplet collective excitation generated by \( T^z \).

The Dirac cone description of the electronic states of graphene equally holds in graphite, as long as one is interested in energy scales above the inter-layer hopping, \( t_\perp \sim 50 \text{meV} \). The Dirac cone description of the electronic states is valid in length scales much larger than the lattice spacing. Therefore, even in highly oriented pyrolytic graphite (HOPG) where various planes might be slightly rotated around the \( z \) axis with respect to each other, anisotropy in

Figure 2. Typical geometric series for short range interactions where the bubbles meet either on A or B sites. Therefore internal indices for short range interactions become identical.

Figure 3. Plot of the real part of the RPA-like expression in undoped graphene for \( \tilde{U} = 1.9\gamma \). The blank region in the \( \omega - \tilde{q} \) plane corresponding to higher values of \( \omega \) is the particle–hole continuum, where the imaginary part of \( \chi^0 \) becomes non-zero. As can be seen, a singularity in the RPA susceptibility below the particle–hole continuum occurs, which indicates the vanishing of the RPA denominator, which is nothing other than the solution of the eigenvalue equation for the triplet collective excitation. Energies are in units of \( \gamma \).
the momentum space can be safely ignored and still a Dirac cone description will remain valid. Hence our formulation of the spin-1 collective excitations is not only relevant to graphene, but also will be relevant to graphite and HOPG at energy scales above the inter-layer hopping. For such bulk samples, one may think of neutron scattering to search for the spin-1 collective excitations. However, since the operator corresponding to the triplet excitation is not identical to the spin density fluctuations, the coupling of neutrons is expected to be renormalized by appropriate matrix elements. Therefore in this section, we consider the behavior of neutron peak intensity in the limit of small \( q \), by explicitly taking our triplet operators into account.

In polarized neutron scattering experiments, one measures

\[
S(q, \omega) = \sum_n |0| \langle S_n^- | n \rangle |^2 \delta(\omega - \omega_n)
\]

where \( |0\) and \( |n\) are the ground and excited states of the whole system. As discussed in this paper, a class of approximate excitations is given by

\[
|n\rangle = \frac{1}{\sqrt{N_q}} T_q^- |0\rangle
\]

where the normalization factor \( 1/\sqrt{N_q} \) has been defined by equation (42). The contribution of this class of excitations to the structure factor will be given by

\[
S_{\text{triplet}}(q, \omega) = \frac{1}{N_q^2} \sum_n |0| \langle S_n^- T_q^- |0\rangle |^2 \delta(\omega - \omega_q)
\]

\[
= \frac{1}{N_q^2} \sum_n |0| \langle S_n^- | T_q^- |0\rangle |^2 \delta(\omega - \omega_q)
\]

where we have used the fact that there are no triplet excitations in the ground state: \( |0\rangle T_q^- = 0 \). Moreover, note that where here we need the vacuum expectation value of the \( T_q^- \), so that the \( v_{\uparrow}^\dagger c_{\uparrow}^\dagger \) term gives zero when acting on \( |0\rangle \). Hence in the calculation of commutators, we drop the \( c_{\uparrow}^\dagger v_{\uparrow}^\dagger \) part of the triplet operator. The spin-flip operator in the present two-band situation is given by

\[
S_{\text{flip}}^{c_{\uparrow}} = \frac{1}{2\sqrt{N}} \sum_p (v_{\uparrow}^\dagger p_{\downarrow} + c_{\uparrow}^\dagger)(v_{\downarrow} p_{\uparrow} + c_{\downarrow} p_{\uparrow})
\]

\[
S_{\text{flip}}^{c_{\downarrow}} = \frac{1}{2\sqrt{N}} \sum_p (v_{\downarrow}^\dagger p_{\uparrow} + c_{\downarrow}^\dagger)(v_{\uparrow} p_{\downarrow} + c_{\uparrow} p_{\downarrow})
\]

The required commutators will become

\[
[H_{\text{flip}}^{c_{\uparrow}}, T_q^-] = \frac{1}{\sqrt{N}} \sum_k (1 - \eta_{k, q})
\]

\[
\times (v_{k+q}^\dagger v_{k+q} - c_{k+q}^\dagger c_{k+q} - c_{k+q}^\dagger c_{k+q}^\dagger)
\]

\[
[H_{\text{flip}}^{c_{\downarrow}}, T_q^-] = -[H_{\text{flip}}^{c_{\uparrow}}, T_q^-]^\dagger.
\]

At zero temperature, the conduction band is empty and the valence band is completely filled, so that the intensity of the mode will be given by

\[
\frac{1}{N_q^2} \sum_k (1 - \eta_{k, q})^2 \sim |q|^2 \sim q^2
\]

where the asymptotic expressions for the integrals required above are obtained with the aid of the following expansion:

\[
|\vec{k} + q| = k + \vec{k} \cdot q + \frac{1}{2k} |q|^2 - (\vec{q} \cdot \vec{k})^2 + O(q^3).
\]

The \( \propto q^2 \) behavior of the neutron scattering intensity makes the direct observation of such quanta of triplet excitations challenging for neutron scattering experiments. Optimum spots for a neutron scattering experiments are away from the \( \Gamma \)-point [18]. Moreover, due to the vanishingly small binding energy of the triplet excitations with respect to the lower boundary of the particle–hole continuum in figure 3, the resulting neutron peak, even if observed, may be washed by broad spectra of the adjacent free particle–hole pairs. Therefore a gap opening mechanism in graphite (such as proximity to a superconducting condensate, etc) can be helpful in separating the energy scales associated with the expected sharp resonance peak from broad features associated with the continuum of incoherent excitations.

### 6. Summary and discussions

The secular equation obtained by Peres and co-workers [17] for spin density fluctuations in the presence of short range interactions is second order in \( U \), which does not admit a solution. However, here instead of a second-order equation, we obtain two sets of first-order equations for \( T_q^\pm \) operators, one of which \( (T_q^+) \) does not lead to a split-off state for finite \( U \), while the other \( (T_q^-) \) satisfying a first-order equation leads to a dispersive triplet collective excitation whose energy bandwidth is of the scale of the hopping amplitude \( \gamma \). Such a bosonic branch of excitations might be related to: (i) the lifetime anomaly observed in time-resolved photo-emission spectroscopy of highly oriented pyrolytic graphite [25], (ii) the kink observed in the dispersion of Dirac electrons in nearly free-standing graphene samples [26], (iii) the spin-flip excitations observed in artificial honeycomb lattice formed by quantum dots [27] and (iv) the observed downward renormalization of the Fermi velocity in the presence of a magnetic field cannot be accounted for, if one only considers electron–phonon coupling [28]. A coupling to a new bosonic mode which is able to proliferate in the presence of a magnetic field might be needed.

The interpretation of such a triplet mode as a weak coupling analog of two-spinon bound states has been supported by some recent Monte Carlo calculations [9, 10]. Despite the intriguing simplicity of the Dirac cone for the single-particle excitations of graphene/HOPG, it appears that the particle–hole sector of excitations is likely to be more involved, and short range and/or Heisenberg forms of interactions may be needed to capture the underlying singlet correlations [8, 9].
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