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Abstract

This paper presents a novel approach to deal with dictionary retrieval. This new approach is based on a very efficient and scalable theoretical structure called Multi-Terminal Multi-valued Decision Diagrams (MTMDD). Such tool allows the definition of very large, even multilingual, dictionaries without significant increase in memory demands, and also with virtually no additional processing cost. Besides the general idea of the novel approach, this paper presents a description of the technologies involved, and their implementation in a software package called WAGGER. Finally, we also present some examples of usage and possible applications of this dictionary retriever.
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1. Introduction

Morphological analysis and Parts-Of-Speech tagging (POS-tagging) are practically solved problems in terms of accuracy. Nearly perfect scores (above 96%) can be achieved for many well-resourced languages like English (Schmid, 1994 [Giménez and Marquez, 2004]). However, for many applications, as search engines and ubiquitous real time applications, time and space efficiency are at least as critical as accuracy.

According to a leading author in the natural language processing area: “This explosion of published information would be moot if the information could not be found, annotated and analyzed so that each user can quickly find information that is both relevant and comprehensive for their needs.” (Manning et al., 2008). Moreover, the ability to add new words according to the individual form of speech used is also highly desirable in such a volatile media as the web.

Therefore, we describe in this paper a novel way of storing dictionaries that can be used for morphological analysis focusing in efficiency and flexibility gains. Specifically, our proposal is to store a large number of words in a Multi-Terminal Multi-valued Decision Diagram (MTMDD) structure that can be used to classify any known word, discovering its word classes. The major benefits of such MTMDD approach are: (i) memory efficiency since, even for a set of several million words, the MTMDD structure can be stored with less than a hundred Mbytes; (ii) flexibility since new words can be efficiently added; and (iii) fast recovery since the time to classify words is negligible.

Such characteristics allow us to consider very large sets of words, as existing dictionaries for many languages altogether. This is a highly desirable feature considering multilingual language processing scenarios which are about to become more frequent in information systems. For example, a very thorough multilingual dictionary with English, French, Italian and Portuguese words would have around three million words, and could be stored in a nearly 70 Mbytes MTMDD structure capable of classifying 2 million words in less than 3 seconds in a laptop, e.g., a MacBookPro with i7 2.2 GHz processor, 4 Gbytes memory.

From a practical point of view, the resource made available with this paper is a MTMDD-based word class retriever, i.e., a software package called WAGGER that is capable of:

- Creating a new MTMDD-based word class retriever from a custom set of classes and an initial set of words with its corresponding classes (e.g., from a dictionary of inflected words or from annotated corpora);
- Adding new words to an existing MTMDD-based word class retriever;
- Annotating raw text, according to an existing MTMDD-based word class retriever.

In this paper we briefly describe the MTMDD structures (Section 2). Section 3 presents general information about the WAGGER software package. Section 4 presents some numerical results in dealing with multi-lingual dictionaries using WAGGER software.

2. Multi-Terminal Multi-valued Decision Diagrams (MTMDD)

Multi-valued Decision Diagrams (MDDs) (Kam et al., 1998) are efficient, compact data-structures used to represent and manipulate extremely large sets of data. MDDs have been applied in the generation and manipulation of the reachable state space of structured models (Sales and Plateau, 2009 [Ciardo et al., 2007]). Besides low memory consumption, MDDs provide an efficient way of performing operations over large sets of data.

An MDD is a directed acyclic edge-labeled multi-graph with the following properties: (i) nodes are organized into N+1 levels, which are numbered by N to 0; (ii) non-terminal nodes are arranged at levels N to 1; (iii) level 0 has only two terminal nodes: 0 and 1; (iv) a non-terminal node p at level l contains arcs pointing to nodes at level l-1; (v) there are not duplicate nodes.
Multi-Terminal MDD (MTMDD) is an extension of MDD which have more than two terminal nodes, i.e., it may has a set of multi-terminal nodes. In this paper we use an MTMDD structure to store a set of words, i.e., a dictionary, where the terminal nodes represent the word classes associated to different words. Such dictionary representation using a MTMDD becomes the fast, efficient and scalable dictionary retriever.

Figure 1 illustrates an MTMDD representing a small set of words (in this case, seven words) associated to five word classes. In Figure 1, non-terminal nodes are depicted by circles, and terminal nodes are depicted by squares. Double circled non-terminal nodes represent the root nodes at each level of the MTMDD. Root nodes are used to access the words in a dictionary. The arc values between nodes correspond to letters of an alphabet. A given word is found in the dictionary represented by a N-level MTMDD if and only if the path through the MTMDD, starting at the root node corresponding to the level equal to this word’s length, matching the arc values between nodes, i.e., the letters which compose this word, reaches the terminal node that corresponds to the associated word class.

For instance, in Figure 1 the word “make” is found in the dictionary, since there is a path starting at the root node at level 4, which leads to the terminal node “Verb or Noun”.

On the other hand, in this example, the word “math” is not found in the dictionary, since there is no path starting at the root node at level 4, which reaches any terminal node at level 0.

In the example presented in Figure 1 where only seven words were represented, the gains of memory consumption may not be so visible. However, as the number of words represented in the MTMDD increases, the reuse of nodes leads to significant memory gains. In addition, it is important to remark that the seek time of a word in this structure is linear with the word length. In fact, that means there is no overhead beyond reading the word, and, obviously, the amount of words represented in the MTMDD structure does not impact at all on the seek time of a word.

3. WAGGER Software Package

In order to test in practice the MTMDD tool applied a dictionary retriever, an experimental software package was implemented. This package is called WAGGER – Word eAss taGGER using MTMDD-based dictionaries, and it is a command line application that can be integrated to any third party software. This software was implemented using C++ language and versions compiled to Linux and Mac OS X are available at the address [http://www.inf.pucrs.br/afonso.sales/wagger](http://www.inf.pucrs.br/afonso.sales/wagger). In that page
the reader may find all examples and files used in this paper.
From a practical perspective, WAGGER software has three functionalities available to the user:

- creation of a new dictionary;
- addition of new words to an existing dictionary;
- annotation of a set words according to an existing dictionary.

The usage of these functionalities is described in Figure 2. In this figure there are three different types of calls to WAGGER. The first one creates (-cre) a new MTMDD structure (-out), holding all the words from the input dictionary (-dic). The second call adds (-add) to an existing MTMDD structure (-mdd) the words within dictionary (-dic), creating a new MTMDD structure (-out). The third call annotates all words within a text (-txt=text) according to a dictionary stored in a MTMDD structure (-mdd) delivering the possible word classes for each input word in an output file (-out), and optionally, in separate file (-unk), all words that were not found in the dictionary.

The dictionary format (see example in Figure 3) is composed of four sections:

- The maximum length of a word, an integer (this value is needed to define the maximum depth of the MTMDD structure);
- The alphabet, *i.e.*, the valid letters for the dictionary (this list is needed to define the maximum out degree of MTMDD structure nodes);
- The word classes for this dictionary (this list is needed to define the number of terminal nodes in the MTMDD structure);
- The list of words of the dictionary with its classes.

In Figure 3 the dictionary corresponding to the MTMDD structure presented in Figure 1 is written. It has the maximum word length equal to 7 and the traditional latin alphabet without diacritics. There are 5 word classes for this example are: Verb, Noun, Adjective, Adverb and Pronoun. The words considered in this dictionary are represented, indexing its class according to the order of classes defined. Note, for example, that the word “remake” can be either a Verb (indexed as 1) or a Noun (indexed as 2).

4. Numerical Results Evaluation

In order to illustrate the advantages of our proposal in terms of memory and time saving we run an experiment which is described below. Using the proposed approach, we initially loaded three dictionaries with the following sets of words:

- 87,039 English words;
- 833,256 correctly spelled Portuguese words (using diacritics, *e.g.*, “c¸”, “˜ a”);
- 786,842 Portuguese words without diacritics (as usually written in informal text exchanges, or in limited keyboards).

The smaller number of words without diacritics is due to the collapsing of words that differ just because of diacritics, *e.g.*, the word “maçã” (“apple” in English) will be considered as the same as the word “maca” (“stretcher” in English).
The first rows in Table 1 shows the memory used to store its corresponding MTMDD structure, the time to create it from a set of words, and to load it in memory considering the WAGGER software running over a machine with Intel Core i7 quad-core, which runs at 2.2 GHz under Mac OS X 10.6.8, with 4 GB of main memory. The time to seek the word class of a word is negligible, so it is not represented in this table. It is important to notice that, once generated the MTMDD structure, it is saved in a file and loaded later in order to seek for word classes.

To illustrate the computational gains achieved by increasing the size of dictionaries, we merged both Portuguese ones resulting in a nearly million word one and it does not represent a significant increase, neither in amount of memory, nor the time to load it, but the time to create this merged dictionary is so advantageous, since it takes only a little less (172.10 sec.) than the time to create both Portuguese ones (100.11 + 92.70 sec.). Nevertheless, the creation the MTMDD structure is likely to happen only once.

Pushing further our experiment, we added the English dictionary to the merged Portuguese, resulting in a slightly larger one. Unfortunately, in this case the lack of similar words between English and Portuguese results in an almost as large structure as the sum of the original dictionaries.

5. Conclusion

The MTMDD-based word class retriever is intended to be the basis of a tool that provides efficient and accurate POS-tagger with the MTMDD operations providing the flexibility required to accommodate the incremental character of open and evolving dictionaries. Such application opens the possibility to interpret online sources of written texts that are set aside by the existing POS-tagging tools, due to the lack of efficiency.

In fact, to the authors’ best knowledge, the MTBDD proposed approach is superior to other existing solutions, since it combines the storage efficiency of Directed Acyclic Word Graphs (DAWGs (Lucchesi and Kowalowski, 1993)) with an efficiently implemented set of operations to manipulate the underlying data structure.

A prototype of the proposed software tool, called WAGGER, as well as examples for some dictionaries, are freely available at http://www.inf.pucrs.br/afonso.sales/wagger where there is also explanation about the usage of our tool.

Future works to the tool presented in this paper are the development of front end tools to perform some useful tasks in text processing. One of the examples is an automatic tool that receives sentences and identifies in which language the sentences were written. Such tool would be composed of a set of MTMDD-based dictionaries with the possible languages (one for each language) and according to the number of words founded in each dictionary would decide the language of the sentence. Notice that this same approach can be adapted to text categorization if, instead of language dictionaries, there is a set of MTMDD-based specific domain jargon dictionaries.

Another possible future work is to integrate the WAGGER software package as input POS-tagger of other software tools (e.g., ExATO lp (Lopes et al., 2009)). However, the usage possibilities of our multilingual dictionary retriever is not only restricted to the POS-tagging applications.

We hope many computational intensive text processing applications based on dictionaries may become feasible by eliminating the efficiency bottlenecks through the use of our fast and memory efficient software tool.
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