SINGULAR PERTURBATIONS IN STOCHASTIC OPTIMAL CONTROL WITH UNBOUNDED DATA
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Abstract. We study singular perturbations of a class of two-scale stochastic control systems with unbounded data. The assumptions are designed to cover some relaxation problems for deep neural networks. We construct effective Hamiltonian and initial data and prove the convergence of the value function to the solution of a limit (effective) Cauchy problem for a parabolic equation of HJB type. We use methods of probability, viscosity solutions and homogenization.
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1. Introduction

In this paper, we study the asymptotic behavior as \( \varepsilon \to 0 \) of a system of controlled two-scale stochastic differential equations

\[
\begin{align*}
\mathrm{d}X_t &= f(X_t, Y_t, u_t) \, \mathrm{d}t + \sqrt{2} \sigma(X_t, Y_t, u_t) \, \mathrm{d}W_t, \\
\mathrm{d}Y_t &= \frac{1}{\varepsilon} b(X_t, Y_t) \, \mathrm{d}t + \frac{2}{\varepsilon} \rho(X_t, Y_t) \, \mathrm{d}W_t,
\end{align*}
\tag{SDE (1/\varepsilon)}
\]

where \( X_t \in \mathbb{R}^n \) is the slow dynamics, \( Y_t \in \mathbb{R}^m \) is the fast dynamics, \( u_t \) is the control taking values in a given compact set \( U \) and \( W_t \) is a multidimensional Brownian motion. We will allow the components of the drift and the diffusion of the slow dynamics to be unbounded and with at most linear growth in the fast variables \( Y \). While the diffusion coefficient of the process \( X \) can be degenerate (i.e. \( \sigma^2 = 0 \) is allowed), the diffusion coefficient of the process \( Y \) is required to be nondegenerate, in particular we will assume for our main result that \( \rho \rho^\top \) is the identity matrix times a positive constant, in addition to other structural assumptions on the data that we shall make precise later. We carry our analysis in the context of stochastic optimal control problems with payoff
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and exploit that the value function \( V_\varepsilon(t, x, y) := \sup_u J(t, x, y, u) \) solves in the viscosity sense a fully nonlinear parabolic degenerate Hamilton-Jacobi-Bellman PDE in \((0, T) \times \mathbb{R}^n \times \mathbb{R}^m\).

Our motivation comes from the Stochastic Gradient Descent algorithm in the context of Deep Learning and Big Data analysis. The following special case of equation \((\text{SDE}(\frac{1}{\varepsilon}))\), without control, was proposed in [13] to justify an algorithm of Stochastic Gradient Descent called Deep Relaxation (see also [36]). Given a loss function \( \phi : \mathbb{R}^n \to \mathbb{R} \) to be minimized, consider its quadratic perturbation in double variables

\[
\Phi(y, x) := \phi(y) + \frac{1}{2\gamma} |x - y|^2
\]

and the partial stochastic gradient descent associated to it

\[
\begin{align*}
\d X_s &= -\nabla_x \Phi(Y_s, X_s) \, ds, \quad X_0 = x \in \mathbb{R}^n \\
\d Y_s &= -\frac{1}{\varepsilon} \nabla_y \Phi(Y_s, X_s) \, ds + \sqrt{\frac{2}{\varepsilon\beta}}^{-1/2} \, dW_s, \quad Y_0 = y \in \mathbb{R}^n.
\end{align*}
\]

(1.1)

The calculations in [13] show that one should expect the limit as \( \varepsilon \to 0 \) in the above system of SDEs to be

\[
\begin{align*}
\d \hat{X}_s &= \int_{\mathbb{R}^n} -\frac{1}{\gamma}(X_s - y) \rho_\beta^\infty(dy; X_s) \, ds, \quad \hat{X}_0 = x \in \mathbb{R}^n, \\
\end{align*}
\]

where \( \rho_\beta^\infty(y; x) \) is the invariant (Gibbs) measure associated to the process \( Y \) (with \( \varepsilon = 1 \) and frozen \( X_s = x \)). The latter can be written as

\[
\d \hat{X}_s = -\nabla \phi_\gamma(\hat{X}_s) ds, \quad \hat{X}_0 = x \in \mathbb{R}^n,
\]

that is the deterministic gradient descent of the regularized loss function

\[
\phi_\gamma(x) := -\frac{1}{\beta} \log \left( G_{\beta-1, \gamma} * \exp(-\beta \phi(x)) \right)
\]

where

\[
\begin{align*}
G_{\beta-1, \gamma}(x) &:= (2\pi\gamma)^{-n/2} \exp \left( -\frac{\beta}{2\gamma} |x|^2 \right)
\end{align*}
\]

is the heat kernel, and \( \beta, \gamma > 0 \) are parameters used to tune the algorithm. The function \( \phi_\gamma \) above is called local entropy, and it is useful in the search of robust minima, because it measures both the depth and the flatness of the valleys in the landscape of the graph of \( \phi \), see [12]. Note also that in equation (1.1) the drifts are \( f = (y - x)/\gamma \) and \( b = -\nabla \phi + (x - y)/\gamma \), which are unbounded in \( x \) and \( y \).

In the present paper, under rather general assumptions, we prove the convergence as \( \varepsilon \to 0 \) of the value functions \( V_\varepsilon \) associated with the the singularly perturbed control system \((\text{SDE}(\frac{1}{\varepsilon}))\) to a function \( V(t, x) \) independent of \( y \), and \( V \) is characterized as the unique viscosity solution of a Cauchy problem for a limiting HJB equation. The effective Hamiltonian \( \bar{H} \) driving such equation and the effective initial data \( \bar{g} \) are explicitly computed by suitable averages. In particular, the result applies to the model problem (1.1) if \( \phi \in C^1(\mathbb{R}^n) \) is
bounded from below and such that $\nabla \phi$ is Lipschitz continuous with constant $L$, and $\gamma$ is small enough ($\gamma < \frac{1}{L}$). This holds also if the equation for $X$ in equation (1.1) involves a control $u_s$, e.g., it is of the form

$$dX_s = -u_s \nabla_x \Phi(Y_s, X_s)$$

(1.2)

where $u_s \in [0, 1]$ is the learning rate of the SGD algorithm. This variant is used in the companion paper [8] to prove that by equation (1.1) modified with equation (1.2) one reaches in expectation a value of $\phi$ lower than the one got by classical stochastic gradient descent. In [8] we also characterize explicitly the limiting system of controlled SDEs in $\mathbb{R}^n$ and prove results on the convergence of the trajectories of equation (SDE ($\frac{1}{\varepsilon}$)) to the trajectories of such effective system as $\varepsilon \to 0$. These results can be found also in the second author’s thesis [26].

Our convergence theorem includes the previous results in [5, 7], where the coefficients in the slow variable were assumed to be bounded with respect to the fast variables and mostly viscosity method for the HJB PDE were employed. However, some important parts of the proofs in [5, 7] do not work in the current setting. Here we use first a truncation to big balls of the cell problem, an HJB equation of ergodic type that formally gives the effective Hamiltonian, and then use probabilistic estimates on the exit time $\tau_{nY}$ of the process

$$dY_t = b(x, Y_t) \, dt + \sqrt{2} \varrho(x, Y_t) \, dW_t$$

(1.3)

from balls of radius $n$ as $n \to \infty$. This approach is new to our knowledge in the present context. Here some ideas are borrowed from [23].

Our results also allow to generalise several applications of singular perturbations to finance, e.g., models of pricing and trading derivative securities in financial markets with stochastic volatility, as in [7, 18], applications in economics and advertising theory, as in [5], and connections to large deviations as in [17, 19, 39].

There is a wide literature on singular perturbations for ODEs and control systems that goes back to the late 60’s, see [25] and the references therein, and for diffusion processes, with and without control, see [5, 7, 27] and their bibliographies. We mention also the series of papers [33–35] by Pardoux and Veretennikov on the approximation of diffusions without control from the point of view of Poisson equation, and the contributions by Borkar and Gaitsgory [10, 11] on singularly perturbed stochastic differential equations with control both in the slow and in the fast variables, relying on the Limit Occupational Measure Set. More recent results for uncontrolled SDEs were obtained in [29, 38] under weaker regularity assumptions and in [15] for nonautonomous systems with an application in finance. LQ problems with multiplicative noise were treated in [21]. Some extensions to infinite dimensional control systems were studied in [41] and [22]. Other results were obtained using different techniques from nonlinear filtering theory in [3]. The very recent paper [20] studies the rate of convergence in an unbounded setting.

The paper is organized as follows. In Section 2 we present the two scale stochastic control problem and the assumptions that will hold throughout the paper, together with the associated Hamilton-Jacobi-Bellman equation. Section 3 is devoted to the study of ergodicity properties of the process (1.3), the estimates on $\tau_{nY}$, and the construction of the effective Hamiltonian and initial data and of suitable approximate correctors for the singularly perturbed HJB equation. This is a crucial step for the convergence result of the value function that we next show in Section 4. In this last section, we rely on viscosity methods, with an adaptation of the Evans’ perturbed test function method [16] to fit our unbounded context.

2. The two scale stochastic control problem

2.1. The stochastic system

Let $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$ be a complete filtered probability space and let $(W_t)_t$ be an $\mathcal{F}_t$-adapted standard $r$-dimensional Brownian motion. We consider the following stochastic control system
The following recurrence condition holds for the fast variables $Y_t$.

(A4) The following recurrence condition holds for the fast variables $Y_t$.

$$|f(x, y, u)|, \|\sigma^\varepsilon(x, y, u)\| \leq C(1 + |x| + |y|), \quad \forall x, y, \forall \varepsilon > 0$$

$$|b(x, y)|, \|\sigma(x, y)\| \leq C(1 + |x| + |y|), \quad \forall x, y,$$

for some positive constant $C$.

(A2) The diffusion $\sigma^\varepsilon$ driving the slow variables $X_t$ satisfies

$$\lim_{\varepsilon \to 0} \sigma^\varepsilon(x, y, u) = \sigma(x, y, u) \quad \text{locally uniformly},$$

where $\sigma : \mathbb{R}^n \times \mathbb{R}^m \times U \to \mathbb{R}^{m,r}$ satisfies the same conditions as $\sigma^\varepsilon$. We will not make any nondegeneracy assumption on the matrices $\sigma^\varepsilon$, $\sigma$, so the cases $\sigma^\varepsilon, \sigma \equiv 0$ are allowed.

(A3) The diffusion $\varrho$ driving the fast variables $Y_t$ is such that $\varrho \varrho^\top$ is uniformly bounded and non degenerate, i.e. $\exists \Delta, \bar{\Lambda} > 0$, such that $\forall x, y, \xi$.

$$\Delta|\xi|^2 \leq \varrho(x, y)\varrho^\top(x, y)\xi \cdot \xi = |\varrho(x, y)^\top\xi|^2 \leq \bar{\Lambda}|\xi|^2.$$  \hfill (2.4)

We will simply denote $A = A_x, R = R_x$ when there is no confusion. Note that condition (2.5) is related to the one introduced by Pardoux and Veretennikov in [33] namely, $\lim_{|y| \to \infty} \sup_{x \in \mathbb{R}^n} b(x, y) \cdot y = -\infty$ uniformly in $x$, and usually called Khasminskii’s assumption. It will be strengthened later into assumption (C2) to get better properties of the invariant measure and effective Hamiltonian.

2.2. The optimal control problem

We define the following pay off functional for a finite horizon optimal control problem associated to system (2.1) for $t \in [0, T]$

$$J(t, x, y, u) := \mathbb{E} \left[ e^{\lambda(T-t)}g(X_T, Y_T) + \int_t^T \ell(s, X_s, Y_s, u_s)e^{\lambda(s-T)}ds \left| X_t = x, Y_t = y \right. \right].$$  \hfill (2.6)
The associated value function is

\[ V^\varepsilon(t, x, y) := \sup_{u \in U} J(t, x, y, u), \quad \text{subject to} \ (2.1). \] (OCP(\varepsilon))

The set of admissible control functions \( U \) is the standard one in stochastic control problems, \( i.e., \) the set of \( \mathcal{F}_t \)-progressively measurable processes taking values in \( U \). We will make the following Assumptions \( B \)

- **(B1)** The discount factor is \( \lambda \geq 0 \).
- **(B2)** The utility function \( g : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) and the running cost \( \ell : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times U \to \mathbb{R} \) are continuous functions and satisfy
  \[ \exists K > 0 \ s.t. \ |g(x, y)|, |\ell(s, x, y, u)| \leq K(1 + |x|^2 + |y|^2), \forall s \in [0, T], x, y, u. \] (2.7)
- **(B3)** The running cost \( \ell \) is locally Hölder continuous in \( y \) uniformly in \( u \), \( i.e., \) for any \( R > 0 \) and \( s, x \) there are constants \( \gamma, C > 0 \) such that
  \[ |\ell(s, x, y, u) - \ell(s, x, \tilde{y}, u)| \leq C|y - \tilde{y}|^\gamma \ \forall |y| \leq R, u \in U. \] (2.8)

### 2.3. The HJB equation

The HJB equation associated via Dynamic Programming to the value function \( V^\varepsilon \) is

\[ -V^\varepsilon_t + F^\varepsilon \left( t, x, y, V^\varepsilon, \frac{D_y V^\varepsilon}{\varepsilon}, \frac{D_x^2 V^\varepsilon}{\varepsilon}, \frac{D^2_{x,y} V^\varepsilon}{\sqrt{\varepsilon}} \right) = 0, \quad \text{in} \ (0, T) \times \mathbb{R}^n \times \mathbb{R}^m, \] (2.9)

complemented with the obvious terminal condition

\[ V^\varepsilon(T, x, y) = g(x, y). \] (2.10)

This is a fully nonlinear degenerate parabolic equation (strictly parabolic in the \( y \) variables by the assumption (2.4)). We denote by \( \mathbb{M}^{n,m} \) (resp. \( S^n \)) the set of matrices of \( n \) rows and \( m \) columns (resp. the subset of \( n \)-dimensional squared symmetric matrices). The Hamiltonian \( F^\varepsilon : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^m \times S^n \times S^m \times \mathbb{M}^{n,m} \to \mathbb{R} \) is defined as

\[ F^\varepsilon(t, x, y, r, p, q, M, N, Z) := H^\varepsilon(t, x, y, p, M, Z) - \mathcal{L}(x, y, q, N) + \lambda r, \] (2.11)

where

\[ H^\varepsilon(t, x, y, p, M, Z) := \min_{u \in U} \left\{ -\text{trace}(\sigma^\varepsilon \sigma^{\varepsilon \top} M) - f \cdot p - 2\text{trace}(\sigma^\varepsilon q^{\top} Z^{\top}) - \ell \right\}, \] (2.12)

with \( \sigma^\varepsilon, f \) computed at \( (x, y, u) \), \( \ell = \ell(t, x, y, u) \), and \( q = q(x, y) \), and

\[ \mathcal{L}(x, y, q, N) := b(x, y) \cdot q + \text{trace}(g(x, y)q^{\top}(x, y)N) \] (2.13)

We define also the Hamiltonian \( H \) as \( H^\varepsilon \) with \( \sigma^\varepsilon \) is replaced by \( \sigma \)

\[ H(t, x, y, p, M, Z) := \min_{u \in U} \left\{ -\text{trace}(\sigma \sigma^{\top} M) - f \cdot p - 2\text{trace}(\sigma q^{\top} Z^{\top}) - \ell \right\}. \] (2.14)

The next result is standard, see, \( e.g. \), [7], Proposition 3.1 or [5], Proposition 2.1.
Proposition 2.1. Under assumptions (A) and (B1,B2), for any \(\varepsilon > 0\), the function \(V^\varepsilon\) in equation (OCP(\(\varepsilon\))) is the unique continuous viscosity solution to the Cauchy problem (2.9)–(2.10) with at most quadratic growth in \(x\) and \(y\), i.e., \(\exists K > 0\) independent by \(\varepsilon\) such that

\[
|V^\varepsilon(t,x,y)| \leq K(1 + |x|^2 + |y|^2), \quad \forall t \in [0,T], x \in \mathbb{R}^n, y \in \mathbb{R}^m. \tag{2.15}
\]

Note that the functions \(V^\varepsilon\) are locally equibounded but can be unbounded. The unboundedness in \(y\) was not allowed in the previous literature on singular perturbations and it is the main difficulty and novelty in this paper.

3. Ergodicity of the fast variables and the effective limit problem

3.1. The invariant measure

Consider the diffusion processes in \(\mathbb{R}^m\) obtained by setting \(\varepsilon = 1\) in equation (2.1) and freezing \(x \in \mathbb{R}^n\)

\[
dY_t = b(x,Y_t)\,dt + \sqrt{2}g(x,Y_t)\,dW_t, \quad Y_0 = y \in \mathbb{R}^m \tag{3.1}
\]
called fast subsystem. If we want to recall the dependence on the parameter \(x\), we denote the process in equation (3.1) as \(Y^x\). Observe that its infinitesimal generator is \(L_xw := \mathcal{L}(x,y,D_yw,D_{yy}w)\) with \(\mathcal{L}\) defined by equation (2.13).

Let us recall that a probability measure \(\mu_x\) on \(\mathbb{R}^m\) is an invariant measure for the process \(Y^x\) in (3.1) if

\[
\int_{\mathbb{R}^m} E[f(Y_t) | Y_0 = y] \,d\mu_x(y) = \int_{\mathbb{R}^m} f(y) \,d\mu_x(y), \quad \forall t > 0, \tag{3.2}
\]

for all bounded Borel functions \(f\) in \(\mathbb{R}^m\) (see for example [30]). We recall that an invariant measure is a stationary solution of the Fokker-Planck equation \(L_x^*\mu_x = 0\), where \(L_x^*\) is the adjoint operator to \(L_x\). When it exists and is unique we say that the process \(Y^x\) is ergodic.

It is well known that the assumption (2.5) on the drift ensures the existence of an invariant measure for equation (3.1), and its uniqueness follows from the non-degeneracy assumption (2.4) on the diffusion \(\rho\). This is proven for instance in [42] (see also [33–35]). Another proof of existence and uniqueness of the invariant measure is in [7] assuming the existence of a Lyapunov-type function, which is related to the recurrence condition [5].

In this section, we drop the explicit dependence on the frozen \(x\). Instead, we stress the dependence of \(Y\) on its initial position \(y\) by writing

\[
dY_y(t) = b(Y_y(t))\,dt + \sqrt{2}g(Y_y(t))\,dW_t, \quad Y_y(0) = y \in \mathbb{R}^m. \tag{3.3}
\]

3.2. Auxiliary results

The first result we need is the following lemma which gives a stronger form of ergodicity of the fast subsystem, that is, the convergence of the probability law of \(Y_y(\cdot)\) towards its unique invariant probability measure. We use \(\|\mu - \nu\|_{TV}\) for the total variation distance between two probability measures \(\mu, \nu\) defined by

\[
\|\mu - \nu\|_{TV} = \sup_{A \in \mathcal{B}} |\mu(A) - \nu(A)|
\]

where \(\mathcal{B}\) is the class of Borel sets. In particular, \(\|\mu\|_{TV} = \int_{\mathbb{R}^m} \,d\mu = 1\).
Lemma 3.1. Under assumptions (A), there exists $C,d,k > 0$ such that
\[ \|P_{Y_0}(\cdot) - \mu(\cdot)\|_{TV} \leq C(1 + |y|^d)(1 + t)^{-(1+k)}. \] (3.4)
Moreover, the invariant measure $\mu$ has finite moments of any order.

Proof. This is a particular case of the more general result in [42], Theorem 6. Indeed, the main assumption in [42] is
\[ \exists M_0 \geq 0, r \geq 0 \text{ s.t. } b(y) \cdot y \leq -r, \quad \forall |y| \geq M_0. \] (3.5)
Then, for the constants
\[ \bar{\Lambda} := \sup_y \text{trace}(qq^T(y))/m, \quad r_0 := |r - (m\bar{\Lambda} - \Delta)/2|X^{-1}, \]
Theorem 6 in [42] states that equation (3.4) holds $\forall k \in (0, r_0 - \frac{3}{2})$, $\forall d \in (2k + 2, 2r_0 - 1)$ if $r_0 > \frac{3}{2}$. In our case, assumption (2.5) guarantees a constant $r$, and therefore $r_0$, as large as we want.

For the finite moments, see [42], Equation (28) in Section 6, where it is shown that the invariant measure has finite moments of any order $d \geq (2k + 2, 2r_0 - 1)$ if $k \in (0, r_0 - \frac{3}{2})$. It is enough to use Hölder inequality together with the fact that $\mu(\mathbb{R}^n) = 1$ to prove finite moments of any order $d \geq 1$. \(\square\)

The following result gives an estimate on the first exit time of $Y_0(\cdot)$ from the ball centered in 0 with radius $n$

\[ \tau_n^Y := \inf \{ t \geq 0 | \|Y_0(t)\| \geq n \}. \]
It will be needed together with the previous Lemma for constructing the limit PDE in the next section.

Lemma 3.2. Under assumptions (A), for any compact set $\mathcal{K}$, there exist $\eta, C$ positive constants and $\ell$ a positive function such that, for any $\delta \in (0,1)$ and for $n$ large enough,
\[ \mathbb{E}[e^{-\delta \tau_n^Y}] \leq C\frac{\ell(\delta)}{\delta} e^{-n\eta}, \quad \forall y \in \mathcal{K}, \] (3.6)
where $\ell(\delta) = 1 + O(\delta)$ when $\delta \to 0^+$. In particular for any $\alpha \geq 0$ and $\beta > 0$, one has
\[ \mathbb{E}[n^\alpha e^{-\frac{1}{n^\beta} \tau_n^Y}] \leq Cn^{\alpha + \beta} e^{-n\eta} \to 0 \text{ as } n \to +\infty. \] (3.7)

Proof. The idea of the proof is to build a process $Z_t \in \mathbb{R}$ such that $\|Y(t)\| \leq Z_t$ a.s.. Then one has $\tau_n^Y \geq \tau_n^Z$ a.s., where $\tau_n^Z := \inf \{ t \geq 0 | \|Z(t)\| \geq n \}$, and hence
\[ \mathbb{E}[e^{-\delta \tau_n^Y}] \leq \mathbb{E}[e^{-\delta \tau_n^Z}], \quad \forall \delta > 0. \] (3.8)
Once we will have such a process $Z$, we’ll give an upper bound of the right hand side in equation (3.8).

The construction of $Z$ such that $\|Y(t)\| \leq Z_t$ a.s. is inspired by the proof of [23], Proposition 1.4. Let $A$ and $R$ be the positive constants in the recurrence condition (2.5) and note that $R$ can be chosen as large as we want.

Define $h : \mathbb{R}^m \to \mathbb{R}$ as a $C^2$ function such that $h(y) = \|y\|$ when $\|y\| \geq R$, and $h(y) < R$ otherwise. Next define
\[ Z_t := R \vee \|y_0\| + \sqrt{2}M_t - \eta \xi_t + L_t, \] (3.9)
where
\[ \xi_t := \inf \{ t \geq 0 | |Y(t)| \geq n \}, \quad \forall n \geq 0. \]
where $Y_0 = y_0$, $\eta$ is a positive constant to be made precise,

$$M_t := \int_0^t \nabla h(Y_s) \mathcal{T} \varrho(Y_s) \, dW_s, \quad t \geq 0,$$

$$\xi_t := \int_0^t \|\nabla h(Y_s) \mathcal{T} \varrho(Y_s)\|^2 \, ds$$

is the quadratic variation of the continuous local martingale $M_t$, and $L_t$ is an increasing process (of finite variation) which increases only at times $t$ for which $Z_t = R$, and is of zero value when $Z > R$. Such pair $(Z,L)$ is the unique pair of continuous adapted process given by Skorokhod’s lemma (see e.g. [37], Chap. VI, Sect. 2): $Z$ is a process reflected out of the interval $]-R, R[$ and $L$ its compensator. Note that when $\|y\| \geq R$, $\nabla h(y) = \frac{y}{\|y\|}$ so $\|\nabla h(y) \mathcal{T} \varrho(y)\|^2 = \frac{1}{\|y\|^2} y^\top \varrho(y) \varrho(y)^\top y \leq \Lambda$ by equation (2.4), and hence $d\xi_t \leq \Lambda \, dt$ on $\{\|Y_t\| \geq R\}$. On the other hand, define $\bar{K} := \sup_{\|y\| \leq R} \|\nabla h(y)\|$. Then we have $\xi_t \leq (1 \vee \bar{K}) L_t$ for all $t \geq 0$. We set $K := (1 \vee \bar{K}) \Lambda$, and get

$$0 \leq \xi_t \leq K t, \quad \forall \ t \geq 0. \tag{3.10}$$

Now we choose $f \in C^2(\mathbb{R})$ such that

$$f(x) > 0 \quad \text{and} \quad f'(x) > 0, \quad \forall \ x > 0$$
$$f(x) = 0, \quad \forall \ x \leq 0$$

We set $a(y) := \varrho(y) \varrho(y)^\top$. According to Itô’s formula, for $t \geq 0$,

$$dh(Y_s) = (\nabla h(Y_s) \mathcal{T} b(Y_s) + \text{trace} (a(Y_s) D^2 h(Y_s))) \, ds + \sqrt{2} \nabla h(Y_s) \mathcal{T} \varrho(Y_s) \, dW_s$$
$$dZ_s = -\eta \xi_s + dL_s + \sqrt{2} dM_s$$
$$= -\eta \|\nabla h(Y_s) \mathcal{T} \varrho(Y_s)\|^2 \, ds + dL_s + \sqrt{2} \nabla h(Y_s) \mathcal{T} \varrho(Y_s) \, dW_s$$

so that

$$d (h(Y) - Z)_s = \left(\nabla h(Y_s) \mathcal{T} b(Y_s) + \text{trace} (a(Y_s) D^2 h(Y_s)) \right) \, ds + dL_s.$$ 

Again by Itô’s formula we obtain

$$f(h(Y_t) - Z_t) = f(h(y_0) - R \vee \|y_0\|) + \int_0^t f'(h(Y_s) - Z_s) \, dh(Y) - Z_s$$
$$+ \frac{1}{2} \int_0^t f''(h(Y_s) - Z_s) \, d\langle h(Y) - Z_s \rangle,$$

where $\langle \zeta \rangle_t = \int_0^t \sigma(\zeta_s) \sigma(\zeta_s)^\top \, ds$ denotes the quadratic variation of a process defined by $d\zeta_t = f(\zeta_t) \, dt + \sigma(\zeta_t) \, dW_t$.

Note that $f(h(y_0) - R \vee \|y_0\|) = 0$ by definition of $h$ and $f$. Moreover, $h(Y) - Z$ is a continuous process with no Wiener process term, and hence it has zero quadratic variation, i.e., $d\langle h(Y) - Z \rangle_s = 0$. Now, again by definition of $h$ and $Z$, we have $h(Y_t) \leq Z_t$ on $\{\|y\| \leq R\}$, so $\{h(Y_t) > Z_t\} = \{\|y\| > Z_t\}$ is a subset of
\{ \|Y_t\| > R \}. When \|y\| \geq R, we have \( \nabla h(y) = \frac{y}{\|y\|}, D^2h(y) = \frac{1}{\|y\|} \left( I_m - \frac{y \otimes y}{\|y\|^2} \right) \), and we compute, by equation (2.4),

\[
\text{trace} \left( a(y)D^2h(y) \right) = \frac{1}{\|y\|} \left( \text{trace} a(y) - \sum_{i,j=1}^{m} a_{ij}(y) \frac{y_i y_j}{\|y\|^2} \right) \leq \frac{m \bar{X}}{\|y\|} \quad (3.11)
\]

Hence the expression

\[
\int_0^t f'(|Y_s| - Z_s) \left\{ \frac{1}{\|Y_s\|} Y_s \cdot b(Y_s) + \frac{m}{\|Y_s\|} \bar{X} + \eta \bar{X} \right\} ds - \int_0^t f'(\|Y_s\| - Z_s) dL_s,
\]

which is valid for \( \|Y_s\| > R \), is an upper bound of \( f(h(Y_t) - Z_t) \). Furthermore, \( dL_s = 0 \) for \( \|Y_s\| > R \), and therefore one has

\[
f(h(Y_t) - Z_t) \leq \int_0^t f'(|Y_s| - Z_s) \left\{ \frac{1}{\|Y_s\|} Y_s \cdot b(Y_s) + \frac{m}{\|Y_s\|} \bar{X} + \eta \bar{X} \right\} ds \quad (3.12)
\]

By the recurrence condition (2.5) the quantity in brackets \{ \ldots \} is bounded from above by

\[-A + \frac{m}{\|Y_s\|} \bar{X} + \eta \bar{X} \leq -A + \frac{m}{R} \bar{X} + \eta \bar{X}
\]

because this upper bound is obtained for \( \|Y_s\| > R \). Now we choose \( R \) large enough so that \( A/\bar{X} > m/R \). Then for

\[0 < \eta < \frac{A}{\bar{X}} - \frac{m}{R}\]

the r.h.s. of equation (3.12) is negative, which ensures \( f(h(Y_t) - Z_t) \leq 0 \) and implies \( \|Y_t\| \leq Z_t \) a.s. by definition of \( f \).

Next we look for an upper bound to \( \mathbb{E} \left[ e^{-\delta \tau_n^Z} \right] \). For simplicity of notation, in this step we shall write \( \tau_n := \tau_{n}^{Z} \), dropping the dependence on \( Z \). Fix \( \delta \in (0,1) \) and set \( \gamma := \frac{\delta}{K} \) where \( K \) is the constant in equation (3.10). By Itô’s formula, for any \( \Phi \in C^2(\mathbb{R}) \),

\[
d(\Phi(Z_t)e^{-\gamma \xi_t}) = \sqrt{2} \Phi'(Z_t)e^{-\gamma \xi_t} dM_t + \Phi'(Z_t)e^{-\gamma \xi_t} dL_t + e^{-\gamma \xi_t} \left\{ \Phi''(Z_t) - \eta \Phi'(Z_t) - \gamma \Phi(Z_t) \right\} d\xi_t.
\]

Since we are interested in the limit as \( n \to \infty \), we can assume without loss of generality that \( n > R \). We choose \( \Phi \) such that

\[
\begin{cases}
\Phi''(z) - \eta \Phi'(z) - \gamma \Phi(z) = 0, & \text{for } z \in [R, n] \\
\Phi'(R) = 0 & \text{and } \Phi(n) = 1
\end{cases} \quad (3.13)
\]

then \( \Phi(Z_t)e^{-\gamma \xi_t} \) is a local martingale which is bounded up to time \( \tau_n \). Hence we are allowed to apply Doob’s stopping theorem to obtain

\[
\Phi(R \lor \|y_0\|) = \mathbb{E} \left[ \Phi(Z_{\tau_n})e^{-\gamma \tau_n} \right] \quad (3.14)
\]
and since $Z_{\tau_n} = n$, $\Phi(n) = 1$, and $\xi_t \leq Kt$ for all $t \geq 0$, we have

$$E \left[ e^{-\gamma K \tau_n} \right] \leq E \left[ e^{-\gamma \xi_n} \right] = \Phi(R \vee \|y_0\|)$$

which yields

$$E \left[ e^{-\delta \tau_n} \right] \leq \Phi(R \vee \|y_0\|)$$ \hspace{1cm} (3.16)

Now solving the differential equation (3.13) yields

$$\Phi(z) = \frac{-\lambda_2 e^{\lambda_1 (z-R)} + \lambda_1 e^{\lambda_2 (z-R)}}{-\lambda_2 e^{\lambda_1 (n-R)} + \lambda_1 e^{\lambda_2 (n-R)}},$$

where $\lambda_2 < 0 < \lambda_1$ are given by

$$\lambda_1 = \frac{1}{2} \left( \eta + \sqrt{\eta^2 + 4\gamma} \right), \quad \lambda_2 = \frac{1}{2} \left( \eta - \sqrt{\eta^2 + 4\gamma} \right).$$

Hence,

$$\Phi(z) \leq \frac{(\lambda_1 - \lambda_2)e^{\lambda_1 (z-R)}}{-\lambda_2 e^{\lambda_1 (n-R)}} \leq \frac{2}{\sqrt{1 + \frac{4\gamma}{\eta^2}}} \exp \left[ z \frac{\eta}{2} \left( 1 + \sqrt{1 + \frac{4\gamma}{\eta^2}} \right) \right] \exp \left[ -\frac{\eta}{2} \left( 1 + \sqrt{1 + \frac{4\gamma}{\eta^2}} \right) \right]$$

By Taylor expansion, for $\gamma$ small,

$$1 + 2 \frac{\gamma}{\eta^2} - 2 \frac{\gamma^2}{\eta^4} \leq \sqrt{1 + \frac{4\gamma}{\eta^2}} \leq 1 + 2 \frac{\gamma}{\eta^2},$$

which yields

$$\Phi(z) \leq \frac{1 + 2 \frac{\gamma}{\eta^2}}{\sqrt{1 + \frac{4\gamma}{\eta^2}}} \exp \left[ z \frac{\gamma}{2} \left( 1 + \frac{\gamma}{\eta^2} \right) \right] e^{-n \frac{\eta}{2}}.$$ 

Now recall that $\gamma := \frac{\delta}{K}$ and define

$$\ell(\delta) := \frac{1 + 2 \frac{\delta}{K\eta}}{1 - \frac{\delta}{K\eta}} \exp \left[ z \frac{\delta}{K \eta} \right] \quad \text{and} \quad C := \eta^2 Ke^{z\eta}.$$

Then the right-hand side in the last inequality equals $C^{\ell(\delta)} e^{-n \frac{\eta}{2}}$ and $\ell(\delta) = 1 + O(\delta)$ when $\delta \to 0^+$. Together with equation (3.16), for $z := R \vee \|y_0\|$ this yields

$$E \left[ e^{-\delta \tau_n^2} \right] \leq C^{\ell(\delta)} e^{-n \frac{\eta}{2}}.$$ 

By combining this inequality with equation (3.8) we finally get the desired estimate (3.6) and conclude the proof of the first statement.
The second statement of the lemma is immediately obtained by multiplying the inequality (3.6) by $n^\alpha$ for $\alpha \geq 0$ and choosing $\delta = n^{-\beta}$ for $\beta > 0$. 

**Remark 3.3.** Under assumptions (A), we can also prove that, for suitable $C_1, C_2$ and $\kappa > 0$,

$$C_2 \left(n^2 - |y|^2\right) \leq E[\tau_n^Y] \leq C_1 e^{\kappa n^2} \text{ locally uniformly in } y.$$  

(3.18)

### 3.3. The effective Hamiltonian and approximate correctors

We expect that the effective Hamiltonian in the limit HJB equation of the singular perturbation problem is

$$\overline{H}(t,x,p,P) := \int_{\mathbb{R}^m} H(t,x,y,p,P,0) d\mu_x(y)$$  

(3.19)

where $\mu_x$ is the invariant measure of the process (3.1) introduced in Section 3.1 and studied in Section 3.2. In classical periodic homogenization theory one proves the convergence by means of a corrector (see [1, 16, 28]), namely, a (periodic) solution $\chi$ (for fixed $(t,x,p,P)$) of the cell problem

$$-L(x,y,D\chi,D^2\chi) + H(t,x,y,p,P,0) = \overline{H} \text{ in } \mathbb{R}^m,$$  

where $L$ and $H$ are defined in equations (2.13) and (2.14). In many cases, however, the cell problem may be hard or impossible to solve, and then one resorts to approximate correctors, i.e., a sequence $\chi_n$ such that

$$-L(x,y,D\chi_n,D^2\chi_n) + H(t,x,y,p,P,0) \to \overline{H} \text{ locally uniformly,}$$

see, e.g., [2, 5]. Here the unboundedness of both the domain and the Hamiltonian does not allow us to build the approximate correctors globally. We overcome the problem by introducing a suitable truncated $\delta$-cell problem that we now describe. Fix $(t,x,p,P)$, and let us denote for simplicity

$$L\omega(y) := L(x,y,D\omega,D^2\omega),$$  

(3.20)

$$h(y) := H(t,x,y,p,P,0) \text{ in } \mathbb{R}^m.$$  

(3.21)

Note that $h$ is locally Hölder continuous by the assumptions (A) and (B).

Take a sequence of bounded and open domains $D_n$ such that $\overline{D_n} \subset D_{n+1}$ and $\cup_n D_n = \mathbb{R}^m$. Assume in addition that $\partial D_n$ is $C^2$ and $D_n \subseteq B(0,n) := \{y \in \mathbb{R}^m \mid ||y|| < n\}$, the open ball centered in 0 with radius $n$ (e.g., $D_n = B(0,n)$). Consider the Dirichlet-Poisson problem

$$
\begin{cases}
\delta u(y) - Lu(y) = -h(y), & \text{in } D_n, \\
u(y) = 0, & \text{on } \partial D_n.
\end{cases}
$$  

(3.22)

It has a unique solution $u^{\delta,n}(\cdot)$ (see, e.g., [32], Thm. 8.1, p. 79) given by

$$u^{\delta,n}(y) = E \left[ - \int_0^{\tau_n} h(Y_y(t)) e^{-\delta t} dt \right]$$  

(3.23)

where $\tau_n$ is the first exist time of $Y_y(\cdot)$ from $D_n$. In the next result we study the limit as $\delta \to 0$ and $n \to \infty$. We will use that, under the assumptions (2.2) and (2.7), the Hamiltonian has at most a quadratic growth in $y$, i.e.

$$\exists K_h > 0, \quad |h(y)| \leq K_h (1 + |y|^2), \quad \forall \ y \in \mathbb{R}^m$$  

(3.24)
where $K_h$ is a constant that depends on the slow dynamics data $(f, \sigma)$ and the running cost $\ell$.

**Proposition 3.4.** Let $u^{\delta,n}(\cdot)$ be the solution to equation (3.22). Under assumptions (A) and (B), for any $\alpha > 0$ and $\delta = \delta(n) = O\left(\frac{1}{n^{1+\alpha}}\right)$ as $n \to \infty$,

$$\lim_{n \to \infty} \left| \delta(n) u^{\delta(n),n}(y) + \mu(h) \right| = 0, \quad \text{locally uniformly in } y,$$

where $\mu(h) = \int_{\mathbb{R}^m} h(y) d\mu(y) = \mathcal{H}(t, x, p, P)$ and $\mu$ is the unique invariant probability measure for the process (3.1).

**Proof.** From equation (3.23), for $D_n^c := \mathbb{R}^m \setminus D_n$, we have

$$u^{\delta,n}(y) + \frac{\mu(h)}{\delta} \leq \mathbb{E} \left[ - \int_0^{\tau_n} h(Y_{\delta}(t)) e^{-\delta t} dt \right] + \int_0^{\infty} \int_{\mathbb{R}^m} h(y) e^{-\delta t} d\mu(y) dt = \mathbb{E} \left[ - \int_0^{\infty} \mathbb{I}_{D_n}(Y_{\delta}(t)) h(Y_{\delta}(t)) e^{-\delta t} dt \right] + \int_0^{\infty} \int_{\mathbb{R}^m} h(y) e^{-\delta t} d\mu(y) dt + \mathbb{E} \left[ \int_{\tau_n}^{\infty} \mathbb{I}_{D_n}(Y_{\delta}(t)) h(Y_{\delta}(t)) e^{-\delta t} dt \right].$$

To estimate the first term we apply first Hölder inequality to get

$$\left| \int_0^{\infty} \int_{D_n} h(y) d\left(\mu(y) - \mathbb{P}_{Y_{\delta}(t)}(y)\right) e^{-\delta t} dt \right| \leq \left( \int_0^{\infty} \left( \int_{D_n} h(y) d\mu(y) - \int_{D_n} \mathbb{P}_{Y_{\delta}(t)}(y) d\mu(y) \right)^2 dt \right)^{1/2} \left( \int_0^{\infty} e^{-2\delta t} dt \right)^{1/2} = \frac{1}{\sqrt{2\delta}} \left( \int_0^{\infty} \left( \int_{D_n} h(y) d\mu(y) - \int_{D_n} \mathbb{P}_{Y_{\delta}(t)}(y) d\mu(y) \right)^2 dt \right)^{1/2}.$$ 

Now we can bound the term in the r.h.s. by Lemma 3.1 and equation (3.24) as follows

$$\int_0^{\infty} \left( \int_{D_n} h(y) d\mu(y) - \int_{D_n} \mathbb{P}_{Y_{\delta}(t)}(y) d\mu(y) \right)^2 dt \leq \sup_{D_n} \left| h \right| \int_{D_n} d\mu(y) - \int_{D_n} \mathbb{P}_{Y_{\delta}(t)}(y) d\mu(y) \right)^2 dt \leq \sup_{D_n} \left| h \right| \int_{D_n} \left| \mathbb{P}_{Y_{\delta}(t)}(\cdot) - \mu(\cdot) \right|_{TV}^2 dt \leq \frac{C^2(1 + |y|^d)^2}{1 + 2k} \sup_{D_n} \left| h \right|^2 \leq \frac{C^2(1 + |y|^d)^2}{1 + 2k} K_h^2 (1 + n^2)^2.$$ 

Finally, we have the following upper bound

$$\left| \int_0^{\infty} \int_{D_n} h(y) d\mu(y) - \mathbb{P}_{Y_{\delta}(t)}(y) e^{-\delta t} dt \right| \leq K_h \frac{C(1 + |y|^d)(1 + n^2)}{\sqrt{2\delta}}$$

We rewrite the second term as

$$\frac{1}{\delta} \int_{D_n} h(y) d\mu(y) = \frac{1}{\delta} \left( \mu(h) - \int_{D_n} h(y) d\mu(y) \right)$$

(3.27)
We bound the third term using the definition of $D_n$ and equation (3.24)

$$
\left| E \left[ \int_{\tau_n}^{\infty} \mathbb{1}_{D_n}(Y_x(t)) h(Y_x(t)) e^{-\delta t} dt \right] \right| \leq K_h E \left[ \int_{\tau_n}^{\infty} \mathbb{1}_{D_n}(Y_x(t))(1 + |Y_x(t)|^2) e^{-\delta t} dt \right] \\
\leq K_h E \left[ \int_{\tau_n}^{\infty} (1 + n^2) e^{-\delta t} dt \right] \leq K_h \frac{1 + n^2}{\delta} E \left[ e^{-\delta \tau_n} \right] \quad (3.28)
$$

Now we add up equations (3.26), (3.27), and (3.28), and multiply by $\delta$ to get

$$
|\delta u^{\delta,n}(y) + \mu(h)| \leq K_h \sqrt{\delta} \frac{C(1 + |y|^\alpha)(1 + n^2)}{(1 + 2k)\sqrt{2}} + \left| \mu(h) - \int_{D_n} h(y) d\mu(y) \right| + K_h (1 + n^2) E \left[ e^{-\delta \tau_n} \right].
$$

If we set $\delta = \delta(n) = O\left(\frac{1}{n^{\epsilon+\gamma}}\right)$ with $\alpha > 0$, the last term converges to zero as $n \to \infty$ by Lemma 3.2, and then

$$
\lim_{n \to \infty} \left| \delta(n) u^{\delta(n),n}(y) + \mu(h) \right| = 0.
$$

\[\square\]

**Remark 3.5.** This result still holds true if we relax the growth condition (3.24) on $h$ to

$$
\exists K_h > 0, \quad |h(y)| \leq K_h (1 + |y|^\gamma), \quad \forall y \in \mathbb{R}^m,
$$

with any $\gamma \geq 0$, provided we set $\delta = O\left(\frac{1}{n^{\epsilon+\gamma}}\right)$ in Proposition 3.4. This means that the slow dynamics is allowed to have a polynomial growth w.r.t. the fast variables. The same result holds also if $u^{\delta,n}(\cdot)$ satisfies an inhomogeneous boundary condition $u(y) = \phi(y)$ on $\partial D_n$ in the Dirichlet problem (3.22), if $\phi$ has a polynomial growth, that is, $\exists K_\phi > 0$ and $\kappa \geq 0$ such that $|\phi(y)| \leq K_\phi (1 + |y|^\kappa)$. The proof requires only minor modifications, see [26].

The next result is an exchange property which allows the effective Hamiltonian $\overline{H}$ to be of Bellman type. Such representation will be useful for applying a comparison theorem in the conclusion of our main result.

**Proposition 3.6.** Under assumptions (A) and (B2), the effective Hamiltonian equation (3.19) can be written as

$$
\overline{H}(t, x, p, P) = \min_{\nu \in L^\infty(\mathbb{R}^m, U)} \int_{\mathbb{R}^m} \left[ -\text{trace}(\sigma \sigma^\top P) - f \cdot p - \ell \right] d\mu_x(y) \quad (3.29)
$$

where $\sigma, f$ are computed in $(x, y, \nu(y))$ and $\ell$ in $(t, x, y, \nu(y))$.

Note that $L^\infty(\mathbb{R}^m, U) = L^1((\mathbb{R}^m, \mu_x), U)$ because $U$ is bounded and $\mu_x$ is a finite measure.

**Proof.** Let $t, x, p$ be fixed and define

$$
F(y, u) := -\text{trace}(\sigma(x, y, u) \sigma(x, y, u)^\top P) - f(x, y, u) \cdot p - \ell(t, x, y, u),
$$

so that $H(t, x, y, p, P, 0) = \min_{u \in U} F(y, u)$. To prove the inequality “$\leq$”, it suffices to observe that for any $\varepsilon > 0$, there exists $\nu^\varepsilon \in L^\infty(\mathbb{R}^m, U)$ such that

$$
\inf_{\nu \in L^\infty(\mathbb{R}^m, U)} \int_{\mathbb{R}^m} F(y, \nu(y)) d\mu_x(y) + \varepsilon \geq \int_{\mathbb{R}^m} F(y, \nu^\varepsilon(y)) d\mu_x(y) \geq \int_{\mathbb{R}^m} \min_{u \in U} F(x, u) d\mu_x(y) = \overline{H} \quad (3.30)
$$
and hence the result by the arbitrariness of $\varepsilon$.

To prove the inequality "$\geq$", we consider the minimization problem

$$\mathfrak{F}(y) := \min_{u \in U} F(y, u)$$

where $y \in \mathbb{R}^m$. Since $F$ is continuous, $U$ is compact, $\mathfrak{F}(y) \in F(\{y\} \times U)$, and $\mathfrak{F}$ is continuous, a classical selection theorem (see [24], Thm. 7.1, p. 66) implies the existence of a measurable selector $\nu$ for which the minimization is achieved, i.e.,

$$\exists \nu \in L^\infty(\mathbb{R}^m, U), \text{ s.t. } \forall y \in \mathbb{R}^m, \; \mathfrak{F}(y) = \min_{u \in U} F(y, u) = F(y, \nu(y)).$$

Therefore one has

$$\mathcal{H} = \int_{\mathbb{R}^m} \min_{u \in U} F(y, u) \, d\mu_x(y) = \int_{\mathbb{R}^m} F(y, \nu(y)) \, d\mu_x(y))$$

$$\geq \inf_{\nu \in L^\infty(\mathbb{R}^m, U)} \int_{\mathbb{R}^m} F(y, \nu(\cdot)) \, d\mu_x(y).$$

This inequality together with equation (3.30) proves that the inf is a min, attained at $\nu = \nu$, and the equality (3.29) holds.

3.4. The effective initial data

In this section, we construct the effective terminal cost $\mathcal{g}(x)$ for the limit of the singular perturbations problem (2.9)-(2.10). We expect that it is

$$\mathcal{g}(x) := \int_{\mathbb{R}^m} g(x, y) \, d\mu_x(y)$$

(3.31)

where $\mu_x$ is the invariant measure of the process (3.1). In classical homogenization theory one uses that

$$\mathcal{g}(x) = \lim_{t \to +\infty} \omega(t, y; x)$$

where $\omega$ solves, for fixed $x$, the initial value problem:

$$\begin{cases}
\partial_t \omega - \mathcal{L}(x, y, D\omega, D^2\omega) = 0 & \text{in } (0, +\infty) \times \mathbb{R}^m, \\
\omega(0, y) = g(x, y), & \text{in } \mathbb{R}^m,
\end{cases}$$

(3.32)

with $\mathcal{L}$ defined in equation (2.13), see, e.g., [2, 5]. In our context of unbounded data we use a truncation to bounded domains of such a problem, similar to the previous section. We consider an increasing sequence of bounded and open domains $D_n$ with $C^2$ boundaries invading $\mathbb{R}^m$ and such that $D_n \subseteq B(0, n)$, as in Section 3.3 (for example $D_n = B(0, n)$). Now instead of equation (3.32), we consider the Cauchy-Dirichlet problem

$$\begin{cases}
\frac{\partial}{\partial t} \omega^{T,n} - \mathcal{L}(x, y, D\omega^{T,n}, D^2\omega^{T,n}) = 0 & \text{in } (0, T] \times D_n, \\
\omega^{T,n}(0, y) = g(x, y), & \text{in } D_n, \\
\omega^{T,n}(t, y) = 0, & \text{in } [0, T] \times \partial D_n,
\end{cases}$$

(3.33)
where $x$ is again a fixed parameter, and if we set $u^{T,n}(t, y) = \omega^{T,n}(T - t, y)$, then $u^{T,n}(\cdot, \cdot)$ solves the terminal-boundary value problem

\[
\begin{aligned}
\frac{\partial}{\partial t} u^{T,n} + L(x, y, Du^{T,n}, D^2 u^{T,n}) &= 0, \quad \text{in } [0, T) \times D_n, \\
u^{T,n}(T, y) &= g(x, y), \quad \text{in } D_n, \\
u^{T,n}(t, y) &= 0, \quad \text{in } [0, T) \times \partial D_n,
\end{aligned}
\tag{3.34}
\]

It is known [32], Theorem 8.2, p. 81, that the problem (3.34) admits a unique solution given by

\[
u^{T,n}(t, y) = E[1_{\{\tau_n = T\}} g(x, Y_{y,t}(T))]
\tag{3.35}
\]

where $Y_{y,t}(\cdot)$ is the fast process defined by equation (3.1) and such that $Y_{y,t}(t) = y \in \mathbb{R}^m$, and $\tau_n = \inf\{s \in [t, T] : Y_{y,t}(s) \notin D_n\}$ is the first exit time from $D_n$. The next result gives an approximation of the effective initial data $\bar{g}(x)$ by $\omega^{T,n}(T, y) = u^{T,n}(0, y)$ as $T = T(n) \to +\infty$ for $n \to +\infty$.

**Proposition 3.7.** Let $u^{T,n}(\cdot, \cdot)$ be as defined in equation (3.35). Under assumptions (A) and (B), for any increasing sequence $\{T(n)\}_{n>0}$ such that $T(n) \geq n^2$, we have the following

\[
\lim_{n \to +\infty} \left| u^{T(n),n}(0, y) - \bar{g} \right| = 0, \quad \text{locally uniformly in } y,
\tag{3.36}
\]

where $\bar{g} = \bar{g}(x) = \int_{\mathbb{R}^m} g(x, y) d\mu_x(y)$ and $\mu_x$ is the unique invariant probability measure of the process (3.1). In particular, $\lim_{n \to +\infty} \omega^{T(n),n}(T(n), y) = \bar{g}$ locally uniformly in $y$ and $\bar{g}$ has at most quadratic growth in $x$.

**Proof.** Since the slow variable $x$ is frozen we drop it in the notations and write in particular $g(x, \cdot) = g(\cdot)$ and $\mu_x(\cdot) = \mu(\cdot)$. Also, the fast process $Y_{y,t}(\cdot)$ will be simply denoted by $Y_{y}(\cdot)$. We have the following

\[
u^{T(n),n}(0, y) = \int_{D_n} 1_{\{\tau_n = T(n)\}} g(z) dP_{Y_{y,T}(T(n))}(z), \quad \text{from equation (3.35)}
\]

\[
\bar{g} = \int_{\mathbb{R}^m} g(z) d\mu(z) = \int_{D_n} g(z) d\mu(z) + \int_{D_n^c} g(z) d\mu(z).
\]

Hence

\[
\left| u^{T(n),n}(0, y) - \bar{g} \right| \leq \int_{D_n} 1_{\{\tau_n = T(n)\}} g(z) d(P_{Y_{y,T}(T(n))} - \mu)(z) + \int_{D_n} g(z) d\mu(z)
\]

\[
\leq C(1 + n^2)\|P_{Y_{y,T}(T(n))}(\cdot) - \mu(\cdot)\|_{TV} + \sqrt{\mu(g^2)}\sqrt{1 - \mu(D_n)}
\]

where, for the first integral we used the quadratic growth of $g$ from equation (2.7), and for the second, Hölder inequality together with the fact that the probability measure $\mu$ has finite fourth moment by Lemma 3.1. Now, again by Lemma 3.1, there exist $C, d, k > 0$ such that

\[
\|P_{Y_{y,T}(T(n))}(\cdot) - \mu(\cdot)\|_{TV} \leq C(1 + |y|^d)(1 + T(n))^{-(1+k)}
\]

Therefore, by choosing $T(n) \geq n^2$ we obtain, as $n \to \infty$,

\[
\left| u^{T(n),n}(0, y) - \mu(y) \right| \leq C(1 + n^2)(1 + |y|^d)\frac{1}{(1 + n^2)^{1+k}} + \sqrt{\mu(g^2)(1 - \mu(D_n))} \to 0.
\]
Finally, the growth condition on \( g \) follows from equation (2.7) and the fact that \( \mu \) has a finite second order moment (Lem. 3.1).

Remark 3.8. This result still holds true if we consider, instead of the growth assumption (2.7), \( g \) such that
\[
\exists K_g > 0, \quad |g(x, y)| \leq K_g (1 + |x|^2 + |y|^\gamma), \quad \forall y \in \mathbb{R}^m
\]
where \( \gamma \geq 0 \) is as large as we want, provided we choose \( T(n) \geq n^\gamma \).

4. The convergence theorem for the value function

We can now state and prove the main result of the paper, namely the convergence as \( \varepsilon \to 0 \) of the value function \( V_{\varepsilon}(t, x, y) \), solution to equations (2.9)–(2.10), to a function \( V(t, x) \) characterised as the unique solution of the Cauchy problem
\[
\begin{cases}
-V_i + H(t, x, D_x V, D^2_{xx} V) + \lambda V(x) = 0, & \text{in } (0, T) \times \mathbb{R}^n, \\
V(T, x) = \overline{g}(x), & \text{in } \mathbb{R}^n,
\end{cases}
\]
where the effective Hamiltonian \( H \) and the effective initial data \( \overline{g}(x) \) are defined by equations (3.19) and (3.31), respectively.

Before we go further, we need to check smoothness in the \( x \) variables of the data in the effective (limit) Cauchy problem. Indeed, the construction of \( H, \overline{g} \) in the previous section involves the invariant measure of the fast process \( Y \) which depends on \( x \).

4.1. On the effective Cauchy problem

This subsection is devoted to the continuity of \( H, \overline{g} \). Under the assumptions (A) and (B), the proof of this property reduces to proving continuity of the invariant measure \( \mu_x \) of the process \( Y^x \) in equation (3.1). To do so, we need the following Assumptions (C)

(C1) The diffusion \( \varrho \) is constant such that \( \varrho \varrho^\top = \bar{\varrho} \mathbb{I}_m \) where \( \bar{\varrho} > 0 \) is a constant and \( \mathbb{I}_m \) is the identity matrix.

(C2) The drift \( b \) satisfies the following strong recurrence condition
\[
\exists \kappa > 0 \text{ s.t. } (b(x, y_1) - b(x, y_2)) \cdot (y_1 - y_2) \leq -\kappa |y_1 - y_2|^2, \quad \forall x, y_1, y_2.
\]

(C3) The utility function \( g \) and running cost \( \ell \) are Lipschitz continuous in \( y \) uniformly in their other arguments.

It is clear that (C3) implies (B3), (C2) implies (A4), while (C1) is a particular case of (A3).

We recall the weighted norm (when it exists) \( \|\varphi\|_{L^p(\nu)}^p = \int_{\mathbb{R}^m} |\varphi|^p d\nu(y) \) for \( p \geq 1, \nu \) a positive measure, and the Wasserstein distance
\[
W_p(\mu, \nu) = \left( \inf_\pi \int_{\mathbb{R}^m} |y - y'|^p d\pi(y, y') \right)^{1/p}, \quad \text{for } p \geq 1
\]
where the minimization is performed over the collection of all measures \( \pi \) on \( \mathbb{R}^m \times \mathbb{R}^m \) having marginals \( \mu, \nu \).

We now state a result in [9].

Lemma 4.1. Under assumptions (A) and (C)
\[
W_2(\mu_{x_1}, \mu_{x_2}) \leq \bar{\varrho} \kappa^{-1} \|b(x_1, \cdot) - b(x_2, \cdot)\|_{L^2(\mu_{x_2})}
\]
where \( \mu_{x_i} \) is the unique invariant probability measure associated to equation (3.1) with \( x = x_i, i = 1, 2 \), respectively.

**Proof.** The inequality with \( \mathcal{F} = 1 \) is [9], Corollary 2 where it is assumed that \( b(x_1, \cdot), b(x_2, \cdot) \) satisfy (C2) and such that \( |b(x_1, \cdot) - b(x_2, \cdot)| \in L^2(\mu_{x_1} + \mu_{x_2}) \). This last condition is satisfied as a consequence of Lemma 3.1 which guarantees existence of all moments of the invariant measure in our setting and hence the desired integrability conditions.

**Proposition 4.2.** Under assumptions (A), (B) and (C), the effective Hamiltonian \( \overline{H} : [0, T] \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{S}^n \to \mathbb{R} \) and initial data \( \mathcal{I} : \mathbb{R}^n \to \mathbb{R} \) are continuous.

**Proof.** We write the proof for \( \overline{H} \) only, \( \mathcal{I} \) being completely analogous. Recall the definition of the effective Hamiltonian \( \overline{H} \)

\[
\overline{H}(t,x,p,P) = \int_{\mathbb{R}^m} H(t,x,y,p,P,0) d\mu_x(y),
\]

where \( \mu_x \) is the unique invariant probability measure associated to the fast subsystem (3.1). The Hamiltonian \( H \) inherits all the regularity properties of \( f, \sigma, \ell \) as easily seen from its definition (2.14). Let \( (t_1, x_1, p_1, P_1), (t_2, x_2, p_2, P_2) \in [0, T] \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{S}^n, \)

\[
\overline{H}(t_1, x_1, p_1, P_1) - \overline{H}(t_2, x_2, p_2, P_2) = \overline{H}(t_1, x_1, p_1, P_1) - \overline{H}(t_1, x_2, p_1, P_1) + \overline{H}(t_1, x_2, p_1, P_1) - \overline{H}(t_2, x_2, p_2, P_2).
\]

On one hand we have

\[
\overline{H}(t_1, x_2, p_1, P_1) - \overline{H}(t_2, x_2, p_2, P_2) = \int_{\mathbb{R}^m} H(t_1, x_2, y, p_1, P_1, 0) - H(t_2, x_2, y, p_2, P_2, 0) d\mu_{x_2}(y).
\]

The variable \( x_2 \) being fixed here, and from continuity of \( H \) in \( (t, p, P) \), one easily deduces continuity of \( \overline{H}(\cdot, x_2, \cdot, \cdot). \) On the other hand, we have

\[
\overline{H}(t_1, x_1, p_1, P_1) - \overline{H}(t_1, x_2, p_1, P_1) = \int_{\mathbb{R}^m} H(t_1, x_1, y, p_1, P_1, 0) d\mu_{x_1}(y) - \int_{\mathbb{R}^m} H(t_1, x_2, y, p_1, P_1, 0) d\mu_{x_2}(y)
\]

The variables \( (t_1, p_1, P_1) \) being fixed, we introduce \( \phi(x,y) := H(t_1, x, y, p_1, P_1, 0). \) We need then to estimate the quantity

\[
\int_{\mathbb{R}^m} \phi(x_1, y) d\mu_{x_1}(y) - \int_{\mathbb{R}^m} \phi(x_2, y) d\mu_{x_2}(y)
\]

\[
= \int_{\mathbb{R}^m} (\phi(x_1, y) - \phi(x_2, y)) d\mu_{x_1}(y) + \int_{\mathbb{R}^m} \phi(x_2, y) d(\mu_{x_1} - \mu_{x_2})(y).
\]

The first term in the r.h.s. is continuous thanks to continuity of \( \phi \) in \( x \). We are then left with the second term

\[
\int_{\mathbb{R}^m} \phi(x_2, y) d(\mu_{x_1} - \mu_{x_2})(y) = \iint_{\mathbb{R}^m} \phi(x_2, y) - \phi(x_2, y') d\pi(y, y')
\]

\[
\leq C \iint_{\mathbb{R}^m} |y - y'| d\pi(y, y')
\]
for any $\pi(\cdot, \cdot)$ a probability measure on $\mathbb{R}^m \times \mathbb{R}^m$ with marginals $\mu_{x_1}$ and $\mu_{x_2}$. Therefore, we have

$$\int_{\mathbb{R}^m} \phi(x_2,y) - \phi(x_2,y') \ d\pi(y,y') \leq C \mathcal{W}_1(\mu_{x_1}, \mu_{x_2}) \leq C \mathcal{W}_2(\mu_{x_1}, \mu_{x_2})$$

(4.8)

Using Lemma 4.1, we have the following

$$\mathcal{W}_2(\mu_{x_1}, \mu_{x_2}) \leq \overline{\kappa}^{-1} \left( \int_{\mathbb{R}^m} |b(x_1,y) - b(x_2,y)|^2 \ d\mu_{x_2}(y) \right)^{1/2}$$

and hence

$$\mathcal{W}_2(\mu_{x_1}, \mu_{x_2}) \leq \overline{\kappa}^{-1} C |x_1 - x_2|$$

(4.9)

where $C > 0$ is now the Lipschitz constant of $b$. Finally, using equations (4.7), (4.8) and (4.9) we can upperbound the r.h.s. of equation (4.6) with

$$\int_{\mathbb{R}^m} (\phi(x_1,y) - \phi(x_2,y)) d\mu_{x_1}(y) + \overline{\kappa}^{-1} C |x_1 - x_2|.$$ 

(4.10)

Finally, exchanging the roles of $x_1, x_2$, and using equations (4.4), (4.5) and (4.10), we get the joint continuity of $H$ in all its arguments.

Remark 4.3. Note that the upper bound (4.10) yields Lipschitz continuity of $x \mapsto H(t,x,p,Y)$ provided $H$ is Lipschitz in $(x,y)$; the Lipschitz continuity in $y$ being needed in equation (4.7). This observation will be useful in Step 5 of the proof of the main result.

4.2. The main result

We are now ready to state and prove our main convergence result. The last assumption we need is the following

_Assumption (D) _

(D) The matrix $\Sigma = \sigma \sigma^\top(x,y,u)$ has bounded second derivatives in $x$, uniformly in $(y,u)$ and at least one of the two conditions is satisfied:

(a) $\Sigma$ is independent of $y$ and $u$, i.e. $\sigma = \sigma(x)$;

(b) the drift of the fast process is independent of $x$, i.e. $b = b(y)$.

Assumption (D) ensures that the square root of $\Sigma$ is Lipschitz in $x$ (see [40], Thm. 5.2.3, p. 132) and will be needed in Step 5 of the proof of our next result. For our main motivation as described in the introduction, assumption (D.a) is satisfied because $\sigma = 0$. Assumption (D.b) on the other hand is relevant for applications in finance, see [7, 18] and the references therein.

Theorem 4.4. Under assumptions (A), (B), (C) and (D), the solution $V^\varepsilon$ to equation (2.9) converges uniformly on compact subsets of $(0,T) \times \mathbb{R}^n \times \mathbb{R}^m$ to the unique continuous viscosity solution of the limit problem (4.1) satisfying a quadratic growth condition in $x$, i.e.

$$\exists K > 0 \text{ such that } |V(t,x)| \leq K(1 + |x|^2), \quad \forall (t,x) \in [0,T] \times \mathbb{R}^n$$

(4.11)

Remark 4.5. Without assumption (D) we prove that the weak semilimits $V$ and $\nabla V$ are independent of $y$ and are, respectively, a super- and a subsolution of equation (4.1), as in [2], Theorem 1. If, in addition, we assume (D), we prove that the Comparison Principle holds for equation (4.1), which implies the uniform convergence of $V^\varepsilon$. 
The last auxiliary result we need is a Liouville property for semi-solutions of the PDE

\[-LV(y) = -b(x, y) \cdot \nabla V(y) - \text{trace}(\varrho \varrho^\top (x, y) D^2 V(y)) = 0, \quad \text{in } \mathbb{R}^m, \tag{4.12}\]

where \(x \in \mathbb{R}^n\) is frozen, taken from [6], Theorems 2.1 and 2.2 or [31], Proposition 3.1.

**Lemma 4.6.** Assume there exist a function \(\omega \in C^\infty(\mathbb{R}^m)\) and \(R_0 > 0\) such that

\[-L\omega \geq 0 \quad \text{in } B(0, R_0)^C, \quad \omega(y) \to +\infty \quad \text{as} \quad |y| \to +\infty. \tag{4.13}\]

Then every viscosity subsolution \(V \in USC(\mathbb{R}^m)\) to equation (4.12) such that \(\limsup_{|y| \to \infty} \frac{V}{\omega} \leq 0\) and every viscosity supersolution \(U \in LSC(\mathbb{R}^m)\) to equation (4.12) such that \(\liminf_{|y| \to \infty} \frac{U}{\omega} \geq 0\) are constant.

**Proof.** (Thm. 4.4) The proof follows the one of [7], Theorem 5.1 (see also [5], Thm. 3.2).

Step 1. We define the half-relaxed semilimits

\[
V(t, x, y) = \liminf_{\varepsilon \to 0} V^\varepsilon(t', x', y'), \quad \bar{V}(t, x, y) = \limsup_{\varepsilon \to 0} V^\varepsilon(t', x', y'),
\]

for \(t < T, x \in \mathbb{R}^n, y \in \mathbb{R}^m,\) and

\[
V(T, x, y) = \liminf_{\varepsilon \to 0} V^\varepsilon(t', x', y'), \quad \bar{V}(T, x, y) = \limsup_{\varepsilon \to 0} V^\varepsilon(t', x', y').
\]

By equation (2.15) they also have quadratic growth, that is,

\[
|V(t, x, y)|, |\bar{V}(t, x, y)| \leq K(1 + |x|^2 + |y|^2), \quad \forall t \in [0, T], \ x \in \mathbb{R}^n, \ y \in \mathbb{R}^m. \tag{4.14}
\]

Step 2. (We show that \(V(t, x, y), \bar{V}(t, x, y)\) do not depend on \(y\) for every \(t \in [0, T]\) and \(x \in \mathbb{R}^n.\) Arguing as in Step 2 of the proof of [7], Theorem 5.1, we get that \(\bar{V}(t, x, y)\) (resp., \(V(t, x, y)\)) is, for every \(t \in (0, T)\) and \(x \in \mathbb{R}^n,\) a viscosity subsolution (resp., supersolution) to

\[-\mathcal{L}(x, y, D_y V, D^2_{yy} V) = 0 \quad \text{in } \mathbb{R}^m \tag{4.15}\]

where \(\mathcal{L}\) is the differential operator defined in equation (2.13). Consider now the function \(\omega\) defined on \(\mathbb{R}^m \setminus \{0\}\) such that

\[
\omega(y) = \frac{1}{2} |y|^2 \log |y| \tag{4.16}
\]

and such that \(\omega(0) = 0.\) It is easy to check that

\[
\nabla \omega(y) = \left(\frac{1}{2} + \log(|y|)\right) y \quad \text{and} \quad D^2 \omega(y) = \left(\frac{1}{2} + \log(|y|)\right) I_m + \frac{y \otimes y}{|y|^2}.
\]
Therefore, recalling \( a = \varrho \varrho^T \), one has

\[
-\mathcal{L} \omega = -\left( \frac{1}{2} + \log(|y|) \right) (b(y) \cdot y) - \left( \frac{1}{2} + \log(|y|) \right) \text{trace}(a(y)) - \frac{1}{|y|^2} \text{trace}((y \otimes y)a(y)) \\
\geq -\left( \frac{1}{2} + \log(|y|) \right) ((b(y) \cdot y) + mX) - \frac{X}{|y|} \rightarrow +\infty
\]  

(4.17)

thanks to assumptions (2.5) and (2.4). Then one can find \( R > 0 \) such that

\[
-\mathcal{L} \omega(y) \geq 0 \quad \text{in} \quad B(0, R)^C, \quad \text{and} \quad \omega(y) \xrightarrow{|y| \to \infty} +\infty.
\]  

(4.18)

We can now use Lemma 4.6 with such a Lyapunov function \( \omega \), since \( \nabla \nabla \) have at most a quadratic growth in \( y \), to conclude that the functions \( y \mapsto \nabla \nabla (t, x, y) \), \( y \mapsto \nabla (t, x, y) \) are constants for every \((t, x) \in (0, T) \times \mathbb{R}^n \). Finally, using the definition it is immediate to see that this implies that also \( \nabla (T, x, y) \) and \( \nabla (T, x, y) \) do not depend on \( y \).

Step 3. (We show that \( \nabla \nabla \) are sub and supersolutions to the PDE in equation (4.1) in \( (0, T) \times \mathbb{R}^n \).)

The proof adapts the perturbed test function method \([2, 16]\). To show that \( \nabla \nabla \) is a viscosity subsolution we fix \((\overline{t}, \overline{x}) \in (0, T) \times \mathbb{R}^n \) and a smooth function \( \psi \) such that \( \psi(\overline{t}, \overline{x}) = \nabla \nabla (\overline{t}, \overline{x}) \) and \( \nabla - \psi \) has a strict maximum at \((\overline{t}, \overline{x}) \). We must prove that

\[
-\psi_t(\overline{t}, \overline{x}) + \nabla \nabla (\overline{t}, \overline{x}, D_x \psi(\overline{t}, \overline{x}), D^2_{xx} \psi(\overline{t}, \overline{x})) + \lambda \nabla (\overline{t}, \overline{x}) \leq 0
\]

Set \( \overline{p} = D_x \psi(\overline{t}, \overline{x}), \overline{P} = D^2_{xx} \psi(\overline{t}, \overline{x}) \), and assume by contradiction that for some \( \eta > 0 \)

\[
-\psi_t(\overline{t}, \overline{x}) + \nabla \nabla (\overline{t}, \overline{x}, \overline{p}, \overline{P}) + \lambda \psi(\overline{t}, \overline{x}) \geq 5\eta.
\]

By the continuity of \( \nabla \nabla \) given by Proposition 4.2, we can choose \( r > 0 \) such that

\[
-\psi_t(t, x) + \nabla \nabla (t, x, \overline{p}, \overline{P}) + \lambda \psi(t, x) \geq 4\eta
\]

(4.19)

for all \((x, t) \in B((\overline{t}, \overline{x}), r) \), and \( \varepsilon_0 > 0 \) such that

\[
|H^\varepsilon(t, x, y, D_x \psi(t, x), D^2_{xx} \psi(t, x), 0) - H(\overline{t}, \overline{x}, y, \overline{p}, \overline{P}, 0)| < \eta
\]

(4.20)

for all \((x, t) \in B((\overline{t}, \overline{x}), r), y \in B(0, R) \) (\( R \) to be chosen soon), and \( \varepsilon \leq \varepsilon_0 \). Now consider, as in equation (3.22), the \( \delta(n) \)-cell problem

\[
\begin{cases}
\delta \chi_\delta(y) - \mathcal{L}(\overline{x}, y, D\chi_\delta, D^2\chi_\delta) + H(\overline{t}, \overline{x}, \overline{y}, \overline{p}, \overline{P}, 0) = 0, & \text{in} \ D_n, \\
\chi_\delta(y) = 0, & \text{in} \ \partial D_n,
\end{cases}
\]

(4.21)

where \( \delta := \delta(n) = O\left( \frac{1}{n^{1+\alpha}} \right) \) and \( D_n = B(0, n) \). By Proposition 3.4 there exists \( n_0 > 0 \) such that, for every \( n \geq n_0, R < n_0, \)

\[
|\delta \chi_\delta(y) + \nabla \nabla (\overline{t}, \overline{x}, \overline{p}, \overline{P})| \leq \eta, \quad \forall y \in B(0, R).
\]

(4.22)

Moreover

\[
|\mathcal{L}(\overline{x}, y, D\chi_\delta, D^2\chi_\delta) - \mathcal{L}(x, y, D\chi_\delta, D^2\chi_\delta)| < \eta
\]

(4.23)
for $|x - \overline{x}| < r$, by decreasing $r$ if necessary, and we set $C_n := \max_{\Omega(0, R)} |\chi_\delta(y)|$. We define the perturbed test function

$$
\psi^\varepsilon(t, x, y) := \psi(t, x) + \varepsilon \chi_\delta(y),
$$

which is in $C^2(\Omega)$ for $\Omega := B((\overline{t}, \overline{x}), r) \times B(0, R)$. We claim that $\psi^\varepsilon$ is a strict supersolution of the PDE (2.9) in $\Omega$ for $\varepsilon \leq \varepsilon_0$ and $\varepsilon \lambda C_n < \eta$. In fact,

$$
- \psi^\varepsilon_t(t, x) + H^\varepsilon(t, x, y, D_x \psi(t, x), D^2_{xx} \psi(t, x), 0) - H(t, x, y, \overline{p}, \overline{\delta}) + \lambda \psi^\varepsilon_t(t, x) \\
\geq -\psi_t(t, x) + H^\varepsilon(t, x, y, D_x \psi(t, x), D^2_{xx} \psi(t, x), 0) - \delta \chi_\delta(y) - H(t, x, y, \overline{p}, \overline{\delta}) + \lambda \psi_t(t, x) \\
\geq -\psi_t(t, x) - \eta + H(t, x, y, \overline{p}, \overline{\delta}) - \eta + \lambda \psi_t(t, x) + \lambda \varepsilon \chi_\delta(y) \\
\geq 4\eta - 2\eta - \lambda \varepsilon C_n \geq \eta > 0
$$

where in the first inequality we used equations (4.23) and (4.21), in the second inequality we used equations (4.20) and (4.22), and in the third inequality we used equation (4.19).

Since the maximum of $\nabla - \psi$ at $(\overline{t}, \overline{x})$ is strict, we can decrease $r$ so that $\nabla - \psi \leq -2\eta$ on $\partial \Omega$. Moreover

$$
\limsup_{\varepsilon \to 0^+, t', x', y' \to x, y} V^\varepsilon(t', x', y') - \psi^\varepsilon(t', x', y') = \nabla(t, x) - \psi(t, x)
$$

and the compactness of $\partial \Omega$ imply that $V^\varepsilon - \psi^\varepsilon \leq -\eta$ on $\partial \Omega$ for $\varepsilon$ small enough. We claim that, for such $\varepsilon$, $V^\varepsilon - \psi^\varepsilon \leq -\eta$ in $\Omega$.

In fact, if this is not the case, $V^\varepsilon - \psi^\varepsilon$ has a maximum point in $\Omega$, a contradiction to the fact that $V^\varepsilon$ is a viscosity subsolution of equation (2.9) in $\Omega$ and $\psi^\varepsilon$ satisfies equation (4.25). Now equations (4.26) and (4.27) imply $\nabla(t, x) < \psi(t, x)$, which is a contradiction and completes the proof that $\nabla$ is a subsolution to equation (4.1). The proof that $\nabla$ is a supersolution is completely analogous.

Step 4. (Behavior of $\nabla$ and $\nabla$ at time T) In this step, we adapt the Step 4 in the proof of [7], Theorem 5.1 or in [5], Theorem 3.2 using our result in Proposition 3.7. The main difference relies in the use of the sequence of Cauchy problems with bounded domains (3.33) instead of the Cauchy problem (3.32) that was used in [5, 7].

We repeat the proof for the sake of consistency and clarity. We prove only the statement for subsolution, since the proof for the supersolution is completely analogous.

We fix $\overline{x} \in \mathbb{R}^n$ and $t_0 > 0$, and we consider, for some $n > 0$ to be later made precise, the unique bounded solution $\omega^{r, n}$ to the Cauchy problem in $[0, T(n)] \times D_n$ where $T(n) := n^2 t_0$ and $D_n$ is the ball of radius $n$ in $\mathbb{R}^m$

$$
\begin{cases}
\omega_t - \mathcal{L}(\overline{x}, y, D\omega, D^2 \omega) = 0, & \text{in } (0, T(n)] \times D_n, \\
\omega(0, y) = \sup_{\{|x - \overline{x}| \leq r\}} g(x, y), & \text{in } D_n, \\
\omega(t, y) = 0, & \text{in } [0, T(n)] \times \partial D_n.
\end{cases}
$$

Using stability properties of viscosity solutions it is not hard to see that $\omega^{r, n}$ converges, as $r \to 0$, to the solution $\omega^n$ of equation (3.33) set in $[0, T(n)] \times D_n$. We recall that

$$
\overline{g}(\overline{x}) := \mu_{\overline{x}}(g(\overline{x}, \cdot)) = \int_{\mathbb{R}^m} g(\overline{x}, y) d\mu_{\overline{x}}(y).
$$
Using the convergence result in Proposition 3.7 and the uniform convergence of $\omega^{r,n}$ to $\omega^n$, it is easy to see that for every $\eta > 0$ there exist $r_0$ and $n_0 > 0$ such that

$$\forall n \geq n_0 : \ |\omega^{r,n}(T(n),y) - \bar{g}(x)| \leq \eta, \ \forall r < r_0, y \in D_n \geq \overline{D}_{n_0}.$$  (4.29)

We now fix $r < r_0$ and a constant $M_r$ such that $V^\varepsilon(t,x,y) \leq M_r$ and $|g(x,y)| \leq M_r/2$ for every $\varepsilon > 0$, $x \in \overline{B} := \overline{B}(x, r)$ and $y \in \overline{D} := \overline{D}_{n_0}$. This is possible by Proposition 2.1 and assumption (2.7). Moreover we fix a smooth nonnegative function $\psi$ such that $\psi(x) = 0$ and $\psi(x) + \inf_{y \in \overline{D}} g(x,y) \geq 2M_r$ for every $x \in \partial B$ (which is easy to build because $\inf_{x \in \partial B} \inf_{y \in \overline{D}} g(x,y) \geq -M_r/2$). Let $C_r$ be a positive constant such that

$$|H^\varepsilon(t,x,y, D\psi(x), D^2\psi(x),0)| \leq C_r \ \text{for} \ x \in \overline{B}, \ y \in \overline{D} \ \text{and} \ \varepsilon > 0$$

where $H^\varepsilon$ is defined in equation (2.12). Note that such a constant exists thanks to assumptions (2.2) and (2.7).

We define the function

$$\psi^\varepsilon_r(t,x,y) = \omega^{r,n}\left(\frac{T-t}{\varepsilon}, y\right) + \psi(x) + C_r(T-t),$$

for some fixed $n > n_0$, and we claim that it is a supersolution to the parabolic problem

$$\begin{cases}
-V_t + F^\varepsilon\left(t,x,y,V, D_xV, \frac{D_yV}{\varepsilon}, D^2_{xx}V, \frac{D^2_{yy}V}{\varepsilon}, \frac{D^2_{xy}V}{\varepsilon}\right) = 0, & \text{in } (0,T) \times B \times \overline{D} \\
V(t,x,y) = M_r, & \text{in } (0,T) \times \partial B \times \overline{D} \\
V(T,x,y) = g(x,y), & \text{in } B \times \overline{D}
\end{cases}$$

(4.30)

where $F^\varepsilon$ is defined in equation (2.11). Indeed

$$- (\psi^\varepsilon_r)_t + F^\varepsilon\left(t,x,y, D_x\psi^\varepsilon_r, \frac{D_y\psi^\varepsilon_r}{\varepsilon}, D^2_{xx}\psi^\varepsilon_r, \frac{D^2_{yy}\psi^\varepsilon_r}{\varepsilon}, \frac{D^2_{xy}\psi^\varepsilon_r}{\varepsilon}\right)$$

$$= \frac{1}{\varepsilon} \left[(\omega^{r,n})_t - \mathcal{L}(y, D_\omega^{r,n}, D^2_\omega^{r,n})\right] + C_r + H^\varepsilon(t,x,y, D\psi(x), D^2\psi(x),0) \geq 0.$$

Moreover $\psi^\varepsilon_r(T,x,y) = \sup_{\{|x-y| \leq r\}} g(x,y) + \psi(x) \geq g(x,y)$.

Finally, observe that the constant function $\min\{0; \inf_{y \in \overline{D}} \sup_{\{|x-y| \leq r\}} g(x,y)\}$ is always a subsolution to equation (4.28) and then by a standard comparison principle we obtain

$$\omega^{r,n}(t,y) \geq \min\{0; \inf_{y \in \overline{D}} \sup_{\{|x-y| \leq r\}} g(x,y)\}.$$  (4.28)

This implies, for all $x \in \partial B$,

$$\psi^\varepsilon_r(t,x,y) \geq \min\{0; \inf_{y \in \overline{D}} \sup_{\{|x-y| \leq r\}} g(x,y)\} + 2M_r - \inf_{y \in \overline{D}} g(x,y) + C_r(T-t) \geq M_r,$$

where we have used either the fact that $|g(x,y)| \leq M_r/2$, and hence $- \inf_{y \in \overline{D}} g(x,y) \geq -M_r/2$, or when we have

$$\min\{0; \inf_{y \in \overline{D}} \sup_{\{|x-y| \leq r\}} g(x,y)\} = 0,$$

otherwise, we have used the fact that $\inf_{y \in \overline{D}} \sup_{\{|x-y| \leq r\}} g(x,y) - \inf_{y \in \overline{D}} g(x,y) \geq -M_r/2$. 

"
0. In the first case, we get $\psi_\varepsilon^c(t, x, y) \geq 3M_r/2$ and in the second case we have $\psi_\varepsilon^c(t, x, y) \geq 2M_r$. Then $\psi_\varepsilon^c$ is a supersolution to equation (4.30). For our choice of $M_r$ we get that $V^\varepsilon$ is a subsolution to equation (4.30). Moreover both $V^\varepsilon$ and $\psi_\varepsilon^c$ are bounded in $[0, T] \times \overline{B} \times \overline{D}$, because of the estimate (2.15), of the boundedness of $\omega^{r,n}$ and of the regularity of $\psi$. So, a standard comparison principle for viscosity solutions gives

$$V^\varepsilon(t, x, y) \leq \psi_\varepsilon^c(t, x, y) = \omega^{r,n} \left( \frac{T-t}{\varepsilon}, y \right) + \psi(x) + C_r(T-t)$$

for every $0 < r < r_0$, $n > n_0$, $\varepsilon > 0$, $(t, x, y) \in [0, T] \times \overline{B} \times \overline{D}$. We compute the upper limit of both sides of the previous inequality as $(\varepsilon, t, x, y) \to (0, t', x', y')$ for $t' \in (0, T)$, $x' \in B$, $y' \in D$ and $\varepsilon := \varepsilon(n) = \frac{T-t}{T(n)}$ (recalling $T(n) = n^2 t_0$) and get, using equation (4.29),

$$\overline{V}(t', x') \leq \overline{g}(x) + \eta + \psi(x') + C_r(T-t').$$

Then taking the upper limit for $(t', x') \to (T, \overline{x})$, we obtain $\overline{V}(T, \overline{x}) \leq \overline{g}(\overline{x}) + \eta$ which permits us to conclude recalling that $\eta$ is arbitrary.

The proof for $\underline{V}$ is completely analogous, once we replace the Cauchy problem (4.28) with

$$\begin{cases}
\omega_t - \mathcal{L}(y, D\omega, D^2\omega) = 0, & \text{in } (0, T(n)) \times D_n,
\omega(0, y) = \inf_{\{x-\pi| \leq r\}} g(x, y), & \text{in } D_n,
\omega(t, y) = 0, & \text{in } [0, T(n)] \times \partial D_n.
\end{cases}$$

Step 5. (Uniform convergence). We observe that by definition $\overline{V} \geq \underline{V}$ and that both $\overline{V}$ and $\underline{V}$ satisfy the same quadratic growth condition (4.11). Moreover the Hamiltonian $\overline{H}$ defined in equation (3.19) can be written thanks to Proposition 3.6 as a Bellman Hamiltonian of the form

$$\overline{H}(t, x, p, P) = \min_{\nu \in L^\infty(\overline{R}^m, \mathbb{U})} \left\{ - \text{trace}(\overline{\sigma} \overline{\sigma}^\top P) - \overline{f} \cdot p - \overline{\ell} \right\}$$

where

$$\overline{\sigma} = \overline{\sigma}(x, \nu) = \sqrt{\int_{\mathbb{R}^m} \sigma \sigma^\top (x, y, \nu(y)) \, d\mu(x)(y)} \quad \overline{f} = \overline{f}(x, \nu) = \int_{\mathbb{R}^m} f(x, y, \nu(y)) \, d\mu(x)(y) \quad \overline{\ell} = \overline{\ell}(t, x, \nu) = \int_{\mathbb{R}^m} \ell(t, x, y, \nu(y)) \, d\mu(x)(y).$$

Under assumptions (D), we actually have in the case (D.a)

$$\sigma = \sqrt{\sigma \sigma^\top(x)},$$

and in the case (D.b), the invariant measure of the fast process $Y$ does not depend on $x$. Therefore, $\overline{\sigma}, \overline{f}, \overline{\ell}$ inherit regularity and growth conditions of $\sigma, f, \ell$ thanks to assumptions (A), (B), (C), (D) and Remark 4.3, and fall in the framework of [14]. Hence we can use the comparison result between sub- and supersolutions to parabolic problems satisfying a quadratic growth condition, given in [14], Theorem 2.1, to deduce $\underline{V} \geq \overline{V}$. Therefore $V^\varepsilon = \overline{V} = \underline{V}$. In particular $V$ is continuous, and by definition of half-relaxed semilimits, this implies that $V^\varepsilon$ converges locally uniformly to $V$ (see [4], Lem. V.1.9). 

$$\square$$
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