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Abstract

This paper deals with the efficient numerical solution of single-phase flow problems in fractured porous media. A monolithic multigrid method is proposed for solving two-dimensional arbitrary fracture networks with vertical and/or horizontal possibly intersecting fractures. The key point is to combine two-dimensional multigrid components (smoother and inter-grid transfer operators) in the porous matrix with their one-dimensional counterparts within the fractures, giving rise to a mixed-dimensional multigrid method. This combination seems to be optimal since it provides an algorithm whose convergence matches the multigrid convergence factor for solving the Darcy problem. Several numerical experiments are presented to demonstrate the robustness of the monolithic mixed-dimensional multigrid method with respect to the permeability of the fractures, the grid size and the number of fractures in the network.

1 Introduction

The numerical simulation of subsurface flow through fractured porous media is a challenging task which is getting increasing attention in recent years. The essential role played by fractures
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in different applications –ranging from petroleum extraction to long-term CO₂ and nuclear waste storage– demands the design of efficient discretization methods for solving the corresponding flow models. Depending on the spatial scale under consideration, fractures can be incorporated to such models in essentially two ways. At small scales, when specific locations of micro-fractures are difficult to determine, the so-called dual-porosity models \[7, 8\] are used. In this case, the network of fractures and the bulk or porous matrix are two interacting continua related by a transfer function. On the other hand, at large scales, geological discontinuities represented by localized networks of faults and macro-fractures require the use of discrete fracture models \[21, 39\]. In these models, fractures can behave either as preferential flow paths or as geological barriers, depending on the permeability contrast between the porous matrix and the fractures themselves.

Henceforth, we shall consider this latter approach. Discrete fracture models typically require fine meshing of the fracture domain to guarantee accurate approximations. Provided that the fracture aperture is small as compared to the characteristic length of the flow domain, this fact can yield computationally expensive discretizations. To avoid such limitations and based on geometrical model reduction techniques, fractures are represented as \((n - 1)\)-dimensional interfaces immersed into an \(n\)-dimensional porous matrix. The resulting model is called mixed-dimensional \[31, 40\] or reduced \[22, 47\] model. In this framework, flow can be described by several models within the fractures and in the porous matrix. In \[21, 39\], incompressible single-phase Darcy flow is considered in both domains. Extensions to two-phase flow can be found, e.g., in \[27, 30\]. Alternatively, models that consider high-velocity flows within the fractures include Darcy–Brinkman \[15, 36\], Forchheimer \[25, 35\] and Reynolds lubrication \[29\] equations.

In this paper, we focus on the single-phase Darcy–Darcy coupling between the fractures and the porous matrix. The governing equations comprise a system of mixed-dimensional partial differential equations \[11\] defined on the \(n\)-dimensional porous matrix, \((n - 1)\)-dimensional fractures and \((n - 2)\)-dimensional intersections between fractures. This problem has been extensively addressed in the literature by means of different discretization techniques. Raviart–Thomas mixed finite element schemes are studied, e.g., in \[2, 39\] for the case of conforming meshes on the fracture interfaces. Their extension to non-matching grids is discussed in \[24\] and, suitably combined with mortar methods, in \[12\]. The so-called extended finite element methods (XFEM), which permit to mesh the entire domain independently of the fractures, are described in \[17, 21\] and references therein. In addition, further discretization schemes have been proposed for handling general elements and distorted grids, namely: mimetic finite difference methods \[6, 23\], discontinuous Galerkin methods \[5\], virtual element methods \[10, 26\], hybrid high-order methods \[16\], or multipoint flux approximation methods \[1, 45\].

Although a lot of effort has been put into developing numerical schemes for the discretization of fracture models, efficient solvers for the resulting linear systems have not been so deeply investigated. Some relevant works related to this issue include iterative strategies in a domain decomposition framework \[17, 39\] (see also \[21\] for a discussion on linear solvers.
and [33] for an extension to time-dependent problems), physics-based preconditioners [46], or iterative multiscale methods [32, 49]. In this context, the aim of this paper is to develop a monolithic multigrid method for solving mixed-dimensional Darcy problems on fractured porous media. To the best of our knowledge, this is the first time that a similar approach is proposed in the literature. For the ease of presentation, we shall assume a distribution of horizontal and vertical fractures that can intersect with each other in virtually any way. This fracture configuration can be efficiently discretized by means of conforming mixed methods based on Raviart–Thomas elements. Further applying suitable quadrature rules, we can derive finite volume schemes that extend the ideas proposed in [44] for non-fractured domains. In addition, we also introduce a novel representation of the network of fractures based on graph theory.

It is well-known that multigrid methods [13, 31, 48, 50, 52] are among the fastest numerical techniques for solving the large systems of equations arising from the discretization of partial differential equations. They have shown optimal complexity in solving many problems in different areas of application [50]. However, it is the first time that multigrid is applied for solving a mixed-dimensional flow problem in fractured porous media. These algorithms strongly depend on the appropriate choice of their components, mainly the inter-grid transfer operators and the smoother. In this work, a mixed-dimensional multigrid method is proposed to deal with the complex mixed-dimensional problem at once. In a two-dimensional setting, the proposed multigrid solver suitably combines two-dimensional smoother and inter-grid transfer operators in the porous matrix with their one-dimensional counterparts within the fracture network. Due to the saddle point character of the whole resulting system, we choose a multiplicative Schwarz smoother, which has been proved to be efficient for different problems in porous media. The resulting mixed-dimensional monolithic multigrid method shows robustness with respect to the mesh size, the permeability of the fractures, and the number of fractures in the network.

The rest of the paper is organized as follows. Section 2 describes the mixed-dimensional model problem and the spatial discretization considered. In particular, we first focus on the case of a single fracture and then we address the general case of multiple intersecting fractures. Section 3 introduces a mixed-dimensional monolithic multigrid method that combines two-dimensional components in the porous matrix with one-dimensional components in the fractures. Section 4 shows several numerical experiments considering various fracture configurations and permeability distributions that confirm the robustness of the proposed solver. Finally, Section 5 contains some concluding remarks.

2 Model problem and discretization

In this section, we introduce the system of equations modeling single-phase Darcy flow in a fractured porous medium. For the ease of presentation, the model is first derived for the case
of a single fracture. The weak formulation and its MFE discretization are then obtained. Next, we address the case of intersecting fractures, and emphasize the key points of this extended model. In both cases, the resulting algebraic system for the approximation scheme is provided.

2.1 A single fracture model problem

Let $\Omega \subset \mathbb{R}^2$ be an open, bounded, and convex polygonal domain, whose boundary is denoted by $\Gamma = \partial \Omega$. We consider a single-phase, incompressible flow in $\Omega$, governed by Darcy’s law in combination with the mass conservation equation, i.e.,

$$u = -K \nabla p \quad \text{in } \Omega,$$

$$\nabla \cdot u = q \quad \text{in } \Omega,$$

$$p = 0 \quad \text{on } \Gamma.$$  \hspace{1cm} (1)

Here, $p$ denotes the pressure, $u$ is the Darcy velocity, $K \in \mathbb{R}^{2 \times 2}$ is the permeability tensor, and $q$ is the source/sink term. We suppose that $K$ is a diagonal tensor whose entries are strictly positive and bounded in $\Omega$. Homogeneous Dirichlet boundary conditions have been considered for simplicity, but other types of boundary data can also be handled.

To begin with, we suppose that the porous matrix (or bulk) $\Omega$ contains a subset $\Omega_f$ representing a single fracture, which divides the flow domain into two disjoint, connected subdomains $\Omega_1$ and $\Omega_2$, i.e.,

$$\Omega \setminus \Omega_f = \Omega_1 \cup \Omega_2,$$

$$\Omega_1 \cap \Omega_2 = \emptyset.$$  \hspace{1cm} (1)

We further denote $\Gamma_i = \partial \Omega_i \cap \Gamma$, for $i = 1, 2, f$, and $\gamma_i = \partial \Omega_i \cap \partial \Omega_f \cap \Omega$, for $i = 1, 2$. The unit vector normal to $\gamma_i$ pointing outward from $\Omega_i$ is denoted by $n_i$, for $i = 1, 2$, see Figure 1 (left).
If we denote by \( p_i, u_i, K_i \) and \( q_i \) the restrictions of \( p, u, K \) and \( q \), respectively, to \( \Omega_i \), for \( i = 1, 2, f \), then the equations (1) are equivalent to the following transmission problem, for \( i = 1, 2, f \) and \( j = 1, 2 \):

\[
\begin{align*}
 u_i &= -K_i \nabla p_i \quad \text{in } \Omega_i, \quad (2a) \\
 \nabla \cdot u_i &= q_i \quad \text{in } \Omega_i, \quad (2b) \\
 p_j &= p_f \quad \text{on } \gamma_j, \quad (2c) \\
 u_j \cdot n_j &= u_f \cdot n_j \quad \text{on } \gamma_j, \quad (2d) \\
 p_i &= 0 \quad \text{on } \Gamma_i. \quad (2e)
\end{align*}
\]

Note that the equations (2c) and (2d) provide coupling conditions that guarantee the continuity of the pressure and the normal flux, respectively, across the interfaces between \( \Omega_f \) and \( \Omega_i \), for \( i = 1, 2 \).

The model provided by the equations (2a)-(2e) is sometimes referred to as equi-dimensional model [21], and assumes that both the bulk and the fracture domains share the same dimension. As an alternative to this model, we shall define the so-called mixed-dimensional or reduced model, in which the fracture is viewed as a manifold of co-dimension one (that is, an interface between the bulk subdomains \( \Omega_1 \) and \( \Omega_2 \)). Based on model reduction techniques, this idea was first proposed in [39] and is commonly used in the framework of fractured porous media [3, 18, 21, 22, 24]. From a numerical viewpoint, the mixed-dimensional approach avoids fine meshing of the fracture domain, thus reducing the computational cost of the overall discretization.

According to [39], there exists a non-self-intersecting one-dimensional manifold \( \gamma \) such that the fracture can be expressed as

\[
\Omega_f = \left\{ \mathbf{x} \in \Omega : \mathbf{x} = \mathbf{s} + \theta \mathbf{n}_\gamma, \text{ for some } \mathbf{s} \in \gamma \text{ and } |\theta| < \frac{d(\mathbf{s})}{2} \right\},
\]

where \( d(\mathbf{s}) > 0 \) denotes the thickness of the fracture at \( \mathbf{s} \) in the normal direction, and \( \mathbf{n}_\gamma \) is the outward unit normal to \( \gamma \) with a fixed orientation from \( \Omega_1 \) to \( \Omega_2 \). Note that, with this definition, \( \mathbf{n}_\gamma = \mathbf{n}_1 = -\mathbf{n}_2 \) (see Figure 1). We will assume that the thickness is smaller than the other characteristic dimensions of the fracture.

The key point in this procedure is to collapse the fracture \( \Omega_f \) into the line \( \gamma \), and integrate the equations (2a) and (2b) for the index \( f \) along the fracture thickness. In doing so, we need to split up such equations into their normal and tangential parts. Let us denote the projection operators onto the normal and tangent spaces of \( \gamma \) as \( P_n = n_\gamma n_\gamma^T \) and \( P_\tau = I - P_n \), \( I \) being the identity tensor. For regular vector- and scalar-valued functions \( \mathbf{g} \) and \( g \), the tangential divergence and gradient operators on the fracture are defined, respectively, as

\[
\nabla_\tau \cdot \mathbf{g} = P_\tau : \nabla \mathbf{g}, \quad \nabla_\tau g = P_\tau \nabla g.
\]
Following [22], we assume that the permeability tensor $K$ decomposes additively as

$$K = K^n f P^n + K^\tau f P^\tau,$$  \hspace{1cm} (4)

where $K^n f$ and $K^\tau f$ are defined to be strictly positive and bounded in $\Omega f$.

In this framework, we introduce the so-called reduced variables, namely: the reduced pressure $p_\gamma$, the reduced Darcy velocity $u_\gamma$, and the reduced source/sink term $q_\gamma$, formally defined as [18, 39]

$$p_\gamma(s) = \frac{1}{d(s)}(p_f, 1)\ell(s), \quad u_\gamma(s) = (P_f u_f, 1)\ell(s), \quad q_\gamma(s) = (q_f, 1)\ell(s),$$

where $\ell(s) = \left(-\frac{d(s)}{2}, \frac{d(s)}{2}\right)$. Hence, we obtain the following interface problem, for $i = 1, 2$,

$$\begin{align*}
   u_i &= -K_i \nabla p_i & \text{in } \Omega_i, \quad (5a) \\
   \nabla \cdot u_i &= q_i & \text{in } \Omega_i, \quad (5b) \\
   u_\gamma &= -dK^\tau_i \nabla^\tau p_\gamma & \text{on } \gamma, \quad (5c) \\
   \nabla^\tau \cdot u_\gamma &= q_\gamma + (u_1 \cdot n_1 + u_2 \cdot n_2) & \text{on } \gamma, \quad (5d) \\
   \alpha_\gamma (p_i - p_\gamma) &= \xi u_i \cdot n_i - (1 - \xi) u_{i+1} \cdot n_{i+1} & \text{on } \gamma, \quad (5e) \\
   p_i &= 0 & \text{on } \Gamma_i, \quad (5f) \\
   p_\gamma &= 0 & \text{on } \partial \gamma, \quad (5g)
\end{align*}$$

where $\alpha_\gamma = 2K^n f / d$ and the index $i$ is supposed to vary in $\mathbb{Z}/2\mathbb{Z}$, so that, if $i = 2$, then $i+1 = 1$. Following [4, 39], $\xi \in (1/2, 1]$ is a closure parameter related to the pressure cross profile in the fracture. The ratio $K^n f / d$ and the product $K^\tau f d$ are sometimes referred to as effective permeabilities in the normal and tangential directions to the fracture, respectively [21].

In the preceding system, (5c) represents Darcy’s law in the tangential direction of the fracture, while (5d) models mass conservation inside the fracture. Remarkably, the additional source term $u_1 \cdot n_1 + u_2 \cdot n_2$ is introduced on $\gamma$ to take into account the contribution of the subdomain flows to the fracture flow. In turn, (5e) is obtained by averaging Darcy’s law in the normal direction to the fracture and using a quadrature rule with weights $\xi$ and $1 - \xi$ for integrating $u_i \cdot n_i$ across the fracture, for $i = 1, 2$. Formally, it can be regarded as a Robin boundary condition for the subdomain $\Omega_i$ that involves the pressure in the fracture $p_\gamma$ and the normal flux from the neighboring subdomain $\Omega_{i+1}$. It is quite usual to express (5e) in terms of average operators for the pressures and normal fluxes, and jump operators for the pressures across the fracture [17, 18].
2.2 Weak formulation

In this subsection, we present the weak formulation of the interface problem stated above. To this end, we first introduce the following function spaces

\[ W = \{ v = (v_1, v_2, v_\gamma) \in H(\text{div}, \Omega_1) \times H(\text{div}, \Omega_2) \times H(\text{div}^\tau, \gamma) : v_i \cdot n_i \in L^2(\gamma), \text{ for } i = 1, 2 \}, \]

\[ M = \{ r = (r_1, r_2, r_\gamma) \in L^2(\Omega_1) \times L^2(\Omega_2) \times L^2(\gamma) \}, \]

dowered with the norms \[ \| v \|_W^2 = \sum_{i=1}^2 (\| v_i \|_{L^2(\Omega_i)}^2 + \| \nabla \cdot v_i \|_{L^2(\Omega_i)}^2 + \| v_i \cdot n_i \|_{L^2(\gamma)}^2) + \| v_\gamma \|_{L^2(\gamma)}^2 + \| \nabla^\tau \cdot v_\gamma \|_{L^2(\gamma)}^2, \]

\[ \| r \|_M^2 = \sum_{i=1}^2 (\| r_i \|_{L^2(\Omega_i)}^2 + \| r_\gamma \|_{L^2(\gamma)}^2). \]

Here, we use the well-known spaces

\[ H(\text{div}, \Omega_i) = \{ v_i \in (L^2(\Omega_i))^2 : \nabla \cdot v_i \in L^2(\Omega_i) \}, \quad i = 1, 2, \]

\[ H(\text{div}^\tau, \gamma) = \{ v_\gamma \in (L^2(\gamma))^2 : \nabla^\tau \cdot v_\gamma \in L^2(\gamma) \}, \]

and assume that the elements \( v_\gamma \in H(\text{div}^\tau, \gamma) \) are aligned with \( \gamma \), that is, \( v_\gamma = v_\gamma \tau \), where \( \tau \) denotes the tangent vector to \( \gamma \). Note that, in order to take into proper account the Robin boundary condition, we need more regularity in \( W \) than the usual \( H(\text{div}, \cdot) \)-regularity commonly used for weak formulations in the context of mixed finite element methods. \[ 39 \]

Let \( a : W \times W \to \mathbb{R} \) and \( b : W \times M \to \mathbb{R} \) be the bilinear forms defined by

\[ a(u, v) = \sum_{i=1}^2 \left( (K_i^{-1} u_i, v_i)_{\Omega_i} + ((dK_i^\gamma)^{-1} u_\gamma, v_\gamma)_{\gamma} + \sum_{i=1}^2 (\alpha_i^{-1}(\xi u_i \cdot n_i - (1 - \xi) u_{i+1} \cdot n_{i+1}) v_i \cdot n_i)_{\gamma}. \]

\[ b(u, r) = \sum_{i=1}^2 (\nabla \cdot u_i, r_i)_{\Omega_i} + (\nabla^\tau \cdot u_\gamma, r_\gamma)_{\gamma} - (u_1 \cdot n_1 + u_2 \cdot n_2, r_\gamma)_{\gamma}. \]

Accordingly, let \( L : M \to \mathbb{R} \) be the linear form associated with the source terms, i.e.,

\[ L(r) = \sum_{i=1}^2 (q_i, r_i)_{\Omega_i} + (q_\gamma, r_\gamma)_{\gamma}. \]

In this framework, the weak formulation of the interface problem (5) reads: \textit{Find} \( (u, p) \in W \times M \) \textit{such that}

\[ a(u, v) - b(v, p) = 0 \quad \forall v \in W, \]

\[ b(u, r) = L(r) \quad \forall r \in M. \]
The existence and uniqueness of solution to this problem is proved in [39] for the case $\xi > 1/2$, assuming that the permeabilities in both subdomains and the coefficients $K^n_i/d$ and $K^n_\tau d$ are bounded by positive constants.

### 2.3 Mixed finite element approximation

Let us assume that the subdomains $\Omega_i$ admit rectangular partitions $T^h_i$, for $i = 1, 2$, that match at the interface $\gamma$. Such meshes $T^h_i$ induce a unique partition on $\gamma$ denoted by $T^h_\gamma$.

Let $W^h_i \times M^h_i$ be the lowest order Raviart–Thomas mixed finite element spaces defined on $T^h_i$, for $i = 1, 2$, $\gamma$, and let us introduce the global spaces

$$W^h = \bigoplus_{i=1,2,\gamma} W^h_i, \quad M^h = \bigoplus_{i=1,2,\gamma} M^h_i.$$ 

Following [9, 44], we will use numerical quadrature rules for evaluating some of the integrals in (6). More specifically, based on the expression for $a(u,v)$ defined above, we set the following discrete bilinear form

$$a^h(u,v) = \sum_{i=1}^2 (K^{-1}_i u_i, v_i)_{\Omega_i,T_M} + ((dK^\tau_i)^{-1} u_\gamma, v_\gamma)_{\gamma,T}$$

$$+ \sum_{i=1}^2 (\alpha^{-1}_\gamma (\xi u_i \cdot n_i - (1-\xi) u_{i+1} \cdot n_{i+1}), v_i \cdot n_i)_{\gamma},$$

where $(\cdot, \cdot)_{\gamma,T}$ denotes the application of the trapezoidal rule for computing the inner-product integral over $\gamma$, and $(\cdot, \cdot)_{\Omega_i,T_M}$ is defined, for any vector-valued functions $f, g \in \mathbb{R}^2$, as [9, 44]

$$(f, g)_{\Omega_i,T_M} = (f_1, g_1)_{\Omega_i,T_M} + (f_2, g_2)_{\Omega_i,M \times T}.$$ 

In this case, the integral of the $i$th component of the vectors, for $i = 1, 2$, is computed by using the trapezoidal rule in the $i$th direction and the midpoint rule in the other direction. On the other hand, the discrete counterpart to $L(r)$ is given by

$$L^h(r) = \sum_{i=1}^2 (q_i, r_i)_{\Omega_i,M} + (q_\gamma, r_\gamma)_{\gamma,M},$$

where $(\cdot, \cdot)_{G,M}$ means the application of the midpoint rule for computing the corresponding inner-product integral over $G$. In this context, the mixed finite element approximation to (6) may be written as: Find $(u^h, p^h) \in W^h \times M^h$ such that

$$a^h(u^h, v^h) - b(v^h, p^h) = 0 \quad \forall v^h \in W^h,$$

$$b(u^h, r^h) = L^h(r^h) \quad \forall r^h \in M^h.$$ (7)
Note that the definition of the global spaces $W^h$ and $M^h$ implies $u_h = (u_1^h, u_2^h, u_γ^h)$ and $p_h = (p_1^h, p_2^h, p_γ^h)$. Following [44], it can be proved that this method is closely related to the so-called two-point flux approximation (TPFA) method [19].

2.4 Algebraic linear system

Let $\{v_{k,i}\}_{i=1}^{E_k}$ and $\{r_{k,i}\}_{i=1}^{C_k}$ denote the basis functions of $W^h_k$ and $M^h_k$, respectively, for $k = 1, 2, γ$. Here, $E_k$ and $C_k$ stand for the number of edges and cells in $T^h_k$, respectively. Thus, the unknowns in (7) can be expressed as

$$u_k^h = \sum_{i=1}^{E_k} U_{k,i} v_{k,i}, \quad p_k^h = \sum_{i=1}^{C_k} P_{k,i} r_{k,i},$$

for $k = 1, 2, γ$. If we define the vectors $U_k \in \mathbb{R}^{E_k}$ and $P_k \in \mathbb{R}^{C_k}$ with components $U_{k,i}$ and $P_{k,i}$, respectively, for $k = 1, 2, γ$, then the algebraic linear system stemming from (7) is a saddle-point problem of the form

$$
\begin{bmatrix}
A_1 & D^T & 0 & B_1^T & 0 & F_1^T \\
0 & A_2 & 0 & 0 & B_2^T & F_2^T \\
0 & 0 & A_γ & 0 & 0 & B_γ^T \\
B_1 & 0 & 0 & 0 & 0 & 0 \\
0 & B_2 & 0 & 0 & 0 & 0 \\
F_1 & F_2 & B_γ & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
U_1 \\
U_2 \\
U_γ \\
P_1 \\
P_2 \\
P_γ
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
0 \\
Q_1 \\
Q_2 \\
Q_γ
\end{bmatrix}.
$$

In particular, the entries of the matrices $A_k \in \mathbb{R}^{E_k \times E_k}$, $B_k \in \mathbb{R}^{C_k \times E_k}$ and $F_k \in \mathbb{R}^{C_γ \times E_k}$, for $k = 1, 2$, $D \in \mathbb{R}^{E_2 \times E_1}$, $A_γ \in \mathbb{R}^{E_γ \times E_γ}$ and $B_γ \in \mathbb{R}^{C_γ \times E_γ}$ are

$$
\begin{align*}
[A_k]_{i,j} &= (K_k^{-1} v_{k,j}, v_{k,i})_{Ω_k \cdot T^h M} + \alpha^{-1}_γ (\xi v_{k,j} \cdot n_k, v_{k,i} \cdot n_k)_γ, \quad k = 1, 2, \\
[B_k]_{i,j} &= -(r_{k,i}, \nabla \cdot v_{k,j})_{Ω_k}, \quad k = 1, 2, \\
[F_k]_{i,j} &= (γ_{i,j}, v_{k,j} \cdot n_k)_γ, \quad k = 1, 2, \\
[D]_{i,j} &= \alpha^{-1}_γ ((\xi - 1)v_{2,i} \cdot n_2, v_{1,j} \cdot n_1)_γ, \\
[A_γ]_{i,j} &= ((dK_γ^{-1}) v_{γ,j}, v_{γ,i})_{γ \cdot T}, \\
[B_γ]_{i,j} &= -(r_{γ,i}, \nabla^T \cdot v_{γ,j})_γ,
\end{align*}
$$

where $[\cdot]_{i,j}$ indicates the $(i,j)$th element of the matrix. Note that the use of the quadrature rules $(\cdot, \cdot)_{Ω_k \cdot T^h M}$ and $(\cdot, \cdot)_{γ \cdot T}$ diagonalizes the matrices $A_1$, $A_2$ and $A_γ$. In turn, the components
of the vectors \( Q_k \in \mathbb{R}^{C_k} \), for \( k = 1, 2, \gamma \), are given by
\[
[Q_k]_j = -(q_k, r_{k,j})_{\Omega_k}, \\
[Q_\gamma]_j = -(q_\gamma, r_{\gamma,j})_{\gamma},
\]
where \([\cdot]_j\) denotes the jth component of the vector.

Next subsection is devoted to the general case of multiple intersecting fractures. With the aim of achieving a unified notation, we shall group the unknowns corresponding to the two-dimensional bulk subdomains into the vectors \( U^2 = [U_1, U_2]^T \) and \( P^2 = [P_1, P_2]^T \), and those associated with the one-dimensional fractures into \( U^1 = U_\gamma \) and \( P^1 = P_\gamma \). In these cases, the superscripts stand for the corresponding dimensions. Using such notations, the preceding system can be rewritten as
\[
\begin{bmatrix}
A_{2,2} & B_{2,2}^T & F_{2,1}^T \\
0 & A_{1,1} & B_{1,1}^T \\
B_{2,2} & 0 & 0 \\
F_{2,1} & B_{1,1} & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
U^2 \\
U^1 \\
P^2 \\
P^1
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
Q^2 \\
Q^1
\end{bmatrix},
\]
where, accordingly, \( Q^2 = [Q_1, Q_2]^T \) and \( Q^1 = Q_\gamma \).

## 2.5 The case of multiple intersecting fractures

Let us now consider problem (1) posed on a geological domain subdivided into \( m \) subdomains \( \Omega_i \), for \( i \in \mathcal{I}_2 = \{1, 2, \ldots, m\} \), naturally separated by a collection of fractures \( \Omega_{i,j} \), for \( (i, j) \in \mathcal{I}_1 \).

Here and henceforth, \( \mathcal{I}_1 \) is a set of indices \( (i, j) \), with \( i, j \in \mathcal{I}_2 \) and \( i < j \), that permits us to label the fractures. In particular, \( \Omega_{i,j} \) denotes a fracture that is adjacent to subdomains \( \Omega_i \) and \( \Omega_j \). In this framework, it holds
\[
\Omega \setminus \bigcup_{(i,j) \in \mathcal{I}_1} \overline{\Omega}_{i,j} = \bigcup_{i \in \mathcal{I}_2} \Omega_i,
\]
with \( \Omega_i \cap \Omega_j = \emptyset \), for \( i \neq j \).

Following the ideas of the preceding subsection, let us suppose that there exist certain non-self-intersecting one-dimensional manifolds \( \gamma_{i,j} \) such that the fractures can be defined as
\[
\Omega_{i,j} = \left\{ x \in \Omega : x = s + \theta n_{i,j}, \text{ for some } s \in \gamma_{i,j} \text{ and } |\theta| < \frac{d_{i,j}(s)}{2} \right\},
\]
where \( d_{i,j}(s) \) denotes the thickness of the fracture \( \Omega_{i,j} \) at \( s \) in the normal direction and \( n_{i,j} \) is the outward unit normal to \( \gamma_{i,j} \) oriented from \( \Omega_i \) to \( \Omega_j \), for \( (i,j) \in \mathcal{I}_1 \). Let us denote by...
Figure 2: Schematic representation of the reduced domain (left) and the associated graph (right).

\{σ_{i,j,k}\}_{(i,j,k)∈Z^3_0} the T-shaped intersections of three fractures (i.e., \(σ_{i,j,k} = \bar{γ}_{i,j} ∩ \bar{γ}_{j,k} ∩ \bar{γ}_{i,k}\)),
and by \{σ_{i,j,k,l}\}_{(i,j,k,l)∈Z^4_0} the X-shaped intersections of four fractures (for instance, \(σ_{i,j,k,l} = \bar{γ}_{i,j} ∩ \bar{γ}_{j,k} ∩ \bar{γ}_{k,l} ∩ \bar{γ}_{i,l}\)).

In the sequel, we present an example to illustrate the used notations for a flow domain containing both horizontal and vertical fractures that may intersect. Figure 2 (left) shows the schematic representation of a domain that contains \(m = 10\) subdomains and 18 fractures. This geometry will be later considered as a benchmark problem in the section devoted to the numerical experiments (cf. Subsection 4.3).

In general, given \(i = 1, 2, \ldots, m – 1\), let us define the set \(N_i\) that contains the indices of the subdomains \(Ω_j\), with \(j > i\), that are adjacent to \(Ω_i\). Specifically, in this example, we have

\[N_1 = \{2, 6, 7, 10\}, \quad N_2 = \{3, 7, 8\}, \quad N_3 = \{4\}, \quad N_4 = \{5, 8, 9\}, \quad N_5 = \{6, 8, 9\}, \quad N_6 = \{7, 9\}, \quad N_7 = \{8\}, \quad N_8 = \{9\}, \quad N_9 = \{10\}.

Then, the set of indices \(I_1\) denoting the one-dimensional collapsed fractures may be defined as

\[I_1 = \{(i,j) ∈ N^2 : i ∈ \{1, 2, \ldots, m – 1\}, j ∈ N_i\}.

It is straightforward to see that the number of fractures, in this case 18, is equal to \(\sum_{i=1}^{m-1} |N_i|\), where \(|N_i|\) denotes the cardinal of the set \(N_i\). In this case, \(I_1\) is given by

\[I_1 = \{(1,2), (1,6), (1,7), (1,10), (2,3), (2,7), (2,8), (3,4), (4,5), (4,8), (4,9), (5,6), (5,8), (5,9), (6,7), (6,9), (7,8), (9,10)\}.

In order to define the sets of indices $I^T_0$ and $I^X_0$ that refer to the zero-dimensional intersections of fractures, we will introduce a suitable graph representing the problem. In particular, the graph assigns a node to each subdomain and considers a path connecting the nodes $i$ and $j$, as long as $j \in N_i$ (or, equivalently, whenever the pair of indices $(i, j) \in I_1$). In other words, the graph nodes stand for the subdomains $\{\Omega_i\}_{i=1}^m$, and the paths represent the collapsed fractures $\{\gamma_{i,j}\}_{(i,j) \in I_1}$. Figure 2 (right) shows the graph corresponding to the reduced domain on the left. In this framework, the set of indices $I^T_0$ associated to T-shaped intersections of three fractures is defined as

$$I^T_0 = \{(i, j, k) \in \mathbb{N}^3 : i, j, k \in \mathcal{I}_2, \text{ with } i < j < k, \text{ such that the graph contains a closed path passing through the nodes } i, j, k\}.$$ 

In the example under consideration, the T-shaped intersections –marked with a bullet in Figure 2 (left)– are given by the set of indices $I^T_0 = \{(1, 2, 7), (1, 6, 7), (2, 7, 8), (4, 5, 8), (4, 5, 9), (5, 6, 9)\}$.

On the other hand, the set of indices $I^X_0$ corresponding to X-shaped intersections of four fractures is defined as

$$I^X_0 = \{(i, j, k, l) \in \mathbb{N}^4 : i, j, k, l \in \mathcal{I}_2, \text{ with } i < j < k < l, \text{ such that the graph contains a closed path passing through the nodes } i, j, k, l, \text{ and } (i, j, k), (i, j, l), (i, k, l), (j, k, l) \notin I^T_0 \}.$$ 

In the example, the X-shaped intersections –marked with a cross in Figure 2 (left)– are given by the set of indices $I^X_0 = \{(2, 3, 4, 8), (5, 6, 7, 8), (1, 6, 9, 10)\}$. Note that the set of indices $(4, 5, 6, 9)$ also defines a closed path in the graph, but $(4, 5, 9), (5, 6, 9) \in I^T_0$, so it does not represent an X-shaped intersection. Something similar applies to the sets of indices $(1, 2, 6, 7), (4, 5, 8, 9)$ and $(1, 2, 7, 8)$.

Finally, let us denote by $\gamma(i)$ the set of all adjacent fractures to subdomain $\Omega_i$, for $i \in \mathcal{I}_2$. In particular, $\gamma(1) = \{\gamma_{1,2}, \gamma_{1,6}, \gamma_{1,7}, \gamma_{1,10}\}$, $\gamma(2) = \{\gamma_{1,2}, \gamma_{2,3}, \gamma_{2,7}, \gamma_{2,8}\}$, and so on. In turn, $\sigma(i, j)$ is defined as the set of all intersecting points in which the fracture $\gamma_{i,j}$ is involved, for $(i, j) \in I_1$. In this case, $\sigma(1, 2) = \{\sigma_{1,2,7}\}, \sigma(1, 6) = \{\sigma_{1,6,7}, \sigma_{1,6,9,10}\}$, and so on.

With the aim of defining an interface problem, each fracture permeability $K_{i,j}$ is decomposed in a similar way to that introduced in (4), with corresponding coefficients $K^T_{i,j}$ and $K^X_{i,j}$. In this framework, the following mixed-dimensional problem is formulated, for $i \in \mathcal{I}_2$ and

\[ \text{(equations for mixed-dimensional problem)} \]
\[ (i, j) \in I, \]

\[
\begin{align*}
\mathbf{u}_i &= -K_i \nabla p_i & \text{in } \Omega_i, \\
\nabla \cdot \mathbf{u}_i &= q_i & \text{in } \Omega_i, \\
\mathbf{u}_{i,j} &= -d_{i,j} K_{i,j} \nabla_{i,j}^T p_{i,j} & \text{in } \gamma_{i,j}, \\
\nabla_{i,j}^T \cdot \mathbf{u}_{i,j} &= q_{i,j} + (\mathbf{u}_i \cdot \mathbf{n}_i + \mathbf{u}_j \cdot \mathbf{n}_j) & \text{in } \gamma_{i,j}, \\
\alpha_{i,j}(p_i - p_{i,j}) &= \xi \mathbf{u}_i \cdot \mathbf{n}_i - (1 - \xi) \mathbf{u}_j \cdot \mathbf{n}_j & \text{in } \gamma_{i,j}, \\
\alpha_{i,j}(p_j - p_{i,j}) &= \xi \mathbf{u}_j \cdot \mathbf{n}_j - (1 - \xi) \mathbf{u}_i \cdot \mathbf{n}_i & \text{on } \Gamma_i, \\
p_i &= 0 & \text{on } \Gamma_i, \\
p_{i,j} &= 0 & \text{on } \Gamma_{i,j},
\end{align*}
\]

where \( \alpha_{i,j} = 2K_{i,j}^n/d_{i,j} \) and \( \Gamma_{i,j} = \partial \gamma_{i,j} \cap \Gamma \). The notations \( \nabla_{i,j}^T \cdot \) and \( \nabla_{i,j}^T \) stand for the tangential divergence and gradient operators, as defined by \( \text{[4]} \), on the fracture \( \gamma_{i,j} \). At the intersections, we shall impose mass conservation and pressure continuity. In particular, at every T-shaped intersecting point \( \sigma_{i,j,k} \), with \((i, j, k) \in I^T \), we impose

\[
\sum_{m,n \in \{(i,j,k),(m,n) \in I_1}} \mathbf{u}_{m,n} \cdot \mathbf{n}_{m,n} = 0,
\]

\[
p_{m,n} = p_{i,j,k} \quad \forall \, m, n \in \{i, j, k\}, \ (m, n) \in I_1.
\]

In turn, at every X-shaped intersecting point \( \sigma_{i,j,k,l} \), with \((i, j, k, l) \in I^X_0 \), we impose

\[
\sum_{m,n \in \{(i,j,k,l),(m,n) \in I_1}} \mathbf{u}_{m,n} \cdot \mathbf{n}_{m,n} = 0,
\]

\[
p_{m,n} = p_{i,j,k,l} \quad \forall \, m, n \in \{i, j, k, l\}, \ (m, n) \in I_1.
\]

For a discussion on more general compatibility conditions at the intersections, we refer the reader to \( \text{[21, 22, 26, 47]} \).

In order to define the weak formulation of problem \( \text{[9]-[11]} \), we introduce the spaces for the velocity unknowns \( \text{[2]} \)

\[
W^2 = \bigoplus_{i \in I_2} \{ \mathbf{v}_i \in H(\text{div}, \Omega_i) : \mathbf{v}_i \cdot \mathbf{n}_i \in L^2(\gamma) \forall \gamma \in \gamma(i) \},
\]

\[
W^1 = \bigoplus_{(i,j) \in I_1} \{ \mathbf{v}_{i,j} \in H(\text{div}_{i,j}, \gamma_{i,j}) : \mathbf{v}_{i,j} \cdot \mathbf{n}_{i,j} \in L^2(\sigma) \forall \sigma \in \sigma(i,j) \},
\]

\[13\]
together with the spaces for the pressures

\[ M^2 = \bigoplus_{i \in I^2} L^2(\Omega_i), \]
\[ M^1 = \bigoplus_{(i,j) \in I^1} L^2(\gamma_{ij}), \]
\[ M^{0,T} = \bigoplus_{(i,j,k) \in I^T_0} L^2(\sigma_{ijk}), \]
\[ M^{0,X} = \bigoplus_{(i,j,k,l) \in I^X_0} L^2(\sigma_{ijkl}). \]

Note that the superscript notation of these spaces provides information about the dimensionality of the corresponding domain in which they are defined. This dimensional decomposition framework has been proposed in [12]. Then, the global spaces \( W = W^2 \oplus W^1 \) and \( M = M^2 \oplus M^1 \oplus M^{0,T} \oplus M^{0,X} \) are endowed with the norms

\[ \|v\|^2_W = \sum_{i \in I^2} \left( \|v_i\|^2_{L^2(\Omega_i)} + \|\nabla \cdot v_i\|^2_{L^2(\Omega_i)} + \sum_{\gamma \in \gamma(i)} \|v_i \cdot n_i\|^2_{L^2(\gamma)} \right) + \]
\[ \sum_{(i,j) \in I^1} \left( \|v_{ij}\|^2_{L^2(\gamma_{ij})} + \|\nabla_{ij} \cdot v_{ij}\|^2_{L^2(\gamma_{ij})} + \sum_{\sigma \in \sigma(i,j)} \|v_{ij} \cdot n_{ij}\|^2_{L^2(\sigma)} \right), \]
\[ \|r\|^2_M = \sum_{i \in I^2} \|r_i\|^2_{L^2(\Omega_i)} + \sum_{(i,j) \in I^1} \|r_{ij}\|^2_{L^2(\gamma_{ij})} + \sum_{(i,j,k) \in I^T_0} \|r_{ijk}\|^2_{L^2(\sigma_{ijk})} + \sum_{(i,j,k,l) \in I^X_0} \|r_{ijkl}\|^2_{L^2(\sigma_{ijkl})}. \]

In this framework, the bilinear forms \( a : W \times W \to \mathbb{R} \) and \( b : W \times M \to \mathbb{R} \) are given, respectively, by

\[ a(u,v) = \sum_{i \in I^2} \left( K^{-1}_{ii} u_i, v_i \right)_{\Omega_i} + \sum_{(i,j) \in I^1} \left( (d_{ij} K^{-1}_{ij})^{-1} u_{ij}, v_{ij} \right)_{\gamma_{ij}} \]
\[ + \sum_{(i,j) \in I^1} \left( \alpha_{ij}^1 (\xi u_j \cdot n_j - (1 - \xi) u_j \cdot n_j), v_j \cdot n_j \right)_{\gamma_{ij}} + \sum_{(i,j) \in I^1} \left( \alpha_{ij}^2 (\xi u_j \cdot n_j - (1 - \xi) u_j \cdot n_j), v_j \cdot n_j \right)_{\gamma_{ij}}, \]

and

\[ b(u,r) = \sum_{i \in I^2} (\nabla \cdot u_i, r_i)_{\Omega_i} + \sum_{(i,j) \in I^1} (\nabla_{ij} \cdot u_{ij}, r_{ij})_{\gamma_{ij}} - \sum_{(i,j) \in I^1} (u_i \cdot r_i + u_j \cdot n_j, r_{ij})_{\gamma_{ij}} \]
\[ - \sum_{(i,j,k) \in I^T_0} \left( \sum_{(m,n) \in I^T} \left. u_{m,n} \cdot n_{m,n}, r_{ij,k} \right)_{\sigma_{ijk,l}} - \sum_{(i,j,k,l) \in I^X_0} \left. u_{m,n} \cdot n_{m,n}, r_{ij,k,l} \right)_{\sigma_{ijkl}} \right). \]

In turn, the linear form \( L : M \to \mathbb{R} \) associated with the source terms is defined as

\[ L(r) = \sum_{i \in I^2} (q_i, r_i)_{\Omega_i} + \sum_{(i,j) \in I^1} (q_{ij}, r_{ij})_{\gamma_{ij}}. \]
In this setting, the weak formulation of problem (9)-(11) shows the same structure as (6). However, since the function spaces and forms are newly defined in this case, we reproduce it here for convenience: Find \((u, p) \in W \times M\) such that
\[
a(u, v) - b(v, p) = 0 \quad \forall v \in W, \\
b(u, r) = L(r) \quad \forall r \in M. \tag{12}
\]

Following [3, 39], if the permeabilities in the subdomains and the coefficients \(K_{ij}/d_{ij}\) and \(K_{ij}d_{ij}\) are bounded by positive constants, the existence and uniqueness of solution of this problem can be proved for the case \(\xi > 1/2\).

In the remaining of this subsection, we introduce a mixed finite element discretization for problem (12). Along the lines of Subsection 2.3, we suppose that the subdomains \(\Omega_i\) admit a rectangular partition \(T_i^h\), for \(i \in I_2\). Further, the meshes \(T_i^h\) are assumed to match at the interfaces \(\gamma_{ij}\), i.e., they induce a unique partition \(T_{ij}^h\) on \(\gamma_{ij}\), for \((i, j) \in I_1\). Note that the intersecting points of the fractures \(\{\sigma_{i,j,k}\}_{(i,j,k) \in I_0^T}\) and \(\{\sigma_{i,j,k,l}\}_{(i,j,k,l) \in I_0^X}\) are vertices of some of the preceding meshes. For instance, given \((i, j, k) \in I_0^T\), the intersecting point \(\sigma_{i,j,k}\) is a vertex of the two-dimensional meshes \(T_i^h\), \(T_j^h\) and \(T_k^h\), and also a vertex of the one-dimensional meshes \(T_{i,j}^h\) and \(T_{j,k}^h\).

In this context, let \(W_i^h \times M_i^h\) be the lowest order Raviart–Thomas mixed finite element spaces defined on \(T_i^h\), for \(i \in I_2\), let \(W_{ij}^h \times M_{ij}^h\) be the lowest order Raviart–Thomas mixed finite element spaces defined on \(T_{ij}^h\), for \((i, j) \in I_1\), and let \(M_{i,j,k}^h\) and \(M_{i,j,k,l}^h\) be equal to \(\mathbb{R}\), for \((i, j, k) \in I_0^T\) and \((i, j, k, l) \in I_0^X\). Based on the notations
\[
W_i^h = \bigoplus_{i \in I_2} W_i^h, \\
W_{ij}^h = \bigoplus_{(i,j) \in I_1} W_{ij}^h, \\
M_i^h = \bigoplus_{i \in I_2} M_i^h, \\
M_{ij}^h = \bigoplus_{(i,j) \in I_1} M_{ij}^h, \\
M_{i,j,k}^h = \bigoplus_{(i,j,k) \in I_0^T} M_{i,j,k}^h, \\
M_{i,j,k,l}^h = \bigoplus_{(i,j,k,l) \in I_0^X} M_{i,j,k,l}^h,
\]
the approximation spaces are obtained as \(W^h = W_i^h \oplus W_{ij}^h\) for the velocities, and \(M^h = M_i^h \oplus M_{ij}^h \oplus M_{i,j,k}^h \oplus M_{i,j,k,l}^h\) for the pressures. Then, using the quadrature rules introduced
in the previous subsection, we define the discrete forms
\[
a_h(u, v) = \sum_{i \in I_2} (K_i^{-1} u_i, v_i)_{\Omega_i, TM} + \sum_{(i,j) \in I_1} \left( \left( d_{i,j} K_i^{-1} \right) u_{i,j}, v_{i,j} \right)_{\gamma_{i,j}, T}
\]
\[
+ \sum_{(i,j) \in I_1} \left( \alpha_{i,j}^{-1} (\xi u_i \cdot n_i - (1 - \xi) u_j \cdot n_j), v_i \cdot n_i \right)_{\gamma_{i,j}} + \sum_{(i,j) \in I_1} \left( \alpha_{i,j}^{-1} (\xi u_j \cdot n_j - (1 - \xi) u_i \cdot n_i), v_j \cdot n_j \right)_{\gamma_{i,j}},
\]
\[
L_h(r) = \sum_{i \in I_2} (q_i, r_i)_{\Omega_i, M} + \sum_{(i,j) \in I_1} (q_{i,j}, r_{i,j})_{\gamma_{i,j}, M}.
\]
Finally, the mixed finite element approximation to (12) takes the form (7) for the newly defined discrete spaces and forms, namely:
\[
\text{Find } (u_h, p_h) \in W_h \times M_h \text{ such that }
\]
\[
a_h(u_h, v_h) - b(v_h, p_h) = 0 \quad \forall v_h \in W_h,
\]
\[
b(u_h, r_h) = L_h(r_h) \quad \forall r_h \in M_h.
\]

In order to derive the algebraic linear system underlying (13), we group the pressure and velocity unknowns taking into account their dimensions, i.e.,
\[
u_h = [U^2, U^1]^{T} \quad \text{and} \quad p_h = [P^2, P^1, P^0]^{T}.
\]
Note that U^2 and U^1 are vectors related to the velocity unknowns on the two-dimensional subdomains and the one-dimensional fractures, respectively. In turn, P^2, P^1 and P^0 are vectors related to the pressure unknowns on the two-dimensional subdomains, the one-dimensional fractures and the zero-dimensional intersections, respectively. In this context, the algebraic linear system stemming from (13) may be written as the saddle point problem
\[
\begin{bmatrix}
A_{2,2} & 0 & B_{2,2}^T & F_{2,1}^T & 0 \\
0 & A_{1,1} & 0 & B_{1,1}^T & F_{1,0}^T \\
B_{2,2} & 0 & 0 & 0 & 0 \\
F_{2,1} & B_{1,1} & 0 & 0 & 0 \\
0 & F_{1,0} & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
U^2 \\
U^1 \\
P^2 \\
P^1 \\
P^0
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
Q^2 \\
Q^1 \\
0
\end{bmatrix}.
\]

This is a generalization of the linear system (8) obtained in the case of a single fracture. In such a case, U^2 and P^2 were composed of two blocks, one per subdomain, while U^1 and P^1 consisted of one block corresponding to the only fracture γ, and P^0 was lacking since there were no intersecting points. In contrast, for the example shown in Figure 2, U^2 and P^2 would be composed of 10 blocks, one per subdomain, U^1 and P^1 would consist of 18 blocks, one per fracture, and P^0 would group 9 pressure unknowns, one per intersecting point of fractures.

3 Monolithic multigrid methods for mixed-dimensional elliptic problems

In this work, we propose an efficient monolithic multigrid solver for flow in fractured porous media. Multigrid methods [13, 50] aim to accelerate the slow convergence of classical iterative
methods by using coarse meshes. Since these latter have a strong smoothing effect on the error of the solution, this error can be properly represented in coarser grids where the computations are much less expensive.

Suppose that $A_k u_k = f_k$ is the system to solve, where the matrix $A_k$ corresponds to a discretization of a partial differential equation on a grid $G^k$, $f_k$ is the right-hand side and $u_k$ is the unknown vector. In order to apply a standard two-grid cycle for solving this problem, we perform the following steps:

1. Apply $v_1$ iterations of a classical iterative method, called smoother, on $G^k$ (pre-smoothing step).
2. Compute the residual of the current fine grid approximation.
3. Restrict the residual to the coarse grid $G^{k-1}$ by using a restriction operator $R_{k-1}^k$.
4. Solve the residual equation on the coarse grid.
5. Interpolate the obtained correction to the fine grid $G^k$ by using a prolongation operator $P_{k-1}^k$.
6. Add the interpolated correction to the current fine grid approximation.
7. Apply $v_2$ iterations of a classical iterative method on $G^k$ (post-smoothing step).

Since we do not need to solve the problem on the coarse grid exactly, we can apply the same algorithm in a recursive way by using a hierarchy of coarser meshes, giving rise to the well-known multigrid cycle. It is clear that many details have to be fixed for the design of an efficient multigrid method, since all the components have to be properly chosen. In particular, we need to specify the hierarchy of grids, the coarse-grid operators, the type of cycle, the inter-grid transfer operators and the smoothing procedure. Next, we explain our choices in this work.

### 3.1 Hierarchy of meshes, coarse-grid operators and cycle type

The implementation of a geometric multigrid method requires to define the problem on grids of various sizes, namely a hierarchy of grids. Here, such a hierarchy is constructed in the following way. First, we consider a coarse grid which is built taking into account the location of the fractures. This mesh is generated by assuming that every fracture coincides with an edge of some element in the porous medium grid. As explained in Section 2, we suppose that the grids in the subdomains match at the interfaces. Thus, in the case of considering $m$ subdomains, we define $G^0 = \bigcup_{i=1}^{m} T_i^h$ as the coarsest possible grid fulfilling this criterion. As
an example, if we consider the fracture configuration shown in Figure 2, the coarsest grid $G^0$ is given in Figure 3.

Then, the hierarchy of computational grids is created by applying a regular refinement process to each cell in that initial mesh. This means that we obtain a sequence of successively finer grids $G^0, G^1, \ldots, G^M$. In particular, since we are considering a quadrilateral partition of the porous medium, $G^{k+1}$ is obtained from $G^k$ by dividing each cell into four new elements for the next finer grid, as shown in Figure 4, and this process continues until a fine enough target grid $G^M$ is obtained.

Once the mesh hierarchy is generated, we consider a direct discretization of our problem on each grid. As for the type of cycle, we use W-cycles, since we have seen that this choice gives very good results for solving difficult coupled problems like the Darcy–Stokes system [38] and the Biot–Stokes system [37].

3.2 Inter-grid transfer operators

Now, we define the restriction and interpolation operators involved in the multigrid method for solving the mixed-dimensional problem. We consider different transfer operators for the unknowns belonging to the matrix and for those located at the fractures. In particular, we choose two-dimensional and one-dimensional transfer operators, respectively. This means that we implement mixed-dimensional transfer operators in our multigrid algorithm in order to handle the problem at once. In matrix form, the chosen restriction operator $R^{k-1}_k$ from grid $G^k$ to $G^{k-1}$ is a block diagonal matrix since it does neither mix velocities and pressures nor unknowns in the porous matrix and in the fractures.

Due to the use of quadrature rules in this work, the mixed finite element method turns into a finite difference scheme on a staggered grid. As a consequence, we consider the standard restriction operators used for this type of meshes. Regarding the unknowns of the porous
medium, we take into account the staggered arrangement of their location. Thus, the inter-grid transfer operators that act in the porous media unknowns are defined as follows: a six-point restriction is considered at velocity grid points, and a four-point restriction is applied at pressure grid points, as can be seen in Figure 3.2. The prolongation operator $P_{k-1}^k$, is chosen to be the adjoint of the restriction.

Regarding the inter-grid transfer operators for the unknowns at the fractures, we again take into account their one-dimensional staggered arrangement, yielding the restriction transfer operators shown in Figure 3.2. Finally, the prolongation operators are chosen to be the corresponding adjoints.

### 3.3 Smoother

The performance of a multigrid method is essentially influenced by the smoothing algorithm. Here, in order to deal with the difficulties generated by a saddle point problem, we consider a relaxation iteration among the class of multiplicative Schwarz smoothers. Basically, this type of iterations can be described as an overlapping block Gauss-Seidel method, where a small linear system of equations for each grid point has to be solved at each smoothing step. A particular case of such relaxation schemes is the so-called Vanka smoother, introduced in [51] for solving the staggered finite difference discretization of the Navier–Stokes equations.

Due to the mixed-dimensional character of our problem, we propose a smoother $S_h$ which is written as the composition of three relaxation procedures acting on the two-dimensional cells of the porous matrix, $S_h^2$, the one-dimensional elements in the fractures, $S_h^1$, and the
zero-dimensional intersection points, $S_h^0$, i.e.: $S_h = S_h^0 S_h^1 S_h^2$. Next, we describe these partial relaxation procedures:

1. **Relaxation for the porous matrix.** The smoother considered for the unknowns located outside the fractured part of the domain is based on simultaneously updating all the unknowns appearing in the discrete divergence operator in the pressure equation. This way of building the blocks is very common in the Vanka-type smoothers used for Stokes and Navier-Stokes problems. This approach implies that four unknowns corresponding to velocities and one pressure unknown, see Figure 5 (a), are relaxed simultaneously, making necessary to solve a $5 \times 5$ system for each cell. Then, we iterate over all the elements in lexicographic order, and for each of them the corresponding box is solved.

2. **Relaxation for the fractures.** The relaxation step applied to the unknowns located at the fractures is again based on simultaneously updating all the unknowns appearing in the discrete divergence operator in the pressure equation. This means that, in this case, for each element in the fracture we update five unknowns, three of them corresponding
to the fracture and two of them to the matrix. In particular, each pressure unknown in the fracture is updated together with the two fracture velocities within the same element and the two porous matrix velocities located at the edges of the corresponding two-dimensional elements that match with that particular fracture element. This can be seen in Figure 7(b). Notice that there are three unknowns located at the same point, the pressure in the fracture and the two velocities corresponding to the elements adjacent to the fracture.

3. **Relaxation for the intersections.** At the intersection points of the fractures we apply a block Gauss–Seidel smoother coupling the fracture velocity unknowns located at each intersection, so that we need to solve a $2 \times 2$, $3 \times 3$ or $4 \times 4$ system of equations on each of these grid points.

The previously defined partial relaxation procedures can be formally written as

$$S_n^h = \prod_{B=1}^{N_{B,n}} \left( I - V_{B,n}^T (A_{B,n})^{-1} V_{B,n} A \right), \quad \text{for } n = 0, 1, 2,$$

where $A$ is the system matrix in (14), $N_{B,n}$ is the number of n-dimensional elements in the partition, $V_{B,n}$ represents the projection operator from the unknown vector to the vector of unknowns involved in the block to solve, and matrix $A_{B,n}$ is defined as $A_{B,n} = V_{B,n} A V_{B,n}^T$. 

Figure 7: Unknowns updated together by the vanka-type smoothers applied (a) outside the fractures and (b) within the fractures.
3.4 Implementation

The proposed monolithic mixed-dimensional multigrid method is implemented in a blockwise manner. Given an arbitrary fracture network composed of vertical and horizontal fractures, the first step is to construct a uniform rectangular coarse grid so that the fracture network is contained in the set of edges of the grid. After that, a regular refinement process is applied on each block in the coarse grid until a target mesh with an appropriate fine grid scale to solve the problem is obtained. Then, for each step of the multigrid method, the two-dimensional components are performed in the porous matrix grid points whereas within the fractures one-dimensional components are implemented (notice that in the smoother, for example, this one-dimensional computation includes also unknowns from the porous matrix). In particular, in the smoother first the unknowns in the porous matrix are relaxed by using the standard two-dimensional Vanka smoother for Darcy problem, and after that, a one-dimensional Vanka smoother is used to update the unknowns located within the fractures. Finally, at the intersection points between different fractures, the velocities from different fractures are simultaneously relaxed.

Remark. Notice that this strategy can be easily extended to triangular grids in order to deal with more complex fracture networks. The idea would be to construct a non-structured coarse triangulation in such a way that the fracture network is part of its edges, and then to apply a regular refinement to the input triangles in order to obtain a semi-structured triangular grid in which the geometric multigrid method can be easily applied (see [42, 43]).

4 Numerical results

In this section, we will demonstrate the robustness of the proposed monolithic mixed-dimensional multigrid method through different numerical experiments. In addition to seeing that the behavior of multigrid is independent of the spatial discretization parameter, we will also analyze the robustness of the algorithm with respect to fracture properties, as the permeability. Further, we will study how the multigrid performance is influenced by considering several fractures, and also illustrate the good behavior of the method on a benchmark problem from the literature. Throughout the whole section, we will consider \( \xi = 1 \) in the model and we will use a W-cycle with two pre- and two post-smoothing steps, since this choice has been shown to provide very good results when monolithic multigrid solvers are considered for coupled problems [38, 37]. In our case, we will see that it gives multigrid textbook efficiency [50].

4.1 One fracture test

We first consider a test problem presented in [39] in which the domain consists of an horizontal rectangular slice of porous medium \( \Omega = (0, 2) \times (0, 1) \) with unit permeability (\( \mathbf{K} = \mathbf{K}I \), with \( \mathbf{K} = 1 \) and \( \mathbf{I} \) the identity tensor), impermeable bottom and top boundaries and a prescribed
pressure of zero and one in the left and right sides, respectively. Such domain is divided into two equally sized subdomains by a vertical fracture of width \( d = 10^{-2} \) for which we consider two different cases: constant permeability in the whole fracture and different values of the permeability within the fracture. Also two different types of boundary conditions are considered in the extremities of the fracture. All these settings are displayed in Figure 4.1 for both Case 1 and Case 2.

4.1.1 Case 1: constant permeability in the fracture

In this first case we consider the setting displayed in Figure 4.1 (a). The boundary conditions for the fracture are Dirichlet in this case. More concretely, \( p_f = 1 \) on the top extremity of the fracture, and \( p_f = 0 \) on the bottom. The permeability tensor in the fracture is given by \( K_f = K_f I \), and we want to study the influence of different values of \( K_f \) on the performance of the multigrid solver. We consider both conductive fractures and blocking fractures, characterized by high or low permeabilities, respectively. As an example, in Figure 9 we show the pressure solution obtained for two different values of \( K_f \), one representative of a high permeability (left side) and the other one characteristic of a low permeability (right side) in the fracture.

Now, to study the robustness of the mixed-dimensional multigrid method with respect to different values of the permeability, in Table 4.1.1 we display the number of iterations needed to reduce the initial residual in a factor of \( 10^{-10} \) for different grid sizes and for low and high permeabilities. We can observe that, for all the values of \( K_f \), the performance of the multigrid method is independent of the spatial discretization parameter. Moreover, only a few iterations are required to satisfy the stopping criterion.
Figure 9: Pressure solution for the fracture permeabilities (a) $K_f = 100$ and (b) $K_f = 0.01$ for the first numerical experiment (Case 1).

Table 1: Number of iterations of the mixed-dimensional multigrid method necessary to solve the first numerical experiment (Case 1) with different values of a constant permeability tensor in the fracture.

| $K_f$   | $32 \times 16$ | $64 \times 32$ | $128 \times 64$ | $256 \times 128$ | $512 \times 256$ |
|---------|----------------|----------------|----------------|-----------------|-----------------|
| low permeability | $10^{-6}$ | 8 | 8 | 9 | 9 | 9 |
|          | $10^{-4}$ | 8 | 8 | 9 | 9 | 9 |
|          | $10^{-2}$ | 8 | 8 | 9 | 9 | 9 |
| high permeability | $10^2$ | 10 | 9 | 9 | 10 | 10 |
|          | $10^4$ | 8 | 9 | 9 | 10 | 10 |
|          | $10^6$ | 8 | 9 | 9 | 10 | 10 |

4.1.2 Case 2: variable permeability in the fracture

We consider now the setting displayed in Figure 4.1 (b). In this case, the boundary conditions for the fracture are homogeneous Neumann conditions on both extremities of the fracture. The permeability tensor in the fracture is now given by

$$K_f = \begin{cases} 
K_{f1} I, & \text{if } 0 < y < \frac{1}{4} \text{ or } \frac{3}{4} < y < 1, \\
K_{f2} I, & \text{if } \frac{1}{4} < y < \frac{3}{4}.
\end{cases}$$

In particular, we consider $K_{f1} = 10^2$ and $K_{f2} = 2 \times 10^{-3}$. Due to the low value of $K_{f2}$ the fluid tends to avoid the middle part of the fracture, representing a geological barrier. This behavior can be clearly seen in the pressure distribution depicted in Figure 10 (a). Finally, we want
to study if this changes of permeability within the fracture have some effect on the multigrid performance. For this purpose, in Figure 10 (b) we display the history of the convergence of the multigrid solver for different mesh sizes. More concretely, the reduction of the residual is depicted against the number of iterations, and the stopping criterion is to reduce the initial residual until $10^{-8}$. It is clearly seen that the convergence of the monolithic mixed-dimensional multigrid method is independent of the spatial discretization parameter, and the number of iterations are very similar to those obtained in the previous case with a constant permeability in the fracture.

### 4.2 Four fracture network

In this numerical experiment we want to see the performance of the proposed multigrid method when several fractures are considered. For this purpose, we consider a network of four fractures whose width is $d = 10^{-2}$. We perform two different tests corresponding to non-connected and connected fractures. In both cases, we consider a unit square porous medium domain with impermeable lateral walls and a given pressure on top ($p = 1$) and bottom ($p = 0$). The permeability of the porous matrix is given by the identity tensor and the permeability in the fractures is given by $K_{fi} = K_{fi}I$, with $K_{fi}$ certain constants to be determined below, for $i = 1, 2, 3, 4$. Following [4, 23], immersed fracture tips are modeled by homogeneous flux conditions.
4.2.1 Case 1: four non-connected fractures

The settings considered in this first case are based on [4] and schematized in Figure 11 (a). A set of four horizontal fractures \( \gamma_i \) \( i = 1, \ldots, 4 \) is considered, where:

\[
\begin{align*}
\gamma_1 &= \{(x, y) \mid y = 0.8, \ 0 \leq x \leq 0.8\}, \\
\gamma_2 &= \{(x, y) \mid y = 0.6, \ 0.2 \leq x \leq 1\}, \\
\gamma_3 &= \{(x, y) \mid y = 0.4, \ 0 \leq x \leq 0.8\}, \\
\gamma_4 &= \{(x, y) \mid y = 0.2, \ 0.2 \leq x \leq 1\}.
\end{align*}
\]

Fractures \( \gamma_1, \gamma_2 \) and \( \gamma_4 \) are assumed to be barriers with \( K_{f1} = K_{f2} = K_{f4} = 10^{-2} \), whereas fracture \( \gamma_3 \) is highly conductive with \( K_{f3} = 10^2 \). The effect of these fractures on the pressure distribution within the porous medium domain can be seen in Figure 11 (b).

4.2.2 Case 2: four connected fractures

In the second case, we assume a fracture network with four fractures which are connected. A schematic picture of the network together with the properties of the fractures can be seen in Figure 12 (a). In particular, we consider two vertical fractures

\[
\begin{align*}
\gamma_3 &= \{(x, y) \mid x = 0.2, \ 0 \leq y \leq 0.8\}, \\
\gamma_4 &= \{(x, y) \mid x = 0.6, \ 0 \leq y \leq 0.6\},
\end{align*}
\]
with constant permeabilities given by $K_{f3} = 10^2$ and $K_{f4} = 10^{-2}$, respectively. Moreover, we consider two horizontal fractures

$$\gamma_1 = \{(x, y) \mid y = 0.8, \ 0 \leq x \leq 0.6\},$$

$$\gamma_2 = \{(x, y) \mid y = 0.6, \ 0.2 \leq x \leq 1\}.$$ 

The first one has a constant permeability given by $K_{f1} = 10^2$ whereas the second one has a variable permeability given by:

$$K_{f2} = \begin{cases} 
10^2, & \text{if } 0.2 \leq x \leq 0.6, \\
10^{-2}, & \text{if } 0.6 < x \leq 1.
\end{cases}$$

The pressure solution is shown in Figure 12 (b), where we can observe the effect of the different permeabilities of the fractures on the pressure at the porous matrix.

We perform the proposed monolithic multigrid method for solving both test cases. Table 4.2.2 shows the number of multigrid iterations needed to reduce the initial residual in a factor of $10^{-10}$ for different mesh sizes. We can see a very robust behavior of the multigrid algorithm for both cases since few iterations are enough to satisfy the stopping criterion. From this experiment, we observe that the monolithic mixed-dimensional multigrid method is also robust when several fractures (connected and/or non-connected) are considered.

### 4.3 Benchmark problem

The last numerical experiment considered in this work is a benchmark problem for single-phase flow in fractured porous media stated in [20]. This test is based on a problem proposed

Figure 12: (a) Fracture network and settings, and (b) corresponding pressure distribution for the four fracture experiment (Case 2).
Table 2: Number of iterations of the mixed-dimensional multigrid method necessary to solve the four fracture experiments for different grid sizes.

| Grid Size     | Case 1 | Case 2 |
|---------------|--------|--------|
| 40 × 40       | 9      | 11     |
| 80 × 80       | 9      | 11     |
| 160 × 160     | 10     | 11     |
| 320 × 320     | 10     | 12     |
| 640 × 640     | 11     | 13     |
| 1280 × 1280   | 11     | 13     |

Figure 13: Configuration and boundary conditions for the network of fractures in the benchmark problem.

in [28] with different boundary conditions and material properties. The fracture network embedded in the unit square domain is shown in Figure 13. We have the Dirichlet condition $p = 1$ on the right side. Homogeneous Neumann boundary conditions on the top and bottom are prescribed, whereas on the left side, we have a constant inflow flow, $\mathbf{u} \cdot \mathbf{n} = -1$ (see Figure 13). The permeability matrix is fixed to $\mathbf{K} = \mathbf{I}$, and all the fractures have a constant width $d = 10^{-4}$. As in [20], we consider two cases for the permeability tensor in the fracture $\mathbf{K}_f = \mathbf{K}_f \mathbf{I}$: a case where the fluid tends to flow rapidly along the fracture, i.e., $\mathbf{K}_f = 10^4$; and a case where the fluid tends to avoid the fracture, i.e., $\mathbf{K}_f = 10^{-4}$. Both cases have been solved by the proposed mixed-dimensional multigrid method, giving rise to a very efficient solver independent of the fracture network.

For the first case in which we deal with a highly conductive network, the obtained pressure distribution is displayed in Figure 14 (a). It is clear its correspondence with the reference solution of the benchmark problem published in [20]. The history of the convergence of the monolithic multigrid method is depicted in Figure 14 (b), where the residual reduction is shown.
for different grid sizes. The stopping criterion is to reduce the initial residual until $10^{-8}$. We can observe that, as expected, the performance of the multigrid method is independent of the spatial discretization parameter. Moreover, it results in a very efficient solver since only around 10 iterations are enough to solve the whole fracture network.

Similar results are obtained for the second case, corresponding to a blocking fracture network. Again, the pressure distribution matches perfectly with the reference solution in [20], as shown in Figure 15 (a). We can observe in the picture the pressure discontinuities reminiscent of the low permeability in the fractures. In Figure 15 (b), we display the history of the convergence of the proposed mixed-dimensional multigrid method for this second case of the benchmark problem. The convergence results for the blocking fracture network are similar to those presented for the conducting fractures. For both cases, the monolithic mixed-dimensional multigrid method shows an excellent performance.

Remark. Local Fourier analysis [13, 14, 53] is the main quantitative analysis to predict the convergence rates of multigrid algorithms. LFA assumes that all operators involved in the multigrid procedure are local, have constant coefficients and are defined on an infinite grid neglecting the effect of boundary conditions. It seems not possible, or at least it is not clear, how to carry out a local Fourier analysis for the mixed-dimensional multigrid method proposed here. Nevertheless, we have performed LFA to predict the convergence of the multigrid based on the Vanka smoother for the Darcy problem considered in the porous matrix. The analysis of Vanka-type smoothers by LFA requires a special strategy and here we have followed the ideas presented in [41]. From this analysis, we observe that the convergence rates obtained for the whole problem including fractures are very close to those provided in the case of simple
Figure 15: (a) Pressure solution and (b) history of the convergence of the proposed multigrid method for the benchmark problem with blocking fractures.

Darcy flow. More concretely, by using four smoothing steps, a two-grid convergence factor of 0.04 is obtained for this latter case, whereas the asymptotic rates observed in the numerical experiments carried out in this work vary from 0.04 in the first experiment to 0.085 in the benchmark problem which is the worst case. This means that the implementation and the treatment in the fractures is done in an optimal way, since the convergence of the whole fracture network problem is very similar to that for the Darcy flow problem.

5 Conclusions

We have proposed a monolithic mixed-dimensional multigrid method for solving single-phase flow problems in porous media with intersecting fractures. The algorithm is based on combining two-dimensional smoother and inter-grid transfer operators in the porous matrix with their one-dimensional counterparts within the fracture network. This exotic union gives rise to a very efficient solver for this type of problems. The robustness of the proposed method with respect to different parameters of the fractures, as the permeability, as well as to the number of fractures and the size of the grid has been shown through different numerical experiments, including a benchmark problem from the literature.
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