Online PMU-Based Method for Estimating Dynamic Load Parameters in Ambient Conditions
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Abstract—This paper proposes a novel purely measurement-based method for estimating dynamic load parameters in near real-time when stochastic load fluctuations are present. By leveraging on the regression theorem for the Ornstein-Uhlenbeck process, the proposed method can provide highly accurate estimation without requiring any information about the power system model. Furthermore, by exploiting recursion, an online algorithm is developed to estimate the dynamic load parameters in near real-time. Simulation studies on the IEEE 39-Bus system demonstrate the accuracy of the model-free method, its robustness against measurement noise, as well as its satisfactory performance in tracking real-time changes of the load parameters.

Index Terms—load identification, Ornstein-Uhlenbeck process, phasor measurement units, stochastic load fluctuations

I. INTRODUCTION

Dynamic load modeling plays an important role in power system stability. Traditionally, load dynamics have been considered as the driving parameters towards voltage instability [1]. Inaccurate load models may lead to misconceptions regarding the stability limits and control decisions [2]. To ensure reliability in power system operation and to avoid costly system controller design, it is essential that the load dynamic behavior is accurately captured and load characteristics are properly identified. However, load identification remains a challenging issue due to the large number, the complexity and the time variability of the different load components as well as the uncertainty brought about by poor measurements and customer behavior [3].

To address load parameter estimation, different approaches have been used in the literature. According to the component-based approach [4], load models are built up based on the true inventory of typical loads. Nevertheless, such information may not be always available. On the other hand, measurement-based methods [3], [5]– [10] can provide direct information about the load parameters through systematic monitoring [5]. The weighted least squares method has been applied in [5] to derive the load model. In [6], the nonlinear least square (NLS) technique is used to identify the parameters of a dynamic recovery load in the presence of voltage changes due to load tap changer operation. An improved NLS method is proposed in [7], however, an initial guess on parameter values is required for the estimation. A hybrid learning technique that combines the Genetic Algorithm and the Levenberg-Marquardt algorithm for load parameter estimation has been proposed in [3]. However, the implementation of the aforementioned optimization-based methods leads to high computational burden, making the real-time application prohibitive [9].

Limited work has been done on real-time measurement-based load parameter estimation. An unscented Kalman Filter for online estimation of load parameter values is implemented in [8]. Multiple model estimation algorithm is used in [9] for a composite load parameter estimation. However, a priori information has to be assumed to determine the possible ranges of the parameter values. Also, enough system excitation is required to estimate the dominant parameters, whereas estimation results may not be responsive enough for less sensitive parameters, reducing the overall accuracy. In [10], a hybrid measurement-based method has been developed to estimate dynamic load parameters by combining the load modeling and the statistical properties of states’ measurements. Yet, the proposed algorithm requires the static load characteristics and the variance of the stochastic load fluctuations to be known.

In this paper, we propose a novel real-time measurement-based method for load parameter estimation based on the regression theorem for the Ornstein-Uhlenbeck process. The main contributions of the paper are as follows:

1) The proposed approach is completely model-free without the need of knowing any information about the static and statistical characteristic of loads (as apposed to [10]), or parameter values of the network model.
2) The proposed method is computationally efficient and can be implemented online by exploiting recursion.
3) The variation of dynamic load parameters can be accurately captured and identified in near real-time.

The remainder of the paper is organized as follows: Section II introduces the dynamic load model. Section III reviews the regression theorem for the multivariate Ornstein-Uhlenbeck process and describes the proposed methodology for online load parameter estimation. Section IV provides a complete numerical study on the IEEE 39-bus system that demonstrates the effectiveness of the method. Section V presents the conclusions and perspectives.

II. THE STOCHASTIC DYNAMIC POWER SYSTEM MODEL

Although load dynamics are the main focus, generator dynamics are also modelled in the simulation for a more realistic set-up. In particular, we number the load buses as
\[ \begin{align*}
\delta_i &= \omega_i \quad (1) \\
M_i \dot{\omega}_i &= P_{mi} - P_{Gi}(\delta_i, \theta_i, V_i) - D_i \omega_i \quad (2) \\
P_{Gi}(\delta_i, \theta_i, V_i) &= \sum_{j=1}^{N} |V_i||V_j|(G_{ij} \cos \theta_{ij} + B_{ij} \sin \theta_{ij}) \quad (3) \\
Q_{Gi}(\delta_i, \theta_i, V_i) &= \sum_{j=1}^{N} |V_i||V_j|(G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij}) \quad (4)
\end{align*}\]

where

- \( \delta_i \) generator rotor angle
- \( \omega_i \) generator rotor angular speed
- \( M_i \) inertia constant
- \( P_{mi} \) mechanical power input
- \( P_{Gi} \) active power injection
- \( Q_{Gi} \) reactive power injection
- \( D_i \) damping coefficient
- \( N \) total number of buses
- \( |V_i| \) \( i \)-th bus voltage magnitude
- \( G_{ij} \) conductance between bus \( i \) and \( j \)
- \( B_{ij} \) susceptance between bus \( i \) and \( j \)
- \( \theta_{ij} \) difference between \( i \)-th and \( j \)-th bus voltage angles

As for the dynamic loads, we apply the dynamic load model proposed in [11], which has been shown to be able to naturally characterize a wide range of loads (e.g., induction motors, thermostatic loads). For the \( k \)-th load, we have:

\[ \begin{align*}
\dot{g}_k &= \frac{-1}{\tau_{gk}}(P_k - P_k^s) \\
\dot{b}_k &= \frac{-1}{\tau_{bk}}(Q_k - Q_k^s)
\end{align*}\]

\[ P_k = g_k V_k^2 = \sum_{j=1}^{N} |V_k||V_j|(-G_{kj} \cos \theta_{kj} - B_{kj} \sin \theta_{kj}) \quad (7) \]

\[ Q_k = b_k V_k^2 = \sum_{j=1}^{N} |V_k||V_j|(G_{kj} \sin \theta_{kj} + B_{kj} \cos \theta_{kj}) \quad (8) \]

where

- \( g_k \) effective load conductance
- \( b_k \) effective load susceptance
- \( \tau_{gk} \) active load power time constant
- \( \tau_{bk} \) reactive load power time constant
- \( P_k \) active load power demand
- \( Q_k \) reactive load power demand
- \( P_k^s \) steady-state active load power demand
- \( Q_k^s \) steady-state reactive load power demand

Note that the instant real and reactive power consumed by the dynamic load can be described by the effective conductance and susceptance as shown in (5) - (6). Also, the authors of [11] show that distinction between different types of loads mainly lies in the parameter values of time constants \( \tau_{gk} \) and \( \tau_{bk} \).

To describe the natural random variation of loads, we follow similar approaches as in [10], [12], [13] to add Gaussian noises to the steady-state power:

\[ \begin{align*}
\dot{g}_k &= -\frac{1}{\tau_{gk}}[P_k - P_k^s(1 + \sigma_k^g \xi_k^g)] \quad (9) \\
\dot{b}_k &= -\frac{1}{\tau_{bk}}[Q_k - Q_k^s(1 + \sigma_k^b \xi_k^b)] \quad (10)
\end{align*}\]

where \( \sigma_k^g, \sigma_k^b \) describe the intensity of the stochastic load variation and \( \int_0^t \xi_k^g(u) du, \int_0^t \xi_k^b(u) du \) are Brownian motions. It is worth noting that stochastic load variations have been commonly modeled to follow Gaussian distribution [14], since the stochastic fluctuation is the aggregate behavior of thousands of individual devices acting independently.

By linearizing (9) - (10) and representing them in the vector form, we have:

\[ \begin{bmatrix}
\dot{g} \\
\dot{b}
\end{bmatrix} = \begin{bmatrix}
-T_g^{-1} \frac{\partial P}{\partial g} & -T_g^{-1} \frac{\partial P}{\partial b} \\
-T_b^{-1} \frac{\partial Q}{\partial g} & -T_b^{-1} \frac{\partial Q}{\partial b}
\end{bmatrix} \begin{bmatrix}
\xi^g \\
\xi^b
\end{bmatrix} + \begin{bmatrix}
T_g^{-1} P^s \Sigma^p \\
0
\end{bmatrix} \begin{bmatrix}
\xi^p \\
\xi^q
\end{bmatrix} \quad (11)
\]

where

- \( g = [g_1, ..., g_m]^T \)
- \( b = [b_1, ..., b_m]^T \)
- \( T_g = \text{diag} \{ \tau_{g1}, ..., \tau_{gm} \} \)
- \( T_b = \text{diag} \{ \tau_{b1}, ..., \tau_{bm} \} \)
- \( P = [P_1, ..., P_m]^T \)
- \( Q = [Q_1, ..., Q_m]^T \)
- \( \Sigma_p = \text{diag} \{ \sigma_1^p, ..., \sigma_m^p \} \)
- \( \Sigma_q = \text{diag} \{ \sigma_1^q, ..., \sigma_m^q \} \)
- \( \xi^p = [\xi_1^p, ..., \xi_m^p]^T \)
- \( \xi^q = [\xi_1^q, ..., \xi_m^q]^T \)

Let \( x = [g, b]^T \), \( A = \begin{bmatrix}
-T_g^{-1} \frac{\partial P}{\partial g} & -T_g^{-1} \frac{\partial P}{\partial b} \\
-T_b^{-1} \frac{\partial Q}{\partial g} & -T_b^{-1} \frac{\partial Q}{\partial b}
\end{bmatrix} \), \( B = \begin{bmatrix}
T_g^{-1} P^s \Sigma^p \\
0
\end{bmatrix} \), then (11) can be written in the following compact form:

\[ \dot{x} = Ax + B \xi \quad (12) \]

which is a vector Ornstein-Uhlenbeck process [15]. Particularly, \( P_k = g_k V_k^2, Q_k = b_k V_k^2 \) and thus:

\[ \begin{align*}
\frac{\partial P_k}{\partial g_j} &= \begin{cases} 
V_k^2 + 2g_j V_k \frac{\partial V_k}{\partial g_j} \approx V_k^2 & \text{if } j = k \\
2g_j V_k \frac{\partial V_k}{\partial g_j} \approx 0 & \text{if } j \neq k
\end{cases} \quad (13) \\
\frac{\partial Q_k}{\partial b_j} &= \begin{cases} 
V_k^2 + 2b_j V_k \frac{\partial V_k}{\partial b_j} \approx V_k^2 & \text{if } j = k \\
2b_j V_k \frac{\partial V_k}{\partial b_j} \approx 0 & \text{if } j \neq k
\end{cases} \quad (14)
\end{align*}\]

\[ \begin{align*}
\frac{\partial P_k}{\partial b_j} &= 2g_j V_k \frac{\partial V_k}{\partial b_j} \approx 0 \\
\frac{\partial Q_k}{\partial g_j} &= 2b_j V_k \frac{\partial V_k}{\partial g_j} \approx 0
\end{align*} \quad (15) \]

\[ \begin{align*}
\frac{\partial P_k}{\partial g_j} &= 2g_j V_k \frac{\partial V_k}{\partial g_j} \approx 0 \\
\frac{\partial Q_k}{\partial b_j} &= 2b_j V_k \frac{\partial V_k}{\partial b_j} \approx 0
\end{align*} \quad (16) \]

as \( \Delta V_k \approx 0 \) in ambient conditions.

Therefore, we have the following approximation for matrix \( A \):

\[ A \approx \begin{bmatrix}
-T_g^{-1} V_k^2 & 0 \\
0 & -T_b^{-1} V_k^2
\end{bmatrix} = \begin{bmatrix}
A_g & 0 \\
0 & A_t
\end{bmatrix} \quad (17) \]

where \( V = \text{diag} \{ V_1, ..., V_m \} \), \( A_g = -T_g^{-1} V_k^2 \) and \( A_t = -T_b^{-1} V_k^2 \).
III. THE PROPOSED PMU-BASED METHOD FOR ESTIMATING DYNAMIC LOAD PARAMETERS

A. The Theoretical Basis of the Method

As shown in (12), the stochastic dynamic load equations can be represented as a vector Ornstein-Uhlenbeck process. The stationary covariance matrix $\bar{C}$ is described by:

$$C_{\bar{x}\bar{x}} = \langle [x(t) - \mu_x][x(t) - \mu_x]^T \rangle = \begin{bmatrix} C_{\bar{x}x} & C_{\bar{x}b} \\ C_{bx} & C_{bb} \end{bmatrix}$$  (18)

where $\mu_x$ is the mean of the process. The $\tau$-lag autocorrelation matrix is:

$$G(\tau) = \langle [x(t + \tau) - \mu_x][x(t) - \mu_x]^T \rangle$$  (19)

According to the regression theorem of the vector Ornstein-Uhlenbeck process [16], if the system matrix $A$ is stable, that is typically satisfied in the normal operating state of a power system, the $\tau$-lag autocorrelation matrix satisfies:

$$\frac{d}{dt} [G(\tau)] = -AG(\tau)$$  (20)

Hence, the dynamic system state matrix $A$ can be obtained from:

$$A = \frac{1}{\tau} \log [G(\tau)C^{-1}]$$  (21)

Equation (21) ingeniously relates the statistical properties of PMU measurements with the physical model of power systems. We will leverage on (21) to develop a novel measurement-based method to estimate $A$, and further to estimate $T_g$ and $T_b$ from (17). It is worth noting that the proposed method is purely measurement-based and requires no other information concerning the system model to effectively estimate matrix $A$, $T_g$ and $T_b$. Specifically, the proposed method requires no knowledge about the static characteristics of the dynamic loads ($P_k^v$ and $Q_k^v$ in (9)-(10)) and the intensities of stochastic load variations ($\sigma_k^v$ and $\sigma_k^q$ in (9)-(10)), which, conversely, have to be known in [10].

B. Estimating the Load Parameters from PMU measurements

In practice, the sample mean $\bar{\mathbf{x}}$, the sample covariance matrix $\bar{C}$ and the sample $\tau$-lag correlation matrix $\bar{G}$ can be estimated from a finite number of PMU measurements. Firstly, the available PMU measurements are used to estimate the sample mean $\bar{V} = \text{diag} [V_1, ..., V_m]$ and $x_i = [g_i, b_i]^T$, $i = 1, ..., n$ as below:

$$\bar{V}_k = \frac{1}{n} \sum_{i=1}^{n} V_{ki}$$  (22)

$$g_{ki} = \text{Re} \{ \frac{I_{ki}}{V_{ki}} \}$$  (23)

$$b_{ki} = \text{Im} \{ \frac{I_{ki}}{V_{ki}} \}$$  (24)

where $n$ is the number of samples and $I_{ki}, V_{ki}$ are the $i$-th current and voltage phasor measurements at bus $k$. Then, $\bar{\mathbf{x}}$, $\bar{C}$ and $\bar{G}$ are calculated as follows:

$$\bar{\mathbf{x}} = \frac{1}{n} \sum_{i=1}^{n} x_i$$  (25)

$$\bar{C} = \frac{1}{n-1} (F - \bar{\mathbf{x}} \bar{\mathbf{x}}^T) (F - \bar{\mathbf{x}} \bar{\mathbf{x}}^T)^T$$  (26)

$$\bar{G}(\Delta t) = \frac{1}{n-1} (F_{1:n-\kappa} - \bar{\mathbf{x}}_{1:n-\kappa}^T)(F_{1:n-\kappa} - \bar{\mathbf{x}}_{1:n-\kappa}^T)$$  (27)

where $F = [x_1, ..., x_n]$ is a $m \times n$ matrix with the states’ measurements, $\mathbf{1}_n$ is a $n \times 1$ vector of ones, $\Delta t$ is the time lag, $F_{i:j}$ denotes the submatrix of $F$ from the $i$-th to the $j$-th column, $\kappa$ is the number of samples that correspond to the selected time lag. The estimated dynamic system state matrix $\hat{A}$ can be obtained as:

$$\hat{A} = \frac{1}{\Delta t} \log [\hat{G}(\Delta t)\hat{C}^{-1}] \approx \begin{bmatrix} A_{UL} & 0 \\ 0 & A_{LR} \end{bmatrix}$$  (28)

where $A_{UL}$ is a diagonal matrix, whose diagonal components are equal to those of the upper left submatrix of $A$. Similarly, $A_{LR}$ is a diagonal matrix, whose diagonal components are equal to those of the lower right submatrix of $A$. Therefore, according to (17), we can estimate $\hat{T}_g$ and $\hat{T}_b$ as follows:

$$\hat{T}_g = A_{UL}$$  (29)

$$\hat{T}_b = A_{LR}$$  (30)

The load parameters $T_g$ and $T_b$ can also be estimated:

$$\hat{T}_g = -\hat{V}^2 \hat{T}^{-1}_g$$  (31)

$$\hat{T}_b = -\hat{V}^2 \hat{T}^{-1}_b$$  (32)

C. The Online Recursive Estimation Algorithm

For online implementation, it is desirable to conduct the estimation recursively for the sake of computational efficiency. Once the statistics (i.e., the sample mean, the sample covariance matrix and the sample $\tau$-lag autocorrelation matrix) are estimated from a pre-defined length of PMU data, they can be updated recursively. Assuming that PMUs are deployed at the substations where the (aggregated) loads of interest are connected, then the following algorithm can estimate the load parameters $T_g$ and $T_b$ online from PMU data:

**Step 1.** Given PMU data of size $n$ from pre-defined window length, estimate the sample mean $\bar{V}$ (22) and calculate $g$ and $b$ using (23)-(24).

**Step 2.** For $j = 0$, compute the initial values of $\bar{x}_0, \bar{C}_0$ and $\bar{G}_0(\Delta t)$ using (25)-(27) and $A_0, \hat{T}_{g0}$ and $\hat{T}_{b0}$ using (28)-(32).

**Step 3.** For $j = 1, 2, ...$ update as follows (17):

**a)**

$$\bar{x}_j = (1 - \alpha)\bar{x}_{j-1} + \alpha x_j$$

$$\hat{G}_j(\Delta t) = (1 - \alpha)[\hat{G}_{j-1} + \alpha (x_j - \bar{x}_j)(x_j - \bar{x}_j)^T]$$

$$\hat{C}_j^{-1} = \frac{1}{1 - \alpha} \left[ \hat{C}_{j-1}^{-1} - \frac{\hat{C}_{j-1}^{-1}z_j^Tz_j \hat{C}_{j-1}^{-1}}{1 + \alpha z_j^T \hat{C}_{j-1}^{-1}z_j} \right]$$  (33)

where $z_j = (x_j - \bar{x}_j)$.  

**b)**

$$\hat{A}_j = \frac{1}{\Delta t} \log [\hat{G}_j(\Delta t)\hat{C}_j^{-1}]$$  (34)

**c)** Estimate $\hat{T}_{gj}, \hat{T}_{bj}$ using (29)-(32).
Particularly, Step 3-a updates the statistics recursively given the new sample, based on which the dynamic state matrix and the time constants can be updated recursively in Step 3-b,c. Sherman-Morrison formula [17] is used to update the inverse of $\hat{C}_j$ recursively without calculating the inverse of the matrix directly. It can be observed that the online algorithm is computationally efficient, since it relies on simple mathematical operations. Note that the performance of the online algorithm may be affected by the pre-defined window length as well as the parameter $\alpha$ [17]. Intuitively, the larger the pre-defined window length is, the more accurate estimation results one may achieve. In addition, even though $\alpha = \frac{1}{T}$ in steady state, $\alpha$ can be termed as a smoothing parameter to adjust the weight of observations during transient conditions. Hence, if a load parameter drift is detected, a larger $\alpha$ can be used to give more weight to the new samples, whereas $\alpha$ could be decreased back to $\alpha = \frac{1}{T}$ once the new steady state estimation results are reached.

IV. NUMERICAL RESULTS

The IEEE 39-Bus 10-Generator test system has been used to validate the effectiveness of the proposed method and the online recursive algorithm. Particularly, 10 stochastic dynamic load parameters described as $\vartheta_l, \vartheta_q$ with time constants varying from 0.1s to 5s have been added to the system. Gaussian stochastic load variations with a mean of zero and $\sigma^2 = 1$ in $\vartheta_l, \vartheta_q$ have been considered in the load model, where $k = 1, ..., m$. A time lag of $\Delta t = 0.2$s has been selected, i.e. $\kappa = 10$ in (27) given that the integration step size is 0.02s. All simulations were implemented in PSAT-2.1.10 [18].

A. Validation of the Proposed Method

To validate the proposed algorithm described in Section III-B, 500s PMU measurements are used. The sample size of 500s is selected so that a balance between accuracy and data length is achieved. Fig. 1 illustrates how the estimation error, in terms of the normalized Frobenius norm $\|A^{-1}B\|_F$, changes with the length of PMU data. The estimated time constants $\hat{\tau}_g, \hat{\tau}_h$ and their corresponding error with respect to their true values $\tau_g, \tau_h$, are shown in Table I. It can be observed that the proposed data-driven method can well estimate the dynamic load parameters in the whole range of time constants.

B. Impact of Measurement Noise

In practical application, PMU measurements may be contaminated by noise. Since the proposed method is purely measurement-based, its robustness against measurement noise should be tested. Following the approach in [19], [20], high noise levels with standard deviation of 10% of the largest state changes between time steps have been added to the 500s PMU measurements of $g, b$. Noise with standard deviation of $10^{-3}$ has also been added to the measurements of the voltage magnitudes $V$ [20]. The estimated load time constants when measurement noise is present are shown in Table II. As can be observed, the accuracy of the algorithm remains satisfactory, indicating that the proposed method is robust against measurement noise.

C. Validation of the Online Recursive Estimation Algorithm

In this section, we implement the online recursive estimation algorithm to evaluate its effectiveness with respect to real-time changes in the load parameters. Following a similar approach in [8], we assume that the system experiences two scenarios of sudden load parameter changes. In the first scenario, we consider a small change where the time constant $\tau_{g_1}$ is increased by 20%, i.e. from 0.1 to 0.12, at $t=400s$. The results of the online estimation using a pre-defined window length of 300s PMU data and $\alpha = \frac{1}{T}$ are shown in Fig. 2 and 3. It can be seen that the online algorithm is able to accurately
detect the real-time change of the load parameter.

In the second scenario, a more severe change is considered. Particularly, the time constant $\tau_4$ is decreased by 50%, i.e., from 1.6 to 0.8, at $t=400s$. Fig. 4 and 5 present the estimated values $\hat{\tau}_4$ and the actual values $\tau_4$ in real-time.

By leveraging on the regression theorem developed for the Ornstein-Uhlenbeck process, the proposed method can provide accurate estimation for the dynamic load parameters without any model information. By exploiting recursion, an online algorithm has been developed to track real-time changes of the load parameters. Numerical results in the IEEE 39-bus system demonstrate the accuracy of the method, its robustness against measurement noise and its capability of tracking real-time changes of the load parameters in near real-time. Future work will focus on further validation with the use of real PMU data.

**REFERENCES**

[1] T. Van Cutsem, C. Vournas, *Voltage stability of electric power systems*, Kluwer Academic Publishers, 1998, Springer, 2008.

[2] Y.V. Makarov, V.A. Maslennikov, and D.J. Hill, “Revealing loads having the biggest influence on power system small disturbance stability,” *IEEE Trans. Power Syst.*, vol. 11, no. 4, pp. 2018–2023, 1996.

[3] H. Bai, P. Zhang, and V. Ajaiparu, “A novel parameter identification approach via hybrid learning for aggregate load modeling,” *IEEE Trans. Power Syst.*, vol. 24, no. 3, pp. 1145–1154, 2009.

[4] W.W. Price, K.A. Wirgau, A. Murdoch, et al., “Load modeling for power flow and transient stability computer studies,” *IEEE Trans. Power Syst.*, vol. 3, no. 1, pp. 180–187, 1988.

[5] C.-J. Lin, A.-Y.-T. Chen, C.-Y. Chio, C.-H. Huang, H.-D. Chiang, et al., “Dynamic load models in power systems using the measurement approach,” *IEEE Trans. Power Syst.*, vol. 8, no. 1, pp. 309–315, 1993.

[6] H. Guo, K. Rudion, H. Abildgaard, et al., “Parameter estimation of dynamic load model using field measurement data performed by OLTC operation,” in *PES General Meeting*, San Diego, CA, USA, 2012.

[7] H. Zhang, H. Zhu, and S. Guo, “Dependency analysis and improved parameter estimation for dynamic composite load modeling,” *IEEE Trans. Power Syst.*, vol. 32, no. 4, pp. 3287–3297, 2017.

[8] A. Rouhani and A. Abur, “Real-time dynamic parameter estimation for an exponential dynamic load model,” *IEEE Trans. Smart Grid*, vol. 7, no. 3, pp. 1530–1536, 2016.

[9] A.M. Najafabadi and A.T. Alouani, “Real time parameter identification of composite load model,” in *PES General Meeting*, Vancouver, BC, Canada, 2013.

[10] X. Wang, “Estimating dynamic load parameters from ambient PMU measurements,” in *PES General Meeting*, Chicago, IL, USA, 2017.

[11] H.D. Nguyen and K. Taritsyn, “Robust stability assessment in the presence of load dynamics uncertainty,” *IEEE Trans. Power Syst.*, vol. 31, no. 2, pp. 1579–1594, 2016.

[12] C.O. Nwankpa and R.M. Hassan, “A stochastic voltage collapse indicator,” *IEEE Trans. Power Syst.*, vol. 8, no. 3, pp. 1187–1193, 1993.

[13] G. Pierrou and X. Wang, “Investigating the impacts of stochastic load fluctuation on dynamic voltage stability margin using bifurcation theory,” in *IEEE ISCAS*, Sapporo, Japan, 2019.

[14] R. Singh, B.C. Pal, and R.A. Jah, “Statistical representation of distribution system loads using Gaussian mixture model,” *IEEE Trans. Power Syst.*, vol. 25, no. 1, pp. 29–37, 2010.

[15] G. Pierrou and X. Wang, “Analytical study of the impacts of stochastic load fluctuation on the dynamic voltage stability margin using bifurcation theory,” in *IEEE Trans. Circ. and Syst. I-Regular Papers*, DOI: 10.1109/TCSI.2019.2943509, 2019.

[16] C. Gardiner, *Stochastic methods: a handbook for the natural and social sciences*, 4th Edition, Springer-Verlag, 2009.

[17] H. Sheng and X. Wang, “Online measurement-based estimation of dynamic system state matrix in ambient conditions,” *IEEE Trans. Smart Grid*, DOI: 10.1109/TSG.2019.2917672, 2019.

[18] F. Milano, “An open source power system analysis toolbox,” *IEEE Trans. Power Syst.*, vol. 20, no. 3, pp. 1199–1206, 2005.

[19] N. Zhou, D. Meng, and S. Lu, “Estimation of the dynamic states of synchronous machines using an extended particle filter,” *IEEE Trans. Power Syst.*, vol. 28, no. 4, pp. 4152–4161, 2013.

[20] G. Anagnostou and B.C. Pal, “Derivative-free Kalman filtering based approaches to dynamic state estimation for power systems with unknown inputs,” *IEEE Trans. Power Syst.*, vol. 33, no. 1, pp. 116–130, 2018.