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Abstract

An out-tree T is an oriented tree with only one vertex of in-degree zero. A vertex x of T is internal if its out-degree is positive. We design randomized and deterministic algorithms for deciding whether an input digraph contains a given out-tree with k vertices. The algorithms are of runtime $O^*(5.704^k)$ and $O^*(5.704^{k+o(1)})$, respectively. We apply the deterministic algorithm to obtain a deterministic algorithm of runtime $O^*(c^k)$, where $c \geq 4e$, for deciding whether an input digraph contains a spanning out-tree with at least k internal vertices. This answers in a affirmative a question of Gutin, Razgon and Kim (Proc. AAIM’08).

1 Introduction

An out-tree is an oriented tree with only one vertex of in-degree zero called the root. The k-Out-Tree problem is the problem of deciding for a given parameter k, whether an input digraph contains a given out-tree with $k \geq 2$ vertices. In their seminal work on Color Coding Alon, Yuster, and Zwick [1] provided fixed-parameter tractable (FPT) randomized and deterministic algorithms for k-Out-Tree. While Alon, Yuster, and Zwick [1] only stated that their algorithms are of runtime $O(2^{O(k)n})$, however, it is easy to see (see Appendix), that their randomized and deterministic algorithms are of complexity $O^*((4e)^k)$ and $O^*(c^k)$, where $c \geq 4e$.

The main results of [1], however, were a new algorithmic approach called Color Coding and a randomized $O^*((2e)^k)$ algorithm for deciding whether a digraph contains a path with k vertices (the k-Path problem). Chen et al. [4] and Kneis et al. [8] developed a modification of Color Coding, Divide-and-Color, that allowed them to design a randomized $O^*(4^k)$-time algorithm for k-Path. Divide-and-Color in Kneis et al. [8] (and essentially in Chen et al. [4]) is ‘symmetric’, i.e., both colors play similar role and the probability of coloring each vertex in one of the colors is 0.5. In this paper, we further develop Divide-and-Color by making it asymmetric, i.e., the two colors play different roles and the probability of coloring each vertex in one of the colors depends on the color. As a result, we refine the result of Alon, Yuster, and Zwick by obtaining randomized and deterministic algorithms for k-Out-Tree of runtime $O^*(5.7^k)$ and $O^*(5.7^{k+o(k)})$ respectively.

It is worth to mention here two recent related results on k-Path due to Koutis [9] and Williams [15] based on an algebraic approach. Koutis [9] obtained a randomized $O^*(2^{3k/2})$-time algorithm for k-Path and
Williams [15] extended his ideas resulting in a randomized $O*(2^n)$-time algorithm for $k$-Path. While the randomized algorithms based on Color Coding and Divide-and-Color are not difficult to derandomize, it is not the case for the algorithms of Koutis [9] and Williams [15]. Thus, it is unknown whether there are deterministic algorithms for $k$-Path of runtime $O*(2^{n/2})$. Moreover, it is not clear whether the randomized algorithms of Koutis [9] and Williams [15] can be extended to solve $k$-Out-Tree.

While we believe that the study of fast algorithms for $k$-Out-Tree is a problem interesting on its own, we provide an application of our deterministic algorithm. The vertices of an out-tree $T$ of out-degree zero (nonzero) are leaves (internal vertices) of $T$. An out-branching of a digraph $D$ is a spanning subgraph of $D$ which is an out-tree. The Minimum Leaf problem is to find an out-branching with the minimum number of leaves in a given digraph $D$. This problem is of interest in database systems [6] and the Hamilton path problem is its special case. Thus, in particular, Minimum Leaf is NP-hard. In this paper we will study the following parameterized version of Minimum Leaf: given a digraph $D$ and a parameter $k$, decide whether $D$ has an out-branching with at least $k$ internal vertices. This problem denoted $k$-Int-Out-Branching was studied for symmetric digraphs (i.e., undirected graphs) by Prieto and Sloper [13, 14] and for all digraphs by Gutin et al. [7]. Gutin et al. [7] obtained an algorithm of runtime $O*(2^{O(k \log k)})$ for $k$-Int-Out-Branching and asked whether the problem admits an algorithm of runtime $O*(2^{O(k)})$. Note that no such algorithm has been known even for the case of symmetric digraphs [13, 14]. In this paper, we obtain an $O*(2^{O(k)})$-time algorithm for $k$-Int-Out-Branching using our deterministic algorithm for $k$-Out-Tree and an out-tree generation algorithm.

For a set $X$ of vertices of a subgraph $H$ of a digraph $D$, $N^+_H(X)$ and $N^-_H(X)$ denote the sets of out-neighbors and in-neighbors of vertices of $X$ in $H$, respectively. Sometimes, when a set has a single element, we will not distinguish between the set and its element. In particular, when $H$ is an out-tree and $x$ is a vertex of $H$ which is not its root, the unique in-neighbor of $x$ is denoted by $N^-_H(x)$. For an out-tree $T$, Leaf($T$) denotes the set of leaves in $T$ and Int($T$) = $V(T) - $ Leaf($T$) stands for the set of internal vertices of $T$.

## 2 New Algorithms for $k$-Out-Tree

In this section, we introduce and analyze a new randomized algorithm for $k$-Out-Tree that uses Divide-and-Color and several other ideas. We provide an analysis of its complexity and a short discussion of its derandomization. We omit proofs of several lemmas of this section. The proofs can be found in Appendix.

The following lemma is well known, see [5].

**Lemma 2.1.** Let $T$ be an undirected tree and let $w : V \rightarrow \mathbb{R}^+ \cup \{0\}$ be a weight function on its vertices. There exists a vertex $v \in V(T)$ such that the weight of every subtree $T'$ of $T - v$ is at most $w(T)/2$, where $w(T) = \sum_{v \in V(T)} w(v)$.

Consider a partition $n = n_1 + \cdots + n_q$, where $n$ and all $n_i$ are nonnegative integers and a bipartition $(A, B)$ of the set $\{1, \ldots, q\}$. Let $d(A, B) := |\sum_{i \in A} n_i - \sum_{i \in B} n_i|$. Given a set $Q = \{1, \ldots, q\}$ with a nonnegative integer weight $n_i$ for each element $i \in Q$, we say that a bipartition $(A, B)$ of $Q$ is greedily optimal if $d(A, B)$ does not decrease by moving an element of one partite set into another. The following procedure describes how to obtain a greedily optimal bipartition in time $O(q \log q)$. For simplicity we write $\sum_{i \in A} n_i$ as $n(A)$.

**Algorithm 1 Bipartition** ($Q, \{n_i : i \in Q\}$)

1. Let $A := \emptyset$, $B := Q$.
2. **while** $n(A) < n(B)$ and there is an element $i \in B$ with $0 < n_i < d(A, B)$ **do**
3. Choose such an element $i \in B$ with a largest $n_i$.
4. $A := A \cup \{i\}$ and $B := B - \{i\}$.
5. **end while**
6. Return $(A, B)$.
In the end, the current procedure will return \((T_a \cup \{v^*\})\) for every \(v \in V\). The algorithm \(\text{find-tree}\) intends to find the set \(X_t\) of vertices such that for every \(w \in V\), there is a \((t, w)\)-tree which meets the restrictions on \(L\). For illustration, see Figure 1.

The basic strategy is as follows. We choose a pair \((T_A, T_B)\) of subtrees of \(T\) such that \(V(T_A) \cup V(T_B) = V\) and \(T_A\) and \(T_B\) share only one vertex, namely \(v^*\). We call such \(v^*\) a splitting vertex. We call recursively two ‘\(\text{find-tree}\)’ procedures on subsets of \(V\) to ensure that the subtrees playing the role of \(T_A\) and \(T_B\) do not overlap. The first call (line 15) tries to find \(X_{v^*}\) and the second one (line 18), using the information \(X_{v^*}\) delivered by the first call, tries to find \(X_t\). Here \(t\) is a vertex specified as an input for the algorithm \(\text{find-tree}\). In the end, the current procedure will return \(X_t\).

A splitting vertex can produce several subtrees, but there are many ways to divide them into two groups \((T_A\) and \(T_B\)). To make the algorithm more efficient, we try to obtain as ‘balanced’ a partition \((T_A\) and \(T_B\)) as possible. The algorithm \(\text{tree-Bipartition}\) is used to produce a pretty ‘balanced’ bipartition of the subtrees. Moreover we introduce another argument to have a better complexity behavior. The argument \(v\) is a vertex which indicates whether there is a predetermined splitting vertex. If \(v = \emptyset\), we do not have a predetermined splitting vertex so we find one in the current procedure. Otherwise, we use the vertex \(v\) as a splitting vertex.

Let \(r\) be the root of \(T\). To decide whether \(D\) contains a copy of \(T\), it suffices to run \(\text{find-tree}(T, D, \emptyset, r, \emptyset, \emptyset)\).

**Figure 1:** An example: The given out-tree \(T\) is divided into two parts \(T[U_a]\) and \(T[U_b \cup \{v^*\}]\) by the splitting vertex \(v^*\). The digraph \(D\) contains a copy of \(T\) meeting the restrictions on \(L\).

**Lemma 2.2.** Let \(Q\) be a set of size \(q\) with a nonnegative integer weight \(n_i\) for each \(i \in Q\). The algorithm \(\text{Bipartition}(Q, \{n_i : i \in Q\})\) finds a greedily optimal bipartition \(A \cup B = Q\) in time \(O(q \log q)\).
Algorithm 2 find-tree(T, D, v, t, L, \{X_u : u \in L\}), see Figure[1]
1: if |V(T) \setminus L| \geq 2 then
  2: \textbf{for all} u \in V(T): Set w(u) := 0 if u \in L, w(u) := 1 otherwise.
  3: \textbf{if} v = \emptyset \textbf{then} Find \(v^* \in V(T)\) such that the weight of every subtree \(T'\) of \(T - v^*\) is at most \(w(T)/2\) (see Lemma 2.1) \textbf{else} \(v^* := v\)
  4: \((WH, BL) := \text{tree-Bipartition}(T, t, v^*, L)\).
  5: \(U_w := \bigcup_{i \in WH} V(T_i) \cup \{\star\}\), \(U_b := \bigcup_{i \in BL} V(T_i)\).
  6: \textbf{for all} u \in L \cap U_w: color all vertices of \(X_u\) in white.
  7: \textbf{for all} u \in L \cap \(U_b \setminus \{v^*\}\): color all vertices of \(X_u\) in black.
  8: \(\alpha := \min\{w(U_w)/w(T), w(U_b)/w(T)\}\).
  9: if \(\alpha^2 - 3\alpha + 1 \leq 0\) (i.e., \(\alpha \geq (3 - \sqrt{5})/2\), see (1) and the definition of \(\alpha^*\) afterwards) \textbf{then} \(v_w := v_b := \emptyset\)
  10: \textbf{else if} \(w(U_w) < w(U_b)\) \textbf{then} \(v_w := \emptyset, v_b := v^*\) \textbf{else} \(v_w := v^*, v_b := \emptyset\).
  11: \(X_t := \emptyset\).
  12: \textbf{for} \(i = 1\) to \(\left\lfloor \frac{2.51}{\alpha^{1/2} - 1} \right\rfloor \) \textbf{do}
      13: Color the vertices of \(V(D) - \bigcup_{u \in L} X_u\) in white or black such that for each vertex the probability to be colored in white is \(\alpha\) if \(w(U_w) \leq w(U_b)\), and \(1 - \alpha\) otherwise.
      14: \(L_w = V_w(V_b)\) be the set of vertices of \(D\) colored in white (black).
      15: \(S := \text{find-tree}(\{U_w, D[V_w], v_w, v^*, L \cap U_w, \{X_u : u \in L \cap U_w\})\)
      16: \textbf{if} \(S \neq \emptyset\) \textbf{then}
          17: \(X_{v^*} := S, L := L \cup \{v^*\}\).
          18: \(S' := \text{find-tree}(T[U_b \cup \{v^*\}], D[V_b \cup S], v_b, t, (L \cap U_b), \{X_u : u \in (L \cap U_b)\})\)
          19: \(X_t := X_t \cup S'\).
      20: \textbf{end if}
  21: \textbf{end for}
  22: \textbf{return} \(X_t\).
  23: \textbf{else} \(|V(T) \setminus L| \leq 1\) \textbf{then}
      24: \textbf{if} \(|z| = V(T) \setminus L\) \textbf{then} \(X_z := V(D) - \bigcup_{u \in L} X_u, L := L \cup \{z\}\).
      25: \(L^0 := \{\text{all leaf vertices of} T\}\).
      26: \textbf{while} \(L^0 \neq L\) \textbf{do}
          27: Choose a vertex \(z \in L \setminus L^0\) s.t. \(N_f^+(z) \subseteq L^0\).
          28: \(X_z := X_z \cap \bigcap_{u \in N_f^+(z)} N^-(X_u); L^0 := L^0 \cup \{z\}\).
      29: \textbf{end while}
  30: \textbf{return} \(X_t\).
  31: \textbf{end if}

Lemma 2.3. During the performance of find-tree(T, D, \emptyset, r, 0, 0), the sets \(X_u, u \in L\) are pairwise disjoint.

Proof. We prove the claim inductively. For the initial call, trivially the sets \(X_u, u \in L\) are pairwise disjoint since \(L = \emptyset\). Suppose that for a call find-tree(T, D, v, t, L, \{X_u : u \in L\}) the sets \(X_v, v \in L\) are pairwise disjoint. For the first subsequent call in line 15, the sets are obviously pairwise disjoint. Consider the second subsequent call in line 18. If \(v^* \in L\) before line 17, the claim is true since \(S\) returned by the first subsequent call is contained in \(X_{v^*}\). Otherwise, observe that \(X_u \subseteq V_b\) for all \(u \in L \cap U_b\) and they are pairwise disjoint. Since \(X_{v^*} \cap V_b = \emptyset\), the sets \(X_u\) for all \(u \in L \cap U_b\) together with \(X_{v^*}\) are pairwise disjoint. \(\square\)

Lemma 2.4. Consider the algorithm tree-Bipartition and let \((WH, BL)\) be a bipartition of \(\{1, \ldots, q\}\) obtained at the end of the algorithm. Then the partition \(U_w := \bigcup_{i \in WH} V(T_i) \cup \{\star\}\) and \(U_b := \bigcup_{i \in BL} V(T_i)\) of \(V(T)\) has the following property.
1) If \(v^* = t\), moving a component \(T_i\) from one partite set to the other does not decrease the difference \(d(w(U_w), w(U_b))\).
Algorithm 3 tree-Bipartition($T, t, v^*, L$)

1: $T_1, \ldots, T_q$ are the subtrees of $T - v^*$. $Q := \{1, \ldots, q\}, w(T_i) := |V(T_i) \setminus L|, \forall i \in Q$.
2: if $v^* = t$ then
3:   $(A, B) := \text{Bipartition}(Q, \{n_i := w(T_i) : i \in Q\})$
4: else if $w(A) \leq w(B)$ then WH := $A$, BL := $B$. else WH := $B$, BL := $A$.
5: else if $t \in V(T_i)$ and $w(T_i) - w(v^*) \geq 0$ then
6:   $(A, B) := \text{Bipartition}(Q, \{n_i := w(T_i) : i \in Q \setminus \{l\} \cup \{n_i := w(T_i) - w(v^*)\})).$
7: if $l \in B$ then WH := $A$, BL := $B$. else WH := $B$, BL := $A$.
8: else if $|t \in V(T_i)$ and $w(T_i) - w(v^*) < 0$ then
9:   $(A, B) := \text{Bipartition}(Q \setminus \{l\}) \cup \{v^*\}, \{n_i := w(T_i) : i \in Q \setminus \{l\} \cup \{n_{v^*} := w(v^*)\})$.
10: if $v^* \in A$ then WH := $A - \{v^*\}, BL := B \cup \{l\}$. else WH := $B - \{v^\prime\}, BL := A - \{l\}$.
11: end if
12: return $(WH, BL)$.

2) If $v^* \neq t$, either exchanging $v^*$ and the component $T_1$ or moving a component $T_i$, $i \neq v^*$, l from one partite set to the other does not decrease the difference $d(w(U_a), w(U_b))$.

Proof. Let us consider the property 1). The bipartition $(WH, BL)$ is determined in the first ‘if’ statement in line 3 of tree-Bipartition. Then by Lemma 2.2 the bipartition $(WH, BL)$ is greedily optimal, which is equivalent to the statement of 1).

Let us consider the property 2). First suppose that the bipartition $(WH, BL)$ is determined in the second ‘if’ statement in line 5 of tree-Bipartition. The exchange of $v^*$ and the component $T_i$ amounts to moving the element $l$ in the algorithm Bipartition. Since $(WH, BL)$ is returned by Bipartition and thus is a greedily optimal bipartition of $Q$, any move of an element in one partite set would not decrease the difference $d(WH, BL)$ and the statement of 2) holds in this case.

Secondly suppose that the bipartition $(WH, BL)$ is determined in the third ‘if’ statement in line 8 of tree-Bipartition. In this case we have $w(T_i) = 0$ and thus exchanging $T_i$ and $v^*$ and amounts to moving the element $v^*$ in the algorithm Bipartition. By the same argument as above, any move of an element in one partite set would not decrease the difference $d(WH, BL)$ and again the statement of 2) holds. □

Consider the following equation:

$$\alpha^2 - 3\alpha + 1 = 0$$

Let $\alpha^* := (3 - \sqrt{5})/2$ be one of its roots. In line 10 of the algorithm find-tree, if $\alpha < \alpha^*$ we decide to pass the present splitting vertex $v^*$ as a splitting vertex to the next recursive call which gets, as an argument, a subtree with greater weight. Lemma 2.5 justifies this execution. It claims that if $\alpha < \alpha^*$, then in the next recursive call with a subtree of weight $(1 - \alpha)w(T)$, we have a more balanced bipartition with $v^*$ as a splitting vertex. Actually, the bipartition in the next step is good enough so as to compensate for the increase in the running time incurred by the biased ("$\alpha < \alpha^*$") bipartition in the present step. We will show this later.

Lemma 2.5. Suppose that $v^*$ has been chosen to split $T$ for the present call to find-tree such that the weight of every subtree of $T - v^*$ is at most $w(T)/2$ and that $w(T) \geq 5$. Let $\alpha$ be defined as in line 8 and assume that $\alpha < \alpha^*$. Let $\{U_1, U_2\} = \{U_{v^*}, U_b\}$ such that $w(U_2) \geq w(U_1)$ and let $\{T_1, T_2\} = [T\{U_{v^*}\}, T\{U_b \cup \{v^\prime\}}]$ such that $U_1 \subseteq V(T_1)$ and $U_2 \subseteq V(T_2)$. Let $\alpha'$ play the role of $\alpha$ in the recursive call using the tree $T_2$. In this case the following holds: $\alpha' \geq (1 - 2\alpha)/(1 - \alpha) > \alpha^*$.

Proof. Let $T_1, T_2, U_1, U_2, \alpha, \alpha'$ be defined as in the statement. Note that $\alpha = w(U_1)/w(T)$. Let $d = w(U_2) - w(U_1)$ and note that $w(U_1) = (w(T) - d)/2$ and that the following holds

$$\frac{1 - 2\alpha}{1 - \alpha} = \frac{w(T) - 2w(U_1)}{w(T) - w(U_1)} = \frac{2d}{w(T) + d}.$$

We now consider the following cases.
Case 1. $d = 0$: In this case $\alpha = 1/2 > \alpha^*$, a contradiction.

Case 2. $d = 1$: In this case $\alpha^* > \alpha = w(U_1)/(2w(U_1) + 1)$, which implies that $w(U_1) \leq 1$. Therefore $w(U_2) \leq 2$ and $w(T) \leq 3$, a contradiction.

Case 3. $d \geq 2$: Let $C_1, C_2, \ldots, C_l$ denote the components in $T - v^*$ and without loss of generality assume that $V(C_1) \cup V(C_2) \cup \cdots \cup V(C_l) = U_2$ and $V(C_{l+1}) \cup V(C_{l+2}) \cup \cdots \cup V(C_l) = U_1$. Note that by Lemma 2.4 we must have $w(C_i) \geq d$ or $w(C_i) = 0$ for all $i = 1, 2, \ldots, l$ except possibly for one set $C_j$ (containing $t$), which may have $w(C_j) = 1$ (if $w(v^*) = 1$).

Let $C_r$ be chosen such that $w(C_r) \geq d$, $1 \leq r \leq a$ and $w(C_r)$ is minimum possible with these constraints. We first consider the case when $w(C_r) > w(U_2) - w(C_r)$. By the above (and the minimality of $V(C_r)$) we note that $w(U_2) \leq w(C_r) + 1$ (as either $C_j$, which is defined above, or $v^*$ may belong to $V(T_2)$, but not both).

As $w(U_2) = (w(T) + d)/2 \geq w(T)/2 + 1$ we note that $w(C_r) \geq w(T)/2 + d/2 - 1$. As $w(C_r) \leq w(T)/2$ (By the statement in our theorem) this implies that $d = 2$ and $w(C_r) = w(T)/2$ and $w(U_2) = w(C_r) + 1$. If $U_1$ contains at least two distinct components with weight at least $d$ then $w(U_1) > w(U_2)$, a contradiction. If $U_1$ contains no component of weight at least $d$ then $w(U_1) \leq 1$ and $w(T) \leq 4$, a contradiction. So $U_1$ contains exactly one component of weight at least $d$. By the minimality of $w(C_r)$ we note that $w(U_1) \geq w(C_r) = w(U_2) - 1$, a contradiction to $d \geq 2$.

Therefore we can assume that $w(C_r) \leq w(U_2) - w(C_r)$, which implies the following (the last equality is proved above)

$$\alpha' \geq \frac{w(C_r)}{w(U_2)} \geq \frac{d}{(w(T) + d)/2} = \frac{1 - 2\alpha}{1 - \alpha}.$$  

As $\alpha < \alpha^*$, we note that $\alpha' \geq (1 - 2\alpha)/(1 - \alpha) > (1 - 2\alpha^*)/(1 - \alpha^*) = \alpha^*$.

For the selection of the splitting vertex $v^*$ we have two criteria in the algorithm $\text{find-tree}$: (i) ‘found’ criterion: the vertex is found so that the weight of every subtree $T'$ of $T - v^*$ is at most $w(T)/2$. (ii) ‘taken-over’ criterion: the vertex is passed on to the present step as the argument $v$ by the previous step of the algorithm. The following statement is an easy consequence of Lemma 2.5.

**Corollary 2.6.** Suppose that $w(T) \geq 5$. If $v^*$ is selected with ‘taken-over’ criterion, then $\alpha > \alpha^*$.

**Proof.** For the initial call find-tree($T, D, 0, r, 0, 0$) we have $v = 0$ and thus, the splitting vertex $v^*$ is selected with the ‘found’ criterion. We will prove the claim by induction. Consider the first vertex $v^*$ selected with then ‘taken-over’ criterion during the performance of the algorithm. Then in the previous step, the splitting vertex was selected with ‘found’ criterion and thus in the present step we have $\alpha > \alpha^*$ by Lemma 2.5.

Now consider a vertex $v^*$ selected with ‘taken-over’ criterion. Then in the previous step, the splitting vertex was selected with the ‘found’ criterion since otherwise, by the induction hypothesis we have $\alpha > \alpha^*$ in the previous step, and $0$ has been passed on as the argument $v$ for the present step. This is a contradiction. □

Due to Corollary 2.6 the vertex $v^*$ selected in line 3 of the algorithm $\text{find-tree}$ functions properly as a splitting vertex. In other words, we have more than one subtree of $T - v^*$ in line 4 with positive weights.

**Lemma 2.7.** If $w(T) \geq 2$, then for each of $U_w$ and $U_b$ found in line 5 of by $\text{find-tree}$ we have $w(U_w) > 0$ and $w(U_b) > 0$.

**Proof.** For the sake of contradiction suppose that one of $w(U_w)$ and $w(U_b)$ is zero. Let us assume $w(U_w) = 0$ and $w(U_b) = w(T)$. If $v^*$ is selected with ‘found’ criteria, each component in $T[U_b]$ has a weight at most $w(T)/2$ and $T[U_b]$ contains at least two components of positive weights. Then we can move one component with a positive weight from $U_b$ to $U_w$ which will reduce the difference $d(U_w, U_b)$, a contradiction. The same argument applies when $w(U_w) = w(T)$ and $w(U_b) = 0$.

Consider the case when $v^*$ is selected with “taken-over” criteria. There are three possibilities.

**Case 1.** $w(T) \geq 5$: In this case we obtain a contradiction with Corollary 2.6.

**Case 2.** $w(T) = 4$: In the previous step using $T_0$, where $T \subseteq T_0$, the splitting vertex $v^*$ was selected with “found” criteria. Then by the argument in the first paragraph, we have $w(T_0) \geq 5$. A contradiction follows from Lemma 2.5.
Case 3. $2 \leq w(T) \leq 3$: First suppose that $w(v') = 0$. Note that $T[U_w] \sim v'$ or $T[U_b]$ contains a component of weight $w(T)$ since otherwise we can move a component with a positive weight from one partite set to the other and reduce $d(U_w, U_b)$. Considering the previous step using $T_0$, where $T \subseteq T_0$, the out-tree $T$ is the larger of $T_w^0$ and $T_b^0$. We pass the splitting vertex $v'$ to the larger of the two only when $\alpha > \alpha^*$. So when $w(T) = 3$, we have $3 > (1 - \alpha^*)w(T_0)$ and thus $w(T^0) \leq 4$, and when $w(T) = 2$ we have $2 > (1 - \alpha^*)w(T_0)$ and thus $w(T^0) \leq 3$. In either case, however, $T^0 - v'$ contains a component with a weight greater than $w(T^0)/2$, contradicting to the choice of $v'$ in the previous step (Recall that $v'$ is selected with ‘found’ criteria in the previous step using $T^0$).

Secondly suppose that that $w(v') = 1$. Then $w(U_w) = w(T)$ and $w(U_b) = 0$. We can reduce the difference $d(U_w, U_b)$ by moving the component with a positive weight from $U_w$ to $U_b$, a contradiction.

Therefore for each of $U_w$ and $U_b$ found in line 5 of by **find-tree** we have $w(U_w) > 0$ and $w(U_b) > 0$. □

**Lemma 2.8.** Given a digraph $D$, an out-tree $T$ and a specified vertex $t \in V(T)$, consider the set $X_t$ (in line 22) returned by the algorithm **find-tree**$(T, D, v, t, L, (X_D : u \in L))$. If $w \in X_t$ then $D$ contains a $(t, w)$-tree that meets the restrictions on $L$. Conversely, if $D$ contains a $(t, w)$-tree for a vertex $w \in V(D)$ that meets the restrictions on $L$, then $X_t$ contains $w$ with probability larger than $1 - 1/e > 0.6321$.

**Proof.** Lemma 2.7 guarantees that the splitting vertex $v'$ selected at any recursive call of **find-tree** really ‘splits’ the input out-tree $T$ into two nontrivial parts, unless $w(T) \leq 1$.

First we show that if $w \in X_t$ then $D$ contains a $(t, w)$-tree for a vertex $w \in V(D)$ that meets the restrictions on $L$. When $|V(T) \setminus L| \leq 1$, using Lemma 2.9 it is straightforward to check from the algorithm that the claim holds.

Assume that the claim is true for all subsequent calls to **find-tree**. Since $w \in S'$ for some $S'$ returned by a call in line 18, the subgraph $D[V_w \cup X_{w'}]$ contains a $T[U_w \cup \{v'\}]$-isomorphic $(t, w)$-tree $T_w^0$ meeting the restrictions on $(L \cap U_b) \cup \{v'\}$ by induction hypothesis. Moreover, $X_{w'} \neq \emptyset$ when $S' \supseteq w$ is returned and this implies that there is a vertex $u \in X_{w'}$ such that $T_{b_u}^0$ is a $(v', u)$-tree. Since $u \in X_{w'}$, induction hypothesis implies that the subgraph $D[V_u]$ contains a $T[U_u]$-isomorphic $(v', u)$-tree, say $T_w^0$.

Consider the subgraph $T_D := T_w^0 \cup T_b^0$. To show that $T_D$ is a $T$-isomorphic $(t, w)$-tree in $D$, it suffices to show that $V(T_w^0) \cap V(T_b^0) = \{u\}$. Indeed, $V(T_w^0) \subseteq V_w$, $V(T_b^0) \subseteq V_b \cup X_{w'}$ and $V_w \cap V_b = \emptyset$. Thus if two trees $T_w^0$ and $T_b^0$ share vertices other than $u$, these common vertices should belong to $X_{w'}$. Since $T_D$ meets the restrictions on $(L \cap U_b) \cup \{v'\}$, we have $X_{w'} \cap V(T_b^0) = \{u\}$. Hence $u$ is the only vertex that two trees $T_w^0$ and $T_b^0$ have in common. We know that $u$ plays the role of $v'$ in both trees. Therefore we conclude that $T_D$ is $T$-isomorphic, and since $w$ plays the role of $t$, it is a $(t, w)$-tree. Obviously $T_D$ meets the restrictions on $L$.

Secondly, we shall show that if $D$ contains a $(t, w)$-tree for a vertex $w \in V(D)$ that meets the restrictions on $L$, then $X_t$ contains $w$ with probability larger than $1 - 1/e > 0.6321$. When $|V(T) \setminus L| \leq 1$, the algorithm **find-tree** is deterministic and returns $X_t$ which is exactly the set of all vertices $w$ for which there exists a $(t, w)$-tree meeting the restrictions on $L$. Hence the claim holds for the base case, and we may assume that the claim is true for all subsequent calls to **find-tree**.

Suppose that there is a $(t, w)$-tree $T_D$ meeting the restrictions on $L$ and that this is a $(v', w')$-tree, that is, the vertex $w'$ plays the role of $v'$. Then the vertices of $T_D$ corresponding to $U_w$, say $T_w^w$, are colored white and those of $T_D$ corresponding to $U_b$, say $T_b^b$, are colored black as intended with probability $\geq (\alpha^* (1 - \alpha^{1-\alpha}))^k$. When we hit the right coloring for $T$, the digraph $D[V_w]$ contains the subtree $T^w_D$ of $T_D$ which is $T[U_w]$-isomorphic and which is a $(v', w')$-tree. By induction hypothesis, the set $S$ obtained in line 15 contains $w'$ with probability larger than $1 - 1/e$. Note that $T^w_D$ meets the restrictions on $L \cap U_w$.

If $w' \in S$, the restrictions delivered onto the subsequent call for **find-tree** in line 17 contains $w'$. Since $T_D$ meets the restrictions on $L$ confined to $U_b - v'$ and it is a $(v', w')$-tree with $w' \in S = X_{w'}$, the subtree $T_{b_w}$ of $T_w$ which is $T[U_b \cup \{v'\}]$-isomorphic meets all the restrictions on $L$. Hence by induction hypothesis, the set $S'$ returned in line 18 contains $w$ with probability larger than $1 - 1/e$.

The probability $\rho$ that $S'$, returned by **find-tree** in line 18 at an iteration of the loop, contains $w$ is, thus,

$$\rho > (\alpha^* (1 - \alpha^{1-\alpha}))^k \times (1 - 1/e)^2 > 0.3995(\alpha^* (1 - \alpha^{1-\alpha}))^k.$$
After looping $\lceil 0.3995(a^x(1-a)^{1-a})^k \rceil$ times in line 12, the probability that $X_i$ contains $w$ is at least

$$1 - (1 - \rho) \frac{1}{0.3995(a^x(1-a)^{1-a})^k} > 1 - (1 - 0.3995(a^x(1-a)^{1-a})^k) \frac{1}{0.3995(a^x(1-a)^{1-a})^k} > 1 - \frac{1}{e}.$$

Observe that the probability $\rho$ does not depend on $a$ and the probability of coloring a vertex white/black. $\square$

The complexity of Algorithm find-tree is analyzed in the following theorem. Its proof given in Appendix is based on Lemmas 2.7 and 2.5.

Theorem 2.9. Algorithm find-tree has running time $O(n^2 k^d C^k)$, where $w(T) = k$ and $|V(D)| = n$, and $C$ and $\rho$ are defined and bounded as follows:

$$C = \left( \frac{1}{a^x a^x (1-a)^{1-a}} \right)^{\frac{1}{x^x}}, \quad \rho = \frac{\ln(1/6)}{\ln(1-a^x)}, \quad \rho \leq 3.724, \quad \text{and} \quad C \leq 5.704.$$

Derandomization of the algorithm find-tree can be carried out using the general method presented by Chen et al. [4] and based on the construction of $(n,k)$-universal sets studied in [10] (for details, see Appendix). As a result, we obtain the following:

Theorem 2.10. There is a $O(n^2 c^{k+\alpha(k)})$ time deterministic algorithm that solves the $k$-OUT-TREE problem, where $C \leq 5.704$.

3 Algorithm for $k$-INT-OUT-BRANCHING

A $k$-internal out-tree is an out-tree with at least $k$ internal vertices. We call a $k$-internal out-tree minimal if none of its proper subtrees is a $k$-internal out-tree, or minimal $k$-tree in short. The Rooted Minimal $k$-Tree problem is as follows: given a digraph $D$, a vertex $u$ of $D$ and a minimal $k$-tree $T$, where $k$ is a parameter, decide whether $D$ contains an out-tree rooted at $u$ and isomorphic to $T$. Recall that $k$-INT-OUT-BRANCHING is the following problem: given a digraph $D$ and a parameter $k$, decide whether $D$ contains an out-branching with at least $k$ internal vertices. Finally, the $k$-INT-OUT-TREE problem is stated as follows: given a digraph $D$ and a parameter $k$, decide whether $D$ contains an out-tree with at least $k$ internal vertices.

Lemma 3.1. Let $T$ be a $k$-internal out-tree. Then $T$ is minimal if and only if $|\text{Int}(T)| = k$ and every leaf $u \in \text{Leaf}(T)$ is the only child of its parent $N^-(u)$.

Proof. Assume that $T$ is minimal. It cannot have more than $k$ internal vertices, because otherwise by removing any of its leaves, we obtain a subtree of $T$ with at least $k$ internal vertices. Thus $|\text{Int}(T)| = k$. If there are sibling leaves $u$ and $w$, then removing one of them provides a subtree of $T$ with $|\text{Int}(T)| = k$. If

Now, assume that $|\text{Int}(T)| = k$ and every leaf $u \in \text{Leaf}(T)$ is the only child of its parent $N^-(u)$. Observe that every subtree of $T$ can be obtained from $T$ by deleting a leaf of $T$, a leaf in the resulting out-tree, etc. However, removing any leaf $v$ from $T$ decreases the number of internal vertices, and thus creates subtrees with at most $k - 1$ internal vertices. Thus, $T$ is minimal.

In fact, Lemma 3.1 can be used to generate all non-isomorphic minimal $k$-trees. First, build an (arbitrary) out-tree $T^0$ with $k$ vertices. Then extend $T^0$ by adding a vertex $x'$ for each leaf $x \in \text{Leaf}(T^0)$ with an arc $(x, x')$. The resulting out-tree $T'$ satisfies the properties of Lemma 3.1. Conversely, by Lemma 3.1 any minimal $k$-tree can be constructed in this way.

Generating Minimal $k$-Tree (GMT) Procedure

a. Generate a $k$-vertex out-tree $T^0$ and a set $T' := T^0$. 
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b. For each leaf \( x \in \text{Leaf}(T') \), add a new vertex \( x' \) and an arc \((x, x')\) to \( T'\).

Due to the following simple observation, to solve k-Int-Out-Tree for a digraph \( D \) it suffices to solve Rooted Minimal k-Tree for each vertex \( u \in V(D) \) and each minimal k-tree \( T \) rooted at \( u \).

**Lemma 3.2.** Any k-internal out-tree rooted at \( r \) contains a minimal k-tree rooted at \( r \) as a subdigraph.

Similarly, the next two lemmas show that to solve k-Out-Branching for a digraph \( D \) it suffices to solve Rooted Minimal k-Tree for each vertex \( u \in S \) and each minimal k-tree \( T \) rooted at \( u \), where \( S \) is the unique strong connectivity component of \( D \) without incoming arcs.

**Lemma 3.3.** \([2]\) A digraph \( D \) has an out-branching rooted at vertex \( r \in V(D) \) if and only if \( D \) has a unique strong connectivity component \( S \) of \( D \) without incoming arcs and \( r \in S \). One can check whether \( D \) has a unique strong connectivity component and find one, if it exists, in time \( O(m + n) \), where \( n \) and \( m \) are the number of vertices and arcs in \( D \), respectively.

**Lemma 3.4.** Suppose a given digraph \( D \) with \( n \) vertices and \( m \) arcs has an out-branching rooted at vertex \( r \). Then any minimal k-tree rooted at \( r \) can be extended to a k-internal out-branching rooted at \( r \) in time \( O(n + m) \).

**Proof.** Let \( T \) be a k-internal out-tree rooted at \( r \). If \( T \) is spanning, there is nothing to prove. Otherwise, choose \( u \in V(D) \setminus V(T) \). Since there is an out-branching rooted at \( r \), there is a directed path \( P \) from \( r \) to \( u \). This implies that whenever \( V(D) \setminus V(T) \neq \emptyset \), there is an arc \((v, w)\) with \( v \in V(T) \) and \( w \in V(D) \setminus V(T) \). By adding the vertex \( w \) and the arc \((v, w)\) to \( T \), we obtain a k-internal out-tree and the number of vertices \( T \) spans is strictly increased by this operation. Using breadth-first search starting at some vertex of \( V(T) \), we can extend \( T \) into a k-internal out-branching in \( O(n + m) \) time. \( \square \)

Since k-Int-Out-Tree and k-Int-Out-Branching can be solved similarly, we will only deal with the k-Int-Out-Branching problem. We will assume that our input digraph contains a unique strong connectivity component \( S \). Our algorithm called IOBA for solving k-Int-Out-Branching for a digraph \( D \) runs in two stages. In the first stage, we generate all minimal k-trees. We use the GMT procedure described above to achieve this. At the second stage, for each \( u \in S \) and each minimal k-tree \( T \), we check whether \( D \) contains an out-tree rooted at \( u \) and isomorphic to \( T \) using our algorithm from the previous section. We return TRUE if and only if we succeed in finding an out-tree \( H \) of \( D \) rooted at \( u \in S \) which is isomorphic to a minimal k-tree.

In the literature, mainly rooted (undirected) trees and not out-trees are studied. However, every rooted tree can be made an out-tree by orienting every edge away from the root and every out-tree can be made a rooted tree by disregarding all orientations. Thus, rooted trees and out-trees are equivalent and we can use results obtained for rooted trees for out-trees.

Otter [12] showed that the number of non-isomorphic out-trees on \( k \) vertices is \( t_k = O^*(2.95^k) \). We can generate all non-isomorphic rooted trees on \( k \) vertices using the algorithm of Beyer and Hedetniemi [3] of runtime \( O(t_k) \). Using the GMT procedure we generate all minimal k-trees. We see that the first stage of IOBA can be completed in time \( O^*(2.95^k) \).

In the second stage of IOBA, we try to find a copy of a minimal k-tree \( T \) in \( D \) using our algorithm from the previous section. The running time of our algorithm is \( O^*(5.704^k) \). Since the number of vertices of \( T \) is bounded from above by \( 2k - 1 \), the overall running time for the second stage of the algorithm is \( O^*(2.95^k \cdot 5.704^{2k - 1}) \). Thus, the overall time complexity of the algorithm is \( O^*(2.95^k \cdot 5.704^{2k - 1}) = O^*(96^k) \).

We can reduce the complexity with a more refined analysis of the algorithm. The major contribution to the large constant 96 in the above simple analysis comes from the running time of our algorithm from the previous section. There we use the upper bound on the number of vertices in a minimal k-tree. Most of the minimal k-trees have less than \( k - 1 \) leaves, which implies that the upper bound \( 2k - 1 \) on the order of a minimal k-tree is too big for the majority of the minimal k-trees. Let \( T(k) \) be the running time of IOBA. Then we have
A minimal $k$-tree $T'$ on $k'$ vertices has $k' - k$ leaves, and thus the out-tree $T^0$ from which $T'$ is constructed has $k$ vertices of which $k' - k$ are leaves. Hence the number of minimal $k$-trees on $k'$ vertices is the same as the number of non-isomorphic out-trees on $k$ vertices with $k' - k$ leaves. Here an interesting counting problem arises. Let $g(k, l)$ be the number of non-isomorphic out-trees on $k$ vertices with $l$ leaves. Enumerate $g(k, l)$. To our knowledge, such a function has not been studied yet. Leaving it as a challenging open question, here we give an upper bound on $g(k, l)$ and use it for a better analysis of $T(k)$. In particular we are interested in the case when $l \geq k/2$.

Consider an out-tree $T^0$ on $k \geq 3$ vertices which has $ak$ internal vertices and $(1 - \alpha)k$ leaves. We want to obtain an upper bound on the number of such non-isomorphic out-trees $T^0$. Let $T^c$ be the subtree of $T^0$ obtained after deleting all its leaves and suppose that $T^c$ has $\beta k$ leaves. Assume that $\alpha \leq 1/2$ and notice that $ak$ and $\beta k$ are integers. Clearly $\beta < \alpha$.

Each out-tree $T^0$ with $(1 - \alpha)k$ leaves can be obtained by appending $(1 - \alpha)k$ leaves to $T^c$ so that each of the vertices in Leaf($T^c$) has at least one leaf appended to it. Imagine that we have $\beta k = |\text{Leaf}(T^c)|$ and $ak - \beta k = |\text{Int}(T^c)|$ distinct boxes. Then what we are looking for is the number of ways to put $(1 - \alpha)k$ balls into the boxes so that each of the first $\beta k$ boxes is nonempty. Again this is equivalent to putting $(1 - \alpha - \beta)k$ balls into $ak$ distinct boxes. It is an easy exercise to see that this number equals $\binom{k - \beta k - 1}{\alpha k - 1}$.

Note that the above number does not give the exact value for the non-isomorphic out-trees on $k$ vertices with $(1 - \alpha)k$ leaves. This is because we treat an out-tree $T^c$ as a labeled one, which may lead to us to distinguishing two assignments of balls even though the two corresponding out-trees $T^0$s are isomorphic to each other.

A minimal $k$-tree obtained from $T^0$ has $(1 - \alpha)k$ leaves and thus $(2 - \alpha)k$ vertices. With the upper bound $O^*(2.95^{ak})$ on the number of $T^c$s by [12], by (2) we have the following:

$$T(k) = O^*\left(\sum_{\alpha \leq 1/2} \sum_{\beta < \alpha} 2.95^{\alpha k} (\frac{k - \beta k - 1}{\alpha k - 1}) (5.704)^{(2 - \alpha)k} \right) + O^*\left(\sum_{\alpha > 1/2} 2.95^{\alpha k} (5.704)^{(2 - \alpha)k} \right)$$

$$= O^*\left(\sum_{\alpha \leq 1/2} \sum_{\beta < \alpha} 2.95^{\alpha k} (\frac{k}{ak})(5.704)^{(2 - \alpha)k} \right) + O^*\left(2.95^k (5.704)^{3k/2} \right)$$

$$= O^*\left(\sum_{\alpha \leq 1/2} \left(2.95^\alpha \frac{1}{\alpha^\alpha (1 - \alpha)^{1 - \alpha}} (5.704)^{(2 - \alpha)k} \right) \right) + O^*(40.2^k)$$

The term in the sum over $\alpha \leq 1/2$ above is maximized when $\alpha = \frac{2.95}{2.95 + 5.704}$, which yields $T(k) = O^*(49.4^k)$. Thus, we conclude with the following theorem.

**Theorem 3.5.** $k$-INT-OUT-BRANCHING is solvable in time $O^*(49.4^k)$.

### 4 Conclusion

In this paper we refine the approach of Chen et al. [4] and Rossmanith [8] based on Divide-and-Color technique. Our technique is based on a more complicated coloring and within this technique we refined the result of Alon et al. [11] for the $k$-OUT-TREE problem. It is interesting to see if this technique can be used to obtain faster algorithms for other parameterized problems.

As a byproduct of our work, we obtained the first $O^*(2^{O(k)})$ for $k$-INT-OUT-BRANCHING. We used the classical result of Otter [12] that the number of non-isomorphic trees on $k$ vertices is $O^*(2.95^k)$. An interesting combinatorial problem is to refine this bound for trees having $[ak]$ leaves for some $\alpha < 1$. 
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5 Appendix

5.1 Algorithm of Alon, Yuster and Zwick

Let $c : V(D) \rightarrow \{1, \ldots, k\}$ be a vertex $k$-coloring of a digraph $D$ and let $T$ be a $k$-vertex out-tree contained in $D$ (as a subgraph). Then $V(T)$ and $T$ are colorful if no pair of vertices of $T$ are of the same color.

The following algorithm of [1] verifies whether $D$ contains a colorful out-tree $H$ such that $H$ is isomorphic to $T$, when a coloring $c : V(D) \rightarrow \{1, \ldots, k\}$ is given. Note that a $k$-vertex subgraph $H$ will be colorful with a probability of at least $k! / k^k > e^{-k}$. Thus, we can find a copy of $T$ in $D$ in $e^k$ expected iterations of the following algorithm.

**Theorem 5.1.** Let $T$ be a out-tree on $k$ vertices and let $D = (V, A)$ be a digraph. A subgraph of $D$ isomorphic to $T$, if one exists, can be found in $O(k(4e)^k \cdot |A|)$ expected time.
Algorithm 4 $\mathcal{L}(T, r)$

Require: An out-tree $T$ on $k$ vertices, a specified vertex $r$ of $D$

Ensure: $C_T(u)$ for each vertex $u$ of $D$, which is a family of all color sets that appear on colorful copies of $T$ in $D$, where $u$ plays the role of $r$

1: if $|V(T)| = 1$ then
2:     for all $u \in V(D)$ do
3:         Insert $\{c(u)\}$ into $C_T(u)$.
4:     end for
5:     Return $C_T(u)$ for each vertex $u$ of $D$.
6: else
7:     Choose an arc $(r', r'') \in A(T)$.
8:     Let $T'$ and $T''$ be the subtrees of $T$ obtained by deleting $(r', r'')$, where $T'$ and $T''$ contains $r'$ and $r''$, respectively.
9:     Call $\mathcal{L}(T', r')$.
10:    Call $\mathcal{L}(T'', r'')$.
11:    for all $u \in V(D)$ do
12:        Compose the family of color sets $C_T(u)$ as follows:
13:            for all $(u, v) \in A(D)$ do
14:                for all $C' \in C_T(u)$ and $C'' \in C_{T''}(v)$ do
15:                    $C := C' \cup C''$ if $C' \cap C'' = \emptyset$
16:                end for
17:            end for
18:        end for
19:    Return $C_T(u)$ for each vertex $u$ of $D$.
20: end if

Proof. Let $|V(T')| = k'$ and $|V(T'')| = k''$, where $k' + k'' = k$. Then $|C_{T'}(u)| = \binom{k'}{k-1}$ and $|C_{T''}(u)| = \binom{k''}{k-1}$. Checking $C' \cap C'' = \emptyset$ takes $O(k)$ time. Hence, lines 11-18 requires at most $\binom{k}{k/2} \cdot k|A| \leq k2^{|A|}$ operations.

Let $T(k)$ be the number of operations for $\mathcal{L}(T, r)$. We have the following recursion.

$$T(k) \leq T(k') + T(k'') + k2^{k-2}|A|$$

(3)

By induction, it is not difficult to check that $T(k) \leq k4^k|A|$. \hfill $\square$

Let $C$ be a family of vertex $k$-colorings of a digraph $D$. We call $C$ an $(n, k)$-family of perfect hashing functions if for each $X \subseteq V(D)$, $|X| = k$, there is a coloring $c \in C$ such that $X$ is colorful with respect to $c$. One can derandomize the above algorithm of Alon et al. by using any $(n, k)$-family of perfect hashing functions in the obvious way. The time complexity of the derandomized algorithm depends of the size of the $(n, k)$-family of perfect hashing functions. Let $\tau(n, k)$ denote the minimum size of an $(n, k)$-family of perfect hashing functions. Nilli [11] proved that $\tau(n, k) \geq \Omega(e^k \log n/ \sqrt{k})$. It is unclear whether there is an $(n, k)$-family of perfect hashing functions of size $O^*(e^k)$ [14], but even if it does exist, the running time of the derandomized algorithm would be $O^*(4e^k)$.

5.2 Proof of Lemma 2.2

Proof. First we want to show that the values $n_i$ chosen in line 3 of the algorithm do not increase during the performance of the algorithm. The values of $n_i$ do not increase because the values of the difference $d(A, B)$ do not increase during the performance of the algorithm. In fact, $d(A, B)$ strictly decreases. To see this, suppose that the element $i$ is selected in the present step. If $n(A \cup \{i\}) < n(B - \{i\})$, then obviously the difference $d(A, B)$ strictly decreases. Else if $n(A \cup \{i\}) > n(B - \{i\})$, we have $d(A \cup \{i\}, B - \{i\}) < n_i < d(A, B)$.
To see that the algorithm returns a greedily optimal bipartition \((A, B)\), it is enough to observe that for the final bipartition \((A, B)\), moving any element of \(A\) or \(B\) does not decrease \(d(A, B)\). Suppose that the last movement of the element \(i_0\) makes \(n(A) > n(B)\). Then a simple computation implies that \(d(A, B) < n_{i_0}\). Since the values of \(n_i\) in line 3 of the algorithm do not increase during the performance of the algorithm, \(n_j \geq n_{i_0} > d(A, B)\) for every \(j \in A\), the movement of any element in \(A\) would not decrease \(d(A, B)\). On the other hand suppose that \(n(A) < n(B)\). By the definition of the algorithm, for every \(j \in B\) with a positive weight we have \(n_j \geq d(A, B)\) and thus the movement of any element in \(B\) would not decrease \(d(A, B)\). Hence the current bipartition \((A, B)\) is greedily optimal.

Now let us consider the running time of the algorithm. Sorting the elements in nondecreasing order of their weights will take \(O(q \log q)\) time. Moreover, once an element is moved from one partite set to another, it will not be moved again and we move at most \(q\) elements without duplication during the algorithm. This gives us the running time of \(O(q \log q)\).

\[\square\]

5.3 Proof of Theorem 2.9

**Proof.** Let \(L(T, D)\) denote the number of times the ‘if’-statement in line 1 of Algorithm find-tree is false (in all recursive calls to find-tree). We will prove that \(L(T, D) \leq R(k) = Bk^\rho C_k^k + 1\), \(B \geq 1\) is a constant whose value will determined later in the proof. This would imply that the number of calls to find-tree where the ‘if’-statement in line 1 is true is also bounded by \(R(k)\) as if line 1 is true then we will have two calls to find-tree (in lines 15 and 18). We can therefore think of the search tree of Algorithm 3 as an out-tree where all internal nodes have out-degree equal two and therefore the number of leaves is greater than the number of internal nodes.

Observe that each iteration of the for-loop in line 12 of Algorithm find-tree makes two recursive calls to find-tree and the time spent in each iteration of the for-loop is at most \(O(n^2)\). As the time spent in each call of find-tree outside the for-loop is also bounded by \(O(n^2)\) we obtain the desired complexity bound \(O(n^2k^\rho C_k^k)\).

Thus, it remains to show that \(L(T, D) \leq R(k) = Bk^\rho C_k^k + 1\). First note that if \(k = 0\) or \(k = 1\) then line 1 is false exactly once (as there are no recursive calls) and \(\min\{R(1), R(0)\} \geq 1 = L(T, D)\). If \(k \in \{3, 4\}\), then line 1 is false a constant number of times by Lemma 2.7 and let \(B\) be the minimal integer such that \(L(T, D) \leq R(k) = Bk^\rho C_k^k + 1\) for both \(k = 3\) and \(4\). Thus, we may now assume that \(k \geq 5\) and proceed by induction on \(k\).

Let \(R'(\alpha, k) = \frac{6(1-\alpha)^k\rho^kC_k^{(1-\alpha)^k}}{\alpha^k(1-\alpha)^k\rho^kC_k^{k}}\). Let \(\alpha\) be defined as in line 8 of Algorithm find-tree. We will consider the following two cases separately.

**Case 1, \(\alpha \geq \alpha^*\):** In this case we note that the following holds as \(k \geq 2\) and \((1-\alpha) \geq \alpha\).

\[
L(T, D) \leq \left[ \frac{2.51}{\alpha^k(1-\alpha)^k\rho^kC_k^{k}} \right] \times (R(ak) + R((1-\alpha)k))
\leq \frac{3}{\alpha^k(1-\alpha)^k\rho^kC_k^{k}} \times (2 \cdot R((1-\alpha)k))
= R'(\alpha, k).
\]

By the definition of \(\rho\) we observe that \((1-\alpha^*)^\rho = 1/6\), which implies that the following holds by the definition of \(C\):

\[
R'(\alpha^*, k) = 6((1-\alpha^*)^k\rho^kC_k^{(1-\alpha^*)k}) = k^\rho C_k^k = R(k).
\]

Observe that

\[
\ln(R'(\alpha, k)) = \ln(6) + \rho [\ln(k) + \ln(1-\alpha)] + k [(1-\alpha)\ln(C) - \alpha \ln(\alpha) - (1-\alpha) \ln(1-\alpha)]
\]

We now differentiate \(\ln(R'(\alpha, k))\) which gives us the following:
and the fact that if the larger of \(R\) and \(L\) is a decreasing function in \(\alpha\) the interval \(\alpha^* \leq \alpha \leq 1/2\). Therefore \(L(T, D) \leq R'(\alpha, k) \leq R'(\alpha^*, k) = R(k)\), which proves Case 1.

Case 2, \(\alpha < \alpha^*\): In this case we will specify the splitting vertex when we make recursive calls using the larger of \(U_w\) and \(U_b\) (defined in line 5 of Algorithm \textbf{find-tree}). Let \(\alpha'\) denote the \(\alpha\)-value in such a recursive call. By Lemma 2.5 we note that the following holds:

\[
\frac{1}{2} \geq \alpha' \geq \frac{1 - 2\alpha}{1 - \alpha} > \alpha^*.
\]

Analogously to Case 1 (as \(R'(\alpha', (1-\alpha)k)\) is a decreasing function in \(\alpha'\) when \(1/2 \geq \alpha' \geq \alpha^*\)) we note that the \(L\)-values for these recursive calls are bounded by the following, where \(\beta = \frac{1-2\alpha}{1-\alpha}\) (which implies that \((1-\alpha)(1-\beta) = \alpha\):

\[
R'(\alpha', (1-\alpha)k) \leq R'(\beta, (1-\alpha)k)
= \frac{1}{(\beta(1-\beta)(1-\beta))^{1-\alpha}} \times 2 \times R((1-\beta)(1-\alpha)k)
= \frac{6R(\alpha k)}{(\beta(1-\beta)(1-\beta))^{1-\alpha}}.
\]

Thus, in the worst case we may assume that \(\alpha' = \beta = (1-2\alpha)/(1-\alpha)\) in all the recursive calls using the larger of \(U_w\) and \(U_b\). The following now holds (as \(k \geq 2\)).

\[
L(T, D) \leq \left[\frac{2.51}{\alpha^\alpha(1-\alpha)^{1-\alpha}}\right] \times (R(\alpha k) + R'(\alpha', (1-\alpha)k))
\leq \frac{3}{\alpha^\alpha(1-\alpha)^{1-\alpha}} \times R(\alpha k) \times \left(1 + \frac{6}{(\beta(1-\beta)(1-\beta))^{1-\alpha}}\right)
\leq \frac{7}{\alpha^\alpha(1-\alpha)^{1-\alpha}} \times \frac{R(\alpha k)}{\alpha^\alpha(1-\alpha)^{1-\alpha} \times (\beta(1-\beta)(1-\beta))^{1-\alpha}}
\]

Let \(R^*(\alpha, k)\) denote the bottom right-hand side of the above equality (for any value of \(\alpha\)). By the definition of \(\rho\) we note that \(\rho = \frac{2 \ln(1/6)}{\ln(\alpha^*)} = \frac{\ln(1/36)}{\ln(\alpha^*)}\), which implies that \(\alpha = \alpha^*\) then \(\beta = (1-2\alpha^*)/(1-\alpha^*) = \alpha^*\), we obtain the following:

\[
R^*(\alpha^*, k) = \frac{3R(\alpha k)}{\alpha^\alpha(1-\alpha)^{1-\alpha} \times \alpha^\alpha(1-\alpha)^{1-\alpha}} \times \frac{7}{\alpha^\alpha(1-\alpha)^{1-\alpha} \times (\beta(1-\beta)(1-\beta))^{1-\alpha}}
= 21 \cdot R(\alpha^*k) \cdot \alpha^\alpha k \cdot \alpha^\alpha(1-\alpha)^k
= 21\alpha^{1/p} k^p \alpha^\alpha k \times C(2\alpha^* \alpha^* k)
= 21\alpha^{1/p} \alpha^k R(k)
< R(k).
\]

We will now simplify \(R^*(\alpha, k)\) further, before we differentiate \(\ln(R^*(\alpha, k))\). Note that \(\beta = \frac{1-2\alpha}{1-\alpha}\) implies that \((1-\alpha)(1-\beta) = \alpha\) and \(\beta(1-\alpha) = 1 - 2\alpha\).

\[
R^*(\alpha, k) = \frac{21R(\alpha k)}{\alpha^\alpha(1-\alpha)^{1-\alpha} \times (\beta(1-\beta)(1-\beta))^{1-\alpha}}
= \frac{21\alpha^p k^p}{\alpha^\alpha(1-\alpha)^{1-\alpha} \times \left(1-\alpha^*\right)^{(1-\alpha^*)}} \times \frac{1}{(\beta(1-\beta)(1-\beta))^{1-\alpha}}
= 21\alpha^p \left(\frac{C\alpha^p}{\alpha^\alpha(1-\alpha)^{1-\alpha}}\right)^k.
\]
Thus, we have the following:

\[
\ln(R'(\alpha, k)) = \ln(21) + \rho (\ln(k) + \ln(\alpha)) + k (\alpha \ln(C) - 2\alpha \ln(\alpha) - (1 - 2\alpha) \ln(1 - 2\alpha)).
\]

We now differentiate \(\ln(R'(\alpha, k))\) which gives us the following:

\[
\frac{\partial (\ln(R'(\alpha, k)))}{\partial(\alpha)} = \frac{\rho}{\alpha} + k (\ln(C) - 2(1 + \ln(\alpha)) + 2(1 + \ln(1 - 2\alpha)))
\]

\[
= \frac{\rho}{\alpha} + k \left( \ln \left( \frac{C(1-2\alpha)^2}{\alpha^2} \right) \right)
\]

Since \(k \geq 0\) we note that the above equality implies that \(R'(\alpha, k)\) is an increasing function in \(\alpha\) in the interval \(1/3 \leq \alpha \leq \alpha^*\). Therefore \(L(T, D) \leq R'(\alpha, k) \leq R'(\alpha^*, k) < R(k)\), which proves Case 2. \(\square\)

### 5.4 Derandomization of Our Randomized Algorithm for \(k\)-Out-Tree

In this subsection we discuss the derandomization of the algorithm \textbf{find-tree} using the general method presented by Chen et al. \[4\] and based on the construction of \((n, k)\)-universal sets studied in \[10\].

**Definition 5.2.** An \((n, k)\)-universal set \(\mathcal{F}\) is a set of functions from \([n]\) to \([0, 1]\), such that for every subset \(S \subseteq [n]\), \(|S| = k\) the set \(\mathcal{F}|_S = \{f|_S, f \in T\}\) is equal to the set \(2^S\) of all the functions from \(S\) to \([0, 1]\).

**Proposition 5.3 (\[10\]).** There is a deterministic algorithm of running time \(O(2^k k^{O(\log k)} n \log n)\) that constructs an \((n, k)\)-universal set \(\mathcal{F}\) such that \(|\mathcal{F}| = 2^k k^{O(\log k)} \log n\)

We explain how Proposition 5.3 is used to achieve a deterministic algorithm for the \(k\)-Out-Tree problem. Let \(V(G') = \{v_1, \ldots, v_n\}\). First, we construct an \((n, k)\)-universal set \(\mathcal{F}\) of size \(2^k k^{O(\log k)} \log n\) (this can be done in time \(O(2^k k^{O(\log k)} n \log n)\)). Then we call the algorithm \textbf{find-tree} but replace steps 13 and 14 by the following steps:

13 \textbf{for} each function \(f \in \mathcal{F}\) \textbf{do}

14 \(\forall i\) such that \(x_i \in V(D) - \bigcup_{u \in L} X_u\), let \(v_i\) be colored in white if \(f(i) = 0\) and in black otherwise

Note that this replacement makes the algorithm \textbf{find-tree} become deterministic. Then, since \(\mathcal{F}\) is a \((n, k)\)-universal set and if there is a subgraph isomorphic to \(T\) in \(D\), there is a function in \(\mathcal{F}\) such that the vertices corresponding to \(U_w\) in \(D\) with be colored in white while the vertices corresponding to \(U_b\) will be colored in black. Using induction on \(k\), we can prove that this deterministic algorithm correctly returns the required tree at the condition that such a tree exists in the graph. We can also derive the running time of this deterministic algorithm to find a complexity of \(O(n^2 C^{k+o(k)})\).

**Theorem 5.4.** There is a \(O(n^2 C^{k+o(k)})\) time deterministic algorithm that solves the \(k\)-Out-Tree problem.