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Abstract—In many scenarios, unmanned aerial vehicles (UAVs), aka drones, need to have the capability of autonomous flying to carry out their mission successfully. In order to allow these autonomous flights, drones need to know their location constantly. Then, based on the current position and the final destination, navigation commands will be generated and drones will be guided to their destination. Localization can be easily carried out in outdoor environments using GPS signals and drone inertial measurement units (IMUs). However, such an approach is not feasible in indoor environments or GPS-denied areas. In this paper, we propose a localization scheme for drones called PILOT (High-Precision Indoor Localization for Autonomous Drones) that is specifically designed for indoor environments. PILOT relies on ultrasonic acoustic signals to estimate the target drone’s location. In order to have a precise final estimation of the drone's location, PILOT deploys a three-stage localization scheme. The first two stages provide robustness against the multi-path fading effect of indoor environments and mitigate the ranging error. Then, in the third stage, PILOT deploys a simple yet effective technique to reduce the localization error induced by the relative geometry between transmitters and receivers and significantly reduces the height estimation error. The performance of PILOT was assessed under different scenarios and the results indicate that PILOT achieves centimeter-level accuracy for three-dimensional localization of drones.

Index Terms—indoor localization, drones, ultrasound transceiver, autonomous flying

I. INTRODUCTION

Over the past few years, the global drone industry has grown progressively and the number of applications in which civilian drones play an essential role in both indoor and outdoor environments has therefore increased. There are a wide range of indoor drone applications today, ranging from recreational use cases to essential safety-of-life use cases. Examples include shipping and delivery of packages, aerial photography for capturing footage and geographical mapping, providing temporary cellular coverage in case of disasters, reconnaissance inside nuclear power plants, helping firefighters locate individuals inside burning buildings, and security surveillance inside large building complexes among others.

Drones need to fly fully or partially autonomously in all of the above applications to carry out their mission successfully. To allow such fully or partially autonomous flights, the ground control station or any other infrastructure that supports the operation of the drone needs to continuously localize and monitor the drone’s position and send this information to the navigation controller of the drone to provide the capability of autonomous navigation for the drone. Localization and monitoring the drone’s position can be easily carried out in outdoor environments using GPS and the Inertial Measurement Units (IMUs) of the drone without seeking aid from the ground controller or any other extra infrastructure to perform this task. Such an approach is, however, not feasible in indoor environments or GPS-denied areas.

Vision-based approaches are widely used for drone localization when GPS is not accessible (e.g., [1]). However, because of the vibration of the drone during flight, the accuracy of current vision-based methods is generally limited. In addition, in vision-impaired conditions (e.g., low light conditions or blockage of the line of sight), the accuracy will further deteriorate. In addition to all the mentioned issues, vision-based approaches are expensive both in terms of the hardware cost and the computational complexity.

In addition to vision-based methods, there are other techniques, including, Doppler-shift-based tracking (e.g., [2]), fingerprinting-based localization using received signal strength (RSS) or channel state information (CSI) (e.g., [3]–[5]), and localization using cellular networks (e.g., [6]). Doppler-shift-based tracking has limitations; by itself, it does not provide sufficient tracking accuracy. Fingerprinting-based techniques are too vulnerable to any changes that happen in the environment after the off-line phase of collecting the RSS or CSI information; hence, they are not capable of providing high accuracy localization. With the current technology, localization using cellular networks has accuracy in the order of tens of meters and cannot provide centimeter-level high accuracy localization. In addition, there is a good chance of having weak cellular coverage in indoor environments, which itself degrades the accuracy drastically.

Another well-known class for localization in the absence of a GPS signal is the ranging-based method. This category uses the concept behind GPS and makes an indoor positioning system that resembles how localization using GPS works, i.e., there are some fixed beacons in the room (similar to the satellites) and the localization task gets done by performing some measurement techniques on the communicated signals between these beacons and the target object. Ranging-based methods either use Radio Frequency (RF) signal (RF-based localization, e.g., [7]) or they are working based on acoustic signals (acoustic-based localization, e.g., [8]). The major problem with ranging-based methods is the degradation of localization accuracy due to (i) multi-path fading effect and (ii) the relative geometry between
In this paper, we propose a three-dimensional localization scheme for drones in GPS-denied indoor environments that is referred to as **High-Precision Indoor Localization for Autonomous Drones (PILOT).** PILOT is based on the ranging-based localization approach with significant enhancement to provide centimeter-level localization accuracy for drones in indoor environments. PILOT uses ultrasound acoustic-based signals for localization. We claim that localization based on acoustic signals provides a variety of advantages over approaches based on RF. Compared to RF signals, the significantly slower propagation speed of acoustic signals allows for higher localization accuracy without the need for having expensive equipment with a high sampling rate. PILOT uses high-frequency acoustic signals, referred to as *ultrasound,* to prevent any interference with the propeller-generated noise of the drone or human-generated noise in the environment.

Despite most of the available indoor positioning schemes that focus merely on two-dimensional localization, PILOT not only offers localization in three dimensions, but it also proposes additional solution to alleviate the estimation error in Z-axis. Moreover, to provide an accurate location estimation for drones, PILOT leverages some techniques to counter the multi-path fading effect of indoor environments. To the best of our knowledge, PILOT is the first to make completely different and innovative use of these techniques and proposes novel improvements on them to provide a three-dimensional positioning scheme that is robust against the multi-path fading effect and offers centimeter-level accuracy for location estimation of drones in indoor environments without any dependency on GPS signals. The summary of our contributions is as follows.

- We propose PILOT, a high-accuracy three-dimensional localization scheme for drones in indoor environments that is highly resilient to noise and multi-path fading and achieves high accuracy by employing three stages.
- PILOT overcomes the multi-path fading effect of the indoor environments by employing the Frequency Hopping Spread Spectrum (FHSS) technique for signal communication, which to the best of our knowledge, is a novel approach for localizing a drone in three-dimensional space.
- PILOT mitigates the localization error and provides further accuracy compared to the merely ranging-based schemes by leveraging the Doppler-shift effect to measure the velocity of the drone and designs a Kalman filter for velocity and distance incorporation.
- PILOT leverages an additional ultrasound transceiver and uses the reflected ultrasonic signal bounced from the ceiling to measure the drone’s height separately and combine it with the available height measurements from the first two stages in a filter to improve the Z-axis estimation accuracy.
- Our comprehensive simulation and experimental results indicate that PILOT achieves a three-dimensional localization error of less than 1.2 cm. Also, it significantly reduces the Z-axis estimation error compared to the prior state-of-the-art.

The remainder of this paper is structured as follows. In the next section, we will review some of the relevant works in this area. Then, in section III, IV, and V, which are the core sections of our paper, we will thoroughly explain our scheme for localizing a drone in indoor environments. Followed by these sections, in section VI, we will describe our simulation test setup and showcase the preliminary performance assessment results on PILOT. Next, in section VII, we will be investigating the reason behind having a bad Z-axis estimation compared to the X – Y plane and we will be providing our solution to rectify this issue. Next, in section VIII, first, we describe our experimental test setup and then provide the final evaluation results on PILOT. Finally, in section IX, we conclude our work.

## II. Related Work

Our work is related to the following research areas: (i) indoor localization, (ii) tracking the trajectory of a moving object, and (iii) autonomous navigation of UAVs in the absence (or lack) of GPS signals.

Indoor localization has been a topic of interest for decades [8]–[15]. The two most popular approaches for indoor localization are ranging-based methods and fingerprinting. In the latter one, localization is based on the comparison of the received signal with an already available offline map of the indoor environment and it can be the map of the CSI or the RSS for the indoor environment [3]–[5], [16]. The main drawback of the fingerprinting method is the vulnerability to any changes in the online phase which has not been seen in the offline map and which degrades accuracy.

In the ranging-based localization methods, there is a signal transmission between the target object and multiple receivers at known locations [7], [17]–[19]. In this category, localization occurs by applying techniques such as trilateration or angulation on the measured distances between the transmitter and all the receivers. The distance calculation is done by measuring some of the features of the received signal, such as time of arrival (TOA) or angle of arrival (AOA). The signal to be communicated in this method can be RF, acoustic, or ultrasound. In [7], Chen et al. used a WiFi platform to achieve centimeter-level accuracy for indoor localization. However, RF signals propagate at the speed of light, which makes the accurate receiving process hard and expensive both in terms of computation and hardware cost.

In terms of tracking the trajectory of a moving object, it is essential that the system has the capability to localize the object continuously while it is in motion. There are research works on this topic [20]–[31]. As an example, in [20], Mao et al. used acoustic signals for tracking drones. To make the system robust against the multi-path fading effect of the indoor environment, they were leveraging frequency modulated continuous wave (FMCW) signals and to further enhance the accuracy of the tracking process, they were using a Kalman filter to incorporate both the velocity and distance estimation. The problem with the acoustic signal is that human-generated noise or the drone’s propeller noise may interfere with the signal, hence degrading localization accuracy. The other drawback of their work is that their system is just for tracking the drone on a line (one dimension); however, in reality, we need to handle the...
three-dimensional localization and tracking. Another research work presented sound-based direction sensing where simply by using the shift in the received signal’s frequency (Doppler-shift effect), they found the direction of the drone, but again there is no exact localization here [2].

Finally, for autonomous navigation of UAVs in indoor environments, there are several methods that research groups have been working on, including: vision-based models using different visual techniques such as visual odometry (VO), simultaneous localization and mapping (SLAM), and optical flow technique [1], [32]–[39]. There are also a few research papers that showcase the use of deep neural networks in combination by visual techniques (e.g., [40]) or use of LiDAR for autonomous flying (e.g., [41]). In another research study [42], Famili et al. proposed a revised ranging technique for localization of drones in indoor environments. Even though they claimed that their proposed scheme offers high accuracy localization, their work still has room for improvement. Firstly, they did not provide any real-life experimental tests using actual drones to support their localization scheme. Moreover, in their scheme, the Z-axis localization error is drastically more than the localization error for the X – Y plane, which degrades the overall three-dimensional accuracy. They did not propose a solution to resolve this issue. Lastly, they assumed that ultrasound sensors have omni-directional transmission capability, thinking that, just one ultrasound transmitter aboard the drone can send signals to all the receivers in the room. However, this is not a fair assumption in real-world scenarios because ultrasound transmitters are not omni-directional. Ultrasound transmitters have a narrow beam propagation pattern; hence, the transmitting signals of the ultrasound transmitter on the drone can only be received by an ultrasound receiver located in that propagation range, not by all the receivers in the room. To address these issues, our scheme proposes a solution to fix the Z-axis localization error. Moreover, we take the restrictions of actual ultrasound sensors into account and propose a multi-transmitter system that can compensate for the narrow beam propagation pattern of ultrasound sensors. Finally, we conduct simulations coupled with real-life experiments using an actual drone to evaluate our proposed scheme.

III. ROBUST RANGING USING FHSS ULTRASOUND SIGNALS

To accomplish fully or partially autonomous drone navigation, the most critical task is constant localization of the drone in three dimensions with high accuracy. We explain how PILOT performs a distance estimation that is highly robust against the noise and the multi-path fading effect of an indoor environment in this section, and in the next two sections, we will discuss how it further improves the accuracy of distance estimation and performs the three-dimensional localization.

As discussed earlier, the ranging-based method is an excellent alternative for localization in the absence of GPS signals. To briefly explain this class of localization, it is required to know the three major concepts: (i) signals to be measured for ranging, (ii) the measurement method, and (iii) the localization technique. Examples of signals deployed for the measurements are RF, acoustics, ultrasound, visible light, and others. Well-known measurement methods for ranging-based localization include angle of arrival (AOA), time of arrival (TOA), time difference of arrival (TDOA), received signal strength (RSS), etc. Finally, techniques for location estimation are angulation, lateration, and fingerprinting.

RF signals propagate in the speed of light (approximately $3 \times 10^8$ (m/s)), which is orders of magnitude faster than the acoustics or ultrasound which they travel in the speed of sound (approximately 340 (m/s)); therefore, for having a high accuracy localization, RF-based systems require more expensive equipment with high sampling rate. In addition, RF signals travel through walls and ceilings, causing interference with the localization system. Finally, there are places (e.g., hospitals, military bases, etc.) where RF signals are prohibited. All being said, to provide high accuracy localization with the minimum hardware and computational cost, PILOT leverages the acoustic waveform as the signal to measure. In addition, to avoid any interference with human or propeller-generated noise in the audible ranges of acoustic signals, PILOT uses the higher frequencies known as ultrasound.

AOA and angulation require special antenna arrays and applying some computationally complicated techniques such as the multiple signal classification (MUSIC) [20] which incurs high complexity calculations and makes the approach expensive both in terms of hardware cost and processing power. Merely RSS, in which the distances between the target object and the beacons are calculated based on the received power and the path loss formulas, suffer from poor accuracy. To solve this, RSS-fingerprinting methods in which the localization takes place in two steps are offered. In the first step, called the offline phase, an RSS map of the entire venue is collected. Then, in the online phase, localization takes place by comparing the measured received power with the data from the offline phase. Although this improves localization accuracy compared to RSS itself, it is too sensitive to real-time changes; therefore, it is not reliable for high accuracy localization.

PILOT uses TOA of received ultrasound signals for ranging. Compared to other measurement methods, TOA seems to be the best choice in terms of accuracy, computation’s simplicity, and implementation cost. The main challenge of relying on the TOA of the received signal is the precise time of arrival detection. In indoor environments, multi-path fading is an inevitable effect due to the reflection of the original signal from walls, ceiling, floor, and other artifacts within the room. Multi-path fading may be a significant problem for measuring the precise TOA, as several copies of the original signal with varying arrival times make it difficult to detect the exact TOA of the original signal. To minimize the multi-path effect and be able to detect the exact TOA of the original signal, PILOT leverages the FHSS technique for signal transmission.

FHSS is a well-known technique where uses different frequency hops as carrier frequencies and spreads the signal. It has applications both in military transmission mainly to
avoid jamming and also civilian use, such as the well-known Bluetooth, mainly to provide multi-user capability. We are applying this spread spectrum technique to work in our favor, i.e., we are using the hopping over different frequencies as a method to overcome multi-path fading. To the best of our knowledge, this is the first time using the FHSS technique to counter the multi-path fading effect and offer more accurate location estimation for drones.

There are two kinds of frequency hopping techniques, slow frequency hopping (SFH) and fast frequency hopping (FFH). In SFH, one or more data bits are transmitted within one hop. An advantage is that coherent data detection is possible. In the latter kind, one data bit is divided over multiple hops and coherent signal detection is complex and seldom used. PILOT uses the SFH.

Similar to the approach used in [18], in our scheme, the transmitting signal of the \( k \)-th drone is modulated using Binary Phase Shift Keying (BPSK) modulation and then it is spread using a sinusoidal signal with variable frequencies depending on the pseudo-random code:

\[
s(k)(t) = d(k) \cdot pT_B(t) \cdot \sin(2\pi f_m t + \phi),
\]

where \( d(k) \) is the transmitted data symbol of the ultrasonic transmitter on the \( k \)-th drone, the rectangular pulse \( pT_B \) is equal to 1 for \( 0 \leq t < T_B \) and zero otherwise, \( T_B \) is the data symbol duration, and \( f_m \) is the set of frequencies over which the signal hops. Then the received signal is in the form of:

\[
r(k) = d(k) \cdot pT_B(t - \tau) \cdot \sin(2\pi f_m(t - \tau) + \phi) + \mathcal{M}(t) + \mathcal{N}(t),
\]

where \( \tau \) is the propagation delay that we are using for calculating the distance. \( \mathcal{N}(t) \) is the Gaussian noise, and \( \mathcal{M}(t) \) is the multi-path effect, which can be expressed as the following summation:

\[
\mathcal{M}(t) = \sum_{i=1}^{N} \alpha_i \cdot s(k)(t - \tau_i),
\]

where \( \alpha_i \) is the attenuation of path \( i \) and \( \tau_i \) is the time delay of path \( i \). As long as we make sure that the hopping speed is faster than the time delay of each path (\( \tau_i \)), then before the arrival of any of the reflected signals, we already have changed the frequency and different paths do not interfere with the original signal.

By eliminating the multi-path effect using FHSS technology, the received signal would be just the time-delayed transmitted signal plus noise:

\[
r(k) = d(k) \cdot pT_B(t - \tau) \cdot \sin(2\pi f_m(t - \tau) + \phi) + \mathcal{N}(t).\]

Fig. 1: Illustration on steps of generating the FHSS waveform: (i) Generate a set of random bits; (ii) Convert the bits into rectangular pulses; (iii) Apply the BPSK modulation; (iv) Generate six random sets of spreading codes; (v) Generate the FHSS waveform using the BPSK signals and the spearing codes.

Fig. 2: Illustration of a simple receiving scenario.

\[
d = c_{\text{sound}} \cdot TOF = c_{\text{sound}} \cdot \frac{n_{\text{samples}}}{f_s},\]

where \( n_{\text{samples}} \) is the sample number of the maximum peak and \( f_s \) is the sampling frequency. Fig. 1 depicts a simple scenario of how the transmitter generates the FHSS modulated waveform for transmission. Fig. 2 shows how the ultrasound receiver demodulates the FHSS waveform after it has passed through the channel. Fig. 3 shows how the time delay is getting measured at the receiver. Fig. 3 is just to depict a clear representation of how the cross-correlation process works; therefore, it uses a simple input and not the actual FHSS waveform that PILOT uses.

For calculating distances using ultrasonic signals, the velocity of ultrasonic signals must be known. As [43] suggested, there are two ways to determine the exact velocity. As a first alternative, the velocity of the sound can be determined from its nominal value at a certain temperature as follows:

\[
c_{\text{sound}} = 331.3 \sqrt{1 + \frac{T}{273.15}}.
\]

Eq. 5 uses the velocity of the sound at 0 °C as a reference...
in order to find the value $c_{\text{sound}}$ in $\left(\frac{m}{s}\right)$ at a temperature $T$ in °C. The other way to determine the velocity is by measuring the traveling time of the ultrasound signal at a known distance. In our system, we calculated the velocity using both methods. In the first method, a digital thermometer can be deployed to measure the ambient temperature to substitute in the Eq. 5. On the other hand, in the second method, the $c_{\text{sound}}$ can be constantly updated by locating a reference ultrasound speaker at a known position in the room where it constantly transmits a pilot signal to the ultrasound microphones installed at known locations in the room.

Besides temperature, humidity and wind are also effective on sound velocity. However, the influence of the humidity is negligible compared to the one of the temperature and intense wind is not applicable in our indoor setup. The effect of indoor airflow due to air-conditioning was investigated in [44], [45]. In order to reduce the influence of wind, Martin et al. in [46] suggested estimating the sound velocity continuously by measuring the travel time for a known distance in proximity and correcting the other measurements accordingly, which is the exact same technique we used as the second method of measuring the velocity of sound.

IV. ENHANCING THE ROBUSTNESS OF FHSS RANGING

In the previous section, we proposed a method for ranging and estimating the distance between the drone and receiver beacons based on the TOA of ultrasonic signals and for overcoming the multipath, we proposed the FHSS technique. Another approach for keeping track of a drone’s movement is by estimating the relative velocity of the drone with respect to each of the receiver beacons. This can be done by measuring the received signals’ frequency shift (i.e., Doppler-shift effect) and then estimating the distance. However, the key drawback with using this method alone is that the error can increase over time, and thus, over a prolonged period, this method alone will not provide reliable and accurate tracking.

However, leveraging a Kalman filter to incorporate the data from both methods (i.e., TOA-based distance estimation and velocity estimation based on frequency shift measurement) can prevent the velocity estimation errors from increasing over time. In this approach, data collected from each of the aforementioned methods play an essential role in preserving the system’s high accuracy location estimation capability over time. On the one hand, velocity estimation based on frequency shift measurements cancels the TOA-based distance estimation measurement error and improves system accuracy. On the other hand, the data obtained from the TOA-based distance estimation at each moment is the primary source of initial data for the final distance calculation, and the method is not merely dependent on the velocity estimate, which makes it unreliable over time. Thus, the combination of the data from both methods keeps the system’s distance estimation highly accurate at all times. This approach achieves greater noise robustness and provides more precise localization and monitoring of the drone’s movement.

This section first describes how PILOT estimates the velocity using change in the frequency and then explains how it integrates distance and velocity estimations in a Kalman filter.

A. Velocity Estimation by Measuring Doppler Shift

The following equation is being used to express the Doppler shift effect:

$$F_s = \frac{v}{c} \cdot F,$$

where $F_s$ is the amount of the frequency shift, $v$ is the relative velocity between transmitter and receiver, $c$ is the speed at which the signal propagates ($c$ would denote the speed of light if the signal is an RF signal, and similarly, $c$ would denote the speed of sound if the signal is an acoustic signal), and $F$ is the actual frequency in which the signal is transmitted. Using Eq. 6, whether the receiver and transmitter move towards or away from each other can be established by treating $v$ as a vector in the equation.

Several studies have used Doppler shift measurements to estimate the speed and direction of a UAV. For example, in [2], to estimate a flying UAV’s speed and direction, Shin et al. used Doppler-shift. Nevertheless, depending solely on the Doppler shift has limitations. For instance, it is necessary to know the original location of the target drone to be able to estimate its location continuously at each moment. Moreover, it is almost impossible to achieve high accuracy because of the propagation of the error in the result over time. To overcome these limitations, some methods use Doppler shift measurements as...
an auxiliary localization tool to improve the efficiency of the primary localization method [20], [29], [31]. PILOT also adopts this strategy.

To estimate the relative velocity between the target drone and each of the receiver beacons fixed throughout the room (where the drone is located), PILOT uses the following procedure:

- The ultrasound transmitter system mounted on-board the drone continuously transmits the FHSS waveform at frequency $F = f_m$.
- After receiving the signal in each of the receiver beacons, PILOT first applies Fast Fourier Transform (FFT) techniques to obtain the frequency content of the received signal and find the peak in the frequency domain and then estimates the frequency shift of the signal, $F_s$, by calculating the difference between the peak frequency of the received signal and $F$.
- An estimate of the drone’s velocity is calculated using Equation 6.

B. Combining Distance and Velocity Estimation Using a Kalman Filter

PILOT incorporates the distance estimations obtained by the FHSS-based ranging method and the estimates from Doppler shift-based velocity estimation method. The reason for this approach is to boost the accuracy and robustness of distance estimation performance against noise. There are two ways to combine these two forms of estimates: using a Kalman filter [20] or through an optimization framework [31]. In the latter method, we need to devise an optimization framework that consists of both estimates in its objective function. Then, similar to [31], we can form an optimization framework as follows:

$$
\sum_{i \in \{k-1+n+1\ldots k\}} \max_j \left( \sum_{i \in \{k-1+n+1\ldots k\}} \alpha \left| x_i - c_j \right| - \left| x_0 - c_j \right| - d_{FHSS}^{i,j} \right)^2 + \sum_{i \in \{k-1+n+1\ldots k\}} \max_j \beta \left( \left| x_i - c_j \right| - \left| x_{i-1} - c_j \right| - v_{i,j}^{Doppler} \right)^2;
$$

(7)

where $k$ is the current processing interval, $n$ is the number of intervals used in the optimization, $x_i$ denotes the drone’s position at the beginning of the $i$-th interval, $x_0$ denotes the reference position, $c_j$ denotes the $j$–th ultrasound receiver’s position in the room, $d_{FHSS}^{i,j}$ denotes the distance change from the reference location with respect to the $j$–th ultrasound receiver at the $i$–th interval, $v_{i,j}^{Doppler}$ denotes the relative velocity between the drone and the $j$–th ultrasound receiver during the $i$–th interval, $T$ is the interval duration, and $\alpha$ and $\beta$ are the relative weights assigned to the distance and velocity measurements. The only unknown in the optimization is the drone’s position over time (i.e., $x_t$).

The objective reflects the goal of finding a solution $x_t$, which is the drone’s position, that best fits the distances from FHSS ranging and velocities from Doppler shift measurements. The first term reflects that the distance calculated based on the coordinates should match the distance estimated from the FHSS ranging. Similarly, the second term captures that the distance traveled over an interval computed from the coordinates should match the distance derived by multiplying the interval time to the velocity obtained from the Doppler shift measurements.

The objective function consists of terms from multiple intervals to improve the accuracy. The formulation in Eq. 7 is general and not restricted just to one dimension for tracking the drone on a line, and it can support both two-dimensional and three-dimensional coordinates. In fact, $x_t$ and $c_j$ are both vectors whose sizes are determined by the number of dimensions.

Because this optimization problem is non-convex, there is no guarantee of convergence, and it may be slow and computationally expensive. There is some work in the literature to address this issue. Similar to the solution in [31], some changes to the optimization framework are required to make the problem convex. To simplify the objective, we create a new parameter called $D_{i,j}$ that denotes the drone’s distances to different ultrasound receiver beacons over time (i.e., replacing $|x_t - c_j|$ in the objective function with $D_{i,j}$), which is a convex function in terms of $D_{i,j}$. However, not all distances are feasible (i.e., there may not exist coordinates that satisfy the distance constraints). As a result, additional constraints must be derived to enforce feasibility. To begin, a convex relaxation of the original problem must be solved by treating distances as unknowns and replacing feasibility constraints with triangular inequality constraints. Triangular inequality constraints are necessary for the distances to be realizable in a low-dimensional Euclidean space. They are also sufficient in a two-dimensional space to ensure feasibility, but not in a three-dimensional space. As a result, the solution obtained in the first step must be projected into a feasible solution space in the following step. This projection is related to network embedding, which embeds network hosts in a low-dimensional space while preserving their pairwise distances to the greatest extent possible. To rectify this problem, Mao et al. [31] developed an embedding method based on the Alternating Direction Method of Multipliers (ADMM) [47] to efficiently solve the problem.

One possible benefit of this method compared to the Kalman filter is to combine the Inertial Measurement Unit (IMU) information captured from drone’s IMU sensors with the distances from FHSS ranging and velocities from Doppler shift, another term could be added to the objective function, which represents the effect of IMU measurements. However, since PILOT does not depend on the IMU measurements, there is no benefit in using the optimization framework.

We concluded that, because of its substantially higher computational complexity, the optimization method is insufficient, which would place an enormous burden on the PILOT processing elements. Therefore, PILOT employs the Kalman filter approach. One of our primary objectives is to ensure that the computational complexity and overhead of PILOT’s communication are low relative to the state of art. The following paragraphs will provide a brief overview of how PILOT blends distance and velocity estimates using a Kalman filter.

Let $D_k$ denote the actual distance between the ultrasound
transmitter and a receiver beacon in the \(k\)-th window, \(t\) denote the duration, \(v_k\) denote the measured Doppler velocity, \(n_k\) capture the error in Doppler measurements, \(d_k\) denote the measured distance, and \(w_k\) denote the distance measurement error. The following equations describe the relationship between these variables:

\[
\begin{align*}
D_k &= D_{k-1} + v_k \cdot t + n_k \\
d_k &= D_k + w_k
\end{align*}
\]

As we mentioned before, \(d_k\) and \(v_k\) are from distance and velocity measurements, respectively. We can utilize the redundancy between these two measurements by using a Kalman filter to decrease the impact of noise and further enhance the accuracy of distance estimation. According to [20], the optimal filter to decrease the impact of noise and further enhance the velocity measurements, respectively. We can utilize the redundancy of the transmitter is denoted as \(D_k\) and the variables, \(q_k\) and \(r_k\), denote the standard deviation for \(n_k\) and \(w_k\), respectively.

\[
\hat{D}_k = \hat{D}_{k-1} + v_k \cdot t + \frac{p_{k-1}+q_k}{p_{k-1}+q_k+r_k}(d_k - \hat{D}_{k-1} - v_k \cdot t),
\]

where \(\hat{p}_k = \frac{r_k(p_{k-1}+q_k)}{p_{k-1}+q_k+r_k}\), and the variables, \(q_k\) and \(r_k\), denote the standard deviation for \(n_k\) and \(w_k\), respectively.

V. THREE-DIMENSIONAL LOCALIZATION

After estimating the distance between an ultrasonic transmitter and a receiver, the next step is to localize the transmitter in three dimensions. Angulation and lateration are the two most well-known localization techniques used to estimate the target object’s position based on the angle or distance measurements respectively. As we mentioned in previous sections, due to the challenges with the angle-based measurement methods, PILOT is measuring distance, hence the lateration technique for the final three-dimensional localization of the drone. To use trilateration for locating an object in two dimensions, the distances between the object and at least three sources are needed. Similarly, in three-dimensional localization, in order to uniquely localize the target object, we need to measure the distances between the target object and at least four different sources. Fig. 5 explains this better. Let’s denote the distance between a transmitter and \(i\)-th receiver as \(d_i\). Also, the position of the transmitter is denoted as \([x \, y \, z]^T\) and the position of the \(i\)-th receiver is denoted as \([x_i \, y_i \, z_i]^T\). Then using trilateration rules, we have:

\[
\begin{align*}
(x_1 - x)^2 + (y_1 - y)^2 + (z_1 - z)^2 &= d_1^2 \\
(x_2 - x)^2 + (y_2 - y)^2 + (z_2 - z)^2 &= d_2^2 \\
&\vdots \\
(x_n - x)^2 + (y_n - y)^2 + (z_n - z)^2 &= d_n^2
\end{align*}
\]

After applying some mathematical manipulation, we can then simplify these quadratic equations and write them down in the linear form of \(\hat{A}x = \hat{b}\) where \(\hat{A}\) and \(\hat{b}\) are equal to:

\[
\begin{align*}
\hat{A} &= \begin{bmatrix}
2(x_n - x_1) & 2(y_n - y_1) & 2(z_n - z_1) \\
2(x_n - x_2) & 2(y_n - y_2) & 2(z_n - z_2) \\
\vdots & \vdots & \vdots \\
2(x_n - x_{n-1}) & 2(y_n - y_{n-1}) & 2(z_n - z_{n-1})
\end{bmatrix}, \\
\hat{b} &= \begin{bmatrix}
d_1^2 - d_2^2 - x_2^2 - y_2^2 - z_2^2 + x_1^2 + y_1^2 + z_1^2 \\
d_2^2 - d_3^2 - x_3^2 - y_3^2 - z_3^2 + x_2^2 + y_2^2 + z_2^2 \\
\vdots \\
d_{n-1}^2 - d_n^2 - x_n^2 - y_n^2 - z_n^2 + x_{n-1}^2 + y_{n-1}^2 + z_{n-1}^2
\end{bmatrix}\end{align*}
\]

The vector \(x = [x \, y \, z]^T\) which includes the coordinate of the object that need to be localized would be: \(x = (\hat{A}^T \hat{A})^{-1} \hat{A}^T \hat{b}\).

VI. PRELIMINARY SIMULATION RESULTS

This section describes the simulation setup used for preliminary tests followed by the result analysis to evaluate the performance of the enhanced FHSS ranging.

A. Simulation Setup

1) Transmitter: The transmitter subsystem, which it is the ultrasonic transmitters on-board the drone, generates the desired FHSS signals. We used signals in the frequency range between 25 KHz and 55 KHz for two reasons. Firstly, frequencies at or below 20 KHz need to be avoided since that range would interfere with the frequency range of a human voice. Any overlap would result in degraded performance. In addition, according to the Nyquist theorem, in order to prevent aliasing, the sampling rate must be at least twice the maximum frequency, i.e., if the system operates in the frequency range from 25 KHz to 55 KHz, then it requires that the sampling
rate should be at least 110 KHz to avoid aliasing. We do not use frequencies above 55 KHz because we do not intend to deal with high frequencies to avoid both processing and equipment costs, which means that the sampling rate simply needs to be 110KHz or more. PILOT uses the FHSS waveform. In this waveform, the frequency range is from 25 KHz to 55 KHz with 6 sub-frequency carriers located at 27.5 KHz, 32.5 KHz, 37.5 KHz, 42.5 KHz, 47.5 KHz, and 52.5 KHz and the bandwidth dedicated for each of these sub-carriers is 5 KHz. A single hop occurs within the transmission time of each data bit, and this hopping rate is fast enough (based on the multi-path analysis of the room using image theory and finding the delay spread of the multi-path signals) to mitigate the effects of multi-path interference. We set the sampling frequency \( f_s \) to 340 KHz; this guarantees not having aliasing and also simplifies our calculations. For modulation, PILOT uses BPSK (Binary Phased Shift Keying) to take advantage of BPSK’s high noise robustness.

In [42], there is just one ultrasonic speaker on-board the drone, which is transmitting the FHSS waveform for ranging purposes. That setup works based on the assumption that an ultrasonic transmitter has an omni-directional propagation pattern. Although this assumption perfectly works in simulation tests, it will not work in real-life experiments. Unlike most RF transmitters, most ultrasonic transmitters have a relatively narrow-angle radiation beam, i.e., only receivers within the imaginary cone-shape propagation pattern in front of the transmitter can receive the signal. As we mentioned in previous sections, three-dimensional localization requires distances between the transmitter and at least four receivers. Since we put the receivers on the walls of the room, just one of them can receive the transmitted signal from an ultrasonic transmitter on-board the drone, i.e., only the receiver in front of that transmitter can receive the signal. To overcome this issue, we propose the four-leaf clover transmitter setup where the ultrasonic transmitter setup on-board the drone consists of four transmitters facing the front, back, and sides. In this way, at each moment, the same FHSS waveform is transmitted from each of these four transmitters and all the receivers in the room can receive the signal.

2) Channel: We used a Rayleigh channel model in the simulations, which considers the impact of the multi-path fading interference on the transmitted signals. Moreover, we used additive white Gaussian noise (AWGN) to show the impact of the noise in our localization process. Furthermore, we assumed that the movement of the target drone is confined to a rectangular room with dimensions of 5 m × 5 m × 3 m. This is the typical dimension for indoor office spaces.

3) Receiver: The receiver sub-system, which is it the four receiver beacons located at known positions in the room, cross-correlates the received signal with a reference signal, and then seeks the sample bit that makes the cross-correlation peak. After finding the sample bit in which the cross-correlation peak happens, the receiver sub-system estimates the distance from the drone to each of the receiver beacons using the following relation: 
\[
d = n_{\text{samples}} \times c_{\text{sound}} / f_s,
\]
where \( n_{\text{samples}} \) is the sample number where the maximum cross-correlation occurs and \( f_s \) is the sampling frequency. There are four receiver beacons in the room, and the same procedure is used by each of them.

To achieve the best coverage for any possible drone location in the room, we placed the four receiver beacons in positions to best ensure that at least one receiver beacon is in the line of sight and very close to the corresponding transmitter on-board the drone that is aiming at that receiver. Therefore, the receiver beacons can receive the ultrasound signal with a high signal-to-noise ratio (SNRs) at every drone location in the room. Specifically, the \((x, y, z)\) coordination of the ultrasound receivers in the room is \((2.5, 0, 1.5), (5, 2.5, 2.5), (2.5, 5, 2),\) and \((0, 5, 3)\) where all the numbers are in meters.

B. Simulation Results

In this part, we show the results of our preliminary simulations to evaluate the performance of the first two stages of PILOT by measuring the error between the estimated position of the drone and its actual position. We assess the performance of the scheme by benchmarking it with respect to a basic reference scheme that uses only FHSS-based distance estimation (before enhancement) to locate a target drone.

For the simulation tests, we ran Monte Carlo with a large enough number of iterations. Moreover, to present the final error, we averaged the error between the actual position of the drone and the estimated position over the entire flight trajectory. We ran the simulation over many different trajectories that were generated randomly. This ensures that the performance evaluation is valid over any possible drone’s trajectory, and not just for some specific scenarios. To showcase the result, we randomly chose seven of the flight trajectories and demonstrated the performance of PILOT on them. The placement of the ultrasound receivers remained the same for all of the trajectories.

In Fig. 6, we show a drone’s actual trajectory as well as the estimated trajectory using FHSS distance estimation and
Doppler shift velocity estimation incorporated in the Kalman filter (the first two stages of the PILOT). This is one of the drone’s random flight trajectories in the simulation tests. The locations of the ultrasonic receivers are also indicated in this figure. The actual and estimated trajectories seem to overlap perfectly because, relative to the room’s dimensions in which the drone’s movement is confined, the localization estimation error is significantly small.

Fig. 7 illustrates the relationship between the localization performance and the signal-to-noise ratio (SNR) of the received signal at each of the ultrasound receivers. As predicted, the localization error is inversely proportional to the signal’s SNR value. Moreover, as is shown in this figure, deploying the second stage of the PILOT improves the localization accuracy both in the $X - Y$ plane and in the $Z$-axis. Finally, in the figure, we note that the $Z$-axis localization error is much greater than that of the $X - Y$ plane. We will thoroughly investigate this issue in the next section and show that the reason behind this is the relative geometry between the transmitter setup and the receivers, i.e., the vertical factor of the relative geometry is much higher than the horizontal factor.

Fig. 8 compares the localization error between the first stage of the PILOT (FHSS ranging only) which as we mentioned before, is the benchmark, and the complete first two stages of PILOT (FHSS ranging and Doppler shift velocity estimation incorporated in the Kalman filter). As is shown in the figure, the $X - Y$ plane localization error is plotted separately from the $Z$-axis to show the massive difference between them and justify the need to implement the third stage of PILOT. As can be seen in this figure, in all the seven random drone flight trajectories, the second stage of PILOT slightly improves the localization error both for the $X - Y$ plane and the $Z$-axis; however, the $Z$-axis localization error is still more than twice of which in the $X - Y$ plane.

VII. HEIGHT ESTIMATION IMPROVEMENT

The first two stages of PILOT provide high accuracy localization in the $X - Y$ plane; however, the $Z$-axis localization error still needs to be improved because it is much greater than that of the $X$ or $Y$ axis. Generally, the localization error for the ranging-based localization methods originates from two sources, first the error in estimating the distance between the target and each beacon, known as the ranging error, and second the error arising from the relative geometry between the target and all of the beacons. The reason for having a more significant error in the $Z$-axis compared to the $X - Y$ plane is the relative geometry between the transmitter setup on-board the target drone and the receiver beacons in the room.

Thus far, we have shown how the first two stages of PILOT abate the ranging error by deploying the FHSS communication scheme for the distance estimation task and making the scheme robust against noise and the indoor multi-path fading effect. In this section, we first thoroughly investigate the reason behind having a bad $Z$-axis estimation and then show how PILOT provides a solution to lessen the $Z$-axis estimation error, leading to a better overall three-dimensional accuracy. To the best of our knowledge, PILOT is the first scheme that proposes solutions to mitigate both the ranging and the geometry-related errors and proposes highly accurate localization for drones in indoor environments.

The Cramer-Rao Bound (CRB), which is the lower bound on the position variance that can be obtained using an unbiased location estimator [48], is a useful metric for evaluating the localization accuracy. In [48], Rajagopal showed that for a two-dimensional trilateration system with an unbiased estimator, under the assumption that the range measurements are independent and have zero-mean additive Gaussian noise with constant variance $\sigma_{r}^2$, the CRB variance of the positional error $\sigma^2(r)$ at position $r$, as defined by $\sigma^2(r) = \sigma_x^2(r) + \sigma_y^2(r)$ is given by:

$$\sigma(r) = \sigma_r \sqrt{\frac{N_b}{\sum_{k=1}^{N_b} \sum_{j=k+1}^{N_b} C_{kj}}}$$

where $N_b$ is the number of beacons, $C_{kj} = |\sin(\theta_k - \theta_j)|$, $\theta_k$
is the angle between \( b_k \) and \( r \), and \( b_k \) is the \( k \)-th beacon.

This illustrates that the error of localization is a multiplication of the error of range measurement with another variable that is a function of the number of beacons and the angle between the beacons and the target object. This function is called Geometric Dilution of Precision (GDOP) and we have:

\[ \sigma(r) = \sigma_r \cdot GDOP. \]

Since CRB is directly proportional to the GDOP, GDOP can be used as a reasonable guide for measuring the accuracy of the localization [48]–[51].

In general, for three-dimensional localization of an object at \([x \ y \ z]^T\) using ultrasound beacons, we have:

\[ \sqrt{Var(x) + Var(y) + Var(z) + Var(\tau)} = GDOP \cdot \sigma_r, \]

where \( c \) here is the speed of sound and \( \tau \) is the receiver’s clock offset. Since we have synchronization between the transmitter and the ultrasound receiver beacons in our work, then the timing offset is considered to be zero; therefore:

\[ GDOP = \sqrt{\frac{\sigma_x^2 + \sigma_y^2 + \sigma_z^2}{\sigma_r^2}}. \]

(11)

The distance between the drone and each of the beacons is calculated from the following:

\[ r_i = \sqrt{(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2}, \]

(12)

where, as discussed earlier, \([x \ y \ z]^T\) denote the drone’s position and \([x_i \ y_i \ z_i]^T\) denote the position of the \( i \)-th receiver beacon.

The exact \( r_i \) is not known due to the ranging measurement error and that causes errors in the Eq. 12 solution for \([x \ y \ z]^T\). Similar to [52], we take the differential of Eq. 12 and disregard terms beyond first order to find a relationship between the solution errors and the ranging errors between the drone and each of the ultrasound receiver beacons in the room:

\[ \Delta r_i = \frac{\Delta x(x - x_i) + \Delta y(y - y_i) + \Delta z(z - z_i)}{(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2} = \Delta x \cos \alpha_i + \Delta y \cos \beta_i + \Delta z \cos \gamma_i, \]

Let \( \Delta X = [\Delta x \ \Delta y \ \Delta z]^T \) be the position error vector and \( \Delta R = [\Delta r_1 \ldots \Delta r_n]^T \) be the target range error vector. Then we can define matrix \( C \) as:

\[ C = \begin{bmatrix} c_1^1 & c_2^1 & c_3^1 \\ \vdots & \vdots & \vdots \\ c_1^n & c_2^n & c_3^n \end{bmatrix}, \]

where \([c_1^n \ c_2^n \ c_3^n]^T = [\cos \alpha_i \cos \beta_i \cos \gamma_i]^T\]. Now we can write \( \Delta R = C \Delta X \) and then we have \( \Delta X = (C^T C)^{-1} C^T \Delta R \). We know that:

\[ \text{Cov}(\Delta X) = E(\Delta X \Delta X^T) = \begin{bmatrix} \sigma_x^2 & \sigma_{xy} & \sigma_{xz} \\ \sigma_{yx} & \sigma_y^2 & \sigma_{yz} \\ \sigma_{zx} & \sigma_{zy} & \sigma_z^2 \end{bmatrix}. \]

(13)

If we assume that \( \text{Var}(r_i) = \sigma_r^2 \) and that the errors \( \Delta r_i \) are uncorrelated, then:

\[ \text{E}(\Delta X \Delta X^T) = \text{E}(\{(C^T C)^{-1} C^T \Delta R\} \{(C^T C)^{-1} C^T \Delta R\}^T) = (C^T C)^{-1} (C^T E(\Delta R \Delta R^T) C) (C^T C)^{-1} C^T \sigma_r^2 \]

where \( \sigma_r^2 \) is the speed of sound and \( \Delta R \) is the angle between \( b_k \) and \( r \), and \( b_k \) is the \( k \)-th beacon.

This illustrates that the error of localization is a multiplication of the error of range measurement with another variable that is a function of the number of beacons and the angle between the beacons and the target object. This function is called Geometric Dilution of Precision (GDOP) and we have:

\[ \sigma(r) = \sigma_r \cdot GDOP. \]
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If we assume that \( \text{Var}(r_i) = \sigma_r^2 \) and that the errors \( \Delta r_i \) are uncorrelated, then:
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Eq. 11. Eq. 13 and the above result show that the \((C^T C)^{-1}\) diagonal elements can be used to determine the GDOP. GDOP consists of Vertical Dilution of Precision (VDOP) and Horizontal Dilution of Precision (HDOP), i.e.,

\[ GDOP = \sqrt{HDOP^2 + VDOP^2} \]

where \( HDOP = \sqrt{\sigma_x^2 + \sigma_y^2} \) is the effect of the relative geometry between transmitter setup and receivers on the \( X - Y \) plane’s estimation accuracy and \( VDOP = \sqrt{\sigma_z^2} \), on the other hand, indicates the impact of geometry on the \( Z \)-axis estimation. This explains how the \( X - Y \) plane localization error can be different from the one for the \( Z \)-axis. The evaluation of GDOP values is shown in Table I [53], [54]. In our problem, after measuring the GDOP, HDOP, and VDOP for all the points in the room, we saw that the average of GDOP values over all the points is placed in the "very good" category of the Table I whereas the average for VDOP is in the "good" category. This is the reason for having a worse average \( Z \)-axis estimation error in comparison with the \( X - Y \) average estimation error. Fig. 9 shows a color representation of the HDOP and GDOP values in the room. In the following, we propose our solution to solve this problem.

We use a separate ultrasonic transceiver installed on-board the drone to estimate the height continuously, then using a filter, we incorporate this measurement with the \( Z \)-axis estimation that is already available from the previous steps of PILOT. This significantly improves the overall \( Z \)-axis estimation accuracy and compensates for having a higher average VDOP compared to the average HDOP.

We place the ultrasonic transceiver facing upward on-board the drone and by measuring the time of flight of the ultrasonic signal emitted from this sensor, after it is reflected from the
ceiling, we can determine the distance between the drone and the ceiling. Then, we find the drone’s height at each moment by subtracting this result from the room’s height. The channel between the drone and the ceiling is typically more reliable than the one between the drone and the floor, since there are usually no error-inducing artifacts between the drone and the ceiling. Following shows the height estimation using this extra ultrasonic transceiver:

\[ h' = \frac{c_{\text{sound}} \cdot t}{2}; \ h_{\text{drone}} = H - h', \]

where \( h' \) is the distance between the drone and the ceiling, \( t \) is the total time that takes the signal to travel from ultrasonic transceiver on-board the drone, hit the ceiling, reflecting, and is received in the ultrasonic transceiver on-board the drone, \( H \) is the room’s height, and \( h_{\text{drone}} \) is the estimation for drone’s height. The revised final location estimation of the drone is then:

\[
\mathbf{x} = [x, y, (w_1 \cdot z + w_2 \cdot h_{\text{drone}})]^T,
\]

where \( w_1 \) and \( w_2 \) are the weights assigned in the filter to incorporate the estimated height from the first two stages of PILOT and the third stage respectively in order to calculate the final revised height for the drone.

The complete procedure that PILOT employs to localize a drone in a GPS-denied environment is illustrated below:

- **Drone Station:**
  1. Four ultrasonic transmitters continuously transmit FHSS signals for distance and velocity estimation.
  2. One ultrasonic transceiver continuously measures the drone’s height separately.

- **Receivers:**
  1. **Time Domain Analysis:** Estimate the TOA of the received FHSS signal using the cross-correlation technique and compute the distance:

\[
d = \frac{n_{\text{samples}}}{f_s} \cdot c_{\text{sound}};
\]

  2. **Frequency Domain Analysis:** Estimate the shift in the frequency of the received FHSS signal using the FFT technique and compute the velocity:

\[
v = c \cdot \frac{F_s}{F};
\]

  3. **Kalman Filter:** Combine the calculated distance and velocity to smooth out the result and find the final distance between the drone and each of the receivers:

\[
D_k = D_{k-1} + v_k \cdot t + n_k,
\]

\[
d_k = D_k + w_k,
\]

\[
\dot{D}_k = \dot{D}_{k-1} + v_k \cdot t + \frac{p_k - 1 + q_k}{p_k + q_k + r_k} (d_k - \dot{D}_{k-1} - v_k \cdot t);
\]

- **Center Station:**
  1. **3D Localization:**

\[
\mathbf{x} = [x, y, z]^T = (A^T A)^{-1} A^T \mathbf{b};
\]

Fig. 10: PILOT’s procedure for three-dimensional localization.

- **Following procedure at each of the receiver beacons:**

Drone continuously transmits FHSS ultrasound signal (for distance and velocity estimation). Ultrasound transceiver for additional height estimation.

- **Center Station:**

Drone’s three-dimensional localization using the estimated Distances and Trilateration techniques. Incorporate the data from height estimation to further improve Z-axis accuracy.

**VIII. EXPERIMENTAL TESTBED & EVALUATION**

The performance of PILOT was comprehensively assessed using real-life experimental tests coupled with simulations in MATLAB. In this section, first, we provide details of the experimental testbed in VIII-A, and then showcase the evaluation results in VIII-B.

**A. Experimental Testbed**

The experimental test setup consists of two stations, as shown in Fig. 11. First, which is the left part in the figure, is the
The drone and the system on-board it. Second, which is the right side of the figure, is the ground control station that helps input the transmitted data into the MATLAB program running on a Dell XPS 15 laptop. A Parrot Mambo Drone is the drone used for the experiment. It is a low-cost, off-the-shelf, and ultra-light drone suitable for indoor experiments and has the capacity to hold some light loads as well. The designed system mounted on-board the drone consists of an Arduino Uno micro-controller connected to an \textit{HC-SR04} sensor and a XBee S1 module. The \textit{HC-SR04} sensor is for ultrasonic distance measurement purposes and the XBee S1 module is for wireless communication with the ground controller. In the ground control unit, another Arduino Uno micro-controller connected to a XBee S1 receives the data and transfers it into the MATLAB program running on the laptop. All the experiments were conducted in a hallway inside the building with dimensions 5 m \times 5 m \times 3 m.

### B. Results & Evaluation

In this part, we show the results of our simulations and experiments to evaluate the performance of PILOT by measuring the error between the estimated position of the drone and its actual position. We assess the performance of the scheme by benchmarking it with respect to a basic reference scheme that uses only FHSS-based distance estimation (PILOT’s first stage) to locate a target drone.

For the simulation tests, we used the same setup and configuration as the preliminary tests. Moreover, to present the final error, we averaged the error between the actual position of the drone and the estimated position over the entire flight trajectory. For the experimental tests, we flew the Parrot Mambo drone equipped with our system over different trajectories in the room. Having multiple random different flight trajectories ensures that the results are valid for any trajectories and not just restricted to some specific ones. To showcase the evaluation results, we chose five random flight trajectories and presented the result for them. In each of these five random trajectories, we made the route in the room before flying the drone and used them as the ground truth, i.e., we compared the estimated location at each moment with these actual ground truth paths.

As is seen in Fig. 12, a comparison between the $X-Y$ plane localization error and the $Z$-axis localization error before deploying the third stage of PILOT shows the significant difference between them and justifies the necessity of deployment of the third stage of PILOT. Moreover, as is shown in this figure, the third stage of the PILOT performs as expected and it improves the $Z$-axis localization error significantly by constantly transmitting the measured data from the supplementary ultrasound transceiver on-board the drone (\textit{HC-SR04}) using the XBee S1 wireless module to the receiver module connected to the Dell XPS 15 laptop and combines this information with current $Z$-axis estimation in a filter.

In Fig. 13, we compare the performance of PILOT with that of the benchmark scheme (which relies only on FHSS-based distance estimation to localize a target drone) in terms of the overall three-dimensional localization error. The average value of three-dimensional localization error for PILOT is less than 1.2 cm. As shown in the figure, the benchmark scheme’s localization error is more than twice that of PILOT. The benchmark scheme focuses on mitigating ranging-based error by deploying the FHSS communication scheme for localization.
Other localization schemes proposed in the literature try to improve the localization accuracy by proposing their own techniques to mitigate the ranging-based error. However, PILOT considers both the ranging error and the error due to the relative geometry between the transmitter and receivers and proposes solutions to mitigate both of them and further improve localization accuracy.

PILOT achieves significant improvement in comparison with other drone localization schemes in the literature [17], [18], [20], [42], [55], [56]. For instance, in [42], Famili et al. failed to solve the Z-axis estimation error and their scheme had a much greater Z-axis estimation error compared to the X – Y plane estimation error. The scheme proposed by Segers et al. [17] incurs an error of 2 cm or greater in terms of localization error just for the X – Y plane. Their scheme is merely for two-dimensional localization and they do not consider the complete three-dimensional localization. In [20], Mao et al. proposed an FMCW method to overcome the impact of interference and multi-path; however, their system was designed to track the drone on one line, just a single dimension, whereas PILOT proposes a three-dimensional localization. As another example, in [55], O’Keefe et al. proposed a scheme for three-dimensional localization of drones which incurs an average error of 5.2 cm which is approximately five times worse than what PILOT provides.

IX. Conclusions

In this paper, we proposed PILOT, a three-dimensional localization scheme for drones in GPS-denied environments. PILOT takes advantage of the beneficial features of ultrasonic signals and develops a three-stage system to accurately estimate the drone’s position in three dimensions. In the first stage, PILOT uses an FHSS-based ranging technique to estimate the distance between the drone and each receiver beacon. The FHSS waveform guarantees robustness against noise and indoor multi-path fading. In the second stage, PILOT first estimates the relative velocity between the drone and each receiver beacon using the Doppler-shift effect. Then, it designs a Kalman filter for estimating the final distance by combining the Doppler shift-based velocity estimation with FHSS-based distance estimation to mitigate the error. In the third stage, by providing a separate height estimation using an additional ultrasonic sensor, PILOT improves the Z-axis estimation error due to the relative geometry between the transmitters and receivers. Conducting thorough simulation tests coupled with real-life experiments to evaluate PILOT’s performance shows that PILOT achieves higher localization accuracy compared to the schemes proposed in the literature.
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