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Abstract

We prove that for an arbitrary \( \varepsilon > 0 \) holds

\[
\chi(\mathbb{R}^3 \times [0, \varepsilon]^n) \geq 10,
\]

where \( \chi(M) \) stands for the chromatic number of an (infinite) graph with the vertex set \( M \) and the edge set consists of pairs of points at the distance 1 apart.

1 Introduction

We study colorings of a set \( \text{Slice}(n, k, \varepsilon) = \mathbb{R}^n \times [0, \varepsilon]^k \) in a finite number of colors with the forbidden distance 1 between monochromatic points; further such sets are called slices. Slightly abusing the notation we say that \( n \) is the dimension of a slice.

Define graph \( G(n, k, \varepsilon) \), which vertices are the point of \( \text{Slice}(n, k, \varepsilon) \) and edges connect points at the Euclidean distance 1 apart. Put

\[
\chi[\text{Slice}(n, k, \varepsilon)] := \chi[G(n, k, \varepsilon)],
\]

where \( \chi(H) \) is the chromatic number of a graph \( H \). Obviously for every positive \( \varepsilon \) one has

\[
\chi(\mathbb{R}^n) \leq \chi[\text{Slice}(n, k, \varepsilon)] \leq \chi(\mathbb{R}^{n+k}).
\]

Since \( \chi(\mathbb{R}^n) = (3 + o(1))^n \) (see [9]), the chromatic number of a slice is finite. So by the de Bruijn–Erdős theorem it is achieved on a finite subgraph.

1.1 Nelson–Hadwiger problem and its planar generalizations

In this notation the classical Nelson–Hadwiger problem is to determine \( \chi[\text{Slice}(2, 0, 0)] \), but as usual we write \( \chi(\mathbb{R}^2) \) for this quantity. The best known bounds up to the date are

\[
5 \leq \chi(\mathbb{R}^2) \leq 7.
\]

The upper bound is a classical coloring of a regular hexagon tiling due to Isbell. The lower bound were obtained by de Grey [4] in 2018, breaking a 70 year-old record (another constructions are contained in [7, 6, 14, 11, 12]).

The study of slice colorings started at [8] with the following main result.

\textbf{Theorem 1.} \textit{For every positive} \( \varepsilon \) \textit{holds}

\[
6 \leq \chi[\text{Slice}(2, 2, \varepsilon)].
\]

Theorem [1] is a strengthening of the result \( \chi_\varepsilon(\mathbb{R}^2) \geq 6 \) (Currie–Eggleton [3]), where \( \chi_\varepsilon \) stands for the minimal number of colors, for which there is a coloring of plane without a pair of monochromatic points at the distance in the range \([1, 1+\varepsilon] \).

Exoo [4] conjectured that for every \( \varepsilon > 0 \) holds \( \chi_\varepsilon(\mathbb{R}^2) \geq 7 \). Recently Voronov [15] proved this conjecture.

On the other hand Isbell’ coloring implies inequality

\[
\chi_\varepsilon(\mathbb{R}^2) \leq 7
\]

for \( \varepsilon < 0.13 \ldots \). As a corollary, for every \( k \) there is \( \varepsilon_k > 0 \) such that for every positive \( \varepsilon < \varepsilon_k \) holds

\[
\chi[\text{Slice}(2, k, \varepsilon)] \leq 7.
\]

Structure of the paper. The results on real three-dimensional and rational two-dimensional slices are stated in Subsections [12 and 13] respectively. Section 2 contains some auxiliary lemmas. The proofs are contained in Section 3, 4 and 5. Section 6 is devoted to open questions.

*The work of A. J. Kanel-Belov is supported by grant RNF 22-11-00177.
1.2 The chromatic numbers of real 3-dimensional slices

First recall the best bounds on $\chi(\mathbb{R}^3)$. The best known lower bound $\chi(\mathbb{R}^3) \geq 6$ is due to Nechushtan \cite{Nechushtan}. The upper bound $\chi(\mathbb{R}^3) \leq 15$ is obtained independently by Coulson \cite{Coulson} and by Radoičić and Tóth \cite{Radojcic}. The main result of this paper is the following theorem.

Theorem 2. There is $\varepsilon_0 > 0$, such that for every positive $\varepsilon < \varepsilon_0$ holds

$$10 \leq \chi(\text{Slice}(3, 6, \varepsilon)) \leq 15.$$ 

The upper bound immediately follows from the coloring of $\chi(\mathbb{R}^3)$ from \cite{Coulson, Radojcic}, similarly to 2-dimensional case. The lower bound requires somewhat more complicated arguments than in two dimensions. The following theorem is a quantitative strengthening of Theorem 10 from \cite{Lepow} and is of an independent interest.

Theorem 3. Let $T \subset \mathbb{R}^n$ be a regular simplex with the edge length $a = \sqrt{2n(n+1)}$. Then every proper coloring of $\mathbb{R}^n$ in a finite number of colors contains a point from $T$ belonging to the closures of at least $n+1$ colors.

Corollary 1. For every positive $\varepsilon'$ holds

$$\chi_{\varepsilon'}(\mathbb{R}^3) \geq 10.$$ 

Indeed, the orthogonal projection of a unit distance graph from the proof of Theorem \cite{Lepow} for a fixed $\varepsilon$ has distances between adjacent vertices in the range $[\sqrt{1-6\varepsilon^2}, 1]$.

1.3 The chromatic numbers of 2-dimensional rational slices

Denote by $[0, \varepsilon]_Q$ the set of rational numbers from $[0, \varepsilon]$. In paper \cite{Lepow} it is shown that $\chi(\mathbb{Q} \times [0, \varepsilon]^3_\mathbb{Q}) = 3$. Benda and Perles \cite{Benda} show that $\chi(\mathbb{Q}^2) = 4$. Thus the chromatic number of $\mathbb{Q}^2 \times [0, \varepsilon]^2_\mathbb{Q}$ is at most 4.

Proposition 1. For every $\varepsilon > 0$ holds

$$\chi(\mathbb{Q}^2 \times [0, \varepsilon]^2_\mathbb{Q}) = 4.$$ 

2 Notation and auxiliary lemmas

Here and after we focus on the following $\text{Slice}(3, 6, \varepsilon) \subset \mathbb{R}^9$. By $S^n_r(x)$ we denote a $n$-dimensional sphere of the radius $r$ and centered at $x$.

Definition 1. An attached sphere of a simplex with vertices $\{v_i\}_{1 \leq i \leq k}$, $3 \leq k \leq 4$ is a set of points at the distance 1 from each $v_i$:

$$S(v_1, \ldots, v_k; 1) := \bigcap_{i} S(v_i; 1) \subset \mathbb{R}^9.$$ 

Note that if the radius $r$ of a circumscribed $(k-2)$-dimensional sphere $v_1, \ldots, v_k$ is smaller than 1, then $S(v_1, \ldots, v_k; 1)$ is a $(9-k)$-dimensional sphere with the radius $\sqrt{1-r^2}$.

Definition 2. A $t$-equator of a sphere $S$ is a subsphere of the dimension $t$ which radius is equal to the radius of $S$.

As usual, $T$ stands for the closure of a set $T$.

Definition 3. Let a metric $X$ be colored in a finite number of colors; denote these colors by $C_1, \ldots, C_m$. A chromaticity of a point $x \in X$ is the number of sets $C_i$, $1 \leq i \leq m$ containing $x$.

Lemma 1 (Knaster–Kuratowski–Mazurkiewicz). Suppose that $(n-1)$-dimensional simplex is covered by closed sets $X_1, \ldots, X_n$ in such a way that every face $I \subset [n]$ is contained in the union of $X_i$ over $i \in I$. Then all sets $X_i$ have a common point.

The following lemma is a spherical analogue of the planar lemma from \cite{Lepow}. The proof is also analogous; we provide it in the interest of completeness.

Lemma 2. Let $S^2_r$ be a sphere of radius $r > \sqrt{\frac{1}{2}}$, $\varepsilon$ be a positive number, and $Q \subset S^2_r$ be a $\varepsilon$-neighbourhood of a curve $\xi \subset S^2_r$, such that

$$\text{diam} \xi > \frac{\sqrt{4r^2 - 1}}{r}.$$ 

Then $\chi(Q) \geq 3$. 
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Note that a ball with the radius \( r = \delta / 100 \) contains cells with one- or two-colored cells of colors 1 and 2. The diameter of \( \mathbb{R}^3 \) is \( \sqrt{\frac{4r^2 - 1}{r}} < 2r \).

By compactness of the sphere it is sufficient to show that there is a spherical ball with an arbitrarily small radius containing points of at least 3 colors. Suppose the contrary: there is a proper coloring of the sphere and the chromaticity is at least 3. Consider a point \( u \in \xi \). Since \( \text{diam} \xi > \frac{\sqrt{4r^2 - 1}}{r} = \text{diam} S(u; 1) \), the intersection of \( S(u; 1) \) and \( \xi \) is non-empty. Let \( v \in S(u; 1) \cap \xi \); consider such points \( v_1, v_2, v_3, v_4 \in S^2 \) that \( ||v - v_1|| = 1; ||v_i - v_{i+1}|| = 1; i = 1, 2, 3 \). If the angles at the vertices of polygonal chain \( v_0v_1v_2v_3v_4 \) are at most \( \frac{\pi}{2} \), then \( ||v - v_1|| < \frac{\pi}{2}, ||v - v_2|| < \frac{\pi}{2}, ||v - v_3|| < \epsilon, ||v - v_4|| < \epsilon \), and hence \( v_i \in Q, i = 1, 2, 3, 4 \).

Note that
\[
\begin{align*}
  l_1 &= ||v_1 - v_2|| \in \left[0; 2\sin \frac{\epsilon}{4}\right] , \\
  l_2 &= ||v_2 - v_4|| \in \left[0; 2\sin \frac{\epsilon}{4}\right]
\end{align*}
\]
can be chosen arbitrarily, and the oriented angle between vectors \( \overrightarrow{v_2u} \) and \( \overrightarrow{v_2v_4} \) can be independently chosen from \([-\frac{\pi}{2}; \frac{\pi}{2}]\). Fix the line containing vector \( \overrightarrow{v_2u} \); one may choose it orthogonal to \( uv \). Then a set of all possible \( v_4 \) contains a rhombus centered at \( u \) with the side length \( 2\sin \frac{\epsilon}{4} \) and the angle \( \frac{\pi}{2} \). Then \( G(Q) \) contains a path of length 4 between \( u \) and an arbitrary point from a \( \gamma \)-neighbourhood of \( u \), where \( \gamma = \sin \frac{\epsilon}{4} \sin \frac{\epsilon}{4} \).

Thus one may move from \( u \) to \( v \) along \( \xi \) by steps of size at most \( \gamma \). Every such step corresponds to a path of length 4 in \( G(Q) \); hence the corresponding graph; we are going to find an odd cycle in \( G(Q) \).

**Lemma 3.** Suppose that a sphere \( S^2 \subset \mathbb{R}^3 \), \( r > \sqrt{\frac{1}{2}} \) has a proper coloring a finite number of colors. Then it has a point with the chromaticity at least 3.

**Proof.** Note that for \( r > \sqrt{\frac{1}{2}} \)
\[
\frac{\sqrt{4r^2 - 1}}{r} < 2r.
\]

The proof of the main result require technical statement on stability of circumscribed circle of a triangle with vertices of a form \( (0, 0, 0, b_1, \ldots, b_6) \) with respect to a shifts by vectors from the main subspace \( \mathbb{R}^3 \), i.e. vectors of type \( (p, q, r, 0, \ldots, 0) \). Such shifts will be called **orthogonal**. The next lemma will be applied for the case of \( S^2 \), but we prove it in the general case.
Lemma 4. Suppose that several points are chosen on $S^k$ so that minimal distance between two chosen points is $\Omega(m^{-2})$. Then there is the triangle $T$ which vertices are amongst the chosen points satisfying the following condition. Every orthogonal shift of it vertices by $O(m^{-3})$ causes change of radius $R$ of circumscribed circle of $T$ by $O(\frac{R}{m^2})$ and shift of its center by $O(\frac{R}{m})$.

Proof. Let us find a triangle $T_0$ from selected points with heights $\Omega(m^{-2})$. Assume the contrary, id est that there is no such triangle. Let us consider the maximum distance between these points; say, it is achieved between points $A$ and $B$. Then all other points should lie in the $o(m^{-2})$-neighborhood of the great circle $AB$ (any great circle $AB$, if the points $A$ and $B$ were diametrically opposite): indeed, otherwise the height from point $C$ to $AB$ is equal to $\Omega(m^{-2})$ and it is the smallest of the heights of triangle $ABC$, since points $A$ and $B$ were chosen at the maximum distance and $ABC$ is suitable for the role of $T_0$.

Let us consider the projections of the selected points onto the great circle $AB$ (they are uniquely determined). Since the pairwise distances between the selected points are equal to $\Omega(m^{-2})$, and the points lie in the $o(m^{-2})$-neighborhood of the great circle $AB$, the projections are separated from each other by at least by $\Omega(m^{-2})$. One of the arcs $AB$ contains the projection of at least $m_1 \geq m/2$ points. Let us number the points according to the projection on this arc $AB$; let $C$ be the point with the number $[m_1/2]$. Then $AC$ and $BC$ are equal to $\Omega(1/m)$. Let $O$ be the circumcenter of triangle $ABC$. Let us denote the lengths of the sides $AB$, $BC$, $AC$ by $c$, $a$, $b$, respectively; let the lengths of the heights be equal to $h_a$, $h_b$, $h_c$.

It is clear that $\angle ACB$ is the largest of the angles of triangle $ABC$ and

$$\angle ACB \leq \angle OCA + \angle OCB = \arccos \frac{b}{2R} + \arccos \frac{a}{2R} \leq 2 \arccos \frac{\Omega(1/m)}{2R},$$

since the triangles $ACO$ and $BCO$ are isosceles. Then

$$2 \arccos \frac{\Omega(1/m)}{2R} = \pi - \frac{\pi}{\frac{m}{R}}.$$ 

Therefore, $\sin \angle ACB = \sin (\pi - \angle ACB) = \Omega(1/m)$. Since $AB$ is the longest side, the height from point $C$ is the smallest. Then, since the sine of at least one of the angles $A$ and $B$ is also equal to $\Omega(1/m)$, the height from point $C$ is equal to $\Omega(1/m^2)$.

The triangle $T_0 = ABC$ has been found; let us show that it is suitable as $T$. Let us keep the notation for the parameters of the triangle $T_0$ introduced above. Let the shifted points be $A'$, $B'$ and $C'$. Let us denote by $\Delta q$ the change in the value of $q$ during the transition from $ABC$ to $A'B'C'$. Let us show that an orthogonal shift of the ends of the segment $y_1y_2$ by $O(m^{-3})$ changes (increases) the length of the segment $l$ by $O(m^{-6}q^{-1})$. Let us denote the shifted points $z_1$, $z_2$, respectively. Due to orthogonality, $(y_i - y_j, z_i - y_j) = 0$. The square of the new length is

$$(z_1 - z_2, z_1 - z_2) = \|(z_1 - y_1) + (y_1 - y_2) + (y_2 - z_2)\|^2 =$$

$$= (z_1 - y_1, z_1 - y_1) + (y_1 - y_2, y_1 - y_2) + (z_2 - y_2, z_2 - y_2) - 2(z_1 - y_1, z_2 - y_2);$$

That is, the difference in the squares of the lengths is estimated as

$$(z_1 - z_2, z_1 - z_2) - (y_1 - y_2, y_1 - y_2) = O(m^{-6}).$$

It remains to apply the difference of squares formula.

It turns out that $\Delta a = O(m^{-6}a^{-1})$, similarly for other sides. Let $H$ be the base of the height $CH$, since $AB$ is the greatest, $H$ belongs to the segment $AB$. Note that the length of the height $h_c$ cannot decrease, and on the other hand, the distance from the shifted vertex $C$ to the point that is projected into $H$ changes by no more than $O(m^{-6}h_c^{-1})$, and the length of the new height $h_c'$ does not exceed this distance. Let $S$ be the area of triangle $ABC$, then

$$\Delta S = O(c \Delta h_c + \Delta c \cdot h_c) = O(h_c m^{-6} c^{-1}) + O(cm^{-6} h^{-1}),$$

hence,

$$\frac{\Delta S}{S} = O(m^{-6} c^{-2}) + O(m^{-6} h^{-2}) = O(m^{-2}).$$

Using the well-known formula

$$R = \frac{abc}{4S},$$

we get

$$\Delta R = O \left( \max \left( \frac{\Delta a \cdot bc}{S}, \frac{\Delta b \cdot ac}{S}, \frac{\Delta c \cdot ab}{S}, \frac{abc \Delta S}{S^2} \right) \right) = O \left( \max \left( \frac{\Delta a}{a}, \frac{\Delta b}{b}, \frac{\Delta c}{c}, \frac{\Delta S}{S} \right) \right) = O \left( \frac{R}{m^2} \right),$$

which is what was required.

Let us limit the shift of the center of the circumscribed circle when changing along one coordinate. We showed above that the heights and sides of a triangle change slightly when the vertices are orthogonally shifted by $O(m^{-3})$, which means it will be possible to repeat the following estimate several times.
Let us consider three-dimensional Cartesian coordinates in which $C$ is the center, the plane $ABC$ is generated by the first two coordinates, and the latter corresponds to the infinitesimal shift. Then the normal to the plane $ABC$ has the form
\[ \vec{v}_1 = \vec{AC} \times \vec{BC} = (0, 0, 2S). \]

Then the normal to the plane $A'B'C'$ is equal to
\[ \vec{v}_2 = A'C' \times B'C' = (A_y B_z' - A'_y B'_y, A_x B'_z - A'_x B'_x, 2S). \]

Without loss of generality, $a \geq b$ and then $|A_x|, |B_x|, |A_y|, |B_y| \leq a$. Therefore $|A_y B_z' - A'_y B'_y|, |A_x B'_z - A'_x B'_x| = O(am^{-2})$. Recall that $S = 0.5ah_n = O(1)$, which implies $|A_y B_z' - A'_y B'_y|, |A_x B'_z - A'_x B'_x| = O(Sm^{-1})$. Let us estimate the angle $\phi$ between the planes $ACB$ and $A'B'C'$:
\[
\cos \phi = \frac{(v_1, v_2)}{\sqrt{(v_1, v_1) \cdot (v_2, v_2)}} = \frac{4S^3}{2S \cdot \sqrt{4S^2 + O(S^2 m^{-2})}} = 1 - O(m^{-2}), \quad \phi = O(m^{-1}).
\]

Consequently, the change in the center does not exceed $O(R \sin \phi) = O(R/m)$.

### 3 Proof of Theorem
Suppose the contrary. Let $C_i$ be a set of points $\mathbb{R}^n$ of color $i$, $1 \leq i \leq m$. Define
\[ C^*_i := \text{Int} \overline{C_i} \] (the closure of the interior of the closure).

Split every $C^*_i$ into connected components (with respect to the standard topology):
\[ C^*_i = \bigcup_{\alpha \in A_i} D_\alpha. \]

Put also $\{D_\alpha\} = \bigcup_{i=1}^{m} \bigcup_{\alpha \in A_i} D_\alpha$.

(i) **Sets $C^*_i$ cover $\mathbb{R}^n$.** Suppose the contrary, i.e. $\exists v : \forall i \ v \notin C^*_i$. Then there is an open ball $B(v; \eta)$ such that
\[ B(v; \eta) \cap C^*_i = \emptyset; \quad B(v; \eta) \subseteq \bigcup C_i. \]

Consider an arbitrary ball
\[ B^1 \subset B(v; \eta) \setminus \overline{C}_i. \]

Then $B^1$ cannot be a subset of $\overline{C}_i$, otherwise the intersection of the interior of $\overline{C}_i$ and $B(v; \eta)$ is nonempty. Define a sequence of balls
\[ B^{k+1} \subset B^k \setminus \overline{C}_k. \]

Note that points of $B^{m+1}$ do not belong to any $\overline{C}_i$, which is a contradiction.

(ii) **Suppose that a point $v \in T$ belongs to exactly $k$ sets $C^*_i$. Assume that $k \leq n$ (otherwise the chromaticity of $v$ is at least $n + 1$). Then for every $\mu_0 > 0$ there is $\mu < \mu_0$ such that the sphere $S(v; 1 - \mu)$ does not intersect at least one of those $k$ sets.**

We can assume without loss of generality that $v \in C^*_i$, $1 \leq i \leq k$. Suppose the contrary, i.e. there is such a $\mu_0 > 0$ that for every $\mu \in (0, \mu_0)$ holds
\[ S(v; 1 - \mu) \cap C^*_i \neq \emptyset, \quad 1 \leq i \leq k. \]

By the definition of $C^*_i$ any neighbourhood of an arbitrary point $x \in C^*_i$ contains a point from Int $\overline{C}_i$. Hence, the set
\[ \mathcal{M}_0 := \{ \mu \in (0, \mu_0) \mid \exists S(v; 1 - \mu) \cap \text{Int} \overline{C}_i = \emptyset \} \]

is closed and nowhere dense.

Fix some $\mu \in (0, \mu_0) \setminus \mathcal{M}_0$. One may choose points $x_1, \ldots, x_k$ in such a way that
\[ x_i \in S(v; 1 - \mu) \cap \text{Int} \overline{C}_i, \quad 1 \leq i \leq k; \]
and $\{v, x_1, \ldots, x_k\}$ are in a general position (i.e. all the simplices are non-degenerate). Consider any $\eta > 0$ such that $B(x_i; \eta) \subseteq C^*_i$, $1 \leq i \leq k$. Put
\[ z \in B(0; \eta); \quad y_i = x_i + z. \]
Define

\[ w_0 = \phi(x_1, \ldots, x_k) := \operatorname{Arg min}_{u \in U} \| u - v \|, \quad U = \bigcap_{1 \leq i \leq k} S(y_i; 1), \]

\[ w_1 = \phi(y_1, \ldots, y_k). \]

By the construction the color of \( w_1 \) differs from the colors of \( y_1, \ldots, y_k \).

In a small neighbourhood of \( \{ y_i \} \) function \( w(\cdot) \) is properly defined and continuous. Choose points \( y'_i \in C_i, \ 1 \leq i \leq k \), for which exists \( w_2 = \phi(y'_1, \ldots, y'_k) \). Then

\[ w_2 \in \bigcup_{j=k+1}^m C_j. \]

At the same time the quantity

\[ \delta(y'_1, \ldots, y'_k) = \max_{1 \leq i \leq k} \| y'_i - y_i \| \]

can be chosen arbitrarily small and hence

\[ w_1 \in \bigcup_{j=k+1}^m \overline{C_j}. \]

Since \( z \in B(0; \eta) \) was chosen arbitrarily

\[ B(w; \eta) \subset \bigcup_{j=k+1}^m \overline{C_j}. \]

Hence an arbitrary neighbourhood of \( w_0 \) has an inner point of at least one set \( \overline{C_j}, k+1 \leq j \leq m \), so \( w_0 \in C_j^* \) for some \( j \). Note that \( w_0 = \phi(y_1, \ldots, y_k) \to v \) with \( \mu \to 0 \), thus \( v \) belongs to at least one of sets \( C_j^* \), \( k+1 \leq j \leq m \), which contradicts to the initial assumption.

**iii** There is a cover of \( T \) by sets from \( \{ D_\alpha \} \), such that every set from the cover is contained in a closed unit ball. By (ii) every point is covered by at least one set that satisfies the condition. Axiom of choice finishes the proof of the item. For every color \( i \) denote by \( \{ D^{(i)}_\beta \} \) the chosen sets.

**iv** There is a finite cover of \( T \) by closed sets \( D'_{ik}, 1 \leq i \leq m, 1 \leq k \leq K_i \), such that every set from the cover is the union of some sets from \( \{ D_\alpha \} \) and also is contained in a closed unit ball.

For every \( i, 1 \leq i \leq m \) consider a sequence \( v^i_1, v^i_2, \ldots \in \bigcup D^{(i)}_\beta \) such that

\[ \gamma(u^i_j) = i; \]

\[ v^i_{s+1} \in \bigcup_{1 \leq j \leq s} B(v^i_j; 1). \]
Let the sequence be maximal (with respect to inclusion). The pairwise distances $v^i_j$, $j = 1, 2, \ldots$ are at least 1, so the sequence is finite because $T$ is bounded. Now let us define

$$D'_{ik} = B(v^i_k; 1) \cap \left( \bigcup_{j \neq k} D^{(j)}_b \right) \setminus \bigcup_{1 \leq j \leq k-1} D'_{ij}.$$ 

Every set $D'_{ik}$ is separated from other connected components of $C^*_i$ by a neighbourhood of a sphere, without points from $C^*_i$ (see Fig. 3). Thus these sets are closed.

"Figure 3: Illustration to item (iv). The construction of sets $D'_{ik}$"

Come back to the main construction and note that every set $D'_{ik}$ cannot intersect every face of simplex $T$, because it is contained in an open unit ball while the inner radius of $T$ is equal to 1. Split the cover $D' = \bigcup_i \{D'_{ik}\}$ into $n+1$ subfamilies, in the way that every set subfamily consists of sets that do not intersect a face of $T$. Clearly there is a bijection between subfamilies and the vertices of $T$. Let $X_i$, $i = 1, \ldots, n+1$ be the unions of sets over corresponding subfamilies. By Lemma 1, sets $X_i$ have a common point $x_*$, and thus an arbitrary neighbourhood of $x_*$ intersects with at least $n+1$ sets from $\{D_\alpha\}$. They belong to at least $n+1$ different $\{C^*_i\}$, because $\{D_\alpha\}$ are connected components. Hence, $x^*$ has the chromaticity at least $n+1$.

### 4 Proof of the main result

#### Outline of the proof.

Suppose the contrary to the statement. First, we find points $v_1, v_2, v_3, v_4$ of different colors, such that the intersection $I$ of attached sphere $S(v_1, v_2, v_3, v_4; 1)$ and the slice contains 2-equator $S^2$ of the sphere and we also require the radius of the sphere to be close to 1.

Then $I$ is close (in the sense of Hausdorff distance) to $S^2_{1-\eta} \times [0, \varepsilon]^3$, where $\eta$ is small enough. Then one can follow the arguments from [8], that were applied in the case of 2-dimensional slices. Note that the sets of colors of $I$ and $\{v_1, v_2, v_3, v_4\}$ are disjoint.

Let us find points $v_5, v_6, v_7 \in I$, such that an equator of the corresponding attached sphere belongs to the slice. The attached sphere of $v_1, \ldots, v_7$ has an equator belonging to the slice, so the intersection of $v_1, \ldots, v_7$ contains a spherical neighbourhood of a circle. It requires 3 additional colors in addition to the colors of points $v_1, \ldots, v_7$.

#### Step 1. Finding of points $v_1, v_2, v_3, v_4$, which attached sphere has the radius closed to 1 and the great circle belonging to the slice.

This requires the 3-dimensional subspace $U$ spanned by $v_1, v_2, v_3, v_4$, to be “almost orthogonal” to the main subspace $\mathbb{R}^3$, and the circumradius of the simplex $v_1 v_2 v_3 v_4$ in $U$ to be small enough.

Consider the standard Cartesian coordinate system in slice $\mathbb{R}^3 \times [0, \varepsilon]^6$:

$$v = (x_1, x_2, x_3, \ldots, y_6), \quad x_i \in \mathbb{R}, \quad y_i \in [0, \varepsilon].$$

For a given point $v = (x_1, x_2, x_3, y_1, \ldots, y_6)$ define projections

$$p_R(v) = (x_1, x_2, x_3, 0, \ldots, 0) \quad \text{and} \quad p_\varepsilon(v) = (0, 0, 0, y_1, \ldots, y_6).$$

Consider sphere $S := S^5_\varepsilon$ of the radius $\varepsilon_1 < \varepsilon/2$ centered at $(0, 0, 0, \varepsilon/2, \varepsilon/2, \ldots, \varepsilon/2)$; note that $S \subset (0, 0, 0) \times [0, \varepsilon]^6$. Let $T \subset \mathbb{R}^3$ be an arbitrary regular tetrahedron with the edge length $2\sqrt{6}$ and the center at the origin and $u$ be an arbitrary point of sphere $S$. By Lemma 3, every set $T \times \{u\} \subset T \times S$ has a point with chromaticity at least 4.
Fix the parameters \( \delta, h > 0 \), which values will be chosen later.

Consider a set of points \( U = \{u_1, \ldots, u_m\} \subset S \) such that \( \|u_i - u_j\| \geq \delta, i \neq j \) and \( m \) is maximal. Obviously \( m = \Omega(\delta^{-5}) \).

Match every point \( u_i \in U \) with an arbitrary point \( u_i^* \in T \times \{u_i\} \) with chromaticity at least 4.

Consider how \( T \) is cut by a cubic mesh with edge length \( h \):

\[
T_{i,j,k} := \bigcup_{i,j,k} T \cap Z_{i,j,k} \quad \text{and} \quad Z_{i,j,k} := [ih, (i+1)h) \times [jh, (j+1)h) \times [kh, (k+1)h),
\]

where \( i, j, k \) are integers. Since \( T \subset \mathbb{R}^3 \) is bounded, one has

\[
\#\{(i, j, k) : T \cap Z_{i,j,k} \neq \emptyset\} = O(h^{-3}).
\]

Consider points \( w_i = p_R(u_i^*) \in T \). Put \( h = \delta^{3/2} \). There is a cell \( T_{a,b,c} \) such that it contains at least

\[
m = \frac{\Omega(\delta^{-5})}{O(\delta^{-9/2})} = \Omega\left(\delta^{-\frac{3}{2}}\right)
\]

points from \( \{w_i\} \). Note that \( h = O(m^{-3}) \), \( \delta = O(m^{-2}) \) and

\[
diam T_{a,b,c} \leq \sqrt{3}h = \sqrt{3}\delta^{3/2} = O(m^{-3}).
\]

Now apply Lemma \([4]\) for these \( m \) points. It gives a triangle \( T = u_1w_2w_3 \) such that its arbitrary small orthogonal shift, in particular the triangle \( u_1^*u_2^*u_3^* \) has circumradius at most \((1/4 + O(m^{-2}))\varepsilon\) and its circumcircle \( \omega \) belongs to the slice. Let us construct a (five-dimensional) sphere \( S^* \) on \( \omega \) as the diameter and choose \( v_4 \) as the most distant point from the plane \( u_1^*u_2^*u_3^* \) on the sphere \( S^* \). Then the simplex \( u_1^*u_2^*u_3^*v_4 \) is a non-degenerate simplex whose circumscribed sphere belongs to the interior of the slice.

It remains to choose in arbitrarily small neighborhoods of the points \( u_1^*, u_2^* \) and \( u_3^* \) the points \( v_1, v_2 \) and \( v_3 \), respectively, in such a way that the points \( v_1, v_2, v_3 \) and \( v_4 \) have pairwise different colors.

**Step 2.** Finding in sphere \( S(v_1, v_2, v_3, v_4; 1) \) points \( v_5, v_6, v_7 \) of different colors such that attached (2-dimensional) sphere \( S(v_1, \ldots, v_7; 1) \) has a 2-equator belonging to the slice. Note that \( S(v_1, \ldots, v_7, 1) \) is the intersection of \( S(v_1, v_2, v_3, v_4; 1) \) and \( S(v_5, v_6, v_7; 1) \). A proper choice of \( \varepsilon_1, h \) makes radii of the spheres and the distance between its centers close to 1. Then the radius of \( S(v_1, \ldots, v_7, 1) \) tends to \( \frac{\sqrt{3}}{2} > \frac{1}{2} \).

Suppose the intersection of an attached sphere with the slice

\[
M := S(v_1, v_2, v_3, v_4; 1) \cap \mathbb{R}^3 \times [0, \varepsilon]^6 = S_{1-\varepsilon}^5 \cap \mathbb{R}^3 \times [0, \varepsilon]^6
\]
is properly colored and the equator $M_E = S_{1-\eta}^9$ belongs to the slice.

Let $H \subset \mathbb{R}^9$ be the 6-dimensional subspace containing $S_{1-\eta}^5$. Consider a coordinates in $H$ such that $M_E$ belongs to the subspace spanned by the first 3 coordinates. For every point $u \in M_E$, $u = (u_1, u_2, u_3, 0, 0, 0)$ consider a sphere

$$S^2(u; \nu) = \{ \sqrt{1-\nu^2}u + \xi \mid \xi = (0, 0, 0, \xi_4, \xi_5, \xi_6); \|\xi\| = \nu \}.$$ 

Note that $S^2(u; \nu)$ is a subset of $M$ when $\nu$ is small enough.

For every $u$ consider the following regular pentagon belonging to $S^2(u; \nu)$:

$$w_{u,k} = \left( u_1, u_2, u_3, \cos \frac{2\pi k}{5} \nu, \sin \frac{2\pi k}{5} \nu, 0 \right), \quad k = 1, \ldots, 5.$$ 

Let $u$ be a point. If one can find among $w_{u,1}, \ldots, w_{u,5}$ points of three different colors, then they can be taken as $v_5, v_6, v_7$. Otherwise vertices of every pentagon are colored in at most 2 different colors, i.e. there is a color with at least three representatives. Call this color dominating at $u$.

Consider an auxiliary coloring $\pi$ in which every point of $M_E$ has its dominating color. Let us show that $\pi$ is proper. Indeed if the distance between $p, q \in M_E$ is equal to 1, then $\|w_{p,k} - w_{q,k}\| = 1$ for every $k$, so by the pigeonhole principle dominating colors at $p$ and $q$ are different.

By Lemma 2 sphere $M_E$ has a point $u^*$ with chromaticity at least 3, i.e. an arbitrary neighbourhood of $u^*$ has three points of different dominating colors. Then one may choose from corresponding pentagons 3 points of different colors in a way that chosen points lie in three small neighbourhoods of points $w_{u^*,1}, \ldots, w_{u^*,5}$. Every triangle with vertices in these points is non-degenerate, and has sides of length at least $\nu$.

**Step 3.** Recall that every point from $v_1, v_2, v_3, v_4$ and every point from $v_5, v_6, v_7$ lie at the distance 1 apart. Moreover, $v_1, v_2, v_3, v_4$ have pairwise different colors; the same holds for $v_5, v_6, v_7$. Moreover, by Lemma 2 (applied to equator that lies in the slice) the intersection of attached sphere $S(v_1, \ldots, v_7; 1)$ and the slice has the chromatic number at least 3. Hence we show that a proper coloring of the slice requires at least $4+3+3=10$ colors, as desired.

## 5 Proof of Proposition 1

Consider the following 4 points in $\mathbb{Q}^2 \times [0, \varepsilon]^2$:

$$A = (0, 0, 0, 0),$$

$$B = (q, \frac{1}{2}, \alpha, \beta),$$

$$C = (q, -\frac{1}{2}, \alpha, \beta),$$

$$D = (2q, 0, 0, 0).$$

So we have

$$|AB|^2 = |AC|^2 = |BD|^2 = |CD|^2 = q^2 + \frac{1}{4} + \alpha^2 + \beta^2.$$ 

Our goal is to choose numbers $q \in \mathbb{Q}$ and $\alpha, \beta \in [0, \varepsilon]_{\mathbb{Q}}$ such that expression (1) is equal to 1. Let $q = a/2b$, where $a$ and $b$ are some integers. Then we need

$$\alpha^2 + \beta^2 = \frac{3}{4} - \frac{a^2}{(2b)^2} = \frac{3b^2 - a^2}{4b^2}.$$ 

It is enough for $(a, b)$ to satisfy

$$3b^2 - a^2 = 2,$$ 

(2)

so if $b$ is large enough, we can put $\alpha = \beta = \frac{1}{2b}$.

Let us construct a series of solutions to (2) as follows. Given the solution $(a_n, b_n)$, we build next pair as

$$(a_{n+1}, b_{n+1}) = (7a_n + 12b_n, 4a_n + 7b_n).$$ 

(3)

One can check that $(a_{n+1}, b_{n+1})$ is a solution to (2) by straightforward computation and use of assumption that so is $(a_n, b_n)$. Now by taking $(a_0, b_0) = (1, 1)$ we get an infinite sequence of solutions with $b_n$ strictly increasing without limit. So for any given $\varepsilon$ there is some $n_\varepsilon$ such that for $n > n_\varepsilon$,

$$\frac{3b_n^2 - a_n^2}{4b_n^2} = \frac{1}{2b_n^2} < 2\varepsilon^2,$$

which implies $1/2b < \varepsilon$.

Now we are going to find such integers $x$ and $y$ that

$$x \cdot \frac{a_n}{b_n} + y \cdot \frac{a_{n+1}}{b_{n+1}} = 1$$

for all $n$. To do so we need

$$a_n + dyb_n = b_{n+1}.$$ 

(4)

We represent in the form $a_n + dyb_n = b_{n+1}$ to find such values $x$ and $y$.
or  

\[ x \cdot a_n b_{n+1} + y \cdot a_{n+1} b_n = b_n b_{n+1}. \]

So existence of such \( x \) and \( y \) is equivalent to

\[ \gcd(a_n b_{n+1}, a_{n+1} b_n) | b_n b_{n+1}. \]

It is sufficient to show that \( \gcd(\ldots) = 1 \):

\[ \gcd(a_n b_{n+1}, a_{n+1} b_n) | (a_n b_{n+1} - a_{n+1} b_n), \]

\[ a_n b_{n+1} - a_{n+1} b_n = a_n(4a_n + 7b_n) - b_n(7a_n + 12b_n) = 4a_n^2 - 12b_n^2 = -4(3b_n^2 - a_n^2) = -8. \]

And from [3] it is clear that

\[ a_{n+1} \equiv a_n \equiv \ldots \equiv a_0 = 1 \quad (\text{mod } 2), \]

\[ b_{n+1} \equiv b_n \equiv \ldots \equiv b_0 = 1 \quad (\text{mod } 2). \]

So \( \gcd(\ldots) = 1 \) as required.

Finally, let \( \chi(Q^2 \times [0, \varepsilon \frac{1}{2}]) = 3 \). Then points \( A \) and \( D \) have the same color. Hence, each point at the distance \( k \cdot a_n/b_n + l \cdot a_{n+1}/b_{n+1} \) (where \( 1/2b_n^2 < 2 \varepsilon^2 \) and \( k, l \) are integers) from 0 has the same color. Taking \( k = x \) and \( l = y \), one can obtain that \((1, 0, 0, 0)\) has the same color. A contradiction.

**Note 1.** Recursion formula [3] was obtained the following way. Consider a ring \( \mathbb{Z} \sqrt{3} \). It has the norm

\[ N(a + b \sqrt{3}) = (a + b \sqrt{3})(a - b \sqrt{3}) = a^2 - 3b^2. \]

Then [2] transforms to an equation \( N(\alpha) = -2 \). Norm is multiplicative: \( N(\alpha \beta) = N(\alpha) N(\beta) \) for any \( \alpha, \beta \in \mathbb{Z} \sqrt{3} \). So if \( N(\alpha) = -2 \) and \( N(\zeta) = 1 \), then \( N(\alpha \zeta) = -2 \). For [3] one can take \( \zeta = 7 + 4 \sqrt{3} \).

### 6 Further questions

**Problem 1.** Let \( \mathcal{M}_n \) be a family of compact convex set \( \mathbb{R}^n \) such that a proper coloring of any \( \mathbb{R}^n \) have a point of chromaticity at least \( n + 1 \) in every \( M \in \mathcal{M}_n \). Evaluate \( V_n^* = \inf_{M \in \mathcal{M}_n} \text{Vol } M \) from above.

Theorem [3] gives the bound \( V_n^* \leq \frac{\sqrt{n+1}}{n! \sqrt{2}} \cdot \left(\sqrt{2n(n+1)}\right)^n = \frac{\sqrt{n(n+1)^{n+1}}}{n!} \).
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