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Abstract

We present a Green’s function formulation of the quantum defect embedding theory (QDET) where a double counting scheme is rigorously derived within the $G_0W_0$ approximation. We then show the robustness of our methodology by applying the theory with the newly derived scheme to several defects in diamond. Additionally, we discuss a strategy to obtain converged results as a function of the size and composition of the active space. Our results show that QDET is a promising approach to investigate strongly correlated states of defects in solids.

1 Introduction

Electronic structure calculations of solids and molecules rely on the solution of approximate forms of the Schrödinger equation, for example using density functional theory,1–6
many-body perturbation theory,\textsuperscript{7–9} or quantum chemistry methods\textsuperscript{10–12} and, in some cases, quantum Monte Carlo.\textsuperscript{8} Employing theoretical approximations is almost always necessary, as the solution of the electronic structure problem using the full many-body Hamiltonian of the system is still prohibitive, from a computational standpoint, for most molecules and solids, even in the case of the time independent Schröedinger equation.

Interestingly, there are important problems in condensed matter physics, materials science and chemistry for which a specific region of interest may be identified, a so-called active region, surrounded by a host medium, and for which the electronic structure problem can be solved at a high level of theory, for example, by exact diagonalization. An active region may be associated, for instance, to point defects in materials, active site of catalysts or nanoparticles embedded in soft or hard matrices. All of these problems may then be addressed using embedding theories\textsuperscript{13–15} which separate the electronic structure problem of the active region from that of the host environment. Each part of the system is described at the quantum-mechanical level,\textsuperscript{13} at variance with quantum embedding models, e.g. QM/MM, where only the active space or region is described with quantum-mechanical methods, while the environment is treated classically.\textsuperscript{16,17}

Several embedding techniques have been proposed in the literature in recent years, which may be classified by the level of theory chosen to describe the different portions of the system. Density-based theories encompass density-functional-theory embedding in-density-functional-theory (DFT-in-DFT) and wavefunction embedding in-DFT (WF-in-DFT).\textsuperscript{18–20} In these schemes the environment is described within DFT and the active region with a level of DFT higher than that adopted for the environment or with quantum-chemical, wavefunction based methods. Density-matrix embedding theory (DMET)\textsuperscript{21–27} employs instead the density matrix of the system to define an embedding protocol. Finally, Green’s (\(G\)) function-based quantum embedding methods include the self-energy embedding\textsuperscript{28–30}, dynamical mean field (DMFT)\textsuperscript{31–35} and the quantum defect embedding theories (QDET).\textsuperscript{15,36,37}

QDET is a theory we have recently proposed for the calculation of defect properties in
solids, with the goal of computing strongly correlated states which may not be accurately obtained using mean field theories, such as DFT, when using large supercells. However, the applicability of the theory is not restricted to defects in solids and QDET may be used to study, in general, a small guest region embedded in a large host condensed system. Similar to all Green’s function based methods, in QDET the active space is defined by a set of single-particle electronic states. The set includes the states localized in proximity of the defect or impurity and, in some cases, contains additional single-particle orbitals.

The embedding protocol used in QDET leads to a delicate problem that many embedding theories have in common, at least conceptually: the presence of “double counting” terms in the effective Hamiltonian of the active regions. These are terms that are computed both at the level of theory chosen for the active region and at the lower level chosen for the environment. Hence corrections (often called double counting corrections) are required to restore the accuracy of the effective Hamiltonian.

In the original formulation of QDET presented in Ref. 37, we adopted an approximate double counting correction based on Hartree-Fock theory. Here we present a more rigorous derivation of QDET based on Green’s functions and we derive a double counting correction that is exact within the $G_0W_0$ approximation and when retardation effects are neglected. We call this correction EDC@$G_0W_0$ (exact double counting at $G_0W_0$ level of theory). We then apply QDET with the EDC@$G_0W_0$ scheme to several spin defects in solids and we present a strategy to systematically converge the results as a function of the composition and size of the active space. Finally we show that using the EDC@$G_0W_0$, we obtain results for the electronic structure of spin defects consistent with experiments and in good agreement with results obtained with other embedding theories.\textsuperscript{38}

The rest of the paper is organized as follows. Section 2 presents the formulation of QDET and Section 3 its implementation. Our results are presented in Section 4 and conclusions in Section 5.
2 Formulation of quantum defect embedding theory (QDET)

In Ref. 36,37 we introduced the Quantum Defect Embedding Theory (QDET), an embedding scheme that describes a condensed system where the electronic excitations of interest occur within a small subspace (denoted as the active space \( A \)) of the full Hilbert space of the system. The formulation is based on the description of the system using periodic DFT and assumes that the interaction between active regions belonging to periodic replicas may be neglected (i.e., the dilute limit). We summarize below the original formulation of the QDET method, including the approximate double counting scheme used in Ref. 36,37. We then present a Green’s function formulation of QDET which enables the definition of an improved correction to the double counting scheme originally adopted, which is exact within the \( G_0W_0 \) approximation.

In QDET an active space is defined as the space spanned by an orthogonal set of functions \( \{ \zeta_i \} \), for instance, selected eigenstates of the Kohn-Sham (KS) Hamiltonian describing a solid, or localized functions, e.g., Wannier orbitals constructed from Kohn-Sham eigenstates through a unitary transformation. Within the Born-Oppenheimer and nonrelativistic approximations, the many-body effective Hamiltonian of a system of interacting electrons within a given active space takes the following form:

\[
H^{\text{eff}} = \sum_{ij} t^{\text{eff}}_{ij} a_i^\dagger a_j + \sum_{ijkl} v^{\text{eff}}_{ijkl} a_i^\dagger a_j^\dagger a_l a_k,
\]

where \( t^{\text{eff}} \) and \( v^{\text{eff}} \) are one- and two-body terms that include the influence of the environment on the chosen active space. In QDET, these terms are determined by first carrying out a mean-field calculation of the full solid using, e.g., DFT. Once the KS eigenstates and eigenvalues of the full system are obtained, the two-body terms \( v^{\text{eff}} \) are computed as the
matrix elements of the partially screened static Coulomb potential $W^R_0$, i.e.,

$$v_{ijkl}^{\text{eff}} = \left[ W^R_0 \right]_{ijkl} := \int dx dx' \zeta_i(x) \zeta_k(x) W^R_0(x, x'; \omega = 0) \zeta_j(x') \zeta_l(x').$$  \hfill (2)

The term $W^R_0$ in Eq. 2 is obtained by screening the bare Coulomb potential $v$ with the reduced polarizability $P^R_0$, defined by the following equation:

$$W^R_0 = v + v P^R_0 W^R_0.$$  \hfill (3)

The reduced polarizability may be obtained by subtracting from the total irreducible polarizability of the periodic system the contribution from the active space, namely $P^R_0 = P_0 - P^A_0$. Within the Random-Phase Approximation (RPA), the active space polarizability $P^A_0$ is given by

$$P^A_0(x_1, x_2; \omega) = \sum_{\text{occ}}^{i} \sum_{\text{unocc}}^{j} \left( f^A \psi^{KS}_i(x_1) \right) \left( f^A \psi^{KS}_j(x_1) \right) \left( f^A \psi^{KS}_j(x_2) \right) \left( f^A \psi^{KS}_i(x_2) \right) \times \left( \frac{1}{\omega - (\epsilon^{KS}_j - \epsilon^{KS}_i) + i\eta} + \frac{1}{\omega + (\epsilon^{KS}_j - \epsilon^{KS}_i) - i\eta} \right),$$  \hfill (4)

where $\psi^{KS}_i$ and $\epsilon^{KS}_i$ are the Kohn-Sham eigenfunctions and -values, respectively and “occ” and “unocc” denote sums over occupied and empty states, respectively. Here, we have introduced the projector $f^A = \sum_i^{A} \left| \zeta_i \rightangle \left\langle \zeta_i \right|$ on the active space. An expression of the total irreducible polarizability may be obtained by omitting the projectors $f^A$ on the RHS of Eq. 4. In Refs. 36,37 we proposed an efficient implementation of Eq. 4 that does not require any explicit summation over unoccupied states, thus enabling the application of QDET to large systems.

The definition of $v^{\text{eff}}$ given above includes contributions to the Hartree and exchange correlation energies that are also included in the DFT calculations for the whole solid, i.e., it contains so-called double counting (dc) terms. The latter are subtracted (that is corrections...
to double counting contributions are applied) when defining the one-body terms $t^{\text{eff}}$,

$$ t^{\text{eff}}_{ij} = H_{ij}^{\text{KS}} - t^{\text{dc}}_{ij}, $$

(5)

where $H^{\text{KS}}$ is the Kohn-Sham Hamiltonian.

### 2.1 QDET based on density functional theory

In previous applications of QDET, the double counting term $t^{\text{dc}}$ was approximated, since within a DFT formulation of the theory, one cannot define an explicit expression for the exchange and correlation potential for a subset of electronic states. Therefore, an approximate form of $t^{\text{dc}}$ inspired by Hartree-Fock was used, given by:

$$ t^{\text{dc}}_{ij} \approx \sum_{kl} \left( [W_{0}^{R}(\omega = 0)]_{ikjl} - [W_{0}^{R}(\omega = 0)]_{ijkl} \right) \rho_{kl}^{A}, $$

(6)

where the reduced density matrix of the active space $A$ is given by $\rho_{ij}^{A} = \sum_{k}^{\text{occ}} \langle \zeta_{i} | \psi_{k} \rangle \langle \psi_{k} | \zeta_{j} \rangle$.

Once the terms in the Hamiltonian of Eq. 1 are defined, the electronic structure of the correlated states in the active space $A$ is obtained from an exact diagonalization procedure, using the full configuration interaction (FCI) method.

We note that within Hartree-Fock theory, the expression of $t^{\text{dc}}$, where $v$ replaces $W_{0}^{R}$ on the RHS of Eq. 6, is exact; however Eq. 6 turns out to be an approximate expression when used within DFT. While QDET with an approximate double counting scheme has been successfully applied to a range of defects in diamond and SiC, the influence of the approximation used for $t^{\text{dc}}$ deserves further scrutiny. Most importantly, a formulation without double counting approximations is desirable.

In the next section, we present a Green’s function formulation of QDET and we derive an analytical expression for $t^{\text{eff}}$ that in turns leads to an expression for the double counting term $t^{\text{dc}}$ which is exact within the $G_{0}W_{0}$ approximation.
2.2 Green’s function formulation of QDET

Instead of starting by a DFT formulation, we describe the interacting electrons in a solid by defining the one-body Green’s function $G$ and the screened Coulomb potential $W$. The reason to introduce a Green’s function description stems from the fact that the self-energy $\Sigma$ and its irreducible polarizability $P$ can be written as sums of contributions from different portions of the entire system. The basic equations relating $G$, $W$, $\Sigma$ and $P$ are:

\[
G^{-1} = g^{-1} - \Sigma, \tag{7}
\]
\[
W^{-1} = v^{-1} - P, \tag{8}
\]

where $v$ is the bare Coulomb potential; the bare Green’s function $g = (\omega - h)^{-1}$ with $h = -\frac{1}{2}\nabla^2 + v_{\text{ion}}$, where $v_{\text{ion}}$ is the electrostatic potential of the nuclei.

We chose two different levels of theory to describe different portions of the system, namely we describe the active space with a so-called higher level theory (high) than that applied to the whole system (low). We write the self-energy and polarizability of the whole system as:

\[
\Sigma = \Sigma^{\text{low}} + (\Sigma^{\text{high}} - \Sigma^{\text{dc}})_A, \tag{9}
\]
\[
P = P^{\text{low}} + (P^{\text{high}} - P^{\text{dc}})_A. \tag{10}
\]

Here, we introduced the double counting terms $\Sigma^{\text{dc}}$ and $P^{\text{dc}}$ that correct for the contributions to the self-energy and polarizability of the active space $A$, which are included both in the high- and low-level descriptions of $A$. The terms with subscript $A$ in Eqs. 9 and 10 are defined in the subspace $A$. Inserting Eqs. 9 and 10 into Eq. 7 and 8, respectively, leads to

\[
G^{-1} = \left[G^R\right]^{-1} - \Sigma^{\text{high}}_A, \tag{11}
\]
\[
W^{-1} = \left[W^R\right]^{-1} - P^{\text{high}}_A, \tag{12}
\]
where we have defined the renormalized Green’s function \( G^R \) and partially screened potential \( W^R \) as:

\[
\begin{align*}
[G^R]^{-1} &= g^{-1} - \Sigma_{\text{low}} + \Sigma_{\text{dc}} \\
[W^R]^{-1} &= v^{-1} - P_{\text{low}} + P_{\text{dc}}.
\end{align*}
\]

(13)

(14)

Comparing Eq. 11 and 12 with Eq. 7 and 8, we find that the problem of determining \( G \) and \( W \) for the total system \( A + E \) has been simplified: only a solution with the high-level method within \( A \) is necessary to obtain \( G \) and \( W \). To obtain such solution, the bare Green’s function \( g \) and bare Coulomb potential \( v \) should be replaced by their renormalized counterparts \( G^R \) and \( W^R \), respectively. We now turn to derive expressions for \( \Sigma_{\text{low}} \) and \( P_{\text{low}} \), and \( \Sigma_{\text{high}} \) and \( P_{\text{high}} \), which will then allow for the definition of all terms entering the effective Hamiltonian of the active space.

### 2.2.1 Effective Hamiltonian

Under the assumption that retardation effects may be neglected, \( i.e. \), assuming that one- and two-body interactions within \( A \) are instantaneous, we can derive a simple equation relating \( G^R \) and \( W^R \) and the parameters of the effective Hamiltonian in Eq. 1. In the absence of retardation effects, the effective Green’s function \( G^R \) is given by the Lehmann representation and we have:

\[
G^R(\omega) \approx [\omega - t^{\text{eff}}]^{-1}.
\]

(15)

Note that the validity of this equation rests on the assumption that the non-diagonal terms of the self-energy coupling the active space and the environment are negligible, \( i.e. \) \( (\Sigma_{\text{low}})_{AE} = 0 \). Eq. 15 defines the one-body terms \( t^{\text{eff}} \) of Eq. 1. To derive the two-body terms, we neglect the frequency dependence of the screened Coulomb interaction and write:

\[
v_{ijkt}^{\text{eff}} \approx \int dxdx' \zeta_i(x)\zeta_k(x)W^R(x, x', \omega = 0)\zeta_j(x')\zeta_l(x').
\]

(16)
We note that the static approximation of the screened Coulomb interaction is commonly employed to calculate neutral excitations in solids and molecules within many-body perturbation theory (MBPT), and it has been shown to yield neutral excitations in a wide range of materials with excellent accuracy. In order to obtain the expressions of $t^{\text{eff}}$ and $v^{\text{eff}}$ for which an analytic expression of $t^{\text{dc}}$ can be derived, we turn to the $G_0W_0$ approximation, which we use as low level of theory for the entire system. Such a choice of low-level theory enables the separation of the self-energy as required by Eq. 9.

### 2.2.2 $G_0W_0$ approximation as low-level theory

We use the $G_0W_0$ approximation and write $\Sigma^{\text{low}} = \Sigma^{G_0W_0}$ with

$$\Sigma^{G_0W_0} = V_H + \Sigma_{xc} = v\rho + iG_0W_0.$$  \hspace{1cm} (17)

(See SI for additional details). We evaluate the Green’s function $G_0$ using the KS Hamiltonian, i.e.,

$$G_0(\omega) = (\omega - H_{\text{KS}})^{-1}. \hspace{1cm} (18)$$

The screened Coulomb potential is obtained as $W_0^{-1} = v^{-1} - P_0$, with

$$P_0 = -iG_0G_0. \hspace{1cm} (19)$$

### 2.2.3 Double counting correction

To derive the double counting terms $\Sigma^{\text{dc}}$ and $P^{\text{dc}}$, we require that the chain rule be satisfied, i.e., that when using the low-level of theory to describe both the total system ($A+E$) and the active space ($A$), the total self-energy and the total polarizability on the LHS of Eq. 9 and 10 are the same as $\Sigma^{\text{low}}$ and $P^{\text{low}}$, respectively. This requirement implies that $\Sigma^{\text{dc}}$ and $P^{\text{dc}}$ coincide with the self-energy and the polarizability derived from the effective Hamiltonian expressed at the low-level of theory. Within the $G_0W_0$ approximation, this requirement leads
to the following expressions

\[ \Sigma^{dc} = \Sigma^{eff} G_0 W_0 \]  \hspace{1cm} (20)

\[ P^{dc} = P_0^{eff} . \]  \hspace{1cm} (21)

Here the superscript ‘eff’ indicates that the the self-energy and polarizabilities are computed for \( H^{eff} \); these quantities are different from the corresponding ones evaluated for \( H \) projected onto \( A \). The double counting contribution to the polarizability, \( P^{dc} \), is obtained with Eq. 19 after restricting the Green’s function to \( A \), i.e.,

\[ P^{dc} = P_0^A = -i G_0^A G_0^A , \]  \hspace{1cm} (22)

with \( G_0^A = f^A G_0 f^A \). Eq. 14 and 22 allow us to determine the partially screened Coulomb potential \( W_0^R \) as

\[ [W_0^R]^{-1} = v_0^{-1} - (G_0^A G_0^R + G_0^R G_0^A + G_0^R G_0^R) = v_0^{-1} - P_0^R , \]  \hspace{1cm} (23)

where we have defined the reduced Kohn-Sham Green’s function \( G_0^R = G_0 - G_0^A \). The matrix elements of \( W_0^R \) thus enter the definition of the two-body terms of the effective Hamiltonian. Hence we have shown that by framing QDET within the context of Green’s embedding theories we recover Eq. 3.

Similar to the derivation of \( P^{dc} \), the double counting contribution to the self-energy, \( \Sigma^{dc} \), is given by the \( G_0 W_0 \) self-energy associated to \( H^{eff} \), i.e., \( \Sigma^{eff}_{G_0 W_0} = v^{eff} \rho^A + i G_0^A W_0^{eff} \), where \( v^{eff} = W^R \), \( \rho^{eff} = \rho^A \), \( G_0^{eff} = G_0^A \), and \( W_0^{eff} = W_0 \) (the derivation is reported in Sec. 2 of the SI). The final result reads

\[ \Sigma^{dc} = W_0^R \rho^A + i G_0^A W_0 . \]  \hspace{1cm} (24)

We note that in the second term of Eq. 24, the screened Coulomb potential in \( A \) is obtained
by adding to $W_0^R$ the screening potential generated by the polarizability $P_0^A$. This addition yields by definition the total screened Coulomb potential, since $W_0^{-1} = [W_0^R]^{-1} - P_0^A$. We note that the chain rule by construction leads to a Hartree double-counting self-energy (the first term of Eq. 24) that is defined in terms of the partially screened Coulomb potential. This is essential to remove the Hartree self-energy of the effective Hamiltonian (see Sec. 2 in the SI) that is already accounted for in the $G_0W_0$ calculation of the total system ($A+E$). Equivalently, the second term in Eq. 24 removes the exchange-correlation self-energy of the effective Hamiltonian at the $G_0W_0$ level, as this self-energy has already been accounted for in the $G_0W_0$ calculation of the total system.

Having obtained explicit expressions for the double counting terms, we can finally determine the one-body parameters of the effective Hamiltonian. We write $G^R$ as:

\[
\begin{align*}
[G^R]^{-1} &= g^{-1} - [V_H + iG_0W_0] + [W_0^R(\omega = 0)\rho + iG_0^A W_0] \\
&= \omega - H_{KS} + V_{xc} + W_0^R \rho^A - iG_0^R W_0. 
\end{align*}
\]

By comparing the equation above with Eqs. 5 and 15, we obtain the double counting contribution to the effective one-body terms as:

\[
 t^{dc} = V_{xc} + W_0^R(\omega = 0)\rho^A - iG_0^R W_0. 
\]

In general, the one-body terms should be frequency-dependent, due to the frequency dependency of $G_0^R(\omega)$ and $W_0(\omega)$. To obtain static expressions for the one-body terms, we evaluate $iG_0^R W_0$ at the quasi-particle energies. More details are provided in Sec. 3.

As we will see in Sec. 4, the double counting scheme defined here yields more accurate results than the Hartee-Fock one, since it satisfies the chain rule by construction. On the contrary, the Hartree-Fock double counting scheme used in Ref. 36,37,39–42 does not satisfy the chain rule and thus may introduce errors originating from the separation between active space and environment. A derivation of the Hartree-Fock double counting within the Green’s
3 Implementation

The QDET method and the double counting scheme of Eq. 26 are implemented in the WEST\textsuperscript{43} (Without Empty States) code, a massively parallel open-source code designed for large-scale MBPT calculations of complex condensed-phase systems, such as defective solids. In the WEST code, a separable form of $W_0$ is obtained using the projected eigen-decomposition of the dielectric matrix (PDEP)\textsuperscript{43,44} which avoids the inversion and storage of large dielectric matrices. Importantly, explicit summations over empty KS orbitals entering the expressions of $P_0$ and $G_0$ are eliminated using density functional perturbation theory (DFPT)\textsuperscript{45} and the Lanczos method,\textsuperscript{46,47} respectively. The implementation of $W_0^R$ in WEST has been reported previously.\textsuperscript{37} In the following, we focus on the implementation of the double counting term entering Eq. 26.

In our current implementation, the active space $A$ is defined by a set of Kohn-Sham eigenstates, and $G_0^R$ is given by

$$G_0^R(x, x'; \omega) = \sum_i^E \frac{\psi_i^{KS}(x)\psi_i^{KS}(x')}{\omega - \epsilon_i^{KS} + i\eta \text{sgn}(\epsilon_i^{KS} - \epsilon_F)},$$

(27)

where $E$ is the environment, sgn is the sign function and $\epsilon_F$ is the Fermi energy. The term $\Delta \Sigma_{xc} = iG_0^RW_0$ in Eq. 26 is given by

$$\Delta \Sigma_{xc}(\omega) = i \int \frac{d\omega'}{2\pi} G_0^R(\omega + \omega')W_0(\omega'),$$

(28)

where the integration is performed using a contour deformation technique.\textsuperscript{43,48,49} Finally, to obtain static double counting terms, we evaluate Eq. 28 at the quasiparticle energies $\epsilon_i^{QP}$, i.e.,

$$[\Delta \Sigma_{xc}]_{ij} = \frac{1}{2} \text{Re} \left[ [\Delta \Sigma_{xc}]_{ij} (\epsilon_i^{QP}) + [\Delta \Sigma_{xc}]_{ij} (\epsilon_j^{QP}) \right],$$

(29)
where the quasi-particle energies are obtained by solving iteratively the equation \( \varepsilon_{i}^{\text{QP}} = \varepsilon_{i}^{\text{KS}} + \langle \psi_{i}^{\text{KS}} | \Sigma_{\text{xc}}(\varepsilon_{i}^{\text{QP}}) - V_{xc} | \psi_{i}^{\text{KS}} \rangle \). We note that Eq. 29 has also been used in Ref. 50 to implement the self-consistent GW method.

4 Results

4.1 Computational setup

The electronic structure of a supercell representing a defect within a periodic solid is initially obtained by restricted close-shell DFT calculations, with an optimized geometry from unrestricted open-shell calculations. We use the Quantum Espresso\textsuperscript{51} code, with the PBE\textsuperscript{52} or DDH functional,\textsuperscript{53} SG15 norm-conserving pseudopotentials\textsuperscript{54} and a 50 Ry kinetic energy cutoff for the plane wave basis set. Only the \( \Gamma \)-point is employed to sample the Brillouin zone of the supercell.

The selection of the defect orbitals defining the active space may be performed by manually identifying a set of KS eigenstates localized around the defect of interest\textsuperscript{36,37,40} or by using Wannier functions .\textsuperscript{41} However these procedures do not offer a systematic means to verify convergence as a function of the composition and size of the active space.

Here we introduce a localization factor, a scalar \( L_{V} \), associated to each KS orbital:

\[
L_{V}(\psi_{n}^{\text{KS}}) = \int_{V \subseteq \Omega} |\psi_{n}^{\text{KS}}(\mathbf{x})|^{2} \, d\mathbf{x},
\]

where \( V \) is a chosen volume including the defect, smaller than the supercell volume \( \Omega \). The value of \( L_{V} \) varies between 0 and 1. The active space for a given defect is then defined by those KS orbitals for which \( L_{V} \) is larger than a given threshold. Decreasing the value of the threshold allows for a systematic change in the composition and number of orbitals belonging to the active space.

In our calculations, the parameters of the effective Hamiltonian are obtained using con-
Figure 1: Localization factor ($L_V$, see Eq. 30) as a function of the energy of the Kohn-Sham orbitals, relative to the energy of the valence band maximum (VBM), for a NV$^-$ center in diamond. We present results for supercells of three different sizes. The threshold used to define the active space is 5% (see text).

strained RPA (cRPA) calculations with the double counting correction of Eq. 26, called EDC@$G_0W_0$. The number of eigenpotentials $N_{\text{PDEP}}$ used for the spectral decomposition of the polarizability is set to 512 in all calculations. Convergence tests as a function of $N_{\text{PDEP}}$ are presented in Sec. 6 of the SI. Eigenvalues and eigenvectors of the active-space Hamiltonian are obtained with full-configuration interaction (FCI) calculations as implemented in the PySCF$^{55}$ code.

4.2 Negatively-charged nitrogen vacancy center in diamond

As a prototypical spin qubit for quantum information science,$^{56-58}$ the NV$^-$ center in diamond has been extensively studied on different levels of theory.$^{36,39,40,59-61}$ It is generally
Figure 2: Computed vertical excitation energies of the NV$^-$ center in diamond as a function of the chosen threshold of the localization factor $L_V$ (see Eq. 30). States are labeled using the irreducible representation of the $C_{3v}$ point group. We present results obtained with the PBE functional for cells of three different sizes. We note that 80% corresponds to a (4o, 6e), (3o, 4e) or (3o, 4e) active space for a 63-, 215- or 511-atom supercell respectively, and 5% corresponds to a (22o, 42e), (14o, 26e) or (12o, 22e) active space for a 63-, 215- or 511-atom supercell respectively.

recognized$^{62,63}$ that the four dangling bonds around the defect form a minimal model for the active space, with two non-degenerate $a_1$ orbitals, and two degenerate orbitals with $e$ character.

Instead of constructing a model with a priori knowledge of the defect electronic structure, we determine the active-space composition and size with the help of the localization factor defined in Eq. 30, as shown in Fig. 1. When using 63-, 215- and 511-atom supercells, irrespective of the threshold used to define $L_V$, we find three defect orbitals with energies within the band gap of diamond, corresponding to the two degenerate $e$ orbitals and to one of the $a_1$ orbital of the minimal model. In the 63- and 215-atom supercells, we find that one of the $a_1$ orbitals belonging to the minimal model is below the VBM of diamond; in the 511-atom cell we find instead that three localized orbitals are below the VBM, indicating that at least 6 orbitals are required to define the active space. This suggests that the minimal
model with a fixed number of orbitals may be insufficient to accurately describe the system with a large supercell.

In Fig. 2 we show the vertical excitation energies of the NV\(^-\) center obtained by diagonalizing the effective Hamiltonian (Eq. 1), as a function of the localization threshold chosen to define \(L_V\). Irrespective of the chosen threshold, we find that the ground state has \(3A_1\) symmetry. We also find that the lowest excited states with \(1E\) and \(1A_1\) symmetry converge much faster as a function of the \(L_V\) threshold than \(3E\), since \(3E\) arises from \(a_1e^3\) configurations rather than a \(a_2^2e^2\) configurations, as in the case of \(3A_2\), \(1E\) and \(1A_1\). Most orbitals added to the active space when decreasing the localization threshold exhibit \(a_1\) character. We note that the convergence of the \(1A_1\) state in the 63-atom cell is not smooth, probably due to orbitals with \(e\) character being part of the active space as the threshold value is decreased.

Overall our results point at the need to converge the composition and size of the active space both as a function of \(L_V\) and cell size. In Fig. 3 we show the vertical excitation energies of the NV\(^-\) center as a function of supercell size, and the values are summarized in Tab. 1. We chose a 5% \(L_V\) threshold, i.e. all orbitals with \(L_V \geq 0.05\) are included in the active space \(A\). As shown in Tab. 1, results obtained using the EDC@\(G_0W_0\) correction are much closer to the
experimental values than those computed using the original Hartree-Fock double counting correction (see Section 2.2.3), which we call here HFDC. Furthermore, we find unphysical excitations (i.e. states that do not have any experimental counterpart) with HFDC; however such unphysical states are not present when we use the EDC@$G_0W_0$ correction (see Sec. 7.3 of the SI for details).

In our previous work, using HFDC corrections we found substantial differences between results obtained with the PBE or the hybrid functional DDH.\textsuperscript{53,64–68} Hence we analyze the influence of the chosen functional when using the EDC@$G_0W_0$ correction. In Fig. 4 and 5, we compare PBE and DDH results for the NV\textsuperscript{–} center, for converged active space in a 215-atom cell. Our results indicate that, except for a widening of the bandgap, the electronic structure is almost insensitive to the choice of the functional. The order of localized defect states within the gap and their localization properties are nearly identical when using PBE and DDH, and the shift of the position of the defect orbitals relative to the band edges is mostly due to the difference in the PBE and DDH bandgaps. The excitation energies of DDH calculations are less than 0.1 eV higher than their PBE counterparts. It is reasonable to expect that the insensitivity to the functional found here in the case of the NV\textsuperscript{–} center may apply more generally to other classes of covalently bonded semiconductors; it appears that the sensitivity observed with the HFDC scheme may have been caused by the incomplete double counting correction of the DFT exchange-correlation effects. However obtaining results for additional defects and solids will be necessary to come to a firm conclusion.

4.3 Neutral group-IV vacancy centers in diamond

In the last decade, a number of studies have investigated group-IV vacancy centers in diamond,\textsuperscript{36,40,76–80} using either a four-orbital\textsuperscript{79} or a nine-orbital minimal model.\textsuperscript{40}

Similar to the case of the NV\textsuperscript{–} in diamond, we determine the active space using the localization factor shown in Fig. 6. We find a considerable number of localized orbitals. We exclude from the active space the localized conduction band orbitals, which are around 5 eV
Table 1: Computed vertical excitation energies (eV) for the NV\textsuperscript{–} in diamond for three states (see Fig. 3) obtained with QDET, the PBE functional and 511-atom supercells. We show results using the Hartree-Fock double counting (HFDC) and exact double counting (EDC\textsubscript{G0W0}) schemes (see text). We also report experimental results (Exp), including results for zero-phonon lines (ZPL), and results obtained using GW and the Bethe-Salpeter Equation (BSE), model fit from GW solved by configuration interaction (CI), model obtained from constrained random phase approximation (cRPA) solved by CI, and quantum chemistry results on clusters from complete active space self-consistent field (CASSCF), multireference configuration interaction (MRCI) and Monte Carlo configuration interaction (MCCI).

| Reference \ Electronic States | \(^1E\) | \(^1A_1\) | \(^3E\) |
|-----------------------------|-------|-------|-------|
| Exp\textsuperscript{56}     | 2.18  |       |       |
| Exp ZPL\textsuperscript{56–58,69,70} | 0.34–0.43 | 1.51–1.60 | 1.945 |
| QDET (EDC\textsubscript{G0W0}) | 0.463 | 1.270 | 2.152 |
| QDET (HFDC)                  | 0.375 | 1.150 | 1.324 |
| GW + BSE\textsuperscript{71} | 0.40  | 0.99  | 2.32  |
| Model fit from GW + CI\textsuperscript{61} | 0.5  | 1.5  | 2.1  |
| Model from CRPA + CI\textsuperscript{39} | 0.49 | 1.41 | 2.02 |
| \(C_{85}H_{76}N^-\) CASSCF(6,6)\textsuperscript{72} | 0.25 | 1.60 | 2.14 |
| \(C_{49}H_{52}N^-\) CASSCF(6,8)\textsuperscript{73} |       |       | 2.57  |
| \(C_{19}H_{28}N^-\) MRCI(8,10)\textsuperscript{74} | 0.50 | 1.23 | 1.36 |
| \(C_{42}H_{42}N^-\) MCCI\textsuperscript{75} | 0.63 | 2.06 | 1.96 |

Figure 4: Localization factor (\(L_V\), see Eq. 30) as a function of the energy of the Kohn-Sham orbitals, relative to the energy of the valence band maximum (VBM), for a NV\textsuperscript{–} center in diamond. We present results for 215-atom cell obtained with the PBE and DDH functionals. The threshold used to define the active space is 5\% (see text).
Figure 5: Computed vertical excitation energies of the NV− center in diamond as a function of the chosen threshold of the localization factor $L_V$ (see Eq. 30) to define the active space. States are labeled using the irreducible representation of the $C_{3v}$ point group. We present results for 215-atom cell obtained with the PBE and DDH functionals. We note that 80% threshold corresponds to a $(3o, 4e)$ active space, and 5% threshold corresponds to a $(14o, 26e)$ or $(15o, 28e)$ active space for PBE or DDH respectively.

in SiV$^0$, since we found their contribution to the excitation energies to be negligible (see Sec. 6 of the SI). We also exclude the defect atom’s strongly-bound atomic orbitals, present at about -20 eV in GeV$^0$, SnV$^0$ and PbV$^0$, which have almost no hybridization with the host orbitals.

The vertical excitation energies of SiV$^0$ as a function of the localization threshold is reported in Fig. 7. In all three supercells we find a slow convergence of the excitation energies, indicating that the excited states of this system are the result of the combination of many single-particle orbitals, and that a minimal model may be insufficient to obtain reliable excitation energies. Using the converged excitation energies for a given supercell, we show the convergence with supercell size in Fig. 8. Similar to the case of the NV− center, the low-energy excitations are well converged with a 63-atom supercell, while the convergence of the $^3A_{2u}$, $^3E_u$, $^1A_{1u}$, and $^3A_{1u}$ states is slower. In Tab. 2, we compare our best converged values obtained with the EDC@G$_0$W$_0$ correction with those obtained with
the HFDC correction, as well as with available experimental and theoretical data. In general, the energies predicted using EDC@\(G_0W_0\) are higher than those obtained with HFDC, and in better agreement with those of quantum chemical cluster calculations.\textsuperscript{38} We note that the experimental zero phonon line (ZPL) corresponding to the \(3\tilde{E}_u\) level is 1.31 eV, but the contribution from the dynamical Jahn-Teller effect is unknown. Furthermore, the excitation energies computed with EDC@\(G_0W_0\) show faster convergence compared to those with HFDC. For example, using EDC@\(G_0W_0\) (HFDC) we find a difference of 0.15 (0.65) eV with 63-atom and 215-atom cells. As shown in Figs. 9 and 10, our results with the EDC@\(G_0W_0\) scheme showed insensitivity to the choice of the functional. Our results for Ge\(V^0\), Sn\(V^0\) and Pb\(V^0\) are similar to those of Si\(V^0\) and are summarized in Tab. 2 as well as Tab. S1 in the SI.
5 Conclusions

In summary, in this work we presented a Green’s function formulation of the quantum defect embedding theory (QDET) that enables the definition of an improved correction to the double counting scheme originally adopted in Refs 36,37. We defined an effective Hamiltonian
Table 2: Computed vertical excitation energies (eV) for the SiV\(^0\), GeV\(^0\), SnV\(^0\) and PbV\(^0\) in diamond for six states (see also Fig. 8 for the SiV\(^0\) results) obtained with QDET, the PBE functional and 511-atom supercells. We show results using the Hartree-Fock double counting (HFDC) and exact double counting (EDC@G\(_0\)W\(_0\)) schemes (see text). We also report experimental results for zero-phonon lines (ZPL), and results obtained with a combination of second-order \(N\)-electron valence state perturbation theory (NEVPT2) and density matrix embedding theory (DMET), and quantum chemistry calculations on clusters from NEVPT2.

| System | Reference\Electronic States | \(^1E_g\) | \(^1A_{1g}\) | \(^3A_{2u}\) | \(^3E_u\) | \(^1A_{1u}\) | \(^3A_{1u}\) |
|--------|----------------------------|---------|---------|---------|---------|---------|---------|
| SiV\(^0\) | Exp ZPL | 1.31 |
|         | QDET (EDC@G\(_0\)W\(_0\)) | 0.321 | 0.642 | 2.146 | 2.161 | 2.183 | 2.260 |
|         | QDET (HFDC) | 0.236 | 0.435 | 1.098 | 1.096 | 1.111 | 1.188 |
|         | NEVPT2-DMET(10,12)\(^{38}\) | 0.51 | 1.14 | 2.39 | 2.47 | 2.61 |
|         | C\(_8\)H\(_{35}\)Si\(_0\) NEVPT2(10,12)\(^{38}\) | 0.54 | 1.10 | 2.10 | 2.16 | 2.14 |
| GeV\(^0\) | QDET (EDC@G\(_0\)W\(_0\)) | 0.357 | 0.717 | 2.924 | 2.925 | 2.940 | 2.970 |
|         | QDET (HFDC) | 0.289 | 0.554 | 1.456 | 1.443 | 1.443 | 1.495 |
| SnV\(^0\) | QDET (EDC@G\(_0\)W\(_0\)) | 0.295 | 0.596 | 2.590 | 2.571 | 2.561 | 2.616 |
|         | QDET (HFDC) | 0.276 | 0.551 | 1.459 | 1.444 | 1.443 | 1.491 |
| PbV\(^0\) | QDET (EDC@G\(_0\)W\(_0\)) | 0.319 | 0.640 | 3.095 | 3.072 | 3.056 | 3.099 |
|         | QDET (HFDC) | 0.302 | 0.600 | 1.788 | 1.768 | 1.755 | 1.796 |

for the active space within a Green’s function formalism, where the effective interaction is static and the self-energy cross-terms between the active space and the environment are neglected. Our results show that these approximations are appropriate to describe the localized defect states in semiconductors investigated in this work. Within the Green’s function formalism adopted here, we derived an exact double counting scheme (EDC@G\(_0\)W\(_0\)) replacing the approximate scheme originally adopted in Refs 36,37. We emphasize that the double counting correction EDC@G\(_0\)W\(_0\) enables the removal of any double counting terms arising from the separation of the whole system into active space and environment. We then described the implementation of the scheme within the WEST code,\(^{43}\) including a strategy to ensure convergence of our calculations with respect to the size and composition of the active space. Further, we demonstrated that QDET with exact double counting provides reliable results for several defects in diamond, with negligible dependence on the functional chosen for the underlying DFT calculations of the defects. Work is in progress to apply QDET with the EDC@G\(_0\)W\(_0\) scheme to more complex systems, such as defects in oxides and molecules.
Figure 9: Localization factor \( L_V \) (see Eq. 30) as a function of the energy of the Kohn-Sham orbitals, relative to the energy of the valence band maximum (VBM), for a SiV\(^0\) center in diamond. We present results for a 215-atom cell obtained with the PBE and DDH functionals. The threshold used to define the active space is 5\% (see text).

on surfaces.
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1 Definition of matrix elements

In the main text, matrix elements are given in a short-hand notation. Here, we provide detailed expressions of these matrix elements.

Matrix elements of the Hartree energy are given by

\[
[V_H]_{ij} = [v\rho]_{ij} = \sum_{kl} v_{ijkl} \rho_{kl},
\]

(1)

where the matrix elements of the bare Coulomb potential \( v \), \( v_{ijkl} \), are defined in Eq. 2 of the main text. Analogously, the matrix elements of the Hartree contribution to the double
The counting term in Eq. 25 and 26 of the main text are given by

\[
[W^R_0(\omega = 0)\rho^A]_{ij} = \sum_{kl}^A [W^R_0(\omega = 0)]_{ikjl} \rho^{kl}_{kl}.
\]  \hspace{1cm} (2)

Here, \(\rho_{kl}\) are the matrix elements of the density matrix. The matrix elements of the \(G_0W_0\)-contribution to the self-energy in Eq. 26 are defined as\(^1\)

\[
[iG^R_0 W_0]_{ij}(\omega) = i\langle \zeta_i | \int \frac{d\omega'}{2\pi} G^R_0(r, r'; \omega + \omega') W_0(r, r'; \omega') | \zeta_j \rangle,
\]  \hspace{1cm} (3)

where \(\zeta_i\) are the single-particle functions that span the active space. The reduced Kohn-Sham Green’s function \(G^R_0\) is defined in Eq. 23 of the main text, the screened Coulomb potential \(W_0\) in Eq. 19.


2 Self-energy of the effective Hamiltonian

In this section, we derive the Hartree, Hartree-Fock, and $G_0W_0$ self-energies for the effective Hamiltonian. The effective Hamiltonian is given by

$$H_{\text{eff}} = \sum_{ij} t_{ij}^{\text{eff}} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} v_{ijkl}^{\text{eff}} a_i^\dagger a_j^\dagger a_l a_k,$$

(4)

where $t_{ij}^{\text{eff}}$ and $v_{ijkl}^{\text{eff}}$ are the effective one- and two-body terms, respectively. In the following, we assume that the active space is formed by a set of Kohn-Sham eigenstates. In this case, the independent-particle Green’s function associated to the effective Hamiltonian $G_{\text{eff}}^0$ is given by $G_{\text{eff}}^A$. The density matrix $\rho_{\text{eff}}$ associated to the effective Hamiltonian is given by $\rho^A$, which is the Kohn-Sham density matrix projected onto $A$.

The Hartree self-energy $\Sigma_{\text{H}}^{\text{eff}}$ of the effective Hamiltonian is given by

$$\Sigma_{\text{H}}^{\text{eff}} = v_{\text{eff}} \rho_{\text{eff}} = v_{\text{eff}} \rho^A.$$

(5)

We note that $v_{\text{eff}}$ is a renormalized Coulomb interaction that contains the effect of the screening generated by the electrons in the environment, but not the screening generated by the electrons in the active space.

2.1 Hartree-Fock

In the Hartree-Fock (HF) approximation, the polarizability is assumed to vanish, i.e. $P_0^{\text{eff}} \approx 0$, such that the interaction is is not screened by the electrons that belong to the active space, i.e. $W_{0}^{\text{eff}} = v_{\text{eff}}$. Consequently, the Hartree-Fock self-energy of the effective Hamiltonian is given by

$$\Sigma_{\text{HF}}^{\text{eff}} = \Sigma_{\text{H}}^{\text{eff}} + \Sigma_{\text{x}}^{\text{eff}} = \Sigma_{\text{H}}^{\text{eff}} + iG_0^{\text{eff}} v_{\text{eff}} = v_{\text{eff}} \rho^A + iG_0^A v_{\text{eff}}.$$

(6)

where we employ the matrix notations of Eqs. 1 and 2.
2.2 $G_0W_0$

In the $G_0W_0$ approximation, the screening generated by the electrons in the active space is described by the effective polarizability $P^{\text{eff}}$. Within the the random-phase approximation, $P^{\text{eff}} \approx P_0^{\text{eff}} = P_0^A$. The screened potential is therefore $W_0^{\text{eff}} = \left([v^{\text{eff}}]^{-1} - P_0^A\right)^{-1}$, which includes the screening generated by the electrons in the environment (included in $v^{\text{eff}}$) and the screening generated by the electrons in the active space (included in $P_0^A$). As a result, the self-energy in the $G_0W_0$ approximation is given by

$$\Sigma_{\text{eff}}^{G_0W_0} = \Sigma_{\text{HF}} + iG_0^{\text{eff}}W_0^{\text{eff}} = v^{\text{eff}}\rho^A + iG_0^AW_0^{\text{eff}}. \quad (7)$$

3 Exact double counting at Hartree-Fock level of theory (EDC@HF)

In the following, we derive a double counting term for the embedding of an active space into an environment that is described within the Hartree-Fock (HF) level of theory. Our derivation is analogous to the case of embedding in DFT+$G_0W_0$ used in the main manuscript. To derive the double counting terms $\Sigma^{\text{dc}}$ and $P^{\text{dc}}$ in this case, we again require that the chain rule be satisfied, i.e., that the self-energy and polarizability of the whole system $(A + E)$, evaluated at the low-level of theory, be identical to that of $A$ embedded in $E$. Within the HF approximation this requirement yields

$$\Sigma^{\text{dc}} = \Sigma_{\text{HF}} \quad (8)$$

$$P^{\text{dc}} = P_0^{\text{eff}}. \quad (9)$$

Within HF we have that $P_0 = 0$ and $W_0^R = v$. Hence, the effective interaction in the active space is given by the bare Coulomb potential, i.e. $v^{\text{eff}} = v$.

The double counting contribution to the self-energy, $\Sigma^{\text{dc}}$ is obtained by inserting the HF
self-energy of the effective Hamiltonian (Eq. 6) into the double-counting expression in Eq. 8.
We thus obtain
\[ \Sigma^\text{dc} = v \rho^A + i G_0^A v. \] (10)

Having obtained explicit expressions for the double counting terms, we can finally determine the one-body parameters of the effective Hamiltonian. We write \( G^R \) as
\[
\begin{align*}
\left[ G^R \right]^{-1} &= g^{-1} - [V_H + iG_0 v] + \left[ v \rho^A + i G_0^A v \right] \\
&= \omega - H^{\text{HF}} + v \rho^A + i G_0^A v
\end{align*}
\] (11)

From the equation above, we obtain the double counting contribution to the effective one-body terms in the HF scheme:
\[ t^\text{dc} = v \rho^A + i G_0^A v. \] (12)

By definition, this HF double counting correction — when applied to HF — satisfies the chain rule and hence it does not introduce errors that originate from the separation of the system into active space and the environment.

However, the HF double counting (HFDC) term used in Ref. 2–5, and reported in Eq. 6 of the main manuscript, contains two inconsistencies. The first inconsistency is given by the fact that the double-counting term is inspired by HF but is applied to DFT, hence leading to an approximate cancellation of double counting effects. Additionally, the polarizability is computed at the RPA level of theory and thus a screened Coulomb interaction instead of the bare Coulomb interaction is used. Instead, the double counting scheme discussed in the main text can be applied to DFT and consistently applies \( G_0 W_0 \) to the mean-field electronic structure.
4 Comparison with other double counting schemes in the literature

In this section, we compare the double counting (DC) scheme introduced in the main text to schemes adopted in other Green’s function embedding theories including dynamical mean-field theory. To simplify the comparison, we consider the case of an active space composed of a set of localized correlated orbitals within the environment of a solid or condensed system whose Brillouin zone (BZ) is sampled by the Γ-point only. In dynamical mean-field theory (DMFT),\textsuperscript{6–10} local quantities are defined as an average over \( k \)-point, \( e.g. \Sigma_{\text{loc}} = \frac{1}{N_k} \sum_k \Sigma(k) \) and the non-local quantities as the remainders, \( e.g. \Sigma_{\text{non-loc}}(k) = \Sigma(k) - \Sigma_{\text{loc}} \). In supercells with Γ-point sampling, every quantity is local by definition (all non-local contributions vanish).

4.1 Dynamical mean-field theory (DMFT)

We denote with DMFT\textsuperscript{+GW}\textsuperscript{11–16} a group of quantum-embedding methodologies that combine dynamical mean-field theory (DMFT) to describe the active space with the GW approximation for the environment. In this case, the self energy is expressed as\textsuperscript{17}

\[
\Sigma = \Sigma_{\text{DMFT}} + \Sigma_{\text{GW}} - \Sigma_{\text{dc}},
\]

where the double counting contribution \( \Sigma_{\text{dc}} \) is given by\textsuperscript{17,18}

\[
\Sigma_{\text{dc}} = G_{\text{loc},A} W_{\text{loc}}.
\]

As mentioned above, when the Brillouin zone of the supercell is sampled solely with the Γ-point, all quantities are local. Hence, using \( G^A = f^A G f^A \), it is easy to show that the double counting adopted within DMFT\textsuperscript{+GW} is identical to the one derived in Eq. 26 in the main text.
We note that a double counting correction for DMFT+GW different to the one in Eq. 14, \( \Sigma^{dc2} \), has been suggested in Refs. \(^{17,18} \) given by

\[
\Sigma^{dc2} = \Sigma^{loc,A} \neq G^{loc,A}W^{loc}.
\] (15)

In this case, the projection on the subspace \( A \) is performed after the calculation of the self energy, and \( \Sigma^{dc2} \) contains contribution from the environment as well. Using the definition of \( \Sigma \) in the GW approximation,

\[
\Sigma_{kl}(\tau) = -\sum_{mn}^{A+E} G_{mn}(\tau)W_{mknl}(\tau),
\] (16)

where \( \tau \) is the imaginary time, \( \Sigma^{dc2} \) is given by

\[
\Sigma_{kl}^{dc2} = f^{A} \sum_{mn}^{A+E} G_{mn}W_{mknl}f^{A}
\]

\[
= f^{A} \sum_{m}^{A} G_{mm}W_{mkml}f^{A} + f^{A} \sum_{m}^{E} G_{mm}W_{mkml}f^{A}
\] (17)

\[
= \Sigma^{dc} + f^{A} \sum_{m}^{E} G_{mm}W_{mkml}f^{A},
\]

where we took into account that the Green’s function is diagonal in the single-particle space within the quasiparticle approximation. Equation 17 shows that \( \Sigma^{dc2} \) differs from \( \Sigma^{dc} \) by an additional term with an explicit summation over states in the environment \( E \). While Ref. \(^{17} \) initially found that there was no numerical difference between \( \Sigma^{dc} \) and \( \Sigma^{dc2} \) in DMFT+GW calculations, Ref. \(^{18} \) later showed that \( \Sigma^{dc2} \) corrects non-causal contributions in the embedding of DMFT and quasiparticle self-consistent GW (DMFT+QSGW). We note that \( \Sigma^{dc2} \) violates the chain rule.
4.2 Extended dynamical mean-field theory (EDMFT)

While in DMFT the interaction in the active space is described by a set of Hubbard parameters, extended dynamical mean-field theory (EDMFT)\textsuperscript{15,16,19} includes dynamical non-local correlation into the self-consistent solution of the auxiliary problem. Therefore, in EDMFT not only the local self-energy and Green’s function are updated in the self-consistency cycle, but also the local polarizability and screened Coulomb potential. In EDMFT+\textit{GW}, the self energy is expressed as\textsuperscript{15}

\[ \Sigma_{kl}^{\text{EDMFT+GW}} = \Sigma_{kl}^{\text{EDMFT}} + \Sigma_{kl}^{GW} - \Sigma_{dc}^{kl}. \]  (18)

According to Ref.,\textsuperscript{15} the double counting is defined as

\[ \Sigma_{dc}^{kl}(\tau) = - \sum_{mn} G_{mn}(\tau) W_{mknl}(\tau) = - f^A G f^A W. \]  (19)

The self energy is then given as

\[ \Sigma_{kl}^{\text{EDMFT+GW}} = \Sigma_{kl}^{\text{EDMFT}} - \sum_{mn}^{A+E} G_{mn}(\tau) W_{mknl}(\tau) + \sum_{mn}^{A} G_{mn}(\tau) W_{mknl}(\tau) \]

\[ = \Sigma_{kl}^{\text{EDMFT}} - \sum_{mn}^{E} G_{mn}(\tau) W_{mknl}(\tau). \]  (20)

Thus, we find that the double counting corrections adopted in EDMFT+\textit{GW} and QDET are the same if the $G_0 W_0$ approximation is employed for the environment in EDMFT+\textit{GW}. In that case, Eq. 19 becomes identical to Eq. 29 in the main text.
5 Implementation details

5.1 Implementation of exchange and correlation self-energy

The screened Coulomb potential $W_0$ is defined in Eq. 19 as $W_0^{-1} = v^{-1} - P_0$, where $P_0$ is the irreducible polarizability. Equivalently, it can be expressed in terms of the reducible polarizability $\chi = P_0 + P_0 v \chi$ as $W_0 = v + v \chi v \equiv v + W^p$.\(^1\) This separation of the screened Coulomb interaction into $v$ and $W^p(\omega)$ allows us to separate the exchange-correlation self-energy $\Sigma_{xc}$ in Eq. 17 of the main text into the exchange part $\Sigma_x$ and correlation part $\Sigma_c$. The former is given by

$$[\Sigma_x]_{mn} = - \sum_k n_k \langle \psi_m^{KS} \psi_k^{KS} | v | \psi_n^{KS} \psi_k^{KS} \rangle, \quad (21)$$

where $\psi^{KS}$ are the Kohn-Sham eigenstates and $n_k$ is the occupation number of the state $\psi_k^{KS}$. The correlation contribution $\Sigma_c$ is determined by evaluating Eq. 17 in the main text with $W^p$ instead of $W$. A compact expression for $W^p$ is obtained from the spectral decomposition of the dielectric screening using its eigenvectors that we call the projective dielectric eigenpotentials(PDEP).\(^1\)\(^2\) The PDEPs form a basis set $\{ | \varphi_i \rangle, i = 1 \cdots N_{\text{PDEP}} \}$, where $N_{\text{PDEP}}$ is the number of basis functions, which allows us to write $W^p$ as

$$W^p(\omega) \approx \Xi^p(\omega) + \sum_{i,j=1}^{N_{\text{PDEP}}} | \tilde{\varphi}_i \rangle \Lambda_{ij}(\omega) \langle \tilde{\varphi}_j |. \quad (22)$$

where $\Xi^p(\omega) = 4\pi e^2 \int_{R_\rho=0} \frac{dq}{(2\pi)^3} \frac{\bar{\chi}_{00}}{q^2}$ is the head of $W^p$, and $\bar{\chi}_{00}$ is the head of the symmetrized polarizability $\bar{\chi} = v^{1/2} \chi v^{1/2}$. The functions $| \tilde{\varphi}_i \rangle = v^{1/2} | \varphi_i \rangle$ are the symmetrized PDEP basis functions. The matrix elements $\Lambda_{ij}$ are elements of the body of $\bar{\chi}$. The compact expression for $W^p$ in the PDEP basis makes it possible to calculate the Green’s function and polarizability without explicit summations over unoccupied states through the Lanczos algorithm.\(^1\)
Using contour deformation techniques, $\Sigma_c$ is decomposed into an integral $I$ along the imaginary axis and a residue part $R$. The former can be further decomposed into three parts: $I_1$ from the head of $W_0$, $I_2$ from the body of $W_0$ with an explicit summation over electronic states, and $I_3$ from the body of $W_0$ evaluated by the Lanczos algorithm with $N_{\text{Lanczos}}$ Lanczos chains. The residue part $R$ is split into two parts: $R_1$ from the head of $W_0$ and $R_2$ from the body of $W_0$. Thus, the correlation part of the self-energy is given by

$$[\Sigma_c]_{mn}(\omega) = [I_1]_{mn}(\omega) + [I_2]_{mn}(\omega) + [I_3]_{mn}(\omega) + [R_1]_{mn}(\omega) + [R_2]_{mn}(\omega), \quad (23)$$

where

$$[I_1]_{mn}(\omega) = \delta_{mn} \int_0^{+\infty} \frac{d\omega'}{\pi} \Xi^p(\omega') \left( \frac{(\epsilon_{\text{KS}}^m - \omega)}{(\epsilon_{\text{KS}}^m - \omega)^2 + \omega'^2} \right) \quad (24)$$

$$[I_2]_{mn}(\omega) = \frac{1}{\Omega} \int_0^{+\infty} d\omega' \left( \sum_k \sum_{i,j=1}^{N_{\text{occ}} + N_{\text{unocc}}} \Lambda_{ij}(\omega') \langle \varphi_i^m | \psi_k^\text{KS} \rangle \langle \psi_k^\text{KS} | \varphi_j^n \rangle \frac{(\epsilon_k^\text{KS} - \omega)}{(\epsilon_k^\text{KS} - \omega)^2 + \omega'^2} \right) \quad (25)$$

$$[I_3]_{mn}(\omega) = \frac{1}{\Omega} \int_0^{+\infty} d\omega' \left( \sum_{i,j=1}^{N_{\text{PDEP}}} \sum_{q_1,q_2=1}^{N_{\text{Lanczos}}} \Lambda_{ij}(\omega') \langle \varphi_i^m | [\xi_{q_1}]_{n} \rangle \langle U_{q_1q_2}^j | U_{n}^{q_1q_2} \rangle \frac{(\epsilon_{q_2}^j - \omega)}{(\epsilon_{q_2}^j - \omega)^2 + \omega'^2} \right) \quad (26)$$

$$[R_1]_{mn}(\omega) = \sum_k \delta_{mn} \delta_{nk} f_k \Xi^p(\epsilon_k^\text{KS} - \omega) \quad (27)$$

$$[R_2]_{mn}(\omega) = \frac{1}{\Omega} \left( \sum_k \sum_{i,j=1}^{N_{\text{occ}} + N_{\text{unocc}}} \sum_{i,j=1}^{N_{\text{PDEP}}} \Lambda_{ij}(\omega') \langle \varphi_i^m | \psi_k^\text{KS} \rangle f_k \langle \psi_k^\text{KS} | \varphi_j^n \rangle \right) \quad (28)$$

$$f_k = \begin{cases} 1 - n_k & \epsilon_F^k < \epsilon_k^\text{KS} < \omega \\ -n_k & \omega < \epsilon_k^\text{KS} < \epsilon_F^k \\ 0 & \text{otherwise} \end{cases} \quad (29)$$

Here $|\xi_q^j\rangle$, $\epsilon_q^j$ and $U_q^j$ are the Lanczos chain, eigenvalue and unitary matrix for the right vector $|\varphi_q^n\rangle = |\psi_n^\text{KS} \varphi_q^*\rangle$, respectively, using the Lanczos algorithm as presented in Sec. 2.4 of Ref.
1. The quantities $\epsilon_{FS}$ and $\epsilon_{FS}'$ are the energies of the highest partially occupied and highest fully occupied KS orbital, respectively, $\Omega$ is the volume of the cell.

### 5.2 Implementation of double counting contribution to the self-energy

We evaluate $\Sigma_{xc}^{dc}$ and $\Delta \Sigma_{xc}$ defined in Eq. 24 and 28 of the main text, respectively, by introducing in Eq. 28 in the main text the following expressions for $W$ and $G$:

$$ W = v + W_p, $$

and

$$ G_0 = G_0^A + G_0^R. $$

This leads to the following definitions

$$ \Sigma_{xc}^{dc}(\omega) = \Sigma_{xc}^{x,dc} + \Sigma_{xc}^{c,dc}(\omega) \approx i \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} G_0^A(\omega + \omega')v + i \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} G_0^A(\omega + \omega')W_p(\omega') $$

(30)

$$ \Delta \Sigma_{xc}(\omega) = \Delta \Sigma_{xc} + \Delta \Sigma_{xc}(\omega) \approx i \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} G_0^R(\omega + \omega')v + i \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} G_0^R(\omega + \omega')W_p(\omega'). $$

(31)

The active space is formed by $N_A$ orbitals, while the environment consists of $N_E$ explicit orbitals and the continuum of unoccupied orbitals. As such, $N_{occ} + N_{unocc} = N_A + N_E$.

Similar derivations to those for $\Sigma_{xc}$ (Sec. 5.1) lead to

$$ \left[ \Sigma_{xc}^{dc} \right]_{mn} = -\sum_k n_k \langle \psi_{m}^{KS} \psi_{k}^{KS} | v | \psi_{n}^{KS} \psi_{k}^{KS} \rangle $$

(32)

$$ \left[ \Sigma_{xc}^{dc} \right]_{mn}(\omega) = \left[ I_1 \right]_{mn}(\omega) + \left[ I_2^{dc} \right]_{mn}(\omega) + \left[ R_1 \right]_{mn}(\omega) + \left[ R_2^{dc} \right]_{mn}(\omega) $$

(33)

$$ \left[ \Delta \Sigma_{xc} \right]_{mn} = -\sum_k n_k \langle \psi_{m}^{KS} \psi_{k}^{KS} | v | \psi_{n}^{KS} \psi_{k}^{KS} \rangle $$

(34)

$$ \left[ \Delta \Sigma_{xc} \right]_{mn}(\omega) = \left[ \Delta I_1 \right]_{mn}(\omega) + \left[ I_3 \right]_{mn}(\omega) + \left[ \Delta R_2 \right]_{mn}(\omega), $$

(35)
where

\[
[I_{2\text{dc}}]_{mn}(\omega) = \int_{0}^{+\infty} d\omega' \sum_{k} \sum_{i,j=1}^{N_{\text{PDEP}}} \Lambda_{ij}(\omega') \left( \langle \varphi^i_m | \psi_{k}^{\text{KS}} \rangle \langle \psi_{k}^{\text{KS}} | \varphi^j_n \rangle \left( \frac{\epsilon_{k}^{\text{KS}} - \omega}{(\epsilon_{k}^{\text{KS}} - \omega)^2 + \omega'^2} \right) \right) \tag{36}
\]

\[
[R_{2\text{dc}}]_{mn}(\omega) = \int_{0}^{+\infty} d\omega' \sum_{k} \Lambda_{ij}(\omega') \left( f_k \langle \varphi^i_m | \psi_{k}^{\text{KS}} \rangle \langle \psi_{k}^{\text{KS}} | \varphi^j_n \rangle \right) \tag{37}
\]

\[
[\Delta I_{2}]_{mn}(\omega) = \int_{0}^{+\infty} d\omega' \sum_{k} \sum_{i,j=1}^{N_{\text{PDEP}}} \Lambda_{ij}(\omega') \left( \langle \varphi^i_m | \psi_{k}^{\text{KS}} \rangle \langle \psi_{k}^{\text{KS}} | \varphi^j_n \rangle \left( \frac{\epsilon_{k}^{\text{KS}} - \omega}{(\epsilon_{k}^{\text{KS}} - \omega)^2 + \omega'^2} \right) \right) \tag{38}
\]

\[
[\Delta R_{2}]_{mn}(\omega) = \int_{0}^{+\infty} d\omega' \sum_{k} \Lambda_{ij}(\omega') f_k \left( \langle \varphi^i_m | \psi_{k}^{\text{KS}} \rangle \langle \psi_{k}^{\text{KS}} | \varphi^j_n \rangle \right) \tag{39}
\]
6 Convergence of QDET calculations

Figure S1: Computed vertical excitation energies of the NV\(^-\) center in diamond as a function of the number of eigenpotentials \(N_{\text{PDEP}}\). Calculations are performed in a 511-atom cell using the PBE functional.

6.1 Number of dielectric eigenpotentials

In Fig. S1 we show the convergence of the vertical excitation energies for NV\(^-\) in a 511-atom cell using PBE with respect to the number of PDEP eigenpotentials, \(N_{\text{PDEP}}\). A 6-orbital model (see Sec. 4 of the main text) is adopted. The plot shows that 500 PDEP eigenpotentials yield converged excitation energies within 0.02 eV.

6.2 Composition of the active space

As shown in Fig. (6) of the main text, localized defect orbitals of the SiV\(^0\) defect in diamond are found in the valence band, the band gap, and the conduction band of the host material. Ideally, all localized orbitals should be included in the active space. However, the computational complexity of full configuration interaction (FCI) grows exponentially when increasing the number of occupied and unoccupied orbitals simultaneously, making a
straightforward convergence relative to all localized orbitals impractical. To reduce the computational cost, we do not include in the active space those localized orbitals with energies above the conduction band minimum (CBM)) in all calculations in the main text. To verify that excluding those localized orbitals from the active space does not influence the results, we compare excitation energies obtained with the minimal model\textsuperscript{21} with those of a model including the most localized orbital within the conduction band. We find that the exitation energies change by less than 0.05 eV. Hence, in all calculations presented in the main text we only considered the defect orbitals within the valence band, in addition to those in the minimal model.
Figure S2: Computed excitation energies (eV) for the NV$^-$ center in diamond obtained from calculations with the PBE (left) and DDH functional (right). Ghost states (see text) are shown in grey. We find 12 nearly-degenerate single excitations from the $e$ states to the conduction band, 6 single excitations from the $a_1$ state to the conduction band, and 9 double excitations from the $e$ state to the conduction band. The convergence of the ghost states is indicated with the dotted lines.

7 Ghost states

We find that in QDET, unphysical excitations occur in some cases when conduction and valence orbitals are included in the active space. These unphysical excitations, which we denote as ghost states, correspond to excitations from the defect to the conduction band, but with excitation energies that are unphysically low. Below, for the example of the NV$^-$ defect in diamond, we analyze the origin of these ghost states. We note that our detailed analysis reveals that ghost states occur with HFDC as well, and we will discuss those for the example of the SiV$^0$ defect in diamond.
Using NV\textsuperscript{−} as an example, we investigate the origin of ghost states. For the 63-atom and 215-atom supercells, we adopt a minimum model, \textit{i.e.} we include in the active space the two defect $e$ and two defect $a_1$ orbitals,\textsuperscript{2} and the three lowest conduction band orbitals. For

7.1 **NV\textsuperscript{−} in diamond**

Using NV\textsuperscript{−} as an example, we investigate the origin of ghost states. For the 63-atom and 215-atom supercells, we adopt a minimum model, \textit{i.e.} we include in the active space the two defect $e$ and two defect $a_1$ orbitals,\textsuperscript{2} and the three lowest conduction band orbitals. For
the 511-atom cell we adopt a model which includes 6 orbitals, as mentioned in Sec. 4 of the main text, and the three lowest conduction orbitals.

In Fig. S2 and S3, we show both the defect excitations and the ghost states as a function of the supercell size and the active-space size, respectively. The energy of the ghost states decreases with increasing supercell size but gradually increases with increasing size of the active space. Considering that QDET is exact in the limit of an infinitely large supercell and an infinitely large active space, the results suggest that the slow convergence w.r.t. the active space size is the reason for the existence of ghost states. Furthermore, we speculate that this problem may be material dependent. As the slow convergence only affects the transitions to the conduction-band orbitals, and not those within the defect, it us reasonable to expect that the slow convergence originates from an inadequate description of conduction-band orbitals when the Brillouin zone is only sampled at the Γ-point. Diamond is an indirect bandgap semiconductor, and its conduction band minimum requires an accurate \( \mathbf{k} \)-point sampling.

### 7.2 \( \text{V}_\text{S}^0 \) in ZnS

In order to test our hypothesis, we study the neutral sulphur vacancy in cubic ZnS (\( \text{V}_\text{S}^0 \)). As a direct bandgap material, cubic ZnS has a three-fold degenerate valence-band minimum (VBM) and a non-degenerate conduction-band minimum (CBM). Again, we use the localization factor defined in Eq. 30 of the main text and shown in Fig. S4 to determine the orbitals to include in the active space. We find that a neutral sulphur vacancy introduces four defect orbitals originating from the four dangling bonds of Zn, one of which is slightly lower than the VBM and a three-fold degenerate one slightly above the CBM. We include the VBM and CBM in the active space to form an eight-orbital active space.

In Fig. S5 we show the vertical excitation energies of \( \text{V}_\text{S}^0 \) as functions of supercell size. Similar to NV\(^-\), the excitation energies within the defect are relatively stable when increasing the supercell size. In contrast to NV\(^-\), both the excitation energies from the defect to the CBM and those from the VBM to the CBM are also stable when increasing the supercell
size. This confirms our hypothesis that the unphysical excitations found in diamond are due to an inaccurate description of the CBM due to the indirect bandgap of the system.

In summary, we find excitations with unphysically low energies occurring in QDET calculations for materials with indirect bandgaps for supercells for which the Γ-point sampling is insufficient to correctly sample the CBM. Our analysis shows that the photoionization energies (excitation energies to the CBM) increase with increasing active space size, but the convergence is slow. We find that these energies are due to an inaccurate sampling of the CBM of an indirect-bandgap material in the supercells used here. This finding is confirmed by our investigation of the photoionization in the $V_{S}^{0}$ in the direct-bandgap insulator ZnS,

Figure S4: Localization factor ($L_{V}$, see Eq. 30 in the main text) for the $V_{S}^{0}$ in ZnS as a function of the Kohn-Sham energy relative to the VBM. Results are shown for 4 different supercell sizes.
Figure S5: Vertical excitation energies (eV) of the $V_{S}^{0}$ defect in Zns as functions of supercell size.

Figure S6: Vertical excitation energies for the SiV$_{0}$ center in diamond in a 215-atom cell. Calculations are performed with the EDC (left) and HFDC (right) correction schemes (see text). The 9 ghost states in the calculations with HFDC are shown in grey. These ghost states represent excitations from the valence band to the defect orbitals.

where we do not observe any ghost states.
7.3 SiV\textsuperscript{0} in diamond

Our analysis of ghost states in diamond reveals that ghost states occur in QDET calculations using HFDC. In Fig. S6 we present a detailed comparison between the vertical excitation spectrum obtained when using the two double counting schemes for SiV\textsuperscript{0} in a 215-atom cell, using the same computational setup as that of Ref. 2. Notably, HFDC introduces 9 ghost states, which correspond to excitations from the valance band to the defect orbitals but have lower excitation energies than those within the defect. We note that these ghost states do not occur in calculations with the EDC scheme. As the VBM of diamond is found at the \( \Gamma \)-point in reciprocal space, these ghost states do not originate from the bandstructure folding, but rather from the incomplete double counting correction within HF. As the approximate HFDC scheme affects localized defect orbitals differently than delocalized valence orbitals, excitations with unphysical energies occur.
# 8 Vertical excitation energies

Table S1: Vertical excitation energies (eV) of NV\(^-\), SiV\(^0\), GeV\(^0\), SnV\(^0\) and PbV\(^0\) in diamond. All calculations use the PBE functional. Experimental measurements of zero phonon line (ZPL) energies are shown in brackets in the last column. Reference vertical excitation energies are computed from experimental ZPL when Stokes energies are available. Results are shown for calculations with the exact double counting (EDC) and Hartree-Fock double counting (HFDC) schemes (see text). Energy levels are labelled using the representations of the \(C_{3v}\) point group.

| System | Excitation | EDC | | | HFDC | | | Ref |
|--------|------------|-----|---|---|---|---|---|---|
|        | # of atoms |     | E |     |     |     |     |     |
|        | 63 | 215 | 511 | 63 | 215 | 511 |     |     |
| NV\(^-\) | \(^1E\) | 0.512 | 0.459 | 0.463 | 0.419 | 0.380 | 0.375 |     |
|         | \(^1A_1\) | 1.526 | 1.305 | 1.270 | 1.253 | 1.174 | 1.150 |     |
|         | \(^3E\) | 1.944 | 2.023 | 2.152 | 1.516 | 1.381 | 1.324 |     |
| SiV\(^0\) | \(^1E_g\) | 0.309 | 0.324 | 0.321 | 0.184 | 0.209 | 0.236 |     |
|         | \(^1A_{1g}\) | 0.604 | 0.645 | 0.642 | 0.326 | 0.380 | 0.435 |     |
|         | \(^3A_{2u}\) | 2.295 | 2.003 | 2.146 | 1.710 | 1.223 | 1.098 |     |
|         | \(^3E_u\) | 2.319 | 2.011 | 2.161 | 1.744 | 1.229 | 1.096 |     |
|         | \(^1A_{1u}\) | 2.365 | 2.040 | 2.183 | 1.798 | 1.251 | 1.111 |     |
|         | \(^3A_{1u}\) | 2.541 | 2.183 | 2.260 | 1.952 | 1.382 | 1.188 |     |
| GeV\(^0\) | \(^1E_g\) | 0.363 | 0.334 | 0.357 | 0.243 | 0.260 | 0.289 |     |
|         | \(^1A_{1g}\) | 0.721 | 0.671 | 0.717 | 0.451 | 0.496 | 0.554 |     |
|         | \(^3A_{2u}\) | 3.062 | 2.661 | 2.924 | 2.098 | 1.579 | 1.456 |     |
|         | \(^3E_u\) | 3.069 | 2.653 | 2.925 | 2.117 | 1.573 | 1.443 |     |
|         | \(^1A_{1u}\) | 3.089 | 2.661 | 2.940 | 2.151 | 1.581 | 1.443 |     |
|         | \(^3A_{1u}\) | 3.235 | 2.756 | 2.970 | 2.281 | 1.676 | 1.495 |     |
| SnV\(^0\) | \(^1E_g\) | 0.353 | 0.341 | 0.295 | 0.266 | 0.277 | 0.276 |     |
|         | \(^1A_{1g}\) | 0.711 | 0.686 | 0.596 | 0.510 | 0.538 | 0.551 |     |
|         | \(^3A_{2u}\) | 3.050 | 2.722 | 2.590 | 2.126 | 1.573 | 1.459 |     |
|         | \(^3E_u\) | 3.058 | 2.707 | 2.571 | 2.142 | 1.561 | 1.444 |     |
|         | \(^1A_{1u}\) | 3.079 | 2.701 | 2.561 | 2.172 | 1.558 | 1.436 |     |
|         | \(^3A_{1u}\) | 3.192 | 2.796 | 2.616 | 2.281 | 1.654 | 1.491 |     |
| PbV\(^0\) | \(^1E_g\) | 0.379 | 0.352 | 0.319 | 0.293 | 0.300 | 0.302 |     |
|         | \(^1A_{1g}\) | 0.751 | 0.704 | 0.640 | 0.563 | 0.587 | 0.600 |     |
|         | \(^3A_{2u}\) | 3.604 | 3.227 | 3.095 | 2.482 | 1.905 | 1.788 |     |
|         | \(^3E_u\) | 3.609 | 3.206 | 3.072 | 2.496 | 1.888 | 1.768 |     |
|         | \(^1A_{1u}\) | 3.623 | 3.193 | 3.056 | 2.520 | 1.879 | 1.755 |     |
|         | \(^3A_{1u}\) | 3.719 | 3.275 | 3.099 | 2.606 | 1.963 | 1.796 |     |
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