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Abstract—In this article, we study linearly constrained policy optimization over the manifold of Schur stabilizing controllers, equipped with a Riemannian metric that emerges naturally in the context of optimal control problems. We provide extrinsic analysis of a generic constrained smooth cost function that subsequently facilitates subsuming any such constrained problem into this framework. By studying the second-order geometry of this manifold, we provide a Newton-type algorithm that does not rely on the exponential mapping nor a retraction, while ensuring local convergence guarantees. The algorithm hinges instead upon the developed stability certificate and the linear structure of the constraints. We then apply our methodology to two well-known constrained optimal control problems. Finally, several numerical examples showcase the performance of the proposed algorithm.

Index Terms—Optimization over submanifolds, output-feedback linear quadratic regulator (LQR) control, structured LQR (SLQR) control, constrained stabilizing controllers.

I. INTRODUCTION

In recent years, direct policy optimization (PO) for different variants of the linear quadratic regulators (LQR) problems have attracted considerable attention in the literature. In the meantime, PO for linearly constrained LQR, e.g., state-feedback LQR (OLQR) and output-feedback LQR (OLQR), has been less explored due to the intricate geometry of the respective feasible sets and the nonconvexity of the cost function. While reparameterization of LQR to a convex setup is possible for unconstrained cases [1], in general, trivial constraints directly on the policy become nontrivial and nonconvex after such reparameterizations. Furthermore, the domain of the optimization problems for constrained LQR (and its variants) are generally not only nonconvex [3] but also disconnected [4]. As such, there are no guarantees that first-order stationary points are necessarily local minima.

Finding the linear output-feedback policy directly for the OLQR problem was first addressed in [5], a procedure that involves solving nonlinear matrix equations at each iteration. Since then, there has been on-going research efforts to address this problem adopting distinct perspectives [6], [7], [8], [9], [10], [11], [12], [13], including its computational complexity [14], [15], [16]. In this direction, first- and second-order methods have been adopted for solving structured LQR (SLQR) and OLQR problems (see, e.g., [9], [10] and references therein). However, these methods often have a number of limitations, including reliance on backtracking line-search techniques at each iteration (which may be computationally expensive or infeasible), absence of convergence guarantees, not utilizing the inherent non-Euclidean geometry of the problem, and finally, not offering a setup for handling general linear constraints on the feedback gain.

Recently, state-feedback LQR problems have been studied through the lens of first-order methods, in both discrete-time [17] and continuous-time [18] setups. This point of view was initiated when the LQR cost was shown to satisfy Polyak–Łojasiewicz (aka gradient dominance) property [19], facilitating a global convergence guarantee of first-order methods for this problem—despite its nonconvexity. Since then, PO using first-order methods has been investigated for variants of LQR problem, such as OLQR [20], model-free setup [21], and risk-constrained LQR [22]. The gradient dominance property, however, is only known to be valid with respect to the global optimum of the unconstrained case, and is not necessarily expected for general constrained LQR problems. By merely using the first-order information of the cost function, projected gradient descent (PGD) techniques—whenever the projection is possible—can be shown to converge to first-order stationary points but with a sublinear convergence rate (e.g., see [17] and [20] for SLQR and OLQR problems, respectively). A sublinear rate is generally unfavorable from a practical point of view, particularly when second-order information of the LQR cost can be utilized. Despite computational challenges arising from the nonconvexity—and even nonconnectedness—of stabilizing feedback gains for.

1There are exceptions to this statement-like when conditions, such as quadratic invariance can be invoked [2].
general constrained optimal control problems, one may consider developing fast convergent algorithms for efficient identification of feasible local optima.

Note that some structure on the policy can be enforced through regularization; however, this approach merely promotes structural constraints and does not address problems considered here, as constraints are prescribed as a hard requirement for feasibility of the solution (e.g., see [23] for an approach pertaining to promoting sparsity for SLQR problem). Here, we aim to utilize the second-order information of the cost function to improve the convergence rate, and at the same time, provide a general approach that can address other linear constraints from a unifying perspective; in essence, the proposed approach can be adopted for problems, such as SLQR and OLQR, well-recognizing their inherent computational complexity [14, 15].

By ignoring the geometry of the problem, one may aim to optimize the linearly constrained LQR cost by directly utilizing first- or second-order methods. Since the domain is nonconvex, this might still be possible—depending on the problem scenario—by incorporating an Armijo-type backtracking line-search or requiring that the initial guess be close to the local optima. Here, we preclude from incorporating a line-search in order to systematically exploit the geometry inherent in the LQR cost. This inherent geometry will be precisely captured by the Riemannian metric defined subsequently in Section III (see Lemma 3.2). Incorporating a back-tracking technique is then an immediate extension of our setup. Furthermore, by adopting a geometric perspective in designing direct PO, we aim to also pave the way for future works on including relevant system theoretic criteria that lead to nonlinear constraints on the feedback policy; handling such constraints can significantly benefit from the intrinsic geometry of the problem as investigated in this work (see Section VII for an example). Generally, the second-order behavior of the cost function can be utilized in order to obtain a descent direction—as in the Newton method—as long as the Hessian stays positive definite. However, this second-order information can be obtained in a variety of ways; for example, with respect to the usual Euclidean geometry (especially for linearly constrained problems) or more interestingly, with respect to the non-Euclidean geometry inherent to the cost function itself. A simple—yet relevant—example of the above-mentioned statement is depicted in Fig. 1 in relation to the set of diagonally constrained stabilizing controllers (denoted by \( \mathcal{S} \))—which turns out to be nonconvex even for this simple example consisting of two inputs and two states. More specifically, this set is the intersection of the 4-dimensional set of stabilizing controllers with a 2-dimensional plane defining the diagonal constraint. In reference to Fig. 1, note how the Euclidean Hessian of the constrained LQR cost (denoted by Hess \( h \)) is positive definite on a smaller subset of \( \mathcal{S} \)—especially in the vicinity of the “minimum.” Therefore, one would expect that the neighborhood of minimum on which the Newton updates using the Euclidean geometry converge, be relatively small. In the meantime, if the second-order behavior of the LQR cost is considered through the lens of Riemannian geometry, its Riemannian Hessian (denoted by Hess \( h \)) captures the behavior of the cost function more effectively, in that it remains positive definite on a larger domain—compared with Hess \( h \). Hence, one expects a significant difference in the performance of second-order optimization algorithms utilizing these two distinct geometries. To further expand on this example, one needs to define the (Riemannian) Hess \( h \) and devise a second-order algorithm that iteratively optimize this constrained problem in the vicinity of a local optimum. This machinery is developed in the rest of this article, after which we revisit the above example (see Example 1 in Section VI).

The literature on optimization over manifolds often relies on having access to either the exponential mapping [24], [25], or a retraction from its tangent bundle onto the manifold itself [26]. However, due to the intricate geometry of the manifold of Schur stabilizing controllers, the exponential mapping is computationally expensive and a suitable retraction is generally not available. Furthermore, many useful constraints for optimal LQR problems (such as OLQR or SLQR) inherit a linear structure. Hence, one may consider the natural gradient descent approach of [27], [28] in order to utilize this inherent geometry; however, this approach is not directly applicable to more involved submanifolds of stabilizing controllers. Nonetheless, it is pertinent to ask whether we can still exploit the intrinsic non-Euclidean geometry—induced by, say, the quadratic cost and linear dynamics, in optimal control problems as illustrated in Fig. 1—by circumventing the absence of a computationally feasible retraction while guaranteeing stability.

In this article, we consider a general optimization problem over the set of linearly constrained stabilizing feedback gains; this setup can easily be tailored to other classes of constrained control synthesis problems. We introduce a Newton-type algorithm that utilizes both the inherent Riemannian geometry as well as the linear structure of the constraints, and provide its convergence analysis to the local minima. Here, in the absence of a computationally feasible (global) retraction from
the tangent bundle to the manifold, we obtain the so-called stability certificate that—together with the linear structure of the constraints—substitute the role that a retraction would generally play, ensuring the feasibility of the next iterate. Finally, as the unit stepsize for the proposed iterates may not be possible in general, we guarantee a linear convergence rate—that eventually becomes quadratic as the iterates converge. Finally, we provide applications of the proposed methodology to the well-known state-feedback SLQR and OLQR problems, followed by numerical examples.

Our contributions can, thus, be summarized as follows.

1) We study the second-order geometry of the manifold of stabilizing controllers induced by a pertinent Riemannian metric and its associated connection (a generalization of directional derivatives [29]), in order to obtain the second-order information of a cost through defining the Riemannian Hessian.

2) We provide extrinsic analysis for first- and second-order behavior of a generic smooth cost function constrained to a Riemannian submanifold. This, in turn, allows for a general treatment of constrained optimization problems on the manifold of stabilizing controllers.

3) We introduce quasi Riemann–Newton policy optimization (QRNPO) algorithm (pronounced as Kern PO) with convergence guarantees that exploits the inherent Riemannian geometry in the absence of the exponential mapping or a retraction, effectively providing a stability certificate for linearly constrained feedback gains.

4) We apply our methodology to SLQR and OLQR problems by first, computing the second-order behavior of the LQR cost with respect to the Riemannian connection, and then, explicating the solution to Newton equation for each case using this geometry.

5) While our approach allows for considering any choice of connection, here, we focus on the associated Riemannian connection—we also make a comparison to the ordinary Euclidean connection.

6) Finally, we provide several numerical examples to showcase the performance and advantages of the proposed methodology that exploits the intrinsic geometry of constrained feedback stabilization.

Further applications of the proposed algorithm—e.g., to the problem of controlling diffusion dynamics over a network—has recently appeared in [30].

The rest of this article is organized as follows. In Section II, we introduce the generic (stabilizing) feedback synthesis problem. We then provide the analysis of this problem through the lens of the tangent bundle to the manifold, we obtain the so-called stability certificate that—together with the linear structure of the constraints—substitute the role that a retraction would generally play, ensuring the feasibility of the next iterate. Finally, as the unit stepsize for the proposed iterates may not be possible in general, we guarantee a linear convergence rate—that eventually becomes quadratic as the iterates converge. Finally, we provide applications of the proposed methodology to the well-known state-feedback SLQR and OLQR problems, followed by numerical examples.

Notation: The space of $m \times n$ matrices over the reals is denoted by $M(m \times n, \mathbb{R})$ with the trivial smooth structure determined by the atlas consisting of the single chart $(M(m \times n, \mathbb{R}), \text{vec})$, where vec : $M(m \times n, \mathbb{R}) \rightarrow \mathbb{R}^{mn}$ denotes the operator that returns a vector obtained by (vertically) stacking the columns of a matrix—from left to right. We denote the transpose operator and the spectral norm of a matrix by $(\cdot)^T$ and $\Vert \cdot \Vert_2$, respectively. The trace and spectral radius of a square matrix are denoted by $\text{tr}[]$ and $\rho(\cdot)$. The Loewner partial order of symmetric positive (semi)definite matrices is denoted by $\succ$ (or $\succeq$); we use the same notation to denote positive (semi)definiteness of 2-tensor fields. The maximum and minimum eigenvalues of symmetric matrices will be designated by $\lambda$ and $\lambda_2$, respectively. The set of positive integers less than or equal to $m$ is denoted by $[m]$. By $\mathcal{M} := \{ A \in M(n \times n, \mathbb{R}) \mid \rho(A) < 1 \}$, we denote the set of (Schur) stable matrices, and define the Lyapunov map $L : \mathcal{M} \times M(n \times n, \mathbb{R}) \rightarrow M(n \times n, \mathbb{R})$ that sends the pair $(A, Z)$ to the unique solution $X$ of

$$X = AXA^T + Z$$

which has the representation $X = \sum_{i=0}^{\infty} A^i Z (A^T)^i$; in this case, if $Z \succeq 0$ ($> 0$), then $X \succeq 0$ ($> 0$). Furthermore, when $Z \succeq 0$, then $X > 0$ if and only if $(A, Z^{1/2})$ is controllable (see [31] and references therein). For manifolds, we follow the notation and results in [29] and [32] unless stated explicitly.

II. PROBLEM STATEMENT

Given a stabilizable pair $(A, B)$ with $A \in M(n \times n, \mathbb{R})$ and $B \in M(n \times m, \mathbb{R})$, we define

$$S := \{K \in M(m \times n, \mathbb{R}) \mid \rho(A + BK) < 1\}$$

as the set of stabilizing feedback gains. Subsequently, we will introduce a non-Euclidean geometry over $S$ using a metric arising naturally in the context of optimal control problems. We are often interested in feedback gains $K$ that lie in a relatively simple subset $K$ of $M(m \times n, \mathbb{R})$, such that $\tilde{S} := K \cap S$ is an embedded submanifold of $S$ (see Section III-A). A common example of this would be a linear subspace of $M(m \times n, \mathbb{R})$ characterizing a prescribed sparsity pattern for the admissible controller gains (see Section V-A2). Another example is the optimal output-feedback synthesis considered in Section V-A3.

Herein, we are concerned with the optimization problem

$$\min_{K} f(K) \quad \text{s.t.} \quad K \in \tilde{S}$$

where $f \in C^\infty(S, \mathbb{R}) = C^\infty(\tilde{S})$ and $\tilde{S}$ is an embedded submanifold of $S$, especially when it is endowed with a linear structure. This problem is motivated by parameterized feedback synthesis problems where we optimize the LQR cost $f$ directly for the policy $K \in \tilde{S}$, which takes the form of $f(K) = \frac{1}{2} \text{tr}[P_K \Sigma_K]$ with some $\Sigma_K, P_K > 0$ smoothly depending on $K$ (see Section V for further details).

Our approach involves using this linear structure with an appropriate Riemannian geometry of $\tilde{S}$ to circumvent the absence of a (computationally feasible) global retraction from $TS$ onto $S$ (or $\tilde{S}$)—due to the intricate geometry of $S$. In this article, we do not explicitly discuss conditions for the existence of the local (or global) optima for (2); as such, we assume that the minimum exists; see [33, 34] for a few relevant applications.

In order to handle a generic embedded submanifold $\tilde{S}$, we study the behavior of the restricted function $h := f|_{\tilde{S}}$ from an
extrinsic point of view, an approach that can be generalized to any such submanifold. We note that in general, the function \( f \) is not convex and the constraint submanifold \( S \) might be disconnected. Thus, here we focus on local convergence results that aim to exploit the inherent geometry of the problem in order to achieve fast convergence rates—relative to a reasonably computational complexity.

### III. Geometry of the Synthesis Problem

In order to examine (2), we analyze the domain manifold using machinery borrowed from differential geometry. Note that embedded submanifolds \( S \) endowed with a linear structure can certainly be investigated without using such a machinery. However, neither the corresponding results can be generalized to submanifolds with nonlinear structures, nor the geometry induced by the cost function can be exploited for developing the corresponding optimization algorithms.

Before we proceed, it is worth noting that if we were to directly apply the results developed for optimization over the manifolds (such as [26]), it would have been necessary to access a retraction from the tangent bundle \( TS \) onto \( S \). Unfortunately, due to the intricate geometry of \( S \), such a mapping is generally not available. Additionally, we will see that the Riemannian exponential map, with respect to the inherent geometry associated with optimal control problems, involves a system of ordinary differential equations whose coefficients are solutions to different Lyapunov equations. Therefore, even though it is possible to compute the exponential mapping, in general, its computational overhead is hard to justify. Nonetheless, we show how we can circumvent this issue when the Riemannian tangential projection onto \( TS \) is available—an operation that is more streamlined.

### A. Analysis of the Domain Manifold

It is known that \( S \) is contractible [35], and unbounded when \( m \geq 2 \) with the topological boundary \( \partial S = \{ K \in M(n \times n, \mathbb{R}) | \rho(A + BK) = 1 \} \) as a subset of \( M(n \times n, \mathbb{R}) \). Furthermore, \( S \) is open in \( M(n \times n, \mathbb{R}) \) (by continuity of eigenvalues in the entries of the matrix [36, Th. 5.2] and passing to the quotient [37, Th. 3.73]); as such \( S \) is a submanifold without boundary.\(^2\)

In this article, we focus on \( S \) as a manifold on its own. Note that \( S \) can be covered by a single smooth chart and the tangent bundle of \( S \), denoted by \( TS \), is diffeomorphic to \( S \times \mathbb{R}^{mnm} \), which in turn is diffeomorphic to \( S \times M(n \times n, \mathbb{R}) \) under the map \( \text{Id}_S \times \text{vec}^{-1} \). We refer to this composition of diffeomorphisms as the usual identification of the tangent bundle (or \( T_K S \cong M(n \times n, \mathbb{R}) \) at any point \( K \in S \)) if we need to identify any element of \( TS \) (or \( T_K S \)). In particular, let us denote the coordinates of this global chart by \((x^i)\) for \( S \), its associated global coordinate frame by \((\frac{\partial}{\partial x^i})\) or simply \((\partial_{x^i})\), and its dual coframe by \((dx^i)\), where \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \). Moreover, the \((k,\ell)\)th element of any matrix \( A \in M(n \times n, \mathbb{R}) \) is denoted by \([A]_{k,\ell} \) or \([A]^{k,\ell} \) depending on viewing \( A \) as a point or a tangent vector, respectively. Then, for example, under the usual identification of tangent bundle, for any fixed \( i \) and \( j \), we identify \( \partial_{x^i} \) as a vector in \( M(m \times n, \mathbb{R}) \) whose elements are \([\partial_{x^i}]^{k,\ell} = 1 \) if \( k = i \) and \( \ell = j \), and otherwise \([\partial_{x^i}]^{k,\ell} = 0 \).

\(^2\)Cf. [38] for an analogous study of Hurwitz stabilizing controllers.

\( P_K := L(A^\top, Q + K^\top R K), \quad \Sigma_K := \Sigma_1 + K^\top \Sigma_2 \) \( (3) \)

respectively, with the closed-loop system \( A_{cl} := A + BK \), and \( \Sigma_1, \Sigma_2 \geq 0 \) as prescribed matrices with appropriate dimensions. By the Lyapunov-trace property, the cost can be recast as \( f(K) = \frac{1}{2} \text{tr}[P_K \Sigma_K] \), where mappings \( P, \Sigma : S \mapsto M(n \times n, \mathbb{R}) \) send \( K \) to \( P_K := L(A^\top, Q + K^\top R K), \quad \Sigma_K := \Sigma_1 + K^\top \Sigma_2 \) \( (3) \)

Next, we note [see (9) in Section V] that many optimal control problems, such as SLQR, OLQR, and even linear quadratic Gaussian share a similar cost structure, as \( f(K) = \frac{1}{2} \text{tr}[P_K \Sigma_K] \), where mappings \( P, \Sigma : S \mapsto M(n \times n, \mathbb{R}) \) send \( K \) to \( P_K := L(A^\top, Q + K^\top R K), \quad \Sigma_K := \Sigma_1 + K^\top \Sigma_2 \) \( (3) \)

such that \( \Sigma_1, \Sigma_2 \geq 0 \) as prescribed matrices with appropriate dimensions. By the Lyapunov-trace property, the cost can be recast as \( f(K) = \frac{1}{2} \text{tr}[K^\top R K] \), \( L(A_{cl}, \Sigma_K) \). Motivated by this, we define a covariant 2-tensor field on \( S \), which will subsequently be proved to be a Riemannian metric. Riemannian metrics have been used in the literature to efficiently capture the geometry of the problem; e.g., see [39] for optimizing the Rayleigh quotient on the Grassmann manifold, and [40] for national policy gradient on Markov decision processes. Note that our metric is different from the “Hessian metric” induced by, say, a convex function [41].

\( \langle V, W \rangle := \text{tr}[\langle V, W \rangle_T] \quad \forall K \in S. \)

Then, this map, induced by a smooth symmetric covariant 2-tensor field, is well-defined.

\(^3\)Note that vec(\( \cdot \)) does not preserve algebraic operations on its matrix inputs, e.g., vec(\( AB \)) is not a simple function of vec(A) and vec(B); as such, we use double indices to maintain the matrix structure of points on \( S \).

\(^4\)The notation \((\cdot, \cdot)\) should not be confused with the (ordinary) inner product in innerproduct spaces as it is varying over \( S \).
Now, let \( g : S \rightarrow T^2(T^*S) \) be a smooth section of the bundle \( T^2(T^*S) \) that sends \( K \) to \((\cdot, \cdot)_K^\ast \). Then, \( g \) is in fact a Riemannian metric under mild conditions formalized as follows.

**Proposition 3.3:** If \((A_1, \Sigma_1^{1/2})\) is controllable and for all \( K \in S \), \( \Sigma_K \succeq 0 \), then \((S, g)\) is a Riemannian manifold. Moreover, if we define the mapping \( Y : S \rightarrow M(n \times n, \mathbb{R}) \) sending \( K \) to

\[
Y_K := (A_1, \Sigma_K)
\]

then, with respect to the dual coframe \((dx^i, j) \), \( g = g_{i,j}(x^i, x^j)dx^i \otimes dx^j \), where each \( g_{i,j}(x^i, x^j) \in C^\infty(S) \) satisfies \( g_{i,j}(x^i, x^j)(K) = [Y_K]_{i,j} \) if \( i = k \) and \( 0 \) otherwise. Furthermore, the inverse matrix \( g^{i,j}(x^i, x^j) \) satisfies \( g^{i,j}(x^i, x^j)(K) = [Y_K^{-1}]_{i,j} \) if \( i = k \) and \( 0 \) otherwise.

**Remark 1:** The premise of Proposition 3.3 is satisfied if \( \Sigma_K \succeq 0 \) for all \( K \in S \), e.g., when \( \Sigma_1 > 0 \) and \( \Sigma_2 \succeq 0 \). Also, by some algebraic manipulations, the well-known Hever’s algorithm [42] can be viewed as a Riemannian quasi-Newton iteration with respect to this Riemannian metric but with the Euclidean connection—also see Remark 5. Finally, we remark that the developed machinery can be generalized by modifying the Riemannian metric to incorporate a “preconditioning” positive definite \( \Theta > 0 \) such as

\[
\langle V, W \rangle_K := \text{tr} ([V_K]^\top \Theta W_K) \quad \text{ALL} (A_1, \Sigma_K) \quad \forall K \in S.
\]

In this case, a judicious choice of \( \Theta \) may, in general, improve the performance of corresponding numerical schemes. This metric also has a system theoretic interpretation that will be elaborated upon in our subsequent works.

1) **Riemannian Connection on \( TS \):** First, consider a Riemannian submanifold \((\bar{S}, \bar{g})\) with \( \bar{g} := \iota^\ast_S g \), where \( \iota^\ast_S \) denotes the pull-back by inclusion. In order to understand the second-order behavior—i.e., the **Hessian**—of a smooth function on \( S \), we need to study the notion of connection in \( TS \), and how it relates to analogous construct in the tangent bundle \( T\bar{S} \)—see [29] for further details. Recall that by fundamental theorem of Riemannian geometry, there exists a unique connection \( \nabla : \mathfrak{X}(S) \times \mathfrak{X}(S) \to \mathfrak{X}(S) \) in \( TS \) that is compatible with \( g \) and symmetric, i.e., for all \( U, V, W \in \mathfrak{X}(S) \) we have

1) \( \nabla_U \langle V, W \rangle = \langle \nabla_U V, W \rangle + \langle V, \nabla_U W \rangle \);
2) \( \nabla_U V - \nabla_V U \equiv [U, V] \);

where \( [V, W] \in \mathfrak{X}(S) \) denotes the Lie bracket of \( V \) and \( W \).

Note that, the restriction of \( \nabla \) to \( \mathfrak{X}(\bar{S}) \times \mathfrak{X}(\bar{S}) \) would not be a connection in \( T\bar{S} \) as its range does not necessarily lie in \( \bar{S} \). However, we can denote the (Riemannian) **tangential and normal projections** by \( \pi^\top : TS|_{\bar{S}} \to T\bar{S} \) and \( \pi^\perp : TS|_{\bar{S}} \to N\bar{S} \), respectively, with \( N\bar{S} \) indicating the normal bundle of \( \bar{S} \). Then, by Gauss Formula, if \( \nabla : \mathfrak{X}(\bar{S}) \times \mathfrak{X}(\bar{S}) \to \mathfrak{X}(\bar{S}) \) denotes the Riemannian connection in the tangent bundle \( T\bar{S} \), computed via

\[
\nabla_U V = \pi^\top \nabla_U V
\]

for any \( U, V \in \mathfrak{X}(\bar{S}) \) arbitrarily extended to vector fields on a neighborhood of \( \bar{S} \) in \( S \).

For computational purposes, we also obtain the Christoffel symbols associated with \( g \) (denoted by \( \Gamma^{i,j}_{k}(x^i, x^j, x^k) \)) in the global coordinate frame. This would, in turn, completely characterize the connection \( \nabla \) and facilitates its computation in this frame.

**Proposition 3.4:** Consider a point \( K \in S \) and, under the usual identification of \( TS \), define

\[
dY_K(p, q) := L \left( A_3, B\partial_{(p,q)} Y_K \right)^{\top} + A_3 Y_K \partial_{(p,q)} B^{\top}
\]

for each \( (p, q) \in [m] \times [n] \) where \( Y_K = L(A_1, \Sigma_K) \). Then, the Christoffel symbols associated with the metric \( g \) in the global coordinate frame \( \Gamma^{i,j}_{k}(x^i, x^j, x^k) \) satisfies \( \Gamma^{i,j}_{k}(x^i, x^j, x^k) = [Y_K^{-1}]_{i,j} \) if \( i = k \) and \( 0 \) otherwise.

**Remark 2:** Note that with respect to the global coordinates \((S, g, \nabla)\), the geodesic equation is a system of \((mn)\) second-order ordinary differential equations whose varying coefficients involve \((mn)^3\) Christoffel symbols \( \Gamma^{i,j}_{k}(x^i, x^j, x^k) \) as obtained above. Therefore, computing the Riemannian Exponential mapping is computationally burdensome; as such, in this work, we avoid using it as a retraction.

### B. Extrinsic Analysis of a Smooth Function Constrained on a Riemannian Submanifold

In this section, we study the gradient and Hessian operators of a constrained smooth function from an extrinsic point of view, which is yet to be defined. In other words, we consider \((\bar{S}, \bar{g})\) as a Riemannian subbundle of \((S, g)\), where \( \bar{g} = \iota^\ast_S g \), with \( \iota^\ast_S \) denoting the pull-back by inclusion of \( \bar{S} \) into \( S \). Then, by considering any smooth function \( f \) on \( S \), we can define its restriction to \( \bar{S} \) as

\[
h := f|_{\bar{S}}
\]

and examine how its gradient and Hessian operators are related to those of \( f \). In order to answer this question, we utilize the Riemannian connection to analyze the second-order behavior of \( f \) (or that of \( h \)).

First, recall from [29] that the gradient of \( f \) with respect to the Riemannian metric \( g \), denoted by \( \text{grad} f \in \mathfrak{X}(S) \), is the unique vector field satisfying

\[
\langle V, \text{grad} f \rangle = \langle V_f \rangle
\]

for any \( V \in \mathfrak{X}(S) \). Then, we denote the **Hessian operator** of \( f \in C^\infty(S) \) as the map \( \text{Hess} f : \mathfrak{X}(S) \to \mathfrak{X}(S) \) defined by

\[
\text{Hess} f(U) := \nabla_U \text{grad} f
\]

for any \( U \in \mathfrak{X}(S) \). Note that we use the same notation to denote the gradient and Hessian operators defined on the submanifold \( \bar{S} \)

---

5This coincides with the action of \( \partial_{(p,q)}|_K \) on the mapping \( K \rightarrow Y_K \).
(see the Appendix). Finally, for any normal vector field $N$ (i.e., a smooth section of $NS$), the Weingarten map in the direction of $N$ is a self-adjoint linear map denoted by $\langle \mathcal{W}_N[V], W \rangle = \langle N, \pi^+ (\nabla_V W) \rangle \quad \forall V, W \in \mathfrak{X}(S)$. Now, we can formalize this abstract extrinsic analysis as follows.

**Proposition 3.5:** Suppose $\tilde{S}$ is an embedded Riemannian submanifold of $S$, both equipped with their respective Riemannian connections. Let $f \in C^\infty(S)$ be any smooth function; then $h := f|_{\tilde{S}}$ is smooth on $\tilde{S}$ and we have

$$\text{grad} \, h = \pi^+ (\text{grad} \, f|_{\tilde{S}}).$$

Furthermore, under the usual identification of $T\tilde{S} \subset TS$, for any $V \in \mathfrak{X}(\tilde{S})$ we have

$$\text{Hess} \, h[V] = \pi^+ (\text{Hess} \, f[V]|_{\tilde{S}}) + \mathfrak{W}_V \pi^+(\text{grad} \, f|_{\tilde{S}})[V]$$

where $V$ is arbitrarily extended to vector fields on a neighborhood of $\tilde{S}$ in $S$.

**1) On the Choice of Connection:** On the manifold $(S, g, \nabla)$, computing the exponential map requires finding a solution to the system of ordinary differential equations of dimension $mn$. This approach is not only computationally demanding but also does not necessarily provide an exponential map of the submanifold $\tilde{S}$ (unless it happens to be totally geodesic). In order to avoid the computation of the Riemannian exponential map, it seems reasonable to perform updates by using simpler retractions from the tangent bundle to the manifold (cf. [26]); however, in general, we do not have access to such a retraction in our setup. Another computational overhead of utilizing the Riemannian connection associated with the Riemannian metric $g$ pertains to the $(mn)$-number of Lyapunov equations involved in obtaining the Christoffel symbols at each point.

On the other hand, for applications in which the submanifold appears as $\tilde{S} = S \cap K$, where $K$ is an affine subspace of $M(n \times n, \mathbb{R})$, it might seem reasonable to consider the ambient manifold $(S, g, \nabla)$, where $\nabla$ refers to the so-called Euclidean connection, i.e., the connection whose symbols (with respect to the global coordinates) all vanish (i.e., $\Gamma^{ij}_{(k, l)(p, q)} = 0$ on $S$). This results in a simpler Hessian operator which, however, does not respect the geometry of $(S, g)$ simply because $\nabla$ is not compatible with the metric $g$—in contrast to its associated Riemannian connection. Nonetheless, for completeness, we also define the Euclidean Hessian operator of $f \in C^\infty(S)$ as the map $\text{Hess} \, f : \mathfrak{X}(S) \to \mathfrak{X}(S)$ defined by

$$\text{Hess} \, f[U] := \nabla_U \text{grad} \, f$$

for any $U \in \mathfrak{X}(S)$. This operator enjoys similar properties as that of Hess $f$, but contains different second-order information about $f$ (e.g., see Fig. 1 for a comparison).

**IV. RIEMANNIAN OPTIMIZATION ON SUBMANIFOLDS OF S WITH LINEAR STRUCTURE**

In this section, we propose an optimization algorithm for smooth cost functions, constrained to submanifolds of $S$ that are endowed with a linear structure; that is, $\tilde{S} = S \cap K$, where $K$ is an affine subspace of $M(n \times n, \mathbb{R})$. The proposed algorithm, does not involve the exponential mapping (due to its computational complexity); note that no other retraction from the tangent space onto the manifold $S$ is known. Instead, we exploit this linear structure together with a geometrically induced stability certificate that guarantees stability of the iterates by adjusting the respective stepsize.

In what follows, we first introduce this stability certificate and then propose the algorithm. We then show how this certificate can be utilized to choose stepsizes that guarantee a linear convergence rate; furthermore, we will discuss existence of neighborhoods—containing a local minima—on which the algorithm achieves a quadratic rate of convergence.

**1) Stability Certificate and (Direct) Policy Optimization:** Recall that $S$ is open in $M(n \times n, \mathbb{R})$. Nonetheless, we provide the following result that quantifies this fact with respect to the problem parameters; an observation that has an immediate utility for analyzing iterative algorithms on $S$.

**Lemma 4.1:** Consider a smooth mapping $Q : S \to M(n \times n, \mathbb{R})$ that sends $K$ to any $Q_K \geq 0$. For any direction $G \in T_K S \cong M(n \times n, \mathbb{R})$ at any point $K \in S$, if

$$0 \leq \eta \leq s_K := \frac{\lambda(Q_K)}{(2\lambda(L(A_{cl}^T, Q_K))\|BG\|_2)}$$

then $K^+ := K + \eta G \in S; s_K$ will be referred to as the stability certificate at $K$.

**Proof:** As $K$ is stabilizing, for any such $Q_K$, there exists a matrix $P = L(A_{cl}^T, Q_K) > 0$ satisfying $P = A_{cl}^T P A_{cl} + L$ with $A_{cl}^+ := A + BK^+$ and $L := Q_K + A_{cl}^T P A_{cl} - A_{cl}^T P A_{cl}$. Therefore, in order to establish that $K^+$ is stabilizing, as $P > 0$—by the Lyapunov stability criterion [43, Th. 8.4]—it suffices to show that $L > 0$. Next

$$L = Q_K - \eta G^T B^T P A_{cl} - \eta A_{cl}^T P B G - \eta^2 G^T B^T P G \geq \lambda(Q_K - \eta A_{cl}^T P A_{cl} - \left(1 + \frac{1}{a}\right) \eta^2 G^T B^T P G$$

$$= (1 + a) \lambda(Q_K - \eta A_{cl}^T P A_{cl} - \left(1 + \frac{1}{a}\right) \eta^2 G^T B^T P G \geq 0$$

because for any $a > 0$, $P > 0$ implies

$$a A_{cl}^T P A_{cl} + \left(\frac{\eta^2}{a}\right) G^T B^T P G \geq \eta G^T B^T P A_{cl} + \eta A_{cl}^T P B G.$$
Algorithm 1: Quasi Riemannian–Newton policy optimization (QRNPO) for Constrained Problems on $\tilde{S}$.

1. **Initialization:** Problem parameters $(A, B)$, the linear constraint $\mathcal{K}$ and an initial feasible stabilizing controller $K_0 \in \tilde{S} = \tilde{S} \cap \mathcal{K}$
2. Choose a smooth mapping $K \rightarrow Q_K \succ 0$; set $t = 0$
3. **Until stopping criteria are met, do**
4. Find the Newton direction $G_t$ on $\tilde{S}$ satisfying $\text{Hess} h_{K_t} [G_t] = - \text{grad} h_{K_t}$
5. Use $Q_{K_t}$ to obtain a stability certificate $s_{K_t}$
6. Compute step-size $\eta_t = \min\{s_{K_t}, 1\}$
7. Update: $K_{t+1} = K_t + \eta_t G_t$
8. $t \leftarrow t + 1$

For examples of the mapping $Q$ in Line 2 see Remark 6. In Line 4, Hess $h$ can be replaced by its Euclidean counterpart $\text{Hess} h$. The update in Line 7 is possible due to the linear structure of $\tilde{S}$ induced by $K$. For different choices of stopping criteria see [30].

of both sides in (5)

$$\frac{1}{2} (L) \geq \frac{1}{2} (Q_K)/2 - \left[ \frac{2 \lambda(P)}{2 (Q_K)} - \lambda(P) \right] \eta^2 \|BG\|_2^2.$$ 

Therefore, if $|\eta| \leq \frac{1}{2} (Q_K) \frac{1}{2 (Q_K)} \|BG\|_2^2, then L \succ 0$, hence completing the proof.

**Remark 3:** The proceeding lemma also provides a conditioning of the optimization problem in terms of system parameters $A, B$. In other words, for any choice of $Q_K \succ 0$ at any $K \in \mathcal{S}$, the ratio $\frac{1}{2} (L(A, Q_K)) \frac{1}{2} (Q_K)$ represents a condition number revealing geometric information on the manifold at $K$. In a sense, this ratio reflects the Riemannian curvature of $(\mathcal{S}, g, \nabla)$; this connection will be further explored in our future work.

Next, we propose an algorithm with convergence guarantees with at least a linear rate (when the iterates are far from the local optimum) and eventually a Q-quadratic rate (when the iterates are close enough to the local optimum). The complication here is that we do not have access to a retraction with a reasonable computational complexity (see Remark 2). We claim that, starting close enough to a local minimum, a Newton-type method using Riemannian metric and the Euclidean/Riemannian connection must converge quadratically if one could have used the stepsize $\eta = 1$. This is in fact due to the exponential mapping with respect to the Euclidean connection that serves as a retraction with desirable properties. However, the stability certificate suggests that at least away from the local minimum, it might not be possible to use such a large stepsize. Therefore, a stepsize rule has to be deduced—that in turn, hinges upon the stability certificate; the resulting algorithm is summarized in Algorithm 1. Hereafter, we refer to the solution $G \in T_{K_t} \tilde{S}$ of the following equation as the **Newton direction** on $\tilde{S}$:

$$\text{Hess} h_K [G] = - \text{grad} h_K$$

where $h = f|_{\tilde{S}}$; similarly, when Hess $h$ is replaced by $\text{Hess} h$, the corresponding solution is referred to as the **Euclidean Newton direction**.

2) **Linear-Quadratic Convergence of QRNP0.** In this section, we establish the local linear-quadratic convergence of QRNP0 on the submanifold $\mathcal{S}$ using differential geometric techniques [24], [26], [29]. Herein, avoiding the exponential map induced by the Riemannian connection for updating the iterates, and instead relying the stability certificate, adds another layer of complications for the convergence analysis. To proceed, we say that $K^*$ is a critical point of $h$ if grad $h_{K^*} = 0$; it is *nondegenerate* if Hess $h_{K^*}$ is nondegenerate, i.e., $\langle \text{Hess} h_{K^*}[G_1], G_2 \rangle = 0, \forall G_2 \in T_{K^*} \mathcal{S}$.

**Lemma 4.2:** Suppose $K^*$ is a nondegenerate local minimum of $h := f|_{\mathcal{S}}$. Then, it is isolated, grad $h_{K^*} = 0$, and there exists a neighborhood of $K^*$ on which Hess $h$ is positive definite. Furthermore, Hess $h_{K^*} = \text{Hess} h_{K^*}$.

**Theorem 4.3:** Suppose $K^*$ is a nondegenerate local minimum of $h := f|_{\mathcal{S}}$ over the submanifold $\tilde{S} = \tilde{S} \cap \mathcal{K}$ for some linear constraint $\mathcal{K}$. Then, there exists a neighborhood $\mathcal{U}^* \subset \tilde{S}$ of $K^*$ with the following property: whenever $K_0 \in \mathcal{U}^*$, the sequence $\{K_t\}$ generated by QRNP0 remains in $\mathcal{U}^*$ (therefore, it is stabilizing), and it converges to $K^*$ at least at a linear rate—and eventually—with a quadratic one.

**Remark 4:** The abovementioned result implies that there exist neighborhoods containing each nondegenerate local minimum of the constrained cost function on which the convergence of QRNP0 is guaranteed. The usefulness of this result is that the initial iterate $K_0$ is not required to be in a (small) neighborhood of the optimum on which the stepsize $\eta = 1$ is feasible. Instead, by carefully incorporating the stability certificate (Lemma 4.1), we can obtain a larger basin of attraction for the iterates (see Fig. 3 in Section VI). Finally, even though the convergence rate is initially linear, as the algorithm proceeds, a quadratic convergence rate is achieved.

V. FEEDBACK SYNTHESIS VIA QRNP0

In this section, we discuss applications of the developed methodology for optimizing the LQR cost over two distinct submanifolds, namely those induced by SLQR and OLQR problems. Consider a discrete-time linear time-invariant dynamics

$$x_{k+1} = Ax_k + Bu_k, \quad y_k = Cx_k$$

where $A \in M(n \times n, \mathbb{R}), B \in M(m \times n, \mathbb{R}),$ and $C \in M(d \times n, \mathbb{R})$ are the system parameters for some integers $n, m,$ and $d$; $x_k, y_k,$ and $u_k$ denote the states, output, and input vectors at time $k$, respectively, and $x_0$ is given. Conventionally, the LQR problem is to find the sequence $u = (u_k)^n \in \ell_2$ that minimizes the following quadratic cost:

$$J_{x_0}(u) = \frac{1}{2} \sum_{k=0}^{\infty} x_k^T Q x_k + u_k^T R u_k$$

subject to (6), where $Q = Q^T \succ 0$ and $R = R^T \succ 0$ are prescribed cost parameters. It is well known (see, e.g., [44, sec. 22.7]) that the optimal state-feedback solution $u^*$ to this problem reduces to solving the discrete-time algebraic Riccati equation (DARE) for the optimal cost matrix $P_{LQR}$. This results in a linear state-feedback optimal control $u^*_k = K_{LQR} x_k$, where $K_{LQR} \in M(n \times n, \mathbb{R})$ is the optimal LQR gain (policy) obtained from
\( H_{\text{LQR}} \). Furthermore, the associated optimal cost can be obtained as
\[
J_{x_0}(u^*) = \frac{1}{2} x_0^T P_{\text{LQR}} x_0.
\]

Naturally, one could think of the LQR cost as a map \( K \mapsto J_{x_0}(u) \), however, this would depend on \( x_0 \) and generally, its value can still be finite while \( K \) is not necessarily stabilizing (i.e., when \( K \notin S \)). Instead, in order to avoid the dependency on the initial state while considering the constraints directly, we pose the following constrained optimization problem:

\[
\min_{K} f(K) := \mathbb{E}_{x_0 \sim D} J_{x_0}(u)
\]

\[
s.t. \quad x_{k+1} = A x_k + B u_k, \quad u_k = K x_k \quad \forall k \geq 0, \quad K \in \tilde{S}
\]

where \( \tilde{S} \) is an embedded submanifold of \( S \) and \( D \) denotes a distribution of zero-mean multivariate random variables of dimension \( n \) with covariance matrix \( \Sigma_1 \) so that \( 0 < \Sigma_1 = \Sigma_1^\top \in M(n \times n, \mathbb{R}) \).

Next, we can reformulate (8) as follows. For each stabilizing controller \( K \in S \), from (6) and (7), we have that

\[
J_{x_0}(K x) = \frac{1}{2} \sum_{k=0}^{\infty} x_0^T (A_{cl}^T)^T \Sigma_1 (A_{cl}^T)^T x_0
\]

where \( A_{cl} : = A + B K \). Since, \( A_{cl} \) is a stability matrix, the sum \( \sum_{k=0}^{\infty} (A_{cl}^T)^T \Sigma_1 (A_{cl}^T)^T \) converges, which is equal to the unique solution \( P_{K} = L(A_{cl}^T, K^T R K + Q) \). Therefore,

\[
\min_{K} f(K) = \frac{1}{2} \mathbb{E}_{x_0 \sim D} \text{tr}[P_{K} x_0 x_0^T] = \frac{1}{2} \mathbb{E}_{x_0 \sim D} \text{tr}[P_{K} x_0 x_0^T], \quad s.t. \quad K \in \tilde{S}.
\]

This reformulation of the LQR cost function has been previously adopted in the literature (see, e.g., [17, 19, 45]) but the inherent geometry of the submanifold \( \tilde{S} \) has generally been overlooked. In the absence of constraints, i.e., \( \tilde{S} = S \), Hower’s algorithm is known to converge to the optimal state feedback gain at a quadratic rate [42], given controllability of \( (A, B) \) and stability of the initial controller \( K_0 \)—see [46] for further study regarding the initial controller. Otherwise, \( \tilde{S} \) may have disconnected components, and in general, the constrained cost function may have stationary points that are not local minima. Nonetheless, in this section, we apply the techniques developed in Section III and Algorithm 1 to the constraint arising in the well-known SLQR and OILQR problems. Note that both of these problems can be cast as an optimization in (9) with \( \tilde{S} \) denoting a specific submanifold of \( S \) that will be further discussed in Sections V-A2 and V-A3, respectively.

### A. Solving for the Newton Direction

In order to solve for the Newton direction at any \( K \in \tilde{S} \), suppose that the tuple \( (\tilde{h}_{(p,q)}(p,q) \in D) \) denotes a smooth local frame for \( \tilde{S} \) on a neighborhood of \( K \), where \( D \) is a subset of \( [m] \times [n] \) depending on the dimension of \( \tilde{S} \). In fact, by Proposition 3.5,\n
\begin{equation}
\tag{9}
K_{t+1} = K_t + \hat{G}_t
\end{equation}

where the Riemannian quasi-Newton direction \( \hat{G}_t \) satisfying

\[
\hat{H}_{K_t}[\hat{G}_t] = - \text{grad} \ f_{K_t},
\]

with the Riemannian quasi-Newton direction \( \hat{G}_t \) satisfying

\[
\hat{H}_{K_t}[\hat{G}_t] = - \text{grad} \ f_{K_t},
\]

where \( \hat{H}_{K_t} : = (R + B^T P_{K_t} B)^{-1} B^T P_{K_t} A \) in [42] can be written as

\[
K_{t+1} = K_t + \hat{G}_t
\]

with the Riemannian quasi-Newton direction \( \hat{G}_t \) satisfying

\[
\hat{H}_{K_t}[\hat{G}_t] = - \text{grad} \ f_{K_t},
\]

where \( \hat{H}_{K_t} : = (R + B^T P_{K_t} B)^{-1} B^T P_{K_t} A \) is a positive definite approximation of Hess \( f_{K_t} \) and Hess \( f_{K_t} \). The algebraic coincidence is that the unit stepsize remains stabilizing throughout these quasi-Newton updates. In general, and particularly on constrained submanifolds \( \tilde{S} \), one needs to instead utilize the stability certificates developed in Lemma 4.1.

As a consequence of Proposition 3.5, the next corollary is the analogue of Proposition 5.1 on any submanifold of \( S \).

**Corollary 5.2:** Under the premise of Proposition 5.1, let \( h = f|_{\tilde{S}} \), where \( \tilde{S} \subset S \) is an embedded Riemannian submanifold
with the induced connection. Then, $h$ is smooth and under the usual identification of the tangent bundle
\[ \text{grad } h_K = \pi^\top (RK + B^T P_K A_{d1}). \]
Furthermore, Hess $h$ is a self-adjoint operator and can be characterized as follows: for any $E, F \in T_K \mathcal{S} \subset T_K \mathcal{S}$
\[ \langle \text{Hess } h_K[E], F \rangle = \langle B^T (S_K[F]) A_{d1}, E \rangle + (R + B^T P_K B)E + B^T (S_K[E]) A_{d1}, F \rangle - \langle \text{grad } h_K, [E]^{k,\ell} F^{p,q} \Gamma^{i,j}_{(k,\ell)(p,q)}(K) \partial_{i,j} \rangle \]
where $\Gamma^{i,j}_{(k,\ell)(p,q)}$ are the Christoffel symbols of $g$ and
\[ S_K[E] := \mathbb{L}(A_{d1}^T E)^T \text{grad } f_K + (\text{grad } f_K)^T E. \]
Remark 6: If $Q \succ 0$, then we can choose the mapping $Q: K \mapsto Q_K$ to be $Q_K = Q + K^T RK$, and thus, the stability certificate $s_K$ as defined in Lemma 4.1 satisfies
\[ s_K \geq \lambda(Q) \lambda(S) \left( \frac{4}{f(K)} |BG| \right)^2 \]
where $f$ denotes the LQR cost. This is due to the fact that $R, Q, S \succ 0$ and so is $P_K \succ 0$; hence, by the trace inequality, $f(K) \geq (\frac{1}{2}) \lambda(S) \mathcal{R}(P_K)$. The claimed lower bound on the stability certificate then follows by combining the last inequality with the definition of the stability certificate. Otherwise if $Q \succeq 0$, one can leverage observability of the pair $(A, Q^{1/2})$ to derive analogous results.

2) State-Feedback SLQR: Any desired sparsity pattern on the controller gain $K$ imposes a linear constraint set, denoted by $K_D$, which indicates a linear subspace of $M(m \times n, \mathbb{R})$ with nonzero entries only for a prescribed subset $D$ of entries, i.e., for any $K \in K_D$ and $(i, j) \notin D$ we must have $[K]_{i,j} = 0$. Then, $\mathcal{S} = \mathcal{S} \cap K_D$ is a properly embedded submanifold of dimension $|D|$. Furthermore, at any point $K \in \mathcal{S}$ and for any tangent vector $E \in T_K \mathcal{S}$, we can compute the tangential projection $\pi^\top : T_K \mathcal{S} \mapsto T_K \hat{\mathcal{S}}$ as the unique solution of
\[ \text{Proj}_{K_D} \left[ (E - \mathcal{E}^\top) Y_K \right] = 0 \]
where $\text{Proj}_{K_D}$ denotes the Euclidean projection onto the sparsity pattern $K_D$. Note that at each $K \in \hat{\mathcal{S}}$, the last equality consists of $|D|$ nontrivial linear equations involving $|D|$ unknowns (as the nonzero entries of $\mathcal{E}$), which can be solved efficiently. Finally, if $\partial_{(i,j)}$ (as described in Section V-A) is taken to be $\partial_{(i,j)} = \partial_{(i,j)} | (i,j) \in D)$ forms a global smooth frame for $T \mathcal{S}$. Thus, for each $(k, \ell), (p, q) \in D$, the coordinates $h_{(k,\ell)(p,q)}(K)$ simplifies to
\[ h_{(k,\ell)(p,q)}(K) = \left( B^T (S_K[\partial_{(p,q)}]) A_{d1}, \partial_{(k,\ell)} \right) + \left( (R + B^T P_K B)\partial_{(k,\ell)} + B^T (S_K[\partial_{(k,\ell)}]) A_{d1}, \partial_{(p,q)} \right) - \langle \pi^\top \text{grad } f_K, \Gamma^{i,j}_{(k,\ell)(p,q)}(K) \partial_{i,j} \rangle. \]
3) OLQR: The OLQR problem can be formulated as the optimization problem in (8) with the submanifold $\mathcal{S} = \mathcal{S} \cap K_C$, where the constraint set $K_C$ is defined as
\[ K_C := \{ K \in M(m \times n, \mathbb{R}) \mid K = LC, L \in M(m \times d, \mathbb{R}) \} \]
and $C \in M(d \times n, \mathbb{R})$ is the prescribed output matrix. For simplicity of presentation, we suppose that $C$ has full rank equal to $d \leq n$. Then, $\hat{\mathcal{S}} = \mathcal{S}$ is a properly embedded submanifold of $\mathcal{S}$ with dimension $md$. Also, we can canonically identify each tangent space at $K \in \mathcal{S}$ with $T_K \mathcal{S} \cong K_C$. Finally, at any $K \in \mathcal{S}$ and for any $E \in T_K \mathcal{S}$, the tangential projection of $E$ is $\pi^\top E = L^* C$ with $L^* \in M(m \times d, \mathbb{R})$ being the unique solution of the following linear equation:
\[ L^* C Y_K C^\top = E Y_K C^\top. \]

4) Complexity of QRNPO: The computational complexity of QRNPO at each iteration is determined by the complexity of solving for the Newton direction $G$ as the stability certificate $s_K$ involves solving only one DARE within $O(n^3)$ operations—say using the Bartels—Stewart algorithm. Thus, each iteration of QRNPO with Hess has a rudimentary computational complexity of $O(n^3 |D| + |D|^3 + n^3) \approx O(n^3 m + n^3 m^3)$ for the largest possible $|D| = nm$. On the other hand, QRNPO with Hess requires additional computations of approximately $|D|$ number of DAREs for the Christoffel symbols, but resulting in the same complexity. Finally, we note that efficient computation of the Christoffel symbols for these problems can benefit from additional structures, such as sparsity; see [47] for further discussion.

VI. NUMERICAL RESULTS

In this section, we provide numerical examples for optimizing the LQR cost over submanifolds induced by SLQR and OLQR problems. Recall that, for each of these problems, we can compute the coordinate functions of the covariant Hessian $h_{(k,\ell)(p,q)}(K)$ with respect to the corresponding coordinate frame described in previous sections. Therefore, finding the Newton direction $G$ at any point $K \in \mathcal{S}$ reduces to solving the system of linear equations for the unknowns $[G]^{k,\ell}$, as described in Section V-A, and forming the Newton direction as $G = [G]^{k,\ell} \partial_{(k,\ell)} | K \in T_K \mathcal{S}$.

For each of SLQR and OLQR problems, we have simulated three different algorithms, the first two are the variants of QRNPO where we use Riemannian connection or Euclidean connection to compute Hess $h$ or Hess $h$, respectively. Note that although Hess $h_K = \text{Hess} h_K$, whenever grad $h_{K^*} = 0$ (as shown in Lemma 4.2), this would not necessarily be the case where grad $h$ does not vanish; therefore, we expect Hess $h$ and Hess $h$ to contain distinct information on neighborhoods of isolated local minima that directly influence the performance of QRNPO as will be discussed as follows. The third algorithm is the PGD as studied in [17]. PGD is feasible for constraints in our examples as, under relevant assumptions, one is able to perform PGD updates by having access to merely the projection onto linear subspace of matrices—see, for example [17, Th. 7.1]. Note that the Lipschitz estimate provided in [17, Lemma 7.9] is conservative. Here, instead we choose a larger constant stepsize, which generates stabilizing iterates and improves the
performance of PGD—but not the convergence rate which remains sublinear. Finally, for comparison, we also implement the natural projected gradient descent (NPGD) algorithm with the same constant stepsize where, comparing to PGD, the Euclidean projected gradient is replaced by the tangential projection of the Riemannian gradient. Note that, both PGD and NPGD algorithms have similar (initial) sublinear rates [17], [20]; as such, despite their respective progress at the onset of the iterates, these algorithms—without further stepsize adjustment—become rather slow over time and not practically convergent. The code for generating these results can be found at [48].

Example 1 (Trajectories of QRNPO using Hess versus Hess): In order to illustrate how the performance of QRNPO is different in terms of using the Riemannian connection (Hess h) versus Euclidean connection (Hess h), we consider an example with system parameters \((A,B|Q|R|\Sigma) = \begin{pmatrix} 0.8 & 1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & 0.0 \end{pmatrix}\). We run QRNPO and PGD algorithms for both SLQR and OLQR problems involving two decision variables, so that we can plot the trajectories of the iterates over the level curves of the associated cost functions from different initial conditions (as illustrated in Figs. 2 and 3, respectively). In this example, the stopping criterion for QRNPO is when the error of iterates from optimality is below a small tolerance \((10^{-12})\); unless the Hessian fails to be positive definite for QRNPO using \(\text{Hess}_h\), we run the algorithm for a fixed number of iterations. Since PGD does not practically converge even with large number of iterates due to its sublinear convergence rate, it is terminated when QRNPO, using \(\text{Hess}_h\), has converged.

In reference to Fig. 2, we first note that QRNPO with \(\text{Hess}_h\) does not converge if initialized away from the local minimum (and away from the line \(l_2 = -1\)) as the Euclidean Hessian fails to be positive definite therein (see Fig. 1). On the other hand, QRNPO with \(\text{Hess}_h\) successfully captures the inherent geometry of the problem and converges from all initializations. These observations exemplify how QRNPO can exploit the connection compatible with the metric (inherent to the cost function) in order to provide more effective iterate updates. Second, the square marker on each trajectory of QRNPO indicates the first time stepsize \(\eta_l = 1\) is guaranteed to be stabilizing (i.e., \(s_K \geq 1\)). It can be seen that the neighborhood of the local minimum (zoomed in)—on which the identity stepsize is possible—is relatively small. Whereas, by using the stability certificate, the specific choice of stepsize adopted here enables QRNPO to handle initialization further away from the local minimum.

Next, notice that in both Figs. 2 and 3, the trajectories of QRNPO with \(\text{Hess}_h\) are much more favorable in comparison to QRNPO with \(\text{Hess}_h\), particularly, when initialized from points further away from the local minimum and closer to the boundary. Additionally, similar to Fig. 2, the region on which the unit stepsize is guaranteed to be stabilizing is relatively small in Fig. 3.

Example 2 (Randomly selected system parameters): Next, we consider an example with \(n = 6\) number of states and \(m = 3\) number of inputs, and simulate the behavior of QRNPO and PGD for 100 randomly sampled system parameters. Particularly, the parameters \((A, B)\) are sampled from a zero-mean unit-variance normal distribution, where \(A\) is scaled so that the open-loop system is stable, i.e., \(K_0 = 0\) is stabilizing, and the pair is controllable. Furthermore, we choose \(Q = \Sigma = I_n\) and \(R = I_m\) in order to consistently compare the convergence behaviors across different samples. For the SLQR problem, we randomly sample for the sparsity pattern \(D\) so that at least half of the entries are zero and all of them have converged from \(K_0 = 0\) in less than 30 iterations. For the OLQR problem, we also randomly sample the output matrix \(C\) with \(d = 2\), where 98% and 92% of the corresponding iterates have converged from \(K_0 = 0\) in less than 50 iterations using \(\text{Hess}_h\) and \(\text{Hess}_h\), respectively. The minimum, maximum, and median progress of the three algorithms for both SLQR and OLQR problems are illustrated in Fig. 4(a) and (b), respectively. As guaranteed by Theorem 4.3, the linear-quadratic convergence behavior of QRNPO is observed in these problems. Especially, the quadratic behavior starts as soon as the stability certificate exceeds 1. In both cases, QRNPO with \(\text{Hess}_h\) (blue curves) built upon the Riemannian connection has a superior convergence rate compared with the case of using the Euclidean connection (orange curves); this was expected as the Riemannian connection is compatible with the metric induced by the geometry inherent to the cost function itself. This superior performance...
we define the average input energy, \( E_u := \mathbb{E}_{x_0 \sim \mathcal{D}} \| u \|^2 \), where \( \| \cdot \|_{\ell_2} \) refers to \( \ell_2 \)-norm. If a static linear policy, i.e., \( u = K x \) for \( K \in \mathcal{S} \), is desired for this problem setup, then the closed-loop system assumes the form \( x_k = (A_k)^k x_0 \); one can now show that under the usual identification of \( T_K \mathcal{S} \) with \( M(m \times n, \mathbb{R}) \), we have \( E_u(K) = |K|^2_{\ell_2} \). But then, \( E_u : \mathcal{S} \to \mathbb{R} \) is smooth by composition, and as such, every regular level set of \( E_u \) translates to an upper bound on the average input energy. Regular level set theorem now implies that the average input energy optimal control synthesis can be pursued via an embedded submanifold of \( \mathcal{S} \), which has a nonlinear but simple structure, whenever considered in the associated Riemannian geometry. Solving this problem still requires an efficient retraction that would substitute the linear updates possible in SLQR and OLQR problems. The framework discussed in this work allows the integration of such retractions in the synthesis procedure. As such, the proposed work opens up a new approach for solving a wide range of constrained optimization problems over the manifold of Schur stabilizing controllers.

APPENDIX
ON THE HESSIAN OPERATOR

The Hessian operator (denoted by Hess \( f \)) as introduced in Section III-B is well-defined and the value of Hess \( f[U] \) at any \( K \in \mathcal{S} \) depends only on \( U_K \); this is due to the property for the connection. Note that

\[
\langle \text{Hess} f[U], W \rangle = U \langle \text{grad} f, W \rangle - \langle \text{grad} f, \nabla_U W \rangle = U(W f) - \langle \nabla_U W f \rangle = W(U f) - \langle \nabla_W U \rangle f
\]

\[\forall U, W \in \mathfrak{X}(\mathcal{S}),\]

where the first equality is the consequence of having the Riemannian connection compatible with the metric, the second one is by the definition of \( \text{grad} f \), and the last one is due to symmetry of the Riemannian connection. Thus, by (12), the Hessian operator is self-adjoint, i.e.,

\[
\langle \text{Hess} f[U], W \rangle = \langle U, \text{Hess} f[W] \rangle.
\]

Similarly, we can consider Hess \( h \) for any smooth function \( h \in C^\infty(\mathcal{S}) \), where we consider the submanifold \( \bar{\mathcal{S}} \subset \mathcal{S} \) with the induced Riemannian metric and the associated Riemannian connection of \( \bar{\mathcal{S}} \).

Next, for the computational purposes, we would like to introduce the covariant Hessian of \( f \) with respect to \( g \), denoted by \( \nabla^2 f \) [29, Proposition 4.17]. It is a 2-tensor field obtained by taking total covariant derivative of \( f \) twice. The Riemannian connection is symmetric, and so is the covariant Hessian. Furthermore, the covariant Hessian and Hessian operator are related as

\[
\nabla^2 f[W, U] = \nabla_U \nabla_W f - \langle \nabla_W f \rangle = \langle \text{Hess} f[U], W \rangle
\]

where the last equality follows by (12).

Recall now that \( \text{grad} f = (d f)^\sharp \), where \( \sharp \) denotes the index raising operator, referred to as the sharp operator [29, Ch. 2].
Also, \( \text{Hess} f : \mathcal{X}(S) \rightarrow \mathcal{X}(S) \) can be viewed as the total covariant derivative of \( \nabla f \), i.e., \( \text{Hess} f = \nabla \nabla f \). Then

\[
\text{Hess} f = (\nabla (\nabla f))^2 = (\nabla^2 f)^2 \tag{14}
\]

where the equality in the middle follows by the fact the index raising operator commute with the covariant derivative operator, and the last equality is due to the definition of connection for a smooth function \( f \in C^\infty (S) \). Note that in (14), the index raising refer to the second argument of \( \nabla^2 f \). However, as the covariant Hessian of any smooth function is a symmetric 2-tensor field, the index raising could be with respect to any of the entries. Finally, similar definitions and relations as discussed above are available for \( h \) as a smooth function on the embedded Riemannian submanifold \( \tilde{S} \) with the induced metric and corresponding connection; these are omitted for brevity.

**Proof of Lemma 3.1:** Since \( \rho : \mathcal{M}(n \times n, \mathbb{R}) \rightarrow \mathbb{R} \) is a continuous map, \( \mathcal{M} \) is an open subset of \( \mathcal{M}(n \times n, \mathbb{R}) \), and thus, an open submanifold. For each \( A \in \mathcal{M} \), by Lyapunov stability criterion, there exists a unique solution \( X \) to (1), which has the infinite-sum representation. But, as for each \( A \in \mathcal{M} \), the series converges, each matrix entry of \( X \) can be written as a convergent power series of elements of \( A \) and \( Z \). Therefore, each matrix entry of \( X \) is a real analytic function of several variables (as defined in [51]) on the open subset \( \mathcal{M} \times \mathcal{M}(n \times n, \mathbb{R}) \subset \mathcal{M}(n \times n, \mathbb{R}) \times \mathcal{M}(n \times n, \mathbb{R}) \). Hence, we conclude that \( \mathcal{L} \) is a well-defined smooth map. Next, under the identification in the premise, it follows that

\[
d \mathcal{L}(A,Q)[E,F] = d \mathcal{L}(A,Q)[E,0] + d \mathcal{L}(A,Q)[0,F].
\]

However, \( \mathcal{L} \) is linear in the second entry, so \( d \mathcal{L}(A,Q)[0,F] = \mathcal{L}(A,F) \). Also since \( \mathcal{M} \) is open, for small enough \( \varepsilon, \gamma : [0, \varepsilon] \rightarrow \mathcal{M} \times \mathcal{M}(n \times n, \mathbb{R}) \) with \( \gamma(t) = (A + tE, Q) \) is a well-defined smooth curve starting at \((A, Q)\) whose initial velocity is \((E, 0)\). Then

\[
d \mathcal{L}(A,Q)[E,0] = d/dt |_{t=0} \mathcal{L} \circ \gamma(t).
\]

Let \( X_t := \mathcal{L} \circ \gamma(t) \) and \( X := \mathcal{L} \circ \gamma(0) \); then we obtain

\[
X_t - X = \mathcal{L} \left( A, t(EXAT^T + AXET^T) + O(t^2) \right) = t \mathcal{L} \left( A, EXAT^T + AXET^T \right) + O(t^2)
\]

where the first equality is by direct algebraic manipulation and the second one follows by linearity of \( \mathcal{L} \) in the second entry. Therefore, \( d \mathcal{L}(A,Q)[E,0] = \mathcal{L}(A, EXAT^T + AXET^T) \), and the first claim follows by adding the two computed differentials and using linearity of \( \mathcal{L} \) in the second entry again. Finally, note that any square matrix has a spectrum identical to its transpose; therefore, if \( A \in \mathcal{M} \) then \( A^T \in \mathcal{M} \), and thus, the last property follows by the convergent series representations of \( \mathcal{L}(\cdot, Q) \) and \( \mathcal{L}(A, \Sigma) \), as well as the cyclic permutation property of trace.

**Proof of Lemma 3.2:** By Lemma 3.1 for each \( K \in S \), \( \mathcal{L}(A_q, \Sigma_K) \) is uniquely determined, symmetric and smooth in \( K \), since \( A_q \) is stabilizing. Also, \( \mathcal{L}(A_\Sigma, \Sigma_K) \) is positive semidefinite by observing the infinite-sum representation of solution to Lyapunov equation and the fact that \( \Sigma_K \succeq 0 \). Next, \( \text{tr}(V \Sigma_K V^T) \mathcal{L}(A_\Sigma, \Sigma_K) \) is a smooth function of elements of \( V \Sigma_K \), and \( \mathcal{L}(A_\Sigma, \Sigma_K) \). Therefore, for any \( V, W \in \mathcal{X}(S) \), the function \( \langle V, W \rangle \), as defined in the premise, is well-defined and smooth on \( S \). Additionally, by linearity of trace, we observe that \( \langle \cdot, \cdot \rangle \) is multilinear over \( C^\infty (S) \), i.e.,

\[
\langle fU + hV, W \rangle = f \langle U, W \rangle + h \langle V, W \rangle
\]

for any \( f, h \in C^\infty (S) \) and \( U, V, W \in \mathcal{X}(S) \), and similarly for the second entry. Therefore, by tensor characterization lemma [32, Lemma 12.24], it is induced by a smooth covariant 2-tensor field. Finally, symmetry follows from the fact that for any \( K \in S \), the cyclic property of trace implies

\[
\langle V, W \rangle |_{K} = \text{tr} ([\mathcal{L}(A_\Sigma, \Sigma_K)]^T (W \Sigma_K)^T V_K) = \text{tr} ([W \Sigma_K]^T V_K (\mathcal{L}(A_\Sigma, \Sigma_K))^T) = \langle W, V \rangle |_{K}
\]

as \( \mathcal{L}(A_\Sigma, \Sigma_K) \) is symmetric.

**Proof of Proposition 3.3:** We know that \( S \) is a smooth manifold, and by Lemma 3.2 and smoothness criteria for tensor fields [32, Proposition 12.19], \( g \) is a smooth symmetric covariant 2-tensor field. Hence, it suffices to show that it is positive definite at each point \( K \in S \). But \( \Sigma_K \succeq 0 \) and \( \mathcal{L}(A_\Sigma, \Sigma_K) \) is controllable; therefore, \( Y_K = \mathcal{L}(A_\Sigma, \Sigma_K) \) is a positive definite matrix, implying that \( g_K(E, E) = \text{tr}((EY_K^2)^T EY_K^2) \geq 0 \), for any \( E \in T_K S \) with equality if and only if \( E \) is the zero element. Next, to compute the coordinate representation of \( g \), for each coordinate pairs \((i,j)\) and \((k,l)\) we have

\[
g_{(i,j),(k,l)}(K) = g_K(\partial_{i,j}K, \partial_{k,l}K) = \text{tr} [\partial_{i,j}K^T \partial_{k,l}K K_Y]
\]

under the usual identification of \( T_K S \). Since under this identification \( \partial_{i,j} \) corresponds to the element of \( \mathcal{M}(n \times n, \mathbb{R}) \) with entry 1 in \((i,j)\)th coordinate and zero elsewhere, the expression for \( g_{(i,j),(k,l)} \) follows by direct computation of the last equality. Finally, by definition of inverse matrix, for each \((i, j)\) and \((k, l)\), we must have \( \sum_{r, s} g^{(i,j)}(r, s)g_{(r, s), (k, l)} = 1 \) if \((i, j) = (k, l)\) and 0 otherwise. Next, for each \( i = k \), let \([g_{(k,\cdot)},(\cdot,\cdot)]\) denote the matrix with \( g_{(k,j)}(k,s)\) as its \((j, s)\)th entry. Then, by the expression for \( g_{(i,j),(k,l)} \), it must satisfy \( [g_{(k,\cdot)},(\cdot,\cdot)] Y_K = I_n \), and therefore, \([g_{(k,\cdot)},(\cdot,\cdot)] = Y_K^{-1} = Y_K \) \( \forall K \). The rest of the reasoning follows by performing a similar computation for each \( i \neq k \) and noting the zero pattern in the expression for \( g_{(i,j),(k,l)} \).

**Proof of Proposition 3.4:** We know that

\[
\Gamma_{(i,j)}(k,l)(p,q) = \sum_{r,s} g^{(i,j)}(r,s)/2 \left[ \partial_{(k,l)}(p,q) \right] [g_{(r,s), (p, q)}] - \partial_{(p,q)}[g_{(r,s), (k, l)}] \tag{15}
\]

for any \((i, j)\), \((k, l)\), \((p, q) \in [n] \times [n]\), where \( g^{(i,j)}(r,s) \) denotes the inverse matrix of \( g_{(i,j),(r,s)} \). If \( k \neq i \neq \neq p \), then by sparsity pattern in the expression for \( g_{(i,j),(k,l)} \) in Proposition 3.3, we obtain \( \Gamma_{(i,j)}(k,l)(p,q) = 0 \). Next, if \( k = i \neq p \), then (15) simplifies
Next, for any fix $i,p$ and $q$, let $\Gamma^{(i,j)}_{(i,p)(q)}$ denote the $n \times n$ matrix with $\Gamma^{(i,j)}_{(i,p)(q)}$ as its $(\ell,j)$ entry. Then, it must satisfy $\Gamma^{(i,j)}_{(i,p)(q)} = \frac{1}{2} \frac{\partial}{\partial \ell} g_{i,j}(Y_K) Y_K^{-1}$, where $\partial_{\ell} g_{i,j}(Y_K)$ indicates the action of tangent vector $\partial_{\ell}(p,q)$ on the composite map $K \mapsto (A_{1,2}, \Sigma_K) \mapsto Y_K$. By Lemma 3.1, we can compute
\[
\partial_{\ell}(p,q) Y_K = d\left[ B\partial_{\ell}(p,q), \partial_{\ell} \Sigma_K \right] K + K^T \Sigma_2 \partial_{\ell}(p,q)
\]
under the usual identification of $T_K S$. Thus, $\partial_{\ell}(p,q) Y_K = dY_K(p,q)$ which proves the second case. The third case follows by the symmetry of the Riemannian connection, i.e.,
\[
\Gamma^{(i,j)}_{(k,p)(q)} = \Gamma^{(i,j)}_{(q,p)(k)}.
\]
Next, if $p = k \neq i$, then by Proposition 3.3, (15) simplifies to
\[
\sum_s g^{(i,j)(i,s)}_{s(s)} \left( \partial_{i,s} Y_K \right)(q,t) = \sum_s \partial_{i,s} \left[ Y_K^{-1} \left( \partial_{i,t} Y_K \right)(q,t) \right] \]
with $\partial_{i,s} Y_K = dY_K(i,s)$ computed similarly. Finally, if $k = i = p$ then similarly (15) simplifies to
\[
\sum_s g^{(i,j)(i,s)}_{s(s)} \left( \partial_{i,t} Y_K \right)(q,t) + \partial_{i,q} Y_K(i,s) - \partial_{i,s} Y_K(i,t) \partial_{i,q} (t,q) \left( \partial_{i,t} Y_K \right)(q,t)
\]
and substituting each term similarly completes the proof. □

Proof of Proposition 3.5: Note that $f$ is smooth and $S$ is an embedded submanifold of $S$. Therefore, $h : S \mapsto S$ is smooth by restriction and we can define $\text{grad } h$ and $\text{Hess } h$ on $S$. But, $\text{grad } h \in \mathfrak{X}(S)$ is the unique vector field on $S$ such that $\widetilde{g}(W, \text{grad } h) = Wh$ for any $W \in \mathfrak{X}(S)$. Unraveling the definition implies that for any $K \in S$ $\mathcal{C}_K$
\[
dhK(W_K) = dF_K(d_{\mathcal{C}_K}(W_K)) = \text{grad } f_K(d_{\mathcal{C}_K}(W_K)) = \text{grad } f_K(W_K)
\]
as $h = f \circ d_{\mathcal{C}_K}$ and, thus, $dh = dF \circ d_{\mathcal{C}_K}$, where the last equality follows by the fact that $d_{\mathcal{C}_K}(W_K) \in T_K S$ is tangent to $\mathcal{S}$. By definition of tangential projection, $\pi^\top(\text{grad } f_{\mathcal{C}_K})$ is then a vector field on $S$ that satisfies
\[
\text{Wh} = \widetilde{g}(W, \pi^\top(\text{grad } f_{\mathcal{C}_K}))
\]
for any $W \in \mathfrak{X}(S)$. Therefore, the first claim follows by uniqueness of the gradient. Next, note that the Hessian operator of $h \in C^\infty(S)$ is defined as $\text{Hess } h[V] := \nabla_V \text{grad } h$, for any $V \in \mathfrak{X}(S)$. But then, the first claim together with (4) and the linearity of connection imply that
\[
\text{Hess } h[V] = \pi^\top \nabla_{\pi^\top(\text{grad } f_{\mathcal{C}_K})} = \pi^\top(\text{Hess } f[V]_{\mathcal{C}_K}) - \pi^\top \nabla_{\pi^\top(\text{grad } f_{\mathcal{C}_K})} \pi^\top(\text{grad } f_{\mathcal{C}_K})
\]
where all $V, \pi^\top(\text{grad } f_{\mathcal{C}_K})$ and $\pi^\top(\text{grad } f_{\mathcal{C}_K})$ are extended arbitrarily to vector fields on a neighborhood of $\mathcal{S}$ in $S$. Finally, the extrinsic expression of $\text{Hess } h$ follows by The

Weingarten Equation [29, Proposition 8.4], indicating that $\pi^\top \nabla_V (\pi^\top(\text{grad } f_{\mathcal{C}_K})) = -W_{\pi^\top(\text{grad } f_{\mathcal{C}_K})}[V]$. □

Proof of Lemma 4.2: Let $\widehat{\gamma} : (-\varepsilon, \varepsilon) \mapsto S$ denote the smooth geodesic curve on the submanifold $S$ with $\widehat{\gamma}(0) = K^*$ and $\widehat{\gamma}'(0) = F$ for an arbitrary $F \in T_{K^*} S$. Define $\ell(t) := h \circ \widehat{\gamma}(t) : (-\varepsilon, \varepsilon) \mapsto R$ which is smooth by composition. Then, $K^*$ is a local minimum for $h$, so is $t = 0$ for $\ell(t)$ following by smoothness of $\widehat{\gamma}$. Therefore
\[
0 = \ell'(0) = dh_{\widehat{\gamma}(0)} \circ \widehat{\gamma}'(0) = \langle \text{grad } h_{K^*}, F \rangle
\]
and as $F$ was an arbitrary tangent vector, we conclude that $h_{K^*} = 0$. Now, recall that nondegenerate critical points are isolated [52, Corollary 2.3]. Next, Taylor’s formula for $\ell$ at $t = 0$ yields
\[
\ell(t) = \ell(0) + t \langle \text{grad } h_{K^*}, F \rangle + \frac{1}{2} \ell''(s)t^2
\]
for some $s \in (0, t)$. As $\text{grad } h_{K^*} = 0$ and $t = 0$ is a local minimum of $\ell(t)$, we must have $\ell''(s) \geq 0$; by tending $t \to 0$, smoothness of $\ell$ implies that $\ell''(0) \geq 0$. But
\[
\ell''(t) = D_{\ell}(\langle \text{grad } h_{\widehat{\gamma}(t)}, \widehat{\gamma}'(t) \rangle) = \langle D_{\ell} \text{grad } h_{\widehat{\gamma}(t)}, \widehat{\gamma}'(t) \rangle
\]
where $D_{\ell}$ denotes the covariant derivative along $\widehat{\gamma}$ on $\mathcal{S}$, and the last equality follows by its compatibility with the metric and the fact that $\widehat{\gamma}$ is a geodesic (so that $D_{\ell}\widehat{\gamma}'(t) \equiv 0$). As $\text{grad } h_{\widehat{\gamma}(t)} \in \mathfrak{X}(\mathcal{S})$ is clearly extendable, we conclude that
\[
\ell''(t) = \langle \text{grad } h_{\widehat{\gamma}(t)}, \widehat{\gamma}'(t) \rangle = \langle \text{Hess } h_{\widehat{\gamma}(t)}, \widehat{\gamma}'(t) \rangle
\]
and thus particularly $\ell''(0) = \langle \text{Hess } h_{K^*}, F \rangle$. Since $F$ was arbitrary and $K^*$ is nondegenerate, $\ell''(0) \geq 0$ implies that $h_{K^*}$ is positive definite. Next, existence of a neighborhood $U$ on which $h_{K^*}$ is positive definite follows by smoothness—in particular continuity—of the operator $\text{Hess } h_{K^*}$ in $K^*$. Finally, let $\nabla$ and $\nabla$ denote the connections on $TS$ induced, respectively, by the connections $\nabla$ and $\nabla$ on $TS$. Then, by the difference tensor lemma, the difference tensor between $\nabla$ and $\nabla$—defined as $D(U, V) := \nabla_U V - \nabla_U V$ for any $U, V \in \mathfrak{X}(S)$—is indeed a (1,2)-tensor field. That means, as $\text{grad } h_{K^*} = 0$
\[
\text{Hess } h_{K^*}[U_{\mathcal{S}}] - \text{Hess } h_{K^*}[U_{\mathcal{S}}] = D(U, \text{grad } h_{K^*})_{K^*} = 0.
\]
The last claim then follows as $U \in \mathfrak{X}(S)$ was arbitrary. □

Proof of Theorem 4.3: By Lemma 4.2, $\text{grad } h_{K^*} = 0$ and there exists a neighborhood $U$ of $K^*$ on which $\text{Hess } h_{K^*}$ is positive. Furthermore, by continuity of $h$ (and, if necessary, shrinking $U$), we can obtain constant positive scalars $m$ and $M$ such that for all $K \in U$ and $G \in TK S$
\[
m |G|^2_{K^*} \leq |\text{Hess } h_{K^*}[G], G| \leq M |G|^2_{K^*}
\]
where $\cdot_{K^*}$ denotes the norm induced by $g$ at $K^*$. In particular, if $G_{K^*} \in TK S$ is the Newton direction at some point $K^* \in U$, then by Cauchy–Schwarz inequality at $K^*$
\[
|G_{K^*}| \leq \left( \frac{1}{m} \right) |\text{grad } h_{K^*}|_{K^*}.
\]
Next, define the curve $\gamma : [0, s_{K_t}] \to \tilde{S}$ with $\gamma(\eta) = K_t + \eta G_t$, and consider a smooth parallel vector field (with respect to the Riemannian connection) $E(\eta)$ along $\gamma$—refer to [29] for parallel vector fields along curves and parallel transport. Also, define $\phi : [0, s_{K_t}] \to \mathbb{R}$ with $\phi(\eta) := \langle \text{grad} \ h_{\gamma(\eta)}, E(\eta) \rangle$. Notice that grad $h$ is smooth, so is $\phi$ and by compatibility with the metric and that grad $h_{\gamma(\eta)}$ is clearly extendable, we have

$$
\phi'(\eta) = \langle D_{\eta} \text{grad} \ h_{\gamma(\eta)}, E(\eta) \rangle = \langle \text{Hess} \ h_{\gamma(\eta)}[G_t], E(\eta) \rangle
$$

where $D_{\eta}$ is the covariant derivative along $\gamma$ and $G_t$ is extended to the vector field along $\gamma$ with constant coordinates in the global coordinate frame. Thus, as

$$
\phi(\eta) = \phi(0) + \eta \phi'(0) + \int_0^\eta [\phi'(\tau) - \phi'(0)] d\tau
$$

by direct substitution and the fact that $G_t$ is the Newton direction at iteration $t$, we obtain that

$$
\phi(\eta) = (\eta - 1) \langle \text{Hess} \ h_{K_t}[G_t], E(0) \rangle
$$

+ $\int_0^\eta \langle \text{Hess} \ h_{\gamma(\tau)}[G_t] - \text{P}^\gamma_{0,\tau} \text{Hess} \ h_{\gamma(0)}[G_t], E(\tau) \rangle \rangle d\tau$

where $\text{P}^\gamma_{0,\tau}$ denotes the parallel transport from 0 to $\tau$ along $\gamma$. Again, as every parallel transport map along $\gamma$ is a linear isometry we claim that

$$
\langle \text{grad} \ h_{K_{t+1}}, E(\eta) \rangle = (\eta - 1) \langle \text{P}^\gamma_{0,\eta} \text{Hess} \ h_{K_t}[G_t], E(\eta) \rangle
$$

+ $\int_0^\eta \langle \text{P}^\gamma_{0,\eta} \text{Hess} \ h_{\gamma(\tau)}[G_t] - \text{P}^\gamma_{0,\tau} \text{Hess} \ h_{\gamma(0)}[G_t], E(\eta) \rangle \rangle d\tau.$

Note that, for each $\tau \in [0, s_{K_t}]$, $\text{Hess} \ h_{\gamma(\tau)}$ is a self-adjoint operator that is smooth in $\tau$ as $\gamma$ is. So, by (16), we obtain

$$
|\text{P}^\gamma_{0,\eta} \text{Hess} \ h_{K_t}[G_t]|_{g_{K_{t+1}}} \leq M |G_t|_{g_{K_t}}
$$

and by smoothness there exist a constant $L > 0$ such that

$$
|\text{P}^\gamma_{0,\eta} \text{Hess} \ h_{\gamma(\tau)}[G_t] - \text{P}^\gamma_{0,\tau} \text{Hess} \ h_{\gamma(0)}[G_t]|_{g_{K_{t+1}}} \leq \tau L |G_t|_{g_{K_t}}^2,
$$

where we used the isometry of parallel transport again in obtaining the bounds. Therefore, by choosing the parallel vector field $E(\eta)$ along $\gamma$ such that $E(\eta) = \text{grad} \ h_{K_{t+1}}$, we obtain that

$$
|\text{grad} \ h_{K_{t+1}}|_{g_{K_{t+1}}} \leq M [1 - \eta] |G_t|_{g_{K_t}} + \left( \frac{\eta^2 L}{2} \right) |G_t|_{g_{K_t}}^2
$$

$$
\leq \frac{M [1 - \eta]}{m} |\text{grad} \ h_{K_{t+1}}|_{g_{K_t}} + \frac{L \eta}{2 m^2} |\text{grad} \ h_{K_{t+1}}|_{g_{K_t}}^2
$$

(18)

where the last inequality follows by (17) and since $\eta \leq 1$. Next, let $F_{t+1} \in T_{K_{t+1}} \tilde{S}$ be tangent vector that $\xi(\eta) = \text{exp}_{K_{t+1}}[\eta F_{t+1}]$ is the minimum-length geodesic in $\tilde{S}$ joining $\xi(0) = K_{t+1}$ to $\xi(1) = K^*$, where $\text{exp}$ denotes the exponential map on $\tilde{S}$. This is certainly possible (by shrinking $\mathcal{U}$ if necessary) because geodesics are locally minimizing [29]. Similar to the function $\phi$, define $\psi : [0, 1] \to \mathbb{R}$ with

$$
\psi(\eta) := \langle \text{grad} \ h_{\xi(\eta)}, E(\eta) \rangle
$$

for some parallel vector $E(\eta)$ along $\xi$. Then, similarly

$$
\psi' (\eta) = \langle D_{\eta} \text{grad} \ h_{\xi(\eta)}, E(\eta) \rangle = \langle \text{Hess} \ h_{\xi(\eta)}[\xi'(\eta)], E(\eta) \rangle.
$$

The velocity of any geodesic is a parallel vector field along itself, so by choosing $E(\eta) = \xi'(\eta)$ and using the fundamental lemma of calculus for $\psi$ we obtain that

$$
\psi(\eta) = \int_0^\eta \langle \text{Hess} \ h_{\xi(\tau)}[\xi'(\tau)], \xi'(\tau) \rangle \rangle d\tau.
$$

Note that $\psi(0) = 0$ and $|\xi'(\tau)|_{g_{K_{t+1}}} = |F_{t+1}|_{g_{K_{t+1}}} + 1$ for all $\tau$ as $\xi$ is a geodesic. Thus, by using (16), we conclude that

$$
|\text{grad} \ h_{K_{t+1}}|_{g_{K_{t+1}}} \leq M |F_{t+1}|_{g_{K_{t+1}}} \leq M |F_{t+1}|_{g_{K_{t+1}}} \ (19)
$$

where the last inequality follows by enlarging $M$ when necessary. Finally, combining (18) and (19) at two iterations $t + 1$ and $t$, and noticing $\text{dist}(K_t, K^*) = |F_{t+1}|_{g_{K_t}}$ imply that

$$
\text{dist}(K_{t+1}, K^*) \leq \left( \frac{1 - \eta}{m^2} \right) \text{dist}(K_t, K^*) + \left( \frac{\eta L M^2}{2 m^3} \right) \text{dist}(K_t, K^*)^2 \ (20)
$$

where $\text{dist}(\cdot, \cdot)$ denotes the Riemannian distance function between two points. Next, note that the mapping $K \mapsto \mathcal{Q}_K$ is chosen to be smooth such that $\mathcal{Q}_K > 0$, therefore, as a result of Lemma 3.1, the mapping $K \mapsto \mathcal{L}(A_{\eta}, \mathcal{Q}_K)$ is smooth by composition. By smoothness (in particular continuity) of this mapping and the continuity of the maximum eigenvalue (utilized in the definition of stability certificate $s_K$ in Lemma 4.1), we can shrink $\mathcal{U}$—if necessary—to obtain a positive constant $c > 0$ such that

$$
s_{K_t} \geq \frac{c}{|G_t|_{g_{K_t}}} \geq \left( \frac{c m}{M \text{dist}(K_t, K^*)} \right)
$$

(21)

where the last inequality follows by combining (17), (19) and the fact that $\text{dist}(K_t, K^*) = |F_t|_{g_{K_t}}$. Now, pick $r \in (0, 1)$; if we set $\mathcal{U}' \subset \mathcal{U} \subset \tilde{S}$ such that for any $K_0 \in \mathcal{U}'$ we have

$$
\text{dist}(K_0, K^*) < c \left( \frac{\eta L M^2}{2 m^3} \right)
$$

then by the choice of stepsize $\eta_t = \min\{s_{K_t}, 1\}$ and the lower bound in (21), we can claim that

$$
\text{dist}(K_{t+1}, K^*) \leq \left( \frac{LM^2}{2 m^3} \right) \text{dist}(K_t, K^*)^2
$$

(20)

But then, (20) implies that $\text{dist}(K_t, K^*) \leq r \text{dist}(K_0, K^*)$. Therefore, $K_t \in \mathcal{U}'$ as $r < 1$, and thus, by induction we conclude a linear convergence rate to $K^*$. Consequently, (21) implies that $s_{K_t} \geq 1$ for large enough $t$, and thus, by the choice of stepsize, (20) simplifies to

$$
\text{dist}(K_{t+1}, K^*) \leq \left( \frac{LM^2}{2 m^3} \right) \text{dist}(K_t, K^*)^2
$$

guaranteeing a quadratic convergence rate. Finally, Lemma 4.2 implies that a critical point is nondegenerate with respect to the induced Riemannian connection on $T\tilde{S}$ if and only if it is so with respect to the Euclidean one. The proof for QRNPO with Hess
then similarly by redefining $\phi$ and $\psi$ using the Euclidean metric under the usual identification of the tangent bundle. □

Proof of SLQR Manifold in Section V-A2: Let the tuple $(x^{(i,j)})_{(i,j)\in[m] \times [n]}$ denote the component functions of the global smooth chart $(M(m \times n, \mathbb{R}), \text{vec})$, and define $\Phi : M(m \times n, \mathbb{R}) \mapsto \mathbb{R}^{mn \times 1}$ with $\Phi(K) = \sum_{(i,j) \notin D} K_{i,j} x^{(i,j)}$. Then, it is easy to see that $\Phi$ is a smooth submersion, and so $\Phi|_S$ as $S$ is an open submanifold of $M(m \times n, \mathbb{R})$. Therefore, as $\tilde{S} = S \cap K_D = (\Phi|_S)^{-1}(0)$, by submergence level set theorem, we conclude that $\tilde{S}$ is a properly embedded submanifold of dimension $|D|$. Consequently, at any point $K \in \tilde{S}$ and for any tangent vector $E \in T_K \tilde{S}$, we can compute the tangential projection $\pi^T : T_K \tilde{S} \mapsto T_K \tilde{S}$ as

$$
\pi^T E = \arg\min_{E \in T_K \tilde{S}} \left( E - \tilde{E}, E - \tilde{E} \right).
$$

Since $K_D$ is a linear subspace of $M(m \times n, \mathbb{R})$, we can identify $T_K \tilde{S}$ with $K_D$ itself (a dimension argument). Then, it follows that the unique solution $\tilde{E}$ to the minimization problem above (with linear constraint and strongly convex cost function, as $Y_K \succ 0$ in Proposition 3.3), satisfies $E - \tilde{E} \perp K_D$ with respect to the Riemannian metric at $K$; or equivalently (10). □

Proof of OLQR Manifold in Section V-A3: Note that $K_C$ is a linear subspace of $M(m \times n, \mathbb{R})$ whose dimension depends on the rank of $C$. Now, define $\Psi : M(m \times n, \mathbb{R}) \mapsto M(m \times n, \mathbb{R})$ as $\Psi(K) = K(I_d - C^T C)$, where $I_d$ denotes the identity matrix. Then, $\Psi : S \mapsto \mathbb{R}$ defined as the restriction of $\Psi$ both in domain and codomain, is a smooth submersion. Finally, as $C^TC = C$, we can observe that $\ker(\Psi) = K_C$. Therefore, $\tilde{S} = K_C \cap \Psi^{-1}(0)$ and thus, by submergence level set theorem, $\tilde{S}$ is a properly embedded submanifold of $S$ with dimension $md$. We also conclude that at each $K \in \tilde{S}$, we can canonically identify the tangent space at $K$ as $T_K \tilde{S} = \ker(\Phi|_S) \cong K_C$.

Next, at any $K \in \tilde{S}$ and for any $E \in T_K \tilde{S}$, the tangential projection of $E$, denoted by $E^\dagger = \pi^T E$, is the unique solution of a minimization problem similar to (22). Moreover, under the abovementioned identification, $E - \tilde{E} \perp K_C$ (with respect to the Riemannian metric) must be satisfied, or equivalently, $\text{tr} (C^T L^T (E - \tilde{E}) Y_K) = 0$, $\forall L \in M(m \times d, \mathbb{R})$. Here, $Y_K = L^T (A_{d} \sum_1) L$ is positive definite and since $C$ is assumed to be full-rank, $CY_K C^T$ is positive definite. Hence, we conclude that $\pi^T E = L^* C$ with $L^* \in M(m \times d, \mathbb{R})$ being the unique solution of (11).

Finally, at each point $K \in \tilde{S}$, we denote the global coordinate functions of $M(m \times d, \mathbb{R})$ (with slight abuse of notation) by the tuple $(x^{(i,j)})$ for $(i,j) \in D := [m] \times [d]$ and its corresponding global coordinate frame by $(\partial_i, \partial_j)$. Recall that $C$ has $\hat{C}$-rank and consider the identification of $T_K \tilde{S} \cong K_C$ described above. Then, the (constant) globalvector fields $(\partial_i, \partial_j) = (\partial_i, \partial_j) C$ with $(i,j) \in D$, form a global smooth frame for $T \tilde{S}$ as they are linearly independent on $\tilde{S}$. Therefore, the coordinates of the covariant Hessian $h_{\hat{C}(k,l)}(p,q)$ with respect to this frame can be computed by substituting $E = \partial_{(k,l)} C$ and $F = \partial_{(p,q)} C$ in Corollary 5.2 for each $(k, l), (p, q) \in D$—similar to the SLQR case. It is worth noting that the sparsity pattern in $E$, $F$ and Christoffel symbols can simplify the computation; we will not delve further into this issue due to space limitations. □
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