Casimir effect for a Bose–Einstein condensate inside a cylindrical tube
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Abstract

We explore the Casimir effect on an interacting Bose–Einstein condensate (BEC) inside a cylindrical tube. The Casimir force for the confined BEC consists of (i) a mean-field part arising from the spatial inhomogeneity of the condensate order parameter, and (ii) a quantum fluctuation part arising from the confinement of Bogoliubov excitations in the condensate. Our analytical result predicts Casimir force on a cylindrical shallow of $^4$He well below the $\lambda$-point, and can be tested experimentally.
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1. Introduction

Casimir (like) or fluctuation-induced force arises due to confinement of fluctuations, either classical or quantum, and depends upon the confining geometry of the system [1–4]. Casimir effect due to the confinement of classical (critical) fluctuations is found to be stronger than the corresponding effect due to the confinement of the quantum (vacuum) fluctuations [5–7]. Systems with different geometry of the confining plates, e.g. sinusoidally corrugated geometry, eccentric–cylindrical geometry, grating geometry, parabolic geometry, concentric–cylindrical geometry, etc, have also been studied both experimentally and theoretically, in the context of the quantum Casimir force [8–13]. Casimir effects for classical and quantum fluids (especially for superfluid $^4$He) in slab geometry have been the subject of a number of experimental and theoretical works [2, 6, 14–17]. In this context, Casimir force in a silicon micro-mechanical chip has also been demonstrated, opening up the possibility of tailoring the Casimir force by lithographically made components [18]. Since the Casimir effect is strongly affected by the confining geometry of the plates, we naturally take up the study of the Casimir force due to the confinement of quantum fluctuations in a cylindrical geometry.

Casimir effect due to confinement of quantum (vacuum) fluctuations of electromagnetic field in a hollow cylindrical tube was studied initially by DeRaad and Milton in [19], and later on by a number of authors [20–24]. In this article, we consider a Bose–Einstein condensate confined to the cylindrical geometry, and explore the Casimir force arising from the presence of the condensate inside the cylinder. For a confined BEC, while the Bogoliubov excitations in the condensate are responsible for the quantum fluctuation part of the Casimir force, the confinement of the condensate wave function, which obeys the Gross–Pitaevskii equation, gives rise to the mean-field part of the Casimir force. We explicitly compute these two contributions to the Casimir effect.

We begin this article by revisiting the calculation of the Casimir force due to the confinement of electromagnetic field in a hollow conducting circular cylinder. Bessel functions $J_{\ell}(\alpha_{\sigma,n}R/R)$ and $J_{\ell}(\beta_{\sigma,n}R/R)$, Bessel zeros $(\alpha_{\sigma,n}; \sigma = 0, \pm 1, \pm 2, \ldots; \ n = 1, 2, 3, \ldots)$, and zeros of the first derivatives of the Bessel functions of the first kind $(\beta_{\sigma,n})$ naturally appear in the modes of quantum fluctuations and in the expression of the vacuum energy. To get the Casimir force from the vacuum energy we apply the zeta regularization technique prescribed by Gosdzinsky and Romeo [20]. Then by applying these techniques, we study the Casimir effect filling the hollow cylinder with an interacting...
Bose–Einstein condensate for $T \to 0$. For this case, we begin with the calculation of the grand canonical energy of the interacting BEC in terms of its mean-field and quantum fluctuation (discrete Bogoliubov excitation) parts. We explicitly calculate the contribution to the Casimir force arising from the mean-field and quantum fluctuation parts for both the Dirichlet and the Neumann boundary conditions. Thus we study condensate density dependence of the Casimir force. We apply dimensional regularization cum Chowla–Selberg lattice summation technique [22] for the higher orders in condensate density. Finally, we summarize our results in the conclusion.

2. Casimir effect on the hollow cylinder

Before discussing the Casimir effect for a Bose–Einstein condensate enclosed in a circular geometry, let us review the conventional Casimir effect on a hollow circular cylinder. This will also enable us to establish the condensate-density dependence on the Casimir force, and the validity of our approximations later. Let us consider an infinitely long hollow circular cylinder of radius $R$ and length $L$, whose axis is along the $z$-direction, and whose radial and angular coordinates are represented by $(\rho, \theta)$. The zero point or vacuum energy of the electromagnetic field inside the cylinder is given by [1]

$$E = \frac{1}{2} \sum_k \hbar \omega_k,$$  

where $k$ represents all possible (TM and TE) modes of the vacuum fluctuations compatible to the boundary conditions imposed by the waveguide, i.e. the circular–cylindrical conductor. While in free space or in the space between two parallel conductors, the two polarization states of the electromagnetic field are equivalent, in the space inside a cylindrical waveguide, the two polarization states known as transverse magnetic (TM) and transverse electric (TE) modes are not equivalent. For the conducting cylindrical shell surface, the TM modes of electromagnetic fluctuations ($E_z = 0$ and $E_r |_{r = R} = 0$) which obey the Dirichlet boundary condition are given by the Bessel functions (so that $E_z = J_0(\alpha_{n\sigma\rho})r e^{\i \sigma \rho} e^{\i \sigma \rho}$), and the Bessel zeros specified by $\alpha_{n\sigma\rho}$, with $\sigma = 0, \pm 1, \pm 2, \ldots$ and $n = 1, 2, 3, \ldots$, naturally appear in the expression of the vacuum energy [25]. On the other hand, the TE modes ($E_r = 0$ and $\partial_r E_r |_{r = R} = 0$) inside the cylinder are compatible with the Neumann boundary condition, and they are given by $B_z = J_0(\beta_{n\sigma\rho})r e^{\i \sigma \rho} e^{\i \sigma \rho}$ where $\beta_{n\sigma\rho}$ are positive zeros of the first derivatives of the Bessel functions of the first kind [25]. The two distinct class of modes, as shown in figure 1, contribute simultaneously to the vacuum energy of the conducting cylinder, which can be obtained from equation (1) to be [20, 21, 25]

$$E = \frac{\hbar c L}{2} \sum_{\rho, \sigma} \int_0^\infty \frac{dk}{2\pi} \left[ \frac{\alpha_{n\sigma\rho}^2}{R^2} + k^2 + \sqrt{\beta_{n\sigma\rho}^2 - k^2} \right],$$

where the first and second terms in the square bracket represent contributions for the TM modes and TE modes respectively. Note that the integral over $k$ in the above expression has a logarithmic divergence which may not be easily removed by applying standard analytic continuation techniques. What work here are the ultraviolet cutoff technique with Green’s dyadic formulation for the field strengths [19], zeta regulation technique [20], mode-by-mode summation technique [21], and, to some extent, dimensional regularization technique with Chowla–Selberg lattice summation [22].

The integrals in equation (2) can be evaluated within a dimensional regularization scheme. The first integral can be recast with the substitution $q^2 = \frac{\alpha_{n\sigma\rho}^2}{R^2} + k^2$, as $I_1 = 2 \int_{\alpha_{n\sigma\rho}}^\infty \frac{dq}{2\pi} q^2 (q^2 - \frac{\alpha_{n\sigma\rho}^2}{R^2})^{-1/2}$, which, for the sake of dimensional regularization, can be further recast as $I_1 = 2 \int_{\alpha_{n\sigma\rho}}^\infty \frac{dq}{2\pi} q^{-s}(q^2 - \frac{\alpha_{n\sigma\rho}^2}{R^2})^{-d}$ where $s = -1$ and $d = \frac{1}{2}$. It is easy to check that this integral diverges for $s = -1$ and $d = 1/2$. This divergence can be avoided within the dimensional regularization scheme by substituting $d = 1/2 + \epsilon$ (where $\epsilon \to 0$) and $s = -1 + \delta$ (where $\delta \to 0$), and by subsequently performing analytic continuation of gamma and zeta functions for $\Re(s) + d \leq 1/2$. In a similar way, we can regularize the second integral in equation (2). Thus within the dimensional regularization scheme, equation (2) can be recast as

$$E = \frac{\hbar c}{2} \left[ D^{(-2s)} + N^{(-2s)} \right],$$

where keeping $s \to -1$ unaltered we put $d = 1/2$ after evaluating both the integrals in equation (2), as,

$$D^{(-2s)} = \frac{1}{4 \sqrt{\pi}} \sum_{\sigma = -\infty, n = 0}^{\infty} \left( \frac{2\alpha_{n\sigma\rho}}{R^2} \right)^{-s} \frac{\Gamma(s)}{\Gamma\left(\frac{1 + 2s}{2}\right)},$$

and

$$N^{(-2s)} = \frac{1}{4 \sqrt{\pi}} \sum_{\sigma = -\infty, n = 0}^{\infty} \left( \frac{2\beta_{n\sigma\rho}}{R^2} \right)^{-s} \frac{\Gamma(s)}{\Gamma\left(\frac{1 + 2s}{2}\right)}.$$  

Here $D^\prime$ and $N^\prime$ respectively stand for Dirichlet and Neumann boundary conditions. Regularization of $D^{(-2s)}$ in equation (4) and that of $N^{(-2s)}$ in equation (5), with the use of the Chowla–Selberg lattice-sum formula [20], needs exact values of $\alpha_{n\sigma\rho}$ and $\beta_{n\sigma\rho}$ which, although they appear in closed forms for the triangular cylinder, square cylinder, etc, unfortunately do not appear in closed forms for the circular cylinder. For more details regarding the Chowla–Selberg lattice summation, see appendix A of [22], and also our appendix. Another problem with the Chowla–Selberg formula for the circular cylinder is that it is not even applicable for the McMahon asymptotic forms of $\alpha_{n\sigma\rho} \to \pi (\sigma/2 + n - 1/4)$ and $\beta_{n\sigma\rho} \to \pi (\sigma/2 + n + 1/4)$ [27] as the ‘determinant’ $\Delta \to 0$. Exact renormalized values of $D^{(2)}$ and $N^{(2)}$ were obtained, within the integral forms of the lattice summations (which do not at all need the values of $\alpha_{n\sigma\rho}$ and $\beta_{n\sigma\rho}$), with further subtraction of homogeneous energy eigenvalue $\omega_k |_{R = \infty}$ from each energy eigenvalue $\omega_k |_{R = \infty}$.

4 If $\alpha_{n\sigma\rho}^2 = \pi^2 (a^2 + b^2 + c^2)$, then the ‘determinant’ is defined as $\Delta = 4ac - b^2$.  
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equation (1), as [20, 21]
\[ D^{(2)} = \frac{0.000614794033}{R^2} = \frac{0.0019314324176}{\pi R^2}, \] (6)
and
\[ N^{(2)} = -0.01417613719/R^2 = -0.0445356485/\pi R^2. \] (7)
Thus we get the total Casimir (or renormalized vacuum) energy as [19, 20]
\[ E_c = \frac{\hbar c}{4\pi} \left( D^{(2)} + N^{(2)} \right) = -0.013561343 \frac{\hbar c}{R^2}, \] (8)
and the Casimir force \( f_R \) is given by
\[ f_R = -\frac{\partial E_c}{\partial R} = \frac{\hbar c}{4\pi R^2}. \] (9)
The Casimir pressure \( p_R = f_R / 2\pi R \) is now given by
\[ p_R \approx -0.0043 \frac{\hbar c}{R}, \] which is reasonably strong as \( R \) approaches the atomic dimension. For example, if \( R = 10 \text{ Å} \), the Casimir pressure is \( p_R \approx -1 \times 10^8 \text{ N m}^{-2} \). Such a strong attractive Casimir pressure can possibly be tested for cylindrical graphene sheets, carbon nano-tubes, etc. For a circular waveguide of radius \( R = 0.1 \text{ mm} \), the Casimir pressure is \( p_R \approx -1 \times 10^{-12} \text{ N m}^{-2} \). It is interesting to note that the confinement of the TE modes dominates that of the TM modes, and that \( N^{(2)} \) per cross-sectional area of a square cylinder \((-0.0429968 [22])\) is close to that of the circular cylinder in equation (7) with deviation less than 4%. This brings a hope that the Casimir effect per cross-sectional area of the circular cylinder would be close to that of a square cylinder as both are topologically the same, and as the latter especially has 4-fold symmetry.

3. Casimir effect for a BEC inside the circular cylinder

The Casimir force on an interacting Bose–Einstein condensate was studied by Biswas et al in [14] for a film geometry. Here we generalize the same (in a nontrivial manner) for an interacting BEC confined to a cylindrical geometry.

3.1. Elementary excitations in the BEC inside the cylindrical tube

Let us consider a Bose gas of \( N \) identical particles be kept inside the same cylinder of radius \( R \) and length \( L \), and take the same set of cylindrical coordinates \((\rho, \theta, z)\) to specify position \( \mathbf{r} \) as in the previous section. For \( T \to 0 \), almost all the particles \((N_0 \approx N)\) form the condensate, and the elementary (phononic as well as Bogoliubov) excitations in the condensate can be treated perturbatively. The elementary excitations of a BEC are generally described by expanding the Hamiltonian up to quadratic order in \( \phi \), via a standard perturbative approach [14]. We follow a similar approach here for obtaining the elementary excitations for the cylindrical geometry.

Let the position vector and mass of a single Bose particle be denoted as \( \mathbf{r} \) and \( M \) respectively. The grand canonical Hamiltonian operator for such a system of interacting Bose gas is given by [14]
\[ \hat{H} = \int \hat{\psi}^\dagger(\mathbf{r}) \left(-\frac{\hbar^2}{2M} \nabla^2 - \mu\right) \hat{\psi}(\mathbf{r}) d^3r \]
\[ + \frac{1}{2} \int \int \left( \hat{\psi}^\dagger(\mathbf{r}) \hat{\psi}^\dagger(\mathbf{r}') V(\mathbf{r} - \mathbf{r}') \hat{\psi}(\mathbf{r}) \hat{\psi}(\mathbf{r}') \right) d^3rd^3r', \] (10)
where \( \mu \) is the chemical potential, \( V(\mathbf{r} - \mathbf{r}') \) is the inter-particle interaction potential, and \( \hat{\psi}(\mathbf{r}) \) is the field operator for Bose particles. For the simplest case, the interaction potential can be considered as \( V(\mathbf{r} - \mathbf{r}') = g\delta(\mathbf{r} - \mathbf{r}') \), where \( g = 4\pi\hbar^2a_s/M \) is the coupling constant and \( a_s \) is the s-wave scattering length [14]. The field operator can be expressed in terms of the single particle orthonormal wave functions \( \{ \phi_i(\mathbf{r}) \} \), as \( \hat{\psi}(\mathbf{r}) = \sum_i \phi_i(\mathbf{r}) \hat{a}_i \), where \( \hat{a}_i(\hat{a}_i^\dagger) \) annihilates (creates) a Bose particle in the state \( \phi_i(\mathbf{r}) \). Within a perturbative approach, the grand canonical Hamiltonian can be expressed in terms of the fluctuations (excitations) \( \delta\hat{\psi}(\mathbf{r}) = \hat{\psi}(\mathbf{r}) - \sqrt{N_0} \phi_0(\mathbf{r}) \), and up to quadratic order in \( \delta\hat{\psi} \), it is given by [14]
\[ \hat{H} = \Omega_0 + \int d^3r \left[ \delta\hat{\psi}(\mathbf{r}) \left(-\frac{\hbar^2}{2M} \nabla^2 + \mu\right) \delta\hat{\psi}(\mathbf{r}) d^3r + \frac{g\bar{n}}{2} \right] \]
\[ \times \left[ 2\delta\hat{\psi}(\mathbf{r}) \delta\hat{\psi}(\mathbf{r}) + \delta\hat{\psi}^\dagger(\mathbf{r}) \delta\hat{\psi}^\dagger(\mathbf{r}) + \delta\hat{\psi}(\mathbf{r}) \delta\hat{\psi}(\mathbf{r}) \right], \] (11)
where \( n \approx N_0 \phi_0^2(\mathbf{r}) \) denotes the bulk particle density, \( \mu \approx gn \), and \( \Omega_0 = \hbar \) is the grand potential for the condensate, which is given by [14]
\[ \Omega_0 = \int \left( \frac{\hbar^2}{2M} \left| \nabla \phi_0(\mathbf{r}) \right|^2 - \mu \left| \phi_0(\mathbf{r}) \right|^2 + \frac{g N_0^2}{2} \left| \phi_0(\mathbf{r}) \right|^4 \right) d^3r. \] (12)
In a Bose–Einstein condensate low energetic excitations are probabilistically favored as the temperature of the system decreases. We already have experienced in the previous section that, while the Casimir energy for the TM modes (which obey the Dirichlet boundary condition) is positive, for the TE modes (which obey the Neumann boundary condition) it is negative. Thus, the natural boundary condition for the elementary excitations in the condensate in an infinitely long cylinder is expected to be of Neumann type. However, by the definition of the quantum vacuum energy, the contribution of the elementary excitations of Dirichlet type is also unavoidable even for \( T \to 0 \) unless any filtering of modes is engineered (e.g. like that of a resonant cavity) at the two ends of the cylinder. The quantum fluctuations (i.e. the elementary excitations) for the Neumann boundary condition on a cylindrical tube can be expressed as
\[ \delta\hat{\psi}(\mathbf{r}) = L(2\pi\hbar)^{-1} \sum_{\sigma = -\infty, n = 1}^{\infty} \phi_{\rho, \sigma, n}(\mathbf{r}) \hat{a}_{\rho, \sigma, n} \] \[ \phi_{\rho, \sigma, n}(\mathbf{r}) \text{ annihilates a Bose particle specified by the state } \phi_{\rho, \sigma, n}(\mathbf{r}), \] \[ \rho, \sigma, n \text{ are quantum number for the radial, azimuthal, and angular momentum, respectively.} \]

For the cylindrical cavity modes \( \phi_{\rho, \sigma, n}(\mathbf{r}, \rho, \theta) \) of the scalar field inside the circular cylinder, especially for the Dirichlet boundary condition, see [28]. For the Neumann boundary condition, Bessel zeros \( (a_s) \) in \( \phi_{\rho, \sigma, n}(\mathbf{r}, \rho, \theta) \) are to be replaced by the zeros of the first derivative \( (\beta_{\rho, n}) \) of the Bessel functions of the first kind. See [20, 25] for similar replacement especially for an electromagnetic field inside a conducting cylindrical.
momentum in the z-direction is \( p_z \) and whose energy is
\[
\xi = \frac{p_z^2}{2M} + \frac{\hbar^2 \beta_{\sigma,\alpha}^2}{2MR^2}.
\]
The Hamiltonian in equation (11) can now be diagonalized in terms of the phononic operators through the usual Bogoliubov transformation: [29]
\[
\hat{a}_{\pm,\sigma,\alpha} = u_{\pm,\sigma,\alpha} \hat{b}_{\pm,\sigma,\alpha} + v_{\pm,\sigma,\alpha} \hat{b}^\dagger_{\pm,\sigma,\alpha}, \quad \text{where} \quad u_{\pm,\sigma,\alpha} = \left( \frac{\xi^2 + \hbar^2 \beta_{\sigma,\alpha}^2}{2\sqrt{\sigma(\xi^2 + \hbar^2 \beta_{\sigma,\alpha}^2)}} \right)^{1/2}, \quad v_{\pm,\sigma,\alpha} = -\left( \frac{\xi^2 + \hbar^2 \beta_{\sigma,\alpha}^2}{2\sqrt{\sigma(\xi^2 + \hbar^2 \beta_{\sigma,\alpha}^2)}} \right)^{1/2}, \quad \text{and}
\]
\[
\epsilon_N \left( \left| p_z \right|, \sigma, n \right) = \left[ \frac{\hbar^2 \beta_{\sigma,\alpha}^2}{M} \left( p_z^2 + \frac{\hbar^2 \beta_{\sigma,\alpha}^2}{2MR^2} \right) \right]^{1/2}.
\]
(13)

For the TM modes (i.e. for the Dirichlet boundary condition), on the other hand, the Bogoliubov excitation energy would be \( \epsilon_D \left( \left| p_z \right|, \sigma, n \right) \) which is almost like \( \epsilon_N \left( \left| p_z \right|, \sigma, n \right) \) in equation (13) except \( \beta_{\sigma,\alpha} \) should be replaced by \( \alpha_{\sigma,\alpha} \) everywhere. For the TM modes, we also call the phononic annihilation and creation operators \( \hat{a}_{\pm,\sigma,\alpha} \) and \( \hat{a}^\dagger_{\pm,\sigma,\alpha} \) respectively instead of \( \hat{b}_{\pm,\sigma,\alpha} \) and \( \hat{b}^\dagger_{\pm,\sigma,\alpha} \) used for the TE modes.

Thus from equations (11) and (13), and also from the subsequent discussion about the TM modes, we have the diagonalized Hamiltonian in terms of both the (Neumann and Dirichlet) types of the Bogoliubov excitations, as
\[
\hat{H} = \Omega_0 + \mathcal{E}_0(R, n) + \sum_{p_z,\sigma,\alpha} \epsilon_N \left( \left| p_z \right|, \sigma, n \right) \hat{b}^\dagger_{\pm,\sigma,\alpha} \hat{b}_{\pm,\sigma,\alpha} + \sum_{p_z,\sigma,\alpha} \epsilon_D \left( \left| p_z \right|, \sigma, n \right) \hat{d}^\dagger_{\pm,\sigma,\alpha} \hat{d}_{\pm,\sigma,\alpha},
\]
(14)

where
\[
\mathcal{E}_0(R, n) = \frac{1}{2} \sum_{p_z,\sigma,\alpha} \left[ \epsilon_N \left( \left| p_z \right|, \sigma, n \right) - \left( \frac{p_z^2}{2M} + \frac{\hbar^2 \beta_{\sigma,\alpha}^2}{2MR^2} \right) - \frac{\hbar^2 \beta_{\sigma,\alpha}^2}{2MR^2} \right] + \frac{1}{2} \sum_{p_z,\sigma,\alpha} \left[ \epsilon_D \left( \left| p_z \right|, \sigma, n \right) - \left( \frac{p_z^2}{2M} + \frac{\hbar^2 \alpha_{\sigma,\alpha}^2}{2MR^2} \right) - \frac{\hbar^2 \alpha_{\sigma,\alpha}^2}{2MR^2} \right]
\]
(15)

is the contribution to the grand canonical potential due to the quantum fluctuations of the phonon field. For \( T \rightarrow 0 \), there are no phonons, and consequently, the Hamiltonian of the system for the vacuum of the phonons is specified by \( \mathcal{H} = \Omega_0 + \mathcal{E}_0(R, n) \). Roberts and Pomeau also deduced a similar term for a homogeneous condensate in [29] based on the original work of Lee, Huang and Yang [30].

### 3.2. Quantum fluctuation part of the Casimir force

In this subsection we calculate the contribution to the Casimir force arising from the second term in equation (14), i.e. the quantum (vacuum) fluctuation part \( \mathcal{E}_0 \) of the grand canonical Hamiltonian \( \hat{H} \). Before proceeding with further calculations, we anticipate that the Casimir force due to vacuum fluctuations of the phonon field \( \langle \delta \hat{\Psi} \rangle \) would be similar to that due to the photon (electromagnetic) field in equation (9) with the replacement of the speed of light by the speed of phonon (sound), \( c \rightarrow v(\bar{n}) = \sqrt{\hbar g_\parallel / M} \). Thus, using equations (6), (7), and (9), we expect the phonon Casimir force to be
\[
f_R^{(\text{phon})} = \frac{2L hv(\bar{n})}{R} \left[ N^{(2)} + D^{(2)} \right] \approx -0.027 \cdot \frac{2L hv(\bar{n})}{R^3}. \]
(16)

Let us now go back to equation (14) whose second term \( \mathcal{E}_0(R, n) \) gives the quantum vacuum fluctuations as well as the quantum Casimir force for phonons. Expanding \( \epsilon_N \left( \left| p_z \right|, \sigma, n \right) \) in terms of \( p = \sqrt{p_z^2 + \frac{\hbar^2 \beta_{\sigma,\alpha}^2}{2MR^2}} \) and \( \epsilon_D \left( \left| p_z \right|, \sigma, n \right) \) in terms of \( p' = \sqrt{p_z^2 + \frac{\hbar^2 \alpha_{\sigma,\alpha}^2}{2MR^2}} \), we have
\[
\mathcal{E}_0(R, n) = \frac{1}{2} \sum_{p,\sigma,\alpha} \left( \epsilon_N \left( \left| p \right|, \sigma, n \right) \right) \left[ 1 - \frac{p}{\sqrt{4Mg_\parallel}} + \frac{p^2}{8Mg_\parallel} + \frac{p^4}{128M^2g_\parallel^2n^2} + \ldots \right] - g_\parallel \]
\[
+ \frac{1}{2} \sum_{p,\sigma,\alpha} \left( \epsilon_D \left( \left| p' \right|, \sigma, n \right) \right) \left[ 1 - \frac{p'}{\sqrt{4Mg_\parallel}} + \frac{p'^2}{8Mg_\parallel} + \frac{p'^4}{128M^2g_\parallel^2n^2} + \ldots \right] - g_\parallel \]
(16.a)

Here the first and the second summations correspond to the TE and TM modes respectively. Now, replacing the sum over \( p_z \) by an integration over \( p_z \), we can rewrite equation (16.a) as
\[
\mathcal{E}_0(R, \bar{n}) = L \left( \epsilon_N \left( \left| q \right|, \sigma, n \right) \right) \left[ \frac{h(N^{(2)} + D^{(2)})}{\sqrt{4Mg_\parallel}} \right] - \frac{h^2(N^{(3)} + D^{(3)})}{8Mg_\parallel} + \frac{h^3(N^{(4)} + D^{(4)})}{128M^2g_\parallel^2n^2} + \ldots - g_\parallel \left( N^{(1)} + D^{(1)} \right),
\]
(17)

where \( q = p / h, \quad N^{(-2)} = \frac{1}{2\pi} \sum_{\sigma,\alpha} \int_{2\pi}^{\infty} q^{(2)} \left( q^2 - \beta_{\sigma,\alpha}^2 / R^2 \right)^{-d} \]
\[
= \frac{1}{4\sqrt{\pi}} \sum_{\sigma,\alpha} \beta_{\sigma,\alpha}^2 \left( R^2 \right)^{-d} \int_{1}^{(1 + 2z)^{-d}} \frac{1}{\Gamma(1 + 2z)}, \quad q' = p' / h, \quad D^{(-2)} = \frac{1}{2\pi} \sum_{\sigma,\alpha} \left( \beta_{\sigma,\alpha}^2 / R^2 \right)^{-d} \]
(18)
We already have mentioned various regularization method for \( N^{(-2s)} \) and \( D^{(-2s)} \) in section 2. Among such integrals cum lattice summations, \( N^{(2)} \) and \( D^{(2)} \) can be exactly obtained within a zeta regularization scheme as we have already mentioned: \( N^{(2)} = -0.0141763179/R^2 \) and \( D^{(2)} = 0.000614794033/R^2 \) [20]. It is absolutely not easy to obtain regularized values of \( N^{(-2s)} \) and \( N^{(-2s)} \) for \( s \leq 0 \) generalizing the works of the authors of [20] and [21]. At the end of section 2, we argue that the Casimir force per cross-sectional area of a circular cylinder would be close to that of a square cylinder as both are topologically the same, and as the latter especially has 4-fold symmetry. Evaluation of \( N^{(-2s)} \) is reasonably easy for the square cylinder within dimensional regularization and subsequent Chowla–Selberg lattice summation technique [22]. See the appendix for the use of Chowla–Selberg lattice summation in this subsection. Following this technique we get, \( N^{(4)} = 0.00914223/R^4 \), \( D^{(4)} = -0.000263472/R^4 \), \( N^{(6)} = -0.0185855/R^6 \), \( D^{(6)} = -0.000389195/R^6 \), \( N^{(8)} = 0.0745135/R^8 \), \( D^{(8)} = 0.00040674/R^8 \), and \( N^{(1)} = D^{(1)} = N^{(3)} = N^{(5)} = D^{(5)} = 0 \). Substituting these values of \( N^{(-2s)} \) and \( D^{(-2s)} \) in equation (17), we have
\[
E_0(R, n) = \frac{0.013561343}{R^2} \left( \frac{h \nu (g \hbar)}{2} \right) - \frac{0.008878758}{0.013561343 \times 4 \rho (R, g \hbar)} - \frac{0.018974695}{0.013561343 \times 32 \rho^2 (R, g \hbar)} + \ldots .
\]
(18)
where \( \rho (R, g \hbar) = \frac{\pi n^2 R^2}{\hbar} \) is the dimensionless density. The quantum (vacuum) fluctuation part of the Casimir force, \( f_R^{(4)} = -\frac{\partial}{\partial R} E_0(R, n) \), is now easily obtained from equation (18), as
\[
f_R^{(4)} = -0.019 \frac{h \nu (g \hbar)}{M R^2} \rho / 2 \left( 1 - \frac{0.655}{\rho} = \frac{0.262}{\rho^2} + \ldots \right) .
\]
(19)
Note that the first term of equation (19) is the most dominating term for the quantum phonon fluctuations part of the Casimir force, and it is identical to equation (16), which is just based on an intuitive similarity to the case of Casimir force arising from the TE modes of the vacuum fluctuations of the electromagnetic field.

3.3. Mean field part of the Casimir force

In this subsection we calculate the contribution to the Casimir force arising from the first term in equation (14), i.e. the mean field part \( \Omega_0 \) of the grand canonical Hamiltonian (7). The mean-field part of the Casimir force arises due to the inhomogeneity of the BEC order parameter \( m(R) = \sqrt{N_0} \phi_0 (r) \) in \( \Omega_0 \). If the order parameter is complex, it can be expressed as \( m(R) = m(R) e^{i (\theta + k z)} \) where the amplitude \( m(R) \) takes care of the inhomogeneity of the condensate density \( n_0 (r) = |m (r)|^2 \) along the radial direction and the phase \( \sigma \theta + k z \) accounts for the flow of the condensate either rotationally along the \( \hat{b} \) direction or translationally along the \( \hat{z} \) direction. For simplicity, we consider the condensate to be static inside the cylinder so that the condensate order parameter can be written as a real function of the radial coordinate as \( m(R) = m(\rho) \). We can express the Ginzburg–Landau form in equation (20) in terms of the BEC order parameter \( m(\rho) \) as
\[
\Omega_0 = \frac{\hbar^2 N_0}{M} \int \left[ \frac{1}{2} |\nabla m(\rho)|^2 - \frac{|a|^2}{2} m^2(\rho) + \frac{b}{4} m^4(\rho) \right] d\rho .
\]
(20)
where we have defined \( a = \frac{2 M \mu}{b R^2} = \frac{2 M \mu}{b R^2} \) and \( b = \frac{2 M N_0}{b R^2} > 0 \). The minimization of the energy in equation (20) with respect to the order parameter \( m(\rho) \), i.e. \( \frac{\partial \Omega_0}{\partial m(\rho)} = 0 \), leads to the following equation for the profile of the order parameter,
\[
-\nabla^2 m - |a| m + bm^3 = 0 ,
\]
(21)
which can be rewritten in terms of the cylindrical polar coordinates as
\[
-\frac{d^2 m}{d \rho^2} - \frac{1}{\rho} \frac{d m}{d \rho} - |a| m + bm^3 = 0 .
\]
(22)
Note that, for a large system, the order parameter is expected to be homogeneous, and in the bulk limit we have \( m \rightarrow m_0 = \sqrt{|a| / b} \).

The mean-field component of the force is given by
\[
F_R^{(mf)} = \frac{\delta \Omega_0}{\delta m(\rho)} .
\]
It is not necessary that the boundary condition on the condensate has to be the same as that assigned to the elementary excitation in the condensate as they are independent. In a realistic situation of a superfluid/condensate in contact with a metallic plate the boundary condition is considered to be of Dirichlet type [2, 15, 31]. For a Dirichlet boundary condition on a cylindrical surface and the ground state of the system, i.e. for \( m(R) = 0 \), \( \frac{d m}{d \rho} \big|_{\rho=R} = 0 \) \footnote{For the ground state, \( m(\rho) = \sum_{n=1}^{\infty} a_n \cos \left( \frac{n \pi \rho}{R} \right) \), which leads to \( \frac{d m}{d \rho} \big|_{\rho=R} = -\frac{d m}{d R} \).}, we obtain,
\[
F_R^{(mf)} = \pi \frac{\hbar^2 N_0}{M} \frac{L}{R} \left. \left( \frac{d m}{d \rho} \right)^2 \right|_{\rho=R} .
\]
(23)
Equation (23) is physically appealing as it relates the energy density at the boundary \( (\nabla (d m/\rho)^2) \) to the mean-field part of the Casimir pressure, and a similar form is also expected in other confined geometries [14].
over $\rho$, we get

$$
\left( \frac{d m}{d \rho} \right)^2 + \int_0^\rho \frac{2}{\rho} \left( \frac{d m}{d \rho} \right)^2 d \rho = -|a| \left[ m^2 - m^2(0) \right] + \frac{b}{2} \left[ m^4 - m^4(0) \right]. \tag{24}
$$

The second term in the LHS in equation (24), can be integrated by parts:

$$
\int_0^\rho \frac{2}{\rho} \left( \frac{d m}{d \rho} \right)^2 d \rho = 2 \left[ \frac{d m}{d \rho} \right]^2 \bigg|_{0}^{\rho} - \int_0^\rho \left( \frac{d}{d \rho} \left( \frac{1}{\sqrt{\rho}} \frac{d m}{d \rho} \right) \right)^2 \rho^2 d \rho. \tag{24}
$$

Now as $\rho \to 0$, $\frac{1}{\sqrt{\rho}} \frac{d m}{d \rho} \to 0$ for the ground state. Additionally, the derivatives of $\frac{1}{\sqrt{\rho}} \frac{d m}{d \rho}$ can also be neglected in comparison to the first term as the order parameter for the ground state is smoothest. Under these approximations, $\int_0^\rho \frac{2}{\rho} \left( \frac{d m}{d \rho} \right)^2 d \rho \approx 2 \left( \frac{d m}{d \rho} \right)^2 = \frac{4}{\pi^2} \int_0^\rho \left[ \frac{d}{d \rho} \left( \frac{1}{\sqrt{\rho}} \frac{d m}{d \rho} \right) \right]^2 \rho^2 d \rho$. Thus equation (24) can be rewritten as

$$
- \int_0^\rho \frac{d m}{d \rho} \left[ m^2 - m^2(0) \right] \approx \int_0^\rho \frac{d m}{d \rho} \left[ m^4 - m^4(0) \right], \tag{25}
$$

which in turn can be expressed as

$$
\eta(\eta/(1 - \eta)) = R \sqrt{|a|}, \tag{25}
$$

where $K(\psi) = (\pi/2)[1 + x^2 + (9/64)x^2 + (25/256)x^4 + ...]$ is the complete elliptic integral of the first kind, and $\eta = b m(0)^2/2|a| < 1/2$. Note that $\eta < 1/2$ just implies the physical requirement that $m(0)^2 < m_0^2 = |a|/b$. Based on the approximations above, the mean-field equation in equation (23) can be recast in terms of $\eta$ as

$$
F^{mf}_R = \frac{2 \pi h^2 N_0 L R \eta |a|^2}{3 M b} (1 - \eta), \tag{26}
$$

where $\eta$ is to be obtained from the graphical solution of equation (25), which does not appear in closed form. However, an approximate closed form of $\eta$ was obtained by Biswas et al in the context of film geometry [15]. Following their approach, for cylindrical geometry, we get

$$
\eta(x) = \frac{1}{2} \tanh^2 \left( \frac{1}{\sqrt{6}} \sqrt{x^2 - \frac{3\pi^2}{4}} \right), \tag{27}
$$

where $x = R \sqrt{|a|}$. We emphasize that equation (27) gives a very close approximation of the actual roots of equation (25).

It is clear from equation (27) that $\eta \to 1/2$ as $R \to \infty$, and $\eta = 0$ for $R \sqrt{|a|} \leq \sqrt{3}\pi/2$. Thus we get the mean-field bulk pressure exerted by the condensate on the cylindrical wall as $F^{mf}_R/2\pi R L |_{a \to \infty} = gh^2/6$ in comparison to $gh^2/2$ for the film geometry [14]. Now, it is easy to obtain the mean-field Casimir force, $f^{mf}_R = F^{mf}_R - F^{mf}_\infty$, from equations (26) and (27), and it is given by

$$
f^{mf}_R = \frac{2 \pi h^2 N_0 L R |a|^2}{3 M b} \left[ \frac{1}{4} - \eta(1 - \eta) \right]. \tag{28}
$$

We can rewrite the mean-field force in equation (28) in terms of the dimensionless density $\bar{\rho}(R, \eta) = \frac{gh^2MR^2}{b^2}$ and substituting the original expressions of $a = \left(\frac{2Mbh^2}{b^2}\right)$ and the coupling constant $g = \left(\frac{4\pi h^2}{M}\right)$, as

$$
f^{mf}_R = \frac{1}{48 M R^3 \alpha^2} \frac{1}{2 \sqrt{2}} \left( \frac{3h^2}{M b^2} \right) \tag{29}
$$

### 3.4. Total Casimir force

The total Casimir force is now simply given by the sum of the terms on the RHS of equations (19) and (29), as

$$
f^{mf}_R = f^{mf}_R + f^{mf}_\infty. \tag{30}
$$

We emphasize that the mean-field part of the Casimir force is a direct consequence of the inhomogeneity of the condensate, and it dominates over the phononic contribution for low densities. For high densities, the condensate inside the cylinder becomes essentially homogeneous, and the phononic contribution to the Casimir force dominates the mean-field part of the Casimir force for typical values of the parameters. We plot this force in units of $\frac{4\pi^2}{M^2 b^4}$ in figure 2, for different values of interaction strength—$\alpha/R$. While the Casimir–Polder force between a cigar-shaped BEC and a flat surface has been observed to be attractive [32], the Casimir effect for a BEC inside a circular cylinder has not been observed, yet is predicted, according to equation (30), to be attractive. This prediction is potentially relevant for atomic waveguides, i.e. geometries in which BECs can be transported. If the velocity of the BEC in the atomic waveguide is less than the Landau critical velocity beyond which the BEC can be destroyed by inelastically interacting with the wall, then the Bogoliubov excitations in the moving condensate would be unaltered from that for the static case. So, the Casimir force for the slowly moving condensate in an atomic waveguide is expected to be attractive along the radial ($\rho$) direction, and it may not affect the flow along the perpendicular ($z$) direction. On the other hand, if the velocity of the
condensate is more than the Landau critical velocity, then the condensate can inelastically interact with the wall. Since the attractive Casimir force between any two parts (semi-cylindrical walls) of the cylindrical tube may induce shrinking of its cross-section, there would be an enhancement of inelastic collisions with the cylindrical wall. Thus, the attractive Casimir force may slow-down the condensate if it is strong enough to shrink the cross-section. This is possible for a sufficiently small radius of a cylindrical waveguide made up of a flexible wall. However, such forces are usually not strong enough to deform the cylindrical wall of a metallic waveguide.

4. Conclusion

In this article, we have presented a theoretical calculation on quantum Casimir force (and pressure) exerted by a self-interacting Bose–Einstein condensate confined to a circular cylinder by applying the zeta regularization technique introduced by Gosdzinsky and Romeo [20] for the leading order in condensate density, and dimensional regularization cum Chowla–Selberg lattice summation technique [22] for the higher orders in condensate density. In this regard, we have approximately computed the (grandcanonical) self-energy of the confined condensate up to the quadratic order in fluctuations. Both the inhomogeneity of the order parameter of the confined BEC and the vacuum fluctuations of the phonon field in the BEC contribute to the Casimir force.

Our analytic results for the Casimir force are valid only for the repulsive interaction \((\alpha_i > 0)\). For \(\alpha_i < 0\), the condensate becomes unstable beyond a critical number of particles [33]. The Casimir force exerted by the condensate would be minimum for \(\tilde{\rho} = 3\pi^2/4\). For high density, the Bose condensate inside the cylinder essentially becomes homogeneous, and the quantum fluctuation of the phonon field becomes important. For the noninteracting case, there will not be any Bogoliubov excitation. So, fluctuation part of the Casimir force would be zero. However, the mean field part of the Casimir force is not necessarily zero because the profile of the order parameter is still given by \(m_p,0(z, \rho, \theta) = \sqrt{2e \pi \tilde{\rho}} J_0(\alpha_0(\rho)/R)\) whose derivative at the cylindrical surface (\(\rho = R\)) is nonzero. Our present calculation can be extended for finite temperature by further consideration of the confinement of thermal fluctuations of the thermal cloud over the condensate [34].

In a realistic experimental scenario, liquid \(^3\)He can be placed inside a cylindrical shell. Well below the \(\lambda\)-point (\(T_\lambda = 2.18\) K), the liquid can become a Bose–Einstein condensate, and the condensate would exert Casimir force on the cylindrical surface. For 1 \(\mu\)m radius of the shallow of the ultra-cold \(^3\)He liquid (\(\alpha_i = 2.5\AA\) [35]), where there is no classical critical fluctuation, the Casimir pressure is predicted from equation (30) to be of the order of \(-20 \times 10^{-12}\) N m\(^{-2}\) for the unit dimensionless density (\(\tilde{\rho} \rightarrow 1\)).

While McMahon asymptotic expansion of roots of the Bessel functions and their first derivative fails to reproduce the fluctuation part of the Casimir force as one can obtain from the prediction of Milton, DeRaad, Gosdzinsky and Romeo [19, 20], analytic continuation of \(\sum_{n=1}^{\infty} \alpha_{0,n}^2\) from the exact result (1/\(4(\sigma + 1)\) [36]) may open a door to the exact evaluation of \(\sum_{n=1}^{\infty} \alpha_{0,n}^2\) and to reproducing the Dirichlet boundary condition part. This method is to be generalized for the Neumann boundary condition part to predict the actual scenario from the roots of the first derivative of the Bessel functions of the first kind.

The Casimir effect could have been further studied by considering a small gap between the condensate and the cylindrical surface generalizing the effect for two concentric cylinders [13]. Instead of keeping the BEC inside the cylinder, we could keep a Fermi liquid (say \(^3\)He). How to calculate the Casimir force, for a Fermi liquid in the confined geometry, is an open question.
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8 If the coupling constant \(g\) is zero, there will be no difference between the order parameter and the ground state cavity mode \(\phi_{p,0}(z, \rho, \theta)\).
Appendix. Chowla-Selberg lattice summation

Chowla–Selberg lattice summation formula involves evaluation of Epstein zeta function [26]

\[
Z(s) = \sum \left( am^2 + b mn + cn^2 \right)^{-s}, \quad (A.1)
\]

where \( s \) is a complex number, and the summation is for all integers \( m, n \) (each going from \(-\infty\) to \(+\infty\)), while the prime indicates that \( m = n = 0 \) is excluded from the summation; further \( a > 0 \) and \( c > 0 \), while \( b \) is real number and subject to the condition that the ‘determinant’ \( \Delta = 4ac - b^2 > 0 \). This is called lattice summation because the summation is over the lattice points \((m, n)\) on the two-dimensional \( m - n \) plane. The Epstein zeta function \( Z(s) \) expressed in terms of the lattice summation over \( m \) and \( n \) in equation \((A.1)\) is defined for \( \Re \{s\} > 1 \), and can be continued analytically over the whole \( s \)-plane, and satisfies a functional equation similar to the one satisfied by the Riemann zeta function [26]. Such an analytic continuation, in the context of the Casimir effect on different cylindrical geometries, was greatly exercised by Abalos–Milton–Kaplan in [22]. For the evaluation of the Epstein zeta function, we have the Chowla–Selberg lattice summation formula, as [22, 26]

\[
Z(s) = \sum \left( am^2 + b mn + cn^2 \right)^{-s} = 2a^{-s} \zeta(2s) + \frac{2a^{3/2} \sqrt{\pi} a^{-1}}{\Gamma(s) \zeta(2s - 1)} \zeta(2s - 1) \zeta(s - 1/2) + \frac{2^{5/2} \pi a^{3/2}}{\Gamma(s) \zeta(2s - 1/4) \sqrt{\pi}} \sum_{n=1}^{\infty} n^{-s/2} \sigma_1(n) \times \cos(n \pi b/a) K_{1/2-1}(n \pi \sqrt{\pi} / a), \quad (A.2)
\]

where \( K_\nu \) is the modified Bessel function of the second kind of order \( \nu \), and \( \sigma_1(n) \) is a divisor function, which is defined as the sum of \( \nu \)-th powers of the divisors of \( n \), as

\[
\sigma_\nu(n) = \sum_{d \mid n} d^\nu, \quad (A.3)
\]

e.g. divisors of \( n = 6 \) are 1, 2, 3, 6, so that \( \sigma_0(6) = 1^0 + 2^0 + 3^0 + 6^0 = 4 \), \( \sigma_1(6) = 1^1 + 2^1 + 3^1 + 6^1 = 12 \), \( \sigma_2(6) = 1^2 + 2^2 + 3^2 + 6^2 = 50 \), etc.

For a square cylinder of cross-sectional area \( \pi R^2 \), which is equal to that of the circular cylinder of radius \( R \), \( \alpha_{\sigma,n}^2 \) in equation \((A.2)\) would be \( \alpha_{\sigma,n}^2 = (\sigma^2 + n^2) \pi^2 R^2 \) where \( \sigma = 1, 2, 3, \ldots \) and \( n = 1, 2, 3, \ldots \). The space of the lattice summation over \( \sigma \) and \( n \) is now one fourth of that over \( \sigma \) and \( n \) in equation \((A.2)\) except the summation over the axes \((\sigma = 0 \text{ and } n = 0 \text{ and } \sigma = 0 \text{ and } n = 0)\) on the \( \sigma - n \) plane.

Thus we recast equation \((4)\), for \( s \to -1 \), as

\[
\mathcal{D}^{(-2s)} = \frac{1}{4 \sqrt{\pi}} \sum_{\sigma, n=1}^{\infty} \left( \frac{\alpha_{\sigma,n}^2}{\pi R^2} \right)^{-s} \frac{\Gamma(s)}{\Gamma(\frac{1+2s}{2})} = \frac{1}{4 \sqrt{\pi}} \frac{\Gamma(s)}{\Gamma(\frac{1+2s}{2})} \left( \frac{1}{\pi R^2} \right)^{-s} \sum_{\sigma, n=1}^{\infty} (\alpha_{\sigma,n}^2)^{-s} = \frac{\pi^2}{4 \sqrt{\pi}} \frac{\Gamma(s)}{\Gamma(\frac{1+2s}{2})} \left( \frac{1}{\pi R^2} \right)^{s} \left( \sum s^2 \right)^{-s} - 4 \zeta(2s), \quad (A.4)
\]

Analytic continuation of equation \((A.4)\) can be obtained by using the lattice summation formula in equation \((A.2)\) and the reflection property of the zeta function,

\[
\Gamma(s) \zeta(2s) = \Gamma\left(1 - \frac{2s}{2}\right) \zeta(1 - 2s) \pi^{2s - 1/2}, \quad (A.5)
\]

for \( s \to -1 \), as [22]

\[
\mathcal{D}^{(2)} = 0.00483155/\pi R^2 = 0.00153793/R^2. \quad (A.6)
\]

For the Neumann boundary condition on the square cylinder, on the other hand, we have \( \beta^2_{\sigma,n} = \alpha^2_{\sigma,n} \) except this time \( \sigma = 0, 1, 2, \ldots \) and \( n = 0, 1, 2, \ldots \). So, this time half of the two axes of the \( \sigma - n \) plane would contribute to the lattice summation unlike that in equation \((A.4)\). This would result in the only difference between \( \mathcal{N}^{(2)} \) and \( \mathcal{D}^{(2)} \). Thus \( \mathcal{N}^{(2)} \) in equation \((5)\), for the square cylinder, would be [22]

\[
\mathcal{N}^{(2)} = \mathcal{D}^{(2)} - \frac{\zeta(3)}{8 \pi^3 R^2} = -\frac{0.0429968}{\pi R^2} = -0.0136863/R^2. \quad (A.7)
\]

Equation \((A.4)\) obtained for the square cylinder of cross-sectional area \( \pi R^2 \) is not only true for \( s \to -1 \) but also for any \( \Re \{s\} \leq 0 \) as far as dimensional regularization and subsequent analytic continuation is concerned. Thus, following similar steps, as described from equations \((A.4) \text{ to } (A.7)\), we get \( \mathcal{N}^{(4)} = 0.00914223/R^4 \), \( \mathcal{D}^{(4)} = -0.000263472/R^4 \), \( \mathcal{N}^{(6)} = -0.0185855/R^6 \), \( \mathcal{D}^{(6)} = -0.000389195/R^6 \), \( \mathcal{N}^{(8)} = 0.0745135/R^8 \), \( \mathcal{D}^{(8)} = 0.00400674/R^8 \), etc. On the other hand, for negative half-integral values of \( s \), since \( \Gamma\left(1 + \frac{2s}{2}\right) \to \infty \) in equation \((A.4)\), we have \( \mathcal{D}^{(-2s)} = \mathcal{N}^{(-2s)} \to 0 \).
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