Face-to-face spatial orientation fine-tunes the brain for neurocognitive processing in conversation

Highlights
- Listeners engage more strongly when conversing face to face than back to back
- More attention to speech when conversing back to back than face to face
- Inter-brain synchrony was stronger face to face than back to back
- Face-to-face orientation induces a special social mode for neurocognitive processing
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SUMMARY
We here demonstrate that face-to-face spatial orientation induces a special ‘social mode’ for neurocognitive processing during conversation, even in the absence of visibility. Participants conversed face to face, face to face but visually occluded, and back to back to tease apart effects caused by seeing visual communicative signals and by spatial orientation. Using dual EEG, we found that (1) listeners’ brains engaged more strongly while conversing face to face than back to back, irrespective of the visibility of communicative signals, (2) listeners attended to speech more strongly in a back-to-back compared to a face-to-face spatial orientation without visibility; visual signals further reduced the attention needed; (3) the brains of interlocutors were more in sync in a face-to-face compared to a back-to-back spatial orientation, even when they could not see each other; visual signals further enhanced this pattern. Communicating in face-to-face spatial orientation is thus sufficient to induce a special ‘social mode’ which fine-tunes the brain for neurocognitive processing in conversation.

INTRODUCTION
The primordial ecology of human communication involves orienting toward one another (Goffman, 1961). Such a face-to-face spatial orientation facilitates access to visual signals conveyed with the face, head, and hands, which are ubiquitous in human communication (Bavelas and Chovil, 2000; Goldin-Meadow, 2005; Holler and Levinson, 2019; Kendon, 1990; McNeill, 1992). But we also orient toward one another to initiate social interaction (Mondada, 2009), to signal willingness to respond to such initiations (Schegloff, 1998), to create the feeling of address (Nagels et al., 2013) and to increase proximity (Jung et al., 2016). It also allows us to hug, shake hands, attend to a shared space between us and collaboratively act on a third entity within this space. All this suggests a profound prosocial significance of orienting toward one another that goes beyond the transmission of visual signals. Indeed, this human trait may have deep evolutionary roots, as the enhanced proclivity for face-to-face orientation in bonobos compared to chimpanzees suggests (Allanic et al., 2021).

The Interaction Engine hypothesis postulates that social instincts and motivations accompanied by a suite of interactional abilities, such as turn-taking, visual signaling, and intention attribution, created the social niche that allowed human language to evolve (Levinson, 2006, 2019). We here argue that orienting toward one another for the purpose of interaction is part of this suite of predispositions. Moreover, we put forward the radical hypothesis that this social scaffolding of communication in the form of a face-to-face spatial orientation alone is sufficient for inducing a special ‘social mode’ of neurocognitive processing, rendering our brains particularly predisposed for the exchange of communicative information. That is, when perceiving language while immersed in a face-to-face spatial orientation compared to a back-to-back configuration, we expect the human brain to be particularly responsive to the neurocognitive processing of this linguistic information. Crucially, we expect that these effects are not dependent on the presence of visual communicative signals, but because interlocutors are seated and conversing with their faces and bodies spatially oriented toward each other (i.e., even without having visual access to the other).

We here directly test this hypothesis using recent advances in neuroscience. Based on interactive hyperscanning paradigms, studies are increasingly moving from a single to a two-person neuroscience perspective to investigate the neural correlates of human communication (Jiang et al., 2012; Nastase...
et al., 2020; Redcay and Schilbach, 2019; Schilbach et al., 2013; Stephens et al., 2010; Wheatley et al.,
2019). Using such a dual-EEG setup, participants conversed while seated in a face-to-face spatial orienta-
tion (FtF, multimodal, i.e., with mutual visual access), a face-to-face spatial orientation with a visual occlu-
sion between them (FtFO, vocal only) and a back-to-back spatial orientation (BtB, vocal only). We com-
pared neurocognitive activity in these three conditions using participants’ EEG for intra-brain and inter-
brain analyses. We focus on the neurocognitive activity during the listening periods because our inter-
est was in the processing of incoming speech information during conversation. Specifically, we com-
pared the extent to which participants (1) (dis)engaged task-(ir)relevant brain regions in the task of con-
versing (as measured by modulations of intra-brain alpha power (Jensen and Mazaheri, 2010)), (2) tracked the speech at the phonological level (as measured by theta band tracking (Ding et al., 2016; Giraud and Poeppel, 2012; Kösem et al., 2018)), as well as at higher levels in terms of semantic processing, attention-demanding encoding, and prediction (as measured by delta band tracking (Ar
nal et al., 2015; Keitel et al., 2017; Kösem et al., 2018; Mai and Wang, 2019)), and (3) showed differences in alpha and beta band synchrony suggestive of differences in social coordination, shared attentional and representation states (e.g., Dikker et al., 2021; Dumas et al., 2010; Pérez et al., 2019, 2017; Tognol
i et al., 2007). If we can demonstrate that intra-brain, brain-to-speech, and inter-brain activity is affected by spatial orientation irrespective of the presence of visual signals (i.e., by showing differences between the BtB and FtFO condition), then this would provide novel, first-time evidence for the hypothesis that spatial orientation in itself influences cognitive and neural processes in conversations on both the intra- and inter-person level.

Indeed, the findings showed that face-to-face spatial orientation in itself, irrespective of the presence of visual signals (i.e., being seated with their face and body spatially oriented toward each other, but without visual access), appears to induce a special ‘social mode’ for information processing, as evidenced by the back-to-back and face-to-face occluded conditions differing significantly from each other in cortical activity. The perception of visual signals further enhanced the effects when comparing the two face-to-face conditions in the brain-to-speech and inter-brain activity analyses, suggesting an independent effect of visual signals.

The present study breaks new ground by dissecting the effects of social interaction on neurocognitive pro-
cessing into those due to dyadic visibility, as investigated by past research, and, critically, those due to face-to-face spatial orientation itself—a deeply fundamental aspect of human sociality but hitherto entirely uncharted terrain in terms of its potential effects on neurocognition.

RESULTS

Intra-brain alpha power is higher in back-to-back than in face-to-face spatial orientation

We first asked how intra-brain alpha power varied in the three different conditions (see Figure 1). Here, we focused on intra-brain alpha power in the periods where participants were listening to the speaker because our interest was in the processing of incoming speech information (an advantage of this also being that the EEG signal in these periods is less influenced by artifacts from speaking). Nonparametric cluster permutation tests revealed that alpha power was higher in the BtB condition than the FtFO condition (p = 0.012), higher in the BtB condition than in the FtF condition (p < 0.01), but did not differ between the FtFO and FtF condition (no clusters observed) (see Figures 2A and 2C).
Brain-speech tracking in the delta band is stronger in back-to-back than in face-to-face spatial orientation

We then investigated whether brain-speech tracking in the delta (1–3 Hz) and theta (4–7 Hz) band differed in the three conditions. To this end, we again focused on the periods where participants were listening to the other speaker. Brain-speech tracking was stronger in the delta band in the BtB condition than in the FtFO condition (p = 0.022), stronger in the BtB than the FtF condition (p< 0.001), and stronger in the FtFO condition than in the FtF condition (p = 0.025) (see Figures 2B and 2D). We found no differences in the theta band (all p> 0.05).

Inter-brain coupling in the beta band is stronger in face-to-face than in back-to-back spatial orientation

Finally, we investigated the consistency of phase alignment of the oscillatory activity of each pair in both the alpha and beta band (using imaginary coherence, following Dikker et al. (2021). This measure minimizes the effect of instantaneous co-fluctuations of the brain signal. Cluster statistics revealed significantly stronger inter-brain coupling in the beta band in the FtF condition than in the BtB condition (p<. 001, Figure 3A), stronger inter-brain coupling in the FtFO condition than in the BtB condition (p = 0.012 Figure 3B), and stronger inter-brain coupling in the FtF than in the FtFO condition (p = <0.01 Figure 3C). We observed no significant differences in inter-brain coupling in the alpha band (all p > 0.05).

DISCUSSION

We used a dual EEG to test whether communicating in a face-to-face spatial orientation induced a special ‘social mode’ for neurocognitive processing during conversation. To this end, we asked participants to...
converse in a face-to-face spatial orientation (multimodally, i.e., with mutual, visual access), a face-to-face spatial orientation with a visual occlusion (vocal only), and in a back-to-back spatial orientation (vocal only). This manipulation ensured that we could capture any effects on intra- and inter-brain neural activity caused by spatial orientation as well as effects caused by dyadic visibility, a fundamental distinction that has so far been missing from the literature (see, e.g., Jiang et al., 2012; Rolison et al., 2020; Yun, 2013).

The results advance our understanding of human communication by demonstrating that, first and foremost, task-relevant brain regions engage more strongly when listeners converse in a face-to-face spatial orientation than in a back-to-back spatial orientation, irrespective of dyadic visibility. Second, the results show that a listener’s brain tracks the speaker’s speech more strongly in a back-to-back spatial orientation than in a face-to-face spatial orientation when visually occluded; the presence of visual bodily signals further enhanced this difference. Third, the data show that inter-brain synchronization is stronger when participants are conversing in a face-to-face spatial orientation than in a back-to-back spatial orientation, irrespective of dyadic visibility; this pattern is enhanced further when they can see each other’s visual bodily signals. We discuss these results, and their implications, in more detail below.

First, we demonstrated that intra-brain alpha power was higher when interlocutors were conversing in a back-to-back spatial orientation than in a face-to-face spatial orientation, but did not differ when comparing the face-to-face spatial orientation with a visual occlusion to the face-to-face spatial orientation where visual bodily signals were visible. We interpret the observed differences in alpha power in light of the ‘functional inhibition hypothesis’, which postulates that higher or increased alpha power reflects a stronger need for inhibition of task-irrelevant brain regions (Jensen and Mazaheri, 2010). This way, alpha power modulations can act as a gating mechanism to route information to task-relevant brain regions. Building on this, we therefore propose that the observed alpha power increases act as a gating mechanism to route information to task-relevant brain regions involved in processing information in conversational interaction. However, the exact specification of which brain regions are involved in this is an issue best addressed with methods that have a better spatial resolution (e.g., by using source reconstruction in a high-density

Figure 3. Inter-brain neural synchrony in the beta band between the speaker (right) and listener (left). 
Red fields and lines represent statistically significant clusters and electrode pairs between the listener and speaker. 
(A) Inter-brain synchrony is stronger in the FtF than the BtB condition. 
(B) Inter-brain synchrony is stronger in the FtFO condition than the BtB condition. 
(C) Inter-brain synchrony is stronger in the FtF condition than the FtFO condition. 
(D) Violin plots of inter-brain neural synchrony per condition. Single dots represent single dyad data points. Line in violin represents the median.
dual-EEG paradigm, by combining MEG/MRI, or in an fMRI paradigm.). Following the functional inhibition hypothesis, we speculate that as social coordination and establishing shared engagement is more effortful in the back-to-back condition, a stronger need for inhibition of task-irrelevant brain regions and routing is required. The higher alpha power in the back-to-back condition might thus demonstrate more effortful neurocognitive processing during linguistic social interaction. Crucially, the fact that alpha power did not differ between FfF and FfFO, suggests that these results cannot be explained by the visibility of visual bodily signals, and that a face-to-face spatial orientation in itself causes the human brain to be particularly engaged in neurocognitive processing during conversation.

Second, we observed stronger delta-speech tracking in the BtB condition, followed by the FfFO, and finally, the FfF condition, but observed no differences between the three conditions when comparing theta-speech tracking. Recent work has suggested that delta- and theta-band tracking have distinct roles at different hierarchical levels during speech processing. Specifically, theta-band tracking has been shown to be modulated by the phonological content of a speech signal (e.g., Ding et al., 2016), whereas increases in delta-band tracking have been observed when higher-level (semantic) information is deficient, indicating more attention-demanding and, consequently, more effortful phonological encoding (Mai and Wang, 2019). Similarly, delta-speech tracking has been associated with attentional selection (Ding and Simon, 2014) and forming temporal predictions about the speech (Armèl et al., 2015), suggesting that delta oscillations could be associated with higher-order cognitive processes, such as attention and semantic comprehension (Keitel et al., 2017).

We interpret our results in line with these studies. Specifically, we here argue that the stepwise differences in delta-speech tracking between the conditions suggest that spatial orientation and dyadic visibility have orthogonal effects on the ease of speech processing: Listeners might need to attend to the speech content more strongly when the semantic and pragmatic information conveyed by visual bodily signals is lacking. Critically, this effect leads to even more effortful speech processing when interlocutors are not seated in a face-to-face spatial orientation; this effect is independent from the availability of visual signals because the back-to-back condition differed from both face-to-face orientation conditions. Importantly, the lack of differences between the three conditions in the theta band suggests that these results cannot be explained by differences in the acoustic features or phonological content of the speech signal. Thus, face-to-face spatial orientation by itself, even in the absence of visibility, appears to induce a brain state beneficial for processing linguistic information.

Finally, we observed stronger inter-brain synchrony in the beta band in the FfF condition than in the FfFO or BtB condition, and stronger inter-brain synchrony in the beta band in the FfFO condition than in the BtB condition. These results advance the existing hyperscanning literature by demonstrating that both dyadic visibility and spatial orientation affect the strength of inter-brain synchrony during social interaction (see Dai et al., 2018; Jiang et al., 2012; Rolison et al., 2020; Vestner et al., 2019; Yun, 2013). Recent work has suggested that increases in beta-band imaginary coherence between interlocutors reflects the establishment of shared perceptuomotor and cognitive representations during human interaction (Dikker et al., 2021).

We here extend these results by proposing that both spatial orientation and dyadic visibility independently affect an interlocutor’s ability to establish shared attentional states. We speculate that the semantic and pragmatic information conveyed by visual communicative signals might facilitate joint attention toward coordinating predictive processes during language processing (Dikker et al., 2021; Pérez et al., 2017, 2019; Sebanz et al., 2006; Sebanz and Knoblich, 2021). Crucially, we propose that irrespective of dyadic visibility, interacting in a face-to-face spatial orientation in itself induces a special ‘social mode’ during conversation that facilitates the formation of shared attentional states during social interaction.

In sum, the current work is the first to demonstrate that both spatial orientation (the awareness of which may be based on belief alone or result also from perceptual acoustic cues) and dyadic visibility affect intra- and inter-brain neural activity during natural, human social interactions. Using an ecologically valid dual-EEG paradigm, we established that listeners’ brains engage more strongly while communicating in a face-to-face spatial orientation, irrespective of the presence of visual bodily signals. Second, we provide novel evidence showing that listeners need to attend to the speech of the speaker more strongly when they are not in a face-to-face spatial orientation, even when comparing back-to-back and visually occluded face-to-face spatial orientation. This pattern was further enhanced when interlocutors could also see each
other. Importantly, our work also provides first evidence that when two people communicate, their brains are more in sync when communicating face-to-face than back-to-back. That is, a face-to-face spatial orientation in and of itself, irrespective of the visibility of visual bodily signals, appears to be sufficient to induce a special ‘social mode’ of neurocognitive processing during human social interaction.

Our results thus suggest that in addition to social-interactional abilities such as turn-taking, intention attribution, and visual signaling, face-to-face spatial orientation may be another fundamental feature of human sociality that forms part of the putative Interaction Engine (Levinson, 2006, 2019). One important avenue for future work is to investigate how ontogenetic (Augusti et al., 2010) and phylogenetic (Allanic et al., 2021) factors feed into the development of this apparent human predisposition and its cultural variation (e.g., Brown, 2010).

**Limitations of the study**

The current research offers several potential follow-up options to further elucidate how spatial orientation affects intra- and inter-brain neural activity during human interaction. Currently, this study is limited in that it used a structured conversation paradigm. The cued alternation between speakers allowed us to more easily separate brain activity related to the speaker and the listener role. The present study lays the foundations for future work based on free conversation to more closely mirror natural, human social interaction. Also, it must be noted that the three conditions we used might have differed in how the speech was directionally perceived, which might have had an influence on listeners’ acoustic filtering. Although we did not find any differences in theta-band tracking or in any of the pretests, future research might further control for this by, for example, by running additional pretests that explicitly ask participants to group sound fragments per condition, or letting participants directly compare sound fragments from the three different conditions. However, please note that whether it is just belief or a convergence of belief and acoustic cues that shaped the participants’ awareness of their mutual spatial orientation is not critical to the conclusions of our study (i.e., awareness about being in a face-to-face spatial orientation inducing a special social mode for information processing). The main aim was to test whether face-to-face spatial orientation (i.e. the occluded condition) would be sufficient for inducing a change in cognitive processing. What is critical in conjunction with this is the fact that what we measured reflects cognitive processing on a level other than acoustic processing. As laid out above, the differences we found between the conditions were reflected in oscillatory patterns associated with information processing on semantic, pragmatic and social levels, and not reflected in those typically associated with differences in speech acoustics. Thus, although acoustic differences between conditions may have contributed to causing the awareness of being positioned in different spatial orientations with respect to one another, these potential acoustic differences cannot explain the differences in brain activity that we found between conditions.

Nevertheless, future research may try to disentangle whether a participant’s belief of being in a certain spatial orientation is sufficient to induce the inter-brain synchrony results, or whether acoustic cues about mutual spatial orientation alone may be sufficient for inducing the ‘social mode’ of information processing. In relation with this, a promising future avenue would be to further investigate the effect of participants’ prior belief about versus sensory evidence for spatial orientation by making participants unaware of the spatial orientation they are in with respect to one another (e.g. by using an occluder, but letting one participant face the occluder, and the other one not), and to zoom in on the neural sources that might underlie these effects.
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| Other               |        |            |
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Materials availability
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Data and code availability
- Data are available via https://osf.io/m9rvy/.
- Code is available via https://osf.io/m9rvy/.
- Any additional information required to reanalyze the data reported in this study is available from the lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Participants
52 native Dutch speakers (26 dyads; 32 females; mean age = 22.46, SD = 2.69, range = 18–30 years) participated in the experiment. All participants were right-handed, reported no neurological, language, hearing or motor disorders, and reported normal or corrected-to-normal vision. All 26 dyads knew each other prior to the experiment (mean n of months: 38.82, SD = 33.14, range = 1–144 months) and were of equivalent age (no more than 5 years different in age). We included dyads that knew each other to help the ease with which participants engaged in the conversation, as they had to talk to each other for 30 min. Including only participants that were familiar with each other would ensure that any neural patterns that we found were not due to our participants not being used to seeing, hearing or talking to the other speaker, or any other conversational difficulties (e.g., running out of things to talk to in a later block in the experiment) caused by them being strangers. All participants were recruited via the Max Planck Institute for Psycholinguistics database and were paid for their participation. The study was conducted in accordance with the Declaration of Helsinki and approved by the local ethics committee. All participants gave informed written consent at the start of the experiment.

METHOD DETAILS

Task
We asked participants to engage in a structured conversation and alternate between the roles of speaker and listener while they had to either plan a festival, a dinner, or a holiday together. Participants were asked to communicate with each other as naturally as possible, and were not restricted in their verbal or bodily behaviour. The three conversational topics (i.e., planning a festival, a dinner or a holiday) were each...
assigned to a 10-min block, resulting in three 10-min blocks in total. At the start of each block, a short sound played to indicate the start of the block. Then, after 60 s, another sound would play to indicate that the participants had to change roles from speaker to listener or from listener to speaker. The end of each block was indicated by another sound cue.

The participants were seated in three different spatial orientations during the experiment: face-to-face (FtF), face-to-face with an occluding screen between the interlocutors (FtFO), or back-to-back (BtB) (see Figure 3). They were seated in a 7.78 m² (2.79 × 2.79 m) electrically shielded room with grey walls, all of equal size. Reverberance and noise was reduced by padding the walls with specialized panels from Ecowool (type Super G Plus A, 40 mm, 200 mm, see supplemental information for acoustic tests of these wall panels). The participants were asked to not turn around in any of the conditions, and keep facing forward. Which participant could speak first, as well as the order of conversational topics and the order of the spatial orientations was counter-balanced over dyads. The participant’s speech was recorded by a Sennheiser ME 64 microphone that was placed between the participants, and we recorded videos of the conversations using two Canon Legria HFG30 cameras that were placed on a table next to the participants.

Three pretests were conducted to ensure that the three different spatial orientations that we used did not differ in terms of sound quality, sound level or other auditory characteristics.

**Pretest 1**

In the first pre-test, we asked two volunteers that did not participate in the main experiment to talk to each other in the three different spatial configurations while we measured potential sound level differences between the conditions from both the speaker and listener’s perspective, by placing a microphone approximately 20 cm below the speaker’s mouth, attached to their collar, as well as by placing two microphones on the shoulders of the listener. The rationale behind this pretest was that we reasoned that speakers might raise their voice more when they are unable to see their conversational partner, or that there might be differences in sound level from the listener’s perspective when comparing the three different spatial orientations. For example, when talking in a back-to-back spatial orientation, the walls that oppose the speaker could, despite their sound absorbing qualities (see Figure S1, Table S1) reinforce the perceived sound level for the listener sitting behind them.

From the speaker’s perspective, the sound level difference was less than 1 dB(A) between the different conditions (BtB: 60.9 dB(A), FtFO: 60.4 dB(A), FtF: 60.1 dB(A)). Similar results were observed from the listener’s perspective (BtB: 58.3 dB(A), FtFO: 58.9 dB(A), FtF: 59.1 dB(A)). We therefore concluded that there were no significant differences between the three different spatial orientations.

**Pretest 2**

Although we did not observe any differences in sound level in Pretest 1, we used the recorded audio of the conversation that was held in Pretest 1 to investigate whether participants could reliably identify in which spatial configuration the conversation was held by just listening to the audio of the conversation. The rationale behind this pretest was that there could potentially be other auditory characteristics that differed between the spatial orientations. For this purpose, we selected 30 10-s fragments of the conversation from Pretest 1 (10 per condition), and played these fragments to 5 participants that did not participate in the main experiment or other pretest. We then asked these participants to indicate whether the sound fragments they heard took place in a face-to-face spatial orientation, a face-to-face orientation with an occluding screen, or a back-to-back spatial orientation. On average, participants were able to correctly identify 11.8 out of 30 items (SD = 3.7), which is at chance level. We therefore concluded that participants were not able to identify which spatial orientation they were listening to, and consequently that there were no audible differences between the three spatial orientations for participants in the three conditions.

**Pretest 3**

Finally, to ensure that there were no other noticeable differences between the three conditions, we asked another 5 participants to listen to the same sound fragments that we used in Pretest 2. We instructed these participants that we were trying out different sound recording materials for a new experiment, and asked them to note down whether there was anything they noticed in terms of sound quality in the different recordings. None of their answers indicated that any auditory characteristics were different in the three different spatial orientations.
Behavioral questionnaires

After the main experiment, we asked the participants to complete a few behavioral questionnaires. First, participants were asked to fill out a general questionnaire about their demographics. Second, participants were asked to indicate how long they have known their conversational partner, and how close their relationship was. These questionnaires were followed by the Autism Quotient questionnaire, and the Empathy Quotient questionnaire. These questionnaires have not been further analysed for this research.

Procedure

Upon arrival, participants were informed about the experimental procedure, completed the informed consent forms, and were fitted with an EEG cap. The participants were then seated approximately 1.5 m apart from each other in one of the three spatial orientations. The experimenter then explained the rest of the procedure of the experiment, when the participants would have to change speaker role, and when the experimenter would come in again to change the spatial orientation the participants were seated in. The participants were aware of their mutual spatial orientation. The experimenter asked the participants were asked to sit as relaxed as possible, and not change position during the experiment.

The experiment would start with a sound cue, which was immediately followed by another sound cue that indicated that the first speaker could start talking about one of the three activities that the participants needed to plan together (a festival, dinner or holiday). After 60 s, the next sound would indicate that the participants had to change roles. The sound cues that indicated a change of speaker were presented using Presentation (version 20.2, Neurobehavioural Systems Inc.). Participants spoke about one topic for 10 min, and after 10 min the experimenter would come in again to change the spatial configuration the participants were seated in, and to instruct them on the next topic that should be discussed. After the experiment, participants filled out the behavioral questionnaires.

Dual-EEG data acquisition

We followed the recommended dual-EEG setup and procedures described in (Barraza et al., 2019) and recorded the EEG signals of the two participants simultaneously from 32 AG-AgCl electrodes, of which 27 were mounted in a cap (actiCap) according to the 10–20 standard system. One electrode was placed on the right mastoid for re-referencing, and 4 were used for bipolar horizontal and vertical electrooculograms (EOG). The ground electrode was placed on the nasion, and electrode impedance was kept below 5 kOhm at the start of the experiment. The EEG data was acquired at a 500 Hz sampling rate. Each participant had their own ground and reference electrode, and impedance measurements were done separately for each participant.

QUANTIFICATION AND STATISTICAL ANALYSIS

EEG data analysis

All data were analysed using the FieldTrip toolbox (Oostenveld et al., 2011) running in a MATLAB environment (version 2018b, MathWorks, Natick, MA). We re-referenced the EEG data online to the right mastoid and filtered the data with a high-pass filter at 0.5 Hz and a low-pass filter at 35 Hz. The datasets were then split into two separate recordings, corresponding to each participant. Subsequently, we segmented the raw data into 1-s epochs. Artifacts were removed by using a semi-automatic rejection routine. We used a Blind Source Separation method based on Canonical Correlation Analysis (BSS-CCA) to separate cortical sources from electromyographic responses (De Vos et al., 2010). This method has been successfully applied to remove any artifacts in the EEG signal that are caused by speech artifacts and attenuates muscle contamination on EEG recordings (see DeClercq et al., 2006; Ries et al., 2013). After this procedure, we inspected all epochs on an individual basis to remove artifacts that were not identified using the abovementioned rejection procedures. On average, we excluded 7.46% of epochs and 3.75 sources per participant. We recorded a silent period per block to use as a baseline in our analyses.

Spectral analysis

To investigate intra-brain low-frequency power spectra, we focused on the periods in which a participant was listening to the other participant. For these listening periods, we calculated spectral power in the alpha band (8–12 Hz) based on Fast Fourier Transformation after application of a single Hanning taper. These spectra were calculated per participant and averaged per condition.
**Brain-speech envelope synchronization**

We estimated the brain-speech envelope tracking between a listener’s EEG signal and the speaker’s speech amplitude envelope. To achieve this, the wideband speech envelope was computed by band-pass filtering the auditory signal with a 3rd order forward and reverse Butterworth filter into ten bands (100–10000 Hz, equidistant on the cochlear frequency map; see Chandrasekaran et al., 2009; Keitel et al., 2017). We used the magnitude of the Hilbert transform to obtain band-limited envelopes, which were then averaged to obtain the wide-band speech envelope. The speech envelope was then resampled to 500 Hz to match the sampling rate of the EEG signals. We then calculated the coherence between the listener’s EEG signal and the speaker’s speech envelope in both the delta (1–3 Hz) and theta (4–7 Hz) bands. In this context, this measure indicates the phase locking consistency of the speech signal and the neuronal oscillatory activity across epochs. Both the speech envelope and EEG data were transformed to the frequency domain using a Fast Fourier Transformation with a Hanning window, restricted to a frequency range from 1–8 Hz.

**Inter-brain synchronisation**

We followed a similar approach to Dikker et al. (2021) and used imaginary coherence (Nolte et al., 2004) to calculate the synchronisation between the brain signals of the two participants. Instantaneously synchronized EEG signals without any relevant neurocognitive interpretation, which is often manifested as signals with a 0 or 180 degree phase difference across electrodes or participants, often occur especially in situations where the data might be heavily contaminated with experimental noise. In the current experiment, the two participants were seated in a small room that included a lot of audio and video electronic equipment in close vicinity to the measurements. As described in Dikker et al. (2021) using imaginary coherence is especially suited for the analysis of dual-EEG data that might be heavily contaminated by such environmental noise, and has shown to reliably detect brain-to-brain interactions during movement in EEG data (Nolte et al., 2004).

In more detail, imaginary coherence is calculated by computing the power and cross-spectral density between two series of complex spectral coefficients. Then, coherency is computed and expressed as a complex number with a real and imaginary part. The imaginary part represents how much of the magnitude is driven by lagged interactions of the two signals, whereas the real part represents how much of the magnitude is driven by instantaneous interactions (see for a detailed description Dikker et al., 2021; Nolte et al., 2004). Imaginary coherence captures phase differences between signal fluctuations in the range of tens of milliseconds, and is insensitive to volume conduction (Bastos and Schoffelen, 2016). We computed imaginary coherence for all between-participant electrode pairs in the alpha (8–12 Hz) and low beta (13–20 Hz) bands, and averaged these values in each condition.

**Statistical analyses**

**Intra-brain spectral analysis & brain-speech envelope tracking**

Nonparametric cluster-based permutation tests were performed across subjects to statistically assess differences in alpha power (averaged over 8–12 Hz) and brain-speech envelope coherence (averaged over 1–3 Hz (delta) and 4–7 Hz (theta)) between the different conditions (BtB vs FtF, BtB vs FtFO, FtFO vs FtF) (Maris and Oostenveld, 2007). For both types of analyses, we calculated the difference between every data point of the two conditions that were compared. All adjacent data points that exceeded a pre-set threshold of 5% were then grouped into clusters. In each of these clusters, we then summed the difference values to calculate the cluster-level statistics. A Monte-Carlo permutation distribution was created by randomly assigning a participant’s average value to one of the two conditions and subsequently selecting the largest cluster-level statistic for every permutation (n = 5000). Cluster-level statistics were then calculated for the measured data and compared against the permutation distribution. Clusters that fell in the highest or lowest 2.5th percentile were considered significant.

**Inter-brain synchronisation**

Similar to the spectral and brain-speech envelope analyses, we used nonparametric cluster-based permutation tests across dyads to statistically assess differences in inter-brain synchronisation in the alpha band and beta band between the different conditions. To cluster across the two different brains, we followed a similar approach as Dumas et al. (2010), and designed a custom neighbourhood structure that was appropriate to cluster over electrode pairs between two participants. Following their approach, pairs of
electrodes between two EEG caps were formed by one electrode on the cap of participant A, and one on the cap of participant B. Two of such pairs were considered neighbours when two electrodes were adjacent to each other on the cap of participant A, connected to two adjacent electrodes on the cap of participant B, or when one electrode on the cap of participant A connected to two adjacent electrodes on the cap of participant B, or the other way around.