Effects of Coulomb screening and disorder on an artificial graphene based on nanopatterned semiconductor
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Abstract
A residual disorder in the gate system is the main problem on the way to create artificial graphene based on two-dimensional electron gas. The disorder can be significantly screened/reduced due to the many-body effects. To analyse the screening/disorder problem we consider AlGaAs/GaAs/AlGaAs heterostructure with two metallic gates. We demonstrate that the design least susceptible to the disorder corresponds to the weak coupling regime (opposite to tight binding) which is realised via a system of quantum anti-dots. The most relevant type of disorder is the area disorder which is a random variation of areas of quantum anti-dots. The area disorder results in the formation of puddles. Other types of disorder, the position disorder and the shape disorder, are practically irrelevant. The formation/importance of puddles dramatically depends on the parameters of the nanopatterned heterostructure. A variation of the parameters by 20–30% can change the relative amplitude of puddles by orders of magnitude. Based on this analysis we formulate criteria for the acceptable design of the heterostructure aimed at the creation of the artificial graphene.

1. Introduction
Graphene is a carbon monolayer with a hexagonal honeycomb lattice. The material has a very special band structure described by the ultrarelativistic Dirac equation. Graphene has a number of exceptional properties that originate from the quantum and ‘relativistic’ nature of the material. The discovery of this material in 2004 has had a profound impact on condensed-matter physics [1, 2] and technology [3]. Electrons in graphene can travel for long distances without scattering, the electron mobility is 10 times larger than that in Si at room temperature. The major reason for the high mobility of electrons in graphene is the very high quality of the carbon lattice, there are very few defects in the lattice. An additional reason for the high mobility is the ‘ultrarelativistic’ physics. It is well known that there is no backscattering for ultrarelativistic particles and this enhances the mobility.

The extraordinary properties of graphene originating from the particle dynamics in honeycomb/triangular lattice, have stimulated a number of researchers to realize quantum simulators of graphene in other systems. We broadly refer to this direction as artificial graphene. The major advantage of artificial graphene is in larger degree of control. These systems are tunable and therefore can be driven to complex topological/correlated phases which are not possible in natural graphene. The study of these phases is of fundamental importance and can lead to novel electronic applications such as the spin based transistor.

Recent advances have demonstrated the possibility of creating artificial graphene in diverse quantum systems. Current methods of design and synthesis include (i) nanopatterning of ultrahigh-mobility two-dimensional (2D) electron gases (2DEGs) [4–9], (ii) molecule-by-molecule assembly of honeycomb lattices on metal surfaces by scanning probe methods [10], (iii) trapping ultracold fermionic and bosonic atoms in honeycomb optical lattices [11–14], and (iv) confining photons in honeycomb photonic crystals [15–17]. For a review of the recent advances see [18].
It can be argued that whereas the molecular, atomic and photonic analogues of graphene offer the very high quality of the artificial lattice, the nanofabricated semiconductor analogue enables the exploration of the impact of long-range interactions, many-body effects, as well as the spin–orbit interaction [19]. Technologically the semiconductor route to artificial graphene offers the key advantage of scalability as silicon and III–V materials are suitable for conventional top-down nanofabrication approaches. The realization of artificial graphene in semiconductors requires a fine control over disorder, whereas the other analogues of graphene are either disorder free (cold atoms on optical lattices) or characterized by tunneling energy scales that are substantially larger than disorder (molecules deposited on metals).

The residual disorder in heterostructure and in the gates system is the main problem on the way to create 2DEG artificial graphene suggested in [4–9]. In the present work we analyze the role of disorder and Coulomb screening in 2DEG artificial graphene. As a result of the analysis we formulate criteria for quality of quantum engineering necessary to create the artificial graphene. Lattices of anti-dots and quantum dots have been investigated for more than 20 years, see [6, 8, 20–23] and references therein, but observation of a mini-band structure remains elusive. The main reason for that is the relatively poor quality of the created superlattice potential. The amplitude of uncontrolled random deviations of the potential from the perfect one are larger than the characteristic scale of the miniband structure. The honeycomb/triangular superlattice for artificial 2DEG graphene can consist of an array of quantum dots [6] or, alternatively, of an array of quantum anti-dots [8, 24]. The present analysis indicates that the anti-dot structure is less sensitive to the superlattice disorder since the minibands are more dispersive. Therefore, here we pursue the ‘anti-dot’ route. Usually systems of quantum dots and antidots are created in the 2DEG formed by doping. In simpler systems, such as quantum point contact, an alternative approach has been exercised, where the 2DEG and the nanosystem are patterned by two gates without doping. In this case the mobility of the low-density 2DEG is drastically increased due to the suppressed impurity scattering [25–27]. Therefore, we consider an undoped AlGaAs/GaAs/AlGaAs heterostructure with two metallic gates. The lower metal gate laying on the surface of the semiconductor has perforation with period 100–130 nm, the gate is biased with a positive attracting voltage. A voltage on the top gate creates the anti-dots in the 2DEG beneath the holes perforated in the lower gate.

The paper is organized as follows. In section 2 we consider an ideal device without any disorder in perforated gates. Even this problem is pretty involved technically due to the Coulomb screening in the gates and the self-screening in 2DEG. We ﬁnd conditions for stability of the Dirac point, values of voltages which have to be applied to the gates, the miniband structure, the density of states, and the conductance of a ﬁnite size ‘sample’. In section 3 we analyze disorder in the gates, in particular random deviations of sizes/positions/shapes of quantum anti-dots from the perfect structure. Here we calculate the density of states and the conductance of a ﬁnite size ‘sample’ Hence we determine the critical degree of disorder to preserve the Dirac physics. Our results and conclusions are summarized in section 4.

2. Ideal superlattice

2.1. Laterally patterned heterostructure

The laterally patterned heterostructure which we consider is shown in figure 1. The Brillouin zone of the triangular superlattice with lattice spacing $L$ is shown in figure 2. Wave vectors of the reciprocal lattice,

$G_1 = \frac{2\pi}{3L} (3, \sqrt{3})$,  
$G_2 = \frac{2\pi}{3L} (0, 2\sqrt{3})$,  
$G_3 = G_1 - G_2$,

are also shown in figure 2. The points $K_1$, $K_2$, $K_3$ are connected by vectors $G_1$ and $K_1'$ are obtained from the $K_1$ by reflection.

Our convention is that $z = 0$ corresponds to the bottom of the perforated gate, see figure 1. The
electrostatic potential created by the gates, is a periodic function of \( \rho = (x, y) \) which satisfies the Laplace equation, hence
\[
U_G(\rho, z) = \text{const} - eEz + \sum_{m \neq 0} v_{mn} e^{-k_{mn}z} \times \cos(k_{mn} \cdot \rho) \quad k_{mn} = mG_1 + nG_2.
\]
At \( z = 0 \), close to the gates, the Fourier expansion has the first harmonic approximation (2) only for semi-Dirac points in the 2DEG plane. However, away from the gates, higher harmonics decay much faster than the first harmonic and hence in the 2DEG plane the potential created by gates is
\[
U_G(\rho) \approx \text{const} + 2U_0 \sum_{i=1}^{3} \cos(G_i \cdot \rho)
\]
\[
U_0 \approx e \frac{D}{2L} \left( V_{\text{TG}} - V_{\text{PC}} \right) f_1 \left( \frac{2\pi D}{\sqrt{3} L} \right) \times \exp \left( -\frac{4\pi x}{\sqrt{3} L} \right).
\]
Here \( e \) is the charge of the electron, \( z \) corresponds to the location of 2DEG, and \( f_1(x) \) is the Bessel function. For the anti-dot array, which we consider, \( U_0 \) is positive. Negative \( U_0 \) corresponds to the array of dots. We use the first harmonic approximation (2) only for semi-analytical calculations in sections 2.2 and 2.3. In exact numerics we account for all harmonics.

2.2. Minibands in the noninteracting electron approximation

The miniband structure is determined by the Schrödinger equation
\[
\left( \frac{\partial^2}{2m^*} + U_G(\rho) + U_S(\rho) \right) \psi(\rho) = E\psi(\rho),
\]
where \( m^* \) is the effective mass and \( U_S \) is due to the self-screening of 2DEG. In momentum representation the Schrödinger equation reads
\[
k^2 \psi_k + \sum_{k'} \left[ U_G(k-k') + U_S(k-k') \right] \psi_{k'} = \epsilon_k \psi_k.
\]

First we disregard the self-screening and set \( U_S = 0 \). The band structure depends only on the dimensionless parameter \( w_0 \)
\[
w_0 = \frac{U_0}{E_0},
\]
\[
E_0 = \frac{K^2}{2m^*} = \frac{8\pi^2 \hbar^2}{9 \pi^2 L^2}.
\]

2.3. Minibands in the Hartree approximation

The bands figure 3 are shown in dimensionless units. Below in this section we set
\[
L = 130 \text{ nm},
\]
\[
E_0 = 0.59 \text{ meV}.
\]

Here we take \( m^* = 0.067m_e \). The average electron density corresponding to the second Dirac point is \( n \approx 0.55 \times 10^{11} \text{ cm}^{-2} \). For a usual 2DEG with quadratic dispersion and with dielectric constant \( \epsilon = 12 \) this density corresponds to \( r \approx 2.6 \). The average density is pretty low. A local density is higher. We will discuss this issue later.

According to figure 3(d) the Fermi–Dirac velocity is
\[
v_F \approx 0.5E_0 L/\hbar.
\]

Hence the ‘fine structure constant’
\[
\alpha = \frac{\epsilon^2/\hbar v_F}{E_0 L} \approx 2\epsilon^2/\hbar E_0 L \rightarrow 3.1.
\]

Here we take the dielectric constant \( \epsilon \approx 12 \). Hence, the interaction is stronger than that in natural suspended graphene where \( \alpha \approx 1 - 2 \), see [2]. To account for the 2DEG self-screening \( U_S \) we use the Hartree approximation and solve equation (4) iteratively. We start from the noninteracting solution described in two previous paragraphs. Using this solution we calculate the electron density...
\[ n(\rho) = 2 \sum_{k, \epsilon_k < \mu} |\psi_k(\rho)|^2. \]  

Then we Fourier transform the density numerically, \( n(\rho) \rightarrow n(q) \), and hence find \( U_S(q) \)

\[ U_S(q) = \frac{2\pi e^2}{q} n(q). \]

At the next iteration we substitute (10) in equation (4), find new wave functions and dispersions, calculate the electron density (9) and hence again calculate the screening potential (10). The iteration procedure converges after several iterations. When doing iterations we keep the number of electrons per elementary cell equal to eight. This implies that after convergence of the iteration procedure the chemical potential is adjusted to the second Dirac point. The self-screening potential \( U_S \) has two effects. (i) \( U_S \) partially screens the first harmonic in the gate potential (2), \( U_0 \rightarrow U_0^{(0)} < U_0 \). (ii) \( U_S \) generates higher harmonics in the effective potential. The six lowest bands \( \epsilon_k \) calculated with the account of screening are shown in figure 4 for several values of \( w_0 \). In the panels we present values of \( w_0 \) and also values of the screened constant \( w_0^{(0)} = U_0^{(0)}/E_0 \). Band structures depicted in figure 4 are similar to those depicted in figure 3. This demonstrates that the strong selfscreening does not destroy the band structure and the Dirac points as soon as the gate potential is adjusted accordingly. In particular we see that the gate potential \( w_0 \) in figure 4 is significantly higher than that in figure 3. The spacial distribution of 2DEG electron density at parameters corresponding to figure 4(d) is illustrated in figure 5. Here we would like to stress two points; (i) the electron density, figure 5(a), is connected, so this is the anti-dot regime, (ii) while the average electron density is \( 0.55 \times 10^{11} \text{ cm}^{-2} \), the density along the ‘connected manifold’ is larger than \( 10^{11} \text{ cm}^{-2} \). The value of the external potential modulation corresponding to figure 4(d) is \( w_0 = 6.58 \). Using equations (2), (5), (6) we can find that the corresponding value of the gate voltages is \( (L = 130 \text{ nm}, z = 37 + 8 = 45 \text{ nm}) \)

\[ V_{TG} - V_{PG} = -0.7 \text{ V}. \]  

2.4. Minibands in the Poisson–Hartree approximation

The calculation described above has two inaccuracies, (i) equation (10) implies that the gate screening of the 2DEG self-screening (screening of screening) is not taken into account, (ii) we assume that the width of the 2DEG quantum well is very small \( W = 0 \). To fix these problems we perform an alternative, more involved and more accurate calculation of the miniband structure. We call this calculation the Poisson–Hartree calculation. We assume the following geometrical parameters, the lattice spacing \( L = 130 \text{ nm}, \) the perforation diameter \( D = 60 \text{ nm}, \) the distance from gates to 2DEG \( z = 37 \text{ nm}, \) the width of the rectangular...
quantum well $W = 16$ nm. The wave function along the $z$-direction is the lowest standing wave in the well, $\psi_z(z) = \sqrt{\frac{W}{\pi W}} \sin \left( \pi (z - z_0) / W \right)$. Hence the total wave function is $\psi(r) = \psi_z(r)\psi_z(z)$. Instead of equation (9) the 2DEG electron density is

$$n(r) = 2 \sum_{k,k' \in \mu} |\psi_k(r)|^2 |\psi_z(z)|^2.$$  \hspace{1cm} (12)

To find the electrostatic potential we solve the Poisson equation, the gate voltages are imposed via boundary conditions at the metallic surfaces. With this potential we solve the 2D Schrödinger equation (3), and find wave functions $\psi_k(r)$. Then we substitute this in equation (12) and iterate the procedure. This is the same Hartree procedure, but it accounts for finite $W$ and fully accounts for all screenings. Results of this calculation at $V_{TG} = 0.4$ V and $V_{PG} = 0.84$ V are presented in panels (a), (b), and (c) of figure 6. The gate voltages are adjusted to tune the chemical potential to the 2nd Dirac point, and to provide a sufficient modulation of the superlattice potential. The miniband structure of figure 6(a) and the electron density of figure 6(c) are pretty close to those obtained within the Hartree method and shown in figure 4(d) and figure 5. Figure 4(d) displays the situation close to the optimal
We deliberately adjusted gate voltages to values 

\[ V_{T G} = V_{G} = 0.4 \quad V_{T G} = 0.84 \quad V \quad (13) \]

which approximately reproduce parameters corresponding to figure 4(d). The major difference between the result of the Hartree calculation and the result of the Poisson–Hartree calculation is the difference between equation (11) and equation (13). The Hartree method overestimates the value of \( V_{T G} = V_{G} \) because screening by gates is ignored in this consideration. As soon as \( V_{T G} = V_{G} \) is adjusted, all other results between the two methods are very close. There is also a minor difference between the numerical Poisson–Hartree calculation and the semianalytical Hartree calculation. The numerical calculation accounts for all harmonics of both the gate potential and the self-screening potential. On the other hand the Hartree calculation neglects higher harmonics in the gate potential and accounts for all harmonics in the selfscreening. Comparing band structures presented in figure 3(d) and figure 6(a) we see that this is a really minor difference, higher harmonics in the gate potential are not important.

2.5. Minibands in the Poisson–Thomas–Fermi approximation

The analysis presented above is absolutely sufficient for an ideal superlattice. Unfortunately in a disordered system we cannot perform such an analysis because there is no band structure and there is no a well defined quasimomentum. Therefore, for a disordered system we will use the Poisson–Thomas–Fermi (Poisson–TF) method (see, for example, [27–29]). The Thomas–Fermi approximation is a semiclassical approximation justified parametrically when the potential and the electron density vary slowly compared to the wavelength of electron. In our case the large parameter justifying the approximation is four, the number of filled bands. Four is not a very large parameter and therefore it is important to check the numerical accuracy of the method. For the perfect periodic system we have the Poisson–Hartree solution described in previous sections, this solution does not rely on the semiclassical approximation. Here we compare the Poisson–Hartree calculation with the Poisson–TF one. The idea of the Poisson–TF method is very simple, instead of solving the Schrödinger equation (3) and then using (9) to find the electron density, we use the local 2D Thomas–Fermi approximation to determine the density

\[ n(\rho) = \frac{m^*}{\pi\hbar^2} \left[ \mu_{TF} - U_{eff}(\rho) \right]. \quad (14) \]

Here \( \mu_{TF} \) is the effective chemical potential, and \( U_{eff} \) is the effective self-consistent potential. If the expression in brackets in equation (14) is negative, we set...
\[ n(\rho) = 0. \] The effective chemical potential is determined by the equation

\[ \int n(\rho) d\rho = n, \quad (15) \]

where the integration is performed over the lattice unit cell, and \( n \) is the average electron density, \( n = 8 \) for the second Dirac point. Using \( n(\rho) \) from equation (14) we solve the Poisson equation with appropriate boundary conditions at metallic gates, determine \( U_{\text{eff}}(\rho) \), and repeat the procedure iteratively. After completion of the iterative procedure we solve the Schrödinger equation, find the miniband structure, density of states, etc. By changing gate voltages we match the position of the second Dirac point to zero energy. The band structure and the density of states determined by this method are practically identical to that found within the Poisson–Hartree method and shown in panels (a), (b) of figure 6. The electron density, figure 6(d), is slightly different, though it is very close to the Poisson–Hartree density shown in panel (c). The main lesson we learn from this comparison is that we can rely on the Poisson–TF method for studies of disordered systems.

### 2.6. Recursive Green’s functions and conductance

As soon as the effective potential is calculated by the Poisson–TF method we can calculate the conductance of the artificial graphene ‘sample’. To do so we use the recursive Green’s function method \([30, 31]\) which is efficient for calculation of single particle properties \([27]\). We consider a ‘sample’ of approximately \( 6 \mu m \times 6 \mu m \) size. In the \( x \)-direction the size is limited by the width of the top gate. In the \( y \)-direction the sample is connected to the metallic leads. The self-consistent potential plotted along the \( x \)- and \( y \)-directions is shown in figure 7. This is the case of M-orientation of anti-dot lattice with zigzag-configuration at the entries and with armchair-configuration along channel edges. Electric current flows in the \( y \)-direction. To calculate Green’s functions we use effective potential interpolated on a coarse square grid \((638 \times 574 \text{ sites})\) with 10 nm steps in \( x \)-and \( y \)-directions. The original \( U_{\text{eff}} \), obtained within the Poisson–TF approach, is more detailed than the coarse grid we use for Green’s functions. We use the coarse grid since Green’s functions are computationally more intensive. The density of states calculated by the recursive Green’s function method is plotted in panel (a) of figure 8 by the ‘noisy’ magenta line. The density of states is very close to that calculated from the band dispersion and shown by the solid black line in the same panel.

The calculated conductance is presented in panel (b) of figure 8. Interestingly, at the Dirac point, \( \epsilon = 0 \), the conductance does not dive to zero, \( G(0) \approx 2 \times (2e^2/h) \). We have checked that this is due to the two edge states located at \( x \approx 350 \) nm and \( x \approx 6000 \) nm. The edge states can be removed by a small variation of the gate potentials (for example, there are no such states at \( V_{G} = 0.48 \) V, \( V_{G} = 0.835 \) V, in this case \( G(0) = 0 \). The edge states are not topologically protected, therefore even a small disorder will remove/influence the states.

The noise in the density of states calculated by the recursive Green’s function method, magenta line in figure 8(a), is due to the finite size of the ‘sample’ (about 50 lattice sites). If a particle mean free path is larger than the size, there are narrow resonances related to reflection from boundaries. To illustrate this point we plot the same density without...
the energy averaging. It is even more noisy, the resonances are clearly seen. A perfect sample is most noisy, a local disorder reduces the mean free path and hence reduces the noise, see e.g. \[32\]. A similar noise is seen in conductance calculated without the energy averaging, figure 9(b), but here the noise is significantly smaller. The point is that the conductance corresponds to electric current between two metallic leads of width \(\mu \times 6\) \(\mu\)m, see figure 7 and at this energy there are about 100 transverse channels in each lead. Summation over the channels reduces the relative fluctuation in the conductance. Therefore, the conductance fluctuation in figure 9(b) is about its universal value \(\Delta G \sim 2e^2/h\). In any case the noise/fluctuations goes away after averaging over a small energy interval (an effective temperature broadening about 50mK), so the noise is not a serious issue for our purposes.

Now we are fully armed to consider the effect of disorder or in other words to consider an imperfect gate structure.

3. Influence of disorder

3.1. Types of disorder

There are three different types of the gate disorder: (i) the area disorder, (ii) the position disorder, (iii) the shape disorder. In the case of the area disorder the radius of perforation, see figure 1, is randomly changed

\[ R = \frac{D}{2} \rightarrow R = \frac{D}{2} + \delta_A (0.5 - R), \]  

(16)

where \(\mathcal{R}\) is a random variable distributed uniformly in the interval \(0 < \mathcal{R} < 1\). In this case the area \(A\) of the perforated circle is randomly changed with the following rms variation

\[ \frac{\delta A_{\text{rms}}}{A} \approx \frac{2}{\sqrt{3}} \frac{\delta A}{D}. \]

(17)

We assume that \(\delta_A \ll D\), therefore equation (16) is equivalent to a ring with random potential added to

Figure 8. The density of states per superlattice unit cell (a), and the conductance (b) of a perfect (no disorder) artificial graphene sample of \(6 \mu m \times 6 \mu m\) size, \(L = 130 \text{nm}, D = 60 \text{nm}, z = 37 \text{nm}, W = 16 \text{nm}, V_{l1} = V_{l2} = 0.44 \text{V}\). The noisy magenta line in panel (a) is the density of states calculated via the band dispersion. Both the density of states and the conductance calculated by the recursive Green’s function method are averaged over the energy interval 50mK (effective temperature broadening).

Figure 9. The density of states per superlattice unit cell (a), and the conductance (b) of a perfect (no disorder) artificial graphene sample of \(6 \mu m \times 6 \mu m\) size, \(L = 130 \text{nm}, D = 60 \text{nm}, z = 37 \text{nm}, W = 16 \text{nm}, V_{l1} = V_{l2} = 0.44 \text{V}\). Both quantities are calculated by the recursive Green’s function method. Black lines are obtained without energy averaging and the magenta line in panel (a) is obtained after the energy averaging over interval 50mK. The magenta line is identical to that in figure 8(a).
the regular gate potential

\[ \delta V_A(r) = \left( V_{TG} - V_{PG} \right) \delta_A \left( 0.5 - R \right) \times \delta(r - D/2). \tag{18} \]

Here \( \delta(x) \) is the Dirac \( \delta \)-function.

In the case of the position disorder the position of the perforation circle center is randomly changed

\[ r \to r + n \delta_p R, \tag{19} \]

where \( n \) is a unit vector with a random orientation in the plane. Again this is equivalent to a ring with random potential added to the regular gate potential

\[ \delta V_p(r) = \left( V_{TG} - V_{PG} \right) \delta_p R \cos \theta \times \delta(r - R), \tag{20} \]

where \( \theta \) is the angle between \( n \) and \( r \).

In the case of the shape disorder the shape of the perforation circle is randomly changed, say circular to elliptic. This is also equivalent to a ring with the following random potential added to the regular gate potential

\[ \delta V_s(r) = \left( V_{TG} - V_{PG} \right) \delta_s R \left( 2 \cos^2 \theta - 1 \right) \times \delta(r - R), \tag{21} \]

where \( \theta \) is the angle between \( r \) and the axis of the ellipse.

It is easy to check that 2D Fourier transforms of the disorder potentials (18), (20), (21) behave differently at small momenta, \( q \to 0 \),

\[ \delta V_A(q) \propto q^0 = 1 \]
\[ \delta V_p(q) \propto q \]
\[ \delta V_s(q) \propto q^2. \tag{22} \]

The small \( q \) components are the most important ones away from the gate plane since due to the Laplace equation they decay with \( z \) as

\[ \delta V(q, z) \propto \delta V(q, 0) e^{-qz}. \tag{23} \]

From here we immediately conclude that assuming \( \delta_A \sim \delta_p \sim \delta_s \) the effect of the area disorder is the most important one in the 2DEG plane. The effect of the position disorder on 2DEG is less important and the effect of the shape disorder is even smaller. We have checked this analytical conclusion by direct numerical simulations. Below we consider only the most dangerous area disorder.

3.2. Sensitivity to parameters and acceptable design

First we demonstrate dramatic sensitivity to parameters of the system. To do so, we do not solve selfconsistently the Poisson–TF equations. Instead we just solve the electrostatic Laplace equation and find the potential created by the gate system in the region of 2DEG. In doing so we keep in mind that the gate system must support artificial graphene. This implies that if we vary the lattice spacing \( L \) the gate voltage must scale as \( V_P \propto 1/L^2 \), see equation (5), and, if we vary the distance \( z \) to 2DEG the gate voltage must scale as \( V_P \propto 1/\exp \left( \frac{4 \pi z}{\sqrt{V}} \right) \), see equation (2). In panel (a) of figure 10 we present a map of the electrostatic potential of the perfect (no disorder) gate system with the following parameters

\[ L = 100 \text{ nm}, \quad D = 50 \text{ nm}, \quad z = 50 \text{ nm}, \quad W = 16 \text{ nm}, \quad V_{PG} = V_{TG} = 4 \text{ V}, \quad \delta_A = 0. \tag{24} \]

The difference between minimum and maximum potential in this case is approximately 65 mV. In panel (b) of figure 10 we present a map of the electrostatic potential of the gate system with the same parameters, but with some area disorder.

\[ L = 100 \text{ nm}, \quad D = 50 \text{ nm}, \quad z = 50 \text{ nm}, \quad W = 16 \text{ nm}, \quad V_{PG} = V_{TG} = 4 \text{ V}, \quad \delta_A = 2.5 \text{ nm}. \tag{25} \]

The rms area variation of the anti-dot, equation (17), is just 5%. Figure 10(b) clearly demonstrates the disorder induced puddles. The random variation of the potential is so strong that the range of the potential variation in panel (b) is almost four times larger than...
that in panel (a). So, in this case the gate disorder completely kills the miniband structure.

To reduce the relative effect of disorder we should decrease distance to the gates $z$ and increase the lattice spacing $L$. In panel (a) of figure 11 we present a map of the electrostatic potential for the gate system with parameters similar to that of figure 10(b). We just reduce $z$ and accordingly reduce $V_{PG} - V_{TG}$.

$$L = 100 \text{ nm}, \ D = 50 \text{ nm}, \ z = 37 \text{ nm}, \ W = 16 \text{ nm}, \ V_{PG} - V_{TG} = 1.6 \text{ V}, \ \delta_A = 2.5 \text{ nm}.$$  \hspace{1cm} (26)

Puddling in figure 11(a) is significantly smaller than that in figure 10(b), but still it is too strong. Finally in panel(b) of figure 11 we present a map of the electrostatic potential for the gate system with larger $L$ and accordingly reduced $V_{PG} - V_{TG}$.

$$L = 130 \text{ nm}, \ D = 60 \text{ nm}, \ z = 37 \text{ nm}, \ W = 16 \text{ nm}, \ V_{PG} - V_{TG} = 0.44 \text{ V}, \ \delta_A = 2.5 \text{ nm}.$$  \hspace{1cm} (27)

Puddling in figure 11(b) is so small that it is not seen on the potential map.

From figure 11(b) one concludes that the parameter set (27) is acceptable. The maps figure 10 and figure 11 do not account for the 2DEG self screening. The 2DEG self screening taken into account via the Poisson–TF method makes the potential fluctuation even smaller. Plots of the final self-consistent potential for a particular realization of the area disorder with parameter set (27) are presented in figure 12. Note that leveling of the potential minimums in figure 12 is much better than leveling of potential maximums. This is the effect of the charge density redistribution over the connected charged manifold, the ‘bright’ net potential.
in figure 5. Such screening is more efficient in the antidot geometry which we use. Leveling of the potential maximums is not as good since there are no electrons in the vicinity of the maximums. The density of states and the conductance calculated with this self-consistent potential are shown in figures 13(a), (b) by solid magenta lines. The density of states clearly demonstrates minimum near the second Dirac point, so the set of parameters (27) is acceptable for the artificial graphene design. On the other hand the dip in the conductance near the Dirac point is very weak. This is not surprising, the size of the 'sample' is sufficiently large, and hence the electron dynamics becomes diffusive. This is the reason why the entire conductance curve lies significantly lower than that for the ideal sample (black solid line in figure 13(b)). Obviously, the diffusive regime itself does not invalidate the Dirac physics.

We have also increased the disorder using the same parameter set (27) with only one change, \( \delta_A = 2.5 \) nm \( \rightarrow \delta_A = 5 \) nm. The increased \( \delta_A \) corresponds to 10% rms variation of the quantum anti-dot area, equation (17). The density of states and the conductance calculated in this situation are shown in figures 13(a), (b) by solid green lines. The density of states minimum near the second Dirac point has almost gone, so this degree of disorder is the border-line for observation of the Dirac physics. Interestingly, even at this degree of disorder the band structure (allowed and forbidden energy bands) is still there and hence it can be observed in the density of states capacitance measurements [33].

4. Conclusions

We have analysed the effects of the Coulomb many-body screening and effects of the residual disorder on the artificial graphene based on two-dimensional electron gas. Specifically we consider AlGaAs/GaAs/AlGaAs heterostructure with two metallic gates. The metallic gates make the many-body screening problem significantly different from that in natural graphene. We found that the design least susceptible to the disorder corresponds to the weak coupling regime (opposite to tight binding) which is realised via a system of quantum anti-dots. The most dangerous type of disorder is the area disorder which is a random variation of areas of quantum anti-dots. The area disorder results in the formation of puddles. Other types of disorder, the position disorder and the shape disorder, are practically irrelevant. The formation/importance of puddles dramatically depends on parameters of the nanopatterned heterostructure. For example a variation of the depth of the heterostructure by 30% (50 nm \( \rightarrow \) 37 nm) in combination with variation of the superlattice period by 30% (100 nm \( \rightarrow \) 130 nm) results in suppression of the relative amplitude of puddles by almost two orders of magnitude. Based on this analysis we formulate criteria for the acceptable design of the nanopatterned heterostructure aimed at the creation of artificial graphene.
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