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\textbf{Abstract:} Knee points, characterised as their smallest trade-off loss at all objectives, are attractive to decision makers in multi-criterion decision-making. In contrast, other Pareto-optimal solutions are less attractive since a small improvement on one objective can lead to a significant degradation on at least one of the other objectives. In this paper, we propose a simple and effective knee point identification method based on trade-off utility, dubbed KPITU, to help decision makers identify knee points from a given set of trade-off solutions. The basic idea of KPITU is to sequentially validate whether a solution is a knee point or not by comparing its trade-off utility with others within its neighbourhood. In particular, a solution is a knee point if and only if it has the best trade-off utility among its neighbours. Moreover, we implement a GPU version of KPITU that carries out the knee point identification in a parallel manner. This GPU version reduces the worst-case complexity from quadratic to linear. To validate the effectiveness of KPITU, we compare its performance with five state-of-the-art knee point identification methods on 134 test problem instances. Empirical results fully demonstrate the outstanding performance of KPITU especially on problems with many local knee points. At the end, we further validate the usefulness of KPITU for guiding EMO algorithms to search for knee points on the fly during the evolutionary process.
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\section{Introduction}

The multi-objective optimisation problem (MOP) considered in this paper is formulated as:

\[
\begin{align*}
\text{minimize} & \quad \mathbf{F}(\mathbf{x}) = (f_1(\mathbf{x}), \cdots, f_m(\mathbf{x}))^T, \\
\text{subject to} & \quad \mathbf{x} \in \Omega,
\end{align*}
\] (1)

where $\mathbf{x} = (x_1, \cdots, x_n)^T$ is a decision (variable) vector (also known as a candidate solution) from the decision (variable) space $\Omega = \Pi_{i=1}^n [a_i, b_i] \subseteq \mathbb{R}^n$. $\mathbf{F}(\mathbf{x})$ constitutes a vector of objective functions which are conflicting to each other in the objective space $\mathbb{R}^m$. In multi-objective optimisation, a solution $\mathbf{x}^1 \in \Omega$ is said to be better than $\mathbf{x}^2 \in \Omega$ (also known as $\mathbf{x}^1$ dominates $\mathbf{x}^2$, denoted as $\mathbf{x}^1 \preceq \mathbf{x}^2$) if and only if $f_i(\mathbf{x}^1) \leq f_i(\mathbf{x}^2)$ for all $i \in \{1, \cdots, m\}$ and $f_i(\mathbf{x}^1) < f_i(\mathbf{x}^2)$ for at least one $i \in \{1, \cdots, m\}$. A solution $\mathbf{x}^* \in \Omega$ is Pareto optimal in case there does not exist a solution $\mathbf{x} \in \Omega$ that dominates $\mathbf{x}^*$. The set of all Pareto optimal solutions is called the Pareto set (PS). $\mathbf{PF} = \{\mathbf{F}(\mathbf{x})|\mathbf{x} \in \mathbf{PS}\}$ is called the Pareto front (PF).

Due to the population-based property, evolutionary algorithms (EAs) have been widely accepted as a major approach for multi-objective optimisation. In other words, EAs are able to approximate a set of non-dominated solutions simultaneously thus provide decision makers (DMs) a diverse set of
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trade-off alternatives in decision-making. However, having excessive trade-off alternatives is a double-edged sword because the quality of decision-making will be compromised in the presence of a large number of alternatives \[1-4\]. This will be further aggravated with the increase of the number of objectives. To alleviate the DMs’ cognitive burden, it might be more acceptable to pre-screen the trade-off solution set obtained by an evolutionary multi-objective optimisation (EMO) algorithm and only choose a few trade-off solutions, commonly referred to as knee points, before handing over to DMs for multi-criterion decision-making (MCDM).

Generally speaking, one of the key characteristics of the knee point, which makes it intriguing to DMs, is a small improvement on one objective can lead to a significant degradation on at least one of the other objectives. Although knee points are of extreme importance for MCDM, the relevant research is surprisingly lukewarm in the EMO community, comparing to the flourishing developments of various EMO algorithms. In the past two decades, there have been some efforts devoted to the development of effective methods for identifying knee points among a set of trade-off alternatives obtained by an EMO algorithm. Their ideas can be divided into two categories: one is mainly based on the trade-off information collected from pair-wise comparisons among solutions \[5-7\]; whilst the other is according to the geometry characteristics of the approximated PF \[8-10\]. It is worth noting that some methods (e.g., \[5\]) were merely designed for the two-objective scenario. In addition, some methods (e.g., \[6\] and \[11\]) just consider the global information of the approximated PF thus they can only identify one knee point, also known as the global knee point. However, it is not uncommon that there exist more than one knee region. On the other hand, instead of identifying knee points after running an EMO algorithm, there is another line of research that aims to guide the population towards the knee points on the fly during the evolutionary process \[11-20\]. Note that most, if not all, of these methods have at least one parameter, the setting of which depends on the shape of the approximated PF. To facilitate the study and understanding of knee points, there are some benchmark test problems with understandable and controllable setup of knee points developed in the literature \[10,11,21\].

In this paper, we propose a simple and effective knee point identification (KPI) method based on trade-off utility, dubbed KPITU, to help DMs select knee point(s) among a set of trade-off solutions. Our major contributions are outlined as follows.

- The basic idea of KPITU is to sequentially locate knee point(s) based on trade-off utility obtained by pair-wise comparisons among neighbouring solutions. To this end, we first use a set of evenly distributed weight vectors to divide the objective space into several subregions, each of which is associated with solution(s) from the given trade-off solution set. Afterwards, for each solution, we compare it with its neighbouring solutions whilst this solution is a knee point if and only if its trade-off utility is better than other solutions in its neighbourhood.

- In addition to the sequential implementation which has a quadratic complexity, we develop a GPU version of KPITU that implements the knee point search at each solution in a parallel manner. As a result, the worst case time complexity of this GPU version of KPITU is linear.

- The effectiveness of the proposed KPITU is compared with five state-of-the-art KPI methods on 134 test problem instances. In addition to a visual comparison, we use a metric to carry out a quantitative evaluation of the performance of different KPI methods.

- Experimental results demonstrate that KPITU is scalable to any number of objectives. Its performance is comparable to the other five state-of-the-art KPI methods when there is only one global knee point whilst its superiority becomes more evident with the increase of the number of knee points.

- Last but not the least, KPITU is incorporated into the environmental selection of NSGA-II \[22\] to demonstrate its usefulness as an operator to guide an EMO algorithm to search for knee points on the fly during the evolutionary process.

The rest of this paper is organised as follows. Section 2 provides a literature review on the existing developments related to knee points. Section 3 describes the implementation of our proposed KPITU for finding knee points. Section 4 compares and analyses the performance of our proposed KPITU.
against five state-of-the-art algorithms. Finally, Section 5 concludes this paper and shed some lights on future directions.

2 Related Works

![Illustration of working mechanisms of different KPI methods.](image)

In this section, we provide a systematic overview of the existing developments of KPI either posteriori or progressively during the evolutionary process. Our literature review is organised according to the criteria used to identify knee point(s), i.e., trade-off information and geometry characteristics.

2.1 KPI Based on Trade-Off Information

One of the key characteristics of knee point is its large trade-off offset at different objectives. Thus, it is nature to take advantages of the trade-off information to find knee point(s).

2.1.1 Approaches Based on Modified Dominance Relation

The original Pareto dominance is a strict partial order relation. It implies an equal importance and the same amount of trade-off at all objectives thus entails no preference at any objective. Considering the example shown in Fig. 1(a), $x^a$ is the knee point. However, $x^a$, $x^b$ and $x^c$ will be treated as equally good according to the Pareto dominance relation. Therefore, there is no selection pressure to guide the search towards the knee point. A natural idea to amend this is to relax the dominance conditions by amending extra trade-off rates to different objectives. For example, Ramírez-Atencia et al. proposed a cone-domination \[\Omega(x) = \begin{bmatrix} 1 & a_{12} & \cdots & a_{1m} \\ a_{21} & 1 & \cdots & a_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m1} & a_{m2} & \cdots & 1 \end{bmatrix} \cdot F(x), \tag{2}\]

where $a_{ij}$, both $i$ and $j \in \{1, \cdots, m\}$, is the amount of gain in the $j$-th objective function for a loss of one unit in the $i$-th objective function. By leveraging this definition, the cone-domination is simply defined by replacing the original objective functions $F(x)$ by these weighted functions $\Omega(x)$. As demonstrated in Fig. 1(a), the effect of such a relaxed dominance relation can be understood as an extension of the coverage of dominance area to an angle $\varphi$ where $\tan \frac{\varphi - 90}{2} = a_{ij}$. By doing so, we can see that $x^b$ and $x^c$ are cone-dominated by $x^a$ thus this cone-domination can provide a necessary selection pressure to drive the search towards knee point(s) with prescribed trade-off offsets at different objectives. Similar ideas were also explored in [18] and [20], respectively.
2.1.2 Approaches Based on Utility Function

Utility function, or as known as scalarising function, have been widely used in the MCDM community to aggregate a MOP into a single-objective optimisation problem. Trade-off among different objectives is usually represented as a weight vector when used in a utility function. For example, Branke et al. [11] proposed an individual marginal utility function:

\[
\hat{U}(\mathbf{x}_i, \lambda) = \begin{cases} 
\min_{j \neq i} U(\mathbf{x}_j, \lambda) - U(\mathbf{x}_i, \lambda), & \text{if } i = \arg\min U(\mathbf{x}_j, \lambda), \\
0, & \text{otherwise}
\end{cases}
\]

where \( \lambda \in [0, 1] \) is a weight vector specified by the DM to elicit the trade-off among objectives and \( U(\mathbf{x}, \lambda) = \lambda f_1(\mathbf{x}) + (1 - \lambda) f_2(\mathbf{x}) \) in the two-objective case as an example. Based on this definition, the expected marginal utility (EMU) is calculated as an integral of the individual marginal utility function across a set of different weight vectors. Solution(s) having the largest EMU is(are) recognised as the knee point(s). In other words, the knee point is the solution that finds the minimum value of the utility function for the largest number of different weight vectors as the example shown in Fig. 1(b). In particular, dash lines represent the contours of utility functions with different different weight vector settings. It is not difficult to envisage that the EMU method is scalable to problems with a large number of objectives. However, as discussed in [7], the EMU becomes less discriminative with the increase of the number of objectives. Accordingly, Bhattacharjee et al. proposed an improved version of EMU, dubbed EMU\(^*\), that is not only able to identify knee point(s) but also can discriminate their positions (i.e., whether they are on the internal or peripheral part of the PF). In [14] and [23], Rachmawati and Srinivasan proposed a metric \( \mu(\mathbf{x}^i, S) \) to evaluate the value of a solution \( \mathbf{x}^i \), in terms of trade-off performance, with respect to the trade-off solution set \( S \) as:

\[
\mu(\mathbf{x}^i, S) = \min_{\mathbf{x}^j \in S, \mathbf{x}^j \neq \mathbf{x}^i} T(\mathbf{x}^i, \mathbf{x}^j),
\]

where

\[
T(\mathbf{x}^i, \mathbf{x}^j) = \sum_{i=1}^{m} \max[0, \frac{f_i(\mathbf{x}^j) - f_i(\mathbf{x}^i)}{f_i^{\max} - f_i^{\min}}]
\]

In particular, the solution \( \mathbf{x}^i \) is recognised as a knee point in case \( \mu(\mathbf{x}^i, S) \) is the local maximum over \( S \). In [16], Bechikh et al. applied this metric in the environmental selection of an EMO algorithm to guide the search towards knee point(s).

2.2 KPI Based on Geometry Characteristics

Different from the other part of the PF, the knee region, where knee point(s) locate, has a distinctive geometry characteristic, i.e., it incurs an abrupt change in the curvature of the PF manifold. This characteristic has also been widely used to find knee point(s).

2.2.1 Approaches Based on Angle Selection

In [11], Branke et al. proposed a reflex angle based selection mechanism to replace the crowding distance calculation in the original NSGA-II. Specifically, the reflex angle is defined as the angle formed by two lines that cover the neighbouring area of the underlying solution. As for a given set of trade-off solutions, the one with the largest reflex angle is recognised as the knee point. In fact, the basic idea of the reflex angle is geometrically similar to the effect of the cone-domination discussed in Fig. 1(a). Since the reflex angle only take the local information of the PF into consideration, Deb and Gupta proposed a bend angle based selection mechanism to remedy this issue [5]. Note that both the reflex angle and bend angle based selection mechanisms assume a normalised objective space, which can hardly be met in real-world applications. Deb and Gupta [5] proposed a \((\alpha, \beta)\)-selection that takes user prescribed trade-off information into consideration. By doing so, the selection pressure can be adjusted according to the scales of different objectives.
2.2.2 Approaches Based on Hyperplane

In order to identify the maximum convex bulge at the PF, Das [8] proposed to first setup a convex hull of individual minima (CHIM), i.e., a hyperplane formed by the individual minimum at each objective in the normalised objective space as shown in Fig. 1(c). Given a trade-off solution set, the solution having the largest perpendicular distance to this hyperplane is recognised as the knee point. Based on the same idea, Schütze et al. proposed two improved strategies to find the maximal convex bulge, i.e., knee point(s) [9]. In [15] and [17], the environmental selection of an EMO algorithm is guided by the ‘knee points’ of the current approximated PF. In particular, the ‘knee points’ are identified by using the method proposed by Das. Instead of calculating the perpendicular distance towards the hyperplane, Yu et al. [10] proposed to first project the trade-off solutions onto the hyperplane. Afterwards, the knee point(s) are identified according to the density of those projected solutions on the hyperplane. In [6], Chiu et al. proposed to use the minimum Manhattan distance (MMD) to a hyperplane to identify knee point(s) from the given trade-off solution set S. Specifically,

\[
    x^* = \arg\min_{x \in S} \|F(x) - z^*\|_1,
\]

where \(x^*\) is the knee point, \(z^* = (z^*_1, \cdots, z^*_m)\) is the ideal point where \(z^*_i = \min_{x \in S} f_i(x), i \in \{1, \cdots, m\}\) and \(\|\cdot\|_1\) is the Manhattan distance. Different from the other methods, the hyperplane used in the MMD is formed by \(z^*\) with a prescribed orientation, i.e., the predefined importance of different objectives. Different from the aforementioned methods, Bhattacharjee et al. [24] proposed a method to estimate the local curvature of the underlying PF shape within a neighborhood to identify knee points. Instead of calculating the distance towards a hyperplane, this method uses a general format of a hyperplane to facilitate the local curvature estimation.

2.3 Remarks on Existing Methods

In the following paragraphs, we make some remarks on the aforementioned KPI methods.

Remark 1. Some KPI methods (e.g., [5,9] and [11]) are merely designed for the two-objective scenarios and are not scalable to higher dimensional cases. It is controversial to use computational methods to identify knee point(s) in the two-objective case where the PF manifold can be easily visualised to assist the decision-making.

Remark 2. Most, if not all, KPI methods are designed for problems with a convex PF shape given that the knee point(s) are presumably lying in the convex bulge. Although the KPI methods proposed in [7] and [10] are supposed to identify knee point(s) on problems with both convex and concave PF shapes, their performance depend on some parameters.

Remark 3. Followed the previous issue, many existing KPI methods have at least one control parameter, the setting of which is problem dependent. Unfortunately, there is no thumb rule to set those parameter(s) in order to control the behaviour of the corresponding KPI methods, including the number of knee regions identified (e.g., [7] and [10]) and the selection pressure towards the knee points (e.g., [18,20]).

Remark 4. Some KPI methods have an assumption of only one global knee point (e.g., [5,6] and [11]). However, it is not uncommon that there exist more than one knee region for problems with complex PF shapes.

Bearing these aforementioned issues in mind, this paper proposes a simple and effective KPI method based on trade-off utility. In particular, the trade-off utility measures the trade-off offsets of a pair of non-dominated solutions at different objectives. The proposed KPITU is parameterless and is able to identify as many knee point(s) as possible on problems with various PF shapes and is scalable to any number of objectives.
3 Proposed Algorithm

This section delineates the technical details of our proposed KPITU to identify the knee point(s) of a given trade-off solution set \( S = \{ x_i \}_{i=1}^{N} \). First, we start with the foundation to understand knee point from a trade-off perspective, i.e., trade-off utility which is the main crux of KPITU. Thereafter, we explain the algorithmic implementation of KPITU step by step. At the end, we explore a GPU implementation of KPITU that accelerates the KPI process in a parallel manner.

3.1 Understanding Knee Point from a Trade-Off Perspective

Trade-off is one of the key characteristics of a pair of non-dominated solutions. It is characterised as an advantage at one objective accompanied by an inadequacy of at least one other objective. On one hand, trade-off is the source of incomparability among non-dominated solutions. On the other hand, trade-off can be accountable for decision-making. Specifically, given a pair of non-dominated solutions, the one whose net gain of improvement in advantageous objectives exceeds the deterioration in inferior objectives is preferred by the DM. Let us consider the example shown in Fig. 1 again, a DM will prefer \( x^a \) over \( x^b \) and \( x^c \) without any a priori preference information on the underlying problem, e.g., the importance of different objectives. In other words, \( x^a \) is more likely to be a knee point than \( x^b \) and \( x^c \). Conceptually, the knee point is the one that has the largest improvement versus deterioration rate. Based on this intuition, we define the trade-off utility as follows.

**Definition 1.** Given two non-dominated solutions \( x^1 \) and \( x^2 \) of a trade-off solution set \( S \), the trade-off utility of \( x^1 \) over \( x^2 \) is defined as:

\[
U(x^1, x^2) = G(x^1, x^2) + D(x^1, x^2),
\]

where

\[
G(x^1, x^2) = \sum_{i=1}^{m} \left[ \frac{f_i(x^1)}{z_i^{\max}} - \frac{f_i(x^2)}{z_i^{\min}} \right]^+, 
\]

where \( z_i^{\max} = \max_{x \in S} f_i(x) \) and \( z_i^{\min} = \min_{x \in S} f_i(x) \), \( i \in \{1, \ldots, m\} \) and

\[
[x]^+ = \begin{cases} 
  x, & \text{if } x < 0 \\
  0, & \text{otherwise}
\end{cases},
\]

and

\[
D(x^1, x^2) = \sum_{i=1}^{m} \left[ \frac{f_i(x^1)}{z_i^{\max}} - \frac{f_i(x^2)}{z_i^{\min}} \right]^-, 
\]

where

\[
[x]^- = \begin{cases} 
  x, & \text{if } x > 0 \\
  0, & \text{otherwise}
\end{cases}.
\]

In particular, \( G(x^1, x^2) \) represents the net gain of improvement of \( x^1 \) over \( x^2 \) in the advantageous objectives whilst \( D(x^1, x^2) \) evaluates the deterioration of \( x^1 \) with respect to \( x^2 \) in the inferior objectives. Based on the trade-off utility, we have the knee-dominance concept as follows.

**Definition 2.** Given two non-dominated solutions \( x^1 \) and \( x^2 \), \( x^1 \) is defined to knee-dominate \( x^2 \), denoted as \( x^1 \preceq_k x^2 \), in case \( U(x^1, x^2) < 0 \); \( x^1 \) is defined to be non-knee-dominated with \( x^2 \), denoted as \( x^1 \simeq_k x^2 \), in case \( U(x^1, x^2) = 0 \); otherwise, \( U(x^1, x^2) > 0 \).

The basic idea of the knee-dominance is to provide the ability to discriminate non-dominated solutions from a trade-off perspective. In the following paragraphs, we will discuss some interesting properties of this knee-dominance relation.

**Property 1.** The knee-dominance is an irreflexive relation on the given trade-off solution set \( S \).
Remark 5. A larger chance to become a knee point may exist another solution

Proof. We would like to show that if $x^1 \preceq_k x^2$ then $x^2 \not\preceq_k x^1$.

If $x^1 \preceq_k x^2$ then we have $U(x^1, x^2) = G(x^1, x^2) + D(x^1, x^2) < 0$. It is easy to verify that $G(x^1, x^2) = -D(x^2, x^1)$ and $D(x^1, x^3) = -G(x^2, x^1)$. Thus, we have $U(x^2, x^1) = G(x^2, x^1) + D(x^2, x^1) = -[G(x^1, x^2) + D(x^1, x^2)] > 0$. That is to say, $x^2 \not\preceq_k x^1$.

Property 3. The knee-dominance is a transitive relation on the given trade-off solution set $S$.

Proof. We would like to show that if $x^1 \preceq_k x^2$ and $x^2 \preceq_k x^3$, then $x^1 \preceq_k x^3$.

According to Definition 2, we can rewrite $U(x^1, x^2) = \sum_{i=1}^{m} \frac{f_i(x^1) - f_i(x^2)}{z_i^{\max} - z_i^{\min}}$. Since we have $U(x^1, x^2) = \sum_{i=1}^{m} \frac{f_i(x^1) - f_i(x^2)}{z_i^{\max} - z_i^{\min}} < 0$ and $U(x^2, x^3) = \sum_{i=1}^{m} \frac{f_i(x^2) - f_i(x^3)}{z_i^{\max} - z_i^{\min}} < 0$, we can derive that $U(x^1, x^3) = \sum_{i=1}^{m} \frac{f_i(x^1) - f_i(x^3)}{z_i^{\max} - z_i^{\min}} < 0$. As a result, $x^1 \preceq_k x^3$.

Note that $x^1 \preceq_k x^2$ means $x^1$ has a larger chance to become a knee point than $x^2$. In other words, a DM prefers $x^1$ over $x^2$ in decision-making. Based on the knee-dominance concept, we have the following theorem to support the identification of the knee point.

Theorem 1. Given a set of trade-off solution set $S$, $x^* \in S$ is the knee point if and only if there does not exist another solution $x^* \in S$ that $x^* \preceq_k x^*$.

Proof. This theorem can be proved by contradiction. If $\exists x^* \in S$ such that $x^* \preceq_k x^*$. Then $x^*$ has a larger chance to become a knee point $x^*$. This contradicts the assertion that $x^*$ is the knee point.

Remark 5. It is worth noting that Theorem 1 is valid for the problem that has only one global knee point. As discussed in some recent studies (e.g., [21] and [22]), it is not uncommon that a problem has more than one knee point, as known as local knee points. In this case, Theorem 1 does not work appropriately for identifying all local knee points. Considering the example shown in Fig. 3(b), both $x^1$ and $x^2$ are knee points of the underlying PF. However, since $U(x^3, x^2) = G(x^3, x^2) + D(x^3, x^2) < 0$, we have $x^3 \preceq_k x^2$ whereas $x^3$ is obviously not a knee point.

To enable the identification of local knee points, we restrict the comparison of knee-dominance within the neighbourhood of each solution in $S$. Henceforth, the first (probably the most important) hassle is the setup of an appropriate neighbourhood. In this paper, we borrow the idea from MOEA/D-M2M [25], a decomposition-based EMO algorithm, to use a set of evenly distributed weight vectors $W = \{w^i\}_{i=1}^{N}$, generated by the Das and Dennis’ method [26], to divide the objective space into several subregions $T = \{\Delta^i\}_{i=1}^{\hat{N}}$ where

$$\Delta^i = \{F(x) \in \mathbb{R}^m | \langle F(x), w^i \rangle \leq \langle F(x), w^j \rangle \}, \quad \text{(12)}$$

where $j \in \{1, \ldots, \hat{N}\}$ and $\langle F(x), w \rangle$ is the acute angle between $F(x)$ and $w$. In particular, $\hat{N} \leq N$ is the largest possible number of weight vectors that can be generated by the Das and Dennis’ method. Based on the closeness of weight vectors, we can build the neighborhood for each subregion.

Definition 3. For each subregion $\Delta^i$, $i \in \{1, \ldots, \hat{N}\}$, its neighborhood is defined as:

$$\Omega^i = \{\Delta^k | k = \arg\min_{j \in \{1, \ldots, \hat{N}\}} \langle w^j, w^i \rangle \}. \quad \text{(13)}$$

As the example shown in Fig. 2(b), $\Omega^2 = \{\Delta^1, \Delta^2, \Delta^3\}$. After the setup of subregions and their neighborhoods, each solution $x$ of $S$ is associated with a unique subregion whose index is determined as:

$$k = \arg\min_{i \in \{1, \ldots, \hat{N}\}} \langle F(x), w^i \rangle, \quad \text{(14)}$$
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where $\overline{f}_i(x)$ is the normalized objective vector of $x$, and its $i$-th objective function is calculated as:

$$\overline{f}_i(x) = \frac{f_i(x) - \bar{z}_i}{\bar{z}_{i\max} - \bar{z}_{i\min}},$$

where $i \in \{1, \ldots, m\}$. After associating solutions with subregions, we can build the neighbourhood of each solution.

**Definition 4.** For each solution $x^i$, $i \in \{1, \ldots, N\}$, its neighbourhood is defined as:

$$\Psi^i = \{x|x \in \Delta \text{ where } \Delta \in \Omega^j \text{ and } x \neq x^i\},$$

where $j$ is the index of the subregion with which $x^i$ is associated.

As for the example shown in Fig. 2(b), $\Psi^2 = \{x^1, x^3\}$. Based on the definition of neighbourhood of a solution in Definition 4, we have the following corollaries and theorem to support the identification of local knee point(s).

**Corollary 1.** Given a set of trade-off solution set $S$, $x^* \in S$ is a local knee point if and only if there does not exist another solution $x' \in \Psi^* \text{ that } x' \preceq_k x^*$.

The proof of this corollary can be easily derived from that of Theorem 1 by restricting the comparison within $\Psi^*$.

**Corollary 2.** If there is only one global knee point, it is the local knee point identified by Corollary 1.

**Proof.** This corollary can be proved by contradiction. Let us assume that $x^*$ is the global knee point but is not the local knee point identified by Corollary 1. According to Definition 4, we can build a neighbourhood $\Psi^*$ of $x^*$. Since $x^*$ is not the local knee point, there should exist another solution $x' \in \Psi^*$ such that $x' \preceq_k x^*$. Obviously, this contradicts the assertion that $x^*$ is the global knee point.

**Definition 5.** If there is a set of local knee points $K = \{x^i_k, \ldots, x^{|K|}_k\}$, the accumulative trade-off utility of a local knee point $x^i_k$, $i \in \{1, \ldots, |K|\}$, is defined as:

$$\mathcal{K}(x^i_k) = \sum_{j=1, j \neq i}^{|K|} U(x^i_k, x^j_k).$$

**Lemma 1.** Given a pair of local knee points $x^i_k$ and $x^j_k$ from a set of local knee points $K = \{x^1_k, \ldots, x^{|K|}_k\}$, if $x^i_k \preceq_k x^j_k$, then we have $\mathcal{K}(x^i_k) < \mathcal{K}(x^j_k)$.
**Algorithm 1:** kPITU(S): main procedure of keen point identification based on trade-off utility

**Input:** Local knee point set $K$
**Output:** Local knee point set $K$

1. $K \leftarrow \emptyset$;
2. Generate a set of weight vectors $W \leftarrow \{w^i\}_{i=1}^N$;
3. $Ψ \leftarrow \text{NeighbourSearch}(S, W)$;
4. for $i \leftarrow 1$ to $N$ do
   5. $\text{flag} \leftarrow 1$;
   6. foreach $x \in \Psi^i$ do
      7. if $\Psi(x^i, x) > 1$ then
         8. $\text{flag} \leftarrow 0$; break;
   9. if $\text{flag} == 1$ then
      10. $K \leftarrow K \cup \{x^i\}$;
11. $K \leftarrow \text{Sort}(K)$;
12. return $K$

**Proof.** To facilitate the notation, let us first prove this lemma for $x^1_k$ and $x^2_k$. According to Definition 5, we have:

$$
\mathbb{K}(x^1_k) = \sum_{i=2}^{\left|\mathbb{K}\right|} \mathbb{U}(x^1_k, x^1_k) = \sum_{i=2}^{\left|\mathbb{K}\right|} \left\{ \sum_{j=1}^{m} \left[ f_j(x^1_k) - f_j(x^1_k) \right] \right\}
$$

$$
= \sum_{j=1}^{m} \left[ f_j(x^1_k) - f_j(x^1_k) \right] + \cdots + \sum_{j=1}^{m} \left[ f_j(x^1_k) - f_j(x^1_k) \right],
$$

$$
\mathbb{K}(x^2_k) = \sum_{i=1}^{\left|\mathbb{K}\right|} \mathbb{U}(x^2_k, x^1_k) = \sum_{i=1}^{\left|\mathbb{K}\right|} \left\{ \sum_{j=1}^{m} \left[ f_j(x^2_k) - f_j(x^1_k) \right] \right\}
$$

$$
= \sum_{j=1}^{m} \left[ f_j(x^2_k) - f_j(x^1_k) \right] + \cdots + \sum_{j=1}^{m} \left[ f_j(x^2_k) - f_j(x^1_k) \right].
$$

Then we can derive

$$
\mathbb{K}(x^1_k) - \mathbb{K}(x^2_k) = \left|\mathbb{K}\right| \sum_{j=1}^{m} \frac{f_j(x^1_k) - f_j(x^1_k)}{z_j^{\max} - z_j^{\min}} - \left|\mathbb{K}\right| \sum_{j=1}^{m} \frac{f_j(x^2_k) - f_j(x^1_k)}{z_j^{\max} - z_j^{\min}}
$$

$$
= \left|\mathbb{K}\right| \left\{ \sum_{j=1}^{m} \frac{f_j(x^1_k) - f_j(x^1_k)}{z_j^{\max} - z_j^{\min}} \right\}.
$$

Since $x^1_k \preceq_k x^2_k$, we have $\mathbb{U}(x^1_k, x^2_k) = \sum_{j=1}^{m} [f_j(x^1_k) - f_j(x^2_k)] < 0$. Accordingly, $\mathbb{K}(x^1_k) - \mathbb{K}(x^2_k) < 0$. It is not difficult to envisage that this conclusion can be generalised to any pair of local knee points.

**Theorem 2.** Based on [1], given a set of local knee points $K = \{x^1_k, \ldots, x^{|\mathbb{K}|}_k\}$, the best one is $\arg\min_{x^i_k \in \mathbb{K}} (\mathbb{K}(x^i_k))$.

**Remark 6.** Theorem 2 is essentially equivalent to Theorem 7. Besides, it also provides the foundation to prioritise the importance of different local knee points. Specifically, local knee points can be sorted according to their accumulative trade-off utility. In particular, they are incomparable if and only if they have the same accumulative trade-off utility.
3.2 Algorithmic Implementation of KPITU

Based on the foundation discussed in Section 3.1, this section provides the algorithmic implementation of our proposed KPITU step by step. The pseudo code of the main procedure of KPITU is given in Algorithm 1. Some important parts are discussed further in the following paragraphs.

- The input of KPITU is a set of trade-off solutions $S$ whilst its output is a set of knee points $K$ sorted based on their trade-off utility.

- As discussed in Section 3.1, the KPI process is restricted to the neighbourhood of each solution in $S$ in order to find as many knee points as possible. Algorithm 2 gives the pseudo code of the process for identifying the neighbourhood of each solution in $S$. In particular, lines 2 to 8 are the algorithmic implementation of Definition 3 for identifying the neighbourhood of each subregion; lines 9 to 16 implement the solution association given in equation (14) and lines 17 to 21 provide the algorithmic implementation of Definition 4 for identifying the neighbourhood of each solution in $S$.

- Lines 4 to 10 of Algorithm 1 are the algorithmic implementation of Corollary 1.

- If our KPITU identifies more than one local knee point, it is arguable that these knee points in $K$ are of equal importance given the difference of their trade-off utility. Based on Theorem 2, Algorithm 3 gives the procedure that sorts the local knee points in $K$ according to their accumulative trade-off utility.

- In KPITU, there are three major parts. The first one is the process to identify the neighbourhood of each solution in $S$ given in Algorithm 2. Specifically, lines 2 to 8 of Algorithm 2 cost at most $\hat{N}^2$ comparisons; lines 9 to 14 cost at most $N \times \hat{N}$ comparisons; and lines 15 to 19 cost at most $N \times \hat{N} \times |\Delta|$ comparisons. Since $\hat{N} \leq N$, the time complexity of NeighbourSearch($S, W$) is $O(N^2)$. As for the main iteration of KPITU($S$) shown in Algorithm 1, lines 4 to 10 cost $N \times |\Psi^{i}|$ comparisons. As for the procedure Sort($K$), the calculation of accumulative trade-off utility requires $O(|K|^2)$ computations whilst the worst case complexity of sorting $K$ is $O(|K| \log |K|)$. In summary, the time complexity of KPITU is $O(N^2)$.

3.3 Parallel Implementation of KPITU

According to the time complexity analysis discussed in Section 3.2, we find that the most time-consuming parts of KPITU are NeighbourSearch($S, W$) and the implementation of Corollary 1 (lines 4 to 10), the complexity of which are quadratic of $N$.

In principle, both the search of neighbourhood for each candidate solution (i.e., NeighbourSearch($S, W$)) and the identification of knee point among each neighbourhood (i.e., lines 4 to 10) are implemented in a sequential manner. They require comparisons of either distances or trade-off utility of each solution with others in $S$. However, it is not difficult to see that such comparisons are independent from different solutions of $S$. Thus, it is a natural idea to parallelise these two processes across different solutions of $S$. Accordingly, this reduces the time complexity of KPITU to be linear, i.e., $O(N)$. Bearing this consideration in mind, we implement KPITU under a GPU environment (NVIDIA GeForce RTX 2080Ti, 11GB GDDR6) where each computing unit carries out each for-loop of Algorithm 1.

4 Empirical Studies

To validate the effectiveness of our proposed KPITU, we test and compare its performance on benchmark problems with two to ten objectives against five state-of-the-art KPI methods. Before we present the empirical results, we delineate the experimental setup including the peer algorithms, the benchmark problems and the performance indicator.
Algorithm 2: NeighbourSearch(S, W): the procedure used to identify the neighbourhood of each solution in S

**Input:** Trade-off solution set S, weight vector set W

**Output:** Neighborhood set Ψ

1. Ψ ← ∅;
2. for i ← 1 to N do
   3. Ωi ← ∅; 
   4. \(d_{\text{min}} \leftarrow \infty\);
   5. for j ← 1 to N & j ≠ i do
      6. if \(\langle w^i, w^j \rangle < d_{\text{min}}\) then
         7. \(d_{\text{min}} \leftarrow \langle w^i, w^j \rangle\); Ωi ← ∅; Ωi ← {j};
      else if \(\langle w^i, w^j \rangle == d_{\text{min}}\) then
         8. Ωi ← Ωi ∪ {j};
   9. for i ← 1 to N do
      10. \(\Delta_i \leftarrow \emptyset\);
   11. for i ← 1 to N do
      12. \(d_{\text{min}} \leftarrow \infty\);
      13. for j ← 1 to N do
         14. if \(\langle F(x^i), w^j \rangle < d_{\text{min}}\) then
            15. \(d_{\text{min}} \leftarrow \langle F(x^i), w^j \rangle\); index ← j;
            16. \(\Delta_{\text{index}} \leftarrow \Delta_{\text{index}} \cup \{x^i\}\);
      17. for i ← 1 to N do
         18. for j ← 1 to N do
            19. if \(x^i \in \Delta_j\) then
               20. foreach \(\Delta \in \Omega_j\) do
               21. \(\Psi^j \leftarrow \{x|x \in \Delta \text{ where } x \neq x^i\}\);
   22. return Ψ ← \{Ψ1, · · · , ΨN\}

4.1 Experimental Setup

4.1.1 Peer Algorithms

According to the categorisation in Section 2, we choose five state-of-the-art KPI methods, including cone-dominance (CD) [19], EMU’ [7], reflex angle (RA) [11], CHIM [8] and MMD [6], from each of those four classes to compare with our proposed KPITU. Note that the dominance angle \(\varphi\) of CD is set to 135 and the number of weight vectors used in EMU’ is set to be 1/6 of the cardinality of the underlying solution set.

4.1.2 Benchmark Test Problems

All benchmark test problems proposed in this literature for testing KPI, including DO2DK, DEB2DK and DEB3DK [11], CKP [10] and PMOP [21], are used in our experiments. DO2DK, DEB2DK, and CKP only have two objectives; DEB3DK is a three-objective benchmark test problem whilst PMOP (i.e., PMOP1 to PMOP14) is scalable to higher dimensional cases. In particular, the number of objectives is set as \(m \in \{2, 3, 5, 8, 10\}\) in our experiments. Moreover, DO2DK, DEB2DK and DEB3DK have a convex PF shape; CKP is designed to have a concave PF whilst the shape of PMOP is tuneable to be linear, concave and convex. Furthermore, the number of knee points is controllable in our experiments where we consider the scenarios of having only one global knee point and with \(2^{m-1}\) local knee points as suggested in [21]. More detailed information of these benchmark test problems can be found from their corresponding references (i.e., [10,11] and [21]). Since all benchmark test problems have analytical forms, we sample a set of representative points from the PF.
Algorithm 3: Sort(K): the procedure used to sort the knee points in K according to their accumulative trade-off utility

```
Input: Knee point set K
Output: Sorted knee point set K
1 for i ← 1 to |K| do
2   K(x_i) ← 0;
3   foreach x ∈ Ψ^i && x ≠ x^i do
4       K(x_i) ← K(x_i) + U(x^i, x);
5 Sort K in descending order of K(x) where x ∈ K;
6 return Sorted K
```

of the corresponding problem formulation to setup the baseline for KPI, denoted as P. In particular, |P| is set to 200,676,4,096,5,000,8,000 and 10,000 for different settings of m

4.1.3 Performance Indicator

In addition to a visual comparison of different KPI methods, which is widely used in the KPI literature, we use the following performance indicator \( I(S) \) to have a quantitative evaluation:

\[
I(S) = \frac{1}{|S|} \sum_{i=1}^{|S|} dist(x^i, S^*),
\]

where S is the set of knee points identified by a KPI method, S* is the set of true knee points of the underlying benchmark test problem and dist(x^i, S*) is the Euclidean distance between x^i ∈ S and its nearest neighbour in S*. Essentially, I(S) is similar to the IGD metric [27] widely used in the EMO literature [28–55]. In particular, I(S) = 0 if and only if the corresponding KPI method perfectly identifies all knee points of the underlying benchmark test problem. It is worth noting that each KPI method is only required to run once since all of them are deterministic method.

4.2 Experimental Results

In this section, we will present and analyse the experimental results of our proposed KPITU against five state-of-the-art KPI methods. In particular, the discussion is separated into three parts according to the characteristics of knee point(s) of the underlying benchmark test problems.

4.2.1 Results on Problems with Only One Global Knee Point

Note that PMOP5 and PMOP10 are not considered in this experiment since they cannot be set to have only one global knee point. In addition, the discussion of experimental results on PMOP13 and PMOP14 is left in Section 4.2.3 due to their degeneration characteristics.

According to the comparison results shown in Table 1 and the bar graphs shown in Fig. 3, we can clearly see that KPITU, CHIM, MMD are the most competitive algorithms. From some selected examples shown in Figs. 4 to 6 we can see that these three KPI methods are able to find a meaningful knee point even for 10-objective problems. In particular, KPITU is the best algorithm that obtains the best \( I(S) \) metric values on 44 out of 54 (≈ 82%) test problem instances and it perfectly identifies the knee point on 12 test problem instances. On the other hand, RA is the worst algorithm and it is only applicable for the two-objective problems. Its inferior performance might be because the selection angle is determined by neighbouring solutions. Therefore, the performance of RA highly depend on the solution distribution of the given trade-off solution set, i.e., S in our experiments. The

1The data sets along with the source codes are downloadable from our project page [https://github.com/COLA-Laboratory/kpi](https://github.com/COLA-Laboratory/kpi).

2The complete set of plots of population distribution can be found from the supplementary document [https://cola-laboratory.github.io/supp-kpi.pdf](https://cola-laboratory.github.io/supp-kpi.pdf).
Table 1: Comparison Results of KPITU with Other Five KPI Methods on Problems with Only One Global Knee Point

| Iter | KPITU | CD | EMU | RA | CHIM | MMD | Win | Perfect |
|------|-------|----|-----|----|------|-----|-----|---------|
| 1    | 2.076E-2 | 2.100E-2 | 2.110E-2 | 2.120E-2 | 2.130E-2 | 2.140E-2 | 0.000E+0 | 0.000E+0 |
| 2    | 0.000E+0 | 0.000E+0 | 0.000E+0 | 0.000E+0 | 0.000E+0 | 0.000E+0 | 0.000E+0 | 0.000E+0 |
| 3    | 1.050E-1 | 5.469E-1 | 5.470E-1 | 5.471E-1 | 5.472E-1 | 5.473E-1 | 1.222E-1 | 1.222E-1 |
| 4    | 6.504E-1 | 9.768E-1 | 9.769E-1 | 9.770E-1 | 9.771E-1 | 9.772E-1 | 6.504E-1 | 6.504E-1 |
| 5    | 4.177E-1 | 4.177E-1 | 4.177E-1 | 4.177E-1 | 4.177E-1 | 4.177E-1 | 1.925E-1 | 1.925E-1 |
| 6    | 3.026E+0 | 3.026E+0 | 3.026E+0 | 3.026E+0 | 3.026E+0 | 3.026E+0 | 3.026E+0 | 3.026E+0 |

Figure 3: Bar graphs of the number of times that different algorithms obtain the best \( \|S\| \) metric values and perfectly identify the global knee point.
performance of CD is not promising comparing to KPITU, CHIM and MMD. This can be partially
attributed to the setting of its control parameter \( \varphi \) which is problem dependent. Furthermore, since
CD is an extension of the Pareto dominance, its performance degenerates with the increase of the
number of objectives. As for EMU\( ^r \), its performance is similar to CD. This might be because the
evaluation of EMU\( ^r \) depends on the choice of the weight vectors. It is interesting to notice that all
KPI methods failed to find the knee point on the PMOP2 problem as an example shown in Fig. 7.
In particular, we can see that KPITU, CHIM and MMD end up with the singular solution lying on
the \( f_2 \) axis. According to the mechanism of KPITU, this solution should be a knee point as no other
solution lying in its neighbourhood.

Figure 4: Knee points identified by different KPI methods on 2-objective PMOP7 with one global
knee point.

Figure 5: Knee points identified by different KPI methods on 3-objective PMOP6 with one global
knee point.

Figure 6: Knee points identified by different KPI methods on 10-objective PMOP9 with one global
knee point.

It is interesting, even surprising, to note that the performance of CHIM is exactly the same as
that of MMD as shown in Table 1. Let us analyse the working principles of these two KPI methods
as follows. The basic idea of CHIM is to find the solution from \( P \) having the largest perpendicular
distance to a hyperplane. Specifically, an affine hyperplane can be represented as:

\[
a_1 f_1(x) + a_2 f_2(x) + \cdots + a_m f_m(x) = b,
\]

where \( x \in P \), \( a_i > 0 \), \( i \in \{1, \cdots, m\} \) and \( b > 0 \). The perpendicular distance between \( x \) to the affine
hyperplane is calculated as:

\[
\frac{|a_1 f_1(x) + a_2 f_2(x) + \cdots + a_m f_m(x) - b|}{\sqrt{a_1^2 + a_2^2 + \cdots + a_m^2}}.
\]

(20)

In practice, the objective values are normalised to \([0, 1]\), thus we have \( b = 1 \) and \( a_i = 1 \) for
\( i \in \{1, \cdots, m\} \). Accordingly, the knee point is determined as:

\[
\arg\max_{x \in P} \frac{|f_1(x) + f_2(x) + \cdots + f_m(x) - 1|}{\sqrt{m}}.
\]

(21)
As for MMD, the knee point is identified according to the equation (6) where the ideal point $z^*$ is set to the origin in practice. In this case, the equation (6) can be re-written as:

$$
\arg\min_{x \in S} \|F(x)\|_1 = \|f_1(x) + f_2(x) + \cdots + f_m(x)\|
$$

Comparing equations (21) and (22), we can infer that they are in effect identical except some constant terms. This explains the same behaviour of CHIM and MMD observed in Table 1.

### 4.2.2 Results on Problems with Local Knee Points

Table 2: Comparison Results of KPITU with Other Four KPI Methods on Problems with Local Knee Points

| Problem | KPITU | CHIM | MMD | RA | CD | EMU |
|---------|-------|------|-----|----|----|-----|
| PMOP2  | 2.126E-1 | 1.596E-0 | 4.940E-2 | 2.160E-2 | 1.000E-2 | 8.260E-1 |
| PMOP3  | 2.600E-1 | 3.600E-3 | 1.596E-2 | 4.400E-3 | 1.000E-2 | 8.260E-1 |
| PMOP4  | 2.126E-1 | 1.596E-0 | 4.940E-2 | 2.160E-2 | 1.000E-2 | 8.260E-1 |
| PMOP5  | 2.600E-1 | 3.600E-3 | 1.596E-2 | 4.400E-3 | 1.000E-2 | 8.260E-1 |
| PMOP6  | 2.126E-1 | 1.596E-0 | 4.940E-2 | 2.160E-2 | 1.000E-2 | 8.260E-1 |
| PMOP7  | 2.600E-1 | 3.600E-3 | 1.596E-2 | 4.400E-3 | 1.000E-2 | 8.260E-1 |
| PMOP8  | 2.126E-1 | 1.596E-0 | 4.940E-2 | 2.160E-2 | 1.000E-2 | 8.260E-1 |
| PMOP9  | 2.600E-1 | 3.600E-3 | 1.596E-2 | 4.400E-3 | 1.000E-2 | 8.260E-1 |
| PMOP10 | 2.126E-1 | 1.596E-0 | 4.940E-2 | 2.160E-2 | 1.000E-2 | 8.260E-1 |
| PMOP11 | 2.600E-1 | 3.600E-3 | 1.596E-2 | 4.400E-3 | 1.000E-2 | 8.260E-1 |
| PMOP12 | 2.126E-1 | 1.596E-0 | 4.940E-2 | 2.160E-2 | 1.000E-2 | 8.260E-1 |

All benchmark test problems introduced in Section 4.1.2 except PMOP13 and PMOP14, are able to set to have $2^{m-1}$ local knee points. From the comparison results shown in Table 2 and the bar graphs shown in Fig. 8 we clearly observe the superiority of our proposed KPITU against the other five state-of-the-art KPI methods on problems with more than one knee point. In particular, KPITU shows the best performance on 48 out of 64 (≈ 75%) test problem instances, 8 of which were perfectly approximated. Due to the increase of the number of knee points, we can envisage the decreased chance for perfectly approximating all local knee points comparing to the case of having only one global knee point. As discussed in Section 4.2.1 the performance of CHIM and MMD are still the same when having many local knee points. However, different from the observations in Section 4.2.1, they become less competitive with the increase of the number of knee points. In particular, they are similar to that of CD and EMU\* in this case. This might be because both of CHIM and MMD are designed to find the point that maximises the distance to a hyperplane formed by extreme points. By this means,
they normally ignore the local information along the PF. RA is still the worst KPI method and it is not scalable to problems with more than two objectives. Comparing to the results on finding the global knee point, the performance of EMU$^r$ becomes relatively more competitive on problems having many local knee points. This might be the benefit of using weight vectors which always leads to the identification of some local knee points, especially when the underlying benchmark test problem has a regular PF similar to a simplex. From two selected examples shown in Fig. 9 and Fig. 10, we can see that only our KPITU make a reasonable approximation to all local knee points whilst the ‘knee points’ found by the other KPI methods are deviated from the ground truth. Furthermore, from the example shown in Fig. 11, we also appreciate that approximating multiple knee points in the high-dimensional space becomes more difficult due to the sparse distribution of knee points along with the huge objective space.

Figure 8: Bar graphs of the number of times that different algorithms obtain the best $I(S)$ metric values and perfectly identify all local knee points.

Figure 9: Knee points identified by different KPI methods on 2-objective PMOP5 with local knee points.

Figure 10: Knee points identified by different KPI methods on 2-objective PMOP2 with local knee points.

4.2.3 Results on Problems with Degenerate Knee Region(s)

In this subsection, we discuss the experimental results on PMOP13 and PMOP14 that have degenerate knee region(s). Different from the other benchmark test problems considered in the previous subsections, PMOP13 and PMOP14 are featured with an infinite number of knee points located at the corresponding knee region(s). As discussed in [21], the degenerate characteristics of PMOP13 and
PMOP14 are caused by decoupling the trade-off relationship between some chosen objective functions with others.

From the comparison results given in Table 3 and the bar graphs shown in Fig. 12, it is clear to see that our proposed KPITU is the most competitive KPI method even when having infinitely many knee points. In particular, it obtains the best $\mathbb{I}(S)$ metric values on 12 out of 16 (75%) test problem instances where 3 of them have been perfectly identified. In contrast, EMUr is the worst KPI method that mistakenly identifies many points outside the knee region. This might be because EMUr highly relies on the use of weight vectors evenly sampled from a canonical simplex whereas the shapes of the PF of neither PMOP13 nor PMOP14 follows a canonical simplex. Figs. 13 to 15 give some selected examples of knee points identified by different KPI methods. In particular, as for the 3-objective PMOP13 with two knee regions shown in Fig. 14, we can see that both CHIM and MMD can only identify knee points within one knee region. It is also interesting to see that all KPI methods, except EMUr, perfectly identify the knee points on 5-objective PMOP13 with one knee region shown in Fig. 15.

![Figure 11: Knee points identified by different KPI methods on 10-objective PMOP3 with local knee points.](image)

![Figure 12: Bar graphs of the number of times that different algorithms obtain the best $\mathbb{I}(S)$ metric values and perfectly identify all knee points within the underlying knee region(s).](image)

**Table 3: Comparison Results of KPITU with Other Four KPI Methods on Problems with Infinitely Many Knee Points**

| m | KPITU | CD | EMU | CHIM | MMD |
|---|-------|----|-----|------|-----|
| PMOP13i | 0.000E+0 | 9.900E-2 | 1.130E-1 | 1.630E-1 | 1.630E-1 |
| 5 | 0.000E+0 | 0.000E+0 | 1.860E-1 | 0.000E+0 | 0.000E+0 |
| 8 | 4.210E-1 | 4.510E-1 | 9.170E-1 | 4.820E-1 | 4.820E-1 |
| 10 | 4.300E-1 | 4.510E-1 | 9.430E-1 | 4.560E-1 | 4.560E-1 |
| PMOP13ii | 9.500E-2 | 1.090E-1 | 1.535E-1 | 7.990E-1 | 7.990E-1 |
| 5 | 5.200E-3 | 3.360E-2 | 5.870E-2 | 0.000E+0 | 0.000E+0 |
| 8 | 7.700E-2 | 9.150E-2 | 4.870E-1 | 8.490E-1 | 8.490E-1 |
| 10 | 2.710E-1 | 3.360E-1 | 8.630E-1 | 6.110E-1 | 6.110E-1 |

PMOP13i and PMOP14i mean that the underlying test problem instance has $i \in \{1, 2\}$ knee region(s).
4.2.4 Incorporating KPITU in an EMO Algorithm

In the previous experiments, we have shown the effectiveness of KPITU as a standalone method for identifying knee point(s) from a set of trade-off alternatives. Given the simplicity of KPITU, we expect this method can be used to drive an EMO algorithm to search for knee point(s) directly. In this subsection, we use NSGA-II [22], one of the most popular EMO algorithms in the literature, as the baseline to validate this assertion. Our basic idea is to use KPITU to replace the crowding distance calculation in NSGA-II. Algorithm 4 gives the pseudo-code of using KPITU to guide NSGA-II to search for knee point(s), dubbed NSGA-II-KPITU. Specifically, let us consider the $t$-th generation of NSGA-II-KPITU where the parent population is denoted as $P_t$ and the offspring population is denoted as $Q_t$ (both of them have the same size $N$). The environmental selection first uses the non-dominated sorting to divide the hybrid population of the parents and offspring into several non-domination levels ($F_1, F_2$ and so on). Thereafter, solutions in the first several levels have a higher priority to be chosen to construct the next parent population until its size is equal to $N$ or for the first time exceeds $N$ (lines 5 to 7). Let us denote the last acceptable non-domination level as $F_l$. Instead of calculating the crowding distance as in the original NSGA-II, here we use KPITU($F_l$) shown in Algorithm 1 to identify the potential knee point(s) (denoted as $K$) from $F_l$. If the solutions in $K$ have already filled the next parent population, the environmental selection at the $t$-th generation terminates (lines 14 and 15). On the other hand, if the size of $K$ is smaller than the size of the remaining slot, we will use KPITU to identify the knee point(s) from $F_l \setminus K$ (lines 19 to 28); otherwise, we use $\text{Sort}(K)$ to sort the solutions in $K$ according to their accumulative trade-off utility and the first several ones will be used to fill the remaining slot (lines 16 to 18).

In our experiments, we run NSGA-II-KPITU on all benchmark test problems considered in Section 4.2.1 and Section 4.2.2 where $m \in \{2, 3, 5, 8, 10\}$. Three knee point driven algorithms, i.e., NSGA-II-CD [19], NSGA-II-EMU [21] and NSGA-II-CHIM [21], are used as peer algorithms for comparison.

Figure 13: Knee points identified by different KPI methods on 3-objective PMOP13 with one knee region.

Figure 14: Knee points identified by different KPI methods on 3-objective PMOP13 with two knee regions.

Figure 15: Knee points identified by different KPI methods on 5-objective PMOP13 with one knee region.
Algorithm 4: The $t$-th generation of NSGA-II-KPITU

**Input:** parent population $P_t$

**Output:** $P_{t+1}$

1. $S_t \leftarrow \emptyset, i \leftarrow 1$
2. Use crossover and mutation to generate $Q_t$
3. $R_t \leftarrow P_t \cup Q_t$
4. Use non-dominated sorting to divide $R_t$ into several non-domination levels $F_1, F_2, \cdots$
5. repeat
   6. $S_t \leftarrow S_t \cup F_i, i \leftarrow i + 1$
   7. until $|S_t| \geq N$
   8. $l \leftarrow i - 1$
9. if $|S_t| == N$ then
   10. $P_{t+1} \leftarrow S_t$
   else
   11. $P_{t+1} \leftarrow \bigcup_{i=1}^{l} F_i$
   12. $K \leftarrow \text{KPITU}(F_l)$
   13. if $|K| == N - |P_{t+1}|$ then
   14. $P_{t+1} \leftarrow P_{t+1} \cup K$
   else if $|K| > N - |P_{t+1}|$ then
   15. $F_l \leftarrow \text{the first } N - |P_{t+1}| \text{ solutions in } K$
   16. $P_{t+1} \leftarrow P_{t+1} \cup F_l$
   else
   17. repeat
   18. $P_{t+1} \leftarrow P_{t+1} \cup K, F_l \leftarrow F_l \setminus K$
   19. $K \leftarrow \text{KPITU}(F_l)$
   20. until $|K| \geq N - |P_{t+1}|$
   21. if $|K| == N - |P_{t+1}|$ then
   22. $P_{t+1} \leftarrow P_{t+1} \cup K$
   else
   23. $F_l \leftarrow \text{the first } N - |P_{t+1}| \text{ solutions in } K$
   24. $P_{t+1} \leftarrow P_{t+1} \cup F_l$
   25. return $P_{t+1}$

Purpose. The population size is set to 100, 120, 160, 200 and 600 for different number of objectives, respectively. The settings of the number of generations can be found in Table 1 the supplementary document. As in Section 4.2.1 and Section 4.2.2, the $I(S)$ is used as the performance indicator. To have a statistical sound comparison, each algorithm is run for 31 times and the Wilcoxon’s rank sum test with a 5% significance level is applied to validate the statistical significance of the better/worse results achieved by NSGA-II-KPITU. The median and interquartile range (IQR) of $I(S)$ achieved by different algorithms are shown in Table 4 to Table 6. From these results, we can see that our proposed NSGA-II-KPITU is the most competitive one to search for knee point(s). In particular, it obtains the best $I(S)$ median values in 95 out of 134 ($\approx 71\%$) test problem instances whilst the second best algorithm is NSGA-II-EMU who obtains the best $I(S)$ median values in 38 out of 134 ($\approx 28\%$) test problem instances. Fig. 16 to Fig. 18 present the non-dominated solutions found by NSGA-II-KPITU and the other three peer algorithms whilst the complete results are put in the supplementary document. From these figures, we can see that although the $I(S)$ values obtained by NSGA-II-EMU are competitive, its solutions tend to approximate the whole PF. In contrast, solutions obtained by the other three algorithms mainly focus on the knee point(s) whilst those obtained by NSGA-II-CD and NSGA-II-CHIM have some offsets with respect to the targeted knee point(s).
Table 4: Comparison Results of I(S) Metric Values Obtained by NSGA-II-KPITU and Other Three Peer Algorithms on Problems with Only One Global Knee Point

| Metric | NSGA2 | KPITU | PMOP13 | PMOP4 | PMOP7 |
|--------|-------|-------|--------|-------|-------|
| I(S)   | 1.335E+1 | 3.82E-3 | 3.645E-1 | 3.82E-3 | 3.645E-1 |
| 8.274E-5 | 1.497E-2 | 1.205E-1 | 1.205E-1 | 1.205E-1 |

Table 5: Comparison Results of I(S) Metric Values Obtained by NSGA-II-KPITU and Other Three Peer Algorithms on Problems with Local Knee Points

| Metric | NSGA2 | KPITU | PMOP13 | PMOP4 | PMOP7 |
|--------|-------|-------|--------|-------|-------|
| I(S)   | 1.335E+1 | 3.82E-3 | 3.645E-1 | 3.82E-3 | 3.645E-1 |
| 8.274E-5 | 1.497E-2 | 1.205E-1 | 1.205E-1 | 1.205E-1 |

Table 6: Comparison Results of I(S) Metric Values Obtained by NSGA-II-KPITU and Other Three Peer Algorithms on Problems with Infinitely Many Knee Points

| Metric | NSGA2 | KPITU | PMOP13 | PMOP4 | PMOP7 |
|--------|-------|-------|--------|-------|-------|
| I(S)   | 1.335E+1 | 3.82E-3 | 3.645E-1 | 3.82E-3 | 3.645E-1 |
| 8.274E-5 | 1.497E-2 | 1.205E-1 | 1.205E-1 | 1.205E-1 |
Figure 16: Population distribution of solutions found by NSGA-II-KPITU, NSGA-II-EMU, NSGA-II-CHIM and NSGA-II-CD on 3-objective PMOP7 with one global knee point.

Figure 17: Population distribution of solutions found by NSGA-II-KPITU, NSGA-II-EMU, NSGA-II-CHIM and NSGA-II-CD on 2-objective PMOP1 with local knee points.

Figure 18: Population distribution of solutions found by NSGA-II-KPITU, NSGA-II-EMU, NSGA-II-CHIM and NSGA-II-CD on 10-objective PMOP5 with local knee points.
5 Conclusion

Knee region, where knee point(s) are located in, is a part of the PF experiencing the smallest trade-off loss at all objectives. Due to this defining characteristic, knee point(s) is(are) of a distinctive importance in MCDM. In contrast, Pareto-optimal solutions outside the knee region(s) are less attractive to DMs since a small improvement on one objective can lead to a significant degradation on at least one of the other objectives. This paper proposed a simple and effective KPI method based on trade-off utility, dubbed KPITU, to help DMs identify knee point(s) from a given set of trade-off solutions. Generally speaking, the KPI process of KPITU is mainly based on pair-wise comparisons between each solution of the trade-off solution set and solutions within its neighbourhood. In particular, a solution is a knee point if and only if it has the best trade-off utility among its neighbours. This vanilla KPI process of KPITU is independent from each solution and has a quadratic worst-case complexity. To amend this, we implement a GPU version which is able to carry out the KPI process in a parallel manner and it reduces the worst-case complexity from quadratic to linear. Experiments on 134 test problems instances clearly demonstrate the outstanding performance of KPITU against five state-of-the-art KPI methods especially on problems with many local knee points. It is worth noting that KPITU does not have any additional control parameters and is naturally scalable to any number of objectives. In addition, we validate the usefulness of KPITU as an operator to guide an EMO algorithm to search for knee point(s) by incorporating it into NSGA-II.

Supporting a better and explainable decision-making when encountering multiple conflicting objectives has become increasingly important to bridge the gap between EMO research and its wider industrial applications. As a piece of future directions, in addition to a numerical representation of raw objective function values, it is interesting and important to develop a meaningful visualisation method to assist the DM’s cognitive understanding of trade-off alternatives and thus facilitate the MCDM. Furthermore, trade-off solutions obtained by EMO algorithms usually imply abundant knowledge including the relationship between objective functions and decision variables. An effective data mining over those trade-off solutions is able to uncover innovative design principles thus automate the decision-making process and improve the interpretability of the optimisation itself [56].

Data availability: The supplementary document and source codes can be found from our project page: https://github.com/COLA-Laboratory/kpi.
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