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Abstract. A bitmap is a data structure designed to compactly represent sets of integers; it provides very fast operations for querying and manipulating such sets, exploiting bit-level parallelism. In this paper, we describe a technique for the offline verification of arbitrary expressions of Linear Temporal Logic using bitmap manipulation. An event trace is first preprocessed and transformed into a set of bitmaps. The LTL expression is then evaluated through a recursive procedure manipulating these bitmaps. Experimental results show that, for complex LTL formulae containing almost 20 operators, event traces can be evaluated at a throughput of millions of events per second.

1 Introduction

Event traces are produced by computer systems of various kinds: web servers, transactional database systems, and even standard programs that include logging instructions, or that have been instrumented in a special way. Oftentimes, the validity of these traces must be assessed by evaluating a number of constraints on the events they contain. For example, one may want to check that each log entry follows a particular format, or that a specific Boolean condition holds for all the events of the trace. Evaluating constraints over a prerecorded trace produced by a system is sometimes called offline monitoring—in contrast to online monitoring, which evaluates these conditions on-the-fly as the events are generated. Monitoring, either online or offline, has found applications in various fields, and has proved to be an efficient software testing tool [33,35].

As we shall see in Section 2, a pressing problem in monitoring is the evaluation of so-called stateful constraints. In contrast with single-event conditions, stateful constraints are related to the ordering of events in the trace. Runtime monitoring is especially focused on the development of efficient algorithms to evaluate such properties, which are generally expressed in formal notations such as μ-calculus, finite-state automata, or temporal logics. However, although online monitoring has been the object of much attention, the offline problem has generated less interest. Typically, offline monitoring is seen as the application of online algorithms to a prerecorded event trace. This discards the fact that offline monitoring generally has complete random access to the contents of the trace, a fact that could be leveraged to develop more efficient algorithms than for the
online case. Moreover, because of the sequential nature of stateful properties, parallelizing their evaluation is a delicate operation that has produced mixed results so far [5,27].

In this paper, we explore the idea of using bitmap manipulations for the offline evaluation of LTL formulæ on an event log. A bitmap, also known as a bit array or bitset, is a compact data structure storing a sequence of binary values. It can be used to express a set of numbers, or an array where each bit represents a 2-valued option. Bitmaps present several advantages as a data structure: they can concisely represent information, and provide very efficient functions to manipulate them, taking advantage of the fact that multiple bits can be processed in parallel in a single CPU instruction. In Section 3, we introduce a solution which, for a given event trace $\sigma$ and an LTL formula $\varphi$, first converts each ground term into as many bitmaps; intuitively, the bitmap for atomic proposition $p$ describes which events of $\sigma$ satisfy $p$. Algorithms are then detailed for each LTL operator, taking bitmaps as their input and returning a bitmap as their output. The recursive application of these algorithms can be used to evaluate any LTL formula.

This solution presents several advantages. First, the use of bitmaps can be seen as a form of indexing (in the database sense of the term) of a trace’s content. Rather than being an online algorithm merely reading a prerecorded trace, our solution exploits the fact that the trace is completely known in advance, and makes extensive use of this index to jump to specific locations in the trace to speed up its process. Second, a bitmap having consecutive 0s or 1s can be compressed, which reduces the space cost and speeds up the execution of many operations even further [29].

To this end, Section 4 describes an experimental setup used to test our solution. It reveals that, that, for complex LTL formulæ containing close to 20 temporal operators and connectives, large event traces can be evaluated at a throughput ranging in the of millions of events per second. This provides a speedup of up to $10.8 \times$ compared to a state-of-the art monitor for LTL formulæ. These experiments show that the bitmaps are a compact and fast data structure, and are particularly appropriate for the kind of manipulations required for offline monitoring.

2 Offline Monitoring for Linear Temporal Logic

Runtime monitoring is the process of analyzing a stream of events produced by the execution of a system. A monitor is generally given a specification expressed in some formal language, and describing a property that should hold for all possible executions. In this section, we provide a brief introduction to the concept of monitoring, and to the expression of properties using Linear Temporal Logic. An extensive review of runtime verification is out of the scope of this paper. The reader is referred to introductory material for more details [4,33].
2.1 An Overview of Monitoring

Depending on the context, a monitored system can be instrumented in various ways to report events, which are caught by the monitor. Monitoring has been successfully applied to a wide range of use cases, including network intrusion detection, object lifecycle verification, bug detection in video games, and security breaches in mobile devices.

Monitoring distinguishes between two modes of operation. In *online* mode, input events are consumed by the system as they are produced, and output events are progressively computed and made available. In contrast, in *offline* mode, the contents of the input streams are completely known in advance (for example, by being stored as a log file or in a database). Whether a system operates online or offline sometimes matters: for example, offline computation may take advantage of the fact that events from the input streams may be indexed, rewound or fast-forwarded on demand. It is precisely this last feature that we shall exploit later in this paper.

When events are recorded to a persistent medium (e.g. a file), a trace can be assimilated to a particular form of log. Such a log, in principle, could be parsed and processed by classical command-line tools, such as Grep, or by commercial log analysis systems, such as Snare\(^1\), ManageEngine\(^2\), or Splunk\(^3\). The main difference lies in the fact that typical monitoring properties are *stateful*: the fact that a trace fulfills or violates a given property depends on the ordering of the events in the trace. There exists a large variety of input specification languages for monitors, many of which are based on either finite-state automata, \(\mu\)-calculus, temporal logic, or variants thereof. In contrast, log analysis software generally lack the means to express complex sequential relationships between elements of a log, and to verify whether such relationships hold for a given log.

2.2 Linear Temporal Logic

We shall now recall some formal background about one particular specification language, called Linear Temporal Logic (LTL) \(^4\). Let \(S = \{s_0, s_1, \ldots, s_n\}\) be a finite set of symbols called *propositional variables*. An *event* is a total function \(e : S \rightarrow \{\top, \bot\}\) that assigns to each propositional variable either the value true (\(\top\)) or false (\(\bot\)). A *trace*, noted \(\tau = e_0, e_1, \ldots, e_n\) is a potentially infinite sequence of events.

LTL formulæ are made of a finite set of atomic propositions, constituting the ground terms of any expression. These propositions can be combined using the Boolean connectives \(\neg\), \(\land\), \(\lor\), \(\to\) and temporal logic operators \(F\) (eventually), \(G\) (globally), \(X\) (next), and \(U\) (until).

Boolean connectives have their usual meaning. The temporal operator \(G\) means “globally”. For example, the formula \(G\varphi\) means that formula \(\varphi\) is true
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in every event of the trace, starting from the current event. The operator \( F \) means “eventually”; the formula \( F \varphi \) is true if \( \varphi \) holds for some future event of the trace. The operator \( X \) means “next”; it is true whenever \( \varphi \) holds in the next event of the trace. Finally, the \( U \) operator means “until”; the formula \( \varphi U \psi \) is true if \( \varphi \) holds for all events until some event satisfies \( \psi \). The trace \( \tau \) is said to satisfy an LTL formula \( \varphi \) if the rules described in Table 1 apply recursively. We assume a finite-trace semantics where, if \( \tau \) is the empty trace, \( \tau \not\models F \varphi \), \( \tau \not\models X \varphi \), \( \tau \not\models \varphi U \psi \), but \( \tau \models G \varphi \).

\[
\begin{align*}
\tau \models s_i & \iff e_0(s_i) = \top \\
\tau \models \neg \psi & \iff \tau \not\models \psi \\
\tau \models \psi \land \varphi & \iff \tau \models \psi \text{ and } \tau \models \varphi \\
\tau \models X \psi & \iff \tau^1 \models \psi \\
\tau \models G \psi & \iff \forall j \geq 0, \tau^j \models \psi \\
\tau \models F \psi & \iff \exists j \geq 0, \tau^j \models \psi \\
\tau \models \psi U \varphi & \iff \exists j \geq i, \tau^j \models \varphi \text{ and } \forall k, i \leq k < j, \tau^k \models \psi
\end{align*}
\]

Table 1: The semantics of LTL. Here \( \tau^i \) denotes the subtrace of \( \tau \) that starts at event \( i \).

LTL is one of the notations that is widely used in the context of offline monitoring and runtime verification. Depending on the context, LTL formulæ can represent security policies, constraints on sequences of method calls in an object-oriented program [8], conditions for robot motion planning [31], reward functions for reinforcement learning [10], among others.

Representing events as a set of Boolean variables may seem restrictive. However, it is possible to lift propositional LTL to richer types of events. First, Boolean ground terms can be replaced by domain-specific Boolean predicates on events of other types. For example, if input events are numbers, LTL ground terms could represent conditions on these numbers, such as \( x = 3 \lor x > 10 \), where \( x \) is a placeholder for the current event. If events are JSON data structures, ground terms could be expressions like \( x.prop[2] = 'foo' \), in which a JSONPath expression gives a condition on the possible value of an element inside the structure. As long as conditions can be evaluated on individual elements and return a Boolean value, propositional variables can be replaced by such conditions, and only the first line of Table 1 needs to be adapted for the case.

We can also consider a particular case where a trace contains interleaved sequences of events for multiple “instances” of some entity. A classical example is the monitoring of method calls on Java Iterator objects [8,25]. In such a case, we assume that each event contains a data element that associates it to its corresponding instance (typically a unique process identifier of some form). The sub-sequence of events belonging to the same instance is called a slice; applying a separate processing to each such sub-sequence is called slicing [13]. In the case of iterators, the following “quantified” LTL expression could represent the fact that, for each instance of the class, a call to its next method must be followed by a call to hasNext: \( \forall i : G (\text{next} \rightarrow (X \text{hasNext})) \).
In this property, the universal quantifier plays a double role: it is used to separate the input trace into multiple sub-traces depending on the value of some parameter \( i \) in each event, and it stipulates that the propositional LTL formula it encloses must hold for every such sub-stream. Although not a full-fledged first-order quantification (since the LTL properties remain propositional and cannot refer to the value of \( i \)), the increase in expressiveness, compared to standard LTL, is sufficient to handle various real-world use cases. Parametric trace slicing has been used outside of LTL, and is supported by tools based on finite-state automata such as MarQ [38] and Larva [15].

3 Evaluating LTL formulæ with Bitmaps

Since bitmaps have been shown to be very efficient for storing and manipulating encoded sets of integers, in this section we describe a technique for evaluating arbitrary formulæ expressed in Linear Temporal Logic on a given trace of events through bitmap manipulations.

3.1 Bitmaps and Compression

A bitmap (or bitset) is a binary array that we can view as an efficient and compact representation of an integer set. Given a bitmap of \( n \) bits, the \( i \)-th bit is set to 1 if the \( i \)-th integer in the range \([0, n-1]\) exists in the set. It was recognized early on that bitmaps could provide efficient ways of manipulating these sets, by virtue of their binary representation. For example, union and intersection between sets of integers can be computed using bitwise operations (OR, AND) on their corresponding bitmaps; in turn, such bitwise operations can be performed very quickly by microprocessors, and even in a single CPU operation for 32 or 64-bit wide chunks, depending on the architecture.

Furthermore, a bitmap can be used to map \( n \) chunks of data to \( n \) bits. If the size of each chunk is greater than 1, the bitmap can greatly reduce the size of the storage. In addition, with its capacity of exploiting bit-level parallelism in hardware, standard operations on bitmaps can be very efficient. Unsurprisingly, bitmaps have been used in a lot of applications where the space or speed requirements are essential, such as information retrieval [12], databases [9], and data mining [2,41].

A bitmap with a low fraction of bits set to value 1 can be considered *sparse* [29]. Such a sparse bitmap, stored as is, is a waste of both time and especially space. Consequently, many algorithms have been developed to *compress* these bitmaps; most of them are based on the Run-Length Encoding (RLE) model derived from the BBC compression scheme [1]. In the following, we briefly describe a few of these techniques.

**WAH** WAH [42] divides a bitmap of \( n \) bits into \( \lceil \frac{n}{w-1} \rceil \) words of \( w-1 \) bits, where \( w \) is a convenient word length (for example, 32). WAH distinguishes between two types of words: words made of just \( w-1 \) ones (11...1) or just \( w-1 \) zeros...
(00...0), are fill words, whereas words containing a mix of zeros and ones are literal words. Literal words are stored using \( w \) bits: the most significant bit is set to zero and the remaining bits store the heterogeneous \( w - 1 \) bits. Sequences of homogeneous fill words (all ones or all zeros) are also stored using \( w \) bits: the most significant bit is set to 1, the second most significant bit indicates the bit value of the homogeneous block sequence, while the remaining \( w - 2 \) bits store the run length of the homogeneous block sequence.

**Concise** Concise is a bitmap compression algorithm based on WAH. Compared with WAH, for which the run length is \( w - 2 \) bits, Concise uses \( w - 2 - \lceil \log_2 w \rceil \) for the run length and \( \lceil \log_2 w \rceil \) bits to store an integer value indicating to flip a bit of a single word of \( w - 1 \) bits. This feature can improve the compression ratio in the worst case.

**EWAH** EWAH is also a variant of WAH but it does not use its first bit to indicate the type of the word like WAH and Concise. EWAH rather defines a \( w \)-bits marker word. The most significant \( w/2 \) bits of the word are used to store the number of the following fill words (all ones or all zeros) and the rest \( w/2 \) bits encodes the number of dirty words. These words are exactly like the literal words of WAH, but utilize all \( w \) bits.

**Roaring** In all the previous models, fast random access to the bits in an arbitrary sequence is relatively difficult. Besides the RLE-model algorithms, there exist other bitmap compression models that support fast random access similar to uncompressed bitmaps. One of them is called “Roaring bitmap”. It has a compact and efficient two-level indexing data structure that splits 32-bit indexes into chunks, each of which stores the 16 most significant bits of a 32-bit integer and points to a specialized container storing the 16 least significant bits. There are two types of containers: a sorted 16-bit integer array for sparse chunks, which store at most 4,096 integers, and a bitmap for dense chunks that stores \( 2^{16} \) integers.

### 3.2 Manipulating Bitmaps to Implement LTL Operators

We are now ready to define a procedure for evaluating arbitrary LTL formulæ with the help of bitmaps. We suppose that a well-designed bitmap data structure implements a number of basic functions. Given bitmaps \( a, b \), we will note \( |a| \) the function that computes the length of \( a \). The notation \( a \odot b \) will denote the bitwise logical AND of \( a \) and \( b \), \( a \oplus b \) the bitwise logical OR, and \( !a \) its bitwise inverse, as is shown in Table 2.

These bitmap functions would be enough to evaluate the LTL operators, but in order to optimize our solution and integrate more closely with bitmap compression algorithms shown in Section 3.1, we need to manipulate the internal data structure of the bitmap and thus introduce seven derivative bitmap functions see Table 3.
| Function     | Description |
|--------------|-------------|
| $|b|$          | gets the size of the bitmap. |
| $\text{and}(b_1, b_2)$ | performs the pairwise conjunction of the bits in $b_1$ and $b_2$. |
| $\text{or}(b_1, b_2)$    | performs the pairwise disjunction of the bits in $b_1$ and $b_2$. |
| $\text{not}(b)$           | performs the negation of each bit in $b$. |

Table 2: Basic bitmap functions.

| Function     | Description |
|--------------|-------------|
| $\text{addMany}(b, v, \ell)$ | adds an $\ell$-bit sequence of the same value $v$ to the end of the bitmap whose size then increases by $\ell$. |
| $\text{copyTo}(b_d, b_s, s, \ell)$ | copies the $\ell$-bits sequence from the index $s$ in bitmap $b_s$ to the end of another bitmap $b_d$, whose size then increases by $\ell$. |
| $\text{removeFirstBit}(b)$ | removes the first bit of the bitmap, and the size of the bitmap decreases by 1. |
| $\text{next}(v, b, s)$ | gets the position of the next occurrence of the bit with value $v$ starting from position $s$, or $-1$ if there is no more. |
| $\text{last}(v, b)$ | gets the position of last occurrence of the bit with value $v$ in the bitmap $b$, or $-1$ if $b$ does not have a bit with value $v$. |

Table 3: Derivative bitmap functions.

Given a finite sequence of states $(s_0, s_1, \ldots, s_{n-1})$ and an LTL formula $\varphi$, the principle is to compute a bitmap $(b_0 b_1 \ldots b_i \ldots b_{n-1})$ of length $n$, noted $B_\varphi$, whose content is defined as follows:

$$b_i = \begin{cases} 
1 & \text{if } s^i \models \varphi \\
0 & \text{otherwise} 
\end{cases} \quad (1)$$

The finite set of atomic propositions constitute the initial bitmaps. These basic bitmaps are created by reading the original trace, and setting bit $i$ of $B_p$ to 1 if the atomic proposition is true at the corresponding state $s_i$, and otherwise 0. One can see that this construction respects Definition 1 in the case of ground terms.

From these initial bitmaps, bitmaps corresponding to increasingly complex formulæ can now be recursively computed. The cases of conjunction, disjunction and negation are easy to deal with, since these connectives have their direct equivalents as bitwise operators. For example, given bitmaps $B_\varphi$ and $B_\psi$, the bitmap $B_{\varphi \land \psi}$ can be obtained by computing $B_\varphi \otimes B_\psi$. The remaining propositional connectives can be easily reduced to these three through standard identities. Propositional logic operators have their direct translation into bitwise operators.

Temporal logic operators are a little more complicated because they concern the change of the states in terms of time, potentially requiring to enumerate the actual states and the bits in the bitmaps. Still, a few of them can be handled easily. The expression $X \varphi$ states that $\varphi$ must hold in the next state of the trace. To compute the bitmap $B_{X \varphi}$, it suffices to remove the first state of $B_\varphi$, shift the remaining bits one position to the left, and fill the last bit with 0. This is illustrated in Figure 1a, and formalized in Algorithm 1.
Fig. 1: A graphical representation of the computation of four temporal operators on bitmaps

Algorithm 1 Computing $Xa$

| Require: Bitmap $a$ |
|---------------------|
| 1: $o \leftarrow \text{removeFirstBit}(a)$ |
| 2: $\text{addMany}(o, 0, 1)$ |
| 3: return $o$ |

To compute the vector for $G\psi$, it suffices to find the smallest position $i$ such that all subsequent bits are 1. In $B_{G\psi}$, all bits before $i$ are set to 0, and all bits after (and including) $i$ are set to 1. Thus to implement this operator using bitmaps, we need to do a search in the bitmap $B\psi$ from back to front to find the last occurrence of the bit 0, as can be seen from Algorithm 2. Operator $F$ is the dual of $G$; its corresponding algorithm works in the same way as for $G$, swapping 0 and 1.

The last operator to handle is $U$. According to the formal semantics of LTL, if there is an index $j$ such that $\overline{s}^j \models \psi$ and $\overline{s}^i$ for all $i < j$, then $\overline{s} \models \varphi U \psi$. In terms of bitmap operations, we need to keep checking if there is any bit set as 1 in $B\varphi$ before every occurrence of bit 1 in $B\psi$ (see Algorithm 3).

3.3 Discussion

An interesting point of this last algorithm is that the bitmaps $a$ and $b$ are not traversed in a linear fashion. Rather, entire blocks of each bitmap can be skipped to reach directly the next 0 or the next 1, depending on the case. Note that this is only possible if the trace is completely known in advance before starting to evaluate a formula (and moreover, the trace is traversed backwards). Therefore, our proposed solution is an example of an offline monitor that is not simply an online monitor being fed events of a prerecorded trace one by one: it exploits the possibility of random access to parts of the trace, which is only possible in an offline setting.
Algorithm 2 Computing $G_a$

Require: Bitmap $a$

1: $p ← \text{last}(0, a)$
2: if $p = -1$ then
3:     return $a$
4: else
5:     $o ← \emptyset$
6:     addMany($o$, 0, $p + 1$)
7:     addMany($o$, 1, $|a| - p - 1$)
8:     return $o$
9: end if

Algorithm 3 Computing $a \cup b$

Require: Bitmaps $a$ and $b$

1: $o ← \emptyset$
2: $p, a_0, a_1, b_0, b_1 ← 0$
3: while $p < |a|$ do
4:     if $a_1 \leq p$ then
5:         $a_1 ← \text{next}(1, a, p)$
6:     end if
7:     if $b_1 \leq p$ then
8:         $b_1 ← \text{next}(1, b, p)$
9:     end if
10: if $a_1 = -1$ or $b_1 = -1$ then
11:     break
12: end if
13: $n_1 ← \min(a_1, b_1)$
14: if $n_1 > p$ then
15:     addMany($a$, 0, $n_1 - p$)
16:     $p ← n_1$
17:     continue
18: end if
19: if $p = b_1$ then
20:     if $b_0 \leq b_1$ then
21:         $b_0 ← \text{next}(0, b, b_1)$
22:     if $b_0 = -1$ then
23:         $b_0 ← |a|$
24:     end if
25:     end if
26: end if
27: $p ← b_0$
28: continue
29: end while
30: if $a_0 \leq a_1$ then
31:     $a_0 ← \text{next}(0, a, a_1)$
32:     if $a_0 = -1$ then
33:         $a_0 ← |a|$
34:     end if
35: end if
36: if $a_0 \geq b_1$ then
37:     addMany($a$, 1, $b_0 - p$)
38:     $p ← b_1 + 1$
39: else
40:     addMany($a$, 0, $a_0 - p + 1$)
41:     $p ← a_0 + 1$
42: end if
43: end while
44: if $b_1 = -1$ then
45:     addMany($a$, 0, $|a| - |a|$)
46: else if $a_1 = -1$ then
47:     copyTo($o$, $b$, $p$, $|a| - p$)
48: end if
49: return $o$
This example shows one of the advantages of our proposed technique in terms of complexity. Indeed, reading the original log to create the ground bitmaps can be done in linear time (and in a single pass for all propositional symbols at once). However, once these initial bitmaps are computed, many of the required operations do not require a linear processing of the trace anymore. For example, evaluating $X \varphi$ requires a simple bit shift, which can be done in a single CPU operation for 64 bits at a time, and potentially much more if compression is used. Similarly, looking for the next 0 or 1 seldom requires linear searching, as the use of compression makes it possible to skip over fill words in one operation. Computing the bitmap for a $F$ or $G$ operator requires a single such lookup for the entire trace.

Another interesting point is the fact that operators $F$ and $G$ are monotonous. As can be seen in Figure 1, the resulting bitmap is of the form $0^*1^*$ (or the reverse). Hence a very simple bitmap is propagated upwards to further algorithms; it can be heavily compressed, and makes any lookup for the next 0 or the next 1 trivial. While not producing such simple vectors, bitmaps resulting from the application of $U$ still have a relatively regular structure that is again amenable to reasonable compression.

Although the algorithms we present apply to propositional LTL, they can be lifted to the more expressive LTL variants discussed in Section 2.2. First, Boolean conditions on events of a richer type can be evaluated in a single pre-processing pass that replaces each event by a bit vector giving the value of each condition. Ground terms in the LTL expression can then be substituted for the corresponding Boolean variable. Sliced LTL formulæ can also be accommodated with minimal modifications. For each quantifier, it suffices to run a linear pre-processing pass on the original trace that creates one sub-trace for each slice identifier. Assuming, as is often the case, that each event belongs to at most one slice, the sum of the size of each sub-trace is bounded by the length of the original trace. Since evaluating a formula on each of this sub-traces is linear in their length, the global operation remains linear with respect to the input trace.

4 Implementation and Experiments

While the worst-case complexity of every algorithm presented in the previous section is still $O(n)$ (where $n$ is the size of the input bitmap), we suspect that performance in practice should be much better. Therefore, in this section, we describe experiments in order to test the performance (both in terms of time and memory) of fundamental LTL algorithms, and their recursive application on complex LTL formulæ.

4.1 Experimental Setup

As a means to avoid the runtime disk I/O cost we load all relevant files into memory before the calculations. Thus although using bitmaps can considerably
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4 The left bit shift of a compressed block is the block itself, as long as the next bit to the right has the same value.
reduce memory requirements, we prepared a workstation with an Intel Xeon quad-core 2.66 GHz running Ubuntu 18.04. All code is implemented in Java, which takes care of memory management and garbage collection. The JVM used to run the experiments was given 1746 MB of memory.

Table 4 shows the libraries used for different types of bitmaps. In order to implement all the LTL operations, we modified the code of each library to add the necessary functions listed in Table 3 and to optimize the functions so that the time complexity of all operations becomes $O(m)$ (where $m$ is the number of sequences of consecutive 0/1 bits). Roaring bitmaps already provided all the necessary operations and did not need a forked version.

| Bitmap | Source |
|--------|--------|
| Raw    | java.util.BitSet from Java SDK |
| WAH    | Original: https://github.com/metamx/extendedset | Modified: concealed due to double-blind reviewing |
| Concise| Original: https://github.com/metamx/extendedset | Modified: concealed due to double-blind reviewing |
| EWAH   | Original: https://github.com/lemire/javaewah | Modified: concealed due to double-blind reviewing |
| Roaring| https://github.com/lemire/RoaringBitmap |

Table 4: The bitmap libraries used in our experimental evaluation.

Because of the lack of the support for random access in the RLE-model bitmap compression algorithms, we cannot enumerate the bits in the same way as for an uncompressed bitmap. Therefore we designed an Iterator data structure to store not only the absolute index of current bit in the uncompressed bitmap but also the relative index in the compressed bitmap. Taking the function $\text{next}(1, x)$ as an example, if the current relative index is in a sequence word of 0, the search in this word is unnecessary, and we just jump to the next word; if the index is in a sequence word of 1, we return the current index; however, if the index is in a literal word, we have to look for the bit 1 in the $ulen$-bits word.

In order to provide a baseline performance comparison of our proposed approach, we also looked for an existing LTL monitor we could include in the experiments. To provide a fair comparison, the monitor should be written in Java, which excludes approaches implemented in other languages, such as the Maude rewriting engine [39], or MonPoly [6]. We also filter out monitors (both online and offline) whose input specification language is not LTL, which leaves out J-Lo [40], LOLA [16], MarQ [38], Mufin [17], PoET [21], PQL [34], PTQL [23], RuleR [3], and SEQ.OPEN [22]. Among the remaining contenders, we find BeepBeep [25], which is an open source event stream processor that is still under active development. A plugin for the tool called Polyglot allows a user to write formulas in LTL [26] and to evaluate them against a trace of events.

For the experiments, we developed a random input trace generator. It generates every time a trace with a length ranging between 0 and 1000000 events. Each event is a tuple of 10 Booleans, corresponding to the values of symbolic state variables $s_0, \ldots, s_9$, respectively. The formulas against which these traces are evaluated can be divided in three groups:
– Simple formulas containing a single LTL operator or Boolean connective are meant to evaluate the “raw” performance of each bitmap manipulation algorithm. These formulas are labelled “Axx”, with xx being a numerical identifier.

– The classical temporal specification patterns introduced by Dwyer et al. [19], which can be found on their online repository[^5]. The maintainers of the repository argue that these patterns “occur commonly in the specification of concurrent and reactive systems”. These formulas are labelled “Dxx” in the following.

– A sample of LTL formulas randomly generated by the Spot tool [18]. These formulas are labelled “Sxx”.

In total, this brings to 57 the number of LTL formulas used in our experiments. These formulas contain between 2 and 20 operators, and have a nesting operator depth ranging from 2 to 11. Overall, it can be argued that our selection of LTL formulæ provides a diverse sample, including both expressions occurring in real-world specifications, and convoluted random LTL formulas that can be used as a form of “stress test”.

The source code, list of LTL formulas and scripts used for this experimental analysis are available online[^6]. Overall, our experiments generated 4398 distinct data points.

### 4.2 Throughput and Scalability

A first measurement we took on each formula is its running time, represented here in terms of throughput (number of events in the input trace divided by total computation time). Throughput is expressed in Hz (events per second). The results are summarized in Figure 2, for input traces of length 1000000.

The results are computed as follows: for each input trace and each LTL formula, the throughput t of each bitmap compression method is computed, and compared with the throughput t′ of the BeepBeep monitor for the same input. The ratio $t/t'$ indicates by how much a specific bitmap method is faster than BeepBeep for that particular experiment, i.e. a value above 1 indicates that the technique outperforms BeepBeep. Figure 2 shows the boxplot of these ratios, for each bitmap compression method. These results are unequivocal: bitmap manipulation libraries provide a higher throughput than BeepBeep on all 57 properties, by a factor ranging between 1.1 and 10.8.

Closer examination of the results shows that the propositional logic operators were faster than most temporal logic operators. Among the temporal logic operators, the binary operators were slower than the unary ones because the former require more operations than the latter, especially in the situation that

[^5]: [http://patterns.projects.cs.ksu.edu](http://patterns.projects.cs.ksu.edu)
[^6]: URL concealed due to double-blind review. Because of these restrictions, the paper contains a temporary appendix with the most important raw data needed to assess the evaluation.
many 0s and 1s sequences are mixed in the bitmap. The dual operators G and F have similar algorithms but F surprisingly took three times longer than G. This can be explained by the fact that for a fairly-randomized input bitmap, F will append more 1s than 0s to its output bitmap, while G will append more 0s than 1s. Although the Java BitSet implementation supports both to set a bit to 1 and to clear a bit to 0, it actually does nothing when clearing a new bit of which the index is beyond its size, i.e. appending a bit 0. This results in an asymmetrical processing of 0s and 1s in the bitmap.

The results from these first properties suggest that propositional logic operators, temporal logic unary operators and temporal logic binary operators have different magnitudes of processing speed; therefore we can divide these operators into three groups. The remaining experiments reveal that the speedup provided by the use of bitmap manipulations is most noticeable for properties having a larger size and/or depth.

A second batch of experiments measured the scalability of each approach—that is, whether global throughput is influenced by the length of the trace to evaluate. To this end, for each property, we ran each technique on traces of increasing length, ranging from 0 to 1000000 events. Figure 3 shows a plot resulting from the evaluation of formula S01 (the first of the Spot-generated formulæ) by all techniques. As one can see, there is a roughly constant relationship between the length of the trace and throughput; for bitmap manipulations, this is consistent with our previous observation that all algorithms run in time $O(n)$, with $n$ being the length of the input trace. A linear algorithm indeed implies a constant number of events processed per unit of time. One can also remark that the same applies for the BeepBeep monitor, although with a slower throughput than all bitmap manipulation libraries. Similar trends were observed, at different scales, for all the formulæ in the benchmark.

A third batch of experiments focused on the impact of formula size, and whether it impacts negatively on the throughput of all techniques. To perform
such a measurement, we plotted the throughput obtained for each formula against its size (in number of operators and Boolean connectives it contains). Figure 4 shows the results for uncompressed bit vectors, and the BeepBeep monitor, respectively. One can see that the throughput for BeepBeep shows a clear inverse relationship with respect to formula size. This is consistent with the reported implementation of the LTL monitoring algorithm [26], where each operator handles one input and one output event buffer. The succession of operators entails that a lot of events are passed from one buffer to the next, which results in increased processing time. In contrast, the negative trend for bit vectors is only slightly noticeable. This shows that bit vector manipulations are more robust to handle large LTL formulæ.
4.3 Resource Usage

A fourth batch of experiments concentrates on memory usage. For these experiments, we counted the maximum number of bytes used up by each technique to evaluate a given LTL formula. Since the algorithm for bitmap manipulation libraries performs a recursive evaluation of operators, the memory it consumes is dominated by the size of all bit vectors that are present on the stack at a given moment. We instrumented our bitmap evaluation routines to measure and store that value. For BeepBeep, memory consumption is dominated by the size of each processor’s buffers. We performed a recursive traversal of all Processor objects created by its LTL parser through reflection, recursively counting the amount of memory used by each processor’s input and output buffers.

The results are summarized in aggregated form in Figure 5 for traces of length 1000000. A closer analysis of these measurements has revealed that two situations can occur. This plot has been generated in a similar way as Figure 2, using relative memory usage with respect to BeepBeep as the metric. In most cases, bitmap manipulations require slightly more memory than BeepBeep; this is expected, as bitmaps must be completely stored in memory in order to be processed, while BeepBeep processes events one by one and discards them after usage. However, for a few formulæ, such as F02 and F05, BeepBeep’s memory usage is, on the contrary, much larger than for bitmap manipulations.

![Figure 5: Relative memory consumption for each of the bitmap compression methods, with respect to BeepBeep.](image)

In order to investigate this behaviour, we plotted memory consumption for each method and each formula, by varying the length of the input trace. Results are shown in Figure 6 for two formulæ. It is important to note that the increasing trace lengths do not represent memory measurements at different moments along the evaluation of the same trace: each data point corresponds to a single finite trace evaluated from start to end.

We can see that in all cases, memory consumption for bitmap manipulations always increases linearly with the length of the input trace. This is expected,
as the bitmaps being manipulated are the same length as the input trace, and the maximum number of such bitmaps present in memory is fixed for a given formula. The shift in BeepBeep’s behaviour comes from the fact that, for some instances, its memory consumption becomes linear in terms of trace length, as is shown for example in the case of S02.

Further analysis revealed that this situation occurs for LTL formulæ of a particular type. A simple example of such a formula is \((FG\,\varphi) \land \psi\). By virtue of LTL’s semantics, the left member of the conjunction is undefined for any finite prefix of a trace, regardless of \(\varphi\); its value can only be decided retrospectively when reaching the end of the trace. If, on the other hand, \(\psi\) is an expression that can be evaluated before the end of the trace, the BeepBeep Processor object that handles the conjunction is required to keep the trace of Boolean values produced by \(\psi\) in its buffer for the whole duration of the computation—resulting in memory consumption that is ultimately proportional to the length of the input trace. As one can see, when such a situation happens, BeepBeep’s memory consumption becomes much larger than for bitmaps.

5 Related Work

The prospect of using physical properties of hardware to boost the performance of runtime verification has already been studied in the recent past. For example, Pellizzoni et al. [36] utilized dedicated commercial-off-the-shelf (COTS) hardware [20] to facilitate the runtime monitoring of critical embedded systems whose properties were expressed in Past-time Temporal Linear Logic (PTLTL). In the past decade, it was shown that the path checking problem (i.e. determining if an input trace satisfies an LTL formula) can be parallelized [30]. The process requires the use of a Boolean circuit obtained from unrolling the formula over the trace. This part of the process can be done in parallel for multiple chunks of the input trace at the same time. However, while the evaluation of this unrolling can be done in parallel, a specific type of Boolean circuit requires to be built in advance, which depends on the length of the trace to evaluate.
As the number of cores (GPU or multi-core CPUs) in the commodity hardware keeps increasing, the research of exploiting the available processors or cores to parallelize the tasks and the computing brings a challenge and also an opportunity to improve the architecture of runtime verification. For example, Ha et al. [24] introduced a buffering design of Cache-friendly Asymmetric Buffering (CAB) to improve the communications between application and runtime monitor by exploiting the shared cache of the multicore architecture; Berkovich et al. [7] proposed a GPU-based solution that effectively utilizes the available cores of the GPU, so that the monitor designed and implemented with their method can run in parallel with the target program and evaluate LTL properties.

Closer to our approach is an algorithm introduced by Hallé et al. that uses a cloud computing framework called MapReduce [27]. The algorithm can process multiple, arbitrary fragments of the trace in parallel, and compute its final result through a cycle of runs of MapReduce instances. Since the MapReduce approach operates on tuples one by one, while the present solution manipulates entire bitmaps, the algorithms for each LTL operator have little in common with our approach (especially that for U). Where the MapReduce approach gets its speed from the processing of multiple subformulæ on different machines, our present solution is efficient because some operations (such as conjunction) can be computed simultaneously for many adjacent events in a single CPU cycle. In addition, a downside of the MapReduce solution is the large number of tuples generated, and the impossibility of compressing that volume of data.

As one can see, there have been multiple attempts at leveraging parallelism and properties of hardware to evaluate temporal expressions on traces. However, as far as we know, our work is the first to get its performance boost at the level of the data structures used to evaluate these expressions.

6 Conclusion and Future Work

We proposed a solution for the offline evaluation of LTL formulæ by means of bitmap manipulations. In such a setting, propositional predicates on individual events of a trace states are mapped to bits of a vector (“bitmap”) that are then manipulated to implement each LTL operator. In addition to the fact that bitmap manipulations are in themselves very efficient, our algorithms take advantage of the fact that the trace is completely known in advance, and that random access to any position of that trace makes it possible to skip large blocks of events to speed up the evaluation.

For this reason, our solution is a prime example of an offline evaluation algorithm that exploits the fact that it indeed works offline —it is not merely an online algorithm that reads events from a prerecorded trace one by one. As a matter of fact, in some cases (such as the U operator), the trace is even evaluated from the end, rather than from the beginning. A thorough performance benchmark for both fundamental operators and complex LTL formulæ proved the feasibility of the approach, and showed how events from a trace can be processed at a rate ranging of millions of events per second. To further exploit
the potential of bitmaps, we introduced bitmap compression algorithms in our solution and integrated them in our benchmark. In the experiments, as we expected, compressed bitmaps demonstrated their ability to easily compress sparse bitmaps and accelerating the LTL operations when there is a certain amount of consecutive bits with the same value. We have explained, how many LTL operators naturally increase the regularity of the bitmaps they are processing.

Obviously, this solution is suitable only for offline evaluation. However, The promising results obtained in our implementation lead to a number of potential extensions and improvements over the current method. First, the algorithm can be reused as a basis for other temporal notations that intersect with LTL, such as Büchi automata. Second, the technique could be expanded to take into account data parameters and quantification. Finally, one could also consider to parallelize the evaluation of large segments of bitmaps on multiple machines.
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Appendix

This appendix contains detailed experimental results for throughput and memory consumption, for each LTL formula and each bitmap compression method.

List of LTL formulas included in the benchmark

Atomic formulas

A1 \neg(s_0)
A2 (s_0) \land (s_1)
A3 (s_0) \lor (s_1)
A4 X(s_0)
A5 G(s_0)
A6 F(s_0)
A7 (s_0)U(s_1)

Temporal patterns from Dwyer et al.

D01 G (\neg s_0)
D02 ((\neg s_0) U s_2) \lor (G (\neg s_2))
D03 G ((\neg s_1) \lor (G (\neg s_0)))
D04 G ((\neg s_1) \lor ((\neg s_0) U s_2))
D05 G ((\neg s_1) \lor ((\neg s_0) U s_2))
D06 F s_0
D07 (G (\neg s_1)) \lor (F (s_1) \lor (F s_0))
D08 G ((\neg s_1) \lor (s_2) \lor ((\neg s_2) U (s_0) \land (\neg s_2)))
D09 (\neg s_0) U (s_0) U ((\neg s_0) U (s_0) U (G (\neg s_0)))
D10 (G (\neg s_2)) \lor (((\neg s_0) \land (\neg s_2)) U ((s_0) \land (\neg s_2)) U ((\neg s_0) \land (\neg s_2)) U ((s_0) \land (\neg s_2)))
D11 (\neg s_1) U (s_1) \land ((\neg s_0) U (s_0) ((\neg s_0) U (s_0) U (G (\neg s_0))))
D12 G s_0
D13 (s_0 U s_2) \lor (G (\neg s_2))
D14 G ((\neg s_1) \lor (G s_0))
D15 G ((\neg s_1) \lor ((s_0 U s_2) \lor (G (\neg s_2))))
D16 G ((\neg s_1) \lor ((s_0 U s_2) \lor (G (\neg s_2))))
D17 G ((\neg s_1) \lor ((s_0 U s_2) \lor (G (\neg s_2))))
D18 G ((\neg s_1) \lor ((s_0 U s_2) \lor (G (\neg s_2))))
D19 (\neg s_0) U s_3
D20 ((\neg s_0) U (s_2 \lor s_3) \lor (G (\neg s_2))
D21 G ((\neg s_1) \lor (F (s_1) \land ((\neg s_0) U s_3)))
D22 G ((\neg s_1) \lor (((\neg s_0) U (s_2 \lor s_3)) \lor (G (\neg s_2)))
D23 G ((\neg s_1) \lor ((\neg s_0) U (s_2 \lor s_1))
D24 G ((\neg s_0) \lor (F s_3))
D25 (((\neg s_0) \lor ((\neg s_2) U ((\neg s_2) \land s_1))) U s_2) \lor (G (\neg s_2))
D26 G ((\neg s_1) \lor (G ((\neg s_0) \lor (F s_3))))
D27 \( G (((¬s_1) \lor ((¬s_0) \lor ((¬s_2) \lor (s_2 \land s_3)))) \lor (G (¬s_2))) \)
D28 \( G (((¬s_1) \lor ((¬s_0) \lor ((¬s_2) \lor (s_2 \land s_3)))) \lor s_2) \)
D29 \( ((¬s_0) \lor (s_2 \lor ((¬s_0) \land (s_3 \land (X((¬s_0) \lor s_4))))) \lor (G (¬s_2))) \)
D31 \( G (((¬s_1) \lor ((¬s_0) \lor (s_2 \lor ((¬s_0) \land (s_3 \land (X((¬s_0) \lor s_4))))) \lor (G (¬s_2))) \)
D32 \( ((¬s_3) \lor s_0) \lor (G ((¬s_3) \lor (X(G (¬s_4))))) \)
D33 \( G ((¬s_2)) \lor ((¬s_2) \lor ((s_2) \lor (X((¬s_4) \lor s_2))) \lor (s_0 \lor s_2) \)
D34 \( (¬s_1) \lor (s_1 \land ((¬s_3) \lor s_0) \lor (G ((¬s_3) \lor (X(G (¬s_4))))) \)
D35 \( G ((¬s_3) \lor (X((F(s_4) \lor (F(s_0))) \lor (G (¬s_4))) \)
D38 \( G ((¬s_1) \lor (G ((¬s_3) \lor (X((¬s_4) \lor (s_4 \land (F(s_0))))) \)
D39 \( G ((¬s_0) \lor (F(s_3) \land (X(F(s_4)))) \)
D40 \( G ((¬s_1) \lor (G ((¬s_0) \lor (s_3 \land (X(F(s_4))))))) \)
D41 \( G ((¬s_0) \lor (F(s_3) \land (¬s_5) \land (X((¬s_5) \lor s_4))) \)
D42 \( G (((¬s_1) \lor (G ((¬s_0) \lor (s_3 \land (¬s_5) \land (X((¬s_5) \lor s_4)))))) \)

Formulas generated by Spot

S01 \( (¬X (X ((G s_5) \land (X ((¬s_0) \lor s_3))))) \lor (X s_8) \land (X (s_8 \lor s_4))) \)
S02 \( (X (s_8 \land ¬s_3) \lor (X (¬s_0) \land s_4)) \lor (G (¬s_4))) \)
S03 \( X ((¬s_1) \land X s_5) \lor s_0 \)
S04 \( (s_3 \lor s_2) \lor s_6 \)
S05 \( s_5 \lor (((G (F s_6)) \lor (¬X (F s_6))) \lor (F s_6) \lor (X s_6)) \)
S06 \( (¬s_9) \land (((s_4) \land (X (F ((¬s_7) \lor (¬s_7))) \lor (¬s_7) \lor (¬s_7))) \land (X (¬s_7) \lor (X (¬s_7) \land (¬s_7))) \lor (s_7 \land (¬s_7))) \land (¬s_7) \lor (¬s_7) \lor (¬s_7)) \)
S07 \( (G (¬s_3)) \lor (F s_6) \lor (((X s_7) \lor (¬s_7)) \lor (X (X (¬s_6))) \lor (¬s_7)) \)
S08 \( F (X (¬s_1)) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5) \lor (¬s_5)) \)
S09 \( (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0) \lor (¬s_0)) \)
S10 \( (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9) \lor (¬s_9)) \)
S11 \( X ((¬s_0) \land (s_4 \land s_2)) \)
S12 \( (X (G (X (X (((G (¬s_1) \lor s_3)) \lor (F (s_1) \land s_6))) \lor (X (X (¬s_7) \lor (¬s_7))) \lor (¬s_7))) \lor (¬s_7)) \lor (¬s_7) \lor (¬s_7) \lor (¬s_7)) \)
S13 \( X ((s_9 \land (¬s_6)) \lor (¬s_6)) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6) \lor (¬s_6)) \)
| Formula depth | Concise | Raw | BeepBeep | EWAH6 | Roaring |
|---------------|---------|-----|---------|-------|---------|
| 4  | 1  | 241742.5 | 2995429.5 | 2995880.9 | 2995850.5 | 285850.9 | 265934.3 | 239971.8 |
| 5  | 8  | 2441482.0 | 2994981.4 | 2995880.9 | 2995850.5 | 285850.9 | 265934.3 | 239971.8 |
| 6  | 11 | 269896.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 7  | 15 | 276331.0 | 2995880.5 | 285363.2 | 437422.5 | 243422.5 | 261780.1 | 2995850.5 |
| 8  | 17 | 263490.2 | 282493.8 | 285363.2 | 437422.5 | 243422.5 | 261780.1 | 2995850.5 |
| 9  | 19 | 269048.0 | 258286.1 | 270118.2 | 419749.0 | 269828.0 | 269828.0 | 2995850.5 |
| 10 | 21 | 210884.0 | 269068.0 | 243838.9 | 279792.0 | 241534.5 | 279792.0 | 2995850.5 |
| 20 | 27 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 30 | 30 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 40 | 39 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 50 | 48 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 60 | 57 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 70 | 66 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 80 | 75 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 90 | 84 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |
| 100 | 93 | 269068.0 | 1444979.6 | 255184.4 | 432229.2 | 219298.2 | 21929.2 | 205391.0 |

Fig. 7: Throughput, in Hz, for the evaluation of LTL formulae \((f)\). \(R = \text{Roaring}, \quad E32 = \text{EWAH32}, \quad E64 = \text{EWAH64}, \quad C = \text{Concise}, \quad B = \text{BeepBeep}.\)
| Formula | Formula size | Formula depth | EWAH32 | Roaring | Concise | RAW | BeepBeep | EWAH64 | WAH |
|---------|--------------|---------------|--------|---------|---------|-----|----------|--------|------|
| A1 | 4 | 4 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 |
| A2 | 4 | 4 | 1300096 | 1300096 | 1300096 | 1300096 | 1300096 | 1300096 | 1300096 |
| A3 | 4 | 4 | 1700064 | 1700064 | 1700064 | 1700064 | 1700064 | 1700064 | 1700064 |
| A4 | 4 | 4 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 |
| A5 | 4 | 4 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 |
| A6 | 4 | 4 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 |
| A7 | 4 | 4 | 1750000 | 1750000 | 1750000 | 1750000 | 1750000 | 1750000 | 1750000 |
| A8 | 4 | 4 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 |
| A9 | 4 | 4 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 |
| A10 | 4 | 4 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 | 1250080 |
| A11 | 4 | 4 | 1750000 | 1750000 | 1750000 | 1750000 | 1750000 | 1750000 | 1750000 |
| A12 | 4 | 4 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 | 1875000 |
| A13 | 4 | 4 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 | 2000144 |

Fig. 8: Memory consumption, in millions of bytes, for the evaluation of LTL formulae (f). R = Roaring, E32 = EWAH32, E64 = EWAH64, C = Concise, B = BeepBeep.