We present the first theoretical calculation of the pressure-temperature-field phase diagram for the vortex phases of rotating superfluid $^3$He-B. Based on a strong-coupling Ginzburg-Landau functional that accounts for the relative stability of the bulk A and B phases of $^3$He at all pressures, we report calculations for the internal structure and free energies of distinct broken-symmetry vortices in rotating superfluid $^3$He-B. Theoretical results for the equilibrium vortex phase diagram in zero field and an external field of $H = 284$G parallel to the rotation axis, $\vec{H} \parallel \Omega$, are reported, as well as the supercooling transition line, $T_r(p, H)$. In zero field the vortex phases of $^3$He-B are separated by a first-order phase transition line $T_c(p)$ that terminates on the bulk critical line $T_c(\rho)$ at a triple point. The low-pressure, low-temperature phase is characterized by an array of singly-quantized vortices that spontaneously breaks axial rotation symmetry, exhibits anisotropic vortex currents and an axial current anomaly (D-core phase). The high-pressure, high-temperature phase is characterized by vortices with both bulk A phase and $\beta$ phase in their cores (A-core phase). We show that this phase is metastable and supercools down to a minimum temperature, $T_c^*(p, H)$, below which it is globally unstable to an array of D-core vortices. For $H \gtrsim 60$G external magnetic fields aligned along the axis of rotation increase the region of stability of the A-core phase of rotating $^3$He-B, opening a window of stability down to low pressures. These results are compared with the experimentally reported phase transitions in rotating $^3$He-B.

INTRODUCTION

The velocity field of a superfluid is irrotational. Nevertheless superfluids can approximate solid body rotation when confined in a container rotating at constant angular speed. Co-rotation is achieved by the nucleation of an array of vortices, each of which possesses a quantum of circulation. In superfluid $^4$He, or in a spinless, s-wave BCS superfluid the condensate wavefunction, or order parameter, is a complex scalar field. The quantum of circulation is then $\kappa = h/M$, where $h$ is Planck’s constant and $M$ is the mass of the fundamental constituent of the condensate $[1,2]$. Quantization of circulation reflects the single-valuedness of the condensate wave function, and non-trivial topology of the degeneracy space of the order parameter manifold. In a cylindrical container vortices align parallel to the angular velocity, $\Omega$, and co-rotation is achieved at an average areal vortex density of $n_v = 2\Omega/\kappa$ $[2]$. Long-range, repulsive interactions lead to a two-dimensional lattice of rectilinear vortices, which for axially symmetric vortices is a two-dimensional hexagonal lattice with inter-vortex spacing, $d$, determined by $d^2 = \kappa/\sqrt{3}\Omega$, which depends only on fundamental constants and the speed of rotation. Thus, for $^4$He, or an isotropic BCS superfluid, once a sufficient number of axially symmetric vortices nucleate to form the vortex lattice no further symmetry breaking phase transition is expected until the density approaches a critical density at which neighboring vortex cores overlap and superfluidity is destroyed at an upper critical rotation speed of $\Omega_u \approx \kappa/\xi^2$. For superfluid $^3$He which is a BCS condensate of Cooper pairs with $\kappa = h/2m_s \approx 0.066$mm$^2$/s $[3]$ and a core size $\xi \approx 20-80$nm over the pressure range $p = 0-34$bar, $\Omega_u \gtrsim 10^7$rad/s $[10]$, which is experimentally inaccessible.

However, the ground state of superfluid $^3$He is a time-reversal invariant, spin-triplet, p-wave topological superfluid that breaks orbital and spin rotation symmetries, $SO(3)_L \times SO(3)_S$, in addition to $U(1)_\xi$ gauge symmetry, but is invariant under joint spin and orbital rotations, $SO(3)_L \times U(1)_\xi$ $[4]$. The resulting degeneracy space allows for a number of unique topologically stable defects $[5,6]$, including quantized vortices with different internal core structures $[7,8]$. This opens the possibility of multiple vortex phases characterized by distinct vortex structures.

Indeed experimental evidence of multiple vortex phases in rotating $^3$He-B was reported soon after the first rotating milli-Kelvin cryostat in Helsinki was operational $[9,10]$. Using nuclear magnetic resonance (NMR) spectroscopy the vortex array in rotating superfluid $^3$He-B was detected as a change in the level spacing of the spin-wave bound-state spectrum proportional to the vortex density, $\Delta \omega_{sw} \propto n_v \propto \Omega$, for rotation speeds, $\Omega \approx 0.2 - 1.7$rad/s $[10,11]$. A discontinuity in $\Delta \omega_{gyro}/\Omega$ at $T_n \approx 0.67T_c$ was the signature of a first-order phase transition associated with the vortex array $[9,10]$. The rotation-induced NMR bound-state frequency shift also depends on the relative orientation of the NMR field and the angular velocity, i.e. there is a gyromagnetic splitting, $\delta \omega_{gyro} \propto n_v H \cdot M_v$, indicative of an intrinsic magnetization generated by the circulation of the spin-triplet Cooper pairs in the region of the vortex-core, $M_v = M_v(\Omega)$, the magnitude of which depends on the internal structure of the vortex core $[10]$. There are two equilibrium phases of $^3$He-B under rotation. Over most of the p-T phase diagram rotating $^3$He-B is believed to be defined by an array of line defects that are singly quantized mass vortices, each of which spontaneously breaks rotational symmetry, manifest by an anisotropic, double-core structure (D-core) of the Cooper pair density. This structure for the low-temperature, lower pressure vortex phase was discovered by Thuneberg based on numerical solutions of the GL equations that did not constrain the order parameter to be axially symmetric $[8]$. At higher temperatures and pressures the phase of rotating $^3$He-B is believed to be an array of vortices in which local rotational symmetry is restored, but time-reversal symmetry is broken via the nucleation of both the chiral A phase and the non-unitary $\beta$ phase in the core. The stability of $^3$He-B with an array of A-core vortices with ferromagnetic cores was argued based on a symmetry classification of axially symmetric B phase vortices and the observation of a measurable gyromagnetic effect from vortices in rotating $^3$He-B by Salomaa and Volovik $[7]$. However, a quantitative theory of the relative stability of the A-core and D-core vortex phases as a function of pressure, temperature and magnetic field was...
beyond the scope of existing theory of superfluid $^3$He until now.

Based on a recent formulation of the strong-coupling Ginzburg-Landau theory that accounts for the relative stability of the bulk A and B phases of $^3$He for all pressures [13-14], we report calculations of the internal structure and energetics of topologically distinct vortices in rotating superfluid $^3$He-B. In particular, we report the first theoretical calculation of the pressure-temperature-field phase diagram for the vortex phases of rotating superfluid $^3$He-B.

Theoretical results for the equilibrium vortex phase diagram in zero-field and in an external field of $H = 284$ G parallel to the rotation axis, $\mathbf{H} \parallel \mathbf{\Omega}$, are reported, as well as the supercooling transition, $T_C(p, H)$, defining the region of metastability of the A-core vortex phase. Central results reported here include the equilibrium phase diagram based on precise numerical solutions of the strong-coupling theory for the vortex phases of rotating $^3$He-B shown in Fig. 1 as well as the region of a metastable A-core phase. Also shown in Fig. 1 are the experimental results for the first-order phase transitions between distinct vortex phases in rotating $^3$He-B, both on cooling and on warming. The transitions on cooling for $H = 284$ G over a wide pressure range agree with the theoretically determined metastability transition, $T_C(p, H)$, at which the A-core phase is globally unstable for pressures $p \gtrsim 20$ bar. Furthermore, the transition on warming at $p = 29.3$ bar and $H = 284$ G is in close agreement with our determination of the equilibrium transition line, $T_V(p, H)$, at that pressure and field. We discuss the phase diagram in more detail in Sec. 3. These results provide strong theoretical support for the identification of the vortex phases of $^3$He-B as those originally proposed: the low-temperature, low-pressure D-core vortex phase by Thuneberg [8], and the high-pressure, high-temperature phase as an array of A-core vortices. The A-core vortex phase first described by Salomaa and Volovik was originally proposed as the low-temperature vortex phase [2].

In Sec. 4, we begin with a description of the strong-coupling GL theory that is the basis for our analysis summarized in Fig. 1. In Sec. 4, we describe the stationary state vortex solutions of the strong-coupling GL theory, including their topology and broken symmetries. We describe the key features of the axi-symmetric A-core vortex phase as well as the non-axi-symmetric D-core vortex, including their internal topology, mass currents and magnetic properties. Visualization of the amplitude and phase structure of vortex states leads us to identify the mechanism responsible for the phase transition to the D-core phase at $T_V(p, H)$. In Sec. 4, we discuss the local magnetic susceptibilities of the A- and D-core vortices, and the resulting field evolution of the equilibrium A-core to D-core transition. We discuss the metastability of the A-core phase in Sec. 5, and the analysis underlying the supercooling transition line, $T_V(p, H)$, shown in Fig. 1. Our numerical results for the stationary states of the free energy functional are based on a fast converging algorithm described in Appendix.

**Ginzburg-Landau Theory**

The B phase of superfluid $^3$He is the p-wave, spin-triplet Balian-Werthamer state that is invariant under joint spin and orbital rotations as well as time reversal, $H = S(0)_{x,y,z} \times T$. The corresponding degeneracy space of $^3$He-B allows for a unique spectrum of topologically stable defects, including several quantized mass current vortices with distinct broken symmetries [7,8,15]. Topological defects often host distinct inhomogeneous phases, confined within their cores, but embedded in the order parameter field of the ground state [16]. Thus, a theoretical description of vortices in rotating $^3$He-B requires a theory allowing for all possible realizations of the order parameter for spin-triplet, p-wave pairing.

The GL theory is formulated as a functional of the order parameter, the amplitude for the condensate of Cooper pairs, $|\psi(p)|$ in the spin-momentum basis. For spin-triplet, p-wave Cooper pairs the condensate amplitude can be expressed in terms of a $3 \times 3$ matrix order parameter, $A_{\alpha i}$, of complex amplitudes that transforms as the vector representation of $SO(3)_x$ with respect to the spin index $\alpha = \{x', y', z'\}$, and as the vector representation of $SO(3)_z$ with respect to the orbital momentum index $i = \{x, y, z\}$. The GL free energy functional is expressed in terms of linearly independent invariants constructed from $A_{\alpha i}$, $A_{\alpha i}^\dagger$ and their gradients, $\nabla_j A_{\alpha i}$ and $\nabla_j A_{\alpha i}^\dagger$. In particular, the GL functional can be expressed in terms of free energy densities [15,17].

$$\mathcal{F}[A] = \int d^3 r \left( f_{\text{bulk}}[A] + f_{\text{field}}[A] + f_{\text{grad}}[A] \right),$$

where the bulk free energy density is given by one second-order invariant and five fourth-order invariants,

$$f_{\text{bulk}}[A] = \alpha(T) \text{Tr} \left\{ A A^\dagger \right\} + \beta_1 \text{Tr} \left\{ A A^T \right\}^2 + \beta_3 \text{Tr} \left\{ A A^\dagger (A A^\dagger)^\dagger \right\} + \beta_4 \text{Tr} \left\{ A A^\dagger \right\}^2 + \beta_5 \text{Tr} \left\{ A A^\dagger (A A^\dagger)^\dagger \right\},$$

where $A^T$ is the adjoint (transpose) of $A$. 

**FIG. 1.** The vortex core transition line, $T_V(p, H)$, for $H = 0$ G (solid green) separating the A-core and D-core vortex phases of $^3$He-B terminates at a triple point $(p_0, T_0) = (18.40 \text{bar}, 2.19 \text{mK})$. In a magnetic field the vortex core transition line extends to low temperatures down to $p = 0$ bar, as shown for $H = 284$ G (dashed green). For comparison the bulk AB transition lines for are shown in blue for $H = 0$ G (solid) and $H = 284$ G (dashed). The A-core phase supercools down to the metastability limit, $T_C(p, H)$, shown as the purple dashed line for $H = 284$ G. Experimental data for the transition on cooling (red diamonds) agrees well with the supercooling transition, while the data point at $p = 29.3$ bar taken on warming (red square/circle) agrees well with the calculated equilibrium vortex phase transition. The experimental data is from Ref. 12.
The nuclear Zeeman energy for spin-triplet pairs also plays a role in the determination of the vortex structure and phase diagram for the vortex phases of rotating $^3$He-B, even for relatively weak fields. The dominant field-dependent term in the GL functional is a bulk term representing a correction to the nuclear Zeeman energy from the condensate of spin-triplet Cooper pairs,

$$f_{\text{field}}[A] = g_z H_A \left( AA^\dagger \right)_{ab} H_B. \quad (3)$$

Note that microscopic pairing theory implies $g_z > 0 [17]$, in which case there is a cost in Zeeman energy for $S = 1, M_s = 0$ triplet pairs projected along $\mathbf{H}$.

Spatial variations of the order parameter also incur a cost in kinetic and bending energies described by the gradient terms,

$$f_{\text{grad}}[A] = K_1 A_{a,j,k} A_{a,j,k} + K_2 A_{a,j,k}^* A_{a,k,j} + K_3 A_{a,j,k} A_{a,k,j}, \quad (4)$$

where $A_{a,j,k} \equiv \nabla_j A_{a,i}$. The gradient energies and related currents are discussed in more detail in Sec. 6.

The nuclear magnetic dipole-dipole interaction energy per atom is of order, $n \langle \gamma \rangle^2 \sim 10^{-4} \text{mK}$. This is a very weak perturbation compared to the binding pairing energy of Cooper pairs of order, $T_c \sim 1 \text{mK}$. Nevertheless, the dipolar energy plays a central role in the NMR spectroscopy of the superfluid phases of $^3$He, and specifically the spectroscopy of the vortex phases of rotating $^3$He-B, because the dipole energy couples the spin and orbital degrees of freedom of the spin-triplet, p-wave condensate. Thus, in addition to the primary contributions to the GL functional (Eqs. [24]), the mean nuclear dipole-dipole interaction energy, contributes to the GL functional a term second-order in the order parameter,

$$f_{\text{dipole}} = g_D \left[ \text{Tr} \left\{ A \right\}^2 + \text{Tr} \left\{ AA^\dagger \right\} - \frac{2}{3} \text{Tr} \left\{ AA^\dagger \right\} \right], \quad (5)$$

where the material parameter, $g_D$, is determined by measurement of the slope of the square of the longitudinal resonance frequency, $\omega_0$, for bulk $^3$He-B $g_D = \frac{1}{2} g_0 (1 + F_0^2)^{-1} T_c (d h_0)^2 / d |T_c|$. [17] [18], where $F_0^2$ is the exchange interaction for normal-state quasiparticles in units of the Fermi energy per atom of $^3$He, and $g_0$ determines the bulk order parameter of $^3$He-B (c.f. Sec. 7). The nuclear dipole energy is too weak to affect the relative stability of the vortex phases. But, when treated perturbatively, describes the dipolar energy of textures in rotating $^3$He-B that are modified by the vortex currents and the intrinsic magnetization generated by rotation. These hydrodynamic and hydromagnetic effects are discussed in detail in Refs. 10-17. Here we are interested in the internal structure and stability of the vortices in rotating $^3$He-B, and thus we can neglect the nuclear dipole energy in our analysis of the energetics of the vortex phases.

**Material Parameters**

The material parameters, $\alpha_j, \beta_j, \{ K_\alpha \}_{\alpha = 1, 2, 3}$ multiplying the invariants defining the GL functional, which in general are functions of temperature and pressure, are determined by the microscopic pairing theory for $^3$He [19]. The coefficient of the second-order invariant determines the zero-field superfluid transition [17-20].

$$\alpha(T) = \frac{1}{4} N_f (T / T_c - 1), \quad (6)$$

where $N_f = m^* k_f / 2 \pi^2 \hbar^2$ is the single-spin normal-state density of states at the Fermi level expressed in terms of the quasiparticle effective mass, $m^*$, and Fermi wavenumber, $k_f$. In addition, the Fermi momentum, $p_f = h k_f$, Fermi velocity, $v_f = p_f / m^*$ and Fermi energy, $E_f = \frac{1}{2} v_f p_f$, determine the GL material parameters, all of which depend on pressure via the equilibrium density (see Table II of Appendix 6).

For the homogeneous bulk phase it is convenient to represent the order parameter matrix in terms of an amplitude and normalized matrix, $A = \Delta$ where $\text{Tr} \{ aa^\dagger \} = 1$. Then for any stationary solution of the bulk free energy functional, Eq. (1) the pair density is $\Delta^2 = |\alpha(p,T)|^2 \Delta_B$, where $\Delta_B$ is a local minimum of the functional $\beta_{aa} = \beta_2 + \beta_1 |\text{Tr} \{ aa^\dagger \}|^2 + \beta_3 |\text{Tr} \{ aa^\dagger \}|^2$, where $\beta_{aa} = \beta_4 |\text{Tr} \{ aa^\dagger \}|^2$. The corresponding bulk free energy density for the stationary solution is then, $f_a = \frac{1}{2} \alpha \Delta^2 = -\frac{1}{4} \alpha^2 / \beta_a$.

In weak-coupling BCS theory the relative values of the five-fourth-order materials parameters are uniquely determined,

$$2 \beta_{wc} = - \beta_{wc}^1 = - \beta_{wc}^2 = - \beta_{wc}^3 = - \beta_{wc}^4,$$  \quad (7)

where $\beta_{wc} = \frac{77 N_f \xi(3)}{240 (\pi k_B T_c)^{3/2}}$.

As a result the weak-coupling BCS formulation of GL theory predicts a unique bulk phase, the Balian-Wertherman (BW) state [21], is defined by $A^B_{aa} = \Delta_B \delta_{ab} / \sqrt{3}$ where $\Delta_B = \sqrt{\langle \alpha(T) / 2 \beta_B \rangle}$, which is the ground state at all pressures in zero magnetic field. The magnitude of the B-phase order parameter is defined by $\beta_B \equiv \beta_{B_2} + \frac{1}{2} \beta_{B_4}$ where $\beta_{B_4} = \beta_{B_2} + \beta_{B_4} + \beta_{B_6} + \ldots$ For the weak-coupling theory $\beta_{B_2} = \frac{3}{5} \beta_{wc}$. For comparison, the bulk A phase, first discussed as a possible ground state of $^3$He by Anderson and Morel (AM) [22], is defined by $A^AM_{aa} = \Delta_A (\xi_i + i \xi_f) / \sqrt{3}$, where $\Delta_A = \sqrt{\langle \alpha(T) / 2 \beta_A \rangle}$ with $\beta_A \equiv \beta_{A_2}$, which in the weak-coupling limit becomes $\beta_{wc}^2 = 2 \beta_{wc}^4$. Thus, in weak-coupling theory the A phase is never stable relative to the B phase.

For inhomogeneous states the coefficients of the gradient energies determine the response of the order parameter to strong perturbations, e.g. the spatial variations, both suppression and growth, of order parameter components in the cores of vortices and topological defects. In the weak-coupling limit the stiffness coefficients are all given by

$$K^1_{wc} = K^2_{wc} = K^3_{wc} = \frac{7 \xi(3)}{60} N_f \xi_{50}^2,$$  \quad (8)

where $\xi_{50} = \hbar v_f / 2 \pi k_B T_c$ is the Cooper pair correlation length in the $T = 0$ limit. At temperatures close to $T_c$ the correlation length for spatial variations of the order parameter is given by the GL coherence length,

$$\xi = \sqrt{\frac{K_1}{|\alpha(p,T)|}} = \frac{\xi_{GL}}{(1 - T / T_c)^{1/2}},$$  \quad (9)

where $\xi_{GL} = (7 \xi(3) / 20)^{1/2} \xi_{50}$ is the weak-coupling theory for the gradient energies.
The strength of the quadratic Zeeman energy for spin-triplet pairing is given by

$$g_{wc}^{sc} = \frac{7\zeta(3)}{48\pi^2} \frac{N_f (\gamma)^2}{(1 + F_0^2 k_B T_c)^2},$$  \hspace{1cm} (11)$$

where $\gamma$ is the nuclear gyromagnetic ratio for the $^3$He nucleus and $F_0^2$ is the exchange interaction. The latter is ferromagnetic, varying from $F_0^2 = -0.723$ at $p = 0$ bar to $F_0^2 = -0.778$ at melting pressure, $p = 34$ bar. Thus, combined with the large effective mass at high pressures the nuclear magnetic susceptibility is enhanced by an order of magnitude relative to the Pauli susceptibility at the same density. This enhancement was the basis for ferromagnetic spin-fluctuation exchange models for the superfluid transition to spin-triplet pairing [23]. For convenience we include all relevant material parameters as a function of pressure, with references to measured values, in Appendix.

### Strong-Coupling Theory

A strong-coupling formulation of GL theory that accounts for the relative stability of the bulk A- and B phases, and specifically the bulk A-B transition line, $T_{AB}(p)$ for pressures above the polycritical point, $p > p_{pcr}$ was introduced in Ref. [13]. This strong-coupling GL functional is defined by the fourth-order GL material parameters,

$$\beta(p, T) = \beta_{wc}^{sc}(p) + \frac{T}{T_c} \beta_{wc}^{sc}(p).$$  \hspace{1cm} (12)$$

The weak-coupling parameters, $\beta_{wc}^{sc}(p)$, are obtained from the leading order contribution to the Luttinger-Ward free-energy functional as an expansion in the small parameter $T_c / T_f$, where $T_f \approx 1$ K is the Fermi temperature. The $\beta_{wc}^{sc}(p)$ are expressed in terms of pressure-dependent material parameters as shown in Eq. [7] and can be calculated from the material parameters provided in Table [1] of Appendix.

The next-to-leading order corrections to the weak-coupling GL functional enter as corrections to the fourth-order weak-coupling material coefficients. These terms are of order $\Delta \beta_{wc}^{sc} \approx \bar{\beta}_{wc}^{sc}(T/T_f) / \langle w_i | T | w_i \rangle$, where $\langle w_i | T | w_i \rangle$ is a weighted average of the square of the scattering amplitude for binary collisions between quasiparticles on the Fermi surface [24]. At high pressures, strong scattering of quasiparticles by long-lived spin fluctuations largely compensates the small parameter $T / T_f$, resulting in substantial strong-coupling corrections to the weak-coupling theory, and the stabilization of the AM state as the A phase [25].

In the analysis of the stability of the vortex phases of $^3$He-B we use improved results for the strong-coupling parameters based on a recent determination of the effective interactions and scattering amplitudes that account for the body of normal-state thermodynamic and transport data on liquid $^3$He over the full pressure range below the melting pressure, as well as the heat capacity jumps for the bulk A and B phases at $T_c(p)$ in zero field [13]. The results of this analysis provide a quantitative theory for the thermodynamic properties of the bulk A and B phases of superfluid $^3$He at all pressures, including a quantitative determination of the bulk A-B transition line, $T_{AB}(p)$, for pressures above the polycritical point, $p_{pcr}$, as well as the temperature dependence of the free energy, entropy and heat capacity at all temperatures below $T_c$. The strong-coupling corrections to the $\beta$-parameters obtained from microscopic theory [14], listed in Table [1] of Appendix, reproduce the heat capacity jumps for the A and B transitions over the full pressure range. In particular, the A phase correctly appears as a stable phase above the polycritical point $p_{pcr} = 21.22$ bar. However, in the standard formulation of the GL theory in which the $\beta$-parameters are evaluated at $T_c$, and thus treated as functions only of pressure, the A phase is the only stable phase for all temperatures and pressures above $p_{pcr}$, i.e. the standard fourth-order GL theory fails to account for the bulk A-B transition at $T_{AB}(p)$.

In Ref. [13] the missing A-B transition line was traced to the omission of the temperature dependence of the fourth-order $\beta$ parameters in the neighborhood of a triple point. The latter is defined by the intersection of the second-order transition line given by $\alpha(T_c, p) = 0$, and the first-order boundary separating the A- and B-phases given by $\Delta \beta_{AB}(T_{AB}, p) = \beta_A - \beta_B = 0$, where $\beta_A \equiv \beta_{245}$ and $\beta_B \equiv \beta_{12} + \frac{3}{2} \beta_{245}$ At the PCP we have $T_{AB}(p_{pcr}) = T_c(p_{pcr})$. But, for $p > p_{pcr}$ the lines separate and we must retain both the temperature and pressure dependences of $\Delta \beta_{AB}(T, p)$ to account for $T_{AB}(p)$ in the vicinity of $p_{pcr}$. The degeneracy between the A- and B-phases near $p_{pcr}$ is resolved by retaining the linear $T$ dependence of the strong-coupling corrections to the $\beta$ parameters. The suppression of the strong-coupling terms originates from the reduction in phase space for quasiparticle scattering with decreasing temperatures, and is the basis for the temperature scaling of the strong-coupling corrections in Eq. [12]. The analysis and predictions for the vortex phases of superfluid $^3$He reported here are based on the strong-coupling material parameters calculated and reported in Ref. [14], combined with the known pressure-dependent material parameters, $m^*$, $\nu_f$, $T_c$, and $\xi_0$ as listed in Table [1] in Appendix, and the temperature scaling in Eq. [12] that accounts for the reduction in strong-coupling effects below $T_c$. The resulting bulk phase diagram predicted by strong-coupling GL theory accounts remarkably well for the experimental A-B transition line, $T_{AB}(p)$, as shown in Fig. [1] as well as the heat capacity jumps of the bulk A and B phases. We emphasize that the predictions of the relative stability of the A and B phases by the strong-coupling GL functional is validated by microscopic calculations of $T_{AB}(p)$ [14] based on the formulation of the strong-coupling theory developed in Refs. [19] [24] [26].

### VORTEX STATES IN SUPERFLUID $^3$HE-B

For rotating equilibrium of superfluid $^3$He-B the inter-vortex spacing for singly-quantized, axially symmetric vortices organized on a hexagonal lattice is $d = (\kappa/\sqrt{3\xi_0})^{1/2}$. For an angular velocity of $\Omega = 1.7$ rad/s the vortex unit cell dimension is $d = 0.150$ mm $\approx 6.7 \times 10^4 \xi_0$ at $p = 18$ bar. Thus, most of the vortex unit cell is occupied by a texture of the bulk B phase,

$$A_{ar}(r) = \Delta \theta R_{ar}[\hat{n}, \theta] e^{i\Phi},$$  \hspace{1cm} (13)$$

where $R_{ar}[\hat{n}, \theta]$ is an orthogonal matrix that defines the relative angle of rotation, $\theta$, about the local axis $\hat{n}$, between the spin- and orbital coordinates of the Cooper pairs.

The texture, $\hat{n}(r)$, is determined by a competition of surface and bulk nuclear dipolar energies, modified by the pair-
Thus, we can choose a convenient computational cell di-
orbital coordinates of the Cooper pairs \[8, 17\]. In particu-
treated perturbatively after the vortex structure is calculated
breaking and orienting effects of the vortex flow and the
intrinsic vortex magnetization. These textural energies are
treated perturbatively after the vortex structure is calculated
for a fixed choice of the relative orientation of the spin and
orbital coordinates of the Cooper pairs \[8, 17\]. In particu-
lar, we can neglect the nuclear dipole energy for distances
\(r < \xi_0 = \sqrt{K_1/g_0} \approx 15 \mu m \approx 6.7 \times 10^8 \xi_0\) at \(p = 18\) bar.
Thus, we can choose a convenient computational cell di-
cision \(\xi_0 < d_c < \xi_0\) which allows a converged solution at

**Euler-Lagrange Equations**

To determine equilibrium and metastable vortex phases
we obtain stationary solutions of the strong-coupling GL
functional, \(\mathcal{F}[A]\), defined by Eqs. 1-4. The equilibrium
and metastable states in zero field are solutions of the Euler-
Lagrange equations of \(\mathcal{F}[A]\) defined by the functional gra-
dient, \(G[A] \equiv \delta \mathcal{F} / \delta A = 0,
\[
-\alpha(T)A_{ai} + K_1 \nabla^2 A_{ai} + (K_2 + K_3) \nabla \nabla \cdot A_{ai} \\
-2 \left[ \beta_1 A_{aj}^* \text{Tr} \{ A A^T \} + \beta_2 A_{aj} \text{Tr} \{ A A^T \} + \beta_3 ( A A^T ) A_{aj} \right] \\
+ \beta_4 ( A A^T ) A_{ai} + \beta_5 ( A A^T ) A_{aj} = 0.
\]

(14)

In zero magnetic field, at distances far from the core of a
glued vortex, \(|r| \gg \xi\), the order parameter approaches
the bulk phase order parameter with a global phase that
reflects the topological winding number of the vortex,
\[
A_{ai}(r) \rightarrow \frac{\Delta_B}{\sqrt{\xi}} \delta_{ai} e^{i \Phi(r)},
\]

(15)

where \(\Phi(r)\) is constrained by phase quantization, \(\int \nabla \Phi \cdot dr = p 2\pi\), which we enforce with
\(\Phi(r) = p \phi \) imposed on the computational boundary, where
\(\phi\) is the azimuthal angle in cylindrical coordinates defined
with respect to the phase singularity.

For external fields parallel to the axis of rotation, \(Hz\), we must add a term representing the Zeeman energy,
distances well beyond the vortex core, but still at distances
well within the dipole coherence length. Thus we can omit
the dipole energy and work in a convenient spin- and orbital
coordinate system. We use the basis of aligned spin and
orbital coordinates to determine the vortex structures and free
energy of the vortex states, and in the calculations reported
here the computational cell dimension is \(d_c = 60\xi\), where
\(\xi\) is the temperature-dependent coherence length defined in
Eq. 10

\[ g_2 H^2 \delta_{ae} A_{ae}, \]

which relaxes to a stationary state satisfying Eq. 14, i.e.
\(G[A]_{ai} = 0\). Here we use the quasi-Newton, Limited-

**Broyden–Fletcher–Goldfarb–Shanno** algorithm (L-
BFGS) \[27, 28\] to obtain stationary state solutions of \(G[A] = \)

\[
\frac{\partial A_{ai}}{\partial r} = -\Gamma \frac{\delta \mathcal{F}}{\delta A_{ai}} = -\Gamma G[A]_{ai},
\]

(19)
Amplitudes and phases of the components of the o-vortex at $p = 10$ bar and $T = 0.25 T_c$, shown on a square grid with $x$ and $y$ ranging from $[-5 \xi, 5 \xi]$. The computational grid was $60 \xi \times 60 \xi$ with grid spacing $h = 0.1 \xi$. The o-vortex retains the maximal symmetry of the stationary vortex solutions for the B-phase; axial rotation symmetry and time-reversal symmetry are preserved. Amplitudes with $N = 0$ and $N = 2$ vanish by symmetry. Thus, the o-vortex has vanishing condensate density in the core.

Initialization & Soft Modes of the Order Parameter

The stationary “o-vortex” is obtained by initialization of the order parameter as a singly-quantized local B-phase vortex of the form $A_{B}(r) = \frac{1}{\sqrt{3}} \Delta B \tanh(|r|/\sqrt{3}\xi) \delta_{01} \exp(i\phi)$. However, to target vortices with lower symmetry we need to break additional symmetries, and it is useful to identify the soft modes of the order parameter associated with relative spin-orbit rotation symmetry of bulk $^3$He-B.

In the absence of boundaries, magnetic fields, rotation and neglecting the nuclear dipole energy the bulk B phase order parameter has a large degeneracy space associated with relative spin-orbit rotations described by the rotation matrix $R_{\alpha\beta}(\mathbf{n}, \theta)$, which defines the orientation of the spin coordinates of the Cooper pairs relative to the orbital coordinate axes.

For the analysis of the internal structure of vortex states in rotating $^3$He-B, and their relative energies, the spin-orbit rotational degeneracy is partially resolved by the vortex flow. At distance scales $\xi \ll r \ll \xi_0$ the spin-orbit rotational degeneracy is a soft mode leading to some amplitudes of the order parameter developing long-range, power-law tails $\propto 1/r, 1/r^2$. The slow spatial variations of these modes for vortices in $^3$He-B is discussed in detail in Refs. [13][17][30][31]. In our analysis we use the asymptotic behavior of the soft-modes to target specific stationary vortex solutions. For the A-core vortex, we initialize the components, $A_{xz}$ and $A_{zx}$, to vary as $1/r$ and components, $A_{xy}$ and $A_{yx}$, to vary as $1/r^2$ for $|r| > 5 \xi$. To target the D-core vortex, we initialize by breaking axial symmetry by introducing a change in sign between the $A_{xz}$ and $A_{yz}$ amplitudes, and seed the cores of the amplitudes with $4\pi$ phase winding (c.f. Eq. 25 in Sec. ) by initializing $A_{xz}$, $A_{zx}$, $A_{xy}$, and $A_{yx}$ with non-zero values in a small region of the core near $r = (0,0)$.

Axially Symmetric Vortex States in $^3$He-B

For axially symmetric, singly-quantized vortices, the circulation of each vortex in the asymptotic limit, $|r| \gg \xi$, $\int \nabla \Phi \cdot dl = 2\pi$, is satisfied by $\Phi(r) = \phi$. The resulting mass current and moduli of the amplitudes for all components of the order parameter are axially symmetric. The simplest axially symmetric vortex is the local B-phase vortex first discussed by Ohmi et al. [15]. The B phase of $^3$He is invariant under joint spin and orbital rotations. Thus, for axially symmetric vortices, or vortices with weakly broken axial symmetry, it is instructive to represent the order parameter in the basis of angular momentum eigenvectors, $\{\lambda^\mu|\mu = -1,0,1\}$, where $\lambda^0 = \mathbf{z}$ and $\lambda^\pm = (\mathbf{\hat{x}} \pm i\mathbf{\hat{y}})/\sqrt{2}$. These basis vectors satisfy the orthogonality relations, $\lambda^\mu \cdot \lambda^\nu = \delta^{\mu\nu}$. We can transform a p-quantized vortex from the spin-orbit aligned Cartesian basis to the angular momentum basis by writing

$$A_{B}(r) = \frac{\Delta B}{\sqrt{3}} \sum_{\mu,\nu} \lambda^\mu_\nu \langle A^{\mu\nu}(r) \rangle \lambda^\nu.$$  \hspace{1cm} (20)

where $A^{\mu\nu}(r) \equiv C_{\mu\nu}(r) e^{i\mu\nu\phi}$ are the complex order parameter amplitudes in the angular momentum basis, expressed in terms of amplitudes, $C_{\mu\nu}(r)$, and phases, $\phi_{\mu\nu} = N_{\mu\nu} \phi$. The $N_{\mu\nu}$ are integer winding numbers for the phase of the $\mu, \nu$ component. Asymptotically, for a p-quantized vortex of the B-phase

$$A_{B}(r) \rightarrow \frac{\Delta B}{\sqrt{3}} \delta_{01} e^{i\phi \cdot \mathbf{r}}.$$  \hspace{1cm} (21)
A p-quantized B phase vortex that is also axially symmetric is an eigenstate of the generator for axial rotations, i.e.

$$J_z A_{\mu}(r) = j \hbar A_{\mu}(r),$$  \hspace{1cm} (22)

with \( j \in \{0, \pm 1, \pm 2, \ldots \} \). The total angular momentum projected along the axis of symmetry, \( J_z = L_{z}^{\text{int}} + L_{z}^{\text{rim}} + q_{\text{rim}} \), is the sum of the operator for the center-of-mass orbital angular momentum of the Cooper pairs, \( L_{z}^{\text{int}} = -i \hbar \partial_{\phi} \), and the internal orbital and spin angular momentum operators, \( L_{z}^{\text{int}} \) and \( S_{z}^{\text{int}} \). The latter yield,

$$L_{z}^{\text{int}} \lambda^\gamma = \nu \hbar \lambda^\gamma, \quad S_{z}^{\text{int}} \lambda^\mu = \mu \hbar \lambda^\mu. \hspace{1cm} (23)$$

The condition in Eq. (22) must also apply to the asymptotic limit in Eq. (21), which requires \( j = p \). Imposing the axial symmetry condition, \( J_z A_{\mu}(r) = p A_{\mu}(r) \), for any \( |r| \) then fixes the phase of each \((\mu, \nu)\) component, \( N_{\mu \nu} = p - \mu - \nu \). Thus, the form of the order parameter for a p-quantized, axially symmetric vortex becomes \([15]\).

$$A_{\mu}(r) = \frac{A_{\mu}^R}{\sqrt{3}} \sum_{\mu, \nu} \lambda_{\mu \nu} \left[ C_{\mu \nu}(r) e^{i(p-\mu-\nu)\phi} \right] \lambda_{\mu \nu}. \hspace{1cm} (24)$$

For a singly-quantized \((p = 1)\) B phase vortex we can organize the components into a matrix labeled by the orbital and spin angular momentum indices,

$$[A_{\mu \nu}^R] = \begin{pmatrix} C_{++} e^{-i\phi} & C_{+0} & C_{+-} e^{i\phi} \\ C_{0+} e^{i\phi} & C_{00} & C_{0-} e^{2i\phi} \\ C_{-+} e^{i\phi} & C_{-0} e^{-2i\phi} & C_{--} e^{3i\phi} \end{pmatrix}. \hspace{1cm} (25)$$

In Fig. [3] we show the amplitude and phase structure of a stationary solution of Eq. (22) for the most symmetric singly quantized vortex state in \(^3\)He-B. This is the “\(o\)-vortex”, or “normal-core vortex”, which is “singular” in the sense that all non-vanishing components incur a phase winding, and therefore force these amplitudes to vanish as \(|r| \rightarrow 0\). This is clear from the results shown in Fig. [3] where the dominant components are \(C_{+-}, C_{00}\) and \(C_{-+}\), all of which vanish as \(|r| \rightarrow 0\). Each of these dominant amplitudes have the same phase winding, \(\phi_{+} = \phi_{00} = \phi_{-} = \phi\), as shown in the corresponding phase plots of Fig. [3]. In addition, the \(o\)-vortex develops very small sub-dominant amplitudes, \(C_{++} \) and \(C_{--}\), with phase windings of \(N_{++} = -1\) and \(N_{--} = +3\), respectively, also shown in Fig. [3].

A key observation regarding the \(o\)-vortex is that the two amplitudes with zero phase winding, \(C_{0+}\) and \(C_{+0}\), are identically zero. The amplitude \(C_{0+}\) represents the equal-spin, chiral A phase with intrinsic angular momentum \(J_{z}^{\text{int}} = +\hbar\) from the orbital state of the Cooper pairs, while \(C_{+0}\) is the \(\beta\)-phase, also with \(J_{z}^{\text{int}} = +\hbar\) from the spin state of the Cooper pairs. Components with zero phase winding can support finite amplitudes in the vortex core. This was the observation of Ref. [7], and the basis for the prediction of a ferromagnetic vortex in which both amplitudes, \(C_{0+}\) and \(C_{+0}\), are finite in the core. This is the “A-core” vortex, which is a stationary solution of the GL equations (Eqs. [14]).

At sufficiently high pressure the strong-coupling corrections that stabilize the bulk A phase also stabilize the A-core vortex as the lowest energy vortex phase in \(^3\)He-B. As a result the A-core vortex has a “superfluid core”, with finite condensate density, \(T_{c} [A_{1}^R] \) as shown in Fig. [2]. Furthermore, the vortex circulation induces, via the Barnett effect, \([32]\) a substantial spin polarization in the form of the \(\beta\) phase, discussed in more detail in Sec. [3].

Figure [4] shows a stationary solution of Eqs. [14] with axial symmetry which hosts both the chiral A-phase \((C_{0+})\) and \(\beta\) phase \((C_{+0})\) with non-zero amplitudes in the vortex core. Note the large A-phase density, as well as the finite, but reduced, \(\beta\)-phase density in the core. Since there is no phase winding to suppress these amplitudes they grow to values near the corresponding homogeneous bulk values of a superposition of confined A and \(\beta\) phases. Thus, the ratio of

![Figure 4](image_url) Amplitudes and phases of the components of the A-core vortex at \(p = 34\) bar and \(T = 0.75 T_{c}\), shown and computed on the same grid as that in Fig. [3]. The key amplitudes defining the A-core vortex are the amplitudes with zero phase winding - the A phase \(C_{0+}\), and the spin-polarized \(\beta\) phase, \(C_{+0}\). The amplitudes with winding number \(N = 2\), \(C_{-+}\) and \(C_{--}\), are also important in terms of the relative stability between the A-core and D-core vortex states, as discussed in Sec. [3].

![Figure 5](image_url) Amplitudes and phases of the components of the D-core vortex at \(p = 20\) bar and \(T = 0.55 T_{c}\), shown and computed on the same grid as that in Fig. [3]. The key amplitudes and phases defining the D-core vortex are those with \(N = 2\) phase winding, \(C_{2+}\) and \(C_{-2}\). The D-core accommodates the double phase winding by dissociation into two \(N = 1\) vortices, allowing the corresponding amplitudes to grow. This is important for the stability of the D-core vortex relative to the A-core and \(o\)-vortex, as discussed in Sec. [3]. The dissociation of the \(N = 2\) vortices is responsible for the broken axial symmetry that is clearly shown in all the amplitudes and phases.
the two condensate densities in the A-core vortex is of order \(|C_{\phi}(0)|^2/|C_{-\phi}(0)|^2 \approx 0.1\) at \(p = 34\) bar based on the strong-coupling enhancement of the A phase as shown in Fig. 4.

**Non-Axial Symmetric Vortex States in \(^3\)He-B**

Axial symmetry forces amplitudes with winding numbers \(N = 2\), i.e. \(C_{\phi} = C_{-\phi}\), to be quadratically suppressed in the core as is shown in Fig. 4 for the A-core vortex (these amplitudes are zero by symmetry for the o-vortex).

For doubly quantized vortices the quadratic suppression of the potential reduction in core energy from the amplitudes with zero phase winding. For the A-core vortex these amplitudes, \(C_{\phi}\) and \(C_{-\phi}\), with \(N = 0\) are favorable because of strong-coupling energies. Thus, there is a competition between a gain in condensation energy by dissociation of the amplitudes with \(N = 2\) winding numbers and the loss in condensation energy of the \(N = 0\) amplitudes favored by strong-coupling and Zeeman energies. This competition is responsible for the stabilization of the D-core vortex as the temperature is lowered below \(T_\text{V}(p, H)\), where strong-coupling energies are no longer sufficient to stabilize the axially symmetric A-core vortex, shown as the solid (dashed) green phase boundary for zero field \((H = 284\) G) in Fig. 3.

At low pressures and low temperatures where strong coupling energies are relatively small the A-core vortex is no longer competitive with the D-core vortex. Furthermore, the o-vortex is never competitive with the D-core vortex, since forcing the \(N = 0\) components to vanish incurs too large a cost in condensation energy for the o-vortex compared to the D-core vortex, even in weak-coupling theory.

The splitting of the \(N = 2\) vortices into a pair of \(N = 1\) vortices is shown clearly in the plots of the phases \(\phi_{0}\) and \(\phi_{-1}\) in Fig. 5 as is the growth in the amplitude for these components compared to their suppressed values in the A-core vortex. What is also clear is that the origin of the broken axial symmetry is the splitting of the \(N = 2\) phase singularities. This splitting of the \(C_{\phi} = C_{-\phi}\) vortices along the \(y\) axis breaks axial rotation symmetry, and generates a substantial uniaxial anisotropy in the amplitudes \(C_{\phi}\) and \(C_{-\phi}\), as well as all other components. The connection between the broken of the core amplitude, combined with the cost in kinetic energy, generally leads to dissociation of doubly quantized vortices into a pair of singly quantized vortices in order to recover lost condensation energy for fixed total circulation.

Thus for the A-core vortex, if the amplitudes with \(N = 2\) winding numbers were to dissociate into a pair of \(N = 1\) vortices then the result would be a gain in condensation energy due to increased condensate amplitudes \(C_{\phi} = C_{-\phi}\) in the core.

Axial symmetry of the D-core vortex and the dissociation of the \(N = 2\) vortices in \(C_{\phi} = C_{-\phi}\) along the \(y\) axis is particularly evident in the mass current distribution discussed below and shown in the right panel of Fig. 6 where the pair of dissociated mass current vortices located at \(y \approx \pm 1.5\) \(\xi\) dominate the internal structure of the D-core vortex mass current distribution.

**Mass Current Density**

Galilean invariance in pure \(^3\)He has important implications for the transformation of velocities and mass currents in both normal and superfluid \(^3\)He. In particular the order parameter transforms as \(A_{\alpha}(\mathbf{r}) \rightarrow A_{\alpha}(\mathbf{r}) e^{-i2\mathbf{n} \cdot \mathbf{r}/\hbar}\) under a Galilean boost with velocity \(\mathbf{v}\). Thus, the phase of the order parameter undergoes a local gauge transformation, or equivalently, \(\mathbf{v}_\mathbf{\varphi} \equiv (\hbar/2m)|\nabla\varphi|\mathbf{u}\), transforms as a velocity field under a Galilean boost, \(\mathbf{v}_\mathbf{\varphi} \rightarrow \mathbf{v}_\mathbf{\varphi} - \mathbf{u}\). Galilean invariance also implies that the free energy density transforms as \(f \rightarrow f - \mathbf{j} \cdot \mathbf{u} + O(u^2)\) where \(\mathbf{j}\) is the mass current density. For a boost from the rest frame of the normal excitations, i.e. \(\mathbf{v}_n = 0\), the gradient terms in the GL free energy density transform as \(f_{\text{grad}} \rightarrow f_{\text{grad}} - \mathbf{j}_n \cdot \mathbf{u} + O(u^2)\). Therefore, by carrying out the boost transformation we obtain the superfluid mass current density in the rest frame of the excitations, expressed in terms of Cartesian components,

\[
\mathbf{j}_{\mathbf{u}i} = \frac{4m}{\hbar} [K_1 A_{\alpha j} \nabla A_{\alpha j} + K_2 A^*_{\alpha j} \nabla A_{\alpha j} + K_3 A^*_{\alpha j} \nabla A_{\alpha j}].
\]  

(26)

Far from the vortex core the phase gradient is small, \(|\nabla\varphi| \ll \pi\), or equivalently the flow velocity is small compared to the maximum sustainable condensate velocity, i.e.
The mass current recovers axial symmetry in the limit $|r| \to \infty$, however, the anisotropic corrections to axial flow decay slowly as $1/r^2$. Equation (27) provides the characteristic scale for the vortex mass currents in rotating $^3$He-B.

$$j_c = 2(2m/h)^2(K_1 + (K_2 + K_3)/3)|\Delta_0^f (h/\xi)|.$$  
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(spin) density of the Cooper pairs. The bulk B phase is time-reversal symmetric with $s_{\text{bulk}} \equiv 0$. Thus, the gyromagnetic effect observed in rotating $^3\text{He}$ is a manifestation of intrinsic spin polarization of vortices, driven by vortex currents in the core region. This is a vortex manifestation of the Barnett effect [32], discussed in the context of vortices in the $^3\text{P}_2$ neutron superfluid predicted to exist in the interiors of rotating neutron stars [38] [39].

The intrinsic magnetization (spin polarization) for axially symmetric vortices takes a simple form when expressed in terms of amplitudes defined in the angular momentum basis, 

$$
\mathbf{m}(r) = m_0 \sum \nu \left( |C_+|^2 - |C_-|^2 \right) \mathbf{\hat{\Omega}} + \mathbf{m}_\perp(r). \tag{34}
$$

In addition to the axial component of the magnetization there is a transverse magnetization density, $\mathbf{m}_\perp(r)$, which integrates to zero for all stationary vortex states, both the axially symmetric o-vortex and A-core vortex with $\mathbf{m}_\perp = m_\perp(r) \mathbf{\hat{r}}$, as well as the axially asymmetric D-core vortex. The magnitude of the intrinsic magnetization density is given by [38] [39].

$$
m_0 \equiv g_e^2 \Delta_0^2 \approx n(\hbar) \ln(E_f/k_B T_c) (\Delta_0/E_f)^2. \tag{35}
$$

While all spin-triplet vortices generate an intrinsic spin polarization, symmetry constraints on the phase winding of the order parameter components that inhabit the vortex core, as well as strong-coupling terms in the free energy functional that stabilize vortex core states with zero phase winding, lead to vortex-core magnetic moments that reflect the symmetry of the vortex core order parameter. In the case of the high-pressure phases of rotating $^3\text{He}$-B the A-core vortices, which host the ferromagnetic $\beta$ phase in the core, possess a substantial non-vanishing magnetization density in the cores. The D-core vortex phase also has a substantial vortex magnetization, which also reflects the double-core structure of that phase. The vortex magnetization density is shown for both phases in Fig. 8. The total magnetic moment of the A- and D-core vortex phases, $\mathbf{m} = \int d\mathbf{r} \mathbf{m}(\mathbf{r})$, exhibits a discontinuity at the first-order vortex phase transition. For example, the magnetization per unit length ($M/L_o$), per vortex jumps from $M_A/L_o = 2.95 m_0 \xi^2$ in the A-core phase to $M_D/L_o = 5.36 m_0 \xi^2$ in the D-core phase at $T = 2.0\text{mK}$ and $p = 15.0\text{bar}$.

The direction of the vortex magnetization is selected by the angular velocity, i.e. $\mathbf{m}_\perp = m_\perp(r) \mathbf{\hat{r}}$. As a result the linear Zeeman energy, $\int \mathbf{f}_z^z = -m_\perp(r) \mathbf{\hat{r}} \cdot \mathbf{H}$ is the origin of the gyromagnetic effect observed in the NMR spectrum for the phases of rotating $^3\text{He}$-B.

### Magnetic Susceptibility

At sufficiently low magnetic fields the magnetization is determined by the nuclear magnetic energy,

$$
\mathcal{F}_{\text{Zeeman}} = -\frac{1}{2} \int d^3r \mathbf{H} \cdot \mathbf{\alpha} \left( \chi_{\alpha\beta}(r) \mathbf{H} \right) \mathbf{\beta}, \tag{36}
$$

evaluated with the zero-field order parameter, i.e. neglecting order parameter distortion by the external field. For fields $\mathbf{H} \parallel \mathbf{z}$ the corresponding local magnetic susceptibility is

$$
\chi_{zz}(r)/\chi_N = 1 - 2 g_e \sum \lambda |A_{\lambda z}(r)|^2. \tag{37}
$$

![Figure 8. Magnetization profiles, $m_A$ and $m_D$, for the A- and D-core vortices, respectively. Insets: density plots of the same. For the A-core phase: $p = 34\text{ bar}$ $T = 0.75 T_c = 1.86\text{ mK}$. For the D-core phase: $p = 20\text{ bar}$ $T = 0.55 T_c = 1.23\text{ mK}$.](image8)

Figure 9 shows our results for the local susceptibilities of the A- and D-core vortices. The D-core vortex has the larger susceptibility, and thus we expect that the equilibrium vortex transition line to shift to higher temperatures with the application of a weak magnetic field. This is indeed what we find from self-consistent solutions of the GL equations when we include the Zeeman energy in Eq. 3. Figure 10 shows the evolution of the equilibrium vortex transition temperature with field, $T_V(p, H)$, for $p = 34\text{bar}$. The initial increase of $T_V$ with field is indicative of susceptibilities for the A- and D-core vortices. However, at fields $H > 40\text{G}$ the transition temperature reaches a maximum, then decreases with increasing field, such that $T_V(p, H = 284\text{G}) = 1.755\text{ mK} < T_V(p, H = 0) = 1.878\text{ mK}$. The increase in $T_V$ relative to the zero-field transition for $H > 60\text{mK}$ results from distortion on the vortex-core order parameters by the field, which dominates the Zeeman term even at relatively low fields due to the near degeneracy of the two vortex phases. This leads to the equilibrium vortex phase transition line, $T_V(p, H)$,
The phases and phase transitions observed in rotating the bulk A-B transition, which is the region most relevant to the polycritical point pressure and temperatures below the entire pressure range, and specifically the phase diagram coupling GL theory discussed in Sec. , allows us to explore the reality of phases over the experimentally relevant region of the critical point pressure, \( p_{\text{CP}} \), and for the background B-phase order parameter given in Eq. 16. Our results neglect the dipolar interaction within the computational cell, \( \xi \ll d \ll \xi_0 \), but include the effects of vortex counterflow and field-induced gap distortion. The weak nuclear dipole energy of \(^3\)He-B confined in the cylindrical experimental cell used in the rotating \(^3\)He-B experiments reported in Ref. introduces a large-scale texture of the background B-phase that varies on the scale of the cell radius, \( R \approx 2.5 \text{ mm} \). A discussion of the effects of nonaxial magnetic fields, as well as the possibility of weak inhomogenous broadening from large scale textural effects, is included in this article.

We note that Kasamatsu et al. recently published a report on the effects of nonaxial magnetic fields on the structure of vortices in rotating \(^3\)He-B. They use the set of strong-coupling GL material parameters obtained from analysis of several experiments by Choi et al. However, their calculations are based on the standard GL free energy functional. This limits their analysis of relative stability of vortex phases in \(^3\)He-B to pressures below the polycritical point and field, \( p_{\text{pol}} = 21.22 \text{ bar} \), and temperatures very close to \( T_c \), thus precluding an analysis of the stability of phases over the experimentally relevant region of the \( p - T - H \) phase diagram. Our analysis, based on the strong-coupling GL theory discussed in Sec. , allows us to explore the entire pressure range, and specifically the phase diagram above the polycritical point temperature and pressures below the bulk A-B transition, which is the region most relevant to the phases and phase transitions observed in rotating \(^3\)He-B.

**EQUILIBRIUM & METASTABILITY TRANSITIONS**

The experimental transition between the two distinct vortex phases of rotating \(^3\)He-B is hysteretic as shown in Fig. 1 of Ref. . The vortex phase transition on cooling occurs at much lower temperature than the phase transition on warming. This is indicated on the pressure-temperature phase diagram for \( p = 29.3 \text{ bar} \) the transition on cooling occurs at \( T^*_c = 1.43 \text{ mK} \) while the transition on warming occurs at a higher temperature which we estimate to be \( T_v = 1.81 \text{ mK} \). The latter was identified as the temperature at which the NMR satellite frequency splitting measured on warming merges with that measured on cooling. There is some uncertainty in this value because both A-core and D-core vortices are local minima of the free energy functional. Thus, on warming the heat flux of quasiparticles may heat the vortex cores and prematurely convert some D-core vortices to A-core vortices. Thus, a smooth extrapolation of the NMR splitting on warming yields \( T^*_v \approx 1.85 \text{ mK} \), also indicated in Fig. 1. This is the only data we found in the literature for the transition on warming. The data for the transitions on cooling for all reported pressures was obtained from Fig. 2 of Ref. . All data reported in this paper was converted from the Helsinki temperature scale to the widely accepted Greywall scale according to \( T_{\text{Greywall}} = 0.89 T_{\text{Helsinki}} \). The transitions on cooling all exhibit a sharp drop in the NMR frequency at the same temperature independent of rotation speed. There is no further supercooling, indicating that \( T^*_v \) is a global instability below which there is only one phase that is a local minimum of the free energy.

The theoretical results we report for the phase diagram in Fig. 1 are based on precise numerical solutions of the strong-coupling GL equations for the vortex phases of rotating \(^3\)He-B. The experimental transition on warming at \( p = 29.3 \text{ bar} \) and \( H = 284 \text{ G} \) is in close agreement with our determination of the equilibrium transition line, \( T_v(p, H) \), at that pressure and field. We identify the warming transition as the equilibrium vortex phase transition, i.e., point in the \( (p, T) \) plane where the free energies of the two phases are equal. This interpretation is based on our calculations of the free energies of the high-temperature, high-pressure A-core phase and the low-temperature, low-pressure D-core phase. In particular, the equilibrium transition line calculated as the locus of points where the A-core and D-core free energies are equal is shown in Fig 1 for zero field as the solid green line. This transition line terminates on the bulk transition line at a triple point \( (p_{\text{tr}}, T_c, p_c) \). Thus, there is a window within the B phase where the A-core vortex phase is the equilibrium phase even in zero field, with the A phase and \( \beta \) phase inhabiting the cores of vortices within the A-core phase. The A phase is able to grow within the B-phase vortex core because of the suppression of the B-phase amplitudes with winding number \( N = 1 \): \( C_{00}, C_{-1} \) and \( C_{-1} \) and the absence of any suppression for the \( N = 0 \) amplitudes: \( C_{0+} \) and \( C_{-0} \). Thus, with strong-coupling support for the A-phase the A-core vortex is stabilized at sufficiently high pressure and high temperature in the region shaded in green in Fig 1. Also shown is the equilibrium region of the A-core vortex phase for the field of \( H = 284 \text{ G} \). Note that the equilibrium region of the A-core phase is extended to lower temperatures (c.f. Fig. 10) and pressures within the range, \( T_v(p, H) < T < T_{\text{GP}}(p, H) \), as shown by the dashed green line in Fig. 1. Our analysis also shows that the region between the transition at \( T_v(p, H) \) and the transition at \( T_v(p, H) \) corresponds to the region in which the high-temperature A-core vortex phase is a metastable local minimum of the free energy, but is not the global minimum. Thus, the A-core phase supercools to the lower temperature,
\( T_V^* \), below which the high-temperature A-core phase is globally unstable to the D-core phase. Indeed, the observed transitions on cooling for \( H = 284 \) G, over the pressure range 20 bar \( \lesssim p \lesssim 34 \) bar, agree well with our theoretically determined metastability transition, \( T_V^*(p,H) \), at which the A-core vortex phase is globally unstable to the D-core vortex phase.

The supercooling transition at \( T_V^*(p,H) \) shown as the dashed purple line in Fig. [1] and the much larger region of metastability of the A-core vortex phase (shaded in pink), was obtained by starting at high pressure and high temperature in the region of global stability of the A-core vortex phase, then lowering temperature slightly below \( T_V(p,H) \), where the D-core vortex is the global minimum, and initializing the order parameter with the higher temperature A-core order parameter field plus a small admixture (“seed”) of the D-core order parameter, i.e. \( A^{\text{A-core}}(p,T_{\text{new}}) = A^{\text{D-core}}(p,T_{\text{new}}) + \epsilon A^{\text{D-core}}(p,T_{\text{new}}) \), where \( \epsilon \ll 1 \). Throughout the region bounded by \( T_V(p,H) \) and \( T_V^*(p,H) \) (shown in pink) the vortex initialized with the D-core perturbation returned to the axially symmetric A-core phase. The supercooling transition, \( T_V^*(p,H) \), was the locus of points where the A-core was globally unstable. We note that results for the supercooling transition require a fine computational grid. For a coarse grid of \( h = 0.5 \xi \), the supercooling transition is lower than that shown in Fig. [1] but converges to the reported transition line for \( h \lesssim 0.15 \xi \). The phase transition lines shown in Fig.[1] were obtained on a \( 60 \xi \times 60 \xi \) computational grid with grid spacing \( h = 0.1 \xi \). Our numerical annealing procedure used to identify the region of metastability of the A-core phase agrees remarkably well with the experimental results for the transition obtained on cooling, both in the magnitude of the supercooling at pressures above \( p_c \), as well as the rapid cross over in slope of \( T_V^*(p,H) \) with pressure at the lower pressures approaching \( p_c \). However, our region of metastability does not extend as low in pressure as the experimentally reported transitions on cooling. Our interpretation of the latter is that below \( p_c \), strong-coupling energies are never able to stabilize the A phase in the vortex core, without assistance from the Zeeman energy. This results in the termination of the supercooling line on the equilibrium A-core vortex phase boundary at a pressure near \( p_c \). We are not able to resolve the origin of the discrepancy in the minimum pressure for the metastable A-core phase within the strong-coupling GL theory. Such a resolution may require new experiments under rotation with pressure sweeps, or perhaps implementation of the full quasiclassical strong-coupling free energy functional extended to inhomogeneous phases.

**SUMMARY AND OUTLOOK**

The recent development of a strong-coupling Ginzburg-Landau theory that accounts for the relative stability of the bulk A and B phases has provided the first opportunity to examine the relative stability of the vortex phases discovered in rotating \(^3\)He-B and to predict, based on known material properties of superfluid \(^3\)He over the full pressure range, the equilibrium and metastable vortex phase transitions. We are able to verify the local and global stability of all the stationary solutions to the strong-coupling GL theory over the full \((p,T)\) plane. Only the A-core and D-core phases are global minima anywhere in the \((p,T)\) plane. The results we report provide strong theoretical support for the identification of the experimentally observed phase transitions as the equilibrium and supercooled phase transitions between the high temperature A-core vortex phase with broken time-reversal and mirror symmetries (proposed by Salomaa and Volovik [7]), and the low temperature, low pressure D-core vortex phase with broken axial symmetry (proposed by Thuneberg [8]). Furthermore, both of these transitions are driven by the decrease in strong coupling energies at sufficiently low pressures and temperatures defined by the metastability line \( T_V^*(p,H) \). In addition, the broken rotational symmetry of the D-core vortex is identified with the instability of the components within the core with \( 4\pi \) phase winding. Once strong-coupling energies are suppressed by sufficiently low temperature or pressure the doubly quantized vortices dissociate to gain condensation energy, and as a result break axial symmetry.

We conclude with the two forward looking observations. First, the success of the strong coupling GL theory, evident by the results for the vortex phase diagram, provides a theoretical tool for studying a wide range of problems involving inhomogeneous phases with complex symmetry breaking and/or novel topological defects, in the strong-coupling limit, that were not previously accessible. A recent example is the analysis of the experimentally measured Bosonic collective mode frequencies (“Higgs masses”) of superfluid \(^3\)He-B using a time-dependent extension of the strong-coupling GL theory in Ref. [44], which provided consistent experimental results for the strength of the \( f \)-wave pairing interaction in superfluid \(^3\)He over the full pressure range [45], a material parameter that is important for understanding ground-states and excitations of superfluid \(^3\)He at high pressures and high magnetic fields. Secondly, the strong-coupling GL theory is supported by the microscopic strong-coupling pairing theory based on leading order corrections to the weak-coupling BCS theory originating from binary collision scattering between fermionic quasiparticles of the normal phase of liquid \(^3\)He [14]. Further development of a quantitative microscopic strong-coupling pairing theory to inhomogeneous, non-equilibrium states is well within reach.
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**APPENDIX: MATERIAL PARAMETERS**

The following tables summarize the pressure dependent material parameters that determine the properties of the superfluid phases in strong-coupling theory.
The strong-coupling parameters, $\beta^2$, are from Ref. [47], the effective mass, $m^*$, and $T_c$ from Ref. [33], the exchange interaction, $F_{\text{eff}}$, is from Ref. [17], the Fermi velocity, $v_F = \hbar k_F/m^*$, calculated from the Fermi wavelength, $k_F$, and the coherence length is $\xi_0 = \hbar v_F/2\pi k_F T_c$. The strong-coupling parameters, $\beta^2$, in units of $\beta^{2\text{SC}}$, are from Ref. [14].

**APPENDIX: NUMERICAL METHODS**

The search for stationary states of the Ginzburg-Landau functional leads to the Euler-Lagrange Equations (Eqs [14]), which are coupled, non-linear partial differential equations (PDEs) for the 18 components of the $^3\text{He}$ order parameter. The method of relaxation based on the discretized version of Eq. [19] to improve the approximate solution at each step along the gradient direction until one reaches the steady state solution is generally inefficient. Instead, we employ an efficient numerical method developed to solve the multi-component field equations, e.g. the order parameter for topological defects in superfluid $^3\text{He}$. The method is based on the L-BFGS optimization algorithm [28] summarized below.

In Newton’s method, we solve the equation

$$x_{k+1} = x_k + \alpha_k p_k$$

where $\alpha_k \equiv \alpha$ represents a fixed step size at each step labeled by $k$, and $p_k = -H_{k}^{-1}G_k$ is the search direction where $G_k$ is the functional gradient defined in Eq. [14]. Hereafter we follow standard notation [28] and denote the inverse Hessian simply by $H_k$. We implement this algorithm by storing the order parameter, $A_{\text{eff}}(x,y)$ as a four-dimensional $(\alpha,i,x,y)$ array of complex numbers represented by $x_k$ at step $k$. At each iteration, the order parameter is updated along with the step size and search direction. Storing the exact inverse Hessian, $H_k$, requires calculating a matrix of $N \times N$ second derivatives.

For accelerated convergence, we use the L-BFGS quasi-Newton minimization algorithm. This requires us to solve Eq. (39) to determine a step size, $\alpha_k$, that minimizes the function $f(\alpha_k\hat{p} + x_k)$ at each iteration, where the direction $\hat{p}$ is constructed from the approximation to the inverse Hessian $H_k$, using $G_k$ and $s_k$. We require the inverse Hessian to be symmetric and positive definite. To determine $H_{k+1}$ we solve the minimization problem

$$\min_H \frac{1}{2} \left| H_k - H \right|,$$

where $s_k = x_{k+1} - x_k, y_k = G_{k+1} - G_k$, where $G_k$ is the functional gradient of the GL functional at iterate $k, G_k = \delta F_k/\delta A_{\text{eff}}$.

The unique solution to this minimization problem is obtained by re-writing the minimization problem in terms of a weighted Frobenius norm, which transforms the minimization problem to a new basis under a unitary transformation. The Frobenius norm can then be calculated explicitly and minimized. Transforming back to the original basis we obtain the solution

$$H_{k+1} = (1 - p_k s_k^* y_k^T)H_k (1 - p_k y_k s_k^T) + p_k s_k s_k^T,$$

where $p_k = 1/(y_k^* y_k)$. Eq. (40) is known as the BFGS update [28], and is an approximation to the inverse Hessian $H_{k+1}$ given an initial inverse Hessian $H_k$. Thus, we now solve Eq. (39) with a search direction given by $p_k = -H_k G_k$, which is calculated in terms of inner products of the form $\langle y_k^* G_k \rangle, \langle s_k | G_k \rangle$. This makes the solution of Eq. (14) straightforward with

$$s_k = x_{k+1} - x_k, \quad y_k = G_{k+1} - G_k.$$

We initialize the inverse Hessian with $H_0 = 0$, then update according to

$$H_k = \frac{s_k^*}{y_k^*} y_k - y_k^* s_k,$$

This is an approximation to the inverse Hessian matrix along the most recent search direction. For the L-BFGS update at iteration $k$ we have the current iterate as $x_k$ and...
we store a limited memory set of vector pairs \( \{ s_i, y_i \} \) for \( i = k - m, \ldots, k - 1 \). Thus, by choosing an initial approximate inverse Hessian \( H_0^0 \) we obtain by repeated iteration of Eq. 40 the L-BFGS algorithm \( 58, 59 \).

\[
H_k = (V_{k-1}^1 \cdots V_k^1) H_0^0 (V_k \cdots V_{k-1})
+ \sum_{m=0}^{k-1} (V_{k-1}^1 \cdots V_m^1) s_{k-m}^1 (V_{k-m} \cdots V_{k-1})
\]

The arrays \( s_k, y_k \) which encode the order parameter and functional gradient are stored as five-dimensional complex arrays where one component of the array is a memory index and the other four components represent the orbital, spin and spatial degrees of freedom in the \( x - y \) plane. The L-BFGS algorithm is used to calculate the stationary states by solving Eq. 14 for the \((p, T)\) plane. In Fig. 11 we compare numerical relaxation with the rate of convergence of the L-BFGS algorithm for the axially symmetric \( \alpha \)-vortex. The performance of the L-BFGS algorithm is essential in being able to calculate the equilibrium and metastable phase diagram on reasonable timescales.

## APPENDIX: BENCHMARKING THE GL SOLVER

We tested our code against others by comparing our results for the free energies of the A-core and D-core vortex states with those reported in Ref. 41 based on their choice for the GL \( \beta \) parameters. Figure 12 shows results based on our GL solver using GL parameter set I of Ref. 41 for \( p = 34 \) bar. Our result is in excellent agreement with the result reported by Kasamatsu et al. in their Fig. 5(d) for the same GL parameters, including the crossing field of \( H \approx 100 \) G. N.B. While these are local minima of the GL functional for this parameter set, they do not represent realized solutions at this pressure because this set of GL \( \beta \) parameters does not account for the relative stability of the bulk A and B phases for pressures above \( p_{eq} = 21.22 \) bar. Nevertheless, the comparison provides a benchmark and additional confidence in our GL solver and numerical results.
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