Ab initio guided minimal model for the “Kitaev” material BaCo$_2$(AsO$_4$)$_2$: Importance of direct hopping, third-neighbor exchange and quantum fluctuations
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By considering two ab initio-based complementary approaches, we analyze the electronic structure and extract effective spin models of BaCo$_2$(AsO$_4$)$_2$, a honeycomb material which has been proposed as a candidate for Kitaev physics. Both methods show that the dominant direct hopping makes the bond-dependent Kitaev term negligible avertiong the material away from the sought-after spin-liquid regime. As a result, we present a simple three-parameter exchange model to describe the interactions of the lowest doublet of the honeycomb cobaltate BaCo$_2$(AsO$_4$)$_2$. Remarkably, it is the third-neighbor interactions, both isotropic and anisotropic, that are responsible for the standout double-zigzag ground state of BaCo$_2$(AsO$_4$)$_2$, stabilized by quantum fluctuations. A significantly large third-nearest neighbor hopping, observed in ab initio, supports the importance of the third-neighbor interactions in the stabilization of the unique ground state of BaCo$_2$(AsO$_4$)$_2$.

PACS numbers: 71.27.+a, 71.20.-b, 71.15.Mb

Introduction.- In the search for material realizations of Kitaev quantum spin liquids [1], a whole family of honeycomb cobaltates BaCo$_2$(AsO$_4$)$_2$, BaCo$_2$(PO$_4$)$_2$, CoTiO$_3$ and many others [2–20] were proposed to host dominant nearest-neighbor Kitaev exchange couplings, following the concept that Co$^{2+}$ ions (3$d^7$) in an octahedral crystal field environment with total spin $S = 3/2$ and orbital angular momentum $l_{\text{eff}} = 1$ build spin-orbit coupled $j_{\text{eff}} = 1/2$ doublet states. However, this proposal was recently put into question by a combination of first-principles-based calculations with single-site exact diagonalization and two-site perturbation theory [21] where it was found that the Kitaev term favouring a spin-liquid ground state must be rather small.

In the present work we perform a detailed analysis of the electronic structure within density functional theory (DFT) employing the projector-augmented wave [22] basis as implemented in VASP, as well as the full potential local orbital (FPLO) basis [23]. We further use two ab initio-based complementary approaches to extract effective spin models for the honeycomb cobaltate BaCo$_2$(AsO$_4$)$_2$. One is based on total energy calculations of various magnetic configurations within DFT+U+SOC and mapping into a spin model to extract the exchange tensor elements, and the second method is based on the recently introduced projED method [24, 25] by some of the authors which consists of a combination of DFT calculations, exact diagonalization (ED) of extracted generalized relativistic Hubbard models on finite clusters, and projection to low-energy spin Hamiltonians. We find that the Kitaev model is hardly applicable for a description of the magnetic properties of BaCo$_2$(AsO)$_2$, which is supported by both ab initio calculations and the phenomenology of BaCo$_2$(AsO)$_2$.

One of the peculiarities of BaCo$_2$(AsO$_4$)$_2$ is the long search for the correct magnetic ground state. Early works suggested that the ground state is an unusual long-range ordered spiral state with in-plane ordering vector $\mathbf{Q} = (0, \pi/3)$ [13]. However, more refined neutron scattering data later showed that the ground state is instead a collinear double-zigzag state [15] with the $++--$ pattern of zigzag chains with the magnetic moments approximately parallel to the chain direction. Since the model including isotropic exchange between the nearest and 3rd nearest neighbors ($J_{1}-J_{3}$ model) does not reproduce this experimentally established magnetic order, the Hamiltonian requires extra terms beyond the isotropic third-neighbor interaction in order to describe the ground state of BaCo$_2$(AsO$_4$)$_2$. Indeed, ab initio studies in this work and in earlier studies [21] indicate a significant role of anisotropic couplings associated with the spin-orbital $j_{\text{eff}} = 1/2$ moments of 3$d^7$ Co$^{2+}$. This is further supported by the finite energy gap observed in inelastic neutron scattering data and terahertz spectroscopy, although the small magnitude of this gap ($\sim 1.45$ meV [15]) places constraints on the magnitude of anisotropic terms.

In this paper we extensively study the phase diagram of the general eight-parameter model to identify which exchange parameters are essential in stabilization of the
double-zigzag state. We find that it is the third-neighbor isotropic and anisotropic terms that are crucial and make up a minimal model required to describe the magnetic properties of BaCo$_2$(AsO$_4$)$_2$. Even though the ab initio parameter sets yield the zigzag ground state, they are close to the phase boundary. Therefore, we argue that there can be additional corrections, such as magnetoelastic coupling, which can tune the calculation towards the experimentally observed double-zigzag ground state.

**DFT: crystal-field and hopping parameters.** We start with the analysis of the on-site Hamiltonian obtained in non-magnetic DFT using both maximally-localized Wannier functions [26] within VASP [27] and FPLO [23, 28] basis sets. All calculation details are given in the Supplemental Material (SM) [29] (see, also, references [30–41] therein).

The crystal structure of BaCo$_2$(AsO$_4$)$_2$ is characterized by the R3 space group. It consists of stacked honeycomb layers of edge sharing CoO$_6$ octahedra along the c axis separated by bilayers of opposite-facing AsO$_4$ tetrahedra with Ba atoms in between. The cubic crystal field of the O$_6$ octahedron around Co splits the Co 3d orbitals onto $e_g^0$ and $t_{2g}$ states and the latter are then further split by additional trigonal distortions onto lower lying $t_{2g}$ and $a_{1g}$ states because of the layered structure, see inset to Fig. 1(b). In Ref. 21, these splittings were estimated by rescaling values (to fit available experimental data) obtained from N-th muffin-tin orbital calculations, leading to 735 meV for the $e_g^0 - a_{1g}$ splitting and to 94 meV for the splitting within $t_{2g}$ ($a_{1g} - e_g^0$). Our DFT (VASP) calculations give similar results, 818 meV and 122 meV respectively, without any additional renormalization. Interestingly, with the FPLO basis, Wannier projection [36] leads to somewhat larger values of 963 meV and 133 meV. However, it should be emphasized that in all cases the latter $t_{2g}$ splitting is comparable to the atomic spin-orbit coupling constant $\lambda_{co} \approx 60$ meV defined by $\mathcal{H}_{SOC} = \lambda \mathbf{S} \cdot \mathbf{L}$, suggesting strong deviations from ideal $j_{eff} = 1/2$ moments at the Co sites. This finding is also consistent with the strong reported anisotropy of the $g$-tensor ($g_{ab} \sim 2 g_e$) [15].

We utilized several approaches for the nearest-neighbor hopping integrals: Wannier function projection [26], projected localized orbitals (PLO) [35] as implemented in VASP, and FPLO [36]. Notably, all approaches we used led to the same conclusions. For instance, for the bond depicted in Fig. 2(a), the direct $xy$ hopping $t' \sim -300$ meV dominates over hoppings via $xz$, $yz$ orbitals, $t \sim 50$ meV, which are associated with electron transfer via ligand and $p$ states, local coordinate system shown in Fig. 2(b) is chosen. Similar findings were recently reported for Na$_2$BaCo(PO$_4$)$_2$ [42] and other edge-sharing Co compounds [43]. Already this fact reveals that one of the key assumptions used in [2], $\kappa = |t'/t| < 1$, is far from being fulfilled. This results in a small Kitaev exchange for the first-nearest neighbors as we will demonstrate in the next section. It is worth mentioning that a large $xy$/$xy$ hopping not only affects exchange coupling, but it also strongly changes the electronic structure. One can clearly observe formation of two isolated branches of Co $t_{2g}$ bands in Fig. 1, where each of $t_{2g}$ orbitals has a direct overlap with the corresponding orbital on one of the neighboring Co sites. Indeed, the gap between these bands closes, if the direct $xy$/$xy$ hopping is put to zero as explained in SM [29].

Another very important feature, which becomes evident already on DFT level, is that hopping between third-nearest neighbors, $t_3$, is not small. The most important contribution comes from hopping between $e_g$ orbitals, which strongly hybridize with ligand $p$ orbitals. This leads, for example, to an effective hopping $t_3^{x^2−y^2/x^2−y^2} ≈$
Table I. The dependence of exchange interaction parameters on on-site Coulomb $U$ computed from DFT+SOC+U total energy in the extended Kitaev model. Intra-atomic Hund’s exchange was chosen to be $J_H=0.9$ eV.

| $U$    | 5 eV | 6 eV | 7 eV |
|--------|------|------|------|
| $J_1$ (K) | -61.0 -40.9 -37.6 |
| $K_1$ (K) | 0.3 2.2 5.3 |
| $\Gamma_1$ (K) | -2.2 -1.7 -1.8 |
| $\Gamma_1'$ (K) | 5.1 4.0 3.2 |
| $J_2$ (K) | 31.4 24.6 18.7 |
| $K_2$ (K) | -0.2 0.2 -0.2 |
| $\Gamma_2$ (K) | -4.5 -6.0 -4.5 |
| $\Gamma_2'$ (K) | -3.6 -2.3 -1.8 |

Table II. The dependence of exchange interaction parameters on on-site Coulomb $U$ in the crystallographic parameterization. Intra-atomic Hund’s exchange was chosen to be $J_H=0.9$ eV.

| $U$    | 5 eV | 6 eV | 7 eV |
|--------|------|------|------|
| $J_1$ (K) | -63.6 -42.3 -37.4 |
| $\Delta_1$ | 0.87 0.85 0.88 |
| $J_{1\perp}^{(1)}$ (K) | 2.4 1.5 0.8 |
| $J_{1\perp}^{(2)}$ (K) | 3.5 3.7 4.9 |
| $J_3$ (K) | 35.2 28.2 21.3 |
| $\Delta_3$ | 0.67 0.62 0.62 |
| $J_3^{(3)}$ (K) | 0.3 1.2 0.9 |
| $J_3^{(3\perp)}$ (K) | 0.3 1.8 1.2 |

124 meV, see Fig. 2(b). This hopping is associated with an antiferromagnetic $J_3$ that may be comparable to the nearest neighbor exchange $J_1$. This finding is in contradiction with the assumption [2, 3, 4, 44] that longer range couplings should be suppressed in 3$d^7$ compounds as a result of stronger Coulomb interactions and smaller d orbitals localizing the moments in comparison to traditional 4$d^5$ and 5$d^5$ Kitaev candidate materials. In fact, the partial filling of the $e_g$ orbitals in 3$d^7$ Co$^{2+}$ provides additional long-range exchange pathways. Large hopping between the third-nearest neighbors is also reflected in the electronic structure of BaCo$_2$(AsO$_4$)$_2$. It results in formation of the bonding and antibonding $e_g$ states, as discussed in SM [29], which are clearly seen in Fig. 1.

Ab initio Exchange Parameters. - Due to the interplay of crystal field and SOC, the magnetic interactions of effective doublets are defined by the symmetry of the lattice. The symmetry of edge-sharing CoO$_6$ octahedra results in the extended Kitaev-Heisenberg model [45], which has been discussed for BaCo$_2$(AsO$_4$)$_2$ [3]. Explicitly the exchange Hamiltonian is given by

$$ H_{\text{cubic}} = \sum_{(ij)n} J_n \mathbf{S}_i \cdot \mathbf{S}_j + K_n S^+_i S^-_j + \Gamma_n \left( S^{+\alpha}_i S^{-\beta}_j + S^{+\beta}_i S^{-\alpha}_j \right) + \Gamma'_n \left( S^{+\alpha}_i S^{+\beta}_j + S^{-\alpha}_i S^{-\beta}_j \right), \quad (1) $$

where the sum is taken over the three types of bonds of the honeycomb lattice, $\{\alpha, \beta, \gamma\} = \{x,y,z\}$ for the Z-type bond and interactions on the X and Y bonds are obtained through a cyclic permutation [45, 46], see Fig. 3(a). Note that this model uses cubic axes $\{x,y,z\}$, which are shown in Figs. 2 and 3(a) and related to the ion-ligand bonds. In accordance with neutron studies, and ab initio results below, we anticipate that first-neighbor ($n=1$) and third-neighbor ($n=3$) couplings are dominant.

For our purpose, it is also convenient to refer the interactions alternatively to the crystallographic axes $\{x,y,z\}$ which are defined by the honeycomb plane of magnetic ions, shown in Fig. 3(a). The Hamiltonian in that reference frame is given by

$$ H_{\text{cryst}} = \sum_{(ij)n} J_n \left( S^{+\alpha}_i S^{+\beta}_j + S^{-\alpha}_i S^{-\beta}_j \right) + \Delta_n S^+_i S^-_j + \Delta'_n S^{+\alpha}_i S^{-\beta}_j, \quad (2) $$

where $c_\alpha \equiv \cos \varphi_\alpha$ and $s_\alpha \equiv \sin \varphi_\alpha$ with the bond-dependent phases $\varphi_\alpha = \{0, 2\pi/3, -2\pi/3\}$ for the three types of first and third-neighbor bonds [45, 47]. The exchange parameters of the extended Kitaev-Heisenberg model (1) and anisotropic-exchange model in the crystallographic axes (2) are related through a simple linear transformation:

$$ J_n = \frac{1}{3} \left( 2J_n + \Delta_n J_n + 2J_{(n)}^{(1)} - \sqrt{2}J_{(n)}^{(1)} \right), $$

$$ K_n = -2J_{(n)}^{(1)} + \sqrt{2}J_{(n)}^{(1)}, $$

$$ \Gamma_n = \frac{1}{3} \left( -J_n + \Delta_n J_n - 4J_{(n)}^{(1)} - \sqrt{2}J_{(n)}^{(1)} \right), $$

$$ \Gamma_n' = \frac{1}{6} \left( -2J_n + 2\Delta_n J_n + 4J_{(n)}^{(1)} + \sqrt{2}J_{(n)}^{(1)} \right). \quad (3) $$

We use a variety of approaches to estimate the magnetic exchange couplings. Conventional DFT calculations underestimate the effect of strong Coulomb correlations, which must be taken into account for extraction of the exchange interaction in the transition metal oxides. We therefore first computed the magnetic interactions based on DFT(GGA)+U+SOC calculation of total energies of four non-collinear magnetic configurations [41]. These results are complemented by extraction of the couplings from exact diagonalization of two-site clusters, described below.

For the total energy DFT(GGA)+U+SOC calculations, the most important exchanges for the first and third-nearest neighbors are summarized in Tables I and II in terms of both extended Kitaev and crystallographic parameterizations (other constants were found to be small, e.g. $J_2 \sim 0.2$K). The calculations were performed for several values of the on-site Hubbard repulsion parameter $U$, but all of them demonstrate that (i) the Kitaev exchange is small both for the first and third-nearest...
neighbors and that (ii) there is a strong exchange coupling with third-nearest neighbors. Both factors strongly suppress formation of a spin-liquid state, and are compatible with previous neutron scattering analysis, which suggested $J_1 \sim -38$ K, $J_3 \sim +10$ K [14], as well as more recent data [48], which estimated $J_1 \sim -88$ K, and $J_3 \sim +29$ K, and $J_{1+1}^{(1)} \sim -0.6$ K. We note, however, that large XXZ anisotropy estimated from experiment ($\Delta \sim 0.37$ [14] and $\Delta_1 \sim 0.16$ [48]), is not reproduced in this approach.

In order to further examine the magnetic couplings, we employed a complementary approach similar to Ref. 21: exact diagonalization of the five $d$-orbital model on two sites [24, 25]. For this purpose, we employ hopping integrals obtained from VASP, and take the fully spherically symmetric form [49] of the on-site Coulomb interactions with Slater parameters $F_2/F_1 = 0.625$, and $F_0 \equiv U$ and $F_2 \equiv 14J/(1+0.625)$ set according to $U = 5$ to 7 eV, and $J_{H,t_{2g}} = 0.9$ eV. The results are shown in Table III. For the purpose of comparison, results for Coulomb parameters equivalent to Ref. 21 ($U = 3.25$ eV, $J_{H,t_{2g}} = 0.7$ eV) are also shown. We note that this approach neglects an important contribution to the exchange involving multiple holes on a given ligand, which can be corrected using expressions from perturbation theory [3, 43, 50]. This leads to shifts of the nearest neighbor couplings $J_1 \rightarrow J_1 + \delta J$, and $\Gamma_1 \rightarrow \Gamma_1 + \delta \Gamma$ and $\Gamma_1' \rightarrow \Gamma_1' + \delta \Gamma$ that can be estimated from the trigonal crystal field splitting and realistic metal-ligand hopping parameters (see [3, 43]). In such a case, a rough estimate is $\delta J \sim -20$ K, and $\delta \Gamma \sim +7$ K. Both corrected and uncorrected results are given in Tables III and IV.

The ED + perturbation theory results are essentially compatible with the DFT results above; ferromagnetic $J_1$ dominates the couplings, while the anisotropic couplings $K_1, \Gamma_1, \Gamma_1'$ are all smaller but similar magnitude. The main difference is that the XXZ anisotropy is considerably stronger in ED results, with corrected values of $\Delta_1$ ranging between 0.2 and 0.5. This anisotropy originates from the effects of local trigonal crystal field on the $j_{\text{eff}} = 1/2$ multiplet structure, which may not be completely captured in one-electron methods such as DFT+U+SOC. On the other hand, cluster approaches, such as our ED method, tend to have difficulties with long-range interactions. This fact is embodied by surprisingly large $J_3$, which is comparable to $J_1$, as can be seen in Table IV.

Thus, both calculation methods rather guide than provide exact estimates of exchange constants. It is important that our methods and perturbation theory of Ref. [21] give consistent results, which is not always the case for Kitaev materials (for Li$_2$IrO$_3$ see Ref. [51, 52] and for α-RuCl$_3$ see Ref. [53]). However, both approaches place the system in a region of zigzag order for all of the presented parameter sets, rather than the double-zigzag observed in BaCo$_2$(AsO$_4$)$_2$. In the next section we show that these parameter sets are, in fact, close to the boundary of the double-zigzag phase, and extensively study the full phase diagram in order to establish which of the parameters of the model would tune the ground state towards the experimentally established one.

**Phase Diagram.** We now investigate the minimal set of interactions that is compatible with the ground state phenomenology of BaCo$_2$(AsO$_4$)$_2$ [16]. We start with the isotropic $XY$ $J_1$-$J_3$ model, guided by $ab$ initio sets presented above, and study phase transitions when the anisotropic-exchange terms of the full eight-parameter model (2) are added to the Hamiltonian one at a time, using the classical Luttinger-Tisza (LT) method [54]. We should note that in frustrated magnets with broken continuous symmetry, incommensurate spiral states given by the classical Luttinger-Tisza approach cannot satisfy local spin constraint, thus are not exact classical ground states [55]. However, even though LT method breaks down, it can still point to regions of exotic ground states on the phase diagram [46, 56, 57]. Therefore, we use LT method in this section as guide for the search of classical ground states beyond ferromagnetic and zigzag phases by plotting the ordering vector selected by LT, and we take the boundary of stability of LT method as an indicator of the regions.
of the phase diagram which can host the double-zigzag state (which is studied in detail in the next section).

Corresponding phase diagrams are shown in Fig. 3 where we plot the ordering vector \((0, Q_y)\) as an intensity map, and the regions where LT method breaks down are shown with white dashed lines. As depicted in Brillouin zone in Fig. 3(b), \(Q_y = 0\) corresponds to a ferromagnetic (FM) state, \(Q_y = 2\pi/3\) to a zigzag state, and the spiral state originally proposed for BaCo\(_2\)(AsO\(_4\))\(_2\) interpolates between these states with \(0 < Q_y < 2\pi/3\). The \(J_1-J_3\) model is known to host this spiral state for \(0.25|J_1| < J_3 < 0.4|J_1|\) \([58]\), as shown in Fig. 3(c), and the addition of XXZ anisotropy (with \(\Delta = \Delta_1=\Delta_3\)) does not alter the relative stabilities of the phases compared to the pure Heisenberg \(J_1-J_3\) model.

In contrast, the addition of anisotropic first-neighbor \(J^{(1)}_{\pm\pm}\) and \(J^{(1)}_{\pm\pm}\) exchange terms stabilizes zigzag state, see Fig. 3(d-e). Whereas, the \(J^{(3)}_{\pm\pm}\) interaction promotes non-FM and non-zigzag states, shown in gray in Fig. 3(f). However, LT suggests states with the ordering vector near the K point with non-zero \(Q_y\) component, thus this region is not relevant to the ground state of BaCo\(_2\)(AsO\(_4\))\(_2\) and we do not go into the specifics of its structure.

Finally, we also considered phase diagrams starting from the DFT and ED parameters. For this purpose, we use the results for \(U = 5\) eV in each case, as the corresponding interactions are closest in magnitude to the experimental estimates \([14, 48]\). Results are shown in Fig. 4 with respect to tuning \(J_3\) and \(J^{(3)}_{\pm\pm}\). The latter 3rd neighbor interaction was selected because it tends to stabilize the \((0, Q_y)\) spiral, when added to the both the isotropic \(J_1 - J_3\) and ED models. As can be seen, both ab initio parameter sets predict zigzag as a ground state, but both lie relatively close to the boundary of zigzag state. While we find that various modifications of these parameters may stabilize the spiral phase (such as increasing \(J^{(3)}_{\pm\pm}\) with respect to the ED couplings), the discrepancy is most likely attributable to an overestimation of third neighbor couplings. That is, rescaling of \(J_3\) shifts both parameter sets towards the spiral state. As we show in the next section, the spiral is indeed replaced by the unique double-zigzag state in a more careful study of the classical ground state and when quantum fluctuations are taken into consideration.

Double-zigzag state.- In order to search for the double-zigzag state and explore quantum effects on the relevant phases, we focus on a reduced three-parameter \(J_1-J_3-J^{(3)}_{\pm\pm}\) model as a minimal Hamiltonian for BaCo\(_2\)(AsO\(_4\))\(_2\):

\[
\hat{H}_{\text{min}} = \sum_{(ij)} J_1 \left( S^x_i S^x_j + S^y_i S^y_j \right) + \sum_{(ij)} J^{(3)}_{\pm\pm} \left( S^x_i S^x_j + S^y_i S^y_j \right) - J^{(3)}_{\pm\pm} \left( (S^+_i S^z_j + S^z_i S^+_j) c + \left( S^z_i S^+_j + S^+_i S^z_j \right) s \right).
\]

We take easy-plane anisotropy \(\Delta_1 = \Delta_3 = 0\). This choice of minimal interactions is sufficient to provide a wide

Figure 3. (a) Honeycomb lattice with three types of bonds; cubic axes \{x,y,z\} and crystallographic axes \{x, y, z\} are also presented. (b) Brillouin zone of the honeycomb lattice with high-symmetry points indicated. (c)-(f) Classical phase diagram of the model (2) calculated with Luttinger-Tisza method for \(J_1 < 0, J_3 > 0, \Delta = \Delta_1 = \Delta_3\). The ordering vector of the classical spiral state \(Q_y\) is represented with the color intensity map. A sketch of the zigzag shown as an inset. The Spiral-II state has non-zero \(Q_x\) component of the ordering vector, thus not related to the ground state of BaCo\(_2\)(AsO\(_4\))\(_2\).

Figure 4. Luttinger-Tisza \(J_3-J^{(3)}_{\pm\pm}\) phase diagrams for \(U = 5\) eV sets of parameters from Tables I and III, DFT and ED parameter sets are indicated with yellow dots.
Figure 5. (a) Luttinger-Tisza phase diagram of the $XY$ (i.e. $\Delta = 0$) $J_1$-$J_3$-$J_{zz}^{(3)}$ model (4) calculated with Luttinger-Tisza method for $J_1 < 0$, $J_3 > 0$. The ordering vector of the classical state $Q_y$ is represented with the color intensity map. (b) Classical phase diagram of the model (4) with the same notation for the intensity map. (c) DMRG phase diagram of the model (4) for $S = 1/2$. The gray areas indicate regions of the intermediate phases which are beyond the scope of this work. (d) Example of DMRG calculation for a representative parameter set $J_3 = J_{zz}^{(3)} = 0.5|J|$ which exhibits a double-zigzag ground state.

region of stability for the double-zigzag phase, although it neglects many interactions relevant to the real material.

First, the LT phase diagram of the model (4) presented in Fig. 5(a), points to a state with the $(0, Q_y)$ ordering vector. However, since the incommensurate spiral state given by LT does not satisfy the strong local spin length constraint, we perform a more focused study of the classical ground state. We use a quasi-one-dimensional cluster, periodic in $x$-axis, using the fact that spin modulation is only along the $y$-axis, as suggested by the $(0, Q_y)$-spiral state from LT calculations. The results of classical energy minimization on a 24-unit cell cluster are shown in Fig. 5(b), where color intensity illustrates the magnitude of $Q_y$ ordering vector. One can see that, compared to LT method, double-zigzag state is in fact stabilized in the phase diagram of the $J_1$-$J_3$-$J_{zz}^{(3)}$ model for $J_{zz}^{(3)} > 0.2$, while the spiral state is stable for $J_{zz}^{(3)} < 0.2$.

Moreover, it is known that there are strong renormalizations of phase diagrams of frustrated quantum $S = 1/2$ models relative to classical $S \to \infty$ approximation [46, 59–68]. In order to study the model (4) in the quantum limit in the context of $J_{eff} = 1/2$ moments of BaCo$_2$(AsO$_4$)$_2$, we employ density matrix renormalization group (DMRG) [69] using ITensor library [70] on a 192-site $S = 1/2$ cluster with open boundary conditions using 20 sweeps with error $< 10^{-4}$ and a random initial state. (We have also studied clusters of other sizes and with periodic boundary conditions, they all yielded very similar results.) The phases were identified by the maximum value of spin-spin correlator $S(k)$ calculated at $\Gamma$, $K$, $M$, $(0, \pi/3)$ where

$$S(k) = \sum_{i,j} (S_i \cdot S_j)e^{i(k_i \cdot r_i)}.$$  \hspace{1cm} (5)

The phase diagram, obtained with DMRG in the quantum $S = 1/2$ limit, is shown in Fig. 5(c). The ordering vector is shown with the color intensity, same as in Figs. 5(a) and 5(b), the phases in gray are intermediate between FM, double-zigzag and zigzag but their characterization is beyond the scope of this work. Note that our investigative DMRG calculation is unable to give a conclusive result in the region of multiple phase competition for $J_{zz}^{(3)} < 0.1|J_1|$. Nonetheless, one can see that the double-zigzag state is stable in a wider region of the phase diagram for $S = 1/2$, relative to classical model predictions. This fact implies that quantum fluctuations play significant role, which is captured in DMRG. This mechanism is generic, and applies beyond the minimal model. Such fluctuations are known to stabilize collinear orders in frustrated systems, such as the field-induced up-down state in the triangular lattice antiferromagnet [71, 72], honeycomb $J_1$-$J_2$ model [73], and anisotropic-exchange model on a triangular lattice [57, 59, 74].

An example of the spin orientations obtained by DMRG for the representative parameter set $J_3 = J_{zz}^{(3)} = 0.5|J|$ is shown in Fig. 5(c). This observed spin structure is precisely the same as measured in the latest neutron data [15]: the $+++-$ double-zigzag structure. Moreover, an out-of-plane canting of the spins around $5^\circ$ was also reported [15]. We also observe the out-of-plane canting, induced by the anisotropic $J_{zz}^{(3)}$ term, which couples in-plane and out-of-plane spin components. However, the canting in our DMRG calculation is not only of opposite sign between the chains of opposite direction but also has different sign between the A and B sublattices of the honeycomb lattice.

Finally, we remark on an additional mechanism that may stabilize the mysterious double-zigzag structure. Our DFT+U+SOC calculations ($U = 6$ eV) show that zigzag is the ground state magnetic structure with the double-zigzag being $1.2$ meV/f.u. higher in energy for the experimental crystal structure. However, relaxation
of the atomic positions completely changes the situation: the double-zigzag order becomes more stable than the spiral by 0.2 meV/f.u. (≈ 1K/Co). The task of deciphering the origin of the stabilization of the double-zigzag structure from \textit{ab initio} is extremely complicated due to a tiny total energy difference (corresponding hopping parameters and nearest neighbor exchange constants can be found in SM [29]), but one can conclude with certainty that (i) the system is on the border between two magnetic phases and phase separation or presence of different domains are not excluded; (ii) the magneto-elastic coupling is important in BaCo$_2$(AsO$_4$)$_2$ [75].

\textbf{Conclusions.-} By means of \textit{ab initio} band structure, Luttinger-Tisza and DMRG calculations we studied the electronic and magnetic properties of BaCo$_2$(AsO$_4$)$_2$ - a candidate material for the realization of the celebrated Kitaev model. While previous theoretical results [3] and experimental data [20] suggested dominant Kitaev interaction, promising proximity to the spin-liquid regime, in this paper we showed that this notion is not supported neither by phenomenology, nor by various \textit{ab initio} methods.

Instead, DFT and ED in this paper establish that large direct exchange due to $t_{3g}$ orbitals strongly suppresses anisotropic contributions to the exchange interaction between nearest neighbors in agreement with Ref. 21. Moreover, there is also substantial coupling with third-nearest neighbors, such that $J_3 > 0.3|J_1|$. These two findings together make the formation a spin-liquid state unfavorable, driving the system towards the long-range ordered state.

However, proposed \textit{ab initio} models do not yield the unique double-zigzag ground state of BaCo$_2$(AsO$_4$)$_2$. Through the extensive search over the eight-parameter phase space we establish a minimal model that hosts double-zigzag state in a wide range of parameters. Remarkably, quantum fluctuations inherent to $j_{\text{eff}} = 1/2$ magnets strongly affect the ground state of the proposed model and stabilize the double-zigzag magnetic structure previously observed experimentally. We show that proposed parameter sets from \textit{ab initio} are near the boundary to double-zigzag state and we suggest that magnetoelastic coupling can play a crucial role since double-zigzag state can be stabilized by optimization of the crystal structure in DFT+U+SOC calculations.
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Ab initio guided minimal model for the “Kitaev” material BaCo$_2$(AsO$_4$)$_2$: Importance of direct hopping, third-neighbor exchange and quantum fluctuations

Supplemental Materials

I. DFT CALCULATION DETAILS

We carried out an ab initio band structure calculation within the frameworks of density functional theory (DFT) as implemented in VASP [1–3] and a full-potential local-orbital code (FPLO) [4]. The generalized gradient approximation (GGA) [5] for the exchange-correlation functional was used.

VASP. The projector-augmented wave (PAW) technique was applied [6]. Strong electronic correlations and spin-orbit coupling (SOC) were taken into account via so-called GGA+U+SOC approximation (LDAUTYPE = 1) [7]. The on-site Coulomb repulsion parameter $U$ for Co ions was varied in a range from 5 to 7 eV [8]. The Hund’s intra-atomic exchange parameter was taken to be $J_H = 0.9$ eV. The electronic population numbers for Co were obtained by integration within atomic sphere with radius of 1.302 Å. The cutoff energy for plane waves was chosen to be 500 eV. The integration over the Brillouin zone was performed using the Monkhorst-Pack scheme [9]. The $7 \times 7 \times 7$ k-mesh was used for conventional DFT calculations (including the Wannier function projection [10] and construction of projected localized orbital - PLO [11]), the $5 \times 2 \times 3$ k-mesh was used for the optimization of the crystal structure, while $3 \times 3 \times 3$ k-grid for calculation of the exchange constants. In two last cases supercells consisting of 4 and 5 formula units (f.u.) were used.

FPLO. Hopping integrals were estimated starting from scalar relativistic calculations at the GGA (PBE) level with $12 \times 12 \times 12$ k-grid. Wannier orbitals were constructed via projection [12], with the local cubic projection axes chosen such that the $x + y + z$ direction was parallel to the crystallographic $c$-axis, and the angle between each local axis and the corresponding Co-O bond vector was minimized.

\[ H = \sum_{i \neq j} \tilde{S}_i \tilde{S}_j \]

where the summation runs twice over each pair of $S = 1/2$, and $J_{ij}$ is a $3 \times 3$ matrix. We used the total energy method, described in Ref. 17 in a supercell with 10 Co ions ordered in a honeycomb plane.

II. CRYSTAL-FIELD SPLITTING AND HOPPING PARAMETERS

All parameters are given in eV.

- FPLO results (basis: $d_{xy}, d_{yz}, d_{xz}, d_{z^2}, d_{x^2-y^2}$)

On-site Hamiltonian

\[
H_{\text{CFS}} = \begin{pmatrix}
-0.906 & 0.044 & 0.044 & -0.005 & 0.034 \\
0.044 & -0.906 & 0.044 & -0.027 & -0.021 \\
0.044 & 0.044 & -0.906 & -0.032 & -0.013 \\
-0.005 & -0.027 & -0.032 & 0.144 & 0.000 \\
0.034 & -0.021 & -0.013 & 0.000 & 0.144
\end{pmatrix}
\]
Nearest neighbor hoppings

\[ T_1 = \begin{pmatrix}
-0.296 & 0.044 & 0.021 & 0.049 & -0.003 \\
0.044 & 0.062 & -0.019 & 0.004 & -0.019 \\
0.021 & -0.019 & 0.067 & 0.012 & 0.038 \\
0.049 & 0.004 & 0.012 & -0.038 & -0.004 \\
-0.003 & -0.019 & 0.038 & -0.004 & -0.041 \\
\end{pmatrix} \]

3rd nearest neighbor hoppings

\[ T_3 = \begin{pmatrix}
-0.038 & 0.000 & -0.004 & 0.021 & 0.012 \\
0.000 & 0.000 & -0.004 & -0.001 & 0.001 \\
-0.004 & -0.004 & 0.001 & 0.005 & 0.009 \\
0.021 & -0.001 & 0.005 & -0.039 & -0.001 \\
0.012 & 0.001 & 0.009 & -0.001 & 0.124 \\
\end{pmatrix} \]

- VASP Wannier90 results (basis: \( d_{xy}, d_{yz}, d_{xz}, d_{x^2-y^2} \))

On-site Hamiltonian

\[ H_{\text{CFS}} = \begin{pmatrix}
3.953 & 0.040 & -0.005 & 0.040 & -0.027 \\
0.040 & 3.954 & 0.024 & 0.040 & 0.009 \\
-0.005 & 0.024 & 4.851 & -0.022 & -0.000 \\
0.040 & 0.040 & -0.022 & 3.954 & 0.017 \\
-0.027 & 0.009 & -0.000 & 0.017 & 4.851 \\
\end{pmatrix} \]

Nearst neighbor hoppings

\[ T_1 = \begin{pmatrix}
-0.296 & 0.033 & 0.049 & 0.028 & 0.017 \\
0.033 & 0.067 & -0.002 & -0.020 & -0.019 \\
0.049 & -0.002 & -0.037 & 0.013 & 0.001 \\
0.028 & -0.020 & 0.013 & 0.067 & 0.035 \\
-0.017 & -0.019 & 0.001 & 0.035 & -0.042 \\
\end{pmatrix} \]

3rd nearest neighbor hoppings

\[ T_3 = \begin{pmatrix}
-0.039 & 0.000 & 0.021 & -0.004 & 0.002 \\
0.000 & 0.001 & -0.002 & -0.003 & 0.003 \\
0.021 & -0.002 & -0.036 & 0.007 & 0.001 \\
-0.004 & -0.003 & 0.007 & 0.001 & 0.013 \\
0.002 & 0.003 & 0.001 & 0.013 & 0.125 \\
\end{pmatrix} \]

We would like to note that on-site energies and hopping parameters obtained using PAW are very close to what one gets using Wannier function projection technique.

III. DFT: BONDING-ANTIBONDING \( t_{2g} \) BANDS DUE TO A DIRECT HOPPING

In order to clarify importance of the direct hopping between \( t_{2g} \) orbitals centered at the neighboring sites we performed Wannier function projection [10] of DFT Hamiltonian as obtained in VASP. The real space Hamiltonian was transformed to the local coordinate system with axis directed to ligands. Then for each pair nearest Co atoms \( xy/xy \) hopping was put to zero and resulting Hamiltonian rotated back to the global coordinate system and Fourier transformed to the reciprocal space. In

IV. DFT: BONDING-ANTIBONDING \( e_g \) BANDS DUE TO THIRD NEIGHBOR HOPPING

There is a substantial hopping between \( x^2 - y^2 \) orbitals centered on third nearest neighbors. We therefore project the density of states onto bonding and antibonding \( x^2 - y^2 \) orbitals. This is technically easier to perform in Wien2k code [13] and results of the projection are shown in Fig. S4.
V. DFT+U+SOC ELECTRONIC STRUCTURE

The electronic structure obtained in GGA+U+SOC calculations is presented in Fig. S5.

VI. DFT+U+SOC: ATOMIC POSITION RELAXATION

Relaxation of the atomic positions was performed keeping the volume and unit cell shape constant while variation of the total energy between ionic iterations was more than $10^{-6}$ eV per unit cell. The hopping parameters obtained by the subsequent Wannier function projection of non-magnetic DFT Hamiltonian are given below.

On-site Hamiltonian

\[ H_{\text{CFS}} = \begin{pmatrix}
3.770 & 0.038 & -0.003 & 0.039 & -0.013 \\
0.038 & 3.770 & 0.011 & 0.039 & 0.002 \\
-0.003 & 0.011 & 5.024 & -0.009 & 0.000 \\
0.039 & 0.039 & -0.009 & 3.771 & 0.008 \\
-0.013 & 0.002 & 0.000 & 0.008 & 5.022
\end{pmatrix} \]

Nearest neighbor hoppings

\[
T_1 = \begin{pmatrix}
-0.284 & 0.032 & 0.058 & 0.020 & -0.014 \\
0.032 & 0.066 & 0.001 & -0.018 & -0.022 \\
0.058 & 0.001 & -0.048 & 0.017 & 0.000 \\
0.020 & -0.018 & 0.017 & 0.067 & 0.039 \\
-0.014 & -0.022 & 0.000 & 0.039 & -0.035
\end{pmatrix}
\]

3rd nearest neighbor hoppings

\[
T_3 = \begin{pmatrix}
-0.043 & 0.002 & 0.026 & -0.003 & 0.005 \\
0.002 & 0.000 & -0.004 & -0.003 & 0.007 \\
0.026 & -0.004 & -0.039 & 0.004 & 0.000 \\
-0.003 & -0.003 & 0.004 & 0.000 & 0.009 \\
0.005 & 0.007 & 0.000 & 0.009 & 0.129
\end{pmatrix}
\]

We did not perform total energy calculations of the exchange parameters in the relaxed structure because of the too large unit cell. Instead the nearest neighbor exchange matrix was calculated using exact diagonalization method. Results are shown in Table I. As can be seen, there are only small modifications compared to the results for the experimental structure presented in the main text, thus highlighting the strong sensitivity of the ground state to the couplings.

Table I. Exchange interaction parameters (in units of K) computed from exact diagonalization of effective d-orbital model. Values in brackets include estimated corrections for omitted ligand exchange processes.

| \( J_{H,T_{2g}} \) | 0.7 eV | 0.9 eV |
|-----------------|-------|-------|
| \( U \) | 3.25 eV | 5 eV | 6 eV | 7 eV |
| \( J_1 \) (K) | -106 (-126) | -36 (-56) | -16 (-36) | -7.3 (-27) |
| \( K_1 \) (K) | 31 | 12 | 5.9 | 2.9 |
| \( \Gamma_1 \) (K) | 28 (35) | 14 (21) | 8.1 (15) | 4.9 (12) |
| \( \Gamma'_1 \) (K) | 8.8 (16) | 6 (13) | 3.5 (11) | 1.9 (9) |
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