In the present paper, we review evidence for of a model in which the inferior frontal gyrus/anterior insula (IFG/AI) area is involved in elaborate attentional and working memory processing and we present the hypothesis that this processing may take different forms and may have different effects, depending on the task at hand: (1) it may facilitate fast and accurate responding, or (2) it may cause slow responding when prolonged elaborate processing is required to increase accuracy of responding, or (3) it may interfere with accuracy and speed of next-trial (for instance, post-error) performance when prolonged elaborate processing interferes with processing of the next stimulus. We present our viewpoint that ventrolateral corticolimbic control pathways, including the IFG/AI, and mediodorsal corticolimbic control pathways, including dorsal anterior cingulate cortex areas, play partly separable, but interacting roles in adaptive behavior in environmental conditions that differ in the level of predictability: compared to dorsal feed-forward control, the ventral corticolimbic control pathways implement control over actions through higher responsiveness to momentary environmental stimuli. This latter control mode is associated with an attentional focus on stimuli that are urgent or close in time and space, while the former control mode is associated with a broader, more global focus in time and space. Both control pathways have developed extensively through evolution, and both developed their own “cognitive controls,” such that neither one can be properly described as purely “cognitive” or “emotional.” We discuss literature that suggests that the role of IFG/AI in top-down control is reflected in cortical rhythms and event-related potentials. Together, the literature suggests that the IFG/AI is an important node in brain networks that control cognitive and emotional processing and behavior.
including dorsal ACC have more often been described as cognitive, while functions of IFG/AI, and the ventral corticolimbic control pathways it is part of (including also the amygdala), have often been described as emotional, in this paper we want to distill from the literature an emerging picture of IFG/AI contributions to cognition and focus on characterizing the cognitive control functions the IFG/AI might have. In doing so, we are guided by our view-point that ventral corticolimbic control pathways that include the IFG/AI, and dorsal corticolimbic control pathways that include dorsal ACC areas, are interacting but partly separable by their respective adaptations to environmental conditions that differ in the level of predictability (Tops et al., 2010). We will discuss that, in our opinion, both control pathways continued to develop during evolution, and both developed their own “cognitive controls,” such that neither one can be properly described as "cognitive" nor "emotional" (Tops et al., 2010). More general and balanced discussions of theories and research of cognitive control and post-error adjustments can be found in other contributions to this Research Topic (e.g., Danielmeier and Ullsperger, 2011).

Increasing attention to the role of IFG/AI could have important implications and could facilitate future research in several directions. For instance, cognition and ACC function are increasingly being investigated in the context of psychopathology, mental health, and stress. However, the IFG/AI is among the areas that most consistently show increased activity related to anxiety and stress (see for a meta-analysis Etkin and Wager, 2007; for discussion Tops and Boksem, 2011).

In Section “Cognitive Control in the Brain,” we will argue that IFG/AI has a relatively neglected role in cognitive control that is different from ACC. In Section “Cognition and Emotion in Dorsal and Ventral Corticolimbic Control Pathways” we will present our general model of ventral and dorsal control pathways and their role in cognition. In Section “The Role of IFG/AI in Cognitive Control” we focus on cognitive control functions of IFG/AI in the ventral control pathways, and how this function may be implicated in minimizing interference effects in flanker and Stroop tasks, in slowing effects such as post-error slowing, post-conflict slowing, and in speed–accuracy trade-off. In Section “Support for a Role of IFG/AI in Cognitive Control” we discuss evidence for involvement of IFG/AI in these interference and slowing effects. In Section “Long-Term Goals” we suggest that both ventral and dorsal control pathways can direct behavior toward long- and short-time goals, but in different ways. Finally, we discuss evidence suggesting that the role of IFG/AI in top-down control is reflected in cortical rhythms and event-related potentials.

COGNITIVE CONTROL IN THE BRAIN

Functional neuroimaging studies suggest that dorsal ACC plays an important role in cognitive control. This brain area is reliably activated when tasks require the ongoing adjustment of the allocation of attention. The ACC has come to occupy a central role in theories of attention and cognitive control, which hold that the ACC either monitors response conflict, signaling the need for adjustments in cognitive processes, or directly mediates such adjustments (e.g., Botvinick et al., 2001). However, it has been shown that subjects with damage to the dorsal ACC show normal adjustments in performance following manipulations in response conflict in both Stroop and go–no-go tasks. Furthermore, damage to the ACC did not impair performance on anterior attention tasks, post-error slowing, nor the ability to adjust performance in response to explicit speed or accuracy instructions, arguing against a necessary role for the ACC in these processes (Fellows and Farah, 2005; Baird et al., 2006).

A study in which the ACC was lesioned in monkeys, showed that the ACC is not involved in detecting or correcting errors, but in guiding voluntary behavior based on the history of actions and outcomes (Kennerley et al., 2006). ACC lesions did not impair the performance of the monkeys immediately after errors, but made them unable to integrate rewards and punishments over multiple trials to guide the continuation of behavior. But if the ACC is not involved in next-trial response–adjustments, this means that this kind of computations and behavioral control is performed elsewhere, and that the outcomes of such computations are forwarded to the ACC, in order to be integrated over multiple trials, guiding the choice of a general behavioral set and level of engagement. Interestingly, in a recent fMRI study dorsal ACC activity was not sensitive to Stroop congruency, error likelihood, or response conflict after controlling for increased brain activity with time-on-trial, suggesting that the greater ACC activity on incompatible trials may stem from longer reaction times rather than response conflict; however, left IFG activity was correlated with increased Stroop congruency effects (Grinband et al., 2011). There is discussion about the study of Grinband et al. (Yeung et al., 2011), and there appears to be evidence for involvement of rostral ACC in next-trial cognitive control (di Pellegrino et al., 2007). Our intention is not to argue against ACC involvement in next-trial cognitive control, but to highlight potential IFG/AI contributions.

There is growing support for, and attention to, the role of IFG/AI pathways in executive functions such as post-error slowing that have so far largely been ascribed to the ACC–prefrontal cortical circuit, and recognition of the involvement of orienting responses in such functions (Tucker et al., 2003; Tops, 2004; Brass et al., 2005; Tops et al., 2006, 2010; Boksem et al., 2008; Eckert et al., 2009; Notebaert et al., 2009; Tops and Boksem, 2010, 2011; Ullsperger et al., 2010; Ide and Li, 2011). Where less then 10 years ago strong activation of the IFG/AI was regarded of no importance, and in an astonishing number of cases was reported without comment, an extraordinary convergence of evidence has since prompted authors to describe this area as the integral hub and convergence zone between networks that control behavior in low-predictable environments (Bossaerts, 2010; Craig, 2010; Menon and Uddin, 2010; Nelson et al., 2010; Tops et al., 2010; Higo et al., 2011). Likewise, while classically considered a limbic region, recent evidence from network analysis suggests a critical role for the IFG/AI in high-level cognitive control and attentional processes (Craig, 2010).

COGNITION AND EMOTION IN DORSAL AND VENTRAL CORТИCOLIMBIC CONTROL PATHWAYS

Research investigating the evolution and ontogeny of the prefrontal cortex suggests that the lateral prefrontal cortex initially emerged from ventrolateral prefrontal regions, followed by dorsolateral and then anterolateral cortices (Flechsig, 1901, 1920; Fuster et al., 1997). We previously argued that evolution did not lead to the
development of separate brain systems for emotion vs. cognition, but did lead to the development of partially separate ventrolateral and mediodorsal control pathways sustaining behavioral programs adapted to different environments (Tops et al., 2010). We previously described how the distinction between ventrolateral and mediodorsal control pathways can be applied to literatures about temperament, personality, emotion, and psychopathology (Tops et al., 2010). However, the theory of Tucker and Luu from which it was developed has also been applied to cognitive control (e.g., in the empirical work of Luu and Tucker) and the modulation by emotion of the width of attention (reviewed by Friedman and Förster, 2010). In Figure 1 we present a model of our hypothesis regarding how the ventral and dorsal control pathways are implicated in cognitive control, with a relative focus on the often neglected ventral controls.

In short, the revised model of Tucker and colleagues (Tops et al., 2010) proposes that two types of brain systems developed during evolution. One type was adapted to control cognition and behavior in high-predictable environments. These systems control behavior guided by context models; models that are formed in long-term memory by the predictability of the environment/context. The other type of system was adapted to control cognition and behavior in low-predictable environments. In low-predictable environments, effective context models can not be formed nor used to control behavior in adaptive ways. Instead, behavior is guided reactively by momentary feedback control by environmental stimuli. This reactive guidance by momentary environmental stimuli is associated with attentional focus on stimuli that are urgent and close in time and space. Those stimuli can be positive (“I have to catch that reward that is in my reach before it gets away”) or negative (“I have to get away from that danger before it gets me, because I’m in its reach”). The reactive systems are involved in, and relate stimuli to, the experienced self in the here and now. In contrast, there is less urgency and focus on the moment (i.e., broader, more global focus in time and space) when behavior is guided proactively (in feed-forward fashion) by context models. Playful exploration of the environment may be stimulated by this type of control, to support the construction and updating of context models.

Friedman and Förster (2010) reviewed literature showing that positive emotional states and implicit affective cues expand (global focus), and that negative emotional states and implicit affective cues constrict (local focus), the scope of attention on both the perceptual and conceptual level. They concluded that a large and growing body of research supports the model and assumptions that originated from Tucker’s work. Starting with Tucker’s neuropsychological theory (e.g., Tyler and Tucker, 1982; Tucker and Williamson, 1984; Derryberry and Tucker, 1994; Luu et al., 1998), early studies were collectively inspired by a set of converging empirical and theoretical contributions (e.g., Schwarz, 1990; Tucker et al., 1995; Fredrickson, 1998). Friedman and Förster also discussed recent findings and ideas by Harmon-Jones and Gable, which, as an exception, did not appear to fit the theoretical framework. These authors reported several studies in which reactive positive (appetitive, e.g., hunger) reward motivation facilitated a

![FIGURE 1 | Schematic depiction of the roles of ventral and dorsal corticolimbic control pathways in cognitive control, focusing on ventral control. At the level of the IFG/AI interoceptive, limbic emotion–motivational, and sensory inputs are integrated. IFG/AI connects back to somatosensory, limbic, and sensory/attentional orienting areas to regulating the level of activation of representations that are relevant for response selection. IFG/AI may also keep the representations and goals active as part of maintenance working memory function. IFG, inferior frontal gyrus; AI, anterior insula; VS, ventral striatum; OFC, orbitofrontal cortex; PCC, posterior cingulate cortex; dACC, dorsal anterior cingulate cortex; dlpfc, dorsolateral prefrontal cortex; pSMA, presupplementary motor area; WM, working memory; STM, short-term memory.](image-url)
local focus (Gable and Harmon-Jones, 2008; Harmon-Jones and Gable, 2009). Although the attempt by Friedman and Förster to reconcile the ideas of Gable and Harmon-Jones with their own ideas and the general framework figured prominently in their original review article, Harmon-Jones et al. (2011b) published a comment in Psychological Bulletin proposing an alternative model to explain the findings. However, in their reply, Friedman and Förster (2011) argue that the alternative model fails to establish a compelling alternative explanation for the multitude of specific findings they reviewed. Interestingly and importantly, the revision and update of Tucker’s model we published last year actually prominently discussed the findings of Gable and Harmon-Jones to explain how small revisions to the original model increase the explaining power and fit to the literature (Tops et al., 2010).

The revised model retains the hypothesis that the systems associated with the context models are biased toward positive emotion, optimism, self-efficacy, and confidence, because the context models are based on previous predictive success and positive outcomes. However, one adjustment is the addition of a reactive system with a narrow focus in space and time on obtaining rewards, in addition to the reactive system with a narrow focus in space and time on avoiding punishment or harm. This additional appetitive reactive reward-oriented system incorporates the findings (local focus when reactive reward motivation is stimulated) and ideas of Harmon-Jones et al. (2011b) within the broader framework that was built from Tucker and colleagues’s original work. Moreover, it also seems to incorporate findings with other outcome measures in the research by Förster and colleagues (e.g., Förster, 2009; Liberman and Förster, 2009). They found that a global attentional focus was associated with larger psychological distances in time and space, “promotion focus,” high power and a focus on similarities (which is compatible with the formation of context models), while a local attentional focus was associated with small psychological distances in time and space, “prevention focus,” low power and a focus on differences.

According to the self-regulation theory of Higgins (1997), a promotion focus guides behavior according to ideals and aspirations, while a prevention focus guides behavior according to “oughts” such as safety and responsibilities. Interestingly, a recent theory of reasoning and decision making proposes that dorsolateral prefrontal cortex represents behavior-guiding principles for evaluating the permisibility or fairness of observed behavior while social norms for necessary (obligatory or prohibited) courses of action are represented by ventrolateral prefrontal cortex (Barbey et al., 2009). Promotion relative to prevention focus has been associated with perceptions of power and predictability (e.g., Langens, 2007). Behavior control by social norms for necessary courses of action in ventrolateral prefrontal cortex may have developed from its attentional focus on stimuli that are urgent and close in time and space, while reflection on ideals, permisibility, and fairness may be allowed for when there is less urgency and focus on the moment and may involve activation of context models. Barbey et al. argue that, from an evolutionary perspective, the emergence of lateral prefrontal cortex subregions reflects their relative priority for the formation of organized social groups. Furthermore, consistent with its evolutionary development, the ontology of the lateral prefrontal cortex reflects the importance of first representing social norms for necessary behavior (i.e., fundamental rules the child must obey), followed by an understanding of permissible courses of action (e.g., guided by judgments of equity and fairness), and finally high-order inferences involving both forms of representation (Barbey et al., 2009). The work by Barbey et al. (2009) may extend our model to the realm of higher order processing such as social reasoning and decision making, and inductive and deductive inference making.

The present model seems related to the well-known hypothesized distinction between ventral and dorsal posterior visual processing streams specialized respectively in processing of “what” and “how” information (Goodale and Milner, 1992). According to Goodale and Milner, the dorsal pathway extracts visual signals relevant for driving automatic or feed-forward motor behavior (perception for action), whereas the ventral pathway extracts information relevant for identification and other forms of semantic knowledge. It has been suggested that these processing streams are extended toward frontal ventral and dorsal areas that feed back to implement cognitive control (Sakagami et al., 2006; O’Reilly, 2010). Ventrolateral prefrontal cortex (IFG/AI) mediates active maintenance of stimulus information, and this produces a top-down biasing effect to drive selection and retrieval dynamics in posterior cortex. On the other hand, one should expect to see dorsolateral prefrontal cortex activation whenever the dorsal parietal cortex requires extra cognitive control (such as working memory and top-down biasing) to carry out the processing of sensory information to guide action outputs (O’Reilly, 2010; cf. Sakagami et al., 2006). Although similar, compared to this account our model seems more integrative, associating ventral and dorsal systems with behavioral programs that include motivation, emotion, viscerosensation, and memory (Tops et al., 2010).

Figure 1 shows that at the level of the IFG/AI interoceptive, limbic emotion–motivational, and sensory inputs are integrated (Craig, 2008, 2009). Based on reviews of these and other findings, Craig reasoned that in the IFG/AI an integrated representation is formed of the global emotional moment, i.e., that awareness of the immediate moment is formed. Also in our model, the IFG/AI is an integration and control node in ventral networks that implement “immediate” reactivity to sensory stimuli, and “immediate” connection between sensory processing and action control. Adapted to low-predictable environments, ventral control applies a narrow spatial (target-focused) and temporal (immediate moment) focus to processing, action control, and awareness (cf. Craig, 2009). In contrast, adapted to predictable environments, dorsal control applies a wider spatial and temporal focus, which allows for recruitment of context models, and sustained control over behavioral episodes according to information conveyed by temporally remote events and history of actions and outcomes, and implementation of feed-forward control of behavioral patterns and integrated action sequences (Heidbreder and Groenewegen, 2003; Kennerley et al., 2006; Kouniher et al., 2009). The wider temporal focus produces awareness that includes a sense of past and future. Notice that quite differently from reactive ventral control, feed-forward implementation, and execution of action sequences may be facilitated by suppressing ongoing processing of sensory input that might disrupt motor output (Jacobs and Fornal, 1995).
Classical work showed that affective arousal states carry resource information (physiological resources such as glucose levels and the condition of muscles, as well as social resources) and are associated with implicit perceptions of coping abilities (Thayer, 1989). Only in low-predictable environments it is necessary to have a continuous readout of the level of available resources to constrain immediate action. In the IFG/AI information about the level of resources is combined with emotional or “drive” information that biases the direction of action either toward (approach, e.g., craving, hunger, love, trust) or away from (avoidance, e.g., disgust, pain, distrust) a target object (Tops and de Jong, 2006; Tops et al., 2010). This directional drive property may have been derived from functions of the gustatory cortex that is situated in the insula. The directional drive bias and resource information is furthermore combined with relevant target information and, depending on circumstances, priming or preparation of responses and matching autonomic responses (Heidbreder and Groenewegen, 2003). Together, the continuous readout of drive direction bias, resource level, and orienting toward potential targets enable fast, opportunistic action at the spur of the moment. In other words, it may enable us to catch a reward that is in our reach before it gets away and to get away from a danger before it gets us, when we are in its reach. In contrast, in predictable environments dorsal control enables fast and efficient action by means of feed-forward action control and guidance by context models.

In many situations and for many tasks, dorsal, and ventral systems will collaborate and interact in the control of behavior. For instance, support has been found for interactions between IFG and dorsal frontal areas, where IFG implements reactive (momentary) immediate action according to the information conveyed by concomitant contextual signals, while dorsal frontal areas implement “proactive” episodic motivation control: sustained control over behavioral episodes according to information conveyed by temporally remote events (or context models) and history of actions and outcomes, and implementation of feed-forward control of behavioral patterns and integrated action sequences (Heidbreder and Groenewegen, 2003; Kennerley et al., 2006; Kouneiher et al., 2009). However, temporary or relatively stable biases toward reactive control may result from temperamental, unpredictable dangerous or urgent situations, perceptions of unpredictability after trauma or inconsistent parenting, and interactions between those. In contrast, bias toward context model-guided control may relate to temperament or follow consistent parenting and predictable, secure early environments that favored exploration and the development of context models (i.e., internal working models, in terms of Bowlby’s (1988) attachment theory).

The input and feedback to IFG/AI and back to somatosensory, limbic and sensory/attentional orienting areas as depicted by arrows in Figure 1, fit the consistent implication of IFG/AI activity in somatosensory working memory (e.g., Aukustulewicz et al., 2011), anxiety, and somatic complaints (Paulus and Stein, 2006; Etkin and Wager, 2007; Tops and Boksem, 2011). We suggest that during evolution cognitive control areas have developed that are basically control areas involved in temperament, emotion regulation, and stress responding (Cromwell and Panksepp, 2011), but now also implicated in cognitive task performance. Hence, we think the model in Figure 1 can be applied to temperament, emotion regulation, stress responding, as well as to cognitive control. However, the next sections of this paper will focus on the involvement of the connections between IFG/AI and the ventral processing stream in cognitive control.

THE ROLE OF IFG/AI IN COGNITIVE CONTROL

In Figure 1, the feedback connection between IFG/AI and ventral sensory cortex is meant to illustrate the role of IFG/AI in regulating the level of activation of representations in posterior brain areas that are relevant or irrelevant, respectively, for response selection (Higo et al., 2011). In other words, those connections have a role in the coordination of focal elaborate processing of target stimuli; focal in time and space. Depending on the requirements of the task at hand, these connections together with output to motor cortex allow for tight feedback control of action. This means that IFG/AI is involved both in monitoring target or cue events and in updating the corresponding action plan. One example that supports such a combination of functions is a study that combined the causal methodology of reversible cortical interference (transcranial magnetic stimulation) with an experimental task that measured different types of updating. This study found that the right inferior frontal cortex can be functionally segregated into two subregions: an inferior frontal junction region that seems critical for visual detection of changes in the environment, and a more ventral IFG region, which updates the corresponding action plan (Verbruggen et al., 2010).

However, if the target stimulus is removed before (elaborate) processing is finished, processing may proceed on a short-term memory representation of the target or sensory input. Much has been learned over the last two decades on where in the brain working memory functions are carried out. Much less is known on how the brain accomplishes short-term maintenance and goal-directed manipulation of information. One view proposed a functional distinction, arguing that ventrolateral areas are mostly involved in pure maintenance of information and keeping representations active without external input, whereas dorsolateral areas are more involved in tasks requiring some processing of the memorized material (Owen, 2000). The IFG appears to project back to the temporal lobe to keep target/object representations active (Assadollahi and Rockstroh, 2008) and may do so through mechanisms of synchronization of neuronal firing (cf. Hommel et al., 2006). We suggest that similar feedback connections may be implicated both in regulating the level of activation of representations in posterior brain areas that are relevant to prevent interference from irrelevant simultaneous representations, and in regulating the level of activation of representations in posterior brain areas that are relevant to prevent decay or interference from subsequent representations. However, as we are not aware of much evidence for this suggested mechanism, we leave the exact mechanism of short-term memory or maintenance working memory in the IFG/AI open.

Both prolonged focus on, and processing of, potentially ambiguous or relevant target representations that are still updated in sensory cortex, and prolonged processing of targets that have been removed from input channels, constitute what has been called a “redundancy bias” to processing in ventral systems (Tucker et al., 1995). Importantly, although both operations exclude the continuous stream of sensory input largely or completely from
momentary awareness, momentary awareness itself is continued with focus on the target. That is, if processing is performed on a short-term memory representation, the “emotional moment” (Craig, 2009) constitutes outcomes of this processing in IFG/AI and simultaneous inputs such as limbic drive and somatosensory inputs.

Prolonged processing of targets that have been removed from input channels (or replaced or updated) places that target in momentary awareness, and excludes subsequent stimuli and targets from momentary awareness for the duration of this prolonged processing. This may cause interference with IFG/AI mediated processing and momentary awareness of stimuli following targets in rapid serial visual presentation tasks and following stimulus events that would trigger prolonged elaborate processing in speeded reaction time tasks, such as performance errors, incongruent flankers, novelty, saliency, ambiguity, or cues of rule change (Figure 1). We think that this interference with the processing of subsequent stimuli is involved in post-error slowing and post-conflict slowing.

We leave open whether control from the IFG/AI involves any active inhibition of processing or action, or only activation of representations (input or behavior) that compete with other representations, which has been suggested to be a more parsimonious explanation of IFG/AI functions (Hampshire et al., 2010). In terms of visual processing, inhibition of one object when attention is focused on another can be explained as a secondary effect, i.e., an emergent property of local competition when one competing item is subjected to top-down potentiating signals which have their source in the IFG/AI and may reflect willful focusing of attention (Hampshire et al., 2010). However, this leaves the possibility that motor programs of immobility or behavioral inhibition are part of innate stimulus – response programs or are often used and therefore primed in certain individuals (Tops and Boksem, 2011).

Similarly, we will not discuss extensive evidence that IFG/AI may inhibit processing of emotional stimuli in sensory cortex, memory, and limbic areas. Although this literature is too extensive and complicated to discuss within the scope of this paper, we will mention a few examples, because we think emotion control by the IFG/AI may involve mechanisms that are similar to, and may overlap with, those implementing cognitive control. In one study, anticipatory bilateral IFG/AI activation before picture presentation was inversely correlated with superior temporal gyrus (STG) activation during presentation of scary pictures in anxiety prone individuals, suggesting that IFG/AI activation suppressed the sensory representation in STG (Simmons et al., 2006). According to another study, emotional memories are initially suppressed by the right IFG over regions supporting sensory components of the memory representation (visual cortex, thalamus; Depue et al., 2007). One explanation for these findings is that the right IFG is engaged in a coping strategy – for example retrieving an alternative thought, image, or memory in order to swamp limited capacity processing resources (Hampshire et al., 2010). Wager et al. (2008) identified a right IFG/AI region whose activity correlated with reduced negative emotional experience during cognitive reappraisal of aversive images. They then applied a pathway-mapping analysis on subcortical regions to locate mediators of the association between IFG/AI activity and reappraisal success (i.e., reductions in reported emotion). They identified two separable pathways that together explained approximately 50% of the reported variance in self-reported emotion: (1) a path through nucleus accumbens that predicted greater reappraisal success, and (2) a path through ventral amygdala that predicted reduced reappraisal success (i.e., more negative emotion). These results provide direct evidence that IFG/AI is involved in both the generation and regulation of emotion through different subcortical pathways. Maybe this result means that the right IFG is involved in the passive coping strategy of emotion-focused coping by amplifying positive vs. negative emotions.

**SUPPORT FOR A ROLE OF IFG/AI IN COGNITIVE CONTROL**

**FLANKER INCONGRUENCY EFFECTS AND SPEED–ACCURACY TRADE-OFF**

The right IFG/AI may have an alarm/orienting function as part of its critical role in the switching between internally and externally oriented control modes in response to salient stimuli (Sridharan et al., 2008). Furthermore, the IFG/AI may coordinate and participate in further processing of salient and/or ambiguous stimuli. Leitman et al. (2010) showed that increased saliency of emotion-specific acoustic cues was associated with increased activation in key components of the ventral emotional/attentional system including STG, insula, and amygdala, whereas decreased saliency of acoustic cues was associated with increased IFG activity and IFG–STG connectivity. These results suggest that sensory-integrative processing that is central in emotional intensity and attentional absorption is facilitated when the stimulus is rich in affective information, yielding increased activation in temporal cortex and amygdala. Conversely, when the stimulus is ambiguous, greater evaluative processes are recruited, increasing activation in IFG, and IFG–STG connectivity (Leitman et al., 2010).

Incongruency in a flanker task activates the IFG/AI and underlying striatum area, and although the direction of the relationship is inconsistent over studies, activity in this area was in some studies correlated with the flanker incongruency effect on reaction times (Bunge et al., 2002; Wager et al., 2005); a relationship was also found with the incongruency effect on reaction times during a Stroop task (Melcher and Gruber, 2008). The IFG/AI–ACC network is thought to be involved in incongruency detection or resolving, and/or in inhibitory processes that dampen the tendency to make an inappropriate response (e.g., Aron et al., 2004; Wager et al., 2005). The IFG/AI is active across tasks involving incongruency, inhibition or working memory (including the flanker, go/no-go, stop signal, stimulus–response compatibility, Simon, Stroop, and spatial- and verbal-working memory tasks; Nee et al., 2007; McNab et al., 2008) including tasks involving semantic or emotional incongruency that elicit the N400 evoked potential (Maess et al., 2006; Van Petten and Luka, 2006), consistent with a role of this area in a bias to working memory or attention that increases processing of ambiguous stimuli. The IFG/AI also consistently shows error-related activity (Wittfoth et al., 2008) which may reflect increased processing after erroneous responses. Moreover, a meta-analysis suggested that there is an asymmetry in the activation of the IFG/AI, left IFG/AI showing larger activation by flanker incongruency and right IFG/AI by errors (Ullsperger et al., 2010).
Flanker incongruency effects depend on speed–accuracy strategy, the effects being larger when speed is stressed (Wylie et al., 2009). The speed and accuracy of decision making have a well-known trading relationship: hasty decisions are more prone to errors while careful, accurate judgments take more time. Using functional magnetic resonance imaging (fMRI), Ivanoff et al. (2008) showed that emphasizing the speed of a perceptual decision at the expense of its accuracy lowers the amount of evidence-related activity in the IFG/AI that is gathered before responding. Moreover, this speed–accuracy difference in activity correlated with a behavioral measure of speed–accuracy difference in decision criterion. Thus, the IFG seems involved in elaborate attentional and working memory processing that may facilitate fast and accurate responding or slow responding in the case of prolonged elaborate processing to increase accuracy of responding.

POST-ERROR SLOWING

It has been reported that post-error slowing was larger when instruction stressed accuracy rather than speed (Jentzsch and Leuthold, 2006; Danielmeier and Ullsperger, 2011). In a study by Dudschig and Jentzsch (2009), post-error slowing was found to be increased and performance more error-prone with a decreasing response–stimulus interval, providing evidence for the idea that error evaluation can produce substantial interference with subsequent trial processing, particularly when there is insufficient time between the error and the subsequent event. Whereas response–stimulus-intervals were varied block-wise in the study by Dudschig and Jentzsch, their result was replicated in a study that varied response–stimulus-intervals trial-to-trial (Danielmeier and Ullsperger, 2011). EEG alpha power during task performance was recently shown to display error-related and incongruency-related changes (Carp and Compton, 2009; Compton et al., 2011). While alpha suggested temporary disengagement after correct responses, after errors there appeared to be a failure to disengage which predicted post-error slowing. Indeed, depression is associated with a decrease in accuracy, increased slowing and inability to disengage after errors (Tucker et al., 2003; Compton et al., 2008) and error-related negativity (ERN) ERP amplitude predicted post-error slowing only among depressed participants in an emotional Stroop task condition involving negative words (Compton et al., 2008), suggesting a relationship in depression between slowing and failure to disengage. Interestingly, color-naming reaction time interference effects by threat stimuli in the emotional Stroop, which has been associated with anxiety in numerous studies, also appear to reflect slow disengagement from the previous trial, similar to what seems to be happening in post-error slowing (Phaf and Kan, 2007). See for a discussion of the relation between post-error slowing and anxiety, arousal, and orienting responses, Notebaert et al. (2009) and Tops and Boksem (2011).

Unpublished results of a recent study (Tops and Boksem, 2010) in which subjects performed the Eriksen flanker task for 2.5 h, support that post-error processing may interfere with accurate next-trial performance when prolonged elaborate processing interferes with processing of the next stimulus. Over the whole group of subjects, post-error slowing was only significant in the first interval of the experiment (first 20 min), and parallel to increasing reaction times, post-error accuracy in the first intervals switched to post-error inaccuracy in the last interval (i.e., the last 20 min). Moreover, in the first interval, the only interval that showed both significant post-error slowing and post-error accuracy, post-error accuracy was correlated with shorter reaction times. After controlling for reaction times, post-error slowing predicted post-error accuracy. This suggests that only when reaction times were short the response–stimulus interval was long enough to benefit from the post-error processing, while when post-error processing added up to longer overall reaction times, there was interference of post-error continued engagement with the last trial with processing and performance in the subsequent trial.

In contrast, in a task in which an error on a difficult “lure” trial predicted that the same lure would be repeated between two and seven trials later, such that effects of post-error failure to disengage were unlikely to interfere with performance on the next lure trial, post-error slowing was related to increased accuracy on the next lure trial; the slowing and the increased accuracy were predicted by activity in right IFG/AI, middle frontal gyrus, and ACC (Hester et al., 2007). Right IFG activation is related to post-error slowing after errors (Marco-Pallarés et al., 2008; King et al., 2010) and after failures to inhibit responding (Li et al., 2008) and lesions of the right inferior frontal sulcus reduced post-error slowing (Molenberghs et al., 2009). A correlation has been found between individual differences in post-error slowing and white matter integrity beneath dorsal ACC regions that are connected to the right IFG (Danielmeier et al., 2011).

In conclusion, post-error processing may be associated with increased post-error accuracy, if conditions are such that post-error processing does not interfere with performance in the post-error trial. There are indications that prolonged processing in the IFG/AI is involved in post-error slowing and either post-error accuracy or post-error interference, depending on response–stimulus timing.

POST-CONFLICT SLOWING

Verguts et al. (2011) recently reviewed and “introduced” the phenomenon of post-conflict slowing. Previous studies suggested that following incongruent trials subjects slow responses on the subsequent trials when task conditions trigger the need for the allocation of attentional control, such as in the case of high conflict, perceptual ambiguity, or difficult tasks (Ullsperger et al., 2005; Bugg, 2008; Verguts et al., 2011). This post-conflict slowing has been interpreted as reflecting a speed–accuracy trade-off (Ullsperger et al., 2005). Indeed, in our study mentioned in the previous section (Tops and Boksem, 2010) more post-conflict slowing correlated with a speed–accuracy bias toward accuracy, as well as with less flanker congruency effect on accuracy (unpublished results).

Because post-conflict slowing is a less-described phenomenon (Verguts et al., 2011), we will present an analysis of this effect from our previous study (Tops and Boksem, 2010). We performed a General Linear Model analysis of reaction times with as within-subject factors flanker congruency, post-incongruency (i.e., previous trial was a congruent vs. incongruent trial). There was a main effect of post-incongruency \[F(1,23) = 42.83, p < 0.0001\] showing that reaction times were longer when the previous trial was incongruent \((M = 488, SD = 64)\) than when the previous trial was congruent \((M = 478, SD = 60)\). A similar analysis
of proportion correct responses found a main effect of postincongruency \[F(1,23) = 6.01, p < 0.05\] showing that proportion correct responses was higher when the previous trial was incongruent \((M = 0.924, SD = 0.034)\) than when the previous trial was congruent \((M = 0.911, SD = 0.044)\). Post-incongruence increase in accuracy correlated negatively with reaction times \((r = -0.62, p < 0.001)\).

**LONG-TERM GOALS**

In proactive systems context models can assist in directing behavior toward long- and short-time goals. In reactive systems goals and motivational stimuli can be held active by redundant attentional and working memory processing and actually lead to perseveration or obsessional behavior and rumination (Tucker et al., 1995; Tops et al., 2010). We adhere to the view that mediiodorsal areas implement sustained episodic motivation control over behavioral episodes (Kouneiher et al., 2009), guiding voluntary behavior based on the history of actions and outcomes (Kennerley et al., 2006), and context models. When action outcomes are unfavorable and/or context models suggest it is better to stop the particular endeavor, and do what “experience has taught you is best for you,” the endeavor will be abandoned in favor of flexible and adaptive switching to alternative endeavors or exploration. However, adapted to low-predictable environments, the ventrolateral prefrontal cortical controls of reactive systems may persevere on a potential opportunity to exploit (Tops et al., 2010). Maintenance of drive, and retrieval and/or maintenance of goals in working memory may keep goals active over time and in the face of resistance and help to implement effortful control of behavior in the service of long-range goals.

We sometimes use the label “proactive” to refer to the feedforward and context model-guided action control by the dorsal systems. We think that the labels “proactive” and “reactive” may help us connecting to an audience of social and clinical psychologists. However, the functions of the systems cannot be derived from the labels, and the labels can even cause confusion. Elaborate processing of stimuli in working memory at the expense of subsequent stimuli may not seem “reactive” in some sense. Keeping goals active in working memory seems to be part of what other researchers called “proactive” or goal-directed, and contrasted with reactive, stimulus or cue-driven control (Dosenbach et al., 2007; Braver et al., 2009; Aron, 2011). It is convenient and necessary to sometimes use short labels to express which systems or parts of the model are referred to, but no labels can capture the complexities of the systems, and it is important not to derive system function simply from the labels.

Elsewhere (Tops et al., 2010) we discussed how the combination of a reactive approach system, a reactive avoidance system, and a proactive or context model-guided system produces a model that is very similar to a model that has recently been proposed to integrate literatures on temperament and self-regulation systems, neuromodulatory function of serotonin, psychopathology, and neuroimaging studies of dorsal vs. ventral cortical function (Carver et al., 2008, 2009). The model of Carver et al. was inspired by the work of Mary Rothbart and Michael Posner on the development of attention systems. We discussed the advantages of our approach, and the need to distinguish between the dorsal system on the one hand, and the controls that developed during evolution in each of the ventral and dorsal systems on the other hand. Related to this, we argued against the meaningfulness of an emotion–cognition distinction: although dorsal context model-guidance systems may on first intuition appear more cognitive compared to ventral reactive systems, each of them involves motivation and emotion and controls that continued to develop during evolution. And both dorsal and ventral control areas are implicated in aspects of sustained performance control and task sets (Dosenbach et al., 2007).

Additionally, the ventral cortical systems may have specialized slightly differently in each hemisphere (Tops and Boksem, 2010). We speculate that, at least relatively, in the left hemisphere the ventrolateral pathways involved in cognitive control elaborated to specialize in keeping goals active (reflecting in constraint, persistence, determination; Schiff et al., 1998; Bunge et al., 2003; Gusnard et al., 2003; Whittle et al., 2006; Stuss and Alexander, 2007; Li et al., 2008; Harmon-Jones et al., 2011a; cf. Bernal and Altman, 2009; O’Reilly, 2010), while in the ventrolateral pathways in the right hemisphere cognitive control elaboration specialized in intense attentional absorption in the moment and keeping targets active (Hampshire et al., 2009; Nelson et al., 2010; Higo et al., 2011). This may be why in the left hemisphere the IFG/AI displays stronger connections with dorsolateral prefrontal cortex and bilateral supplementary motor area while in the right hemisphere the IFG/AI displays stronger connections with the rostral ACC, STG, and occipital cortex (Cauda et al., 2011).

**ORIENTING AND IFG/AI TOP-DOWN CONTROL REFLECTED IN fMRI, EEG, AND ERPs**

**IFG/AI TOP-DOWN CONTROL REFLECTED IN fMRI**

The right IFG/AI may have an alarm/orienting function as part of its critical role in the switching between internally and externally oriented control modes in response to salient stimuli (Sridharan et al., 2008). Moreover, the IFG/AI appears to exert top-down control over sensory areas including STG or sulcus (STS) to coordinate focal elaborate processing of target stimuli (Frye et al., 2010; Leitman et al., 2010; Zanto et al., 2010; Chadick and Gazzaley, 2011; Higo et al., 2011), functional correlations being positive or negative, depending on which stimulus is to be attended, and which ignored (Higo et al., 2011). For example, the results of Leitman et al. (2010) suggested that sensory-integrative processing is facilitated when the stimulus is rich in affective information, yielding increased activation in STS and amygdala. Conversely, when the stimulus is ambiguous, greater evaluative processes are recruited, increasing activation in IFG and IFG–STS connectivity. As another example, functional connectivity analysis of human fMRI data revealed that visual cortical areas (fusiform face area and parahippocampal place area) that selectively process task goal relevant information are functionally connected with the ventral attentional system areas including bilateral inferior frontal junction, whereas those that process irrelevant context information are
simultaneously but dissociably coupled with the “default mode network” part of the dorsal system, which is activated by prospective/retrospective memory. This indicates that sensory cortical regions are differentially and dynamically coupled with distinct networks on the basis of task goals (Chadick and Gazzaley, 2011).

**IFG/AI TOP-DOWN CONTROL REFLECTED IN EEG AND ERPs**

The central role of IFG/AI in switching between networks and exertion of top-down control (cf. Menon and Uddin, 2010) by coupling with areas such as STG appears to go together with synchronization of brain rhythms and generation of ERPs.

Midfrontal theta increase has been shown to predict post-error slowing (Cavanagh et al., 2009). Subjects with stronger medial frontal error-related theta also showed stronger white matter connectivity between the medial frontal theta source and the IFG and ventral striatum (Cohen, 2011). A correlation has been found between individual differences in post-error slowing and white matter integrity beneath dorsal ACC regions that are connected to the right IFG (Danielmeier et al., 2011). Similarly, inhibition-related increases in beta power have been shown to relate to increased post-error slowing (Marco-Pallarés et al., 2008) and to right IFG activity through intracranial EEG recording (Swann et al., 2009). Top-down control from IFG/AI that increases processing in STS or visual cortices appears mediated by coherence in low-beta (12–14 Hz; Frye et al., 2010) and alpha ranges (8–12 Hz; Zanto et al., 2010). An fMRI/EEG study found that theta-constrained fMRI activation was strongest in the insula, temporal pole, STG, and hippocampus (Sammer et al., 2007). Also alpha activity has been related to activity in the insula in studies combining EEG and fMRI measurements (Goldman et al., 2002; Martinez-Montes et al., 2004). Alpha activity related to activity in the insula, thalamus, and parieto-occipital cortex. The source reconstruction from the EEG spatial signature showed only the parieto-occipital sources, suggesting that the insula participates in the control of brain rhythms that it does not generate itself (Martinez-Montes et al., 2004). It can similarly be hypothesized that the IFG/AI participates in computations leading to ERP components, although it does not, or only to a small extent, participate in the actual generation of such components.

Even when other sources have been found also, the IFG/AI and STG have been linked to several ERPs. Different measuring techniques converge on the IFG and STS being involved in sensitivity of the N400 potential to semantic and emotional incongruency (Maess et al., 2006; Van Petten and Luka, 2006). During a switch task including a go-delay response condition that was performed in an fMRI and an ERP study, neither frontal N2 nor right IFG/AI activity were associated with either task set switching or response delay per se. Instead, both were seen specifically for switching to a mode of response delay (Swainson et al., 2003). The signal to switch from immediate to delayed responding may be similar to the signaling function of a perceived error during speeded response time tasks to delay the next response until processing of the erroneous trial is finished. Tomographical analyses of the N2 difference observed in conditions of equal go and no-go trial frequency localized N2 to the right IFG/AI and dorsolateral prefrontal cortex (Lavric et al., 2004). Error positivity (Pe) activity after about 300 ms that may relate to awareness of errors has been hypothesized to reflect activity in IFG/AI (ULLSPERGER et al., 2010). A recent MEG study found the late positive potential, which is sensitive to stimulus saliency, and Pe, to share similar STS sources (Helenius et al., 2010). The ventral cortical attentional saliency network involving IFG/AI, STG, temporoparietal junction, and inferior parietal lobe, is sensitive to stimulus novelty and is the neural basis of the P3 potential response to novelty (e.g., Horn et al., 2003; Mulert et al., 2004; Gómez et al., 2008; Li et al., 2009), and fMRI regions that correlate with the amplitude of the P3 are insula, thalamus and right medial frontal gyrus (Helenius et al., 2002). The stimulus-preceding anticipatory relatively right-lateralized negative potential that precedes aversive stimuli and feedback and seems to depend on its affective—motivational properties, was localized into the IFG/AI (Böcker et al., 1994; Lavric et al., 2006; Kotani et al., 2009; see also Brunia et al., 2000; Stern and Mangels, 2006). Interactions between the IFG/AI and STG have been implicated in the generation of the mismatch negativity (Opitz et al., 2002; Doeller et al., 2003). Occasional tone omissions elicited a significant increase in right STG activity 140 ms after the omitted stimulus, followed 60 ms later by right IFG activity (Tse et al., 2006). The functional relationship of STS and IFG is consistent with both the contrast enhancement and response inhibition accounts of IFG activity in passive deviance detection (Tse and Penney, 2008). Finally, face stimuli trigger a vertex positive potential (VPP, P150)/N170 component of the ERP. There is strong evidence that the fronto-central VPP and occipito-parietal-temporal right-hemisphere-dominant N170 components can be accounted for by the same dipolar configuration, and the components show identical functional properties (Joyce and Rossion, 2005). The component has been source localized to the STS, with relative right lateralization (Itier and Taylor, 2004; Conty et al., 2007) as well as correlated with activity in the STS in an fMRI study (Helenius et al., 2004).

**IFG/AI TOP-DOWN CONTROL REFLECTED IN ERROR-RELATED ERPs**

ERP studies have revealed a neural response to errors that has been termed the ERN or error negativity (Ne; Falkenstein et al., 1990; Gehring et al., 1990). The ERN/Ne is a negative ERP with a fronto-central scalp distribution, peaking 60–110 ms after an error response and is thought to be generated by the ACC.

The IFG/AI may also be involved in the occurrence of the ERN/Ne and Pe, ERP components that have been hypothesized to reflect partial phase-locking of intermittent theta-band EEG activity (Luu et al., 2004). The degree of right AI activation has been related to trait anxiety and the probability of selecting a “safe” response following a punished response (Paulus et al., 2003). A study that allowed subjects to reject trials to avoid errors, found error-specific responses only in bilateral AI (Magno et al., 2006). It is thought that the ERN/Ne is evoked by phasic reductions in DA striatal input in response to non-reward, i.e., “reward overprediction error” or “temporal difference prediction error.” An fMRI study found that reward overprediction error produced decreased ventral striatal activation, consistent with prediction error theory; in addition, increased activation was found in the right IFG/AI and right ACC (Abler et al., 2005). Left IFG/AI were active during expectation of reward. The right AI has been shown to encode aversive cue-related prediction errors during Pavlovian learning.
of physical punishment (Seymour et al., 2004). Similarly, a recent pharmacological fMRI study showed that, during instrumental learning, reward prediction error was positively related to activity in the ventral striatum and posterior putamen, whereas during loss trials an aversive prediction error—related to activity in right AI (Pessiglione et al., 2006). Pharmacologically enhanced dopaminergic activity improved choice performance toward monetary gains but not avoidance of monetary losses, suggesting that the AI is involved in a non-dopaminergically modulated mechanism of aversive stimulus value processing during avoidance learning. A similar dissociation has been found between anticipatory ventral striatum activity related to subsequent financial risk taking and gain-seeking mistakes, vs. anticipatory AI activity related to subsequent risk avoidance and loss-aversion mistakes (Kuhnne and Knutson, 2005).

Indeed, the AI, together with the ACC, is the only prefrontal cortical area that densely projects to the striaomes in the striatum (Eblen and Graybiel, 1995) that are thought to be involved in reward prediction error calculations and the generation of the ERN/Ne in the ACC (Holroyd and Coles, 2002). Thus, neural activity in the IFG/AI could drive the activity of the mesolimbic dopamine system, which would then be reflected back to the ACC and other areas. Given the association of the ERN/Ne with punishment sensitivity, anxiety, and worry (see Boksem et al., 2006; Tops and Boksem, 2011), the focus in the literature on possible relationships between the ERN/Ne and reward prediction error but neglect of possible relationships with punishment prediction error is surprising. There appear to be physiological differences between selecting actions to achieve rewards and selecting actions to avoid losses (Pessiglione et al., 2006). Lesions involving the AI decrease or abolish ERN/Ne amplitude, and when involving the peri-insular white matter, disrupting connections to motor ACC, and the striatum, severely impair error corrections (Ullsperger and von Cramon, 2006).

To summarize, fMRI, EEG, and ERP studies converge on a role of IFG/AI in top-down control over motor as well as sensory areas.

CONCLUSION

We reviewed evidence for a model in which the IFG/AI is involved in elaborate attentional and working memory processing and we presented the hypothesis that this processing may take different forms and may have different effects, depending on the task at hand: (1) it may facilitate fast and accurate responding, or (2) it may cause slow responding when prolonged elaborate processing is required to increase accuracy of responding, or (3) it may interfere with accuracy and speed of next-trial (for instance, post-error) performance when prolonged elaborate processing interferes with processing of the next stimulus. We presented our viewpoint that ventrolateral corticolimbic control pathways that include the IFG/AI, and mediadorsal corticolimbic control pathways that include dorsal ACC areas, are interacting but partly separable by their respective adaptations to environmental conditions that differ in the level of predictability (Tops et al., 2010). In the brain ventral corticolimbic control pathways have specialized in reactive behavioral control that incorporates fast associative learning that is adaptive in low-predictable environments. This contrasts to dorsal control pathways that specialized in guiding behavior proactively by context models in long-term memory that are formed and kept stable by slow learning, which is adaptive in high-predictable environments. The reactive systems produce a momentary, immediate sense of awareness, an experience of emotional stimuli as being close in time and space. In our opinion, both control pathways continued to develop during evolution, and both developed their own “cognitive controls,” such that neither one can be properly described as purely “cognitive” nor “emotional.” We speculate that IFG/AI may exert top-down control simultaneously over motor and sensory cortices to facilitate tight sensory guided feedback control of fine motoric ongoing actions in the context of a goal that is held active simultaneously (high-constraint control that may involve left hemisphere specialization; Tucker et al., 1995). Additionally, IFG/AI may facilitate sensory processing while preparing target-triggered responses, a type of control that may involve right hemisphere specialization. We discussed literature that suggests that IFG/AI function in top-down control modulates cortical rhythms and ERPs. Together, the literature suggests that the IFG/AI is an important node in brain networks that control cognitive and emotional processing and behavior.

Increasing attention to the role of IFG/AI in cognition and emotion could have important implications for research on mental health and psychopathology. For instance, the IFG/AI is among the areas that most consistently show increased activity related to anxiety and stress (see for a meta-analysis Etkin and Wager, 2007; for discussion Tops and Boksem, 2011). Also, antidepressant effects of medication and sleep deprivation were correlated with an activity shift from IFG/AI toward dorsolateral prefrontal cortex (Wu et al., 2008). A more global shift in activity from ventral toward dorsal cortical systems related to antidepressant effects has been discussed elsewhere, and may reflect difficulty to disengage from problems and rumination which goes at the expense of positive prospective and retrospective memory in depression (Tucker and Luu, 2007; Carver et al., 2008; Tops et al., 2010).
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