PCA-Polynomial-ELM Model Optimal for Detection of NS1 Adulterated Salivary SERS Spectra
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Abstract. Of recent, there has been much interest in the application of Surface Enhance Raman Spectroscopy (SERS) analysis in the detection of diseases such as dengue. Early diagnosis of dengue affords early intervention, greater chance of cure and prevention of mild dengue progressing into life threatening stage. SERS produces, on the interaction of photons from laser beam with saliva samples, a spectral image of its composition here. In the case of dengue fever, Non–Structural Protein 1 (NS1), being its biomarker, is the biochemical fingerprint to be revealed by SERS. NS1 presents in body fluid such as blood and saliva of patients since day one of infection, that makes NS1 a favourite alternative to antibody types of biomarker. However, the concentration of NS1 in saliva is low, yielding a low intensity SERS spectrum. In addition, the spectrum is usually interfered with undesirable noisy features. Extreme Learning Machine (ELM) is a fast algorithm with its strength in data pattern generalization. It has been applied in pattern recognition and machine learning for classification and regression, with encouraging performance. Our work here intends to determine an optimal polynomial-ELM model in classifying SERS spectra of saliva samples adulterated with NS1, amongst the different models subject to three different termination criteria of Principal Component Analysis (PCA). Performance of ‘100%’ is attained for accuracy, sensitivity, specificity and precision, while ‘1’ for kappa, by combining the cumulative percent of total variance (CPV) termination criterion and polynomial-ELM model of power 2 and constant 0.5.

1. Introduction
Dengue fever (DF) is a viral disease spread by female Aedes mosquitoes. When a mosquito bites a person carrying dengue virus in their blood, the mosquito becomes infected and transmits the virus to another person. Dengue virus is one of the flavivirus genome, a member of the Flaviviridae family [1]. It has three structural proteins and seven non-structural proteins, in which NS1 is one of the seven. NS1 plays an important role in viral replication and is essential to the existence of the virus [2]. The advantage of using antigen such as NS1 is that, detection at early stage of DF, without having to wait for the antibodies to form, is possible. DF is the most common mosquito-borne disease and a major health concern in tropic and subtropical regions. According to World Health Organization, more than 40% of
the world’s population, representing 2.5 billion people, are at risk of dengue infection [3]. There are several methods to detect NS1 such as Enzyme-Linked Immunosorbent Assay (ELISA), Reverse Transcription Polymerase Chain Reaction (RT-PCR), with blood as the diagnostic medium. As such, they are prone to blood-related infections [4]. Detection of NS1 is one of the many techniques to diagnose dengue virus, such as virus isolation, detection of Ribonucleic acid (RNA), immunohistochemistry, Immunoglobulin M (IgM), Immunoglobulin G (IgG) [5].

Raman spectroscopy (RS) yields information on atomic vibration, which allows test recognizable proof and quantization based on inelastic scattering of monochromatic light [6]. Signals produced by RS are so weak that limit its application till the discovery of SERS. SERS provides greatly enhanced RS signals from Raman active analyte that have been adsorbed onto nano-metal surfaces [7]. The intensity of RS signals has been observed to increase by $10^4$ at the least, to as high as $10^{14}$ [6][8]. The electromagnetic and chemical mechanism contribute to two-third of the enhancement in intensity [7]. The electromagnetic enhancement owes to the roughness of nano-metal surface, while the chemical enhancement is a cause effect of adsorbate electronic states as a result of chemisorption of the analyte [7]. The discovery of SERS encourages RS to be broadly acknowledged as potential diagnostic method for a wide-ranging applications such as, detection of viruses in sputum [9], diabetes in serum [10], melamine in milk [11] and gastric cancer in blood plasma [12]. Applications of RS for detection of DF from NS1 have been reported, yet using blood serum as the diagnostic medium [13][14].

In this paper, the application of SERS for biochemical analysis of saliva samples for detection and classification of NS1-Df is explored. PCA and polynomial-ELM are used to extract features and identify salivary SERS spectra adulterated with NS1. To the best of our knowledge, besides our research group, this is the first report on SERS analysis of saliva samples to reveal NS1-Df for purpose of detection and classification. Section 2 presents theory on PCA and polynomial-ELM classifier. Section 3 elaborates on the NS1 adulterated dataset and methodology employed in this study. Section 4 discusses results from classification of NS1 salivary SERS spectra with different PCA termination criteria and polynomial-ELM vector parameters.

2. Theoretical Background

2.1. Principal Component Analysis, PCA
PCA is probably the oldest multivariate analysis technique introduced by Pearson (1901) [15]. This technique is popularly in use after the introduction of electronic computer. Currently, its algorithm resides in almost every statistical computer package [15].

Being a data reduction technique, PCA reduces the dimensionality of the variables in a large dataset, yet maintains the important features as much as possible [15][16]. In other words, with the use of mathematical procedure, PCA reduces high dimensional data to low dimensional data by transforming the correlated variables into a smaller number of uncorrelated variables, known as principal components (PCs) [17]. Eigenvalue of dataset is a measure of variability in the sample distribution that reflects the variance. PCs are ranked according to variance of datasets. The first place is occupied by PC with the largest variance, while the last place by PC with the least variance. The formula to measure the variability for average squared deviation of each sample from its mean is as follows [16],

$$s^2 = \frac{\Sigma (\text{sample} - \text{mean})^2}{\text{Total sample} - 1}$$ (1)

To facilitate data analysis and interpretation of the original data, only significant PCs are selected after ranking using PCA termination criteria. The three termination criteria considered in this study are Eigenvalue-One Criterion (EOC), Cattell’s Scree test and Cumulative Percent of Variance (CPV) [18].

2.2. Extreme Learning Machine, ELM
ELM is first developed by Huang in 2004 and published in 2006. It consists of a three layer neural network with sigmoid activation function [19]. It is suitable for implementation on a single-hidden layer feedforward neural networks (SLFNs) [20]. ELM is a learning algorithm well-known for high learning
speed, good pattern generalization, least of human intervention and ease of implementation. It not only delivers smaller training error but also better performance.[19][20]. The advantages of ELM to conventional gradient based learning methods are, (i) Stopping criteria, learning rates, learning epochs and local minima are auto-optimized; (ii) Learning algorithm is fast, adopting one pass without reiteration. The learning phase typically completes in seconds or less. It is also suitable for all activation functions [19][20].

The polynomial kernel is a non-stationary kernel. It is well suited for problems where all the training data are normalized. Polynomial is commonly defined in mathematical form as follow [20]:

$$k(u,v) = (u.v + n)^{power}$$

where $n$ is constant and power is the power for the function, while $u$ and $v$ are vectors in the input space computed from training or test samples. The polynomial power starts from two, according to the polynomial function principle. The polynomial constant and polynomial power are varied to obtain optimized vector parameters.

3. Methodology

Figure 1 illustrates steps in optimizing the selection of PCA termination criteria [Scree, CPV, EOC] and parameters of polynomial-ELM classifier [constant, power], for use with SERS spectra of NS1 adulterated saliva.

The algorithm consists of two parts: feature extraction by PCA and feature classification by polynomial-ELM. SERS spectra of 64 samples each from the control group and the NS1 adulterated group, are acquired from the UiTM-NMRR-12868-NS1-DENV database. The control group data are contributed by healthy volunteers between 23-24 years old, while the NS1 adulterated data are acquired by mixing the control group saliva with pure NS1 protein at different concentrations [2]. Prior to feature extraction and feature classification, the spectra are pre-processed to eliminate spurious noise, background noise, fluorescent effect, signal drifts and spikes from cosmic ray [6][21].

PCA with different termination criteria, i.e. Scree test [128 x 5], CPV [128 x 70] and EOC [128 x 115] are served as inputs to the polynomial-ELM classifiers. Then, polynomial constant $n$ and polynomial power, as defined in Equation (2), are varied and their effects recorded. In the first case, the polynomial constant $n$ is varied, as the polynomial power is kept constant; vice versa in the second case. The range of variation for polynomial constant $n$ is from 0.000001 to 10000, while that for polynomial power is from 2 to 50. For both cases, performance of the classifier models is analysed using indicators such as accuracy, precision, sensitivity, specificity and kappa value. Based on this, the best classifier model is determined.

4. Result and Discussion

This section presents results from classification of NS1 adulterated salivary SERS spectra by using PCA termination criteria integrated with polynomial kernel of ELM classifier. Altogether 3381 polynomial-ELM classifier models, of 69 different polynomial $n$-values and 49 polynomial power-values, are assessed.

With reference to Figure 2, Figure 3 and Figure 4, the best performance in [Accuracy, Precision, Kappa] is [97.37%, 94.74%, 0.95], [100%, 100%, 1.0] and [100%, 100%, 1.0] for Scree-, CPV- and EOC-Polynomial-ELM classifier model with [polynomial constant, polynomial power] of [0.000001, 9], [0.5, 2] and [0.5, 2] respectively. Figure 5 shows the ROC graphs for these best performed classifiers. The nearest point with the straight line indicates the best performance of the ROC graph. CPV and EOC-polynomial-ELM classifier models are observed with the best sensitivity and specificity, which lies at the upper left corner of the ROC graph, with coordinate [0,1].
As observed from Figure 2, Figure 3 and Figure 4, trending in the accuracy performance is tracked by kappa and precision. When accuracy trends up, the kappa value and precision increases, and conversely. This is because the kappa algorithm is dependent on accuracy. The kappa algorithm compares observational probability of agreement, which is the classifier accuracy, to the hypothetical expected probability of agreement under an appropriate set of baseline constraints such as, total independence of observer classification, which is also known as chance agreement [22]. Theoretically, the precision algorithm does not depend on accuracy. The classifier can be precise but not accurate, and vice versa. However, in this study, the classifier is found precise when it is accurate; imprecise when it is inaccurate, which just shows that the classifier is reliable.
Figure 4. Optimal Polynomial-ELM classifier performance for EOC termination criteria

Figure 5. ROC of Polynomial-ELM classifier for different PCA termination criteria

5. Conclusion

Here, the effect of PCA termination criteria and polynomial-ELM parameters in identifying NS1 from SERS spectra of saliva are investigated. As far as our knowledge, research from our group has been the first to investigate the presence of salivary NS1 with SERS, which offers favorable circumstances such as, early, non-invasive and simple sample collection and sample preparation. This is intended as an alternative technique in distinguishing NS1 from saliva, which will profit diagnosis of NS1-DF related infections in the future. For our study here, of the PCA termination criteria, the CPV and EOC criteria which transform the original signal into 70 PCs and 115 PCs respectively, reported the best performance with ‘1’ for kappa; ‘100%’ for accuracy, precision, sensitivity and specificity and sensitivity-specificity pair at coordinate [0,1] of the ROC graph. With further consideration to the number of PCs, CPV uses less PCs in comparison to EOC, which could reduce computational time and load. Even though both CPV and EOC criteria yield similar performance, CPV integrated with polynomial-ELM classifier of polynomial constant 0.5 and power 2 is reckoned with the most optimized classification performance.
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