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A class of extensions of the Standard Model allows Lorentz and CPT violations, which can be identified by the observation of sidereal modulations in the neutrino interaction rate. A search for such modulations was performed using the T2K on-axis near detector. Two complementary methods were used in this study, both of which resulted in no evidence of a signal. Limits on associated Lorentz and CPT violating terms from the Standard Model Extension have been derived taking into account their correlations in this model for the first time. These results imply such symmetry violations are suppressed by a factor of more than 10^20 at the GeV scale.
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I. INTRODUCTION

While Lorentz invariance is a cornerstone of the Standard Model (SM) of particle physics, violations of this symmetry are allowed in a variety of models \[1, 3, 4\] at or around the Planck scale, \( m_P \sim 10^{19} \) GeV. At energies relevant to modern experiments, Lorentz invariance violating (LV) processes are expected to be suppressed at least by \( \sim 1/m_P \). Experimental observations of such phenomena would provide direct access to physics at the Planck scale and precision tests have been performed to overcome this suppression (c.f. \[5\] for a review). Neutrino oscillations can be used as a natural interferometer to probe even weak departures from this symmetry and have been studied with accelerator \[6–11\], reactor \[12\], and atmospheric neutrinos \[13, 14\].

Lorentz and charge-parity-time (CPT) symmetry violations can be described within the context of the standard model extension (SME) \[15\], an observer-independent effective field theory that incorporates all possible spontaneous LV operators with the SM Lagrangian. In general the SME allows two classes of effects for neutrino oscillations, sidereal violations, in which the presence of a preferred spatial direction induces oscillation effects that vary with the neutrino travel direction, and spectral anomalies \[16–18\]. For a terrestrial fixed-baseline experiment, the rotation of the Earth induces a change in the direction of the neutrino target-detector vector relative to a fixed coordinate system such that a LV signal of the former type would manifest itself as a variation in the neutrino oscillation probability with sidereal time.

This paper reports on a search for evidence of sidereal-dependent \( \nu_\mu \) disappearance over an average baseline of 233.6 m using the T2K experiment. After introducing Lorentz invariance violating oscillations within the SME and describing the T2K experiment, the selection of an analysis sample composed predominately of muon neutrinos inside the INGRID \[19, 20\] detector is presented. Results of two complementary analyses of the data and concluding remarks follow thereafter.

II. LV EFFECTS ON NEUTRINO OSCILLATIONS AT SHORT DISTANCES

In this analysis, the LV is probed through \( \nu_\mu \) disappearance channel. In the SME framework, the disappearance probability of a \( \nu_\mu \) over short baselines is given by \[17\]:
it well suited to a search for a sidereal variation in the $\nu_{\mu}$ interactions.

Although the $\nu_{\mu} \to \nu_{\mu}$ oscillation probability in Equation 1 depends on the square of the neutrino flight length, the precise distance from creation to detection for each neutrino is unknown. Indeed, the neutrino’s parent meson may decay anywhere along the decay volume as shown in Figure 1. As a result the present analysis uses the mean of this distribution, $L_{\text{ave}} = 233.6$ m, as an effective distance travelled for all candidate events. Similarly, the mean neutrino energy of the flux at the INGRID detector, $E_{\text{ave}} = 2.7$ GeV, is used.

![Figure 1](image1.png)

**FIG. 1.** Flight length to the INGRID detector for MC $\nu_{\mu}$ produced in the T2K decay volume. The distribution is separated based on the neutrino’s parent particle.

IV. $\nu_{\mu}$ EVENT SELECTION AND SYSTEMATIC UNCERTAINTIES

A. The INGRID $\nu_{\mu}$ event selection

To prevent LV oscillation-induced $\nu_e$ and $\nu_{\tau}$ from washing out an LV effect on the $\nu_{\mu}$ data, it is essential to select a sample with very high $\nu_{\mu}$ purity. Since the $\nu_e$ CC interactions have a 3.5 GeV production threshold, their cross section in the T2K energy range is very small. Their impact on the analysis was evaluated to be negligible. Consequently, no attempts were made to further reject them in the signal selection.

Charged-current neutrino $\nu_{\mu}$ interactions within INGRID are identified by a reconstructed track consistent with a muon originating in the detector fiducial volume, and coincident in time with the expected arrival of neutrinos in the beam originated from a given proton bunch. In addition to a set of cuts to define a basic lepton-like sample [24], a likelihood function, hereafter referred to as muon confidence level ($\mu_{\text{CL}}$), is used to further separate tracks produced by muons from showers produced by electrons or hadrons. This function is based on four discriminating variables: the number of active scintillator bars transverse to the beam direction averaged over the number of active planes, i.e. planes having at least one hit belonging to the track; the primary track’s length; the dispersion of the track’s energy deposition with distance; and the number of active scintillator bars close to the primary interaction vertex. The first three variables focus on the tendency for showers to have a broader transverse development and varying rate of energy deposition, whereas muons at T2K energies are minimum ionizing and are more longitudinally penetrating. The fourth variable is based on a region defined by only the two planes upstream and downstream of the event vertex and is useful for discriminating against showers with additional particles near the event vertex and proton-induced activity. Since the total neutrino flux is constant and the neutral current (NC) cross section is the same for each neutrino flavor, the NC event rate within INGRID is expected to be constant with sidereal time. Accordingly, no additional cuts to remove NC events are used. Figure 2 shows the $\mu_{\text{CL}}$ likelihood distribution for reconstructed data and Monte Carlo (MC) $\nu_{\mu}$ CC, $\nu_e$ CC and NC interactions. A cut on $\mu_{\text{CL}} \geq 0.54$ has been selected to ensure that the $\nu_e$ contamination of the final sample is smaller than the statistical error on the $\nu_{\mu}$ component while maximizing the $\nu_{\mu}$ statistics. After applying all analysis cuts the $\nu_{\mu}$ CC selection efficiency is $\epsilon_{\mu} = 44.0\%$. The corresponding $\nu_e$ efficiency, $\epsilon_e$, has been reduced to 13.3\%. There are $6.75 \times 10^6$ events remaining in the final sample, which provides an average statistical error of 0.22\% in each of the 32 analysis bins (defined below). If an oscillation effect equivalent to three times the statistical error on the $\nu_{\mu}$ component appears as $\nu_e$ in the final sample the resulting contamination will be 0.2\%. Assuming no oscillation due to LV effect, the final
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**FIG. 2.** Distribution of the $\mu_{\text{CL}}$ variable for $\nu_e$ CC (blue), $\nu_e$ CC (red), and NC events (green) from the MC are overlaid with data (black). The data, $\nu_e$ CC and $\nu_e$ NC histograms are first normalized by protons on target, and then, scaled by one over the number of $\nu_{\mu}$ CC events to preserve their relative proportions. The $\nu_e$ CC histogram is area normalized to compare with the $\nu_e$ CC histogram. The pink arrow represents the lower cut value on the $\mu_{\text{CL}}$ that defines the $\nu_{\mu}$ event selection.
sample has 3.4% NC events.

B. Timing corrections and systematic uncertainties

The operation of the T2K beam is not constant in time and varies with the hour of the day and season of the year. The effect of time-dependent changes in the neutrino event rate must be corrected since they can mimic an LV-oscillation signal or reduce the analysis sensitivity. Such effects can be separated into two distinct classes depending on whether they alter the neutrino beam itself or the INGRID detector. The first class consists of three time-dependent corrections considered for the neutrino beam:

- Beam center variations during each run: Since the neutrino interaction rate itself is insufficient to estimate these variations, muons collected spill-by-spill with a muon detector just downstream of the decay volume are used to estimate the beam center position. For each of the four run periods considered in this exposure, the beam center position as a function of LSP is estimated after correcting for tidal effects at the detector. These data are then used to extrapolate the position of the neutrino beam center, which is aligned with the muon direction, at INGRID. LSP-dependent corrections to observed event rate at INGRID due to shifts in the neutrino beam center are estimated using MC.

- Beam center variation between runs: Changes in the average beam center position between run periods are evaluated using the INGRID neutrino data and a correction is estimated and applied as in the above.

- Beam intensity variation between runs and non-uniform POT exposure as a function of LSP: A correction is applied to bring the event rate per POT in each LSP bin in line with the average for the entire run. The correction is applied for each event based on its run and sidereal phase. A further correction is applied to make the average event rate per POT of each run consistent with that of a reference run chosen to be near the end of the data taking period.

The second class of effects consists of three additional corrections to account for changes in the response of INGRID:

- Event pile-up variations: Typically only single interactions in an INGRID module are reconstructed and other interactions in the same data acquisition timing window (one for each neutrino bunch) are lost (pile-up events). However, changes in the beam intensity affect the probability of multiple interactions within an INGRID reconstruction timing window. Accordingly, events at INGRID are corrected as a linear function of LSP to account for the variation in pile-up events with variations in the beam intensity. The number of lost pile-up events varies between 3% and 7% across the INGRID modules.

- Dark noise variations: Variations in the temperature and humidity affect the MPPC dark rate, which in turn weakly affects the neutrino detection efficiency. The maximal variations of the dark rate with the sidereal time is 2%. A correction to account for this efficiency variation has been applied linearly with the dark rate.

- Variations in the photosensor gain: The MPPC gain is influenced by environmental changes, and the scintillator gain might decrease over time. Gain changes impact both the reconstruction and the analysis selection and are corrected using a sample of beam-induced muon interactions in the rock upstream of INGRID. The effect of variations in the charge at the minimum ionization peak of these muons is simulated in MC and used to correct the neutrino event rate. The size of the correction varies with LSP and does not exceed 1%.

The validity of the above corrections has been tested by separating the analysis data set into day and night subsamples. Though time-dependent differences are expected in the split samples due to, for instance, cooler temperatures at night or beamline maintenance during the day, the data should be consistent with one another when viewed in the LSP coordinate if the above corrections have been applied consistently. Figure 4 shows the day and night distributions as a function of LSP. The agreement between the day and night distribution is evaluated with a Pearson’s chi-squared test and a corresponding $\chi^2/NDF = 28.3/32$ has been found. Data before and after all corrections also appear in the figure. Systematic errors for each of the corrections have been evaluated and are listed in Table I. The total systematic error is 0.08%, which is small when compared to the statistical error of the final sample, 0.22%.

| Source               | Systematic uncertainty (%) |
|----------------------|----------------------------|
| Pile-up              | 0.01                       |
| MPPC dark noise      | 0.01                       |
| MPPC gain variation  | 0.06                       |
| Beam position        | 0.03                       |
| Beam intensity       | 0.05                       |
| Total systematic     | 0.08                       |

TABLE I. Summary of the 1σ systematic uncertainties induced from correcting for time dependent variations in the neutrino event rate. The beam position variation between and within run periods have been combined into a single entry in the table.
FIG. 3. Distribution of reconstructed $\mu$-like events per POT as a function of LSP. Data before (magenta) and after (black) corrections are shown together with the corrected sample additionally split into day (red) and night (blue) subsamples.

V. ANALYSIS METHODOLOGY AND RESULTS

The analysis of the final data sample is performed in two stages. First, the compatibility of the data with a null signal is studied using a fast Fourier transform (FFT) method (Section V A). This method explicitly searches for a sidereal modulation and ultimately provides an estimate of the power of each Fourier mode from a potential signal. Then, constraints on the parameters appearing in Equation (1) are extracted using a likelihood method (Section V B) that includes their correlations. Figure 4 shows examples of the expected LSP distribution for MC generated under three signal assumptions.

A. The Fast Fourier transform result

Expanding Equation (1) indicates that LV oscillations are described by four harmonic sidereal frequencies $f_i = i \cdot \omega_{20}^\nu$, $i \in [1, 4]$ and a constant term. The FFT method is most efficient for $N = 2^L$ bins and the sensitivity of the current analysis is found to be optimal when $L = 5$. Data are therefore divided into 32 evenly spaced LSP bins for input into the FFT and the magnitudes of the four Fourier modes, $|F_i|$, are then estimated. Note that the constant term is not considered in this study due to large uncertainties in the beam flux normalization. A $3\sigma$ detection threshold has been determined as the power in a Fourier mode for which $0.3\%$ of MC experiments generated without LV effects shows higher power. For each mode this threshold corresponds to $|F_i| > 0.026$. The results of the fit to the data are shown in Table II together with a p-value estimating the likelihood that the observed power was produced by a statistical fluctuation of the null (no LV) hypothesis. All $|F_i|$ are below the $3\sigma$ detection threshold and indicate no evidence for a LV signal.

TABLE II. Observed power in each Fourier mode from a fit to the data using the FFT method. A positive observation at $3\sigma$ would correspond to an observed power greater than 0.026 in any $\omega_{20}^\nu$.

| Fourier Mode | Magnitude | p-value |
|--------------|-----------|---------|
| $F_1$        | 0.011     | 0.35    |
| $F_2$        | 0.009     | 0.48    |
| $F_3$        | 0.006     | 0.69    |
| $F_4$        | 0.009     | 0.51    |

Constraints on the SME coefficients can be extracted with the FFT method under the assumption that the parameters above are uncorrelated. However, since the data sets are reduced to the four amplitudes and the relatively large number of parameters in the oscillation function, correlations are expected. Figure shows the probability for data without LV to yield more power in the Fourier modes than the average expected for a LV signal as a function of the SME coefficients $(a_L)^X_{\mu\tau}$ and $(c_L)^X_{\mu\tau}$. The parameters exhibit a high degree of anti-correlation, indicating that in the event of a null observation as above, using the FFT method without considering these correlations may lead to an underestimation of the parameter limits. As the parameters in Equation (1) are functions of these coefficients, they might be also expected to exhibit correlations. Accordingly, a likelihood method has been developed to fully incorporate these correlations when making parameter estimations.
FIG. 5. Probability for the observed Fourier power in a null observation to exceed the expected power from a LV signal as a function of the \((a_{L})_{\mu e}^{X}\) and \((c_{L})_{\mu e}^{TX}\) coefficients.

B. Likelihood analysis

Due to the large number of SME parameters \([22]\) relative to the number of observables, this analysis does not estimate the \((a_{L})_{\mu e}^{X}\) and \((c_{L})_{\mu e}^{TX}\) parameters but the \(C_{\mu b}, (A_{c})_{\mu b}, (A_{s})_{\mu b}, (B_{c})_{\mu b}, (B_{s})_{\mu b}\) \((b = e, \tau)\) parameters from Equation (1) using a likelihood method that fully incorporates their correlations and the experimental uncertainties. However, since the impact of systematic errors is negligible (c.f. Table I), only the statistical uncertainty in each LSP bin is considered here. Further, each parameter is assumed to be real valued. Sensitivity studies without this assumption showed no significant constraint on the complex phases of these parameters with the present data. Under these conditions, a simultaneous fit for ten real parameters using the data and binning from the previous section has been performed. Since the parameters are highly correlated, the contours and limits are not estimated assuming a profiling method, but instead using a likelihood marginalization which genuinely preserves their correlations \([2]\). This analysis assumes flat priors for all the parameters since no LV has been discovered so far. The results of the fit are shown in the Table III.

![null]

TABLE III. Best fit (BF) values with 68%, and 95% upper limit values on the LV model parameters using the likelihood method (in units of \(10^{-20}\) GeV). In the last row, the expected sensitivity is shown.

| Best fits | \(\chi^{2}_{\mu e}\) | \(\chi^{2}_{\mu e}\) | \(\chi^{2}_{\mu e}\) | \(\chi^{2}_{\mu e}\) | \(\chi^{2}_{\mu e}\) | \(\chi^{2}_{\mu e}\) |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 68% C.L Limits | 0.3 | 0.3 | 0.4 | -1.2 | 2.0 |
| 95% C.L Limits | 1.3 | 1.5 | 2.0 | 1.3 | 1.6 |
| 95% C.L Sensitivity | 3.0 | 3.2 | 3.8 | 2.6 | 3.1 |

As expected from the FFT method, no indications of LV oscillations are found and 2\(\sigma\) upper limits are set for each parameter. Those limits are compared with the sensitivity obtained by determining the parameter absolute values for which 5% of some MC experiments generated without LV effects shows higher absolute values. The contour limits are constructed following a constant \(\Delta\chi^{2}\) method and are shown in Figure 6 for the \((A_{c})_{\mu e}\) and \((A_{s})_{\mu e}\) parameters that show important anti-correlations. While correlated-parameter analyses have been performed elsewhere \([23]\), this is the first search to do so using all ten parameters simultaneously. The five harmonics in Equation (1) heavily correlate the ten parameters as shown in Figure 4. Neglecting the correlations between the parameters will lead an underestimation of the parameter limits. Since these correlations vary with the direction and position of each experiment, any comparison or combination of the limits found by different experiments requires to preserve these correlations.

![null]

FIG. 6. Ten-coefficient fit result in the \((A_{c})_{\mu e}, (A_{s})_{\mu e}\) coefficient plane. The other parameters are marginalized over. The best fit point is marked in black, with 68%, 90% and 95% credible intervals shown in red, green and blue, respectively.

VI. CONCLUSIONS

The T2K experiment has performed a search for Lorentz and CPT invariance violations using the INGRID on-axis near detector. Two complementary analysis methods have found no evidence of such symmetry violations for the energy, neutrino baseline, and data set used. Not only are the data consistent with an LSP-independent event rate based on a FFT analysis, but a likelihood analysis incorporating parameter correlations has corroborated this finding and yielded constraints on ten SME parameters.
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