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SUMMARY
Faster R-CNN uses a region proposal network which consists of a single scale convolution filter and fully connected networks to localize detected regions. However, using a single scale filter is not enough to detect full regions of characters. In this letter, we propose a simple but effective way, i.e., utilizing variously sized convolution filters, to accurately detect Chinese characters of multiple scales in documents. We experimentally verified that our method improved IoU by 4% and detection rate by 3% than the previous single scale Faster R-CNN method.
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1. Introduction

Recently developed detection and recognition techniques based on deep neural networks are very useful in digitalizing handwritten documents. As the first step of document digitalization, the task of character detection and localization is very important for successful further procedure of character recognition and translation. Detecting and localizing characters of various sizes, writing styles, and severely bad conditions is a challenging task. Especially for Chinese characters, they consist of several components that can be misunderstood as independent characters and, because of this, we need to localize the accurate regions of Chinese characters.

The previously used state-of-the-art detector, Faster R-CNN [1], consists of a feature extractor based on convolutional neural network (CNN) and a localizer based on region proposal network (RPN). VGG [2] or Resnet [3] which is pre-trained with ImageNet dataset [4] is commonly used as the feature extractor. RPN consists of a 3×3 convolution layer, a network for confidence score, and another network for bounding box prediction.

However, RPN with a 3×3 single convolution layer in Faster R-CNN has a limitation in localizing variously sized characters. For instance, the previous RPN looks only some parts of the character when localizing a character larger than 3×3 convolution filter as shown in Fig. 1 (a) and RPN looks background as well as the character region when localizing a small character as shown in Fig. 1 (b). This makes RPN localize the inaccurate region of the character. Such an inaccurate localization as omitting a part of the Chinese character or including a large background region may cause severe performance drop in the further procedure of character recognition and document translation. So, we need to improve the previous method to find accurate bounding boxes of Chinese characters.

In this letter, we propose a simple but effective way, i.e., using multiple variously sized convolution filters as shown in Fig. 2, to improve the character detection and localization performance of the previous Faster R-CNN framework. Whole character feature in case of Fig. 1 (a) can be included by adding our large convolution filters and background features in case of Fig. 1 (b) can be excluded by adding our small convolution filters.

Previously, two methods [5], [6] were proposed to deal
with multi-scale object detection. FPN [5] gradually accumulated up-sampled higher level features into lower level features by using skip-connection and concatenation. Then, the concatenated feature of each level went through a single detector/classifier to get object candidates. DSOD [6], to the opposite direction, gradually accumulated down-sampled lower level features into higher level features by using skip-connection and concatenation. These two methods utilized multi-level feature to cover multi-scaled objects but they need to repeat detector/classifier operations for each level feature and have to deal with a large number of candidates from multiple level features in its non-maximum suppression process.

In contrast, our method uses the single highest level feature map without complex skip-connect operations but applies simple multi-convolution kernels of different sizes to the feature map for multi-scale feature. This makes our method use features of the same abstraction level for multi-scale objects and fast multi-scale dealing without increasing in number of candidates.

In the remained of this letter, we will firstly explain the details of our method, secondly experimentally verify its effectiveness, and finally conclude this work.

2. Improved Faster R-CNN with Multiple Convolution Filters

In this section, we briefly introduce the previous Faster R-CNN [1] and describe the details of our Chinese character detector based on it.

The previous Faster R-CNN is designed to output the coordinates of object bounding boxes which include center position \((x, y)\), width \(w\), and height \(h\), and the confidence score of the detected objects as probability values \(p \in [0, 1]\) by using its region proposal network (RPN) [1], [7]. For RPN training and feature extractor fine-tuning, two objective functions, i.e., coordinate loss and score loss [1], were used. Coordinate loss is the normalized L2 distance (Eq. (1)) between the predicted bounding box \((x_t, y_t, w_t, h_t)\) and the ground truth box \((x_i, y_i, w_i, h_i)\).

\[
L_{\text{coordinate}} = \left(\frac{x - x_t}{w_t}\right)^2 + \left(\frac{y - y_t}{h_t}\right)^2 + \left(\frac{w - w_t}{w_t}\right)^2 + \left(\frac{h - h_t}{h_t}\right)^2.
\] (1)

Score loss is the binary cross entropy (Eq. (2)) between the predicted confidence score \(p_t\) and the ground truth value \(p_i \in 0, 1\).

\[
L_{\text{score}} = -(p_i \cdot \log(p) + (1 - p_i) \cdot \log(1 - p)).
\] (2)

Using these two losses, the RPN was trained to minimize \(L_{\text{total}}\) (Eq. (3)), the weighted summation of \(L_{\text{coordinate}}\) and \(L_{\text{score}}\) with the weights \(\lambda_{\text{coordinate}}\) and \(\lambda_{\text{score}}\).

\[
L_{\text{total}} = L_{\text{coordinate}} \cdot \lambda_{\text{coordinate}} + L_{\text{score}} \cdot \lambda_{\text{score}}.
\] (3)

However, in the previous Faster R-CNN framework, only \(3 \times 3\) convolution filter (corresponding to \(48 \times 48\) pixels on image) among the variously sized filters in Fig. 2 was used to make the input of RPN from the output of the feature extractor, where each pixel of feature map is corresponding to \(16 \times 16\) pixels on image due to downsampling procedure of four pooling layers in feature extractor. This single sized filter can cover only parts of a large character or include backgrounds around a small character as shown in Fig. 1. This may result in a performance drop of the Faster R-CNN. For an improved detection and localization performance, we add three more convolution filters of different sizes, i.e., \(1 \times 1, 5 \times 5,\) and \(7 \times 7\), and concatenate the output responses of four convolution filters before injecting it into RPN as shown in Fig. 2. This modification utilizes features corresponding to variously sized regions from \(16 \times 16\) pixels (\(1 \times 1\) filter) to \(112 \times 112\) pixels (\(7 \times 7\) filter) in an input image. The number and sizes of the filters are experimentally decided and will be described in Experiments section. By using multiple convolution filters of various sizes, RPN can output bounding boxes and confidence scores based on both parts and whole regions of variously sized objects with or without background regions.

3. Experiments

For Faster R-CNN structure, we used Resnet34 [3] pretrained with Imagenet dataset [4] as the feature extractor (Fig. 2), where it is known for higher classification performance [7] and less parameters than VGG [2]. When training RPN, this feature extractor was also finely tuned for the task of Chinese character detection and localization. In loss calculation of Eq. (3), the experimentally determined weights, \(\lambda_{\text{coordinate}} = 1\) and \(\lambda_{\text{score}} = 1\), were used. For the other settings, we followed the previous Faster R-CNN framework [1]. All experiments were operated with Pytorch v0.4.0, CUDA v10.0, cuDNN 7.6.2 on NVIDIA GTX 1080 Ti device.

At first, as shown in Fig. 3, we synthesized Chinese documents from CASIA handwritten text dataset [8] and 100 background images scanned from real Chinese documents to train and test networks. The CASIA dataset and background images were divided into two groups without overlap, 80% for synthesizing training images and the other 20% for test images. When synthesizing documents, we considered possible variations in character size, brightness, number of characters in a document, and overlap of characters. For character size, we randomly sized each character to have its short length between 16 pixels (corresponding to \(1 \times 1\) filter) and 112 pixels (corresponding to \(7 \times 7\) filter). For character brightness, we randomly selected a value between 0.5 and 1.1 per character and multiplied the weight to the pixel values of its corresponding character. We randomly selected a number between 10 and 160 and put the number of characters in a document. And we made overlap between characters by the randomly selected intersection over union (IoU) up to 0.05. For augmentation of a small number of
background images, we randomly resized the shorter length of each image between 1000 pixels and 1400 pixels maintaining its aspect ratio, randomly cropped its 80% area, and horizontally flipped it or not. Finally, we synthesized 20,000 documents for training and 500 documents for testing as the way above mentioned. In addition, to measure the performance for each character size, we made additional 100 documents of $N \times N$ pixel-sized characters for $N = 16 \times K$, $K = 1..7$.

As the first experiment, we tested multiple convolution filters of our method on 100 documents of each sized characters to find how the filters independently affect the performance of Faster R-CNN and how many filters are effective in improving its detection performance. To exclude the effect of fine-tuned features, we used Resnet34 pretrained with ImageNet dataset\textsuperscript{[4]} itself without fine-tuning and trained only RPN. Table 1 presents averaged true positive rates of RPN with $K \times K$ convolution filter(s). RPN with a single $3 \times 3$ filter (a) achieved the lowest performance (0.57) and achieved 9\% improvement (0.66) with an additional $1 \times 1$ filter (b). With additional larger filters (c,d), the detection performance remained or slightly increased. Based on this result, it is verified that using multiple filters is effective in improving the detection performance of RPN even without fine-tuning of feature extractor. And for further experiments, we used convolution filters up to $7 \times 7$ at which true positive rate was saturated.

As the second experiment, we compared the localization performances of three different methods, i.e., Faster R-CNN with a single-scale convolution filter (Single scale RPN)\textsuperscript{[1]}, with an additional regressor network (Single scale RPN + Regressor), and with multiple convolution filters (Ours). The networks of the three methods were trained with the 20,000 training documents and tested on the 500 test documents. Resnet34 of these networks were also finely tuned when training RPN with the total loss of Eq. (3). Here, ‘Single scale RPN + Regressor’ has an additional regressor network which refines the detection result of the previous Faster R-CNN (Single scale RPN). This regressor outputs the difference ($\Delta x, \Delta y, \Delta w, \Delta h$) between a bounding box of RPN ($x, y, w, h$) and its ground truth box ($x_t, y_t, w_t, h_t$) for a given input Resnet34 feature inside the bounding box of RPN. This regressor network was trained to minimize IoU loss\textsuperscript{[9]} of Eq. (4) between updated bounding box ($x_r = x + \Delta x, y_r = y + \Delta y, w_r = w + \Delta w, h_r = h + \Delta h$) and its ground truth box.

$$L_{IoU} = 1 - \frac{w' \cdot h'}{w_r \cdot h_r + w_t \cdot h_t - w' \cdot h'},$$

$$w' = \min(x_t + w_t, x_r + w_r) - x',$$

$$h' = \min(y_t + h_t, y_r + h_r) - y',$$

$$x' = \max(x_t, x_r), y' = \max(y_t, y_r).$$

As the localization performance indicator, we measured IoU between the ground truth boxes of Chinese characters and the detected bounding boxes of the aforementioned three different methods. Figure 4 shows IoU cumulative density function (CDF) of the bounding boxes with confidence score $p \geq 0.5$, where $p = 0.5$ is the minimum threshold value for assuming a detected bounding box as a Chinese character. As CDF is getting close to bottom right, IoU performance is also getting better because the number of bounding boxes with higher IoU increases. As shown in Fig. 4, CDFs of the three methods gradually increase to 1.0 but Single scale RPN (blue line) steepest increases at around $IoU = 0.8$ and is almost saturated at $IoU = 0.9$. Adding a regressor to Single scale RPN (Single scale RPN + regressor, orange line) made CDF go to lower right than Single scale RPN and resulted in a more portion of higher IoU. RPN with multiple convolution filters (Ours, green line) shows CDF closest to bottom right. This means that our method has the best character localization performance among the three methods and a much higher density of large IoU (+3\% on average) then Single scale RPN, the state-of-the-art method.

Figure 5 shows two examples of Chinese character localization results. The colored boxes represent the detected bounding boxes of the three methods and ground truth boxes. Each colored number shows IoU between the same colored bounding box and ground truth box. In case of detecting isolated Chinese character as shown in Fig. 5 (a), bounding box of our method (green color) includes almost all region of the Chinese character and has the highest IoU, 0.82, while bounding boxes of single scale RPN (blue color)
and regressor (orange color) missed some parts of the Chinese character and have relatively low IoU, 0.68 and 0.69 respectively. In case of overlapping characters as shown in Fig. 5(b), our method (green color) localized two characters separately with very high IoU values (0.93 and 0.87) while the other methods (blue or orange color) incorrectly localized characters as two bounding boxes with a large overlap and low IoU values. This superiority of our method in character localization can be thought due to using multiple convolution filters that can capture the whole regional feature (Fig. 5(a)) by using large-sized filters and avoid small overlapping regions by using small-sized filters (Fig. 5(b)).

As the last experiment, we applied the three methods to 100 test images per character scale and compared their detection rates. We counted the detected bounding boxes with IoU ≥ 0.7 as the true positives, where CDF starts to increase in Fig. 4 and measured true positive rate at false alarm = 5.

Table 2 presents true positive rates of all scales, 16×K for K = 1, 7, and incremental compared to single scale RPN and Fig. 6 shows the measured true positive rates in graphs. Our method shows the highest values for all scales and, even for characters of 48×48 pixels which is corresponding to 3×3 convolution filter, our method has slightly better performance than Single scale RPN. For relatively small characters of 16×16 or 32×32 pixels, our method achieved the higher true positive rates, 0.98 for 32×32 pixels and 0.89 for 16×16 pixels, than Single scale RPN did (0.94 for 32×32 pixels and 0.78 for 16×16 pixels). This is due to that RPN with only 3×3 convolution filter uses features on mixed region of character and background as shown in Fig. 1(b) while our method uses additional 1×1 convolution filter which utilizes features on character-only regions. For large characters of 112×112 pixels, our method has 7×7 convolution filter which covers a whole regional character feature and this might result in higher true positive rate than the other methods which use only 3×3 convolution filter covering partial regions of character as shown in Fig. 1(a). On average, our method achieved a 3% higher true positive rate than Single scale RPN and 1.4% higher true positive rate than Single scale RPN + Regressor.

4. Conclusion

We proposed to use multiple variously sized filters for region proposal network (RPN) to improve Chinese character detection and localization performance in the Faster R-CNN framework. After analyzing the performance of RPN according to the sizes of convolution filters, we chose to use four convolution filters of N×N for N = 1, 3, 5, 7. These filters utilized the features of small regions and the whole region of Chinese characters and this resulted in the improvement of detection rate and localization accuracy. Well designed experiments verified that our method achieved a 3% higher averaged true positive rate and 4% higher averaged intersection over union (IoU) than the previous Faster R-CNN did.
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