Out of equilibrium chiral higher order topological insulator on a $\pi$-flux square lattice
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Abstract
One of the hallmarks of bulk topology is the existence of robust boundary localized states. For instance, a conventional $d$ dimensional topological system hosts $d-1$ dimensional surface modes, which are protected by non-spatial symmetries. Recently, this idea has been extended to higher order topological phases with boundary modes that are localized in lower dimensions such as in the corners or in one dimensional hinges of the system. In this work, we demonstrate that a higher order topological phase can be engineered in a nonequilibrium state when the time-independent model does not possess any symmetry protected topological states. The higher order topology is protected by an emerging chiral symmetry, which is generated through the Floquet driving. Using both the exact numerical method and an effective high-frequency Hamiltonian obtained from the Brillouin-Wigner (BW) perturbation theory, we verify the emerging topological phase on a $\pi$-flux square lattice. We show that the localized corner modes in our model are robust against a chiral symmetry preserving perturbation and can be classified as ‘extrinsic’ higher order topological phase. Finally, we identify a two dimensional topological invariant from the winding number of the corresponding sublattice symmetric one dimensional model. The latter model belongs to class AIII of ten-fold symmetry classification of topological matter.
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1. Introduction
New states of matter can appear in nonequilibrium that may not have static counterparts. For instance, a discrete time crystal, as proposed by Wilczek [1], is a novel phase with spontaneously broken time translation symmetry, which is indeed found to be nonexistent in equilibrium [2–7]. Similarly, through Floquet driving, new states of matter such as topological states can be engineered, which may or may not have its static analogue [8–10]. In $d$ dimension the topological phases of matter are characterized by robust $d-n(0<n\leq d)$ dimensional boundary localized modes, where $n=1$ represent a first order topological phase [11–17]. The first order topological insulators (TI) are usually classified by three non-spatial symmetries, such as the time reversal, the particle–hole, and the sublattice or the chiral symmetry [14, 18, 19]. Generalization of such phases in the presence of time dependent Hamiltonian, which could be modeled via periodic drive has been realized [8, 9, 20–33] and has also been investigated in various experiments subsequently [34–36].

Recently, the notion of conventional TI’s is generalized to higher order topological insulators (HOTI) with $n>1$ [37–48]. The HOTI’s are protected by the crystalline (spatial) symmetries such as the inversion, the mirror reflection, and the four fold rotation or space-time symmetries of both the bulk and the boundaries [37–39, 49–54]. In the presence
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of these symmetries, HOTI phases appear as a consequence of the quantized higher electric multipole moments (quadrupole, octupole, etc) of the bulk crystal [37]. If the HOTI phase is protected by the bulk gap and independent of the crystal termination, it is characterized as an intrinsic HOTI phase. On the contrary, when the non-trivial topology of the HOTI’s are protected by both the bulk and the boundary gap it is recognized as an extrinsic HOTI phase [50, 55].

In equilibrium, various studies demonstrate that HOTI phases can be realized in the presence of non-spatial symmetries [50–52, 56]. For instance, it has been observed that a two dimensional (2D) square lattice belonging to the BDI symmetry class hosts second order (n = 2) topological states that are protected only by the chiral symmetry [57]. Further studies also put forth the method of construction of chiral symmetry protected 2D as well as three dimensional (3D) extrinsic second order topological phases in lattice models in symmetry class AIII [52]. The origin of this chiral symmetry protected equilibrium HOTI phases can be traced back to the corresponding non-trivial topology of the first order lower dimensional TI [58, 59].

In this work, we theoretically investigate the emergence of such a non-trivial chiral extrinsic dynamical HOTI phase via periodically (Floquet) driving a trivial system. Our model is a π-flux 2D square lattice with arbitrary long-range hopping that belongs to the AI symmetry class. Unlike the other works, where the Floquet higher order topological phases are protected by the space-time [60–62] or by the combination of both time reversal and four fold rotation [63–66] or by the antunitary symmetries like particle–hole [67, 68] and time reversal [69] or by the mirror symmetries [70–74], in this work we show that a non-spatial unitary symmetry, such as the chiral symmetry, can also protect a dynamical extrinsic HOTI phase. Our proposal involves modulation of the local site potential such that the sublattice symmetry is restored during the time evolution, which results in a chiral symmetry protected HOTI phase. To examine the HOTI phase we use Brillouin-Wigner (BW) perturbation theory [75] to arrive at an effective time-independent Hamiltonian. We show that the effective Hamiltonian is chiral symmetric, which belongs to the AIII symmetry class and possesses a second order topological phase that reveals itself via multiple localized corner modes. The second order topology appearing in our model can be traced back to the chiral symmetry of the corresponding 1D model and can be characterized by the Z topological invariant [52, 55, 57, 76–78]. Finally, by numerically studying the exact Floquet dynamics we confirm the validity of our driving protocol in restoring the sublattice symmetry is also discussed. The band structure of sublattice symmetric time-independent effective Hamiltonian in reciprocal space is explained in section 2.2.1. We also explain how the Belanger–Bernevig–Hughes (BBH) model [37, 80] appears in a certain limit of the effective model. In section 2.3 we analyze the symmetry properties of the corresponding effective Hamiltonian and show how chiral symmetry manifests in our model. Finally we discuss our numerical results in section 3 and probe the stability of such extrinsic higher order topological phases in section 3.2.

2. Model and methods

We consider a 2D square lattice with π-flux per plaquette as shown in figure 1. Previously, a similar model was studied in d = 1 dimension to engineer first order topological phases from a trivial band structure [22]. The time-dependent Hamiltonian for spinless fermions on this lattice is given by,

\[
\mathcal{H}(t) = \sum_{x,y} \sum_{x',y'} J_{x,y; x',y'} c_{x',y'}^\dagger c_{x,y} + \text{h.c.}
\]

\[
+ \sum_{x,y} \mathcal{A}_{x,y} f(t) c_{x,y}^\dagger c_{x,y},
\]

(1)

where x, y and x’, y’ are the different lattice sites along which hopping are allowed, J_{x,y; x',y'} is the hopping amplitude between sites (x, y) and (x’, y’), c_{x,y}^\dagger (c_{x,y}) is the creation (annihilation) operator at the site (x, y), \mathcal{A}_{x,y} is the onsite potential at site...
(x, y). For even x, the hopping amplitude along y direction takes an overall negative sign compared to the sites along y for which x is odd, i.e., \( x = 2n (n = 1, 2, 3, \ldots) \), \( J_{2n+1,2n-1} = -J_{2n+1,2n-1} \) as shown by dotted lines in figure 1. While the hopping amplitude along x direction \( J_{xy} \) are the same for all y.

The onsite potential is,
\[
A_{2n} = n (\alpha + \beta),
\]
\[
A_{2n-1} = n (\alpha + \beta) - \alpha,
\]
where \( n = 1, 2, 3, \ldots \) takes integer values, \( 2n \) and \( 2n-1 \) represent lattice site either along x or y, while \( \alpha, \beta \) are the parameters that can be varied. The onsite potential on the lattice site \((x, y)\) is given by \( A_{xy} = A_x + A_y \) where \( A_x = A_{2n}(A_{2n-1}), A_y = A_{2n}(A_{2n-1}) \) for even (odd) x and y. Let us consider two neighbouring sites \( x \) and \( x+1 \) with x odd, then \( A_{x+1, y} - A_{xy} = \alpha \) and if \( x \) is even then \( A_{x+1, y} - A_{xy} = \beta \). The same holds true for y instead of x. The onsite potential for few lattice sites and the corresponding dimer structure is shown in figure 1 with red dotted lines. Note that the above pattern of \( A \) implies that \( A_{xy} = A_{x+1, y} = A_{x, y+1} = A_{x, y+1} \).

The periodic drive is a square pulse, which is represented as,
\[
f(t) = \begin{cases} 
-1 & \text{if } 0 \leq t < \frac{T}{2}, \\
1 & \text{if } \frac{T}{2} \leq t < T,
\end{cases}
\]
where \( T = \frac{2\pi}{\omega} \) and \( \omega \) is the frequency of the drive. Without time dependence i.e. \( f(t) = 1 \) for all time, the model belongs to the symmetry class AI, which does not have any symmetry protected first order topological phase. Through Floquet engineering, we invoke sublattice symmetry in our 2D system so that the corresponding 1D model in class AIII have a chiral symmetry protected non-trivial first order topological [22].

2.1. Exact dynamics using the Floquet operator

We study the exact dynamics by diagonalizing the Floquet operator \( U(T) = e^{i\mathcal{H}_\text{static} + \mathcal{H}_\text{drive} T} \), where \( \mathcal{T} \) is the time ordering operator. Within the Floquet theory, periodically driven systems are described by the quasienergies and eigenstates of the Floquet operator. In our model, the Floquet operator can be written as,
\[
U(T) = e^{-i\mathcal{H}_\text{static} + \mathcal{H}_\text{drive} T} e^{-i\mathcal{H}_\text{static} - \mathcal{H}_\text{drive} T},
\]
where \( \mathcal{H}_\text{static} = \sum_{x',y'} \sum_{x,y} J_{xy,x'y'} c_{x,y}^\dagger c_{x',y'} + \text{h.c} \) and \( \mathcal{H}_\text{drive} = \sum_{x,y} A_{xy} f(t) c_{xy}^\dagger c_{xy} \). The eigenvalue equation of the Floquet operator is \( U(T)|\psi\rangle = e^{-i\epsilon T}|\psi\rangle = e^{-i\epsilon T}|\psi\rangle \), where \( \epsilon \) are the quasienergies and \( |\psi\rangle \) are the Floquet eigenstates. The effective Floquet Hamiltonian is therefore defined as,
\[
\mathcal{H}_F = \frac{1}{-iT} \log U(T).
\]
Finally the eigenvalues (quasienergies) of the effective Floquet Hamiltonian is calculated from the eigenvalue, \( E \), of the Floquet operator \( \epsilon_F = \frac{1}{-iT} \log(E) \). To gain further insights into the emergent dynamical topological phase we analyze the high-frequency limit of the \( \mathcal{H}_F \) as explained in the next section.

2.2. High-frequency approximation of the Floquet Hamiltonian

We here study the high-frequency regime \( (J_{xy,x'y'} \ll \omega) \) of the Floquet Hamiltonian (3) using the BW perturbation theory [75]. As explained in section 2.1 the exact dynamics of a time periodic system can be studied using a time-independent effective Floquet Hamiltonian in an extended Hilbert space \( \mathcal{H} \otimes \mathcal{T} \), where \( \mathcal{T} \) comprises of the infinite dimensional space of states that represents the interaction between atoms and photons due to the drive [81]. BW perturbation theory gives an effective time-independent Hamiltonian projected onto the finite dimensional zero photon subspace, which in the high-frequency regime gives us the energies and eigenstates of the effective Floquet Hamiltonian (3) [75]. The significant contribution comes from the zeroth order and the first order terms. Higher order terms are of the order \( O(\frac{1}{\omega^2}) \) and powers of \( \omega \) greater than two. Hence in the low drive period limit, we will neglect the higher order terms.

In order to proceed we first remove the time dependent onsite potential term in equation (1) by an unitary transformation \( U = e^{-iJ_{xy,x'y'} t/2} e^{-i\omega t/2} \). The transformed Hamiltonian now contains hopping amplitude that are time dependent, \( J_{xy,x'y'} \rightarrow J_{xy,x'y'} e^{i(t\alpha x + \alpha y)} \). Within the zeroth order expansion of BW perturbation theory, we get a time-independent effective Hamiltonian with renormalized time-independent hopping,
\[
J_{xy,x'y'}^R = \frac{iJ_{xy,x'y'} \omega}{\pi(A_{xy} - A_{x'y'})} \left( e^{i\lambda(A_{xy} - A_{x'y'})/2} - 1 \right),
\]
where \( J_{xy,x'y'} = r_0 e^{\frac{\lambda}{2}}, J_{xy,x'y'}^R = r_0 e^{\frac{-\lambda}{2}}, \) and \( \lambda \) is the decay length, which we choose according to the range of hopping. Due to \( \pi \)-flux per plaquette the following condition is obeyed \( J_{xy,x'y'}^R = J_{xy,x'y'}^R \). In order to maintain the chiral symmetry, we tune the parameters in such a way that the hopping between odd–odd and even–even sites along each chain in x and y direction are suppressed. Considering the odd–odd or even–even hopping between \( (x, y) \) and \( (x + 2m, y) \) or \( (x, y) \) and \( (x, y + 2m) \) with \( m = \pm 1, 2, 3, \ldots \) we get, \( A_{x+2m,y} - A_{xy} = \pm m(\alpha + \beta) = A_{xy} - A_{x'y'} \). For the effective odd–odd or even–even hopping, \( J_{xy,x'y'}^R \) and \( J_{xy,x'y'}^R \) to vanish we choose \( \pm m(\alpha + \beta) = 2\omega q \) where \( q = 0, 1, 2, 3, \ldots \) These are the zeros of the function defined in equation (4) which are equally spaced in real space thus canceling out all long-range hopping amplitudes to the same sublattice.

Note such suppression of long-range hopping amplitude is not possible within a single frequency drive (such as a sine/cosine drive) because such drive protocol would renormalize the hopping to Bessel functions, where equally spaced zeros in real space is absent [82]. Using a different approach i.e., the Floquet–Magnus expansion we verify that we recover
similar physics as BW perturbation theory. The details of both the calculations are included in appendix A.

2.2.1 Time-independent effective bulk Hamiltonian. After eliminating the chiral symmetry breaking odd–odd and even–even hopping terms and calculating the other hopping amplitudes using equation (4) we get an equivalent two-dimensional model with four unit cells as shown in figure 2. The exact expressions for the chiral symmetry preserving hopping amplitudes along x direction is,

$$d_{2n_x, 2n_y + r} = w_{r} = \frac{-i\rho e^{-i\frac{\pi}{2}} \left(e^{i\pi(r-1)q + \frac{\alpha}{2}} - 1\right)}{\pi \left[(r+1)q - \frac{\alpha}{2}\right]},$$

$$d_{2n_x - r, 2n_y} = v_{r} = \frac{-i\rho e^{-i\frac{\pi}{2}} \left(e^{i\pi(r-1)q + \frac{\alpha}{2}} - 1\right)}{\pi \left[(r-1)q + \frac{\alpha}{2}\right]},$$

where \(n_x, n_y\) represents the unit cell number along x and y directions respectively, \(r = |x - x'| = |y - y'|\) is the range of hopping and only odd values \(r = 1, 3, 5, 7, \ldots\) are allowed. \(v_r\) is the forward hopping within the unit cell and \(w_r\) is the forward hopping between two different unit cell. As long as \(r\) is the same in both directions and there are no diagonal hopping terms, the same expression applies for hopping in y direction also. Under periodic boundary conditions, the bulk Hamiltonian takes a 4 × 4 structure in the momentum space,

$$\mathcal{H}(k_x, k_y) = \sum_r \begin{pmatrix} 0 & 0 & d_r(k_x) & d_r(k_y) \\ 0 & 0 & d_r^*(k_x) & d_r^*(k_y) \\ d_r^*(k_x) & d_r(k_y) & 0 & 0 \\ d_r(k_x) & d_r^*(k_y) & 0 & 0 \end{pmatrix},$$

(6)

where \(^*\) denotes the complex conjugation and

$$d_r(k_x) = v_r e^{-i\frac{q(r+1)\pi}{2}} + w_r e^{i\frac{q(r+1)\pi}{2}},$$

$$d_r(k_y) = v_r e^{-i\frac{(r+1)\pi}{2}} + w_r e^{i\frac{(r+1)\pi}{2}}.$$ (7)

The bulk Hamiltonian in equation (6) can also be rewritten in terms of Pauli matrices as,

$$\mathcal{H}(k_x, k_y) = \sum_r [d_r(k_x)(\Gamma_1 + \Gamma_2)] + \text{h.c.}$$

$$+ [d_r(k_y)(\Gamma_3 - \Gamma_4)] + \text{h.c.},$$ (8)

where,

$$\Gamma_1 = \left(\frac{\sigma_x + i\sigma_y}{2}\right) \otimes \left(\frac{\tau_0 + \tau_4}{2}\right),$$

$$\Gamma_2 = \left(\frac{\sigma_x - i\sigma_y}{2}\right) \otimes \left(\frac{\tau_0 - \tau_4}{2}\right),$$

$$\Gamma_3 = \left(\frac{\sigma_x + i\sigma_y}{2}\right) \otimes \left(\tau_4 + i\tau_0\right),$$

$$\Gamma_4 = \left(\frac{\sigma_x - i\sigma_y}{2}\right) \otimes \left(\tau_4 - i\tau_0\right).$$

σ and τ are the Pauli matrices that represent the four unit cell sublattice structure. The negative sign in equation (8) takes care of the π-flux in the square lattice (see figure 2). The edges of the effective square lattice model in figure 2 is similar to a 1D topological dimer chain with inter-cell hopping amplitudes \(w_r\) and intra-cell hopping amplitudes \(v_r\). If \(v_r\) (\(w_r\)) are equal along the x, y directions then the edge Hamiltonian in all the four edges can be written as,

$$\mathcal{H}_{\text{edge}}(k) = \left[d_r(k) \left(\frac{\sigma_x + i\sigma_y}{2}\right)\right] + \text{h.c.},$$ (9)

where \(k\) can be either \(k_x\) or \(k_y\) depending on the orientation of the edge. Here \(d_r(k_x)\) and \(d_r(k_y)\) are given in equation (7).

In the limit where \(v_r = v'_r, w_r = w'_r\), and \(r = 1\), we recover the BBH Hamiltonian [37, 80] from our Hamiltonian (8),

$$\mathcal{H}_{\text{BBH}} = (v_r + w_r \cos(k_x))\gamma_4 + w_r \sin(k_y)\gamma_3$$

$$+ (v_r + w_r \cos(k_y))\gamma_2 + w_r \sin(k_y)\gamma_1,$$

where \(\gamma_i\)’s are the mutually anticommuting 4 × 4 Hermitian matrices that satisfy the Clifford algebra. HOTI phase in the BBH model is characterized by the quantized quadrupolar moment of the bulk that possesses both the mirror reflection and the inversion symmetries [37].
2.3. Symmetries of the effective bulk Hamiltonian

In order to analyze the bulk Hamiltonian (8) we focus here on three non-spatial symmetries: time reversal ($\mathcal{T}$), particle–hole or charge-conjugation ($\mathcal{C}$), and sublattice or chiral symmetry ($\mathcal{S}$). Here it is important to take into consideration the modified onsite potential that allow the restoration of the sublattice symmetry in the system as explained in section 2.2.

First, observe that there is no antiunitary operator that satisfies $U\mathcal{H}(k_x,k_y)U^{-1} = \mathcal{H}^*(-k_x,-k_y)$ or $\mathcal{T}\mathcal{H}(k_x,k_y)\mathcal{T}^{-1} = \mathcal{H}(-k_x,-k_y)$ for the bulk Hamiltonian (8), where $\mathcal{T}$ represents the time reversal operation given by $\mathcal{T} = UK$, $U$ is a unitary operator and $K$ represents complex conjugation. This happens because $v_i(w_i) \neq v_i^*(w_i^*)$; hence the bulk Hamiltonian is not time reversal invariant. Due to similar reason the particle–hole symmetry is also absent as there is no antiunitary operator in first quantised form that satisfies $\mathcal{C}\mathcal{H}(k_x,k_y)\mathcal{C}^{-1} = -\mathcal{H}(-k_x,-k_y)$ or $U\mathcal{H}(k_x,k_y)U^{-1} = -\mathcal{H}^*(-k_x,-k_y)$ for equation (8) where $\mathcal{C}$ represents particle–hole operation given by $\mathcal{C} = UK$. For the unitary operator $\mathcal{S} = \tau_z \otimes \sigma_0$, the bulk Hamiltonian satisfies $\mathcal{T}\mathcal{H}(k_x,k_y)\mathcal{T}^{-1} = -\mathcal{H}(k_x,k_y)$, which implies that the sublattice or chiral symmetry is preserved in the system [83].

Spatial symmetries that play a significant role in topological properties are, inversion, mirror reflection, and the four fold rotation symmetry. Because of $v_i(w_i) \neq v_i^*(w_i^*)$ our model does not have inversion and mirror reflection symmetries. Hence it turns out that the electric multipole moment, which commonly used to characterize an HOTI phase, is not quantized in our model [37].

3. Results: bulk invariant and the HOTI phase

Within the ten-fold way of classification of TI and superconductors [18, 19], the bulk Hamiltonian of our model belongs to the symmetry class AIII. In 2D, class AIII does not have any topologically protected edge states as can be seen in the
ten-fold classification schemes. However, the chiral symmetric dimer chain along the edges of the effective square lattice (9) also belongs to the symmetry class AIII [19]; thus exhibits topological phase characterized by $\mathbb{Z}$ index, which is the one dimensional winding number $\nu$. By tuning the hopping amplitude $J^0(r, \frac{2\pi}{N}, \lambda)$, higher $\nu$ is possible to obtain as shown previously in the context of one dimensional model by Pérez-González et al. [22]. We find that it manifests itself in our model in 2D by having multiple corner localized zero energy states.

The edge Hamiltonian (9) consists of two bands, and generally can be written as $H_{\text{edge}}(k) = \tilde{d}(k) \cdot \tilde{\sigma}$, where $\sigma$'s are the Pauli matrices, with $\tilde{\sigma} = \sigma_x \hat{x} + \sigma_y \hat{y} + \sigma_z \hat{z}$. Since the $H_{\text{edge}}$ belongs to class AIII, $d_z = 0$. Here the one dimensional winding number $\nu$ is defined in the first Brillouin zone as,

$$\nu = \frac{1}{2\pi} \int_0^{2\pi} \left( \tilde{d}(k) \times \frac{d}{dk} \tilde{d}(k) \right) dk,$$

where $\tilde{d}(k) = \tilde{a}(k)_{(\text{edge})}$.

(a) **Winding number and the band structure:** The $\tilde{d}(k)$ of $H_{\text{edge}}(k)$ is shown in the parameter space $(d_x, d_y)$ in figures 3(a)–(c) at topologically trivial, transition point and non-trivial regions. Here we assume that $H_{\text{edge}}(k_x) = H_{\text{edge}}(k_y)$, hence $\nu_x = \nu_y$ where $\nu_x$ and $\nu_y$ are the winding numbers along $x$ and $y$ direction of the effective square lattice in figure 2. Figure 3(a) represents a topologically trivial regime as the $\tilde{d}(k)$ is not enclosing the origin and $\nu_x = \nu_y = 0$. The parameters, $r$ and $\alpha/\omega$ are chosen such that the inter-cell hopping amplitude ($w_\nu$) is less than the intra-cell hopping amplitude ($\nu_x$). While in figure 3(b) $\nu_x$, $\nu_y$ are not defined, since the $\tilde{d}(k)$ passes through the origin. The chosen value of $r$ and $\alpha/\omega$ satisfies, $\nu_x = w_x$, $\tilde{d}(k)$ encloses the origin once as seen in figure 3(c), hence $\nu_x = \nu_y = 1$. This corresponds to a topologically non-trivial phase. Here, those values of $r$ and $\alpha/\omega$ are chosen for which inter-cell hopping amplitude ($w_x$) is greater than the intra-cell hopping amplitude ($\nu_x$). We complement the above analysis of 1D $H_{\text{edge}}$ with the exact diagonalization of the effective 2D Hamiltonian. Figures 3(d)–(f) show the band structure of $H(k_x,k_y)$ (8) and the corresponding real space energy spectrum with open boundary condition (5) for the same set of $\frac{2\pi}{N}, \lambda$, and $r$, see figures 3(g)–(i). As observed with the closing of the band gap in 1D we also observe the closing of the 2D bulk gap, signifying the correspondence between the edge and the bulk spectrum.

The $\pi$-flux guarantees that for these specified values of $\frac{2\pi}{N}$ and $r$ in both the topological trivial and non-trivial regime, the four bands of $H(k_x,k_y)$ (8) are doubly degenerate with bulk gap as seen in figures 3(d), (f). The band gap closes exactly at the phase transition point where the 1D edge also undergoes the topological transition (figure 3(e)). This points us towards the existence of an extrinsic higher order topology in our model [37]. Finally, the appearance of zero energy corner states is in sync with the finite winding number in 1D and the bulk gap in the effective 2D spectrum, which indicates a topological phase, figure 3(i).

(b) **Local density of states:** The local density of states for the four fold degenerate zero energy states and non-zero energy states obtained from the BW perturbation theory are shown in figures 4(a) and (b). As we see from figures 4(a) and (b), the zero energy states are localized at the corners and each set of non-zero energies are four fold degenerate that are localized at the edges of the square lattice. The diagonalization of the Floquet operator (3) for the same set of parameters also reproduces the expected corner states at zero quasienergy and four fold degenerate edge states as shown in figures 4(c) and (d). This confirms the validity of the high-frequency approximation as derived in section 2.2 in the regime $\omega > J_{xy}$ (1), which although implicitely depends on the parameters $r$ and $\lambda$. The comparison of the energy spectrum of the effective Hamiltonian from the BW perturbation theory and the Floquet Hamiltonian from the exact dynamics is relegated to appendix B.

3.1. **Two dimensional topological invariant from winding number**

Since we get zero dimensional (0D) boundary states for sublattice symmetric 2D system, our model belongs to the class of second order sublattice symmetry protected TI. From figure 3 it is clear that the energy spectrum of the bulk and the boundary gap close as we move from a trivial to a non-trivial phase, which points towards the extrinsic nature of the observed topological phase [50]. The origin of these higher order topology is related to the $\mathbb{Z}$ topology of the corresponding one dimensional sublattice symmetric class AIII. Similar sublattice symmetry protected higher order topological model is studied in equilibrium in references [50, 52, 57]. Here the topological invariant is defined by the product of winding numbers of $H_{\text{edge}}(k)$ in $x$ and $y$ direction [52]. Each $H_{\text{edge}}(k)$ is a sublattice symmetric
The topological invariant in 2D is defined as,

$$\nu_{2D} = \nu_x \times \nu_y,$$

where \(\nu_x\) and \(\nu_y\) are the winding numbers of \(H_{\text{edge}}(k)\) in two directions. The corner states appear when the winding number of two \(H_{\text{edge}}(k)\) intersecting at that corner is an integer greater than or equal to one. In order to get four corner states we should have the winding number of all \(H_{\text{edge}}(k)\) to be one \(\nu_x \times \nu_y = 1\). Similarly for higher winding numbers of \(H_{\text{edge}}(k)\) gives us \(4 \times \nu_{2D}\) corner localized sublattice symmetry protected zero energy states. To access \(\nu_{2D} > 1\), along with \(r\) and \(\alpha/\omega\), the value of \(\lambda\) should also be increased such that we obtain finite value for hopping amplitudes (intra-cell) (5). As mentioned previously that unlike first order TI, here the protection of the HOTI phase is related to the non-trivial topology of \(H_{\text{edge}}(k)\). As an illustration in figures 5(a) and (b) we show a situation where the one dimensional winding numbers are \(\nu_x = 1\) and \(\nu_y = 2\) for \(H_{\text{edge}}(k)\). As expected we observe the appearance of 8 corner states in the bulk spectrum, see figure 5(c), confirming the bulk invariant (10). Generalizing this idea we get higher values for \(\nu_{2D}\) and multiple sublattice symmetry protected corner states corresponding to the higher winding numbers in one dimension, which depends on the range of hopping \(r\), the decay length \(\lambda\) and the parameter, \(\alpha/\omega\).

3.2. Stability of the corner state under perturbation

(a) Chiral symmetric perturbation: The stability of the corner states can be traced back to the presence of the chiral symmetry of the model (6). This can be further confirmed by adding a chiral symmetry breaking and chiral symmetry preserving perturbation to the bulk Hamiltonian and monitoring the response of the HOTI phase through the edge modes. For instance, if we add a generic perturbation of the form \(\Delta_c(\tau_z \otimes \sigma_0)\) to the bulk \(H(k_x, k_y)\) (6) it does not break the chiral symmetry as \(\mathcal{S}\Delta_c(\tau_z \otimes \sigma_0)\mathcal{S}^{-1} = -\Delta_c(\tau_z \otimes \sigma_0)\), where \(\Delta_c\) is the strength of the perturbation. This term results to a modified hopping along the \(x\) direction in the square lattice. Hence the \(H_{\text{edge}}(k)\) along \(x\) gets modified, while the \(H_{\text{edge}}(k)\) along \(y\) direction remains unchanged. Figure 6 shows the corresponding \(\bar{d}(k)\) along \(x\) and \(y\) direction for the perturbed chiral symmetric \(H_{\text{edge}}(k)\) (9) and the corresponding 2D energy spectrum of the effective time-independent Hamiltonian (5) for \(\alpha/\omega = 1.8, \lambda = 1.5\) and \(r = 1\). As observed the zero energy states and the winding numbers \(\nu_x = 1, \nu_y = 1\) are preserved as long as the strength of the perturbation \(\Delta_c\) is less than the energy gap of the original model. Also since the perturbation is only along the \(x\) direction hopping, the winding number \(\nu_y\) remains invariant, while \(\nu_x\) seems to shift with increasing the strength of the perturbation \(\Delta_c\).

(b) Chiral symmetry breaking perturbation: A perturbation of the form \(\Delta_{nc}(\tau_z \otimes \sigma_\nu)\) to the bulk Hamiltonian breaks the chiral symmetry as \(\mathcal{S}\Delta_{nc}(\tau_z \otimes \sigma_\nu)\mathcal{S}^{-1} \neq -\Delta_{nc}(\tau_z \otimes \sigma_\nu)\), with \(\Delta_{nc}\) being the strength of the perturbation. This term is equivalent to adding a staggered onsite potential to the sublattices along each of the edges. Therefore, we have \(d(k) = \Delta_{nc}\) for the \(H_{\text{edge}}(k)\) and as \(d(k)\) is independent of \(k\), it shifts the vector \(d_x(k)x + d_y(k)y\) in the \((x, y)\) plane along the \(z\) direction, see figures 7(a) and (b). The non zero winding number is observed when \(\Delta_{nc} = 0\) with \(\alpha/\omega = 1.8, \lambda = 1.5, r = 1\). For finite \(\Delta_{nc} = 0.05\) with similar parameters, sublattice symmetry is broken in both the direction. The resulting \(H_{\text{edge}}(k)\) with no non-spatial symmetries belongs to class A that does not have any topological invariant in one dimension [19]. Correspondingly in 2D for any finite values of \(\Delta_{nc}\) (but still much smaller than the bulk gap), the corner states are lifted away.
from the zero energy as seen in figure 7(c). This further confirms our assertion that the zero energy corner states of the HOTI phase are protected by the sublattice symmetry in this model.

4. Conclusion

In this work, we show that via periodic driving it is possible to engineer extrinsic HOTI phases that are protected by a non-spatial symmetry such as the chiral symmetry. We consider a model of square lattice with \( \pi \)-flux, which is driven to modulate the local potential in each drive cycle. In the high-frequency regime, we derive an effective model using BW perturbation theory, and confirm that the effective model hosts a second order topological phase with corner localized zero energy state. The high-frequency approximation is substantiated by the exact calculation of the Floquet operator in an appropriate limit. The \( Z \) topological invariant, defining these corner states are obtained from the one dimensional topological invariant (winding number) of the corresponding \( \mathcal{H}_{\text{edge}}(k) \). Finally, we show that by increasing the range of hopping the number of corner states can be achieved within our drive protocol and is reflected via higher topological invariant \( \nu_{2D} \). Our proposal of 2D HOTI phase can be realized in trapped ion experiments [84] as local modulation of ions and long-range hopping is natural in these systems. Finally recently discovered highly controllable quantum dot arrays would also be a suitable candidate to realize the proposed HOTI phase [85–88].

The static 2D model can be further extended to three dimensions with \( \pi \)-flux threaded through the opposite faces of a cubic unit cell. Here we anticipate to find a third order chiral symmetry protected extrinsic HOTI phase with zero energy corner states within the same driving protocol. The number of corner states, therefore, can be obtained from the winding number, which will be the product of winding numbers of three \( \mathcal{H}_{\text{edge}}(k) \) intersecting at a given corner [55]. Such a study of the 3D model is currently underway. Finally, the fate of the HOTI phase in the presence of electron–electron interaction would be an interesting future direction to explore within the Floquet perturbation theory [89, 90].
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Appendix A. Brillouin-Wigner perturbation theory and Floquet–Magnus expansion

The exact Hamiltonian of our model is,

\[
\mathcal{H}(t) = \sum_{x,y} J_{xy} c_x^\dagger c_y + \text{ h.c.} + \sum_{x=1,3,5} \sum_{y,y'} J_{xy;xy'} c_{x'}^\dagger c_y + \text{ h.c.} - \sum_{x=2,4,6} \sum_{y,y'} J_{xy;xy'} c_{x'}^\dagger c_y + \text{ h.c.} + \sum_{x,y} A_{xy} f(t) c_{x'}^\dagger c_{y'}. \tag{A1}
\]

The creation and annihilation operators obey the anticommutation relation given by \( \{ c_x, c_y^\dagger \} = \delta_{x,x'} \delta_{y,y'} \). Let the \( \mathcal{H}_{\text{drive}}(t) = \sum_{x,y} A_{xy} f(t) c_{x'}^\dagger c_y \), \( U(t) = \exp(-i \int \mathcal{H}_{\text{drive}}(t) dt) \) and \( F(t) = \int f(t) dt \). Following same procedure as in reference [22] here also we make a rotating frame transformation,

\[
\tilde{\mathcal{H}}(t) = U(t) \mathcal{H}(t) U(t)^\dagger - i U(t)^\dagger \partial_t U(t). \tag{A2}
\]

We solve for each term which is obtained by substituting equation (A1) in equation (A2). Taking the first term,

\[
\rho_{\tilde{\mathcal{H}}_{\text{xy}}} c_{x'}^\dagger c_y e^{i \int A_{xy} f(t) \mathcal{A}_{x'} c_{x'} c_y} = J_{xy;xy'} c_{x'}^\dagger c_y + J_{xy;xy'} i F(t) \times \left[ A_{xy} c_{x'}^\dagger c_y + \ldots \right], \tag{A3}
\]

\[
= J_{xy;xy'} c_{x'}^\dagger c_y e^{i \int A_{xy} f(t) \mathcal{A}_{x'} c_{x'} c_y} + J_{xy;xy'} i F(t) \left( A_{xy} - A_{x'} \right) c_{x'}^\dagger c_y. \tag{A3}
\]
The commutation relation can be simplified in the following way to arrive at the final form of equation (A3),

\[ A_{x,y} \left[ c_{x,y}^\dagger c_{x',y'}^\dagger c_{x',y'} c_{x,y} \right] = A_{x,y} \left( c_{x,y}^\dagger \left( c_{x',y'}^\dagger c_{x',y'} \right) \right) \]

\[ = A_{x,y} \left( c_{x,y}^\dagger \left( c_{x',y'}^\dagger c_{x',y'} \right) \right) \]

\[ = A_{x,y} \left( c_{x,y}^\dagger \left( c_{x',y'}^\dagger c_{x',y'} \right) \right) \]

\[ = A_{x,y} \left( c_{x,y}^\dagger \left( c_{x',y'}^\dagger c_{x',y'} \right) \right) \]

Similarly solving the second term obtained by substituting \( \hat{H}(t) \) (A1) in equation (A2) we get,

\[ e^{iF_{A x,y} c_{x,y}^\dagger c_{x',y'}^\dagger c_{x',y'} c_{x,y} e^{-iF_{A x,y} c_{x,y}^\dagger c_{x',y'}}} \]

\[ = J_{x',y',y'}^\dagger c_{x',y'}^\dagger c_{x',y'} + J_{x',y',y'}^\dagger F(t) \]

\[ \times \left( A_{x,y} - A_{x',y'} \right) c_{x,y}^\dagger c_{x',y'} c_{x',y'} \]  

The third term in \( \hat{H}(t) \) substituted equation (A4) takes the same value as that of equation (A4) with an overall negative sign and the fourth term gets cancelled due to \(-iU'\partial_t U(t)\). Hence the Hamiltonian in rotating frame can be written as,

\[ \hat{H}(t) = \sum_{x,y} \sum_{x',y'} J_{x,y,x',y'}^\dagger c_{x,y}^\dagger c_{x',y'} e^{iF(t)(A_{x,y} - A_{x',y'})} \]

\[ + \sum_{x=1,3,5, ...} \sum_{y'=y} J_{x,y,x,y'}^\dagger c_{x,y}^\dagger c_{x,y'} e^{iF(t)(A_{x,y} - A_{x,y'})} \]

\[ - \sum_{x=2,4,6, ...} \sum_{y'=y} J_{x,y,x,y'}^\dagger c_{x,y}^\dagger c_{x,y'} e^{iF(t)(A_{x,y} - A_{x,y'})} \]  

The zeroth order term in the BW perturbation theory as well as Floquet–Magnus expansion is given by [75, 81],

\[ H_{BW}^0 = \int_0^T dt \hat{H}(t) \]

\[ H_{BW}^0 = \sum_{x,y} \sum_{x',y'} \frac{iJ_{x,y,x',y'}^\dagger \omega}{\pi (A_{x,y} - A_{x',y'})} \]

\[ \times \left( e^{-i(A_{x,y} - A_{x',y'})^2} - 1 \right) c_{x,y}^\dagger c_{x',y'} \]

\[ + \sum_{x=1,3,5, ...} \sum_{y'=y} \frac{iJ_{x,y,x,y'}^\dagger \omega}{\pi (A_{x,y} - A_{x,y'})} \]

\[ \times \left( e^{-i(A_{x,y} - A_{x',y'})^2} - 1 \right) c_{x,y}^\dagger c_{x,y'} \]

\[ - \sum_{x=2,4,6, ...} \sum_{y'=y} \frac{iJ_{x,y,x,y'}^\dagger \omega}{\pi (A_{x,y} - A_{x,y'})} \]

\[ \times \left( e^{-i(A_{x,y} - A_{x',y'})^2} - 1 \right) c_{x,y}^\dagger c_{x,y'} \]

where \( x, x' \) and \( y, y' \) represents lattice sites in the \( x \) and \( y \) direction respectively.

The first order term in BW expansion for a general time dependent model \( H(t) = \sum_{x} J_{x}(t)c_{x}^\dagger c_{x} \) with only the nearest neighbour hopping is,

\[ H_{BW}^1 = \frac{1}{n\omega} \sum_{n \neq 0} J_{n+k}^\dagger J_{k} c_{n+k}^\dagger c_{k}, \]

\[ \text{where, } H_{0,n} \text{ and } H_{n,0} \text{ are the Fourier components of time dependent original Hamiltonian [75] and the Fourier component of hopping amplitude is } J_{n+k}^\dagger = \frac{1}{2} \int_{t}^{T} dt J_{n+k}(t) e^{i\omega n t}. \]

Using this the first order term for equation (A5) is calculated. Taking the first term obtained by using equation (A7) for equation (A5),

\[ J_{x,y,x',y'}^n = \frac{1}{T} \int_{0}^{T} dt J_{x,y,x',y'} e^{-i\omega n t} e^{iF(t)(A_{x,y} - A_{x',y'})} dt, \]

\[ = J_{x,y,x',y'}^n \left( \frac{1}{T} \int_{0}^{T} dt e^{-i\omega n t} e^{iF(t)(A_{x,y} - A_{x',y'})} \right) \]

\[ + \int_{T}^{0} dt e^{-i\omega n t} e^{iF(t)(A_{x,y} - A_{x',y'})}, \]

\[ = J_{x,y,x',y'}^n \left( \left( -1 \right)^n e^{-iF(t)(A_{x,y} - A_{x',y'})} \right) \]

\[ \times \left( \frac{1}{A_{x,y} - A_{x',y'}} + \frac{1}{A_{x',y} - A_{x,y}} \right) \]

Similarly the integration of \( J_{x,y,x',y'}^n \) gives,

\[ J_{x,y,x',y'}^n = \frac{iJ_{x,y,x',y'}^\dagger \omega}{2\pi} \left( \left( -1 \right)^n e^{-iF(t)(A_{x,y} - A_{x',y'})} \right) \]

\[ \times \left( \frac{1}{A_{x,y} - A_{x',y'}} + \frac{1}{A_{x',y} - A_{x,y}} \right) \]

The same equation applies for second and third terms in equation (A5) with change along \( y \). If we consider only nearest neighbour hopping in the original Hamiltonian then two paths can be considered for the 2D square lattice that satisfy equation (A7) with a common lattice point in between. The first path is \((x, y) \rightarrow (x + 1, y) \rightarrow (x + 2, y)\). The second path from \((x, y) \rightarrow (x + 1, y) \rightarrow (x + 1, y + 1)\) is diagonal. From equation (A7) and using equations (A8) and (A9), the first order term corresponding to the first term in equation (A5) is,

\[ H_{BW}^1 = \sum_{n \neq 0} \frac{1}{n\omega} J_{x,y,x',y'}^n J_{x,x',y,y'}^\dagger c_{x,y}^\dagger c_{x',y'}. \]
where,
\[
J_{x'y'}^{m,n}=\frac{-J_{x'y'}^mJ_{x'y'}^n}{4\pi^2}(a \times b) \times \left( (-1)^{x}e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} -1 \right) \times \left( (-1)^{y}e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} -1 \right),
\]
\[\text{A10}\]

where,
\[a = \left( \frac{1}{(A_{x'y'} - A_{x'y'}) + n\omega} \right) + \left( A_{x'y'}^{x} - A_{x'y'}^{y} - n\omega \right),\]
\[b = \left( A_{x'y'} - A_{x'y'}^{x} - A_{x'y'}^{y} - n\omega \right).\]

Along the two paths mentioned above the hopping breaks the chiral symmetry of the system. To maintain chiral symmetry, we should tune these second neighbour hopping to zero. For the first path, \(A_{x'y'} - A_{x'+1'y'} = \alpha\) and \(A_{x'+1'y'} - A_{x'+2'y'} = \beta\) for odd \(x\). Hence for hopping along first path to vanish, \(\alpha\) and \(\beta\) can be chosen such that \(\left( (-1)^{x}e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} -1 \right) = 0\) or \(\left( (-1)^{y}e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} -1 \right) = 0\).

\[\Rightarrow \alpha = n\omega \quad \text{or} \quad \beta = n\omega.\]

For the second path, \(A_{x'y'} - A_{x'+1'y'} = \alpha\) and \(A_{x'+1'y'} - A_{x'+2'y'} = \beta\) for odd \(x\) and \(\alpha\) for even \(x\). For hopping along first path to vanish, \(\alpha\) and \(\beta\) can be chosen such that \(\left( (-1)^{x}e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} -1 \right) = 0\) or \(\left( (-1)^{y}e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} -1 \right) = 0\) for both odd and even \(x\).

\[\Rightarrow \alpha = n\omega \quad \text{and} \quad \beta = n\omega.\]

Hence for the chiral symmetry breaking terms to vanish \(\alpha = \beta = n\omega\) or \(\alpha + \beta = 2n\omega\). Note that this condition is the same as the one chosen for restoration of sublattice symmetry in the zeroth order effective-time-independent Hamiltonian as explained in section 2.2. If we follow the same steps for second and third terms in equation (A5) to calculate the rest of the first order terms then also we will arrive at the same conclusion. Thus it is possible for us to tune the \(\alpha\) and \(\beta\) in such a way that the second neighbour hopping emerging from the first order terms in BW perturbation theory goes to zero thus maintaining the chiral symmetry of the system. Hence we can conclude that if our original time dependent model has only nearest neighbour hopping then the effective chiral symmetric time-independent Hamiltonian also contains nearest neighbour hopping terms only. Generalising this idea, for our model the range of hopping of effective time-independent Hamiltonian will be the same as that of the original time dependent Hamiltonian.

To compare results from BW perturbation theory, we also calculate the first order term in Floquet–Magnus expansion given by \[81\],
\[
\mathcal{H}_m^1 = \sum_{n \neq 0} \frac{1}{n\omega} \left( H_m H_m^+ \mathcal{e}^{i\omega n\delta} + [H_0, H_m^+] \right),
\]
\[\text{A11}\]

where, \(H_m, H_m^+\) and \(H_0\) are the Fourier components of \(\mathcal{H}(t)\) (A1). The \(n\)th Fourier component of \(\mathcal{H}(t)\) is \(H_n = \int_0^T \mathcal{H}(t) \mathcal{e}^{i\omega n\delta} dt\). As observed from the above BW perturbation theory calculations, for chiral symmetry preserving hopping \(H_m, H_m^+ = 0\) and \(\alpha = \beta = n\omega\). The commutator \([H_0, H_m]\) vanishes as shown below. The Fourier components of \(\mathcal{H}(t)\) (A1) are (considered nearest neighbour hopping term for calculations),
\[H_0 = \frac{\frac{J_{x'y'}^{x'+x',x'+1'y'}\omega}{\pi(A_{x'y'} - A_{x'+1'y'})}}{e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} - 1} c_{x'}^{\dagger} c_{x'y'}\]
\[H_m = \frac{J_{x'y'}^{x'+x',x'+1'y'}\omega}{2\pi} (-1)^{y} e^{-2iA_{x'y'}^{x}A_{x'y'}^{y}} - 1) \times \left( \frac{1}{(A_{x'y'} - A_{x'+1'y'}) - m\omega} \right) c_{x'y'}^{\dagger} c_{x'y'}\]
\[\text{A12}\]

Substituting equation (A12) in the second term of equation (A11) gives a commutator as shown below.
\[
[c_{x'y'}^{\dagger} c_{x'+1'y'}^{\dagger}, c_{x'y'}^{\dagger} c_{x'+1'y'}] = \delta_{x'y'}^{x'+1'y'} \delta_{x'y'}^{x'+1'y'}
\]
\[\text{A13}\]

Just like first order term in BW perturbation theory here also we get two different path for hopping. Using the same arguments as in BW perturbation theory, here also for the chiral symmetry to be preserved hopping along both paths should vanish \((H_m = 0)\) and \(\alpha = \beta = n\omega\). The conclusion remains the same even when the hopping are long-range. Hence according to Floquet–Magnus expansion also only zeroth order term
survives in the effective chiral symmetric time-independent Hamiltonian,
\[ H_{\text{eff}} = H_0 = H_{\text{BW}}^0 \]
\[ H_{\text{eff}} = \sum_{x,y} \sum_{x',y'} i J_{x'y'} \omega \]
\[ \times (e^{-i(A_{x'y'} - A_{xy})/\lambda} - 1) e_x^{\dagger} c_{x'y'}^{\dagger} \]
\[ + \sum_{x=1,3,5,\ldots,y} \sum_{x',y'} i J_{x'y'} \omega \]
\[ \times (e^{-i(A_{x'y'} - A_{xy})/\lambda} - 1) e_x^{\dagger} c_{x'y'}^{\dagger} \]
\[ - \sum_{x=2,4,6,\ldots,y} \sum_{x',y'} i J_{x'y'} \omega \]
\[ \times (e^{-i(A_{x'y'} - A_{xy})/\lambda} - 1) e_x^{\dagger} c_{x'y'}^{\dagger}. \]

Appendix B. Comparison of BW theory with exact diagonalization study

In this section we show that the exact diagonalization of the Floquet Hamiltonian explained in equation (3) and that of the effective time-independent Hamiltonian obtained from BW perturbation theory with renormalized hopping as in equation (5) gives us the same results in the limit \( \omega > J_{x'y'} \) (1). However the Floquet Hamiltonian (3) matches accurately with the effective time-independent Hamiltonian (5) only for \( \omega \gg J_{x'y'} \) (1). We analyze the energy spectrum of Floquet Hamiltonian explained in section 2.1 (the eigenvalues are sorted in ascending order) and the real space energy spectrum of effective time-independent Hamiltonian from BW perturbation theory for different winding numbers as shown in figures 8 and 9. While diagonalizing equation (3) we take the number of unit cells to be two times the number taken while diagonalizing the effective Hamiltonian with renormalized hopping as in equation (5). This is because the sublattice structure evolves naturally while studying the exact dynamics using Floquet Hamiltonian. From figure 8 it is clear that the energy spectrum of Floquet Hamiltonian converges with that of time-independent Hamiltonian from BW perturbation theory for values of \( \omega \) which are much greater than the hopping amplitude \( (J_{x'y'}) \) of the original time dependent model (1). Here we have taken \( \omega \gg 20J_{x'y'} \). Figures 8 and 9 corresponds to three different set of two dimensional winding number. As we can see from the figures, the quasienergy spectrum is similar to the real energy spectrum and we get same number of zero quasienergy states as that of the zero energy states of real space energy spectrum of effective Hamiltonian (5). The Floquet states corresponding to these zero quasienergy modes are also found to be localized at the corners of the lattice. This also confirms the validity of BW perturbation theory in the high-frequency regime.
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