Deep significance clustering: a novel approach for identifying risk-stratified and predictive patient subgroups
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ABSTRACT

Objective: Deep significance clustering (DICE) is a self-supervised learning framework. DICE identifies clinically similar and risk-stratified subgroups that neither unsupervised clustering algorithms nor supervised risk prediction algorithms alone are guaranteed to generate.

Materials and Methods: Enabled by an optimization process that enforces statistical significance between the outcome and subgroup membership, DICE jointly trains 3 components, representation learning, clustering, and outcome prediction while providing interpretability to the deep representations. DICE also allows unseen patients to be predicted into trained subgroups for population-level risk stratification. We evaluated DICE using electronic health record datasets derived from 2 urban hospitals. Outcomes and patient cohorts used include discharge disposition to home among heart failure (HF) patients and acute kidney injury among COVID-19 (Cov-AKI) patients, respectively.

Results: Compared to baseline approaches including principal component analysis, DICE demonstrated superior performance in the cluster purity metrics: Silhouette score (0.48 for HF, 0.51 for Cov-AKI), Calinski-Harabasz index (212 for HF, 254 for Cov-AKI), and Davies-Bouldin index (0.86 for HF, 0.66 for Cov-AKI), and prediction metric: area under the Receiver operating characteristic (ROC) curve (0.83 for HF, 0.78 for Cov-AKI). Clinical evaluation of DICE-generated subgroups revealed more meaningful distributions of member characteristics across subgroups, and higher risk ratios between subgroups. Furthermore, DICE-generated subgroup membership alone was moderately predictive of outcomes.

Discussion: DICE addresses a gap in current machine learning approaches where predicted risk may not lead directly to actionable clinical steps.

Conclusion: DICE demonstrated the potential to apply in heterogeneous populations, where having the same quantitative risk does not equate with having a similar clinical profile.

Key words: machine learning, predictive clustering, risk stratification
INTRODUCTION

Background and significance

Risk stratification involving clinical and sociodemographic factors is crucial to the management of disease in medicine. Risk stratification is often implemented in clinical pathways in directing care to distinct subgroups of patients according to risk status.1–4 While risk stratification has been particularly successful within specific disease or outcome contexts, clinical pathways that address risk in a broad cohort of patients with heterogenous sociodemographic and clinical profiles are more complex to implement due to the need to identify interventions specific to risk levels and patient subgroups.5–9 For example, heart failure (HF) impacts nearly 6 million Americans where more than 80% of individuals suffer from 3 or more comorbidities.10 The complexity due to frequent comorbidity and the lack of guidelines that incorporate heterogeneity present challenges in the discovery of patient strata to assist with clinical decision-making.11 Another motivating example is acute kidney injury among COVID-19 patients (Cov-AKI)12,14–16 where the initial kidney recovery during admission ranges from 30% to 75%.12,14–16 The high degree of heterogeneity potentially originate from different pathophysiologic mechanisms such as volume depletion, acute tubular necrosis leading to fibrosis, and cardiometabolic disease leading to the incident cardio renal syndrome.12,14–16 Effective treatment strategies against Cov-AKI may benefit from risk stratification that targets each stratum.

Machine learning has been widely explored for risk stratification in medicine,17 with supervised algorithms showing great potential in predicting individual risks. However, in a heterogenous population, patients may have the same risk levels while exhibiting different disease manifestations and thus requiring different interventions. Thus, to support the use in real patient care, there remains a gap between predicted risks and the next reasonable clinical actions. From an opposite angle, unsupervised machine learning algorithms have been used in previous literature to identify patient subgroups who do exhibit similar disease manifestations and thus requiring similar interventions.18–22 However, the lack of supervision may lead to patient subgroups derived as clusters without actually stratifying patients based on the outcome of interests.23–25 Existing clustering algorithms are also not designed to be predictive, limiting the utility of applying to unseen patients. Thus, distinctively partitioned patient subgroups, or precisely predicted individualized risks, without a bridge to the next clinical steps, may still bear limited translational values.26–29 Yet, few existing clustering and risk prediction algorithms jointly achieve outcome-driven clustering in an end-to-end fashion for clinical applications.23–25,30

This gap between practical needs in medicine and existing machine learning solutions inspired deep significance clustering (DICE), an end-to-end, risk-stratifying, and predictive clustering algorithm. By jointly training representation learning, clustering, and classification, DICE identifies deep representations that generate outcome-driven cluster membership as subgroups. Patients within each subgroup are intended to have similar levels of risk of an outcome, as well as similar clinical needs. The novelty and feasibility of DICE originate from the use of a combined objective function including a constraint requiring significantly different outcome distributions across clusters. This framework design enforces backpropagation through the representation, clustering, and outcome prediction components. In addition, this design allows unseen patients to be predicted into risk-stratified subgroups trained in DICE as a multiclass classification task. Lastly, DICE performs neural architecture search (NAS) designed with an alternative grid search strategy over the number of clusters and representation dimension size to heuristically optimize outcome prediction. The architecture of DICE is illustrated in Figure 1. Supplementary Figure S1 provides an illustration of DICE using a simple example to provide the motivation for its development.

DICE is customized to medicine by considering statistical significance, a concept familiar to many medical researchers, into a machine learning framework. Previous work on risk stratification and subtyping has commonly conducted post hoc analysis on variable significance,22,31 whereas DICE directly incorporates the statistical significance as a constraint. For evaluation, we applied DICE on 2 real-world electronic health record (EHR) datasets to compare the performance of DICE to baseline methods through extensive experiments, ablation studies, and fairness evaluation. Baseline methods compared include principal component analysis (PCA),32 as well as autoencoder (AE),33 k-means clustering, and logistic regression performed in separate steps without having the statistical significance constraint. Since the ground truth for stratification is unknown, we used Silhouette score,34 Calinski-Harabasz index,35 and Davies-Bouldin index36 to evaluate the clustering performance. We also computed the relative risk ratios across the subgroups to assess the associations between subgroups and the outcomes. In addition, we evaluated the predictiveness of the DICE-learned representation by area under the ROC curve (AUC).

MATERIALS AND METHODS

Related work

Unsupervised learning is a fundamental topic in machine learning and has been widely applied to medical data.19,22,37,38 Clustering algorithms such as k-means and hierarchical clustering separate a population based on the similarities of input variables. For example, k-means algorithm determines the cluster centroids by iterating between selecting centroids according to the assignment of data points to clusters, and assigning data points to clusters according to current centroids, until stopping criteria are met.39 The cluster assignment is mainly driven by the cluster purity in terms of distances within or between clusters, but not by whether the distribution of one target variable differs across clusters. There are also semisupervised learning algorithms that make use of a small amount of labeled data with a large amount of unlabeled data.40 Neither purely unsupervised learning nor semisupervised learning directly address the need for risk-stratified clustering of patients.

Most related to our proposed methodology is self-supervised learning,41 and in particular, previous work on outcome-driven, or predictive, clustering.23–25,42 Xia et al43 applied k-means clustering on the learned representation from multitask classification model. Liu et al44 applied agglomerative hierarchical clustering based on a distance metric that best suits the patient population. In their experiment, a linear discriminant analysis was chosen to learn a generalized Mahalanobis distance metric. These 2 methods are 2-stage, with clustering process independent from the representation learning process or metric learning. Locally Supervised Metric Learning proposed by Sun et al minimizes the distance of neighborhoods with the same class label while maximizing the distance of neighborhoods with different class labels. In addition, Lee et al proposed an actor-critic approach for predictive clustering by minimizing the Kullback-Leibler (KL) divergence between a predictor’s output given learned representations and that given the assigned centroids. This is to ensure that patients in the same cluster share similar future outcomes.
Lastly, Zhang et al add a constraint on a centroid-based probability distribution. Different from previous works, DICE proposes a “back-propagation” through the cluster membership classification component, to use cluster membership probabilities as input to predict the outcome to ensure that patients in the same cluster have similar outcome distribution. Importantly, DICE proposes a novel constraint to obtain ensure the outcome distribution is statistically significantly different across clusters.

To select variables that most contribute the outcome-driven stratification, DICE has a deep representation learning step to compress input data prior to clustering. The representation learning component of DICE is related to other data transformation approaches which map the raw data into a new feature set such as PCA and AE. To reduce the dimensionality of input data, PCA identifies principal components that most well explain the data by computing eigenvectors and eigenvalues of the covariance matrix, regardless of whether a target outcome variable represents the input data. Recent deep clustering approaches are learning-based and conduct inference in one-shot, consisting of 2 stages, such as deep representation learning followed by various clustering models. Caron et al jointly learned the parameters of a deep network and the cluster assignments of the resulting representation. Deep clustering via a Gaussian mixture variational autoencoder with graph embedding (DGG) uses Gaussian mixture variational AEs and graph embedding to improve the clustering and data representation abilities. Yang et al use alternating stochastic optimization to update clustering centroids and representation learning parameters iteratively. Different from these methods, DICE constructs a clustering prediction network and updates representation learning parameters through self-supervised learning by considering cluster memberships as pseudolabels of the clustering prediction network.

In addition to machine learning approaches, DICE has similar objectives to statistical approaches including finite mixture model, Gaussian Mixture Models (GMM), kernel methods, model-based clustering, and spectral methods. Compared to these models, DICE does not have distribution assumptions on observations and can handle high computational complexity on large-scale datasets. Jagabathula et al proposed a conditional gradient approach for nonparametric estimation of mixing distributions. However, clustering of high-dimensional heterogeneous data remains challenging because of inefficient data representation.

NAS is a technique to find the network architecture with the best performance on the validation set. Early NAS conducted architecture optimization and network learning in a nested manner. These works typically used reinforcement learning or evolution algorithms to explore the architecture search space. A recent work decoupled architecture search and weight optimization in a one-shot NAS framework and uses evolutionary architecture search to find candidate architectures after training. EfficientNet and EfficientDet further used grid search to balance network depth, width, and resolution and achieve state-of-the-art results on the ImageNet and COCO datasets, respectively. We propose an alternative grid search to optimize the number of clusters and other hyperparameters in the DICE framework.

**Representation learning**

Given a dataset $X = \{X_1, \ldots, X_P\}$ with $P$ subjects, we denote each subject as a sequence of events $X_p = (x^p_1, x^p_2, \ldots, x^p_{n_p})$ of length $n_p$. A multivariate feature vector $x^p_t = [x^p_{1,t}, x^p_{2,t}, \ldots, x^p_{F,t}] \in \mathbb{R}^F$ is the $t$th instance of subject $p$ in sequence $X_p$, where $F$ is the number of features at each timestamp. We have an outcome $y_p$ for each subject $p$. The first step is to transform discrete sequences into latent continuous representations, followed by clustering and outcome prediction. The latent representation learning for each subject is performed by a long short-term memory (LSTM) AE. The AE consists of 2 parts, the encoder and the decoder, denoted as $E$ and $F$, respectively. Given the $p$th input sequence $X_p = (x^p_1, x^p_2, \ldots, x^p_{n_p})$, the encoder can be formulated as $z_p = E(X_p; \theta_E)$, where $z_p \in \mathbb{R}^d$ is the representation, $d$ is the dimension of representation, and $E$ is an LSTM network with parameter $\theta_E$. We choose the last hidden state $z_p$ of LSTM to be the representation of the input $X_p$. The de-
coder can be formulated as $\hat{X}_p = F(z_p; \theta_F)$, and $F$ is the other LSTM network with parameter $\theta_F$. The representation learning is achieved by minimizing the reconstruction error

$$\min_{\theta_E, \theta_F} \mathcal{L}_{AE} = \frac{1}{P} \sum_{p=1}^{P} \| F(\mathcal{E}(X_p; \theta_E); \theta_F) - X_p \|^2_2,$$

where we use $L_2$ norm in the loss.

Self-supervised clustering

The obtained representations $Z = \{z_p\}_{p=1}^{P}$ can be employed for clustering with $K$ clusters,

$$\min_{M(z_p), \mathcal{L}_{clustering}} \mathcal{L}_{clustering} = \sum_{p=1}^{P} \| z_p - MC_p \|^2_2,$$

s.t. $1^T c_p = 1$, $c_p \in \{0, 1\}$, $\forall p \in \{1, 2, \ldots, P\}$, $k \in \{1, 2, \ldots, K\}$

where $K$ is a hyperparameter of total number of clusters to tune, $c_p = [c_{p1}, \ldots, c_{pK}]$, $c_{pk}$ is the cluster membership of cluster $k$, $M \in \mathbb{R}^{P \times K}$ and the $k$-th columns of $M$ is the centroid of the $k$-th cluster. To enable fast inference and learn representation with the driven of outcome, we build a cluster classification network for deep clustering based on self-supervision from $c_p$ in Equation (2). We employ the a priori clustering results $\{c_p\}_{p=1}^{P}$ in Equation (2) as pseudolabels to update the parameters of the encoder $\mathcal{E}$ and $F$. The cluster membership assignment can be formulated as a classification network,

$$c_p = g(z_p; \theta_1), \min \theta_1 \mathcal{L}_1 = -\sum_{p=1}^{P} \sum_{k=1}^{K} c_{pk} \log(c_{pk}),$$

where $c_p = [c_{p1}, \ldots, c_{pK}]$ is the predicted cluster membership from the cluster classification network $g(\cdot; \theta_1)$, $\theta_1$ is the parameter in the cluster classification network, $\mathcal{L}_1$ is the negative log-likelihood loss for multiclass cluster classification.

Outcome prediction

After obtaining cluster membership $\{c_p\}_{p=1}^{P}$ for $K$ clusters, we use the cluster membership and other confounders such as demographics to predict the outcome, formulated as:

$$y_p = g(\cdot; \theta_2), \min \theta_2 \mathcal{L}_2 = -\sum_{p=1}^{P} \sum_{k=1}^{K} (y_{pk} \log(y_{pk}) + (1 - y_{pk}) \log(1 - y_{pk})),$$

where $y_p$ represents confounders to adjust in testing the significance, $[\cdot ; \cdot]$ denotes the concatenation of cluster membership feature and confounders. $g(\cdot; \theta_2)$ is the logistic regression for the outcome prediction, and $\mathcal{L}_2$ is the negative log-likelihood loss for the classification. This approach partially addresses interpretability in the application of deep learning methods in medicine. Using the cluster membership from the learned representation as the input to predict the outcome allows us to infer a broad theme (ie, risk-stratified stratum) with a set of learned representations. Interpretability is further enhanced by enforcing the following statistical significance constraint to the cluster membership with respect to the outcome.

Statistical significance constraint

The main novelty of DICE is the introduction of a statistical significance constraint to the cluster membership with respect to the outcome. This step also drives the interpretation of the representation learning. After obtaining cluster memberships $\{c_p\}_{p=1}^{P}$ for $K$ clusters, we require that the association between the cluster membership and outcome be statistically significant while adjusting for relevant confounders.

To quantify the significant difference of cluster $k_1$ and cluster $k_2$ ($k_1 \neq k_2$), we use likelihood-ratio test to calculate the $P$ value of variable $c_{k1}$ when considering cluster $c_{k1}$ as the reference, where $c_k$ refers to the cluster membership belonging to cluster $k$, formulated as,

$$G_{k_1, k_2} = -2 \log \begin{bmatrix} \mathcal{L}_1 \left(g\left(\left(\frac{\left(c_{k_1} - c_{k_2}\right) \cdot \theta_2\right), y\right)\right) \\ \mathcal{L}_2 \left(g\left(\left(\frac{\left(c_{k_1} \cdot \theta_2 \right), y\right)\right) \right) \end{bmatrix}.$$

Then we obtain the $P$ value from Chi-square distribution, denoted as $S_{k_1, k_2}$. A predefined threshold of significance $\alpha$ (equivalently, $G_{k_1, k_2} > \alpha_{G}$) is used to measure significance. In this paper, we use $\alpha = .05$. In implementation, we design a mask technique to remove variables of input $c_i$ corresponding to cluster $k_1$ and cluster $k_2$, in Equation (5), then calculate the likelihood ratio $G_{k_1, k_2}$, and add significance constraint to the likelihood-ratio $G_{k_1, k_2}$, that is, $G_{k_1, k_2} > \alpha_{G}, \forall k_1 \neq k_2$.

Objective function

The neural weights optimization is denoted as:

$$\min_{\theta} \mathcal{L}(\mathcal{N}(K, d, 0)) = \min_{\theta} \lambda_1 \mathcal{L}_{AE} + \lambda_2 \mathcal{L}_{clustering} + \lambda_3 \mathcal{L}_1 + \lambda_4 \mathcal{L}_2 + 4\lambda_5 (G_{k_1, k_2})$$

s.t. $1^T c_p = 1$, $c_p \in \{0, 1\}$, $\forall p \in \{1, \ldots, P\}$, $k_1 \in \{1, \ldots, K\}$, $k_2 \in \{1, \ldots, K\}$, $k_1 \neq k_2$,

where $\lambda_1, \lambda_2, \lambda_3, \lambda_4$ are tradeoffs for $\mathcal{L}_{AE}, \mathcal{L}_1, \mathcal{L}_2$, and the statistical significance constraint. We iteratively optimize deep clustering and the other components with the statistical significance constraint. We firstly employ a priori, such as k-means, to obtain pseudolabels for the cluster classification network. Then, we can optimize $\mathcal{L}_{AE}$ for the representation learning network, $\mathcal{L}_1$ for cluster classification network, $\mathcal{L}_2$ for outcome prediction network, and the statistical significance constraint jointly. The algorithm is elaborated in Algorithm 1.

Algorithm 1. DICE: Deep significance clustering

Input: $X, \{v\}, K, d$

Output: $\{z_p\}_{p=1}^{P}, \{c_p\}_{p=1}^{P}$

Initialize the AE of representation learning through $\mathcal{L}_{AE}$;
Extract representations $\{z\}$;

For $i = 1 : n_{iter}$ do

Optimize $\mathcal{L}_{clustering}$ by k-means;

Calculate the cluster membership;

Use the cluster memberships as pseudo-labels for cluster classification network in $\mathcal{L}_1$;

For $j = 1 : n_{epoch}$ do

Jointly optimize $\mathcal{L}_{AE}$, $\mathcal{L}_1$, $\mathcal{L}_2$, and $G_{k_1, k_2}$;

end

Extract representations $\{x\}$;

end

return $\{z_p\}_{p=1}^{P}, \{c_p\}_{p=1}^{P}$
Architecture search

We utilize NAS to optimize the network hyperparameters in the DICE: the hyperparameter in the clustering and the network hyperparameters in the representation learning. NAS conducts 2 processes sequentially. The first is the neural weights optimization of a given network architecture with the fixed number of clusters \( K \) and hidden state dimension \( d \) in DICE. The second is the NAS process. NAS is conducted in the search space to select the combination of hyperparameters and has no direct link to the cost function of neural weights optimization. We choose the network architecture which is trained on the training set and has the best evaluation performance on the validation set, that is

\[
(K^*, d^*) = \arg\max_{K, d} AUC_{val}(N(K, d, \theta)),
\]

where \( AUC_{val}(\cdot) \) is the AUC score on the validation set.

Experimental setting

Data

Study data included HF and COVID-19 patients treated in the inpatient and emergency department (ED) settings in 2 hospitals of an urban academic center, respectively. EHR variables extracted include information on sociodemographics, vital signs, diagnoses, therapeutics orders, medication prescriptions, laboratory test orders and test results, and census-tract level social determinants of health (SDOH). The sociodemographic information included age, gender, race, marital status, preferred language, and insurance payor. Diagnoses were extracted using International Classification of Diseases, Ninth/Tenth Revision, Clinical Modification (ICD-9/10-CM) codes.\(^6\)\(^9\) Outcomes are defined as discharged to home among HF patients and Cov-AKI among COVID-19 patients. Continuous variables for each patient were represented as normalized vectors, and they were normalized with mean of 0 and standard deviation of 1. Categorical variables were converted to binary vectors, whose values were represented as 1 or 0, using one-hot encoding. Missing values in laboratory and SDOH variables were imputed with mean values.

HF data include adult patients from years 2014 to 2018 who were treated on the inpatient Medicine services. Only those patients whose initial (acute, ED, admitting) and principal diagnoses both contained HF codes were included to ensure that HF was the working diagnosis throughout the hospital stay and was being treated from the beginning of the encounter. In the HF data, variables were timestamped into day intervals since ED arrival and used as sequential features. Figure 2 describes the datasets and the inclusion/exclusion criteria for the HF cohort. HF definitions in ICD-9/10-CM are listed in Supplementary Table S4. COVID-19 was defined by a positive polymerase chain reaction test. COVID-19 data included adult patients who were admitted to the hospital in March and April 2020 from the ED.\(^14\) We define baseline creatinine to be the closest creatinine obtained prior to March 2020, and alternatively, if not available, the earliest creatinine at the time of ED presentation. AKI was defined by the Kidney Disease Improving Global Outcomes criteria.\(^70\),\(^71\) It is defined as an increase in creatinine of 0.3 or greater from the baseline creatinine during the hospitalization, or an increase of creatinine greater than 1.5 times the baseline creatinine during the hospitalization, or initiation of renal replacement therapy. Furthermore, this definition of AKI was verified by manual chart reviews led by an MD coauthor.\(^14\) In COVID-19 data, demographic variables (age, gender, race), chronic conditions, and the first values of commonly ordered laboratory tests obtained within 12 h of ED presentation were included as one-time features. Variables used are listed in Supplementary Table S5.

Baselines

We compared our method with baseline methods including (1) PCA for representation learning followed by \( k \)-means clustering (PCA [\( k \)-means]), (2) AE for representation learning followed by \( k \)-means

Figure 2. Inclusion and exclusion criteria for HF cohort. HF: heart failure.
clustering (AE [k-means]), and (3) AE for representation learning with classification followed by k-means clustering (AE w/class [k-means]). For baseline (1), we treated sequential data as one-time features in HF dataset to learn PCA representations, followed by k-means clustering. In (2), k-means clustering was applied directly to representations learned from AE. In (3), we first jointly trained AE and outcome prediction with representation learned from AE as the input for outcome prediction, then applied k-means clustering to the final learned representation. We report the results of these baseline methods of the same hyperparameters with DICE. Supplementary Table S6 lists the baseline methods against DICE.

**Training**

Based on the dataset size and the number of features, the number of clusters experimented was set to 2 through 5. The sizes of the representation dimension were 20 through 100 for HF and 10–20 for COVID-19, respectively. Experiments were conducted in PyTorch on NVIDIA GeForce RTX 2070. We initialized the AE with one epoch training. We set $P$ value $\alpha = 0.05$ which leads to $\eta_{\text{max}} = 3.841$, $\eta_{\text{step}} = 150$, $n_{\text{epoch}} = 1$. Parameters $\lambda_1, \lambda_2, \lambda_3, \lambda_4$ were set as 1.0, 10, 1.0, 1.0 for HF and COVID-19 based on the accuracy on the validation set. HF and COVID-19 datasets were split into training, validation, and test sets in a 4:1:1 ratio.

**Evaluation**

DICE was compared against 3 baseline methods with respect to AUC on the outcome prediction, Silhouette score, Calinski-Harabasz index, and Davies-Bouldin index. Silhouette score, Calinski-Harabasz index, and Davies-Bouldin index are normalized metrics, and therefore, allow us to evaluate the cluster goodness across methods regardless of the input representation scale. To evaluate the outcome-driven nature of the clusters, we computed risk ratios between each cluster and the cluster with the lowest incidence as $C_i/C_r$, where $C_i$ is the cumulative incidences of clusters $i$ and $C_r$ the reference cluster, $r$.

**Code availability**

Source code is available in https://github.com/YiyeZhangLab/DICE.

**RESULTS**

HF data contained 1585 patients, of whom 36.8% of the patients were discharged to home (Figure 2). Supplementary Tables S1 and S7 describe the demographic information in the data. Among the 1002 COVID-19 patients, 30.3% of the patients developed AKI subsequently during hospitalization. The network hyperparameters chosen were $K = 4$, $d = 35$ for discharged to home among HF patients and $K = 3$ and $d = 16$ for AKI among COVID-19 patients.

Table 1, displaying performance on the test set, shows that DICE can generate more distinctive clusters as subgroups. Experiments and analyses demonstrate that DICE obtained better performance than baseline methods in deriving subgroups that have higher risk ratios in comparing the reference (lowest risk) with the other subgroups. We further demonstrate the clustering separation across the 2 datasets through the t-Distributed Stochastic Neighbor Embedding (t-SNE) visualizations in Figures 3 and 4. Compared with baselines shown in Figure 3B-D for HF, the 4 subgroups in Figure 3A discovered by DICE displayed tighter separation (Silhouette score = 0.48, Calinski-Harabasz index = 212, Davies-Bouldin index = 0.86). In order of outcome rates, subgroups 1–4 had 79.9%, 38.8%, 29.7%, and 8.6%, respectively. The baseline AE with classification also discovered 4 subgroups with the outcome ratio in each subgroup ranging from 72.2% to 5.8%, but the cluster purity metrics were lower (Silhouette score = 0.35, Calinski-Harabasz index = 200, Davies-Bouldin index = 1.30). PCA (k-means) and AE (k-means) did not discover subgroups as clearly separated and outcome-driven as DICE. Examining the visualizations for the COVID-19 dataset in Figure 4, AE (k-means) achieved pure cluster metrics (Silhouette score = 0.46, Calinski-Harabasz index = 163, Davies-Bouldin index = 0.84). However, the subgroups were similar with respect to the outcome rates, ranging from 46.9% to 23.9% (risk ratios 1.88 and 1.10), showing that cluster purity does not necessarily guarantee risk-stratified subgroups.

Table 2, displaying predictive performance on the test set, shows that DICE-learned representations are predictive. To evaluate the learned representation by DICE, we used the representations for outcome prediction using L1-regularized logistic regression. DICE outperformed the baselines in AUC, true positive rate (TPR), false negative rate, positive predictive value (PPV), and negative predictive value (NPV) in both HF dataset and COVID-19 dataset. Relatively, we evaluated the AUC for outcome prediction using DICE subgroup membership alone. Notably, the DICE subgroup membership alone achieved moderately high prediction of the outcome (AUC = 0.772 for HF, AUC = 0.627 for COVID-19). Supplementary Table S8 describes the predictiveness of the DICE cluster membership alone, including AUC with confidence bounds, accuracy (ACC), TPR, true negative rate (TNR), PPV, and NPV.

Using HF data, we examined the advantage of the statistical significance constraint as well as algorithm fairness. Figure 5 illustrates...
the AUC on the HF validation set across different neural network architecture on the Y-axis and representation dimension d on the X-axis. At each fixed cluster size and representation dimension, the architecture network that met the statistical constraint achieved higher AUC than those that did not. We further conducted ablation studies to gauge the effect of the statistical significance constraint. When we disabled the statistical significance constraint, 2 clusters were outputted by NAS, compared to the 4-level separation as reported in
Table 1. In addition, the percentage of neural networks that passed the significance constraint in NAS decreased from 82.4% to 64.7% when cluster size was set to 5 in the ablation study. The AUC was lower when the statistical significance constraint was not met. These results suggest that the statistical significance constraint contributes to better stratification especially as we increase the number of clus-

Figure 4. Visualization of patient subtyping results by various methods on COVID-19 dataset. (A) DICE. (B) PCA (k-means). (C) AE (k-means). (D) AE w/class. (k-means). AE: autoencoder; DICE: deep significance clustering; PCA: principal component analysis.
Table 2. Outcome prediction comparison on the test set

|                | AUC      | TPR      | TNR      | PPV      | NPV      |
|----------------|----------|----------|----------|----------|----------|
| **HF** PCA (k-means) | 0.773 ± 0.061 | 0.598    | 0.778    | 0.611    | 0.769    |
| AE (k-means)   | 0.712 ± 0.067 | 0.433    | 0.850    | 0.627    | 0.721    |
| AE w/class. (k-means) | 0.818 ± 0.058 | 0.794    | 0.746    | 0.647    | 0.862    |
| DICE           | 0.834 ± 0.054 | 0.845    | 0.743    | 0.656    | 0.892    |
| **COVID-19** PCA (k-means) | 0.738 ± 0.087 | 0.647    | 0.724    | 0.508    | 0.824    |
| AE (k-means)   | 0.686 ± 0.091 | 0.647    | 0.716    | 0.500    | 0.822    |
| AE w/class (k-means) | 0.734 ± 0.087 | 0.667    | 0.698    | 0.493    | 0.827    |
| DICE           | 0.777 ± 0.083 | 0.726    | 0.737    | 0.544    | 0.861    |

Bold values denote $P < 0.05$. AE: autoencoder; AUC: area under the ROC curve; DICE: deep significance clustering; NPV: negative predictive value; PCA: principal component analysis; PPV: positive predictive value; TPR: true positive rate.

Figure 5. The model selection on HF dataset. “yes” represents that the architecture network met the significance constraint, and “no” otherwise. HF: heart failure.

Figure 6. Distribution of the laboratory variables across clusters in COVID-19 cohort. 1: high risk, 2: medium risk, and 3: low risk.
| Table 3. Characteristics of the clusters generated by DICE in HF cohort |
|---------------------------------------------------------------|
| **Lowest** (N = 572, 10.8% discharged home) | **Low** (N = 308, 31.8% discharged home) | **High** (N = 248, 35.9% discharged home) | **Highest** (N = 457, 73.1% discharged home) |
| **Female** | 334 (58.4) | 151 (49.0) | 87 (35.1) | 132 (28.9) |
| **Diagnosis** | | | | |
| Anemia | 148 (25.9) | 66 (21.4) | 33 (13.3) | 50 (10.9) |
| Chronic kidney disease | 305 (53.3) | 144 (46.8) | 87 (35.1) | 136 (29.8) |
| Obesity | 31 (5.4) | 11 (3.6) | 7 (2.8) | 7 (1.5) |
| **Medication** | | | | |
| Diatrizoate meglumine and sodium oral liq | 101 (17.7) | 22 (7.1) | 15 (6.0) | 23 (5.0) |
| Heparin flush | 105 (18.4) | 26 (8.4) | 16 (6.5) | 27 (5.9) |
| Metoprolol tartrate inj | 89 (15.6) | 42 (13.6) | 26 (10.5) | 29 (6.3) |
| Acetaminophen tab | 395 (69.1) | 181 (58.8) | 136 (54.8) | 225 (49.2) |
| Calcium gluconate inj | 116 (20.3) | 36 (11.7) | 15 (6.0) | 25 (5.5) |
| Alteplase cath clearance +R+* | 59 (10.3) | 12 (3.9) | 7 (2.8) | 5 (1.1) |
| Potassium chloride oral liq | 229 (40.0) | 87 (28.2) | 47 (19.0) | 80 (17.5) |
| Bumetanide inj | 192 (33.6) | 56 (18.2) | 34 (13.7) | 60 (13.1) |
| Lidocaine inj 1%* | 122 (21.3) | 33 (10.7) | 25 (10.1) | 26 (5.7) |
| Haloperidol inj | 39 (6.8) | 17 (5.5) | 11 (4.4) | 2 (0.4) |
| Procedure | | | | |
| Social work nursing referral* | 255 (44.6) | 119 (38.6) | 88 (35.5) | 144 (31.5) |
| O2 via—nasal cannula* | 243 (42.5) | 111 (36.0) | 82 (33.1) | 131 (28.7) |
| Indwelling urinary catheter (Foley)* | 196 (34.3) | 61 (19.8) | 42 (16.9) | 26 (5.7) |
| Central venous line care* | 68 (11.9) | 17 (5.5) | 6 (2.4) | 9 (2.0) |

*P < 0.05.
DICE: deep significance clustering.

| Table 4. Characteristics of the clusters generated by DICE in COVID-19 cohort |
|---------------------------------------------------------------|
| **High risk** (N = 75, 69.3% AKI) | **Medium risk** (N = 444, 41.9% AKI) | **Low risk** (N = 483, 13.7% AKI) |
| **Age** | 74.0 (66.50, 80.0) | 69.0 (58.0, 79.0) | 61.0 (50.0, 73.0) |
| **Gender: male** | 54 (72.0) | 328 (73.9) | 237 (49.1) |
| **Alanine aminotransferase** | 40.0 (28.0, 71.50) | 39.0 (23.0, 74.0) | 30.0 (21.0, 48.0) |
| **Albumin level** | 2.50 (3.0, 7.0) | 3.0 (2.70, 3.40) | 3.3 (3.0, 3.70) |
| **Alkaline phosphatase** | 94.0 (68.50, 153.50) | 84.0 (71.0, 108.0) | 70.0 (56.0, 87.0) |
| **Aspartate aminotransferase** | 56.0 (35.0, 98.0) | 55.0 (34.0, 82.0) | 45.0 (30.0, 50.0) |
| **Bilirubin total** | 0.70 (0.40, 1.10) | 0.70 (0.50, 0.90) | 0.50 (0.40, 0.70) |
| **C-reactive protein** | 20.05 (14.43, 28.93) | 14.60 (8.40, 23.40) | 17.30 (13.60, 31.35) |
| **Creatine kinase** | 194.0 (79.0, 417.0) | 199.0 (96.0, 388.50) | 170.0 (65.25, 200.75) |
| **Creatinine** | 1.89 (1.09, 3.58) | 1.02 (0.85, 1.43) | 0.88 (0.73, 1.07) |
| **D-dimer** | 2876.0 (880.0, 11470.0) | 564.0 (339.0, 1099.50) | 335.0 (126.0, 573.50) |
| **Ferritin level** | 1595.50 (1047.65, 3568.15) | 1025.65 (531.13, 1635.38) | 430.60 (227.95, 795.25) |
| **Hemoglobin** | 12.60 (9.90, 14.25) | 13.40 (12.10, 14.80) | 13.60 (12.00, 13.90) |
| **Lactate dehydrogenase** | 653.50 (551.75, 839.75) | 477.0 (365.75, 591.25) | 356.0 (280.25, 435.0) |
| **Lactic acid level** | 3.20 (1.70, 4.40) | 1.70 (1.30, 2.50) | 1.3 (1.0, 1.70) |
| **Procalcitonin** | 0.73 (0.37, 2.57) | 0.29 (0.14, 0.58) | 0.10 (0.06, 0.18) |
| **Prothrombin time** | 14.30 (13.10, 16.40) | 13.60 (12.10, 15.08) | 13.0 (12.20, 13.90) |
| **Sedimentation rate** | 93.0 (50.0, 129.0) | 76.0 (51.0, 101.0) | 68.0 (43.0, 91.0) |
| **Troponin-I** | 0.10 (0.04, 0.44) | 0.03 (0.03, 0.06) | 0.03 (0.03, 0.03) |
| **White blood cell** | 10.80 (6.30, 15.20) | 7.70 (5.60, 10.70) | 6.20 (4.75, 7.90) |
| **Urine protein: positive** | 58 (77.3) | 278 (62.6) | 168 (34.8) |
| **Urine blood: positive** | 58 (77.3) | 231 (52.0) | 72 (14.9) |

*P < 0.05.
DICE: deep significance clustering.
Iters. To evaluate the feasibility of the algorithm, we report the predictive performance of DICE across racial subgroups. Using DICE subgroup membership as predictors, the AUCs for unknown, Asian, others, Black, and White patient population were 0.905, 0.882, 0.856, 0.832, and 0.847, respectively. When learned representation was used as the predictor, the AUCs for unknown, Asian, others, Black, and White are 0.863, 0.829, 0.782, 0.854, and 0.853, respectively.

Subgroups generated by DICE were evaluated for their clinical relevance. Figure 6 illustrates the distribution of relevant laboratory variables across subgroups in the COVID-19 cohort. DICE discovered 3 subgroups that had high (69%), medium (42%), and low (14%) incidence of AKI. Distributions of laboratory measurements across subgroups had linear trends from high- to low-risk subgroups. The distributions were consistent with clinically expected risk factors of AKI among COVID patients, including older age, higher value of alkaline phosphatase, C-reactive protein, D-dimer, Ferritin; and lower values of hemoglobin and albumin, corresponding to severe illness and higher risk of AKI. Other baseline techniques were unable to detect these AKI-focused subgroups (Figure 6). Table 3 to Supplementary Table S2 and Table 4 to Supplementary Table S3 show the notable characteristics across subgroups in the 2 datasets, respectively, comparing DICE and baseline AE w/class (k-means). Only variables with a linear trend observed across the highest- to lowest-risk clusters are displayed. For example, we observe a linear trend in comorbidity (chronic kidney disease and obesity) across the clusters, where clusters with the lowest and the highest percentages of patients discharged to home displaying the highest and lowest percentages of comorbidity, respectively. Similarly, we observe trends in the use of medications that are indicative of disease severity and complexity, such as Bumetanide and Haloperidol being more prevalent in the cluster with the lowest percentages of patients discharged to home. This cluster of patients also has the highest needs for social work referral as observed in the orders placed. P values were calculated using Kruskal-Wallis rank-sum test for continuous variables and using Chi-square/Fisher’s exact test for categorical variables.

DISCUSSION

DICE was motivated to join concepts of machine learning and statistics as a customized machine learning algorithm for medicine. It is intended to create risk-stratified and predictive subgroups to facilitate risk-stratified intervention designs. These features of DICE were demonstrated in the evaluation using EHR datasets with different sizes, variable types, incidence, and clinical areas. Compared to DICE, applying baseline methods in COVID-19 data, we observed that subgroups had good cluster purity but not clearly stratified by the risk level of the outcome. In HF data, we observed that DICE achieved cluster purity while the cluster membership also served a predictive purpose. Evaluation results suggest that DICE has certain advantage over baseline methods particularly when the characteristics indicative of the outcome risk, or root causes, are heterogeneous, rendering outcome prediction challenging.

Beyond patient populations evaluated in this paper, DICE may have the potential to be used in other clinical areas to facilitate subgroup-specific care and clinical pathways for clinical decision support. In this study, DICE jointly trained AE for representation learning, k-means for clustering, and logistic regression with other prediction algorithms. Moreover, if clinical notes were used as input, Transformers may serve as the encoder and decoder in representation learning. Future studies may also evaluate additional statistical concepts to better ensure the outcome separation using metrics such as Tukey’s Honestly Significant Difference and Cochran-Armitage test for trend to increase risk ratio across clusters. In summary, DICE offers a flexible framework and a conceptual innovation that may drive meaningful application machine learning in the EHR.

CONCLUSION

This paper demonstrated DICE, an outcome-driven clustering algorithm for risk-stratifying patients. Compared to baseline methods, DICE is optimized to cluster patients based on both the risk level of an outcome and on the input clinical features. Because of this feature, we propose that DICE may be used to identify subgroups of patients who require risk-stratified interventions in a heterogeneous population, who are similar in ways that allow them to respond to the similar treatments against their risk of an outcome. Beyond the datasets used in this paper, DICE has the potential to be used in other clinical areas.
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