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Abstract

Cohomological invariants of twisted wild character varieties as constructed by Boalch and Yamakawa are derived from enumerative Calabi-Yau geometry and refined Chern-Simons invariants of torus knots. Generalizing the untwisted case, the present approach is based on a spectral correspondence for meromorphic Higgs bundles with fixed conjugacy classes at the marked points. This construction is carried out for twisted wild character varieties associated to $(\ell, k\ell - 1)$ torus knots, providing a colored generalization of existing results of Hausel, Mereb and Wong as well as Shende, Treumann and Zaslow.
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1 Introduction

This is the latest installment in a series of papers [CDP11, CDP14, CDDP15, DDP18, Dia17] developing a string theoretic approach to the cohomology of character varieties that is an important problem in geometry, topology and number theory, as shown by the fairly extensive mathematical literature. There have been several approaches from different viewpoints to this question, by using arithmetic methods for character varieties [HRV08, HLRV11, HLRV13, HMW16, Let15, Hana, Haub], and by using arithmetic and/or motivic methods.
for Higgs bundles [Sch16, MS14, DGT16, Let16, FSS17, GPHS14, GPH13]. At the same time, the topology of wild character varieties has been related to polynomial invariants of legendrian knots in [STZ17, STWZ15].

The current paper aims to extend the string theoretic approach to twisted wild character varieties. Mathematical framework on the subject has been established by Treumann, Shende and Zaslow [STZ17] for character varieties on the disk, and Hausel, Mereb and Wong [HMW16, Haua, Haub] for curves of arbitrary genus. Nevertheless, the string theoretic construction offers a new perspective on the subject, leading to new conjectural formulas, as well as a generalization to higher multiplicity.

As in [CDP14, CDDP15, DDP18], the relation between the topology of character varieties and BPS states in string theory is based on the $P=W$ conjecture of de Cataldo, Hausel and Migliorini [dCHM12], and a spectral construction for Higgs bundles. In particular, the spectral correspondence for twisted irregular Higgs bundles used in the present context is one of the main novelties of this paper. As explained in detail below, this result leads to new conjectural formulas for topological invariants of twisted wild character varieties.

1.1 Twisted meromorphic Higgs bundles

To begin with, let us provide a brief introduction to certain moduli spaces of meromorphic Higgs bundles on smooth projective curves, which constitute the main object of study in this paper.

Let $C$ be a smooth projective curve over $\mathbb{C}$ and $p_a \in C$, $1 \leq a \leq m$ a set of pairwise distinct marked points. Let $n_a \in \mathbb{Z}$, $n_a \geq 1$ be integer multiplicities associated to the marked points $p_a$ and let $D = \sum_{a=1}^{m} n_a p_a$. The meromorphic Higgs bundles on $C$ we consider are pairs $(E, \Phi)$ with $E$ a vector bundle on $C$ and $\Phi : E \to E \otimes K_C(D)$ a meromorphic Higgs field with polar divisor $D$. As usual $(E, \Phi)$ is (semi)stable if $\mu(E') \leq \mu(E)$ for any $\Phi$-invariant subbundle $E' \subset E$. Fixing the rank $N$ and degree $e$ of $E$, one obtains a quasi-projective moduli space of such objects. In the following it will be assumed that $(e, N)$ are coprime, in which case there are no strictly semistable objects and the moduli space is smooth. Furthermore, as shown in [Mar94], it has a Poisson structure whose symplectic leaves are obtained by fixing the conjugacy class of the restriction $\Phi|_D$. The current study will be focused on symplectic leaves of special kind, where the local model for the Higgs field at each marked point will be shown below.
Suppose \( N = r \ell \) with \( \ell, r \geq 1 \) positive integers. Let

\[
J_{\ell,r} = \begin{pmatrix}
0 & 0 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{pmatrix}, \quad E_{\ell,r} = \begin{pmatrix}
0 & 0 & \cdots & 0 & 1_r \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix},
\]

be \( N \times N \) matrices, where all entries are \( r \times r \) blocks. For any integer \( n \geq 3 \), let

\[
Q_{n,\ell,r}(z) = \frac{z^{1-n}}{1-n} J_{\ell,r} + \frac{z^{2-n}}{2-n} E_{\ell,r}
\]

be a meromorphic \( \mathfrak{gl}(N, \mathbb{C}) \)-valued function on the formal disk with coordinate \( z \).

In this paper a twisted meromorphic Higgs bundle will be a Higgs bundle \((E, \Phi)\), \( \Phi : E \to E \otimes K_C(D) \), \( D = n \sum_{a=1}^m p_a \), satisfying the local condition:

(H.1) For each marked point \( p_a \) there is a trivialization of \( E \) on the \( n \)-th order infinitesimal neighborhood of \( p_a \) which identifies \( \Phi|_{np_a} \) with \( dQ_{n,\ell,r}(z_a) \).

Note that the word, “twisted”, refers here to the fact that the fixed Laurent tail at any given marked point does not have coefficients in a Cartan subalgebra of \( \mathfrak{gl}(N, \mathbb{C}) \). In contrast, untwisted meromorphic Higgs bundles are defined similarly, except that the fixed Laurent tails do have coefficients in such a subalgebra.

Now let \( \mathcal{H}_{n,\ell,r} \) denote the moduli space of stable rank \( N \), degree 1, twisted meromorphic Higgs bundles \((E, \Phi)\) as above. This is a smooth holomorphic symplectic variety of complex dimension

\[
d(g, m, n, \ell, r) = 2 + r^2 (mn\ell(\ell - 1) + 2(g - 1)\ell^2).
\]

As in the untwisted case, these moduli spaces are related by the non-Abelian Hodge correspondence to certain moduli spaces \( \mathcal{C}_{n,\ell,r} \) of flat irregular \( \mathfrak{gl}(N, \mathbb{C}) \)-connections on the curve \( C \) with higher order poles at the marked points. This was proven by Sabbah [Sab99] and Biquard and Boalch [BB04]. The higher dimensional case was proven by Mochizuki [Moc11]. The singular part of any such connection at the marked point \( p_a \) is fixed and determined by the local data \( Q_{m,\ell,r}(z_a) \) as shown in [2]. Furthermore the construction of Boalch and Yamakawa [BY15] produces a moduli space \( \mathcal{S}_{n,\ell,r} \) of twisted Stokes data associated to these connections, called twisted wild character varieties as in [BY15]. These spaces will play a central role in this paper, and the details are provided in [2.2]. In particular, for \( r = 1 \) they are related to irreducible \((\ell, (n - 2)\ell - 1)\) torus knots in the framework of [STZ17].
### 1.2 Twisted spectral covers

The spectral correspondence relates stable twisted meromorphic Higgs bundles on $C$ to stable pure dimension one sheaves on a holomorphic symplectic spectral surface $S$. Employing the approach of Kontsevich and Soibelman [KS14 Sect 8.3], the spectral surface is constructed in §3 as the complement of an anticanonical divisor in a successive blow-up of the total space of the coefficient line bundle $M = K_C(n(p_1 + \cdots + p_m))$. In order to explain the main features, it suffices to consider a single marked point $p \in C$ in which case $M = K_C(np)$. The generalization to an arbitrary number of marked points is immediate since the construction is local. Abusing notation, the total space of $M$ will be denoted again by $M$, and the distinction will be clear from the context. Let $z$ be a local coordinate on $C$ centered at $p$ and let $u$ be a linear vertical coordinate on $M$ in a neighborhood of the fiber $M_p$.

The main observation is that a spectral cover for a twisted irregular Higgs bundle on $C$ with data $(n, \ell, 1)$ is a compact irreducible curve $\Sigma$ in the total space of $M$ which has analytic type $z - u^\ell = 0$ in the infinitesimal neighborhood of $M_p$. As shown in §3, one first constructs a semistable reduction of the higher order tangency point $z(z - u^\ell) = 0$ by $\ell - 1$ successive blow-ups. This is followed by a second linear sequence of $(n - 1)\ell + 1$ blow-ups which is analogous to the spectral construction in [DDP18]. The spectral surface $S$ is obtained by removing an anticanonical divisor supported on the strict transform of $M_p$ as well as all exceptional divisors except the last one in each chain. An important point is that there is a unique linear system whose generic elements are compact, irreducible and reduced divisors $\Sigma_{n\ell}$ on $S$, consisting of the strict transforms of the generic irreducible spectral covers $\Sigma$ on $M$. The numerical invariants of a pure dimension one sheaf $F$ on $S$ with compact support are $(r, c) \in \mathbb{Z}_{\geq 1} \times \mathbb{Z}$ where

$$\text{ch}_1(F) = r[\Sigma_{n\ell}], \quad c = \chi(F).$$

The main claim of the twisted spectral correspondence is:

> There is an isomorphism of moduli stacks between the stack $\mathfrak{H}_{n,\ell,r}$ of rank $N = r\ell$, degree $e$ semistable meromorphic Higgs bundles satisfying condition (H.1) and the stack of semistable pure dimension one sheaves $F$ on $S$ with numerical invariants $(r, e - N(g - 1))$.

This isomorphism maps stable objects to stable objects.

The one-to-one correspondence between closed points is proven in §3 by fairly technical local computations. The analogous correspondence for flat families is straightforward, but quite tedious, hence it will be omitted.
1.3 Refined stable pairs and Gopakumar-Vafa expansion

For the next step let $Y$ be the total space of $K_S$ which is identified to $S \times \mathbb{A}^1$ by a choice of holomorphic symplectic form on $S$. Let

$$Z_{PT}^\text{ref}(Y; q, y, x) = 1 + \sum_{r \geq 1, c \in \mathbb{Z}} PT_Y^\text{ref}(r, c ; y) q^c x^r$$

be the generating function of refined stable pairs invariants of $Y$ with $\chi_1(F) = r[\Sigma_{n \ell}]$ and let

$$Z_{PT}(Y; q, x) = 1 + \sum_{r \geq 1, c \in \mathbb{Z}} PT_Y(r, c) q^c x^r$$

be its unrefined version. The refined Gopakumar-Vafa expansion conjectures the following formula

$$\ln Z_{PT}^\text{ref}(Y; q, y, x) = -\sum_{s \geq 1} \sum_{r \geq 1} x^s y^s e(g, m, n, \ell)(qy^{-1})^{sd(g, m, n, \ell, r)/2} P_{n, \ell, r}(q^{-s} y^{-s}, y^s)/ (1 - q^{-s} y^{-s})(1 - q^s y^{-s}), \quad (1.2)$$

where $P_{n, \ell, r}(u, v)$ is the perverse Poincaré polynomial of the moduli space of stable Higgs bundles $\mathcal{H}_{n, \ell, r}$ and

$$e(g, m, n, \ell) = \frac{mn(\ell - 1)}{2} + (g - 1)\ell^2.$$ 

The twisted wild version of the non-Abelian Hodge correspondence with $P = W$ conjecture \cite{dCHM12, HMW16} identifies $P_{n, \ell, r}(u, v)$ with the weighted Poincaré polynomial $WP_{n, \ell, r}(u, v)$ of the corresponding variety of Stokes data $S_{n, \ell, r}$, which is defined by

$$WP_{n, \ell, r}(u, v) = \sum_{i, j} u^{j/2}(-v)^j \dim Gr^W_i H^j(S_{n, \ell, r}) , \quad (1.3)$$

where $Gr^W_i H^j(S_{n, \ell, r})$ are the successive quotients of the weight filtration on the cohomology of the character variety. By analogy with the character varieties without marked points treated in \cite{HRV08}, one expects the weight filtration on cohomology to satisfy the condition $W_{2k} H^j(S_{n, \ell, r}) = W_{2k+1} H^j(S_{n, \ell, r})$ for all $k, j$. Furthermore, as in \cite{dCHM12}, the wild variant of the $P = W$ conjecture is expected to identify $W_{2k} H^j(S_{n, \ell, r})$ with the degree $k$ subspace $P_k H^j(\mathcal{H}_{n, \ell, r})$ of the perverse Leray filtration on the cohomology of the corresponding moduli space of Higgs bundles. This explains the factor $u^{j/2}$ in the right hand side of equation \((1.3)\).

In conclusion, the refined Gopakumar-Vafa expansion yields conjectural explicit predictions for these polynomials provided the stable pairs theory of $Y$ can be explicitly computed.
1.4 Refined genus zero conjecture via torus knots

In this subsection $C$ will be the projective line and there will be a unique marked point $p$. These conditions are essential for the conjecture derived below. Under such circumstances, there is a torus action $T \times S \to S$ on the spectral surface $S$, which lifts easily to a torus action on $Y$ fixing the holomorphic three form. This localizes the theory to stable pairs with set theoretic support on a particular irreducible compact curve $\Sigma_{n\ell} \subset S$ preserved by the torus action. As shown in §5.1 this curve has a unique singular point of the form

$$v^\ell = w^{(n-2)\ell - 1}.$$  

Reasoning by analogy to [DDP18, §4], explicit predictions for refined stable pair invariants can be derived from the localization formalism of Nekrasov and Okounkov [NO14] using the refined colored generalization of the Oblomkov-Shende-Rasmussen conjecture [OS12, ORS18]. Some details are spelled out in §4 for completeness.

In order to write the resulting formulas, for any partition $\lambda$ let $P_\lambda(s,t;z)$ denote the corresponding Macdonald symmetric functions, where $z = (z_1, z_2, \ldots)$ is an infinite set of formal variables. Then we define the principal specialization of Macdonald functions

$$L_\lambda(q, y) = P_\lambda(t, s; \hat{z})|_{s = qy, t = qy^{-1}}, \quad \hat{z} = (s^{1/2}, s^{3/2}, \ldots),$$

and the framing factors

$$g_\mu(q, y) = h_\mu(qy, qy^{-1}), \quad h_\mu(s, t) = \prod_{\square \in \mu} s^{a(\square)} t^{-l(\square)}. \quad (1.4)$$

Finally, for any pair of coprime positive integers $(p, q)$ let $W_\lambda^{\text{ref}}(p, q; s, t)$ be the stable limit of the refined Chern-Simons invariant for the $(p, q)$ torus knot defined in [AS15]. Alternative constructions based on DAHA representations have been given in [Che13, Che16, GN15]. Then the refined stable pair theory will be given by an expression of the form

$$Z_{PT}^{\text{ref}}(Y; q, y, x) = 1 + \sum_{|\lambda| > 0} L_\lambda(q, y) g_\lambda(q, y)^{-n(\ell - 1)} + 2t^{2-1} W_\lambda^{\text{ref}}(\ell, (n-2)\ell - 1; qy, qy^{-1}) x^{\lambda} |\lambda|. \quad (1.5)$$

Although no closed formula for $W_\lambda^{\text{ref}}(\ell, (n-2)\ell - 1; s, t)$ is known, refined Chern-Simons theory [AS15] provides a recursive algorithm which determines these invariants for arbitrary partitions in principle. This algorithm has been derived in [Sha13] based on [DBMM+13] and is briefly summarized in §4.1 for completeness. Implementing the algorithm of [Sha13], one obtains explicit predictions for the weighted Poincaré polynomials $WP_{n,\ell,r}(u, v)$ for this
particular case. Some examples are listed in Appendix C. For instance, the formula below has been conjectured in [DBMM+13] for the one-box partition, \( \lambda = \square \),

\[
W^{\text{ref}}(\ell, (n - 2)\ell - 1; s, t) = \sum_{\mu} \pi^{\mu}_{\ell}(s, t) \gamma^\mu(s, t) h_\mu(s, t) 2^{-n} P_\mu(s, t; z),
\]

(1.6)

where the coefficients \( \pi^{\mu}_{\ell}(s, t) \) are defined through the identity of Macdonald functions

\[
P_{\square}(s, t; z^\ell) = \sum_{\mu} \pi^{\mu}_{\ell}(s, t) P_\mu(s, t; z),
\]

and

\[
\gamma^\mu(s, t) = \frac{1 - s}{s^{1 - |\mu|} - s} \sum_{(i, j) \in \mu} t^{1 - i}s^{\mu_i - \mu_1 + 1 - j}.
\]

In fact, this yields explicit results for the polynomials \( WP_{n, \ell, 1}(u, v) \) with \( \ell \in \{2, 3\} \), as shown in Appendix C.1, Examples (a) and (b).

As supporting evidence for this conjecture, some localization computations of Poincaré polynomials of moduli spaces of spectral sheaves are carried out in §5 for genus zero curves with one marked point. As shown in detail in §5.1 there is a torus action such that all fixed spectral sheaves are set theoretically supported on a fixed reduced irreducible curve \( \Sigma \subset S \) with a unique marked point. Explicit results are then obtained for \( n = 4, \ell = 2, r \geq 1 \) (§5.3), and for \( n = 5, \ell = 2, r = 2 \) (§5.4).

In §5.3, the case that \( \Sigma \) is a cuspidal elliptic curve is investigated. In this case, one can use the Fourier-Mukai transform [RMGP09] to prove that the Poincaré polynomial of the moduli space of spectral sheaves for \( n = 4, \ell = 2 \) is given by

\[
P_{4,2,r}(v) = v^2 + 1
\]

for any \( r \geq 1 \). As shown in Appendix C.1, this is in agreement with the \( u = 1 \) specialization of the results obtained from the formula (1.5) for \( 2 \leq r \leq 3 \).

When \( \Sigma \) is an arithmetic genus 2 curve with a singular point of the form \( v^2 = w^5 \), the classification of the fixed loci for higher multiplicity \( r \geq 2 \) is a difficult problem involving fairly technical results on torsion free sheaves on singular plane curves. The explicit computations are carried out for \( r = 2 \) in §5.4, and necessary technical results are proven in Appendices A and B. After a long computation, the final result

\[
P_{5,2,2}(v) = 2v^{10} + 4v^8 + 4v^6 + 3v^4 + v^2 + 1
\]

also matches with the \( u = 1 \) specialization of the result obtained from the formula (1.5).
To conclude, the broad map of the string theoretic approach to the cohomology groups of a twisted wild character variety is depicted in Figure 1 by connecting all the above relationships.

1.5 Unrefined all genus conjecture

For unrefined invariants, a higher genus generalization of the formula (1.5) can be derived using degenerate Gromov-Witten theory by analogy with [Dia17]. In this approach the number \( m \) of marked points can be arbitrary although the triples \((n, \ell, r)\) are the same for all marked points.Suppressing the details, the final formula is recorded below.

For any partition \( \rho \), let \( S_\rho(z) \) be the corresponding Schur function and we write its principal specialization

\[
S_\rho(t) = S_\rho(t^{1/2}, t^{3/2}, \ldots).
\]

Let also

\[
f_\rho(t) = \prod_{\Box \in \rho} t^{a(\Box) - l(\Box)}
\]

be the unrefined specialization of the framing factor \( h_\rho(s, t) \) in (1.4). Given two partitions \( \lambda \) and \( \mu \in \mathcal{P}_{\ell|\lambda}, \ell \geq 1 \), let the coefficients \( c_{\mu}^{\lambda, \ell} \) be defined by the identity of Schur functions

\[
S_\lambda(z^\ell) = \sum_{\mu \in \mathcal{P}_{\ell|\lambda}} c_{\mu}^{\lambda, \ell} S_\mu(z).
\]

For any integers \( \ell, r \geq 1 \) and any partition \( \mu \in \mathcal{P}_{r\ell} \) let

\[
F_\mu(q) = f_\mu(q)^{-(n-1)+\ell-1} \sum_{|\lambda|=r} f_\lambda(q)^{(n-1)\ell-1} S_{\lambda'}(q) c_{\lambda, \mu}^{\lambda, \ell}.
\]

Then the formula for unrefined stable pairs reads

\[
Z_{PT}(Y; q, x) = 1 + \sum_{r \geq 1} \sum_{\mu \in \mathcal{P}_{r\ell}} x^r F_\mu(q)^m S_{\mu'}(q)^{2-2g-m},
\]

where \( m \) is the number of marked points. For \( g = 0 \) and \( m = 1 \), using the identity \( S_\mu(q) = f_\mu(q)^{-1} S_{\mu'}(q) \), the above formula reduces to

\[
Z_{PT}(Y; q, x) = 1 + \sum_{|\lambda|>0} \sum_{\mu \in \mathcal{P}_{\ell|\lambda}} x^{|\lambda|} f_\lambda(q)^{(n-1)\ell-1} f_\mu(q)^{-(n-2)+\ell-1} S_{\lambda'}(q) S_\mu(q) c_{\lambda, \mu}^{\lambda, \ell}
\]

\[
= 1 + \sum_{|\lambda|>0} x^{|\lambda|} f_\lambda(q)^{-n\ell(\ell-1)+2\ell^2-1} S_{\lambda'}(q) W_\lambda(\ell, (n-2)\ell - 1; q),
\]
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Figure 1: The broad map of the string theoretic approach to the cohomology groups of twisted wild character variety.
where
\[ W_{\lambda}(\ell, (n-2)\ell - 1; q) = f_\lambda(q)^{(n-2)\ell^2-\ell} \sum_{\mu \in \mathcal{P}_{(\lambda)}} c_{\lambda,\mu}^{\mu} f_\mu(q)^{-(n-2)+\ell-1} S_\mu(q) \]  
(1.7)
is the large $N$ limit of the Rosso-Jones formula for $SU(N)$ quantum invariants of the $(\ell, (n-2)\ell - 1)$-torus knot. This is in agreement with the unrefined specialization of (1.5)

To conclude, the unrefined specialization $y = 1$ of the formula (1.2) yields predictions for the $E$-polynomials of twisted wild character varieties:

\[ \ln Z_{PT}(Y; q, x) = -\sum_{s \geq 1} \sum_{r \geq 1} \frac{x^s r q^{-d(g,m,n,\ell,r)/2} E_{n,\ell,r}(q^{-s})}{(1 - q^s)(1 - q^{-s})} \]  
(1.8)
where the $E$-polynomials are the $v = 1$ specializations of the weighted Poincaré polynomials (1.3)

\[ E_{n,\ell,r}(u) = \sum_{i,j} u^{i/2} (-1)^j \dim G_{r}^{W} H^3(S_{n,\ell,r}). \]

In particular, for $r = 1$ and arbitrary $g \geq 1$, $m \geq 1$, one obtains

\[ E_{n,\ell,1}(u) = q^{1-d(g,m,n,\ell,1)/2} (1 - q^{-1})^2 \sum_{\mu \in \mathcal{P}_{\ell}} F_\mu(q)^m S_\mu(q^{2g-2m}) \bigg|_{q = u^{-1}}. \]

Some explicit predictions for $r \geq 2$ via (1.8) are also listed in Appendix C.2.

1.6 The twisted formula of Hausel, Mereb and Wong

$E$-polynomials of twisted wild character varieties were previously obtained by Hausel, Mereb and Wong [HMW16 Haua Haub] based on [HLRV11 HLRV13]. Their formula applies to character varieties related to $(\ell, k\ell + 1)$ torus knots in the framework of [STZ17 STWZ15], as opposed to the $(\ell, k\ell - 1)$ knots considered here. However, the difference between these cases resides only in a different framing factor in the main formula, as explained below.

To fix notation, recall that $m$ is the number of marked points. Two infinite sets of formal variables, $x_{(2a-1)}$, $x_{(2a)}$, are assigned to the $a$-th marked point, for $1 \leq a \leq m$. Then the generating function is defined by

\[ Z_{HMW}(z, w) = 1 + \sum_{|\lambda| > 0} \Omega_{\lambda}^{g,m,n}(z, w) \prod_{i=1}^{2m} \tilde{H}_\lambda(x_{(i)}; z^2, w^2), \]

where

\[ \Omega_{\lambda}^{g,m,n} = \prod_{\square \in \lambda} \frac{(-z^{2a(\Box)} w^{2l(\Box)})^{-mn-2g+2} (z^{2a(\Box)} + 1 - w^{2l(\Box) + 1})^{2g}}{(z^{2a(\Box)} + 2 - w^{2l(\Box)}) (z^{2a(\Box)} - w^{2l(\Box) + 2})}, \]
for a Young diagram $\lambda$, and $\tilde{H}_\lambda(x; z^2, w^2)$ is the modified Macdonald function [GH93, Hai99] in the infinite set of variables $x = (x_1, x_2, \ldots)$.

Note that the only difference between the above expression for $\Omega_{g,m,n}^\lambda$ and the one used in [HMW16, Haua, Haub] is the factor $(-z^{2a(\square)}w^{2l(\square)})^{-mn-2g+2}$, which in loc. cit. reads $(-z^{2a(\square)}w^{2l(\square)})^{m(n-2)}$. Therefore, the above formula is in fact an analytic continuation to negative values of the exponent.

Next let $H_{g,m,n}(z,w;x(1),\ldots,x(m))$ be defined by

$$\ln Z_{HMW}(z,w) = \sum_{k \geq 1} \frac{(-1)(mn-1)|\mu|H_{g,m,n}(z^k,w^k;x_k(1),\ldots,x_k(m))}{(1-z^2)(w^{2k} - 1)}.$$ 

For each Young diagram $\rho$, let $h_\rho(x)$ and $p_\rho(x)$ be the complete and power sum symmetric functions respectively. Then the analytic continuation of the theorem of Hausel, Mereb and Wong states that

$$E_{(g,m,n,\ell)}(u) = u^{d(g,m,n,\ell,1)}\langle H_{g,m,n}(u^{1/2},u^{-1/2};x(1),\ldots,x(m)) ; \bigotimes_{a=1}^{m} h_{(\ell-1,1)}(x_{(2a-1)}) \otimes p_{(\ell)}(x_{(2a)}) \rangle$$

where $\langle , \rangle$ is the natural pairing on symmetric functions.

This formula has been verified to be in agreement with (1.8) for $0 \leq g \leq 5$, $1 \leq m \leq 3$, $2 \leq \ell \leq 3$ and $4 \leq n \leq 6$.
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2 Meromorphic Higgs bundles and twisted wild character varieties

The goal of this section is to explain the relation between the twisted meromorphic Higgs bundles introduced in §1.1 and twisted wild character varieties in two-step process. Applying the non-Abelian Hodge correspondence proven by Sabbah [Sab99], Biquard and Boalch [BB04], one first obtains a moduli space of flat connections with fixed singular parts at the marked points up to gauge transformations. Next, employing the construction of Boalch and Yamakawa [BY15], one obtains a moduli space of Stokes data associated to the resulting flat connections, called in loc. cit. a twisted wild character variety.

2.1 From Higgs bundles to connections

Recall that in the present framework, $C$ is a smooth projective curve over $\mathbb{C}$ and $p_a \in C$, $1 \leq a \leq m$ is a set of pairwise distinct marked points on $C$. As in §1.1 given a triple $(n, \ell, r)$ of positive integers with $n \geq 3$, one has a moduli space of stable rank $N = r\ell$, degree 1 meromorphic Higgs bundles $(E, \Phi : E \to E \otimes K_C(D))$ on $C$. By construction, the restriction of the Higgs field $\Phi|_{n p_a}$ is equivalent to the fixed Laurent tail $dQ_{n, \ell, r}(z_a)$ by conjugation, where

$$Q_{n, \ell, r}(z) = \frac{z^{1-n}}{1-n} J_{\ell, r} + \frac{z^{2-n}}{2-n} E_{\ell, r},$$

and the matrices $J_{\ell, r}, E_{\ell, r}$ are as in (1.1).

In order to determine the local form of the flat connections related to such Higgs bundles by the non-Abelian Hodge correspondence, one has to diagonalize the Laurent tail of the Higgs field on a suitable cyclic local cover. Hence, let $\Delta$ be a formal disk with coordinate $z$ and $\rho : \tilde{\Delta} \to \Delta$ be the $\ell : 1$ cover $z = w^\ell$. The main observation is that the pull-back of the local meromorphic one-form

$$\rho^*dQ_{n, \ell, r} = \ell w^{\ell-1} \left( w^{-\ell n} J_{\ell, r} + w^{\ell(1-n)} E_{\ell, r} \right) dw,$$

via $\rho$ is diagonalizable. More precisely, there exists a meromorphic $GL(N, \mathbb{C})$-valued function $g(w)$ such that

$$\rho^*dQ_{n, \ell, r} = \ell w^{\ell(1-n)} \left( g(w) \Lambda g(w)^{-1} \right) dw,$$
where $\Lambda$ is the block-diagonal matrix

$$\Lambda = \begin{pmatrix}
1_r & 0 & \cdots & 0 & 0 \\
0 & \zeta^1_\ell 1_r & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & \zeta^{\ell-1}\ell 1_r \\
\end{pmatrix}$$

with $\ell$-th root of unity $\zeta_\ell = e^{2\pi \sqrt{-1}/\ell}$. Explicitly, $g(w)$ can be written in the block form

$$g(w) = \begin{pmatrix} g_0, \ldots, g_0, \ldots, g_{\ell-1}, \ldots, g_{\ell-1} \end{pmatrix}$$

where for each $0 \leq j \leq \ell - 1$, $g_j$ is the block matrix

$$g_j = \begin{pmatrix}
1_r \\
\zeta^{\ell-j} w^{-1} 1_r \\
\vdots \\
\zeta^{\ell-j(\ell-1)} w^{1-\ell} 1_r \\
\end{pmatrix}$$

The local model for the corresponding irregular connections is obtained by applying the gauge transformation $g(w)$ to the diagonal $GL(N, \mathbb{C})$-connection one-form

$$\Gamma_{n,\ell,r} = -2\ell w^{t(1-n)} \Lambda dw$$

on $\tilde{\Delta}$. Suppressing the details of the computation, this yields the one-form connection $\rho^* A_{n,\ell,r}$ where

$$A_{n,\ell,r} = -2dQ_{n,\ell,r} - \ell^{-1} R \frac{dz}{z}$$

is a $\mathfrak{gl}(N, \mathbb{C})$-valued one-form on $\Delta$. The residue $R$ is the diagonal block-matrix

$$R = \begin{pmatrix}
0 & 0 & \cdots & 0 & 0 \\
0 & 1_r & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & (\ell - 1)1_r \\
\end{pmatrix}$$

In conclusion, the non-Abelian Hodge correspondence relates the moduli space $\mathcal{H}_{n,\ell,r}$ with the following moduli space of irregular connections on $C$.

For any triple $(n, \ell, r)$ let $\mathcal{C}_{n,\ell,r}$ denote the moduli space of pairs $(V, A)$ where $V$ is a rank $N = r\ell$, degree 0 vector bundle on $C$ and $A$ a meromorphic $\mathfrak{gl}(N, \mathbb{C})$-connection on $V$ subject to the following conditions:
(C.1) \( A \) has a pole of order \( n \) at each marked point \( p_a \) and there exists a local trivialization of \( V \) at \( p_a \) which identifies it to \( A_{n,\ell,r} \) up to holomorphic terms.

(C.2) \( A \) has a simple pole at \( \infty \) with residue \( 1_N/2i\pi N \).

(C.3) Any proper nontrivial sub-bundle \( V' \subset V \) preserved by \( A \) has degree \( \text{deg}(V') < 0 \).

Note that the extra marked point and condition (C.2) are needed because the Higgs bundles on the other side of this correspondence have degree 1 rather than 0. This is necessary in order to rule out strictly semistable objects which would render the moduli space singular.

The variety of Stokes data associated to the type of irregular connections satisfying conditions (C.1)-(C.3) above is obtained from the construction of Boalch and Yamakawa [BY15]. Using quasi-hamiltonian reduction, this construction generalizes previous results of Boalch [Boa07, Boa14] for untwisted wild character varieties. As a first step one has to determine the Stokes rays and associated Stokes groups for such connections. This is carried out below.

### 2.2 Twisted Stokes data

The formal flat sections for the connection \( d - \Gamma_{n,\ell,r} \) on \( \tilde{\Delta} \) are

\[
\psi_a = \exp \left( \frac{2\ell}{(n-1)\ell - 1} \zeta^a_{\ell} w^{1+\ell(1-n)} \right)
\]

with \( 0 \leq a \leq \ell - 1 \), each of them having multiplicity \( r \). For each pair of flat sections \( (\psi_a, \psi_b) \), \( a \neq b \), the associated anti-Stokes rays are the directions of steepest descent as \( \rho \to 0 \) of the ratio

\[
\psi_a \psi_b^{-1} = \exp \left( \frac{2\ell}{(n-1)\ell - 1} (\zeta^a_{\ell} - \zeta^b_{\ell}) w^{1+\ell(1-n)} \right)
\]

with \( w = \rho e^{2\pi \sqrt{-1} \phi} \), \( \rho > 0 \). In other words, the anti-Stokes rays are given by the directions \( \phi \) for which the exponent

\[
(\zeta^a_{\ell} - \zeta^b_{\ell}) e^{2\pi \sqrt{-1}(1+\ell(1-n))\phi}
\]

is real and negative. As in [Boa14, Definition 7.4], the Stokes group \( \text{Sto}_\phi \) associated to each such direction \( \phi \) is the subgroup of \( GL(N, \mathbb{C}) \) consisting of all matrices \( S_\phi \) of the form

\[
S_\phi = 1_N + (\sigma_{b,a})
\]

where \( \sigma_{b,a}, 0 \leq a, b \leq \ell - 1 \), are \( r \times r \) blocks such that \( \phi \) is an anti-Stokes direction for \((a, b)\). This is a unipotent subgroup of \( GL(N, \mathbb{C}) \). As shown in [BY15, Appendix A], the Stokes
groups associated to the irregular singular point \( z = 0 \) for connections of the local form \((2.2)\) are identified with the Stokes groups \( \text{Sto}_\phi \) for the connections of the local form \((2.1)\) with \( \phi \) in an interval \([\beta, \beta + 1/\ell]\). The choice of \( \beta \) reflects the choice of a base point on \( S^1 \) and affects the Stokes groups only by conjugation in \( GL(N, \mathbb{C}) \). This is inconsequential for the construction of wild character varieties.

Furthermore, for untwisted connections, the set of all anti-Stokes directions is naturally divided into complete half-periods \([\text{Boa14, Lemma 7.13}]\). The subgroups \( \text{Sto}_\phi \) with \( \phi \) in any given complete half-period directly span the unipotent radical of a parabolic subgroup of \( GL(N, \mathbb{C}) \) with Levi subgroup \( H \), which is the centralizer of the leading singular term of the connection \((2.1)\). Hence \( H \) is the subgroup of invertible block diagonal matrices

\[
\begin{pmatrix}
* & 0 & \cdots & 0 & 0 \\
0 & * & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & * \\
\end{pmatrix}
\]

with arbitrary \( r \times r \) blocks on the diagonal.

For twisted connections, one will also have incomplete half-periods since the range of values of \( \phi \) is truncated to lie in the interval \([\beta, \beta + 1/\ell]\). The Stokes subgroups corresponding to an incomplete half-period span a smaller unipotent subgroup of \( GL(N, \mathbb{C}) \). The details for \( \ell \geq 6 \) are displayed below. The case \( \ell = 2 \) was considered in \([\text{BY15, Example 6.2}]\) while the cases \( 3 \leq \ell \leq 5 \) will be left to the reader since the computations are very similar the ones below.

For the sake of simplicity, let us set \( \kappa = (n - 1)\ell - 1 \). Then the anti-Stokes rays for a pair \((a, b), 0 \leq a, b \leq \ell - 1, a \neq b\), are of the form

\[
\phi_j(a, b) = \frac{a + b}{2\kappa \ell} + \frac{j}{2\kappa} - \frac{1}{4\kappa}
\]

with \( j \in \mathbb{Z} \) subject to the selection rule

\[
a > b \iff j \text{ even}, \quad a < b \iff j \text{ odd}.
\]

Let

\[
\beta = \frac{1}{4\kappa} - \epsilon, \quad \frac{1}{\kappa \ell} < \epsilon < \frac{3}{2\kappa \ell},
\]

and note that \( 1 \leq a + b \leq 2\ell - 3 \) since \( 0 \leq a, b \leq \ell - 1, a \neq b \). Then there are \( 2n - 3 \) complete half-periods in the interval \([\beta, \beta + 1/\ell]\) consisting of the following sets of rays

\[
\{\phi_j(a, b) \mid \ell - 2 \leq a + b \leq 2\ell - 3, \ a > b\} \cup \{\phi_{j+1}(a, b) \mid 1 \leq a + b \leq \ell - 3, \ a < b\} \quad (2.4)
\]

\footnote{We are very grateful to Philip Boalch for very helpful explanations on this point.}
for \(0 \leq j \leq 2n - 4\), \(j\) even, respectively

\[
\{ \phi_j(a, b) \mid \ell - 2 \leq a + b \leq 2\ell - 3, \ a < b \} \cup \{ \phi_{j+1}(a, b) \mid 1 \leq a + b \leq \ell - 3, \ a > b \} \tag{2.5}
\]

for \(0 \leq j \leq 2n - 4\), \(j\) odd. One is then left with the incomplete half-period

\[
\{ \phi_{2n-3}(a, b) \mid \ell - 2 \leq a + b \leq 2\ell - 5, \ a < b \} \cup \{ \phi_{2n-2}(a, b) \mid 1 \leq a + b \leq \ell - 5, \ a > b \}. \tag{2.6}
\]

The unipotent subgroup \(U_j\) associated to a complete half period of the form (2.4) consists of Stokes matrices \(1_N + (\sigma_{b,a})\) supported on

\[
\{1 \leq a + b \leq \ell - 3, \ a < b\} \cup \{\ell - 2 \leq a + b \leq 2\ell - 3, \ a > b\}.
\]

The unipotent subgroup \(U_j\) associated to a complete half period of the form (2.5) consists of Stokes matrices \(1_N + (\sigma_{b,a})\) supported on

\[
\{1 \leq a + b \leq \ell - 3, \ a > b\} \cup \{\ell - 2 \leq a + b \leq 2\ell - 3, \ a < b\}.
\]

For illustration, in the case of \(\ell = 6\), this yields block matrices of the form

\[
j \text{ even: } \begin{pmatrix}
1_r & 0 & 0 & 0 & * & * \\
* & 1_r & 0 & * & * & * \\
* & * & 1_r & * & * & * \\
0 & 0 & 0 & 1_r & * & * \\
0 & 0 & 0 & 0 & 1_r & *
\end{pmatrix}
\]

\[
j \text{ odd: } \begin{pmatrix}
1_r & * & * & * & 0 & 0 \\
0 & 1_r & * & * & * & 0 \\
0 & 0 & 1_r & 0 & 0 & 0 \\
0 & * & * & * & 1_r & 0 \\
* & * & * & * & * & 1_r
\end{pmatrix}.
\]

The unipotent subgroup \(U_{2n-3}\) associated to the incomplete half-period (2.6) consists of Stokes matrices supported on

\[
\{1 \leq a + b \leq \ell - 5, \ a > b\} \cup \{\ell - 2 \leq a + b \leq 2\ell - 5, \ a < b\}.
\]

Again, for \(\ell = 6\), these are the block matrices of the form

\[
\begin{pmatrix}
1_r & * & 0 & 0 & 0 & 0 \\
0 & 1_r & 0 & 0 & 0 & 0 \\
0 & 0 & 1_r & 0 & 0 & 0 \\
0 & * & * & 1_r & 0 & 0 \\
* & * & * & * & 1_r & 0 \\
* & * & * & 0 & 0 & 1_r
\end{pmatrix}.
\]
To conclude this section, we also note that up to conjugacy, the formal monodromy of connections of the form (2.2) at the singular point \( z = 0 \) is given by the block clock matrix

\[
M = \begin{pmatrix}
0 & 1_r & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 1_r \\
1_r & 0 & \cdots & 0 & 0
\end{pmatrix}.
\] (2.7)

This follows easily from the effect of a rotation \( w \mapsto \zeta \ell w \) on the space of the formal flat sections (2.3).

### 2.3 Twisted wild character varieties

This section concludes the construction of the twisted wild character varieties following [BY15]. Recall that \( H \subset GL(N, \mathbb{C}) \) is the subgroup of invertible block diagonal matrices

\[
\begin{pmatrix}
* & 0 & \cdots & 0 & 0 \\
0 & * & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & * \\
* & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

with arbitrary \( r \times r \) blocks on the diagonal. Let also \( H(\partial), H(\overline{\partial}) \subset GL(N, \mathbb{C}) \) be the subsets of matrices of block form

\[
h = \begin{pmatrix}
0 & * & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & * \\
* & 0 & \cdots & 0 & 0
\end{pmatrix}, \quad \overline{h} = \begin{pmatrix}
0 & 0 & \cdots & 0 & * \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & * & 0
\end{pmatrix},
\]

respectively. Note that there is an \( H \times H \) action on \( H(\partial) \) sending \((k_1, k_2) \times h \mapsto k_1 h k_2^{-1}\), and similarly an \( H \times H \) action on \( H(\overline{\partial}) \) sending \((k_1, k_2) \times h \mapsto k_2 h k_1^{-1}\). Furthermore, the map \( h \mapsto h^{-1} \) is an \( H \)-equivariant isomorphism \( H(\partial) \xrightarrow{\sim} H(\overline{\partial}) \). Note also that any \( h \in H(\partial) \) determines twisted \( H \)-conjugacy classes \( C_h = \{k h k^{-1} | k \in H\} \), \( C_{h^{-1}} = \{k h k^{-1} | k \in H\} \) in \( H(\partial) \) and \( H(\overline{\partial}) \) respectively. In particular, this holds for the formal monodromy \( M \) in (2.7), which is an element of \( H(\partial) \).

Using [BY15] Theorems 21, 24 and Corollary 22], the variety of twisted Stokes data associated to the flat connections parameterized by \( C_{n,\ell,r} \) is constructed as follows. Let

\[
\mathcal{A} = (GL(N, \mathbb{C}) \times GL(N, \mathbb{C}))^g \times GL(N, \mathbb{C})^m \times H(\partial)^m \times \left( \prod_{0 \leq j \leq 2n-3} U_j \right)^m,
\]
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where the factors in the product $\prod_{0 \leq j \leq 2n-3} U_j$ are ordered such that $j$ decreases from left to right. Elements of $A$ will be denoted by

$$\alpha = (A_i, B_i, C_1, \ldots, C_m, h_1, \ldots, h_m, S_{1,j}, \ldots, S_{m,j}),$$

where $1 \leq i \leq g$, $0 \leq j \leq 2n - 3$. For each $1 \leq i \leq g$ let $(A_i, B_i) = A_i B_i A_i^{-1} B_i^{-1}$. We define $\mu : A \to \mathcal{GL}(N, \mathbb{C}) \times \mathcal{H}(\partial)^m$ as

$$\mu(\alpha) = \left(\prod_{0 \leq j \leq 2n-3} S_{1,j} C_1 \cdots \prod_{0 \leq j \leq 2n-3} S_{m,j} C_m, h_1^{-1}, \ldots, h_m^{-1}\right),$$

where all products $\prod_{0 \leq j \leq 2n-3}$ are ordered in such a way that $j$ decreases from left to right.

Note that there is a natural action $\mathcal{G}(N, \mathbb{C}) \times \mathcal{H}^m \times A \to A$ given by

$$(g, k_1, \ldots, k_m) \times \alpha \mapsto \left(g A_i g^{-1}, g B_i g^{-1}, k_a C_a g^{-1}, k_a h_a k_a^{-1}, k_a S_{a,j} k_a^{-1}\right)$$

where $1 \leq i \leq g$, $1 \leq a \leq m$, and $0 \leq j \leq 2n - 3$. The map $\mu$ is equivariant with respect to the action $\mathcal{G}(N, \mathbb{C}) \times \mathcal{H}^m \times \mathcal{G}(N, \mathbb{C}) \times H(\partial)^m \to \mathcal{G}(N, \mathbb{C}) \times H(\partial)^m$,

$$(g, k_a) \times (C, h_a) \mapsto (g C g^{-1}, k_a h_a k_a^{-1})$$

on the target. Then the variety of Stokes data for the flat connections parameterized by $C_{n,\ell,r}$ is the quotient

$$S_{n,\ell,r} = \mu^{-1}(e^{-2\pi \sqrt{-1}/N} 1_N, C_{M-1}, \ldots, C_{M-1})/\mathcal{G}(N, \mathbb{C}) \times \mathcal{H}^m,$$

where $M$ is the formal monodromy (2.7). According to [BY15, Thm. 1], this is a smooth quasi-projective variety.

In conclusion, the above construction associates a moduli space $\mathcal{H}_{n,\ell,r}$ of twisted meromorphic Higgs bundle to a twisted wild character variety $S_{n,\ell,r}$. Then the twisted wild variant of the $P=W$ conjecture of de Cataldo, Hausel and Migliorini [dCHM12] implies that the perverse Poincaré polynomial of $\mathcal{H}_{n,\ell,r}$ is identical to the weighted Poincaré polynomial of $S_{n,\ell,r}$. The main point of the present paper is that explicit conjectural formulas for the former can be derived from string theory and enumerative geometry. As the first step, we will build a spectral construction for twisted meromorphic Higgs bundles in the next section.
3 Spectral correspondence

In this section $C$ will be an arbitrary smooth projective curve, $p \in C$ a point in $C$ and $n \geq 3$, $\ell \geq 2$ fixed integers. Let $M = K_C(D)$ where $D = np$. Abusing notation, the total space of $M$ will be also denoted by $M$ and the canonical projection to $C$ will be denoted by $\pi : M \to C$. Let $f_0 \subset M$ be the fiber of $M$ over $p$, let $C_0 \subset M$ be the zero section, and let $q_0$ be their transverse intersection point.

3.1 The holomorphic symplectic surface

Let $(U, z, u)$ be an affine coordinate chart on $M$ such that $(U \cap C_0, z|_{C_0})$ is an affine chart on $C_0$ centered at $q_0$, which is canonically identified with a chart on $C$ centered at $p$. The vertical coordinate $u$ is defined in such a way that

$$y|_{\ell} = u \frac{dz}{z^n} \quad (3.1)$$

where $y \in H^0(M, \pi^*M)$ is the tautological section. Suppose that $\Sigma_0 \subset M$ is a compact irreducible reduced divisor in the linear system $|\ell C_0|$ such that $\Sigma_0$ intersects $f_0$ at $q_0$ with multiplicity $\ell$, and $\Sigma_0$ is smooth at $q_0$. Thus, $\Sigma_0$ is isomorphic to the divisor

$$z - u^\ell = 0 ,$$

in the infinitesimal neighborhood of $f_0$ in $M$. The symplectic surface constructed below is independent of $\Sigma_0$, but it will be helpful to keep track of the strict transforms of such a divisor through the sequence of blow-ups.

The symplectic surface is obtained by a sequence of $n \ell$ successive blow-ups of $M$ starting with a blow-up at $q_0$. The surface obtained at the $i$-th blow-up will be denoted by $M_i$ while the $i$-th strict transform of $\Sigma_0$ will be denoted by $\Sigma_i$. The first $\ell - 1$ successive blow-ups are given in affine coordinates by

$$z_i = z_{i+1} u_i, \quad u_i = u_{i+1}, \quad 0 \leq i \leq \ell - 2, \quad (3.2)$$

where $z_0 = z$ and $u_0 = u$. The strict transforms of $\Sigma_0$ are locally given by

$$u_{i}^{\ell-i} = z_i, \quad 1 \leq i \leq \ell - 1 .$$

The $\ell$-th blow-up is given by

$$u_{\ell-1} = u_\ell z_{\ell-1}, \quad z_\ell = z_{\ell-1} ,$$
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and the strict transform $\Sigma_\ell$ is locally given by

$$u_\ell = 1.$$  

Here we mean by “locally” the infinitesimal neighborhood of the most recent exceptional divisor. Next one blows-up the transverse intersection point between $\Sigma_\ell$ and the exceptional divisor, $u_\ell - 1 = 0, z_\ell = 0$. Therefore, in affine coordinates the blow-up map is

$$u_\ell - 1 = z_\ell u_{\ell+1}, \quad z_{\ell+1} = z_\ell,$$

while the strict transform of $\Sigma_\ell$ is given by $u_{\ell+1} = 0$.

The construction is then concluded by a sequence of $(n - 1)\ell - 1$ successive blow-ups. Starting with a blow-up at $u_{\ell+1} = z_{\ell+1} = 0$, one recursively blows-up the transverse intersection point of the strict transform of $\Sigma_{\ell+1}$ with the exceptional divisor obtained from the previous blow-up. In affine coordinates, this sequence is given by

$$u_i = z_{i+1} u_{i+1}, \quad z_i = z_{i+1} \quad \ell + 1 \leq i \leq n\ell - 1.$$  

The $i$-th strict transform of $\Sigma_0$ is given by

$$u_i = 0, \quad \ell + 1 \leq i \leq n\ell.$$  

Note that the natural projection $\rho_{n\ell} : M_{n\ell} \to M$ maps $\Sigma_{n\ell}$ isomorphically to $\Sigma_0$. The resulting configuration of exceptional curves, and the strict transform $\Sigma_{n\ell}$ are shown in Figure 2. The strict transforms of $f_0, \Sigma_0$ and the zero section $C_0$ in $M$ are denoted by $f_{n\ell}, \Sigma_{n\ell}$ and $C_{0,n\ell}$, respectively. The self-intersection number of $\Sigma_{n\ell}$ in $M_{n\ell}$ is

$$(\Sigma_{n\ell})^2 = mn\ell(\ell - 1) + 2(g - 1)\ell^2. \quad (3.3)$$

The canonical class of the surface $M_{n\ell}$ is given by

$$K_{M_{n\ell}} = - n f_{n\ell} - (n - 1)\Xi_1 - 2(n - 1)\Xi_2 - \cdots - \ell(n - 1)\Xi_\ell$$

$$- (\ell(n - 1) - 1)\Xi_{\ell+1} - \cdots - \Xi_{n\ell - 1}.$$  

Here, the last exceptional divisor $\Xi_{n\ell}$ has multiplicity 0 in the above formula. Therefore, the complement

$$S = M_{n\ell} \setminus \left( f_{n\ell} \cup \bigcup_{i=1}^{n\ell-1} \Xi_i \right)$$

is a holomorphic symplectic surface. The strict transform $\Sigma_0$ is entirely contained in $S$ while the divisor $\Xi_{n\ell}$ restricts to an affine line in $S$. In fact, by construction, any compactly supported divisor on $S$ must be linearly equivalent to a multiple $r\Sigma_{n\ell}$ for some integer $r \geq 1$.  
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Figure 2: Schematic description for $n\ell$ successive blow-ups $M_{n\ell} \to M$.

### 3.2 From sheaves on $S$ to Higgs bundles on $C$

Let $F$ be a pure dimension one sheaf on $S$ with proper support. Hence $\text{det}(F) = \mathcal{O}_S(r\Sigma_{n\ell})$ with $r \geq 1$, and the set theoretic support of $F$ intersects $\Xi_{n\ell}$ at finitely many points. The direct image $\pi_{S*}(F)$ is a rank $N = r\ell$ locally free sheaf $E$ on $C$. Since the projection $\pi_S : S \to C$ factors through the blow-up map $\rho_{n\ell} : M_{n\ell} \to M$, there is a natural Higgs field $\Phi : E \to E \otimes M$ induced by multiplication by the tautological section $y \in H^0(M, \pi^* M)$. Let $z$ be a local coordinate on $C$ centered at $p$. Given an arbitrary local holomorphic frame for $E$ at $p$, the restriction $\Phi|_D$ to the $n$-th infinitesimal neighborhood $D = np$ is written as

$$\Phi|_D = \varphi_D \frac{dz}{z^n},$$

where $\varphi_D$ takes the value in the ring $\mathcal{M}_N(\mathcal{O}_D)$ of $N \times N$ matrices with coefficients in $\mathcal{O}_D$

$$\varphi_D = \varphi|_D \in \mathcal{M}_N(\mathcal{O}_D) \simeq \mathcal{M}_N(\mathbb{C}[z]/(z^n)), \quad N = r\ell.$$ 

Note that the equivalence class of $\varphi_D$ with respect to conjugation in $GL(N, \mathbb{C}[z]/(z^n))$ does not depend on the choice of a local holomorphic frame for $E$ at $p$. Then the main result proved in this subsection is
Let
\[ \varphi_0(\ell, r) = J_{\ell,r} + zE_{\ell,r} \in \mathcal{M}_N(\mathbb{C}[z]/(z^n)) \]
(3.4)
where \(J_{\ell,r}, E_{\ell,r}\) are the \(N \times N\) matrices defined in (1.1). Then \(\varphi_D\) is equivalent to \(\varphi_0(\ell, r)\) by conjugation in \(GL(N, \mathbb{C}[z]/(z^n))\).

This is proven by a (somewhat lengthy) local computation. To simplify the notation, the affine local coordinates \((z_{n\ell}, u_{n\ell})\) on \(M_{n\ell}\) will be denoted by
\[ z_{n\ell} = t, \quad u_{n\ell} = s. \]
Then the local equation of \(\Sigma\) is \(s = 0\). The blow-up map \(\rho_{n\ell} : M_{n\ell} \to M\) is locally given by
\[ z = t^{\ell}(1 + t^{(n-1)\ell}s)^{\ell-1}, \quad u = t(1 + t^{(n-1)\ell}s). \]
(3.5)
The space of local sections of \(F\) in this affine coordinate chart is a \(\mathbb{C}[t, s]\)-module \(\Gamma_F\) which is isomorphic to \(\mathbb{C}[t]^{\oplus r}\) as a \(\mathbb{C}[t]\)-module. Multiplication by \(s\) determines an endomorphism of \(\mathbb{C}[t]\)-modules \(\eta_s : \mathbb{C}[t]^{\oplus r} \to \mathbb{C}[t]^{\oplus r}\). Using the blow-up equations (3.5), \(\mathbb{C}[t]\) has a structure of \(\mathbb{C}[z]\)-module, which is compatible with the multiplication by \(s\). The space of local holomorphic sections of \(E = \pi_S^* F\) is isomorphic to \(\Gamma_F\) with the induced \(\mathbb{C}[z]\)-module structure.

The Higgs field is determined by multiplication by the tautological section \(y\), which is related to the local coordinate \(u\) by (3.1). Since only the infinitesimal structure is of interest, it suffices to work with the local completion \(\widehat{\Gamma}_F \simeq \mathbb{C}[t][s]^{\oplus r}\) of \(\Gamma_F\) at \(t = 0\). Again, \(\widehat{\Gamma}_F\) has a \(\mathbb{C}[t][s]\)-module structure, as well as a \(\mathbb{C}[z][u]\)-module structure. The main goal is to make the latter explicit.

**Step 1.** Any compactly supported divisor on \(S\) in the linear system \(r\Sigma\) is locally defined by an equation of the form
\[ s^r + \sum_{i=0}^{r-1} f_i(t)s^i = 0, \]
(3.6)
where \(f_i(t), 1 \leq i \leq r-1\) are polynomial functions of \(t\). Since the determinant of \(F\) is such a divisor by assumption, \(\widehat{\Gamma}_F\) will be annihilated by a polynomial as in the left hand side of (3.6). This implies that the endomorphism
\[ 1 + t^{(n-1)\ell} \eta_s : \mathbb{C}[t]^{\oplus r} \to \mathbb{C}[t]^{\oplus r} \]
(3.7)
is invertible. In particular, this implies that \(\widehat{\Gamma}_F\) is a torsion free \(\mathbb{C}[z][u]\)-module, hence it must be isomorphic to a free \(\mathbb{C}[z]\)-module.
Step 2. Next one has to construct an explicit isomorphism
\[ \xi : \mathbb{C}[[z]]^\oplus N \rightarrow \hat{\Gamma}_F \]
of \( \mathbb{C}[[z]] \)-modules. For this purpose it will be convenient to use the canonical isomorphism
\[ \mathbb{C}[[z]]^\oplus N \cong \mathbb{C}[[z]]^\oplus \ell \otimes \mathbb{C}[[z]]^\oplus r. \]
Let \( e_i \otimes f_a, \ 1 \leq i \leq \ell, \ 1 \leq a \leq r \) be the canonical generators of the tensor product. Then let \( \xi : \mathbb{C}[[z]]^\oplus \ell \otimes \mathbb{C}[[z]]^\oplus r \rightarrow \hat{\Gamma}_F \) be the \( \mathbb{C}[[z]] \)-module morphism defined by
\[ \xi(e_i \otimes f_a) = t^{i-1}h_a, \quad \xi(ze_i \otimes f_a) = t^{\ell+i-1}(1 + t^{(n-1)\ell}h_a)^{\ell-1}(h_a), \tag{3.8} \]
where \( h_a, \ 1 \leq a \leq r \) are the standard generators of \( \hat{\Gamma}_F \cong \mathbb{C}[[t]]^\oplus r \) as a \( \mathbb{C}[[t]] \)-module. Since \( \hat{\Gamma}_F \) is a locally free \( \mathbb{C}[[z]] \)-module by construction, in order to prove that \( \xi \) is an isomorphism it suffices to prove that the induced \( \mathbb{C} \)-linear map
\[ \bar{\xi} : \mathbb{C}^\oplus \otimes \mathbb{C}^\oplus r \rightarrow \hat{\Gamma}_F / z\hat{\Gamma}_F \]
is an isomorphism of vector spaces.

Since \( z \equiv 0 \mod t^\ell \), there is a natural map
\[ \hat{\Gamma}_F / z\hat{\Gamma}_F \rightarrow \hat{\Gamma}_F / t^\ell \hat{\Gamma}_F. \tag{3.9} \]
Given the explicit form of \( \xi \) in (3.8), it follows that \( \bar{\xi} \) is an isomorphism if and only if the map (3.9) is an isomorphism. However this is immediate since the endomorphism (3.7) is invertible. Therefore, \( \bar{\xi} \) is indeed an isomorphism.

Step 3. Next, multiplication by \( t \) induces a \( \mathbb{C}[[z]] \)-module endomorphism of \( \mathbb{C}[[z]]^\oplus \ell \otimes \mathbb{C}[[z]]^\oplus r \) via \( \xi \). Let \( \phi_t \in \mathcal{M}_N(\mathbb{C}[[z]]) \) be the corresponding matrix with respect to the standard generators \( e_i \otimes f_a \). Similarly, let \( \phi_u \in \mathcal{M}_N(\mathbb{C}[[z]]) \) be the matrix associated to multiplication by \( u \). Then the first equation in (3.5) implies the congruence
\[ \phi_t \equiv \varphi_0(\ell, r) \mod z^n. \]
Abusing notation, \( \varphi_0(\ell, r) = J_{\ell, r} + zE_{\ell, r} \) is regarded here as an element of \( \mathcal{M}_N(\mathbb{C}[[z]]) \) rather than \( \mathcal{M}_N(\mathbb{C}[z]/(z^n)) \) as in (3.4). The distinction will be clear from the context.

Now let \( S \in \mathcal{M}_r(\mathbb{C}[[t]]) \) be the matrix associated to the morphism \( \eta_s \) with respect to the standard generators \( h_a \). Then \( S \) has an expansion
\[ S = \sum_{k \geq 0} S_k t^k \]
with \( S_k \in \mathcal{M}_r(\mathbb{C}) \) complex \( r \times r \) matrices. Then the second equation in (3.5) implies the congruence

\[
\phi_u \equiv \varphi_0(\ell, r) + z^{n-1} \sum_{k=1}^{\ell-1} S_{k-1} J_{\ell, r}^k \mod z^n
\]

where \( J_{\ell, r} \) is as in (1.1). The sum in the right hand side can be easily computed as

\[
\sum_{k=1}^{\ell-1} S_{k-1} J_{\ell, r}^k = \left( \begin{array}{ccccccc}
0 & 0 & \cdots & 0 & 0 & 0 \\
S_0 & 0 & \cdots & 0 & 0 & 0 \\
S_1 & S_0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots \\
S_{\ell-2} & S_{\ell-3} & \cdots & S_1 & S_0 & 0
\end{array} \right).
\]

**Step 4.** To conclude the proof, let

\[
g = 1_N + z^{n-1} \begin{pmatrix}
(\ell - 1)S_0 & 0 & \cdots & 0 & 0 & 0 \\
(\ell - 2)S_1 & (\ell - 2)S_0 & \cdots & 0 & 0 & 0 \\
(\ell - 3)S_2 & (\ell - 3)S_1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots \\
S_{\ell-2} & S_{\ell-3} & \cdots & S_1 & S_0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0
\end{pmatrix} \in GL(N, \mathbb{C}[z]/(z^n))
\]

Then a straightforward computation shows that

\[
g\phi_u g^{-1} \equiv \varphi_0(\ell, r) \mod z^n.
\]

**3.3 The inverse direction**

Let \((E, \Phi), \Phi : E \to E \otimes M\) be a stable rank \( N = r\ell \) irregular Higgs bundle on \( C \). Suppose that there exists a local trivialization of \( E \) at \( p \) such that \( \Phi|_D \) is equivalent to \( \varphi_0(\ell, r)dz/z^n \) by conjugation in \( GL(N, \mathbb{C}[z]/(z^n)) \) as in the main statement proved in the previous subsection. In the following it will be more convenient to work with a different representative of this conjugacy class,

\[
\tilde{\varphi}_0(\ell, r) = \begin{pmatrix}
J_{\ell,1} + zE_{\ell,1} & 0 & \cdots & 0 & 0 \\
0 & J_{\ell,1} + zE_{\ell,1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots \\
0 & 0 & \cdots & 0 & J_{\ell,1} + zE_{\ell,1}
\end{pmatrix}, \quad (3.10)
\]
where the $\ell \times \ell$ matrices $J_{\ell,1}, E_{\ell,1}$ are the $r = 1$ specializations of (1.1). Note that $\tilde{\varphi}_0(\ell, r)$ and $\varphi_0(\ell, r)$ in (3.24) are related by conjugation in $GL(N, \mathbb{C})$. Proceeding by analogy with [DDP18, §3.3], one constructs a stable pure dimension one sheaf $F$ on $S$ such that $\pi_S^*(F)$ is isomorphic to the Higgs bundle $(E \otimes M^{-1}, \Phi \otimes 1_{M^{-1}})$. This is carried out in detail below.

**Step 1.** Let $y$ be the tautological section of $\pi^*M$ and consider the monad complex

$$\pi^*(E \otimes M^{-1}) \xrightarrow{y - \pi^*\Phi} \pi^*E$$

on $M$. This is an injective morphism and its cokernel, $Q_0$ is a pure dimension one sheaf on $M$. Taking direct images, one obtains a Higgs bundle $(\pi_*Q_0, \pi_*(y \otimes 1_{Q_0}))$ on $C$ which is isomorphic to $(E, \Phi)$. Let $\Gamma_0 \subset M$ denote the spectral curve given by det$(y - \pi^*\Phi) = 0$. This is a compact divisor in $M$ which contains the scheme theoretic support of $Q$ as a closed subscheme. Let $q_0$ be the transverse intersection point between the fiber $M_p$ and the zero section of $M$. Then the following holds:

*(S.1)* **The set theoretic intersection of $\Gamma_0$ with the fiber $M_p$ consists of the single point $q_0$. Moreover, there is an isomorphism**

$$Q_0 \otimes \mathcal{O}_{q_0} \simeq \mathcal{O}_{q_0}^{\oplus r}. \quad (3.11)$$

Let $(u, z)$ be an affine local coordinate chart on $M$, where $z$ is a local affine coordinate on $C$ centered at $p$, and $u$ is a vertical local coordinate such that

$$y|_U = u \frac{dz}{z^n}.$$ 

Let $U \simeq \text{Spec} \mathbb{C}[[z]][u]$ be the infinitesimal neighborhood of the fiber $z = 0$ in $M$. For any sheaf $F$ on $M$ let $\Gamma(U, F)$ denote the $\mathbb{C}[[z]][u]$-module consisting of sections of the local completion of $F$ at $z = 0$. This will be loosely referred to as the restriction of $F$ to $U$ in the following. Using the monad construction, the space of local sections $\Gamma(U, Q_0)$ is isomorphic to the cokernel of a morphism

$$u1_N - \phi_0 : \mathbb{C}[[z]][u]^{\oplus N} \to \mathbb{C}[[z]][u]^{\oplus N}$$

of $\mathbb{C}[u, z]$-modules. By assumption, here

$$\phi_0 \equiv \tilde{\varphi}_0(\ell, r) \mod z^n,$$
where \( \tilde{\varphi}_0(\ell, r) \) is the block matrix defined in equation (3.10). Note also that the local equation of \( \Gamma_0 \) in \( \mathcal{U} \) is
\[
\det(u_1 \mathbb{N} - \phi_0) = 0.
\]
The left hand side of this equation satisfies
\[
\det(u_1 \mathbb{N} - \phi_0) \equiv (u^\ell - z)^r \mod z^n.
\]
In particular, the set theoretic intersection of \( \Gamma_0 \) with the fiber \( M_p \) consists of the single point \( q_0 \) given by \( u = z = 0 \).

To conclude the local analysis, note there is also an isomorphism
\[
Q_0 \otimes O_{q_0} \cong \text{Coker}(f_{0,q_0}) \otimes O_{q_0}
\]
where \( f_{0,q_0}: \mathbb{C}^N \to \mathbb{C}^N \) is the linear map
\[
\begin{pmatrix}
J_{\ell,1} & 0 & \cdots & 0 & 0 \\
0 & J_{\ell,1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & J_{\ell,1}
\end{pmatrix}.
\]
This implies the isomorphism (3.11).

**Step 2.** Let \( \rho_1 : M_1 \to M \) be the first blow-up in the construction of the spectral surface \( S \), and let \( \Xi_1 \) be the exceptional divisor. Let \( q_1 \) be the center of the next blow-up in the sequence, which in this case is the transverse intersection point of \( \Xi_1 \) and the strict transform of the fiber \( M_p \). Then there is a surjective morphism
\[
\rho_1^* Q_0 \to \rho_1^*(Q_0 \otimes O_q) \cong O_{\Xi_1}\text{pr}.
\]
Let \( Q_1 \) be its kernel. Note that \( \rho_1^* Q_0 \) is pure of dimension one since \( \rho_1^* \rho_1^* Q_0 \cong Q_0 \) by the projection formula. Therefore, if \( T \subset \rho_1^* Q_0 \) is a zero-dimensional subsheaf, then \( \rho_1^* T \subset Q_0 \) is also zero-dimensional, leading to a contradiction. In particular, \( Q_1 \) is also pure of dimension one. Let \( \Gamma_1 \) be its determinant. Then the following statement will be proven below by local computations:

\( (S.2) \) The set theoretic intersection of \( \Gamma_1 \) with \( \Xi_1 \) consists of the single point \( q_1 \) and there is an isomorphism
\[
Q_1 \otimes O_{q_1} \cong O_{\Xi_1}\text{pr}.
\]
Moreover, \( \Gamma_1 = \rho_1^{-1}(\Gamma_0) - r\Xi_1 \) is the strict transform of \( \Gamma_0 \).
Let \((u_1, z_1)\) be the affine coordinate chart on \(M_1\) such that the blow-up map is locally given by
\[
z = z_1 u_1, \quad u = u_1
\]
as in (3.2). Let \(U_1 \simeq \text{Spec} \mathbb{C}[[z_1]][u_1]\) be an infinitesimal neighborhood of the strict transform of the fiber \(z = 0\). Then the space of local sections \(\Gamma(U_1, \rho_1^* Q_0)\) is isomorphic to the cokernel of the morphism of \(\mathbb{C}[u, z]\)-modules
\[
\rho_1^* \phi_0 : \mathbb{C}[[z_1]][u_1]^{\oplus N} \to \mathbb{C}[[z_1]][u_1]^{\oplus N}
\]
which satisfies
\[
\rho_1^* \phi_0 \equiv u_1 1_N \mod (z_1 u_1)^n.
\]
In order to find an explicit local presentation for \(Q_1\) let \(U_1\) be the \(\ell \times \ell\) matrix
\[
U_1 = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix},
\]
and let \(\gamma_1\) be the block diagonal matrix
\[
\gamma_1 = \begin{pmatrix}
U_1 & 0 & \cdots & 0 & 0 \\
0 & U_1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & U_1
\end{pmatrix},
\]
with \(r\) identical blocks on the diagonal. Let also \(\tilde{U}_1\) be the \(\ell \times \ell\) matrix
\[
\tilde{U}_1 = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & u_1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & u_1
\end{pmatrix},
\]
and \(\tilde{\gamma}_1\) be the block matrix
\[
\tilde{\gamma}_1 = \begin{pmatrix}
\tilde{U}_1 & 0 & \cdots & 0 & 0 \\
0 & \tilde{U}_1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & \tilde{U}_1
\end{pmatrix},
\]
consisting of \(r\) diagonal blocks. Then, there is the matrix identity

\[
\begin{pmatrix}
J_{\ell,1} + z_1 u_1 E_{\ell,1} & 0 & \cdots & 0 & 0 \\
0 & J_{\ell,1} + z_1 u_1 E_{\ell,1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & J_{\ell,1} + z_1 u_1 E_{\ell,1}
\end{pmatrix} = \gamma_1(\tilde{\gamma}_1 - \varphi_1), \tag{3.12}
\]

where

\[
\varphi_1 = \begin{pmatrix}
J_{\ell,1} + z_1 E_{\ell,1} & 0 & \cdots & 0 & 0 \\
0 & J_{\ell,1} + z_1 E_{\ell,1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & J_{\ell,1} + z_1 E_{\ell,1}
\end{pmatrix}.
\]

This implies that there is a commutative diagram

\[
\begin{array}{ccc}
\mathbb{C}[[z_1]][u_1]^{\oplus N} & \xrightarrow{\phi_1} & \mathbb{C}[[z_1]][u_1]^{\oplus N} \\
1 \downarrow & & \gamma_1 \downarrow \\
\mathbb{C}[[z_1]][u_1]^{\oplus N} & \xrightarrow{\rho_1^* \varphi_0} & \mathbb{C}[[z_1]][u_1]^{\oplus N} \\
0 \downarrow & & j_1 \downarrow \\
0 & \xrightarrow{j_1} & (\mathbb{C}[[z_1]][u_1]/(u_1))^{\oplus r},
\end{array}
\]

where \(j_1\) is the canonical projection and the difference \(\delta_1 = \phi_1 - \varphi_1\) satisfies the congruence relations

\[
(\delta_1)_{i,j} \equiv \begin{cases} 
z^n_1 u_1^{n-1}, & \text{if } i \equiv 1 \mod \ell \\
z^n_1 u_1^n, & \text{otherwise}
\end{cases}
\]

for \(1 \leq i, j \leq N\). Note further that \(\gamma_1\) is injective and \(\mathbb{C}[[z_1]][u_1]/(u_1)\) is isomorphic to the space of local sections \(\Gamma(U_1, \mathcal{O}_{\Xi_1})\). Therefore, one obtains an isomorphism of \(\mathbb{C}[[z_1]][u_1]\)-modules

\[
\Gamma(U_1, Q_1) \simeq \text{Coker}(\phi_1). \tag{3.13}
\]

Now let \(\Gamma_1\) be the determinant of \(Q_1\). Then, the isomorphism (3.13) implies that \(\Gamma_1\) is locally given by

\[
\det(\tilde{\gamma}_1 - \phi_1) = 0
\]

in \(U_1\). In particular, its scheme theoretic intersection with \(\Xi_1\) in this particular chart is given by

\[
u_1 = 0, \quad \det(\tilde{\gamma}_1 - \phi_1) = 0.
\]
However, $\delta_1|_{u_1=0} = 0$ since $n \geq 3$, hence

$$
\det(\tilde{\gamma}_1 - \phi_1)|_{u_1=0} =
\det
\begin{pmatrix}
I_{1,1} - J_{\ell,1} - z_1 E_{\ell,1} & 0 & \cdots & 0 & 0 \\
0 & I_{1,1} - J_{\ell,1} - z_1 E_{\ell,1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & I_{1,1} - J_{\ell,1} - z_1 E_{\ell,1}
\end{pmatrix}
= (-1)^{r\ell} z_1^r,
$$

where $I_{1,1} = \tilde{U}_1|_{u_1=0}$ is the $\ell \times \ell$ matrix with 1 at $(1,1)$ entry and 0 at the other entries. Moreover, one can easily check that there are no other intersection points between $\Gamma_1$ and $\Xi_1$. Precisely speaking, one has to check that the point at $\infty$ on $\Xi_1$ in the coordinate chart $(z_1, u_1)$ is not an intersection point. To this end let $(z'_1, u'_1)$ be the second standard chart on the blow-up, with transition functions

$$
z'_1 = z_1^{-1}, \quad u'_1 = u_1 z_1.
$$

Then the local equation of $\Gamma_1$ in this chart is

$$
(z'_1)^r \det(\tilde{\gamma}_1 - \phi_1)\big|_{z_1=(z'_1)^{-1} u_1=u'_1} = 0.
$$

The left hand side of this equation is equal to $(-1)^{r\ell}$ when restricted on $\Xi_1 = \{u'_1 = 0\}$. Thus, there are no further intersection points.

Consequently, the scheme theoretic intersection of $\Gamma_1$ and $\Xi_1$ is the closed subscheme of $U_1$ given by $u_1 = 0, z_1^{-1} = 0$. Moreover, using the matrix identity (3.12) it also follows that

$$
\Gamma_1 = \rho_1^{-1}(\Gamma_0) - r\Xi_1
$$

is the strict transform of $\Gamma_0$.

To conclude, let $q_1$ be the closed point defined by $z_1 = u_1 = 0$. Then, the isomorphism (3.13) implies that $Q_1 \otimes O_{q_1} \simeq O_{q_1}^{r\ell}$.

**Step 3.** Proceeding recursively, one constructs a sequence of pure dimension one sheaves $Q_i$ on the successive blow-ups $M_i$, $1 \leq i \leq n\ell$ such that

(S.3) The set theoretic intersection between determinant $\Gamma_i$ of $Q_i$ and the $i$-th exceptional divisor consists only of the $(i+1)$-th blow-up center $q_i$ for $1 \leq i \leq n\ell - 1$. Moreover, there is an isomorphism

$$
Q_i \otimes O_{q_i} \simeq O_{q_i}^{r\ell}.
$$
for all $1 \leq i \leq n\ell - 1$.

This is proven by local computations analogous to those at Step 2, and the details are omitted.

Note that the statement $(S.3)$ does not hold for the last blow-up in the sequence. Namely the determinant $\Gamma_{n\ell}$ generically will intersect the exceptional divisor $\Xi_{n,\ell}$ at finitely many arbitrary points such that the total intersection multiplicity is $r$. At the same time, the $\Gamma_{n\ell}$ will not intersect any of the strict transforms of the previous exceptional divisors, $\Xi_i$, $1 \leq i \leq n\ell - 1$.

Moreover, by construction, the irregular Higgs bundle obtained by pushing $Q_{n\ell}$ forward to $C$ is isomorphic to $(E \otimes M^{-1}, \Phi \otimes 1_{M^{-1}})$.

### 3.4 Isomorphism of moduli stacks

The constructions carried in the previous subsections yield an isomorphism of moduli stacks of stable objects. Equivalence of stability is completely analogous to [DDP18, §3.2, 3.3] while the extension to flat families does not pose any significant problems. Therefore, the details will be omitted.

This concludes the spectral construction for twisted irregular Higgs bundles. As explained in [L3] this is a central element of the string theoretic approach to the cohomology groups of twisted wild character varieties. Another important step is the connection to refined Chern-Simons invariants of torus knots, which is reviewed in the next section.

### 4 Refined stable pairs via torus knots

As discussed in [CDP14, CDDP15, DDP18], through the spectral construction, perverse Betti numbers of moduli spaces of stable irregular Higgs bundles can be interpreted as D2-D0 BPS degeneracies in string theory on the canonical bundle $Y = K_S$ of the spectral surface $S$. The mathematical theory of D2-D0 BPS states has been constructed as stable pairs on the three-fold $Y$ [PT09]. Thus, we shall show an explicit conjectural formula for refined stable pair invariants on the three-fold $Y$ by using string theoretic framework. The formulation is parallel to the case of torus links so that we refer to [DDP18, §4] for more detail. In this section, we assume that $C$ is the projective line with a unique marked point $p$, i.e. $g = 0$ and $m = 1$. As shown in [§5.1] in this case there is a rank one torus action $T \times S \to S$ on the spectral surface $S$ which preserves a unique compact reduced spectral curve $\Sigma_{n\ell}$.
A stable pair on $Y$ consists of a compactly supported pure dimension one sheaf $F$ on $Y$ equipped with a generically surjective section $s : \mathcal{O}_Y \to F$. In general, one can define refined stable pair invariants using the motivic theory of Kontsevich and Soibelman [KS08]. In the present case, one can also employ the approach of Nekrasov and Okounkov [NO14] using the torus action $T \times Y \to Y$ which is the unique lift of the natural $\mathbb{C}^\times$ action $T \times S \to S$ fixing the holomorphic three-form on $Y$. In fact the two constructions are equivalent, as shown in [Mau, Jia17].

It turns out that the above torus action localizes the theory on stable pairs $(F, s)$ where $F$ is set theoretically supported on the torus invariant spectral curve $\Sigma_{n\ell} \subset S$. There is a disjoint union of fixed loci $P_\mu$ labelled by Young diagram $\mu$. Each such diagram corresponds to a torus invariant scheme theoretic thickening of the reduced curve $\Sigma_{n\ell}$ in $Y$. Using the formalism of [NO14], one is then led to conjecture that the refined stable pair partition function takes the form

$$Z_{\text{PT}}^\text{ref}(Y; q, y, x) = \sum_\lambda V^{(n,\ell)}_\lambda(q, y) L_\lambda(q, y) x^{|\lambda|},$$

where

$$L_\lambda(q, y) = P_\lambda(t, s; s)|_{s = qy, \ t = qy^{-1}}, \quad s = (s^{1/2}, s^{3/2}, \ldots)$$

is one leg refined vertex along a preferred direction. Here $V^{(n,\ell)}_\lambda(q, y)$ is a vertex factor associated to the unique singular point of the curve $\Sigma_{n\ell}$.

Since it is hard to perform the direct localization computation of $V^{(n,\ell)}_\lambda(q, y)$, a more effective strategy is to derive a conjectural formula for $V^{(n,\ell)}_\lambda(q, y)$ via the Oblomkov-Shende-Rasmussen conjecture [OS12, ORS18]. More specifically, one has to employ their refined colored generalization derived in [DHS12] from large $N$ duality. The main observation is that $\Sigma_{n\ell}$ is a rational curve in $S$ with a unique singular point of the form

$$v^\ell = w^{(n-2)\ell-1}.$$ 

Then, the intersection of the curve $\Sigma_{n\ell}$ with a small three-sphere centered at $(0, 0) \in \mathbb{C}^2$ creates the $(\ell, (n-2)\ell - 1)$-torus knot. Hence, the refined colored variant of [OS12, ORS18] tells us that explicit conjectural formulas for $V^{(n,\ell)}_\lambda(q, y)$ can be derived in terms of the refined Chern-Simons invariants of the $(\ell, (n-2)\ell - 1)$-torus knot. To this end, we review the construction of the refined Chern-Simons invariants below. We also note that the unrefined specialization of this claim has been proven by Maulik [Mau16].
4.1 Refined Chern-Simons invariants of torus knots

First let us review the refined invariants [AS15] of the \((p,q)\) torus knot in \(S^3\). Aganagic and Shakirov proposed a refinement of \(SU(N)\) Chern-Simons theory with level \(k\). Given a \((p,q)\) torus knot in \(S^3\), the refined Chern-Simons theory of level \(k\) associates a Hilbert space \(H_{N,k}\) to the boundary torus of the knot by decomposing \(S^3\) into two solid tori. The Hilbert space \(H_{N,k}\) is spanned by a basis \(\{|P_\lambda\rangle\}\) of Macdonald polynomials labeled by Young diagrams \(\lambda\) inscribed in a \(k \times N\) rectangle, which correspond to the unknot colored by \(\lambda\) in the solid torus. The mapping class group \(SL(2,\mathbb{Z})\) of the boundary torus acts on the Hilbert space \(H_{N,k}\), which will realize a torus knot in the solid torus. This action can be understood by introducing a knot operator \(O^{p,q}_\lambda\) where

\[
O^{p,q}_\lambda |\emptyset\rangle \in H_{N,k}
\]

is a vector associated to the solid torus with the \((p,q)\) torus knot colored by \(\lambda\) inside. In particular, \(O^{1,0}_\lambda\) creates the unknot colored by \(\lambda\) as \(O^{1,0}_\lambda |\emptyset\rangle = |P_\lambda\rangle\), and its action on the basis is

\[
O^{1,0}_\lambda |P_\mu\rangle = \sum_{\rho \in \mathcal{P} |\lambda|} N^\rho_{\lambda\mu} |P_\rho\rangle
\]

where \(N^\rho_{\lambda\mu}\) are the \((s,t)\)-Littlewood-Richardson coefficients associated to Macdonald polynomials: \(P_{\lambda\mu} = \sum_{\rho} N^\rho_{\lambda\mu} |P_\rho\rangle\). Then, the action of \(SL(2,\mathbb{Z})\) is given by

\[
O^{p,q}_\lambda = KO^{1,0}_\lambda K^{-1}, \quad K = \begin{pmatrix} p & q \\ \ast & \ast \end{pmatrix} \in SL(2,\mathbb{Z}).
\]

This action can be explicitly realized via the modular \(S\) and \(T\) matrices associated to Macdonald polynomials [Che95, EK96, ES98, AS15]:

\[
S_{\lambda\mu} = P_{\lambda}(t^s s^\mu)P_{\mu}(t^p), \quad T_{\lambda\mu} = \delta_{\lambda\mu} s^{\frac{1}{2} \sum_i \lambda_i (\lambda_i - 1)} t^{\sum_i (i-1) \lambda_i},
\]

where \(\rho\) is the Weyl vector of \(\mathfrak{sl}(N)\). Here the parameters \((s,t)\) are identified by

\[
s = \exp\left( \frac{2\pi i}{k + \beta N} \right), \quad t = \exp\left( \frac{2\pi i \beta}{k + \beta N} \right),
\]

and \(s = t\) is the unrefined limit. Since the three-sphere can be obtained by identifying the boundaries of two solid tori by the modular \(S\)-transformation, the refined Chern-Simons invariants of the \((p,q)\) torus knot in \(S^3\) are then defined as

\[
\mathcal{W}^{p,q}_{\lambda,N}(s,t) := \langle \emptyset | SO^{p,q}_\lambda |\emptyset\rangle.
\]
by inserting the extra $S$-matrix. In fact, one can also define the refined invariants by using the $PSL(2,\mathbb{Z})$ action on DAHA [Che13, Che16]. In [GN15] it is proven that there exists a unique stable limit $\mathcal{W}_{\lambda}^{p,q}(a,s,t)$ for large $k$ and $N$ such that

$$\mathcal{W}_{\lambda,N}^{p,q}(a,s,t) = \mathcal{W}_{\lambda}^{p,q}(a = t^N, s, t) .$$

An illuminating example is the refined Chern-Simons invariant of the unknot that is expressed as

$$P^\star_{\lambda} := W_{\lambda}^{1,0}(a,s,t) = \prod_{\square \in \lambda} \frac{1}{a_{\square} \frac{s}{2} \left( t \frac{l_{\square}}{2} - \frac{l'_{\square}}{2} \right)} ,$$

where $a(\square)$ and $l(\square)$ are the arm and leg length of a box $\square$ in the Young diagram $\lambda$, and $a'(\square)$ and $l'(\square)$ are the dual arm and leg length. The $a = t^N$ specialization reduces to the Macdonald dimension

$$P^\star_{\lambda}(a = t^N, s, t) = P_{\lambda}(t^a) .$$

Defining “$\Gamma$-factors” as in [Sha13]

$$\Gamma_{\lambda|\mu, \nu}^{p,q} := \langle P_{\mu} | O_{\lambda}^{p,q} | P_{\nu} \rangle ,$$

the refined invariants of the $(p, q)$ torus knot can then be written as

$$\mathcal{W}_{\lambda}^{p,q}(a,s,t) := \sum_{\mu \in P_{p|\lambda}} \Gamma_{\lambda|\mu, \emptyset}^{p,q} P^\star_{\mu} . \quad (4.3)$$

When $(p, q) = (1, 0)$, the $\Gamma$-factors are indeed equal to the $(s, t)$-Littlewood-Richardson coefficients

$$\Gamma_{\lambda|\mu, \nu}^{(1,0)} = N_{\lambda \nu}^{\mu} . \quad (4.4)$$

In fact, in the case of an $(\ell, ml)$ torus link considered in [DDP18], it is easy to determine the $\Gamma$-factors

$$\mathcal{W}_{\lambda_1, \ldots, \lambda_\ell}^{\ell, ml} = \sum_{\mu \in P_{|\lambda_1|+\ldots+|\lambda_\ell|}} N_{\lambda_1, \ldots, \lambda_\ell}^{\mu} (T_{\mu \mu})^m P^\star_{\mu} , \quad (4.5)$$

which can be interpreted as the deformation of the formula

$$P_{\lambda_1} \cdots P_{\lambda_\ell} = \sum_{\mu \in P_{|\lambda_1|+\ldots+|\lambda_\ell|}} N_{\lambda_1, \ldots, \lambda_\ell}^{\mu} P_{\mu} ,$$

by the braiding operation with the $T$-matrix in (4.1). The equation (4.5) is the refined generalization [DBMM+13] of the Rosso-Jones formula.

However, it turns out that the refined generalization of the Rosso-Jones formula (1.7) cannot be applied to the case of the $(p, q)$ torus knot ($(p, q)$ are coprime) because the formula
is not symmetric under the exchange of \((p, q) \leftrightarrow (q, p)\)\(^{DBMM+13}\). This can be seen in (1.6) where the extra factor \(\gamma^\mu(s, t)\) is inserted. Therefore, in general, one has to determine the \(\Gamma\)-factors by the following recursion relation \(^{Sha13}\)

\[
T_{\mu\nu} \Gamma_{\lambda|\mu,\nu}^{(p,q)} = \Gamma_{\lambda|\mu,\nu}^{(p,q+p)} T_{\nu\nu} , \quad \sum_{\rho} S_{\mu\rho} \Gamma_{\lambda|\rho,\nu}^{(p,q)} = \sum_{\sigma} \Gamma_{\lambda|\mu,\sigma}^{(p,q)} S_{\sigma\nu} ,
\]

(4.6)

where the initial condition is given by (4.4).

There is an important property of refined Chern-Simons invariants. The formula (4.3) with (4.6) is valid even for negative integers \(p\) and \(q\). In fact, the change from \((p, q)\) to \((p, -q)\) is equivalent to the orientation reverse of the corresponding torus knot which amounts to

\[
W_{\lambda}^{p,-q}(a, s, t) = W_{\lambda}^{p,q}(a^{-1}, s^{-1}, t^{-1}) .
\]

In particular, the case of \(n \equiv 1 \text{ mod } m\) is related to that of \(n \equiv -1 \text{ mod } m\) via

\[
W_{\lambda}^{\ell,\ell k-1}(a, s, t) = W_{\lambda}^{\ell,-\ell k+1}(a^{-1}, s^{-1}, t^{-1}) .
\]

It is expected that this property would be related to analytic continuation discussed in §1.6.

For our purpose, we introduce \(SU(\infty)\) refined Chern-Simons invariants

\[
W_{\lambda}^{ref}(p, q; s, t) := a^{-\#} W_{\lambda}^{p,q}(a, s, t) \bigg|_{a=0} .
\]

Here \(\#\) is the minimum \(a\)-degree of the rational function \(W_{\lambda}^{p,q}(a, s, t)\) so that \(W_{\lambda}^{p,q}(s, t)\) is called bottom row of \(W_{\lambda}^{p,q}(a, s, t)\) in \(^{GGS13}\).

### 4.2 The formula for refined stable pairs

Based on the refined colored generalization \(^{DSV13, DHS12}\) of the conjecture of \(^{OS12, ORS18}\), the vertex \(V_{\lambda}^{(n,\ell)}(q, y)\) is expected to be related to \(W_{\lambda}^{ref}(\ell, (n - 2)\ell - 1; s, t)\) by a change of variables \(s = qy, t = qy^{-1}\), up to a normalization factor

\[
V_{\lambda}^{(n,\ell)}(q, y) = w_{\lambda}^{(n,\ell)}(s, t) W_{\lambda}^{ref}(\ell, (n - 2)\ell - 1; s, t) \bigg|_{s=qy, t=qy^{-1}} ,
\]

(4.7)

where \(w_{\lambda}^{(n,\ell)}(q, y)\) is a monomial in \((q, y)\). With the unrefined limit and the direction computations, we fix this normalization factor as

\[
w_{\lambda}^{(n,\ell)}(s, t) = h_{\lambda}(s, t)^{-n\ell(\ell-1)+2\ell^2-1} , \quad h_{\lambda}(s, t) = \prod_{\Box \in \Lambda} s^{a(\Box)} t^{-\ell(\Box)} .
\]
In conclusion, we conjecture that the refined stable pair theory of \( Y \) be given by an expression of the form

\[
Z_{PT}^{\text{ref}}(Y; q, y, x) = 1 + \sum_{|\lambda| > 0} L_{\lambda'}(q, y) g_{\lambda}(q, y) \left( -n\ell(\ell - 1) + 2r^{-1} - 2 \right) W_{\lambda}^\text{ref} \left( \ell, (n-2)\ell - 1; qy, qy^{-1} \right) x^{[\lambda]},
\]

with \( g_{\lambda}(q, y) = \lambda(qy, qy^{-1}) \).

This formula of refined stable pair invariants on \( Y \) admits refined Gopakumar-Vafa expansion. Indeed, as explained in detail in [CDP14], the connection to moduli spaces of twisted irregular Higgs bundles can be seen in the refined Gopakumar-Vafa expansion. From the viewpoint of string theory, the spectral correspondence identifies moduli spaces of D2-D0 BPS bound states on \( Y \) with moduli spaces of stable twisted irregular Higgs bundles. These spaces are expected to be independent of the D0-brane charges \( c \), and the moduli spaces are therefore denoted by \( H_{n,\ell,r} \) in \( \S 1.2 \). Moreover, on general grounds, the space of BPS states in string theory is expected to have an \( SU(2) \times SU(2) \) Lefschetz action [HST01]. As explained in [CDP14], for the type of local geometries considered here, only an \( SU(2) \times U(1) \) subgroup is manifest, which can be expressed by the perverse degree \( i \geq 1 \) and the cohomological degree \( j \geq 0 \) of \( Gr^P_i H^j(H_{n,\ell,r}) \). Consequently, we denote the perverse Poincaré polynomial of the moduli space by

\[
P_{n,\ell,r}(u, v) = \sum_{j,k} u^i (-v)^j \dim Gr^P_i H^j(H_{n,\ell,r}).
\]

All in all, the relation between geometry of \( H_{n,\ell,r} \) and refined stable pair on \( Y \) based on the spectral correspondence can be conjecturally summarized as

\[
\ln Z_{PT}^{\text{ref}}(Y; q, y, x) = -\sum_{s \geq 1} \sum_{r \geq 1} \frac{x^{sr} y^{sre(0,1,n,\ell)}(qy^{-1})^{sd(0,1,n,\ell,r)/2} P_{n,\ell,r}(q^{-s}y^{-s}, y^s)}{(1 - q^{-s}y^{-s})(1 - q^s y^{-s})}.
\]

where \( d(g, m, n, \ell, r) = 2 + r^2(mn\ell(\ell - 1) + 2(g - 1)\ell^2) \) is the dimension of \( H_{n,\ell,r} \) and

\[
e(g, m, n, \ell) = \frac{mn\ell(\ell - 1)}{2} + (g - 1)\ell^2.
\]

5 Poincaré polynomials via localization

The goal in this section is to test the refined conjecture (4.9) against localization computations of Poincaré polynomials of several moduli spaces of spectral sheaves. This will first require a few more details on the spectral construction in genus zero.
5.1 Genus zero base curves

Let \((X_1, X_2)\) be homogeneous coordinates on \(C = \mathbb{P}^1\) such that \(p\) is given by \(X_1 = 0\). Then \(M = K_C(np) \cong \mathcal{O}_C(kp)\) with \(k = n - 2\) is a toric surface with homogeneous coordinates \((X_1, X_2, Y)\) of degrees \((1, 1, k)\). In this case for each \(\ell \geq 1\) let \(\Sigma_0 \subset M\) be the divisor

\[ Y^\ell = X_1X_2^{k\ell - 1}. \]  

This curve is the unique spectral cover in the linear system \(\ell C_0\) which is preserved by the torus action \(\mathbb{C}^* \times M \to M\) scaling the homogeneous coordinates \((X_1, X_2, Y)\) with weights \((\ell, 0, 1)\).

Let \((u, z)\) be affine coordinates on the open subset \(U = \{X_2 \neq 0\}\) with

\[ u = X_2^{-k}Y, \quad z = X_2^{-1}X_1. \]

Let \((v, w)\) be affine coordinates on the open subset \(V = \{X_1 \neq 0\}\) with

\[ v = X_1^{-k}Y, \quad w = X_1^{-1}X_2. \]

The local equations of \(\Sigma_0\) in the two coordinate charts are respectively

\[ u^\ell = z \text{ on } U, \quad v^\ell = w^{k\ell - 1} \text{ on } V. \]

Hence \(\Sigma_0\) is a reduced irreducible curve with a unique singular point \(\sigma_0\) at \(Y = 0, X_2 = 0\).

Moreover, the reduced inverse image of \(p\) in \(\Sigma\) is the point \(q_0 \in \Sigma_0\) determined by \(Y = 0, X_1 = 0\). In local coordinates the torus action reads respectively

\[ \zeta \times (z, u) \mapsto (\zeta^\ell z, \zeta u) \text{ on } U, \]
\[ \zeta \times (v, w) \mapsto (\zeta^{1-k\ell}v, \zeta^{-\ell}w) \text{ on } V. \]  

Note that \(\Sigma_0\) is the scheme theoretic image of the map \(\mathbb{P}^1 \to M\) given in homogeneous coordinates by

\[ X_1 = T_1^\ell, \quad X_2 = T_2^\ell, \quad Y = T_1T_2^{k\ell - 1}. \]

The resulting map \(\nu : \mathbb{P}^1 \to \Sigma_0\) is the normalization of \(\Sigma_0\). The torus action lifts to the normalization such that \((T_1, T_2)\) have weights \((1, 0)\). Then the the map \(\nu\) is equivariant.

The torus action \((5.2)\) on \(M\) lifts to a torus action on each surface \(M_i\) in the sequence of blow-ups constructed in \(3.1\), which preserves the exceptional divisors, and the strict transforms \(\Sigma_i\). In particular, there is a torus action on the holomorphic symplectic surface \(S\) preserving the strict transform \(\Sigma_n\), which is isomorphic to \(\Sigma\). This configuration is shown in Figure 3. 
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Furthermore there is a canonical isomorphism $\rho_{n\ell}^{-1}(V) \simeq V$ where $V = \{X_1 \neq 0\} \subset M$ is the domain of the local coordinates $(v, w)$ on $M$. Therefore, $(v, w)$ can be used as local coordinates on $M_{n\ell}$ as well, and the distinction will be clear from the context. The local equation of $\Sigma_{n\ell}$ in $\rho_{n\ell}^{-1}(V)$ is
$$v^\ell = w^{k\ell-1},$$
and the singular point $\sigma_{n\ell} \in \Sigma_{n\ell}$ is at $v = w = 0$.

The self-intersection of $\Sigma_{n\ell}$ in $S$ is the $g = 0$, $m = 1$ specialization of (3.3)
$$(\Sigma_{n\ell})^2 = (n - 2)\ell^2 - n\ell,$$
while
$$\chi(O_{\Sigma_{n\ell}}) = -\frac{1}{2}\Sigma_{n\ell}(\Sigma_{n\ell} + K_S) = -\frac{1}{2}((n - 2)\ell^2 - n\ell) = \chi(O_{\Sigma_0})$$
since $K_S = 0$. Note also that $\Sigma_{n\ell}$ is Gorenstein with dualizing line bundle
$$\omega_{\Sigma_{n\ell}} \simeq O_S(\Sigma_{n\ell}) \otimes O_{\Sigma_{n\ell}} \simeq O_{\Sigma_{n\ell}}((n - 2)\ell^2 - n\ell)q_{n\ell},$$
where $q_{n\ell}$ is the transverse intersection point of $\Sigma_{n\ell}$ with $\Xi_{n\ell}$.

The Poincaré polynomial of the moduli space of spectral sheaves will be computed by localization with respect to (the lift of) the torus action (5.2). This action extends to a
torus action on the spectral surface $S$ with fixed points $S^T = \{\sigma_{nt}, q_{nt}\}$. Furthermore, any compactly supported pure dimension one sheaf $F$ on $S$ fixed under the torus action up to isomorphism must be set theoretically supported on $\Sigma_{nt}$. Therefore, classifying such objects requires detailed understanding of the local geometry of $\Sigma_{nt}$ and its infinitesimal neighborhood in $S$. For ease of exposition, the curve $\Sigma_{nt}$, the singular point $\sigma_{nt}$ and the point at infinity $q_{nt}$ will be denoted in the following by $\Sigma$, $\sigma$ and $q$, respectively.

### 5.2 Gluing construction

The main observation is that $\Sigma$ can be intrinsically constructed by gluing two affine schemes

$$
\mathcal{U} = \text{Spec}(S), \quad \mathcal{V} = \text{Spec}(R),
$$

where

$$
S = \mathbb{C}[s], \quad R = \mathbb{C}[t^\ell, t^{k\ell - 1}].
$$

Using the canonical ring inclusion $R \subset \mathbb{C}[t]$, any ideal in $\mathbb{C}[t]$ yields by intersection an ideal in $R$. Let $q \in \mathcal{U}$ be the closed point defined by $(s) \subset S$ and $\sigma \in \mathcal{V}$ be the closed point defined by $R \cap (t)$. The open subschemes $\mathcal{U} \setminus \{q\}$ and $\mathcal{V} \setminus \{\sigma\}$ are identified using the transition function $s = t^{-1}$.

The resulting curve $\Sigma$ admits a normalization $\nu : \tilde{\Sigma} \to \Sigma$ with $\tilde{\Sigma} = \mathbb{P}^1$, which can be also explicitly given in terms of local data. Let $\tilde{\mathcal{V}} = \text{Spec}(\tilde{R})$ with $\tilde{R} = \mathbb{C}[t]$. Then $\tilde{\Sigma}$ is obtained in the standard way by gluing $\mathcal{U}$ and $\tilde{\mathcal{V}}$ via the transition function $s = t^{-1}$. The projection $\nu : \tilde{\Sigma} \to \Sigma$ restricts to the identity on $\mathcal{U}$ while its restriction to $\mathcal{V}$ is determined by the natural injective morphism $R \hookrightarrow \tilde{R}$.

Let $\tilde{O}_\Sigma = \nu_* O_{\tilde{\Sigma}}$. This is a rank one torsion free sheaf on $\Sigma$. Moreover, for any integer $d \in \mathbb{Z}$, let $\tilde{O}_\Sigma(dq) = \tilde{O}_\Sigma \otimes O_{\tilde{\Sigma}}(dq)$. Then, $\tilde{O}_\Sigma(dq) \simeq \nu_* \tilde{O}_{\tilde{\Sigma}}(d\tilde{q})$, where $\tilde{q}$ is the point $t = 0$ in $\tilde{\Sigma}$. Then for any $d$ there is a canonical exact sequence

$$
0 \to O_{\Sigma}(dq) \to \tilde{O}_\Sigma(dq) \to T_\Sigma \to 0 \quad (5.3)
$$

where $T_\Sigma \simeq \tilde{O}_\Sigma/O_{\Sigma}$ is a zero-dimensional sheaf with set theoretic support $\{\sigma\}$. Note that each of these sheaves has a natural torus equivariant structure. For ease of exposition, the tensor product $R \otimes F$ between a torus representation and an equivariant sheaf $F$ will be denoted below by $RF$.

Since $\Sigma \subset S$ is a divisor in a smooth surface, it is Gorenstein and its dualizing line bundle is given by the adjunction formula

$$
\omega_\Sigma \simeq \omega_S \otimes O_\Sigma(\Sigma).
$$
Since $S$ is holomorphic symplectic, $\omega_S$ is isomorphic to the trivial line bundle. As an equivariant line bundle, there is an isomorphism

$$\omega_S \simeq T^\kappa \mathcal{O}_S$$

where $\kappa = (k+1)\ell - 1$. Moreover, the line bundle $\mathcal{O}_S(\Sigma)$ must carry a linearization $T^{-\ell(k\ell-1)}$ where $\ell(k\ell - 1)$ is the weight of the local defining equation of $\Sigma$. Then, equivariantly, $\omega_\Sigma$ is isomorphic to

$$\omega_\Sigma \simeq T^{\kappa-\ell(k\ell-1)}\mathcal{O}_\Sigma(2e) = T^{-2e-1}\mathcal{O}_\Sigma(2e)$$

where $e = \Sigma^2/2 = k\ell(\ell - 1)/2 - \ell$.

Some useful computations of cohomology and extension groups are recorded below. The proof reduces to straightforward computations by Čech cohomology and will be omitted.

• For any $d \in \mathbb{Z}$, there are isomorphisms

$$H^i(\Sigma, \tilde{\mathcal{O}}_\Sigma(dq)) \simeq H^i(\Sigma, \mathcal{O}_\Sigma(d\tilde{q}))$$

with $0 \leq i \leq 1$. In particular,

$$\chi(\tilde{\mathcal{O}}_\Sigma(dq)) = d + 1$$

for any $d \in \mathbb{Z}$. Using the exact sequence (5.3), this further yields

$$\chi(\mathcal{O}_\Sigma(dq)) = d + 1 - \chi(T_\Sigma).$$

• For any $d_1, d_2 \in \mathbb{Z}$

$$\text{Hom}_\Sigma(\tilde{\mathcal{O}}_\Sigma(d_1q), \tilde{\mathcal{O}}_\Sigma(d_2q)) \simeq H^0(\tilde{\Sigma}, \mathcal{O}_{\tilde{\Sigma}}((d_2 - d_1)\tilde{q})).$$

• For any two compactly supported torus equivariant sheaves $E_1, E_2$ on $S$ the equivariant $K$-theoretic Euler characteristic is defined by

$$\chi_S(E_1, E_2) = \sum_{i=0}^{2} (-1)^i \text{Ext}_S^i(E_1, E_2)$$

where the right hand side belongs to the representation ring of $T$.

For any two equivariant torsion free sheaves $E_1, E_2$ on $\Sigma$, extended by zero to $S$, Lemma B.1 yields

$$\chi_S(E_1, E_2) = \chi_\Sigma(E_1, E_2) + T^{-\kappa} \text{Ext}_\Sigma^0(E_2, E_1) - T^{-\ell(k\ell-1)} \text{Ext}_\Sigma^0(E_1, E_2),$$

where

$$\chi_\Sigma(E_1, E_2) = \text{Ext}_\Sigma^0(E_1, E_2) - \text{Ext}_\Sigma^1(E_1, E_2).$$
5.3 Cuspidal elliptic curves

Suppose $k = \ell = 2$ i.e. $\Sigma$ has a local singularity of the form $v^2 = w^3$. In this case

$$\omega_{\Sigma} \simeq T^{-1}O_{\Sigma}.$$ 

Then one can prove the following result.

**Lemma 5.1.** Suppose $F$ is a stable pure dimension one sheaf on $S$ with set theoretic support $\Sigma$. Then $F$ is scheme theoretically supported on $\Sigma$.

**Proof.** Let $\zeta \in H^0(S, O_{\Sigma}(\Sigma))$ be a defining section of $\Sigma$, as above. Then there is a morphism

$$\mathbf{1} \otimes \zeta : F \to F \otimes O_{\Sigma}(\Sigma) \simeq F.$$ 

Since $F$ is stable this morphism must be either identically zero or an isomorphism. Moreover, it cannot be an isomorphism because $\mathbf{1} \otimes \zeta$ has a nontrivial kernel, as $F$ is scheme theoretically supported on some thickening of $\Sigma$. Thus, $\mathbf{1} \otimes \zeta$ must be identically zero, proving the claim. \[\square\]

Since all stable pure dimension one sheaves on $S$ are in this case scheme theoretically supported on $\Sigma$, one can use the results of [RMGP09] to determine the torus fixed locus in the moduli space. Let $\Phi : D^b(\Sigma) \to D^b(\Sigma)$ be the Fourier-Mukai transform determined by the ideal sheaf of the diagonal in $\Sigma \times \Sigma$. Then, according to [RMGP09, Prop. 1.13], any stable rank $r$ torsion-free sheaf $F$ on $\Sigma$ with $\chi(F) = 1$ is WIT$_1$ with respect to $\Phi$ (i.e. its Fourier-Mukai transform is a complex consisting of a single sheaf of degree 1.) Let $\Phi^1(F)$ denote its image, which is a rank $(r-1)$ torsion free sheaf on $\Sigma$ with $\chi(\Phi^1(F)) = 1$. Moreover, [RMGP09, Thm. 1.20] proves that $F$ is stable if and only if $\Phi^1(F)$ is stable. Proceeding recursively one obtains an isomorphism

$$\varphi : M_{\Sigma}(1, 1) \simeq M_{\Sigma}(r, 1)$$

of moduli stacks of stable torsion-free sheaves on $\Sigma$, as in [RMGP09, Cor. 1.25]. This isomorphism is naturally equivariant with respect to the torus action so that it yields an isomorphism of fixed loci. This implies that for $r \geq 1$ there are only two fixed points in $M_{\Sigma}(r, 1)$, namely $F_1 = \varphi(O_{\Sigma}(q))$ and $F_2 = \varphi(\mathcal{O}_{\Sigma})$. Moreover, since the Fourier-Mukai transform is a derived equivalence, it preserves extension groups. Therefore, one can easily compute the tangent spaces to the coarse moduli space at $[F_1], [F_2]$, obtaining

$$T_{[F_1]} = T_{[F_2]} = T + T^{-6}.$$ 

This shows that the Poincaré polynomial of the coarse moduli space will be $P_{4,2,r}(v) = 1 + v^2$ for any $r \geq 1$. 
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5.4 Singular genus two curves

Let $k = 3$ and $\ell = 2$. Then the curve $\Sigma$ has a local singularity $v^2 = w^5$. In this case the normalization map reads locally $v = t^5$, $w = t^2$. Hence

$$R = \langle 1, t^2, t^4, t^5, t^6, \ldots \rangle$$

as a vector space over $\mathbb{C}$, and $\tilde{R}/R \simeq \langle t, t^3 \rangle$. Thus, $\mathcal{T}_\Sigma$ is isomorphic to $T\mathcal{O}_Z$ as an equivariant sheaf, where $Z \subset \Sigma$ is the closed subscheme of $\Sigma$ defined by the ideal $(v, w^2)$.

Let $\mathcal{E}$ be the rank one torsion free sheaf on $\Sigma$ such that

$$\Gamma(\mathcal{U}, \mathcal{E}) = \mathbb{C}[s], \quad \Gamma(\mathcal{V}, \mathcal{E}) = \langle 1, t^2, t^3, \ldots \rangle.$$ 

Then, any rank one sheaf fixed by the torus action must be isomorphic to one of the followings

$$T^a\mathcal{O}_\Sigma(dq), \quad T^a\tilde{\mathcal{O}}_\Sigma(dq), \quad T^a\mathcal{E}(dq), \quad (5.4)$$

for some $d \in \mathbb{Z}$, where $a \in \mathbb{Z}$ encodes the choice of a linearization.

The main goal of this section is to classify all stable pure dimension one sheaves $F$ on $S$ with $c_1(F) = 2\Sigma$ and $\chi(F) = 1$ which are fixed by the torus action up to isomorphism. Any such sheaf is set theoretically supported on $\Sigma$ and fits in an extension

$$0 \to F_1 \to F \to F_2 \to 0 \quad (5.5)$$

on $S$, where $F_1, F_2$ are isomorphic to one of the sheaves listed in (5.4). Using scaling gauge transformations, one can choose the linearization $a = 0$ for $F_1$ without loss of generality. Thus, there is only one discrete parameter $a \in \mathbb{Z}$ encoding the linearization of $F_2$. Furthermore, an extension class associated to (5.5) must belong to the weight zero part of $\text{Ext}^1_S(F_2, F_1)$. This yields nine possible cases, each such case splitting into several subcases depending on the values of $a$ for $F_2$. In all these cases, stability requires $\chi(F_1) \leq 0$, $\chi(F_2) \geq 1$, and that the extension class be nontrivial. Moreover, in order to avoid redundancy, in all cases where $F$ is scheme theoretically supported on $\Sigma$, it will be assumed by construction that $F_1$ is a maximal torsion free subsheaf as in Lemma A.4.

Lemmas B.1, B.3, 5.2, A.5 yield a complete classification of all such fixed points, although the argument is rather involved. One has to first prove some structure results for the extension group $\text{Ext}^1_S(F_2, F_1)$.

**Lemma 5.2.** Suppose $F_1, F_2$ are isomorphic to either $\tilde{\mathcal{O}}(dq)$ or $\mathcal{E}(dq)$, $d \in \mathbb{Z}$ up to linearization, and

$$\chi(F_1) + \chi(F_2) = 1, \quad \chi(F_1) \leq 0.$$
Then there is an isomorphism

\[ \text{Ext}^1_S(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1). \]

**Proof.** As shown in Lemma [B.1], there is an exact sequence

\[
0 \to \text{Ext}^1_{\Sigma}(F_2, F_1) \to \text{Ext}^1_S(F_2, F_1) \to \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \\
\to \text{Ext}^2_{\Sigma}(F_2, F_1) \to \text{Ext}^2_S(F_2, F_1) \to \text{Ext}^1_{\Sigma}(F_2, F_1(\Sigma)) \\
\to \text{Ext}^3_{\Sigma}(F_2, F_1) \to 0.
\]

Moreover,

\[ \text{Ext}^2_S(F_2, F_1) \simeq \text{Ext}^0_{\Sigma}(F_1, F_2)^\vee \]

by Serre duality on \( S \), and

\[ \text{Ext}^0_S(F_2, F_1) \simeq \text{Ext}^0_{\Sigma}(F_2, F_1) \]

since \( F_1, F_2 \) are scheme theoretically supported on \( \Sigma \). The idea is to prove that the first map from the left is an isomorphism while the second is identically zero by dimension counting. This is clearly the case if \( \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) = 0 \). Suppose

\[ \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \simeq \text{Ext}^0_{\Sigma}(F_2, F_1(2q)) \]

is nonzero. This implies \( \chi(F_1) + 2 \geq \chi(F_2) \), hence \( \chi(F_1) \geq -1/2 \) since \( \chi(F_2) = 1 - \chi(F_1) \). Since \( \chi(F_1) \leq 0 \) by assumption, this implies

\[ \chi(F_1) = 0, \quad \chi(F_2) = 1. \]

This yields four cases:

\begin{align*}
(a) & \quad F_1 \simeq \tilde{\mathcal{O}}_{\Sigma}(-q), \quad F_2 \simeq \tilde{\mathcal{O}}_{\Sigma}, \\
(b) & \quad F_1 \simeq \tilde{\mathcal{O}}_{\Sigma}(-q), \quad F_2 \simeq \mathcal{E}(q), \\
(c) & \quad F_1 \simeq \mathcal{E}, \quad F_2 \simeq \tilde{\mathcal{O}}_{\Sigma}, \\
(d) & \quad F_1 \simeq \mathcal{E}, \quad F_2 \simeq \mathcal{E}(q).
\end{align*}

Using the Ext group computations in Appendix [B.4] it is then straightforward to prove the claim by dimension counting. For example, in case (a), computations in [B.3] show

\[ \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \simeq \text{Ext}^0_{\Sigma}(F_2, F_1(2q)) = \text{Ext}^0_{\Sigma}(\tilde{\mathcal{O}}_{\Sigma}, \tilde{\mathcal{O}}_{\Sigma}(q)) = 1 + T \]

is two-dimensional. At the same time, one can read off from (B.3)

\[ \text{Ext}^1_{\Sigma}(F_2, F_1(\Sigma)) \simeq \text{Ext}^1_{\Sigma}(\tilde{\mathcal{O}}_{\Sigma}, \tilde{\mathcal{O}}_{\Sigma}(q)) = T^{-5}(1 + T + T^2 + T^3) \]
\[ \text{Ext}_\Sigma^3(F_2, F_1) = \text{Ext}_\Sigma^3(\tilde{O}_\Sigma, \tilde{O}_\Sigma(-q)) = T^{-15}(1 + T + T^2 + T^3) \]

are both four-dimensional. Therefore, the last morphism in the above exact sequence must be an isomorphism. Next,

\[ \text{Ext}_\Sigma^2(F_2, F_1) = \text{Ext}_\Sigma^2(\tilde{O}_\Sigma, \tilde{O}_\Sigma(-q)) = T^{-10}(1 + T + T^2 + T^3) \]

is four-dimensional and, by Serre duality on \(\Sigma\),

\[ \text{Ext}_\Sigma^2(F_2, F_1) = \text{Ext}_\Sigma^2(\tilde{O}_\Sigma, \tilde{O}_\Sigma(-q)) \simeq T^{-7}\text{Ext}_\Sigma^0(\tilde{O}_\Sigma(-q), \tilde{O}_\Sigma)^\vee = T^{-7}(1 + T) \]

is two-dimensional. This implies that the first map must be an isomorphism by dimension counting. In conclusion \(F\) must indeed be scheme theoretically supported on \(\Sigma\).

The remaining three cases are entirely analogous.

\[ \square \]

Next suppose that at least one of \(F_1, F_2\) is locally free on \(\Sigma\). Then Lemma B.1 yields a short exact sequence

\[ 0 \to \text{Ext}_\Sigma^1(F_2, F_1) \to \text{Ext}_\Sigma^1(F_2, F_1) \to \text{Ext}_\Sigma^0(F_2, F_1(\Sigma)) \to 0 , \]

where

\[ \text{Ext}_\Sigma^1(F_2, F_1) = \sum_{w \in W_1(F_1, F_2)} m_w T^w, \quad \text{Ext}_\Sigma^0(F_2, F_1(\Sigma)) = \sum_{w \in W_0(F_1, F_2)} n_w T^w. \]

Then the main observation is

**Lemma 5.3.** There is no overlap, \(W_0(F_1, F_2) \cap W_1(F_1, F_2) = \emptyset\).

**Proof.** Since at least one of \(F_1, F_2\) is locally free by assumption, Serre duality on \(\Sigma\) yields an isomorphism

\[ \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^3\text{Ext}_\Sigma^0(F_1, F_2(2q))^{\vee}. \]

Moreover,

\[ \text{Ext}_\Sigma^0(F_2, F_1(\Sigma)) \simeq T^{-10}\text{Ext}_\Sigma^0(F_2, F_1(2q)). \]

Suppose that \(F_1\) is locally free and then there is a natural pairing

\[ \text{Ext}_\Sigma^0(F_2, F_1(2q)) \times \text{Ext}_\Sigma^0(F_1, F_2(2q)) \to \text{Ext}_\Sigma^0(F_1, F_1(4q)) \]

given by \((f_2, f_1) \mapsto (f_2 \otimes 1_{\mathcal{O}_\Sigma(2q)} \circ f_1)\). Since \(F_1\) is invertible

\[ \text{Ext}_\Sigma^0(F_1, F_1(4q)) \simeq H^0(\mathcal{O}_\Sigma(4q)) = 1 + T^2 + T^4. \]
Therefore, if $f_1, f_2$ are homogeneous elements of weights $\alpha_1, \alpha_2$, it follows that $\alpha_1 + \alpha_2 \in \{0, 2, 4\}$. At the same time, they correspond to elements of weights

$$w_1 = 3 - a - \alpha_1, \quad w_2 = -10 - a + \alpha_2,$$

yielding

$$w_2 - w_1 = -13 + \alpha_1 + \alpha_2 \neq 0.$$ 

If $F_2$ is locally free, the proof is analogous.

In conclusion, if at least one of $F_1, F_2$ is locally free, there is an equivariant splitting

$$\text{Ext}^1_S(F_2, F_1) \simeq \text{Ext}^1_S(F_2, F_1) \oplus \text{Ext}^0_S(F_2, F_1(\Sigma)).$$

The first term parametrizes extensions $F$ scheme theoretically supported on $\Sigma$, while the second parametrizes extensions $F$ with scheme theoretic support on $2\Sigma$. If both $F_1, F_2$ are not locally free, and $\chi(F_1) = 1 - \chi(F_2) \leq 0$, there is an isomorphism

$$\text{Ext}^1_S(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1).$$

In particular, in this case, all extensions $F$ are scheme theoretically supported on $\Sigma$. As stated above, whenever $F$ is scheme theoretically supported on $\Sigma$, it will be assumed by construction that $F_1$ is a maximal subsheaf as in Lemma A.4 by construction. Therefore, according to Lemma A.5 one has

$$\dim \text{Hom}_\Sigma(F_1, F_2) \leq 3. \quad (5.6)$$

This yields strong conditions on $\chi(F_1)$, confining it to a finite set of values. If $F$ is scheme theoretically supported on $2\Sigma$, one has

$$\dim \text{Hom}_\Sigma(F_2, F_1(2q)) \geq 1, \quad (5.7)$$

which yields again a finite set of possible values for $\chi(F_1)$.

Now let

$$\text{Ext}^1_S(F_2, F_1) \simeq \sum_{w \in W(F_1, F_2)} m_w T^w$$

be the character decomposition of the extension group, where the sum is finite and $m_w \geq 0$ are multiplicities assigned to each character. Then the allowed values of the linearization of $F_2$ are $a \in \{-w \mid w \in W(F_1, F_2)\}$. Given a fixed pair $(F_1, F_2)$ for each $a = -w$ there is an $m_w$-dimensional family of equivariant extensions. Furthermore Lemma B.3 provides a
necessary and sufficient criterion for stability. An important issue to keep in mind is that different extensions of the form \((5.5)\) can in general yield isomorphic sheaves \(F\). All such isomorphisms must be identified in order to obtain an accurate classification of the fixed points. Finally, in each case, the equivariant tangent space \(T_{[F]} \simeq \text{Ext}^1_S(F, F)\) to the moduli space is computed using Lemma \[B.1\] .

To summarize, the classification algorithm is as follows.

**Step 1.** Pick a pair \((F_1, F_2)\) from the list \((5.4)\) such that \(\chi(F_1) = 1 - \chi(F_2) \leq 0\). Compute the character decomposition of \(\text{Ext}^1_S(F_2, F_1)\). Let \(w \in W(F_1, F_2)\) be a weight occurring in this decomposition. If \(w\) belongs to \(\text{Ext}^1_S(F_2, F_1(\Sigma))\), the condition \((5.6)\) yields a finite set of invariants \((d_1, d_2)\). If \(w\) belongs to \(\text{Ext}^0_S(F_2, F_1(\Sigma))\), the condition \((5.7)\) yields a finite set of invariants \((d_1, d_2)\). Therefore, for a fixed \(w\), one obtains a finite set of \(m_w\)-dimensional families of torus invariant extensions. This step is straightforward, but very tedious, hence the details will be omitted.

**Step 2.** For all the resulting extensions one has to check stability using Lemma \[B.3\] . This requires the extension class to be nontrivial, and forbids the existence of nontrivial subsheaves \(F'_2 \subset F_2\) with \(\chi(F'_2) \geq 1\) such that the extension class corresponding to \(F\) is in the kernel of the natural map

\[
\text{Ext}^1_S(F_2, F_1) \rightarrow \text{Ext}^1_S(F'_2, F_1).
\]

Moreover, as observed below Lemma \[B.4\] it suffices to consider subsheaves \(F'_2 \subset F_2\) which are themselves fixed by the torus action. Thus, \(F'_2\) must be isomorphic to one of the rank one sheaves on \(\Sigma\) listed in \((5.4)\).

Similarly, if \(F\) is scheme theoretically supported on \(\Sigma\), one also has to check that \(F_1\) is a maximal subsheaf as in Lemma \[A.4\] . This forbids the existence of nontrivial subsheaves \(F'_2 \subset F_2\) with \(\chi(F'_2) > \chi(F_1)\) such that the extension class corresponding to \(F\) is in the kernel of the natural map

\[
\text{Ext}^1_S(F_2, F_1) \rightarrow \text{Ext}^1_S(F'_2, F_1).
\]

This is again straightforward though fairly tedious.

For illustration, let us first consider the case \(F_1 = \mathcal{E}_\Sigma(-q)\), \(F_2 = T^a \mathcal{E}_\Sigma(2q)\). Using the computations in Appendix \[B.4\] the local to global spectral sequence yields an exact sequence

\[
0 \rightarrow H^1(\mathcal{E}xt^0_S(\mathcal{E}_\Sigma(2q), \mathcal{E}_\Sigma(-q))) \rightarrow \text{Ext}^1_S(\mathcal{E}_\Sigma(2q), \mathcal{E}_\Sigma(-q)) \rightarrow H^0(\mathcal{E}xt^1_S(\mathcal{E}_\Sigma(2q), \mathcal{E}_\Sigma(-q))) \rightarrow 0
\]

where

\[
H^1(\mathcal{E}xt^0_S(\mathcal{E}_\Sigma(2q), \mathcal{E}_\Sigma(-q))) = T^{-2} + T^{-1} + T, \quad H^0(\mathcal{E}xt^1_S(\mathcal{E}_\Sigma(2q), \mathcal{E}_\Sigma(-q))) = T^{-5} + T^{-2}.
\]
Note also that there is a unique injective morphism \( f : O_{\Sigma}(2q) \to \mathcal{E}_{\Sigma}(2q) \) given locally by
\[
1 \mapsto 1, \quad s^{-2} \mapsto s^{-2}.
\]
Moreover, the local to global spectral sequence yields an isomorphism
\[
H^1(\mathcal{E}xt^0_{\Sigma}(O_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q))) \sim \text{Ext}^1_{\Sigma}(O_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q))
\]
where
\[
H^1(\mathcal{E}xt^0_{\Sigma}(O_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q))) = T^{-2} + T^{-1} + T.
\]
Since the local to global spectral sequence is functorial, the pull-back \( f^* : \text{Ext}^1_{\Sigma}(\mathcal{E}_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q)) \to \text{Ext}^1_{\Sigma}(O_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q)) \) restricts to an isomorphism
\[
H^1(\mathcal{E}xt^0_{\Sigma}(\mathcal{E}_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q))) \sim H^1(\mathcal{E}xt^0_{\Sigma}(O_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q))).
\]
This yields an equivariant splitting
\[
\text{Ext}^1_{\Sigma}(\mathcal{E}_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q)) \simeq H^1(\mathcal{E}xt^0_{\Sigma}(\mathcal{E}_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q))) \oplus H^0(\mathcal{E}xt^1_{\Sigma}(\mathcal{E}_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q)))
\]
\[
\simeq H^1(\mathcal{E}xt^0_{\Sigma}(O_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q))) \oplus H^0(\mathcal{E}xt^1_{\Sigma}(O_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q)))
\]
\[
= (T^{-2} + T^{-1} + T) + (T^{-5} + T^{-2})
\]
Let \( \varphi_1, \varphi_2 \) respectively denote the projections onto the two summands.

Next, for torus fixed extensions, one must have \( a \in \{-5, -2, -1, 1\} \). Moreover, a necessary condition for stability is \( \varphi_1(\epsilon) \neq 0 \) for an extension class \( \epsilon \in \text{Ext}^1_{\Sigma}(\mathcal{E}_{\Sigma}(2q), \mathcal{E}_{\Sigma}(-q)) \).

Otherwise \( O_{\Sigma}(2q) \) is a destabilizing subsheaf of \( F \). This rules out \( a = -5 \).

Similarly, there is a unique injection \( \iota : \tilde{O}_{\Sigma} \hookrightarrow \mathcal{E}_{\Sigma}(2q) \),
\[
(1, t) \mapsto (t^2, t^3), \quad 1 \mapsto s^{-2}.
\]
At the same time, there is an exact sequence
\[
0 \to H^1(\mathcal{E}xt^0_{\Sigma}(\tilde{O}_{\Sigma}, \mathcal{E}_{\Sigma}(-q))) \to \text{Ext}^1_{\Sigma}(\tilde{O}_{\Sigma}, \mathcal{E}_{\Sigma}(-q)) \to H^0(\mathcal{E}xt^1_{\Sigma}(\tilde{O}_{\Sigma}, \mathcal{E}_{\Sigma}(-q))) \to 0,
\]
where
\[
H^1(\mathcal{E}xt^0_{\Sigma}(\tilde{O}_{\Sigma}, \mathcal{E}_{\Sigma}(-q))) = 1 + T, \quad H^0(\mathcal{E}xt^1_{\Sigma}(\tilde{O}_{\Sigma}, \mathcal{E}_{\Sigma}(-q))) = T^{-3} + T^{-2}.
\]
This destabilizes \( a = 1 \), leaving \( a = -2 \), in which there is two-parameter family of extensions, and \( a = -1 \) where there is one-parameter family. However, we have
\[
\text{Ext}^0_{\Sigma}(\mathcal{E}_{\Sigma}(2q)) = 1 + T^2.
\]
The two generators \( f_i : \mathcal{E}_\Sigma \to \mathcal{E}_\Sigma(2q) \) are locally given by

\[
\begin{align*}
  f_1 : & \quad (1, t^3) \mapsto (1, t^3), \quad 1 \mapsto 1, \\
  f_2 : & \quad (1, t^3) \mapsto (t^2, t^5), \quad 1 \mapsto s^{-2},
\end{align*}
\]
respectively. At the same time, there is an exact sequence

\[
0 \to H^1(\mathcal{E}xt^0_\Sigma(\mathcal{E}_\Sigma, \mathcal{E}_\Sigma(-q))) \to \operatorname{Ext}^1_\Sigma(\mathcal{E}_\Sigma, \mathcal{E}_\Sigma(-q)) \to H^0(\mathcal{E}xt^1_\Sigma(\mathcal{E}_\Sigma, \mathcal{E}_\Sigma(-q))) \to 0,
\]
where

\[
H^1(\mathcal{E}xt^0_\Sigma(\mathcal{E}_\Sigma, \mathcal{E}_\Sigma(-q))) = T,
\]
and

\[
H^0(\mathcal{E}xt^1_\Sigma(\mathcal{E}_\Sigma, \mathcal{E}_\Sigma(-q))) = T^{-5} + T^{-2}.
\]
For \( a = -1 \) one has \( f_1^* \epsilon = 0 \). Hence \( f_1 \) lifts to an injection \( \mathcal{E} \hookrightarrow F \), contradicting the maximality of \( \mathcal{E}_\Sigma(-q) \subset F \). For \( a = -2 \) one has \( f_2^* \epsilon = 0 \), leading again to a similar contradiction. In conclusion this case is entirely ruled out.

As a second example, we consider the case \( F_1 = \mathcal{O}_\Sigma, F_2 = T^a \mathcal{O}_\Sigma(q) \). Since \( F_1 \) is locally free on \( \Sigma \), Lemma \([3.1]\) yields an exact sequence

\[
0 \to \operatorname{Ext}^1_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma) \to \operatorname{Ext}^1_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma(q)) \to \operatorname{Ext}^0_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma(\Sigma)) \to 0.
\]
Since \( \mathcal{O}_\Sigma(\Sigma) \simeq T^{-10} \mathcal{O}_\Sigma(2q) \), one has \( \operatorname{Ext}^0_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma(\Sigma)) = 0 \). Moreover, using Serre duality, we have

\[
\operatorname{Ext}^1_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma(q)) \simeq \operatorname{Ext}^0_\Sigma(\mathcal{O}_\Sigma, \mathcal{O}_\Sigma(\Sigma))^\vee.
\]
Because of \( \omega_\Sigma \simeq T^{-3} \mathcal{O}_\Sigma(2q) \) as an equivariant line bundle, one obtains

\[
\operatorname{Ext}^1_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma(q)) \simeq \operatorname{Ext}^0_\Sigma(\mathcal{O}_\Sigma, \mathcal{O}_\Sigma(q))^\vee = 1 + T + T^2 + T^3.
\]
Therefore, \( a \in \{0, 1, 2, 3\} \) and all extensions are scheme theoretically supported on \( \Sigma \).

The next observation is that cases \( a \in \{0, 2, 3\} \) are unstable. There are two injective morphisms \( f_i : \mathcal{O}_\Sigma \to \mathcal{O}_\Sigma(q) \) given locally by

\[
\begin{align*}
  f_1 : & \quad (1, t) \mapsto (1, t) \quad 1 \mapsto 1, \\
  f_2 : & \quad (1, t) \mapsto (t, t^2) \quad 1 \mapsto s^{-1}.
\end{align*}
\]
Moreover, by Serre duality,

\[
\operatorname{Ext}^1_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma(q)) \simeq \operatorname{Ext}^0_\Sigma(\mathcal{O}_\Sigma, \mathcal{O}_\Sigma(q))^\vee = T + T^2 + T^3.
\]
Thus, given an extension class $\epsilon \in \text{Ext}^1_\Sigma(\mathcal{O}_\Sigma(q), \mathcal{O}_\Sigma)$, one has $f_1^*\epsilon = 0$ for $a = 0$ while one obtains $f_2^*\epsilon = 0$ for $a = 3$. In both cases the injection $\mathcal{O}_\Sigma \hookrightarrow \mathcal{O}_\Sigma(q)$ lifts to $F$, destabilizing it. The case $a = 2$ is similarly destabilized by the morphism $f : \mathcal{E}_\Sigma(q) \to \mathcal{O}_\Sigma(q)$ given locally by

$$(1, t^3) \mapsto (1, t^3), \quad 1 \mapsto 1.$$

Similarly, one can check that the remaining case, $a = 1$, is stable by testing against all possible equivariant rank one subsheaves as in Lemma [B.4]. However, this case violates the maximality condition on $F_1$. Let $f : \mathcal{O}_\Sigma(q) \to \mathcal{O}_\Sigma(q)$ be locally given by

$$(1, t) \mapsto (1, t) \quad 1 \mapsto 1.$$

Then for $a = 1$ one has $f^*\epsilon = 0$, and hence $\mathcal{O}_\Sigma(q)$ is a subobject of $F$.

Proceeding in complete analogy, one is left with the following cases. Let us define the Morse index of a fixed point as the dimension of the positive weight summand of the tangent space at a fixed point. This corresponds to counting Betti numbers for compactly supported cohomology.

**Morse index 0**

(0.1) $F_1 \simeq \mathcal{O}_\Sigma(-q)$, $F_2 \simeq T^a \mathcal{O}_\Sigma$, $\text{Ext}_\Sigma^1(F_2, F_1) \simeq \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^{-a}T^{-5}(T^{-1} + T^{-2} + T^{-3} + T^{-4})$, $a = -2$.

$$\mathcal{T}_{[F]} = 2T^{-2} + 3T^{-3} + 3T^{-4} + 2T^{-5}.$$

(0.2) $F_1 \simeq \mathcal{O}_\Sigma(-q)$, $F_2 \simeq T^a \mathcal{E}_\Sigma(q)$, $\text{Ext}_\Sigma^1(F_2, F_1) \simeq \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^{-a}(T^{-5} + T^{-4} + T^{-1})$, $a = -1$.

$$\mathcal{T}_{[F]} = 2T^{-2} + 3T^{-3} + 3T^{-4} + 2T^{-5}.$$

**Morse index 1**

(1.1) $F_1 \simeq \mathcal{O}_\Sigma(-q)$, $F_2 \simeq T^a \mathcal{O}_\Sigma$, $\text{Ext}_\Sigma^1(F_2, F_1) \simeq \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^{-a}T^{-5}(T^{-1} + T^{-2} + T^{-3} + T^{-4})$, $a = -3$.

$$\mathcal{T}_{[F]} = T + T^{-1} + 2T^{-2} + T^{-3} + T^{-4} + 2T^{-5} + T^{-6} + T^{-8}.$$

(1.2) $F_1 \simeq \mathcal{E}_\Sigma$, $F_2 \simeq T^a \mathcal{E}_\Sigma(q)$, $\text{Ext}_\Sigma^1(F_2, F_1) \simeq \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^{-a}(T^{-5}(1 + T^3) + T)$, $a = 1$.

$$\mathcal{T}_{[F]} = T + T^{-1} + 2T^{-2} + T^{-3} + T^{-4} + 2T^{-5} + T^{-6} + T^{-8}.$$

**Morse index 2**

(2.1) $F_1 \simeq \mathcal{O}_\Sigma(q)$, $F_2 \simeq T^a \mathcal{O}_\Sigma$, $\text{Ext}_\Sigma^1(F_2, F_1) \simeq \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^{3-a}(1 + T^{-1})$, $a = 3$.

$$\mathcal{T}_{[F]} = T^3 + T + T^{-1} + T^{-2} + T^{-3} + T^{-4} + T^{-5} + T^{-6} + T^{-8} + T^{-10}.$$
(2.2) \( F_1 \simeq \tilde{O}_\Sigma(-q), \ F_2 \simeq T^aO_\Sigma(2q), \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{3-a}(T^{-4} + T^{-5}), \ a = -1. \)

\[ \mathcal{T}_{[F]} = T^3 + T + T^{-1} + T^{-2} + T^{-3} + T^{-4} + T^{-5} + T^{-6} + T^{-8} + T^{-10}. \]

(2.3) \( F_1 \simeq \tilde{O}_\Sigma(-q), \ F_2 \simeq T^aE_\Sigma(q), \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{-a}(T^{-5} + T^{-4} + T^{-1}), \ a = -4. \)

\[ \mathcal{T}_{[F]} = T^3 + T + T^{-1} + T^{-2} + T^{-3} + T^{-4} + T^{-5} + T^{-6} + T^{-8} + T^{-10}. \]

(2.4) \( F_1 \simeq \tilde{O}_\Sigma(-q), \ F_2 \simeq T^a\tilde{O}_\Sigma, \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{-a}T^{-5}(T^{-1} + T^{-2} + T^{-3} + T^{-4}), \ a = -4. \)

\[ \mathcal{T}_{[F]} = T^2 + T + T^{-1} + 2T^{-2} + 2T^{-5} + T^{-6} + T^{-8} + T^{-9}. \]

**Morse index 3**

(3.1) \( F_1 \simeq \tilde{O}_\Sigma(-q), \ F_2 \simeq T^a\tilde{O}_\Sigma, \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{-a}(T^{-1} + T^{-2} + T^{-3} + T^{-4}), \ a = -5. \)

\[ \mathcal{T}_{[F]} = T^3 + T^2 + T + T^{-2} + T^{-3} + T^{-4} + T^{-5} + T^{-8} + T^{-9} + T^{-10}. \]

(3.2) \( F_1 \simeq O_\Sigma(q), \ F_2 \simeq T^a\tilde{O}_\Sigma, \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{3-a}(1 + T^{-1}), \ a = 2. \)

\[ \mathcal{T}_{[F]} = T^3 + 2T + T^{-2} + T^{-3} + T^{-4} + T^{-5} + 2T^{-8} + T^{-10}. \]

(3.3) \( F_1 \simeq \tilde{O}_\Sigma(-q), \ F_2 \simeq T^aO_\Sigma(2q), \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{-3-a}(T^{-4} + T^{-5}), \ a = -2. \)

\[ \mathcal{T}_{[F]} = T^3 + 2T + T^{-2} + T^{-3} + T^{-4} + T^{-5} + 2T^{-8} + T^{-10}. \]

(3.4) \( F_1 \simeq E_\Sigma, \ F_2 \simeq T^aE_\Sigma(q), \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{-a}(T^{-5} + T^{-2} + T), \ a = -2. \)

\[ \mathcal{T}_{[F]} = T^3 + 2T + T^{-2} + T^{-3} + T^{-4} + T^{-5} + 2T^{-8} + T^{-10}. \]

(3.5) \( F_1 \simeq O_\Sigma(q), \ F_2 \simeq T^aE_\Sigma(q), \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq \text{Ext}^1_\Sigma(F_2, F_1) + \text{Ext}^0_\Sigma(F_2, F_1(\Sigma)) \simeq T^{3-a}(1 + T^{-2}) + T^{-8-a}, \ a = 3 \)

\[ \mathcal{T}_{[F]} = T^4 + 2T + 2T^{-2} + 2T^{-5} + 2T^{-8} + T^{-11}. \]

(3.6) \( F_1 \simeq \tilde{O}_\Sigma(-q), \ F_2 \simeq T^aE_\Sigma(q), \ \text{Ext}^1_\Sigma(F_2, F_1) \simeq \text{Ext}^1_\Sigma(F_2, F_1) \simeq T^{-a}(T^{-5} + T^{-4} + T^{-1}), \ a = -5. \)

\[ \mathcal{T}_{[F]} = T^4 + 2T + 2T^{-2} + 2T^{-5} + 2T^{-8} + T^{-11}. \]
(3.7) $F_1 \simeq \mathcal{E}_\Sigma$, $F_2 \simeq T^a \mathcal{O}_\Sigma$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) \simeq T^{-a}(T^{-3} + T^{-2} + T)$, $a = -3$.

\[ \mathcal{T}[F] = T^4 + 2T + 2T^{-2} + 2T^{-5} + 2T^{-8} + T^{-11}. \]

(3.8) $F_1 \simeq \mathcal{E}_\Sigma$, $F_2 \simeq T^a \mathcal{O}_\Sigma(2q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) \simeq T^{3-a}(T^{-2} + T^{-4})$, $a = 1$.

\[ \mathcal{T}[F] = T^4 + 2T + 2T^{-2} + 2T^{-5} + 2T^{-8} + T^{-11}. \]

**Morse index 4**

(4.1) $F_1 \simeq \mathcal{O}_\Sigma(q)$, $F_2 \simeq T^a \mathcal{O}_\Sigma(2q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) + \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \simeq T^{3-a}(1 + T^{-2}) + T^{-10-a}$, $a = 3$

\[ \mathcal{T}[F] = T^6 + T^3 + 2T + T^{-2} + T^{-5} + 2T^{-8} + T^{-10} + T^{-13}. \]

(4.2) $F_1 \simeq \mathcal{O}_\Sigma(q)$, $F_2 \simeq T^a \mathcal{E}_\Sigma(q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) + \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \simeq T^{3-a}(1 + T^{-2}) + T^{-8-a}$, $a = 1$

\[ \mathcal{T}[F] = T^3 + 2T^2 + T + T^{-2} + T^{-5} + T^{-8} + 2T^{-9} + T^{-10}. \]

(4.3) $F_1 \simeq \mathcal{O}_\Sigma(q)$, $F_2 \simeq T^a \mathcal{E}_\Sigma(q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) + \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \simeq T^{3-a}(1 + T^{-2}) + T^{-8-a}$, $a = -8$

\[ \mathcal{T}[F] = T^{11} + T^9 + T^3 + T + T^{-2} + T^{-5} + T^{-10} + T^{-16} + T^{-18}. \]

(4.4) $F_1 \simeq \mathcal{E}_\Sigma$, $F_2 \simeq T^a \mathcal{E}_\Sigma(q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) \simeq T^{-a}(T^{-5}(1+T^3)+T)$, $a = -5$

\[ \mathcal{T}[F] = T^6 + T^3 + 2T + T^{-2} + T^{-5} + 2T^{-8} + T^{-10} + T^{-13}. \]

(4.5) $F_1 \simeq \mathcal{E}_\Sigma$, $F_2 \simeq T^a \mathcal{O}_\Sigma(2q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) \simeq T^{3-a}(T^{-2} + T^{-4})$, $a = -1$

\[ \mathcal{T}[F] = T^3 + 2T^2 + T + T^{-2} + T^{-5} + T^{-8} + 2T^{-9} + T^{-10}. \]

**Morse index 5**

(5.1) $F_1 \simeq \mathcal{O}_\Sigma(q)$, $F_2 \simeq T^a \mathcal{O}_\Sigma(2q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) + \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \simeq T^{3-a}(1 + T^{-2}) + T^{-10-a}$, $a = 1$

\[ \mathcal{T}[F] = T^4 + 2T^3 + T^2 + T + T^{-8} + T^{-9} + 2T^{-10} + T^{-11}. \]

(5.2) $F_1 \simeq \mathcal{O}_\Sigma(q)$, $F_2 \simeq T^a \mathcal{O}_\Sigma(2q)$, $\text{Ext}^1_{\Sigma}(F_2, F_1) \simeq \text{Ext}^1_{\Sigma}(F_2, F_1) + \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \simeq T^{3-a}(1 + T^{-2}) + T^{-10-a}$, $a = -10$

\[ \mathcal{T}[F] = T^{13} + T^{11} + T^3 + 2T + 2T^{-8} + T^{-10} + T^{-18} + T^{-20}. \]
**Step 3.** Finally, one has to find all isomorphisms between stable sheaves $F$ with different extension presentations. Suppose

$$
0 \rightarrow F_1 \xrightarrow{f_1} F \xrightarrow{f_2} F_2 \rightarrow 0 ,
$$
$$
0 \rightarrow G_1 \xrightarrow{g_1} G \xrightarrow{g_2} G_2 \rightarrow 0 ,
$$

are two extensions such that

- $F, G$ are stable with $\chi(F) = \chi(G) = 1$, and
- $\chi(F_1) = \chi(G_1) = 1$.

This covers all cases obtained at the previous step. Suppose there is an isomorphism $f : F \rightarrow G$. Since $F_1, G_1$ are rank one torsion free sheaves the second condition implies $\text{Ext}^0(F_1, G_1) = 0$. By exactness, it follows that $g_2 \circ f \circ f_1 : F_1 \rightarrow G_2$ is a nonzero morphism of rank one torsion free sheaves. In particular it is injective. Let $Q = \text{Coker}(f \circ f_1)$ and $Q_2 = \text{Coker}(g_2 \circ f \circ f_1)$. Then there is a commutative diagram

\[
\begin{array}{ccc}
0 & \rightarrow & F_1 \\
\downarrow & & \downarrow \\
F_1 & \xrightarrow{1} & F_1 \\
\downarrow & & \downarrow \\
G_1 & \xrightarrow{g_1} & G \\
\downarrow & & \downarrow \\
G_2 & \xrightarrow{g_2} & 0 \\
\downarrow & & \downarrow \\
0 & \rightarrow & Q \\
\downarrow & & \downarrow \\
0 & \rightarrow & Q_2 \\
\downarrow & & \downarrow \\
0 & \rightarrow & 0 \\
\end{array}
\]

with exact rows and columns. This implies that the extension class $\epsilon_G \in \text{Ext}^1_S(G_2, G_1)$ is in the kernel of the map

\[ (g_2 \circ f \circ f_1)^* : \text{Ext}^1_S(G_2, G_1) \rightarrow \text{Ext}^1_S(F_1, G_1). \]

Conversely, suppose $G$ is a stable torsion free sheaf with $\chi(G) = 1$ which fits in the extension (5.8) with $G_1, G_2$ rank one torsion free sheaves on $\Sigma$ and $\chi(G_1) = 1$. Let $F_1$ be a rank one torsion free sheaf on $\Sigma$ with $\chi(F_1) = 0$ and suppose there is an injection $\iota : F_1 \hookrightarrow G_2$ such that $\iota^*(\epsilon_G) = 0$, where $\iota^* : \text{Ext}^1_S(G_2, G_1) \rightarrow \text{Ext}^1_S(F_1, G_1)$ is the natural pullback map.
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Then \( \iota \) lifts to an injection \( f_1 : F_1 \to G \) and there is a commutative diagram

\[
\begin{array}{ccc}
0 & \to & 0 \\
\downarrow & & \downarrow \\
F_1 & \overset{1}{\longrightarrow} & F_1 \\
\downarrow & & \downarrow \\
G_1 & \overset{g_1}{\longrightarrow} & G & \overset{g_2}{\longrightarrow} & G_2 & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow \\
0 & \to & G_1 & \overset{1}{\longrightarrow} & F_2 & \overset{f_2}{\longrightarrow} & G_2 & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & 0 & \to & 0 & \to & 0 & \to & 0
\end{array}
\]

with exact rows and columns. Clearly, the cokernel \( F_2 = \text{Coker}(f_1) \) has numerical invariants \( \text{ch}_1(F_2) = \Sigma, \chi(F_2) = 1 \) and is set theoretically supported on \( \Sigma \). Since \( G \) is stable, with \( \chi(G) = 1 \), \( F_2 \) must be a rank one torsion free sheaf on \( \Sigma \). Otherwise, \( G \) would admit a destabilizing quotient. Therefore, for each such subsheaf \( F_1 \), one obtains an additional extension presentation of \( G \). Moreover, if \( F_1 \) is not isomorphic to \( G_1 \), the new extension presentation is clearly different from (5.8).

There are however two cases below where one has to establish such an equivalence although \( F_1 \simeq G_1 \). These are the index 0 case and the last isomorphism of the index 3 case. Proving these identifications requires more work since it is not a priori obvious that the new extension presentation is different from the first one.

Assuming \( F_1 \simeq G_1 \), there is an exact sequence

\[
0 \to \text{Hom}_\Sigma(G_2, G_2) \to \text{Hom}_\Sigma(G, G_2) \to \text{Hom}_\Sigma(G_1, G_2) \overset{\delta}{\to} \text{Ext}^1_\Sigma(G_2, G_2) \to \cdots
\]

where the map \( \delta : \text{Hom}_\Sigma(G_1, G_2) \to \text{Ext}^1_\Sigma(G_2, G_2) \) is given by the Yoneda product with the extension class \( \epsilon_G \subset \text{Ext}^1_\Sigma(G_2, G_1) \).

Suppose \( \text{Ker}(\delta) = 0 \). Then \( \text{Hom}_\Sigma(G, G_2) \simeq \text{Hom}_\Sigma(G_2, G_2) \simeq \mathbb{C} \). Next suppose in the diagram (5.9) one has an isomorphism \( F_2 \simeq G_2 \). The above isomorphism implies that \( f_2 = \lambda g_2 \) for some \( \lambda \in \mathbb{C} \). Since \( G \) is stable, \( \lambda \neq 0 \). Then there is a commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & G_1 & \overset{g_1}{\longrightarrow} & G & \overset{g_2}{\longrightarrow} & G_2 & \longrightarrow & 0 \\
\downarrow & & 1 & & \downarrow & & \lambda_1 \\
0 & \longrightarrow & F_1 & \overset{f_1}{\longrightarrow} & G & \overset{f_2}{\longrightarrow} & G_2 & \longrightarrow & 0
\end{array}
\]

This means that there is a morphism \( G_1 \to F_1 \). Moreover, the snake lemma implies that this morphism has to be an isomorphism. However, this further implies that \( g_2 \circ f_1 = 0 \), which leads to a contradiction as \( g_2 \circ f_1 = \iota \neq 0 \) by construction.
Morse index 0. (0.1) is equivalent to (0.2)

Recall that
\[(0.1) F_1 \simeq \tilde{O}_\Sigma(-q), \quad F_2 \simeq T^a\tilde{O}_\Sigma, \quad \text{Ext}_\Sigma^1(F_2, F_1) \simeq \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^{-a}T^{-5}(T^{-1} + T^{-2} + T^{-3} + T^{-4}), \quad a = -2.\]

\[(0.2) G_1 \simeq \tilde{O}_\Sigma(-q), \quad G_2 \simeq T^a\mathcal{E}_\Sigma(q), \quad \text{Ext}_\Sigma^1(F_2, F_1) \simeq \text{Ext}_\Sigma^1(F_2, F_1) \simeq T^{-a}(T^{-5} + T^{-4} + T^{-1}), \quad a = -1.\]

There is a unique injective morphism \(\iota: \tilde{O}_\Sigma(-q) \to \mathcal{E}_\Sigma(q)\) given locally by
\[
1 \mapsto t^2, \quad s \mapsto s^{-1}.
\]

Moreover,
\[
\text{Ext}_\Sigma^1(\mathcal{E}_\Sigma(q), \tilde{O}_\Sigma(-q)) = T^{-5} + T^{-4} + T^{-1},
\]
while the pull-back map \(\iota^*: \text{Ext}_\Sigma^1(\mathcal{E}_\Sigma(q), \tilde{O}_\Sigma(-q)) \to \text{Ext}_\Sigma^1(\tilde{O}_\Sigma(-q), \tilde{O}_\Sigma(-q))\) is given by multiplication by \(T^2\). This maps \(\epsilon_G = T^{-1}\) to 0, hence \(\iota\) lifts to an injection \(f_1: \tilde{O}_\Sigma(-q) \hookrightarrow G\) as in the diagram (5.9). Furthermore, we have
\[
\text{Hom}_\Sigma(\tilde{O}_\Sigma(-q), \mathcal{E}_\Sigma(q)) = \langle T^2 \rangle,
\]
and
\[
\text{Ext}_\Sigma^1(\mathcal{E}_\Sigma(q), \mathcal{E}_\Sigma(q)) = T^{-5} + T^{-2} + T,
\]
in the exact sequence (5.10). The coboundary map \(\delta\) is given by multiplication by \(\epsilon_G = T^{-1}\), hence it is injective. As shown above, this implies that the new extension presentation must be different from (0.2). Thus, it must be isomorphic, as an extension, to (0.1).

Proceeding by analogy, one finds the following identifications.

**Morse index 1.** (1.1) is equivalent to (1.2).

**Morse index 2.** (2.1) is equivalent to (2.3).

**Morse index 3.** (3.2) is equivalent to (3.3).

(3.2) is equivalent to (3.4).

(3.5) is equivalent to (3.6).

(3.7) is equivalent to (3.8).

**Morse index 4.** (4.2) is equivalent to (4.5).

Finally, one can verify that there are no further identifications left among pairs of fixed points with identical tangent spaces. For example, consider the fixed points (2.1) and (2.2) which have identical equivariant tangent spaces. Note that there is a unique non-zero morphism \(\iota: \mathcal{O}_\Sigma(q) \to \mathcal{O}_\Sigma(2q)\), given locally by \(1 \mapsto 1\), respectively \(s^{-1} \mapsto s^{-1}\). For the extension
(2.2) one has $\epsilon_G = T^{-1}$ in

$$\text{Ext}^1_\Sigma(\mathcal{O}_\Sigma(2q), \tilde{\mathcal{O}}_\Sigma(-q)) = \langle T^{-2}, T^{-1} \rangle.$$ 

At the same time, one has

$$\text{Ext}^1_\Sigma(\mathcal{O}_\Sigma(q), \tilde{\mathcal{O}}_\Sigma(-q)) = \langle T^{-1} \rangle,$$

so that $\iota^*(\epsilon_G) = T^{-1} \neq 0$. Hence, these two extensions yield different fixed points.

Collecting the results, the Poincaré polynomial of the moduli space is

$$P_{5,2,2}(v) = 2v^{10} + 4v^8 + 4v^6 + 3v^4 + v^2 + 1.$$ 

### A Torsion-free sheaves on $\Sigma$

The goal of this section is to prove some basic results on torsion free sheaves on a singular plane curves $\Sigma$ as in §5.2. The notation and conventions will be as in that section. In particular, $\nu: \tilde{\Sigma} \to \Sigma, \tilde{\Sigma} = \mathbb{P}^1$ is the normalization of $\Sigma$, and $\tilde{q} = \nu^{-1}(q)$ is the inverse image of the point at infinity on $\Sigma$.

**Lemma A.1.** Let $F$ be a rank $r$ torsion free coherent sheaf on $\Sigma$. Then there is a sequence of integers $d_1 \leq \cdots \leq d_r$ and a zero-dimensional sheaf $T_F$ with set theoretic support $\{\sigma\}$, both determined by $F$, such that $F$ fits in an exact sequence

$$0 \to F \xrightarrow{f} \oplus_{i=1}^r \mathcal{O}_\Sigma(d_iq) \to T_F \to 0.$$

**Proof.** Let $G \subset \nu^*F$ be the maximal zero-dimensional subsheaf of $\nu^*F$ and let $\tilde{F} = \nu_*((\nu^*F)/G)$. Thus, one has an exact sequence of $\mathcal{O}_\Sigma$-modules

$$0 \to \nu_*G \to \nu_*\nu^*F \xrightarrow{g} \tilde{F} \to 0,$$

where $\nu_*G$ is zero-dimensional. By construction there is an injective morphism $\iota: F \hookrightarrow \nu_*\nu^*F$. Let $f = g \circ \iota: F \to \tilde{F}$. Then the snake lemma implies that $\text{Ker}(f) \subset \nu_*G$, hence $f$ must be injective since $F$ is torsion free. Let $T_F = \text{Coker}(f)$. Then, it must be set theoretically supported at the singular point since $\nu$ is an isomorphism on the complement $\Sigma \setminus \{\sigma\}$. Moreover, the quotient $\nu^*F/G$ is a rank $r$ torsion free sheaf on $\tilde{\Sigma} = \mathbb{P}^1$ so that there is a unique sequence of integers $d_1 \leq \cdots \leq d_r$ such that

$$(\nu^*F)/G \simeq \oplus_{i=1}^r \mathcal{O}_{\tilde{\Sigma}}(d_i\tilde{q}).$$
This implies the claim since \( \nu_* \mathcal{O}_\Sigma(d_\tilde{q}) \simeq \tilde{\mathcal{O}}_\Sigma(d_\tilde{q}) \).

The next goal is to prove the existence of a maximal splitting for torsion free sheaves on \( \Sigma \), generalizing a construction of Atiyah for smooth curves \cite[§4]{ati57}.

**Lemma A.2.** In the setup of Lemma [A.1], there is a second exact sequence

\[
0 \to \bigoplus_{i=1}^r \mathcal{O}_\Sigma(d_i \tilde{q}) \to F \to Q_F ,
\]

where \( Q_F \) is a zero-dimensional sheaf fitting into an exact sequence

\[
0 \to Q_F \to T_\Sigma \to T_F \to 0 .
\]

**Proof.** By construction the space of local sections \( \Gamma(V)(F) \) is isomorphic to an \( R \)-submodule of \( \tilde{R}^{\oplus r} \). Moreover, one must have an isomorphism

\[
\Gamma(V)(F) \otimes_R \tilde{R} / \text{torsion} \simeq \tilde{R}^{\oplus r}.
\]

This implies that \( \Gamma(V)(F) \) must contain all the canonical generators of \( \tilde{R}^{\oplus r} \). Thus, there is an injective morphism of \( R \)-modules \( \tilde{R}^{\oplus r} \to \Gamma(V)(F) \), which induces a local injection \( \nu_V : \mathcal{O}_V^{\oplus r} \to F|_V \). This easily extends to an injective morphism \( \bigoplus_{i=1}^r \mathcal{O}_\Sigma(d_i \tilde{q}) \to F \) since \( F|_U \) is canonically identified with \( \bigoplus_{i=1}^r \tilde{\mathcal{O}}_\Sigma(d_i \tilde{q}) \). This yields the sequence (A.1). The second sequence (A.2) follows from the snake lemma.

\[
\square
\]

**Lemma A.3.** Let \( F \) be a rank \( r \) torsion free coherent sheaf on \( \Sigma \). Then there exists a saturated rank one torsion free subsheaf \( F_1 \subset F \) such that \( \chi(F_1) \) is maximal among all saturated rank one torsion free subsheaves. Such a subsheaf will be called a maximal rank one subsheaf in the following.

**Proof.** Using the notation in Lemma [A.1] for each \( 1 \leq i \leq r \) let

\[
\tilde{F}_i = \bigoplus_{j=1}^r \tilde{\mathcal{O}}_\Sigma(d_j \tilde{q}) ,
\]

and let \( p_i : \tilde{F} \to \tilde{F}_i \) denote the canonical projection. Let \( G_i = \text{Ker}(p_i \circ f) \subset F \). Then the snake lemma yields an exact sequence

\[
0 \to G_i \to \tilde{\mathcal{O}}_\Sigma(d_i \tilde{q}) \to T_i \to 0 ,
\]
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where \( T_i \subset T_F \). In particular, \( G_i \) is a rank one torsion free subsheaf of \( F \). It is also saturated since \( F/G_i \) is isomorphic to a subsheaf of \( \tilde{F}_i \), which is torsion free.

Now let \( c = \max\{\chi(F_i) \mid 1 \leq i \leq r\} \) and consider the set of isomorphism classes of saturated rank one torsion free subsheaves \( G \subset F \) such that \( \chi(G) \geq c \). This set is clearly non-empty since it contains at least one of the \( G_i \). Grothendieck’s lemma \([HL97, \text{Lemma 1.7.9}]\) implies that this set is bounded. Therefore, there exists a subsheaf \( F_1 \subset F \) as claimed above.

\[\square\]

Applying the above result recursively, one then constructs a filtration

\[ 0 = F_0 \subset F_1 \subset F_2 \subset \cdots \subset F_r = F \]

by saturated torsion free subsheaves such that \( F_i/F_{i-1} \) is a maximal rank one subsheaf for all \( 1 \leq i \leq r \). Such a filtration will be called a maximal splitting of \( F \) by analogy with \([Ati57, \text{§4}]\). The next goal is to prove a generalization of \([Ati57, \text{Lemma 3}]\) in the present context. Recall that the dualizing sheaf of \( \Sigma \) is isomorphic to a line bundle \( \mathcal{O}_\Sigma(2e) \), with \( e \in \mathbb{Z} \). Moreover, under the current assumptions, \( e \geq 0 \).

\textbf{Lemma A.4.} Let \( F \) be a rank one torsion free sheaf on \( \Sigma \). Then there is an exact sequence

\[ 0 \to F \to F \otimes \omega_\Sigma \to \mathcal{O}_{2e}(2e) \to 0 \] \hspace{1cm} (A.3)

Moreover,

\[ \dim \text{Ext}^1_\Sigma(F, F) = e + 1. \] \hspace{1cm} (A.4)

\textit{Proof.} Since \( \omega_\Sigma \simeq \mathcal{O}_\Sigma(2e) \) is an invertible sheaf, there is an exact sequence

\[ 0 \to \mathcal{O}_\Sigma \to \omega_\Sigma \to \mathcal{O}_{2e}(2e) \to 0. \]

Since \( F \) is locally free at \( q \), taking a tensor product with \( F \) one obtains the sequence (A.3). This yields

\[ \chi(F, F \otimes \omega_\Sigma) = \chi(F, F) + \chi(F, \mathcal{O}_{2e}(2e)). \]

Using Serre duality this implies

\[ 2\chi(F, F) = -\chi(F, \mathcal{O}_{2e}(2e)). \]

Moreover, since \( \mathcal{O}_{2e}(2e) \) is zero-dimensional, \( \text{Hom}_\Sigma(\mathcal{O}_{2e}(2e), F \otimes \omega_\Sigma) = 0 \). Therefore, using Serre duality,

\[ \chi(F, \mathcal{O}_{2e}(2e)) = \dim \text{Hom}_\Sigma(F, \mathcal{O}_{2e}(2e)) = 2e \]
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since $F$ is locally free at $q$. Thus, $\chi(F, F) = -e$. Since $F$ is torsion free of rank one, $\text{Ext}^0_{\Sigma}(F, F) \simeq \mathbb{C}$, which implies the relation (A.4).

$\square$

**Lemma A.5.** Let $F$ be a rank two torsion free sheaf on $\Sigma$ and let $F_1 \subset F$ be a maximal rank one subsheaf as in Lemma A.3. Let $F_2 = F/F_1$. Then

$$\dim \text{Hom}_{\Sigma}(F_1, F_2) \leq e + 2. \quad (A.5)$$

**Proof.** If the extension

$$0 \to F_1 \to F \to F_2 \to 0 \quad (A.6)$$

is trivial, it follows that $\chi(F_2) \leq \chi(F_1)$ by construction. Hence $\text{Hom}_{\Sigma}(F_1, F_2) = 0$ since both $F_1, F_2$ are rank one torsion free sheaves.

Suppose the extension (A.6) is nontrivial. Then there is a long exact sequence

$$0 \to \text{Hom}_{\Sigma}(F_1, F_1) \to \text{Hom}_{\Sigma}(F_1, F) \to \text{Hom}_{\Sigma}(F_1, F_2) \to \delta \to \text{Ext}^1_{\Sigma}(F_1, F_1) \to \text{Ext}^1_{\Sigma}(F_1, F) \to \text{Ext}^1_{\Sigma}(F_1, F_2) \to 0,$$

which yields

$$\dim \text{Hom}_{\Sigma}(F_1, F) \geq \dim \text{Hom}_{\Sigma}(F_1, F_1) + \dim \text{Hom}_{\Sigma}(F_1, F_2) - \dim \text{Ext}^1_{\Sigma}(F_1, F_1).$$

Since $\dim \text{Hom}_{\Sigma}(F_1, F_1) = 1$ for a rank one torsion free sheaf, using Lemma A.4 one obtains

$$\dim \text{Hom}_{\Sigma}(F_1, F) \geq \dim \text{Hom}_{\Sigma}(F_1, F_2) - e.$$

Now suppose $\dim \text{Hom}_{\Sigma}(F_1, F_2) \geq e + 3$. Then it will be shown below that this leads to a contradiction. Since $F_1$ is locally free at $q$, there is an exact sequence

$$0 \to F_1 \to F_1(q) \to F_1 \otimes \mathcal{O}_q(q) \to 0, \quad (A.7)$$

where $F_1(q) = F_1 \otimes \mathcal{O}_q(q)$. This yields an exact sequence

$$0 \to \text{Hom}_{\Sigma}(F_1(q), F) \to \text{Hom}_{\Sigma}(F_1, F) \to \text{Ext}^1_{\Sigma}(\mathcal{O}_q(q), F) \to \cdots$$

while Serre duality yields an isomorphism

$$\text{Ext}^1_{\Sigma}(\mathcal{O}_q(q), F) \simeq \text{Ext}^0_{\Sigma}(F, \mathcal{O}_q(q) \otimes \omega_{\Sigma})^\vee.$$

Since $F$ is locally free at $q$ of rank two, $\text{Ext}^0_{\Sigma}(F, \mathcal{O}_q(q) \otimes \omega_{\Sigma}) \simeq \mathbb{C}^2$. Therefore, under the current assumptions it follows that $\text{Hom}_{\Sigma}(F_1(q), F)$ is at least one-dimensional. However,
any nonzero morphism \( \psi : F_1(q) \hookrightarrow F \) must be injective since \( F_1(q) \) is torsion free of rank one. Let \( \text{Im}(\psi) \) be the saturation of the image of \( \psi \) in \( F \). By construction, this is a saturated rank one torsion free subsheaf of \( F \) such that
\[
\chi(\text{Im}(\psi)) \geq \chi(F_1(q)) .
\]
However the exact sequence \( (A.7) \) yields the relation
\[
\chi(F_1(q)) = \chi(F_1) + 1 ,
\]
since \( F_1 \) is locally free of rank one at \( q \). This contradicts the assumption that \( F_1 \subset F \) is a maximal rank one subsheaf. Thus, the inequality \( (A.5) \) must hold.

\[\square\]

An immediate corollary of Lemma \( A.5 \) is the following, which can be proved by induction.

**Corollary A.6.** Let \( F \) be a rank \( r \geq 2 \) torsion free sheaf on \( \Sigma \) and let \( 0 = F_0 \subset F_1 \subset \cdots \subset F_r = F \) be a maximal splitting of \( F \). Let \( G_i = F_i / F_{i-1}, 1 \leq i \leq r \) be the successive quotients. Then
\[
\dim \text{Hom}_\Sigma(G_i, G_{i+1}) \leq e + 2
\]
for all \( 1 \leq i \leq r - 1 \).

\section{Pure dimension one sheaves on \( S \)}

This section contains some basic facts on pure dimension one sheaves on \( S \) with set theoretic support on \( \Sigma \).

\subsection{Filtrations}

Let \( F \) be a pure dimension one sheaf on \( S \) with set theoretic support on \( \Sigma \) such that \( \text{ch}_1(F) = r\Sigma \) for some \( r \geq 1 \). Then there is a canonical filtration
\[
0 = K_0 \subset K_1 \subset \cdots \subset K_r = F , \tag{B.1}
\]
by saturated subsheaves such that all successive quotients \( K_i / K_{i-1} \) are scheme theoretically supported on \( \Sigma \). This filtration is defined by
\[
K_i = \text{Ker}(1_F \otimes \zeta^\otimes i : F \longrightarrow F \otimes \mathcal{O}_S(i\Sigma)) ,
\]
where \( \zeta \in H^0(S, \mathcal{O}(\Sigma)) \) is a defining section of \( \Sigma \).
Furthermore, as shown in Appendix A right after Lemma A.3 each successive quotient $K_i/K_{i-1}$ admits a specific filtration by rank one torsion free subsheaves called a maximal splitting. Therefore, the filtration (B.1) can be refined to a filtration

$$0 = F_0 \subset F_1 \subset \cdots \subset F_r = F,$$

such that each successive quotient is a rank one torsion free sheaf on $\Sigma$.

**B.2 Extensions**

Next suppose $F_1, F_2$ are torsion free sheaves on the curve $\Sigma$, embedded as a divisor in the surface $S$ as in §3. By extension by zero, they are canonically identified with pure dimension one sheaves on $S$. Then one has the following extension result.

**Lemma B.1.** There is an isomorphism

$$\text{Ext}^0_S(F_2, F_1) \simeq \text{Ext}^0_\Sigma(F_2, F_1)$$

and an exact sequence

$$0 \to \text{Ext}^1_\Sigma(F_2, F_1) \to \text{Ext}^1_S(F_2, F_1) \to \text{Ext}^0_\Sigma(F_2, F_1(\Sigma)) \to 0.$$ 

Proof. Let $\iota : \Sigma \to S$ denote the canonical embedding. Then for any coherent sheaf $G$ on $S$ the derived adjunction formula yields a quasi-isomorphism

$$\mathcal{R}\text{Hom}_S(R\iota_* F_2, G) \simeq \mathcal{R}\text{Hom}_\Sigma(F_2, \iota^! G)$$

where $\iota^! G = L\iota^* G \otimes \omega_\Sigma[-1]$. Since $\Sigma$ is a divisor in $S$, its structure sheaf has a two term locally free resolution $\mathcal{O}_S(-\Sigma) \to \mathcal{O}_S$. Therefore, all local Tor sheaves $\text{Tor}^S_k(\mathcal{O}_\Sigma, G)$ vanish for $k \geq 2$. As a result, there is an exact triangle

$$\mathcal{R}\text{Hom}_\Sigma(\mathcal{O}_\Sigma, G)[1] \to L\iota^* G \to \mathcal{R}\text{Hom}^S_0(\mathcal{O}_\Sigma, G)$$

in the derived category of $\Sigma$. For $G = \iota_* F_1$, one easily obtains

$$\mathcal{R}\text{Hom}^S_1(\mathcal{O}_\Sigma, \iota_* F_1) \simeq F_1(-\Sigma), \quad \mathcal{R}\text{Hom}^S_0(\mathcal{O}_\Sigma, \iota_* F_1) \simeq F_1.$$

Furthermore $\Omega_\Sigma \simeq \mathcal{O}_\Sigma(\Sigma)$ is locally free. Thus, there is an exact triangle

$$\mathcal{R}\text{Hom}_\Sigma(F_2, F_1) \to \mathcal{R}\text{Hom}_\Sigma(F_2, \iota^! \iota_* F_1) \to \mathcal{R}\text{Hom}_\Sigma(F_2, F_1(\Sigma))[-1].$$
Using $\text{RHom} = R\Gamma \circ \mathcal{R}\text{Hom}$, the above lemma follows immediately from the this exact triangle.

\[ \square \]

**Remark B.2.** (i) In particular, there is an injection $\text{Ext}^1_{\Sigma}(F_2, F_1) \hookrightarrow \text{Ext}^1_S(F_2, F_1)$. Naturally, given an extension

\[ 0 \to F_1 \to F \to F_2 \to 0 \]

parameterized by $\epsilon \in \text{Ext}^1_S(F_2, F_1)$, the sheaf $F$ is scheme theoretically supported on $\Sigma$ if and only if $\epsilon \in \text{Ext}^1_S(F_2, F_1)$.

(ii) Since $\Sigma$ is singular, the higher extension groups $\text{Ext}^k_{\Sigma}(F_2, F_1)$, $k \geq 2$ may be nonzero. However by Serre duality they vanish if at least one of $F_1, F_2$ is locally free on $\Sigma$. In that case, one obtains a short exact sequence

\[ 0 \to \text{Ext}^1_{\Sigma}(F_2, F_1) \to \text{Ext}^1_S(F_2, F_1) \to \text{Ext}^0_{\Sigma}(F_2, F_1(\Sigma)) \to 0. \]

### B.3 A stability criterion for extensions

Let

\[ 0 \to F_1 \to F \to F_2 \to 0 \quad (\text{B.2}) \]

be an extension as in Lemma [B.1] with $F_1, F_2$ rank one torsion free sheaves on $\Sigma$, and $\chi(F) = 1$. Let $\epsilon \in \text{Ext}^1_S(F_2, F_1)$ be the corresponding extension class. Let $\iota : F'_2 \hookrightarrow F_2$ be a subsheaf and let $\iota^* : \text{Ext}^1_S(F_2, F_1) \to \text{Ext}^1_{\Sigma}(F'_2, F_1)$ be the induced map. Then the following stability criterion is straightforward.

**Lemma B.3.** The sheaf $F$ in (B.2) is stable if and only if

(i) $\chi(F_1) \leq 0$, $\chi(F_2) \geq 1$, and

(ii) for any nonzero subsheaf $\iota : F'_2 \hookrightarrow F_2$ such that $\iota^*(\epsilon) = 0$ one has $\chi(F'_2) \leq 0$.

For applications, the condition $\iota^*(\epsilon) = 0$ can be made more explicit if Serre duality holds for the pairs $(F_2, F_1)$ and $(F'_2, F_1)$. Namely suppose $\epsilon \in \text{Ext}^1_S(F_2, F_1)$ and Serre duality holds for the pairs $(F_2, F_1)$ and $(F'_2, F_1)$. Then there is a commutative diagram

\[ \begin{array}{ccc}
\text{Ext}^0_{\Sigma}(F_1, F'_2 \otimes \omega_{\Sigma}) & \xrightarrow{\iota^\vee} & \text{Ext}^0_S(F_1, F_2 \otimes \omega_{\Sigma}) \\
& \downarrow \iota^*(\epsilon) & \\
& \iota^*(\epsilon) & \\
\end{array} \]

For simplicity, $(\iota^*)^\vee$ has been denoted by $\iota^\vee$. This yields the relation $\iota^*(\epsilon) = \epsilon \circ \iota^\vee$. In particular, $\iota^*(\epsilon) = 0$ if and only if $\epsilon \circ \iota^\vee = 0$. 


Furthermore, suppose $\Sigma \subset S$ is a singular curve as in §5 preserved by the torus action. Let $F$ be a pure dimension one sheaf on $S$ with set-theoretic support on $\Sigma$ which is fixed by the torus action up to gauge transformations. This means that for each element $t \in \mathbb{C}^\times$ there is an isomorphism of sheaves $\xi(t) : F \to \rho_t^* F$ where $\rho_t : S \to S$ is the corresponding automorphism of $S$. The assignment $t \mapsto \xi(t)$ must satisfy the cocycle condition

$$\xi(t't) = (\rho_t^* \xi(t)) \circ \xi(t').$$

Then, using basic properties of the Harder-Narasimhan filtration one has:

**Lemma B.4.** Let $F_0 \subset F_1 \subset F_2 \subset \cdots \subset F_h = F$ be the Harder-Narasimhan filtration of $F$. Then for any $t \in \mathbb{C}^\times$, the morphism $\xi(t)$ maps each $F_i$ isomorphically to $\rho_t^* F_i$ for all $1 \leq i \leq h$.

As a useful consequence of Lemma B.4, note that in Lemma B.3 it suffices to test stability for subobjects $F'_2 \subset F_2$ which are preserved by the torus action.

### B.4 Extension groups on singular genus two curves

Let $k = 3$ and $\ell = 2$. Then the curve $\Sigma$ has a local singularity $v^2 = w^5$. In this case the normalization map reads locally $v = t^5$, $w = t^2$. Hence

$$R = \langle 1, t^2, t^4, t^5, t^6, \ldots \rangle$$

as a vector space over $\mathbb{C}$, and $\widetilde{R}/R \simeq \langle t, t^3 \rangle$. Therefore, $\mathcal{T}_\Sigma$ is isomorphic to $T \mathcal{O}_Z$ as an equivariant sheaf, where $Z \subset \Sigma$ is the closed subscheme of $\Sigma$ defined by the ideal $(v, w^2)$. Recall that $\mathcal{E}$ denotes the rank one torsion free sheaf on $\Sigma$ with local sections

$$\Gamma(\mathcal{U}, \mathcal{E}) = \mathbb{C}[s], \quad \Gamma(\mathcal{V}, \mathcal{E}) = \langle 1, t^2, t^3, \ldots \rangle.$$

In this subsection, we shall compute some extension groups on $\Sigma$ needed in the classification of stable fixed points.

Note that $\widetilde{R}$ has the following infinite equivariant free resolution

$$\cdots \to F_{k+1} \xrightarrow{f_{k+1}} F_k \to \cdots$$

with $k \geq 0$, where

$$F_k = T^{5k}R \oplus T^{5k+1}R$$
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for \( k \geq 0 \). The differentials are

\[
f_{k+1} = \begin{pmatrix} -t^5 & -t^6 \\ t^4 & t^5 \end{pmatrix}
\]

for \( k \geq 0 \) and the projection \( F_0 = R + TR \to \tilde{R} \) is \( f_0 = (1, t) \).

Let \( E = \langle 1, t^3, t^4, \ldots \rangle \). Then \( E \) has a similar equivariant free resolution

\[
\cdots \to G_{k+1} \xrightarrow{g_{k+1}} G_k \to \cdots
\]

with \( k \geq 0 \), where

\[
G_k = T^{5k}R \oplus T^{5k+3}R
\]

and

\[
g_{k+1} = \begin{pmatrix} -t^5 & -t^8 \\ t^2 & t^5 \end{pmatrix}
\]

for \( k \geq 0 \). Note that the projection \( G_0 \to E \) is \( g_0 = (1, t^3) \).

The free resolutions above tell us that

\[
\text{Hom}_R(\tilde{R}, \tilde{R}) \simeq \tilde{R}, \quad \text{Ext}^k_R(\tilde{R}, \tilde{R}) \simeq T^{-5k}(1, t, t^2, t^3), \quad k \geq 1 \,
\]

\[
\text{Hom}_R(E, E) \simeq E, \quad \text{Ext}^k_R(E, E) \simeq T^{-5k}(1, t^3), \quad k \geq 1 \,
\]

\[
\text{Hom}_R(\tilde{R}, E) \simeq t^2\tilde{R}, \quad \text{Ext}^k_R(\tilde{R}, E) \simeq T^{-5k}(t^2, t^3), \quad k \geq 1 \,
\]

\[
\text{Hom}_R(E, \tilde{R}) \simeq \tilde{R}, \quad \text{Ext}^k_R(E, \tilde{R}) \simeq T^{-5k}(1, t), \quad k \geq 1 .
\]

With the above local constructions, one obtains the following locally free resolutions

\[
\cdots \to \mathcal{F}_{k+1} \xrightarrow{\phi_{k+1}} \mathcal{F}_k \to \cdots \to \mathcal{F}_0 \xrightarrow{\phi_0} \tilde{\mathcal{O}}_\Sigma ,
\]

\[
\cdots \to \mathcal{G}_{k+1} \xrightarrow{\psi_{k+1}} \mathcal{G}_k \to \cdots \to \mathcal{G}_0 \xrightarrow{\psi_0} \mathcal{E} ,
\]

where

\[
\mathcal{F}_k = T^{5k}O_{\Sigma}(-5k) \oplus T^{5k+1}O_{\Sigma}(-5k-1) ,
\]

\[
\mathcal{G}_k = T^{5k}O_{\Sigma}(-5k) \oplus T^{5k+3}O_{\Sigma}(-5k-3) .
\]

The differentials \( \phi_k, \psi_k \) are naturally determined by \( f_k, g_k \). This yields the following local ext sheaves

\[
\mathcal{E}_{xt}^0(\tilde{\mathcal{O}}_\Sigma, \tilde{\mathcal{O}}_\Sigma) \simeq \tilde{\mathcal{O}}_\Sigma, \quad \mathcal{E}_{xt}^0(\tilde{\mathcal{O}}_\Sigma, \tilde{\mathcal{O}}_\Sigma) \simeq T^{-5k}(1, t, t^2, t^3)^\sim , \quad k \geq 1 ,
\]

\[
\mathcal{E}_{xt}^k(\mathcal{E}, \mathcal{E}) \simeq \mathcal{E}, \quad \mathcal{E}_{xt}^k(\mathcal{E}, \mathcal{E}) \simeq T^{-5k}(1, t^3)^\sim , \quad k \geq 1 ,
\]

\[
\mathcal{E}_{xt}^0(\tilde{\mathcal{O}}_\Sigma, \mathcal{E}) \simeq \tilde{\mathcal{O}}_\Sigma(-2\delta), \quad \mathcal{E}_{xt}^0(\tilde{\mathcal{O}}_\Sigma, \mathcal{E}) \simeq T^{-5k}(t^2, t^3)^\sim , \quad k \geq 1 ,
\]

\[
\mathcal{E}_{xt}^0(\mathcal{E}, \tilde{\mathcal{O}}_\Sigma) \simeq \tilde{\mathcal{O}}_\Sigma, \quad \mathcal{E}_{xt}^0(\mathcal{E}, \tilde{\mathcal{O}}_\Sigma) \simeq T^{-5k}(1, t)^\sim , \quad k \geq 1 .
\]
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In the above formulas $\delta$ is the divisor $t^2 = 0$ on $\Sigma$ and $V^\sim$ denotes the coherent sheaf associated to a length zero $R$-module $V$.

Using the local to global spectral sequence one then finds

\[
\begin{align*}
\text{Ext}_\Sigma^0(\mathcal{O},\mathcal{O}(dq)) &= \begin{cases} 
1 + T + \cdots + T^d, & \text{for } d \geq 0, \\
0, & \text{for } d \leq -1.
\end{cases} \\
\text{Ext}_\Sigma^1(\mathcal{O},\mathcal{O}(dq)) &= \begin{cases} 
T^{-5}(1 + T + T^2 + T^3), & \text{for } d \geq -1, \\
T^{-5}(1 + T + T^2 + T^3) + (T^{-1} + \cdots + T^{d+1}), & \text{for } d \leq -2.
\end{cases} \\
\text{Ext}_\Sigma^k(\mathcal{O},\mathcal{O}(dq)) &= T^{-5k}(1 + T + T^2 + T^3), \quad k \geq 2, \text{ for all } d \in \mathbb{Z}.
\end{align*}
\]

\[
\begin{align*}
\text{Ext}_\Sigma^0(\mathcal{E},\mathcal{E}(dq)) &= \begin{cases} 
1 + T^2 + \cdots + T^d, & \text{for } d \geq 2, \\
1, & \text{for } 0 \leq d \leq 1 \\
0, & \text{for } d \leq -1.
\end{cases} \\
\text{Ext}_\Sigma^1(\mathcal{E},\mathcal{E}(dq)) &= \begin{cases} 
T^{-5}(1 + T^3), & \text{for } d \geq 1 \\
T^{-5}(1 + T^3) + T, & \text{for } -1 \leq d \leq 0 \\
T^{-5}(1 + T^3) + T + T^{-1} + \cdots + T^{d+1}, & \text{for } d \leq -2.
\end{cases} \\
\text{Ext}_\Sigma^k(\mathcal{E},\mathcal{E}(dq)) &= T^{-5k}(1 + T^3), \quad k \geq 2, \text{ for all } d \in \mathbb{Z}.
\end{align*}
\]

\[
\begin{align*}
\text{Ext}_\Sigma^0(\mathcal{O}_\Sigma,\mathcal{E}(dq)) &= \begin{cases} 
T^2 + T^3 + \cdots + T^d, & \text{for } d \geq 2, \\
0, & \text{for } d \leq 1.
\end{cases} \\
\text{Ext}_\Sigma^1(\mathcal{O}_\Sigma,\mathcal{E}(dq)) &= \begin{cases} 
T^{-5}(T^2 + T^3), & \text{for } d \geq 1, \\
T^{-5}(T^2 + T^3) + T(1 + \cdots + T^d), & \text{for } d \leq 0.
\end{cases} \\
\text{Ext}_\Sigma^k(\mathcal{O}_\Sigma,\mathcal{E}(dq)) &= T^{-5k}(T^2 + T^3), \quad k \geq 2, \text{ for all } d \in \mathbb{Z}.
\end{align*}
\]

\[
\begin{align*}
\text{Ext}_\Sigma^0(\mathcal{E},\mathcal{O}_\Sigma(dq)) &= \begin{cases} 
1 + T + \cdots + T^d, & \text{for } d \geq 0, \\
0, & \text{for } d \leq -1.
\end{cases} \\
\text{Ext}_\Sigma^1(\mathcal{E},\mathcal{O}_\Sigma(dq)) &= \begin{cases} 
T^{-5}(1 + T), & \text{for } d \geq -1 \\
T^{-5}(1 + T) + T^{-1} + \cdots + T^{d+1}, & \text{for } d \leq -2.
\end{cases} \\
\text{Ext}_\Sigma^k(\mathcal{E},\mathcal{O}_\Sigma(dq)) &= T^{-5k}(1 + T), \quad k \geq 2, \text{ for all } d \in \mathbb{Z}.
\end{align*}
\]

(B.3)

## C  Examples

### C.1  Refined genus zero examples

In all examples below, we set $g = 0$ and $m = 1$. 
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a) $n \geq 3$, $\ell = 2$, $r = 1$

$$WP_{n, 2, 1}(u, v) = \sum_{i=0}^{n-3} (uv)^{2i}.$$ 

b) $n \geq 3$, $\ell = 3$, $r = 1$

$$WP_{n, 3, 1}(u, v) = \sum_{j=0}^{n-3j+1} \sum_{i=0}^{3j+1} u^{3j+3i+2i-3} v^{4j+4i-4}.$$ 

c) $n = 4$, $\ell = 2$, $r = 2$

$$WP_{4, 2, 2}(u, v) = u^2 v^2 + 1$$ 

d) $n = 4$, $\ell = 2$, $r = 3$

$$WP_{4, 2, 3}(u, v) = u^2 v^2 + 1$$ 

e) $n = 5$, $\ell = 2$, $r = 2$

$$WP_{5, 2, 2}(u, v) = u^{10} v^{10} + u^8 v^{10} + u^8 v^8 + u^7 v^8 + 2 u^6 v^8 + u^6 v^6 + u^5 v^6 + 2 u^4 v^6 + u^4 v^4 + u^3 v^4 + u^2 v^4 + u^2 v^2 + 1$$ 

f) $n = 6$, $\ell = 2$, $r = 2$

$$WP_{6, 2, 2}(u, v) = u^{18} v^{18} + u^{16} v^{18} + u^{16} v^{16} + u^{14} v^{18} + u^{15} v^{16} + 2 u^{14} v^{16} + u^{13} v^{16} + u^{14} v^{14} + 2 u^{12} v^{16} + u^{13} v^{14} + 3 u^{12} v^{14} + 2 u^{11} v^{14} + u^{12} v^{12} + 3 u^{10} v^{14} + u^{11} v^{12} + 3 u^8 v^{12} + u^{10} v^{10} + 3 u^8 v^{10} + u^9 v^{10} + 3 u^8 v^{10} + 2 u^7 v^{10} + u^8 v^8 + 2 u^6 v^{10} + u^7 v^8 + 3 u^6 v^8 + u^5 v^8 + u^6 v^6 + u^4 v^8 + u^5 v^6 + 2 u^4 v^6 + u^4 v^4 + u^3 v^4 + u^2 v^4 + u^2 v^2 + 1$$ 

g) $n = 4$, $\ell = 3$, $r = 2$

$$WP_{4, 3, 2}(u, v) = u^{26} v^{26} + u^{24} v^{26} + u^{24} v^{24} + u^{22} v^{26} + u^{23} v^{24} + 2 u^{22} v^{24} + u^{20} v^{26} + 2 u^{21} v^{24} + u^{22} v^{22} + 3 u^{20} v^{24} + u^{21} v^{22} + 2 u^{19} v^{24} + 3 u^{20} v^{22} + 3 u^{18} v^{24} + 3 u^{19} v^{22} + u^{17} v^{24} + u^{20} v^{20} + 6 u^{18} v^{22} + u^{19} v^{20} + 5 u^{17} v^{22} + 3 u^{18} v^{20} + 7 u^{16} v^{22} + 4 u^{17} v^{20} + 2 u^{15} v^{22} + u^{18} v^{18} + 7 u^{16} v^{20} + u^{17} v^{18} + 8 u^{15} v^{20} + 3 u^{16} v^{18} + 10 u^{14} v^{20} + 4 u^{15} v^{18} + 3 u^{13} v^{20} + u^{16} v^{16} + 8 u^{14} v^{18} + u^{15} v^{16} + 8 u^{13} v^{18} + 3 u^{14} v^{16} + 10 u^{12} v^{18} + 4 u^{13} v^{16} + 2 u^{11} v^{18} + 14 u^{14} v^{16} + 8 u^{12} v^{16} + u^{13} v^{14} + 8 u^{11} v^{16} + 3 u^{12} v^{14} + 7 u^{10} v^{16} + 4 u^{11} v^{14} + u^{9} v^{16} + u^{12} v^{12} + 7 u^{10} v^{14} + u^{11} v^{12} + 5 u^9 v^{14} + 3 u^{10} v^{12} + 3 u^8 v^{14} + 4 u^9 v^{12} + u^{10} v^{10} + 6 u^8 v^{12} + u^9 v^{10} + 2 u^7 v^{12} + 3 u^8 v^{10} + u^6 v^{12} + 3 u^7 v^{10} + u^8 v^8 + 3 u^6 v^{10} + u^7 v^8 + 3 u^5 v^8 + 2 u^5 v^8 + u^6 v^6 + u^4 v^8 + u^5 v^6 + 2 u^4 v^6 + u^4 v^4 + u^3 v^4 + u^2 v^4 + u^2 v^2 + 1$$
\[ WP_{5,3,2}(u,v) = v^{50} u^{50} + v^{50} u^{48} + v^{50} u^{46} + v^{50} u^{44} + v^{50} u^{42} + v^{50} u^{40} + v^{50} u^{38} \]
\[ + v^{48} u^{48} + v^{48} u^{47} + 2 v^{48} u^{46} + 2 v^{48} u^{45} + 3 v^{48} u^{44} + 2 v^{48} u^{43} + 3 v^{48} u^{42} \]
\[ + 2 v^{48} u^{41} + 3 v^{48} u^{40} + 2 v^{48} u^{39} + 3 v^{48} u^{38} + 2 v^{48} u^{37} + 3 v^{48} u^{36} + v^{48} u^{35} \]
\[ + v^{46} u^{46} + v^{46} u^{45} + 3 v^{46} u^{44} + 3 v^{46} u^{43} + 6 v^{46} u^{42} + 5 v^{46} u^{41} + 8 v^{46} u^{40} \]
\[ + 6 v^{46} u^{39} + 9 v^{46} u^{38} + 6 v^{46} u^{37} + 9 v^{46} u^{36} + 6 v^{46} u^{35} + 8 v^{46} u^{34} + 3 v^{46} u^{33} \]
\[ + v^{46} u^{32} + v^{44} u^{44} + v^{44} u^{43} + 3 v^{44} u^{42} + 4 v^{44} u^{41} + 7 v^{44} u^{40} + 8 v^{44} u^{39} \]
\[ + 12 v^{44} u^{38} + 12 v^{44} u^{37} + 16 v^{44} u^{36} + 15 v^{44} u^{35} + 18 v^{44} u^{34} + 15 v^{44} u^{33} \]
\[ + 16 v^{44} u^{32} + 8 v^{44} u^{31} + 3 v^{44} u^{30} + v^{42} u^{42} + v^{42} u^{41} + 3 v^{42} u^{40} + 4 v^{42} u^{39} \]
\[ + 8 v^{42} u^{38} + 9 v^{42} u^{37} + 15 v^{42} u^{36} + 16 v^{42} u^{35} + 23 v^{42} u^{34} + 23 v^{42} u^{33} \]
\[ + 30 v^{42} u^{32} + 25 v^{42} u^{31} + 27 v^{42} u^{30} + 13 v^{42} u^{29} + 5 v^{42} u^{28} + v^{40} u^{40} \]
\[ + v^{40} u^{39} + 3 v^{40} u^{38} + 4 v^{40} u^{37} + 8 v^{40} u^{36} + 10 v^{40} u^{35} + 16 v^{40} u^{34} \]
\[ + 19 v^{40} u^{33} + 27 v^{40} u^{32} + 30 v^{40} u^{31} + 39 v^{40} u^{30} + 37 v^{40} u^{29} + 37 v^{40} u^{28} \]
\[ + 19 v^{40} u^{27} + 6 v^{40} u^{26} + v^{40} u^{25} + v^{38} u^{38} + v^{38} u^{37} + 3 v^{38} u^{36} + 4 v^{38} u^{35} \]
\[ + 8 v^{38} u^{34} + 10 v^{38} u^{33} + 17 v^{38} u^{32} + 20 v^{38} u^{31} + 30 v^{38} u^{30} + 34 v^{38} u^{29} \]
\[ + 45 v^{38} u^{28} + 43 v^{38} u^{27} + 44 v^{38} u^{26} + 20 v^{38} u^{25} + 6 v^{38} u^{24} + v^{36} u^{36} \]
\[ + v^{36} u^{35} + 3 v^{36} u^{34} + 4 v^{36} u^{33} + 8 v^{36} u^{32} + 10 v^{36} u^{31} + 17 v^{36} u^{30} \]
\[ + 21 v^{36} u^{29} + 31 v^{36} u^{28} + 37 v^{36} u^{27} + 48 v^{36} u^{26} + 46 v^{36} u^{25} + 44 v^{36} u^{24} \]
\[ + 19 v^{36} u^{23} + 5 v^{36} u^{22} + v^{34} u^{34} + v^{34} u^{33} + 3 v^{34} u^{32} + 4 v^{34} u^{31} + 8 v^{34} u^{30} \]
\[ + 10 v^{34} u^{29} + 17 v^{34} u^{28} + 21 v^{34} u^{27} + 32 v^{34} u^{26} + 37 v^{34} u^{25} + 48 v^{34} u^{24} \]
\[ + 43 v^{34} u^{23} + 37 v^{34} u^{22} + 13 v^{34} u^{21} + 3 v^{34} u^{20} + v^{32} u^{32} + v^{32} u^{31} \]
\[ + 3 v^{32} u^{30} + 4 v^{32} u^{29} + 8 v^{32} u^{28} + 10 v^{32} u^{27} + 17 v^{32} u^{26} + 21 v^{32} u^{25} \]
\[ + 32 v^{32} u^{24} + 37 v^{32} u^{23} + 45 v^{32} u^{22} + 37 v^{32} u^{21} + 27 v^{32} u^{20} + 8 v^{32} u^{19} \]
\[ + v^{32} u^{18} + v^{30} u^{30} + v^{30} u^{29} + 3 v^{30} u^{28} + 4 v^{30} u^{27} + 8 v^{30} u^{26} + 40 v^{30} u^{25} \]
\[ + 17 v^{30} u^{24} + 21 v^{30} u^{23} + 31 v^{30} u^{22} + 34 v^{30} u^{21} + 39 v^{30} u^{20} + 25 v^{30} u^{19} \]
\[ + 16 v^{30} u^{18} + 3 v^{30} u^{17} + v^{28} u^{28} + v^{28} u^{27} + 3 v^{28} u^{26} + 4 v^{28} u^{25} + 8 v^{28} u^{24} \]
\[ + 10 v^{28} u^{23} + 17 v^{28} u^{22} + 21 v^{28} u^{21} + 30 v^{28} u^{20} + 30 v^{28} u^{19} + 30 v^{28} u^{18} \]
\[ + 15 v^{28} u^{17} + 8 v^{28} u^{16} + v^{28} u^{15} + v^{26} u^{26} + v^{26} u^{25} + 3 v^{26} u^{24} + 4 v^{26} u^{23} \]
\[ + 8 v^{26} u^{22} + 10 v^{26} u^{21} + 17 v^{26} u^{20} + 20 v^{26} u^{19} + 27 v^{26} u^{18} + 23 v^{26} u^{17} \]
\[ + 18 v^{26} u^{16} + 6 v^{26} u^{15} + 3 v^{26} u^{14} + v^{24} u^{24} + v^{24} u^{23} + 3 v^{24} u^{22} + 4 v^{24} u^{21} \]

\[ h) n = 5, \ell = 3, r = 2 \]
C.2 Unrefined higher genus examples

Some reduced $E$-polynomials defined as $\tilde{E}_{n,\ell,r}(u) = (1-u)^{-2g}E_{n,\ell,r}(u)$ are listed below.

a) $g = 2, m = 1, n = 4, \ell = 2, r = 2$

$$\tilde{E}_{4,2,2}(u) = u^{62} - 2 u^{60} - 3 u^{59} - 2 u^{58} + 6 u^{57} + 9 u^{56} + 6 u^{55} - 6 u^{54} - 19 u^{53} - 12 u^{52} + 2 u^{51} + 20 u^{50} + 20 u^{49} + 2 u^{48} - 12 u^{47} - 19 u^{46} - 6 u^{45} + 6 u^{44} - 3 u^{43} - 16 u^{42} + 16 u^{41} - 11 u^{40} - 44 u^{39} - 17 u^{38} + 43 u^{37} + 33 u^{36} - 26 u^{35} - 4 u^{34} - 42 u^{33} - 11 u^{32} + 92 u^{31} - 11 u^{30} - 42 u^{29} - 4 u^{28} - 26 u^{27} + 33 u^{26} + 43 u^{25} - 17 u^{24} - 44 u^{23} - 11 u^{22} + 30 u^{21} + 16 u^{20} - u^{19} + 3 u^{18} - 6 u^{17} - 19 u^{16} - 12 u^{15} + 2 u^{14} + 20 u^{13} + 20 u^{12} + 2 u^{11} - 12 u^{10} - 19 u^{9} - 6 u^{8} + 6 u^{7} + 9 u^{6} + 6 u^{5} - 2 u^{4} - 3 u^{3} - 2 u^{2} + 1$$

b) $g = 1, m = 3, n = 4, \ell = 2, r = 2$

$$\tilde{E}_{4,2,2}(u) = u^{96} - 3 u^{93} - 3 u^{92} + 3 u^{90} + 9 u^{89} + 3 u^{88} - u^{87} - 9 u^{86} - 9 u^{85} - u^{84} + 3 u^{83} + 9 u^{82} + 3 u^{81} - 3 u^{79} - 3 u^{78} + u^{75} - 3 u^{69} - 3 u^{68} + 9 u^{67} + 12 u^{66} - 9 u^{65} - 18 u^{64} + 2 u^{63} + 12 u^{62} + 6 u^{61} - 3 u^{60} - 12 u^{59} - 9 u^{58} + 9 u^{57} + 30 u^{56} + 3 u^{55} - 26 u^{54} - 21 u^{53} - 12 u^{52} + 37 u^{51} - 27 u^{50} - 21 u^{49} - 20 u^{48} + 21 u^{47} + 27 u^{46} + 37 u^{45} - 12 u^{44} - 21 u^{43} - 26 u^{42} + 3 u^{41} + 30 u^{40} + 9 u^{39} - 9 u^{38} - 12 u^{37} - 3 u^{36} + 6 u^{35} + 12 u^{34} + 2 u^{33} - 18 u^{32} - 9 u^{31} + 12 u^{30} + 9 u^{29} - 3 u^{28} - 3 u^{27} + u^{21} - 3 u^{18} - 3 u^{17} + 3 u^{15} + 9 u^{14} + 3 u^{13} - u^{12} - 9 u^{11} - 9 u^{10} - u^{9} + 3 u^{8} + 9 u^{7} + 3 u^{6} - 3 u^{4} - 3 u^{3} + 1$$
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c) \( g = 1, m = 3, n = 5, \ell = 2, r = 2 \)

\[
\tilde{\mathcal{E}}_{5,2,2}(u) = u^{120} - 3u^{117} - 3u^{116} + 3u^{114} + 9u^{113} + 3u^{112} - u^{111} - 9u^{110} - 9u^{109} - u^{108} + 3u^{107} + 9u^{106} + 3u^{105} - 3u^{103} - 3u^{102} + u^{99} - 3u^{87} - 3u^{86} + 9u^{85} + 12u^{84} - 9u^{83} - 18u^{82} + 2u^{81} + 12u^{80} + 3u^{79} - 3u^{78} - 3u^{77} + 4u^{75} - 9u^{73} - 9u^{72} + 9u^{71} + 27u^{70} + 5u^{69} - 24u^{68} - 30u^{67} + 7u^{66} + 33u^{65} - 9u^{64} + u^{63} + 6u^{62} - 12u^{61} + 4u^{60} - 12u^{59} + 6u^{58} + u^{57} - 9u^{56} + 33u^{55} + 7u^{54} - 30u^{53} - 24u^{52} + 5u^{51} + 27u^{50} + 9u^{49} - 9u^{48} - 9u^{47} + 4u^{45} - 3u^{43} - 3u^{42} + 3u^{41} + 12u^{40} + 2u^{39} - 18u^{38} - 9u^{37} + 12u^{36} + 9u^{35} - 3u^{34} - 3u^{33} + u^{21} - 3u^{18} - 3u^{17} + 3u^{15} + 9u^{14} + 3u^{13} - u^{12} - 9u^{11} - 9u^{10} - u^9 + 3u^8 + 9u^7 + 3u^6 - 3u^4 - 3u^3 + 1
\]
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