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1. Introduction

In the last few years, several emerging markets and advanced economies have experienced one form of contraction or another in their economic activities. This reality, among others, is of great concern to policymakers and other stakeholders who continually seek a better understanding of the mechanisms driving the economy in order to either mitigate or better manage the potential adverse socioeconomic impacts arising from such economic realizations. Given this, the investigation of several shocks and disturbances (e.g. technological shocks, policy shocks, economic shocks, etc.) as potential drivers of business cycles have been conducted. Recent studies (Acevedo et al. (2018), Gallic and Vermandel (2020), Pfeiderer et al. (2019)), however, show that extreme weather events have intensified with longer-lasting spells causing significant damage especially to health, agriculture, economy and the ecosystems (Ciscar et al. (2011), Dell et al. (2012)). Similarly, the fallout of the 2008-09 global financial crisis highlights how events in the financial market can impact the real economy.
In this paper, we limit attention to these two growing sources of macroeconomic fluctuations: financial shocks and climate shocks. We analyse the impact of climate shocks (measured as monthly temperature and precipitation variability) on short term fluctuations in the economic and financial activities of a set of European Union (EU) countries over 1981-2016. Since temperature and precipitation are the two main weather attributes for characterizing changes in climate condition and any dramatic variations in these factors may likely cause cascading effects on community, ecosystem properties, and industrial production processes (see Arent et al. (2014) for a useful summary of the impact of climate change on key economic sector and services), three contrasting Climate Extreme Indices (CEIs) (Mistry (2019)) that account for (i) high temperatures (ii) drought and (iii) very heavy rainfall events are considered in this study (see Section 4.1 for details).

We measure high temperature by considering the number of consecutive days per month for which the temperature rises above a given temperature threshold (25°C). As in Pfleiderer et al. (2019), the purpose of the persistence concept introduced here is not to identify changes in heat-wave conditions per se, but rather to investigate changes in the distribution of the warm days spells on economic and financial activities. Following the recommendation by the Lincoln Declaration on Drought Indices (LDDI) and the subsequent approval by the World Meteorological Organization (WMO), we measure drought using the Standardized Precipitation Index (SPI) McKee et al. (1993). As opposed to other complex measures of drought, the SPI is relatively easy to construct, requires only monthly precipitation and can be compared across regions with obvious different climates. Lastly, we measure heavy rainfall events by computing, on a monthly basis, the number of days with rainfall exceeding 20mm.

Our empirical approach involves estimating a Panel Markov Switching (PMS) model that jointly describes the cyclical behaviour of the EU economy at country-specific levels and an aggregate level while taking the interaction with the aggregate financial cycle and climate shocks into consideration. Dependence, among the different units (i.e., countries) in the panel, is captured by endogenous time-varying transition matrices. Precisely, we propose a convenient linear parametrization of the transition probabilities with a capacity of identifying the role played by both a global business factor (expressed by the proportion of chains in a given regime) and a local factor (expressed in terms of the state of the aggregate financial index). For the inferential exercise, we adopt a Bayesian inference procedure that allows us to deal with latent variable estimation through a data augmentation framework. We approximate the posterior distribution of the parameters and the latent MS chains by an efficient Gibbs sampling scheme (see, for example, Frühwirth-Schnatter and Kaufmann (2008)).

Our results from the empirical exercise are consistent with the literature on the relationship between financial and business cycles. While the estimated degree of synchronization between
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financial and business cycle does not appear to be significantly different when climate shocks are accounted for or not in the PMS model, we observe that ignoring climate shocks often result to a low degree of pairwise synchronization among the business cycle. Further analysis suggests that climate shocks have an uneven impact across the different phases of the economy and heterogeneously across the EU countries. In particular, we observe, except for Greece, that the economies of countries within Southern Europe (the region with the highest exposure to a long spell of summer days) are negatively impacted by their exposure to a lengthy spell of summer days. The economies of France, Belgium, and Denmark on the other hand respond asymmetrically (positively during a recession and negatively during expansion) to high consecutive days of summer. Also, relative to the non-drought-like climatic condition, moderate to extreme dryness seem to contribute negatively to the IPI growth of most of the countries in Northern Europe. Besides, the economies of Ireland and Finland tend to be favoured by drought during the recession but hindered during expansion. Lastly, from the model selection exercise conducted, drought and precipitation indices appear to be the two most relevant climate shocks to consider when assessing the co-movement between business and financial cycle. Overall, France seems to be the only economy that is resilient to all the climate shocks during the recession. To gain a better understanding of the observed heterogeneous and asymmetric impact of extreme weather events on industrial production, we examine the impact of weather extremes on the indices of the manufacturing sector. Our deduction from this exercise indicates that the impact of climate shocks on the economy is mostly felt through the manufacturing sector.

The paper is organized as follows. Section 3 introduces the PMS model and discusses inferential procedure adopted. In Section 4 we provide an empirical application of our proposed model to the industrial production indices for a selected set of European countries and a composite financial index sampled at the monthly frequency from February 1981 to December 2016. The implications of climate shocks on the economic variable is also presented in this section. Section 5 concludes the paper.

2. Literature review
Several attempts have been made in the economic literature to evaluate the potential impact of climate change on the economy (Burke and Miguel (2015), Dafermos and Galanis (2018), Dell et al. (2014), Difennaugh and Burke (2019)), with particular attention paid to its effect on the agricultural system (Schlenker and Roberts (2009), Burke and Emerick (2016), Iizumi and Ramankutty (2016), Gallic and Vermandel (2020)). Most of these studies have focused on analyzing the impact of weather on economic activities by either using a theoretical model to assess its long-term effects (Nordhaus (1991)) or by centering attention on both short and long-term effects using empirical
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There have however been strong objections (see Pindyck (2017)) to the use of theoretical models largely for their lack of empirical foundation. In the instance that these models provide useful arguments for rationalizing the long-term implications of climate, they become immaterial for short-run analysis at a business cycle frequency. Contrary to this, empirical models have the capacity of providing important quantitative insights on the short-term transmission channels. Identifying the channel(s) of impact on the economy of the short term dimension of weather plays an important role in decision making as policymakers are required to regularly manage short term adverse weather events having significant implications (e.g. recessions, food security, currency depreciation, etc.). Recently Gallic and Vermandel (2020) examined the role of drought conditions on agricultural production and their implications for macroeconomic fluctuations in New Zealand. The authors document that weather (drought) shocks account for more than a third of the Gross Domestic Product (GDP) and agricultural output fluctuations in New Zealand. However, to the best of our knowledge, there is no study of the impact of extreme weather events on the fluctuations in the economy through industrial production.

While a sizeable number of research activities focused on the effects of industrial production processes on global warming exists in the literature, there have been limited studies on the impact of climate change and variability on industrial production. Colmer (2020) quantified the effectiveness of labour reallocation in mitigating the economic consequences of weather-driven agricultural productivity shocks. Sudarshan and Tewari (2014) provides empirical evidence suggesting that increase in high temperatures will impact India’s non-agricultural sectors, especially manufacturing, with an attendant negative influence on economic output through their impact on worker productivity. Palutikof (1983) shows that seasonal extremes, in the form of severe winter and drought summer, significantly impact Great Britain’s industrial output. While previous literature has attributed aggregate losses in GDP to agriculture, Hsiang (2010) argues that even in Central American countries agriculture represents a small share of GDP and that non-agricultural sectors are also heavily affected by temperature changes as well as extreme conditions experienced during cyclones. The findings by the SYKE team at the Finnish Environment Institute on the impact of climate change on industrial production¹ suggest that climate change has no significant direct effect on Finland’s other industrial sector (i.e. forest, food, and construction industries). However, the difficulty in catering for the occurrence of extreme weather phenomena arising from changes in the climatic conditions are still left unresolved. Further research is therefore recommended to assess the impacts

¹https://ilmasto-opas.fi/en/ilmastonmuutos/vaikutukset/-/artikkeli/79840ec2-4723-442b-a6b3-5a2ebc46f6da/teollisuus.html#cli_authors
of climate change on the Finnish chemical, mining, metal, and electronics industry (raw materials or processes).

Our choice of the CEIs not only differs from other studies that employ deviations of annual temperature and precipitation from the climatological mean\(^2\) (referred to as 'long-term climate anomalies', e.g. Kahn et al. (2019)), but are also better representative of the physical and socio-economic impacts in various sectors (see Zhang et al. (2011); Heal and Park (2016); Mysiak et al. (2018) and Mistry (2019)), and are therefore considered to play a more prominent role in our modelling strategy focusing on economic and business cycles. While conventionally speaking, climate shocks refer to changes in environmental conditions over longer time-spans (e.g. increase in average regional/global temperatures; rise in sea-levels, typically over at least 30 year periods), the environmental shocks represented by the CEIs in our study are a blend of both shorter frequency events and departure from long-term conditions. Moreover, during the near-recent 35-years of our study period (1981-2016), the CEIs have been exacerbated by the acceleration in global warming Seneviratne et al. (2012). We therefore refer to these CEIs in our study as ‘climate shocks’ in lieu of ‘weather shocks’, but consider them to be indicators of extreme weather events or variations in climate due to both natural and anthropogenic causes. It is also important to emphasize that while reverse causality by way of expansion in industrial output and other anthropogenic activities are documented to be the dominant cause of the observed warming since the mid-20th century (e.g. see IPCC (2014)), our study focuses on the transmission channel of: climate-change $\rightarrow$ variations in extreme weather events $\rightarrow$ impacts on the economy\(^3\).

In the study of the relationship between business and financial indices, some of the readily asked questions relate to: the identification of the differences and common features of business and financial cycles; the extent of synchronization between both cycles; the identification of economic mechanisms that can explain the characteristics and differences of financial cycles relative to business cycles. Empirically, it has been reported in the literature (see Hubrich et al. (2013), Borio (2014), among others) that financial cycles have a longer duration, typically between 10 and 30 years, than a typical business cycle (7 and 11 years). This observation, generally, suggests that in a stable macroeconomic environment, financial in-balance could go undetected. Other empirically observed features include but are not limited to: higher amplitude in financial cycle relative to the volatility in business indicator; greater symmetry in financial cycle phases than business cycle; persistence in financial downturn and short duration in recession.

\(^2\) An exception is the SPI which by design represents the abnormal precipitation deficit in relation to the long-term average conditions for a region, see McKee et al. (1993) for further details

\(^3\) Put another way, since we investigate business cycle fluctuations that are short term and not the long term trends, we can expect an impact of CEIs on the business cycles and not vice-versa because there is a lag of at least 50/80 years between economic activity, Green House Gas (GHG) emissions and changes in the distribution of extreme events.
Four approaches may be identified in the literature for studying the relationship between cycles: the turning point analysis (see Harding and Pagan (2002), Claessens et al. (2011)); frequency-based filters (see Hiebert et al. (2018), and Aikman et al. (2015), Galati et al. (2016)); model-based filters (see Runstler and Vlekke (2017)); and spectral analysis techniques (see Schuler et al. (2017)). In this paper, attention will be given to the model-based approach for modelling and assessing the degree of synchronization between business and financial cycles. More specifically, following the report by Borio (2014) (that financial cycles depend on financial regimes -liberalized market, controlled market- and the state of the business cycle -expansion or recession-), and further evidence by Claessens et al. (2011) (that business cycles are significantly dependent on financial cycle during financial crisis), we propose a Markov-switching model in our study of the synchronization of business and financial cycles.

Markov-switching (MS) models have been extensively used in macroeconomics and finance to extract the different phases or regimes in a market environment. In the early days of its development, attention was given to either its application to a univariate series, see Hamilton (1989), Billio and Casarin (2010), Billio and Casarin (2011) and Billio et al. (2012), or to a small set of series under the assumption of an homogeneous transition probability describing the behaviour of the MS chain. There has, however, been growing interest to extend MS models to multivariate settings because of the very important role played by large databases to forecasting. See, for illustration, Barbu et al. (2010) in Vector Autoregressive (VAR) framework, Stock and Watson (2014), for turning point application, and Casarin et al. (2015) for forecast combinations. In view of this, a dynamic panel model with variable-specific interacting Markov-switching processes is proposed in this paper.

In the study of business cycle of large panel of countries, the potential of Panel Markov-switching (PMS) models have often been leveraged on for analyzing the co-movement of country-specific business cycles. PMS model has largely been favoured in the literature because of its capability not only in characterizing the units-specific cycles, but also of its ability to showcase the importance of aggregate business cycle and time-invariant components of the cycle transition. Inline with this, Kose et al. (2003, 2008) document the common dynamic properties of the world business cycle fluctuations employing a Bayesian dynamic latent factor model. Their results suggest that regional components play only a minor role in explaining cycle fluctuations. However, recent studies suggest that the world component is not enough to explain the business cycle synchronization. Francis et al. (2012) find that when the regional component is defined differently from simple geography, its effect becomes more important. Aastveit et al. (2015, 2016) explicitly introduce regional factors into a global dynamic factor model. They find that both the global and the regional factors are relevant in explaining the business cycle variation. Leiva-Leon (2014) proposed a new model that
combines several bi-variate Markov-switching models and synchronization in order to create a link of inter-dependencies business cycles. However, the model cannot assess the importance of global and regional components in the cycle’s fluctuations.

3. A panel Markov-switching model

3.1. The model

Let $y_{it} \in \mathbb{R}, \ t = 1, \ldots, T$ be a sequence of monthly observations of industrial production growth rates for $i = 1, \ldots, N$ countries. Also, let $x_t \in \mathbb{R}, \ t = 1, \ldots, T$ be a sequence of monthly observations of a common financial variable. In the following PMS model specification we assume that each economic variable, $y_{it}, i = 1, 2, \ldots, N$, follow a conditionally linear and Gaussian process with mean and variance driven by 2-state Markov chain processes, $\{S_{y,it}\}, i = 1, 2, \ldots, N$, with values in $\{1, 2\}$ and with time-varying transition probability matrices, $P_{it}$. Similarly, we assume that the common financial variable, $x_t$, follows a conditionally linear and Gaussian process with mean and variance driven by 2-state Markov chain process $\{S_{x,t}\}$ with values in $\{1, 2\}$ and with time-varying transition probability matrices, $P_t$. Regimes 1 and 2 respectively denotes recession and expansion.

The measurement equations are written as:

$$y_{it} = \sum_{k=1,2} I_{\{k\}}(S_{y,it}) \left[ \Psi_{ik} z_{BC}^{it} + \sigma_{ik} \varepsilon_{it} \right], \ \varepsilon_{it} \sim \mathcal{N}(0, 1), \ i = 1, 2, \ldots, N, \ t = 1, 2, \ldots, T$$

(1)

$$x_t = \sum_{k=1,2} I_{\{k\}}(S_{x,t}) \left[ \Phi_k z_{FC}^{t} + \tau_k \eta_t \right], \ \eta_t \sim \mathcal{N}(0, 1), \ t = 1, 2, \ldots, T$$

(2)

where $(z_{it}^{BC})' = (1, z_{i,2t}^{BC}, \ldots, z_{i,m}^{BC})$, and $(z_{t}^{FC})' = (1, z_{2t}^{FC}, \ldots, z_{t}^{FC})$ are, respectively, vectors of the country specific and aggregate climate shocks and $\Psi_{ik}$ and $\sigma_{ik}$ are country-and-regime specific parameters, and $\Phi_k$ and $\tau_k$ are the common financial-and-regime specific parameters. The symbol $I_E(X)$ is the indicator function which takes value 1 if $X \in E$ and 0 otherwise.

We assume that the time-varying transition probabilities of each country-specific cycle and the financial cycle do not only depend on their own past values but involve also the past regimes of other countries and financial cycle chains in the panel. That is, the time varying transition matrices $P_{it}$ of the $i$-th country and $P_t$ of the financial variable, respectively, have $l$-th row and $k$-th column elements $P_{it,lk}$ and $P_{l,tk}$ defined as:

$$P_{it,lk} = \mathbb{P}(S_{y,it+1} = l | S_{y,it} = k, S_{y,-i,t}, S_{x,t})$$

(3)

$$P_{t+1,lk} = \mathbb{P}(S_{x,t+1} = l | S_{x,t} = k, S_{y,t})$$

(4)

representing the conditional probabilities that unit $i$ and the financial variable, respectively, moves to the regime $l \in \{1, 2\}$ at time $t + 1$, $S_{y,t} = (S_{y,1,t}, \ldots, S_{y,N,t})'$ is the set of country business cycles and
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\[ S_{y,-i,t} = (S_{y,1,t}, \ldots, S_{y,i-1,t}, S_{y,i+1,t}, \ldots, S_{y,N,t})' \]. The multivariate logistic transformation is widely used in the literature for parametrizing an endogenous time varying transition model. However, such specification implies a non-linear transformation of the parameters which makes inference more difficult. It is then convenient to use a linear parametrization of the transition matrices:

\[ P_{it+1, lk} = \alpha_ip_{i,lk} + \beta_is_{x,t} - 1 + \gamma_im_k(S_{y,t}), \quad i = 1, \ldots, N \] (business cycles transition) \hspace{1cm} (5)

\[ P_{t+1, lk} = \alpha_fp_{f,lk} + \beta/fs_{x,t} - 1 + \gamma_fm_k(S_{y,t}), \quad \text{(financial cycle transition)} \hspace{1cm} (6) \]

with 0 < \( \alpha_i \leq 1 \), 0 \leq \( \beta_i \) < 1, 0 \leq \( \gamma_i \) < 1, 0 < \( \alpha_f \) \leq 1, 0 \leq \( \beta_f \) < 1, 0 \leq \( \gamma_f \) < 1, \( \alpha_i + \beta_i + \gamma_i = 1 \), \( \alpha_f + \beta_f + \gamma_f = 1 \), \( i = 1, \ldots, N \), interactions parameters and \( p_{i,lk} \) and \( p_{f,lk} \) transition probability parameters such that \( p_{i,1} + p_{i,2} = 1 \), \( p_{f,1} + p_{f,2} = 1 \). The time-invariant component of the transition probability, \( p_{i,lk} \) detects the fixed component of country \( i \)'s business cycle, while \( p_{f,lk} \) detects that of the aggregated financial cycle. The time-varying component is driven by two factors: a global business cycle measure \( m_k(S_{y,t}) \) and a common financial cycle \( S_{x,t} \). The global interaction factor \( m_k(S_{y,t}) \) is given by the proportion of chains in regime \( k \) at time \( t \) that is:

\[ m_k(S_{y,t}) = \frac{1}{N} \sum_{j=1}^{N} I_{\{k\}}(S_{y,j,t}) \] (7)

The second term on the right-hand side of Equation 5 represents the contribution of the aggregate financial cycle on the country-specific business cycles while the third term represents the aggregate global business cycle, measured by the interactions among the business cycles of the participating units, on the country-specific business cycle. On the other hand, the second term in Equation 6 is the reinforcement effect on the financial cycle, while the third term provides information on the effect of the global business cycle on the financial cycle. Relative to the expected value of the time varying transition probabilities of the country-specific economic cycles when the aggregate financial cycle is in state 1 (recession), the parameters \( \beta_i \)'s and \( \beta_f \), respectively, measures the contribution of the expansionary (state 2) phase of the aggregate financial cycle on the country-specific cycles and the financial cycle. The parameters \( \gamma_f \) and \( \gamma_i \)'s allows us to measure, respectively, the sensitivity of the aggregate financial cycle and the country specific-business cycle to the fluctuation in the aggregated EU business cycle.

As regards inference, we build on the Bayesian setting and the Markov Chain Monte Carlo (MCMC) sampling for posterior approximation as in Billio et al. (2016) and Casarin et al. (2018).
3.2. Bayesian inference

3.2.1. Likelihood function and prior distributions

Let \( \theta = (\Psi, \sigma, \Phi, \tau, \text{vec}(P_1)', \ldots, \text{vec}(P_N)', \alpha_1, \ldots, \alpha_{N}, \beta_1, \ldots, \beta_{N}, \gamma_{1}, \ldots, \gamma_{N}, \alpha_f, \beta_f, \gamma_f) \) be the vector of parameters with

\[
\Psi = (\Psi_{11}', \Psi_{12}', \ldots, \Psi_{i1}', \Psi_{i2}', \ldots, \Psi_{N1}', \Psi_{N2}'),
\]
\[
\sigma = (\sigma_{11}, \sigma_{12}, \ldots, \sigma_{i1}, \sigma_{i2}, \ldots, \sigma_{N1}, \sigma_{N2}),
\]
\[
\Phi = (\Phi_1', \Phi_2'), \quad \tau = (\tau_1, \tau_2), \quad \forall i = 1, \ldots, N.
\]

Let us define the allocation variables \( \xi_{yk, it} = \mathbb{I}_{(k)}(S_{y, it}) \), and \( \xi_{xk, it} = \mathbb{I}_{(k)}(S_{x, it}) \) to indicate the regime \( k \) that the observation \( y_{it} \) and \( x_{it} \) belong to respectively and denote with \( v_1:2 = (v_1, \ldots, v_T) \) the collection overtime of a variable \( v_t, t = 1, \ldots, T \). By using the sequential factorization of the likelihood, the complete-data likelihood of the PMS model writes as follows:

\[
\mathcal{L}(Y_{1:T}, X_{1:T}, S_{y,1:T}, S_{x,1:T} | \theta, Z_{1:T}) = \frac{1}{T} \prod_{t=1}^{T} \prod_{l=1}^{2} \prod_{k=1}^{2} \left[ \prod_{i=1}^{N} f_y(y_{it}|z_t, S_{y, it}, \theta) P_{\xi_{yk, it}^l} \right] f_x(x_t|z_t, S_{x, t}, \theta) P_{\xi_{xk, it}^l}^{\alpha_f} \Phi_1^{\beta_f} \Phi_2^{\gamma_f} \]

\[
= \frac{1}{T} \prod_{t=1}^{T} \prod_{l=1}^{2} \prod_{k=1}^{2} \left[ \prod_{i=1}^{N} \left(2\pi \sigma_i^2\right)^{-\frac{1}{2}} \exp \left( -\frac{1}{2\sigma_i^2} (y_{it} - \Psi_{it} z_t)^2 \right) \exp \left( -\frac{1}{2\tau_i^2} (x_{it} - \Phi_{it} z_t FC)^2 \right) \right] \frac{\Gamma(\alpha_{ij}, \beta_{ij})}{\left[\Gamma(\alpha_{ij})\Gamma(\beta_{ij})\right]} \]

(8)

Given that a Bayesian model specification is not complete without the priors, we make the following distributional assumptions about the priors for the unit specific and financial variable parameters:

\[
\Psi_{il} \sim \mathcal{N}(m_{y, il}, \Sigma_{y, il})
\]
(9)

\[
\Phi_{il} \sim \mathcal{N}(m_{x, il}, \Sigma_{x, il})
\]
(10)

\[
\sigma_i^2 \sim \mathcal{IG}(\alpha_{y, il}, \beta_{y, il})
\]
(11)

\[
\tau_i^2 \sim \mathcal{IG}(\alpha_{x, il}, \beta_{x, il})
\]
(12)

\[
(p_{i,l1}, p_{i,l2}) \sim \text{Dir}(\delta_{y, i1}, \delta_{y, i2})
\]
(13)

\[
(p_{f,l1}, p_{f,l2}) \sim \text{Dir}(\delta_{x, l1}, \delta_{x, l2})
\]
(14)

\[
(\alpha_{i}, \beta_{i}, \gamma_{i}) \sim \text{Dir}(\varphi_{y, i1}, \varphi_{y, i2}, \varphi_{y, i3})
\]
(15)

\[
(\alpha_{f}, \beta_{f}, \gamma_{f}) \sim \text{Dir}(\varphi_{x, i1}, \varphi_{x, i2}, \varphi_{x, i3})
\]
(16)

with \( l = 1, 2 \) and \( i = 1, \ldots, N \), where \( \mathcal{IG}(\alpha, \beta) \) denote the inverse gamma distribution with parameters: \( \alpha \) and \( \beta \) and \( \text{Dir}() \) the \( K \) dimensional Dirichlet distribution with parameters: \( \delta_1, \ldots, \delta_K \).
A commonly observed issue while dealing with Bayesian analysis involving Markov-switching processes, is the non-identifiability of the parameters due to label switching. The identification issue relates to the invariant property of the posterior distribution of the Markov-switching parameters when the labels of the parameters are permuted. As a consequence, an identical set of marginal posterior distributions is obtained for each switching component of the parameters. In addition, both the MCMC simulation of the posterior distribution of the switching parameters and the interpretation of the switching parameters are affected. See among others Celeux (1998), Frühwirth-Schnatter (2001), and Frühwirth-Schnatter (2006) for discussion on label switching and non-identifiability issues as it affects MCMC based Bayesian inference. Several alternative approaches are available in the literature for handling this identification issue. We however follow the commonly used approach in the macroeconomics literature by imposing a restriction on the intercept of each of the measurement equations i.e. $\Psi_{01} \leq \Psi_{02}$ for all $i$ and $\Phi_{01} \leq \Phi_{02}$. This approach is adopted because of its ease and natural interpretation of the different states (e.g. recession and expansion) of the cycles.

### 3.3. Posterior simulation

The joint posterior distribution of the parameters $\theta$ and the latent variables $S_x$ and $S_y$ is:

$$\pi(\theta, S_y, S_x \mid Y, X, Z) \propto L(Y, X, S_y, S_x \mid \theta, Z_{1:T}) \pi(\theta),$$  

where

$$\pi(\theta) = \pi(\sigma) \pi(\Psi) \pi(\tau) \pi(\Phi) \prod_{i=1}^{N} \pi(\alpha_i, \beta_i, \gamma_i) \pi(\alpha_f, \beta_f, \gamma_f)$$

is the joint prior distribution. The derivation of the distributions and details of the sampling method are provided in Appendix C. We develop a sampling algorithm based on the full conditional posterior distributions. The Gibbs sampler iterates as follows:

1. Draw $S_{y,i:1:T}$ and $S_x$ respectively from $f(S_{y,i:1:T} \mid Y_{1:T}, X_{1:T}, Z_{1:T}, \theta, S_{y,\cdot,1:T}, S_{x,\cdot,1:T})$ and $f(S_x \mid Y_{1:T}, X_{1:T}, Z_{1:T}, \theta, S_{y,\cdot,1:T})$, $i = 1, \ldots, N$.
2. Draw $(\alpha_i, \beta_i, \gamma_i)$, from $f((\alpha_i, \beta_i, \gamma_i) \mid Y_{1:T}, X_{1:T}, Z_{1:T}, S_{1:T}, (p_{i,1}, p_{i,2}))$, $i = 1, \ldots, N$.
3. Draw $(\alpha_f, \beta_f, \gamma_f)$, from $f((\alpha_f, \beta_f, \gamma_f) \mid Y_{1:T}, X_{1:T}, Z_{1:T}, S_{1:T}, (p_{f,1}, p_{f,2})).$
4. Draw $(p_{i,1}, p_{i,2})$ from $f((p_{i,1}, p_{i,2}) \mid Y_{1:T}, X_{1:T}, Z_{1:T}, S_{1:T}, (\alpha_1, \ldots, \alpha_N, \beta_1, \ldots, \beta_N, \gamma_1, \ldots, \gamma_N))$, $i = 1, \ldots, N$, $l = 1, 2$.
5. Draw $\Psi_{il}$ and $\Phi_{il}$, respectively from $f(\Psi_{il} \mid Y_{1:T}, X_{1:T}, Z_{1:T}, S_{y,\cdot,1:T}, \sigma_{il})$ and $f(\Phi_{il} \mid Y_{1:T}, X_{1:T}, Z_{1:T}, S_{x,\cdot,1:T}, \tau_{il})$, $i = 1, \ldots, N$, $l = 1, 2$.
6. Draw $\sigma_{il}$ and $\tau_{il}$, respectively, from $f(\sigma_{il} \mid Y_{1:T}, X_{1:T}, Z_{1:T}, S_{y,\cdot,1:T}, \Psi_{il})$ and $f(\tau_{il} \mid Y_{1:T}, X_{1:T}, Z_{1:T}, S_{x,\cdot,1:T}, \Phi_{il})$, $i = 1, \ldots, N$, $l = 1, 2$.

Samples of the state trajectory corresponding to each of the unit-specific business cycle and financial cycle are drawn by Forward Filter Backward Sampling (FFBS) scheme. See Frühwirth-Schnatter (2006) for details of the FFBS. We note here, as presented in Appendix C, that the conditional posterior distributions of the interaction parameters, $(\alpha_i, \beta_i, \gamma_i)$, $i = 1, \ldots, N$ and $(\alpha_f, \beta_f, \gamma_f)$,
are directly proportional to a polynomial of three (3) variables of degree $T + \varphi_{y,i1} - 1$ in $\alpha$, $T + \varphi_{y,i2} - 1$ in $\beta$, and $T + \varphi_{y,i3} - 1$ in $\gamma$. It may therefore be deduced that the conditional posterior distribution of the interaction parameters is a mixture of Dirichlet distributions. However, the weights and parameters of the mixture are not readily available or easily obtained. In view of this, Metropolis Hastings (MH) strategies are implemented for generating proposals for the interaction parameters. More precisely, independent samples of the interacting parameters are generated from a mixture of three (3) equally weighted Dirichlet distributions with parameters $(T + \varphi_{y,i1}, \varphi_{y,i2}, \varphi_{y,i3})$, $(\varphi_{y,i1}, T + \varphi_{y,i2}, \varphi_{y,i3})$, and $(\varphi_{y,i1}, \varphi_{y,i2}, T + \varphi_{y,i3})$.

4. Empirical results

4.1. Data sources and description

We measure the business cycle of each of the 13 EU countries\(^4\) using a seasonally adjusted IPI, sampled at the monthly frequency from February 1981 to December 2016 from the EUROSTAT/OECD databases. To measure the financial cycle, we follow the strategy described in The Conference Board (2011) and construct a composite financial index based on the three variables proposed by Borio (2014) and Drehmann et al. (2012): Credit to private sector in real terms, Credit-to-GDP-ratio and aggregate real property price measure reconstructed using single data on EU member countries released by FED. This composite index serve as handy summary measure of the behavior of the cyclical indicator and it tends to smooth out some of the volatility of individual series. The use of composite index is consistent with the traditional view of the business cycle developed by Burns and Mitchell (1946). In addition, composite financial indicator is a relevant component used by authorities, such as the European Central Bank (ECB) or Bank for International Settlements (BIS), in monitoring EU stability, and usually the decisions made by some of these authorities can have a strong impact on the overall stability of the EU system, whereas industrial production decisions are not centralized. Since these series are all seasonally adjusted and available only at quarterly frequency, we implement the Chow and Lin (1971) procedure to transform the data into monthly frequency. This procedure is undertaken to ensure that the sampling frequency of the financial index is in conformity with that of the economic index used for measuring the business cycle. Further description of sources and constructions of these data is provided in Appendix A.

As regards to the climatic conditions, the three CEIs were selected for assessing the impact of climate shocks on the IPI growth and aggregate financial index growth of selected EU countries. We include three CEIs (Table 1) from a broader suite of CEIs defined and developed by the Expert

\(^4\) Austria (AU), Belgium (BE), Denmark (DE), Finland (FI), France (FR), Germany (GE), Greece (GR), Ireland (IR), Italy (IT), Luxembourg (LU), Netherlands (NE), Portugal (PO), and Spain (SP)
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Team on Climate Change Detection and Indices (ETCCDI)\(^5\), and made available by the European Climate Assessment & Dataset (ECA&D) gridded observational dataset (E-OBS, version 19.0e)\(^6\) at a high-spatial resolution of 0.1° × 0.1° (≈ 11 × 11 km at the equator). The three CEIs utilized in our study are assembled using daily maximum temperature (TX, Units: °C) and daily total precipitation (RR Units: mm), and are aggregated to the individual country level using country shape files from EUROSTAT\(^7\). The monthly average of these extremes are used as proxy for the assessing their impact of the extremes on the financial index.

| CEI (Short Name) | CEI (Long Name)                  | Description                                                                 | Units | Time scale |
|------------------|----------------------------------|------------------------------------------------------------------------------|-------|------------|
| CSU              | Consecutive Summer Days          | Maximum number of consecutive days when TX ≥ 25°C                              | Days  | Monthly    |
| SPI\(^8\)        | Standardized Precipitation Index | Measure of drought specified as a precipitation deficit                      | Unitless | 6-monthly |
| r20mm            | Very heavy precipitation days    | Number of days when RR ≥ 20mm                                                | Days  | Monthly    |

Table 1: Description of three CEIs used in our study. For a full description of CEIs and their potential applications in sectoral impacts, readers are guided to Mistry (2019).

While the CSU and r20mm follow the conventional definition in our study, the SPI on 6 monthly scales used here is transformed slightly for ease of interpretation. SPI which is computed by standardizing the deviation of observed monthly precipitation from the long-run mean, can take both negative- (representing dry period) and positive- (indicating wetness) values. Here we define a dichotomous variable to differentiate between the two conditions: SPI values less than -0.5 are tagged drought-like conditions and labeled 1, while values greater than or equal to -0.5 are tagged non-drought like conditions and labeled 0.

In Appendix B a summary statistics of the data used in this study is presented. The average monthly industrial production growth rate of the EU countries under study falls between 0.038% and 0.75% with Ireland and Italy respectively having the highest and lowest monthly variation in

\(^5\)https://www.wcrp-climate.org/data-etccdi

\(^6\) Data accessed from http://surfobs.climate.copernicus.eu/dataaccess/access_eobs_indices.php on 12 Nov 2019

\(^7\)http://ec.europa.eu/eurostat/web/gisco/geodata/reference-data/administrative-units-statistical-units. The CEIs are aggregated from the gridded to country level using the extract function of the R raster package (Hijmans and van Etten).

\(^8\) SPI is a probability index based on precipitation. It is designed to be a spatially invariant indicator of drought. SPI on 6-monthly timescale refers to precipitation in the previous 6-month period (with positive and negative values indicating wet and dry conditions respectively). We utilize monthly values falling under the following two intervals (i) [ less than -0.5 classified as drought-like conditions ] and (ii) [ greater than or equal to -0.5, classified as non-drought like conditions].
their growth rates (see Table EC.1). In addition, Luxembourg and France are the only two nations with negatively skewed monthly growth rates. The variability in Ireland’s monthly growth rate may be attributed to the sudden large growth rate observed towards the end the sample period (see Figure EC.1). France, Germany and Italy tend to have a low and relatively stable monthly growth rate (see Figure EC.1). Greece, Italy, Portugal and Spain are countries with the highest spell of summer days (over 20 days) while Ireland experienced the least spell (mostly less than 5 days) of summer days (see Figure EC.2). As a visual illustration of the distribution of extreme weather events across the eurozone countries, Figure 1(a) displays the average CSU during the month of July. All the EU countries under study experienced a fair share of moderate to exceptionally dry weather condition (Figure EC.3). In Figure EC.4, Austria and Portugal are noted to have experienced a relatively higher monthly frequency of heavy rainfall than others.

Figure 1 Average temperature (Hot days (CSU, $T > 25^\circ C$)) in July over the period 1981 to 2016.

In the following section, we apply our model (Equations 2 - 6) to a selected set of EU countries business cycles and the aggregate financial cycle for assessing the relevance of the climate shocks and financial shocks in explaining the synchronization between business and financial cycle. We perform 20000 Gibbs iterations after a burn-in period of 2000 samples. However, to reduce the
very high positive serial correlation often associated with samples produced by Gibbs sampler, we consider every 10th draw after the burn-in period. This approach reduces the effective sample size upon which the following results are based to 2000 samples.

4.2. Business and financial cycles extraction

Figure 2 shows the growth rate in the financial index Fin1 (black solid line) together with the estimated financial cycle $\hat{S}_{x,t}$ (red stepwise line) under two different specifications of the PMS model. Figure 1(a) showcases the estimate of the financial cycle when climate shocks are exempted from the measurement equations of the PMS model while Figure 1(b) reports estimate of the Financial cycle when climate shocks are taken into consideration in the PMS model. There appears to be no difference in the dynamics of the estimated financial cycle obtained under the two specifications of the PMS model. Furthermore, consistent with findings of studies that use similar methodology to measure the financial cycle (Drehmann et al. (2012), ECB (2014)) and reports on financial crisis episodes described by Duprey et al. (2016) and Watts (2016), the following episodes of financial crisis in Euro Area: 1981-1983 Equity and currency crisis (France, Germany, Italy); 1992-1995 Banking, equity and currency crisis (France, Germany, Italy, Spain); 2008-2013 Banking and equity crisis (France, Germany, Italy, Spain, UK); 2015-2016 Banking crisis in Italy and Spain may be identified in Figure 2.

Figure 2

Financial index growth rates (black solid) and the estimated financial cycle $\hat{S}_{x,t}$ (step-wise red) for the PMS model in Equations 2 - 6. Figure 1(a) displays the result of the PMS model in the absence of climate shocks while Figure 1(b) reports the result of the PMS model subject to climate extreme indices CSU, SPI and $r_{20\text{mm}}$ capturing, respectively, consecutive hot days, droughts, and number of days with heavy rainfall.

Figure 3, on the other hand, shows the extracted global business cycle $m_2(\hat{S}_{y,t})$ (black line), which represent the proportion of countries in regime 2 (expansion). The same figure exhibits the estimated financial cycle $\hat{S}_{x,t}$ (red line). Figures 2(a) and 2(b) respectively display the extracted global
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business cycles obtained from the PMS model in the absence of climate index and that for which climate shocks are accounted for. The peaks and troughs of the global business cycle obtained under the PMS model subject to climate shocks appear to be slightly larger when compared to that obtained from the restricted PMS model. This difference may be attributed to the presence of Climate shocks.

![Figure 3](image-url) Estimated global common business cycles \( m_2(\hat{S}_{y,t}) \), black line) and financial cycle \( \hat{S}_{x,t} \), red line) for PMS model. The Figures 2(a) and 2(b), respectively, display the results from the PMS model when climate shocks are not considered and when they are. The global interaction factor \( m_k(\hat{S}_{y,t}) \) is given by the proportion of chains in regime \( k \) at time \( t \) and computed using Equation 7. Sample period: February 1981 to December 2016 (month on month).

Turning to the degree of synchronization between the aggregated financial cycle and the business cycle of the country \( i \), we follow Harding and Pagan (2002) by computing the Concordance Index (CI) using

\[
CI_i = \frac{1}{T} \left\{ \sum_{t=1}^{T} (S_{x,t} - 1) \cdot (S_{y,it} - 1) + \sum_{t=1}^{T} (2 - S_{x,t}) \cdot (2 - S_{y,it}) \right\}
\]

where \( S_{y,it} \) indicates the business cycle series and \( S_{x,t} \) the financial cycle series. The \( CI_i \) takes value between zero and one. If the \( CI_i \) equals one (zero), cyclical movements are perfectly synchronized (anti-cyclical). This statistics provides an avenue to examine the impact, if there exists any, of climate shocks on the synchronization of the cycles. By applying the pairwise concordance statistics given above, we obtain the synchronization results in Table 2. We note that the data above the diagonal in Table 2 represents the result of the synchronization between the business and financial cycle extracted from the climate shocks free PMS model while the data below the diagonal reports estimates of the comovements of the business and financial cycle using PMS model subject to all the climate shocks. Almost all the countries exhibit a level of synchronization above 0.5 with each other and the financial cycle. The absolute difference in the degree of synchronization between the
business cycle and financial cycle under the different specifications of the PMS model is less than 0.03. This observation suggests that climate shocks mildly impacts on the synchronization between business and financial cycle. We however note from this table that by accounting for climate shocks, the estimated degree of pairwise synchronization between the business cycles are mostly larger than those obtained by neglecting climate shocks. In particular, the marked increase in the estimated degree of pairwise synchronization between the business cycle of France and Denmark (0.23 units) and that of Denmark and Luxembourg (0.19 units) may be associated to the presence of shocks in the PMS model specification.

Figure 4 displays the posterior distributions of the constant transition parameter $\alpha$, the interaction parameters $\beta$ between country-specific business cycles and the financial cycle and the global cycle coefficient $\gamma$ under two different specifications of our PMS model. Correspondingly, Tables 3 and 4 reports their posterior means and 95% credible intervals (in brackets) while Figure 5 gives a pictorial representation of the posterior mean of the interaction parameters. From Tables 3 and 4, we observe that the mean persistence of the states $S_{y,it} = 1$ and $S_{y,it} = 2$, that is, the probability of being in recession (expansion) conditional upon being in recession (expansion) in the previous period are mostly above 0.90 across the countries with the aggregate financial cycle exhibiting higher probability (0.97) of staying either in recession or expansion.

The posterior mean of the idiosyncratic parameter, $\alpha_i$, is approximately 0.95 across the countries under study, providing support for time-variations in the transition probabilities of the business cycles i.e. the dynamics of both the financial cycle and the global business cycle are relevant in determining the state of the economy (see Equation 6). The PMS model with climate shocks
appears to capture a slightly higher impact of the global business cycle, $m_k(S_{y,t})$, on each country business cycle when compared to the result obtained from the climate shocks free PMS model. (See Tables 3, 4 and Figure 5). This observation however suggests that the interaction between business cycles is not sufficient to explain the variation in the dynamics of country-specific cycle. In addition, relative to the financial cycle being in state 1 (recession), the expansionary phase (state 2) of the financial cycle contributes between 0.01 and 0.03 in predicting the next phase of the economy (see 6). This observation suggests that the financial cycle plays a relevant role in determining the phases of the business cycle.

We further investigate, in the following section, if aggregate financial shock is sufficient for driving business cycle synchronization by assessing the role played climate shocks as a mechanism driving industrial production growth. There has been no conclusive result in the literature on the mechanisms driving business cycle synchronization of EU member countries. Rose and Engel (2002), for instance, finds a positive impact of currency unions on the business cycle synchronization of EU
Table 3  Posterior means and 95% credible intervals (in brackets) of the interaction parameters of the PMS model in the presence of climate shocks

| Country | $p_{1,1}$ | $p_{1,2}$ | $p_{1,2}$ | $p_{1,2}$ | $p_{1,2}$ |
|---------|----------|----------|----------|----------|----------|
| AU      | 0.9011   | 0.9188   | 0.9557   | 0.021    | 0.0233   |
|         | (0.893,0.9356) | (0.912,0.9400) | (0.914,0.9844) | (0.0042,0.0491) | (0.004,0.0547) |
| BE      | 0.9179   | 0.9211   | 0.9569   | 0.0193   | 0.0237   |
|         | (0.914,0.9427) | (0.906,0.9574) | (0.918,0.9861) | (0.0036,0.0451) | (0.0041,0.0555) |
| DE      | 0.9030   | 0.9031   | 0.9561   | 0.0203   | 0.0236   |
|         | (0.8928,0.9349) | (0.8847,0.9259) | (0.919,0.9853) | (0.0036,0.0476) | (0.0046,0.0544) |
| FI      | 0.9046   | 0.9173   | 0.9580   | 0.0198   | 0.0222   |
|         | (0.8946,0.9147) | (0.8918,0.9571) | (0.9182,0.9851) | (0.0037,0.0451) | (0.0043,0.0511) |
| FR      | 0.9111   | 0.9061   | 0.9553   | 0.0202   | 0.0244   |
|         | (0.8688,0.9177) | (0.8921,0.9470) | (0.956,0.9838) | (0.0034,0.0465) | (0.0043,0.0556) |
| GE      | 0.9116   | 0.9202   | 0.9571   | 0.0187   | 0.0242   |
|         | (0.884,0.9263) | (0.9155,0.9464) | (0.9201,0.9847) | (0.0033,0.0434) | (0.0042,0.0551) |
| GR      | 0.9033   | 0.9113   | 0.9578   | 0.0201   | 0.0221   |
|         | (0.8914,0.9409) | (0.9016,0.9441) | (0.9218,0.9848) | (0.0038,0.0470) | (0.0041,0.0520) |
| IR      | 0.9238   | 0.9194   | 0.9586   | 0.0186   | 0.0228   |
|         | (0.906,0.9583) | (0.9095,0.9438) | (0.9233,0.9849) | (0.0035,0.0428) | (0.0041,0.0541) |
| IT      | 0.9171   | 0.9298   | 0.9582   | 0.0172   | 0.0246   |
|         | (0.912,0.9489) | (0.9142,0.9674) | (0.9225,0.9852) | (0.0032,0.0398) | (0.0046,0.0565) |
| LU      | 0.9112   | 0.9136   | 0.9523   | 0.0200   | 0.0277   |
|         | (0.8825,0.9241) | (0.9089,0.9418) | (0.9124,0.9829) | (0.0040,0.0460) | (0.0051,0.0623) |
| NE      | 0.9095   | 0.9024   | 0.9507   | 0.0219   | 0.0273   |
|         | (0.876,0.9209) | (0.864,0.9135) | (0.913,0.9819) | (0.0042,0.0494) | (0.0052,0.0603) |
| PO      | 0.9175   | 0.9208   | 0.9537   | 0.0182   | 0.0281   |
|         | (0.893,0.9365) | (0.914,0.9511) | (0.9145,0.9822) | (0.0036,0.0423) | (0.0052,0.0601) |
| SP      | 0.9130   | 0.9347   | 0.9511   | 0.0144   | 0.0345   |
|         | (0.909,0.9518) | (0.9047,0.9747) | (0.8844,0.9851) | (0.0028,0.0335) | (0.0065,0.0920) |

| Country | $p_{1,1}$ | $p_{1,2}$ | $p_{1,2}$ | $p_{1,2}$ | $p_{1,2}$ |
|---------|----------|----------|----------|----------|----------|
| FINI    | 0.9684   | 0.9678   | 0.9694   | 0.0126   | 0.018    |
|         | (0.963,0.9873) | (0.9342,0.9864) | (0.9428,0.9883) | (0.0023,0.0298) | (0.0037,0.0399) |

member countries. This stance has however been challenged by Baxter and Kouparitsas (2005). Weather, on the other hand, has been argued to play a potential role in influencing economic activity through various channels (Acevedo et al. (2018)). In-line with this, we analyze, in the following section, the potential contribution of extreme weather conditions in explaining the dynamics of the growth of IPI. The estimated business cycles, $\hat{S}_{y,t}=(\hat{S}_{y,1t},...,\hat{S}_{y,13t})$ for the countries are reported in Figures EC.5 - EC.6 in Appendix E.

4.3. Impact of climate change on industrial production

Noting that the standardized precipitation index (SPI) measuring drought has been transformed into a dichotomous variable, our results here will be discussed in relative terms. The estimated IPI and financial mean growth rates as well as their volatilities are given in the scatter plots of Figure 6, while Figure 7 presents a map of the study area with yellow and green patches representing the average IPI during the two phases of the economy. In both figures, we report the results obtained under two different specifications of the PMS model. We observe from Figure 6 that a clear separation of the two phases of the economy is less obvious by neglecting climate shocks in the PMS model specification. In addition, in a non-drought like climatic condition an inverse relationship exists between the growth rates and the volatilities during recession, while a positive relationship is observed between the growth rates and the volatilities during the expansionary phase.
of the economy ie. during recession a fall in industrial production is accompanied by an increase in volatility whereas during expansion increase in industrial production is associated with increase in volatility. This observation suggests that insights into the mechanisms driving the IPI growth rate of EU countries may be understood by accounting for climate shocks. Irrespective of the PMS model specification adopted, Ireland is observed to have experienced the highest positive average growth rate and at the same time the most volatile economy during the expansionary phase of the economy.

Figure 8 displays estimates of the coefficients capturing the regime specific impact of the changes in extreme weather event on country specific industrial production indices. In this figure, yellow and green patches respectively denote negative and positive impact of climate shocks on IPI growth under different phases of the economy and specifications of the PMS model. While economic activities of countries within Southern Europe (region with the highest exposure to long spell of summer days), with the exception of Greece, appear to be hampered by extreme temperature, we observe asymmetric effect (positive during recession and negative during expansion) of lengthy spell of consecutive summer days on the economies of France, Belgium and Denmark.
### Table

| Idiosyncratic ($\alpha$) | Financial cycle $\beta$ | Global $\gamma$ |
|-------------------------|------------------------|----------------|
| Without climate indicator | [Image](#) | [Image](#) |
| With ALL climate indicators | [Image](#) | [Image](#) |

**Figure 5** Study area with patches representing the contribution of the interaction parameters (idiosyncratic ($\alpha$), financial cycle ($\beta$) and global business cycle ($\gamma$)) under different specifications of the PMS model (rows) on the dynamics of the business cycle of each of the EU countries.

**Figure 6** Estimates of monthly state-level IPI and Financial index (Fin1) mean growth rates (horizontal axis) and volatilities (vertical axis) with the Bayesian Panel Markov-switching model. The horizontal axis represents the mean growth rates and the vertical axis the volatilities. Sample period: February 1981 to December 2016 (month on month). Figures 5(a) and 5(b) respectively report the output of the PMS model in the absence and presence of climate shocks.

Relative to the non-drought-like climatic condition, moderate to extreme dryness seem to contribute negatively to the IPI growth of most of the countries in Northern Europe. The economies of Ireland and Finland tend to be favoured by drought during recession but hindered during expansion.
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Figure 7 Study area with yellow and green patches denoting negative and positive impact of climate shocks on IPI growth rate of the represented EU Countries under different phases economy (columns) and specifications of the PMS model (rows).

Spain seems to be favoured by drought and thus compensates for the negative impact of extreme temperature on its economy. In addition, drought tend to favour growth by reducing (by about 0.08) the adverse impact of recession on Netherlands while Portugal’s economy (historically, the country with the highest exposure to moderate to extreme dryness) seem to enjoy a boost (by about 0.09) from drought during expansion. Italy and Luxembourg’s growths are negatively impacted by drought during expansion. An increase in the frequency of heavy precipitation days per month seems to negatively affect Italy’s average industrial production growth with a reduction of -0.059 during expansion and -0.18 during recession. On the contrary, increasing frequency of high precipitation per month tend to contribute to the industrial production growth indices in
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Figure 8  Study area with the impact of climate shocks (indicated by different colours) on the growth rate on the represented EU Countries during recession and expansion. Yellow and green patches respectively denote negative and positive impact. The SPI index is transformed into two contrasting weather scenarios using a dummy variable. We set the dummy variable to one if the SPI is less than -0.5 (dry situation) and zero otherwise.

Germany (0.15), Netherlands (0.07) and Portugal (0.06) during recession and to Greece (0.07) during expansion.
The posterior means and 95% credible intervals (in brackets) for the parameters of the measurement equations of our PMS models are reported in Tables EC.2 and EC.3.

4.3.1. **Channel of impact by sector** Climate shocks can influence economic activity through various channels. The most obvious one is agricultural output, given that temperature and precipitation are direct inputs in crop production. However, studies show evidence of broader impacts, including labour productivity, mortality, health, and conflict. In this section, we examine the impact of extreme weather on sectoral outputs of IPI namely: mining and quarrying; manufacturing; and utilities (ie. electricity, gas, steam and air conditioning ). However, due to data availability issue, we focus on the impact of climate shocks on the manufacturing sector only by estimating the PMS model in Equation 1 and 2 but with the growth of the manufacturing sector as our outcome of interest. The manufacturing sector accounts for about 90% of the entire IPI.

Before we proceed further, we observe that data on Italy’s manufacturing sector is only available from January 1990. We therefore reconstruct the missing observation by fitting a simple linear regression of Italy’s manufacturing data on its corresponding IPI for the period January 1990 to December 2016. The fitted regression model together with Italy’s IPI for the January 1981 to December 1989 were then used to estimate the missing observations. The result of the estimation of the PMS model reported in Table EC.4 and Figure 9(c) suggests that unlike the aggregate IPI, France, Portugal and Germany’s manufacturing sector do not seem to be responsive to the increase in the spell of summer days. Similarly, Belgium and Luxembourg’s manufacturing are not sensitive to drought. In addition, high precipitation does not significantly impact the manufacturing sector of the Netherlands. Apart from these few cases, the result in Table EC.4 generally suggests that most of our deductions on the impact of climate shocks on the IPI EU countries affects the manufacturing sector.

4.4. **Model selection**

In this section, we compare different alternative specifications of the PMS model to see which covariates are significant (exclusion of covariates). In this case, we consider situations when the measurement equations are: (i) independent of the climate change indices; (ii) dependent on only one the climate index at a time, and; (iii) dependent simultaneously on all the selected climate change indices. Corresponding, we have Models 1-5 for PMS model.

A pairwise comparison of all the competing models \( \{ M_j : j = 1, 2, \ldots, J \} \) will be carried out by evaluating the Bayes factor (BF)

\[
B(j, j') = \frac{f(Y_{1:T}, X_{1:T} | Z_{1:T}, M_j)}{f(Y_{1:T}, X_{1:T} | Z_{1:T}, M_{j'})}
\]
between model $M_j$ and $M_{j'}$, for all pairs of models based on the full sample.

Noting that under model $M_j$, the posterior distribution of $(\theta, S_{y,1:T}, S_{x,1:T})$ given the observations can be written as

$$P(\theta, S_{y,1:T}, S_{x,1:T}|Y_{1:T}, X_{1:T}, Z_{1:T}, M_j) = \frac{f(Y_{1:T}, X_{1:T}|\theta, S_{y,1:T}, S_{x,1:T}, Z_{1:T}, M_j)P(\theta, S_{y,1:T}, S_{x,1:T}|M_j)}{f(Y_{1:T}, X_{1:T}|Z_{1:T}, M_j)}$$

where $f(Y_{1:T}, X_{1:T}|\theta, S_{y,1:T}, S_{x,1:T}, Z_{1:T}, M_j)$ is the joint density function of the observations conditional on the parameter set, $f(Y_{1:T}, X_{1:T}|Z_{1:T}, M_j)$ is the marginal joint density function of the observations and $P(\theta, S_{y,1:T}, S_{x,1:T}|M_j)$ is the prior distribution of $(\theta, S_{y,1:T}, S_{x,1:T})$. Furthermore, the logarithm of the ratio between the posterior distribution of the parameters of a pair of competing models is

$$\log \left( \frac{P(\theta, S_{y,1:T}, S_{x,1:T}|Y_{1:T}, X_{1:T}, Z_{1:T}, M_j)}{P(\theta, S_{y,1:T}, S_{x,1:T}|Y_{1:T}, X_{1:T}, Z_{1:T}, M_{j'})} \right) = \log \left( \frac{f(Y_{1:T}, X_{1:T}|Z_{1:T}, M_k)}{f(Y_{1:T}, X_{1:T}|Z_{1:T}, M_j)} \right) + \log \left( \frac{P(\theta, S_{y,1:T}, S_{x,1:T}|M_j)}{P(\theta, S_{y,1:T}, S_{x,1:T}|M_{j'})} \right)$$

By setting $p_{M_j} = \frac{P(\theta, S_{y,1:T}, S_{x,1:T}|Y_{1:T}, X_{1:T}, Z_{1:T}, M_j)}{P(\theta, S_{y,1:T}, S_{x,1:T}|Y_{1:T}, X_{1:T}, Z_{1:T}, M_j) + P(\theta, S_{y,1:T}, S_{x,1:T}|Y_{1:T}, X_{1:T}, Z_{1:T}, M_{j'})}$ and assuming that the prior distribution of the augmented parameter set, $(\theta, S_{y,1:T}, S_{x,1:T})$, is equal under the two competing models, then Equation 19 may be written as

$$\log \left( \frac{p_{M_j}}{1-p_{M_j}} \right) = \log B(k,j) + \log f(Y_{1:T}, X_{1:T}|\theta, S_{y,1:T}, S_{x,1:T}, Z_{1:T}, M_j) - \log f(Y_{1:T}, X_{1:T}|\theta, S_{y,1:T}, S_{x,1:T}, Z_{1:T}, M_{j'}).$$

Equation 20 can be thought of as a logistic regression. Hence, the problem of estimating the Bayes factor can be recast as a reverse logistic regression (see Geyer (1994) and Cameron and Pettitt (2014)). That is, given the log-likelihoods corresponding to each MCMC draws from the posterior distribution under $M_j$, the

$$\log \left( \frac{p_M}{1-p_M} \right) = \alpha + \beta \log f(Y_{1:T}, X_{1:T}|\theta, S_{y,1:T}, S_{x,1:T}, Z_{1:T}, M)$$

where $M \in \{M_j, M_{j'}\}$.

From Table 5, the PMS model with climate shocks perform better than Model 1 (PMS model without climate shocks). Furthermore, Model 3 (PMS model with drought index) and Model 4 (PMS model with rainfall index) appear to be consistently perform better than other specifications of the PMS model. This observation suggests drought and precipitation index are relevant climate shock indices to consider in the study of the economic and financial cycle.
Table 5  Pairwise estimate of the log-Bayes factor, $\log(BF(j',j))$, (in multiples of $10^3$) in favor of $M_{j'}$ over $M_j$ for models.

| $\log B(j',j)$ | Unconstrained PMS | CSU   | SPI   | r20mm | ALL   |
|----------------|--------------------|-------|-------|-------|-------|
| $M_{j'}$ Model1 | 0                  | -0.4461 | -2.7454 | -3.1959 | -0.2163 |
| Model2         | 0.4461             | 0     | -5.1733 | -6.5194 | 4.6588 |
| Model3         | 2.7454             | 5.1733 | 0     | 0.0980 | 1.9526 |
| Model4         | 3.1959             | 6.5194 | -0.0980 | 0     | 2.0426 |
| Model5         | 0.2163             | -4.6588 | -1.9526 | -2.0426 | 0     |

Note: The results in this Table is computed by estimating the value of $\alpha$ (log-Bayes factor) in the logistic regression given in Equation (21).

5. Conclusion

This paper studies the co-movement of the business cycles and the aggregate financial cycle of a selected set of European Union countries by using a Panel Markov-Switching (PMS) model. An attempt at explaining the mechanism driving the euro-area economic cycle through the assessment of the potential impact of extreme weather conditions on industrial production is also undertaken. Our results suggest that extreme weather conditions, aggregate financial and global cycles are relevant in describing the dynamics of country-specific business cycles. Economies of EU countries are generally observed to be sensitive to changes in the spell length of summer days and drought during the expansionary phase of the economy while increasing frequency in heavy precipitation tend to affect the economies more during recession. In addition, climate shocks are observed to have uneven impact across the two states of the economy and heterogeneous impact across the EU countries. A further analysis in the channel of impact suggests that the impact of extreme weather events on the economy is mostly felt through the manufacturing sector of the economy.

Our focus in this study has been limited to the impacts of climate shocks on the economies of EU countries, accounting for the interaction of extreme weather events with the economies. Thus as a further line of research, the study of the impact of climate shocks on EU economies through their influence on raw materials and processes originating from outside the EU may provide insight into the sources of variations in the economics of EU nations.
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Appendix A: Information on construction of composite financial cycle indicator

1. **Credit to private sector.** The time series is available on the BIS (Bank for International Settlements) Statistical portal website for the period 1999Q1-2016Q1 and in nominal terms.\(^9\) For the period 1981Q1-1998Q4 we reconstructed the data using a weighted average of the credit data for GER, FRA, ITA, SPA, BEL, NET, UK with the weights reflecting each country’s share of GDP in the group. The reconstructed time series is then converted at monthly frequency using the Chow and Lin (1971) procedure. The monthly series is transformed in real terms using the monthly CPI index (source: BIS\(^10\)) after having removed the seasonal component using X-12-ARIMA method.\(^11\) The period 1981M1-1998M12 for the Euro Area CPI is reconstructed using the CPI seasonally adjusted time series for GER, FRA, ITA, SPA, BEL, NET.

2. **Credit-to-GDP-ratio.** The time series is available on the BIS Statistical portal at quarterly frequency for the period 1999Q1-2016Q1.\(^12\) For the period 1981Q1-1998Q4 we reconstructed the data using a backward forecasting procedure using using a weighted average of the credit-to-GDP-ratio data for GER, FRA, ITA, SPA, BEL, NET, UK. The reconstructed time series is then converted at monthly frequency using the Chow and Lin (1971) procedure.

3. **Real property price index.** Three different house price data are used:

   - Aggregate EU data reconstructed using data available from FED-International House Price Database at quarterly frequency.\(^13\) The house price index in real terms for the Euro Area is computed as a weighted average of the house price growth indices for GER, FRA, ITA, SPA, BEL, NET, UK. The aggregation is based on GDP weights. All data are seasonally adjusted and expressed in real terms. The house price indices of above countries are converted at monthly frequency using the Chow and Lin (1971) procedure.

   - Aggregate EU data taken from Eurostat. Data is seasonally adjusted using X-13 and deflated using aggregate CPI. CPI for Euro Area is seasonally adjusted using X-13. Monthly conversion is implemented using Chow and Lin (1971) procedure.

   - Aggregate EU data reconstructed using data available from BIS at quarterly frequency. The house price index in real terms for the Euro Area is computed as a weighted average of the house price growth indices for GER, FRA, ITA, SPA, BEL, NET, UK. The aggregation is based on GDP weights. All data are seasonally adjusted using X-13 and are expressed in real terms. The house price indices of above countries are converted at monthly frequency using the Chow and Lin (1971) procedure.

\(^9\) [https://www.bis.org/statistics/totcredit.htm?m=6%7C326.](https://www.bis.org/statistics/totcredit.htm?m=6%7C326.)

\(^10\) [https://www.bis.org/statistics/cp.htm?m=6%7C348.](https://www.bis.org/statistics/cp.htm?m=6%7C348.)

\(^11\) The code was run in Eviews using the automatic selecting procedure available. From a visual inspection, using TRAMO-SEATS does not alter the dynamics of the SA series.

\(^12\) [https://www.bis.org/statistics/totcredit.htm?m=6%7C326.](https://www.bis.org/statistics/totcredit.htm?m=6%7C326.)

\(^13\) [http://www.dallasfed.org/institute/houseprice/](http://www.dallasfed.org/institute/houseprice/)
Appendix B: Summary statistics

Figure EC.1 Time series plot of the percentage change on previous month’s Industrial Production Indices (IPI) and aggregate (composite) Financial index for 13 EU countries for the sample period February 1981 to December 2016.
|          | AU  | BE  | DE  | FI  | FR  | GE  | GR  | IR  | LU  | NL  | PO  | SP  | FIN |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| **IPI**  |     |     |     |     |     |     |     |     |     |     |     |     |     |
| Mean     | 0.26 | 0.21 | 0.19 | 0.06 | 0.14 | 0.14 | 0.04 | 0.76 | 0.04 | 0.26 | 0.14 | 0.13 | 0.07 |
| Std      | 1.83 | 2.38 | 3.31 | 2.54 | 1.31 | 1.72 | 3.08 | 5.50 | 1.55 | 3.85 | 2.68 | 2.71 | 1.79 |
| Skewness | 0.39 | 0.23 | 0.38 | 0.21 | -0.13 | 0.13 | 0.73 | 0.05 | 0.03 | -0.03 | 0.26 | 0.35 | 0.15 |
| Kurtosis | 1.27 | 4.54 | 3.87 | 6.99 | 0.67 | 8.53 | 6.86 | 4.55 | 0.98 | 1.68 | 4.25 | 1.25 | 3.27 |
| Max      | 7.07 | 12.42 | 15.78 | 16.44 | 4.02 | 12.31 | 21.71 | 32.17 | 6.11 | 12.58 | 15.18 | 11.18 | 9.30 |
| Min      | -5.84 | -9.99 | -15.31 | -12.97 | -5.02 | -9.46 | -13.20 | -24.03 | -4.48 | -16.92 | -10.38 | -8.73 | -6.74 |

|          | CSU |     |     |     |     |     |     |     |     |     |     |     |     |
| Mean     | 1.30 | 1.28 | 0.49 | 0.47 | 2.36 | 1.61 | 6.53 | 0.12 | 4.81 | 1.48 | 1.18 | 6.80 | 6.23 |
| Std      | 2.14 | 2.18 | 1.23 | 1.12 | 3.61 | 2.61 | 8.66 | 0.54 | 6.80 | 2.61 | 2.03 | 8.40 | 8.10 |
| Skewness | 2.04 | 2.44 | 3.97 | 3.24 | 2.02 | 2.14 | 1.17 | 6.50 | 1.45 | 2.56 | 2.52 | 1.02 | 1.03 |
| Kurtosis | 4.46 | 8.53 | 20.99 | 12.27 | 4.44 | 7.71 | 4.55 | 4.56 | 0.88 | 4.38 | 4.01 | 5.72 | 3.11 |
| Max      | 13.44 | 16.05 | 11.22 | 7.90 | 20.28 | 16.55 | 29.50 | 4.87 | 26.25 | 17.92 | 15.70 | 29.97 | 26.77 |
| Min      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

|          | SPI |     |     |     |     |     |     |     |     |     |     |     |     |
| Mean     | 0.04 | 0.14 | 0.09 | 0.26 | 0.03 | 0.06 | -0.11 | 0.09 | -0.10 | 0.16 | 0.18 | -0.13 | -0.11 |
| Std      | 0.67 | 0.78 | 0.84 | 0.67 | 0.71 | 0.69 | 0.69 | 0.82 | 0.59 | 0.87 | 0.84 | 0.87 | 0.69 |
| Skewness | 0.05 | -0.23 | -0.65 | -0.28 | -0.07 | -0.01 | -0.03 | 0.05 | -0.34 | -0.10 | -0.48 | -0.12 | -0.18 |
| Kurtosis | -0.22 | -0.22 | 1.49 | -0.15 | -0.37 | 0.06 | 0.64 | -0.07 | 0.13 | -0.07 | 0.89 | -0.32 | -0.56 |
| Max      | 2.19 | 2.00 | 2.09 | 1.74 | 1.93 | 1.90 | 2.05 | 2.44 | 1.42 | 2.46 | 2.14 | 2.06 | 1.39 |
| Min      | -1.74 | -2.21 | -3.73 | -1.85 | -1.92 | -2.16 | -1.66 | -2.14 | -1.92 | -2.29 | -3.07 | -2.70 | -1.80 |

|          | r20mm |     |     |     |     |     |     |     |     |     |     |     |     |
| Mean     | 0.77 | 0.29 | 0.14 | 0.13 | 0.36 | 0.35 | 0.27 | 0.58 | 0.55 | 0.40 | 0.32 | 0.57 | 0.26 |
| Std      | 0.67 | 0.42 | 0.25 | 0.19 | 0.29 | 0.30 | 0.37 | 0.56 | 0.44 | 0.60 | 0.38 | 0.86 | 0.28 |
| Skewness | 1.21 | 2.36 | 2.76 | 2.25 | 1.44 | 1.27 | 1.94 | 1.61 | 1.41 | 2.10 | 1.85 | 2.27 | 1.77 |
| Kurtosis | 1.55 | 6.40 | 9.24 | 6.14 | 2.45 | 1.88 | 4.35 | 3.56 | 2.33 | 5.11 | 4.01 | 5.72 | 3.11 |
| Max      | 3.60 | 2.50 | 1.68 | 1.24 | 1.66 | 1.59 | 2.15 | 3.83 | 2.51 | 3.41 | 2.35 | 5.41 | 1.37 |
| Min      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
Figure EC.2  Time series plot of monthly spell of summer days (CSU) with daily temperature exceeding $25^\circ C$ for 13 EU countries for the sample period February 1981 to December 2016.
Figure EC.3  Time series plot of the drought index measured using monthly standard precipitation index (SPI) for the accumulation period of 6-months for 13 EU countries for the period February 1981 to December 2016.
Figure EC.4 Time series plot of the monthly frequency of daily heavy rainfall exceeding 20mm for 13 EU countries for the period February 1981 to December 2016.
Appendix C: Parameter conditional distributions

In the following we derive the posterior distributions and give details of the Gibbs sampling scheme (see Section 3.2) implemented in this paper.

C.1. Sampling the trajectories of the hidden variables, \( S_y \) and \( S_z \)

We sample the state trajectory \( S_{y,i:1:T} \), for \( i = 1, \ldots, N \) and \( S_{z,i:1:T} \) corresponding to each of the unit-specific business cycle and financial cycle from their respective joint posterior distribution

\[
f(S_{y,i:1:T}|S_{y,-i:1:T}, S_{z,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta), i = 1, \ldots, N \quad \text{and} \quad f(S_{z,i:1:T}|S_{y,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta)
\]

by the Forward Filter Backward Sampling (FFBS) algorithm (see Frühwirth-Schnatter and Kaufmann (2008) for illustration). By means of dynamic factorization, the full conditional distribution of the unit specific hidden state associated with the business cycles is

\[
f(S_{y,i:1:T}|S_{y,-i:1:T}, S_{z,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta) = f(S_{y,i:T}|S_{y,-i:1:T}, S_{z,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta)\]

\[
\times \prod_{t=1}^{T-1} f(S_{y,i:t+1}|S_{y,i:t}, S_{y,-i:t}, S_{z,i:T}, \theta) f(S_{y,i:t}|S_{y,-i:1:T}, S_{z,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta)
\]

\[
\approx \left( f(S_{y,i:T}|S_{y,-i:1:T}, S_{z,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta) \prod_{t=1}^{T-1} f(S_{y,i:t}|S_{y,-i:1:T}, S_{z,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta) \right) \times \prod_{t=1}^{T-1} f(S_{y,i:t+1}|S_{y,i:t}, S_{y,-i:t}, S_{z,i:T}, \theta)
\]

While, the joint posterior distribution of the hidden variable associated with the financial cycle may be factorized as

\[
f(S_{z,i:1:T}|S_{y,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta) \prod_{t=1}^{T-1} f(S_{z,i:t}|S_{y,i:1:T}, Y_{1:T}, X_{1:T}, Z_{1:T}, \theta) \times \prod_{t=1}^{T-1} f(S_{z,i:t+1}|S_{z,i:t}, S_{y,i:t}, \theta)
\]

C.2. Sampling \( \theta \)

Sampling \( \theta \) from its full conditional distribution will be done by separating it into two sub-vectors: regime dependent parameters and the regime independent parameters. The regime dependent parameters are essentially the parameters of the measurement equations, while the regime independent parameters are the interaction parameters.
C.2.1. Sampling parameters of the measurement equations

The parameters of the measurement equation consists of $\Psi_{il}$, $i = 1, \ldots, N$ (regime specific measure of the effect of climate condition on each country’s IPI growth), $\Phi_l$ (regime specific measure of aggregate effect of climate condition on financial activity), $\sigma^2_{il}$, ($i = 1, \ldots, N$), (regime specific measure of the variability in the residual of each country’s IPI growth), and $\tau^2_l$ (regime specific measure of the variability in the residual financial index) for $l = 1, 2$. The regime specific mean parameters, $\Psi_{il}$, $i = 1, \ldots, N$ and $\Phi_l$ of the measurement equations will be sampled respectively from the multivariate distributions given by Equations EC.1 and EC.2, while the regime specific variances parameters, $\sigma^2_{il}$, ($i = 1, \ldots, N$) and $\tau^2_l$, will sampled from the inverse gamma distributions given in Equations EC.3 and EC.4.

1. Given that the prior distributions of the regime specific mean parameters, $\Psi_{il}$ (where $l = 1, 2$ and $i = 1, \ldots, N$), of the measurement equation associated with each country’s IPI growth are multivariate normally distributed (see Equation (9)), then their posterior conditional density functions are given as follows:

\[
\propto \exp \left( -\frac{1}{2} (\Psi_{il} - m_{y,il})' \Sigma^{-1}_{y,il} (\Psi_{il} - m_{y,il}) \right) \prod_{t \in T_{y,il}} \exp \left\{ -\frac{1}{2\sigma^2_{il}} \left( y_{it} - \Psi_{il} \right)^2 \right\}
\]

\[
\propto \exp \left( -\frac{1}{2} \left[ \Psi_{il}' [\Sigma^{-1}_{y,il} + \sum_{t \in T_{y,il}} \frac{z_{it}z_t'/\sigma_{il}}{\varphi_{il}}] \Psi_{il} - 2[m_{y,il}' \Sigma^{-1}_{y,il} + \sum_{t \in T_{y,il}} y_{it} z_{it}' / \sigma_{il}] \Psi_{il} \right] \right)
\]

\[
\propto \mathcal{MN}(\bar{m}_{y,il}, \Sigma_{y,il}) \quad \text{(EC.1)}
\]

with $\bar{m}_{y,il} = \sum_{t \in T_{y,il}} \frac{y_{it} z_{it} / \sigma_{il} + \Sigma^{-1}_{y,il} m_{y,il}}{\varphi_{il}}$ and $\Sigma^{-1}_{y,il} = \Sigma_{y,il}^{-1} + \sum_{t \in T_{y,il}} z_{it} z_t' / \sigma_{il}$.

We defined $T_{y,il} = \{t = 1, \ldots, T | S_{il} = l\}$, $T_{y,il} = \text{card}(T_{y,il})$, $Y_1:T = (Y_1, \ldots, Y_T)$, $Z_1:T = (Z_1, \ldots, Z_T)$ and $S_{y,1:T} = (S_{y,1}, \ldots, S_{y,T})$. The notation $\theta_{-r}$ indicates that element $r$ is excluded from the vector $\theta$.

2. Following a similar argument as above and given that the prior distributions of $\Psi_{il}$ (where $l = 1, 2$) are multivariate normal distributed (see Equation (9)), we obtain their corresponding conditional posterior density functions as follows:

\[
\propto \exp \left( -\frac{1}{2} (\Phi_l' [\Sigma^{-1}_{y,il} \Phi_l - 2m_{y,il}' \Sigma^{-1}_{y,il} \Phi_l]) \right) \exp \left\{ -\sum_{t \in T_{x,il}} \frac{1}{2 \tau^2_{il}} (\Phi_l' z_{il} z_t' \Phi_l - 2 x_{il} z_t' \Phi_l) \right\}
\]

\[
\propto \exp \left( -\frac{1}{2} \left[ \Phi_l' [\Sigma^{-1}_{y,il} + \sum_{t \in T_{x,il}} \frac{z_{il} z_t'/\tau_{il}}{\varphi_{il}}] \Phi_l - 2[m_{y,il}' \Sigma^{-1}_{y,il} + \sum_{t \in T_{x,il}} x_{il} z_t'/\tau_{il}] \Phi_l \right] \right)
\]

\[
\propto \mathcal{MN}(\bar{m}_{x,il}, \Sigma_{x,il}) \quad \text{(EC.2)}
\]

with $\bar{m}_{x,il} = \sum_{t \in T_{x,il}} \frac{x_{il} z_{il} / \tau_{il} + \Sigma^{-1}_{x,il} m_{x,il}}{\varphi_{il}}$, $\Sigma_{x,il} = \Sigma_{x,il}^{-1} + \sum_{t \in T_{x,il}} z_{il} z_t' / \tau_{il}$, $T_{x,il} = \{t = 1, \ldots, T | S_{x,il} = l\}$, $T_{x,il} = \text{card}(T_{x,il})$, $X_1:T = (X_1, \ldots, X_T)$ and $S_{x,1:T} = (S_{x,1}, \ldots, S_{x,T})$. 

3. As regards the variance parameters \( \sigma_{il}^2, \ i = 1, \ldots, N, \) and \( \tau_{il}^2, \ l = 1, 2, \) we derive their conditional posterior distribution, under the assumption of inverse gamma distribution priors (see Equations (11) and (12)), as follows

\[
f(\sigma_{il}|Y_1:T, Z_{1:T}, S_{y,1:T}, \theta_{-\sigma_{il}}) \propto \left( \frac{1}{\sigma_{il}^2} \right)^{(a_{y,il}+1)} \exp\left\{ -\frac{\beta_{y,il}}{\sigma_{il}^2} \prod_{t \in T_{y,il}} \frac{1}{\sigma_{il}^2} \right\} \times \exp\left\{ -\sum_{t \in T_{y,il}} \frac{1}{2\sigma_{il}^2} (y_{il} - \Psi_{il} z_t)^2 \right\} \propto IG\left( a_{y,il} + T_{y,il} \beta_{y,il} + \sum_{t \in T_{y,il}} (y_{il} - \Psi_{il} z_t)^2 \right) \quad \text{(EC.3)}
\]

4. and

\[
f(\tau_{il}|X_1:T, Z_{1:T}, S_{x,1:T}, \theta_{-\tau_{il}}) \propto \left( \frac{1}{\tau_{il}^2} \right)^{(a_{x,il}+1)} \exp\left\{ -\frac{\beta_{x,il}}{\tau_{il}^2} \prod_{t \in T_{x,il}} \frac{1}{\tau_{il}^2} \right\} \times \exp\left\{ -\sum_{t \in T_{x,il}} \frac{1}{2\tau_{il}^2} (x_{il} - \Phi_{il} z_t)^2 \right\} \propto IG\left( a_{x,il} + T_{x,il} \beta_{x,il} + \sum_{t \in T_{x,il}} (x_{il} - \Phi_{il} z_t)^2 \right) \quad \text{(EC.4)}
\]

### C.2.2. Sampling interaction parameters

The interaction parameters consists of the fixed transition probabilities \( P_{i,l:1:2} = (p_{i,tl}, p_{i,t2}), i = 1, \ldots, N, \) and \( P_{f,l:1:2} = (p_{f,tl}, p_{f,t2}), l = 1, 2, \) the idiosyncratic parameter \( \alpha_i, \ i = 1, \ldots, N \) and \( \alpha_f \), the local (financial cycle) effect \( \beta_i, \ i = 1, \ldots, N, \) and \( \beta_f \) and the global effect \( \gamma_i, \ i = 1, \ldots, N, \) and \( \gamma_f \). We implement a Metropolis Hastings (MH) sampler for drawing each row of the transition probability matrix from the Beta distribution in Equations EC.6 and EC.8, and the vector of other interaction parameters \( (\alpha_i, \beta_i, \gamma_i, \ i = 1, \ldots, N \) and \( \alpha_f, \beta_f, \gamma_f) \) form a mixture of three component Dirichlet distributions in Equations EC.9 and EC.11.

5. Given that the prior distribution of each \( l \)-th row of the transition matrix \( P_{i,l:1:2} = (p_{i,tl}, p_{i,t2}) \) follows a Beta distribution (See Equation 13), then the posterior conditional density function is:

\[
f\left( p_{i,l:1:2} | Y_1:T, X_1:T, Z_{1:T}, S_{y,1:T}, S_{x,1:T}, \theta_{-(p_{i,l:1:2})} \right) \propto \left( \prod_{k=1}^{2} P_{il}^{(d_{y,il}-1)} \right) \prod_{t=1}^{T} \prod_{k=1}^{T} \left( \alpha_i p_{i,tk} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k} \right)^{\xi_{y,ilk} \eta_{y,ilk} - 1} \propto \left( \prod_{k=1}^{2} P_{il}^{(d_{y,il}-1)} \right) \prod_{k=0}^{1} \prod_{t \in T_{y,ilk}} \left( \alpha_i p_{i,tk} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k} \right) \propto \prod_{k=1}^{2} \left( P_{il}^{(d_{y,il}-1)} \right) \prod_{t \in T_{y,ilk}} \left( \alpha_i p_{i,tk} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k} \right) \quad \text{(EC.5)}
\]
Since sampling directly from the non-standard posterior conditional distribution given in Equation EC.5 will pose a challenge in the implementation of the Gibbs iteration, we adopt a Metropolis Hastings (MH) sampling procedure. The Beta distribution in Equation EC.6 obtained by setting $\alpha_i = 1$ and $\beta_i = \gamma_i = 0$ posterior distribution in Equation EC.5 is used as the proposal distribution within the MH. We denote the proposal distribution by

$$g(p_{l,1:2}|S_{y,1:T}) \propto \prod_{k=1}^{2} p_{l,1:k}^{(\delta_{y,1:k}-1)} P_{l,1:k}$$

$$\propto Beta(\delta_{y,1} + T_{y,1:1}, \delta_{y,2} + T_{y,1:2})$$

(EC.6)

6. Following a similar argument as above, we implement an MH sampling algorithm for drawing samples from the posterior distribution in Equation EC.7 of each $l$-th row of the transition matrix $P_{l,1:2} = (p_{f,1:l}, p_{f,1:2})$. The Beta distribution in Equation EC.8 derived by setting $\alpha_j = 1$ and $\beta_j = \gamma_j = 0$ in Equation EC.7 is set as the proposal distribution for sampling the components of the transition probability matrix.

Given that the prior distribution of the $l$-th row of the transition matrix $P_{l,1:2} = (p_{f,1:l}, p_{f,1:2})$ is Dirichlet distribution (see Equation (14)) then the corresponding posterior conditional density function is:

$$f(p_{f,1:2}|Y_{1:T}, X_{1:T}, Z_{1:T}, S_{y,1:T}, S_{x,1:T}, \theta_{-(p_{f,1:2})})$$

$$\propto \prod_{k=1}^{2} p_{f,1:k}^{(\delta_{x,k}-1)} \prod_{t=1}^{T} \prod_{k=1}^{2} (\alpha_i p_{f,1:k} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k})^{|x_k,t-1|}$$

$$\propto \prod_{k=1}^{2} p_{f,1:k}^{(\delta_{x,k}-1)} \prod_{k=1}^{2} \prod_{t=1}^{T} (\alpha_i p_{f,1:k} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k})$$

$$\propto \prod_{k=1}^{2} p_{f,1:k}^{(\delta_{x,k}-1)} \left( \prod_{t \in T_{x,k}} (\alpha_i p_{f,1:k} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k}) \right)$$

(EC.7)

and the proposal distribution is denoted by

$$q(p_{f,1:2}|S_{x,1:T}, \theta_{-(p_{f,1:2})}) \propto \prod_{k=1}^{2} p_{f,1:k}^{(\delta_{x,k}-1)} P_{f,1:k}$$

$$\propto Beta(\delta_{x,1} + T_{x,1:1}, \delta_{x,2} + T_{x,1:2})$$

(EC.8)

7. As regards the vector of interaction parameters ($\alpha_i, \beta_i, \gamma_i$), assuming the Dirichlet prior distribution given in Equation (15), the posterior density function is:

$$f(\alpha_i, \beta_i, \gamma_i|Y_{1:T}, X_{1:T}, Z_{1:T}, S_{y,1:T}, S_{x,1:T}, \theta_{-(\alpha_i, \beta_i, \gamma_i)})$$

$$\propto \prod_{t=1}^{T} \prod_{k=1}^{2} (\alpha_i p_{t,1:k} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k})^{|x_k,t-1|}$$

$$\propto \prod_{k=1}^{2} p_{f,1:k}^{(\delta_{x,k}-1)} \prod_{k=1}^{2} \prod_{t \in T_{x,k}} (\alpha_i p_{t,1:k} + \beta_i (S_{x,t} - 1) + \gamma_i m_{t,k})$$

the above conditional posterior distributions of the interaction parameters, ($\alpha_i, \beta_i, \gamma_i, i = 1, \ldots, N$ are directly proportional to a polynomial of three (3) variables, of degree $T + \varphi_{y,1} - 1$ in $\alpha$, $T + \varphi_{y,2} - 1$ in $\beta$, and $T + \varphi_{y,3} - 1$ in $\gamma$.
\( \beta \), and \( T + \varphi_{y,3} - 1 \) in \( \gamma \). It may therefore be deduced that the conditional posterior distribution of the interaction parameters is a mixture of Dirichlet distributions. However, the weights and parameters of the mixture are not readily available or easily obtained. This observation poses a difficulty for directly sampling from these distributions. In view of this, MH samplers are implemented for drawing independent samples of the interacting parameters from the conditional posterior distributions. More precisely, a mixture of three (3) equally weighted Dirichlet distributions with parameters \((T + \varphi_{y,1}, \varphi_{y,2}, \varphi_{y,3}), (\varphi_{y,1}, T + \varphi_{y,2}, \varphi_{y,3}), \) and \((\varphi_{y,1}, \varphi_{y,2}, T + \varphi_{y,3})\) denoted by

\[
q(\alpha, \beta, \gamma) = \frac{1}{3} \left( \text{Dir}(T + \varphi_{y,1}, \varphi_{y,2}, \varphi_{y,3}) + \text{Dir}(\varphi_{y,1}, T + \varphi_{y,2}, \varphi_{y,3}) + \text{Dir}(\varphi_{y,1}, \varphi_{y,2}, T + \varphi_{y,3}) \right),
\]

is proposed for generating samples for the conditional posterior distribution of the interaction parameters.

8. Lastly, for the vector of interaction parameters \((\alpha_f, \beta_f, \gamma_f)\), we combine the Dirichlet prior distribution in Equation 16 with the likelihood function to obtain the posterior distribution in Equation EC.10.

\[
f(\alpha_f, \beta_f, \gamma_f | Y_{1:T}, X_{1:T}, Z_{1:T}, S_{y,1:T}, S_{x,1:T}, \theta - (\alpha_f, \beta_f, \gamma_f)) \propto \left( \alpha_f^{\varphi_{x,1} - 1} \beta_f^{\varphi_{x,2} - 1} \gamma_f^{\varphi_{x,3} - 1} \right) \prod_{t=1}^{T} \prod_{l=1}^{2} \prod_{k=1}^{2} (\alpha_f p_{f,tlk} + \beta_f (S_{x,t} - 1) + \gamma_f m_{t,kl})^{\xi_{x,t} \xi_{x,t} - 1}
\]

\[
(\text{EC.10})
\]

We are however faced with a similar problem as described in item 8 above. In view of this, a mixture of Dirichlet distribution (see Equation EC.11) is proposed in the implementation of an MH sampling algorithm for drawing samples from the posterior distribution in Equation EC.10 of the interacting parameters \((\alpha_f, \beta_f, \gamma_f)\).

\[
q(\alpha_f, \beta_f, \gamma_f) = \frac{1}{3} \left( \text{Dir}(T + \varphi_{x,1}, \varphi_{x,2}, \varphi_{x,3}) + \text{Dir}(\varphi_{x,1}, T + \varphi_{x,2}, \varphi_{x,3}) + \text{Dir}(\varphi_{x,1}, \varphi_{x,2}, T + \varphi_{x,3}) \right),
\]

(\text{EC.11})
### Appendix D: Tables

| i | Regime (k) | Intercept($\hat{\Psi}_{i,k}$) | CSU($\hat{\Psi}_{i,k}$) | SPI($\hat{\Psi}_{i,k}$) | $r20mm$ ( $\hat{\Phi}_{i,k}$) | $\hat{\sigma}_{i,k}$ |
|---|------------|-------------------------------|------------------------|------------------------|------------------------|----------------------|
| AU | 1 | -0.0456 | (0.0002, 0.0245) | (-0.0522, 0.6688) | (-0.0595, 0.0204) | (0.3065, 0.3447) |
|   | 2 | 0.5247 | (0.0040, 0.0212) | (-0.0570, 0.0260) | (-0.0220, 0.0324) | (0.1824, 0.2053) |
| BE | 1 | -0.1612 | (0.0227, 0.0781) | (-0.1485, 0.0218) | (-0.1783, 0.0871) | (0.4006, 0.4486) |
|   | 2 | 0.5413 | (-0.0251, -0.0075) | (-0.1646, -0.0348) | (-0.0447, 0.0568) | (0.2328, 0.2649) |
| DE | 1 | -0.2544 | 0.0599 | -0.0962 | -0.0146 | 0.4240 |
|   | 2 | 0.6384 | (-0.0450, 0.0091) | (-0.1190, 0.0277) | (-0.1951, 0.0649) | (0.3740, 0.4179) |
| FI | 1 | -0.2395 | 0.0236 | -0.0439 | 0.1505 | 0.6291 |
|   | 2 | 0.5099 | (0.0113, 0.0394) | (0.0224, 0.1098) | (0.0219, 0.0963) | (0.2365, 0.2705) |
| FR | 1 | -0.2333 | 0.0081 | 0.1187 | 0.0521 | 0.4152 |
|   | 2 | 0.2523 | (-0.0433, 0.0333) | (-0.0956, -0.0337) | (-0.0009, 0.0787) | (0.1633, 0.1812) |
| GE | 1 | -0.2641 | 0.0097 | -0.0713 | 0.1519 | 0.6721 |
|   | 2 | 0.4160 | (0.0067, 0.0313) | (-0.0500, 0.0330) | (-0.0263, 0.0867) | (0.1711, 0.2018) |
| GR | 1 | -0.2950 | 0.0021 | -0.0166 | 0.0379 | 0.2944 |
|   | 2 | 0.3328 | (0.0008, 0.0656) | (0.0006, 0.0330) | (0.0006, 0.0867) | (0.2931, 0.3276) |
| IR | 1 | 0.1069 | (0.0597, 0.1539) | (0.0476, 0.1895) | (-0.0263, 0.0873) | (0.3649, 0.4079) |
|   | 2 | 1.4815 | (-1.876, 0.0374) | (-0.4189, -0.0808) | (-0.1314, 0.1185) | (0.8372, 0.9467) |
| IT | 1 | -0.2156 | -0.0056 | 0.0576 | -0.1835 | 0.5521 |
|   | 2 | 0.4020 | (0.0019, 0.0014) | (-0.0601, 0.1724) | (-0.2889, -0.0785) | (0.5184, 0.5871) |
| LU | 1 | -0.2893 | 0.0061 | 0.1456 | 0.0132 | 0.8411 |
|   | 2 | 0.7036 | (0.0005, 0.0231) | (-0.3477, -0.1002) | (-0.0427, 0.0707) | (0.3491, 0.4840) |
| NE | 1 | -0.1893 | -0.0093 | 0.0862 | 0.0681 | 0.2683 |
|   | 2 | 0.4704 | (0.0242, -0.0074) | (-0.0515, 0.0475) | (-0.0663, 0.0423) | (0.2107, 0.2379) |
| PO | 1 | -0.2346 | -0.0921 | -0.0371 | 0.0397 | 0.3672 |
|   | 2 | 0.4636 | (0.0067, -0.0014) | (0.0505, 0.1457) | (0.0465, 0.0030) | (0.2661, 0.2984) |
| SP | 1 | -0.2679 | -0.0016 | 0.0454 | -0.0599 | 0.5529 |
|   | 2 | 0.3775 | (0.0069, 0.0027) | (0.0314, 0.0453) | (0.1258, 0.0021) | (0.2164, 0.2395) |
| FIN | 1 | -0.0025 | 0.0025 | 0.0443 | 0.0124 | 0.0892 |
|   | 2 | 0.0358 | (0.0045, 0.0111) | (-0.0358, 0.0357) | (-0.0723, 0.0241) | (0.1167, 0.1313) |

*Table EC.2: Posterior means and 95% credible intervals in (brackets) of the parameter of measurement equations of our PMS model subject to climate shocks.*
Table EC.3  Posterior means and 95% credible intervals (in brackets) of the parameter of measurement equations of our PMS model in the absence of climate shocks.
Table EC.4 Posterior means and 95% credible intervals (in brackets) of the parameter of measurement equations of our PMS model with the growth in the Manufacturing sector as the dependent variable.
Appendix E: Business cycles and financial cycle Fin1

(a) None  (b) Temperature only (CSU)  (c) Drought only (SPI)  (d) Rainfall only (r20mm)  (e) All

Figure EC.5 Estimated cycles for different specifications of the unconstrained PMS models (columns) and countries (rows). The first column represent estimates of the climate conditions independent unconstrained PMS model, the second columns to the fourth column respectively correspond to the estimates of the unconstrained PMS model subject to temperature, drought and rainfall, while the last column represent estimates from unconstrained PMS taking all the climate risk indicators into consideration simultaneously. In each plot country-specific business cycles (black line), financial cycle (red line) and country specific industrial production (IPI) growth (blue line).
Figure EC.6  Estimated cycles for different specifications of the unconstrained PMS models (columns) and countries (rows). The first column represent estimates of the climate conditions independent unconstrained PMS model, the second columns to the fourth column respectively correspond to the estimates of the unconstrained PMS model subject to temperature, drought and rainfall, while the last column represent estimates from unconstrained PMS taking all the climate risk indicators into consideration simultaneously. In each plot country-specific business cycles (black line), financial cycle (red line) and country specific industrial production (IPI) growth (blue line).
Figure EC.7  Financial index growth rates (black solid) and the estimated financial cycle $\hat{S}_{x,t}$ for the unrestricted PMS model subject to different climate shock. Each column display the output of the PMS models when it is subjected respectively to no climate condition (column 1), temperature only (column 2), drought only (column 3), rainfall only (column 4) and simultaneously to all the climate change indices (last column).

Figure EC.8  Estimated global common business cycles ($m_1(\hat{S}_{x,t})$, black line) and financial cycle ($\hat{S}_{x,t}$ red line) for the unconstrained PMS model. Column 1 in the figure display the output of the PMS models in the absence climate conditions, while the others represent output of the PMS models subject to indicators of changes in climate conditions: temperature (CSU); drought (SPI) and rainfall (r20mm). The output of the PMS model when subjected to temperature, drought and rainfall are displayed respectively in Columns 2, 3, and 4, while column 5 displays the PMS output while simultaneously taking all the climate risk indicators into consideration.
Appendix F: Impact of change in weather conditions

Figure EC.9 Estimates of monthly state-level Manufacturing sector indices and Financial index (Fin1) mean growth rates (horizontal axis) and volatilities (vertical axis) with the Bayesian Panel Markov-switching model.

The horizontal axis represents the mean growth rates and the vertical axis the volatilities. Sample period: February 1981 to December 2016 (month on month).
Figure EC.10  Estimates of the monthly asymmetric effect of the change in the weather conditions on each country’s monthly Manufacturing sector indices with the Bayesian Panel Markov-switching model. The horizontal and vertical axes respectively, represent parameters capturing the effect of the climate change on IPI during recession and expansion. Sample period: February 1981 to December 2016 (month on month). The climate extreme indices CSU (panel 9(a)), SPI (panel 9(b)) and r20mm (panel 9(c)), respectively, captures consecutive hot days, droughts, and number of days with heavy rainfall.
Figure EC.11  Estimates of monthly state-level IPI and Fin mean growth rates (horizontal axis) and volatilities (vertical axis) with the Bayesian Panel Markov-switching model. The horizontal axis represents the mean growth rates and the vertical axis the volatilities. Sample period: February 1981 to December 2016 (month on month). Column 1 of this figure display result obtained from the climate shocks independent PMS models while the others represent the result obtained when the PMS model is subjected to climate shocks: temperature (CSU), drought (SPI) and rainfall (r20mm). Columns 2, 3, and 4 respectively display result of the PMS model subjected to temperature only, drought and rainfall while column 5 simultaneously considers all the climate change indices in the PMS model.

Figure EC.12  Estimates of the monthly asymmetric effect of the change in the weather condition on each country’s monthly IPI with the Bayesian Panel Markov-switching model. The horizontal and vertical axes respectively, represent parameters capturing the effect of the climate change on IPI during recession and expansion. Sample period: February 1981 to December 2016 (month on month). Each column display the result of the PMS model taking into consideration the climate risk indicators (ie. temperature, drought and rainfall) one at a time.
Figure EC.13  Estimates of the monthly asymmetric effect of the change in the weather condition on each country’s monthly IPI with the Bayesian Panel Markov-switching model. The horizontal and vertical axes respectively, represent parameters capturing the effect of the climate change on IPI during recession and expansion. Sample period: February 1981 to December 2016 (month on month). The result is this figure take into consideration all the indices of the climate change simultaneously. The columns display the result of the PMS models relative to each of the climate risk indicators (ie. temperature, drought and rainfall) one at a time.
Appendix G: Robustness check: Different Transformation of SPI

In this section we consider 3 alternative transformation of the drought (SPI) index. The threshold for the two indicator transform presented below are set to $a = -1$ and $b = 1$ while the percentage growth rate of the IPI is taken as the dependent variable in the business measurement equation.

i. Transform based on cumulative distribution function (CDF): In the first case, the SPI is transformed back to the probability space with the (CDF) of a normal ($\Phi$) to get a continuous indicator. This measure quantifies the intensity of the drought index relative to extreme dryness.

$$d_t = 1 - P(S < S_t | S < a) = \begin{cases} 
1 - (\Phi(S_t)/\Phi(a)), & \text{for } S_t < a, \\
0, & \text{otherwise,}
\end{cases}$$

and

$$w_t = P(S > S_t | S > b) = \begin{cases} 
1 - (1 - \Phi(S_t))/(1 - \Phi(b)), & \text{for } S_t > b, \\
0, & \text{otherwise.}
\end{cases}$$

2. Transform based on conditional CDF: In this case, we construct two separate continuous indicators accounting for moderate drought to extreme drought and moderately wet to extremely wet by transforming the SPI back to the probability space with the conditional CDF of the two tails. This is achieved by doing the following:

Let $S$ and $S_t$, respectively, denote the random variable representing the SPI and the value of SPI at time $t$. Also, let $d_t$ and $w_t$, respectively, the conditional cumulative probability that the drought index (SPI) is larger than $S_t$ giving that the SPI falls between the extreme dryness and moderate dryness and the conditional cumulative probability that the drought index (SPI) is larger than $S_t$ giving that the SPI falls between the moderately wet and extremely wet climatic condition. This measures $d_t$ and $w_t$ may, respectively, be understood to capture the intensity of the drought condition relative to moderately dry and wet situations.

$$w_t = (a - S_t)$$ if $S_t < a$ and $0$ otherwise and $d_t = (S_t - b)$ if $S_t > b$ and $0$ otherwise (you get two indicators).

Statistically significant estimates of the parameters of the measurement equations taking each of the above transformation one at a time are reported in Figure EC.14 to Figure EC.19. The impact of both CSU and precipitation remain in these figures are consistent with the result of the model utilizing dummy transformation of the SPI. The models accounting for the two extremes of the SPI index provides further insight into identifying which of the two extremes (dry or wet) of the drought index contributes to the economic growth. As for the SPI index, conditional on a moderate to extreme drought weather condition, increase in the likelihood of the intensity of drought relative to moderately dry events seem to support growth in the Netherlands and Belgium irrespective of the state of the economy. Similarly, Denmark and Portugal, respectively, tend to enjoy positive impacts of increasing intensity of drought relative to moderately dry weather conditions, recession and expansion. Finland, Germany, Luxembourg, Italy and Austria however are likely to experience reduction in their growth rates during expansion as a result of increasing intensity in
drought. On the other hand, conditional on a moderately to extremely wet weather condition, increase in the cumulative probability of the intensity of wet event seem to provide an enabling environment upon which the negative effect of recession on Portugal and Greece is lessen whereas Belgium, Spain and Finland tend to derive additional growth from this weather condition during expansion. An uneven impact of this weather scenario is experienced by the Netherlands: comparatively to a moderately wet condition, a wetter weather condition seems to ameliorate the adverse effect of recession and reduces the growth rate in expansion.
Study area with the impact of climate shocks (indicated by different colours) on the growth rate on the represented EU Countries during recession and expansion. White patches suggest that the entity is not responsive (statistically significant) to the shock, while the yellow and green patches respectively denotes negative and positive impact. The measure of the SPI index used here is the associated cumulative distribution of the index with extreme dryness to extremely wet weather condition.
Figure EC.15  Continued from previous page Figure EC.14.
Figure EC.16 Study area with the impact of climate shocks (indicated by different colours) on the growth rate on the represented EU Countries during recession and expansion. White patches suggest that the entity is not responsive (statistically significant) to the shock, while the yellow and green patches respectively denote negative and positive impact. The measure of drought is constructed based on the conditional cumulative distribution function of the tails of the climate shock index.
Figure EC.17  Continued from previous page Figure EC.16
The results for this case and case 2 are quite similar.

Figure EC.18 Study area with the impact of climate shocks (indicated by different colours) on the growth rate on the represented EU Countries during recession and expansion. White patches suggest that the entity is not responsive (statistically significant) to the shock, while the yellow and green patches respectively denote negative and positive impact. The measure of drought is constructed based a threshold definition of the tails of the extreme weather index.
Figure EC.19  Continued from previous page Figure EC.18
Appendix H: Posterior distributions

(a) None
(b) Temperature (CSU) only
(c) Drought (SPI) only
(d) Rainfall r20mm only
(e) ALL climate indices

Figure EC.20 Posterior density for the interaction parameters of both the business cycle (blue line) and the financial cycle (red line) for the pooled PMS models. Row 1, 2, and 3 respectively display the density function of the idiosyncratic parameter ($\alpha$), the local parameter (financial cycle) ($\beta$), and the global business cycle parameter ($\gamma$). Column 1 of this figure display result obtained form the climate condition independent PMS models, columns 2, 3, and 4 respectively display result of the PMS model subjected to temperature only, drought only and rainfall only while column 5 simultaneously considers all the climate change indices in the PMS model.
Figure EC.21  Posterior density for the interaction parameters of both the business cycles (red lines) and the financial cycle (blue line) for the unconstrained PMS models. Row 1, 2, and 3 respectively display the density function of the idiosyncratic parameter ($\alpha$), the local parameter (financial cycle) ($\beta$), and the global business cycle parameter ($\gamma$). Column 1 of this figure display result obtained from the climate condition independent PMS models, columns 2, 3, and 4 respectively display result of the PMS model subjected to temperature only, drought only and rainfall only while column 5 simultaneously considers all the climate change indices in the PMS model.