Commutator lengths in general linear group over a skew-field.

P. GVOZDEVSKY

Abstract. We give an upper and lower estimate for the maximal commutator length of a noncentral element of the elementary subgroup of the general linear group over a skew-field based on the maximal commutator length of an element of the multiplicative group of that skew-field.

1. Introduction

Questions on commutator lengths are questions on specific word maps. In general case, for a group $G$ a word map is a map

$$G^n \to G, \quad (g_1, \ldots, g_m) \mapsto w(g_1, \ldots, g_m),$$

where $w$ is a word of $m$ variables (i.e an element of the free group on $m$ generators), and where $w(g_1, \ldots, g_n)$ is what we get if we substitute the elements $g_1, \ldots, g_n$ into this word.

By definition, the commutator length of the element $g \in [G, G]$ if not greater than $d$ if and only if $g$ belongs to the image of the word map given by the word $w = [x_1, y_1] \ldots [x_d, y_d]$ of $2d$ variables. In other words, if it can be expressed as a product of $d$ commutators.

In recent studies of word maps, the case of $G = G(K)$, where $G$ is a simple or semisimple algebraic group defined over the field $K$, is of particular interest, see references in [2], [10], [15]. Almost all the results in this direction have been proved for the cases where $K$ is an algebraically closed field, or where $G$ is either split or anisotropic over $K$.

The surjectivity of word maps given by the word $w = [x, y]$ for different types of groups has a long history, see [10], [13]. For a split, or more generally quasi-split, group $G^+(K)$ such surjectivity can be proved using a method called ”the Gauss decomposition with a given semi-simple part”. More precisely it can be proved for the group $G^+(K)/Z(G^+(K))$ if the field is assumed to be sufficiently large, see [10]. Let us recall the main idea of this method, see [8], [9], [11], [12], [14], [18]. Let $G$ be a quasi-split group; $T$ be a fixed maximal quasi-split torus of $G$; $B$ be a fixed Borel subgroup containing $T$; by $B^-$ we denote the opposite Borel subgroup. The method is based on the possibility for each noncentral conjugacy class of the group $G^+(K)$ and any element $h \in T \cap G^+(K)$ to find a representative $g$ of this class with Gauss decomposition $g = vhu$, where $u, v \in G^+(K)$ are elements of unipotent radicals of subgroups $B$ and $B^-$ correspondently.
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In paper [5], Kursov study the products of commutators in general linear group over a skew-field, see also [6]. The skew-field was assumed to be finite-dimensional over its centre and not coinciding with it. Later Kursov’s result was rediscovered by Gordeev and Egorchenkova in paper [4], see also [3]. In this paper, the corresponding analog of the Gauss decomposition with a given semi-simple part was proved.

However, this analog does not allow to fully prescribe the diagonal factor $h$: the last element on the diagonal can be prescribed only up to multiplication by an element of the derived subgroup of the skew-field multiplicative group. Hence such a decomposition does not allow to prove that any noncentral element of the elementary group is a commutator. Nevertheless, it is proved in [5] that if any element of the derived subgroup of the skew-field multiplicative group is a product of at most $c$ commutators, then any noncentral element of the elementary group is also a product of at most $c$ commutators in general linear group.

In fact, if there is no restriction on the commutator lengths in the derived subgroup of the skew-field multiplicative group, then it is impossible to express an arbitrary noncentral element of the elementary group as one commutator.

It is well known that if an element $\tau \in D^*$ of the multiplicative group of the skew-field $D$ does not belong to the derived subgroup $[D^*, D^*]$, then the diagonal matrix $g = \text{diag}(1, \ldots, 1, \tau)$ does not belong to the elementary subgroup because it has a nontrivial Dieudonné determinant.

To a reader who is familiar with basic model theory, we left as an exercise to use the fact above and the compactness theorem to deduce the following statement: for any integers $n \geq 2$ and $d \geq 1$ there exists a positive integer $N$ such that for any skew-field $D$ (not necessarily finite-dimensional over centre) and any $\tau \in D^*$, if $\tau$ is not a product of $N$ commutators in multiplicative group, then the diagonal matrix $g = \text{diag}(1, \ldots, 1, \tau)$ does not belong to the elementary subgroup because it has a nontrivial Dieudonné determinant.

In the present paper we prove an effective version of this statement. Namely we show that one can take $N = d(8n^2 - 13n + 8) - 2n^2 + 3n - 1$ (Theorem 1). Therefore, there is a lower estimate on the maximal commutator length in the elementary group (Corollary 1), that depend on maximal commutator length in derived subgroup of the multiplicative group. Hence there is a necessary condition for expressing an arbitrary noncentral element as a commutator (Corollary 2).

However the main result of [5] and [4] is not optimal. As we show, for skew-fields that are finite dimensional over its centre, if any element of the derived subgroup of the multiplicative group is a product of at most $c$ commutators, then any element of the elementary subgroup is a product of at most $\lceil \frac{c}{n-2} \rceil$ commutators in the general linear group of $n \times n$ matrices, and also a product of at most $\lceil \frac{c}{n-2} \rceil$ commutators in the elementary group, where by $\lceil x \rceil$ we denote the ceil function of $x$ (Theorem 2). In particular, there
is a sufficient condition for expressing an arbitrary noncentral element as a commutator (Corollaries 3 and 4).
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2. Basic notation

2.1. General linear group and elementary subgroup. Let $D$ be a skew-field, $D^* = D \setminus \{0\}$ be its multiplicative group. We fix a positive integer $n \geq 2$. By $GL(n, D)$ we denote the general linear group of degree $n$ over the skew-field $D$. By $\text{diag}(\varepsilon_1, \ldots, \varepsilon_n)$ we denote the diagonal matrix with elements $\varepsilon_1, \ldots, \varepsilon_n$ on the diagonal. By $h_{i,j}(\varepsilon)$, where $1 \leq i \neq j \leq n$ and $\varepsilon \in D^*$, we denote the diagonal matrix that has the element $\varepsilon$ in $i$-th diagonal position, the element $\varepsilon^{-1}$ in $j$-th diagonal position, and ones in all the other positions.

We denote by $t_{i,j}(\xi)$, where $1 \leq i, j \leq n$, $i \neq j$, $\xi \in D$, the elementary transvection, i.e. the matrix that has the element $\xi$ in the position $(i, j)$, and in all the other positions it coincides with the identity matrix.

Let us also introduce notation for the root subgroups $X_{i,j} = t_{i,j}(D) \leq GL(n, D)$. It is well known that the elementary transvections satisfy the following relations.

$$
t_{i,j}(\xi)t_{i,j}(\zeta) = t_{i,j}(\xi + \zeta), \quad [t_{i,j}(\xi), t_{p,q}(\zeta)] = \begin{cases} 
t_{i,q}(\xi\zeta), & \text{if } j = p, i \neq q, \\
es, & \text{if } j \neq k, i \neq q,
\end{cases}$$

(1)

$$
t_{i,j}(\zeta)t_{j,i}(\xi) = h_{i,j}(\zeta)h_{i,j}(\zeta^{-1} + \xi)t_{j,i}((1 + \xi\zeta)\xi)t_{i,j}((1 + \xi\zeta)^{-1}\xi), \quad \text{if } \zeta, 1 + \xi\zeta \in D^*,
$$

(2)

$$
t_{i,j}(\xi)t_{j,i}(-\xi^{-1})t_{i,j}(\xi) = t_{j,i}(-\xi^{-1})t_{i,j}(\xi)t_{i,j}(-\xi^{-1}).$$

(3)

The subgroup

$$
E(n, D) = \langle t_{i,j}(\xi): 1 \leq i \neq j \leq n, \xi \in D \rangle,
$$
generated by all the elementary transvections is called the elementary group. In case of a skew-field, the elementary group coincides with the kernel of the Dieudonné determinant $\text{det}: GL(n, D) \to D^*/[D^*, D^*]$, see, for example, [11]. In particular, we have $[GL(n, D), GL(n, D)] \leq E(n, D)$. In fact, except for the case, where $n = 2$ and $D = \mathbb{F}_2$, we have $E(n, D) = [GL(n, D), GL(n, D)]$.

2.2. Subgroups of triangular and diagonal matrices. By $U, V \leq GL(n, D)$ we denote the groups of upper and lower unitriangular matrices correspondently; i.e. triangular matrices with ones on the diagonal. Note that $U, V \leq E(n, D)$.

Set

$$
H = \{\text{diag}(\varepsilon_1, \ldots, \varepsilon_n): \varepsilon_i \in D^*\} \leq GL(n, D).
$$

Note that the Dieudonné determinant of the matrix $h = \text{diag}(\varepsilon_1, \ldots, \varepsilon_n)$ is equal to the image of the product $\varepsilon_1 \ldots \varepsilon_n$ in the quotient group $D^*/[D^*, D^*]$. Therefore, the element $h$ belongs to the elementary subgroup if and only if the product $\varepsilon_1 \ldots \varepsilon_n$ belong to the derived subgroup of the group $D^*$. 
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Set $B = HU \leq \text{GL}(n, D)$, it is the group of upper triangular matrices; and $B^- = HV \leq \text{GL}(n, D)$ is the group of lower triangular matrices.

For $\kappa \in \mathbb{N}$, we denote by $H_\leq \kappa$ the set of elements $h \in H$ that can be expressed as a product of elements $h_{i,i+1}(\epsilon)$, where $1 \leq i \leq n - 1$ and $\epsilon \in D^*$, in such a way that the number of factors with given $i$ is not greater than $\kappa_i$. The order of factors can be arbitrary.

2.3. Commutator lengths. Let $G$ be a group. We denote by $[G, G]_\leq k$ the set of elements that are products of at most $k$ commutators. For an element $g \in [G, G]$, we denote by $l_G(g)$ its commutator length, i.e. the smallest integer $k$ such that $g \in [G, G]_\leq k$. If the group in question is clear from the context, then we will write just $l(g)$.

By $Z(G)$ we denote the centre of the group $G$.

Set $c = \sup_{D^*} l(D^*(\xi))$, $\xi \in [D^*, D^*]$. Except for the case $n = 2$, $D = \mathbb{F}_2$, set

$$C = \sup_{\text{GL}(n, D)} l(g), \quad g \in E(n, D) \setminus Z(E(n, D)).$$

For $n \geq 3$, we also set

$$C' = \sup_{E(n, D)} l(g), \quad g \in E(n, D) \setminus Z(E(n, D)).$$

The aim of the present paper is to estimate the numbers $C$ and $C'$ for a given value of $c$.

Let us also note that if $g \in Z(E(n, D))$, then we can decompose it as a product $g = g_1g_2$, where $g_2$ is an arbitrary noncentral commutator in $E(n, D)$ (say, $g_2 = [t_{12}(1), t_{21}(1)]$), and $g_1 = gg_2^{-1}$ is a noncentral element. Therefore, the commutator length of the element $g$ in the group $\text{GL}(n, D)$ (resp. $E(n, D)$) is not greater than $C + 1$ (resp. $C' + 1$).

3. A lower estimate

In this section we prove the following theorem.

**Theorem 1.** Let $D$ be an arbitrary skew-field. Let $\tau \in D^*$ be such that the matrix $\text{diag}(1, 1, \ldots, 1, \tau)$ is a product of $d$ commutators in the group $\text{GL}(n, D)$, where $d \geq 1$. Then the element $\tau$ is a product of at most

$$d(8n^2 - 13n + 8) - 2n^2 + 3n - 1$$

commutators in the group $D^*$.

From this theorem we obtain the following corollary.

**Corollary 1.** In our notation, if $c \geq 1$, then the following inequality holds true:

$$C \geq \frac{c + 2n^2 - 3n + 1}{8n^2 - 13n + 8}.$$
We denote by \( U_k \) the subgroup of the group \( U \) that consists of upper unitriangular matrices with zero in the position \((k, k + 1)\). Using (2), it is easy to see that \( U \) is a semidirect product \( U = U_k \rtimes X_{k,k+1} \) and that \( U_k^{(k+1)(\theta)} \leq U \) for any \( \theta \in D \).

The group \( V_k \) is defined similarly. Then \( V = V_k \rtimes X_{k+1,k} \).

**Lemma 1.** Let \( 1 \leq k \leq n - 1 \), let \( \xi \in D \). Then the following inclusion holds true:

\[
UVU^k_{k+1,k}(\xi) \subseteq H_{\leq 2e_k} UVU.
\]

**Proof.** Let \( u_1, u_2 \in U \) and \( v \in V \). Let us prove that \( u_1vu_2vu_{k+1,k}(\xi) \in H_{\leq 2e_k} UVU \).

The element \( u_2 \) can be written as \( u_2 = u_2^\prime t_{k,k+1}(\zeta) \), where \( u_2^\prime \in U_k \). Similarly, the element \( v \) can be written as \( v = v' t_{k+1,k}(\eta) \), where \( v' \in V_k \).

**Case 1:** \( \zeta = 0 \). Using (2), we obtain

\[
u_1vu_2t_{k+1,k}(\xi) = u_1vu_2' t_{k+1,k}(\xi) = u_1vt_{k+1,k}(\xi)(u_2')^t_{k+1,k}(\xi) \in UVU.
\]

**Case 2:** \( \zeta \in D^* \), but \( \zeta \xi \neq -1 \). Using (3), we obtain

\[
u_1vu_2t_{k+1,k}(\xi) = u_1vu_2' t_{k+1,k}(\xi) = u_1vu_2' h_{k,k+1}(\zeta) h_{k,k+1}(\zeta^{-1} + \xi) t_{k+1,k}((1 + \zeta\xi)t_{k,k+1}((1 + \zeta\xi)^{-1} \zeta).
\]

Further, using that the subgroup \( H \) normalises the subgroups \( U, V \) and \( U' \) we can move the factors \( h_{k,k+1}(\zeta) h_{k,k+1}(\zeta^{-1} + \xi) \) to the begining; after that we do the same transformation as in the first case and we obtain \( u_1vu_2t_{k+1,k}(\xi) \in H_{\leq 2e_k} UVU \).

**Case 3:** \( \eta \zeta \neq -1 \). Acting as in the previous cases, we obtain that \( u_1vt_{k+1,k}(\xi) \in H_{\leq 2e_k} UVU \). Therefore,

\[
u_1vu_2 = u_1vu_2' t_{k,k+1}(\xi) = u_1vt_{k+1,k}(\xi)(u_2')^t_{k,k+1}(\xi) \in H_{\leq 2e_k} UVU(u_2')^t_{k,k+1}(\xi),
\]

where \( (u_2')^t_{k,k+1}(\xi) \in U_k \). Further, applying calculation from the first case, we obtain

\[
u_1vu_2t_{k+1,k}(\xi) \in H_{\leq 2e_k} UVU.
\]

**Case 4:** \( \zeta = -1 \) and \( \eta \zeta = -1 \), i.e. \( \eta = \xi \) and \( \zeta = -\xi^{-1} \). In this case, using (4), we obtain:

\[
u_1vu_2t_{k+1,k}(\xi) = u_1v't_{k+1,k}(\xi)(u_2')^t_{k,k+1}(\xi) t_{k+1,k}(\xi) = u_1v't_{k+1,k}(\xi)(u_2')^t_{k+1,k}(\xi)t_{k+1,k}(\xi) t_{k,k+1}(-\xi^{-1})(u_2')^t_{k,k+1}(-\xi^{-1})t_{k+1,k}(\xi).
\]

As in the first case, we obtain that \( u_1v't_{k,k+1}(\xi) \in UV \). Further \( (u_2')^t_{k,k+1}(\xi) \in U_k \); hence \( (u_2')^t_{k,k+1}(\xi) \in U \). Therefore, \( u_1vu_2t_{k+1,k}(\xi) \in UVU \).

Set \( \lambda_1 = 2(n - 1) \) and \( \lambda_i = 4(n - i) \) for \( 2 \leq i \leq n - 1 \).

**Lemma 2.** The following inclusion holds true:

\[
UVU^\lambda \subseteq H_{\leq \lambda} UVU.
\]
Proof. It is easy to see that any element of the group \( V \) can be written as a product of elementary transectons \( t_{k+1,k}(\xi) \), among that there are at most \( n - 1 \) transvections with \( k = 1 \), and at most \( 2(n - k_0) \) transvections with \( k = k_0 \) for \( 2 \leq k_0 \leq n - 1 \). Therefore the statement follows from Lemma 1. \( \square \)

**Lemma 3.** The following equality holds true:

\[
\text{GL}(n, D) = HUVU.
\]

Proof. It is well known that \( \text{GL}(n, D) = H \cdot E(n, D) \); and the group \( E(n, D) \) is generated by subgroups \( U \) and \( V \). It remains to apply Lemma 2. \( \square \)

Note that the last lemma is well known and holds true for semilocal rings, see, for example, [7]. Similar result can also be found in [17].

Set \( \mu = (6, 3, \ldots, 3) \in \mathbb{N}^{n-1} \) (in all positions, except the first one, it has three).

**Lemma 4.** The following inclusion holds true:

\[
[H, H] \leq H \leq \mu.
\]

Proof. The statement follows from the following equality in \( \text{GL}(2, D) \):

\[
\text{diag}(\xi, \zeta, 1) = h_{1,2}(\xi)h_{1,2}(\zeta)h_{1,2}(\xi^{-1}\zeta^{-1}).
\] \( \square \)

Set \( \kappa^p = p\mu + (4p - 1)\lambda \), where \( p \in \mathbb{N} \). Therefore, \( \kappa^1 = \mu + 3\lambda \) and \( \kappa^p = \kappa^{p-1} + \kappa_1 + \lambda \) for \( p \geq 2 \).

**Lemma 5.** The following inclusion holds true:

\[
[\text{GL}(n, D), \text{GL}(n, D)] \leq H \leq H \leq \mu.
\]

Proof. The base of induction is \( p = 1 \). Using Lemma 3 the fact that the subgroup \( H \) normalises the subgroups \( U \) and \( V \), and also Lemmas 4 and 2 we obtain

\[
[\text{GL}(n, D), \text{GL}(n, D)] \leq [HUVU, HUVU] \leq [H, H] \leq \mu.
\]

Now let us perform the induction step from \( p - 1 \) to \( p \). Using induction hypothesis, the base of induction, the fact that the subgroup \( H \) normalises the subgroups \( U \) and \( V \), and also lemma 2 we obtain

\[
[H, H] \leq H \leq \mu.
\]

**Lemma 6.** For any \( \kappa \in \mathbb{N}^{d-1} \) the following inclusion holds true:

\[
(H_{\leq \kappa} UVU) \cap H = H_{\leq \kappa}.
\]

Proof. \( (H_{\leq \kappa} UVU) \cap H = (H_{\leq \kappa} UVU) \cap B \cap H = (H_{\leq \kappa} U(V \cap B)U) \cap H = (H_{\leq \kappa} U) \cap H = H_{\leq \kappa}(U \cap H) = H_{\leq \kappa}. \) \( \square \)
COMMUTATOR LENGTHS

Let us forget about general linear group for now, and prove two purely group-theoretic lemmas.

Let $G$ be an arbitrary group. Recall that for any element $g \in [G, G]$ we denote by $l(g)$ its commutator length, i.e. the smallest $k$ such that $g \in [G, G]_{\leq k}$.

**Lemma 7.** Let $a_1, \ldots, a_p, b_1, \ldots, b_q \in G$, where $q \geq 1$. Set $a = a_1^{-1} \ldots a_p^{-1}$, and $b = b_1^{-1} \ldots b_q^{-1}$. Let $w$ be a word with letters $a_1^{-1}, \ldots, a_p^{-1}, b_1, \ldots, b_q$, where each letter occurs exactly once, and the letters $a_i^{-1}$ relatively to each other are arranged in indices ascending order. Assume that the element of the group $G$ represented by the word $w$ is equal to the identity element. Then if at least one of the elements $a$ and $b$ belongs to the derived subgroup of the group $G$, then the second element also belongs to the derived subgroup and the following inequality holds true: $l(b) \leq l(a) + q - 1$.

**Proof.** We can reduce the problem to the case where the first letter in the word $w$ is $b_1$. In order to do this reduction we perform the corresponding cyclic permutation of letters in the word $w$, and after that we change the numeration of the elements $a_i$ (again by cyclic permutation), so that the condition remains true. The element $a$, therefore, became replaced by a conjugate, and its commutator length remains unchanged.

So assume that the letter $b_1$ is the first one. Consider the sequence of transformations of the word $w$ that has $q - 1$ steps, where on $i$-th step we move the letter $b_{i+1}$ to the beginning without changing the relative order of the other letters. One such step can not increase the commutator length of the element represented by the word more than by one.

After applying all the transformations we obtain the word that represents the element $b^{-1}a$. Therefore, $b^{-1}a \in [G, G]_{\leq q-1}$, which implies the statement in question. \hfill $\square$

**Lemma 8.** Let $a_1, \ldots, a_k \in G$ be such that $a_1 \ldots a_k = e$. Then the following inequality holds true $l(a_1^{-1} \ldots a_k^{-1}) \leq \max(0, k - 2)$.

**Proof.** For $k = 1$ the statement is obvious; so assume that $k \geq 2$.

It is clear that $l(a_1^{-1} \ldots a_k^{-1}) = l((a_1^{-1} \ldots a_k^{-1})^{-1}) = l(a_k \ldots a_1)$. Further $l(a_k \ldots a_1) = l(a_1a_k \ldots a_2)$ because these elements are conjugate. Finally, the word $a_1a_k \ldots a_2$ can be obtained from the word $a_1 \ldots a_k$ by $k - 2$ transformations, where $i$-th transformation moves the letter $a_{i+1}$ to the end without changing the relative order of the other letters. One such step can not increase the commutator length of the element represented by the word more than by one. Therefore, $l(a_1a_k \ldots a_2) \leq k - 2$. \hfill $\square$

Now let us return to the general linear group over a skew-field. Let $\kappa \in \mathbb{N}_0^{n-1}$. Set

$$s(\kappa) = \max(0, \kappa_i - 2) + \sum_{i=2}^{n-1} \max(0, \kappa_i - 1).$$

**Lemma 9.** Let $\kappa \in \mathbb{N}_0^{n-1}$, and let $\tau \in D^*$ be such that the matrix $g = \text{diag}(1, \ldots, 1, \tau)$ belongs to $H_{\leq \kappa}$. Then $\tau \in [D^*, D^*]_{\leq s(\kappa)}$. 7
Proof. If $\kappa_{n-1} = 0$, then $\tau = 1$, and the statement is trivial. Assume that $\kappa_{n-1} \neq 0$. Moreover, without loss of generality, we may assume that $\kappa_i \neq 0$ for all $i$. Indeed, otherwise consider the largest $k$ such that $\kappa_k = 0$. It is easy to see that in this case we have

$$\text{diag}(1, \ldots, 1, \tau) \in H_{\leq (\kappa_{k+1}, \ldots, \kappa_{n-1})} \subseteq GL(n-k, D),$$

and we can prove the statement for this element.

So let $\kappa_i \neq 0$ for all $i$. Let $g$ be the product of the elements $h_{i,i+1}(\xi_{i,j})$, $1 \leq j \leq \kappa_i$ in some order. In addition, we assume that for a fixed $i$ these elements relatively to each other are arranged in index $j$ ascending order.

Set $\varepsilon_i = \xi_{i,1}^{-1} \cdots \xi_{i,\kappa_i}^{-1} \in D^*$. It follows from Lemma 8 and equality $g_{11} = 1$ that $l(\varepsilon_1) \leq \max(0, \kappa_1 - 2)$.

For $2 \leq i \leq n-1$ it follows from Lemma 7 and equality $g_{i,i} = 1$ that

$$l(\varepsilon_i) \leq l(\varepsilon_{i-1}) + \max(0, \kappa_i - 1).$$

Therefore,

$$l(\tau) = l(\varepsilon_{n-1}) = l(\varepsilon_1) + \sum_{i=2}^{n-1} (l(\varepsilon_i) - l(\varepsilon_{i-1})) \leq s(\kappa). \quad \blacksquare$$

Now we can finish the proof of Theorem 1. Let

$$g = \text{diag}(1, \ldots, 1, \tau) \in [GL(n, D), GL(n, D)]_{\leq d}.$$

Using Lemmas 5, 6 and 9 we obtain that $\tau \in [D^*, D^*]_{\leq s(\kappa_d)}$; and it is easy to see that

$$s(\kappa_d) = d(8n^2 - 13n + 8) - 2n^2 + 3n - 1.$$

4. AN UPPER ESTIMATE

In this section we prove the following theorem; its proof is the modification of the proof of the main theorem in [4].

Theorem 2. Let $D$ be a skew-field with the centre $K$. Let $1 < \dim_K D < \infty$ (hence $K$ is an infinite field). Then in our notation the following inequality holds true:

$$C \leq \left\lceil \frac{c}{n} \right\rceil,$$

where by $\left\lceil x \right\rceil$ we denote the ceil function of $x$.

For $n \geq 3$ the following inequality also holds true:

$$C' \leq \left\lceil \frac{c}{n-2} \right\rceil.$$

In the following two lemmas we assume the condition of Theorem 2.

Lemma 10. Let $c = d_1 + \ldots + d_n$ be a partition of the number $c$, where $d_n \in \mathbb{N}_0$. Let $g \in E(n, D) \setminus Z(E(n, D))$. Then there exists $\gamma \in E(n, D)$ such that $g^\gamma = vhu$, where $v \in V$, $u \in U$ and $h = \text{diag}(\varepsilon_1, \ldots, \varepsilon_n)$, where $\varepsilon_i \in [D^*, D^*]_{\leq d_i}$ for all $1 \leq i \leq n$. 
Proof. Let $k$ be the smallest integer such that $d_k \neq 0$.

The base of induction is for $k = n$, i.e. $d_n = c$. By Theorem 2.1. of [3] there exists an element $\gamma \in E(n, D)$ such that $g^\gamma = v_h u$, where $v \in V$, $u \in U$ and $h = \text{diag}(1, \ldots, 1, \varepsilon_n)$. Since $g \in E(n, D)$, it follows that $\varepsilon_n \in [D^*, D^*] = [D^*, D^*]_{\leq c}$. The base of induction is proved.

Now let us perform the induction step from $k + 1$ to $k$. By induction hypothesis there exists $\gamma_1 \in E(n, D)$ such that $g^{\gamma_1} = v_1 h_1 u_1$, where $v_1 \in V$, $u_1 \in U$ and $h_1 = \text{diag}(1, \ldots, 1, \varepsilon_{k+1}, \ldots, \varepsilon_n)$, where $\varepsilon_i \in [D^*, D^*]_{\leq d_i}$ for $i \geq k + 2$, and $\varepsilon_{k+1} \in [D^*, D^*]_{\leq d_k + d_{k+1}}$.

Case 1: $u_1 = u'_i t_{k,k+1}(\zeta)$, where $u'_1 \in U_k$ and $\zeta \in D^*$. We express the element $\varepsilon_{k+1}$ as a product $\varepsilon_{k+1} = \varepsilon_{k+1}\theta$, where $\varepsilon_{k+1} \in [D^*, D^*]_{\leq d_{k+1}}$ and $\theta \in [D^*, D^*]_{\leq d_k}$.

Since $\zeta \in D^*$, it follows that $\theta = 1 + \xi\zeta$ for some $\xi \in D$. Set $\gamma = \gamma_1 t_{k+1,k}(\xi)$. Then, applying (3), it is easy to see that $g^{\gamma} = v_h u$, where $v \in V$, $u \in U$ and $h = \text{diag}(1, \ldots, 1, 1 + \xi\zeta, \varepsilon_{k+1}, \varepsilon_{k+2}, \ldots, \varepsilon_n)$. It remains to notice that the element $1 + \xi\zeta$ is conjugate to the element $1 + \xi\zeta = \theta$; hence it has the same commutator length.

Case 2: $v_1 = v'_i t_{k+1,k}(\xi)$, where $v'_1 \in V_k$ and $\xi \in D^*$. The proof for this case is similar to the previous one.

Case 3: $u_1 \in U_k$ and $v_1 \in V_k$. It is clear that if $\varepsilon_{k+1} = 1$, then one can take $\gamma = \gamma_1$. Now assume that $\varepsilon_{k+1} \neq 1$. Set $\gamma_2 = \gamma_1 t_{k,k+1}(1)$. Then
\[ g^{\gamma_2} = t_{k,k+1}(-1)v_1^{t_{k+1,1}}h_1 u_1 t_{k,k+1}(1) = v_1^{t_{k+1,1}}h_1^{-1} t_{k,k+1}(-1)u_1^{t_{k+1,1}} , \]
where $v_1^{t_{k+1,1}} \in V$, $u_1^{t_{k+1,1}} \in U_k$; and since $\varepsilon_{k+1} \neq 1$, it follows that $[h_1^{-1}, t_{k,k+1}(-1)] = t_{k,k+1}(\zeta)$, where $\zeta \in D^*$. Therefore, the problem is reduced to the first case. \[ \square \]

Lemma 11. Let $g = v_h u \in \text{GL}(n, D)$, where $v \in V$, $u \in U$ and $h = \text{diag}(\varepsilon_1, \ldots, \varepsilon_n)$, where $\varepsilon_i \in [D^*, D^*]_{\leq 1}$. Then $g \in [\text{GL}(n, D), \text{GL}(n, D)]_{\leq 1}$.

If, in addition, the elements $\varepsilon_1$ and $\varepsilon_2$ are equal to one, then $g \in [E(n, D), E(n, D)]_{\leq 1}$.

Proof. Let $\varepsilon_i = [a_i, b_i]$, where $a_i, b_i \in D^*$. If $\varepsilon_1 = \varepsilon_2 = 1$, then we may assume that $a_2$, $b_2 \in K$, $a_1 = (a_2 \ldots a_n)^{-1}$, and $b_2 = (b_1 b_3 \ldots b_n)^{-1}$.

Since the field $K$ is infinite, it follows that replacing for all $i \geq 2$ the elements $a_i$ by $t_i a_i$ and also replacing $a_1$ by $(t_1 \ldots t_n)^{-1} a_1$ for suitable $t_i \in K^*$ we may assume that the reduced norms of the elements $a_i$ are pairwise distinct. The elements $\varepsilon_i$ remains the same after such a replacing. The condition $a_1 = (a_2 \ldots a_n)^{-1}$ is preserved if it were assumed.

Set
\[ h_1 = \text{diag}(a_1, \ldots, a_n), \quad \tau = \text{diag}(b_1, \ldots, b_n), \]
\[ h_2 = \tau h_1 \tau^{-1} = \text{diag}(b_1 a_1^{-1} b_1^{-1}, \ldots, b_n a_n^{-1} b_n^{-1}) . \]

Therefore $h = h_1 h_2$. Since the reduced norms of the elements $a_i$, and hence of the elements $b_i a_i b_i^{-1}$, are pairwise distinct, it follows that the elements $h_1$ and $h_2$ are $D$-regular (see
Definition 3.3 and Proposition 3.4 in [4]). By Proposition 4.1 in [4] there exist \( u' \in U \) and \( v' \in V \) such that \( v = [v', h_1] \) and \( u = [h_2, u'] \).

Similarly to the proof of the main theorem in [4], we obtain that

\[
g = vhu = v'h_1v'^{-1}u'h_2u'^{-1} = v'h_1v'^{-1}u'Th_1^{-1}T^{-1}u'^{-1} = [v'h_1v'^{-1}, u'Tu'^{-1}] \in [GL(n, D), GL(n, D)]_{\leq 1}.
\]

Moreover, if \( \varepsilon_1 = \varepsilon_2 = 1 \), then according to our assumptions \( h_1, \tau \in E(n, D) \); hence \( g \in [E(n, D), E(n, D)]_{\leq 1} \).

Let us finish the proof of Theorem 2. Let \( g \in E(n, D) \setminus Z(E(n, D)) \). We prove that \( g \in [GL(n, D), GL(n, D)]_{\{\varepsilon\}} \).

By Lemma 10 we may assume that \( g = vhu \), where \( v \in V \), \( u \in U \) and \( h = \text{diag}(\varepsilon_1, \ldots, \varepsilon_n) \), where \( \varepsilon_i \in [D^*, D^*]_{\{\varepsilon\}} \) for all \( 1 \leq i \leq n \). For any \( i \) let \( \varepsilon_i = \varepsilon'_i\varepsilon''_i \), where \( \varepsilon'_i \in [D^*, D^*]_{\{\varepsilon\}^{-1}} \) and \( \varepsilon''_i \in [D^*, D^*]_{\{\varepsilon\}} \). Set \( h' = \text{diag}(\varepsilon'_1, \ldots, \varepsilon'_n) \) and \( h'' = \text{diag}(\varepsilon''_1, \ldots, \varepsilon''_n) \). We also set \( \tilde{v} = v'^{-1}\).

Therefore, we have \( g = vhu = h'\tilde{v}h''u \). By Lemma 11 we obtain that \( \tilde{v}h''u \in [GL(n, D), GL(n, D)]_{\{\varepsilon\}} \). It is also clear that \( h' \in [GL(n, D), GL(n, D)]_{\{\varepsilon\}^{-1}} \). Therefore, \( g \in [GL(n, D), GL(n, D)]_{\{\varepsilon\}} \).

Let \( n \geq 3 \). Let us prove that \( g \in [E(n, D), E(n, D)]_{\{\varepsilon\}^{-1}} \).

By Lemma 10 we may assume that \( g = vhu \), where \( v \in V \), \( u \in U \) and \( h = \text{diag}(1, 1, \varepsilon_3, \ldots, \varepsilon_n) \), where \( \varepsilon_i \in [D^*, D^*]_{\{\varepsilon\}} \) for all \( 3 \leq i \leq n \). Similarly to the previous calculation, for any \( i \) let \( \varepsilon_i = \varepsilon'_i\varepsilon''_i \), where \( \varepsilon'_i \in [D^*, D^*]_{\{\varepsilon\}^{-1}} \) and \( \varepsilon''_i \in [D^*, D^*]_{\{\varepsilon\}} \). Set \( h' = \text{diag}(1, 1, \varepsilon'_3, \ldots, \varepsilon'_n) \) and \( h'' = \text{diag}(1, 1, \varepsilon''_3, \ldots, \varepsilon''_n) \). We also set \( \tilde{v} = v'^{-1} \).

As before, \( g = h'\tilde{v}h''u \). By Lemma 11 we have \( \tilde{v}h''u \in [E(n, D), E(n, D)]_{\{\varepsilon\}} \). It remains to show that \( h' \in [E(n, D), E(n, D)]_{\{\varepsilon\}^{-1}} \).

For simplicity we set \( d = \lceil \frac{n-2}{n-2} \rceil - 1 \). Let \( \varepsilon'_i = [a_{i,1}, b_{i,1}] \ldots [a_{i,d}, b_{i,d}] \). Set

\[
h_{a, k} = \text{diag}((a_{3,k} \ldots a_{n,k})^{-1}, 1, a_{3,k}, \ldots, a_{n,k}),
\]

\[
h_{b, k} = \text{diag}(1, (b_{3,k} \ldots b_{n,k})^{-1}, b_{3,k}, \ldots, b_{n,k}).
\]

Therefore, \( h' = [h_{a,1}, h_{b,1}] \ldots [h_{a,d}, h_{b,d}] \in [E(n, D), E(n, D)]_{\leq d} \).

5. Expressing matrices as one commutator

Consider the following corollaries of our results concerning the question on expressing any noncentral element of the group \( E(n, D) \) as one commutator.

Firstly, from the Corollary 1 we obtain the following corollary.

Corollary 2. Let \( D \) be an arbitrary skew-field. Then for any noncentral element of the group \( E(n, D) \) to be one commutator in \( GL(n, D) \), it is necessary that any element of the derived subgroup of the group \( D^* \) were a product of at most \( 6n^2 - 10n + 7 \) commutators.

Secondly, from Theorem 2 we obtain the following corollaries.
Corollary 3. Let $D$ be a skew-field and $K$ be its centre. Let $1 < \dim_K D < \infty$. Then for any noncentral element of the group $E(n, D)$ to be one commutator in $GL(n, D)$, it is sufficient that any element of the derived subgroup of the group $D^*$ were a product of at most $n$ commutators.

Corollary 4. Let $D$ be a skew-field and $K$ be its centre. Let $1 < \dim_K D < \infty$, and let $n \geq 3$. Then for any noncentral element of the group $E(n, D)$ to be one commutator in $E(n, D)$, it is sufficient that any element of the derived subgroup of the group $D^*$ were a product of at most $n - 2$ commutators.

We denote by $GL(D)$ the stable general linear group, i.e. $GL(D) = \lim \rightarrow GL(n, D)$, where the limit is taken with respect to the inclusions.

$$GL(n, D) \rightarrow GL(n + 1, D), \quad g \mapsto \begin{pmatrix} g & 0 \\ 0 & 1 \end{pmatrix}.$$

The subgroup $E(D) \leq GL(D)$ is defined as generated by elementary transvections. In other words, $E(D) = \lim \rightarrow E(n, D)$.

In case where $c < \infty$, the following corollary follows directly from the previous one. However, using the proof of Theorem[2] we can see that the condition $c < \infty$ can be lifted.

Corollary 5. Let $D$ be a skew-field and $K$ be its centre. Let $1 < \dim_K D < \infty$. Then any element of the group $E(D)$ is one commutator in $E(D)$.

Proof. Let $g \in E(D)$. Since the centre of the group $GL(D)$ is trivial, it follows that there exists $n > 2$ such that $g \in E(n, D) \setminus Z(E(n, D))$.

By Theorem 2.1. in [4], which we refer in the proof of Lemma 10 we may assume that $g = vhu$, where $v \in V$, $u \in U$ and $h = \text{diag}(1, \ldots, 1, \tau)$. Since $g \in E(n, D)$, it follows that $\tau \in [D^*, D^*]$; hence $\tau \in [D^*, D^*]_{\leq d}$ for some $d$.

Increasing the number $n$, if necessary, and conjugating $g$ by a permutation matrix in such a way that the previous assumption remains true, we may assume that $n \geq d + 2$.

In this case, it follows from the proof of Lemma 10 that the element $g$ is conjugate to the element $g_1 = v_1 h_1 u_1$, where $v_1 \in V$, $u_1 \in U$ and $h_1 = \text{diag}(1, 1, \varepsilon_3, \ldots, \varepsilon_n)$, where $\varepsilon_i \in [D^*, D^*]_{\leq 1}$.

Then by Lemma 11 the element $g_1$, and hence the element $g$, is one commutator in $E(n, D)$.
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