Abstract

We discuss the 5d AGT correspondence of supergroup gauge theories with A-type supergroups. We introduce two intertwiners called positive and negative intertwiners to compute the instanton partition function. The positive intertwiner is the ordinary Awata-Feigin-Shiraishi intertwiner while the negative intertwiner is an intertwiner obtained by using central charges with negative levels. We show that composition of them gives the basic Nekrasov factors appearing in supergroup partition functions. We explicitly derive the instanton partition functions of supergroup gauge theories with A and D-type quiver structures. Using the intertwiners, we briefly study the Gaiotto state, \(qq\)-characters and the relation with quiver W-algebra. Furthermore, we show that the negative intertwiner corresponds to the anti-refined topological vertex recently defined by Kimura and Sugimoto. We also discuss how superquiver theories should appear in our formalism if they exist. The existence of the AGT correspondence of the theories we study in this paper implies that there is a broader 2d/4d (5d/q-algebra) correspondence, or more generally the BPS/CFT correspondence, where new non-unitary theories play important roles.
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1 Introduction and summary

Duality is one of the fundamental issues in the non-perturbative understanding of string theory and gauge theory. When there is suitable amount of supersymmetries, we can compute the instanton partition functions explicitly using localization techniques [1–8]. One of the astonishing properties of supersymmetric gauge theories is the existence of rich geometric and algebraic structures behind them [5, 9, 10]. Nekrasov proposed the BPS/CFT correspondence claiming that there is a duality between correlation functions of BPS observables in supersymmetric gauge theories and correlation functions of conformal field theories [11–16]. Various studies have been done to justify this belief. One of the famous correspondence that belongs to this correspondence is the AGT correspondence [17–20] (see [21] for a review). It is a 2d/4d duality relating Nekrasov partition functions of 4d \( N = 2 \) theories coming from a certain 6d \( \mathcal{N} = (2, 0) \) theory compactified on a Riemann surface and conformal blocks of 2d CFTs (e.g. Virasoro, \( W_N \) algebra). Moreover, we also have a 5d lift up of this correspondence relating Nekrasov partition functions of 5d \( \mathcal{N} = 1 \) gauge theories and symmetries of quantum algebras (e.g. \( q \)-Virasoro, \( q \)-\( W_N \)) [22–26]. Understanding how far the BPS/CFT or AGT correspondence is true is an important task that must be done because new chiral algebras (or quantum algebras) might show the existence of new supersymmetric gauge theories, and vice versa.

An interesting extension in the gauge theory side is the supergroup gauge theory [27–30]. Supergroup gauge theory is a theory in which both boson and fermion degrees of freedom appear as local gauge symmetries. Therefore, it breaks the spin-statistics theorem and is inevitably non-unitary, and thus, it has been overlooked as a theory whose physical meaning is not well understood. However, recent studies have shown that even if these theories are non-unitary, they can be analyzed by using methods similar to those used when discussing physical theories. In type IIA theory, these
gauge theories are constructed using ghost (negative) D-branes\(^1\) \([28,30]\). For example, the 4d \(\mathcal{N} = 2\) \(U(N_+ | N_-)\) theory has a Hanany-Witten construction \([31]\) realized by \(N_+\) positive D4-branes and \(N_-\) negative D4-branes surrounded by two parallel NS5-branes (see (2.50)) \([30,31]\). Seiberg-Witten curves were also determined in the same paper \([30]\). Taking T-duality, we obtain brane webs in the type IIB picture, which give 5d \(\mathcal{N} = 1\) theories of supergroup gauge theories \([32]\). Exact formulas for instanton partition functions of these theories were derived from supersymmetric localization in \([33]\). A generalization of the refined topological vertex \([34–37]\) reproducing instanton partition functions called anti-refined topological vertex (anti-vertex) was as well proposed in \([32]\). Besides, relations with defects \([38,39]\) and integrable systems \([40]\) were also discussed previously. All of these previous studies imply the existence of an underlying algebraic structure in the belief of BPS/CFT correspondence.

The goal of this paper is to determine the algebraic structure of the supergroup gauge theories. In particular, we are interested in the 5d AGT correspondence of these theories. We focus on quiver gauge theories with superunitary gauge groups \(U(N_+ | N_-)\) (we still call them A-type for convenience) and A, D-type quiver structures\(^2\). These theories are realized using brane webs of \((p,q)\)-branes, positive D5, and negative D5-branes \([32,41,42]\). To show the correspondence, we use the representation theory of the quantum toroidal \(gl_1\) \([43–47]\) to construct algebraic quantities called the intertwiners. Assigning the intertwiners to trivalent vertices of the brane web, we show that composition of them gives the partition functions of the gauge theory. We call this procedure the intertwiner formalism (see section 4 for details). It was first introduced by Awata, Feigin, and Shiraishi \([48]\) and various extensions were studied in subsequent studies \([49–63]\).

In the original story of AGT correspondence, the 4d \(\mathcal{N} = 2\) theories come from 6d theories associated with ADE type non-super Lie-algebras (see \([21]\) and the references therein). Theories appearing there do not have structures of superalgebras, and thus, the supergroup gauge theories do not belong to the theories previously studied in the literature. The existence of the AGT correspondence of the theories we study in this paper implies that there is a broader 2d/4d (5d/q-algebra) correspondence, or more generally the BPS/CFT correspondence, where new non-unitary theories play important roles.

The main results of this paper are the following.

- We introduce a new intertwiner which we call the negative intertwiner to represent negative D5-branes (section 4).
- We show that compositions of the ordinary intertwiners and the negative intertwiners give the Nekrasov factors of supergroup gauge theories. We also explicitly derive the total partition functions of A and D-type quiver gauge theories (section 4 and 5).
- We derive the supergroup analogue of the Gaiotto state, \(qq\)-character and discuss the relation with the quiver W-algebra (section 6).
- We show that the negative intertwiner is related with the anti-vertex. We also complete the procedure to assign framing factors (section 7).

\(^1\)We call ordinary D-branes as positive D-branes and ghost D-branes as negative D-branes in this paper.

\(^2\)Mostly, we only discuss on theories with non-superalgebra quiver structure. For quivers with superalgebra structure (superquiver theories), see section 8.
We give conjectures regarding superquiver theories where negative NS5-branes are expected to appear (section 8).

To be concrete, quantum toroidal $\mathfrak{gl}_1$ has two classes of representations: vertex operator representations and crystal representations. They are determined by the values of the two central charges of the algebra, which we call level $(\ell_1, \ell_2)$. In the 5-brane web, we associate a Fock space to each of the 5-brane. For the NS5-branes, we assign vertex operator representations with level $(1, n)$, $(n \in \mathbb{Z})$, while for the D-branes we assign crystal representations with level $(0, \pm 1)$. Level $(0, +1)$ (resp. $(0, -1)$) is assigned to positive (resp. negative) D5-branes. Here, we introduced a new crystal representation with level $(0, -1)$ to represent the negative D5-brane. We then derive two type of intertwiners (positive and negative) $\Phi_{\pm} : (0, \pm 1) \otimes (1, n) \to (1, n \pm 1)$ and their duals associated with trivalent vertices of the brane web, representing junctions of NS5-branes and positive, negative D5-branes. Compositions of these interwiners give the partition functions of supergroup gauge theories. We show this explicitly for pure supergroup gauge theories, A and D-type quiver gauge theories. In the process, we also generalize the brane webs of D-type quiver in 5d so that they include negative D-branes. The positive intertwiner is just the intertwiner studied in [48], while the physical interpretation of the negative intertwiner is new in the literature.

Using the interwiners, we derive supergroup analogues of the Gaiotto state and characterize it by the action of the Drinfeld currents. We also reproduce the $qq$-characteristics in [33] using the interwiners. Relation with the quiver W-algebra is discussed too. We will see that all these quantities are derived by a simple modification of the quantities of the non-supergroup case.

After getting used with the intertwiner formalism, we then discuss the relation with the refined topological vertex and anti-vertex. We show that the newly introduced negative intertwiner becomes the anti-vertex after taking nontrivial matrix elements. Using the correspondence with the intertwiners, we give a complete procedure how to assign framing factors, which was not explicitly discussed in [32]. The procedure we give is compatible with the gluing rules of the intertwiners. Discussions in the unrefined limit will be also given. Namely, we will see that the positive and negative interwiners will be related with each other in the unrefined limit, which was a property discussed previously in [32].

S-duality of supergroup gauge theories with non-superalgebra quiver structure implies the existence of non-supergroup gauge theories with superalgebra quiver structure. For 3d supersymmetric gauge theories, a gauge theory with superquiver structure was discussed in [55, 64–66]. However, for 5d gauge theories, to the author’s knowledge, there is no known construction of supersymmetric supergroup superquiver gauge theories. Using the correspondence with the representations of the algebra, we give a discussion on how superquiver gauge theories should appear in our formalism if they exist and give some conjectures we hope to come back in near future.

The paper is organized as follows. We review the explicit formulas, properties of the instanton partition functions, and D-brane constructions of A-type supergroup with A and D-type quiver gauge theories in section 2. We summarize the representations of quantum toroidal $\mathfrak{gl}_1$ in section 3. Intertwiners and their relations with the Nekrasov factors are discussed in section 4. In section 5, we use the positive and negative intertwiners to derive partition functions of pure super Yang-Mills, A-type quiver, and D-type quiver gauge theories. Relations with Gaiotto state, $qq$-character, and quiver W-algebra are discussed in section 6. The correspondences between the intertwiners and the refined-topological vertices are in section 7. Finally, we briefly give a discussion on the S-dual of supergroup gauge theories with A-type quiver structure in section 8.
2 Supergroup gauge theory

In this section, we review the supergroup gauge theory and the instanton partition functions of supergroup quiver gauge theories following [33]. We give the Lagrangian and show its properties in section 2.1. We then give the explicit formulas for the partition functions we use in section 2.2. We also show the properties of the partition functions and the D-brane construction in section 2.3 and section 2.4.

2.1 Lagrangian

Let us first review what a supergroup gauge theory is. Let $G$ be a Lie supergroup. In this paper we only discuss when $G = U(N_+ | N_-)$. Since we are considering elements of supergroups, the vector spaces appearing are supervector spaces or $\mathbb{Z}_2$-graded vector spaces (e.g. $\mathbb{C}^{N_+ | N_-}$):

$$V = V_+ \oplus V_-,$$

(2.1)

where $V$ is a general supervector space and $V_+, V_-$ are vector spaces of the elements with even (bosonic, positive) and odd (fermionic, negative) parities, respectively. Namely, an element $x \in V_\sigma$ is called even (resp. odd) when $\sigma = +$ (resp. $\sigma = -$). We will also identify $\sigma = \pm$ with $\sigma = \pm 1$ in later calculations.

We then introduce a dynamical gauge field $A_\mu$ taking values in the Lie algebra of $G$. The gauge transformation of it is $A_\mu \rightarrow gA_\mu g^{-1} + g\partial_\mu g^{-1}$, $g \in G$ and the gauge invariant Lagrangian is written as

$$S_{YM} = -\frac{1}{g_{YM}^2} \int d^4x \ \text{Str}(F \wedge *F),$$

(2.2)

where Str is the supertrace. The supertrace over the graded vector space $\mathbb{C}^{N_+ | N_-}$ is defined as $\text{Str}_{\mathbb{C}^{N_+ | N_-}} = \text{Tr}_{\mathbb{C}^{N_+}} - \text{Tr}_{\mathbb{C}^{N_-}}$. Using this supertrace formula, the Lagrangian of supergroup gauge theory with $G = U(N_+ | N_-)$ can be rewritten as

$$S_{YM} = -\frac{1}{g_{YM}^2} \int d^4x \ \text{Tr}_{\mathbb{C}^{N_+}} (F \wedge *F)^+ - \left( -\frac{1}{g_{YM}^2} \right) \int d^4x \ \text{Tr}_{\mathbb{C}^{N_-}} (F \wedge *F)^-, $$

(2.3)

where the superscript of $(F \wedge *F)^\pm$ denotes the positive/negative contribution. Obviously, this theory is not unitary because the second term has a wrong sign in front of it, and the energy spectrum is not bounded from below.

We further can introduce a topological term so-called the $\theta$-term

$$S_\theta = -\frac{ie}{8\pi^2} \int d^4x \ \text{Str} F \wedge F,$$

(2.4)

and consider non-perturbative configurations called instantons like the ordinary group gauge theory. Anti-self-dual (ASD)/self-dual (SD) YM configurations $*F = \mp F$ minimize the YM action for ordinary group gauge theory:

$$S_{YM}[A] = -\frac{1}{2g_{YM}^2} \int d^4x \ Tr(F \pm *F) \wedge *(F \pm *F) \pm \frac{1}{g_{YM}^2} \int d^4x \ Tr(F \wedge F) \geq \frac{8\pi^2|k|}{g_{YM}^2},$$

(2.5)
where the minimized Lagrangian is described by the topological number

\[ k = \frac{1}{8\pi^2} \int d^4x \, \text{Tr}(F \wedge F). \quad (2.6) \]

However, for the supergroup gauge theory, the ASD/SD configuration does not minimize the Lagrangian but rather gives a saddle point. This comes from the minus sign in front of the second term in (2.3). Similar to the ordinary gauge theory case, the ASD/SD configuration is characterized by a topological number

\[ k = \frac{1}{8\pi^2} \int d^4x \, \text{Str}(F \wedge F) = k_+ - k_-, \quad (2.7) \]

where \( k_\pm \) is interpreted as the positive and negative instanton number\(^3\).

We can explicitly compute the partition function with suitable amounts of supersymmetries under \( \Omega \) background using the supersymmetric localization \([1, 2, 33]\) (see \([67]\) for a nice review). The partition function is schematically evaluated as

\[
Z = \int [DA] e^{-S_{\text{tot}}} = \sum_k q^k \int [DA]_{\text{inst}} \int [D\delta A] e^{-S_{\text{fluc}}[\delta A]} = Z_{\text{pert}} \sum_{k \in \mathbb{Z}} q^k Z_k,
\]

\[ Z_k = \sum_{k_+, k_- : k_+ - k_- = k, k_\pm \geq 0} Z_{k_+ \mid k_-}, \quad q = e^{2\pi i \tau}, \quad (2.8) \]

where we denoted the complexified gauge constant as \( \tau = \frac{\theta}{2\pi} + \frac{4\pi i}{g_{YM}} \). The detailed form of this partition function is derived in the next section.

### 2.2 Instanton partition function from equivariant index formula

We use the equivariant index formalism to evaluate the instanton partition function of 5d \( \mathcal{N} = 1 \) supersymmetric gauge theories with gauge groups \( U(N_+ \mid N_-) \) following \([33]\). We consider generic quiver gauge theories. Let \( \Gamma = (\Gamma_0, \Gamma_1) \) be a quiver, where \( \Gamma_0 = \{ i \} \) and \( \Gamma_1 = \{ e : i \rightarrow j \} \) are the set of nodes and edges, respectively. For each node, a supergroup \( U(N_i, + \mid N_i, -) \) is assigned.

We denote the instanton and framing bundles over the instanton moduli space at the fixed point as \( K = (K_i)_{i \in \Gamma_0} \) and \( N = (N_i)_{i \in \Gamma_0} \). Since we are considering supergroups, the corresponding supercharacters are given by supertraces

\[ \text{sch}_i N = \text{ch}_i N^+ - \text{ch}_i N^-, \quad \text{sch}_i K = \text{ch}_i K^+ - \text{ch}_i K^-, \quad (2.9) \]

where each is defined as

\[ \text{ch}_i N^\sigma = \sum_{\alpha=1}^{N_i, \sigma} v^{(\sigma)}_{i, \alpha}, \quad \text{ch}_i K^\sigma = \sum_{x \in \Lambda_i^{(\sigma)}} \chi_x^{(\sigma)}, \quad \sigma = \pm, \quad (2.10) \]

\(^3\)See Table 3.1 of \([67]\) for the classification of instanton/anti-instanton, positive/negative instanton.
where
\[ \chi^{(+)}(x) = v^{(+)} g_{i_1}^{-1} q_2^{-1}, \quad (\alpha, i, j) \in \lambda^{(+)}_{i_\alpha}, \quad \alpha = 1, \ldots, N_{i_{i_\alpha}}, \]
\[ \chi^{(-)}(x) = v^{(-)} g_{i_1}^{-1} q_2^{-1}, \quad (\alpha, i, j) \in \lambda^{(-)}_{i_\alpha}, \quad \alpha = 1, \ldots, N_{i_{i_{-\alpha}}}, \]
and \( \lambda^{(\pm)}_{i_\alpha} \) are Young diagrams (see Appendix A). The universal sheaf character is obtained as
\[ \text{sch} Y_i = \text{sch} N_i - \text{ch} \wedge Q \text{sch} K_i, \]

where
\[ \text{ch} \wedge Q = (1 - q_1)(1 - q_2). \]

The dual of a bundle \( X \) is denoted as \( X^\vee \) and the character of it is obtained by taking the inverse as
\[ \text{ch} X = \sum_X x, \quad \text{ch} X^\vee = \sum_{X^\vee} x^{-1}. \]

Using these supercharacters, partition functions are obtained by applying the Dolbeault index,
\[ I[X] = \prod_{x \in X} (1 - x^{-1}). \]

Note that the \( q \) parameters are related to the \( \Omega \) background parameters \( \epsilon_{1,2} \) as
\[ q_1 = e^{\epsilon_1}, \quad q_2 = e^{\epsilon_2}. \]

For later use, we also introduce another parameter \( q_3 \) obeying the condition
\[ q_3 = e^{\epsilon_3}, \quad q_1 q_2 q_3 = 1. \]

**Vector multiplet**  We first consider the vector multiplet contribution. The character formula is written as
\[ \text{sch} V_i = \frac{\text{sch} Y_i^\vee \text{sch} Y_i}{\text{ch} \wedge Q} = \text{sch} V_i^{\text{inst}} + \text{sch} V_i^{\text{pert}}, \]
\[ \text{sch} V_i^{\text{inst}} = \text{sch} N_i^\vee \text{sch} K_i - q_3 \text{sch} K_i^\vee \text{sch} N_i + \text{ch} \wedge Q \text{sch} K_i^\vee \text{sch} K_i, \]
\[ \text{sch} V_i^{\text{pert}} = \frac{\text{sch} N_i^\vee \text{sch} N_i}{\text{ch} \wedge Q}, \]
where we decomposed the character into the perturbative part and the instanton part. The perturbative part is the part not depending on the supercharacter \( \text{sch} K_i \). We further can decompose the supercharacter using (2.9)
\[ \text{sch} V_i^{\text{inst}} = \sum_{\sigma, \sigma'} \sigma \sigma' \text{ch} V_i^{\text{inst}_{\sigma, \sigma'}}, \quad \text{sch} V_i^{\text{pert}} = \sum_{\sigma, \sigma'} \sigma \sigma' \text{ch} V_i^{\text{pert}_{\sigma, \sigma'}}, \]
\[ \text{ch} V_i^{\text{inst}_{\sigma, \sigma'}} = -\text{ch} N_i^\vee \text{ch} K_i^\sigma - q_3 \text{ch} K_i^\sigma \text{ch} N_i^\sigma' + \text{ch} \wedge Q \text{ch} K_i^\sigma \text{ch} K_i^\sigma', \]
\[ \text{ch} V_i^{\text{pert}_{\sigma, \sigma'}} = \frac{\text{sch} N_i^\vee \text{sch} N_i^\sigma'}{\text{ch} \wedge Q}. \]
The instanton partition function is obtained by taking the index which eventually gives

$$Z_{i}^\text{vec,inst} = \prod_{\sigma,\sigma' = \pm} Z_{i,\sigma\sigma'}^\text{vec,inst}, \quad Z_{i,\sigma\sigma'}^\text{vec,inst} = \prod_\sigma [\sigma\sigma'|V^\text{inst}_{i,\sigma\sigma'}] = N_{\sigma\sigma'}(\vec{v}_1^{(\sigma)}, \vec{v}_2^{(\sigma')}, \vec{\lambda}_1^{(\sigma)}, \vec{\lambda}_2^{(\sigma')})^{-\sigma\sigma'}.$$

We defined here a generalized Nekrasov factor

$$N_{\sigma\sigma'}(\vec{v}_1^{(\sigma)}, \vec{\lambda}_1^{(\sigma)} | \vec{v}_2^{(\sigma')}, \vec{\lambda}_2^{(\sigma')}) = \prod_{\alpha = 1}^{N_{i,\sigma}} \prod_{x \in \vec{\lambda}_1^{(\sigma)}} (1 - \frac{\chi_x^{(\sigma)}}{q^2 v_2^{(\sigma')} \alpha}) \prod_{\beta = 1}^{N_{i,\sigma}} \prod_{x \in \vec{\lambda}_2^{(\sigma')}} (1 - \frac{v_1^{(\sigma)} \sigma}{\chi_x^{(\sigma')}}) \prod_{x \in \vec{\lambda}_1^{(\sigma)}} S\left(\frac{\chi_x^{(\sigma)}}{\chi_y^{(\sigma')}}\right),$$

where

$$S(z) = \frac{(1 - q_1 z)(1 - q_2 z)}{(1 - z)(1 - q_3^{-1} z)}.$$

Note that the coordinates of the box $\chi_{x}^{(\sigma)}$ are defined as in (2.11). Explicitly, the total instanton partition function is written as

$$Z_{i}^\text{vec,inst} = \frac{N_{i,\sigma'}(\vec{v}_1^{(\sigma)}, \vec{\lambda}_1^{(\sigma)} | \vec{v}_2^{(\sigma')}, \vec{\lambda}_2^{(\sigma')}) N_{\sigma\sigma'}(\vec{v}_1^{(\sigma)}, \vec{\lambda}_1^{(\sigma)} | \vec{v}_2^{(\sigma')}, \vec{\lambda}_2^{(\sigma')})}{N_{+\sigma}(\vec{v}_1^{(+\sigma)}, \vec{\lambda}_1^{(+\sigma)} | \vec{v}_2^{(+\sigma')}, \vec{\lambda}_2^{(+\sigma')}) N_{-\sigma}(\vec{v}_1^{(-\sigma)}, \vec{\lambda}_1^{(-\sigma)} | \vec{v}_2^{(-\sigma')}, \vec{\lambda}_2^{(-\sigma')})}.$$  \hfill (2.23)

An observation is that Nekrasov factors with the same parities in the subindex (e.g. $N_{++, N-}$) are in the denominator while Nekrasov factors with different parities (e.g. $N_{+-, N-+}$) are in the numerator. Thus, this contribution can be understood as a quiver gauge theory with two gauge nodes $U(N_{i,+}) \times U(N_{i,-})$, where off-diagonal contributions play the role of bifundamental matters connecting the two gauge nodes (see Figure 1) [30].

The perturbative part is read

$$Z_{i}^\text{vec,per} = \prod_{\sigma,\sigma' = \pm} Z_{i,\sigma\sigma'}^\text{vec,per}, \quad Z_{i,\sigma\sigma'}^\text{vec,per} = \prod_{\alpha = 1}^{N_{i,\sigma}} \prod_{\beta = 1}^{N_{i,\sigma'}} (1 - \frac{v_{i,\alpha}^{(\sigma)}}{v_{i,\beta}^{(\sigma')}}^{k, k'}) = \prod_{\alpha = 1}^{N_{i,\sigma}} \prod_{\beta = 1}^{N_{i,\sigma'}} G\left(\frac{z_{i,\alpha}^{(\sigma)}}{z_{i,\beta}^{(\sigma')}}\right),$$

where

$$G(z) = G(z; q_1, q_2) = \exp\left(-\sum_{n=1}^{\infty} \frac{z^n}{n(1 - q_1^n)(1 - q_2^n)}\right).$$ 

Figure 1: Quiver gauge theory interpretation of supergroup gauge theory.
and we assumed $|v_i^{(\sigma)} / v_i^{(\sigma')}| < 1$. For the diagonal term $\sigma = \sigma'$, this diverge and we have to remove the contribution when $\alpha = \beta$. When some of the Coulomb branch parameters are $|v_i^{(\sigma)} / v_i^{(\sigma')}| > 1$, we do analytic continuation as

$$
\mathcal{G} \left( \frac{v_i^{(\sigma)}}{v_i^{(\sigma')}} \right) \rightarrow \mathcal{G} \left( \frac{v_i^{(\sigma)}}{v_i^{(\sigma')}} \right).
$$

(2.26)

See Appendix B for details.

**Bifundamental hypermultiplet** Let us next discuss the contribution from the bifundamental hypermultiplet. The strategy is exactly the same and the character formula is written as

\[
\text{sch} \mathcal{H}_{\sigma'}^{\text{bf,inst}} = -\text{ch} M_e \text{sch} Y_i^{\text{\nu,stit}} = \text{sch} \mathcal{H}_{\sigma'}^{\text{inst}} + \text{sch} \mathcal{H}_{\sigma'}^{\text{pert}}, \\
\text{sch} \mathcal{H}_{\sigma'}^{\text{inst}} = \text{ch} \left[ \text{sch} N_j^{\text{\nu,stit}} + q_3 \text{sch} K_i^{\text{\nu,stit}} \text{sch} N_j - \text{ch} \wedge Q \wedge \text{sch} K_i \wedge \text{sch} K_j \right], \\
\text{sch} \mathcal{H}_{\sigma'}^{\text{pert}} = -\text{ch} M_e \text{sch} N_i^{\text{\nu,stit}} \text{sch} N_j,
\]

where

$$
\text{ch} M_e = \mu_e, \quad e \in \Gamma_1
$$

(2.28)

is the bifundamental mass. Expanding the supercharacters and taking the index gives

$$
\mathcal{Z}_{e;i-j,\sigma' \sigma''}^{\text{bf,inst}} = \prod_{\sigma, \sigma'' = \pm} \mathcal{Z}_{e;i-j,\sigma' \sigma''}^{\text{bf,inst}}, \quad \mathcal{Z}_{e;i-j,\sigma' \sigma''}^{\text{bf,inst}} = \prod_{[\sigma' \sigma'']} [\sigma' \sigma''] \mathcal{H}_{e,i-j}^{\text{bf,inst}} N_{\sigma' \sigma''} \left( v_i^{(\sigma)}, \tilde{v}_j^{(\sigma')}, \mu_{e;i-j} v_i^{(\sigma')}, \tilde{v}_j^{(\sigma')} \right)^{\sigma''}.
$$

(2.29)

Similarly, the perturbative contribution is given

$$
\mathcal{Z}_{e;i-j,\sigma' \sigma''}^{\text{bf,pert}} = \prod_{\sigma, \sigma'' = \pm} \mathcal{Z}_{e;i-j,\sigma' \sigma''}^{\text{bf,pert}}, \quad \mathcal{Z}_{e;i-j,\sigma' \sigma''}^{\text{bf,pert}} = \prod_{\sigma, \sigma'' = \pm} \mathcal{Z}_{e;i-j,\sigma' \sigma''}^{\text{bf,pert}}.
\]

(2.30)

Similar to the vector multiplet contribution, we do analytic continuation depending on the ratio of the Coulomb branch parameters.

**Fundamental, antifundamental hypermultiplets** The contributions of the fundamental and antifundamental hypermultiplets come from the following character formulas. For the fundamental hypermultiplets, we have

$$
\text{sch} \mathcal{H}_i^{f} = -\frac{\text{sch} Y_i^{\text{\nu,stit}} \text{sch} M_i}{\text{ch} \wedge Q} = \text{sch} \mathcal{H}_i^{f,\text{inst}} + \text{sch} \mathcal{H}_i^{f,\text{pert}}, \\
\text{sch} \mathcal{H}_i^{f,\text{inst}} = q_3 \text{sch} K_i^{\text{\nu,stit}} \text{sch} M_i, \quad \text{sch} \mathcal{H}_i^{f,\text{pert}} = -\frac{\text{sch} N_i^{\text{\nu,stit}} \text{sch} M_i}{\text{ch} \wedge Q},
$$

(2.31)
and for the antifundamental hypermultiplets, we have

\[
\text{sch} \,
H_i^{af} = - \text{sch} \, M_i^{\vee} \text{sch} \, Y_i \left/ \chi \wedge Q \right. + \text{sch} \, \tilde{H}_i^{af, \text{inst}},
\]

\[
\text{sch} \, \tilde{H}_i^{af, \text{inst}} = \text{sch} \, \tilde{M}_i \text{sch} \, K_i, \quad \text{sch} \, H_i^{af, \text{pert}} = - \text{sch} \, M_i^{\vee} \text{sch} \, N_i \left/ \chi \wedge Q \right.,
\]

where

\[
sch \, M_i = \sum_{f = 1}^{N_{i,+}^f} \mu_i^{\pm} - \sum_{f = 1}^{N_{i,-}^f} \mu_i^{-}, \quad \text{sch} \, \tilde{M}_i = \sum_{f = 1}^{N_{i,+}^f} \tilde{\mu}_i^{\pm} - \sum_{f = 1}^{N_{i,-}^f} \tilde{\mu}_i^{-}. \tag{2.33}
\]

Comparing with the bifundamental matters, the difference is that the bifundamental mass is set to be \( \mu_e = 1 \) and one of the sch \( Y_i \) in the numerator is converted to sch \( M_i \) or sch \( \tilde{M}_i \), which are independent of the instanton contribution. Namely, after freezing the gauge degrees of freedom of either the source or target gauge node, we obtain the fundamental and antifundamental contribution.

Taking the index, the instanton partition function coming from the fundamental/antifundamental multiplet will be

\[
Z_{i,i}^{\text{inst}} = \prod_{\sigma,\sigma' = \pm} Z_{i,i,\sigma\sigma'}^{\text{inst}}, \quad Z_{af,i}^{\text{inst}} = \prod_{\sigma,\sigma' = \pm} Z_{af,i,\sigma\sigma'}^{\text{inst}},
\]

\[
Z_{i,i,\sigma\sigma'}^{\text{inst}} = \left\| [\sigma \sigma' q_3 \text{ch} \, K_i^{\sigma_{\vee}} \text{ch} \, M_i^{\sigma'}] \right\| = N_{\sigma\sigma'}(v_{i}^{(\sigma)}, \tilde{\lambda}_i^{(\sigma)} | \tilde{\mu}_i^{\sigma}, \emptyset)_{\sigma\sigma'} = \prod_{f = 1}^{N_{i,\sigma'}} \prod_{x \in \tilde{\lambda}_i^f} \left( 1 - \frac{\chi_{x}^{(\sigma)}}{q_3 \mu_{i,f}^{\sigma}} \right)_{\sigma\sigma'}, \tag{2.34}
\]

\[
Z_{af,i,\sigma\sigma'}^{\text{inst}} = \left\| [\sigma \sigma' \text{ch} \, \tilde{M}_i^{\sigma_{\vee}} \sigma \text{ch} \, K_i^{\sigma'}] \right\| = N_{\sigma\sigma'}(\tilde{\mu}_i^{\sigma'}, \emptyset | v_{i}^{(\sigma')}, \tilde{\lambda}_i^{(\sigma')} | \sigma\sigma') = \prod_{f = 1}^{N_{i,\sigma'}} \prod_{x \in \tilde{\lambda}_i^f} \left( 1 - \frac{\tilde{\mu}_i^{\sigma'}}{\chi_{x}^{(\sigma')}} \right)_{\sigma\sigma'}. \tag{2.35}
\]

The perturbative contributions are read as

\[
Z_{i,i}^{\text{pert}} = \prod_{\sigma,\sigma' = \pm} Z_{i,i,\sigma\sigma'}^{\text{pert}}, \quad Z_{af,i}^{\text{pert}} = \prod_{\sigma,\sigma' = \pm} Z_{af,i,\sigma\sigma'}^{\text{pert}},
\]

\[
Z_{i,i,\sigma\sigma'}^{\text{pert}} = \sum_{\alpha = 1}^{N_{i,\sigma}} \sum_{k,k' = 1}^{N_{i,\sigma'}} \prod_{f = 1}^{\infty} \left( 1 - \frac{v_{i,\alpha}^{(\sigma)}}{\mu_i^{\sigma} q_1 q_2^{k,k'}} \right)^{-\sigma\sigma'} = \prod_{f = 1}^{N_{i,\sigma'}} \prod_{\alpha = 1}^{N_{i,\sigma}} \mathcal{G} \left( q_1 q_2, \frac{v_{i,\alpha}^{(\sigma)}}{\mu_i^{\sigma}} \right)^{-\sigma\sigma'}, \tag{2.35}
\]

\[
Z_{af,i,\sigma\sigma'}^{\text{pert}} = \sum_{\alpha = 1}^{N_{i,\sigma}} \sum_{k,k' = 1}^{N_{i,\sigma'}} \prod_{f = 1}^{\infty} \left( 1 - \frac{\tilde{\mu}_i^{\sigma,f}}{v_{i,\alpha}^{(\sigma')}} q_1 q_2^{k,k'} \right)^{-\sigma\sigma'} = \prod_{f = 1}^{N_{i,\sigma'}} \prod_{\alpha = 1}^{N_{i,\sigma}} \mathcal{G} \left( q_1 q_2, \frac{\tilde{\mu}_i^{\sigma,f}}{v_{i,\alpha}^{(\sigma')}} \right)^{-\sigma\sigma'}. \tag{2.35}
\]

Similar to other perturbative contributions, analytic continuation will be done if needed.

**Topological term** The topological term is a term counting the number of instantons. As mentioned in (2.7), the topological contribution is characterized by the difference between the positive
and negative instanton numbers. When the gauge groups are \( U(N_+ | N_-) \), the instantons are characterized by Young diagrams (the bundle \( K_i \)), and thus, the topological term has the following form:

\[
Z_{i,\text{top}} = \prod_{i=1}^{N} q_i^{\mid \lambda_i^{(+)\!} \mid - \mid \lambda_i^{(-)} \mid}, \quad \mid \lambda_i^{(\pm)} \mid = \sum_{\alpha=1}^{N_{i,\pm}} \mid \lambda_{i,\alpha}^{(\pm)} \mid, \quad (2.36)
\]

where the positive (negative) instanton numbers are identified as \( k_i^{\pm} = \mid \lambda_i^{(\pm)} \mid \).

**Chern-Simons term** For 5d gauge theory, we further can add a Chern-Simons term to the Lagrangian as the ordinary group gauge theory [5, 68, 69]. It is labeled by the integer called the Chern-Simons level assigned to each node \( (\kappa^\sigma_i)_{i \in \Gamma_0, \sigma = \pm} \). The instanton contribution is written as

\[
Z_{i,\text{CS}} = \prod_{\sigma = \pm} Z_{i,\sigma}^{\text{CS}}, \quad Z_{i,\sigma}^{\text{CS}} = \prod_{x \in \lambda_i^{(\sigma)}} \left( \chi_x^{(\sigma)} \right)^{\sigma \kappa_i^\sigma}, \quad (2.37)
\]

In the original paper [33], the authors introduced two integers for each node, giving independent Chern-Simons levels for the positive and negative contributions. However, it seems that when we consider the intertwiner formalism, the Chern-Simons level appearing will be \( \kappa_i^+ = \kappa_i^- := \kappa_i, \quad \forall i \in \Gamma_0 \).

We will always impose this condition throughout this paper.

**Convention** For later convenience, we introduce a generalized notation. In the original reference [33], the authors gathered the Chern roots with even and odd parities. The order of these roots is related to the order of D-branes, so we will not specify the order of the roots but rather use the following notation. Consider a supergroup quiver gauge theory whose gauge nodes are \( U(N_{i,+} | N_{i,-}) \) with the condition \( N_{i,+} + N_{i,-} = N_i \). There are \( N_i \) Coulomb branch parameters which we denote \( v_{i,\alpha} (\alpha = 1, \ldots, N_i) \). Each of the elements belongs to either \( N_i^+ \) or \( N_i^- \) depending on their parities. We denote the parity for \( v_{i,\alpha} \) as \( \sigma_{i,\alpha} = \pm \). We further introduce \( N_i \)-tuples of Young diagrams \( \lambda_{i,\alpha} (\alpha = 1, \ldots, N_i) \) which label the fix points of the \( U(1)^2 \) torus actions:

\[
\vec{v}_i = (v_{i1}, v_{i2}, \ldots, v_{iN_i}), \quad \vec{\lambda}_i = (\lambda_{i1}, \lambda_{i2}, \ldots, \lambda_{iN_i}), \quad \vec{\sigma}_i = (\sigma_{i1}, \sigma_{i2}, \ldots, \sigma_{iN_i}). \quad (2.39)
\]

Then, the basic supercharacters are written as

\[
sch \mathbf{N}_i = \sum_{\alpha=1}^{N_i} \sigma_{i,\alpha} v_{i,\alpha}, \quad sch \mathbf{K}_i = \sum_{\alpha=1}^{N_i} \sigma_{i,\alpha} \sum_{x \in \lambda_{i,\alpha}} \chi_x^{(\sigma_{i,\alpha})}. \quad (2.40)
\]

\[4\]This phenomenon itself is nothing special in the context of ABJM theory and supermatrix models [70–72], and it actually comes from the gauge invariance of the Chern-Simons term with supergroup. We thank Taro Kimura for pointing this out.
For fundamental and antifundamental contributions, we introduce the mass parameters and their parities as
\[
\tilde{\mu}_i^{(f)} = (\mu_1^{(f)}, \mu_2^{(f)}, \ldots, \mu_{N}^{(f)}), \quad \tilde{\sigma}_i^{(f)} = (\sigma_1^{(f)}, \sigma_2^{(f)}, \ldots, \sigma_{N}^{(f)}),
\]
\[
\tilde{\mu}_i^{(af)} = (\mu_1^{(af)}, \mu_2^{(af)}, \ldots, \mu_{N}^{(af)}), \quad \tilde{\sigma}_i^{(af)} = (\sigma_1^{(af)}, \sigma_2^{(af)}, \ldots, \sigma_{N}^{(af)}),
\]
and then, the supercharacters are written as
\[
sch \tilde{M}_i = \sum_{f=1}^{N_f} \tilde{\sigma}^{(f)}_i \tilde{\mu}^{(f)}_i, \quad sch \tilde{\tilde{M}}_i = \sum_{f=1}^{N_{af}} \tilde{\sigma}^{(af)}_i \tilde{\mu}^{(af)}_i. \quad (2.42)
\]
Using these conventions, the instanton partition functions of the topological term, Chern-Simons term, bifundamental, vector, and (anti)fundamental contributions are rewritten as
\[
Z_{\text{top.}}(\vec{\lambda}_i, \vec{\sigma}_i) = \prod_{i=1}^{N_i} \left( \chi_x^{(\sigma_i)} \right)^{\sigma_i \vec{\lambda}_i}, \quad Z_{\text{CS}}(\kappa_i, \vec{\lambda}_i, \vec{\sigma}_i) = \prod_{j=1}^{N_i} \prod_{x \in \lambda_{ij}} \left( \chi_x^{(\sigma_j)} \right)^{\sigma_j \kappa_i},
\]
\[
Z_{\text{bfd.}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid \vec{v}_j, \vec{\lambda}_j, \vec{\sigma}_j \mid \mu_{e;i\to j}) = \prod_{a=1}^{N_i} \prod_{b=1}^{N_j} N_{\sigma_{ia} \sigma_{jb}} (v_{ia}, \lambda_{ia} \mid v_{ib}, \lambda_{ib})^{\sigma_{ia} \sigma_{ib}}, \quad (2.43)
\]
\[
Z_{\text{vec.}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i) = Z_{\text{bfd.}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid \vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid 1)^{-1} = \prod_{a,b=1}^{N_i} N_{\sigma_{ia} \sigma_{ib}} (v_{ia}, \lambda_{ia} \mid v_{ib}, \lambda_{ib})^{-\sigma_{ia} \sigma_{ib}},
\]
\[
Z_{\text{af}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid \vec{\sigma}^{(f)}_i, \vec{\sigma}^{(af)}_i) = Z_{\text{bfd.}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid \vec{\sigma}^{(f)}_i, \vec{\sigma}^{(af)}_i \mid 1),
\]
where
\[
N_{\sigma \sigma'}(v_1, \lambda \mid v_2, \nu) = \prod_{x \in \lambda} \left( 1 - \frac{\chi_x^{(\sigma)}}{q_3 v_2} \right) \prod_{x \in \nu} \left( 1 - \frac{v_1}{\chi_x^{(\sigma')}} \right) \prod_{x \in \lambda} S \left( \frac{\chi_x^{(\sigma)}}{\chi_y^{(\sigma')}} \right). \quad (2.44)
\]
The generalized Nekrasov factor of (2.21) is just a composition of this Nekrasov factor (2.44). Equivalent expressions of these Nekrasov factors are in Appendix C.

Using this notation, the total instanton partition function is written as
\[
Z_{\text{inst.}}(\Gamma) = \sum_{\{\lambda_i\} \in \Gamma_0} \prod_{i \in \Gamma_0} Z_{\text{top.}}(\vec{\lambda}_i, \vec{\sigma}_i) Z_{\text{CS}}(\kappa_i, \vec{\lambda}_i, \vec{\sigma}_i) Z_{\text{vec.}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i)
\]
\[
\times \prod_{i \in \Gamma_0} Z_{\text{f}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid \vec{\mu}^{(f)}_i, \vec{\sigma}^{(f)}_i) Z_{\text{af}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid \vec{\mu}^{(af)}_i, \vec{\sigma}^{(af)}_i)
\]
\[
\times \prod_{e:i\to j \in \Gamma_1} Z_{\text{bfd.}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}_i \mid \vec{v}_j, \vec{\lambda}_j, \vec{\sigma}_j \mid \mu_{e;i\to j}). \quad (2.45)
\]

2.3 Properties of the instanton partition functions

In this section, we briefly study two properties of the instanton partition function in (2.45) which we will use in other sections.
**Bifundamental mass** We can set the bifundamental mass to be $\mu_{e:i\rightarrow j} = \gamma^{-1}$ by using the symmetry of the Nekrasov partition functions. The partition function is invariant under the following transformation as long as we impose the condition (2.38) on the Chern Simons levels:

$$
\begin{align*}
\vec{v}_i &\rightarrow \alpha_i \vec{v}_i, \quad \vec{\mu}_{i,f} \rightarrow \alpha_i \vec{\mu}_{i,f}, \quad \vec{\mu}_{i,af} \rightarrow \alpha_i \vec{\mu}_{i,af}, \\
\mu_{e:i\rightarrow j} &\rightarrow \frac{\alpha_i}{\alpha_j} \mu_{e:i\rightarrow j}, \quad q_i \rightarrow \alpha_i^{-\kappa_i} q_i.
\end{align*}
$$

(2.46)

This is a generalized version of the symmetry used in [48–50,59] to study the relation with quantum algebras. If we want to set the Chern-Simons levels to be independent with each other $\kappa_i^+ \neq \kappa_i^-$, to manifest the symmetry (2.46), we need to modify the topological term as

$$
\begin{align*}
q_i^{(+)} &\rightarrow \alpha_i^{-\kappa_i^+} q_i^{(+)}, \quad q_i^{(-)} \rightarrow \alpha_i^{-\kappa_i^-} q_i^{(-)}.
\end{align*}
$$

(2.47)

However, since the instanton number is (2.7), it is natural to use the first scenario (2.46) instead of introducing two different instanton counting parameters $q_i^{(\pm)}$. Actually, only the first scenario seems to appear in the intertwiner formalism we will discuss later. Therefore, we will use only one instanton counting parameter and one Chern-Simons level for each gauge node from now on. Using the symmetry (2.46), we can tune the bifundamental mass to be $\gamma^{-1}$. We always set the bifundamental mass to be this value from now on.

**Recursive relation of the Nekrasov factor** From the explicit formula of the Nekrasov factor (2.44), we obviously have the following recursive relations

$$
\begin{align*}
\frac{N_{\sigma\sigma'}(v_1, \lambda_1 + x \mid v_2, \lambda_2)}{N_{\sigma\sigma'}(v_1, \lambda_1 \mid v_2, \lambda_2)} &= \left( -\frac{\chi_{\lambda_2}^{(\sigma)}}{q_3 v_2} \right) Y_{\lambda_2}(q_3^{-1} \chi_{\lambda_2}^{(\sigma)}), \\
\frac{N_{\sigma\sigma'}(v_1, \lambda_1 \mid v_2, \lambda_2 + x)}{N_{\sigma\sigma'}(v_1, \lambda_1 \mid v_2, \lambda_2)} &= Y_{\lambda_1}^{(\sigma)}(\chi_{x}^{(\sigma')}).
\end{align*}
$$

(2.48)

where

$$
Y_{\lambda}^{(\sigma)}(z) = (1 - v/z) \prod_{x \in \lambda} S \left( \frac{\chi_{x}^{(\sigma)}/z}{z} \right).
$$

(2.49)

These are the $Y$ functions introduced in [33] (see also [73]). They are related to the $qq$ characters and the deformed Seiberg-Witten curve [11,73]. They will appear as a fundamental element in our construction, too.

2.4 D-brane construction of supergroup gauge theories

We briefly review D-brane constructions of A-type supergroup gauge theories with A-quiver and D-quiver structures [27–31].
4d $\mathcal{N} = 2 SU(N_\pm | N_-)$ Yang-Mills theory is realized on the world-volume of positive (ordinary) D4$^+$ branes and negative (ghost) D4$^-$ branes suspended between NS5-branes in type IIA theory as

\[
\begin{array}{c}
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\end{array}
\end{array}
\]

(2.50)

where we illustrated the D4$^+$ branes in solid horizontal lines, the D4$^-$ branes in dashed horizontal lines, and the NS5 branes in solid vertical lines [30, 31]. Note also that generally we can order the D-branes in any order but the order above was chosen for simplicity.

**A$_r$ quiver gauge theory**  The difference with the ordinary group gauge theory is that negative branes are also included in the setup. Similarly to the ordinary group case, we can construct linear quiver supergroup gauge theories by including these negative branes as

\[
\begin{array}{c}
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\text{NS5} \\
\end{array}
\end{array}
\]

(2.51)

where for simplicity, we assigned the same supergroup $U(4|3)$ to all the gauge nodes. The numbers inside the nodes are the ranks of the positive parts and negative parts of the gauge groups. We can also consider the 5d lift-up of this theory by taking T-duality. After this process, we obtain a $(p,q)$ web diagram which is dual to the topological string theory on non-compact toric Calabi-Yau manifold [41, 42, 74–78]. For the supergroup case, a web diagram was proposed in [32]. For example,
for the pure SYM, we have

\[
\text{Type IIB} \quad \longleftrightarrow \quad \text{Type IIA}
\]

(2.52)

In [32], the authors introduced a trivalent vertex drawn in dashed lines to incorporate the negative D-branes in the \((p, q)\) brane web. In this paper, we will only draw the horizontal lines, which correspond to D5-branes, in dashed lines. The \((p, q)\) branes with \(q \neq 1\) will be always drawn in solid lines. Moreover, to simplify diagrams, instead of using the type IIB picture, we will always use the type IIA diagram to draw figures. The slope of the \((p, q)\)-brane corresponds to the charge of the brane, and we will simply assign the value of it next to the vertical segment if needed. We often make use of the type IIA figure, but note that it always means the type IIB figure because we are considering five-dimensional gauge theories.

**D, quiver gauge theory** We can also consider 4d D-type quiver supergroup gauge theories by introducing the ON\(^0\) plane [30, 79, 80]. The brane configuration is then given as the following:

\[
\text{ON}^0
\]

(2.53)

where we draw the ON\(^0\) plane in a blue solid line.

Taking T-duality of the above system, we can consider 5-brane webs realizing five-dimensional gauge theories. A microscopic description of the ON\(^0\) plane as a combination of an NS5-brane and
an ON$^-$ plane was proposed in [81]:

![Diagram of ON$^0$ to ON$^-$](image)

Using this description, the authors managed to realize D-type quiver gauge theories using 5-brane webs. In this paper, we follow the description in [82] and simply draw this web diagram as

![Diagram of (p,q)-brane](image)

where we draw the (p,q)-brane straight and assigned a vertex $\times$ to the junction of the branes connected to the ON$^-$ plane.

We expect that a similar story of [81] holds also for supergroup gauge theories and that the difference is only the existence of negative D-branes. Namely, dashed horizontal lines will be also included in the web diagram. Thus, in our notation, brane webs for general D-type quiver supergroup gauge theories are drawn as

![Diagram of dashed lines](image)

and the quiver structure is read as

![Diagram of quiver structure](image)
3 Quantum toroidal $\mathfrak{gl}_1$

Quantum toroidal $\mathfrak{gl}_1$ [43–47] is a quantum algebra whose generators are described in Drinfeld currents

$$x^\pm(z) = \sum_{m \in \mathbb{Z}} x_m^\pm z^{-m}, \quad \psi^\pm(z) = \sum_{r \geq 0} \psi^\pm_{m^r} z^{-m}, \quad \hat{\gamma}, \quad \psi^+_0 / \psi^-_0,$$

where $\gamma$ and $\psi^+_0 / \psi^-_0$ are central elements. We denote this algebra $\mathcal{E}$ for simplicity. There are two independent deformation parameters $q_1, q_2, q_3$ with the condition $q_1 q_2 q_3 = 1$. These $q$-parameters are identified with the parameters introduced in the previous section.

The defining relations are

$$[\psi^+(z), \psi^+(w)] = 0, \quad \psi^+(z) \psi^-(w) = \frac{g(\hat{\gamma} w / z)}{g(\hat{\gamma}^{-1} w / z)} \psi^-(w) \psi^+(z),$$

$$\psi^\pm(z) x^\pm(w) = g(\hat{\gamma}^{1/2} z / w) x^\pm(w) \psi^\pm(z), \quad \psi^\pm(z) x^-(w) = g(\hat{\gamma}^{1/2} z / w)^{-1} x^-(w) \psi^\pm(z),$$

$$x^\pm(z) x^\pm(w) = g(z / w)^{\pm 1} x^\pm(w) x^\pm(z),$$

$$[x^+(z), x^-(w)] = \frac{(1 - q_1)(1 - q_2)}{(1 - q_3)} \left( \delta(\hat{\gamma} w / z) \psi^+ \left( \hat{\gamma}^{1/2} w \right) - \delta(\hat{\gamma}^{-1} w / z) \psi^- \left( \hat{\gamma}^{-1/2} w \right) \right),$$

where the structure function is

$$g(z) = \frac{(1 - q_1 z)(1 - q_2 z)(1 - q_3 z)}{(1 - q_1^{-1} z)(1 - q_2^{-1} z)(1 - q_3^{-1} z)}.$$

We note this function satisfy

$$g(z^{-1}) = g(z)^{-1}.$$  \hspace{1cm} (3.4)

**Hopf algebra structure**  A Hopf algebra $H$ is a bialgebra equipped with a unit $1_H$, a counit $\epsilon$, a product $m$, a coproduct $\Delta$ and an antipode satisfying some properties [43]. In this paper, we only need the coproduct formula, which is given

$$\Delta(x^+(z)) = x^+(z) \otimes 1 + \psi^-(\hat{\gamma}_{(1)} z) \otimes x^+(\hat{\gamma}_{(1)} z),$$

$$\Delta(x^-(z)) = x^-(\hat{\gamma}_{(2)} z) \otimes \psi^+(\hat{\gamma}_{(2)} z) + 1 \otimes x^-(z),$$

$$\Delta(\psi^+(z)) = \psi^+(\hat{\gamma}_{(2)} z) \otimes \psi^+(\hat{\gamma}_{(1)} z),$$

$$\Delta(\psi^-(z)) = \psi^-(\hat{\gamma}_{(2)} z) \otimes \psi^-\left( \hat{\gamma}_{(1)} z \right),$$

$$\Delta(\hat{\gamma}) = \hat{\gamma} \otimes \hat{\gamma},$$

where $\hat{\gamma}_{(1)} = \hat{\gamma} \otimes 1$ and $\hat{\gamma}_{(2)} = 1 \otimes \hat{\gamma}$.

**Miki automorphism** [43]  Quantum toroidal $\mathfrak{gl}_1$ has an automorphism called Miki-automorphism $S$ (see also [43, 83, 84]). The explicit action on the currents is complicated but the action of $S^2$ can be written explicitly as

$$S^2 \cdot x^\pm(z) = -x^\mp(z^{-1}), \quad S^2 \cdot \psi^\pm(z) = \psi^\mp(z^{-1}), \quad S^2 \cdot (C, \psi^-_0) = (C^{-1}, (\psi^-_0)^{-1}).$$

$$\hspace{1cm} (3.6)$$
Remark To consider representations of this algebra, we need to specify the values of the central elements $\hat{\gamma}, \psi_0^-/\psi_0^+$. In this note, we only use representations with central charges 

$$(\hat{\gamma}, \psi_0^-/\psi_0^+) \mapsto (\gamma^{\ell_1}, \gamma^{2\ell_2}), \quad (\ell_1, \ell_2) \in \mathbb{Z}^2$$

where $\gamma := \gamma_3^{1/2}$. We call this a level $(\ell_1, \ell_2)$ representation. Later, we will frequently use the following function

$$S(z) := \frac{(1 - q_1z)(1 - q_2z)}{(1 - z)(1 - q_3^{-1}z)}$$

satisfying

$$S(q_3z) = S(z^{-1}).$$

This is the function that already appeared in the definition of the Nekrasov factor (2.21) and (2.44). Using this, the structure function is rewritten as

$$g(z) = \frac{S(z)}{S(q_3z)}.$$  

3.1 Crystal representations

When we set the central charge to be $\hat{\gamma} = 1$, the Cartan operators $\psi^\pm(z)$ commute with each other. Then, we can construct representations using simultaneous eigenstates of these Cartan operators. The eigenstates have a crystal like interpretation and actually they are related to BPS crystals [85–93], so we call them crystal representations\(^5\). The basis of the representations we consider is labeled by Young diagrams (see Appendix A for the notations). We use the double ket convention like $|\lambda \rangle \rangle$ for these representations.

3.1.1 Level $(0, 1)$ representation

**Ket representation** We use the notation similar to the one used in [59]. The level $(0, 1)$ representation is described as

$$x^+(z) |v, \lambda \rangle \rangle = \sum_{x \in A(\lambda)} \delta(z/\chi_x^{(+)}(z)) \text{Res}_{z=\chi_x^{(+)}(z)} \frac{1}{z} |v, \lambda + x \rangle \rangle,$$

$$x^-(z) |v, \lambda \rangle \rangle = \gamma^{-1} \sum_{x \in R(\lambda)} \delta(z/\chi_x^{(-)}(z)) \text{Res}_{z=\chi_x^{(-)}(z)} z^{-1} \chi_x^{(+)}(zq_3^{-1}) |v, \lambda - x \rangle \rangle,$$

$$\psi^\pm(z) |v, \lambda \rangle \rangle = [\Psi^{(+)}(z)] \pm |v, \lambda \rangle \rangle,$$

where $\chi_x^{(+)}(z)$ is (2.49), $\chi_x^{(-)} = vq_1^{-1}q_2^{-1}$, and

$$\Psi^{(+)}(z) = \gamma^{-1} \frac{\chi_x^{(+)}(zq_3^{-1})}{\chi_x^{(+)}(z)}.$$  

\(^5\)In the literature, these representations are called “vertical representations” because the vertical subalgebra of the quantum toroidal $gl_1$ is commutative in this representation. In this paper, we instead call them “crystal representations” so that we do not get confused with the vertical and horizontal direction of the brane web.
The symbol $[f(z)]_{\pm}$ means formal expansion in $z^{\mp 1}$ and $A(\lambda), R(\lambda)$ are the set of addable boxes and removable boxes (see Appendix A for the notation). The operator $x^+(z)$ adds a box to the Young diagram while the operator $x^-(z)$ removes a box from the Young diagram.

We claim that this representation physically corresponds to adding and removing positive instantons. Each box has an interpretation of an instanton, so we can interpret the operators as instantons. We say that the operators $x^+(z)$ (resp. $x^-(z)$) increase (resp. decrease) the total topological number (2.7) by $\Delta k = \pm 1$. For the box adding (removing) process to be related with the adding (removing) process of instantons, we need $k = |\lambda|$, and thus, we conclude this representation corresponds to the positive instanton.

Note also that the spectral parameter $v$ is related with the Chern roots of the framing bundle $N$.

**Bra representation** We define the dual (bra) representation by

$$\langle\langle v, \mu \mid (g(z) \mid v, \lambda) \rangle\rangle = \langle\langle v, \mu \mid g(z) \rangle\rangle \mid v, \lambda \rangle. \tag{3.13}$$

We choose a normalization

$$\begin{align*}
\langle\langle \mu \mid \lambda \rangle\rangle &= a_{\lambda}^{(+)} \delta_{\lambda, \mu}, \\
a_{\lambda}^{(+)} &= (v\gamma)^{-|\lambda|} \prod_{\chi \in \lambda} x_{\chi}^{(+)} \\
1 &= \sum_{\lambda} a_{\chi}^{(+)} \langle\langle v, \lambda \rangle\rangle \langle\langle v, \lambda \rangle\rangle.
\end{align*} \tag{3.14}$$

This was chosen so that the dual action act as

$$\begin{align*}
(x^+(z))^\dagger &= -x^-(z), \\
(x^-(z))^\dagger &= -x^+(z), \\
(\psi^\pm(z))^\dagger &= \psi^\pm(z). \tag{3.15}
\end{align*}$$

The explicit form is

$$\begin{align*}
\langle\langle v, \lambda \mid \psi^+(z) \rangle\rangle &= \Psi^{(+)}(z) \langle\langle v, \lambda \rangle\rangle, \\
\langle\langle v, \lambda \mid x^+(z) \rangle\rangle &= -\gamma^{-1} \sum_{\chi \in R(\lambda)} \langle\langle v, \lambda - \chi \mid x_{\chi}^{(+)} \rangle\rangle \operatorname{Res}_{z = x_{\chi}^{(+)}} z^{-1} \mathcal{Y}_{\lambda}^{(+)}(q_3^{-1} z), \\
\langle\langle v, \lambda \mid x^-(z) \rangle\rangle &= -\sum_{\chi \in A(\lambda)} \langle\langle v, \lambda + \chi \mid x_{\chi}^{(-)} \rangle\rangle \operatorname{Res}_{z = x_{\chi}^{(-)}} z^{-1} \mathcal{Y}_{\lambda}^{(-)}(z). \tag{3.16}
\end{align*}$$

**Ket representation** Let us introduce a different representation with level $(0, -1)$. See Appendix D for a direct derivation of this representation. The representation is written as

$$\begin{align*}
x^+(z) \mid v, \lambda \rangle &= \gamma \sum_{\chi \in R(\lambda)} \delta(z / \chi_x^{(-)}) \operatorname{Res}_{z = \chi_x^{(-)}} z^{-1} \mathcal{Y}_{\lambda}^{(-)}(z) \mid v, \lambda - x \rangle, \\
x^-(z) \mid v, \lambda \rangle &= \sum_{\chi \in A(\lambda)} \delta(z / \chi_x^{(-)}) \operatorname{Res}_{z = \chi_x^{(-)}} z^{-1} \mathcal{Y}_{\lambda}^{(-)}(q_3^{-1} z)^{-1} \mid v, \lambda + x \rangle, \tag{3.17} \\
\psi^\pm(z) \mid v, \lambda \rangle &= \Psi_{\lambda}^{(-)}(z) \mid v, \lambda \rangle,
\end{align*}$$
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where the coordinate is $\chi^{(z)} = vq_1^{-1}q_2^{-j}$, the function $\mathcal{Y}_\lambda^{(-)}(z)$ is (2.49), and

$$\Psi^{(-)}_\lambda(z) = \gamma \frac{\mathcal{Y}_\lambda^{(-)}(z)}{\mathcal{Y}_\lambda^{(0)}(q_3^{-1}z)},$$  \hspace{1cm} (3.18)

Obviously, since

$$\mathcal{Y}_\lambda^{(-)}(z) \rightarrow \begin{cases} 1, & z \rightarrow \infty \\ z^{-1}, & z \rightarrow 0 \end{cases}, \quad \Psi^{(-)}_\lambda(z) \rightarrow \begin{cases} \gamma = \psi_0^+, & z \rightarrow \infty \\ \gamma^{-1} = \psi_0^-, & z \rightarrow 0 \end{cases},$$  \hspace{1cm} (3.19)

we have $\psi_0^- / \psi_0^+ = \gamma^{-2}$, which gives the level $(0, -1)$.

Compared to the level $(0, 1)$ representation, the operator $x^+(z)$ removes a box, while the operator $x^-(z)$ adds a box to the Young diagram. Following the discussion in the level $(0, 1)$ representation, we say that $x^\pm(z)$ changes the total instanton number by $\Delta k = \pm 1$. Because $x^+(z)$ (resp. $x^-(z)$) removes (resp. adds) boxes from the Young diagram, we need $k = -|\lambda|$. Thus, we should interpret this as a negative instanton contribution.

**Bra representation** We can define the bra representation similarly to the $(0, 1)$ representation as

$$(x^+(z))^\dagger = -x^-(z), \quad (x^-(z))^\dagger = -x^+(z), \quad (\psi^\pm(z))^\dagger = \psi^\mp(z)$$  \hspace{1cm} (3.20)

and obtain

$$\langle \langle v, \lambda | x^+(z) \rangle \rangle = -\sum_{x \in A(\lambda)} \delta (z/\chi^{(-)}_x) \text{ Res}_{z=\chi^{(-)}_x} z^{-1} \mathcal{Y}_\lambda^{(-)}(q_3^{-1}z)^{-1} \langle \langle v, \lambda + x | ,$$

$$\langle \langle v, \lambda | x^-(z) \rangle \rangle = -\gamma \sum_{x \in R(\lambda)} \delta (z/\chi^{(-)}_x) \text{ Res}_{z=\chi^{(-)}_x} z^{-1} \mathcal{Y}_\lambda^{(-)}(z) \langle \langle v, \lambda - x | ,$$  \hspace{1cm} (3.21)

$$\langle \langle v, \lambda | \psi^\pm(z) \rangle \rangle = \langle \langle v, \lambda | \Psi^{(-)}_\lambda(z) \rangle \rangle.$$

The norm of the vectors comes from the identity (3.13):

$$\langle \langle v, \mu | v, \lambda \rangle \rangle = (a_\lambda^{(-)})^{-1} \delta_{\lambda, \mu}, \quad a_\lambda^{(-)} = \frac{(q_3 \gamma v)|\lambda|}{N_{--}(v, \lambda | v, \lambda)},$$

$$1 = \sum_\lambda a_\lambda^{(-)} |v, \lambda\rangle \langle \langle v, \lambda|.$$  \hspace{1cm} (3.22)

**Remark** The level $(0, -1)$ representation actually can be derived from the Miki automorphism in equation (3.6). For example, for the Cartan action,

$$S^2 \cdot \psi^\pm(z) |v, \lambda\rangle = \psi^\mp(z^{-1}) |v, \lambda\rangle = [\Psi^{(+)}_\lambda(z^{-1}; v)]_\pm |v, \lambda\rangle,$$  \hspace{1cm} (3.23)

where we explicitly wrote the dependence of the spectral parameter $v$. Then,

$$\Psi^{(+)}_\lambda(z^{-1}; v) = \gamma^{-1} \frac{\mathcal{Y}_\lambda^{(+)}(q_3^{-1}z^{-1}; v)}{\mathcal{Y}_\lambda^{(0)}(z^{-1}; v)} = \gamma \frac{(1 - v^{-1}q_3^{-1})}{(1 - v^{-1})} \prod_{(i,j) \in \lambda} \frac{S(q_3^{-1}v^{-1}q_1^{-i}q_2^{-j}/z)}{S(v^{-1}q_1^{-i}q_2^{-j}/z)} = \Psi^{(-)}_\lambda(z; q_3^{-1}v^{-1}).$$  \hspace{1cm} (3.24)
Thus, the level \((0, -1)\) representation we use is obtained by applying the automorphism \(S^2\) and changing the spectral parameters to\(^6 q_3^{-1}v^{-1}\).

### 3.2 Vertex operator representations

One of the well-known classes of representations of the quantum toroidal \(\mathfrak{gl}_1\) is the vertex operator\(^7\) representation. The Drinfeld currents act as vertex operators in this representation. This representation has a nontrivial central charge \(\hat{\gamma} \neq 1\). These representations are related with deformed \(W\)-algebras [43,85,94–101].

#### 3.2.1 Level \((1, n)\) representation

The level \((\ell_1, \ell_2) = (1, n)\), \(n \in \mathbb{Z}\) representations are obtained as

\[
x^+(z) \mapsto u^{\gamma n}z^{-n}\eta(z), \quad x^-(z) \mapsto u^{-1}\gamma^{-n}z^n\xi(z), \quad \psi^\pm(z) \mapsto \gamma^\pm n\varphi^\pm(z), \quad \hat{\gamma} \mapsto \gamma\tag{3.25}
\]

where

\[
\eta(z) = \exp \left(-\sum_{n=1}^{\infty} \frac{z^n}{n} q_1^n (1 - q_2^n)a_{-n}\right) \exp \left(-\sum_{n=1}^{\infty} \frac{z^{-n}}{n} (1 - q_1^{-n})a_n\right),
\]

\[
\xi(z) = \exp \left(\sum_{n=1}^{\infty} \frac{z^n}{n} q_1^n (1 - q_2^n)\gamma^n a_{-n}\right) \exp \left(\sum_{n=1}^{\infty} \frac{z^{-n}}{n} (1 - q_1^{-n})\gamma a_n\right),
\]

\[
\varphi^+(z) = \exp \left(\sum_{n>0} \frac{z^{-n}}{n} \gamma^{-n} (1 - q_1^{-n})(q_3^n - 1)a_n\right),
\]

\[
\varphi^-(z) = \exp \left(\sum_{n>0} \frac{z^n}{n} q_1^n \gamma^{-n} (1 - q_2^n)(q_3^n - 1)a_{-n}\right),
\]

\[
[a_n, a_m] = n\delta_{n+m,0}.
\]

The contraction formulas of this operators are in Appendix E.1. The Fock space of this representation is denoted using the normal braket notation such as \(|0\rangle\), \langle 0|\), not the double braket notation used in the crystal representation. In later sections, we use the boson-fermion correspondence to form the basis of the Fock space by Young diagrams \{\{\lambda\}\} (see Appendix G).

#### 3.2.2 Level \((-1, n)\) representation

These representations are obtained by using (3.6). In the vertex operator representation, we can introduce a spectral parameter into the coefficients of the vertex operators, so we can remove the negative sign in front of \(x^\pm(z)\). Then the representation for level \((-1, 0)\) is

\[
x^+(z) \mapsto u\xi(z^{-1}), \quad x^-(z) \mapsto u^{-1}\eta(z^{-1}), \quad \psi^\pm(z) \mapsto \varphi^\mp(z^{-1}), \quad \hat{\gamma} \mapsto \gamma^{-1}.
\tag{3.27}
\]

\(^6\)This representation was used in [83] to study the S-duality. The representation is the same but the physical interpretation looks different. In this paper, we relate this representation with negative instantons/ghost branes.

\(^7\)In the literature, these representations are called “horizontal representations”. We instead call them “vertex operator representations”.
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We can also construct level \((-1, n)\) representations as

\[
x^+(z) \to u\gamma^{-n}z^n\xi(z^{-1}), \quad x^-(z) \to u^{-1}\gamma^n z^{-n}\eta(z^{-1}), \quad \psi^+(z) \to \gamma^{+n}\varphi^+(z^{-1}), \quad \hat{\gamma} \to \gamma^{-1}.
\]

We will not use this representation in this paper, but we expect this representation is related with \textit{superquiver} theories (see section 8).

## 4 Intertwiner formalism

In this section, we study the algebraic objects of quantum toroidal \(\mathfrak{gl}_1\) called the \textit{intertwiners}. Intertwiner is a homomorphism relating two representations. Ever since the discovery of Awata, Feigin, and Shiraishi [48], various studies of 3d/4d/5d/6d AGT correspondence have been done by studying intertwiners of various quantum algebras. The basic strategy is always the same:

1. Pick two vertex operator representations \(H_1, H_2\) and a crystal representation \(V\) with suitable levels and spectral parameters.

2. Study the intertwiner \(\Phi : V \otimes H_1 \to H_2\) and the dual intertwiner \(\Phi^* : H_2 \to H_1 \otimes V\). They obey a property called the intertwiner property. Sometimes, the property is also called the AFS property, which comes from the names of the authors of [48]. Intertwiners obeying these properties exist only when suitable levels and spectral parameters are chosen. If they exist, they are unique after choosing the normalizations. S-duality gives other types of intertwiners (e.g. \(H_1 \otimes H_2 \to V\)) as in [83], but we focus on these types of intertwiners.

3. By studying the composition of these intertwiners, we obtain analogues of Nekrasov partition functions. Generally, they are purely algebraic quantities but sometimes we can relate them with physical quantities.

4. To study the correspondence with physics, we relate each of the representations with branes. The intertwiners are drawn as trivalent vertices and they are interpreted as junctions of branes (see (4.1)). Composition of these trivalent vertices leads to general brane webs.

\[
\begin{align*}
\Phi & : H_1 \rightarrow V \\
\Phi^* & : V \rightarrow H_2
\end{align*}
\]

(4.1)

5. The nontrivial matrix elements of the intertwiners give analogues of refined topological vertices.

In section 4.1, we construct intertwiners with representations \(H_{1,2} = (1, n)\), where \(n \in \mathbb{Z}\) and \(V = (0, \pm 1)\). We call the intertwiners with \(V = (0, 1)\) positive intertwiners, and call those with \(V = (0, -1)\) negative intertwiners. The negative intertwiners are the new intertwiners we introduce. Contractions and the gluing rules of these intertwiners are given in section 4.2. We will see they...
give Nekrasov factors of the supergroup gauge theory in (2.44). We also give the correspondence with brane junctions in section 4.3. The positive interwiners are the well known AFS intertwiners of [48] and are related to junctions of \((p, q)\) branes, where the D5-branes are positive branes. The negative intertwiners will be related to \((p, q)\) brane webs with negative D5-branes.

4.1 Positive and negative intertwiners

**Intertwiners** The positive intertwiner \(\Phi_+^{(n)}[u, v]\) and the negative intertwiner \(\Phi_-^{(n)}[u, v]\) are maps

\[
\Phi^{(n)}_{\pm}[u, v] : (0, \pm 1)_v \otimes (1, n)_u \rightarrow (1, n \pm 1)_{u'},
\]

\[
\Phi^{(n)}_{\pm}[u, v] = \sum_\lambda a^{(\pm)}_{\lambda} \langle\langle v, \lambda | \otimes \Phi^{(n)}_{\pm, \lambda}[u, v], \quad \Phi^{(n)}_{\pm, \lambda}[u, v] = \Phi^{(n)}_{\pm}[u, v] | v, \lambda\rangle\rangle, \tag{4.2}
\]

that obey the following conditions

\[
\rho^{(1,n+1)}_{u'}(g(z))\Phi^{(n)}_{+}[u, v] = \Phi^{(n)}_{+}[u, v](\rho^{(0,1)}_{v} \otimes \rho^{(1,n)}_{u})\Delta(g(z)),
\]

\[
\rho^{(1,n-1)}_{u'}(g(z))\Phi^{(n)}_{-}[u, v] = \Phi^{(n)}_{-}[u, v](\rho^{(0,-1)}_{v} \otimes \rho^{(1,n)}_{u})\Delta(g(z)), \tag{4.3}
\]

where \(g(z) \in \mathcal{E}\). We expanded the interwiners in the diagonal basis\(^8\) \(\langle v, \lambda\rangle\rangle\) of \((0, \pm 1)_v\) in (4.2). Conditions (4.3) are the intertwiner relations (AFS properties, AFS relations, etc.). See Appendix F for the diagrammatic interpretation of them.

Solutions of (4.3) exist only when \(u' = -uv^{\pm 1}\), and the answers are

\[
\Phi^{(n)}_{\pm, \lambda}[u, v] = t_{n, \pm}(\lambda, u, v) : \Phi^{(n)}_{\pm, \emptyset}[v] \prod_{x \in \lambda} \eta(\chi^{(\pm)}_{x})^{\pm 1},
\]

\[
\Phi^{(n)}_{\pm, \emptyset}[v] : = \Phi^{(n)}_{\emptyset}[v]^{\pm 1}, \quad t_{n, \pm}(\lambda, u, v) = (-u^{\pm 1}v)^{|\lambda|} \prod_{x \in \lambda} \left(\frac{\gamma^{\pm}_{x}}{\chi_{x}^{(\pm)}}\right)^{\pm 1}, \tag{4.4}
\]

where

\[
\Phi^{(n)}_{\emptyset}[v] = \exp\left(\sum_{n=1}^{\infty} \frac{v^n a_{-n}}{n - q_1^n}\right) \exp\left(\sum_{n=1}^{\infty} \frac{v^{-n} a_n}{n - q_2^{-n}}\right). \tag{4.5}
\]

Let us briefly discuss how to solve the relations for the negative intertwiner only. Inserting (4.2)

---

\(^8\)Actually, we should write \(\langle\langle v, \lambda, \pm |_\rangle\rangle\) to distinguish level \((0, \pm 1)\) representations, but we omit the signs \(\pm\) for simplicity. Readers should be careful when doing explicit calculations.
Figure 2: $\Phi^{(n)}_{\pm}[u, v]$ and $\Phi^{(n)\ast}[u, v]$. The dashed line represents the representation with negative level $(0, -1)$. The arrows represent the order of the operator. For example, the intertwiner $\Phi^{(n)}_{+}[u, v]$ is a map $(0, 1) \otimes (1, n)_u \rightarrow (1, n + 1)_{-uv}$ and thus the arrow is as the figure.

Figure 3: Simplified picture of intertwiners. We draw the vertical lines representing NS5-branes as straight lines. The bending of the NS5-branes are represented by the levels written beside them. Note that we have two types of intertwiners and dual intertwiners: the positive one ($\sigma = 1$) and the negative one ($\sigma = -1$).

and using (3.21), the expansion of (4.3) is

\[
\begin{align*}
    u' \left( \frac{\gamma}{z} \right)^{n-1} \eta(z) \Phi^{(n)}_{\pm, \lambda}[u, v] &= \gamma \sum_{x \in R(\lambda)} \delta \left( \frac{z}{\lambda x} \right) \text{Res}_{z=\chi_{\lambda}^{-1}} z^{-1} \Psi_{\lambda}^{-1}(z) \Phi^{(n)}_{-\lambda, -z}[u, v] \\
    &\quad + u \left( \frac{\gamma}{z} \right)^n \left[ \Phi^{(n)}_{-\lambda}[u, v] \right] \eta(z), \\
    u'^{-1} \left( \frac{z}{\gamma} \right)^{n-1} \xi(z) \Phi^{(n)}_{\pm, \lambda}[u, v] &= \gamma^{-n} \sum_{x \in A(\lambda)} \delta \left( \frac{\gamma z}{\lambda x} \right) \text{Res}_{z=\chi_{\lambda}^{-1}} z^{-1} \Psi_{\lambda}^{-1}(q_3^{-1} z)^{-1} \Phi^{(n)}_{-\lambda, x+1} \varphi^+(\gamma^{1/2} z) \\
    &\quad + u^{-1} \left( \frac{z}{\gamma} \right)^n \Phi^{(n)}_{-\lambda}[u, v] \xi(z), \\
    \gamma \varphi^+(z) \Phi^{(n)}_{-\lambda, \lambda}[u, v] &= \left[ \Psi_{\lambda}^{-1}(\gamma^{1/2} z) \right]_{+} \Phi^{(n)}_{-\lambda}[u, v] \varphi^+(z), \\
    \gamma^{-1} \varphi^-(z) \Phi^{(n)}_{-\lambda, \lambda}[u, v] &= \left[ \Psi_{\lambda}^{-1}(\gamma^{-1/2} z) \right]_{-} \Phi^{(n)}_{-\lambda}[u, v] \varphi^-(z).
\end{align*}
\]

(4.6)

The relations with the Cartan part $\varphi^{\pm}(z)$ determine the operator part of the intertwiners. The zero-mode part $t_n_{-\lambda}(\lambda, u, v)$ and the condition $u' = -uv^{-1}$ are derived from the relations with $x^{\pm}(z)$ after inserting the operator part.

We illustrate these intertwiners as in Figure 2. Instead of using this pictorial interpretation, we use a rather simplified version of it, where the vertical lines are not bent as in Figure 3. We draw the lines associated with representations $(1, n), (0, 1)$ in solid lines and representations with
(0, −1) in dashed lines. Sometimes, in the simplified diagram, we simply draw the horizontal lines in solid lines and just assign the level (0, σ), σ = ±1 to distinguish whether the level is positive or negative. The arrows represent how the intertwiner maps modules to modules.

**Dual intertwiners** Similar to the intertwiners, we define the dual positive and negative intertwiners as maps

\[
\Phi^{(n)*}_{\pm}[u,v] : (1, n \pm 1)_{u'} \rightarrow (1, n)_u \otimes (0, \pm 1)_v,
\]

\[
\Phi^{(n)*}_{\pm}[u,v] = \sum_{\lambda} a^{(\pm 1)}_{\lambda} \Phi^{(n)*}_{\pm,\lambda}[u,v] \otimes |v, \lambda\rangle, \quad \Phi^{(n)*}_{\pm,\lambda}[u,v] = \langle \langle v, \lambda | \Phi^{(n)*}_{\pm}[u,v]
\]

obeying the conditions

\[
(\rho^{(1,n)}_u \otimes \rho^{(0,1)}_v) \Delta(g(z)) \Phi^{(n)*}_{\pm}[u,v] = \Phi^{(n)*}_{\pm}[u,v] \rho^{(1,n+1)}_{u'}(g(z)),
\]

\[
(\rho^{(1,n)}_u \otimes \rho^{(0,-1)}_v) \Delta(g(z)) \Phi^{(n)*}_{\pm}[u,v] = \Phi^{(n)*}_{\pm}[u,v] \rho^{(1,n-1)}_{u'}(g(z)),
\]

where \(g(z) \in \mathcal{E}\). The solutions of these relations exist only when \(u' = -uv^{\pm 1}\), and they are

\[
\Phi^{(n)*}_{\pm,\lambda}[u,v] = t^{*}_{n,\pm,\lambda}(\lambda, u, v) : \Phi^{*}_{\pm,0}[v] \prod_{x \in \lambda} \xi\left(\chi_x^{(\pm)}\right)^{\pm n},
\]

\[
\Phi^{*}_{\pm}[v] = \Phi^{*}[v]^{\pm 1}, \quad t^{*}_{n,\pm,\lambda}(\lambda, u, v) = u^{\mp 1}|\lambda|^n \gamma^{-1/2} \prod_{x \in \lambda} \left(\chi_x^{(\pm)}\right)^{\pm n},
\]

where

\[
\Phi^{*}_{\pm}[v] = \exp \left(\sum_{n=1}^{\infty} \frac{\gamma^n}{n - 1} a_{-n} \right) \exp \left(-\sum_{n=1}^{\infty} \frac{\gamma^n}{n - 1} a_{-n}\right).
\]

By expanding the relations (4.8), we obtain

\[
u' \left(\frac{\gamma}{z}\right)^{n-1} \Phi^{(n)*}_{\pm,\lambda}[u,v] \eta(z) = u \left(\frac{\gamma}{z}\right)^{\eta(z)} \Phi^{(n)*}_{-\lambda}[u,v]
\]

\[- \gamma^n \sum_{x \in A(\lambda)} \delta\left(\frac{\gamma z}{\chi_x^{(\pm)}}\right) \operatorname{Res}_{z=\chi_x^{(\pm)}} z^{-1} \gamma^{\lambda^{\pm}}(q_3^{-1} z)^{-1} \varphi^{-}(\gamma^{1/2} z) \Phi^{(n)*}_{-\lambda,x}[u,v],
\]

\[
u^{-1} \left(\frac{z}{\gamma}\right)^{n-1} \Phi^{(n)*}_{-\lambda}[u,v] \xi(z) = u^{-1} \left(\frac{z}{\gamma}\right)^{n} \left[\Phi^{(-)}_{\lambda}(z)\right]_{+} \xi(z) \Phi^{(n)*}_{-\lambda}[u,v]
\]

\[- \gamma \sum_{x \in R(\lambda)} \delta\left(\frac{z}{\chi_x^{(\pm)}}\right) \operatorname{Res}_{z=\chi_x^{(\pm)}} z^{-1} \gamma^{\lambda^{\pm}}(z) \Phi^{(n)*}_{-\lambda,x}[u,v],
\]

\[
\gamma \Phi^{(n)*}_{-\lambda}[u,v] \varphi^{\pm}(z) = \left[\Phi^{(-)}_{\lambda}(\gamma^{-1/2} z)\right]^{\pm} \varphi^{\pm}(z) \Phi^{(n)*}_{-\lambda}[u,v],
\]

\[
\gamma^{-1} \Phi^{(n)*}_{-\lambda}[u,v] \varphi^{-}(z) = \left[\Phi^{(-)}_{\lambda}(\gamma^{1/2} z)\right]^{-} \varphi^{-}(z) \Phi^{(n)*}_{-\lambda}[u,v].
\]

(4.11)

Similar to the previous intertwiner case, the Cartan part determines the vertex operator part and the other relations determine \(u' = -uv^{-1}\) and the zero-mode part. We illustrate this operator as Figure 2 and Figure 3.
4.2 Contractions

We have two ways to glue the (dual) intertwiners. Gluing horizontal lines give contractions in crystal representations, while gluing vertical lines gives contractions in vertex operator representations.

**Contractions in vertex operator representations** The contraction formulas in the vertex operator representations are summarized as

- gluing of \( \Phi^{(n_2)}_{\sigma', \mu} [u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda} [u_1, v_1] \) with the conditions \( n_1 + \sigma = n_2 \), \( u_2 = -u_1 v_1' \):

\[
\begin{align*}
(1, n_1)_{u_1} & \quad \langle (0, \sigma)_{v_1}, |v_1, \lambda \rangle \quad \Phi^{(n_1)}_{\sigma} [u_1, v_1] \\
(1, n_1 + \sigma')_{u_1 v_1'} & \quad \Phi^{(n_2)}_{\sigma'} [u_2, v_2] \\
(1, n_2)_{u_2} & \quad \langle (0, \sigma')_{v_2}, |v_2, \mu \rangle \quad \Phi^{(n_2)}_{\sigma'} [u_2, v_2] \\
(1, n_2 + \sigma')_{u_2 v_2'} & \quad \Phi^{(n_1)\ast}_{\sigma, \lambda} [u_1, v_1]
\end{align*}
\]

- gluing of \( \Phi^{(n_2)\ast}_{\sigma', \mu} [u_2, v_2] \Phi^{(n_1)\ast}_{\sigma, \lambda} [u_1, v_1] \) with the conditions \( n_1 = n_2 + \sigma' \), \( u_1 = -u_2 v_2' \):

\[
\begin{align*}
\langle (v_1, \lambda) | (0, \sigma)_{v_1}, \Phi^{(n_1)\ast}_{\sigma} [u_1, v_1] & \quad \langle (v_1, \lambda) | (0, \sigma)_{v_1}, \Phi^{(n_1)\ast}_{\sigma} [u_1, v_1] \rangle \\
(1, n_1)_{u_1} & \quad \langle (v_1, \lambda) | (0, \sigma)_{v_1}, \Phi^{(n_1)\ast}_{\sigma} [u_1, v_1] \rangle \quad \Phi^{(n_2)\ast}_{\sigma'} [u_2, v_2] \\
\langle (v_2, \mu) | (0, \sigma')_{v_2}, \Phi^{(n_2)\ast}_{\sigma'} [u_2, v_2] & \quad \langle (v_2, \mu) | (0, \sigma')_{v_2}, \Phi^{(n_2)\ast}_{\sigma'} [u_2, v_2] \rangle \\
(1, n_2)_{u_2} & \quad \langle (v_2, \mu) | (0, \sigma')_{v_2}, \Phi^{(n_2)\ast}_{\sigma'} [u_2, v_2] \rangle \quad \Phi^{(n_1)}_{\sigma, \lambda} [u_1, v_1]
\end{align*}
\]

- gluing of \( \Phi^{(n_2)\ast}_{\sigma', \mu} [u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda} [u_1, v_1] \) with the conditions \( n_1 + \sigma = n_2 + \sigma' \), \( u_1 v_1' = u_2 v_2' \):

\[
\begin{align*}
(1, n_1)_{u_1} & \quad \langle (0, \sigma)_{v_1}, |v_1, \lambda \rangle \quad \Phi^{(n_1)}_{\sigma} [u_1, v_1] \\
(1, n_1 + \sigma')_{u_1 v_1'} & \quad \Phi^{(n_2)\ast}_{\sigma'} [u_2, v_2] \\
(1, n_2)_{u_2} & \quad \langle (0, \sigma')_{v_2}, |v_2, \mu \rangle \quad \Phi^{(n_2)\ast}_{\sigma'} [u_2, v_2] \\
(1, n_2 + \sigma')_{u_2 v_2'} & \quad \Phi^{(n_1)}_{\sigma, \lambda} [u_1, v_1]
\end{align*}
\]

(4.14)
• gluing of $\Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2]\Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1]$ with the conditions $n_1 = n_2$, $u_1 = u_2$:

\[
\langle (v_1, \lambda) | \Phi^{(n_1)}_{\sigma}[u_1, v_1] | (v_1, \lambda) \rangle = \langle (v_1, \lambda) | \Phi^{(n_2)}_{\sigma'}[u_2, v_2] | (v_1, \lambda) \rangle = \Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1]
\]

(4.15)

where

\[
\Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] = (G(q_3^{-1}v_1/v_2))^{\sigma'} N_{\sigma'}(v_1, \lambda | v_2, \mu)^{-\sigma'} : \Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] : ;
\]

\[
\Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] = (G(v_1/v_2))^{\sigma'} N_{\sigma'}(q_3v_1, \lambda | v_2, \mu)^{-\sigma'} : \Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] : ;
\]

\[
\Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] = (G(\gamma^{-1}v_1/v_2))^{-\sigma'} N_{\sigma'}(\gamma v_1, \lambda | v_2, \mu)^{\sigma'} : \Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] : ;
\]

\[
\Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] = (G(\gamma^{-1}v_1/v_2))^{-\sigma'} N_{\sigma'}(\gamma v_1, \lambda | v_2, \mu)^{\sigma'} : \Phi^{(n_2)}_{\sigma', \mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v_1] : ;
\]

(4.16)

for $\sigma, \sigma' = \pm$. We used the two-dimensional convention representing the vertex operator representations in the vertical direction and the crystal representations in the horizontal direction. Taking contractions in the vertical direction indeed gives the Nekrasov factors of (2.44).

**Contractions in crystal representations** Let us consider contractions in the crystal representations which are drawn horizontally:

\[
\Phi^{(n_1)}_{\sigma}[u_1, v] \sum_{\lambda} a^{(\sigma)}_{\lambda} |v, \lambda\rangle \langle \langle v, \lambda| |0, \sigma\rangle_{v} = \Phi^{(n_2-\sigma)}_{\sigma}[u_2v^{-\sigma}, v] = \Phi^{(n_1)}_{\sigma}[u_1, v] \cdot \Phi^{(n_2-\sigma)}_{\sigma}[u_2v^{-\sigma}, v]
\]

(4.17)

where the product $\cdot$ means contraction in the crystal representation. Inserting $1 = \sum_{\lambda} a^{(\sigma)}_{\lambda} |v, \lambda\rangle \langle \langle v, \lambda|$, we have

\[
\Phi^{(n_1)}_{\sigma}[u_1, v] \cdot \Phi^{(n_2-\sigma)}_{\sigma}[u_2v^{-\sigma}, v] = \sum_{\lambda} a^{(\sigma)}_{\lambda} \Phi^{(n_2-\sigma)}_{\sigma, \lambda}[u_2v^{-\sigma}, v] \otimes \Phi^{(n_1)}_{\sigma, \lambda}[u_1, v],
\]

(4.18)
where in the second line, the order of the tensor products is opposite compared with the figure. Choosing this order is convenient because the intertwiners act as the following in this order:

\[ \mathcal{F}^{(1,n_2)}(u_2) \otimes \mathcal{F}^{(1,n_1)}(u_1) \xrightarrow{\Phi \otimes \Pi} \mathcal{F}^{(1,n_2)}(u_2) \otimes \mathcal{F}^{(0,\sigma)}(v) \otimes \mathcal{F}^{(1,n_1)}(u_1) \]

\[ \xrightarrow{\Pi \otimes \Phi} \mathcal{F}^{(1,n_2-\sigma)}(-u_2 v^{-\sigma}) \otimes \mathcal{F}^{(1,n_1+\sigma)}(-u_1 v^\sigma). \]

(4.19)

**Generalized AFS intertwiner** For later use, we further introduce a generalized intertwiner as

\[ \Phi^{(n)}_{\vec{\sigma}}[u, \vec{v}] : (0, \sigma)_{\vec{v}} \otimes (1, n)_{u} \rightarrow (1, n')_{u'}, \]

\[ \Phi^{(n*)}_{\vec{\sigma}}[u^*, \vec{v}] : (1, n^*)_{u^*} \rightarrow (1, n'^*)_{u'^*} \otimes (0, \vec{\sigma})_{\vec{v}}, \]

\[ \Phi^{(n)}_{\vec{\sigma}}[u, \vec{v}] = \Phi^{(nN)}_{\sigma N}[u_N, v_N] \cdots \Phi^{(n_2)}_{\sigma_{2}}[u_2, v_2] \Phi^{(n_1)}_{\sigma_1}[u_1, v_1], \]

\[ \Phi^{(n*)}_{\vec{\sigma}}[u^*, \vec{v}] = \Phi^{(n_N*)}_{\sigma N^*}[u^*_N, v_N] \cdots \Phi^{(n_2*)}_{\sigma_{2}}[u^*_2, v_2] \Phi^{(n_1*)}_{\sigma_1}[u^*_1, v_1], \]

where

\[ (0, \vec{\sigma})_{\vec{v}} = (0, \sigma_N)_{v_N} \otimes (0, \sigma_{N-1})_{v_{N-1}} \otimes \cdots \otimes (0, \sigma_1)_{v_1}, \]

\[ n' = n + \sum_{i=1}^{N} \sigma_i, \quad u' = u \prod_{i=1}^{N} (-v_i)^{\sigma_i}, \]

\[ n'^* = n^* - \sum_{i=1}^{N} \sigma_i, \quad u'^* = u^* \prod_{i=1}^{N} (-v_i)^{-\sigma_i} \]

and the spectral parameters obey the condition (5.4). We depict these generalized intertwiners using thick arrows as
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The order of the crystal representation was chosen so that the actions of the generators are compatible with the coproduct formula. In this order the maps \( \Phi^{(n)}_{\vec{\sigma}}[u, \vec{v}], \Phi^{(n*)}_{\vec{\sigma}}[u^*, \vec{v}] \) read as

\[ \Phi^{(n)}_{\vec{\sigma}}[u, \vec{v}] : \bigotimes_{i=1}^{N} (0, \sigma_{N-i+1})_{v_{N-i+1}} \otimes (1, n^*_1)_{u_1} \xrightarrow{\Phi^{(n_1)}_{\sigma_1}} \bigotimes_{i=1}^{N-1} (0, \sigma_{N-i+1})_{v_{N-i+1}} \otimes (1, n_2)_{u_2} \]

\[ \xrightarrow{\Phi^{(n_2)}_{\sigma_2}} \bigotimes_{i=1}^{N-2} (0, \sigma_{N-i+1})_{v_{N-i+1}} \otimes (1, n_3)_{u_3} \xrightarrow{\Phi^{(n_3)}_{\sigma_3}} \cdots \xrightarrow{\Phi^{(n_N)}_{\sigma_N}} (1, n')_{u'}, \]

\[ \Phi^{(n*)}_{\vec{\sigma}}[u^*, \vec{v}] : (1, n^*)_{u^*} \otimes (0, \sigma_1)_{v_1} \xrightarrow{\Phi^{(n_1*)}_{\sigma_1}} (1, n^*_{u^*_1})_{u^*_1} \otimes (0, \sigma_2)_{v_2} \otimes (0, \sigma_3)_{v_3} \]

\[ \xrightarrow{\Phi^{(n_2*)}_{\sigma_2}} (1, n^*_{u^*_2})_{u^*_2} \otimes (0, \sigma_4)_{v_4} \otimes (0, \sigma_5)_{v_5} \cdots \xrightarrow{\Phi^{(n_N*)}_{\sigma_N}} (1, n'^*)_{u'^*} \otimes (0, \vec{\sigma})_{\vec{v}}. \]

(4.23)
We have the following contraction formulas

\[
\Phi^{(n)}_{\sigma,\lambda}[u,v] = \prod_{i<j} G \left( \frac{q_i^{-1} v_i}{v_j} \right)^{\sigma_i \sigma_j} N_{\sigma,\sigma_j}(v_i, \lambda_i | v_j, \lambda_j)^{-\sigma_i \sigma_j} : \Phi^{(n)}_{\sigma,\lambda}[u,v] :,
\]

\[
\Phi^{(n^*)}_{\sigma,\lambda}[u^*,\bar{v}] = \prod_{i<j} G \left( \frac{v_i}{v_j} \right)^{\sigma_i \sigma_j} N_{\sigma,\sigma_j}(q_i v_i, \lambda_i | v_j, \lambda_j)^{-\sigma_i \sigma_j} : \Phi^{(n^*)}_{\sigma,\lambda}[u^*,\bar{v}] :,
\]

and actually these operators are the supergroup generalization of the generalized AFS intertwiners introduced in [59] up to perturbative factors.

### 4.3 Dictionary of the correspondence

In [48], the authors proposed a correspondence between the level \((q,p)\) representation and the \((p,q)\) 5-branes. We would like to extend the dictionary of this correspondence to the supergroup gauge theory case. The difference with the non-supergroup case is the existence of the negative D-branes in the system.

Looking at the contraction formulas of the (dual) intertwiners in (4.16), we observe that the contractions of \(\Phi_{\sigma_2,\lambda_2} \Phi_{\sigma_1,\lambda_1}\) and \(\Phi^*_{\sigma_2,\lambda_2} \Phi^*_{\sigma_1,\lambda_1}\) give the vector multiplet contributions coming from two D-branes with parities \(\sigma_1\) and \(\sigma_2\) (see section 2.2 and equation (2.43)). Contractions of intertwiners and dual intertwiners give the contributions of bifundamental multiplets with bifundamental
Figure 5: Junctions of NS5-brane and positive and negative D5-branes. The charge assigned to negative D5-branes is \((−1, 0)\) which correspond to level \((0, −1)\) representation. When NS5-brane intersect with a negative D5-brane, they will form a bound state with charge \((-1, 1)\). When general \((n, 1)\) 5-brane intersect with a negative D5-brane, we will obtain a \((n − 1, 1)\) 5-brane.

 masses \(\gamma^{-1}\) (see (2.43)). Therefore, we propose the following correspondence (see Figure 4):

| level of representation | Type IIA                  | Type IIB                  |
|-------------------------|---------------------------|---------------------------|
| (0, 1)                  | positive D4-brane (D4+)    | positive D5-brane (D5+)    |
| (0, −1)                 | negative D4-brane (D4−)   | negative D5-brane (D5−)   |
| (1, 0)                  | ordinary NS5-brane        | ordinary NS5-brane        |
| (1, n)                  |                            | \((n, 1)\) 5-brane        |

To be accurate, the correspondence with type IIA theory should be understood as a correspondence after taking the degenerate limit and considering representations of affine Yangian \(\mathfrak{gl}_1\) or the Drinfeld double\(^9\) of it studied in [62].

From the above correspondences, the intertwiners are understood as junctions of the positive (negative) D-branes and NS5-branes (see Figure 4). Explicit examples supporting this proposal are given in the section 5.

Negative D-branes have opposite charges compared with the positive D-branes [28]. Thus, it is natural to assign the representation \((0, 1)\) to the positive D-brane and representation \((0, −1)\) to the negative D-brane. When \(n\) D5-branes intersect with a NS5-brane, they will form a bound state \((n + 1, 1)\) 5-brane. We expect a similar story holds when negative D5-branes intersect with a NS5-brane, but this time since the negative brane has a negative charge, the bound state will be \((n − 1, 1)\) 5-brane (see Figure 5). This conservation law indeed satisfies how the positive and negative intertwiners act on the modules (see Figure 4).

In this paper, we will not give the specific correspondences for general \((p, q)\) 5-branes with representations. Moreover, usually, the charges of the \((p, q)\) 5-branes determine how the brane is

\(^9\)Using the algebra introduced in [62], we can do the intertwiner formalism of 4d gauge theories. One central charge \(c\), which corresponds to the level \(\ell_1\) in (3.7), appears in this algebra. The vertex operator representation has \(c = 1\), while the crystal representations have \(c = 0\). The other level \(\ell_2\) in (3.7) does not appear in this case. This means the level \((1, 0)\) and \((1, n)\) representations in the degenerate limit are essentially the same and thus should be understood as the same ordinary NS5-brane.
bent when they intersect with other branes. A different discussion must be done to determine the angle and how to draw the five-brane webs when negative branes are included. In this paper, we do not specify how the branes are bent nor how the brane web should be drawn to include the information of the charges. We simply assign charges to the branes to do calculations.

5 Examples

We apply the intertwiner formalism introduced in the previous section and derive partition functions of supergroup gauge theories of A and D-type quiver. Using the formalism introduced in [82], we can generalize the computations to other quiver structures. We leave this generalization for future work. In particular, we consider three examples: pure super Yang-Mills (section 5.1), \(A_r\)-quiver (section 5.2), and \(D_r\)-quiver (section 5.3).

5.1 Pure \(U(N \mid \sigma_1, \sigma_2, \cdots, \sigma_N)\) gauge theory

Using the intertwiner formalism in deriving partition functions of pure supergroup gauge theories, we need to consider stacks of D5-branes surrounded by NS5-branes with signatures \(\sigma_1, \cdots, \sigma_N\), where \(\sigma_i = +, -\) and \(N\) is the total number of D5-branes. Here, we will not determine the signatures because generally we do not have to. However, the ordering of the signatures depend when we use the intertwiner (or topological vertex formalism), so we write it down explicitly. For convenience, we call this theory a \(U(N \mid \sigma_1, \sigma_2, \cdots, \sigma_N) = U(N \mid \vec{\sigma})\) supergroup gauge theory, where \(\vec{\sigma} = (\sigma_1, \sigma_2, \cdots, \sigma_N)\). If we do not care of the order of the branes, then this is just a \(U(N_+ \mid N_-)\) theory:

\[
U(N \mid \sigma_1, \cdots, \sigma_N) = U(N_+ \mid N_-),
\]

\[
N_+ = |\{ i \mid \sigma_i = +1\}|, \quad N_- = |\{ i \mid \sigma_i = -1\}|,
\]

\[
N_+ + N_- = N.
\]

(5.1)

Using the intertwiner formalism, the partition function is derived as

\[
Z_{N, (\sigma_1, \cdots, \sigma_N)} = \sum_{\lambda_1, \cdots, \lambda_N} \prod_{i=1}^{N} a^{(\sigma_i)}_{\lambda_i} \prod_{i=1}^{N} \Phi^{(n_i)}_{\sigma_i \lambda_i} [u_i, v_i] |0\rangle \langle 0| \prod_{i=1}^{N} \Phi^{(n_i^*)}_{\sigma_i \lambda_i} [u_i^*, v_i] |0\rangle,
\]

(5.2)
where the product is an ordered product

\[
\prod_{i=1}^{N} f_i(z) \doteq f_N(z) f_{N-1}(z) \cdots f_2(z) f_1(z). \tag{5.3}
\]

Note also that from the conservation law, the spectral parameters obey the conditions

\[
n_i = n + \sum_{l=1}^{i-1} \sigma_l, \quad u_i = u \prod_{l=1}^{i-1} (-v_l^{\sigma_l}),
\]

\[
n_i^* = n^* - \sum_{l=1}^{i} \sigma_l, \quad u_i^* = u^* \prod_{l=1}^{i} (-v_l^{-\sigma_l}) \tag{5.4}
\]

for \(i = 1, \cdots, N\). Note that using the generalized AFS intertwiners in (4.20), the partition function is written in a simpler way

\[
(0 \otimes \langle 0 | \mathcal{T}_{U(N)}(\vec{\sigma}) | 0 \otimes | 0 \rangle, \quad \mathcal{T}_{U(N)}(\vec{\sigma}) := \Phi_{\sigma}^{(n)}[u, \vec{v}] \cdot \Phi_{\sigma^*}^{(n^*)}[u^*, \vec{v}], \tag{5.5}
\]

where the product \(\cdot\) is understood as contractions in all the crystal representations.

Computing the contractions and using the properties of the Nekrasov factors in Appendix C.2, the partition function decouples into the perturbative part and instanton part as

\[
Z_{N,(\sigma_1, \cdots, \sigma_N)} = Z_{N,(\sigma_1, \cdots, \sigma_N)}^{\text{pert}} Z_{N,(\sigma_1, \cdots, \sigma_N)}^{\text{inst}}, \tag{5.6}
\]

\[
Z_{N,(\sigma_1, \cdots, \sigma_N)}^{\text{pert}} = \prod_{i<j} \mathcal{G} \left( q_3^{-1} \frac{v_i}{v_j} \right)^{\sigma_i \sigma_j} \mathcal{G} \left( \frac{v_i}{v_j} \right)^{\sigma_i \sigma_j}, \tag{5.7}
\]

\[
Z_{N,(\sigma_1, \cdots, \sigma_N)}^{\text{inst}} = \sum_{\lambda_1, \cdots, \lambda_N} \prod_{l=1}^{N} \left( \alpha_{\lambda_l}^{(\sigma_l)} t_{\lambda_l \sigma_l} t_{\lambda_l \sigma_l}^* \right) \prod_{i<j} \left\{ \prod_{x \in \lambda_i} \left( -\frac{v_j}{\chi_x(\sigma_i)} \right) \prod_{x \in \lambda_j} \left( -\frac{\chi_x(\sigma_j)}{q_3 v_i} \right) \prod_{i \neq j} N_{\sigma_i \sigma_j}(v_i, \lambda_i | v_j, \lambda_j)^{-\sigma_i \sigma_j} \right\}. \tag{5.8}
\]

Using

\[
\prod_{l=1}^{N} \alpha_{\lambda_l}^{(\sigma_l)} = \prod_{l=1}^{N} \left( q_3^{1-\sigma_l} \gamma \chi_{\lambda_l}(\sigma_l) \right) \prod_{l=1}^{N} \frac{1}{N_{\sigma_i \sigma_l}(v_l, \lambda_l | v_l, \lambda_l)}, \tag{5.9}
\]

and computing the zero-modes part in front of the Nekrasov factors, we eventually have

\[
Z_{N,(\sigma_1, \cdots, \sigma_N)}^{\text{inst}} = \sum_{\lambda_1, \cdots, \lambda_N} Z_{\text{top}}(\vec{\lambda}, \vec{\sigma}) Z_{\text{CS}}(\kappa, \vec{\lambda}, \vec{\sigma}) Z_{\text{vec.}}(\vec{\nu}, \vec{\lambda}, \vec{\sigma}), \tag{5.10}
\]

where

\[
q = -\frac{u}{u^*} \gamma^{n-n^*} \prod_{i=1}^{N} (-v_i)^{\sigma_i}, \quad \kappa = n^* - n - \sum_{i=1}^{N} \sigma_i. \tag{5.11}
\]
This matches with the well known formula for gauge theory with ordinary groups when $\sigma_i = +1$ for all $i$. Note that the spectral parameters are assumed $|v_i/v_j| < 1$, $i < j$.

Obviously, the partition function is invariant under the ordering since the topological term and the Chern-Simons term is invariant under simultaneous permutation of the Coulomb vev parameters and the parities of the D5-brane. Namely, let $\omega \in \mathfrak{S}_N$ be an element of the permutation group and then the partition function obeys the following symmetry:

$$Z_{\omega}(\sigma_1, \ldots, \sigma_N) = Z_{\omega}(\omega \cdot \sigma_1, \ldots, \omega \cdot \sigma_N), \quad \omega \cdot \sigma_i = \sigma_{\omega(i)} \quad (5.12)$$

under redefinition of the Coulomb vev parameters

$$v_i \rightarrow \omega \cdot v_i = v_{\omega(i)} \quad (5.13)$$

Actually, this property is strongly related to the underlying Lie superalgebra structure. For example, let us consider the $U(3|2)$ case. For this case, we have 3 positive D-branes and 2 negative D-branes. Similarly to the ordinary group gauge theory, we can permute the order of the 3 positive D-branes and the 2 negative D-branes without changing the partition function. Under this permutation, the brane web does not change and it is a trivial symmetry. However, there are 10 different looking brane webs for the $U(3|2)$ theory:

where $\bigcirc$ is the bosonic root and $\otimes$ is the fermionic root of the superalgebra. When the adjacent branes have the same parities, we assign the bosonic root $\bigcirc$. When the parities are different, we assign the fermionic root $\otimes$. Equation (5.12) means that even though there are different D-brane realizations related to the underlying superalgebra structure, the instanton partition function is equivalent. This fact was shown by direct computation for $U(2|1)$ in [32]. Our result is a straightforward generalization to general configurations.
5.2 Linear quiver gauge theory

Let us show next an example of linear quiver gauge theory $U(N \mid \sigma_1, \ldots, \sigma_N)^\otimes_M$ with $N_f = 2N$, which was the example studied in [32]:

\[
\begin{array}{c}
N \\
\begin{array}{c}
(0, \sigma_1)_{v_{-1,1}} \\
(0, \sigma_2)_{v_{-1,2}} \\
\vdots \\
(0, \sigma_j)_{v_{-1,j}} \\
(0, \sigma_{j+1})_{v_{-1,j+1}} \\
(0, \sigma_N)_{v_{-1,N}} \\
\end{array}
\end{array}
\begin{array}{c}
(1, n_1)_{u_1} \\
\vdots \\
(1, n_{i+1})_{u_{i+1}} \\
(1, n_j)_{u_j} \\
(1, n_{j+1})_{u_{j+1}} \\
(1, n_N)_{u_N} \\
\end{array}
\begin{array}{c}
(0, \sigma_1)_{v_1,1} \\
(0, \sigma_2)_{v_1,2} \\
\vdots \\
(0, \sigma_j)_{v_1,j} \\
(0, \sigma_{j+1})_{v_1,j+1} \\
(0, \sigma_N)_{v_1,N} \\
\end{array}
\end{array}
\]

The basic element is the following chain geometry

The conservation law for the spectral parameters are

\[
n_{i+1} := n_i, \quad u_{i+1} := u_i, \\
n_{ij} = n_{ij} + \sigma_j, \quad n_{i,j+1} = n_{i,j} + \sigma_j, \\
u_{ij} = -u_{ij}v_{i-1,j}^{\sigma_j}, \quad u_{i,j+1} = -u_{ij}v_{i,j+1}^{\sigma_j},
\]

for $i = 1, \ldots, M + 1$, and $j = 1, \ldots, N$. The solution is

\[
n_{ij} = n_i, \quad n_{ij}' = n_i - \sigma_j, \\
u_{ij} = u_i \prod_{l=1}^{j-1} \left( \frac{v_{il}}{v_{i-1,l}} \right)^{\sigma_l}, \quad \frac{u_{ij}'}{u_{i,j+1}} = -u_i v_{i-1,j} \prod_{l=1}^{j-1} \left( \frac{v_{il}}{v_{i-1,l}} \right)^{\sigma_l}.
\]
The matrix element of this chain geometry is

\[ \langle \lambda_{i-1,1}, \lambda_{i-1,2}, \ldots, \lambda_{i-1,N} | \bar{v}_i, \bar{\lambda}_i \rangle = \langle 0 \rangle \prod_{l=1}^{N} \left( \Phi_{\sigma_{i,l}}^{(n'_l)} \left[ u_{i,l}, v_{i,l} \left| \lambda_{i,l} \right. \right. \right) \prod_{l=1}^{N} \left( \Phi_{\sigma_{i,l}}^{(n'_l)*} \left[ u_{i,l}, v_{i,l} \left| \lambda_{i,l} \right. \right. \right) \right), \]

(5.19)

where \( \bar{v}_i = (v_{i1}, \ldots, v_{iN}) \) and \( \bar{\lambda}_i = (\lambda_{i1}, \ldots, \lambda_{iN}) \). We also impose the condition \( \bar{\lambda}_0 = \bar{\lambda}_{M+1} = \emptyset \).

Computing the contractions, we have

\[ T(u_i | \bar{v}_i, \bar{\lambda}_i) := \langle (\lambda_{i-1,1}, \lambda_{i-1,2}, \ldots, \lambda_{i-1,N}) | \bar{v}_i, \bar{\lambda}_i \rangle = \prod_{k>j} G \left( \frac{v_{i-1,k}}{v_{i-1,j}} \right)^{\sigma_j \sigma_k} \prod_{k>j} G \left( \gamma^{-1} \frac{v_{i,j}}{v_{i,k}} \right)^{-\sigma_j \sigma_k} \prod_{k>j} N_{\sigma_j \sigma_k} (\gamma v_{i,j}, \gamma v_{i,k})^{-\sigma_j \sigma_k}, \]

(5.20)

The red terms give half of the contribution of the vector multiplets of the D5-branes attached to both sides of the NS5-brane, while the blue terms give the full bifundamental contribution. Note that to compare with the localization formula, we need use the property of the Nekrasov factor in (C.41).

After using the formula in (C.41) and dealing with the zero-modes properly, the total partition function will be

\[ Z(U(N | \sigma_1, \cdots, \sigma_N)^{\otimes M}) = \sum_{\bar{\lambda}_1, \bar{\lambda}_2, \ldots, \bar{\lambda}_M} \prod_{i=1}^{M} \prod_{j=1}^{N} a_{\lambda_{ij}}^{(\sigma_j)} \prod_{i=1}^{M+1} T(u_i | \bar{v}_i, \bar{\lambda}_i), \]

(5.21)

\[ = Z_{\text{pert}} Z_{\text{inst}}, \]
\[ Z_{\text{pert}} = \prod_{k>j} G \left( \frac{v_{0j}}{v_{0k}} \right)^{\sigma_j \sigma_k} \prod_{k>j} G \left( \frac{q_3^{-1} v_{M+1,j}}{v_{M+1,k}} \right)^{\sigma_j \sigma_k} \prod_{i=1}^{M} \prod_{k>j} G \left( \frac{v_{i,j}}{v_{i,k}} \right)^{\sigma_j \sigma_k} \prod_{k>j} G \left( \frac{q_3^{-1} v_{ij}}{v_{ik}} \right)^{\sigma_j \sigma_k} \]
\[
\times \prod_{k \geq j} G \left( \frac{\gamma^{-1} v_{0j}}{v_{0k}} \right)^{-\sigma_j \sigma_k} \prod_{k \geq j} G \left( \frac{\gamma^{-1} v_{ij}}{v_{0k}} \right)^{-\sigma_j \sigma_k} \prod_{k \geq j} G \left( \frac{\gamma^{-1} v_{M,j}}{v_{M,k}} \right)^{-\sigma_j \sigma_k} \prod_{k \geq j} G \left( \frac{\gamma^{-1} v_{M+1,j}}{v_{M,k}} \right)^{-\sigma_j \sigma_k} \]
\[
\times \prod_{i=2}^{M} \prod_{k \geq j} G \left( \frac{\gamma^{-1} v_{i-1,j}}{v_{ik}} \right)^{-\sigma_j \sigma_k} \prod_{k \geq j} G \left( \frac{\gamma^{-1} v_{ij}}{v_{i-1,k}} \right)^{-\sigma_j \sigma_k} \}
\]

(5.22)

The red part is the part independent of the Coulomb vev of the D5-branes, so we can ignore it. The blue part is the perturbative part of the vector multiplets. The green part is the contribution from the fundamental and antifundamental hypermultiplet. The magenta part is the contribution from the bifundamental part.

The instanton part is

\[ Z_{\text{inst.}} = \sum_{\vec{\lambda_1}, \ldots, \vec{\lambda}_M} \prod_{i=1}^{M} Z_{\text{top.}}(\vec{\lambda}_i, \vec{\sigma}) Z_{\text{CS}}(\kappa_i, \vec{\lambda}_i, \vec{\sigma}) Z_{\text{vec.}}(\vec{v}_i, \vec{\lambda}_i, \vec{\sigma}) \]
\[
\times Z_{\text{af}}(\vec{v}_1, \vec{\lambda}_1, \vec{\sigma} | \vec{v}_0, \vec{\sigma}) \left( \prod_{i=1}^{M} Z_{\text{bd.}}(\bar{v}_{i-1}, \vec{\lambda}_{i-1}, \vec{\sigma} | \gamma^{-1}) \right) Z_{\text{f}}(\bar{v}_M, \vec{\lambda}_M, \vec{\sigma} | \bar{v}_{M+1}, \vec{\sigma}) , \]

(5.23)

where the topological term and the Chern-Simons level are

\[ \kappa_i = n_{i+1} - n_i, \quad q_i = -\frac{u_i}{u_{i+1}} \prod_{l=1}^{N} \left( \frac{v_{i,l}}{v_{i-1,l}} \right)^{\sigma_l} \gamma^{n_i - n_{i+1} - \sum_{k=1}^{N} \sigma_k} . \]

(5.24)

Therefore, we managed to derive the partition function of (5.15). As mentioned in equation (2.38), we only get one Chern-Simons level for each node.

**General linear quiver gauge theory** To derive general linear quiver gauge theories, instead of using the positive and negative intertwiner one by one, it is easier to use the generalized AFS intertwiner in (4.20):

\[
(1, n_1)_{u_1} (1, n_2)_{u_2} (1, n_3)_{u_3} (1, n_r)_{u_r} (1, n_{r+1})_{u_{r+1}}
\]
\[
(0, \vec{\sigma}_1)_{\vec{v}_1} (0, \vec{\sigma}_2)_{\vec{v}_2} \cdots (0, \vec{\sigma}_r)_{\vec{v}_r}
\]
\[
\underbrace{r + 1}_{36}
\]

(5.25)
where

\[ v_i = (v_{i1}, v_{i2}, \ldots, v_{iN_i}), \quad \sigma_i = (\sigma_{i1}, \sigma_{i2}, \ldots, \sigma_{iN_i}), \quad \tilde{\lambda}_i = (\lambda_1, \lambda_2, \ldots, \lambda_{N_i}), \quad (5.27) \]

for \( i = 1, \ldots, r \). This gives a supergroup gauge theory \( \prod_{i=1}^{r} U(N_i | \tilde{\sigma}_i) \) with linear quiver structure. Actually this quiver is a part of the D-type quiver we will discuss in section 5.3, so see it for the details of the calculation.

Generally, we can assign matter hypermultiplets to each node of the quiver. We can do the similar process done in the first example by attaching infinite D5-branes to introduce hypermultiplets to the gauge nodes at both ends of the linear quiver. However, to introduce hypermultiplets for each node not only the both ends, this is not enough. Recently, shifted quantum algebras were utilized to introduce these matter hypermultiplets [102,103]. A similar analysis can be done using the formalism we introduced in this paper.

### 5.3 D-type quiver gauge theory

There are two ways to study D-quiver gauge theories using the intertwiner formalism: either [60] or [82]. Inspired by the brane web in (2.56) and (2.57), we introduce a new vertex operator representing the brane junction with the vertex \( \mathbf{x} \), which is a supergroup generalization of [82].

#### 5.3.1 D1 quiver

To study D-type quiver supergroup gauge theories, we can introduce the following vertex operator

\[
\Phi_{\sigma}^{(n)*}[u, v] = \sum_{\lambda} a_{\lambda}^{(\sigma)} \Phi_{\sigma, \lambda}^{(n)*}[u, v] \otimes \Phi_{\emptyset}^{(\gamma v)}[\sigma_u] \otimes \Phi_{\emptyset}^{(\chi v)}[\sigma_v],
\]

\[
\Phi_{\sigma, \lambda}^{(n)*}[u, v] = i_{n, \sigma}(\lambda, u, v) : \Phi_{\emptyset}^{(g_3^{-1})^{-\sigma}}(u, v) \prod_{x \in \lambda} \xi(g_3^{-1} \chi_x) \end{pmatrix}^{-\sigma} : ,
\]

\[
\tilde{i}_{n, \sigma}(\lambda, u, v) = (-u^\sigma \gamma \frac{1 + \lambda u}{2} )^{1 \otimes \lambda} \prod_{x \in \lambda} \left( \chi_x^{(\sigma)} \right)^{-\sigma n - 1},
\]

(5.28)
which is the supergroup version of the boundary intertwiner introduced in [82]. We illustrate this vertex operator as the following diagram

\[
\begin{array}{c}
(0, \sigma) \\
\Phi^{(n)}_{\sigma}[u,v] \\
(1, n + \sigma)_{-u(\gamma v)}
\end{array}
\]

\[(5.29)\]

Obviously, the central charges are not conserved because of the existence of the orientifold, which is the similar situation to the vertex operator introduced in [82]. We denote the generalized vertex as

\[
\bar{\Phi}(n)_{\bar{\sigma}}(u, \bar{v}) = \bar{\Phi}(n_{N})[u_{N}, v_{N}] \cdots \bar{\Phi}(n_{2})[u_{2}, v_{2}]\bar{\Phi}(n_{1})[u_{1}, v_{1}],
\]

\[u_{i} = u \prod_{l=1}^{i-1} (-\gamma v_{l})^{\sigma_{l}}, \quad n_{i} = n + \sum_{l=1}^{i-1} \sigma_{l}.\]  

\[(5.30)\]

Note that since the vertex operator part of the intertwiner only differs from the dual intertwiner by simultaneous shifts of the spectral parameter \(\vec{v} \rightarrow q_{3}^{-1} \vec{v}\), the contraction formulas of \(\Phi^{*}\Phi^{*}\) are exactly the same as that of the dual intertwiners.

Let us consider the simplest case, when there is only one gauge node, which is just the pure SYM:

\[
\begin{array}{c}
Z[D_{1}] = \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = \Phi^{(n)}(u, \bar{v}) \cdot \Phi^{(n^{*})}(u^{*}, \bar{v})
\]

\[
(5.31)\]

\[
\begin{array}{c}
= \sum_{\lambda_{1}, \ldots, \lambda_{N}} N_{\sigma_{i}, \sigma_{j}}(v_{i}, v_{j}, \lambda_{i}, \lambda_{j})^{-\sigma_{i} \sigma_{j}} N_{\sigma_{i}, \sigma_{j}}(q_{3}^{-1} v_{i}, \lambda_{i}, v_{j}, \lambda_{j}^{-1})^{-\sigma_{i} \sigma_{j}}
\end{array}
\]

\[
= Z_{\text{pert.}}[D_{1}] Z_{\text{inst.}}[D_{1}],
\]

\[
Z_{\text{inst.}}[D_{1}] = \sum_{\lambda_{1}, \ldots, \lambda_{N}} Z_{\top}(\bar{\lambda}, \bar{\sigma}) Z_{\text{CS}}(\kappa, \bar{\lambda}, \bar{\sigma}) Z_{\text{vec.}}(\bar{v}, \bar{\lambda}, \bar{\sigma}),
\]

where the topological term and the Chern-Simons level are

\[
q = -u \prod_{i=1}^{N} (-v_{i})^{\sigma_{i} \gamma^{n+1}}, \quad \kappa = -n - n^{*} - \sum_{i=1}^{N} \sigma_{i}.
\]

\[(5.32)\]
5.3.2 $D_r$ ($r > 1$) quiver

Next, we consider a D-type quiver gauge theory with gauge group $\prod_{i=1}^r U(N_i | \sigma_{i1}, \ldots, \sigma_{iN_i})$:

\[
(1, n_1)_{u_1} \quad (1, n_2)_{u_2} \quad (1, n_3)_{u_3} \quad \cdots \quad (1, n_{r-1})_{u_{r-1}} \quad (1, n_r)_{u_r}
\]

where we used the generalized intertwiners in (4.20) and (5.28). For each stack of D5-branes, we assign the Coulomb vev parameters, signatures of branes, and Young diagrams as

\[
\vec{v}_i = (v_{i1}, v_{i2}, \ldots, v_{iN_i}), \quad \vec{\sigma}_i = (\sigma_{i1}, \sigma_{i2}, \ldots, \sigma_{iN_i}), \quad \vec{\lambda}_i = (\lambda_{i1}, \lambda_{i2}, \ldots, \lambda_{iN_i}),
\]

for $i = 1, \ldots, r$. The partition function is written as

\[
\begin{split}
Z[D_r] &= \Phi^{(n_1)}_{\vec{\sigma}_1}[u_1, \vec{v}_1] \cdot \Phi^{(n_2)}_{\vec{\sigma}_2}[u_2, \vec{v}_2] \cdot \cdots \cdot \\
& \quad \cdots \cdot \Phi^{(n_{r-1})}_{\vec{\sigma}_{r-1}}[u_{r-1}, \vec{v}_{r-2}] \cdot \Phi^{(n_r)}_{\vec{\sigma}_r}[u_r, \vec{v}_r].
\end{split}
\]

\[
= \sum_{\vec{\lambda}_{1}, \ldots, \vec{\lambda}_{r-1}} \prod_{i=1}^{r} \prod_{j=1}^{N_i} a_{\lambda_{ij}} \Phi^{(n_1)}_{\vec{\sigma}_1, \vec{\lambda}_1}[u_1, \vec{v}_1] \cdots \Phi^{(n_{r-1})}_{\vec{\sigma}_{r-1}, \vec{\lambda}_{r-1}}[u_{r-1}, \vec{v}_{r-2}]
\]

\[
\times \Phi^{(n'_1)}_{\vec{\sigma}_1, \vec{\lambda}_1}[u'_1, \vec{v}_1] \cdots \Phi^{(n'_{r-1})}_{\vec{\sigma}_{r-1}, \vec{\lambda}_{r-1}}[u'_{r-1}, \vec{v}_{r-1}]
\]

\[
\bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2} \bigg[ \frac{0}{\mathbb{O}} \bigg]^{r-2}
\]
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where the spectral parameters obey the following conservation laws

\[ n_i' = n_i - \sum_{j=1}^{N_{i-1}} \sigma_{i,j}, \quad u_i' = u_i \prod_{j=1}^{N_{i-1}} (-v_{i-1,j})^{-\sigma_{i,j}}, \quad i \leq r - 2, \]

\[ n_{r-1}' = n_{r-1} + \sum_{j=1}^{N_r} \sigma_{r,j}, \quad u_{r-1}' = u_{r-1} \prod_{j=1}^{N_r} \sigma_{r,j}, \]

\[ u_{r-1}' = u_{r-1} \prod_{j=1}^{N_r} (-v_{r,j})^{\sigma_{r,j}}, \quad u_{r-1}'' = u_{r-1} \prod_{j=1}^{N_{r-2}} (-v_{r-2,j})^{-\sigma_{r-2,j}}, \quad \] (5.36)

The local A-quiver part for \( i \leq r - 2 \) gives

\[
\langle 0 | \Phi_{\tilde{\sigma}_i, \tilde{\lambda}_i}^{(n_i)} [u_i', \tilde{v}_i] | \Phi_{\tilde{\sigma}_i, \tilde{\lambda}_i}^{(n_i)} [u_i, \tilde{v}_i] | 0 \rangle \sim Z_{\text{bifund}}(\tilde{v}_{i-1}, \tilde{\sigma}_i, \tilde{\lambda}_i, \tilde{\sigma}_i | \gamma^{-1}), \quad (5.37)
\]

\[
a_{\tilde{\lambda}_i}^{\tilde{\sigma}_i} \langle 0 | \Phi_{\tilde{\sigma}_i, \tilde{\lambda}_i}^{(n_i)} [u_i', \tilde{v}_i] | 0 \rangle \langle 0 | \Phi_{\tilde{\sigma}_i, \tilde{\lambda}_i}^{(n_i)} [u_i, \tilde{v}_i] | 0 \rangle \sim Z_{\text{top}}(\tilde{\lambda}_i, \tilde{\sigma}_i) Z_{\text{CS}}(\kappa_i, \tilde{\lambda}_i, \tilde{\sigma}_i) Z_{\text{vec}}(\tilde{v}_i, \tilde{\lambda}_i, \tilde{\sigma}_i), \quad (5.38)
\]

where \( \sim \) means we extracted the instanton contribution and omit the perturbative part for simplicity.

The nontrivial part is the contribution coming from the last two vacuum expectation values:

\[
\langle 0 | \Phi_{\tilde{\sigma}_r, \tilde{\lambda}_r}^{(n_r)} [u_r', \tilde{v}_r] | \Phi_{\tilde{\sigma}_r, \tilde{\lambda}_r}^{(n_r)} [u_r, \tilde{v}_r] | 0 \rangle \sim Z_{\text{bifund}}(\tilde{v}_{r-1}, \tilde{\sigma}_r, \tilde{\lambda}_r, \tilde{\sigma}_r | \gamma^{-1}) Z_{\text{bifund}}(\tilde{v}_{r-2}, \tilde{\sigma}_r, \tilde{\lambda}_r, \tilde{\sigma}_r = 1 | \gamma^{-1}) \]

\[
\times Z_{\text{bifund}}(\tilde{v}_{r-1}, \tilde{\sigma}_r, \tilde{\lambda}_r, \tilde{\sigma}_r = 1 | \gamma^{-1}), \quad (5.39)
\]

\[
\langle 0 | \Phi_{\tilde{\sigma}_r, \tilde{\lambda}_r}^{(n_r)} [u_r', \tilde{v}_r] | 0 \rangle \langle 0 | \Phi_{\tilde{\sigma}_r, \tilde{\lambda}_r}^{(n_r)} [u_r, \tilde{v}_r] | 0 \rangle \sim Z_{\text{bifund}}(\tilde{v}_{r-1}, \tilde{\sigma}_r, \tilde{\lambda}_r, \tilde{\sigma}_r = 1 | \gamma^{-1} \rangle. \quad (5.40)
\]

The bifundamental contribution between \( U(N_{r-1} | \tilde{\sigma}_{r-1}) \) and \( U(N_r | \tilde{\sigma}_r) \) cancels out with each other and using the result of the \( D_1 \) quiver case, the total partition function is

\[
Z[D_r] = Z_{\text{pert.}}[D_r] Z_{\text{inst.}}[D_r],
\]

\[
Z_{\text{inst.}}[D_r] = \sum_{\tilde{\lambda}_1, \ldots, \tilde{\lambda}_r} \prod_{i=1}^r Z_{\text{top}}(\tilde{\lambda}_i, \tilde{\sigma}_i) Z_{\text{CS}}(\kappa_i, \tilde{\lambda}_i, \tilde{\sigma}_i) Z_{\text{vec}}(\tilde{v}_i, \tilde{\lambda}_i, \tilde{\sigma}_i)
\]

\[
\times \prod_{i=1}^{r-1} Z_{\text{bifund}}(\tilde{v}_{i-1}, \tilde{\lambda}_i, \tilde{\sigma}_i = 1 | \gamma^{-1} \rangle \times Z_{\text{bifund}}(\tilde{v}_r, \tilde{\lambda}_r, \tilde{\sigma}_r = 1 | \gamma^{-1} \rangle, \quad (5.41)
\]
where the topological term and Chern-simons level are identified as

\[
q_i = \begin{cases} 
-u_i' i + 1 & \gamma n_{i}' - n_{i}' + 1 N_i \prod_{l=1}^{i} (-v_{il})^{\sigma_{il}}, \quad 1 \leq i \leq r - 3 \\
-u_{r-2} i - 2 & \gamma n_{r-2}' - n_{r-2}' + 1 N_{r-2} \prod_{l=1}^{r-2} (-u_{r-2,l})^{\sigma_{r-2,l}}, \quad i = r - 2, \\
-u_{r-1} i - 2 & \gamma n_{r-1}' - n_{r-1}' + 1 N_{r-1} \prod_{l=1}^{r-1} (-v_{r-1,l})^{\sigma_{r-1,l}}, \quad i = r - 1, \\
-u_{r} i & \gamma n_{r} + 1 \prod_{l=1}^{r} (-u_{rl})^{\sigma_{rl}}, \quad i = r,
\end{cases}
\]

(5.42)

\[
\kappa_i = \begin{cases} 
n_{i+1} - n_i & - \sum_{l=1}^{N_i} \sigma_{il}, \quad 1 \leq i \leq r - 3, \\
n_{r-1} - n_{r-2} & - \sum_{l=1}^{N_{r-2}} \sigma_{r-2,l}, \quad i = r - 2, \\
n_{r} - n_{r-1} & - \sum_{l=1}^{N_{r-1}} \sigma_{r-1,l}, \quad i = r - 1, \\
n_{r} - n_{r} & - \sum_{l=1}^{N_r} \sigma_{rl}, \quad i = r.
\end{cases}
\]

(5.43)

6 Gaiotto state, $qq$-character, and quiver W-algebra

Using the intertwiners introduced in section 4, we study the Gaiotto state in section 6.1, the $qq$-characters in section 6.2, and the relation with quiver W-algebra in section 6.3.

6.1 Gaiotto state

We define the Gaiotto state as

\[
|G, \vec{v}, \vec{\sigma}\rangle = \frac{\langle 0 | \Phi_{\vec{x}}^{(n^*)} [u^*, \vec{v}] | 0 \rangle}{\langle 0 | \Phi_{\vec{x}}^{(n^*)} [u^*, \vec{v}] | 0 \rangle} = \sum_{\lambda_1, \ldots, \lambda_N} a_{(\sigma_i)}^{(\lambda_i)} \prod_{i=1}^{N} \Phi_{\vec{x}}^{(n^*)} [u^*, \vec{v}] | 0 \rangle |\vec{v}, \vec{\lambda}, \vec{\sigma}\rangle
\]

(6.1)

where we used the generalized AFS intertwiner convention in (4.20) and

\[
|\vec{v}, \vec{\lambda}, \vec{\sigma}\rangle = |v_N, \lambda_N, \sigma_N\rangle \otimes \cdots |v_2, \lambda_2, \sigma_2\rangle \otimes |v_1, \lambda_1, \sigma_1\rangle.
\]

(6.2)
We normalized the Gaiotto state so that it is expanded as $|G, \vec{v}, \vec{\sigma}\rangle = |\vec{0}\rangle + \cdots$ by dividing with the empty partition contribution that gives the perturbative part.

Using the intertwiner relations in (4.3) (see also Appendix F) recursively, one can determine the actions of the generators on the Gaiotto state as

$$x^+(z)|G, \vec{v}, \vec{\sigma}\rangle = -\frac{u^*}{\prod_{j=1}^{N} (1-v_j) \sigma_j} \left( \frac{\gamma}{z} \right)^{n+\sum_{j=1}^{N} \sigma_j} \left( \mathcal{Y}^+(q_3^{-1}z) - \mathcal{Y}^-(q_3^{-1}z) \right) |G, \vec{v}, \vec{\sigma}\rangle,$$

$$x^-(z)|G, \vec{v}, \vec{\sigma}\rangle = -\frac{u^*}{\prod_{j=1}^{N} (1-v_j) \gamma^{-1} \sigma_j} \left( \frac{z}{\gamma} \right)^{n+\sum_{j=1}^{N} \sigma_j} \left( \mathcal{Y}^+(z)^{-1} - \mathcal{Y}^-(z)^{-1} \right) |G, \vec{v}, \vec{\sigma}\rangle, \tag{6.3}$$

$$\psi^\pm(z)|G, \vec{v}, \vec{\sigma}\rangle = \gamma^{-\sum_{j=1}^{N} \sigma_j} \frac{\mathcal{Y}^\pm(q_3^{-1}z)}{\mathcal{Y}^\pm(z)} |G, \vec{v}, \vec{\sigma}\rangle,$$

where the operators $\mathcal{Y}^\pm(z)$ are defined as operators acting diagonally on the crystal representation basis as

$$\mathcal{Y}^\pm(z)|\vec{v}, \vec{\lambda}, \vec{\sigma}\rangle = \left[ \mathcal{Y}^{(\sigma_j)}_\lambda(z) \right] \pm |\vec{v}, \vec{\lambda}, \vec{\sigma}\rangle, \quad \mathcal{Y}^{(\sigma_j)}_\lambda(z) := \prod_{i=1}^{N} \left( \mathcal{Y}^{(\sigma_i)}_\lambda(z) \right)^{\delta_i}. \tag{6.4}$$

We similarly define the dual Gaiotto state as

$$\langle\langle G, \vec{v}, \vec{\sigma} | \sum_{\lambda_1, \ldots, \lambda_N} a^{(\sigma)}_{\lambda_i} (0| \Phi^{(n)}_{\sigma \vec{\gamma}}[u, \vec{v}] |0) \rangle \rangle = \langle\langle G, \vec{v}, \vec{\sigma} | \sum_{\lambda_1, \ldots, \lambda_N} a^{(\sigma)}_{\lambda_i} (0| \Phi^{(n)}_{\sigma \vec{\lambda}}[u, \vec{v}] |0) \rangle \rangle. \tag{6.5}$$

Then, the action of the generators on this dual Gaiotto state is written as

$$\langle\langle G, \vec{v}, \vec{\sigma} | x^+(z) = u \prod_{j=1}^{N} (-v_j) \sigma_j \left( \frac{\gamma}{z} \right)^{n+\sum_{j=1}^{N} \sigma_j} \langle\langle G, \vec{v}, \vec{\sigma} | \left( \mathcal{Y}^+(z)^{-1} - \mathcal{Y}^-(z)^{-1} \right) \rangle \rangle,$$

$$\langle\langle G, \vec{v}, \vec{\sigma} | x^-(z) = u^{-1} \prod_{j=1}^{N} (-\gamma v_j)^{-\sigma_j} \left( \frac{z}{\gamma} \right)^{n+\sum_{j=1}^{N} \sigma_j} \langle\langle G, \vec{v}, \vec{\sigma} | \left( \mathcal{Y}^+(q_3^{-1}z) - \mathcal{Y}^-(q_3^{-1}z) \right) \rangle \rangle, \tag{6.6}$$

$$\langle\langle G, \vec{v}, \vec{\sigma} | \psi^+(z) = \gamma^{-\sum_{j=1}^{N} \sigma_j} \langle\langle G, \vec{v}, \vec{\sigma} | \frac{\mathcal{Y}^+(q_3^{-1}z)}{\mathcal{Y}^+(z)} \rangle \rangle,$$

where the actions of the Drinfeld currents are rewritten as diagonal operators on the Gaiotto state. Moreover, using (5.5), (6.1), and (6.5), the instanton part of the partition function is rewritten as

$$Z_{N, \sigma_1, \ldots, \sigma_N}^{\text{inst}} = \langle\langle G, \vec{v}, \vec{\sigma} | G, \vec{v}, \vec{\sigma} \rangle \rangle. \tag{6.7}$$

These are generalizations of the non-supertgroup case of the Gaiotto state [20] (see also [59,104–106]). The difference is that the diagonal operators of the non-supertgroup case are modified in a way that when factors coming from the positive branes such as $\mathcal{Y}^{(\sigma)}_\lambda(z)$ appears, factors coming from the negative branes will appear as $\mathcal{Y}^{(-\sigma)}_\lambda(z)^{-1}$. Namely, the negative branes’ factors always appear in the inverse power of the positive branes’ factors. This is a universal property\(^{10}\) of the supergroup gauge theory and we will see it again in section 6.2. Thus, any quantity written as $\mathcal{Y}^{(\sigma)}_\lambda(z)$ in the non-supertgroup case is simply modified to $\mathcal{Y}^{(-\sigma)}_\lambda(z)$ in general supergroup theories.

\(^{10}\) Actually, this property is already obvious in the crystal representations in section 3.1. All the factors appearing in the level $(0, -1)$ representation are obtained from level $(0, 1)$ representation by modifying $\mathcal{Y}^{(\sigma)}_\lambda(z) \rightarrow \mathcal{Y}^{(-\sigma)}_\lambda(z)^{-1}$. 
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Let us derive the fundamental $qq$-character of $A_1$-quiver with supergroup $U(N \mid \vec{\sigma})$ as an application of the intertwiner formalism. The fundamental operator in deriving the partition function is (5.5) (see section 5.1). This operator satisfies the following property

$$
\left( \rho^{(1,n)^*}_{u^*} \otimes \rho^{(1,n)}_{u^*} \right) \Delta(g(z)) \mathcal{T}_{U(N \mid \vec{\sigma}} = \mathcal{T}_{U(N \mid \vec{\sigma})} \left( \rho^{(1,n)^*}_{u^*} \otimes \rho^{(1,n)}_{u^*} \right) \Delta(g(z)),
$$

(6.8)

where $g(z) \in \mathcal{E}$ and the spectral parameters obey the conservation laws (4.21). The identity above can be proved easily using the intertwiner properties in (4.3) and (4.8). Let us consider only when $g(z) = x^+(z)$ and $N = 1$. Extensions to general $N > 1$ is obtained easily.

Using the figure description in the Appendix F, the left hand side is transformed into the right hand side as follows:

1. $x^+(z)
2. x^+(\gamma z)
3. \psi^- (\gamma^{1/2} z)$



Thus, the operator $\mathcal{T}_{U(N \mid \vec{\sigma})}$ is interpreted as a screening operator similar to the non-supergroup case.

Inserting the operator $\Delta(x^\pm(z))$ and taking the expectation value in the vertex operator representation, we can derive the $qq$-characters. In the non-supergroup theory, the $qq$-character turns out to be a polynomial, but for the supergroup case, it will be a rational function [33]. The authors in [59, 106] studied this property using the condition (6.8) and claimed that the Chern-Simons level will be restricted so that the external branes do not intersect with each other as in [74]. We expect that a similar story holds for the supergroup case and that the properties of the $qq$-characters give a restriction to the possible brane webs. We leave a detailed analysis of the $qq$-character for future work. In this paper, we simply apply the derivation of [59] and only derive the algebraic quantity for the simplest case and give few observations.
We define the fundamental $qq$-character of the $A_1$-quiver as

$$
\chi^+_a(z) := \frac{\nu z^{\gamma^+_1} + \sum_{i=1}^{N} \sigma_i \langle \Delta(x^+(\gamma^{-1}z))T_U(N|\bar{\sigma}) \rangle}{u^q q_3^{\gamma^+_1}}\langle T_U(N|\bar{\sigma}) \rangle, \quad \nu = -\prod_{l=1}^{N} (-q_3 v_l)^{-\sigma_l}.
$$

(6.10)

Using the formulas in section 6.1 and Appendix E.2, the $qq$-character is determined as

$$
\chi^+_a(z) = \frac{\nu z^{\sum_{i=1}^{N} \sigma_i} Y^{(\bar{\sigma})}_{\lambda}(q_3^{-1}z) + q^{z^\kappa} Y_{\lambda}^{(\bar{\sigma})}(z)}{\langle T_U(N|\bar{\sigma}) \rangle},
$$

(6.11)

where the expectation value $\langle O_{\lambda}(z) \rangle_{\text{inst.}}$ is

$$
\langle O_{\lambda}(z) \rangle_{\text{inst.}} := \frac{1}{Z_{\text{inst.}}^{\lambda_{\text{top.}},(\lambda_1,\ldots,\lambda_N)}} \sum \mathcal{O}_{\lambda}(z) Z_{\text{top.},(\bar{\lambda}, \bar{\sigma})} Z_{\text{CS}(\kappa, \bar{\lambda}, \bar{\sigma})} Z_{\text{vec.}(\bar{v}, \bar{\lambda}, \bar{\sigma})}.
$$

(6.12)

Up to few factors, this is indeed the same $qq$-character derived in [33]. As mentioned in section 6.1, the main difference with the non-supergroup case is the existence of negative branes and the corresponding operator $\mathcal{Y}^{(\lambda^{-1})(\bar{\sigma})}_\lambda(z)$. The $Y$ function of $N$-stack of D-branes will transform from $\mathcal{Y}^{(\lambda)(\bar{\sigma})}_\lambda(z)$ in to $\mathcal{Y}^{(\lambda^{-1})(\bar{\sigma})}_\lambda(z)$, where parities of the D-branes are introduced as additional degrees of freedom. Higher $qq$-characters and $qq$-characters associated with $A_r$-quiver can be derived using the results in [59] and doing this manipulation.

### 6.3 Quiver W-algebra

We briefly study the relation with Kimura-Pestun’s quiver W-algebra. Obviously, from the brane web of the linear quiver gauge theory in section 5.1 and 5.2 or equation (5.25), we can interpret the brane system as a map from tensor products of vertex operators to tensor products of vertex operators. The vertex operators appearing are all of the same type\(^{11}\), so the arising deformed W-algebra should be the deformed $W_N$ algebra (+ Heisenberg). If this is so, the partition function itself should be rewritten in products of the screening currents of the W-algebra as in [107]. Let us see this for the simplest pure super Yang-Mills case. Generalizations to other quivers are straightforward.

For the pure SYM case, the system acts on tensor products of two vertex operator representations. Thus, it should be related with the $q$-Virasoro algebra. There are two screening currents for the $q$-Virasoro algebra:

$$
S_1(z) = \exp \left( -\sum_{n=1}^{\infty} \frac{z^n}{n} q_1^n (\gamma^n a_1^{(1)} - a_2^{(2)}) \right) \exp \left( -\sum_{n=1}^{\infty} \frac{z^{-n}}{n} \frac{1-q_1^{-n}}{1-q_2^{-n}} (\gamma^n a_1^{(1)} - a_2^{(2)}) \right),
$$

(6.13)

$$
S_2(z) = \exp \left( \sum_{n=1}^{\infty} \frac{z^n}{n} \frac{1-q_2^n}{1-q_1^n} (\gamma^n a_1^{(1)} - a_2^{(2)}) \right) \exp \left( -\sum_{n=1}^{\infty} \frac{z^{-n}}{n} (\gamma^n a_1^{(1)} - a_2^{(2)}) \right),
$$

\(^{11}\)From triality, we have three types of vertex operator representations usually denoted $\mathcal{F}_i$ ($i = 1, 2, 3$). Since we are using only $\mathcal{F}_3$ dressed with some zero mode factors, the arising W-algebra is $\mathcal{F}_3 \otimes \mathcal{F}_3 \otimes \cdots \otimes \mathcal{F}_3$, which is just the deformed $W_N$ algebra (with an additional Heisenberg algebra). As mentioned in section 3.2.2, we also have a different vertex operator representations. Including these representations should give new quiver W-algebras [107].
where we omit the zero modes and \( a^{(1)}_n = a_n \otimes 1, \ a^{(2)}_n = 1 \otimes a_n \). The screening currents obey the condition
\[
\xi(z) \otimes \eta(z) =: S_1(z)^{-1} S_1(q_2 z) := S_2(z)^{-1} S_2(q_1 z) : .
\]
(6.14)

Using this, they are rewritten as
\[
S_1(z) =: \prod_{i=1}^{\infty} \xi(q_2^{-i} z) \otimes \eta(q_2^{-i} z) :, \quad S_2(z) =: \prod_{i=1}^{\infty} \xi(q_1^{-i} z) \otimes \eta(q_1^{-i} z) : .
\]
(6.15)

Then, the intertwiners are rewritten by the above screening currents as \(^{12}\)
\[
\Phi^*_{+,\lambda} \otimes \Phi_{+,\lambda} \simeq: \prod_{x \in \lambda_{\infty}} \frac{S_1(\lambda_x^{(+)})}{S_1(q_2 \lambda_x^{(+)})} \prod_{x \in \lambda} \frac{S_1(q_2 \lambda_x^{(+)})}{S_1(\lambda_x^{(+)})} := \prod_{x \in \lambda_{+}} S_1(x) :,
\]
(6.19)
\[
\Phi^*_{-,\lambda} \otimes \Phi_{-,\lambda} \simeq: \prod_{x \in \lambda_{\infty}} \frac{S_2(\lambda_x^{(+)})}{S_2(q_1 \lambda_x^{(+)})} \prod_{x \in \lambda} \frac{S_2(q_1 \lambda_x^{(+)})}{S_2(\lambda_x^{(+)})} := \prod_{x \in \lambda_{-}} S_2(x) :,
\]
(6.20)
where we used
\[
\Phi_{+,0}[v] =: \prod_{i,j=1}^{\infty} \eta(v q_1^{i-1} q_2^{j-1})^1 :, \quad \Phi^*_{+,0}[v] =: \prod_{i,j=1}^{\infty} \xi(v q_1^{i-1} q_2^{j-1})^1 :,
\]
(6.21)
\[
\Phi_{-,0}[v] =: \prod_{i,j=1}^{\infty} \eta(v q_1^{-i} q_2^{-j})^1 :, \quad \Phi^*_{-,0}[v] =: \prod_{i,j=1}^{\infty} \xi(v q_1^{-i} q_2^{-j})^1 :,
\]
and \( \lambda_{\infty} = \{(i,j) | i,j = 1, 2, \ldots \} \). The symbol \( \simeq \) means we omitted the zero mode part. See (C.5) for the definition of the \( x \)-variables.

\(^{12}\)Another way to convert the intertwiners to products of screening currents is to use the equivariant index formula in Appendix C.1. By direct computation, we have
\[
\Phi^*_{\sigma,\lambda} \otimes \Phi_{\sigma,\lambda} \sim \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} \left( a^{(1)}_n - a^{(2)}_n \right) \text{ch} Y_{[n]}^\sigma \right) \exp \left( - \sum_{n=1}^{\infty} \frac{1}{n} \left( a^{(1)}_n - a^{(2)}_n \right) \text{ch} Y_{[-n]}^\sigma \right) ,
\]
(6.16)
where
\[
\text{ch} Y_{[n]}^\sigma = v^n - (1 - q_1^n)(1 - q_2^n) \sum_{x \in \lambda} (\lambda_x^{(\sigma)})^n.
\]
(6.17)

Inserting the relation of the \( Y \) bundles and \( X \) bundles in (C.8), we have
\[
\Phi^*_{\sigma,\lambda} \otimes \Phi_{\sigma,\lambda} \simeq: \prod_{x \in \lambda_{+}} S_1(q_1^{-1} x) := \prod_{x \in \lambda_{-}} S_2(q_2^{-1} x) :,
\]
(6.18)
The operator $T_{U(N|\vec{\sigma})}$ is now rewritten for example as

$$T_{U(N|\vec{\sigma})} = \sum_{\chi} \prod_{i=1}^{N} a^{(\sigma_i)}_{\lambda_i} t_{n_{\lambda_i},\sigma_i}(\lambda_i, u_i, v_i) \eta_{n_{\lambda_i},\sigma_i}^{*}(\lambda_i, u_i^*, v_i) \times \prod_{x_N \in \lambda_{\chi}^N} S_1(q_1^{\sigma_N-1} x_N) \cdots \prod_{x_2 \in \lambda_{\chi_2}^2} S_1(q_1^{\sigma_2-1} x_2) \cdots \prod_{x_1 \in \lambda_{\chi_1}^1} S_1(q_1^{\sigma_1-1} x_1).$$

(6.22)

One can also use the other three ways in (6.19) and (6.20) to rewrite the intertwiners to screening currents. Adding extra zero modes to the screening currents and dealing with the extra factors in front of the products of screening currents, one can obtain the supergroup analogue of the Z-state defined in [107]:

$$|Z_{U(N|\vec{\sigma})}\rangle = T_{U(N|\vec{\sigma})}|0\rangle \otimes |0\rangle,$$

$$Z_{N,\sigma_1,\ldots,\sigma_N} = \langle 0 | Z_{U(N|\vec{\sigma})} \rangle = \langle 0 | \otimes \langle 0 | T_{U(N|\vec{\sigma})} |0\rangle \otimes |0\rangle.$$

(6.23)

7 Comparison with refined topological vertex and anti-vertex

As discussed in detail in section 5, using the positive and negative intertwiners, we can compute the Nekrasov partition function of supergroup gauge theories. For the non-supergroup case, another traditional way to compute Nekrasov partition functions is to use the (refined) topological vertex [34–37, 108]. Since both the intertwiners and the refined topological vertex reproduce the same instanton partition function, it is natural to expect they are related to each other. In the seminal work [48], the identification of the refined topological vertex of [34,36] and the positive intertwiner were shown.

Actually, an analogue of the refined topological vertex for the supergroup case called anti-refined topological vertex (shortly anti-vertex) was introduced in [32]. A similar identification for this anti-vertex and negative intertwiner should hold because they reproduce the same partition function.

We review the anti-vertex and give the complete rule for the framing factors in section 7.1. We then show that the matrix elements of the intertwiners correspond to the topological vertices under the identification $(q_1, q_2) = (q, t^{-1})$ in section 7.2. We will see that the positive and negative intertwiners are related with each other in the unrefined limit in section 7.3, which reproduces the result in [32]. Finally, in section 7.4, we confirm that the gluing rules for the anti-vertex we propose in section 7.1 match with the gluing rules of the intertwiners.

7.1 Refined topological vertex and anti-vertex

We briefly review the (anti) refined topological vertex in this section (see for example section 4 of [109]). We use the Iqbal-Kozcaz-Vafa (IKV) [34] and Kimura-Sugimoto form [32], which use the Schur functions, instead of the Awata-Kanno form [35,36] using Macdonald polynomials. We note that both forms are known to be essentially equivalent [36,48].

[13] See also [38,39], where a similar formula using two types of screening currents to reproduce partition functions of supergroup gauge theories was discussed.
The definition of the refined topological vertex is
\[
C_{\lambda \mu \nu}(t, q) = \left( \frac{q}{t} \right)^{\frac{|\mu|^2 + |\nu|^2}{2} - \frac{\kappa(\mu)}{2}} \tilde{Z}_\nu(t, q) \sum_\eta \left( \frac{q}{t} \right)^{\frac{|\eta| + |\lambda| - |\mu|}{2}} s_{\lambda^T/\eta}(t^{-\rho} q^{-\nu}) s_{\mu/\eta}(t^{-\nu^T} q^{-\rho})
\]
(7.1)
where
\[
\rho = \left( -\frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots \right), \quad \tilde{Z}_\nu(t, q) = \prod_{(i,j) \in \nu} \left( 1 - t^{\nu(i,j)} + 1 q^{\alpha(i,j)} \right)^{-1},
\]
(7.2)

and \( s_{\lambda/\eta}(x) \), \( x = (x_1, x_2, \ldots) \) is the skew Schur function. See Appendix A and G for the notations.

The anti refined topological vertex \([32]\) is similarly defined as
\[
\bar{C}_{\lambda \mu \nu}(t, q) = t^{-\frac{1}{2} |\mu|^2} q^{\frac{1}{2} (|\mu|^2 - |\nu|^2)} \tilde{Z}_\nu(t^{-1}, q^{-1}) \sum_\eta \left( \frac{q}{t} \right)^{\frac{1}{2} (|\eta| + |\lambda| - |\mu|)} s_{\lambda^T/\eta}(t^\rho q^\nu) s_{\mu/\eta}(q^\rho t^{\nu^T}).
\]
(7.3)

We depict these vertices as
\[
C_{\lambda \mu \nu}(t, q) = \begin{array}{c}
q, \mu \\
t, \lambda \\
\end{array} \quad \bar{C}_{\lambda \mu \nu}(t, q) = \begin{array}{c}
q, \mu \\
t, \lambda \\
\end{array}
\]
(7.4)
where partitions \( \lambda, \mu, \nu \) are assigned to all of the legs, while parameters \( q, t \) are assigned to two of the three legs. The labels of the vertices are ordered in a clockwise direction. The leg marked with two red strips has no parameter associated with it and is called the preferred direction. In this paper, we will fix the preferred direction to be in the horizontal direction. For the anti-vertex, we use dashed lines only for the preferred direction\(^{14}\). The arrows are drawn outgoing from the vertex and if the arrow is incoming towards the vertex, the associated partition gets transposed. We also denote these vertices as
\[
C_{\mu \nu \lambda}(t, q) = \begin{cases} C_{\mu \nu \lambda}(t, q) & \sigma = + \\ \bar{C}_{\mu \nu \lambda}(t, q) & \sigma = - \end{cases},
\]
(7.5)
where \( \sigma \) determines whether the vertex is the normal vertex or the anti-vertex.

Let us explain how to assign the topological vertices given a brane web. Unfortunately, the gluing rules were not explicitly given in \([32]\) when the framing factors play a role. It seems that the framing factors do not directly come from the charges of the brane web (see the remark at the end of this subsection). We propose the following procedures to compute partition functions using the anti-vertex. In section 7.2 and 7.4, we will see that these rules are compatible with the intertwiner formalism.

\(^{14}\)In the original paper \([32]\), the authors draw all the legs in dashed lines. Since this vertex will be related to the negative intertwiner, we follow the drawings of the intertwiner and draw only the preferred direction in dashed line.
1. We start from a brane web satisfying the following conditions.

- Each vertex of the diagram is a trivalent vertex with three edges connected to it.
- One of the three edges is always parallel to a fixed direction which we call the preferred direction.
- Edges non-parallel to the preferred direction are drawn in solid lines.
- Edges parallel to the preferred direction are assigned two red strips for convenience.
- Edges parallel to the preferred direction are drawn in either solid lines or dashed lines.

In this paper, we choose the preferred direction to be the horizontal direction. For the non-supergroup case, the brane web comes from dual toric diagrams \([41, 42, 74, 75]\). For the supergroup case, whether we have a similar story is non-trivial for the moment, so we just say that the brane web is a general diagram satisfying the above conditions.

2. We further assign parameters \(q, t\) to each end of the edges of the non-preferred direction as the following:

\[
\begin{align*}
\begin{array}{c}
\text{t} \\
\text{q}
\end{array}
\quad \begin{array}{c}
\text{t} \\
\text{q}
\end{array}
\quad \begin{array}{c}
\text{t} \\
\text{q}
\end{array}
\quad \begin{array}{c}
\text{t} \\
\text{q}
\end{array}
\quad \text{etc. (7.6)}
\end{align*}
\]

Namely, an edge with parameter \(q\) (resp. \(t\)) glues with an edge with parameter \(t\) (resp. \(q\)). It is exactly the same as the non-supergroup case and does not depend whether the preferred direction is in dashed lines or not.

We can switch the roles of \(q\) and \(t\), and the result does not change. After determining the parameter of one of the edges of the brane web, all the other parameters will be determined automatically following the above rule. For convenience, we choose an ordering such that the parameter \(t\) is always above compared to \(q\).

3. We assign each edge a Young diagram. For edges extending semi-infinitely, an empty partition is assigned. We also make the edges oriented and assign an arrow pointing to one of the two vertices. The arrows of the three edges surrounding a vertex is chosen to be either incoming or all outgoing from the vertex.

4. We choose a positive direction of the preferred direction. The opposite direction is called the negative direction. In our situation that the preferred direction is in the horizontal direction, we can choose left or right to be the positive direction. We choose the direction pointing right to be the positive direction.

We then, assign two-dimensional integer valued vectors \(v_i \in \mathbb{Z}^2 (i = 1, 2, 3)\) to each of the edges obeying the following conditions:

- The assigned vectors obey the conservation law:

\[
\sum_{i=1}^{3} v_i = 0. \quad (7.7)
\]
positive direction
negative direction

\[ \mathbf{v} = (1, 0) \]  
\[ \mathbf{v} = (-1, 0) \]  
\[ \mathbf{v} = (1, 0) \]  
\[ \mathbf{v} = (-1, 0) \]

**preferred direction**

Figure 6: Positive and negative direction of the preferred direction. When the edge parallel to the preferred direction is a solid line and points at the positive direction, we assign vector \( \mathbf{v} = (1, 0) \), when it is a solid line and points at the negative direction, we assign vector \( \mathbf{v} = (-1, 0) \). Oppositely, when the preferred edge is a dashed line and points at the positive direction, we assign vector \( \mathbf{v} = (-1, 0) \), when it is a dashed line and points at the negative direction, we assign vector \( \mathbf{v} = (1, 0) \).

- For the edges in the preferred direction, either \((1, 0)\) or \((-1, 0)\) is assigned. If an edge with solid line points at the positive direction of the preferred direction, we assign \((1, 0)\), if it points at the negative direction we assign \((-1, 0)\). For the edges with dashed lines, we oppositely assign \((-1, 0)\) for the positive direction and \((1, 0)\) for the negative direction (see Figure 6).

5. To each edge, we further associate an integer \( \eta \). The integer \( \eta \) depends on how four edges are connected to the edge. There are five patterns in our setup and they are drawn in Figure 7. For the non-supergroup case, this integer \( \eta \) is derived from the vectors assigned to the four edges. For general supergroup case, we do not have such understanding, so we just assign the integer \( \eta \) following Figure 7 (see the remark at the end of this section).

We introduce two framing factors as in [34,108]:

\[
f_\mu(t, q) = (-1)^{|\mu|} t^{\frac{|\mu^T|}{2}} q^{-\frac{|\mu|}{2}},
\]

\[
\tilde{f}_\mu(t, q) = (-1)^{\mu} \left( \frac{t}{q} \right)^{\frac{|\mu|}{2}} t^{\frac{|\mu^T|}{2}} q^{-\frac{|\mu|}{2}} = \left( \frac{t}{q} \right)^{\frac{|\mu|}{2}} f_\mu(t, q).
\]  \hspace{1cm} (7.8)

Note that these factors have the properties

\[
f_\mu(t, q)^{-1} = f_\mu(q, t), \quad \tilde{f}_\mu(t, q)^{-1} = \tilde{f}_\mu(q, t).
\]  \hspace{1cm} (7.9)

Using these, we associate a framing factor \( f_\lambda^{\eta}, \tilde{f}_\lambda^{\eta} \) to an edge \( \mathbf{v} \) with a partition \( \lambda \) and an integer \( \eta \) (see for example Figure 12 of [109] for how to determine the framing factors of...
Figure 7: The five patterns of framing factors that appear in this paper. The integer \( \eta \) associated with the green edge is written in green. The framing factor for each pattern is written in blue. The parity \( \sigma, \sigma' = \pm 1 \) depends on whether the edges in the preferred direction are in dashed lines or not. When \( \sigma = +1 \), they are positive D-branes and when \( \sigma = -1 \), they are negative D-branes.

6. For each vertex, when there is no dashed line connecting to it, we assign \( C_{\lambda \mu \nu}(t, q) \). When there is a dashed line, we assign \( \tilde{C}_{\lambda \mu \nu}(t, q) \). They are assigned following the rules in (7.4).

7. The final partition function is obtained by doing the above process for each vertex of the brane web. The result for gluings of two trivalent vertices looks like

\[
\sum_{\lambda} (-Q)^{|\lambda|} f^{|\lambda|}_\lambda f_{\sigma' \lambda}(q, t) C_{\mu_1 \nu_1 \lambda}(q, t) C_{\mu_2 \nu_2 \lambda'}(t, q)
\]  

(7.10)

for example.

Remark In the context of refined topological vertex (for the non-supergroup case), the framing factors and the integers \( \eta \) of an edge are related with the vectors assigned to the four legs connected
to the edge. To be concrete, the integer $\eta$ assigned for an edge with vector $v$ is

$$\eta = v_1 \wedge v_3 = v_2 \wedge v_4$$  \hspace{1cm} (7.11)

where the antisymmetric operation is defined as $v \wedge w = v_1w_2 - w_1v_2$. However, when negative D-branes enter the setup, as one can see in Figure 7, this antisymmetric operation is only true for the case when the preferred direction is glued:

$$\eta = (M, 1) \wedge (N, 1) = (-M - \sigma, -1) \wedge (-N - \sigma, -1) = M - N,$$  \hspace{1cm} (7.12)

For other cases, they do not match with the conventional way:

$$\eta = (-\sigma, 0) \wedge (-N - \sigma - \sigma', -1) = \sigma \neq (-N, -1) \wedge (\sigma', 0) = \sigma',$$

$$\eta = (-N - \sigma - \sigma', -1) \wedge (-\sigma', 0) = -\sigma' \neq (\sigma, 0) \wedge (-N, -1) = -\sigma,$$

$$\eta = (\sigma, 0) \wedge (\sigma', 0) = 0 \neq (-N - \sigma, -1) \wedge (-N - \sigma', -1) = \sigma - \sigma',$$

$$\eta = (-\sigma, 0) \wedge (-\sigma', 0) = 0 \neq (-N, -1) \wedge (-N - \sigma + \sigma', -1) = \sigma - \sigma'.$$  \hspace{1cm} (7.13)

and the equality only holds when $\sigma = \sigma'$. One solution for this mismatch may be to redefine the anti-vertex and framing factors so that the conventional way holds for the supergroup case. In this paper, we do not search this direction. Even there is a mismatch, we still can do calculations using the above rules. Moreover, as long as we use the intertwiner formalism, we do not even have to think of framing factors because they are already incorporated in the intertwiners.

### 7.2 Correspondence between intertwiners and refined topological vertices

The correspondence in (4.25) implies that the matrix elements of the intertwiners should correspond with refined topological vertices. It was shown in [48] that the matrix elements of the positive (dual) intertwiner in Schur basis corresponds to the IKV refined topological vertex. Thus, it is natural for the negative intertwiner introduced in this paper to correspond with the anti-refined topological vertex recently introduced by Kimura and Sugimoto [32]. Let us show this correspondence.

After using $q_1 = q$, $q_2 = t^{-1}$, the operator part of the negative intertwiner is written as

$$: \Phi_{-}\emptyset[v] \prod_{x \in \lambda} \eta(\chi_x^{(-)})^{-1} : = \exp \left( \sum_{n=1}^{\infty} \frac{v^n a_{-n}}{n} \left\{ \frac{1}{1 - q^{n-1}} + \sum_{x \in \lambda} \left( \frac{t}{q} \right)^n q_x^{-n} q^n (1 - t^{-n}) \right\} \right)$$

$$\times \exp \left( \sum_{n=1}^{\infty} \frac{v^{-n} a_n}{n} \left\{ -\frac{1}{1 - t^n} + \sum_{x \in \lambda} \left( \frac{q}{t} \right)^n q_x^n (1 - q^{-n}) \right\} \right)$$  \hspace{1cm} (7.14)

where we shortly wrote $q_x = q^{i-1}t^{j-1}$, $x = (i, j) \in \lambda$. Using the following identities

$$-\frac{1}{1 - t^n} + \sum_{x \in \lambda} \left( \frac{q}{t} \right)^n q_x^n (1 - q^{-n}) = \sum_{j=1}^{\infty} t^{-nj} q^{n\lambda_j^+},$$

$$\frac{1}{1 - q^{-n}} + \sum_{x \in \lambda} \left( \frac{t}{q} \right)^n q_x^n (1 - t^{-n})q_x^{-n} = \sum_{i=1}^{\infty} q^{-n(i-1)} t^{n\lambda_i},$$  \hspace{1cm} (7.15)
the operator part is rewritten as

\[ \langle \mu | \Phi_{-\emptyset} [v] \prod_{x \in \lambda} \eta(\chi_x^{-1})^{-1} : = V_- (vq^{\rho + \frac{1}{2}} t^\lambda) V_+ (v^{-1} t^{\rho - \frac{1}{2}} q^\lambda), \]  

(7.16)

where we used the vertex operators in (G.5) (see Appendix G). Taking the matrix elements in the Fock basis (G.4) and using the free field realization of the Schur functions in (G.10), we have

\[ \langle \mu | \Phi_{-\emptyset} [v] \prod_{x \in \lambda} \eta(\chi_x^{-1})^{-1} : = V_- (vq^{\rho + \frac{1}{2}} t^\lambda) V_+ (v^{-1} t^{\rho - \frac{1}{2}} q^\lambda), \]  

(7.17)

where we used the property of the Schur functions in (G.14). The zero mode part is rewritten as

\[ t_{n,-}(\lambda, u, v) = (u^{-1} q) |\lambda| (v)^n |\lambda| f_\lambda(q, t)^{-n+1} \]  

(7.18)

using the framing factor. Then, we obtain the correspondence

\[ \langle \mu | \Phi_{-\emptyset}^{(n)} [u, v] | \nu \rangle = (u^{-1} q) |\lambda| (v)^n |\lambda| (qt^{-\frac{1}{2}} v)^{|\mu|} (-q^{\frac{1}{2}} v)^{|\nu|} \frac{f_\nu(q, t)}{f_\lambda(q, t)} n^{-\frac{1}{2} |\lambda| |\nu|} \tilde{Z}_\lambda(t^{-1}, q^{-1})^{-1} C_{\mu \nu} (t, q). \]  

(7.19)

We can do a similar computation for the dual negative intertwiner. The operator part is written as

\[ \langle \mu | \Phi_{-\emptyset}^{*} [v] \prod_{x \in \lambda} \xi(\chi_x^{-1})^{-1} : = V_- (\eta vq^{\rho + \frac{1}{2}} t^\lambda) V_+ (v^{-1} t^{\rho - \frac{1}{2}} q^\lambda), \]  

(7.20)

where the operators are defined in (G.5). After taking the matrix element with the Fock basis, using (G.11), and then rewriting the zero-mode part, we eventually have

\[ \langle \nu | \Phi_{-\emptyset}^{(n)^*} [u, v] | \mu \rangle = u |\lambda| (v)^{-n} |\lambda| (-qt^{-\frac{1}{2}} v)^{|\mu|} (-q^{\frac{1}{2}} v)^{|\nu|} \frac{f_\lambda(q, t)}{f_\nu(q, t)} n^{-\frac{1}{2} |\lambda| |\mu|} \tilde{Z}_\lambda(t^{-1}, q^{-1})^{-1} C_{\mu \nu} (t, q). \]  

(7.21)

Rewriting the positive intertwiners in our notation, we can write the correspondence in a unified way:

\[ \langle \mu | \Phi_{\sigma, \lambda}^{(n)} [u, v] | \nu \rangle = \left( \frac{u^\sigma v^{\frac{1}{2} - \frac{\sigma}{2}}}{(-v)^{\frac{1}{2} - \frac{\sigma}{2}}} \right) |\lambda| (qt^{-\frac{1}{2}} v)^{|\mu|} (-q^{\frac{1}{2}} v)^{|\nu|} \frac{f_\nu(q, t)}{f_\lambda(q, t)} n^{-\frac{1}{2} |\lambda| |\mu|} \tilde{Z}_\lambda^{-1} (q^\sigma, t^\sigma) C_{\mu \nu}^{(\sigma)} (t, q), \]  

(7.22)

\[ \langle \nu | \Phi_{\sigma, \lambda}^{(n)^*} [u, v] | \mu \rangle = \left( \frac{-v^{\sigma} u^{\frac{1}{2} - \frac{\sigma}{2}}}{u^\sigma v^{\frac{1}{2} - \frac{\sigma}{2}}} \right) (-qt^{-\frac{1}{2}} v)^{|\nu|} (-q^{\frac{1}{2}} v)^{|\mu|} \frac{f_\lambda(q, t)}{f_\nu(q, t)} n^{-\frac{1}{2} |\lambda| |\nu|} \tilde{Z}_\lambda^{-1} (t^\sigma, q^\sigma) C_{\mu \nu}^{(\sigma)} (t, q). \]

Therefore, the intertwiners are essentially equivalent to the IKV refined topological vertex and the Kimura-Sugimoto anti-vertex.
Using diagrams, we have the following identifications

\begin{align}
\Phi^{(n)}_{\sigma}[u,v] & \sim [v,\lambda] \quad \Leftrightarrow \quad C^{(\sigma)}_{\mu^\dagger \nu \lambda}(q,t) \nonumber \\
\Phi^{(n)}_{\sigma}[u,v] & \sim \langle \langle v,\lambda \rangle \rangle \quad \Leftrightarrow \quad C^{(\sigma)}_{\mu \nu \lambda}(t,q) 
\end{align}

The procedure to obtain the refined topological vertices from the intertwiner is as follows:

1. We first reverse all the arrows of the interwiners.

2. Each edge of the intertwiner is assigned a module with levels such as \((0,\sigma), (1,n), (1,n+\sigma)\). The vectors associated with the edges are obtained by switching the components of these levels such as \((\sigma,0), (n,1), (n+\sigma,1)\), respectively. This corresponds to (4.25).

3. Following the pictorial description in (7.4), we obtain the refined topological vertices. Note that when the arrows are going into the vertex, we use the transpose of the attached Young diagram.

### 7.3 Unrefined limit

Actually the positive and negative intertwiners are directly related with each other in the unrefined limit. A similar discussion for the topological vertices was done in \([32]\). Let us see what will happen for the intertwiner case. In the unrefined limit, we do not have a quantum algebraic structure anymore and some of the representations have to be modified otherwise they will diverge. However, as long as we just use the vertex operators of the intertwiners and take the unrefined limit, there is no problem.

We set \(q_1 = q, q_2 = q^{-1}, q_3 = 1\) in the unrefined limit. We introduce two vertex operators

\begin{align}
\Upsilon[v] & = \exp \left( -\sum_{n=1}^{\infty} \frac{v^n}{n} \frac{a_{-n}}{1 - q^{-n}} \right) \exp \left( \sum_{n=1}^{\infty} \frac{v^{-n}}{n} \frac{a_n}{1 - q^n} \right), \\
\phi(z) & = \exp \left( \sum_{n=1}^{\infty} \frac{z^n}{n} (1 - q^n) a_{-n} \right) \exp \left( -\sum_{n=1}^{\infty} \frac{z^{-n}}{n} (1 - q^{-n}) a_n \right).
\end{align}

(7.24)
Figure 8: Identities of intertwiners in the unrefined limit. Negative branes on one side of the NS5-brane are identical to positive branes on the other side of the NS5-brane in the unrefined limit.

In the unrefined limit, the vertex operators \( \eta(z), \xi(z), \Phi_0[v], \Phi_0^*[v] \) will transform as

\[
\eta(z) \rightarrow \phi(z), \quad \xi(z) \rightarrow \phi(z)^{-1} ; \quad \Phi_0[v] \rightarrow \Upsilon[v], \quad \Phi_0^*[v] \rightarrow \Upsilon[v]^{-1} ; \quad q_3 \rightarrow 1. \tag{7.25}
\]

The coordinates of the Young diagrams \( \chi_x^{(\pm)} \) have a nice property in the unrefined limit. For \( x = (i, j) \in \lambda \),

\[
\chi_x^{(\pm)} \rightarrow \tilde{\chi}_x^{(\pm)} := vq^{-c_\lambda(x)} = vq^{j-i}, \quad \chi_x^{(-)} \rightarrow \tilde{\chi}_x^{(-)} := vq^{c_\lambda(x)} = vq^{j-i}, \tag{7.26}
\]

where we used \( c_\lambda(i, j) = j - i \) (see Appendix A). Using the property \( c_\lambda(x) = -c_\lambda(x) \), we have

\[
\prod_{x \in \lambda^T} f(\tilde{\chi}_x^{(\pm)}) = \prod_{x \in \lambda} f(\tilde{\chi}_x^{(-)}) \tag{7.27}
\]

for any function \( f(z) \). In the unrefined limit, the vertex operator part of the intertwiners transform as

\[
: \Phi_{\pm,0}[v] \prod_{x \in \lambda} \eta(\chi_x^{(\pm)})^{\pm1} \rightarrow : \Upsilon[v]^{\pm1} \prod_{x \in \lambda} \phi(\tilde{\chi}_x^{(\pm)})^{\pm1} :,
\]

\[
: \Phi_{\pm,0}^*[v] \prod_{x \in \lambda} \xi(\chi_x^{(\pm)})^{\pm1} \rightarrow : \Upsilon[v]^{\mp1} \prod_{x \in \lambda} \phi(\tilde{\chi}_x^{(\mp)})^{\mp1} :.
\]

The zero modes part transform as

\[
t_{n,\sigma}(\lambda, u, v) \rightarrow (-u^\sigma v)^{|\lambda|} \prod_{x \in \lambda} (\tilde{\chi}_x^{(\sigma)})^{(-1-n\sigma)},
\]

\[
t_{n,\sigma}^*(\lambda, u, v) \rightarrow u^{-\sigma |\lambda|} \prod_{x \in \lambda} (\tilde{\chi}_x^{(\sigma)})^{\sigma n}. \tag{7.28}
\]
Using the above limits and properties, the intertwiners obey the following identities in the unrefined limit (see Figure 8):

\[
\Phi_{+,\lambda}^{(n)}(u, v)\bigg|_{\text{unref}} = \Phi_{-\lambda}^{(n+1)*}[-uv, v]\bigg|_{\text{unref}},
\]

\[
\Phi_{+,\lambda}^{(n)*}(u, v)\bigg|_{\text{unref}} = \Phi_{-\lambda}^{(n+1)}[-uv, v]\bigg|_{\text{unref}}.
\]

(7.29)

To convert to the topological vertices, we take the matrix elements in the Fock representation as

\[
\langle \mu^T | \Phi_{+,\lambda}^{(n)}(u, v)\bigg|_{\text{unref}} | \nu \rangle = \langle \mu^T | \Phi_{-\lambda}^{(n+1)*}[-uv, v]\bigg|_{\text{unref}} | \nu \rangle, \\
\langle \nu^T | \Phi_{+,\lambda}^{(n)*}(u, v)\bigg|_{\text{unref}} | \mu \rangle = \langle \nu^T | \Phi_{-\lambda}^{(n+1)}[-uv, v]\bigg|_{\text{unref}} | \mu \rangle.
\]

(7.30)

Eventually, we have the relation

\[
C_{\mu\nu\lambda}(q, q) = f_\mu f_\nu^{-1} f_\lambda^{-1} \tilde{C}_{\mu\nu\lambda}(q, q), \quad f_\mu := f_\mu(q, q)
\]

which matches with the result in [32].

The identities in (7.29) mean that in the unrefined limit, negative branes extending on the right (resp. left) side of the NS5-brane can be pulled to the left (resp. right) side of the NS5-brane and converted to the positive branes.

### 7.4 Gluings of intertwiners and topological vertices

We managed to show that the matrix elements of the intertwiners correspond with the topological vertices in the previous section. Let us check if the gluing rules are compatible with the ones proposed in section 7.1.

There are five ways to glue the intertwiners as shown in section 4.2. Taking the matrix element with the Fock basis in the vertex operator representation (see section 3.2.1 and Appendix G) and using the correspondence with topological vertices explained in the previous subsection, we can translate the gluing rules of the intertwiners to the gluing rules of the topological vertices. The results are summarized as follows:

- **Gluing of D5-branes (situation (4.16))**:

\[
\begin{align*}
\Phi^{(N)}_{\sigma}(u_1, v) \cdot \Phi^{(M)*}_{\sigma}(u_2, v) &= \sum_{\lambda} a^{(\sigma)}_{\lambda} \Phi^{(N)}_{\sigma,\lambda}(u_1, v) \Phi^{(M)*}_{\sigma,\lambda}(u_2, v) \\
&= (-1)^{|\nu_2|+|\nu_1| (qt^{1/2} v)} \prod_{1}^{1} (-v^{M-N} u_1, v_2) \prod_{1}^{1} f_{\nu_1}(q, t) f_{\nu_2}(q, t)
\end{align*}
\]

\[
\times \sum_{\lambda} \left( \frac{(-v)^{M-N} u_1}{u_2} \right)^{\sigma|\lambda|} f_{\lambda}(q, t)^{M-N} C_{\mu_1 \nu_1 \lambda}(q, t) C_{\mu_2 \nu_2 \lambda^T}(t, q)
\]

(7.32)
• Gluing of NS5-branes (situation (4.12)):

\[
\begin{align*}
\langle\langle \lambda_1 | & \Phi^{(N)}_\sigma [u, v_1] | \lambda_1 \rangle \rangle = \sum_{\mu} \sum_{\nu} \frac{\hat{\nu}_1}{\hat{\mu}_1} \Phi^{(N)}_{\sigma, \lambda_1} [u, v_1] \\
\langle\langle \lambda_2 | & \Phi^{(N+\sigma)}_{\sigma'} [-uv_1^\sigma, v_2] | \lambda_2 \rangle \rangle = \sum_{\mu} \sum_{\nu} \frac{\hat{\nu}_1}{\hat{\mu}_1} \Phi^{(N+\sigma)}_{\sigma', \lambda_2} [-uv_1^\sigma, v_2] \\
&= \left( \frac{u^\sigma \gamma_1}{-v_1} \right)^{\lambda_1} \left( \frac{u^{\sigma'} \nu_1^{\sigma'} \gamma_1}{-v_2} \right)^{\lambda_2} \left( -q^{1/2} v_1 \right)^{\mu_1} \left( q^{1/2} v_2 \right)^{\mu_2} \\
&\times \sum_{\mu} \frac{f_{\nu_1} (q, t)}{f_{\lambda_1} (q, t) f_{\lambda_2} (q, t) N^{N+\sigma+\sigma'}} \frac{t^{\sigma+\lambda_1} - t^{\sigma+\lambda_2}}{t^{\sigma+\lambda_1} - t^{\sigma+\lambda_2}} \frac{Z_{\lambda_1} (q^\sigma, t^\sigma) Z_{\lambda_2} (q^{\sigma'}, t^{\sigma'})}{Z_{\lambda_1}(t^\sigma, q^\sigma) Z_{\lambda_2}(t^{\sigma'}, q^{\sigma'})} \\
&\times \sum_{\mu} \left( -\frac{v_1}{v_2} \right)^{\mu} \left( \frac{q}{t} \right)^{\mu} f_{\mu} (q, t) C^{(\sigma)}_{\mu \nu_1 \lambda_1} (q, t) C^{(\sigma')}_{\nu_2 \mu \lambda_2} (q, t)
\end{align*}
\]

(7.33)

• Gluing of NS5-branes (situation (4.13)):

\[
\begin{align*}
\langle\langle \lambda_1 | & \Phi^{(N+\sigma')}_{\sigma'} [u, v_2] | \lambda_1 \rangle \rangle = \sum_{\nu} \sum_{\mu} \frac{\hat{\nu}_1}{\hat{\mu}_1} \Phi^{(N+\sigma')}_{\sigma, \lambda_1} [-uv_2^\sigma, v_1] \\
\langle\langle \lambda_2 | & \Phi^{(N)}_{\sigma'} [u, v_2] | \lambda_2 \rangle \rangle = \sum_{\nu} \sum_{\mu} \frac{\hat{\nu}_1}{\hat{\mu}_1} \Phi^{(N)}_{\sigma', \lambda_2} [u, v_2] \\
&= \left( \frac{u^\sigma \gamma_1}{-v_2} \right)^{\lambda_1} \left( \frac{u^{\sigma'} \nu_2^{\sigma'} \gamma_1}{-v_1} \right)^{\lambda_2} \left( -q^{1/2} v_1 \right)^{\mu_1} \left( q^{1/2} v_2 \right)^{\mu_2} \\
&\times \sum_{\mu} \frac{f_{\nu_1} (q, t)}{f_{\mu_1} (q, t) f_{\mu_2} (q, t) N^N} \frac{q^{\sigma+\lambda_1} - q^{\sigma+\lambda_2}}{q^{\sigma+\lambda_1} - q^{\sigma+\lambda_2}} \frac{Z_{\mu_1} (t^\sigma, q^\sigma) Z_{\mu_2} (t^{\sigma'}, q^{\sigma'})}{Z_{\mu_1}(t^{\sigma}, q^{\sigma}) Z_{\mu_2}(t^{\sigma'}, q^{\sigma'})} \\
&\times \sum_{\mu} \left( -\frac{v_1}{v_2} \right)^{\mu} \left( \frac{t}{q} \right)^{\mu} f_{\mu} (q, t) C^{(\sigma)}_{\mu \nu_1 \lambda_1} (t, q) C^{(\sigma')}_{\nu_2 \mu \lambda_2} (t, q)
\end{align*}
\]

(7.34)
• Gluing of NS5-branes (situation (4.14)):

\[
\langle \langle \lambda_2 | \Phi^{(N\pm \sigma-\sigma')}_{\lambda_2 \mu_2} [u,v_1] u,v_2 \rangle \rangle = \sum_{\mu} \Phi^{(N\pm \sigma-\sigma')}_{\lambda_1 \mu_1} [u,v_1] u,v_2 \]

\[
= \left( \frac{u^{\alpha^{-\frac{1}{2}}}}{-v_1^{N\sigma}} \right) -v_2^{(N+z\sigma)} \left( -v_1^{(N+z\sigma)} \right) (-q^\frac{1}{2} v_1)^{-|\mu_1|} (q^\frac{1}{2} v_2)^{|\mu_2|}
\]

\[
\times \frac{f_{\lambda_1}(q,t)}{f_{\lambda_2}(q,t)} Z_{\lambda_1}(q^\sigma, t^\sigma) Z_{\lambda_2}(q^\sigma, t^\sigma)
\]

\[
\times \sum_{\mu} \left( -\frac{v_1}{v_2} \right)^{|\mu|} C^{(\sigma)}_{\mu_1 \mu_2 \lambda_1}(t, q) C^{(\sigma')}_{\mu_2 \lambda_2}(t, q)
\]

\[
(7.35)
\]

• Gluing of NS5-branes (situation (4.15)):

\[
\langle \langle \lambda_1 | \Phi^{(N\pm \sigma-\sigma')}_\sigma [u,v_1] u,v_2 \rangle \rangle = \sum_{\nu} \Phi^{(N\pm \sigma-\sigma')}_{\nu \lambda_1 \nu_2} [u,v_1] u,v_2 \]

\[
= \left( \frac{-v_1^{N\sigma}}{u^{\alpha^{-\frac{1}{2}}}} \right) -v_2^{(N+z\sigma)} \left( -v_1^{(N+z\sigma)} \right) (-q^\frac{1}{2} v_1)^{-|\mu_1|} (q^\frac{1}{2} v_2)^{|\mu_2|}
\]

\[
\times \frac{f_{\lambda_1}(q,t)}{f_{\lambda_2}(q,t)} Z_{\lambda_1}(q^\sigma, t^\sigma) Z_{\lambda_2}(q^\sigma, t^\sigma)
\]

\[
\times \sum_{\nu} \left( -\frac{v_1}{v_2} \right)^{|\mu|} C^{(\sigma)}_{\mu_1 \nu_1 \lambda_1}(t, q) C^{(\sigma')}_{\mu_2 \lambda_2}(t, q)
\]

\[
(7.36)
\]

All of the formulas indeed match with the gluing rules of the topological vertices in Figure 7, and thus, we conclude that the procedure we propose in section 7.1 is correct.
8 Superquiver theory

In this section, we discuss how superquiver theories should appear in our formalism if they exist. This section is rather a sketch of how to construct these type of theories. A detailed analysis is left for future work. A different construction of superquiver theories for three-dimensional supersymmetric gauge theories and their relations with Bethe/Gauge correspondence and supergroup gauge theories were studied in [38, 55, 64–66]. Studying the relation with these papers is also left to be done.

Up to the previous section, we managed to derive the correspondence between the negative intertwiners and negative branes of the supergroup gauge theory. The essential point of the negative intertwiner was that it intertwines modules \((0, -1)_v \otimes (1, n)_u\) and \((1, n - 1)_{u'}\). The new part was that representations with negative levels of central charges appear. From the S-dual view point, one would like to consider other intertwiners

\[
\begin{align*}
(0, 1)_v \otimes (-1, n)_u &\rightarrow (-1, n + 1)_{u'}, \\
(0, -1)_v \otimes (-1, n)_u &\rightarrow (-1, n - 1)_{u'}
\end{align*}
\]

(8.1)

where vertex operator representations with negative central charges appear. We can illustrate these intertwiners and the dual of them as

\[
\begin{array}{c}
(-1, n)_u \\
(0, 1)_v \\
(-1, n + 1)_{u'} \\
(-1, n - 1)_{u'} \\
(0, -1)_v \\
(0, 1)_v \\
(-1, n)_u \\
(-1, n - 1)_u \\
(-1, n - 1)_{u'} \\
(-1, n + 1)_{u'} \\
(-1, n - 1)_{u'}
\end{array}
\]

(8.3)

Combination of these intertwiners with the positive and negative intertwiners leads to the following brane web:

\[
\begin{array}{c}
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---} \\
\text{---}
\end{array}
\]

(8.4)

The dashed horizontal lines correspond to the representations like \((0, -1)_v\) while the dashed vertical lines correspond to the representations like \((-1, n)_u\). The module with level \((-1, 0)\) should correspond to negative NS5-branes and level \((-1, n)\) should correspond to a bound state of negative NS5-brane and D5-branes with charge \((0, n)\).

Looking at the diagram vertically, we obtain a supergroup structure for each stack of D4 (D5)-branes. On the other hand, looking at the brane web horizontally, we obtain a superquiver structure. This diagram strongly implies that the gauge theory we obtain here is a \textit{supersymmetric supergroup superquiver gauge theory}. Let us list down few conjectures for linear quiver gauge theories.
**Conjecture 1.** The partition function of the pure supergroup gauge theory does not depend on the signatures of the NS5-branes surrounding the stack of D4 (or D5)-branes:

Moreover, the partition function does not depend on the order of the D-branes as the pure SYM case explained in sections 5.1 and 5.2.

**Conjecture 2.** The S-duality relates supergroup superquiver gauge theories by rotating the brane web diagram by 90 degrees:

In particular, there is a duality between supergroup ordinary gauge theory and ordinary group superquiver gauge theory:

**Conjecture 3.** When the rank of the supergroups of the gauge nodes are all the same, then the partition function of the superquiver theory does not depend on the order of the NS5-branes. Namely, after fixing the signatures of the NS5-branes, the partition function does not depend on the order of it. In particular, they are related to the underlying superalgebra structure of the quiver.

Conjecture 3 comes from conjecture 1 and conjecture 2. Since the rank of the supergroups are all the same, we can use conjecture 1 and reorder the D-branes so that each stack have the same
ordering of parities. We then take the S-duality and obtain a superquiver theory with the same ranks of supergroups for each stack of D-branes. Using conjecture 2, the brane web is a 90 degrees rotated version of the original one and the NS5-branes are transformed into D-branes now. We can then use again conjecture 1 and reorder the D-branes. Finally, we use again conjecture 2 and take the S-duality and rotate back the brane web. During the process, the partition function will not change and we obtain conjecture 3.

9 Conclusion and discussions

We introduced new intertwiners which we call negative intertwiners to reproduce partition functions of supergroup gauge theories and show the 5d AGT correspondence of supergroup gauge theories. Negative intertwiners are obtained by using crystal representations with negative levels of central charges. The new crystal representation is directly related to the character of the negative part of the instanton bundle $K^{-}$. Composition of these intertwiners give the fundamental Nekrasov factors appearing in the partition function of A-type supergroup gauge theories. We also reproduced the partition functions of A and D-type quiver gauge theories using the intertwiner formalism. The negative intertwiners also give the supergroup analogues of the Gaiotto state, $qq$-character, and quiver W-algebra. After taking nontrivial matrix elements of the negative intertwiners, we managed to reproduce the anti-refined topological vertex introduced by Kimura and Sugimoto [32]. Using the correspondence, we gave rules including the framing factor which were not discussed in detail in [32] to compute the partition functions, given a brane web. Finally, we discussed how superquiver gauge theories should appear in our formalism, which is still a conjecture to be confirmed in future.

Let us list down possible directions for future work.

- Although we focused on the 5d AGT correspondence, it is possible to study 2d/3d [55, 102], 4d [62], and 6d generalizations [61, 110, 111] following previous studies of the intertwiner formalism. Moreover, we can change the space time which the theory is defined on or introduce defects to the system by changing the base quantum toroidal algebra to other quantum toroidal algebras such as quantum toroidal $\mathfrak{gl}_n$ [63, 86], $\mathfrak{gl}_{m|n}$ [112, 113], $D(2, 1; \alpha)$ [93, 114], and toroidal quiver BPS algebras [87, 89, 90, 92, 93].

- Understanding the six-dimensional origin of the 4d/2d AGT correspondence for supergroup gauge theories is also interesting [17]. The existence of the supergroup analogue of the Gaiotto state explained in section 6.1 supports this expectation (of course we need to take the degenerate limit for the 4d/2d correspondence). Usually, in the story of AGT correspondence, we start from a certain 6d $\mathcal{N} = (2, 0)$ SCFT, compactify it on a punctured Riemann surface, and then we obtain 4d $\mathcal{N} = 2$ gauge theories which are dubbed as class $\mathcal{S}$ theories [19, 20] (see [21] for a nice review). The six-dimensional theories are believed to have ADE classifications, but then the theories arising will not have supergroups as gauge groups. Thus, we expect there should be six-dimensional theories associated with superalgebras (they may be non-unitary or non-physical) that lead to this correspondence. M-theoretically, negative M5-branes and M2-branes should also appear in the story, just as how negative D-branes appeared in constructions of supergroup gauge theories [28, 30, 32, 33]. Studying supergroup analogues of the Seiberg-Witten curves appearing in the class $\mathcal{S}$ constructions should help the analysis (see [30]). All these studies should lead us to new non-unitary theories, includ-
ing non-Lagrangian theories and broader 2d/4d (5d/q-algebra) correspondences, or generally, BPS/CFT correspondences.

- Not only the gauge theoretic aspects as mentioned in the previous paragraph, but also the 2d CFT/quantum algebra side must be studied. One of the reason we used the intertwiner formalism is because we do not have to determine explicitly the corresponding CFT or q-deformed algebra. The algebraic structure appears as tensor products of Fock representations, and as long as the spectral parameters are independent with each other, we do not have to take care of singular states and extra truncations, and so the analysis becomes simple.

In the context of quantum toroidal algebras, tensor product representations of Fock representations give deformed W-algebras. If we denote the Fock spaces with central charges \((\hat{\gamma}, \psi_0^-) = (q_i^{\sigma/2}, 1)\) \((i = 1, 2, 3, \sigma = \pm 1)\) as \(F_i^{(\sigma)}\), tensor products of them should lead to new deformed W-algebras.\(^{15}\) The known algebras are

| Deformed W-algebra | Representation | References |
|-------------------|---------------|------------|
| \(q\)-Virasoro + \(q\)-Heisenberg | \(F_3^{(+)} \otimes F_3^{(+)}\) | [94] |
| \(q\)-\(W_N\) + \(q\)-Heisenberg | \(F_3^{(+)} \otimes \cdots \otimes F_3^{(+)}\) \(_N\) | [95–98] |
| \(q\)-\(Y_{L,M,N}\) | \(F_1^{(+)} \otimes L \otimes F_2^{(+)} \otimes M \otimes F_3^{(+)} \otimes N\) | [85, 99–101, 115] |

where \(Y_{L,M,N}\) in the last row is the \(q\)-deformed version of the corner vertex operator algebra\(^{16}\) originally introduced in [116]. Physically, it was introduced as a CFT obtained at the junction of D3-D5-NS5 branes:

![Diagram](image)

The D3-branes appearing here are positive D3-branes, but generally, we could insert negative D3-branes. This should lead to a larger class of algebras \(Y_{\vec{L},\vec{M},\vec{N}}\), where the subindices are changed to two-dimensional vectors \(\vec{L} = (L_+, L_-)\), \(\vec{M} = (M_+, M_-)\), \(\vec{N} = (N_+, N_-)\). The integers \(L_+, M_+, N_+\) are numbers of the positive and negative D3-branes for each stack of

\(^{15}\)We only consider the vertex operator representations for simplicity. There are three types of Fock representations because quantum toroidal \(gl_1\) has triality. Generally, we can place Fock spaces on quiver nodes and obtain quiver W-algebras [107], but we focus on deformed W-algebras associated with linear quivers.

\(^{16}\)Note that due to the existence of the R-matrix, we can reorder the Fock spaces into any orders.
D3-branes. In the $q$-deformed language, these algebras are understood as tensor products of both positive and negative Fock representations:

$$F_1^{(+)} \otimes L_+ \otimes F_1^{(-)} \otimes L_- \otimes F_2^{(+)} \otimes M_+ \otimes F_2^{(-)} \otimes M_- \otimes F_3^{(+)} \otimes N_+ \otimes F_3^{(-)} \otimes N_-.$$  \hspace{1cm} (9.1)

Moreover, since negative branes of one side of the 5-branes can be converted to positive branes of the other side of the 5-branes, we expect there are dualities among these algebras. It is also interesting to glue these algebras and obtain an analogue of the web of W-algebras [117,118]. These algebra should be dual to the supergroup analogue of the spiked instantons [11–16,119,120].

• The negative level crystal representations have a straightforward generalizations to general BPS crystals associated with toric Calabi-Yau threefolds [87, 89, 90, 92, 93, 119, 120]. We call these crystals negative crystals and the crystal representation studied in [87, 89, 90, 92, 93] as positive crystals for convenience. Studying the physical aspects of these positive/negative crystals is also important. For general toroidal quiver BPS algebras, we have Drinfeld currents $x_i^+(z), \psi_i^+(z)$ for each node $i$ of the quiver. Currents $x_i^+(z)$ add atoms to the crystal and $x_i^-(z)$ removes atoms from the crystal. To construct negative crystal representations, we need to change the roles of the currents $x_i^\pm(z)$. Namely, the current $x_i^+(z)$ removes an atom from the crystal, while $x_i^-(z)$ adds an atom to the crystal. These negative BPS crystals are expected to correspond to BPS states coming from negative D-branes. As long as we consider these negative crystal representations independently, they are isomorphic to the positive crystal representations, but once we consider tensor product representations mixing both of them, we would get new representations. Understanding what will happen when the spectral parameters are tuned is also important.

• Completing the discussion in section 8 is also one future work we hope to come back. The intertwiners in (8.3) seem to not obey the intertwiner relations using the coproduct in (3.5). One of the reason is that the vertex operators with negative level of central charges in section 3.2.2 is obtained by transforming the variables as $z \rightarrow z^{-1}$ and thus, when studying contractions of these vertex operators, the radial ordering will change. Studying the relation with [83] might help. Actually, the negative intertwiner studied here is exactly the same intertwiner studied there but the physical motivation is different. The author there studied it for S-duality, while we studied it for supergroup gauge theories.
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A Notation and formulas of Young diagrams

A.1 Young diagrams and formulas

See chapter 1 of [122] for a good reference for formulas of Young diagrams.

The Young diagram (partition) is a sequence of decreasing non-negative integers

\[ \lambda = \{ \lambda_i \in \mathbb{Z}_{\geq 0} \mid \lambda_1 \geq \lambda_2 \geq \cdots \}. \quad (A.1) \]

We denote the transpose of \( \lambda \) as \( \lambda^\top \). The size and norm are defined as

\[ |\lambda| = \sum_{i=1}^{\ell(\lambda)} \lambda_i, \quad ||\lambda||^2 = \sum_{i=1}^{\ell(\lambda)} \lambda_i^2, \quad (A.2) \]

where \( \ell(\lambda) \) is the length of the Young diagram. Note that

\[ |\lambda^\top| = |\lambda|. \quad (A.3) \]

We also define the following quantities (arm length, leg length, arm co-length, leg co-length, and content (\( c_\lambda(i, j) \))) for \((i, j) \in \lambda\) (see Figure A.1),

\[ a_\lambda(i, j) = \lambda_i - j, \quad l_\lambda(i, j) = \lambda_j^\top - i, \quad (A.4) \]
\[ a'_\lambda(i, j) = j - 1, \quad l'_\lambda(i, j) = i - 1, \quad (A.5) \]
\[ c_\lambda(i, j) = j - i. \quad (A.6) \]

The hook length is defined as

\[ h_\lambda(i, j) = \lambda_i - j + \lambda_j^\top - i + 1 = a_\lambda(i, j) + l_\lambda(i, j) + 1. \quad (A.7) \]

In the context of topological vertex, we frequently use the following quantities

\[ n(\lambda) = \sum_{i=1}^{\ell(\lambda)} (i - 1) \lambda_i, \quad \kappa(\lambda) = 2 \sum_{x \in \lambda} c(x) = 2 \sum_{(i, j) \in \lambda} (j - i), \quad (A.8) \]
\[ a'_\lambda(x) - l'_\lambda(x) = c_\lambda(x). \quad (A.9) \]
Figure 10: Coordinates of two types of Young diagrams. Depending on the parity of the representation (i.e. level \((0, \pm 1)\)), there are two coordinates \(\chi_x^{(\pm)}\), \(x \in \lambda\), where \(\chi_x^{(+)} = vq_1^{-1}q_2^{-1}\) and \(\chi_x^{(-)} = vq_1^{-1}q_2^{-1}\). The arm direction is defined in the horizontal direction, while the leg direction is defined in the vertical direction for both parities of Young diagrams. The sets \(A(\lambda)\) and \(R(\lambda)\) are sets of addable boxes and removable boxes of the Young diagram, respectively.

They satisfy the following properties.

\[
\kappa(\lambda) = \sum_i \lambda_i (\lambda_i + 1 - 2i) = 2(n(\lambda^\top) - n(\lambda)) = ||\lambda||^2 - ||\lambda^\top||^2, \tag{A.10}
\]

\[
n(\lambda) = \frac{1}{2} \sum_{j=1}^{\lambda_1} \lambda_j^2 (\lambda_j^\top - 1) = \sum_{x \in \lambda} l_x'(x) = \sum_{x \in \lambda} l_x(x), \tag{A.11}
\]

\[
n(\lambda^\top) = \frac{1}{2} \sum_{i=1}^{\ell(\lambda)} \lambda_i (\lambda_i - 1) = \sum_{x \in \lambda} a^\prime_x(x) = \sum_{x \in \lambda} a_x(x), \tag{A.12}
\]

\[
\sum_{x \in \lambda} h_x(x) = n(\lambda) + n(\lambda^\top) + |\lambda| = \frac{1}{2} (||\lambda||^2 + ||\lambda^\top||^2). \tag{A.13}
\]

### A.2 Coordinates of the Young diagram

In the main text, we used two types of coordinates of the Young diagram, depending on the parity of the representation. For representations with \((0, \sigma)\) (\(\sigma = \pm 1\)), coordinates \(\chi_x^{(\sigma)}\) are given as

\[
\chi_x^{(\sigma)} = \begin{cases} 
  vq_1^{-1}q_2^{-1}, & \sigma = +, \\
  vq_1^{-1}q_2^{-1}, & \sigma = -,
\end{cases} \tag{A.14}
\]

where \(x = (i, j) \in \lambda\). We illustrate the arm direction in the horizontal direction (with the coordinate \(q_2\)), and the leg direction in the vertical direction (with the coordinate \(q_1\)). They are illustrated as in Figure 10. We also denote the sets of addable and removable boxes of the Young diagram as \(A(\lambda)\) and \(R(\lambda)\), respectively.
B Special functions

We denote the $q$-analog of the double gamma function as

$$G(z) = G(z; q_1, q_2) = \exp\left(-\sum_{n=1}^{\infty} \frac{z^n}{n} \frac{1}{(1-q_1^n)(1-q_2^n)}\right), \quad |z| < 1. \tag{B.1}$$

We can rewrite this using infinite products

$$G(z) = \begin{cases} \prod_{k,k'=0}^{\infty} (1 - zq_1^k q_2^{k'}) \quad (|z|, |q_1|, |q_2| < 1) \\ \prod_{k,k'=0}^{\infty} (1 - zq_1^{-1} q_1^{-k} q_2^{-k'})^{-1} \quad (|z| < 1, |q_1| > 1, |q_2| < 1) \tag{B.2} \\ \prod_{k,k'=0}^{\infty} (1 - zq_1^{-k} q_2^{-1} q_2^{-k'}) \quad (|z| < 1, |q_1|, |q_2| > 1). \end{cases}$$

For the region $|z| > 1$, we need to analytic continue using the following formula

$$G(z^{-1}) = G(q_1 q_2 z) \Gamma(z^{-1}; q_1, q_2)^{-1}, \tag{B.3}$$

where $\Gamma(z; q_1, q_2)$ is the elliptic gamma function

$$\Gamma(z; p, q) = \prod_{m,n=0}^{\infty} \frac{1 - p^{n+1} q^{m+1} z^{-1}}{1 - p^n q^m z}. \tag{B.4}$$

Using this property, for example, the perturbative part of the vector multiplet part is converted as

$$\prod_{i,j=1}^{n} G(v_i/v_j) \to \prod_{i<j} G(q_1 q_2 v_i/v_j) G(v_i/v_j), \quad |v_i/v_j| < 1 \text{ for } i < j. \tag{B.5}$$

Namely, we regularize the perturbative part by omitting the contact term coming from $G(1)$ and use the elliptic gamma function to do the analytic continuation. We also omit the elliptic gamma function from the partition function. We will finally see that this form reproduces the partition function obtained from the intertwiner formalism.

C Formulas for Nekrasov factors

C.1 Equivalent expressions of Nekrasov factors

In this section, we consider equivalent expressions of the Nekrasov factors appearing in super-group gauge theories. For the ordinary group gauge theories, similar formulas have been derived in the past literature [1, 4, 7, 36]. For the supergroup case, see [33, 67].
There are four types of Nekrasov factors which were defined as

\[ N_{\sigma\sigma'}(v_1, \lambda \mid v_2, \nu) = \prod [\text{ch} \, N^{{\sigma}\nu}_1 \text{ch} \, K^{{\sigma}\nu}_2 + q_3 \text{ch} \, K^{{\sigma}\nu}_1 \text{ch} \, N^{{\sigma}\nu}_2 - \text{ch} \, \wedge Q \text{ch} \, K^{{\sigma}\nu}_1 \text{ch} \, K^{{\sigma}\nu}_2] \quad (\text{C.1}) \]

\[ = \prod_{x \in \lambda} \left(1 - \frac{\chi_{x}^{(\sigma)}}{q_3 v_2}\right) \prod_{x \in \nu} \left(1 - \frac{v_1}{\chi_{x}^{(\sigma')}}\right) \prod_{x \in \lambda, y \in \nu} S \left(\frac{\chi_{x}^{(\sigma)}}{\chi_{y}^{(\sigma')}}\right) \quad (\text{C.2}) \]

\[ = \prod_{x \in \lambda} \left(1 - Q \frac{q_{x}^{(\sigma)}}{q_3}\right) \prod_{x \in \nu} \left(1 - Q \frac{1}{q_{x}^{(\sigma')}}\right) \prod_{x \in \lambda, y \in \nu} S \left(\frac{Q q_{x}^{(\sigma)}}{q_{y}^{(\sigma')}}\right), \quad (\text{C.3}) \]

where we used

\[ \chi_{x}^{(\sigma)} = v_1 q_{x}^{(\sigma)}, \quad \chi_{x}^{(\sigma')} = v_2 q_{x}^{(\sigma')}, \quad Q = v_1 / v_2. \quad (\text{C.4}) \]

Obviously, they depend only on the ratio \( Q \), and so we also denote the Nekrasov factors as \( N_{\lambda\nu}^{\sigma\sigma'}(Q; q_1, q_2) \). The \( q \)-coordinates \( q_{x}^{(\sigma)} \) are the coordinates omitting the spectral parameter. Using the equivariant index, we can further derive different appearing but equivalent expressions.

For each gauge node, we can introduce the so-called \( x \)-variables [33, 67, 107]:

\[ X_i^{\sigma} = \left\{ x_{i,k}^{(\sigma)} = v_i^{(\sigma)} q_1^{(\sigma)(k-1)} q_2^{(\sigma)(k-1)} \mid k = 1, \ldots, \infty \right\}, \quad \tilde{X}_i^{\sigma} = \left\{ \tilde{x}_{i,k}^{(\sigma)} = v_i^{(\sigma)} q_1^{(\sigma)(k-1)} \mid k = 1, \ldots, \infty \right\}, \]

\[ \hat{X}_i^{\sigma} = \left\{ \hat{x}_{i,k}^{(\sigma)} = v_i^{(\sigma)} q_1^{(\sigma)(k-1)} \mid k = 1, \ldots, \infty \right\}, \quad \hat{\tilde{X}}_i^{\sigma} = \left\{ \hat{\tilde{x}}_{i,k}^{(\sigma)} = v_i^{(\sigma)} q_1^{(\sigma)(k-1)} \mid k = 1, \ldots, \infty \right\}. \quad (\text{C.5}) \]

For simplicity, we only consider when the rank is one for each node and only consider two nodes. When we do not need to consider bifundamental contributions, we omit the subindex \( i \) denoting the node of the quiver. We introduce bundles \( X_i, X_i^T \) and set the supercharacter as

\[ \text{sch} \, X_i = \sum_{\sigma = \pm} \sigma \text{ch} \, X_{i,\sigma}, \quad \text{ch} \, X_{i,\sigma} = \sum_{x \in X_i^{\sigma}} x, \quad (\text{C.6}) \]

\[ \text{sch} \, X_i^T = \sum_{\sigma = \pm} \sigma \text{ch} \, X_{i,\sigma}^T, \quad \text{ch} \, X_{i,\sigma}^T = \sum_{x \in \hat{\tilde{X}}_i^{\sigma}} x. \quad (\text{C.7}) \]

**Claim 1.** We have the following relation

\[ \text{ch} \, Y^{\sigma} := \text{ch} \, N^{\sigma} - \text{ch} \, \wedge Q \text{ch} \, K^{\sigma} \]

\[ = (1 - q_1^{\sigma}) \text{ch} \, X_{\sigma} \]

\[ = (1 - q_2^{\sigma}) \text{ch} \, X_{\sigma}^T. \quad (\text{C.8}) \]
Generalizing this, it is obvious to see

\[ Y^{(+)}(\lambda)(z) = (1 - v/z) \prod_{x \in \lambda} S(\chi^{(+)}_x/z) \]
\[ = \frac{\prod_{x \in A(\lambda)} (1 - \chi^{(+)}_x/z)}{\prod_{x \in R(\lambda)} (1 - q_3^{-1} \chi^{(+)}_x/z)} \]
\[ = \prod_{x \in \mathcal{X}^+} \frac{1 - x/z}{1 - q_1 x/z} = \prod_{x \in \mathcal{X}^+} \frac{1 - x/z}{1 - q_2 x/z}, \]
\[ Y^{(-)}(\lambda)(z) = (1 - v/z) \prod_{x \in \lambda} S(\chi^{(-)}_x/z) \]
\[ = \frac{\prod_{x \in A(\lambda)} (1 - q_3^{-1} \chi^{(-)}_x/z)}{\prod_{x \in R(\lambda)} (1 - \chi^{(-)}_x/z)} \]
\[ = \prod_{x \in \mathcal{X}^-} \frac{1 - x/z}{1 - q_1^{-1} x/z} = \prod_{x \in \mathcal{X}^-} \frac{1 - x/z}{1 - q_2^{-1} x/z}. \]

(C.9)

(C.10)

Proof. Using

\[(1 - q_1)(1 - q_2) \sum_{\sigma \in \lambda} \chi^{(+)}_{\sigma} = \sum_{\sigma \in \lambda} \chi^{(+)}_{\sigma} - \sum_{\sigma \in \lambda} q_1 \chi^{(+)}_{\sigma} - \sum_{\sigma \in \lambda} q_2 \chi^{(+)}_{\sigma}, \quad \sigma = + \]
\[(1 - q_1)(1 - q_2) \sum_{\sigma \in \lambda} \chi^{(-)}_{\sigma} = \sum_{\sigma \in \lambda} \chi^{(-)}_{\sigma} - \sum_{\sigma \in \lambda} q_1 \chi^{(-)}_{\sigma} - \sum_{\sigma \in \lambda} q_2 \chi^{(-)}_{\sigma}, \quad \sigma = - . \]

(C.11)

(C.12)

we have

\[ \text{ch} \ Y^\sigma = v - (1 - q_1)(1 - q_2) \sum_{\sigma \in \lambda} \chi^{(\sigma)}_{\sigma} = \begin{cases} \sum_{\sigma \in A(\lambda)} \chi^{(+)}_{\sigma} - q_1 q_2 \sum_{\sigma \in R(\lambda)} \chi^{(+)}_{\sigma}, & \sigma = + \\ \sum_{\sigma \in A(\lambda)} q_1 q_2 \chi^{(-)}_{\sigma} - \sum_{\sigma \in R(\lambda)} \chi^{(-)}_{\sigma}, & \sigma = - . \end{cases} \]

(C.13)

The boxes in the Young diagram are drawn with three colors: yellow, red, and blue. Red and yellow boxes are understood as terms with positive signs while blue boxes are understood as terms with negative signs. For example, for a box \( \sigma \in \lambda \), we have

\[(1 - q_1)(1 - q_2) \chi^{(+)}_{\sigma} = \chi^{(+)}_{\sigma} - q_1 \chi^{(+)}_{\sigma} - q_2 \chi^{(+)}_{\sigma} + q_1 q_2 \chi^{(+)}_{\sigma} . \]

(C.14)
and thus, we have a yellow box, two blue boxes next to it (in the $q_1, q_2$ directions), and a red box in the diagonal direction ($q_1 q_2$ direction). In the first equality of (C.11) and (C.12), we took the sum with respect to the yellow box, which is a box in the Young diagram. After taking the sum, terms with positive signs and negative signs cancel with each other and we obtain the second equality.

Similarly, using

\[
(1 - q_1) \text{ch} X_+ = \begin{array} \end{array} - \begin{array} \end{array} = \begin{array} \end{array}, \quad (C.15)
\]

\[
(1 - q_1^{-1}) \text{ch} X_- = \begin{array} \end{array} - \begin{array} \end{array} = \begin{array} \end{array}, \quad (C.16)
\]

we have

\[
(1 - q_1^\sigma) \text{ch} X_\sigma = \begin{cases} 
\sum_{\sigma \in A(\lambda)} \chi_0^{(+)} - q_1 q_2 \sum_{\sigma \in R(\lambda)} \chi_0^{(+)}, \quad \sigma = + \\
\sum_{\sigma \in A(\lambda)} q_1 q_2 \chi_0^{(-)} - \sum_{\sigma \in R(\lambda)} \chi_0^{(-)}, \quad \sigma = - 
\end{cases}. \quad (C.17)
\]

For the transpose, we have

\[
(1 - q_2) \text{ch} X_+^\tau = \begin{array} \end{array} - \begin{array} \end{array} = \begin{array} \end{array}, \quad (C.18)
\]

\[
(1 - q_2^{-1}) \text{ch} X_-^\tau = \begin{array} \end{array} - \begin{array} \end{array} = \begin{array} \end{array}, \quad (C.19)
\]

\[
\square
\]
Nekrasov factor is obtained by excluding the Young diagram independent part. We can rewrite the

Claim 2. We have the following equivalent expressions of the Nekrasov factors.

\[ N_{\lambda^\nu}^{\sigma^\nu'}(Q; q_1, q_2) = \prod_{x \in \lambda} \left( 1 - \frac{\chi_x^{(\sigma)}}{q_2 v} \right) \prod_{y \in \nu} \left( 1 - \frac{v_1}{\chi_x^{(\sigma')}} \right) \prod S \left( \frac{\chi_x^{(\sigma')}}{\chi_y^{(\sigma')}} \right), \quad (C.20) \]

\[ N_{\lambda^\nu}^{\sigma^\nu'}(Q; q_1, q_2) = \prod_{i,j=1}^{\infty} \left( 1 - \frac{Q q_1^{\sigma^i + \alpha - \sigma' v_j} q_2^{\frac{\alpha}{2} - \sigma' v_j + \frac{\alpha}{2} + \alpha \lambda_1}}{1 - Q q_1^{\sigma^i + \frac{\alpha}{2} - \sigma' v_j + \frac{\alpha}{2} + \alpha \lambda_1}} \right)^{\sigma^\nu'} \quad (C.21) \]

\[ N_{\lambda^\nu}^{\sigma^\nu'}(Q; q_1, q_2) = \prod_{(x,x') \in X_{\lambda^\nu} x X_{\nu^\nu'}} \left( \frac{q_2 q_{1^2}^{1 + \sigma^i - \sigma' v_j} x/x'; q_2^\infty}{q_2 q_{1^2}^{1 + \sigma^i - \sigma' v_j} x/x'; q_2^\infty} \right)^{\sigma^\nu'} \quad (C.22) \]

\[ \begin{align*}
\lambda^\nu &= \{ v_1 q_1^{\sigma^i(k-1)} q_2^{\sigma^k} q_2^{\alpha \lambda_1} \}_{k=1}^\infty, \\
\lambda^\nu &= \{ v_2 q_1^{\sigma^i(k-1)} q_2^{\sigma^k} q_2^{\alpha \lambda_1} \}_{k=1}^\infty, \\
\lambda^\nu &= \{ v_1 q_1^{\sigma^i(k-1)} q_2^{\sigma^k} q_2^{\alpha \lambda_1} \}_{k=1}^\infty, \\
\lambda^\nu &= \{ v_2 q_1^{\sigma^i(k-1)} q_2^{\sigma^k} q_2^{\alpha \lambda_1} \}_{k=1}^\infty, \\
\lambda^\nu &= \{ v_1 q_1^{\sigma^i(k-1)} q_2^{\sigma^k} q_2^{\alpha \lambda_1} \}_{k=1}^\infty, \\
\lambda^\nu &= \{ v_2 q_1^{\sigma^i(k-1)} q_2^{\sigma^k} q_2^{\alpha \lambda_1} \}_{k=1}^\infty.
\end{align*} \quad (C.23) \]

\[ N_{\sigma^\nu}(v_1, \lambda | v_2, \nu) = I [ \text{ch} N_1^{\sigma^\nu} \text{ch} K_2^{\sigma^\nu} + q_3 \text{ch} K_1^{\sigma^\nu} \text{ch} N_2^{\sigma^\nu} - \text{ch} \wedge Q^{\sigma^\nu} \text{ch} K_1^{\sigma^\nu} \text{ch} K_2^{\sigma^\nu} ] \quad (C.24) \]

\[ = I \left[ - \text{ch} Y_1^{\sigma^\nu} [\lambda] \text{ch} Y_2^{\sigma^\nu} [\nu] - \text{ch} Y_1^{\sigma^\nu} [\emptyset] \text{ch} Y_2^{\sigma^\nu} [\emptyset] \right] \quad (C.25) \]

Proof. We can write the Nekrasov factors in two ways

where we explicitly wrote the Young diagram dependence in the second equation. Namely, the
Nekrasov factor is obtained by excluding the Young diagram independent part. We can rewrite the
character $\text{ch} \, Y^\sigma[\lambda]$ as

$$\text{ch} \, Y^\sigma[\lambda] = v(1 - q_2') \sum_{i=1}^{\infty} q_1^\sigma(i-1) q_2^\sigma \lambda^i_i \quad \text{(C.26)}$$

$$= v(1 - q_2') \sum_{j=1}^{\infty} q_2^\sigma(j-1) q_1^\sigma \lambda^T_j. \quad \text{(C.27)}$$

Then,

$$-\frac{\text{ch} \, Y_1^{\sigma\nu}[\lambda] \text{ch} \, Y_2^{\nu'}[\nu]}{\text{ch} \wedge Q} = -\frac{v_2}{v_1} (1 - q_1^{-\sigma})(1 - q_2'^{-\nu'}) \sum_{i,j=1}^{\infty} q_1^{-\sigma(i-1)+\sigma' \nu^T_j} q_2^{-\sigma(j-1)-\sigma \lambda_i}$$

$$= -\frac{v_2}{v_1} (-q_1)^{-\frac{1+\sigma}{2}} (-q_2')^{-\frac{1-\sigma'}{2}} \sum_{i,j=1}^{\infty} q_1^{-\sigma(i-1)+\sigma' \nu^T_j} q_2^{-\sigma(j-1)-\sigma \lambda_i} \quad \text{(C.28)}$$

$$= \sigma \sigma' \frac{v_2}{v_1} \sum_{i,j=1}^{\infty} q_1^{-\sigma_i+\frac{\nu_j^T+\sigma \lambda^T_i}{2} + \sigma' \nu^T_j} q_2^{-\sigma'_{j-1} - \sigma \lambda^i_j} \quad \text{(C.29)}$$

where we used

$$\frac{(1 - q_1^{-\sigma})(1 - q_2'^{-\nu'})}{(1 - q_1)(1 - q_2')} = (-q_1)^{-\frac{1+\sigma}{2}} (-q_2')^{-\frac{1-\sigma'}{2}}, \quad (-1)^{-\frac{\sigma'-\sigma}{2}} = \sigma \sigma'. \quad \text{(C.30)}$$

Here we used (C.26) for $\lambda$ and (C.27) for $\nu$. Using (C.26) and (C.27) oppositely, we have

$$-\frac{\text{ch} \, Y_1^{\sigma\nu}[\lambda] \text{ch} \, Y_2^{\nu'}[\nu]}{\text{ch} \wedge Q} = \sigma \sigma' \frac{v_2}{v_1} \sum_{i,j=1}^{\infty} q_1^{-\sigma_j - \frac{\nu^T_j+\sigma \lambda^i_j}{2} - \sigma \lambda^T_i - \sigma_i+\frac{\nu_j^T}{2} + \sigma' \nu^T_j} q_2^{-\sigma'_{j-1} - \sigma \lambda^i_j}. \quad \text{(C.31)}$$

In fact, permuting $q_1 \leftrightarrow q_2$ and taking the transpose $\lambda_i \to \lambda^T_i$, $\nu_j \to \nu^T_j$ of (C.28), we obtain (C.30)

Taking the index, the Nekrasov factors will be written as

$$N_{\sigma \sigma'}(v_1, \lambda | v_2, \nu) := N_{\sigma \sigma'}(Q; q_1, q_2) = \prod_{i,j=1}^{\infty} \left( 1 - Q q_1^{\sigma_i - \frac{\nu^T_j + \sigma \lambda^T_i}{2} - \sigma'_{j-1} - \frac{\nu^T_j + \sigma \lambda^T_i}{2} q_2} \right)^{\sigma \sigma'} \quad \text{(C.32)}$$
where \( Q = v_1/v_2 \). Explicitly we have

\[
\begin{align*}
N_{\lambda\nu^+}^+(Q; q_1, q_2) &= \prod_{i,j=1}^{\infty} \frac{1 - Q q_1^{i-\nu_j^+} q_2^{j+1+\lambda}}{1 - Q q_1^{i-\nu_j^+} q_2^{j+1}}, \\
N_{\lambda\nu^-}^+(Q; q_1, q_2) &= \prod_{i,j=1}^{\infty} \frac{1 - Q q_1^{i+1} q_2^{j+1}}{1 - Q q_1^{i+1} q_2^{j+1}}, \\
N_{\lambda\nu^+}^-(Q; q_1, q_2) &= \prod_{i,j=1}^{\infty} \frac{1 - Q q_1^{i+1} q_2^{j-1+\lambda}}{1 - Q q_1^{i+1} q_2^{j-1+\lambda}}, \\
N_{\lambda\nu^-}^-(Q; q_1, q_2) &= \prod_{i,j=1}^{\infty} \frac{1 - Q q_1^{i+1} q_2^{j-1}}{1 - Q q_1^{i+1} q_2^{j-1}}.
\end{align*}
\]

We can also obtain the expressions using the \( x \)-variables:

\[
- \frac{\text{ch } Y_{1,\nu}^\sigma \lfloor \chi \rfloor \text{ch } Y_{2,\nu}^\sigma}{\text{ch } \land \mathbf{Q}} [\nu] = - \left( 1 - q_1^{-\sigma} \right) \left( 1 - q_1^{-\sigma'} \right) \sum_{(x,x') \in X_\lambda^\sigma \times X_\nu^\nu} \frac{x'}{x} = -\sigma(1 - q_1^{-\sigma'}) (1 - q_1^{-1} x') \sum_{(x,x') \in X_\lambda^\sigma \times X_\nu^\nu} q_1^{-j} x'.
\]

Taking the index we obtain the above formula. Explicitly, they are written as

\[
\llbracket - \frac{\text{ch } Y_{1,\nu}^\sigma \lfloor \chi \rfloor \text{ch } Y_{2,\nu}^\sigma}{\text{ch } \land \mathbf{Q}} [\nu] \rrbracket = \begin{cases} 
\prod_{(x,x') \in X_\lambda^\sigma \times X_\nu^\nu} \frac{(q_2 x/x'; q_2)_\infty}{(q_1 q_2 x/x'; q_2)_\infty}, & \sigma = \sigma' = +, \\
\prod_{(x,x') \in X_\lambda^\sigma \times X_\nu^\nu} \frac{(q_1 q_2 x/x'; q_2)_\infty}{(q_1^{-1} q_2 x/x'; q_2)_\infty}, & \sigma = +, \sigma' = -, \\
\prod_{(x,x') \in X_\lambda^{-\sigma} \times X_\nu^\nu} \frac{(q_2 x/x'; q_2)_\infty}{(q_1 q_2 x/x'; q_2)_\infty}, & \sigma = -, \sigma' = +, \\
\prod_{(x,x') \in X_\lambda^{-\sigma} \times X_\nu^\nu} \frac{(q_1^{-1} q_2 x/x'; q_2)_\infty}{(q_1 q_2 x/x'; q_2)_\infty}, & \sigma = \sigma' = -.
\end{cases}
\]

For the transpose, we just need to change \( q_1 \leftrightarrow q_2, \lambda \rightarrow \lambda^\tau, \nu \rightarrow \nu^\tau \), and \( X_\lambda^\sigma \rightarrow \tilde{X}_\lambda^\sigma \).

\[\Box\]

**Claim 3.** For the diagonal Nekrasov factors \( N_{\lambda\nu^+}^+(Q; q_1, q_2), N_{\lambda\nu^-}^-(Q; q_1, q_2) \), we have another description using the arm and leg length

\[
N_{\lambda\nu^+}^+(Q; q_1, q_2) = \prod_{\alpha \in \lambda} \left( 1 - Q q_1^{\lambda(\alpha) + 1} q_2^{-\alpha(\alpha)} \right) \prod_{\alpha \in \nu} \left( 1 - Q q_1^{-\nu(\alpha)} q_2^{\alpha(\alpha) + 1} \right), \\
N_{\lambda\nu^-}^-(Q; q_1, q_2) = \prod_{\alpha \in \nu} \left( 1 - Q q_1^{\lambda(\alpha) + 1} q_2^{-\alpha(\alpha)} \right) \prod_{\alpha \in \lambda} \left( 1 - Q q_1^{-\nu(\alpha)} q_2^{\alpha(\alpha) + 1} \right).
\]
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\[ N^{-\nu}_{\lambda\nu}(Q; q_1, q_2) = N^{+\nu}_{\nu\lambda}(Q; q_1, q_2). \]  
(C.37)

In particular, for \( \lambda = \nu, Q = 1 \), we have
\[ N^{++}_{\lambda\lambda}(1; q_1, q_2) = N^{-\nu}_{\lambda\nu}(1; q_1, q_2), \]  
(C.38)

which means the vector multiplet contributions of \( U(1 | 0) \) and \( U(0 | 1) \) gauge theories are the same.

**Proof.** See for example [7,67] for the derivation of the first equation (C.36).

The second equation (C.37) comes from
\[
N^{-\nu}_{\lambda\nu}(v_1, \lambda | v_2, \nu) = \prod_{x \in \lambda} \left(1 - \frac{\chi^{(-)}_x}{q_3 v_2}\right) \prod_{x \in \nu} \left(1 - \frac{v_1}{\chi^{(-)}_x}\right) \prod_{y \in \lambda} S\left(\frac{\chi^{(-)}_y}{\chi^{(-)}_x}\right) \\
= \prod_{x \in \lambda} \left(1 - \frac{v_1}{v_2 q^{(+)}_x}\right) \prod_{x \in \nu} \left(1 - \frac{v_1 q^{(-)}_x}{q_3 v_2}\right) \prod_{y \in \lambda} S\left(\frac{v_1 q^{(+)}_y}{v_2 q^{(+)}_x}\right) \\
= N^{++}_{+\nu}(v_1, \nu | v_2, \lambda)
\]  
(C.39)

where we used
\[
\chi^{(-)}_x = v_1 q^{(-)}_x = v_1 q_3 / q^{(+)}_x, \quad \lambda \in \lambda, \quad \chi^{(-)}_x = v_2 q^{(-)}_x = v_2 q_3 / q^{(+)}_x, \quad \lambda \in \nu.
\]  
(C.40)

\[ \square \]

### C.2 Symmetries of Nekrasov factors

Let us study the symmetries of the Nekrasov factors.

**Claim 4.** We have the following symmetries of the Nekrasov factors:

\[
N^{\sigma\sigma'}_{\lambda\nu}(Q; q_1, q_2) = (-Q)^{\lambda+|\lambda'|} q_3^{\frac{1}{2}(\lambda+|\lambda'|)} q_1^{\frac{1}{2}(\nu+|\nu'|)} q_2^{(n(\lambda)-n'(\nu)^T) - n'(\nu)^T - n(\lambda)^T) - n'(\nu)^T) \\
\times N^{\nu\lambda}_{\nu\lambda'}(q_3 Q^{-1}; q_1, q_2), \\
N^{\sigma\sigma'}_{\lambda\nu}(Q; q_1^{-1}, q_2^{-1}) = N^{\sigma\sigma'}_{\nu\lambda}(q_3 Q; q_1, q_2)
\]  
(C.41)

**Proof.** Using (C.3), we have
\[
N^{\sigma\sigma'}_{\lambda\nu}(Q; q_1, q_2) = \prod_{x \in \lambda} \left(1 - \frac{\chi^{(\sigma)}_x}{q_3 v_2}\right) \prod_{x \in \nu} \left(1 - \frac{v_1}{\chi^{(\sigma')}_x}\right) N^{\sigma\sigma'}_{\nu\lambda}(q_3 Q^{-1}; q_1, q_2).
\]  
(C.43)
Applying the identities
\[
\prod_{x \in \lambda} \left( - \chi_x^{(\sigma)} \right) = (-Q)^{\lambda} q_3^{-\frac{1+\sigma}{2}} q_1^{\sigma n(\lambda)} q_2^{\sigma n(\lambda^T)},
\] (C.44)
\[
\prod_{x \in \nu} \left( - \frac{\nu_1}{\chi_x^{(\sigma')}} \right) = (-Q)^{\nu'} q_3^{-\frac{1+\sigma'}{2}} q_1^{-\sigma' n(\nu)} q_2^{-\sigma' n(\nu^T)},
\] (C.45)
\[
\prod_{x \in \lambda} \chi_x^{(\sigma)} = \nu_1^{\lambda} q_3^{\frac{1-\sigma}{2}} q_1^{\sigma n(\lambda)} q_2^{\sigma n(\lambda^T)}
\] (C.46)
we obtain (C.41).

The second indentity (C.42) is obtained as
\[
N_{\lambda\nu}^{\sigma\sigma'} (Q; q_1^{-1}, q_2^{-1}) = \prod_{x \in \lambda} \left( 1 - Q q_3^{-\frac{1}{2}} q_x^{(\sigma)} (q_1, q_2) \right) \prod_{x \in \nu} \left( 1 - Q q_x^{(\sigma')} (q_1, q_2) \right) \prod_{x \in \lambda} S \left( Q q_x^{(\sigma)} (q_1, q_2); q_1^{-1}, q_2^{-1} \right)
\]
\[
= \prod_{x \in \lambda} \left( 1 - Q q_3^{-\frac{1}{2}} q_x^{(\sigma)} (q_1, q_2) \right) \prod_{x \in \nu} \left( 1 - Q q_x^{(\sigma')} (q_1, q_2) \right) \prod_{x \in \lambda} S \left( Q q_x^{(\sigma')} (q_1, q_2); q_1, q_2 \right)
\]
\[
= N_{\nu\lambda}^{\sigma\sigma'} (Q q_3; q_1, q_2)
\] (C.47)

where we explicitly wrote the \(q_1, q_2\) dependence of the \(q\)-coordinates and the scattering function \(S(z)\) and used
\[
q_x^{(\sigma)} (q_1^{-1}, q_2^{-1}) = 1/q_x^{(\sigma)} (q_1, q_2),
\] (C.48)
\[
S(z; q_1^{-1}, q_2^{-1}) = S(z^{-1}; q_1, q_2) = S(q_3 z; q_1, q_2).
\] (C.49)

\[\square\]

### C.3 Formulas for refined topological vertex

We summarize the formulas we used to derive the identification of intertwiners and topological vertices. We set the deformation parameters as \(q_1 = q, q_2 = t^{-1}\).

#### Claim 5. By direct calculation, we have

\[
(v^{\gamma})^{-|\lambda|} \prod_{x \in \lambda} \chi_x^{(\gamma)} = q_2^{\frac{1}{2} ||\lambda^T||^2} t^{-\frac{1}{2} ||\lambda||^2},
\]
\[
(q_3 v^{\gamma})^{-|\lambda|} \prod_{x \in \lambda} \chi_x^{(-\gamma)} = q_3^{-|\lambda|} q^{-\frac{1}{2} ||\lambda^T||^2} t^{\frac{1}{2} ||\lambda||^2},
\] (C.50)
\[
N_{++}(v, \lambda | v, \lambda) = (v^{\gamma})^{-|\lambda|} q^{-\frac{1}{2} ||\lambda^T||^2} t^{-\frac{1}{2} ||\lambda||^2} Z_{\lambda}^{-1}(q, t) \overline{Z}_{\lambda}^T(t, q),
\]
\[
N_{--}(v, \lambda | v, \lambda) = (v^{\gamma})^{-|\lambda|} q^{\frac{1}{2} ||\lambda^T||^2} t^{\frac{1}{2} ||\lambda||^2} \overline{Z}_{\lambda}^{-1}(t^{-1}, q^{-1}) \overline{Z}_{\lambda}^T(t^{-1}, q^{-1})
\] (C.51)
\( a_\lambda^{(-)} = (-\gamma)^{|\lambda|} q^{||\lambda||^2} \tilde{Z}_\lambda(t, q), \)  
\( a_\lambda^{(+)} = (-\gamma)^{-|\lambda|} q^{-||\lambda||^2} \tilde{Z}_\lambda(t^{-1}, q^{-1}) \tilde{Z}_\lambda(q^{-1}, t^{-1}), \)

where

\[
\tilde{Z}_\lambda(t, q) = \prod_{(i,j) \in \lambda} (1 - t^{l(i,j)+1} q^{a(i,j)})^{-1}.
\]

### D Derivation of level \((0, -1)\) representation

We first give the following ansatz

\[
x^+(z) |v, \lambda\rangle = \sum_{x \in R(\lambda)} \delta(z/\chi_x^{(-)}) R^{(-)}_\lambda(x) |v, \lambda - x\rangle, \]

\[
x^-(z) |v, \lambda\rangle = \sum_{x \in A(\lambda)} \delta(z/\chi_x^{(-)}) A^{(-)}_\lambda(x) |v, \lambda + x\rangle, \]

\[
\psi^\pm(z) |v, \lambda\rangle = \begin{cases} \Psi^{(-)}_\lambda(z) |v, \lambda\rangle & \text{for } \psi^+ \text{ and } \psi^- \text{ respectively.} 
\end{cases}
\]

Let us first derive the eigenvalue \(\Psi^{(-)}_\lambda(z)\). Inserting these equations to the definition of the algebra, we have the following recursion formula

\[
\frac{\Psi^{(-)}_\lambda(z)}{\Psi^{(-)}_{\lambda-x}(z)} = g \left( \frac{\chi_x^{(-)}}{z} \right) = \frac{S(\chi_x^{(-)}/z)}{S(\eta_3 \chi_x^{(-)}/z)}.
\]

and obtain

\[
\Psi^{(-)}_\lambda(z) = \Psi^{(-)}_\theta(z) \prod_{x \in \lambda} g \left( \frac{\chi_x^{(-)}}{z} \right). \tag{D.3}
\]

The vacuum charge function is defined so that there is a pole in the origin of the Young diagram with coordinate \(q_3 v\) and a zero in \(v\), which terminate the growing of the crystal in the third direction. This gives

\[
\Psi^{(-)}_\lambda(z) = \gamma \frac{(1 - v/z)}{(1 - \eta_3 v/z)} \prod_{x \in \lambda} S(\chi_x^{(-)}/z) = \gamma \frac{\chi^{(-)}_\lambda(z)}{\chi^{(-)}_\lambda(q_3^{-1} z)}. \tag{D.4}
\]

The next thing we need to do is determine the coefficients \(A^{(-)}_\lambda(x), R^{(-)}_\lambda(x)\). Using the \(x^\pm(z)\) relation and the poles structure of \(\Psi^{(-)}_\lambda(z)\), we have

\[
A^{(-)}_\lambda(x) R^{(-)}_{\lambda+x}(x) = \gamma \frac{(1 - q_1)(1 - q_2)}{(1 - \eta_3)} \text{ Res} _{z = \chi_x^{(-)}} z^{-1} \chi^{(-)}_\lambda(q_3^{-1} z)^{-1} \chi^{(-)}_x(z), \quad x \in A(\lambda), \tag{D.5}
\]

\[
R^{(-)}_\lambda(x) A^{(-)}_{\lambda-x}(x) = -\gamma \frac{(1 - q_1)(1 - q_2)}{(1 - \eta_3^{-1})} \text{ Res} _{z = \chi_x^{(-)}} z^{-1} \chi^{(-)}_\lambda(z) \chi^{(-)}_x(q_3 z)^{-1}, \quad x \in R(\lambda).
\]

An answer for these relations is

\[
A^{(-)}_\lambda(x) = \text{ Res } _{z = \chi_x^{(-)}} z^{-1} \chi^{(-)}_\lambda(q_3^{-1} z)^{-1}, \quad R^{(-)}_\lambda(x) = \gamma \text{ Res } _{z = \chi_x^{(-)}} z^{-1} \chi^{(-)}_\lambda(z). \tag{D.6}
\]

One can check this indeed satisfy the above relations.
E Contraction formulas

E.1 Vertex operator representations

The normal ordering formulas are

\[
\varphi^+(z)\varphi^-(w) = \frac{g(\gamma z/w)}{g(\gamma^{-1} z/w)} : \varphi^-(w)\varphi^+(z) :, \quad (E.1)
\]

\[
\eta(z)\eta(w) = \frac{(1 - w/z)(1 - q_1^{-1} w/z)}{(1 - q_1 w/z)(1 - q_2 w/z)} : \eta(z)\eta(w) := S(w/z)^{-1} : \eta(z)\eta(w) :, \quad (E.2)
\]

\[
\xi(z)\xi(w) = \frac{(1 - q_3 w/z)(1 - w/z)}{(1 - q_1 w/z)(1 - q_2^{-1} w/z)} : \xi(z)\xi(w) := S(q_3 w/z)^{-1} : \xi(z)\xi(w) :, \quad (E.3)
\]

\[
\eta(z)\xi(w) = \frac{(1 - q_1 \gamma w/z)(1 - q_2 \gamma w/z)}{(1 - \gamma w/z)(1 - \gamma^{-1} w/z)} : \eta(z)\xi(w) := S(\gamma w/z) : \eta(z)\xi(w) :, \quad (E.4)
\]

\[
\xi(z)\eta(w) = \frac{(1 - q_1 \gamma w/z)(1 - q_2 \gamma^{-1} w/z)}{(1 - \gamma w/z)(1 - \gamma^{-1} w/z)} : \xi(z)\eta(w) := S(\gamma w/z) : \xi(z)\eta(w) :, \quad (E.5)
\]

\[
\eta(z)\varphi^+(w) = \eta(z)\varphi^+(w) :, \quad (E.6)
\]

\[
\varphi^+(z)\eta(w) = g(\gamma^{-1/2} w/z)^{-1} : \varphi^+(z)\eta(w) := \frac{S(\gamma^{3/2} w/z)}{S(\gamma^{-1/2} w/z)} : \varphi^+(z)\eta(w) :, \quad (E.7)
\]

\[
\varphi^-(z)\eta(w) = \varphi^-(z)\eta(w) :, \quad (E.8)
\]

\[
\eta(z)\varphi^-(w) = g(\gamma^{-1/2} w/z)^{-1} : \varphi^-(w)\eta(z) := \frac{S(\gamma^{3/2} w/z)}{S(\gamma^{-1/2} w/z)} : \eta(z)\varphi^-(w) :, \quad (E.9)
\]

\[
\xi(z)\varphi^+(w) = \xi(z)\varphi^+(w) :, \quad (E.10)
\]

\[
\varphi^+(z)\xi(w) = g(\gamma^{1/2} w/z) : \varphi^+(z)\xi(w) := \frac{S(\gamma^{1/2} w/z)}{S(\gamma^{5/2} w/z)} : \varphi^+(z)\xi(w) :, \quad (E.11)
\]

\[
\varphi^-(z)\xi(w) = \varphi^-(z)\xi(w) :, \quad (E.12)
\]

\[
\xi(z)\varphi^-(w) = g(\gamma^{1/2} w/z) : \xi(z)\varphi^-(w) := \frac{S(\gamma^{1/2} w/z)}{S(\gamma^{5/2} w/z)} : \xi(z)\varphi^-(w) :, \quad (E.13)
\]

\[
\varphi^+(z) = \eta(z) \gamma^{1/2} \xi(z) \gamma^{-1/2} :, \quad (E.14)
\]

\[
\varphi^-(z) = \eta(z) \gamma^{-1/2} \xi(z) \gamma^{1/2} :, \quad (E.15)
\]

\[
\gamma^{5/2} = q_3 \gamma^{1/2}, \quad (E.16)
\]

\[
\gamma^2 = q_3, \quad (E.17)
\]

\[
\gamma^{3/2} = q_3 \gamma^{-1/2}. \quad (E.18)
\]

E.2 Contractions of intertwiners

The normal ordering formulas for the Drinfeld currents and the intertwiners are

\[
\eta(z) \Phi_{\sigma,\theta}[v] = (1 - v/z)^{-\sigma} : \eta(z) \Phi_{\sigma,\theta}[v] :, \quad (E.19)
\]
We also have the following contraction formulas

\[
\Phi_{\sigma,0}[v]\eta(z) = (1 - q_3^{-1}z/v)^{-\sigma} : \Phi_{\sigma,0}[v]\eta(z) ; \tag{E.20}
\]

\[
\xi(z)\Phi_{\sigma,0}[v] = (1 - \gamma v/z)^{\sigma} : \xi(z)\Phi_{\sigma,0}[v] ; \tag{E.21}
\]

\[
\Phi_{\sigma,0}[v]\xi(z) = (1 - \gamma^{-1}z/v)^{\sigma} : \Phi_{\sigma,0}[v]\xi(z) ; \tag{E.22}
\]

\[
\varphi^-(z)\Phi_{\sigma,0}[v] =: \varphi^-(z)\Phi_{\sigma,0}[v] ; \tag{E.23}
\]

\[
\Phi_{\sigma,0}[v]\varphi^-(z) = \left(1 - \gamma^{-1/2}z/v \right)_{\sigma} : \Phi_{\sigma,0}[v]\varphi^-(z) ; \tag{E.24}
\]

\[
\varphi^+(z)\Phi_{\sigma,0}[v] = \left(1 - \gamma^{-3/2}v/z \right)_{\sigma} : \varphi^+(z)\Phi_{\sigma,0}[v] ; \tag{E.25}
\]

\[
\Phi_{\sigma,0}[v]\varphi^+(z) =: \Phi_{\sigma,0}[v]\varphi^+(z) ; \tag{E.26}
\]

and

\[
\eta(z)\Phi_{\sigma,0}^*[v] = (1 - \gamma v/z)^{\sigma} : \eta(z)\Phi_{\sigma,0}^*[v] ; \tag{E.27}
\]

\[
\Phi_{\sigma,0}[v]\eta(z) = (1 - \gamma^{-1}z/v)^{\sigma} : \Phi_{\sigma,0}[v]\eta(z) ; \tag{E.28}
\]

\[
\xi(z)\Phi_{\sigma,0}^*[v] = (1 - q_3 v/z)^{-\sigma} : \Phi_{\sigma,0}^*[v]\xi(z) ; \tag{E.29}
\]

\[
\Phi_{\sigma,0}^*[v]\xi(z) = (1 - z/v)^{-\sigma} : \Phi_{\sigma,0}^*[v]\xi(z) ; \tag{E.30}
\]

\[
\varphi^-(z)\Phi_{\sigma,0}^*[v] =: \varphi^-(z)\Phi_{\sigma,0}^*[v] ; \tag{E.31}
\]

\[
\Phi_{\sigma,0}[v]\varphi^-(z) = \frac{1 - \gamma^{-3/2}z/v}{1 - \gamma^{-1/2}v/z} : \Phi_{\sigma,0}[v]\varphi^-(z) ; \tag{E.32}
\]

\[
\varphi^+(z)\Phi_{\sigma,0}^*[v] = \frac{1 - \gamma^{1/2}v/z}{1 - \gamma^{3/2}v/z} : \varphi^+(z)\Phi_{\sigma,0}^*[v] ; \tag{E.33}
\]

\[
\Phi_{\sigma,0}^*[v]\varphi^+(z) =: \Phi_{\sigma,0}^*[v]\varphi^+(z) ; \tag{E.34}
\]

We also have the following contraction formulas

\[
\eta(z)\Phi_{\sigma,\lambda}[u, v] = \left[\frac{\psi_{\lambda}^{(\sigma)}(z)^{-\sigma}}{\gamma_{\lambda}^{(\sigma)}}\right] : \eta(z)\Phi_{\sigma,\lambda}[u, v] ; \tag{E.35}
\]

\[
\Phi_{\sigma,\lambda}[u, v]\eta(z) = \left[\frac{-u q_3}{z}\frac{1}{\gamma_{\lambda}^{(\sigma)}(q_3^{-1}z)}\right]_{+} : \Phi_{\sigma,\lambda}[u, v]\eta(z) ; \tag{E.36}
\]

\[
\xi(z)\Phi_{\sigma,\lambda}[u, v] = \left[\frac{\psi_{\lambda}^{(\sigma)}(\gamma^{-1}z)^{\sigma}}{\gamma_{\lambda}^{(\sigma)}}\right]_{+} : \xi(z)\Phi_{\sigma,\lambda}[u, v] ; \tag{E.37}
\]

\[
\Phi_{\sigma,\lambda}[u, v]\xi(z) = \left[\frac{-\gamma^{-1}z}{v}\frac{\psi_{\lambda}^{(\sigma)}}{\gamma_{\lambda}^{(\sigma)}(\gamma^{-1}z)}\right]_{+} : \Phi_{\sigma,\lambda}[u, v]\xi(z) ; \tag{E.38}
\]

\[
\varphi^-(z)\Phi_{\sigma,\lambda}[u, v] =: \varphi^-(z)\Phi_{\sigma,\lambda}[u, v] ; \tag{E.39}
\]

\[
\Phi_{\sigma,\lambda}[u, v]\varphi^-(z) = \left[\frac{\gamma^2\psi_{\lambda}^{(\sigma)}(\gamma^{-1/2}z)}{\gamma_{\lambda}^{(\sigma)}(\gamma^{-3/2}z)}\right]_{+} : \Phi_{\sigma,\lambda}[u, v]\varphi^-(z) ; \tag{E.40}
\]

\[
= \left[\gamma^\sigma\psi_{\lambda}^{(\sigma)}(\gamma^{-1/2}z)^{-\sigma}\right]_{+} : \Phi_{\sigma,\lambda}[u, v]\varphi^-(z) ;
\]
\[ \varphi^+(z) \Phi_{\sigma,\lambda}[u, v] = \left[ \frac{\mathcal{Y}^{(\sigma)}_\lambda(\gamma^{-3/2}z)}{\mathcal{Y}^{(\sigma)}_\lambda(\gamma^{1/2}z)} \right] : \varphi^+(z) \Phi_{\sigma,\lambda}[u, v] : \]

\[ = \left[ \gamma^\sigma \Psi^{(\sigma)}_\lambda(\gamma^{1/2}z)^\sigma \right] : \varphi^+(z) \Phi_{\sigma,\lambda}[u, v] : ; \]

\[ \Phi_{\sigma,\lambda}[u, v] \varphi^+(z) =: \Phi_{\sigma,\lambda}[u, v] \varphi^+(z) : \]  

(E.41)

and

\[ \eta(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] = \left[ \mathcal{Y}^{(\sigma)}_\lambda(\gamma^{-1}z)^\sigma \right] : \eta(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] ; \]

\[ \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \eta(z) = \left[ \left( -\frac{\gamma^{-1}z}{v} \mathcal{Y}^{(\sigma)}_\lambda(\gamma^{-1}z) \right)^\sigma \right] : \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \eta(z) ; \]

(E.43)

\[ \xi(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] = \left[ \mathcal{Y}^{(\sigma)}_\lambda(q_3^{-1}z)^{-\sigma} \right] : \xi(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] ; \]

(E.45)

\[ \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \xi(z) = \left[ \left( -\frac{v}{z} \mathcal{Y}^{(\sigma)}_\lambda(z) \right)^\sigma \right] : \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \xi(z) ; \]

(E.46)

\[ \varphi^-(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] =: \varphi^-(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] : \]

\[ \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \varphi^-(z) = \left[ \left( \frac{\gamma^2}{\mathcal{Y}^{(\sigma)}_\lambda(\gamma^{-1}z)^\sigma} \right) \right] : \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \varphi^-(z) ; \]

(E.47)

\[ \varphi^+(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] = \left[ \mathcal{Y}^{(0)}_\lambda(\gamma^{-2}z)^\sigma \right] : \varphi^+(z) \Phi^{(n)^*}_{\sigma,\lambda}[u, v] ; \]

(E.49)

\[ \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \varphi^+(z) = \left[ \mathcal{Y}^{(0)}_\lambda(\gamma^{-1}z)^{\sigma} \right] : \Phi^{(n)^*}_{\sigma,\lambda}[u, v] \varphi^+(z) ; \]

(E.50)

The contraction of the intertwiners are

\[ \Phi_{\sigma',0[v_2]\Phi_{\sigma,0}[v_1]} = (\mathcal{G}(q_3^{-1}v_1/v_2))^{\sigma \sigma'} : \Phi_{\sigma',0[v_2]\Phi_{\sigma,0}[v_1]} ; \]

(E.51)

\[ \Phi^*_{\sigma',0[v_2]\Phi^*_{\sigma,0}[v_1]} = (\mathcal{G}(v_1/v_2))^{\sigma \sigma'} : \Phi^*_{\sigma',0[v_2]\Phi^*_{\sigma,0}[v_1]} ; \]

(E.52)

\[ \Phi_{\sigma',0[v_2]\Phi^*_{\sigma,0}[v_1]} = (\mathcal{G}(\gamma^{-1}v_1/v_2))^{-\sigma \sigma'} : \Phi_{\sigma',0[v_2]\Phi^*_{\sigma,0}[v_1]} ; \]

(E.53)

\[ \Phi^*_{\sigma',0[v_2]\Phi^*_{\sigma,0}[v_1]} = (\mathcal{G}(\gamma^{-1}v_1/v_2))^{-\sigma \sigma'} : \Phi^*_{\sigma',0[v_2]\Phi^*_{\sigma,0}[v_1]} ; \]

(E.54)

and

\[ \Phi^{(n_2)}_{\sigma',\mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma,\lambda}[u_1, v_1] = (\mathcal{G}(q_3^{-1}v_1/v_2))^{\sigma \sigma'} N_{\sigma \sigma'}(v_1, \lambda \mid v_2, \mu)^{-\sigma \sigma'} : \Phi^{(n_2)}_{\sigma',\mu}[u_2, v_2] \Phi^{(n_1)}_{\sigma,\lambda}[u_1, v_1] ; \]

(E.55)

\[ \Phi^{(n_2)^*}_{\sigma',\mu}[u_2, v_2] \Phi^{(n_1)^*}_{\sigma,\lambda}[u_1, v_1] = (\mathcal{G}(v_1/v_2))^{\sigma \sigma'} N_{\sigma \sigma'}(q_3v_1, \lambda \mid v_2, \mu)^{-\sigma \sigma'} : \Phi^{(n_2)^*}_{\sigma',\mu}[u_2, v_2] \Phi^{(n_1)^*}_{\sigma,\lambda}[u_1, v_1] ; \]

(E.56)
Φ^{(n_2)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] = (G(\gamma^{-1}v_1/v_2))^{-\sigma'\sigma'} N_{\sigma',\sigma'}(\gamma v_1, \lambda | v_2, \mu) ; \Phi^{(n_2)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] ;
(E.57)

where \(\sigma, \sigma' = \pm\).

F Intertwiner property (AFS property)

We illustrate the AFS properties of the positive and negative intertwiners using diagrams. For the intertwiner, we have the following three properties:

1. \(x^+(z) \)

\[
\begin{align*}
\Phi^{(n_2)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] &= \Phi^{(n_2,\ast)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] \\
&= x^+(z) + \psi^-(z)
\end{align*}
\]  
(F.1)

2. \(x^-(z) \)

\[
\begin{align*}
\Phi^{(n_2)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] &= \Phi^{(n_2,\ast)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] \\
&= x^-(\gamma z) + \psi^+(\gamma^1/2 z)
\end{align*}
\]  
(F.2)

3. \(\psi^\pm(z) \)

\[
\begin{align*}
\Phi^{(n_2)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] &= \Phi^{(n_2,\ast)}_{\sigma',\mu}[u_2,v_2]\Phi^{(n_1)}_{\sigma,\lambda}[u_1,v_1] \\
&= \psi^\pm(z)
\end{align*}
\]  
(F.3)

For the dual intertwiner, we have
1. \( x^-(z) \)

\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\]
\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\]  

(F.4)

2. \( x^-(z) \)

\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\]
\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\]  

(F.5)

3. \( \psi^\pm(z) \)

\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\]
\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} \]  

(F.6)

Note that the graphical look of the intertwiner properties does not depend on the parities of the crystal representations because their central charges are \( \hat{\gamma} = 1 \), which means they do not change the variables inside the Drinfeld currents.

Using the ket and bra representations in section 3.1, we also have the following property for \( g(z) \in \mathcal{E} \)

\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\]
\[
\begin{array}{c}
\begin{array}{c}
\vdots \\
\hline \\
\hline \\
\end{array}
\end{array}
\]  

(F.7)

where this is understood as \( \Phi_\sigma g(z) \Phi_\sigma^\dagger = \Phi_\sigma g(z) \Phi_\sigma^\dagger \). Namely, after inserting \( 1 = \sum_\lambda a_\lambda^{(\sigma)} |v, \lambda\rangle \langle \langle v, \lambda| \), we have this identity.
We also have similar properties for the gluings in the vertical direction such as
\[ g(z) = g(z) \] (F.8)

G Schur functions and free field realization

Boson-fermion correspondence We use the following notations for free bosons and fermions:

\[ [a_n, \hat{Q}] = \delta_{n,0}, \quad [a_m, a_n] = m \delta_{m+n,0}, \quad \{\psi_r, \psi_s^\ast\} = \delta_{r+s,0}, \quad \{\psi_r, \psi_s\} = \{\psi_r^\ast, \psi_s^\ast\} = 0, \]

\[ \phi(z) = \hat{Q} + a_0 \log z - \sum_{n \neq 0} \frac{a_n}{n} z^{-n}, \quad \psi(z) = \sum_{r \in \mathbb{Z}+1/2} \frac{\psi_r}{z^{r+1/2}}, \quad \psi^\ast(z) = \sum_{r \in \mathbb{Z}+1/2} \frac{\psi_r^\ast}{z^{r+1/2}}. \] (G.1)

We also define the \( U(1) \) current \( J(z) \) as

\[ J(z) = \partial \phi(z) = \sum_{n \in \mathbb{Z}} \frac{a_n}{z^{n+1}}. \] (G.2)

Then, the boson-fermion correspondence is

\[ J(z) =: \psi^\ast(z) \psi(z) :, \quad \psi(z) =: e^{-\phi(z)} :, \quad \psi^\ast(z) =: e^{\phi(z)} : \] (G.3)

Using the above correspondence, we can construct the Fock basis of the free boson using the fermion representation as

\[ |\lambda\rangle = (-1)^{\sum (m_n - \frac{1}{2})} \psi^\ast_{m_1} \cdots \psi^\ast_{m_s} \psi_{-n_s} \cdots \psi_{-n_1} |0\rangle, \]

\[ \langle \lambda | \mu \rangle = \delta_{\lambda, \mu}, \quad 1 = \sum_\lambda |\lambda\rangle \langle \lambda|. \] (G.4)

where \( m_1 > m_2 > \cdots m_s \) and \( n_1 > n_2 > \cdots > n_s \) are the Frobenius coordinates.

Free field realization of Schur functions We introduce the following vertex operators

\[ V_\pm(x) = \exp \left( \sum_{n=1}^\infty \frac{p_n(x)}{n} a_\pm_n \right), \quad \tilde{V}_\pm(x) = \exp \left( \sum_{n=1}^\infty -\frac{(-1)^n p_n(x)}{n} a_\pm_n \right), \] (G.5)
where \( p_n(x) = \sum_{i=1}^{\infty} x_i^n \) for \( x = (x_1,x_2,x_3,\ldots) \). Note we are using the multivariable notation. The contraction formulas are

\[
V_+(x)V_-(y) = \prod_{i,j} (1 - x_i y_j)^{-1} V_-(y)V_+(x), \quad (G.6)
\]

\[
\tilde{V}_+(x)\tilde{V}_-(y) = \prod_{i,j} (1 - x_i y_j)^{-1} \tilde{V}_-(y)\tilde{V}_+(x), \quad (G.7)
\]

\[
V_+(x)\tilde{V}_-(y) = \prod_{i,j} (1 + x_i y_j) V_-(y)V_+(x), \quad (G.8)
\]

\[
\tilde{V}_+(x)V_-(y) = \prod_{i,j} (1 + x_i y_j) V_-(y)\tilde{V}_+(x). \quad (G.9)
\]

Free field realizations of skew Schur functions are

\[
s_{\lambda/\mu}(x) = \langle \mu | V_+(x) | \lambda \rangle = \langle \lambda | V_-(x) | \mu \rangle, \quad (G.10)
\]

\[
s_{\lambda^T/\mu}(x) = \langle \mu | \tilde{V}_+(x) | \lambda \rangle = \langle \lambda | \tilde{V}_-(x) | \mu \rangle, \quad (G.11)
\]

where \( \lambda^T \) is the transpose of \( \lambda \). We also have the following formulas

\[
\sum_{\lambda} s_{\lambda/\mu}(x)s_{\lambda/\nu}(y) = \prod_{i,j} (1 - x_i y_j)^{-1} \sum_{\eta} s_{\nu/\eta}(x)s_{\mu/\eta}(y), \quad (G.12)
\]

\[
\sum_{\lambda} s_{\lambda^T/\mu}(x)s_{\lambda^T/\nu}(y) = \prod_{i,j} (1 + x_i y_j) \sum_{\eta} s_{\nu^T/\eta}(x)s_{\mu^T/\eta}(y), \quad (G.13)
\]

and

\[
s_{\lambda/\mu}(\alpha x) = \alpha^{|\lambda|-|\mu|} s_{\lambda/\mu}(x), \quad s_{\alpha}(q^{\rho+\beta}) = (-1)^{|\alpha|} s_{\alpha^T}(q^{-\rho-\beta^T}). \quad (G.14)
\]

Note also that

\[
|\lambda^T\rangle = (-1)^{|\lambda|} |\lambda\rangle. \quad (G.15)
\]
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