Development of QSAR Models Using Singular Value Decomposition Method: A Case Study for Predicting Anti-HIV-1 and Anti-HCV Biological Activities
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Abstract: This study performed a detailed approach derived by coupling singular value decomposition (SVD) with multiple linear regression (MLR) methods on the performance and predictive capability of the quantitative structure-activity relationship (QSAR). The study was carried out on two different datasets of 128 HIV-1 attachment inhibitors and 115 HCV analogs. For both datasets, the structure of each compound was represented by suitable molecular descriptors. Then, the two datasets were divided into training and test sets employing the Kennard-Stone procedure (K-S). Both MLR and SVD-MLR models were developed to link the structure of the studied compounds to their reported biological activities. The selected models were subjected to the internal leave-one-out cross-validation method, and their predictive abilities were evaluated using the external test set. The developed SVD-MLR models were robust and reliable with an external determination coefficient ($R^2_{test}$) of 0.9755 and a mean-square error (MSE) of 0.0205, as well as an $R^2_{test}$ of 0.9179 and MSE of 0.0298 for the HCV and the HIV set, respectively. In return, this model could be developed to predict the activities of a non-seen extra set of organic molecules for the purpose of either virtual screening or lead/hit optimization.
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1. Introduction

Quantitative structure-activity/property relationship (QSAR/QSPR) is considered a mathematical and statistical hypothesis that attempts to find models to accurately predict the biological activity of chemical compounds using their physicochemical properties [1–3]. The application of this approach on chemical datasets of molecules results in a mathematical model that indicates the relationship between the response endpoints (biological activity, property, toxicity, etc.) and the chemical structure information (described as molecular descriptors). QSAR/QSPR methodologies have been applied in various areas of chemistry for predicting the activities of chemical molecules, classifying active and non-active compounds, and serving as a powerful tool in dealing with issues related to the environmental and toxicological domains [4–9].
To begin with, as it is known, QSAR investigations cover three main sessions: data pre-processing, model construction, and model validation. Firstly, for the pre-processing session and after collecting the samples, the dataset must be split into a training set (used to construct the model) and a test set (used to assess the predictive ability) [10]. To better calibrate the constructed model, the training set must be constituted with representative samples and exhibit a well-balanced data distribution [11]. By the same token, the test set must represent the whole dataset [12].

Secondly, for the model construction session, several QSAR studies illustrate various linear and nonlinear techniques used for setting up regression and classification models, such as multiple linear regression (MLR), artificial neural network (ANN), support vector machine (SVM), partial least square (PLS) and a combination of particle swarm optimization with SVM namely (PSO-SVM) [13–20].

Finally, the model’s validation, such as internal validation, external validation, and defining the applicability domain (AD), are the common techniques used to ensure the performance, fitting, and robustness of a QSAR model.

Herein, a method based on the combination of singular value decomposition (SVD) with the MLR methods was developed to set up robust and reliable models. The SVD topology has been established for complex square matrices by Autonne [21] and general rectangular matrices by Eckart and Young [22]. Its definition, a description of the use of this method in regression analysis, and its properties have been described in the literature [23,24].

In the current study, we shall see how the SVD topology combined with the MLR method can be used to improve the predictive ability and the performance of the constructed QSAR models reliably. Therefore, QSAR investigations were conducted on two different datasets of HIV-1 and HCV inhibitors. This work aims to assess and improve the predictive ability and robustness of the developed model based on the SVD topology. A comparison with the obtained results from the MLR model was performed as well.

2. Materials and Methods

2.1. Datasets preparation.

The current study includes two different datasets collected from the literature. A dataset of 128 HIV inhibitors [25–28] was evaluated in order to identify oral HIV-1 attachment inhibitors with the potential to improve the potency of BMS-488043 and/or BMS-378806 [29,30] and another dataset of 115 Hepatitis C virus inhibitors (HCV) [31–33] that was assessed for the ability to inhibit HCV RNA replication in the HCV replicon were used in this study. For both datasets, the biological activity is expressed by the concentration required to reduce 50% of the inhibitory activity (EC_{50} in µM). In order to use the activity data as the dependent variable, all the data were converted to their negative logarithm units -\log_{10}(EC_{50}) (i.e., pEC_{50}). The structures, the values of the biological activity, and the numbering of the compounds for HIV and HCV datasets are given in Tables S1 and S2, respectively.

To evolve and assess QSAR models, the Kennard and Stone (K-S) method was used to divide the data into training and test sets [34]. The training set comprising 70% of the compounds was used to set up the QSAR models, and the remaining 30% were used to evaluate the predictive ability of the resulting models.
2.2. Molecular descriptors generation.

For both datasets, all compounds were drawn and optimized using Gaussian 09 program [35]. The optimization was conducted in the ground state by the DFT method at the B3LYP level of theory with a 6-31G(d,p) basis set. Then, structural parameters (descriptors), which are mathematical values that describe the physical and chemical properties of a molecule, were computed using Dragon 7 program [36]. This program allows the calculation of 5225 data, including several descriptors such as constitutional indices, ring descriptors, topological indices, GETAWAY descriptors, etc.

As it is well-known, creating a predictive QSAR model is quite promising. Initially, we performed a pre-processing data method by removing (a) descriptors with a standard deviation of less than 0.0001, (b) descriptors with at least one missing value, (c) descriptors that are percorrelated with more than 0.95, and (d) descriptors with constant or almost constant values. Further, the stepwise multiple linear regression (stepwise-MLR) approach was applied to select the most important descriptors among the calculated ones. This technique has proved to be a suitable computational method in data analysis problems [37,38]. Finally, four selected descriptors in both HIV and HCV cases are illustrated in Tables 1 and 2.

Table 1. List of the selected molecular descriptors and their physical-chemical meaning for the HIV set.

| Descriptor | Meaning |
|------------|---------|
| TDB04v     | 3D Topological distance-based descriptors - lag 4 weighted by the van der Waals volume |
| TDB10s     | 3D Topological distance-based descriptors – lag 10 weighted by the I-state |
| SpPosA_B(e) | Normalized spectral positive sum from Burden matrix weighted by Sanderson electronegativity |
| CATS2D_03_LL | CATS2D Lipophilic-Lipophilic at lag 3 |

Table 2. List of the selected molecular descriptors and their physical-chemical meaning for the HCV set.

| Descriptor | Meaning |
|------------|---------|
| MATS5p     | Moran autocorrelation of lag 5 weighted by polarizability |
| CATS2D_07_AL | CATS2D Acceptor-Lipophilic at lag 07 |
| MATS1s     | Moran autocorrelation of lag 1 weighted by I-state |
| F06[N-F]   | Frequency of N - F at topological distance 6 |

For the HIV set, TDB04v and TDB10s are two parameters contemporarily based on the topological and geometric distances (also called 3D-TDB descriptors) [39]. TDB04v and TDB10s are related to the van der Waals volume and the intrinsic state, respectively [40]. SpPosA_B(e) is based on the topological shape and the electric state [41]. CATS2D_03_LL is based on the topological distance and provides further insight into the pattern of side-chain substituents in terms of lipophilic (L) character in a molecule. For the HCV set, MATS5p and MATS1s descriptors belong to the 2D-autocorrelation class. MATS5p is weighted by atomic polarizabilities, while MATS1s is calculated by applying the Moran coefficient to the molecular graph and weighted by intrinsic state. These two parameters are related to the dimension and shape of the molecules [42]. The third related descriptor is F06[N-F], which belongs to the substructure of atom pairs descriptors, consists of the Nitrogen and Fluorine atoms that are not directly connected and separated by the topological distance. The fourth parameter is CATS2D_07_AL, which is based on the topological distance and provides information between the hydrogen-bond acceptor (HBA) and lipophilic (L) pharmacophore points [40].
2.3. QSAR model development.

In this study, the developed MLR and SVD-MLR models were executed using R software version 3.5.1, which is a free software for statistical computing and graphics [43]. These models are based on MLR and SVD methods and implement rigorous internal and external validation based on different validation criteria. The main ideas about MLR and SVD developed approaches are given below:

Let us consider \( p \) descriptors \( X1, ..., Xp \) for each \( l \)-th realization \( x_{i1}, ..., x_{ip} \) of the \( p \) descriptors, we calculate the activity \( y_i \), with \( l = 1, ..., n \). We have the regression equation \( y = X\beta + \epsilon \) - what estimate of \( \beta \) would best separate the systematic component \( X\beta \) from the random component \( \epsilon \). The problem is to find \( \hat{\beta} \) such that \( X\hat{\beta} \) is close to \( y \). The response predicted by the model is \( \hat{y} = X\hat{\beta} \) or \( Hy \), where \( H \) is an orthogonal projection matrix of \( y \) onto space, spanned by \( X \). The difference between the actual response and the predicted response is denoted by \( \hat{\epsilon} \) (the residuals). We build a family of predicting models using the learning data \((y_l; x_{i1}, ..., x_{ip})\), with \( l = 1, ..., n \), then we select the best model using the cross-validation method.

2.3.1. MLR method: least-squares estimation.

We might define the best estimate of \( \beta \) as that which minimizes the sum of the squared errors, \( \epsilon^T \epsilon = \|y - X\beta\|^2 \). That is to say that the least-squares estimate called \( \hat{\beta} \) minimizes

\[
\|y - X\beta\|^2 = (y - X\beta)^T(y - X\beta).
\]

We find that \( \hat{\beta} \) satisfies \( X^T\hat{\beta} = X^T y \) (the normal equations). Now provided \( X^T X \) is invertible

\[
\hat{\beta} = (X^T X)^{-1} X^T y
\]

\( H = X(X^T X)^{-1} X^T \) is the orthogonal projection of \( y \) onto space spanned by \( X \).

Finally, we can remember that the least-squares model is defined by

\[
\hat{y} = X(\hat{\beta}) = X X^T y.
\]

2.3.2. SVD-MLR model.

Usually, if \( R^2 \) is small or equivalently if \( \frac{||Hy||^2}{||y||^2} \) is small, then we reject the linear regression model. Here we show how to improve \( R^2 \) using singular value decomposition (SVD).

The column vectors \( y^{(n)} = (y_1, ..., y_n)^T \), \( x_0^{(n)} = 1^n \), \( x_1^{(n)} = (x_{11}, ..., x_{n1})^T \), \( x_p^{(n)} = (x_{1p}, ..., x_{np})^T \) belong to the Euclidean space \( \mathbb{R}^n \). The projector on the subspace spanned by the columns of the design matrix \( X^{(n)} = x_0^{(n)}, ..., x_p^{(n)} \) has the matrix

\[
H^{(n)} = X^{(n)} \left[ (X^{(n)})^T X^{(n)} \right]^{-1} (X^{(n)})^T.
\]

SVD tells us that

\[
H^{(n)} = V^{(n)} \text{diag}(1, ..., 1,0, ..., 0)(V^{(n)})^T,
\]

where the columns \( v_1^{(n)}, ..., v_n^{(n)} \) form an orthonormal basis of \( \mathbb{R}^n \). It follows that

\[
y^{(n)} = H^{(n)} y^{(n)} + \sum_{k=p+1}^{n} (v_k^{(n)})^T y^{(n)} v_k^{(n)}.
\]
Observe that \( \mathbf{H}^{(n)} \mathbf{y}^{(n)} = \sum_{k=0}^{p} (\mathbf{v}_k^{(n)})^T \mathbf{y}^{(n)} \mathbf{v}_k^{(n)} \) and
\[
\| \mathbf{y}^{(n)} \|^2 = \| \mathbf{H}^{(n)} \mathbf{y}^{(n)} \|^2 + \sum_{k=p+1}^{n} |(\mathbf{v}_k^{(n)})^T \mathbf{y}^{(n)}|^2
\]

We sort in descending order the sequence \( |(\mathbf{v}_1^{(n)})^T \mathbf{y}^{(n)}|^2 , \ldots , |(\mathbf{v}_n^{(n)})^T \mathbf{y}^{(n)}|^2 \):
\[
|(\mathbf{v}_{i_{p+1}}^{(n)})^T \mathbf{y}^{(n)}|^2 \geq \cdots \geq |(\mathbf{v}_{i_n}^{(n)})^T \mathbf{y}^{(n)}|^2,
\]
with the integers \( i_{p+1} , \ldots , i_n \in \{ p + 1 , \ldots , n \} \).

By considering the new design matrix \( \tilde{\mathbf{X}}^{(n)} = [\mathbf{X}^n , \mathbf{v}_{i_{p+1}}^{(n)} , \ldots , \mathbf{v}_{i_q}^{(n)}] \) with \( q \in \{ p + 1 , \ldots , n \} \), and we regress \( \mathbf{y}^{(n)} \) on the latter design matrix, we obtain
\[
\tilde{\mathbf{y}} = \tilde{\mathbf{X}}^{(n)} [\tilde{\mathbf{X}}^{(n)}]^T \mathbf{y}^{(n)} = \mathbf{X}^n [\mathbf{X}^n]^T \mathbf{y}^{(n)} + \sum_{k=p+1}^{n} [(\mathbf{v}_k^{(n)})^T \mathbf{y}^{(n)}] \mathbf{v}_k^{(n)},
\]
and then we improve the \( R^2 \). In order to predict the activity/property of a new molecule \( c \), we proceed as follows. We form the design matrix \( \mathbf{X}^{(n+1)} \) such that \( x_{ij}^{(n+1)} = x_{ij} \) with \( i = 1 , \ldots , n \), \( j = 0 , \ldots , p \), \( x_{n+1,j}^{(n+1)} = x_{n+1,j} \) with \( j = 0 , \ldots , p \), and \( x_{n+1,j}^{(n+1)} = v_j^{(n+1)} \) with \( j = p + 1 , \ldots , q \).

Here \( \mathbf{V}^{(n+1)} = [v_1^{(n+1)} , \ldots , v_n^{(n+1)}] \) is the orthogonal basis of \( \mathbb{R}^{n+1} \) given be the SVD of \( \mathbf{H}^{(n+1)} \), i.e.,
\[
\mathbf{H}^{(n+1)} = \mathbf{V}^{(n+1)} \text{diag}(1, \ldots , 1, 0, \ldots , 0)(\mathbf{V}^{(n+1)})^T.
\]

Finally, we predict \( \mathbf{y}_{(n+1)} \) by
\[
(1, x_{n+1,1}^{(n+1)}, \ldots , x_{n+1,p}^{(n+1)}) \mathbf{v}_{n+1}^{(n+1)} + \sum_{k=p+1}^{n} [(\mathbf{v}_k^{(n)})^T \mathbf{y}^{(n)}] v_{n+1,k}^{(n+1)}
\]

2.4. QSAR model’s validation.

Model validation is of pivotal importance in the development of the regression QSAR model. In most cases, two common validation methods are used for evaluating the performance of a generated QSAR model, including the leave-one-out cross-validation (LOO-CV) using the training set and the external validation using the test set. These methods play a critical role in the assessment of the stability and reliability of the constructed models. The established QSAR models are evaluated using the determination coefficient (\( R^2 \)) and the Mean Square Error (\( MSE \)). These metrics are calculated as follows:
\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (Y_{i,exp} - Y_{i,pre})^2}{\sum_{i=1}^{n} (Y_{i,exp} - \bar{Y}_{exp})^2}
\]
\[
\text{MSE} = \frac{\sum_{i=1}^{n} (Y_{i,exp} - Y_{i,pre})^2}{n}
\]
where \( Y_{i,exp} \) and \( Y_{i,pre} \) are the experimental and the predicted values of \( pEC_{50} \), respectively. \( \bar{Y}_{exp} \) is the average of the experimental activities; \( n \) is the number of molecules in the dataset. \( \bar{Y}_{exp} \) and \( \bar{Y}_{pre} \) are the average of the experimental and predictive activities, respectively.

In the internal validation, LOO-CV is commonly applied to assess models as an internal validation. Cross-validated \( q_{LOO}^2 \) and \( MSE \) are two explored parameters that verify the reliability of the model [44]. For instance, a higher value of \( q_{LOO}^2 \) and a lower value of \( MSE \)
imply that the internal predictive performance of models is effective. In the external validation, the predictive ability is verified by calculating the $R^2_{\text{test}}$ determination coefficient using a test set and also the $MSE$. The $q^2_{\text{LOO}}$ and the $R^2_{\text{test}}$ are calculated in the same way as $R^2$.

Furthermore, several studies have been done to find the appropriate statistical parameters and criteria to evaluate the external predictive capabilities of a QSAR model. The commonly used internal and external validation criteria are those proposed by Golbraikh and Tropsha approaches [45,46]. Thus, the following metrics were adopted to validate all constructed models.

\[ q^2_{\text{LOO}} > 0.5 \]
\[ R^2_{\text{test}} > 0.6 \]

As an additional criterion for the external validation of QSAR models, Mean Average Error (MAE) was used along with a conceptually simpler statistical parameter that basically verifies the agreement of experimental and predicted data: the concordance correlation coefficient (CCC) of Lin et al. [47,48]. Moreover, Chirico and Gramatica had recommended the thresholds for the following parameters to be $MAE < 0.6$ and $CCC > 0.85$ [49,50].

\[
MAE = \frac{\sum_{i=1}^{n_{\text{ext}}} |(Y_{i,\text{exp}} - Y_{i,\text{pre}})|}{n_{\text{Ext}}}
\]

\[
CCC = \frac{2 \sum_{i=1}^{n_{\text{ext}}} (Y_{i,\text{exp}} - \bar{Y}_{\text{exp}})(Y_{i,\text{pre}} - \bar{Y}_{\text{pre}})}{\sum_{i=1}^{n_{\text{ext}}} (Y_{i,\text{exp}} - \bar{Y}_{\text{exp}})^2 + \sum_{i=1}^{n_{\text{ext}}} (Y_{i,\text{pre}} - \bar{Y}_{\text{pre}})^2 + n_{\text{Ext}}(\bar{Y}_{\text{exp}} - \bar{Y}_{\text{pre}})^2}
\]

where $n_{\text{Ext}}$ is the number of molecules in the test set. Overall, the quality of the established models was checked using the statistical metrics described above, and a general schematic flowchart of this QSAR study is shown in Figure 1.

2.5. Applicability domain.

Applicability domain (AD), which represents the chemical space for reliable predictions, is defined as the hypothetical structural and functional domain within which the predictions of QSAR models are termed reliable. Each obtained model has its own space for the application. Only compounds falling within the model’s space are expected to be accurately predicted. For this purpose, the approach based on leverage is quite recommended for defining the AD of a QSAR model [46]. The leverage value ($h$) of a query chemical used to evaluate the model’s AD is proportional to its Mahalanobis distance measure from the centroid of the training set [51]. The leverages are calculated for a given dataset $X$ by obtaining the leverage matrix ($H$) with the equation below:

\[
h_i = x_i^T(X^TX)^{-1}x_i, \quad (i = 1, ..., n)
\]

where $x_i$ is the descriptor row-vector of the query compounds, and $X$ is $(m \times p)$ matrix of the data set ($m$ is the number of the training set samples and $p$ is the number of descriptors). The superscript $T$ refers to the transpose of the matrix $X$ and the vector $x$. $n$ is the number of the query compounds. The warning value defines the delimited scope of the model ($h^*$), generally, set as $3 p/n$. Leverage greater than the warning value $h^*$ means that the predicted response results from substantial extrapolation of the model and, therefore, may not be reliable.
3. Results and discussion

Several sophisticated nonlinear mathematical methods such as ANN and SVM have become quite efficient towards strengthening the basis of a given structure-activity relationship, which, in turn, evolves a more approximate quantitative rationale.

Apart from this, other hybrid methodologies providing good correlations and meaningful structure–activity-based regression models, including GA-MLR, GA-SVM, and PSO-SVM models, were performed to formulate an excellent predictive model [20,52–55]. In this regard, a method based on the combination of the SVD methodology and the classical MLR was developed to improve the predictive ability of a constructed MLR model.

This approach was subjected to the three principal sessions described previously in the introduction section. Furthermore, the QSAR investigation derived from this approach was evaluated by means of the standard criteria of the internal and external validations. The AD represented by the Williams plots was determined as well.
3.1. Computation (internal validation).

Validation of the QSAR models was required to test the prediction and the generalization of the methods. Any model needs to be validated before using it for predicting new trials. Tropsha et al. [46,56] have dealt with this problem by providing a set of procedures for developing and/or evaluating QSAR models. In order to be reliable and predictive, QSAR models should: (a) be statistically significant and robust, (b) be validated by making accurate predictions for external data sets, and (c) have their application scope defined.

3.1.1. MLR model.

The MLR models for the HCV and HIV datasets were established. The obtained linear equations are listed as follows:

\[
p_{\text{EC}_{50}} \text{ (HCV)} = 8.78 + 10.84 \times \text{(MATS1s)} + 8.80 \times \text{(MATS5p)} + 0.25 \times \text{(F06[N-F])} - 0.19 \times \text{(CATS2D_07_AL)} \tag{Eq. 1}
\]

\[
p_{\text{EC}_{50}} \text{ (HIV)} = -43.41 + 4.83 \times \text{(TDB04v)} - 0.07 \times \text{(TDB10s)} + 32.82 \times \text{(SpPosA_B(e))} + 0.09 \times \text{(CATS2D_03_LL)} \tag{Eq. 2}
\]

For both datasets (HIV and HCV), the developed MLR models could not accurately predict the experimental activities. For instance, \( R^2 \), \( q^2_{LOO} \) and \( MSE \) statistical parameters for the training set were 0.5507, 0.5510, and 0.3249 for the HCV data, respectively. Similar to the HCV model, the corresponding statistical metrics \( R^2 \), \( q^2_{LOO} \) and \( MSE \) for the HIV set were 0.6132, 0.5741, and 0.5190, respectively. The obtained \( R^2 \) and \( q^2_{LOO} \) were slightly acceptable, while the \( MSE \) has a higher value.

The scatter plot of predicted versus experimental values for both sets is shown in Figures 2 and 3. These two figures show that the \( p_{\text{EC}_{50}} \) values predicted by the MLR are far from the experimental ones. Additionally, the obtained statistics on these models show that the models are unacceptable for further validation steps. Nevertheless, we performed the external validation analysis to have a better comparison with the SVD-MLR models.

![Figure 2. Predicted versus experimental pEC_{50} for the HCV dataset.](image-url)
3.1.2. SVD-MLR model.

The SVD-MLR model consisting of the same descriptors was developed. The same criteria estimate the quality of the fitting. High $R^2$ coefficient and low $MSE$ have been obtained by means of this method. For the HCV data, $R^2$, $q^2_{LOO}$ and $MSE$ statistical parameters for the training set were respectively 0.9802, 0.9855, and 0.0143. Similarly, the corresponding ones for the HIV data were 0.9810, 0.9728, and 0.0132.

Figure 3. Predicted versus experimental pEC$_{50}$ for the HIV dataset.

Figure 4. Predicted versus experimental pEC$_{50}$ for the HCV dataset.
According to these results, it is clear that the results obtained from the SVD-MLR method are encouraging and better than those of the MLR method. Indeed, the SVD’s determination coefficient is higher, and its standard deviation is lower than the MLR model's. Furthermore, the scatter plots of predicted versus experimental values for both sets are shown in Figures 4 and 5. These two figures show that the pEC50 values predicted by the SVD-MLR method are closer to the experimental ones. The residuals of the predicted pEC50 values plotted versus the predicted pEC50 are illustrated in Figures 6 and 7 for the HCV, and the HIV sets, respectively.

Figure 5. Predicted versus experimental pEC$_{50}$ for the HIV dataset.

Figure 6. Distribution of the standard residuals by the SVD-MLR model for the HCV dataset.
Figure 7. Distribution of the standard residuals by the SVD-MLR model for the HIV dataset.

3.2. Prediction (external validation).

Tables 3 and 4 show the associated statistical parameters for the HCV and the HIV datasets for the external prediction, respectively. It can be seen that the $R^2_{\text{test}}$ of the SVD-MLR models is significantly higher than the one of the MLR models.

Table 3. Statistical parameters of different constructed QSAR models for the HCV dataset.

| Method    | $R^2$  | MSE  | $q^2_{\text{LOO}}$ | LOO-CV | $R^2_{\text{test}}$ | Test set |
|-----------|--------|------|--------------------|--------|--------------------|----------|
| MLR       | 0.5507 | 0.3249 | 0.5510                 | 0.3247 | 0.3237             | 0.5699   |
| SVD-MLR   | 0.9802 | 0.0143 | 0.9855                 | 0.0104 | 0.9755             | 0.0205   |

Table 4. Statistical parameters of different constructed QSAR models for the HIV dataset.

| Method    | $R^2$  | MSE  | $q^2_{\text{LOO}}$ | LOO-CV | $R^2_{\text{test}}$ | Test set |
|-----------|--------|------|--------------------|--------|--------------------|----------|
| MLR       | 0.6132 | 0.5190 | 0.5741                 | 0.5446 | 0.5975             | 0.4175   |
| SVD-MLR   | 0.9810 | 0.0132 | 0.9728                 | 0.0188 | 0.9176             | 0.0298   |

From the above results, it can be seen that the fitness and robustness of the hybrid SVD-MLR approach are both very good, and it was successfully externally validated as well. Additionally, from the scatter plots obtained by means of the SVD-MLR model of the experimental and predicted pEC50 activities (Figures 4 and 5), we can see that all the samples are distributed near the diagonal with a good fitting, which indicates that the predicted values are very close to the experimental ones. Furthermore, all the calculated internal validation metrics satisfy the conditions described previously.

On analysis, the MAE and CCC metrics, which are shown in Table 5, were determined to ensure the robustness of the established models.
It is interesting to note that the SVD-MLR approach provides better results comparing to the MLR method. All external validation metrics of the SVD-MLR models are sufficient to ensure its performance. These models were found to have smaller values of \( MSE \) for the internal and external verification in both cases. Thereby the constructed models by means of the hybrid SVD-MLR approach exhibits a higher predictive capability and robustness.

### 3.3. Applicability domain evaluation.

In this study, the method based on leverage values is employed to evaluate the practical applicability domain of the constructed models. The results, illustrated as Williams plot, are depicted in Figures 8 and 9. The cutoff value of \( \pm 3 \) standard deviation (s.d.) is fixed to determine the limits where the samples are considered outliers for both sets. The warning lines (i.e. leverage threshold \( h^* \)) are, respectively, 0.145 and 0.163 for HIV and HCV sets. For the HIV data, except for compounds No. 30, 51, and 52, chemicals are within the AD. Even for these chemicals (30, 51, and 52), whose \( h \) values are beyond \( h^* \), the predicted \( pEC_{50} \) are close to their experimental values. Additionally, except compound No. 92, all compounds are within the standard residuals of \( \pm 3 \) (s.d). Except for compound No. 4, the remaining samples are within the application scope for the HCV data. Similar to the HIV model, except compounds 16 and 65, all entities are within the standard residuals of \( \pm 3 \) (s.d). Nonetheless, for these two compounds (16 and 65), which slightly exceed the cutoff value, their predicted values are close to the experimental ones. All established models showed a minimum of 90% coverage for the studied datasets. The coverage rate was 96.8% and 97.4% of the total chemical domain for HIV-1 and HCV datasets. Hence, the developed models for these sets are reasonable as well.

![Figure 8. Williams plot of the developed model for HIV data.](https://biointerfaceresearch.com/)

|                  | HIV set | HCV set |
|------------------|---------|---------|
| **MAE**          |         |         |
| MLR              | 0.3442  | 0.5832  |
| SVD-MLR          | 0.1320  | 0.1144  |
| **CCC**          |         |         |
| MLR              | 0.7003  | 0.4660  |
| SVD-MLR          | 0.9598  | 0.9874  |

**Table 5. MAE and CCC statistical parameters for the external validation.**

HIV set | HCV set
--- | ---
MLR | 0.3442 | 0.5832
SVD-MLR | 0.1320 | 0.1144

h = 0.145
4. Conclusions

In the present research, taking EC\textsubscript{50} as the dependent variable and the four selected generated descriptors as the independent variable of 128 HIV-1 and 115 HCV derivatives, QSAR study of these series and their corresponding inhibitory activities were investigated using the MLR and the developed approach by combining the SVD and the MLR methods. It has been shown that the derived SVD-MLR models met the recommended internal and external validation metrics. These established models are robust, stable, and predictive with satisfactory performance comparing to the MLR models. Finally, this comparison between the established models shows that the SVD-MLR models give satisfactory results. Consequently, the SVD methodology could be integrated with the MLR method and could be used to develop QSAR/QSPR models for improving and predicting the biological activity, the property, and the toxicity of the chemical dataset of molecules.
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