We study the problem of list-decodable mean estimation, where a well-behaved distribution $D$ is given a set $T$ of $n$ points in $\mathbb{R}^d$ and a parameter $0 < \alpha < \frac{1}{2}$ such that an $\alpha$-fraction of the points in $T$ are i.i.d. samples from a well-behaved distribution $D$ and the remaining $(1 - \alpha)$-fraction are arbitrary. The goal is to output a small list of vectors, at least one of which is close to the mean of $D$. We develop new algorithms for this problem achieving nearly-optimal statistical guarantees, with runtime $O(n^{1+\epsilon}d)$, for any fixed $\epsilon > 0$. All prior algorithms for this problem had additional polynomial factors in $\frac{1}{\alpha}$. We leverage this result, together with additional techniques, to obtain the first almost-linear time algorithms for clustering mixtures of $k$ separated well-behaved distributions, nearly-matching the statistical guarantees of spectral methods. Prior clustering algorithms inherently relied on an application of $k$-PCA, thereby incurring runtimes of $\Omega(\sqrt{nk})$. This marks the first runtime improvement for this basic statistical problem in nearly two decades.

The starting point of our approach is a novel and simpler near-linear time robust mean estimation algorithm in the $\alpha \rightarrow 1$ regime, based on a one-shot matrix multiplicative weights-inspired potential decrease. We crucially leverage this new algorithmic framework in the context of the iterative multi-filtering technique of [41, 45], providing a method to simultaneously cluster and downsample points using one-dimensional projections — thus, bypassing the $k$-PCA subroutines required by prior algorithms.

1 INTRODUCTION

We develop novel algorithms achieving almost-optimal runtimes for two closely related fundamental problems in high-dimensional statistical estimation: clustering well-separated mixture models and mean estimation in the list-decodable learning ("majority-outlier") regime. Before we formally state our contributions, we provide the necessary background and motivation for this work.

Clustering Well-Separated Mixture Models. Mixture models are a well-studied class of generative models used widely in practice. Given a family of distributions $F$, a mixture model $M$ with $k$ components is specified by $k$ distributions $D_1, \ldots, D_k \in F$ and nonnegative mixing weights $\alpha_1, \ldots, \alpha_k$ summing to one, and its law is given by $\sum_{i=1}^{k} \alpha_i D_i$. That is, to draw a sample from $M$, we first choose $i \in [k]$ with probability $\alpha_i$, and then draw a sample from $D_i$. When the weights are all equal to $\frac{1}{k}$, we call the mixture uniform. Mixture models, especially Gaussian mixture models, have been widely studied in statistics since pioneering work of Pearson in 1894 [76], and more recently, in theoretical computer science [4, 8, 11, 23, 30, 58, 79, 89].

A canonical learning task for mixture models is the clustering problem. Given independent samples $\sim M$, the goal is to approximately recover which samples came from which component. To ensure that this inference task is information-theoretically possible, a common assumption is that $M$ is "well-separated" and "well-behaved": for example, we may assume each component $D_i$ is sufficiently concentrated (with sub-Gaussian tails or bounded moments), and that component means have pairwise distance at least $\Delta$, for sufficiently large $\Delta$. The goal is then to efficiently and accurately cluster samples from $M$ with as small separation as possible.

The prototypical example is the case of uniform mixtures of bounded-covariance Gaussians, of the form $M = \sum_{i=1}^{k} \frac{1}{k} N(\mu_i, \Sigma_i)$, where each $\Sigma_i$ is unknown and satisfies $\|\Sigma_i\|_{op} \leq \sigma^2$. Prior to the current work, the fastest known algorithm for this learning problem was due to [4], building on [89]. Notably, [4] gave a polynomial-time
clustering algorithm when $\Delta = \Omega(\sqrt{n})$. Interestingly, the algorithmic approach of [4, 89] is surprisingly simple and elegant: first, run $k$-PCA on the set of $n$ samples in $\mathbb{R}^d$ to find a $k$-dimensional subspace (which can be shown to approximately capture the span of the component means), and then perform a distance-based clustering algorithm in this subspace. The runtime of this algorithm is dominated by $\tilde{O}(ndk)$ – the cost of (approximate) $k$-PCA. The idea of using $k$-PCA as a subroutine to solve the clustering problem is very natural and has also been useful in practice. Indeed, using PCA as a preprocessing step before applying further learning algorithms (such as clustering) is so ubiquitous that it is commonly suggested very natural and has also been useful in practice. Indeed, using PCA as a preprocessing step before applying further learning algorithms, such as clustering is so ubiquitous that it is commonly suggested very natural and has also been useful in practice. Indeed, using PCA as a preprocessing step before applying further learning algorithms, such as clustering, is so ubiquitous that it is commonly suggested very natural and has also been useful in practice. Indeed, using PCA as a preprocessing step before applying further learning algorithms, such as clustering, is so ubiquitous that it is commonly suggested very natural and has also been useful in practice. Indeed, using PCA as a preprocessing step before applying further learning algorithms, such as clustering, is so ubiquitous that it is commonly suggested very natural and has also been useful in practice. Indeed, using PCA as a preprocessing step before applying further learning algorithms, such as clustering, is so ubiquitous that it is commonly suggested very natural and has also been useful in practice. Indeed, using PCA as a preprocessing step before applying further learning algorithms

Question 1. Can we cluster mixtures of $k$ “well-separated” structured distributions without $k$-PCA? More ambitiously, is there an algorithm that runs in almost-linear time?

Prior to the current work, this question remained open even for uniform $k$-mixtures of identity covariance Gaussians with pairwise mean separation as large as poly($k$). In addition to its fundamental interest, a runtime improvement of this sort may have significant practical implications for clustering at scale in real-world applications, see e.g. [75, 91], where spectral methods are commonly used. As our main contribution, we resolve Question 1 for the general class of mixtures of bounded-covariance distributions under information-theoretically near-optimal separation.

List-Decodable Mean Estimation. In many statistical settings, including machine learning security [18, 21, 38, 84] and exploratory data analysis e.g. in biology [67, 74, 81], datasets contain arbitrary – and even adversarially chosen – outliers. The central question of the field of robust statistics is to design estimators tolerant to a small amount of unconstrained contamination. Classical work in this field [6, 50, 54, 55, 87, 88] developed robust estimators for many basic tasks, although with computational costs scaling exponentially in the problem dimension. More recently, a line of work starting with [37, 63], developed the first computationally-efficient learning algorithms (attaining near-optimal error) for various estimation problems. Subsequently, there has been significant progress in a variety of settings (see [43] for a survey).

In many of these works, it is typically assumed that the fraction of corrupted points is less than $\frac{1}{2}$. Indeed, when more than half the points are corrupted, the problem is ill-posed: there is not necessarily a uniquely-defined notion of “uncorrupted samples.” While outputting a single accurate hypothesis in this regime is information-theoretically impossible, one may be able to compute a small list of hypotheses with the guarantee that at least one of them is accurate. This relaxed notion of estimation is known as list-decodable learning [17, 25].

Definition 1 (List-decodable learning). Given $0 < \alpha < \frac{1}{2}$ and a distribution family $D$ on $\mathbb{R}^d$, a list-decodable learning algorithm takes as input $a$ and a multiset $T$ of $n$ points such that an unknown $a$-fraction of $T$ are independent samples from an unknown distribution $D \in D$, and no assumptions are made on the remaining samples. Given $T$ and $a$, the goal is to output a “small” list of hypotheses at least one of which is close to the target parameter of $D$.

Arguably the most fundamental problem in the list-decodable learning setting is mean estimation, wherein the goal is to output a small list of hypotheses, one of which is close to the true mean. A natural problem in its own right, list-decodable mean estimation generalizes the problem of learning well-separated mixture models (as explained below) and can model important applications such as crowdsourcing [69, 85] or semi-random community detection in stochastic block models [25]. Moreover, it is particularly useful in the context of semi-verified learning [25, 69], where a learner can audit a small amount of trusted data. An important remark is that the parameter $\alpha$ can be quite small in some of these applications and should not necessarily be thought of as a constant. In addition to applications in clustering mixture models, a concrete example is the crowdsourcing setting with many unreliable responders studied in [69], where the parameter $\alpha$ is tiny, depending inversely-polynomially on problem parameters such as the dimension.

The parameter $\alpha$ in the list-decodable mean estimation setting plays a very similar role to the parameter $\frac{1}{k}$ in learning (uniform) mixture models. This is no coincidence: list-decodable mean estimation can be thought of as a natural robust generalization of clustering well-separated mixtures. Indeed, if we run a list-decodable mean estimation algorithm on a dataset drawn from a uniform mixture of $k$ sufficiently nice and well-separated distributions with $\alpha \leftarrow \frac{1}{k}$, the output list must contain a candidate mean which is close to the mean of each component. This is because from the perspective of the list-learning algorithm, each component could be the “true” unknown $D$, and thus the list must contain a hypothesis close to the mean of this “true” distribution. This small list of hypotheses can then typically be used to cluster the original dataset. One conceptually important implication of this observation is that list-decodable mean estimation algorithms also naturally lead to algorithms for clustering well-separated mixture models (even in
the presence of a small fraction of corrupted samples) — a reduction we formalize.

The first polynomial-time algorithm for list-decodable mean estimation, when $F$ is the family of bounded-covariance distributions, was by [25]. The [25] algorithm was based on black-box calls to semidefinite program solvers and had a large polynomial runtime. Since then, a sequence of works [29, 41, 42] have obtained substantially improved runtimes for this problem, while retaining the (near-optimal) statistical guarantees of [25]. The algorithm by [42] runs in time $O\left( \frac{nd^2}{\epsilon^4} \right)$ and achieves near-optimal error (within a polylogarithmic factor).

Interestingly, as in the case of clustering mixture models, the $\Omega(\frac{nd^2}{\epsilon^4})$ runtime dependence of the [42] algorithm is also due to running a $k$-PCA subroutine for $k = \Omega(\frac{1}{\epsilon})$ to reduce the problem to a $k$-dimensional subspace. In more detail, the algorithm of [42] can be viewed as a reduction from list-decodable mean estimation to polylogarithmically many calls to $k$-PCA (for carefully chosen matrices). Thus, the cost of $k$-PCA appears as a runtime barrier in state-of-the-art algorithms for list-decodable mean estimation as well. In regimes where $\alpha$ is small, the $\Omega(\frac{nd^2}{\epsilon^4})$ runtime is significantly sub-optimal in the input size. This leaves open whether the extraneous linear dependence on $\alpha^{-1}$ is improvable, and brings us to our second main question.

**Question 2.** Can we solve list-decodable mean estimation with near-optimal statistical rates in almost-linear time?

In this paper, we similarly resolve Question 2 for the class of bounded-covariance distributions.

### 1.1 Our Results

We answer both Question 1 and Question 2 in the affirmative, up to subpolynomial factors. Perhaps surprisingly, to resolve the long-standing open problem of clustering mixture models in almost-linear time, we develop an almost-linear time algorithm for the (much more general) problem of list-decodable mean estimation. To then solve the clustering problem, we develop a fast post-processing technique that efficiently reduces the clustering task to list-decodable mean estimation. In light of this development, we begin by presenting our list-decodable estimation result.

**Theorem 3.** For any fixed constant $\epsilon_0 > 0$, there is an algorithm FastMultifilter with the following guarantee. Let $D$ be a distribution over $\mathbb{R}^d$ with unknown mean $\mu^*$ and unknown covariance $\Sigma$ with $\|\Sigma\|_{op} \leq \sigma^2$, and let $\alpha \in (0, \frac{1}{2})$. Given $\alpha$ and a multiset of $n = \Omega(\frac{d}{\epsilon_0^2})$ points on $\mathbb{R}^d$ such that an $\alpha$-fraction are i.i.d. draws from $D$, FastMultifilter runs in time $O(n^{1+\epsilon_0}d)$ and outputs a list $L$ of $O(\alpha^{-1})$ hypotheses so that with high probability we have

$$\min_{\hat{\mu} \in L} \|\hat{\mu} - \mu^*\|_2 = O\left( \frac{\sigma \log \alpha^{-1}}{\sqrt{\alpha}} \right).$$

In the setting of Theorem 3, a sample complexity of $\Omega(\frac{d}{\epsilon^2})$, error of $O(\alpha^{-1} \sigma)$, and list size $\Omega(\alpha^{-1})$ are all information-theoretically necessary [45]. Hence, up to a $\log(\sigma)$ factor in the error, Theorem 3 achieves optimal statistical guarantees in almost-linear time.

Leveraging Theorem 3, and combining it with a new almost-linear time post-processing procedure of the resulting list, we achieve our almost-linear runtime for clustering well-separated mixtures under only a second moment bound assumption — even in the presence of a small fraction of outliers. In more detail, our algorithm can tolerate a fraction of outliers proportional to the relative size of the smallest true cluster. For brevity, in this introduction, we will state the natural special case of our clustering result for uniform bounded-covariance mixtures without outliers. We also achieve similar (indeed, slightly stronger) guarantees when the mixture components are sub-Gaussian or have bounded fourth moments.

**Theorem 4.** For any fixed constant $\epsilon_0 > 0$, there is an algorithm with the following guarantee. Given a multiset of $n = \Omega(dk)$ i.i.d. samples from a uniform mixture model $M = \Sigma_{i \in [k]} \frac{1}{k} D_i$, where each component $D_i$ has unknown mean $\mu_i$, unknown covariance matrix $\Sigma_i$ with $\|\Sigma_i\|_{op} \leq \sigma^2$, and $\min_{i \in [k]} \|\Sigma_i - \mu_i - \mu\|_2 = \Omega(\sqrt{k}) \sigma$, the algorithm runs in time $O(n^{1+\epsilon_0} \max(k, d))$, and with high probability correctly clusters $99\%$ of the points.

Some remarks are in order. First, we note that pairwise mean separation of $\Omega(\sqrt{k} \sigma)$ is information-theoretically necessary for accurate clustering to be possible for bounded covariance components. The algorithm establishing Theorem 4 nearly achieves the optimal separation. Secondly, and crucially, our clustering algorithm runs in almost-linear time. Finally, as previously alluded to, our clustering method is robust to outliers, and can handle mixtures with arbitrary weights, with guarantees depending on the smallest weight $\alpha$ (e.g. achieving separation level $\approx \alpha^{-2}$).

It is worth commenting on the max$(k, d)$ term appearing in the running time of Theorem 4. Our algorithm runs in almost-linear time as long as $k \leq d$. For the extreme regime where $k \gg d$, our algorithm has running time $O(n^{1+\epsilon_0}k)$. In this parameter regime, it is plausible that $\Omega(nk)$ is a runtime bottleneck for the following reason: even if we are given (exactly) the centers $\mu_i, i \in [k]$ for free, $\Omega(nk)$ time seems to be required to simply assign each of the $n$ points to its closest center.

**Remark 1.** The prior works [4, 11] obtained polynomial-time clustering algorithms with similar statistical guarantees as Theorem 4, under the (much stronger) assumption that each component distribution $D_i$ has sub-Gaussian tails. For bounded covariance distributions, these algorithms require the stronger mean separation of $\Omega(k\sigma)$ [10]. On the other hand, the clustering methods obtained in [25] (as an application of their list-decodable mean estimator) (i) require sub-Gaussian components, and (ii) partition the dataset into $C \cdot k$ for some constant $C > 2$ as opposed to $k$ — clusters. In summary, prior work has not explicitly obtained even a polynomial-time clustering algorithm in the bounded covariance setting with separation $\alpha(k\sigma)$.

### 1.2 Technical Overview

We describe the techniques developed in this paper at a high level, and how they circumvent several conceptual runtime barriers encountered by prior approaches to list-decodable mean estimation and clustering mixture models. We assume that the problem “scale” is $\epsilon = 1$ for simplicity (e.g. distribution covariances are bounded by $I$). We first briefly describe two recent fast algorithms for list-decodable mean estimation, developed by [41] and [42], focusing.
on tools used in their analyses and bottlenecks in extending their techniques to obtain (almost)-linear runtimes.

**Multifiltering.** Filtering is one of the most popular techniques for robust estimation [37, 39, 43, 66, 83]. In the minority-outlier setting, filtering is based on the idea of designing certificates of corruption, which either ensure that a current estimate suffices, or can be used to identify a set of points to filter on containing more outliers (corrupted points) than inliers (clean points). Iterating this process terminates in polynomial time, because (roughly speaking) it eventually removes all outliers.

In the context of list-decodable mean estimation, standard filtering guarantees are insufficient, because we cannot afford to remove as many inliers as outliers. To overcome this difficulty, [45] introduced the “multifilter” in the context of Gaussian mean estimation, which was extended to bounded covariance distributions in [41]. At a high level, a multifilter iterates through a tree of candidate subsets, and looks for ways to either “cluster” a subset or “split” it into multiple (overlapping) subsets. To ensure an efficient runtime, a multifilter maintains a potential guaranteeing that the tree size does not blow up (i.e., there are never too many candidate subsets), and carefully chooses to split or cluster based on subset sample statistics, thus ensuring that some tree node always retains a large fraction of inliers. Previous multifilters chose to split or cluster subsets based on one-dimensional projections along top eigenvectors of sample covariances, which can be dominated by a single outlier. In the worst case, this leads to an iteration count scaling polynomially with the dimension.

**Filtering via Matrix Multiplicative Weights.** The approach taken by the fastest algorithms for mean estimation in both majority-inlier [47] and majority-outlier [42] settings is heavily motivated by filtering. In the majority-inlier case, every iteration of the filter is nearly-linear time, so the only bottleneck to an overall fast runtime is the number of iterations. However, simple hard instances show that only projecting onto the worst directions of empirical covariances may lead to an $\Omega(d)$ runtime overhead. The main idea of [47] was to choose scores capturing multiple bad directions at a time, preventing this worst-case behavior. These scores were based on quadratic forms with certain trace-one matrices derived from the matrix multiplicative weights (MMW) regret minimization framework from semidefinite programming [7, 90]. By using MMW regret bounds, [47] designs a filter that efficiently decreases the empirical covariance operator norm, which is used as a potential to yield convergence in polylogarithmically many iterations.

In the majority-outlier setting, the story is somewhat murkier. To overcome complications of prior list-decodable mean estimation algorithms (e.g., the multifilter), which interleaved “filtering” and “clustering” steps, [42] designed a “k-dimensional filter” for $k = \Theta(\frac{1}{\alpha})$, that they called SIFT, decoupling the two goals. Specifically, SIFT uses scores based on $k$-dimensional projections to hone in on a subspace outside of which the empirical mean is accurate. It then efficiently clusters in just this subspace; combined with appropriate Ky Fan norm generalizations of MMW, the number of iterations is then improved to polylogarithmic. However, this approach of decoupling filtering and clustering appears to inherently use $k$-dimensional PCA as a subroutine, for $k = \Theta(\frac{1}{\alpha})$, even just to learn an “important” subspace a single time. Hence, this approach encounters a similar runtime bottleneck as prior algorithms for clustering mixture models [4, 89].

**Challenges in Combining Techniques.** As mentioned, the approach of [42] seems to inherently run into a runtime barrier at $\Omega(\frac{nd}{\alpha^2})$ due to its reliance on $k$-PCA. This suggests that to overcome this barrier, we need to develop a new algorithm which both (1) does not disentangle filtering and clustering steps, and (2) relies on univariate projections. It is natural to then try to merge the multifilter with a MMW-based potential to ensure rapid convergence.

Unfortunately, there are several obstacles towards combining these frameworks. A primary complication is that the regret minimization approach of [47] requires multiple consecutive rounds before it can ensure an appropriate potential decreases. This is because of its reliance on MMW, a “mirror descent” algorithm which typically does not provide monotone guarantees on iterates (and hence requires multiple iterations to bound regret) [32]. It is unclear how to make these arguments work within the multifilter framework, which interleaves two types of steps (splitting and clustering) that may have incompatible guarantees across iterations.

Finally, even if it were possible to combine the multifilter with a MMW-based potential analysis, there are still various difficulties towards obtaining an almost-linear runtime coming from the size of our hypothesis tree. For example, making the decision to split or cluster at a node typically requires $\Omega(nd)$ time (e.g., to compute scores), which we cannot afford to perform more than subpolynomially often. This is problematic because our multifilter tree certainly contains $\Omega(\frac{1}{\alpha})$ nodes: in the uniform mixture model case, our tree must contain hypotheses corresponding to every true cluster.

We now overview our techniques in overcoming these obstacles.

**One-Shot Potential Framework.** In order to deal with the first of the two obstacles discussed (the non-monotonicity of MMW regret guarantees), our starting point is a framework for fast robust mean estimation (cf. Section 2.3 of the full version of this paper), essentially matching the guarantees of [47] with a more transparent analysis. Crucially, our new framework comes with a “one-shot” potential function that shows monotone progress at every iteration, making it more amenable to combination with a multifilter (which needs to argue how potentials evolve between different types of steps).

In more detail, our new fast algorithm in the majority-inlier setting guarantees monotone progress on the “Schatten-norm” potential $\Tr(Y_i^2)$, where $Y_i := M_i^{\frac{\beta(d)}{2}}$ and $M_i = \sum_{j \in T} |w_j| (X_i - \mu_j) (X_i - \mu_j)^\top$ is the weighted empirical covariance with respect to the current weight vector $w$. We then use $Y_i$ to sample carefully chosen Gaussian random vectors to locate outliers in multiple univariate directions. By using the guarantees of Johnson-Lindenstrauss projections, we can use these univariate filters to ensure the next (weighted) empirical covariance matrix satisfies

$$\langle Y_i^2, M_{i+1} \rangle \leq O(1) \Tr(Y_i^2).$$

Combining (1) with a fact from [56] shows that our potential decays geometrically, resulting in rapid convergence. Fortunately, we can use the same potential in the multifilter context, as long as we guarantee that (1) holds for every child of a node (whether a split
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In [41], these subsets were replaced by weight functions, but the intuition is very similar in both cases.
or cluster step is used). In particular, applying (1) repeatedly for any path in the multifilter tree implies that the depth is polylog($d$). It remains to bound the width of the tree (the computational cost per layer), while maintaining the invariant that at least one node on every level preserves enough inliers.

**Warmup: Fast Gaussian Multifilter via Indicator Weights.** Recall that our other obstacle towards an almost-linear runtime is that each of the $\Omega(\alpha^{-1})$ nodes of our multifilter tree requires $\Omega(nd)$ time to decide on a multifiltering step. Our strategy is to reduce the total number of nodes across each layer of the tree, so that the total cost of multifiltering on all of them is roughly $nd$. We achieve this goal by ensuring that our multifilter always maintains nodes which specify subsets of our original data (i.e. 0-1 weights rather than soft weights $\in [0,1]$). Hence, each layer of our new multifilter trades off the number of subsets with the cost of multifiltering on each subset. Considering the two extreme layers is illustrative of this tradeoff: at the root, our algorithm performs a single one-dimensional projection on the entire dataset; at the leaves, it performs $O(\alpha^{-1})$ one-dimensional projections, each on a subset consisting of roughly an $\alpha$-fraction of the original dataset.

As a warmup, in this version of the paper, we show how to achieve this in the case where the ground-truth, $D$, is a bounded-covariance Gaussian, so we can exploit strong concentration bounds. In particular, we know that in any linear projection almost all of the inliers will lie in an interval of logarithmic length. If almost all of our sample points in a subset are clustered within such an interval, we can explicitly remove all samples outside of it. On the other hand, if our samples are spread out, we can split them into two (unweighted) subsets with sufficient overlap to ensure that at least one of the children subsets will contain almost all the inliers, as long as the parent did. We can in fact apply such a partitioning strategy iteratively along each univariate projection, until each remaining subset is contained in a short interval; this suffices to imply (1).

**From Gaussians to Bounded-Covariance Distributions.** Substantially more technical care is required in the bounded-covariance setting to achieve an almost-linear runtime without sacrificing the error rate. Notably, we will no longer be able to guarantee that the subsets lie in short intervals, due to weaker concentration properties. This also means that we cannot deterministically remove points, making it more challenging to ensure the weight functions we keep are indicators.

We overcome these challenges in Section 4 of the full version of this paper through several new technical developments. We first weaken the outcome guarantee of our recursive partitioning strategy, from ensuring each cluster lies in a short interval, to requiring bounded variance, which we show suffices to advance on the potential (1). Furthermore, we use a randomized dropout strategy in place of the “clustering” step of the multifilter, and design fast quantile checks to ensure the “split” step can be conducted in nearly-constant time. By carefully combining these subroutines, we can indeed ensure every child of nodes in a layer satisfies (1), and that the total computational cost of splitting or clustering on the entire layer is almost-linear. With our earlier depth bound, this yields our full runtime guarantee.

**Reducing Clustering to List-Decodable Learning.** In Section 5 of the full version of this paper we demonstrate that several mixture model clustering tasks enjoy benefits from the speedups afforded by our list-decodable learning methods. In the following, assume we have a list $L$ of size $O(\alpha^{-1})$ and $L \supseteq \{\hat{\mu}_i\}_{i \in [k]}$ with $\|\hat{\mu}_i - \mu_i\|_2 = O(\sqrt{\alpha^{-1}})$ for all $i \in [k]$, where $\mu_i$ is the mean of the mixture component $D_i$.

For sub-Gaussian components, we build on a clustering algorithm of [45] and improve it to run in nearly-linear time via randomized distance comparisons. The main idea of the [45] algorithm is to exploit concentration, which implies that with high probability, all points drawn from $D_i$ have a closest hypothesis in $L$ at distance $O(\sqrt{\alpha^{-1}})$ from $\mu_i$. By rounding every sample to its nearest hypothesis, and assuming separation $\Omega(\sqrt{\alpha^{-1}})$ between component means, we can perform an efficient equivalence class partitioning which clusters the data. We observe that this framework is tolerant to a small amount of outliers and generalizes to cluster components with bounded fourth moments.

For our most general application of clustering mixtures under only bounded component covariances, as stated in Theorem 4, the same framework does not apply as a constant fraction of all points may be misbehaved due to weak concentration. To address this, we develop a new postprocessing technique, relying on the following observation: letting $P$ be the projection onto the $O(\alpha^{-1})$-dimensional subspace spanned by $L$, any sample hit by $P$ will lie within distance $O(\sqrt{\alpha^{-1}})$ of its corresponding cluster mean in the low-dimensional subspace with constant probability. We use this observation to drop hypotheses which are too far away from the true means, and then an appropriate equivalence relation suffices for clustering. The runtime bottleneck of this strategy is the computation and application of $P$ to our dataset, which can be quite expensive. We show that by instead measuring distances in a $O(\log d)$-dimensional subspace formed by random projections within $P$, and clustering based on these estimates, we obtain similar clustering performance by exploiting guarantees of Johnson-Lindenstrauss transforms.

### 1.3 Related Work

**Mixture Models.** The closest line of work to our results studies efficiently clustering mixture models under mean-separation conditions, and in particular Gaussian mixtures [4, 8, 11, 22, 30, 31, 45, 52, 61, 62, 70, 80, 89]. As mentioned previously, within the class of algorithms with runtime $O(\frac{nd}{\alpha^2})$, [4] achieves the best known mean separation condition (scaling as $\Theta(\alpha^{-\frac{1}{2}})$, where $\alpha$ is the minimum component weight) for clustering mixtures of Gaussians with bounded covariance. This separation condition is nearly-matched (within a logarithmic factor) by our almost-linear time algorithm (Theorem 4), which in addition is robust to outliers and generalizes to broader distribution families. We note that for the special case where the covariances are all known to be exactly the identity, prior to [4], [89] gave a similar algorithm attaining the same runtime of $O(\frac{nd}{\alpha^{2.5}})$, under a weaker separation condition (scaling as roughly $\alpha^{-\frac{5}{2}}$). We are not aware of algorithms with this runtime and separation for clustering Gaussian mixtures when covariances are only spectrally bounded by the identity.

Subsequent work generalized the statistical setting studied in [4, 8, 11, 62], by improving on the separation condition using more
sophisticated algorithmic tools, see, e.g. [44, 45, 52, 61]. More recent work developed efficient algorithms for clustering mixtures of Gaussians, in the presence of a small constant fraction of outliers, under even weaker (algebraic) separation conditions [12, 15, 36]. Beyond clustering, stronger notions of learning have been studied in this setting, including parameter estimation [19, 51, 71], proper learning [2, 9, 33, 48, 64], and their robust analogues [13, 57, 68]. All of the aforementioned algorithms are statistically and computationally intensive, in particular have sample complexities and runtimes scaling super-polynomially with the number of components. Finally, we acknowledge a related line of work studying learning in smoothed settings [5, 20, 49, 53] and density estimation [1, 24, 35], orthogonal to the results of the current paper.

Robust Statistics and List-Decodable Learning. Since pioneering work in the 1960s and 1970s [6, 54, 87, 88], there has been a tremendous amount of work on designing robust estimators, e.g. [50, 55]. However, as discussed earlier, the estimators proposed in the statistics community are intractable to compute in high dimensions. The first algorithmic progress on robust statistics in high dimensions came in two independent works from the theoretical computer science community [37, 63]. Since then, there has been an explosion of work in this area, resulting in computationally efficient estimators for a range of increasingly complex tasks, including the aforementioned work on robust clustering, amongst many others, e.g. [16, 28, 38-40, 46, 60, 77, 86]. For a more complete account, the reader is referred to [43, 66, 83].

We also highlight a line of work, relevant to our main result, which combines tools from robust statistics with ideas from continuous optimization (specifically, regret guarantees over the "in-cost of this projection, yielding $\Omega(\frac{d}{\alpha})$). We note that the algorithms only work in the regime where the fraction of corrupted samples is small, i.e. when $\alpha \to 1$.

The list-decodable learning setting we consider (i.e. when the trusted proportion of the data is $\alpha < \frac{1}{2}$) was first considered in [17, 25]. In particular, [25] gave the first polynomial-time algorithm with near-optimal statistical guarantees for the problem of list-decodable mean estimation under bounded covariance assumptions. Thereafter, efficient list-decodable mean estimators with near-optimal error guarantees were developed under stronger distributional assumptions [45, 61]. More recently, a line of work developed list-decodable learners for more challenging tasks, including linear regression [59, 78] and subspace recovery [14, 78]. Similar techniques were also crucial in the recent development of robust clustering algorithms we previously described.

The most directly related prior research to the current paper is the sequence of recent papers developing faster algorithms for list-decodable mean estimation [29, 41, 42]. We note that the algorithms in [29, 42] critically use projection of the data onto a $O(\frac{1}{\alpha})$-dimensional subspace, and therefore are bottlenecked by the cost of this projection, yielding $\Omega(\frac{d}{\alpha^2})$ runtimes. In the regime that $\alpha$ is a fixed constant, these works achieve runtimes which are linear in $n$ and $d$, by reinterpreting the problem of list-decodable mean estimation in a way which is amenable to speedups via tools from continuous optimization (specifically, regret guarantees over the "k-Fantopes", which capture Ky Fan norms in hindsight). On the other hand, the multifilter approach of [41] only uses one-dimensional projections. However, their algorithm and its analysis does not have a direct interpretation as a continuous optimization method, using problem-specific potentials guaranteeing termination after $n$ iterations.

In many ways, the algorithm we develop in this paper can be viewed as the synthesis of these two approaches, by incorporating the ideas of [29, 42] to find better univariate projections for the multifilter of [41], and then designing a new potential function inspired by regret analyses of matrix multiplicative weights to demonstrate rapid termination of our fast multifilter.

2 PRELIMINARIES

General Notation. For mean $\mu \in \mathbb{R}^d$ and positive semidefinite covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$, we let $\mathcal{N}(\mu, \Sigma)$ be the standard multivariate Gaussian. For $d \in \mathbb{N}$ we let $[d] := \{j \mid j \in \mathbb{N}, 1 \leq j \leq d\}$. We refer to the $\ell_p$ norm of a vector argument by $\|\cdot\|_p$, and overload this to mean the Schatten-$p$ norm of a symmetric matrix argument. The all-ones vector (when the dimension is clear from context) is denoted $1$. The (solid) probability simplex is denoted $\Delta^n := \{x \in \mathbb{R}^{n \times d}_+ \mid |x|_1 \leq 1\}$. We refer to the $i$th coordinate of a vector $v$ by $[v]_i$.

Matrices. Matrices will be in boldface throughout, and when the dimension is clear from context we let $\textbf{0}$ and $\textbf{1}$ be the zero and identity matrices. The set of $d \times d$ symmetric matrices is $\mathbb{S}^d$ and the $d \times d$ positive semidefinite cone is $\mathbb{S}^d_+$. We use the Loewner partial ordering $\preceq$ on $\mathbb{S}^d$. The largest eigenvalue, smallest eigenvalue, and trace of a matrix are given by $\lambda_{\max}(\cdot), \lambda_{\min}(\cdot), \text{Tr}(\cdot)$ respectively. We use $\|\cdot\|_{op}$ to mean the $(\ell_2^2, \ell_2)$ operator norm, which is the largest eigenvalue for arguments in $\mathbb{S}^d_+$. The inner product on $\mathbb{A}, \mathbb{B} \in \mathbb{S}^d$ is given by $\langle \mathbb{A}, \mathbb{B} \rangle := \text{Tr}(\mathbb{A}\mathbb{B})$.

Distributions. We often associate a weight vector $w \in \Delta^n$ with a set of points $T \subset \mathbb{R}^d$ with $|T| = n$. Typically we denote this set by $\{X_i\}_{i \in \mathcal{T}}$, where we overload $T$ to mean the indices as well as the points. For any $T' \subseteq T$ we let $w_{T'} \in \Delta^n$ be the vector which agrees with $w$ on $T'$ and is 0 elsewhere. The empirical mean and covariance matrix on any subset are denoted

$$\mu_w(T') := \sum_{i \in T'} \frac{w_i}{\|w_T\|_1} X_i,$$

$$\text{Cov}_w(T') := \sum_{i \in T'} \frac{w_i}{\|w_T\|_1} (X_i - \mu_w(T')) (X_i - \mu_w(T'))^\top.$$

We also define the unnormalized covariance by

$$\tilde{\text{Cov}}_w(T') := \sum_{i \in T'} w_i (X_i - \mu_w(T')) (X_i - \mu_w(T'))^\top.$$

List-Decodable Mean Estimation. We state the model of list-decodable mean estimation we use throughout the paper; the setting we consider is standard from the literature, and this description is repurposed from [42]. Fix a parameter $0 < \alpha < \frac{1}{2}$. Then a set $T := \{X_i\}_{i \in \mathcal{T}} \subset \mathbb{R}^d$ of size $|T| = n = \Theta(d^{-\alpha})$ is given, containing a subset $S \subset T$ such that the following assumption holds.

Assumption 1. There is a subset $S \subseteq T \subset \mathbb{R}^d$ of size $an = \Theta(d)$, and a vector $\mu^* \in \mathbb{R}^d$, such that

$$\frac{1}{|S|} \sum_{i \in S} (X_i - \mu^*) (X_i - \mu^*)^\top \preceq \textbf{I}.$$
We remark that this assumption is motivated by the statistical model where there is an underlying distribution $D$ supported on $\mathbb{R}^d$ with mean $\mu^*$ and covariance bounded by $I$, and the dataset $T$ is formed by an independent draws from $D$ combined with $(1 - \sigma) n$ arbitrary points. Up to constants in the "good" fraction $\sigma$ and the covariance bound, Proposition B.1 of [25] guarantees Assumption 1 holds with inverse-exponential failure probability. We also note that Proposition 5.4(ii) of [45] shows that the information-theoretic optimal guarantee for list-decodable estimation in the setting of Assumption 1 is to return a list $L$ of candidate means, where $|L| = \Theta(\sigma^{-1})$, and

$$\min_{\mu \in L} \|\mu - \mu^*\|_2^2 = \Theta\left(\frac{1}{\sqrt{\sigma}}\right).$$

(2) This handles the more general case where the upper bound matrix in Assumption 1 is $\sigma^2 I$ for some positive parameter $\sigma$ by rescaling the space appropriately, and the error guarantee (2) becomes worse by a factor of $\sigma$.

Finally, throughout we will make the explicit assumption that $\sigma \geq 1^{-1}$; for the regime where this is not the case, Algorithm 14 of [42] obtains optimal error rates in time $O(\sigma^{-2})$ (and in fact, if we tolerate a list size of $O(\sigma^{-1} \log \frac{1}{\delta})$ where $\delta \in (0, 1)$ is the failure probability of the algorithm, obtains optimal error in time $O(\sigma^{-1})$).

**Fact 1.** For any $w \in \Delta^n$ associated with $T \subset \mathbb{R}^d$, $\prod_i w_i(T) \prod_i w_i(T)^T \leq \sum_{i \in T} \frac{w_i}{\sqrt{w_i}} (X_i^T X_i)$. So for any $v \in \mathbb{R}^d$, $(\mu(T) - v)^T (\mu(T) - v) \leq \sum_{i \in T} \frac{w_i}{\sqrt{w_i}} (X_i^T v)$.  

**Fact 2.** For any $w \in \Delta^n$ associated with $T \subset \mathbb{R}^d$, and any $v \in \mathbb{R}^d$, $\sum_{i \in T} \frac{w_i}{\sqrt{w_i}} (X_i - v)^T (X_i - v) = \text{Cov}_w(T) + (\mu_w(T) - v)^T (\mu_w(T) - v)^T$.  

**Fact 3** (Alternate covariance characterization). For any $w \in \Delta^n$ associated with $T \subset \mathbb{R}^d$,

$$\frac{1}{2\|w\|^2} \left( \sum_{j \in T} w_j w_j^T (X_i^T X_i - X_j^T X_j) \right) = \text{Cov}_w(T).$$

Next, we need the notion of safe weight removal in the list-decodable setting, adapted from [42]. The idea behind safe weight removal is that repeatedly performing a downweighting operation with respect to scores satisfying a certain condition results in weights which preserve some invariant, which we call saturation.

**Definition 2.** We call weights $w \in \Delta^n \gamma$-saturated, for some $\gamma > 1$, if $w \leq \frac{1}{n} \gamma$ entrywise, and

$$\|w\|_1 \geq \gamma \|w\|_1^\frac{1}{\gamma}.$$  

**Definition 3.** We call scores $\{s_i\}_{i \in T} \subset \mathbb{R}_{\geq 0}$ $\gamma$-safe with respect to $w$ if $w \in \Delta^n$ and

$$\sum_{i \in S} w_i s_i \leq \frac{1}{\gamma} \sum_{i \in T} w_i s_i.$$  

Roughly speaking, we require this alternative notion of safe scores in the majority-outlier regime because there are less good points we can afford to throw away; see [42] for additional exposition. The key property connecting these two definitions is the following.

**Lemma 1.** Let $w^{(0)} \in \Delta^n$ be $\gamma$-saturated, and consider any algorithm of the form:

1. For $0 \leq t < N$:
   a. Let $\{s_{1}^{(t)}\}_{i \in T}$ be $\gamma$-safe with respect to $w^{(t)}$.
   b. Update for all $i \in T$:
   $$w^{(t+1)}_i = \left(1 - \frac{s_i^{(t)}}{\max_{i \in T} s_i^{(t)}} \right) w^{(t)}_i,$$
   where $s_i^{(t)} = \max_{i \in T} s_i^{(t)}$.

Then, $w^{(N)}$ is also $\gamma$-saturated.

Finally, we include a technical lemma proved in [29, 42].

**Lemma 2** (Lemma 2, [42]). Let $w \in \Delta^n$ have $w \leq \frac{1}{n} \gamma$ entrywise, and $\|w\|_1 \geq \gamma^2$. Then,

$$\|\mu_w(T) - \mu^*\|_2 \leq \sqrt{2 \|\text{Cov}_w(T)\|_{\text{op}}} \|w\|_1 + \frac{2}{\gamma^2}.$$  

In light of the lower bound of [45], Lemma 2 shows to learn the mean near-optimally, it suffices to ensure $\|w_S\|_1 = \Omega(\sigma)$ and $\|\text{Cov}_w(T)\|_{\text{op}} = \Omega(1)$ (i.e. the weighted covariance is bounded).

We next outline an example of a potential function approach to fast filtering, an alternative to filtering based on matrix multiplicative weights (MMW) used in recent literature [42, 47, 65]. This replacement is very useful in the list-decodable setting, as it greatly simplifies the requirements of our fast multiﬁlter which interlaces clustering and filtering steps.

The example problem we consider in this expository section is the minority-outlier regime for robust mean estimation, when the "ground truth" distribution has covariance norm bounded by $I$. We briefly describe the approach of [47] for this problem, and explain how it can be replaced with our new potential function framework. Throughout this section we assume that amongst the dataset $T \subset \mathbb{R}^d$ of $n$ points, there is $S \subset T$ of size $|S| = (1 - \epsilon)n$ with bounded empirical covariance: $\text{Cov}_1(S) \leq I$.

The main algorithmic step in [47] is an efficient subroutine for halving the operator norm of the empirical covariance while filtering more weight from $T \setminus S$ than from $S$. It is well-known in the literature that whenever the operator norm is $O(1)$, the empirical mean is within $O(\sqrt{\epsilon})$ in $\ell_2$ norm from the ground truth mean (for an example of this derivation, see Lemma 3.2 of [47]). This was accomplished in [47] using MMW-based regret guarantees, with "gain matrices" given by covariances and iterative filtering based on MMW responses. The result was a procedure which either terminates with a good estimate, or halves the covariance operator norm after $O(\log d)$ rounds of filtering. The latter is an artifact of many regret minimization techniques, which only guarantee progress after multiple rounds. We now describe an alternative one-shot potential decrease guarantee.

**One-Shot Potential Decrease.** Our algorithm will proceed in a number of iterations, where we modify a weight vector in $\Delta^n$ associated with $T$. We initialize $w^{(0)} \leftarrow \frac{1}{n} I$. In iteration $t$, we will downweight $w^{(t)} \in \Delta^n$ to obtain a new vector $w^{(t+1)}$ as follows. Define the matrices

$$M_t := \text{Cov}_{w^{(t)}}(T), \quad Y_t := M_t^{1/2}.$$  

MMW guarantees are also implicitly used in approaches based on packing SDP’s, see e.g. [26, 27, 29]. However, [42, 47, 65] use MMW guarantees in a non-black-box way to design filters.
The potential we will track is \( \Phi_t := \text{Tr}(Y_t^2) \). In order to analyze \( \Phi_t \), we require two helper facts.

**Fact 4 (Lemma 7, [56]).** Let \( A \geq B \) be matrices in \( \mathbb{R}^{d \times d} \), and let \( p \in \mathbb{N} \). Then \( \text{Tr}(A^{p-1}B) \geq \text{Tr}(BP) \).

**Fact 5.** For any \( y \geq 0 \) and \( A \in \mathbb{R}^{d \times d} \), \( y \text{Tr}(A^2 \log d) \leq \text{Tr}(A^2 \log d + d^2 \log d + 1) \).

We now give the potential analysis. Our main goal will be ensuring

\[
\langle Y_t^2, M_{t+1} \rangle \leq 20 \text{Tr}(Y_t^2).
\]

The specific constant in the above equation is not particularly important, but is used for illustration. We now show how (3) implies a rapid potential decrease. Observe that

\[
\Phi_{t+1} = \text{Tr}(M_{t+1}^2) \leq \frac{1}{40} \text{Tr}(M_{t+1}^2 \log d) + d(40)^2 \log d
\]

\[
\leq \frac{1}{40} \text{Tr}(M_{t+1}^2 \log d) + d(40)^2 \log d
\]

\[
\leq \frac{1}{2} \text{Tr}(Y_t^2) + d(40)^2 \log d
\]

The first line used Fact 5 with \( y = 40 \), the second used Fact 4 with \( A = M_t \) and \( B = M_{t+1} \) (noting that if \( w^{(t+1)} \leq w^{(t)} \) entrywise, the unnormalized covariance matrices respect the Loewner order by Fact 2), and the third line used the assumption (3). This implies that we decrease \( \Phi_t \) by a constant factor in every iteration, until it is roughly \( d(40)^2 \log d \), at which point the definition \( \Phi_t = \text{Tr}(M_t^2 \log d) \) implies that \( \|M_t\|_{op} \) is bounded by a constant. By using a naive filtering preprocessing step, we can guarantee that \( \Phi_0 = d(40) \log d \), and hence the process will terminate in \( O(\log^2 d) \) rounds.

**Meeting the Filter Criterion (3).** To complete the outline of this algorithm, we need to explain how to satisfy (3) via downweighting, while ensuring that we remove more weight from \( T \setminus S \) than \( S \). To do so, we define scores

\[
s_i^{(t)} := (X_i - \mu_{w^{(t)}}(T))^T M_{t}^2 \log d (X_i - \mu_{w^{(t)}}(T))
\]

Then, by linearity of trace the condition (3) is implied by

\[
\sum_{i \in T} w_i^{(t+1)} s_i^{(t)} \leq 20 \text{Tr}(Y_t^2).
\]

Since Fact 2 implies that \( \sum_{i \in T} w_i^{(t+1)} s_i^{(t)} \leq \sum_{i \in T} w_i^{(t+1)} s_i^{(t)} \). Further, whenever (5) does not hold, it must be primarily due to the effect of the outliers \( T \setminus S \), because the covariance is bounded. Hence, we can simply set \( w_i^{(t+1)} = \left(1 - \frac{s_i^{(t)}}{s_{\max}^{(t)}}\right) w_i^{(t)} \), where \( K \) is the smallest natural number which satisfies (5). Finally, binary searching to find the smallest value of \( K \) meeting (3) yields a complete algorithm running in \( O(\log d) \) time (for further details on this binary search, see Theorem 2.4 of [47]).

## 3 WARMUP: FAST GAUSSIAN MULTIFILTER

As a warmup to our later (stronger) developments in the full version of this paper, we give a complete algorithm for list-decodable mean estimation in the Gaussian case, i.e. where the “true” distribution \( \mathcal{D} \) is drawn from a Gaussian with covariance bounded by \( I \). The strength of the error guarantees of the simpler algorithm in this section are somewhat weaker than those of the algorithm in the full version of this paper, but we include this section as an introductory exposition of our techniques.

Throughout this section, we will assume that \( a \in [1/d, 1/\log C] \), for some constant \( C > 0 \). We claim this is without loss of generality. Specifically, for \( a^{-1} \) sub-logarithmic in the dimension \( d \), the algorithm in the prior work by [42] runs in nearly-linear time. On the other hand, randomly sampling the dataset solves the list-decodable mean estimation problem near-optimally in time \( O(a^{-1}) \) (see Appendix A of [42] for a proof). We now formally define the regularity condition which we will use throughout this section.

**Assumption 2.** There is a subset \( S \subseteq T \subset \mathbb{R}^d \) of size \( \alpha n = \Theta(d \cdot \text{polylog}(d)) \), and a vector \( \mu^* \in \mathbb{R}^d \) such that for all unit vectors \( v \in \mathbb{R}^d \) and thresholds \( t \in \mathbb{R}_{\geq 0} \),

\[
\Pr_{i \sim \text{unif} S} (X_i - \mu^*, v > t) \leq \exp(-\Omega(t^2)) + \frac{1}{\Omega(\log^2 d)}.
\]

Here, the notation \( i \sim \text{unif} S \) means that \( i \) is a uniformly random sampled index from \( S \).

### 3.1 Reducing GPartition to GSpltOrCluster

Our final algorithm creates a tree of candidate sets. Every node \( p \) in the tree is associated with a subset \( T_p \). In order to progress down the tree, at a given node \( p \) we form children \( \{c_\ell \mid \ell \in \{k\}\} \) with associated sets \( \{T_c \mid \ell \in \{k\}\} \); we call the procedure which produces the children node GPartition, and develop it in this section. There are three key properties of GPartition which we need.

1. The sum of the cardinalities of \( \{T_c \mid \ell \in \{k\}\} \) is not too large compared to \( |T_p| \). This is to guarantee that at each layer of the tree, we perform about the same amount of work, namely \( O(|T|) \). We formalize this with a parameter \( \beta \in (0, 1) \) throughout the rest of this section, and will guarantee that every time GPartition is called on a parent node \( p \),

\[
\sum_{\ell \in \{k\}} |T_c|^{1+\beta} \leq |T_p|^{1+\beta}.
\]

2. If the parent vertex \( p \) has substantial overlap with \( S \) (at least \( \frac{1}{2} |S| \) points), then at least one of the produced children continues to retain all but a small fraction of points in \( S \).

3. Defining the matrices

\[
M_p := \text{Cov}_{\frac{1}{n}} (T_p), \quad Y_p := M_p^{\log d},
\]

\[
M_c := \text{Cov}_{\frac{1}{n}} (T_c), \quad Y_c := M_c^{\log d} \quad \text{for all } \ell \in \{k\},
\]

every \( M_c \) satisfies the bound

\[
\langle Y_c^2, M_c \rangle \leq R^2 \text{Tr}(Y_p^2),
\]

for some (polylogarithmic) value \( R \) we will specify. Note the similarity between this and (3); this will be used in a potential analysis to bound progress on covariance operator norms.

We are now ready to state the algorithm GPartition. It heavily relies on a subroutine, G1DPartition\((T', v)\) which takes a subset \( T' \) and a vector \( v \in \mathbb{R}^d \), and produces children subsets of \( T' \) satisfying the first two conditions above, and also guarantees that
Algorithm 1 GPartition($T_p, \alpha, \beta, C, R$)

1: **Input:** $T_p \subseteq T, \alpha \in (0, \frac{1}{2}), \beta \in (0, 1), C, R \in \mathbb{R}_{\geq 0}$ satisfying (for sufficiently large constants)

\[
R = \Omega \left( \sqrt{\log(C) \cdot \log \log(C^{-1})} \right), \quad C = \Omega \left( \log^2 d \right).
\]

2: **Output:** With failure probability $\leq \frac{1}{T}$: subsets \{\(T_e\)\} for \(\ell \in [k]\) of \(T_p\), satisfying (6). Every child satisfies (8) (using notation (7)). If $|T_p \cap S| \geq (\frac{1}{2} + \frac{1}{C})|S|$, at least one child $T_e$ satisfies

\[
|T_e \cap S| \geq \left( \frac{C}{2} \right) |S|.
\]

3: Sample $N_{\text{dir}} = \Theta(\log(d))$ vectors $\{u_j\}_{j \in [N_{\text{dir}}]} \in \mathbb{R}^d$ each with independent entries $\pm 1$. Following notation (7), let $v_j \leftarrow Y_p u_j$ for all $j \in [N_{\text{dir}}].$

4: $S_0 \leftarrow T_p$

5: for $j \in [N_{\text{dir}}]$ do

6: $S_j \leftarrow \emptyset$

7: for $T' \in S_{j-1}$ do

8: $T \leftarrow \text{GPartition}(T', \alpha, \beta, C_{\text{dir}}, R)$

9: $S_j \leftarrow S_j \cup T$

10: end for

11: end for

12: return $S_{N_{\text{dir}}}$

along the direction $v$, each child subset is contained in a relatively short interval.

Once again, G1DPartition heavily relies on a subroutine we develop, GSplitOrCluster, which is implemented in Section 3.2. It takes as input a set $T''$ and either produces one or two subsets of $T''$. If it outputs one set, that set has length at most $R \|v\|_2$ in the direction $v$; otherwise, GSplitOrCluster simply recurse on the additional two sets. Crucially, GSplitOrCluster guarantees that if $T''$ has substantial overlap with $S$, then so does at least one child; moreover, when GSplitOrCluster returns two sets, they satisfy a size potential such as (10). We now demonstrate correctness of GPartition, assuming that G1DPartition is correct.

**Lemma 3.** GPartition satisfies the guarantees in Line 2 of Algorithm 1, assuming correctness of G1DPartition.

**Proof.** First, to demonstrate that the subsets satisfy (6), we observe that we can view GPartition as always maintaining a set of subsets, $S_j$ (in the beginning, $S_0 = T_p$). The set $S_j$ is formed by calling G1DPartition on elements of $S_{j-1}$, each of which satisfy (10), so inductively $S_{N_{\text{dir}}} = \{T_e\}_{\ell \in [k]}$ will satisfy (6) with respect to $S_0 = T_p$ as desired.

Next, by recursively using the guarantee of G1DPartition, every $T_{e, j} \in S_{N_{\text{dir}}}$ will satisfy that all values $\{\langle v_j, X_i \rangle \}_{i \in T_{e, j}}$ are contained in an interval of length $R \|v_j\|_2$ for all $j \in [N_{\text{dir}}]$. In other words, this set is short along all the directions $\{Y_p u_j = v_j\}_{j \in [N_{\text{dir}}]}$.

Algorithm 2 G1DPartition($T'', \alpha, v, \beta, C, R$)

1: **Input:** $T'' \subseteq T, \alpha \in (0, \frac{1}{2}), v \in \mathbb{R}^d, \beta \in (0, 1), C, R \in \mathbb{R}_{\geq 0}$ satisfying (for sufficiently large constants)

\[
R = \Omega \left( \sqrt{\log(C) \cdot \log \log(C^{-1})} \right), \quad C = \Omega \left( \log^3 d \right).
\]

2: **Output:** Subsets \{\(T''_e\)\} for \(\ell \in [k]\) of $T''$, such that

\[
\sum_{\ell \in [k]} |T''_e|^{1+\beta} \leq |T''|^{1+\beta}.
\]

Every child has all values $\{\langle v, X_i \rangle \mid i \in T''_e\}$ contained in an interval of length $R \|v\|_2$.

3: $S_{in} \leftarrow \{T''\}, S_{out} \leftarrow \emptyset$

4: while $S_{in} \neq \emptyset$ do

5: $T'' \leftarrow$ the first element of $S_{in}$

6: $S_{in} \leftarrow S_{in} \setminus T''$

7: if GSplitOrCluster($T'', \alpha, \beta, R, \frac{1}{C_{\text{dir}}}$) returns one set $T_{out}$

8: $S_{out} \leftarrow S_{out} \cup \{T_{out}\}$

9: else

10: $T_{out, 1}, T_{out, 2} \leftarrow$ GSplitOrCluster($T'', \alpha, \beta, R, \frac{1}{C_{\text{dir}}}$)

11: $S_{in} \leftarrow S_{in} \cup \{T_{out, 1}, T_{out, 2}\}$

12: end if

13: end while

This lets us conclude

\[
\langle Y_p^2, M_{c_1} \rangle = \frac{1}{2n |T_{c_1}|} \sum_{i \in T_{c_1}} \sum_{i \neq j \in T_{c_1}} \|X_i - X_j\|_2^2 \leq \frac{1}{2n |T_{c_1}|} \sum_{i \in T_{c_1}} \sum_{j \in [N_{\text{dir}}]} \|Y_p u_j, X_i - X_j\|_2^2 \leq \frac{1.4}{2n |T_{c_1}|} \sum_{i \in T_{c_1}} \sum_{j \in [N_{\text{dir}}]} R^2 \|Y_p u_j\|_2^2 \leq \frac{1.4}{2N_{\text{dir}}} \sum_{j \in [N_{\text{dir}}]} R^2 \|Y_p u_j\|_2^2 \leq 2R^2 \text{Tr}(Y_p^2),
\]

with probability at least $1 - \frac{1}{2^p}$. Here, we used Fact 3 in the first line and linearity of trace in the second line. The third line used the Johnson-Lindenstrauss lemma of [3] which says that for any vector $v$, $\frac{1}{N_{\text{dir}}} \sum_{j \in [N_{\text{dir}}]} \|u_j, v\|_2^2 \in [0.6, 1.4] \|v\|_2^2$ for a sufficiently large $N_{\text{dir}} = \Theta(\log(d))$ with probability at least $1 - \frac{1}{2^p}$, which we union bound over all $|T_{c_1}|^2 \leq n^2 \leq d^4$ pairs of points. The fourth line used the radius guarantee of G1DPartition, and the fifth used $|T_{c_1}| \leq n$ and the Johnson-Lindenstrauss lemma guarantee that $\frac{1}{N_{\text{dir}}} \sum_{j \in [N_{\text{dir}}]} \|Y_p u_j\|_2^2 \in [0.6, 1.4] \text{Tr}(Y_p^2)$ with probability at least
1 − \frac{1}{2^{\Delta r}}, which can be deduced by the guarantee of [3] applied to the rows of \(Y_p\). Union bounding over the two applications of [3] yields the claim.

Finally, to demonstrate that at least one child satisfies (9), suppose \(p\) satisfies \([T_p, \gamma] \geq \left(\frac{1}{2} + \frac{1}{2\Delta}\right)[S]\) (i.e. it has substantial overlap with \(S\)). Then by applying the guarantee of G1Partition inductively, every \(S_j\) will have at least one element \(T'\) satisfying \([T' \cap S] \geq \frac{1}{2}[S]\). Every call to G1Partition only removes \(\frac{1}{C_{\text{dist}}}[S]\) points in \(S\), so overall only \(\frac{1}{\tau}[S]\) points are removed. \(\square\)

### 3.2 Implementation of GSplitOrCluster

In this section, we first state GSplitOrCluster and prove correctness, and then analyze the runtime of G1Partition, using our GSplitOrCluster implementation.

**Algorithm 3** GSplitOrCluster(\(T_{\text{in}}, \alpha, \gamma, \beta, R, \Lambda\))

1. **Input**: \(T_{\text{in}} \subseteq T, \alpha \in (0, \frac{1}{2}), \gamma \in (0, 1), R \in \mathbb{R}_{\geq 0}, \Lambda \in (0, 1)\)
2. **Output**: Either one subset \(T_{\text{out}}^{(0)} \subset T_{\text{in}}\), or two subsets \(T_{\text{out}}^{(1)}, T_{\text{out}}^{(2)} \subset T_{\text{in}}\). In the one subset case, \(T_{\text{out}}^{(1)}\) has \(|\langle x_i, x_j \rangle | i \in T_{\text{out}}^{(1)}\rangle\) contained in an interval of length \(R\|v\|_2\).
   In the two subsets case, they take the form, for some threshold value \(\tau \in \mathbb{R}\) and \(r := \frac{R}{\tau_{\text{max}}}, \tau_{\text{max}} = \Theta\left(\frac{\log_{\mathbb{R}}(\frac{1}{\alpha} + \beta)}{\beta}\right)\)
3. \(Y_{i} \leftarrow \langle x_i, x_i \rangle\) for all \(i \in T_{\text{in}}\)
4. \(T_{\text{out}}^{(0)} \leftarrow \text{indices in the middle } 1 - \alpha\Delta\text{ of } \{Y_{i}\}_{i \in T_{\text{in}}}\)
5. if \(\langle Y_{i} | i \in T_{\text{in}}^{(0)}\rangle\) is contained in an interval of length \(R\|v\|_2\)
   then return \(T_{\text{out}}^{(0)}\)
6. else \(\tau_{\text{med}} \leftarrow \text{med} \{Y_{i} | i \in T_{\text{in}}\}\), where med returns the median
7. \(\tau_{k} \leftarrow \tau_{\text{med}} + 2\kappa\tau\|v\|_2\) for all integers \(-k_{\text{max}} \leq k \leq k_{\text{max}}\)
8. return \(T_{\text{out}}^{(1)}, T_{\text{out}}^{(2)}\) defined in (11) for any threshold \(\tau_{k}\) inducing sets satisfying (12)
9. end if

To analyze Algorithm 3 we first demonstrate that it always returns in at least one case. In particular, we demonstrate that whenever the set \(T_{\text{out}}^{(0)}\) is not sufficiently short, then there will be a threshold parameter \(k\) such that the induced sets in (11) satisfy the size bound (12).

**Lemma 4.** Suppose Algorithm 3 does not return on Line 6. Then, there exists a \(k \in \mathbb{Z}\) in the range \(-k_{\text{max}} \leq k \leq k_{\text{max}}\) such that Algorithm 3 is able to return on Line 10.

**Proof.** We instead prove that if there is no such \(k\), then we will have a contradiction on the length of the set \(T_{\text{out}}^{(0)}\) in the direction \(v\). We first lower bound the length of the \(\left[\frac{1}{2}, 1 - \frac{\alpha\Delta}{2}\right]\) quantiles of \(\{Y_{i} | i \in T_{\text{in}}\}\) by \(\frac{1}{2}R\|v\|_2\); the lower bound for the \(\left[\frac{\alpha\Delta}{2}, \frac{1}{2}\right]\) quantiles will follow analogously. Combining shows that if no threshold works, then the algorithm should have returned \(T_{\text{out}}^{(0)}\).

For any threshold \(\tau\), define \(g(\tau) \in [0, 1]\) to be the proportion of \(\{Y_{i} | i \in T_{\text{in}}\}\) which are \(\geq \tau\). Moreover, define for all \(1 \leq k \leq k_{\text{max}}\),

\[y_k := g(\tau_{\text{med}} - k\tau\|v\|_2) = g(\tau_{\text{med}} + (2k - 1)\tau\|v\|_2),\]

and note that \(y_1 \leq \frac{1}{2}\) by definition, since \(\tau_{\text{med}}\) was the median. Now, for each \(1 \leq k \leq k_{\text{max}}\), since \(\tau_k\) was not a valid threshold, the sets

\[T_{k}^{(1)} := \{X_i | Y_i \leq \tau_{\text{med}} + (2k - 1)\tau\|v\|_2\},\]

\[T_{k}^{(2)} := \{X_i | Y_i \geq \tau_{\text{med}} + (2k - 1)\tau\|v\|_2\},\]

do not satisfy the size bound (12). Normalizing both sides of (12) by \(|T_{\text{in}}|^{1+\beta}\) and using the definitions of \(y_k\), we obtain the following:

\[(1 - y_{k+1})^{1+\beta} + y_k^{1+\beta} \geq \frac{|T_{k}^{(1)}|^{1+\beta}}{|T_{\text{in}}|^{1+\beta}} + \frac{|T_{k}^{(2)}|^{1+\beta}}{|T_{\text{in}}|^{1+\beta}} \geq 1 \quad (13)\]

\[\implies y_{k+1} \leq y_{k}^{1+\beta}.\]

To obtain the above implication, we used \(1 - (1 - x)^{1+\beta} > x^{1+\beta}\) for all \(x, \beta \in [0, 1]\). By repeatedly applying the recursion (13), we have

\[y_{k_{\text{max}}} \leq y_1^{(1+\beta)\text{max} - 1} \leq \left(\frac{1}{2}\right)^{(1+\beta)\text{max} - 1} \leq \frac{\alpha\Delta}{2},\]

where we use the definition of \(k_{\text{max}}\) and \(y_1 \leq \frac{1}{2}\). Thus, the \(\left[\frac{1}{2}, 1 - \frac{\alpha\Delta}{2}\right]\) quantiles are contained between \(\tau_{\text{med}}\) and \(\tau_{\text{med}} + (2k_{\text{max}} - 1)\tau\|v\|_2 \leq \tau_{\text{med}} + \frac{1}{2}R\|v\|_2\). By repeating this argument in the range \(-k_{\text{max}} \leq k \leq -1\), we obtain a contradiction (as Algorithm 3 should have returned \(T_{\text{out}}^{(0)}\)). \(\square\)

We next prove that if the input \(T'\) to G1Partition has large overlap with \(S\), then the algorithm always returns some child \(T''\) which removes at most \(\frac{1}{\tau}[S]\) points from this overlap.

**Lemma 5.** Whenever G1Partition is called on \(T'\) with \(|T' \cap S| \geq \left(\frac{1}{2} + \frac{1}{2}\right)[S]\) with parameters \(R, \Lambda\) satisfying (for sufficiently large constants)

\[R = \Omega\left(\sqrt{\log(\gamma)} \cdot \frac{\log_{\mathbb{R}}(\frac{1}{\alpha} + \beta)}{\beta}\right), \quad \Lambda = \Omega\left(\log^3 d\right),\]

it produces some child \(T''\) satisfying \(|T'' \cap S| \geq |T' \cap S| - \frac{1}{\tau}[S]|.\)

**Proof.** We first discuss the structure of G1Partition. We say a call to GSplitOrCluster is a "split step" if it produces two sets, and otherwise we call it a "cluster step." Every output child of G1Partition is the result of a consecutive number of split steps, and then one cluster step. Also, every split step replaces an interval with its intersections with two half-lines which overlap by \(2r\|v\|_2 = \Omega\left(\sqrt{\log(\gamma)} \cdot \|v\|_2\right)\). Assume for simplicity that \(\|v\|_2 = 1\) in this proof; analogous arguments hold for all \(v\) by scaling everything appropriately. Finally, we recall that all calls to GSplitOrCluster in G1Partition are with \(\Delta = \frac{1}{C_{\text{dist}}}\).
Our key technical claim is that after any number of split steps forming a partition of the real line, there is always some interval such that \((a, \mu^*)\) is \(r\) away from both endpoints (in this proof, we allow intervals to have endpoints at \(\pm \infty\)). This is clearly true at the beginning, since the only interval is \((-\infty, \infty)\). Next, we induct and assume that on the current partition, after some number of split steps, there is an interval \([a, b]\) in the partition such that \((a, \mu^*) \in [a + r, b - r]\). Consider the intersection of this interval with any split step, parameterized by the half-lines \((-\infty, r + \tau)\) and \([\tau, \infty)\) for some \(\tau \in \mathbb{R}\). If \((a, \mu^*) \geq \tau\), then one of the resulting intervals is \([\max(a, \tau - r), b]\) where we note that this interval is non-degenerate by assumption; \(\tau \leq (a, \mu^*) \leq b - r \implies \tau - r \leq b\).

If the result of the max is \([a, b]\), then the claim holds; otherwise, the interval is \([\tau - r, b]\) and the claim holds by induction \((a, \mu^*) \leq b - r\) and the assumption \((a, \mu^*) \geq \tau\). The other case when \((a, \mu^*) \leq \tau\) follows symmetrically by considering the interval \([a, \min(b + r, \tau)]\).

Now, consider the partition of the real line which is induced by the eventual children outputted by \(G1DPartition\), right before the last cluster step is applied to them (in other words, this partition is formed only by split steps). Using the above argument, there is some element of this partition \([a, b]\) so that \((a, \mu^*) \in [a + r, b - r]\).

Applying Assumption 2 shows that we consider the effects of truncating the set \(\{\delta_i \mid \delta_i \in S\}\) at the endpoints of this interval, we remove at most a \(\frac{1}{2\Delta}\) fraction of the points from \(S\). Finally, the interval that is returned is the result of a cluster step applied to this interval. This can only remove at most an \(\alpha \Delta \leq \frac{1}{2\Delta}\) fraction of the overall points, which is at most \(\frac{1}{2\Delta} |S|\). Combining these two bounds yields the claim.

Finally, we conclude with a runtime analysis of \(G1DPartition\).

**Lemma 6.** Let \(n' = |T'|\) for some \(T' \subseteq T\). \(G1DPartition\) called on input \(T'\) with parameter \(C\) can be implemented to run in time \(O\left(n'd + (n')^{1 + \beta} \log n' \cdot \frac{\log \log(Cd)}{\beta}\right)\).

**Proof.** We begin by forming all of the one-dimensional projections \((a, X_i)\) for all \(i \in T'\), and sorting these values. We also store the quantile of each point (i.e. the number of points larger than it). The total cost of these operations is \(O(n'd + n' \log n')\).

Next, given this total ordering, observe that the structure of our algorithm \(G1DPartition\) means that every set in \(S_m\) is a subinterval of \(T'\), since this is inductively preserved by calls to \(GSplitOrCluster\). Hence, we can represent every set implicitly by its endpoints. Moreover, given access to the initial quantile information we can implement every call to \(GSplitOrCluster\) in time \(O(k_{max} \log n' = O(\log n' \cdot \frac{\log \log(Cd)}{\beta})\), since the cost of checking the length of \(T'_{out}^{(0)}\) is constant, and the cost of checking each candidate \(\gamma_k\) is dominated by determining the thresholds of the corresponding induced sets \(T'_{out}^{(1)}\) and \(T'_{out}^{(2)}\). This can be performed via binary searches in \(O(\log n')\) time.

It remains to bound the number of calls to \(GSplitOrCluster\) throughout the execution of \(G1DPartition\). To this end, we bound the number of times \(GSplitOrCluster\) can return one set, and the number of times it can return two sets. Every time \(GSplitOrCluster\) returns one set, it adds it to \(S_{out}\), and by using the guarantee (12) recursively, there can only ever be \((n')^{1 + \beta}\) such sets. Similarly, every time it returns two sets it increases \(|S_{in}| + |S_{out}|\) by one, but we know at termination this is at most \((n')^{1 + \beta}\), and this potential never decreases. Thus, the total number of calls to \(GSplitOrCluster\) is bounded by \(O((n')^{1 + \beta})\), as desired.

We obtain a runtime bound on \(GPartition\) as a corollary.

**Corollary 1.** Let \(n_p = |T_p|\) for some \(T_p \subseteq T\). \(GPartition\) called on input \(T_p\) with parameter \(C\) can be implemented to run in time \(O\left(n_p^{1 + \beta} \log^2(d) + n_p^{1 + \beta} \log^2(d) \cdot \frac{\log \log(Cd)}{\beta}\right)\).

**Proof.** First, consider the cost of computing all vectors \(Y_p\).

It is straightforward to implement matrix-vector multiplications through \(M_p\) in time \(O(n_p \log^2(d))\), so this cost is \(O(n_p \log^2(d))\).

We next require a bound on the cost of \(N_{\Delta}\) (\(O(\log d)\) consecutive calls to \(G1DPartition\). The cost of each is given by Lemma 6, and the result follows by summing this cost over all elements of each \(S_j\), which can be bounded for all \(j \in N_{\Delta}\), the cardinalities of all sets contained in \(S_j\) have \(1 + \beta\) powers bounded by \(n_p^{1 + \beta}\) by repeatedly using the guarantee (10).

### 3.3 Full Gaussian Algorithm

Finally, we are ready to give our full (warmup) algorithm for list-decodable mean estimation under Assumptions 1 and 2.

**Algorithm 4 FastGMultifilter**

\[\begin{align*}
1 & \text{Input: } T \subset \mathbb{R}^d, |T| = n \text{ satisfying Assumptions 1 and 2 with parameter } \alpha \in (0, \frac{1}{2}) \\
2 & \text{Output: } \text{With failure probability } \leq \frac{1}{d}, L \text{ with } |L| = O\left(\frac{1}{\alpha}\right) \text{ such that some } \hat{\mu} \in L \text{ satisfies} \\
3 & \|\hat{\mu} - \mu\|_2 = O\left(\frac{\log(d) \log \log^{1.5}(d)}{\sqrt{\alpha}}\right). \\
4 & \{T'_i\}_{i \in [k]} \leftarrow \text{NaiveCluster}(T) \\
5 & \{\alpha_i\}_{i \in [k]} \leftarrow \frac{1}{|T'_i|} \alpha \text{ for all } i \in [k] \\
6 & \text{return } \bigcup_{i \in [k]} \text{FastGMultifilterBoundedDiameter}(T'_i, \alpha_i)
\end{align*}\]

We begin by stating the guarantees of \(\text{NaiveCluster}\).

**Lemma 7** (Lemma 12, [42]). There is a randomized algorithm, \(\text{NaiveCluster}\), which takes as input \(T \subset \mathbb{R}^d\) satisfying Assumption 1 and partitions it into disjoint subsets \(\{T'_i\}_{i \in [k]}\) such that with probability at least \(1 - \frac{1}{d^2}\), all of \(S\) is contained in the same subset, and every subset has diameter bounded by \(O(d^{1/2})\), in time \(O(nd + n \log n)\).

We now demonstrate that if the operator norm of the (unnormalized) covariance matrix of a set of points \(T'\) is bounded, and \(T'\) has sufficient overlap with \(S\), then its empirical mean is close to \(\mu^*\).

**Lemma 8.** For \(T' \subset T\) with empirical mean \(\hat{\mu}\), if \(|T' \cap S| \geq \frac{1}{5}|S|\) and \(\text{Cov}_{1/2}(T') \leq \text{R}^2\), \(|\|\hat{\mu} - \mu^*\|_2 = O\left(\frac{1 + R}{\sqrt{\alpha}}\right)\).

**Proof.** Let \(w\) place weight \(\frac{1}{n}\) on coordinates in \(T'\), and 0 on all other coordinates. Clearly this \(w\) satisfies the assumption of Lemma 2, since its \(\|\cdot\|_1^2 \geq \frac{1}{2}\alpha \cdot \frac{1}{\alpha}\). The conclusion follows by applying Lemma 2, where we use \(\|w\|_1 \text{Cov}_w(T) = \text{Cov}_{\frac{1}{n}}(T')\), and the assumed bound.
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Algorithm 5 FastGMultifilterBoundedDiameter(T, α)

1: Input: T ⊂ ℝ^d, |T| = n satisfying Assumptions 1 and 2 with parameter α ∈ (0, 1/4)
2: Output: With failure probability ≤ 1/4, L_out with |L_out| = O(1/α) such that some β ∈ L_out satisfies

\[ \|\hat{\mu} - \mu^*\|_2 = O\left(\frac{\log(d) \log \log \log (d)}{\sqrt{\alpha}}\right). \]

3: \[L^{(0)} \leftarrow (T), L_{out} \leftarrow \emptyset\]
4: For sufficiently large constants,

\[ R \leftarrow \Theta\left(\log(d) \log \log \log (d)\right), C \leftarrow \Theta(\log^2 d), D \leftarrow \Theta(\log^2 d)\]
5: for \( \ell \in [D] \) do
6: \[L^{(\ell)} \leftarrow \emptyset\]
7: for \( T' \in L^{(\ell-1)} \) do
8: Append all elements of GPartition\((T', \alpha, \frac{1}{\log d}, C, R)\) to \( L^{(\ell)} \) with size at least \( \frac{n\alpha}{2} \)
9: end for
10: end for
11: return List of empirical means of all sets in \( L^{(D)} \)

We give a full analysis of FastGMultifilterBoundedDiameter.

**Proposition 1.** FastGMultifilterBoundedDiameter meets its output specifications with probability at least \( 1 - \frac{1}{4} \), within runtime

\[ O\left(\frac{n d \log^4(d) + n \log^5(d) \log \log(d)}{\log^2 d}\right). \]

**Proof.** Throughout, we denote \( \beta := \frac{1}{\log d} \). There are three main guarantees of the algorithm: that the list size is \( O\left(\frac{1}{\alpha}\right) \), that some list element satisfies (14), and that the runtime is as claimed. We first bound the list size. FastGMultifilterBoundedDiameter produces a tree of subsets, of depth \( D \). Each layer of the tree is composed by the sets in \( L^{(\ell)} \) where \( 0 \leq \ell \leq D \), and \( L^{(0)} \) is the root node. The children of each node are the results of calling GPartition on the associated subset. Moreover, by repeatedly using the guarantee (6) inductively, the total cardinality of all sets at layer \( \ell \) is bounded by \( n^{1+\beta} = O(n) \). Since we only return means from sets with size at least \( \frac{n\alpha}{2} \) on layer \( D \), there can only be \( O(\frac{1}{\alpha}) \) such sets.

Next, we bound error rate. Consider some leaf node, and its path to the root; call the sets associated with these vertices \( T_0, T_1, \ldots, T_D \), where \( T_D \) is the leaf node and \( T_0 = T \) is the original set. Define the potential function at each layer \( 0 \leq \ell \leq D \),

\[ \Phi_\ell := \text{Tr}\left(M_\ell^2 \log^d d \right), \text{where } M_\ell := \text{Cov}_{\frac{1}{\alpha}}(T_\ell). \]

Note that every parent-child pair along this path satisfies the guarantee (8). We thus conclude that for each \( 0 \leq \ell < D \), we have the recurrence (analogously to (4))

\[ \Phi_{\ell+1} \leq \frac{1}{2 R^2} \text{Tr}\left(M_{\ell+1}^2 \log^d d + d(2R^2)^2 \log^d d \right) \]
\[ \leq \frac{1}{2 R^2} \text{Tr}\left(M_{\ell+1}^2 \log^d d \right) + d(2R^2)^2 \log^d d \]
\[ \leq \frac{1}{2} \text{Tr}\left(M_{\ell}^2 \log^d d \right) + d(2R^2)^2 \log^d d = \frac{1}{2} \Phi_\ell + d(2R^2)^2 \log^d d. \]

The first line used Fact 5 with \( \gamma = 2R^2 \), the second used Fact 4, and the third used the guarantee (8). Thus, as long as at a layer \( \ell \) we have \( \Phi_\ell > 4d(2R^2)^2 \log^d d \), we have \( \Phi_{\ell+1} \leq \frac{1}{2} \Phi_\ell \), and so the potential is decreasing by a constant factor. The potential \( \Phi_0 \) is bounded by \( 4\Omega(\log^d d) \), because we assumed the input set has polynomially bounded diameter, so within \( D = \Omega(\log^d d) \) layers, every node on layer \( D \) must have \( \Phi_D \leq 4d(2R^2)^2 \log^d d \). This implies that the operator norm of \( \text{Cov}_{\frac{1}{\alpha}}(T') \) for every node \( T' \) on layer \( D = \Omega(R^2) \).

We next show at least one node \( T' \) on every layer has \( |T'| \geq \frac{1}{2}[S] \). By inductively using (9) with our chosen value of \( C \), summing over \( O(\log^d d) \) layers guarantees that we only remove at most \( \frac{1}{2}[S] \) points from the intersection throughout the root-to-leaf path, for some path. We can now apply Lemma 8 to guarantee (14). To obtain the high-probability bound, note that the number of times we call GPartition is bounded by \( O\left(\frac{1}{\alpha} \log^2 d\right) \), since at each layer we prune every node with less than \( \frac{1}{2} \) points; there can only be \( O(\frac{1}{\alpha}) \) surviving nodes per layer (since the total cardinalities of the layer is bounded by \( n^{1+\beta} = O(n) \)), and taking a union bound over all calls to GPartition shows the failure probability.

Finally, we discuss runtime. We simply apply Corollary 1 to each layer, which bounds the runtime of each layer by \( O(n \log^d d + n \log^5 d \log \log(d)) \), since the sets on that layer satisfy (6) inductively. Summing over all layers yields the desired guarantee. \( \square \)

**Theorem 5.** FastGMultifilter meets its output specifications with probability at least \( 1 - \frac{1}{4} \), within runtime

\[ O\left(\frac{n d \log^4(d) + n \log^5(d) \log \log(d)}{\log^2 d}\right). \]

**Proof.** We apply Proposition 1 to the relevant call of the algorithm FastGMultifilterBoundedDiameter. Note that all \( \gamma_i \geq \alpha \), giving the error guarantee (14), and \( \sum_{i \in |k|} \frac{1}{\gamma_i} = \frac{1}{\alpha} \), giving the list size bound. The runtime follows from \( \sum_{i \in |k|} |T'_i| = |T| \). \( \square \)
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