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It is currently challenging to analyze single-cell data consisting of many cells and samples, and to address variations arising from batch effects and different sample preparations. For this purpose, we present SAUCIE, a deep neural network that combines parallelization and scalability offered by neural networks, with the deep representation of data that can be learned by them to perform many single-cell data analysis tasks. Our regularizations (penalties) render features learned in hidden layers of the neural network interpretable. On large, multi-patient datasets, SAUCIE’s various hidden layers contain denoised and batch-corrected data, a low-dimensional visualization and unsupervised clustering, as well as other information that can be used to explore the data. We analyze a 180-sample dataset consisting of 11 million T cells from dengue patients in India, measured with mass cytometry. SAUCIE can batch correct and identify cluster-based signatures of acute dengue infection and create a patient manifold, stratifying immune response to dengue.

We apply SAUCIE to the batch correcting, denoising and clustering of an 11-million cell mass cytometry dataset with 180 samples from 40 subjects in a study of the dengue flavivirus and see the proportions of subpopulations.

Results

The SAUCIE architecture and layer regularizations. To enable unsupervised learning in a scalable manner, we base our method on the autoencoder. A key challenge is to extract meaning from the model’s internal representation of the data. Specifically, we seek representations in hidden layers that are useful for performing the various analysis tasks associated with single-cell data. Here, we introduce several design decisions and novel regularizations to our autoencoder architecture (Fig. 1) to constrain the learned representations for four key tasks: clustering, batch correction, denoising and imputation, and visualization and dimensionality reduction.

For each task, dedicated design decisions are used to produce the desirable result.

Clustering. First, to cluster the data, we introduce the information dimension (ID) regularization that encourages activations of the neurons in a hidden layer of the network to be binarizable. By obtaining a ‘digital’ binary encoding, we can easily turn these codes into clusters. The network without regularizations tends to store its information in a distributed, or ‘analog’ way. With the ID regularization, the activations are all near 0 or 1, that is, binary or digital, and thus amenable to clustering by simple thresholding-based binarization (Fig. 2). This leads to a clustering of the cells that effectively represents the data space (Fig. 3). Thus, the ID regularization...
achieves an analog-to-digital conversion that enables interpretation of the representation as data groups or clusters corresponding to each binary code. To further encourage clusters to be homogenous groups of cells, we also introduce a within-cluster distance regularization that penalizes cells with similar clustering-layer representations being distant in the original data space. Previous work in the same vein of learning binary representations, Binary Connect, has shown promise in encouraging networks to learn in ways that are easy to binarize. That work differs from SAUCIE in that they learn binary weights rather than binary activations, along with the goal to improve computational efficiency rather than achieve a clustering of the data. Further work has considered binarizing activations, as well, but do so with the aim of compressing the network into a smaller memory footprint (rather than our clustering).

**Batch correction.** Batch effects are generally systematic differences found in biological data measured under different experimental runs, largely due to ambient conditions such as temperature, machine calibration or day-to-day variation in measurement efficiency. Thus, measurements even from very similar systems, such as blood cells from the same patient, appear to have a shift or difference between two different experimental runs. To solve this problem, we introduce a maximal mean discrepancy (MMD) correction that penalizes differences between the probability distributions of internal activations of samples. Previous work has attempted batch correction by minimizing MMD. However, those models assume that batch effects and do so with the aim of compressing the network into a smaller memory footprint (rather than our clustering).
are minor and simple shifts close to the identity function, which is often not the case. Moreover, minimizing MMD alone removes any and all differences between batches. In contrast, the additional autoencoder reconstruction penalty in SAUCIE forces it to preserve the original structure in each batch, balancing the goals of, on one hand, making the two batches alike, while on the other hand not changing them. We note that this notion of a biological batch (data measured or run together) is distinct from the minibatches used in stochastic gradient descent to train neural networks. Here, the term batch is exclusively used to describe biological batches and when training with stochastic gradient descent the term minibatches is used.

Analyzing data before batch correction can lead to misleading results, as artificial variation from batch effects can drown out the relevant variation of interest within the biology (Fig. 4). Penalizing MMD directly on the input space would be a flawed way of addressing batch effects because it would require making the assumption of (and thus being sensitive to the choice of) meaningful distance and similarity measures on the input points. Since the data is noisy and possibly sparse, by instead penalizing MMD on an internal layer of the network, we can correct complex, highly nonlinear batch effects by aligning points on a data manifold represented in these layers.

Imputation and denoising. Next, we leverage the fact that an autoencoder does not reconstruct its input exactly, but instead must learn a lower dimensional representation of the data, and decode this representation for data reconstruction. This means the reconstructions are denoised versions of the input and are thus naturally solutions to the dropout and other noise afflicting much real-world data, especially single-cell RNA-sequencing data. The gene–gene relationships plotted in Fig. 3 illustrate the ability of SAUCIE to recover the meaningful relationship between genes despite the noise in the data. Thus, downstream activities such as differential gene expression are now enhanced by these improved expression profiles.

Visualization. Finally, we design the informational bottleneck layer of the autoencoder to be two-dimensional, which lets it serve as a visualization and nonlinear embedding of the data. Because the network must reconstruct the input accurately from this internal representation, it must compress all the information about a cell into just these two dimensions, unlike methods such as PCA or Diffusion Maps, which explicitly leave some variation unmodeled. Consequently, the information stored is also global, meaning points close together in the SAUCIE visualization are more similar than points that are farther apart, which is not true beyond small neighborhoods in a local method such as tSNE. The ability to flexibly learn and accurately reflect the structure in the data with SAUCIE is demonstrated in Fig. 3.

Fig. 3 | A comparison of the different analysis tasks performed by SAUCIE against other methods. a, A comparison of clustering performance on the data from Shekhar et al. (top) and Zeisel et al. (bottom) with sample sizes of 27,499 and 3,005, respectively. b, A comparison of SAUCIE’s visualization on the same datasets as in a. c, A comparison of the indicated imputation methods on the 10x mouse dataset subset of size 4,142.
Comparison to other methods. To assess how SAUCIE performs in relation to other methods on the tasks of clustering, visualization, batch correction, and imputation, we compare it to several of the leading methods dedicated to each task on ten public single-cell datasets. Five datasets are CyTOF: the dengue dataset we extensively evaluate below, T cell development data, renal cell carcinoma data, breast tumor data and iPSC data. Five datasets are scRNA-seq: mouse cortex data, retinal bipolar cells, hematopoiesis data, mouse brain data and the 10x mouse megacell demonstration.

To evaluate SAUCIE quantitatively and qualitatively, we compare to methods dedicated to each of the four tasks: minibatch kmeans, Phenograph and single-cell variational inference (scVI) for clustering; mutual nearest neighbors (MNN) and canonical correlation analysis (CCA) for batch correction; PCA, Monocle2 (ref. 25), diffusion maps, UMAP, tSNE and PHATE for visualization; MAGIC, scImpute and nearest neighbors completion (NN completion) for imputation. SAUCIE performed better or as good as all of the methods by our quantitative metrics, despite most of the alternatives being designed for a single dedicated task, as opposed to SAUCIE being able to do all four tasks. Moreover, SAUCIE achieved its performance with greater scalability and faster runtimes than any of the other models (see Methods and Supplementary Figs. 1–6 for further details).

Analysis of immune response to dengue infection with SAUCIE. We illustrate SAUCIE’s scalability with a large dataset that consists of single-cell CyTOF measurements of 11 million T cells from 45 subjects including a group acutely infected with the dengue virus and healthy controls from the same endemic area. This dengue data is an ideal test case for SAUCIE because the samples were collected over months, measured on different days and shipped from India. Thus, there is a pressing need for batch correction and data cleaning as well as uniform processing, clustering and meta-analysis of patient stratification.

Differential cluster proportions between subjects. We first batch correct and denoise the data using SAUCIE’s MMD regularization, obtain the cluster characteristics of each group and then further analyze them for marker enrichments as single-cell versions of blood biomarkers. To cluster the cells, we previously introduced two novel regularizations: ID regularization and within-cluster distance regularization. These are balanced against the autoencoder’s reconstruction penalty with coefficients that control how much each part of the loss is weighted. We refer to these coefficients as \( \lambda_c \) and \( \lambda_d \) for ID regularization and within-cluster distance regularization, respectively. The two regularizations affect the number of clusters that result. For a given value of \( \lambda_c \), as \( \lambda_d \) increases, the number of clusters decreases (coarser granularity). Higher values of \( \lambda_d \) yield more clusters (finer granularity). These two together act as knobs that can be tuned to get the desired granularity of clustering. For the clustering considered here, we use a coarse-grained clustering obtained with a \( \lambda_c \) of 0.1 and a \( \lambda_d \) of 0.2. If other granularities are desired, other coefficients could be used (Methods).

We look for T cell clusters that are differentially represented in the acute compared to the convalescent time points. These could be populations of cells with an important role in the infection or recovery process. We examine the marker abundance profile of each cluster to identify the subpopulation.

We find 20 total clusters within the T cell populations, five of which are CD8 T cells and 13 of which are CD4 T cells. In addition, there are six clusters of CD4+ CD8- T cells, where four are relatively rare \( \gamma \delta \) T cells. These have been noted as a characteristic of reaction to viral infections. There are 12 clusters representing effector memory cells and nine regulatory T cells that are CD4+ Foxp3+. Two of the clusters are naive T cells. Several of these populations are indicative of differences between acute, convalescent and healthy subjects, and can be used for characterizing the nature of the reaction of each of these groups. For example, an important but rare group of cells important in early immune response, \( \gamma \delta \) T cells, was identified and clustered (for further details, please see the Methods).

We can also visualize the cell-level cluster proportions on a patient manifold (Fig. 5). There, we see that cluster proportions arranged on this manifold reveal clusters that are changing across the space. This analysis indicates clearly that cluster 1 is representative of acute subjects and cluster 5 is representative of the healthy subjects. Furthermore, we can evaluate the same individual when measured after acute infection, and then later at a convalescent time point (Fig. 5). Viewed in this way, we see that cluster 11 is also more present in most subjects when they came in with an acute infection than at the convalescent time point.

Visualization. SAUCIE can process cells from all subjects to construct a cellular manifold and extract its features. First, we visualize this manifold using the two-dimensional visualization layer. Figure 6 is divided into two embeddings that show the cell manifolds for acute and healthy subjects separately. As can be seen, there is a characteristic change in the manifold that becomes apparent when comparing the embeddings side-by-side. The acute subjects have missing cell populations that are present in the healthy subjects, and vice versa.

**Fig. 4 | Demonstration of SAUCIE’s batch correction abilities.** a, SAUCIE batch correction balances perfect reconstruction (which would leave the batches uncorrected) with perfect blending (which would remove all of the original structure in the data) to remove the technical variation while preserving the biological variation. b, The effect of increasing \( \lambda_b \) (the magnitude of the MMD regularization) on the dengue data of size 41,721.

c, Results of batch correction on the synthetic GMM data (of size 2,000) (top) and the dengue data (bottom) by the indicated methods.
After characterizing the nature of the cellular space in the aggregate, we can additionally analyze manifolds formed by the distributions of T lymphocytes within each patient separately (Fig. 5). As each patient has a heterogeneous population of cells, including with different total numbers of cells, it becomes a challenge to define a meaningful measure of similarity between the individuals. Here we are able to leverage the manifold constructed by the SAUCIE embedding and calculate MMD (a distribution distance) between the distribution of cells in the latent space for each pair of subjects. With a measure of similarity between each pair of patients, we can now construct a manifold not of the cells but also of the subjects.

Discussion

We presented SAUCIE, a neural network framework that streamlines exploratory analysis of datasets consisting of a multitude of samples and a large volume of single cells measured in each sample. The key advantage in SAUCIE is its ability to perform a variety of crucial tasks on single-cell datasets in a highly scalable fashion (using the parallelizability of deep learning with graphical processing units (GPUs)) without needing to call external algorithms or processing methods. As a result, SAUCIE is able to process multisample data in a unified way using a single underlying representation learned by a deep autoencoder. Thus, different samples can be visualized in the same coordinates without batch effects via the embedding layer of the neural network, and cluster proportions can be directly compared, since the whole dataset is decomposed into a single set of clusters without requiring cluster matching or metaclustering. These unified representations can be readily used for intersample comparisons and stratification, on the basis of their underlying cell-to-cell heterogeneity.

Mathematically, SAUCIE presents a new way of using deep learning in the analysis of biological and biomedical data by directly reading and interpreting hidden layers that are regularized in new ways to understand and correct different aspects of data. Thus far, deep learning has primarily been used in biology and medicine as a black-box model designed to train classifiers that often mimic human classifications of disease or pathology. However, the network internal layers themselves are typically not examined for mechanistic understanding. SAUCIE provides a way of obtaining information from internal layers of a deep network. Deep autoencoding neural networks essentially perform nonlinear dimensionality reduction on the data. As such they could be used ‘off-the-shelf’ for obtaining new coordinates for data in a reduced-dimension space, to which other algorithms can be applied. However, in SAUCIE we aim to go further to structure the reduced dimensions in specifically interpretable ways using new regularizations. Our information-theoretic regularization encourages near-binary activations of an internal layer, thus making the layer amenable to directly output encoded cluster identifications. We believe that such regularizations add interpretability to layers in neural networks, thus turning these ‘black boxes’ into ‘glass boxes’.

Online content

Any methods, additional references, Nature Research reporting summaries, source data, statements of code and data availability and associated accession codes are available at [https://doi.org/10.1038/s41592-019-0576-7](https://doi.org/10.1038/s41592-019-0576-7).
Fig. 6 | SAUCIE identifies and characterizes cellular clusters, whose proportions can be used to compare patients. SAUCIE on the entire dengue dataset of 11,228,838 cells. **a**, The cell manifolds identified by the two-dimensional SAUCIE embedding layer for the T lymphocyte subsets from acute, healthy and convalescent subjects. **b**, A heatmap showing clusters along the horizontal axis and markers along the vertical axis. Cluster sizes are represented as a color bar beneath the heatmap. **c**, Cluster proportions for acute, convalescent and healthy patients.
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Methods

**Computational methods.** In this section, we explain the SAUCIE framework in greater detail including the philosophy behind using autoencoders for learning the cellular manifold, details of the regularizations used in different layers of SAUCIE to achieve the particular data analysis tasks as well as training and implementation details. Finally, we discuss the emergent higher-level organization of the patient manifold as a result of the cellular manifold of the subjects learned by SAUCIE.

**Multitask manifold learning.** A popular and effective approach for processing big high-dimensional data in genomics, as well as other fields, is to intuitively model the intrinsic geometry of the data as being sampled from a low-dimensional manifold—this is commonly referred to as the manifold assumption. This assumption essentially means that local regions in the data can be linearly mapped to low-dimensional coordinates, while the nonlinearity and high dimensionality in the data comes from the curvature of the manifold. Typically, a notion of locality is derived from the data with nearest-neighbor search or adaptive kernels to define local neighborhoods that can approximate tangent spaces of the manifold. Then, these neighborhoods are either used directly for optimizing low-dimensional embeddings (for example, in tSNE and LLE), or they are used to infer a global data manifold by considering relations between them (for example, using diffusion geometry\(^{10}\)). The characterization of the intrinsic geometry as a data manifold is also closely related to the underlying approach in SAUCIE. Indeed, neural networks can be considered as piecewise linear approximations of target functions\(^{10}\). In our case, we essentially approximate the data manifold coordinate charts by their inverses, using the autoencoder structure of SAUCIE. The autoencoder training identifies local patches and maps them to low-dimensional coordinates, while sewing these patches together in this embedding to provide a unified visualization. The decoder learns the linear relation between these intrinsic coordinates and the tangent spaces of the manifold, positioned in the high dimension. This also results in a projection of data points on the manifold (via its tangent spaces), which creates a denoising effect similar to the diffusion-based one used recently in MAGIC\(^{1}\). Finally, the clustering layer in SAUCIE is trained to recognize and aggregate similar data regions to ensure an appropriate granularity (or resolution) of the identified neighborhoods and prevent excessive fragmentation of the manifold.

While tools using the scaffold of manifold learning have emerged for various tasks in single-cell data analysis, there is currently no unified manifold model that provides all of the necessary tasks in a scalable fashion. For example, MAGIC uses manifold learning to impute the data, but does not address embedding, visualization or clustering. Diffusion pseudotime provides an organization of the data to infer latent temporal structure and identifies trajectories, but it does not deal with imputation, clustering or visualization. Furthermore, manifold learning methods do not work well across batches and typically just focus on single batches. Thus, their construction may suffer from batch effects and be dominated by the geometry between batches rather than their biology, as demonstrated by the example of Phenograph in Supplementary Fig. 1.

To address these shortcomings, SAUCIE performs all operations on a unified manifold geometry, which is learned implicitly by a deep multitasking neural network. It uses the scalability of deep learning to process high throughput data and construct a manifold that is jointly optimized for multiple tasks; namely, clustering, visualization, imputation and batch correction. Therefore, the tasks themselves respect the manifold assumption and have the associated advantages, such as robustness to noise, while also agreeing with each other on a coherent underlying structure of the data.

**SAUCIE architecture.** SAUCIE consists of three encoding layers, an embedding layer, and then three decoding layers. The default number of neurons per hidden layer in the encoder was 512, 256 and 128 with a symmetric decoder. The Gaussian mixture model (GMM) dataset, being simpler, was clustered with layers of 50, 30 and 10. For batch correction, the best results were achieved with layer sizes of 1,024, 512 and 256. The ID regularization was applied to the final decoder layer, which uses a rectified linear unit. The two-dimensional embedding layer uses a linear active function, while all other layers use the exact values of linear activation with 0.2 leak. The coefficients \(\lambda_i\) and \(\lambda_j\) were chosen depending on the dataset, with the best values generally being \(\lambda_i\) twice \(\lambda_j\). Their magnitude was guided by the effect of these two knobs on the granularity (shown in Supplementary Fig. 2). Training was performed with minibatches of 256, mean-squared error for the reconstruction error function, and the optimizer chosen is ADAM with learning rate 0.001.

**Batch correction and MMD regularization.** A principal challenge in the analysis of single-cell data is dealing with so-called batch effects that result from technical variability between replicates of an experiment. Combining replicates often results in technical and experimental artifacts being the dominant source of variability in the data, even though this variability is entirely artificial. This experimental noise can come in the form of dropout, changes of scale, changes of location or even more complicated differences in the distributions of each batch. It is infeasible to parametrically address all of the potential differences explicitly; for example, by assuming measurements are drawn from a Gaussian distribution. Instead of addressing specific explicit models of noise, SAUCIE minimizes a distance metric between distributions. The batch correction term \(L_b\) calculates the MMD between batches, as

\[
L_b = \frac{1}{2} \sum_{i,j} \text{MMD}(V_i, V_j)
\]

where \(V_i\) is the visualization layer of one of the replicates, arbitrarily chosen to be considered as a reference batch. MMD compares the average distance from each point to any other point in its own batch, with the distance to points in the other batch, denoted \(V_j\). MMD is zero only when two distributions are equal. Thus, minimizing this metric encourages SAUCIE to align the batches. MMD has been used effectively to remedy batch effects in residual networks, but here SAUCIE uses it in a feedforward autoencoder and combines it with other tasks of interest in biological exploratory data analysis\(^{11}\).

The choice of reference does not affect the degree to which two distributions can be aligned, but a reference batch is necessary because the encoding layers of a standard network will be encouraged to embed different batches in different places in the visualization layer. It does this because the decoder is required to make its reconstruction \(\hat{X}\) match the original data in \(X\) which includes the batch effects. To remedy this, the decoder in SAUCIE is required to reconstruct the reference batch exactly as usual, but other batches must only be reconstructed to preserve the points normalized by mean and variance. Consequently, the MMD regularization term will be minimized when batches are aligned, and the decoder network is able to reconstruct the exact values of the reference batch and the relative values of the nonreference batches. The nonreference batches will be aligned to the reference batch in a way that preserves their internal structure as best as possible.

**Regularizations and post-processing for clustering.** For ID regularization, we consider the task of clustering data points by interpreting the sparse layer \(B\) in the network as encoding cluster assignments. We note that a common activation function used to introduce nonlinearities in neural networks (including SAUCIE) is the rectified linear unit, and it provides a natural threshold for binarizing neuron activation to be either zero or one. These units are either ‘off’ at or below zero or ‘on’ for any positive value, so a small positive value \(e\) can be used a threshold to binarize the activations in \(B\). This results in an interpretable clustering layer that creates ‘digital’ cluster codes out of an ‘analog’ hidden layer, thus providing a binary code for each input point of the network. These binary codes are in turn used as cluster identifiers to group data points with the same code into a single cluster.

To automatically learn an appropriate granularity of clusters, we developed a novel regularization that encourages near-binary activations and minimizes the information (that is, number of clusters) in the clustering layer. Our regularization is inspired by the von Neumann (or spectral) entropy of a linear operator\(^{12}\), which is computed as the Shannon entropy of their normalized eigenvalues.

This entropy serves as a proxy for the numerical rank of the operator, and thus provides an estimation of the essential dimensionality of its range. In our case, we extend this notion to the nonlinear transformation of the neural network by treating neurons as our equivalent of eigenvalues, and computing the entropy of their total activation over a batch. We call this entropy ID and the corresponding ID regularization aims to minimize this entropy while still encoding sufficient information to allow reconstruction of the input data points.

The ID regularization is computed from the clustering layer activations in \(B\) by first computing the activation of each neuron \(j\) with each connection from the previous layer \(i\) as \(a_{ij} = \sum B_{ij} w_{ij}\) with \(w\) being the total number of neurons in the previous layer and \(k\) being the number of neurons in the clustering layer, then normalizing these activations to form an activation distribution \(p = \frac{a_{ij}}{\sum a_{ik}}\) and finally computing the entropy of this action distribution as

\[
L_p(B) = -\sum_p p \log(p)
\]

By penalizing the entropy of neuron activations, this regularization encourages a sparse and binary encoding. This counters the natural tendency of neural networks to maximize the amount of captured (that is, encoded) information by spreading activations out across a layer evenly. By forcing the activations to be concentrated in just a few distinct neurons, different inputs end up being represented with rather similar activation patterns and thus naturally clustered. When combined with the reconstruction loss, the network will retain enough information in the sparse layer for the decoder to reconstruct the input, keeping similar points in the same cluster.

**Intracuster distance regularization.** The digital codes learned by SAUCIE create an emergent organization into clusters, but these clusters would not necessarily comprise only similar points. To emphasize that inputs only be represented by the same digital code if they are similar to each other, SAUCIE also penalizes intrasubject pairwise distances. Beyond suffering reconstruction loss, using the same code for points that are far away from each other will now incur an even greater loss.
This loss is calculated as the Euclidean distance between points with the same binary code:

$$L_d(B, \tilde{X}) = \sum_{b \neq b'} ||\tilde{x}_b - \tilde{x}_{b'}||^2$$

where $\tilde{x}_b$ and $\tilde{x}_{b'}$ are the $b$th and $b'$th rows of $\tilde{X}$ and $B$, respectively.

Since ID regularization is minimalized by using the same code to represent all inputs, this term acts as an opposing balance. Intrachuster distances are minimized when all points are in a cluster by themselves. Together with the reconstruction penalty, these terms encourage SAUCIE to learn clusters that are composed of as many points as possible that are near to each other.

An additional benefit of clustering via regularization is that not only is the number of clusters not needed to be set a priori, but by changing the value of $\lambda$, the level of granularity of the clustering can be controlled, so both coarse clustering and fine clustering can be obtained to further add insight into the underlying structure of the data.

Cluster merging. As the binarized neural network may not converge to the ideal level of granularity due to the many possible local optima in the loss landscape, we process the SAUCIE clustering with a cluster merge step to fix the ideal level of granularity everywhere. The cluster merging is performed by calculating MMD between clusters in the SAUCIE latent space and merging all clusters $i, j \in C$, where $C$ is the set of all clusters, such that both of the following equations hold

$$\arg\min_{C} \text{MMD}(\tilde{x}_i, \tilde{x}_j) = \emptyset$$

$$\arg\min_{C} \text{MMD}(\tilde{x}_i, \tilde{x}_j) = i \neq j$$

This merging finds clusters that would be a single cluster in another granularity and fixes them to a single cluster.

Patient manifold visualization. In addition to the cell-level manifold constructed by SAUCIE, we also consider the geometry between samples to provide a coarser patient-level manifold. We construct and embed this manifold in low dimensions by applying kernel PCA (kPCA) with an radial basis function kernel to the metric space defined by MMD distances between subjects. This augments the analysis SAUCIE provides of the biological variations identified in the cell space with an analysis of the variation in the patient space. Normally, without batch correction, the two sources of variation would be confounded and batch effects would prevent clear analysis at either level (patient or cell) across batches. With our approach here we are able to separate them to provide on one hand, a stable (batch-invariant) cell-level geometry by the SAUCIE embedding, and on the other hand, a robust patient geometry provided by kPCA embedding. The patient geometry then allows us to recover patient-level differences and use them further for data exploration, in conjunction with the cell-level information. For example, as Fig. 5a shows, we have a notable stratification between the acute and nonacute subjects. There is also a noticeable difference between the convalescent subjects and the acute, albeit a less drastic one than the difference between acute subjects and the others.

Training. To perform multiple tasks, SAUCIE uses a single architecture as described above, but is run and optimized sequentially. The first run imputes noisy values and corrects batch effects in the original data. This preprocessed data is then run through SAUCIE again to obtain a visualization and to pick out clusters. The different runs are done by optimizing different objective functions. In the following, we describe the optimization of each run independently uses multiple (mini-)batches to converge and minimize the described loss functions. For the first run, formally let $X$ be an $n \times d$ input batch, where each row is a single data point and $d$ is the number of features in the data. It is passed through a cascade of encoding linear and nonlinear transformations. Then, a cascade of decoding transformations reconstruct the denoised batch $\hat{X}$, which has the same dimensions as the input $X$ and is optimized to reconstruct it.

For the next run, the cleaned batch $\hat{X}$ is passed through encoding transformations and a visualization layer denoted by $V \in R^{d \times L}$. We also consider a clustering layer in another run where the decoder outputs near-binary activations $B \in R^{n \times c}$, where $c$ is the number of hidden nodes in the layer, which will be used to encode cluster assignments as described below. The activations in $B$ are then passed to the reconstruction $\hat{X}$ that has the same dimensions as $X$ (and $X$) and is optimized to reconstruct the cleaned batch.

The loss function of all runs starts with a reconstruction loss $L_r$ forcing the autoencoder to learn to reconstruct its input at the end. SAUCIE uses the standard mean-squared error loss. We note that while mean-squared error is a standard and effective choice in general, other loss functions can also be used here as an application-specific substitute that may be more appropriate for particular types of data. For the first run, we add to this loss a regularization term $L_d$ that enables SAUCIE to perform batch correction. This regularization is computed from the visualization layer to ensure consistency across subsampled batches. The resulting total loss is then

$$L = L_r(X, \hat{X}) + \lambda L_d(V)$$

The loss function of the clustering run then optimizes $L$, along with two regularization terms $L_r$ and $L_d$ that together enable SAUCIE to learn clusters:

$$L = L_r(X, \hat{X}) + \lambda L_d(B, \hat{X})$$

The first term $L$ guides SAUCIE to learn binary representations via the activations in $B$ using a novel information dimensionality penalty that we introduce in this paper. The second term $L_d$ encourages interpretable clusters that contain similar points by penalizing intrachuster distances in the cleaned batch $\hat{X}$, which is fixed for this run.

Dengue dataset batch correction. Beyond the sheer size of the total dataset, due to the large number of distinct samples in the experiment there are significant batch-related artifact effects, stemming from day-to-day differences, instruments, handling and shipping of the samples. While there are true biological differences between the individual samples, to identify those true differences in the samples we have to remove differences that are caused by these technical variables.

Differences that are highly associated with the day the samples were run on the cytometry instrument can be seen by grouping all of the samples together by run day and examining their marker-by-marker abundances. Each run day has 12 samples chosen such that each day has samples from each experimental condition, so any differences between the samples from each day are batch effects. As shown in Supplementary Fig. 3, these differences exist in the spike-in controls as well as the samples, confirming their identity as batch effect and not true variation.

Supplementary Fig. 4 shows four markers with extreme batch effects: TCIRg, IL-6, IFNg and CD66. These batch effects would normally mean only samples within each run day could be compared to each other, as comparisons between samples from different run days would be dominated by the differences in the run days. Instead, the SAUCIE batch correction removes these undesirable effects by combining the samples from each day and aligning them to a reference batch, here chosen to be Day 1. Supplementary Fig. 4 shows that after SAUCIE the differences between run days disappear so that now what it means to be low or high in a marker is the same for each day. Before, the cells with the lowest IFNg in samples from Day 3 would still be considered IFNg- while the cells with the highest IFNg in samples from Day 1 would still be IFNg+. After batch correction with SAUCIE, these can be directly compared.

The challenge of batch correction is to remove differences due to artifacts while preserving biological differences. We reason that to prevent removing true biological variation, the ‘shape’ of the data (but not its position and scale) within each day must be preserved. We define the shape of the data as any moment beyond the first two: mean and variance. We examine this in detail by considering the samples with the most significant batch effects, Day 2. In Supplementary Fig. 3c, the SAUCIE visualization shows that the reference and nonreference batches are completely separated. When MMD regularization is added in SAUCIE, however, these two batches are fully overlapped. In Supplementary Fig. 5, we examine the 12 individual samples that were run on Day 2. Initially, we see that this confirms our idea that the differences between days are batch effects, because each sample mean in IL-6 and CD66 is high in Day 1 compared to Day 2 and the differences between samples run on Day 1 and Day 2 in CD66 abundance is not dominated by having more of a certain sample type in Day 2. Instead, all samples in Day 2 have been shifted higher. As desired, after batch correction, the mean of each marker is reduced to the level of the reference-batch mean. Crucially, the relationship of samples in Day 2 relative to each other is preserved. The samples with the highest IL-6 in Day 2 are still Samples 3, 9 and 11 while the samples with the lowest are still Samples 4, 5 and 6. SAUCIE has just changed what it means to be high or low for samples in this day such that it reconciles what it means to be high or low for samples in the reference day.

Dengue cluster details. Here, we detail specific clusters found in our SAUCIE analysis of the Dengue data.

1. **80 T cells** are a relatively rare type of T cells that SAUCIE successfully identifies. Despite their rarity, they appear to have significance in identifying different populations, which emphasizes the importance of this attribute of SAUCIE. These cells signal especially strong early in immune response, particularly skin and mucosal immunity. They have less variable TCR sequences than 10 T cells. These cells are a bridge between T cells and myeloid cells, as they have some innate immune activity, where they express CD11c and CD86. They can bind to lipid antigens. Clusters 0 and 3 (consisting of 7% of the total cells) show upregulation of CD35. This is an indication of terminal differentiation. CTLA-4 and CD38 are also high, so these are highly activated cells and potentially dysfunctional. We see that these clusters have the highest proportion in the acute subjects and lowest in the healthy subjects. Out of the 15 subjects that were measured both as acute subjects and later in convalescence, 13 had more of these cells during their acute infection.
2. We find another group of γδ T cells that are CD45RO and CD45RA positive (cluster 2, consisting of 1% of the total cells), but not yet fully terminally differentiated, so these could be transitional between naive and effector memory. These effector memory cells express less IFNβ and CD69 than naive cells, so these could be transitional between naive and effector memory. Therefore, we find a population of CD8 T cells to an alternative approach called metaclustering21. We first cluster each sample correcting, clustering and visualizing single-cell data from a cohort of subjects. This process took 40 min. We note that the SAUCIE pipeline took 45 min to process all 180 samples. The metaclustering approach and use Phenograph again on the clusters to obtain metaclusters. We examine the gene expression heatmap, we see that metacluster 0 is only composed of samples 1, 3, 4 and 5. These samples have no clusters in any other metacluster, and none of the other samples have any cluster in this metacluster. Examining the variations in gene expression, we see that metacluster 0 has separated cells with high CD86 values, which were shown earlier to be batch effects. Moreover, the metaclusters are very heterogeneous internally with respect to the samples, as opposed to the sample-segregated metaclusters of the previous approach. The cluster proportions show that each cluster is fully mixed with respect to the samples, as opposed to the sample-segregated metaclusters of the previous approach.

3. Additionally, we find a population of CD8+ effector cells (cluster 15, which consists of 3% of the total cells) that are highly expressed in the acute subjects. These cells also express CD57 and CD38, but are not γδ as the previous populations were. These appear to be more differentiated and are likely not transitional either, as the previous ones were.

Comparison to other methods. Here, we present the full detailed analysis of the comparison to other methods referenced in the main text.

Clustering. To evaluate the ability of SAUCIE to find meaningful clusters in single-cell data, we compare it to several alternative methods: minibatch kmeans, Phenograph and another neural network approach called single-cell variational inference (scVI). While we compare to scVI as it and SAUCIE are both neural networks, we emphasize a fundamental difference between the two: scVI only returns a latent space, which must then be visualized or clustered by another outside method, while SAUCIE explicitly performs these tasks. Since kmeans needs to be told how many clusters there are ahead of time (k), we use the number of clusters identified by Phenograph as k. We look at the following datasets: artificially generated Gaussians rotated into high dimensions, and public single-cell datasets for which we have curated cell clusters as presented by the authors.

Visualization. To evaluate the SAUCIE visualization and its ability to provide a faithful low-dimensional data representation, we provide comparisons of this visualization to other frequently used methods. We make use of artificial datasets where the underlying structure is known, as well as selected public datasets that have been extensively characterized previously, so we have previous understanding of the structure we expect to see in the visualization (Supplementary Fig. 8).

We measure the quality of the visualizations with a quantitative metric21, in line with their method’s precision and recall metrics, we compute a neighborhood overlap metric, which is an embedding with high precision has most of the point’s original-space neighbors in its embedding-space neighborhood. Similarly, an embedding with high precision has most of the point’s embedding-space neighbors in its original-space neighborhood. As directed by the authors’ algorithm, we gradually increase the size of the neighborhood and report the area under-the-curve for the precision-recall curve. These results are in Supplementary Table 3, where SAUCIE has the highest average score of 0.9342, averaged across all datasets. Despite this, we note that this is only a heuristic and can give undesirable results at times, as it only looks at fixed neighborhoods in the original input space. For example, PCA fails to produce any visual separation in the data from Zander et al., yet scores well by this metric. Likewise, tSNE artificially shatters the trajectories in the diffusion limited aggregation data, yet produces a high score. Nonetheless, this metric offers some corroboration at the quality of SAUCIE’s visualization, a hard task to measure quantitatively.

In Supplementary Fig. 8, we see some methods preserve global information, but frequently at the expense of not preserving local and more fine-grained variation, such as PCA. Other methods, such as Diffusion Maps, provide visualizations that look like connected trajectories on every dataset, no matter the underlying data distribution. tSNE preserves local information, but at the expense of not preserving global information, on the other hand, SAUCIE, meanwhile, balances global and local information preservation and provides varied visualizations, depending on the structure of the underlying data.

Imputation. We analyze the SAUCIE imputation and its ability to recover missing values by implicitly interpolating on a data manifold in several ways. First, Supplementary Fig. 9 shows several relationships from the scRNA-seq data of the...
10x mouse megacell dataset affected by severe dropout. This dataset consists of 1.3 million cells, and SAUCIE was the only method in the comparison to be able to process the full dataset. Moreover, it was able to do this in just 44 min. Additionally, because training a single network only requires about two minutes, we were able to do this without ever loading the entire large dataset into memory all at once. Thus, to enable this comparison, we subsampled the data by taking one of the SAUCIE clusters consisting of 4,172 cells.

For this comparison, we measure against several popular imputation methods for scRNA-seq data: MAGIC, which is a data diffusion based approach, scImpute, which is a parametric statistical method for imputing dropouts in scRNA-seq data, and NN completion, which is an established method for filling in missing values in a general application of high-dimensional data processing.

In Supplementary Fig. 9, we show six relationships of the mouse megacell dataset for the original data and the different imputation methods. We observe that the original representation is highly sparse, which is seen by the number of values on the axes where one of the variables is exactly zero. Note that most cells have one or both genes missing. This is a problem because this prevents us from identifying trends that exist between the genes. After imputation with SAUCIE, we can observe that the sparse character of the data has been removed, with values found underlying the data. These associations are corroborated by MAGIC, which imputes similar values to SAUCIE in each case. MAGIC is a dedicated imputation tool that is widely used, so SAUCIE matching the relationships it found gives confidence in the ability of SAUCIE to impute dropout effectively. The resulting imputation in scImpute does not look significantly different from the original axes, and some of the clusters emerge. NN completion appears to desparsify the data, but the resulting trends all look similar to each other (that is, positively correlated). This suggests that it does not correctly identify the underlying trends, as we would expect different genes to have different relationships. While scRNA-seq is highly sparse, the undersampling affects all entries in the matrix, including the nonzero values. As such, methods that impute sparse data such as MAGIC are not well-suited for finding these true relationships because they denoise the full dataset as opposed to just filling in zeros.

Due to the fact that ground truth values for the missing counts in this single-cell data are not known, we further test the accuracy of the imputation abilities of SAUCIE with an artificially constructed experiment. We first leverage the bulk RNA-sequencing data of 1,076 cells9, because it accurately captures the relationships between genes due to it not being sparse (as opposed to generating our own synthetic data from a parametric generating function that we have the ability to choose, where we can create the relationships). We then simulate increasing amounts of dropout and compare the imputed values returned by each method to the true values we started with. To simulate dropout in a manner that reflects the underlying mechanisms of inefficient messenger RNA capture, we remove molecules instead of just setting values for genes to zero. As a result, the level of dropout is conditional on the expression level, reflecting the dropout structure of scRNA-sequencing data. The results are reported in Supplementary Fig. 10, where SAUCIE compares favorably to other methods, recovering the true values accurately even after as much as 99% dropout. The dataset for this experiment consisted of just 1,076 cells, which allowed us to compare to the methods that cannot process larger datasets, but even on a dataset of this size SAUCIE gave a more than 100-times speedup over NN completion and 600-times over scImpute.

Runtime comparison. To showcase the scalability of SAUCIE, we compare to a host of other methods on a subset of our newly generated CyTOF dataset consisting of over 11 million cells existing in 35 dimensions. We display the runtimes of each method on a random sample of N points, with N = 100, 200, 400, 800, ..., 11,000,000 in Supplementary Fig. 11. For each method, the step was given a timeout after 24 h. Points where a method stopped scaling in Supplementary Fig. 10, where SAUCIE compares favorably to other methods, recovering the true values accurately even after as much as 99% dropout. The dataset for this experiment consisted of just 1,076 cells, which allowed us to compare to the methods that cannot process larger datasets, but even on a dataset of this size SAUCIE gave a more than 100-times speedup over NN completion and 600-times speedup over scImpute.

Runtime comparison methodology. For each visualization, clustering, and imputation method, the dataset of size N was given to the method as input and returned the appropriate output. For batch correction, the dataset of size N was divided into two equal-sized batches that were corrected. For the methods that operate on minibatches of size N, 128 were used. For the methods that train by stochastic gradient descent, the number of steps was determined by taking the total number of points and dividing by the size of the minibatch, so that a complete pass through the entire dataset was performed. To return clusters, the latent space of scVI must be clustered by another method, and since the number of clusters is not known ahead of time, the fastest method that does not require this to be specified in advance (Phenograph) was used. For SAUCIE, batch correction, imputation, clustering, and visualization were all produced in the timed run. All computations were performed on a single machine with 16 central processing unit cores and a GeForce GTX 1080 GPU.

Number of clusters. As discussed earlier, the number of clusters resulting from SAUCIE is not specified in advance, but dictated by the structure of the data that the model discovers, and by the choice of regularization coefficients λc and λd. For a given value of λc, as λd increases, the number of clusters decreases. Increasing λd on the other hand, increases the number of clusters (Supplementary Fig. 2). This is because λd penalizes entropy in the activations of the n neurons in the clustering layer of the network. While entropy can be initially decreased by making all n neurons either 0 or 1, it can be further decreased by making all n neurons 0. Thus, as this term is considered more influential in the total loss, in the extreme, all points can be mapped to the same binary code. In contrast, λc penalizes intrainneral distances, so this value can be decreased by making clusters smaller and smaller (and thus getting more of them). In the extreme for this term, every point can be made its own cluster and intrainneral distances would decrease to 0. By balancing these two, the desired granularity of clustering can be obtained from SAUCIE. In our experiments, we find making λc to be between two and three times larger than λd, with values around 0.2 generally results in medium centered clusters. Another consideration that affects the number of clusters is the number of neurons in the clustering layer. We found varying this number does not improve performance and for all experiments here we use a fixed size of 256 neurons.

Experimental methods. Study subjects. Patients with dengue virus infection and healthy volunteers were enrolled with written informed consent under the guidelines of the Human Investigations Committees of the NIMHANS and Apollo Hospital, and Yale University. The Human Investigations Committee of each institution approved this study. Patients with dengue virus infection were defined as having dengue fever using WHO-defined clinical criteria, and/or laboratory testing of viral load or serotyping at the time of infection. Healthy volunteers as having dengue fever using WHO-defined clinical criteria, and/or laboratory testing of viral load or serotyping at the time of infection. Participants were of both genders (26.7% female) and were all of endemic area. Participants were of both genders (26.7% female) and were all of Indian heritage. Subjects from the symptomatic and healthy groups were not statistically different for age, gender or race in this study.

Sample collection and cell isolation. Heparinized blood was collected from patients and healthy volunteers and employed a 42 marker panel of metal-conjugated antibodies following methods previously described44,45. Purification of peripheral blood mononuclear cells (PBMCs) was performed by density-gradient centrifugation using Ficoll-Paque (GE Healthcare) according to the manufacturer’s instructions. However, isolation and cryopreservation guidelines established by the Human Immunology Phenotyping Consortium. PBMCs for CyTOF were frozen in 90% FBS containing 10% DMSO and stored in liquid N2 for shipping following the guidelines of the Department of Biotechnology. Samples for this study were received in three shipments and viability was average 85% (range 50–98%) across the dates.
Mass cytometry acquisition. For mass cytometry at Yale University, PBMCs (5 x 10^6 cells per vial) were thawed incubated in Benzonase (50 U ml⁻¹) in RPMI/10% human serum, and seeded in 96-well culture plate (6 x 10^3 – 1.2 x 10^6 cells per well). Monensin (2 μM, eBioscience) and Brefeldin A (3 μg ml⁻¹, eBioScience) added for the final 4h of incubation for all groups. Groups of samples (8–13 d) were infected in vitro per day on five separate days and included a CD45-labeled spike-in reference sample in every sample. Surface markers were labeled before fixation and detailed staining protocols have been described. Briefly, cells were transferred to 96-well deep well plates (Sigma), resuspended in 25 μM cisplatin (Enzo Life Sciences) for 1 min and quenched with 100% FBS. Cells were surface labeled for 30 min on ice, fixed (BD FACs Lyse), and frozen at −80°C. Intracellular labeling was conducted on batches of cells (12 per day). Fixed PBMCs were permeabilized (BD FACs Perm II) for labeling with intracellular antibodies for 45 min on ice. Cells were suspended overnight in iridium interchelator (125 nM; Fluidigm) in 2% paraformaldehyde in PBS and washed 1 × in PBS and 2 × in H₂O immediately before acquisition. A single batch of metal-conjugated antibodies was used throughout for labeling panels. Metal-conjugated antibodies were purchased from Fluidigm, Longwood CyTOF Resource Core or carrier-free antibodies were conjugated in house using MaxPar X8 labeling kits according to the manufacturer’s instructions (Fluidigm). A total of 180 samples were assessed by the Helios (Fluidigm) on 15 independent experiment dates using a flow rate of 0.03 ml min⁻¹ in the presence of EQ Calibration beads (Fluidigm) for normalization. An average of 112,537 ± 71,444 cells (mean ± s.d.) from each sample were acquired and analyzed by CyTOF. Data was preprocessed with the hyperbolic sine transformation. Additional experimental details will be given¹⁰.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability
Data for the dengue dataset is available at Cytobank, with accession number 82023.
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Code availability
SAUCIE is written in Python using the TensorFlow library for deep learning. The source code is available at https://github.com/KrishnaswamyLab/SAUCIE/.
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- \checkmark For "Initial submission" or "Revised version" documents, provide reviewer access links. For your "Final submission" document, provide a link to the deposited data.
- \checkmark Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to enable peer review. Write "no longer applicable" for "Final submission" documents.

Animals and other organisms

Policy information about studies involving animal species: ARRIVE guidelines recommended for reporting animal research

| Category                              | Description                                                                                     |
|---------------------------------------|-------------------------------------------------------------------------------------------------|
| Laboratory animals                    | For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals. |
| Wild animals                          | Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released, say where and when) OR state that the study did not involve wild animals. |
| Field-collected samples               | For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field. |
| Ethics oversight                      | Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance was required and explain why not. |

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Human research participants

Policy information about studies involving human research participants

| Category                              | Description                                                                                     |
|---------------------------------------|-------------------------------------------------------------------------------------------------|
| Population characteristics            | Describe the covariate-relevant population characteristics of the human research participants (e.g. age, gender, genotypic information, past and current diagnosis and treatment categories). If you filled out the behavioural & social sciences study design questions and have nothing to add here, write "See above." |
| Recruitment                           | Describe how participants were recruited. Outline any potential self-selection bias or other biases that may be present and how these are likely to impact results. |
| Ethics oversight                      | Identify the organization(s) that approved the study protocol.                              |

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data

Policy information about clinical studies

| Category                              | Description                                                                                     |
|---------------------------------------|-------------------------------------------------------------------------------------------------|
| Clinical trial registration           | Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.         |
| Study protocol                       | Note where the full trial protocol can be accessed OR if not available, explain why.           |
| Data collection                      | Describe the settings and locales of data collection, noting the time periods of recruitment and data collection. |
| Outcomes                              | Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures. |

ChIP-seq

Data deposition

- \checkmark Confirm that both raw and final processed data have been deposited in a public database such as GEO.
- \checkmark Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

| Category                              | Description                                                                                     |
|---------------------------------------|-------------------------------------------------------------------------------------------------|
| Data access links                     | For "Initial submission" or "Revised version" documents, provide reviewer access links. For your "Final submission" document, provide a link to the deposited data. |
| Files in database submission          | Provide a list of all files available in the database submission.                               |
| Genome browser session (e.g. UCSC)    | Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to enable peer review. Write "no longer applicable" for "Final submission" documents. |
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Replicates

Describe the experimental replicates, specifying number, type and replicate agreement.
**Flow Cytometry**

**Plots**
- Confirm that:
  - The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).
  - The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a ‘group’ is an analysis of identical markers).
  - All plots are contour plots with outliers or pseudocolor plots.
  - A numerical value for number of cells or percentage (with statistics) is provided.

**Methodology**

**Sample preparation**
Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

**Instrument**
Identify the instrument used for data collection, specifying make and model number.

**Software**
Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a community repository, provide accession details.

**Cell population abundance**
Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the samples and how it was determined.

**Gating strategy**
Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell population, indicating where boundaries between “positive” and “negative” staining cell populations are defined.

- Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

**Magnetic resonance imaging**

**Experimental design**

**Design type**
Indicate task or resting state; event-related or block design.

**Design specifications**
Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial or block (if trials are blocked) and interval between trials.

**Behavioral performance measures**
State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across subjects).

**Acquisition**

**Imaging type(s)**
Specify: functional, structural, diffusion, perfusion.

**Field strength**
Specify in Tesla

**Sequence & imaging parameters**
Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size, slice thickness, orientation and TE/TR/flip angle.

**Area of acquisition**
State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.

**Diffusion MRI**
- Used
- Not used
## Preprocessing

### Preprocessing software

Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction, segmentation, smoothing kernel size, etc.).

### Normalization

If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for transformation OR indicate that data were not normalized and explain rationale for lack of normalization.

### Normalization template

Describe the template used for normalization/translation, specifying subject space or group standardized space (e.g. original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.

### Noise and artifact removal

Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and physiological signals (heart rate, respiration).

### Volume censoring

Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.

## Statistical modeling & inference

### Model type and settings

Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and second levels (e.g. fixed, random or mixed effects, drift or auto-correlation).

### Effect(s) tested

Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether ANOVA or factorial designs were used.

### Specify type of analysis:

- [ ] Whole brain
- [ ] ROI-based
- [ ] Both

### Statistic type for inference

(See Eklund et al. 2016)

Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.

### Correction

Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo).

## Models & analysis

### n/a Involved in the study

- [ ] Functional and/or effective connectivity
- [ ] Graph analysis
- [ ] Multivariate modeling or predictive analysis

### Functional and/or effective connectivity

Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation, mutual information).

### Graph analysis

Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph, subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency, etc.).

### Multivariate modeling and predictive analysis

Specify independent variables, features extraction and dimension reduction, model, training and evaluation metrics.