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Abstract

Superconducting circuits are one of the leading quantum platforms for quantum technologies. With growing system complexity, it is of crucial importance to develop scalable circuit models that contain the minimum information required to predict the behaviour of the physical system. Based on microwave engineering methods, divergent and non-divergent Hamiltonian models in circuit quantum electrodynamics have been proposed to explain the dynamics of superconducting quantum networks coupled to infinite-dimensional systems, such as transmission lines and general impedance environments. Here, we study systematically common linear coupling configurations between networks and infinite-dimensional systems. The main result is that the simple Lagrangian models for these configurations present an intrinsic natural length that provides a natural ultraviolet cutoff. This length is due to the unavoidable dressing of the environment modes by the network. In this manner, the coupling parameters between their components correctly manifest their natural decoupling at high frequencies. Furthermore, we show the requirements to correctly separate infinite-dimensional coupled systems in local bases. We also compare our analytical results with other analytical and approximate methods available in the literature. Finally, we propose several applications of these general methods to analogue quantum simulation of multi-spin-boson models in non-perturbative coupling regimes.

1. Introduction

Circuit Quantum Electrodynamics (cQED) has been proposed as an implementation for developing quantum technologies. In particular, quantum computation algorithms have already been developed in this platform, where qubits of information are encoded in artificial atoms relying on Josephson junctions, and bosonic electromagnetic modes in resonators play the role of quantum buses. In addition, cQED has already met most of the DiVincenzo’s criteria for an universal quantum computer, with the coherence time as the critical factor to improve in order to maintain computation fidelities with increasing number of quantum gates. A special characteristic of these systems is that light (bosonic modes) and matter (qubits) can be designed to interact ultra-strongly, thus behaving as natural analogue quantum simulators. However, this characteristic has a flip side, since noise channels are also proportional to strength of this coupling. Different approaches have been suggested to overcome this issue such as quantum control or quantum filtering. However, most of these approaches rely on accurate circuital models that allow the prediction and engineering of the coupling of networks of partite quantum subsystems.

When dealing with networks of superconducting qubits, several methods have been used to derive first-principle quantum Hamiltonian descriptions to describe the effective dynamics and statistical properties observed in the experiments. The two seminal works in this field correspond to the ‘Quantum Network Theory’ derived by Yurke and Denker [1] and the systematic Hamiltonian description of Devoret ‘Quantum Fluctuations in Superconducting Circuits’ [2]. In the former, the basic rules for first principles circuit
quantisation of linear and non-linear elements was presented in order to derive input-output relations of charge operators. However, no general Hamiltonian description was derived and thus the dynamics of the conjugate flux operators were not shown. On the other hand, dissipative elements were introduced in an analogue manner to the Caldeira-Leggett model [3] with semi-infinite transmission lines, and equivalent results to those of Caves [4] on the noise-amplification relation were obtained. The second crucial reference [2] provided us with general rules to derive Hamiltonians of lumped electrical elements, and made use of the Caldeira-Leggett model to describe a closed Hamiltonian for an LC-oscillator inductively coupled to the impedance environment, which was replaced by infinite harmonic oscillators. These general rules for quantising lumped-element circuits were later extended with systematic approaches for commonly-used classes of circuits [5, 6].

In [7], Chakravarty and Schmid presented for the first time the action of a transmission line in the form that is used nowadays, when describing the input-output impedance of an open transmission line with a Josephson impurity. They also used the path integral formulation to derive the spectral density, akin to the results of Leggett [8]. They obtained for that case a quadratic behaviour for small frequencies and linear growth for large frequency.

Quite some time later, in 2004, Blais et al [9] quantised the transmission line following the canonical quantisation procedure of Devoret [2] for the continuum of harmonic oscillators. In an appendix they considered multiple modes, and pointed out that there exists a physical ultraviolet cutoff in the modes because the system cannot be exactly one dimensional. It is implicit in their work that the coupling of the modes to the qubit scale in the form \( g_k \sim \sqrt{\omega_k} \). This approximate approach to quantise circuits with transmission lines that requires frequency cutoffs for the multi-mode Rabi Hamiltonian in cQED has routinely been used in theory [10] and experiments [11–13]. Without the phenomenological introduction of several types of mode truncations, such models, in which the scaling \( g_k \sim \sqrt{\omega_k} \) is present, would have predicted divergent Lamb-shifts [14] or effective qubit-qubit couplings in the dispersive approximation. Notice that mode truncation can be circumvented for qubit decay constants, in that they are computed to have a finite value by carrying out a Markov approximation, as in the result of Wigner and Weisskopf [15]. In this regard, see [16] for an explicit presentation. Yet again, one needs adjustments and further approximations in order to recover finite predictions for these physical quantities.

The study of different classes of circuits resulted in other models that would not present divergent predictions for observables. That is the case in the work of Bourassa et al [17], where a transmission line with an inline transmon was studied. Although not explicitly shown, the modified normal modes of that system would be coupled with monotonically decaying constants above certain saturation frequency. There was however no strict separation of anharmonic and harmonic degrees of freedom and thus a simple multi-mode quantum Rabi model could not be recovered [17]. Similar approaches have been used to describe linear electromagnetic environments with impedance black-boxes connected to non-linear elements at their ports [18–20] in what has been termed ‘black-box quantisation’. Again, in [18], Nigg et al generalised the concept introduced in [17] where the degree of freedom corresponding to the flux/phase differences across Josephson junctions could effectively interact with general electromagnetic normal modes. This method has proved to be the best way to describe the physics of Josephson junctions inside 3D cavities, see e.g. [21–23], due to the fact that the interaction between the harmonic modes and the non-linear element cannot be assumed to be local. The black-box techniques do also take into account that the electromagnetic modes have finite bandwidth, because the cavity has open ports from which energy flows away. Such procedures require finding a discrete equivalent lumped element circuit to simulate the linear response of the cavity from the point of the junctions. An approximate Foster decomposition of the impedance was used in [18], whereas a more involved and accurate Brune decomposition was used in [19, 20] to describe one and multiport general non-reciprocal passive electromagnetic environments. However, the quantisation methods were constrained to the reciprocal set of networks, leaving the quantum description of the general non-reciprocal ones as an open problem. In [18], the Josephson fluxes were included in the linear description of the whole system, while non linear couplings appeared on expanding the cosine potentials in the normal mode basis. However, in [19, 20], such Josephson variables where kept independent, thus reaching Hamiltonian models with both linear capacitive and inductive couplings between the normal modes of the environment and the anharmonic variables.

Although the black-box methods above have been very successful in describing experiments, it has not been hitherto clear how such linear systems can be later coupled to other systems. Thus, in this paper we focus on techniques that involve coupling linear systems with infinite modes to lumped element quantum circuits. As is only to be expected, this entails some dressing of the infinite modes, that are ineluctably modified by the coupling.

The first quantisation of a general impedance, modelled as an infinite series of harmonic oscillators, capacitively coupled to Josephson junctions was derived by Paladino et al [24]. A complete Hamiltonian without the diamagnetic \( A^2 \)-term was derived by using the correct basis of harmonic variables. It was also noted that there is no need to add counterterms to the Hamiltonian because in the experiment there is only access to
renormalized parameters. In fact, the model developed there allows the engineering of the system, as the Hamiltonian is written in terms of the bare parameters. It was however not shown that the coupling of the anharmonic to the harmonic degrees of freedom would decay above certain frequency. Using similar techniques and based on Paladino et al., it was later noted by Bergenfeldt and Samuelsson [25], that using the continuous Lagrangian and canonical quantisation procedure for a system with a 1D transmission line resonator capacitively coupled to a quantum dot could be bipartite-diagonalized and that the capacitive linear coupling constants would monotonicaly decay for high-frequency modes. Other methods to derive non-divergent quantum-Rabi Hamiltonians for transmission line resonators coupled to Josephson junctions where also developed by Malekakhlagh and Türeci in [26] and by Mortensen et al. [27], although the non-divergent characteristic of the coupling constants was not then explored and explained. Recently, two works [16, 28] have independently been able to explain the mechanisms by which the infinite degree of freedom in a transmission line resonator decouple above certain mode when they are capacitively connected to a Josephson junction, without making any assumptions on the circuit parameters. The first method uses the Foster mode decomposition to describe the impedance of a transmission line resonator, in an similar manner to [24], whereas the second used the previous results achieved in [26]. Finally, we remark that non-divergent but approximate methods to describe Josephson junctions capacitively coupled to transmission lines have been studied by Koch et al [29] and Peropadre et al [30] among others.

In this article, we generalise the ideas introduced by Paladino et al [24], Bourassa et al [17] and Malekakhlagh et al in [16, 26], following and extending well based mathematical machinery [31] previously used by some of us [32]. This is done to describe general networks of superconducting circuits that include circuital elements supporting infinite modes, such as transmission lines of finite, semi-infinite and infinite length, and general impedances, coupled to lumped-element networks capacitively, inductively and galvanically. Using the theory of eigenvalue problems with the eigenvalue in the boundary condition, for whose expansion theorems we develop a new proof, we recover the results achieved in [28] with the Foster-decomposition method and in [16, 26] with a regularisation technique on the space-local interactions. We identify and solve the sources of the technical problems by those presentations.

As was surmised in most related works, the main source of complications in the quanitisation of such systems lies in the need to invert an infinite dimensional kinetic matrix, in different guises and origins.

For systems modelled directly from Lagrangian densities for the subsystem that presents infinite modes, the usual functional techniques available for continuous linear fields are suspect in the present context because their coupling to discrete variables complicate the issue. It is therefore imperative to use an alternative approach. One such is to perform the Legendre transformation for the discrete system and then take the continuous limit in the Hamiltonian, such as in the approach of Malekakhlagh et al [26]. An alternative (which we follow in this work) is to expand in modes and then obtain a canonical Hamiltonian for the whole system, as has been done, for instance, by [10] and many others. In this second approach, we signal and clarify the issues involved in the choice of modes, and explicitly compute the intrinsic cutoff for the coupling constants. The crucial point is that the separate identification of lumped element network, on the one hand, and transmission line, on the other, that is used in the Lagrangian presentation, cannot persist when passing on to the required Hamiltonian formalism, and proper dressing of the infinite continuous modes with the discrete modes is necessary. This also requires the correct identification of the degrees of freedom. For instance, when several transmission lines are present and coupled the same network, it is not always possible to separate modes as pertaining only to one transmission line: the presence of the network forces the modes to be distributed on several transmission lines.

Modelling a system with infinite degrees of freedom coupled to a network with a finite number of modes can be done in a number of ways. A Lagrangian density is not the only possibility, quite evidently. In the context of linear passive non dissipative electrical circuits an alternative is given by an analysis of immittances, be they impedances or admittances, with infinite poles, which are then translated into lumped element circuits, with infinite capacitances and inductances. In order to write down a Hamiltonian it is again necessary to invert an infinite dimensional kinetic matrix. A possible approach is to consider a truncation in the number of modes associated with the impedance to a finite number N, to proceed with an inversion and then to the limit \( N \rightarrow \infty \). In many cases of interest, this procedure leads to the uncoupling of the impedance modes and the finite network. This comes about because some coupling vector in the Lagrangian has infinite norm in that limit. More precisely, because that coupling vector has infinite norm with respect to a specific inner product, determined by the inverse capacitance matrix of the infinite dimensional system. We give two solutions to this problem, and then show their equivalence. The first one, in parallel to the presentation for transmission lines, consists in a canonical transformation in the line of that presented by Paladino et al [24]. That is, a rearrangement of the degrees of freedom, dressing the impedance modes with network modes. We present this formalism for the first Foster form of an impedance coupled capacitively to a network. The second solution comes from the identification of the proper normal modes of the impedance in the Hamiltonian, by the standard canonical
transformation only in impedance modes. This is first done for finite \(N\) and then taking the limit \(N \to \infty\). We extend this analysis to multiport impedances.

After this introductory section, we present a catalogue of configurations with transmission lines in the formalism of Lagrangian density, in which we study systematically mode expansions, counting of degrees of freedom, and separability of modes. We defer to an appendix the relevant mathematical apparatus used in this section. In the following section we turn to the coupling of networks to canonical impedances. We first study the reassignment of modes, dressing the impedance with network modes, and then the diagonalization of impedance modes in the Hamiltonian to avoid the uncoupling in the infinite mode limit. In the fourth section we retake transmission lines. We use the previous analysis to provide explicit analytically computable examples, after a general discussion on spin-boson models as derived from these capacitive couplings. We finish with a recapitulation and a summary of conclusions and proposals for future work.

Regarding notation, we use boldface italic or boldface for column vectors, both finite and infinite dimensional, as in \(a\) and \(\phi\). We are dealing with real vector spaces (except in example 4.3), and duality is given by transpose, \(a^T\). This is justified also for infinite dimensional vectors since we only consider Hilbert spaces. Sans serif is used for matrix and operators. Throughout we make use of block-matrix presentations. In the infinite dimensional case this is due to the underlying direct sum structures.

2. Networks with transmission lines

Quantum networks of superconducting qubits make use of transmission lines to either carry information away from the computational system with open boundaries or to store and manipulate it in the form of resonators. As any conducting box does, superconducting transmission lines theoretically support an infinite number of electromagnetic modes as bosonic degrees of freedom. Typically, the dynamics of the whole system is well described in terms of controlled anharmonic subsystems, e.g. qubits, interacting with a countable, possibly infinite, number of bosonic modes, i.e. harmonic oscillators. A typical requirement for such effective models to be valid is that the coupling strength between subsystems is small compared to the energy defining the subsystems themselves. However, even in this small-coupling limit, multi-mode effects can have crucial effects on the predicted effective coupling between two separated information units [12].

In this section, we develop the tools required to write exact quantum Hamiltonians of systems of general anharmonic subsystems linearly coupled to transmission lines with closed or open boundary conditions, keeping the multi-mode feature of the lines, and verifying that ultraviolet divergenceless predictions are a natural consequence of the canonical quantisation procedure.

Our viewpoint issues from a Lagrangian description. We then write the transmission lines in terms of an infinite set of modes, and carefully proceed to a Hamiltonian formulation in which to perform canonical quantisation. As usual, the description in terms of modes is not unique. We make explicit use of this freedom to identify the most adequate choice, where the criterion is that the network modes are uncoupled from each other in the Hamiltonian formalism. In particular, given the capacitive coupling scheme we study, \(\lambda/4\) or \(\lambda/2\) resonator modes expansions are seen to be inadequate: they would lead to a description in which network and transmission line are uncoupled. The correct set of modes necessarily is dressed by the parameters of the coupling. This dressing means that the mode form functions are not eigenfunctions of a Sturm–Liouville operator. In fact, carrying out a naïve separation of variables, we see that the mode form functions are determined by a boundary condition differential equation singular value problem, in which the singular value also enters the boundary condition. This kind of singular value problem is hugely different from the Sturm–Liouville case, and standard textbook material does not cover it. We provide mathematical details and a new proof of the expansion theorems one requires in order for these functions to be indeed mode functions in appendix A. Applying these techniques we obtain definite predictions for the couplings, with a natural intrinsic cutoff frequency. This cutoff frequency comes about because the dressing of the transmission lines requires a length parameter, \(\alpha\), that provides us with a natural ultraviolet cutoff. It is important to stress that this cutoff is intrinsic to the model, with no need to argue about the validity of the model itself for it to appear.

2.1. Linear coupling to lumped-element networks

In this subsection, we study common linear coupling configurations between a finite set of degrees of freedom and transmission lines, namely mixed inductive and capacitive ‘point-like’ coupling to (i) a network or to (ii) multiple networks, and (iii) mixed inductive and capacitive galvanic coupling.

2.1.1. Mixed linear coupling

We consider the circuit in figure 1 with a network of degrees of freedom \(\phi\) linearly coupled through capacitor \(C_q\) and inductor \(L_q\) to a transmission line at one end. Given that our non-linear network has a non-linear potential in
flux variables, as it is the case when there are Josephson junctions, it facilitates the analysis to choose flux variables as our set of position-like coordinates.

Following standard microwave theory \[9, 10, 33\], the Lagrangian of this circuit can be written in terms of a discrete set of flux variables describing the network, collected in the column vector \(\phi\), and a flux field \(\Phi(x, t)\),

\[
L = \frac{1}{2} \phi^T A \dot{\phi} - \frac{1}{2} \phi^T \mathbf{B}^{-1} \phi - V(\phi) + \int_0^L dx \left[ \frac{c}{2} \Phi(x, t)^2 - \frac{1}{2l} (\Phi'(x, t))^2 \right] + C_g \left( \frac{\Phi(0, t)^2}{2} - \dot{\phi}^T a \dot{\phi}(0, t) \right) - \frac{1}{L_g} \left( \frac{\Phi(0, t)^2}{2} - \dot{\phi}^T b \phi(0, t) \right),
\]

where \(A = \mathbf{A} + C_a a^T\) and \(\mathbf{B}^{-1} = \mathbf{B}^{-1} + b^T b / L_g\) are the capacitance and inductance submatrices of the network respectively, and \(a\) and \(b\) are coupling vectors to the network from the transmission line with finite norm. Notice here that we do not assume any specific description of the network in terms of branch or node flux variables. We do nonetheless emphasise that the network has to be connected non-trivially to the common ground in order for current to circulate through any element. The classical equations of motion of this system read

\[
c^2 \Phi(x, t) = \frac{\Phi''(x, t)}{l},
\]

\[
\frac{\Phi'(0, t)}{l} = C_g (\dot{\Phi}(0, t) - a^T \phi) + \frac{1}{L_g} (\Phi(0, t) - b^T \phi),
\]

\[
A \ddot{\phi} + \mathbf{B}^{-1} \dot{\phi} = C_g a \ddot{\phi}(0, t) + \frac{1}{L_g} b \phi(0, t) - \frac{\partial V(\phi)}{\partial \phi}.
\]

Let us first assume, for simplicity, that the transmission line has finite length \(L\) (see appendix \(A.2\) for infinite length transmission lines, and explicit computation in \(4.2\) and \(4.3\)). A textbook analysis would carry out separation of variables, that is, it would introduce a decomposition of the flux field in a countable basis of functions \(\Phi(x, t) = \sum_a \Phi_a(t) u_a(x)\), justified physically as normal modes. There is an issue in this case, however, in that there is a coupling at the endpoint \(x = 0\) with the network that involves the second derivative with respect to time of the flux field. Even if all the network variables were set to zero, we would still have, from equation (3), a boundary condition that would involve the separation constant \((- \omega_n^2\) in (5) below). Furthermore, setting the network variables to zero would not be consistent, since the transmission line sources the network in equation (4).

Here we will take the following approach: we shall retain the dependence of the boundary condition on the separation constant, by introducing a length parameter \(\alpha\) that will later be set to an optimal value, according to a precise optimality criterion. Namely, that in the Hamiltonian presentation there be no coupling amongst the transmission line modes.

In this manner, the field equations for the line yield the following homogeneous eigenvalue problem

\[
\Phi_a(t) = -\omega_n^2 \Phi_a(t),
\]

\[
u_a'(x) = -k_n^2 u_a(x),
\]

\[
u_a'(0) = -k_n^2 \alpha u_a(0) + \frac{1}{\beta} u_a(0),
\]

\[
u_a(L) = 0,
\]

where the frequencies are related to the wavenumbers through \(\omega_n^2 = k_n^2 / l\), and we have assumed for concreteness a short to ground boundary condition at \(x = L\). Notice that this choice is not a restriction of our
method, and other boundary conditions can be considered at \( x = L \), i.e. the general case as at the other end \( x = 0 \).

As we have already pointed, this form of equation (7) can be derived by setting to zero the network fluxes in (3), in which case the parameter \( \alpha \) would be given by \( C_q f \). It can also be obtained by solving \( \phi \) in (4), substituting it in (3) and consistently imposing \( \phi = -B \partial_\phi V (\phi) \). In this case the parameter \( \alpha \) would be given as \( (C_q f) (1 - C_q u^T A^{-1} u) \), which, as we will see, is optimal from our point of view. Indeed, and as previously envisaged in [26], the second approach uses the information about the network capacitance matrix \( A \) and its coupling vector \( a \) to derive a Hamiltonian without mode-mode coupling in the purely harmonic sector. The physical reason for this choice is that in this manner the inhomogeneous source term corresponds to the current through the anharmonic potential.

So far we have concentrated on the more crucial parameter \( \alpha \). The second length parameter, \( \beta \), is more easily determined. Nonetheless we also allow it to be free, and its value will also be fixed \textit{a posteriori}. We remark that Dirichlet, Neumann, and Robin homogeneous boundary conditions are included in the analysis, with corresponding sets of parameters \( \beta_D = 0 \) for Dirichlet (line ended in open circuit), \( (\alpha_N, \beta_N) = (0, \infty) \) for Neumann (line ended in short circuit), and \( \alpha_R = 0 \) for Robin (pure inductive coupling). Analogously, the pure capacitive coupling boundary condition corresponds to \( \beta = \infty \).

For fixed parameters \( \alpha \) and \( \beta \), the system of equations from equation (6) through to (8) define a generalised eigenvalue problem, with an easily determined secular equation and generalised eigenfunctions. Furthermore, those eigenfunctions satisfy the following orthogonality conditions

\[
\langle u_m, u_m \rangle = c \left( \int_0^L dx \, u_m(x) u_m(x) + \alpha u_m(0) u_m(0) \right) = N_0 \delta_{m \alpha}
\]

(9)

\[
\langle u_m, u_m \rangle_{/\beta} = \frac{1}{\beta} \left( \int_0^L dx \, u_m(x) u_m(x) + \frac{1}{\beta} u_m(0) u_m(0) \right) = \omega_n^2 N_0 \delta_{m \alpha}
\]

(10)

where \( N_0 \) is a free normalisation constant in capacitance units.

From these considerations, a number of authors have used these generalised eigenfunctions and orthogonality for an expansion in modes. We should note however that the possibility of expanding a function in these eigenfunctions, i.e. that they form a basis in a suitable space of functions, is by no means deducible from standard Sturm–Liouville theory. Fortunately, the topic has been examined in the mathematical literature (see, inter alia, [31]), and it is indeed the case that an expansion theorem does hold. We provide more mathematical details, and a new proof of the expansion theorem, in appendix A.

Now, knowing that we can expand in this generalised eigenbasis, we write the Lagrangian (1) as

\[
L = \frac{1}{2} X^T C X - \frac{1}{2} X^T L^{-1} X - V (\phi),
\]

(11)

where we have defined the vector of fluxes

\[
X = \begin{pmatrix} \phi \\ \Phi \end{pmatrix}
\]

(12)

and the capacitance and inductance matrices

\[
C = \begin{pmatrix} A & -C_q a u^T \\ -C_q a u^T & N_0 1 + d u u^T \end{pmatrix}
\]

(13)

\[
L^{-1} = \begin{pmatrix} B^{-1} & -b u^T / L_g \\ -b u^T / L_g & N_0 (\omega_n^2) + c u u^T \end{pmatrix}
\]

(14)

with \( u \equiv (u_0(0), u_1(0), \ldots u_d(0), \ldots)^T \) being the coupling vector (of infinite dimensionality), the parameters \( d \equiv C_q - \alpha c \) and \( e \equiv 1 / L_g - 1 / \beta L, 1 \) the infinite-dimensional identity matrix and \( \omega_n^2 = \text{diag}(\omega_0^2, \omega_1^2, \ldots) \) the diagonal matrix of squared frequencies of the eigenvalue problem. Notice that \( u \) is generically normalizable. Even more importantly, the quantity \( u^T (N_0 1 + d u u^T)^{-1} u = 1 / C_q \) is finite unless \( C_q \) is zero. The vector \( u \) is in fact an element of the \( F \) sequence Hilbert space, by the construction of appendix A.1, and its norm depends directly on the parameter \( \alpha \), namely \( |u|^2 = u^T u = N_0 / \alpha c \). The dimensionful parameter \( N_0 \) was introduced so that this norm be adimensional.

We can now invert the capacitance matrix and derive the Hamiltonian

\[
H = \frac{1}{2} P^T C^{-1} P + \frac{1}{2} X^T L^{-1} X + V (\phi),
\]

(15)

where the conjugate charge variables to the fluxes are \( P = \partial L / \partial X = (q^T, Q^T)^T \), and the inverse capacitance matrix is
where the new truncated set of variables is \( \phi \equiv (\psi_1, \psi_2, \ldots, \psi_{N-1})^T \), and \( g \) is a constant vector on that reduced subspace. We reduce the number of variables and find that the Lagrangian has both capacitive and inductive coupling to the flux difference in the line \( \Delta \Phi(0, t) \).
\[
L = \frac{1}{2} \Phi^T \Delta \Phi - \frac{1}{2} \Phi^T B^{-1} \Phi - V(\Phi, \Phi_{\text{ext}}) + \int_{-L}^{L} dx \left[ \frac{\epsilon}{2} \Phi(x, t)^2 - \frac{1}{2l}(\Phi'(x, t))^2 \right]
\]

\[
+ \frac{C_{yA}}{2} \Delta \Phi(0, t)^2 - \frac{1}{2L_{yB}} \Delta \Phi(0, t)^2 + \frac{1}{2L_{yB}} (2\Delta \Phi(0, t) \Phi_{\text{ext}} + \Phi_{\text{ext}}^2)
\]

\[- C_A (\Phi^T a) \Delta \Phi(0, t) + \frac{1}{L_B} (\Phi^T b) (\Delta \Phi(0, t) + \Phi_{\text{ext}}),
\]

where \(C_{yA} = (C_y + C_A)\) and \(L_{yB} = L_y / (L_g + L_B)\), with \(C_A\) and \(L_B\) the coupling capacitance and inductance parameters coming out of the transformation (20) in (19). In this reduction, we decompose the matrix \(\hat{A}\) as

\[
\hat{A} = \left( \begin{array}{cc} A_I & a_I \\ a_T & C_A \end{array} \right).
\]

It follows that \(A = A_I + a_I \mathbf{g}^T + \mathbf{g} a_T + C_A \mathbf{g} \mathbf{g}^T\) and \(a = -g - a_I / C_A\) in (21). An analogous procedure provides us with matrix \(B\) and coupling vector \(\mathbf{b}\). The equations of motion for this Lagrangian are

\[
\hat{A} \Phi = \frac{V(\Phi, \Phi_{\text{ext}})}{l},
\]

(23)

\[
\Phi'(0^-, t) = \frac{\Phi'(0^+, t)}{l},
\]

(24)

\[
C_A a_I^T \Phi + \frac{1}{L_B} (b^T \Phi + \Phi_{\text{ext}}) = \frac{\Phi'(0^-, t)}{l} + C_y A \Delta \Phi(0, t) + \frac{1}{L_{yB}} \Delta \Phi(0, t),
\]

(25)

\[
\hat{A} \Phi + B^{-1} \Phi + \frac{\partial V(\Phi, \Phi_{\text{ext}})}{\partial \Phi} = C_A a_I \Delta \Phi(0, t) + \frac{1}{L_B} b (\Delta \Phi(0, t) + \Phi_{\text{ext}}).
\]

(26)

We decompose again the flux field in a countable basis of functions \(\Phi(x, t) = \sum_n \Phi_n(t) u_n(x)\) (given that we assumed the line of finite length) and the field equations for the line yield the following homogeneous eigenvalue problem

\[
\tilde{A} \Phi_n(t) = -\omega_n^2 \Phi_n(t),
\]

(27)

\[
u_n^0(x) = -k_n^2 u_n(x),
\]

(28)

\[
u_n^0(0^-) = u_n'(0^-) = k_n^2 \alpha \Delta u_n(0) - \frac{1}{\beta} \Delta u_n(0),
\]

(29)

\[
u_n(-L) = u_n(L) = 0,
\]

(30)

where \(\Delta u_n(0) = u_n(0^-) - u_n(0^+)\). Again, equations (28)–(30) define a generalised eigenvalue problem with eigenvalue-dependent boundary conditions, see section A.3.1, whose eigenfunctions satisfy the following orthogonality conditions
\[ \langle u_m, u_m \rangle = c \left( \int_0^L dx \ u_m(x) u_m(x) + \alpha \Delta u_m(0) \Delta u_m(0) \right) = N_n \delta_{mn} \]

\[ \langle u_m, u_m \rangle_{/\beta} = \frac{1}{1} \left( \int_0^L dx \ u_m'(x) u_m'(x) + \frac{1}{\beta} \Delta u_m(0) \Delta u_m(0) \right) = \omega_n^2 N_n \delta_{mn} \]

where \( N_n \) is a free normalisation constant in capacitance units. Notice that in this case we can choose real eigenfunctions, and we have done so. Making use of the above equations we can rewrite the Lagrangian (21) as

\[ L = \frac{1}{2} X^T C X^T - \frac{1}{2} X^T L^{-1} X - V(\phi, \Phi_{\text{ext}}), \]

with \( X = (\phi^T, \Phi^T)^T \) and

\[ C = \begin{pmatrix} A & -C_A \Delta u^T \\ -C_A \Delta uu^T & N_n \mathbf{1} + d \Delta uu^T \end{pmatrix}, \]

\[ L^{-1} = \begin{pmatrix} B^{-1} & -b \Delta u^T / L_B \\ -\Delta uu^T / L_B & N_n (\omega_n^2) + c \Delta uu^T \end{pmatrix}, \]

where we have defined the coupling vector \( \Delta u \equiv (\Delta u_0(0), \Delta u_1(0), \ldots)^T \) and the parameters \( d \equiv C_{gA} - c \alpha \) and \( e \equiv 1 / L_B - 1 / \beta \). As usual, \( \mathbf{1} \) stands for the infinite-dimensional identity matrix, and \( (\omega_n^2) \) is the diagonal matrix of squared frequencies. Following the same steps as in the previous section we derive the Hamiltonian

\[ H = \frac{1}{2} q^T (A^{-1} + \frac{C_A^2}{\alpha c} A^{-1} A^{-1} a a^T) q + \frac{1}{2} \phi^T B^{-1} \phi + V(\phi) + \sum_n \frac{Q_n^2}{2N_n} + \frac{N_n \omega_n^2 \Phi_n^2}{2} \]

\[ + \frac{C_A}{N_n} q^T (A^{-1} a) \sum_n Q_n \Delta u_n(0) - \frac{1}{L_B} (\phi^T b) \sum_n \Phi_n \Delta u_n(0), \]

from which canonical quantisation can be done. Again the criterion has been the elimination of the harmonic mode-mode couplings, and the solution for the parameters reads

\[ \alpha = \frac{C_{gA} - C_A^2 a^T A^{-1} a}{c}, \]

\[ \beta = \frac{1}{L_B / l}. \]

2.1.3. Multiple networks coupled to line

We consider now the generalisation of 2.1.2 with a number \( M \) of networks linearly coupled to a common transmission line, e.g. the circuit in figure 3 has two networks of degrees of freedom \( \phi_i \) coupled through capacitors \( C_{gi} \) and inductors \( L_{gi} \) to a transmission line at positions \( x = (0, d) \).
A Lagrangian of the generalised circuit, with \( M \) networks, can be written as

\[
L = \sum_{i=1}^{M} \left[ \frac{1}{2} \dot{x}_i^T A_i \dot{x}_i - \frac{1}{2} \dot{x}_i^T B_i^{-1} \dot{x}_i - V(\dot{x}_i) + \frac{1}{2} \left( (\dot{x}_i^T a_i) \dot{x}_i + \frac{\dot{x}_i(x_i, t)^2}{2} \right) \right] - \sum_{i=1}^{M} \frac{1}{L_i} \left( (\dot{x}_i^T b_i) \dot{x}_i(t) + \frac{\dot{x}_i(x_i, t)^2}{2} \right) + \int_0^L dx \left[ \frac{e}{2} \dot{x}_i(x_i, t)^2 - \frac{1}{2l} (\Phi'(x_i, t))^2 \right],
\]

where \( A_i = \tilde{A}_i + C_{a_i} a_i a_i^T \) and \( B_i^{-1} = \tilde{B}_i^{-1} + b_i b_i^T / L_i \) are the capacitance and inductance submatrices of the network respectively and \( a_i \) and \( b_i \) are coupling vectors to the finite networks from the transmission line.

Following the same procedure as in last section, we expand the flux field in an eigenbasis \( \Phi(x, t) = \sum_n \Phi_n(t) u_n(x) \) and derive the wave equations

\[
\ddot{\Phi}_n(t) = -\omega_n^2 \Phi_n(t), \\
\dddot{u}_n(x) = -k_n^2 u_n(x),
\]

and a number of boundary conditions of two possible forms, namely

\[
u'_n(x_i) = -k_n^2 \alpha_i u_n(x_i) + \frac{1}{\beta_i} \delta_n, \quad \forall x_i \in \{0, L\} \quad \text{and} \quad \nabla \Phi_n(x_i) = -k_n^2 \alpha_i u_n(x_i) + \frac{1}{\beta_i} \delta_n, \quad \forall x_i \notin \{0, L\},
\]

depending on whether the \( i^{th} \)-network is connected at one end of the line or in between, respectively. Here \( \Delta u_n'(x_i) \equiv u'_n(x_i) - u'_n(x_i') \), and for networks connected with boundary conditions of equation (38), we further require continuity of \( u_n(x) \) at \( x_i \). Regardless of the position of connection, the new inner products for the eigenfunctions are

\[
\langle u_n, u_m \rangle_{\alpha_i} = \frac{1}{L} \int_0^L dx u_n(x) u_m(x) + \sum_{x_i} \alpha_i u_n(x_i) u_m(x_i) = N_{\alpha_i} \delta_{nm}, \quad \langle u_n, u_m \rangle_{1/\beta_i} = \omega_n^2 N_{\beta_i} \delta_{nm},
\]

The Lagrangian can thus be rewritten as

\[
L = \frac{1}{2} X^T C X^T - \frac{1}{2} X^T L^{-1} X - V(X),
\]

where \( X = (\Phi_1^T, \Phi_2^T, \ldots, \Phi_M^T, \Phi^T)_T \) with the new capacitance and inductance matrices

\[
C = \begin{bmatrix}
A_i & 0 & \cdots & -C_{a_1} a_1 a_1^T \\
0 & A_2 & \cdots & -C_{a_2} a_2 a_2^T \\
\vdots & \ddots & \ddots & \vdots \\
-C_{a_1} a_1 a_1^T & -C_{a_2} a_2 a_2^T & \cdots & N_{\alpha_i} + \sum_{i=1}^{M} d_i u_i u_i^T
\end{bmatrix}, \quad (39)
\]

\[
L^{-1} = \begin{bmatrix}
B_1^{-1} & 0 & \cdots & -b_1 u_1 u_1^T / L_1 \\
0 & B_2^{-1} & \cdots & -b_2 u_2 u_2^T / L_2 \\
\vdots & \ddots & \ddots & \vdots \\
-b_1 u_1 u_1^T / L_1 & -b_2 u_2 u_2^T / L_2 & \cdots & N_{\beta_i} \omega_n^2 + \sum_{i=1}^{M} c_i u_i u_i^T
\end{bmatrix}, \quad (40)
\]

where we have defined the coupling vectors to the \( i^{th} \) network as \( u_i \equiv u(x_i) = (u_0(x_i), u_1(x_i), \ldots)^T \).

Let us for now assume the invertibility of the capacitance matrix \( C \) (we examine this assumption critically in the next subsection, 2.2). Using the property that the coupling vectors are orthogonal \( \langle u_1, u_i \rangle = \delta_i \omega_n / \alpha_i \), see equation (A.47) of appendix A, we determine
\[
C^{-1} = \begin{pmatrix}
A_1^{-1} + s_1 A_1^{-1} a_i a_i^T A_1^{-1} & 0 & \cdots & t_1 A_1^{-1} a_i u_i^T \\
0 & A_2^{-1} + s_2 A_2^{-1} a_i a_i^T A_2^{-1} & \cdots & t_2 A_2^{-1} a_i u_i^T \\
\vdots & \vdots & \ddots & \vdots \\
t_1 u_i a_i^T A_1^{-1} & t_2 u_i a_i^T A_2^{-1} & \cdots & \frac{1}{N_i} I + \sum_j r_i u_i u_j^T
\end{pmatrix}
\]

where we have defined parameters \( s_i = -C_{gi}^2 |u_i|^2 / D_i \), \( t_i = C_{gi} / D_i \), \( r_i = 1 / |u_i|^2 (1 / D_i - 1 / N_i) \) and 
\( D_i \equiv N_i + |u_i|^2 (d - C_{gi}^2 a_i^T A_i^{-1} a_i) \). Finally, we can choose the relevant coefficients of the eigenvalue problem 
(\( \alpha_n, \beta_n \)) such that \( r_i = c_i = 0, \forall i \). That is, we solve the equations \( D_i = N_i \) for \( \alpha_i \) and \( \beta_i = L_{gi} / k \) in order to arrive to 
a Hamiltonian with a well defined infinite harmonic set

\[
H = \frac{1}{2} \sum_i \dot{q}_i^T (A_1^{-1} + \frac{C_{gi}^2}{\alpha_i c} A_1^{-1} a_i a_i^T A_1^{-1}) \dot{q}_i + \frac{1}{2} \sum_i \dot{\phi}_i B_i \dot{\phi}_i + V(\phi_i) + \sum_n \omega_n a_n^+ a_n
\]

\[
+ \frac{\hbar}{2N_i} \sum_n (a_n + a_n^+) \sqrt{\omega_n} u_n(x_i)
\]

\[
- \frac{\hbar}{L_{gi}} \sum_n (a_n - a_n^+) \frac{u_n(x_i)}{\sqrt{\omega_n}}
\]

(41)

where we have promoted conjugate variables to operators as in previous sections. Again, the coupling coefficients of the capacity part are governed by \( \sqrt{\omega_n} u_n(x_i) \), and thus have a large \( n \) behaviour of the form \( n^{-1/2} \).

2.2. Invertibility and variable counting

In the previous section we have assumed that the capacitance matrix \( C \) has inverse, and thus there is no
overcounting of velocity degrees of freedom. However, this assumption does not always hold. Fortunately, it can 
be easily checked, by determining the conditions for the existence of a zero eigenvalue. Let us first examine the
simple case of the network connected to the transmission line, under the assumption that the capacitance
submatrix \( A \) is invertible. The condition for the invertibility of \( C \) in (13) is determined by analysing the possible
existence of a zero eigenvalue, for which

\[
C^y(z) = 0.
\]

The above matrix equation reduces to

\[
Ay = C_g a(u^T z), \tag{42}
\]

\[
C_g u(a^T y) = N_i z + d a(u^T z). \tag{43}
\]

Solving \( y \) in (42) and substituting in (43) we can derive the following equation

\[
(u^T z) \frac{C_g}{\alpha} (1 - C_g a^T A^{-1} a) = 0,
\]

where we have used the sum rule \( |u|^2 = N_i / \alpha \) and \( d = C_g - \alpha c \). Notice furthermore that if we were to assume \( u^T z \) were zero, equation (43) would tell us that \( u \) and \( z \) are parallel, and we would be forced to have \( z \) of
zero norm, so we can conclude that \( u^T z \neq 0 \) if the eigenvector is not trivial. It follows that, unless \( \alpha \) is zero or
infinity (in which case there is no capacitive connection), a non-trivial solution can appear only when 
(1 - \( C_g a^T A^{-1} a \)) = 0. Thus, unless (1 - \( C_g a^T A^{-1} a \)) is zero, \( C \) is invertible.

Having a non invertible capacitance matrix means that at least one combination of the initial variables will
not be dynamical, and will be frozen in a value determined by the potential part. For our purposes, namely the
 provision of quantum mechanical models, this is a complication that can readily be eliminated by a good choice
of variables, in which this frozen variable is discarded.

A different analysis corresponds to the inductance matrix. In this case the question at hand is the presence of
zero modes. For a linear network where the potential \( V(\phi) = 0 \), the condition for the invertibility of the
inductance matrix \( L^{-1} \) can also be examined. In particular, consider \( L^{-1} \) given by equation (14). Solving the equation \( L^{-1}(y, z)^T = 0 \), and using the second sum rule \( u^T (N_i a_i^2) - u = \sum_n u_n(0)^2 / N_i a_n^2 = \beta \), see 
equation (A.17) in appendix A, we can derive

\[
u^T z \beta \left(1 - \frac{1}{L_g} b^T b\right) = 0.
\]

Similarly to the capacitance coupling case, for \( \beta = \{0, \infty\} \) the inductance matrix \( L^{-1} \) is not invertible when  
(1 - \( \frac{1}{L_g} b^T b \)) = 0. In contrast to the capacitive case, given that there is no general potential, \( V(\phi) = 0 \), the
description with such set of degrees of freedom can be used but a zero-mode will appear.
The generalisation to the $M$-networks connected to the transmission line is straightforward. In order for the capacitance matrix $C$ and the inductance matrix $L^{-1}$ in equations \((39), (40)\) respectively to be non-invertible we require that

$$\frac{C_{gi}}{\alpha_{iC}}(1 - C_{gi} a_i^T A_i^{-1} a_i) = 0,$$

$$\frac{\beta_i l}{L_{gi}} \left(1 - \frac{1}{L_{gi}} b_i^T B_i b_i\right) = 0,$$

for all the networks, i.e. $\forall i \in \{1, ..., M\}$.

As we will see presently, a frequent approach in the field of superconducting circuits is to truncate the number of modes to a finite quantity $N$. In so doing, the possibility exists that in the large $N$ limit the model presents non-dynamical modes, even if it is not the case for finite $N$, and some computations can present inadequate behaviours in that limit.

There is an additional reason, which will be exemplified in the next subsection, and is directly in line with the results presented above for transmission lines. In transmission lines capacitively coupled to networks we have seen that the choice of expansion modes is not free if we demand that the Hamiltonian description of the complete system be understood as being given by an infinite number of independent modes with no coupling among themselves, together with a network Hamiltonian, and coupling of this network to the independent modes. This basic idea of coupling of otherwise independent subsystems is essential in phenomenological model building. It is the case, however, that in some circumstances a naïve separation of subsystems will lead to non-invertibility of the capacitance operator. That is, the separation in subsystems has led to overcounting of variables. One has to identify the structure of modes that precisely accounts for the proper amount of independent variables, by assessing how the couplings restrict our freedom in the choice of expansion.

In the next section, we are going to discuss this problem for the particular case of the connection of two transmission lines via a very simple network. We will also provide an alternative solution and explanation.

### 2.3. Linear coupling between transmission lines

Let us now consider the circuit in figure 4, in which two transmission lines are coupled via a simple network. It is apparent that there are two subsystems, namely the left and right transmission lines. We shall see, however, that the description in those terms would be wrong if either of the capacities $C_G$ and $C_g$ were absent. In such a situation, $C_G C_g = 0$, there is a need for considering the whole system to identify the proper expansion in modes. Notice the difference with respect to the example of galvanic coupling, subsection 2.1.2, in that here the two endpoints are only connected by one oscillator.

In this example we see that this essentially means that for there to be a description in terms of separate subsystems there needs to be an endpoint variable for each transmission line that suitably dresses the transmission line modes, and that those endpoint variables be independent among themselves.

---

**Figure 4.** Transmission line inductively and capacitively coupled to a finite network. Two transmission lines characterised by their capacitance $c_i$ and inductance $l_i$ per unit length are coupled and grounded through LC-resonators. Given that the flux field is described in partite bases, ground capacitor $C_G$ (inductor $L_G$) becomes necessary when the lines are capacitively (inductively) coupled for the $C$ ($L$) matrix to be invertible.
The Lagrangian for the circuit reads

\[
L = \int_{-L}^{0} dx \left[ \frac{1}{2} \Phi_1(x, t)^2 - \frac{1}{2l_i} (\Phi'_1(x, t))^2 \right] + \int_{0}^{L} dx \left[ \frac{1}{2} \Phi_2(x, t)^2 - \frac{1}{2l_g} (\Phi'_2(x, t))^2 \right] + \frac{C_g}{2} (\Phi_1(0^-, t) - \Phi_2(0^+, t))^2 + \frac{C_g}{2} (\Phi_1(0^+, t) - \Phi_2(0^+, t))^2,
\]

(44)

giving rise to wave equations for each of the transmission lines, and Kirchhoff’s equations

\[
- \frac{1}{l} \Phi_1(0^-, t) = C_g \Phi_1(0^-, t) + \frac{1}{L_g} \Phi_1(0^+, t) - \frac{1}{l} \Phi_2(0^+, t),
\]

\[
- \frac{1}{l} \Phi_2(0^+, t) = C_g (\Phi_1(0^-, t) - \Phi_2(0^+, t)) + \frac{1}{L_g} (\Phi_1(0^-, t) - \Phi_2(0^+, t)).
\]

As has been our approach all along, we now look for expansions \( \Phi_1(x, t) = \sum_n \Phi_n(t) u_n(x) \) and \( \Phi_2(x, t) = \sum_n \Psi_n(t) v_n(x) \) that provide us with a good description of the system. Following the arguments presented in previous examples and in appendix A, we introduce one pair of free parameters, \( \alpha_i \) and \( \beta_i \), for each boundary condition equations (47), (48), and achieve separation of variables with eigenvalue-dependent boundary conditions,

\[
\Phi_n(t) = -\omega_n^2 \Phi_n(t), \quad u_n''(x) = -k_n^2 u_n(x),
\]

\[
\Psi_n(t) = -\Omega_n^2 \Psi_n(t), \quad v_n''(x) = -\chi_n^2 v_n(x),
\]

\[
u_n(0^-) = k_n^2 \alpha_1 u_n(0^-) - \frac{1}{\beta_1} u_n(0^-),
\]

\[
u_n(0^+) = -\chi_n^2 \alpha_2 v_n(0^+) + \frac{1}{\beta_2} v_n(0^+).
\]

These generalised singular value problems fall in the class studied in appendix A, and the expansion theorems are guarantee of our approach. Again, the eigenfunctions fulfil the orthogonality relations

\[
\langle u_m, u_n \rangle_{\alpha_1} = \frac{1}{l} \int_{-L}^{0} dx \ u_m(x) u_n(x) + \alpha_1 u_n(0^-) u_m(0^-) = \delta_{mn},
\]

\[
\langle u_m, u_n \rangle_{\beta_1} = \frac{1}{l} \int_{-L}^{0} dx \ u'_m(x) u_n(x) + \frac{1}{\beta_1} u_n(0^-) u'_m(0^-) = \omega_n^2 \delta_{mn},
\]

\[
\langle v_m, v_n \rangle_{\alpha_2} = \frac{1}{l} \int_{0}^{L} dx \ v_m(x) v_n(x) + \alpha_2 v_n(0^+) v_m(0^+) = \delta_{mn},
\]

\[
\langle v_m, v_n \rangle_{\beta_2} = \frac{1}{l} \int_{0}^{L} dx \ v'_m(x) v'_n(x) + \frac{1}{\beta_2} v_n(0^+) v'_m(0^+) = \delta_{mn},
\]

where \( N_{mi} \) are free normalisation constants with dimensions of capacitance. The Lagrangian (44) is now rewritten in terms of modes as

\[
L = \frac{1}{2} X^T C X^T - \frac{1}{2} X^T L^{-1} X
\]

where the full flux vector is \( X = (\Phi, \Psi)^T \) and the capacitance and inverse inductance matrices are

\[
C = \begin{pmatrix}
N_{ii} \mathbf{1} + d_1 \mathbf{u} \mathbf{u}^T & -C_g \mathbf{u} \mathbf{u}^T \\
-C_g \mathbf{v} \mathbf{v}^T & N_{ii} \mathbf{1} + d_2 \mathbf{v} \mathbf{v}^T
\end{pmatrix},
\]

\[
L^{-1} = \begin{pmatrix}
N_{ii} (\mathbf{u}^2) + e_1 \mathbf{u} \mathbf{u}^T & -\mathbf{u} \mathbf{u}^T /L_g \\
-\mathbf{v} \mathbf{v}^T /L_g & N_{ii} (\mathbf{v}^2) + e_2 \mathbf{v} \mathbf{v}^T
\end{pmatrix}.
\]

Following the notational conventions we have used previously, the coupling vectors are named \( \mathbf{u} = (u_0(0^-), u_1(0^-), \ldots)^T \) and \( \mathbf{v} = (v_0(0^+), v_1(0^+), \ldots)^T \). We introduce parameters \( d_1 = C_\Sigma - e_1 \alpha_1 \) and \( d_2 = C_\Sigma - e_2 \alpha_2 \), where \( C_\Sigma = C_g + C_i \) is the total capacitance, and \( e_1 = 1/L_\Sigma - 1/\beta_1 \) and \( e_2 = 1/L_\Sigma - 1/\beta_2 \), with \( L_\Sigma = L_g L_c / (L_g + L_c) \) being the equivalent parallel inductance.
2.3.1. Derivation of the Hamiltonian

It is easy to calculate the inverse of the capacitance matrix (Legrende transformation) in this basis of modes

\[
C^{-1} = \begin{pmatrix}
\frac{1}{N_{\alpha_1}} + \beta \delta_1 \mathbf{u} \mathbf{u}^T & \beta \mathbf{v} \mathbf{u}^T \\
\beta \mathbf{u} v^T & \frac{1}{N_{\alpha_2}} + \beta \delta_2 v v^T
\end{pmatrix}.
\]

Inserting the definitions of \(d_1\) and \(d_2\) and the normalisation of vectors \(|\mathbf{u}|^2 = N_{\alpha_1}/\epsilon_1 \alpha_1\) and \(|\mathbf{v}|^2 = N_{\alpha_2}/\epsilon_2 \alpha_2\), we can check that the parameters are

\[
\delta_1 = \frac{\epsilon_1 \alpha_1 (\epsilon_1 \alpha_1 - C_G)}{C_G N_{\alpha_1}}, \\
\delta_2 = \frac{\epsilon_2 \alpha_2 (\epsilon_2 \alpha_2 C_G - C_G)}{C_G \epsilon_2 N_{\alpha_2}}, \\
\beta = \frac{\epsilon_1 \epsilon_2 \alpha_1 \alpha_2}{C_G N_{\alpha_1} N_{\alpha_2}}.
\]

Let us now insert the condition that the modes in a transmission line have no direct coupling among themselves, i.e. \(\delta_1 = \delta_2 = 0\). This criterion determines the coefficients \(\alpha_1\) and \(\alpha_2\) to be \(C_G/\epsilon_1\) and \(C_G/\epsilon_2 (C_G + C_G)\) respectively. These are clearly the natural capacity length scales for each of the transmission lines, since they are given in both cases by the ratio of the total capacity from the endpoint of the line to the reference zero potential divided by the capacity density of the line. The coupling strength \(\beta\) simplifies then to \(C_G C_G/N_{\alpha_1} N_{\alpha_2} (C_G + C_G)\).

Let us now examine possible pathological situations. First of all, bear in mind that fixing the length scales \(\alpha_1\) and \(\alpha_2\) as above is necessary according the criterion we presented. Nonetheless, any value other than 0 or infinity would provide us with a description of the coupling. Such a condition entails there being no current at the endpoint. As to infinity, this would fix the value of the potential at the endpoint, again inhibiting coupling.

There are two other pathological cases, given by \(C_G C_G = 0\). First, \(C_G = 0\). In this situation, \(\delta_2\) blows up unless \(\alpha_2\) is set to 0. But we are then in a case in which there is proper coupling of the transmission lines with our Hamiltonian description. Let us therefore examine this case in more detail directly in the capacitance matrix itself, assuming that \(\alpha_2 = 0\). In this case with \(C_G = 0\), \(d_2 = -\epsilon_2 \alpha_2\) and, using the general result that \(\epsilon_2 \alpha_2 = N_{\alpha_2}/|\mathbf{v}|^2\), the bottom-right submatrix in (49) becomes proportional to the projector \(\mathbf{1} - \mathbf{v} \mathbf{v}^T / |\mathbf{v}|^2\). This projector spans the vector space orthogonal to \(\mathbf{v}\), and gives 0 when acting on \(\mathbf{v}\). It follows that the column vector \((0^T, \mathbf{v}^T)^T\) is an eigenvector of \(C\) with eigenvalue 0. We have a nondynamical variable in our description.

Passing now to the case \(C_G = 0\), one can write the capacitance matrix in this situation in the form

\[
C \rightarrow \begin{pmatrix}
N_{\alpha_1} \left( \mathbf{1} - \frac{\mathbf{u} \mathbf{u}^T}{|\mathbf{u}|^2} \right) & 0 \\
0 & N_{\alpha_2} \left( \mathbf{1} - \frac{\mathbf{v} \mathbf{v}^T}{|\mathbf{v}|^2} \right)
\end{pmatrix} + C_G \begin{pmatrix}
\mathbf{u} \mathbf{u}^T & -\mathbf{u} \mathbf{v}^T \\
-\mathbf{v} \mathbf{u}^T & \mathbf{v} \mathbf{v}^T
\end{pmatrix}.
\]

whence the zero eigenvalue vector \((\mathbf{u} \mathbf{u}^T/|\mathbf{u}|^2, \mathbf{v} \mathbf{v}^T/|\mathbf{v}|^2)^T\) is readily computed. Again, (49) becomes singular and we have an overcounting of the degrees of freedom.

This analysis has provided us with an understanding of the issue beyond the purely algebraic treatment, in that we can only partition usefully the subsystem into its two components if indeed there are enough degrees of freedom. In particular, we must have enough kinetic terms. This also suggests that in systems for which the partitioning fails in terms of non-invertibility of the capacitance matrix, it is sensible to study the possibility that our modelling is lacking some additional capacitances, which would solve the problem.

Regarding the rank of the inductance matrix (50), and following the section above, 2.2, we study the equation

\[
L^{-1} \left( \mathbf{y}^T, \mathbf{z}^T \right)^2 = 0.
\]

Introducing the parameters \(\epsilon_1, \epsilon_2\) and the sum rules \(u^T (\epsilon_1, \epsilon_2) \mathbf{1} = \sum_n u_n (0)^2 / N_{\alpha_1} \omega_n^2 = \beta_1 \mathbf{1} \) and \(v^T (\epsilon_1, \epsilon_2) \mathbf{1} = \sum_n v_n (0)^2 / N_{\alpha_2} \omega_n^2 = \beta_2 \mathbf{1} \), we derive the equation

\[
\frac{\beta_1 \mathbf{1}}{L_x^2} \left( \mathbf{1} - \frac{L_x}{L_y} \right) = 0.
\]

Again, we can distinguish a few interesting cases. If there is inductive coupling between the lines, i.e. \(L_y\) has a finite value, the limit of open ground inductor \(L_y \rightarrow \infty\) makes the inductive matrix singular. On the other hand, if we disconnect the lines \(L_y \rightarrow \infty\), we can find orthogonal complete bases as long as we develop the right field mode in a basis with \(\beta_2 \mathbf{1} \rightarrow \infty\).

2.4. Exact and approximate quantisation methods

Up to here we have studied exact methods to derive quantum Hamiltonians of circuits with transmission lines linearly coupled to networks of finite variables or other transmission lines. Thus, insofar as the starting point,
namely the Lagrangian, is a good description of the system under study, so is the Hamiltonian, with no further approximation. Additionally, there are no divergences intrinsic to these models, since there is a natural cutoff. In this section we shall first use the previous techniques in a particularly simple example, for which we shall later portray some of the approximations present in the literature, with a view to clarifying how those approximations are the actual source of the divergences there encountered. The example is that of a charge qubit capacitively coupled to a finite length transmission line resonator ended in a short to ground, see figure 5. Following 2.1.1, the Lagrangian of the circuit in figure 5 can be written, once the field has been expanded in modes, as

\[ L = \frac{1}{2} \dot{X}^T C X - \frac{1}{2} \dot{X}^T L^{-1} \dot{X} + E_J \cos(2\pi\phi_J/\Phi_0), \]

where we have defined the vector of fluxes \( X = (\phi_J, \Phi^T)^T \), \( \Phi_0 \) is the magnetic flux quantum, and the capacitance and inductance matrices are

\[
C = \begin{pmatrix}
C_J + C_g & -C_g u^T \\
-C_g u & N_n I + d u u^T
\end{pmatrix},
\]

\[
L^{-1} = \begin{pmatrix}
0 & 0^T \\
0 & N_n (\omega_n^2)
\end{pmatrix},
\]

where \( d = C_g - \alpha c \). For definiteness, we rewrite here the homogeneous eigenvalue problem, equations (5)–(8), that must be solved in order to find the eigenfrequencies \( \omega_n \) and generalised eigenfunctions \( u_n(x) \),

\[ u_n''(x) = -k_n^2 u_n(x), \]

\[ u_n'(0) = -k_n^2 \alpha u_n(0), \]

\[ u_n(L) = 0. \]

2.4.1. Exact Legendre transformation

We can solve the eigenvalue problem with eigenfunctions normalised by \( X = (\phi_J, \Phi^T)^T \), \( \Phi_0 \) is the magnetic flux quantum, and the capacitance and inductance matrices are

\[ u_n''(x) = -k_n^2 u_n(x), \]

\[ u_n'(0) = -k_n^2 \alpha u_n(0), \]

\[ u_n(L) = 0. \]

We can calculate the components of the coupling vector \( u = (u_0(0), u_1(0), \ldots)^T \),

\[ u_n(0) = \sqrt{\frac{2N_n}{cl}} \frac{1}{\sqrt{1 + (\alpha/L)^2 + (\alpha k_n)^2}}, \]

from which one can directly infer the finiteness of the norm, since \( k_n \sim n \), whence \( u_n(0) \sim n^{-1} \). Thanks to the results of appendix A, we know that this finite norm is \( |u|^2 = N_n/\alpha c \). Using equation (16), we find that the choice \( \alpha = C_g C_J/\alpha C_g + C_J \) results in an exact Hamiltonian

\[ H = \frac{1}{2} p^T C^{-1} p - \frac{1}{2} \dot{X}^T L^{-1} \dot{X} + E_J \cos(2\pi\phi_J/\Phi_0), \]
without mode-mode coupling, where the inverse of the capacitance matrix is

$$C^{-1} = \begin{pmatrix} \frac{1}{C_g} & \frac{C_g}{N_pC_p} u^T \\ \frac{C_p}{N_pC_p} u & \frac{1}{N_p} I \end{pmatrix},$$

and the charge conjugate variables are $P = \partial L / \partial X = (q, Q^T)^T$. The parameter $C_{\Sigma}$ is again $C_g + C_e$.

Promoting the conjugate variables to operators and introducing annihilation and creation operators for the harmonic sector, we derive the Hamiltonian

$$H = 4E_e \hat{r}_f^2 - E_f \cos(2\pi \hat{\phi}_f / \Phi_0) + \sum_n h g_n \hat{a}_n \hat{a}_n^\dagger + \sum_n \hbar \omega_n \hat{a}_n \hat{a}_n^\dagger,$$

with the charge energy of the qubit $E_q = e^2 / 2C_j$ and coupling defined as

$$g_n = \sqrt{\frac{C_g}{C_{\Sigma}}} \sqrt{\frac{Z_0}{R_Q}} \sqrt{\frac{2\pi k_n}{L(1 + (\alpha/L) + (\alpha k_n)^2)}}.$$  \hspace{1cm} (54)

Here $R_Q = h/(2e)^2$ is the quantum of resistance and $v_p = 1 / \sqrt{L}$ the velocity of propagation in the line. As shown in [16, 28] the coupling grows as $g_n \propto \sqrt{k_n}$ for low frequency modes, where the wavenumbers resemble those of an open line, i.e. $k_n \approx (2n + 1) \pi / 2L$, and decays as $g_n \propto 1 / \sqrt{k_n}$ for large $n$, when the wavenumbers tend to those of a line ended in a short, $k_n \approx n \pi / L$. Observe that $g_n \sim n^{-1/2}$ for large $n$.

Given that, for large $n$, $(k_{n+1} - k_n) / k_n \sim n^{-1}$, if the maximum of $g_n$ is given at high $n$ we can treat the wavenumber as a continuous variable, and predict at which mode number the coupling saturates by solving the equation $\partial g_n / \partial k_n = 0$, which yields as a result $k_n^{(c)} \approx \sqrt{n + n^2 / \alpha}$. For typical experimental values where the capacitance of the network is smaller than the total capacitance of the transmission line $\alpha / L \ll 1$, such a device has many modes with frequencies close to a $\lambda / 4$-resonator and the saturation point appears in a high frequency mode, see figure 6.

Clearly, $1 / \alpha$ is a natural ultraviolet smooth cutoff. The frequencies in the model go all the way to infinity, but the coupling is indeed moderated by this cutoff. In our search of the literature we have not identified situations in which the maximum of the coupling has been detected, since the modes under study have lain rather below it. We submit this as a prediction for future experiments.

2.4.2. Approximations and introduction of a cutoff

Let us now compare the exact results above with some presentations in the literature which rely on some widely used approximations.

As stated above, for low lying modes, such that $\alpha k_n \ll 1$, the couplings $g_n$ will scale with $\sqrt{k_n}$. The issue is that for many of the experimental setups the wavenumber for maximal coupling is very large in comparison with accessible wavenumbers.

Let us examine the situation in which the total capacitance external to the transmission line, $C_g C_f / (C_g + C_f)$, is much smaller than the total capacitance of the transmission line, $C_L$. In such a case, $\alpha \ll L$. Then two consistent approximations can be made. In the first place, the secular equation is best rewritten as $(\alpha / L) (kL) = \cot(kL)$. For $\alpha \ll L$ and low-lying modes, the equation is approximately $\cot(kL) \approx 0$. In fact, a perturbative analysis shows that this is consistent for $k_n$ as long as $\alpha \ll L / n$. Secondly, the boundary condition
(52) in such a case is well approximated by \( u'_{
u}(0) \), again with the same restriction for \( n \), namely \( n \ll L/\alpha \). This approximation \( u'_{\nu}(0) \approx 0 \) gives us eigenfunctions \( u_{\nu}(x) = N_{\nu} \cos(k_{\nu}x) \), where \( N_{\nu} \) is a normalisation constant, and wavenumbers \( k_{\nu} = (2n + 1)\pi/2L \). In contrast with the exact Hamiltonian in the section above, this approximation, equivalent to setting \( \alpha \) to zero, results in a coupling vector \( \mathbf{u} = (u_{0}(0), u_{2}(0), \ldots) \) with infinite norm \( |\mathbf{u}|^2 = \sum_{n=1}^{\infty} N_{\nu}^2 \to \infty \). This basis of modes is orthogonal with respect to the inner product \( \langle \mu | v \rangle \), such that the two normalisation constants are related through \( N_{\nu} = \sqrt{2N_{\nu}/cL} \).

The issue now is that the capacitance matrix \( \mathbf{C} \) for the case of \( \alpha = 0 \), while formally simple, presents vectors \( \mathbf{u} \) all of whose components equal \( N_{\nu} \), and the formulae for inversion cannot be applied. Let us therefore introduce a truncation of modes of the transmission line to \( N \). The vector \( \mathbf{u} \) has in this case norm squared \( |\mathbf{u}|^2 = 2N_{0}N/cL \). Define the vector of unit length \( \mathbf{e} = \mathbf{u}/|\mathbf{u}| \). The capacitance matrix reads

\[
\mathbf{C} = \begin{pmatrix}
C_{\Sigma} & -C_{\Sigma} & N_{0} \mathbf{1} + 2C_{N}N \mathbf{e}^T \\
-C_{\Sigma} & 2N_{0}N/cL \mathbf{e} & -C_{\Sigma}N_{0} \mathbf{e}^T \\
N_{0} \mathbf{1} & -C_{\Sigma}N_{0} \mathbf{e} & C_{\Sigma}N_{0} \mathbf{1}
\end{pmatrix}
\]

Assume that \( C_{\Sigma} \ll cL \) (which entails the smallness of the total external capacitance in comparison to the capacitance of the transmission line). As long as the number of modes under consideration, \( N \), is not too large, we can consider that the terms with \( C_{\Sigma} \) are perturbative with respect to the others. Given two matrices \( \mathbf{A} \) and \( \mathbf{B} \) such that \( \mathbf{B} \) can be understood as very small with respect to the invertible \( \mathbf{A} \), we have the approximate expression \( (\mathbf{A} - \mathbf{B})^{-1} \approx \mathbf{A}^{-1} - \mathbf{A}^{-1} \mathbf{B} \mathbf{A}^{-1} \). Thus, to order \( (C_{\Sigma}N/cL)^{1/2} \) we have an approximate inverse capacitance matrix

\[
\mathbf{C}^{-1} \approx \begin{pmatrix}
C_{\Sigma}^{-1} & C_{\Sigma}^{-1}N_{0} \mathbf{e} & C_{\Sigma}^{-1}N_{0} \mathbf{1} \\
C_{\Sigma}^{-1}N_{0} \mathbf{e} & N_{0}^{-1} \mathbf{1} \\
C_{\Sigma}^{-1}N_{0} \mathbf{1} & N_{0}^{-1} \mathbf{1}
\end{pmatrix}
\]

It is important to insist that this approximation is only valid if the number of modes taken into account is such that indeed \( C_{\Sigma}N/cL \ll 1 \). Nonetheless, the rightmost expression does not portray explicitly the truncation in modes.

We now use this approximate inverse capacitance matrix. Promoting the conjugate variables \( \mathbf{P} = \partial L/\partial \mathbf{X} = (q_{\nu}, \mathbf{Q}^T)^T \) to operators and changing to annihilation and creation operators for the harmonic sector, we derive the Hamiltonian

\[
H \approx 4E_{C}\hat{n}_{0}^2 - E_{J} \cos(2\pi \phi_{0}/\phi_{0}) + \sum_{n} \hbar g_{n} \hat{n}_{n}(a_{n} + a_{n}^\dagger) + \sum_{n} \hbar \omega_{n} a_{n}^\dagger a_{n}
\]

with the charge energy of the qubit \( E_{C} = e^2/2C_{\Sigma} \) and the coupling defined as

\[
g_{n} = \frac{C_{\Sigma}}{c_{\Sigma} \sqrt{R_{Q} \sqrt{2\pi k_{n}}} / L}, \quad (55)
\]

where \( R_{Q} = h/(2e)^2 \) is the quantum of resistance and \( v_{p} = 1/\sqrt{L} \) the velocity of propagation in the line. As repeatedly stated this Hamiltonian is only an approximation, valid for the low-laying modes. The number of modes for which it applies can be large, if the experimental parameters are adequate. However, were we to take this Hamiltonian as the starting point, and \( N \to \infty \), we would have divergences in the spectral function and other relevant quantities. Their origin is that the approximations that prominently feature in its derivation are incompatible with the ultraviolet limit, here represented by \( N \to \infty \).

Thus, in the literature, where frequently this Hamiltonian has indeed been taken as the phenomenological model to describe the system at hand, the introduction from outside of the model of an ultraviolet cutoff has been proposed almost systematically. From our point of view this is unnecessary, since this phenomenological Hamiltonian is only a good approximation to the lower modes, and there is a natural length that provides us with the cutoff, namely \( \alpha \).

3. Networks with canonical impedances

The quantisation techniques described above are useful to obtain Hamiltonian descriptions of circuit networks with transmission lines, starting from first principles. More general passive environments, e.g. 3D superconducting cavities, have been used to design high-coherent qubits [37]. Lumped-element descriptions of the response function of such environments have been used within the black-box paradigm to derive
Hamiltonians [18–20]. This technique relies on a lumped-element description with numerable modes, such that its impedance response $Z(s)$ agrees with that of an electromagnetic environment either simulated with a computer solving Maxwell’s equations or directly measured in an experiment.

The separation of system and environment degrees of freedom was not possible in [18], because the lumped-element circuit expansion of the impedance was approximated with the first Foster form, and the linear part of the system was incorporated into the impedance. Thus, the Josephson-junction phase-drop degree of freedom had to be written in terms of all the harmonic variables, resulting in mode-mode couplings to all orders, see equation (6) in [18]. On the other hand, other lumped-element descriptions, such as the second Foster expansion [2] and the Brune expansion [19, 20], presented in an in-built way separation of the environment degrees of freedom and the ones of the network it is attached to through its ports. As mentioned in [18] and [19, 20], such descriptions have intrinsic convergent properties.

For historical reasons, we first review the derivation of Paladino et al [24] where a flux variable capacitively is coupled to a one port general lossless passive and reciprocal impedance $Z(s)$ expanded in an infinite series of harmonic oscillators, i.e. the first Foster form. Recall that such description with a stage of a lone capacitor without inductor would correspond to a total impedance $Z_T(s) = \frac{1}{s\alpha_0} + Z(s)$, as seen by the anharmonic variable, with a pole at $s = 0$. The rest of the expansion must be an electromagnetic environment whose impedance response at frequency $s = 0$ has a zero, i.e. $Z(0) = 0$. The generalisation to the coupling of the general impedance to a more complex network can be easily done using the results of the sections above.

In the second section, we extend the multi-network case that we studied in previous section 2.3, where the infinite dimensional subsystem was a transmission line, to a general multi-mode infinite-dimensional lossless passive and reciprocal environment that couples linearly to finite-dimensional networks. We also show how this analysis can be applied for example to simplify the quantisation of the 1st-Foster circuit done by Paladino et al Mathematical details and other particular circuit cases as the 2nd-Foster expansion are left for an appendix section. In this section, we have restricted ourselves to the analysis of infinite-dimensional environments capacitively coupled to networks to lighten up the proofs, as the combined case with inductive coupling is an easy extension of this problem.

### 3.1. 1st Foster-form impedance quantisation

Equivalently to the analysis in section 2, the main goal is to find a Hamiltonian where the infinite set of canonical variables are coupled to a finite set of them without mode-mode couplings and without divergence issues. In the literature these two points are frequently related by referring to the $A^2$-term. In the present context, as will become clearer in the next section, divergences are physical inasmuch as they impact either on an infinite mass renormalisation for the finite set of variables or in quantities determined by the spectral density, that codifies the effect of the environment on the reduced dynamics of the network. In both cases, the divergences can be traced back to the normalizability of the coupling vectors/matrices in the block diagonal decomposition, with respect to the proper inner product. Similarly to the case of network lines (see in particular 2.4.2), it might well be the case that the root of the divergence is that an approximation that is valid for a truncation to a finite number $N$ of impedance modes is not valid in the limit $N \to \infty$. An alternative problem arises when some transformations are carried out in the finite $N$ case, and intermediate computations become invalid in the infinite limit. This has caused difficulties in the literature that have led several authors to convoluted arguments to be able to discard such divergences.

Here we consider an example that can, with a special choice of parameters $C_\alpha$ and $L_\alpha$, also be used to describe a transmission line. This will prove convenient to relate both approaches.

We first follow, with a number of simplifications and generalisations, an analysis proposed by Paladino et al [24], and we prove that it corresponds to a particular canonical transformation to diagonalize impedance modes. The focus is to allow us some freedom in rescaling and reorganising the impedance modes, with the criterion that the final Hamiltonian presents no mode-mode coupling. This freedom is the analogue to the freedom in $\alpha$ and $\beta$ parameters in the transmission line case.

Let us consider a family of circuits described by figure 7. The corresponding Lagrangian can be written choosing as variables the branch flux differences at the capacitors $C_\alpha$ and $C_{\alpha'}$:

$$L = \frac{C_\alpha}{2} \Phi_\alpha^2 + \frac{C_{\alpha'}}{2} \left( \phi_\alpha - \sum_\alpha \Phi_\alpha \right)^2 + \sum_\alpha \left[ \frac{C_\alpha}{2} \Phi_\alpha^2 - \frac{1}{2L_\alpha} \Phi_\alpha^2 \right] - V(\Phi_\alpha)$$

$$= \frac{1}{2} \Phi^T \mathbf{C} \Phi - \frac{1}{2} \Phi^T \mathbf{L}^{-1} \Phi - V(\Phi_\alpha),$$

where $\Phi = (\Phi_\alpha, \Phi_{\alpha'})^T = (\phi_\alpha, \phi_\beta, \phi_\beta')^T$. The capacitance matrix reads

$$\mathbf{C} = \begin{pmatrix} C_\alpha & -C_{\alpha'} e_\alpha^T \\ -C_{\alpha'} e_\alpha & C_\alpha + C_{\alpha'} e_{\alpha'}^T \end{pmatrix}.$$
where we define $C_\Sigma = C_{A} + C_{B}$, the variable $\Phi_A$ couples equally to all $\Phi_n$, and thus to $\Phi_n$, through the vector of ones $e_n = (1, 1, 1, \ldots)^T$, and the inductance matrix is

$$L^{-1} = \begin{pmatrix} 0 & 0 \\ 0 & L_n^{-1} \end{pmatrix}.$$

This coupling vector has an $L^2$ norm $|e_n|^2 = N$, with $N$ the number of stages, that diverges as $N$ tends to infinity. In this limit, then, one must be careful in assigning meaning while inverting the capacitance matrix when $N \to \infty$. In particular, and as signalled in appendix E, we will have a pathological case if, in the limit $N \to \infty$, we have that $e_n^T C_{\Sigma}^{-1} e_n \to \infty$. In what follows we are assuming $C_A = 0$, such that the total capacitance matrix is full rank even in that limit, something that can be checked using the same arguments as in section 2.2 and taking the limit, see again appendix E.

Our objective is to carry out changes of variables that allow us to write a Hamiltonian with no mode-mode coupling that still maintains a coupling between the external variable and the impedance variables. In order to do so, let us start by dressing the external coordinate with mode coordinates, allowing ourselves some freedom in the amount of dressing. That is, we introduce a new coordinate $\eta$ as a linear combination of the old coordinates $\Phi_A = \eta + t e_n^T \Phi_n$, with a free parameter $t$, and write the modified Lagrangian

$$L_t = \frac{1}{2} \dot{x}^T C_A x - \frac{1}{2} \dot{x}^T L^{-1} x - V(\eta + t e_n^T \Phi_n)$$

where $x = (\eta, x_n^T)^T$, with $x_n = \Phi_n$, and

$$C_A = \begin{pmatrix} a & b e_n^T \\ b e_n & M_n \end{pmatrix}.$$

The block capacitance matrix $M_n$ equals $C_n + d e_n e_n^T$, and we introduce parameters $a = C_{\Sigma}, b = (t C_{\Sigma} - C_B)$ and $d = C_B - 2 C_B t + C_{\Sigma} t^2$.

In the second step, we rescale the coordinates to diagonalize the capacitance matrix $M_n$, as $x_n = M_n^{1/2} M_n^{-1/2} x_n$, where $y = (\eta, y_n^T)^T$ and $M_0$ is a constant with dimensions of capacitance. That is,

$$C_y = \begin{pmatrix} a & b f_n^T \\ b f_n & M_0 \end{pmatrix}, \quad \text{and} \quad L_y^{-1} = \begin{pmatrix} 0 & 0 \\ 0 & (L_0^T)^{-1} \end{pmatrix}.$$

The inductance block submatrix reads $(L_0^T)^{-1} = M_0 M_0^{-1/2} L_0^{-1} M_0^{-1/2}$, while (and this is the crucial point) the new coupling matrix is given by $f_n = M_0^{1/2} M_0^{-1/2} e_n$. The Lagrangian in this second step is therefore

$$L_\eta = \frac{1}{2} \dot{y}^T C_y y - \frac{1}{2} \dot{y}^T L_0^{-1} y - V(\eta + t e_n^T \Phi_n),$$

where we have kept the old variables in the anharmonic potential for simplicity. It can be easily checked that the new coupling vectors $f_n$ have finite norm in the limit of infinite oscillators even if $\lim_{N \to \infty} e_n^T e_n = \infty$, see appendix E for the complete proof. In this special but very common case (see for example [28]),

$$\lim_{N \to \infty} M_0^{-1/2} |f_n|^2 = \lim_{N \to \infty} e_n^T M_0^{-1} e_n = 1/d.$$

In the third step we undo the initial point transformation through $\eta = \Phi_A - t e_n^T \Phi_n$, in order to remove the interaction from the general potential $V(\Phi_A)$,
with \( z = (\Phi_i, z_a), L_z^{-1} = L_z^{-1}, \) and where the capacitance matrix has transformed to
\[
C_z = \begin{bmatrix}
C_z & (b + tC_\Sigma)f_\alpha \\
(b + tC_\Sigma)f_\alpha & M_0 + C_z f_\alpha f_\alpha^T
\end{bmatrix}.
\]

Now that we have finite-norm coupling vectors, we can invert the capacitance matrix
\[
C_z^{-1} = \begin{bmatrix}
\alpha & \beta f_\alpha^T \\
\beta f_\alpha & M_0^{-1} + \delta f_\alpha f_\alpha^T
\end{bmatrix},
\]
where we have defined the parameters
\[
\alpha = \frac{M_0 + C_z f_\alpha^T}{D_z}, \\
\beta = \frac{-(b + C_\Sigma t)}{D_z}, \\
\delta = \frac{(b + C_\Sigma t)^2 - C_\Sigma^2 t^2}{M_0 D_z},
\]
\[
D_z = M_0 C_\Sigma + ((b + C_\Sigma t)^2 - C_\Sigma^2 t^2)f_\alpha f_\alpha^T,
\]
and derive the Hamiltonian
\[
H = \frac{1}{2} p^T C_z^{-1} p + \frac{1}{2} z^T L_z^{-1} z + V(\Phi_i).
\]

We denote with \( p = \partial L_{III}/\partial \dot{z} = (q_\alpha, p_\alpha^T)^T \) the charge variables conjugate to the \( z \) fluxes. In order to simplify the Hamiltonian and remove the mode-mode coupling (\( A^2 \)-like term) in the capacitance sector, we use one of the solutions to the equation \( \delta = 0 \), i.e. \( t = C_\Sigma/C_\Sigma \) with the condition that \( b = 0 \), and we obtain \( t = C_\Sigma = C_\Sigma \) \( C_\Sigma = C_\Sigma \) which is the series capacitance seen by the impedance. Finally, we remove the mode-mode coupling in the inductance matrix with a canonical unitary transformation \( U \), such that \( (C_\Sigma^2)^{-1} = U(z_z^T)^{-1} U^T \) be diagonal. The variables are then rotated through \( \Phi_i = U \Phi_i \) and \( z_a = U^T z_a \). All the expressions can be simpliﬁed in the limit of inﬁnite oscillators, and for this speciﬁc case where \( \lim_{N \to \infty} \sum_{\alpha} f_\alpha^2 \to M_0/d \), the Hamiltonian reduces to
\[
H = \frac{\dot{q}_\alpha^2}{2C_\Sigma} + V(\Phi_i) - \frac{C_\Sigma}{M_0 C_\Sigma} \sum_{\alpha} \dot{f}_\alpha \ddot{f}_\alpha + \sum_{\alpha} \left[ \frac{\ddot{f}_\alpha^2}{M_0} + M_0 \Omega_\alpha^2 \dot{f}_\alpha^2 \right],
\]
with the frequencies \( \Omega_\alpha \equiv \sqrt{(M_0 f_\alpha^2)^{-1/2}} \) and the rotated coupling vectors \( \ddot{f}_\alpha = U f_\alpha \) which preserve the same norm as the old ones \( \dot{f}_\alpha^2 = \sum_{\alpha} f_\alpha^2 \). As previously commented, the canonical quantisation procedure directly goes through, by promoting the canonical variables to operators with canonical commutation relations \( [\Phi_i, q_\alpha] = i h \) and \( [z_\alpha, p_\alpha] = i h \delta_{\alpha,\beta} \).

This procedure has followed the structure of that presented in [24]. We have been explicit about each step, in order to dispel some misconceptions that have arisen in the literature. We shall see in the next section, by extending it to the multiport case, that it can be replaced by the introduction of a single canonical transformation that only pertains to the impedance modes. The transformation, parametrised by an operator \( M_{\alpha} \), incorporates the freedom we gave us via the \( t \) parameter, which disappears, and will be determined by the requirement of no mode-mode coupling.

### 3.2. Multiport impedance quantisation

We have already encountered a case of a multiport impedance in section 2.1.3. Since that was a case involving a transmission line, the methods presented above were better suited for the analysis. Nonetheless, it can also be analysed from the perspective of this section; see figure 8 for a general multiport circuit linearly coupled to \( M \) non-linear networks. We concentrate, as always, on capacitive coupling.

Let us consider thus a capacitance matrix of the form
\[
C = \begin{bmatrix}
A & -\sum_i a_i u_i^T \\
-\sum_i u_i a_i^T & C_\alpha + \sum_i u_i u_i^T
\end{bmatrix},
\]
where we assume that \( A \) and \( C_\alpha \) are symmetric and positive, and that the vectors \( \{u_i\}_{i=1}^M \) on one side and \( \{a_i\}_{i=1}^M \) on another side are separately linearly independent. The notation used here is reminiscent but not completely
equivalent to that in 2.1.3. Namely, what were presented there as \( \mathbf{a}_i \) give rise to vectors here with the same notation, after padding with zeros. Furthermore, we have chosen a different normalisation in order to unclutter formulae.

The matrix \( \mathbf{C} \) is a block diagonal matrix perturbed by off-diagonal blocks each of rank \( \mathbf{M} \). This is the correct description for an \( \mathbf{M} \) port circuit, and is amenable to the inversion given in appendix D.2. The general formula presented there is however not very illuminating, and in the particular case of \( \mathbf{C} \) we can present the inverse in a much cleaner way, as follows:

\[
\begin{align*}
\mathbf{C}^{-1} &= \begin{pmatrix}
\mathbf{A}^{-1} + \beta \mathbf{A}^{-1} \mathbf{a} \mathbf{a}^T \mathbf{A}^{-1} & \rho \mathbf{A}^{-1} \mathbf{a} \mathbf{u}^T \\
\gamma \mathbf{C}_0 \mathbf{u} \mathbf{u}^T \mathbf{A}^{-1} & \mathbf{C}_0^{-1} + \lambda \mathbf{C}_0 \mathbf{u} \mathbf{u}^T \mathbf{C}_0^{-1}
\end{pmatrix},
\end{align*}
\]

where Einstein summation convention has been used, as it will henceforward. On demanding that this matrix indeed be the inverse we obtain four linear equations for the matrices \( \beta, \rho, \gamma \) and \( \lambda \). The solution to this system of matrix equations is

\[
\begin{align*}
\beta &= \mu \cdot (1 + \mu - \nu \cdot \mu)^{-1}, \\
\gamma &= (1 + \mu - \nu \cdot \mu)^{-1}, \\
\lambda &= (1 + \mu - \nu \cdot \mu)^{-1} \cdot (\nu - 1), \\
\rho &= 1 + \mu \cdot (1 + \mu - \nu \cdot \mu)^{-1} \cdot (\nu - 1).
\end{align*}
\]

Figure 8. Infinite-dimensional multiport impedance connected to finite sized anharmonic network. A linear and passive, electromagnetic (EM) environment is modelled as a multiport impedance \( \mathbf{Z}_{ij}(s) \), fitted to a general lumped-element circuit with capacitance and inductance matrices \( (\mathbf{C}_\alpha, \mathbf{L}_\alpha^{-1}) \). The general infinite dimensional system is linearly coupled to anharmonic networks \( (\mathbf{A}_i, \mathbf{B}_i^{-1}, V(\phi_i)) \) with finite degrees of freedom that are also directly connected.
achieved by rescaling the momenta $q_{fi}$ with the square root of this matrix. If indeed $D^{-1}$ is positive, the coupling matrix is finite.

We can follow here the steps of the analysis for the first Foster form, in which a free parameter is introduced by first dressing and then undressing the network variables with impedance variables, and in between rescaling and reordering the impedance variables. Assume that the initial network variables are collected in a vector $\Phi_i$, while the impedance variables are $\Phi_q$. We shift network variables with the change of variables

$$\begin{pmatrix} x_1 \\ x_n \end{pmatrix} = \begin{pmatrix} 1 & -b_i u_i^T \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \Phi_1 \\ \Phi_n \end{pmatrix},$$

where $\{b_i\}$ is a set of vectors to be determined later, that take the role of the $t$ parameter for the first Foster form. The capacitance matrix for the new variables reads

$$C_x = \begin{pmatrix} A & (Ab_i - a_i)u_i^T \\ u(b_i^T A - a_i^T) & M_0 \end{pmatrix},$$

where

$$M_0 = C_0 + (\delta_{ij} - 2b_i^T a_j + b_i^T Ab_i)u_i u_j^T.$$

We change variables again, in the form

$$\begin{pmatrix} y_1 \\ y_n \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & M_0^{1/2} \end{pmatrix} \begin{pmatrix} \varphi_1 \\ \varphi_n \end{pmatrix},$$

leading to the capacitance matrix

$$C_y = \begin{pmatrix} A & (Ab_i - a_i)u_i^T M_0^{-1/2} \\ M_0^{1/2} u(b_i^T A - a_i^T) & 1 \end{pmatrix}.$$

We now undo the shift of the network variables, by

$$\begin{pmatrix} z_1 \\ z_n \end{pmatrix} = \begin{pmatrix} 1 & b_i u_i^T M_0^{-1/2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \sigma_1 \\ \sigma_n \end{pmatrix},$$

leaving a final capacitance matrix

$$C_z = \begin{pmatrix} A & -a_i u_i^T M_0^{-1/2} \\ M_0^{1/2} u a_i^T & 1 - (b_i^T Ab_i - a_i^T b_i - b_i^T a_i)M_0^{-1/2} u_i u_j^T M_0^{-1/2/} \end{pmatrix}.$$

It now behoves us to invert this final capacitance matrix and demand that the inverse capacitance matrix presents no coupling between impedance modes. By construction this then entails that the corresponding submatrix is the identity matrix, and the possible coupling between impedance modes due to inductance can be eliminated by diagonalising the corresponding inductance matrix. The condition of no coupling is seen to be achieved with the choice $b_i = A^{-1} a_i$. This provides us with the matrix $M_0 = C_0 + (\delta_{ij} - A^{-1} a_i) u_i u_i^T$. In order for the procedure to work, we require that this matrix be positive. Furthermore, the coupling matrix $u_i^T M_0^{-1} u_i$ should have finite components.

This presentation actually suggests a different approach. The complete succession of changes of variables is a point transformation that can be compacted to

$$\begin{pmatrix} z_1 \\ z_n \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & M_0^{1/2} \end{pmatrix} \begin{pmatrix} \Phi_1 \\ \Phi_n \end{pmatrix}.$$
where the coefficients \( \lambda_{ij} \) are precisely those found earlier in (65). That is,

\[
M_4^{1/2}(C_0^{-1} + \lambda_{ij} C_0^{-1} u_j T C_0^{-1})M_4^{1/2} = 1,
\]

where \( \lambda_{ij} \) are precisely those found earlier in (65). That is, \( M_4 = D_0^{-1} = (C_0^{-1} + \lambda_{ij} C_0^{-1} u_j T C_0^{-1})^{-1} \). We can now see that the long process of Paladino et al is actually nothing else than the standard canonical analysis.

### 4. Applications

All the formal manipulations above and in the appendices below should not obscure the final objective: to provide model building tools for real devices, in which new phenomena can be uncovered, and which pave the road to more powerful quantum simulators and computers. As stated in the introduction, one of the crucial aspects of the study of multimode system quantisation is to achieve faster switching times in qubits, by increasing coupling. This is usually studied in the context of spin-boson Hamiltonians, to which many of the models above can be connected. We first study generic statements about spin-boson models and convergence in transmission lines connected to qubits. Then we compute explicitly three models that have connections to existing experimental devices or proposals thereof.

#### 4.1. Spin-boson models

In all the preceding results for transmission lines (TL), section 2, the Hamiltonians have TL-Network interaction terms of four types, namely

\[
\frac{C_0^{-1}}{N_c}(q_i A_i^{-1} a_i) \sum_n u_n(x_i) Q_n, \quad -\frac{\phi^i}{L_g} \sum_n u_n(x_i) \Phi_n,
\]

or the same two, but substituting \( u_n(x_i) \) with \( \Delta u_n(x_i) \).

Let us now concentrate on inductive couplings. Were we to integrate out the transmission lines, their effect on the evolution of the network variables is best codified in the spectral functions

\[
J^i_\omega = \frac{\pi}{2L_g} \sum_n \frac{|u_n(x_i)|^2}{2N_i \omega_n} \delta(\omega - \omega_n),
\]

where \( J \) stands for inductive, and correspondingly for the \( \Delta u_n(x_i) \) case. Here the subindex \( i \) corresponds to the relevant boundaries of the transmission lines (including possible insertion points). Compare with the last term of (41).

The asymptotic behaviour of \( u_n(x_i) \) is a consequence of the structure of the corresponding operators. Even though the underlying operators are not of the Sturm–Liouville type, see appendix A, and therefore the Sturmian theorems are not applicable, one can extract the asymptotic behaviour of \( k_n \), from the spectral equations, and from here, by substitution, the asymptotic behaviour in \( n \) of \( u_n(x_i) \). For the cases we analyse, the eigenfunctions must have the form \( \sin[k_n(x - x_0)] \), and the secular equations are generically of the form

\[
\tan(\xi) = \frac{a\xi}{\xi^2 - b},
\]

where \( \xi \) is \( k \) times some length \( x_i - x_0 \). The asymptotic solution of this equation (65) is

\[
\xi_n \sim n\pi + \frac{a}{n\pi} + O(n^{-3}).
\]

We have \( u_n(x_i) \sim \sin(\xi_n) \), and thus \( u_n(x_i) \sim (-1)^n a/\pi\). Since \( \omega_n = \nu k_n \) for some propagation speed \( \nu \), the large \( n \) behaviour of the summands is \( 1/n^3 \sim 1/\nu^3 \). We see that indeed the spectral density falls with a negative power of the frequency, and that this is the generic behaviour for all systems of transmission lines linearly coupled to lumped element networks. This model has an intrinsic ultraviolet cutoff, and there is no need for further regularisation nor renormalisation.

Passing now to capacitive couplings, the analysis of appendix B suggests that the effect of the transmission line on the evolution of the network would be encoded in a quantity proportional to \( \sum_n |u_n(x_i)|^2 \omega_n^2 \delta(\omega - \omega_n) \), which, according to our analysis, would present a linear divergence in the large \( n \) behaviour of the summands is \( \sim n \), thus implying that \( f(\omega) \sim \omega \) for large \( \omega \).

However, let us contextualise these models. In the cases of interest to us, the network will include combinations of Josephson junctions in order to have regimes in which to operate qubits. That entails reducing the operator \( q_i A_i^{-1} a_i \), essentially, and effectively, to a Pauli matrix multiplied by some constant. In so doing there is inevitably an energy scale, and thus a frequency, involved in the reduction process, that pertains to the network side. Comparing to the classical analysis of appendix B, this introduces an asymmetry that curtails our formal manipulation of adding a time derivative to the Lagrangian: we do not move the derivative in \( q_i \) to the...
Q_n s, and thus we not add a $\omega_n$ factor. Summarising, the coupling after the reduction to a qubit will be of the form

$$\sigma_n^x \sum_n u_n(x_1) Q_\alpha$$

and the relevant spectral function will be (up to a global constant)

$$f^\text{SC}_i(\omega) = A \sum_n |u_n(x_1)|^2 \omega_n \delta(\omega - \omega_n).$$

Here the superindex SC stands for ‘spin–capacitive’ coupling. Following the analysis above for large $n$, we see that $f^\text{SC}(\omega)$ tends to zero as $1/\omega$ for large $\omega$. That is to say, in this kind of model with capacitive coupling there is a natural Drude cutoff structure in the qubit regime.

Notice that for the inductive coupling case, when the flux field can be substituted by a spin variable, this argument is not relevant. The relevant spectral function will indeed be \( (64), with decay \( 3 \omega \sim -\omega^3 \).

We now construct the spin-boson model in two cases. First the charge qubit coupled to a semi-infinite transmission line, in (4.2). Then the flux qubit galvanically coupled to an infinite transmission line, in 4.3.

4.2. Example 1: Charge qubit coupled to semi-infinite TL

Let us consider the Lagrangian of an extension of the circuit shown in figure 5, where the length of the line is extended $L \to \infty$, and an additional inductive coupling ($L_g$) has been introduced,

$$L = \frac{C_0 \Phi_j^2}{2} + U(\Phi_j) + \frac{C_g}{2} (\Phi_j - \partial_t \phi(0, t))^2 + \int_0^\infty dx \left[ \frac{C_g}{2} (\partial_t \phi)^2 - \frac{1}{2l} (\partial_x \phi)^2 \right] - \frac{1}{2L_g} (\Phi_j - \phi(0, t))^2.$$

Applying our techniques, and after the dust has settled, we have the Hamiltonian

$$H = \frac{1}{2C_j} Q_j^2 + \frac{1}{2L_g} \Phi_j^2 + U(\Phi_j) + \int_0^\infty dk \left[ \frac{1}{2c} q_k^2 + \frac{k^2}{2l} \phi_k^2 \right] + \frac{1}{c} \frac{C_g}{C_g + C_j} Q_j \int_0^\infty dk \ u_k(0) q_k - \frac{1}{L_g} \Phi_j \int_0^\infty dk \ u_k(0) \phi_k,$$

where we have used the normalisation

$$\int_0^\infty dx \ u_k(x) u_q(x) = \alpha u_k(0) u_q(0) = \delta(k - q),$$

such that

$$u_k(x) = \frac{1}{\sqrt{2\pi [k^2 + (\alpha k^2 - 1/\beta)^2]}} [e^{ikx} \left( k + i\alpha k^2 - i/\beta \right) + e^{-ikx} \left( k - i\alpha k^2 + i/\beta \right)],$$

with the useful choice $\alpha = C_g C_j / (C_g + C_j)$ and $\beta = L_g / l$, see A.2. Notice that

$$u_k(0) = \frac{1}{\sqrt{\pi}} \frac{k}{\sqrt{k^2 + (\alpha k^2 - 1/\beta)^2}}.$$
where $Q_J = \alpha + - j\beta \left| n_J \right|$, and $\alpha$ and $\beta$ are unitary vectors in the $x-y$ plane. Write

$$q_k = \sqrt{\omega_k} \left( a_k + a_k^* \right) \quad \text{and} \quad \phi_k = i \sqrt{\frac{h}{2\omega_k}} \left( a_k - a_k^* \right),$$

where $\omega_k = \nu_k k = k \sqrt{\frac{\hbar}{2e}}$. The relevant spectral functions are therefore

$$f^C(\omega) \propto \frac{\omega^3}{(\omega^2 - \omega_\alpha^2/\beta^2)^2 + \omega^2 \omega_\alpha^2},$$

with $\omega_\alpha = \nu_\beta/\alpha$, and

$$f^J(\omega) \propto \frac{\omega}{(\omega^2 - \omega_\alpha^2/\beta^2)^2 + \omega^2 \omega_\alpha^2}.$$

Observe that both in the presence and in the absence of inductive coupling the leading behaviour at small frequencies will be ohmic ($f(\omega) = f^C(\omega) + f^J(\omega) \sim \omega$ for small $\omega$). On the other hand, at large frequencies the leading behaviour is determined by the capacitive coupling, with $f^C(\omega) \sim \omega^{-1}$.

### 4.3. Example 2: Flux qubit galvanically coupled to infinite TL

In this example, we follow the circuit layout of a flux qubit galvanically, and tunably, coupled to a transmission line with a SQUID-loop shared between the two [35]. It is represented in figure 9. Clearly the variables depicted are redundant, since they fulfill the fluidoid quantisation condition on the separate loops:

$$\varphi_1 + \varphi_2 + \varphi_3 + \varphi_4 + 2\pi f_\alpha = 0,$$
$$\varphi_1 + \varphi_3 + 2\pi f_\beta = 0,$$
$$\varphi_4 + \Delta \Phi(0, t) \varphi_0 = 0,$$

where $f_\alpha = \Phi_1/\Phi_0$, $f_\beta = \Phi_3/\Phi_0$ are the magnetic frustration in each loop, being $\Phi_0$ the magnetic flux quantum. We shall use $\varphi_1, \varphi_2, \varphi_4$ as the independent degrees of freedom, where the fluxes are related to the phase variables through $\varphi_1 = 2\pi \Phi_1/\Phi_0$. Starting from the Lagrangian that includes all these elements, with Josephson junction potentials, linearising the terms with inductive couplings, and redefining variables in a suitable manner, we are led to an effective Lagrangian with the form of equation (21), in which we set $\Phi_{2\alpha}$ to zero.

There is one crucial difference with respect to the analogous Lagrangian (21) from 2.1.2, namely that we take transmission lines of infinite length. We substitute the boundary conditions (30) by a normalizability condition. It proves convenient not to demand reality of the generalised eigenfunctions $u_k(x)$, identified by wavenumber $k$. Nonetheless, they can be selected to have $u_k^*(x) = u_{-k}(x)$. Since the flux on the lines is a real magnitude, the coefficients of its expansion

![Figure 9. Circuit models for a capacitively shunted flux qubit inserted in the transmission line.](image)
\[ \Phi(x, t) = \int_{-\infty}^{\infty} dk \, \Phi_k(t) u_k(x) \]

fulfil the relation \( \Phi_k^* = \Phi_{-k} \). It is also relevant to notice that the conjugate momentum \( Q_k \) is given by \( c \Phi_{-k} \) plus additional terms.

Following the same steps as in the previous section we derive the Hamiltonian

\[
H = \frac{1}{2} \mathbf{q}^T \mathbf{A}^{-1} \mathbf{q} + \frac{c}{\alpha} \mathbf{a}^T \mathbf{A}^{-1} \mathbf{a} + \frac{1}{2} \phi^T \mathbf{B}^{-1} \phi + V(\phi)
+ \frac{c}{\alpha} \mathbf{q}^T \mathbf{A}^{-1} \mathbf{a} \int_{-\infty}^{\infty} dk \, Q_k \Delta u_k(0) - \frac{1}{l_B} (\phi^T \mathbf{b}) \int_{-\infty}^{\infty} dk \, \Phi_k \Delta u_k(0)
+ \int_{-\infty}^{\infty} dk \left[ \frac{|Q_k|^2}{2c} + \frac{k^2 |\Phi_k|^2}{2l} \right]. \tag{66}
\]

As expected, we have made the choices

\[
\alpha = C_{\phi A} - \frac{c}{\alpha} \mathbf{a}^T \mathbf{A}^{-1} \mathbf{a} = C \left( r_4 + r_5 + \frac{n_1 r_2 r_3}{n_2 + r_5 + r_3} \right),
\]

\[
\beta = \frac{L_{gB}}{l} = \frac{\varphi_d^2}{l E_I [r_4 + r_5 \cos (2\pi f_\beta)]},
\]

in order to eliminate the mode-mode coupling terms. Here we have introduced parameters that pertain to the experiment of reference, for later comparison. Notice that in equation (66) \( Q_k \) is accompanied by \( \Delta u_{-k}(0) \).

Now, given the relation \( \Phi_k^* = \Phi_{-k} \) and the analogous \( Q_k^* = Q_{-k} \), we define creation and annihilation operators related to the charge and flux operators

\[
Q_k \equiv \sqrt{\frac{\hbar \omega_c c}{2}} \left( \tilde{a}_{-k} + \tilde{a}_k \right),
\]

\[
\Phi_k \equiv i \sqrt{\frac{\hbar}{2 \omega_c c}} \left( \tilde{a}_k - \tilde{a}_{-k} \right),
\]

Hence the interacting part of the Hamiltonian reads

\[
H_{\text{int}} = \frac{C}{c} \mathbf{q}^T \mathbf{A}^{-1} \mathbf{a} \int_{-\infty}^{\infty} dk \, Q_k \Delta u_k(0) - \frac{1}{l_B} (\phi^T \mathbf{b}) \int_{-\infty}^{\infty} dk \, \Phi_k \Delta u_k(0)
= \frac{\gamma}{c} (q_1 r_2 + q_2 r_1) \int_{-\infty}^{\infty} dk \, \sqrt{\frac{\hbar \omega_c c}{2}} \Delta u_k(0) \left( \tilde{a}_k + \tilde{a}_{-k} \right)
+ \frac{E_I}{\varphi_d} r_5 \cos (2\pi f_\beta) (\phi_1 + \phi_2) \int_{-\infty}^{\infty} dk \sqrt{\frac{\hbar}{2 \omega_c c}} \Delta u_k(0) \left( \tilde{a}_k - \tilde{a}_{-k} \right),
\]

again with parameters pertaining to the different elements of the system under consideration and
\[ \gamma = r_4 / (r_1 + r_2 + r_5 + r_3). \]

As stated above, \( \Phi_k^* = \Phi_{-k} \), which implies \( \Delta u_k^*(0) = \Delta u_{-k}(0) \). Let us define \( \Delta u_k(0) = |\Delta u_k(0)| \exp(i\sigma_k) \), from which \( \sigma_{-k} = -\sigma_k \), and \( |\Delta u_k(0)| \) is independent of the sign of \( k \). We introduce a new set of canonical operators \( \tilde{a}_k = \exp(i\sigma_k) \tilde{a}_k \) and \( \tilde{a}_{-k} = \exp(-i\sigma_k) \tilde{a}_k \). The interaction part of the Hamiltonian now reads, in terms of these operators,

\[
H_{\text{int}} = \frac{\gamma}{c} (q_1 r_2 + q_2 r_1) \int_{-\infty}^{\infty} dk \, \sqrt{\frac{\hbar \omega_c c}{2}} |\Delta u_k(0)| (\tilde{a}_k + \tilde{a}_{-k})
+ \frac{E_I}{\varphi_d} r_5 \cos (2\pi f_\beta) (\phi_1 + \phi_2) \int_{-\infty}^{\infty} dk \sqrt{\frac{\hbar}{2 \omega_c c}} |\Delta u_k(0)| (\tilde{a}_k - \tilde{a}_{-k})
\]

\[
= \int_{-\infty}^{\infty} dk \, g_k^c n_k (\tilde{a}_k + \tilde{a}_{-k}) + \int_{-\infty}^{\infty} dk \, g_k^L \varphi_d (\tilde{a}_k - \tilde{a}_{-k}),
\]

where \( g_k^c = r_5 \gamma \sqrt{\pi \omega_c / R_0} \sqrt{k} |\Delta u_k(0)|, g_k^L = n_k g_k^{L \gamma} / r_5 \), and \( g_k^{L \gamma} = (E_I / \hbar) r_5 \cos (2\pi f_\beta) \sqrt{\pi \omega_c / \pi R_0} |\Delta u_0(0)| / \sqrt{k} \). As before, \( R_0 \) is the quantum of resistance and \( \varphi_d \) the velocity of propagation in the line.

The infra-red and ultraviolet behaviour of these couplings are readily determined from the normalisation of the \( u_k \) functions. In this case, the coupling vector that fulfils the boundary conditions and normalisation is
In particular, the relevant limiting behaviours of \( |\Delta u_k(0)| \) are \( \beta |k|/\sqrt{2\pi} \) as \( k \to 0 \) and \( 1/(\alpha |k|\sqrt{2\pi}) \) as \( k \to \infty \). We see that the capacitive coupling \( g^C_k \sim k^{3/2} \) tends to zero faster than the inductive one \( g^L_k \sim k^{1/2} \) as \( k \to 0 \). Furthermore, we recover again a natural ultraviolet cutoff, in that \( g^C_k \sim k^{-3/2} \) for large \( k \), see figure 10. In other words, the inductive coupling dominates at low energies (\( J(\omega) \sim J^L(\omega) \)), whereas the capacitive coupling dominates at high energies (\( J(\omega) \sim J^C(\omega) \)).
4.4. Example 3: Charge qubits coupled to a 2-port impedance

Let us finish this section with an example of a multiport impedance described by infinite degrees of freedom coupled to an anharmonic network of two degrees of freedom. In figure 11(a) we see the theoretical model of a transmission line resonator of length \( L \) capacitively coupled through \( C_{g}\) to two Josephson junctions of \((E_{j1}, E_{j2})\), with \( \sigma = \{ 1, 2 \} \). This circuit could be analysed as an eigenvalue problem with the theory developed in 2.1.3 and appendix A. However, we are going to derive the quantised Hamiltonian following the alternative presented in 3.2 in order to illustrate this second method.

To start we need to use the lumped-element equivalent circuit by which the transmission line, open at both ends, can be expanded. See to this point figure 11(b). Indeed, this circuit is the multiport generalisation of the 1st-Foster expansion used in [28] to describe the one port transmission line resonator. The classical response of the open transmission line can be encoded in a two-port impedance matrix

\[
Z(s) = Z_0 \begin{pmatrix}
\coth(s\sqrt{L/c}) & \csch(s\sqrt{L/c}) \\
\csch(s\sqrt{L/c}) & \coth(s\sqrt{L/c})
\end{pmatrix},
\]

where \( L \) and \( c \) are the inductance and capacitance per unit length, \( L \) is the length of the line and \( Z_0 = \sqrt{L/c} \) its characteristic impedance. This matrix belongs to the family of lossless positive real matrices (LPR) that can be synthesised by a passive network of inductors, capacitors and ideal transformers [38], see the grey box in figure 11(b). For more details on this expansion, we refer the reader to [38] and appendix G. Notice that we have introduced a virtual inductance \( L_0 \) (whose limit is taken later as \( L_0 \to \infty \)) to ease the network theory analysis. We can now directly apply the method developed by Solgun and DiVincenzo [20] to compute Hamiltonians of anharmonic networks coupled to a more general lossy environment described by a Brune multiport impedance.

Following this reference the equations of motion are readily derived for our set of degrees of freedom, chosen to be the flux differences at the junctions and inductors \( \Phi = (\Phi_{j1}, \Phi_{j2}) \). The central idea is the elimination of the flux variables associated to the ideal transformers, since they do not store energy. The capacitance matrix of the circuit is cast into the form of (61), and reads

\[
C = \begin{pmatrix}
C_{g1} + C_{g1} & 0 & \sqrt{C_{g1}} u_1^T \\
0 & C_{g2} + C_{g2} & \sqrt{C_{g2}} u_2^T \\
\sqrt{C_{g1}} u_1 & \sqrt{C_{g2}} u_2 & C_\alpha + \sum_i C_{g_i} u_i u_i^T
\end{pmatrix},
\]

where the submatrix is \( C_{\alpha} = \text{diag}(C_{g0}, C_{g0}, \ldots) \), with \( C_{\alpha} = C_0/2 \) for \( \alpha > 0 \), the infinite norm coupling vectors are \( u_1 = \sqrt{C_{g1}} (1, 1, 1, \ldots)^T \) and \( u_2 = \sqrt{C_{g2}} (1, -1, 1, \ldots)^T \), and, implicitly, \( a_1 = \sqrt{C_{g1}} (1, 0)^T \) and \( a_2 = \sqrt{C_{g2}} (0, 1)^T \). The inductance matrix is

\[
L^{-1} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & L_0^{-1}
\end{pmatrix},
\]

with \( L_0^{-1} = \text{diag}(L_0^{-1}, L_0^{-1}, \ldots) \), and \( L_0 = 2L/\alpha^2\pi^2 \) with \( \alpha \in (1, 2, \ldots) \). The Hamiltonian of the circuit can be directly derived inverting its capacitance matrix with the formula (62)

\[
H = \frac{1}{2} Q^T C^{-1} Q + \frac{1}{2} \Phi^T L^{-1} \Phi - \sum_{\sigma=1,2} E_{j\sigma} \cos \varphi_{j\sigma}.
\]

Let us consider a truncated model with \( N \) inductors, and later take the limit \( N \to \infty \). The direct coupling between the two anharmonic degrees of freedom can be calculated through the upper-left submatrix, for which we need to compute the auxiliary matrices

\[
\mu = \begin{pmatrix}
\sum_0 C_{g1}^{-1} & \sum_0 (-1)^{0+1} C_{g1}^{-1} \\
\sum_0 (-1)^{0+1} C_{g1}^{-1} & \sum_0 C_{g1}^{-1}
\end{pmatrix},
\]

\[
\nu = \begin{pmatrix}
C_{g1}/C_{g1} & 0 \\
0 & C_{g2}/C_{g2}
\end{pmatrix},
\]

with \( C_{g\sigma} = C_{g1} + C_{g2}, \) for \( \sigma = \{ 1, 2 \} \), and where the \(+/(-)\) sign appears when we truncate to an even/odd number of inductors \( N \) in the circuit. The upper-left part of the inverse capacitance matrix is diagonal in the limit of infinite stages \( (N \to \infty) \), since
In this work, we have critically analysed a number of approaches to the quantisation of superconducting circuits with an infinite dimensional environment, with particular interest on the issue of divergences in the capacitive coupling constants.

5. Conclusions

In this work, we have critically analysed a number of approaches to the quantisation of superconducting circuits with an infinite dimensional environment, with particular interest on the issue of divergences in the capacitive coupling constants.
We have first examined the coupling of transmission lines to networks with a finite number of modes, and we have shown that there is an intrinsic (soft) ultraviolet cutoff, $\alpha = k_n = 1/\alpha$. This length parameter $\alpha$ arises as due to an optimal dressing of the transmission line modes, where the optimality is precisely determined by the requirement that the final Hamiltonian description be that of an infinite number of independent harmonic modes coupled to the finite network. The underlying mathematical construction is that of singular value problems for second order differential operators, with boundary values that include the singular value itself. We have provided, in an appendix, a new proof of the associated expansion theorem. This approach has provided us with tools to predict the large frequency behaviour of the coupling. Furthermore, the study of transmission line modes by this means provides us with an expression for the Hamiltonian in the continuum. In it, one reads the $A^2$ term directly, dependent on the length parameter $\alpha$.

Passing then to other environments with infinite number of modes, we have made apparent the source of issues that appear in many approaches when, after truncation to $N$ modes, one takes the limit $N \to \infty$. We again use as the central criterion that the final Hamiltonian description be that of an infinite set of independent modes, coupled to the relevant system. We have shown that this is achieved with a canonical transformation that is indeed determined by this criterion. This technique is also applicable to multiport situations.

One of the main objectives of the quantisation of superconducting circuits is their use for quantum information tasks. Thus, it is relevant to consider how spin-boson models arise from our presentation. We have focused on the characterisation of the spectral densities and their ultraviolet behaviour. In particular, we have shown that the spectral density for qudits capacitively coupled to transmission lines falls off with a soft power law cutoff. An alternative way of stating the same result is that the qubit couplings $g_n \sim n^{-2}$ decay as $n$ grows. The generic behaviour for transmission lines coupled capacitively to qubits is $g_n \sim \omega n^{-1/2}$. We have also provided explicit computations for some models of experimental relevance, which portray this behaviour explicitly.

Furthermore, we have given a detailed argument for the validity of standard approximations in the literature, in which the behaviour $g_n \sim \omega n^{-1/2}$ is assumed for capacitive coupling to transmission lines. We have shown that this is indeed a correct assumption for the lowest frequency sector, and that it is valid for truncations to a finite number of modes if not too many are assumed present.

Looking to the future, we have presented detailed arguments at each point, with the objective that this work can be a reference for initial development of new useful models. The solid mathematical foundations in which we rely for the expansion in modes will undoubtedly be useful in other physical contexts as well, and we will be exploring further in this point. Finally, we have presented a prediction for the maximum coupling achievable with a transmission line, that has not yet been measured.
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Appendix A. Mathematical details: networks with transmission lines

The main tools used in the paper have been 1) mapping the Transmission Line Lagrangians from a field presentation to a mode description, that takes into account the coupling at points with other circuit elements, and 2) manipulations of vectors $u$ and matrices $uu^T$ as in the finite vector case even for full mode expansions.

Both these aspects can be justified in a Hilbert space context (even though more general presentations could be possible) by addressing there the interesting problem of boundary conditions that incorporate the singular value, as we presently see.

In this appendix we first consider finite transmission lines and then half-line transmission lines. With lesser detail we signal two other configurations, and then we give a general description of the recipe we have applied.

A.1. Finite length transmission lines

Consider the following singular value problem:

\[ -u''(x) = k^2 u(x) \quad x \in (0, L), \quad (A.1) \]

\[ u(L) = 0, \quad (A.2) \]
$$\frac{1}{\beta}u(0) - u'(0) = \alpha k^2 u(0),$$

(A.3)

$\alpha$ and $\beta$ are constants with dimension of length.

The presence of the singular value $k^2$ in the boundary condition at 0 means that this is not a Sturm–Liouville problem, and the usual oscillation and expansion theorems are therefore not applicable. Nonetheless, it is easy to establish a secular equation, which the singular values must fulfil, and identify the corresponding functions. In the example at hand, the functions are

$$u_n(x) = N_n \sin [k_n(L - x)],$$

for singular value $k_n$ where the normalisation factor $N_n$ will be fixed later, and the secular equation reads

$$\frac{\alpha}{L} (kL)^2 \sin(kL) - (kL) \cos(kL) - \frac{L}{\beta} \sin(kL) = 0.$$  

(A.4)

Using this secular equation it is easy to establish that the functions $u_n(x)$ are orthogonal with respect to the inner product

$$\langle u, v \rangle = \int_0^L dx \, \bar{u}(x) v(x) + \alpha \bar{u}(0)v(0),$$  

(A.5)

with positive $\alpha$.

A.1.1. Expansion theorem. We now need to establish an expansion theorem, that guarantees that any function $f$ defined in the interval $(0, L)$ can be written as a superposition $f = \sum_n f_n u_n$ with coefficients $f_n$ and in such a way that the value at the endpoint is also recovered. This will be achieved by identifying problem (A.1)–(A.3) with an eigenvalue problem for a self-adjoint operator, following the idea presented in [31]. We present here an alternative proof of that expansion theorem.

Thus, consider the Hilbert space $\mathcal{H} = L^2(0, L) \oplus \mathbb{C}_\alpha$, with elements $U = (u, a)$, where $u \in L^2(0, L)$ and $a$ is a complex number. The definition as a direct sum entails the inner product

$$\langle U, V \rangle = \int_0^L dx \, \bar{u}(x) v(x) + \alpha \bar{u}(0)v(0),$$  

(A.6)

for elements $U = (u, a)$ and $V = (v, b)$. Again, $\alpha$ is a positive length.

Let us now define an operator $A$, of inverse length squared dimension, with domain

$$D(A) = \left\{ U = (u, a) \in \mathcal{H}| u, u' \text{are } AC[0, L], u(L) = 0, a = \lim_{x \to 0} u(x) \right\}$$

where $AC[0, L]$ denotes absolutely continuous in the interval, and acting on elements of its domain as

$$AU = (-u'', -u'(0)/\alpha + u(0)/\alpha \beta).$$

$\beta$ is another positive length.

It is easy to check that this is a symmetric operator, i.e., $\langle U, AV \rangle = \langle AU, V \rangle$ for all $U, V \in D(A) \subset \mathcal{H}$. It is also easy to check that it is a monotone (accretive, dissipative) operator: for all $U \in D(A)$

$$\langle U, AU \rangle = \int_0^L dx \, |u'|^2 + \frac{1}{\beta} |u(0)|^2 \geq 0.$$  

(A.7)

We now prove that $A$ is maximal monotone. That is, we prove that the range of $1 + L^2 A$ is the whole Hilbert space $\mathcal{H}$. In other words that for all $F \in \mathcal{H}$ there exists $U \in D(A)$ such that $U + L^2 AU = F$. We insert the length squared $L^2$ for dimensional reasons, but we need not use precisely the length of the interval; multiplying this length by any number provides us with the same result. The problem now consists in showing the existence of solutions $u$, such that both $u$ and $u'$ are absolutely continuous, for the problem

$$-L^2 u'' + u = f,$$

$$u(L) = 0,$$

$$\left(1 + \frac{L^2}{\alpha \beta}\right) u(0) - \frac{L^2}{\alpha} u'(0) = a,$$  

(A.8)

where $F = (f, a)$, with $f \in L^2[0, L]$ and $a$ a complex number. Make the change of variable

$$u(x) = \nu(x) + \frac{a \sinh(1 - x/L)}{\sinh(1)(1 + L^2/\alpha \beta) + \cosh(1)L/\alpha}.$$

We now have to prove the existence of a solution $\nu$, such that $\nu, \nu' \in AC[0, L]$, for the following problem with inhomogeneous term $f \in L^2[0, L]$:
\[ -L^2 \psi'' + \psi = f, \]
\[ \psi(L) = 0, \]
\[ \left(1 + \frac{L^2}{\alpha^2}\right)\psi(0) - \frac{L^2}{\alpha}\psi'(0) = 0. \]

This existence has been well established from the Sturm–Liouville case (see for instance [40]), whence the existence (and uniqueness) of solutions for problem (A.8) is obtained, and thus maximal monotony of \( A \). It follows that it is self-adjoint (see, for instance, proposition 7.6 in [41]), and the spectral theorem of self-adjoint operators provides us with the expansion theorem we desired. Namely, the operator \( A \) has a discrete spectrum \( \{k_n^2\}_{n=0}^{\infty} \), solutions of (A.4), \( k_n \), being inverse lengths, with eigenvectors \( U_n = (u_n(x), u_n(0)) \) where
\[ u_n(x) = N_n \sin [k_n(L - x)], \]
and the normalisation can be chosen as
\[ N_n^2 = \left[ \frac{L}{2} + \left( \frac{\alpha}{2} + \frac{1}{2k_n^2} \right) \sin^2(k_nL) \right]^{-1} \]
for the eigenvectors \( \{ U_n \}_{n=0}^{\infty} \) to form an orthonormal basis, \( (U_n, U_m) = \delta_{nm} \). Notice that we have chosen a real basis, and we will use this fact in the formulæ that follow in this section A.1. An element \( F = (f, a) \in \mathcal{H} \) admits an expansion \( F = \sum_{k=0}^{\infty} (U_k, F) U_k \). Consider now an element \( f \in L^2(0, L) \), with continuous representative \( \tilde{f} \), and extend it to \( \mathcal{H} \) as \( F = (f, \tilde{f}(0)) \). We thus obtain the expansion we desired:
\[ f(x) = \sum_{n=0}^{\infty} (U_n, F) u_n(x) = \sum_{n=0}^{\infty} u_n(x) \left[ \alpha u_n(0) \tilde{f}(0) + \int_0^L d\xi \ u_n(\xi) f(\xi) \right]. \]

A.1.2. Secondary inner product. We shall now prove (with the normalisation here used) equation (10). In what follows, the first step is integration by parts, the second makes use of the fact that \(-u_n''(x) = k_n^2 u_n(x)\), the third relates the computation to the orthogonality \((U_n, U_m) = \delta_{nm}\), and the last one introduces the boundary condition of (A.1):
\[ \int_0^L dx \ u_n'(x)u_m'(x) = -\int_0^L dx \ u_n(x)u_m''(x) - u_n(0)u_m'(0) \]
\[ = k_n^2 \int_0^L dx \ u_n(x)u_m(x) - u_n(0)u_m'(0) \]
\[ = k_n^2 [(U_n, U_m) - \alpha u_n(0)u_m(0)] - u_n(0)u_m'(0) \]
\[ = k_n^2 \delta_{nm} - u_n(0)\left[\alpha k_n^2 u_m(0) + u_m'(0)\right] \]
\[ = k_n^2 \delta_{nm} - \frac{1}{\beta} u_n(0)u_m(0). \] (A.9)

Alternatively, let us consider the quantity
\[ (U_n, F)_{1/\beta} = \int_0^L dx \ f'(x)u_n'(x) + \frac{1}{\beta} u_n(0), \] (A.10)
for \( F = (f, a) \in \mathcal{H} \). It is in fact well defined by integration by parts, and it thus follows that
\[ (U_n, F)_{1/\beta} = k_n^2 (U_n, F), \] (A.11)
where the right hand side is the inner product we have used above, namely (A.6).

We shall now extend this operation to an inner product in \( \mathcal{H} \). As we have shown above, A.1.1, an element \( F \in \mathcal{H} \) can be expanded as \( F = \sum_n F_n U_n \), and the inner product reads \((F, G) = \sum_n F_n^* G_n\). Then we define \((F, G)_{1/\beta}\) as
\[ (F, G)_{1/\beta} = \sum_{n=0}^{\infty} k_n^2 F_n^* G_n. \] (A.12)
Notice that this is an inner product: it is not degenerate because \( k_n^2 > 0 \) for all \( n \) (v. Equation (A.7)). In fact, this is the inner product associated with the natural quadratic form induced by \( A \), as presented in equation (A.7).

We immediately obtain an orthonormal basis \( V_n = U_n/k_n \) with respect to this inner product, and we are led to the corresponding expansion theorem,
\[ F = \sum_{n=0}^{\infty} (V_n, F)_{1/\beta} V_n. \] (A.13)
A.1.3. Sum rules. The expansion in $\mathcal{H}$ indicated above provides us with sum rules that prove very useful in our analysis of circuits. First, consider the special element of $\mathcal{H}$ given by $U = (0,1)$. Since it admits an expansion, it is the case that

$$1 = \alpha \sum_{n=0}^{\infty} u_n^2(0). \quad (A.14)$$

Notice that, asymptotically,

$$k_n \sim \frac{n\pi}{L} + \frac{L}{\alpha n\pi} + O(n^{-2}), \quad (A.15)$$

which ensures convergence, since $u_n(0) \sim (-1)^n 2/(\alpha n\pi)$.

The sum rule (A.14) is explicitly proven as follows:

$$\begin{aligned}
(0, 1) &= \sum_{n=0}^{\infty} (U_n, (0, 1)) U_n \\
&= \sum_{n=0}^{\infty} \alpha u_n(0) U_n \\
&= \left( \sum_{n=0}^{\infty} \alpha u_n(0) u_n(x), \alpha \sum_{n=0}^{\infty} u_n^2(0) \right) \\
&= \left( \sum_{n=0}^{\infty} \alpha u_n(0) u_n(x), \alpha \sum_{n=0}^{\infty} u_n^2(0) \right).
\end{aligned} \quad (A.16)$$

In the text we have used a different notation, namely $|u|^2 = N_\alpha/\alpha c$. The vector $u$ is related to the sequence $\{u_n(0)\}$ by an overall normalisation factor $\sqrt{N_\alpha/\alpha c}$.

Let us now obtain another sum rule by expanding $(0, 1) \in \mathcal{H}$ in the basis $V_n$, orthonormal with respect to $\langle \cdot, \cdot \rangle_{1/\beta}$. Clearly $\langle V_n, (0, 1) \rangle_{1/\beta} = v_n(0)/\beta = u_n(0)/\beta k_n$, and it follows that

$$1 = \frac{1}{\beta} \sum_{n=0}^{\infty} \frac{u_n^2(0)}{k_n^2}. \quad (A.17)$$

A.2. Infinite length transmission lines

Let us now consider that the interval is only semibounded, i.e. $(0, \infty)$. As we shall see, the corresponding operator $A$ does not have a discrete spectrum, but is nonetheless self-adjoint, and an expansion theorem, in the form of an integral transform, does hold. Thus, we now examine the problem

$$-u''(x) = k^2 u(x), \quad x \in (0, \infty), \quad (A.18)$$

$$\frac{1}{\beta} u(0) - u'(0) = \alpha k^2 u(0), \quad (A.19)$$

where, again, $\alpha$ and $\beta$ are positive constants with dimension of length, and we require (square) normalizability of $u$. Clearly there are no strong solutions to this problem. Setting aside functional details, it can nonetheless be checked that the following $u_k(x)$ functions are generalised orthonormal with respect to the inner product

$$\langle u_k, v \rangle = \int_0^\infty dx \overline{u_k(x)} v(x) + \alpha \overline{u(0)} v(0) \quad (A.20)$$

$$u_k(x) = \frac{1}{\sqrt{2\pi[k^2 + (\alpha k^2 - 1/\beta)]}} [(k + i\alpha k^2 - i/\beta) e^{ikx} + (k - i\alpha k^2 + i/\beta) e^{-ikx}]. \quad (A.21)$$

Observe that we have again chosen real $u_k(x)$, and furthermore that $u_{-k}(x) = -u_k(x)$, which allows us to restrict ourselves to positive $k$. They are generalised orthonormal in the sense that

$$\langle u_k, u_q \rangle = \delta(k - q). \quad (A.22)$$

In order to prove this statement directly it is convenient to use the distributional identity

$$\int_0^\infty dx e^{i(k-q)\tau} = \pi \delta(k-q) + iP \frac{1}{k-q}, \quad (A.23)$$

where $P$ denotes principal part.

A.2.1. Expansion theorem. We shall follow the scheme presented in A.1.1 to prove a corresponding expansion theorem. We shall make use of the well known fact that, in physics terms, the free Hamiltonian in the half-line is well defined and self-adjoint once we fix at the origin the condition

$$\cos(\theta) u(0) + \sin(\theta) u'(0) = 0, \quad (A.24)$$
with $\theta$ and angle and $l$ the unit length. Notice that for the non-relativistic free particle there is no natural length. We are free to choose any length, and in fact nothing crucial in our proof will depend on the choice adopted. Thus, we select $l = \sqrt{\alpha \beta}$. Let us denote the free Hamiltonian in the half-line with this choice of length and condition \((A.24)\) $H_0$, and its domain by $D(H_0) \subset L^2[0, \infty)$. In fact, we shall also make the choice

$$\tan(\theta) = - \frac{1}{2} \sqrt{\frac{\beta}{\alpha}}, \quad (A.25)$$

for later convenience.

Let us now introduce an operator $A$ acting on $D(A) \subset \mathcal{H} = L^2[0, \infty) \oplus \mathbb{C}_\alpha$, given by

$$D(A) = \left\{ U = (u, a) \in \mathcal{H} | u \in H^2((0, \infty)), a = \lim_{x \to 0} u(x) \right\}. \quad (A.26)$$

$H^2[0, \infty]$ is the Sobolev space $H^2[0, \infty] = W^{2,2}[0, \infty]$ (for details, see for instance [41] or [42]). The inner product in $\mathcal{H}$ is of course

$$\langle U, V \rangle = \langle (u, a), (\nu, b) \rangle = \int_0^\infty \mathrm{d}x \, \tilde{u}(x)\nu(x) + \alpha \tilde{a}\tilde{b}. \quad (A.27)$$

The operator $A$ acts on its domain as

$$AU = (-u'', -u'(0)/\alpha + u(0)/\alpha \beta). \quad (A.28)$$

Both $u(0)$ and $u'(0)$ are understood as limits. It is again easy to prove that it is a symmetric operator, and that it is monotone. In order to prove that is maximal monotone we examine the invertibility of $1 + \alpha \beta A$ in $\mathcal{H}$. This requires us studying the problem

$$-\alpha \beta u'' + u = f,$$

$$2u(0) - \beta u'(0) = a, \quad (A.29)$$

for $f \in L^2[0, \infty)$, $a \in \mathbb{C}$, and $u$ square summable. Make the change of variable

$$u(x) = a \left(2 + \sqrt{\beta/\alpha}\right)' + \left(v(x)/\sqrt{\alpha \beta}\right). \quad (A.30)$$

We now have to study the problem

$$-\alpha \beta v'' + v = f,$$

$$2v(0) - \beta v'(0) = 0, \quad (A.31)$$

and the boundary condition at the origin is $v(0) + \frac{\tan(\theta)}{\sqrt{\alpha \beta}} v'(0) = 0$, with the choice \((A.25)\). As $H_0$ is selfadjoint and positive, the existence (and uniqueness) of the solution of this problem is guaranteed, whence the existence (and uniqueness) of the solution of \((A.29)\) for all $F \in \mathcal{H}$ follows. As a consequence, there is a unique self-adjoint extension of $A$ as defined above, and we obtain the expansion theorem we desire: for all $F \in \mathcal{H}$ we have

$$F = \int_0^\infty \mathrm{d}k \, \langle U_k, F \rangle U_k,$$

using physics notation, where $U_k = (u_k(x), u_k(0))$, with $u_k(x)$ defined in \((A.21)\). Restricting ourselves to $f \in L^2[0, \infty)$, we obtain

$$f_k = \int_0^\infty \mathrm{d}x \, u_k(x)f(x) + \alpha u_k(0)f(0)$$

and

$$f(x) = \int_0^\infty \mathrm{d}k \, f_k u_k(x), \quad (A.32)$$

with the caveats more usual for Fourier transforms.

\subsection*{A.2.2. Secondary inner product.} We now proceed to construct a second expansion by considering a new inner product. As in the finite interval case, it is defined from the natural quadratic form induced by $A$,

$$\langle U, U \rangle_{1/\beta} = \langle U, AU \rangle = \int_0^\infty \mathrm{d}x \, |u'(x)|^2 + \frac{1}{\beta} |u(0)|^2. \quad (A.33)$$

The extension of this inner product to $\mathcal{H}$ can be presented via polarisation identities, via a Parseval identity, or alternatively by the spectral theorem, namely

$$\langle F, G \rangle = \int_0^\infty \frac{\mathrm{d}k}{\beta} F_k G_k, \quad (A.34)$$

where

$$F_k = \langle U_k, F \rangle = \int_0^\infty \mathrm{d}x \, u_k(x)f(x) + \alpha u_k(0)a \quad (A.35)$$

for $F = (f, a) \in \mathcal{H}$, and analogously for $G$. The kernel of the integration is $1/k^2$, thus seemingly producing a non-integrable singularity at the origin. A more careful analysis implies analysing $u_k(x)u_k(y)/k^2$, which is in
fact regular at the origin $k = 0$. It is therefore feasible to establish a (generalised) orthonormal basis with respect to this inner product, $\langle V_k, V_q \rangle_{1/\beta} = \delta(k - q)$, by $V_k = U_k / k$. A new expansion theorem follows, in the form

$$F = \int_0^\infty dk \langle V_k, F \rangle_{1/\beta} V_k.$$  \hfill (A.36)

A.2.3. Sum rules. Let us now consider sum rules, analogous to (A.14). In particular, let us expand $F = (0, 1)$ in the form $F = \int_0^\infty dk \langle U_k, F \rangle U_k$. Clearly, $\langle U_k, F \rangle = \alpha u_k(0)$. Thus the expansion reads, for the second component of $F$,

$$1 = \int_0^\infty dk \alpha u_k^2(0)$$

$$= \frac{\alpha}{\pi} \int_0^\infty dk \frac{2k^2}{k^2 + (\alpha k^2 - 1/\beta)^2}$$

$$= \frac{1}{\pi} \int_{-\infty}^{+\infty} dq \frac{q^2}{(q^2 - x^2)^2 + q^2},$$  \hfill (A.37)

where $x = \sqrt{\alpha / \beta}$. Remember that we are using a real basis $u_k(x)$. This last integral can be computed explicitly by residues, and it is actually independent of the real variable $x$, thus providing us with an independent check of the expansion and the sum rule derived thereof, namely

$$\int_0^\infty dk u_k^2(0) = \frac{1}{\alpha}.$$  \hfill (A.38)

The sum rule analogous to (A.17) follows from the expansion (A.36), and reads

$$\beta = \int_0^\infty dk \frac{u_k^2(0)}{k^2} = \frac{\alpha}{\pi} \int_0^\infty dq \frac{\frac{1}{\alpha^2} - \frac{1}{\beta^2}}{q^2 + (\frac{1}{\alpha^2} - \frac{1}{\beta^2})^2}.$$  \hfill (A.39)

Again, this integral can be explicitly computed, and the sum rule is checked. Indeed, let

$$g(q, x) = \frac{1}{q^2 + (q^2 - x^2)},$$

with which we compute

$$I_g(x) = \frac{1}{\pi} \int_0^\infty dq \frac{\frac{1}{\alpha^2} - \frac{1}{\beta^2}}{q^2 + (\frac{1}{\alpha^2} - \frac{1}{\beta^2})^2}$$

$$= 2 \left[ \lim_{q \to i(1 + \sqrt{1 - 4x^2})/2} \left( q - \frac{i}{2} (1 + \sqrt{1 - 4x^2}) \right) g(q, x) \right]$$

$$+ \lim_{q \to i(1 - \sqrt{1 - 4x^2})/2} \left( q - \frac{i}{2} (1 - \sqrt{1 - 4x^2}) \right) g(q, x) \right]$$

$$= \frac{1}{x^2}.$$  \hfill (A.40)

A.3. Other configurations

Let us now consider other configurations. We shall not give all the details, which can be filled out following the scheme in the previous subsections.

A.3.1. Galvanic coupling. Let the Hilbert space be $L^2([-L, 0]) \oplus L^2([0, L]) \oplus \mathbb{C}_\alpha$, with elements $F = (f_\pm, f_\pm^a, a)$. The inner product is

$$\langle (f_\pm, f_\pm^a, a), (g_\pm, g_\pm^a, b) \rangle = \int_{-L}^0 dx \tilde{f}_- g_- + \int_0^L dx \tilde{f}_+ g_+ + \alpha ab.$$  \hfill (A.41)

We define an operator $A$ with domain

$$D(A) = \{ U = (u_-, u_+, \Delta) | u_-, u'_+ \in AC([-L, 0]), u_+, u'_- \in AC([0, L]),$$

$$u_+(L) = u_-(L) = 0, u'_+(0) = u'_-(0) = \Delta = u_+(0) - u_-(0) \},$$  \hfill (A.42)

acting on its domain as $AU = (-u''_-, -u''_+, -u'(0)/\alpha + \Delta/\alpha \beta)$, with $\Delta = u_+(0) - u_-(0)$. It is clear that it is a symmetric operator, and it is positive since
\[ \langle U, AU \rangle = \int_{-L}^{0} dx \, |u'|^2 + \int_{0}^{L} dx \, |u'|^2 + \frac{1}{\beta} |\Delta|^2. \] (A.43)

The eigenvalue and eigenvector equation, \( AU = k^2 U \), give us the following boundary value problem:

\[
\begin{align*}
- u'' &= k^2 u, \\
\quad - u'' &= k^2 u, \\
\quad u'(0) &= u'(0), \\
\quad u_+(L) &= u_-(L) = 0, \\
\quad u'(0) &= \left( \alpha k^2 - \frac{1}{\beta} \right) \left( u_+(0) - u_-(0) \right).
\end{align*}
\] (A.44)

The secular equation reads

\[ k \cos(kL) = 2 \left( \alpha k^2 - \frac{1}{\beta} \right) \sin(kL). \] (A.45)

Notice that in fact this operator is definite positive, and 0 is not an eigenvalue.

It will be no surprise at this point that we define a secondary inner product as the natural quadratic form induced by \( A \), with reference to (A.43), thus justifying equation (32).

We can also obtain sum rules, such as

\[ \frac{1}{\alpha} = \sum_{n=0}^{\infty} \frac{\Delta_n^2}{\langle U_n, U_n \rangle}, \] (A.46)

A.3.2. Point insertion. Again, consider the Hilbert space \( \mathcal{H} = L^2([0, L]) \oplus \mathbb{C} \oplus L^2([L, \infty]) \), and an operator \( A \) acting on \( U = (u_-, u_+, a = u_+(L) = u_-(L)) \in D(A) \subset \mathcal{H} \) as

\[ (-u''_-, -u''_+, u(L)/\alpha \beta - (u'_+ - u'_-(L))/\alpha), \] where we demand that \( u_+(L) = u_-(L) = 0 \) and the values at the endpoints are understood as limits. The eigenvector and eigenvalue equation reads

\[
\begin{align*}
\quad - u''_- &= k^2 u_-, \\
\quad - u''_+ &= k^2 u_+, \\
\quad u_-(L) &= u_+(L), \\
\quad u_-(0) &= 0, \\
\quad u'_+(L) &= u'_-(L) + \left( \alpha k^2 - \frac{1}{\beta} \right) u(L).
\end{align*}
\]

A.4. The recipe

Let us summarise in a general way the point of view presented in this section. We are considering Hilbert spaces of the form \( \mathcal{H} = (\oplus_{k=1}^{N} L^2(I_k)) \oplus (\oplus_{k=1}^{M} \mathbb{C}^{n_k}) \). There are \( N \) intervals \( I_k \) and \( M \) relevant boundaries. In fact we are considering second order differential operators acting on single functions, whence for all \( M \) relevant boundaries we have \( n_j = 1 \). The number of relevant boundaries will depend on the system we model. The largest possible number corresponds to sequences of \( N \) finite length transmission lines such that all endpoints are relevant boundaries, thus \( M = 2N \). We are considering the standard inner product in each interval, and the second order differential operation \( \mathcal{L} : u \rightarrow -u'' \) in each. More general second order Sturm–Liouville differential operators, \( \mathcal{L} : u \rightarrow - (p u')' + q u \) can also be considered, and, by proper modifications of the weight, other second order differential operators.

In this manner, the elements \( U \in \mathcal{H} \) are of the form \( U = (u_1, \ldots, u_N, a_1, \ldots, a_M), V = (v_1, \ldots, v_N, b_1, \ldots, b_M) \). If required, we will explicitly denote the element a number component belongs to, as in \( a^U_j, a^U_k \). The inner product is determined by the direct sum structure as

\[ \langle U, V \rangle = \sum_{k=1}^{N} \int_{I_k} dx \, \bar{u}_k(x) v_k(x) + \sum_{j=1}^{M} a_j b_j. \]

We shall consider operators \( A \) that will act on the function components as Sturm–Liouville operators, \( \mathcal{L}_k \) acting on the \( k \)-th component. Their domains will be determined by the finiteness or otherwise of the intervals. For finite intervals, typically we shall require \( u_k \) and \( u_k' \) to be \( AC[I_k] \), absolutely continuous in the corresponding interval.

An endpoint is a relevant boundary, i.e. there is a number component associated to it, if the domain of \( A \) is not restricted by a boundary condition on \( u \) at that endpoint. The definition of the domain of \( A \) includes a condition on the number components \( (a_j) \) at relevant boundaries. A boundary can be associated to just one
interval or it can be associated to two intervals, if it is a common endpoint. If a relevant boundary, with index \( j \), is associated to just one interval, \( I_0 \), the corresponding number component \( a_j \) will be determined by the (free) value of the limit of \( u_k \) when tending to that boundary. If, however, the relevant boundary with index \( j \) is associated, as their common endpoint \( x_k \), to two intervals \( I_k \) and \( I_k + 1 \), there will be a condition for \( U \) to belong to the domain in terms of the continuity of either \( u \) or its derivative, i.e., either \( \lim_{x \to x_k -} u_k(x) = \lim_{x \to x_k} u_{k + 1}(x) \) or similarly for the derivatives, and the number component \( a_j \) will be determined by the common value or by the jump in the functions. Finally, \( A U = (\mathcal{L}_u u_1, \ldots, \mathcal{L}_u u_N; d_1/\alpha_1 + a_1/\alpha_1\beta_1, \ldots, d_M/\alpha_M + a_M/\alpha_M\beta_M) \), where \( d_i \) is a linear combination of the limits of derivatives of the functions at the \( j \)-th relevant boundary. Again, we will explicitly denote \( d_j^1, d_j^2, \) etc., if required. The eigenvalue and eigenvector equation is thus

\[
\mathcal{L}_u u_1 = k^2 u_1, \\
d_j + \frac{1}{\beta_j} a_j = \alpha_j k^2 a_j,
\]

together with some boundary conditions. For our procedure to be well defined, the boundary terms arising from

\[
\int_{I_k} dx [\mathcal{V}_k(x) \mathcal{L}_u u_k(x) - (\mathcal{L}_u \mathcal{V}_k(x)) u_k(x)]
\]

must be cancelled by

\[
\sum_{j=1}^{M} (a_j^U d_j^U - \bar{d}_j^U a_j^U).
\]

This ensures symmetry. Furthermore, we require that \( (U, AU) \) be lower bounded. By shifting some \( \mathcal{L}_u \) by a constant (alternatively, by demanding that they all be positive) the demand is positivity. This can generally be achieved if the boundary terms

\[
\sum_{k=1}^{N} [-p_k u_k] u_k
\]

are cancelled by \( \sum_{j=1}^{M} a_j d_j \) on the domain of \( A \).

Once symmetry and positivity are ensured, it remains to be examined whether indeed we are led to a self-adjoint operator, whence an expansion theorem would follow. We have addressed this issue in the examples by studying the existence (and uniqueness) of solutions to \((1 + L^2 A) U = F \) for \( F \in \mathcal{H} \). This amounts to studying the system of equations

\[
u_k + L^2 \mathcal{L}_u u_k = f_k
\]

for \( k = 1, \ldots, N \) together with conditions

\[
\frac{a_j^U}{\alpha_j} + \frac{L^2}{\alpha_j} \left( d_j^U + \frac{a_j^U}{\beta_j} \right) = a_j^F
\]

for \( j = 1, \ldots, M \), and the required boundary conditions for elements \( U \in D(A) \). Let \( j \) be the index of the only boundary relevant to the \( k \)-th element (for definiteness; extensions are straightforward); this entails the idea that the other endpoint of \( I_k \) has associated homogeneous boundary conditions. We construct \( u_k^H \), a solution of the problem

\[
u_k + L^2 \mathcal{L}_u u_k = 0, \\
\frac{a_j^U}{\alpha_j} + \frac{L^2}{\alpha_j} \left( d_j^U + \frac{a_j^U}{\beta_j} \right) = a_j^F,
\]

other B.C.

Notice that the relevant boundary condition involves \( u_k \) linearly. Once this has been achieved, one makes the change of variables \( u_k = u_k^H + v_k \), and we are led to the study of \( v_k + L^2 \mathcal{L}_u v_k = f_k \) with homogeneous boundary conditions. For the systems we have considered, this has a unique solution, and the existence and uniqueness of solutions to \((1 + L^2 A) U = F \) has been thus established. This, in turn, establishes that \( F \in \mathcal{H} \) can be expanded as \( F = \sum_{n=0}^{\infty} (U_n, F) U_n \), with \( U_n \) orthonormal eigenvectors of \( A \).

A.4.1. Side results. As a side product of the process we obtain sum rules, generically by expanding special elements of the Hilbert space, of the form \( u_k = 0 \) and one of the \( a_j \) set to one while the others are zero. This gives us
\[
\frac{1}{\alpha_j} = \sum_{n=0}^{\infty} |a_{jn}|^2
\]

(A.47)

for normalised \( U_n \) eigenvectors.

Another side result is what we have termed the secondary inner product. We have relied in our proofs on the positivity of \( \langle U, AU \rangle \) for \( U \in D(A) \) (in fact based on physical reasons: it has to be associated to the harmonic approximation for small oscillations), and this provides us, by extension to the whole Hilbert space \( \mathcal{H} \), with a positive definite quadratic form. From the expansion theorem, \( F = \sum_{n} \langle U_n, F \rangle U_n \), denoting the coefficients of \( F \) (resp. \( G \)) in the orthonormal basis \( U_n \) with eigenvalues \( k_n^2 \) (orthonormal with respect to the initial product \( \langle \cdot, \cdot \rangle \)) as \( F_n \) (resp. \( G_n \)), the new inner product \( \langle \cdot, \cdot \rangle_{H/\beta} \) is given as

\[
\langle F, G \rangle_{H/\beta} = \sum_{n=0}^{\infty} \frac{1}{k_n^2} F_n G_n.
\]

A.5. Alternative mathematical approaches

A.5.1. Trace operator. We have restricted ourselves to the Hilbert space setting, due to the later application to quantisation. Nonetheless, a number of questions regarding these expansions can also be analysed in terms of Sobolev spaces, for which the concept of trace (in the sense of trace of an element \( u \in W^{1,p}(\Omega) \) which is understood as the ‘boundary function’ \( u|_{\partial\Omega} \), see [42]) appears. That context is natural in order to study geometrically the transformation from Lagrangian to Hamiltonian in cases such as those we consider (see [43, 44] for such a viewpoint).

A.5.2. Delta distribution. An alternative approach, still in the Hilbert space context, is to consider the Hilbert space \( L^2(\mathbb{R}; \mu) \), where the measure presents a point mass in the initial point. Even more, the idea can be extended to the case of measures with additional point masses, both in the interior and at the endpoints. This is, for instance, the concrete presentation that appears in [31]. It is also related to the computations of [16, 26].

Undoubtedly this is a feasible route; we have preferred to set it aside to avoid problems in moving to the Hamiltonian formalism. It should be noted that constructing precisely the functional analytic details need not be trivial at all, though.

Appendix B. Capacitive to inductive coupling

A common presentation of spin-boson Hamiltonians is related to the seminal work of Caldeira and Leggett [3, 8, 45]. There a system, with coordinate \( q \), is coupled to a bath of linear oscillators, with coordinates \( x_n \), and the coupling of interest is of the form \( q \sum_n e_n x_n \). Caldeira and Leggett thoroughly analyse other possibilities, in particular those of the form \( q \sum_n c_n \dot{x}_n \) (or equivalently \( q \sum_n c_n x_n \)), and show with an example how to relate both forms. In fact, as they also point out, this is achieved through a canonical transformation, and there is no point transformation that can reproduce it. For completeness we present this canonical presentation here, and then we study the mapping from a capacitive \( q \sum_n c_n \dot{x}_n \) to the inductive form \( q \sum_n c_n x_n \), which we will see is a point transformation.

Thus, let us first consider the Lagrangian

\[
L = \frac{m}{2} \dot{q}^2 - V(q) + \frac{1}{2} \dot{x}^T M \dot{x} - \frac{1}{2} x^T \Lambda x - q \xi^T \dot{x},
\]

where there is a single system variable \( q \), and a bath of harmonic oscillators, with position variables \( x \), are coupled to the system via a coupling vector \( \xi \) in the interaction term \(-q \xi^T \dot{x}\). Let the corresponding canonical momenta be \( p \) and \( \pi \). The Hamiltonian is

\[
H = \frac{p^2}{2m} + \frac{1}{2} p^T M^{-1} p + q \xi^T M^{-1} \dot{p} + \frac{q^2}{2} \xi^T \Lambda^{-1} \xi + V(q) + \frac{1}{2} x^T \Lambda x.
\]

With the canonical transformation \( \pi = -x, \xi = p \), and going back to the Lagrangian, one obtains

\[
\tilde{L} = \frac{m}{2} \dot{q}^2 - V(q) - \frac{q^2}{2} \xi^T \Lambda^{-1} \xi - \frac{1}{2} \xi^T \Lambda^{-1} \xi - q \xi^T \Lambda^{-1} \xi.
\]

The coupling indeed is now of inductive form, as expected. Notice however that the variable \( \xi \) has dimensions of momenta, and that has to be taken into account to determine the spectral density, for instance. On computing explicitly, the spectral density reads, formally,

\[
J(\omega) = c^T M^{-1} \Lambda \Omega^T \delta(\omega - \Omega) \Omega^{-1} \Omega \Lambda M^{-1} c.
\]
Here O is the orthogonal matrix diagonalizing \( \Lambda M^{-1} \Lambda \), namely

\[
O \Lambda M^{-1} O^T = \Omega^2,
\]

with diagonal \( \Omega \). The definition we use for the spectral density \( J(\omega) \) is best expressed in terms of the classical equations of motion for the variable \( q \). The source term for \( q \) due to the dynamics of \( x \) is reexpressed, after solving the classical equations of motion for \( x \), in the form

\[
\int_0^L \mathrm{d} \tau f(\omega) \sin \omega(t - \tau) \, q(\tau),
\]

which provides the definition of \( J(\omega) \).

Dimensionally, \( \Lambda^2 \) is mass times frequency squared, \( M \) is mass, \( O \) adimensional, so the terms bracketed by the \( e \) vectors (setting aside the delta) are frequency over mass.

This example shows that the identification of the spectral density is coupling dependent (as would be obvious from dimensional analysis). We now study capacitive coupling in this regard. In particular, we will compute this process explicitly for the following general example:

\[
L = \frac{m}{2} \dot{q}^2 - V(q) + \sum_\alpha \left[ \frac{m_\alpha \omega_\alpha^2}{2} \dot{x}_\alpha^2 - \frac{m_\alpha \omega_\alpha^2}{2} x_\alpha^2 \right] - \dot{q} \sum_\alpha c_\alpha \dot{x}_\alpha.
\]

We shall use a more compact notation that also provides a slight generalisation, namely

\[
L = \frac{m}{2} \dot{q}^2 - V(q) + \frac{1}{2} x^T M x - \frac{1}{2} x^T \Lambda^2 x - \dot{q} e^T \dot{x}.
\]

In this case the canonical transformations can be reduced to a point transformation applied to the initial Lagrangian, namely

\[
x = x_2 + q \, M^{-1} e,
\]

and the new Lagrangian reads

\[
\tilde{L} = \frac{1}{2} (m + e^T M^{-1} e) \dot{q}^2 - V(q) - \frac{1}{2} e^T M^{-1} \Lambda^2 M^{-1} e \dot{q}^2 - \frac{1}{2} \dot{x}_2^T M \dot{x}_2 - \frac{1}{2} \dot{x}_2^T \Lambda^2 x_2 - \dot{q} e^T \dot{x}.
\]

For the specific case of (B.1) we have

\[
\tilde{L} = \frac{1}{2} \left( m + \sum_\alpha \frac{\xi^2_\alpha}{m_\alpha} \right) \dot{q}^2 - V(q) - \dot{q}^2 \sum_\alpha \frac{\xi_\alpha \omega_\alpha^2}{2 m_\alpha} + \sum_\alpha \left[ \frac{m_\alpha \xi_\alpha^2}{2} - \frac{m_\alpha \omega_\alpha^2}{2} \xi_\alpha^2 \right] - \dot{q} \sum_\alpha c_\alpha \omega_\alpha^2 \xi_\alpha,
\]

with the new variables \( \xi_\alpha = x_\alpha - c_\alpha q / m_\alpha \), and one obtains a spectral density

\[
J(\omega) = \sum_\alpha \frac{\xi_\alpha \omega_\alpha^2}{m_\alpha} \delta(\omega - \omega_\alpha).
\]

The transformation (B.2) is implemented in the quantum case by a unitary transformation. That is,

\[
\hat{U} = \exp \left[ -i q e^T M^{-1} \hat{p} / \hbar \right] = \exp \left[ -i \sum_\alpha \frac{\xi_\alpha}{m_\alpha} qr_\alpha \right].
\]

### Appendix C. Hamiltonian formalism with transmission lines

#### C.1. The continuum Hamiltonian

In order to compare with some of the literature, it might be convenient to write the continuum version of some of the Hamiltonians presented here. We shall carry out this task, fully explicitly, in the case of Hamiltonian (18), using the notation of section 2.1.1. In order to obtain this expression, notice that we have started from a Lagrangian with a continuum part, namely (1). Next we have expressed the flux field \( \Phi(x, t) \) as the infinite sum

\[
\Phi(x, t) = \sum_\alpha \Phi_\alpha(t) u_\alpha(x),
\]

where \( u_\alpha(x) \) are the function component of \( U_\alpha = (u_\alpha(x), u_\alpha(0)) \in \mathcal{H} = L^2([0, L]) \otimes \mathbb{C}_\alpha \). These basis vectors are orthogonal according to

\[
\langle U_{\alpha m} | U_{\beta n} \rangle = \delta_{\alpha m} \delta_{\beta n} = \delta_{\alpha m} \delta_{\beta n}.
\]

The dimension of \( N_\alpha \), namely capacity, has been chosen so that the function elements \( u(x) \) are adimensional. Furthermore \( \alpha \) has dimension of length, as we stated previously. Since the dimension of the flux field is voltage
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times, we see that the dimension of $\Phi_n$ is $[\Phi]/[u_n] = V \cdot T$, with $V$ standing in for voltage, and $T$ for time. Later, we have $C$ for capacity.

The variables $Q_n = \partial L/\partial \dot{\Phi}_n$ have dimension $[Q_n] = [L] \cdot T/[\Phi_n] = C \cdot V^2 \cdot T/(V \cdot T) = CV$, i.e., charge. In order to obtain a Hamiltonian with continuum component, we construct a function of time that takes values in $\mathcal{H}$, $Q(t)$, as

$$Q(t) = \sum_{n=0}^{\infty} Q_n(t) U_n = (Q(x, t), Q(0, t)).$$

Observe that

$$\langle Q(t), Q(t) \rangle = \sum_{n=0}^{\infty} Q_n^2(t) N_n$$

$$= e \left[ \int_0^L dx \quad Q^2(x, t) + \alpha Q^2(0, t) \right].$$

We can thus substitute in the Hamiltonian (18) to obtain

$$H = \frac{1}{2} q^2 (A^{-1} + \frac{C \phi}{2 \alpha c} A^{-1} a^T a A^{-1}) q + \frac{1}{2} \beta B^{-1} \phi + V(\phi)$$

$$+ \int_0^L dx \left[ \frac{c}{2 N_0^o} Q^2(x, t) + \frac{1}{2 l} (\partial_x \phi(x, t))^2 \right]$$

$$+ \frac{c \alpha}{2 N_0^o} Q^2(0, t) + \frac{C \alpha}{N_0} (q^T A^{-1} a) Q(0, t)$$

$$+ \frac{1}{2 l_g} \Phi^2(0, t) - \frac{1}{l_g} (\Phi \theta) \Phi(0, t).$$

Here we have made use of equation (17) to substitute $\beta = L_g/l$. Bear in mind that a definite choice for $\alpha$ has been made, $\alpha = C \alpha (1 - C \alpha a^T a^{-1} a)/c$. On first sight it might look as if this expression for the Hamiltonian had a major flaw, namely that it explicitly depends on the arbitrary constant $N_0$, we have introduced. In fact, this constant fixes the unit of charge we use, and since only the combination $Q(x, t)/N_0$ appears, there is no free parameter in the Hamiltonian.

C.2. Canonical variables

In all our analysis we have constructed Lagrangian functions which are quadratic in the derivatives, whence the Hamiltonian is derived in the standard way. As is well known, Hamiltonian dynamics is not fully determined by the Hamiltonian. Additionally the Poisson bracket is necessary to produce the relevant vector field. Starting from the Lagrangian (in general cases) this Poisson bracket is fully determined, and, in most cases, it is taken for granted, since the standard procedure introduces the canonical momenta. We have actually followed this route, in that the Poisson bracket has been systematically taken to be

$$\{F, G\} = \sum_{i=1}^{N_0} \left( \frac{\partial F}{\partial \phi_i} \frac{\partial G}{\partial \dot{\phi}_i} - \frac{\partial F}{\partial \dot{\phi}_i} \frac{\partial G}{\partial \phi_i} \right) + \sum_{n=0}^{\infty} \left( \frac{\partial F}{\partial \phi_n} \frac{\partial G}{\partial \Phi_n} - \frac{\partial F}{\partial \Phi_n} \frac{\partial G}{\partial \phi_n} \right),$$

for $F$ and $G$ functions of the canonical variables, $F(q, \Phi, \phi, \dot{\Phi})$, and similarly for $G$. In keeping with the main text, we denote with $\phi$ the variables associated with lumped element networks, and with $\Phi$ those associated to transmission lines. $q$ and $Q$ are the corresponding canonical moments.

Consider now one transmission line (i.e. one interval of the real line, $l$), with flux field $\Phi(x, t)$ and charge field $Q(x, t)$. They are not canonically conjugate in general:

$$\{\Phi(x, t), Q(x', t)\} = \sum_{n, m} \{\Phi_n(t), Q_m(t)\} u_n(x) u_m(x') = \sum_n u_n(x) u_n(x').$$

When the expansion functions form a real orthonormal basis with respect to the inner product $\langle f, g \rangle = \int_0^l df(x) g(x)$, the expansion theorem can be reexpressed as the equality $\sum_u u_n(x) u_n(x') = \delta(x - x')$, thus proving $\Phi(x, t)$ and $Q(x, t)$ are canonically conjugate in such a case.

Let us assume that $u_n(x)$ are the function components of an orthonormal basis $U_n$ with respect to an inner product of the form we consider, $\langle f, g \rangle = \int_0^l \bar{f} \dot{g} + \alpha \bar{g}$. Then, formally, we obtain

$$\delta(x - x') = [1 + \alpha \delta(x')] \sum_n u_n(x) u_n(x').$$

(C.1)

Let us prove this statement. The expansion theorem, in the form presented in appendix A, informs us that $f(x) = \sum f_n U_n(x)$, where $f_n = \langle U_n, f \rangle$, and $F = (f(x), f(0))k$ (setting 0 as the relevant boundary), i.e.,
\[ f_n = \int_I f u_n + \alpha f (0) u_n(0). \] Hence
\[
f(x) = \alpha f(0) \sum_n u_n(0) u_n(x) + \int_I dx \left[ \sum_n u_n(x) u_n(x') \right] f(x'),
\]
\[
= \int_I dx' \left[ 1 + \alpha \delta(x') \right] \left[ \sum_n u_n(x) u_n(x') \right] f(x'),
\]
thus concluding (C.1).

Now define, formally,
\[
\tilde{Q}(x, t) = [1 + \alpha \delta(x)] Q(x, t).
\]
By explicit computation one obtains (formally!)
\[
\{ \Phi(x, t), \tilde{Q}(x', t) \} = [1 + \alpha \delta(x')] \sum_n u_n(x) u_n(x') = \delta(x - x').
\]

Prima facie, the variables \( \Phi(x, t) \) and \( \tilde{Q}(x, t) \) are canonically conjugate, and they could be used for (field) quantisation. This is in fact (although the way to this point is very different) what was proposed in [26]. Note however that one cannot make sense of quantities such as \( \tilde{Q}^2 \) without some regularisation and prescription, since \( \tilde{Q} \) is only defined in a distributional way. In reference [26] this problem is avoided since in fact they can refer back to what we have denoted as untilded charge field.

For reference, let us write the Poisson bracket for \( F \) and \( G \) functionals of the flux and the charge field:
\[
\{ F, G \} = \int_I dx \left[ \frac{\delta F}{\delta \Phi(x)} \frac{\delta G}{\delta Q(x)} - \frac{\delta F}{\delta Q(x)} \frac{\delta G}{\delta \Phi(x)} \right] - \alpha \int_I dx \sum_n u_n(x) u_n(0) \left[ \frac{\delta F}{\delta \Phi(x)} \frac{\delta G}{\delta Q(0)} - \frac{\delta F}{\delta Q(0)} \frac{\delta G}{\delta \Phi(x)} \right].
\]

### Appendix D. Inversion of infinite matrices

**D.1. Single port impedance**

A crucial aspect of our analysis, in its different forms, is the inversion of infinite dimensional capacitance matrices, presented in block-matrix format. In the single port case we mostly analyse, in which we couple a transmission line or a more general single port non-dissipative, passive, linear impedance with infinite modes to a network with a finite number of degrees of freedom, the coupling submatrix is of rank one. This is made explicit in our presentation in that we write the capacitance coupling block-matrix as \([- C_{a T} a u'^{T} (Equation \text{13})] \), \(- C_{a A} a u (Equation \text{34}) \), \(- C_{a u} u^{T} (equation \text{49}) \). In a manner reminiscent of the Sherman–Morrison formula, we find that for invertible \( A_{1} \) and \( A_{2} \) and rank one \( D \) the following generally holds:

\[
\begin{pmatrix} A_{1} & D' \\ D & A_{2} \end{pmatrix}^{-1} = \begin{pmatrix} A_{1}^{-1} & 0 \\ 0 & A_{2}^{-1} \end{pmatrix} + \frac{1}{1 - Tr(DA_{2}^{-1}D')A_{1}^{-1}} \begin{pmatrix} A_{1}^{-1}DA_{2}^{-1} & -A_{1}^{-1}DA_{2}^{-1} \\ -A_{2}^{-1}D'A_{1}^{-1} & A_{2}^{-1}D'A_{1}^{-1} \end{pmatrix}
\]

(D.1)

This formula can be checked directly, making use that for a rank one operator \( D \): \( \mathcal{V}_{1} \rightarrow \mathcal{V}_{2} \), and if the adjoint and the traces exist,

\[
DAD'B = Tr[DAD'B]D \quad \text{and} \quad D'BDAD' = Tr[DAD'B]D',
\]
where \( A_{1}: \mathcal{V}_{1} \rightarrow \mathcal{V}_{1} \) and \( B: \mathcal{V}_{2} \rightarrow \mathcal{V}_{2} \).

The condition for (D.1) to hold is that the trace \( Tr(DA_{2}^{-1}D'A_{1}^{-1}) \) exist and be different from one.

**D.2. Multiport impedance**

The analogous inversion for the multiport case is necessarily more involved. We have presented an explicit case in section 2.1.3, and we look at the more general situation in 3.2. The essential result, as in the Woodbury–Sherman–Morrison case, is that perturbing an invertible operator with an operator of finite rank should produce, for the new inverse, again a perturbation of the same rank. The (necessarily formal) inversion formula we require goes as follows. Let
be a real matrix, with A and C₁ invertible and D of finite rank. Its inverse if it, together with the correct subelements, exists, is given by

\[ C^{-1} = \begin{pmatrix} A^{-1} & 0 \\ 0 & C_1^{-1} \end{pmatrix} + \begin{pmatrix} A^{-1}DC_1^{-1}(I - D^TA^{-1}DC_1^{-1})^{-1}D^TA^{-1} - A^{-1}DC_1^{-1}(I - D^TA^{-1}DC_1^{-1})^{-1} \\ -C_1^{-1}D^TA^{-1}(I - DC_1^{-1}D^TA^{-1})^{-1}C_1^{-1}D^TA^{-1}(I - DC_1^{-1}D^TA^{-1})^{-1}DC_1^{-1} \end{pmatrix} \]

The proof of this formula is by direct substitution. Both in the infinite and in the finite dimension case, and as we analyse for multiport impedances in 3.2, the invertibility of the capacitance matrix is conditioned on the existence of the inverse \((I - DC_1^{-1}D^TA^{-1})^{-1}\). In the infinite dimension case there can be further subtleties.

This formula reduces to (D.1) when the rank of \(D\) is one. To see this one has to realise that \((I - DC_1^{-1}D^TA^{-1})^{-1}\) is led by \(C_1^{-1}\), and analogously \((I - DC_1^{-1}D^TA^{-1})^{-1}\) only appears preceded by \(A^{-1}\). This allows the reduction to the quantity \([1 - \text{Tr}(DC_1^{-1}D^TA^{-1})]^{-1}\).

### Appendix E. Zeros and infinities for 1st-Foster Form Impedance

We observe that formally the coupling vector \(e_a\) in the capacitance matrix (57) has infinite norm when the impedance has to be represented with an infinite set of stages. This by itself is not an issue. However, in the computation of the inverse capacitance matrix the crucial quantity \(e_a^T C^{-1} e_a\) does appear, and whenever this tends to infinity the inverse is poorly defined, if not altogether nonsensical.

Let us be explicit, and apply to the capacitance matrix

\[ C_a = \begin{pmatrix} a & be_a^T \\ be_a & M_a \end{pmatrix} \]

with \(M_a = C_a + de_a e_a^T\), the formal inversion formula of equation (D.1). It is indeed applicable, since the coupling matrix is indeed rank one. Notice now that the formal expression \(\text{Tr}(DA^{-1}D^TA^{-1})\) becomes \((b^2/a) e_a^TM_a^{-1}e_a\). It is thus incumbent on us to compute the inverse \(M_a^{-1}\). It is clearly of the form \(C_a^{-1} + \gamma C_a^{-1} e_a e_a^T C_a^{-1}\), where the coefficient \(\gamma\) must obey the equation

\[ \gamma + d + d^2e_a^T C_a^{-1} e_a, \]

i.e., formally,

\[ \gamma = \frac{-d}{1 + d e_a^T C_a^{-1} e_a}. \tag{E.1} \]

Still formally, we see that

\[ \frac{b^2}{a} e_a^T M_a^{-1} e_a = \frac{b^2}{a} e_a^T C_a^{-1} e_a \left(1 - \frac{d e_a^T C_a^{-1} e_a}{1 + d e_a^T C_a^{-1} e_a}\right) = \frac{b^2}{a} e_a^T C_a^{-1} e_a - \frac{d e_a^T C_a^{-1} e_a}{1 + d e_a^T C_a^{-1} e_a}. \]

This quantity can therefore tend to a finite limit in the pathological situation we consider, namely \(b^2/\alpha d\). Notice however that \(\gamma\) from equation (E.1) tends to zero. Carrying out with the analysis, the final result is that in the limit in which \(e_a^T C_a^{-1} e_a\) tends to infinity the inverse capacitance matrix presents no coupling whatsoever between impedance and network models.

Reconsider now the quantity \(b^2/\alpha d\). As stated in the previous appendix D, it has to be different from one for the inversion to be possible, in the pathological situation we consider. Looking back to the original parameters of section 3.1, in particular the matrix (57), we have that it reads \(C_B/C_{A2} = C_B/ (C_A + C_B)\). If the capacity \(C_{A2}\) external to the one port impedance, were \(0\), the capacitance matrix would not be invertible in the case \(e_a^T C_a^{-1} e_a \to \infty\). Notice that, in the same limit and for those parameters, we have

\[ e_a^T M_a^{-1} e_a \to \frac{1}{C_B} \tag{E.2} \]

The result that there is an overcounting of degrees of freedom if \(C_A = 0\) and \(e_a^T C_a^{-1} e_a \to \infty\) was implicit in the divergence of the charge energy found in the Hamiltonian in [28] for the specific case of a transmission line resonator coupled to a charge qubit, when the capacitance of the Josephson junction \(C_J\) was taken to zero. Furthermore, we have shown the relation (E.2) which will be useful in the derivation of the corresponding Hamiltonian.
Appendix F. 2nd-Foster form admittance quantisation

In this section, we derive a Hamiltonian of an anharmonic flux variable coupled to an admittance $Y(s)$ decomposed in the 2nd-Foster form. This expansion has been widely used to describe the effect of a general environment seen by a harmonic oscillator \cite{2}. We study the differences and similarities to the previous section describing the circuit analysed by Paladino et al\cite{24}.

First of all and contrary to the first Foster form, it must be noticed that the expansion of the admittance in this circuit allows only the description of electromagnetic environments with poles at frequency $s = 0$, i.e. $\lim_{s \to 0} Z(s) = \infty$. Secondly, this configuration has internal variables already separated from the network variables it is connected to, see figure F1. Choosing as the internal degrees the flux differences in the inductors (capacitors) we can derive a Hamiltonian with capacitive (inductive) coupling to the external variables. Here, we perform the analysis with the more cumbersome capacitive coupling in contrast with the inductive coupling done in \cite{2}, in order to compare it with the previous calculation of the above section in appendix E. The Lagrangian of the system at hand can be directly written as

$$L = \frac{C_1}{2} \dot{\Phi}_A^2 + \sum_\alpha \left[ \frac{C_2}{2} (\dot{\Phi}_\alpha - \Phi_{\alpha,0})^2 - \frac{1}{2L_\alpha} \dot{\Phi}_\alpha^2 \right] - V(\Phi_{\alpha,0})$$

$$= \frac{1}{2} \Phi^T C \Phi - \frac{1}{2} \Phi^T L^{-1} \Phi - V(\Phi_{\alpha,0}),$$

where $\Phi = (\Phi_A, \Phi_{\alpha,0}) = (\Phi_{\alpha,0}, \Phi_{\alpha,1,\ldots})$, the capacitance matrix reads

$$C = \begin{pmatrix} C_{\Sigma} & -C_a \\ -C_a & C_0 \end{pmatrix},$$

where we defined $C_{\Sigma} = C_A + \sum_\alpha C_\alpha$, $C_\alpha = \text{diag}(C_{12}, \ldots)$, the variable $\Phi_A$ couples to $\Phi_{\alpha,0}$ through the vector $c_\alpha = (C_{12}, \ldots)^T$, and the inductance matrix is

$$L^{-1} = \begin{pmatrix} 0 & 0 \\ 0 & L^{-1} \end{pmatrix}$$

with $L^{-1}_{\alpha,0} = \text{diag}(L^{-1}_{12}, \ldots)$. In contrast with the analysis of the 1st-Foster expansion, we can directly invert the capacitance matrix

$$C^{-1} = \begin{pmatrix} C_A^{-1} & C_A^{-1} L_{\alpha,0} \\ C_{\alpha,0}^{-1} 1_{\alpha} & C_{\alpha,0}^{-1} 1_{\alpha,0} \end{pmatrix},$$

where again $1_{\alpha} = (1, 1, \ldots)^T$ is the vector with the dimension of the Hilbert space describing the admittance to derive a Hamiltonian,

$$H = \frac{1}{2} q^T C^{-1} q + \frac{1}{2} \phi^T L^{-1} \phi + V(\Phi_{\alpha,0}).$$

Here the conjugate variables to the fluxes are the charges $q = \partial L / \partial \phi$. To simplify the analysis, we make a first rescaling of the variables $p = (q_A, p_{\alpha,0}) = (q_A, [C_A^{-1} C_\alpha^{-1} q_{\alpha,0}]^T)$, with its corresponding change in fluxes $\psi = (\Phi_{\alpha,0}, \psi_{\alpha})^T = (\Phi_{\alpha,0}, [C_0^{-1/2} C_{\alpha,0}^{-1/2} q_{\alpha,0}]^T)^T$ such that the Hamiltonian transforms into

$$H_1 = \frac{1}{2} p^T C_A^{-1} p + \frac{1}{2} \psi^T L_{\alpha,0}^{-1} \psi + V(\psi_{\alpha,0}),$$

Figure F1. 2nd-Foster form admittance coupled to anharmonic variable. One port admittance $Y(s)$ modelled by parallel $L_\alpha, C_\alpha$ oscillators is coupled to a flux variable non-anharmonic potential shunted by a capacitance. With the choice of flux variables in the inductors, we derive a Hamiltonian with capacitive coupling.
with
\[
C^{-1}_i = \begin{pmatrix}
C_A^{-1} & C_A^{-1} e_i^T \\
C_A^{-1} e_i & M_0^{-1}
\end{pmatrix},
\]
where the coupling vector \( e_i = C_0^{-1/2} C_i^{1/2} 1_s \) and \( M_0^{-1} = C_0^{-1} 1_s + C_A^{-1} e_i e_i^T \). On the other hand, we have a nondiagonal inductance matrix
\[
L^{-1}_i = \begin{pmatrix}
0 & 0 \\
0 & (L_i^{II})^{-1}
\end{pmatrix},
\]
with the submatrix \((L_i^{II})^{-1} = C_0 C_A^{-1/2} L_0^{-1/2} C_0^{-1/2}\). We can diagonalize together the capacitance \( M_0^{-1} \) and inductance \((L_i^{II})^{-1}\) submatrices with a rescaling and unitary transformation of the charges \( \rho = (q_A, \rho_A^T)^T = (q_A, [M_0^{1/2} U M_0^{-1/2} p_i^T] ) ^T \) and their conjugate fluxes \( \chi = (\Phi_A, \chi_A^T)^T \), where \( M_0 \) is a finite constant with units of capacitance,

\[
H_{II} = \frac{1}{2} \rho^T C_{II}^{-1} \rho + \frac{1}{2} \chi^T L_{II}^{-1} \chi + V(\Phi_A),
\]
with the final capacitance and
\[
C_{II}^{-1} = \begin{pmatrix}
C_A^{-1} & C_A^{-1} f_A^T \\
C_A^{-1} f_A & M_0^{-1} 1_s
\end{pmatrix},
\]
where the coupling vectors are \( f_A = M_0^{-1/2} M_0^{1/2} U^T e_i \), and the diagonal inductance submatrix is \((L_i^{II})^{-1} = C_0^{-1} U^T M_0^{1/2} (L_i^{ii})^{-1} M_0^{-1/2} U\). We can rewrite the Hamiltonian as

\[
H = \frac{q_A^2}{2 C_A} + V(\Phi_A) + \frac{1}{C_A} q_A \sum \rho_A \rho_A + \sum \frac{1}{2} \left( \frac{\rho_A^2}{M_0} + M_0 \Omega_\alpha^2 \chi_\alpha^2 \right),
\]
where we have defined the frequencies \( \Omega_\alpha = 1/\sqrt{M_0 L_i^{II}} \). Analogously to the analysis of the 1st-Foster form, the coupling vector to the variables describing the admittance has finite norm even when the number of harmonic variables tends to infinity, i.e.

\[
\lim_{|\epsilon|,|\rho| \to \infty} |f_A|^2 = \lim_{|\epsilon|,|\rho| \to \infty} M_0^{-1} \epsilon_i^T M_0 \epsilon_i = C_A / M_0.
\]

### Appendix G. Lossless transmission line impedance

A 2-port lossless transmission resonator can be characterised by its inductance \( l \) and capacitance \( c \) per unit length, and its total length \( L \). Its impedance matrix

\[
Z(s) = Z_0 \begin{pmatrix}
\coth(s \sqrt{l/c}) & \csch(s \sqrt{l/c}) \\
\csch(s \sqrt{l/c}) & \coth(s \sqrt{l/c})
\end{pmatrix},
\]
is lossless and positive real (LPR) \[38\] in Laplace space. This is a generalisation of the Foster reactance-function synthesis for the one-port circuit, and a simplified version of the Brune multiport impedance expansion used by Solgun and DiVincenzo \[20\]. We can fraction-expand the formulae of the hyperbolic functions

\[
\frac{\coth(s)}{s} = \frac{1}{s} + \sum_{k=1}^\infty \frac{2s}{s^2 + k^2 \pi^2},
\]
\[
\frac{\csch(s)}{s} = \frac{1}{s} + \sum_{k=1}^\infty \frac{2s(-1)^k}{s^2 + k^2 \pi^2},
\]
and find the decomposition of the impedance

\[
Z(s) = s^{-1} A_0 + \sum_{k} \frac{s A_k}{s^2 + \Omega_k^2},
\]
where we have defined the matrices

\[
s^{-1} A_0 = \frac{1}{cl} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},
\]
\[(G.1)\]
\[ A_k = \frac{2}{cl} \begin{pmatrix} 1 & (-1)^k \\ (-1)^k & 1 \end{pmatrix}, \]  

\text{(G.2)}

and the frequencies \( \Omega_k^2 = \frac{k^2 \pi^2}{cl^2} \). Such an expansion is a consequence of \( Z = -Z^t \) and the PR property. Following section (7) in [38], it is easy to synthesise a lumped-element circuit that has this impedance to the desired level of accuracy. The matrix \( (G.1) \), which corresponds to the pole at \( s = 0 \), can be decomposed into

\[ s^{-1} A_0 = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \]

\text{(G.3)}

while the matrices \( (G.2) \) with poles at the frequencies \( \Omega_k \) can be expanded in

\[ \frac{s A_k}{s^2 + \Omega_k^2} = \left( \begin{pmatrix} 1 \\ -1 \end{pmatrix} \right) \begin{pmatrix} 2s/CL \\ s^2 + \Omega_k^2 \end{pmatrix} \left( \begin{pmatrix} 1 \\ -1 \end{pmatrix} \right), \]

\text{(G.4)}

The first term in \( (G.3) \) is implemented with a Belevich transformer [46] of turn ratios \( T_0 = [11] \) and a capacitor of capacitance \( C_0 = cl \). Each term in \( (G.4) \) is synthesised via transformers \( T_k = [1, (-1)^k] \) and a capacitor of capacitance \( C_k = cl/2 \) shunted by an inductor of inductance \( L_k = 2IL/k^2\pi^2 \). Connecting all the stages we finally arrive to the circuit equivalent sketched in figure 11.
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