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Abstract—The conventionally independent power, water, and heating networks are becoming more tightly connected, which motivates their joint optimal energy scheduling to improve the overall efficiency of an integrated energy system. However, such a joint optimization is known as a challenging problem with complex network constraints and couplings of electric, hydraulic, and thermal models that are nonlinear and nonconvex. We formulate an optimal power-water-heat flow (OPWHF) problem and develop a computationally efficient heuristic to solve it. The proposed heuristic decomposes OPWHF into subproblems, which are iteratively solved via convex relaxation and convex-concave procedure. Simulation results validate that the proposed framework can improve operational flexibility and social welfare of the integrated system, wherein the water and heating networks respond as virtual energy storage to time-varying energy prices and solar photovoltaic generation. Moreover, we perform sensitivity analysis to compare two modes of heating network control: by flow rate and by temperature. Our results reveal that the latter is more effective for heating networks with a wider space of pipeline parameters.
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NOMENCLATURE

Superscripts

CHP Combined heat and power generators
gen Generation nodes
load Load nodes
R,S Return, Supply
r Renewable energy sources

Parameters

α Configuration of CHP operation
Δt Duration of a time slot
η Pump efficiency
ρ Mass density of water
ξ Heat transfer coefficient
A, B, C Parameters of pumps
c Specific heat capacity of water
d Water demand
F Friction parameter

g Gravity constant
r, x, z Line resistance, reactance and impedance
S Cross-sectional areas of tanks

Variables

τ Water temperature
H Heating power
h Hydraulic head
P, Q Active and reactive power flows on lines
p, q (with a node index subscript, e.g., i, j, k) Nodal active and reactive power injections
q (with a line index subscript ij) Water flow rate
v, ℓ squared nodal voltage and line current magnitudes

I. INTRODUCTION

Electricity, municipal water, fuels, and heat are conventionally transmitted in separate networks. To better utilize the flexibility of individual energy carriers to improve their efficiency and reduce emissions, different energy networks are more tightly integrated to form multi-energy systems, or integrated energy systems (IESs). Literature verified improvement in operational flexibility and economic benefits achieved by the joint energy scheduling of power-heat networks [1], [2], power-water networks [3], [4], and power-gas networks [5], [6]. Such additional flexibility mainly comes from the gravitational potential energy stored in tanks [3] and the thermal inertia of heating demand [7], [8] and heating pipes [2], [9], which serve as energy storage to an IES.

Compared to power networks, the water, fuel, and heating networks typically have slower dynamics that cannot be ignored even in hourly dispatch, including the hydraulic dynamics [10], temperature propagation [11], and pressure losses [12]. To reduce computational burden, those dynamics can be approximated in discrete time as difference-algebraic equations, which contain bilinear or quadratic terms and are thus nonlinear and nonconvex. Convex relaxation [12] and piecewise linearization [13] are commonly exploited to approximately solve those equations.

Specifically, in heating networks, two categories of assumptions have been made to simplify the bilinear model. The first assumes fixed water flow rates and controls water supply temperature to meet heating demand [14]. This mode is widely adopted in China, Russia, some Nordic countries, etc. Based on the fixed-flow assumption, references [1], [15]–[17] reformulated optimal heat flow as linear or second-order cone (SOC) programs. The second category of assumptions simplifies the temperature propagation process in heating pipes. References [18], [19] assumed the temperature
at junctions of pipes to be fixed. In [20], the temperature of the maximal inlet water flow at a junction was used to approximate the temperature of all the outlet water flows. Recent work [21] exploited convex-concave method [22] to reduce SOC relaxation error for joint power-gas-heat optimization. In water networks, to deal with bilinear terms of hydraulic heads and flow rates, reference [23] utilized exact SOC relaxation and [3] took a successive convex inner approximation approach.

Besides the physical model of an IES, its ownership is also a fundamental factor to consider. There are generally two types of ownerships for IESs. In the first type, different energy carriers are managed by different companies who have their own benefits and may collaborate and/or compete on an integrated energy market [24], [25]. Reference [26] proposed a bi-level bidding retail market encompassing electricity, heat, and natural gas. Reference [27] proposed a region-user market mechanism for peer-to-peer transactions of integrated energy services. Another type of IES is a multi-energy microgrid, e.g., in a factory [28], an agriculture farm [29], a residential community [30], or a seaport [31]. Such an IES is usually operated by a single entity that optimizes the overall benefit of the included sectors (electricity, water, heating, etc.). There is still information privacy issue between different sectors when they are coordinated by the IES operator, which motivates the distributed solution process proposed in Section IV-B. Furthermore, the overall benefit of such an IES needs to be appropriately allocated between multiple sectors to provide incentives for joint operation, which is a topic worth further study beyond this paper. This paper considers the second type of IES containing three sectors coordinated by one operator: electric power, water, and heat.

Supplement to the literature above, this paper makes the following contributions:

1) To fully explore the potential of joint operations of multiple energy carriers, we propose a framework to co-optimize power, water, and heat flows subject to a relatively comprehensive set of network constraints. This is an advancement compared to prior studies [1]–[4], [32] that each considered two kinds of energy flows and those ignoring network topology, e.g., [33].

2) Different from the centralized solution methods, e.g., that in [21], we decompose the optimal power-water-heat flow problem into subproblems that each require less computational effort and less information disclosed to a central operator. We apply a heuristic algorithm based on convex SOC relaxation and convex-concave procedure to iteratively and approximately solve the subproblems.

3) Through numerical simulations, we not only validate convergence and efficiency of the proposed framework, but also investigate the mechanism underlying the economic improvement made by the joint optimization. We also test the influences of uncertainties in solar generation and power, water, and heating demands on the performance of the proposed framework, and identify appropriate application scenarios of two different modes to control heating networks, i.e., by temperature and by flow rate.

The rest of this paper is organized as follows. Section II introduces a mathematical model of the integrated power, water, and heating network. Based on that model, Section III formulates the optimal power-water-heat flow problem. To solve this problem, a heuristic method based on decomposed iterative convex approximation is presented in Section IV. Section V shows our simulation results to verify efficacy of the proposed framework, and Section VI concludes the paper.

II. System Modeling

Consider an integrated energy system comprising a power distribution network, a municipal water network, and a district heating network, as shown in Figure 1. The power and water networks are connected by the electric pump at node E22 of the power network and node WP of the water network. The pump consumes electricity to elevate the hydraulic head and maintain the water flow. The relationship between the water flow rate, hydraulic head elevation, and electric power consumption of a pump is modeled later in (16). The power and heating networks are coupled by the combined heat and power generator (CHP) at node E21 of the power network and node H1 of the heating network. The CHP produces electricity and heat simultaneously as modeled later in Section III-B.

Consider operating time horizon \( T := \{1, 2, \ldots, T\} \). A common example is \(|T| = 24\) with each \( t \in T \) representing an hour [2], [34], [35]. Our main assumptions are:

1) We adopt the quasi-steady-state model of the heating network, which is suitable for hourly dispatch [36].
2) We simplify the water flow model by ignoring turbulence and laminar flows [3].
3) The feasible operating region of a CHP is modeled as a convex polyhedron [34].

We elaborate our model by parts in Sections II-A to II-C. For convenience to look up, we list all the operational constraints in these sections in Table I.

### A. Power distribution network model

For simplicity, we use a single-phase equivalent model for a balanced power network [37], while our framework can be

| Categories          | Constraints        | Equations |
|---------------------|--------------------|-----------|
| Power network       | Power equations    | Eqn. (1-4) |
|                     | Voltage limits     | Eqn. (5)  |
|                     | Power injections   | Eqn. (6-8) |
| Water network       | Flow rate limits   | Eqn. (9)  |
|                     | Flow continuity    | Eqn. (10-11) |
|                     | Tanks              | Eqn. (12-13) |
| Heating network     | CHPs               | Eqn. (14-15) |
|                     | Heating loads      | Eqn. (16-17) |
|                     | Temperature continuity | Eqn. (18-19) |
|                     | Hydraulic head loss| Eqn. (20-21) |
|                     | Flow rate limits   | Eqn. (22-23) |
|                     | Temperature propagation | Eqn. (24-25) |
|                     | Temperature of mixed flow | Eqn. (26-27) |
|                     | Flow continuity    | Eqn. (28-29) |
extended to unbalanced-multiphase models\cite{38}. The power network is modeled as a directed graph ($\mathcal{N}^p, \mathcal{E}^p$) with a tree topology. Let $V^t_i$ denote the complex voltage and let $s^t_i := \rho^t_i + jq^t_i$ denote the complex power injection at node $i \in \mathcal{N}^p$ at time $t \in \mathcal{T}$. A node indexed by $E0 \in \mathcal{N}^T$ is the slack bus that represents the subsystem and has a constant voltage $V^t_0 \equiv |V_0|$ for all $t \in \mathcal{T}$. Define $\mathcal{N}^{p,+} := \mathcal{N}^p \setminus \{E0\}$. Let $\mathcal{N}^{p,\text{DER}}$, $\mathcal{N}^{p,\text{CHP}}$, and $\mathcal{N}^{p,\text{CHP}}$ denote the subsets of $\mathcal{N}^{p,+}$ that connect to controllable distributed energy resources (DERs, e.g., solar photovoltaic arrays that can perform power curtailment) in the power network, pumps in the water network, and CHPs in the heating network, respectively; these subsets may overlap.

1) Power flow: We adopt the branch flow model\cite{37}:

\[
\begin{align*}
\sum_{k:i \in \mathcal{E}^p} (P_{ki}^t - r_{ki}t_{ki}^t) + p_i^t &= \sum_{j:i \in \mathcal{E}^p} P_{ij}^t, \\
\sum_{k:i \in \mathcal{E}^p} (Q_{ki}^t - x_{ki}t_{ki}^t) + q_i^t &= \sum_{j:i \in \mathcal{E}^p} Q_{ij}^t,
\end{align*}
\tag{1}
\]

\[
\forall i \in \mathcal{N}^p, \ t \in \mathcal{T}
\]

\[
v_i^t - v_j^t = 2 (r_{ij}t_{ij}^t + x_{ij}Q_{ij}^t) - |z_{ij}|^2 t_{ij}^t, \\
v_{ij}^t := (P_{ij}^t)^2 + (Q_{ij}^t)^2, \quad \forall ij \in \mathcal{E}^p, \ t \in \mathcal{T}
\tag{2}
\]

where, for every line $ij \in \mathcal{E}^p$, let $z_{ij} := r_{ij} + jx_{ij}$ denote its constant series impedance, and $S_{ij}^t := P_{ij}^t + jQ_{ij}^t$ is the complex power sent by node $i$ onto line $ij$ at time $t$. Define $v_{i}^t := |V_i^t|^2$ and $t_{ij}^t := |I_{ij}^t|^2$.

2) Voltage limits: Nodal voltages are constrained as:

\[
v_i^t \leq v_i^t \leq \bar{v}_i, \quad \forall i \in \mathcal{N}^{p,+}, \ t \in \mathcal{T}.
\tag{5}
\]

3) Power injections: Let $p_i^{t,\text{load}}$ and $q_i^{t,\text{load}}$ be the given active and reactive load power at node $i \in \mathcal{N}^{p,+}$ at time $t$. Without loss of generality, we assume that only one controllable DER is connected to each node $i \in \mathcal{N}^{p,\text{DER}} \subseteq \mathcal{N}^{p,+}$, whose active and reactive power injections at time $t$ are $p_i^{t}$ and $q_i^{t}$, respectively. The DER operations satisfy:

\[
(p_i^{t}, q_i^{t}) \in R_1^t \subseteq \mathbb{R}^2, \quad \forall i \in \mathcal{N}^{p,\text{DER}}, \ t \in \mathcal{T}
\tag{6}
\]

We assume there is one water pump, whose active power consumption at time $t$ is $p_i^{t,h-pump}$, supplied by each node $i \in \mathcal{N}^{p,\text{CHP}} \subseteq \mathcal{N}^{p,+}$, e.g., node E22 in Figure\[a\]. We assume there is one CHPP at each node $i \in \mathcal{N}^{p,\text{CHP}} \subseteq \mathcal{N}^{p,+}$, e.g., node E21 in Figure\[a\] whose active and reactive power generations at time $t$ are $p_i^{t,\text{gen}}$ and $q_i^{t,\text{gen}}$, respectively. A water pump is installed at every CHP, whose active power consumption at time $t$ is $p_i^{t,h-pump}$. The models of $p_i^{t,\text{w-pump}}, p_i^{t,\text{gen}}, q_i^{t,\text{gen}}$, and $p_i^{t,h-pump}$ will be elaborated in Sections\[b\] and \[c\].

For convenience, we define dummy variables $p_i^{t,\text{w-pump}} = p_i^{t,\text{gen}} = p_i^{t,h-pump} = 0$ for $i \in \mathcal{N}^{p,+} \setminus \mathcal{N}^{p,\text{CHP}}$; and $p_i^{t,\text{w-pump}} = 0 \forall i \in \mathcal{N}^{p,+} \setminus \mathcal{N}^{p,\text{CHP}}$. Then net active and reactive power injections at every power network (except the slack bus) can be written as:

\[
p_i^t := p_i^{t,r} + p_i^{t,\text{gen}} - p_i^{t,\text{load}} - p_i^{t,\text{w-pump}} - p_i^{t,h-pump}, \\
q_i^t := q_i^{t,r} + q_i^{t,\text{gen}} - q_i^{t,\text{load}}, \quad \forall i \in \mathcal{N}^{p,+}, \ t \in \mathcal{T}.
\tag{7}
\]

B. Municipal water network model

We follow\cite{3},\cite{23} to model the water network as a directed graph ($\mathcal{N}^w, \mathcal{E}^w$), where $\mathcal{N}^w$ is the set of nodes and $\mathcal{E}^w$ is the set of pipes. The nodes are categorized into disjoint subsets $\mathcal{N}^{w,j}$ of junctions, $\mathcal{N}^{w,t}$ of tanks, and $\mathcal{N}^{w,r}$ of reservoirs. The pipes are categorized into disjoint subsets $\mathcal{E}^{w;p}$ of pipes each having a variable-speed pump, $\mathcal{E}^{w;p}$ of pipes each having a pressure-reducing valve, and $\mathcal{E}^{w;p}$ of other pipes. In Figure\[a\] $\mathcal{N}^{w,j} = \{W2, W4, W5\}$, $\mathcal{N}^{w,t} = \{W3, W3'\}$, and $\mathcal{N}^{w,r} = \{W1\}$; $\mathcal{E}^{w;p} = \{W2W3\}$ (meaning the pipe connecting W2 and W3), $\mathcal{E}^{w,v} = \{W1W2\}$, and $\mathcal{E}^{w;f} = \{W3W4, W4W5\}$. Note that the tank is modeled as two nodes W3 and W3’ to characterize the hydraulic head difference between its inlet and outlet. This difference will be further explained immediately. Let $q_{ij}$ denote the water flow rate in pipe $ij \in \mathcal{E}^w$ at time $t$\[a\]. Assume that water flow is unidirectional in every pipe:

\[
q_{ij}^t \geq 0, \quad \forall ij \in \mathcal{E}^w, \ t \in \mathcal{T}.
\tag{9}
\]

1We occasionally abuse notations, e.g., $q$ for flow rates and reactive power, $z$ for reactance and OPWHF variables, $\bar{z}$ for impedance and auxiliary variables, to respect conventions, hopefully without causing confusion.
1) Junctions: Water flow at every junction must satisfy the continuity condition as well as the given water demand \( d_i^t \):\[ \sum_{k : i \in E^W} q_{ki} = d_i^t + \sum_{j : j \in E^W} q_{ij}, \quad \forall i \in N^{\text{WJ}}, \ t \in T. \] (10) The hydraulic head \( h_i^t := h_i^\text{pre} + h_i^\text{ele} \) at junction \( i \) at time \( t \) is composed of the pressure head \( h_i^\text{pre} \), which is a control variable, and the elevation head \( h_i^\text{ele} \), which is a given constant. We therefore treat \( h_i^t \) as a variable that must satisfy: \[ h_i^t \geq h_i, \quad \forall i \in N^{\text{WJ}}, \ t \in T \] (11) where constant \( h_i \) is the summation of the elevation head and the minimum pressure head due to engineering considerations.

2) Tanks: Considering the fact that the hydraulic heads at the inlet and outlet of a tank are different, we split the set \( N^{\text{WT}} \) of tank nodes into two subsets \( N^{\text{WT,in}} \) and \( N^{\text{WT,out}} \) with the same cardinality. Each tank is modeled as two nodes, i.e., an inlet node \( i \in N^{\text{WT,in}} \) and a corresponding outlet node \( i' = \text{out}(i) \in N^{\text{WT,out}} \). There is no pipe between nodes \( i \) and \( i' \). The outlet head changes over time as: \[ h_i^t = h_{i'}^{t-1} + \frac{\Delta t}{S_i} \left( \sum_{k : i \in E^W} q_{ki}^t - \sum_{j' : j' \in E^W} q_{i'j'}^t \right), \quad \forall i \in N^{\text{WT,in}}, \ i' = \text{out}(i), \ t \in T \] (12) where constant \( \Delta t \) is the duration of each time slot and \( S_i \) is the cross-sectional area of tank \( i \). The initial head \( h_i^0 \) is also given as a constant. The outlet head is bounded from below by a constant and cannot exceed the inlet head: \[ h_{i'}^t \leq h_i^t \leq h_i, \quad \forall i \in N^{\text{WT,in}}, \ i' = \text{out}(i), \ t \in T. \] (13)

3) Reservoirs: We model reservoirs as infinite sources of water with constant hydraulic heads: \[ h_i^t \equiv h_i, \quad \forall i \in N^{\text{WR}}, \ t \in T. \] (14)

4) Variable-speed pumps: Pumps consume electric power to elevate hydraulic head along the pipes: \[ 0 \leq h_j^t - h_i^t \leq -A_{ij} \left( q_{ij}^t \right)^2 + B_{ij}q_{ij}^t + C_{ij}, \quad \forall i, j \in E^W, \ t \in T \] (15) \[ p_{\text{wp}(ij)}^t = \frac{\rho g}{\eta_{ij}} (h_j^t - h_i^t)q_{ij}^t, \quad \forall i,j \in E^{\text{WP}}, t \in T \] (16) where \( A_{ij}, B_{ij}, C_{ij} \) are positive constants; \( wp(ij) \in N^{\text{Pump}} \) maps pipe \( ij \) (e.g., W2W3) to the power network node (e.g., E22) that supplies electricity to the pump on pipe \( ij \); and \( p_{\text{wp}(ij)}^t \) is the power consumption of that pump at time \( t \), which depends on constant pump efficiency \( \eta_{ij} \), water density \( \rho \), and gravity coefficient \( g \). The power and water networks are thus coupled through \( \eta_{ij} \) and \( g \).

5) Pressure-reducing valves: The hydraulic head drops by a controllable amount along a pipe with a valve: \[ h_j^t - h_i^t = F_{ij} \left( q_{ij}^t \right)^2, \quad \forall i,j \in E^{\text{WV}}, t \in T. \] (17)

6) Other pipes: Hydraulic heads and flow rates along other pipes satisfy the Darcy-Weisbach equation: \[ h_i^t - h_j^t = F_{ij} \left( q_{ij}^t \right)^2, \quad \forall i,j \in E^{\text{WF}}, t \in T \] (18) where \( F_{ij} > 0 \) is the constant friction factor of pipe \( ij \).

C. District heating network model

We set up a model by consolidating those from \([1], [2], [34], [35], [39]\). The heating network is represented by a directed graph \( (N^{\text{H}}, E^H) \), where \( N^{\text{H}} \) is the set of nodes and \( E^H \) is the set of pipes. Each node has a supply side and a return side. For instance, in Figure 1 the supply side and return side of node H1 are denoted by S1 and R1, respectively. The node set \( N^{\text{H}} \) is categorized into disjoint subsets \( N^{\text{HLG}} \) of CHPs, \( N^{\text{HLL}} \) of heating loads, and \( N^{\text{HLJ}} \) of junctions. The pipe set \( E^H \) is categorized into disjoint subsets \( E^{\text{HS}} \) of supply pipes and \( E^{\text{HR}} \) of return pipes. A pump is installed in every CHP. Water is heated at CHPs and pumped to heating loads through supply pipes. After transferring heat to loads, water flows back to CHPs through return pipes and enters the next cycle.

1) CHPs: A convex polyhedron model is utilized to characterize CHP electricity and heat generation. The CHP efficiency is not explicitly modeled but is reflected in its operational cost, i.e., the second term \( C_{\text{CHP},i} \), in the objective function \( C_{\text{total}} \) at the beginning of Section III, which is a convex combination of the costs under extreme operational conditions of the CHP. This model and its parameters are adopted from \([34]):\[ p_{i,k}^t = \sum_{k \in K_{i,k}} \alpha_{i,k}^t, \quad \forall i \in N^{\text{HLG}}, t \in T \] (19) \[ q_{i,k}^t = \sum_{k \in K_{i,k}} \alpha_{i,k}^t \tau_{i,k}^t, \quad \forall i \in N^{\text{HLG}}, t \in T \] (20) \[ H_{i,k}^t = \sum_{k \in K_{i,k}} \alpha_{i,k}^t H_{i,k}, \quad \forall i \in N^{\text{HLG}}, t \in T \] (21) where \( K_{i,k} := \{1, 2, \ldots, |K_{i,k}|\} \) is the index set for constant extreme points \( (p_{i,k}, q_{i,k}, H_{i,k}) \); active and reactive power generations \( (p_{i,k}^t, q_{i,k}^t) \) couple the power and heating networks through \( \mathcal{E} \), \( \mathcal{E}_1 \), \( \mathcal{E}_2 \), \( \mathcal{E}_3 \); and \( H_{i,k}^t \) is the thermal power generated by CHP \( i \) at time \( t \). Decision variables \( \alpha_{i,k}^t \) satisfy: \[ \sum_{k \in K_{i,k}} \alpha_{i,k}^t = 1, \quad \forall i \in N^{\text{HLG}}, t \in T \] (22) \[ 0 \leq \alpha_{i,k}^t \leq 1, \quad \forall i \in N^{\text{HLG}}, t \in T, \ k \in K_{i,k} \] (23) The heat generated by CHPs is used to heat the water: \[ H_{i,k}^t = c \cdot q_{i,k}^{\text{RS}} (\tau_{i,k}^t - \tau_i^t), \quad \forall i \in N^{\text{HLG}}, t \in T \] (24) where constant \( c \) is the product of specific heat capacity and density of water; \( \tau_{i,k}^t \) and \( \tau_i^t \) are supply and return temperatures, respectively; \( q_{i,k}^{\text{RS}} \) is the water flow rate from the return side to the supply side of CHP \( i \) at time \( t \). The supply temperature is bounded as: \[ \tau_i^S \leq \tau_{i,k}^t \leq \tau_i^S, \quad \forall i \in N^{\text{HLG}}, t \in T \] (25) We assume that water flow is unidirectional in every CHP: \[ q_{i,k}^{\text{RS}} \geq 0, \quad \forall i \in N^{\text{HLG}}, t \in T \] (26) The pump in every CHP consumes electricity to elevate hydraulic head from the return side to the supply side: \[ 0 \leq h_i^t - h_i^{t,R} \leq A_i \left( q_{i,k}^{\text{RS}} \right)^2 + B_i q_{i,k}^{\text{RS}} + C_i \] (27) \[ p_{\text{hp}(i)}^t = \frac{\rho g}{\eta_i} (h_i^t - h_i^{t,R}) q_{i,k}^{\text{RS}}, \quad \forall i \in N^{\text{HLG}}, t \in T \] (28)
where $A_i$, $B_i$, $C_i$ are positive constants; $h(p,i) \in \mathcal{P}_{CHP}$ maps CHP node $i$ (e.g., H1) to the power network node (e.g., E21) that supplies electricity to the pump in that CHP; $h_i^{t, S}$ and $h_i^{t, R}$ are hydraulic heads at the supply and return sides, respectively. Active power consumption $\phi_{p,h}(i)$ of the pump couples the power and heating networks through \([7], [23]\).  

2) Heating loads: Water temperature drops at loads:

$$H_i^{t,load} = c \cdot q_i^{t, RS}(\tau_i^{t, R} - \tau_i^{t, S}), \ \forall i \in \mathcal{N}^{HLL}, \ t \in \mathcal{T} \quad (29)$$

so that a given thermal power $H_i^{t,load} \geq 0$ is delivered to load $i$ at time $t$. Water temperatures at the supply side and return side of a load node $i \in \mathcal{N}^{HIL}$ at time $t$ are denoted by $\tau_i^{t, S}$ and $\tau_i^{t, R}$, respectively. The return temperature is bounded:

$$\tau_i^{t, R} \leq \tau_i^{t, R} \leq \tau_i^{t, S}, \ \forall i \in \mathcal{N}^{HIL}, \ t \in \mathcal{T}. \quad (30)$$

Water flow in a heating load is unidirectional from the supply side to the return side, which, represented in $q_i^{t, RS}$, satisfies:

$$q_i^{t, RS} \leq 0, \ \forall i \in \mathcal{N}^{HIL}, \ t \in \mathcal{T}. \quad (31)$$

Moreover, the hydraulic head at a heating load is required to drop by a minimum amount to sustain the flow:

$$h_i^{t, S} - h_i^{t, R} \geq \Delta h_{SR}^{t}, \ \forall i \in \mathcal{N}^{HIL}, \ t \in \mathcal{T}. \quad (32)$$

3) Junctions: A junction neither generates nor consumes heat, so its supply and return temperatures are the same:

$$\tau_i^{t, S} = \tau_i^{t, R}, \ \forall i \in \mathcal{N}^{HIL}, \ t \in \mathcal{T}. \quad (33)$$

The change of hydraulic head at a junction is also negligible:

$$h_i^{t, S} = h_i^{t, R}, \ \forall i \in \mathcal{N}^{HIL}, t \in \mathcal{T}. \quad (34)$$

4) Pipes: For every supply pipe $ij \in \mathcal{E}^{HLS}$ with water flow direction $i \to j$, there is also a return pipe $ji \in \mathcal{E}^{HR}$ with water flow direction $j \to i$. We assume there is no pump on any pipe, and hence the hydraulic heads and flow rates through the pipes are related by Darcy-Weisbach equations:

$$h_i^{t, S} - h_j^{t, S} = F_i^{S}(q_i^{t, S})^2, \ \forall ij \in \mathcal{E}^{HLS}, t \in \mathcal{T} \quad (35)$$

$$h_i^{t, R} - h_j^{t, R} = F_i^{R}(q_i^{t, R})^2, \ \forall ij \in \mathcal{E}^{HR}, t \in \mathcal{T} \quad (36)$$

where $h_i^{t, S}$ and $h_j^{t, S}$ ($h_i^{t, R}$ and $h_j^{t, R}$) are hydraulic heads at the sending and receiving nodes of supply (return) pipe $ij$ ($ji$), respectively; $q_i^{t, S}$ ($q_i^{t, R}$) is the flow rate in supply (return) pipe $ij$ ($ji$) at time $t$; and $F_i^{S}$ ($F_i^{R}$) is the constant friction factor of supply (return) pipe $ij$ ($ji$). Pipe flow is unidirectional:

$$q_i^{t, S} \geq 0, \ \forall ij \in \mathcal{E}^{HLS}, t \in \mathcal{T} \quad (37)$$

$$q_i^{t, R} \geq 0, \ \forall ji \in \mathcal{E}^{HR}, t \in \mathcal{T}. \quad (38)$$

Assuming the timescale of thermal dynamics in the heating network is much faster than OPWHF, we consider the steady state of the temperature propagation model in \([35]\):

$$\tau_{ij}^{t, S, out} = (\tau_i^{t, S} - \tau_j^{t, S}) e^{-\frac{t - t'}{\tau_i^{t, S} - \tau_j^{t, S}}} + \tau_j^{t, S}, \ \forall ij \in \mathcal{E}^{HLS}, t \in \mathcal{T} \quad (39)$$

$$\tau_{ji}^{t, R, out} = (\tau_j^{t, R} - \tau_i^{t, R}) e^{-\frac{t - t'}{\tau_i^{t, S} - \tau_j^{t, S}}} + \tau_i^{t, R}, \ \forall ji \in \mathcal{E}^{HR}, t \in \mathcal{T} \quad (40)$$

where $\tau_0^{t}$ is the ambient temperature at time $t$ and $\xi_{ij}^{t} (\xi_{ji}^{t})$ is a constant parameter determined by the length and diameter of supply (return) pipe $ij$ ($ji$) as well as the constant heat transfer coefficient, density, and specific heat capacity of water \([35]\). Moreover, $\tau_{ij}^{t, S, out}$ ($\tau_{ji}^{t, R, out}$) is the temperature of water flowing out of supply (return) pipe $ij$ ($ji$). Water flowing out of different pipes into the same node is mixed, and its temperature as a result of energy conservation is:

$$\sum_{k:k_i \in \mathcal{E}^{HLS}} (q_{ki}^{t, S,S, out}) = \left( \sum_{k:k_i \in \mathcal{E}^{HLS}} q_{ki}^{t, S} \right) \tau_{ki}^{t, S} \quad (41)$$

$$\sum_{l:j_l \in \mathcal{E}^{HRS}} (q_{jl}^{t, R,R, out}) = \left( \sum_{l:j_l \in \mathcal{E}^{HRS}} q_{jl}^{t, R} \right) \tau_{jl}^{t, R}, \ \forall i \in \mathcal{N}^{H}, t \in \mathcal{T}. \quad (42)$$

Last, flow at every node must satisfy the continuity condition:

$$\sum_{k:k_i \in \mathcal{E}^{HLS}} q_{ki}^{t, S} = \sum_{l:j_i \in \mathcal{E}^{HRS}} q_{ji}^{t, R}, \ \forall i \in \mathcal{N}^{H}, t \in \mathcal{T} \quad (43)$$

$$\sum_{l:j_i \in \mathcal{E}^{HRS}} q_{ji}^{t, R} - \sum_{k:k_i \in \mathcal{E}^{HLS}} q_{ki}^{t, S} = \sum_{k:k_i \in \mathcal{E}^{HLS}} q_{ki}^{t, S}, \ \forall i \in \mathcal{N}^{H}, t \in \mathcal{T}. \quad (44)$$

III. Optimal Power-Water-Heat Flow Problem

We consider the following operational cost of the interconnected power-water-heating network:

$$C_0(t, \alpha, p_0) := \sum_{t \in \mathcal{T}} \left( \sum_{i \in \mathcal{N}^{DER}} C_{ij}^{t,H}(p_i^t) \right) + \sum_{i \in \mathcal{N}^{H}} \sum_{k \in \mathcal{K}_i} C_{ik}^{t,H} \alpha_{i,k}^{t} + \lambda_{power}^t p_0^{t,H} + \lambda_{water}^t q_{0,0}^{t} \quad (45)$$

where $p^t$, $\alpha^t$, $p_0$ denote the vectors collecting $p_i^t$, $\alpha_{i,k}^t$, $p_0^t$, respectively, over appropriate indices $i$, $k$, and $t$. Specifically:

- $C_{ij}^{t,H}$ is the operational cost of DER $i$ at time $t$, which is determined by the DER active power injection $p_i^t$. We assume $C_{ij}^{t,H}$ are convex functions for $i \in \mathcal{N}^{DER}, t \in \mathcal{T}$.
- The operational cost of CHP $i$ at time $t$ is modeled as the convex combination $\sum_{k \in \mathcal{K}_i} C_{ik}^{t,H} \alpha_{i,k}^{t}$ of the constant costs $C_{ik}^{t,H}$ at the extreme operating points \([1], [24]\).
- The total electricity consumption of the power, water, and heating networks, including that for the electric loads, power losses, and water pumps after utilizing the local power supply from CHPs, is supplied by the active power flow $p_0^t$ through the power substation $E_0$ at time $t$, so that given electricity price $\lambda_{power}^t$, the total electricity payment of the interconnected system is $\lambda_{power}^t p_0^{t,H}$ at time $t$. Let $q_{0,0}^t$ denote the total water supply from the reservoir into the water network, so that given water price $\lambda_{water}^t$, the payment for water is $\lambda_{water}^t q_{0,0}^{t}$ at time $t$. We group all the variables in Section III as follows:

- In power network $x_{power} := (p, q, P, \ell, v, p^*, q^*)$.
- In water network $x_{water} := (q, h)$.
- In heating network $x_{heat} := (\alpha_{H, T}^{gen} p^*, h^*, q^*, r^*, p^*, q^*, p^{out}, q^{out})$.
- Coupling variables $x_{couple} := (p^{gen}, q^{gen}, p^{water-pump}, p^{h-pump})$. 
With \( x := (x_{\text{power}}, x_{\text{water}}, x_{\text{heat}}, x_{\text{coup}}) \), we formulate an optimal power-water-heat flow (OPWHF) problem as:

\[
\text{OPWHF: } \min_x C_{\text{total}}(x) \quad \text{subject to } (1) - (44).
\]

### IV. Solution Method

We present a heuristic to solve the nonconvex OPWHF problem that involves complex couplings between electric, hydraulic, and thermal models above. The idea behind the proposed heuristic is sketched as follows.

First, OPWHF is approximated with convex relaxation and convex-concave procedure. The convex-concave procedure is iterative, with a new convex problem derived every iteration based on the optimal solution of the last iteration.

Second, a multi-energy integrated system may be operated in different sectors, each having its own private information. This motivates us to propose a distributed/decomposed solution process for the OPWHF problem. The distributed process can conveniently deal with the interdependencies and interactions between different sectors, while reducing the required amount of information they have to disclose to a central operator. Inspired by [40], we decompose the convex approximation of OPWHF into three sectors, namely power, water, and heat. Iteratively, each sector solves a smaller subproblem while the three sectors exchange information to reach consensus on coupling variables.

Third, in the traditional setting, decomposed subproblems are solved iteratively in every iteration of convex-concave procedure, i.e., convex-concave procedure is the outer loop and decomposition is the inner loop. To reduce information exchange burdens between operators, we swap decomposition to the outer loop and convex-concave procedure to the inner loop. Specifically, convex-concave procedure is carried out iteratively within each subproblem until convergence, at which time information is exchanged between subproblems. Therefore, unlike [40] where decomposition was performed directly on a convex problem, our modified decomposition is on a nonconvex problem (since it is applied in the outer loop before the problem is convexified), with separate iterative convex approximation to subproblems.

A possible risk of the proposed distributed process may be its slower convergence than a centralized method. We show in Section V-A that the proposed algorithm can converge within a reasonable time for OPWHF implementation. The rigorous proof of its convergence and optimality is a challenging task left for future work. We now elaborate our method.

#### A. Convex approximation

The following convex approximations are applied to various nonconvex constraints in OPWHF.

1) **Power flow:** The nonconvex quadratic equation (4) can be relaxed to a convex second-order cone (SOC) [37]:

\[
v_{ij}^t l_{ij}^t \geq (P_{ij}^t)^2 + (Q_{ij}^t)^2, \quad \forall ij \in \mathcal{E}^{\text{p}}, \quad t \in \mathcal{T}.
\]

2) **Darcy-Weisbach equations:** The nonconvex quadratic equations (18), (55), (56) can be relaxed to SOCs [23]:

\[
h_i^t - h_j^t = F_{ij}^t W_{ij}^t, \quad (q_i^t)^2 \leq W_{ij}^t (W_{ij}^t)^2 \leq \gamma_{ij}^t q_{ij}^t, \quad \forall ij \in \mathcal{E}^{WP} \cup \mathcal{E}^{HL} \cup \mathcal{E}^{LR}, \quad t \in \mathcal{T}
\]

where \( W_{ij}^t \) and \( \gamma_{ij}^t \) are auxiliary variables. We skip superscripts \( S \) and \( R \) in (46) for simplicity of notation.

3) **Bilinear terms:** Constraints (16), (24), (28), (29), (41), (42) are nonconvex because of the bilinear terms, i.e., the products of \( h, q \) or \( r, q \). Take (16) for example, which can be equivalently written as:

\[
P_{\text{wp-pump}}^{t}(ij) = \frac{\rho g}{\eta_{ij}} (z_{ij,j}^t - z_{ij,i}^t), \quad \forall ij \in \mathcal{E}^{WP}, \quad t \in \mathcal{T}
\]

where \( z_{ij,j}^t \) and \( z_{ij,i}^t \) are auxiliary variables making (47), which is linear constraint. The nonconvex constraint \( z_{ij,j}^t = h_j^t q_{ij}^t \) in (48) can be further transformed to:

\[
\frac{1}{2} (h_j^t + q_{ij}^t)^2 - \frac{1}{2} ((h_i^t)^2 + (q_i^t)^2) \leq z_{ij,j}^t
\]

\[
\frac{1}{2} (h_j^t)^2 + (q_{ij}^t)^2 - \frac{1}{2} (h_i^t + q_{ij}^t)^2 \leq -z_{ij,j}^t.
\]

For each of (49) and (50), the first term on the left-hand-side is a convex function and the second term (including the minus sign) is a concave function of \( (h_j^t, q_{ij}^t) \). Given a constant reference point \( (h_j^{t,i}, q_{ij}^{t,i}) \), we perform the convex-concave procedure [22] to linearize the concave components in (49) and (50) to obtain their convex approximates:

\[
\frac{1}{2} (h_j^{t,i} + q_{ij}^{t,i})^2 - \frac{1}{2} ((h_i^{t,i})^2 + (q_i^{t,i})^2) - h_j^{t,i} (h_j^{t,i} - h_i^{t,i}) - q_{ij}^{t,i} (q_{ij}^{t,i} - q_i^{t,i}) \leq z_{ij,j}^t
\]

\[
\frac{1}{2} (h_j^{t,i})^2 + (q_{ij}^{t,i})^2 - \frac{1}{2} (h_i^{t,i} + q_{ij}^{t,i})^2 - (h_j^{t,i} + q_{ij}^{t,i}) (h_j^{t,i} - h_i^{t,i} + q_{ij}^{t,i} - q_i^{t,i}) \leq -z_{ij,j}^t.
\]

The same approximation applies to \( z_{ij,i}^t = h_i^t q_{ij}^t \). The same procedure as (47), (48) can be implemented to obtain convex approximates of (24), (28), (29), (41), (42).

4) **Temperature propagation equations:** In [39], [40], variable flow rates \( q \) appear in the denominators of exponents. We consider these constraints in simplified notations:

\[
\tau y = \tau^\text{out} - \tau y_0, \quad qz = \gamma - \xi
\]

which can be equivalently written as:

\[
\ln(y) \geq z
\]

\[
\ln(y) \leq z
\]

where \( y \) and \( z \) are auxiliary variables to substitute \( e^{\frac{-\xi}{q}} \) and \( -\xi/q \), respectively. Bilinear constraints (52) can be treated with the same convex-concave procedure as (48), (52). Constraint (53) is convex while (55) is not. Around a given point \( y^0 \in (0, 1) \), we linearize \( \ln(y) \) to approximate (55) as:

\[
\ln(y^0) + \frac{1}{y^0} (y - y^0) \leq z.
\]
Algorithm 1: Decomposed algorithm to solve OPWHF.

**Initialize**
- outer iteration index $m = 0$. Find $x_{water}^* \mid 0$ and $x_{heat}^* \mid 0$ that are feasible for nonconvex OWF and OHF given $x_{couple}^*$.

**Repeat**

- **Step 0.** Reset inner iteration indices $n_w = 0$, $n_h = 0$. Reset reference points $\tilde{x}_{water}^0 = x_{water}^0$ and $\tilde{x}_{heat}^0 = x_{heat}^*$.

- **Step 1.** Repeat
  1. Solve OWF-C($x_{couple}^*, \tilde{x}_{water}^0$); denote the optimal solution as $\tilde{x}_{water}^0 \mid n_w + 1$; make $n_w \leftarrow n_w + 1$.
  2. Solve OHF-C($x_{couple}^*, \tilde{x}_{heat}^0$); denote the optimal solution as $\tilde{x}_{heat}^0 \mid n_h + 1$; make $n_h \leftarrow n_h + 1$.

*Until inner convergence criterion is met for Step 1.*

- **Step 2.** Make $m \leftarrow m + 1$. Update $\tilde{x}_{water}^0 = \tilde{x}_{water}^m$ and $\tilde{x}_{heat}^0 = \tilde{x}_{heat}^m$. Record optimal dual variables from the last iteration of Step 1 as $\mu^{*,m} := (\mu_{water}^*, \mu_{heat}^*)$. Also record:
  - $G^{*,m} := (G_{water}(\tilde{x}_{water}^{m-1}, \tilde{x}_{water}^m), G_{heat}(\tilde{x}_{heat}^{m-1}, \tilde{x}_{heat}^m))$.

- **Step 3.** Solve OPF-C($\mu^{*,m}, G^{*,m}$) to get ($x_{water}^m, x_{heat}^m$).

*Until outer convergence criterion is met.*

**Output** $x^* := (x_{power}^*, x_{water}^m, x_{heat}^m, x_{couple}^*)$.

There may be effective alternative methods to deal with the nonlinear, nonconvex constraints. One example is to piecewisely linearize the nonlinear functions using integer variables to obtain a mixed integer SOCP program. We choose the convex-concave procedure due to its following advantages:

1. It does not require additional integer variables.
2. It only linearizes the concave component of a nonconvex constraint, while retaining all the higher-order information in its convex component.
3. It provides a convex inner approximation to a nonconvex feasible set and hence guarantees feasibility of the obtained solution.

**B. Problem decomposition**

We decompose OPWHF and apply convex approximations above to obtain three convex subproblems: convex optimal power flow (OPF-C), convex optimal water flow (OWF-C), and convex optimal heat flow (OHF-C).

**OPF-C:** \[
\min_{x_{power}, x_{couple}} \sum_{t \in T} \left( \sum_{i \in N^{\text{DER}}} C_i \lambda_i^p (p_i^t)^2 \right) + \lambda_{\text{power}} P_{E0}^2 \\
+ (\mu^*)^T (G^* - D x_{couple})
\]

subject to \[
(1) - (6), (5), (6), (45)
\]

where constant matrix $D$ stacks ($D_{water}, D_{heat}$) and vectors $\mu^*$ and $G^*$ are received from solving appropriate OWF-C and OHF-C, which will be explained later. The OPF-C problem is thus parameterized as OPF-C($\mu^*, G^*$).

**OWF-C:** \[
\min_{x_{water}} \lambda_{\text{water}}^{\gamma_{0,0}}^{\gamma_{0,0}} \\
\text{subject to } (9) - (15), (17) \\
G_{water}(\tilde{x}_{water}^0, \tilde{x}_{water}^0) \leq D_{water} x_{couple}^* : \mu_{water}
\]

which, with a trivial objective, is a feasibility problem given $x_{couple}^*$ received from solving an appropriate OPF-C. Vector $\tilde{x}_{water}$ augments $x_{water}$ by auxiliary variables ($W, \gamma, z$) that were introduced to convexify \([16], [18]\). The convexified constraints \([46], [47], [51], [52]\) are represented compactly by the last inequality in OHF-C, where constant matrix $D_{water}$ extracts from $x_{couple}^*$ appropriate expressions of $P_{pump}^*$; function $G_{water}(\tilde{x}_{water}^0)$ is convex in $\tilde{x}_{water}$ and is parameterized by reference point $\tilde{x}_{water}^0$ for convex-concave procedure; $\mu_{water}$ is the associated vector of dual variables. The OHF-C problem can thus be denoted as OHF-C($x_{water}^*, \tilde{x}_{water}^0$).

**OHF-C:** \[
\min_{\tilde{x}_{water}} \sum_{i \in T} \sum_{k \in X_i} \sum_{k \in X_i} C_{i,k} a_{i,k}^T \\
\text{subject to } (21) - (23), (25) - (27), (30) - (34) \\
(37) - (38), (43), (44) \\
G_{heat}(\tilde{x}_{heat}^0, \tilde{x}_{heater}) \leq D_{heat} x_{couple}^* : \mu_{heat}
\]

where $x_{couple}^*$ is received from solving an appropriate OPF-C. Vector $\tilde{x}_{heat}$ augments $x_{heat}$ by auxiliary variables ($W, \gamma, z, y$) that were introduced to convexify \([24], [28], [29], [35], [36], [39], [42]\). The last inequality in OHF-C compactly represents convexified constraints such as \([46], [51], [52], [54], [56]\) and coupling constraints \([19], [20]\). In particular, constant matrix $D_{heat}$ extracts from $x_{couple}^*$ appropriate expressions of $G_{\text{gen}}^*, G_{\text{gen}}^*, P_{pump}, \mu_{pump}^*$; function $G_{heat}(\tilde{x}_{heat}^0)$ is convex in $\tilde{x}_{heat}$ and is parameterized by reference point $\tilde{x}_{heat}^0$ for convex-
concave procedure; $\mu_{\text{heat}}$ collects dual variables. The OHF-C problem can thus be denoted as OHF-C($x^*_{\text{couple}}, \tilde{z}_{\text{heat}}^\rho$).

Based on the decomposition above, we propose Algorithm 1 to solve OPWHF. A flowchart of Algorithm 1 is provided in Figure 2. What is done by Algorithm 1 is self-explanatory and the underlying idea was explained at the beginning of this section. We just add three remarks.

First, the convergence criterion in Algorithm 1 may be a maximum number of iterations or sufficiently small changes in decision variables and/or objective values. Second, to find an initial feasible point for Algorithm 1, we formulate a feasibility problem with nonnegative slack variables, and then minimize an increasing function of those slack variables to make them as close to zero as possible. The iterative feasible point pursuit algorithm in [3] can solve such a nonlinear feasibility problem. In our experiment, we solve it by calling the SCIP solver from OPTI (https://www.inverseproblem.co.nz/OPTI/index.php).

Third, the proposed method utilizes the convex-concave procedure, which only guarantees a feasible local optimum, as proved in reference [22]. Seeking and proving for the global optimum of OPWHF seems much harder and requires approaches such as exact convex relaxation.

V. NUMERICAL RESULTS

We simulate the system in Figure 1, which comprises a single-phase version of the IEEE 37-node power distribution network, a water network of 5 nodes, and a district heating network of 5 nodes. The parameters of the IEEE 37-node network are from [41]; the parameters of the water network, such as the pump efficiency ($\eta = 0.81$), the initial inlet head at the tank (5m), and the head at the reservoir (25m), are from [22]; the parameters of the district heating network are from [1], [2], [23], [34]. See our online data file for detail.

The water and heating demands for our simulation are shown in Figure 3. We adopt the electricity price profile (Figure 10(a), Case D) of the Midcontinent Independent System Operator on June 20, 2017; the same price was used in [3].

The water price used in the simulation is provided in Figure 4. In some of our test scenarios, we integrate a solar photovoltaic (PV) system at node E22 of the power network. Figure 5 displays the 5-minute generation data for a PV system in California, over 123 days from May to August 2006; the data set is provided by NREL [42], with PV capacity scaled down to fit the size of our system. For the scheduling problem concerned, we take hourly samples of the average of the 123 days (the average curve in Figure 5 is sampled as the “original” case in Figure 7) and treat the obtained profile as the maximum available PV power over a typical summer day.

A. Results of joint optimization

1) Convergence of the proposed algorithm: Figure 6 shows that the OPWHF objective value converges in seven iterations, which takes 573.4 seconds on a PC with Intel Quad-Core i7 CPU and 16GB RAM, using Gurobi 9.0 called from MATLAB CVX as the optimization solver.

2) Cost reduction by joint optimization: Table II compares costs between the separate and the proposed joint optimization schemes. The costs to three networks are all reduced by the joint optimization, due to the flexibility added by integrating multiple networks. As a remark, the cost to water network

![Fig. 3. Demands for water (upper) and heat (lower) in the simulation.](image)

![Fig. 4. Water price used in the simulation.](image)

![Fig. 5. The 5-minute power output of a PV system in California, over 123 summer days. Data source: NREL [42].](image)

![Fig. 6. Convergence of the OPWHF objective value.](image)
refers to the water plus electricity payment. The cost to heating network refers to the CHP generation cost plus the electricity payment for the CHP water pumps, minus the CHP electricity generation revenue. The cost to power network is offset by the electricity payment and revenue of the heating and water generation revenue. The cost to power network is offset by the electricity payment and revenue of the heating and water networks to avoid double counting.

3) **Improved PV utilization by joint optimization:** The utilized PV power outputs with and without water and heating network integration are plotted in Figure 7 and compared with the maximum available PV power. We observe a higher utilization of PV power through integrating water and heating networks, mainly due to the water pumps that use excessive PV power to pump water into the pipes and tanks as virtual storage. Otherwise, the excessive PV generation would just be curtailed and wasted.

Figure 8 shows voltage magnitudes versus time at different power network nodes with/without the integration of water and heating networks. We observe that this integration does not adversely affect reliability and security of the power network, in the sense that the voltage magnitudes are all maintained inside the safety region $[0.95, 1.1]$ per unit. Indeed, the voltage changes caused by integrating water and heating networks are not significant, due to the capability of power network to adjust DER power outputs for voltage regulation.

4) **Influence of uncertainties:** Different patterns of solar generation and demand in different seasons can lead to different levels of uncertainties in generation and load forecasts. In [43], the short-term solar forecast errors in four seasons are respectively 8.08%, 10.73%, 8.48%, 4.16%. We thus experiment with the standard deviation of PV power ranging in 0–10% of its expectation (i.e., the original case in Figure 7). The maximum standard deviation $\sigma = 10\%$ also fits the observation in Figure 5 that most of the actual PV outputs lie in the $\pm 2.5\sigma = \pm 25\%$ interval. In [44], the average forecast error for residential demand is 4.55%, and we accordingly set the standard deviations of power, water, and heat demands at 0–5% of their expectations (i.e., the original electric loads in the IEEE 37-node network and water and heating demands in Figure 5). The consequent deviations of the OPWHF objective value from its expectation are estimated using the three-point method and shown in Table III. It is observed that higher uncertainties measured by larger standard deviations can lead to a moderate increase of deviation in the optimal value.

B. **Characterizing added flexibility by joint optimization**

1) **Flexibility to utilize PV:** We first study the improvement in network flexibility by the joint optimization, which leads to better utilization of PV generation.

Consider three scenarios of maximum available PV power as shown by Cases A–C in Figure 9(a). The corresponding PV power utilized by the integrated network (including water and heat) is plotted in Figure 9(b). We observe that the utilized PV power increases with the maximum available PV power. This observation reveals the potential of the proposed joint optimization framework in providing higher flexibility to integrated energy systems and saving more cost under a higher proportion of variable renewable generation.

2) **Flexibility to cope with price variations:** Consider three electricity price profiles as Cases D–F in Figure 10(a), to which the corresponding power of water pump and head of water tank are shown in Figures 10(b) and 10(c), respectively. The general trend is that the tank water head is elevated, i.e., the tank is charged, at low price, and discharged as price grows. Under larger price variation, the pump tends to consume more power at low price and less at high price. More energy is exchanged to respond to larger price variation, and thus less energy in the form of water head is stored, as
indicated by the lower peak in Figure 10(c). These results demonstrate the role of the water tank as a virtual energy storage to enhance system flexibility.

We then consider three scenarios of cost difference between CHP and the main grid, as Cases G–I in Figure 11(a), where a larger difference means CHP generation is more expensive than importing electricity from the main grid. The corresponding active power generation, pump flow rate, and temperature enhancement of the CHP are shown in Figures 11(b)–(d), respectively. We observe that the CHP generates more power and raises to a higher temperature at relatively lower generation cost, and vice versa, while the difference in pump flow rate is not that significant. In this sense, the heating network also serves as an energy storage to add system flexibility, by utilizing its thermal inertia.

C. Sensitivity analysis for heating network control

There are two basic control modes of the heating network, i.e., the flow-rate control mode which adjusts flow rates $q$ and the temperature control mode which adjusts the temperature $\tau$. We next compare effectiveness of the two basic modes, as well as their mixture, in different heating networks characterized by their pipe parameters (lengths, diameters, and friction factors). This comparison is conducted by analyzing sensitivities of energy loss $E = mg\Delta h + Cm\Delta \tau = mgFq^2 + Cm(\tau - \tau_0)e^{-\xi q}$ for given mass $m$ of water along a pipe. Partial derivatives $\partial E/\partial \tau$ and $\partial E/\partial q$ can change across flow rate $q$ within a range of pipe parameters, as shown in Figure 12 (where the two boundary lines for $\partial E/\partial \tau$ are very close). The preferred control mode is the one with lower sensitivity to reduce energy loss. Therefore, to the left of Intersection 1, it is preferred to control by $q$; to the right of Intersection 2, it is preferred to control by $\tau$, and in area between Intersection 1 and 2, it is preferred to control by both.

Two critical friction factors can be solved from Intersections 1 and 2 and plotted in Figure 13 together with the surface that defines the relationship between friction factor and pipe...
Intersection 2 affects the relationship between friction factor $F$ and flow-rate control mode becomes more effective. Note that the friction factor becomes larger than a certain threshold in the parameter space with a low friction factor. Only when the temperature control mode is more effective in the heating network, the temperature control mode is typically more effective than the flow-rate control mode, unless for networks with very long and thin pipes (longer than 150m, diameter smaller than 0.6m).

We discuss more on the role of the friction factor in effectiveness of the two control modes. As shown in Figure 13, the temperature control mode is more effective in the parameter space with a low friction factor. Only when the friction factor becomes larger than a certain threshold the flow-rate control mode becomes more effective. Note that the friction factor $F$ enters the expression of $\partial E/\partial q$ and thus affects the relationship between $\partial E/\partial q$ and $\partial E/\partial \tau$ as shown in Figure 12 to decide whether it is more effective to control flow rate $q$ or temperature $\tau$.

VI. CONCLUSION

We formulated an optimal power-water-heat flow (OPWHF) problem and solved it via a decomposed iterative convex approximation heuristic. Numerical results validated convergence of the proposed method and improvement in social benefits and operational flexibility achieved by the joint optimal energy scheduling of multiple networks. Our main results are summarized as follows.

1) The proposed joint optimization can add flexibility to the integrated system to improve its economic performance. Compared with separate operations of power, water, and heating networks, the total daily operational cost is reduced from $387.8 to $380.6, i.e., by 1.86%; particularly, the cost to the water network is reduced from $18.5 to $13.4, i.e., by 27.57%.

2) As the standard deviations of solar generation and demands (power, water, heat) increase from zero to 10% and 5% of their expectations, respectively, the standard deviation of the OPWHF objective value increases to 6.8%, which reveals a moderate impact of those uncertainties on the proposed joint optimization framework.

3) The joint optimization can save significant electricity payment from the integrated system, by utilizing excessive PV generation to pump up the water tanks and adapting the total energy usage to time-varying prices. The water tanks and heating pipes can serve as energy storage to enhance system flexibility.

4) Sensitivity analysis and numerical results suggest that in the heating network, the temperature control mode is typically more effective than the flow-rate control mode, unless for networks with very long and thin pipes (longer than 150m, diameter smaller than 0.6m).

We also notice some deficiencies of this work that call for improvement in the future:

1) A simplified district heating network model remains to be developed to improve computational efficiency while preserving sufficient accuracy.

2) An operational framework with tighter integration of power-gas, power-heat, fuel cell, etc. waits to be developed while considering realistic network models.

3) We need to develop an integrated energy scheduling model which fully accounts for the uncertainties of renewable generation and demand, e.g., by utilizing stochastic or robust optimization methods.
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