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Abstract—Neural networks became the standard technique for image classification throughout the last years. They are extracting image features from a large number of images in a training phase. In a following test phase, the network is applied to the problem it was trained for and its performance is measured. In this paper, we focus on image classification. The amount of visual data that is interpreted by neural networks grows with the increasing usage of neural networks. Mostly, the visual data is transmitted from the application side to a central server where the interpretation is conducted. If the transmission is disturbed, losses occur in the transmitted images. These losses have to be reconstructed using postprocessing. In this paper, we incorporate the widely applied bilinear and bicubic interpolation and the high-quality reconstruction Frequency-Selective Reconstruction (FSR) for the reconstruction of corrupted images. However, we propose to use Frequency-Selective Mesh-to-Grid Resampling (FSMR) for the joint reconstruction and resizing of corrupted images. The performance in terms of classification accuracy of EfficientNetB0, DenseNet121, DenseNet201, ResNet50 and ResNet152 is examined. Results show that the reconstruction with FSMR leads to the highest classification accuracy for most networks. Average improvements of up to 6.7 percentage points are possible for DenseNet121.

I. INTRODUCTION

Neural networks are widely applied during the last years for image processing. They are especially used for interpreting images. A task that is easy for humans but difficult for machines. Neural networks are able to extract features from image content. They do not require the image content to be described analytically. They learn to extract the important image features by training. In the training phase, a large number of images is presented to the network. Thus, if only a small number of images is available, techniques such as data augmentation have to be applied in order to create a larger number of images for training. Data augmentation refers to the task of artificially creating additional data with new characteristics from the already available data. Typical techniques for data augmentation are geometric transformations such as zooming and rotating input images. Furthermore, most of the networks demand a fixed input size and thus, the input images have to be resized. Resizing on pixel level means, that pixels are transformed to a new position. Thereby, the resized pixels are mostly located on mesh positions that are not fixed to an integer grid. An example on pixel level is shown in Fig. 1a. The red circles denote the resized pixels on mesh positions, whereas the black dots denote the pixel grid. The dashed lines support the presentation of the pixel grid. For a further processing, the resized pixels at mesh positions have to be resampled to the pixel grid.

Throughout the last years, efficient network architectures were developed [1]–[4]. They provide good results for image classification. With the increasing usage of neural networks and the production of a growing number of images and videos, an increasing amount of visual data is interpreted by machines. Typically, the interpretation is conducted after transmitting the data to a central server in both, cloud and edge computing scenarios [5], [6]. For transmission, the visual content has to be compressed. Current compression schemes typically separate the images into smaller blocks [7], [8]. If the transmission is disturbed, only a subset of blocks can be transmitted properly. The remaining image parts have to be filled using reconstruction algorithms. The scenario is demonstrated on pixel level in Figure 1b. As in Figure 1a, the black dots denote the pixel grid. The gray colored area in the middle represents a BLOCK loss. The original data is given as red circles outside the gray area. The information for the black dots in the gray backed area has to be reconstructed from the red data points. If such an image should be analyzed by a neural network, the loss in the image has to be reconstructed first. Thereafter, the image is resized to the expected input size of the network. Reconstructing missing parts of images was mainly investigated for humans as observers and thus, the algorithms are optimized mainly in terms of Peak-Signal-to-Noise-Ratio (PSNR) and Structural Similarity Index Measurement (SSIM) [9], [10]. A high-quality reconstruction technique is Frequency-Selective Reconstruction (FSR) [9]. For the resizing step, a classical interpolation such as bilinear or bicubic interpolation can typically be incorporated.

Fig. 1: Original data given as red circles. The full pixel grid as goal of resizing and reconstruction given as black dots.
However, this preprocessing pipeline consists of two processing parts that might both introduce errors to the final image. Hence, we propose to resize the image including its losses and combine reconstruction and resampling into one computation step. Thus, we aim at minimizing the error that was made in the preprocessing of a neural network and thereby, increase the classification accuracy. We incorporate Frequency-Selective Mesh-to-Grid Resampling (FSMR) for this purpose. FSMR could already proof to be beneficial as a preprocessing method for the resizing of test images [11]. We will briefly introduce FSMR in the upcoming section. Thereafter, we present our proposed procedure in Sec. III. It follows our experimental setup in Sec. IV. Next, we show the results of our extensive experiments in Sec. V. Finally, the paper closes with a conclusion.

II. FREQUENCY-SELECTIVE MESH-TO-GRID RESAMPLING

A common approach in image signal processing is to view the image in the spectral domain. Images can be represented in the spatial domain as well as in the spectral domain. The spectral domain of images can be reached by transforming the image using Discrete Fourier or Discrete Cosine Transform (DCT). This representation gives the frequency distribution of the image. Natural images can usually be represented in terms of only few basis functions. If pixels are located on mesh positions due to, e.g., a geometrical transform, the spectral discrete transforms cannot be carried out directly any more. Thus, the frequencies contained in the geometrically transformed image have to be estimated with a model. The main assumption of our model is that an image $f[m, n]$ can be represented in terms of a weighted superposition of basis functions $\varphi_{k,l}[m, n]$

$$f[m, n] = \sum_{k,l \in K} c_{k,l} \varphi_{k,l}[m, n], \quad (1)$$

where the indexes $k$ and $l$ denote the frequency index in horizontal and vertical direction, respectively. They are chosen from the set of all possible basis functions $K$ at every coordinate position $[m, n]$. The model itself is set to zero in the beginning, i.e., $g^{(0)}[m, n] \equiv 0$. During the model generation process the best fitting basis function $\varphi_{u,v}[m, n]$ with its according expansion coefficient $\hat{c}_{u,v}$ is added in the current iteration $\nu$ to the model from the previous iterations $g^{(\nu-1)}[m, n]$

$$g^{(\nu)}[m, n] = g^{(\nu-1)}[m, n] + \hat{c}_{u,v} \varphi_{u,v}[m, n]. \quad (2)$$

As the aim of the generated model is to estimate the original image signal as good as possible, the differences between the model and the original have to be minimized. Thus, the residual $r^{(\nu)}$ is given as

$$r^{(\nu)} = f[m, n] - g^{(\nu)}[m, n]. \quad (3)$$

The minimization of the residual is then formulated in terms of the residual energy

$$E^{(\nu)} = \sum_{(m,n)} w[m, n] \left( r^{(\nu)}[m, n] \right)^2, \quad (4)$$

where a spatial weighting function $w[m, n]$ is incorporated additionally. It is defined as an isotropically decaying window function with its center in the middle of the currently processed block. This enables the model to prefer center regions and adapt to local characteristics of the image. The indexes $(u, v)$ of the best fitting basis function that is added in the current iteration can be determined using the residual energy according to

$$(u, v) = \argmax_{(k,l)} \left( \Delta E^{(\nu)}_{k,l} \right). \quad (5)$$

In (5), a spectral weighting function $w_f[k,l]$ is incorporated. It favors low frequencies as it could be shown that natural images are mainly composed of low frequency components [12]. High frequencies tend to produce artifacts such as ringing. Nevertheless, if high frequencies are dominant in the image, they can still be included in the model. In every iteration, the basis function is chosen that maximizes the residual energy reduction the most as the gap between original signal and model should be closed as fast as possible. Finally, the model is evaluated for the goal coordinates $[o, p]$ on the grid

$$f[o,p] = \sum_{k,l \in K} \hat{c}_{k,l} \varphi_{k,l}[o, p]. \quad (6)$$

For the final evaluation the estimated expansion coefficient of every possible basis function is multiplied with the according basis function and summed up.

FMSR was shown to be a high performing method for various resampling scenarios such as affine transforms [13] and motion compensated frame-rate up-conversion [14].

III. PROPOSED APPROACH

In this study, we assume a transmission scenario where losses occur. The transmitted images should be classified into object categories by a neural network. The network itself was trained for non-corrupted images. Thus, the losses have to be reconstructed and the images
have to be resized to the desired input size of the neural network. Common approaches handle this task sequentially. The losses are first reconstructed and subsequently the images are resized. The sequential approach is depicted in Fig. 3a. The test set represents the images that should be transmitted. Thereafter, a pattern is added that simulates the losses during the transmission. A corrupted image is generated that serves as the received image in our scenario. For this corrupted image, the losses are reconstructed first. An example of a corrupted image that has to be reconstructed is given on pixel level in Fig. 1b. Secondly, the image is resized and the mesh pixels are resampled onto the desired grid points. The resampling is depicted in Fig. 1a. The sequential approach requires two interpolation steps, reconstruction and resampling. Thus, interpolation artifacts might be induced twice in the reconstructed and resized image signal.

Hence, we propose to jointly reconstruct the loss and resize the image to the desired input size of the neural network. Our proposed processing pipeline is depicted in Fig. 3b. As for the common sequential approach, a loss pattern is added to each image of the test set yielding the corrupted received image in the assumed transmission scenario. The corrupted image is directly resized to the desired input image size of the neural network. The thereby resulting image is depicted on pixel level in Fig. 4. The image shows mesh points in red that have to be resampled to the black dots on grid positions. The loss area is given in gray. The figure results from resizing the image depicted in Fig. 1b to the desired input size of the network. There are two ways of reconstructing and resizing images in this application.

The state-of-the-art preprocessing pipeline is shown in Fig. 3a. In addition, Fig. 5 shows how an exemplary image evolves along the processing pipeline. At the beginning, an arbitrary image such as in Fig. 5a is taken. This image is distorted by a loss pattern as given in Fig. 5b. Next, the losses are reconstructed using a reconstruction method such as FSR. The image still holds the original size which is not the expected input size of the network of 224 × 224 pixels. Thus, the reconstructed image is resized accordingly. Following the common sequential approach as depicted in Fig. 3a, examples for reconstructed and resized images are depicted in Figs. 5c-5e. Our proposed pipeline is demonstrated in Fig. 3b. Once again, a pattern is added to the test image. However in our joint approach, the loss is not reconstructed directly. We apply the resizing step on the image with losses. Thus, the resizing step shifts the available pixels onto mesh positions. Hence, the reconstruction and resampling is conducted in one joint step. This holds the advantage that only one processing step is required in the preprocessing of the test set before the network is evaluated. The final result for our proposed joint approach incorporating FSMR is shown in Fig. 5f. The used distortion patterns are described and shown in the upcoming section.

### C. Patterns

We incorporate three different patterns for losses. There is the **BLOCK** pattern first. It shows square losses which are regularly distributed over the whole image. An excerpt of 224 × 224 pixels of the **BLOCK** pattern is given in Figure 6a. Black parts in the figure denote the covered areas in the image. Furthermore, there is the **LINE** pattern. It is given in Figure 6b. Horizontal lines are masking the image in regular distances. As a third category, we incorporate a
The image shows the development of the British Shorthair 239 image throughout the test path. Original image and image with loss are of size 300 × 257 pixels, all remaining images are of size 224 × 224 pixels. Circled numbers denote the position in Figure 3a and 3b. Artifacts from Fig. 5c onwards best be viewed enlarged.

**Fig. 5:** Development of the British Shorthair 239 image throughout the test path. Original image and image with loss are of size 300 × 257 pixels, all remaining images are of size 224 × 224 pixels. Circled numbers denote the position in Figure 3a and 3b. Artifacts from Fig. 5c onwards best be viewed enlarged.

We trained five neural networks from scratch. The five networks are presented in more detail in the upcoming section. For the training procedure, we applied data augmentation techniques. We rotated and zoomed the input images. After the data augmentation, we resized all images to the desired input size of 224 × 224 pixels. Rotation, zoom and resizing demand for an interpolation of pixels that are not located on the pixel grid but rather on mesh positions. These mesh points have to be resampled to the pixels on the grid using interpolation. For the training dataset, we used bilinear and bicubic interpolation and the presented FSMR method for the resampling step. For both resampling steps in the training and validation path, the same interpolation technique was incorporated. The networks are trained for each interpolation technique separately. Thus, also the interpolation technique for training and validation was the same. During the test phase of the networks, we did not apply data augmentation methods. We rather assumed the images to show transmission losses that have to be reconstructed. In the state-of-the-art approach given in Fig. 3a we incorporated three techniques for reconstruction. There is the high-quality Frequency-Selective Reconstruction [9] first. Although, bilinear and bicubic interpolation are usually not preferred for the reconstruction of large block patterns for human users, we incorporated them here for two reasons. First, research has shown that neural networks can profit from a smooth image interpolation such as bilinear interpolation [11]. Second, bilinear and bicubic interpolation are implemented in typical machine learning platforms such as TensorFlow [17] and PyTorch [18] and thus, are often incorporated as preprocessing methods for input data of neural networks. We refer to the use of bilinear interpolation for reconstruction and resampling for the state-of-the-art test setup as lin. An example is given in Fig. 5c. The reconstructed blocks are still clearly visible. If for the reconstruction and bicubic interpolation is used, we denote it as cub which results in an image as in Fig. 5d. Also in this case, the structure of the loss pattern is easily observable. If FSR is used for the reconstruction and bicubic interpolation is used for resampling, it is given as FSR and shown in Fig. 5e. Although FSR is a high-quality reconstruction technique, the block pattern is still slightly visible in the image. FSMR is used as resampling technique for our proposed test setup as explained in Sec. III and given in Fig. 3b. An example is shown in Fig. 5f. The resizing and reconstruction quality appears to be much better as the block structure of the loss pattern is not visible any more. Only some minor artifacts occur.

**Fig. 6:** Loss patterns of size 224 × 224 pixels.

E. Reconstruction and Resampling

We trained five neural networks from scratch. The five networks are presented in more detail in the upcoming section. For the training procedure, we applied data augmentation techniques. We rotated and zoomed the input images. After the data augmentation, we resized all images to the desired input size of 224 × 224 pixels. Rotation, zoom and resizing demand for an interpolation of pixels that are not located on the pixel grid but rather on mesh positions. These mesh points have to be resampled to the pixels on the grid using interpolation. For the training dataset, we used bilinear and bicubic interpolation and the presented FSMR method for the resampling step. For both resampling steps in the training and validation path, the same interpolation technique was incorporated. The networks are trained for each interpolation technique separately. Thus, also the interpolation technique for training and validation was the same. During the test phase of the networks, we did not apply data augmentation methods. We rather assumed the images to show transmission losses that have to be reconstructed. In the state-of-the-art approach given in Fig. 3a we incorporated three techniques for reconstruction. There is the high-quality Frequency-Selective Reconstruction [9] first. Although, bilinear and bicubic interpolation are usually not preferred for the reconstruction of large block patterns for human users, we incorporated them here for two reasons. First, research has shown that neural networks can profit from a smooth image interpolation such as bilinear interpolation [11]. Second, bilinear and bicubic interpolation are implemented in typical machine learning platforms such as TensorFlow [17] and PyTorch [18] and thus, are often incorporated as preprocessing methods for input data of neural networks. We refer to the use of bilinear interpolation for reconstruction and resampling for the state-of-the-art test setup as lin. An example is given in Fig. 5c. The reconstructed blocks are still clearly visible. If for the reconstruction and bicubic interpolation is used, we denote it as cub which results in an image as in Fig. 5d. Also in this case, the structure of the loss pattern is easily observable. If FSR is used for the reconstruction and bicubic interpolation is used for resampling, it is given as FSR and shown in Fig. 5e. Although FSR is a high-quality reconstruction technique, the block pattern is still slightly visible in the image. FSMR is used as resampling technique for our proposed test setup as explained in Sec. III and given in Fig. 3b. An example is shown in Fig. 5f. The resizing and reconstruction quality appears to be much better as the block structure of the loss pattern is not visible any more. Only some minor artifacts occur.

**Fig. 6:** Loss patterns of size 224 × 224 pixels.
F. Neural Networks

For our experiments, we incorporated five commonly used image classification networks namely EfficientNetB0 [2], DenseNet121 and DenseNet201 [3], as well as ResNet50 and ResNet152 [4]. They all showed very good results for image classification tasks. Furthermore, it was important for us to demonstrate the influence of the reconstruction method onto networks with a varying number of weights. The class of EfficientNets [2] is easily scalable. In our studies, we incorporate the smallest network from the class of EfficientNets, i.e., EfficientNetB0. It holds 5.3 million parameters. In addition, we incorporate DenseNet121 and DenseNet201 [3]. The class of DenseNets incorporates a dense connection from one layer to every other layer in feed forward direction. Thus, the feature maps from all preceding layers are available to all upcoming layers. Our incorporated DenseNet121 holds 8 million parameters. DenseNet201 is deeper and thus, holds 20 million parameters. The third class of incorporated neural networks into our studies is the class of ResNets. We used ResNet50 and ResNet152 [4]. ResNets are known for deep networks that optimize the residuals during the training phase. ResNet50 holds 25 million parameters, whereas ResNet152 is the largest network in our study as it holds 60 million parameters.

V. Evaluation

We evaluate the influence of the resampling and reconstruction methods on the classification accuracy. Therefore, we determine the number of correctly predicted samples as \( N_T \) and the number of falsely predicted samples as \( N_F \). The sum of \( N_T + N_F \) yields the overall number of samples. The classification accuracy \( ACC \) is determined as the ratio of correctly predicted samples to the overall number of samples, thus

\[
ACC = \frac{N_T}{N_T + N_F}.
\]

As presented in the previous sections, we incorporated bilinear and bicubic interpolation as well as FSR for the state-of-the-art testing pipeline. In addition, we determined classification accuracies for our proposed pipeline incorporating the high-quality FSMR method. We evaluated the performance of the five presented networks for the widely used Caltech101 and Oxford-IIIT-Pet datasets. Furthermore, the three presented loss patterns BLOCK, LINE, RAND and the combination of all of them ALL are incorporated.

In Table II the results for the Caltech101 dataset are given. The table denotes the incorporated loss pattern in the first column. The second column determines the incorporated resampling technique in the training phase. The first row gives the considered network and the row below the used reconstruction and resampling methods in the testing phase. As we consider the case of having an already trained network available, where the incorporated interpolation technique in the training phase is unknown, we are interested in the best possible result for each combination of training interpolation and neural network. Thus, the best result per row and network is highlighted in bold face. The overall best for a network is additionally underlined. Considering EfficientNetB0, the Caltech101 dataset shows best classification accuracies if FSR is considered in the testing phase and bilinear or bicubic in the training phase. However, the overall best for three out of four loss patterns for EfficientNetB0 are achieved if our proposed pipeline with FSMR is used. For the larger networks of DenseNets and ResNets, our proposed training pipeline with the use of FSMR leads to highest classification accuracies in nearly all cases. The networks containing a higher number of parameters seem to profit more from a high-quality resampling in the preprocessing. In addition, one can observe that FSMR clearly outperforms all other test interpolations. Assuming DenseNet121 and a LINE loss pattern in the testing pipeline, FSMR improves the FSR result by 11.0 percentage points if trained on lin. If trained on cub, the improvement is still 7.0 percentage points and if already trained on FSMR, the gain is even larger with 19.1 percentage points compared to the second-best performing test interpolation. The differences are huge for the large loss patterns BLOCK and LINE as considerable distortions are induced into the test images. The RAND loss pattern shows a more unstructured loss pattern and thus, usually more neighborhood information is available for every reconstructed pixel. Thus, the gap between the incorporated test interpolations shrinks even though FSMR still remains the best performing test interpolation in nearly all cases. Furthermore, the overall best results for one network are also achieved with FSMR in the test phase and ideally if FSMR was already used for training. The networks profit from high-quality images already in the training phase. The last row gives the average for each training interpolation. Once again, the best performing method is given in bold face. On average, FSMR is the best performing method for all networks. FSMR achieves on average a gain in classification accuracy of up to 6.7 percentage points for DenseNet121 compared to FSR.

The results for the Oxford-IIIT-Pet dataset are given in Table III. The structure of the table is the same as in Table II. The results for the four classes of loss patterns and all combinations of networks, training and test interpolation are shown. It can be observed that the results are not as consistent as the ones for the Caltech101 dataset. Nevertheless, if the last row in the Table III is examined, one can observe that FSMR is still the best performing method for all networks except EfficientNetB0. Thus, our proposed approach with a joint loss reconstruction and resampling is the preferred choice if high classification accuracies are desired. FSMR achieves an improvement of up to 3.3 percentage points on average for ResNet50.

VI. Conclusion

In this paper, we could demonstrate that the usage of different interpolation methods for both, training and testing of a neural network has a high influence on the overall classification accuracy of networks. This is especially valid if losses occur during transmission that have to be reconstructed before classifying the images and if the images have to be resized to one expected input size of a network. We highly recommend to conduct the reconstruction of losses and the resizing in one step jointly incorporating FSMR for the resampling before classification. Ideally, the networks were trained using FSMR for resizing and data augmentation techniques. Training on FSMR and incorporating FSMR for interpolation in the test phase yields best results for nearly all possible combinations of networks, datasets, and loss patterns. Independent of the training interpolation, FSMR yields on average best classification accuracies with gains of up to 6.7 percentage points.
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