X-ray mapping in a scanning transmission electron microscope of InGaAs quantum dots with embedded fractional monolayers of aluminium
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Abstract

We investigate AlGaAs/GaAs superlattices as well as InGaAs/GaAs quantum wells and epitaxial quantum dots (QDs) where during the molecular beam epitaxy of InGaAs QDs the aluminium flux cell was opened briefly to incorporate fractional monolayers of Al into the InGaAs. We show that x-ray mapping with a large collection angle is capable of detecting 0.3–0.4 fractional Al monolayers with a resolution of just under 1 nm.
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1. Introduction

Energy-dispersive x-ray spectroscopy (EDXS) in a scanning transmission electron microscope (STEM) allows the direct chemical detection of all elements heavier than beryllium (or lithium, depending on detector entrance window type and spectrometer resolution) by local spectroscopy and compositional mapping at high spatial resolution. Many studies have been conducted over decades to improve quantification accuracy or spatial resolution.

Quantification in (S)TEM depends on the knowledge of the ionisation cross-sections of the chemical elements as a function of their atomic number (Z-effect) that was already modelled by Bethe in 1930 [1] and corrections for both absorption (A) of the x-rays in the specimen [2] and mutual fluorescence (F) between different x-ray lines [3]. This ZAF correction is still the basis of all commercial quantification procedures while new self-consistent iterative approaches such as the zeta-factor method [4] and thickness dependent $k^*$ factors [5] have also recently been developed. Visibility of atomic lattice planes in x-ray maps has been reported after the incorporation of multiple x-ray detectors in transmission electron microscopes but only in rare cases of very thin non-periodic test structures [6–8] atomic resolution could really be verified. The corresponding maps were often too noisy for further quantification.

For semiconductor nanostructures embedded within or placed on top of thin foil specimens, additional geometrical corrections may be needed to evaluate line intensity ratios [9–13].
The University of Sheffield has recently acquired and installed a JEOL JEM-F200 cold field emission STEM with double windowless solid-state drift (SDD) detectors that yield x-ray collection angles of 1.0 and 0.7 srad (=1.7 srad in combination). This improves the statistics of x-ray mapping over the previous ultrathin-window Si:Li detectors with 0.12 srad (JEOL 2010 F at 197 kV) and 0.17 rad (JEOL Z3100 R005 at 300 kV) by an order of magnitude, enabling the detection and quantification of the atomic occupancy of semiconducting thin films consisting of single monolayers. Analysing the digital x-ray maps acquired with the JEOL Analysis Station software we highlight the improved performance for quantitative x-ray mapping and profiling but also problems related to spurious background signals and lack of valid k-factors.

2. Experimental

2.1. Epitaxial thin film growth

The motivation for this work is based on earlier results by other groups who showed that the optical emission of epitaxial InGaAs quantum dots (QDs) sandwiched between GaAs barriers can be tuned by replacing the GaAs below the QDs by either AlAs [14] or (InAl)GaAs [15], or the GaAs cap on top by AlAs [16], or both lower and upper barriers by AlAs [17]. Here, we tried to incorporate ultra-thin AlAs layers directly within the InAs QDs.

The samples investigated in this work were grown on an n-type GaAs (001) substrate using a Varian Gen II solid-source molecular-beam epitaxy reactor. They resemble the central part of a laser structure and consist of an (Al)InGaAs-based active region surrounded by GaAs barriers, waveguide-like AlGaAs/GaAs superlattices and AlGaAs claddings. The growth temperature of the claddings and waveguide layers was 620 °C, while a lower temperature of 590 °C was used for the barriers. The active region was grown at 490 °C. Two samples were grown and labeled A527 and A558. The active region of sample A527 consists of InAlGaAs QDs deposited as seven individual repeats of alternating 0.124 nm In0.14Al0.28Ga0.58As followed by 0.112 nm InAs. The total nominal Al content deposited corresponded to 0.24 nm or 0.86 monolayer (ML) of the group III sub-lattice. The GaAs barriers were nominally 10 nm thick and growth interruptions of 90 s for change in growth temperature were introduced after the growth of the first 7 nm of the bottom barrier and the growth of first 3 nm of the top barrier. The waveguide-like superlattices consist of eight pairs of 2.4 nm GaAs followed by 2 nm Al0.33Ga0.67As, surrounding the barriers, and nine pairs of 1.7 nm GaAs and 2 nm Al0.33Ga0.67As. Al0.33Ga0.67As cladding layers surround the superlattices. Another structure which leaves QDs uncovered on the free surface was repeated on top of the last AlGaAs cladding layer for giving access to the QDs morphology by AFM or SEM. The claddings, the superlattice waveguides and the barriers of sample A558 were similar in thickness, composition and growth temperature to those of the A527 sample, except for the active region. This consisted of a 7 nm In0.25Ga0.75As quantum well deposited after the growth of the first 10 nm GaAs barrier, followed by a 2 nm GaAs spacer layer on top of which In0.28Ga0.72As QDs with insertion of a very thin Al layer were deposited before the top 10 nm barrier was eventually grown. The QDs were grown by depositing nine individual layers of equal thickness (0.2 nm) of material, as thus: first we deposited two layers consisting of 0.1 nm In0.31Al0.69As and 0.1 nm of InAs each, then one repeat of 0.12 nm In0.31Al0.69As and 0.08 nm InAs, then another six repeats similar to the first two. As in the case of A527, the last 3 nm of the bottom GaAs barrier, the quantum well (QW), the GaAs spacer, the QDs and the first 3 nm of the top GaAs barrier were all grown at the same temperature of 490 °C. An overview of both structures is presented in Table 1.

| sample | A527 | both | A558 |
|--------|------|------|------|
| thickness [nm] | InGaAs + Al | GaAs | InGaAs + Al |
| 1.65 | 2.0 | 7 |
| 2 | GaAs | — | — |
| 10 | GaAs | 2.4 | 2.4 |
| 2.4 | GaAs/AlGaAs | 1.7 | 1.7 |
| 2.0 | AlGaAs | 2.0 | AlGaAs |
| 2.0 | GaAs/AlGaAs | — | — |
| 10 | GaAs | 2.4 | 1.65 |
| 1.65 | InGaAs + Al | GaAs | InGaAs + Al |
| 2 | GaAs | — | — |
| 7 | InGaAs | — | — |
| 10 | GaAs | 2.4 | 2.0 |
| 2.0 | GaAs/AlGaAs | 1.7 | 1.7 |
| 2.0 | AlGaAs | 2.0 | AlGaAs |
| 150 | GaAs | GaAs | GaAs |
| 200 | GaAs | — | — |

2.2. Specimen preparation for electron microscopy

Electron transparent thin foils were prepared by glueing together wafer pieces using two-component epoxy glue, cutting with a diamond impregnated wire saw along <110> directions, grinding by SiC abrasive and polishing with 3 µm and finally 1 µm diamond paste. The cross-sections were then argon ion milled in either a Technoorg Linda IV3 under liquid nitrogen cooling or a Gatan PIPS ion mill, at angles of ~5° and energies of initially 4 keV until perforation, then 2 keV and finally 0.5 keV.

2.3. STEM characterization

The scanning transmission electron microscopy (STEM) imaging was performed in two instruments: a JEOL 2010 F (Schottky field emitter, 197 kV, 10 mrad semi-angle of beam convergence, 0.3 nm probe, ~20 pA current at nominal spot size M, 55–170 mrad collection angle in high-angle annular beams).
Figure 1. Bright field (BF, left) and annular dark field (ADF, right) images of sample A527. Overview of the layer stack at 200 kX. Visible are the outermost 19 nm AlGaAs cladding layers (dark in ADF), several 32 nm and 34 nm thick \(8 \times\) AlGaAs/GaAs superlattices and two 8 nm and 10 nm GaAs barriers that sandwich a \(\sim 3\) nm thin central InGaAs layer (bright in ADF).

Figure 2. BF image of sample A527 at 150 kX. The sample is thinner here and clearly shows strain modulations characteristic of strained quantum dots, as well as a dislocation line emanating from the strained InGaAs quantum dot layer.

dark field (HAADF) mode, Si:Li PentaFET x-ray detector with 0.12 srad collection angle and ultrathin window) and a JEOL F200 (cold field emitter, 200 kV, 20 mrad semi-angle of convergence, 0.16 nm probe, \(\sim 100\) pA current at nominal spot size 6, 45–165 mrad HAADF collection angle, 1.7 srad windowless double silicon drift detectors for x-rays). All images and maps were acquired with the layers oriented vertical to minimize both scan and drift artifacts and are displayed in the following rotated by 90° so that the growth direction points upwards.

The images in figure 1 of sample A527 show layers as described in the nominal stack design, with apparently perfect GaAs/AlGaAs superlattices but two deviations from the nominal design: the AlGaAs cladding layers are only 19 nm wide, and the (In,Al,Ga)As has formed a continuous \(\sim 3\) nm thin slightly corrugated quantum well with slight lateral variations, however, as the specimen foil thickness is relatively large, it is not possible to reliably distinguish a continuous quantum well from a series of dots in projection. In some cases dislocations emanating from the InAlGaAs layer have been found (cf figure 2). The surface of the wafer could not be analysed in detail here and no clear evidence of any quantum dots there was found. In ADF mode the intensity depends almost linearly on the specimen thickness and approximately quadratically on the average atomic number \(Z\) of the material, and this is often referred to as \(Z\)-contrast [18]. Hence, indium rich layers in (Al,Ga,In)As appear bright in ADF, and the square root of their ADF intensity is a signal approximately proportional to the local chemical composition and to the sample thickness [19] if the inner collection angle is sufficiently large [20].

The dislocation shown in figure 2 runs through the superlattices and cladding layer into the buffer region where it terminates on the specimen surface. As buffer, cladding layer and superlattices are all made of AlGaAs lattice matched to GaAs, while the InGaAs that has a larger lattice constant is compressively strained, we can conclude that if the dislocation relaxes strain it is likely to have generated at a quantum dot.

The x-ray maps in figures 3(b)–(f) depict the spatial distribution of elements in a specimen estimated from tilting experiments to be \(\sim 30\) nm thin (for details see section 3). The indium rich QW/QD layer in the centre, surrounded by first GaAs barriers and then the AlGaAs/GaAs superlattices, is visible, as well as, very faintly in figure 3(e), an enrichment of Al approximately at the same height where a dark band can be seen running through the InGaAs layer in figure 3(a). The nearly featureless maps of As in figure 3(d) and of Al + Ga + In in figure 3(g) are very similar and indicate that the effect of different relative fluorescence yields of the various x-ray lines (often referred to as \(k\)-factors [21]) deviate from unity by only a few % relative and so are negligible here. Table 2 shows
Figure 3. ADF image (a) and x-ray maps recorded of sample A527 at 3MX, 67 nm field of view, 0.26 nm pixel$^{-1}$ sampling, 256$^2$ pixels, 0.16 nm probe, 0.1 nA, 0.2 ms dwell time, 52 sweeps with drift correction for 12 min, 13 kcps from detector #1 and 15 kcps from detector #2. The maps show the net signals of C$_{K}$ (b), O$_{K}$ (c), As$_{K}$ (d), Al$_{K}$ (e), Ga$_{K}$ (f), In$_{L}$ (g) and the sum of all group III elements (h = e + f + g). (i) Integrated x-ray spectrum from figure (a) on linear scale.

that maps of elements not in the specimen of sample A527 but present in the specimen support (Cu), or specimen holder and objective lens (Fe, Co) yield featureless maps of 1.3–1.6 counts per pixel on average. O from surface contamination (2.7 ± 1.6 counts) and Si from the detector material itself (3.5 ± 1.8 counts) are slightly higher but also close to the overall detection limit and reveal no structure. Whether the pervasive background signal of ∼1.3 counts in all maps is due to real bremsstrahlung reaching the x-ray detectors or a detector artifact, is still under investigation, however, it has been shown previously that for accurate quantification it is important to subtract off even such low background signals using fractional counts [22]. Figure 4 compares profiles of Al and In (divided by the sum of Al + Ga + In to normalize with respect to occupancy of the group III sub-lattice) without and with an average of 1.3 counts subtracted from each map.

The Al content of the 4.5 nm period superlattice varies by only about $\Delta y_{Al} = 0.08$ (between Al$_{0.07}$Ga$_{0.93}$As and Al$_{0.15}$Ga$_{0.85}$As, depending on background removal) and is thus much lower than the nominal Al content of the barrier layers. Also, the ∼10 and ∼12 nm wide layers around the quantum dots layer appear to be not pure GaAs but AlGaAs with a low Al content of 0.04 ± 0.01, with a slight local increase by 0.02–0.03 near the lower side of the InGaAs. This bump
Figure 4. Line profiles of the ratios of the x-ray maps of Al/(Al + Ga + In) and In/(Al + Ga + In) for sample A527 without any background correction (raw data) and after 1.3 counts subtracted from each map prior to ratio calculation (BG corrected). Neglecting k-factors for x-ray fluorescence and absorption, these yield only approximate values of the corresponding fractional occupancies of the group III sub-lattice at ∼1 nm resolution. Note the InGaAs QD layer and the local Al increase by ∼0.02 in the centre are displaced laterally by two data points, i.e. 0.5 nm (approximately a unit cell).

Figure 5. BF (left) and ADF (right) images of sample A558. Overview of the layer stack at 200 kX. The 19 nm AlGaAs cladding layers (dark in ADF) and 32 nm and 34 nm AlGaAs/GaAs superlattices are as in the other sample. The two GaAs barriers are 14 nm and 9 nm thin; the central InGaAs (bright in ADF) now consists of clearly two layers, a flat InGaAs QW and a QD layer atop. The images in figure 5 are from sample A558 and again show that the AlGaAs cladding layers are ∼19 nm thick, the lower GaAs layer is 15 nm, the middle GaAs 1 nm and the top 12 nm thick. The lower In_{0.25}Ga_{0.75}As quantum well (nominal x_{In} = 0.25) in the central stack is ∼7 nm thick as specified but shows a significant In segregation towards its top, yielding an indium concentration close to that of the upper In(Al)GaAs layer (nominal x_{In} = 0.60). Both In(Al)GaAs layers exhibit strong lateral contrast modulations which are correlated between the lower InGaAs and the upper In(Al)GaAs layers, indicating a degree of strain coupling. In the top In(Al)GaAs layer of the central stack quantum dots are now clearly visible, in line with what is expected from Stranski-Krastanow growth of InGaAs [23]. Near the free surface, a rather diffuse and slightly corrugated In(Al)GaAs layer has been formed where the intended quantum dots are clearly less well developed. Figure 6 is a close-up ADF image at higher magnification of the QD structure of A558. The sample has

amounts to an additional Al coverage of 0.3 equivalent monolayers when integrated above the background level of 0.035. The quantum dot layer itself has a maximum indium content of x_{In} = 0.12 ± 0.02, again lower than nominal.
also been studied by x-ray mapping as the one before, and results are shown in figures 7 and 8. Again, an increase of the Al signal under the InGaAs is found; its integral above the background level of ~0.06 amounts to 0.4 ml half of which is located directly under the InGaAs QD while the other half appears to be more spread out.

3. Result and discussion

A central problem of quantifying x-ray maps is low count rates due to short dwell times at individual pixels, even with larger and multiple x-ray detectors. Table 2 lists the statistics of the x-ray maps shown in figures 3 (sample A527) and 7 (sample A558).

Table 2. Statistics of counts of x-ray maps. rms = root mean square (standard deviation). Type: n = noise, s = true signal, ? = possible signal due to surface contamination (C), oxidation (O) or argon incorporation due to ion milling (Ar).

| sample | element | x-ray line | A527 | - > | mean | rms | A558 | - > | mean | rms | type |
|--------|---------|------------|------|------|------|-----|------|------|------|-----|------|
| C      | K       | 7          | 53   | 26.6 | ±5.7 | 96  | 320  | 198.4| ±28.3| ?   |       |
| O      | K       | 0          | 13   | 2.7  | ±1.6 | 0   | 10   | 1.8  | ±1.4 | ?   |       |
| Ne     | K       | 0          | 14   | 3.5  | ±1.9 | 0   | 9    | 1.5  | ±1.2 | n   |       |
| Al     | K       | 0          | 20   | 4.7  | ±2.5 | 0   | 32   | 9.5  | ±4.6 | s   |       |
| Si     | K       | 0          | 15   | 3.5  | ±1.9 | 0   | 16   | 5.5  | ±2.8 | n   |       |
| Ar     | K       | 0          | 9    | 1.5  | ±1.2 | 0   | 7    | 0.7  | ±0.8 | ?   |       |
| Ti     | K       | 0          | 9    | 1.3  | ±1.2 | 0   | 7    | 0.7  | ±0.8 | n   |       |
| Fe     | K       | 0          | 9    | 1.5  | ±1.2 | 0   | 8    | 0.9  | ±0.9 | n   |       |
| Co     | K       | 0          | 9    | 1.6  | ±1.3 | 0   | 8    | 0.8  | ±0.9 | n   |       |
| Cu     | K       | 0          | 9    | 1.6  | ±1.3 | 0   | 8    | 0.8  | ±0.9 | n   |       |
| Ga     | K       | 14         | 70   | 38.7 | ±6.6 | 24  | 112  | 61.8 | ±13.4| s   |       |
| As     | K       | 17         | 76   | 39.6 | ±6.4 | 20  | 112  | 60.5 | ±12.7| s   |       |
| In     | L       | 0          | 15   | 1.8  | ±1.6 | 0   | 32   | 3.8  | ±4.3 | s   |       |

Table 3. K-factors of x-rays of group III elements (index j) relative to As K line, multiplied by $A_{AI,j}/A_j$. 

| model element | x-ray line | $A_j$ | $k_{j,K} = 74.92/A_j$ |
|---------------|------------|-------|----------------------|
| Al            | K          | 26.98 | 0.883 ± 0.106        | 0.996 |
| Ga            | K          | 69.72 | 1.051 ± 0.011        | 0.916 |
| In            | L          | 114.8 | 0.964 ± 0.018        | 0.838 |

In order to estimate the spatial resolution we have tried to determine the thickness more accurately combining two different approaches, one based on geometry and one based on analyzing spectral count rates, as follows: the areas investigated were about 160 nm (A527) and 100 nm (A558) away from the specimen edge. For a perfect 10° wedge geometry (as the ion beam impinged under 5° on both surfaces) this would give thickness estimates of 28.0 nm and 17.5 nm, respectively, but such perfect wedges can rarely be achieved. Often, samples are more rounded at the edges. The thickness difference between the two areas should however remain to be 10.5 nm, even with rounded edges. From the spectra taken in succession without changing the electron beam current we can work out the x-ray count rates as 141 14 s⁻¹ (A527) and 8385 s⁻¹ (A558) and can thus conclude that the thickness ratio should be 1.683:1, i.e. the second area has only 59.4% the thickness of the first. Combining this with the above information gives absolute thickness values of 25.9 nm for A527 and 15.4 nm for A558. Using the standard formulas for electron beam broadening [24, 25] then suggests beam broadening of 1.2 nm for the 26 nm thick area of sample A527 and 0.5–0.6 nm for the 15.4 nm thin area of A558. We have cross-checked this with previous Monte Carlo calculations of the Ga K/L line ratio for InGaAs samples using an ideal Si:Li detector with ultrathin polymer window as was appropriate for our JEOL 2010 F [26]. For the windowless SDD detectors used here, the Ge L count rate will go up as a ~300 nm thick carbon layer would no longer absorb ~18% of this x-ray line. At the same time the Ge K count rate will go
Figure 7. ADF image (a) and x-ray maps of A558 recorded at 2 MX, 100 nm field of view, 0.195 nm pixel$^{-1}$, 512$^2$ pixels (2x binned to 256$^2$ pixels at 0.39 nm pixel$^{-1}$), 0.16 nm probe (spot size 6), 0.1 nA, 0.2 ms dwell time, 61 sweeps with drift correction in 53 min, 4 kcps from detector #1 and 6 kcps from detector #2. The maps show the net signals of C K (b), O K (c), As K (d), Al K (e), Ga K (f), In L (g) and the sum of all group III elements ($h = e + f + g$). The quantum dots are better visible in (g) than in (a) because this sample is very thin.

(i) Integrated x-ray spectra from areas shown in figures 7(a) and 3(a) on logarithmic scale. Down by $\sim$2% because the silicon in SDD detectors has only the typical wafer thickness of 0.5 mm so some hard x-rays can penetrate it. We can hence use previous plots of Ga K/L ratio vs thickness if we re-calibrate the value for zero thickness to be 0.81 times the value of 1.20 for Si:Li, i.e. 0.97. The Ga K/L ratios we actually measured in our spectra of 0.973 and 1.027 would then suggest thicknesses of around 4 nm and 28 nm, respectively, which are in reasonable agreement with the above estimates, given the relative large errors of this approach.

We have then used Monte Carlo simulations [27] for 200 keV electrons to further investigate x-ray generation, absorption, fluorescence and detection at a take-off angle of 25°.

Simulations of x-ray absorption for AlInGaAs samples at thicknesses of 16–28 nm show that no absorption correction needs to be included for Ga K and In L lines relative to As K, the only slightly affected x-ray being the softer Al K line whose intensity is expected to decrease by 7%–8% and so would need an absorption correction factor of 1.07 ± 0.02.

Mutual fluorescence that could increase the Al K line intensity has been studied by a series of simulations of x-ray generation on InGaAs samples of varying thickness with a thin AlAs layer in the centre sandwiched between GaAs at the bottom and either InAs or GaAs in the top half. We considered thicknesses from 10 to 600 nm. We evaluated the fluorescence from the In L onto the Al K line by comparing the apparent increase in Al x-ray intensity when the GaAs overlayer was replaced by InAs and found that in the thickness range of 10–40 nm relevant for our experiments the effect was hardly detectable (maximal 1.8% relative increase at 40 nm for 16 nm pure InAs on top) and so we conclude that mutual fluorescence is negligible in our samples that are very thin and wherein both the overall In and Al content are much lower.

This means that quantification can be performed using the standard thin-film approximation first used by Cliff and...
Figure 8. Line profiles of the ratios of the raw x-ray maps of Al/(Al + Ga + In) and In/(Al + Ga + In) for sample A558. Again, a strong Al increase coincides with the start of the QD layer growth while perhaps a fainter signal is visible near the start of the QW layer underneath.

Figure 9. Numerical simulation of the effect of resolution upon signal amplitude of a 4.5 pixel ideal 1D step function when convoluted with a 2D Gaussian of given root-mean-square (rms) value. For the AlGaAs/GaAs superlattice, set 1 nm = 1 pixel to evaluate.

Lorimer [21]. For quantifying x-ray spectra from thin samples the intensities, \( I \), of an individual line chosen for each element (index \( j \)) should be multiplied by their \( k \)-factors and, if these are calibrated for weight fractions, divided by the corresponding atomic weights \( A \) so that

\[
x_j = \frac{I_j k_j/A_j}{\sum_{n} I_n k_n/A_n}
\]

(1)
gives the concentration of element \( j \) in thin film approximation where the sum extends over all \( n \) elements. We have in the plots of figures 4 and 8 completely neglected \( k \)-factors because the scale factors \( k_j/A_j \) are all close to unity for the (Al,Ga,In)As system if the common As K–line (As\( _K \)) is used for reference: from extrapolating Monte Carlo simulations for AlGaAs and InGaAs back to zero thickness, and taking into account the same modifications as before to replace a thick Si:Li with...
ultrathin polymer window by a windowless SDD detector, we get $k_{Al,AsK} = 0.32 \pm 0.04$, $k_{GaK,AsK} = 0.98 \pm 0.01$ [26] and $k_{InL,AsK} = 1.47 \pm 0.03$ [28]. Using the nominal $k$-factors of the JEOl supplied software instead would give $k_{Al,AsK} = 0.359$, $k_{GaK,AsK} = 0.853$, $k_{InL,AsK} = 1.284$. The $k$-factors in equation (1) need to be divided by the atomic weights and then divided by $k_{AsK}$, i.e. the above values for $k_{AsK}$ need to be multiplied by the relative atomic weights $A_{Al}/A_{In}$. The results are tabulated in table 3.

This means the real Al and In content could have been a little lower than shown in the plots, but given the poor statistics and that the use of the above correction factors would only marginally improve the ratio of all group III elements to arsenic (which should yield unity but is always above that value), we decided to neglect this correction.

All linescans clearly reveal the shorter AlGaAs/GaAs superlattice (of period 4.5 nm) and the measured full widths at half maximum (FWHM) values of the narrowest individual layers prove that the resolution must be 2 nm or better in both cases. Concerning the influence of resolution on the contrast of maps and linescans three effects should be considered:

(i) the sampling increment given by the effective pixel width, here 0.26 nm in the first and 0.39 nm (after binning) in the second case;
(ii) the impinging focused electron probe profile (here: 0.16 nm FWHM, giving an rms width of approximately $\sigma_p = 0.07$ nm in Gaussian approximation);
(iii) the broadening of the electron in the sample due to multiple elastic scattering, as evaluated before.

While effect (ii) will be negligible in our case (the above rms width corresponding to only 0.18–0.26 pixels would dampen the signal from the superlattice by 6% at the most, according to the plot in figure 9), electron beam scattering in (iii) will dominate the effective resolution. This can be shown by again evaluating models for electron probe spreading, which for 15–26 nm thin GaAs ($<Z \geq 32$, $\sigma = 5.32$ g cm$^{-3}$, $U = 200$ kV) suggest $b = 1.4$ nm for the 1.9$\sigma$ beam diameter that contains 90% of intensity [29] (i.e. $\sigma_b = 0.74$ nm) or $b = 0.5$–1.2 nm for the full beam diameter at the exit surface [25] (hence, $\sigma_b = 0.2$–0.5 nm for an equivalent Gauss function). These values are larger than the nominal probe $\sigma_p$ and would dampen the apparent superlattice modulation of the Al content by 10%–20% of the nominal value of $\Delta y_{Al}^{nom} = 0.33$, i.e. bring it down to 0.26. We measure, however, only an amplitude of $\Delta y_{Al}^{exp} = 0.08$, which indicates that there must be real interdiffusion of Al within the superlattices, corresponding to an rms diffusion length for Al atoms of $\sim 1.5$ nm.

The peak indium concentrations $x_{In}$ measured are also somewhat lower than the nominal values (0.19 instead of 0.25 for the lower QW of sample A558, 0.12 [0.22] for the QDs instead of 0.55 [0.60] for sample A527 [558]), which again indicates some indium interdiffusion, but only over $\sim 0.5$ nm in length, in line with our resolution estimate.

The concentration profiles from the group-III elements Al and In in figure 8 show essentially the same features as before for the other specimen, but this time with significantly higher In concentration (albeit still below the nominal values). The bump in the Al profile correlates with the InGaAs QD layer, with their respective peaks shifted by three pixels, or 1 nm. The relative displacement of the In signal compared to the Al signal by 0.5–1 nm towards the top of the wafer structure indicates stronger surface segregation of In compared to Al atoms. This finding for MBE growth of (Al,In)GaAs differs from our previous findings for chemical vapour epitaxy of (Al,In)GaN [30].

A key problem has been that the maps never gave zero base line values for elements not in the sample. We therefore used the minimum experimental background found for any element not in the sample (Ti K) to subtract 1.3 and 0.7 counts for the two different samples. This worked well for the In L line but less so for the Al K line, and we need to investigate further whether this problem is due to insufficient shielding to stray x-rays (a possible collimator problem), the line fitting routine used (a software problem) or simply due to the fact that all signals recorded are positive definite (i.e. non-negative) maps that cut off small negative while retaining small positive values, thereby skewing and offsetting the background by some artificial small amount.

4. Conclusion

X-ray maps have been quantitatively evaluated for all elements of the group-III sub-lattice and direct evidence for 0.3–0.4 equivalent monolayers of Al deposited close to the middle of the InGaAs quantum dots has been found.
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