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ABSTRACT

Directions of arrival (DOA) estimation or localization of sources is an important problem in many applications for which numerous algorithms have been proposed. Most localization methods use block-level processing that combines multiple data snapshots to estimate DOA within a block. The DOAs are assumed to be constant within the block duration. However, these assumptions are often violated due to source motion. In this paper, we propose a signal model that captures the linear variations in DOA within a block. We applied conventional beamforming (CBF) algorithm to this model to estimate linear DOA trajectories. Further, we formulate the proposed signal model as a block sparse model and subsequently derive sparse Bayesian learning (SBL) algorithm. Our simulation results show that this linear parametric DOA model and corresponding algorithms capture the DOA trajectories for moving sources more accurately than traditional signal models and methods.

Index Terms— DOA estimation, block sparse model, sparse Bayesian learning, conventional beamforming.

1. INTRODUCTION

Source directions of arrival (DOA) estimation is a crucial task in many applications such as channel estimation [1], radar [2], acoustic array processing [3], smart devices [4], and hearing aids [5]. Along with conventional beamforming (CBF) [6] and multiple signal classification (MUSIC) [7], compressive sensing based sparse reconstruction [8] and sparse Bayesian learning (SBL) [9–11] are some popular methods for DOA estimation. Almost all localization algorithms use block-level processing where a block consists of multiple data snapshots which are processed together to estimate the source DOA. Block-level processing is important, especially in low signal-to-noise ratio (SNR) scenarios, to obtain reliable DOA estimates. In case of moving sources, the DOA change within the block duration and it is required that the sources are tracked over time. This is commonly done by processing overlapping blocks and applying tracking filters such as Kalman filter [12] or particle filter [13] over block DOA estimates to obtain source motion trajectories. Recently some works have addressed the problem of DOA trajectory estimation using Bayesian analysis [14] and neural networks [15, 16].

In this work, we propose a signal model which incorporates source motion using parametric trajectories and accounts for linear DOA motion within the block duration. This provides better DOA estimates compared to models assuming fixed DOA. It can also be extended to other parametric models albeit with a further increase in processing complexity (in this paper we focus on the linear motion which requires two parameters per source). Parametric trajectories have the potential to eliminate the need for tracking filters by implicitly performing both localization and tracking. We refer to this as trajectory localization (TL). In this paper we, (a) introduce a signal model which incorporates linear DOA motion within a block; (b) develop an extension of CBF, called TL-CBF, to perform parametric trajectory estimation; (c) reformulate model (a) in a sparse signal framework and develop TL-SBL algorithm for trajectory localization.

2. SIGNAL MODEL

2.1. Static DOA

The measurement $y \in \mathbb{C}^N$ recorded by an $N$-sensor uniform linear array (ULA) when $K$ sources are present is

$$y = \sum_{k=1}^{K} a(\theta_k)s_k + w = Ax + w,$$  

(1)

where $a(\theta_k) = a_k = [1, e^{j2\pi \frac{d}{\lambda} \sin \theta_k}, \ldots, e^{j2\pi (N-1) \frac{d}{\lambda} \sin \theta_k}]$ is the steering vector corresponding to the source direction $\theta_k$, steering vector matrix $A = [a_1 \ldots a_K]$, source amplitude vector $x = [s_1, \ldots, s_K]$, and $w \in \mathbb{C}^N$ is the additive noise. Here, $\lambda$ is the wavelength of the narrowband sources and $d$ is the separation between the sensors in the ULA. When multiple observations are available, assuming the source DOA are unchanging, the multiple measurement vector (MMV) model [10, 17] is given by

$$Y = AX + W = [Ax_1 \ldots Ax_L] + W,$$  

(2)

where $Y = [y_1 \ldots y_L] \in \mathbb{C}^{N \times L}$ is the $L$-snapshot measurement matrix, $X = [x_1 \ldots x_L] \in \mathbb{C}^{K \times L}$ denotes source amplitudes across snapshots, and $W = [w_1 \ldots w_L] \in \mathbb{C}^{N \times L}$ accounts for the additive noise across $L$ snapshots. In block-level processing, each $L$-snapshot block is used to estimate the DOA parameters $\theta_k, k = 1, \ldots, K$. 
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2.2. Linear DOA trajectory

In most practical cases the sources are moving and the unchanging DOA assumption no longer holds. As a first order correction to this, we propose to incorporate linear DOA motion across snapshots within a block. Linearly changing DOA \( \theta^l \) as a function of snapshot number \( l \) can be captured using a two parameter \((\phi, \alpha)\) model as

\[
\theta^l = \phi + \frac{l-1}{L-1} \alpha, \quad l = 1, 2, \ldots, L, \tag{3}
\]

where \( \phi \) is the DOA in the first snapshot and \( \phi + \alpha \) is the DOA in the last snapshot of an \( L \)-snapshot block, i.e. the DOA changes by \( \frac{1}{L-1} \) across each snapshot. The parameter pair \((\phi, \alpha)\) captures DOA motion within a block. Define \( \tilde{A}(\phi, \alpha) \in \mathbb{C}^{N \times L} \) to be the matrix of all steering vectors as the DOA changes with linear model parameters \((\phi, \alpha)\), i.e. \( \tilde{A}(\phi, \alpha) = [a(\theta^1) \ldots a(\theta^L)] \). The multiple measurement vector model accounting for linear DOA motion is

\[
\begin{align*}
Y & = \sum_{k=1}^{K} \tilde{A}(\phi_k, \alpha_k) \tilde{X}_k + W = \sum_{k=1}^{K} \tilde{A}_k \tilde{X}_k + W, \tag{4} \\
& = \tilde{A} \tilde{X} + W, \tag{5}
\end{align*}
\]

where \( \tilde{X}_k = \text{diag}(\tilde{x}_k), \tilde{x}_k = [s_k^1 \ldots s_k^L]^T \) is the vector of \( L \) amplitudes of the \( k \)th source, \( \tilde{A} = [\tilde{A}_1 \ldots \tilde{A}_K] \in \mathbb{C}^{N \times KL} \), and \( \tilde{X} = [\tilde{X}_1 \ldots \tilde{X}_K]^T \in \mathbb{C}^{KL \times L} \). Here \( \tilde{X}_k \in \mathbb{C}^{L \times L} \) is a diagonal matrix with \( k \)th source amplitudes across \( L \) snapshots on the diagonal.

Equation (5) is the MMV model which accounts for linear DOA motion. In linear trajectory localization, our goal is to estimate the parameter pairs \((\theta_k, \alpha_k)\) for all the sources and hence obtain their linear trajectory estimates within a block. It is straightforward to extend the linear model in (3) to higher order polynomials or any other parametric trajectory. Computational requirements of the DOA estimation algorithms will grow with the number of parameters in the model. In this paper, we demonstrate the idea of trajectory localization by focusing on linear trajectories.

2.3. Conventional beamforming

We propose a modification of the conventional beamforming (CBF) \[13\] algorithm for the signal model presented above. We refer to it as trajectory localization CBF, i.e. TL-CBF. In CBF, the angular power spectrum is computed at a predefined grid by evaluating the correlation between the observations and the steering vectors. The peaks of this angular power spectrum provide DOA estimates.

Extending this notion, the TL-CBF power spectrum for \( L \) snapshots is computed as

\[
P_{TL-CBF}(\phi, \alpha) = \frac{1}{L} \sum_{l=1}^{L} |a_l^H(\phi, \alpha) y_l|^2, \tag{6}
\]

where the power spectrum \( P_{TL-CBF}(\phi, \alpha) \) is now two dimensional. The locations of the peaks in this spectrum provide DOA trajectory estimates. Note that (6) is different from the traditional MMV CBF as each steering vector now incorporates information about potentially changing DOA.

3. SPARSE SIGNAL MODEL

In this section, model in \[5\] is reformulated as a sparse signal model allowing us to apply sparse signal processing algorithms for DOA estimation. For sparse formulation, consider a finely sampled grid in \((\phi, \alpha)\) space. Let the uniformly sampled points in this rectangular space be denoted by \(\{(\phi_1, \alpha_1), \ldots, (\phi_M, \alpha_M)\} \). A sparse model for (5) can be written as

\[
\begin{align*}
Y & = \sum_{m_1=1}^{M_1} \sum_{m_2=1}^{M_2} \tilde{A}(\phi_{m_1}, \alpha_{m_2}) \tilde{X}_{m_1m_2} + W, \tag{7} \\
& = \sum_{m_1=1}^{M_1} \sum_{m_2=1}^{M_2} \tilde{A}_{m_1,m_2} \tilde{X}_{m_1,m_2} + W, \tag{8} \\
& = \tilde{A}_s \tilde{X}_s + W, \tag{9}
\end{align*}
\]

where \( \tilde{A}_{m_1,m_2} = \tilde{A}(\phi_{m_1}, \alpha_{m_2}) \) and \( \tilde{X}_{m_1,m_2} \) are the changing DOA steering vector matrix and source amplitude matrix for the source at \((\phi_{m_1}, \alpha_{m_2})\). Among the potential \( M_1M_2 \) sources, only a few \( K \) are present in a given block. This sparsity is modeled by matrices \( \tilde{X}_{m_1,m_2} \), only \( K \) of which are non-zero. Here we assume that the true sources lie on the grid. For compact expression we define, \( \tilde{A}_s = [\tilde{A}_{1,1} \ldots \tilde{A}_{M_1,M_2}] \in \mathbb{C}^{N \times M_1M_2} \), and \( \tilde{X}_s = [\tilde{X}_{1,1} \ldots \tilde{X}_{M_1,M_2}]^T \in \mathbb{C}^{M_1M_2 \times L} \).

The above MMV model can be equivalently written as a single measurement model (SMV) \[19, 20\] by vectorizing the observation matrix \( Y \) and appropriately changing the terms on right hand side. Performing a column-wise vectorization operation on \( Y \) we get

\[
\begin{align*}
\text{vec}(Y) & = y_v = \tilde{A}_v \tilde{X}_v + w_v, \tag{10} \\
\tilde{A}_v & = [I_L \otimes \tilde{A}_{1,1}, \ldots, I_L \otimes \tilde{A}_{M_1,M_2}], \tag{11} \\
\tilde{X}_v & = [\text{diag}(\tilde{X}_{1,1})^T, \ldots, \text{diag}(\tilde{X}_{M_1,M_2})^T]^T, \tag{12} \\
w_v & = \text{vec}(W), \tag{13}
\end{align*}
\]

where \( I_L \otimes \tilde{A}_{m_1,m_2} \in \mathbb{C}^{NL \times L} \) is the column-wise Kronecker product (Khatri–Rao product) of \( I_L \) and \( \tilde{A}_{m_1,m_2} \), and \( I_L \) is the \( L \times L \) identity matrix. Here the \( \text{diag}() \) operation on a square matrix returns the diagonal of the matrix as a column vector. The sparsity structure of matrix \( \tilde{X}_v \) is translated into block sparse structure of the vector \( \tilde{X}_v \). In next section we adapt sparse Bayesian learning (SBL) \[9\] algorithm to signal model \[10\] giving trajectory localization SBL i.e. TL-SBL.
3.1. Sparse Bayesian Learning

Sparse Bayesian learning is a compressive sensing method to solve parameter estimation problems [9, 17, 21, 22]. SBL has been investigated multiple times for DOA estimation [23–27]. Here we derive the TL-SBL update rule following the approach in [23–26]. The block sparse structure of $\hat{x}_n$ has similarities with the static DOA MMV model [19, 20].

Prior: We assume that source amplitudes are i.i.d across snapshots having zero-mean complex Gaussian distribution

$$p(\text{diag}(\hat{X}_m)) \sim \mathcal{CN}(0, \gamma_m I_L), \quad (14)$$

where $\gamma_m$ is the variance. In this section, we use a simplified notation where the double index $(m_1, m_2)$ is replaced by a single index $m$ and correspondingly the indices $\{(1, 1), \ldots, (M_1, M_2)\}$ are renumbered as $\{1, 2, \ldots, M_1 M_2\}$. We additionally assume the amplitudes are independent across sources. Thus the unknown $\hat{x}_n$ is Gaussian distributed and parametrized by the vector $\gamma = [\gamma_1, \ldots, \gamma_{M_1 M_2}]$.

Likelihood: Assuming the noise to be zero-mean complex Gaussian distributed and i.i.d across sensors and snapshots, the data likelihood can be given as

$$p(y_v | \hat{x}_v; \sigma^2) = \mathcal{CN}(y_v, \hat{A}_v \hat{x}_v, \sigma^2 I_{NL}), \quad (15)$$

where $\sigma^2$ is the noise variance.

Evidence: In SBL, $\gamma$ is estimated using evidence maximization (or type-II maximum likelihood) where evidence is

$$p(y_v; \gamma) = \int d\hat{x}_v p(y_v | \hat{x}_v; \sigma^2) p(\hat{x}_v; \gamma) d\hat{x}_v. \quad (16)$$

Since both prior and likelihood are Gaussian, from properties of Gaussian densities, we get evidence $p(y_v; \gamma)$ to be Gaussian with zero-mean and let the covariance matrix be $\Sigma_{y_v}$. The log-evidence can thus be expressed as

$$\log p(y_v; \gamma) \propto \log |\Sigma_{y_v}| - y_v^H \Sigma_{y_v}^{-1} y_v,$$

where $\Sigma_{y_v} = \sigma^2 I_{NL} + \hat{A}_v \Sigma_0 \hat{A}_v^T,$

$$\Sigma_0 = E(\hat{x}_v \hat{x}_v^H). \quad (19)$$

Evidence maximization can be performed by expectation maximization (EM) algorithm [19, 20, 28], but its convergence is known to be slow [9, 17]. Here we derive a fixed point update rule [23–26]. To obtain the TL-SBL update rule, differentiate (17) with respect to $\gamma_m$, equate the derivative to zero, and rearrange the terms to give

$$\gamma_m^{\text{new}} = \gamma_m^{\text{old}} \frac{\Sigma_{y_v} \hat{A}_m \hat{A}_m^H \Sigma_{y_v}^{-1} y_v}{\text{Tr}(\Sigma_{y_v} \hat{A}_m \hat{A}_m^H)}, \quad (20)$$

where $\hat{A}_m = I_L \otimes \hat{A}_m$, and $\text{Tr}[,]$ denotes trace of a matrix. Note that the update for the $m$th grid point, which corresponds to $(m_1, m_2)$ pair, depends on the matrix $\hat{A}_m$ which captures all the steering vectors of the linear DOA motion through the parameters $(\phi_m, \alpha_m)$. Due to hierarchical probabilistic modeling of SBL, the parameter vector $\gamma$ is sparse [9]. This sparsity in $\gamma$ is reflected as block sparsity in the source amplitude vector $\hat{x}_n$. Thus the locations of nonzero entries of $\gamma$ signify the source DOA trajectory estimates. Though noise variance $\sigma^2$ can also be estimated using various methods [10, 25, 26, 29], in this paper we assume noise variance to be known for simplicity.

4. SIMULATIONS AND RESULTS

We demonstrate DOA trajectory localization using the proposed signal model and algorithms on single and multiple sources. We compare the localization ability of TL-CBF and TL-SBL with CBF and SBL. A uniform linear array with 10 sensors and $d = \frac{\lambda}{2}$ spacing is considered. TL-CBF and TL-SBL algorithms require a grid over the parameters $\phi$ and $\alpha$. We choose $\phi$ in the range $[-90^\circ, 90^\circ]$ with $1^\circ$ separation and $\alpha$ in the range $[-15, 15]$ with 1 unit separation. For CBF and SBL algorithms we set $\theta$ grid in the range $[-90^\circ, 90^\circ]$ with $1^\circ$ separation. The signal-to-noise ratio (SNR) is 10 dB.

Example 1: We consider $K = 4$ on-grid sources in a 100-snapshot block with linearly changing DOA. The true linear DOA parameters $(\phi, \alpha)$ for the sources are $(-10, 1), (-30, -5), (42, 7),$ and $(66, -11)$. Note that on-grid sources with $(\phi, \alpha)$ parametrization have changing DOA. The DOA estimates of all algorithms are shown in Fig. 1. Trajectories are estimated from estimated $(\phi, \alpha)$ parameters using (3). Both TL-CBF and TL-SBL are able to estimate changing DOA within the block whereas CBF and SBL can only provide constant DOA estimates by design. Both CBF and TL-CBF suffer from poor resolution for nearby sources and some of their estimates are not visible in the region shown. Although both SBL and TL-SBL identify all four sources, TL-SBL can better adapt to linearly changing DOA.
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**Fig. 1:** (Example 1) On-grid single block DOA estimates obtained from various algorithms for $K = 4$ sources.
Example 2: Here we consider $K = 4$ off-grid sources with $(\phi, \alpha)$ parameters $(-15.5, 2.5), (-25.5, -6.5), (47.5, 4.5)$, and $(71.5, -12.5)$ in a 100-snapshot block. The power spectrum in $(\phi, \alpha)$ domain is shown in Fig. 2(left) for TL-CBF & TL-SBL (top row) and in $\theta$ domain for CBF & SBL (bottom row). Both SBL and TL-SBL can identify all the off-grid sources whereas CBF and TL-CBF miss a source. The corresponding DOA trajectories are shown in Fig. 2(right). The TL-CBF and TL-SBL algorithms are able to find accurate on-grid approximations of the true off-grid trajectories.

Example 3: We simulate a moving source with non-linear DOA trajectory as shown in Fig. 3. The trajectory contains 31 non-overlapping blocks of $L = 50$ snapshots each. Within each block, the DOA trajectory is approximately linear. The maximum change in DOA within any block is $11.5^\circ$. Trajectories estimated from TL-CBF and TL-SBL closely align with the true trajectory whereas CBF and SBL provide fixed DOA estimates in each block.

Example 4: Two moving sources with non-linear DOA trajectories are simulated in Fig. 4 (52 blocks with $L = 30$ snapshots each). The estimated DOAs by TL methods provide relatively smoother trajectories. The root-mean-square DOA error for non-crossing regions are $2.98^\circ$, $3^\circ$, $2^\circ$, and $1.78^\circ$ for CBF, TL-CBF, SBL, and TL-SBL respectively.

5. CONCLUSIONS

In this work, we introduced a signal model for identifying linearly changing DOA for multi-snapshot block-level processing. We developed the algorithms TL-CBF and TL-SBL for the estimation of linear DOA trajectories. The analysis can be easily extended to non-linear parametric models. Though TL-CBF is able to estimate changing DOA, it still has the drawback of low angular resolution inherited from CBF which affects its performance in presence of multiple sources. TL-SBL improves over SBL by providing estimates of changing DOA while simultaneously having high resolution associated with compressive sensing methods.
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