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ABSTRACT
The cloud infrastructure motivates disaggregation of monolithic data stores into components that are assembled together based on an application’s workload. This study investigates disaggregation of an LSM-tree key-value store into components that communicate using RDMA. These components separate storage from processing, enabling processing components to share storage bandwidth and space. The processing components scatter blocks of a file (SSTable) across an arbitrary number of storage components and balance load across them using power-of-d. They construct ranges dynamically at runtime to parallelize compaction and enhance performance. Each component has configuration knobs that control its scalability. The resulting component-based system, Nova-LSM, is elastic. It outperforms its monolithic counterparts, both LevelDB and RocksDB, by several orders of magnitude with workloads that exhibit a skewed pattern of access to data.

1 INTRODUCTION
Persistent multi-node key-value stores (KVSs) are used widely by diverse applications. This is due to their simplicity, high performance, and scalability. Example applications include online analytics [2, 79], product search and recommendation [48], graph storage [54, 61, 67], hybrid transactional and analytical processing systems [81], and finance [22]. For write-intensive workloads, many KVSs implement principles of the Log-Structured Merge-tree (LSM-tree) [13, 14, 22, 35, 47]. They do not perform updates in place and use in-memory memtables to buffer writes and flush them as Sorted String Tables (SSTables) using sequential disk I/Os.

To improve resource utilization, cloud-native data stores leverage the cloud infrastructure with hardware-software co-design to enable elasticity [4, 20, 74]. This motivates disaggregation of monolithic data stores into components [21, 33, 38]. Logically, components may separate storage from processing. Physically, a component utilizes the appropriate hardware and scales independent of the others. Fast networking hardware with high bandwidths, e.g., Remote Direct Memory Access (RDMA) [56], provides connectivity for data exchange between components that constitute a data store.

We present Nova-LSM, a distributed, component-based LSM-tree data store. Its components include LSM-tree Component (LTC), Logging Component (LogC), and Storage Component (StoC). Both LTC and LogC use StoC to store data. LogC uses StoC to enhance either availability or durability of writes. Nova-LSM enables each component to scale independent of the others. With an I/O intensive workload, a deployment may include a few LTCs and LogCs running on compute-optimized servers with hundreds of StoCs running on storage-optimized servers; see [56, 65, 66] for such servers.

An application range partitions data across LTCs. Physically, an LTC may organize memtables and SSTables of a range in different ways: assign a range and its SSTables to one StoC, assign SSTables of a range to different StoCs with one SSTable assigned to one StoC, or assign SSTables of a range to different StoCs and scatter blocks of each SSTable across multiple StoCs. An LTC may use either replication, a parity-based technique or a hybrid of the two to enhance availability of data in the presence of StoC failures.

A LogC may be a standalone component or a library integrated with an LTC. It may be configured to support availability, durability, or both. Availability is implemented by replicating log records in memory, providing the fastest service times. Durability is implemented by persisting log records at StoCs.

A StoC is a simple component that stores, retrieves, and manages variable-sized blocks. Its speed depends on the choice of storage devices and whether they are organized in a hierarchy. An example hierarchy may consist of SSD and disk, using a write-back policy to write data from SSD to disk asynchronously [39, 69, 78].

Nova-LSM uses RDMA to enable LTCs to share disk bandwidth of StoCs. Figure 1 shows the performance benefits of this architecture when compared with the classical shared-nothing architecture [21, 70]. It presents throughput of 3 different YCSB [15] workloads with (1) a uniform access pattern to data and (2) after a sudden change to a skewed pattern of access to data. These are labeled Uniform and Zipfian on the x-axis, respectively. We show throughput of two configurations of Nova-LSM using the same hardware platform consisting of 10 nodes. The one labeled shared-disk uses RDMA to enable LTCs to share disk bandwidth and space of all StoCs. With the shared-nothing, an LTC stores its SSTables on the StoC local to its node. The number on each bar is the factor of improvement in throughput with the shared-disk when compared with the shared-nothing.

With Zipfian, the shared-disk improves performance by a factor of 9 or higher. The shared-nothing directs most of the requests to the StoC with the most popular data item, exhausting its disk bandwidth while nine StoCs wait for work with a disk bandwidth utilization lower than 20%. By requiring LTCs to share StoCs, Nova-LSM distributes the imposed load more evenly across all 10 disks, improving system throughput dramatically with Zipfian.
Figure 1: Performance comparison between shared-nothing and shared-disk with a 1 TB database range partitioned across 10 servers.

1.1 Challenges and Solutions

Challenge 1: A challenge of LSM-tree implementations including LevelDB [35], RocksDB [22, 54], and AsterixDB [3] is write stalls [6, 51, 63, 82]. It refers to moments in time when the system suspends processing of writes because either all memtables are full or the size of SSTables at Level0 exceeds a threshold. In the first case, writes are resumed once an immutable memtable is flushed to disk. In the second, writes are resumed once compaction of SSTables at Level0 into Level1 causes the size of Level0 SSTables to be lower than its pre-specified threshold.

Solution 1: Nova-LSM addresses this challenge using both its architecture that separates storage from processing and a divide-and-conquer approach. Consider each in turn.

With Nova-LSM’s architecture, one may either increase the amount of memory allocated to an LTC, the number of StoCs to increase the disk bandwidth, or both. Figure 2 shows the throughput observed by an application for a one-hour experiment with different Nova-LSM configurations. The base system consists of one LTC with 32 MB of memory and 1 StoC, see Figure 2.1. As a function of time, its throughput spikes and drops down to zero due to write stalls, providing an average throughput of 9,000 writes per second. The log-scale for the y-axis highlights the significant throughput variation since writes must wait for memtables to be flushed to disk. Increasing the number of StoCs to 10 does not provide a benefit (see Figure 2.ii) because the number of memtables is too few. However, increasing the number of memtables to 128 enhances the peak throughput from ten thousand writes per second to several hundred thousand writes per second, see Figure 2.iii. It improves the average throughput 5 folds to 50,000 writes per second and utilizes the disk bandwidth of 1 StoC fully. Write stalls continue to cause the throughput to drop to close to zero for a noticeable amount of time, resulting in a sparse chart. Finally, increasing the number of StoCs of this configuration to 10 diminishes write stalls significantly, see Figure 2.iv. The throughput of this final configuration is 27 folds higher than the throughput of the base configuration of Figure 2.1.

Nova-LSM reduces complexity of software to implement compaction using a divide and conquer approach by constructing dynamic ranges, Dranges. These Dranges are independent of the application specified ranges. An LTC creates them with the objective to balance the load imposed by application writes across them. This enables parallel compactions to proceed independent of one another, utilizing resources that would otherwise sit idle. (Section 4.1)

Challenge 2: Increasing the number of memtables (i.e., amount of memory) slows down scans and gets by requiring them to search a larger number of memtables and SSTables at Level0.

Solution 2: Nova-LSM implements an index that identifies either the memtable or the SSTable at Level0 that stores the latest value of a key. If a get observes a hit in the lookup index, it searches either one memtable or one SSTable at Level0. Otherwise, it searches SSTables at higher levels that overlap with the referenced key. This index improves the throughput by a factor of 1.7 (2.8) with a uniform (skewed) pattern of access to data. (Section 4.1.1)

Dranges (see Solution 1) partition the keyspace to enable an LTC to process a scan by searching a subset of memtables and SSTables. This improves the throughput 26 (18) folds with a uniform (skewed) pattern of access to data. (Section 4.1.2)

Challenge 3: When LTCs assign SSTables to StoCs randomly, temporary bottlenecks may form due to random collision of many writes to a few, potentially one, StoC. This slows down requests due to queuing delays.

Solution 3: Nova-LSM addresses this challenge in two ways. First, it scatters blocks of a SSTable across multiple StoCs. Second, it uses power-of-d [58] to assign writes to StoCs. Consider each in turn. An LTC may partition a SSTable into ρ fragments and use RDMA to write these fragments to ρ StoCs. When the value of ρ equals the total number of StoCs, β, the possibility of random collisions is eliminated altogether. For example with β=10 StoCs, the throughput doubles when an LTC scatters a SSTable across ρ=10 StoCs instead of one StoC.

Full partitioning is undesirable with large values of β. It wastes disk bandwidth by increasing the overall number of disk seeks and rotational latencies to write a SSTable. Hence, Nova-LSM supports partitioning degrees lower than the number of StoCs, ρ < β. (Section 4.4)

With ρ < β, each LTC implements power-of-d to write a SSTable as follows. It peeks at the disk queue sizes of ρ+2 randomly selected StoCs, writing to those ρ StoCs with the shortest disk queues. Experimental results of Figure 1 use ρ=3 with β=10. Note that power-of-d enables the write-only workload W100 with a uniform access pattern to observe a 60% improvement. It minimizes the impact of transient bottlenecks attributed to random independent requests colliding on one StoC.
1.2 Contributions and Outline

The primary contributions of this study are as follows.

- An LTC constructs dynamic ranges to enable parallel compactions for SSTables at Level$_0$, utilizing resources that would otherwise sit idle and minimizing the duration of write stalls. (Section 4)
- An LTC maintains indexes to process fast lookups and scans. (Section 4)
- An LTC scatters blocks of one SSTable across a subset of StoCs (e.g., 3 out of $\beta > 3$) while scattering blocks of different SSTables across all $\beta$ StoCs. It uses the power-of-d random choices [58] to minimize queuing delays at StoCs. An LTC implements replication and a parity-based technique to enhance data availability in the presence of StoC failures. (Section 3.1 and 4)
- A LogC separates the availability of log records from their durability. LogC configured with availability using RDMA recovers 4 GB of log records within one second. (Section 5)
- A StoC implements simple interfaces that allow it to scale horizontally. (Section 6)
- A highly elastic Nova-LSM. (Section 9)
- A publicly available implementation of Nova-LSM as an extension of LevelDB. Nova-LSM shows a 2.3x to 18x higher throughput than LevelDB and RocksDB with a skewed access pattern and a 2 TB database. Nova-LSM scales vertically as a function of memory sizes. It also scales horizontally as a function of LTCs and StoCs. (Section 8)
- The main limitation of Nova-LSM is its higher CPU utilization. With 1 LTC and 1 StoC running on 1 server, this is attributed to the overhead of maintaining the index that addresses Challenge 2. With additional LTCs, this overhead extends to include pulling of messages by the RDMA threads. Total overhead results in a 20-30% performance degradation with a CPU intensive workload (50% scan, 50% write) using a uniform pattern of access to data. With the same workload and a skewed access pattern, Nova-LSM outperforms LevelDB by a factor of 5. (Figure 18b of Section 8.3.2)

The rest of this paper is organized as follows. Section 2 presents the background on LevelDB and RDMA. We then present the architecture of Nova-LSM and its component interfaces in Section 3. Sections 4 to 6 detail the design of LTC, LogC, and StoC, respectively. Section 7 details the implementation of Nova-LSM. We present our evaluation results in Section 8. Section 9 presents the elasticity of Nova-LSM. Section 10 surveys related work. Section 11 concludes and discusses future research directions.

2 BACKGROUND

2.1 LevelDB

LevelDB organizes key-value pairs in two memtables and many immutable Sorted String Tables (SSTables). While the memtables are main memory resident, SSTables reside on disk. Keys are sorted inside a memtable and a SSTable based on the application specified comparison operator. LevelDB organizes SSTables on multiple levels. Level$_0$ is semi-sorted while the other levels are sorted. The expected size of each level is limited and is usually increasing by a factor of 10. This bounds the storage size. When a memtable becomes full, it is converted to a SSTable at Level$_0$ and written to disk. Other data stores built using LevelDB support a configurable number of memtables, e.g., RocksDB [22].

With large memory, it is beneficial to have many small memtables instead of a few large ones. LevelDB implements a memtable using skiplists, providing $O(\log n)$ for both lookups and inserts where $n$ is the number of keys in the memtable. A larger memtable size increases the number of keys and slows down lookups and inserts [7]. Typically, an application configures the memtable size to be a few MB, e.g., 16 MB.

Write: A write request is either a put or a delete. LevelDB maintains a monotonically increasing sequence number to denote the version of a key. A write increments the sequence number and appends the key-value pair associated with the latest value of the sequence number to the active memtable. Thus, the value of a key is more up-to-date if it has a greater sequence number. When a write is a delete, the value of the key is a tombstone. When the active memtable is full, LevelDB marks it as immutable and creates a new active memtable to process writes. A background compaction thread converts the immutable memtable to a SSTable at Level$_0$ and flushes it to disk.

Logging: LevelDB associates a memtable with a log file to implement durability of writes. A write appends a log record to the log file prior to writing to the active memtable. When a compaction flushes the memtable to disk, it deletes the log file. In the presence of a failure, during recovery, LevelDB uses the log files to recover its corresponding memtables.

Get: A get for a key searches memtables first, then SSTables at Level$_0$, followed by SSTables at higher levels for a value. It terminates once the value is found. It may search all SSTables at Level$_0$ if each spans the entire keyspace. This is undesirable especially when we have a large number of memtables. For SSTables at Level$_1$ and higher, it often searches only one SSTable since all keys are sorted. Bloom filters may be used to detect when this search may not be necessary.

Compaction: LevelDB uses leveled compaction [53] to reduce its disk space usage to remove older versions of key-value pairs in the background. It compacts SSTables at Level$_1$ with the highest ratio of actual size to expected size. It picks a subset of SSTables at Level$_i$ and computes their overlapping SSTables at Level$_{i+1}$. Then, it reads these SSTables into memory and compacts them into a new set of SSTables to Level$_{i+1}$. This ensures keys are still sorted at Level$_{i+1}$ after compaction. LevelDB deletes the compacted SSTables to free disk space. With a large number of SSTables at Level$_0$, the compaction may require a long time to complete. This is the write stall described in Section 1.1.

2.2 RDMA

Similar to the Ethernet-based IP Networks, RDMA consists of a switch and a network interface card (RNIC) that plugs into a server. It provides bandwidths in the order of tens and hundreds of Gbps with latencies in the order of a few microseconds [41]. The ones used in this study provide a bandwidth of 56 Gbps, see [25] for their detailed specifications. RDMA is novel because it provides
one-sided RDMA READ/WRITE verbs that read (write) data from (to) a remote server while bypassing its CPU.

Two servers are connected using a pair of queues (QP): QP\(_i\) on server \(i\) and QP\(_j\) on server \(j\). Its communication is asynchronous. A QP may be reliable connected, unreliable connected, or unreliable datagram. We focus on reliable connected QPs since the other types may drop packets silently. A QP supports three communication verbs: RDMA SEND, RDMA READ, and RDMA WRITE. RDMA READ and WRITE bypass the receiver’s CPU. An RDMA READ reads a remote memory region into its local memory region. An RDMA WRITE writes a local memory region to a remote memory region directly. QP\(_i\) may issue a request to QP\(_j\) using RDMA SEND. QP\(_j\) notifies server \(j\) once it receives the request. It also generates an acknowledgment to QP\(_j\). QP\(_i\) may tag a request with a 4-byte immediate data. In this case, QP\(_j\) notifies server \(j\) of the immediate data when it receives an RDMA SEND or RDMA WRITE request.

3 NOVA-LSM COMPONENTS

Figure 3 shows the architecture of Nova-LSM, consisting of LSM-tree components (LTCs), logging components (LogCs), and storage components (StoCs). This architecture separates storage from processing similar to systems such as Aurora [74], Socrates [4], SolarDB [84], Tell [49], and RockSet [60]. Table 1 provides the definition of notations used in this paper.

An LTC consists of \(\omega\) ranges. The LTC constructs an LSM-tree for each range. It processes an application’s requests using these trees. A LogC is a library integrated into an LTC and is responsible for generating log records to StoCs during normal mode of operation and fetching log records during recovery mode. A StoC stores, retrieves, and manages variable-sized blocks using alternative storage mediums, e.g., main memory, disk, SSD, or a storage hierarchy. These components are interconnected using RDMA.

One may partition a database into an arbitrary number of ranges and assign these ranges to \(\eta\) LTCs. In its simplest form, one may partition a database across \(\omega \times \eta\) ranges and assign \(\omega\) ranges to each LTC. The coordinator maintains a configuration that contains the partitioning information and the assignment of ranges to \(\eta\) LTCs. Nova-LSM clients use this configuration information [30, 31] to direct a request to an LTC with relevant data.

Figure 3 shows an IP network for Nova-LSM clients to communicate with LTCs and the coordinator. This network may be RDMA when the application nodes are in the same data center as the LTCs and the coordinator [28].

Nova-LSM uses mechanisms similar to the Google File System [36] to handle failures. The coordinator of Figure 3 maintains a list of StoCs, LTCs, and ranges assigned to LTCs. We use leases to minimize management overhead at the coordinator. A lease has an adjustable initial timeout. The coordinator grants a lease on a range to an LTC to process requests referencing key-value pairs contained in that range. Similarly, the coordinator grants a lease to a StoC to process requests. Both StoC and LTC may request and receive lease extensions from the coordinator indefinitely. These extension requests and grants are piggybacked on the heartbeat messages regularly exchanged between the coordinator and StoCs/LTCs. If the coordinator loses communication with an LTC, it may safely grant a new lease on the LTC’s assigned ranges to another LTC after the old lease expires. A StoC/LTC that fails to renew its lease by communicating with the coordinator stops processing requests. One may use Zookeeper to realize a highly available coordinator [43].

While SSTables are immutable, compactions manifest files containing metadata about levels and their assigned SSTables. Replicas of a manifest file may become stale if a StoC fails and misses these mutations while it is unavailable. For each manifest file, Nova-LSM maintains a version number to distinguish between up-to-date and stale manifest replicas [30, 31]. If a StoC is unavailable then the version numbers of its manifest replicas are not advanced. When the StoC restarts, it reports its manifest replicas and their version numbers to the coordinator. The coordinator detects the stale manifest replicas and deletes them.

3.1 Component Interfaces

LTC provides the standard interfaces of an LSM-tree as shown in Figure 4. For high availability, one may configure LTC to either replicate a SSTable across StoCs, use a parity-based technique [59],

Table 1: Notations and their definitions.

| Notation | Definition                           |
|----------|--------------------------------------|
| \(\eta\) | Total number of LTCs.               |
| \(\beta\) | Total number of StoCs.              |
| \(\omega\) | Number of ranges per LTC.          |
| \(\theta\) | Number of Dranges per range.       |
| \(\gamma\) | Number of Tranges per Drange.      |
| \(\alpha\) | Number of active memtables per range. |
| \(\delta\) | Number of memtables per range.     |
| \(\tau\) | Size of memtable/SSTable in MB.    |
| \(\rho\) | Number of StoCs to scatter a SSTable. |
A storage thread reads and writes blocks from the local disk in memory of dedicated exchange (xchg) threads to minimize the number of QPs [41, 45]. Thus, we configure each node with a different StoC for use by future references.

Recent studies have shown that RDMA scales poorly with a high number of QPs. An xchg thread maintains a QP that connects to a StoC file directly using RDMA WRITE. When a StoC client, say an LTC, reads a block, it may write this fragment to a different StoC.

LogC provides interfaces for append-only log files. It implements these interfaces using StoCs. For high availability, a LogC client may open a log file with in-memory storage and 3 replicas.

StoC provides variable-sized block interfaces for append-only files. A StoC file is identified by a globally unique file id. When a StoC client opens a file, StoC allocates a buffer in its memory and returns a file handle to the client. The file handle contains the file id, memory buffer offset, and its size. A StoC client appends a block by writing to the memory buffer of the StoC file directly using RDMA WRITE. When a StoC client, say an LTC, reads a block, it first allocates a buffer in its local memory. Next, it instructs the StoC to write the block to its buffer using RDMA WRITE. Sections 4 to 6 detail the design of these interfaces.

### 3.2 Thread Model

Recent studies have shown that RDMA scales poorly with a high number of QPs [41, 45]. Thus, we configure each node with a number of dedicated exchange (xchg) threads to minimize the number of QPs. An xchg thread k at node i maintains a QP that connects to the xchg thread k at each of the other nodes. Its sole responsibility is to issue requests from its caller to another node and 3 replicas.

StoC has three types of threads. A compaction thread compacts SSTables identified by an LTC and may write them to its local disk. A storage thread reads and writes blocks from the local disk in response to an LTC request. An xchg thread facilitates communication between these threads running on one StoC and those on other LTCs and StoCs. (StoCs communicate to perform compaction, see Section 4.3.)

![Figure 5: Thread Model.](image)

LogC provides interfaces for append-only log files. It implements these interfaces using StoCs. For high availability, a LogC client may open a log file with in-memory storage and 3 replicas.

StoC provides variable-sized block interfaces for append-only files. A StoC file is identified by a globally unique file id. When a StoC client opens a file, StoC allocates a buffer in its memory and returns a file handle to the client. The file handle contains the file id, memory buffer offset, and its size. A StoC client appends a block by writing to the memory buffer of the StoC file directly using RDMA WRITE. When a StoC client, say an LTC, reads a block, it first allocates a buffer in its local memory. Next, it instructs the StoC to write the block to its buffer using RDMA WRITE. Sections 4 to 6 detail the design of these interfaces.

The xchg thread continuously pulls on its QP for requests. It back-offs exponentially when there is no request. This exponential back-off may be configured to strike a compromise between delays and the amount of utilized CPU.

### 4 LSM-TREE COMPONENT

For each range, an LTC maintains an LSM-tree, multiple active memtables, immutable memtables, and SSTables at different levels. Nova-LSM further constructs θ dynamic ranges (Drange) per range, see Figure 6. Dranges are transparent to an application.

Each range maintains three invariants. First, key-value pairs in a memtable or a SSTable are sorted by key. Second, keys are sorted across SSTables at Level0 and higher. Third, key-value pairs are more up-to-date at lower levels, i.e., Level0 has more up-to-date value of a key than Leveli where i > 0.

#### 4.1 Dynamic Ranges, Dranges

LTC uses a large number of memtables to saturate the bandwidth of StoCs. This raises several challenges. First, compacting SSTables at Level0 into Level1 becomes prohibitively long due to their large number as these Level0 SSTables usually span the entire keyspace and must be compacted together. Second, reads become more expensive since they need to search possibly all memtables and SSTables at Level0. A skewed access pattern exacerbates these two challenges with a single key that is updated frequently. Different versions of this key may be scattered across all SSTables at Level0.

To address these challenges, an LTC constructs Dranges with the objective to balance the load of writes across them evenly. It assigns the same number of memtables to each Drange. A write append's its key-value pair to the active memtable of the Drange that contains its key, preventing different versions of a single key from spanning all memtables. SSTables at Level0 written by different Dranges are mutually exclusive. Thus, they may be compacted in parallel and independently.

An LTC monitors the write load of its θ Dranges. It performs either a major or a minor reorganization to distribute its write load evenly across them. Minor reorganizations are realized by constructing tiny ranges, Tranges, that are shuffled across Dranges. Major reorganizations construct Dranges and Tranges based on the overall frequency distribution of writes.

A Drange is duplicated when it is a point and contains a very popular key. For example, Figure 6 shows [0,0] is duplicated for [0,0] has more up-to-date value of a key than Level1 where i > 0.

![Figure 6: LTC constructs θ Dranges per range.](image)
write for key 0 may append to the active memtable of either duplicate Drange. This reduces contention for synchronization primitives that implement thread-safe writes to memtables. Moreover, the duplicated Dranges minimize the number of writes to StoC once a memtable is full as detailed in Section 4.2. Below, we formalize Tranges, Dranges, minor and major reorganization.

**Definition 4.1.** A tiny dynamic range (Trange) is represented as \([T_{L_j}, T_{U_j}]\). A Trange maintains a counter on the total number of writes that reference a key \(K\) where \(K < T_{U_j}\) and \(K \geq T_{L_j}\).

**Definition 4.2.** A dynamic range (Drange) is represented as \([D_{L_i}, D_{U_i}]\). A Drange contains a maximum of \(y\) Tranges where \(D_{L_i} = T_{L_{i,0}}, D_{U_i} = T_{U_{i,y-1}},\) and \(\forall j \in [1, y), T_{L_{i,j}} = T_{U_{i,j-1}}\). A Drange contains one active memtable and \(\delta - 1\) immutable memtables. Each Drange processes a smaller rate of writes.

**Definition 4.3.** A minor reorganization assigns Tranges of a hot Drange to its neighbors to balance load.

**Definition 4.4.** A major reorganization uses historical sampled data to reconstruct Tranges and their assigned Dranges.

An LTC triggers a minor reorganization when a Drange receives a higher load than the average by a pre-specified threshold \(\epsilon\), i.e., load > \(\bar{\text{load}} + \epsilon\). With a significant load imbalance where assigning Tranges to different Dranges does not balance the load, an LTC performs a major reorganization. It estimates the frequency distribution of the entire range by sampling writes from all memtables. Next, it constructs new Dranges and Tranges with the write load divided across them almost evenly.

An LTC may update the boundaries of a Drange; from \([D_{L_i}, D_{U_i}]\) to \([D_{L_i}', D_{U_i}']\) in different ways. We consider two possibilities. With the first, these key-value pairs may be left behind in memtables of Drange. This technique requires a get to search all memtables and overlapping SSTables at all levels since a higher level SSTable may contain the latest value of a key. To elaborate, an older value of a key may reside in a memtable of Drange, while its latest value in a memtable of Drange is flushed as a SSTable to Level0. Subsequently, this SSTable may be compacted into higher levels earlier than the flushing of the memtable containing its older value (and belonging to Drange).

With the second, Nova-LSM associates a generation id with each memtable. This generation id is incremented after each reorganization. A reorganization marks the impacted active memtables as immutable, increments the generation id, and creates a new active memtable with the new generation id. When writing an immutable memtable as a SSTable, Nova-LSM ensures the memtables with older generation ids are flushed first. This allows a get to return immediately when it finds the value of its referenced key in a level.

One may come up with the best and worst case scenario for each of these techniques. The worst case scenario for the first technique is when a get references a key inserted least recently and appears in all levels. In our experiment, we observed at most 40% improvement with the second technique when gets are issued one at a time to the system. This improvement became insignificant with concurrent gets.

**4.1.1 Get.** Each LTC maintains a lookup index to identify the memtable or the SSTable at Level0 that contains the latest value of a key. If a get finds its referenced key in the lookup index then it searches the identified memtable/SSTable for its value and returns it immediately. Otherwise, it searches overlapping SSTables at higher levels for the latest value and returns it. Each SSTable contains a bloom filter and LTC caches them in its memory. A get skips a SSTable if the referenced key does not exist in its bloom filter. In addition, a get may search SSTables at higher levels in parallel.

Size of the lookup index is a function of the number of unique keys in memtables and SSTables at Level0. \(q_0\). It is \(q_0\) (the average key size + 4 bytes for memtable pointer + 8 bytes for Level0 SSTable file number). 240 MB in experiments of Section 8.

The lookup index prevents a get from searching all memtables and SSTables at Level0. Its details are as follows. A write that appends to a memtable \(m\) updates the lookup index of the referenced key with \(m\)’s unique id \(mid\). An LTC maintains an indirect mapping \(MIDToTable\) from \(mid\) to either a pointer to a memtable or the file number of a SSTable at Level0. When a compaction thread converts an immutable memtable to a SSTable and flushes it to StoC, it atomically updates the entry of \(mid\) in \(MIDToTable\) to store the file number of the SSTable and marks the pointer to the memtable as invalid.

Once a SSTable at Level0 is compacted into Level1, its keys are enumerated. For each key, if its entry in \(MIDToTable\) identifies the SSTable at Level0 then, the key is removed from the lookup index.

**4.1.2 Scan.** An LTC maintains a range index to process a scan using only those memtables and Level0 SSTables with a range overlapping the scan. A scan must also search overlapping SSTables at higher levels since they may contain the latest values of the referenced keys.

Each element of the range index (a partition) corresponds to an interval, e.g., [0, 100) in Figure 7. It maintains a list of memtables and SSTables at Level0 that contain keys within this range. These are in the form of pointers. Size of required memory is the number of Dranges * (size of start interval key + size of end interval key + pointers to memtables and Level0 SSTable file numbers). 6 KB in experiments of Section 8.

![Figure 7: Lookup index and range index.](image)
A scan starts with a binary search of the range index to locate the partition that contains its start key. It then searches all memtables and SSTables at Level 0 in this partition. It also searches SSTables at higher levels. When it reaches the upper bound of the current range index partition, it seeks to the first key in the memtables/SSTables of the next range index partition and continues the search.

The range index is updated in three cases. First, when a new active memtable for a Drange or a new Level 0 SSTable is created, LTC appends it to all partitions of the index that overlap the range of this memtable/SSTable. Second, a compaction thread removes flushed immutable memtables and deleted Level 0 SSTables from the range index. Third, a Drange reorganization makes the range index more fine-grained by splitting its partitions. When a partition splits into two partitions, the new partitions inherit the memtables/SSTables from the original partition.

4.2 Flushing Immutable Memtables

Once a write exhausts the available space of a memtable, the processing LTC marks the memtable as immutable and assigns it to a compaction thread. This thread compacts the memtable by retaining only the latest value of a key and discarding its older values. If its number of unique keys is larger than a prespecified threshold, say 100, the compaction thread converts the immutable memtable into a SSTable and flushes it to StoC. Otherwise, it constructs a new memtable with the few unique keys, invokes LogC to create a new log file for the new memtable and a log record for each of its unique keys, and returns the new memtable as an immutable table to the Drange. When a Drange consists of multiple immutable memtables whose number of unique keys is lower than the prespecified threshold, the compaction thread combines them into one new memtable. Otherwise, it converts each immutable memtable to a SSTable and writes the SSTable to StoC. With a skewed pattern of writes, this technique reduces the amount of data written to StoCs by 65%.

4.3 Parallel Compaction of SSTables at Level 0

Dranges divide the compaction task at Level 0 into θ smaller tasks that may proceed concurrently, see Figure 8. This minimizes write stalls when the total size of SSTables at Level 0 exceeds a certain threshold. Without Dranges, in the worst-case scenario, a Level 0 SSTable may consist of keys that constitute a range overlapping all ranges of SSTables at Levels 0 and 1. Compacting this SSTable requires reading and writing a large volume of data from many SSTables. This worst-case scenario is divided by θ folds by constructing θ non-overlapping Dranges. This enables θ concurrent compactions and utilizes resources that would otherwise sit idle.

LTC employs a coordinator thread for compaction. This thread first picks Level 0 with the highest ratio of actual size to expected size. It then computes a set of compaction jobs. Each compaction job contains a set of SSTables at Level 0 and their overlapping SSTables at Level i+1. SSTables in two different compaction jobs are non-overlapping and may proceed concurrently.

Offloading: When StoCs have sufficient processing capability, the coordinator thread offloads a compaction job to a StoC based on a policy. In this study we assume round-robin. A short-term research direction is to investigate other policies that minimize movement of data using RDMA. The StoC pre-fetches all SSTables in the compaction job into its memory. It then starts merging these SSTables into a new set of SSTables while respecting the boundaries of Dranges and the maximum SSTable size, e.g., 16 MB. It may either write the new SSTables locally or to other StoCs. When the compaction completes, the StoC returns the list of StoC files containing the new SSTables to the coordinator thread. The coordinator thread then deletes the original SSTables and updates MANIFEST file described in Section 4.5.

4.4 SSTable Placement

An LTC may be configured to place a SSTable across ρ StoCs with ρ ∈ [1, β] where β is the number of StoCs. With ρ = 1, a SSTable is assigned to one StoC. With ρ > 1, the blocks of a SSTable are partitioned across ρ StoCs. With large SSTables, partitioning reduces the time to write a SSTable as it utilizes the disk bandwidth of multiple StoCs.

An LTC may adjust the value of ρ for each SSTable using its size. For example, Figure 9 shows SSTable 0:900-999 is scattered across 3 StoCs [0, 1, i] while SSTable L:1:950-999 is scattered across 4 StoCs [0, 1, i, β-1]. The first SSTable is smaller due to a skewed access pattern that resulted in fewer unique keys after compaction. Hence, it is partitioned across fewer StoCs.

When LTC creates a SSTable, it first decides the value of ρ and identifies the ρ StoCs based on a policy such as random and power-of-d [58]. With random, an LTC selects ρ StoCs from β randomly. With power-of-d [58], LTC selects ρ StoCs with the shortest disk queue out of d randomly selected StoCs, d = 2 × ρ.

An LTC partitions a SSTable into ρ fragments and identifies a StoC for each fragment. It writes all fragments to ρ StoCs in parallel. Finally, it converts its index block to StoC block handles and writes the metadata blocks (index and bloom filter blocks) to a StoC.

4.4.1 Availability. Scattering a SSTable across multiple StoCs impacts its availability. If a SSTable is scattered across all β StoCs, it...
becomes unavailable once a StoC fails. One may scatter a SSTable across fewer StoCs and use either replication, a parity-based technique, or a hybrid of these techniques to provide data availability.

Nova-LSM implements Hybrid, a technique that combines parity-based and replication techniques as follows. It constructs a parity block for the data fragments and replicates the metadata block due to its small size (in the order of a few hundred KBs). This enables a read to fetch the metadata blocks from any replica using power-of-d.

Fragments, their replicas, and parity blocks are assigned to different StoCs. Their placements information are registered with the metadata block, see Step 5 of Figure 10.

Hybrid does not incur the overhead of RAID to update a block since SSTables are immutable. Thus, the parity blocks are not read during normal mode of operation. In failed mode, the redundant data is read to recover content of a failed StoC.

We model the availability of data using the analytical models of [59]. Assuming the Mean Time To Failure (MTTF) of a StoC is 4.3 months and repair time is one hour [29], Table 2 shows the MTTF of a SSTable and the storage layer consisting of 10 StoCs. While MTTF of a SSTable (MTTFsStable) depends on the value of ρ, MTTF of the storage layer (MTTFstorage) is independent as we assume blocks of SSTables are scattered across all StoCs. With no parity and no replication, MTTFstorage is only 13 days.

By constructing one replica for a SSTable and its fragments, MTTFstorage is enhanced to 55.4 years and MTTFsStable is improved to 554 years. However, this technique has 100% space overhead.

A parity based technique has a lower space overhead than replication. Its precise overhead depends on the value of ρ, see Table 2. Ideally, StoCs should be deployed across different racks in a data center. This preserves availability of data in the presence of rack failures.

### 4.5 Crash Recovery

Nova-LSM is built on top of LevelDB and reuses its well-tested crash recovery mechanism for SSTables and MANIFEST file. A MANIFEST file contains metadata of an LSM-tree, e.g., SSTable file numbers and their levels. Each application’s specified range has its own MANIFEST file and is persisted at a StoC. Nova-LSM simply adds more metadata to the MANIFEST file. It extends the metadata of a SSTable to include the list of StoC file ids that store its meta and data blocks. It also appends the Dranges and Tranges to the MANIFEST file.

When an LTC fails, the coordinator assigns its ranges to other LTCs. With η LTCs, it may scatter its ranges across η − 1 LTCs. This enables recovery of the different ranges in parallel. An LTC rebuilds the LSM-tree of a failed range using its MANIFEST file. Its LogC queries the StoCs for log files and uses RDMA READ to fetch their log records. The LTC then rebuilds the memtables using the log records, populating the lookup index. It rebuilds the range index using recovered Dranges and the boundaries of the memtables and Level0 SSTables.

## 5 LOGGING COMPONENT

LogC constructs a log file for each memtable and generates a log record prior to writing to the memtable. LogC approximates the size of a log file to be the same as the memtable size. A log record is self-contained and is in the form of (log record size, memtable id, key size, key, value size, value, sequence number).

The log file may be either in memory (availability) or persistent (durability). It may be configured to be persistent while its most recent log records are maintained in memory. This reduces mean-time-to-recovery of an LTC, enhancing availability while implementing durability. An in-memory log file may be replicated to enhance its availability. If all in-memory replicas fail, there is data loss. Next section describes our implementation of these alternatives.

## 6 STORAGE COMPONENT

A StoC implements in-memory and persistent StoC files for its clients, LTC and LogC.

### 6.1 In-memory StoC Files

An in-memory StoC file consists of a set of contiguous memory regions. A StoC client appends blocks to the last memory region using RDMA WRITE. When the last memory region is full, it becomes immutable and the StoC creates a new memory region. A StoC client uses RDMA READ to fetch blocks.

When a StoC client opens a file, the StoC first allocates a contiguous memory region in its local memory and returns the StoC file handle to the client. The file handle contains the StoC file id and the memory offset of the region. The client caches the file handle.

A StoC client uses RDMA WRITE to append a block. It writes the block to the current memory offset at the StoC and advances the offset by the size of the block. If the block is larger than the available memory, it requests a new memory region from the StoC and resumes the append.

We configure the size of a memory region to be the same size as a memtable to maximize performance. When LogC creates an in-memory StoC file for availability, only open and delete involve the CPU of the StoC. Appending a log record requires one RDMA WRITE. Fetching all of its log records requires one RDMA READ. Both bypass StoC’s CPU.

### 6.2 Persistent StoC Files

A StoC maintains a file buffer shared across all persistent StoC files. When a StoC client appends a block, it first writes the block to the file buffer using RDMA WRITE. When a StoC client reads a block, the StoC fetches the block into the file buffer and writes the block to the StoC client’s memory using RDMA WRITE.

Figure 10 shows the workflow of an LTC appending a data block fragment to a StoC file. Its StoC client first sends a request to open a new StoC file. The StoC allocates a memory region in its file...
buffer. The size of the memory region is the same as the block size. It also creates a unique id for this memory region and returns its memory offset to the client along with this unique id. The client then writes the block to this memory region using RDMA WRITE. It sets this unique id in the immediate data. The StoC is notified once the RDMA WRITE completes. It then flushes the written block to disk and sends an acknowledgment to the client. Lastly, it writes the metadata blocks to a StoC following the same procedure.

7 IMPLEMENTATION

We implemented Nova-LSM by extending LevelDB with 20,000+ lines of C++ code that implements components of Sections 3 to 6, an LTC client component, the networking layer for an LTC to communicate with its clients, and management of memory used for RDMA’s READ and WRITE verbs. With the latter, requests for different sized memory allocate and free memory from a fixed preallocated amount of memory. We use memcached’s slab allocator to manage this memory.

8 EVALUATION

This section evaluates the performance of Nova-LSM. We start by quantifying the performance tradeoffs associated with different configuration settings of Nova-LSM. Next, we compare Nova-LSM with LevelDB and RocksDB. Main lessons are as follows:

- When comparing performance of Nova-LSM with and without Dranges, Dranges enhance throughput from a factor of 3 to 26. (Section 8.2.1)
- With CPU intensive workloads, one may scale LTCs to enhance throughput. With disk I/O intensive workloads, one may scale StoCs to enhance throughput. (Sections 8.2.4 and 8.2.5)
- With a skewed workload that requires many requests to reference ranges assigned to a single LTC, one may re-assign ranges of the bottleneck LTC to other LTCs to balance load. This enhances performance from 60% to more than 4 folds depending on the workload. (Section 8.2.6)
- Nova-LSM outperforms both LevelDB and RocksDB by more than an order of magnitude with all workloads that use a skewed pattern of access to data. It provides comparable performance to LevelDB and RocksDB for most workloads with a uniform access pattern.
- Nova-LSM is inferior with CPU intensive workloads and a uniform access pattern due to its higher CPU usage. With a single node, the CPU overhead is due to maintaining the index. With more than one nodes, the CPU overhead also includes xchg threads pulling for requests. (Section 8.3)

| Workload | Actions |
|----------|---------|
| RW50     | 50% Read, 50% Write. |
| SW50     | 50% Scan, 50% Write. |
| W100     | 100% Write. |

8.1 Experiment Setup

We conduct our evaluation on the CloudLab APT cluster of c6220 nodes [25]. Each node has 64 GB of memory, two Xeon E5-2650v2 8-core CPUs, and one 1 TB hard disk. Hyperthreading results in a total of 32 virtual cores. All nodes are connected using Mellanox SX6036G Infiniband switches. Each server is configured with one Mellanox FDR CX3 Single port mezz card that provides a maximum bandwidth of 56 Gbps and a 10 Gbps Ethernet NIC.

Our evaluation uses the YCSB benchmark [15] with different sized databases: 10 GB (10 million records), 100 GB (100 million records), 1 TB (1 billion records), and 2 TB (2 billion records). Each record is 1 KB. We focus on three workloads shown in Table 3. A get request references a single key and fetches its 1 KB value. A write request puts a key-value pair of 1 KB. A scan retrieves 10 records starting from a given key. If a scan spans two ranges, we process it in a read committed manner with puts. YCSB uses Zipfian distribution to model a skewed access pattern. We use the default Zipfian constant 0.99, resulting in 85% of requests to reference 10% of keys. With Uniform distribution, a YCSB client references each key with almost the same probability.

A total of 60 YCSB clients running on 12 servers, 5 YCSB clients per server, generate a heavy system load. Each client uses 512 threads to issue requests. A thread issues requests to LTCs using the 10 Gbps NIC. We use a high number of worker/compaction threads to maximize throughput by utilizing resources that would otherwise sit idle. An LTC has 512 worker threads to process client requests and 128 threads for compaction. An LTC/StoC has 32 xchg threads for processing requests from other LTCs and StoCs, 16 are dedicated for performing compactions [41, 45]. A StoC is configured with a total of 256 threads, 128 are dedicated for compactions. Logging is disabled by default. When logging is enabled, LogC replicates a log record 3 times across 3 different StoCs.

8.2 Nova-LSM and Its Configuration Settings

This section quantifies the performance tradeoffs associated with alternative settings of Nova-LSM. We use a 10 GB database and one range per LTC, \( \omega = 1 \). Each server hosts either one LTC or one StoC. Section 8.2.1 evaluates Dranges. Section 8.2.3 evaluates the performance impact of logging. One may scale each component of NOVA-LSM either vertically or horizontally. Its configuration settings may scale (1) the amount of memory an LTC assigns to a StoC to scatter blocks of a SSTable.
range, (2) the number of StoCs a SSTable is scattered across, (3) the number of StoCs used by different SSTables of a range, and (4) the number of LTCs used to process client requests. Items 1 is vertical scaling. The remaining three scale either LTCs or StoCs horizontally. We discuss them in turn in Section 8.2.4 and Section 8.2.5, respectively. Section 8.2.6 describes migration of ranges across LTCs to balance load. We present results on the recovery duration in Section 8.2.8.

8.2.1 Dynamic Ranges. Nova-LSM constructs Dranges dynamically at runtime based on the pattern of access to the individual Dranges. Its objective is to balance the write load across the Dranges. We quantify load imbalance as the standard deviation on the percentage of puts processed by different Dranges. The ideal load imbalance is 0. We report this number for both Uniform and Zipfian. The reported numbers for Uniform serve as the desired value of load imbalance for Zipfian.

With Uniform and $\theta = 64$ Dranges, we observe a very small load imbalance, 2.86E-04±3.21E-05 (mean±standard deviation), across 5 runs. Nova-LSM performs only one major reorganization and no minor reorganizations. With Zipfian, the load imbalance is 1.65E-03±4.42E-04. This is less than 6 times worse than Uniform. Nova-LSM performs one major reorganization and 14.2±14.1 minor reorganizations. There are 11 duplicated Dranges. The first Drange [0,0] is duplicated three times since key-0 is accessed the most frequently. Similar results are observed as we vary the number of Dranges from 2 to 64. Duplication of Dranges containing one unique key is essential to minimize load imbalance with Zipfian.

Dranges facilitate concurrent compactions. We compare Nova-LSM with Nova-LSM-R and Nova-LSM-S, see Figure 11. Nova-LSM-R randomly selects an active memtable to process a put request. Nova-LSM-S uses the active memtable of the corresponding Drange to process a put request. Both do not prune memtables or merge immutable memtables into a new memtable for Dranges with fewer than 100 unique keys.

With RW50 and W100, Nova-LSM provides 3x to 6x higher throughput when compared with Nova-LSM-R as it compacts SSTables in parallel. With Nova-LSM-R, a SSTable at Levelo spans the entire keyspace and overlaps with all other SSTables at Levelo and Level-1. It must first split these sparse SSTables at Levelo into dense SSTables and then compact them in parallel. The throughput of Nova-LSM is comparable to Nova-LSM-S with Uniform. It is higher with Zipfian because compaction threads write fewer data to StoCs. With Zipfian, Nova-LSM constructs 11 Dranges that correspond to one unique key and a total of 26 Dranges that contain less than 100 unique keys. With these Dranges, Nova-LSM merges their memtables into a new memtable instead of flushing them to StoCs, providing significant savings by avoiding disk reads and writes.

With SW50, Nova-LSM outperforms Nova-LSM-R by 26x with Uniform and 18x with Zipfian. This is because keys are scattered across memtables and SSTables at Levelo with Nova-LSM-R. With Uniform, a scan searches 64 memtables and 75 SSTables at Levelo on average while Nova-LSM searches only 1 memtable and 2 SSTables.

8.2.2 Impact of Skew. Figure 12 shows the throughput of Nova-LSM for different workloads as a function of skewness. The access pattern becomes more skewed as we increase the mean of the Zipfian distribution from 0.27 to 0.99. The number at top of each bar is the factor of improvement relative to Uniform.

The throughput of both RW50 and W100 increases with a higher degree of skew. It decreases with SW50. Consider each workload in turn. With RW50, Nova-LSM processes get requests using memory instead of SSTables by maintaining the most popular keys in the memtables. With W100, Nova-LSM compacts memtables of Dranges with fewer than 100 unique keys into a new memtable without flushing them to disk. The number of Dranges with fewer than 100 unique keys increases with a higher degree of skew. Hence, the percentage of experiment time attributed to write stalls decreases from 46% with Uniform to 16% with the most skewed access pattern.

With SW50, the CPU is the limiting resource with all distributions including Uniform. A higher skew generates more versions of a hot key. A scan must iterate these versions to find the next unique key that may reside in a different memtable or SSTable. This increases CPU load with a higher degree of skew, decreasing the observed throughput.

8.2.3 Logging. When the CPU of LTC is not utilized fully, logging imposes a negligible overhead on service time and throughput. We measure the service time of a put request from when a client issues a put request until it receives a request complete response. Replicating a log record three times using RDMA observes only a 4% overhead compared to when logging is disabled (0.51 ms versus 0.49 ms). When replicating log records using NIC, the service time increases to 1.07 ms (2.1x higher than RDMA) since it involves the CPU of StoCs.

With replication only, logging uses CPU resources of LTCs and impacts throughput when CPU of one or more LTCs is fully utilized. As shown in Figure 18, logging has negligible overhead with
Our experiments start with a total of 2 memtables ($\alpha=2$), requiring 32 MB of memory, Memory size = $\delta \times 16$ MB. 1 memtable is active ($\alpha=1$). We double memory size by increasing values for both $\alpha$ and $\delta$ two-folds, see Table 4. With sufficient memory, the throughput scales super-linearly. For example, increasing memory from 512 MB to 1 GB increases the throughput almost 4 folds. This is because the duration of write stalls reduces from 65% to 21% of experiment time. The throughput levels off beyond 2 GB as the bandwidth of StocS becomes fully utilized.

8.2.5 Horizontal Scalability. Horizontal scalability of Nova-LSM is impacted by the number of LTCs, StoCs, how a SSTable is scattered across StoCs and whether the system uses power-of-2. Once the CPU of an LTC or disk bandwidth of a StoC becomes fully utilized, it dictates the overall system performance and its scalability. Below, we describe these factors in turn.

Scalability of StoCs: Figure 13 shows the throughput and horizontal scalability of a system consisting of one LTC as we increase the number of StoCs, $\beta$, from one to 10. LTC stores a SSTable in one StoC ($\rho=1$) using power-of-2. The throughput scales as long as the CPU of the server hosting the single LTC does not become a bottleneck. Once the CPU becomes fully utilized, adding StoCs does not provide a performance benefit. With RW50 and SW50, this limit is reached with 5 StoCs. Hence, additional StoCs do not provide a benefit. Amongst the different workloads, W100 scales the best. With Zipfian, the CPU of the single LTC limits its scalability. With Uniform, the write stalls due to the maximum Level size limits the throughput\footnote{The throughput is 319K when the maximum Level size is 20 GB. It increases further to 351K when the maximum Level size increases to 30 GB.}. The write stall duration decreases with more StoCs. However, it is not a linear function of the number of StoCs. The percentage of experiment time spent on write stalls decreases from 82% with one StoC to 60% with three and 46% with 10 StoCs. This is because LTC schedules compactions across StoCs in a round-robin manner, resulting in one or more StoCs to become fully utilized. We will consider policies other than round-robin as future work.

**Power-of-\(d\) and degree of partitioning\(\rho\):** One may configure NOVA-LSM to write a SSTable to a subset (\(\rho\)) of StoCs instead of all \(\beta\) StoCs. The value of \(\rho\) has a significant impact on the performance of a deployment. With a limited amount of memory (32 MB), using all 10 disks (\(\rho=10\)) provides a throughput that is almost twice higher than with one disk (\(\rho=1\)), see Table 5 and the column labeled Random. This is because when both memtables are full, a write must wait until one of the memtables is flushed to StoC. The time to perform this write is longer when using one disk compared with 10 disks, allowing \(\rho=10\) to provide a significant performance benefit.

Table 5 shows power-of-2 provides 54% higher throughput than random when \(\rho = 1\). It minimizes the queuing delays attributed to writings of SSTables colliding on the same StoC. When \(\rho = 3\), power-of-6 provides a comparable throughput as \(\rho = 10\). A smaller \(\rho\) results in larger sequential writes that enhances the performance of hard disks. This is not highlighted in Table 5. As an example, with 5 LTCs and W100 using Uniform, when \(\rho=3\) is compared with \(\rho=10\), its observed throughput is 17% higher.

Figure 1 in Section 1 presents results for two configurations of Nova-LSM: shared-nothing and shared-disk. Both use the same

| Memory size | $\alpha$ | $\delta$ | Throughput (ops/s) |
|-------------|---------|---------|-------------------|
| 32 MB       | 1       | 2       | 8,924             |
| 64 MB       | 2       | 4       | 10,594            |
| 128 MB      | 4       | 8       | 36,095            |
| 256 MB      | 8       | 16      | 34,102            |
| 512 MB      | 16      | 32      | 53,258            |
| 1 GB        | 32      | 64      | 204,774           |
| 2 GB        | 64      | 128     | 245,753           |
| 4 GB        | 64      | 256     | 246,434           |

Uniform since the CPU is not fully utilized. With Zipfian, it decreases the throughput by at most 33% as the CPU utilization of the first LTC is higher than 90%. Logging has a negligible impact on the CPU utilization of StoCs since LogC uses RDMA WRITE to replicate log records bypassing CPUs of StoCs. Once the CPU becomes fully utilized, it dictates the overall system performance and its scalability. With Uniform, the write stalls due to the maximum Level size limits the throughput. The write stall duration decreases with more StoCs. However, it is not a linear function of the number of StoCs. The percentage of experiment time spent on write stalls decreases from 82% with one StoC to 60% with three and 46% with 10 StoCs. This is because LTC schedules compactions across StoCs in a round-robin manner, resulting in one or more StoCs to become fully utilized. We will consider policies other than round-robin as future work.

**Power-of-\(d\) and degree of partitioning\(\rho\):** One may configure NOVA-LSM to write a SSTable to a subset (\(\rho\)) of StoCs instead of all \(\beta\) StoCs. The value of \(\rho\) has a significant impact on the performance of a deployment. With a limited amount of memory (32 MB), using all 10 disks (\(\rho=10\)) provides a throughput that is almost twice higher than with one disk (\(\rho=1\)), see Table 5 and the column labeled Random. This is because when both memtables are full, a write must wait until one of the memtables is flushed to StoC. The time to perform this write is longer when using one disk compared with 10 disks, allowing \(\rho=10\) to provide a significant performance benefit.

Table 5 shows power-of-2 provides 54% higher throughput than random when \(\rho = 1\). It minimizes the queuing delays attributed to writings of SSTables colliding on the same StoC. When \(\rho = 3\), power-of-6 provides a comparable throughput as \(\rho = 10\). A smaller \(\rho\) results in larger sequential writes that enhances the performance of hard disks. This is not highlighted in Table 5. As an example, with 5 LTCs and W100 using Uniform, when \(\rho=3\) is compared with \(\rho=10\), its observed throughput is 17% higher.

Figure 1 in Section 1 presents results for two configurations of Nova-LSM: shared-nothing and shared-disk. Both use the same
shared-disk uses the RDMA to enable LTCs to share disk bandwidth. When compared with one another, the shared-disk provides the highest performance gains with YCSB’s default Zipfian mean setting, 0.99. It utilizes the bandwidth of all 10 disks while the shared-nothing causes the disk bandwidth of the node containing the most popular data to become the bottleneck. The degree of skew impacts the reported factor of improvements with the shared-disk. For example, with a less skewed access pattern, say Zipfian mean of 0.73 that directs 53% of requests to 10% of the keys, the factor of improvement is reduced to 3.8, 3.7, and 5.7 with RW50, W100, and SW50 workloads, respectively. The reduced load of the bottleneck server in the shared-nothing architecture minimizes the impact of sharing disk bandwidth and the factor of improvement.

**Scalability of LTCs:** One may increase the number of LTCs in a configuration to prevent its CPU from becoming the bottleneck. Figure 14 shows system throughput as we increase the number of LTCs from 1 to 5 with Uniform. The system is configured with a total of 256 memtables of which 64 are active and 10 StoCs. Each SSTable is partitioned across 3 StoCs, \( \rho = 3 \). All reported results are obtained using power-of-6.

The SW50 workload scales super-linearly. The database size is 10 GB in this experiment. With 1 LTC and 4 GB of memtables, the database does not fit in memory. With 5 LTCs, the database fits in the memtables of the LTCs, reducing the number of accesses to StoCs for processing scans. It is important to note that the CPUs of the nodes hosting LTCs remain fully utilized.

The RW50 workload scales sub-linearly because, while the CPU of 1 LTC is fully utilized, it is not fully utilized with 2 or more LTCs. Moreover, the percentage of time the experiment spends in write stall increases from 4% with 1 LTC to 13% with 2 LTCs and 39% with 5 LTCs as the disk bandwidth becomes fully utilized. The same observation holds true with the W100 workload.

With Zipfian, the throughput does not scale. 85% of requests reference keys assigned to the first LTC. The CPU of this LTC becomes fully utilized to dictate the overall system performance. Section 8.2.6 describes migration of a range from one LTC to another to balance load, enhancing performance.

![Figure 14: Throughput and scalability as a function of \( \eta \) with \( \beta = 10, \rho = 3, \alpha = 64, \text{ and } \delta = 256 \).](image)

**Scalability of 5 LTCs as a function of StoCs:** Figure 15 shows the throughput and scalability of different workloads with 5 LTCs as we increase the number of StoCs from 1 to 10. We show the results with Uniform. With Zipfian, one LTC containing the popular keys becomes the bottleneck to dictate the overall processing capability. With both RW50 and W100, this LTC bottleneck is encountered with 3 or more StoCs. With SW50, the bottleneck LTC is present even with 1 StoC. (See Section 8.2.6 for re-organization of ranges across LTCs to address this bottleneck.)

![Figure 15: Throughput and scalability as a function of \( \beta \) with \( \eta = 5, \rho = 1, \alpha = 64, \text{ and } \delta = 256 \).](image)

**Table 6: Throughput (ops/s) with Zipfian and \( \eta = 5, \beta = 10, \omega = 64, \alpha = 4, \delta = 8, \rho = 1 \).**

| Workload Before migration | After migration | Improvement |
|---------------------------|----------------|-------------|
| RW50 415,798              | 988,420        | 2.38        |
| SW50 50,396               | 210,193        | 4.17        |
| W100 298,677              | 503,230        | 1.68        |

**Scalability of 5 LTCs as a function of StoCs:** The coordinator may monitor the utilization of LTCs and implement a load balancing technique such as [16, 64]. With Nova-LSM, it is trivial to migrate ranges across LTCs (detailed in Section 9). This section focuses on experimental results of Figure 15 with a Zipfian distribution of access that caused a single LTC to become the bottleneck while the utilization of other LTCs is approximately 20%. We migrate ranges across the LTCs to approximate a balanced load across different
LTCs. The migration requires only a few seconds because the bottleneck LTC pushes its ranges to four different LTCs and each LTC uses one RDMA READ to fetch log records from the StoC for each of the relevant memtable.

Once the migration completes, both the throughput and scalability improve dramatically, see Table 6. With both W100 and SW50 using Zipfian, the scalability is similar to that shown with Uniform, see Figure 15b. Moreover, the explanation for why their throughput does not scale linearly is also the same as the discussion with Uniform.

With RW50 using Zipfian, the scalability improves from 3x with 10 StoCs to 6x after migration. RW50 with Zipfian observes cache hits in memtables, utilizing the CPU of 5 LTCs fully. Hence, similar to SW50, it does not utilize the disk bandwidth of all 10 StoCs.

### 8.2.7 SSTable Replication

An LTC replicates an SSTable and its fragments to continue operation in the presence of failures that render a StoC unavailable. Figure 16 shows the throughput of different workloads as a function of the degree of replication for a SSTable, R. With hybrid, a SSTable contains one parity block for its 3 data block fragments and 3 replicas of its metadata blocks\(^3\)\footnote{While a metadata block is approximately 200 KB in size, a data block fragment is approximately 5.3 MB in size.}. Replicating a SSTable consumes disk bandwidth, reducing the overall system throughput. Its impact is negligible with a workload that utilizes the CPU fully, e.g., SW50 workload of Figure 16a. With a disk intensive workload, say W100, the throughput almost halves when we increase R from one to two. It drops further from two to three replicas. However, it is not as dramatic because we use power-of-d. As shown in Figure 16b, the overall disk bandwidth utilization with \(R = 2\) is uneven with StoC 4 showing a high utilization. With \(R = 3\), other StoCs start to become fully utilized (due to power-of-d), resulting in a more even utilization of StoCs. Hence, the drop in throughput is not as dramatic as \(R = 2\).

### 8.2.8 Recovery Duration

When an LTC fails, Nova-LSM recovers its memtables by replaying their log records from in-memory StoC files. The recovery duration is dictated by the memtable size, the number of memtables, and the number of recovery threads. We first measure the recovery duration as a function of the number of memtables. Figure 17a shows the recovery duration increases as the number of memtables increases. We consider different numbers of memtables on the x-axis because given a system with \(\eta\) LTCs, the ranges of a failed LTC may be scattered across \(\eta\)-1 LTCs. This enables reconstruction of the different ranges in parallel, by requiring different LTCs to recover different memtables assigned to each range.

An LTC fetches all log records from one StoC at the line rate using RDMA READ. It fetches 4 GB of log records in less than 1 second. We also observe that reconstructing memtables from log records dominates the recovery duration.

A higher number of threads speeds up recovery time significantly, see Figure 17b. With 256 memtables, the recovery duration decreases from 13 seconds to 1.5 seconds as we increase the number of recovery threads from 1 to 32. With 32 recovery threads, the recovery duration is dictated by the speed of RDMA READ.

### 8.3 Comparison with Existing Systems

This section compares Nova-LSM with LevelDB and RocksDB given the same amount of hardware resources. We present results from both a single node and a ten-node configuration using different settings:

- **LevelDB**: One LevelDB instance per server, \(\omega = 1\), \(\alpha = 64\), \(\delta = 256\).
- **LevelDB***: 64 LevelDB instances per server, \(\omega = 64\), \(\alpha = 1\), \(\delta = 2\).
- **RocksDB**: One RocksDB instance per server, \(\omega = 1\), \(\alpha = 1\), \(\delta = 128\).
- **RocksDB***: 64 RocksDB instances per server, \(\omega = 64\), \(\alpha = 1\), \(\delta = 2\).
- **RocksDB-tuned**: One RocksDB instance per server with tuned knobs, \(\omega = 1\). We enumerate RocksDB knob values and report the highest throughput. Example knobs include size ratio, Level\(_i\) size, number of Levels files to trigger compaction, number of Levels files to stall writes.

We conducted many experiments with different settings and observe similar results. Here, we report results with logging disabled to provide an apple-to-apple comparison. If we enable logging, performance of both LevelDB and RocksDB would decrease by a factor of 50. For example, in Figure 18a, performance of LevelDB* would reduce from 50K to 1K with W100 Uniform. We compare the different systems using 1 node and 10 nodes in turn.

Nova-LSM uses one range per server with 64 active memtables and 128 memtables per range, i.e., \(\alpha = 64\) and \(\delta = 128\). Its logging is also disabled unless stated otherwise. With one server, a StoC client at LTC writes SSTables to its local disk directly. With 10 servers, each LTC scatters a SSTable across \(\rho = 3\) StoCs with different SSTables scattered across all 10 StoCs using power-of-6.

Figure 18 shows the comparison with three different database sizes using 1 node and 10 nodes. We discuss each configuration in turn.
With SW50 and Zipfian, the throughput of Nova-LSM is 105x higher than LevelDB with $\omega = 1$ and 8x higher when $\omega = 64$. While LevelDB/RocksDB scans through all versions of a hot key, Nova-LSM seeks to its latest version and skips all of its older versions. However, maintaining the range index incurs a 15% overhead with Uniform since the CPU is 100% utilized, causing Nova-LSM to provide a lower throughput than LevelDB with $\omega = 64$.

### 8.3.2 Ten Nodes with Large Databases

Figure 18 shows a comparison of Nova-LSM with existing systems using 10 nodes and two different database sizes: 100 GB and 1 TB. With 1 TB, the LTM-tree has 4 levels for each range. LevelDB* and RocksDB* result in a total of 640 instances. We analyze two different configurations of Nova-LSM with and without logging.

With Zipfian, Nova-LSM outperforms both LevelDB and RocksDB by more than an order of magnitude, see Figure 18b and Figure 18c. With a 100 GB database, Nova-LSM provides 22x higher throughput than LevelDB*. The throughput gain is 9x with the 1 TB database. This is because 85% of requests are referencing the first server, causing it to become the bottleneck. With LevelDB* and RocksDB*, the disk bandwidth of the first server is fully utilized and dictates the overall throughput. With Nova-LSM, while the CPU of the server hosting the LTC assigned the range with the most popular keys becomes the bottleneck, this LTC uses the bandwidth of all 10 disks. This also explains why the throughput is lower when logging is enabled.

With Uniform, the throughput of Nova-LSM is comparable to other systems for RW50 and SW50. This is because the operating system’s page caches are exhausted and the cache misses must fetch blocks from disk. These random seeks limit the throughput of the system. This also explains why the overall throughput is much lower with the 1 TB database when compared with the 100 GB. With W100, Nova-LSM provides a higher throughput because the 10 disks are shared across 10 servers and a SSTable across 3 disks with the shortest queues.

### 8.3.3 Response Times with a 2 TB Database

We analyzed the average, p95 and p99 response time of the different systems with R100, RW50, SW50, and W100 workloads, see Table 7. These experiments quantify response time with a low system load: 60 YCSB threads issuing requests to a 10 node Nova-LSM configuration. With Uniform, all systems provide comparable response times. With Zipfian, Nova-LSM outperforms the other systems more than 3x. A fraction of reads reference keys not found in the index and must search the other levels. This fraction results in a higher observed response time with p95 and p99. Nova-LSM enhances both p95, and p99 response times by using its index structures and all 10 disks to process concurrent reads and writes. With RocksDB and LevelDB, clients direct 85% of requests to one disk, degrading response times due to queuing delays.

With W100, a surprising result is the higher average response time when compared with p95 and p99 for both LevelDB and RocksDB. Write-stalls cause a few requests to encounter long queuing delays on 1 disk. While the p95 and p99 calculations drop these outliers, calculation of the average includes them to result in a higher response time.
Table 7: Response time (ms) with Zipfian.

| Workload | LevelDB* | RocksDB* | RocksDB-tuned | Nova-LSM+Logging |
|----------|----------|----------|---------------|-----------------|
| Avg p95  | 55       | 56       | 71            | 8               |
| p99      | 304      | 272      | 401           | 43              |
|          | 596      | 742      | 667           | 145             |

Figure 19: Comparison of Nova-LSM with LevelDB and RocksDB on tmpfs.

8.3.4 Faster Storage. Reported trends hold true with storage devices faster than hard disk. In its most extreme, the storage may be as fast as memory. We emulated this by using an in-memory file system, tmpfs [68], with a 100 GB database partitioned across 10 servers. In these experiments, the CPU is the bottleneck resource. Nova-LSM continues to provide a higher throughput than LevelDB* with Zipfian. This is a factor of 2 to 7 depending on whether Nova-LSM is configured with logging. While Nova-LSM offloads compactions to StoCs, LevelDB and RocksDB use a single node to process most of requests and compactions. With SW50 workload, RocksDB* provides a higher throughput than Nova-LSM by processing fewer memtables. RocksDB* contains 64 application ranges per server with 2 memtables per range. A scan searches 2 memtables. With Nova-LSM, a scan may overlap multiple Dranges with 2 memtables assigned to each Drange. In the reported experiments, a scan may search a maximum of 26 memtables. With Uniform, Nova-LSM provides 10% to 30% lower throughput due to the maintenance of the index structures with writes and RDMA threads pulling for requests. Both are CPU intensive tasks.

9 ELASTICITY

Section 8 highlights different components of Nova-LSM must scale elastically for different workloads. While LTCs must scale elastically with CPU intensive workloads such as SW50, StoCs must scale elastically with disk I/O intensive workloads such as RW50.

Elastic scalability has been studied extensively. There exist heuristic-based techniques [18, 64, 73, 75] and a mixed integer linear programming [16, 64] formulation of the problem. The coordinator of Figure 3 may adopt one or more of these techniques. We defer this to future work. Instead, this section describes how the coordinator may add or remove either an LTC or a StoC from a configuration. Scaling StoCs migrates data while scaling LTCs migrates metadata and in-memory memtables. Both use RDMA to perform this migration.

Figure 20: Elasticity.

Adding and Removing LTCs: Scaling LTCs migrates one or more ranges from a source LTC to one or more destination LTCs. It requires the source LTC to inform the destination LTC of the metadata of the migrating range. This includes the metadata of LSM-tree, Dranges, Tranges, lookup index, range index, and locations of log record replicas. It sends the metadata to the destination LTC using RDMA WRITE. The destination LTC uses this metadata to reconstruct the range. It also uses multiple background threads to reconstruct the memtables by replaying their log records in parallel. In experiments reported below, the total amount of data transferred when migrating a range was 45 MB. Approximately 1% of this data, 613 KB, was for metadata. The remaining 99% were log records to reconstruct partially full memtables.

The coordinator may redirect clients that reference a migrating range to contact the destination LTC as soon as it renders the migration decision. The destination LTC blocks a request that references a migrating range to contact the destination LTC as soon as it renders those memtables with pending requests. (It may give a higher priority to reconstruct the memtables with pending requests.) In our experiments, the maximum delay incurred to reconstruct metadata of a migrating range was 570 milliseconds.

Figure 20a shows the throughput of SW50 workload with a base configuration consisting of 1 LTC and 13 StoCs. This workload utilizes the CPU of the LTC fully, providing a throughput of 100K operations/second. There is sufficient disk bandwidth to render write
A new StoC starts by enumerating its files to retrieve each file's range id and SSTable file number. When a StoC is added to an existing configuration, LTCs assign new SSTables to the new StoC immediately using power-of-d. Nova-LSM also considers the possibility of this StoC having replicas of data as this StoC may have been a part of a previous configuration (and shut down due to a low system load). A file is useful if it is still referenced by a SSTable. Otherwise, it is obsolete and is deleted.

Each file name maintains its range id and SSTable file number. A new StoC starts by enumerating its files to retrieve each file's range id and SSTable file number. For each file, it identifies the LTC hosting its range and queries it to determine if the SSTable is still referenced. If it is not referenced then the StoC deletes this file. Otherwise, the LTC extends the SSTable metadata to reference this replica for future use. This may increase the number of replicas for a data fragment, a metadata block, and a parity block beyond that specified by an application. If space is at a premium, this data may be deleted. Given the inexpensive price of disks (2 to 3 pennies per Gigabyte) and the immutable nature of SSTables, a StoC may maintain these additional replicas. They are useful because they minimize the amount of data that must be migrated once this StoC is shut down during off-peak hours. Once an LTC repairs metadata of a SSTable, it issues reads to the new StoC using power-of-d immediately.

When a StoC is shut down gracefully, each LTC analyzes its StoC's files. It identifies those SSTables fragments or parity blocks pertaining to SSTables of its assigned ranges. Next, it identifies a destination StoC for each fragment while respecting placement constraints, e.g., replicas of a SSTable must be stored on different StoCs. Lastly, it informs the source StoCs to copy the identified files to their destinations using RDMA.

Figure 20b shows the throughput of the RW50 workload with 3 LTCs and 3 StoCs. Each SSTable is assigned to 1 StoC, $p = 1$. We increase the number of StoCs by one every 15 minutes until the number of StoCs reaches 9. With 8 StoCs, the number of write stalls is diminished significantly as there is sufficient disk bandwidth to keep up with compactions. The number of write stalls is further reduced with the 9th StoC. Next, we remove the StoCs by 1 every 15 minutes until we are down to 3 StoCs. This reduces the observed throughput as RW50 is disk I/O intensive.

In Figure 20b, the average throughput increases from 100K with 3 StoCs to 250K with 9 StoCs. This 2.5 fold increase in throughput is realized by increasing the number of StoCs 3 folds. The sub-linear increase in throughput is because the load is unevenly distributed across 9 StoCs even though we use power-of-d. The average disk bandwidth utilization varies from 76% to 93%. The base configuration does not have this limitation since it consists of 3 StoCs and each SSTable is partitioned across all 3 StoCs, $\rho = 3$.

10 RELATED WORK

**LSM-tree data stores:** Today’s monolithic LSM-tree systems [17, 22, 26, 37, 52, 63] require a few memtables to saturate the bandwidth of one disk. Nova-LSM uses a large number of memtables to saturate the disk bandwidth of multiple StoCs. Its Dranges, lookup index, and range index complement this design decision.

TriAD [5] and X-Engine [40] separate hot keys and cold keys to improve performance with data skew. Nova-LSM constructs Dranges to mitigate the impact of skew. Dranges that contain hot keys maintain these keys in their memtables without flushing them to StoCs. Dranges also facilitate compaction of SSTables at Level0.

FloDB [7] and Accordion [10] redesign LSM-tree for large memory. Both do not address the challenges of compaction and expensive reads due to a large number of Level0 SSTables. Nova-LSM maintains lookup index and range index to expedite gets and scans. With FloDB, a scan may restart many times and block writes. With Nova-LSM, a scan never restarts and does not block writes.

An adaptive memory management technique for reads and writes referencing multiple LSM-Trees is described in [52]. For writes to each LSM-tree, it maintains one active memtable and a set of immutable memtables organized into levels. In contrast, Nova-LSM’s LTC maintains multiple active memtables for a LSM-tree. One for each Drange. This enables different threads (CPU cores) to write to different Dranges concurrently. An LTC does not flush immutable memtables with fewer than a pre-specified number of unique values (100 in our experiments) to disk. With a Drange that consists of 3 or more immutable memtables, one may use write technique of [52]. Quantifying the tradeoffs associated with these alternatives is a short term research direction. Note that an LTC may use the memory tuner of [52] to manage its buffer cache and write memory.

AC-Key is a caching technique to enhance performance of reads and scans for LSM-based key-value stores [77]. Nova-LSM may implement AC-Key or CAMP [34] as a component.

Both RocksDB subcompactions [27] and Vinyl [72] use detecting techniques while Nova-LSM’s proposed Dranges is a preventive technique. RocksDB may construct ranges at compaction time and assign a range to each sub compaction thread. This is redundant with Nova-LSM because it uses Dranges. Vinyl splits on-disk SSTables into slices. Nova-LSM splits memtables (of a range) using Dranges. A Level0 SSTable of Vinyl may span the entire keyspace of a range. Dranges prevent this in Nova-LSM.

The compaction policy is intrinsic to the performance of an LSM-tree. Chen et al. [53] present an extensive survey of alternative LSM-tree designs. PebblesDB [62] uses tiering to reduce write amplification at the cost of more expensive reads. Dostoevsky [19] analyzes the space-time trade-offs of alternative policies and proposes new policies that achieve a better space-time trade-off. Nova-LSM may use these policies as its future extensions.
Several studies redesign LSM-tree to use fast storage mediums, SSD and NVM [44, 46, 50, 82]. NovoLSM reduces write amplification by placing memtables on NVM and updating the entries in-place [46]. MatrixKV uses a multi-tier DRAM-NVM-SSD to reduce write stalls and mitigate write amplifications [82]. Nova-LSM’s StoC may use these storage mediums and techniques.

Multi-node data stores use LSM-tree to store their data, e.g., BigTable [13], Cassandra [1, 47], and AsterixDB [3]. Nova-LSM is different because it separates its compute from storage. Its LTC also offloads compaction to StoCs.

Cooperative LSM [57], CoolLSM, is designed for wide-area networks where processing and storage span both edge and cloud nodes. Its architecture addresses the network latency associated with geographically distributed applications such as IoT. It consists of Ingestor processes that receive the write requests and maintain Levels L0 and L1, range partitioned Compactor processes that maintain the rest of levels, and Reader processes that maintain a copy of the entire LSM tree for recovery and read availability. Nova-LSM and its components are different as they are designed for a data center with fast network connectivity. Hence, data is range partitioned across LTCs that maintain only memtables. LTCs may off-load compaction to StoCs making them similar to CoolLSM’s compactors. However, Nova-LSM does not range partition data across StoCs.

**Separation of storage from processing:** A recent trend in database community is to separate storage from processing. Example databases are Aurora [74], Socrates [4], SolarDB [84], HBase [14], Taurus [20], and Tell [49]. Nova-LSM is inspired by these studies. Our proposed separation of LTC from StoC, declustering of a SSTable to share disk bandwidth, parity-based and replication techniques for data availability, and power-of-d using RDMA are novel and may be used by the storage component of these prior studies.

An LSM-tree may run on a distributed file system to utilize the bandwidth of multiple disks. Orion [80] is a distributed file system for non-volatile memory and RDMA-capable networks. Hailstorm [9] is designed specifically for LSM-tree data stores. POLARFS [11] provides ultra-low latency by utilizing network stack similar to I/O stack in userspace. Nova-LSM also harnesses the bandwidth of multiple disks. Its LTC scatters a SSTable across multiple StoCs and uses power-of-d to minimize delays.

Rockset [60] separates processing from storage by offloading compaction to Amazon S3. Nova-LSM uses off-the-shelf hardware and software, controlling the number of physical storage devices (ρ) that store a SSTable.

**RDMA-based systems:** LegoOS [66] disaggregates the physical resources of a monolithic server into network-attached components. These components exchange data using RDMA. Nova-LSM may implement its components using LegoOS. For example, StoC may be implemented using LegoOS’s file system.

Tailwind [71] and Active-Memory [83] are replication techniques designed for RDMA. Both replicate data using RDMA WRITE. LogC also uses RDMA WRITE to replicate log records for high availability.

Several studies present optimizations on the use of RDMA to enhance performance and scalability for in-memory key-value stores [23, 32, 41, 76]. Nova-LSM is a disk-based data store. Its components use dedicated threads to minimize the number of QPs.

**In-memory key-value stores:** In-memory KVSs (FaRM and its extension with transactions [23, 24]) are a different class of systems than persistent KVSs (Nova-LSM). Their target different applications. In-memory KVSs outperform persistent KVSs because DRAM is significantly faster than SSD/HDD. FASTER [12] uses an in-memory hash table to process get, puts, and RMW expediently. It states that its targets applications are different than KVSs based on LSM-tree and does not support a sorted order of keys for processing scans.

**11 FUTURE WORK**

We are extending Nova-LSM with new functionalities, application Service Level Agreements (SLAs), and cost analysis. An example functionality is a write batch that performs several puts and deletes atomically. We are exploring both lock-free and lock-based techniques to support this functionality. With the former, each key impacted by a write batch is extended to identify the other keys and sequence numbers in the batch. A read that fetches the value of two or more of these keys detects the metadata and verifies their sequence numbers to ensure it does not observe values of a concurrent write batch. Otherwise, it aborts and restarts. A lock-based technique in combination with a two-phase commit protocol may implement strict serial schedules with write batch, multi-get, and scan that span multiple LTCs.

SLAs include performance, availability, and consistency requirements of an application. SLAs motivate an auto-tuner that scales components both vertically [18] and horizontally [64]. This must be done intelligently per discussions of Figure 2.

Finally, a cost-analysis quantifies the expense associated with the hardware platform, power usage, and maintenance. While networking hardware such as RDMA is expensive, should it reduce the size of a system 10 folds then its savings in power and space may outweigh its expenses.
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