Effects of Coulomb Coupling On Friction In Strongly Magnetized Plasmas
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The friction force on a test particle traveling through a plasma that is both strongly coupled and strongly magnetized is studied using molecular dynamics simulations. In addition to the usual stopping power component aligned antiparallel to the velocity, a transverse component that is perpendicular to both the velocity and Lorentz force is observed. This component, which was recently discovered in weakly coupled plasmas, is found to increase in both absolute and relative magnitude in the strongly coupled regime. Strong coupling is also observed to induce a third component of the friction force in the direction of the Lorentz force. These first-principles simulations reveal novel physics associated with collisions in strongly coupled, strongly magnetized, plasmas that are not predicted by existing kinetic theories. The effect is expected to influence macroscopic transport in a number of laboratory experiments and astrophysical plasmas.

I. INTRODUCTION

Both natural and laboratory plasmas often occur in the presence of external magnetic fields. In most instances, the magnetic field only weakly magnetizes the plasma in the sense that the particle gyrofrequency \( \omega_p \equiv qB/cm \) (where \( q \) and \( m \) are the charge and mass, \( B \) the magnetic field strength, and \( c \) the speed of light) is much smaller than the plasma frequency \( \omega = \sqrt{4\pi n e^2/m} \) (where \( n \) is the number density). The ordering \( \beta = \omega_c/\omega_p \ll 1 \) is used as an expansion parameter in traditional plasma kinetic theory, leading to the result that the magnetic field does not influence microscopic physics at the scale of collisions. It is interesting to explore how the fundamental physics of transport changes when a plasma is strongly magnetized (\( \beta > 1 \)). For example, recent work has shown that the friction force on a test particle, which describes the most basic form of momentum transport, is fundamentally altered by strong magnetization\(^2\)\-\(^5\). Besides being an interesting regime to study from a basic physics perspective, plasmas in many experiments and in nature are strongly magnetized. These include experiments on antimatter traps,\(^6\)\-\(^8\), nonneutral plasmas,\(^9\)\-\(^11\), and ultracold neutral plasmas\(^12\),\(^13\), as well as natural systems such as neutron star atmospheres.\(^14\) In addition to being strongly magnetized, the plasmas in these systems can reach regimes of strong Coulomb coupling, i.e. when the average inter-particle potential energy exceeds the average kinetic energy per particle.\(^15\) Here, we evaluate the combined influence of strong magnetization and strong coupling on the friction force using first-principles molecular dynamics (MD) simulations.

The average motion of a test particle traveling through a plasma on timescales long compared to the collision time can be approximated as

\[
M \frac{dV}{dt} = \frac{Q}{c} V \times B + F, \tag{1}
\]

where \( M \) is the mass of the test particle, \( Q \) the charge, \( V \) the velocity, \( B \) the external magnetic field, and \( F \) the friction force due to drag from the background plasma. The friction force in a weakly coupled and weakly magnetized plasma acts antiparallel to the test particle’s velocity \( F = F_{\parallel} \hat{V} \) where \( \hat{V} = V/V \), and is commonly referred to as stopping power\(^16\),\(^17\). Recent results have shown a surprising effect that strong magnetization causes the friction force to also have a transverse component that acts perpendicular to the Lorentz force and test particle velocity\(^2\)\-\(^5\)

\[
F = F_{\parallel} \hat{V} + F_{\perp} \hat{V} \times \hat{n}, \tag{2}
\]

where \( F_{\parallel} \) is the transverse component, and \( \hat{n} = \hat{V} \times \hat{B}/\sin \theta \) is the unit vector of the Lorentz force where \( \hat{B} = B/B \), and \( \theta \) is the angle between \( V \) and \( B \) in the plane defined by the two vectors; see Fig. 1. The existence of this transverse force was first predicted using linear response theory,\(^2\) and was later confirmed using MD simulations.\(^5\) It has also recently been modeled using a new collisional kinetic theory for strongly magnetized plasmas.\(^5\) Since the transverse friction transfers momentum between the directions parallel and perpendicular to the magnetic field, it significantly alters particle dynamics, as well as macroscopic transport.\(^2\) These previous studies concentrated on the weakly coupled regime [\( \Gamma \ll 1 \) in Eq. (3)]. However, many strongly magnetized plasmas, such as those in the previously mentioned examples, are also strongly coupled. Here, we extend this investigation into the strongly coupled regime [\( \Gamma > 1 \)].

The Coulomb coupling strength in a one-component plasma (OCP) is quantified by the Coulomb coupling parameter

\[
\Gamma \equiv \frac{q^2/a}{k_BT}, \tag{3}
\]

where \( a = (3/4\pi n)^{1/3} \) is the average inter-particle spacing, \( k_B \) is the Boltzmann constant, and \( T \) the plasma temperature.\(^15\),\(^18\) Considering the friction force on a massive test particle, the influence of strong coupling has been studied in unmagnetized plasmas using both theory\(^16\),\(^19\)\-\(^21\) and MD simulations.\(^16\),\(^22\),\(^23\). These show that strong coupling causes the Bragg peak to shift to a higher speed relative to the thermal speed of the background plasma, and for the stopping power curve to
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The dynamics of test particles traveling through the magnetized OCP were calculated using the MD code described in Ref. 26. The OCP consists of single species of particles with mass \( m \) and charge \( q \) with an inert neutralizing background. The magnetized OCP is fully parameterized by \( \beta \) and \( \Gamma \). In this model, the test particle’s mass is quantified by the ratio of its mass and that of the background particles, \( M/m \), and its speed relative to the thermal speed of the background, \( V/v_T \), where \( v_T = \sqrt{2 k_B T/m} \). Although simplified, this model provides an accurate representation of friction in most real plasmas because the friction force is predominately determined by the species with a thermal speed close to the speed of the test charge. Because it can be parameterized by only \( \Gamma \) and \( \beta \), it is also an ideal system to isolate the effects of strong coupling and strong magnetization.

All particles were taken to interact via the Coulomb force. For numerical efficiency, this was modeled using the Ewald summation technique, which splits the force into short and long-range components. This was implemented using the particle-particle-particle-mesh algorithm. Periodic boundaries about the cubic simulation domain were used to simulate an infinite plasma. Convergence was obtained so that the computed friction force was independent of the domain size. Depending on \( \Gamma \), either \( N = 5 \times 10^4 \) or \( 1 \times 10^4 \) particles were sufficient to ensure that this condition was met; see Tbl. I.

All simulations started by equilibrating an unmagnetized OCP at a fixed \( \Gamma \) for \( 500 \omega_p^{-1} \) with a velocity scaling thermostat. This provided enough time to remove any effects of the initial random placement of particles, and allowed the system to reach equilibrium at the chosen \( \Gamma \). According to the Bohr–van Leeuwen theorem, the equilibrated state is the same with or without a magnetic field. The magnetic field was not included during the equilibration stage so that the relaxation to equilibrium was faster. The magnetic field was turned on after the equilibration, when the test particle was introduced. Time was discretized into timesteps of \( 0.001 \omega_p^{-1} \), which was small enough to resolve collisions and the gyration of particles over the range of \( \Gamma \) and \( \beta \) values investigated. After the initial \( 500 \omega_p^{-1} \) equilibration stage, a large configuration of statistically-independent initial conditions were obtained by extending the equilibration stage for another \( 30,000 \omega_p^{-1} \) and saving the particle positions and velocities at every \( 1 \omega_p^{-1} \).

For each of the 30,000 initial configurations, a friction force calculation was conducted. Each calculation started by turn-
FIG. 2. Histogram of the friction force components \(-F_v\) in (a), \(F_x\) in (b), and \(F_n\) in (c)] computed from each of the 30,000 simulations from a simulation with \(\Gamma = 10\), \(\beta = 10\) and \(\theta = 22.5^\circ\) and a test-particle speed of \(3v_T\). Best fit lines to a normal distribution (dashed line), and Cauchy distribution (dotted line) are also shown. Each histogram consists of 500 bins.

The large number of simulations was necessary to reduce noise. As shown in Fig. 2, the distributions of the forces have fat tails and are highly skewed. The nature of the statistics of these distributions is not known. In Fig. 2, a best fit normal distribution and best fit Cauchy distribution are shown. The bulk of the distribution is well approximated by the normal distribution, but the tails are better approximated by the Cauchy distributions (although not shown, the velocities are well approximated by \(\kappa\)-distributions\(^{29}\)). However, none of these forms account for skew, which is evident in all three components of the force vector. Despite these skewed and fat tailed distributions with unknown analytic forms, the standard deviation of the mean \(\sigma_m = \sigma/\sqrt{N}\), where \(\sigma\) is the standard deviation of the data and \(N = 30,000\) is the number of simulations, provides a good statistic for quantifying the error of the mean forces per the central limit theorem\(^{50}\). All error bars were computed from \(\pm 2.576\sigma_m\), which corresponds to 99% confidence.

III. RESULTS

A. Influence of coupling strength

Figure 3 shows how Coulomb coupling influences the friction force in strongly magnetized plasmas. This data spans weak coupling (\(\Gamma = 0.1\)), moderate coupling (\(\Gamma = 1\)), and strong coupling (\(\Gamma = 10\) and \(\Gamma = 100\)) regimes. Here, the magnetization strength is \(\beta = 10\), and the angle between the velocity and magnetic field is \(\theta = 22.5^\circ\). Results at weak coupling are compared with the predictions of a linear response theory from Ref. 2. The good agreement between theory and MD simulations at these conditions was previously reported in Ref. 5. The new data at higher \(\Gamma\) values shows that the trends of the stopping power component \((-F_v)\) are qualitatively similar to what has been observed in unmagnetized plasmas [Fig. 3(a), (b), (c), and (d)]; the curve broadens with increasing \(\Gamma\) and the peak stopping power (Bragg peak) increases in units of \(k_B T/\alpha\) and shifts to a higher speed\(^{22}\).

The transverse force \((F_x)\) is found to be non-negligible throughout the range of \(\Gamma\) values [Fig. 3(e), (f), (g), and (h)]. In fact, it is found to increase in absolute magnitude (in units of \(k_B T/\alpha\)), as well as its magnitude in comparison to the stopping component, as \(\Gamma\) increases. Unlike the stopping component, the transverse component has some qualitative differences in the strongly coupled regime. In particular, the sign change that is observed at low speeds in the weakly coupled regime is not observed at moderate or strong coupling. A positive sign of the transverse force corresponds to a force component that acts to increase the gyroradius of the test particle,
as described in Ref. 2. As with the stopping component, the peak transverse component is found to shift to higher speed at stronger coupling, and the curve to broaden. These results show that the qualitative effect predicted by linear response theory in the weakly coupled regime extends into the strongly coupled regime, where that theory does not apply.

The most surprising feature of these results is that there is a component of the friction force in the direction of the Lorentz force ($F_n$) [Fig. 3(j), (k), and (l)]. This component is not present at weak coupling [$\Gamma = 0.1$ in Fig. 3(i)] when $\beta = 10$, and is only slightly greater than the noise at moderate coupling [$\Gamma = 1$ in Fig. 3(j)], but is easily computed far above the noise level at strong coupling [$\Gamma = 10$ and 100 in Figs. 3(k) and (l), respectively]. It is observed to change sign depending on the test particle speed. A positive sign of $F_n$ corresponds to a force that increases the gyrofrequency of the test particle, while a negative sign acts to decrease the gyrofrequency. A previous theory that first predicted the transverse force was based on a linear response approach that applies only at weak coupling ($\Gamma \ll 1$). That theory predicts $F_n = 0$ as a basic symmetry property of the underlying linear response function. The data shown in Fig. 3 show that this symmetry is broken in the strongly coupled regime. Linear response theory assumes that interactions between particles are well represented by only weak long-range interactions. The breakdown of this prediction at strong coupling implies that the $F_n$ component of the friction force is associated with strong short-range interactions that are excluded in the linear response approach.

Figure 4 shows trends of qualitative features of the force component curves as the coupling strength varies. As the coupling strength increases the magnitudes of each component increases [Fig. 4(a)], the speed at which the peak force occurs increases [Fig. 4(b)], and the curve associated with each component broadens [Fig. 4(c)]. In Fig. 4(c), the half-width at full maximum was calculated by recording the speed at which the force is half of the respective peak force value (from low to high speeds), then calculating the difference between the velocity at which the peak force occurs and the velocity at which the force is half of the peak value. These basic trends were observed in the stopping component in previous simulations for the unmagnetized OCP. As seen in Fig. 4, the effects of strong coupling carry over to all components of the friction when $\beta > 1$.

B. Influence of magnetization strength

The transverse ($F_x$) and Lorentz-directed ($F_n$) components of the friction force are only present when the plasma is strongly magnetized ($\beta > 1$). This is demonstrated in Fig. 5, where the friction is calculated for a test particle in a plasma with $\Gamma = 10$, $\theta = 22.5^\circ$, and $\beta = 0$, 1, and 10. The $F_x$...
component is only non-negligible when $\beta > 1$ [Fig. 5(b)], which is similar to predictions in the weakly coupled limit.\textsuperscript{2,4,5} However, the $F_n$ component is only non-negligible when both $\Gamma > 1$ and $\beta > 1$ [Fig. 5(c)]; its presence appears to arise from the combination of strong coupling and strong magnetization, and not one of these conditions alone.

It is also interesting to notice that the stopping power component in the strongly coupled regime depends on $\beta$ in a qualitatively similar way as at weak coupling.\textsuperscript{2,17} In particular, as $\beta$ increases the Bragg peak shifts to lower speeds and the high speed stopping decreases more rapidly with speed [Fig. 5(a)]. Strong magnetization causes an increase in the stopping power at low speed, but a decrease at high speed.

C. Influence of angle

The friction force also depends significantly on the angle between the velocity and magnetic field, $\theta$. An example is presented in Fig. 6, which shows results for $\Gamma = 1$, $\beta = 10$, and $\theta = 0^\circ$, $22.5^\circ$, $90^\circ$, $157.5^\circ$, and $270^\circ$. Some qualitative features are similar to expectations from linear response theory at weak coupling.\textsuperscript{2,5,17} For example, the peak of the stopping power component ($F_v$) shifts to lower speed and decreases in magnitude when the test particle moves perpendicular to the magnetic field ($\theta = 90^\circ$ and $270^\circ$). Some qualitative features are similar to expectations from linear response theory at weak coupling.\textsuperscript{2,5,17} For example, the peak of the stopping power component ($F_v$) shifts to lower speed and decreases in magnitude when the test particle moves perpendicular to the magnetic field ($\theta = 90^\circ$ and $270^\circ$). Some qualitative features are similar to expectations from linear response theory at weak coupling.\textsuperscript{2,5,17} For example, the peak of the stopping power component ($F_v$) shifts to lower speed and decreases in magnitude when the test particle moves perpendicular to the magnetic field ($\theta = 90^\circ$ and $270^\circ$). Some qualitative features are similar to expectations from linear response theory at weak coupling.\textsuperscript{2,5,17} For example, the peak of the stopping power component ($F_v$) shifts to lower speed and decreases in magnitude when the test particle moves perpendicular to the magnetic field ($\theta = 90^\circ$ and $270^\circ$).

Expected symmetry properties are also confirmed in the transverse component ($F_x$) [Fig. 6(c)]. It is zero when the particle moves parallel ($\theta = 0^\circ$), or perpendicular ($\theta = 90^\circ$ and $270^\circ$) to the magnetic field. It is also equal in magnitude but opposite in sign when $\theta = 22.5^\circ$ and $\theta = 157.5^\circ$. The symmetries $F_x(\theta) = F_x(\pi + \theta)$ and $F_x(\theta) = -F_x(\pi - \theta)$ are predicted by linear response theory,\textsuperscript{2,4} and binary collision theory,\textsuperscript{5} which is consistent with the MD data.

The component of the friction force in the direction of the Lorentz force, $F_n$, is observed to have different symmetry properties than the other directions [Fig. 6(c)]. It appears to have maximal values when the test-particle’s velocity is perpendicular to the magnetic field ($\theta = 90^\circ$ and $270^\circ$). It is also observed that $F_n(22.5^\circ) \approx F_n(157.5^\circ)$. Although limited, this data seems to suggest that $F_n$ obeys the symmetry properties $F_n(\theta) = -F_n(\pi + \theta)$ and $F_n(\theta) = F_n(-\theta)$. This translates to a consistent symmetry as the sin $\theta$ dependence of the Lorentz force. A consequence is that a positive sign of $F_n$ in the first quadrant ($\theta = 0 - 90^\circ$) will translate to a force that increases the gyrofrequency of particle in all quadrants; i.e., independent of the phase angle $\theta$. Conversely, a negative sign of $F_n$ in the first quadrant will translate to a force that decreases the gyrofrequency, independent of the phase angle $\theta$.

IV. DISCUSSION

A. Potential Wakes

The friction force on a moving test particle is the electrostatic force exerted by the charge density perturbations in-
In an unmagnetized plasma, the wake is symmetric about the velocity of the test charge. However, the only component of the friction force is aligned antiparallel to the velocity, resulting in the stopping power. However, wakes are significantly influenced by strong magnetization, which causes them to rotate toward the direction of the magnetic field. Asymmetries in the wake about the test particle’s velocity give rise to the different components of the friction. Models for the wake potential are usually based on linear response descriptions that do not account for strong coupling. The MD simulation results shown in Fig. 7 reveal that wakes persist when the plasma is strongly coupled. The symmetry properties of these wakes can be used to visualize what causes each of the three components of the friction force.

The potential distributions in Fig. 7 were calculated as follows. A separate set of 30,000 simulations were conducted similarly to those described in Sect. II. However, the step at which the test particle maintained a fixed momentum was extended to 3.5ωp−1 rather than 2ωp−1. Particle positions were recorded at 2, 2.5, 3, and 3.5ωp−1 during this step. For these four timesteps, a potential wake was calculated for each of the 30,000 simulations by first creating a 100 × 100 grid of points about the test-particle’s position in either the x−z, x−y, or y−z plane that extended 5a away from the test particle (creating a square grid with an edge length of 10a). At each grid point, the total Coulomb potential from all the particles within 29a of the grid point’s location were then calculated. The potential due to the uniform neutralizing background in each sphere is symmetric about the velocity of the test charge. As a result, the test particle maintained fixed momentum was extended to 3ωp−1 rather than 2ωp−1.

Although not as pronounced as the other two, a third asymmetry with respect to the y−axis is also present that gives rise to the Fr component [Figs. 7(b), (e), and (h)]. The Fr component is a maximum at about 6ωp−1 when Γ = 10 [Fig. 3(g)]. Corresponding to this, the asymmetry is the most obvious and closest to the test particle at this speed [compare Fig. 7(d) with Figs. 7(a) and (g)].

The stopping power component is due to the asymmetry along the test particle’s velocity. This is the only asymmetry present when β = 0°. As the test particle’s speed increases, the region responsible for the Fv component (a region of low density behind the test particle) is displaced further from the test particle, decreasing the magnitude of the stopping power.

Because the wake rotates into the direction of B in the strongly magnetized regime, there is an asymmetry in the x−z direction on the test particle’s velocity [Figs. 7(a), (d), and (g)]. This asymmetry is responsible for the Fv component, as was previously predicted and observed in the weakly coupled limit. The Fr component is a maximum at about 6ωp−1 when Γ = 10 [Fig. 3(g)]. Corresponding to this, the asymmetry is the most obvious and closest to the test particle at this speed [compare Fig. 7(d) with Figs. 7(a) and (g)].

Although not as pronounced as the other two, a third asymmetry with respect to the y−axis is also present that gives rise to the Fr component [Figs. 7(b), (e), and (h)]. The wake is predicted to be symmetric with respect to the y−direction in the weakly coupled limit, thus no friction force is exerted in the ˆn direction. Conversely, at the Γ = 10 and β = 10 conditions of Fig. 7 when the test particle is traveling with a speed of 3ωp−1, the test particle is located within the region of negative potential which is slightly shifted in the y−direction [Figs. 7(b)]. This results in a net force in the negative ˆn direction on the test particle. However, as the test particle’s speed is increased, the negative region is displaced by a positive electrostatic po-
potential. Since the potential perturbation remains shifted in the positive $y-$direction, this leads to a sign change in the $F_n$ component, which is now along the positive $\hat{y}$ direction. The sign change in $F_n$ can therefore be connected with changes in the wake that occur as the test particle speed changes.

The fact that the $F_n$ component of the friction is not predicted by linear response theory, and is not observed at weak coupling, provides some insight into the mechanisms that cause it. The linear response based theory does not account for strong interactions near the turning points (distance of closest approach) in particle interactions\textsuperscript{2}. Although negligible in the weakly coupled limit, these strong short-range interactions become dominant when $\Gamma > 1$. This suggests that the component of the friction force in the Lorentz force direction $F_n$ is associated with strong short-range interactions in the presence of a strong magnetic field. Such short-range physics is accounted for in the recent generalized collision operator from Ref. 4. An extensions of this theory to strong coupling may be able to model the $F_n$ component.

B. Implications for particle dynamics

The transverse and Lorentz-directed components are expected to influence single particle dynamics. This can be seen from the equations of motion of a gyrating test particle [Eq. (1)], which are cast here in a spherical coordinate system such that $B = B \hat{z}$, so $v_\parallel = v \sin \theta \cos \phi$, $v_\perp = v \sin \theta \sin \phi$, and $v_\phi = v \cos \theta$, where $\theta$ is the polar angle, and $\phi$ is the azimuthal angle.

\begin{align}
\frac{dv}{dt} &= -\frac{F_\parallel(v, \theta)}{M} \\
\frac{d\theta}{dt} &= \frac{F_\perp(v, \phi)}{Mv} \\
\frac{d\phi}{dt} &= -\omega_\parallel - \frac{F_\parallel(v, \theta)}{Mv} \sin \theta.
\end{align}

Here, $\omega_\parallel = QB/cM$ is the gyrofrequency of the test particle. Each component affects single particle dynamics as follows.

The $F_\parallel$ component [Eq. (6a)] acts to slow the test particle’s speed. This is the only component through which the test particle’s energy is dissipated. Both the test particle’s velocity parallel ($V_\parallel$) and perpendicular ($V_\perp$) decrease through the stopping power component. As such, this component acts to always decrease the test particle’s gyroradius.

When $\beta > 1$, the $F_\perp$ component couples the test particle speed $v$ and polar angle $\theta$ [Eq. (6b)]. This component does not dissipate the test particle’s energy, but acts to shift the test particle’s momentum between the directions parallel and perpendicular to the magnetic field. When $\Gamma < 1$, theory predicts $F_\perp$ changes sign between sufficiently fast and slow particles\textsuperscript{2,4}. As such, the $F_\perp$ acts to decrease $V_\parallel$ and increase $V_\perp$ for sufficiently fast test particles, then decrease $V_\perp$ and increase $V_\parallel$ for sufficiently slow test particles. However when $\Gamma > 1$, no such sign change is observed (Fig. 3). As a result, $F_\perp$ in strongly coupled plasmas only acts to increase $V_\perp$ and decrease $V_\parallel$, which acts to increase the test particle’s gyroradius.

The equations of motion also show that the rate of gyration changes between strongly magnetized plasmas that are either weakly or strongly coupled [Eq. (6c)]. When $\Gamma < 1$ and $F_n \approx 0$, the test particle gyrates at a constant rate; its gyrofrequency $\omega_\parallel$. However when $\Gamma > 1$, $F_n$ couples the azimuthal direction to the test particle speed [Eq. (6c)]. As mentioned, $F_n$ appears to have the same symmetry with $\theta$ as $\sin \theta$, so $F_n/\sin \theta$ likely has the same sign as $\theta$ varies. Thus, $F_n > 0$ increases the rate of gyration, while $F_n < 0$ decreases the rate of gyration.

The effects of strong coupling and strong magnetization on particle dynamics may have implications for experiments that rely on particle confinement, such as those on antimatter traps that necessitate long particle confinement times. With an increase in gyroradius via the $F_\perp$ component, particles may exit a target confinement volume at a faster rate in strongly coupled and strongly magnetized plasmas than previously expected. The coupling of particle momentum parallel and perpendicular to the magnetic field via $F_\perp$ may also affect macroscopic transport in strongly coupled and strongly magnetized plasmas. The friction is linked to macroscopic transport, as has been previously examined when $\beta = 0$\textsuperscript{22,37,38}. Likewise, the friction force is related to electrical conductivity\textsuperscript{24}. The $F_\perp$ component couples the parallel and perpendicular collisions through collisions in a way that is not present at weak magnetization\textsuperscript{24}. This could provide a possible mechanism for deviations between simulation calculations of macroscopic transport quantities from the trends predicted by conventional theory\textsuperscript{1,27,39}. Moreover, $F_n$ couples the test particle’s speed with the rate of gyration, providing another mechanism that may influence transport.

V. CONCLUSION

These results show that the transverse friction force that was previously observed to arise due to strong magnetization in weakly coupled plasmas becomes larger in both absolute and relative terms in the regime of strong Coulomb coupling. Furthermore, the combination of strong magnetization and strong coupling is found to lead to a new effect where the friction force has a component in the direction of the Lorentz force. Although this is small compared to the other two components, it is a qualitatively new contribution that can influence the gyrofrequency of a test particle as it traverses a plasma.

These new behaviors associated with strong magnetization inform the development of kinetic theory. For example, a component of the friction in the Lorentz force direction is not predicted by the previous linear response theory for weakly coupled plasmas\textsuperscript{2}. Although this is consistent with the MD simulations in the weakly coupled regime\textsuperscript{5}, extensions of linear response theory that have been proposed to treat strong coupling effects using static local field corrections\textsuperscript{15,16} would still possess the same symmetry property that leads to the prediction that $F_n = 0$, as described in Ref. 2. This suggests that strong short-range interactions, which are neglected in linear response theory, are responsible for $F_n$. The recent collisional kinetic theory from Ref. 4, which was able to capture the transverse friction force at weak coupling, presents a possible
avenue to treat moderate-to-strong coupling along with strong magnetization.

These results also imply that novel physical effects associated with strong magnetization should be expected at the level of macroscopic plasma transport. For instance, the electrical resistivity coefficient is directly related to the friction force between ions and electrons, so the transverse and Lorentz-directed friction forces will influence the tensor resistivity coefficients in a way that is qualitatively different than in weakly magnetized plasmas (where these components do not exist). Other examples of macroscopic transport that may be affected are self-diffusion and thermal relaxation, where links between the friction and these coefficients have been shown when $\beta = 0^{22,37,38}$. Such effects should be expected to arise in strongly magnetized plasmas found in experiments and natural systems, such as antimatter traps$^{9-11}$, nonneutral plasmas,$^{9,10}$ and ultracold neutral plasmas$^{12,13}$, and neutron star atmospheres$^{14}$. It suggests that these systems access a regime for which there is little theoretical basis to understand transport. These are interesting platforms for exploring fundamental new regimes of plasma physics.

VI. DATA AVAILABILITY

The data that support the findings of this study are available in the supplementary materials document.

ACKNOWLEDGMENTS

The authors thank Dr. Jerome Daligault for supplying the MD code used in this work, and for helpful discussions. We also thank Dr. Trevor Lafleur for helpful discussions.

This material is based upon work supported by the U.S. Department of Energy, Office of Science, Office of Fusion Energy Sciences under Award Number DE-SC0016159, the U.S. Department of Energy, National Nuclear Security Administration, under Award Number DE-NA0003868, and by the National Science Foundation under Grant No. PHY-1453736. It used the Extreme Science and Engineering Discovery Environment (XSEDE), which is supported by NSF Grant No. ACI-1053575, under Project Award No. PHYS-150018.

1S. D. Baalrud and J. Daligault, Phys. Rev. E 96, 043202 (2017).
2T. Lafleur and S. D. Baalrud, Plasma Phys. Control. Fusion 61, 125004 (2019).
3T. Lafleur and S. D. Baalrud, Plasma Phys. Control. Fusion 62, 095003 (2020).
4L. Jose and S. D. Baalrud, Phys. Plasmas 27, 112101 (2020).
5D. J. Bernstein, T. Lafleur, J. Daligault, and S. D. Baalrud, Phys. Rev. E 102, 041201(R) (2020).
6J. Fajans and C. M. Surko, Phys. Plasmas 27 030601 (2020).
7J. R. Danielson, D. H. E. Dubin, R. G. Greaves, and C. M. Surko, Rev. Mod. Phys. 87, 247 (2015).
8C. M. Surko and R. G. Greaves, Phys. Plasmas 11, 2333 (2004).
9J. S. deGrassie and J. H. Malmberg, Phys. Rev. Lett. 39, 1077 (1977).
10J. H. Malmberg and C. F. Driscoll, Phys. Rev. Lett. 44, 654 (1980).
11J. S. deGrassie and J. H. Malmberg, Phys. Fluids 23, 63 (1980).
12J. Roberts, J. Guthrie, and P Jiang, Bulletin of the American Physical Society Division of Plasma Physics, TM12.00004 (2020).
13G. M. Gorman, M. K. Warrens, S. J. Bradshaw, and T. C. Killian, Arxiv (2020). https://arxiv.org/pdf/2010.16355.pdf
14A. J. Harding and D. Lai, Rep. Prog. Phys. 69, 2631 (2006).
15S. Ichimaru, Statistical Plasma Physics Volume 1: Basic Principles (Westview Press, Boulder, 2004).
16G. Zwicknagel, C. Toepffer, and P. G. Reinhard, Phys. Rep. 309, 117 (1999).
17H. Nersisyan, C. Toepffer, and G. Zwicknagel, Interactions Between Charged Particles in a Magnetic Field (Springer, Verlag Berlin Heidelberg, 2007).
18M. Baus and J.-P. Hansen, Phys. Rep. 59, 1 (1980).
19P. Peter and J. Meyer-ter-Vehn, Phys. Rev. A 43, 1998 (1991).
20C. K. Li and R. D. Petrasco, Phys. Rev. Lett. 73, 20 (1993).
21S. D. Baalrud and J. Daligault, AIP Conference Proceedings 1786, 130001 (2016).
22D. J. Bernstein, S. D. Baalrud, and J. Daligault, Phys. Plasmas 26, 082705 (2019).
23P. E. Grabowski, M. P. Surh, D. F. Richards, F. R. Graziani, and M. S. Murillo, Phys. Rev. Lett. 111, 215002 (2013).
24S. I. Braginskii, Reviews of Plasma Physics, edited by M. A. Leontovich (Consultants Bureau, New York, 1965), Vol. 1.
25D. Frenkel and B. Smit, Understanding Molecular Simulations (Academic Press, San Diego, 2002).
26G. Dimonte, J. Daligault, Phys. Rev. Lett. 101, 135001 (2008).
27T. Ott and M. Bonitz, Phys. Rev. Lett. 107, 135003 (2011).
28R. K. Pathria and P. D. Beale, Statistical Mechanics Third Edition (Elsevier Ltd., Oxford, 2011). Third edition.
29M. A. Hellberg, R. L. Mace, T. K. Baluku, I. Kouarkis, and N. S. Saini, Phys Plasmas 16, 094701 (2009).
30D. S. Lemon, An Introduction to Stochastic Processes in Physics (The Johns Hopkins University Press, Baltimore, 2002).
31D. R. Nicholson Introduction to Plasma Theory (Wiley, 1983).
32P. K. Shukla and M. Salimullah, Phys. Plasmas 3, 3858 (1996).
33D. Darian, W.J. Miloch, M. Mortensen, Y. Miyake, and H. Usui, Phys. Plasmas 26, 043701 (2019).
34A. Piet, F. Greiner, H. Huang, and W.J. Miloch, Phys. Plasmas 25, 083702 (2018).
35A. A. Ware and J. C. Wiley, Phys. Fluids B 5, 2764 (1993).
36J.P. Joost, P. Ludwig, H. Kühler, C. Arran, and M. Bonitz, Plasma Phys. Control. Fusion 57, 025004 (2014).
37J. W. Dufty and M. Berkovsky, Nucl. Instrum. Methods Phys. Res., Sect. B 96, 626 (1995).
38J. W. Dufty, B. Talin, and A. Calisti, Adv. Quantum Chem. 46, 293 (2004).
39H. Okuda and J. M. Dawson, Phys. Rev. Lett. 28, 1625 (1972).
| $V$ | $-F_v \times 10^{-2}$ | $\sigma_F_v \times 10^{-2}$ | $F_x \times 10^{-2}$ | $\sigma_F_x \times 10^{-2}$ | $F_n \times 10^{-2}$ | $\sigma_F_n \times 10^{-2}$ |
|-----|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 0.0000 | -0.0241 | 0.0861 | -0.1031 | 0.0882 | 0.0364 | -0.0854 |
| 0.0707 | 0.3647 | 0.0851 | -0.2237 | 0.0862 | 0.0333 | -0.0860 |
| 0.1000 | 0.5521 | 0.0853 | -0.1961 | 0.0864 | 0.0223 | -0.0873 |
| 0.2236 | 0.9546 | 0.0847 | -0.0664 | 0.0862 | -0.0390 | -0.0873 |
| 0.3162 | 1.3178 | 0.0846 | 0.0430 | 0.0860 | 0.0189 | -0.0894 |
| 0.5000 | 1.9285 | 0.0865 | 0.1461 | 0.0863 | 0.0152 | -0.0884 |
| 1.0000 | 2.0196 | 0.0818 | 0.2687 | 0.0849 | 0.1382 | -0.0889 |
| ... | ... | ... | ... | ... | ... | ... |

(a) Force data for $\Gamma = 0.1, \beta = 10$, $\theta = 22.5^\circ$.

| $V$ | $-F_v \times 10^{-2}$ | $\sigma_F_v \times 10^{-2}$ | $F_x \times 10^{-2}$ | $\sigma_F_x \times 10^{-2}$ | $F_n \times 10^{-2}$ | $\sigma_F_n \times 10^{-2}$ |
|-----|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 0.0000 | 0.0040 | 0.0051 | -0.0134 | 0.0051 | -0.0005 | -0.0051 |
| 0.0707 | 0.0713 | 0.0051 | -0.0109 | 0.0051 | -0.0065 | -0.0052 |
| 0.1000 | 0.0971 | 0.0051 | -0.0096 | 0.0051 | -0.0081 | -0.0052 |
| 0.2236 | 0.2099 | 0.0051 | -0.0030 | 0.0052 | -0.0183 | -0.0054 |
| 0.3162 | 0.3293 | 0.0047 | 0.0087 | 0.0054 | -0.0207 | -0.0055 |
| 0.5000 | 0.4316 | 0.0058 | 0.0301 | 0.0058 | -0.0271 | -0.0059 |
| 0.7071 | 0.5615 | 0.0064 | 0.0635 | 0.0064 | -0.0290 | -0.0064 |
| 1.0000 | 0.6596 | 0.0072 | 0.1162 | 0.0071 | -0.0315 | -0.0072 |
| 1.2247 | 0.7262 | 0.0072 | 0.1643 | 0.0076 | -0.0188 | -0.0076 |
| 1.4142 | 0.6572 | 0.0078 | 0.1981 | 0.0078 | -0.0215 | -0.0079 |
| 1.7321 | 0.6139 | 0.0082 | 0.2259 | 0.0086 | -0.0136 | -0.0084 |
| 2.0000 | 0.5414 | 0.0082 | 0.2308 | 0.0083 | 0.0014 | -0.0084 |
| 2.2361 | 0.4807 | 0.0082 | 0.2216 | 0.0084 | 0.0164 | -0.0086 |
| 2.4495 | 0.4276 | 0.0079 | 0.2098 | 0.0084 | 0.0136 | -0.0087 |
| 2.6458 | 0.3929 | 0.0071 | 0.1933 | 0.0084 | 0.0210 | -0.0087 |
| 2.8284 | 0.3558 | 0.0076 | 0.1779 | 0.0083 | 0.0197 | -0.0087 |
| 3.0000 | 0.3294 | 0.0075 | 0.1653 | 0.0083 | 0.0238 | -0.0086 |

(c) Force data for $\Gamma = 1, \beta = 10$, $\theta = 22.5^\circ$.

| $V$ | $-F_v \times 10^{-2}$ | $\sigma_F_v \times 10^{-2}$ | $F_x \times 10^{-2}$ | $\sigma_F_x \times 10^{-2}$ | $F_n \times 10^{-2}$ | $\sigma_F_n \times 10^{-2}$ |
|-----|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 0.0000 | 0.0066 | 0.0051 | 0.0123 | 0.0051 | -0.0005 | -0.0051 |
| 0.0707 | 0.0734 | 0.0052 | 0.0090 | 0.0051 | -0.0041 | -0.0052 |
| 0.1000 | 0.1021 | 0.0052 | 0.0065 | 0.0051 | -0.0043 | -0.0052 |
| 0.2236 | 0.2131 | 0.0053 | -0.0027 | 0.0053 | -0.0102 | -0.0054 |
| 0.3162 | 0.2922 | 0.0055 | -0.0049 | 0.0055 | -0.0108 | -0.0055 |
| 0.5000 | 0.4316 | 0.0059 | -0.0329 | 0.0058 | -0.0153 | -0.0060 |
| 0.7071 | 0.5457 | 0.0064 | -0.0671 | 0.0063 | -0.0208 | -0.0065 |
| 1.0000 | 0.6391 | 0.0071 | -0.1329 | 0.0070 | -0.0238 | -0.0072 |
| 1.2247 | 0.6744 | 0.0077 | -0.1747 | 0.0075 | -0.0228 | -0.0077 |
| 1.4142 | 0.6411 | 0.0078 | -0.2037 | 0.0077 | -0.0228 | -0.0080 |
| 1.7321 | 0.6007 | 0.0081 | -0.2281 | 0.0081 | -0.0055 | -0.0083 |
| 2.0000 | 0.5361 | 0.0081 | -0.2365 | 0.0082 | -0.0072 | -0.0085 |
| 2.2361 | 0.4851 | 0.0081 | -0.2189 | 0.0084 | 0.0017 | -0.0086 |
| 2.4495 | 0.4367 | 0.0079 | -0.2032 | 0.0083 | 0.0021 | -0.0086 |
| 2.6458 | 0.3983 | 0.0077 | -0.1879 | 0.0083 | 0.0134 | -0.0087 |
| 2.8284 | 0.3783 | 0.0077 | -0.1826 | 0.0084 | 0.0216 | -0.0087 |
| 3.0000 | 0.3474 | 0.0076 | -0.1691 | 0.0083 | 0.0276 | -0.0087 |

(e) Force data for $\Gamma = 1, \beta = 10$, $\theta = 157.5^\circ$.
\begin{table}
\begin{center}
\begin{tabular}{cccccccc}
\hline
$V$ & $-F_V$ & $\sigma_{F_V}$ & $F_X$ & $\sigma_{F_X}$ & $F_n$ & $\sigma_{F_n}$ & $F_{\sigma}$ & $\sigma_{F_{\sigma}}$ \\
\hline
0.0000 & 0.0334 & 0.0142 & 0.0040 & 0.0141 & -0.0030 & -0.0141 \\
0.0707 & 0.3215 & 0.0142 & -0.0067 & 0.0141 & -0.0034 & -0.0141 \\
0.1000 & 0.4407 & 0.0142 & -0.0077 & 0.0141 & -0.0034 & -0.0141 \\
0.2236 & 0.9416 & 0.0143 & -0.0119 & 0.0142 & -0.0036 & -0.0142 \\
0.3162 & 1.3144 & 0.0144 & -0.0147 & 0.0143 & -0.0035 & -0.0143 \\
0.5000 & 2.0448 & 0.0147 & -0.0189 & 0.0146 & -0.0029 & -0.0147 \\
0.7071 & 2.8488 & 0.0151 & -0.0211 & 0.0151 & -0.0027 & -0.0152 \\
1.0000 & 3.9046 & 0.0161 & -0.0195 & 0.0160 & -0.0026 & -0.0162 \\
1.2247 & 4.7345 & 0.0171 & -0.0150 & 0.0169 & -0.0016 & -0.0171 \\
1.4142 & 5.3697 & 0.0181 & -0.0095 & 0.0177 & -0.0013 & -0.0180 \\
1.7321 & 6.3552 & 0.0201 & 0.0007 & 0.0195 & -0.0014 & -0.0198 \\
2.0000 & 7.0987 & 0.0221 & 0.0067 & 0.0213 & -0.0023 & -0.0216 \\
2.2361 & 7.6825 & 0.0240 & 0.0061 & 0.0230 & -0.0037 & -0.0233 \\
2.4495 & 8.1498 & 0.0259 & -0.0024 & 0.0247 & -0.0055 & -0.0250 \\
2.6458 & 8.5273 & 0.0277 & -0.0185 & 0.0264 & -0.0069 & -0.0267 \\
2.8284 & 8.8334 & 0.0294 & -0.0411 & 0.0280 & -0.0089 & -0.0283 \\
3.0000 & 9.0814 & 0.0311 & -0.0677 & 0.0296 & -0.0096 & -0.0299 \\
3.1623 & 9.2804 & 0.0326 & -0.0961 & 0.0311 & -0.0194 & -0.0314 \\
3.8730 & 9.7545 & 0.0391 & -0.2008 & 0.0383 & -0.0660 & -0.0382 \\
4.4721 & 9.3746 & 0.0431 & -0.2254 & 0.0440 & -0.0272 & -0.0435 \\
5.0000 & 9.5223 & 0.0462 & -0.2277 & 0.0487 & 0.0118 & -0.0478 \\
5.4772 & 9.2656 & 0.0492 & -0.2170 & 0.0529 & 0.0460 & -0.0517 \\
5.9161 & 8.9980 & 0.0519 & -0.1707 & 0.0566 & 0.0757 & -0.0556 \\
6.3246 & 8.7485 & 0.0543 & -0.1064 & 0.0598 & 0.0850 & -0.0592 \\
6.7082 & 8.4009 & 0.0560 & -0.0276 & 0.0627 & 0.0869 & -0.0624 \\
7.0711 & 8.2063 & 0.0574 & 0.0461 & 0.0648 & 0.0873 & -0.0649 \\
7.4162 & 7.9137 & 0.0583 & 0.0978 & 0.0667 & 0.0841 & -0.0671 \\
7.7460 & 7.6071 & 0.0583 & 0.1407 & 0.0682 & 0.0869 & -0.0688 \\
8.0623 & 7.3219 & 0.0582 & 0.1632 & 0.0693 & 0.0833 & -0.0702 \\
8.3666 & 7.0748 & 0.0577 & 0.1679 & 0.0703 & 0.0544 & -0.0711 \\
8.6603 & 6.8612 & 0.0578 & 0.1556 & 0.0713 & 0.0323 & -0.0716 \\
8.9443 & 6.6725 & 0.0588 & 0.1399 & 0.0721 & 0.0353 & -0.0720 \\
9.2195 & 6.5007 & 0.0600 & 0.1234 & 0.0730 & 0.0543 & -0.0728 \\
9.4868 & 6.3396 & 0.0607 & 0.0995 & 0.0738 & 0.0736 & -0.0738 \\
9.7468 & 6.1671 & 0.0605 & 0.0888 & 0.0748 & 0.0676 & -0.0750 \\
10.0000 & 5.9437 & 0.0591 & 0.0791 & 0.0757 & 0.0489 & -0.0759 \\
\hline
\end{tabular}
\end{center}
\end{table}

(a) Force data for $\Gamma = 10$, $\beta = 0$, $\theta = 22.5^\circ$.

(b) Force data for $\Gamma = 10$, $\beta = 1$, $\theta = 22.5^\circ$.
\[
\begin{array}{cccccc}
V & -F_v & \sigma_{F_v} & F_x & \sigma_{F_x} & F_n & \sigma_{F_n}
\hline
0.0000 & -0.0350 & 0.0248 & 0.0193 & 0.0246 & -0.0426 & -0.0249 \\
0.0707 & 0.2806 & 0.0248 & 0.0355 & 0.0245 & -0.0572 & -0.0250 \\
0.1000 & 0.4116 & 0.0246 & 0.0456 & 0.0247 & -0.0644 & -0.0250 \\
0.2236 & 0.9638 & 0.0248 & 0.0877 & 0.0247 & -0.0842 & -0.0252 \\
0.3162 & 1.3863 & 0.0250 & 0.1050 & 0.0247 & -0.0952 & -0.0253 \\
0.5000 & 2.2073 & 0.0255 & 0.1669 & 0.0252 & -0.0947 & -0.0257 \\
0.7071 & 3.1175 & 0.0264 & 0.2246 & 0.0261 & -0.1157 & -0.0271 \\
1.0000 & 4.3219 & 0.0283 & 0.3425 & 0.0279 & -0.1414 & -0.0292 \\
1.2247 & 5.1857 & 0.0303 & 0.4465 & 0.0296 & -0.1464 & -0.0315 \\
1.4142 & 5.8561 & 0.0322 & 0.5769 & 0.0312 & -0.1630 & -0.0328 \\
1.7321 & 6.9098 & 0.0361 & 0.7642 & 0.0355 & -0.2293 & -0.0366 \\
2.0000 & 7.6365 & 0.0400 & 0.9622 & 0.0390 & -0.2814 & -0.0397 \\
2.2361 & 8.1753 & 0.0436 & 1.1843 & 0.0420 & -0.3371 & -0.0432 \\
2.4495 & 8.5577 & 0.0470 & 1.4165 & 0.0448 & -0.3923 & -0.0470 \\
2.6458 & 8.8069 & 0.0502 & 1.6450 & 0.0473 & -0.4364 & -0.0497 \\
2.8284 & 8.9725 & 0.0530 & 1.8567 & 0.0495 & -0.4576 & -0.0524 \\
3.0000 & 9.1051 & 0.0556 & 2.1063 & 0.0518 & -0.4779 & -0.0548 \\
3.1623 & 9.1804 & 0.0582 & 2.3100 & 0.0543 & -0.4779 & -0.0568 \\
3.8730 & 9.6533 & 0.0685 & 3.3110 & 0.0632 & -0.3378 & -0.0666 \\
4.4721 & 8.3308 & 0.0742 & 3.5479 & 0.0689 & -0.1895 & -0.0719 \\
5.0000 & 7.5635 & 0.0773 & 3.7221 & 0.0726 & -0.0771 & -0.0755 \\
5.4772 & 6.8348 & 0.0787 & 3.7424 & 0.0750 & -0.0275 & -0.0779 \\
5.9161 & 6.1931 & 0.0790 & 3.9338 & 0.0769 & 0.1044 & -0.0800 \\
6.3246 & 5.6684 & 0.0784 & 3.3780 & 0.0781 & 0.1714 & -0.0810 \\
6.7082 & 5.2233 & 0.0778 & 3.0897 & 0.0794 & 0.2627 & -0.0820 \\
7.0711 & 4.8000 & 0.0768 & 2.8576 & 0.0796 & 0.3891 & -0.0841 \\
7.4162 & 4.4129 & 0.0760 & 2.6405 & 0.0799 & 0.4688 & -0.0841 \\
7.7460 & 4.1362 & 0.0753 & 2.4296 & 0.0801 & 0.5019 & -0.0835 \\
8.0623 & 3.8792 & 0.0743 & 2.2182 & 0.0803 & 0.5101 & -0.0829 \\
8.3666 & 3.6840 & 0.0734 & 2.0377 & 0.0799 & 0.5102 & -0.0823 \\
8.6603 & 3.5341 & 0.0725 & 1.9025 & 0.0793 & 0.4961 & -0.0821 \\
8.9443 & 3.3927 & 0.0717 & 1.7905 & 0.0788 & 0.4761 & -0.0821 \\
9.2195 & 3.2770 & 0.0713 & 1.6856 & 0.0783 & 0.4460 & -0.0818 \\
9.4868 & 3.1878 & 0.0706 & 1.5982 & 0.0779 & 0.4268 & -0.0818 \\
9.7468 & 3.0968 & 0.0695 & 1.5040 & 0.0774 & 0.3909 & -0.0820 \\
10.0000 & 3.0169 & 0.0687 & 1.4089 & 0.0771 & 0.3398 & -0.0816
\end{array}
\]

(a) Force data for \( \Gamma = 10, \beta = 10, \theta = 22.5^\circ \).