Resilient Distribution System Restoration With Communication Recovery by Drone Small Cells

Haochen Zhang, Student Member, IEEE, Chen Chen ⊙, Senior Member, IEEE, Shunbo Lei ⊙, Member, IEEE, and Zhaohong Bie ⊙, Senior Member, IEEE

Abstract—Distribution system (DS) restoration after natural disasters often faces the challenge of communication failures to feeder automation (FA) facilities, resulting in prolonged load pick-up process. This letter discusses the utilization of drone small cells for wireless communication recovery of FA, and proposes an integrated DS restoration strategy with communication recovery. Demonstrative case studies are conducted to validate the proposed model, and its advantages are illustrated by comparing to benchmark strategies.
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I. INTRODUCTION

POST-DISASTER restoration is a critical measure in increasing the resilience of distribution system (DS). The disastrous events may not only damage the equipment of distribution grid to varying degrees, but also affect the communication infrastructure supporting monitor and control functions of feeder automation (FA). The cyber-physical interdependence will further complicate the restoration process and prolong the outage duration. In this sense, achieving the self-healing capability of communication network of FA in coordination with DS restoration is critical to enhance the system resilience.

Existing works on DS post-disaster restoration focus on facilitating supply continuity with distributed generations (DGs) and topology reconfiguration to form microgrids (MGs), e.g., [1] and [2]. This reconfiguration can be further coordinated with various flexible resources to boost restoration [3], [4]. However, current research usually neglects communication facility recovery of FA which supports fast restoration. On the other hand, the drone small cell (DSC) provides a promising solution for emergency communications. The DSC, which is an aerial wireless base station, can move in the affected area autonomously and provide a fast and reliable alternative for wireless communications. The utilization of DSCs in disaster recovery has demonstrated benefits, and some works further investigated optimal deployment strategies of DSCs for communication recovery [5], [6]. However, in DS restoration scenario, communication recovery of FA with DSCs should consider the cyber-physical interdependency, so the existing general communication recovery strategies for communication networks are not directly applicable.

To solve this issue, this letter develops an integrated DS restoration optimization model with communication recovery by DSCs. The solution can achieve optimal DSC deployment in coordination with DS restoration via MG formation, so as to pick up load as much as possible. In addition, we demonstrate the value of proposed integrated restoration strategy by comparing to general recovery strategy of communication system. To the best our knowledge, this is the first work to integrate communication network recovery in the DS restoration strategy.

II. MATHEMATICAL FORMULATION

A. Communication Recovery Constraints by DSC

To accomplish speedy recovery of DS after a disaster, this letter adopts the resilient DS restoration model from [7], which uses a combination of different DGs and network reconfiguration strategies. The model fully utilizes topological flexibilities to form MGs energized by DGs through a set of innovative radially constraints. We assume the feeder terminal units (FTUs) in FA, which control the automated feeder switches, communicate to the operation center via wireless cellular communication systems. By operating these switches, multiple MGs energized by DGs can be formed to quickly restore critical loads.

Due to the disaster, communication infrastructure (e.g., base stations) may be damaged so that FTUs will lose connections to operation center and the corresponding automated switches cannot be operated remotely for load restoration, even if the FTUs are intact and have the communication capability with backup power. In this situation, DSCs have the potential to set up emergency communications so that the intact FTUs can self-heal the communications to operation center to resume FA functions. The scarcity of DSCs requires optimal placement of drones, and the communication recovery should be coordinated with load restoration process. Specifically, the DS restoration model in [7] defines decision variables \( \alpha_{ij} \) indicating status of branches \((i, j) \in L\) by operating switches.
With the communication capability of switches by FTUs, $\alpha_{ij}$ depends not only on the operational and topological constraints of grid, but also on the DSC deployment strategy. Thus, the communication recovery constraints regarding the decision variable $\alpha_{ij}$ should be formulated.

This letter assumes communication coverage of DSC is approximated as a circle with fixed radius [6], representing the omnidirectional antenna of DSCs with fixed flying height. Considering there are switches at both ends of the branch, we use the directional arc $(i, j) \in S$ to index the switch close to feeder node $i$ on the branch $(i, j) \in L$. The switch $(i, j) \in S$ and the connected FTU are both co-located at the node $i$, so we use the longitude and latitude of the node to indicate the position of corresponding switch and FTU. Note that this setting also complies with the smart switches integrating the FTU function. The communication recovery constraints can be formulated as follows:

$$ (x_{mn} - \bar{x}_k)^2 + (y_{mn} - \bar{y}_k)^2 = (d_{mn}^k)^2, \forall (m, n) \in S_f, \forall k \in U $$

(1)

$$ \gamma_{mn} = \begin{cases} 1 & \text{if } d_{mn}^k \leq r, \\ 0 & \text{otherwise} \end{cases} $$

(2)

$$ \sum_{(m, n) \in S_f} \gamma_{mn} \leq R_k, \forall k \in U $$

(3)

$$ \sum_{k \in \gamma_{mn}} \lambda_{mn}^k \leq 1, \forall (m, n) \in S_f $$

(4)

$$ \gamma_{mn} = \sum_{k \in \gamma_{mn}} \lambda_{mn}^k, \forall (m, n) \in S_f $$

(5)

$$ \gamma_{mn} = 1, \forall (m, n) \in S \setminus S_f $$

(6)

$$ \alpha_{ij} = \begin{cases} 0, & \text{if } \mu_{ij} = 0 \\ \gamma_{ij}, & \text{otherwise} \end{cases} $$

(7)

$$ \alpha_{ij} = \begin{cases} 0, & \text{if } \mu_{ij} = 0 \\ \gamma_{ij}, & \text{otherwise} \end{cases} $$

(8)

where $U$ is the set of DSCs; $S_f$ is the set of switches that cannot be operated remotely due to the disater; $x_{mn}$, $y_{mn}$, $\bar{x}_k$ and $\bar{y}_k$ are the longitude and latitude of switch $(m, n)$ and DSC $k$, respectively; $d_{mn}^k$ denotes the distance between switch $(m, n)$ and DSC $k$; $\lambda_{mn}^k \in \{0, 1\}$ indicates whether the switching capability of switch $(m, n)$ is restored by DSC $k$, i.e., $\lambda_{mn}^k = 1$ if the switch is restored by DSC $k$, $\lambda_{mn}^k = 0$ otherwise; $R_k$ is the communication resource capacity of DSC $k$, i.e., the maximum number of FTUs it can connect; $\gamma_{mn} \in \{0, 1\}$ indicates whether switch $(m, n)$ can be operated, i.e., if the switch can be operated, $\gamma_{mn} = 1$, otherwise, $\gamma_{mn} = 0$; $\mu_{ij} \in \{0, 1\}$ indicates whether switch $(i, j)$ can be switched, i.e., $\mu_{ij} = 1$ if the branch can be switched, $\mu_{ij} = 0$ otherwise; $L_{ij} \in \{0, 1\}$ expresses the initial state of branch $(i, j)$, i.e., if the branch is closed, $L_{ij} = 1$; otherwise, $L_{ij} = 0$.

Constraints (1)-(2) require the switches restored by DSC $k$ must be within its communication coverage. Due to the small area occupied by the DS, the distance $d_{mn}^k$ uses the Euclidean distance over a flat area instead of a sphere area. Constraint (1) can be relaxed as a conic constraint, and its feasibility region will be unchanged. Constraint (3) specifies the number of recovered switches as the communication capacity limitation of DSCs. Constraint (4) limits that each switch can only be restored by at most one DSC, ensuring the reasonable allocation of communication resources. Constraints (5)-(8) are to determine the remote controllability of all switches in DS, i.e., if the switch is in an area where communication is normal or in communication failure area but recovered by a DSC, the switch can be operated remotely. Constraint (7) means that the switching capability of a branch depends on whether the switches at both ends of the branch can be operated remotely. Constraint (8) describes the state of a branch that if the branch is controlled, it can be configured, otherwise it must keep the original state.

### B. Linear Reformulation of Model

For the sake of model solving efficiency, we need to reformulate the nonlinear constraints (2), (7) and (8) into linear ones. Constraints (2) and (8) are judgment constraints and can be linearized in the similar way. As an example, consider the linearization of constraint (2), which can be linearized to constraint (9) by using the big-M approach.

$$ \left( r - d_{mn}^k \right) / M - 1 \leq \lambda_{mn}^k \leq \left( r - d_{mn}^k \right) / M + 1, $$

(9)

where $M$ is a large enough positive number.

The analysis shows that: if $r \geq d_{mn}^k$, (9) can be schematized as $\varepsilon - 1 \leq \lambda_{mn}^k \leq \varepsilon + 1$, since $\lambda_{mn}^k$ is a binary variable, the value of $\lambda_{mn}^k$ can be set as 0 or 1; otherwise (9) corresponds to $-\varepsilon - 1 \leq \lambda_{mn}^k \leq -\varepsilon + 1$, which means $\lambda_{mn}^k$ can only set as 0. Similarly, constraint (8) can be reformulated to linear constraints (10):

$$ (1 - \mu_{ij}) \cdot L_{ij} \leq \alpha_{ij} \leq \mu_{ij} + L_{ij}, \forall (i, j) \in L $$

(10)

Constraint (7) is nonlinear as a product of two binary variables, which can be reformulated to linear ones in (11).

$$ \begin{cases} \mu_{ij} \leq \gamma_{ij} \\ \mu_{ij} \leq \gamma_{ij} \\ \gamma_{ij} + \gamma_{ij} - 1 \leq \mu_{ij} \end{cases} $$

(11)

### C. Integrated DS Restoration Model With Communication Recovery

For designing an integrated restoration strategy considering DS reconfiguration and DSC dispatch, a new formulation of integrated restoration model is constructed in (12), which is a mixed-integer second-order cone programming (MISOCP) model.

$$ \begin{align*}
\min & \sum_{i \in N} C_i^c (1 - \delta_i) p_i^c + \sum_{k \in U} C_{DSC} s_k \\
\text{s.t.} & \quad (\bar{x}_k - x_{o}^c)^2 + (\bar{y}_k - y_{o}^c)^2 = (s_k)^2, \forall k \in U \\
& \quad (1), (3) - (6), (9) - (11) \\
& \quad (1) - (2), (11) - (21) \quad \text{in [7]} 
\end{align*} $$

(12)

where $N$ is the set of all DS nodes; $\delta_i \in \{0, 1\}$ indicates if the load at node $i$ is picked up $\delta_i = 1$, and $\delta_i = 0$ otherwise; $p_i^c$ denotes active power demand of the load at node $i$; $C_i^c$ is the cost of shedding load at bus $i$; $C_{DSC}$ indicates the cost of the DSCs flight; $s_k$ expresses the flight distance of the DSC $k$; $x_{o}^c$ and $y_{o}^c$ are the initial position of DSCs.
The objective is to minimize the load shedding and flight distance of the DSCs. The first term represents the shedding loads, where the term \((1 - \delta_i)\) is equal to 0 if the load is served. The second term represents the cost of DSCs flight and \(C^{\text{DSC}}\) usually takes a small enough number, which can ensure that the fundamental purpose is load recovery in the objective function. The equation constraint can be relaxed as a conic constraint and keep the feasibility region constant. The constraints (1)-(2) and (11)-(21) in [7] separately describes the topological and operational constraints, which ensures feasible operation and radiality of MG formation.

### III. CASE STUDIES

The proposed model is validated on IEEE 33-node test feeder [8] with six DGs. There are 9 branches being open faults due to the disaster. In addition, the disaster destroys some base stations and thus causes communication failure of some areas in which 45 switches on 23 branches cannot be controlled unless recovered by DSCs. There are 3 DSCs pre-positioned near the substation, and their communication coverages are set the same. The optimization model is solved by Gurobi 9.5.0 with the default settings on a computer with an Intel i7-8700 processor and 16GB RAM.

The results of the DSC dispatching strategy and the restoration decision of DS to form MGs are shown in Fig. 1. It can be seen that the DSCs are primarily used to recover switching capability of 3 branches and the DS is divided into 5 MGs by operating the switches, leading to a total of 53.1 MW load being picked up.

To verify the effectiveness of the proposed method, we design two benchmark strategies. One is using the restoration model in [7] without DSCs (denoted as NoDSC). The other is using the general communication recovery strategy, that is to maximize the number of users that can be recovered by DSC [5], and in DS, it means recovering the switching capability of more branches by using DSC (denoted as MaxComm). The computational time and comparisons of these three strategies are shown in Table I. We can see that for the NoDSC strategy, only branch \((18, 33)\) is closed by reconfiguration and the restored load is only 46.2 MW on 16 feeder nodes in total. That means the disaster causes many FTUs to lose connection to the operation center due to the damage of base stations, resulting in a loss of partial FA functions and a significant degradation in DS recovery. In this sense, DSCs for restoring wireless communication of FA are critical to improve DS resilience.

Comparing the MaxComm strategy with the proposed strategy, there is also a reduction of load restoration, with loss of 5.1 MW restored load. Since in this strategy, the DSC concerns more on restoring switching capability of more branches, so the DSC dispatch position tends to be closer to the area where branches are more dense. Due to more scattered distribution of surrounding branches, the branches \((8, 21)\) and \((25, 29)\) cannot be switched, resulting in some nodes being isolated and unable to be energized by DG. Therefore, the general communication recovery strategy is not optimal since the cyber-physical interdependence between DS restoration and communication recovery is not considered. The integrated restoration strategy we proposed exploits the flexibility from the cyber-layer to achieve optimal decision of restoration from the physical-layer perspective.

The computational time of the proposed model is 3.8 s, while the computational times for the two benchmark strategies, i.e., NoDSC and MaxComm, are 2.1 s and 3.0 s, respectively. The longer computational time of the proposed model is due to the integrated restoration model, but it achieves higher resilience in terms of restored load.

In addition, we use IEEE 123-node test case [9] to illustrate computational scalability based on a scenario with 18 branches open faults and 73 branches communication failures. Table II reports the restoration results of the proposed strategy and the other two benchmark strategies. The proposed model guarantees the maximum recovery of the power load, which is 423.76 MW. There are 6 branches being restored switching capacity, 3 of which are opened by reconfiguration and the
TABLE II
RECOVERY RESULTS IN MULTIPLE STRATEGIES
(IEEE 123-NODE TEST SYSTEM)

| Restoration strategy | Comput. time | Restored load (MW) | Num. branch restored switching | Num. branch opened/closed by reconfiguration |
|----------------------|--------------|--------------------|-------------------------------|---------------------------------------------|
| NoDSC                | 4.0 s        | 351.52             | /                             | Opened: 1                                   |
| Proposed model       | 14.8 s       | 423.75             | 6                             | Opened: 3, Closed: 3                        |
| MaxComm              | 10.5 s       | 375.57             | 9                             | Opened: 2                                   |

others are closed, forming a sub-grid powered by the sub-station and a DG, and 7 MGs powered by 8 DGs. We can also observe that compared to the two benchmark strategies, the proposed method achieves higher resilience in terms of restored load, while the additional computational burden is acceptable.

IV. CONCLUSION
This letter focuses on the utilization of DSCs to solve emergency communication needs of FA in DS post-disaster restoration. The communication recovery constraints of DSC deployment are formulated and integrated in DS restoration model. The use of DSCs can increase the topological flexibility from the cyber-layer perspective, and the proposed restoration strategy with cyber-physical interdependence can enhance DS resilience in terms of load pickup when the communication infrastructure is impacted due to disasters.
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