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Abstract

In this paper, we show that the Away-step Stochastic Frank-Wolfe Algorithm (ASFW) and Pairwise Stochastic Frank-Wolfe algorithm (PSFW) converge linearly in expectation. We also show that if an algorithm converges linearly in expectation then it converges linearly almost surely. In order to prove these results, we develop a novel proof technique based on concepts of empirical processes and concentration inequalities. Such a technique has rarely been used to derive the convergence rates of stochastic optimization algorithms. In large-scale numerical experiments, ASFW and PSFW perform as well as or better than their stochastic competitors in actual CPU time.

1 Introduction

Motivation. The recent trend of using a large number of parameters to model large datasets in machine learning and statistics has created a strong demand for optimization algorithms that have low computational cost per iteration and exploit model structure. Regularized empirical risk minimization (ERM) is an important class of problems in this area that can be formulated as smooth constrained optimization problems. A popular approach for solving such ERM problems is the proximal gradient method which solves a projection sub-problem in each iteration. The major drawback of this method is that the projection step can be expensive in many situations. As an alternative, the Frank-Wolfe (FW) algorithm [1], also known as the conditional gradient method, solves a linear optimization sub-problem in each iteration, which is much faster than the standard projection technique when the feasible set is a simple polytope [2]. When the number of observations in ERM is large, calculating the gradient in every FW iteration becomes a computationally intensive task. The question of whether ‘cheap’ stochastic gradients can be used as a surrogate in FW immediately arises.

Contribution. In this paper, we show that the Away-step Stochastic Frank-Wolfe (ASFW) algorithm converges linearly in expectation and each sample path of the algorithm converges linearly. We also show that if an algorithm converges linearly in expectation then it converges linearly almost surely. To the best of our knowledge, this is the first paper that proves these results. The major technical difficulty of analyzing the ASFW algorithm is the lack of tools that combine stochastic arguments and combinatorial arguments. In order to solve this problem and prove our convergence results, a novel proof technique based on concepts in empirical processes theory and concentration inequalities is developed. This technique is then applied to prove the linear convergence in expectation and almost sure convergence of each sample path of another Frank-Wolfe variant, the Pairwise Stochastic Frank-Wolfe (PSFW) algorithm. We note that this technique may be useful for analyzing the convergence of other stochastic algorithms. In our large-scale numerical experiments, the proposed algorithms outperform their competitors in all different settings.

Related Work. The Frank-Wolfe algorithm was proposed sixty years ago [1] for minimizing a convex function over a polytope and is known to converge at an $O(1/k)$ rate. In [3] the same convergence rate was proved for compact convex constraints. When both objective function and the constraint set are strongly convex, [4] proved that the Frank-Wolfe algorithm has an $O(1/k^2)$ rate of convergence with a properly chosen step size. Motivated by removing the influence of “bad” visited vertices, the away-steps variant of the Frank-Wolfe algorithm was proposed in [5]. Later, [6] showed that this variant converges linearly under the assumption that the objective function is strongly convex and the optimum lies in the interior of the constraint polytope. Recently, [7] and [8] extended the linear convergence result by removing the assumption of the location of the optimum and [8] extended it further by relaxing the strongly convex objective function assumption. Stochastic Frank-Wolfe algorithms have been considered by [9] and [10] in which an $O(1/k)$ rate of convergence in expectation is proved. [12] considered the Stochastic Varianced-Reduced Frank-Wolfe method (SVRF) which also has convergence rate $O(1/k)$ in expectation. In addition, the Frank-Wolfe algorithm has been applied to solve several different classes of problems, including non-linear SVM [13], structural
FW bounded constraint $O(1/\epsilon)$ NA $O(1/\epsilon)$ NA
Away-step FW polytope constraint strongly convex objective $O(\log(1/\epsilon))$ NA $O(\log(1/\epsilon))$ NA
Pairwise FW polytope constraint strongly convex objective $O(\log(1/\epsilon))$ NA $O(\log(1/\epsilon))$ NA
SVRF bounded constraint $O(\log(1/\epsilon))$ $O(1/\epsilon^2)$ $O(1/\epsilon)$ NA
Prox-SVRG strongly convex objective $\log(1/\epsilon)$ $O(m \log(1/\epsilon))$ NA $O(m \log(1/\epsilon))$
ASFW polytope constraint strongly convex objective NA $O(1/\epsilon^{\eta}),\ 0 < \eta < 1$ $O(\log 1/\epsilon)$ NA
PSFW polytope constraint strongly convex objective NA $O(1/\epsilon^{(n V_1 + 2)/\zeta}),\ 0 < \zeta < 1$ $O(\log 1/\epsilon)$ NA

Table 1: Comparisons of algorithms in terms of their requirements and the theoretical performances to get an $\epsilon$-approximate solution. LO denotes for linear optimizations and. In Prox-SVRG, $m$ is the number of iterations in each epoch. In PSFW, $|V|$ is the number of vertices of the polytope constraint.

SVM [14][15], and comprehensive principal component pursuit [16] among many others. To compare FW variants and other useful algorithms such as the Prox-SVRG of [17] and the stochastic variance reduced FW algorithm of [12], we summarize the theoretical performance in Table 1 which includes the required conditions for convergence and the given complexity bounds, the number of exact and stochastic gradient oracle calls, the number of linear optimization oracle (LO) calls and the number of projection calls in order to obtain an $\epsilon$-approximate solution.

**Problem description.** Consider the minimization problem

$$\min_{x \in \mathcal{P}} \left\{ F(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x) \right\}, \quad \text{(P1)}$$

where $\mathcal{P}$ is a polytope, i.e., a non-empty compact polyhedron given by $\mathcal{P} = \{ x \in \mathbb{R}^p : Cx \leq d \}$ for some $C \in \mathbb{R}^{m \times p}$, $d \in \mathbb{R}^m$. Therefore, the set of vertices $V$ of the polytope $\mathcal{P}$ has finitely many elements. Let $D = \sup\{ \|x - y\| \mid x, y \in \mathcal{P} \}$ be the diameter of $\mathcal{P}$. For every $i = 1, \ldots, n$, $f_i : \mathbb{R} \rightarrow \mathbb{R}$ is a strongly convex function with parameter $\sigma_i$ with an $L_i$ Lipschitz continuous gradient. From another point of view, [P1] can be reformulated as a stochastic optimization problem as below

$$\min_{x \in \mathcal{P}} \left\{ \frac{1}{n} \sum_{i=1}^{n} f_i(x) \equiv \mathbb{E} f(\xi, x) \right\} \quad \text{(SP1)}$$

where $\xi$ is a random variable that follows a discrete uniform distribution on $\{1, \ldots, n\}$, $f(i, x) = f_i(x)$ for every $i = 1, \ldots, n$ and $x \in \mathcal{P}$. Furthermore, define $\nabla f(\xi, x) = \nabla f(\xi, x)$.

**The Frank-Wolfe Algorithm and its variants.** In contrast to the projected gradient algorithm, the Frank-Wolfe algorithm (also known as conditional gradient algorithm) calls a linear optimization oracle instead of a projection oracle in every iteration.

**Algorithm 1** The Frank-Wolfe Algorithm

**Input:** $x^{(1)} \in \mathcal{P}, F(\cdot)$

for $k = 1, 2, \ldots$ do

Set $p^{(k)} = \arg \min_{s \in \mathcal{P}} \langle \nabla F(x^{(k)}), s \rangle$.

Set $d^{(k)} = p^{(k)} - x^{(k)}$.

Set $x^{(k+1)} = x^{(k)} + \gamma^{(k)} d^{(k)}$, where $\gamma^{(k)} = \frac{2}{k+2}$ or obtain by line-search.

end for

**Return:** $x^{(k+1)}$.

The Frank-Wolfe Algorithm has become popular recently because it performs a sparse update at each step. For a good review of what was known about the FW algorithm until a few years ago, see [18]. It is well-known that this algorithm
converges sub-linearly with rate $O(1/k)$ because of the so-called zig-zagging phenomenon\[^{19}\]. Especially when the optimal solution $x^\ast$ does not lie in the relative interior of $\mathcal{P}$, the FW algorithm tends to zig-zag amongst the vertices that define the facet containing $x^\ast$. One way to overcome this zig-zagging problem is to keep tracking of the "active" vertices (the vertices discovered previously in the FW algorithm) and move away from the “worst” of these in some iterations.

The Away-step Frank-Wolfe algorithm (AFW) and the Pairwise Frank-Wolfe algorithm (PFW) are two notable variants based on this idea. After computing the vertex $p^{(k)} = \arg\min_{x \in P} (\nabla F(x^{(k)}), x)$ by the linear optimization oracle and the vertex $u^{(k)} = \arg\max_{x \in U^{(k)}} (\nabla F(x^{(k)}), x)$, where $U^{(k)}$ is the set of active vertices at iteration $k$, the AFW algorithm moves away from the one that maximizes the potential increase in $u$ and the vertex $p$ that define the facet containing $x$.

After computing the vertex $p^{(k)}$ and the vertex $u^{(k)}$, the AFW algorithm moves away from the one that maximizes the potential increase in $u$ and the vertex $p$ that define the facet containing $x$.

The following algorithm updates a vertex representation of the current iterate and is called in Algorithms 2 and 3.

2 Variants of Stochastic Frank-Wolfe Algorithm

When the exact gradients is expensive to compute and an unbiased stochastic gradient is easy to obtain, it may be advantageous to use a stochastic gradient in AFW and PFW. We describe the Away-step Stochastic Frank-Wolfe Algorithm (ASFW) and the Pairwise Stochastic Frank-Wolfe Algorithm (PSFW) below.

**Algorithm 2** Away-step Stochastic Frank-Wolfe algorithm

1. **Input:** $x^{(1)} \in V$, $f_i$ and $L_i$
2. Set $\mu^{(1)} = 1$, $\mu^{(1)} = 0$ for any $v \in V/\{x^{(1)}\}$ and $U^{(1)} = \{x^{(1)}\}$.
3. for $k = 1, 2, \ldots$ do
4. Sample $\xi_1, \ldots, \xi_m(k) \i.i.d.$ and set $\xi(k) = \frac{1}{m} \sum_{i=1}^{m(k)} \nabla f(\xi_i, x^{(k)})$, $L(k) = \frac{1}{m} \sum_{i=1}^{m(k)} \nabla f(\xi_i, x^{(k)})$.
5. Compute $p^{(k)} = \arg\min_{x \in P} (\xi(k), x)$.
6. Compute $u^{(k)} = \arg\max_{v \in U(k)} (\xi(k), v)$.
7. if $(\xi(k), p^{(k)}) + u^{(k)} - 2x^{(k)} \leq 0$ then
8. Set $d^{(k)} = p^{(k)} - u^{(k)}$ and $\gamma^{(k)} = 1$.
9. else
10. Set $d^{(k)} = x^{(k)} - u^{(k)}$ and $\gamma^{(k)} = \frac{\gamma^{(k)}}{1 - \mu^{(k)}}$.
11. end if
12. Set $\gamma^{(k)} = \min\{\gamma^{(k)} - L(k)^2 ||d^{(k)}||^2, \gamma^{(k)}\}$ or determine it by line-search.
13. Set $x^{(k+1)} = x^{(k)} + \gamma^{(k)} d^{(k)}$.
14. Update $U^{(k+1)}$ and $\mu^{(k+1)}$ by Procedure VRU.
15. end for
16. Return: $x^{(k+1)}$.

**Algorithm 3** Pairwise Stochastic Frank-Wolfe algorithm

1. Replace line 7 to 11 in Algorithm 2 by: $d^{(k)} = p^{(k)} - u^{(k)}$ and $\gamma^{(k)} = \frac{\mu^{(k)}}{1 - \mu^{(k)}}$.

The following algorithm updates a vertex representation of the current iterate and is called in Algorithms 2 and 3.
Lemma 1. For any $x \in P \setminus \{x^*_k\}$ that can be represented as $x = \sum_{v \in U(k)} \mu_v v$ for some $U(k) \subseteq V$ where $\sum_{v \in U(k)} \mu_v = 1$ and $\mu_v > 0$ for every $v \in U(k)$, it holds that,

$$\max_{\text{u} \in U, \text{p} \in V} \langle \nabla F(k)(x), u - p \rangle \geq \frac{\Omega_P}{|U|} \frac{\langle \nabla F(k)(x), x - x^*_k \rangle}{\|x - x^*_k\|},$$

where $|U(k)|$ denotes the cardinality of $U(k)$, $V$ is the set of extreme points of $P$ and

$$\Omega_P = \frac{\zeta}{\phi},$$

for

$$\zeta = \min_{v \in V, i \in \{1, \ldots, m\}: \alpha_i > C_i v} (d_i - C_i v),$$

$$\phi = \max_{i \in \{1, \ldots, m\}/I(V)} \|C_i\|.$$
Next, we introduce some definitions and lemmas that are common in the empirical processes literature but rarely seen in the optimization literature.

**Definition [Bracketing Number]** Let \( \mathcal{F} \) be a class of functions. Given two functions \( l \) and \( u \), the bracket \([l, u]\) is the set of all function \( f \) with \( l \leq f \leq u \). An \( \epsilon \)-bracket in \( L_1 \) is a bracket \([l, u]\) with \( \mathbb{E}|u - l| < \epsilon \). The bracketing number \( N_{[\epsilon]}(\mathcal{F}, L_1) \) is the minimum number of \( \epsilon \)-brackets needed to cover \( \mathcal{F} \). (The bracketing functions \( l \) and \( u \) must have finite \( L_1 \)-norms but need not belong to \( \mathcal{F} \)).

The bracketing number is a quantity that measures the complexity of a function class. The lemma below provides an upper bound for a function class indexed by a finite dimensional bounded set. This result can be found in any empirical processes textbook such as [20]. For completeness, we provide a proof.

**Lemma 2.** Let \( \mathcal{F} = \{ f_\theta \mid \theta \in \Theta \} \) be a collection of measurable functions indexed by a bounded subset \( \Theta \subset \mathbb{R}^p \). Denote \( D_\Theta = \sup \{ \| \theta_1 - \theta_2 \| \mid \theta_1, \theta_2 \in \Theta \} \). Suppose that there exists a measurable function \( g \) such that

\[
|f_{\theta_1}(\xi) - f_{\theta_2}(\xi)| \leq g(\xi)|\theta_1 - \theta_2|
\]

for every \( \theta_1, \theta_2 \in \Theta \). If \( \|g(\xi)\|_1 \equiv \int |g(\xi)|dP < \infty \), then the bracketing numbers satisfy

\[
N_{[\epsilon]}(\|g\|_1, \mathcal{F}, L_1) \leq \left( \frac{\sqrt{p}D_\Theta}{\epsilon} \right)^p
\]

for every \( 0 < \epsilon < D_\Theta \).

**Proof.** To prove the result, we use brackets of the type \([f_\theta - \epsilon g/2, f_\theta + \epsilon g/2] \) for \( \theta \) that ranging over a suitably chosen subset of \( \Theta \) and these brackets have \( L_1 \)-size \( \epsilon \|g\|_1 \). If \( \|\theta_1 - \theta_2\| \leq \epsilon/2 \), then by the Lipschitz condition \( \|g(x)\| \leq \|g(y)\| + \epsilon \|g\|_1 \). Therefore, the brackets cover \( \mathcal{F} \) if \( \theta \) ranges over a grid of meshwidth \( \epsilon/\sqrt{p} \) over \( \Theta \). This grid has at most \( (\sqrt{p}D_\Theta/\epsilon)^p \) grid points. Therefore the bracketing number \( N_{[\epsilon]}(\|g\|_1, \mathcal{F}, L_1) \) can be bounded by \( (\sqrt{p}D_\Theta/\epsilon)^p \). \( \square \)

**Remark:** The bracketing number has a very close relationship with the covering number, which is a better known quantity in machine learning. Let \( N(\epsilon, \mathcal{F}, L_1) \) be the covering number of the set \( \mathcal{F} \); that is, the minimal number of balls of \( L_1 \)-radius \( \epsilon \) needs to cover the set \( \mathcal{F} \). Then the relation, \( N(\epsilon, \mathcal{F}, L_1) \leq N_{[2\epsilon]}(\mathcal{F}, L_1) \), between covering number and bracketing number always holds. Moreover, this concept is also closely related to the VC-dimension. Usually, constructing and counting the number of brackets for a class of functions is easier to do than computing the minimum number of balls that covers the class. Based on the bounds on the bracketing number for a function class with bounded index set, we can provide a concentration bound for \( \sup_{x \in P} |F^{(k)}(x) - F(x)| \).

**Lemma 3.** For any \( \delta > 0 \) and \( 0 < \epsilon < \min \{ D, \delta/(2L_F) \} \) we have

\[
P \{ \sup_{x \in P} |F^{(k)}(x) - F(x)| \geq \delta \} \leq 2K_F \left( \frac{D}{\epsilon} \right)^p \exp \left\{ -\frac{m^{(k)}(\delta - 2L_F \epsilon)^2}{2(u_F - l_F)^2} \right\},
\]

where \( L_F \equiv \min \{ L_1, \ldots, L_n \} \), \( K_F = (\sqrt{p})^p \), \( u_F = \max \{ \sup_{x \in P} f_i(x) \mid i = 1, \ldots, n \} \) and \( l_F = \min \{ \inf_{x \in P} f_i(x) \mid i = 1, \ldots, n \} \).

**Proof.** Consider the function class \( \mathcal{F} = \{ f(\cdot, x) \mid x \in P \} \) as defined in (SP1), that is \( f(i, x) = f_i(x) \). Since \( f_i(\cdot) \) each is assumed to be Lipschitz continuous with Lipschitz constant \( L_i \), we must have \( |f_i(x) - f_i(y)| \leq L_F \|x - y\| \), where \( L_F \equiv \max \{ L_1, \ldots, L_n \} \). Moreover, the index set \( P \in \mathbb{R}^p \) for the function class \( \mathcal{F} \) is assumed to be bounded. Therefore all conditions for Lemma 2 are satisfied and hence the number of brackets of the type \( [f(\cdot, x) - \epsilon L_F, f(\cdot, x) + \epsilon L_F] \) satisfies

\[
N_{[\epsilon]}(\epsilon L_F, \mathcal{F}, L_1) \leq K_F \left( \frac{D}{\epsilon} \right)^p,
\]

for every \( 0 < \epsilon < D \), where \( D = \sup \{ \|x - y\| \mid x, y \in P \} \) and \( K_F = (\sqrt{p})^p \). Let \( \Gamma \subset P \) denote the set of indices of the centers of these brackets and \( \xi_1, \ldots, \xi_{m^{(k)}} \) be the i.i.d. samples drawn at the \( k \)-th iteration of the algorithm. Since
the brackets centered at $\Gamma$ cover $\mathcal{F}$, we must have

$$
\sup_{x \in \mathcal{P}} \left| \frac{1}{m(k)} \sum_{i=1}^{m(k)} f(\xi_i, x) - \mathbb{E} f(\xi_i, x) \right| \leq \max \left\{ \frac{1}{m(k)} \sum_{i=1}^{m(k)} f(\xi_i, y) - \mathbb{E} f(\xi_i, y) \mid y \in \Gamma \right\} + 2\epsilon L_F.
$$

Consequently, for every $\delta \geq 0$ and $\epsilon < \min\{\delta/(2L_F), D\}$,

$$
\mathbb{P}\left\{ \sup_{x \in \mathcal{P}} \left| \frac{1}{m(k)} \sum_{i=1}^{m(k)} f(\xi_i, x) - \mathbb{E} f(\xi_i, x) \right| \geq \delta \right\} \leq \mathbb{P}\left\{ \max \left\{ \frac{1}{m(k)} \sum_{i=1}^{m(k)} f(\xi_i, y) - \mathbb{E} f(\xi_i, y) \mid y \in \Gamma \right\} + 2\epsilon L_F \geq \delta \right\}
$$

$$
\leq \sum_{y \in \Gamma} \mathbb{P}\left\{ \left| \frac{1}{m(k)} \sum_{i=1}^{m(k)} f(\xi_i, y) - \mathbb{E} f(\xi_i, y) \right| \geq \delta - 2\epsilon L_F \right\}
$$

(union bound)

$$
\leq \sum_{y \in \Gamma} 2 \exp\left\{ -\frac{2m(k)(\delta - 2\epsilon L_F)^2}{(u_F - l_F)^2} \right\}
$$

(Hoeffding inequality)

$$
\leq 2K_P \left( \frac{D}{\epsilon} \right)^p \exp\left\{ -\frac{2m(k)(\delta - 2\epsilon L_F)^2}{(u_F - l_F)^2} \right\}.
$$

$$(|\Gamma| \leq K_P \left( \frac{D}{\epsilon} \right)^p)$$

Since by definition, $F^{(k)}(x) = \frac{1}{m(k)} \sum_{i=1}^{m(k)} f(\xi_i, x)$ and $F(x) = \mathbb{E} f(\xi, x)$, the desired result follows.

**Corollary 1.** When $m(k) \geq 3$,

$$
\mathbb{E} \sup_{x \in \mathcal{P}} |F^{(k)}(x) - F(x)| \leq C_1 \sqrt{\frac{\log m(k)}{m(k)}}
$$

and

$$
\mathbb{E} |F^{(k)}(x^{(k)}) - F(x^*)| \leq C_1 \sqrt{\frac{\log m(k)}{m(k)}}
$$

where

$$
C_1 = 4(|u_F| + |l_F|)K_P D^p \exp\left\{ -p\left( \log \frac{u_F - l_F}{2\sqrt{2}L_F} \right) \right\} + (u_F - l_F) \sqrt{p + 1}.
$$

**Proof.** First note that both $F^{(k)}(\cdot)$ and $F(\cdot)$ are bounded by $l_F$ and $u_F$; hence, $\sup_{x \in \mathcal{P}} |F^{(k)}(x) - F(x)| \leq 2(|u_F| + |l_F|)$. Then for every $\delta \geq 0$, we have

$$
\mathbb{E} \sup_{x \in \mathcal{P}} |F^{(k)}(x) - F(x)| \leq 2(|u_F| + |l_F|) \mathbb{P}\left\{ \sup_{x \in \mathcal{P}} |F^{(k)}(x) - F(x)| \geq \delta \right\} + \delta \mathbb{P}\left\{ \sup_{x \in \mathcal{P}} |F^{(k)}(x) - F(x)| < \delta \right\}
$$

$$
\leq 4(|u_F| + |l_F|)K_P \left( \frac{D}{\epsilon} \right)^p \exp\left\{ -\frac{2m(k)(\delta - 2\epsilon L_F)^2}{(u_F - l_F)^2} \right\} + \delta
$$

$$
\leq 4(|u_F| + |l_F|)K_P D^p \exp\left\{ -\frac{2m(k)(\delta - 2\epsilon L_F)^2}{(u_F - l_F)^2} + p \log \frac{1}{\epsilon} \right\} + \delta.
$$

Now let $\delta = \frac{(u_F - l_F)\sqrt{4(p+1)\log \sqrt{m(k)}}}{\sqrt{m(k)}\sqrt{2}}$, $\epsilon = \frac{(u_F - l_F)}{2L_F\sqrt{m(k)}\sqrt{2}}$. Then

$$
\mathbb{E} \sup_{x \in \mathcal{P}} |F^{(k)}(x) - F(x)| \leq 4(|u_F| + |l_F|)K_P D^p \exp\left\{ -(\sqrt{4(p+1)\log \sqrt{m(k)}} - 1)^2 - p\left( \log \frac{u_F - l_F}{2\sqrt{2}L_F} \right) + p \log \sqrt{m(k)} \right\} + \frac{(u_F - l_F)\sqrt{4(p+1)\log \sqrt{m(k)}}}{\sqrt{m(k)}\sqrt{2}}.
Note that \((x - 1)^2 \geq x^2 / 4\) when \(x \geq 2\). Thus, for \(m^{(k)} \geq 3\) and \(p \geq 1\), \(\sqrt{4(p + 1) \log \sqrt{m^{(k)}}} \geq 2\). Therefore

\[
\mathbb{E} \sup_{x \in P} |F^{(k)}(x) - F(x)| \leq 4(|u_F| + |l_F|)K_F D^p \exp\left\{-(p + 1) \log \left(\sqrt{m^{(k)}}\right) + p \log \sqrt{m^{(k)}} - p \left(\frac{u_F - l_F}{2\sqrt{2}L_F}\right)\right\}
\]

\[
+ \frac{(u_F - l_F)\sqrt{4(p + 1) \log \sqrt{m^{(k)}}}}{\sqrt{m^{(k)}}} \sqrt{2}
\]

\[
\leq C_1 \sqrt{\frac{\log m^{(k)}}{m^{(k)}}},
\]

where \(C_1 = 4(|u_F| + |l_F|)K_F D^p \exp\left\{-(p + 1) \log \left(\frac{u_F - l_F}{2\sqrt{2}L_F}\right)\right\} + (u_F - l_F)\sqrt{p + 1}\).

Next, we will obtain a bound for \(\mathbb{E}|F^{(k)}(x^*_k) - F(x^*)|\). Lemma 3 implies both

\[
F(x^*_k) - \delta \leq F^{(k)}(x^*_k) \leq F(x^*_k) + \delta
\]

(2)

and

\[
F(x^*) - \delta \leq F^{(k)}(x^*) \leq F(x^*) + \delta
\]

(3)

happen with probability at least \(1 - 2K_F(D/e)^p \exp\{-m^{(k)}(\delta - 2L_F \epsilon)^2 \}/2(u_F - L_F)^2\}. Consequently, on one hand

\[
F^{(k)}(x^*_k) \geq F(x^*_k) - \delta
\]

(by 2)

\[
\geq F(x^*) - \delta
\]

optimality of \(x^*_k\) for \(F^{(k)}(\cdot)\)

On the other hand,

\[
F^{(k)}(x^*_k) \leq F^{(k)}(x^*)
\]

(optimality of \(x^*_k\) for \(F^{(k)}(\cdot)\))

(3)

Therefore, we have

\[
\mathbb{P}\{|F^{(k)}(x^*_k) - F(x^*)| \geq \delta\} \leq 2K_F(D/e)^p \exp\{-m^{(k)}(\delta - 2L_F \epsilon)^2 \}/2(u_F - L_F)^2\}
\]

and hence \(\mathbb{E}|F^{(k)}(x^*_k) - F(x^*)| = C_1 \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}.

\]

Lemma 4. Let \(c_i \geq 0\) and \(b_i \in \{0, 1\}\) for \(i = 1, \ldots, n\). Assume that \(\sum_{j=1}^n b_j = m < n\). Then for \(0 < a < 1\) we have

\[
\sum_{k=1}^n a^{\sum_{j=k}^n b_j} c_k \leq \sum_{k=1}^m a^{m-k+1} c_k + \sum_{k=m+1}^n c_k.
\]

(4)

Proof. The right hand side of (4) is obtained by setting \(b_i = 1\) for \(i \leq m\) and \(b_i = 0\) for \(i > m\). We will show that this choice of \(\{b_i\}\) maximizes \(\sum_{k=1}^n a^{\sum_{j=k}^n b_j} c_k\). Consider an assignment \(b_i\) that there is \(b_i = 1\) for \(r \leq m\) and \(b_s = 1\) for \(s > m\). Define a new assignment \(b'_i\) such that there is \(b'_i = b_i \neq r\) and \(b'_s = 0\). Then

\[
\sum_{k=1}^n a^{\sum_{j=k}^n b_j} c_k = \sum_{k=1}^n a^{\sum_{j=k}^n b_j} c_k + \sum_{k=r+1}^s a^{\sum_{j=k}^n b_j} c_k + \sum_{k=1}^{r-1} a^{\sum_{j=k}^n b_j} c_k - \sum_{k=1}^{r-1} a^{\sum_{j=k}^n b_j} c_k
\]

\[
= \sum_{k=1}^n a^{\sum_{j=k}^n b'_j} c_k + \sum_{k=r+1}^s a^{\sum_{j=k}^n b'_j} c_k + \sum_{k=1}^r a^{\sum_{j=k}^n b'_j} c_k
\]

\[
= \sum_{k=1}^n a^{\sum_{j=k}^n b'_j} c_k + \sum_{k=r+1}^s a^{\sum_{j=k}^n b'_j} c_k + \sum_{k=1}^r a^{\sum_{j=k}^n b'_j} c_k
\]

\[
\leq \sum_{k=1}^n a^{\sum_{j=k}^n b'_j} c_k + \sum_{k=r+1}^s a^{\sum_{j=k}^n b'_j} c_k + \sum_{k=1}^r a^{\sum_{j=k}^n b'_j} c_k
\]

\[
= \sum_{k=1}^n a^{\sum_{j=k}^n b'_j} c_k.
\]
Similarly, we can upper bound with Lipschitz constant $L = \max\{L_1, \ldots, L_n\}$. Hence, we can lower bound $\langle \nabla F(x^{(k+1)}) \rangle \leq C_2(1 - \beta)^{(k-1)/2}$, (5)

where $C_2$ is a deterministic constant and $0 < \beta < \rho \leq 1/2$.

**Proof.** At iteration $k$, let $x^{(k)}$ denote the current solution, $\xi, \ldots, \xi_{m^{(k)}}$ denote the samples obtained in the algorithm, and $d^{(k)}$ denote the direction that the algorithm will take at this step and $\gamma^{(k)}$ denote the step length. Define $F^{(k)}(x) = \frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f(\xi, x)$, $x^{(k)} = \arg\min_{x \in P} F^{(k)}(x)$ and $F^*(x) = F^{(k)}(x^*)$. Note that $F^{(k)}$ is Lipschitz continuous with Lipschitz constant $L^{(k)} = \frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} L_{\xi}$, and strongly convex with constant $\sigma^{(k)} = \frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} \sigma_{\xi}$. In addition, the stochastic gradient $g^{(k)} = \nabla F^{(k)}(x)$. From the choice of $d^{(k)}$ in the algorithm,

$$\langle g^{(k)}, d^{(k)} \rangle \leq \frac{1}{2} \langle g^{(k)}, p^{(k)} - x^{(k)} \rangle + \langle g^{(k)}, x^{(k)} - u^{(k)} \rangle \leq \frac{1}{2} \langle g^{(k)}, p^{(k)} - u^{(k)} \rangle \leq 0.$$ 

Hence, we can lower bound $\langle g^{(k)}, d^{(k)} \rangle^2$ by

$$\langle g^{(k)}, d^{(k)} \rangle^2 \geq \frac{1}{4} \langle g^{(k)}, u^{(k)} - p^{(k)} \rangle^2$$

$$\geq \frac{1}{4} \max_{p \in V, u \in U^{(k)}} \langle g^{(k)}, u - p \rangle^2$$

$$= \frac{1}{4} \max_{p \in V, u \in U^{(k)}} \langle \nabla F^{(k)}(x^{(k)}), u - p \rangle^2$$

$$\geq \frac{1}{4} \frac{O^2_{p}}{|U^{(k)}|^2} \frac{\|\nabla F^{(k)}(x^{(k)}), x^{(k)} - x^*\|^2}{\|x^k - x^*\|^2}$$

(by Lemma 1)

$$\geq \frac{O^2_{p}}{4N^2} \frac{F^{(k)}(x^{(k)}) - F^*}{\|x^{(k)} - x^*\|^2}$$

(Convexity of $F^{(k)}(\cdot)$)

$$\geq \frac{O^2_{p}}{8N^2} \frac{\sigma^{(k)}}{\|x^{(k)} - x^*\|^2}$$

(by strong convexity of $F^{(k)}(\cdot)$)

$$\geq \frac{O^2_{p}}{8N^2} \frac{\sigma_{F}}{\|x^{(k)} - x^*\|^2}.$$

Similarly, we can upper bound $\langle g^{(k)}, d^{(k)} \rangle$ by

$$\langle g^{(k)}, d^{(k)} \rangle \leq \frac{1}{2} \langle g^{(k)}, p^{(k)} - u^{(k)} \rangle$$

$$\leq \frac{1}{2} \langle g^{(k)}, x^* - x^{(k)} \rangle$$

$$= \frac{1}{2} \langle \nabla F^{(k)}(x^{(k)}), x^* - x^{(k)} \rangle$$

(by definition of $p^{(k)}$ and $u^{(k)}$)

$$\leq \frac{1}{2} \frac{O^2_{p}}{|U^{(k)}|^2} \frac{\|\nabla F^{(k)}(x^{(k)}), x^* - x^{(k)}\|^2}{\|x^k - x^*\|^2}$$

(Convexity of $F(\cdot)$)

$$\leq \frac{1}{2} \frac{O^2_{p}}{4N^2} \frac{\sigma^{(k)}}{\|x^{(k)} - x^*\|^2} \{F^{(k)}(x^{(k)}) - F^*(x^{(k)})\}$$

With the above bounds, we can separate our analysis into the following four cases at iteration $k$:

$(A^{(k)})$ $\gamma_{max}^{(k)} \geq 1$ and $\gamma^{(k)} \leq 1$. 


\[(B^{(k)}) \quad \gamma_{\max}^{(k)} \geq 1 \text{ and } \gamma^{(k)} \geq 1.\]

\[(C^{(k)}) \quad \gamma_{\max}^{(k)} < 1 \text{ and } \gamma^{(k)} < \gamma_{\max}^{(k)}.\]

\[(D^{(k)}) \quad \gamma_{\max}^{(k)} < 1 \text{ and } \gamma^{(k)} = \gamma_{\max}^{(k)}.\]

By the descent lemma, we have

\[
F^{(k)}(x^{(k+1)}) = F^{(k)}(x^{(k)}) + \gamma^{(k)}d^{(k)} + \langle \nabla F^{(k)}(x^{(k)}), d^{(k)} \rangle + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2
\]

\[
= F^{(k)}(x^{(k)}) + \gamma^{(k)}(\gamma^{(k)}, d^{(k)}) + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2. \quad (6)
\]

In case \(A^{(k)}\), let \(\delta_{A^{(k)}}\) denote the indicator function for this case. Then

\[
\delta_{A^{(k)}}\{F^{(k)}(x^{(k+1)}) - F^{(k)}(x^{(k)})\} \leq \delta_{A^{(k)}}\{F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}) + \gamma^{(k)}\langle \nabla F^{(k)}(x^{(k)}), d^{(k)} \rangle + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2\}
\]

\[
= \delta_{A^{(k)}}\{F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}) - \frac{\langle g^{(k)}, d^{(k)} \rangle^2}{2L^{(k)}\|d^{(k)}\|^2}\} \quad \text{(definition of } \gamma^{(k)} \text{ in case } A^{(k)})
\]

\[
\leq \delta_{A^{(k)}}\{(1 - \frac{\Omega^2_p \sigma_F}{16N^2L^{(k)}D^2})(F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}))\}
\]

\[
\leq \delta_{A^{(k)}}\{(1 - \frac{\Omega^2_p \sigma_F}{16N^2L^{(k)}D^2})(F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}))\}
\]

In case \(B^{(k)}\), since \(\gamma^{(k)} > 1\), we have

\[
- \langle g^{(k)}, d^{(k)} \rangle > L^{(k)}\|d^{(k)}\|^2 \quad \text{and}
\]

\[
\gamma^{(k)}\langle g^{(k)}, d^{(k)} \rangle + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2 \leq \langle g^{(k)}, d^{(k)} \rangle + L^{(k)}\|d^{(k)}\|^2. \quad (7)
\]

Use \(\delta_{B^{(k)}}\) to denote the indicator function for this case. Then,

\[
\delta_{B^{(k)}}\{F^{(k)}(x^{(k+1)}) - F^{(k)}(x^{(k)})\} \leq \delta_{B^{(k)}}\{F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}) + \gamma^{(k)}\langle \nabla F^{(k)}(x^{(k)}), d^{(k)} \rangle + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2\}
\]

\[
= \delta_{B^{(k)}}\{F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}) + \gamma^{(k)}\langle g^{(k)}, d^{(k)} \rangle + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2\}
\]

\[
\leq \delta_{B^{(k)}}\{F^{(k)}(x^{(k)}) - F^{(k)} + \langle g^{(k)}, d^{(k)} \rangle + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2\} \quad \text{(by } \delta \text{)}
\]

\[
\leq \delta_{B^{(k)}}\{F^{(k)}(x^{(k)}) - F^{(k)} + \frac{1}{2}\langle g^{(k)}, d^{(k)} \rangle\} \quad \text{(by } \delta \text{)}
\]

\[
\leq \delta_{B^{(k)}}\{\frac{1}{2}(F^{(k)}(x^{(k)}) - F^{(k)})\}
\]

In case \(C^{(k)}\), let \(\delta_{C^{(k)}}\) be the indicator function for this case and we can use exactly the same argument as in case \(A\) to obtain the following inequality

\[
\delta_{C^{(k)}}\{F^{(k)}(x^{(k+1)}) - F^{(k)}(x^{(k)})\} \leq \delta_{C^{(k)}}\{F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}) + \langle g^{(k)}, d^{(k)} \rangle + \frac{L^{(k)}(\gamma^{(k)})^2}{2}\|d^{(k)}\|^2\}
\]

\[
\leq \delta_{C^{(k)}}\{(1 - \frac{\Omega^2_p \sigma_F}{16N^2L^{(k)}D^2})(F^{(k)}(x^{(k)}) - F^{(k)}(x^{(k)}))\}
\]

Case \(D^{(k)}\) is the so called “drop step” in the conditional gradient algorithm with away-steps. Use \(\delta_{D^{(k)}}\) to denote the indicator function for this case. Note that \(\gamma^{(k)} = \gamma_{\max}^{(k)} \leq \frac{-\langle g^{(k)}, d^{(k)} \rangle}{(L^{(k)}\|d^{(k)}\|^2)}\) in this case. Hence, we
have
\[
\delta_D(k) \left\{ (F(k)(x^{(k+1)}) - F^*_k) \right\} \leq \delta_D(k) \left\{ F(k)(x^{(k)}) - F^*_k + \gamma(k) \langle \nabla F(k)(x^{(k)}), d^{(k)} \rangle + \frac{L(k)(\gamma(k))^2}{2} \|d^{(k)}\|^2 \right\}
\]
\[
= \delta_D(k) \left\{ F(k)(x^{(k)}) - F^*_k + \gamma(k) \langle g^*(k), d^{(k)} \rangle + \frac{L(k)(\gamma(k))^2}{2} \|d^{(k)}\|^2 \right\}
\]
\[
\leq \delta_D(k) \left\{ F(k)(x^{(k)}) - F^*_k + \frac{\gamma(k)}{2} \langle g^*(k), d^{(k)} \rangle \right\}
\]
\[
\leq \delta_D(k) \left\{ F(k)(x^{(k)}) - F^*_k \right\}.
\]

Define \( \rho = \min \left\{ \frac{1}{2}, \frac{\Omega^2}{16 N^2 L_k D^2} \right\} \). Note that \( \rho \) is a deterministic constant between 0 and 1. Therefore we have
\[
F(k)(x^{(k+1)}) - F^*_k \leq \left( 1 - \rho \right)^{\delta_D(k)} \left( F(k)(x^{(k)}) - F^*_k \right)
\]
\[
= \left( 1 - \rho \right)^{\delta_D(k)} \left( F(k-1)(x^{(k-1)}) - F^*_k \right) + \left( 1 - \rho \right)^{\delta_D(k)} \left( F(k)(x^{(k)}) - F^*_k - F^*(k-1)(x^{(k)}) + F^*(k-1) \right) + \left( 1 - \rho \right)^{\delta_D(k)} \left( F^*(k)(x^{(k)}) - F^*(k-1) \right)
\]
\[
\leq \left( 1 - \rho \right)^{\delta_D(k)} \left( F^*(k)(x^{(k)}) - F^*(k-1) \right) + \left( 1 - \rho \right)^{\delta_D(k)} \left\{ |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| \right\}
\]
\[
\leq \left( 1 - \rho \right)^{\delta_D(k)} \left\{ |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| + |F^*(k)(x^{(k)})| \right\}
\]
\[
\sum_{i=1}^k \left( 1 - \rho \right)^{\delta_D(k)} \left\{ |F^*(i)(x^{(i)})| - |F^*(i-1)(x^{(i)})| \right\}
\]
\[
\leq \sum_{i=k/2}^k \left\{ |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| - |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| \right\}
\]
\[
+ \sum_{i=k/2}^{k/2-1} \left( 1 - \rho \right)^{k/2-1} \left\{ |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| - |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| \right\}
\]
\[
+ \sum_{i=1}^{k/2-1} \left( 1 - \rho \right)^{k/2-1} \left\{ |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| - |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| \right\}
\]
\[
\sum_{i=1}^k \left( 1 - \rho \right)^{\delta_D(k)} \left\{ |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| - |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| \right\}
\]
\[
\sum_{i=k/2}^k \left\{ |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| - |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| \right\}
\]
\[
\sum_{i=k/2}^{k/2-1} \left( 1 - \rho \right)^{k/2-1} \left\{ |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| - |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| \right\}
\]
\[
\sum_{i=1}^{k/2-1} \left( 1 - \rho \right)^{k/2-1} \left\{ |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| - |F^*(i)(x^{(i)})| + |F^*(i-1)(x^{(i)})| \right\}.
\]
In addition, \( F^{(k)}(x^{(k+1)}) - F^*_s = F(x^{(k+1)}) - F^* + (F^{(k)}(x^{(k+1)}) - F(x^{(k+1)})) + (F^* - F^*_s) \). Thus

\[
F(x^{(k+1)}) - F^* \leq (1 - \rho)^{\frac{k+1}{2}}(u_F - l_F)
+ \sum_{i=k/2}^{k+1} \{ |F^{(i)}(x^{(i)})| + |F^{(i-1)}(x^{(i)}) - F(x^{(i)})| + |F^*_s - F^*| + |F^*(i) - F^*| \}
+ \sum_{i=1}^{k/2-1} (1 - \rho)^{k/2-i} \{ |F^{(i)}(x^{(i)})| + |F^{(i-1)}(x^{(i)}) - F(x^{(i)})| + |F^*_s - F^*| + |F^*(i) - F^*| \}.
\]

Note that for any deterministic \( x \in P \), we have \( \mathbb{E} F^{(k)}(x) = F(x) \). In addition, by Corollary \( \Pi \) the following bound holds for every iteration \( k \)

\[
\mathbb{E} |F^{(k)}(x^{(k)}) - F(x^{(k)})| \leq \mathbb{E} \sup_{x \in P} |F^{(k)}(x) - F(x)| \leq C_1 \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}
\]

and

\[
\mathbb{E} |F^*_s - F^*| \leq C_1 \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}.
\]

Combining all above bounds and use \( m^{(i)} = \lceil 1/(1 - \rho)^{2i+2} \rceil \), we have

\[
\mathbb{E} \{ F(x^{(k+1)}) - F^* \} \leq (1 - \rho)^{\frac{k+1}{2}}(u_F - l_F)
+ 2C_1 \sum_{i=k/2}^{k+1} \{ \log m^{(i)} \} \log m^{(i-1)} + \sum_{i=1}^{k/2-1} (1 - \rho)^{k/2-i} \{ \log m^{(i)} \} \log m^{(i-1)}
\]
\[
\leq (1 - \rho)^{\frac{k+1}{2}}(u_F - l_F) + 4C_1 \sum_{i=k/2}^{k+1} \sqrt{\log m^{(i-1)}} + \sum_{i=1}^{k/2-1} (1 - \rho)^{k/2-i} \sqrt{\log m^{(i-1)}}
\]
\[
\leq (1 - \rho)^{\frac{k+1}{2}}(u_F - l_F) + 4C_1 \sqrt{2 \log \frac{1}{1 - \rho}} \{ \sum_{i=k/2}^{k+1} (1 - \rho)^i \sqrt{i} + \sum_{i=1}^{k/2-1} (1 - \rho)^{k/2-i} \sqrt{i} \}
\]
\[
\leq C_2(1 - \beta)^{\frac{k+1}{2}}
\]

for some constant \( C_2 \) and \( 0 < \beta < \rho < 1 \). \( \Box \)

\textbf{Remark:} The proof of Theorem \( \Pi \) doesn’t have any stochastic arguments involved until the very end and we use Lemma \( \Pi \) to get rid of the indicator function for the ‘drop-steps’ so that the stochastic arguments based on concentration inequalities can be applied. Note that we cannot take expectation on the stochastic gradients and utilize their unbiasedness property because of the presence of the indicator functions. This proof technique is specifically designed for the ‘drop-step’ in ASFW and can be useful in analyzing other similar algorithms.

\textbf{Corollary 2.} Let \( \{x^{(k)}\}_{k \geq 1} \) be the sequence generated by Algorithm \( \Pi \) for solving Problem \( \Pi \). Then

\[
\frac{F(x^{(k)}) - F^*}{(1 - \omega)^{\frac{k+1}{2}}} \rightarrow 0
\]

almost surely as \( k \) tends to infinity for some \( 0 < \omega < \beta \). Therefore \( F(x^{(k)}) \) linearly converges to \( F^* \) almost surely.
Proof. For every \( \epsilon > 0 \), let \( E^{(k)} \) denotes the event that \( (F(x^{(k)}) - F^*)/(1 - \omega)^{(k-1)/2} > \epsilon \). By Markov inequality
\[
\sum_{k=2}^{\infty} \mathbb{P}(E^{(k)}) = \sum_{k=2}^{\infty} \mathbb{P}((F(x^{(k)}) - F^*)/(1 - \omega)^{(k-1)/2} > \epsilon) \\
\leq \sum_{k=2}^{\infty} \frac{\mathbb{E}\{F(x^{(k)}) - F^*\}}{\epsilon(1 - \omega)^{(k-1)/2}} \\
\leq \frac{C_2}{\epsilon} \sum_{k=2}^{\infty} \frac{1}{(1 - \omega)^{k-1}} \\
\leq \frac{C_2}{\epsilon} \times \frac{1}{1 - \omega} \\
< \infty.
\]
Therefore \( \sum_{k=2}^{\infty} \mathbb{P}(E^{(k)}) < \infty \) and the Borel-Cantelli lemma implies that \( \mathbb{P}(\limsup_{k \to \infty} E^{(k)}) = 0 \) which implies \( (F(x^{(k)}) - F^*)/(1 - \omega)^{(k-1)/2} \) converges to 0 almost surely. This implies that every sequence generated by Algorithm 2 linearly converges to the optimal function value almost surely. \( \square \)

**Remark:** Note that the result in Corollary 2 only relies on the property that an algorithm converges linearly in expectation. Therefore, we can apply exactly the same argument to show that every sequence generated by the algorithm in Corollary 3 converges linearly almost surely.

**Corollary 3.** To obtain an \( \epsilon \)-accurate solution, Algorithm 2 requires \( O(1/\epsilon^{4n}) \) of stochastic gradient evaluations, where \( 0 < \eta = \log(1 - \rho)/\log(1 - \beta) < 1 \).

**Proof.** Let \( k \) be the total number of iterations performed by Algorithm 2 so that an \( \epsilon \)-accurate solution is obtained for the first time. Theorem 1 implies \( C_2(1 - \beta)^{2k - 2} < \epsilon \) and hence \( k \geq 1 + 2 \log \epsilon/\log(1 - \beta) \). In iteration \( i \) of Algorithm 2, \( m^{(i)} = 1/(1 - \rho)^{2i+2} \) of stochastic gradient evaluations are performed. Thus, the total number of stochastic gradient evaluations until iteration \( k \) is
\[
\sum_{i=1}^{k} m^{(i)} = \sum_{i=1}^{k} \frac{1}{(1 - \rho)^{2i+2}} \\
= \frac{1}{(1 - \rho)^2} \left( \frac{1}{1 - (1 - \rho)^2} \right) \\
\leq \frac{2}{(1 - \rho)^2} \exp\{-2k\log(1 - \rho)\} \\
\leq \frac{2}{(1 - \rho)^2} \exp\{-2\log(1 - \rho) - 4\frac{\log \epsilon \log(1 - \rho)}{\log(1 - \beta)}\} \\
= O\left( \frac{\epsilon^4 \log(1 - \rho)}{\log(1 - \beta)} \right) \\
= O\left( \frac{\epsilon^4 \eta}{\log(1 - \beta)} \right).
\]

**Theorem 2.** Let \( \{x^{(k)}\}_{k \geq 1} \) be the sequence generated by Algorithm 2 for solving Problem (P1), \( N \) be the number of vertices used to represent \( x^{(k)} \) (if VRU is implemented by using Carathéodory’s theorem, \( N = p + 1 \), otherwise \( N = |V| \)) and \( F^* \) be the optimal value of the problem. Let \( \kappa = \min\{\frac{1}{2}, \frac{\Omega_2^2 \sigma_F}{\ln N^2 L_F d^2}\} \) where \( \sigma_F = \min\{\sigma_1, \ldots, \sigma_n\} \), \( L_F = \max\{L_1, \ldots, L_n\} \). Set \( m^{(i)} = \lceil 1/(1 - \kappa)^{2i+2} \rceil \). Then for every \( k \geq 1 \)
\[
\mathbb{E}\{F(x^{(k+1)}) - F^*\} \leq C_3(1 - \phi)^{k/(3|V|^{l+1})}
\]
where \( C_3 \) is a deterministic constant and \( 0 < \phi < \kappa \leq 1/2 \).

**Proof.** Since \( d^{(k)} = p^{(k)} - u^{(k)} \), similar to the proof of Theorem 1, we have
\[
\langle g^{(k)}, d^{(k)} \rangle = \frac{\Omega_F^2 \sigma_F}{4N^2} \{F^{(k)}(x^{(k)}) - F^*(k)\} \\
\langle g^{(k)}, d^{(k)} \rangle \leq \frac{1}{2}(F^* - F^{(k)}(x^{(k)})).
\]
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The remaining proof for Theorem 1 could also apply here except that the case \( D^{(k)} \) can be either a ‘drop step’ or a so-called ‘swap step’. A swap step moves the weight of a active vertex to another active vertex. There are at most 
\( (1 - \frac{1}{3|V|+1})k \) drop steps and swap steps after \( k \) iteration. The same argument as in Theorem 1 implies
\[
\mathbb{E}\{F(x^{(k+1)}) - F^*\} \leq C_3(1 - \phi)^k/(3|V|+1)
\]
for a deterministic constant \( C_3 \) and \( 0 < \phi < \kappa < 1/2 \).

**Corollary 4.** Let \( \{x^{(k)}\}_{k \geq 1} \) be the sequence generated by Algorithm 3 for solving Problem \( (P1) \). Then
\[
\frac{F(x^{(k)}) - F^*}{(1 - \psi)^{\frac{k}{1+1}}} \to 0
\]
almost surely as \( k \) tends to infinity for some \( 0 < \psi < \phi \). Therefore \( F(x^{(k)}) \) linearly converges to \( F^* \) almost surely.

Proof of this Corollary is almost the same as the proof of Corollary 2.

**Corollary 5.** To obtain an \( \epsilon \)-accurate solution, Algorithm 3 requires \( O(\epsilon^{-6}|V|^{1+2}) \) of stochastic gradient evaluations, where \( 0 < \zeta = \log(1 - \rho)/\log(1 - \phi) < 1 \).

Proof of this Corollary is the same as the proof of Corollary 3.

## 4 Numerical Experiments

### 4.1 Simulated Data

We apply the proposed algorithms to the synthetic problem below:

\[
\text{minimize} \quad ||Ax - b||_2^2 + \frac{1}{2}||x||_2^2
\]

\[
\text{such that} \quad l \leq x_1 \leq x_2 \leq \cdots \leq x_p \leq u,
\]

where \( A \in \mathbb{R}^{n \times p} \), \( b \in \mathbb{R}^n \) and \( x \in \mathbb{R}^p \). We generated the entries of \( A \) and \( b \) from standard normal distribution and set \( n = 10^6 \), \( p = 1000 \), \( l = -1 \) and \( u = 1 \). This problem can be viewed as minimizing a sum of strongly convex functions subject to a polytope constraint. Such problems can be found in shape restricted regression literatures.

We compared the ASFW and PSFW with two variance-reduced stochastic methods, the variance-reduced stochastic Frank-Wolfe (SVRF) method \([12]\) and the proximal variance-reduced stochastic gradient (Prox-SVRG) method \([21]\) \([17]\). Both Prox-SVRG and SVRF are epoch based algorithms. They first fix a reference point and compute the exact gradient at the reference point at the beginning of each epoch. Within each epoch, both algorithms compute variance reduced gradients in every step using the control variates technique based on the reference point. The major difference between them is that in every iteration, the Prox-SVRG takes a proximal gradient step and the SVRF takes a Frank-Wolfe step. For detailed implementations of SVRF, we followed Algorithm 1 in \([12]\) and chose the parameters according to Theorem 1 in \([12]\). For the Prox-SVRG, we followed the Algorithm in \([17]\) and set the number of iterations in each epoch to be \( m = 2n \) and set the step size to be \( \gamma = 0.1/L \) found by \([17]\) to give the best results for Prox-SVRG, where \( n \) is the sample size and \( L \) is the Lipschitz constant of the gradient of the objective function. For ASFW and PSFW implementations, we followed Algorithm 2 and Algorithm 3 and used adaptive step sizes since we know the Lipschitz constants of the gradients of the objective functions. The number of samples that we used to compute stochastic gradients for ASFW and PSFW was set to be \( 10^4 \) at the iteration \( k \). The linear optimization sub-problems in Frank-Wolfe algorithms and the projection step in Prox-SVRG were solved by using the GUROBI solver. We summarize the parameters that were used in the algorithms at iteration \( k \) and epoch \( t \) in Table 2.

To make fair comparisons, we use the same starting point for all four algorithms. The loss functions using ASFW, PSFW and Prox-SVRG and the running minimum using SVRF are plotted against CPU time. From the plot, we can see that ASFW and PSFW performed as well as or slightly better than their stochastic competitors. At the very beginning, Prox-SVRG has a more rapid descent while ASFW and PSFW could obtain smaller function values later on. We can also observe big swings in SVRF periodically. This is because at the beginning of each epoch, SVRF proceeds with noisy gradients and very large step sizes. According to Theorem 1 in \([12]\), the step size of the first step in every epoch can be as large as 1.
Table 2: In ASFW and PSFW, \( g^{(k)} \) is the stochastic gradient, \( L^{(k)} \) is the Lipschitz constant of the stochastic gradient at iteration \( k \), \( d^{(k)} \) is the direction the algorithms take at iteration \( k \) and \( \gamma_{\text{max}} \) is the maximum of the possible step sizes (see Algorithm 2 and 3). In Prox-SVRG, \( L \) is the Lipschitz constant of the gradient of the objective function and \( n \) is the sample size.

| Method | step-size | batch-size | #iterations |
|--------|-----------|------------|-------------|
| ASFW   | \( \min\{-(g^{(k)}, d^{(k)})/(L^{(k)}\|d^{(k)}\|^2), \gamma_{\text{max}}\} \) | 100 + 1.04\(^k\) | N/A |
| PSFW   | \( \min\{-(g^{(k)}, d^{(k)})/(L^{(k)}\|d^{(k)}\|^2), \gamma_{\text{max}}\} \) | 100 + 1.04\(^k\) | N/A |
| SVRF   | \( 2/(k+1) \) | 96\((k+1) \) | 2\(^{k+3} - 2\) |
| SVRG   | 0.1/\(L \) | 1 | 2\(n \) |

4.2 Million Song Dataset

We implemented ASFW and PSFW for solving least squares problems with elastic-net regularization and tested them on the Million Song Dataset (YearPredictionMSD) \cite{22,23}, which is a dataset of songs with the goal of predicting the release year of a song from its audio features. There are \( n = 463,715 \) training samples and \( p = 90 \) features in this dataset. The dataset is the one with largest number of training samples available in the UCI machine learning data repository. Therefore it is interesting to examine the actual performance of stochastic algorithms on such a massive dataset. The least squares with elastic-net regularization model that we used was,

\[
\min_{x \in \mathbb{R}^p} \frac{1}{n}\|Ax - b\|_2^2 + \lambda \|x\|_1 + \mu \|x\|_2^2
\]

where \( A \in \mathbb{R}^{n \times p} \) and \( b \in \mathbb{R}^n \). \( \mu \geq 0 \) and \( \lambda \geq 0 \) are regularization parameters. In the numerical experiments, we considered the constrained version of the problem, that is,

\[
\text{minimize } \frac{1}{n}\|Ax - b\|_2^2 + \mu \|x\|_2^2 \\
\text{subject to } \|x\|_1 \leq \alpha
\]

where \( \alpha > 0 \) is inversely related to \( \lambda \).

We also compared the ASFW and PSFW with SVRF and Prox-SVRG. We followed the same settings in this real data experiment as that in the simulated data experiment except that we used explicit solutions for solving linear optimizations over an \( l_1 \)-balls in FW algorithms and we used the algorithm in \cite{24} for the solving projections onto \( l_1 \)-balls in the Prox-SVRG algorithm instead of using GUROBI for solving linear optimizations and projections. To
make fair comparisons, we use the same starting point for all four algorithms. The logarithm of the loss functions using ASFW, PSFW and Prox-SVRG and the running minimum using SVRF are plotted against CPU time. The figures indicate that the performance of ASFW and PFW is as well as or better than Prox-SVRG and SVRF under different regularization parameters. We also observed huge swings in SVRF periodically in these experiments. Therefore we plot the running minimums instead of the most recent function values for SVRF.
5 Conclusion and Future Work

In this paper, we proved linear convergence almost surely and in expectation of the Away-step Stochastic Frank-Wolfe algorithm and the Pairwise Stochastic Frank-Wolfe algorithm by using a novel proof technique. We tested these algorithms by training a least squares model with elastic-net regularization on the million song dataset and on a synthetic problem. The proposed algorithms performed as well as or better than their stochastic competitors for various choice of the regularization parameters. Future work includes extending the proposed algorithms to problems with block-coordinate structures and non-strongly convex objective functions and using variance reduced stochastic gradients to reduce the number of stochastic gradient oracle calls.
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