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ABSTRACT. In this paper we provide a way of taking $L^p$, $p > \frac{m}{2}$ bounds on an $m$-dimensional Riemannian metric and transforming that into Hölder bounds for the corresponding distance function. One can think of this new estimate as a type of Morrey inequality for Riemannian manifolds where one thinks of a Riemannian metric as the gradient of the corresponding distance function so that the $L^p$, $p > \frac{m}{2}$ bound analogously implies Hölder control on the distance function. This new estimate is then used to state a compactness theorem, another theorem which guarantees convergence to a particular Riemannian manifold, and a new scalar torus stability result. We expect these results to be useful for proving geometric stability results in the presence of scalar curvature bounds when Gromov-Hausdorff convergence is expected.

1. Introduction

Gromov’s compactness theorem \cite{Gro81a, Gro81b} provides geometric conditions on a sequence of metric spaces which guarantees a subsequence converges in the Gromov-Hausdorff sense. The advantage of this compactness theorem is that the hypotheses are natural from a metric geometry point of view. One just needs a bound on diameter and for every $\varepsilon > 0$ a bound on the number of $\varepsilon$-balls which cover the metric space. In this paper we are interested in compactness and convergence theorems which assume natural geometric analysis assumptions on a sequence of Riemannian manifolds. In particular, we are interested in understanding for which $p > 1$ does an $L^p$ bound on a Riemannian manifold imply Gromov-Hausdorff convergence.

When attempting to prove geometric stability results for Riemannian manifolds it can be useful to obtain weaker estimates first, such as $L^p$ estimates for the Riemannian metric, and then use these estimates to bootstrap up to a stronger notion of convergence. In this paper we provide a way of taking $L^p$, $p > \frac{m}{2}$ bounds on an $m$-dimensional Riemannian metric and transforming that into Hölder bounds for the corresponding distance function. One can think of this new estimate as a type of Morrey inequality for Riemannian manifolds where one thinks of a Riemannian metric as the gradient of the corresponding distance function so that the $L^p$, $p > \frac{m}{2}$ bound analogously implies Hölder control on the distance function. We begin by stating the Hölder estimate on the distance function which is used to prove the subsequent results and which is interesting in its own right.
Theorem 1.1. Let \( M^m \) be a smooth, closed, connected manifold, \( M_0 = (M, g_0) \) a smooth Riemannian manifold, and \( M_1 = (M, g_1) \) a continuous Riemannian manifold. If
\[
\exists p > m, \quad \| g_1 \|_{L^p(M)} \leq C
\]
then
\[
d_1(q_1, q_2) \leq C'(K, m, p, I_0, D_0, C) d_0(q_1, q_2)^{\frac{p-m}{p}}, \quad \forall q_1, q_2 \in M,
\]
where \( K \) is a bound on the absolute value of the sectional curvature of \( M_0 \), \( I_0 = \text{inj}(M, g_0) \) is the injectivity radius of \( M_0 \), and \( D_0 = \text{Diam}(M_0) \) is the diameter of \( M_0 \).

Remark 1.2. We note that the sectional curvature, injectivity radius, and diameter bounds are only needed on the background Riemannian manifold and not on the Riemannian manifold whose distance function is being estimated. The proof uses a construction where a family of curves connecting two points \( p, q \in M \), centered around a distance minimizing curve, is constructed which foliates a region of the background Riemannian manifold \( M_0 \). These geometric assumptions on \( M_0 \) are to control this foliated region.

There is a rich history of using elliptic regularity to bootstrap up from \( L^p \) bounds on Riemannian metrics in coordinates to \( C^{k,\alpha} \) and \( W^{k,p} \) bounds on Riemannian metrics including the work of Anderson [And90, And05], Anderson and Cheeger [AC91], Cheeger and Colding [CC97], Colding [Col96, Col97], Gao [Gao90], Petersen and Wei [PW97, PW01], and Yang [Yan92a, Yan92b] (See the survey by Petersen [Pet97] for a broad overview).

An important fact used in most of those works (in addition to many other important estimates) is a bound on Ricci curvature (integral or pointwise) and the crucial result that one can view Ricci curvature as an elliptic PDE for the corresponding Riemannian metric when taking advantage of harmonic coordinates. This is what allows one to bootstrap up to Hölder or Sobolev control on the Riemannian metric which we note is generally stronger than Hölder control on the distance function. When a bound on Ricci curvature is not appropriate one should not expect to obtain Hölder control on the Riemannian metric and what is interesting about the current results is that one can still obtain Hölder control on the distance function if an \( L^\frac{p}{2} \), \( p > m \) bound on the Riemannian metric is assumed.

In the work of Aldana, Carron, and Tapie [ACTar] a similar estimate is observed for conformal metrics (See Proposition 2.2). In the conformal case the Hölder compactness for the distance functions is a simple consequence of a relationship between the gradient of the distance function and the conformal factor. They are then able to use this result to show interesting compactness results in the presence of integral bounds on scalar curvature as well as results on \( A_\infty \) weights. In the present work the importance of Theorem [1.1] is that it holds for general Riemannian metrics and because of
this the result requires a completely different proof than in the conformal case.

In the work of Bryden and the author [AB19] Sobolev bounds on a Riemannian metric and are able to obtain Hölder control on the corresponding distance function by taking advantage of new trace inequalities. These trace inequalities allow the authors to transfer the Sobolev control on the Riemannian metric to control of integrals of the metric along curves which we then relate to distances. The advantage of the current results is that they only require $L^p$, $p > \frac{m}{2}$ bounds on the metric but should also be seen as complementary to the results in [AB19].

We then use the new estimate in Theorem 1.1 to prove a compactness result and a convergence result which we state as follows. One advantage of this compactness theorem is that you also gain Hölder control on the distance function of the limiting metric space.

**Theorem 1.3.** Let $M^m$ be a smooth, closed, connected manifold $M_0 = (M, g_0)$ a smooth Riemannian manifold and $M_j = (M, g_j)$ a sequence of continuous Riemannian manifolds with corresponding distance functions $d_0, d_j$, respectively. If

$$\exists p > m, \quad \|g_j\|_{L^p_0(M)} \leq C$$

then there exists a function $d_\infty : M \times M \rightarrow [0, \infty)$ so that a subsequence $d_k \rightarrow d_\infty$ uniformly as functions,

$$d_\infty(q_1, q_2) \leq C'(K, m, p, I_0, D_0, C)d_0(q_1, q_2)^{\frac{p-1}{p}}, \quad \forall q_1, q_2 \in M,$$

where $K$ is a bound on the absolute value of the sectional curvature of $M_0$, $I_0 = \text{inj}(M, g_0)$ is the injectivity radius of $M_0$, and $D_0 = \text{Diam}(M_0)$ is the diameter of $M_0$. Furthermore, if we quotient $M$ by points whose $d_\infty$ distance is zero, $M_\infty = (M/d_\infty, d_\infty)$, we find Gromov-Hausdorff convergence

$$M_k \overset{GH}{\rightarrow} M_\infty.$$ 

If in addition

$$\exists c > 0, \eta > 1, \quad cd_0(q_1, q_2)^{\eta} \leq d_j(q_1, q_2), \quad \forall q_1, q_2 \in M,$$

then there exists a metric $d_\infty$ so that

$$cd_0(q_1, q_2)^{\eta} \leq d_\infty(q_1, q_2)$$

$$\leq C'(K, m, p, I_0, D_0, C)d_0(q_1, q_2)^{\frac{p-1}{p}}, \forall q_1, q_2 \in M,$$

such that for $M_\infty = (M, d_\infty)$ we find Gromov-Hausdorff convergence

$$M_k \overset{GH}{\rightarrow} M_\infty.$$ 

We now see that if we require a $L^2$ bound for $p > m$, volume convergence, and continuous convergence from below we can ensure that the limiting metric space is the particular background Riemannian manifold $M_0$. One should review Example 3.1, which first appeared in the work of the author.
and Sormani [AS20], which shows that without the $C^0$ convergence from below that this theorem cannot be true. This example is one of a general family of examples which shows that $C^0$ convergence from below is the right condition to combine with $L^p$ convergence (or volume convergence) to imply Gromov-Hausdorff or Sormani-Wenger intrinsic flat convergence. The following theorem is related to the result of Perales, Sormani, and the author [APS20] where if one does not assume an $L^2$ bound for $p > m$ then one obtains just volume preserving Sormani-Wenger intrinsic flat convergence of the sequence.

**Theorem 1.4.** Let $M^m$ be a smooth, closed, oriented, connected manifold $M_0 = (M, g_0)$ a smooth Riemannian manifold and $M_j = (M, g_j)$ a sequence of continuous Riemannian manifolds. Then if

\begin{align}
(1 - 1/j) g_0(v,v) &\leq g_j(v,v), \quad \forall p \in M, v \in T_p M, \\
\text{Diam}(M_j) &\leq D_0, \\
\exists p > m, \quad \|g_j\|_{L^2_{g_0}(M)} &\leq C,
\end{align}

and

\begin{align}
\text{Vol}(M_j) &\to \text{Vol}(M_0)
\end{align}

then

\begin{align}
M_j &\toVF M_0, \\
M_j &\toGH M_0.
\end{align}

**Remark 1.5.** In particular, this theorem shows that when combined with $C^0$ convergence from below, the dimension is the correct threshold for $L^2$ bounds to distinguish between when one should expect Sormani-Wenger intrinsic flat convergence only and when one should expect that convergence as well as Gromov-Hausdorff convergence. When one only observes an $L^2$ bound one should expect bubbling to occur along the sequence (as in Example 3.3) so that the sequence will not converge to a Riemannian manifold in either sense. When one observes $L^p$ convergence (or volume convergence) one should only expect Sormani-Wenger intrinsic flat convergence to the Riemannian manifold $M_0$ (as in Example 3.4). When one observes $L^p$, $p > m$ convergence (or volume convergence combined with an $L^2$, $p > m$ bound) then one should expect Gromov-Hausdorff and Sormani-Wenger intrinsic flat convergence to a Riemannian manifold as in Theorem 1.4 and Example 3.2. These important examples are reviewed in section 3 which were originally given by the author and Sormani in [AS20].

We lastly note that one could replace (12) and (13) with $L^2$, $p > m$ convergence of norm for the sequence of Riemannian metrics and obtain the same conclusion.
In [AHP+18] by Hernandez, Parise, Payne, Shengwang, and the author, as well as, [Al21] by the author, special cases of Gromov’s conjecture on tori with almost non-negative scalar curvature were solved. In both cases, $L^p$ bounds on a sequence of metrics was obtained first by studying the scalar curvature PDE for warped products and conformal metrics, respectively. Then, the maximum principle and mean value inequality were used to obtain the necessary $C^0$ bound from below to apply the main theorem of Sormani and the author in [AS19, AS20] and [APS20], respectively. Hence the theorem of this paper is a type of analogue of those results designed to be applied in a similar way in a case where Gromov-Hausdorff convergence is expected and $L^p_2$, $p > m$ bounds are naturally obtained or assumed for the metric.

In [Al21], the author proves a version of Gromov’s conjecture on tori with almost non-negative scalar curvature [Gro14] in the conformal case. If one replaces the uniform volume bound (equation (3) of Theorem 1.2 and equation (12) of Theorem 1.5) and the uniform volume bound on balls (equation (6) of Theorem 1.2 and equation (16) of Theorem 1.5) of the main theorems of [Al21] with a $L^p_2$, $p > m$ bound on the metric (or equivalently a $L^p$, $p > m$ bound on the conformal factor) one can immediately conclude measured Gromov-Hausdorff convergence by applying Theorem 1.3, as we state precisely below. This shows an immediate application of the main theorem of this paper to problems involving scalar curvature. This also shows that one should expect measured Gromov-Hausdorff convergence in Gromov’s conjecture if the stronger assumption of an $L^p_2$, $p > m$ bound on the metric is assumed.

**Theorem 1.6.** Let $g_0$ be a flat torus where $\mathbb{T}_0^m = (\mathbb{T}^m, g_0)$. For a sequence of Riemannian $m-$manifolds $M_j = (\mathbb{T}, g_j)$, $m \geq 3$ satisfying

$$R_{g_j} \geq -\frac{1}{j}, \quad \|g_j\|_{L^p_{\tilde{g}_0}(M)} \leq V_0, \quad p > m,$$

where $R_{g_j}$ is the scalar curvature of $M_j$ and so that $M_j$ is conformal to $\tilde{M}_{0,j} = (\mathbb{T}^m, \tilde{g}_{0,j})$, a metric with constant zero or negative scalar curvature and unit volume, i.e. $g_j = e^{2f_j}g_{0,j}$. Furthermore, assume that

$$\tilde{g}_{0,j} \to g_0 \text{ in } C^1,$$

and

$$\int_{\mathbb{T}^m} e^{-2f_j}dV_{\tilde{g}_{0,j}} \leq C,$$

then there exists a subsequence so that $M_k$ converges in the volume preserving intrinsic flat sense and the measured Gromov-Hausdorff sense to a flat torus

$$M_k \xrightarrow{VF} \mathbb{T}_0^m,$$

$$M_k \xrightarrow{mGH} \mathbb{T}_0^m.$$
where \( \mathbb{T}_m^0 = (\mathbb{T}_m, \tilde{g}_0 = c_\infty^2 g_0), c_\infty^2 = \lim_{k \to \infty} \left( e^{-\int e^{-f_k}} \right)^{-2} = \lim_{k \to \infty} \left( \int_{\mathbb{T}_m} e^{-f_k} dV_{\tilde{g}_0,i} \right)^{-2} \).

In section 2 we review important definitions and theorems which will be used throughout this paper.

In section 3 we review examples of Sormani and the author [AS20] which explains the intuition for why one should expect an \( L^p, p > m \) bound to imply a Hölder distance bound as well as why the \( C^0 \) bound from below on the metric is necessary in Theorem 1.4.

In section 4 we introduce the important construction of a symmetric family of curves between \( q_1 \) and \( q_2 \) of radius \( \varepsilon \) and use this construction to prove the main estimate of this paper. We finish by using this Hölder estimate in order to prove the main compactness and convergence theorem as well as a version of the geometric stability of the scalar torus rigidity theorem.
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2. Background

In this section we review important definitions and theorems which will be used throughout the paper.

2.1. Gromov-Hausdorff Distance. If we have a complete metric space \( (Z, d_Z) \) and subsets \( X_1, X_2 \subset Z \) then we can define the Hausdorff distance between them to be

\[
d_H^Z(X_1, X_2) = \inf \{ \varepsilon > 0 : X_1 \subset T_\varepsilon(X_2) \text{ and } X_2 \subset T_\varepsilon(X_1) \},
\]

where \( T_\varepsilon(X_i) = \{ y \in Z : d(y, X_i) \leq \varepsilon \}, i = 1, 2 \).

Now if one considers two metric spaces \( (Y_1, d_{Y_1}) \) and \( (Y_2, d_{Y_2}) \) we say that \( \varphi_i : Y_i \to Z, i = 1, 2 \) is a distance preserving map if

\[
d_{Y_i}(q_1, q_2) = d_Z(\varphi_i(q_1), \varphi_i(q_2)), \forall q_1, q_2 \in Y_i.
\]

We can now define the Gromov-Hausdorff distance between \( (Y_1, d_{Y_1}) \) and \( (Y_2, d_{Y_2}) \) to be

\[
d_{GH}( (Y_1, d_{Y_1}), (Y_2, d_{Y_2}) ) = \inf \{ d_H^Z(\varphi_1(Y_1), \varphi_2(Y_2)) : Z \text{ complete, } \varphi_i : Y_i \to Z \text{ distance preserving} \}.
\]

We say that a sequence of metric spaces \( (Y_i, d_{Y_i}) \) converges in the Gromov-Hausdorff sense to a metric space \( (Y_\infty, d_\infty) \) if

\[
d_{GH}( (Y_i, d_{Y_i}), (Y_\infty, d_\infty) ) \to 0.
\]

For a sequence of Riemannian manifolds \( M_i = (M, g_i) \) which are Gromov-Hausdorff converging to a Riemannian manifold \( M_\infty = (M, g_\infty) \) we say that they converge in the measured Gromov-Hausdorff sense if we also have that

\[
Vol_{g_i}(B_{g_i}(p, r)) \to Vol_{g_\infty}(B_{g_\infty}(p, r)), \forall p \in M, r > 0.
\]
Gromov then showed that this distance is a true distance on compact metric spaces. Gromov’s compactness theorem then says that if the diameter of a sequence of metric spaces is bounded and for each \( r > 0 \) the maximum number of disjoint balls of radius \( r \) is uniformly bounded over the sequence then a subsequence exists which Gromov-Hausdorff converges to a metric space. In the case where the sequence of metric spaces are all defined on the same set \( X \) and Hölder bounds are known one can obtain compactness from the standard Arzella-Ascoli theorem applied to the distance functions which we now state formally so that we can apply it later to prove Theorem 1.3.

**Theorem 2.1.** Let \( X_\alpha = (X, d_\alpha) \), \( \alpha \in \mathbb{N} \cup \{0\} \) be metric spaces so that there exists a \( c, C > 0 \), \( \alpha \geq 1 \), and \( 0 < \beta \leq 1 \) so that
\[
 cd_0(q_1, q_2)^\alpha \leq d_j(q_1, q_2) \leq Cd_0(q_1, q_2)^\beta, \quad \forall q_1, q_2 \in M
\]
then there exists a metric \( d_\infty \) and a metric space \( X_\infty = (X, d_\infty) \) so that
\[
 X_j \xrightarrow{GH} X_\infty,
\]
where
\[
 cd_0(q_1, q_2)^\alpha \leq d_\infty(q_1, q_2) \leq Cd_0(q_1, q_2)^\beta, \quad \forall q_1, q_2 \in X.
\]

One can compare this to the compactness theorem in the appendix of [HLS17] where Lipschitz bounds are assumed and GH and Sormani-Wenger Intrinsic Flat (SWIF) convergence is obtained. Also, in the appendix of [AB19] where a Lipschitz bound from below and Hölder bound from above are assumed and GH and SWIF convergence is obtained.

2.2. **Lebesgue Norm of Riemannian Metrics.** When looking for estimates on sequences of Riemannian manifolds which are weaker than GH distance one is naturally lead to consider \( L^p \) notions of distance between Riemannian manifolds which we now review. If \( g_0, g_1 \) are two Riemannian metrics defined on the manifold \( M \) then we can define the norm of \( g_1 \) with respect to \( g_0 \) in coordinates to be
\[
 |g_1|_{g_0} = \sqrt{(g_0)^{ij}(g_0)^{lm}(g_1)_{il}(g_1)_{jm}}.
\]
This allows us to define the \( L^p \) norm of \( g_1 \) with respect to \( g_0 \) to be
\[
 \|g_1\|_{L^p_{g_0}(M)} = \left( \int_M |g_1|_{g_0}^p dV_{g_0} \right)^{\frac{1}{p}},
\]
where \( dV_{g_0} \) is the volume form for \( g_0 \). We say that a sequence of Riemannian metrics defined on \( M \), \( g_j \), converges to \( g_\infty \) in \( L^p_{g_0}(M) \) if
\[
 \|g_j - g_\infty\|_{L^p_{g_0}(M)} \to 0,
\]
and we say that \( g_j \) converges to \( g_\infty \) in \( L^p \) norm if
\[
 \|g_j\|_{L^p_{g_0}(M)} \to \|g_\infty\|_{L^p_{g_0}(M)}.
\]
See subsection 2.6 of [AS20] for some standard results on $L^p$ convergence.

We now include a proof of a simple lemma which is useful for comparing norms of two different Riemannian metrics.

**Lemma 2.2.** For $v \in T_p M$ and $g_0, g_1$ Riemannian metrics on $M$ we have the inequality

$$|v|_{g_1} \leq |g_1|_{g_0} |v|_{g_0}.$$  

(32)

**Proof.** Notice by the Cauchy-Schwarz inequality

$$|g_0(g_1, dv \otimes dv)| \leq |g_1|_{g_0} |dv \otimes dv|_{g_0} = |g_1|_{g_0} |v|^2_{g_0},$$

(33)

and then we find

$$g_0(g_1, dv \otimes dv) = (g_0)^{ij}(g_0)^{pq}(g_1)_{ip}(dv \otimes dv)_{jq}$$

(34)

$$= (g_0)^{ij}(g_0)^{pq}(g_1)_{ip}v_jv_q$$

(35)

$$= (g_1)^{ij}v_jv_q = |v|^2_{g_1},$$

(36)

which gives the desired result. □

2.3. **Review of Volume Above Distance Below.** The Perales, Sormani, and the author in [APS20] showed that if one has natural geometric assumptions on a sequence of Riemannian manifolds then one can guarantee volume preserving intrinsic flat convergence to a particular Riemannian manifold. It is by combining the following theorem with Theorem 1.1 which allows us to conclude Theorem 1.4. Many examples which justify the hypotheses of this main theorem were given as warped products in [AS19] and conformal metrics in [AS20]. Important examples to the intuition of this paper are reviewed in section 3.

**Theorem 2.3.** Suppose we have a fixed compact, connected, oriented Riemannian manifold, $M_0 = (M^n, g_0)$, without boundary and a sequence of Riemannian manifolds $M_j = (M, g_j)$ with

$$g_0(v, v) \leq g_j(v, v) \quad \forall p \in M, v \in T_p M$$

(37)

and a uniform upper bound on diameter

$$\text{Diam}_j(M_j) \leq D_0$$

(38)

and volume convergence

$$\text{Vol}(M_j) \to \text{Vol}(M_0)$$

(39)

then $M_j$ converge to $M_0$ in the volume preserving intrinsic flat sense

$$M_j \stackrel{VF}{\rightarrow} M_0.$$  

(40)

We note that convergence in $L^\frac{p}{2}$ norm of $g_j$ to $g_0$ combined with the $C^0$ convergence from below implies the required convergence of volume assumed in Theorem 2.3. See Lemma 4.3 of [AS20] for a proof of this result.
Figure 1. Depiction of a flat torus with a conformal factor $f_j(r)$ defined radially from $p$ which is different than 1 on a ball of radius $\frac{2}{j}$ and strictly increasing on the annulus where $\frac{1}{j} < r < \frac{2}{j}$.

3. Examples of Sequences of Conformal Manifolds

Here we review some examples which first appeared in the work of the author and Sormani [AS20]. Every example is conformal to the torus or the sphere and we note that $L^2$ convergence of Riemannian metrics, $g_j = f_j^2 g_0$, is equivalent to $L^p$ convergence of the conformal factors $f_j$. To summarize the main intuition to take away from these examples we have included Table 1 and Figure 1.

The first example shows that the $C^0$ bound from below is necessary for proving convergence of $M_j$ to $M_0$ in Theorem 1.4. One should note that this example can be generalized to a family of examples where the conformal factor converges pointwise, but not uniformly, along a curve to a value which is lower than what the conformal factor converges to on the rest of the manifold. For this family of examples one will always find a cinched metric space in the limit where the curve produces a shortcut in the limiting metric space and the limiting metric space cannot be a Riemannian manifold.
Table 1. Examples Contrasting \(L^p\), GH, and SWIF Convergence: We see that when one has \(L^p\) convergence for \(p > m\) then we find Hölder control on distances and all three notions of convergence agree. When one has \(L^m\) convergence then SWIF convergence agrees with \(L^p\) convergence but GH convergence differs. When one has \(L^p\) convergence for \(p < m\) and an \(L^m\) bound then one expects bubbling and when there is no \(L^m\) bound then one should expect poor behavior of the sequence with respect to GH and SWIF convergence. In particular, the example sequence converges to a flat torus with an infinite cigar attached. See Figure 1.

| Cases          | \(a_j(r) = j^\alpha\) | \(a_j(r) = \frac{r^\eta}{1 + \ln(j)}, 0 < r < \frac{1}{j^\eta}\) | \(a_j(r) = j\) | \(a_j(r) = j^\eta\) | \(0 < \alpha < 1\) | \(\eta > 1\) |
|----------------|---------------------|----------------------|------------------|------------------|------------------|-----------------|
| \(L^p\) Converges | \(p < \frac{m}{\alpha} > m\) | \(p \leq m\) | \(p < m\), \(L^m\) is bounded | \(p < \frac{m}{\eta} < m\) |
| GH converges to flat tori? | Yes | No, converges to a flat torus with a line attached | No, converges to a flat torus with a bubble attached | No, unbounded volume and diameter |
| SWIF converges to flat tori? | Yes | Yes | No, converges to a flat torus with a bubble attached | No, unbounded volume and diameter |
| Prototypical geometric control phenomenon on distances | Hölder control splines | bubbling | blowing up |

Example 3.1. Define a sequence of functions radially from the north pole on \(S^m\) by

\[
(41) \quad f_j(r) = \begin{cases} 
1 & r \in [0, \pi/2 - 1/j] \\
\frac{1}{r(1 - \ln(j))} & \frac{\pi}{2} - 1/j < r < \frac{1}{j}, \eta > 1 \\
\frac{1}{r} & \frac{1}{j} < r < \eta > 1 \end{cases}
\]

where \(h : [-1, 1] \to \mathbb{R}\) is a smooth even function such that \(h(-1) = 1\) with \(h'(-1) = 0\), decreasing to \(h(0) = h_0 \in (0, 1)\) and then increasing back up to \(h(1) = 1\), \(h'(1) = 0\). If one defines \(M_j = (S^m, f_j^2 \mathcal{G}_m)\) we see that

\[
(42) \quad M_j \xrightarrow{VF} M_\infty \\
(43) \quad M_j \xrightarrow{mGH} M_\infty
\]
but we can conclude that \( M_\infty \) is not isometric to \( S^m \). Instead \( M_\infty = (S^m, f_\infty^2 g_{S^m}) \) is the conformal metric with conformal factor

\[
f_\infty(r) = \begin{cases} h_0 & r = \pi/2 \\ 1 & \text{otherwise} \end{cases}
\]

which defines a metric space which is not a Riemannian manifold.

In the next example we see a simple case where the hypotheses of Theorem 1.4 are satisfied and the conclusion holds.

**Example 3.2.** Define a sequence of functions, radially defined from a point \( p \in \mathbb{T}^m \), on \( \mathbb{T}^m \) by

\[
f_j(r) = \begin{cases} j\alpha & r \in [0, 1/j] \\ h_j(jr) & r \in [1/j, 2/j] \\ 1 & r \in (2/j, \sqrt{2\pi}] \end{cases}
\]

where \( 0 < \alpha < 1 \) and \( h_j : [1, 2] \to \mathbb{R} \) is a smooth, decreasing function so that \( h_j(1) = j\alpha \) and \( h_j(2) = 1 \). Then \( \|f_j - 1\|_{L^p} \to 0 \), \( p < \frac{m}{\alpha} \) and

\[
M_j \xrightarrow{VF} \mathbb{T}^m
\]

\[
M_j \xrightarrow{GH} \mathbb{T}^m.
\]

The next example is not bounded in \( L^p \) for any \( p > m \) and does not converge in \( L^m \) to \( 1 \) and so does not fit the hypotheses of Theorem 1.4. For this reason we will see that the Gromov-Hausdorff and Sormani-Wenger intrinsic flat limit are not the flat torus due to bubbling. Instead the limit is a flat torus with a bubble attached. This is an important example since it shows that when the Riemannian metric is bounded in \( L^m \) one should expect the possibility of bubbling.

**Example 3.3.** Define a sequence of functions, radially defined from a point \( p \in \mathbb{T}^m \), on \( \mathbb{T}^m \) by

\[
f_j(r) = \begin{cases} j & r \in [0, 1/j] \\ h_j(jr) & r \in [1/j, 2/j] \\ 1 & r \in (2/j, \sqrt{m\pi}] \end{cases}
\]

where \( h_j : [1, 2] \to \mathbb{R} \) is a smooth, decreasing function so that \( h_j(1) = j \), \( h_j'(1) = h_j'(2) = 0 \), and \( h_j(2) = 1 \) so that

\[
\frac{1}{jm} \int_1^2 h_j(s)^m s^{m-1} ds \to 0.
\]

Then \( f_j \) is not bounded in \( L^p \) norm for \( p > m \) but does have bounded \( L^m \) norm and volume. Furthermore, for \( M_j = (\mathbb{T}^m, f_j^2 g_{\mathbb{T}^m}) \)

\[
M_j \xrightarrow{F} M_\infty
\]

\[
M_j \xrightarrow{GH} M_\infty
\]
where $M_\infty$ is not isometric to $\mathbb{T}^m$. Instead
\begin{equation}
M_\infty = \mathbb{T}^m \sqcup \mathbb{D}^m / \sim,
\end{equation}
where we fix a $p \in \mathbb{T}^m$ and for $d \in \partial \mathbb{D}^m$ we have
\begin{equation}
p \sim d.
\end{equation}

In the next example $f_j \to 1$ in $L^m$ but the $L^p$ limit is unbounded for every $p > m$ which is at the boundary of what is assumed in Theorem 1.4. For this reason we will see that the Sormani-Wenger intrinsic flat limit and the Gromov-Hausdorff limit disagree. This example, combined with the insight of Example 3.2 and 3.3, illustrates that the $m^2$ power for the $L^p$ convergence of Riemannian metrics is the correct power which distinguishes between Gromov-Hausdorff convergence and Sormani-Wenger intrinsic flat convergence.

**Example 3.4.** Define a sequence of functions, radially defined from a point $p \in \mathbb{T}^m$, on $\mathbb{T}^m$ by
\begin{equation}
f_j(r) = \begin{cases}
\frac{r^n}{1+\ln(j)} & \text{if } r \in [0, 1/j^n] \\
\frac{1}{r(1-\ln(r))} & \text{if } r \in (1/j^n, 1/j] \\
h_j(jr) & \text{if } r \in (1/j, 2/j] \\
1 & \text{if } r \in (2/j, \sqrt{m\pi}].
\end{cases}
\end{equation}
where $\eta > 1$ and $h_j : [1, 2] \to \mathbb{R}$ is a smooth, decreasing function so that $h_j(1) = \frac{j}{1+\ln(j)}$ and $h_j(2) = 1$. $f_j$ is unbounded in $L^p$, $p > m$, but
\begin{equation}
\|f_j - 1\|_{L^p(\mathbb{T}^m)} \to 0 \text{ for } p \leq m.
\end{equation}
If one defined $M_j = (\mathbb{T}^m, f_j^2 g_{\mathbb{T}^m})$ then
\begin{equation}
M_j \overset{mGH}{\to} M_\infty,
\end{equation}
where $M_\infty$ is $\mathbb{T}^m$ with a line of length $\ln(\eta)$ attached, and
\begin{equation}
M_j \overset{VF}{\to} \mathbb{T}^m.
\end{equation}

In conclusion, we have seen that $C^0$ convergence from below is necessary to expect convergence to a Riemannian manifold in Theorem 1.4 and if one additionally assumes $L^{p^2}$, $p > m$ convergence then one expects Gromov-Hausdorff and Sormani-Wenger intrinsic flat convergence to a Riemannian manifold. If one assumes $L^{p^2}$, $p = m$ convergence then one only expects Sormani-Wenger intrinsic flat convergence to a Riemannian manifold, as in Corollary 5.2 of [APS20]. In the case of Theorem 1.1 of [APS20] we see that convergence of volume is enough and we don’t have to assume $L^{p^2}$ convergence of the metric. In the case of Theorem 1.4 of this paper, we could have also assumed $L^{p^2}$, $p > m$ convergence in norm instead of the $L^{p^2}$, $p > m$ bound with volume convergence.
Figure 2. Symmetric family of curves joining $q_1$ to $q_2$ which foliates a region of full volume around $\alpha$. In general, one should note that $\alpha$ is the only geodesic in this family. Since the distance between $q_1$ and $q_2$ is achieved by $\alpha$, which is equal to the infimum of the lengths of the curves in the family, we are able to relate the distance between $q_1$ and $q_2$ to the volume of the foliated region which is the key to the estimate in Theorem 1.1.

4. Proof of the Main Theorem

In this section we will use $L^p$ bounds to prove Theorem 1.1 which will allow us to conclude with the proof of Theorem 1.3, Theorem 1.4, and Theorem 1.6. In order to control distances between points $q_1, q_2 \in M_0$ from above we will want to build a foliation of a region around the minimizing geodesic connecting $q_1, q_2 \in M_0$.

Definition 4.1. Let $q_1, q_2 \in M_0$ and $\alpha(t)$ be a length minimizing geodesic joining $q_1$ to $q_2$, with respect to $M_0$, of length $L$. By extending a distance $\tau \in (0, \varepsilon)$ in radial directions orthogonal to $\alpha'(t)$, which can be parameterized over $S^{m-2}$, one obtains a tubular neighborhood $\alpha \subset U_\varepsilon \subset M$ with coordinates $(\tau, t, \vec{s}) \in [0, \varepsilon] \times [0, L] \times S^{m-2}$. For fixed $(\tau, \vec{s}) \in [0, \varepsilon] \times S^{m-2}$ we define a curve connecting $q_1$ and $q_2$ in coordinates by

$$\gamma(\tau, t, \vec{s}) = (\tau L \sin \left(\frac{\pi t}{L}\right), t, \vec{s}).$$

(58)

We define the symmetric family of curves joining $q_1$ to $q_2$ of width $\varepsilon$ to be the set $U_\varepsilon$ foliated by the curves $\gamma(\tau, t, \vec{s})$ for $(\tau, t, \vec{s}) \in (0, \varepsilon) \times [0, L] \times S^{m-2}$.

Now that we have this important construction defined we prove some properties about symmetric families of curves which will be used to prove our main Hölder estimate. We begin with an estimate of the size of the tubular neighborhood. The author expects that the following result is well known but does not know of a reference in the literature and so has decided to prove the result.

Lemma 4.2. Let $M_0 = (M, g_0)$ be a smooth Riemannian manifold defined on the closed manifold $M$. Let $K \in [0, \infty)$ be a bound on the absolute value of
the sectional curvature of \( M_0 \) and \( \text{inj}(M_0) \) be the injectivity radius. If \( q_1, q_2 \in M_0 \) and \( \alpha(t) \) a length minimizing geodesic joining \( q_1 \) to \( q_2 \), parameterized by arc length, then there exists a \( \bar{\varepsilon}(K, \text{inj}(M_0)) > 0 \) so that for any \( 0 < \varepsilon < \bar{\varepsilon} \) a normal cylindrical neighborhood of width \( \varepsilon \) exists, \( U_\varepsilon \).

**Proof.** Our concern is that two normal geodesics emanating from \( \alpha \) could intersect and we would like to show that the radial distance at which this can happen is estimated entirely by a bound on the sectional curvature and the injectivity radius. We note that the normal exponential map, \( \exp^\perp \), is a diffeomorphism on any neighborhood of zero in the normal bundle to the injectivity radius. We note that the normal exponential map, \( \exp \), is a diffeomorphism at \( \tau \) that leaves \( \alpha \) orthogonally and meets \( \beta_1 \) or \( \beta_2 \). If each \( \beta_i \) meets \( q_{12} \) then \( q_{12} \) is a focal point and by Theorem 3.2 of [War06] we can estimate the occurrence of this focal point in terms of the constant curvature model spaces, as required by the lemma. Instead if there is some \( t' \in (t_1, t_2) \) so that \( \beta_1 \) does not meet \( q_{12} \) then this contradicts the assumption that \( \tau' \) was the smallest such occurrence of this type. Hence we see that \( \bar{\varepsilon} = \tau' \) is estimated in terms of the curvature an injectivity radius in this case.

If \( \exp^\perp_\alpha \) is a diffeomorphism at \( \tau' \) then consider \( \tau_{1,n}, \tau_{2,n} > \tau' \) and let \( (\tau_{1,n}, t_{1,n}, \bar{s}_{1,n}), (\tau_{2,n}, t_{2,n}, \bar{s}_{2,n}) \in (0, \varepsilon) \times [0, L] \times \mathbb{S}^{m-2} \) so that \( \exp^\perp_\alpha(\tau_{1,n}, t_{1,n}, \bar{s}_{1,n}) = \exp^\perp_\alpha(\tau_{2,n}, t_{2,n}, \bar{s}_{2,n}) = q_n \in M \) where \( \tau_{1,n} \to \tau' \) and \( \tau_{2,n} \to \tau' \) as \( n \to \infty \). Since \( M, [0, L], \) and \( \mathbb{S}^{m-2} \) are compact there must be a subsequence \( q_{nk} \) so that \( q_{nk} \to q_\infty \in M, s_{nk} \to s_{nk} \in \mathbb{S}^{m-2} \), and \( t_{nk} \to t_{nk} \in [0, L], i = 1, 2 \) as \( k \to \infty \) so that \( \exp_\alpha^\perp(\tau_{1,nk}, t_{1,nk}, \bar{s}_{1,nk}) \to \exp_\alpha^\perp(\tau_{2,nk}, t_{2,nk}, \bar{s}_{2,nk}) = q_\infty \), \( i = 1, 2 \) as \( k \to \infty \). Let \( \beta_{1,\infty}(\tau) = \exp_\alpha^\perp(\tau, t_{1,\infty}, \bar{s}_{1,\infty}), \beta_{2,\infty}(\tau) = \exp_\alpha^\perp(\tau, t_{2,\infty}, \bar{s}_{2,\infty}), \) and \( \beta_{i,\infty}(\tau) = \exp_\alpha^\perp(\tau, t_{i,\infty}, \bar{s}_{i,\infty}) \). By construction we have that \( \beta_{1,nk} \to \beta_{1,\infty}, i = 1, 2, \) normal geodesics emanating from \( \alpha \) which meet at \( q_\infty \). Then since the normal exponential map to \( \alpha \) is a diffeomorphism at \( \tau' \) we must have that \( \beta_{1,n}(\tau) \) and \( \beta_{2,n}(\tau) \) both converge to \( \beta_{1,\infty}(\tau) = \beta_{2,\infty}(\tau) : = \beta_\infty(\tau) \) for \( \tau \in [0, \tau'] \) as \( n \to \infty \). Since \( \exp_\alpha^\perp \) is a diffeomorphism at \( \tau' \) but is not a diffeomorphism in a neighborhood of \( (\tau', t_\infty, \bar{s}_\infty) \) there must exist a \( v \in T_{(\tau', t_\infty, \bar{s}_\infty)}(T_{\alpha(t_\infty)}M) \) so that \( d\exp_\alpha^\perp(\tau', t_\infty, \bar{s}_\infty)[v] = 0 \). Otherwise, by the inverse function theorem \( \exp_\alpha^\perp \) is a diffeomorphism in a neighborhood of \( (\tau', t_\infty, \bar{s}_\infty) \). By the Gauss Lemma and the definition of \( \exp_\alpha^\perp \) we see that \( v \perp \partial_\tau \). Hence we can choose a variation through geodesics normal to \( \alpha \) whose variational vector field is a Jacobi field along \( \beta_\infty(\tau) \) which vanishes at \( q_\infty \). Hence, \( q_\infty \) is a focal point.
and so again by Theorem 3.2 of [War66] we can estimate the occurrence of this focal point in terms of the constant curvature model spaces, as required by the lemma. Hence we see that \( \bar{\varepsilon} = \tau' \) is estimated in terms of the curvature an injectivity radius in this case as well.

\[ \square \]

**Lemma 4.3.** Let \( M_0 = (M, g_0) \) be a smooth Riemannian manifold defined on the smooth, connected, closed manifold \( M \). Assume \( q_1, q_2 \in M_0 \) and \( \alpha(t) \) a length minimizing geodesic joining \( q_1 \) to \( q_2 \), parameterized by arc length. then there exists an \( \varepsilon > 0 \) so that a symmetric family of curves joining \( q_1 \) to \( q_2 \) of width \( \varepsilon \) exists, \( U_\varepsilon \). If \( K \in [0, \infty) \), is a bound on the absolute value of the sectional curvature, \( I_0 = \text{inj}(M_0) \) the injectivity radius, and \( D_0 = \text{Diam}(M_0) \) the diameter of \( M_0 \) then for \( \bar{\varepsilon} = \bar{\varepsilon}(K, \text{inj}(M_0)) \) from Lemma 4.2 we have that for \( 0 < \varepsilon \leq \frac{\bar{\varepsilon}}{\text{Diam}(M_0)} \), a symmetric family of curves joining \( q_1 \) to \( q_2 \) of width \( \varepsilon \) exists, \( U_\varepsilon \), and with \( \gamma' = \frac{d\gamma}{dt} \) we find

\[
|\gamma'(\tau, t, s)|_{g_0} \leq C(K, I_0, D_0), \quad (\tau, t, s) \in [0, \varepsilon] \times [0, L] \times S^{m-2}.
\]

For \( \pi : [0, \varepsilon] \times [0, L] \times S^{m-2} \rightarrow [0, \varepsilon] \times \mathbb{S}^{m-2} \) given by \( \pi(\tau, t, s) = (\tau, s) \) and \( \gamma^{-1} = \pi \circ \gamma^{-1} \) we find the normal jacobian of \( \gamma^{-1} \) to be

\[
NJ\gamma^{-1} = \left( L \sin \left( \frac{\pi}{L} t \right) \right)^{1-m} \frac{1}{\det(T)}.
\]

for some map \( T : U_\varepsilon \rightarrow [0, \varepsilon] \times \mathbb{S}^{m-2} \) where

\[
\sqrt{\det(T)} \leq C(K, m, I_0, D_0).
\]

**Proof.** Let \( \alpha(t) \) be a length minimizing geodesic joining \( q_1, q_2 \in M \) of length \( L \), parameterized by arc length, and let \( U_\varepsilon, 0 < \varepsilon \leq \frac{\bar{\varepsilon}}{\text{Diam}(M_0)} \), be a symmetric family of curves joining \( q_1 \) and \( q_2 \), guaranteed to exist by Lemma 4.2 and the fact that \( \tau L \sin \left( \frac{\pi}{L} t \right) \leq \tau L \leq \frac{\bar{\varepsilon}}{\text{Diam}(M_0)} \text{Diam}(M_0) \leq \bar{\varepsilon} \). \( U_\varepsilon \) is foliated by the curves given in coordinates by

\[
\gamma(\tau, t, s) = (\tau L \sin \left( \frac{\pi}{L} t \right), t, s),
\]

and hence

\[
\gamma'(\tau, t, s) = (\tau \pi \cos \left( \frac{\pi}{L} t \right), 1, 0).
\]

On the neighborhood of \( \alpha \) given by \( U_\varepsilon \) the metric \( g_0 \) can be written in the coordinates \( (\tau, t, s) \in [0, \varepsilon] \times [0, L] \times \mathbb{S}^{m-2} \) as

\[
g_0 = d\tau^2 + \tilde{g}_r,
\]

where \( \tilde{g}_r \) is non-zero for vectors tangent to \( [0, L] \times \mathbb{S}^{m-2} \) and zero otherwise.

Now we write a constant curvature \( K \in \mathbb{R} \) metric \( g_K \) in terms of the coordinates on the neighborhood of \( \alpha \) as

\[
\tilde{g}_K = d\tau^2 + \lambda_K(\tau)^2 dt^2 + \eta_K(\tau)^2 \sigma_{m-2},
\]
where $\sigma_{m-2}$ is the standard round metric on a $m - 2$ dimensional sphere,

$$\lambda_K(\tau) = \begin{cases} \cos(\sqrt{K}\tau) & K > 0 \\ 1 & K = 0 \\ \cosh(\sqrt{|K|}\tau) & K < 0 \end{cases}$$

and

$$\eta_K(\tau) = \begin{cases} \frac{1}{\sqrt{|K|}} \sin(\sqrt{|K|}\tau) & K > 0 \\ \tau & K = 0 \\ \frac{1}{\sqrt{|K|}} \sinh(\sqrt{|K|}\tau) & K < 0 \end{cases}$$

Now notice that $\partial_{\tau} = \partial_0$ is a normal Jacobi field for $g_0$ and there exists an orthonormal set $\partial_1, \ldots, \partial_{m-2} \in T_{\tau}S^{m-2}$, with respect to $\sigma$, of normal Jacobi fields tangent to $S^{m-2}$, where $(68)$ follows since $(70), (71)$ follow from standard calculations for Riemannian metrics. For $(69)$ we calculate

$$g_0(\partial_{\tau}, \partial_i)|_{\tau=0} = 1,$$

$$g_0(\nabla_{\partial_{\tau}}\partial_i, \partial_i)|_{\tau=0} = 0,$$

$$g_0(\partial_i, \partial_i)|_{\tau=0} = 0, \quad 1 \leq i \leq m - 2,$$

$$g_0(\nabla_{\partial_{\tau}}\partial_i, \nabla_{\partial_{\tau}}\partial_i)|_{\tau=0} = 1, \quad 1 \leq i \leq m - 2,$$

where $(68)$ follows since $\alpha(t)$ is a geodesic which is parameterized by arc length and $(70), (71)$ follow from standard calculations for Riemannian metrics. For $(69)$ we calculate

$$g_0(\nabla_{\partial_{\tau}}\partial_i, \partial_i)|_{\tau=0} = g_0(\nabla_{\partial_{\tau}}\partial_i, \partial_i)|_{\tau=0}$$

$$= \partial_i(g_0(\partial_{\tau}, \partial_i)|_{\tau=0} - g_0(\partial_i, \nabla_{\partial_{\tau}}\partial_i)|_{\tau=0} = 0,$$

$$0 = \partial_{\tau}(g_0(\partial_i, \partial_i)|_{\tau=0} = g_0(\nabla_{\partial_{\tau}}\partial_i, \partial_i)|_{\tau=0} + g_0(\partial_i, \nabla_{\partial_{\tau}}\partial_i)|_{\tau=0}$$

$$= g_0(\nabla_{\partial_{\tau}}\partial_i, \partial_i)|_{\tau=0},$$

where we note that when $\tau = 0$ the vector field $\partial_{\tau}$ spans the normal space to $\alpha(t)$.

Hence we can apply the extension of the Rauch Comparison Theorem given by Berger [Ber62] and Warner [War66] with $K, k \in \mathbb{R}, K \leq k$ upper and lower bounds on the sectional curvature of $M_0$, to conclude

$$\lambda_k(\tau)^2 \leq g_0(\partial_i, \partial_i) \leq \lambda_K(\tau)^2 = \hat{g}_K(\partial_i, \partial_i)$$

$$\eta_k(\tau)^2 \leq g_0(\partial_i, \partial_i) \leq \eta_K(\tau)^2 = \hat{g}_K(\partial_i, \partial_i), \quad 1 \leq i \leq m - 2.$$
and now by applying the Hadamard-Schwarz inequality \[ \text{IKKS04} \] we find (a hat over a vector implies it is missing from the calculation)
\[
|\partial_1 \wedge ... \wedge \partial_{m-2} \wedge \partial_l|_{g_0} \leq C_m|\partial_1 \wedge ... \wedge \hat{\partial}_l \wedge ... \wedge \partial_{m-2}|_{g_0} |\partial_l|_{g_0}
\]
(80)
\[
\leq C_m|\partial_1|_{g_0} ... |\partial_l|_{g_0} ... |\partial_{m-2}|_{g_0} |\partial_l|_{g_0}
\]
(81)
\[
\leq C_m \lambda_K(\tau)^{m-3} \sqrt{g_0(\partial_t, \partial_t)g_0(\partial_l, \partial_l) - g_0(\partial_l, \partial_l)^2},
\]
which implies for \( \varepsilon < \bar{\varepsilon} \) the lower bound
\[
\sqrt{g_0(\partial_t, \partial_t)g_0(\partial_l, \partial_l) - g_0(\partial_l, \partial_l)^2} \geq \frac{\lambda_k(\tau)^{m-2} \eta_k(\tau)}{C_m \lambda_K(\tau)^{m-3}} \geq C(K, k, m) \tau
\]
(82)
Additionally, we can estimate for \( \varepsilon < \bar{\varepsilon} \)
\[
|\gamma'(\vec{s}, \tau, t)|_{g_0} = \sqrt{g_0(\partial_{\vec{s}}, \partial_{\vec{s}})d\tau(\gamma')^2 + g_0(\partial_t, \partial_t)dt(\gamma')^2}
\]
(83)
\[
\leq \sqrt{d\tau(\gamma')^2 + \lambda_K(\tau)^2 dt(\gamma')^2}
\]
(84)
\[
= \sqrt{\tau^2 \pi^2 \cos^2 \left( \frac{\pi}{L} t \right) + \cosh^2(\sqrt{|K|} \tau)}
\]
(85)
\[
\leq \sqrt{\varepsilon^2 \pi^2 + \cosh^2(\sqrt{|K|} \varepsilon)} \leq C(k, K, I_0, D_0),
\]
where we use the uniform upper bound on \( \varepsilon \) for the last inequality.

Furthermore, if we define the set \( X_\varepsilon = [0, \varepsilon] \times [0, L] \times S^{m-2} \) and look at the map
\[
\gamma: (X_\varepsilon, g_0) \rightarrow (U_\varepsilon, g_0), \quad \gamma(\tau, t, \vec{s}) = (\tau L \sin \left( \frac{\pi}{L} t \right), t, \vec{s}),
\]
then we find
\[
d_\gamma = \begin{bmatrix}
L \sin \left( \frac{\pi}{L} t \right) & \tau \pi \cos \left( \frac{\pi}{L} t \right) & 0 \\
0 & 1 & 0 \\
0 & 0 & L \sin \left( \frac{\pi}{L} t \right) I
\end{bmatrix},
\]
(88)
as well as,
\[
d_{\gamma^{-1}} = \begin{bmatrix}
L \sin \left( \frac{\pi}{L} t \right) & -\tau \pi \cos \left( \frac{\pi}{L} t \right) & 0 \\
0 & 1 & 0 \\
0 & 0 & \frac{1}{L \sin \left( \frac{\pi}{L} t \right)} I
\end{bmatrix}.
\]
(89)
Now if we let \( W_\varepsilon = [0, \varepsilon] \times S^{m-2} \) and define
\[
\tilde{\gamma}^{-1}: (U_\varepsilon, g_0 = d\tau^2 + g_r) \rightarrow (W_\varepsilon, \tilde{g}_0|_{W_\varepsilon} = d\tau^2 + \tau^2 \sigma),
\]
then we know that
\[
d_{\tilde{\gamma}^{-1}} = \begin{bmatrix}
\frac{1}{L \sin \left( \frac{\pi}{L} t \right)} & -\tau \pi \cos \left( \frac{\pi}{L} t \right) & 0 \\
0 & \frac{1}{L \sin \left( \frac{\pi}{L} t \right)} & 0 \\
0 & 0 & \frac{1}{L \sin \left( \frac{\pi}{L} t \right)} I
\end{bmatrix}.
\]
(91)
We are in particular interested in the subspace which is $g_0$ orthogonal to $\gamma'$, $W = [\gamma']^\perp_{g_0}$, which if $e_1 = \left( \tau \pi \cos \left( \frac{\phi}{L} \right), 1, 0, ..., 0 \right)$ then the space is spanned by

\begin{align}
(92) \quad e_2 &= \left( g_0(\partial_t, \partial_t), -\tau \pi \cos \left( \frac{\phi}{L} \right), 0, ..., 0 \right) \\
(93) \quad e_i &= (0, -g_0(\partial_t, \partial_t), 0, ..., g_0(\partial_t, \partial_t), 0, ..., 0), \quad 3 \leq i \leq m,
\end{align}

where if we define $\bar{e}_i = \frac{e_i}{\|e_i\|_{g_0}}$, $1 \leq i \leq m$ then $\{\bar{e}_1, ..., \bar{e}_m\}$ is a $g_0$ orthonormal basis where

\begin{align}
(94) \quad \bar{e}_1 &= \frac{(\tau \pi \cos \left( \frac{\phi}{L} \right), 1, 0, ..., 0)}{\sqrt{\tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t)}} \\
(95) \quad \bar{e}_2 &= \frac{(g_0(\partial_t, \partial_t), -\tau \pi \cos \left( \frac{\phi}{L} \right), 0, ..., 0)}{\sqrt{g_0(\partial_t, \partial_t) \sqrt{\tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t)}}} \\
(96) \quad \bar{e}_i &= \frac{(0, -g_0(\partial_t, \partial_t), 0, ..., g_0(\partial_t, \partial_t), 0, ..., 0)}{\sqrt{g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_t) - g_0(\partial_t, \partial_t)^2}}, \quad 3 \leq i \leq m.
\end{align}

We can also define $\bar{f}_i = d\gamma^{-1}(\bar{e}_i)$ for $2 \leq i \leq m$ where

\begin{align}
(97) \quad \bar{f}_2 &= \frac{(g_0(\partial_t, \partial_t) + \tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right), 0, ..., 0)}{L \sin \left( \frac{\phi}{L} \right) \sqrt{g_0(\partial_t, \partial_t) \sqrt{\tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t)}}} \\
(98) \quad \bar{f}_i &= \frac{(\tau \pi \cos \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t), 0, ..., g_0(\partial_t, \partial_t), 0, ..., 0)}{L \sin \left( \frac{\phi}{L} \right) \sqrt{g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_t) - g_0(\partial_t, \partial_t)^2}}, \quad 3 \leq i \leq m.
\end{align}

So we can calculate the inner products where $3 \leq i, j \leq m$

\begin{align}
(100) \quad \langle \bar{g}_0 \rangle_w (\bar{f}_i, \bar{f}_j) &= \frac{\tau^2 (\pi^2 \cos^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_j) + g_0(\partial_t, \partial_j)^2)}{L^2 \sin^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t) \prod_{k=i,j} \sqrt{g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_k) - g_0(\partial_t, \partial_k)^2}}, \\
(101) \quad \langle \bar{g}_0 \rangle_w (\bar{f}_2, \bar{f}_i) &= \frac{\tau \sqrt{g_0(\partial_t, \partial_t) + \tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right) \pi \cos \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t)}}{L^2 \sin^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t) \sqrt{g_0(\partial_t, \partial_t) g_0(\partial_t, \partial_i) g_0(\partial_t, \partial_i) - g_0(\partial_t, \partial_i)^2}}, \\
(102) \quad \langle \bar{g}_0 \rangle_w (\bar{f}_2, \bar{f}_2) &= \frac{(g_0(\partial_t, \partial_t) + \tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right))^2}{L^2 \sin^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t) \left( \tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right) g_0(\partial_t, \partial_t) \right) \left( \tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right) + g_0(\partial_t, \partial_t) \right)}, \\
(103) \quad \langle \bar{g}_0 \rangle_w (\bar{f}_i, \bar{f}_2) &= \frac{(g_0(\partial_t, \partial_t) + \tau^2 \pi^2 \cos^2 \left( \frac{\phi}{L} \right))}{g_0(\partial_t, \partial_t) L^2 \sin^2 \left( \frac{\phi}{L} \right)}.
\end{align}
By (76), (77), and (82) we see that for $3 \leq i, j \leq m$,

$$
\hat{g}_0|_{W_\varepsilon}(L \sin \left(\frac{\pi}{L} t\right) f_2, L \sin \left(\frac{\pi}{L} t\right) f_2) \leq C(k, K, m, I_0, D_0),
$$

$$
\hat{g}_0|_{W_\varepsilon}(L \sin \left(\frac{\pi}{L} t\right) f_2, L \sin \left(\frac{\pi}{L} t\right) f_i) \leq C(k, K, m, I_0, D_0),
$$

$$
\hat{g}_0|_{W_\varepsilon}(L \sin \left(\frac{\pi}{L} t\right) f_i, L \sin \left(\frac{\pi}{L} t\right) f_j) \leq C(k, K, m, I_0, D_0),
$$

Then we can estimate the normal jacobian of $\bar{\gamma}^{-1}$ to be

$$
NJ\bar{\gamma}^{-1} = \sqrt{\det (\hat{g}_0|_{W_\varepsilon}(\bar{f}_\alpha, \bar{f}_\beta))_{2\leq \alpha, \beta \leq m}}
$$

$$
= (L \sin \left(\frac{\pi}{L} t\right))^{1-m}
$$

$$
\cdot \sqrt{\det (\hat{g}_0|_{W_\varepsilon}(L \sin \left(\frac{\pi}{L} t\right) \bar{f}_\alpha, L \sin \left(\frac{\pi}{L} t\right) \bar{f}_\beta))_{2\leq \alpha, \beta \leq m}}
$$

$$
= (L \sin \left(\frac{\pi}{L} t\right))^{1-m}\sqrt{\det (T)}
$$

$$
\leq (L \sin \left(\frac{\pi}{L} t\right))^{1-m} C(k, K, m, I_0, D_0),
$$

where we define

$$
\sqrt{\det (T)} = \sqrt{\det (\hat{g}_0|_{W_\varepsilon}(L \sin \left(\frac{\pi}{L} t\right) \bar{f}_\alpha, L \sin \left(\frac{\pi}{L} t\right) \bar{f}_\beta))_{2\leq \alpha, \beta \leq m}}.
$$

We now use the symmetric family of curves combined with Lemma 4.3 to obtain Hölder control on distances from above.

**Theorem 4.4.** Let $g_0$ be a smooth Riemannian metric and $g_1$ a continuous Riemannian metric defined on the smooth, connected, closed manifold $M$. If

$$
\|g_1\|_{L^p_g(M)} \leq C, \quad p > m,
$$

then we can bound the distance between $q_1, q_2$, with respect to $g_1$, by

$$
d_{g_1}(q_1, q_2) \leq C'(K, m, p, I_0, D_0, C)d_{g_0}(q_1, q_2)^{\frac{p-m}{p}}
$$

where $K \in [0, \infty)$ is a bound on the absolute value of the sectional curvature of $M_0$, $\text{inj}(M, g_0)$ is the injectivity radius of $M_0$, and $D_0 = \text{Diam}(M_0)$ is the diameter of $M_0$.

**Proof.** Let $U_\varepsilon$ be a symmetric family of curves joining $q_1$ to $q_2$ of width $\varepsilon$ with coordinates $(\tau, t, s) \in (0, \varepsilon) \times [0, L] \times S^{m-2}$ where the metric can be written as $g_0 = d\tau^2 + \tilde{g}_0$ and let $W_\varepsilon = [0, \varepsilon] \times S^{m-2}$.
By using the minimizing properties of geodesics we find

\[ \text{Vol}(W_\varepsilon) d_{g_1}(p, q) \leq \text{Vol}(W_\varepsilon) \left( \min_{(s, \tau) \in W_\varepsilon} L_{g_1}(\gamma(s, \tau, \cdot)) \right) \]

\[ \leq \int_{W_\varepsilon} L_{g_1}(\gamma(s, \tau, \cdot)) \tau^{m-2} dV_{\sigma m-2} d\tau, \]

where \( \text{Vol}(W_\varepsilon) = \omega_{m-2} \varepsilon^{m-1} \) is the volume in polar coordinates for Euclidean space where \( \omega_{m-2} \) is the volume of the standard unit \( m-2 \) dimensional sphere. By rewriting the length, using Lemma 2.2, and then using the coarea formula in (119) we find

\[ \text{Vol}(W_\varepsilon) d_{g_1}(q_1, q_2) \]

\[ \leq \int_{W_\varepsilon} \int_0^L \sqrt{g_1(\gamma', \gamma')} dt \tau^{m-2} dV_{\sigma m-2} d\tau \]

\[ \leq \int_{W_\varepsilon} \int_0^L |g_1|_{g_0}^{1/2} |\gamma'|_{g_0} dt \tau^{m-2} dV_{\sigma m-2} d\tau \]

\[ = L^{1-m} \int_{U_\varepsilon} |g_1|_{g_0}^{1/2} \left( \sin \left( \frac{\pi}{L} t \right) \right)^{1-m} \sqrt{\det_T(T)} dV_{g_0}, \]

where \( \det_{[\gamma']_{g_0}}(T) \) is defined in Lemma 4.3.

By moving \( \text{Vol}(W_\varepsilon) \) to the other side and using Holder’s inequality with \( p > 1, \; q = \frac{p}{p-1} \)

\[ d_{g_1}(q_1, q_2) \]

\[ \leq \text{Vol}(W_\varepsilon)^{-1} L^{1-m} \left( \int_{U_\varepsilon} |g_1|_{g_0}^{p/2} dV_{g_0} \right)^{1/p} \]

\[ \cdot \left( \int_{U_\varepsilon} \sin \left( \frac{\pi}{L} t \right) \left( \sqrt{\det_T(T)} \right)^{p/m} dV_{g_0} \right)^{p-1/p}. \]

By Lemma 4.3

\[ |\gamma'(s, t)|_{g_0} \leq C(K, I_0, D_0) \text{ for all } (s, t) \in S^{m-2} \times (0, \varepsilon) \times [0, L]. \]
By using the coarea formula and \((127)\) we find

\[
\left( \int_{U_\varepsilon} \sin \left( \frac{\pi}{L} t \right) \right)^{\frac{p(m-1)}{p-1}} \left( \sqrt{\frac{\det (T)}{\gamma_{00}^{\perp}}} \right)^{\frac{1}{p-1}} dV_{g_0} \right)^{\frac{p-1}{p}} = \left( \int_0^L \int_0^\varepsilon \int S^{m-2} I^{m-2} \left( \sqrt{\frac{\det (T)}{\gamma_{00}^{\perp}}} \right)^{\frac{1}{p-1}} dV_{\sigma_{m-2}} d\sigma |\gamma|_{g_0} dt \right)^{\frac{p-1}{p}},
\]

\[
I = L^{m-1} \sin \left( \frac{\pi}{L} t \right)^{-\frac{p(m-1)}{p-1}+m-1},
\]

\[
\leq \bar{C} L^{\frac{(m-1)(p-1)}{p}} \left( \int_0^L \sin \left( \frac{\pi}{L} t \right) \right)^{\frac{p(m-1)}{p-1}+m-1} \left( \int_0^L \sin \left( \frac{\pi}{L} t \right) \right)^{\frac{p-1}{p}},
\]

where

\[
\bar{C} = \left( \frac{\bar{\varepsilon}-1}{m-1} \omega_{m-2} C^2 \right)^{\frac{p-1}{p}}.
\]

Now if we reconcile \((126)\) and \((131)\) we find

\[
d_{g_1}(q_1, q_2) \leq \text{Vol}(W_\varepsilon)^{-1} \bar{C}(K, m, p, I_0, D_0)L^{\frac{(m-1)(p-1)}{p}+1-m}
\]

\[
\cdot \left( \int_0^L |g_1|^{\frac{p}{m-1}} dV_{g_0} \right)^{1/p} \left( \int_0^L \sin \left( \frac{\pi}{L} t \right) \right)^{\frac{p-1}{p}}
\]

So if we choose \(p > m\) then

\[
-\frac{p(m-1)}{p-1} + m - 1 = \frac{(m-1)(p-1) - p(m-1)}{p-1} = \frac{m-1}{p-1} > -1
\]

and hence the integral of the power of \(\sin\) is integrable,

\[
\left( \int_0^L \sin \left( \frac{\pi}{L} t \right) \right)^{\frac{p(m-1)}{p-1}+m-1} \left( \int_0^L \sin \left( \frac{\pi}{L} t \right) \right)^{\frac{p-1}{p}} = L^{\frac{p-1}{p}} \left( \int_0^1 \sin (\pi s) \right)^{\frac{p(m-1)}{p-1}+m-1} ds \leq L^{\frac{m-1}{p}} \bar{C}_p.
\]

Furthermore, we know that

\[
\frac{p-1}{p} + \frac{(m-1)(p-1)}{p} + 1 - m
\]

\[
= \frac{p-1 + (m-1)(p-1) + (1-m)p}{p} = \frac{p-m}{p},
\]

and if we choose \(\varepsilon' = \frac{\bar{\varepsilon}}{\text{Diam}(M_0)}\) then since \(\bar{\varepsilon}\) cannot be arbitrarily small by Lemma 4.2 we find

\[
\text{Vol}(W_{\varepsilon'})^{-1} = \omega_{m-2}^{-1} \varepsilon^{1-m} \text{Diam}(M_0)^{m-1} \leq C(K, I_0, D_0).
\]
Putting (134), (137), (139), and (140) together we find

$$d_{g_1}(q_1, q_2) \leq L^{\frac{p-m}{p}} \tilde{C}(K, m, p, I_0, D_0) \left( \int_{U_{\epsilon}} |g_1|^{\frac{p}{p-m}} dV_{g_0} \right)^{1/p}. \quad (141)$$

Then by substituting $L = d_{g_0}(q_1, q_2)$ in (141) and using the fact that

$$\left( \int_{U_{\epsilon}} |g_1|^{\frac{p}{p-m}} dV_{g_0} \right)^{1/p} \leq \left( \int_{M} |g_1|^{\frac{p}{p-m}} dV_{g_0} \right)^{1/p} \quad (142)$$

we find the desired bound on distance. □

We now finish with the proofs of the other two main theorems.

**Proof of Theorem 1.3.** By Theorem 1.1 we know that

$$d_j(q_1, q_2) \leq C'(K, m, p, I_0, D_0, C) d_0(q_1, q_2)^{\frac{p-m}{p}}, \quad (143)$$

and hence by the Arzella-Ascoli theorem we know there exists a continuous function $d_\infty : M \times M \to [0, \infty)$ so that $d_j \to d_\infty$ uniformly as functions. Now if we define $M_\infty = (M/d_\infty, d_\infty)$ then by the consequences of Corollary 7.3.28 of [BBI01] we know that $M_j \overset{GH}{\to} M_\infty$.

In the case where we have assumed a Hölder lower bound we know that

$$c d_0(q_1, q_2)^n \leq d_j(q_1, q_2) \leq C'(K, m, p, I_0, D_0, C) d_0(q_1, q_2)^{\frac{p-1}{p}}, \quad (144)$$

and hence $M/d_\infty = M$. □

**Proof of Theorem 1.4.** By Theorem 1.3 we know that there is a limiting metric space $d_\infty$ so that $M_j \overset{GH}{\to} M_\infty$ where $M_\infty = (M, d_\infty)$. By Theorem 2.3 we know that $M_j \overset{VF}{\to} M_0$. By Theorem 3.20 of [SW11], stated exactly as required in Theorem 2.30 of [Sor19], we know that $M_0 \subset M_\infty$ and hence $M_0 = M_\infty$, as desired. The measured Gromov-Hausdorff convergence follows from the volume preserving intrinsic flat convergence by Theorem 2.4 of [AS20]. □

**Proof of Theorem 1.6.** Since each $g_{0,j}$ has either constant negative or zero scalar curvature we can pick a subsequence which is either entirely zero scalar curvature or entirely negative scalar curvature which meets the hypotheses of Theorem 1.2 or Theorem 1.4 of [All21]. Also, notice that Theorem 1.3 implies a diameter bound. Then by Lemma 4.4 of [All21] we see that the $L^p_{\sharp}, p > m$ bound implies the necessary uniform integrability condition to apply Theorem 1.2 or Theorem 1.4 of [All21] to conclude volume preserving Sormani-Wenger intrinsic flat convergence to a flat torus $\mathbb{T}^m_0$. Then by Theorem 1.3 we know that there is a limiting metric space $d_\infty$ so that $M_j \overset{GH}{\to} M_\infty$ where $M_\infty = (\mathbb{T}^m_0/d_\infty, d_\infty)$. By Theorem 3.20 of [SW11], stated exactly as required in Theorem 2.30 of [Sor19], we know that $\mathbb{T}^m_0 \subset \mathbb{T}^m/d_\infty$ and hence $\mathbb{T}^m_0 = \mathbb{T}^m/d_\infty$, as desired. The measured Gromov-Hausdorff convergence
follows from the volume preserving intrinsic flat convergence by Theorem 2.4 of [AS20]. □
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