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Abstract

HMM is a powerful method to model data in various fields. Estimation of Hidden Markov Model parameters is an NP-Hard problem. We propose a heuristic algorithm called “AntMarkov” to improve the efficiency of estimating HMM parameters. We compared our method with four algorithms. The comparison was conducted on 5 different simulated datasets with different features. For further evaluation, we analyzed the performance of algorithms on the prediction of protein secondary structures problem. The results demonstrate that our algorithm obtains better results with respect to the results of the other algorithms in terms of time efficiency and the amount of similarity of estimated parameters to the original parameters and log-likelihood.

The source code of our algorithm is available in https://github.com/emdadi/HMMPE.
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1. Introduction

The Hidden Markov Model (HMM) is a statistical extension of finite state automata to model the sequential data. It can be considered as a machine learning approach which is applied to elicit insight about model parameters. In an HMM, transitions between states and emission of symbols are stochastic. HMMs are applied in many fields such as bioinformatics [1, 2, 3, 4, 5], econometric [6, 7], population genetics [8, 9] and etc. The main problem related to HMM is estimating parameters of the model by learning from training data. This problem is very important in real applications that is an NP-hard problem. Several approaches have been proposed to work out this problem, such as Baum-Welch [2], Viterbi-Training [2], Tabu-Search [10], SNNMF algorithm [11].

The goal of the Baum-Welch algorithm is to find the maximum likelihood estimators of HMM parameters. It is essentially the Expectation-Maximization algorithm that re-estimates the hidden parameters with the calculation of forward, backward and posterior probabilities of sequences in each iteration [2]. This algorithm suffers from slow convergence.

The Viterbi-training applies the Viterbi algorithm on input sequences to get the most likely paths and uses them to re-estimate the hidden parameters [2]. This method is affected by the low accuracy of parameter estimation and high dependency to initial guesses.

The Tabu-Search algorithm is a generalized heuristic global search technique which can be applied in many problems. In applying Tabu-Search on HMMs, every solution of the problem is considered as an array which is a concatenation of parameters of the model. The neighbors of a solution can be obtained by swapping two of its elements. By starting with a random solution, Tabu-Search algorithm explores the solution space by visiting the neighbors of the current solution in case of not being in tabu list [10]. This algorithm is so time-consuming, such that if the number of states of the model is more than 9, it takes several hours to find a solution.

The structured nonnegative matrix factorization algorithm (SNNMF), is another approach for parameter estimation of HMM that ensures the non-negativity of the estimated parameters. It uses a non-negative matrix factorization by applying stochastic constraints [11]. The main issue of this method is that it cannot be applied to models that their number of states are more than the number of distinct emitted characters.

Due to the high importance of the problem of estimating HMM parameters and numerous drawbacks of previous methods, proposing novel method that can estimate HMM parameters efficiently and accurately is in need. Stochastic methods such as Ant colony optimization are good alternatives to achieve this goal.
Ant Colony Optimization (ACO) [12, 13] is a metaheuristic method that simulates foraging manner of ant colonies. Ant colonies govern their foraging behavior without any centralized management [14] and just by deposited pheromones on paths. The pheromone trails in ACO denoted as information communication media [12], which ants share their information via them. Pheromones also reflect the search experience. Ants use them as guidance to find the best path and solve the problem. ACO is used for solving hard combinatorial optimization problems [12, 15] such as scheduling [16], traveling salesman [17], tracking system [18], power system harmonics [19], intelligent traffic control system [20], water resource management [21], green cloud computing [22] and etc.

ACO has several advantages: it is easy to integrate with other algorithms [23, 24, 25], is able to run parallel computation [15, 23, 24, 26], has strong robustness [23], includes an intelligent search [23], and has good global optimization compared to other metaheuristic algorithms [16, 23]. Furthermore, ACO rapidly converges to good solutions [23, 24, 27] and has guaranteed convergence [24]. On average, it performs efficiently when applied to comparatively complex problems [23].

In this paper, we propose a novel method inspired by ACO. First, we present a short review of the Hidden Markov Model and Ant colony algorithm in the next section. Then by using Ant colony technique, we propose an algorithm to estimate parameters with phenomenal speed and high accuracy.

2. Background

Particularly, ACO is an appropriate method in problems that are similar to the shortest path in the graph. Since, we reformed the problem of estimating HMM parameters to the shortest path problem; thus, it is reasonable to use ACO.

2.1. Hidden Markov Model (HMM)

An HMM is a statistical model to represent a Markov process with hidden states. An output of HMM is a sequence with finite length called sequence of observation that is represented as $S = s_1, \ldots, s_l$ and it is assumed to be emitted by sequences of states $T = t_1, t_2, \ldots, t_l$. These states are hidden and cannot be observed.

An HMM $\mathcal{M}$ with $n$ hidden states is represented by

- $\Sigma = \{c_1, \ldots, c_m\}$ is the set of alphabets of all sequences.
- $Q = \{q_1, \ldots, q_n\}$ is the set of states, each of which is able to emit symbols of alphabet $\Sigma$.
- $\pi_i, \forall i = 1, \ldots, n$ is the probability to start with $i$th state ($\pi_i = P(t_1 = q_i)$).
A = \{a_{ij}\}_{i,j=1,\ldots,n} \text{ which } a_{ij} \text{ is the transition probability from } q_i \text{ to } q_j, \text{ i.e. if the step is } k, a_{ij} = P(t_{k+1} = q_j \mid t_k = q_i).

E = \{e_{ij}\}_{i=1,\ldots,n; j=1,\ldots,m} \text{ where } e_{ij} \text{ is the probability that state } q_i \text{ emits } c_j, \text{ i.e. if the step is } k, e_{ij} = P(s_k = c_j \mid t_k = q_i).

It is obvious that \forall i:

\begin{align*}
\sum_{i=1}^{n} \pi_i &= 1, \\
\sum_{j=1}^{n} a_{ij} &= 1, \\
\sum_{j=1}^{m} e_{ij} &= 1 \tag{1}
\end{align*}

There are two types of HMMs: homogeneous and non-homogeneous. In homogeneous HMMs the probability distributions of transitions and symbol emissions are always the same, while they change during the time in non-homogeneous HMMs. All HMMs in this paper are assumed to be homogeneous. States and emissions in this paper are discrete. An HMM \( \mathcal{M} \) is specified by model parameters \( \lambda = \{\pi, A, E\} \). Given model parameters \( \lambda \), the probability of emitting a sequence of observation \( S = s_1, s_2, \ldots, s_l \) by a sequence of states \( T = t_1, t_2, \ldots, t_l \) is computed as follows.

\[
P(S, T \mid \lambda) = \pi_{t_1} \cdot \prod_{i=1}^{len} e_{t_i \cdot s_i} \cdot a_{t_i, t_{i+1}} \tag{2}
\]

where \( a_{t_{len}, t_{len+1}} = 1 \).

**Example 2.1.** Suppose the well-known Fair-Bet Casino HMM with \( \sum = \{1 \text{ (Head)}, 0 \text{ (Tail)}\}, Q = \{\text{Fair}, \text{Biased}\}, \pi = \left[ \frac{1}{2}, \frac{1}{2} \right], A = \begin{bmatrix} 0.9 & 0.1 \\ 0.1 & 0.9 \end{bmatrix}, E = \begin{bmatrix} \frac{1}{3} & \frac{2}{3} \\ \frac{2}{3} & \frac{1}{3} \end{bmatrix}. \)

The probability of emitting sequence \( S = 01011101001 \) with path \( T = FFFBBBFF \) is

\[
\left( 0.9 \times \frac{1}{2} \times 0.9 \times \frac{1}{2} \times 0.9 \times \frac{1}{2} \times 0.9 \times \frac{1}{2} \times 0.9 \times \frac{1}{2} \times 0.9 \times \frac{1}{2} \right) = 2.66 \times 10^{-6}
\]

Generally, the probability of emitting a sequence \( S \) by \( \mathcal{M} \) with model parameters \( \lambda \), which is denoted by \( P(S \mid \lambda) \), is calculated as follows.

\[
P(S \mid \lambda) = \sum_T P(S, T \mid \lambda) \tag{3}
\]

where \( T \) is a possible sequence of states in HMM \( \mathcal{M} \).

Let \( S_1, \ldots, S_N \) be \( N \) different sequences that are generated independently from HMM \( \mathcal{M} \) with model parameters \( \lambda \). The average of log-likelihood of emitting the sequences \( S_1, \ldots, S_N \) is defined by:

\[
prob = \frac{1}{N} \sum_{i=1}^{N} \log P(S_i \mid \lambda) \tag{4}
\]
In this paper, we represent an HMM $\mathcal{M} = (\Sigma, Q, A, E, \pi)$ as a directed graph $G = (V, E, w, Z)$ called associated graph that $V = Q \cup \{q_{\text{source}}, q_{\text{sink}}\}$ and $E = \{(q_i, q_j) | \forall q_i, q_j \in Q\} \cup \{(q_{\text{source}}, q_i) | \forall q_i \in Q\} \cup \{(q_i, q_{\text{sink}}) | \forall q_i \in Q\}$. The elements of $Q$ denote as state nodes and $q_{\text{source}}, q_{\text{sink}}$ as non-state nodes. In this graph, non state nodes are silent, i.e. they do not emit any symbol, but state nodes are able to emit each symbol of alphabet. $w$ is a function which assigns a weight to each edge as follows.

$$\forall q_i, q_j \in Q \quad w(q_i, q_j) = a_{ij}, \quad w(q_{\text{source}}, q_i) = \frac{1}{n}, \quad w(q_i, q_{\text{sink}}) = 1.$$  

For sake of simplicity, we show $w(q_i, q_j)$ by $w_{ij}$. In addition, a vector $Z_i = (z_i(1), z_i(2), \ldots, z_i(m))$ is assigned to each state node $q_i$, where 

$$\forall c_j \in \Sigma, \quad z_i(j) = e_{ij}. \tag{5}$$

**Example 2.2.** Suppose HMM $\mathcal{M} = (\Sigma, Q, A, E, \pi)$, $\Sigma = \{0, 1\}$, $Q = \{q_1, q_2, q_3\}$, $A = [a_{ij}]_{3 \times 3}$, $E = [e_{ij}]_{3 \times 3}$. The associated graph of this HMM is shown in Figure 1.

In this paper, we use “path” instead of sequence of states and “sequence” instead of “sequence of observation”.

There are three main problems related to HMM:

1. **Path Finding (PF):** HMM $\mathcal{M}$ with model parameters $\lambda$ is given. The problem is to determine a path for a sequence $S$, such that the probability $P(S, T | \lambda)$ is maximized.

2. **Known Parameter Estimation (KPE):** Suppose a set of sequences and their paths are given. The problem is to specify model parameters such that the average of log-likelihood of emitting all sequences by their paths is maximized.

3. **Unknown Parameter Estimation (UPE):** Assume a set of sequences are given and their paths are unknown. The problem is to identify model parameters with the aim of maximizing the average of log-likelihood of emitting all sequences.
The first and second problems have polynomial time algorithms. Viterbi algorithm [2] solves the path finding problem. Empirical distributions are the maximum likelihood estimators for model parameters in KPE problem [2]. However, UPE problem is NP-hard and if \( P \neq NP \), its exact solution cannot be obtained in polynomial time [28].

The problem studied in this paper is the UPE problem. There are many papers that have tried to solve this problem by heuristic methods such as [10, 29, 30, 31, 32]. The UPE problem is to estimate matrices \( A, E \). Thus, the problem of estimating HMM parameters is equivalent to finding weights of edges and vectors of each node in the associated graph. Here we utilize Ant Colony Optimization to solve UPE problem.

### 2.2. Ant Colony Optimization (ACO)

Social insects like ants act as a community. They are able to solve complex problems by means of cooperation. Ants can find the shortest path from the nest to the food source without visual information. They can also adapt to a changing environment. Ants communicate with each other by pheromones. While ants move, they drop some amount of pheromones. Ant Colony Optimization (ACO) is a probabilistic technique for solving optimization problems based on the behavior of ants in nature. Application of ACO on a graph with source and sink is as follows.

Every path from source to sink can be considered as a route for an ant to traverse. The graph contains all possible paths. Ants walk through the graph according to the distance and the amount of pheromones on each path. Thus, the probability of traversing the edge from node \( x \) to \( y \) can be formulated as follow.

\[
P_{x,y} = \begin{cases} 
\frac{(\tau_{x,y})^\alpha(\eta_{x,y})^\beta}{\sum_{z \in N_x} (\tau_{x,z})^\alpha(\eta_{x,z})^\beta} & y \in N_x, \\
0 & \text{otherwise},
\end{cases}
\]

(6)

where \( N_x \) is a set of the neighbor nodes of \( x \), \( \tau_{x,y} \) is the pheromone amount on the edge from \( x \) to \( y \), \( \eta_{x,y} \) is the desirability of transition from node \( x \) to \( y \) (usually the desirability is the inverse of distance) and \( \alpha, \beta \) are two parameters to control the influence of variables.

When all ants move through the graph, pheromone quantities will be updated as follows.

\[
\tau_{x,y} = (1 - \rho)(\tau_{x,y} + \sum_v \Delta_{x,y}^v)
\]

(7)

where \( \rho \) is the pheromone evaporation coefficient and \( \Delta_{x,y}^v \) is the amount of pheromone deposited by \( v \)th ant on the edge from \( x \) to \( y \). A large value of \( \rho \) indicates fast evaporation. ACO algorithm includes several parameters, of which, the number
of ants and the evaporation factor can highly influence the calculation time. The above parameters are determined in the subsequent sections in detail.

We use ACO technique to propose an algorithm to estimate HMM parameters.

3. Method

In the UPE problem, our inputs are a set of sequences and the number of states of the HMM. The goal is to determine model parameters of the HMM that maximizes the log-likelihood of sequences given model \( \log P(s|\lambda) \).

**Unknown Parameter Estimation Problem:**
Find the optimal model parameters.

- **Inputs:** A set of sequences \( S_1, S_2, \ldots, S_N \) generated by an HMM \( M(\Sigma, Q, A, E, \pi) \) where elements of \( A, E \) and \( \pi \) are not known.
- **Output:** Values of \( \lambda = (A, E, \pi) \) that maximizes \( \frac{\sum \log P(S_i|\lambda)}{N} \)

As mentioned above, this problem is NP-hard. Considering the associated graph \( G \), the main steps of our algorithm are as follows.

1. Find initial path for each sequence by random movements of ants.
2. Set initial pheromones on nodes and edges.
3. Estimate weights of edges and vectors of each node to re-estimate matrices \( A, E \).
4. Find new paths for each sequence according to matrices \( A, E \) and pheromones.
5. Update and evaporate the pheromone values.
6. Go to the third step if the termination criteria do not satisfy, otherwise stop.

These steps are explained elaborately in the subsequent subsections.

3.1. Find initial paths

For the first iteration, we assume that the weights of edges and vector of nodes are zero. We considered an ant for each input sequence. At the first step, for each sequence of observation, we consider a random movement of ant in graph \( G \) from source to sink as its sequence of states. The number of nodes visited in path except source and sink, is as long as the sequence of observation. For example, for sequence of observation \( S = s_1 s_2 \ldots s_l \) \((\forall i, s_i \in \Sigma)\) and its corresponding ant, the random path \( T = q_{source} t_1 t_2 \ldots t_l q_{sink} \) is selected \((\forall i, t_i \in Q)\). This path can be shown as follows:

\[
< q_{source} >, < t_1, s_1 >, < t_2, s_2 >, \ldots, < t_l, s_l >, < q_{sink} > .
\]
3.2. Initial pheromone

We defined two types of pheromone instead of $\tau_{x,y}$ described in the Section 2. Since the goal is to estimate two parameter types $A, E$, every ant deposits two kinds of pheromones: The first type of pheromones is related to edges and the second is related to nodes. For each edge $e = (q_i, q_j)$ we defined pheromone value $\tau^A_{ij}$ and for each node $q_i$, we defined pheromone vector $\tau^E_i$ of size $m$. The pheromone quantities on edges are proportionate to the number of ants visited those edges and the pheromone quantities on pairs $<t_i, c_j>$ are proportionate to the number of ants emitted those symbols from those states. The amount of pheromone put by one ant on an edge is $Phr^A$, and the amount of pheromone it puts on each node for any character is $Phr^E$.

If edge $e = (q_i, q_j)$ in $G$ is passed by $x$ ants in the first iteration, we defined

$$\tau^A_{ij} = (x \times Phr^A)(1 - \rho),$$

where $\rho$ is the pheromone evaporation coefficient.

If $<q_i, c_j>$ is visited $y$ times in ants paths,

$$\tau^E_i(j) = (y \times Phr^E)(1 - \rho).$$

3.3. Estimate weights of edges and vectors of each node

In each iteration, weights of edges and vectors of each node are updated using residual amount of pheromone $\tau^A_{ij}, \tau^E_i$ as follows.

$$w'_{ij} = w_{ij} + \tau^A_{ij}$$

$$z'_i(j) = z_i(j) + \tau^E_i(j)$$

Then weights of edges and vectors of each node are normalized. Normalizing is done by

$$w_{ij} = \frac{w'_{ij}}{\sum_{k=1}^{n} w'_{ik}}$$

$$z_j(j) = \frac{z'_i(j)}{\sum_{k=1}^{m} z'_i(k)}.$$

And the values of matrices $A, E$ are updated by

$$a_{ij} = w_{ij}, \quad \forall i, j \in [1, n]$$

$$e_{ij} = z_i(j), \quad \forall i \in [1, n], j \in [1, m].$$
3.4. Finding new path

From this stage on, the movements of ants are based on weights of edges and vectors of each node. The decision rule for selecting the sequence of states for a sequence of observation \( S = s_1 s_2 \ldots s_l \) is as follows.

If the ant corresponding to sequence \( S \) is at node \( q_i \) in the one step of its movement and the next symbol is \( c_k \), the state \( q_j \) is selected as its next node of path if:

\[
j = \arg \max_d \frac{(\log(w_{ld}) + \tau^A_{id}) \times (\log(z_d(k)) + \tau^E_{d}(k))}{\sum_{r=1}^{n}(\log(w_{ir}) + \tau^A_{ir}) \times (\log(z_r(k)) + \tau^E_{r}(k))}
\]

and for the first step of movement from source, \( q_j \) is selected by ant if the first symbol is \( c_k \) and

\[
j = \arg \max_i \frac{\log(w_{\text{source},i}) \times (\log(z_i(k)) + \tau^E_{i}(k))}{\sum_{r=1}^{n}(\log(w_{\text{source},r}) \times (\log(z_r(k)) + \tau^E_{r}(k))}.
\]

3.5. Update and evaporate pheromone

The weights of edges and vectors of nodes are updated in each iteration as follows.

If edge \( e = (q_i, q_j) \) in \( G \) is passed by \( d \) ants in this iteration, the pheromone of this edge is updated by:

\[
\tau^A_{ij} = \tau^A_{ij} + (d \times Phr^A)(1 - \rho).
\]

If \( < q_i, c_j > \) is visited \( f \) times in ants paths, the \( j \)th elements of \( \tau^E \) will be updated by:

\[
\tau^E_{i}(j) = (f \times Phr^E)(1 - \rho).
\]

Then we go to step 3 to re-estimate matrices \( A, E \).

3.6. Terminate or continue

The algorithm iterates until one of the following conditions is met.

(i) Number of iterations reaches to a predefined max iteration value.
(ii) Algorithm converges.

The algorithm converges when all the following constraints satisfy.

1. Norm-2 of subtraction of estimated matrices \( A \) in two consecutive iterations divided by the number of states, is lower than a predefined threshold. Particularly, \( \frac{||A^t - A^{t-1}||_2}{n} < \text{threshold} \), where \( A^t \) is estimation of \( A \) in the \( t \)th iteration.
2. Norm-2 of subtraction of estimated matrices for $E$ in two consecutive iterations divided by the number of states, is lower than a predefined threshold. Particularly, $\frac{\|E^t - E^{t-1}\|_2}{n} < \text{threshold}$, where $E^t$ is estimation of $E$ in the $t$th iteration.

3. The following relation satisfies:

$$\frac{|\text{prob}^t - \text{prob}^{t-1}|}{\text{prob}^{t-1} + 1} < \text{threshold}$$  \hspace{1cm} (20)

where $\text{prob}^t$ is the log-likelihood of sequences given model parameters estimated in $t$th iteration.

The main scheme of our algorithm is represented in Figure 2.

4. Results and discussion

4.1. Simulation

We generate 5 datasets in order to evaluate algorithms. The datasets have different characteristics. In this paper StateNum denotes the number of states, CharNum
indicates the number of symbols in alphabet, \textit{LineCount} is the number of sequences in each dataset and \textit{SeqLen} is the length of sequences.

We considered distinct HMMs with dissimilar StateNum, CharNum and generated different cases from each HMMs with various SeqLen and LineCount. Each case includes a quartet (trainSet, testSet, \(A, E\)): two sets of sequence for training and testing and also the original matrices \(A, E\). The number of sequences in trainSet and testSet is equal in each case. In each case, the lengths of sequences were considered to be different in order to evaluate algorithms on sequences with dissimilar lengths. In order to completely evaluate algorithms, the condition number of transition and emission matrices were different and in range (1, 250). The distribution of transition and emission matrices were considered uniform unless where we declare another distribution. The sequences were generated by \textit{hmmgenerate} function in Matlab giving the parameters of the model. In some generated cases, the log-likelihood of emitting sequences given the original model parameters, was \(-\infty\). We eliminated such cases from further analyses.

We compare the mentioned algorithms on five datasets:

1. **DS1**: A dataset of 432 cases that are generated from the uniform probability distribution.

   We considered 24 distinct HMMs and generated 18 different cases from each HMMs. Values of parameters were set to the following numbers:
   - StateNum: 2, 3, 5, 8
   - CharNum: 2, 4, 8, 12, 16, 20
   - LineCount: 50, 100, 500, 1000, 2000, 5000
   - SeqLen: (10, 20), (50, 100), (100, 200)

   The values of parameters were selected based on natural applications of HMM, so the testbed is natural and reasonable. For example, in prediction of secondary structure, the StateNum=3 (Helix, Sheet, Coil) [33, 34, 35, 36, 37, 38] or StateNum=8 (H=alpha helix, B=beta-bridge, E= extended strand, G=3/10 helix, I=pi-helix, T=turn, S=bend, X=coil) [33, 35, 39, 40] and CharNum=20 (number of amino acids). In Fair-BetCasino problem, StateNum=2 (Fair, Biased) and CharNum=2 (Head, Tail) [2]. When modeling membrane protein topology prediction to HMM problem, we have CharNum=20 (number of amino acids) and StateNum=5 (outside loop, outside tail, membrane helix, inside tail, inside loop) [41]. In the prediction of Heterochromatin/Euchromatin regions from DNA sequence, the StateNum=2 (Heterochromatin, Euchromatin) and CharNum=4 (number of nucleic acids).

   SeqLen is considered small since the likelihood of long sequences is close to zero and their numerical calculations lead to underflow. The transition and emission
probability distributions are uniform. For further information about these cases refer to Additional files 1, 2.

2. **DS2**: A dataset of 432 cases that are generated from normal probability distribution.
   
   These cases are generated with similar settings (such as StateNum, CharNum, LineCount, SeqLen, the number of distinct HMMs, etc) to the first dataset, except that the transition and emission matrices were generated by the truncated normal distribution with $\sigma^2 = 0.25$ and $\mu = 0.5$. Thus, the generated numbers out of range [0, 1] are set to 0.5. The selection of $\sigma^2$, $\mu$ is reasonable since the sampled elements in range [0, 1] has mean $= 0.5$ and since in normal distribution almost all numbers are $\pm 2\sigma^2$ far from $\mu$. This is common to consider normal and uniform distribution for generating datasets [42]. For further information about these cases refer to Additional files 3, 4.

3. **DS3**: A dataset of 30 cases with singular transition matrices
   
   In each case, all rows of transition matrix were generated randomly from the uniform distribution and the last row was computed based on a linear combination of other rows, this procedure ensures the singularity of the transition matrix. Since emission matrices are often not square, their singularity is not meaningful. Supplementary information about these cases is provided in Additional file 5 and 6.

4. **DS4**: A dataset of 90 cases with sparse transition matrices
   
   The cases in this dataset have sparse transition matrices with uniform probability distributions. In order to fully examining this kind of data, we considered the size of transition matrices from $5 \times 5$ to $50 \times 50$. Further information of these cases is presented in Additional files 7 and 8.

5. **DS5**: A dataset of 16 cases with absorbing states
   
   A common type of HMM with transient states is an absorbing one. In an absorbing HMM, every state can reach an absorbing state. An absorbing state is a state that, once entered, cannot be left. We simulated a dataset containing 16 cases with the random number of absorbing states. More information about this dataset is provided in Additional files 9 and 10.

For each case, we estimated model parameters via Baum-Welch, Viterbi-Training, Tabu-search, SNNMF and AntMarkov algorithms by trainSet.

We use off-the-shelf implementations of Viterbi-Training and Baum-Welch algorithm in Matlab. Also, SNNMF is implemented by [11]. Thus, we implement our algorithm and Tabu-Search in Matlab in order to provide a comparative analysis. The maximum number of iterations was set to 100 in all iterative algorithms. In Baum-Welch, Viterbi-Training and AntMarkov algorithms, the threshold used in convergence constraints, was set to $10^{-6}$. Baum-Welch and Viterbi-Training...
algorithms take an initial transition and emission matrices as input. These initial matrices were generated from a uniform distribution for cases with uniform HMMs and from a normal distribution for cases with normal HMMs. In Tabu-Search algorithm, a number of neighbors considered in each step and the size of Tabu-list were set to 20, according to the suggestion of its paper [10].

Implementation of SNNMF algorithm is not able to deal with cases that their StateNum is greater than CharNum. Thus, we did not execute it in such cases.

We observed that the performance of AntMarkov algorithm is influenced severely by Phr\(^A\) and Phr\(^E\) values. Thus, we considered 4 different intervals for choosing Phr\(^A\) and 4 different intervals for choosing Phr\(^E\). For each training case, Phr\(^A\) and Phr\(^E\) values were selected randomly from their intervals.

We tested 16 various values for pheromones in AntMarkov. Intervals for Phr\(^A\) and Phr\(^E\) were (0, 1), (1, 10), (10, 100), (100, 1000). We observed that on 80% cases, (100, 1000) is the best interval for Phr\(^A\) and results were indifferent to the selection of an interval of Phr\(^E\). To compare AntMarkov with other algorithms, we set Phr\(^A\) to a random number in the interval (100, 1000) and Phr\(^E\) to a random number in the interval (0, 1).

We evaluated the performance of algorithms according to the following criteria:

- Log-likelihood: is defined in formula (4). This is the most fundamental criterion for evaluating the estimation of HMM parameters.
- Time: the time consumed by the algorithm to produce the output. We recorded the time consumed by each algorithm for estimating parameters from trainingSet by Matlab commands.
- NormE: the norm of subtraction of estimated emission matrix with the original emission matrix.
- NormTR: the norm of subtraction of estimated transition matrix with original transition matrix.

We compute Frobenius norm, infinity norm and 2-norm for both the normE and normTR. Results show that these three norms are equivalent, i.e. whenever algorithm A has better 2-norm than algorithm B, the Frobenius norm of algorithm A is better than that of algorithm B. The values of 2-norm for normTR and normE is in [0, 2]. It is obvious that the lower values of normTR (normE) means that the estimated transition (emission) matrix is more similar to the original transition (emission) matrix. Hence, normTR and normE can be interpreted as the accuracy of estimation. Since computing the difference of estimated and the true parameters in this way, is dependent on the ordering of states, we calculated normE and normTR for all permutations of states. Then for evaluating the algorithms, we considered the value of normE and normTR for
Table 1. Win percentage on uniform data (DS1).

| criteria   | AntMarkov | Baum-Welch | Viterbi-Training | SNNMF | Tabu-Search |
|------------|-----------|------------|------------------|-------|-------------|
| Log likelihood | 0.43      | 0.13       | 0.02             | 0.33  | 0.09        |
| Norm-2-TR  | 0.32      | 0.25       | 0.00             | 0.15  | 0.28        |
| Norm-2-E   | 0.48      | 0.15       | 0.01             | 0.24  | 0.13        |
| Norm-Inf-TR| 0.39      | 0.16       | 0.00             | 0.27  | 0.17        |
| Norm-Inf-E | 0.45      | 0.04       | 0.01             | 0.37  | 0.12        |
| Norm-Fr-TR | 0.41      | 0.11       | 0.00             | 0.34  | 0.14        |
| Norm-Fr-E  | 0.47      | 0.00       | 0.01             | 0.41  | 0.11        |
| time       | 0.45      | 0.00       | 0.32             | 0.23  | 0.00        |
| iteration  | 0.76      | 0.00       | 0.24             |       |             |

The permutation that the algorithm has the lowest sum of normTR and normE.

In Tables 1, 2, 3, 4, 5, norm_2_TR, norm_inf_TR and norm_Fro_TR stand for normTR based on 2-norm, infinity and Frobenius norm. Similarly, norm_2_E, norm_inf_E, and norm_Fr_E denote normE based on 2-norm, infinity and Frobenius norm.

We considered the win percentage of algorithms according to the above criteria. The win percentage value of algorithm A based on criterion C means the percentage of cases that algorithm A performs better than others based on criterion C.

4.2. Results on simulated datasets

In order to fully investigate the performance of AntMarkov, we compared its results with the results of four other methods, namely Baum-Welch, Viterbi-Training, SNNMF and Tabu-Search method on simulated datasets.

4.2.1. Validation on cases with complete associated graphs

For each first two datasets DS1 and DS2, we generated 432 different cases. All mentioned algorithms were applied to these datasets. It should be noted that SNNMF cannot handle 90 cases in both datasets, because their CharNum values were less than StateNum. We compare all algorithms on 342 remaining cases. Tables 1 and 2 represent summaries of performance quality of algorithms on the uniform and normal datasets.

It is crystal clear from these tables that AntMarkov has the highest win percentage based on all criteria in both datasets. Results show that in most cases estimations obtained by AntMarkov has the highest log-likelihood and better accuracy. Moreover, this algorithm saves time in most cases in comparison of other algorithms. Nevertheless, this is not the end of the analysis, since these 864 cases cannot cover the space of all possible cases. We probed other kinds of cases such as those with sparse or singular transition matrix or those with absorbing states for further
Table 2. Win percentage on normal data (DS2).

| criteria       | AntMarkov | Baum-Welch | Viterbi-Training | SNNMF | Tabu-Search |
|----------------|-----------|------------|------------------|-------|-------------|
| Log likelihood | 0.49      | 0.10       | 0.01             | 0.32  | 0.08        |
| Norm-2-TR      | 0.39      | 0.18       | 0.00             | 0.20  | 0.23        |
| Norm-2-E       | 0.62      | 0.09       | 0.00             | 0.26  | 0.03        |
| Norm-Inf-TR    | 0.46      | 0.12       | 0.00             | 0.30  | 0.11        |
| Norm-Inf-E     | 0.47      | 0.02       | 0.01             | 0.45  | 0.05        |
| Norm-Fr-TR     | 0.41      | 0.13       | 0.00             | 0.37  | 0.09        |
| Norm-Fr-E      | 0.47      | 0.01       | 0.02             | 0.46  | 0.04        |
| time           | 0.46      | 0.00       | 0.30             | 0.24  | 0.00        |
| iteration      | 0.77      | 0.00       | 0.23             |       |             |

Table 3. Win percentage on data with singular transition matrix (DS3).

| criteria       | AntMarkov | Baum-Welch | Viterbi-Training | SNNMF | Tabu-Search |
|----------------|-----------|------------|------------------|-------|-------------|
| Log likelihood | 0.41      | 0.12       | 0.00             | 0.41  | 0.06        |
| Norm-2-TR      | 0.76      | 0.00       | 0.00             | 0.24  | 0.00        |
| Norm-2-E       | 0.71      | 0.06       | 0.00             | 0.24  | 0.00        |
| Norm-Inf-TR    | 0.76      | 0.00       | 0.00             | 0.18  | 0.06        |
| Norm-Inf-E     | 0.88      | 0.06       | 0.00             | 0.06  | 0.00        |
| Norm-Fr-TR     | 0.76      | 0.00       | 0.00             | 0.24  | 0.00        |
| Norm-Fr-E      | 0.94      | 0.00       | 0.00             | 0.06  | 0.00        |
| time           | 0.35      | 0.00       | 0.47             | 0.18  | 0.00        |
| iteration      | 0.72      | 0.00       | 0.28             |       |             |

assessments. For further information about these calculated criteria on each case refer to Additional files 11 and 12. For an instance, one estimated model parameters by each algorithm are presented in Additional files 13 and 14. The comparison on all cases (without eliminating 90 cases) is provided in Additional file 15.

4.2.2. Validation on cases with singular transition matrices

DS3 with 30 cases with singular transition matrices were provided to assess this issue. A report of their performance quality is shown in Table 3. The win percentage of cases that AntMarkov and SNNMF obtain the model with the highest likelihood, are the same. Moreover, AntMarkov has succeeded to obtain more accurate estimations of parameters. The accuracy of estimation obtained by AntMarkov is outstanding. It can be seen that AntMarkov can win in more than 70% cases regarding norm-TR and norm-E. Consequently, the overall performance of AntMarkov is better than others in these cases. More details about these results are provided in Additional File 16. For an instance one estimated model parameters by each algorithm is presented in Additional files 17.

4.2.3. Validation on cases with sparse transition matrices

Since almost all of these algorithms use matrix computing in their methods, analyzing their performance for estimating sparse matrices is of high importance.
Table 4. Win percentage on data with sparse transition matrix (DS4).

| criteria       | AntMarkov | Baum-Welch | Viterbi-Training | SNNMF | Tabu-Search |
|----------------|-----------|------------|------------------|-------|-------------|
| Log likelihood | 0.12      | 0.26       | 0.02             | **0.54** | 0.06        |
| Norm-2-TR      | 0.47      | 0.10       | 0.01             | 0.15  | 0.27        |
| Norm-2-E       | 0.45      | 0.00       | 0.00             | 0.22  | 0.33        |
| Norm-Inf-TR    | 0.57      | 0.09       | 0.00             | 0.18  | 0.16        |
| Norm-Inf-E     | 0.60      | 0.00       | 0.00             | 0.21  | 0.19        |
| Norm-Fr-TR     | 0.48      | 0.16       | 0.01             | 0.12  | 0.22        |
| Norm-Fr-E      | 0.58      | 0.00       | 0.00             | 0.25  | 0.17        |
| time           | 0.43      | 0.00       | 0.35             | 0.22  | 0.00        |
| iteration      | 0.60      | 0.00       | 0.40             |       |             |

Table 5. Win percentage on data with random number of absorbing states (DS5).

| criteria       | AntMarkov | Baum-Welch | Viterbi-Training | SNNMF | Tabu-Search |
|----------------|-----------|------------|------------------|-------|-------------|
| Log likelihood | 0.19      | **0.56**   | 0.00             | 0.25  | 0.00        |
| Norm-2-TR      | 0.19      | **0.31**   | 0.06             | 0.25  | 0.06        |
| Norm-2-E       | **0.38**  | 0.31       | 0.00             | 0.19  | 0.13        |
| Norm-Inf-TR    | 0.13      | **0.44**   | 0.13             | 0.00  | 0.13        |
| Norm-Inf-E     | **0.38**  | 0.31       | 0.00             | 0.19  | 0.13        |
| Norm-Fr-TR     | 0.25      | **0.38**   | 0.06             | 0.06  | 0.13        |
| Norm-Fr-E      | **0.44**  | 0.31       | 0.00             | 0.25  | 0.00        |
| time           | 0.00      | 0.00       | **0.56**         | 0.00  | 0.00        |
| iteration      | **0.81**  | 0.00       | 0.19             |       |             |

We applied the mentioned methods on DS4 to accomplish this evaluation. Table 4 summarizes the performance of other algorithms. These results express that SNNMF can estimate the most probable estimations in more cases than other algorithms on these datasets. However, the accuracy of parameters estimated by AntMarkov is prominent. In sum, AntMarkov succeeded to obtain good results in these cases. Extra information about these results are provided in Additional file 18 and one estimated parameter instance for each algorithm is provided in Additional file 19.

4.2.4. Validation on cases with absorbing states

We examined the performance of algorithms for estimating parameters of absorbing HMMs. A report of performance quality of algorithms is presented in Table 5. It can be inferred that AntMarkov can estimate the emission matrices accurately, but it cannot obtain an accurate estimation of transition matrices and BaumWelch has a better win percentage for these matrices. Thus, the overall performance of BaumWelch algorithm according to log-likelihood and accuracy of estimated transition matrix is preferable in cases with absorbing HMM. More details about algorithm results are provided in Additional file 20 and the first estimated matrices of each algorithm are provided in Additional file 21.
4.2.5. Summary of results on simulated data

Taking all results of previous sections into account, AntMarkov has a superior performance in most conditions, such as the cases with complete transition graphs with the probabilities generated from uniform or normal distributions. Furthermore, AntMarkov has the best performance in cases with sparse transition matrix and singular transition matrix. It should be mentioned that in cases with sparse transition matrix, SNNMF obtained best log likelihood, while AntMarkov yield more accurate estimations.

SNNMF can obtain fairly good results and in most cases the performance of SNNMF is the second best. In cases sparse transition matrix and singular transition matrix, SNNMF obtained log likelihood and fairly good accuracy.

BaumWelch performance was the best with absorbing states, while it cannot get good results in other cases.

Viterbi training performed poorly on almost all cases; this is also true about Tabu-search method.

4.3. Application on protein secondary structure prediction problem

One can conclude from the previous section that AntMarkov can estimate HMM parameters in simulated data accurately and efficiently. Nevertheless, it is precious to assess its performance in a natural application. Prediction of protein secondary structure is an important step towards predicting its three-dimensional structure, analyzing protein function and applications like drug design. This is a challenging problem in bioinformatics. It is widely accepted that amino acid sequence determines protein shape [43]. It means the primary structure of proteins uniquely determining their secondary structure. Three major secondary structure elements are helix (H), Sheet (S) and coil (C). The coil class is default descriptions for those amino acids do not belong to helix or sheet classes. In the secondary structure prediction, we usually assign a structural state from a three-letter alphabets H, S, C to each amino acid. An HMM with StateNum=3 and CharNum=20 is considered for this application. Each protein sequence is considered as a sequence of observation and its path denote the secondary structure. The dataset used for training HMM was CullPDB [44] that contains 1763 proteins generated by the PISCES server with the identity of less than 30%. The secondary structures of these proteins were derived from PDB [45]. We used 5 fold cross validation for assessing the quality of estimation. The dataset was divided randomly into 5 parts. In each fold, HMM parameters were learned by 4 parts and then the obtained HMM was tested on the remaining part. One of
Table 6. Average on 5-fold cross-validation on CullPDB (1763 Protein).

| criteria   | AntMarkov | Baum-Welch | Viterbi-Training | SNNMF | Tabu-Search |
|------------|-----------|------------|------------------|-------|-------------|
| Time       | 0.023     | 679.149    | 15.280           | 5.259 | 1.259       |
| Q3-Helix   | 0.332     | 0.298      | 0.327            | 0.146 | 0.333       |
| Q3-Sheet   | 0.338     | 0.349      | 0.324            | 0.340 | 0.337       |
| Q3-Coil    | 0.335     | 0.360      | 0.334            | 0.552 | 0.329       |
| Q3-Overall | 0.335     | 0.336      | 0.334            | 0.346 | 0.334       |
| Prc-Helix  | 0.346     | 0.344      | 0.321            | 0.344 | 0.345       |
| Prc-Sheet  | 0.427     | 0.433      | 0.475            | 0.422 | 0.423       |
| Prc-Overall| 0.335     | 0.334      | 0.340            | 0.321 | 0.333       |
| F-m:Helix  | 0.326     | 0.282      | 0.285            | 0.202 | 0.325       |
| F-m:Sheet  | 0.264     | 0.246      | 0.237            | 0.256 | 0.259       |
| F-m:Coil   | 0.357     | 0.351      | 0.312            | 0.469 | 0.348       |
| F-m:Overall| 0.335     | 0.335      | 0.337            | 0.309 | 0.333       |

the estimated parameters by each algorithm is presented in Additional file 22. For each sequence in the last part, the path finding (PF) problem was solved and the answer was considered as estimated secondary structures by HMM. One can see one instance of the predicted structure suggested by each algorithm in Additional file 23. We compared the estimated structures with the original ones derived from PDB. The assessment has been done according to the following criteria:

- Q3 (Recall): \( \frac{TP}{TP + FN} \)
- Precision: \( \frac{TP}{TP + TN} \)
- F-measure: \( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \)

In Table 6, Prc stand for Precision and F-m denotes F-measure.

These criteria can be calculated for each structure (H, E, C), separately. For example, the Q3 criterion based on helix is the number of truly detected helices over the sum of correctly detected helices and false detected non-helices.

\[
Q3 - Helix = \frac{TP_{Helix}}{TP_{Helix} + FN_{Helix}}
\]  

(21)

Other criteria such as Q3-Sheet, Q3-Coil, Prc-helix, Prc-Sheet, ⋯ are defined similarly. The overall criteria (Q3-Overall, Prc-Overall, and F-m-Overall) are computed by averaging these criteria in each structure. For example,

\[
Q3 - Overall = \frac{Q3 - Helix + Q3 - Sheet + Q3 - Coil}{3}.
\]

(22)

We compute all mentioned criteria for each algorithm based on all permutations of states. Finally, the reported criteria of each algorithm are selected based on the permutation that has the maximum F-measure-overall. Unfortunately, some papers have considered only Q3 for their analysis, while this is not sufficient. Considering Precision and especially F-measure besides Q3 can help us to conduct a fairer and
better assessment. Precision and Q3 have trade-off and F-measure is a harmonic average of Precision and Q3. So F-measure can suitably capture the quality of performance. It should be noted that in CullPDB dataset, the ratio of Helix, Sheet, and Coil is 35%, 23%, and 42%, respectively. Since the partition of whole datasets is conducted randomly, we repeated the five-fold cross-validation on CULLPDB dataset 100 times and computed Q3, Precision, and F-measure for each execution. Then, we calculated the total criteria by averaging on executions. For example, Q3-Helix for AntMarkov on a fold is calculated by averaging Q3-Helix on each of 100 executions of AntMarkov on that fold. In this way, in each fold, all criteria can be computed for each algorithm. These results are provided in Additional File 24. F-m of algorithms in each fold is listed in Table 6. These tables can get us a summary on performance quality of each algorithm. It can be seen from the table that each of methods has good performance according to some criteria. But all criteria do not have equal worthiness. The last row of this table shows F-m-Overall which is the most expressive criterion; thus, it has the highest worthiness in our evaluation. Because Q3 and Precision have trade-off, i.e. maximizing one of them leads to the minimization of the other. Therefore, their geometric average which is F-measure, is more expressive than precision and recall. On the other hand, achieving good results on just one type of secondary structure such as helix, coil or strand is not good enough. The overall performance on all types of secondary structures shall be good. Put all these considerations into account, one can conclude that F-m-Overall is the most important criterion in this area.

It should be noted that SNNMF and Viterbi-training has high performance in these cases. According to the results, Viterbi-training is a reasonable method in this application. AntMarkov succeeded to obtain best results according to 4 criteria. Although, it cannot obtain good F-m-overall. Its F-m-Overall is very close to the best F-m-Overall. Although AntMarkov cannot achieve the highest performance according to some criteria, it is a good alternative to predict protein secondary structure, since it has a highly good F-m-Overall.

5. Conclusions

We proposed a method for estimating HMM parameters in this paper and compared it with previous methods such as Baum-Welch, Tabu-Search, Viterbi-Training and SNNMF method on real data and simulated data. The evaluations are conducted in two steps: Simulation data and real data. This study showed that in most cases our algorithm outperformed other algorithms in matter of all criteria on simulation data and obtain good results on real data.

According to the results on simulation data, if the sequences are emitted from transition and emission matrices with a normal or uniform probability distribution
and with no specification (like DS1 and DS2) or when the original transition matrix is singular (like DS3), AntMarkov is the best algorithm with regard to log-likelihood. Whereas if the original transition matrices are sparse (like DS4), SNNMF can obtain better results. On the other hand, if the HMM has absorbing states (like DS5), BaumWelch is preferred. With respect to time or accuracy of estimated parameters, according to the results on simulation datasets AntMarkov had the best performance on all datasets DS1, DS2, DS3, DS4 and DS5 and it succeeded to achieve estimations that are very close to their original values.

A summary of the performance of algorithms on all simulated datasets is as follows. It should be noted that the performance of Tabu-search on cases with singular transition matrix or on HMMs with absorbing states, was hopeless. Moreover, Viterbi Training usually obtained its final estimations quickly but the quality of its estimations was the worst with respect to likelihood and the difference of estimations with original parameters. The likelihood of BaumWelch results was relatively good; however, it took a lot of time to estimate parameters. Although SNNMF could obtain the results with a relatively high likelihood, its estimations were not very close to the original parameters. Conversely, AntMarkov could obtain results quickly with almost the highest likelihood among other algorithms and its estimations were very close to the original parameters. In sum, according to the results on simulated datasets, AntMarkov is the best alternative for estimating HMM parameters.

In the next stage of evaluation, we considered an application of HMM parameter estimation in a real biological problem. To do this, we applied the mentioned algorithm on the problem of estimating the secondary structure of proteins. The evaluation criteria for this application was Q3 (recall), Precision and F-measure. We applied algorithms on CullPDB dataset with 5 fold cross validation 100 times and computed the average of Q3, Precision, and F-measure. The results showed that Viterbi-training obtained best F-measure and AntMarkov succeeded to obtain a good average of F-measure, which is the most important and expressive criterion. Taking the good performance of AntMarkov in simulated datasets and high F-measure in real data, AntMarkov can be known as an efficient algorithm for estimating HMM parameters.

The source code of our algorithm is available in https://github.com/emdadi/HMMPE. We gather the implementation of other algorithms in this address. Also, we develop a program that gets the input sequences and executes the mentioned algorithms altogether and outputs all results.
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