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Abstract

The expectation to progress towards Terawatts production by solar technologies requires continuous development of new materials to improve efficiency and lower the cost of devices beyond what is currently available at industrial level. At the same time, the turnaround time to make the investment worthwhile is progressively shrinking. Whereas traditional absorbers have developed in a timeframe spanning decades, there is an expectation that emerging materials will be converted into industrially relevant reality in a much shorter timeframe. Thus, it becomes necessary to develop new approaches and techniques that could accelerate decision-making steps on whether further research on a material is worth pursuing or not. In this review, we will provide an overview of the photoemission characterization methods and theoretical approaches that have been developed in the past decades to accelerate the transfer of emerging solar absorbers into efficient devices.

1. Introduction

A better understanding of the implications of fossil-fuel produced energy on climate changes and pollution, coupled with a steady decline of the cost of solar-produced electricity, has created an expectation for PV to progress towards multi-Terawatts capacity, with goals set for 10 TW of PV-produced energy by 2030 and 30–70 TW by 2050 [1]. PV market leaders such as silicon (∼95% of the market in 2018), cadmium telluride or copper indium gallium selenide, however, will be unable to fulfil this demand. Some of the limitations of Si-based solar cells include the energy intensive process required for the Si purification [2, 3] and a precious metal, silver, to produce the electrical contacts [1]. Although CdTe and copper indium gallium selenide (CIGS) solar cells are undoubtedly the competitors at a market level to Si [4–6], the toxicity and scarcity of some of their constituent elements have kept the search for more suitable solar absorbers very much alive in the past decades [7]. The discovery of hybrid perovskite solar cells and widespread of related research have boosted the field even more, due to the extraordinary gain in performance that these absorbers have shown. It is natural that the research community has made tremendous efforts into understanding the fundamental mechanism responsible for their outstanding performance and possibly, design materials that could have the same performance without the instability limitation that hybrid perovskite display [8–15]. With the advent of high-throughput calculations and data-mining algorithms capable of predicting hundreds of new compounds in a relative short space of time [10, 14, 16–22], pressure has increased to provide experimental validation of the quality and merit of these predicted materials. Growth of new materials and their
characterization can be substantially accelerated by high-throughput methods [23–25], and recently these methods have been extended to full device fabrication [26–33] and interphase characterization [34]. However, the conversion of new materials into highly performing device is often still slow and inefficient, requiring several years if not decades in most cases.

Among solar absorbers, certainly the hybrid organic–inorganic perovskite represent an exception in terms of rapid performance gains, virtually fulfilling the Holy Grail-quest for defect-tolerant semiconductors [8, 9, 13, 35, 36]. However, the issue of long-term stability and problems with scaling to large area-devices has so far hampered a reliable and substantial market penetration [37, 38]. Thus, it has become essential to develop methodologies that can accelerate turnover of new materials into market-relevant highly performing devices, whether this means improving their efficiency or their long-term stability.

For emerging solar absorbers, efficiency above 10% is often challenging. As rule of thumb, such efficiency can be obtained for materials having carrier lifetime of at least 1 ns [39]. It has to be emphasized that this is a minimum condition, necessary but not sufficient to ensure the realization of high-performing devices. In some cases, control over the bulk properties represents the shortcoming, like for example the high carrier concentration of ZnSnN$_2$ [40–43]. In other cases, realization of an efficient cell was not successful even if the bulk material was promising. Examples of this kind include Zn$_3$P$_2$ [44, 45] and Cu$_2$O [46], for which good minority carrier lifetimes and large bulk carrier diffusivity have been reported, however device efficiencies are below the breakthrough 10% threshold [46, 47]. Lack of good junction partners, property degradation upon device fabrication and inherent or induced instability upon operation might all be key limitations to achieve highly performing and stable solar cells. So how do we overcome these bottlenecks?

In this review, we will examine some of the required bulk properties that new semiconductors should exhibit in order to be plausible candidate as solar absorber materials (section 2). Once the basic bulk properties have been established, the role of the interface becomes the key-challenge to achieve good and stable devices (section 3). To this end, photoemission spectroscopies have been pivotal to determine the ‘goodness’ and ‘badness’ of a given interface. This means being able to assess the chemical stability and compatibility of two materials when brought into contact, and how the alignment of their bands would favor or disfavor the extraction of the photogenerated carriers. The use of the high-vacuum soft x-ray and ultra violet photoelectron spectroscopies (XPS and UPS) or hard x-ray photoelectron spectroscopy (HAXPES) in some cases combined with near ambient pressure (NAP-XPS) will be discussed in the context of solar absorbers. The merit of these techniques and the different regime of validity when applied to PV will be reviewed in section 3. With the advent of modern computing, the experimental characterization of materials and interfaces largely benefited from a complementary theoretical and experimental approach. In section 4 of this review, we will provide an overview of the application of density functional theory (DFT) calculations for the development of emerging solar absorbers, with particular emphasis on the design of new materials and understanding of the interfacial properties in the device. Finally, traditional application of XPS methods has expanded in several fields with the development of in-operando characterization, i.e. characterization of the constituent materials when the device is under operational conditions with the possibility of correlating materials’ properties to device performance parameters. The field of solar absorbers is no exception to this trend and its application to measure the quasi-Fermi level splitting in a passivated solar absorber [48, 49] will be reviewed in section 5.

2. Comparison of bulk vs interface phenomena—limiting factors on the widespread of new solar absorber—a brief overview

The tremendous success of the hybrid-perovskite has contributed to the definition and has progressively become more entangled with the concept of ‘defect tolerance’ [8, 10, 50–52]. This expression indicates the capability of a material to retain high power-conversion efficiency despite the presence of defect and grain boundaries, or, in other terms, the ability of a material to tolerate such defects without forming deep levels in the band gap that could act as recombination centers for photogenerated minority carriers [10, 50] (see figure 1).

In a defect-tolerant material, intrinsic or extrinsic defects (impurities) are still present but they give rise to exclusively shallow levels [10, 50, 56] (figure 1). This manifests itself in the transition level diagrams such as those shown in figure 1, where the transition levels, marked as the change in the slope of the formation energy of a given defect, lie very close to the band edges, forming the so called ‘shallow level’. Such type of defects have an exponentially lower contribution to non-radiative recombination rates [57]. In contrast, in defect ‘intolerant’ materials, such transition levels are deep in the band gap and so are called ‘deep levels’ and thus they can act as recombination centers. The macroscopic result of this behavior is that materials such as MAPbI$_3$ display long minority carrier lifetimes and power-conversion efficiency approaching the Shockley–Queisser (SQ) limit [50].
Figure 1. Defect tolerant vs intolerant material. The transition phase diagram shows that the transition points lay within or very close to the band edges (shallow levels) for the methylammonium lead iodide (MAPI) case (Reprinted and adapted from [53], with the permission of AIP Publishing), whereas these levels are deep in the gap for the case of CdTe (Reprinted and adapted with permission from [54]. Copyright (2013) by the American Physical Society). Such deep levels can act as recombination centers, limiting the minority carrier lifetime, contrary to MAPI, whose defect chemistry favors long minority carrier lifetimes. The molecular description with bonding and antibonding characters is reported as well (Reproduced from [55] with permission of The Royal Society of Chemistry).

The magnitude of the band gap, rather than the relative abundance and non-toxicity of the constituent elements, has been in many cases the determining factor for assessing the potential of a new material for PV. This is because until recently, the material selection was based largely on the SQ limit, and thus the predictor for a highly-efficient PV absorber was mainly based on the magnitude of the band gap and on a high absorption coefficient. This has led to a number of materials, which, despite the scientific merit of the investigations, would hardly satisfy the requirements to be commercially relevant solar absorbers after more than a decade of research. Example of this kind includes: Cu$_2$O-based solar cells, for which solar cells were reported since the mid-70s [58], and after several decades its record efficiency is lagging behind the 10% threshold (9.54% for a Si-junction [59], 8.1% for all-oxide junctions [60]); ZnSnN$_2$, firstly grown in 2012 [61] and with the best efficiency to date at 1.54% [62]; CZTS, whose champion efficiency has raised to 12.6% in 2013 [63]; SnS which has been studied for the past two decades [64, 65] and the best record efficiency achieved so far is only 4.36% [66]; Zn$_3$P$_2$ studied since 1979, whose record efficiency is still only of about 6% [47]; Cu$_x$S was anticipated to be a promising earth-abundant solar absorbers in the early 1980s, with a reported record efficiency above 10% [67]. However the mobility of the Cu vacancy lead to sever instability and difficulties in determining the exact crystal structure both experimentally and theoretically [68–70].
Compensating doping by Sn has been recently proposed as a method to induced stability in the material, reviving the interest in this earth-abundant non-toxic semiconductor [78]. A complete list of emerging solar absorbers and related devices characteristics can be found in [71].

Recent works highlighted how factors other than the band gap—such as minority carrier diffusion length, absorption coefficient as a function of wavelength, internal/external efficiencies—are crucial materials properties which might limit the efficiency of a material well-below the value predicted by the SQ-limit [56, 72, 73].

Among these, the minority carrier lifetime is probably one of the most easily accessible from an experimental viewpoint. Together with the minority carrier mobility, the lifetime determines the diffusion length of minority carriers according to equation (1) [74].

$$ L_{\text{diff}} = \sqrt{D_{\text{bulk}}} $$

$$ D = \frac{k_B T}{q \mu} $$

where $L_{\text{diff}}$ is the bulk diffusion length, $D$ is the diffusivity, $T_{\text{bulk}}$ is the bulk lifetime, $k_B$ is the Boltzmann constant, $q$ is the electronic charge, and $\mu$ is the mobility. Thus, it is extremely important to be able to determine experimentally both the minority carrier lifetime and their mobility reliably.

With respect to minority carrier lifetime, a number of techniques are available to determine it, yet care needs to be taken when assessing the results, particularly for new materials. For a mature technology like silicon, the experimental methodologies and the assumptions involved in the data analysis are well established and the results are usually quite accurate. The same does not hold true for new materials. Severe variations in the value of the lifetime extracted for a given material have been reported due to the difficulties in interpreting the data [50]. Often not all the physical parameters required to correctly interpret the experimental data are known [39, 75] and for materials where detrapping is the mechanism dominating the time-resolved photoluminescence measurements, overestimation of minority carrier lifetimes and a lack of correlation between the latter and the device performance, particularly the $V_{\text{OC}}$, have been reported [76, 77]. Despite the potential risk of overestimating minority carrier lifetimes, assessing this physical property is of fundamental importance in determining whether or not a prospective material warrants further investigation. It is worth mentioning that in terms of achieving long carrier lifetime, both defect concentration (defect physics of the material) and the capture cross section of a given defect play a role. The defect physics of the materials will be discussed in section 4. As for the capture cross section, the high dielectric constant of hybrid-perovskite has been proven to be beneficial in terms of reducing the capture cross section of defects and thus increasing the minority carrier lifetimes [10, 12]. In addition to considering bulk recombination mechanisms, recombination at grain boundaries and at the surfaces (or interfaces) has to be considered. Passivation of the interface to reduce recombination through defects and improve extraction of the photogenerated carrier will be discussed in details in section 3.

The second parameter affecting minority carrier diffusion is the minority carrier mobility. Experimental determination of this quantity is not trivial and, particularly for emerging absorbers, is sometimes derived from majority carrier mobility and the ratio of the majority and minority carrier effective masses [78]. Despite difficulties in the experimental determination of this quantity, its magnitude is extremely relevant for the development of future solar absorbers. The role of mobility can also explain why many of the high-performing absorbers are p-type and far less are the n-type. In p-type absorbers, electrons are the minority carriers, which take advantages of usually a highly disperse conduction band. In comparison, n-type absorbers have holes as minority carriers. The valence bands are often less disperse than conduction bands and thus hole mobility is often lower than electron mobility, negatively affecting the charged-carrier extraction [78]. It is worth mentioning that the low effective masses for both hole and electrons is a contributing factor to the success of hybrid-perovskites, which display long minority carrier lifetime for both holes and electrons [79].

A final bulk-property worth mentioning is the doping level. Device fabrication requires careful control of this property which affects key parameters such as the electrical resistivity of the materials (and thus the serial resistance), the depletion width and the Fermi level splitting (and thus the $V_{\text{OC}}$) [80]. Although it is not the only factor, the position of the band edges with respect to vacuum have a very important effect both in terms of the doping levels achievable in a semiconductor and the spontaneous formation of charge compensating defects [81–83]. The latter not only determine the pinning of the Fermi level in terms of doping levels, but often compensating defects lie deep in the band gap and thus act as recombination centers.

In conclusion, in order for a material to warrant further consideration as a prospective solar absorber, it should display high minority carrier diffusion length or at least lifetime, strong solar absorption matched to
the solar spectrum, abundance and possibly non-toxicity of its constituent elements and a doping level in the range suitable to solar application.

3. Interface characterization

Once the basic materials properties are achieved, the next step is the device fabrication. Interfaces play a major role in any photovoltaic device, and poorly designed interfaces could lead to a completely non-working device no matter how good the bulk properties of the absorbers are. Moreover, correct device architecture that optimizes charge separation and minimizes recombination at the interfaces, is another major bottleneck for emerging solar absorbers.

Many solar absorbers were derived by cation permutation to replace expensive or rare elements with more abundant and cheaper analogues. Examples of this kind includes CIGS (copper indium gallium diselenide) derived from cation permutation from CdTe (II-VI) to CIGS (I-III-VI$_2$). From further permutation of the group III elements indium and gallium, which were replaced by II-IV elements Zn and Sn, leads to copper zinc tin sulfide CZTS (I$_2$-II-IV-VI$_2$). Later on the series continued with the discovery (or borrowing from mineralogy) of Cu$_2$SbS$_2$ and Cu$_3$BiS$_3$ derived as analogous to CIGS after replacement of In and Ga with Sb or Bi [84–87]. Similarly the II-IV-V$_2$ materials arose by cation transmutation of III-V semiconductors, with ZnSnN$_2$ derived by cation permutation to, for example InN, where the group III element (In) is replaced by Zn and Sn, and which has been reported as a potential solar absorber by several groups [40–42, 61, 88–91]. In the case of perovskite inspired materials, the number of perovskite or double perovskite inspired by the original MAPI is very large and the reader is referred to some of the seminal papers and reviews in the field, and references within [8, 92–95].

In the first attempts to make a device using a new solar absorber, particularly for those absorbers derived by cation permutation, researcher almost naturally adopted the device structure of the parental material. Examples of this kind include perovskite-inspired materials, for which a p–i–n structure with hole and electron transport layers are used [96] or junctions with CdS being used for CIGS-derived Cu$_2$SbS$_2$ [87] and SnS. Interestingly, the contact layer widely used with chalcogenides-based absorbers, CdS, has, however, been proven to be a poor choice in terms of band alignment in a number of cases including SnS, Cu$_3$BiS$_3$ and Cu$_2$SbS$_2$ [84, 85, 97, 98]. Indeed there is no guarantee that the device architecture that works for the parental absorber would work equally well for the emerging solar absorber under investigation. As device fabrication process is a time-consuming and expensive task, it becomes of paramount importance to adopt the experimental and theoretical approaches that can identify immediately non-working device architectures, to avoid pitfalls and waste of resources.

At a device level, the choice of partner materials that maximize the achievable open circuit voltage and thus the cell efficiency is crucial. Band alignments between the absorber and its junction partner (often called window layer) can be detrimental if the conduction band offset (CBO) is too large in either direction. Positive and negative CBOs are depicted in figure 2 for the case of a p-type absorber where the minority carriers are electrons. For the case of a positive CBO, there will be a spike-like barrier which will impede electron transport across the junction. For a negative CBO, there will be a cliff-like barrier, which leads to a small energy separation between the conduction and valence bands at the interface, giving a pathway for recombination and reducing the obtainable $V_{OC}$. It is thus crucial to find a good candidate absorber that avoids either type of unfavorable alignment.

![Figure 2](image-url)

Figure 2. (a) A positive CBO, leading to a spike-like barrier at the interface and (b) a negative CBO giving a cliff-like barrier at the interface. Reproduced from [99]. CC BY 4.0.
In order to determine the partner material for a particular absorber in a device, it is sensible to determine the absorber’s band alignment with respect to the vacuum level and thereby its alignment with the bands of the potential partners’ materials (natural band alignment). The ionization potential (IP) (VBM to vacuum level separation) can be determined experimentally by a combination of XPS and UPS \[84, 85, 100\] or theoretically by DFT calculations \[90, 101–104\].

There are at least five distinctly different experimental approaches to determining the band alignments between two materials. The first is based on determining the natural band alignments of each material with respect the vacuum level by measuring the IP. The second begins as the first method and then proceeds with the application of the so-called electron affinity (EA) rule to align the bands of two materials. The third uses the Kraut method to directly determine the valence band offset (VBO or $\Delta E_v$) between two materials using measurements of a real interface between them, along with measurements of 'bulk'-like layers of the two materials. The fourth method involves the use of the charge neutrality level or branch point energy concept. The fifth method involves directly determining the VBO where distinct valence band maximum photoemission onsets can be discerned in valence band photoemission spectra. We will briefly review all five approaches here below.

The IP, i.e. the separation between the valence band maximum and the vacuum level, is determined by measuring the photoemission secondary electron cutoff and valence band maximum with respect to the Fermi level (figure 3). This is often done using ultraviolet photoemission which has the disadvantage of being extremely surface sensitive, leading to the possibility of characterizing the contamination on the surface of a material rather than the material itself. XPS can also be used, but extreme care must be taken to avoid saturating the photoelectron detector with the extremely high intensity of secondary electrons just before the secondary electron cutoff. Typically, this requires a reduction in the x-ray source power of a factor of around 20 \[98\] and can also involve narrowing of the electron analyzer slit width to reduce the intensity of photoelectrons reaching the detector. Many modern commercial XPS instruments do not allow these kind of measurements to be done to avoid damage to the electron detector when using normal operating settings.
Using the terminology and labelling of figure 3, the ionization potential, IP, is given by

\[ \text{IP} = E_{\text{vac}} - E_{\text{VBM}} \]  

where \( E_{\text{vac}} \) is the vacuum level and \( E_{\text{VBM}} \) is the valence band maximum of the material being investigated. The vacuum level is determined from

\[ E_{\text{vac}} = h\nu - E_{\text{SEC}} \]  

where \( h\nu \) is the energy of the photon source and \( E_{\text{SEC}} \) is the secondary electron cutoff energy. Therefore,

\[ \text{IP} = h\nu - (E_{\text{SEC}} - E_{\text{VBM}}). \]  

As it is conventional for photoemission spectra to be calibrated with respect to the Fermi level, care must be taken to ensure the correct sign is assigned to all quantities in order to obtain the correct IP value. Therefore, we illustrate IP determination with the following example, using the measurements of the SEC and VBM of Cu₃BiS₃ by XPS, after cleaning the surface, as shown in figure 4:

\[ \text{IP} = 1486.6 - 1481.8 + 0.38 = 5.18 \text{ eV}. \]  

This example also illustrates the significant impact that surface contamination can have on determined IP values, as before cleaning IP \( = 4.62 \text{ eV} \), indicating that surface oxides can play a role in band alignments and therefore in the operation of devices.

These photoemission measurements also determine the work function, the separation between the vacuum level and the Fermi level. The EA, the vacuum level to CBM separation, can also be determined either by subtracting the band gap of the material from the IP value obtained from optical spectroscopy or the literature or from inverse photoemission measurements of the CBM from the onset of unoccupied states. Care must be taken when using IPES, as its resolution is relatively low compared with UPS and monochromated XPS. Once the IP of different materials is known, their band alignment with respect to the Fermi level and therefore each other can be plotted as shown in figure 5 for Zn₂SbN₃.

While the natural band alignment is a good starting point in deciding device structure, a more thorough understanding of the device interface is often needed. The first step beyond natural band alignments from IPs is to use Anderson's rule [105, 106] which is also known as the EA rule. The Fermi levels of the two materials are aligned while the difference in the EAs at the interface is maintained from the natural alignment measurements. Charge transfer between the two materials is still neglected, as are crystallographic orientation or interface induced gap states that may form upon contacting the two materials. As a result, this approximation could deviate significantly from the real alignment of the bands [107, 108]. How the band
bending is divided between the two sides of the interface also has to be assumed or determined from complex additional measurements.

Band alignments between different materials can also be determined by plotting band edges with respect to the so-called charge neutrality level \([109, 110]\) which has also variously been referred to as the branch point energy of the virtual gap states \([111–113]\) and the Fermi level stabilization energy \([114, 115]\). This level is suggested to have a universal alignment for different materials and therefore can be used to determine the band alignment between materials. It is also associated with the \(\epsilon (\pm)\) transition levels for interstitial hydrogen configurations which involve disrupting the cation-anion bond \([116, 117]\).

Another method of estimating band alignment between materials is the so-called transitivity rule. If the band alignments between materials A and B and also B and C are known, then the alignment between A and C can be approximated from the other two alignments. This can provide a good initial estimate, but there is no substitute for experimental and theoretical determination of the band alignment from the interface VBO between the two materials themselves. The theoretical approach to this is described in section 4. The experimental approach once again employs photoemission spectroscopy, but now following an approach developed in the early 1980s by Kraut et al \([118, 119]\), which has become known as the Kraut method.

The Kraut method employs photoemission measurements of a set of three samples to determine the VBO between two different materials, A and B: a ‘thick’ film of material A, a ‘thick’ film of material B and ‘thin’ film of A grown on B. Here, ‘thick’ means thick enough so that photoelectrons emitted from beneath the film being measured will all be inelastically scattered without leaving the material and entering the analyzer—for XPS, this means 20 nm or thicker. And ‘thin’ means thin enough that photoelectrons from material B can pass through material A and so to be detected by the electron analyzer—for XPS, a film thickness of about 5 nm is ideal for the ‘thin’ film. It is also important to make sure that the ‘thin film’ is a continuous closed layer. The property which determines the required ‘thinness’ of this film is the inelastic mean free path of the photoelectrons emitted from the material. This varies according to properties of the material and is strongly a function of the kinetic energy of the photoelectrons. It typically varies from 0.2 nm for low kinetic energy

---

**Figure 5.** Experimental determination of how to derive natural band alignment of a given material, in this case Zn\(_2\)SbN\(_3\). The determined IP is used to align the material’s band edges with respect to the vacuum level as shown in c along with the band alignment of other related materials and the water redox potentials. Reproduced from \([100]\) with permission of The Royal Society of Chemistry.
Figure 6. HAXPES measurements for Kraut method determination of the VBO between solar absorber Sb$_2$Se$_3$ and window layer CdS. The separations depicted in each of the three spectra correspond to the three terms in equation 7. Reproduced from [99]. CC BY 4.0.

Figure 6. HAXPES measurements for Kraut method determination of the VBO between solar absorber Sb$_2$Se$_3$ and window layer CdS. The separations depicted in each of the three spectra correspond to the three terms in equation 7. Reproduced from [99]. CC BY 4.0.

(high binding energy) core levels to as high as 3 nm for high kinetic energy (low binding energy) core levels. The IMFP values corresponding to different core levels of a particular material for a given excitation source can be straightforwardly calculated using the TPP-2M method [120] using NIST’s freely available code [121]. As it uses an actual interface between the two materials, the Kraut method accounts for the charge transfer across the interface, a phenomenon that is neglected by the other approaches discussed above.

In the Kraut method, the VBO, $\Delta E_V$, between materials A and B is given by

$$\Delta E_V = (E_{B,CL}^A - E_{B,VBM}^A) - (E_{A,CL}^B - E_{A,VBM}^B) + \Delta E_{CL}$$

(7)

where $E_{CL}^A$ and $E_{VBM}^A$ respectively denote the binding energy of the core level and the valence band maximum of the ‘bulk’ material A with the same applying to material B and $\Delta E_{CL}$ is the separation between the same core levels from material A and material B, but in the data from the ‘thin’ film of A on B (see figure 6). This constitutes an abrupt interface approximation in which interface band bending is neglected. One other limitation of this method is that the growth of a representative film of material A to a thickness of only 5 nm can be difficult, depending on the material and its deposition method. This can be overcome by using HAXPES where synchrotron radiation or the recently developed lab-based sources [122, 123] can be used to give photon energies typically in the 5–9 keV range. While this has the drawback of reducing the photoionization cross section, this limitation is overcome by the greater photon intensity delivered by
...synchrotron sources. This results in an increase of the IMFP of the photoelectrons by a factor of 3 or 4, enabling films of up to ~20 nm thickness to be used in VBO measurements using the Kraut method [99].

Further this method allows to assess further complications can arise depending on the growth conditions used to deposit both the absorber and the window layer. This is because, depending on the deposition conditions, formation of different defects can occur at the interface and thus different amounts of band bending or deleterious Fermi level pinning can be induced for a give pair of materials [124]. These was exemplified, for example, in the case Cu₂O/ZnO [125] and Cu₂O/ITO [126] band alignment. Pinning of the Fermi level at the interface occurs, but the position where the Fermi level is pinned and the different amount of band bending occurring at the interface is heavily dependent on the growth conditions even for the same pair of materials as shown in figure 7. Furthermore, formation of spurious phases can significantly reduce the achievable device performance even for materials with good bulk properties. For example, XPS measurements at the Cu₂O/ZnO interfaces shows that the growth conditions for ZnO (A and C) should be carefully selected in order to achieve a stoichiometric interface (i.e. Cu₂O) and prevent the formation of competing phases (Cu or CuO) [125] at the interface which will significantly reduce the open circuit voltage. On the other side, formation of Mg-(MgₓZn₁₋ₓ)₂P₂ spurious phase at the interfaces between Mg and ZnₓP₃ Schottky junctions was reported as contributing factor helping rectification at the interface [127, 128]. Yet the concomitant degradation of the interface with formation of voids and metallic by-products as well as the low carrier concentration in the Mg-(MgₓZn₁₋ₓ)₂P₂ layer which limits the achievable V_OC are key factors in hampering the performance of this material [128]. Interestingly, ZnₓP₃ is one such material where attempts to make heterojunctions resulted in devices with lower performance than the Mg-based Schottky diode, even for a configuration where the alignment at the interface leads to carrier-selective contacts [129]. In such cases, the good alignment at the interfaces is reflected directly with the improved V_OC, which however is largely counterbalanced by the loss from reduced short circuit current (J_SC). The physical cause for the significant decrease in the short circuit current density (J_SC) is unclear, but ultimately this results in low cell performance despite the originally very promising properties of the bulk material and an optimized band alignment.

ZnSnN₂ is one example of material for which both bulk properties and alignment at the interfaces needed to be optimized in order to achieve measurable device efficiency. Initially, this materials was unsuited for PV application due to the high carrier concentration, which was rendering it degenerately n-type in the as deposited formed. Over the past decade, progress was made in making the material semiconducting by optimizing growth conditions and off stoichiometry [40–43, 61, 91, 130]. The resulting defect chemistry is however rather complex, having to deal with both disorder in the cation sub-lattice, cation off-stoichiometry and presence of impurities such as oxygen, which are hard to avoid during deposition [130–132]. All these parameters play a complex role in defining the optoelectronic properties of the material having an effect on the magnitude of the band-gap, position of the band edges and carrier dynamics [43, 90, 91, 132]. The effect of these materials’ properties on the formation of deep-levels (recombination centers) and minority carrier dynamics (recombination and scattering) is yet to be clarified. Natively n-type, ZnSnN₂ would hardly ever be p-type, even after extrinsic doping [102]. Thus, a heterojunctions approach is required for device applications. The first measurable devices were reported in 2018 [133], having SnO as the junction partner. However, the interface barrier and particularly the CBO was rather unfavorable for carrier extraction. Improvement in the device performance was obtained by adding a thin buffer layer, Al₂O₃, which was claimed to provide better passivation of the SnO and improve charge-selectivity at the contacts [62]. It has to

---

Figure 7. An example of the effect of the growth conditions on the band-bending of a give absorber/window layer. Reprinted and adapted with permission from [125]. Copyright (2016) by the American Chemical Society.
be noticed that SnO is a weak absorber itself, thus further studies would be required to establish where the depletion region is located. In the outlook of potential earth-abundant nitride-based semiconductor, Zn$_2$SbN$_3$ might be a better option than ZnSnN$_2$. The material is natively semiconducting, without the strict requirements for off stoichiometry or post-annealing treatments to reduce the carrier concentration, PL-active already in a non-optimized form and possesses slightly higher valence band and conduction band edges than for ZnSnN$_2$ [100]. Devices comprising this material have yet to be made.

The importance of interfaces is not just limited to improving device efficiency but it might play a major role in terms of device stability too. Schultz et al have recently reviewed in detail the role of interfaces in the degradation mechanism for perovskite solar cells, highlighting the specific challenges of experimental characterization of the perovskite solar cells [134] and the role of interfaces in the overall stability [11]. The reader is referred to their papers for more information on the subject.

Experimental determination of band alignment at the interface has had a tremendous role in understanding charge transfer at the interface and guiding the device optimization process. The method is undeniably time-consuming, and with the advent of modern computational methods, determination of vacuum levels or band alignment exclusively based on experimental approaches has become rarer. Recent papers often make a use of a combination of both spectroscopy and theoretical calculations, with the mutual benefit of validating the theoretical calculations based on a correct reproduction of the band edge features and a fast determination of the theoretical natural band alignment which can guide the experimentalist on a fast track for device optimization. Discussion of this complementary approach with both advantages and disadvantages is reported in the following section.

4. Integrating x-ray photoelectron spectroscopy and DFT calculation

With the advent of modern computing, theoretical and experimental approaches have become more and more complementary, contributing to the fast development of materials. In the field of emerging solar absorbers, this complementary approach span from the understanding of the basic properties of the materials, to the design of new materials that might have the desired chemical and physical properties up to device physics understanding and optimization (figure 8). Thus DFT has progressed from understanding basic materials properties after the fact, in other words, after the experimental synthesis of the new materials, to a more predictive role, in terms high-throughput materials discovery. Using DFT, an expert user can now routinely calculate the electronic structure, band structure and optical absorption spectra of any potential solar absorber. Going beyond models of non-defective crystals, however, is much more computationally expensive, but if willing to pay the computational cost, one can now predict the defect chemistry of a candidate solar absorber. This is a fundamental contribution to the field of photovoltaics, as it allows the
determination of how tolerant a materials is to defects, and when it is not, it provides useful insights into what growth conditions should be used to avoid their deep defect formation. Worth emphasizing is a recent perspective by Zunger and Walsh on how ‘instill’ defect tolerance in materials that are not necessarily such, by engineering doping and presence of impurities to manipulate the presence and position of electronic levels in the band gap [13]. Whereas widely used, defect calculations are more computationally expensive and thus far, high-throughput calculations of defects is a subject in its infancy in comparison to the more established frameworks for materials predictions [135, 136]. These in part because defect calculations requires additional post-DFT corrections to account for the effect of the errors in the band-gap prediction on defect electronic levels, finite size of the computational cell, correct definition of the chemical potential for metastable materials [135–138] etc. Certainly this is an area for growth. At the same time, the ability to calculate surface terminations of materials and interfaces, led to the development of computational capabilities to support the device-fabrication aspect of PV technologies, by identifying device architectures that maximize carrier extraction. The advantages and limitations of these approaches will be reviewed in details in this section.

In terms of basic materials properties, a large fraction of the theoretical efforts in the last decade was devoted to understanding the origin of defect tolerance, and once some of the principles were understood, in trying to design materials that replicate those properties. Initial studies determined that the Pb 6s\(^2\) configuration was a key-aspect to lead to defect tolerance [9, 10] in MAPI. As a result new or already known materials comprising elements such as Sb\(^{3+}\) or Bi\(^{3+}\) received particular attention. This included compounds such as Sb\(_2\)S\(_3\) [142–146], SbSI [147, 148], BiI\(_3\) [149–152], BiSI [153, 154], BiOI [93, 96, 155]. Solar cells comprising these materials only show efficiency of few percentage, with exception of Sb\(_2\)S\(_3\) whose efficiency raised from 7.5% in 2014 [146] to 9.2% in 2019 [156] and Sb\(_2\)(S,Se)\(_3\), which has a reported 10.5% efficiency in 2020 [157, 158]. Although this moderate success is undeniable, none of these materials is actually defect tolerant. Quite contrary, often times their defect chemistry is quite complex, with mid-gap states present for almost all of them [159, 160]. By now, it has become clearer that it is the concomitant existence of several physical properties in hybrid-perovskite which leads to the final macroscopic effect of defect tolerance. In addition to the favorable Pb 6s\(^2\) configuration, physical properties that contribute to the defect tolerance are the smaller capture cross-section due to the high dielectric constant of the material [57] and the crystallographic structure [57, 161]. In cubic perovskite the lone-pair s-electrons strongly interact with the anions p-electrons giving rise to a highly disperse valence band maximum and result in the latter being high in energy [162]. Moreover, the structure favors a strong coupling between the cation s-levels and the anion p-electrons thus giving rise to strong antibonding characters of the band edges [162]. Crystal structures that disfavor these interactions usually leads to materials with much lower PV properties [162]. The antibonding nature of the VB and the low value of IP both contributes to achieve shallow level type of defects, particularly for vacancy-type of defects [57]. Comparison between theoretically calculated and experimentally measured density of states for both valence band (XPS/UPS) (figure 9) and conduction bands (IPES) validated the basis of this theory, showing an excellent agreement with the composition and dispersion of the band edges calculated by DFT, as well as the absence of substantial defects states in the gap [163].
The knowledge build by these studies has contributed to establish designing principle for the discovery of materials, which could possess at least some of these features, creating a wave of new solar absorbers [10, 57, 153, 162, 164, 165]. The problem remains about translating these materials into highly performing devices or contrary, to identify unsurmountable bottlenecks at the very beginning.

In recent years, the continued development of high-performance computing capabilities has meant that the calculation of very accurate electronic structures for candidate PV materials using first principles approaches has become possible. Computational photoemission spectra can be calculated using advanced techniques such as the GW approach which comes in many computationally expensive flavors in open source codes such as the YAMBO code [166]. A very accurate GW approach is the quasiparticle self-consistent GW method (which for example is available in the QUESTAAL code [167]) and yields electronic structures in excellent agreement with experiment [168]. These GW approaches represents the ‘gold standard’ for electronic structure analysis for solids, however, this comes with a significant computational cost, and is not generally attempted for unit cells with a large number of atoms, or for defective supercells. A full explanation of GW theory is beyond the scope of this review, however, interested readers are pointed towards an excellent overview from Rinke et al and related references therein [169].

In cases where the direct calculation of photoemission spectra is not possible, standard DFT and hybrid-DFT approaches can be used to calculate the electronic structure of the material of interest, using a plethora of DFT codes including proprietary codes such as the Vienna *Ab Initio* Simulation Package [170, 171], the CAmbridge Serial Total Energy Package [172] and the Fritz Haber Institute *ab initio* molecular simulations package [173], or open source codes such as Quantum ESPRESSO [174] or GPAW [175]. A thorough description of the many flavors of DFT is also beyond the scope of this review, however interested readers are encouraged to read some of the many books on electronic structure theory [176, 177].

The calculated partial density of states can be weighted according to the photoionization cross sections of the atoms involved, taking the energy of the radiation source used and the experimental broadening into account, and this can generate a simulated XPS/UPS/HAXPES spectra [178]. These simulated spectra can then be directly compared to the experimental measurements, allowing validation of structure-property relationships [85, 122, 179, 180].

To provide insight into the band edges (ionization potential, IP and electron affinity, EA) of candidate PV absorbers versus the vacuum level, the standard computational approach is to create a slab model in a periodic DFT code [181]. This involves the construction of a 2D slab, with a portion of the cell containing the crystal structure of interest, terminated by a certain Miller index termination, with the rest of the cell comprising a vacuum. This requires large separation between slabs, typically 15–30 Å (this is material dependent and should be check for convergence). The electrostatic potential should plateau in the vacuum space, as seen in figure 10(a), and while the slab valence band energy is not meaningful due to the presence of the surface termination, this plateau can be compared in energy to the energy of a chosen core state on an atom that is deep in the slab, to approximate ‘bulk-like’ behaviour. Using the core-level alignment method developed by Wei and Zunger [101], the vacuum–core level separation can then be compared to the VBM–core level separation from the bulk calculation to obtain the vacuum-VBM separation, which is the IP of the bulk:

$$\text{IP} = E_\text{vac} - E_\text{VBM, bulk} = (E_\text{vac} - E_\text{core, slab}) - (E_\text{VBM, bulk} - E_\text{core, bulk}). \quad (8)$$

The position of the EA is then approximated by using the calculated band gap, $E_g$, using the relationship $E_g = \text{IP} - \text{EA}$. In practice, the planar average of the electrostatic potential calculated by the electronic structure package can be extracted using the MacroDensity package produced by Butler et al [182, 183].

This approach has been used to rationalize the poor performance of earth abundant solar absorbers, such as SnS [97] and more recently for BiSI [153].

In the case of SnS, it has been suggested that poor band alignment is most likely the reason for the poor devices performance [97, 184]. This is due to the unusually low value of IP for being a p-type semiconductors, which leads to an interface mismatch between the absorber and one of the most commonly used n-type junction partners, CdS [97, 184]. Comparison between theoretically and experimentally determine Valence band maximum reveals that the origin of such low value of IP span from electronic structure of the materials, specifically the hybridization of Sn 5s lone pair with the cation (Sn) 5p levels and the anion (S) 2p levels [98]. The lone-pair states result in the raise of the position of the Valence Band Maximum of the material with respect to vacuum and hence a lower IP than what normally observed in p-type materials [98]. As a result, the CdS contact layer, which might work for materials with high value of IP, will not produce a good band-alignment for materials with a low IP.

BiSI solar cells were fabricated by Hahn et al using p-CuSCN and FTO as the hole and electron transporting layers respectively, which had a PCE of only 0.012% [154]. Calculation of the IP and EA for BiSI
Figure 10. (a) 2D slab model of BiSeI used to align the electronic eigenvalues to the vacuum level viewed along the [010] direction. The corresponding electrostatic (Hartree) potential calculated using HSE06 is shown in blue. Bi, Se, and I atoms are denoted by grey, green, and purple spheres, respectively. (b) Calculated band alignment of BiSI and BiSeI versus a range of hole transport layers, taken from. Reproduced from [153]. CC BY 3.0.

(figure 10(b)), however, indicated that the IP was unexpectedly large, at 6.4 eV, meaning that the VBM of CuSCN was only \(~0.4\) eV below the CBM of BiSI, placing a limit on the possible open circuit voltage. Due to these computational insights, Poly(fluorine-2,7-diyl, also known as F8), was suggested as an alternative hole transporting material, and last year this prediction was validated when Tiwari et al used F8 as a hole transport layers to increase the PCE of BiSI cells to 1.32% [185]. It should be noted that this approach represents a first approximation for determining band alignments of cell layers, and does not include any interface effects.

More recently, in the case of the enargite (Cu$_3$AsS$_4$) and bournonite (SuPbSbS$_3$) minerals, Walsh et al have married IP and EA with lattice constant matching to predict partner layers that could also minimize strain and achieve epitaxy [104]. Taking band edge data from 173 measured or calculated IPs from [186] and the ElectronLatticeMatch Library [187], this approach predicted that candidate partner materials included SnS$_2$, ZnTe, WO$_3$ and Bi$_2$O$_3$.

The most computationally costly approach to finding efficient junction partners is to explicitly calculate the interface between the absorber and the transport layers. This can be relatively straightforward when the layers are of the same structure type [188]. When the crystal structures are very different, then this becomes quite a bit more complex. Patrick and Giustino, having no a priori information on the interface between Sb$_2$S$_3$/Sb$_2$Se$_3$ and anatase TiO$_2$, were forced to use three assumptions when generating their interface model: (a) that the Sb$_2$S$_3$ ribbons would absorb parallel on the anatase (101) surface, (b) that anatase and Sb$_2$S$_3$ are lattice matched along the direction of the Sb$_2$S$_3$ ribbons, and (c) the (101) anatase termination is not defective [189]. Nevertheless, their model pointed to Sb$_2$Se$_3$ being a better photosensitizer than Sb$_2$S$_3$, which has been now experimentally realized.
To truly understand a complex interface, one must consider using crystal structure prediction to build up an atomic picture of the interface between two dissimilar materials. This approach is highlighted by the study of Zhu et al on the interfaces between SrTiO$_3$ and CeO$_2$ [190]. In this work, the authors have used an interatomic potential approach to cut down on the computational cost of searching all potential interfaces, however they do use DFT to verify the stable nature of the predicted interfaces. This approach yielded previously unknown structure, which were more stable than that of interfaces that have been hand built.

Therefore, the ability to computationally guide the experimental design of PV devices is improving, and improvements in computational power are making the analysis of interface effects a more regular occurrence. In the not too distant future, it will be possible to predict the optimum device architecture for a new absorber based solely on computational analysis to enable the time-consuming and often costly device fabrication and characterization experiments on a more focused, better defined path. As for now, a complementary approach with (a) a good theoretical understanding of the defect chemistry of a given materials that could help experimentalist choose synthetic condition to disfavor the formation of deep defects, (b) an understanding of both experimental and theoretical natural band alignment to choose junction partners, instead of following the so often misleading road of adopting parental device structure and (c) an understanding of the chemical stability of the interface by experimentally probing the interface through photoelectron spectroscopy methods, appears to be the most rational and successful approach to follow. The further development from an experimental standpoint of in-operando device characterization represent the next generation of device characterization and development, where the bottleneck of device components and fabrication steps can be identified and addressed based on the characterization of the device output characteristics.

5. In-operando methods

A very powerful tool for the development of solar absorbers is represented by the use of the in-operando characterization techniques. The in-operando methods for characterization of solar absorbers developed almost in parallel for PV applications and PEC applications. In terms of PV applications it is possible to determine the $V_{OC}$ of a solar cell by x-ray photoelectron spectroscopy [48]. In-operando methods for PEC applications, largely benefited from the development of near ambient pressure photoelectron (NAP-XPS, also known as AP-XPS) at synchrotron facilities [191–194], and further progress into lab-based NAP-XPS system becoming widely available [194, 195]. In this case, most of the studies focused on the electrochemical aspect of the devices [196, 197], while rarely discussing the effect of light-bias [198]. Here we discuss the advantages of in-operando methods applied to PV systems and how this method could be further extended to the PEC application to complement the already existing suite of in-operando characterization methods.

In relation to PV application, the direct measurement of the Fermi level splitting achievable in a given absorber after passivation [48] was reported in 2016. To explain this method, we will take into consideration the simplest case of a p–n junction, e.g. Cu$_2$O/ZnO deposited on glass. In order to measure the Fermi level splitting, the sample should consist of a passivated absorber, for example a junction pair, and the amount of Fermi level splitting will be determined as the difference between a given core-level recorded in dark vs illumination. The technique is extremely simple but requires care in mounting the sample. The first step consist in measuring the junction in dark. The correct way to do this is to shorten both back and front contact as shown in figure 11(b). The reason for this is that even the very low amount of light coming from an ion-gauge or the x-rays themselves are enough to induce an appreciable amount of photo-voltage in a well-passivated material if this is simply connected to ground as shown in figure 11(a) (dark). When the sample is mounted as shown in figure 11(b), the Fermi levels of the absorber and its junction partner, are aligned and both connected to ground. We will call the core-levels recorded under these conditions a ‘true dark’. In order to measure the quasi-Fermi level splitting, the top surface should be left floating and only the bottom electrode should be contacted to ground as shown in figure 11(a). Prior to starting the measurements and under no illumination, the Fermi levels are still aligned but only the absorber is connected to ground. Upon illumination, the Fermi level splitting occurs, with the absorber, in our case Cu$_2$O, resting at the quasi-Fermi level for holes which is at ground potential, whereas the top layer, in our case ZnO, is resting at the quasi-Fermi levels for electrons. This means that the core-levels for ZnO in this case are shifted to a lower Binding Energies by an amount equal to the quasi-Fermi level splitting (hence the q$V_{OC}$ in the device) in comparison to the same core-level recorded under dark.

The caveat of the technique is that the contact materials (e.g. ZnO) should not have a strong surface photovoltage, which might interfere with the measurements itself. The presence of this potential issue can be easily determined by measuring a reference sample, in this case the ZnO layer directly deposited on glass for example, both under dark and under illumination. If no surface photovoltage is present, core levels of this reference sample recorded under light and under illumination will superimpose. Another method to exclude x-ray induced surface photovoltage is to measure the reference sample (ZnO deposited on glass in this
Figure 11. (a) Schematics of the in-operando measurements for PV absorbers under dark and under illumination; (b) because the x-ray and any stray light might induce already photovoltage, the front contact and the absorbers need to be shorted in order to prevent the onset of any quasi-Fermi level splitting. An example of the morphologies to which the method has been applied: the non-contact nature of the method makes it suitable to nanowires devices such as those reported in figure (c). Reprinted and adapted with permission from [199]. Copyright (2018) by the American Chemical Society.

example) as a function of x-ray power. If surface photovoltage is present, the core level will shift as a function of x-ray power. In the case of a surface photovoltage being present, this needs to be taken into account when drawing the band alignment as reported in [48].

This technique is rather powerful and represents a direct method to measure quasi-Fermi level splitting (and thus the $qV_{OC}$) without the need to build a full device-stack. This means that the technique can be applied for example for the screening of potential contact materials or to assess how deposition of subsequent layers affect the obtainable $V_{OC}$. It is worth emphasizing that this effect should be taken into account when measuring band alignment if the sample is mounted as in figure 11(a). As previously mentioned, x-ray power and stray light present in the chamber could induce a measurable photovoltage already, and thus the band alignment drawn without taking into account this effect could be erroneous [34]. It is thus recommended that, when measuring the band alignment of the interface using the methods described in section 3 of this review, the presence of a photovoltage is assessed. A quick test to determine if this effect is present while measuring the band alignment is to acquire spectra at different x-ray power.

Another advantage of this technique is its contactless nature, which makes it amenable to non-planar structures. This mean that the technique can be applied not only to thin films PV devices, but also to nanowire solar cells and PEC devices, thus complementing the in-operando techniques already developed for PEC applications. In particular, materials such as Sb$_2$S$_3$ [200] and BiOI [201] which have both been considered for PV and PEC application, will largely benefit from combining the in-operando methods, particularly for devices which suffers from severe $V_{OC}$ deficit [200].

6. Conclusions and outlook

In this review we have outlined the progress made in the field of photoemission spectroscopy and DFT calculations to accelerate the development of new solar absorbers for photovoltaics applications. In summary, for a prospective new solar absorber, the first decision often is based on whether the materials have a high minority carrier lifetime, which could lead to efficient extraction of the photo-generated carriers. However, care needs to be taken when estimating this quantity for new materials, as many of the parameters required to determine the minority carrier lifetime are often unknown and artifacts can lead to an overestimation of this quantity. In many cases the rule of thumb is set at minority carrier lifetime exceeding
1 ns. Further, DFT has been a powerful tool in helping to understand if a material has the potential to have favorable bulk defect chemistry, i.e. formation of shallow defects only, under given depositions conditions. This property, often named ‘defect tolerance’, has been largely satisfied in hybrid perovskite materials, at the cost however, of severe limitation in terms of stability.

If and when these conditions are met, the second step is normally the fabrication of a device. In many instances, the first approach is to adopt a device layout used for traditional absorbers. Although tempting, this might not represent the most efficient avenue, as in many cases this has led to poor band alignment at the interfaces and thus low-performing devices. Both theoretical and experimental methods could help in making better choices by using the natural band alignment as a first selector of a junction partner. This has to be followed by direct measurements of the band alignment at the interface for the given deposition conditions used for the device fabrication by XPS. Indeed, different growth environments and deposition methods can introduce a variable amount of defects in the bulk and at the interface of the materials under investigation, which can lead to a rapid deterioration of the device performance if the interface energetics are not optimized. In recent years, much progress has been made in terms of adapting this technique to in-operando conditions, for application of absorber materials both in the PV and PEC field.

The in-operando PV techniques have been so far mostly applied to established technologies; however this could be an extremely powerful tool to accelerate the development of new materials by for example, applying it as a screening method to select suitable junctions’ partners. This approach will immediately correlate the usefulness of a potential partner materials to the device output characteristics without the need to build a full device-stack. Additionally, this technique could help to narrow down the fabrication step responsible for degradation of the device properties. Similarly, the PEC field will greatly benefit from merging the in-operando techniques developed to characterize the electrochemical part of the process, to the technique developed for the PV application, thus enabling the characterization of the photo-electro-chemical processes.

Overall, the challenges of developing new solar absorbers that could meet or exceed the performance of established technologies, both in terms of efficiency and stability, are far from trivial. For this reason, synergest approaches bridging theory and experiments that can unravel the interplay between bulk—interface—device properties and the ability to correlate them to the fabrication processes are required.
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