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\textbf{ABSTRACT}

We study qualitative properties of solutions to double divergence form elliptic equations (or stationary Kolmogorov equations) on $\mathbb{R}^d$. It is shown that the Harnack inequality holds for nonnegative solutions if the diffusion matrix $A$ is nondegenerate and satisfies the Dini mean oscillation condition and the drift coefficient $b$ is locally integrable to some power $p > d$. We establish new estimates for the $L^p$-norms of solutions and obtain a generalization of the known theorem of Hasminskii on the existence of a probability solution to the stationary Kolmogorov equation to the case where the matrix $A$ satisfies Dini’s condition or belongs to the class VMO. These results are based on a new analytic version of Zvonkin’s transform of the drift coefficient.

\textbf{1. Introduction}

We study qualitative properties of solutions to the double divergence form elliptic equation (or the stationary Kolmogorov equation)

$$\partial_x \partial_y (a^{ij} \varphi) - \partial_x (b^i \varphi) = 0$$

on an open set $\Omega \subset \mathbb{R}^d$. The matrix $A = (a^{ij})$ is supposed to be symmetric and positive definite, $a^{ij}$ and $b^i$ are Borel functions. Set

$$L \varphi = a^{ij} \partial_x \partial_y \varphi + b^i \partial_x \varphi, \quad L^* \varphi = \partial_x \partial_y (a^{ij} \varphi) - \partial_x (b^i \varphi).$$

Then Equation (1.1) can be written in a shorter form

$$L^* \varphi = 0.$$

A function $\varphi$ in the class $L^1_{\text{loc}}(\Omega)$ of locally integrable functions on $\Omega$ is called a solution to Equation (1.1) if

$$a^{ij} \varphi, b^i \varphi \in L^1_{\text{loc}}(\Omega)$$

and for every function $\varphi \in C_0^\infty(\Omega)$ the equality

$$L^* \varphi = 0$$

holds.
\[
\int_{\Omega} L\varphi(x)\varrho(x) \, dx = 0
\]
is fulfilled. A nonnegative solution \( \varrho \) to the Kolmogorov equation (1.1) satisfying the condition
\[
\int_{\Omega} \varrho(x) \, dx = 1
\]
is called a probability solution.

An important example of a double divergence form elliptic equation is delivered by the stationary Kolmogorov equation for invariant measures of a diffusion process. Various properties of solutions to such equations were studied by many authors. The principal questions are

1. the existence of solutions, especially, of probability solutions,
2. the existence of solution densities and their properties such as local boundedness, continuity and Sobolev differentiability,
3. local separation of densities from zero, that is, certain forms of the Harnack inequality.

In case of locally Lipschitz coefficients the existence of a probability solution is given by the classical theorem of Hasminskii [1] under the existence of a Lyapunov function. This theorem was generalized in [2] (see also further generalizations in [3, Chapter 2], [4,5]), where either the diffusion coefficient is nondegenerate and locally Sobolev with the order of integrability higher than dimension along with the same local integrability of the drift coefficient or both the diffusion and drift coefficients are continuous. It was shown in [6] that the solution density is locally Sobolev in the first case and its continuous version is locally separated from zero. It was proved in [7] and [8] that in the case where the matrix \( A = (a^{ij}) \) is nondegenerate and satisfies Dini’s condition and the coefficients \( b^i \) are bounded, the solution has a continuous version, and when the coefficients \( a^{ii} \) are Hölder continuous, then the solution has a Hölder continuous version. These results have been generalized in [9] to the case of integrable \( b^i \). Analogous results have been obtained in [10] and [11] under the assumption that the matrix \( A \) satisfies the Dini mean oscillation condition, which is weaker than the classical Dini condition. Note also the paper [12], where some additional regularity of solutions along level sets has been established. Apart from the study of stationary distributions of diffusion processes, an important motivation for investigation of double divergence form elliptic equations comes from consideration of the properties of Green’s functions for elliptic operators with irregular coefficients (see, e.g., [13,14], and [15]). In the papers [13,14] some interesting counter-examples were constructed and the so-called renormalized solutions were studied, in particular, an example was constructed of a positive definite and continuous diffusion matrix \( A \) for which the equation \( \partial_{x_k} \partial_{x_l} (a^{il} \varrho) = 0 \) has a locally unbounded solution. The Harnack inequality for double divergence form equations with the matrix \( A \) belonging to the Sobolev class with a sufficiently high order of integrability is a corollary of the Harnack inequality for divergence form elliptic equations (see [3, Chapter 3]). The paper [16] gives a survey of the qualitative theory of divergence and
nondivergence elliptic equations including the maximum principle and the Harnack inequality. However, in case of a merely Hölder continuous matrix $A$ the double divergence form equation cannot be reduced to a divergence form equation, moreover, the classical results about the regularity of solutions to divergence form elliptic equations are not true for solutions to double divergence form equations. In the case where the matrix $A$ satisfies Dini’s condition, the Harnack inequality was obtained in [17] for $b = 0$, and for any bounded drift $b$ it was established in [9]. The proof consisted in obtaining certain inequalities for solutions generalizing classical mean value theorems and heavily used the boundedness of $b$. Another way of proving the Harnack inequality for $b = 0$ was suggested in [11], where the reasoning employs estimates for the modulus of continuity of the solution and some properties of renormalized solutions from the paper [18] considering double divergence form equations without first order terms. In [6] and [9] (see also [3, Chapter 1]) the integrability of solutions was investigated in some cases when the diffusion matrix does not satisfy Dini’s condition. In particular, it was shown that if $A$ belongs to the class $VMO$ and the coefficient $b$ is locally integrable to some power $p > d$, then the solution belongs to all $L^p_{loc}(\Omega)$. In spite of a considerable number of papers devoted to double divergence form elliptic equations, the answers to the following questions, certain specifications of general problems 1–3 mentioned above, have remained open so far:

- What are optimal conditions for the Harnack inequality for nonnegative solutions to double divergence form equations? In particular, does the Harnack inequality hold for $A$ satisfying Dini’s condition and an unbounded locally Lebesgue integrable drift $b$?
- What are optimal conditions for a high local integrability of solutions? In particular, the dependence of the integrability of the solution on the modulus of continuity of the matrix $A$ has not been studied.
- What are optimal conditions for the existence and uniqueness of a probability solution to the stationary Kolmogorov equation?

Here we obtain new results related to these questions.

i. We prove that the Harnack inequality holds for nonnegative solutions on $\mathbb{R}^d$ if the diffusion matrix $A$ is nondegenerate and satisfies the Dini mean oscillation condition and the drift coefficient $b$ is locally integrable to some power $p > d$.

ii. We establish new estimates for the $L^p$-norms of solutions and obtain sufficient conditions for the local exponential integrability. Note that it was asserted in [9] that in the case of a locally bounded coefficient $b$ and a nondegenerate matrix $A$ of class VMO the solution is locally exponentially integrable. However, the justification given there contains a gap, namely, a wrong dependence on $p$ of the constant in a priori $L^p$-estimates of second derivatives of solutions to the equation $\text{tr}(AD^2u) = f$. In the general case, the dependence of the constant on $p$ is influenced by the modulus of continuity of $A$. In the present paper we derive an estimate that takes the modulus of continuity of $A$ into account.
iii. Finally, an important new result of our paper is a generalization of the known theorem of Hasminskii on the existence of a probability solution to the stationary Kolmogorov equation to the case where the matrix $A$ belongs to the class $\text{VMO}$. Results on existence of positive or probability solutions to the stationary Kolmogorov equation in case of irregular coefficients are useful for constructing diffusion processes (see [5]). We also discuss uniqueness of probability solutions and their probabilistic interpretation.

These results are obtained with the aid of a new approach to the study of regularity of solutions to double divergence form equations based on Zvonkin’s transform, well known in the theory of diffusion processes, which applies for smoothing the drift coefficient (more precisely, we deal with its elliptic version, in the original paper [19] this transform was used for parabolic equations). In recent years Zvonkin’s transform has been applied for the study of diffusion processes with generalized coefficients (see [20–22]). In this paper we apply Zvonkin’s transform not to random processes, but to solutions of the Kolmogorov equation, moreover, we do not assume any connection of solutions with diffusion processes. It is shown below that with the aid of a suitable change of coordinates an integrable drift can be transformed into a continuously differentiable drift such that the new diffusion matrix enables us to apply known results about regularity of solutions. This leads to substantial generalizations of some results and simplification of proofs of other results on regularity of solutions to double divergence form elliptic equations. Note that change of coordinates has proved to be also useful in the study of uniqueness of solutions (see [23]).

Finally, we note that double divergence form equations play a major role in the study of various nonlinear problems, for example, nonlinear Fokker–Planck–Kolmogorov equations, (see [24]), systems of equations in mean field games (see [25,26]), in homogenization of differential equations (see [27]).

In §2 we construct Zvonkin’s transform in the analytic setting, in §3 we study the regularity of solutions, and in §4 we apply our results for proving existence and uniqueness of probability solutions.

### 2. Zvonkin’s transform

We first illustrate our approach by example of a smooth change of coordinates.

Let $\Phi : \mathbb{R}^d \to \mathbb{R}^d$ be a diffeomorphism of class $\mathcal{C}^2$ and $\Psi = \Phi^{-1}$. Set

$$q^{km}(y) = a_{ij}(\Psi(y)) \partial_{x_i} \Phi^k(\Psi(y)) \partial_{x_j} \Phi^m(\Psi(y)),$$

$$h^k(y) = a_{ij}(\Psi(y)) \partial_{x_i} \partial_{x_j} \Phi^k(\Psi(y)) + b^i(\Psi(y)) \partial_{x_i} \Phi^i(\Psi(y)),$$

$$r(y) = q(\Psi(y)) |\det \nabla \Psi(y)|.$$

Then on the domain $\Omega' = \Phi(\Omega)$ the function $\sigma$ satisfies the equation $L^* \sigma = 0$ with the operator

$$L\varphi(y) = q^{km}(y) \partial_{y_k} \partial_{y_m} \varphi(y) + h^k(y) \partial_{y_k} \varphi(y).$$

Observe that the double divergence structure of the equation does not change. One can construct a mapping $\Phi$ of the form $\Phi(x) = x + u(x)$, where $u = (u^1, ..., u^d)$, such that $u^k$ is a solution to the elliptic equation
\[ Lu^k - b^k. \]

For \( \lambda \) sufficiently large, this equation possesses a solution for which \( \Phi \) is a diffeomorphism. Using \( \Phi \) to change variables we obtain a new drift coefficient \( h(y) = \lambda u(\Psi(y)) \).

It turns out that under fairly general assumptions about the coefficients (see below) the vector field \( h \) is continuously differentiable and the regularity of the matrix \( (q_{km}) \) is not worse than that of the original matrix \( (a_{ij}) \). This circumstance enables us after the change of coordinates to apply the known results on the regularity of solutions and obtain the desired properties for the function \( r \), hence also for original solution \( u \). The main difficulty consists in constructing the mapping \( u \). Here we employ some recent results of N.V. Krylov on the solvability of elliptic equations in Sobolev spaces (see [28] and [29]).

Under broad assumptions, we construct a diffeomorphism, which will be called Zvonkin’s transform.

Throughout this section we assume that the following conditions are fulfilled.

\( H_a \) The coefficients \( a_{ij} \) are defined on all of \( \mathbb{R}^d \) and for some constant \( \nu > 0 \) and all \( x \in \mathbb{R}^d \) the following inequalities hold:

\[
\nu \cdot I \leq A(x) \leq \frac{1}{\nu} \cdot I,
\]

where \( I \) is the unit matrix.

\( VMO \) The coefficients \( a_{ij} \) belong to the class \( VMO \), that is, there exists a continuous increasing function \( \omega \) on \([0, +\infty)\) such that \( \omega(0) = 0 \) and

\[
\sup_{z \in \mathbb{R}^d} r^{-2d} \int_{B(z, r)} \int_{B(z, r)} |a_{ij}(x) - a_{ij}(y)| \, dx \, dy \leq \omega(r), \quad r > 0.
\]

\( H_b \) \( b \in L_{loc}^{d+} \), which means that for every ball \( B \) there is a number \( p = p(B) > d \) such that the restriction of \( |b| \) to \( B \) belongs to \( L^p(B) \).

The assumption that the diffusion matrix satisfies the aforementioned conditions on the whole space \( \mathbb{R}^d \) does not restrict the generality of our considerations, although the equation will be considered on a domain. Moreover, in many problems it is useful to have global changes of variables rather than local. For our purposes of proving local Harnack inequalities or the continuity of solutions it suffices to extend the coefficients on the whole space with preservation of the required conditions. The drift coefficient can be extended by zero outside a fixed ball \( B \) and the diffusion coefficient can be extended by the formula \( \psi A + (1 - \psi)I \) with a smooth function \( \psi \) that equals 1 on \( B \) and 0 outside a larger ball. Of course, it is important here that the equation holds on a ball, but not on the whole space.

The standard inner product and norm in \( \mathbb{R}^d \) are denoted by \( \langle x, y \rangle \) and \( |x| \), the standard Lebesgue measure of a set \( E \subset \mathbb{R}^d \) is denoted by \( |E| \). Let \( B(x_0, R) \) denote the open ball of radius \( R \) centered at \( x_0 \).

Let \( B(x_0, 4R) \subset \Omega \). Set \( \beta(x) = b(x) \) if \( x \in B(x_0, 4R) \) and \( \beta(x) = 0 \) if \( x \not\in B(x_0, 4R) \). Then \( \beta \in L^p(\mathbb{R}^d) \) and
\[ \|\beta\|_{L^p(\mathbb{R}^d)} = \|b\|_{L^p(B(x_0,4R))}. \]

Let \( 1 \leq k \leq d \). Let us consider on \( \mathbb{R}^d \) the elliptic equation
\[ \text{tr}(AD^2u) + \langle \beta, \nabla u \rangle - \lambda u = -\beta^k, \quad \lambda > 0. \] (2.1)

**Proposition 2.1.** For every \( \delta > 0 \) there exists \( \lambda > 0 \) such that for every \( k \leq d \) Equation (2.1) has a solution \( u \in C^1(\mathbb{R}^d) \cap W^{p,2}(\mathbb{R}^d) \) for which
\[ \sup_{x \in \mathbb{R}^d} |\nabla u(x)| \leq \delta, \quad \|u\|_{W^{p,2}(\mathbb{R}^d)} \leq M, \]
where the constant \( M \) depends only on \( d, \nu, \omega \) and \( \|b\|_{L^p(B(x_0,4R))} \).

**Proof.** According to [29, Chapter 6, Section 4, Theorem 1], there exist numbers \( \lambda_0 > 0 \) and \( N_0 \) such that for all \( \lambda > \lambda_0 \) and every function \( v \in W^{p,2}(\mathbb{R}^d) \) we have the inequality
\[ \lambda\|v\|_{L^p(\mathbb{R}^d)} + \|\nabla v\|_{W^{p,2}(\mathbb{R}^d)} \leq N_0(\text{tr}(AD^2v) - \lambda v\|_{L^p(\mathbb{R}^d)}). \]

For every function \( f \in L^p(\mathbb{R}^d) \) there exists a unique solution \( v \in W^{p,2}(\mathbb{R}^d) \) of the equation
\[ \text{tr}(AD^2v) - \lambda v = f. \]

Since \( p > d \), by the embedding theorem for every function \( v \in W^{p,2}(\mathbb{R}^d) \) one has the estimate
\[ \|\nabla v\|_{L^\infty(\mathbb{R}^d)} \leq N_1\|v\|_{W^{p,2}(\mathbb{R}^d)}. \]

By [29, Chapter 1, Section 5, Corollary 2] there exists a constant \( N_2 \) such that
\[ \|\nabla v\|_{L^p(\mathbb{R}^d)} \leq N_2\|D^2v\|_{L^p(\mathbb{R}^d)} + N_2\|v\|_{L^p(\mathbb{R}^d)}. \]

Therefore,
\[ \|\nabla v\|_{L^\infty(\mathbb{R}^d)} \leq N_3\|D^2v\|_{L^p(\mathbb{R}^d)} + N_3\|v\|_{L^p(\mathbb{R}^d)}. \]

Let \( \varepsilon > 0 \). By a standard reasoning, replacing \( x \) with \( \varepsilon x \), we obtain the inequality
\[ \|\nabla v\|_{L^\infty(\mathbb{R}^d)} \leq \varepsilon^{1-d/p}N_3\|D^2v\|_{L^p(\mathbb{R}^d)} + \varepsilon^{-1-d/p}N_3\|v\|_{L^p(\mathbb{R}^d)}. \]

Thus, we can assume that for every \( \varepsilon > 0 \) there exists a constant \( N_4 = N_4(\varepsilon) \) for which
\[ \|\nabla v\|_{L^\infty(\mathbb{R}^d)} \leq \varepsilon\|v\|_{W^{p,2}(\mathbb{R}^d)} + N_4\|v\|_{L^p(\mathbb{R}^d)}. \]

Let us now estimate the expression
\[ \|\langle \beta, \nabla v \rangle\|_{L^p(\mathbb{R}^d)}. \]

We have
\[ \|\langle \beta, \nabla v \rangle\|_{L^p(\mathbb{R}^d)} \leq N_4\|\beta\|_{L^p(\mathbb{R}^d)}\|v\|_{L^p(\mathbb{R}^d)} + \varepsilon\|\beta\|_{L^p(\mathbb{R}^d)}\|v\|_{W^{p,2}(\mathbb{R}^d)}. \]

Take \( \varepsilon_0 > 0 \) and \( \lambda_1 \geq \lambda_0 \) such that
\[ \varepsilon_0N_0\|\beta\|_{L^p(\mathbb{R}^d)} < \frac{1}{2}, \quad N_4N_0\|\beta\|_{L^p(\mathbb{R}^d)} < \frac{\lambda_1}{2}. \]
Then for every $k$ and $v \in W^{p,2}(\mathbb{R}^d)$ we have

$$\lambda \|v\|_{L^p(\mathbb{R}^d)} + \|v\|_{W^{p,2}(\mathbb{R}^d)} \leq 2N_0 \|\beta\|_{L^p(\mathbb{R}^d)}.$$

This estimate remains unchanged if we replace $\beta$ by $t\beta$, where $t \in [0,1]$. Set

$$L_t v = t(\text{tr}(AD^2 v) + \langle \beta, \nabla v \rangle - \lambda v) + (1-t)(\text{tr}(AD^2 v) - \lambda v), \quad t \in [0,1].$$

The continuous operators $L_t$ from $W^{p,2}(\mathbb{R}^d)$ to $L^p(\mathbb{R}^d)$ satisfy the condition

$$\|L_t v\|_{L^p(\mathbb{R}^d)} \geq \frac{1}{2N_0} \|v\|_{W^{p,2}(\mathbb{R}^d)}.$$

Hence the standard method of continuation with respect to a parameter ensures the existence of a solution $u$ to Equation (2.1). By the embedding theorem $u \in C^1(\mathbb{R}^d)$. In addition,

$$\|u\|_{L^p(\mathbb{R}^d)} \leq \frac{2}{\lambda} N_0 \|\beta\|_{L^p(\mathbb{R}^d)}, \quad \|u\|_{W^{p,2}(\mathbb{R}^d)} \leq 2N_0 \|\beta\|_{L^p(\mathbb{R}^d)}.$$

It has been shown above that for every $\varepsilon > 0$ we have

$$\|\nabla u\|_{L^\infty(\mathbb{R}^d)} \leq \varepsilon \|u\|_{W^{p,2}(\mathbb{R}^d)} + N_4 \|u\|_{L^p(\mathbb{R}^d)},$$

where the right-hand side is estimated from above by

$$2\varepsilon N_0 \|\beta\|_{L^p(\mathbb{R}^d)} + \frac{2}{\lambda} N_0 N_4 \|\beta\|_{L^p(\mathbb{R}^d)}.$$

Therefore, taking $\varepsilon$ sufficiently small and $\lambda$ sufficiently large we can obtain the desired estimate $\|\nabla u\|_{L^\infty(\mathbb{R}^d)} \leq \delta$. \hfill \(\square\)

Remark 2.2. Since $u \in W^{p,2}(\mathbb{R}^d)$ with $p > d$, by the embedding theorem $u \in C^{1+(1-d/p)}(\mathbb{R}^d)$, hence the function $u$ is bounded and the derivatives $\partial_i u$ satisfy the Hölder condition of order $1 - d/p$. Note also that our construction of $u$ does not use a special form of $\beta$: only the condition $\beta \in L^p(\mathbb{R}^d)$ is needed.

Let $u = (u^1, \ldots, u^d)$, where each $u^k$ is a solution to Equation (2.1) from Proposition 2.1. Below $u'$ and $\Phi'$ denote the Jacobi matrices of the mappings $u$ and $\Phi$. Let us take a number $\delta$ from the hypotheses of Proposition 2.1 such that for all $x \in \mathbb{R}^d$ the inequality

$$\|u'(x)\| \leq \frac{1}{2} \quad \text{and} \quad \frac{1}{2} \leq \det(I + u'(x)) \leq 2$$

is fulfilled. Set

$$\Phi(x) = x + u(x).$$

We now establish some properties of the mapping $\Phi$.

**Proposition 2.3.**

i. The mapping $\Phi$ is a diffeomorphism of $\mathbb{R}^d$ of class $C^1$, moreover, the functions $\partial_i \Phi^k$ are locally Hölder continuous.
ii. The inequalities
\[ \frac{1}{2} |x - y| \leq |\Phi(x) - \Phi(y)| \leq 2|x - y| \]
hold.

**Proof.** Since \( u \) is a contracting mapping with the Lipschitz constant 1/2, the mapping \( \Phi \) is a homeomorphism and the stated inequalities hold. The inclusion \( u \in C^1(\mathbb{R}^d) \) yields that \( \Phi \in C^1(\mathbb{R}^d) \) and the Jacobi matrix has the form \( \Phi' = I + u' \). By the estimate \( \|u'(x)\| \leq 1/2 \) the matrix \( \Phi' \) is invertible. Therefore, \( \Phi \) is a diffeomorphism. \( \square \)

We recall that \( B(x_0, 4R) \subset \Omega \). Let \( \Psi = \Phi^{-1} \) and \( y_0 = \Phi(x_0) \) and consider the ball \( B(y_0, 2R) \). According to the inequalities in (ii) of **Proposition 2.3**, we have the inclusions
\[ B(x_0, R) \subset \Psi(B(y_0, 2R)) \subset B(x_0, 4R). \]

**Proposition 2.4.** Let \( \varrho \in L^1_{\text{loc}}(\Omega) \) be a solution to **Equation (1.1)**. Then the function
\[ \sigma(y) = |\det \Psi'(y)| \varrho(\Psi(y)) \]
on \( B(y_0, 2R) \) satisfies the equation \( \mathcal{L}^* \sigma = 0 \), where
\[ \mathcal{L}f(y) = q^{km}(y)\partial_{y_k} \partial_{y_m} f(y) + h^k(y) \partial_{y_k} f(y) \]
and the coefficients have the form
\[ q^{km}(y) = a^{ij}(\Psi(y)) \partial_{x_i} \Phi^k(\Psi(y)) \partial_{x_j} \Phi^m(\Psi(y)), \quad h^k(y) = \lambda u^k(\Psi(y)). \]

**Proof.** The function \( \varrho \) belongs to \( L^r(B(x_0, 4R)) \) for all \( r \in [1, d/(d - 1)] \) (see the comments at the beginning of the proof of [9, Theorem 2.1]). In particular, for \( p > d \) the value \( p/(p - 1) \) is less than \( d/(d - 1) \) and the inclusion \( \varrho \in L^{p/(p - 1)}(B(x_0, 4R)) \) holds. Therefore, in the integral equality determining the solution, in place of test functions of class \( C^\infty_0(\Omega) \) we can substitute test functions of class \( W^{p, 2}(\Omega) \) with compact support in \( B(x_0, 4R) \). For every function \( \varphi \in C^\infty_0(B(y_0, 2R)) \) (outside the ball \( B(y_0, 2R) \) we always extend \( \varphi \) by zero), the function \( \varphi \circ \Phi \) belongs to \( W^{p, 2}(B(x_0, 4R)) \), has compact support in \( B(x_0, 4R) \) and satisfies the equality
\[
\int_{B(x_0, 4R)} \left( \left[ a^{ij}(x) \partial_{x_i} \Phi^k(x) \partial_{x_j} \Phi^m(x) \right] \partial_{y_k} \partial_{y_m} \varphi(\Phi(x)) + \left[ a^{ij}(x) \partial_{x_i} \partial_{x_j} \Phi^k(x) + b^i(x) \partial_{x_i} \Phi^k(x) \right] \partial_{y_k} \varphi(\Phi(x)) \right) \varrho(x) \, dx = 0.
\]
Since \( b = \beta \) on \( B(x_0, 4R) \) and \( \Phi^k = x_k + u^k(x) \), we have
\[ a^{ij}(x) \partial_{x_i} \partial_{x_j} \Phi^k(x) + b^i(x) \partial_{x_i} \Phi^k(x) = \lambda u^k(x). \]
Then
\[
\int_{B(x_0, 4R)} \left( q^{km}(\Phi(x)) \partial_{y_k} \partial_{y_m} \varphi(\Phi(x)) + \lambda u^k(x) \partial_{y_k} \varphi(\Phi(x)) \right) \varrho(x) \, dx = 0.
\]
Using the change of variable \( y = \Phi(x) \) and taking into account that the support of \( \varphi \) belongs to \( B(y_0, 2R) \), we obtain

\[
\int_{B(y_0, 2R)} (q^{km}(y)\partial_{xk}\partial_{y\mu}\varphi(y) + \lambda u^k(\Psi(y))\partial_{xk}\varphi(y))q(\Psi(y))|\det\Psi'(y)|\ dy = 0.
\]

Since \( \varphi \) was arbitrary, we conclude that \( \sigma(y) = q(\Psi(y))|\det\Psi'(y)| \) is a solution to the equation \( \mathcal{L}^*\sigma = 0 \). \( \square \)

Observe that the vector field \( h(y) = \lambda u(\Psi(y)) \) is continuously differentiable on the ball \( B(y_0, 2R) \). In addition, the derivatives of \( \Phi \) also satisfy the Hölder condition. Therefore, the function \( \sigma \) on \( B(y_0, 2R) \) satisfies the equation \( \mathcal{L}^*\sigma = 0 \), in which the coefficients \( q^{mk} \) of the second order terms form a nondegenerate matrix and belong to the class \( \text{VMO} \) and the coefficients \( h^k \) are continuous on \( B(y_0, 2R) \). This enables us to apply the results from the papers [7, 9, 11], and [8] to the function \( \sigma \) and then to transfer these results to \( q \). Let us give an example demonstrating a simple derivation of the known result of [9, Theorem 3.1]) from the case of a nice drift.

We recall that a mapping satisfies Dini’s condition if for its modulus of continuity \( \omega \) we have

\[
\int_0^1 \frac{\omega(t)}{t} \ dt < \infty.
\]

Example 2.5. If conditions \( H_a \) and \( H_b \) are fulfilled and the matrix \( A \) satisfies Dini’s condition, then every solution \( q \in L^1_{\text{loc}}(\Omega) \) to Equation (1.1) has a continuous version.

Proof. Let us fix a ball \( B(x_0, R/2) \subset B(x_0, 4R) \subset \Omega \) and verify the existence of a continuous version of \( q \) on the ball \( B(x_0, R/2) \). Let \( \Phi \) be the diffeomorphism constructed above. By Proposition 2.4 the function \( \sigma(y) = q(\Psi(y))|\det\Psi'(y)| \) satisfies on \( B(y_0, 2R) \) an equation with some coefficients for which the hypotheses of [8, Theorem 1] are fulfilled, that is, the matrix \( (q^{mk}) \) is nondegenerate and the functions \( q^{mk}, h^k \) satisfy Dini’s condition. Hence \( \sigma \) has a continuous version on \( B(y_0, R) \). Since \( \Phi \) is a diffeomorphism of class \( C^1 \), the mappings \( \Phi \) and \( \Psi \) take measure zero sets to measure zero sets and a modification of the function \( \sigma \) on a measure zero set yields a change of \( q \) on a measure zero set. Therefore, the function \( q \) has a continuous version on \( B(x_0, R/2) \). \( \square \)

Note that on the ball \( B(x_0, R/2) \subset B(x_0, 4R) \subset \Omega \) the modulus of continuity of the solution \( q \) depends only on \( d, p, R, \omega, \nu, \) and \( \|b\|_{L/(B(x_0, 4R))} \).

In a similar way, by using [7, Theorem 2] one can derive the Hölder continuity of the solution, provided that the functions \( a^j \) are Hölder continuous. However, unlike [9, Theorem 3.1], this method does not ensure the Hölder order of the solution to be equal to the Hölder order of the matrix \( A \), because the expression for the coefficients \( q^{mk} \) involves the derivatives of the mapping \( \Phi \), but their Hölder order depends on \( d \) and \( p \).

3. Regularity of solutions

In this section we apply Zvonkin’s transform for establishing the regularity of solutions. We first discuss the case where the matrix \( A \) satisfies the classical Dini condition, then
consider the Dini mean oscillation condition, and finally study the integrability of solutions without the assumption about Dini’s condition.

The next assertion generalizes the Harnack inequality to the case where the diffusion matrix satisfies Dini’s condition and the drift coefficient is locally unbounded (and is merely integrable to some power larger than the dimension). In the known results, the drift coefficient is either zero or locally bounded, which has been substantially used in the proofs.

**Theorem 3.1.** If \( a^j \) and \( b^i \) satisfy conditions \( H_a \) and \( H_b \) and the matrix \( A \) satisfies Dini’s condition, then the continuous version of every nonnegative solution \( \varrho \in L^1_{\text{loc}}(\Omega) \) to Equation (1.1) satisfies the Harnack inequality, that is, for every ball \( B(x_0, R/2) \subset B(x_0, 4R) \subset \Omega \) there exists a number \( C \) such that

\[
\sup_{x \in B(x_0, R/2)} \varrho(x) \leq C \inf_{x \in B(x_0, R/2)} \varrho(x),
\]

where \( C \) depends on \( R, \omega, d, \nu, p \), and \( \|b\|_{L^p(B(x_0, 4R))} \), but does not depend on the solution \( \varrho \).

**Proof.** Let \( B(x_0, R/2) \subset B(x_0, 4R) \subset \Omega \) and let \( \Phi \) be the diffeomorphism constructed above. As above, according to Proposition 2.4 the function

\[
\sigma(y) = \varrho(\Psi(y))|\det \Psi'(y)|
\]

on \( B(y_0, 2R) \) satisfies the equation with coefficients for which the hypotheses of [9, Corollary 3.6] are fulfilled, i.e., the matrix \( (q_{mk}) \) is nondegenerate, the functions \( q_{mk} \) satisfy Dini’s condition and the functions \( h^k \) are bounded. Therefore, there exists a number \( C \) depending on the objects listed above such that

\[
\sup_{y \in B(y_0, R)} \sigma(y) \leq C \inf_{y \in B(y_0, R)} \sigma(y).
\]

Since \( 2^{-1} \leq |\det \Psi'(y)| \leq 2 \), we have

\[
\sup_{y \in B(y_0, R)} \varrho(\Psi(y)) \leq 4C \inf_{y \in B(y_0, R)} \varrho(\Psi(y)).
\]

By the inclusion \( B(x_0, R/2) \subset \Psi(B(y_0, R)) \) we have

\[
\sup_{x \in B(x_0, R/2)} \varrho(x) \leq \sup_{y \in B(y_0, R)} \varrho(\Psi(y)), \quad \inf_{x \in B(x_0, R/2)} \varrho(x) \leq \inf_{y \in B(y_0, R)} \varrho(\Psi(y)).
\]

Therefore, \( \sup_{x \in B(x_0, R/2)} \varrho(x) \leq 4C \inf_{x \in B(x_0, R/2)} \varrho(x) \).

**Remark 3.2.** Using the method suggested in [30] and [31], increasing the dimension, it is possible to add a potential term to the drift coefficient. Let \( \varrho \) be a solution to the equation

\[
\partial_{x_i} \partial_{x_j} (a^i j \varrho) - \partial_{x_i} (b^i \varrho) + c \varrho = 0
\]

on \( \mathbb{R}^d \). Then on \( \mathbb{R}^{d+1} = \mathbb{R}^d \times \mathbb{R}^1 \) the function \( \varrho \) satisfies the equation

\[
\partial_{x_i} \partial_{x_j} (a^i j \varrho) + \partial^2_{x_i} \varrho - \partial_{x_i} (b^i \varrho) - \partial_y (cy \varrho) = 0.
\]
Using this approach, one can apply the result obtained above to the equation with the potential term $c \varrho$, but in this case it is necessary to assume a higher integrability of the coefficients: $b', c \in L^p_{\text{loc}}(\Omega)$ with $p > d + 1$.

Note also that the equation with a nonzero drift coefficient $b$ can be transformed in a similar way into an equation without the drift. Let $\varrho$ be a solution to Equation (1.1) on $\mathbb{R}^d$. Then on $\mathbb{R}^d \times (0, 1) \subset \mathbb{R}^{d+1}$ the function $\varrho$ satisfies the equation

$$\partial_x \partial_y (a^y \varrho) + M \partial_y^2 \varrho - \partial_y \partial_x \left( \left( 2 + \frac{y}{2} \right) b^y \varrho \right) - \partial_x \partial_y \left( 2 + \frac{y}{2} \right) b^y \varrho = 0.$$ 

The new matrix $\tilde{A}$ has the form

$$\begin{pmatrix}
a^{11} & a^{12} & \cdots & -\left( 2 + \frac{y}{2} \right) b^1 \\
a^{21} & a^{22} & \cdots & -\left( 2 + \frac{y}{2} \right) b^2 \\
\vdots & \vdots & \ddots & \vdots \\
-\left( 2 + \frac{y}{2} \right) b^1 & -\left( 2 + \frac{y}{2} \right) b^2 & \cdots & M
\end{pmatrix}.$$ 

For every $\tilde{\xi} \in \mathbb{R}^{d+1}$ we have the equality

$$\langle \tilde{A} \tilde{\xi}, \tilde{\xi} \rangle = \sum_{i,j=1}^d a^{ij} \tilde{\xi}_{i} \tilde{\xi}_{j} - \sum_{j=1}^d (4 + y)b^j \tilde{\xi}_j \tilde{\xi}_{d+1} + M \tilde{\xi}_{d+1}^2.$$ 

If the functions $b^i$ are bounded and $A \geq \nu \cdot I$, then for $M$ sufficiently large the matrix $\tilde{A}$ is positive definite. A certain drawback of such transformations is the necessity to impose on $b$ the same restrictions as on $a^y$, for example, to require the continuity and Dini’s condition. In the next remark we show how one can accomplish smoothing of coefficients $b$ and $c$ with the aid of renormalization of solutions and Zvonkin’s transform.

**Remark 3.3.** Let $\varrho \in L^1_{\text{loc}}(\Omega)$ be a solution to Equation (3.1), where $c \in L^p_{\text{loc}}(\Omega)$ for some $p > d$, the coefficients $a^y$, $b^i$ satisfy conditions $H_a$ and $H_b$ and the matrix $A$ is continuous. Let $B(y_0, 4R) \subset \Omega$ and let $\Phi$ be the diffeomorphism constructed before Proposition 2.3. Set $y_0 = \Phi(x_0)$ and $\Psi = \Phi^{-1}$. Similarly, to Proposition 2.4, one verifies that the function

$$\sigma(y) = |\det \Psi'(y)| \varrho(\Psi(y))$$

satisfies the equation $L^* \sigma + g \sigma = 0$ on $B(y_0, 2R)$, where

$$Lf(y) = q^{km}(y) \partial_{y_k} \partial_{y_m} f(y) + h^k(y) \partial_{y_k} f(y)$$

and the coefficients have the form

$$q^{km}(y) = a^{ij}(\Psi(y)) \partial_{y_i} \Phi^k(\Psi(y)) \partial_{y_j} \Phi^m(\Psi(y)), \quad h^k(y) = \lambda u^k(\Psi(y)), \quad g(y) = c(\Psi(y)).$$

Let us observe that $h^k$ is a continuously differentiable function on $B(y_0, 2R)$, $g \in L^p(B(y_0, 2R))$, $Q = (q^{km})$ satisfies condition $H_a$, and the function $q^{km}$ is continuous. Let $\gamma > 0$. 

Let us consider the Dirichlet problem
\[ \mathcal{L}u + (g - \gamma)u = 0 \quad \text{on} \quad B(y_0, R), \quad u = 1 \quad \text{on} \quad \partial B(y_0, R). \] (3.2)

Since we do not assume that the coefficient \( g \) is bounded from above, for completeness we give a short justification of the existence of a positive solution under the condition that the number \( \gamma \) is sufficiently large. It is clear that it suffices to consider the Dirichlet problem with zero boundary condition and some right-hand side. Set \( B = B(y_0, R) \). By [32, Theorem 9.14 and Theorem 9.15] (see also [29, Chapter 8]) there exists \( \gamma_0 > 0 \) such that for every \( \gamma > \gamma_0 \) the Dirichlet problem \( \mathcal{L}v - \gamma v = f \) on \( B \) with \( v = 0 \) on \( \partial B \) has a solution \( v \in W^{p,2}(B) \cap W^{p,1}_0(B) \) for every function \( f \in L^p(B) \). In addition, for all \( \gamma > \gamma_0 \) and \( v \in W^{p,2}(B) \cap W^{p,1}_0(B) \) we have the estimate
\[ \gamma \| v \|_{L^p(B)} + \sqrt{\gamma} \| \nabla v \|_{L^p(B)} + \| D^2v \|_{L^p(B)} \leq N_1 \| \mathcal{L}v - \gamma v \|_{L^p(B)}, \]

By the embedding theorem \( \| v \|_{L^{\infty}(B)} \leq N_2 \| Dv \|_{L^p(B)} \) and
\[ \| g v \|_{L^p(B)} \leq N_2 \| g \|_{L^p(B)} \| Dv \|_{L^p(B)} \]

Therefore, for \( \gamma \) sufficiently large and every \( v \in W^{p,2}(B) \cap W^{p,1}_0(B) \) we have the estimate
\[ \| v \|_{W^{p,2}(B)} \leq N_3 \| \mathcal{L}v + (g - \gamma)v \|_{L^p(B)}. \]

The method of continuation with respect to a parameter gives a solution \( v \in W^{p,2}(B) \cap W^{p,1}_0(B) \) to the equation \( \mathcal{L}v + (g - \gamma)v = f \) for every \( f \in L^p(B) \), hence there is a solution \( u \) to the Dirichlet problem (3.2). We show that \( u \) is positive. For a function \( \eta \) let \( \eta^- \) and \( \eta^+ \) be the negative and positive parts of \( \eta \). Let \( w = -u \). If \( w \leq 0 \), then the proof is complete. If \( w \) is positive somewhere, then \( \sup_B w = \sup_B w^+ \). Since
\[ \mathcal{L}w - (g - \gamma)^-w = -(g - \gamma)^+w \geq -(g - \gamma)^+w^+, \]
by the maximum principle (see [32, Theorem 9.1]) we have
\[ \sup_B w^+ \leq N\|(g - \gamma)^+w^+\|_{L^1(B)} \leq N\|(g - \gamma)^+\|_{L^1(B)} \sup_B w^+. \]

Take \( \gamma \) so large that \( N\|(g - \gamma)^+\|_{L^1(B)} < 1 \). Then \( \sup_B w^+ \leq 0 \). Therefore, \( u \geq 0 \). The strict positivity follows from the Harnack inequality (see, e.g., [33]). Finally, we observe that by the Sobolev embedding theorem the function \( u \) has a continuously differentiable version, moreover, \( \partial_x u \) belongs to some Hölder space. We shall work with this version.

Taking for \( \varphi \) in the integral equality
\[ \int [\mathcal{L}\varphi + g\varphi] \sigma \ dy = 0 \]
the function \( u\psi \), where \( \psi \in C_0^\infty(B(y_0, R)) \), we arrive at the equality
\[ \int \left[ \mathcal{L}\psi + 2\left( \frac{1}{\mu} Q\nabla u, \nabla \psi \right) + \gamma \psi \right] u \sigma \ dy = 0. \]

Therefore, the function \( u \sigma \) is a solution to the equation \( \tilde{\mathcal{L}}^*(u \sigma) + \gamma(u \sigma) = 0 \) with the operator
By construction, the function \( u \) is Hölder continuous and strictly positive. Hence the function \( 1/u \) is also Hölder continuous. Thus, after these transformations we obtain the equation in which the coefficient \( c \) is constant and the coefficient \( b \) is continuous and even belongs to some Hölder class. Next, we apply the transformation from Remark 3.2 and arrive at the equation with zero coefficients \( b \) and \( c \). Moreover, if the original matrix \( A \) satisfies Dini's condition, then after these transformations it also satisfies this condition, in particular, Theorem 3.1 extends to equations with the zero order term \( c_0 \), provided that \( c \in L^p_{loc}(\Omega) \).

As already noted above, in [11, Lemma 4.2] the Harnack inequality was established under the assumption that \( b = 0 \) and \( A \) satisfies the Dini mean oscillation condition. Using Zvonkin’s transform and the methods of killing first and zero order terms explained above, we can generalize this assertion and obtain an analog of Theorem 3.1 for the matrix \( A \) that satisfies the Dini mean oscillation condition.

Following [10] and [11], we shall say that a measurable function \( f \) on an open set \( \Omega \subset \mathbb{R}^d \) satisfies the Dini mean oscillation condition if for some \( t_0 > 0 \)

\[
\int_0^{t_0} \frac{w(r)}{r} \, dr < \infty,
\]

where

\[
w(r) = \sup_{x \in \Omega} \frac{1}{|\Omega(x,r)|} \int_{\Omega(x,r)} |f(y) - f_\Omega(x,r)| \, dy, \quad \Omega(x,r) = \Omega \cap B(x,r)
\]

\[
f_\Omega(x,r) = \frac{1}{|\Omega(x,r)|} \int_{\Omega(x,r)} f(y) \, dy.
\]

Clearly, the classical Dini condition implies the Dini mean oscillation condition. However, the latter is weaker. Let us consider the following example from [10]:

\[
a^\gamma(0) = \delta^\gamma, \quad a^\gamma(x) = (1 + |\ln |x||^{-\gamma})\delta^\gamma, \quad 0 < \gamma < 1, 0 < |x| < \frac{1}{2}.
\]

It is clear that \( A = (a^\gamma) \) does not satisfy the classical Dini condition. By the Poincaré inequality \( w(r) \leq C|\ln r|^{-\gamma-1} \) with some constant \( C > 0 \), so \( A \) satisfies the Dini mean oscillation condition.

If there exists a number \( N \) such that \( |\Omega(x,r)| \geq Nr^d \) for all \( x \in \Omega \) and \( r \leq \operatorname{diam} \Omega \), then, according to [34, Lemma A1], any measurable function \( f \) satisfying the Dini mean oscillation condition, has a version uniformly continuous on \( \Omega \), moreover, its modulus of continuity is estimated by \( \int_0^{t_0} \frac{w(r)}{r} \, dr \). We shall work with this continuous version. In addition, according to [11, Lemma 2.1], the product \( fg \) satisfies the Dini mean oscillation condition if \( g \) satisfies the classical Dini condition and \( f \) satisfies the Dini mean oscillation condition. Note that there are discontinuous functions in VMO, while the continuity implies VMO locally. Thus, the Dini mean oscillation condition is stronger than VMO on balls.
Suppose that a function $f$ is defined on $\mathbb{R}^d$ and $|\Omega(x, r)| \geq Nr^d$ for all points $x \in \Omega$ and $r \leq \text{diam } \Omega$. Then for all $x \in \Omega$ and some constant $C(d, N) > 0$ the estimate

$$\frac{1}{|\Omega(x, r)|} \int_{\Omega(x, r)} |f(y) - f_\Omega(x, r)| \, dy \leq C(d, N) \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y) - f_B(x, r)| \, dy$$

holds, where

$$f_B(x, r) = \frac{1}{|B(x, r)|} \int_{B(x, r)} f(y) \, dy.$$

Therefore, in order to verify the Dini mean oscillation, condition it suffices to show that

$$\int_0^\infty \frac{\tilde{w}(r)}{r} \, dr < \infty, \quad \text{where} \quad \tilde{w}(r) = \sup_{x \in \Omega} \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y) - f_B(x, r)| \, dy.$$

We need the following observations.

**Lemma 3.4.**

i. Suppose that a function $f$ on $B(z, 4R) \subset \mathbb{R}^d$ satisfies the Dini mean oscillation condition, $\Phi : \mathbb{R}^d \to \mathbb{R}^d$ is a diffeomorphism of class $C^1$, the functions $\partial_\alpha \Phi^j$ are Hölder continuous and $2^{-1}|x - y| \leq |\Phi(x) - \Phi(y)| \leq 2|x - y|$. Then the function $f \circ \Phi$ satisfies the Dini mean oscillation condition on $B(z', R)$, where $z' = \Phi^{-1}(z)$.

ii. Suppose that a function $f$ on $B(z, 4R) \subset \mathbb{R}^d$ satisfies the Dini mean oscillation condition. Then the function

$$F(x_1, \ldots, x_d, x_{d+1}) = f(x_1, x_2, \ldots, x_d)$$

satisfies the Dini mean oscillation condition on $B((z, z_{d+1}), R)$ for every $z_{d+1}$.

**Proof.** Let $0 < r < 2R$ and

$$w(r) = \sup_{x \in B(z, 2R)} \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y) - f_B(x, r)| \, dy.$$

Let us prove (i). By assumption the functions $\partial_\alpha \Phi^j$ are Hölder continuous of some order $\gamma \in (0, 1)$. It suffices to verify that the Dini mean oscillation condition is fulfilled for the function $g(x) = f(\Phi(x))|\det \Phi'(x)|$. Let $x \in B(z', 2R)$ and $0 < r < R$. We have

$$\frac{1}{|B(x, r)|} \int_{B(x, r)} |g(y) - g_B(x, r)| \, dv \leq \frac{1}{|B(x, r)|} \int_{B(\Phi(x), 2r)} |f(y) - \frac{g_B(x, r)}{|\det \Phi'(\Phi^{-1}(y))|}| \, dy.$$

Let us estimate the difference

$$\frac{g_B(x, r)}{|\det \Phi'(\Phi^{-1}(y))|} - f_B(\Phi(x), 2r).$$

If we replace $|\det \Phi'(\Phi^{-1}(y))|^{-1}$ by $|\det \Phi'(x)|^{-1}$, then the difference is estimated by $N_1 r^\gamma$ with some constant $N_1 > 0$. Observe that...
In addition, for some constant \( C > 0 \) we have the estimate

\[
1 - \frac{\Phi(B(x), r)}{|\det \Phi'(x)| |B(x, r)|} \leq C r^\gamma.
\]

Therefore, we arrive at the inequality

\[
\frac{1}{|B(x, r)|} \int_{B(x, r)} |g(v) - g_B(x, r)| \, dv \leq N_3(w(2r) + r^\gamma),
\]

which shows that \( g \) satisfies the Dini mean oscillation condition.

Let us prove assertion (ii). Let \( c_d \) denote the volume of the unit ball in \( \mathbb{R}^d \).

Let \( (x, x_{d+1}) \in B((z, z_{d+1}), R) \) and \( 0 < r < R \). We observe that by Fubini’s theorem

\[
F_B((x, x_{d+1}), r) = \frac{2}{c_{d+1}} \int_{B(0, 1)} f(x_1 + ry_1, \ldots, x_d + ry_d) \sqrt{1 - y_1^2 - \cdots - y_d^2} \, dy_1 \cdots dy_d
\]

\[
= \frac{2}{c_{d+1}} \int_{B(0, 1)} (f(x_1 + ry_1, \ldots, x_d + ry_d) - f_B(x, r)) \sqrt{1 - y_1^2 - \cdots - y_d^2} \, dy_1 \cdots dy_d + f_B(x, r),
\]

where the first term is estimated in absolute value by \( Nw(r) \) with some constant \( N > 0 \).

We have

\[
\frac{1}{|B((x, x_{d+1}), r)|} \int_{B((x, x_{d+1}), r)} |F(v) - F_B((x, x_{d+1}), r)| \, dv
\]

\[
\leq Nw(r) + \frac{1}{|B((x, x_{d+1}), r)|} \int_{B((x, x_{d+1}), r)} |F(v) - f_B(x, r)| \, dv.
\]

Applying Fubini’s theorem to the second term, we estimate it by

\[
\frac{2r}{|B((x, x_{d+1}), r)|} \int_{B(x, r)} |f(y) - f_B(x, r)| \, dy.
\]

Thus, for some constant \( C(d, N) > 0 \) we obtain
\[
\frac{1}{|B((x, x_{d+1}), r)|} \int_{B((x, x_{d+1}), r)} |F(y) - F_B((x, x_{d+1}), r)| \, dy \leq C(d, N)w(r),
\]

which implies our claim.

Our next result generalizes Example 2.5 and Theorem 3.1 to the case where the diffusion matrix satisfies the Dini mean oscillation condition.

**Theorem 3.5.** Suppose that condition \( \mathbf{H}_a \) is fulfilled, on every ball the matrix \( A \) satisfies the Dini mean oscillation condition with some function \( \omega \), and \( b^i, c \in L^{d+}_{{\text{loc}}} (\Omega) \). Suppose also that \( 2L_1 \) is a solution to the equation

\[
\frac{\partial}{\partial x_j} (a^{ij} \frac{\partial r}{\partial x_i}) - \frac{\partial}{\partial x_i} (b^i r) + cr = 0.
\]

Then the function \( r \) has a continuous version. Moreover, if \( r \geq 0 \), then the continuous version of \( r \) satisfies the Harnack inequality, i.e., for every ball \( B(x_0, R/2) \subset B(x_0, 4R) \subset \Omega \) there exists a number \( C \) such that

\[
\sup_{x \in B(x_0, R/2)} r(x) \leq C \inf_{x \in B(x_0, R/2)} r(x),
\]

where \( C \) depends on \( R, \omega, d, \nu, \eta \), and \( \|c\|_{L^p(B(x_0, 4R))} \) and \( \|b\|_{L^p(B(x_0, 4R))} \), and does not depend on \( r \). The modulus of continuity of \( r \) on \( B(x_0, R/2) \) depends on the same objects.

**Proof.** Justification is similar to the reasoning in Example 2.5 and Theorem 3.1, but in place of results from [8] and [9] we apply [10, Theorem 1.10] and [11, Lemma 4.2], because Zvonkin's transform combined with Remark 3.3 and the transformation from Remark 3.2 enable us to reduce the proof to the case \( b = 0 \) and \( c = 0 \), moreover, the elements of the new matrix \( A \) satisfy the Dini mean oscillation condition by Lemma 3.4.

Let us carefully describe the reduction procedure of our general equation to an equation with vanishing coefficients \( b \) and \( c \). Using Zvonkin's transform \( \Phi \) with \( \Psi = \Phi^{-1} \), we obtain the equation \( \tilde{\mathcal{L}}^* \sigma + g \sigma = 0 \), where

\[
\sigma(y) = |\det \Psi'(y)| \rho(\Psi(y))|
\]

\[
\mathcal{L}f(y) = q^{km}(y)\frac{\partial}{\partial x_k} f(y) + h^k(y) \frac{\partial}{\partial x_k} f(y),
\]

and the coefficients have the form

\[
q^{km}(y) = a^{ij}(\Psi(y))\frac{\partial}{\partial x_i} \Phi^k(\Psi(y))\frac{\partial}{\partial x_j} \Phi^m(\Psi(y)), \quad h^k(y) = \lambda u^k(\Psi(y)), \quad g(y) = c(\Psi(y)).
\]

Applying the arguments from Remark 3.3 we construct a positive continuous differentiable function \( \eta \) with Hölder continuous derivatives such that

\[
\tilde{\mathcal{L}} \eta + (g - \gamma) \eta = 0, \quad \gamma > 0.
\]

The function \( \theta = \sigma \eta \) satisfies the equation

\[
\tilde{\mathcal{L}}^* \theta + \gamma \theta = 0,
\]

where

\[
\tilde{\mathcal{L}}f = \mathcal{L}f + 2\left\langle \frac{1}{\eta} \nabla \eta, \nabla f \right\rangle.
\]

Observe that by Lemma 3.4 the matrix \( Q \) satisfies the Dini mean oscillation condition.
with a modulus $\tilde{\omega}$ expressed through $\omega$. The drift coefficient
\[
\lambda u(\Psi(y)) + \frac{1}{\eta}Q\nabla\eta
\]
also satisfies the Dini mean oscillation condition, since $u^k(\Psi(y))$, $\eta(y)$, $\partial_y\eta(y)$ are H"older continuous and $\eta$ is strictly positive. The H"older norm of $u^k(\Psi(y))$ is estimated by a constant depending on $\nu$, $\omega$, and $\|b\|_{L^p}$. The H"older norms of $\eta$ and $\partial_y\eta$ are estimated by a constant depending on $\nu$, $\tilde{\omega}$, $\lambda\sup_y|u^k(\Psi(y))|$, and $\|g\|_{L^p}$. Note also that $\lambda$ and $\gamma$ depend on $\nu$, $\omega$, $\|b\|_{L^p}$, and $\|g\|_{L^p}$. Applying the transformations from Remark 3.2 we obtain an equation with zero drift and potential terms.

In the theory of divergence form and non-divergence form elliptic equations the Harnack inequality is used for estimating the modulus of continuity of the solution and showing that it is H"older continuous. A simple one-dimensional example $(A_Q)^{n} = 0$ demonstrates that a solution $g(x) = (c_1x + c_2)/A(x)$ need not be more regular than the coefficient $A$. For example, if $A$ is not H"older continuous, but satisfies Dini’s condition, then $g(x)$ is the same. However, also for double divergence form equations the Harnack inequality can be used for estimating the modulus of continuity, see [9, Remark 3.9].

We now discuss the integrability of solutions without the assumption about Dini’s condition. Let us recall that, according to [9, Theorem 2.1], if $a^{ij}$ and $b^i$ satisfy conditions $H_a$ and $H_b$ and $a^{ij} \in VMO$, then every solution $g \in L^1_{\text{loc}}(\Omega)$ is locally integrable to every power $p \geq 1$. If the functions $a^{ij}$ satisfy the Dini mean oscillation condition, then the solution is locally bounded and even continuous. It is of interest to study integrability when $A$ is slightly better than $VMO$, but does not satisfy Dini’s condition.

Suppose that the coefficients $a^{ij}$ and $b^i$ satisfy conditions $H_a$ and $H_b$ and that
\[
\|A(x) - A(y)\| \leq \omega(|x - y|),
\]
where $\omega$ is an increasing continuous function on $[0, +\infty)$ and $\omega(0) = 0$. We also assume that for some $C_\omega > 0$ and all $t \geq 0$ the inequality
\[
\omega(t) \geq C_\omega t^{1-d/p}
\]
holds. Set
\[
\Lambda(t) = -\int_{1/t}^{1} \ln(\omega^{-1}(s)) \, ds,
\]
where $\omega^{-1}$ is the inverse function. Integrating by parts, it is readily verified that
\[
\Lambda\left(\frac{1}{t}\right) = \int_{\omega^{-1}(t)}^{\omega^{-1}(1)} \frac{\omega(s)}{s} \, ds - \ln\omega^{-1}(1) + t\ln\omega^{-1}(t).
\]
We observe that if Dini’s condition is fulfilled, then the function $\Lambda(t)$ is bounded from above (and bounded on $[1, +\infty)$).

**Theorem 3.6.** Let $g \in L^1_{\text{loc}}(\Omega)$ satisfy Equation (1.1). Then, for every closed ball $B \subset \Omega$ and every $\delta > 0$, there exists a constant $c = c(B, \delta) > 0$ such that for all $q \geq 1$ one has
\[ \ln \|q\|_{L^q(B)} \leq c + c\Lambda(cq) + \delta \ln q. \]

The proof is given below.

We first consider the case of a bounded drift coefficient \( b \) and by Zvonkin’s transform extend the result to the case of integrable \( b \).

The next auxiliary assertion is standard, but in order to control the dependence of constants on parameters we include a justification.

**Lemma 3.7.** Let \( \alpha = (\alpha^i) \) be a constant symmetric positive definite matrix such that
\[ \gamma \cdot 1 \leq \alpha \leq \frac{1}{\gamma} \cdot 1. \]

Let \( f \in C\infty_{0}(B(0,1)) \) and
\[ 1 < r < d/(d-1), \quad 1 < t < d/(d-1). \]

Then there exists a function \( u \in C\infty(B(0,1)) \) such that \( \text{tr}(\alpha D^2 u) = f \) and
\[
\|u\|_{L^r(B(0,1))} + \|\nabla u\|_{L^t(B(0,1))} \leq C(r,d,\gamma)\|f\|_{L^t(B(0,1))},
\]
\[
\|D^2 u\|_{L^r(B(0,1))} \leq C(d,t,\gamma)\|f\|_{L^t(B(0,1))},
\]

where the constants \( C(d,t,\gamma) \) and \( C(r,d,\gamma) \) do not depend on \( t \).

**Proof.** Changing coordinates, we reduce the problem to the case of the unit matrix \( \alpha \).

Let \( u \) be the solution to the Dirichlet problem \( \Delta u = f \) on \( B(0,2), \ u = 0 \) on \( \partial B(0,2) \). We estimate \( \nabla u \).

Let \( g^i \in C\infty_{0}(B(0,2)) \) and let \( v \) be the solution to the Dirichlet problem \( \Delta v = \text{div} \ g \) on \( B(0,2), \ v = 0 \) on \( \partial B(0,2) \). By [3, Corollary 1.7.6] and the embedding theorem one has
\[ \sup_{B(0,2)} |v(x)| \leq C_1(r,d)\|g\|_{L^{r'}(B(0,2))}. \]

Then
\[ \int \langle \nabla u, g \rangle \ dx = - \int v\Delta u \ dx \leq C_1(r,d)\|g\|_{L^{r'}(B(0,2))}\|f\|_{L^t(B(0,2))}. \]

Since \( g \) was arbitrary, we obtain the desired estimate of the norm \( \|\nabla u\|_{L^t(B(0,2))} \).

Similarly the norm \( \|u\|_{L^r(B(0,2))} \) is estimated.

Now let \( \zeta \in C\infty_{0}(B(0,2)) \) and \( \zeta = 1 \) on \( B(0,1) \). Applying [32, Theorem 9.8 and Theorem 9.9] to \( \zeta u \), we obtain the inequality
\[ \|D^2(\zeta u)\|_{L^r(B(0,2))} \leq C_1(d,t)\|\Delta(\zeta u)\|_{L^t(B(0,2))}, \]

where the right-hand side is estimated by
\[ C_2(d,t)\|f\|_{L^t(B(0,2))} + \|\nabla u\|_{L^t(B(0,2))} + \|u\|_{L^t(B(0,2))}. \]

It remains to apply the estimates for \( u \) and \( \nabla u \) obtained above.

\[ \square \]

**Lemma 3.8.** Let \( q \) be a solution to Equation (1.1) with a bounded drift coefficient. Then, for every ball \( B \) and every \( \delta > 0 \), there exists \( c = c(B,\delta) > 0 \) such that for all \( q \geq 1 \) we
have
\[
\ln \|q\|_{L^q(B)} \leq c + c\Lambda(q) + \delta \ln q.
\]

**Proof.** It suffices to obtain our estimate for large \( q \). Without loss of generality we can assume that \( B = B(0, 1) \) and \( B(0, 4) \subset \Omega \). Let \( x_0 \in B(0, 1) \) and \( 0 < \lambda < 1 \) be fixed. The function \( \sigma(y) = q(x_0 + \lambda y) \) on the ball \( B(0, 2) \) satisfies the equation
\[
\partial_y(y) (q(y)\sigma) - \partial_y(h(y)\sigma) = 0,
\]
where \( q(y) = a(y) = \lambda b(y) \) and \( h(y) = \lambda b(y) \). Let
\[
Q_0 = (q_0^i, q_0^j, x_0^i, x_0^j), \quad \zeta \in C^\infty_0(B(0, 1)), \quad 0 \leq \zeta \leq 1, \quad \zeta(y) = 1 \text{ if } y \in B(0, 1/2).
\]
By Lemma 3.7, for every function \( f \in C^\infty_0(B(0, 1)) \), there exists a smooth solution \( u \) to the equation \( \text{tr}(Q_0 D^2 u) = f \) satisfying estimates (3.3) and (3.4). Then
\[
\int f \zeta \sigma \ dy = \int \text{tr}((Q_0 - Q) D^2 u) \zeta \sigma \ dy - \int [\text{tr}(Q D^2 \zeta) + 2 \langle Q \nabla u, \nabla \zeta \rangle + \langle h, \nabla(\zeta u) \rangle] \sigma \ dy.
\]
Let \( 1 < t < \tau < d/(d - 1) \) and \( 1 < r < d/(d - 1) \). Observe that
\[
\int \text{tr}((Q_0 - Q) D^2 u) \zeta \sigma \ dy \leq \omega(\lambda) \| D^2 u \|_{L^r(B(0, 1))} \| \zeta \|_{L^r(B(0, 1))}.
\]
By Lemma 3.7 we have \( \| D^2 u \|_{L^r(B(0, 1))} \leq C_1 t |f|_{L^r(B(0, 1))} \), where \( C_1 \) does not depend on \( t \). Therefore,
\[
\int \text{tr}((Q_0 - Q) D^2 u) \zeta \sigma \ dy \leq C_1 t \omega(\lambda) |f|_{L^r(B(0, 1))} \| \zeta \|_{L^r(B(0, 1))}.
\]
The expression
\[
- \int [\text{tr}(Q D^2 \zeta) + 2 \langle Q \nabla u, \nabla \zeta \rangle + \langle h, \nabla(\zeta u) \rangle] \sigma \ dy \tag{3.5}
\]
is estimated from above by
\[
C(\zeta) \left[ \sup_y \| Q(y) \| + \sup_y |h(y)| \right] \int_{B(0, 1)} (|u(y)| + |\nabla u(y)|) \| \sigma(y) \| \ dy.
\]
By Hölder’s inequality we obtain
\[
\int_{B(0, 1)} (|u(y)| + |\nabla u(y)|) \| \sigma(y) \| \ dy \leq \left( \| u \|_{L^t(B(0, 1))} + \| \nabla u \|_{L^t(B(0, 1))} \right) \| \sigma \|_{L^r(B(0, 1))}.
\]
Applying again Lemma 3.7, we can estimate (3.5) by
\[
C_2 |f|_{L^t(B(0, 1))} \| \sigma \|_{L^r(B(0, 1))},
\]
where \( C_2 \) does not depend on \( t \). Thus, we arrive at the estimate
\[
\int f \zeta \sigma \ dy \leq C_1 t \omega(\lambda) |f|_{L^r} \| \zeta \|_{L^r} + C_2 |f|_{L^t} \| \sigma \|_{L^r(B(0, 1))}.
\]
Set now \( t' = q \). Let \( C_1 q \omega(\lambda) = 1/2 \), i.e., \( \lambda = \omega^{-1} \left( \frac{1}{2C_1 q} \right) \), where the number \( q \) is so large
that $\lambda < 1$. Recall that $\zeta = 1$ on $B(0, 1/2)$. Therefore, we have
\[ \|\sigma\|_{L^s(B(0, 1/2))} \leq 2C_2\|\sigma\|_{L^r(B(0, 1))}. \]
Let $r' < s < q$. Applying Hölder’s inequality, we arrive at the estimate
\[ \|\sigma\|_{L^s(B(0, 1/2))} \leq C_3\|\sigma\|_{L^r(B(0, 1))}, \]
where $C_3$ does not depend on $q$, $\lambda$ and $s$. Returning to the original coordinates, we obtain
\[ \|q\|_{L^s(B(x_0, \lambda/2))} \leq \lambda^{d/q-d/s}C_3\|q\|_{L^r(B(x_0, \lambda))}. \]
Let $1 < R < 2$. Covering the ball $B(0, R)$ by finitely many balls $B(x_i, \lambda/2)$, we arrive at the estimate
\[ \|q\|_{L^s(B(0, R))} \leq C_4\lambda^{-d/s}\|q\|_{L^r(B(0, R+\lambda))}, \]
where $C_4$ does not depend on $s$, $R$ and $\lambda$. Let
\[ \beta > 1, \quad \frac{\ln C_4}{\ln \beta} < \delta. \]
Set $q_m = 2C_1\beta^m$, $s = 2C_1\beta^{m-1}$ and
\[ \lambda_m = \omega^{-1}\left(\frac{1}{2C_1\beta^m}\right), \quad R = r_m = 2 - \sum_{k=0}^{m} \lambda_k. \]
Since $\omega^{-1}(s) \leq (s/C)^{p/(p-d)}$, the series $\sum_k \lambda_k$ converges. We can assume that $k_0$ is so large that $r_m > 1$ for all $m > k_0$ and $\beta^{-k_0+1} < 1$. Thus, for all $m > k_0$ the inequality
\[ \|q\|_{L^m(B(0, r_m))} \leq e^{\nu_m}\|q\|_{L^{m-1}(B(0, r_{m-1}))}, \quad \nu_m = \delta \ln \beta - d(2C_1)^{-1}\beta^{-m+1}\ln \lambda_m, \]
holds. By iterations from $k$ to $k_0$ we obtain the inequality
\[ \ln \|q\|_{L^m(B(0, r_k))} \leq C_5 + \sum_{m=k_0}^{k} \nu_m, \]
where $C_5$ does not depend on $k$. Observe that
\[ \sum_{m=k_0}^{k} \nu_m \leq \delta \ln q_k - \frac{d}{2C_1} \sum_{m=k_0}^{k} \beta^{-m+1}\ln \lambda_m. \]
We have the estimate
\[ -\sum_{m=k_0}^{k} \beta^{-m+1}\ln \omega^{-1}\left(\frac{1}{2C_1\beta^m}\right) \leq -\frac{\beta}{\beta - 1}\int_{\beta^{-k_0+1}}^{\beta^{-k}} \ln \omega^{-1}\left(\frac{t}{2C_1}\right) \, dt. \]
Thus,
\[ \ln \|q\|_{L^m(B(0, 1))} \leq C_5 + \delta \ln q_k + C_6\varLambda(q_k). \]
If now $\beta^{-1}q_k \leq q \leq q_k$ and $c$ is greater than $C_5$, $C_6$ and $\beta$, we obtain the resulting estimate $\ln \|q\|_{L^m(B(0, 1))} \leq c + c\varLambda(eq) + \delta \ln q$. \qed
We now prove Theorem 3.6.

**Proof of Theorem 3.6.** It suffices to show that given
\[ B(x_0, R/2) \subset B(x_0, 4R) \subset \Omega \]
and \( \delta > 0 \), there exists a constant \( c > 0 \) for which
\[ \ln \|q\|_{L^\infty(B(x_0,R/2))} \leq c + c\Lambda(cq) + \delta \ln q. \]
Let \( \Phi \) be the diffeomorphism constructed before Proposition 2.3. According to Proposition 2.4, the function
\[ \sigma(y) = q(\Psi(y))|\det\Psi'(y)| \]
on the ball \( B(y_0, 2R) \) centered at \( y_0 = \Phi(x_0) \) is a solution to an equation whose coefficients satisfy the hypotheses of Lemma 3.8, that is, the matrix \( (q^{mk}) \) satisfies condition \( H_a \) and the drift coefficient \( h \) is bounded. In addition, \( \Psi \) is Lipschitz, the functions \( \partial_s \Phi \) are Hölder continuous of order \( 1 - d/p \) and \( \omega(t) \geq Ct^{1-d/p} \). Hence there exists a number \( N > 0 \) such that
\[ \|Q(y) - Q(z)\| \leq N\omega(N|y - z|). \]
Observe that
\[ \Lambda_N \left( \frac{1}{t} \right) = -\int_t^1 \ln \left( \frac{1}{N} \omega^{-1} \left( \frac{s}{N} \right) \right) \, ds \leq N\Lambda \left( \frac{N}{t} \right) + \ln N. \]
By Lemma 3.8, there exists a number \( c = c(y_0, R, \delta) > 0 \) such that
\[ \ln \|\sigma\|_{L^\infty(B(y_0,R))} \leq c + c\ln N + cN\Lambda(cNq) + \delta \ln q. \]
Since \( \Phi \) is a \( C^1 \)-diffeomorphism, an analogous estimate holds for the original function \( q \). \( \square \)

**Corollary 3.9.** Under the hypotheses of Theorem 3.6, for every closed ball \( B \subset \Omega \) the following assertions are true.

i. If \( \lim_{t \to 0_+} \omega(t)|\ln t| = 0 \), then
\[ \exp (\gamma_1 |q|^{1/2}) \in L^1(B) \quad \text{for all} \quad \gamma_1, \gamma_2 > 0. \]

ii. If the function \( \omega(t)|\ln t| \) is bounded on \((0,1]\), then exist numbers \( \gamma_1, \gamma_2 > 0 \) such that
\[ \exp (\gamma_1 |q|^{1/2}) \in L^1(B). \]

iii. If for some \( \beta \in (0,1) \) the function \( \omega(t)|\ln t|^\beta \) is bounded on \((0,1]\), then for some \( \gamma > 0 \) we have
\[ \exp (\gamma |\ln (|q| + 1)|^{1/(1 - \beta)}) \in L^1(B). \]

**Proof.** Let us consider case (i), when \( \omega(t) = o(|\ln t|^{-1}) \). Let \( \varepsilon > 0 \). There is \( s_0 \in (0,1) \) such that for all \( s \in (0,s_0) \) one has \( |\ln \omega^{-1}(s)| \leq \varepsilon s^{-1} \), which follows from the estimate \( \omega(t) \leq \varepsilon |\ln t|^{-1} \). Therefore,
\[ \Lambda(q) \leq C_1(\varepsilon) + \varepsilon \ln q, \]

so that

\[ \int_B |q|^q \, dx \leq C_2 q^\varepsilon. \]

Let \( q = \gamma_2 k \) and \( \varepsilon \gamma_2 = 1/2 \). We obtain

\[ \int_B \left( \frac{|q|^{\gamma_2}}{k!} \right)^k \, dx \leq \frac{C_2^k k^{k/2}}{k!}. \]

By Stirling’s formula this yields convergence of the series

\[ \int_B \sum_k \left( \frac{\gamma_1 |q|^{\gamma_2}}{k!} \right)^k \, dx, \]

which implies the integrability of \( \exp(\gamma_1 |q|^{\gamma_2}) \). Assertion (ii) is proved similarly.

Let us prove assertion (iii). The boundedness of the function \( \omega(t) \ln t^{-\beta} \) implies the estimate \( |\ln \omega^{-1}(s)| \leq M_1 s^{1-\beta} \) with some constant \( M_1 > 0 \). By Theorem 3.6, for all \( q \geq 1 \) and some \( M_2 > 0 \) we obtain the estimate

\[ \ln \|q\|_{L^\beta(B)} \leq M_2 q^{(1-\beta)/\beta}. \]

Chebyshev’s inequality gives

\[ \ln |\{x \in B : |q(x)| > t\}| \leq -q \ln t + M_2 q^{1/\beta}. \]

Let \( q = C(\beta, M_2) \ln t^{\beta/(1-\beta)} \), where \( C(\beta, M_2) = (\beta/M_2)^{\beta/(1-\beta)} \). There is a number \( t_0 \) such that for all \( t \geq t_0 \) one has \( q \geq 1 \) and for some constant \( M_3 > 0 \) the inequality

\[ \ln |\{x \in B : |q(x)| > t\}| \leq -M_3 \ln t^{1/(1-\beta)} \]

holds. For any continuously differentiable function \( f \) with \( f' > 0 \) we have

\[ \int_B f(|q(x)|) \, dx \leq \int_0^{t_0} |\{x \in B : f(|q(x)|) > t\}| \, dt + \int_{f(t_0)}^{+\infty} f'(s) \exp \left( -M_3 |\ln s|^{1/(1-\beta)} \right) \, ds. \]

It is readily verified that for \( f(t) = \exp(\gamma |\ln (t + 1)|^{1/(1-\beta)}) \) with \( \gamma < M_3 \) the corresponding integral in the right-hand side is finite, which gives the desired integrability.

## 4. Existence and uniqueness of probability solutions

In this section we apply the results obtained above for constructing positive and probability solutions to the Kolmogorov equation.

The next result is a modification of [3, Theorem 1.5.6] for unbounded coefficients.

**Lemma 4.1.** Let \( \Omega \subset \mathbb{R}^d \) and \( B(x_0, 4R) \subset \Omega \). Suppose that the coefficients \( a^{ij} \) and \( b^i \) satisfy conditions \( H_a \) and \( H_b \) and the matrix \( A \) satisfies condition \( VMO \) on \( \Omega \). Then, for any numbers \( 0 < r_1 < r_2 < R \), there exists a constant \( C > 0 \) such that
\[ \int_{B(x_0, r_2)} q(x) \, dx \leq C \int_{B(x_0, r_1)} q(x) \, dx \]

for every nonnegative solution \( q \) to Equation (1.1) on \( \Omega \).

**Proof.** Let \( \Phi \) be the diffeomorphism constructed above and \( \Psi = \Phi^{-1} \). Set \( y_0 = \Phi(x_0) \).

Note that

\[ \Psi(B(y_0, r_1/2)) \subset B(x_0, r_1), \quad B(x_0, r_2) \subset \Psi(B(y_0, 2r_2)). \]

Let \( q \) be a nonnegative solution to Equation (1.1). By Proposition 2.4 the function

\[ \sigma(y) = q(\Psi(y)) |\det \Psi'(y)| \]

on \( B(y_0, 2R) \) satisfies the equation with bounded coefficients. According to [3, Theorem 1.5.6] there exists a constant \( C > 0 \) such that

\[ \int_{B(y_0, 2r_2)} \sigma(y) \, dy \leq C \int_{B(y_0, r_1/2)} \sigma(y) \, dy \]

and \( C \) depends only on the coefficients and the numbers \( r_1, r_2 \). Then

\[ \int_{B(x_0, r_2)} q(x) \, dx \leq \int_{\Psi(B(y_0, 2r_2))} q(x) \, dx \leq C \int_{\Psi(B(y_0, r_1/2))} q(x) \, dy \leq C \int_{B(x_0, r_1)} q(x) \, dx, \]

which completes the proof. \( \square \)

Our next theorem generalizes assertion (i) in [3, Theorem 2.4.1] to the case where the coefficients \( a_{ij} \) satisfy condition VMO. It was assumed in the cited theorem that the functions \( a_{ij} \) belong locally to the Sobolev class \( W^{p, 1} \) with some \( p > d \).

**Theorem 4.2.** Suppose that the coefficients \( a_{ij} \) and \( b^i \) are defined on all of \( \mathbb{R}^d \), \( b^i \in L^d_{\text{loc}}, \) and for every ball \( B \) we can find a number \( \nu_B > 0 \) and a continuous nonnegative increasing function \( w_B \) on \( [0, +\infty) \) such that \( w_B(0) = 0 \) and

\[ \nu_B \cdot I \leq A(x) \leq \frac{1}{\nu_B} \cdot I, \quad \sup_{x \in B} r^{-2d} \int_{B(x,r)} |a_{ij}(y) - a_{ij}(z)| \, dy \, dz \leq w_B(r) \quad \forall \ r > 0. \]

Then there exists a nonnegative solution \( q \) to Equation (1.1) on \( \mathbb{R}^d \) such that

\[ \int_{B(0,1)} q(x) \, dx = 1. \]

**Proof.** Let \( \zeta \in C_0^\infty(\mathbb{R}^d) \) have support in \( B(0, 1) \), \( \zeta \geq 0 \) and \( \|\zeta\|_{L^1(\mathbb{R}^d)} = 1 \). For every \( k \in \mathbb{N} \), let \( \zeta_k \) denote the function \( k^d \zeta(kx) \) and let

\[ a_{ij}^k = a_{ij}^* \zeta_k, \quad b^i_k = b^i \ast \zeta_k. \]

The functions \( a_{ij}^k \) and \( b^i_k \) are infinitely differentiable, and on every ball \( B_R = B(0, R) \) we have

\[ \nu_{B_{R+1}} \cdot I \leq A_k \leq \frac{1}{\nu_{B_{R+1}}} \cdot I, \]

\[ \|b_k\|_{L^p(B_R)} \leq \|b\|_{L^p(B_{R+1})}, \quad p_R = p(B_{R+1}). \]
Moreover,
\[
\sup_{x \in B_r} r^{-2d} \int_{B(x,r)} \int_{B(x,r)} |a_{ij}^k(y) - a_{ij}^k(z)| \, dy \, dz \leq w_{B_{r+1}}(r).
\]
According to [3, Theorem 2.4.1], there exists a positive smooth solution \( \varrho_k \) to the equation
\[
\partial_{x_i} \partial_{x_j} (a_{ij}^k \varrho_k) - \partial_{x_i} (b_i^j \varrho_k) = 0.
\]
Multiplying by a constant, we can assume that
\[
\int_{B_1} \varrho_k(x) \, dx = 1.
\]
Applying Lemma 4.1, for every ball we obtain the inequality
\[
\int_{B_R} \varrho_k(x) \, dx \leq C_R \int_{B_1} \varrho_k(x) \, dx = C_R,
\]
where \( C_R \) does not depend on \( k \). Let \( b \in L^{p_R}(B_R) \) and \( p_R > d \). Note that
\[
q_R = \frac{p_R}{p_R - 1} < \frac{d}{d - 1}.
\]
According to [9, Theorem 2.1], the norms \( \| \varrho_k \|_{L^{p_R}(B_R)} \) are uniformly bounded in \( k \) for each \( R > 0 \). Thus, the sequence \( \{ \varrho_k \} \) has a subsequence such that for every natural number \( N \) it converges weakly in \( L^{p_N}(B_N) \) to some nonnegative function \( \varrho \). In addition, on every ball \( B_N \) the sequence \( \{a_{ij}^k\} \) converges uniformly to \( a^{ij} \) and the sequence \( \{b_i^j\} \) converges to \( b^i \) in \( L^{p_N}(B_N) \). Passing to the limit in the integral identities determining the solutions \( \varrho_k \), we obtain an analogous integral identity for \( \varrho \). Therefore, the function \( \varrho \) is a solution to Equation (1.1). It is clear that \( \varrho \geq 0 \) and \( \int_{B_1} \varrho(x) \, dx = 1 \). \( \square \)

**Remark 4.3.** If in addition to the hypotheses of Theorem 4.2 the matrix \( A \) satisfies the Dini mean oscillation condition on every ball, then there exists a continuous positive solution \( \varrho \) to Equation (1.1).

As a corollary we obtain a generalization of the Hasminskii theorem, which follows from Theorem 4.2 and [3, Corollary 2.3.3]. Let \( W^{d,2}_{loc}(\mathbb{R}^d) \) be the local Sobolev class of all functions belonging to \( L^d_{loc}(\mathbb{R}^d) \) along with their first and second Sobolev derivatives.

**Corollary 4.4.** If in addition to the hypotheses of Theorem 4.2 there is a function \( V \) of class \( W^{d,2}_{loc}(\mathbb{R}^d) \) along with numbers \( C > 0 \) and \( R > 0 \) such that
\[
\lim_{|x| \to +\infty} V(x) = +\infty, \quad LV(x) \leq -C \quad \text{if} \quad |x| > R,
\]
then there exists a probability solution \( \varrho \) to Equation (1.1) on \( \mathbb{R}^d \). Moreover, if \( A \) satisfies the Dini mean oscillation condition on every ball, then \( \varrho \) has a continuous positive version.

Note that assertion (ii) in [3, Theorem 2.4.1] gives a nonzero nonnegative solution to Equation (1.1) under the assumption that the matrix \( A \) is locally positive definite and
bounded and the drift coefficient $b$ is locally bounded. If, in addition, there is a Lyapunov function, then there exists a probability solution. In the results obtained above the condition on $A$ is stronger and the condition on $b$ is weaker.

Zvonkin’s transform enables us to obtain the following modification of the Hasminskii theorem generalizing [22, Theorem 4.10(iii)] to the matrix $A$ of class VMO.

**Corollary 4.5.** Suppose that the coefficients $a^i$ and $b^i$ are defined on all of $\mathbb{R}^d$ and we can find a number $\nu > 0$ and an increasing continuous function $\omega$ on $[0, +\infty)$ such that $\omega(0) = 0$ and

$$\nu \cdot I \leq A(x) \leq \frac{1}{\nu} \cdot I,$$

$$\sup_{z \in \mathbb{R}^d} \int_{B(z, r)} r^{-2d} \int_{B(z, r)} |a^{ij}(x) - a^{ij}(y)| \, dx \, dy \leq \omega(r).$$

Let also $b^i = b_1^i + b_2^i$, where $b_2 \in L^p(\mathbb{R}^d)$ with $p > d$ and

$$\lim_{|x| \to \infty} \langle b_1(x), x \rangle \leq C_1 - C_2 |x|^{\kappa + 1}, \quad |b_1(x)| \leq C_3 (1 + |x|^\kappa),$$

for some numbers $C_1, C_2, C_3 > 0$ and $\kappa > 0$. Then there exists a probability solution $\phi$ to Equation (1.1) on $\mathbb{R}^d$.

**Proof.** Applying Proposition 2.1, for every $\delta > 0$ we construct a mapping $u = (u^1, \ldots, u^d)$ such that $u^k$ is a solution to the equation

$$\text{tr}(A \nabla u^k) + \langle b_2, \nabla u^k \rangle - \lambda u^k = -b_2^k,$$

$u^k \in L^\infty(\mathbb{R}^d)$ and $\sup_x |\nabla u^k(x)| < \delta$. According to Proposition 2.3, for $\delta > 0$ sufficiently small the mapping $\Phi(x) = x + u(x)$ is a diffeomorphism of $\mathbb{R}^d$. Let $\Psi = \Phi^{-1}$. It is readily seen that $|\Psi(y)| \to \infty$ as $|y| \to \infty$. Let us consider the equation

$$\partial_y \partial_{y^m} (q^{km} \sigma) - \partial_y (h^k \sigma) = 0,$$  \hspace{1cm} (4.1)

where

$$q^{km}(y) = a^{ij}(\Psi(y)) \partial_{y^j} \Phi^k(\Psi(y)) \partial_{y^m} \Phi^m(\Psi(y)),$$

$$h(y) = \lambda u(\Psi(y)) + b_1^i(\Psi(y)) \partial_{y^i} \Phi(\Psi(y)).$$

Since $\Phi(x) = x + u(x)$, we have

$$\langle h(y), y \rangle(\Phi(x)) = \lambda \langle u(x), x + u(x) \rangle + \langle b_1(x), x + u(x) \rangle + \langle b_1^i(x) \partial_{y^i} u(x), x + u(x) \rangle.$$ 

Let $|u(x)| \leq M$ and $|\nabla u(x)| \leq \delta$. Then

$$\langle h(y), y \rangle(\Phi(x)) \leq \lambda M^2 + \lambda M |x| + M |b_1(x)| + \delta |b_1(x)| |x| + \delta M |b_1(x)| + \langle b_1(x), x \rangle.$$ 

Using our condition on $b_1$, we can estimate the right side by

$$C_1 + \lambda M^2 + \lambda M |x| + (1 + \delta)MC_3(1 + |x|^\kappa) + \delta C_3(1 + |x|^{\kappa + 1}) - C_2 |x|^{\kappa + 1}.$$ 

Let $\delta C_3 < C_2$. Then $\langle h(y), y \rangle \to -\infty$ as $|y| \to \infty$. Therefore, the hypotheses of Corollary 4.4 are fulfilled and there exists a probability solution $\sigma$ of Equation (4.1). Finally, it is clear that $\phi(x) = \sigma(\Phi(x))|\det \Phi(x)|$ is a probability solution to Equation (1.1). 

In connection with the existence theorems proved above we discuss a probabilistic interpretation of probability solutions of the Kolmogorov equation. Let $a^{ij}$ and $b^i$ be
Borel functions on $\mathbb{R}^d$ and let $\mu$ be a Borel probability measure satisfying the stationary Kolmogorov equation

$$\partial_x \partial_y (a^{ij} \mu) - \partial_y (b^j \mu) = 0,$$

understood in the sense of the integral equality

$$\int_{\mathbb{R}^d} \left[ a^{ij} \partial_x \partial_y \phi + b^j \partial_x \phi \right] d\mu = 0 \quad \forall \phi \in C_0^\infty(\mathbb{R}^d).$$

**Theorem 4.6.** Suppose that $a^{ij}, b^j \in L^1_{loc}(\mu)$ and

$$\int_{\mathbb{R}^d} \frac{\|A(x)\| + |(b(x), x)|}{1 + |x|^2} \mu(dx) < \infty.$$

Then, for every $T > 0$, one can find a probability space $(Q, \mathcal{F}, P)$, a filtration $\mathcal{F}_t$, and a continuous random process $\xi_t$ and a Wiener process $w_t$ adapted to the filtration $\mathcal{F}_t$ such that

$$d\xi_t = b(\xi_t) \ dt + \sqrt{2A(\xi_t)}dw_t$$
on $[0, T]$ and the distribution of the random variable $\xi_t(\omega)$ equals $\mu$ for all $t$. Moreover, if it is known that for every probability measure $\sigma$ on $\mathbb{R}^d$ there exists a unique weak solution $\xi^\sigma_0$ of the indicated stochastic equation on $[0, +\infty)$ with initial distribution $\sigma$ and $P_\sigma$ is the distribution of $\xi^\sigma$, then the measure $\mu$ is invariant for the semigroup

$$T_t f(x) = \int_{C([0, +\infty), \mathbb{R}^d)} f(\xi_t) \ P_\delta (d\xi)$$
on the space of bounded Borel functions, that is, for every bounded continuous function $f$ and every $t \geq 0$ we have the identity

$$\int_{\mathbb{R}^d} T_t f(x) \mu(dx) = \int_{\mathbb{R}^d} f(x) \mu(dx).$$

**Proof.** By the Ambrosio–Figalli–Trevisan superposition principle (see [35] and [36]) there exists a Borel probability measure $P_\mu$ on $C([0, T], \mathbb{R}^d)$ satisfying the following conditions:

i. $P_\mu(\{\xi : \xi_t \in Q\}) = \mu(Q)$ for every Borel set $Q$ and every $t \in [0, T]$,

ii. for every function $f \in C_0^\infty(\mathbb{R}^d)$, the mapping

$$(\xi, t) \mapsto f(\xi_t) - f(\xi_0) - \int_0^t \left[ a^{ij}(\xi_s) \partial_{x_i} \partial_{x_j} f(\xi_s) + b^j(\xi_s) \partial_{x_j} f(\xi_s) \right] ds$$

is a martingale with respect to $P_\mu$ and the filtration $\sigma(\xi_s, s \leq t)$. Therefore, according to [37, Proposition 2.1, Ch. IV], one can find a probability space $(Q, \mathcal{F}, P)$, a filtration $\mathcal{F}_t$, a continuous random process $\xi_t$ and a Wiener process $w_t$ adapted to $\mathcal{F}_t$ such that

$$d\xi_t = b(\xi_t) \ dt + \sqrt{2A(\xi_t)}dw_t.$$
on $[0, T]$ and the distribution of $\xi_t$ coincides with $P_\mu$, in particular, the one-dimensional distribution of the process $\xi_t$ does not depend on $t$ and equals $\mu$.

Assume now that the given stochastic equation has a unique weak solution for every initial distribution and $P_{\delta_x}$ is the distribution of the solution with initial condition $\delta_x$. We observe that due to our assumption about the uniqueness of solutions the mapping $\sigma \mapsto P_\sigma$ is Borel measurable when the spaces of measures are equipped with their weak topologies (or with metrics generating them). Indeed, even without any assumptions about uniqueness, the set of all pairs $(P, \sigma)$ of probability measures for which $P$ is a measure on the space $C([0, +\infty), \mathbb{R}^d)$ of continuous paths and $\sigma$ is a measure on $\mathbb{R}^d$ such that $\sigma$ is the image $P$ under the mapping $x \mapsto x(0)$ and the process

$$f(x(t)) - f(x(0)) - \int_0^t Lf(x(s)) \, ds$$

is a martingale with respect to the measure $P$ for all functions $f \in C^2_b(\mathbb{R}^d)$, is a Borel set in the product $\mathcal{P}(C([0, +\infty), \mathbb{R}^d)) \times \mathcal{P}(\mathbb{R}^d)$. This is seen from the fact that this set can be described by a countable number of equalities of the form

$$\int \psi_i \, dP = 0$$

with some countable collection of bounded Borel functions $\psi_i$ on the path space along with the equality of the measure $\sigma$ to the image of $P$ with respect to the operator $x \mapsto x(0)$. A countable collection $\{\psi_i\}$ arises because for verification of the martingale property we can use a countable collection of functions $f$, moreover, the martingale property itself can be verified only for rational times, and the comparison of the corresponding conditional expectations also employs a countable collection of functions.

According to [37, Theorem 5.3, Ch. IV] the measures $P_{\delta_x}$ form a Markov family and $T_t f$ is a semigroup on the space of bounded continuous functions. Note that for every cylindrical set $C$ one has

$$P_\mu(C) = \int_{\mathbb{R}^d} P_{\delta_x}(C) \, \mu(dx),$$

which implies the equality

$$\int_{C([0, +\infty), \mathbb{R}^d)} f(\xi_t) \, P_\mu(d\xi) = \int_{\mathbb{R}^d} \int_{C([0, +\infty), \mathbb{R}^d)} f(\xi_t) \, P_x(d\xi) \, \mu(dx)$$

for every bounded continuous function $f$. It remains to observe that the left side of the last equality is the integral of $f$ against the measure $\mu$ and the right side is the integral of $T_t f$ against the measure $\mu$. \hfill \Box

In the general case the stationary Kolmogorov equation can have several different probability solutions (see [3, Chapter 4]). Sufficient conditions for uniqueness of probability solutions have been obtained in [38] in the case where the matrix $A$ satisfies the classical Dini condition, but by Theorem 3.5 and the results in [11] their justification extends without changes to the case of the matrix $A$ satisfying the Dini mean oscillation condition. Thus, the following assertion is true.
Theorem 4.7. Suppose that \(a^j\) and \(b^i\) are defined on all of \(\mathbb{R}^d\), \(b^i \in L^1_{\text{loc}}\), and for every ball \(B\) one can find a number \(\nu_B > 0\) and a continuous nonnegative increasing function \(w_B\) on \([0, 1]\) such that \(w_B(0) = 0\), the integral \(\int_0^1 \frac{w(t)}{t} \, dt\) converges, and

\[
\nu_B \cdot 1 \leq A(x) \leq \frac{1}{\nu_B} \cdot 1, \quad \sup_{x \in B} \frac{1}{|B(x,r)|} \int_{B(x,r)} |a^j(y) - a^j_B(x,r)| \, dy \leq w_B(r) \quad \forall \ r \in (0, 1].
\]

Let \(q\) be a probability solution to Equation (1.1) such that at least one of following conditions is fulfilled:

i. \((1 + |x|)^{-2}a^j, (1 + |x|)^{-1}b^i \in L^1(q \, dx),

ii. there exists a function \(V \in C^2(\mathbb{R}^d)\) with \(\lim_{|x| \to \infty} V(x) = +\infty\) and \(LV \leq C_1 + C_2 V\).

Then \(q\) is a unique probability solution.

Applying Zvonkin’s transform, we obtain the following sufficient condition for uniqueness that agrees with Corollary 4.5.

Corollary 4.8. Suppose that the coefficients \(a^j\) and \(b^i\) are defined on all of \(\mathbb{R}^d\) and we can find a number \(\nu > 0\) and an increasing continuous function \(\omega\) on \([0, +\infty)\) such that

\[
\nu \cdot 1 \leq A(x) \leq \frac{1}{\nu} \cdot 1, \quad \sup_{x \in \mathbb{R}^d} \frac{1}{|B(x,r)|} \int_{B(x,r)} |a^j(y) - a^j_B(x,r)| \, dy \leq \omega(r),
\]

\(\omega(0) = 0\) and the integral \(\int_0^1 \frac{\omega(r)}{r} \, dr\) converges.

Let also \(b^i = b^i_1 + b^i_2\), where \(b_2 \in L^p(\mathbb{R}^d)\) with \(p > d\) and

\[
\lim_{|x| \to \infty} \langle b_1(x), x \rangle \leq C_1 - C_2 |x|^{k+1}, \quad |b_1(x)| \leq C_3 (1 + |x|^k),
\]

for some \(C_1, C_2, C_3 > 0\) and \(k > 0\). Then there exists a unique probability solution \(q\) to Equation (1.1) on \(\mathbb{R}^d\).

Proof. The existence is proved in Corollary 4.5. After the change of coordinates as in the proof of Corollary 4.5 the coefficients of the new equation satisfy condition (ii) in Theorem 4.7, hence a probability solution is unique.

We do not know whether the continuity of the matrix \(A\) is sufficient for the uniqueness of a probability solution.

It is proved in [38] that if the matrix \(A\) satisfies the classical Dini condition, then the ratio \(\nu = \sigma/q\) of two positive solutions \(\sigma\) and \(q\) belongs to the Sobolev space \(W^{2,1}_{\text{loc}}(\mathbb{R}^d)\). The same is true if \(A\) satisfies the Dini mean oscillation condition. Note that in the general case a solution to Equation (1.1) (even with a Hölder continuous matrix \(A\)) does not have Sobolev derivatives.
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