Fast and accurate modeling of transient-state, gradient-spoiled sequences by recurrent neural networks
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Abstract
Fast and accurate modeling of MR signal responses are typically required for various quantitative MRI applications, such as MR fingerprinting. This work uses a new extended phase graph (EPG)-Bloch model for accurate simulation of transient-state, gradient-spoiled MR sequences, and proposes a recurrent neural network (RNN) as a fast surrogate of the EPG-Bloch model for computing large-scale MR signals and derivatives. The computational efficiency of the RNN model is demonstrated by comparisons with other existing models, showing one to three orders of acceleration compared with the latest GPU-accelerated, open-source EPG package. By using numerical and in vivo brain data, two used cases, namely, MRF dictionary generation and optimal experimental design, are also provided. Results show that the RNN surrogate model can be efficiently used for computing large-scale dictionaries of transient-state signals and derivatives within tens of seconds, resulting in several orders of magnitude acceleration with respect to state-of-the-art implementations. The practical application of transient-state quantitative techniques can therefore be substantially facilitated.
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1 | Introduction

Quantitative magnetic resonance imaging (qMRI) aims at reconstructing various magnetic properties of tissues, such as relaxation times and proton density (PD). Such quantitative tissue parameter maps may reveal pathological information about organs that are theoretically independent of MR protocols, and therefore they may lead to a more objective and precise clinical diagnosis.1,2 Recent qMRI methods, such as MR fingerprinting (MRF)3 and MR-STAT,4 usually use relatively short sequences, during which the magnetization is in a transient state, to encode multiple quantitative parameters into the measured signal simultaneously. To perform the quantitative reconstructions, the spin dynamics needs to be simulated according to the physical model of the MR signal, for example, the Bloch equation or the extended phase graph (EPG).5

Abbreviations used: AD, automatic differentiation; CRLB, Cramér–Rao lower bound; DE, differential evolution; EPG, extended phase graph; GPU, graphics processing unit; GRU, gated recurrent unit; MAE, mean absolute error; MAPE, mean absolute percentage error; MRF, magnetic resonance fingerprinting; MR-STAT, magnetic resonance spin tomography in time domain; NRMSE, normalized root mean square error; qMRI, quantitative magnetic resonance imaging; RNN, recurrent neural network; SLR, Shinnar–Le Roux; SSFP, steady-state free precession; SVD, singular value decomposition.
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Currently, gradient-spoiled, transient-state MR sequences are widely used for qMRI applications, because they require relatively short acquisition times, and are not affected by the banding artifacts resulting from the main ($B_0$) field nonuniformity. For these gradient-spoiled sequences, the EPG formalism is an efficient computational model to simulate the MR signal evolution. Unlike the Bloch equation, which models the temporal MR signal for a single isochromat resonating at a given frequency, the EPG approach models the spins within a voxel as a discrete set of dephasing states, and is an efficient way of simulating spin dephasing induced by unbalanced spoiling gradients.

For various qMRI applications, computing large amounts of MR signals using the EPG models are necessary but also very time-consuming tasks. For example, in MRF methods, a dictionary that contains the temporal signal evolution for different combinations of parameter values ($T_1, T_2, B_1^*$, etc.) is usually used for reconstructing the pixel-wise properties by a matched filter estimator (dictionary matching). To reconstruct all parameters with high precision, many discretization steps are required for each parameter to be estimated, resulting in a large dictionary that may need a prohibitive long time. Currently, the time required for dictionary generation varies from hours to days, depending on the number of reconstruction parameters included, the physical model used for simulation and the computing hardware. For example, Serrao et al. reported that generating an MRF dictionary with 324 different $T_1$ values and 537 different $T_2$ values takes about 0.75 h on 48 parallel central processing units (CPUs). Körzdörfer et al. reported that generating a dictionary including four reconstruction parameters ($T_1, T_2, B_0$ and $B_1^*$) takes about 1 week on a fast computer. Furthermore, modification of the sequence acquisition parameters asks for new dictionary computations.

Recently, progress in accelerating MR signal simulations has been made, mainly in two different directions. On one hand, algorithms for large-scale MR signal simulations, based on the exact MR physics models, have been implemented and executed in parallel on graphics processing units (GPUs), and achieve a reasonable acceleration rate. On a parallel track, based on recent developments in the field of deep learning, several recurrent neural networks (RNNs) are the most widely used deep learning models for time series predictions. Since the RNN models demonstrate the possibility of processing sequence inputs of any length, use shared weights across time, and can be run on both CPUs and GPUs efficiently with existing publicly available software implementations, they are highly suitable for accelerating the computation of large-scale MR signal evolution.

Besides simulating temporal MR signals, qMRI applications sometimes also require computing the MR signal derivatives with respect to the reconstruction parameters. For example, derivative computations are usually required for gradient-based optimization algorithms to solve model-based qMRI problems. One example requiring derivative computations is the Cramér–Rao-based optimal experimental design framework for qMRI sequences. Signal derivatives can be computed using either the finite difference (FD) or automatic differentiation (AD) method, which at least double the amount of calculation compared with computing only the signal without derivatives.

In this work, we focus on how to accurately and efficiently model MR signal responses for gradient-spoiled sequences. Firstly, a more accurate EPG model, namely EPG-Bloch, is proposed. Currently, widely used EPG models either consider the radiofrequency (RF) pulses as instantaneous spin rotations or correct for the RF slice profile imperfections using an approach that is based on small tip-angle (STA) approximation. To better model the imperfect slice profile effects, especially for large flip angles (>60 degrees), the new EPG-Bloch model considers the RF pulse shape and models the RF excitation effects by temporal discretization and substep evolution, analogously to Bloch-based simulation of RF excitation pulses.

The EPG-Bloch model proposed here is more accurate, yet computationally more expensive than the standard EPG because it requires simulating both the signal for many dephasing states and the discretization of RF pulses. The long computational time of the EPG-Bloch motivates the use of a fast surrogate model. In this paper, an RNN model with multiple stacked layers is applied as a surrogate model for EPG-Bloch. The RNN model takes both tissue parameters and sequence parameters as inputs, and outputs the MR signals as well as their derivatives sequentially. The sequence parameters could be time-varying, such as a transient-state flip-angle scheme.

We demonstrate that the RNN model can be trained and used as a fast and accurate surrogate model for EPG-Bloch with an appropriate training dataset, and that it can be conveniently used for large-scale MR signal simulations for different acquisition parameters without any need for retraining. Overall, we show that the RNN model on a GPU accelerates the signal computation by at least a factor of 10 compared with the EPG-Bloch model, and is approximately one to three orders of magnitude faster than the state-of-the-art GPU-accelerated EPG simulation package for different sizes of dataset. By using numerical and in vivo experimental data, we provide examples of applications of RNN for rapid MR signal computations, namely, (i) the generation of MRF dictionaries, and (ii) the optimal sequence design based on the Cramér–Rao lower bound (CRLB). In both scenarios, construction of a three-dimensional dictionary and optimization of a 3-s long sequence, the total computation times are within a few seconds.
2  |  THEORY

2.1  |  EPG-Bloch

The EPG represents the MR signal obtained from a voxel of volume \( V \) under the effect of dephasing terms using the Fourier formalism\(^5\):

\[
\begin{align*}
\vec{F}_x(k) &= \int (M_x(r) + iM_y(r)) e^{-i\mathbf{k}\cdot\mathbf{r}} dr = \int M_x(r) e^{-i\mathbf{k}\cdot\mathbf{r}} dr, \\
\vec{F}_y(k) &= \int (M_x(r) - iM_y(r)) e^{-i\mathbf{k}\cdot\mathbf{r}} dr = \int M_y(r) e^{-i\mathbf{k}\cdot\mathbf{r}} dr, \\
\vec{F}_z(k) &= \int M_z(r) e^{-i\mathbf{k}\cdot\mathbf{r}} dr,
\end{align*}
\]

where \( \mathbf{k} \) is the dephasing coordinate for the “configuration state” \( \vec{F}(\mathbf{k}) = [\vec{F}_x(\mathbf{k}), \vec{F}_y(\mathbf{k}), \vec{F}_z(\mathbf{k})]^T \). For gradient-spoiled sequences, the dephasing term mainly comes from spoiler gradients.

In Weigel\(^5\), it is shown that the evolution of configuration states for a given MR sequence can be computed by applying different physical operators, such as RF excitation, relaxation, and dephasing. To allow for more accurate computations, slice profile correction can be included by discretizing the slice-selective direction into \( N_z \) subslices, and computing the evolution of these spatially dependent configuration states, \( \vec{F}(\mathbf{k}, z) \), separately\(^22,25\) The slice profile can be computed by STA approximation\(^32\) and then multiplied with the original flip angle to obtain the effective flip angle including slice-profile correction at location \( z \). Note that the rotation effect of the refocusing gradient should also be included in the slice profile computation, especially when the spin rephasing is not perfect, and the computed slice profile will be complex-valued. After computing the EPG signal evolution at all different \( z \) locations, the transverse magnetization of the whole slice can be computed by summing up all zero-state signals \( \vec{F}_x(0, z) \).

The slice-profile computation by STA approximation is described by Equation 2\(^22\):

\[
SS(z) = M_{ss}^RF(z) = i\gamma T_{RF} \int B_{xy}(t) e^{-i\mathbf{k}\cdot\mathbf{r}} G_z(t) ds dt,
\]

where \( T_{RF} \) is the duration of the RF pulse, \( G_z(t) \) is the amplitude of the linear gradient assuming that \( z \) is the slice-selective direction, and \( B_{xy}(t) \) is the amplitude of the RF excitation pulse, which is normalized to satisfy \( i\gamma M_0 T_{RF} B_{xy}(t) dt = 1 \). The effective flip angle including slice-profile correction at location \( z \) then scales approximately linearly with the transmit RF field heterogeneity \( B^+ \), the slice profile \( SS(z) \) and the amplitude of the RF pulse. The action of the RF pulse with a given effective flip angle in the EPG model can be computed by using eqs 10–12 in Weigel\(^5\).

Sources of error for standard EPG approximations could be caused by the following combined arguments. Firstly, one of the approximations involved in standard EPG is the fact that for SSFP trains, RF excitations are performed as instantaneous rotations. These effective excitation step cumulatively add up. Finally, the STA and SLR approximations are derived for initial conditions equal to equilibrium. Even if in some cases this could be a good assumption (spoiling sequences “eliminate” transverse components), this is nonetheless an approximation. Consequently, the errors discussed above for single RF excitations can propagate and accumulate during successive RF simulations over the whole SSFP transient-state sequences.

A more accurate method to compute the magnetization response to an RF pulse is to discretize the RF pulse duration time \( T_{RF} \) into \( N_{RF} \) time intervals of length \( \Delta t \), and numerically solve the Bloch equation for each time step by applying the operator splitting method\(^34,35\). Eq. 1.58 in van Valenberg\(^34\) gives a first-order approximated solution for discretized time \( t_{n+1} \):

\[
\begin{bmatrix}
M_x(t_{n+1}) \\
M_y(t_{n+1}) \\
M_z(t_{n+1})
\end{bmatrix} = R_D \begin{bmatrix}
M_x(t_n) \\
M_y(t_n) \\
M_z(t_n)
\end{bmatrix} + (I - D) M_0,
\]

where \( D = \exp \left( \begin{bmatrix}
e^{-\Delta t/2} & 0 & 0 \\
0 & e^{-\Delta t/2} & 0 \\
0 & 0 & e^{-\Delta t/2}
\end{bmatrix} \right) \) is the relaxation operator, \( R_n = \exp(\gamma \Delta t \begin{bmatrix}
0 & G_z(t_n) \cdot z & -B^+_1 \cdot B_z(t_n) \\
-G_z(t_n) \cdot z & 0 & B^+_1 \cdot B_y(t_n) \\
B^+_1 \cdot B_z(t_n) & -B^+_1 \cdot B_y(t_n) & 0
\end{bmatrix}) \) is the rotation operator, and \( M_0 = [0,0,M_z] \) is the magnetization in equilibrium state.

It is shown in the supporting information (Appendix A) that any linear operator used in a Bloch simulator can also be applied in the EPG model\(^36\). Therefore, Equation 3 for the Bloch equation model can be transformed into the EPG model as below:
Figure 1A shows the RNN structure for the time-dependent processes and especially ordinary differential equations (as shown in Equation 4). As a consequence of the increased computational complexity, the EPG-Bloch model requires a potentially prohibitively long computation time steps to simulate the temporal signal as a consequence of spin-spin and spin-lattice relaxation, which can be substantially lower than the number of spatial isochromats required by the Bloch simulator to achieve accurate simulation.

2.1.1 | Computational complexity

The EPG-Bloch model described above is more time-consuming compared with the EPG model with slice profile correction, because it computes the RF pulse response in \( N_{RF} \) time steps instead of one instantaneous rotation. When an MR sequence of \( N_{TR} \) RF pulses is applied, and \( N_{S} \) spatial points in the slice-selective direction and \( N_{k} \) configuration states in the EPG model are included, simulating the magnetization signal for one single voxel requires computing Equation 4 for \( N_{TR} \times N_{S} \times N_{k} \times N_{RF} \) times. Taking \( N_{TR} = 1000, N_{S} = 32, N_{k} = 10 \), and \( N_{RF} = 100 \) as an example, Equation 4 needs to be computed \( 6.4 \times 10^7 \) times using the EPG-Bloch model, and the corresponding computation time is about 3.5 s on a Desktop PC using the EPG-Bloch code written in Matlab. Note that even although the new EPG-Bloch model is computationally expensive, simulating gradient-spoiled sequences using the new EPG model is still more efficient compared with multiple isochromat Bloch simulations. Theoretically, to fully simulate a gradient-spoiled sequence, one would need the same number of configuration states \( N_{k} \) in the EPG simulation as the number of isochromats \( N_{iso} \) in the Bloch simulation, that is, \( N_{k} = N_{iso} = N_{TR} \). However, in practice, since the configuration states in the EPG model decay through time as a consequence of spin-spin and spin-lattice relaxation, \( N_{k} \) can be substantially lower than \( N_{TR} \), thus the number of configuration states required by the EPG model is much smaller than the number of spatial isochromats required by the Bloch simulator to achieve accurate simulation.

2.2 | An RNN as a surrogate model

As a consequence of the increased computational complexity, the EPG-Bloch model requires a potentially prohibitively long computation time. To reduce the time needed to generate a large amount of magnetization signals (e.g. in MRF dictionary generation), an RNN network could be trained as a fast surrogate model to replace the new EPG-Bloch model simulation. RNN models can be effectively used to model time-dependent processes and especially ordinary differential equations (as shown in\(^{29-31}\)), therefore they are highly suitable for MR signal computations. In contrast to previous work\(^{14,15}\), we seek a unique surrogate model that can work for various sequence parameters, such as repetition time, the number of RF excitations (sequence length) and flip-angle trains; therefore, retraining of the network will not be needed when we change the parameters of the sequences. Specifically, an RNN architecture with multiple stacked gated recurrent units (GRUs)\(^{31,38}\) is selected; the RNN architecture used in this paper is shown in Figure 1. Figure 1A shows the RNN structure for the \( n \)-th time step, which includes three GRU layers and one linear layer. The inputs for the \( n \)-th RF pulse include both tissue-specific parameters \( \theta \) (e.g. \( T_1 \) and \( T_2 \)) and time-dependent sequence parameters \( \beta(n) \), such as \( TR(n) \), \( TE(n) \) and flip-angle \( an(n) \). All of the three GRU layers have the same structure, and they receive hidden state inputs \( h_1(n-1), h_2(n-1), h_3(n-1) \) and return the updated \( h_1(n), h_2(n), h_3(n) \). The hidden states memorize information based on prior inputs, and can be interpreted as an alternative representation of spin states. The initial hidden states \( h_1(0), h_2(0), h_3(0) \) can be computed by adding an initial linear layer Linearinit, as shown in Figure 1B. The input of the initial linear layer is the initial magnetization vector \( M_0 \).

The hidden state output of the last GRU layer then passes to another linear layer, generating the output signal \( M_{xy}(n) \), which is the transverse magnetization at the \( n \)-th echo time. Optionally, the linear layer could also directly compute additional derivative signal outputs, \( dM_{xy}(n)/d\theta \). Computing derivatives by a linear combination of the RNN outputs does not add computation time, therefore, the proposed solution is a more efficient method compared with FD approximations or AD methods.

The network structure shown in Figure 1A is a one time-step component of the full RNN model. It receives the hidden states from the previous time step, and uses the inputs \( \theta \) and \( \beta(n) \) at the current time step, and outputs the hidden states and the magnetization signal for the current time step. To complete the full computation of the temporal signal, the one time-step component shown in Figure 1A is recursively used. That is why this type of network is called an RNN, and explains how the weights are shared in the fully unrolled RNN.

Our RNN implementation of the EPG-Bloch model is available for download at https://gitlab.com/HannaLiu/rnn_epg.
3 | METHODS

3.1 Validation of the EPG-Bloch model

To demonstrate the accuracy of the newly proposed EPG-Bloch model, experiments were performed on a 1.5-T clinical MR system (Ingenia; Philips Healthcare, Best, the Netherlands). A transient-state, gradient-echo sequence with gradient spoiling and smoothly varying flip-angle train was used. Such transient-state pulse sequences have been used for quantitative MR experiments such as MRF and MR-STAT. A non-selective inversion pulse was applied at the beginning of the sequence to provide better $T_1$ encoding, and the waveform of the flip-angle train is shown in Figure 2A. A total number of 480 RF pulses was used in the sequence, each of which had a Gaussian-shaped waveform, a transverse slice thickness of 5 mm and a duration of 0.568 ms. The other settings were: inversion time $T_I = 7.74$ ms, repetition time $T_R = 7.38$ ms, and echo time $T_E = 3.73$ ms.

Three gel phantom tubes with different $T_1$ and $T_2$ values were imaged separately using the gradient-spoiled sequence described above, with the slice-selective gradient aligned with the longitudinal axes of the tubes. To measure the transverse magnetization signals at each TR, the phase-encoding gradients were switched off; as a consequence, no spatial in-plane encoding was applied, since the material in the tube is homogeneous over the excited transverse slice. Transient state signals for the corresponding sequence were computed by both the conventional EPG model with STA approximation and the newly proposed EPG-Bloch model with RF pulse discretization. For both models, simulations were run for 32 subslices across a distance three times wider than the slice thickness to include the out-of-slice excitation, and 20 EPG configuration states were included. For the EPG-Bloch model, the Gaussian RF pulse was discretized into 16 equally spaced time steps during the simulation. Simulation runtimes for the EPG and EPG-Bloch models were recorded. The measured data were fitted to the dictionary of simulated signals to find the $T_1$ and $T_2$ values that gave the best match. Reference $T_1$ and $T_2$ values of the tubes were obtained from an interleaved inversion-recovery and multi spin-echo sequence (2DMix) provided by the MR vendor.

The codes for both the conventional EPG and the proposed EPG-Bloch models were implemented in MATLAB based on existing code available online at https://web.stanford.edu/~bah/software/epg/. All EPG model simulations were run on a 3.7-GHz Intel Xeon W-2145 CPU with eight physical cores.
3.2 | Training and validation of the RNN model

3.2.1 | Network structure specification

The RNN architecture described in Section 2.2 was selected for modeling gradient-spoiled sequence responses. Specifically, at the \( n \)-th time step, the inputs of the network were tissue parameters in logarithmic scale \( \theta = (\log T_1, \log T_2)^T \) and time-dependent sequence parameters \( \beta = (T_R(n), T_E(n), \alpha(n))^T \), and the outputs were \( (M_{xy}(n), \partial M_{xy}(n)/\partial \theta)^T \), that is, both the magnetization and derivatives. At the first time step (\( n = 0 \)), the input for the initial linear layer was the initial magnetization vector \( M_0 = (M_x(0), M_y(0), M_z(0))^T \). Each layer of the GRUs had 32 hidden states, and the whole network has in total 16,643 trainable parameters.

3.2.2 | Dataset generation

The training data were simulated from the newly proposed EPG-Bloch model, containing a total number of 30,000 magnetization signals. Each magnetization signal was simulated using a gradient-spoiled sequence with 1120 RF pulses, and all the RF pulses had a Gaussian waveform shape with a duration of 1.0 ms, and the same slice-selective and phase-refocusing gradients leading to a slice thickness of 3 mm.

In the training dataset, each magnetization signal was computed using different input parameters. For tissue parameters \( \theta = (\log T_1, \log T_2)^T \), \( T_1 \) and \( T_2 \) values were randomly sampled from logarithmic distributions ranging within 0.1–5.0 and 0.01–2 s, respectively. Only the parameter combinations with \( T_1 \) greater than or equal to \( T_2 \) were taken into account. For sequence parameters, \( T_R \) and \( T_E \) were chosen to be either time-constant or time-varying: for time-constant \( T_R \) and \( T_E \), one \( T_R \) value was sampled uniformly within 5–20 ms for all RF pulses, and one \( T_E(n) \) value from 0.3 x \( T_R \)-0.7 x \( T_R \) ms; for time-dependent \( T_R \) and \( T_E \), \( T_R \) and \( T_E \) values were randomly sampled for each of the RF pulses following the same sampling rule.

FIGURE 2 Experimental validation of the extended phase graph (EPG)-Bloch model. A, Flip-angle train for the transient-state gradient-spoiled sequence. B-D, Experimental data compared with both conventional EPG and EPG-Bloch results for the three tubes with different \( T_1 \) and \( T_2 \) values. A magnified portion is shown to the right of each plot. E, Fitted \( T_1 \) and \( T_2 \) values using conventional EPG and EPG-Bloch-generated dictionaries, compared with 2DMix reference results.
as the time-constant condition. For the flip-angle train \( \alpha = [\alpha(1), \alpha(2), \ldots, \alpha(N_{TR})]^{T} \), every flip angle \( \alpha(n) \) was constrained to be in the interval \( 0^\circ - 120^\circ \). The flip-angle trains used for training the RNN network were all different and were randomly sampled from five different types of trains, including spline-interpolated functions with five control points (Spline5), spline-interpolated function with 11 control points (Spline11), sine-squared function with five sinusoidal lobes (SinSquared5), spline-interpolated function with a superimposed pseudo-random Gaussian component (SplineNoise11) and piecewise-constant functions (PieceConstant5). Details about how to generate these five different types of flip-angle trains are included in the supporting information (Appendix B), and representative plots of the five types of waveforms are shown in Figure 3. In the dataset, each magnetization signal used a random flip-angle train generated from one of the five flip-angle train functions, so that the whole dataset had 6000 data signals generated using each type of the flip-angle trains for a total of 30,000 unique trains. These five types of flip-angle trains were either smoothly varying functions (Spline5, SinSquared5, Spline11), or smoothly varying functions with random components (SplineNoise11), or piecewise-constant functions with random jumps (PieceConstant5). They provided various inputs feeding into the model such that various physical dynamics of the EPG model could be learned. The initial magnetization \( M_0 \) for the input of the initial linear layer was randomly chosen to be either \([0,0,1]^{T}\) for a sequence with an initial inversion pulse or \([0,0,1]^{T}\) for a sequence without an inversion pulse.

To generate the training dataset, magnetization signals \( M_{xy} \) were simulated by the new EPG-Bloch model using the generated input parameters described in the previous paragraph, and derivatives of the signals \( \partial M_{xy} / \partial \theta \) were simulated by using automatic differentiation. In total, 20,000 data signals from the dataset were randomly selected for training the network coefficients, and the remaining 10,000 signals were used for testing.

3.2.3 | Network training and validation

The RNN network was built and trained using Tensorflow 2.2\textsuperscript{30} on a Tesla V100 GPU with an Intel Xeon 2.6 GHz processor. The Tesla V100 GPU has a 32-GB memory but we limited the maximum memory usage to be 12 GB, to show that the network can be trained on lower end cards with less available GPU memory capacity. The training was run for 3000 epochs by an ADAM optimizer with adaptive learning rates,\textsuperscript{41} with a batch size of 200. An L1 loss function, mean absolute error (MAE), was used during the training, and both MAE for the signal and its derivatives were weighted equally in the loss function.

The trained RNN model was subsequently used for predicting the magnetization and derivative signals with different tissue parameters and sequence parameters. The model was tested on the test data in the calculated dataset, and normalized root mean square errors (NRMSEs) were used as the evaluation metric, and were calculated separately for signals and derivatives with different types of flip-angle trains.

3.2.4 | Runtime evaluation

The trained RNN model can predict multiple signals in parallel in batches to accelerate the computation either on a CPU or GPU. The type of hardware used for running the models is reported between brackets in the runtime evaluation experiment; the RNN model is only run on a CPU for runtime evaluation experiments. For reconstruction-related experiments in later sections, the RNN model is always run on a GPU without additional specifications. A maximum batch size of 6400 was selected to limit the memory usage to no more than 12 GB. To evaluate the computational speed of the RNN (GPU) model prediction, different numbers of signals were predicted by the RNN model and the corresponding

---

**FIGURE 3** Example flip-angle trains for training the recurrent neural network (RNN)-extended phase graph (EPG) model. Five flip-angle trains sampled from each different type of train function are plotted.
runtimes were recorded. Every magnetization signal has a length of $N_{TR} = 1120$, and is simulated given the same sequence parameters, as shown in Figure 4A. When the number of magnetization signals $N_s$ was no larger than the maximum batch size 6400, we chose the batch size $N_{batch} = N_s$; otherwise we set $N_{batch} = 6400$. For performance comparison purposes, snapMRF (GPU), the RNN (CPU) model and the proposed EPG-Bloch (CPU) model were all used for the runtime tests. SnapMRF is an open source package for dictionary generation and signal matching in MRF. It allows for fast parallelizable GPU execution, and both physical models, Bloch equation and EPG model, are supported for signal simulation. To conform the snapMRF results as equivalent to the EPG model with slice-profile correction, as described in Section 2.1, the snapMRF code needs to be repeated 32 times with different effective flip-angle trains. Note that snapMRF always treats RF excitation effects as instantaneous rotation, and therefore cannot be easily modified to realize EPG-Bloch model computations, thus we expect errors in the accuracy of the snapMRF model. Nonetheless, we decided to use snapMRF as it is publicly available and seems to be one of the best performing software packages in circulation.

![Figure 4](image)

**FIGURE 4** Sample magnetization and derivative signals generated with the surrogate recurrent neural network (RNN) model. A, Sequence parameter (flip-angle train, time-constant TE and TR) plots. Initial magnetization is $M_0 = [0,0, -1]^T$ after the inversion pulse. B, Magnetization signal and derivative plots compared with extended phase graph (EPG)-Bloch results given different $T_1$ and $T_2$ values. C, Contour images of normalized root mean square errors (NRMSEs) of RNN in reference to EPG-Bloch against the ranges of simulated $T_1$ and $T_2$ values.
Two different experiments were run for testing the runtime with respect to the number of signals. For fixed $T_1^+ = 1.0$, six different discretizations of the $T_1$ and $T_2$ domain were selected, resulting in a two-dimensional dictionary of $N_s = 100,400,800,1600,3200,6400$ signals. For the case with various $B_1^+$ inputs, four different discretizations were selected for $B_1^+$, $T_1$ and $T_2$, respectively, such that the number of different $B_1^+$ values would be 10, 20, 40 and 80, and the total number of signals in the three-dimensional dictionary was $N_s = 10^2,20^3,40^3,80^3$. For the varying $B_1^+$ case, only snapMRF (GPU) and RNN (GPU) were tested since the runtime for the other two CPU models would be prohibitively long. We noted that computation of the derivatives by the proposed RNN (GPU) model does not significantly increase the computation time since it only requires a small last linear step. For this reason, no explicit timing tests were run for the derivative parts. For the RNN (CPU/GPU) model, computations in the last linear layer (the box at the top of Figure 1A) related to signal derivatives can be removed when no derivatives are required.

3.3 | Applications of the RNN model

3.3.1 | MRF reconstruction using an RNN-generated dictionary

Numerical brain phantom
To test the performance of the trained RNN model, the model was used for fast MRF dictionary generation. A gradient-spoiled, transient-state sequence was used with the sequence parameters, as shown in Figure 4A. One radial k-space spoke with a golden-angle increment was acquired for each TR with 224 sampling points along each readout spoke.

An MRF dictionary was generated by the surrogate RNN model with 100 logarithmically spaced $T_1$ values within 0.1–5 s, 100 logarithmically spaced $T_2$ values within 0.01–2 s and 40 uniformly spaced $B_1^+$ values within 0.8–1.2 a.u. This resulted in a dictionary with 312,480 atoms after the cases, for which $T_2$ greater than $T_1$ were removed. For comparison, a second MRF dictionary was also generated with the EPG-Bloch model using the same reconstruction parameter values.

A numerical brain phantom with a matrix size of $112 \times 112$ was used to simulate the synthetic data. To avoid the appearance of any “inverse crime”, a multispin comprehensive Bloch simulation was used to compute the magnetization signal for each voxel. Specifically for each MR signal simulation, 6400 spatial points were sampled, both along the in-plane direction and along the slice-selective direction, in order to model the slice-profile effects and the intravoxel dephasing effects by in-plane and through-plane spoiling gradients. The acquired k-space data were then simulated by applying the nonuniform Fourier transform to the volumetric magnetization signal. A receive array of 13-coil was simulated to obtain the multicoil k-space data, and complex Gaussian noise was then added to the simulated k-space data with a noise level SNR of 20. The SNR was defined by the average k-space signal intensity divided by the standard deviation of the noise. $T_1$, $T_2$, $B_1^+$ and PD maps were reconstructed by the low-rank alternating direction method of multipliers (LR-ADMM) approach using either the RNN-generated or EPG-Bloch-generated dictionary. Four virtual coil data compressed from the 13-coil-simulated data by singular value decomposition (SVD) were used for the reconstruction. The reconstruction parameters in the LR-ADMM algorithm were: rank $R = 12$, ADMM penalty parameter $\mu = 0.015$, outer ADMM iterations $= 20$ and inner CG iterations $= 10$.

In vivo data
In vivo experimental data were collected on the 3.0-T MR system (Ingenia, Philips Healthcare) using the same sequence as in the previous numerical experiment. The same reconstruction parameters were used, except that a homogenous $B_1^+$ = 1.0 was assumed and excluded from MRF reconstruction, and only six ADMM iterations were used to avoid overfitting during the LR-ADMM reconstructions.

3.3.2 | Accelerating the optimal experimental design for the MRF sequence

In statistical data analysis, the CRLB gives a lower bound on the variance of an unbiased estimator of a parameter, which is derived by inversion of the Fisher information matrix (FIM). The FIM is constructed by computing the derivatives of the signal with respect to the parameters to be estimated. The CRLB has been used for optimizing MRF sequence parameters for a small number of tissues with given $T_1$ and $T_2$ values. For such an optimal experimental design problem, the objective function can be defined in several ways, depending on the criterion under consideration. A popular choice is to consider the weighted sum of the trace of the CRLB matrix. Optimizing CRLB objectives can be very computationally inefficient, because it requires computing a large number of magnetization signals and their derivatives, and it might even require the computation of the objective function’s derivatives with respect to sequence parameters when using derivative-based optimization algorithms.

In this application, the RNN model was used for developing a computationally efficient method to optimize a gradient-spoiled MRF sequence. Given various sequence parameters, the RNN model is capable of computing large amounts of magnetization signals and derivative signals with respect to tissue parameters, and therefore is highly suitable for solving the CRLB optimization problem for optimal sequence design. For this aim, we departed from the standard derivative-based optimization algorithms, which are prone to find suboptimal solutions given the nonconvexity of
the objective, and we chose to use a derivative-free, population-based optimization method\textsuperscript{46} instead. In particular, we use the differential evolution (DE\textsuperscript{48,49}) algorithm which iteratively evolves the candidates in the population to obtain an improved solution in a derivative-free fashion. Note that here, by “derivative-free” we mean that the derivative of the objective function is not required during the optimization; however, in the CRLB-based optimal design problem, the objective function itself still requires derivative computation with respect to target tissue parameters. The code for solving this optimal experimental design problem is implemented in Python using the DE algorithm in Scipy and the trained RNN model.

Specifically, we conducted a simulation-based experiment to optimize the flip-angle train of an MRF sequence given two target tissues with $T_1/T_2 = 900/85$ ms and $T_1/T_2 = 500/65$ ms. For sequence parameters, we used time-constant $T_E/T_R = 4.9/8.7$ ms and $N_{TR} = 336$ (a different sequence length from the training data) with an initial inversion pulse, resulting in a very short acquisition time of 2.92 s. The flip-angle train to be optimized was constrained to be only a Spline11 (see Appendix B) type waveform and the maximum flip angle to be 90 degrees. The constrained DE implementation provided by SciPy v. 1.5.0\textsuperscript{50} was modified and used for solving the optimization problem. In each iteration of the modified DE algorithm, the RNN model was used once for computing the magnetization signals and derivatives for the whole population very quickly. For the DE optimization, we set the population size to be equal to 10. Since Spline11 requires 11 parameters to compute a complete flip-angle train and two target tissues are to be optimized, in each iteration a maximum of $10 \times 11 \times 2 = 220$ magnetization and derivative signals need to be computed. Other algorithm parameters using nondefault values include: relative tolerance for convergence $= 0.002$, and maximum number of generations $= 1000$.

To evaluate the optimization results, two MRF reconstructions, with the original flip-angle train (made of the first 336 TRs shown in Figure 4A) and the optimized one, were conducted using the RNN-generated dictionaries. The same numerical brain phantom, data-generation method, and reconstruction algorithm, as described in Section 3.3.1, were used with only one main difference: to reduce the effects of k-space undersampling, a spiral acquisition was used. The same spiral trajectory as in references\textsuperscript{6,20} was used and one interleaf of a variable density spiral trajectory was acquired for each TR, whereas 48 interleaves were required for fully sampling the k-space. An ideal $B_1^+$ field was assumed everywhere and therefore it was not included in the MRF reconstructions.

4 | RESULTS

4.1 | Validation of the new EPG model

Figure 2B–D compares the experimentally measured data with both the conventional EPG and the proposed EPG-Bloch model predictions. For larger flip-angle segments (around the 336th TR index), as shown in the right column of magnified figures, simulated signals by the conventional EPG model are significantly larger than the measured data, while the new EPG-Bloch model signals show an improved match. The simulation runtime for one single signal using the EPG-Bloch model was 0.34 s, which was about 10 times slower than using the EPG model (0.032 s). The reconstructed $T_1$ and $T_2$ values from using both EPG models are summarized in Figure 2E. For each of the three gel tubes, the fitted $T_2$ values by the new EPG-Bloch model are all slightly higher (about 10 ms) than the fitted $T_2$ values by the conventional EPG model, and are closer to the measured reference values by the reference sequence. The fitted $T_1$ values by both models show relatively small differences, and are both in good agreement with measured reference values. In this experiment, the better accuracy of the newly proposed EPG-Bloch model is proven, motivating the use of this accurate but computationally more expensive EPG-Bloch model for quantitative MR methods.

4.2 | Validation of the RNN model

4.2.1 | Network validation results

The total training time was approximately 8 h, and the overall results for the RNN model validation are summarized in Table 1. The NRMSEs for five different types of flip-angle trains are given for the signals and derivatives, respectively. This shows that the RNN results agree well with the EPG-Bloch results. The RNN results are less accurate for PieceConstant5 flip-angle trains compared with the other types. This problem may be solved by increasing the portion of the PieceConstant5 type data used for training, which is 20% for the original whole training set. Since this type of train is not common in transient state acquisitions, we did not perform additional trainings.

Two examples of sample magnetization and derivative signals generated from RNN are shown in Figures 4 and 5. Figure 4A illustrates the sequence parameters used for a flip-angle train that belongs to the SinSquared type. Figure 4B shows RNN-generated magnetization and derivatives for different $T_1$ and $T_2$ values. The three combinations of $T_1$ and $T_2$ values are chosen to be close to white matter, gray matter and cerebrospinal fluid (CSF) tissue parameters. All these RNN results are well matched with the EPG-Bloch results. Figure 5 shows similar results to Figure 4.
TABLE 1  Validation of the recurrent neural network (RNN)-extended phase graph (EPG) model for different types of flip-angle trains. Normalized root mean square error (NRMSE) are computed for the validation dataset. Errors are computed respectively for data with different types of flip-angle trains, and signal and derivative errors are computed separately.

|          | Spline5 | Spline11 | SinSquared5 | SplineNoise11 | PieceConstant5 |
|----------|---------|----------|-------------|---------------|---------------|
| Signal   | 0.418%  | 0.574%   | 0.780%      | 1.285%        | 5.155%        |
| Derivative| 0.801%  | 1.008%   | 1.694%      | 2.037%        | 3.913%        |

FIGURE 5  Another sample magnetization and derivative signals generated with the surrogate recurrent neural network (RNN) model. A, Sequence parameter (flip-angle train, time-varying TE and TR) plots. No inversion pulse is applied. B, Magnetization signal and derivative plots compared with extended phase graph (EPG)-Bloch results given different $T_1$ and $T_2$ values. C, Contour images of normalized root mean square errors (NRMSEs) of RNN in reference to EPG-Bloch against the ranges of simulated $T_1$ and $T_2$ values.
However, the sequence used here is longer than the ones used for training, and the flip-angle train is a combination of Spline11 and PieceConstant5 types, and which is not included in the training dataset. The RNN results are still well matched with the EPG-Bloch results, showing good generalization properties of the trained RNN model. Figures 4C and 5C show the contour images of NRMSEs of the RNN with reference to EPG-Bloch against the ranges of simulated T1 and T2 values for the two different sequences, and overall they show relatively low signal and derivative errors for various tissue parameters.

Runtime evaluation

Figure 6 shows the runtime comparison results for the RNN (GPU) and snapMRF (GPU). As shown in both Figure 6A,B, all the runtime curves grow approximately linearly with respect to the number of signals. For the fixed $B_1^+$ condition in Figure 6A, RNN (GPU) requires approximately 100 times less runtime than snapMRF (GPU) for a dataset with 6400 signals, and approximately 200 times less runtime than the RNN (CPU) model and approximately 34,000 times less than the EPG-Bloch (CPU) model. For the various $B_1^+$ conditions in Figure 6B, RNN (GPU) outperforms snapMRF (GPU) by a factor of 68 for a large dataset with 512,000 signals.

The runtime comparison is divided into a fixed $B_1^+$ condition and various $B_1^+$ conditions, because the kernels in snapMRF are not parallelized for datapoints with different $B_1^+$ values. For example, snapMRF takes 144 s for a dataset of 6400 signals with 20 different $B_1^+$ values, but only takes 15.7 s for the same size of dataset with one fixed $B_1^+$ value. However, for the RNN (CPU/GPU) model, $B_1^+$ values and tissue parameter inputs do not affect the runtime. The RNN runtime is only affected by the number of signals and the sequence length $N_{TR}$. Note that the acceleration rate of the RNN (GPU) model compared with snapMRF (GPU) slightly decreases for a larger number of signals, but the RNN (GPU) model still performs much faster, because of the repetitive computations required by the slice-profile correction in snapMRF.

4.3 | Applications of the RNN-EPG model

4.3.1 | MRF reconstruction using an RNN-EPG–generated dictionary

Numerical brain phantom

MRF reconstruction results using dictionaries generated by different models are shown in Figure 7. Mean relative errors are shown in the upper right corner of each relative error map. Using the EPG-Bloch and RNN model-generated dictionaries, the reconstructions show high agreement with the ground truth maps, with the surrogate RNN model results having slightly higher relative errors compared with the EPG-Bloch model. By contrast, using the conventional EPG model-generated dictionary, the $T_2$, $B_1^+$ and PD maps are poorly reconstructed: overall, underestimated $T_2$ values are observed, and the $B_1^+$ map reconstruction fails.

**FIGURE 6** Recurrent neural network (RNN) (graphics processing unit [GPU]) runtime comparisons with snapMRF (GPU), RNN (central processing unit [CPU]) and extended phase graph (EPG) (CPU). A, Runtime comparison for the two-dimensional ($T_1$, $T_2$) dictionary generation. B, Runtime comparison for the three-dimensional ($T_1$, $T_2$, $B_1^+$) dictionary.
For these numerical experiments, three reconstruction parameters, $T_1$, $T_2$ and $B^+_1$, are included, resulting in a dictionary with 312,480 atoms. Generating the whole dictionary using the EPG-Bloch model on a CPU takes about 71 h; however, dictionary generation using the RNN model on a GPU takes less than 10 s. This indicates the extreme efficiency of using the RNN model for MRF dictionary generation with negligible loss in image quality.

In vivo data

MRF reconstruction results using in vivo data are shown in Figure 8. The mean absolute differences between EPG-Bloch reconstruction and RNN reconstruction are 1.74%, 3.46% and 2.02% for $T_1$, $T_2$ and abs ($PD$) maps, respectively, and relatively larger differences mostly exist in CSF regions. Differences between EPG and RNN reconstruction are relatively large, which is consistent with the results in Figure 7. We plot and compute the mean absolute differences for the absolute PD, because the phase information is usually not relevant for PD maps.

4.3.2 | Accelerating the optimal experimental design for the MRF sequence

The flip-angle train obtained after solving the optimal experimental design problem described in Section 3.3.2 is shown in Figure 9A. Compared with previously reported results, the optimized flip-angle train shows a very similar smoothened trapezoidal pattern. Solving this optimization problem requires about 120 iterations to converge using the DE algorithm for a total of approximately 14,000 signal derivative computations by the RNN model. The total runtime is 9.8 s when using the RNN model. In previous work, similar optimal experimental design problems have
required at least 1 h of CPU time to solve. Our proposed implementation using the RNN model shows a significantly reduced runtime by approximately two orders of magnitude.

Figure 9B shows the MRF-reconstructed $T_1$, $T_2$ and $PD$ maps using the original and optimized flip-angle trains. It can be seen that the optimized sequence improves the accuracy of all the three reconstructed maps compared with the original sequence, and the improvement in $T_2$ maps is the most significant.

5 | DISCUSSION

In this work, we have presented a new EPG-Bloch model that accurately models the RF excitation effects. For the EPG-Bloch model, rotation operations are applied in the configuration state domain to compute RF pulse excitations by sequentially discretized substeps, similar to computing RF pulse excitation effects in the spin domain using the Bloch equation. The effects of other components of the sequence (e.g. the spoiler gradients) are simulated in the configuration state domain. By applying the new EPG-Bloch model, more accurate magnetization signals can be computed by tracing the signal evolution of just 15–20 configuration states. By comparison, the conventional EPG model using the slice-profile correction method is less accurate, especially when larger flip angles are employed. Note that a full Bloch equation model using multiple isochromats can also be applied for computing the gradient-spoiled sequences, but is less computationally efficient compared with the new EPG-Bloch model. Theoretically, to fully simulate a gradient-spoiled sequence, one would need the same number of configuration states $N_k$ in EPG simulation as the number of isochromats $N_{iso}$ in the Bloch simulation, that is, $N_k = N_{iso} = N_{TR}$. However, in practice, since the configuration states in the EPG model decay through time as a consequence of spin-spin and spin-lattice relaxation, $N_k$ can be substantially lower than $N_{TR}$, thus the number of configuration states required by the EPG model is much smaller than the number of spatial isochromats required by the Bloch simulator to achieve accurate simulation. In conclusion, we combined the best ingredients of both models (Bloch and EPG) into a combined model that is faster than the Bloch simulation and more accurate than the conventional EPG simulator. Recent work has also incorporated the time-dependent RF waveform response for accurate modeling of the slice-profile effects (the ssEPG model). In ssEPG, the RF excitation is simulated in the configuration space (frequency domain) along the slice-selective dimension, whereas in our EPG-Bloch model we propose to simulate the RF excitation separately for each subslice (space domain). Both models seem to agree very well with experimental measurements and are more accurate alternatives to the standard EPG. Extended comparison of the two methods would go beyond the scope of this work and is left to future work. It should be noticed that, similar to EPG-Bloch, the ssEPG model is also computationally slower than conventional EPG, indicating the necessity for acceleration. The latter is an additional motivation for the main contribution of this paper, that is, acceleration by RNN surrogates.
One main advantage of the RNN model is its generalization capability, since it is able to learn MR signals for various sequence parameters, such as flip-angle training, repetition time and sequence length. After training with a relatively small dataset with 20,000 MR signals, which takes 13 h of CPU time to generate, the RNN model could compute magnetization signals for sequences with new sequence parameters (e.g., new time-varying flip-angle trains) without the need for retraining. This suggests that the RNN model could be used for fast signal computations when sequences need to be modified. For example, experimental results in the supporting information (Appendix C) show that the RNN model could be used for simulating different new MR sequences, such as extremely long sequences, or sequences with flip-angle train patterns not included in the training dataset. The RNN model can also be used for accelerating the sequence parameter optimization process, when signal and derivatives for different sequence parameters need to be computed. Our numerical experiment results show that optimizing a flip-angle train of length 400 for two target tissues requires only 41 s when run on a GPU, and may be further used for accelerating more complicated sequence optimization problems in the future, for example, optimizing sequences for more reconstruction parameters, such as magnetization transfer or $B_1^+$. The main purpose of using the RNN model is to accelerate large-scale MR signal computations. When run on a GPU, the proposed RNN model requires at the most 10 s to generate a large MRF dictionary with $2 \times 10^5$ magnetization signals. Training the RNN requires a relatively
small training dataset with $2 \times 10^4$ magnetization signals, only 10% of the size of the dictionary, and takes a relatively long training time, in our experiment more than 8 h for 3000 epochs. Generation of the training dataset by the EPG-Bloch model also adds about another 13 h of computation time. However, dataset generation and network training need to be performed only once, the trained network requires very little storage space, and can be repeatedly loaded and used for signal computations with various tissue parameters and sequence parameters each time.

Another advantage of the proposed RNN model is that it can compute both the magnetization signal and the signal derivatives with respect to the parameters of interest ($T_1$ and $T_2$ in the current experiments) simultaneously. For the RNN model, derivatives can also be computed by using either the FD method or AD; however, the runtime would be at least doubled to also include the derivative computation. By contrast, we train our RNN model to compute both signal and derivative at the same time, such that the hidden states of the RNN units contain the derivative information, and the derivatives can be computed by a weighted sum of the hidden states. Our proposed RNN model requires negligible additional runtime for derivative computation.

The current RNN model learns the signal evolution for a gradient-spoiled sequence with a Gaussian RF excitation pulse. Since RNN architecture is very effective for learning various time-dependent processes, especially those which can be exactly modeled by ordinary differential equations, we believe the proposed RNN model is also able to learn different types of sequences, such as a gradient-spoiled sequence with a different RF shape, RF spoiled sequences or balanced sequences, or different physical models, such as presented in Ostenson et al.\textsuperscript{53} Retraining for learning new types of sequences or other physical models will be required, but future training can be accelerated by transfer learning approaches\textsuperscript{53} in the machine learning field, in which knowledge learned from previous trainings can be applied to a new but related problem. We have not performed experiments on bSSFP sequences yet. However, we did try to train the RNN for spoiled GRE sequences with different sinc-shape RF excitation pulses. When switching to a new RF pulse shape, using the already trained RNN as a warm start did expedite the training process, requiring just about 300 epochs to reach a similar accuracy as the previous 3000-epoch training.

The currently trained RNN model can compute MR signals for various sequence parameter inputs and initial conditions. For flip-angle train inputs, five different types of waveforms were used, including all commonly used patterns for qMRI applications, and many flip-angle trains outside these five types can still be accurately computed. For repetition time inputs, $T_E$ can be either constant or time-varying in a random fashion throughout the sequence. For initial magnetization, two different initial values, either $[0,0,-1]^T$ for perfect inversion pulse at the beginning or $[0,0,1]^T$ for no inversion pulse, were used. The currently used RNN architecture has three stacked GRU layers for one time-step computation, with 32 hidden states in each layer. Since the EPG-Bloch model is highly nonlinear, stacking multiple RNN units per time step helps model the nonlinearity more accurately. In principle, an arbitrary number of RNN units can be stacked. However, experimental results show that using one or two GRU layers and less hidden states leads to poorer accuracy, and adding more stacked units or hidden states leads to a longer computational time without significant improvements in model accuracy. Therefore, the currently used architecture is an empirical choice considering both aspects. In the future, to train an RNN model for more sequence parameter and initial magnetization inputs, exploration of new network architectures may be required.

RNNs are relatively sequential to compute the signal for each time step, and they have very good generalization properties. However, our RNN model is less computationally efficient than other existing deep learning approaches. For example, it is reported in Hamilton et al.\textsuperscript{15} that generating an MRF dictionary of size 1000 by 5930 takes 0.3 s on a CPU. Generating an MRF dictionary of the same size using the RNN model takes 7.2 s on a similar CPU. Further acceleration of the RNN model may be achieved by using more powerful computer capacity and state-of-the-art RNN inference libraries.\textsuperscript{54}

6 | CONCLUSION

This work proposed a new EPG-Bloch model for simulating transient-state, gradient-spoiled MR sequences, and trained an RNN as a fast surrogate of the EPG-Bloch model for large-scale signal computations. By comparisons with measured phantom data, we showed that the proposed EPG-Bloch model is more accurate than the standard EPG with STA approximation for imperfect slice-profile correction. We further demonstrated that the RNN (EPG) model is computationally very efficient, at least four orders of magnitude faster than the EPG-Bloch simulation, and between one and three orders of magnitude faster than the GPU-accelerated EPG package, snapMRF. Example experiments demonstrated that the RNN model can be efficiently used for computing large-scale ($>10^5$) MR signal dictionaries and derivatives for different qMRI applications such as MRF within tens of seconds.
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