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Abstract

We present a new procedure to count the number of real zeros of a class of univariate Pfaffian functions of order 1. The procedure is based on the construction of Sturm sequences for these functions and relies on an oracle for sign determination. In the particular case of E-polynomials, we design an oracle-free effective algorithm solving this task within exponential complexity. In addition, we give an explicit upper bound for the absolute value of the real zeros of an E-polynomial.
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1 Introduction

Pfaffian functions, introduced by Khovanskii in the late ’70 (see [6]), are analytic functions that satisfy first order partial differential equation systems with polynomial coefficients. A fundamental result proved by Khovanskii ([7]) states that a system of \( n \) equations given by Pfaffian functions in \( n \) variables defined on a domain \( \Omega \) has finitely many non-degenerate solutions in \( \Omega \), and this number can be bounded in terms of syntactic parameters associated to the system.

From the algorithmic viewpoint, [5] presents a summary of quantitative and complexity results for Pfaffian equation systems essentially based on Khovanskii’s bound. The known elimination procedures in the Pfaffian structure rely on the use of an oracle (namely, a blackbox subroutine which always gives the right answer) to determine consistency for systems of equations and inequalities given by Pfaffian functions. However, for some classes of Pfaffian functions the consistency problem is algorithmically decidable: for instance, an algorithm for the consistency problem of systems of the type \( f_1(x) \geq 0, \ldots, f_k(x) \geq 0, f_{k+1}(x) > 0, \ldots, f_l(x) > 0 \), where \( x = (x_1, \ldots, x_n) \), \( f_i(x) = F_i(x, e^{h(x)}) \) and \( F_i \) (\( 1 \leq i \leq l \)) and \( h \) are polynomials with integer coefficients, is given in [16]. This result allows the design of algorithms to solve classical related geometric problems (see, for example, [14]). More generally, the decidability of the theory of the real exponential field (i.e. the theory of the structure \( \mathbb{R}_{\exp} = (\mathbb{R}; +, \cdot, -, 0, 1, \exp, <) \)) was proved in [8] provided Shmuel’s conjecture is true.
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In this paper, we design a symbolic procedure to count the exact number of zeros in a real interval of a univariate Pfaffian function of the type \( f(x) = F(x, \varphi(x)) \), where \( F \) is a polynomial in \( \mathbb{Z}[X,Y] \) and \( \varphi \) is a univariate Pfaffian function of order 1 (see [5, Definition 2.1]). The procedure is based on the construction of a family of Sturm sequences associated to the given function \( f(x) \), which is done by means of polynomial subresultant techniques (see, for instance, [1]). As it is usual in the literature on the subject, we assume the existence of an oracle to determine the sign a Pfaffian function takes at a real algebraic number. Sturm sequences in the context of transcendental functions were first used in [13] to extend the cylindrical decomposition technique to non-algebraic situations. In [19], this approach was followed to count the number of real roots of exponential terms of the form \( p(x) + q(x)e^{r(x)} \), where \( p, q \) and \( r \) are real polynomials. Later in [9], the same technique is applied to treat the case of functions of the type \( F(x,e^t) \), where \( F \) is an integer polynomial.

A function of the form

\[
 f(x) = F(x, e^{h(x)}),
\]

where \( F \) and \( h \) are polynomials with real coefficients, is called an \( E \)-polynomial ([18]). For these particular functions, we give an effective symbolic algorithm solving the zero-counting problem with no calls to oracles. To this end, we construct a subroutine to determine the sign of univariate \( E \)-polynomials at real algebraic numbers. Our algorithms only perform arithmetic operations and comparisons between rational numbers. In order to deal with real algebraic numbers, we represent them by means of their Thom encodings (see Section 2.2). The main result of the paper is the following:

**Theorem 1** Let \( f(x) = F(x, e^{h(x)}) \) be an \( E \)-polynomial defined by polynomials \( F \in \mathbb{Z}[X,Y] \) and \( h \in \mathbb{Z}[X] \) with degrees bounded by \( d \) and coefficients of absolute value at most \( H \), and let \( I = [a,b] \) be a closed interval or \( I = \mathbb{R} \). There is an algorithm that computes the number of zeros of \( f \) in \( I \) within complexity \( (2dH)^{O(1)} \).

Finally, we prove an explicit upper bound for the absolute value of the real zeros of an \( E \)-polynomial in terms of the degrees and absolute values of the coefficients of the polynomials involved. This bound could be used to separate and approximate the real zeros of an \( E \)-polynomial. It provides an answer to the ‘problem of the last root’ for this type of functions. Previously, in [18], the existence of such a bound was established for general exponential terms, but even though it is given by an inductive argument with a computable number of iterations, the bound is not explicit. Algorithms for the computation of upper bounds for the real roots of functions of the type \( P(x,e^t) \) or, more generally, \( P(x,\text{trans}(x)) \), with \( P \) an integer polynomial and \( \text{trans}(x) = e^x, \ln(x) \) or \( \arctan(x) \) are given in [9] and [10] respectively.

The paper is organized as follows: in Section 2 we fix the notation and recall some basic theoretical and algorithmic results on univariate polynomials. Section 3 is devoted to the construction of Sturm sequences for the Pfaffian functions we deal with. In Section 4 we present our general procedure for zero counting. Finally, in Section 5 we describe the algorithms and prove our main results on \( E \)-polynomials.
2 Preliminaries

2.1 Basic notation and results

Throughout the paper, we will deal with univariate and bivariate polynomials. For a polynomial $F \in \mathbb{Z}[X, Y]$, we write $\deg_X(F)$ and $\deg_Y(F)$ for the degrees of $F$ in the variables $X$ and $Y$ respectively, $H(F)$ for its height, that is, the maximum of the absolute values of its coefficients in $\mathbb{Z}$, and $\text{cont}(F) \in \mathbb{Z}[X]$ for the gcd of the coefficients of $F$ as a polynomial in $\mathbb{Z}[X][Y]$.

Note that, if $p_1, p_2 \in \mathbb{Z}[X]$ are polynomials with degrees bounded by $d_1$ and $d_2$, and heights bounded by $H_1$ and $H_2$, then $H(p_1p_2) \leq (\min\{d_1, d_2\} + 1)H_1H_2$.

If $f$ is a real univariate analytic function, we denote its derivative by $f'$ and, for $k > 1$, its $k$th successive derivative by $f^{(k)}$.

For $\gamma = (\gamma_0, \ldots, \gamma_N) \in \mathbb{R}^{N+1}$ with $\gamma_i \neq 0$ for every $0 \leq i \leq N$, the number of variations in sign of $\gamma$ is the cardinality of the set $\{1 \leq i \leq N : \gamma_i \gamma_{i-1} < 0\}$. For a tuple $\gamma$ of arbitrary real numbers, the number of variations in sign of $\gamma$ is defined as the number of variations in sign of the tuple which is obtained from $\gamma$ by removing its zero coordinates. Given $x \in \mathbb{R}$ and a sequence of univariate real functions $f = (f_0, \ldots, f_N)$ defined at $x$, we write $v(f, x)$ for the number of variations in sign of the $(N + 1)$-tuple $(f_0(x), \ldots, f_N(x))$.

We recall some well-known bounds on the size of roots of univariate polynomials (see [11], Proposition 2.5.9 and Theorem 2.5.11).

**Lemma 2** Let $p = \sum_{j=0}^d a_j X^j \in \mathbb{C}[X]$, $a_d \neq 0$. Let $r(p) := \max\{|z| : z \in \mathbb{C}, p(z) = 0\}$. Then:

i) $r(p) < 1 + \max \left\{ \frac{a_j}{a_d} : 0 \leq j \leq d - 1 \right\}$

ii) $r(p) < \left( 1 + \sum_{0 \leq j \leq d-1} \left| \frac{a_j}{a_d} \right|^2 \right)^{1/2}$

We will also use the following lower bound for the separation of the roots of a univariate polynomial with integer coefficients (see [11], Theorem 2.7.2):

**Lemma 3** Let $p \in \mathbb{Z}[X]$ be a polynomial of degree $d \geq 2$, and $\alpha_1, \ldots, \alpha_d$ be all the roots of $p$. Then

$$\min\{|\alpha_i - \alpha_j| : \alpha_i \neq \alpha_j\} > d^{-\frac{4d+2}{3}} \frac{(d+1)^{\frac{1+d}{2}}}{H(p)^{1-d}}.$$

A basic tool for our results is the well-known theory of subresultants for univariate polynomials with coefficients in a ring and its relation with polynomial remainder sequences (see [1], Chapter 8).

Let $F(X, Y)$ and $G(X, Y)$ be polynomials in $\mathbb{Z}[X, Y]$ of degrees $d$ and $e$ in the variable $Y$ respectively. Assume $e < d$. Following [1], Notation 8.33, for every $-1 \leq j \leq d$, let $\text{SRes}_j$ be the $j$th signed subresultant of $F$ and $G$ considered as polynomials in $\mathbb{Z}[X][Y]$. By the structure theorem for subresultants (see [1], Theorem 8.34 and Proposition 8.40), we have that

$$\text{SRes}_{i-1} = -\text{Remainder}((-1)^{(d-e-1)(d-e)/2}l_c(G)^{d-e+1}F, G),$$

where $l_c(G)$ is the leading coefficient of $G$ and, for an index $i$ with $1 \leq i \leq d$ such that $\text{SRes}_{i-1}$ is non-zero of degree $j$: 
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If \( \text{SRes}_j^{-1} = 0 \), then \( \text{SRes}_i^{-1} = \gcd(F, G) \) up to a factor in \( \mathbb{Z}[X] \).

If \( \text{SRes}_j^{-1} \neq 0 \) has degree \( k \),

\[
s_j t_{i-1} \text{SRes}_{k-1} = -\text{Remainder}(s_k t_{j-1} \text{SRes}_{i-1}, \text{SRes}_{j-1})
\]

and the quotient lies in \( \mathbb{Z}[X][Y] \). Here, \( s_j \) denotes the \( j \)th subresultant coefficient of \( F \) and \( G \) as defined in [1, Notation 4.22] and \( t_i \) is the leading coefficient of \( \text{SRes}_i \).

We define a sequence of integers as follows:

- \( n_0 = d + 1, \ n_1 = d \).
- For \( i \geq 1 \), if \( \text{SRes}_{n_i-1} \neq 0 \), then \( n_{i+1} = \deg(\text{SRes}_{n_i-1}) \).

The polynomials

\[
R_i := \text{SRes}_{n_i-1}
\]

are proportional to the polynomials in the Euclidean remainder sequence associated to \( F \) and \( G \). Moreover, the following relations hold:

\[
\begin{align*}
(-1)^{(d-c)(d-c+1)/2} \text{lc}(G)^{d-c+1} R_0 &= R_1 C_1 - R_2 \\
s_{n_{i+2}} t_{n_{i+1}}^{-1} R_i &= R_{i+1} C_{i+1} - s_{n_{i+1}} t_{n_i}^{-1} R_{i+2} \quad \text{for } i \geq 1
\end{align*}
\]

where \( C_i \in \mathbb{Z}[X][Y] \) for every \( i \).

### 2.2 Algorithms and complexity

The algorithms we consider in this paper are described by arithmetic networks over \( \mathbb{Q} \) (see [2]). The notion of complexity of an algorithm we consider is the number of operations and comparisons in \( \mathbb{Q} \). The objects we deal with are polynomials with coefficients in \( \mathbb{Q} \), which are represented by the array of all their coefficients in a pre-fixed order of their monomials.

To estimate complexities we will use the following results (see [3]). The product of two polynomials in \( \mathbb{Q}[X] \) of degrees bounded by \( d \) can be done within complexity \( O(M(d)) \), where \( M(d) = d \log(d) \log \log(d) \). Interpolation of a degree \( d \) polynomial in \( \mathbb{Q}[X] \) requires \( O(M(d) \log(d)) \) arithmetic operations. We will use the Extended Euclidean Algorithm to compute the gcd of two polynomials in \( \mathbb{Q}[X] \) of degrees bounded by \( d \) within complexity \( O(M(d) \log(d)) \). We will compute subresultants by means of matrix determinants, which enables us to control both the complexity and output size (an alternative method for the computation of subresultants, based on the Euclidean algorithm, can be found in [1, Algorithm 8.21]). For a matrix in \( \mathbb{Q}^{n \times n} \), its determinant can be obtained within complexity \( O(n^\omega) \), where \( \omega < 2.376 \) (see [3, Chapter 12]).

For a polynomial in \( \mathbb{Z}[X] \), we will need to approximate its real roots by rational numbers and to isolate them in disjoint intervals of pre-fixed length with rational endpoints. There are several known algorithms achieving these tasks (see, for instance, [15] and the references therein). Here we use a classical approach via Sturm sequences. The complexity of the algorithm based on this approach is suboptimal. However, the complexity order of the procedures in which we use it as a subroutine would not change even if we replaced it with the one with the best known complexity bound.
Lemma 4 Let \( p \in \mathbb{Z}[X] \) be a polynomial of degree bounded by \( d \) and \( \epsilon \in \mathbb{Q}, \epsilon > 0 \). There is an algorithm which computes finitely many pairwise disjoint intervals \( I_j = (a_j, b_j] \) with \( a_j, b_j \in \mathbb{Q} \) and \( b_j - a_j \leq \epsilon \) such that each \( I_j \) contains at least one real root of \( p \) and every real root of \( p \) lies in some \( I_j \). The complexity of the algorithm is of order \( O(d^5 \log(H(p)/\epsilon)) \).

Proof. The algorithm works recursively. Starting with the interval \( J = (-1 + H(p)), 1 + H(p) \), which contains all the real roots of \( p \) (see Lemma 2), at each intermediate step, finitely many intervals are considered. Given an interval \( J = (a, b] \) with \( \{p = 0\} \cap J \neq \emptyset \) and \( |J| > \epsilon \), the procedure runs as follows:

- Let \( c = \frac{a + b}{2} \) and \( J_r = (c, b] \).
- If \( p(c) \neq 0 \), let \( J_l = (a, c] \).
- If \( p(c) = 0 \) and \( c - \epsilon > a \), let \( I = (c - \epsilon, c] \) and \( J_l = (a, c - \epsilon] \). If \( p(c) = 0 \) and \( c - \epsilon \leq a \), take \( I = (a, c] \). (Note that, in any case, \( I \) contains a real root of \( p \) and has length at most \( \epsilon \).)
- Determine, for each of the intervals \( J_r \) and \( J_l \), whether \( p \) has a real root in that interval or not. Keep the intervals that contain real roots of \( p \).

The recursion finishes when the length of all the intervals is at most \( \epsilon \). The output consists of all the intervals of length at most \( \epsilon \) containing roots of \( p \), including the intervals \( I \) appearing at intermediate steps.

In order to determine whether \( p \) has a real root in a given interval, we use the Sturm sequence of \( p \) and \( p' \) (see [1] Theorem 2.50), which is computed within complexity \( O(M(d) \log(d)) \) by means of the Euclidean Algorithm.

At each step of the recursion, we keep at most \( d \) intervals together with the number of variations in sign of the Sturm sequence evaluated at each of their endpoints. For each of these intervals, the procedure above requires at most \( 2d + 1 \) additional evaluations of polynomials of degrees at most \( d \). Then, the complexity of each recursive step is of order \( O(d^3) \).

Since the length of the intervals at the \( k \)th step is at most \( \frac{1 + H(p)}{2^k} \), the number of steps is at most \( 1 + \lceil \log(\frac{1 + H(p)}{\epsilon}) \rceil \). Therefore, the overall complexity is \( O(d^5 \log(H(p)/\epsilon)) \). \( \square \)

In order to deal with real algebraic numbers in a symbolic way, we will use Thom encodings. We recall here their definition and main properties (see [1] Chapter 2). Given \( p \in \mathbb{R}[X] \) and a real root \( \alpha \) of \( p \), the Thom encoding of \( \alpha \) as a root of \( p \) is the sequence \((\text{sign}(p'(\alpha)), \ldots, \text{sign}(p^{\deg p}(\alpha)))\), where we represent the sign with an element of the set \( \{0, 1, -1\} \). Two different real roots of \( p \) have different Thom encodings. In addition, given the Thom encodings of two different real roots \( \alpha_1 \) and \( \alpha_2 \) of \( p \), it is possible to decide which is the smallest between \( \alpha_1 \) and \( \alpha_2 \) (see [1] Proposition 2.28).

For a polynomial \( p \in \mathbb{R}[X] \), we will denote \( \text{Der}(p) := (p, p', \ldots, p^{\deg p}) \).

A useful tool to compute Thom encodings and manipulate real algebraic numbers is an effective procedure for the determination of feasible sign conditions on real univariate polynomials. For \( p_1, \ldots, p_s \in \mathbb{R}[X] \), a feasible sign condition for \( p_1, \ldots, p_s \) on a finite set \( Z \subset \mathbb{R} \) is an \( s \)-tuple \((\sigma_1, \ldots, \sigma_s) \in \{=, >, <\}^s \) such that \( \{x \in Z : p_1(x)\sigma_1 0, \ldots, p_s(x)\sigma_s 0\} \neq \emptyset \).
Lemma 5 (see [4, Corollary 2]) Given $p_0, p_1, \ldots, p_s \in \mathbb{R}[X]$, $p_0 \neq 0$, $\deg p_i \leq d$ for $i = 0, \ldots, s$, the feasible sign conditions for $p_1, \ldots, p_s$ on $\{p_0 = 0\}$ can be computed algorithmically within $O(sd^2 \log^3(d))$ operations. Moreover, if $p_0$ has $m$ roots in $\mathbb{R}$, this can be done within $O(smd \log(m) \log^2(d))$ operations. The output of the algorithm is a list of $s$-tuples in $\{0, 1, -1\}^s$, where 0 stands for $=$, 1 for $>$ and $-1$ for $<$.

3 Sturm sequences and zero counting for Pfaffian functions

Following [1], we introduce the notion of a Sturm sequence for a continuous function in a real interval:

Definition 6 Let $f_0 : (a, b) \rightarrow \mathbb{R}$ be a continuous function of a single variable. A sequence of continuous functions $f = (f_0, \ldots, f_N)$ on $(a, b)$ is said to be a Sturm sequence for $f_0$ in the interval $(a, b)$ if the following conditions hold:

1. If $f_0(y) = 0$, there exists $\epsilon > 0$ such that $f_1(x) \neq 0$ for every $x \in (y - \epsilon, y + \epsilon) \subseteq (a, b)$, $x \neq y$, $f_0(x)f_1(x) < 0$ for $y - \epsilon < x < y$ and $f_0(x)f_1(x) > 0$ if $y < x < y + \epsilon$.

2. For every $i = 1, \ldots, N - 1$, if $f_i(x) = 0$ for $x \in (a, b)$, then $f_{i-1}(x)f_{i+1}(x) < 0$.

3. $f_N(x) \neq 0$ for every $x \in (a, b)$.

Recalling that, for a given $x \in \mathbb{R}$, $v(f, x)$ denotes the number of variations in sign of the $(N + 1)$-tuple $(f_0(x), \ldots, f_N(x))$, we have the following analog of the classical Sturm theorem:

Theorem 7 ([2, Theorem 2.1]) Let $f_0 : (a, b) \rightarrow \mathbb{R}$ be a continuous function of a single variable. Let $f = (f_0, \ldots, f_N)$ be a Sturm sequence for $f_0$ in the interval $(a, b)$ and let $a < c < d < b$. Then, the number of distinct real zeros of $f_0$ in the interval $(c, d)$ is $v(f, c) - v(f, d)$.

The aim of this section is to build Sturm sequences for a particular class of Pfaffian functions we introduce below. For the definition of Pfaffian functions in full generality and the basic properties of these functions see, for instance, [5].

Given a polynomial $\Phi \in \mathbb{Z}[X, Y]$ with $\deg_Y(\Phi) > 0$, let $\varphi$ be a function satisfying the differential equation

$$\varphi'(x) = \Phi(x, \varphi(x)).$$

(3)

Note that $\varphi$ is analytic on its domain, which may be a proper subset of $\mathbb{R}$.

We are going to work with Pfaffian functions of the type

$$f(x) = F(x, \varphi(x)),$$

where $F \in \mathbb{Z}[X, Y]$.

Taking into account that the first derivative of such a function is

$$\frac{\partial F}{\partial X}(x, \varphi(x)) + \frac{\partial F}{\partial Y}(x, \varphi(x)).\Phi(x, \varphi(x)),$$

we define, for any $F \in \mathbb{Z}[X, Y]$, the polynomial $\tilde{F} \in \mathbb{Z}[X, Y]$ (associated with $\Phi$) as follows:

$$\tilde{F}(X, Y) = \frac{\partial F}{\partial X}(X, Y) + \frac{\partial F}{\partial Y}(X, Y).\Phi(X, Y).$$

(4)
Thus, we have that
\[ f'(x) = \tilde{F}(x, \varphi(x)). \]

Due to the following result, in order to count the number of real zeros of a function \( f \) as above, we will assume from now on, without loss of generality, that \( \text{Res}_Y(F, \tilde{F}) \neq 0 \).

**Lemma 8** Let \( \Phi, \varphi \) be as in equation (3) and let \( F \in \mathbb{Z}[X, Y] \) with \( \deg_Y(F) > 0 \). There exists a polynomial \( P \in \mathbb{Z}[X, Y] \) such that \( \text{Res}_Y(P, \tilde{P}) \neq 0 \) and \( P(x, \varphi(x)) \) has the same real zeros as \( F(x, \varphi(x)) \). Moreover, the polynomial \( P \) can be effectively computed from \( F \) and \( \Phi \).

**Proof.** Without loss of generality, we may assume that \( F \) is square-free. Suppose that \( \text{Res}_Y(F, \tilde{F}) = 0 \). Write \( F = \text{cont}(F) F_0 \). Then, \( \text{Res}_Y(F_0, \tilde{F}_0) = 0 \) and so, the greatest common divisor of \( F_0 \) and \( \tilde{F}_0 \) is a polynomial \( S \in \mathbb{Z}[X, Y] \) of positive degree in \( Y \). If
\[ F_0 = SU \quad \text{and} \quad \tilde{F}_0 = SV \]
for \( U, V \in \mathbb{Z}[X, Y] \), we have that
\[ f_0(x) = F_0(x, \varphi(x)) = S(x, \varphi(x)) U(x, \varphi(x)) \quad \text{and} \quad f'_0(x) = \tilde{F}_0(x, \varphi(x)) = S(x, \varphi(x)) V(x, \varphi(x)), \]
which implies that a zero \( \xi \) of \( f_0 \) which is not a zero of \( U(x, \varphi(x)) \) satisfies that \( \text{mult}(\xi, f_0) = \text{mult}(\xi, \tilde{F}_0) \leq \text{mult}(\xi, f'_0) \), leading to a contradiction. Then, \( f_0 \) and \( U(x, \varphi(x)) \) have the same zero set in \( \mathbb{R} \). As
\[ \tilde{F}_0 = (SU) = SU + S\tilde{U}, \]
it follows that, if \( T \in \mathbb{Z}[X, Y] \) is a common factor of \( U \) and \( \tilde{U} \) with positive degree in \( Y \), then \( T \) divides \( \tilde{F}_0 = SV \). Since \( U \) and \( V \) are relatively prime polynomials, then \( T \) divides \( S \) and, therefore \( T^2 \) divides \( F_0 \), contradicting the fact that \( F_0 \) is square-free.

The lemma follows considering the polynomial \( P = \text{cont}(F) U \). \( \Box \)

We will apply the theory of subresultants introduced in Section 2 in order to get Sturm sequences for \( f \).

Let
\[ F_1 = \text{Rem}(\text{lc}(F)D\tilde{F}, F) \in \mathbb{Z}[X][Y], \]
where \( D \) is the smallest even integer greater than or equal to \( 1 + \deg_Y(\tilde{F}) - \deg_Y(F) \).

**Notation 9** Following Section 2.1, for \( i = 0, \ldots, N \), let \( R_i := \text{SRes}_{t_{n_i-1}} \in \mathbb{Z}[X][Y] \) be the \( (n_i - 1) \)th subresultant polynomial associated to \( F \) and \( F_1 \), \( \tau_i := t_{n_i-1} \in \mathbb{Z}[X] \) be the leading coefficient of \( R_i \) and, for \( i = 2, \ldots, N+1 \), let \( \rho_i := s_{n_i} \in \mathbb{Z}[X] \) be the \( n_i \)th subresultant coefficient of \( F \) and \( F_1 \).

**Definition 10** For an interval \( I = (a, b) \) containing no root of the polynomials \( \tau_i \) for \( i = 0, \ldots, N \) or \( \rho_i \) for \( i = 2, \ldots, N+1 \), we define inductively a sequence \( (\sigma_{I,i})_{0 \leq i \leq N} \in \{1, -1\}^{N+1} \) as follows:

- \( \sigma_{I,0} = \sigma_{I,1} = 1 \),
- \( \sigma_{I,2} = (-1)^{\frac{1}{2}(\deg_Y(F) - \deg_Y(F_1))(\deg_Y(F) - \deg_Y(F_1) + 1)} \text{sgn}(\text{lc}(F_1))^{\deg_Y(F) - \deg_Y(F_1) + 1}, \)

\[ \text{sgn}(x) = \begin{cases} 1 & \text{if } x > 0, \\ -1 & \text{if } x < 0, \\ 0 & \text{if } x = 0. \end{cases} \]
• \( \sigma_{i,j+2} = s g_{i}(\rho_{i}+2\tau_{i+1}+\tau_{i+1})\sigma_{i,j} \),

where, for a continuous function \( g \) of a single variable with no zeros in \( I \), \( s g_{i}(g) \) denotes the (constant) sign of \( g \) in \( I \). For \( i = 0, \ldots, N \), we define

\[
F_{i,i} = \sigma_{i,i}R_{i} \in \mathbb{Z}[X,Y].
\]

Finally, if \( I \) is contained in the domain of \( \varphi \), we introduce the sequence of Pfaffian functions \( f_{i} = (f_{I,i})_{0 \leq i \leq N} \) defined by

\[
f_{I,i}(x) = F_{i,i}(x, \varphi(x)).
\]

**Proposition 11** Let \( F \in \mathbb{Z}[X,Y] \), \( \text{deg}_{Y}(F) > 0 \), and let \( \varphi \) be a Pfaffian function satisfying \( \varphi'(x) = \Phi(x, \varphi(x)) \), where \( \Phi \in \mathbb{Z}[X,Y] \) with \( \text{deg}_{Y}(\Phi) > 0 \). Consider the function \( f(x) = F(x, \varphi(x)) \). Let \( F \in \mathbb{Z}[X,Y] \) be defined as in \([3]\). Assume that the resultant \( \text{Res}_{Y}(F,F) \in \mathbb{Z}[X] \) is not zero. With the notation and assumptions of Definition \([17]\), the sequence of Pfaffian functions \( f_{i} = (f_{I,i})_{0 \leq i \leq N} \) is a Sturm sequence for \( f \) in \( I = (a,b) \).

**Proof.** For simplicity, as the interval \( I \) is fixed, the subindex \( I \) will be omitted throughout the proof.

First we prove that \( f_{0} \) and \( f_{1} \) do not have common zeros in \( I \). Suppose \( \alpha \in I \) is a common zero of \( f_{0} \) and \( f_{1} \). Then \( F(\alpha, \varphi(\alpha)) = 0 \) and \( F_{1}(\alpha, \varphi(\alpha)) = 0 \); therefore, \( \rho_{N+1}(\alpha) = \text{Res}_{Y}(F,F_{1})(\alpha) = 0 \), contradicting the assumptions on \( I \).

From this fact, taking into account that \( f_{0} = f \), and \( f_{1} \) has the same sign as \( f' \) at any zero of \( f \) lying in \( I \), condition 1 of Definition \([3]\) follows.

To prove that condition 2 holds, first note that if \( f_{j}(\alpha) = 0 \) and \( f_{j+1}(\alpha) = 0 \) for some \( \alpha \in I \), since \( \rho_{i} \) and \( \tau_{i} \) do not have zeros in \( I \), by identities \([1]\) and \([2]\), \( \alpha \) is a common zero of all \( f_{i} \)s, contradicting the fact that \( f_{0} \) and \( f_{1} \) do not have common zeros in \( I \). Then, condition 2 in Definition \([3]\) follows from the definition of the signs \( \sigma_{i} \) and identities \([1]\) and \([2]\).

Condition 3 follows from the assumption that \( \tau_{N} \), which equals \( f_{N} \) up to a sign, does not have zeros in \( I \). \( \square \)

In order to count the number of zeros of a Pfaffian function in an open interval, provided that the function is defined in its endpoints, we introduce the following:

**Notation 12** Let \( f : J \to \mathbb{R} \) be a non-zero analytic function defined in an open interval \( J \subset \mathbb{R} \) and let \( c \in J \). We denote

\[
sg(f,c^{+}) = \begin{cases} 
\text{sign}(f(c)) & \text{if } f(c) \neq 0 \\
\text{sign}(f^{(r)}(c)) & \text{if } \text{mult}(c,f) = r 
\end{cases}
\]

and

\[
sg(f,c^{-}) = \begin{cases} 
\text{sign}(f(c)) & \text{if } f(c) \neq 0 \\
\text{sign}(-1)^{r}f^{(r)}(c)) & \text{if } \text{mult}(c,f) = r 
\end{cases}
\]

where \( \text{mult}(c,f) \) is the multiplicity of \( c \) as a zero of \( f \).

For a sequence of non-zero analytic functions \( \mathbf{f} = (f_{0}, \ldots, f_{N}) \) defined in \( J \), we write \( v(\mathbf{f},c^{+}) \) for the number of variations in sign in \((sg(f_{0},c^{+}), \ldots, sg(f_{N},c^{+})) \) and \( v(\mathbf{f},c^{-}) \) for the number of variations in sign in \((sg(f_{0},c^{-}), \ldots, sg(f_{N},c^{-})) \).
Note that $\text{sg}(f, c^+)$ is the sign that $f$ takes in $(c, c+\varepsilon)$ and $\text{sg}(f, c^-)$ is the sign that $f$ takes in $(c-\varepsilon, c)$ for a sufficiently small $\varepsilon > 0$. Then, by Theorem 7, we have:

**Proposition 13** With the assumptions and notation of Proposition 11, if, in addition, the closed interval $[a, b]$ is contained in the domain of $\varphi$, the number of zeros of the function $f$ in the open interval $I = (a, b)$ equals $v(f_I, a^+ - v(f_I, b^-)$.

As a consequence, we get a formula for the number of zeros of the Pfaffian function $f$ in any bounded interval:

**Theorem 14** Let $f(x) = F(x, \varphi(x))$, where $F \in \mathbb{Z}[X, Y]$, $\deg Y(F) > 0$, and $\varphi$ is a Pfaffian function satisfying $\varphi'(x) = \Phi(x, \varphi(x))$ for a polynomial $\Phi \in \mathbb{Z}[X, Y]$ with $\deg Y(\Phi) > 0$. Assume $\text{Res}_Y(F, \tilde{F}) \neq 0$. Consider a bounded open interval $(\alpha, \beta) \subset \mathbb{R}$ such that $[\alpha, \beta]$ is contained in the domain of $\varphi$.

Let $\rho_i$ and $\tau_i$ be the polynomials in $\mathbb{Z}[X]$ introduced in Notation 4. If $\alpha_1 < \alpha_2 < \cdots < \alpha_k$ are all the roots in $(\alpha, \beta)$ of $\rho_i$ and $\tau_i$, the number of zeros of $f$ in $[\alpha, \beta]$ equals

$$\# \{0 \leq j \leq k + 1 : f(\alpha_j) = 0\} + \sum_{j=0}^{k} v(f_{I_j}, \alpha_j^+) - v(f_{I_j}, \alpha_{j+1}^-),$$

where $\alpha_0 = \alpha$, $\alpha_{k+1} = \beta$ and, for every $0 \leq j \leq k$, $I_j = (\alpha_j, \alpha_{j+1})$ and $f_{I_j}$ is the sequence of functions introduced in Definition 14.

### 4 Algorithmic approach

Let $\varphi$ be a Pfaffian function satisfying

$$\varphi'(x) = \Phi(x, \varphi(x))$$

for a polynomial $\Phi \in \mathbb{Z}[X, Y]$. Let $\delta_Y := \deg Y(\Phi) > 0$ and $\delta_X := \deg X(\Phi)$.

In this section, we describe an algorithm for counting the number of zeros in a bounded interval contained in the domain of $\varphi$ of a function of the type

$$f(x) = F(x, \varphi(x)),$$

where $F \in \mathbb{Z}[X, Y]$ with $\deg Y(F) > 0$.

To estimate the complexity of the algorithm, we need an upper bound for the multiplicity of a zero of a function of this type. Here, we present a bound in our particular setting which takes into account the degrees in each of the variables $X$ and $Y$ of the polynomials involved in the definition of the functions. A general upper bound on the multiplicity of Pfaffian intersections depending on the total degrees of the polynomials can be found in [5, Theorem 4.3]. Even though both bounds are of the same order, our bound may be smaller when the total degrees are greater than the degrees with respect to each variable.

**Lemma 15** With the previous notation, let $g(x) = G(x, \varphi(x))$ with $G \in \mathbb{Z}[X, Y]$ be a nonzero Pfaffian function. For every $\alpha \in \mathbb{R}$ such that $g(\alpha) = 0$, we have

$$\text{mult}(\alpha, g) \leq 2 \deg_X(G) \deg_Y(G) + \deg_X(G)(\delta_Y - 1) + (\delta_X + 1) \deg_Y(G).$$
Proof. Assume first that $G$ is irreducible in $\mathbb{Z}[X,Y]$. If $g(\alpha) = 0$, then $\text{mult}(\alpha, g) > \text{mult}(\alpha, g')$. As $g'(x) = \tilde{G}(x, \varphi(x))$, then $G$ does not divide $\tilde{G}$ and, therefore, $R := \text{Res}_Y(G, \tilde{G}) \neq 0$. Let $S, T \in \mathbb{Z}[X,Y]$ be such that $R = SG + T\tilde{G}$. We have that

$$R(x) = S(x, \varphi(x)). g(x) + T(x, \varphi(x)). g'(x).$$

If $\alpha$ is a multiple root of $g$, the previous identity implies that $\text{mult}(\alpha, g) \leq \text{mult}(\alpha, R) + 1 \leq \text{deg}(R) + 1$. Taking into account that $\text{deg}(R) \leq \text{deg}_X(G)\text{deg}_Y(\tilde{G}) + \text{deg}_X(\tilde{G})\text{deg}_Y(G)$, $\text{deg}_X(\tilde{G}) \leq \text{deg}_X(G) + \delta_X$ and $\text{deg}_Y(\tilde{G}) \leq \text{deg}_Y(G) - 1 + \delta_Y$, we conclude that

$$\text{mult}(\alpha, g) \leq 2\text{deg}_X(G)\text{deg}_Y(G) + \text{deg}_X(G)(\delta_Y - 1) + \delta_X\text{deg}_Y(G) + 1.$$

In the general case, write $G = c(X)\prod_{1 \leq i \leq t} G_i(X,Y)^{m_i}$, where $c(X) = \text{cont}(G)$ and $G_1, \ldots, G_t \in \mathbb{Z}[X,Y]$ are irreducible polynomials. For every $i$, let $g_i(x) = G_i(x, \varphi(x))$. From the previous bound, we deduce

$$\text{mult}(\alpha, g) = \text{mult}(\alpha, c) + \sum_{1 \leq i \leq t} m_i \text{mult}(\alpha, g_i) \leq \text{deg}_X(c) + \sum_{1 \leq i \leq t} m_i (2\text{deg}_X(G_i)\text{deg}_Y(G_i) + \text{deg}_X(G_i)(\delta_Y - 1) + \delta_X\text{deg}_Y(G_i) + 1) \leq 2\text{deg}_X(G)\text{deg}_Y(G) + \text{deg}_X(G)(\delta_Y - 1) + (\delta_X + 1)\text{deg}_Y(G).$$

\[\square\]

The theoretical results in the previous section enable us to construct the following algorithm for zero counting for a function $f(x) = F(x, \varphi(x))$, where $F \in \mathbb{Z}[X,Y]$. By Lemma 5, we will assume that $\text{Res}_Y(F, \tilde{F}) \neq 0$.

**Algorithm ZeroCounting**

**INPUT**: A function $\varphi$ satisfying a differential equation $\varphi'(x) = \Phi(x, \varphi(x))$, a polynomial $F \in \mathbb{Z}[X,Y]$ such that $\text{Res}_Y(F, \tilde{F}) \neq 0$, and a closed interval $[\alpha, \beta] \subset \text{Dom}(\varphi)$ with $\alpha, \beta \in \mathbb{Q}$.

**OUTPUT**: The number of zeros of $f(x) = F(x, \varphi(x))$ in $[\alpha, \beta]$.

1. Let $F_1(X,Y) := \begin{cases} \tilde{F}(X,Y) & \text{if } \text{deg}_Y(\tilde{F}) < \text{deg}_Y(F), \text{where } D \text{ is the smallest even integer greater than or equal to } 1 + \text{deg}_Y(\tilde{F}) - \text{deg}_Y(F). \\ \text{Remainder}(\text{lc}(F)^D \tilde{F}, F) & \text{otherwise} \end{cases}$
2. Compute the polynomials $R_i$ and $\tau_i$, for $0 \leq i \leq N$, and $\rho_i$, for $2 \leq i \leq N + 1$, associated to $F$ and $F_1$ as in Notation 9.
3. Determine and order all the real roots $\alpha_1 < \alpha_2 < \cdots < \alpha_k$ lying in the interval $(a, b)$ of the polynomials $\tau_i$, for $0 \leq i \leq N$, and $\rho_i$, for $2 \leq i \leq N + 1$.
4. For every $0 \leq j \leq k$, compute the Sturm sequence $f_{I_j} = (f_{I_j,i})_{0 \leq i \leq N}$ for $f$ in $I_j = (\alpha_j, \alpha_{j+1})$ as in Definition 10, where $\alpha_0 = \alpha$ and $\alpha_{k+1} = \beta$.
5. Decide whether $f(\alpha_j) = 0$ for every $0 \leq j \leq k + 1$ and count the number of zeros.
6. For every \( 0 \leq j \leq k \), compute:
\[
v_j := v(f_{i_j}, \alpha^+_j) - v(f_{i_j}, \alpha^-_{j+1}).
\]

7. Compute:
\[
\#\{0 \leq j \leq k + 1 : f(\alpha_j) = 0\} + \sum_{j=1}^{k} v_j.
\]

**Complexity analysis:**

Let \( d_X := \deg_X(F) \), \( d_Y := \deg_Y(F) \) and, as before, \( \delta_X := \deg_X(\Phi) \), \( \delta_Y := \deg_Y(\Phi) \).

**Step 1.** Note that \( \deg_Y(F_1) < d_Y \). In the case when \( \deg_Y(\tilde{F}) \geq d_Y \), in order to bound \( \deg_X(F_1) \), notice that \( \deg_X(\text{lcm}(F)^D \tilde{F}) \leq D \deg(\text{lcm}(F)) + d_X + \delta_X \). Then, the polynomial \( F_1 \) can be obtained by means of at most \( D \) successive steps, each consisting of subtracting a multiple of \( F \) with degree in \( X \) bounded by \( (D - i) \deg_X(\text{lcm}(F)) + (i + 1) d_X + \delta_X \) from a polynomial whose degree in \( X \) is bounded by \( (D - i + 1) \deg_X(\text{lcm}(F)) + i d_X + \delta_X \). Then, \( \deg_X(F_1) \leq (D + 1) d_X + \delta_X \).

In order to perform the computations (as polynomials in the variable \( Y \)) avoiding division of coefficients (which are polynomials in \( X \)), we do not expand the product of the coefficients of \( \tilde{F} \cdot \text{lcm}(F)^D \) at the beginning, and at the \( i \)th step, we write each coefficient of the remainder as a multiple of \( \text{lcm}(F)^{D-i} \). Thus, at each step, we compute at most \( d_Y + \delta_Y \) polynomials in \( X \): for the first \( d_Y \) of them, we compute the difference of two products of a coefficient of \( F \) (whose degree is at most \( d_X \)) by a polynomial of degree bounded by \( (i + 1)d_X + \delta_X \), and for the other ones, the product of the leading coefficient of \( F \) by a polynomial of degree bounded by \( (i + 1)d_X + \delta_X \). Then, the overall complexity of this step is \( O((d_Y + \delta_Y)(d_X \delta_Y(d_Y + \delta_X))) \).

**Step 2.** Each subresultant of \( F \) and \( F_1 \) is a polynomial in the variable \( Y \) whose coefficients are polynomials of degree bounded by \( (d_Y - 1)d_X + d_Y((\delta_Y + 2)d_X + \delta_X) \) in the variable \( X \).

We compute it by means of interpolation: for sufficiently many interpolation points, we evaluate the coefficients of \( F \) and \( F_1 \), we compute the corresponding determinant (which is a polynomial in \( Y \) with constant coefficients) and, finally we interpolate to obtain each coefficient.

For each interpolation point, the evaluation of the coefficients of \( F \) and \( F_1 \) can be performed within complexity \( O(d_Y d_X + (d_Y - 1)((\delta_Y + 2)d_X + \delta_X)) = O(d_Y(\delta_Y d_X + \delta_X)) \). Then, we compute at most \( 2d_Y - 1 \) determinants of matrices of size bounded by \( 2d_Y - 2 \) within complexity \( O(d_Y^{d_Y+1}) \), we multiply them by the polynomials \( Y^j F \) or \( Y^j F_1 \) evaluated at the point and we add the results in order to obtain the specialization of the subresultant at the point, which does not modify the complexity order. This is repeated for \( d_Y((\delta_Y + 3)d_X + \delta_X) \) points. Finally, each of the at most \( d_Y \) coefficients of the subresultant polynomial is computed by interpolation from the results obtained. Each polynomial interpolation can be done within complexity \( O(M(d_Y(\delta_Y d_X + \delta_X)) \log(d_Y(\delta_Y d_X + \delta_X))) \). Then, the computation of the at most \( d_Y \) coefficients of each subresultant can be achieved within complexity \( O((d_Y(\delta_Y d_X + \delta_X) + d_Y^{d_Y+1})d_Y(\delta_Y d_X + \delta_X) + d_Y M(d_Y(\delta_Y d_X + \delta_X)) \log(d_Y(\delta_Y d_X + \delta_X))) = O(d_Y^{d_Y+3}(\delta_Y d_X + \delta_X)^2) \).

As we have to compute at most \( d_Y \) subresultants, the overall complexity of the computation of all the required subresultants is of order \( O(d_Y^{d_Y+3}(\delta_Y d_X + \delta_X)^2) \).
Note that we may compute successively only the polynomials \( R_i = \text{SRes}_{n_i-1} \). The index \( n_{i+1} \) indicating the next subresultant to be computed is the degree of \( R_i \), and the polynomial \( \tau_i \) is its leading coefficient. Finally, the polynomials \( \rho_i \in \mathbb{Z}[X] \) are subresultant coefficients of \( F \) and \( F_1 \), which are also computed by interpolation. The complexity of these computations does not modify the order of the overall complexity of this step.

**Step 3.** Consider the polynomial

\[
L(X) = \prod_{0 \leq i \leq N} \tau_i \prod_{3 \leq i \leq N+1} \rho_i.
\]

Note that \( \rho_2 = (-1)^{\frac{1}{2}(\deg_Y(F) - \deg_Y(F_1))(\deg_Y(F) - \deg_Y(F_1) + 1)}\text{lc}(F_1)^{\deg_Y(F) - \deg_Y(F_1)}; \) so, it has the same zeros as \( \tau_1 = \text{lc}(F_1) \).

We determine the Thom encodings of the roots of \( L \) in the interval \((a, b)\) by computing the realizable sign conditions on \( \text{Der}(L), X - \alpha, \beta - X \), where \( \text{Der}(L) = (L, L', \ldots, L^{\deg(L)}) \).

The degree of \( L \) is bounded by \((2d_1^2 - d_Y)((\delta_Y + 3)X + \delta_X)\). We compute its coefficients by interpolation: the specialization of \( L \) at a point can be computed within \( O(d_Y^3(\delta_Y X + \delta_X)) \) operations by specializing its factors and multiplying, and this is done for \( \deg(L) + 1 \) points; then, the total complexity of evaluation and interpolation is of order \( O(d_Y^4(\delta_Y X + \delta_X)^2) \). The complexity of computing the realizable sign conditions is of order \( O(d_Y^4(\delta_Y X + \delta_X)^3 \log^3(d_Y^5(\delta_Y X + \delta_X))) \) (see Lemma 5). Finally, we can order the roots of \( L \) in \((\alpha, \beta)\) by comparing their Thom encodings (see Proposition 2.28) within complexity \( O(d_Y^4(\delta_Y X + \delta_X)^2 \log(d_Y^5(\delta_Y X + \delta_X))) \) using a sorting algorithm.

The overall complexity of this step is of order \( O(d_Y^4(\delta_Y X + \delta_X)^3 \log^3(d_Y^5(\delta_Y X + \delta_X))) \).

**Step 4.** The Sturm sequences \((f_j)_{0 \leq j \leq k}\) are obtained by multiplying the polynomials \((R_i)_{0 \leq i \leq N}\) by the corresponding signs \((\sigma_{I,j})_{0 \leq i \leq N}\) as stated in Definition 10. Note that if \( p \) is a univariate polynomial having a constant sign in \( I_j = (\alpha_j, \alpha_{j+1}) \), to determine this sign it suffices to determine \( \text{sg}(\rho, \alpha_j^+) \) or \( \text{sg}(\rho, \alpha_{j+1}^-) \), which can be obtained from the signs of \( p \) and its successive derivatives at \( \alpha_j \) or \( \alpha_{j+1} \) respectively.

Then, in order to compute the required signs, we compute the realizable sign conditions on the family

\[
\text{Der}(L), X - \alpha, \beta - X, \text{Der}(\rho_i)_{3 \leq i \leq N}, \text{Der}(\tau_i)_{1 \leq i \leq N-1}
\]

which consists of \( O(d_Y^4(\delta_Y X + \delta_X)) \) polynomials of degrees bounded by \((2d_Y^2 - d_Y)((\delta_Y + 3)X + \delta_X)\). The complexity of this computation is of order \( O(d_Y^5(\delta_Y X + \delta_X)^3 \log^3(d_Y^5(\delta_Y X + \delta_X))) \). Going through the list of realizable sign conditions, we determine the signs \( \sigma_{I,j,i} \) and, from them, the Sturm sequences \( f_{I_j} \) within the same complexity order.

The overall complexity of Steps 1 – 4 is of order \( O(d_Y^5(\delta_Y X + \delta_X)^3 \log^3(d_Y^5(\delta_Y X + \delta_X))) \).

**Steps 5 and 6.** These steps require the determination of the sign of Pfaffian functions of the type \( G(x, \varphi(x)) \), with \( G \in \mathbb{Z}[X, Y] \), at real algebraic numbers given by their Thom encodings (more precisely, at the real roots \( \alpha_j \) of \( L \) lying on \((\alpha, \beta)\) and at the endpoints \( \alpha \) and \( \beta \) of the given interval). We assume an oracle is given to achieve this task.
At Step 5, we need \( k + 2 \leq \deg(L) + 2 = O(d_k^2(\delta_Y d_X + \delta_X)) \) calls to the oracle for the Pfaffian function defined by the polynomial \( F \), having degrees \( \deg_X(F) = \delta_X \) and \( \deg_Y(F) = \delta_Y \).

At Step 6, we use the oracle for Pfaffian functions defined by polynomials with degrees in \( X \) bounded by \( \delta_Y((\delta_Y + 3)d_X + \delta_X) \) and degrees in \( Y \) bounded by \( \delta_Y \). Taking into account the bound for the multiplicity of a zero of such a function given by Lemma 13, it follows that the determination of \( \text{sg}(f_{1,i}, \alpha_k^+) \) and \( \text{sg}(f_{1,i}, \alpha_k^-) \) requires at most \( O(d_k^2(\delta_Y + \delta_Y))(\delta_Y d_X + \delta_X)) \) calls to the oracle. Then, the oracle is used at most \( O(d_k^2(\delta_Y + \delta_Y))(\delta_Y d_X + \delta_X)^2 \) times.

Therefore, we have the following:

**Proposition 16** Let \( f(x) = F(x, \varphi(x)) \) be defined from a polynomial \( F \in \mathbb{Z}[X,Y] \) and a Pfaffian function \( \varphi \) satisfying \( \varphi'(x) = \Phi(x, \varphi(x)) \), where \( \Phi \in \mathbb{Z}[X,Y] \) with \( \deg_\Phi(\Phi) > 0 \). Let \( \delta_X := \deg_\Phi(F) \), \( \delta_Y := \deg_\Phi(F) \), \( \delta_X := \deg_X(\Phi) \) and \( \delta_Y := \deg_Y(\Phi) \). Then, Algorithm ZeroCounting computes the number of zeros of \( f \) in a closed interval \([\alpha, \beta] \subseteq \text{Dom}(\varphi) \) \((\alpha, \beta \in \mathbb{Q})\) within \( O(d_k^2(\delta_Y d_X + \delta_X)^3 \log^2(d_k^2(\delta_Y d_X + \delta_X))) \) arithmetic operations and comparisons, and using at most \( O(d_k^2(\delta_Y + \delta_Y)(\delta_Y d_X + \delta_X)^2) \) calls to an oracle for determining the signs of Pfaffian functions of the type \( G(x, \varphi(x)) \), with \( G \in \mathbb{Z}[X,Y] \), at real algebraic numbers.

As a consequence of the previous algorithm we deduce an upper bound for the number of zeros of the Pfaffian functions under consideration in a bounded interval:

**Corollary 17** Let \( f(x) = F(x, \varphi(x)) \) be defined from a polynomial \( F \in \mathbb{Z}[X,Y] \) and a Pfaffian function \( \varphi \) satisfying \( \varphi'(x) = \Phi(x, \varphi(x)) \), where \( \Phi \in \mathbb{Z}[X,Y] \) with \( \deg_\Phi(\Phi) > 0 \). Let \( \delta_X := \deg_\Phi(F) \), \( \delta_Y := \deg_\Phi(F) \), \( \delta_X := \deg_X(\Phi) \) and \( \delta_Y := \deg_Y(\Phi) \). Then, for any open interval \( I \subseteq \text{Dom}(\varphi) \), the number of zeros of \( f \) in \( I \) is at most \( (\delta_Y + 1)(2d_k^2 - \delta_Y)((\delta_Y + 3)d_X + \delta_X) \).

An alternative bound can be obtained from Khovanskii's upper bounds for the number of non-degenerate zeros of univariate Pfaffian functions and for the multiplicity of an arbitrary zero of these functions (see [5]). Keeping our previous notation, for a polynomial \( F \in \mathbb{Z}[X,Y] \) with \( \deg(F) = \delta \), if \( \deg(\Phi) = \delta \), using Khovanskii’s bounds, it follows that both the number of non-degenerate zeros and the multiplicity of an arbitrary zero of \( f(x) = F(x, \varphi(x)) \) are at most \( d(\delta + d) \). We can get an upper bound for the total number of zeros of \( f \) by bounding the number of non-degenerate zeros of \( f \) and of its successive derivatives of order at most \( d(\delta + d) - 1 \).

Following [14], we have that \( f' \) is defined by a polynomial of degree at most \( d + \delta - 1 \) and so, for every \( k \in \mathbb{N} \), \( f^{(k)} \) is given by a polynomial of degree at most \( d + k(\delta - 1) \). Then, the total number of zeros of \( f \) is at most

\[
\sum_{k=0}^{d(\delta + d) - 1} (d + k(\delta - 1))(\delta + d + k(\delta - 1)) \leq \frac{1}{2}d^2\delta^2(\delta + d)^3.
\]

Note that the bound from Corollary 17 is of lower order than this one.

## 5 E-polynomials

In this section, we will deal with the particular case of E-polynomials, namely when \( \varphi(x) = e^{nh(x)} \) for a polynomial \( h \in \mathbb{Z}[X] \) of positive degree. We will first show how to perform steps 5 and 6 of Algorithm ZeroCounting (that is, we will give an algorithmic procedure to replace the calls to an oracle). Finally, we will prove a bound for the absolute value of the zeros of an E-polynomial.
5.1 Sign determination

The main goal of this section is to design a symbolic algorithm which determines the sign that an $E$-polynomial takes at a real algebraic number given by its Thom encoding. To do this, we will use two subroutines. The first one, which follows [16, Lemma 15], determines the sign of an expression of the form $e^\beta - \alpha$ for real algebraic numbers $\alpha$ and $\beta$. The second one allows us to locate a real number of the form $e^{h(\alpha)}$, for a real algebraic number $\alpha$, between two consecutive real roots of a given polynomial.

Algorithm SignExpAlg

INPUT: Real algebraic numbers $\alpha$ and $\beta$ given by their Thom encodings $\sigma_{P_1}(\alpha)$ and $\sigma_{P_2}(\beta)$ with respect to polynomials $P_1, P_2 \in \mathbb{Z}[X]$ such that $\deg(P_1), \deg(P_2) \leq d$ ($d \geq 2$) and $H(P_1), H(P_2) \leq H$.

OUTPUT: The sign $s := \text{sign}(e^\beta - \alpha)$.

1. Let $c := (2^{d+1}(d+1)H)^{-2^{42}d^6(5d+4|\log(H)|)}$.
2. Compute $w \in \mathbb{Q}$ such that $|e^\beta - w| < c$ as follows:
   (a) Compute $w_1 \in \mathbb{Q}$ such that $|\beta - w_1| < \frac{c}{2.3^H+2}$
   (b) Compute $w \in \mathbb{Q}$ such that $|e^{w_1} - w| < \frac{c}{2}$
3. Compute $s = \text{sign}(w - \alpha)$.

Proof of correctness and complexity analysis:

Step 1. We will show that, for the chosen value of $c$, the inequality $|e^\beta - \alpha| > c$ holds.

As shown in [17], if $\alpha$ and $\beta$ are algebraic numbers of degrees bounded by $\theta$ and heights bounded by $\nu$, then

$$|e^\beta - \alpha| > e^{-2^{42}d^6 \ln(\nu+e^\nu)(\ln(\nu)+\ln \ln(\nu))}$$

Note that

$$e^{2^{42}d^6 \ln(\nu+e^\nu)(\ln(\nu)+\ln \ln(\nu))} \leq (\nu + 16)^{2^{42}d^6 \ln(\nu)+\ln \ln(\nu)} \leq (\nu + 16)^{2^{43}d^6 \ln(\nu)}$$

It is clear that the degree of an algebraic number is bounded by the degree of any polynomial which vanishes at that number. With respect to the height, by [11] Propositions 10.8 and 10.9, we have

$$H(\alpha) \leq 2^d ||P_1|| \leq 2^d(d+1)^{1/2}H,$$

and, similarly, it follows that the same bound holds for $H(\beta)$. Here, $||P_1||$ stands for the norm 2 of the vector of the coefficients of $P_1$.

The required inequality is deduced by taking $\theta = d$, $\nu = 2^d(d+1)^{1/2}H$, and using the bounds

$$2^d(d+1)^{1/2}H + 16 \leq 2^{d+1}(d+1)H \quad \text{and} \quad \ln(2^d(d+1)^{1/2}H) \leq \frac{5}{4}d + [\log(H)].$$
Step 2.(a) Applying the algorithm from Lemma 3 to the polynomial $P_2$ with $\epsilon = \frac{c}{3H+3}$, we get intervals $I_j = (a_j, b_j]$ with $a_j, b_j \in \mathbb{Q}$ and $b_j - a_j < \epsilon$ ($1 \leq j \leq \kappa$) such that $\beta \in I_{j_0}$ for some $j_0$. We determine the index $j_0$ by computing the feasible sign conditions for $D\text{er}(P_2), X - a_1, X - b_1, \ldots, X - a_\kappa, X - b_\kappa$. Finally, we take $w_1 = b_{j_0}$. The complexity of this step is of order $O(d^3(\log(H.3H+3,c^{-1}) + \log^3(d))) = O(d^3H + d^3(d + \log(H))^2)$.

By the mean value theorem, the inequality $|\beta - w_1| < \frac{c}{2.3H+2}$ implies that $|e^\beta - e^{w_1}| < \frac{c}{2}$.

Step 2.(b) Following [16, Lemma 14], in order to obtain $w$, we compute the Taylor polynomial centered at 0 of the function $e^x$ of order $t := 8([\log(2/c)] + 1 + H)$ specialized in $w_1$. The complexity of this step is bounded by $O(d^3(d + \log(H))^2 + H)$.

Step 3. The fact that $\text{sign}(w - \alpha) = \text{sign}(e^\beta - \alpha)$ is a consequence of the inequalities $|e^\beta - \alpha| > c$ and $|e^\beta - w| < c$. In order to determine this sign, we compute the feasible sign conditions on $D\text{er}(P_1), X - w$ and look for the one which corresponds to the Thom encoding of $\alpha$.

The complexity of this step is of order $O(d^3 \log^3(d))$.

The overall complexity of this subroutine is $O(d^3H + d^3(d + \log(H))^2)$.

The second subroutine is the following:

Algorithm RootBox

INPUT: A polynomial $h \in \mathbb{Z}[X]$, an algebraic number $\alpha \in \mathbb{R}$ such that $h(\alpha) \neq 0$, given by its Thom encoding as a root of a polynomial $L \in \mathbb{Z}[X]$, and a polynomial $M \in \mathbb{Z}[X]$ together with the ordered list of Thom encodings of all its real roots $\lambda_1 < \lambda_2 < \cdots < \lambda_m$.

OUTPUT: The index $i_0$, $0 \leq i_0 \leq m$, such that $\lambda_{i_0} < e^{h(\alpha)} < \lambda_{i_0+1}$, where $\lambda_0 = -\infty$ and $\lambda_{m+1} = +\infty$.

1. Compute $S(T) := \text{Res}_X(L(X), T - h(X))$.

2. Compute the feasible sign conditions on $D\text{er}(L), S(h), S'(h),\ldots, S^{(\text{deg}(S))}(h)$ and the Thom encoding of $h(\alpha)$ as a root of $S$.

3. Compute $\text{sign}(e^{h(\alpha)} - \lambda_i)$ applying Algorithm SignExpAlg, for $i = 1,\ldots, m$, until the first negative sign is obtained for $i_0$. If all the signs are positive, $i_0 = m$.

Proof of correctness and complexity analysis:

Note that $h(\alpha)$ is a root of the polynomial $S \in \mathbb{Z}[T]$ computed in Step 1. Therefore, in Step 2, the sign condition on $D\text{er}(L), S(h), S'(h),\ldots, S^{(\text{deg}(S))}(h)$ having the Thom encoding of $\alpha$ as a root of $L$ in the first coordinates has the Thom encoding of $h(\alpha)$ as a root of $S$ in the last ones.

Assume that $\text{deg}(L) \leq \ell$, $\text{deg}(h) \leq \delta$ and $\text{deg}(M) \leq \eta$. 
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The resultant computation in Step 1 can be done within complexity \(O(\ell(\ell + \delta)^{o})\) by interpolation, noticing that \(\deg(S) \leq \ell\). Applying Lemma 5 the complexity of Step 2 is \(O(\delta^6 \log(\ell) \log^2(\ell \delta))\). Finally, taking into account that \(H(S) \leq (\ell + \delta)! H(L)^{\delta}(2H(h))^{\ell}\), defining
\[
\mathcal{H} := \max\{H(M), (\ell + \delta)! H(L)^{\delta}(2H(h))^{\ell}\},
\]
the complexity of Step 3 is \(O\left(m \max\{\eta, \ell\}^3 \left(\mathcal{H} + \max\{\eta, \ell\}^6 (\max\{\eta, \ell\} + \log(\mathcal{H}))^2\right)\right)\).

The overall complexity of the algorithm is of the same order as the complexity of Step 3.

Now we are ready to introduce the main algorithm of this section.

**Algorithm E-SignDetermination**

**INPUT:** Polynomials \(G \in \mathbb{Z}[X, Y]\), \(h \in \mathbb{Z}[X]\), \(\deg(h) > 0\), \(L \in \mathbb{Z}[X]\) and Thom encodings \(\sigma_L(\alpha_1), \ldots, \sigma_L(\alpha_t)\) of real roots \(\alpha_1, \ldots, \alpha_t\) of \(L\).

**OUTPUT:** The signs of \(G(\alpha_j, e^{h(\alpha_j)})\) for \(1 \leq j \leq t\).

1. For every \(1 \leq j \leq t\), determine whether \(G(\alpha_j, Y) \equiv 0\). If this is the case, the sign of \(G(\alpha_j, e^{h(\alpha_j)})\) is 0.

2. Compute \(R = \gcd(L, h)\) and the list of realizable sign conditions on \(\text{Der}(L), R, G(X, 1)\).
   Going through the list, determine the sign of \(G(\alpha_j, e^{h(\alpha_j)}) = G(\alpha_j, 1)\) for every \(j\) such that \(G(\alpha_j, Y) \neq 0\) and \(R(\alpha_j) = 0\).

3. Compute \(M(Y) := \text{Res}_X(L(X), G(X, Y))\).

4. Compute the Thom encodings of the real roots of \(M\) and order them: \(\lambda_1 < \cdots < \lambda_m\).

5. For every \(1 \leq j \leq t\) such that \(G(\alpha_j, Y) \neq 0\) and \(R(\alpha_j) \neq 0\):
   
   a. Determine the index \(0 \leq i_j \leq m\) such that \(\lambda_{i_j} < e^{h(\alpha_j)} < \lambda_{i_j+1}\) by applying subroutine \RootBox\, where \(\lambda_0 := -\infty\) and \(\lambda_{m+1} := +\infty\).
   
   b. Find \(w_j \in \mathbb{Q} \cap (\lambda_{i_j}, \lambda_{i_j+1})\).
   
   c. Compute the sign of the polynomial \(G(X, w_j)\) at \(X = \alpha_j\). This is the sign of \(G(\alpha_j, e^{h(\alpha_j)})\).

---

**Proof of correctness and complexity analysis:**

Assume that \(\deg_X(G) \leq d_X, \deg_Y(G) \leq d_Y, \deg(L) \leq \ell\) and \(\deg(h) \leq \delta\).

Due to Lindemann’s theorem, if \(\alpha \in \mathbb{R}\) is an algebraic number and \(h(\alpha) \neq 0\), then \(e^{h(\alpha)}\) is transcendental over \(\mathbb{Q}\). Therefore, for an algebraic number \(\alpha \in \mathbb{R}\), \(G(\alpha, e^{h(\alpha)}) = 0\) if and only if either \(G(\alpha, Y) \equiv 0\) or \(h(\alpha) = 0\) and \(G(\alpha, 1) = 0\). Then, Steps 1 and 2 enable us to determine all the indices \(j\) such that \(G(\alpha_j, e^{h(\alpha_j)}) = 0\).

**Step 1.** Compute \(\text{cont}(G)\), the gcd of the coefficients of \(G\), by applying successively the fast Euclidean algorithm [31, Algorithm 11.4] within complexity \(O(d_Y M(d_X) \log(d_X))\). Then, determine the realizable sign conditions on \(\text{Der}(L), \text{cont}(G)\) within \(O(\ell^2 \max\{\ell, d_X\} \log(\ell) \log^2(\max\{\ell, d_X\})\) arithmetic operations.
Step 2. The complexity of the computation of \( R \) is of order \( O(M(\max\{\ell, d\}) \log(\max\{\ell, d\})) \) and the realizable sign conditions on \( \text{Der}(L), R, G(X, 1) \) can be found within complexity \( O(\ell^2 \max\{\ell, d_X\} \log(\ell) \log^2(\max\{\ell, d_X\})) \).

Step 3. In order to compute \( M(Y) \), evaluate \( G(X, y) \) at sufficiently many values \( y \), compute the corresponding determinants and interpolate. Taking into account that \( \deg(M) \leq \ell d_Y \), the total cost of this step is of order \( O(\ell d_Y (d_X + \ell)^{2} + 1)H(G)^{\ell}H(L)^{d_X} \). Recall that \( \deg(M) \leq \ell d_Y \).

(a) The complexity of this step is \( O((\ell d_Y)^4(\mathcal{H} + (\ell d_Y)^6(\ell d_Y + \log(\mathcal{H})))^2)) \), where \( \mathcal{H} = \max\{(\ell + d)!(H(L)^{2H(h)})^L, (\ell + d)!H(L)^{d_X}(d_Y + 1)!H(G)^{\ell}\}\).

(b) By applying Lemma 4 to the polynomial \( M \) and a lower bound \( \ell \) for the minimum distance between two different roots of \( M \), we obtain pairwise disjoint intervals \( (a_i, b_i) \) with rational endpoints such that \( \lambda_i \in (a_i, b_i) \) for \( i = 1, \ldots, m \). Following Lemma 8 we can take \( \epsilon = (\ell d_Y)^{-1}((\ell d_Y + 1)^{\ell + d_X}) H(L)^{d_X}((d_Y + 1)!H(G)^{\ell})^{1-\ell d_Y} \). Let \( w_j := b_j \).

The complexity of this step is \( O(\ell^3 \max\{\ell, d_X\} \log(\ell + d_X) + \ell \log(H(G)) + \log(d_Y)) + d_X \log(H(L))) \).

(c) We compute the coefficients of \( G(X, w_j) \) within complexity \( O(d_X d_Y) \). Then, we compute the feasible sign conditions of \( \text{Der}(L), G(X, w_j) \), which enable us to determine the sign of \( G(\alpha_j, w_j) \), within \( O(\ell^3 \max\{\ell, d_X\} \log(\ell) \log^2(\max\{\ell, d_X\})) \) additional operations.

The overall complexity of the algorithm is \( O(\ell(\ell d_Y)^4(\mathcal{H} + (\ell d_Y)^6(\ell d_Y + \log(\mathcal{H})))^2)) \).

The previous complexity analysis leads to:

**Proposition 18** Given polynomials \( G \in \mathbb{Z}[X, Y], h \in \mathbb{Z}[X], \deg(h) > 0, L \in \mathbb{Z}[X] \) with degrees bounded by \( d \) and height bounded by \( H \), and Thom encodings \( \sigma_L(\alpha_1), \ldots, \sigma_L(\alpha_t) \) of real roots \( \alpha_1, \ldots, \alpha_t \) of \( L \), we can determine \( \#\{1 \leq j \leq t : G(\alpha_j, e^{h(\alpha_j)}) = 0\} \) within complexity \( O(d^3 \log^3(d)) \). Moreover, the signs of \( G(\alpha_j, e^{h(\alpha_j)}) \), for \( 1 \leq j \leq t \), can be computed within complexity \( O(t 8^d d^{8d + 8} H^{2d}) \).

5.2 Zero counting for \( E \)-polynomials

Here, we will apply Algorithm **E-SignDetermination** from the previous section as a subroutine in Algorithm **ZeroCounting** described in Section 3 to obtain a zero counting algorithm for \( E \)-polynomials with no calls to oracles.

In order to estimate complexities we will need upper bounds for the degrees and heights of polynomials defining the successive derivatives of an \( E \)-polynomial.
Remark 19 For a Pfaffian function \( g(x) = G(x, e^{h(x)}) \), given by a polynomial \( G \in \mathbb{Z}[X, Y] \), we have that \( g'(x) = \tilde{G}(x, e^{h(x)}) \) is given by the polynomial \( \tilde{G} := \frac{\partial G}{\partial X} + h'(X)Y \frac{\partial G}{\partial Y} \). If \( \deg_X(G) = \deg_Y(G) = \delta \), we have that

\[
\deg_X(\tilde{G}) \leq \delta - 1 + d_X, \quad \deg_Y(\tilde{G}) = d_Y
\]

Applying these bounds recursively, we get that the successive derivatives of \( g \) can be obtained as

\[
g^{(\nu)}(x) = \nu \tilde{G}(x, e^{h(x)})
\]

for polynomials \( \nu \tilde{G} \in \mathbb{Z}[X, Y] \) such that

\[
\deg_X(\nu \tilde{G}) \leq \nu(\delta - 1) + d_X, \quad \deg_Y(\nu \tilde{G}) = d_Y
\]

\[
H(\nu \tilde{G}) \leq H(\tilde{G})\prod_{j=0}^{\nu-1}(j(\delta - 1) + d_X + d_Y^2 H(h)).
\]

Now, we can state the main result of this section.

Theorem 20 Let \( f(x) = F(x, e^{h(x)}) \) be an \( E \)-polynomial defined by \( F \in \mathbb{Z}[X, Y] \) and \( h \in \mathbb{Z}[X] \) with \( \deg(F), \deg(h) \leq d \) and \( H(F), H(h) \leq H \), and let \( [a, b] \) be a closed interval. Assume that \( \text{Res}_Y(F, \tilde{F}) \neq 0 \). There is an algorithm that computes the number of zeros of \( f \) in \([a, b]\) within complexity \( (2dH)^{O(d^5)} \).

Proof. In order to prove the theorem, we adapt Algorithm ZeroCounting introduced in Section 4 to count the number of zeros of an \( E \)-polynomial with no call to oracles. It suffices to show how to perform Steps 5 and 6 of the algorithm and estimate the complexity of the procedure.

Step 5 can be achieved by means of Steps 1 and 2 of Algorithm E-SignDetermination. As in this case \( \deg(L) \leq 10d^3 \), the complexity is of order \( O(d^3 \log^3(d)) \).

To achieve Step 6 of the algorithm, we apply the algorithm E-SignDetermination to the polynomials defining the functions \( f_{i,j} \) and their successive derivatives, for \( 0 \leq i \leq N \). These functions are defined, up to signs, by the polynomials \( R_i \) introduced in Notation 9 and \( \nu \tilde{R}_i \), \( 0 \leq i \leq N, \nu \in \mathbb{N} \).

Since \( \deg_Y(\tilde{F}) = \deg_Y(F) \), then \( F_1 = lc(F)^2 \tilde{F} - lc(F)lc(F)F \) and so, \( \deg_X(F_1) \leq 4d - 1 \) and \( H(F_1) \leq 4d(d + 1)H^2(d + d^3) \leq 8(d + 1)d^4 H^4 \). Taking into account the determinantal formula for the subresultants, it follows that for every \( k \), \( \deg_X(S\text{Res}_k) \leq 5d^2 - 2d \) and \( H(S\text{Res}_k) \leq (2d - 1)2^{5d-2}(d + 1)^{2d-2}d^{5d-1}H^{5d-1} \leq 3^{2d-1}2^{5d-2}d^{10d-3}H^{5d-1} \), which are therefore, upper bounds for \( \deg_X(R_i) \) and \( H(R_i) \) for all \( i \). Finally, recalling that \( L \) is the product of at most \( 2d \) polynomials of degrees at most \( 5d^2 - 2d \) that are coefficients of the subresultants \( S\text{Res}_k \), we have that

\[
H(L) \leq (5d^2)^{2d-1}(3^{2d-1}2^{5d-2}d^{10d-3}H^{5d-1})^{2d} \leq 3^{4d^2}2^{10d^2-2d}d^{18d^2-2d}H^{10d^2-2d}.
\]

Taking into account the bound for the multiplicity of a zero of a Pfaffian function from Lemma 19, we will apply the algorithm E-SignDetermination to the polynomials \( R_i \) \( 0 \leq i \leq N \) and \( \nu \tilde{R}_i \) for \( \nu \leq 10d^3 - 3d^2 \), to determine the signs of the corresponding Pfaffian functions at the zeros of \( L \). The bounds from Remark 19 applied to the polynomials \( R_i \) imply that, for \( \nu \leq 10d^3 - 3d^2 \),

\[
\deg_X(\nu \tilde{R}_i) \leq (10d^3 - 3d^2)(d - 1) + 5d^2 - 2d \leq 10d^4 - 5d^3.
\]
Then, the complexity of applying the algorithm to each of these polynomials is of order

\[ O(d^{19}(\mathcal{H} + d^2(d^4 + \log \mathcal{H})^2)) \]

where

\[ \mathcal{H} \leq (10d^4 + 5d^3)!H(L)^{10d^4 - 5d^3}((d + 1)3^{2d - 1}2^{5d - 2}d^{10d - 3}H^{5d - 1}(10d^4 + (H - 5)d^3)^{10d^3 - 3d^2})^{10d^3} = (2dH)^{O(d^8)}. \]

This sign computation is done for at most \(d(10d^3 - 3d^2)\) polynomials. Finally, for each interval \(I_j\), the signs \(\text{sg}(f_{L,j}, \alpha_j^+)\) and \(\text{sg}(f_{L,j}, \alpha_{j+1}^-)\) are obtained easily following Definition 10.

Therefore, the overall complexity of the algorithm is of order

\[ (2dH)^{O(d^8)}. \]
5.3 Bound for the size of roots

The following proposition provides an interval which contains all the zeros of an E-polynomial and whose endpoints are determined by the degrees and heights of the polynomials involved in its definition. Using this bound, applying successively our algorithm for zero counting, it is possible to separate and approximate the roots of an E-polynomial.

**Proposition 23** Let \( f(x) = F(x, e^{h(x)}) \) be an E-polynomial defined by \( F \in \mathbb{Z}[X, Y] \) and \( h \in \mathbb{Z}[X] \) such that \( \deg(F) \leq d \), \( \deg(h) = \delta > 0 \) and \( H(F), H(h) \leq H \). Then, for every zero \( \alpha \in \mathbb{R} \) of \( f \), we have that \(|\alpha| \leq M(d, \delta, H) := 1 + (d + 1)H^2 \max\{(d + 1)(1 + 2H^2), 2(\frac{20}{27} + 1)!\} \).

**Proof.** Let \( F(X, Y) = \sum_{j=0}^{d} a_j(X)Y^j \in \mathbb{Z}[X, Y] \) with \( \deg(a_j) \leq d_X \) for every \( 0 \leq j \leq d_Y \) and \( a_{dy} \neq 0 \).

Let \( \alpha \in \mathbb{R} \) be a zero of \( f \). If \( a_{dy}(\alpha) = 0 \), then \(|\alpha| \leq r(a_{dy}) < 1 + H \) (see Lemma 2) and so, the bound in the statement holds. Similarly, if \( a_0(\alpha) = 0 \), the bound holds.

Assume now that \( a_{dy}(\alpha) \neq 0 \) and \( a_0(\alpha) \neq 0 \). Then \( e^{h(\alpha)} \) is a root of \( F(\alpha, Y) \in \mathbb{R}[Y] \) and \( e^{-h(\alpha)} \) is a root of \( Y^{dy}F(\alpha, Y^{-1}) \in \mathbb{R}[Y] \). By Lemma 2 it follows that

\[
e^{2h(\alpha)} < 1 + \sum_{0 \leq j \leq dy - 1} \left( \frac{a_j(\alpha)}{a_{dy}(\alpha)} \right)^2 \quad \text{and} \quad \ne^{-2h(\alpha)} < 1 + \sum_{1 \leq j \leq dy} \left( \frac{a_j(\alpha)}{a_0(\alpha)} \right)^2.
\]

We are going to prove that, for \( \alpha > M(d, \delta, H) \), one of the previous inequalities fails to hold. Note that in both cases, the right hand side of the inequality is given by a rational function,

\[
\frac{\sum_{0 \leq j \leq dy} a_j(X)^2}{a_{dy}(X)^2} \quad \text{and} \quad \frac{\sum_{0 \leq j \leq dy} a_j(X)^2}{a_0(X)^2}
\]

respectively, where the numerator and the denominator are integer polynomials of degrees at most \( 2d_X \) and coefficients of size bounded by \((dy + 1)(d_X + 1)H(F)^2 \) and \((d_X + 1)H(F)^2 \) respectively. Moreover, the degree of the denominator is less than or equal to the degree of the numerator.

First, assume that the leading coefficient of \( h \) is positive.

Let \( p(X) = \sum_{0 \leq j \leq dy} a_j^2(X) \) and \( q(X) = a_{dy}^2(X) \) so that \( \frac{p(X)}{q(X)} = 1 + \sum_{0 \leq j \leq dy - 1} \left( \frac{a_j(X)}{a_{dy}(X)} \right)^2 \).

and let \( C > 0 \) be the quotient of the leading coefficients of \( p \) and \( q \). Note that \(|C| \leq (dy + 1)H(F)^2 \).

If \( \deg(p) = \deg(q) \), for every \( x > \max \{r(q), r(p - (C + 1)q)\} \), we have that \( \frac{p(x)}{q(x)} < C + 1 \).

On the other hand, for \( x > r(2h - \ln(C + 1)) \), we have that \( e^{2h(x)} > C + 1 \). We conclude that, for \( x > \max \{r(q), r(p - (C + 1)q), r(2h - \ln(C + 1))\} \), the inequality \( e^{2h(x)} > \frac{p(x)}{q(x)} \) holds.

If \( \deg(p) > \deg(q) \), let \( d_0 := \deg(p) - \deg(q) \). For \( x > \max \{r(q), r(p - 2Cx^{d_0}q)\} \), we have that \( \frac{p(x)}{q(x)} < 2Cx^{d_0} \).

Note that \( e^{2h(x)} > e^{x^\delta} \) for \( x > r(2h - X^\delta) \). As \( e^{x^\delta} > \sum_{k=0}^{\frac{d_0}{\delta} + 1} \frac{1}{k!} x^\delta \) \( > 2Cx^{d_0} \) for \( x > r(\sum_{k=0}^{\frac{d_0}{\delta} + 1} \frac{1}{k!} X^\delta - 2CX^{d_0}) \), it follows that \( \frac{p(x)}{q(x)} < e^{2h(x)} \) for \( x > \max \{r(q), r(p - 2Cx^{d_0}q), r(\sum_{k=0}^{\frac{d_0}{\delta} + 1} \frac{1}{k!} X^\delta - 2CX^{d_0})\} \).

Using again Lemma 2 we obtain:
\[
\begin{align*}
& r(q) < 1 + (d_X + 1)H(F)^2 \\
& r(p - (C + 1)q)) < 1 + (d_X + 1)H(F)^2(d_Y + (d_Y + 1)H(F)^2) \\
& r(2h - \ln(C + 1)) < 1 + H(h) + \frac{1}{2} \ln((d_Y + 1)H(F)^2 + 1) \\
& r(p - 2CXd_0q) < 1 + (d_X + 1)(d_Y + 1)H(F)^2(1 + 2H(F)^2) \\
& r(2h - X^d) < 1 + 2H(h) \\
& r\left(\sum_{k=0}^{d_0+1}\frac{1}{k!}X^{\delta k} - 2CX^{d_0}\right) < 1 + 2\left[\frac{2dx}{\delta} + 1\right](d_Y + 1)H(F)^2
\end{align*}
\]

and, therefore, we conclude that, for \(\alpha > M(d, \delta, H)\), the following inequality holds

\[
e^{2h(\alpha)} > 1 + \sum_{0 \leq j \leq d_Y-1} \left(\frac{a_j(\alpha)}{a_{d_Y}(\alpha)}\right)^2.
\]

If the leading coefficient of \(h\) is negative, applying the previous argument to \(-h\), we have that, for \(\alpha > M(d, \delta, H)\), the following inequality holds

\[
e^{-2h(\alpha)} > 1 + \sum_{1 \leq j \leq d_Y} \left(\frac{a_j(\alpha)}{a_0(\alpha)}\right)^2.
\]

Finally, noticing that \(\alpha\) is a zero of \(F(x, e^{h(x)})\) if and only if \(-\alpha\) is a zero of \(F(-x, e^{h(-x)})\) we conclude that every zero \(\alpha\) of \(f\) satisfies \(\alpha \geq -M(d, \delta, H)\).

\[\square\]

Acknowledgements. The authors wish to thank the referees for their detailed reading and helpful comments.

References

[1] Basu, Saugata; Pollack, Richard; Roy, Marie-Françoise. Algorithms in real algebraic geometry. Second edition. Algorithms and Computation in Mathematics, 10. Springer-Verlag, Berlin, 2006. Online version available at http://perso.univ-rennes1.fr/marie-francoise.roy/bpr-ed2-posted1.html

[2] von zur Gathen, Joachim. Parallel arithmetic computations: a survey. In: Mathematical Foundations of Computer Science, 1986, Bratislava, 1986. Lecture Notes in Comput. Sci., vol. 233, pp. 93–112. Springer, Berlin (1986).

[3] von zur Gathen, Joachim; Gerhard, Jürgen. Modern computer algebra. Second edition. Cambridge University Press, Cambridge, 2003.

[4] Heindel, Lee E. Integer arithmetic algorithms for polynomial real zero determination. J. Assoc. Comput. Mach. 18 (1971), 533–548.
[5] Gabrielov, Andrei; Vorobjov, Nicolai. Complexity of computations with Pfaffian and Noetherian functions. In Normal Forms, Bifurcations and Finiteness Problems in Differential Equations, Kluwer, 2004.

[6] Khovanskii, Askold. On a class of systems of transcendental equations. Soviet Math. Dokl. 22 (1980), 762–765.

[7] Khovanskii, Askold. Fewnomials. Translations of Mathematical Monographs, 88. American Mathematical Society, Providence, RI, 1991.

[8] Macintyre, Angus; Wilkie, Alex J. On the decidability of the real exponential field, Kreiseliana: About and around Georg Kreisel, A.K. Peters, 1996, pp. 441–467.

[9] Maignan, Aude. Solving one and two-dimensional exponential polynomial systems. Proc. ISSAC’98, New York, NY: ACM Press (1998), 215-221.

[10] McCallum, Scott; Weispfenning, Volker. Deciding polynomial-transcendental problems. J. Symbolic Comput. 47 (2012), no. 1, 16–31.

[11] Mignotte, Maurice; Ştefănescu, Doru. Polynomials. An algorithmic approach. Springer Series in Discrete Mathematics and Theoretical Computer Science. Springer-Verlag Singapore, Singapore, 1999.

[12] Perrucci, Daniel. Linear solving for sign determination. Theoret. Comput. Sci. 412 (2011), no. 35, 4715–4720.

[13] Richardson, Daniel. Towards computing non algebraic cylindrical decompositions. In: Watt, S.M. (Ed.), Proceedings of the 1991 International Symposium on Symbolic and Algebraic Computation. Bonn, Germany, pp. 247–255.

[14] Roy, Marie-Françoise; Vorobjov, Nicolai. Finding irreducible components of some real transcendental varieties. Comput. Complexity 4 (1994), 107–132.

[15] Sagraloff, Michael; Mehlhorn, Kurt. Computing real roots of real polynomials. J. Symbolic Comput. 73 (2016), 46-86.

[16] Vorob’ev, Nikolai. The complexity of deciding consistency of systems of polynomials in exponent inequalities. J. Symbolic Comput. 13 (1992), no. 2, 139–173.

[17] Waldschmidt, Michel. Transcendence measures for exponentials and logarithms. J. Austral. Math. Soc. Ser. A 25 (1978), no. 4, 445–465.

[18] Wolter, Helmut. On the “problem of the last root” for exponential terms. Z. Math. Logik Grundlag. Math. 31 (1985), no. 2, 163–168.

[19] Wolter, Helmut. On roots of exponential terms. Math. Logic Quart. 39 (1993), no. 1, 96–102.