Random walks on complex networks with first-passage resetting
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We study discrete-time random walks on arbitrary networks with first-passage resetting processes. To the end, a set of nodes are chosen as observable nodes, and the walker is reset instantaneously to a given resetting node whenever it hits either of observable nodes. We derive exact expressions of the stationary occupation probability, the average number of resets in the long time, and the mean first-passage time between arbitrary two non-observable nodes. We show that all the quantities can be expressed in terms of the fundamental matrix $Z = (I - Q)^{-1}$, where $I$ is the identity matrix and $Q$ is the transition matrix between non-observable nodes. Finally, we use ring networks, 2d square lattices, barbell networks, and Cayley trees to demonstrate the advantage of first-passage resetting in global search on such networks.

I. INTRODUCTION

Random walks on complex networks are not only the core of studying stochastic dynamical process on networked systems \cite{1,2}, but also pave a broad range of applications, such as community detection \cite{3,5}, epidemic spreading \cite{6,8}, human mobility \cite{9,11}, ranking and searching on the web \cite{12,14}. In this context, two of important quantities can be identified. One is the occupation probability at stationarity, which quantifies the frequency of visiting each node in the long time \cite{12,17}. The other one is the mean first-passage time (MFPT) from one node to another, which is closely relevant to many important applications \cite{18}, such as epidemic extinction \cite{19,20}, neuronal firing \cite{21}, consensus formation \cite{22}, and so on \cite{23}. For the standard random walks on undirected and unweighted networks, it was established that the stationary occupation probability of a node is directly proportional to its degree, i.e., the number of its neighboring nodes \cite{12}. The MFPT between two nodes can be calculated by some different methods \cite{18,24}, such as the renewal method \cite{12,17,25,26}. It has been shown that the MFPT is related to the eigenmodes of the transition matrix besides the one corresponding to the largest eigenvalue that gives the stationary information. That is to say, the MFPT is also related to relaxation properties of random walks \cite{12,17,27}.

Recently, random walks subject to resetting processes have received increasing attention \cite{28,30} (see \cite{31} for a review). The walker is interrupted stochastically and then reset to a given position. The stochastic reset has lead to many intriguing results. The resetting can drive the system to a nonequilibrium steady state. An infinite MFPT can become finite, and an optimal resetting rate was found that makes the MFPT minimal. These non-trivial findings render to an enormous recent activities in the field, both in theory \cite{32,34}, experiments \cite{35,36} and applications \cite{37,38}. In particular, in a recent paper, Riascos et al. studied random walks on arbitrary networks subject to a constant resetting rate \cite{44}. They derived the exact expressions of the stationary probability distribution and the MFPT. Subsequently, the results are generalized to the case of multiple resetting nodes \cite{45}. Wald and Böttcher introduced a framework for studying classical, quantum, and hybrid random walks with stochastic resetting on arbitrary networks, in which they derived analytical solutions of the occupation probability for a classical or quantum random walker \cite{46}.

Very recently, Bruyne et al. introduced a first-passage resetting process in one-dimensional space \cite{47,48}. The particle is reset to the starting position whenever it reaches a specified threshold. Contrary to standard resetting, the time at which first-passage resetting occurs is defined by the motion of the diffusing particle itself, rather than being imposed externally. They showed that in an infinite domain this process is nonstationary and its probability distribution exhibits rich features. In a finite domain, they defined a nontrivial optimization in which a cost is incurred whenever the particle is reset and a reward is obtained while the particle stays near the position to which the particle is reset. They derived the condition to optimize the net gain in this system, namely, the reward minus the cost.

In the present work, we study discrete-time random walks on arbitrary networks with first-passage resetting processes. To the end, we firstly choose a set of nodes as observable nodes, and a node as the only resetting node. Whenever the diffusing particle reaches either of observable nodes, it is reset instantaneously to the resetting node and the random walk process is restarted. We exactly derive the expressions of the occupation probability at stationarity, the average number of resetting as a function of time, and the MFPT between two nodes on arbitrary networks. The results show that all the three quantities can be expressed by the so-called fundamental matrix, that is the inverse of $I - Q$, in which $I$ is the identity matrix and $Q$ is the transition matrix between non-observable nodes (including the resetting
FIG. 1. An illustration of random walks on a network with first-passage resetting. The walker is reset instantaneously to the resetting node (●) whenever it arrives at either of observable nodes (△), and then the random walk process is proceeded.

node). In particular, we demonstrate our results on ring networks, two-dimensional square lattices, barbell networks, and finite-size Cayley trees. On such networks, we find that the first-passage resetting is advantageous to global search processes.

II. MODEL

We consider a particle that performs discrete-time random walks on a network consisted of $N$ nodes, from which we choose $m$ observable nodes, labelled with $o = \{o_1, \ldots, o_m\}$, and a single node as the resetting node, labelled with $r$. Assuming that the particle is located at a non-observable node $i$ at time $t$, the particle hops to one of its neighboring nodes, saying node $j$, at time $t+1$, with the probability $1/d_i$, where $d_i$ is the degree of node $i$. If node $j$ is either of observable nodes, the particle is then reset instantaneously to the resetting node $r$, see Fig.1 for an illustration. Note that the resetting node $r$ can not be either of observable nodes.

For convenience, let us denote by $Q$ the $n \times n$ transition matrix between non-observable nodes ($n = N - m$), whose entry $Q_{ij}$ denotes the transition probability from the non-observable node $i$ to the non-observable node $j$, and by $R$ the $n \times m$ transition matrix from non-observable nodes to observable nodes, whose entry $R_{ij}$ denotes the transition probability from the non-observable node $i$ to the observable node $o_j$.

III. STATIONARY OCCUPATION PROBABILITY

Let $P_{ij}(t)$ be the probability that the particle starts from node $i$ at time $t = 0$ and arrives at node $j$ at time $t$, which satisfies the following master equation,

$$P_{ij}(t+1) = \sum_{k=1}^{n} Q_{kj} P_{ik}(t) + \delta_{jr} \sum_{l=1}^{m} R_{kl} P_{ik}(t). \quad (1)$$

The first term on the right-hand side of Eq.1 represents hops between non-observable nodes whereas the second term describes the first-passage resetting from observable nodes to the node $r$ ($\delta_{jr}$ denotes the Kronecker delta).

Instead of beginning from the master equation one can write down a renewal equation,

$$P_{ij}(t) = G_{ij}(t) + \sum_{t' = 0}^{t} F_{io}(t') P_{rj}(t - t'). \quad (2)$$

Note that both nodes $i$ and $j$ are non-observable nodes, and $F_{io}(0) = 0$. $G_{ij}(t)$ is the probability of starting from node $i$ and arriving at node $j$ at time $t$ without hitting any observable node up to time $t$, given by

$$G_{ij}(t) = \left(Q^t\right)_{ij}. \quad (3)$$

$F_{io}(t)$ is the first-passage probability of starting from node $i$ and hitting any observable node at time $t$, which can be written as

$$F_{io}(t) = \sum_{j=1}^{m} F_{ioj}(t), \quad (4)$$

where $F_{ioj}(t)$ is the first-passage probability of starting from node $i$ and hitting the observable node $o_j$ at time $t$, given by

$$F_{ioj}(t) = \left(Q^{t-1} R\right)_{ij}. \quad (5)$$

Note that $F_{ioj}(0) = 0$ since the starting node $i$ does not belong to the set of observable nodes.

Performing the discrete-time Laplace transform for Eq.2, $\tilde{f}(s) = \sum_{t=0}^{\infty} e^{-st} f(t)$, we have

$$\tilde{P}_{ij}(s) = \tilde{G}_{ij}(s) + \tilde{F}_{io}(s) \tilde{P}_{rj}(s), \quad (6)$$

where $\tilde{G}_{ij}(s)$ and $\tilde{F}_{ioj}(s)$ can be obtained from Eq.3 and Eq.5, given by

$$\tilde{G}_{ij}(s) = \sum_{t=0}^{\infty} e^{-st} \left(Q^{t}\right)_{ij} = \left(\mathbf{I}_n - e^{-sQ}\right)^{-1}_{ij}, \quad (7)$$

and

$$\tilde{F}_{ioj}(s) = \sum_{t=1}^{\infty} e^{-st} \left(Q^{t-1} R\right)_{ij} = \left(e^{-s} \mathbf{I}_n - Q\right)^{-1} R_{ij}, \quad (8)$$

where $\mathbf{I}_n$ is the identity matrix of dimension $n$. Letting $i = r$ in Eq.6, we have

$$\tilde{P}_{rj}(s) = \frac{\tilde{G}_{rj}(s)}{1 - \tilde{F}_{ro}(s)}. \quad (9)$$

Substituting Eqs.7,8,9 into Eq.6, we obtain
\[ \tilde{P}_{ij}(s) = \tilde{G}_{ij}(s) + \frac{\tilde{F}_{io}(s)}{1 - \tilde{F}_{ro}(s)} \tilde{G}_{rj}(s) \]

\[ = \left[ (I_n - e^{-s}Q)^{-1} \right]_{ij} \sum_{k=1}^{m} \frac{(e^sI_n - Q)^{-1}R}{1 - \sum_{k=1}^{m} (e^sI_n - Q)^{-1}R}_{rk} \left[ (I_n - e^{-s}Q)^{-1} \right]_{rj}. \]  

(10)

The stationary occupation probability can be obtained by evaluating the limit

\[ P_j(\infty) = \lim_{s \to 0} (1 - e^{-s}) \tilde{P}_{ij}(s). \]  

(11)

In the left-hand side of Eq.(11) we have omitted the subscript for the starting node \( i \) since the information on the starting node has been erased in the limit of long time. Since \( \tilde{F}_{io}(0) = \sum_{t=0}^{\infty} \tilde{F}_{io}(t) = 1 \), the denominator in the second term of Eq.(10) is equal to zero in the limit of \( s \to 0 \), and we then apply the L’Hôpital rule to calculate the limit, which leads to (see Appendix [A] for details)

\[ P_j(\infty) = \frac{Z_{rj}}{\sum_{k=1}^{n} Z_{rk}}, \]  

(12)

where we have defined the matrix

\[ Z = (I_n - Q)^{-1}. \]  

(13)

\( Z \) is called the fundamental matrix whose entry \( Z_{rj} \) denotes the average time spent on the node \( j \) before the particle hits either of the observable nodes. The denominator in Eq.(12) is the requirement of normalization, \( \sum_{j=1}^{n} P_j(\infty) = 1. \)

**IV. AVERAGE NUMBER OF RESETS**

An important quantity in the resetting process is the average number of resets up to time \( t \), \( \mathcal{N}(t) \), which satisfies a backward renewal equation,

\[ \mathcal{N}(t) = \sum_{t'=0}^{t} \mathcal{F}_{io}(t') \left[ 1 + \mathcal{N}(t-t') \right]. \]  

(14)

Eq.(14) accounts for the particle first hitting either of the observable nodes at any time \( t' \leq t \), then the process is renewed over the time range \( t-t' \), so there will be on average \( 1+\mathcal{N}(t-t') \) resets. Taking the Laplace transform of Eq.(14) then leads to

\[ \mathcal{N}(s) = \frac{\tilde{F}_{io}(s)}{(1 - e^{-s}) \left[ 1 - \tilde{F}_{io}(s) \right]}. \]  

(15)

Substituting Eq.(8) into Eq.(15), we obtain

\[ \tilde{\mathcal{N}}(s) = \frac{\sum_{j=1}^{m} \left[ (e^sI_n - Q)^{-1}R_{rj} \right]}{(1 - e^{-s}) \left[ 1 - \sum_{j=1}^{m} (e^sI_n - Q)^{-1}R_{rj} \right]} \]  

(16)

Taking the limit of \( s \to 0 \), we obtain \( \tilde{\mathcal{N}}(s) = \sigma (1 - e^{-s})^{-1} \), and then the long-time behavior of the average number of resetting events (see Appendix [B] for details),

\[ \mathcal{N}(t) = \sigma t, \]  

(17)

where the growth rate \( \sigma \) is given by

\[ \sigma = \frac{1}{\sum_{j=1}^{n} Z_{rj}}. \]  

(18)

**V. MEAN FIRST-PASSAGE TIME**

Let \( F_{ij}(t) \) be the first-passage probability of arriving at a non-observable node \( j \) at time \( t \) starting from a non-observable node \( i \) at time \( t=0 \). The connection between \( F_{ij}(t) \) and \( P_{ij}(t) \) is expressed as

\[ P_{ij}(t) = \delta_{ij}\delta_{t0} + \sum_{t' \neq 0} F_{ij}(t')P_{jj}(t-t'), \]  

(19)

where the Kronecker delta symbol insures the initial condition \( P_{ij}(0) = \delta_{ij} \) (\( F_{ij}(0) \) is set to zero). In the Laplace domain, Eq.(19) becomes

\[ \tilde{F}_{ij}(s) = \frac{\tilde{F}_{ij}(s) - \delta_{ij}}{\tilde{P}_{jj}(s)}. \]  

(20)

Supposing that there is a trap located at node \( j \), the particle is absorbed immediately once the particle arrives at the trap. Let us denote by \( S_{ij}(t) \) the probability that the particle has not been absorbed by node \( j \) up to time \( t \), providing that the particle starts from node \( i \) at time \( t=0 \). The connection between the survival probability \( S_{ij}(t) \) and first-passage probability \( F_{ij}(t) \) is given by \( S_{ij}(t) = 1 - \sum_{t'=0}^{t} F_{ij}(t') \). From this connection, we have \( F_{ij}(t) = S_{ij}(t-1) - S_{ij}(t) \) for \( t \geq 1 \) and \( F_{ij}(0) = 1 - S_{ij}(0) \) for \( t = 0 \). In the Laplace domain, we establish the relation
\( \tilde{S}_{ij}(s) = 1 + (e^{-s} - 1) \tilde{S}_{ij}(s) \). Substituting the relation into Eq. (20) we have

\[
\tilde{S}_{ij}(s) = \frac{1 - \tilde{F}_{ij}(s)}{1 - e^{-s}} = \frac{\tilde{P}_{jj}(s) - \tilde{P}_{ij}(s) + \delta_{ij}}{(1 - e^{-s}) \tilde{P}_{jj}(s)}. \tag{21}
\]

The MFPT is calculated as

\[
\langle T_{ij} \rangle = \lim_{s \to 0} \tilde{S}_{ij}(s) = \lim_{s \to 0} \frac{\tilde{P}_{jj}(s) - \tilde{P}_{ij}(s) + \delta_{ij}}{(1 - e^{-s}) \tilde{P}_{jj}(s)} = \frac{1}{P_j(\infty)} \lim_{s \to 0} \left[ \tilde{P}_{jj}(s) - \tilde{P}_{ij}(s) + \delta_{ij} \right]. \tag{22}
\]

In the last step in Eq. (22), we have used the result of Eq. (11). Utilizing Eq. (10), we calculate the limit in Eq. (22) by using the L'Hôpital rule, which leads to (see Appendix C for details)

\[
\langle T_{ij} \rangle = \left\{ \begin{array}{ll}
\frac{1}{P_j(\infty)} (Z_{jj} - Z_{ij}) + \sum_{k=1}^{n} (Z_{ik} - Z_{jk}), & i \neq j, \\
\frac{1}{P_j(\infty)}, & i = j.
\end{array} \right. \tag{23}
\]

It is also useful to quantify the ability of a process to explore the whole network [27, 49]. For this purpose, we define \( T(j) \) as the global MFPT to the target node \( j \), averaging over the starting node \( i \),

\[
T(j) = \frac{1}{n} \sum_{i=1}^{n} \langle T_{ij} \rangle. \tag{24}
\]

VI. RESULTS ON VARIOUS NETWORKS

A. Ring networks

We consider a ring network with size \( N \), and choose one of nodes as the only observable node. Without loss of generality, we set the last node as the only observable node. The transition matrix \( Q \) between non-observable nodes can be written as

\[
Q = \begin{pmatrix}
0 & 1/2 & 0 & 1/2 \\
1/2 & 0 & 1/2 & 0 \\
0 & 1/2 & 0 & 1/2 \\
0 & 1/2 & 0 & 0
\end{pmatrix}. \tag{25}
\]

We can see that \( Q \) is a symmetric tridiagonal matrix. \( I_n - Q \) is also a symmetric tridiagonal matrix, and its inverse \( Z \) can be obtained explicitly [80],

\[
Z_{ij} = \frac{2 \min \{i,j\} (N - \max \{i,j\})}{N}. \tag{26}
\]

According to Eq. (12), the stationary occupation probability is given by

\[
P_j(\infty) = \begin{cases}
\frac{2j}{2(N-j) N(N-r)}, & j \leq r, \\
\frac{2j}{N(N-r)}, & j \geq r,
\end{cases} \tag{27}
\]

from which we can see that \( P_j(\infty) \) firstly increases linearly for \( j \in [1, r] \) and then decreases linearly for \( j \in [r, N - 1] \). In Fig. 2 we show \( P_j(\infty) \) as a function of \( j \) on a ring of size \( N = 100 \), where the resetting node \( r \) is set to be four different nodes, \( r = 1, 20, 35, 50 \), respectively. The theoretical and simulation results are represented by the lines and symbols, respectively, and they are in well agreement. In all simulations, we have used \( 10^7 \) time steps to estimate the stationary occupation probability.

According to Eq. (18), the growth rate of \( \mathcal{N}(t) \) is given by

\[
\sigma = \frac{1}{(N-r)r}. \tag{28}
\]

from which we can see that the growth rate is minimized when \( r = N/2 \). The result can be intuitively interpreted as follows. When \( r = N/2 \) (noting that the observable node is the \( N \)th node), the geodesic distance between the resetting node and the observable node is maximal, so that the MFPT between them is maximized (see Eq. 31) and thus the growth rate of \( \mathcal{N}(t) \) is minimized. In Fig. 3 we compare the simulation result with the theory for different resetting node: \( r = 1, 20, 35, 50 \), as shown by the symbols and lines, respectively. Our theory completely predicts the linear behavior of \( \mathcal{N}(t) \sim t \).

According to Eq. (28), the MFPT is given by

\[
\begin{align*}
\text{FIG. 2.} & \quad \text{The stationary occupation probability on a ring of size } N = 100 \text{ with different resetting node } r. \text{ The only observable node is set to be the last node. Symbols and lines represent the simulation and theoretical results, respectively. Dashed line indicates the result of standard random walks for comparison.}
\end{align*}
\]
FIG. 3. The number of resets as a function of time on a ring of size $N = 100$ with different resetting node $r$. Symbols and lines represent the simulation and theoretical results, respectively. From (a)-(d), the resetting node is set as, $r = 1, 20, 35, 50$, respectively.

\[
\langle T_{ij} \rangle = \begin{cases} 
\frac{2}{N P_i(\infty)} [j(N-j) - i(N-j)] + i(N-i) - j(N-j), & i < j, \\
\frac{6}{N P_i(\infty)} [j(N-j) - j(N-i)] + i(N-i) - j(N-j), & i > j, \\
\frac{1}{P_i(\infty)}, & i = j.
\end{cases}
\]

and the global MFPT is given by

\[
T(j) = \begin{cases} 
\frac{1}{N} \left[ N + (N-2)(N-j) j + \frac{1}{6N} (N-1) \left[ N^2 + (1-6j) N + 6j^2 \right] \right], & j \leq r, \\
\frac{2}{N(N-j)} \left[ N + (N-2)(N-j) j + \frac{1}{6N} (N-1) \left[ N^2 + (1-6j) N + 6j^2 \right] \right], & j \geq r.
\end{cases}
\]

In Fig[4a], we show the global MFPT as a function of the target node $j$ for different resetting node: $r = 1, 20, 35, 50$. Symbols and lines represent the simulation and theoretical results, respectively. In all simulations, we have used $10^4$ averages to estimate the MFPT between arbitrary two nodes. We can see that $T(j)$ exhibits a non-monotonic change with $j$. There exists an optimal $j = j_{\text{opt}}$ for which $T(j)$ is minimal, $T_{\text{min}} = T(j_{\text{opt}})$. We will derive the expressions of $j_{\text{opt}}$ and $T_{\text{min}}$, and show they are dependent on the resetting node and the size of the ring.

In addition, for the standard random walks (SRW) on a ring of size $N$, the MFPT from node $i$ to node $j$ is given by

\[
\langle T_{ij} \rangle_{\text{SRW}} = \begin{cases} 
d_{ij} (N - d_{ij}), & i \neq j, \\
N, & i = j,
\end{cases}
\]

where $d_{ij} = \min \{|i-j|, N - |i-j|\}$ is the geodesic distance between node $i$ and node $j$. From Eq.(31), we obtain the global MFPT

\[
T(j)_{\text{SRW}} = \frac{1}{6} (N^2 + 5).
\]

For comparison, we show the global MFPT for the SRW (that is independent of the target node $j$) in Fig[4a], indicated by the dashed line. We observe a wide range of
The minimal global MFPT, $T_{\text{min}}$, as a function of resetting node $r$. Symbols and solid lines represent the simulation and theoretical results, respectively.

In the limit of $N \to \infty$, Eq. (30) can be approximately written as

$$T(j) = \begin{cases} \frac{r(N-j)}{N} + \frac{1}{6} \left[ \frac{N^2}{4} + (1 - 6j) \frac{N}{2} + 6j^2 \right], & j \leq r, \\ \frac{r}{N} \left[ \frac{N^2}{4} + (1 - 6j) \frac{N}{2} + 6j^2 \right], & j \geq r. \end{cases}$$

(33)

As shown in Fig. 4(a), $T(j)$ exhibits a non-monotonic variation with $j$. At an optimal value of $j = j_{\text{opt}}$, $T(j)$ is minimized, $T_{\text{min}} = T(j_{\text{opt}})$. From Eq. (33), we find that both $j_{\text{opt}}$ and $T_{\text{min}}$ are dependent on the resetting node $r$ and the size of ring $N$, given by

$$j_{\text{opt}} = \begin{cases} \frac{N}{4}, & r \leq \frac{N}{4}, \\ \frac{N}{2}, & \frac{N}{4} < r \leq \frac{N}{2}, \\ \frac{N}{3}, & r \geq \frac{N}{2}. \end{cases}$$

(34)

and

$$T_{\text{min}} = \begin{cases} \frac{1}{4} \left[ 5N^2 + N (8 - 6r) - 3r^2 \right], & r \leq \frac{N}{4}, \\ \frac{1}{3} \left[ N^2 + N (1 - 3r) + 3r^2 \right], & \frac{N}{4} < r \leq \frac{2N}{3}, \\ \frac{1}{3} \left[ -4N^2 + 4N (2 + 3r) - 3r^2 \right], & r \geq \frac{2N}{3}. \end{cases}$$

(35)

In Fig. 4 and Fig. 4, we show the values of $j_{\text{opt}}$ and $T_{\text{min}}$ as a function of the resetting node $r$, respectively. The theoretical and simulation results are represented by the lines and symbols, respectively, and they are in well agreement. $j_{\text{opt}}$ is a piecewise linear function of $r$ and increases with $r$. $T_{\text{min}}$ is a piecewise quadratic function of $r$, and shows a minimum at $r = N/2$. We should note that the theory and simulations depart a little bit more in the optimal region, as shown Fig. 4. The error is essentially originated from the discarding of the sub-leading orders of $N$ in Eq. (33) approximated by Eq. (30). Furthermore, $T_{\text{min}}$ is minimized in the optimal region, rendering the error is more obviously shown. We have tested other sizes of rings as well, and found that the relative error between the theory and simulations decreases with increasing $N$.

In Fig. 5, we show the values of $T(j)$ as a function of target node $j$ with different resetting node $r$. Dashed lines indicate the result of SRW for comparison. (a) The global MFPT as a function of target node $j$ with different resetting node $r$. (b) The optimal target node $j_{\text{opt}}$ as a function of resetting node $r$. (c) The minimal global MFPT, $T_{\text{min}}$, as a function of resetting node $r$. Symbols and solid lines represent the simulation and theoretical results, respectively.

We consider a two-dimensional square lattice of size $N = 10 \times 10$, in which we set a resetting node (○), and 10 observable nodes (△). Nodes are numbered from left to right and from bottom to top.

B. 2d square lattices

Similar to the results on 1d rings, both the stationary occupation probability and the global MFPT become non-homogeneous due to the resetting processes, in contrast to the SRW on regular graphs. The stationary occupation probabilities of the nodes close to the resetting node are much higher, and the global MFPT of these nodes are much smaller. In addition, we find that the growth rate of $N(t)$ with $t$ is about $\sigma \approx 0.02$. The simulation can also reproduce the growth rate very well, as shown in Fig. 7.
C. Barbell networks

We consider a barbell network with size $N = 51$ that is composed of two fully connected subgraphs (of 25 nodes each) connected by a bridge node, as shown in Fig.8. We set the bridge node as the resetting node ($\diamond$), and randomly choose one node in each subgraph as the observable node ($\triangle$), but different from two nodes connected to the bridge node. For the SRW, the particle is prone to be trapped in either of subgraphs, and thus make the global search difficult. This difficulty can be overcome by resetting the particle to the bridge node. It is thus expected that the presence of the first-passage resetting promotes the efficiency of global search. In Fig.9, we summarize the results in the barbell network obtained from our theory. We have performed the corresponding simulations for verifying the theory as well. We find that the maximum relative error between the theory and simulations is less than 0.9% and 2.3% for $P_j(\infty)$ and $T_j$, respectively. For a clear visualization, the simulation results do not shown in Fig.9. However, for comparison, we also show the results of SRW in Fig.9. In the presence of the first-passage resetting, the stationary occupation probability of the resetting node is the largest, that is slightly larger than that of the two interface nodes, but is about twice larger than those of other non-observable nodes. This is contrast to the case in SRW, in which the stationary occupation probability of the resetting node is the smallest. The global MFPT for each node in the case of the first-passage resetting is much less than that in the case of the SRW. In detail, for the bridge node, the interface nodes, and the other non-observable nodes, the global MFPT in SRW is about 27, 17, and 9 times larger than that in random walks with the first-passage resetting, respectively. Therefore, the first-passage resetting is advantageous to the search in such networks. Our theory also shows the number of resets is a linearly increasing function of time, giving the growth rate, $\sigma \approx 0.04$, that is verified by simulations (see Fig.7).

D. Cayley trees

We now consider a finite Cayley tree of coordination number $z = 3$ and composed of $n = 7$ shells (see Fig.10). The nodes in the last shell have degree 1, whereas the other nodes have degree $z$. The root node is set to be the resetting node ($\diamond$), and 6 leaf nodes to be observable nodes ($\triangle$). In Fig.11, we show the results on the Cayley tree. Due to the resetting to the root node, on the one hand, the stationary occupation probabilities of the nodes in inner shells are relatively higher. On the other hand, the stationary occupation probabilities become more diverse compared to the SRW (see dashed line in Fig.11). On average, the stationary occupation probabilities of the nodes whose shell is less than 5 is higher than those of the other non-observable nodes. This is contrast to the case in SRW, in which the stationary occupation probabilities of the nodes in the outermost shell are relatively lower. We should note that all the results in Fig.11.
FIG. 9. Results on a barbell network with shown in Fig. (a) The stationary occupation probability as a function of node $j$. (b) The global MFPT as a function of the target node $j$. For comparison, we also show the results of no resetting, corresponding to the case of SRW. Three types of nodes, including a bridge node, two interface nodes and other nodes, are represented by different symbols. All results are obtained from the theory.

FIG. 10. A Cayley tree with coordination number $z = 3$ and 7 shells ($N = 382$ nodes). The root node is set to be the resetting node (⋄), and 6 leaf nodes to be observable nodes (∇). Nodes are numbered by the order of shells.

are obtained from the theory. We also made simulations and find the maximum relative error between the theory and simulations is less than 3.6% and 2.1% for $P_j(\infty)$ and $T_j$, respectively. In addition, our theory predicts that the growth rate of $N(t)$ with $t$ is $\sigma = 1.89 \times 10^{-3}$, in agreement with the simulations (see Fig.7 for comparison).

VII. CONCLUSIONS

We have explored the effect of the first-passage resetting on the random walks on general networks. In our model, a set of nodes are firstly chosen as the observable nodes, and a node as the only resetting node. The walker is reset instantaneously to the resetting node whenever it reaches either of observable nodes, and the random walk process is restarted. Based on the renewal theory, we have derived the exact expressions of the stationary occupation probability, the average number of resets, and the mean first-passage time between arbitrary two nodes. Interestingly, we find that all the quantities can be expressed by the so-called fundamental matrix $Z$, that is the inverse of an identity matrix minus the transition matrix between non-observable nodes. We have demonstrated our results on various networks, including ring networks, two-dimensional square lattices, barbell networks, and finite Cayley trees. The results showed that the first-passage resetting brings the model to a nonequilibrium steady state, and can accelerate the global MFPT with respect to the standard random walks. For ring networks and two-dimensional square lattices, the stationary occupation probabilities for each node become nonhomogeneous and the global MFPT can be reduced for these nodes close to the resetting node. For barbell networks, it is striking that the global MFPT for all nodes can be reduced, embodying the advantage of the first-passage resetting on such networks with community structures [54]. For finite Cayley trees, the global MFPT can be reduced for most of nodes, except for a small amount of nodes in the outermost shell. These results may open up a novel way to exploring complex networks. In the future, it is interesting to generalize our model to the cases of multiple resetting nodes and multiplex networks [55].
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FIG. 11. Results on the Cayley tree shown in Fig. 10. (a) The stationary occupation probability as a function of node \( j \). (b) The global MFPT as a function of the target node \( j \). For comparison, we also show the results of SRW (dashed lines). All results are obtained from the theory.
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Appendix A: Derivation of \( P_j(\infty) \)

Subsituting Eq.10 to Eq.11 we have

\[
P_j(\infty) = \lim_{s \to 0} \left(1 - e^{-s}\right) \left[ \hat{G}_{ij}(s) + \frac{\hat{F}_{io}(s)}{1 - \hat{F}_{ro}(s)} \hat{G}_{rj}(s) \right] = \lim_{s \to 0} \left(1 - e^{-s}\right) \left( \hat{F}_{io}(s) \right) \hat{G}_{rj}(s) \tag{A1}
\]

Since \( \hat{F}_{io}(0) = \sum_{t=0}^{\infty} F_{io}(t) = 1 \) (implying that the hitting probability from any non-observable node to observable nodes is always one), the limit in Eq. (A1) has the form of \( 0/0 \), and thus we then apply the L'Hôpital rule to calculate the limit, which leads to

\[
P_j(\infty) = - \frac{\hat{F}_{io}(0) \hat{G}_{rj}(0)}{\hat{F}'_{ro}(0)} = - \frac{\hat{G}_{rj}(0)}{\hat{F}'_{ro}(0)}. \tag{A2}
\]

where \( \hat{G}_{rj}(0) \) is given by Eq.7 and Eq.13

\[
\hat{G}_{rj}(0) = \left[ (I_n - Q)^{-1} \right]_{rj} = Z_{rj}, \tag{A3}
\]

and \( \hat{F}'_{ro}(0) \) is the derivative of \( \hat{F}_{ro}(s) \) with respect to \( s \) at \( s = 0 \), given by Eq.8

\[
\hat{F}'_{ro}(0) = - \sum_{k=1}^{m} \left[ (I_n - Q)^{-2} R \right]_{rk}. \tag{A4}
\]

Since \( (I_n - Q)^{-1} = I_n + Q + Q^2 + \cdots \), we have

\[
\sum_{k=1}^{m} \left[ (I_n - Q)^{-1} R \right]_{ik} = \sum_{k=1}^{m} \left(R + QR + Q^2R + \cdots \right)_{ik}. \tag{A5}
\]

Substituting Eq.5 into Eq.A5 we have

\[
\sum_{k=1}^{m} \left[ (I_n - Q)^{-1} R \right]_{ik} = \sum_{k=1}^{m} \sum_{l=0}^{\infty} F_{io}(t) = \sum_{l=0}^{\infty} F_{io}(t) = 1. \tag{A6}
\]

Furthermore,

\[
\sum_{k=1}^{m} \left[ (I_n - Q)^{-2} R \right]_{rk} = \sum_{l=1}^{m} \sum_{k=1}^{m} \left[ (I_n - Q)^{-1} \right]_{rl} \left[ (I_n - Q)^{-1} R \right]_{ik}
\]

\[
= \sum_{l=1}^{m} \left[ (I_n - Q)^{-1} \right]_{rl}. \tag{A7}
\]

where we have utilized the result of Eq.A6 in the last line. Substituting Eq.A7 into Eq.A4 combining the definition of Eq.13 we have

\[
\hat{F}'_{ro}(0) = - \sum_{k=1}^{m} \left[ (I_n - Q)^{-1} \right]_{rk} = - \sum_{k=1}^{m} Z_{rk}. \tag{A8}
\]
Substituting Eq. A3 and Eq. A8 into Eq. A2, we obtain the result of Eq. 12.

**Appendix B: Asymptotic behavior of $\mathcal{N}(t)$ in the long time**

The asymptotic behavior of $\mathcal{N}(t)$ in the long time can be obtained by calculating $\mathcal{N}(s)$ in the limit of $s \to 0$. To the end, we consider the limit,

$$\lim_{s \to 0} (1 - e^{-s})^2 \mathcal{N}(s).$$  \hfill (B1)

According to Eq. 16 and Eq. 8, Eq. B1 becomes

$$\lim_{s \to 0} (1 - e^{-s})^2 \mathcal{N}(s) = \lim_{s \to 0} \frac{1 - e^{-s}}{1 - F_{ro}(s)}. \hfill (B2)$$

Since Eq. B2 has the form of $0/0$, we apply the L’Hôpital rule to calculate the limit, which leads to

$$\lim_{s \to 0} (1 - e^{-s})^2 \mathcal{N}(s) = -\frac{1}{F_{ro}(s)}. \hfill (B3)$$

Utilizing the result of Eq. A8, we obtain the asymptotic behavior of $\mathcal{N}(s)$ in the limit of $s \to 0$,

$$\mathcal{N}(s) = \sigma (1 - e^{-s})^{-2} \hfill (B4)$$

where $\sigma = 1/\sum_{k=1}^{m} Z_{rk}$ is the reciprocal of the sum of the $r$th row of the fundamental matrix. Performing the inverse transform for Eq. B4, we immediately obtain the result of Eq. 17.

**Appendix C: Derivation of the MFPT**

In order to derive the MFPT from Eq. 22, we need to calculate the limit

$$\lim_{s \to 0} [\tilde{P}_{jj}(s) - \tilde{P}_{ij}(s)]. \hfill (C1)$$

Substituting Eq. 10 into Eq. C1, we have

$$\lim_{s \to 0}[\tilde{P}_{jj}(s) - \tilde{P}_{ij}(s)] = \lim_{s \to 0} \left\{ \tilde{G}_{jj}(s) - \tilde{G}_{ij}(s) + \frac{\tilde{G}_{rj}(s)}{1 - F_{ro}(s)} \left[ \tilde{F}_{jo}(s) - \tilde{F}_{io}(s) \right] \right\}. \hfill (C2)$$

According to Eq. 7 and Eq. 13, we have

$$\lim_{s \to 0} [\tilde{G}_{ij}(s) - \tilde{G}_{ij}(s)] = Z_{jj} - Z_{ij}. \hfill (C3)$$

Since the limit

$$\lim_{s \to 0} \frac{\tilde{G}_{rj}(s)}{1 - F_{ro}(s)} \left[ \tilde{F}_{jo}(s) - \tilde{F}_{io}(s) \right] = \frac{\tilde{G}_{rj}(0)}{F_{ro}(0)} \left[ \tilde{F}_{jo}(0) - \tilde{F}_{io}(0) \right] \hfill (C4)$$

has the form of $0/0$, we apply the L’Hôpital rule to calculate the limit, which yields to

$$\lim_{s \to 0} \frac{\tilde{G}_{rj}(s)}{1 - F_{ro}(s)} \left[ \tilde{F}_{jo}(s) - \tilde{F}_{io}(s) \right] = \frac{\tilde{G}_{rj}(0)}{F_{ro}(0)} \left[ \tilde{F}_{jo}(0) - \tilde{F}_{io}(0) \right] \hfill (C5)$$

Substituting Eq. A8 into Eq. C5, we obtain

$$\lim_{s \to 0} \frac{\tilde{G}_{rj}(s)}{1 - F_{ro}(s)} \left[ \tilde{F}_{jo}(s) - \tilde{F}_{io}(s) \right] = \frac{Z_{rj}}{\sum_{k=1}^{n} Z_{rk}} \sum_{k=1}^{n} (Z_{ik} - Z_{jk})$$

$$= P_{j} (\infty) \sum_{k=1}^{n} (Z_{ik} - Z_{jk}).$$  \hfill (C6)
where we have used Eq.12 in the last line of Eq.C6. Substituting Eq.C7 into Eq.22, we immediately obtain the MFPT given by Eq.23.
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