Characterizing Featureless Mott Insulating State by Quasiparticle Interferences - A DMFT Prospect
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The quasiparticle interferences (QPIs) of a Mott insulator are investigated using the $T$-matrix formalism implemented with the dynamical mean-field theory (T-DMFT). In Mott insulating state, because DMFT predicts a singularity in the real part of the electron self energy $\text{Re}\Sigma(\omega) \sim \eta/\omega$ at low frequency, where $\eta$ can be considered as the 'order parameter' for Mott insulating state, QPIs are completely washed out at the small bias voltage. However, a further analysis shows that $\text{Re}\Sigma(\omega)$ in fact serves as an energy-dependent chemical potential shift. As a result, the effective bias voltage seen by the system is $eV + \text{Re}\Sigma(eV)$. Due to the singular behavior of $\text{Re}\Sigma(\omega)$, a critical bias voltage $eV_c = \sqrt{\eta}$ satisfying $eV' = 0$ exists if and only if in Mott insulating state. Consequently, the same QPI patterns produced by the non-interacting Fermi surfaces appears at this critical bias voltage $eV_c$ in Mott insulating state. We propose that this reentry of non-interacting QPI patterns at $eV_c$ could serve as an experimental signature of Mott insulating state, and the 'order parameter' can be experimentally measured as $\eta = (eV_c)^2$.

PACS numbers: 71.27.+a,72.10.Fk,71.10.Fd

Introduction – Mottness, the physics of understanding how insulating state arises from partially-filled conduction band due to strong local interaction, has been one of the most challenging subjects in the condensed matter physics, for it may hold the key to understand the mechanism of high-temperature superconductivity observed in materials with narrow bandwidth. The essential physics of Mottness can emerge from Hubbard model,

$$H_{\text{Hubbard}} = H_t + H_U$$

$$H_t = -t \sum_{<i,j>,\sigma} c_{i\sigma}^\dagger c_{j\sigma} + h.c.,$$

$$H_U = U \sum_i n_{i\uparrow} n_{i\downarrow},$$

(1)

where $t$ is the hopping parameter between nearest neighbor sites $<i,j>$, and $U$ the Hubbard on-site interaction. While Hubbard model has been successful in conceptually demonstrating the metallic state in limit of $U/t << 1$ and insulating state in the limit of $U/t >> 1$, the nature of Mott transition, the transition from metallic to insulating states as a function of $U/t$, remains a challenging and unsolved problem. One particular difficulty lies in the fact that Mott transition does not seem to involve breaking of symmetry for which Landau-Ginzburg theory can be employed. Consequently, an 'order parameter' that is theoretically well-defined and experimentally observable is lacking. DC resistivity exhibiting a change from metallic to insulating behavior as a function of temperature is often used as an indication of Mott transition, but it also depends on many other details of the materials, e.g., impurity and disorder. As a result, DC resistivity can not be a conclusive experimental signature for Mott transition.

Among the various theoretical approaches proposed to solve Hubbard model, the dynamical mean-field theory (DMFT) has been shown to be a great tool to understand Mott insulating state. DMFT maps the problem of solving Hubbard model to the problem of solving Anderson impurity model that is relatively much better understood, and such a mapping is shown to be 'exact' in the limit of spatial dimension $d$ going to infinity. The price paid for this, however, is that momentum-dependence of the electron self energy is completely neglected, but the resulting electron self energy $\Sigma(\omega)$ includes all the local quantum fluctuations. Since Mott insulating state concerns mostly the local physics, $\Sigma(\omega)$ from DMFT contains a lot of information that can not be accessed by other approaches easily regardless of its lacking of momentum dependence.

Following the framework of DMFT, the real part of electron self energy has the following singular behavior at low frequency

$$\text{Re}\Sigma(\omega) = \frac{\eta}{\omega} + O(\omega),$$

(2)

where the constant term $-U/2$ has been absorbed into the chemical potential, and

$$\eta = \left[ -\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d\omega}{\omega} \sum_{\vec{k}} \text{Im} G_b(\vec{k}, \omega + i0^+) \right]^{-1}$$

(3)

can be considered as the 'order parameter' of Mott insulating state because $\eta = 0$ in metallic phase while $\eta \neq 0$ in Mott insulating phase. $G_b(\vec{k}, \omega)$ is the full Green function obtained from DMFT with the following form,

$$G_b(\vec{k}, \omega) = \left[ \omega - E(\vec{k}) - \Sigma(\omega) \right]^{-1}.$$  

(4)

This $1/\omega$ singularity in $\text{Re}\Sigma(\omega)$ inherits from the self energy in the atomic limit of Hubbard model ($t = 0$), and
DMFT captures it pretty well even with non-zero $t$. However, $\eta$ remains a purely theoretically-defined ‘order parameter’ because no any experimental probe has actually been applied to measure it with enough resolution.

In this paper, we propose that the quasiparticle interferences (QPIs) measured from the spectroscopic imaging scanning tunnelling microscopy (SI-STM) could be a feasible tool to directly measure $\eta$. QPIs have been widely used to extract the spectroscopic information of the electronic structure in materials including, but not limited to, cuprates [9–11], iron-based superconductors [12–14], topological insulators [15–18], Sr$_3$Ru$_2$O$_7$ [19–21], and heavy fermion systems [22, 23]. On the theoretical side, the $T$-matrix formalism [24, 25] developed in the non-interacting Fermi surface appear at a non-zero energy. We develop the $T$-matrix formalism implemented with DMFT (T-DMFT) to analyze the QPI patterns in Mott insulating state. At small bias voltage, no meaningful QPI images are found due to the singular behavior of the electron self energy given in Eq. 2, as expected. However, by a closer look into the T-DMFT formalism, we find that the QPI patterns resembling the one produced by the non-interacting Fermi surface appear at a non-zero critical bias voltage $V_c$, and this critical bias voltage is directly related to the ‘order parameter’ of Mott insulating state given in Eq. 2. We propose that this novel reentry of non-interacting QPI at high bias voltage could serve as an experimental signature of Mott transition, and the order parameter can be measured by $\eta = (eV_c)^2$ accordingly.

Formalism – We start from the following model Hamiltonian of

$$H = H_{\text{Hubbard}} + H_{\text{imp}},$$
$$H_{\text{imp}} = \sum_{\vec{k}, \vec{k}' \sigma} V_{\vec{k}, \vec{k}'} c_{\vec{k} \sigma}^\dagger c_{\vec{k}' \sigma},$$

where $H_{\text{Hubbard}}$ is Hubbard model described in Eq. 1 and $V_{\vec{k}, \vec{k}'}$ is the impurity scattering matrix element which is assumed to be spin-independent. To specifically compute the QPI image, we employ a $T$-matrix approach [25] with DMFT using Hirsch-Fye quantum Monte Carlo algorithm as the impurity solver. The imaginary time interval $[0, \beta]$ is divided into $L = 128$ slices, and the maximum Matsubara frequency used is $n_{\text{max}} = 8192$. After the self-consistent calculation is converged, we obtain the time-ordered electron self energy $\Sigma(i\omega_n)$ directly. We then adopt the continuous-pole-expansion method [26] recently developed by Staar, et. al. to numerically perform the analytic continuation on $\Sigma(i\omega_n)$. This method is shown to be an efficient approach to find an accurate and unambiguous result of analytic continuation within a finite range of frequency, which is necessary for the current study. The electron Green function with DMFT given in Eq. 3 can finally be obtained.

Once the Hubbard model is solved by DMFT, we treat impurity scatterings necessary for the QPI images as a perturbation around the DMFT solution. If the impurity scatterings are weak, $T$-matrix formalism [25] allows us to sum over all the vertex corrections due to the impurity scatterings with $G_{\text{b}}(\vec{k}, \omega)$ as the ‘bare’ Green function. The resulting Green function with impurity scatterings can be written as

$$G(\vec{k}, \vec{k}', \omega) = G_{\text{b}}(\vec{k}, \omega) \delta_{\vec{k}, \vec{k}'} + G_{\text{b}}(\vec{k}, \omega) T_{\vec{k}, \vec{k}'}(\omega) G_{\text{b}}(\vec{k}', \omega)$$

where the $T$-matrix satisfies

$$T_{\vec{k}, \vec{k}'}(\omega) = V_{\vec{k}, \vec{k}'} + \int d^2p V_{\vec{k}, \vec{p}} G_{\text{b}}(\vec{p}, \omega) T_{\vec{p}, \vec{k}'}(\omega),$$

For the case of single impurity, $V_{\vec{k}, \vec{k}'} = V_0$ and consequently $T_{\vec{k}, \vec{k}'}(\omega)$ can be further reduced to $T(\omega)$. As a result, $T(\omega)$ can be evaluated from $G_{\text{b}}(\vec{k}, \omega)$ by

$$\left\{ \left. \frac{1}{\rho(\omega)} = \frac{1}{V_0} - \int d^2p G_{\text{b}}(\vec{p}, \omega) \right| \right.$$
QPI pattern is not expected to deviate from the one obtained in the non-interacting case. The situation, however, changes dramatically as $U$ is large enough for the occurrence of Mott insulating state ($2 < U_c < 3$ in the current calculation). In Mott insulating state, $\text{Im} \Sigma(\omega)$ has a delta-function-like peak at $\omega = 0$, while $\text{Re} \Sigma(\omega)$ exhibits a $1/\omega$ behavior at small frequency. This behavior of self energy makes $G_0(\vec{k}, \omega)$ very small at small frequency, which washes away any meaningful features in the QPI images at small bias voltage.

Intriguing features appear at high bias voltage. The singular behavior of $\text{Re} \Sigma(\omega)$ described in Eq. (2) guarantees the existence of a critical bias voltage $eV_c = \sqrt{\eta}$ satisfying

$$eV'_c = eV_c - \frac{n}{eV_c} = 0.$$  

In other words, in Mott insulating state, there is always a non-zero critical bias voltage $V_c$ at which the QPI pattern is exactly the same as the non-interacting one except extra broadening, and the ‘order parameter’ of Mott insulating state can be mapped out by $\eta = (eV_c)^2$.

To confirm this, we consider the one-band Hubbard model with the nearest neighbor hopping at half-filling. The non-interacting QPI exhibits a strong peak at $\vec{q} = (\pi, \pi)$ at zero bias and the peak shifts to a smaller momentum as the bias voltage increases. Fig. 2 plots the QPI along the nodal direction at the critical bias voltage $V_c$ for different $U$, and all of them exhibit exactly the same peak at $\vec{q} = (\pi, \pi)$, resembling the non-interacting QPI at zero bias. For $U/t = 1, 2$, the system is not in Mott insulating state and $V_c = 0$. For $U/t \geq 3$, this QPI pattern appears at $eV_c = 0.44t, 0.88t, 1.37t$. Longer range hopping parameters can be added in order to capture more details about the Fermi surface, but these additions do not change the conclusion at all except the critical bias voltage might be slightly modified.

**Discussions and summary** – The current result is primarily based on the feature that the electron self energy is momentum-independent in DMFT. This feature is correct in the atomic limit of Hubbard model[4], but generally speaking the electron self energy should depend on momentum as well whenever $t/U$ is non-zero. Nevertheless, since we are mainly interested in Mott insulating state in which $t/U$ is a small parameter, the momentum-dependence of the electron self energy should be weak in the region that we are interested in, which has been explicitly shown in previous study[27–29]. As a result, the predicted reentry of the non-interacting QPIs at a critical bias voltage should be robust even as the momentum dependence of the self energy is considered.

It is worthy of being mentioned that the critical bias voltage is smaller than Mott gap as we can see in Fig. 2. The typical value of $t$ for cuprates is around 350 meV, which gives the critical bias voltage about 150 meV to 600 meV for $U/t = 3 – 5$. The fundamental limitation of the STM is the range of the energy within which the density of states of the STM tips remains flat. A typical STM tip has a flat density of states within $E_F \pm 500$ meV. As a result, although the critical voltage is a higher than the typical range where the spectroscopic STM are routinely performed, it is still feasible for experiments.

The existence of the critical bias voltage $eV_c$ is not...
limited to electron self energy obtained from DMFT. In fact, any theory having an electron self energy with diverging behavior at low frequency is likely to have a non-zero $eV_c$. From the Dyson’s equation, the self energy can be expressed as $\Sigma = G_0^{-1} - G_{-1}$, where $G_0$ and $G$ are the non-interacting and full Green functions. Since $G_0$ is non-zero always, $\Sigma$ could have a diverging behavior if and only if the full Green function has zeros at low frequency. The appearance of zeros in full Green function has been recently found in various theories of strongly correlated electrons\cite{29,30,31,32}, including AdS-CFT\cite{33,34}. As a result, it is expected that similar results will be obtained if these theories could be incorporated into $T$-matrix formalism.

In summary, we have employed the $T$-matrix formalism implemented with the dynamical mean-field theory (DMFT) to study the QPI patterns in a Mott insulator. While QPIs are completely washed out by the singular Fermi surface appear at a non-zero critical bias voltage. Because the existence of this non-zero critical bias voltage is a direct consequence of the singular behavior of $\text{Re} \Sigma(\omega) \sim \eta/\omega$ with $\eta$ as the ‘order parameter’ of Mott insulating state, this novel reentry of non-interacting QPI at high bias voltage could serve as an experimental signature of Mott transition, and the order parameter can be measured by $\eta = (eV_c)^2$ accordingly.
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