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Abstract

It is proved that the Fibonacci and the Frolov point sets, which are known to be very good for numerical integration, have optimal rate of decay of dispersion with respect to the cardinality of sets. This implies that the Fibonacci and the Frolov point sets provide universal discretization of the uniform norm for natural collections of subspaces of the multivariate trigonometric polynomials. It is shown how the optimal upper bounds for dispersion can be derived from the upper bounds for a new characteristic – the smooth fixed volume discrepancy. It is proved that the Fibonacci point sets provide the universal discretization of all integral norms.

1 Introduction

The concept of dispersion of a point set is an important geometric characteristic of a point set. It was established in a recent paper [21] that the property of a point set to have the minimal in the sense of order dispersion is equivalent, in a certain sense, to the property of the set to provide universal discretization in the $L_\infty$ norm for natural collections of subspaces of the multivariate trigonometric polynomials. In this paper we study decay of dispersion of the Fibonacci and the Frolov point sets with respect to the cardinality of sets. We remind the definition of dispersion. Let $d \geq 2$ and $[0, 1)^d$ be the $d$-dimensional unit cube. For $\mathbf{x}, \mathbf{y} \in [0, 1)^d$ with $\mathbf{x} = (x_1, \ldots, x_d)$ and $\mathbf{y} = (y_1, \ldots, y_d)$ we write $\mathbf{x} < \mathbf{y}$ if this inequality holds coordinate-wise. For
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we write \([x, y]\) for the axis-parallel box \([x_1, y_1] \times \cdots \times [x_d, y_d]\) and define
\[
B := \{[x, y] : x, y \in [0, 1]^d, x < y\}.
\]
For \(n \geq 1\) let \(T\) be a set of points in \([0, 1]^d\) of cardinality \(|T| = n\). The volume of the largest empty (from points of \(T\)) axis-parallel box, which can be inscribed in \([0, 1]^d\), is called the dispersion of \(T\):
\[
\text{disp}(T) := \sup_{B \in B : B \cap T = \emptyset} \text{vol}(B).
\]
An interesting extremal problem is to find (estimate) the minimal dispersion of point sets of fixed cardinality:
\[
\text{disp}^*(n, d) := \inf_{T \subset [0, 1]^d, |T| = n} \text{disp}(T).
\]
It is known that
\[
\text{disp}^*(n, d) \leq C^*(d)/n.
\] (1.1)
Inequality (1.1) was proved in [6] (see also [10]). The authors of [6] used the Halton-Hammersley set of \(n\) points (see [8]). Inequality (1.1) was proved in [1]. The authors of [1], following G. Larcher, used the \((t, r, d)\)-nets (see [9] and [8] for results on \((t, r, d)\)-nets).

In this paper we are interested in optimal behavior of dispersion with respect to the cardinality of sets. A trivial lower bound \(\text{disp}^*(n, d) \geq (n+1)^{-1}\) combined with (1.1) shows that the optimal rate of decay of dispersion with respect to cardinality \(n\) of sets is \(1/n\). In this paper we prove that the Fibonacci and the Frolov point sets have optimal in the sense of order rate of decay of dispersion. We present results on the Fibonacci point sets in Section 2 and results on the Frolov point sets in Section 4. In Section 5 we introduce a new concept of discrepancy – the smooth fixed volume discrepancy – and show how good upper bounds of it can be used for proving optimal (in the sense of order) upper bounds for dispersion. These are the main results of the paper. At the end of the paper, in Section 7 we give a comment on the universal discretization of the uniform norm. In Section 8 we prove that the Fibonacci point sets provide the universal discretization of all integral norms. The main technical result of the paper is Lemma 3.1. This lemma is used in the direct proof of the optimal rate of convergence of dispersion of the Frolov point sets (see Theorem 4.1). Moreover, Lemma 3.1 is used in the
proof of the upper bounds for a more delicate quantity – the smooth fixed volume discrepancy (see Theorem 5.1). Theorem 5.1 implies Theorem 4.1.

We have the same phenomenon for the Fibonacci point sets: Theorem 5.3 on the behavior of the smooth fixed volume discrepancy implies Theorem 2.1 on the behavior of dispersion. For further recent results on dispersion we refer the reader to papers [23], [12], [14] and references therein.

2 The Fibonacci point sets

Let $\{b_n\}_{n=0}^{\infty}, b_0 = b_1 = 1, b_n = b_{n-1} + b_{n-2}, n \geq 2,$ be the Fibonacci numbers. Denote the $n$th Fibonacci point set by

$$\mathcal{F}_n := \{(\mu/b_n, \mu b_{n-1}/b_n), \mu = 1, \ldots, b_n\}.$$ 

In this definition \{a\} is the fractional part of the number $a$. In this section we prove the following upper bound on the dispersion of the $\mathcal{F}_n$.

**Theorem 2.1.** There is an absolute constant $C$ such that for all $n$ we have

$$\text{disp}(\mathcal{F}_n) \leq C/b_n. \quad (2.1)$$

**Proof.** We prove bound (2.1) for the set $\mathcal{F}_{n,\pi} := \{2\pi x : x \in \mathcal{F}_n\}$. For the continuous functions of two variables, which are $2\pi$-periodic in each variable, we define cubature formulas

$$\Phi_n(f) := b_n^{-1} b_n \sum_{\mu=1}^{b_n} f(2\pi \mu/b_n, 2\pi \mu b_{n-1}/b_n),$$

called the Fibonacci cubature formulas. Denote

$$y^\mu := \left(2\pi \mu/b_n, 2\pi \mu b_{n-1}/b_n\right), \quad \mu = 1, \ldots, b_n,$$

$$\Phi(k) := b_n^{-1} \sum_{\mu=1}^{b_n} e^{i(k, y^\mu)}.$$ 

Note that

$$\Phi_n(f) = \sum_k \hat{f}(k) \Phi(k), \quad \hat{f}(k) := (2\pi)^{-2} \int_{T^2} f(x) e^{-i(k,x)} dx, \quad (2.2)$$
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where for the sake of simplicity we may assume that $f$ is a trigonometric polynomial. It is clear that (2.2) holds for $f$ with absolutely convergent Fourier series.

It is easy to see that the following relation holds

$$\Phi(k) = \begin{cases} 1 & \text{for } k \in L(n) \\ 0 & \text{for } k \notin L(n), \end{cases} \tag{2.3}$$

where

$$L(n) := \{ k = (k_1, k_2) : k_1 + b_{n-1}k_2 \equiv 0 \pmod{b_n} \}. \tag*{(2.4)}$$

Denote $L(n)' := L(n) \setminus \{0\}$. For $N \in \mathbb{N}$ define the hyperbolic cross in dimension $d$ as follows:

$$\Gamma(N) := \left\{ k \in \mathbb{Z}^d : \prod_{j=1}^{d} \max(|k_j|, 1) \leq N \right\}.$$  

The following lemma is well known (see, for instance, [16]).

**Lemma 2.1.** There exists an absolute constant $\gamma > 0$ such that for any $n > 2$ for the 2-dimensional hyperbolic cross we have

$$\Gamma(\gamma b_n) \cap (L(n) \setminus \{0\}) = \emptyset.$$

For $u \in (0, 1]$ define the even $2\pi$-periodic hat function $h_u(t)$, $t \in [-\pi, \pi]$, as follows: $h_u(0) = 1$, $h_u(t) = 0$ for $t \in [u, \pi]$, linear on $[0, u]$. Then $h_u(t) = |1 - t/u|$ on $[-u, u]$ and equal to 0 on $[-\pi, \pi] \setminus (-u, u)$. Therefore,

$$\hat{h}_u(k) := (2\pi)^{-1} \int_{-\pi}^{\pi} h_u(t)e^{-ikt}dt = \pi^{-1} \int_{0}^{\pi} (1 - t/u) \cos(|k|t)dt.$$

From here, using the formula

$$\int_{0}^{u} (1 - t/u) \cos(|k|t)dt = \frac{1 - \cos(|k|u)}{k^2u}, \quad k \neq 0,$$

we easily obtain the following bound for $k \neq 0$

$$|\hat{h}_u(k)| \leq \frac{C}{|k|} \min \left( |k|u, \frac{1}{|k|u} \right). \tag{2.4}$$
For \( u = (u_1, u_2) \), \( x = (x_1, x_2) \), consider
\[
h_u(x) := h_{u_1}(x_1)h_{u_2}(x_2).
\]

We now prove that for some large enough absolute constant \( c > 0 \) any rectangle \( R \) of the form \( R = (a_1, a_2) \times (v_1, v_2) \subset T^2 := [0, 2\pi]^2 \) with area \( |R| = c/b_n \) contains at least one point from the set \( F_{n,\pi} \). Our proof goes by contradiction. Let \( u_1, u_2 \) be such that \( u_1u_2 = c_0/b_n \). We choose \( c_0 > 0 \) later. Take an \( R \subset [0, 2\pi]^2 \) and write it in the form \( R = (x_0^0 - u_1, x_0^0 + u_1) \times (x_0^0 - u_2, x_0^0 + u_2) \).

Assuming that \( R \) does not contain any points from \( F_{n,\pi} \) we get
\[
h_u(y - x_0^0) = 0
\]
for all \( \mu = 1, \ldots, b_n \). Then, clearly
\[
E := (2\pi)^{-2} \int_{T^2} h_u(x - x_0^0) dx - \Phi(h_u(x - x_0^0)) = (2\pi)^{-2} \int_{T^2} h_u(x - x_0^0) dx = (2\pi)^{-2} u_1u_2 = \frac{c_0}{(2\pi)^2 b_n}.
\]

To obtain a contradiction we estimate the above error \( E \) of the Fibonacci cubature formula from above.

For \( s \in \mathbb{N}_0^d \) — the set of vectors with nonnegative integer coordinates, define
\[
\rho(s) := \{ k \in \mathbb{Z}^d : [2^{s_j-1}] \leq |k_j| < 2^{s_j}, \quad j = 1, \ldots, d \}
\]
where \([a]\) denotes the integer part of \( a \).

By formulas (2.2) and (2.3) we obtain
\[
E \leq \sum_{k \neq 0} \hat{h}_u(k) |\Phi(k) = \sum_{v=1}^\infty \sum_{\|s\|_1=v} \sum_{k \in \rho(s)} |\hat{h}_u(k)|\Phi(k). \tag{2.6}
\]

Lemma 2.1 implies that if \( v \neq 0 \) is such that \( 2^v \leq \gamma b_n \) then for \( s \) with \( \|s\|_1 = v \) we have \( \rho(s) \subset \Gamma(\gamma b_n) \) and \( \Phi(k) = 0, \ k \in \rho(s) \). Let \( v_0 \in \mathbb{N} \) be the smallest number satisfying \( 2^{v_0} > \gamma b_n \). Then we have
\[
E \leq \sum_{v=v_0}^\infty \sum_{\|s\|_1=v} \sum_{k \in \rho(s)} |\hat{h}_u(k)|\Phi(k). \tag{2.7}
\]

Lemma 2.1 implies that for \( v \geq v_0 \) we have
\[
|\rho(s) \cap L(n)| \leq C_1 2^{v-v_0}, \quad \|s\|_1 = v. \tag{2.8}
\]
Relations (2.7), (2.8), and (2.4) imply
\[ E \leq C_2 2^{-v_0} \sum_{v=v_0}^{\infty} \sum_{\|s\|_1=v} \min \left( 2^{s_1} u_1, \frac{1}{2^{s_1} u_1} \right) \min \left( 2^{s_2} u_2, \frac{1}{2^{s_2} u_2} \right). \] (2.9)

We now need the following technical lemma.

**Lemma 2.2.** Let \( u_1, u_2 \) be such that \( u_1 u_2 \geq 2^{-v}, v \in \mathbb{N} \). Then we have
\[ \sigma(v) := \sum_{\|s\|_1=v} \left( 2^{s_1} u_1, \frac{1}{2^{s_1} u_1} \right) \min \left( 2^{s_2} u_2, \frac{1}{2^{s_2} u_2} \right) \leq C_3 \frac{\log(2^{v+1} u_1 u_2)}{2^v u_1 u_2}. \]

**Proof.** Our condition \( u_1 u_2 \geq 2^{-v} \) guarantees that we have \( 2^v u_1 u_2 \geq 1 \). We split \( \sigma(v) = \sigma_1(v) + \sigma_2(v) + \sigma_3(v) \) into three sums with summation over \( s_1 \) from the following three sets
\[ S_1 := \{ s_1 \geq 0 : 2^{s_1} \leq 1/u_1 \}, \]
\[ S_2 := \{ s_1 : 1/u_1 < 2^{s_1} \leq 2^v u_2 \}, \]
\[ S_3 := \{ s_1 \leq v : 2^{s_1} > 2^v u_2 \}. \]

We now estimate separately the \( \sigma_i(v), i = 1, 2, 3 \). Using the inequality \( 2^v u_1 u_2 \geq 1 \) mentioned above, we see that for \( s_1 \in S_1 \) we have \( 2^{s_2} u_2 \geq 1 \) and therefore
\[ \sigma_1(v) = \sum_{s_1 \in S_1} 2^{s_1} u_1 \frac{1}{2^{s_1} u_2} = 2^{-v} \frac{u_1}{u_2} \sum_{s_1 \in S_1} 2^{2s_1} \leq \frac{4}{3} (2^v u_1 u_2)^{-1}. \] (2.10)

In the same way, replacing the role of \( s_1, u_1 \) by \( s_2 \) and \( u_2 \) we obtain
\[ \sigma_3(v) \leq \frac{4}{3} (2^v u_1 u_2)^{-1}. \] (2.11)

Finally, for \( \sigma_2(v) \) we have
\[ \sigma_2(v) = \sum_{s_1 \in S_2} \frac{1}{2^{s_1} u_1} \frac{1}{2^{v-s_1} u_2} = (2^v u_1 u_2)^{-1} \left| S_2 \right| \]
\[ \leq (2^v u_1 u_2)^{-1} (1 + \log(2^v u_1 u_2)). \] (2.12)

Combining inequalities (2.10)–(2.12) we complete the proof of Lemma 2.2.
We now complete the proof of Theorem 2.1. Assume that $u_1 u_2 = c_0 / b_n$, $c_0 \geq 2$. Then the relation $2^{v_0} \asymp b_n$, relation (2.9) and Lemma 2.2 imply

$$E \leq C_4 \log \frac{c_0}{c_0 b_n}.$$ 

Obviously, this contradicts (2.5) for large enough $c_0$.

Theorem 2.1 is now proved.

\[ \square \]

3 Technical lemmas

In Section 2 we discussed the two-dimensional case. In the next Sections 4 and 5 we discuss the general $d$-dimensional case. There we need a generalization of the two-dimensional Lemma 2.2. This section deals with such a generalization. It is somewhat technically involved. We begin with some notations, which are used here. For $\mathbf{u} = (u_1, \ldots, u_d) \in \mathbb{R}_+^d$ we denote $\mathbf{u}^d := (u_1, \ldots, u_{d-1}) \in \mathbb{R}_+^{d-1}$. It is convenient for us to use the following notation for products

$$\text{pr}(\mathbf{u}, \nu) := u_1 \cdots u_{\nu}, \quad \nu \leq d.$$ 

Thus, for instance, $\text{pr}(\mathbf{u}, d) = \text{pr}(\mathbf{u}, d - 1) u_d$.

We are interested in the behavior of special sums

$$\sigma(v, \mathbf{u}) := \sum_{||s|| = v} \prod_{j=1}^d \min \left( 2^{s_j} u_j, \frac{1}{2^{s_j} u_j} \right), \quad v \in \mathbb{N}_0.$$ 

Clearly, for $d \geq 3$ we have

$$\sigma(v, \mathbf{u}) = \sum_{s_d = 0}^v \min \left( 2^{s_d} u_d, \frac{1}{2^{s_d} u_d} \right) \sigma(v - s_d, \mathbf{u}^d). \quad (3.1)$$

The main result of this section is the following lemma.

**Lemma 3.1.** Let $v \in \mathbb{N}_0$ and $\mathbf{u} \in \mathbb{R}_+^d$. Then we have the following inequalities.
(I) Under condition $2^v pr(u, d) \geq 1$ we have
\[
\sigma(v, u) \leq C(d) \frac{(\log(2^{v+1} pr(u, d)))^{d-1}}{2^v pr(u, d)}.
\]  
(3.2)

(II) Under condition $2^v pr(u, d) \leq 1$ we have
\[
\sigma(v, u) \leq C(d) 2^v pr(u, d) \left( \frac{2}{2^v pr(u, d)} \right)^{d-1}.
\]  
(3.3)

Proof. Our proof goes by induction on $d$. First, we establish Lemma 3.1 for $d = 2$. Inequality (3.2) follows directly from Lemma 2.2. We now prove inequality (3.3). As in the proof of Lemma 2.2 we split the sum $\sigma(v, u)$ into three sums respectively over the index sets
\[
S'_1 := \{s_1 \geq 0 : 2^{s_1} \leq 2^v u_2\},
\]
\[
S'_2 := \{s_1 : 2^v u_2 < 2^{s_1} < 1/u_1\}.
\]

Note that our condition $2^v pr(u, 2) = 2^v u_1 u_2 \leq 1$ implies $2^v u_2 \leq 1/u_1$.
\[
S'_3 := \{s_1 \leq v : 2^{s_1} \geq 1/u_1\}.
\]

We now estimate the corresponding $\sigma'_i$, $i = 1, 2, 3$ separately. For the first sum we have
\[
\sigma'_1 = \sum_{s_1 \in S'_1} 2^{s_1} u_1 \frac{1}{2^{v-s_1} u_2} = 2^{-v} \frac{u_1}{u_2} \sum_{s_1 \in S'_1} 2^{2s_1}
\]
\[
\leq \frac{4}{3} 2^{-v} \frac{u_1}{u_2} (2^v u_2)^2 = \frac{4}{3} 2^v u_1 u_2.
\]

For the second sum we have
\[
\sigma'_2 = \sum_{s_1 \in S'_2} 2^{s_1} u_1 2^{v-s_1} u_2 = 2^v u_1 u_2 |S'_2| \leq 2^v u_1 u_2 \left( 1 + \log \frac{1}{2^v u_1 u_2} \right).
\]

The third sum $S'_3$ is similar to the sum $S'_1$. In $S'_1$ we have a condition, that can be rewritten as $2^{s_1} u_2 \geq 1$ and in $S'_3$ we have the condition $2^{s_1} u_1 \geq 1$. Thus, for the third sum we have
\[
\sigma'_3 \leq \frac{4}{3} 2^v u_1 u_2.
\]
Summing up the above bounds for $\sigma'_i$, $i = 1, 2, 3$, we obtain (3.3) in case $d = 2$, which completes the proof of Lemma 3.1 in case $d = 2$.

We now proceed to the induction step from $d - 1$ to $d$. Suppose Lemma 3.1 holds for $d - 1 \geq 2$. We derive from here Lemma 3.1 for $d$. We begin with the case (I), i.e. assume that inequality $2^v pr(u, d) \geq 1$ holds. We use identity (3.1) and Lemma 3.1 for $d - 1$. We split the sum $\sigma(v, u)$ into three sums over the following index sets

$$U_1 := \{s_d \geq 0 : 2^{s_d} \leq 1/u_d\},$$

$$U_2 := \{s_d : 1/u_d < 2^{s_d} < 2^v pr(u, d - 1)\}.$$

Note that our assumption $2^v pr(u, d) \geq 1$ guarantees $1/u_d \leq 2^v pr(u, d - 1)$.

$$U_3 := \{s_d \leq v : 2^{s_d} \geq 2^v pr(u, d - 1)\}.$$

Then, for the first sum we have

$$\sigma_1(v, u) = \sum_{s_d \in U_1} 2^{s_d} u_d \sigma(v - s_d, u^d).$$

For $s_d \in U_1$ we have $2^{s_d} u_d \leq 1$, which combined with the condition (I) inequality

$$2^{v-s_d} pr(u, d - 1)2^{s_d} u_d = 2^v pr(u, d) \geq 1$$

implies $2^{v-s_d} pr(u, d - 1) \geq 1$. Thus, applying inequality (3.2) of Lemma 3.1 for $d - 1$ we get (for convenience, here and later we write $\alpha \ll \beta$ instead of $\alpha \leq C(d)\beta$)

$$\sigma_1(v, u) \ll \sum_{s_d \in U_1} 2^{s_d} u_d \frac{(\log(2^{v+1-s_d} pr(u, d - 1)))^{d-2}}{2^{v-s_d} pr(u, d - 1)}$$

$$= \frac{u_d}{2^v pr(u, d - 1)} \sum_{s_d \in U_1} 2^{2s_d} (\log(2^{v+1-s_d} pr(u, d - 1)))^{d-2}. \quad (3.4)$$

Here we need the following simple technical lemma, which we formulate without proof.

**Lemma 3.2.** Let two numbers $A \geq 1$ and $B \geq A$ be given. Then for $v \in \mathbb{N}$ we have

$$\sum_{k: 2^k \leq A} 2^{2k} \left(\log \frac{2B}{2^k}\right)^v \leq C(v) A^2 \left(\log \frac{2B}{A}\right)^v.$$
Using Lemma 3.2 we continue relation (3.4)

\[
\ll \frac{u_d}{2^v pr(u, d - 1)} \left( \frac{1}{u_d} \right)^2 \log(2^{v+1} pr(u, d))^{d-2}
\]

\[
= \frac{1}{2^v pr(u, d)} \log(2^{v+1} pr(u, d))^{d-2}.
\]

Next, for the second sum we have

\[
\sigma_2(v, u) = \sum_{s_d \in U_2} \frac{1}{2^u u_d} \sigma(v - s_d, u^d).
\]

For \( s_d \in U_2 \) we have \( 2^{s_d} < 2^v pr(u, d - 1) \), which implies \( 2^{v-s_d} pr(u, d - 1) > 1 \). Therefore, we continue, using the first inequality of Lemma 3.1 for \( d - 1 \).

\[
\sigma_2(v, u) \ll \sum_{s_d \in U_2} \frac{1}{2^{s_d} u_d} \frac{(\log(2^{v+1-s_d} pr(u, d - 1)))^{d-2}}{2^{v-s_d} pr(u, d - 1)}
\]

\[
= \frac{1}{2^v pr(u, d)} \sum_{s_d \in U_2} (\log(2^{v+1-s_d} pr(u, d - 1)))^{d-2}
\]

\[
\leq \frac{1}{2^v pr(u, d)} (\log(2^{v+1} pr(u, d)))^{d-2} |U_2| \leq \frac{\log(2^{v+1} pr(u, d))^{d-1}}{2^v pr(u, d)}.
\]

Finally, for the third sum we have

\[
\sigma_3(v, u) = \sum_{s_d \in U_3} \frac{1}{2^u u_d} \sigma(v - s_d, u^d).
\]

For \( s_d \in U_3 \) we have \( 2^{s_d} \geq 2^v pr(u, d - 1) \), which is the same as \( 2^{v-s_d} pr(u, d - 1) \leq 1 \). Applying inequality (3.3) of Lemma 3.1 for \( d - 1 \) we obtain

\[
\sigma_3(v, u) \ll \sum_{s_d \in U_3} \frac{1}{2^{s_d} u_d} 2^{v-s_d} pr(u, d - 1) \left( \log \frac{2}{2^{v-s_d} pr(u, d - 1)} \right)^{d-2}
\]

\[
= \frac{2^v pr(u, d - 1)}{u_d} \sum_{s_d \in U_3} 2^{-2s_d} \left( \log \frac{2^{s_d+1}}{2^v pr(u, d - 1)} \right)^{d-2}. \tag{3.5}
\]

Here we need the following simple technical lemma, which we formulate without proof.
Lemma 3.3. Let two numbers $A \geq 1$ and $0 < B \leq A$ be given. Then for $\nu \in \mathbb{N}$ we have

$$
\sum_{k: 2^k \geq A} 2^{-2k} \left( \log \frac{2^{k+1}}{B} \right)^\nu \leq C(\nu) A^{-2} \left( \log \frac{2A}{B} \right)^\nu.
$$

Using Lemma 3.3 we continue relation (3.5)

$$
\ll \frac{2^v \text{pr}(u, d - 1)}{u_d} \frac{1}{(2^v \text{pr}(u, d - 1))^2} = \frac{1}{2^v \text{pr}(u, d)}.
$$

Combining the above inequalities for all three sums $\sigma_i(v, u)$ we complete the proof of Lemma 3.1 in the first case (I).

We now proceed to the second case (II). In this case we split the summation over $s_d$ into three index sets:

$$
U'_1 := \{ s_d \geq 0 : 2^v \text{pr}(u, d - 1) \leq 2^v u_d \},
$$

$$
U'_2 := \{ s_d : 2^v \text{pr}(u, d - 1) < 2^v u_d < 1/u_d \},
$$

$$
U'_3 := \{ s_d \leq v : 2^v u_d \geq 1/u_d \}.
$$

We now estimate the corresponding sums separately. For $s_d \in U'_1$ we have $2^s u_d \leq 2^v \text{pr}(u, d) \leq 1$ by the condition for case (II). Also, for $s_d \in U'_1$ we have $2^v - s_d \text{pr}(u, d - 1) \geq 1$. Therefore, by (3.2) of Lemma 3.1 for $d - 1$ we get

$$
\sigma'_1(v, u) \ll \sum_{s_d \in U'_1} 2^{s_d} u_d \frac{(\log(2^{v+1-s_d} \text{pr}(u, d - 1)))^{d-2}}{2^v \text{pr}(u, d - 1)}
$$

$$
= \frac{u_d}{2^v \text{pr}(u, d - 1)} \sum_{s_d \in U'_1} 2^{2s_d} (\log(2^{v+1-s_d} \text{pr}(u, d - 1)))^{d-2}. \quad (3.6)
$$

Using Lemma 3.2 we continue relation (3.6)

$$
\ll \frac{u_d}{2^v \text{pr}(u, d - 1)} (2^v \text{pr}(u, d - 1))^2 = 2^v \text{pr}(u, d).
$$

For $s_d \in U'_2$ we have $2^v - s_d \text{pr}(u, d - 1) < 1$. Therefore, by (3.3) of Lemma 3.1 for $d - 1$ we obtain

$$
\sigma'_2(v, u) \ll \sum_{s_d \in U'_2} 2^{s_d} u_d 2^{v-s_d} \text{pr}(u, d - 1) \left( \log \frac{2}{2^v \text{pr}(u, d - 1)} \right)^{d-2}
$$
\[ = 2^v pr(u, d) \sum_{s_d \in U'_2} \left( \log \frac{2}{2^{v-s_d} pr(u, d-1)} \right)^{d-2} \]

\[ \leq 2^v pr(u, d) \left( \log \frac{2}{2^v pr(u, d)} \right)^{d-2} \mid U'_2 \mid \leq 2^v pr(u, d) \left( \log \frac{2}{2^v pr(u, d)} \right)^{d-1}. \]

Finally, for \( s_d \in U'_3 \) the case (II) assumption \( 2^v pr(u, d) \leq 1 \) implies \( 2^{v-s_d} pr(u, d-1) \leq 1 \). Thus, using inequality (3.3) from Lemma 3.1 for \( d-1 \) we get

\[ \sigma'_3(v, u) \ll \sum_{s_d \in U'_3} \frac{1}{2^{s_d} u_d} 2^{v-s_d} pr(u, d-1) \left( \log \frac{2}{2^{v-s_d} pr(u, d-1)} \right)^{d-2} \]

\[ = \frac{2^v pr(u, d-1)}{u_d} \sum_{s_d \in U'_3} 2^{-2s_d} \left( \log \frac{2}{2^{v-s_d} pr(u, d-1)} \right)^{d-2}. \]

Using Lemma 3.3 we continue

\[ \ll \frac{2^v pr(u, d-1)}{u_d} \left( \frac{1}{u_d} \right)^{-2} \left( \log \frac{2}{2^v pr(u, d)} \right)^{d-2} \]

\[ = 2^v pr(u, d) \left( \log \frac{2}{2^v pr(u, d)} \right)^{d-2}. \]

Combining the above inequalities for all three sums \( \sigma'_i(v, u) \) we complete the proof of Lemma 3.1 in the second case (II) and complete the proof of Lemma 3.1.

\[ \square \]

**Remark 3.1.** It is easy to check that the above proof of Lemma 3.1 allows us to obtain the following bound on the constant \( C(d) \leq C^d \) with an absolute constant \( C \).

### 4 The Frolov point sets

In this section we study dispersion of point sets, which are known to be very good for numerical integration, – the **Frolov point sets**. We refer the reader for detailed presentation of the theory of the Frolov cubature formulas to [16], [17], [22], and [5]. We begin with a description of the Frolov point sets. The following lemma plays a fundamental role in the construction of such point sets (see [16] for its proof).
Lemma 4.1. There exists a matrix $A$ such that the lattice $L(m) = Am$

$$L(m) = \begin{bmatrix} L_1(m) \\ \vdots \\ L_d(m) \end{bmatrix},$$

where $m$ is a (column) vector with integer coordinates, has the following properties

1. $\prod_{j=1}^{d} L_j(m) \geq 1$ for all $m \neq 0$;

2. each parallelepiped $P$ with volume $|P|$ whose edges are parallel to the coordinate axes contains no more than $|P| + 1$ lattice points.

Let $a > 1$ and $A$ be the matrix from Lemma 4.1. We consider the cubature formula

$$\Phi(a, A)(f) := (a^d |\det A|)^{-1} \sum_{m \in \mathbb{Z}^d} f \left( \frac{(A^{-1})^T m}{a} \right)$$

for $f$ with compact support.

We call the Frolov point set the following set associated with the matrix $A$ and parameter $a$

$$\mathcal{F}(a, A) := \left\{ \left( \frac{(A^{-1})^T m}{a} \right) \right\}_{m \in \mathbb{Z}^d} \cap [0,1]^d =: \{ z^\mu \}_{\mu = 1}^{N}.$$  

Clearly, the number $N = |\mathcal{F}(a, A)|$ of points of this set does not exceed $C(A)a^d$.

The main result of this section is the following theorem.

Theorem 4.1. Let $A$ be a matrix from Lemma 4.1. There is a constant $C(d, A)$, which may only depend on $A$ and $d$, such that for all $a$ we have

$$\operatorname{disp}(\mathcal{F}(a, A)) \leq C(A, d)a^{-d}. \quad (4.1)$$

Proof. The idea of the proof of this theorem is the same as of the proof of Theorem 2.1. For $u = (u_1, \ldots, u_d) \in \mathbb{R}_+^d$, $x = (x_1, \ldots, x_d)$, consider

$$h_u(x) := \prod_{j=1}^{d} h_{u_j}(x_j), \quad (4.2)$$

13
where \( h_u(t) = |1 - t/u| \) on \([-u, u]\) and equal to 0 for \(|t| \geq u\). We now prove that for some large enough constant \( C(A, d) > 0 \) any \( d \)-dimensional box \( B \) of the form \( B = \prod_{j=1}^{d} (a_j^1, a_j^2) \subset [0, 1]^d \) with area \(|B| = C(A, d)a^{-d}\) contains at least one point from the set \( \mathcal{F}(a, A) \). Our proof goes by contradiction. Let \( u \) be such that \( pr(u, d) = c_0a^{-d} \). We choose \( c_0 > 0 \) later. Take a \( B \subset [0, 1]^d \) and write it in the form \( B = \prod_{j=1}^{d} (x_j^0 - u_j, x_j^0 + u_j) \). Assuming that \( B \) does not contain any points from \( \mathcal{F}(a, A) \) we get \( h_u(z^\mu - x^0) = 0 \) for all \( \mu = 1, \ldots, N \).

Then, clearly

\[
e := \int_{[0,1]^d} h_u(x - x^0)dx - \Phi(a, A)(h_u(x - x^0))
= \int_{[0,1]^d} h_u(x - x^0)dx = pr(u, d) = c_0a^{-d}.
\tag{4.3}
\]

To obtain a contradiction we estimate the above error \( e \) of the Frolov cubature formula from above. Denote for \( f \in L_1(\mathbb{R}^d) \)

\[
\hat{f}(y) := \int_{\mathbb{R}^d} f(x)e^{-2\pi i(y,x)}dx.
\]

For a function \( f \) with finite support and absolutely convergent series

\[
\sum_{m \in \mathbb{Z}^d} \hat{f}(aAm)
\]

we have for the error of the Frolov cubature formula (see [16])

\[
\Phi(a, A)(f) - \hat{f}(0) = \sum_{m \neq 0} \hat{f}(aAm).
\tag{4.4}
\]

The proof of this formula is based on the Poisson formula, which we formulate in the form convenient for us (see [16] for the proof).

**Lemma 4.2.** Let \( f(x) \) be continuous and have compact support and the series

\[
\sum_{k \in \mathbb{Z}^d} \hat{f}(k)
\]

converges. Then

\[
\sum_{k \in \mathbb{Z}^d} \hat{f}(k) = \sum_{n \in \mathbb{Z}^d} f(n).
\]

By (4.4) we obtain

\[
e \leq \sum_{m \neq 0} |\hat{h}_u(aAm)| = \sum_{v=1}^{\infty} \sum_{||s||_1=v} \sum_{m:aAm \in \mathcal{F}(s)} |\hat{h}_u(aAm)|.
\tag{4.5}
\]
Lemma 4.1 implies that if $v \neq 0$ is such that $2^v < a^d$ then for $s$ with $\|s\|_1 = v$ there is no $m$ such that $aA^m \in \rho(s)$. Let $v_0 \in \mathbb{N}$ be the smallest number satisfying $2^{v_0} \geq a^d$. Then we have

$$e \leq \sum_{v=v_0}^{\infty} \sum_{\|s\|_1=v} \sum_{m/aA^m \in \rho(s)} |\hat{h}_u(aA^m)|. \quad (4.6)$$

Lemma 4.1 implies that for $v \geq v_0$ we have

$$|\rho(s) \cap \{aA^m\}_{m \in \mathbb{Z}^d}| \leq C_1 2^{v-v_0}, \quad \|s\|_1 = v. \quad (4.7)$$

Relations (4.6), (4.7), and (2.4) imply

$$e \leq C_2 2^{-v_0} \sum_{v=v_0}^{\infty} \sum_{\|s\|_1=v} \prod_{j=1}^d \min \left(2^{s_j u_j}, \frac{1}{2^{s_j u_j}}\right). \quad (4.8)$$

We now assume that $c_0 \geq 2$ and $c_0 a^{-d} \geq 2^{-v_0}$. Using inequality (3.2) of Lemma 3.1 and an analog of Lemma 3.3 we obtain from here

$$e \leq C(d, A) 2^{-v_0} \frac{(\log c_0)^{d-1}}{c_0},$$

which is in contradiction with (4.3) for large enough $c_0$.

\[ \square \]

**Remark 4.1.** The above proof of Theorem 4.1 and Remark 3.1 allow us to obtain the following bound on the constant $C(A, d) \leq d^{c(A)d}$ with $c(A)$ depending only on $A$.

**Remark 4.2.** Right after the first version of this paper, which contained Theorem 4.1, has been published in arXiv Mario Ullrich informed me that he has an unpublished note, where he obtained a bound similar to (4.1). His argument is based on different ideas. It certainly does not apply to the study of the smooth fixed volume discrepancy (see Section 5 below).

## 5 A remark on smooth discrepancy

We begin with a classical definition of discrepancy ("star discrepancy", $L_\infty$-discrepancy) of a point set $T := \Xi_m := \{\xi^m\}_{m=1}^{\infty} \subset \{0, 1\}^d$. Introduce a class
of special $d$-variate characteristic functions

$$\chi^d := \{\chi_{[0,b)}(x) := \prod_{j=1}^{d} \chi_{[0,b_j)}(x_j), \ b_j \in [0,1), \ j = 1, \ldots, d\}$$

where $\chi_{[a,b)}(x)$ is a univariate characteristic function of the interval $[a, b)$. The classical definition of discrepancy of a set $T$ of points $\{\xi^1, \ldots, \xi^m\} \subset [0, 1)^d$ is as follows

$$D(T, m, d) := \max_{b \in [0,1)^d} \left| \prod_{j=1}^{d} b_j - \frac{1}{m} \sum_{\mu=1}^{m} \chi_{[0,b)}(\xi^\mu) \right|.$$  

It is equivalent within multiplicative constants, which may only depend on $d$, to the following definition

$$D^1(T) := \sup_{B \in \mathcal{B}} \left| \text{vol}(B) - \frac{1}{m} \sum_{\mu=1}^{m} \chi_B(\xi^\mu) \right|, \quad (5.1)$$

where for $B = [a, b) \in \mathcal{B}$ we denote $\chi_B(x) := \prod_{j=1}^{d} \chi_{[a_j,b_j)}(x_j)$. We use here definition (5.1) because it is more in a spirit of the definition of dispersion. Moreover, we consider the following optimized version of $D^1(T)$

$$D^{1,o}(T) := \inf \sup_{w_1, \ldots, w_m \in [0,1)^d} \left| \text{vol}(B) - \frac{1}{m} \sum_{\mu=1}^{m} w_\mu \chi_B(\xi^\mu) \right|. \quad (5.2)$$

We now modify definitions (5.1) and (5.2), replacing the characteristic function $\chi_B$ by a smoother hat function $h_B$. Let $B \in \mathcal{B}$ be written in the form

$$B = \prod_{j=1}^{d} [x_j^0 - u_j, x_j^0 + u_j].$$

Then we define

$$h_B(x) := pr(u, d)h_u(x - x^0),$$

where $h_u(x)$ is defined in (4.2).

The 2-smooth discrepancy is now defined as

$$D^2(T) := \sup_{B \in \mathcal{B}} \left| \int h_B(x) dx - \frac{1}{m} \sum_{\mu=1}^{m} h_B(\xi^\mu) \right|. \quad (5.3)$$
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and its optimized version as

$$D^{2,0}(T) := \inf_{w_1, \ldots, w_m} \sup_{B \in \mathcal{B}} \left| \int h_B(x) dx - \sum_{\mu=1}^m w_{\mu} h_B(\xi^\mu) \right|.$$  \hspace{1cm} (5.4)

Note that the known concept of $r$-discrepancy with $r = 2$ (see, for instance, [16] and [17]) is close to the above concepts of 2-smooth discrepancy. Along with $D^2(T)$ and $D^{2,0}(T)$ we consider a more refined quantity – 2-smooth fixed volume discrepancy – defined as follows

$$D^2(T, V) := \sup_{B \in \mathcal{B} : \text{vol}(B) = V} \left| \int h_B(x) dx - \frac{1}{m} \sum_{\mu=1}^m h_B(\xi^\mu) \right|; \hspace{1cm} (5.5)$$

$$D^{2,0}(T, V) := \inf_{w_1, \ldots, w_m} \sup_{B \in \mathcal{B} : \text{vol}(B) = V} \left| \int h_B(x) dx - \sum_{\mu=1}^m w_{\mu} h_B(\xi^\mu) \right|. \hspace{1cm} (5.6)$$

Clearly,

$$D^2(T) = \sup_{V \in (0,1]} D^2(T, V).$$

**The Frolov point sets.** The main result of this section is the following Theorem 5.1 on the Frolov point set $T = \mathcal{F}(a, A)$.

**Theorem 5.1.** There exists a constant $c(d, A) > 0$ such that for any $V \geq V_0 := c(d, A)a^{-d}$ we have

$$D^{2,0}(\mathcal{F}(a, A), V) \leq C(d, A)a^{-2d}(\log(2V/V_0))^{d-1}. \hspace{1cm} (5.7)$$

In the definition (5.6) of the quantity $D^{2,0}(T, V)$ we optimize over weights $w_1, \ldots, w_m$, when $V$ is fixed. Therefore, the optimal weights may depend on parameter $V$. We prove a somewhat stronger version of Theorem 5.1 where the weights, which provide the bound (5.7), do not depend on $V$. We formulate it as a theorem.

**Theorem 5.2.** There exists a constant $c(d, A) > 0$ such that for any $V \geq V_0 := c(d, A)a^{-d}$ we have for all $B \in \mathcal{B}$, $\text{vol}(B) = V$,

$$|\Phi(a, A)(h_B) - \hat{h}_B(0)| \leq C(d, A)a^{-2d}(\log(2V/V_0))^{d-1}. \hspace{1cm} (5.8)$$
Proof. By (4.6) we have for the error (with \( M := |a^d| \det A| \))

\[
\delta_B := \left| \int h_B(x)dx - \frac{1}{M} \sum_{\mu=1}^N h_B(z^\mu) \right| \leq \sum_{v=v_0}^{\infty} \sum_{\|s\|_1=v} \sum_{m:aAm \in \rho(s)} |\hat{h}_B(aAm)|.
\]

Using (4.7) we obtain by (2.4)

\[
\delta_B \ll \sum_{v=v_0}^{\infty} \sum_{\|s\|_1=v} 2^{v-v_0} \pr(u, d) 2^{-v} \prod_{j=1}^d \min \left( 2^{s_j} u_j, \frac{1}{2^{s_j} u_j} \right).
\]

We now assume that the constant \( c(d, A) \) is such that \( V_0 = 2^{d-v_0} \). Then for \( B \in \mathcal{B} \) such that \( \text{vol}(B) \geq V_0 \) we have \( \pr(u, d) \geq 2^{-v_0} \). Using inequality (3.2) of Lemma 3.1 and an analog of Lemma 3.3 we obtain from here

\[
\delta_B \ll 2^{-v_0} \sum_{v=v_0}^{\infty} \sum_{s} 2^{-v} \left( \log \left( 2^{v+1} \pr(u, d) \right) \right)^{d-1}
\]

\[
\ll 2^{-2v_0} \left( \log \left( 2^V/V_0 \right) \right)^{d-1} \leq a^{-2d} \left( \log \left( 2^V/V_0 \right) \right)^{d-1}.
\]

We now make comments on the relation between discrepancy and dispersion. It is obvious from (5.1) that

\[
\text{disp}(T) \leq D^1(T). \quad (5.9)
\]

The best known upper bounds for discrepancy \( D^1(T) \) for sets of cardinality \( m \) are of the form \( D^1(T) \ll m^{-1} (\log m)^{d-1} \). Also, the classical result of Roth [11] gives the lower bound \( D^1(T) \gg m^{-1} (\log m)^{(d-1)/2} \). There are very interesting improvements of the above lower bound (see [13], [2], [3]), which we do not discuss here. Therefore, inequality (5.9) can give us the bound \( \text{disp}(T) \ll m^{-1} (\log m)^{d-1} \) and, for sure, we cannot get the bound \( \text{disp}(T) \ll m^{-1} \) on this way.

Relations

\[
\text{vol}(B) = 2^d \pr(u, d) \quad \text{and} \quad \int h_B(x)dx = \pr(u, d)^2 \quad (5.10)
\]

imply that

\[
\text{disp}(T) \leq 2^d (D^2(T))^{1/2}. \quad (5.11)
\]
This inequality is better than (5.9) but still cannot give us the desired bound\disp(T) \ll m^{-1}. Thus, the step from discrepancy to smooth discrepancy does not solve the problem. It turns out that the critical step here is to the smooth fixed volume discrepancy. It is clear that
\[ \disp(T) := V \leq 2^d(D^{2,0}(T,V))^{1/2}. \] (5.12)

Inequality (5.12) applied to \( T = \mathcal{F}(a,A) \) combined with Theorem 5.1 gives for \( V := \disp(T) \)

either \( V \leq V_0 \) or \( V \ll (\log(2V/V_0))^{(d-1)/2}V_0, \)

which implies
\[ \disp(\mathcal{F}(a,A)) \ll V_0 \ll a^{-d} \simeq |\mathcal{F}(a,A)|^{-1}. \]

The Fibonacci point sets. We have discussed above new concepts of discrepancy and their applications for the upper bounds for dispersion, in particular, for the Frolov point sets. The crucial role in the proof of Theorem 5.2 is played by Lemma 3.1. In the same way, using Lemma 2.2 instead of Lemma 3.1 we can prove the following version of Theorem 5.2 for the Fibonacci point sets.

**Theorem 5.3.** Let \( d = 2 \). There exists an absolute constant \( c > 0 \) such that for any \( V \geq V_0 := c/b_n \) we have for all \( B \in \mathcal{B}, \ vol(B) = V \)

\[
\left| b_n^{-1} \sum_{\mu=1}^{b_n} h_B(\mu/b_n, \{\mu b_{n-1}/b_n\}) - \hat{h}_B(0) \right| \leq C \log(2V/V_0)/b_n^2. \] (5.13)

Theorem 5.3 implies Theorem 2.1. Also, Theorem 5.3 provides the following inequalities for the Fibonacci point sets \( \mathcal{F}_n \)

\[ D^{2,0}(\mathcal{F}_n, V) \leq D^2(\mathcal{F}_n, V) \leq C(\log(2V/V_0))/b_n^2, \quad V \geq V_0. \]

### 6 Generalization for higher smoothness

In the definition of \( D^1(T) \) and \( D^{1,0}(T) \) – the 1-smooth discrepancy – we used as a building block the univariate characteristic function \( \chi_{[-u/2,u/2]}(x) \) identified by the parameter \( u \in \mathbb{R}_+ \). In numerical integration \( L_1 \)-smoothness of a
function plays an important role. A characteristic function of an interval has smoothness 1 in the $L_1$ norm. This is why we call the corresponding discrepancy characteristics the 1-smooth discrepancy. In the definition of $D^2(T)$, $D^{2,o}(T)$, $D^2(T, V)$, and $D^{2,o}(T, V)$ we use the hat function $h_{[-u,u]}(x) = |u - x|$ for $|x| \leq u$ and $h_{[-u,u]}(x) = 0$ for $|x| > u$ instead of the characteristic function $\chi_{[-u/2,u/2]}(x)$. Function $h_{[-u,u]}(x)$ has smoothness 2 in $L_1$. This fact gives the corresponding name. Note that $h_{[-u,u]}(x) = \chi_{[-u/2,u/2]}(x) \ast \chi_{[-u/2,u/2]}(x)$, where

$$f(x) \ast g(x) := \int_\mathbb{R} f(x - y) g(y) dy.$$  

Now, for $r = 1, 2, 3, \ldots$ we inductively define

$$h^1(x, u) := \chi_{[-u/2,u/2]}(x), \quad h^2(x, u) := h_{[-u,u]}(x),$$

$$h^r(x, u) := h^{r-1}(x, u) \ast h^1(x, u), \quad r = 3, 4, \ldots.$$  

Then $h^r(x, u)$ has smoothness $r$ in $L_1$ and has support $(-ru/2, ru/2)$. Represent a box $B \in \mathcal{B}$ in the form

$$B = \prod_{j=1}^d [x_j^0 - ru_j/2, x_j^0 + ru/2)$$

and define

$$h^r_B(x) := \prod_{j=1}^d h^r(x_j - x_j^0, u_j).$$

We define the quantities $D^r(T)$, $D^{r,o}(T)$, $D^r(T, V)$, and $D^{r,o}(T, V)$ replacing $h_B(x)$ by $h^r_B(x)$ in the definitions (5.3) – (5.6). By the properties of convolution we obtain

$$\hat{h}^r(y, u) = \hat{h}^{r-1}(y, u) \hat{h}^1(y, u),$$

which implies for $y \neq 0$

$$\hat{h}^r(y, u) = \left( \frac{\sin(\pi y u)}{\pi y} \right)^r.$$  
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Therefore,
\[ |\hat{h}^r(y, u)| \leq \min \left( |u|^r, \frac{1}{|y|^r} \right) = \left( \frac{|u|}{|y|} \right)^{r/2} \min \left( |yu|^{r/2}, \frac{1}{|yu|^{r/2}} \right). \]

Consider
\[ \sigma^r(v, u) := \sum_{|s| = v} \prod_{j=1}^d \min \left( (2^{s_j}u_j)^{r/2}, \frac{1}{(2^{s_j}u_j)^{r/2}} \right), \quad v \in \mathbb{N}_0. \]

In the case \( r = 2 \) we have \( \sigma^2(v, u) = \sigma(v, u) \) with \( \sigma(v, u) \) defined and estimated in Section 3. In the same way as Lemma 3.1 has been proved we can prove the following its generalization for all \( r \in \mathbb{N} \).

**Lemma 6.1.** Let \( v \in \mathbb{N}_0 \) and \( u \in \mathbb{R}^d_+ \). Then we have the following inequalities.

(I) Under condition \( 2^v pr(u, d) \geq 1 \) we have
\[ \sigma^r(v, u) \leq C(d) \left( \frac{\log(2^{v+1} pr(u, d))}{(2^v pr(u, d))^{r/2}} \right)^{d-1}. \]  \hspace{1cm} (6.1)

(II) Under condition \( 2^v pr(u, d) \leq 1 \) we have
\[ \sigma^r(v, u) \leq C(d)(2^v pr(u, d))^{r/2} \left( \log \frac{2}{2^v pr(u, d)} \right)^{d-1}. \]  \hspace{1cm} (6.2)

Using Lemma 6.1 instead of Lemma 3.1 we prove the following generalization of Theorem 5.2.

**Theorem 6.1.** Let \( r \geq 2 \). There exists a constant \( c(d, A, r) > 0 \) such that for any \( V \geq V_0 := c(d, A, r)a^{-d} \) we have for all \( B \in \mathcal{B} \), \( \text{vol}(B) = V \),
\[ |\Phi(a, A)(h_B) - \hat{h}_B(0)| \leq C(d, A, r)a^{-rd}(\log(2V/V_0))^{d-1}. \]  \hspace{1cm} (6.3)

**Corollary 6.1.** For \( r \geq 2 \) there exists a constant \( c(d, A, r) > 0 \) such that for any \( V \geq V_0 := c(d, A, r)a^{-d} \) we have
\[ D^{r,a}(\mathcal{F}(a, A), V) \leq C(d, A, r)a^{-rd}(\log(2V/V_0))^{d-1}. \]  \hspace{1cm} (6.4)

Similar generalizations can be obtained for the Fibonacci point sets. Using Lemma 6.1 instead of Lemma 2.2 we obtain the following results.
Theorem 6.2. Let $d = 2$, $r \geq 2$. There exists a constant $c(r) > 0$ such that for any $V \geq V_0 := c(r)/b_n$ we have for all $B \in \mathcal{B}$, $\text{vol}(B) = V$

$$b_n^{-1} \sum_{\mu=1}^{b_n} h_B^r(\mu/b_n; \{\mu b_{n-1}/b_n\}) - \hat{h}_B^r(0) \leq C(r) \log(2V/V_0)/b_n^r. \quad (6.5)$$

Theorem 6.2 provides the following inequalities for the Fibonacci point sets $\mathcal{F}_n$ in case $r \geq 2$

$$D^r(\mathcal{F}_n, V) \leq D^r(\mathcal{F}_n, V) \leq C(r)(\log(2V/V_0))/b_n^r, \quad V \geq V_0.$$

7 Universal discretization of the uniform norm

In this section we demonstrate an application of results from Sections 2 and 4 to the problem of universal discretization. For a more detailed discussion of universality in approximation and learning theory we refer the reader to [15], [16], [17], [5], [21], [7], [4], [18]. We remind the discretization problem setting, which we plan to discuss (see [19] and [20]).

Marcinkiewicz problem. Let $\Omega$ be a compact subset of $\mathbb{R}^d$ with the probability measure $\mu$. We say that a linear subspace $X_N$ of the $L^q(\Omega)$, $1 \leq q < \infty$, admits the Marcinkiewicz-type discretization theorem with parameters $m$ and $q$ if there exist a set $\{\xi_\nu \in \Omega, \nu = 1, \ldots, m\}$ and two positive constants $C_j(d, q)$, $j = 1, 2$, such that for any $f \in X_N$ we have

$$C_1(d, q)\|f\|_q \leq \frac{1}{m} \sum_{\nu=1}^{m} |f(\xi_\nu)|^q \leq C_2(d, q)\|f\|_q^q. \quad (7.1)$$

In the case $q = \infty$ we define $L_\infty$ as the space of continuous on $\Omega$ functions and ask for

$$C_1(d)\|f\|_\infty \leq \max_{1 \leq \nu \leq m} |f(\xi_\nu)| \leq \|f\|_\infty. \quad (7.2)$$

We will also use a brief way to express the above property: the $\mathcal{M}(m, q)$ theorem holds for a subspace $X_N$ or $X_N \in \mathcal{M}(m, q)$.

Universal discretization problem. This problem is about finding (proving existence) of a set of points, which is good in the sense of the above Marcinkiewicz-type discretization for a collection of linear subspaces (see [21]). We formulate it in an explicit form. Let $\mathcal{X}_N := \{X_{N,j}^j\}_{j=1}^k$ be a collection of linear subspaces $X_{N,i}$ of the $L^q(\Omega)$, $1 \leq q \leq \infty$. We say that a set
\{\xi^\nu \in \Omega, \nu = 1, \ldots, m\} provides universal discretization for the collection \(X_N\) if, in the case \(1 \leq q < \infty\), there are two positive constants \(C_i(d, q), i = 1, 2\), such that for each \(j \in [1, k]\) and any \(f \in X^j_N\) we have

\[\begin{align*}
C_1(d, q)\|f\|_q^q &\leq \frac{1}{m} \sum_{\nu=1}^{m} |f(\xi^\nu)|^q \leq C_2(d, q)\|f\|_q^q. \\
(7.3)
\end{align*}\]

In the case \(q = \infty\) for each \(j \in [1, k]\) and any \(f \in X^j_N\) we have

\[\begin{align*}
C_1(d)\|f\|_\infty &\leq \max_{1 \leq \nu \leq m} |f(\xi^\nu)| \leq \|f\|_\infty. \\
(7.4)
\end{align*}\]

In [21] we studied the universal discretization for the collection of subspaces of trigonometric polynomials with frequencies from parallelepipeds (rectangles). For \(s \in \mathbb{N}_d^0\) define

\[R(s) := \{k \in \mathbb{Z}^d : |k_j| < 2^{s_j}, \quad j = 1, \ldots, d\}.\]

Let \(Q\) be a finite subset of \(\mathbb{Z}^d\). We denote

\[\mathcal{T}(Q) := \{f : f = \sum_{k \in Q} c_k e^{i(k,x)}\}.\]

Consider the collection \(\mathcal{C}(n, d) := \{\mathcal{T}(R(s)), \|s\|_1 = n\}\).

The following theorem was proved in [21].

**Theorem 7.1.** Let a set \(T\) with cardinality \(|T| = 2^r =: m\) have dispersion satisfying the bound \(\text{disp}(T) < C(d)2^{-r}\) with some constant \(C(d)\). Then there exists a constant \(c(d) \in \mathbb{N}\) such that the set \(2\pi T := \{2\pi x : x \in T\}\) provides the universal discretization in \(L_\infty\) for the collection \(\mathcal{C}(n, d)\) with \(n = r - c(d)\).

Theorem 7.1 in a combination with Theorems 2.1 and 4.1 guarantees that the appropriately chosen Fibonacci \((d = 2)\) and Frolov \((any d \geq 2)\) point sets provide universal discretization in \(L_\infty\) for the collection \(\mathcal{C}(n, d)\).

### 8 Universal discretization of the \(L_q\) norm

We begin this section with proving a general conditional result. Then we derive from it universality of the Fibonacci point sets for discretization of
the $L_q$ norm for all $1 \leq q \leq \infty$. We formulate the universality problem with weights.

**Marcinkiewicz problem with weights.** We say that a linear subspace $X_N$ of the $L_q(\Omega)$, $1 \leq q < \infty$, admits the weighted Marcinkiewicz-type discretization theorem with parameters $m$ and $q$ if there exist a set of knots $\{\xi^\nu \in \Omega\}$, a set of weights $\{w^\nu\}$, $\nu = 1, \ldots, m$, and two positive constants $C_j(d, q)$, $j = 1, 2$, such that for any $f \in X_N$ we have

$$C_1(d, q)\|f\|_q^q \leq \sum_{\nu=1}^{m} w^\nu |f(\xi^\nu)|^q \leq C_2(d, q)\|f\|_q^q.$$ \hspace{1cm} (8.1)

Then we also say that the $M^w(m, q)$ theorem holds for a subspace $X_N$ or $X_N \in M^w(m, q)$. Obviously, $X_N \in M(m, q)$ implies that $X_N \in M^w(m, q)$.

**Universal discretization problem with weights.** This problem is about finding (proving existence) of a set of points and a set of weights which are good in the sense of the above Marcinkiewicz-type discretization with weights for a collection of linear subspaces. We formulate it in an explicit form. Let $X_N := \{X^j_N\}_{j=1}^k$ be a collection of linear subspaces $X^j_N$ of the $L_q(\Omega)$, $1 \leq q < \infty$. We say that a set of knots $\{\xi^\nu \in \Omega\}$ and a set of weights $\{w^\nu\}$, $\nu = 1, \ldots, m$, provide universal discretization with weights for the collection $X_N$ if there are two positive constants $C_i(d, q)$, $i = 1, 2$, such that for each $j \in [1, k]$ and any $f \in X^j_N$ we have

$$C_1(d, q)\|f\|_q^q \leq \sum_{\nu=1}^{m} w^\nu |f(\xi^\nu)|^q \leq C_2(d, q)\|f\|_q^q.$$ \hspace{1cm} (8.2)

For a set of knots $\Xi_m := \{\xi^\nu\}_{\nu=1}^m \subset \Omega$ and a set of weights $W_m := \{w^\nu\}_{\nu=1}^m$, consider the cubature formula

$$I_m := I_m(\Xi_m, W_m)(f) := \sum_{\nu=1}^{m} w^\nu f(\xi^\nu).$$ \hspace{1cm} (8.3)

For $N \in \mathbb{N}_0^d$ define a subspace of trigonometric polynomials

$$T(N) := \left\{ f(x) : f(x) = \sum_{k \mid |k_j| \leq N_j, j=1,\ldots,d} c_k e^{i(k,x)} \right\}.$$ 

The following Lemma 8.1 is the conditional result that we mentioned above.
Lemma 8.1. Let $N \in \mathbb{N}_0^d$ and let a set of knots $\Xi_m := \{\xi^\nu\}_{\nu=1}^m \subset \mathbb{T}^d$ and a set of nonnegative weights $W_m := \{w_\nu\}_{\nu=1}^m$ be such that for any $f \in \mathcal{T}(3N)$ we have

$$I_m(\Xi_m, W_m)(f) = (2\pi)^{-d} \int_{\mathbb{T}^d} f(x)dx.$$  

(8.4)

Then for any $1 \leq q \leq \infty$ we have for all $f \in \mathcal{T}(N)$

$$C_1(d)\|f\|_q \leq \left(\sum_{\nu=1}^m w_\nu |f(\xi^\nu)|^q\right)^{1/q} \leq C_2(d)\|f\|_q$$  

(8.5)

with constants $C_1(d)$ and $C_2(d)$, which may only depend on $d$.

Proof. We need some classical trigonometric polynomials. We begin with the univariate case. The Dirichlet kernel of order $n$:

$$D_n(x) := \sum_{|k| \leq n} e^{ikx} = e^{-inx}(e^{i(2n+1)x} - 1)(e^{ix} - 1)^{-1}$$

$$= \frac{(\sin(n + 1/2)x)}{\sin(x/2)}$$  

(8.6)

is an even trigonometric polynomial. The Fejér kernel of order $n-1$:

$$K_n(x) := n^{-1} \sum_{k=0}^{n-1} D_k(x) = \sum_{|k| \leq n} (1 - |k|/n)e^{ikx}$$

$$= \left(\frac{(\sin(nx/2))}{(n(\sin(x/2)))}\right)^2.$$  

The Fejér kernel is an even nonnegative trigonometric polynomial in $\mathcal{T}(n-1)$. It satisfies the obvious relations

$$\|K_n\|_1 = 1, \quad \|K_n\|_\infty = n.$$  

(8.7)

The de la Vallée Poussin kernel

$$V_n(x) := n^{-1} \sum_{l=n}^{2n-1} D_l(x) = 2K_{2n}(x) - K_n(x)$$

is an even trigonometric polynomial of order $2n - 1$. 
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In the multivariate case define the Fejér and de la Vallée Poussin kernels as follows:

\[ K_N(x) := \prod_{j=1}^{d} K_{N_j}(x_j), \quad V_N(x) := \prod_{j=1}^{d} V_{N_j}(x_j), \quad N = (N_1, \ldots, N_d). \]

For \( f \in \mathcal{T}(N) \) we have for each \( x \in \mathbb{T}^d \) that \( f(y)V_N(x - y) \in \mathcal{T}(3N) \) and by our condition (8.4) we obtain

\[ f(x) = (2\pi)^{-d} \int_{\mathbb{T}^d} f(y)V_N(x - y)dy = \sum_{\nu=1}^{m} w_{\nu} f(\xi^\nu)V_N(x - \xi^\nu). \quad (8.8) \]

Define a space

\[ \ell_q(W_m) := \{ a \in \mathbb{C}^m \} \text{ with norm } \|a\|_{q,w} := \left( \sum_{\nu=1}^{m} w_{\nu} |a_{\nu}|^q \right)^{1/q}. \]

Let \( V_N \) be the operator on \( \ell_q(W_m) \) defined as follows:

\[ V_N(a) := \sum_{\nu=1}^{m} w_{\nu} a_{\nu} V_N(x - \xi^\nu). \]

Property (8.7) implies that \( \|V_N\|_1 \leq 3^d \). Therefore,

\[ \|V_N\|_{\ell_1(W_m)\rightarrow L_1} \leq 3^d. \quad (8.9) \]

We now bound the norm \( \|V_N\|_{\ell_\infty(W_m)\rightarrow L_\infty} \). Clearly,

\[ \|V_N\|_{\ell_\infty(W_m)\rightarrow L_\infty} \leq \left( \sum_{\nu=1}^{m} w_{\nu} |V_N(x - \xi^\nu)| \right)_{\infty}. \quad (8.10) \]

We need the following simple technical lemma.

**Lemma 8.2.** Under conditions of Lemma 8.1 we have

\[ \left( \sum_{\nu=1}^{m} w_{\nu} |V_N(x - \xi^\nu)| \right)_{\infty} \leq 3^d. \]
Proof. Represent
\[ V_{N_j}(t) = 2K_{2N_j}(t) - K_{N_j}(t). \]
Using the fact that the Fejér kernel is a nonnegative polynomial we obtain
\[ \sum_{\nu=1}^{m} w_{\nu} |V_N(x - \xi^\nu)| \leq \sum_{\nu=1}^{m} w_{\nu} \prod_{j=1}^{d} (2K_{2N_j}(x_j - \xi_j^\nu) + K_{N_j}(x_j - \xi_j^\nu)) \]
and by (8.1) and (8.7) we continue
\[ \leq \sum_{k=0}^{d} \binom{d}{k} 2^{k} 1^{d-k} = 3^d. \]

Lemma 8.2 and inequality (8.9) imply by the Riesz-Thorin interpolation theorem that
\[ \|V_N\|_{\ell_q(W_m) \to L_\infty} \leq 3^d, \quad 1 \leq q \leq \infty. \quad (8.11) \]
By representation (8.8) and inequality (8.11) we obtain for \( f \in T(N) \)
\[ \|f(x)\|_q = \left\| \sum_{\nu=1}^{m} w_{\nu} f(\xi^\nu) V_N(x - \xi^\nu) \right\|_q \leq 3^d \left( \sum_{\nu=1}^{m} w_{\nu} |f(\xi^\nu)|^q \right)^{1/q}, \]
which proves the first inequality in (8.5) of Lemma 8.1.

We now prove the second inequality in (8.5) of Lemma 8.1 for \( 1 \leq q < \infty \). In the case \( q = \infty \) it is trivial. We have \( (q' := \frac{q}{q-1}) \)
\[ \sum_{\nu=1}^{m} w_{\nu} |f(\xi^\nu)|^{q'} = \sum_{\nu=1}^{m} w_{\nu} f(\xi^\nu) \varepsilon_{\nu} |f(\xi^\nu)|^{q-1} = \]
\[ = (2\pi)^{-d} \int_{T^d} f(x) \sum_{\nu=1}^{m} w_{\nu} \varepsilon_{\nu} |f(\xi^\nu)|^{q-1} V_N(x - \xi^\nu) dx \leq \|f\|_q \left\| \sum_{\nu=1}^{m} w_{\nu} \varepsilon_{\nu} |f(\xi^\nu)|^{q-1} V_N(x - \xi^\nu) \right\|_{q'}. \]
Using (8.11) we see that the last term is
\[ \leq 3^d \|f\|_q \left( \sum_{\nu=1}^{m} w_{\nu} |f(\xi^\nu)|^q \right)^{(q-1)/q}, \]
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which implies the required inequality.

Lemma 8.1 is proved.  

\[ \square \]

**Universality of the Fibonacci point sets.** We use Lemmas 2.1 and 8.1. Lemma 2.1 and identity (2.2) imply that for any

\[ f \in \mathcal{T}(\Gamma(\gamma b_n)) := \left\{ f : f(x) = \sum_{k \in \Gamma(\gamma b_n)} c_k e^{(k,x)} \right\} \]

we have

\[ \Phi_n(f) = \hat{f}(0). \]

Therefore, condition (8.4) of Lemma 8.1 is satisfied for \( m = b_n \), \( I_m = \Phi_n \), \( w_\nu = 1/m \), \( \nu = 1, \ldots, m \), with \( N = (2^{s_1}, \ldots, 2^{s_d}) \) under condition \( s \in \mathbb{N}_0^d \) is such that \( 3 \cdot 2\|s\|_1 \leq \gamma b_n \). Lemma 8.1 implies the following result.

**Theorem 8.1.** The Fibonacci point set \( F_n \) provides the universal discretization in \( L_q \), \( 1 \leq q \leq \infty \), for the collection \( C(r, 2) \) with \( r \) satisfying the condition \( 3 \cdot 2^r \leq \gamma b_n \).

**Acknowledgment.** The author would like to thank the Erwin Schrödinger International Institute for Mathematics and Physics (ESI) at the University of Vienna for support. This paper was completed, when the author participated in the ESI-Semester "Tractability of High Dimensional Problems and Discrepancy", September 11–October 13, 2017.

**References**

[1] C. Aistleitner, A. Hinrichs, and D. Rudolf, On the size of the largest empty box amidst a point set, Discrete Appl. Math. 230 (2017), 146-150; arXiv:1507.02067v3 [cs.CG] 18 Jun 2017.

[2] D. Bilyk and M. Lacey, On the Small Ball Inequality in three dimensions, *Duke Math J.*, 143 (2008), 81–115.

[3] D. Bilyk, M. Lacey and A. Vagharshakyan, On the Small Ball Inequality in all dimensions, *J. Func. Analysis*, 254 (2008), 2470–2502.
[4] P. Binev, A. Cohen, W. Dahmen, R. DeVore, and V.N. Temlyakov, Universal algorithms for learning theory. Part I: piecewise constant functions, Journal of Machine Learning Theory (JMLT), 6 (2005), 1297–1321.

[5] Ding Dung, V.N. Temlyakov, and T. Ullrich, Hyperbolic Cross Approximation, arXiv:1601.03978v2 [math.NA] 2 Dec 2016.

[6] A. Dumitrescu and M. Jiang, On the largest empty axis-parallel box amidst n points, Algorithmica, 66 (2013), 225–248.

[7] L. Györfy, M. Kohler, A. Krzyzak, and H. Walk, A distribution-free theory of nonparametric regression, Springer, Berlin, 2002.

[8] J. Matousek, Geometric Discrepancy, Springer, 1999.

[9] H. Niederreiter and C. Xing, Low-discrepancy sequences and global function fields with many rational places, Finite Fields Appl., 2 (1996), 241–273.

[10] G. Rote and F. Tichy, Quasi-Monte Carlo methods and the dispersion of point sequences, Math. Comput. Modelling, 23 (1996), 9–23.

[11] K.F. Roth, On irregularities of distribution, Mathematica, 1 (1954), 73–79.

[12] D. Rudolf, An Upper Bound of the Minimal Dispersion via Delta Covers, arXiv:1701.06430v2 [csCG] 27 Jun 2017.

[13] W.M. Schmidt, Irregularities of distribution.VII, Acta Arith., 21 (1972), 45–50.

[14] J. Sosnovec, A note on minimal dispersion of point sets in the unit cube, arXiv:1707.08794v1 [csCG] 27 Jul 2017.

[15] V.N. Temlyakov, Approximation by elements of a finite-dimensional subspace of functions from various Sobolev or Nikol’skii spaces, Matem. Zametki, 43 (1988), 770–786; English transl. in Math. Notes, 43 (1988).

[16] V.N. Temlyakov, Approximation of periodic functions, Nova Science Publishers, Inc., New York., 1993.
[17] V.N. Temlyakov, Cubature formulas and related questions, *J. Complexity* 19 (2003), 352–391.

[18] V.N. Temlyakov, On universal estimators in learning theory, Trudy MIAN im. V.A. Steklova, 255 (2006), 256–272; English transl. in Proceedings of the Steklov Inst. Math., 255 (2006), 244–259.

[19] V.N. Temlyakov, The Marcinkiewicz-type discretization theorems for the hyperbolic cross polynomials, Jaen Journal on Approximation, 9 (2017), No. 1; arXiv: 1702.01617v2 [math.NA] 26 May 2017.

[20] V.N. Temlyakov, The Marcinkiewicz-type discretization theorems, arXiv:1703.03743v1 [math.NA], 10 Mar 2017.

[21] V.N. Temlyakov, Universal discretization, arXiv:1708.08544v1 [math.NA] 28 Aug 2017.

[22] M. Ullrich, On Upper error bounds for quadrature formulas on function classes by K. K. Frolov, In: R. Cools and D. Nuyens (Eds): Monte Carlo and Quasi-Monte Carlo Methods, Springer Proceedings in Mathematics & Statistics, Vol. 163 (2016), 571–582; arXiv:1404.5457.

[23] M. Ullrich, A lower bound for the dispersion on the torus, arXiv:1510.04617v1 [csCC] 15 Oct 2015.