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Abstract

In planar lattice statistical mechanics models like coupled Ising with quartic interactions, vertex and dimer models, the exponents depend on all the Hamiltonian details. This corresponds, in the Renormalization Group language, to a line of fixed points. A form of universality is expected to hold, implying that all the exponents can be expressed by exact “Kadanoff” relations in terms of a single one of them. This conjecture has been recently established and we review here the key step of the proof, obtained by rigorous Renormalization Group methods and valid irrespectively on the solvability of the model. The exponents are expressed by convergent series in the coupling and, thanks to a set of cancellations due to emerging chiral symmetries, the extended scaling relations are proven to be true.

1 Introduction

It is a matter of fact that several complex systems show a remarkable universal behavior in some physical observables. Let us consider for instance the $d = 2$ Ising model, which provides a description of planar magnetic materials; in particular an atomic layer of ferromagnetic iron deposited on a non-magnetic substrate [1] or layers of gold [2]. The Ising model can be exactly solved [3] and critical exponents can be computed, like the one of magnetization $\beta = 1/8 = 0.125$ and of the correlation length $\nu = 1$. Experiments show a remarkable agreement with such values: actually $\beta = 0.13 \pm 0.02$ [1] or $\beta = 0.13 \pm 0.022$ and $\nu = 1.02 \pm 0.02$ [2]. The two materials have a different microscopic structure, which depends on a number of parameters like atomic weights and crystalline structure. One can a priori expect that their properties are qualitatively similar, but this quantitative agreement needs an explanation. It is also remarkable the agreement with the Ising model, which indeed provides a very simplified description of such systems. More quantitatively the mechanism of universality in such systems can be described in the following way, see e.g. [4]. We can imagine that they are driven by an Hamiltonian of the form

$$H = H_0 + \lambda H_1$$

(1.1)

where $H_0$ is the Hamiltonian of some simple model, like the Ising model, and $H_1$ contains all the microscopic details. Then universality in the above cases means that the exponents are $\lambda$-independent, that is $X(\lambda) = X(0)$ if $X$ is an exponent.

There are however also cases in which the exponents are functions of the parameters, as observed in certain materials [5]. This is indeed a rather common situation in planar lattice systems. In these cases the exponents of different systems cannot coincide, but Kadanoff proposed a notion of universality true in this case, consisting in the fact that all the exponents can be expressed in terms of a single one; this notion was later extended by Haldane [7]. Even if the exponents depend on all microscopic details, the knowledge of one of them (by exact computation or measurement) allows the exact knowledge of all the others.
In the above systems the underlying physics is essentially classical but universality is present also in low temperature experiments, where the microscopic description is based on quantum mechanics. Examples are in the transport properties of electrons, like the optical conductivity in graphene, which is given with very high precision by $\sigma = \frac{\pi e^2}{2h}$, where $e$ is the electric charge and $h$ is the Planck constant, and is independent from all the material microscopic details [8]; or in the exact quantization of transport coefficients in topological Hall insulators.

In order to explain the universality phenomenon, one needs to start from microscopic Hamiltonian models and compute thermodynamical quantities according to the axioms of statistical mechanics. A powerful approach is provided by the Renormalization Group (RG) of Wilson [9], in which systems belong to universality classes associated to fixed points. The classification distinguishes between a) gaussian fixed points, in which the behavior is the free or the mean field one; b) non trivial fixed points distant from the gaussian one, a celebrated example being provided by the three dimensional Ising model; c) lines of fixed points, to which are associated continuously varying exponents. In most physical applications the fixed points are studied under truncations and approximations, but RG ideas can be also used in rigorous proofs. In particular, a rigorous understanding of universality has been reached in the case of gaussian fixed point. In contrast, the case of non trivial fixed points require the introduction "by hand" of a small parameter (like in the $\varepsilon$-expansion) to make such point close to the gaussian one, but in models with physical relevance (as the 3D Ising model) such a parameter is lacking. Lines of fixed points are somewhat intermediate as they can be close to the gaussian one for certain region of parameters. Nevertheless, they have a sort of a non-perturbative nature as their existence requires compensation at any order in the expansions.

The natural context for understanding universality in presence of lines of fixed points are planar statistical mechanics models. Following [6], universality means that critical exponents are connected by a number of extended scaling relations, implying that all the exponents can be expressed in terms of a single one of them. Such a conjecture has been verified in certain special exactly solvable models [7], [10]. There were attempts to prove such relations in general by relating planar lattice models to gaussian free fields in the continuum, with a suitable correspondence of lattice correlations with averages of function of the gaussian field, see e.g. [11], [12], [13]. This mapping is however not rigorous, except in the scaling limit for the planar Ising [14] or dimer model [15], which do not belong to this class.

A rigorous approach based on Renormalization Group have finally proved universality in the case of lines of fixed points for planar lattice statistical mechanics models, like coupled Ising, dimer or vertex models. The proof holds for both solvable and not solvable models. The exponents are expressed by convergent series in the coupling and, thanks to a set of cancellations due to emerging chiral symmetries, the extended scaling relations are proven to be true. We review the main steps of the proof of universality in such models, as achieved in [16], [17], [18],[19],[20], [21], [22]. This notion of universality is indeed much more general and indeed by similar methods one can prove also universality in condensed matter models, like Luttinger liquids [23],[24] and Hall insulators [25], but such results will be not reviewed here.

## 2 Planar lattice models

The Hamiltonian of the nearest-neighbor planar Ising model is

$$H_J = -J \sum_{x \in \Lambda} (\sigma_x \sigma_{x+e_0} + \sigma_{x+e_1} \sigma_x)$$

where $\Lambda \subset \mathbb{Z}^2$ is a square box of side $L$ with periodic boundary conditions, $\sigma_x = \pm$ are spin variables , $e_0 = (1,0), e_1 = (0,1)$. The Hamiltonian describes a system of dipoles which can be imagined as arrows pointing up $\sigma = +$ or down $\sigma = -$, and there is a contribution to the energy $-J$ if two nearest-neighbors dipoles point in the same direction, and $J$ in the opposite case. The factor $J$, the exchange energy, is the only parameter entering in the Hamiltonian.
The model describes a magnet but it contains a number of drastic simplifications. First of all, there is no reason why the spins should point only in two directions. In addition, in general not only nearest neighbor spin should interact.

To address part of such limitations one can introduce a generalized Ising model in $d = 2$

$$H = H_J + \lambda H_1$$

$$H_1 = \sum_{j=0,1} \sum_{x,y \in \Lambda} v_j(x - y) \sigma_x \sigma_{x+e_j} \sigma_y \sigma_{y+e_j}$$

where $v_j(x - y)$ can be assumed short ranged. In the particular case $v_j(x - y) = \delta_{y,x+e_j}$ one gets

$$H_1 = \sum_{j=0,1} \sum_{x \in \Lambda} (\sigma_x \sigma_{x+2e_0} + \sigma_x \sigma_{x+2e_1})$$

describing the next to nearest neighbor interaction.

Certain materials are described by two Ising models with a quartic term with coupling $\lambda$; the Hamiltonian is

$$H(\sigma, \sigma') = H_J(\sigma) + H_{J'}(\sigma') - \lambda V(\sigma, \sigma') - J_4$$

with $J_4$ a constant and

$$V = \sum_{j=0,1} \sum_{x,y \in \Lambda} v_j(x - y) \sigma_x \sigma_{x+e_j} \sigma_y \sigma_{y+e_j}$$

with $v_j(x - y)$ is a short range potential. Two special choices are remarkable.

With the choice

$$V = \sum_{j=0,1} \sum_{x \in \Lambda} \sigma_x \sigma_{x+e_j} \sigma_y \sigma_{y+e_j}$$

the model can be mapped in the Ashkin-Teller model with a suitable choices of the parameters, see §12.9 of [4]. Such a model can be considered a generalization of the Ising model in which the spin assumes four values, denoted by $A, B, C, D$. The energy is $\sum_{i=1}^4 n_i \varepsilon_i$ where the energy $\varepsilon_0$ correspond to $AA, BB, CC, DD; \varepsilon_1$ to $AB, CD; \varepsilon_2$ to $AC, BD; \varepsilon_3$ for $AD, BC$. The energy can be written as the Hamiltonian (2.4), (2.6) with the identification

$$J = -(\varepsilon_0 + \varepsilon_1 - \varepsilon_3 - \varepsilon_4)/4 \quad J' = -(\varepsilon_0 + \varepsilon_2 - \varepsilon_3 - \varepsilon_1)/4$$

$$\lambda = -(\varepsilon_0 + \varepsilon_3 - \varepsilon_1 - \varepsilon_2)/4 \quad J_4 = -(\varepsilon_0 + \varepsilon_1 + \varepsilon_3 + \varepsilon_4)/4$$

Another important choice is

$$V = \sum_{j=0,1} \sum_{x \in \Lambda} \sigma_x \sigma_{x+e_0} \sigma_y \sigma_{y+e_1} \sigma'_x \sigma'_{x+e_1} \sigma'_y \sigma'_{y+e_1}$$

and if $J = J'$ is equivalent to eight vertex model, with identification of parameters see §10.3 of [4]

$$a = e^{2J+\lambda} \quad b = e^{-2J+\lambda} \quad c = d = e^{-\lambda}$$

where $a, b, c, d$ are the weight associates to the arrows.

The thermodynamical averages are defined as, given $A = A(\sigma)$, $\sigma = \{\sigma_x\}_{x \in \Lambda}$, $\Omega = \{\pm 1\}^\Lambda$,

$$< A >_{L,\beta} = \frac{\sum_{\sigma \in \Omega} e^{-\beta H(\sigma)} A}{\sum_{\sigma \in \Omega} e^{-\beta H(\sigma)}}$$

where $\beta$ is the inverse temperature and we define $< A >_\beta = \lim_{L \to \infty} < A >_{L,\beta}$.

Important correlations in the case of the generalized Ising model are the spin correlations $< \sigma_x \sigma_y >$ and the energy correlation $< \rho_x \rho_y >_L$ where $\rho_x = \sigma_x \sigma_{x+e_0} + \sigma_x \sigma_{x+e_1}$; the truncated
correlation is \( < \rho_x; \rho_y > T = < \rho_x \rho_y > - < \rho_x > < \rho_y > \). Close to a phase transition the correlations are expected to behave as, if \( t = O(\beta - \beta_c) \)

\[
< \sigma_x \sigma_y > _{\beta} \sim \frac{e^{-\xi^{-1}|x-y|}}{|x-y|^{\eta}} \quad < \rho_x \rho_y > _{T, \beta} \sim \frac{e^{-\xi^{-1}|x-y|}}{|x-y|^{2\xi \epsilon_{\epsilon}^{\epsilon}}} \quad \xi = t^{-\nu}
\]

(2.11)

where \( \eta, \nu, X \) are critical exponents and \( 1/\beta_c \) is the critical temperature; at \( \beta = \beta_c \) the correlations decay as a power law.

In the case of coupled Ising models (2.4), one can introduce respectively the polarization, the energy and the crossover correlations, and one expects at the critical temperatures \( \beta_c \) (there are in general two critical temperatures except when \( J \neq J' \)) there is a power law decay.

\[
< \sigma_x \sigma'_x; \sigma_y \sigma'_y > _{T, \beta} \sim \frac{1}{|x-y|^{2\xi^c}}
\]

(2.12)

Another planar lattice model is the dimer model, whose partition function is

\[
Z_A = \sum_{M \in M_A} \left[ \prod_{b \in M} t_b \right]
\]

(2.13)

where \( M \) is the set of dimer coverings (or perfect matchings) of \( A \), that is a subset of edges such that each vertex of \( A \) is contained in exactly one edge in \( M \). The lattice is bipartite (black and white sites) and the weights \( t_1, t_2, t_3, t_4 \) are associated to edges with white endpoint to the right, above, to the left or below the black endpoint.

The interacting dimer model has partition function given by

\[
Z_A = \sum_{M \in M_A} \left[ \prod_{b \in M} t_b \right] e^{\lambda \sum_{x \in M} f(x, M)}
\]

(2.14)

where \( f \) is a local function around the origin, \( \tau_x \) translates by \( x \). In a suitable region of the weights (liquid phase) one expects that the dimer-dimer correlations decay as power law and have the form

\[
\langle I_b; I_{b'} \rangle = (-1)^{x_1 + x_2} \frac{A}{2\pi} \text{Re} \frac{1}{z^2} + (-1)^{x_1} \frac{K_2(\lambda)}{|z|^{2\eta_1}} + h.o.
\]

(2.15)

with \( b = (x, x + e_1), \quad b' = (y, y + e_1), \quad z = (x_0 - y_0) + i(x_1 - y_1) \).

The height difference between \( \xi \) and \( \eta \) is

\[
h_{\xi} - h_{\eta} = \sum_{b \in C_{\xi \rightarrow \eta}} (I_b(M) - \frac{1}{4}) \sigma_b
\]

where \( \xi, \eta \) label faces, \( \sigma_b = +1/-1 \) depending on whether \( C_{\xi \rightarrow \eta} \) crosses \( b \) with the white site on the right/left; \( I_b(M) \) is equal to 1 if \( b \) is occupied by a dimer in \( M \), and 0 otherwise. \( h_{\xi} - h_{\eta} \) is independent of the choice of \( C_{\xi \rightarrow \eta} \).

In the special case of plaquette interaction the interacting dimer model is equivalent to six vertex model, provided that the 6V has weights \( a_1, ..., a_6 \),

\[
t_1 = a_1, \quad t_2 = a_4, \quad t_3 = a_2, \quad (t_1t_3 + t_2)e^\lambda = a_6
\]

(2.16)

With the above choice of parameters, there is a relation between dimer model and Ashkin-Teller exponents with a suitable choice of the parameters, as shown in [14];

\[
X_e = \eta_1 \quad X_P = X_A
\]

(2.17)

where \( X_e, X_P \) are the Ashkin-Teller exponents (2.13), \( \eta_1 \) is the exponent appearing in the dimer correlation (2.15) and \( X_A \) is the exponent of the electric correlation

\[
\langle e^{i\pi(h_x - h_y)} \rangle \sim |x - y|^{-2X_A}
\]

(2.18)
3 Exact solutions and universality conjectures

The celebrated Onsager solution [3] of the nearest-neighbor Ising model (2.1) gives the exact values of the critical temperature \( \tanh \beta_c J = \sqrt{2} - 1 \) and of the critical exponents

\[
\eta = 1/4 \quad \nu = 1 \quad X_e = 1 \quad (3.1)
\]

In the above expression already a phenomenon of universality appear; the only "microscopic" parameter is \( J \) and, while the critical temperature depends on it, the exponents are independent.

Similarly in the case of coupled Ising models (2.4) the model is solvable at \( \lambda = 0 \); there are in general two critical temperatures \( \tanh \beta_1^c J_1 = \sqrt{2} - 1 \) and \( \tanh \beta_2^c J_2 = \sqrt{2} - 1 \) which coincide at \( J_1 = J_2 \) and

\[
X_P = 1/4 \quad X_e = X_{CR} = 1 \quad (3.2)
\]

In general (2.4) is not solvable at \( \lambda \neq 0 \) except that in the special case (2.8) when it reduces to the eight-vertex model; this model was solved by Baxter and one critical exponent can be computed

\[
\nu = \frac{\pi}{2\mu} \tan(\mu/2) = (cd/ab)^{1/2} = e^{-4\lambda} \quad (3.3)
\]

Note that the exponent depend on the microscopic parameters of the Hamiltonian when \( \lambda \neq 0 \).

The dimer model (2.13) was solved by Kasteleyn [6] in the case \( t_b = 1 \) and the expression (2.15) was proved with

\[
\eta_1 = 1 \quad A = 1 \quad (3.4)
\]

Moreover in [15] it has been proved that the height field is asymptotically a free gaussian field for values of the weights in the liquid phase

\[
\langle (h_x - h_y)^2 \rangle = \frac{A}{\pi^2} \log |\xi - \eta|^2 + R(\xi - \eta) \quad A = 1 \quad (3.5)
\]

with \( R \) bounded; in addition the truncated expectations are bounded. Note that the prefactor \( A = 1 \) is independent from the weights \( t_i \). This is another manifestation of universality; it regards the amplitude of the dimer correlations but it is also related to the universality of one exponent. Indeed by (3.3) the electric exponents is

\[
X_A = A/4 \quad (3.6)
\]

as

\[
\langle e^{i\pi(h_x - h_y)} \rangle \sim e^{-\frac{x^2}{2} \langle (h_x - h_y)^2 \rangle} \sim e^{\frac{A}{4} \log |x-y|} \quad (3.7)
\]

All the above results are based on exact solutions and we can distinguish two kinds of them. The first are the so called free fermion solutions; in such cases the partition function can be written as a Pfaffian or a determinant. The name is due to the fact that determinants can be represented in terms of Gaussian Grassmann integrals, which in quantum physics are used to describe fermionic systems without interaction. It belongs to this class the nearest neighbor Ising model or the non-interacting dimer model. In the case of coupled Ising model (2.4) or generalized dimer models (2.14) the determinantal representation is not valid and the representation is in terms of non gaussian Grassmann integrals. There are very few cases, like the eight or the six vertex model, where a solution can be found, but generically no solution exists. It is also important to distinguish between local and extended exponents. Local correlations are the energy or crossover correlations in Ising models, and dimer correlations in dimer models; extended ones are the height or electric correlations in dimer models or the spin-spin correlation. Note that indeed the spin correlation in Ising models are rather similar to the electric correlations in dimer models, see [26].

The exponents discussed above are all computed by exact solutions. What can we do when a solution is lacking? It was conjectured that universality holds for the generalized Ising model
(2.2), in the sense that the exponents should coincide with their \( \lambda = 0 \) value, which coincides with the solvable nearest-neighbor model. However there are counterexamples to a too strong notion of universality. The coupled Ising model (2.4) reduces to the Ising model as \( \lambda = 0 \); in this case however the exponents depend on \( \lambda \), as it appears from (3.3). For models with continuously varying exponents one can define a weaker form of universality. It was proposed by Kadanoff [6] that all the critical exponents can be determined by the knowledge of a single one, and in particular the following relations hold
\[
X_{CR}(\lambda) = 1/X_e(\lambda) \quad X_P(\lambda) = X_e(\lambda)/4 \quad \nu = \frac{1}{2 - X_e(\lambda)} \quad (3.8)
\]
Even if the exponents depend on all the microscopic details, the knowledge of one on them allow the exact prediction of the others. Some check of the above relations can be obtained in special solvable cases using a mapping in the XXZ spin chain, see [7], but of course one expects that the validity of such relations holds both in solvable and non-solvable cases.

It is believed that to this class of universality belongs the Gaussian Free fields \( \Phi \) with covariance
\[
E(\Phi_x \Phi_y) = -A/2\pi^2 \log |x - y| \quad (3.9)
\]
with \( A \neq 1 \), while the case \( A = 1 \) correspond to the Ising class. Indeed by a suitable identification of the correlations of coupled Ising or dimers with the ones of functions of derivatives or exponentials of \( \Phi \) one gets exponents all parametrized by \( A \) and verifying the relation (3.8). A gaussian free field appears indeed formally starting from the Grassmann representation and performing a scaling limit, see [11],[12],[13]; the limit identifies a Quantum Field Theory of interacting fermions which can be mapped in a gaussian theory, a fact known as bosonization. Converting this argument in a rigorous derivation of the scaling relations is however possible only in the nearest-neighbor Ising or dimer model, see [14], [15].

4 Rigorous Renormalization Group

The universality conjecture has a natural interpretation in the picture given by the Renormalization Group. In the case of the generalized Ising model (2.2) one expects that the system has a trivial fixed point corresponding to the nearest-neighbor Ising model, while in the case of coupled Ising models (2.4) there should exist a line of fixed points. The most intuitive approach would be to define an RG transformation directly in the spin variables, but this encounters a number of difficulties. A more convenient approach is to use the fact that the exact solution of the nearest-neighbor Ising model can be written as sum of Pfaffians of suitable matrices. The exact solvability relies on the fact that such Pfaffians can be explicitly computed. The Pfaffian can be formally written as Grassmann gaussian integrals. If \( \psi_i \) are a finite set of Grassmann variables and \( A \) is a \( 2n \times 2n \) antisymmetric matrix,
\[
Pf \, A = \int \prod_{i=1}^{2n} d\psi_i e^{-\frac{1}{2}(\psi, A \psi)} \quad (4.1)
\]
with \( \int \prod_{i=1}^{2n} d\psi_i \psi_1...\psi_{2n} = 1 \) and zero otherwise.

Given an anti-symmetric matrix \( M \) we define the Gaussian Grassmann measure with “propagator” \( M \), denoted \( P_M(d\psi) \), which maps a polynomial \( f \) of the \( \psi \) variables into a complex number denoted by \( \int P_M(d\psi) f(\psi) \) or \( < f > \); the map is linear, \( < 1 >= 1 \) and
\[
< \psi_{k_1}...\psi_{k_n} >= P_f(M(k_i,k_j))_{1, j \leq M} \quad (4.2)
\]
If \( M \) is invertible we can write more explicitly as
\[
< f > = \frac{\int \prod_{i=1}^{2n} d\psi_i e^{-\frac{1}{2}(\psi, M^{-1} \psi)} f(\psi)}{\int \prod_{i=1}^{2n} d\psi_i e^{-\frac{1}{2}(\psi, M^{-1} \psi)}} = \int P_M(d\psi) f(\psi) \quad (4.3)
\]
expressed by series in \( \lambda \) the \( \psi \) gaussian integration has covariance

After the integration of \( \psi \) representation of the truncated expectations in terms of sum of pfaffians, which can be bounded

Moreover

should make clear why the Grassmann representation is more convenient in two dimension.

The (rigorous) Renormalization Group analysis of (4.4) is based on the addition property, saying that, if \( g = g_1 + g_2 \)

Moreover

where now \( \phi_x \) range over all \( R \) and \( P(d\phi) \) is a gaussian measure. Despite their formal similarity, there are deep differences between the above two expressions; actually the second require \( \lambda > 0 \) so there is no hope for analyticity in \( \lambda \), while there is no restriction on the sign of \( \lambda \) in the first, as at finite \( L \) is simply a polynomial in \( \lambda \). It should also remarked that (4.5) reduces at \( \lambda = 0 \) to mean field, while the first, valid only in \( d = 2 \), it reduces to the Ising model solution; this should make clear why the Grassmann representation is more convenient in two dimension.

The Grassmann integral (4.9) has a strong resemblance with the \( \phi^4 \) model, which is also strongly related to the Ising model, that is

where now \( \phi_x \) range over all \( R \) and \( P(d\phi) \) is a gaussian measure. Despite their formal similarity, there are deep differences between the above two expressions; actually the second require \( \lambda > 0 \) so there is no hope for analyticity in \( \lambda \), while there is no restriction on the sign of \( \lambda \) in the first, as at finite \( L \) is simply a polynomial in \( \lambda \). It should also remarked that (4.5) reduces at \( \lambda = 0 \) to mean field, while the first, valid only in \( d = 2 \), it reduces to the Ising model solution; this should make clear why the Grassmann representation is more convenient in two dimension.

The (rigorous) Renormalization Group analysis of (4.4) is based on the addition property, saying that, if \( g = g_1 + g_2 \)

Moreover

where \( \mathcal{E}_\psi(V; n) \) are the truncated expectations or cumulants. One writes the covariance \( g \) as

with \( g^{(h)}(x, y) \) of size \( \gamma^h \) and decaying faster than any power with rate \( \gamma^h \), where \( \gamma > 1 \) is a scaling parameter. By using (4.6), (4.7), (4.8) we can write, if \( g = g_{(\leq -1)} + g(0), \) \( g_{(\leq -1)} = \sum_{h=-\infty}^{1} g^{(h)} \)

After the integration of \( \psi^{(0)} \) one gets an expression similar to the initial one, except that the gaussian integration has covariance \( g_{(\leq -1)} \) instead of \( g \), \( \sum_{h=-\infty}^{1} g^{(h)} \) is sum of monomials in the \( \psi^{(\leq -1)} \) summed over suitable kernels \( W^{(1)} \). Such kernels are, in the infinite volume limit, expressed by series in \( \lambda \) which are uniformly convergent so that \( W^{(1)} \) is analytic in \( \lambda \) in a disk around the origin. The proof of this fact follows from the Brydges-Battle-Federbush [28] representation of the truncated expectations in terms of sum of pfaffians, which can be bounded by the Gram-Hadamard inequality. One iterates the above procedure getting

After the integration of \( \psi^{(0)} \) one gets an expression similar to the initial one, except that the gaussian integration has covariance \( g_{(\leq -1)} \) instead of \( g \), \( \sum_{h=-\infty}^{1} g^{(h)} \) is sum of monomials in the \( \psi^{(\leq -1)} \) summed over suitable kernels \( W^{(1)} \). Such kernels are, in the infinite volume limit, expressed by series in \( \lambda \) which are uniformly convergent so that \( W^{(1)} \) is analytic in \( \lambda \) in a disk around the origin. The proof of this fact follows from the Brydges-Battle-Federbush [28] representation of the truncated expectations in terms of sum of pfaffians, which can be bounded by the Gram-Hadamard inequality. One iterates the above procedure getting
with $V^h(\psi^{(\leq h)})$ sum of monomials in $\psi^{(\leq h)}$ times suitable kernels $W^{(h)}$. One associates a scaling dimension to the monomials of order $n$. This notion is crucial in the above analysis. By applying the Brydges-Battle-Federbush formula and Gram bounds one still get analyticity in $\lambda$ for such kernels, but the radius of convergence shrinks to zero unless $D_n < 0$ for any $n > 2$; the case $n = 2$ is somewhat special as quadratic terms can be inserted in the gaussian measure and produce a shift in the critical temperature. It turns out that the dimension is the same for both (2.2) or (2.4), namely

$$D_n = 2 - n/2 - s$$ (4.11)

where $s$ is the order of (discrete) derivatives and that $D$ is negative except that for $n = 4, s = 0$. In the standard RG terminology, the terms with negative dimension are called irrelevant, the ones with vanishing dimension are marginal and the ones with positive dimension are the relevant. Up to this point the analysis for (2.2) or (2.4) shows similar features; here however comes the crucial difference.

In the case of (2.2) to each $x$ are associated two Grassmann variables, actually $\psi_x, \bar{\psi}_x$; in the case of (2.4), corresponding to two Ising models, the number of Grassmann variables is twice, actually $\psi_x^1, \bar{\psi}_x^1, \psi_x^2, \bar{\psi}_x^2$. As a consequence, in the case of (2.2) there are no terms $n = 4, s = 0$ as, by the anticommutativity of the Grassmann variables

$$\psi_x \bar{\psi}_x \psi_x \bar{\psi}_x = 0$$ (4.12)

The quartic terms must contain necessarily variables with different coordinates, and by anticommutativity they can be written as sum of terms with at least a derivative, hence $D_n < 0$. Therefore the kernels remain analytic uniformly in $h$ and, as a consequence of the irrelevance of all the terms in the effective potential with $n \geq 4$, the correlations are equal to the non-interacting ones plus terms decaying in the same way; that is, the exponents do not change with respect to the Ising model ones. The following theorem holds.

**Theorem** (Pinson-Spencer [29]) In the generalized Ising model (2.2) for $\lambda$ small enough there is a critical temperature $\tanh J\beta_c(\lambda) = \sqrt{2} - 1 + F(\lambda)$ with $F(\lambda) = a\lambda + O(\lambda^2)$ such that the energy correlation decay as in (2.17) with exponents

$$X_c(\lambda) = 1 \quad \nu(\lambda) = 1$$ (4.13)

The above Theorem says that universality indeed holds for the generalized Ising model; the $X_c, \nu$ exponents are the same as the Ising one, while the critical temperature is different.

Let us consider now the case of coupled Ising models (2.4) with $J' = J$. Now there are marginal terms of the form $\psi_x^1 \bar{\psi}_x^1 \psi_x^2 \bar{\psi}_x^2$; their presence has the effect that the estimated radius of convergence shrinks to zero as $-h \to \infty$. One has therefore to modify the integration procedure so that $V^h$ has the form

$$V^h = \lambda_h \sum_x \psi_x^1 \bar{\psi}_x^1 \psi_x^2 \bar{\psi}_x^2 + R V^h$$ (4.14)

where $R V^h$ contains now only monomials with negative dimension; moreover the integration is with respect to a variance of the form $g^h/Z_h$. With this modified procedure the kernels in $R V^h$ becomes now functions of $\lambda_h$, and analytic in $\lambda_h$ belonging to a disk around the origin. Both $\lambda_h$ and $Z_h$ verify finite difference equations of the form

$$\lambda_{h-1} = \lambda_h + \beta^{gh}_\lambda(\lambda_h, ..., \lambda_0) \quad \frac{Z_{h-1}}{Z_h} = 1 + \beta^{gh}_\nu(\lambda_h, ..., \lambda_0)$$ (4.15)

with $\beta^{gh}_\lambda, \beta^{gh}_\nu$ expressed by convergent series in $\lambda_k$. It turns out, by an explicit computation, that

$$\beta^{gh}_\lambda(\lambda_h, ..., \lambda_0) = a\lambda_h^2 + O(\lambda_h^3) \quad \beta^{gh}_\nu = b\lambda_h^2 + O(\lambda_h^3)$$ (4.16)
with $b$ an $h$-independent constant. If $a < 0$ and $h$ independent, we could conclude that $\lambda_h$ decrease with $h$, and if $a > 0$ the opposite conclusion could be taken. Therefore the result of a second order perturbative computation is sufficient to determine the behavior of $\lambda_h$. In the present case however this is not sufficient; terms $O(\gamma^h)$ can never dominate over the rest, unless a cancellation is proven at any order. In this sense the proof of the existence of a line of fixed points is a non-perturbative problem. One needs to prove that $\beta^h$ is asymptotically vanishing, a fact established in [17]

$$|\beta^h_\lambda(\lambda_h, \ldots, \lambda_h)| \leq C\gamma^h\lambda^2_h$$

(4.18)

The idea of the proof will be briefly recalled below. From this expression we get that $\lambda_h = \lambda + O(\lambda^2)$

$$\lim_{h \to -\infty} \lambda_h = \lambda_{-\infty}(\lambda)$$

(4.19)

with $\lambda_{-\infty}(\lambda)$ an analytic function of $\lambda$. Therefore (4.18) says that there is a line of fixed points. Moreover

$$\lim_{h \to -\infty} \frac{Z_{h-1}}{Z_h} = \gamma \eta$$

(4.20)

with $\eta = \eta(\lambda_{-\infty})$ analytic function of $\lambda_{-\infty}$ and therefore of $\lambda$. Other critical exponents are associated to the correlation length and to the energy and crossover correlations. The result can be summarized by the following result.

**Theorem (Mastropietro [19]).** In coupled Ising models with Hamiltonian (2.4) $J = J'$ and small $\lambda$ at $\beta = \beta_c(\lambda)$ the correlations decay as in (2.13) with energy $X_e(\lambda)$ and crossover $X_{CR}(\lambda)$ exponents analytic functions of $\lambda$ given by, $a \neq 0$ constant

$$X_e(\lambda) = 1 - a\lambda + O(\lambda^2) \quad X_{CR}(\lambda) = 1 + a\lambda + O(\lambda^2) \quad \nu(\lambda) = 1 - a\lambda + O(\lambda^2)$$

(4.21)

The exponents are expressed by convergent series in $\lambda$, with coefficients depending on all the microscopic details. This allows to compute the exponents with arbitrary precision and to conclude the existence of a line of fixed points.

Finally when $J \neq J'$ in coupled Ising models with Hamiltonian (2.4) there are two critical temperatures and the exponents coincide with the Ising ones; a critical exponent appear instead in the difference of critical temperatures [18]

$$|\beta^1_c(\lambda) - \beta^2_c(\lambda)| = O(|J - J'|^\mu)$$

(4.22)

with $\mu = 1 + c\lambda + O(\lambda^2)$.

### 5 The effective QFT model and universality

The above analysis shows that the exponents can be written as convergent series in $\lambda$, and this allows to compute them with arbitrary precision, by explicitly computing lowest order with a rigorous bound of the rest. However the series are so complicate that an explicit verifications of the universal relations is essentially impossible from them. In order to prove universality, and to prove (4.18), we introduce a reference model which is related to the formal continuum limit of the lattice model. The partition function of this effective model is the following Grassmann integral (similar definition holds for the generating function)

$$\int P(d\psi^{(\leq N)}) e^{\lambda Z^2} \int dxdy\nu(x - y)\rho_{+,x}\rho_{-,y} + \sum_{\omega} Z^{(1)} \int dx J^1_{\omega,x}\rho_{\omega,x}$$

(5.1)
has the form (4.14) and the beta function negative dimension. The result is that the scaling dimension is the same, the effective potential that this is true for scales their values, as their propagators and the interaction are different. It should also be remarked one gets (2.4). The crucial observation is that the propagator at scale \( h \) scales, but it can be performed due to the non-locality of the interaction.

The model can be analyzed by RG and the analysis is similar to the one for coupled Ising models (2.4). The crucial observation is that the propagator of (2.4) up to \( O(\gamma^h) \) has extra symmetries which are only approximate for coupled Ising models (2.4). These symmetries imply identities, called Ward Identities, which are obtained performing the change of variables \( \psi_\pm \to e^{\pm i a x} \psi_\pm \) in (5.1). One obtains (\( < > \) are the derivatives with respect to \( J \))

\[
D_\omega < \hat{\rho}_{\omega,\omega} \hat{\psi}_{k,\omega}^+ \hat{\psi}_{k,\omega}^- > + \Delta_N(k, p) = \delta_{\omega,\omega'} \frac{Z(1)}{Z} [ < \hat{\psi}_{k,\omega}^+ \hat{\psi}_{k,\omega}^- > - < \hat{\psi}_{k+p,\omega}^+ \hat{\psi}_{k+p,\omega}^- > ]
\]

where \( \Delta_N = < - \hat{\rho}_{\omega,\omega} \hat{\psi}_{k,\omega}^+ \hat{\psi}_{k,\omega}^- > \) with

\[
\hat{\rho}_{\omega,\omega} = \int dk [ (\chi_N^{-1}(k + p) - 1) D_\omega(k + p) - (\chi_N^{-1}(k) - 1) D_\omega(k) ] \hat{\psi}_{k,\omega}^+ \hat{\psi}_{k+p,\omega}^-
\]

The \( \Delta_N \) term is not vanishing even if \( N \to \infty \) a fact known as chiral anomaly [30]. In the limit one gets

\[
\lim_{N \to \infty} \Delta_N(k, p) = \tau \hat{\nu}(p) D_{-\omega}(p) < \hat{\rho}_{-\omega,\omega} \hat{\psi}_{k,\omega}^+ \hat{\psi}_{k+p,\omega}^- >
\]

with

\[
\tau = \frac{\tilde{\lambda}}{4\pi v}
\]

By inserting this expression in (5.2) one gets a closed equation between correlations. In order to use such identities for controlling \( \tilde{\lambda}_h \) one consider a sequence of models with infrared cut-off \( \gamma^h \) and write the closed equation for the four-point correlation which are proportional to \( \lambda_h \) at vanishing moments; from the closed equation one gets [17]

\[
\tilde{\lambda}_h = \tilde{\lambda} + O(\lambda^2)
\]

and this is possible only if (4.18) holds. As the beta functions is the same for the coupled Ising model, this result can be used to prove the existence of a line of fixed points also in the coupled Ising model.

The universal relations follows from another crucial property of (5.4), actually that \( \tau \) is exactly linear in \( \tilde{\lambda} \). This is a rather remarkable property; in general all expression we have encountered are series in the coupling, but only the anomaly has no higher order contributions, a fact known as non-renormalization of the anomaly. Another crucial step is that we can choose \( \tilde{\lambda} \) in the reference model as function of \( \lambda \) so that so that \( \tilde{\lambda}_{-\infty}(\tilde{\lambda}) = \lambda_{-\infty}(\lambda) \). As the exponents are function of \( \lambda_{-\infty} \), they therefore coincide in the reference and lattice model. On the other hand using (5.2) combined with other identities named Schwinger-Dyson equation one gets a closed expression for the correlations and exact expressions for the exponents

\[
X_e = \frac{1 - \frac{\tilde{\lambda}}{4\pi v}}{1 + \frac{\tilde{\lambda}}{4\pi v}} \quad X_{CR} = \frac{1 + \frac{\tilde{\lambda}}{4\pi v}}{1 - \frac{\tilde{\lambda}}{4\pi v}}
\]
Note that $\tilde{\lambda}$ is a complicated expression in $\lambda$ but the exponents have a simple expression in terms of $\tilde{\lambda}$ allowing the verification of the universality relations. In conclusion one gets the following result.

**Theorem** (Benfatto Falco Mastropietro [19], [20]) In coupled Ising models (2.4) and small $\lambda$ the following relations are true

$$X_e(\lambda)X_{CR}(\lambda) = 1 \quad \nu = \frac{1}{2 - X_e(\lambda)} \quad \mu = \frac{2 - X_e(\lambda)}{2 - X_{CR}(\lambda)}$$

This proves universality; even if exponents depend on all microscopic details, one can express all in terms of a single one of them. Note also that it is sufficient the solvability of the reference continuum model to get results for the non-solvable lattice ones.

### 6 Interacting dimers

The above universality results hold for exponents corresponding to local quantities, that is expressed by monomials in the Grassmann variables $\psi_x$ with the same coordinate. Relations for exponents associated to non-local expressions have been more recently derived for the dimer model (2.14). It is possible to repeat the RG analysis in the present case and prove that the dimer correlation has the form (2.15) with $\eta_1 = 1 + a\lambda + (\lambda^2)$.

By using that expression (2.15) one can extend the analysis in [15] to prove that the height function is asymptotically a Gaussian free field even in the interacting dimer model. One can write variance as $\langle (h_x - h_y)^2 \rangle$ as the sum of two terms. In the first term the sign compensates exactly the sign coming from the factor $\sigma_{b_1}\sigma_{b_2}$ and one gets

$$-\frac{A(\lambda)}{2\pi^2} \sum_{b_1 \in C_{x \to y}^{(1)}, b_2 \in C_{x \to y}^{(2)}} \text{Re} \frac{\Delta z_{b_1} \Delta z_{b_2}}{(z_{x_1} - z_{x_2})^2},$$

where $z_{b_1}, z_{b_2}$ are points on the two paths and $\Delta z_{b_i}$ is the displacement associated with the elementary portion of the path $C^{(i)}$ crossing $b_i$, thought of as a complex vector of modulus 1. Such term is the Riemann approximation to the integral

$$-\frac{A(\lambda)}{2\pi^2} \text{Re} \int_{x_x}^{x_y} dz \int_{x_x}^{x_y} dw \frac{1}{(z - w)^2}$$

Note the crucial point that, thanks to the independence from the path, the two paths can be chosen far away. It is also important to stress that no anomalous exponent is found in the first term of (2.15). Regarding the contribution with exponent $2\eta_1$, one notices that the oscillatory $\sigma_{b_1}\sigma_{b_2}$ do not compensate the oscillatory factor $(-1)^{(x_1 - x_2)/i}$. Once summed over the paths, the oscillatory factor has the same effect as a discrete derivative; therefore such term produces an $O(1)$ contribution (instead than logarithmic) just for dimensional reasons. In addition, a universal relation is found for the amplitude $A(\lambda)$, as it appears by the following Theorem.

**Theorem** (Giuliani Mastropietro Toninelli [21], [22]) For $\lambda$ small enough the dimer correlation has the form (2.15) with $\eta_1 = 1 + a\lambda + (\lambda^2)$ and the dimer correlation verifies (3.5) with

$$A(\lambda) = \eta_1(\lambda)$$

Higher cumulants of the height difference between two points are bounded uniformly in their distance. As a conclusion, the height function converge to the massless Gaussian field also in the interacting case, the only difference being that the amplitude is $\lambda$-dependent. It turns out the
universality holds, in the sense that the amplitude is exactly equal to the critical exponent in the dimer correlation, see (6.3); such result is exactly what one expects if the picture provided by bosonization is true. In addition, by (2.17) and (3.6) we get
\[ X_e = \eta_1 = A = 4X_A = 4X_P \]  
which is the Kadanoff relation for the Ashkin-Teller model; the universality conjecture is therefore established also for extended exponents like the polarization, at least in the case of Ashkin-Teller model.

In order to prove (6.3) we still consider the reference model and by (5.2) we get the density correlations \((\nu = 1\) in the dimer model)
\[ \langle \hat{\rho}_{p,\omega}, \hat{\rho}_{-p,\omega} \rangle = -\frac{1}{Z^2} \frac{(Z^{(1)})^2 D_{-\omega}(p)}{1 - \frac{\lambda^2}{16\pi^2} D_{\omega}(p)}. \]  
which says that \(A\) appearing in the dimer correlations is
\[ A(\lambda) = \frac{(Z^{(1)})^2}{Z^2(1 - \frac{\lambda^2}{16\pi^2})}. \]  
Note that \(Z^{(1)}\) and \(Z\) are chosen as series in \(\lambda\) so that the corresponding effective couplings in the dimer and effective model are the same. By comparing (5.2) with an analogue identity derived directly in the lattice dimer model we get the relation
\[ \frac{Z^{(1)}}{(1 + \frac{\lambda^2}{16\pi})Z} = 1 \]  
Moreover in the effective model
\[ \eta_1 = 1 + \frac{\lambda\pi}{4\pi} \]  
and this implies that
\[ A(\lambda) = \frac{1 + \frac{\lambda\pi}{4\pi}}{1 - \frac{\lambda\pi}{4\pi}} = \eta_1. \]  

7 Conclusions

We have reviewed the proof of universality in the case of line of fixed points for planar lattice models including coupled Ising, vertex and dimer models. Open problems include the relations for other exponents like the spin ones, more general boundaries and optimal estimates on the size of the coupling.
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