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Abstract—Community detection algorithms are in general evaluated by comparing evaluation metric values for the communities obtained with different algorithms. The evaluation metrics that are used for measuring quality of the communities incorporate the topological information of entities like connectivity of the nodes within or outside the communities. However, while comparing the metric values it loses direct involvement of topological information of the communities in the comparison process. In this paper, a direct comparison approach is proposed where topological information of the communities obtained with two algorithms are compared directly. A quality measure namely Topological Variance (TV) is designed based on direct comparison of topological information of the communities. Considering the newly designed quality measure, two ranking schemes are developed. The efficacy of proposed quality metric as well as the ranking scheme is studied with eight widely used real-world datasets and six community detection algorithms.
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I. INTRODUCTION

The exponential growth of Social Networks (SN) has given a thrust to the research community to explore and analyze the properties of these networks. Social entities such as users tend to get associated with other social entities having similar interests [1], [2]. These behavior of the social entities give rise to interesting connectivity patterns in social networks termed as communities. The formation of communities are driven by the interaction and closeness of entities and hence, the relationship between entities play a significant role in the quality of communities [3]. Detection of such community structures helps in understanding the relationships between the entities in SN. The primary objective of community detection is to extract a group of densely connected entities present in a network where entities within the group are strongly connected and entities across groups are weakly connected [4].

Detection of communities has been in the forefront of social network analysis in recent years. Numerous community detection algorithms have been developed, which require proper evaluation in order to determine their performance. Community detection algorithms in general are evaluated from the perspective of accuracy and quality. Since real-world networks mostly do not have the ground truth, evaluation process has to rely solely on quality aspect where primarily topological information of communities are considered. Though, measuring quality does not require ground truth, due to lack of standard definition of a community poses another challenge in the evaluation process as different quality measures are being designed to apprehend different aspects of communities. Most importantly, the comparison of metric values is also not reliable since communities obtained with two different algorithms may have completely different topology and still they can have same metric value. Moreover, comparison of metric value does not exhibit direct comparison of ground realities of the entities of network that belong to different communities. Therefore, it is quite logical to compare topological information of entities like connectivity of the nodes within or outside the communities directly instead of comparing metric values for the communities obtained with different algorithms.

In this paper, a direct comparison approach is proposed where topological information of entities are considered for comparing communities directly. In general, entities in social network are referred to both nodes and edges. We have considered nodes and its surrounding topology to analyze it’s impact on the quality of communities obtained with two different algorithms. Communities listed in two community sets are paired if they share maximum number of common nodes. Nodes in each community pair are examined for their surrounding topological differences and thereby accounting all such difference a quality measure is designed. The main contributions of this work are listed as follows:

- A node level quality measure namely, Topological Variance (TV) have been introduced, which accounts the topological difference of nodes’ surrounding with respect to community pairs from the two community sets obtained with two different algorithms.
- Two ranking schemes are proposed considering the newly designed quality measure to generate Dataset wise Topological Variance (DTV) and Overall Topological Variance (OTV) for an algorithm in comparison to others.
- An extensive empirical analysis is performed on eight real-world networks having varied statistics and six popular community detection algorithms.
- Performed comparative analysis of community detection algorithms in terms of using TV score, DTV and OTV.
II. PROPOSED APPROACH

This section details about the proposed quality evaluation measure for community evaluation and ranking schemes. The traditional method of evaluating communities is by using evaluation metrics which is an indirect way of evaluating communities. This is indirect in the sense that although the structure of communities are considered by the evaluation metrics but structure of the communities are not evaluated with respect to each other. Rather the scores obtained from the evaluation metrics are used for evaluation purpose. Here, we have proposed an evaluation measure to evaluate community structures directly with respect to each other. Here, direct evaluation is carried by examining and comparing two community structures with respect to each other. Let us now try to understand our proposed approach by initializing all the prerequisites and discussing some of the preliminary concepts followed by our proposed measure and ranking schemes.

We have considered an undirected, unweighted graph \(G(V, E)\) where \(V\) indicates set of nodes and \(E\) indicates set of edges in the graph \(G\). In this paper, we have referred the algorithms that are used for performance comparison as primary algorithm and alternative algorithm. Primary algorithm \(A^p\) is the algorithm whose performance is to be evaluated. Also, the algorithm with respect to which primary algorithm is compared is called alternative algorithm \(A^a\). Here, the performance of these algorithms are evaluated considering the communities given by primary algorithm and alternative algorithm referred as primary communities and alternative communities respectively. The number of communities given by these algorithms may be equal in number or may not be equal in number. Therefore, we shall use the symbols \(k\) and \(l\) to indicate the number of communities given by primary algorithm and alternative algorithm represented by \(C^p = \{C^p_1, C^p_2, C^p_3, ..., C^p_{l}\}\) and \(C^a = \{C^a_1, C^a_2, C^a_3, ..., C^a_k\}\) respectively, where, \(k\) is not necessarily equal to \(l\). Now, pairing the communities given by \(C^p\) and \(C^a\) is necessary for comparative analysis, but such pairing cannot be done randomly. It is because the comparison of two community list \((C^p, C^a)\) requires pairing of similar communities. These type of pairing that are based on similarity of the communities are randomly. It is because the comparison of two community list for comparative analysis, but such pairing cannot be done.

**Definition 1.** (Comparable communities). Two communities \(C^p_i\) and \(C^a_j\) from primary and alternative communities respectively are comparable communities when \(\arg\max_j C^p_i \cap C^a_j\).

**Definition 2.** (Analytical nodes). An analytical node is a node that is used for finding the topological difference of comparable community pair \((C^p_i, C^a_j)\). All such nodes that are present in \(C^p_i\) only but not in \(C^a_j\) are analytical nodes when \(C^p_i - C^a_j\).

It is important to find how the comparable community pair \((C^p_i, C^a_j)\) vary in terms of topology given by Topological Variance for comparable community pair. Then, the summation of Topological Variance for all comparable community pairs gives the Topological Variance for primary community and alternative community under consideration. The Topological Variance is detailed below.

**A. Topological Variance**

In this section, we shall discuss about a novel measure called Topological Variance which gives the topological difference of primary communities and alternative communities. Here, topological difference is used to determine the performance of primary communities with respect to alternative communities. Basically, the computation of Topological Variance comprises of two steps. Firstly, Topological Variance of each of the comparable community pair is computed. Secondly, combination of Topological Variance of all comparable community pairs gives the Topological Variance of primary communities and alternative communities. These two aspects are detailed below.

**Definition 3.** (Topological Variance of comparable community pair). Topological Variance of comparable community pair \((C^p_i, C^a_j)\) is used to find the topological difference of primary communities and alternative communities. Here, topological difference is divided by the total number of analytical nodes to normalize the measure. The term \(\Gamma(v_i)\) refers to the set of neighbors of node \(v_i\) and \(|\Gamma(v_i)|\) indicates total number of neighbors of \(v_i\). Next, topological variance for two community lists \(C^p\) and \(C^a\) belonging to primary communities and alternative algorithms is obtained by using Topological Variance for comparable community pairs.

\[
TV(C^p_i, C^a_j) = \frac{1}{|C^p_i - C^a_j|} \sum \left( \frac{|\Gamma(v_i) \cap C^p_i|}{|\Gamma(v_i)|} - \frac{|\Gamma(v_i) \cap C^a_j|}{|\Gamma(v_i)|} \right), \forall v_i \in C^p_i, v_i \notin C^a_j, \tag{1}
\]

where, node \(v_i\) is an analytical node used for analyzing topological variance of \(C^p_i\) and \(C^a_j\). The topological variance is divided by the total number of analytical nodes to normalize the measure. The term \(\Gamma(v_i)\) refers to the set of neighbors of node \(v_i\) and \(|\Gamma(v_i)|\) indicates total number of neighbors of \(v_i\).

**Definition 4.** (Topological Variance). The Topological Variance of primary communities and alternative communities is used to find the topological difference of these two communities. Here, the topological difference is obtained by the summation of Topological Variance of all comparable community pairs. Topological Variance for primary communities \(C^p\) and alternative communities \(C^a\) is defined by,
\[ TV(C^p, C^a) = \frac{1}{|\Delta(C^p, C^a)|} \times \sum_{\forall (C^p_i, C^a_j) \in \Delta(C^p, C^a)} TV(C^p_i, C^a_j) \]  

(2)

where, the normalized Topological Variance value is obtained by dividing the summation term by total number of analytical nodes indicated by \( |\Delta(C^p, C^a)| \). When the value of Topological Variance is greater than zero, it indicates that primary communities possess greater number of connections as compared to primary communities and therefore, the quality of alternative communities is better than primary communities. Whereas, when the value is less than zero, it indicates that alternative communities possess greater number of connections and value equal to zero indicates that both primary and alternative communities share almost same number of connections and hence, they possess almost similar quality communities.

Node \( v_i \) in equation 1 is a analytical node because it is present in \( C^p_i \) but not in \( C^a_j \) where \( (C^p_i, C^a_j) \) is a comparable community pair. The summation of the difference of the number of connections that all such \( v_i \) nodes shares with \( C^p_i \) and \( C^a_j \) respectively is indicated by the second term. This term is divided by the total number of nodes that are present in \( C^p \) only, indicated by \( |C^p_i - C^a_j| \). The term \( \Gamma(v_i) \) refers to the set of neighbors of node \( v_i \) and \( |\Gamma(v_i)| \) indicates total number of neighbors of \( v_i \). Next, summation of the \( TV \) score of all the comparable community pairs is divided by the total number of comparable community pairs indicated by \( |\Delta(C^p, C^a)| \) to obtain the \( TV \) score which is defined by,

\[ TV(C^p, C^a) = \frac{1}{|\Delta(C^p, C^a)|} \times \sum_{\forall (C^p_i, C^a_j) \in \Delta(C^p, C^a)} TV(C^p_i, C^a_j) \]  

(3)

**Theorem 1.** Range of \( TV \) is \([-1,1]\).

**Proof.** The definition of Topological Variance for comparable community pair is defined in Eq. 1. In this equation, the summation term indicates the number of connections that an analytical node share with \( C^p_i \) and \( C^a_j \). Here, an analytical node may share all it’s neighbors with \( C^p_i \), then the first term of summation term becomes 1 and when some of the neighbors of an analytical node do not belong to \( C^p_i \), then in the worst case scenario, minimum value of this term is greater than 0 but less than 1. Whereas, in most of the cases, an analytical node do not share all it’s neighbors with \( C^a_j \) and therefore, maximum value of the second term associated with summation term is less than 1 but greater than 0 and the minimum value is 0. Considering these maximum and minimum terms and normalizing by total number of analytical nodes gives Topological Variance for comparable community pair to be 1, less than 1 or greater than -1. Next, summation of the Topological Variance of all comparable community pairs and dividing by total number of such pairs gives maximum Topological Variance to be less than 1 and minimum value as greater than -1.

The performance of the primary algorithms with respect to the alternative algorithms needs to be evaluated. Two ranking schemes are developed based on Topological Variance and are discussed in the next section.

| Dataset   | # Nodes | # Edges | Average degree |
|-----------|---------|---------|----------------|
| Riskmap   | 42      | 83      | 3.95           |
| Football  | 115     | 613     | 10.66          |
| Polblogs  | 1222    | 16718   | 27.31          |
| Jazz      | 198     | 2742    | 27.70          |
| Dolphin   | 62      | 159     | 5.12           |
| Polbooks  | 105     | 441     | 8.4            |
| Strike    | 24      | 34      | 3.16           |
| Sawmill   | 36      | 37      | 3.44           |

**TABLE I: Dataset Statistics.**

**B. Performance Comparison**

It is important to compare the performance of community detection algorithms to understand which algorithm gives the best quality community. There are three ways of carrying comparative performance such as one-to-one comparison, one-to-many comparison and many-to-many comparison. In this paper, we have proposed a measure called Topological Variance based on one-to-one comparison. Using this measure, we have proposed two types of ranking schemes i.e. Dataset wise Topological Variance (DTV) and Overall Topological Variance (OTV) which are based on a many-to-many comparison. DTV ranking is based on specific dataset, OTV ranking gives an overall idea about the performance of primary algorithm on all the datasets. To discuss these ranking schemes, firstly, we have introduced Average Topological Variance (ATV) which gives the average performance of a primary algorithm with respect to alternative algorithms considering Topological Variance. Suppose, we have \( m \) number of algorithms such as \( A_h = A_1, A_2, \ldots, A_m \). At a time, one of these algorithms will be considered as primary algorithm. Average Topological Variance for \( i^{th} \) algorithm \( A_i \) acting as primary algorithm is defined as,

\[ ATV(A_i^p) = \frac{1}{m} \sum_{h=1}^{m} TV(C^p, C^a) \]  

(4)

where, primary communities \( C^p \) is given by \( A_i \) and alternative communities \( C^a \) is given by all the \( m \) algorithms. The performance of \( C^p \) is based on the value of Average Topological Variance. High Average Topological Variance indicates good performance of primary algorithm. This strategy is later used for ranking based on specific datasets and ranking based on overall performance on all datasets.
Dataset wise Topological Variance ($DTV$). The performance of primary algorithms on specific datasets is evaluated incorporating Dataset wise Topological Variance ranking scheme. Algorithm with maximum Average Topological Variance is ranked as 1 (highest rank).

Overall Topological Variance ($OTV$). The performance of primary algorithms with respect to all the alternative algorithms on all datasets is determined by Overall Topological Variance ranking scheme. The Overall Topological Variance ranking for a primary algorithm $A_h$ is defined as,

$$OTV(A_h) = desc\left(\frac{1}{D}\left(\sum_{d=1}^{D} ATV(A_h^d)\right)\right),$$ 

where, $desc$ indicates descending order of arrangement, such that maximum $ATV$ value on all the datasets gives the Overall Topological Variance rank as 1.

III. EXPERIMENTAL SETUP

Experiments are conducted considering three aspects such as, community detection algorithms, datasets and evaluation metrics. Specifically, we have selected algorithms that considers the neighborhood information of vertices, network structure or modularity optimization. For e.g. Structural Clustering Algorithm for Networks (SCAN), Gdmp2, AGDL are based on neighborhood information of vertices. Whereas, Label Propagation Algorithm (LPA) considers network structure, Greedy-modularity (GM) and Kcut are based on modularity maximization [5]–[12]. Moreover, several real-world small and medium scale datasets have been selected having varied average degree to check the performance of these community detection algorithms. We have chosen real-world datasets having ground truths only inorder to verify the communities given by the baseline algorithms with the respective ground truths and then evaluate the quality. The following datasets have been used for our experimental purpose:

Datasets: Riskmap, Football, Polblogs, Jazz, Dolphin, Polbooks, Strike and Sawmill obtained from publicly available online repositories such as, SNAP [13] and network repositories [14]. The details of each of these datasets are summarized in Table I.

Evaluation metrics: Several evaluation metrics based on internal and external connections have been selected to perform a comparative analysis of our proposed measure, Topological Variance. The following evaluation metrics have been used for our experiments: Modularity based on internal connections, Conductance based on external connections, Isolability based on combination of internal and external connections [15], [16].

IV. RESULT ANALYSIS

The communities obtained with various community detection algorithms on selected datasets $D$ have been examined and compared with our proposed measure namely, Topological Variance. The comparative results have been discussed below.

A. Result analysis with Topological Variance

The quality of primary algorithm with respect to alternative algorithm is obtained by computation of Topological Variance. For e.g. the comparative performance of AGDL for all the alternative algorithms is shown in Table II. Topological Variance of AGDL concerning SCAN, LPA, GM on riskmap is 0.948, 0.956, and 0.956, respectively. Further, we have obtained all such results to analyze the comparative performance of each primary algorithm with the alternative algorithms on the representative datasets. The results are represented using a heatmap, shown in Figure 1. Here, the $X$–axis represents primary algorithms, $Y$–axis represents alternative algorithms and the right-hand side of $Y$–axis represents the $TV$ value, where dark green color indicates greater $TV$ score. Now, if we consider the first heatmap where the left most, bottom most cell represented in dark green color gives the Topological Variance of AGDL and SCAN. It indicates that AGDL performs better as compared to SCAN. Similarly, as can be seen from the other cells in this column, AGDL performs better than all the alternative algorithms as all the cells are dark green color. Additionally, the performance of the other algorithms with respect to AGDL is indicated in the top most row, which is light green color indicating poor performance. Therefore, these results suggests that AGDL performs better than the alternative algorithms. Next, if we consider the performance of Gdmp2 for all the alternative algorithms and performance of alternative algorithms with respect to Gdmp2, then as can be seen from the respective cells, Gdmp2 gives worst performance. Similarly, the results are plotted for all the algorithms on the remaining datasets.

B. Result analysis with ranking

Ranking is done to obtain a clear idea about the comparative performance of primary algorithms. The algorithm that gives the best quality community gets the highest rank (i.e. rank 1). Here, we consider the primary algorithm with the maximum Average Topological Variance as the best quality algorithm with the highest $DTV$ rank. The Average Topological Variance of all primary algorithms on all datasets is summarized in Table III. It is interesting to notice that, on riskmap dataset, the maximum Average Topological Variance is obtained by AGDL; hence, it gets the highest $DTV$ rank. Similarly, AGDL obtains highest $DTV$ rank on Football, Jazz, Dolphin, Polbooks, Strike and Sawmill. Whereas, Kcut gets the highest $DTV$ rank on Polblogs. Results based on $DTV$ ranking is shown in Figure 2. In addition to tracking the performance of primary algorithms concerning all alternative algorithms, the performance on each of the datasets holds a significant role. Algorithms that give the maximum Average Topological Variance considering all datasets gets the highest $OTV$ rank.
TABLE II: TV values related to a primary algorithm with respect to alternative algorithms on all datasets.

| Primary Algorithm | Dataset         | SCAN | LPA | GM  | Gdmp2 | Kcut |
|-------------------|-----------------|------|-----|-----|-------|------|
| AGDL              | Riskmap         | 0.948| 0.956| 0.956| 0.968 | 0.641|
|                   | Football        | 0.626| 0.517| 0.579| 0.629 | -0.270|
|                   | Polblogs        | 0.499| 0.303| 0.464| 0.996 | 0    |
|                   | Jazz            | 0.875| 0.864| 0.890| 0.979 | 0.132|
|                   | Dolphin         | 0.649| 0.363| 0.437| 0.6/2 | -0.139|
|                   | Polbooks        | 0.599| 0.581| 0.434| 0.602 | 0.086|
|                   | Strike          | 0.992| 0.887| 0.958| 0.926 | 0.633|
|                   | Sawmill         | 0.990| 0.819| 0.914| 0.968 | 0.196|

Fig. 1: Eight different heat maps showing comparative performance of primary algorithm with respect to alternative algorithm on eight datasets respectively. X-axis represents primary algorithms, Y-axis represents alternative algorithms, each of the cells in a heatmap represents the TV score of primary algorithm with respect to alternative algorithm.

Fig. 2: Comparative analysis of community detection algorithms based on $DTV$ ranking.

The $OTV$ rank of the baseline algorithms is summarized in Table III. As the summation of Average Topological Variance obtained on all the datasets is maximum for $AGDL$, hence, $AGDL$ gets the highest $OTV$ rank. Following similar procedure, $OTV$ rank for the remaining algorithms are obtained.

C. Result analysis with internal and external connections

The primary algorithms are also analyzed based on the evaluation metrics such as; Isolability, Modularity and Conductance for all datasets. Here, we have summarized the results of the baseline algorithms on Dolphin and Polbooks shown in Table IV. The results based on these three metrics suggests that $AGDL$ gives the best quality community and $Gdmp2$
Variance gives worst quality community.

V. CONCLUSION

A direct quality comparison measure namely, Topological Variance is designed to evaluate community detection algorithms. This measure is used to compare the communities based on topological information. Two ranking schemes have been proposed based on Topological Variance. We have used eight real-world datasets and six community detection algorithms to perform comparative analysis of our proposed quality measure. The results given by our proposed measure and evaluation metrics affirm that AGDL gives best quality communities and Gdmp2 gives worst quality communities indicating correctness of our proposed measure. In the future, we shall extend our measure to analyze the quality of communities at group level.
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