HAUSDORFF DIMENSION OF INTERSECTIONS WITH PLANES
AND GENERAL SETS
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Abstract. We give conditions on a general family $P_\lambda : \mathbb{R}^n \to \mathbb{R}^m$, $\lambda \in \Lambda$, of orthogonal projections which guarantee that the Hausdorff dimension formula $\dim A \cap P_\lambda^{-1}\{u\} = s - m$ holds generically for measurable sets $A \subset \mathbb{R}^n$ with positive and finite $s$-dimensional Hausdorff measure, $s > m$, and with positive lower density. As an application we prove for measurable sets $A, B \subset \mathbb{R}^n$ with positive $s$- and $t$-dimensional measures, and with positive lower density that if $s + (n - 1)t/n > n$, then $\dim A \cap (g(B) + z) = s + t - n$ for almost all rotations $g$ and for positively many $z \in \mathbb{R}^n$.

1. Introduction

Let $P_\lambda : \mathbb{R}^n \to \mathbb{R}^m$, $\lambda \in \Lambda$, be a family of orthogonal projections and suppose that $\Lambda$ is equipped with a measure $\omega$. If this is the full family of orthogonal projections and a Borel set $A \subset \mathbb{R}^n$ has Hausdorff dimension $\dim A > m$, then according to Marstrand’s projection theorem, [M], the Lebesgue measure $\mathcal{L}^m(A) > 0$ for almost all $\lambda$. Kaufman gave a simple proof for this in [Kn], which shows that for any finite Borel measure $\mu$ with finite energy $I_m(\mu)$ the push-forward $P_\lambda\mu$ is absolutely continuous with density in $L^2(\mathbb{R}^m)$ for almost all $\lambda$. Later this method has been applied to many strict subfamilies of projections by several people, see [F1], [PS], [O], and [M8], and also Chapters 4, 5 and 18 of [M6].

Let $A \subset \mathbb{R}^n$ be measurable with respect to the $s$-dimensional Hausdorff measure $\mathcal{H}^s$ with $0 < \mathcal{H}^s(A) < \infty$. If $s > m$, then for typical $(n - m)$-planes $V$ $\dim A \cap V = s - m$ due to results originating in [M], see also [M5], Chapter 10, and [M6], Chapter 6. In Section 3 we investigate the following question: Suppose we know for some $s > 0$ that $P_\lambda\mu \in L^2(\mathbb{R}^m)$ for almost all $\lambda \in \Lambda$ for all in some sense $s$-dimensional measures $\mu$. Can we then conclude that if $A \subset \mathbb{R}^n$ is $\mathcal{H}^s$ measurable with $0 < \mathcal{H}^s(A) < \infty$, then $\dim A \cap P_\lambda^{-1}\{u\} = s - m$ holds for positively many, in the sense of Lebesgue measure, $u \in \mathbb{R}^m$ and for almost all $\lambda \in \Lambda$? In Theorem 3.1 we show that this is true if the $L^2$-boundedness holds in a quantitative sense and if $A$ has positive lower density:

$$\liminf_{r \to 0} (2r)^{-s}\mathcal{H}^s(A \cap B(x, r)) > 0$$

for $\mathcal{H}^s$ almost all $x \in A$.

In Section 4 we apply this to the Hausdorff dimension of intersections. We prove that if $A \subset \mathbb{R}^n$ is $\mathcal{H}^s$ measurable with $0 < \mathcal{H}^s(A) < \infty$, $B \subset \mathbb{R}^n$ is $\mathcal{H}^t$ measurable with $0 < \mathcal{H}^t(B) < \infty$, and both have positive lower density, and if $s + (n - 1)t/n > n$, then for almost all orthogonal transformations $g \in O(n)$, $\dim A \cap (g(B) + z) = s + t - n$ for positively many $z \in \mathbb{R}^n$. Earlier this was proved in [M3] under the conditions $s + t > n, t > (n + 1)/2$.
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and without any lower density assumptions. I believe that both assumptions \( t > \frac{n+1}{2} \) and \( s + (n-1)t/n > n \) are superfluous, and \( s + t > n \) should suffice. Under the condition \( s + (n-1)t/n > n \) the weaker inequality \( \dim A \cap (g(B) + z) \geq s + (n-1)t/n - n \) holds for general measurable sets with positive and finite measure. This follows combining (4.3) with the results of [M4].

I believe Theorems 3.1 and 3.4 and the inequalities \( \dim A \cap (g(B) + z) \geq s + t - n \) in Theorem 4.1 should hold without any lower density assumptions, but the method seems to require it. In general, the opposite inequality can fail very badly, see [F2].

Hausdorff dimension of plane sections has been studied in [K], [M2], [M3], [M4], [M7], [EIT] and [DF]. They have also been discussed in the books [M5] and [M6].

2. Preliminaries

We denote by \( \mathcal{L}^n \) the Lebesgue measure in the Euclidean \( n \)-space \( \mathbb{R}^n, n \geq 2 \), and by \( \sigma^{n-1} \) the surface measure on the unit sphere \( S^{n-1} \). The closed ball with centre \( x \in \mathbb{R}^n \) and radius \( r > 0 \) is denoted by \( B(x,r) \) or \( B^n(x,r) \). We set \( \alpha(n) = \mathcal{L}^n(B^n(0,1)) \). The orthogonal group of \( \mathbb{R}^n \) is \( O(n) \) and its Haar probability measure is \( \theta_n \). For \( A \subset \mathbb{R}^n \) we denote by \( \mathcal{M}(A) \) the set of non-zero finite Borel measures \( \mu \) on \( \mathbb{R}^n \) with compact support \( \text{spt} \mu \subset A \). The Fourier transform of \( \mu \) is defined by

\[
\hat{\mu}(x) = \int e^{-2\pi ix\cdot y} \, d\mu(y), \quad x \in \mathbb{R}^n.
\]

For \( 0 < s < n \) the \( s \)-energy of \( \mu \in \mathcal{M}(\mathbb{R}^n) \) is

\[
I_s(\mu) = \iint |x-y|^{-s} \, d\mu(x) \, d\mu(y) = c(n,s) \int |\hat{\mu}(x)|^2 |x|^{s-n} \, dx.
\] (2.1)

The second equality is a consequence of Parseval’s formula and the fact that the distributional Fourier transform of the Riesz kernel \( k_s, k_s(x) = |x|^{-s} \), is a constant multiple of \( k_{n-s} \), see, for example, [M5], Lemma 12.12, or [M6], Theorem 3.10. These books contain most of the background material needed in this paper.

Notice that if \( \mu \) satisfies the Frostman condition \( \mu(B(x,r)) \leq r^s \) for all \( x \in \mathbb{R}^n, r > 0 \), then \( I_t(\mu) < \infty \) for all \( t < s \). We have for any Borel set \( A \subset \mathbb{R}^n \) with \( \dim A > 0 \), cf. Theorem 8.9 in [M5],

\[
\dim A = \sup \{ s : \exists \mu \in \mathcal{M}(A) \text{ such that } \mu(B(x,r)) \leq r^s \text{ for all } x \in \mathbb{R}^n, r > 0 \} = \sup \{ s : \exists \mu \in \mathcal{M}(A) \text{ such that } I_s(\mu) < \infty \}.
\] (2.2)

We shall denote by \( f_#\mu \) the push-forward of a measure \( \mu \) under a map \( f : f_#\mu(A) = \mu(f^{-1}(A)) \). The restriction of \( \mu \) to a set \( A \) is defined by \( \mu\llcorner A(B) = \mu(A \cap B) \). The notation \( \ll \) stands for absolute continuity.

The lower and upper \( s \)-densities of \( A \subset \mathbb{R}^n \) are defined by

\[
\theta_s^+(A,x) = \liminf_{r \to 0} (2r)^{-s} \mathcal{H}^s(A \cap B(x,r)), \quad \theta^{**}(A,x) = \limsup_{r \to 0} (2r)^{-s} \mathcal{H}^s(A \cap B(x,r)).
\]

If \( \mathcal{H}^s(A) < \infty \), we have by [M5], Theorem 6.2,

\[
\theta^{**}(A,x) \leq 1 \text{ for } \mathcal{H}^s \text{ almost all } x \in A.
\] (2.3)
For $\nu \in \mathcal{M}(\mathbb{R}^m)$ define the derivative at $u \in \mathbb{R}^m$ by

$$D(\nu, u) = \lim_{\delta \to 0} \alpha(m)^{-1}\delta^{-m}\nu(B(u, \delta)),$$

when the limit exists. It does exist and is finite for $\mathcal{L}^m$ almost all $u \in \mathbb{R}^m$.

The characteristic function of a set $A$ is $\chi_A$. By the notation $M \lessapprox N$ we mean that $M \leq CN$ for some constant $C$. The dependence of $C$ should be clear from the context. The notation $M \approx N$ means that $M \lessapprox N$ and $N \lessapprox M$. By $c$ we mean positive constants with obvious dependence on the related parameters.

3. Dimension of level sets

Let $P_\lambda : \mathbb{R}^n \to \mathbb{R}^m$, $\lambda \in \Lambda$, be orthogonal projections, where $\Lambda$ is a compact metric space. Suppose that $\lambda \mapsto P_\lambda x$ is continuous for every $x \in \mathbb{R}^n$. Let also $\omega$ be a finite non-zero Borel measure on $\Lambda$. These assumptions are just to guarantee that the measurability of the various functions appearing later can easily be checked and that the forthcoming applications of Fubini’s theorem are legitimate. Much less would suffice, using, for example, the general results of [MM].

**Theorem 3.1.** Let $s > m$. Suppose that $P_\lambda \mu \ll \mathcal{L}^m$ for $\omega$ almost all $\lambda \in \Lambda$ and that there exists a positive number $C$ such that

$$\int \int D(P_\lambda \mu, u)^2 d\mathcal{L}^m u d\omega \lambda < C$$

whenever $\mu \in \mathcal{M}(B^n(0, 1))$ is such that $\mu(B(x, r)) \leq r^s$ for $x \in \mathbb{R}^n, r > 0$.

If $A \subset \mathbb{R}^n$ is $\mathcal{H}^s$ measurable, $0 < \mathcal{H}^s(A) < \infty$ and $\theta^s(A, x) > 0$ for $\mathcal{H}^s$ almost all $x \in A$, then for $\mathcal{H}^s \times \omega$ almost all $(x, \lambda) \in A \times \Lambda$,

$$\dim P_\lambda^{-1}\{P_\lambda x\} \cap A = s - m,$$

and for $\omega$ almost all $\lambda \in \Lambda$,

$$\mathcal{L}^m(\{u \in \mathbb{R}^m : \dim P_\lambda^{-1}\{u\} \cap A = s - m\}) > 0.$$

**Proof.** Note first that using (2.3) our assumptions imply that $P_\lambda(\mathcal{H}^s \downarrow A) \ll \mathcal{L}^m$ for $\omega$ almost all $\lambda \in \Lambda$.

For any $\lambda \in \Lambda$ the inequality $\dim P_\lambda^{-1}\{u\} \cap A \leq s - m$ for $\mathcal{L}^m$ almost all $u \in \mathbb{R}^m$ follows for example from [M5], Theorem 7.7. This implies $\dim P_\lambda^{-1}\{P_\lambda x\} \cap A \leq s - m$ for $\mathcal{H}^s$ almost all $x \in A$ whenever $P_\lambda(\mathcal{H}^s \downarrow A) \ll \mathcal{L}^m$. Hence we only need to prove the opposite inequalities.

Define $\mu = 10^{-s}\mathcal{H}^s \downarrow A$. Due to (2.3) we may assume that $\mu(B(x, r)) \leq (r/2)^s$ for $x \in \mathbb{R}^n, r > 0$, by restricting $\mu$ to a suitable subset of $A$ with large measure; the positive lower density property is inherited by subsets by Corollary 6.3 in [M5]. We may also assume that $A$ is compact, which makes it easier to verify the measurabilities.

For $\delta > 0$ define $\mu^\delta \in \mathcal{M}(\mathbb{R}^n)$ by $\mu^\delta(B) = \alpha(n)^{-1}\delta^{-n}\int_B \mu(B(x, \delta)) dx$. For $a, x \in \mathbb{R}^n, r > 0$, define $T_{a,r}(x) = (x - a)/r$ and let $\mu_{a,r} = r^{-s}T_{a,r}(\mu \downarrow B(a, r)) \in \mathcal{M}(B(0, 1))$. 


Then one easily checks that \((\mu^\delta)_{a,r}(B(x, \rho)) \leq \rho^s\) for \(x \in \mathbb{R}^n\) and \(\rho > 0\). Hence for all \(a \in \mathbb{R}^n, r > 0, \delta > 0\),

\[
(3.4) \quad \int \int D(P_{\mathcal{M}}(\mu^\delta)_{a,r}, u)^2 \, d\mathcal{L}^m u \, d\omega \lambda < C.
\]

Let \(0 < \epsilon < \delta < r < 1\). In the following estimate observe that for any \(a, x \in \mathbb{R}^n, u \in \mathbb{R}^m\), if \(|P_{\lambda}(x - a) - ru| \leq \delta\), then

\[
\mathcal{L}^n(\{y \in \mathbb{R}^n : |x - y| \leq 2\delta, |P_{\lambda}(y - a) - ru| \leq \epsilon\}) \approx \delta^{n-m} \epsilon^m.
\]

We obtain

\[
\mu(\{x \in B(a, 2r) : |P_{\lambda}(x - a) - ru| \leq \delta\}) \\
\approx \delta^{m-n} \epsilon^{-m} \int_{\{x \in B(a, 2r) : |P_{\lambda}(x - a) - ru| \leq \delta\} \cap B(a, 2r)} \mathcal{L}^n\{y \in \mathbb{R}^n : |x - y| \leq 2\delta, |P_{\lambda}(y - a) - ru| \leq \epsilon\} \, d\mu x \\
\leq \delta^{m-n} \epsilon^{-m} \int_{\{y \in B(a, 4r) : |P_{\lambda}(y - a) - ru| \leq \epsilon\}} \mu(B(y, 2\delta)) \, d\mathcal{L}^n y \\
= 2^n \alpha(n) \delta^m \epsilon^{-m} \int_{\{y \in B(a, 4r) : |P_{\lambda}(y - a) - ru| \leq \epsilon\} \cap B(u/4, \epsilon/4r)} \, d\mu^2 y \\
= 2^n \alpha(n) (4r)^s \delta^m \epsilon^{-m} P_{\mathcal{M}}(\mu^{2\delta})_{a,4r}(B(u/4, \epsilon/4r)).
\]

Thus

\[
\mu(\{x \in B(a, 2r) : |P_{\lambda}(x - a) - ru| \leq \delta\}) \\
\lesssim r^{s-m} \delta^m \liminf_{\epsilon \to 0} (\epsilon/4r)^{-m} P_{\mathcal{M}}(\mu^{2\delta})_{a,4r}(B(u/4, \epsilon/4r)) \\
= \alpha(m) r^{s-m} \delta^m D(P_{\mathcal{M}}(\mu^{2\delta})_{a,4r}, u/4),
\]

if the limit exists. Therefore

\[
C4^m > \int \int D(P_{\mathcal{M}}(\mu^{2\delta})_{a,4r}, u/4)^2 \, d\mathcal{L}^m u \, d\omega \lambda \\
\geq r^{2m-2s} \delta^{-2m} \int \int \mu(\{x \in B(a, 2r) : |P_{\lambda}(x - a) - ru| \leq \delta\})^2 \, d\mathcal{L}^m u \, d\omega \lambda \\
= r^{2m-2s} \delta^{-2m} \int \int_{B(a,2r)} \int_{B(a,2r)} \mu(\{x \in B(a, 2r) : |P_{\lambda}(x - a) - ru| \leq \delta\}) \, d\mu_x \, d\mu_y \, d\omega \lambda \\
\mathcal{L}^m(\{u : |P_{\lambda}(x - a) - ru| \leq \delta, |P_{\lambda}(y - a) - ru| \leq \delta\}) \, d\mu_x \, d\mu_y \, d\omega \lambda \\
\geq r^{m-2s} \delta^{-m} \int \int_{B(a,r)} \mu(\{y \in B(a, r) : |P_{\lambda}(y - x)| \leq \delta\}) \, d\mu x \, d\omega \lambda \\
\geq r^{m-2s} \gamma^t \int \int_{B(a,r)} r^{-t} \delta^{-m} \mu(\{y \in B(x, r) : |P_{\lambda}(y - x)| \leq \delta\}) \, d\mu x \, d\omega \lambda \\
= r^{-\eta-s} \int \int_{B(a,r)} r^{-t} \delta^{-m} \mu(\{y \in B(x, r) : |P_{\lambda}(y - x)| \leq \delta\}) \, d\mu x \, d\omega \lambda,
\]

where \(0 < t < s - m\) and \(\eta = s - m - t > 0\).
Next we want to show that for $\omega$ almost all $\lambda \in \Lambda$ and $\mu$ almost all $x \in A$,

$$
\lim_{r \to 0} \liminf_{\delta \to 0} r^{-t} \delta^{-m} \mu(\{y \in B(x, r) : |P_{\lambda}(y - x)| \leq \delta\}) = 0.
$$

Let $B \subset A$ be compact and $b$ and $r_0$ positive numbers such that $\mu(B(a, r)) \geq br^s$ for $a \in B$ and $0 < r < r_0$. By the assumption on positive lower density we can find them so that $\mu(A \setminus B)$ is arbitrarily small, whence it is enough to show (3.6) for $\mu$ almost all $x \in B$.

For $j = j_0, j_0 + 1, \ldots$, with $2^{-j_0} < r_0$ choose $a_{j,i} \in B, i = 1, \ldots, k_j$, such that $B \subset \bigcup_i B(a_{j,i}, 2^{-j})$ and the balls $B_{j,i} := B(a_{j,i}, 2^{-j}), i = 1, \ldots, k_j$, have bounded overlap. Let $0 < \delta < 2^{-j}$ and set

$$
f_j(x, \lambda, \delta) = 2^{-jt} \delta^{-m} \mu(\{y \in B(x, 2^{-j}) : |P_{\lambda}(y - x)| \leq \delta\})
$$

and

$$
f_j(x, \lambda) = \liminf_{\delta \to 0} f_j(x, \lambda, \delta).
$$

Then by (3.5)

$$
\iint_{B_{j,i}} f_j(x, \lambda, \delta) \, d\mu x \, d\omega \lambda \lesssim 2^{-nj - sj} \leq 2^{-nj} b^{-1} \mu(B_{j,i}).
$$

By the bounded overlap,

$$
\iint_{B} f_j(x, \lambda, \delta) \, d\mu x \, d\omega \lambda \lesssim 2^{-nj} b^{-1} \mu(A),
$$

Hence by Fatou’s lemma,

$$
\iint_{B} f_j(x, \lambda) \, d\mu x \, d\omega \lambda \lesssim 2^{-nj} b^{-1} \mu(A),
$$

whence

$$
\iint_{B} \sum_{j \geq j_0} f_j(x, \lambda) \, d\mu x \, d\omega \lambda < \infty.
$$

Recalling the definition of $f_j$ we have for $\omega$ almost all $\lambda \in \Lambda$ and $\mu$ almost all $x \in B$,

$$
\lim_{j \to \infty} \liminf_{\delta \to 0} 2^{-jt} \delta^{-m} \mu(\{y \in B(x, 2^{-j}) : |P_{\lambda}(y - x)| \leq \delta\}) = 0.
$$

This implies (3.6).

To finish the proof set for $\lambda \in \Lambda$,

$$
E_\lambda = \{x \in A : H_t(P_{\lambda}^{-1}\{P_{\lambda}x\} \cap A) = 0\}.
$$

Then by Lemma 3.2 below

$$
\limsup_{r \to 0} \liminf_{\delta \to 0} r^{-t} \delta^{-m} \mu(\{y \in B(x, r) : |P_{\lambda}(y - x)| \leq \delta\}) = \infty
$$

for $\mu$ almost all $x \in E_\lambda$. On the other hand, by (3.6) for $\omega$ almost all $\lambda \in \Lambda$ and $\mu$ almost all $x \in A$,

$$
\limsup_{r \to 0} \liminf_{\delta \to 0} r^{-t} \delta^{-m} \mu(\{y \in B(x, r) : |P_{\lambda}(y - x)| \leq \delta\}) = 0.
$$
Hence $\mu(E_\lambda) = 0$ for $\omega$ almost all $\lambda \in \Lambda$. It follows from Fubini’s theorem that $\mu \times \omega(\{(x, \lambda) : x \in E_\lambda\}) = 0$, and so $\dim P^{-1}_\lambda\{P_x x\} \cap A \geq t$ for $\mu \times \omega$ almost all $(x, \lambda) \in A \times \Lambda$. Now \cite{lemma3.2} follows by the arbitrariness of $t < s - m$ and then \cite{lemma3.3} follows from the absolute continuity.

\begin{lemma}
Let $s > m$ and $t > 0$. Suppose that $E \subset \mathbb{R}^n$ is a Borel set and $P : \mathbb{R}^n \to \mathbb{R}^m$ is an orthogonal projection. If $\mathcal{H}^t(E \cap P^{-1}\{u\}) = 0$ for all $u \in \mathbb{R}^m$, then for any $\mu \in \mathcal{M}(E)$,

$$\limsup_{r \to 0} \liminf_{\delta \to 0} r^{-t} \delta^{-m} \mu(\{y \in E \cap B(x, r) : |P(y - x)| \leq \delta\}) = \infty$$

for $\mu$ almost all $x \in E$.

Essentially this was proved by Marstrand in \cite{Marstrand}, Lemma 16, in the plane. The same proof works here, but I give a partially different argument.

\begin{proof}
Let $F \subset E$ be compact such that for some positive numbers $r_0$ and $C$ we have for $x \in F$ and $0 < r < r_0$,

\begin{equation}
\lim_{\delta \to 0} \inf r^{-t} \delta^{-m} \mu(\{y \in F \cap B(x, r) : |P(y - x)| \leq \delta\}) < C.
\end{equation}

It suffices to show that $\mu(F) = 0$.

For fixed $x_0 \in F$, $0 < r < r_0/2$, define $\nu = P_x(\mu \mathbb{1} F \cap B(x_0, r)) \in \mathcal{M}(P(F \cap B(x_0, r)))$. If $u \in \text{spt} \nu$ then $u = Px$ for some $x \in F \cap B(x_0, r)$. By \cite{lemma3.7},

$$\liminf_{\delta \to 0} \delta^{-m} \nu(B(u, \delta)) \leq \liminf_{\delta \to 0} \delta^{-m} \mu(\{y \in B(x, 2r) : |P(y - x)| \leq \delta\}) < (2r)^t C.$$

This implies that $\nu < < \mathcal{L}^m$ and for $\delta > 0$,

$$\nu(B(Px_0, \delta)) = \int_{B(Px_0, \delta)} D(\nu, u) \, d\mathcal{L}^m u < (2r)^t C \delta^m,$$

whence

\begin{equation}
\mu(\{y \in F \cap B(x_0, r) : |P(y - x_0)| \leq \delta\}) < (2r)^t C \delta^m.
\end{equation}

We can find a point $u \in \mathbb{R}^m$ and $c, \delta_u > 0$ such that

\begin{equation}
\mu(F \cap P^{-1}(B(u, \delta))) \geq c \delta^m \mu(F)
\end{equation}

for $0 < \delta < \delta_u$. This follows by an easy application of Vitali’s covering theorem in $\mathbb{R}^m$.

Let $\epsilon > 0$ and $V = P^{-1}\{u\}$. As $\mathcal{H}^t(F \cap V) = 0$ and $F \cap V$ is compact, there are balls $B_i = B(x_i, r_i), x_i \in F \cap V, i = 1, \ldots, k$, with the balls $B(x_i, r_i/2)$ covering $F \cap V$, such that $r_i < r_0$ and $\sum_{i=1}^k r_i^t < \epsilon$. Notice that unless $\mu(F) = 0$, $F \cap V \neq \emptyset$ by \cite{lemma3.9}. For sufficiently small $\delta > 0$,

\begin{equation}
F \cap P^{-1}(B(u, \delta)) \subset \bigcup_{i=1}^k F \cap B(x_i, r_i) \cap P^{-1}(B(u, \delta)),
\end{equation}

and by \cite{lemma3.8},

\begin{equation}
\delta^{-m} \mu(F \cap B(x_i, r_i) \cap P^{-1}(B(u, \delta))) < (2r_i^t) C.
\end{equation}
Putting together (3.9), (3.10) and (3.11), we obtain
\[ c \mu(F) \leq 2^i C \sum_{i=1}^{k} r_i < 2^i C \epsilon, \]
from which the lemma follows. \(\square\)

Remark 3.3. If \( P : \mathbb{R}^n \to \mathbb{R}^m \) is an orthogonal projection, we can take in Theorem 3.1 \( \Lambda = \{P\} \) and \( \omega \) the point mass to get a result for an individual projection. However I don’t know of any case where this could be useful.

For an application to intersections we shall need the following product set version of Theorem 3.4. There \( P_\lambda : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^m, \lambda \in \Lambda, \) are orthogonal projections with the same assumptions as before.

**Theorem 3.4.** Let \( s, t > 0 \) with \( s + t > m \). Suppose that \( P_\lambda(\mu \times \nu) << L^m \) for \( \omega \) almost all \( \lambda \in \Lambda \) and there exists a positive number \( C \) such that

\[ (3.12) \quad \int \int D(P_\lambda(\mu \times \nu), u)^2 \, dL^m u \, d\omega \lambda < C \]

whenever \( \mu \in \mathcal{M}(B^2(0,1)), \nu \in \mathcal{M}(B^p(0,1)) \) such that \( \mu(B(x,r)) \leq r^s \) for \( x \in \mathbb{R}^n, r > 0, \) and \( \nu(B(y,r)) \leq r^t \) for \( y \in \mathbb{R}^p, r > 0. \)

If \( A \subset \mathbb{R}^n \) is \( \mathcal{H}^s \) measurable, \( 0 < \mathcal{H}^s(A) \leq \infty, B \subset \mathbb{R}^p \) is \( \mathcal{H}^t \) measurable, \( 0 < \mathcal{H}^t(B) \leq \infty, \) \( \theta^s(A, x) \geq 0 \) for \( \mathcal{H}^s \) almost all \( x \in A, \) and \( \theta^t(B, y) > 0 \) for \( \mathcal{H}^t \) almost all \( y \in B, \) then for \( \mathcal{H}^s \times \mathcal{H}^t \times \omega \) almost all \( (x, y, \lambda) \in A \times B \times \Lambda, \)

\[ (3.13) \quad \dim P_\lambda^{-1}(P_\lambda(x, y)) \cap (A \times B) = s + t - m, \]

and for \( \omega \) almost all \( \lambda \in \Lambda, \)

\[ (3.14) \quad L^m(\{u \in \mathbb{R}^m : \dim P_\lambda(A \times B) = s + t - m\}) > 0. \]

**Proof.** The proof is essentially the same as that of Theorem 3.1. We now have the inequality \( \dim P_\lambda^{-1}(u) \cap (A \times B) \leq \dim A \times B - m \) for almost all \( u \in \mathbb{R}^m \) by [M5], Theorem 7.7, and by [M5], Theorem 6.13 and Corollary 8.11, the positive lower densities imply \( \dim A \times B = s + t. \) The corresponding inequality for (3.13) follows from absolute continuity. So we again only need to prove the opposite inequalities. For them we just apply the same argument to \( \mu \times \nu = (\mathcal{H}^s \bigcup A) \times (\mathcal{H}^t \bigcup B) \) in place of \( \mu = \mathcal{H}^s \bigcup A. \) \(\square\)

4. Applications

We now apply Theorem 3.4 to the Hausdorff dimension of intersections.

**Theorem 4.1.** Let \( s, t > 0 \) with \( s + (n-1)t/n > n \) and let \( A \subset \mathbb{R}^n \) be \( \mathcal{H}^s \) measurable, \( 0 < \mathcal{H}^s(A) \leq \infty, \) and let \( B \subset \mathbb{R}^n \) be \( \mathcal{H}^t \) measurable, \( 0 < \mathcal{H}^t(B) \leq \infty, \) \( \theta^s(A, x) \geq 0 \) for \( \mathcal{H}^s \) almost all \( x \in A, \) and \( \theta^t(B, y) > 0 \) for \( \mathcal{H}^t \) almost all \( y \in B. \) Then for \( \mathcal{H}^s \times \mathcal{H}^t \times \theta_n \) almost all \( (x, y, g) \in A \times B \times O(n), \)

\[ (4.1) \quad \dim A \cap (g(B - y) + x) = s + t - n, \]

and for \( \theta_n \) almost all \( g \in O(n), \)

\[ (4.2) \quad L^n(\{z \in \mathbb{R}^n : \dim A \cap (g(B) + z) = s + t - n\}) > 0. \]
Proof. We apply Theorem 3.4 with $P_{g} : \mathbb{R}^{2n} \to \mathbb{R}^{n}, P_{g}(x, y) = x - g(y), x, y \in \mathbb{R}^{n}, g \in O(n)$. The validity of its assumptions follows from the proof of Theorem 4.2 in [MS], but I give the short argument here. It is based on the estimates of Wolff [W] and Du and Zhang [DZ] on quadratic spherical averages of the Fourier transform.

Let $0 < s < \dim A$ and $0 < t < \dim B$ with $s + (n - 1)t/n > n$ and let $\mu, \nu \in \mathcal{M}(B^{n}(0, 1))$, with $\mu(B(x, r)) \leq r^{s}, \nu(B(x, r)) \leq r^{t}$ for $x \in \mathbb{R}^{n}, r > 0$. Set for $r > 1$,

$$\sigma(\nu)(r) = \int_{S^{n-1}} |\widehat{\nu}(rv)|^{2} d\sigma^{n-1}v.$$ 

Let $0 < t' < t$ with $s + (n - 1)t'/n > n$. Then by [DZ],

$$\sigma(\nu)(r) \lesssim r^{-(n-1)t'/n}. \quad (4.3)$$

To apply Theorem 3.4 we need that the implicit constant here is independent of $\nu$ as long as $\nu \in \mathcal{M}(B^{n}(0, 1))$ and $\nu(B(x, r)) \leq r^{t}$ for $x \in \mathbb{R}^{n}, r > 0$. It is not stated in [DZ], but it can be checked from the proofs.

As $P_{g}^{*}(\mu \times \nu)(\xi) = \widehat{\mu}(\xi)\widehat{\nu}(-g^{-1}(\xi))$ we have

$$\int \int |P_{g}^{*}(\mu \times \nu)(\xi)|^{2} d\xi d\theta_{n}g = c \int \sigma(\nu)(|\xi|)|\widehat{\mu}(\xi)|^{2} d\xi \leq \mathcal{L}^{n}(B(0, 1)) + \int_{|\xi| > 1} |\widehat{\mu}(\xi)|^{2} d\xi \lesssim \mathcal{L}^{n}(B(0, 1)) + c'\int_{n-1}^{n} \mathcal{L}^{n}(B(0, 1)) + c' \int_{n-1}^{n} \mu|x|^{2} d\xi$$

$$\leq \mathcal{L}^{n}(B(0, 1)) + c' \mathcal{I}_{n}(n-1)\mu|x| < \infty.$$ 

since $n - (n-1)t'/n < s$.

We can now apply (3.13) of Theorem 3.4. It gives $P_{g}^{-1}\{P_{g}(x, y)\} \cap (A \times B) = s + t - n$ for $\mathcal{H}^{s} \times \mathcal{H}^{t} \times \theta_{n}$ almost all $(x, y, g) \in A \times B \times O(n)$. Notice that $(u, v) \in P_{g}^{-1}\{P_{g}(x, y)\} \cap (A \times B)$ if and only if $u \in A, v \in B$ and $u = g(v + y) + x$, that is,

$$A \cap (g(B - y) + x) = \Pi(P_{g}^{-1}\{P_{g}(x, y)\} \cap (A \times B)), \quad \Pi(x, y) = x$$

where the projection $\Pi(x, y) = x$ is a constant times isometry on any $n$-plane $\{(u, v) : u = g(v) + w\}$. Hence (4.1) follows. In the same way (4.2) follows from (3.14) of Theorem 3.4.

In [MS] (4.4) was proven also for other measures on $O(n)$ in place of $\theta_{n}$ yielding dimension estimates for exceptional subsets of $O(n)$. Combining this with Theorem 3.4 we obtain with the same proof as above:

**Theorem 4.2.** Suppose the assumptions of Theorem 4.2 are valid. Let $E$ be the set of $g \in O(n)$ for which one of the conclusions (4.1) or (4.2) fails. Then $\dim E \leq 2n - 1 - s - (n - 1)t/n + (n - 1)(n - 2)/2$.

The assumptions of Theorem 4.1 are known to hold in many cases, consequently we obtain dimension formulas for the corresponding plane sections. For example, $(x, y) \mapsto x - ty, x, y \in \mathbb{R}^{n}, t \in \mathbb{R},$ is a special case of projections considered by Oberlin in [O] and $(x, y) \mapsto x - g(y), x, y \in \mathbb{R}^{n}, g \in O(n),$ was studied in [MS]. However, it seems that Orponen’s methods from [O] yield the same same results and without any lower density assumptions.
HAUSDORF DIMENSION OF INTERSECTIONS WITH PLANES AND GENERAL SETS
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