RANDOM CONES IN HIGH DIMENSIONS II: WEYL CONES
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ABSTRACT. We consider two models of random cones together with their duals. Let $Y_1, \ldots, Y_n$ be independent and identically distributed random vectors in $\mathbb{R}^d$ whose distribution satisfies some mild condition. The random cones $G_{n,d}^A$ and $G_{n,d}^B$ are defined as the positive hulls $\text{pos}\{Y_1 - Y_2, \ldots, Y_{n-1} - Y_n\}$, respectively $\text{pos}\{Y_1 - Y_2, \ldots, Y_{n-1} - Y_n, Y_n\}$, conditioned on the event that the respective positive hull is not equal to $\mathbb{R}^d$. We prove limit theorems for various expected geometric functionals of these random cones, as $n$ and $d$ tend to infinity in a coordinated way. This includes limit theorems for the expected number of $k$-faces and the $k$-th conic quermassintegrals, as $n$, $d$ and sometimes also $k$ tend to infinity simultaneously. Moreover, we uncover a phase transition in high dimensions for the expected statistical dimension for both models of random cones.
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1. INTRODUCTION

A polyhedral cone (just called cone in this paper for simplicity) $C \subset \mathbb{R}^d$, $d \in \mathbb{N}$, is defined as an intersection of finitely many closed half-spaces whose bounding hyperplanes pass through the origin. The present paper deals with polyhedral cones whose bounding hyperplanes are chosen randomly. Two natural models for random cones, the so-called Cover-Efron and Donoho-Tanner random cones together with their dual cones were already treated in part I [7] of this series of papers. Let us recall that the Cover-Efron random cone in $\mathbb{R}^d$, for independent random vectors $X_1, \ldots, X_n$ taking values in $\mathbb{R}^d$ and being identically distributed according to a symmetric density
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like the standard Gaussian distribution on \( \mathbb{R}^d \), is defined as the random positive hull
\[
pos\{X_1, \ldots, X_n\} := \left\{ \sum_{i=1}^{n} \lambda_i X_i : \lambda_1, \ldots, \lambda_n \geq 0 \right\},
\]
conditioned on the event that \( \text{pos}\{X_1, \ldots, X_n\} \neq \mathbb{R}^d \). These cones were first introduced and studied in the classical work of Cover and Efron [3]. The Donoho-Tanner random cone in \( \mathbb{R}^d \) is defined as the random cone \( \text{pos}\{X_1, \ldots, X_n\} - \text{without any conditioning} \) – and was introduced by Donoho and Tanner [4]. In part I [7] of this series, continuing and expanding the work of Hug and Schneider [11], we proved limit theorems for various expected combinatorial and geometric functionals, like the expected number of \( k \)-dimensional faces or the conic intrinsic volumes, for Cover-Efron and Donoho-Tanner random cones, and their duals, in high-dimensions, that is, in regimes where the number of vectors \( n \) and the dimension \( d \) tend to infinity simultaneously in a coordinated way. In particular, the papers [4, 7, 11, 12] uncovered a number of high-dimensional threshold phenomena and phase transitions.

In the present part II we apply similar methods as in [7, 11] to develop analogous limit theorems for two different classes of random cones, the so-called Weyl random cones of type \( A \) and \( B \). To define them, let \( Y_1, Y_2, \ldots \) be a sequence of independent random vectors in \( \mathbb{R}^d \) distributed according to a probability measure \( \mu \) on \( \mathbb{R}^d \) that assigns measure zero to each affine hyperplane. Then, as in [6], we consider the following two random cones, for the notion of the dual of a cone we refer to [12] below.

1. Let \( G_{n,d}^A \) be the random cone whose distribution is that of \( \text{pos}\{Y_1 - Y_2, \ldots, Y_{n-1} - Y_n\} \), conditioned on the event that \( \text{pos}\{Y_1 - Y_2, \ldots, Y_{n-1} - Y_n\} \neq \mathbb{R}^d \). Then the Weyl random cone \( W_{n,d}^A := (G_{n,d}^A)^{\circ} \) of type \( A \) is the dual cone of \( G_{n,d}^A \).
2. Let \( G_{n,d}^B \) be the random cone whose distribution is that of \( \text{pos}\{Y_1 - Y_2, \ldots, Y_{n-1} - Y_n, Y_n\} \), again conditioned on the event that this cone is different from \( \mathbb{R}^d \). Then the Weyl random cone \( W_{n,d}^B := (G_{n,d}^B)^{\circ} \) of type \( B \) is the dual cone of \( G_{n,d}^B \).

In Section 3 we will introduce the Weyl random cones in a different, but equivalent, way as typical cell configurations of a conical Weyl random tessellations of type \( A \) and \( B \), respectively.

The combinatorial and geometric properties of the Weyl random cones \( W_{n,d}^A \) and \( W_{n,d}^B \) are closely linked to characteristics of the Weyl chambers of the classical reflection arrangements \( \text{arr}(A_{n-1}) \) and \( \text{arr}(B_n) \) of types \( A_{n-1} \) and \( B_n \) in \( \mathbb{R}^n \), respectively. The latter are given by
\[
\text{arr}(A_{n-1}) := \{(e_i - e_j)^\perp : 1 \leq i < j \leq n\},
\]
\[
\text{arr}(B_n) := \{(e_i - e_j)^\perp, (e_i + e_j)^\perp : 1 \leq i < j \leq n\} \cup \{e_i^\perp : 1 \leq i \leq n\},
\]
where \( e_1, \ldots, e_n \) is the standard orthonormal basis in \( \mathbb{R}^n \), and the Weyl chambers are the closed polyhedral cones into which the hyperplanes of these arrangements dissect the space. It has been shown in [6] that formulas for the expected number of \( k \)-faces or the expected conic intrinsic volumes of the Weyl random cones \( W_{n,d}^A \) and \( W_{n,d}^B \) can be reduced to questions about the number of faces or chambers of the reflection arrangements \( \text{arr}(A_{n-1}) \) and \( \text{arr}(B_n) \) that are intersected by a random linear subspace. The answers to these questions in turn can be expressed in terms of the characteristic polynomials of the two hyperplane arrangements. The coefficients of these polynomials are known as the Stirling numbers of first kind \( A(n,k) \) and their \( B \)-analogues \( B(n,k) \), \( k \in \{0, 1, \ldots, n\} \). Both sequences induce a probability distribution on the discrete set \( \{0, 1, \ldots, n\} \) and limit theorems for the random variables distributed according to these laws play an essential role in this paper. We remark that the resulting distributions are convolutions of Bernoulli distributions.
However, while in the setting of Cover-Efron and similar cones studied in [4, 7, 11, 12] the parameters of these distributions were all the same, namely 1/2, this is no more the case in the present paper, which makes the probabilistic arguments more involved.

To illustrate the types of results we develop in this paper, let us present two representative examples. To treat both types of random cones simultaneously, here and throughout the paper let $\cdot$ be one of the symbols $A$ or $B$ and $W_{n,d}^\bullet$, respectively $G_{n,d}^\bullet$, be the Weyl random cone and its dual. Also, put $\sigma_A := 1$ and $\sigma_B := 1/2$. We are interested in the expected number of $k$-faces $\mathbb{E}f_k(G_{n,d}^\bullet)$ of the random cones $G_{n,d}^\bullet$, as $n \to \infty$. We consider the situation where both $k$ and $d$ depend on $n$ in such a way that $d = n - \sigma x \log n + o(\log n)$, as $n \to \infty$, and $x > 0$ is constant. Theorem 4.1 below uncovers the following phase transition. If $x > 1$, we show that

$$
\lim_{n \to \infty} \frac{\mathbb{E}f_k(G_{n,d}^\bullet)}{(n+1-2\sigma x)} = \begin{cases} 
1 & : k = o(n), \\
(1 - \alpha)^{x-1} & : k = \alpha n + o(n), \alpha \in (0,1), \\
0 & : k = n + o(n),
\end{cases}
$$

while for $x \in (0,1)$ it holds that

$$
\lim_{n \to \infty} \frac{\mathbb{E}f_k(G_{n,d}^\bullet)}{(n+1-2\sigma x)} = \begin{cases} 
1 & : k = n - \exp\{c \log n + o(\log n)\} \text{ with } c \in (x,1), \\
1 - \Phi(\alpha) & : k = n - \exp\{\sigma^{-1}(n - d - \alpha \sqrt{x} \log n)\}, \alpha \in \mathbb{R}, \\
0 & : k = n - \exp\{c \log n + o(\log n)\} \text{ with } c \in (0,x),
\end{cases}
$$

where $\Phi$ denotes the distribution function of a standard normal distributed random variable. Furthermore, Theorem 4.2 yields a kind of large deviations principle for $\mathbb{E}f_k(G_{n,d}^\bullet)$. Namely, if we assume in addition that $k = n - \exp\{c \log n + o(\log n)\}$, then for all $x > 0$ and $c \in (0,1)$ we prove that

$$
\lim_{n \to \infty} \frac{1}{\log n} \log \frac{\mathbb{E}f_k(G_{n,d}^\bullet)}{(n+1-2\sigma x)} = \begin{cases} 
x \log c - c + 1 & : x > 1, \\
x - x \log x + x \log c - c & : x \in (0,1), c \in (0,x), \\
0 & : x \in (0,1), c \in (x,1).
\end{cases}
$$

Similar results are obtained for the so-called conic intrinsic volumes and the conic quermassintegrals of the random cones $G_{n,d}^\bullet$ and $W_{n,d}^\bullet$ as well.

This paper is structured as follows. Section 2 introduces some notation, contains the formal definitions of various geometric functionals for convex cones and collects limit theorems for Stirling numbers of the first kind and their B-analogues. In Section 3 we formally introduce the Weyl tessellations which are used to define the cones $G_{n,d}^A$ and $G_{n,d}^B$, or rather their duals, the Weyl random cones. We also rephrase there a number of known results on which our work is based. In Sections 4, 5 and 6 we state and prove the limit theorems for the expectations of various combinatorial and geometric functionals of the cones $G_{n,d}^A$ and $G_{n,d}^B$, as well as their dual cones.

2. Preliminaries

2.1. Notation. In this paper $N(0,1)$ denotes a standard normal random variable and $\Phi$ the distribution function of $N(0,1)$, that is,

$$
\Phi(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt, \quad x \in \mathbb{R}.
$$
The almost sure convergence of sequences of random variables indexed by $n$ is denoted by $\xrightarrow{a.s.}$, the convergence in probability by $\xrightarrow{P}$, while the convergence in distribution is denoted by $\xrightarrow{d}$. We slightly abuse notation and write $X_n \xrightarrow{d} X$ or $X_n \xrightarrow{a.s.} \mu$ to indicate that the sequence of random variables $X_n$ converges in distribution to a random variable $X$ with law $\mu$.

Two sequences $(a_n)_{n \geq 0}$ and $(b_n)_{n \geq 0}$ of real numbers are asymptotically equivalent, as $n \to \infty$, if $a_n/b_n$ converges to 1, as $n \to \infty$. This is denoted by $a_n \sim b_n$, or $a_n \sim b_n$ if the index tending to infinity is clear from the context. Moreover, we use the well-known Landau-notation $o(a_n)$ for a sequence that tends to 0, as $n \to \infty$, after being divided by $a_n$. Similarly, we say $b_n = O(a_n)$, as $n \to \infty$, if

$$\limsup_{n \to \infty} \frac{|b_n|}{|a_n|} < \infty.$$ 

### 2.2. Limit theorems for Stirling numbers of the first kind and their $B$-analogues.

Throughout this paper, the arguments for most results are based on various limit theorems for Stirling numbers of the first kind and their so-called $B$-analogues. The Stirling number of the first kind $A_{n,k}$ is defined as the number of permutations of the set $\{1, \ldots, n\}$, $n \in \mathbb{N}$, having exactly $k \in \{1, \ldots, n\}$ cycles. Equivalently, the Stirling numbers are the coefficients of the polynomial

$$t(t+1) \cdots (t+n-1) = \sum_{k=1}^{n} A(n,k) t^k \quad (2.1)$$

and, by convention, we put $A(n,k) = 0$ for $k \notin \{1, \ldots, n\}$. Similarly, the $B$-analogues of the Stirling number of first kind are denoted by $B(n,k)$ and can be defined as the coefficients of the polynomial

$$(t+1)(t+3) \cdots (t+2n-1) = \sum_{k=0}^{n} B(n,k) t^k; \quad (2.2)$$

again we put $B(n,k) = 0$ for $k \notin \{0, \ldots, n\}$.

Next, we introduce the following notation. For $\bullet \in \{A, B\}$ we define

$$\sigma_\bullet := \begin{cases} 
1 & : \bullet = A \\
\frac{1}{2} & : \bullet = B.
\end{cases}$$

Then, we can introduce the random variable $S_n^\bullet$, $n \in \mathbb{N}$, as the sum

$$S_n^\bullet := \sum_{k=1}^{n} \text{Bern}\left(\frac{\sigma_\bullet}{k}\right),$$

where $\{\text{Bern}(\sigma_\bullet/k) : k \geq 1\}$ is a sequence of independent Bernoulli random variables with parameters as indicated in brackets. More precisely, for $p \in [0,1]$, the distribution of $\text{Bern}(p)$ is given by

$$\text{P}[\text{Bern}(p) = 1] = p \quad \text{and} \quad \text{P}[\text{Bern}(p) = 0] = 1 - p.$$ 

We note that $S_n^\bullet$ is defined in such a way that its probability mass function is given by the (normalized) Stirling numbers (if $\bullet = A$) or their (normalized) $B$-analogues (if $\bullet = B$). That is,

$$\text{P}[S_n^\bullet = k] = \frac{\binom{n}{k}}{n!} \sigma_\bullet^n, \quad k \in \{0, 1, \ldots, n\}.$$
Indeed, this easily follows from the product structure of the generating function of \( S_n \), for example. From [5] Example 2.1.3 for case \( \bullet = A \) and [13] Lemma 5.3 for case \( \bullet = B \) it is known that the sequence of random variables \( S_n \) satisfies the following mod-Poisson convergence:

\[
\lim_{n \to \infty} \frac{\mathbb{E}[e^{zS_n^\bullet}]}{e^{\sigma^\bullet \log n (e^z-1)}} = \Psi^\bullet(z) := \frac{1}{\Gamma(\sigma^\bullet(e^z + 2(1 - \sigma^\bullet)))}, \quad z \in \mathbb{C}, \tag{2.3}
\]

where we recall that \( e^{\sigma^\bullet \log n (e^z-1)} \) is the moment generating function of a Poisson random variable with parameter \( \sigma^\bullet \log n \). In fact, \( \Psi_A(z) = 1/\Gamma(e^z) \) as in [5] Example 2.1.3, while \( \Psi_B(z) = 1/\Gamma(\frac{e^z + 1}{2}) \). In the latter case, an application of Legendre’s duplication formula yields that \( \Psi_B \) can be rewritten as \( \Psi_B(z) = \frac{2^{e^z} \Gamma(\frac{e^z}{2})}{\sqrt{\pi} \Gamma(e^z)} \), which is the form of \( \Psi_B \) used in [13] Lemma 5.3.

From the mod-Poisson convergence (2.3) a number of probabilistic limit theorems and estimates follow, see [5] Theorem 3.3.1 for (i), [13] Theorem 5.2 for (ii), [5] Example 3.2.6 for claim (iv) and [5] Theorem 3.2.2 for (v).

(i) We have the central limit theorem

\[
\frac{S_n^\bullet - \sigma^\bullet \log n}{\sqrt{\sigma^\bullet \log n}} \xrightarrow{d} N(0, 1), \tag{2.4}
\]

where \( N(0, 1) \) is a standard Gaussian random variable.

(ii) We have the following central limit type result for the random variables \( S_n^\bullet \):

\[
\lim_{n \to \infty} 2 \sum_{\ell=1,3,...} \mathbb{P}[S_n^\bullet = \sigma^\bullet \log n + v_n \sqrt{\sigma^\bullet \log n} - \ell] = \Phi(v), \tag{2.5}
\]

where \( v_n \to v \) is any convergent real sequence such that \( \sigma^\bullet \log n + v_n \sqrt{\sigma^\bullet \log n} \in \mathbb{N} \) for all \( n \in \mathbb{N} \).

(iii) We have the following weak law of large numbers

\[
\frac{S_n^\bullet}{\sigma^\bullet \log n} \xrightarrow{p} 1, \tag{2.6}
\]

which follows directly from the central limit theorem (2.4).

(iv) In what follows, we let \((z_n)_{n \in \mathbb{N}}\) be a sequence satisfying \( z_n \to z \in \mathbb{R} \), as \( n \to \infty \), and \( z_n \sigma^\bullet \log n \in \mathbb{N} \) for each \( n \in \mathbb{N} \). As \( n \to \infty \), we have the asymptotic relationships

\[
\mathbb{P}[S_n^\bullet = z_n \sigma^\bullet \log n] = \frac{n^{-(z_n \log z_n - z_n + 1)}}{\sqrt{2\pi z \log n}} \Psi^\bullet(\log z) \left( 1 + O\left( \frac{1}{\log n} \right) \right)
\]

for \( z > 0 \) and

\[
\mathbb{P}[S_n^\bullet \geq z_n \sigma^\bullet \log n] = \frac{n^{-(z_n \log z_n - z_n + 1)}}{\sqrt{2\pi z \log n}} \frac{z}{z - 1} \Psi^\bullet(\log z) \left( 1 + O\left( \frac{1}{\log n} \right) \right)
\]

for \( z > 1 \).

(v) For \( \ell \in \mathbb{Z} \) and \( z > 0 \) we have that

\[
\mathbb{P}[S_n^\bullet = z_n \sigma^\bullet \log n + \ell] \sim \frac{n^{-(z_n \log z_n - z_n + 1)}}{\sqrt{2\pi z \log n}} \Psi^\bullet(\log z) z^{-\sigma^\bullet \ell}. \tag{2.8}
\]

We note that from (iv) it follows that, for \( z > 1 \),

\[
\sum_{\ell=1,3,...} \mathbb{P}[S_n^\bullet = z_n \sigma^\bullet \log n + \ell] \sim \frac{n^{-(z_n \log z_n - z_n + 1)}}{\sqrt{2\pi z \log n}} \Psi^\bullet(\log z) \frac{z^\sigma^\bullet}{z^{2\sigma^\bullet} - 1} \to 0, \tag{2.9}
\]
while for \( z \in (0,1) \) it holds that
\[
\sum_{\ell=1,3,\ldots} \mathbb{P}(S_n^\ast = z_n \sigma \log n + \ell) \xrightarrow{n \to \infty} \frac{1}{2} - \frac{n^{-(z_n \log z_n - z_n + 1)}}{\sqrt{2n} \log n} \Psi_\ast (\log z) \frac{z^{\sigma \ast}}{1 - z^{2\sigma \ast}} \xrightarrow{n \to \infty} \frac{1}{2}.
\] (2.10)

Indeed, the first relation is a consequence of the dominated convergence theorem, whose application can formally be justified by the fact that the sequence of Stirling numbers and the sequence of their \( B \)-analogues are log-concave (which in turn is a consequence of recurrence relations for \( A(n,\ell) \) and \( B(n,\ell) \)). The second claim follows the same way, additionally using that
\[
\bullet(n,0) + \bullet(n,2) + \ldots = \bullet(n,1) + \bullet(n,3) + \ldots = \frac{n!}{2\sigma^2},
\] (2.11)
for all \( n \geq 2 \), a relation which arises from inserting \( t = \pm 1 \) into (2.1) and (2.2).

2.3. **Convex cones and their intrinsic volumes.** The positive hull of a set \( M \subset \mathbb{R}^d \) is defined as
\[
\text{pos } M := \left\{ \sum_{i=1}^{m} \lambda_i t_i : m \in \mathbb{N}, t_1, \ldots, t_m \in M, \lambda_1, \ldots, \lambda_m \geq 0 \right\}.
\]
A convex set \( C \subset \mathbb{R}^d \) is called a **convex polyhedral cone** (or just a cone) if it is a positive hull of finitely many vectors.

A linear hyperplane \( H \) supports a cone \( C \), provided that \( C \) is contained in one of the two closed half-spaces determined by \( H \). If \( H \) is a supporting hyperplane of \( C \) then \( C \cap H \) is called a **face** of \( C \). We say that a face has dimension \( k \in \{0,1,\ldots,d\} \) if its linear hull is a \( k \)-dimensional linear subspace of \( \mathbb{R}^d \). The set of all \( k \)-dimensional faces (\( k \)-faces for short) of a cone \( C \) is denoted by \( \mathcal{F}_k(C) \) and we let \( f_k(C) := \# \mathcal{F}_k(C) \) be the number of \( k \)-faces of \( C \).

The **dual cone** \( C^\circ \) of a cone \( C \subset \mathbb{R}^d \) is given as
\[
C^\circ := \{ v \in \mathbb{R}^d : \langle v, x \rangle \leq 0 \text{ for all } x \in C \},
\] (2.12)
where \( \langle \cdot, \cdot \rangle \) is the usual Euclidean scalar product in \( \mathbb{R}^d \).

We now introduce two series of geometric quantities associated with a convex cone \( C \subset \mathbb{R}^d \).

For \( k \in \{0,1,\ldots,d\} \) the **\( k \)-th conic intrinsic volume** \( v_k(C) \) of \( C \) is defined as
\[
v_k(C) := \sum_{F \in \mathcal{F}_k(C)} \mathbb{P}[\Pi_C(g) \in \text{relint } F],
\]
where \( g \) is a standard Gaussian random vector in \( \mathbb{R}^d \), relint \( F \) denotes the relative interior of \( F \) and \( \Pi_C(x) \), \( x \in \mathbb{R}^d \), is the point \( y \in C \) minimizing the Euclidean distance to \( x \), the so-called metric projection of \( x \) onto \( C \). An equivalent definition of the conic intrinsic volumes using the spherical Steiner formula can be found in [14, Section 6.5]. For further properties we refer to in [1] Section 2.2, and also [14, Section 6.5].

Next, for a cone \( C \subset \mathbb{R}^d \) that is not a linear subspace, the **\( k \)-th conic quermassintegral** of \( C \), \( k \in \{0,1,\ldots,d\} \), is defined as
\[
U_k(C) := \frac{1}{2} \mathbb{P}[C \cap W_{d-k} \neq \{0\}],
\]
Figure 1. Weyl tessellations of type $A$ (left) and $B$ (right) intersected with the unit sphere in $\mathbb{R}^3$ generated by $n = 10$ points. The vectors $Y_1, \ldots, Y_n$ (red points) were drawn independently and uniformly from the unit sphere.

where $W_{d-k}$ is a uniformly distributed $(d-k)$-subspace random in the Grassmannian $G(d,d-k)$ of all $(d-k)$-linear subspaces of $\mathbb{R}^d$. For a $j$-dimensional linear subspace $L_j \subset \mathbb{R}^d$, we put

$$ U_k(L_j) := \begin{cases} 1 & : j - k > 0 \text{ and odd} \\ 0 & : j - k \leq 0 \text{ or even.} \end{cases} $$

We remark that if $C$ is not a linear subspace, the quantity $2U_k(C)$ is also known as the $k$-th Grassmann angle of $C$ and was introduced by Grünbaum [8]. For further properties of the conic quermassintegrals see also [10, Section 2].

3. Weyl tessellations, Weyl random cones and their duals

Fix a probability measure $\mu$ on $\mathbb{R}^d$, which satisfies $\mu(H) = 0$ for each (linear and affine) hyperplane $H$ in $\mathbb{R}^d$, and let $Y_1, Y_2, \ldots$ be a sequence of independent random vectors with distribution $\mu$ (these assumptions can be slightly weakened, see [6]). Also, let $n \geq d + 1$. The Weyl tessellation of type $A$ is the conical tessellation of $\mathbb{R}^d$ induced by the $n(n-1)/2$ random hyperplanes

$$(Y_i - Y_j)^\perp, \quad 1 \leq i < j \leq n,$$

while by the Weyl tessellation of type $B$ we understand the conical random tessellation that is induced by the $n^2$ hyperplanes

$$(Y_i - Y_j)^\perp, \quad 1 \leq i < j \leq n,$$

$$(Y_i + Y_j)^\perp, \quad 1 \leq i < j \leq n,$$

$$Y_i^\perp, \quad 1 \leq i \leq n.$$

A realization of both Weyl tessellations is shown in Figure 1. From [6, Corollaries 3.4 and 4.4] it follows that the Weyl tessellation of type $\bullet$ with $\bullet \in \{A,B\}$ almost surely consists of

$$D^\bullet(n,d) := 2[\bullet(n,n - d + 1) + \bullet(n,n - d + 3) + \ldots]$$

random convex cones, independently of the choice of $\mu$. The random Weyl cone $W^\bullet_{n,d}$ of type $\bullet$ can now be defined as a random cone chosen uniformly at random from the collection of $D^\bullet(n,d)$ cones
in the Weyl tessellation of type $\bullet \in \{A, B\}$. In what follows we will denote by $G_{n,d}^\bullet := (W_{n,d}^\bullet)^\circ$ the dual of the Weyl cone. In [6] it was shown that $G_{n,d}^\bullet$ can equivalently be defined as the random cone $\text{pos}\{Y_1-Y_2,\ldots,Y_{n-1}-Y_n\} \cup \{Y_1-Y_2,\ldots,Y_{n-1}-Y_n, Y_n\}$ (in the case $\bullet = A$) or as the random cone $\text{pos}\{Y_1-Y_2,\ldots,Y_{n-1}-Y_n, Y_n\}$ (in the case $\bullet = B$) conditioned on the event that the respective positive hull is not equal to $\mathbb{R}^d$.

We now rephrase, in a unified way, the explicit formulas for the expected conic intrinsic volumes, the expected the conic quermassintegrals and the expected face numbers of Weyl random cones and their duals:

$$E[y_k(W_{n,d}^\bullet)] = \begin{cases} \frac{\binom{n,n-d+k}{2D^*(n,d)}}{2D^*(n,d-1)} : k \in \{1,\ldots,d\} \\ \frac{D^*(n,d-1)-D^*(n,d)}{2D^*(n,d)} : k = d \end{cases}$$  \hspace{1cm} (3.1)

$$E[y_k(G_{n,d}^\bullet)] = \begin{cases} \frac{\binom{n,n-k}{2D^*(n,d)}}{2D^*(n,d-1)} : k \in \{0,\ldots,d-1\} \\ \frac{D^*(n,d)-D^*(n,d-1)}{2D^*(n,d)} : k = d \end{cases}$$  \hspace{1cm} (3.2)

see [6] Corollary 1.10],

$$E[U_k(W_{n,d}^\bullet)] = \frac{D^*(n,d-k)}{2D^*(n,d)}, \quad k \in \{0,1,\ldots,d-1\}$$  \hspace{1cm} (3.3)

$$E[U_k(G_{n,d}^\bullet)] = \frac{D^*(n,d)-D^*(n,k)}{2D^*(n,d)}, \quad k \in \{1,\ldots,d\}$$  \hspace{1cm} (3.4)

see [6] Corollary 1.9], and

$$E[f_k(W_{n,d}^\bullet)] = \frac{\binom{n+1-2\sigma\bullet}{d-k}D^*(n-d+k,k)}{(n-d+k)!} \binom{n}{k} \sigma^{d-k}D^*(n,d), \quad k \in \{1,\ldots,d\}$$  \hspace{1cm} (3.5)

$$E[f_k(G_{n,d}^\bullet)] = \frac{\binom{n+1-2\sigma\bullet}{k}D^*(n-k,d-k)}{(n-k)!} \binom{n}{k} \sigma^kD^*(n,d), \quad k \in \{0,1,\ldots,d-1\}$$  \hspace{1cm} (3.6)

see [6] Theorems 1.5 and 1.7]. We recall that $\sigma_\bullet = 1$ for $\bullet = A$ and $\sigma_\bullet = 1/2$ if $\bullet = B$.

4. LIMIT THEOREMS FOR THE EXPECTED NUMBER OF FACES

In the remaining sections of this paper, we develop various limit theorems for the expectations of various geometric functionals of the Weyl random cones $W_{n,d}^\bullet$ and their duals $G_{n,d}^\bullet$ for both types $\bullet = A$ and $\bullet = B$. In particular, in the present section we consider the expected number of $k$-faces, in the next section the conic intrinsic volumes as well as the conic quermassintegrals, and finally in Section 6 the statistical dimension of the above random cones. In each of these results, we consider a regime where $n \to \infty$ and, as a function of $n$, also $d = d(n) \to \infty$ in a coordinated way.

In the present section, we want to understand the asymptotic behaviour of the expected number of $k$-faces of the random cones introduced in Section 3 in high dimensions, that is, as $n$, the dimension $d$, and in some cases also $k$ tend to infinity simultaneously in a coordinated way. The next theorem can be considered as an analogue to [11] Theorem 7] in the setting of Weyl cones and uncovers threshold phenomena in $k$ for $E[f_k(G_{n,d}^\bullet)]$ divided by $\binom{n+1-2\sigma\bullet}{k}$. Note that we divide by this binomial coefficient since any $k$-face of $G_{n,d}^\bullet$ almost surely is the positive hull of $k$ vectors from $Y_1 - Y_2,\ldots,Y_{n-1} - Y_n$ (for $\bullet = A$) or from $Y_1 - Y_2,\ldots,Y_{n-1} - Y_n, Y_n$ (for $\bullet = B$) and there are $\binom{n+1-2\sigma\bullet}{k}$ possible choices.
**Theorem 4.1.** Let $\bullet \in \{A, B\}$ and $G_{n,d}^*$ be the dual of the Weyl random cone $W_{n,d}^*$. Consider

$$d = n - \sigma_* x \log n + o(\log n), \quad \text{as } n \to \infty.$$ 

In the case $x > 1$, we have that

$$\lim_{n \to \infty} \frac{E_f(k(G_{n,d}^*))}{(n+1-2\sigma_*)} = \begin{cases} 1 & : k = o(n), \\
(1 - \alpha)^{x-1} & : k = \alpha n + o(n), \alpha \in (0,1), \\
0 & : k = n + o(n), \end{cases}$$

while for $x \in (0,1)$ it holds that

$$\lim_{n \to \infty} \frac{E_f(k(G_{n,d}^*))}{(n+1-2\sigma_*)} = \begin{cases} 1 & : k = n - \exp\{c \log n + o(\log n)\} \text{ with } c \in (x,1), \\
1 - \Phi(\alpha) & : k = n - \exp\{\sigma_*^{-1}(n - d - \alpha \sqrt{\sigma_*} \log n)\}, \alpha \in \mathbb{R}, \\
0 & : k = n - \exp\{c \log n + o(\log n)\} \text{ with } c \in (0,x). \end{cases}$$

**Proof.** In the given regime, we have that $d = n - \sigma_* x_n \log n$ for a sequence $(x_n)_{n \in \mathbb{N}}$ such that $\lim_{n \to \infty} x_n = x > 0$ and $\sigma_* x_n \log n \in \mathbb{N}$ for each $n \in \mathbb{N}$. At first, we use (4.6) and define $y_n := (x_n \log n)/\log(n - k)$ to obtain

$$\frac{E_f(k(G_{n,d}^*))}{(n+1-2\sigma_*)} = \frac{D^*(n-k, d-k)}{D^*(n,d) \sigma_*^k(n-k)!} \frac{n!}{\sigma_*^k(n-k)!} \sum_{\ell=1,3,...} \bullet (n-k, n-d+\ell)$$

$$= \frac{\sum_{\ell=1,3,...} \bullet (n-k, n-d+\ell)}{\sigma_*^k(n-k)!} \frac{(n-k)!}{m!} \sigma_*^m$$

$$= \sum_{\ell=1,3,...} \frac{\bullet (n-k, n-d+\ell)}{m!} \sigma_*^m$$

$$= \sum_{\ell=1,3,...} \frac{\bullet (n-k, n-d+\ell)}{m!} \sigma_*^m$$

$$= \sum_{\ell=1,3,...} \frac{\bullet (n-k, n-d+\ell)}{m!} \sigma_*^m$$

$$= \sum_{\ell=1,3,...} \frac{\bullet (n-k, n-d+\ell)}{m!} \sigma_*^m$$

where $S^*_n$ (and similarly $S^*_{n-k}$) is the random variable with distribution $P[S^*_n = k] = \frac{\bullet (n,k)}{n!} \sigma_*^n$, $k \in \{0,1,\ldots,n\}$ as considered in Section 2.2.

**Case 1.** Suppose first that $x > 1$. In all regimes for $k$ it holds that $k = \alpha n + o(n)$ for a suitable $\alpha \in [0,1]$. Moreover, for $\alpha \in [0,1)$, the sequence $y_n$ converges to $x$, as $n \to \infty$. Inserting the asymptotic relation [2.9] into both the numerator and the denominator of (4.2) yields

$$\frac{E_f(k(G_{n,d}^*))}{(n+1-2\sigma_*)} \sim \frac{\sqrt{\log n}}{\sqrt{\log(n-k)}} \frac{n}{n-k} \frac{(n-k)^{-\gamma_n}}{x_n \log x_n} \frac{(n-k)^{-\gamma_n}}{x_n \log x_n}, \quad (4.3)$$

where $\gamma_n$ is the constant from Section 2.2.
independently of the choice of $\bullet$. Recalling that $y_n = x_n \log n / \log(n - k)$ we see that

$$(n - k)^{-\(y_n \log y_n - y_n\)} = \exp \{- \log(n - k)(y_n \log y_n - y_n)\}$$

$$= \exp \{- \log n (x_n \log y_n - x_n)\}$$

$$= n^{-\(x_n \log y_n - x_n\)},$$

which implies

$$\frac{(n - k)^{-\(y_n \log y_n - y_n\)}}{n^{-\(x_n \log x_n - x_n\)}} = \frac{n^{-\(x_n \log y_n - x_n\)}}{n^{-\(x_n \log x_n - x_n\)}} = n^{-\(x_n \log y_n - \log x_n\)}$$

$$n^{-\(x_n \log y_n - x_n\) = n^{-\(x_n \log y_n - \log x_n\)}} = n^{-\(x_n \log y_n - \log x_n\)}.$$

Suppose now that $k = o(d) = o(n)$, in which case $n - k = n(1 + o(1))$. Inserting this into (4.4) and the result in turn into (4.3) we obtain

$$\frac{\mathbb{E}f_k(G_{n,d}^*)}{(n + 1 - 2^a)} \sim \frac{\sqrt{\log n}}{\sqrt{\log(n - k)}} \frac{n^{-\(x_n \log y_n - \log x_n\)}}{n(1 + o(1))^{-\(x_n \log y_n - \log x_n\)}} \sim 1.$$
which enables us to apply the previous case for \( k' \) with \( \alpha = 1 - \varepsilon \in (0, 1) \). Also, since \( S_{n}^* \) has the same distribution as \( \sum_{k=1}^{n} \text{Bern}(\sigma / k) \) there is a natural coupling of \( S_{n-k}^* \) and \( S_{n-k'}^* \) such that \( S_{n-k}^* \leq S_{n-k'}^* \). Thus, we can use (4.1) to obtain

\[
\frac{E_{f_k}(G_{n,d}^*)}{(n+1-2\sigma^*)} = \sum_{\ell=1,3,...} \frac{\mathbb{P}[S_{n-k}^* = n-d+\ell]}{\sum_{\ell=1,3,...} \mathbb{P}[S_n^* = n-d+\ell]} \leq \frac{\mathbb{P}[S_{n-k'}^* \geq n-d]}{\sum_{\ell=1,3,...} \mathbb{P}[S_n^* = n-d+\ell]} \leq \frac{\mathbb{P}[S_{n-k'}^* \geq n-d]}{\sum_{\ell=1,3,...} \mathbb{P}[S_n^* = n-d+\ell]}.
\]

The latter can be simplified to

\[
\frac{\mathbb{P}[S_{n-k'}^* \geq y_n \sigma \log(n-k')] \mathbb{P}[S_n^* = x_n \sigma \log n + \ell]}{\mathbb{E}_{f_k}(G_{n,d}^*) (n+1-2\sigma^*)} = \frac{\sum_{\ell=1,3,...} \mathbb{P}[S_{n-k}^* = (x_n/c_n) \sigma \log(n-k) + \ell]}{\sum_{\ell=1,3,...} \mathbb{P}[S_n^* = x_n \sigma \log n + \ell]}
\]

which converges to \((1 - (1 - \varepsilon))^{x} \), as \( n \to \infty \), following the previous case with \( \alpha = 1 - \varepsilon \in (0, 1) \). Letting \( \varepsilon \downarrow 0 \) yields the claim.

Case 2. Now, we prove the case where \( x \in (0, 1) \). In this case, the denominator of (4.2) converges to 1/2 which follows from (2.10). In the case \( k = n - n^{c+o(1)} \), that is, if \( k = n - \exp\{c \log n + o(\log n)\} = n - n^{c} \) for some sequence \((c_n)_{n \in \mathbb{N}}\) such that \( c_n \to c \), as \( n \to \infty \), the sequence \((y_n)_{n \in \mathbb{N}}\), \( y_n := (x_n \log n) / \log(n-k) \) can be written as \( y_n = x_n/c_n \). If \( c \in (0, 1) \), \( y_n \) converges to \( x/c > 1 \) and we can apply (2.9) to the numerator of (4.2) to deduce that

\[
\lim_{n \to \infty} \frac{\mathbb{E}_{f_k}(G_{n,d}^*)}{(n+1-2\sigma^*)} = \lim_{n \to \infty} \frac{\sum_{\ell=1,3,...} \mathbb{P}[S_{n-k}^* = (x_n/c_n) \sigma \log(n-k) + \ell]}{\sum_{\ell=1,3,...} \mathbb{P}[S_n^* = x_n \sigma \log n + \ell]} = 0.
\]

If on the other hand \( c \in (x, 1) \), we have that \( x/c \in (0, 1) \). Thus, by (2.10), the numerator of (4.2) also converges to 1/2 which yields

\[
\lim_{n \to \infty} \frac{\mathbb{E}_{f_k}(G_{n,d}^*)}{(n+1-2\sigma^*)} = \lim_{n \to \infty} \frac{\sum_{\ell=1,3,...} \mathbb{P}[S_{n-k}^* = (x_n/c_n) \sigma \log(n-k) + \ell]}{\sum_{\ell=1,3,...} \mathbb{P}[S_n^* = x_n \sigma \log n + \ell]} = 1.
\]

In the remaining case where \( k = n - \exp\{\sigma^{-1}(n-d - \alpha \sqrt{x \sigma \log n})\} \) for some \( \alpha \in \mathbb{R} \), we use that \( n-d = \sigma x_n \log n \) to obtain

\[
\sigma \log(n-k) + \alpha \sigma \log(n-k) = n - d - \alpha \sqrt{x \sigma \log n + \alpha \sqrt{n-d - \alpha \sqrt{x \sigma \log n} n}}
\]

\[
= x_n \sigma \log n - \alpha \sqrt{x \sigma \log n + \alpha \sqrt{x_n \sigma \log n - \alpha \sqrt{x \sigma \log n}}}.
\]

WEYL RANDOM CONES IN HIGH DIMENSIONS
since
\[-\alpha \sqrt{x \sigma_*} \log n + \alpha \sqrt{x \sigma_*} \log n - \alpha \sqrt{x \sigma_*} \log n\]
\[= -\alpha \sqrt{\frac{x \sigma_* \log n}{x_n \log n - \sigma_*^{-1} \alpha \sqrt{x \sigma_*} \log n}} + \alpha \sqrt{\frac{x_n \sigma_* \log n}{x_n \log n - \sigma_*^{-1} \alpha \sqrt{x \sigma_*} \log n}} + o(1) = o(1).\]

Thus, the numerator of (4.2) can be written as
\[
\sum_{\ell=1,3,...} P[S_{n-k} = x_n \sigma_* \log n + \ell]
\]
\[= \sum_{\ell=1,3,...} P[S_{n-k} = \sigma_* \log(n - k) + \alpha \sigma_* \log(n - k) + o(\sqrt{\log(n - k)}) + \ell] \xrightarrow{n \to \infty} \frac{1}{2}(1 - \Phi(\alpha)),\]

which follows from the central-limit-type result (2.5). This completes the proof since the denominator of (4.2) converges two 1/2.

The next theorem is a kind of large deviation principle for \(E_{f_k} (G_{n,d}^\bullet)\) and can be considered an analogue of [7, Theorem 4.7] in the setting of Weyl random cones.

**Theorem 4.2.** Let \(\bullet \in \{A, B\}\) and \(G_{n,d}^\bullet\) be the dual of the Weyl random cone \(W_{n,d}^\bullet\). Consider the regime \(d(n)\) and \(k(n)\) with
\[
d = n - \sigma_* x \log n + o(\log n)\quad \text{and}\quad k = n - \exp\{c \log n + o(\log n)\}, \quad \text{as} \quad n \to \infty, \quad (4.5)
\]
where \(x > 0\) and \(c \in (0, 1)\). Then, it holds that
\[
\lim_{n \to \infty} \frac{1}{\log n} \log E_{f_k}(G_{n,d}^\bullet) = \begin{cases} x \log c - c + 1 & : x > 1, \\ x - x \log x + x \log c - c & : x \in (0, 1), c \in (0, x), \\ 0 & : x \in (0, 1), c \in (x, 1). \end{cases}
\]

**Proof.** We use the same notation as in the proof of Theorem 4.1 in particular we recall that \(y_n = \frac{x_n \log n}{\log(n - k)} = \frac{y_n}{c_n} \) for sequences \((x_n)_{n \geq 0}\) and \((c_n)_{n \geq 0}\) such that \(\lim_{n \to \infty} x_n = x > 0\), \(\lim_{n \to \infty} c_n = c \in (0, 1)\). In the given regime this implies that \(d = n - \sigma_\bullet x_n \log n\) and \(k = n - n^{c_n}\). Using (4.2), and that \(\sigma_\bullet x_n \log n, n^c \in \mathbb{N}\) for each \(n\) we obtain
\[
E_{f_k}(G_{n,d}^\bullet) = \sum_{\ell=1,3,...} P[S_{n-k} = y_n \sigma_* \log(n - k) + \ell] \div \sum_{\ell=1,3,...} P[S_{n-k} = x_n \sigma_* \log n + \ell]
\]
\[= \sum_{\ell=1,3,...} P[S_{n-k} = \sigma_\bullet(x_n/c_n) \log(n - k) + \ell] \div \sum_{\ell=1,3,...} P[S_{n} = x_n \sigma_* \log n + \ell].
\]

In the case \(x > 1\), we already have that \(c < x\), and thus, the asymptotic equivalence (2.9) implies
\[
\frac{E_{f_k}(G_{n,d}^\bullet)}{n^{1+2\sigma_\bullet} k^{-2\sigma_\bullet}} \xrightarrow{n \to \infty} (n - k)^{-(x_n/c_n) \log(x_n/c_n) - (x_n/c_n) + 1} \frac{2\pi}{\sqrt{2} \log(n - k)} \Psi_\bullet(\log(x/c))(x^{2\sigma_\bullet} - 1) \div \Psi_\bullet(\log x)c^{2\bullet}(x/c)^{2\sigma_\bullet} - 1)
\]
\[\approx C(x, c) \cdot \frac{n^{-\sigma_\bullet(x_n/c_n - x_n + c_n)} \sigma_\bullet(x_n/c_n - x_n + c_n)}{n^{-\sigma_\bullet(x_n/c_n - x_n + c_n)}}\]
for sequences \( (x_n)_{n \geq 0} \) and \( (y_n)_{n \geq 0} \) such that \( \lim_{n \to \infty} x_n = x > 0 \), \( \lim_{n \to \infty} y_n = y > x \) and \( x_n \sigma_\bullet \log n, y_n \sigma_\bullet \log n \in \mathbb{N} \) for each \( n \in \mathbb{N} \). Thus, we can assume that \( k < d \). Following (3.2), we have

\[
\mathbb{E}_k(G_{n,d}) = \frac{(n, n-k)}{D^*(n,d)} = \frac{\mathbb{P}[S^*_n = n-k]}{2} = \frac{\mathbb{P}[S^*_n = y_n \log n]}{2},
\]

for \( k \) and \( n \) as in (3.2). Consequently, we obtain

\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}_k(G_{n,d}) = (x \log c - c + 1) \lim_{n \to \infty} \frac{\log n}{\log n} = x \log c - c + 1.
\]

In the case \( x \in (0, 1) \) and \( c \in (0, x) \), the sequence \( x_n/c_n \) converges to \( x/c > 1 \) and we can use (2.9) and (2.10) to obtain

\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}_k(G_{n,d}) = \left( \frac{x}{c} \right)^2 \frac{\log \left( \frac{x}{c} \right)}{\log n}
\]

for some constant \( C'(x, c) \) independent of \( n \). Hence, the result is

\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}_k(G_{n,d}) = \left( \frac{x}{c} \right)^2 \frac{\log \left( \frac{x}{c} \right)}{\log n} = x - x \log x + x \log c - c.
\]

In the case \( x \in (0, 1) \) and \( c \in (0, x) \), Theorem 4.1 yields the claim. This completes the proof. \( \square \)

5. LIMIT THEOREMS FOR THE EXPECTED CONIC INTRINSIC VOLUMES AND QUERMASSINTEGRALS

This section contains limit theorems for the expected conic intrinsic volumes of the dual Weyl random cones and limit theorems for the expected quermassintegrals of the Weyl random cones. We start by stating and proving two limit theorems for the expected conic intrinsic volumes of the duals \( G^*_{n,d} \) of the Weyl random cones \( W^*_{n,d} \). The first one is a kind of large deviation principle, similar to Theorem 4.2 and [7, Theorem 5.10], while the second one is limit theorem of distributional kind for random variables putting mass \( \mathbb{E}_k(G_{n,d}) \) on each value \( k \in \mathbb{N}_0 \), similar to [7, Theorem 5.3].

**Theorem 5.1.** Let \( \bullet \in \{A, B\} \) and \( G^*_{n,d} \) be the dual of the Weyl random cone \( W^*_{n,d} \). Consider the regime \( d(n) \) and \( k(n) \) with

\[
d = n - x \sigma_\bullet \log n + o(\log n) \quad \text{and} \quad k = n - y \sigma_\bullet \log n + o(\log n), \quad \text{as } d \to \infty,
\]

for parameters \( x > 0 \) and \( y > x \). Then, it holds that

\[
\frac{1}{\log n} \log \mathbb{E}_k(G_{n,d}) = \begin{cases} y - y \log y - 1 & : x \in (0, 1), \\ x \log x - y \log y + y - x & : x > 1. \end{cases}
\]

**Proof.** The regime (5.1) implies that

\[
n - d = x_n \sigma_\bullet \log n \quad \text{and} \quad n - k = y_n \sigma_\bullet \log n
\]

for sequences \( (x_n)_{n \geq 0} \) and \( (y_n)_{n \geq 0} \) such that \( \lim_{n \to \infty} x_n = x > 0 \), \( \lim_{n \to \infty} y_n = y > x \) and \( x_n \sigma_\bullet \log n, y_n \sigma_\bullet \log n \in \mathbb{N} \) for each \( n \in \mathbb{N} \). Thus, we can assume that \( k < d \). Following (3.2), we have

\[
\mathbb{E}_k(G_{n,d}) = \frac{(n, n-k)}{D^*(n,d)} = \frac{\mathbb{P}[S^*_n = n-k]}{2} = \frac{\mathbb{P}[S^*_n = y_n \log n]}{2},
\]

for \( k \) and \( n \) as in (3.2). Consequently, we obtain

\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}_k(G_{n,d}) = (x \log c - c + 1) \lim_{n \to \infty} \frac{\log n}{\log n} = x \log c - c + 1.
\]

In the case \( x \in (0, 1) \) and \( c \in (0, x) \), the sequence \( x_n/c_n \) converges to \( x/c > 1 \) and we can use (2.9) and (2.10) to obtain

\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}_k(G_{n,d}) = \left( \frac{x}{c} \right)^2 \frac{\log \left( \frac{x}{c} \right)}{\log n}
\]

for some constant \( C'(x, c) \) independent of \( n \). Hence, the result is

\[
\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}_k(G_{n,d}) = \left( \frac{x}{c} \right)^2 \frac{\log \left( \frac{x}{c} \right)}{\log n} = x - x \log x + x \log c - c.
\]

In the case \( x \in (0, 1) \) and \( c \in (0, x) \), Theorem 4.1 yields the claim. This completes the proof. \( \square \)
For $x \in (0, 1)$, we know that the denominator of (5.2) converges to 1, due to (2.10). Applying (2.8) to the numerator yields

$$\mathbb{E}v_k(G_{n,d}^*) \sim \frac{n^{-y_{N\log N} - y_{N+1}}}{\sqrt{2\pi y \log n}} \Psi_\bullet(\log y).$$

Thus, we obtain

$$\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}v_k(G_{n,d}^*) = -(y \log y - y + 1) \lim_{n \to \infty} \frac{\log n}{\log n} - \lim_{n \to \infty} \frac{\log(\sqrt{\log n})}{\log n} = y - y \log y - 1,$$

which proves the first case. In the case $x > 1$ however, we use (2.9) to obtain

$$\sum_{\ell=1,3,..} \mathbb{P}[S_n = x_n \log n + \ell] \sim \frac{n^{-(x_n \log x_n - x_n + 1)}}{\sqrt{2\pi x \log n}} \Psi_\bullet(\log x) \frac{x^{2\sigma_\bullet} - 1}{x^{\sigma_\bullet}}.$$

Inserting this into (5.2), yields

$$\mathbb{E}v_k(G_{n,d}^*) \sim \frac{\Psi_\bullet(\log y)}{2\Psi_\bullet(\log x)} \left( \frac{x^{2\sigma_\bullet} - 1}{x^{\sigma_\bullet}} \right) \frac{n^{-y_{N\log N} - y_{N+1}}}{\sqrt{2\pi y \log n}}.$$

Finally, this implies

$$\lim_{n \to \infty} \frac{1}{\log n} \log \mathbb{E}v_k(G_{n,d}^*) = -(y \log y - y + (x \log x - x) \lim_{n \to \infty} \frac{\log n}{\log n} = x \log x - y \log y + y - x,$$

which completes the proof. \hfill \square

Next, we turn to the analysis of the conic intrinsic volume random variable $X_{n,d}^*$, which is the random variable on $\{0,1,\ldots,d\}$ with probability mass function given by the expected conic intrinsic volumes of the dual Weyl random cone $G_{n,d}^*$, that is,

$$\mathbb{P}[X_{n,d}^* = k] = \mathbb{E}v_k(G_{n,d}^*), \quad k = 0,1,\ldots,d.$$

Note that since $\mathbb{E}v_k(G_{n,d}^*) + \mathbb{E}v_1(G_{n,d}^*) + \ldots + \mathbb{E}v_d(G_{n,d}^*) = 1$, by the very definition of the conic intrinsic volumes, this does indeed define a random variable. We also introduce the following notation. If $N(0,1)$ denotes the standard Gaussian distribution we write $N(0,1) | \{N(0,1) < c\}$, $c \in \mathbb{R}$, for a random variable having the conditional standard Gaussian distribution given $\{N(0,1) < c\}$. On other words, $N(0,1) | \{N(0,1) < c\}$ is a random variable taking values in $(-\infty,c)$ and its distribution function is given by $\Phi(t)/\Phi(c)$, $t < c$.

Theorem 5.2. Let $\bullet \in \{A,B\}$ and $G_{n,d}^*$ be the dual of the Weyl random cone $W_{n,d}^*$ and $X_{n,d}^*$ be the associated conic intrinsic volume random variable. Consider the regime where $d = d(n)$ is such that

$$d = n - x\sigma_\bullet \log n + o(\log n), \quad as \ n \to \infty,$$

for a parameter $x > 0$. For $x \in (0, 1)$, we have the central limit theorem

$$\frac{X_{n,d}^* - (n - \sigma_\bullet \log n)}{\sqrt{\sigma_\bullet \log n}} \xrightarrow{n \to \infty} N(0,1).$$

In the case $x > 1$, it holds that

$$d - X_{n,d}^* \xrightarrow{n \to \infty} Z_\bullet x,$$
where $Z_{\bullet,x}$ is a random variable with values in $\mathbb{N}_0$ and distribution given by

$$P[Z_{\bullet,x} = 0] = \frac{1}{2} \frac{x^{\sigma_{\bullet}} - 1}{x^{\sigma_{\bullet}}}, \quad P[Z_{\bullet,x} = k] = \frac{1}{2} (x^{\sigma_{\bullet}} + 1) \cdot \frac{x^{\sigma_{\bullet}} - 1}{x^{\sigma_{\bullet}}} \cdot \left(1 - \frac{x^{\sigma_{\bullet}} - 1}{x^{\sigma_{\bullet}}}\right)^k, \quad k \in \mathbb{N}.$$  

In the case where

$$d = n - \sigma_{\bullet} \log n + c\sqrt{\sigma_{\bullet} \log n} + o(\sqrt{\log n}), \quad \text{as } d \to \infty$$

for a parameter $c \in \mathbb{R}$, we obtain

$$\frac{X_{n,d}^\bullet - (n - \sigma_{\bullet} \log n)}{\sqrt{\sigma_{\bullet} \log n}} \xrightarrow{d} N(0,1) \cap \{N(0,1) < c\}.$$  

**Remark 5.3.** We recall that a random variable $X$ has a fractional linear distribution with parameters $a,b,c,d \in \mathbb{R}$ provided that its generating function is a fractional linear function, that is $E[s^X] = \frac{as+b}{cs+d}$. Distributions of this type often appear in the context of branching processes, see [9]. One can verify that the random variable $Z_{\bullet,x}$ in the previous theorem has generating function $E[s^{Z_{\bullet,x}}] = \frac{(s+1)(x^{\sigma_{\bullet}} - 1)}{2(x^{\sigma_{\bullet}} - s)}$ for $|s| < |x^{\sigma_{\bullet}}|$, and is thus fractional linear with $a = b = x^{\sigma_{\bullet}} - 1$, $c = -2$ and $d = 2x^{\sigma_{\bullet}}$.

**Proof of Theorem 5.2** Start with the case $x \in (0,1)$. Then, for $n$ sufficiently large and all $t \in \mathbb{R}$, we have that

$$n - \sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n} = d + (x - 1)\sigma_{\bullet} \log d + o(\log d) < d.$$  

Thus, it follows from (3.2) and (5.2) that

$$P\left[X_{n,d}^\bullet \leq n - \sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}\right] = \sum_{k=0}^{[n-\sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}]} P[S_n^\bullet = n-k] = \sum_{k=0}^{[n-\sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}]} 2 \sum_{\ell=1,3,...} P[S_n^\bullet = n-d+\ell] = \sum_{k=0}^{[n-\sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}]} 2 \sum_{\ell=1,3,...} P[S_n^\bullet = n-k]$$

where we used that $n-d = x_n \sigma_{\bullet} \log n$ for a sequence $(x_n)_{n \geq 0}$ with $\lim_{n \to \infty} x_n = x$ and $x_n \sigma_{\bullet} \log n \in \mathbb{N}$ for each $n \in \mathbb{N}$. By (2.10), the denominator converges to 1 as $d \to \infty$, which implies

$$P\left[X_{n,d}^\bullet \leq n - \sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}\right] \xrightarrow{n \to \infty} \sum_{k=0}^{[n-\sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}]} P[S_n^\bullet = n-k] = P\left[S_n^\bullet \geq \sigma_{\bullet} \log n - t\sqrt{\sigma_{\bullet} \log n}\right] \xrightarrow{n \to \infty} 1 - \Phi(-t) = \Phi(t),$$

where we used the central limit theorem (2.4) for the random variables $S_n^\bullet$. This proves the first claim.

In the case $x > 1$, we obtain for $k \in \mathbb{N}$ that

$$P[d - X_{n,d}^\bullet = k] = P[X_{n,d}^\bullet = d - k] = \frac{\binom{n}{k} (n-d+k)}{D^\bullet(n,d)} = \frac{2 \sum_{\ell=1,3,...} P[S_n^\bullet = x_n \sigma_{\bullet} \log n + \ell]}{2 \sum_{\ell=1,3,...} P[S_n^\bullet = x_n \sigma_{\bullet} \log n + \ell]}.$$
The asymptotic equivalences (2.8) and (2.9) applied to the numerator and denominator, respectively, yields
\[
P[d - X^*_{n,d} = k] \xrightarrow{n \to \infty} \frac{x^{-\sigma_{\bullet}k(x^{2\sigma_{\bullet}} - 1)}}{2x^{\sigma_{\bullet}}} = \frac{1}{2}(x^{2\sigma_{\bullet}} - 1) \cdot \frac{x^{\sigma_{\bullet}} - 1}{x^{\sigma_{\bullet}}} \cdot \left(1 - \frac{x^{\sigma_{\bullet}} - 1}{x^{\sigma_{\bullet}}}\right)^k.
\]
For \(k = 0\), we use (3.2) to deduce that
\[
P[d - X^*_{n,d} = 0] = P[X^*_{n,d} = d] = \frac{1}{2} - \frac{1}{2} D^*(n, d) = \frac{1}{2} \sum_{\ell=1,3,...}^{\infty} \frac{P[S^*_n = x_n\sigma_{\bullet} \log n + \ell + 1]}{2\sigma_{\bullet}}.
\]
We can apply (2.9) directly in the denominator, while in the numerator we have to apply the analogous result with \(\ell\) replaced by \(\ell + 1\) (which follows from (2.8) combined with the dominated convergence theorem). This yields
\[
P[d - X^*_{n,d} = 0] \xrightarrow{n \to \infty} \frac{1}{2} - \frac{1}{2} \sum_{\ell=1,3,...}^{\infty} \frac{x_{\bullet}^{\ell+1}}{x_{\bullet}^{\ell}} = \frac{1}{2} \frac{x_{\bullet} - 1}{x_{\bullet}},
\]
which completes the proof of the second claim.

In the regime \(d = n - \sigma_{\bullet} \log n + c\sqrt{\sigma_{\bullet} \log n} + o(\sqrt{\log n})\), relation (2.11) combined with the central-limit-type result (2.5) yields
\[
\frac{n! D^*(n, d)}{\sigma_{\bullet}^n D^*(n, d)} = 1 - 2 \sum_{\ell=0}^{\infty} P[S^*_n = n - d - 2\ell - 1] = 1 - 2 \sum_{\ell=0}^{\infty} P[S^*_n = \sigma_{\bullet} \log n - c_n \sqrt{\sigma_{\bullet} \log n} - 2\ell - 1] \xrightarrow{n \to \infty} \Phi(c).
\]
Furthermore, for \(t < c\) and sufficiently large \(d\), we have
\[
n - \sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n} = d - (c - t)\sqrt{\sigma_{\bullet} \log n} + o(\sqrt{\log d}) < d.
\]
Thus, we obtain
\[
P\left[X_{n,d} \leq n - \sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}\right] = \sum_{k=0}^{[n - \sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n}]} \frac{D^*(n, d)}{D^*(n, d)} \frac{\sigma_{\bullet}^n D^*(n, d)}{\sigma_{\bullet}^n D^*(n, d)} P[S^*_n = n - k] \sim \frac{1}{\Phi(t)} P[S^*_n \geq \sigma_{\bullet} \log n - t\sqrt{\sigma_{\bullet} \log n}] \xrightarrow{n \to \infty} \Phi(t).
\]
For \(t > c\), and sufficiently large \(d\), we observe that \(n - \sigma_{\bullet} \log n + t\sqrt{\sigma_{\bullet} \log n} > d\), which yields the claim. \(\square\)

Next, we collect limit theorems for the expected conic quermassintegrals of the Weyl random cones \(W^*_{n,d}\). The first theorem can be considered as analogue to [11, Theorem 4] and uncovers a phase transition for \(EU_k(W^*_{n,d})\) for each fixed \(k \in \mathbb{N}_0\). The second theorem considers the same quantity but in a regime where \(k\) also tends to infinity, similar to [11, Theorem 9].
Theorem 5.4. Let $\bullet \in \{A, B\}$ and let $W_{n,d}^*$ be the Weyl random cone. Consider the regime $d = d(n)$ such that
\[ d = n - x \sigma \log n + o(\log n), \quad \text{as } n \to \infty, \]
where $x > 0$. Then, it holds that
\[ \lim_{d \to \infty} 2\mathbb{E}U_k(W_{n,d}^*) = \begin{cases} 1 & : x \in (0, 1), \\ x^{-\sigma k} & : x > 1, \end{cases} \]
for any fixed $k \in \mathbb{N}$.

Proof. In the given regime we have $d = n - x_n \sigma \log n$ for a sequence $(x_n)_{n \geq 0}$ such that $\lim_{n \to \infty} x_n = x$ and $x_n \sigma \log n \in \mathbb{N}$ for each $n \in \mathbb{N}$. Using (3.3), we obtain
\[
2\mathbb{E}U_k(W_{n,d}^*) = \frac{D^*(n, d-k)}{D^*(n, d)} \sum_{\ell=1,3,\ldots} \mathbb{P}[S_n^* = n - d + k + \ell] = \frac{\sum_{\ell=1,3,\ldots} \mathbb{P}[S_n^* = n - d + \ell]}{\sum_{\ell=1,3,\ldots} \mathbb{P}[S_n^* = x_n \sigma \log n + \ell]} \cdot \tag{5.3}
\]
For $x > 1$ we can insert the asymptotic equivalence (2.9) in both the numerator and the denominator to obtain
\[
\lim_{n \to \infty} 2\mathbb{E}U_k(W_{n,d}^*) = x^{-\sigma k}.
\]
For $x \in (0, 1)$ we apply (2.10), which yields the claim. \qed

We turn now to the case, where $k$ tends to infinity as well.

Theorem 5.5. Let $W_{n,d}^*$ be a Weyl random cone of type $\bullet \in \{A, B\}$. Consider the regime $d = d(n)$ such that
\[ d = n - x \sigma \log n + o(\log n) \quad \text{and} \quad k = y \sigma \log n + o(\log n), \quad \text{as } n \to \infty, \]
for parameters $x, y > 0$. Then, it holds that
\[
\lim_{n \to \infty} 2\mathbb{E}U_k(W_{n,d}^*) = \begin{cases} 1 & : y < \max\{0, 1 - x\}, \\ 0 & : y > \max\{0, 1 - x\}. \end{cases}
\]

Proof. The given regime implies that we have
\[ n - d = x_n \sigma \log n \quad \text{and} \quad k = y_n \sigma \log n, \]
for some sequences $(x_n)_{n \geq 0}$ and $(y_n)_{n \geq 0}$ such that $\lim_{n \to \infty} x_n = x > 0$, $\lim_{n \to \infty} y_n = y > 0$ and $x_n \sigma \log n, y_n \sigma \log n \in \mathbb{N}$ for each $n \in \mathbb{N}$. Inserting this into (5.3) yields
\[
2\mathbb{E}U_k(W_{n,d}^*) = \frac{\sum_{\ell=1,3,\ldots} \mathbb{P}[S_n^* = (x_n + y_n) \sigma \log n + \ell]}{\sum_{\ell=1,3,\ldots} \mathbb{P}[S_n^* = x_n \sigma \log n + \ell]} \cdot \tag{5.4}
\]
Now, suppose that \( y < \max \{0, 1 - x\} \). This already implies that \( x \in (0, 1) \) and \( y + x \in (0, 1) \) since in the case where \( x \geq 1 \) we would obtain \( y < 0 \) which is impossible by assumption. By (2.10) both the numerator and denominator of (5.4) converge to 1/2 which yields
\[
\lim_{n \to \infty} 2\mathbb{E}U_k(W^*_{n,d}) = 1.
\]

The case \( y > \max \{0, 1 - x\} \) has to be divided into three separate cases. First, suppose \( x \in (0, 1) \) while \( x + y > 1 \). Then, by (2.10), the denominator of (5.4) converges to 1/2 while the numerator converges to 0, by (2.9). This yields \( \lim_{n \to \infty} 2\mathbb{E}U_k(W^*_{n,d}) = 0 \). On the other hand, if \( x > 1 \) and \( y > 0 \), we can apply (2.9) in both the numerator and the denominator of (5.4) to obtain
\[
2\mathbb{E}U_k(W^*_{n,d}) \sim n \to \infty C(x, y) \cdot \frac{n^{-(\ell(x_n+y_n)\log(x_n+y_n)-(x_n+y_n)+1)}}{n^{-(x_n \log x_n-x_n+1)}},
\]
where \( C(x, y) \) is some constant which depends on \( x \) and \( y \). But since \( I(a) := a \log a - a + 1 \) is strictly increasing for \( a > 0 \) (its derivative is given by \( \log a \)) and \( x + y > y \), we observe that
\[
2\mathbb{E}U_k(W^*_{n,d}) \sim n \to \infty C(x, y) \cdot n^{-\left(I(x_n+y_n)-I(x_n)\right)} \to 0.
\]
It remains to show that for \( x = 1 \) (and arbitrary \( y > 0 \)) the expectation \( 2\mathbb{E}U_k(W^*_{n,d}) \) also converges to 0, as \( n \to \infty \). To this end, let \( (z_n)_{n \geq 0} \) be a sequence such that \( z_n \to y/2 \), as \( n \to \infty \), and \( z_n \sigma \log n \) is a positive and even integer for each \( n \in \mathbb{N} \). Then, we obtain
\[
\sum_{\ell=1,3,...} \mathbb{P}[S^*_n = x_n \sigma \log n + \ell] \leq \sum_{\ell=1,3,...} \mathbb{P}[S^*_n = (x_n + z_n) \sigma \log n + \ell].
\]
Inserting this into (5.4) yields
\[
2\mathbb{E}U_k(W^*_{n,d}) \leq \frac{\sum_{\ell=1,3,...} \mathbb{P}[S^*_n = (x_n + z_n) + (y_n - z_n)) \sigma \log n + \ell]}{\sum_{\ell=1,3,...} \mathbb{P}[S^*_n = (x_n + z_n) \sigma \log n + \ell]} \to 0,
\]
which follows from the previous case with \( x_n \) replaced by \( x_n + z_n \) and \( y_n \) replaced by \( y_n - z_n \), and thus, \( x \) replaced by \( x + y/2 \) and \( y \) replaced by \( y/2 \). \( \square \)

6. LIMIT THEOREMS FOR EXPECTED STATISTICAL DIMENSION

The statistical dimension \( \Delta(C) \) of a cone \( C \subset \mathbb{R}^d \) is defined as
\[
\Delta(C) := \sum_{j=0}^d j v_j(C).
\]
The statistical dimension can be viewed as the conical extension of the dimension of a subspace, see [2] Section 5.3. In particular, if \( L \subset \mathbb{R}^d \) is an \( \ell \)-dimensional linear subspace for some \( \ell \in \{1, \ldots, d\} \) then \( v_k(L) = 1 \) in the case where \( k = \ell \) and 0 otherwise, which yields \( \Delta(L) = \ell \cdot v_\ell(L) = \ell \). For more properties and an extensive account on the statistical dimension, we refer to [2].

In this section, our goal is to understand the asymptotic behaviour of \( \mathbb{E}\Delta(W^*_{n,d}) \), for \( \bullet \in \{A, B\} \), as \( n \to \infty \) and \( d = d(n) \to \infty \) simultaneously. Following (3.1), the expected statistical dimension of \( W^*_{n,d} \) is given by
\[
\mathbb{E}\Delta(W^*_{n,d}) = \sum_{k=0}^d k \frac{\bullet(n, n - d + k)}{D^\bullet(n, d)} = \sum_{\ell=0}^d (d - \ell) \cdot \bullet(n, n - \ell) \frac{D^\bullet(n, d)}{D^\bullet(n, d)}.
\]
Our next result is the analogue of [4, Theorem 6.3] for Weyl cones.

**Theorem 6.1.** Let $\bullet \in \{A, B\}$ and let $W^*_{n,d}$ be the Weyl random cone. Consider the regime where $d = d(n)$ such that

$$d = n - x_\bullet \log n + o(\log n), \quad \text{as } n \to \infty.$$ 

Then, it holds that

$$\mathbb{E}\Delta(W^*_{n,d}) \sim \begin{cases} \sigma_\bullet \log n & : x \in [0, 1), \\ \frac{\sigma_\bullet \log n}{2(\pi \sigma_\bullet)^{1/2}} & : x > 1. \end{cases}$$

In the critical case where

$$d = n - \sigma_\bullet \log n + c\sqrt{\sigma_\bullet \log n} + o(\sqrt{\log n}), \quad \text{as } n \to \infty$$

for a parameter $c \in \mathbb{R}$, it holds that

$$\mathbb{E}\Delta(W^*_{n,d}) \sim \sqrt{\sigma_\bullet \log d} \left( \frac{e^{-c^2/2}}{\sqrt{2\pi\Phi(-c)}} - c \right).$$

**Proof.** In the regime $n = d + x_\bullet \log d + o(\log d)$, we can find a sequence $(x_n)_{n \geq 0}$ such that $\lim_{n \to \infty} x_n = x > 0$, $x_n \log n \in \mathbb{N}$ for each $n \in \mathbb{N}$, and $n - d = x_n \sigma_\bullet \log n$. We start by proving the first case where $x \in [0, 1)$. In view of (6.1), we first want to determine the asymptotic behaviour of $D^*(n,d)$. Using (2.11), we obtain

$$1 \geq \frac{\sigma_\bullet^n D^*(n,d)}{n!} = \frac{2\sigma_\bullet^n}{n!} (\bullet(n,n-d+1) + \bullet(n,n-d+3) + \ldots) = 1 - \frac{2\sigma_\bullet^n}{n!} (\bullet(n,n-d-1) + \bullet(n,n-d-3) + \ldots) \geq 1 - 2P[S^*_n \leq x_n \log n] \xrightarrow{n \to \infty} 1,$$

due to the weak law of large numbers (2.6), for $x \in [0, 1)$. Thus, $\sigma_\bullet^n D^*(n,d)/n!$ converges to 1, as $n \to \infty$, and, for the case $x \in [0, 1)$, it remains to prove that

$$\sum_{k=0}^{d} \frac{k \bullet(n,n-d+k)\sigma^n}{n!} \sigma_\bullet \log n \sim \sigma_\bullet \log n.$$

To this end, we split up the sum and obtain, for fixed $\varepsilon > 0$,

$$\sum_{k=0}^{d} \frac{k \bullet(n,n-d+k)\sigma^n}{n!} \sigma_\bullet \log n = \sum_{l=x_\bullet \log n}^{d} \frac{l \bullet(n,l)\sigma^n}{n!} \sigma_\bullet \log n + \sum_{l \in [x_\bullet \log n, (1-\varepsilon)\sigma_\bullet \log n]} \frac{l \bullet(n,l)\sigma^n}{n!} \sigma_\bullet \log n + \sum_{l \in [(1+\varepsilon)\sigma_\bullet \log n, d]} \frac{l \bullet(n,l)\sigma^n}{n!} \sigma_\bullet \log n.$$
where each sum runs through all integer values in the given interval. The second sum of (6.2) is easily treated using the law of large numbers (2.6):

\[
\sum_{\ell \in [(1-\varepsilon)\sigma^* \log n, (1+\varepsilon)\sigma^* \log n]} \frac{\ell}{\log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!} = (1 + \varepsilon)P \left[ S_n^* / \sigma^* \log n \in [1 - \varepsilon, 1 + \varepsilon] \right] \rightarrow 1,
\]

which yields

\[
\limsup_{n \to \infty} \sum_{\ell \in [(1-\varepsilon)\sigma^* \log n, (1+\varepsilon)\sigma^* \log n]} \frac{\ell}{\log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!} \leq (1 + \varepsilon).
\]

Similarly, we obtain

\[
\liminf_{n \to \infty} \sum_{\ell \in [(1-\varepsilon)\sigma^* \log n, (1+\varepsilon)\sigma^* \log n]} \frac{\ell}{\log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!} \geq (1 - \varepsilon).
\]

For the first sum of (6.2), we obtain

\[
\sum_{\ell \in [(1-\varepsilon)\sigma^* \log n, (1+\varepsilon)\sigma^* \log n]} \frac{\ell}{\sigma^* \log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!} \leq \sum_{\ell < (1-\varepsilon)\sigma^* \log n} \frac{(n, \ell)\sigma_n^\ell}{n!} = P[S_n^* / \sigma^* \log n \leq 1 - \varepsilon] \rightarrow 0,
\]

again using the law of large numbers (2.6). The sum in (6.3) requires slightly more effort. We further split up the sum to obtain

\[
\sum_{\ell \in [(1+\varepsilon)\sigma^* \log n, d \sigma^* \log n]} \frac{\ell}{\sigma^* \log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!}
\]

\[
= \sum_{\ell \in [(1+\varepsilon)\sigma^* \log n, 10 \sigma^* \log n]} \frac{\ell}{\sigma^* \log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!} + \sum_{\ell \in [10 \sigma^* \log n, d \sigma^* \log n]} \frac{\ell}{\sigma^* \log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!}
\]

\[
\leq 10 \sum_{\ell \in [(1+\varepsilon)\sigma^* \log n, 10 \sigma^* \log n]} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!} + \sum_{\ell = 10 \sigma^* \log n}^{\infty} \frac{(n, \ell)\sigma_n^\ell}{n!}.
\]

Note that we used \( d \leq n \sigma^* \log n \) in the last step. The first sum converges to 0 due to the law of large numbers, while for the second sum we use (2.7) to obtain

\[
n \sum_{\ell = 10 \sigma^* \log n}^{\infty} \frac{\ell}{\sigma^* \log n} \cdot \frac{(n, \ell)\sigma_n^\ell}{n!} = nP[S_n^* \geq 10 \sigma^* \log n] \sim n \frac{n^{-10 \log 10 - 10 + 1}}{\sqrt{2\pi} 10 \log n} \frac{10}{9} \Psi_n(\log 10) \rightarrow 0.
\]

Note that to be formally correct we would need to replace 10 by a sequence \((z_n)_{n \geq 0}\) that converges to 10 and satisfies \(z_n \sigma^* \log n \in \mathbb{N}\) for all \(n \in \mathbb{N}\). Altogether, we obtain

\[
\limsup_{n \to \infty} \sum_{k=0}^{d} \frac{k}{\sigma^* \log n} \cdot \frac{(n, n-d+k)\sigma_n^\ell}{n!} \leq (1 + \varepsilon), \quad \liminf_{n \to \infty} \sum_{k=0}^{d} \frac{k}{\sigma^* \log n} \cdot \frac{(n, n-d+k)\sigma_n^\ell}{n!} \geq (1 - \varepsilon).
\]

Letting \(\varepsilon \downarrow 0\) yields

\[
\sum_{k=0}^{d} \frac{k}{\sigma^* \log n} \cdot \frac{(n, n-d+k)\sigma_n^\ell}{n!} \sim \sigma^* \log n,
\]

which completes the proof of the case \(x \in [0, 1)\).
Now, we turn to the case where \( x > 1 \) (and still \( d = n - x_n \sigma \log n \)). In this case, we have

\[
\frac{\sigma_n^* D^*(n, d)}{n!} = 2 \sum_{l=1,3,\ldots}^{d} P[S_n^* = x_n \sigma \log n + l] \sim \frac{N^{-\frac{1}{2}}(x_n \log x_n - x_n + 1)}{\sqrt{\pi x \log n}} \Psi_*(\log x) \frac{2 \sigma^*}{x^{2 \sigma^* - 1}},
\]

by (2.9). Furthermore, it holds that

\[
\sum_{k=0}^{d} k \frac{(n, n - d + k) \sigma_n^*}{n!} = \sum_{k=0}^{d} k \frac{(n, x_n \sigma \log n + k) \sigma_n^*}{n!}
\]

using (2.8) combined with the dominated convergence theorem. Hence, we have

\[
E \Delta(W_{n,d}) = \frac{\sigma_n^* D^*(n, d)/n!}{\sigma_n^* D^*(n, d)/n!} \sim \frac{2 \sigma^*}{n!} \sum_{l=1,3,\ldots}^{d} \sigma_n^* \left( n, n - d - l \right) 1
\]

\[
= 1 - 2 \sum_{l=1,3,\ldots}^{d} \sum_{\ell=1,3,\ldots}^{d} \left( n, n - d - l \right) \cdot \left( n, n - d - \ell \right) \cdot \sigma_n^*
\]

which implies that \( D^*(n, d) \sim \Phi(-c)n!/\sigma_n^* \) as \( n \to \infty \). In view of (6.1), it is left to consider the sum \( \sum_{\ell=0}^{d} (d - \ell) \cdot \sigma_n^* \left( n, n - \ell \right) \) which can be rewritten as follows:

\[
\sum_{\ell=0}^{d} (d - \ell) \cdot \sigma_n^* \left( n, n - \ell \right) = \sum_{\ell=0}^{d} (d - \ell) \cdot \sigma_n^* \left( n, n - \ell \right) - \sum_{\ell=0}^{d} (n - d) \cdot \sigma_n^* \left( n, n - \ell \right)
\]

\[
= \sum_{\ell=n-d}^{n} \ell \cdot \sigma_n^* \left( n, \ell \right) - \sum_{\ell=n-d}^{n} (n - d) \cdot \sigma_n^* \left( n, \ell \right)
\]

\[
= \frac{n!}{\sigma_n^*} \cdot \left( E[S_n^* 1_{n-d \leq S_n^* \leq n}] - (n - d) P[n - d \leq S_n^* \leq n] \right).
\]

Defining \( Z_n^* := (S_n^* - \sigma_n^* \log n)/\sigma_n^* \log n \), we obtain

\[
P[n - d \leq S_n^* \leq n] = P \left[ c + o(1) \leq Z_n^* \leq \frac{n - \sigma_n^* \log n}{\sqrt{\sigma_n^* \log n}} \right] \rightarrow 1 - \Phi(c) = \Phi(-c),
\]

following the central limit theorem (2.4). Similarly,

\[
E[S_n^* 1_{n-d \leq S_n^* \leq n}] = E \left[ \left( \sqrt{\sigma_n^* \log n} \cdot Z_n^* + \sigma_n^* \log n \right) 1_{c + o(1) \leq Z_n^* \leq (n - \sigma_n^* \log n)/\sqrt{\sigma_n^* \log n}} \right]
\]

\[
= \sqrt{\sigma_n^* \log n} \cdot E \left[ Z_n^* 1_{c + o(1) \leq Z_n^* \leq (n - \sigma_n^* \log n)/\sqrt{\sigma_n^* \log n}} \right].
\]
\[ + \sigma \log n \mathbb{P} \left[ c + o(1) \leq Z_n \leq \frac{n - \sigma \log n}{\sqrt{\sigma \log n}} \right]. \]

Using the central limit theorem together with Skorokhod’s representation theorem, we can assume that, without loss of generality, the probability space is chosen in such a way that

\[ Z_n \overset{a.s.}{\to} N(0, 1) \mathbb{1}_{\{N(0, 1) \geq c\}}. \]

Additionally, the sequence on the left-hand side is uniformly integrable since the sequence \( \mathbb{E}(Z_n^2)_{n \geq 0} \) is bounded. This can be observed using that, by definition of \( S_n \), it holds that

\[ \mathbb{E} S_n = \sum_{k=1}^{n} \mathbb{E} \left[ \text{Bern} \left( \frac{\sigma}{k} \right) \right] = \sum_{k=1}^{n} \frac{\sigma}{k} = \sigma \left( \log n + \gamma + O \left( \frac{1}{n} \right) \right), \]

with \( \gamma \) being the Euler-Mascheroni constant, and

\[ \text{var} S_n = \sum_{k=1}^{n} \text{var} \left[ \text{Bern} \left( \frac{\sigma}{k} \right) \right] = \sum_{k=1}^{n} \frac{\sigma}{k} (1 - \frac{\sigma}{k}) \sim_{n \to \infty} \sigma \log n. \]

This implies the convergence of expectation, and thus, combined with (6.6) we obtain

\[ \mathbb{E} \left[ S_n \mathbb{1}_{\{n - d \leq Z_n \leq n\}} \right] = \sqrt{\sigma \log n} \cdot \mathbb{E} \left[ N(0, 1) \mathbb{1}_{\{N(0, 1) \geq c\}} \right] + \sigma \log n \cdot \Phi(-c) \]

\[ = \sqrt{\sigma \log n} \cdot \frac{e^{-c^2/2}}{\sqrt{2\pi}} + \sigma \log n \cdot \Phi(-c). \]  

(6.7)

Inserting (6.6) and (6.7) into (6.5) yields

\[ \sum_{\ell=0}^{d} (d - \ell) \cdot \mathbb{E} \left[ \text{Bern} \left( \frac{\sigma}{n} \right) \right] \]

\[ \sim_{n \to \infty} n! \left( \sqrt{\sigma \log n} \cdot \frac{e^{-c^2/2}}{\sqrt{2\pi}} - c \sqrt{\sigma \log n} \cdot \Phi(-c) \right) \]

\[ \sim_{n \to \infty} n! \sqrt{\sigma \log n} \left( \frac{e^{-c^2/2}}{\sqrt{2\pi}} - c \cdot \Phi(-c) \right). \]

Combining this with (6.1) and (6.4) leaves us with

\[ \mathbb{E} \Delta(W_n \cdot d) \sim_{n \to \infty} \sqrt{\sigma \log n} \left( \frac{e^{-c^2/2}}{\sqrt{2\pi \Phi(-c)}} - c \right), \]

which completes the proof. \( \square \)
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