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ABSTRACT The developments in wireless technology and applications in recent years have increased the interest in downlink scheduling and resource allocations among researchers. Moreover, fair scheduling and balanced Quality of Service (QoS) delivery for various forms of traffic are needed for Long-Term Evolution (LTE) wireless systems. This paper proposes hybrid QoS-aware downlink scheduling approaches that aim to address different traffic classes and balance the QoS delivery with improvements to the overall system performance under channel and bandwidth constraints. Moreover, this research introduces a taxonomy that classifies the scheduling algorithms into four main classes: delay aware, queue aware, target bit-rate aware and hybrid aware. The latter class is the scheduling class that is proposed in this paper; it considers channel, queue and delay parameters in its scheduling metric. Using simulations, we compare and analyze different downlink scheduling rules for their network-centric performance metrics, e.g., average packet loss ratio, average throughput, average packet delay, system fairness, and system spectral efficiency. The simulation results show that the queue-aware and delay-aware scheduling rules deliver the best QoS performance for video traffic classes, whereas our proposed hybrid scheduling rules deliver balanced QoS for various types of traffic classes. Employing QoS balancing scheduling rules in an LTE downlink is suggested to provide high QoS delivery for different traffic classes.

INDEX TERMS Packet scheduling algorithms, resource allocation, long term evolution, quality of service, real-time, non-real time.

I. INTRODUCTION Several challenges have to be overcome to support multimedia services and applications over wireless networks. These challenges are mostly caused by heterogeneities and constraints, for example, random time-varying channel conditions, limited bandwidth, different protocols and standards, limited battery power, and differing QoS requirements. In response to these challenges and the increasing demand for network applications, which have varied requirements, for example, mobile TV, teleconferencing and multimedia messaging, the Third Generation Partnership Project (3GPP) introduced Long-Term Evolution (LTE). LTE is a promising mobile technology that permits the transfer of multimedia applications with high network capacity and utility. LTE employs Orthogonal Frequency Division Multiple Access (OFDMA) as a radio access technology in the downlink channel, which provides greater flexibility and optimal network performance, as it contiguously uses sections of the spectrum. To provide the necessary bandwidth and acceptable delays, resource allocation algorithms are implemented by LTE to distribute radio resources. One disadvantage of LTE is that the transmission order is affected by the poorly defined scheduling algorithm problem of distributing radio resources to users. One of the main objectives of 4G LTE radio access networks is to deliver high QoS. Therefore, the performance of the existing radio resource algorithm is reduced under prioritized conditions due to the minimum data rate employed to establish the order of transmission. This paper addresses the problem of scheduling multi-traffic classes to more than one user on the downlink of a wireless network. Two main classifications can be applied regarding scheduling algorithms: QoS-aware/QoS-unaware schedulers and content-aware schedulers. A recent comprehensive survey of downlink content-aware scheduling algorithms is provided in [1]. However, this study lacked information related to the classification of QoS-aware and QoS-unaware schedulers and their performance analysis.

The use of QoS is a network-centric approach to evaluating performance that involves assessing numerous network performance parameters, such as the end-to-end packet delay, average throughput of the system, efficiency of the system,
and fairness and packet loss rate [2]. QoS-aware scheduling approaches consider these parameters and apply an evaluation to optimize the efficiency of wireless systems. These approaches also reliably schedule packets and deliver robust network performance parameters, which translate into excellent QoS to end users. Well-tailored methods exploit the variability in the wireless channel over time and across users. The highest proportion of available resources is assigned to users with excellent channel quality because they are able to handle higher data rates while concurrently ensuring that fairness is sustained across multiple users. Two traffic classes exist: Real Time (RT) and Non-Real Time (NRT), with further classification into Guaranteed Bit Rate (GBR) and Non-Guaranteed Bit Rate (non-GBR). Whether a radio bearer is tagged with GBR or non-GBR depends on the QoS requirements of the flows that they convey. The RT class contains Voice over IP (VoIP) services, video gaming and video conferencing, while the NRT class comprises what are known as best-effort services (e.g., email, browsing the internet, FTP and video streaming). Figure 1 illustrates the different QoS requirements of these applications with regard to throughput and delay. The diagram indicates that RT services are more sensitive to delay, while NRT services are more sensitive to throughput.

None of the scheduling strategies mentioned in the subsequent related work section consider the inherent conflict between QoS-unaware scheduling and QoS-aware scheduling and the possibility of enhancing the QoS of the delivered services (i.e., RT and NRT traffic) by managing this trade-off. Furthermore, the literature lacks proposals of QoS-aware fair scheduling algorithms considering simultaneous transmission of RT and NRT traffic. Hence, a proposal for designing downlink scheduling approaches to balance the QoS metrics for simultaneous transmission of multi-traffic classes over future wireless systems is needed. This paper provides the following three main contributions:

1) Proposing QoS-aware downlink scheduling approaches that balance the QoS parameters for simultaneous transmission of multi-traffic classes. These types of schedulers make scheduling decisions based on varying objective functions (e.g., Head-of-Line (HoL) delay, flow queue sizes, and Channel State Information (CSI)). Their main aim is to simultaneously balance the QoS for RT and NRT users under bandwidth and channel constraints.

2) Proposing a taxonomy that classifies the scheduling algorithms into four key categories: delay-aware, queue-aware, target bit-rate-aware, and hybrid aware strategies. The latter class is the scheduling class proposed in this paper, which considers channel, queue and delay parameters in its scheduling metric. Moreover, the proposed scheduling approaches in the hybrid class contribute to balancing the QoS between both traffic classes.

3) Lastly, providing a benchmark and QoS performance analysis of the existing and proposed downlink scheduling strategies for multi-traffic classes.

The paper’s structure is as follows. In Section II, relevant literature is discussed and compared. Section III introduces and classifies the QoS-unaware and QoS-aware scheduling strategies and introduces conceptual description and mathematical equations. The simulation setup and comparative performance analysis are discussed in Section IV, where the system model is elaborated and a description of the 3GPP LTE system is provided. The performance analysis of different scheduling strategies in the designed scenarios is also reported in this section, and a discussion of the relevant performance metrics, numerical results, simulation environment and traffic models are provided. The paper is concluded in Section V.

II. RELATED WORK
Downlink scheduling algorithms are responsible for assigning the physical resource blocks (PRBs) among flows at the Medium Access Control (MAC) layer of Evolved NodeB (eNodeB). For instance, several algorithms for packet scheduling have been proposed with the aim of supporting RT and NRT services over LTE to provide efficient QoS delivery. The LTE scheduling algorithms are designed to handle different types of traffic by considering different QoS parameters, such as delay, packet loss and target rates. Hence, the authors in [1], [3]–[14] proposed diverse scheduling approaches to support either one type of traffic or mixed types of traffic. These algorithms are further investigated in Section III. The authors in [15] evaluated how well commonly employed packet scheduling algorithms performed in downlink LTE systems, namely, the Modified Largest Weighted Delay First (M-LWDF), Proportional Fair (PF) and Exponential Proportional Fair (EXP-PF) schedulers. These algorithms are designed to provide a single QoS-based objective improvement and address one type of traffic every time. The authors in [16], [17] conducted a survey of the downlink QoS-aware and QoS-unaware scheduling approaches in LTE networks, including a performance comparison in terms of QoS provisioning between the most well-known scheduling rules. On the other hand, the authors in [18] conducted a survey of opportunistic scheduling approaches in wireless communications. They classified the opportunistic rules into a taxonomy, where they reported the rules that enhance the total network capacity and those that enhance the QoS objectives,
for example, fairness and throughput. These surveys reveal a lack of QoS-aware scheduling algorithms that fairly and simultaneously handle RT and NRT traffic and achieve balanced QoS performance improvement (i.e., multiple objective enhancement).

The authors in [12], [19]–[26] proposed QoS-based downlink packet scheduling schemes for multiple users over wireless networks. The authors in [19] and [20] proposed a multi-service QoS guaranteed scheduling algorithm over wireless private networks. The design of this approach is based on sacrificing the performance of low-priority users to guarantee satisfying the QoS requirements of high-priority users. Note that this approach tends to support one traffic type that has high priority while penalizing the QoS provision to lower priority flows, such as NRT flows. The authors in [21], [22] proposed QoS-aware scheduling algorithms to improve the satisfaction of users in OFDMA systems. These approaches are designed to ensure guaranteed QoS delivery in both uplink and downlink directions, regardless of the traffic type being served, which causes a degradation of the quality of the served traffic due to unbalanced scheduling. The authors in [12], [23] proposed a novel downlink resource allocation algorithm for downlink LTE networks considering the standardized QoS Class Identifier (QCI) requirements for the different types of service. The algorithm provides a way to fulfill each radio bearer’s demands; it distributes the available bandwidth such that the bearer traffic and bandwidth requirements are satisfied, and the total throughput in the system is not compromised. Hence, this algorithm utilizes the solution proposed by the 3GPP standard by using the different types of radio bearers: GBR and non-GBR [27], [28]. These approaches are designed to address the issue of satisfying the QoS requirement of VoIP and video traffic (i.e., RT traffic only) by employing the features of QCI and QoS parameters of traffic when allocating RBs. However, these approaches fail to balance the QoS parameters for the simultaneous transmission of heterogeneous traffic.

A QoS-aware downlink scheduling algorithm was proposed in [24] with the objective of improving the QoS experience of edge users in an LTE mobile network. This approach is designed to reduce the effect of low throughput and high delay experienced by these users. Hence, the main goal is to provide edge users with a better QoS experience while simultaneously preventing large losses in the throughput and QoS of the system as a whole. The authors in [25], [26] proposed delay-based and QoS-aware packet scheduling for multimedia services in LTE downlink systems. This approach is designed to guarantee QoS for heterogeneous traffic over (4G) mobile networks under different speed conditions. This approach’s principal objective is to investigate the effect of delay on improving the QoS for RT flows in different speed scenarios while giving less importance to other QoS parameters and guaranteeing the minimum QoS for other traffic types, such as NRT. Therefore, we propose a scheduling approach that balances the QoS parameters for multi-traffic classes.

In our previous studies [1], we carried out a comprehensive review of existing content-aware strategies. In addition, we classified content-aware scheduling strategies into three categories as follows: 1) quality-driven scheduling approaches; 2) proxy-driven radio resource allocation approaches; and 3) client-driven approaches. In this paper, we achieve advances by classifying the content-unaware scheduling strategies, i.e., QoS-based scheduling strategies, into QoS-aware and QoS-unaware scheduling categories. Within each category, there are different classes with different purposes. This classification has helped identify a need for network operators by proposing scheduling strategies that would fall under our proposed scheduling class (referred to as the hybrid scheduling strategy class), consisting of strategies for scheduling that have been designed especially for offering simultaneous services to multi-traffic classes. When they make scheduling decisions, these schedulers consider various objective functions (e.g., HoL delay, flow queue sizes, and CSI), where the main goal of these schedulers is to simultaneously balance the QoS for RT and NRT users under bandwidth and channel constraints.

This study proposes two scheduling strategies that fall under the proposed hybrid scheduling class, namely, the Queue-HoL-MLWDF rule and Modified-EXP-rule. To facilitate comprehension of the work that has been carried out, the proposed taxonomy classifies the QoS-based downlink scheduling rules in the literature. This taxonomy consists of our proposed hybrid scheduling class, which includes scheduling strategies that balance the QoS for different traffic classes. We present the results, compare the classified state-of-the-art strategies, and provide a benchmark and QoS performance analysis of different scheduling algorithms for multi-traffic classes. To the best of our knowledge, there is a lack of proposals for designing downlink scheduling approaches with the aim of balancing the QoS metrics for simultaneous transmission of multi-traffic classes over future wireless systems in the literature. Moreover, most of the existing studies mentioned earlier focus on a single QoS-based objective improvement. Note that QoS balancing scheduling strategies should be employed in LTE and beyond wireless systems to offer high QoS delivery for different traffic classes.

III. QoS-AWARE AND QoS-UNAWARE DOWNLINK SCHEDULING STRATEGIES

Following recommendations in recent studies [1], [10], radio resource management and packet scheduling solutions for QoS-based scheduling strategies can be categorized into two broad groups: QoS-aware strategies and QoS-unaware strategies. As illustrated in the proposed taxonomy in Figure 2, the QoS-aware strategy category is divided into four classes and the QoS-unaware strategy category consists of three main scheduling rules, namely, the PF, round robin, and max-rate rules. Moreover, the former category contains four classes: delay-aware strategies, queue-aware strategies, target bit-rate-aware strategies, and the proposed hybrid strategies.
The following subsections provide more detail about each of these classes.

Figure 3 has been provided to illustrate a network scenario in which end-to-end communication occurs across the various layers of an LTE system. Studying this network will help in understanding how QoS-aware scheduling strategies function. As shown in Figure 3, multi-traffic classes (e.g., Video, VoIP, Best effort) are transmitted to the Evolved Packet Core (EPC) from their corresponding servers. Using the S1 interface, the EPC connects with an eNodeB. Packets are managed and the physical resources are assigned to different flows (i.e., NRT and RT) by the LTE protocol’s MAC layer. Examples of the RT and NRT classes are provided in the introduction. QoS-aware strategies take into account buffer-related information and QCI requirements, as shown in Figure 3. The QCI is a mechanism in 3GPP LTE systems that ensures that a suitable QoS is provided for traffic flows by controlling the packet loss rate and latency. In the EPC, a QCI is allocated to each individual traffic flow. The QCI is represented by a scalar, 8-bit header field, which determines the packet forwarding rate for each node, for example, by controlling scheduling weights and admission thresholds at the eNodeB. Each type of traffic has different QoS requirements, and thus, different QCI values are assigned. QCI parameters include the packet error loss rate, class of the flow (GBR or non-GBR), budget for packet delay and priority value for admission control. For instance, a conversational voice service flow carries the following QoS parameters: QCI (1), radio resource type (GBR), priority (2), packet delay budget (100 ms), and packet error loss rate (102).

Figure 3 shows the second block of information, which comprises the packet latency or HoL delay, size of the queue and service rate from the buffer at the MAC layer. The scheduler receives this information with the QCI requirements and uses it to determine the flows’ scheduling weights. Different schedulers, such as the packet loss fair strategy and delay-aware strategy, exist, and each scheduler is configured differently according to the various QoS requirements. LTE systems must fulfill these QoS requirements by achieving an optimal balance between utilization of the service and fairness for all the users. As an example, the delay-aware strategy utilizes the HoL delay (which is obtained from the buffer) and information about the target delay to establish how resources should be allocated to the various flows. Using a similar method, other strategies utilize information related to the objective of the scheduling rule, which is also extracted from the buffer. Scheduling rules aim to satisfy the flow requirements of the end user but can do so through...
different means, e.g., a target throughput, packet delivery delay bounds, the packet loss rate or any combination of these.

Further elaboration of the application of the two main categories, i.e., QoS-aware strategy and QoS-unaware strategy, is provided in the following subsections.

**A. QoS-UNAWARE SCHEDULING STRATEGIES**

The QoS-unaware strategies are designed to employ strategies that focus on parameters related to the fairness of the system, including the CSI and average data rate. Their objective is to allocate radio resources and schedule packets for wireless network users. This category incorporates the max-rate rule, round-robin rule and PF rule, as discussed in [4], [29] and illustrated in our proposed taxonomy in Figure 2. The max-rate rule is only aware of the instantaneous bit rate of the users according to their instantaneous channel conditions (in contrast to the target bit rate in QoS-aware strategies, which take into account flow rates). The schedulers in this type of strategy have several objectives: 1) the throughput is maximized in the max-rate rule, but fairness among users is not ensured; 2) fairness is achieved by the round robin rule, but the throughput is not maximized; and 3) PF achieves maximum throughput and fairness.

One of the most important scheduling rules in this category is the Proportional Fair (PF) scheduler [4]. With this scheduler, PRBs are assigned by considering the experienced channel quality and estimated user average data rate, as calculated in Equation 1. PF schedulers are appropriate for NRT traffic because the scheduling matrix does not impose limitations on the flows, such as queue size or target delay. They aim to concurrently provide maximum network throughput and flow fairness. Equation 1 provides the metric utilized to represent the PF scheduler:

\[
W_{i,j}(t) = \frac{r_{i,j}(t)}{\bar{R}_i(t)}
\]  

(1)

where \(r_{i,j}(t)\) is the instantaneous data rate, calculated based on the Adaptive Modulation and Coding (AMC) module, which is chosen in relation to the Channel Quality Indicator (CQI) feedback sent by the User Equipment (UE). This feedback represents the channel quality (e.g., Signal-to-Interference Plus Noise-Ratio (SINR)) of the \(j\)-th sub-channel associated with the \(i\)-th flow. In addition, \(\bar{R}_i(t)\) is represented in Equation 2.

\[
\bar{R}_i(t) = (1 - \beta)\bar{R}_i(t-1) + \beta r_i(t)
\]  

(2)

where \(r_i(t)\) is the data rate achieved by the \(i\)-th flow in the current scheduling epoch \(t\) (i.e., total number of transmitted bits over the entire Physical Resource Block (PRB) is allocated to \(i\)-th flow per Transmission Time Interval (TTI)), \(\bar{R}_i(t-1)\) is the estimated average data rate achieved by the \(i\)-th flow in the previous TTI, \(\bar{R}_i(t)\) is the estimated average data rate achievable by the \(i\)-th user in the current TTI, and \(\beta\) is a moving average to smooth the system performance and control system fairness; the lower \(\beta\) is, the higher the system fairness.

**B. QoS-AWARE SCHEDULING STRATEGIES**

Following the previously mentioned discussion, QoS-aware strategies are divided into four classes (as shown earlier in Figure 2). These classes are determined by considering the different system and application parameters that contribute to the scheduling decision. These scheduling classes are listed as follows: 1) delay-aware strategies, 2) queue-aware strategies, 3) target bit-rate-aware strategies, and 4) proposed hybrid strategies. The applications and specifications of each of these classes are further discussed next.

1) **DELAY-AWARE STRATEGIES**

This class consists of the scheduling approaches most suitable for RT traffic types, for example, video gaming. The LTE QoS architecture in [30] specifies a packet delivery target delay and packet loss ratio thresholds for real-time and non-real-time traffic types. Since QoS constraints mainly depend on the application type, video traffic has stringent QoS requirements; therefore, one of the principal objectives of mobile networks is to ensure QoS provision by guaranteeing packet delivery within a target delay and with a constrained packet loss rate. According to citeQoSsurveyPiro, M-LWDF [7], Exponential Proportional Fair (EXP/PF) [7], and Exp-rule [8] are capable of meeting the video streaming requirements in terms of packet delivery delay bounds. However, these rules do not provide balanced QoS delivery when serving a mixture of traffic types, such as RT and NRT traffic. For simulation and performance analysis, the extensively deployed scheduling strategies from this class are discussed as follows:

- The purpose of the **M-LWDF** scheduler is to support multiple RT data users [7] (derived in [31]). PRBs are assigned by the scheduler to different RT flows, taking into consideration the properties of the classical PF rule and the HoL packet delay parameter. Moreover, the scheduler assigns PRBs to NRT data users with the PF rule. While the PF scheduler is considered to be more appropriate for NRT flows, both RT and NRT services can be supported by M-LWDF. Equation 3 illustrates the metric employed to represent the M-LWDF scheduler:

\[
W_{i,j}(t) = \begin{cases} 
\alpha_i D_{\text{HoL},i}(t) & \text{if } i \in \text{RT} \\
\alpha_i D_{\text{HoL},i}(t) \frac{\bar{R}_{i,j}(t)}{\bar{R}_i(t)} & \text{if } i \in \text{NRT}
\end{cases}
\]  

(3)

where \(\alpha_i\) is given by:

\[
\alpha_i = \frac{-\log \delta_i}{\tau_i}
\]  

(4)

where the probability \(\delta_i\) is defined as the maximum probability that the Head-of-Line (HoL) packet delay \(D_{\text{HoL},i}(t)\) (i.e., delay of the first packet that resides in the buffer to be transmitted) exceeds the target delay \(\tau_i\). Hence, \(\alpha_i\) is employed to ensure the delay constraints...
of users and is dependent on the choice of flow class from the 3GPP QoS Class Identifier (QCI) table in [30]. Therefore, if packets that belong to a RT service exceed the target delay while waiting at the MAC buffer, then they will be discarded. For definitions of \( r_i(t) \) and \( R(t) \), refer to Equation 1.

- The purpose of the EXP/PF scheduler is to exponentially raise the priority of RT flows w.r.t NRT ones when their HoL packet delays are close to the target delay. For RT flows, parameters sensitive to delay and the PF rule are used to formulate the EXP/PF scheduler. This will prioritize the delay parameters over the flow channel conditions, which results in greater support for RT flows. However, the PF rule is used on its own to schedule packets among NRT users. The bottom equation illustrates the metric employed to represent the EXP/PF scheduler:

\[
W_{i,j}(t) := \begin{cases} 
\exp\left(\frac{\alpha_i D_{HoL,i}(t) - h(t)}{1 + \sqrt{h(t)}}\right) \frac{r_i(t)}{R(t)}, & \text{if } i \in RT \\
\frac{r_i(t)}{R(t)}, & \text{if } i \in NRT 
\end{cases} 
\]  

where \( h(t) \) is given by:

\[
h(t) = \frac{1}{N_t} \sum_{i=1}^{N_I} \bar{D}_{HoL,i}(t), \text{ for } i \in RT \]  

where the parameters are defined the same as in Equation 3. \( h(t) \) refers to the average head-of-line delay (system head-of-line delay), and \( N_I \) is the number of active downlink RT flows. This approach aims to limit the delays of all the RT flows.

- The EXP-rule scheduler is adopted from the EXP/PF rule, which has been optimized to produce greater throughput for RT users. The PF rule is used here for scheduling NRT flows, whereas the EXP-rule along with the PF rule are used for scheduling RT flows. The below equation illustrates the metric employed to represent the EXP-rule scheduler:

\[
W_{i,j}(t) := \begin{cases} 
\exp\left(\frac{\alpha_i D_{HoL,i}(t) - \bar{h}(t)}{1 + \sqrt{\bar{h}(t)}}\right) \frac{r_i(t)}{R(t)}, & \text{if } i \in RT \\
\frac{r_i(t)}{R(t)}, & \text{if } i \in NRT 
\end{cases} 
\]  

where \( h(t) \) is given by:

\[
h(t) = \frac{1}{N_t} \sum_{i=1}^{N_I} \bar{D}_{HoL,i}(t), \text{ for } i \in RT \]  

where the parameters are defined the same as in Equations 3 and 5. However, the maximum \( \delta \) in \( \alpha_i \) is set to either 6 or 10, as in [8] (as this delivers good performance results and \( h(t) \) does not consider the selected value of \( \alpha_i \)).

2) QUEUE-AWARE STRATEGIES

These strategies employ parameters that determine fairness, in particular queue size. They allocate radio resources and schedule packets for different wireless network users, as proposed in [6], [32]. Therefore, these strategies are employed to optimize the throughput for RT traffic types and provide minimum rate guarantees for NRT traffic types. For instance, one of the extensively applied schedulers in this class is referred to as Virtual Token Modified Largest Weighted Delay First (VT-M-LWDF) (i.e., the virtual token scheduling rule in [6]). This rule is a modified version of the M-LWDF rule, and it employs the parameters highlighted in Equation 3, apart from the HoL packet delay parameter. The VT-M-LWDF scheduler replaces the HoL packet delay parameter with the queue size parameter for RT users. This parameter indicates to the scheduler the magnitude of the flow available in the buffer. Conversely, the M-LWDF scheduling decision is based largely on HoL packet delays. The principal objective of the VT-M-LWDF rule is to improve QoS performance metrics for multimedia services, such as VoIP, and offer minimum throughput guarantees for NRT services. This approach affects the QoS requirements for NRT services. Therefore, a balance is needed in the delivery of QoS requirements for RT and NRT services, which inevitably involves a trade-off. Equation 9 illustrates the metric employed to represent the VT-M-LWDF scheduler:

\[
W_{i,j}(t) := \begin{cases} 
\alpha_i Q(t) \frac{r_i(t)}{R(t)}, & \text{if } i \in RT \\
\frac{r_i(t)}{R(t)}, & \text{if } i \in NRT 
\end{cases} 
\]  

where the \( \alpha_i(t) \), \( r_i(t) \) and \( R(t) \) parameters are defined the same as in Equation 3. \( Q(t) \) refers to the queue size of the \( i \)-th flow at a particular scheduling epoch \( t \) when serving RT users. On the other hand, the PF scheduler is employed to make scheduling decisions for NRT users.

3) TARGET BIT-RATE-AWARE STRATEGIES

This class comprises strategies that are aware of the bit rate of the flows in the scheduling buffers. The scheduling takes into account non-GBR and GBR classes for the flows, as proposed in [33]–[35]. These schedulers aim to maximize the throughput of the total system and deliver the minimum/maximum target bit rate for a mixture of RT and NRT flows. However, these rules do not provide balanced QoS delivery when serving a mixture of traffic types, such as RT and NRT traffic.

4) THE PROPOSED HYBRID SCHEDULING APPROACH

This class is our proposed class, which is suitable for simultaneously providing balanced QoS for RT and NRT traffic types. This scheduling class is different from the previous scheduling classes in the way that it handles and prioritizes the packets. To achieve the QoS balancing goal for RT and NRT traffic types, the designed priority metric considers a mixture of four important flow parameters: channel conditions, HoL packet delay, flows queue sizes, and flow type. Moreover, the goal of this proposed scheduling class is to maintain an acceptable Mean Opinion Score (MOS) quality level for video applications and increase the system capacity and fairness. More details and a performance analysis of one of our proposed hybrid-based scheduling algorithms is provided in [3]. On the other hand, it is important to mention that
a few studies (such as [36]–[39]) proposed hybrid scheduling approaches for traditional multi-carrier systems, such as WiFi and WiMAX systems, considering different priority parameters that are not suitable for RT and NRT flows. Figure 4 shows the flow chart for the implementation of the proposed hybrid scheduling approach. The hybrid scheduling metrics are further elaborated as follows:

- The Queue-HoL-M-LWDF scheduler in [3] is proposed to enhance the performance of existing M-LWDF and VT-M-LWDF scheduling algorithms. This scheduler is a combination of the effective components and main principles of the schedulers mentioned above. We adopt consideration of the queue size of the buffer, traffic types, and HoL packet delay parameters in the VT-M-LWDF and M-LWDF rules. This decision was made in order to enhance the scheduler’s performance when serving both RT and NRT services. In particular, the scheduler aims to deliver better performance metrics for video services while sustaining an acceptable and balanced QoS delivery for the other network services. Equation 10 illustrates the metric employed to represent the Queue-HoL-M-LWDF scheduler:

\[
W_{i,j}(t) = \alpha_i D_{HoL,j}(t) Q_j(t) \left(\frac{r_{i,j}(t)}{R_i(t)}\right), \text{ for } i \in \text{RT/NRT}
\]

where the parameters are defined the same as in Equations 3 and 9.

- The proposed Modified-EXP-rule scheduler is introduced to improve the existing EXP-rule scheduling rule presented in Equation 7. The proposed rule considers the awareness of the channel, traffic type, and HoL delay parameters for both RT and NRT users simultaneously. This fusion of metrics in the EXP-rule improves the performance of the system, efficiently utilizes the system’s radio resources, and balances the QoS delivery for both RT and NRT traffic. It is important to highlight that the NRT flows are delay-tolerant services, i.e., delayed packets are not discarded and their delay tolerance threshold is higher than RT traffics as stated in the 3GPP QCI table [30]. However, the RT flows are delay sensitive services, where packets belonging to this kind of services are discarded, if the HoL packet delay exceeds the target delay. As a result, this will help maintain the balance and satisfy both RT and NRT admitted users by providing: a higher system spectral efficiency, higher system throughput, and lower system PLR, guaranteeing a satisfactory level of fairness, and supporting a higher number of subscribers. The below equations illustrate the metric employed to represent the proposed Modified-EXP-rule scheduler:

\[
W_{i,j}(t) = \exp \left( \frac{\alpha_i D_{HoL,j}(t)}{1 + \sqrt{h(t)}} \right) \frac{r_{i,j}(t)}{R_i(t)}, \text{ for } i \in \text{RT/NRT}
\]

where \(h(t)\) is given by:

\[
h(t) = \frac{1}{N_i} \sum_{i=1}^{N_i} D_{HoL,i}(t), \text{ for } i \in \text{RT/NRT}
\]

where the parameters are defined the same as in Equation 9, whereas the \(i\) in this rule corresponds to both RT and NRT users.

To highlight more on the complexity level of the proposed scheduling strategy, QoS aware schedulers with packet priority results in a less complex system, as such scheduling rules are simple to implement. Low complexity scheduling rules are very important in LTE mainly because of the short scheduling interval of 1 ms. Complexity analysis of the proposed scheduler is highlighted. We analyze the complexity of the considered strategy in terms of the maximum number of required iterations. In this strategy, the scheduler computes \(1 \cdot M_{PRB}\) metrics per scheduling epoch, where \(I\) is the number of flows and \(M_{PRB}\) is the number of PRBs. The scheduling function for the proposed strategy requires the computation of HoL delay which comprises the recording of packets’ arrival time at the eNodeB. However, this does not affect the number of iterations required to compute the scheduling rule. Therefore, the per-PRB scheduling rule has a linear dependency on the number of PRBs and flows for this strategy. In other words, the proposed algorithm allocates a PRB to the user after performing a linear search among all the active users thus the computation complexity is the product of the number of users
and the number of PRBs in the system (i.e., the computation complexity at the scheduler will be computed as $O(I \cdot M_{PRB})$). Hence linear complexity enables real-time implementation of the algorithm.

To summarize the scheduling classes, Table 1 reports the important scheduling approaches and their common parameters, which are incorporated into both QoS-aware and QoS-unaware downlink scheduling strategies.

### IV. SIMULATION SET-UP AND COMPARATIVE PERFORMANCE ANALYSIS

#### A. SYSTEM MODEL

A range of factors can affect the QoS in LTE and beyond wireless systems. These factors include the target delays, number of available radio resources, channel conditions and type of services (e.g., sensitive or insensitive to delay). The radio resources allocated to a user are known as a PRB, equal to 180 kHz in the frequency domain. The duration of each resource is 0.5 ms, and each resource contains 6 or 7 Orthogonal Frequency Division Multiplexing (OFDM) symbols in the time domain. A range of channel bandwidths, i.e., 1.4, 3, 5, 10, 15 and 20 MHz, are incorporated into the LTE standard, and each bandwidth comprises a different number of PRBs. A detailed study with recommendation on the selection of the proper bandwidth in terms of system efficiency utilization is carried out in [42], where efficient employment of these bandwidth ranges leads to improved LTE system efficiency. The results reported in this study provide guidelines for combining bandwidth scalability and admission control strategies in LTE networks in order to achieve high system resource utilization and deliver high traffic quality for the LTE users. Therefore, a 10 MHz bandwidth is carefully chosen in our study in order to ensure a proper utilization of the system spectral efficiency. This can be observed in Figure 9 (b) below, where our proposed scheduling algorithms efficiently utilize the available radio resources. The work in this study involves various types of downlink scheduling rules. Therefore, the most relevant downlink parameters were set according to the LTE standard (i.e., resource allocation: every TTI equal to 1 ms; two time slots, where each time slot has 7 OFDM symbols spread over 12 consecutive sub-carriers; Frequency Division Duplexing (FDD) frame composed of 10 TTIs).

In the system, CQI feedback should be reported to the eNodeB by the users in each TTI via uplink control messages over the Physical Uplink Control Channel (PUCCH). This CQI value is representative of the users’ instantaneous channel quality/available transmission data rate for each PRB. In the scenario in this work, the feedback mechanism is that the UE sends a single CQI that relates to every PRB to the

---

### TABLE 1. QoS and channel parameters used by QoS-aware and QoS-unaware downlink scheduling approaches.

| Scheduling Approaches | Channel Parameters | QoS Parameters |
|------------------------|--------------------|----------------|
|                        | CST                | PLR            | Target rate | Queue size | Service | Target delay | HoL delay |
| QoS-aware approaches   |                    |                |             |            | aware    |              |           |
| Delay-aware approaches  |                    |                |             |            |         |              |           |
| M-LWDF [5]             | X                  | X              | RT          |            | X        | X            |           |
| EXP/PP [7]             | X                  | X              | RT, NRT     |            | X        | X            |           |
| DAPS various traffic classes [40] | X | | RT, NRT | | X | X | X |
| EXP-rule [8]           | X                  | X              |             |            |         |              |           |
| Log-rule [6]           | X                  | X              |             |            |         |              |           |
| Queue-aware approaches |                    |                |             |            |         |              |           |
| PPPS [32]              | X                  | X              |             |            |         |              |           |
| VT-M-LWDF [6]          | X                  | X              | RT, NRT     |            |         |              |           |
| Target bit-rate-aware approaches |             |                |             |            |         |              |           |
| Target bit-rate rule [33] | X | | X | | | | |
| Target bit-rate rule [34] | X | | X | | | | |
| Target bit-rate rule [35] | X | | X | | | | |
| Hybrid approaches      |                    |                |             |            |         |              |           |
| Queue-HoL-M-LWDF [3]   | X                  | X              | RT, NRT     |            | X        | X            |           |
| Modified PF [36]       | X                  | X              | RT, NRT     |            | X        |             |           |
| Hybrid approach [37]   | X                  | X              | X           | X          | RT, NRT  | X            |           |
| DPS [38]               | X                  | X              | RT, NRT     |            | X        | X            |           |
| FLS [14]               | X                  | X              | RT, NRT     |            | X        | X            |           |
| QoS-unaware approaches |                    |                |             |            |         |              |           |
| PF [4]                 | X                  | X              |             |            |         |              |           |
| Maximum-rate [29]      | X                  |                |             |            |         |              |           |
| Round robin [29]       |                    |                |             |            |         |              |           |

---

---
eNodeB in the corresponding channel bandwidth. AMC is deployed by mapping the SINR and CQI values in accordance with the mapping tables presented in [43]. Therefore, the selected modulation and coding scheme ensures that the user enjoys high-quality service delivery and communication and that the estimated Block Error Rate (BLER) is less than the target BLER of 10% [43], [44].

The packet scheduler at the MAC layer in the serving eNodeB controls the selection of the available PRBs by allocating them to the active flows with the highest priority value, which vie with each other for resources. At the MAC layer, scheduling of packets and allocation of radio resources are carried out. The scheduling decision in this work is based on parameters such as the size of the buffer, channel conditions and HoL packet delays. Several scheduling algorithms are considered (refer to Section III). Figure 5 illustrates the system model employed in this research. We consider a multi-user network scenario, with VoIP, video and CBR servers as its backbone, and the schedulers implemented at the eNodeB’s MAC layer control the allocation of resources between flows.

B. PERFORMANCE ANALYSIS
This subsection discusses the simulation environment, video traffic models, relevant performance metrics, and numerical results.

1) SIMULATION ENVIRONMENT
The simulation involves a single LTE cell with equally distributed users. At the center of the cell is the eNodeB, and a random mobility model is employed to model the users. The users are assigned a mobility speed of 3 km/h to simulate pedestrians, and the LTE-Sim [44] simulator is utilized. This simulator supports several aspects in the approved 3GPP LTE standard, in order to provide researchers the ability to obtain real implementation of an LTE network. The simulator involves the following implementations: 1) multi-cell scenarios; 2) downlink and uplink scheduling strategies; 3) user mobility models; 4) LTE frame structure modes; 5) frequency reuse techniques; 6) Adaptive Modulation and Coding (AMC) module; and 7) LTE protocol stack and various channel models. In this study, the simulator is utilized in order to enable designing and testing different packet scheduling strategies at the eNodeB MAC layer. The traffic classes of the users are assumed to be distributed as follows: 40% are video users, 40% are VoIP users and 20% are Constant Bit Rate (CBR) users.

To achieve reliable and precise results, the simulation is repeated several times, and the performance metrics are averaged. Table 2 reports the simulation parameters.

2) TRAFFIC MODEL
The video flow is a trace-based application that employs realistic video trace files to send packets. These trace files were extracted from [45]. The H.264 encoder is utilized to encode the chosen video flow at a rate of 242 kbps and a frame rate of 25 fps. The maximum transmission unit is set to 500 bytes, as [46] reported this to be efficient.

The voice flow is a bursty application that is modeled with an ON/OFF Markov chain. The G.729 code is employed to encode the generated VoIP flow at a rate of 8.4 kbps.

The BR flow models a constant bit-rate application, such as File Transfer Protocol (FTP), Peer-to-Peer (P2P) and Hyper Text Transfer Protocol (HTTP), with fixed packet size and inter-arrival packet time. The selected CBR application is a non-real-time FTP flow with a constant bit rate of 100 kbps and a packet size and an inter-arrival packet time of 500 bytes and 0.04 s, respectively. Note that NRT traffic is usually implemented under TCP, which ensures that the PLR rate is lower than the rates given in the figures in the following section due to the Transmission Control Protocol (TCP) retransmission control. However, the LTE-Sim simulator [44] only supports User Datagram Protocol (UDP) protocols.

3) PERFORMANCE METRICS
The performance metrics for each scheduling strategy (average packet loss ratio, average packet delay, average throughput, fairness index and system spectral efficiency) were measured for repetitions of the simulation and

![Figure 5. System model [12].](image-url)
then averaged. The first three metrics are user-oriented, while the last two metrics are system-oriented.

- The packet loss ratio is calculated by dividing the difference between the transmitted and received packets by the number of transmitted packets.
- The average packet delay parameter is calculated by dividing the sum of the received packet delays by the number of packets received.
- The average throughput parameter is calculated by dividing the number of successfully received bits by the duration of the flow.
- The fairness index parameter follows Jain’s fairness index criterion [47]. It illustrates how fairness is being maintained in the assignment of a fair share of system resources to users. Equation 13 represents the fairness index metric:

\[
F(x_1, x_2, \ldots, x_n) = \left( \frac{\sum_{i=1}^{n} x_i}{n} \times \frac{\sum_{i=1}^{n} x_i^2}{n} \right)
\]

where \(n\) is the number of served users, and \(x_i\) is the throughput for the \(i\)-th connection. The maximum value is 1, which is achieved when the same amount of resources are shared or received by all users, indicating fairness of the system.
- The system spectral efficiency parameter is calculated by dividing the total number of received bits per second by the size of the bandwidth.

4) NUMERICAL RESULTS

The performance evaluation conducted in this work is presented with respect to the scheduling rules mentioned in Section III. The analyzed results are presented in terms of the performance metrics defined in Subsection IV-B.3 for video, VoIP and CBR users with increasing number of users. The schedulers applied in our test are denoted PF, M-LWDF/PF, EXP/PF, EXP-rule/PF, VT-M-LWDF/PF, Queue-HoL-M-LWDF, and Modified-EXP-rule. The following simulation results show the balance of QoS delivery among the different flows produced by our proposed hybrid scheduling rules: Queue-HoL-M-LWDF and Modified-EXP-rule.

The average packet loss ratios (PLRs) for video, VoIP, and CBR flows are presented in Figure 6. As the number of users rises, the quality decreases. VT-M-LWDF, EXP-rule/PF, the proposed Queue-HoL-M-LWDF, and the proposed Modified-EXP-rule maintain low PLRs for video and VoIP flows with rising user number. However, the PLR for CBR flows is high with PF, M-LWDF/PF, EXP/PF, EXP-rule/PF, VT-M-LWDF/PF, whereas the PLR is kept low with the proposed Queue-HoL-M-LWDF and proposed Modified-EXP-rule. Moreover, note that the PF rule is suitable for NRT flows, as mentioned in Subsection III-A, where it shows relatively low PLR for CBR application compared with other existing scheduling rules. To highlight the significance of the proposed hybrid scheduling rules, it is observed that some of the delay-aware and queue-aware scheduling rules (i.e., the VT-M-LWDF rule and EXP-rule/PF rule) show very low PLR for RT flows only, whereas the proposed hybrid scheduling rules also maintain very low PLR for RT and NRT flows. Hence, this observation indicates that our proposed hybrid scheduling approaches (i.e., Queue-HoL-M-LWDF and Modified-EXP-rule) balance the QoS for all traffic classes.
The average throughputs for video, CBR and VoIP flows are reported in Figure 7. Similar to the previously observed performance metric, the average throughputs achieved by our proposed hybrid scheduling rules show significant improvement and balanced QoS for both RT and NRT flows. This finding is also evident when the network is loaded with 60 users. Furthermore, note that the throughput magnitude is affected by the value of the PLR, which is affected by an increase in the user number. In addition, the average packet delay is presented in Figure 8. As previously stated in Table 2, the target delay of the services is set to 100 ms; hence, the results show that the QoS-based scheduling approaches satisfy the QoS requirements.
The total system throughput, system spectral efficiency, and system fairness for a network occupied with video, VoIP and CBR flows are reported in Figure 9. The total system throughput shows the cumulative throughput for the three traffic types with increasing number of users. The reference black curve in Figure 9(a) shows the actual throughput received by users in a network without wireless errors (e.g., approximately 7.3 Mbps for a system load of 60 users). We observe that our proposed hybrid scheduling approaches, which are designed for QoS balancing, are near the reference curve. This finding signifies that the radio resource management and channel utilization achieved by our proposed schedulers are efficiently controlled, as shown in Figure 9(b). Figure 9(b) reports the system spectral efficiency, which shows the utilization of the resources. According to the simulation parameters, the average system capacity is approximately 23 Mbps (2.33 bits/sec/Hz considering a 10 MHz bandwidth). The figure also shows that the cell is not saturated for the proposed hybrid scheduling rules because the schedulers can still serve more users in the network with a reasonable packet loss ratio until the saturation point. The saturation point is the point at which the cell is loaded with a high number of users and managing the allocation of resources becomes difficult. The system fairness is presented in Figure 9(c). This metric shows how fairly users are being served by the system via a fair assignment of system resources. The figure shows that our proposed hybrid schedulers achieve better fairness for different types of services.

V. CONCLUSION

This paper proposes hybrid QoS-aware downlink scheduling approaches that aim to address different traffic classes and balance the QoS parameters with an improvement in the overall system performance. Moreover, the paper proposes a taxonomy that classifies the scheduling algorithms into four main classes: delay aware, queue aware, target bit-rate aware, and hybrid aware. The latter class is the proposed scheduling class, which considers channel, queue and delay parameters in its scheduling metric. Using simulations, we compare and analyze different downlink scheduling rules in terms of network-centric performance metrics, such as the average packet loss ratio, average throughput, average packet delay, system fairness, and system spectral efficiency. According to the simulation results, queue-aware and delay-aware scheduling rules perform best in terms of QoS performance for video traffic classes, whereas our proposed hybrid scheduling rules (i.e., Queue-HoL-M-LWDF and Modified-EXP-rule) deliver balanced QoS among the different types of traffic classes and maximize the system performance in terms of system throughput, packet loss, spectral efficiency, delay, and fairness. Therefore, QoS balancing scheduling rules appear to be the most attractive strategies for an LTE downlink, and they should therefore be employed to offer high QoS delivery for different traffic classes. In future, an extension to this study related to developing novel scheduling strategies over 5G systems will be considered.
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