Predictive Factors of Kinematics in Traumatic Brain Injury from Head Impacts Based on Statistical Interpretation
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Abstract Brain tissue deformation resulting from head impacts is primarily caused by rotation and can lead to traumatic brain injury. To quantify brain injury risk based on measurements of kinematics on the head, finite element (FE) models and various brain injury criteria based on different factors of these kinematics have been developed, but the contribution of different kinematic factors has not been comprehensively analyzed across different types of head impacts in a data-driven manner. To better design brain injury criteria,
the predictive power of rotational kinematics factors, which are different in 1) the derivative order (angular velocity, angular acceleration, angular jerk), 2) the direction and 3) the power (e.g., square-rooted, squared, cubic) of the angular velocity, were analyzed based on different datasets including laboratory impacts, American football, mixed martial arts (MMA), NHTSA automobile crashworthiness tests and NASCAR crash events. Ordinary least squares regressions were built from kinematics factors to the 95% maximum principal strain (MPS95), and we compared zero-order correlation coefficients, structure coefficients, commonality analysis, and dominance analysis. The angular acceleration, the magnitude and the first power factors showed the highest predictive power for the majority of impacts including laboratory impacts, American football impacts, with few exceptions (angular velocity for MMA and NASCAR impacts). The predictive power of rotational kinematics about three directions (x: posterior-to-anterior, y: left-to-right, z: superior-to-inferior) of kinematics varied with different sports and types of head impacts.
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1 Introduction

Traumatic brain injury (TBI), a primary cause of death and disability, poses a global health threat and affects over 1.7 million children and adults in the United States and over 55 million people worldwide [1]. TBI may arise from falls, vehicle accidents, and popular contact sports such as American football and mixed martial arts (MMA) [2,3]. The prevalence of TBI and the severe consequences suffered by TBI patients calls for better monitoring of brain injury risks because early detection and intervention are essential for recovery [4].

To evaluate brain injury risk, several brain injury criteria (BIC) have been proposed based on reduced-order mechanics models [5,6,7] and deep learning models [8,9,10]. However, great disparities are noted among the mathematical forms of the existing kinematic-based BIC in terms of the factors (combinations of kinematic features) [11,12,13], such as: 1) the derivative order of angular velocity, e.g., the Brain Injury Criterion (BrIC) includes the peak values of angular velocity [12] and the Rotational Injury Criterion (RIC) includes the integral value of the magnitude of angular acceleration [13]; 2) the different components of kinematics, e.g., BrIC includes the kinematics in three spatial directions [12] while RIC includes only the magnitude [13]; 3) power of kinematics, e.g. RIC includes the integral values with a power of 2.5 [13]. Although various factors have been included in different model designs, the contribution of each of the factors is not yet fully understood in this field, particularly when multiple datasets of various head impact types are taken into consideration and compared together.

Though a complete understanding for the mechanobiological cascade from the exterior mechanical to resultant brain injury remained to be further ex-
explored, it has been suggested that strain-based metrics correlated with brain injury \[3,14,15,16,17,18,19,20,21,22,23\]. For example, by relating the controlled mechanical inputs to ensuing functional impairment or viability of the hippocampal cells in the in vitro models, it is found that functional tolerance of hippocampal cells was dependent on both strain and strain rate \[22\], while cell death on strain, not on strain rate \[16,21\] leveraged an FE model of human head to predict the intracranial response during the head impacts in football game and found that the model-estimated fiber strain (i.e., normal deformation along the fiber tracts) correlated with the callosal abnormalities revealed by diffusion tensor imaging of the athletes. Recently, \[20\] employed an FE model of pig brain to simulate a set of pig experiments with the experimental loading and resultant pathological distribution well documented. A spatial correlation was noted between the large fiber strain obtained from the FE model and the acute axonal injury sustained by the experimental pigs after rapid head rotations. Therefore, brain strain, particularly maximum principal strain, is regarded as a key parameter indicating brain injury risk for TBI research \[5,6,8,24\].

Previous studies have evaluated the BIC by comparing them with the 95th percentile of maximum principal strain (MPS95) \[5,6,8,9,10,25\] and many recently developed black-box deep-learning-based models can accurately estimate the MPS95 \[8,9\]. Although based on a wide range of kinematic features, the deep learning models are accurate, they are black-box, which cannot explicitly show the contribution of different kinematic factors. Based on the finite element (FE) modeling and BIC, several studies have investigated the contribution of different kinematic factors \[5,26,27,28,29,30\]. For example, with a single-degree-of-freedom mechanical model for predicting strain-based brain injury responses and a dataset of idealized rotational pulses, Gabler et al. \[5\] found that for short-duration pulses, maximum brain deformation was primarily dependent on angular velocity magnitude. While for long-duration pulses, the angular acceleration magnitude stood out. However, these studies mainly rely on single type of head impact data (e.g. football impacts, MMA impacts), and not many statistical interpretation tools other than linear correlation were used. Therefore, the predictive power of different kinematic factors in the regression of the MPS95 was not comprehensively studied and compared across a wide range of different types of head impacts (e.g. different contact sports) in a data-driven manner. To address this problem, the present study aims to statistically analyze the predictive power of the different kinematic factors in the regression of brain strain over a broad range of candidate factors in a data-driven manner.

In this study, the kinematics from simulated head model impacts, American football impacts, MMA impacts, car crash impacts, and racing car impacts were used. On each dataset, four statistical interpretation methods were used: zero-order correlation coefficients, structure coefficients, commonality analysis, dominance analysis. The first two methods analyze the predictive power of individual kinematic factors and the last two methods analyze the predictive power of combinations of kinematic factors. The features used in the linear
Table 1: The definition of the kinematic factors derived from angular velocity in this study. The factors were different in 1) the derivative order (angular velocity, angular acceleration, angular jerk); 2) the components in three directions in the anatomical reference frame and the magnitude; and 3) the power (square root, quadratic, cubic, etc.).

| Aspect         | Kinematic factors | Further explanation | Factor number |
|----------------|-------------------|---------------------|--------------|
| Derivative order | $\omega(t); \omega'(t); \omega''(t)$ | $\omega(t); \alpha(t); j(t)$ | 3            |
| Components     | $f_x(t); f_y(t); f_z(t); |f(t)|$ | $f = \omega, \alpha, j$ | 4            |
| Power          | $f^n(t)$          | $n = 0.5, 1, 2, 3, 4, 5, 6, f = \omega, \alpha, j$ | 7            |

regression were derived from angular velocity, because linear acceleration has been proved to contribute less to brain strain [31], and the reference MPS was calculated by the KTH model [32], which is one validated model of finite element analysis (FEA).

We analyzed the contributions of the kinematic factors based on three different angles: 1) the derivative order (zero-order/first-order/second-order derivative of the angular velocity $\omega(t)$: angular velocity $\omega(t)$, angular acceleration $\alpha(t)$, angular jerk $j(t)$); 2) the components in three directions in the anatomical reference frame and the magnitude; and 3) the power (square root, quadratic, cubic, etc.). The factors were listed in Table 1. For the analysis from one angle, the different factors from other angles were combined: for example, when analyzing the components, we analyzed angular velocity, angular acceleration, and angular jerk together.

2 Materials and Methods

2.1 Data description

To explore the predictive factors in the prediction of MPS95 and find commonality and dissimilarities across various types of head impacts, the kinematics of head impacts from different sources were used: 2130 simulated head impacts from a validated finite element analysis (FEA) model of the Hybrid III anthropomorphic test dummy headform [9,33] (dataset HM). The dataset involved impacts from different locations with the velocities ranging from 2 m/s to 8 m/s. More details of the 2130 impacts can be found in [9]. 184 college football head impacts collected by the original version of the Stanford instrumented mouthguard [34] (dataset CF1); 118 college football head impacts collected by the updated version of the Stanford instrumented mouthguard [35] (dataset CF2); 457 mixed martial arts (MMA) collected by the updated version of the Stanford instrumented mouthguard [3,36] (dataset MMA); 53 reconstructed head impacts by the National Football League (NFL) [37] (dataset NFL); 48 car crash dummy head impacts from NHTSA [38] (dataset NHTSA); 272 nu-
merically reconstructed head impacts in National Association for Stock Car Auto Racing (NASCAR) by Hybrid III ATD headform (dataset NASCAR). The KTH model (Stockholm, Sweden) [32] was used to simulate brain deformation. This model was developed in LS-DYNA (Livermore, CA, USA), including the brain, skull, scalp, meninges, falx, tentorium, subarachnoid cerebrospinal fluid (CSF), ventricles, and 11 pairs of the largest bridging veins. Responses of the head model have correlated well with experimental data of brain-skull relative motion [39], intracranial pressure [39], and brain strain [40]. In this study, a total of 3262 impacts from the 7 datasets described above were simulated using the KTH head model. For each simulation, the 95th percentile maximum principal strain across all brain elements (MPS95) was extracted, which indicated the maximum deformation at the whole-brain level. [5,6].

2.2 Rotational kinematics features

To build the regression models of MPS95, various features were extracted. Because linear acceleration proved to contribute less to MPS [24,31], we limited this study within the rotational kinematics and the feature extraction was done based on angular velocity. All features were peak values in time. To analyze the contribution from different rotational parameters, different kinematic components in different directions, and the non-linear relationship between kinematics and MPS95, the following factors were extracted: 1) the derivative order; 2) the components in three directions and the magnitude; 3) the power. In this study, a feature was defined as one specific value calculated based on the rotational kinematics with definite derivative order, component, and power; a factor was a group of features in each level of analysis with a shared derivative order/component and magnitude/power. For instance, the time-peak value of the angular velocity in the x-axis direction was a feature, and all the time-peak values of the angular velocity (including three directions and the magnitude and all different powers) formed a factor. The feature details are elaborated as follows:

1) For the derivative order of angular velocity, the original angular velocity (zero-order derivative), the first-order and the second-order derivatives (respectively angular acceleration and angular jerk) were included in the analysis: \( \omega(t) \), \( \omega'(t) \), \( \omega''(t) \). The numerical difference was calculated by a 5-point stencil derivative equation. This analysis was limited to these three derivative orders because they have definite physical meanings, i.e., the angular velocity, the angular acceleration, and the angular jerk. Furthermore, the numerical differentiation generally introduces noise, which makes the high-order derivative of the angular velocity inaccurate.

2) The components of rotational parameters were derived from the 3D kinematics in the anatomical reference frame (x: posterior-to-anterior, y: left-to-right, z: superior-to-inferior). The magnitude of the kinematics was also calculated and used as the fourth component. It has been shown that impacts from the side and rear directions might be more likely to lead to obvious
performance decrement (OPD) in football players [41], which suggests that
the specific directions of 3D kinematics should be included in the regression
of brain strain.

3) To capture the non-linear relationship between the features and MPS95,
powers of 1, 0.5, 2, 3, 4, 5, 6 of the features mentioned above were calculated and
added to the feature set, respectively. Higher orders of power were ignored
because there was a trend of decreasing contribution in the regression model
as the order increased. The powers larger than 6 were assumed to be less
predictive.

All features were based on the absolute values, and therefore, both nega-
tive peaks and positive peaks were considered. Collectively, 84 features were
extracted from the kinematics in different derivative orders (3 factors), compo-
nent and the magnitude (4 factors), and powers (7 factors). For each dataset,
feature-wise standardization was applied to normalize different units. Addition-
ally, standardization of predictors was also required when applying cer-
tain statistical interpretation methods [42], which will be discussed in Sec-
tion 2.3. After feature standardization, the features and the corresponding
MPS95 of each impact were visualized in the example heatmap (Fig. 1) that
described dataset NHTSA. (Summary statistics of the kinematics and MPS95
were shown in Supplementary Figs. 1. Heatmaps of other datasets were shown
in Supplementary Figs. 2-7.)

2.3 Regression model of MPS95 and model interpretation

Ordinary Least Squares (OLS) was used to build linear regression models to
quantify the contributions of kinematic factors (predictors) to the prediction
of MPS95 (outcome). The OLS model captures the most direct and explicit
predictive power of a factor in terms of explained variance, and therefore it
was used to investigate the predictive power of factors for MPS95.

To analyze the relative predictive power of kinematic factors (different
derivative order/component and magnitude/power) in linear regression mod-
els, four statistical interpretation methods were used: zero-order correlation
coefficients [43], structure coefficients [44], commonality analysis [45] and domi-
nance analysis [46]. Considering the possible collinearity among features se-
lected, the methods were chosen because they are interpretation methods with-
out the requirement of independence of the predictors. Besides the predictive
power analysis of the direct effect of each factor (zero-order correlation coef-
cients and structure coefficients), the common effects of factors and domi-
nance relationships of factors were also studied by commonality analysis [45]
and dominance analysis [46], respectively.

Zero-order correlation coefficients measure the direct effect by the Pearson
correlation between each predictor and the outcome, without considering any
other predictors in the OLS regression model [42,43]. In this study, as the
features were grouped to factors, the coefficient of determination ($R^2$) was
Fig. 1: Heatmap of features in dataset NHTSA. The features were standardized and the values denote how much a feature value deviates from the mean feature value. The heatmap also shows the MPS95 for each sample at the top and the different factors of the feature on the right.
calculated when each factor was in the regression, in order to quantify the contribution of each factor.

Structure coefficients quantify the direct effect of a predictor by the Pearson correlation between a predictor and the predicted MPS95 value given by the full regression model with all predictors \(^\text{[42,44]}\). In this study, after we have grouped features into factors, the coefficient of determination \((R^2)\) between a kinematic factor and the predicted MPS95 value was calculated to quantify the contribution of each kinematic factor in the regression.

Commonality analysis (CA) \(^\text{[42,45]}\) is a comprehensive method used to analyze the relative predictive power of kinematic factors in OLS regression, as it takes into consideration not only the direct effect of each predictor, but also the unique \((U)\) and common information \((C)\) when multiple predictors are present \(^\text{[45]}\). Commonality analysis consists of two parts: all-possible-subsets regression and the decomposition of explained variance \(^\text{[47]}\). To interpret the CA result, the following regression sample can be considered:

\[
Y = \beta_0 + \beta_m m + \beta_n n + \epsilon
\]

where the outcome variable \(Y\) is modeled by two predictors \(m\) and \(n\) \(^\text{[45]}\). \(\beta_m\), \(\beta_n\) and \(\beta_0\) are parameters of the model and \(\epsilon\) is regression model error. The unique information \(U\) of predictor \(m\) and \(n\) are calculated by:

\[
U_m = R^2_{m,n} - R^2_n
\]

\[
U_n = R^2_{m,n} - R^2_m
\]

where \(R^2_{m,n}, R^2_n, R^2_m\) are the coefficient of determination \((R^2)\) of the model \(Y = \beta_0 + \beta_m m + \beta_n n + \epsilon\) and the subset models \(Y = \beta_n n + \epsilon\) and \(Y = \beta_m m + \epsilon\) respectively. The common information \(C\) of predictor \(m\) and \(n\) is calculated by:

\[
C_{m,n} = R^2_n + R^2_m - R^2_{m,n}
\]

The unique information of a factor can be interpreted as the \(R^2\) increments by adding the factor into a multiple regression model. The total information of a factor is the \(R^2\) of the corresponding regression subset model, which can be explained by the sum of the unique information and common information: for example, the total information of \(m\) \((T_m)\) is calculated by:

\[
T_m = R^2_m = U_m + C_{m,n}
\]

The unique information and the common information are regarded as the commonality coefficients, which denote the part of explained variance \((R^2)\) either contributed uniquely by one factor or is shared by more than one factors. Generally, CA decomposes the effect of each factor in a multiple regression into different information with \(R^2\) of each subset model.

Dominance analysis (DA) \(^\text{[46]}\) provides the analysis of dominance relationships among factors by calculating the increments of \(R^2\) when a factor is added to every possible subset models. In DA results, level is a unique term which
denotes the number of predictors of a subset model \[12,40\]. To understand the result of DA (e.g. Table 2), level is the number of factors in the first column denoted by \(k\). Each entry denotes the incremental \(R^2\) contribution of adding a factor to a model at a specific level. Dominance of a factor in level \(i\) is determined by averaging all increments in \(R^2\) in the level \(i\). The factor with the largest averaged contribution dominates over other factors in this level.

For example, in the DA of derivative order, the averaged contribution of the first-order features in level 1 (\(\Delta_{11}R^2_{o1}\)) is calculated by:

\[
\Delta_{11}R^2_{o1} = \frac{1}{(1)^1-1}[(R^2_{o0,o1} - R^2_{o0}) + (R^2_{o2,o1} - R^2_{o2})]
\]

where \((1)^1-1\) is the number of subset models evaluated; \(R^2_{o0,o1}\) is the \(R^2\) of the model that contains zero-order features (\(o0\)) and first-order features (\(o1\)); \(R^2_{o0}\) is the \(R^2\) of the model that contains zero-order features (\(o0\)); \(R^2_{o2,o1}\) and \(R^2_{o2}\) can be interpreted in a similar manner. The averaged contribution of level 1 is recorded in result tables where the first column is: \(k = 1\) averaged. To avoid the computational cost in large numbers of subset models, in the DA of powers, the powers of 1, 0.5, 2, 3 were selected because the higher powers showed lower predictive power according to zero-order correlation coefficients and structure coefficients.

### 2.4 Statistical Tests

100 iterations of bootstrapping resampling \[48\] were done to test statistical significance. To compare the different factors with zero-order correlation coefficients and structure coefficients, the mean zero-correlation coefficients/structure coefficients of each factor in the bootstrapping were normalized to the sum of mean zero-correlation coefficients/structure coefficients of all factors. According to the bootstrapping results, paired t-tests between the 100 zero-correlation coefficients/structure coefficients given by most predictive factor and the 100 zero-correlation coefficients/structure coefficients given by the second most predictive factor found on each dataset were done to test the statistical significance. Because commonality analysis and dominance analysis require the number of samples to be larger than the number of features to ensure validity and interpretability, the datasets NFL and NHTSA were excluded in these two analyses.

### 3 Results

#### 3.1 Predictive power of different derivative orders

The predictive power of three factors of derivative orders were analyzed using the methods mentioned in Section 2.3 (Fig. 2A and D). According to both zero-order correlation coefficients and structure coefficients, on all datasets
but dataset MMA and NASCAR, the first-order features (angular acceleration) were the most predictive features while the second-order features (angular jerk) were the least predictive features \((p < 0.05\) see details in section 2.4), with an exception on dataset CF2 that the structure coefficients found no statistical significant difference between the angular acceleration and the angular velocity \((p = 0.60)\). On dataset MMA and NASCAR, both statistical methods showed zero-order features (angular velocity) were the most predictive \((p < 0.05)\). What must be mentioned here is that the numbers in Fig. 2 can be interpreted as the relative explained variance because we have normalized the results given by zero-order correlation coefficients and structure coefficients after bootstrapping each dataset for 100 times. Furthermore, it can be shown by the results that even the least predictive factor was also predictive of MPS95.

Commonality analysis showed that the common information of all three factors had the highest predictive power on datasets HM, CF1, CF2 and NASCAR (Fig. 3). On dataset MMA, the common information of zero-order features and first-order features had the highest predictive power. The dominance analysis showed that on dataset HM, CF1, CF2, the first-order features dominated in every level (Table 2, Supplementary Tables 1-4) and on dataset MMA and NASCAR, the zero-order features dominated in every level.

3.2 Predictive power of different kinematic components

The same interpretation methods were used to analyze the four kinematic components: the three directions and the magnitude (Fig. 2 B and E). According to both zero-order correlation coefficients and structure coefficients, on all datasets but dataset NHTSA, magnitude features were the most predictive features \((p < 0.05\) see details in section 2.4). Zero-order correlation coefficients showed the features of z-axis component were the most predictive on dataset NHTSA \((p < 0.05)\). This finding was not statistically significant according to structure coefficients \((p = 0.17)\). Among the components in the three directions, both interpretation methods showed that the ranking of predictive power was not the same across datasets.

Commonality analysis showed the predictive power varied with different datasets (Fig. 4) but the most predictive information always involved magnitude. On dataset HM, the common information of features from y-axis and the magnitude showed the highest predictive power. On dataset CF1 and CF2, the common information of features from x-axis, y-axis, z-axis and the magnitude was the most predictive. On dataset MMA, the common information of features from x-axis, z-axis, and the magnitude was the most predictive. Dominance analysis showed that magnitude features dominated in the majority of levels of analyses with one exception on dataset MMA and NASCAR, where x-axis features dominated over other features on level 3 (where the features from y-axis, z-axis, and the magnitude were already included)(Table 2, Supplementary Tables 1-4).
3.3 Predictive power of different powers

In the power analysis (Fig. 2C and F), the relative relationship of the variance explained by 7 different powers were shown. Both the zero-order correlation coefficients and the structure coefficients showed that, on all datasets except
Fig. 3: Commonality analysis results for unique or common information of different predictors in the regression of MPS95 from features of three different derivative orders (0,1,2) on five different datasets. Positive commonality coefficients indicate that a part of the explained variance ($R^2$) of the dependent variable is either unique to certain factor or shared between some factors. Negative commonality coefficients indicate that there is a suppressor effects between some factors.
Fig. 4: Commonality analysis results for unique or common information of different predictors in the regression of MPS95 from features of four different kinematic components (x-axis, y-axis, z-axis and magnitude) on five different datasets. Positive commonality coefficients indicate that a part of the explained variance ($R^2$) of the dependent variable is either unique to certain factor or shared between some factors. Negative commonality coefficients indicate that there is a suppressor effect between some factors.
Table 2: Dominant analysis results for dataset HM.

(a) Dominance analysis of different derivative orders on dataset HM.

| Order | Mean R² | Additional Contribution |
|-------|---------|-------------------------|
|       | 0       | 1          | 2          |
| \(k=0\) average | 0.0000 | 0.9240 | 0.9630 | 0.8811 |
| 0     | 9.9420 | 0.0000 | 0.0403 | 0.0213 |
| 1     | 0.9630 | 0.0103 | 0.0000 | 0.0056 |
| 2     | 0.8811 | 0.0843 | 0.0857 | 0.0050 |
| \(k=1\) average | 0.0000 | 0.0373 | 0.0680 | 0.1131 |
| 0     | 0.9732 | 0.0000 | 0.0000 | 0.0022 |
| 1     | 0.9454 | 0.0000 | 0.0301 | 0.0060 |
| 2     | 0.9678 | 0.0077 | 0.0000 | 0.0020 |
| \(k=2\) average | 0.0000 | 0.0777 | 0.0301 | 0.0022 |
| 0, 1  | 0.9755 | 0.0000 | 0.0000 | 0.0000 |

(b) Dominance analysis of different powers on dataset HM.

| Power | Mean R² | Additional Contribution |
|-------|---------|-------------------------|
|       | 0       | 1          | 0.5   | 2          | 3          |
| \(k=0\) average | 0.0000 | 0.9664 | 0.0545 | 0.3021 | 0.8437 |
| 0     | 0.9664 | 0.0000 | 0.0202 | 0.0298 | 0.0298 |
| 1     | 0.9545 | 0.0142 | 0.0000 | 0.0118 | 0.0118 |
| 2     | 0.9201 | 0.0409 | 0.0000 | 0.0042 | 0.0042 |
| \(k=1\) average | 0.0000 | 0.0629 | 0.0569 | 0.0467 | 0.0206 |
| 0, 1  | 0.9688 | 0.0000 | 0.0021 | 0.0024 | 0.0024 |
| 0, 2  | 0.9691 | 0.0000 | 0.0016 | 0.0023 | 0.0023 |
| 1, 2  | 0.9693 | 0.0000 | 0.0018 | 0.0021 | 0.0021 |
| \(k=2\) average | 0.0000 | 0.0077 | 0.0301 | 0.0027 | 0.0027 |
| 0, 1, 2 | 0.9733 | 0.0000 | 0.0021 | 0.0024 | 0.0024 |
| 0, 1, 3 | 0.9732 | 0.0000 | 0.0018 | 0.0021 | 0.0021 |
| 0, 2, 3 | 0.9731 | 0.0000 | 0.0016 | 0.0023 | 0.0023 |
| \(k=3\) average | 0.0000 | 0.0042 | 0.0042 | 0.0034 | 0.0029 |
| 1, 0.5, 2 | 0.9708 | 0.0000 | 0.0016 | 0.0016 | 0.0016 |
| 1, 0.5, 3 | 0.9711 | 0.0000 | 0.0013 | 0.0013 | 0.0013 |
| 1, 2, 3 | 0.9714 | 0.0000 | 0.0009 | 0.0009 | 0.0009 |
| \(k=4\) average | 0.0000 | 0.0075 | 0.0301 | 0.0027 | 0.0027 |
| 0, 1, 0.5, 2 | 0.9733 | 0.0000 | 0.0016 | 0.0016 | 0.0016 |
| 0, 1, 0.5, 3 | 0.9714 | 0.0000 | 0.0013 | 0.0013 | 0.0013 |
| 0, 1, 2, 3 | 0.9714 | 0.0000 | 0.0009 | 0.0009 | 0.0009 |

(c) Dominance analysis of different components on dataset HM.

| Directions | Mean R² | Additional Contributions |
|------------|---------|--------------------------|
|           | X       | Y          | Z          | Magnitude |
| \(k=0\) average | 0.9544 | 0.7182 | 0.4525 | 0.9406 |
| X          | 0.7182 | 0.3917 | 0.1196 | 0.4047 |
| Y          | 0.4525 | 0.2216 | 0.4984 | 0.4984 |
| Z          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| \(k=1\) average | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| X          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Y          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Z          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Magnitude  | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| \(k=2\) average | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| X          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Y          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Z          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Magnitude  | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| \(k=3\) average | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| X          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Y          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Z          | 0.9406 | 0.0185 | 0.0243 | 0.0103 |
| Magnitude  | 0.9406 | 0.0185 | 0.0243 | 0.0103 |

NHTSA, the first-power features were the most predictive features \((p < 0.05,\) see details in section 2.4) with an exception on dataset NASCAR, where both methods found no statistical significance between the first-power features and square-root features \((p > 0.05).\) However, the square-root features were the most predictive feature on the dataset NHTSA \((p < 0.05).\) The powers smaller than 3 were significantly more predictive than the remaining powers. Besides the power of 0.5, 1, and 2, as the power increases, the features showed gradually decreasing predictive power in the regression, although the differences were small.

In commonality analysis (Fig. 5) and dominance analysis (Table 2, Supplementary Tables 1-4), the factors were limited to be of power 1, 0.5, 2, and 3, because the factor contribution gradually decreased with increasing power and a larger number of factor subsets rapidly increased the number of result entries, which made it difficult to interpret. According to the results of commonality analysis, the common information of all factors had the highest predictive power, which indicates that changing the power of features...
does not provide new information in the regression. The dominance analysis showed that the first-power features dominates over each level, with exceptions on dataset MMA and dataset NASCAR where different factors showed dominance on different levels, which indicates that the predictive power of different factors were not clearly ranked on dataset MMA and dataset NASCAR.

4 Discussion

Although many BIC [11,12], physics-based models [7,6] and deep-learning-based models [8,9,10] have been developed to accurately estimate MPS95, they rely on black-box models or strong mechanical and mathematical model assumptions. There is a lack of systematic analyses over the predictive power of different kinematics in estimating MPS95 in a data-driven manner. This study applied four statistical interpretation methods to analyze the regression of MPS95 to explicitly evaluate the predictive power of different factors of rotational parameters of head impact kinematics. In terms of the predictive power among factors when viewed individually (the direct effect defined by Budescu [46]), the zero-order correlation coefficients and structure coefficients manifest that the following kinematic factors generally show the highest predictive power: 1) features based on the first derivative order of angular velocity (angular acceleration), 2) features based on the magnitude of the kinematics and 3) features of power 1 (Fig. 2). These findings were generally supported by the dominance analysis in which these three factors dominated in most levels of analyses (Table 2, Supplementary Tables 1-4). The finding that magnitude features were generally more predictive of MPS95 than any individual spatial directions supports the majority of BIC designs, which take the magnitude of kinematics into consideration [11,13,19]. While the angular velocity and angular jerk features are predictive, the angular acceleration features generally showed higher predictive power on most datasets, which agrees with the findings in [24]. Several BIC incorporate the magnitude of the angular acceleration into their respective computational models, such as RIC [13] and Power Rotation Head Injury Criterion (PRHIC) [50]. The first-power features were the most predictive features on most datasets. This generally shows that the relationship between the predictor (kinematic features) and the outcome (MPS95) may tend to approximate a linear relationship rather than a higher order polynomial relationship.

There were several dissimilarities across the datasets. First, both zero-order correlation coefficients and structure coefficients showed that angular velocity features exhibit statistically significantly higher predictive power on dataset MMA and dataset NASCAR (Fig. 2). The dominance analysis also supported the findings that the zero-order features dominated in all levels on dataset MMA and dataset NASCAR while the first-order features (angular acceleration) dominated on the other datasets. The higher predictive power of the angular velocity on MMA impacts may be related to the fact that the duration of MMA impacts is generally shorter than their counterparts in
Fig. 5: Commonality analysis results for unique or common information of different predictors in the regression of MPS95 from features of four different powers (1, 0.5, 2, 3) on five different datasets. Positive commonality coefficients indicate that a part of the explained variance ($R^2$) of the dependent variable is either unique to certain factor or shared between some factors. Negative commonality coefficients indicate that there is a suppressor effects between some factors.
other datasets. For short-duration impacts, angular velocity tends to be more predictive of brain strain \[5,24\]. It should be noted that the change of angular velocity was considered to be more correlated to the brain strain \[13\], and the zero-order features are the estimation of the change of angular velocity. Based on this finding, BrIC \[12\], kinematic rotational brain injury criterion (BRIC) \[51\], and rotational velocity change index (RVCI) \[52\], which all take into consideration the peak values of angular velocity or the numerical integral of angular acceleration, may be more effective in predicting MPS95 on the short-duration head impacts, such as those experienced in MMA. This finding agrees with the evaluation of BIC by Zhan et al. \[25\] in a recent study that found BrIC, BRIC, RVCI, and the maximum value of angular velocity magnitude were among the top five (out of 18 total) most accurate BIC in predicting MPS95 on MMA head impacts. On the two football datasets (CF1 and CF2), besides the most predictive magnitude features, the x-axis features and y-axis features show higher predictive power than the z-axis features. This finding suggests a potential explanation that the side or rear impacts are more likely to lead to obvious performance decrement (OPD) of the players \[41\].

Furthermore, on dataset NHTSA, the square-root features showed higher predictive power than the first-power features, which were the most predictive on the other datasets. On dataset NASCAR, there was no statistical significance between square-root features and first-power features. This finding indicates that the underlying relationship between the features and MPS95 may be slightly different among various datasets (i.e., different types of head impacts). This may also raise concerns of interchangeably using BIC designed for different types of head impacts, which is investigated by Zhan et al. \[25\]. Extra model validation may be needed to show the transferability of certain BIC when applied to different types of head impacts.

Additionally, commonality analysis provided more information of the predictive power unique and common to different factors. In the derivative order analysis, the zero-order features were the most predictive factor on dataset MMA by both zero-order correlation coefficients and structure coefficients. Furthermore, commonality analysis showed that on dataset MMA, the common information of zero-order and first-order features was the most predictive, which indicates that the common information of these two factors explains a lot of variances. These two findings collectively indicate that the subtle, unique information of the zero-order features leads the zero-order features to be the most predictive, while the majority of predictive power is provided by the common information that are mutual to both factors. In the kinematic component analysis (Fig. 4), commonality analysis showed that the most predictive information was in the common information provided by y-axis features and the magnitude features for dataset HM, by x-axis, y-axis, z-axis and the magnitude features for dataset CF1 and CF2, and by x-axis, z-axis and the magnitude features for dataset MMA. These findings indicate the predictive information of MPS95 may come from different spatial directions in different types of head impacts. To accurately predict MPS95, not only the magnitude but also the other spatial directions are predictive, while the predictive power
of the kinematics component varies with types of sports. This finding indicates that the designs of BIC which take different spatial directions into consideration, such as in BAM [7], BrIC [12] and RVCI [52], may bear an advantage on some types of head impacts and provide more accurate brain injury risk evaluation.

It should be noted in this study that we did not directly interpret the values or the absolute values of the regression coefficients in the regression model because there can be strong collinearity among the features we selected. The correlated predictors in the regression model may not only lead to ambiguous interpretation of linearly correlated predictors but also cause a variation inflation effect [53] that leads to unstable regression coefficients. The inflated variance of regression coefficients can be hard to interpret as we took the mean regression coefficient after bootstrapping the datasets in 100 iterations to ensure the robustness of the analysis.

Based on the findings in this study, new mathematical forms can be designed and validated to evaluate brain injury risk in a more accurate manner. For instance, brain injury criteria can take into consideration both angular acceleration and angular velocity [5,51], the magnitude as well as the components in different spatial directions [12,7,52], and the first-power as well as the square-root math forms for better risk evaluation in a wider range of head impacts.

Although this study finds the difference in the predictive power among factors of head impact kinematics, there are limitations to these conclusions. Firstly, the features we analyzed are limited in the power and the derivative order. That is because we deemed that the higher derivative orders were highly likely influenced by lower signal-to-noise ratio caused by numerical difference. According to the present study, as the power increases when the order is higher than 2, the predictive power generally decreases. It may be possible that the higher derivative orders and powers show unexpected higher predictive power in MPS95 regression.

Secondly, we applied the ordinary linear regression model to investigate the most direct linear relationship between predictors and the outcome. Although several polynomial features were included to account for a certain degree of non-linearity, we did not consider other non-linearity forms such as sinusoidal, logarithmic, exponential, etc., because any non-linear function can be approximated by polynomials. It is possible that other types of non-linearity can better characterize the relationship between kinematics and brain strain.

Additionally, as the KTH model was used as the finite element head model (FEHM), it is simplified when compared to the state-of-the-art FEHMs [55,56,57]. Without a separation in the normal direction between subdural cerebral spinal fluid and brain, it has tangential sliding. No gyri or sulci which have been confirmed to have a significant influence on the FEHM behavior and its intracranial motion, are not included in the KTH model. In the future, the more recently developed FEHMs can be applied to validate the results.

Furthermore, this study is a data-driven statistical analysis and the findings of this study may not be biomechanically important deemed by experts.
Finally, while various measures of local brain deformation are used to assess the brain injury risk, no consensus has been reached yet about the best metric to describe the tissue strains and discriminate the injury severity [59]. The current study focused on the relationship between the kinematic predictor and MPS, this can be extended to other strain-based metrics, such as tract-oriented strain, CSDM, etc.

This work applied four different statistical interpretation methods to analyze the linear regression of MPS95 on features extracted from the kinematics in different types of head impacts. The major findings of this work show that the features based on 1) angular acceleration, 2) the magnitude, and 3) the first power are generally shown to be the most predictive features on the majority of head impact datasets. There are also dissimilarities across datasets, such as features based on angular velocity are the most predictive features on dataset MMA and NASCAR and features based on square-root power are the most predictive features on dataset NHTSA. The predictive information from different spatial directions of kinematics varies with different types of head impacts. The analysis presented in this study can help the development of brain injury criteria.
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