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Abstract

Diverse user preferences over images have recently led to a great amount of interest in controlling the imagery effects for image restoration tasks. However, existing methods require separate inference through the entire network per each output, which hinders users from readily comparing multiple imagery effects due to long latency. To this end, we propose a novel framework based on a neural architecture search technique that enables efficient generation of multiple imagery effects via two stages of pruning: task-agnostic and task-specific pruning. Specifically, task-specific pruning learns to adaptively remove the irrelevant network parameters for each task, while task-agnostic pruning learns to find an efficient architecture by sharing the early layers of the network across different tasks. Since the shared layers allow for feature reuse, only a single inference of the task-agnostic layers is needed to generate multiple imagery effects from the input image. Using the proposed task-agnostic and task-specific pruning schemes together significantly reduces the FLOPs and the actual latency of inference compared to the baseline. We reduce 95.7% of the FLOPs when generating 27 imagery effects, and make the GPU latency 73.0% faster on 4K-resolution images.

1. Introduction

Deep convolutional neural networks have achieved significant progress in many image restoration tasks, including image denoising, deblurring, and super-resolution. Conventional approaches generate a fixed output from an input degraded image, restoring the image details in a deterministic manner. However, user preferences often vary; thus the desired level of restoration may differ, depending on the content of an image and the user preferences.

Photo editing tools alleviate this problem by enabling the modulation of imagery effects1 with a sliding bar. Recent deep-learning-based controllable image restoration (CIR) approaches [7, 8, 18, 21, 22] greatly improved the quality of the imagery effects by making feature maps of their models adaptive to the input image and restoration task. However, these approaches lack the consideration of the computation cost for multiple inference passes despite the importance of the computational efficiency in practical applications.

Controlling the imagery effects requires an infinite number of inference tasks for the purpose of continuously varying restoration levels. Although we can discretize the control levels to enable feasible inference, existing models are still impractical when generating many different imagery effects, as illustrated in Figure 1 (we compare our models to the recent state-of-the-art model CResMD [8]). To achieve seamless

1In this paper, an imagery effect denotes an output image of algorithms with a pre-determined image restoration task.
control over various imagery effects, the computation cost should be greatly reduced, especially when a large number of network inference is required to meet user preferences.

In this paper, we present a novel controllable image restoration framework that utilizes neural architecture search to significantly improve the efficiency of models. Specifically, we first introduce an architecture controller, which adaptively determines an efficient task-specific network (TSNet) architecture by pruning the redundant channels with respect to each restoration task. Then, we search for a task-agnostic architecture that aims to effectively share the common low-level features. The combination of task-agnostic and task-specific network (TA+TSNet) greatly removes the computation of redundant feature maps, which makes it especially more efficient for generating multiple imagery effects that may require a large number of inference pass. The main concept of our search strategy is summarized in Figure 2.

Our search algorithm directly optimizes the trade-off between the restoration accuracy and FLOPs in multiple output generation. When generating 27 imagery effects with different modulations, TSNet alone can reduce 79.1% of the FLOPs, and TA+TSNet pushes it further to 95.7%. Moreover, our models also show faster actual latency, where TSNet runs 1.7 times faster and TA+TSNet runs 3.7 times faster than the state-of-the-art network when generating 4K resolution images on modern high-end GPUs. We perform extensive experiments to analyze the latency of our models over different computing devices and image resolutions.

Overall, our contributions can be summarized as follows:

- We present a novel neural architecture search strategy to remarkably improve the efficiency of controllable image restoration networks.
- The proposed models can effectively handle the generation of multiple imagery effects, and we analyze the accuracy-resource trade-off for the CIR problem.
- The experimental results show better image modulation performance with less computation costs in terms of FLOPs and CPU/GPU latency.

2. Related Work

2.1. Image restoration

Image restoration, including denoising, deblurring, super-resolution, and compression artifact removal, is a classical topic in computer vision which aims at restoring the original image from its degraded versions. Deep-learning-based image restoration networks [27, 5, 11, 12, 13, 30, 4, 6] have achieved breakthroughs in restoring accurate image details. While the conventional approaches specialize in dealing with a single degradation type, general image restoration aims to restore the corrupted image with multiple types of degradation. Notable approaches include learning a policy to determine a specialized restoration network for the input image [24, 25], or using an operation-wise attention module to produce the specialized feature maps w.r.t. each degradation type [20]. However, these approaches cannot control the diverse levels of restoration for the input images (which is already supported in many image editing tools), and sometimes generate overly smooth or sharpened outputs.

On the other hand, controllable image restoration is recently gaining interest from the computer vision research community, which aims to generate diverse imagery effects from an image for unseen degradation and user preferences. Existing works learn to generate the intermediate imagery effects between two objectives [7, 21, 18, 22]. AdaFM [7], CFSNet [21], and Dynamic-Net [18] design their network architectures with tuning modules, which modulate the learned feature maps layer-wise [7] or block-wise [21, 18] with respect to the tasks of interest at test time. Instead, DNI [22] interpolates all parameters of the differently trained networks for modulation. For the general controllable image restoration task, CResMD [8] controls the intermediate images in restoring the multiple degradation types and levels with a block-wise tuning module. While the prior works may have provided good performance and control over imagery effects, they have solely focused on the performance and do not consider computational efficiency. In contrast, using CResMD as the baseline, the proposed task-specific and task-agnostic channel pruning schemes significantly reduce the computations and running time by a large margin.

2.2. Efficient CNNs for image restoration

To make the image restoration models efficient with less computation cost, many novel architectures have been developed for diverse restoration tasks. The early works downscale the spatial resolution of the input image to reduce the computation costs of the convolution operations for denoising [28] and super-resolution [6]. More recently, CARN [2] presents a cascading residual block with multiple skip connections, leading to a fast and light-weight super-resolution network. For deblurring, a method using spatially variant deconvolution is proposed in [26] to achieve accurate performance with its efficient backbone network. Meanwhile, FALSR [3], ESRN [19], and FGNAS [10] adopt neural architecture search (NAS) algorithms for efficient super-resolution networks. Path-Restore [25] and AdaDSR [15] save computation costs via adaptive inference for general image restoration and super-resolution, respectively. Prior works also employ network quantization [23] or pruning [9], but these approaches are not adaptive to task variations. On the other hand, we study the network acceleration approaches for controllable image restoration for the first time, especially when it requires a large number of inference per image. The proposed method incorporates neural architecture search via channel pruning to adaptively accelerate a general controllable image restoration network that handles multiple tasks.
3. Method

3.1. Problem formulation

Imagery effect with task vector. Controllable image restoration (or image modulation) aims to produce imagery effects by restoring an image with different magnitudes of degradation for each degradation type. Formally, given \( D \) number of degradation types (e.g., blur, noise, etc.), a task vector \( t_m \in \mathbb{R}^D \) encodes the \( m \)-th image restoration task (and thus the \( m \)-th imagery effect where \( m \in \{1, 2, \ldots, M\} \)), in which each \( d \)-th element of \( t_m \) (\( t_{m,d} \in [0, 1] \)) determines the restoration level to the corresponding \( d \)-th degradation type. During the training of deep neural networks, the task vector \( t_m \) are randomly sampled with its corresponding training pairs of an input image and a target image. At inference time, the task vector is a control variable adjusted by users to determine an imagery effect. We assume that the optimal task vector which generates the best imagery effect with respect to a pre-determined measure (e.g., PSNR, LPIPS, user preferences, etc) is unknown at real-world degraded images. Thus, to find such task vector, the controllable image restoration networks have to generate a large number of imagery effects per input image. For convenience, we use \( M \) to denote the arbitrary number of imagery effects generated for the given task until user preferences or needs are met.

Computation cost for imagery effects. Our goal is to design the accurate network architectures to generate multiple imagery effects per input image, while minimizing the computational costs of the entire process. Figure 2 summarizes our architecture search strategy, including comparisons to one of the representative previous works, CResMD [8]. Architectures from CResMD and other previous works [7, 21, 18, 22] remain fixed and require the entire network inference per imagery effect, as outlined in Figure 2(a). Their average computation costs for generating \( M \) imagery effects formally given by,

\[
R_{total}(f, x) = \frac{1}{M} \cdot \sum_{m=1}^{M} R(f, x, t_m),
\]  

where \( R(f, x, t_m) \) denotes FLOPs or latency to generate the \( m \)-th imagery effect with the network architecture \( f \), the input image \( x \), and the task vector \( t_m \). TSNet from our first strategy, which corresponds to Figure 2(b), searches for an efficient network architecture specifically for each imagery effect. This leads the average computation costs to

\[
R^{TS}_{total}(f, x) = \frac{1}{M} \cdot \sum_{m=1}^{M} [R(f_m, x, t_m) + \epsilon_m],
\]

where a fixed architecture \( f \) is replaced with a \( m \)-th-imagery-effect-specific efficient network \( f_m \) with the auxiliary computation cost \( \epsilon_m \) needed for the task-specific pruning process. Then, TA+TSNet from our second strategy, described in Figure 2(c), introduce a task-agnostic architecture \( f^a \) which shares the feature map of early layers across tasks to facilitate feature reuse. Formally,

\[
f_{m}(x, t_m) \approx f_{m}^{a}(f^{a}(x), t_m) = f_{m}^{a}(\tilde{x}, t_m),
\]

where \( f_{m}^{a} \) is the remaining task-specific layers of \( f_{m} \) after \( f^{a} \), and \( \tilde{x} \) is the feature map output of \( f^{a}(x) \). Consequently, only a single computation of \( \tilde{x} \) is required for all \( M \) imagery effects, removing redundant \( M-1 \) number of computations of the feature maps of the shared early layers.

\[
R^{TA+TS}_{total}(f, x) = \frac{1}{M} \cdot \sum_{m=1}^{M} [R(f^{a}(x), \tilde{x}) + R^{TS}(f^{a}, \tilde{x})],
\]

where \( R(f^{a}, \tilde{x}) \) is the computation costs of a single computation for \( f^{a} \). As TSNet is a special instance of TA+TSNet that lacks a shared layer, the following section describes our neural architecture search algorithm for TA+TSNet.
Figure 3: Our search algorithm selects layers and channels from the super network \( f_{\theta} \) (CResMD) as task-agnostic part \( f^a \) and task-specific part \( f^s \). The architecture controller \( f^n_{\psi}(t_m) \) determines the channels of \( f^s \) by predicting \( z^n_{m} \) and updates \( z^a \) which learn task preferences on channels. When most tasks agree where to prune channels at the first task-specific layer, the layer becomes task-agnostic. The example of channel selection module describes selecting two channels from the four-channel feature map. Real vector denotes a channel dimension vector of \( z^n_{a,n} \) or \( z^a_{m,n} \). Gating function binarizes each element of the vector in forward pass. Note that the convolutions of the super network do not calculate the “deactivate” channels in the test time by selecting convolution weights and channels indexed by the binary vector.

3.2. Searching for controllable architectures

Search space. Our search algorithm is a variant of super-network-based NAS approaches [14, 10], which aim to find an efficient or performance-wise optimal network from a large network called super network. The search process is performed over a search space of operations or components, each combination of which provides a candidate network derived from a super network. In this work, our search algorithm determines whether a layer should be shared across tasks and whether channels should be pruned from the super network CResMD [8] with the architecture controller in an end-to-end manner.

Search strategy. As summarized in Figure 3, our search algorithm finds an efficient network by determining whether each channel is important for a given task, all tasks, or none. For finding a task-specific architecture \( f^s \), a channel is retained (removed) if it is deemed to be important (irrelevant) for a given task. Similarly, for a task-agnostic architecture \( f^a \), a channel is retained (removed) if it is deemed to be important (irrelevant) for most tasks. The channel importance for tasks (or task preference on channels) is determined by \( z^a \in \mathbb{R}^{N \times C} \) and \( z^n_{m} \in \mathbb{R}^{N \times C} \), where \( m \), \( N \), and \( C \) denote the task index, the channel selection module index, and the channel index, respectively.

Channel selection module. To activate or de-activate each channel in the super network, channel selection (CS) module virtually multiplies a binary value in forward-pass from the differentiable gating function formally given by,

\[
g(z^*) = \begin{cases} 
\mathbb{I}[z^* > 0] & \text{if forward} \\
\text{sigmoid}(z^*) & \text{if backward},
\end{cases}
\]

where \( * \in \{a, s\}, \) \( z^* \) denotes an element of \( z^*, \) and \( \mathbb{I}[\cdot] \) is an indicator function that returns 1 when its input is true (and 0 otherwise). Thus, each parameter of \( z^a \) and \( z^s \) determines its corresponding channel in the super network to be active or de-active for \( f^a \) and \( f^s \), respectively. Figure 3 illustrates the locations of CS module, which are the input and output of convolution layers.

Architecture controller. To adaptively modify network architectures of \( f^s \), we introduce architecture controller \( f^n(\cdot) \) consisting of fully connected layers with activation functions formally given by,

\[
z^n_{m,n} \equiv f^n_{\psi}(t_m),
\]

where \( f^n_{\psi} \) denotes the architecture controller at the \( n \)-th CS, \( z^n_{m} \) denotes the task preference on channels and is the function of \( t_m \) as each task vector adaptively activates channels in the super network.

Searching for task-agnostic layer and channels. To find task-agnostic layers, \( z^a \) first gathers the preference on each channel from tasks throughout training as follows:

\[
z^a_{n,c} \leftarrow (1 - \alpha) \cdot z^a_{n,c} + \alpha \cdot \frac{1}{M} \sum_{m=1}^{M} z^a_{m,n,c},
\]

where \( z^a \) is initialized with zero values, \( c \) denotes the channel index at the \( n \)-th channel selection module, and \( \alpha \) is a hyperparameter for exponential moving average. \( z^a \) is then used to estimate the consensus of tasks in a mini-batch of size \( M \) about the preference on each channel by computing an agreement criterion as follows:

\[
\frac{1}{M} \sum_{m=1}^{M} \sum_{c=1}^{C} g(z^a_{m,n,c}) \cdot g(z^a_{n,c}) > \gamma \cdot \sum_{c=1}^{C} g(z^a_{n,c}),
\]

where \( \gamma \) is a threshold hyperparameter. Whether Equation (8) holds is represented by a boolean variable \( \eta \). If the equation
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Task vector with relative GT. Our task vector $t_m$ in training time samples the relative ground truth with the corresponding degrade image, formally given by,

$$t_{m,d} = l^\text{in}_d - l^\text{gt}_d,$$

where $l^\text{in}, l^\text{gt} \in \mathbb{R}^D$ denote the degradation levels of the input and ground truth images, respectively, and $l^\text{in}_d, l^\text{gt}_d \in [0, 1]$ for $d$-th degradation type. The larger degradation level represents the scenario $l^\text{in}_d \geq l^\text{gt}_d$, where the ground truth images are less degraded than the input. For each mini-batch, the training image pairs are equally sampled from 1) uniform distribution for a single degradation type, 2) binary distribution for all types, and 3) uniform distribution for all types.

4. Experiments

This section presents the network efficiency comparison to the super network CResMD [8], the state-of-the-art method in image modulation. TSNet denotes our searched network only adopting task-specific architectures while TA+TSNet is the searched model in the joint space of task-agnostic and task-specific architectures. TSNet-m and TA+TSNet-m respectively denote the variants of TSNet and TA+TSNet, which are searched using relative ground truth during training (see Figure 4).

4.1. Computation cost comparison

Latency and FLOPs reduction. Table 1 presents the computation cost comparisons to the super network CResMD [8] across diverse image resolutions and devices. All models demonstrate comparable image restoration performances,
Table 1: Computation costs per imagery effect. TA+TSNet outperforms CResMD [8] and TSNet in all measures and resolutions.

| Computation cost | HD Image resolution | 2K Image resolution | 4K Image resolution |
|------------------|---------------------|---------------------|---------------------|
|                  | CRessMD | TSNet | TA+TSNet | CRessMD | TSNet | TA+TSNet | CRessMD | TSNet | TA+TSNet |
| FLOPs (G)        | 1,124.3 | 274.4 | 45.2     | 2,698.4 | 658.7 | 108.4    | 10,119.2 | 2470.0 | 406.7     |
| Latency-CPU-S (s)| 22.8    | 13.5  | 5.5      | 55.6    | 34.4  | 13.5     | 209.3    | 138.7  | 55.5      |
| Latency-CPU-M (s)| 5.1     | 3.5   | 1.7      | 11.7    | 9.3   | 4.2      | 40.6     | 34.1   | 13.1      |
| Latency-GPU (ms) | 144.4   | 127.2 | 68.4     | 280.8   | 203.1 | 99.2     | 930.0    | 563.4  | 250.7     |

Code optimization. For fair comparisons, we optimize the official CResMD codes \(^2\) for fast tensor computing, which results in 2 times faster speed in GPU latency. We also observe an interesting phenomenon, where the latency reduction ratio from CResMD becomes small in low resolution images. This phenomenon emanates from memory allocation of the feature map and weight tensor slicing in task-specific architectures. These additional computation costs become more noticeable when the image resolution is small. Since FLOPs of convolution operations increase quadratically, the latency of the proposed method is also much faster than the baseline in 4K image resolution. We apply tensor slicing only for the middle channel selection module in residual blocks to measure GPU latency, which expects extra image quality improvement with more parameters.

\(^2\)https://github.com/hejingwenhejingwen/CResMD

Image modulation comparison

Table 2: Image restoration performances on CBSD68.

| Method      | PSNR↑  | SSIM↑  | NIQE↓  | LPIPS↓ |
|-------------|--------|--------|--------|--------|
| CResMD      | 25.86 dB | 0.8195 | 5.21   | 0.3737 |
| TSNet       | 25.76 dB | 0.8184 | 4.79   | 0.3797 |
| TA+TSNet    | 25.75 dB | 0.8179 | 4.51   | 0.3548 |
| TSNet-m     | 25.62 dB | 0.8144 | 4.86   | 0.3830 |
| TA+TSNet-m  | 25.64 dB | 0.8137 | 5.11   | 0.3752 |

Computation costs visualization. Figure 5 presents FLOPs of TSNet and TA+TSNet in various task vectors to generate HVGA (481×321) resolution imagery effects from CBSD68 dataset. Task-specific parts in TSNet and TA+TSNet tend to require more channels for higher restoration levels. Task-agnostic part in TA+TSNet is computed only once for each input image and requires substantially small amount of computation from the second effect. Note that TA+TSNet requires higher computation costs than TSNet for the first inference.

Figure 5: Computation cost comparisons in modulating task vectors. Each graph and a set of images present an image modulation example of removing Gaussian blur (left), Gaussian noise (middle), and joint degradation of Gaussian blur and noise (right). The images corresponding to task vectors with higher values present stronger restoration levels, which may require more computation costs for task-specific architectures.

TA+TSNet is shown to be efficient for multiple inferences, owing to feature reuse of TS architecture across multiple inferences.
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Figure 5: Computation cost comparisons in modulating task vectors. Each graph and a set of images present an image modulation example of removing Gaussian blur (left), Gaussian noise (middle), and joint degradation of Gaussian blur and noise (right). The images corresponding to task vectors with higher values present stronger restoration levels, which may require more computation costs for task-specific architectures. TA+TSNet is shown to be efficient for multiple inferences, owing to feature reuse of TS architecture across multiple inferences.

which will be described in the next section. FLOPs are dramatically reduced in both TSNet (75.6%) and TA+TSNet (95.7%), while CResMD requires 10 T FLOPs per imagery effect. Our models boast faster speed than the baseline on all reported devices. TA+TSNet is 3.8 times on a single-core CPU, 3.1 times on a multi-core CPU, and 3.7 times on a GPU faster than CResMD when generating 4K (3840×2160) imagery effects. TA+TSNet only requires 0.07s to generate a HD (1280×720) imagery effect.

\(\text{https://github.com/hejingwenhejingwen/CResMD}\)
Figure 6: **Controllable image restoration examples.** Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less auxiliary visual artifacts and less over-smoothed textures in both synthetic and real images. *This is a video figure that is best viewed using Adobe Reader.*
TSNet-m and TA+TSNet-m may seem to perform worse than their counterparts trained with absolute ground truth, according to Table 2. However, the metrics presented in the table are limited in that they do not accurately quantify the image modulation quality. We support argument by providing generated images from diverse task vectors in Figure 6.

**Qualitative results.** Figure 6 presents controllable image restoration examples of CResMD and our models. All results per imagery effect are generated by models with a given task vector. The synthetic examples have blur, noise, and/or jpeg compression. CResMD and TSNet are shown to generate critical artifacts when the task vector does not match the level of degradation present in the image. By contrast, TSNet-m and TA+TSNet-m generate successful image modulation results, in which degradation is removed to a certain extent specified by a task vector. The contributions of our proposed method to image modulation performances become clearer in a real-world scenario, where real examples with degradation are downloaded from the internet. Interestingly, TA+TSNet and TA+TSNet-m, which learn task-agnostic feature maps, generate visually pleasing imagery effects without over-smoothing. Moreover, TSNet-m and TA+TSNet-m presents dynamic image modulation results on video examples with diverse task vectors.

### 5. Ablation study

**Extreme FLOPs reduction in TSNet.** Figure 7 presents the accuracy-FLOPs trade-off of TSNet, where TSNet-Abl denotes the variations of TSNet trained with different values of the hyperparameter $\lambda$ in Equation (11). We gradually increase the value of the hyperparameter to search extremely fast TSNet by task-specific channel pruning. TSNet-Abl presents quite noticeable efficiency improvement. However, comparing with TA+TSNet, TSNet-Abl presents significant PSNR drop under comparable FLOPs.

**Searching without pruning.** Table 3 describes the variations of TA+TSNet (TA+TSNet-Abl) which manually determine the number of shared layers without channel pruning. TA+TSNet-Abl presents comparable network efficiency to TSNet when generating multiple imagery effects ($M = 27$). However, TA+TSNet-Abl can not reduce the computation costs of the single inference from the baseline ($M = 1$), which are crucial in the real-world scenario, while TA+TSNet reduces it by 3.6 times on CBSD68 dataset.

**Balancing hyperparameters.** Table 4 presents the ablation study of hyperparameters $\lambda_1$ and $\lambda_2$ which balance the trade-off between the network computation cost $R_{\text{comp}}(\text{TA+TSNet}(\tilde{f}, x))$ and the number of shared layers while minimizing Equation (11). The models trained with small $\lambda_1$ and large $\lambda_2$ have large portions of shared layers, and thus they are efficient in generating multiple imagery effects (2 and 5 vs. 3 and 6). In contrast, the models trained with the opposite balance between $\lambda_1$ and $\lambda_2$ are efficient for a single inference (2 vs. 1 and 5 vs. 6).

### 6. Conclusion

We propose a novel neural architecture search algorithm to find efficient networks for controllable image restoration (or image modulation). In particular, the proposed algorithm performs task-agnostic and task-specific channel pruning. The resulting pruned networks not only reduce network computation costs of the state-of-the-art network greatly but also provide better image quality during modulation. The feature reuse strategy across tasks pushes the network efficiency further when comparing multiple imagery effects in practice.
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7. Supplementary Material

This section first presents an analysis of image modulation performance in Section 7.1 and additional qualitative results of image modulation in Section 7.2. Then, Section 7.3 presents our implementation details and Section 7.4 presents our evaluation metrics.

7.1. Image modulation performance analysis

We analyze the image modulation performances by the image quality of imagery effects from the models. Figure 8 summarizes two problems with CResMD during modulation, namely (a) artifact in generated images and (b) uneven modulation across task vectors, which downgrades user experience in controlling imagery effects. The first problem with CResMD is the susceptibility to artifact in the generated images during the modulation process when the restoration types of task vectors are mismatched to the degradation types of input images. The modulation process to the real-world images includes such mismatch scenarios since the degradation types of the real-world images are hard to determine. As such, users have to sweep through various task vectors to find the output image that best meets user preferences or to find the task vector that successfully restores the degraded input image. During the process of modulating with various task vectors, the degradation type and restoration type are bound to mismatch. Another problem with CResMD is the uneven modulation across task levels, as exemplified in Figure 8(b). Negligible modulation or drastic modulation, as shown in the figure, can result in discrete restoration levels, restricting the range of output images users can explore. Appendix presents qualitative analysis of these problems.

7.2. Additional qualitative results

This section analyzes the image modulation performances in Figure 8 with examples. Recall, CResMD incurs two problems in controlling imagery effects which are artifact in generated images and uneven modulation across task vectors. Figure 9 and 10 show that CResMD produces output images with undesired and visually unpleasing artifact when the degradation types are mismatched to the types of restoration tasks. In the matched case, CResMD can successfully modulate the images, as demonstrated in Figure 11. Figure 12, 13, and 14 presents modulation scenarios with real-world image with unknown degradation, in which modulations with various task vectors are required to find the visually pleasing images. Figures demonstrate that CResMD generates severely destructive artifacts (especially in Figure 12) in process whereas TA+TSNet-m modulates the image with various task vectors without disrupting the image. Figure 15 and 16 exemplify the other problem with CResMD of the uneven modulation across task levels. In both figures, CResMD produces images with negligible changes at lower task vectors. On the other hand, images modulated by CResMD at task vectors near the optimal task vectors exhibit drastic changes. In contrast to CResMD, TA+TSNet-m generates various images as task vector changes, demonstrating more even modulation across task vectors.

Figure 8: Two image modulation problems in CResMD. (a) Network artifact generation when modulating unmatched restoration tasks to the input images. (b) Uneven image modulations across task levels: Negligible modulation at lower deblur levels while drastic image modulation at higher deblur levels.
| Input | Task vector | CResMD [8] | TSNet | TA+TSNet | TSNet-m | TA+TSNet-m |
|-------|-------------|------------|-------|----------|---------|------------|
|       | (0,0,0)     |            |       |          |         |            |
|       | (0.2,0,0)   |            |       |          |         |            |
|       | (0.4,0,0)   |            |       |          |         |            |
|       | (0.5,0,0)   |            |       |          |         |            |
| Synthetic | Optimal task vector = (0.3,0.3,0.3) | |       |          |         |            |
|       | (0.6,0,0)   |            |       |          |         |            |
|       | (0.8,0,0)   |            |       |          |         |            |
|       | (1,0,0)     |            |       |          |         |            |

Figure 9: Deblur modulation examples to the image with blur, noise, and jpeg compression. Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less auxiliary visual artifacts. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
| Input   | Task vector | CResMD [8] | TSNet | TA+TSNet | TSNet-m | TA+TSNet-m |
|---------|-------------|------------|-------|----------|---------|------------|
|         | (0,0,0)     |            |       |          |         |            |
|         | (0.2,0,0.2) |            |       |          |         |            |
|         | (0.4,0,0.4) |            |       |          |         |            |
| Synthetic | (0.5,0,0.5) |            |       |          |         |            |
|         | (0.6,0,0.6) |            |       |          |         |            |
|         | (0.8,0,0.8) |            |       |          |         |            |
|         | (1,0,1)     |            |       |          |         |            |

Figure 10: **Deblur and dejpeg modulation examples to the image with blur, noise, and jpeg compression.** Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less auxiliary visual artifacts. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
Figure 11: Deblur, denoise, and dejpeg modulation examples to the image with blur, noise, and jpeg compression. Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less auxiliary visual artifacts and over-smoothed textures. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
| Input | Task vector | CResMD [8] | TSNet | TA+TSNet | TSNet-m | TA+TSNet-m |
|-------|-------------|------------|--------|-----------|---------|-----------|
|       | (0,0,0)     | ![Image](image1) | ![Image](image2) | ![Image](image3) | ![Image](image4) | ![Image](image5) |
|       | (0.2,0,0)   | ![Image](image6) | ![Image](image7) | ![Image](image8) | ![Image](image9) | ![Image](image10) |
|       | (0.4,0,0)   | ![Image](image11) | ![Image](image12) | ![Image](image13) | ![Image](image14) | ![Image](image15) |
|       | (0.5,0,0)   | ![Image](image16) | ![Image](image17) | ![Image](image18) | ![Image](image19) | ![Image](image20) |
|       | (0.6,0,0)   | ![Image](image21) | ![Image](image22) | ![Image](image23) | ![Image](image24) | ![Image](image25) |
|       | (0.8,0,0)   | ![Image](image26) | ![Image](image27) | ![Image](image28) | ![Image](image29) | ![Image](image30) |
|       | (1,0,0)     | ![Image](image31) | ![Image](image32) | ![Image](image33) | ![Image](image34) | ![Image](image35) |

Figure 12: **Deblur modulation examples to the real world image on the Internet.** Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less auxiliary visual artifacts. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
Figure 13: **Denoise modulation examples to the real world image on the Internet.** Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less auxiliary visual artifacts and over-smoothed textures. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
| Input | Task vector | CResMD [8] | TSNet | TA+TSNet | TSNet-m | TA+TSNet-m |
|-------|-------------|------------|--------|-----------|---------|------------|
|       | (0,0,0)     | ![Image](0,0,0) | ![Image](0,0,0) | ![Image](0,0,0) | ![Image](0,0,0) | ![Image](0,0,0) |
|       | (0.2,0.2,0.2) | ![Image](0.2,0.2,0.2) | ![Image](0.2,0.2,0.2) | ![Image](0.2,0.2,0.2) | ![Image](0.2,0.2,0.2) | ![Image](0.2,0.2,0.2) |
|       | (0.4,0.4,0.4) | ![Image](0.4,0.4,0.4) | ![Image](0.4,0.4,0.4) | ![Image](0.4,0.4,0.4) | ![Image](0.4,0.4,0.4) | ![Image](0.4,0.4,0.4) |
|       | (0.5,0.5,0.5) | ![Image](0.5,0.5,0.5) | ![Image](0.5,0.5,0.5) | ![Image](0.5,0.5,0.5) | ![Image](0.5,0.5,0.5) | ![Image](0.5,0.5,0.5) |
|       | (0.6,0.6,0.6) | ![Image](0.6,0.6,0.6) | ![Image](0.6,0.6,0.6) | ![Image](0.6,0.6,0.6) | ![Image](0.6,0.6,0.6) | ![Image](0.6,0.6,0.6) |
|       | (0.8,0.8,0.8) | ![Image](0.8,0.8,0.8) | ![Image](0.8,0.8,0.8) | ![Image](0.8,0.8,0.8) | ![Image](0.8,0.8,0.8) | ![Image](0.8,0.8,0.8) |
|       | (1,1,1)     | ![Image](1,1,1) | ![Image](1,1,1) | ![Image](1,1,1) | ![Image](1,1,1) | ![Image](1,1,1) |

Figure 14: **Deblur, denoise, and dejpeg modulation examples to the real world image on the Internet.** Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less auxiliary visual artifacts and over-smoothed textures. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
| Input | Task vector | CResMD [8] | TSNet | TA+TSNet | TSNet-m | TA+TSNet-m |
|-------|-------------|------------|--------|-----------|---------|------------|
|       | (0,0,0)     |            |        |           |         |            |
|       | (0.2,0,0)   |            |        |           |         |            |
|       | (0.4,0,0)   |            |        |           |         |            |
| Synthetic | (0.5,0,0) |            |        |           |         |            |
| Optimal task vector | (1,0,0) |            |        |           |         |            |
|       | (0.6,0,0)   |            |        |           |         |            |
|       | (0.8,0,0)   |            |        |           |         |            |
|       | (1,0,0)     |            |        |           |         |            |

Figure 15: **Deblur modulation examples to the image with blur.** Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
| Input | Task vector | CResMD [8] | TSNet | TA+TSNet | TSNet-m | TA+TSNet-m |
|-------|-------------|------------|--------|-----------|---------|------------|
|       | (0,0,0)     | ![Image](0,0,0) | ![Image](0,0,0) | ![Image](0,0,0) | ![Image](0,0,0) | ![Image](0,0,0) |
|       | (0,0.2,0.2) | ![Image](0,0.2,0.2) | ![Image](0,0.2,0.2) | ![Image](0,0.2,0.2) | ![Image](0,0.2,0.2) | ![Image](0,0.2,0.2) |
|       | (0,0.4,0.4) | ![Image](0,0.4,0.4) | ![Image](0,0.4,0.4) | ![Image](0,0.4,0.4) | ![Image](0,0.4,0.4) | ![Image](0,0.4,0.4) |
|       | (0,0.5,0.5) | ![Image](0,0.5,0.5) | ![Image](0,0.5,0.5) | ![Image](0,0.5,0.5) | ![Image](0,0.5,0.5) | ![Image](0,0.5,0.5) |
|       | (0,0.6,0.6) | ![Image](0,0.6,0.6) | ![Image](0,0.6,0.6) | ![Image](0,0.6,0.6) | ![Image](0,0.6,0.6) | ![Image](0,0.6,0.6) |
|       | (0,0.8,0.8) | ![Image](0,0.8,0.8) | ![Image](0,0.8,0.8) | ![Image](0,0.8,0.8) | ![Image](0,0.8,0.8) | ![Image](0,0.8,0.8) |
|       | (0,1,1)     | ![Image](0,1,1) | ![Image](0,1,1) | ![Image](0,1,1) | ![Image](0,1,1) | ![Image](0,1,1) |

**Figure 16:** Denoise and dejpeg modulation examples to the image with noise and jpeg compression. Our TA+TSNet-m modulates diverse imagery effects with respect to the given restoration tasks. It generates less over-smoothed textures. The values of task vector denote restoration levels of (deblur, denoise, dejpeg), respectively.
7.3. Implementation details

The super network CResMD consists of 32 enhanced residual blocks [13] which have a ReLU activation layer between two convolution layers with 64 filters of the kernel size 3×3. The first convolution layer with a stride of 2 downscales the input images and the last upsampling module consists of PixelShuffle layer, two convolution layers, and a ReLU activation layer. Global skip connection adds the input image to the output of the upsampling module. A task vector scales the residual feature map in the location of 32 local connections and 1 global connection by a 1×1 convolution layer with channel-wise multiplication.

Our channel selection module determines the input and output channels of all convolution layers in CResMD except the input channels of the first convolution layer and the PixelShuffle layer and the output channels of the last convolution layer. The architecture controller consists of 3 fully-connected layers with 2 ReLU activation layers and determines the channels in task-specific architectures with respect to the task vector. Task-agnostic architecture removes the residual scaling module in CResMD blocks and its channels are determined by auxiliary parameters. TSNet sets the hyperparameters α, γ, M, L₁, and λ₂ as 0.9, 0.9, 1, 5 × e⁻¹¹, and 0, respectively. TA+TSNet changes the value of M to the size of mini-batch and the value of λ₂ to 1 × e⁻². All models adopt the mini-batch size of 64 with 64×64 sub-images, the initial learning rate of 1 × 10⁻⁴, and Adam optimizer. Each model is trained in 1 × 10⁶ iterations with a learning rate decay at the half of training.

We adopt DIV2K [1] and CBSD68 [16] as the train and test datasets. DIV2K consists of clean 800 2K training images and 100 2K validation images while CBSD68 consists of clean 68 HVGA test images. Following the degradation setting in CResMD [8], we conduct 3 types of degradation (D = 3), Gaussian blur, Gaussian noise, and JPEG compression. Each degradation is applied to clean images sequentially. The Gaussian blur kernel width denotes r ∈ [0, 4] and its kernel size is 21×21. The Gaussian noise covariance denotes σ ∈ [0, 50] and the JPEG compression quality factor denotes q ∈ [100, 10]. The training dataset consists of the degradation levels with stride of 0.1, 1, and 2 for r, σ, and q, respectively, with an additional level of non-compressed images to the compressed image quality factor. To ease the burden of evaluation, an image in the validation and test datasets has the combination of r ∈ {0, 2, 4}, σ ∈ {0, 25, 50}, and q ∈ {None, 60, 10} except for the starting point (r, σ, q) = (0, 0, None) since the PSNR score reaches an infinity.

7.4. Evaluation metric

Network computation cost. We measure the computation costs of neural networks with FLOPs and latency. FLOPs is a classical device-agnostic metric and exponentially increases by image resolution. Since latency is device-dependant, we measure latency on CPU with single-core (Latency-CPU-S), CPU with multi-core (Latency-CPU-M), and GPU (Latency-GPU). We use Intel i7-5960X CPU which has 16 cores and GeForce RTX 2080 Ti GPU. The reported computation costs, referred to as R_{total}(f, x), are average scores to generate M imagery effects. We set M = 27 (unless otherwise mentioned) of which tasks include all degradation of test datasets with the starting point.

Image quality. We adopts widely used 4 image quality measures, PSNR, SSIM, LPIPS [29], and NIQE [17]. PSNR, SSIM, and LPIPS measure the image quality by comparing the restored images to the original clean images while NIQE evaluates the restored image quality without referring to an original image. PSNR reports the mean squared error in log scale. SSIM measures the structured similarity while LPIPS scores the perceptual similarity using neural networks. NIQE evaluates the naturalness of images by predetermined images of natural scenes. PSNR and SSIM score the better the higher while LPIPS and NIQE score the better the lower. However, measuring image quality during modulating imagery effects has not been studied thoroughly. Thus, we visualize extensive qualitative results and video figures in both the main manuscript and the supplementary document. The video figures are best viewed using Adobe Reader.