Design of Integrated Autonomous Driving Control System That Incorporates Chassis Controllers for Improving Path Tracking Performance and Vehicle Stability
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Abstract: This paper describes an integrated autonomous driving (AD) control system for an autonomous vehicle with four independent in-wheel motors (IWMs). The system consists of two parts: the AD controller and the chassis controller. These elements are functionally integrated to improve vehicle stability and path tracking performance. The vehicle is assumed to employ an IWM independently at each wheel. The AD controller implements longitudinal/lateral path tracking using proportional-integral (PI) control and adaptive model predictive control. The chassis controller is composed of two lateral control units: the active front steering (AFS) control and the torque vectoring (TV) control. Jointly, they find the yaw moment to maintain vehicle stability using sliding mode control; AFS is prioritized over TV to enhance safety margin and energy saving. Then, the command yaw moment is optimally distributed to each wheel by solving a constrained least-squares problem. Validation was performed using simulation in a double lane change scenario. The simulation results show that the integrated AD control system of this paper significantly improves the path tracking capability and vehicle stability in comparison with other control systems.
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1. Introduction

Recently, there have been many efforts to develop path tracking algorithms since they are essential in autonomous driving (AD) maneuvers such as lane following, lane change, and collision avoidance. There are methods based on kinematic vehicle models [1–4] including the pure pursuit method and the Stanley method. However, by not considering a vehicle’s dynamics, these methods may not properly resolve stability issues that can occur when the vehicle is undergoing severe lateral motions. Secondly, there are methods based on dynamic vehicle models that can overcome the stability problems of kinematic methods. Various control schemes such as model predictive control (MPC) and linear quadratic regulator (LQR); and H-infinity, fuzzy, and genetic algorithms have been adopted to achieve reliable path tracking capabilities [5–19].

Many of the recent studies have adopted the MPC method and its variants. MPC is similar to LQR in that both methods compute control values by solving optimization problems. However, MPC solves an optimization problem in smaller time windows at every sample, while LQR uses a single optimal solution computed off-line for the whole time horizon. MPC can handle nonlinear models and constraints while LQR cannot. After optimizing for a finite number of samples including the current step and several future steps, MPC takes only the current step’s solution for control action. By repeatedly doing this at every sample, MPC has the capability of predicting future events that other conventional controllers such as PID do not have.
Ji et al. [11] adopted MPC with multiple constraints for steering control to avoid crashes with the vehicle ahead. Yoshida et al. [12] considered constraints on the tire forces and applied MPC for lane change control. Nam et al. [13] considered characteristics of the electric power steering system and achieved steering control with a quick response by using MPC. Gao et al. [14] applied nonlinear model predictive control (NMPC) to steering and braking control to develop obstacle avoidance logic. Rafaila et al. [15] considered nonlinear tire models and implemented steering control by NMPC.

Similar to any other linear control design method, the performance of MPC can deteriorate when the driving conditions deviate significantly from the setpoint where the model was linearized—for example, when the vehicle speed changes greatly or when the yaw motion becomes large. NMPC can be a solution to this problem, since it allows nonlinearities in the model, in the cost function, and in the constraints. However, this versatility of NMPC can be unfavorable for control purposes, since the nonlinear optimization problem can be nonconvex, and its minimum may not be found soon enough [16].

Adaptive model predictive control (AMPC) is another variant of MPC that can update model parameters such as mass, cornering stiffness, and velocity. Lin et al. [17] adopted AMPC for path tracking with consideration of tire cornering stiffness and road friction. Ercan et al. [18] considered the dynamic properties of the steering system and applied AMPC for steering control. Petersson et al. [19] divided the vehicle model into two categories, a low-speed model and a high-speed model, and applied AMPC to the high-speed model to achieve steering control.

There have been research efforts to design integrated chassis control systems for AD path tracking, and many of these studies considered the integration of electronic stability control (ESC) and active front steering (AFS). Both ESC and AFS generate a yaw moment to enhance lateral vehicle stability, but they work in different ways. ESC generates a yaw motion by differential braking, while AFS generates a yaw motion by additional steering. Since both controllers generate a yaw motion, their integration requires careful investigation of both synergistic and conflicting effects when they are working together. Yim et al. [20] integrated ESC and AFS using a weighted pseudo-inverse-based control allocation method that produces an algebraic solution. Zhang et al. [21] integrated a direct yaw moment and AFS using a null-space-based control reallocation method. Cho W et al. [22] formulated an optimization problem with an objective integrating ESC and AFS and solved the problem using the Karush–Kuhn–Tucker method.

Since electric vehicles are becoming popular, a powertrain system equipped with four independent in-wheel motors (IWMs) is drawing attention from the automotive industry [23–27]. This system enables torque vectoring (TV), since any combination of the longitudinal forces at the four wheels is possible with each wheel independently delivering tractive, braking, or zero force. Unlike ESC, TV can generate a yaw motion without decelerating the vehicle. The fact that a motor’s output torque can be estimated with ease and accuracy is another advantage of IWM-equipped electric vehicles for TV control implementation [28].

In this paper, an integrated AD control system is proposed for an autonomous vehicle with four independent IWMs. The system consists of an AD controller and a chassis controller that are functionally integrated to achieve improved vehicle stability and path tracking performance. The AD controller implements longitudinal/lateral path tracking control using PI control and AMPC. The chassis controller is composed of two lateral control units: AFS control and TV control. Jointly, they find the yaw moment to maintain the vehicle stability using sliding mode control, where AFS is prioritized over TV to enhance the safety margin and save energy. Then, the command yaw moment is optimally distributed to each wheel by solving a constrained least-squares problem.

The contributions of this study can be summarized as follows. There have been many studies for improving vehicle stability in lateral chassis control and also many studies for improving the path tracking performance in AD, but there have been few studies that consider both at the same time. As AD technology advances, both objectives
should be considered together since they both contribute significantly to the safety of the autonomous vehicle but often affect each other in conflicting ways. To address this problem, an integrated AD control system that consists of the AD controller and the chassis controller has been developed in this study. The proposed algorithm was tested on various scenarios, and the simulation results verified that the proposed algorithm could significantly improve both path tracking capability and vehicle stability compared with other control systems.

This paper is organized as follows: Section 2 introduces the vehicle models used to design the controllers. Section 3 discusses the AD controller; it describes how the desired acceleration was computed for longitudinal control and how AMPC was designed for path tracking. Section 4 describes how the chassis controller improves vehicle stability by integrating the control of AFS and TV. Section 5 presents the simulation results that validate the proposed control system, and Section 6 concludes the paper.

2. Vehicle Modeling

This chapter introduces the vehicle models that were used in this study. Two different models were used to design the integrated AD control system. Since AFS affects a vehicle’s yaw motion only by steering action, a 2 degree of freedom (DOF) vehicle model that accounts for the lateral vehicle motion in response to the front steering angle was used for AFS. Since TV achieves yaw motion by having different rotational torques at each of the four wheels, a 7-DOF vehicle model that accounts for the wheel spin dynamics at each wheel was used for TV.

2.1. Vehicle Model for Path Tracking

Figure 1 shows the 2-DOF vehicle model, also known as a bicycle model, that accounts for the lateral translational motion and the yaw motion. Equation (1a,b) are the corresponding equations of motion [29].

\[ m v_x (\dot{\beta} + \gamma) = F_{yf} + F_{yr} \]  
\[ I_z \dot{\gamma} = l_f F_{yf} - l_r F_{yr} + M_B \]  

In this paper, the subscripts \( (\cdot)_f \) and \( (\cdot)_r \) are used to denote the front wheel and the rear wheel, respectively. In Equation (1a,b), \( m \) is the vehicle mass, \( l_f \) is the distance from CG to the front axle, \( l_r \) is the distance from CG to the rear axle, \( I_z \) is the moment of inertia of the vehicle about the \( z \)-axis, \( v_x \) is the longitudinal vehicle speed, \( \gamma \) is the yaw rate, \( \dot{\beta} \) is the side-slip angle of the vehicle, \( F_{yf} \) is the lateral force at each wheel, and \( M_B \) is the yaw moment that acts on the vehicle body.

![Figure 1. 2 degree of freedom (DOF) vehicle model.](image-url)
Equation (2) shows the lateral tire model used in the above vehicle model.

\[ F_{yl} = 2C_f \alpha_f, \quad F_{yr} = 2C_r \alpha_r \]  

(2)

In Equation (2), \( C_f \) is the cornering stiffness and \( \alpha_f \) is the wheel slip angle. Each wheel slip angle can be computed from the variables in Equation (3a,b) as follows:

\[ \alpha_f = \delta_f - \beta - \frac{l_f \gamma}{v_x} \]  

(3a)

\[ \alpha_r = -\beta + \frac{l_r \gamma}{v_x} \]  

(3b)

To implement path tracking control, the vehicle’s location with respect to global coordinates is required. Equation (4a–c) show the kinematic equations to this end where \( \psi \) and \( y_l \) represent the yaw angle and the lateral vehicle position, respectively, relative to global coordinates. Since \( \psi \) and \( \beta \) are small when they are properly controlled, Equation (4b) was linearized as Equation (4c).

\[ \dot{\psi} = \gamma \]  

(4a)

\[ \dot{y}_l = v_x (\sin \psi + \tan \beta \cos \psi) \]  

(4b)

\[ \dot{y}_l = v_x (\psi + \beta) \]  

(4c)

2.2. Vehicle Model for Torque Vectoring

Figure 2 shows the 7-DOF vehicle model used to develop the TV controller [30]. This model is composed of three equations to represent the vehicle body dynamics plus four equations to represent the wheel dynamics. The 2-DOF vehicle model in the previous section cannot be used here, since it does not contain the wheel dynamics that are necessary to implement the TV control logic. In contrast, the 7-DOF vehicle model is not appropriate for the AFS controller, since AFS does not need to consider wheel dynamics. It is common practice to use the lowest order vehicle model for controller design, since it will minimize the computational load when implementing the control logic on a real electronic control unit (ECU).

Equation (5a–c) describe vehicle body dynamics.

\[ m\ddot{x} = \left( F_{xf} + F_{xfr} \right) \cos \delta_f + F_{xl} + F_{xsl} - \left( F_{yf} + F_{yfr} \right) \sin \delta_f + m\gamma \dot{y} \]  

(5a)

\[ m\ddot{y} = \left( F_{ytl} + F_{ytr} \right) \sin \delta_f + F_{yl} + \left( F_{xf} + F_{xfr} \right) \cos \delta_f - \dot{y} \left( F_{yl} + F_{ytr} \right) + \frac{l_f}{2} \left( F_{xf} - F_{xfr} \right) \cos \delta_f \]  

(5b)

\[ I_{z}\ddot{\gamma} = l_f \left( F_{xf} + F_{xfr} \right) \sin \delta_f + l_f \left( F_{yf} + F_{yfr} \right) \cos \delta_f - l_r \left( F_{yl} + F_{ytr} \right) + \frac{l_r}{2} \left( F_{xf} - F_{xfr} \right) \cos \delta_f + \frac{l_f}{2} \left( F_{xf} - F_{xsl} \right) + \frac{l_r}{2} \left( F_{yf} - F_{yfr} \right) \sin \delta_f + M_B \]  

(5c)

In Equation (5), the subscripts \( _f \), \( _fr \), \( _r \), and \( _r \), \( _l \) are used to indicate the location of the tire: front left, front right, rear left, and rear right, respectively. The parameters and variables used previously in Equations (1)–(4) have the same meanings in Equation (5). Additionally, \( t \) is the track width, \( x \) is the displacement in the local x-axis, \( y \) is the displacement in the local y-axis, \( F_{x(\cdot)} \) is the longitudinal tire force, and \( F_{y(\cdot)} \) is the lateral tire force.

The equations of Equation (6) show the rotational dynamics of the four tires.

\[ I_{w}\omega_{ij} = T_{wij} - r_{eff} F_{xij} - r_{eff} F_{yij}, \quad i = f, r, \quad j = r, l \]  

(6)

In Equation (6), \( I_{w} \) is the rotational moment of inertia of a tire, \( r_{eff} \) is the effective radius of a tire, and \( \omega_{ij} \) is the rotational velocity of each wheel. \( T_{wij} \) is the driving torque to each wheel, which is positive for traction and negative for braking.
\[ l + F - F - F = -F \]

\[ r + m \gamma = F T = F = \beta t r l - v + (l - \psi + 2) = -\beta \]

\[
\begin{align*}
\dot{x} & = \frac{F_x f_l + F_x f_r}{m} \cos \delta_f + F_x r_l + F_x r_r - (F_y f_l + F_y f_r) \sin \delta_f + m \gamma \dot{y} \\
\dot{y} & = \frac{F_y f_l + F_y f_r}{m} \sin \delta_f \\
\dot{\psi} & = \frac{M_B}{I} \\
\dot{\delta_f} & = \frac{F_x f_l - F_x f_r}{m} \cos \delta_f \\
\dot{\delta_f} & = \frac{F_y f_l - F_y f_r}{m} \sin \delta_f \\
\end{align*}
\]

Figure 2. 7-DOF vehicle model.

3. AD Controller

Figure 3 shows the overall architecture of the integrated AD control system that was designed for this study. It consists of the AD controller and the chassis controller.

![Diagram of Integrated Autonomous Driving Control System]

Figure 3. The architecture of the integrated autonomous driving (AD) control system.

The AD controller performs the longitudinal/lateral path control of the vehicle. For longitudinal control, a proportional-integral (PI) controller was designed for acceleration control. For lateral control, the target path of the vehicle was planned at the current vehicle position, and steering control with AMPC was performed for path tracking. A time delay of 0.01 s was added to the model to account for the sampling interval of 100 Hz, which most chassis controllers adopt. The AMPC logic was made to work at an even slower 20 Hz sampling interval to allow for its heavy computational load, which is more than that of the PI controller. The details of the AD controller are presented in the following sections.

3.1. Longitudinal Controller

As seen in Figure 3, the AD controller consists of a longitudinal controller and a lateral controller. Since the main focus of this study lies in designing the lateral controller, a relatively simple PI control method was used to design the longitudinal controller. That controller performs acceleration control so that the autonomous vehicle can run at the desired speed \( v_{des} \).

To do this, the controller first computes the desired acceleration \( a_{des} \) with Equation (7a).

\[
a_{des} = \begin{cases} 
a_{ref} & \text{if } |a_{ref}| \leq a_{upper} \\
a_{upper} \text{ sign } a_{ref} & \text{otherwise}
\end{cases}
\]  

(7a)
where \( a_{\text{ref}} = \frac{k_a(v_{\text{des}} - v_x)}{v_x} \) (7b)

The magnitude of the desired acceleration is limited by its upper bound \( a_{\text{upper}} \) to prevent excessive acceleration or deceleration. In Equation (7b), \( k_a \) serves as a design parameter for computing the desired acceleration from the velocity error. A large \( k_a \) results in a large desired acceleration value and vice versa. Careful tuning is necessary for \( k_a \), since it affects the performance of the TV logic that follows; a large \( k_a \) strengthens speed tracking, but at the same time, it lessens the maintenance of vehicle stability. \( k_a \) was set to 10 for this study. Once the desired acceleration is computed, acceleration control is performed by the PI controller. Since this PI controller has a straightforward and simple structure, its details are omitted in this paper.

3.2. Lateral Controller

The lateral control function of the AD controller is implemented with AMPC. The motivation for adopting AMPC in this study can be explained by comparing it with the pure pursuit method, which is widely used in lateral control logic in autonomous vehicles. AMPC and pure pursuit are similar in that both methods compute the steering angle so that the vehicle follows the target path that lies ahead, but while Pure Pursuit sets a single waypoint in front as the target point to pass through, AMPC considers multiple waypoints within a certain time horizon. This improves lateral vehicle stability while achieving good path tracking performance. AMPC also allows considers control usage, while pure pursuit does not. Finally, only AMPC provides a lateral position error after a certain time horizon with steering control accounted for. This error data allows a good desired yaw moment to be computed to further improve the lateral vehicle stability and path tracking performance.

AMPC works by predicting the future behavior of a system by using two finite-time horizons: the prediction horizon and the control horizon. The prediction horizon is a multiple of the sampling period for which the state variables are predicted. The control horizon is the time interval in which the control variables are computed by solving an optimization problem. Until recently, MPC was hardly used in the field of vehicle control, since most vehicle controllers use in-vehicle sensors that can only detect what is currently happening, but MPC is beginning to draw attention since many of today’s vehicles are equipped with environmental sensors that can reveal what will shortly happen to the vehicle.

Choosing wider horizons in AMPC allows the controller to see farther into the future so it can be prepared for coming dangers. However, wider horizons can cause an ECU computational burden since the prediction is done by solving an optimization problem at every sample for the horizon interval. Given this, the prediction horizon is normally selected to be between 20 and 30, and the control horizon is selected to be 1/4 to 1/3 of the prediction horizon [31]. For this paper, the prediction horizon was set to 20 and the control horizon was set to 6.

The process of converting the original system equations into a form relevant for AMPC is described below. Equations (1)–(4) can be put into the compact form shown in Equation (8a–c) where \( x \) represents the state and \( u \) represents the control.

\[
\dot{x} = Ax + Bu
\]  
(8a)

where \( x = [\beta \ \gamma \ \psi \ y_l]^T \), \( u = \delta_f \) 

\[
A = \begin{bmatrix}
-\frac{2(C_f + C_r)}{m v_x^2} & -1 & -\frac{2(C_f - C_r)}{m v_x^2} & 0 & 0 \\
-\frac{2(C_f l_f + C_r l_r)}{I_z} & 0 & -\frac{2(C_f l_f - C_r l_r)}{I_z} & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
v_x & 0 & v_x & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
\frac{2C_f}{m v_x^2} \\
\frac{2l_f/C_f}{I_z} \\
0 \\
0 \\
0
\end{bmatrix}
\]  
(8c)
To implement the optimization process required by AMPC, the above system can be transformed into a recursive form in discrete state space. First, \( A \) and \( B \) in Equation (8c) are converted into their discrete-time forms with \( T \) representing the sampling time:

\[
\mathbf{A}_k = e^{A T} \\
\mathbf{B}_k = \int_{kT}^{(k+1)T} e^{A(k+1)T - t} \mathbf{B} dt.
\]

Then, the state at \( k + k_p \), where \( k_p \) denotes the prediction horizon, can be derived as below. In Equation (10c), \( k_c \) denotes the control horizon.

\[
x(k + 1|k) = \mathbf{A}_k x(k) + \mathbf{B}_k u(k) \quad (10a)
\]

\[
x(k + 2|k) = \mathbf{A}_k x(k + 1|k) + \mathbf{B}_k u(k + 1) \\
= \mathbf{A}_k \mathbf{x}(k) + \mathbf{A}_k \mathbf{B}_k u(k) + \mathbf{B}_k u(k + 1) \quad (10b)
\]

\[
x(k + k_p|k) = \mathbf{A}_k^p \mathbf{x}(k) + \sum_{m=0}^{k_p-1} \mathbf{A}_k^m \mathbf{B}_k u(k) + \mathbf{B}_k u(k + 1) + \cdots + \mathbf{A}_k^{k_p-k_c} \mathbf{B}_k u(k + k_c - 1). \quad (10c)
\]

Figure 4 illustrates how the target path is computed.

![Figure 4. Target path and predicted path of the vehicle.](image)

In Figure 4, \( x(k + m|k) \) is the state estimation at \( m \) samples after the current step, which is calculated by AMPC based upon the current state. Out of the four elements of the state vector in Equation (8b), the third element, the fourth element, the lateral position, and the yaw angle, respectively, represent the path of the vehicle. In the figure, \( x_{ref}(k + m|k) \) represents the target path of the vehicle \( m \) samples later.

Equation (11a–e) formulate the optimization problem for AMPC to find the front steering angle to track the vehicle’s desired path.

\[
\min_{\hat{u}} \sum_{m=1}^{k_p} \left\| x_{ref}(k + m|k) - x(k + m|k) \right\|_Q^2 + \sum_{m=0}^{k-1} \left\| u(k + m|k) \right\|_R^2 \quad (11a)
\]

subject to \( \dot{x}(k + 1) = \mathbf{A}_k \dot{x}(k) + \mathbf{B}_k \hat{u}(k) \)

\( u_{min} \leq u(k + m|k) \leq u_{max}, \quad m = 0, \cdots, k_c - 1 \) \( (11b) \)

\( \Delta u_{min} \leq \Delta u(k + m|k) \leq \Delta u_{max}, \quad m = 1, \cdots, k_c - 1 \) \( (11d) \)

where \( \Delta u(k) = u(k) - u(k - 1) \) \( (11e) \)
For Equation (11b), $\hat{A}_k$ and $\hat{B}_k$ are defined in Equation (12a), and $\hat{x}(k + 1)$ and $\hat{u}(k)$ are defined in Equation (12b).

\[
\hat{A}_k = \begin{bmatrix}
A_k & A_2 & \ldots & A_{k_p}
\end{bmatrix},
\hat{B}_k = \begin{bmatrix}
B_k & 0 & \ldots & 0 \\
A_kB_k & B_k & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
A_k^{k_p-1}B_k & A_k^{k_p-2}B_k & \ldots & A_k^{k_p-k_c}B_k
\end{bmatrix}
\] (12a)

\[
\hat{x}(k + 1) = \begin{bmatrix}
\bar{x}(k + 1 | k) \\
\bar{x}(k + 2 | k) \\
\vdots \\
\bar{x}(k + k_p | k)
\end{bmatrix},
\hat{u}(k) = \begin{bmatrix}
\bar{u}(k) \\
\bar{u}(k + 1 | k) \\
\vdots \\
\bar{u}(k + k_c - 1 | k)
\end{bmatrix}
\] (12b)

Equation (11c) prevents the excessive use of the front steering angle, and Equation (11d) prevents an excessive change of the front steering angles between adjacent samples. Breuer et al. demonstrated that a driver can turn a steering wheel by 250 degrees with an angular rate of up to 1000 degrees per second [32]. However, when such a severe steering input is applied to an autonomous vehicle, its stability can be seriously endangered. In this design, the maximum front steering angle and its maximum change rate are limited to the values in Equation (13a,b) to retain vehicle stability. They roughly correspond to 90 [deg] of the steering wheel angle with 600 [deg/s] of the steering wheel angle rate.

\[
u_{min} = -0.0044, \quad u_{max} = 0.0044
\] (13a)

\[
\Delta u_{min} = -0.029, \quad \Delta u_{min} = 0.029
\] (13b)

In Equation (11a), $Q$ and $R$ are the weights for the state and the control, respectively. Equation (14) shows their values as used in this study. The first two diagonal elements in $Q$ are zero because the corresponding state elements, the side-slip angle $\beta$, and the yaw rate $\gamma$ are not directly related to the vehicle path.

\[
Q = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1.5 & 0 \\
0 & 0 & 0 & 10.3
\end{bmatrix}, \quad R = 96.5
\] (14)

4. Chassis Controller

As seen in Figure 3, the chassis controller of this study consists of two layers: the upper chassis controller and the lower chassis controller. The upper chassis controller computes the desired yaw moment from the yaw rate error and the lateral position error. The lower chassis controller realizes the desired yaw moment by integrated control of AFS and TV. The details of the chassis controller are presented in this section.

4.1. Upper Chassis Controller

Conventional chassis controllers maintain lateral vehicle stability by regulating the yaw rate to its desired value. However, for autonomous vehicles, the lateral position of the vehicle must be considered as well, since the chassis controller must replace the human driver for a lateral maneuver. As seen in Figure 4, MPC steering control enables the prediction of the lateral position error in the future. Based on this, the chassis controller in this paper was designed to reduce the yaw rate error at the current moment and the lateral position error at some future moment $k_p$ samples later. The chassis controller consists of the upper and the lower controllers shown in Figure 3, and the upper controller is described in this section. Both the side-slip angle and the yaw rate are widely used to improve the lateral stability of a vehicle. However, it is not possible to directly measure the side-slip angle on a real vehicle, and it is also hard to estimate this parameter with sufficient
accuracy. In consideration of this issue, only the yaw rate was utilized for designing the chassis controller.

The lateral vehicle stability can be maintained by regulating the yaw rate to the desired value. For the desired yaw rate, the steady-state yaw rate at the current values of $\delta_f$ and $v_x$, which is widely used in many ESC algorithms [20–22], was also adopted in this paper.

$$\gamma_{ss} = \frac{v_x}{l_f + l_r + \frac{m v_x^2}{2 C_f (l_f + l_r)}}$$

In this paper, two additional aspects were considered when upgrading the desired yaw rate from the one formulated in Equation (15). First, the upper limit of the yaw rate due to the road friction limit was considered. Secondly, a smoother profile was sought for the desired yaw rate to avoid demanding too abrupt a change from the controller. Equation (16) is the final desired yaw rate with these considerations.

$$\gamma_{des} = \left\{ \begin{array}{ll} \frac{\gamma_{ss}}{1 + \frac{\tau}{s}} & \text{if } |\gamma_{ss}| \leq \gamma_{upper} \\ \gamma_{upper} \text{sign}(\gamma_{ss}) & \text{otherwise} \end{array} \right\}$$

In Equation (16b), $g$ is the gravitational acceleration, and $\mu$ is the road friction coefficient. The parameter $\tau$ is a time constant chosen to give $\gamma_{des}$ a smooth time profile. Equation (16b) provides the upper limit that is imposed on the steady-state yaw rate $\gamma_{ss}$ in Equation (15). This was added to account for the road friction effect that Equation (15) does not include; the stability of a vehicle can be degraded when the desired yaw rate is controlled with only Equation (15) on a low friction road. The constant 0.85 was added to compensate for ignoring the effect of lateral acceleration in the derivation of the yaw rate limit.

The upper chassis controller in this paper incorporates sliding mode control (SMC) to find the desired yaw moment from the outputs of the previous AMPC controller: the lateral position error and the yaw rate error. The adoption of SMC was motivated since SMC can consider the nonlinear system characteristics—in this case, the nonlinear tire characteristics when computing the desired yaw moment. In Equation (17), $s$ is the sliding surface that is composed of the yaw rate error and the lateral position error with $\lambda$ used as a weight to determine the relative importance of the two errors.

$$s = (\gamma - \gamma_{des}) + \lambda e_{y_l}$$

In Equation (17), $e_{y_l}$ is the lateral position error at $k_p$ samples after the current step, which was computed by the AMPC algorithm in the AD controller.

$$e_{y_l} = y_l(k + k_p|k) - y_{des}(k + k_p|k)$$

By using the predicted value of the lateral position error in the sliding surface, the upper chassis controller can move the vehicle back to the desired path in a stable manner. This is similar to the preview control strategies that are adopted in the lateral control of many autonomous vehicles [1,2].

$$V = \frac{1}{2} s^2$$

The following shows that the function $V$ in Equation (19) formed from $s$ in Equation (17) is a Lyapunov function. Equation (20) calculates the time derivative of the sliding surface.

$$\dot{s} = \dot{\gamma} - \dot{\gamma}_{des} + \lambda \dot{e}_{y_l}$$
Considering the uncertainties of the vehicle model in Equations (1)–(3), $\dot{\gamma}$ can be expressed as below.

$$\dot{\gamma} = \frac{2(-C_f l_f + C_r l_r)}{l_z} \beta + \frac{-2(C_f l_f^2 + C_r l_r^2)}{l_z v_x} \gamma + \frac{2C_f l_f \delta_f + 1}{l_z} M_B + d$$  \hspace{1cm} (21)

In Equation (21), $d$ represents uncertainties that were not accounted for in the bicycle model such as the nonlinear characteristics of the tires. By substituting Equation (21) in Equation (20), the following equation is obtained:

$$\dot{s} = \frac{2(-C_f l_f + C_r l_r)}{l_z} \beta + \frac{-2(C_f l_f^2 + C_r l_r^2)}{l_z v_x} \gamma + \frac{2C_f l_f \delta_f + 1}{l_z} M_B - \dot{\gamma}_{des} + \lambda \dot{\varepsilon}_y + d.$$  \hspace{1cm} (22)

For the function $V$ in Equation (19) to be a Lyapunov function, the sufficient condition for the existence of the sliding mode ($V = ss < 0$) must be met; this happens when the yaw moment satisfies the following equations:

$$M_B = -l_z \left(\frac{2(-C_f l_f + C_r l_r)}{l_z} \beta + \frac{-2(C_f l_f^2 + C_r l_r^2)}{l_z v_x} \gamma + \frac{2C_f l_f \delta_f}{l_z}\right) - k \cdot \text{sign}(s)$$  \hspace{1cm} (23a)

where $k = l_z (|\dot{\gamma}_{des} + \lambda \dot{\varepsilon}_y| + \eta)$.  \hspace{1cm} (23b)

In Equation (23a), $k$ is a variable that can compensate for three components: the yaw rate error, the lateral position error, and the uncertainty of the vehicle model. With $k$ represented as in Equation (23b) and by substituting it in Equation (22), $ss$ can be simplified into Equation (24a).

$$ss = s(-\dot{\gamma}_{des} + \lambda \dot{\varepsilon}_y + d) - |\dot{\gamma}_{des} + \lambda \dot{\varepsilon}_y| |s| - \eta |s|$$  \hspace{1cm} (24a)

$$ss < 0 \text{ when } d < \eta$$  \hspace{1cm} (24b)

Equation (24b) says that when the uncertainty $d$ is less than the parameter $\eta$ in Equation (23b), conditions are sufficient for the existence of the sliding mode. The parameter $\eta$ can be tuned if its effect on the performance of the controlled system is understood. A large $\eta$ can achieve stability even in the presence of a large amount of uncertainty. On the other hand, a small $\eta$ can produce better tracking performance with weaker robustness.

To prevent chattering due to discontinuities in the $\text{sign}(s)$ function, the design used a saturation function.

$$\text{sat}\left(\frac{s}{\sigma}\right) = \begin{cases} \frac{s}{\sigma} & \text{if } |s| \leq \sigma \\ \text{sign}(s) & \text{otherwise} \end{cases}$$  \hspace{1cm} (25)

Equation (26) formulates the final desired yaw moment $M_B$ calculated by the upper chassis controller via SMC.

$$M_B = -l_z \left(\frac{2(-C_f l_f + C_r l_r)}{l_z} \beta + \frac{-2(C_f l_f^2 + C_r l_r^2)}{l_z v_x} \gamma + \frac{2C_f l_f \delta_f}{l_z}\right) - k \cdot \text{sat}\left(\frac{s}{\sigma}\right)$$  \hspace{1cm} (26)

4.2. Lower Chassis Controller—AFS and TV

Once the upper chassis controller computes the desired yaw moment $M_B$, the lower chassis controller implements it using the integrated control of AFS and TV. In this research, AFS is prioritized over TV to enhance driving comfort and reduce energy consumption.

4.2.1. AFS Control

This section explains how AFS is used to compute the front steer angle $\Delta \delta_{AFS}$ to achieve the desired yaw moment $M_B$ that comes from the upper chassis controller.
When the additional front steer angle $\Delta \delta_f$ is small, it can be assumed that $\Delta \alpha_f \approx \Delta \delta_f$ in Equation (3), since the other remaining terms in Equation (3) are much smaller. From this assumption, the lateral tire forces due to $\Delta \delta_{AFS}$ and the subsequent yaw moment can be found with Equation (27a,b).

$$\Delta F_{yl} + \Delta F_{yr} = 2C_f \Delta \delta_{AFS}$$  \hspace{1cm} (27a)

$$M_{AFS} = (\Delta F_{yl} + \Delta F_{yr})l_f$$  \hspace{1cm} (27b)

From the above, the front steering angle $\Delta \delta_{AFS}$ to achieve the desired yaw moment $M_B$ from the upper chassis controller can be computed with Equation (28a).

$$\Delta \delta_{AFS} = \frac{M_B}{2C_f l_f}$$  \hspace{1cm} (28a)

$$|\Delta \delta_{AFS}| \leq 0.4$$  \hspace{1cm} (28b)

Equation (28b) limits $\Delta \delta_{AFS}$ to within $\pm 0.4$ deg. The final front steering angle is the sum of $\delta_f$ from the AD controller and $\Delta \delta_{AFS}$ from the AFS chassis controller. The constraint in Equation (28b) prevents $\Delta \delta_{AFS}$ from growing too large and impairing the path tracking capability of the AD controller.

4.2.2. Torque Vectoring Control

In this design, the TV control logic was designed so that it comes into play only when the steering effort from AFS is not enough to produce the command yaw moment from the upper chassis controller. Equation (29) shows the amount of yaw moment that TV provides.

$$M_{TV} = M_B - 2C_f l_f \Delta \delta_{AFS}$$  \hspace{1cm} (29)

Unlike the AFS-generated yaw moment for front steering, the TV controller generates a yaw moment with different longitudinal forces at four wheels. The control variables of TV can be defined as below.

$$u_{TV} = \begin{bmatrix} \Delta F_{xf} \\ \Delta F_{xr} \\ \Delta F_{xf} \\ \Delta F_{xr} \end{bmatrix}$$  \hspace{1cm} (30)

An electric vehicle powered by four IWMs can realize any combination of longitudinal forces at its four wheels; even a combination of traction at some wheels and braking at others is possible. This flexibility enables the system to consider different performance aspects at the same time. To find $u_{TV}$ in Equation (30), a weighted least square problem was formulated as below.

$$\min_{u_{TV}} \left[ ||W_u u_{TV}||^2 + ||W_{TV}(C_{TV} u_{TV} - M_{TV})||^2 + ||W_a(C_a u_{TV} - d_a)||^2 \right]$$  \hspace{1cm} (31a)

subject to \((F_{x_i} + \Delta F_{x_i})r_{eff} \leq |T_{max}|, \ i = f,r \ j = l,r \hspace{1cm} (31b)\)

In Equation (31a), $W_u$, $W_{TV}$, and $W_a$ are the weighting factors, and $C_{TV}$ and $C_a$ are the coefficient vectors. These five variables are explained later in this section. The parameter $r_{eff}$ is the effective radius of the tire, and $T_{max}$ is the maximum torque that each IWM can produce.

The three terms in the cost function of Equation (31a) are explained below. The first term ($||W_u u_{TV}||^2$) prevents the longitudinal tire forces from becoming too large. $W_u$ is the $4 \times 4$ matrix in Equation (32). Here, $F_{x_i}$ is the vertical force on each tire. The equation
implies that the TV controller allows a larger longitudinal force on tires that are subjected to a larger vertical force.

\[ W_a = \text{diag} \left[ \frac{1}{F_{zli}}, \frac{1}{F_{zfr}}, \frac{1}{F_{zri}}, \frac{1}{F_{zrr}} \right] \]  

(32)

The second term in Equation (31a) \(||W_{TV}(C_{TV}u_{TV} - M_{TV})||^2\) calculates the longitudinal force at each tire to generate \(M_{TV}\) in Equation (29). Equation (33) shows the total yaw moment due to the three control efforts: the longitudinal tire forces from the TV controller in Equation (30), \(\Delta \delta_{AFS}\) from the AFS controller in Equation (28), and \(\delta_f\) from the AD controller in Equation (12).

\[ M_{\text{tot}} = I_f \left( \Delta F_{xli} + \Delta F_{xri} \right) \sin \left( \delta_f + \Delta \delta_{AFS} \right) + \frac{I_f}{2} \left( \Delta F_{xfr} - \Delta F_{xrt} \right) \cos \left( \delta_f + \Delta \delta_{AFS} \right) + \frac{I_f}{2} \left( \Delta F_{xrr} - \Delta F_{xrt} \right) \]  

(33)

Equation (34) defines \(C_{TV}\) from the above equation. Note that \(C_{TV}\) is constant, since the TV controller comes after the AD controller and the AFS controller in sequence (see Figure 3).

\[ C_{TV} = \begin{bmatrix} -\frac{1}{2} \cos \left( \delta_f + \Delta \delta_{AFS} \right) + I_f \sin \left( \delta_f + \Delta \delta_{AFS} \right) & \frac{1}{2} \cos \left( \delta_f + \Delta \delta_{AFS} \right) + I_f \sin \left( \delta_f + \Delta \delta_{AFS} \right) & -\frac{1}{2} & \frac{1}{2} \end{bmatrix} \]  

(34)

\(W_{TV}\) in Equation (31a) is a scalar weight that determines the relative importance of the three terms in the cost function. It is a function of the vertical tire forces as defined in Equation (35); it changes consistently with \(W_a\) when the load balance on the vehicle varies.

\[ W_{TV} = \frac{1.3}{F_{zli} + F_{zfr} + F_{zri} + F_{zrr}} \]  

(35)

The third term in Equation (31a) \(||W_a(C_a u_{TV} - d_a)||^2\) calculates the longitudinal force at each tire \(\Delta F_{xli}\) in order to meet the desired acceleration in Equation (7). The coefficient vector \(C_a\) and the constant \(d_a\) are computed from Equation (5a) by replacing \(\tilde{x}\) with \(a_{des}\) and by taking into account the three control efforts: \(\delta_f\) from AD, \(\Delta \delta_{AFS}\) from AFS, and \(\Delta F_{xli}\) from TV. This results in Equation (36).

\[ F_{yl} \sin \left( \delta_f + \Delta \delta_{AFS} \right) + F_{yf} \sin \left( \delta_f + \Delta \delta_{AFS} \right) - m v_y \gamma + m a_{des} = \cos \left( \delta_f + \Delta \delta_{AFS} \right) \left( F_{xli} + \Delta F_{xli} \right) + \cos \left( \delta_f + \Delta \delta_{AFS} \right) \left( F_{xfr} + \Delta F_{xfr} \right) + \left( F_{xri} + \Delta F_{xri} \right) + \left( F_{xrr} + \Delta F_{xrr} \right) \]  

(36)

From the above equation, \(C_a\) and \(d_a\) can be formulated as in Equation (37a,b).

\[ C_a = \begin{bmatrix} \cos \left( \delta_f + \Delta \delta_{AFS} \right) & \cos \left( \delta_f + \Delta \delta_{AFS} \right) & 1 & 1 \end{bmatrix} \]  

(37a)

\[ d_a = F_{yl} \sin \left( \delta_f + \Delta \delta_{AFS} \right) + F_{yf} \sin \left( \delta_f + \Delta \delta_{AFS} \right) - m v_y \gamma + m a_{des} - \cos \left( \delta_f + \Delta \delta_{AFS} \right) \left( F_{xli} + F_{xfr} \right) - F_{xri} - F_{xrr} \]  

(37b)

From the same reasoning used for finding \(W_{TV}\), the weight \(W_a\) for achieving \(a_{des}\) is formulated as in Equation (38). In this way, all three weights \(W_a, W_{TV}\), and \(W_u\) change in harmony with the vertical tire forces, directly affecting the frictional tire forces.

\[ W_a = \frac{5}{F_{zli} + F_{zfr} + F_{zri} + F_{zrr}} \]  

(38)

Once the longitudinal tire forces \(\Delta F_{xli}\) are computed by the TV logic, Equation (6) converts them into the corresponding torques \(\Delta T_{wi}\) which become the command torques for the four IWMs.

\[ \Delta T_{wi} = r_{eff} \left( F_{xli} + \Delta F_{xli} \right) + J_w \omega_{ij} - T_w_{ij} \quad i = f, r \quad j = l, r \]  

(39)
5. Simulation

This section presents the results of the simulation that was conducted to validate the performance of the integrated AD control system of this paper. The three scenarios consist of a double lane change, a high-speed circle entry, and a single lane change; the latter scenario was performed to verify the closed-loop system’s stability through a phase plane trajectory.

This control system (hereafter called AMPC + AFS/TV) was compared with other control systems: “AMPC + TV”, “AMPC”, and “pure pursuit”. “AMPC + TV” consists of an AD controller with AMPC and a TV chassis controller, “AMPC” performs AD control with AMPC without any chassis control, and “pure pursuit” performs only AD control with the pure pursuit algorithm [2].

The vehicle dynamics were implemented using CarMaker, and the EV Tesla-S model in CarMaker was used [33] as the vehicle model. The control system was implemented with MATLAB/Simulink [34]. Table 1 shows the vehicle model parameter values.

![Figure 5. Double lane-change scenario.](image)

**Figure 5. Double lane-change scenario.**

| Parameters | Value |
|------------|-------|
| \( m \) (kg) | 2108 |
| \( C_f \) (N/rad) | 127100 |
| \( C_r \) (N/rad) | 12700 |
| \( I_z \) (kgm^2) | 3594.29 |
| \( l_f \) (m) | 1.47 |
| \( l_r \) (m) | 1.5 |
| \( i_f \) (m) | 1.66 |
| \( i_r \) (m) | 1.7 |

### 5.1. Scenario 1: Double Lane Change

Figure 5 is the double lane change scenario of ISO-3888 that was used for the simulation described in this section. The solid line is the global path that the autonomous vehicle needs to follow. The road friction coefficient was set to 0.8, and the target vehicle speed was set to 90 km/h or 25 m/s. This scenario presents a rather severe condition for lateral control, since the lane changes must be made in 1.2 s with an in-between dwell time of only 1 s.

Figure 6 shows the path tracking performance of the four different controllers. Among the four, AMPC + AFS/TV gives the best tracking capability with the least overshoot and the quickest response time. The maximum magnitudes of lateral position error from Figure 6b are 1.95 m for pure pursuit, 0.75 m for AMPC, 0.59 m for AMPC + TV, and 0.4 m for AMPC + AFS/TV.

Figure 7 shows the variables related to the vehicle’s lateral stability: the yaw rate error and the sideslip angle. The yaw rate error maximums are 7.70 deg/s for pure pursuit, 6.93 deg/s for AMPC, 6.14 deg/s for AMPC + TV, and 5.70 deg/s for AMPC + AFS/TV. Figure 7b shows the time history of the side-slip angle. The side-slip angle maximums are 0.74 deg for pure pursuit, 0.78 deg for AMPC, 0.66 deg for AMPC + TV, and 0.63 deg.
for AMPC + AFS/TV. In a region around 5 s in Figure 7b, pure pursuit appears to be better than the other schemes, but careful examination shows that this is only because pure pursuit’s response is slow. Note that AMPC + AFS/TV converges to the final value more quickly than any other controller.

Figure 6. (a) Vehicle trajectory and (b) lateral position error.

Figure 7. (a) Yaw rate error and (b) side-slip angle.

Figure 8 shows the control efforts by the different controllers to accomplish the double lane change maneuver. Figure 8a shows the front steer angle. Among the four controllers, AMPC + TV produces the smallest steering angle maximum; this is because this controller does not use any additional steering angle other than the one required by the AD controller for path tracking. The next smallest steering angle is achieved by AMPC + AFS/TV.

Figure 8. (a) Front steer angle and (b) desired yaw moment by torque vectoring (TV).
Figure 8b compares the desired yaw moment computed by the TV logic in the AMPC + TV and AMPC + AFS/TV controllers. This figure clearly shows the advantage of integrating AFS with TV in the chassis controller. The TV control effort is significantly reduced to nearly one-third that of TV alone, which implies less energy consumption by the motors and more friction margin within the road–tire contact patch. This increased road friction margin can enable emergency maneuvers where dynamic road friction is pushed to the limit.

Figure 9 shows the torque of each IWM for the different controllers. The DC offset of 50 Nm at each wheel is the torque required to maintain a constant speed in the presence of disturbances such as air drag and rolling resistance. The dashed lines in each figure represent the maximum torque that each motor can produce.

![Torque Graphs](image)

Figure 9. Independent in-wheel motors (IWM) torque: (a) front-left, (b) front-right, (c) rear-left, and (d) rear-right.

As can be seen in Figure 9b, AMPC + AFS/TV uses much less torque than AMPC + TV to carry out the same double lane change maneuver. The graphs for AMPC + TV show that the torques at the front-left and rear-left tires saturate to their limits for an interval, but this does not occur for AMPC + AFS/TV. In AMPC + TV, the torque profiles for both sides are nearly out of phase, which means that the TV controller generates yaw motion by traction on one side and braking on the other side to maintain vehicle stability without losing speed. AMPC shows nonzero torque variations because the AD controller implements speed control as well as path tracking.

5.2. Scenario 2: High-Speed Circle Entry

Figure 10 illustrates a scenario for the evaluation of transients when entering a curve and steady-state performance in curve driving. This scenario is composed of a 135 m long straight road that becomes curved with a radius R of 300 m.

Figure 11 shows the path tracking performance for entering a circle at high speed. In AMPC + AFS/TV’s overshoot and steady-state lateral position, the error was the smallest of all. The maximum value of the lateral position error was 0.60 m for pure pursuit, 0.25 m for AMPC, 0.20 m for AMPC + TV, and 0.14 m for AMPC + AFS/TV. The steady-state
lateral position error was 0.35 m for pure pursuit, 0.20 m for AMPC, 0.15 m for AMPC + TV, and 0.09 m for AMPC + AFS/TV.

Figure 10. High-speed circle entry scenario.

Figure 11. (a) Vehicle trajectory and (b) lateral error.

Figure 12 shows the yaw rate error and side-slip angle related to vehicle stability. Figure 12a shows that AMPC + TV and AMPC + AFS/TV applied additional chassis control and generated a smaller yaw rate error than the other controllers. The yaw rate error of AMPC + TV and AMPC + AFS/TV was smaller than that of other controllers because the upper controller generated the yaw moment considering the current yaw rate. Figure 12b shows that AMPC + TV’s maximum side-slip angle increased by 0.14 degrees compared with AMPC. This is because an additional yaw moment occurred to reduce the lateral position error when entering the curve.

Figure 13 shows the control efforts by the different controllers. Figure 13a shows that the front steering angle was the smallest in AMPC + TV. This is because the lateral position error was reduced due to the TV action to decrease the lateral position error, and the AMPC performed steering control based on the reduced lateral position error. On the other hand, AMPC + AFS/TV’s front steering angle was similar to that of other controllers in steady state because it used AFS and TV control. Figure 12b shows that AMPC + TV generated a TV desired yaw moment earlier than AMPC + AFS/TV. The magnitude of the desired yaw moment in AMPC + TV was also larger than that of AMPC + AFS/TV. This is because AMPC + AFS/TV used AFS control before TV control.

Figure 14 shows the torque distributed to each wheel. An offset of about 60 Nm occurred to maintain a constant speed in the presence of disturbances. As shown in Figure 13b, the yaw moment of AFS/TV was large and reached the IWM limit. This should be avoided as it cannot generate more motor force and overloads the motor. On the other hand, since AMPC + AFS/TV generated an additional yaw moment from AFS, AMPC + AFS/TV reduced the amount of torque distributed to each wheel. Torque distribution
occurred earlier in AMPC + TV than in MPC + AFS/TV, because AMPC + AFS/TV generated the desired yaw moment earlier.

Figure 12. (a) Yaw rate and (b) side-slip angle.

Figure 13. (a) Front steering angle and (b) desired yaw moment by TV.

Figure 14. Torque distribution: (a) front-left, (b) front-right, (c) rear-left, and (d) rear-right.
5.3. Scenario 3: Single Lane Change (for Stability Analysis)

Phase plane analysis is a method of confirming system characteristics or stability. The phase plane of a side-slip angle can predict lateral vehicle stability [35–37]. A single lane change was performed at speeds of 100 kph, 130 kph, and 160 kph to verify the stability of the closed-loop system of AMPC + AFS/TV. Since Scenario 1 and Scenario 2 demonstrated the system’s performance, this scenario focused on its stability using the side-slip angle phase plane.

Figure 15 shows the phase plane of AMPC + AFS/TV at speeds of 100, 130, and 160 kph, and the phase plane of AMPC at 160 kph. In each phase plane, the state variables were located at the origin. As the speed increased, the trajectory of each state variable increased. However, since the vehicle entered a stable state by completing the single lane change, the state variables converged back at their origin. In AMPC + AFS/TV with a speed of 160 kph, the trajectory of state variables was in a smaller range than that of AMPC. This was because when generating an additional yaw moment, the yaw rate error, which is one of the vehicle’s stability indicators, was used as a controlling factor. The closed-loop system is stable up to a speed of 160 kph.

![Figure 15. (a) Side-slip angle and side-slip angle rate trajectory and (b) side-slip angle and yaw rate trajectory.](image)

6. Conclusions

This paper proposes an integrated AD control system design for an autonomous vehicle with an independent IWM at each wheel. The system consists of an AD controller and a chassis controller that are functionally integrated to improve vehicle stability as well as path tracking performance. The AD controller implements longitudinal/lateral path tracking control using PI control and AMPC. The chassis controller is composed of two lateral control units: the AFS control and the TV control. They jointly find the yaw moment that maintains vehicle stability using slide-mode control; AFS is prioritized over TV to enhance the safety margin and save energy.

Validation was performed by simulating a double lane change, a high-speed circle entry, and a single lane change scenario. The control system of this paper was compared with three other control systems. The proposed system gave the best tracking performance with the least overshoot and the quickest response time. For vehicle stability as represented by the yaw rate error, the control system of this paper produced the smallest maximum and fastest convergence to a final value. The simulation results also showed the advantage of the chassis controller’s integration scheme: less energy consumption and more safety margin, which can be valuable in emergency maneuvers.

Finally, the contributions of this study can be summarized as follows. There have been many studies for improving vehicle stability in lateral chassis control and also many studies for improving path tracking performance in AD, but there have been few studies that consider both at the same time. As AD technology advances, both objectives should be considered together, since they both contribute significantly to the safety of the autonomous vehicle but often affect each other in conflicting ways. To address this problem,
an integrated AD control system that consists of the AD controller and the chassis controller has been developed in this study. The proposed system adopted the AMPC method and the SMC method, since it was found that their combination could effectively minimize the lateral position error and the yaw rate error at the same time. The proposed algorithm was tested on various scenarios, and the simulation results verified that the proposed algorithm could significantly improve both path tracking capability and vehicle stability compared with other control systems.

Potential drawbacks of the proposed algorithm may include: (1) the algorithm requires many complex computations, and this may cause a given sampling interval, which is usually 10 msec for most chassis controls, to be skipped, and (2) any non-deterministic optimization process can always fail to converge; the proposed algorithm contains such problems. Regarding the first issue, it is worth noting that the limits of ECU computing power are rapidly increasing as vehicle control technology advances from chassis control to AD requirements for handling massive amounts of data coming from environmental sensors. As for the second issue, the optimization of the proposed algorithm is computed at every sample, and there can be many strategies to find an alternative solution when optimization convergence failure occurs such as using the solution computed in the previous step. Future study plans include the implementation of the proposed algorithm on a test vehicle to tackle practical issues such as the ones mentioned above.
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Abbreviations

\begin{align*}
M & \quad \text{vehicle mass} \\
l_f & \quad \text{distance from center of gravity to the front axle} \\
l_r & \quad \text{distance from center of gravity to the rear axle} \\
v_x & \quad \text{longitudinal vehicle speed} \\
\gamma & \quad \text{yaw rate} \\
\beta & \quad \text{side-slip angle} \\
l_z & \quad \text{vehicle moment of inertia about z-axis} \\
M_B & \quad \text{the yaw moment acting on the vehicle body} \\
\delta_f & \quad \text{front steer angle} \\
\Delta \delta_{AFC} & \quad \text{front steer angle generated by AFC} \\
\alpha_f & \quad \text{wheel slip angle of front tire} \\
\alpha_r & \quad \text{wheel slip angle of rear tire} \\
C_f & \quad \text{cornering stiffness of front tire} \\
C_r & \quad \text{cornering stiffness of rear tire} \\
F_{x_{fl}} & \quad \text{longitudinal tire force on front left tire} \\
F_{x_{fr}} & \quad \text{longitudinal tire force on front right tire} \\
F_{x_{rl}} & \quad \text{longitudinal tire force on rear left tire} \\
F_{x_{rr}} & \quad \text{longitudinal tire force on rear right tire}
\end{align*}
| Symbol | Description                      |
|--------|----------------------------------|
| $F_{yl}$ | lateral tire force on front left tire |
| $F_{yr}$ | lateral tire force on front right tire |
| $F_{rl}$ | lateral tire force on rear left tire |
| $F_{rr}$ | lateral tire force on rear right tire |
| $F_{zl}$ | vertical tire force on front left tire |
| $F_{zr}$ | vertical tire force on front right tire |
| $F_{zl}$ | vertical tire force on rear left tire |
| $F_{zr}$ | vertical tire force on rear right tire |
| $I_w$ | rotational moment of inertia of each wheel |
| $T$ | track width |
| $T_{wfl}$ | wheel torque transmitted to the front left |
| $T_{wfr}$ | wheel torque transmitted to the front right |
| $T_{wrl}$ | wheel torque transmitted to the rear left |
| $T_{wrr}$ | wheel torque transmitted to the rear right |
| $g$ | gravitational acceleration |
| $\mu$ | road friction coefficient |
| $r_{eff}$ | effective radius of the tire |
| $T_{max}$ | maximum torque of in-wheel motor |
| $\Delta F_{xfl}$ | longitudinal tire force on front left by TV |
| $\Delta F_{xfr}$ | longitudinal tire force on front right by TV |
| $\Delta F_{xrl}$ | longitudinal tire force on rear left by TV |
| $\Delta F_{xrr}$ | longitudinal tire force on rear right by TV |
| $\Delta T_{wfl}$ | in-wheel motor torque on front left by TV |
| $\Delta T_{wfr}$ | in-wheel motor torque on front right by TV |
| $\Delta T_{wrl}$ | in-wheel motor torque on rear left by TV |
| $\Delta T_{wrr}$ | in-wheel motor torque on rear right by TV |
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