The temporal dynamics of the Stroop effect from childhood to young and older adulthood
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Abstract

The processes involved in the Stroop task/effect are thought to involve conflict detection and resolution stages. Little is known about the evolution of these two components over the lifespan. It is well admitted that children and older adults tend to show longer response latencies than young adults. The present study aims at clarifying the rational of such changes from childhood to adulthood and in aging by comparing the impacted cognitive processes across age groups. More precisely, the aim was to clarify if all processes take more time to be executed, hence implying that longer latencies rely mainly on processing speed or if an additional process lengthens the resolution of the conflict in children and/or older adults. To this aim we recorded brain electrical activity using EEG in school-age children, young and older adults while they performed a classic verbal Stroop task. The signal was decomposed in microstate brain networks, and age groups and conditions were compared. Behavioral results evolved following an inverted U-shaped curve. In children, different brain states from the ones observed in adults were highlighted, both in the conflict detection and resolution time-windows. Longer latencies in the incongruent condition were mainly attributed to an overly increased duration of the microstates involved in the conflict resolution time window. In aging, the same microstate maps were reported for both young and older adult groups. The differences in performances between groups could be explained by a disproportionally long conflict detection phase, even compressing the latest stage of response articulation. These results tend to favor a specific immaturity of the brain networks involved coupled with a slowing of the processes in children, while cognitive decline could be mostly explained by a general slowing.

1. Introduction

Attentional control is probably one of the most studied topics in cognitive psychology. Historically, this process has been investigated with many paradigms among which the Stroop task [1], extensively used. Even though the exact design of the task varies across studies, the Stroop paradigm can generally be defined as the presentation of two congruent or incongruent pieces of semantically related information while the subject has to “name” (manually or orally) only one of them, usually the color of the ink in which words are displayed. It is typically observed
that subjects are slower to process incongruent items (e.g. naming the ink color of the word “blue” written in red) than congruent ones (e.g. naming the ink color of the word “green” written in green), and the congruent condition seems to lead to less errors than the incongruent one [2]. This difference in reaction times and accuracy is known as the Stroop effect. Since 1935, a large number of studies have tried to understand the core processes underlying the Stroop effect, namely how the conflictual information of the word reading and color naming processes is handled from a cognitive and neural point of view. Authors globally agree on a two levels of conflict model explaining the Stroop interference. The first one appears after the perception of an incongruency in the stimulus (stimulus conflict), while the second one is a response-based conflict, occurring when the response has to be selected among the two possible answers [3–6]. Moreover, the Stroop task involves some additional processes relative to other attentional control tasks such as the flanker or the Simon tasks. Indeed, it involves components engaged in word production as well as executive processes allowing to select the correct answer [7].

To go beyond the conclusions obtained from behavioral studies, researchers used neuroimaging approaches, such as magnetoencephalography—MEG—[8, 9] and electroencephalography—EEG—[10–21], allowing to infer on the cognitive processes and their dynamics. The results of these electro- and magnetophysiological studies tend to converge on some central conclusions. Indeed, most studies reported a more negative deflection for incongruent relative to congruent trials around 400 to 450ms associated with negative centroparietal topographies (referred to as N400 hereafter). However, some others reported the same effect later, around 500ms [21, 22], revealing the volatility of the effect. A second component has also been described for the same comparison (congruent versus incongruent trials) at a later time-period. The latter sometimes is referred to as the slow potential component (SP), late positive complex (LPC), the P600 or SP600 (SP600 hereafter), and is widely spread around 600ms, showing a centroparietal positivity. Notwithstanding converging results on the components underlying the Stroop effect, the cognitive processes behind these components have been widely debated. A general agreement has however emerged on the idea that the N400 is associated to the detection of the conflict (conflict at the stimulus level) while the second component has been associated with conflict resolution (conflict at the response level).

It is also noteworthy to mention that the vast majority of behavioral and neuroimaging studies used manual responses (mapping between the color response and a keyboard key), and very few studies had participants giving a verbal response [8, 16, 19, 23, 24]. These two response modalities do not always lead to the same results. Some studies tried to understand the electrophysiological differences characterizing the verbal and manual versions of the task. Initially, Liotti and colleagues (2000) confirmed the behavioral finding already reported in earlier studies that the Stroop effect was larger in the verbal modality [2] and showed increased N400 and SP600 effects. However, when comparing the response latencies with the timing of the components, it appears that the SP600 effect is located at the same temporality as the response time. It implies that the observed difference on the SP600 component could simply be attributable to a shift in the response artifact latencies between the congruent and incongruent conditions. Classically, to overcome this limitation, the ERP signal is aligned first to the stimulus (stimulus-aligned signal) and then to the response (starting the temporal window from the onset of the response and extracting anterior time points, i.e. response-aligned signal) [25, 26]. By using this procedure, some authors showed significant differences between congruent and incongruent conditions only for the vocal version of the task close to the production of the response [24]. These results were interpreted as an interference effect appearing not only at a semantical or lexical level, but also at the word form encoding level. In other words, the verbal and manual Stroop tasks are comparable in terms of involved cognitive processes...
except that the verbal Stroop task involves also a word form encoding conflict component explaining increased interference effect for this modality.

To sum up, the ERP components characterizing the cognitive processes involved in the Stroop task are globally well defined and their underlying mental processes are consistently described. However, this is only the case for young adults: other populations such as typical children and healthy older adults might show differences in mental processes and brain activations when performing the Stroop task. As further detailed below, the literature shows that the timing of the ERP components elicited by the task is modulated by the age of the participant. It is nonetheless still unclear (1) how the neurophysiological components of the Stroop effect evolving across the lifespan relate to cognitive processes underlying behavioral changes and (2) if the involved processes are identical at all ages. Hereafter we will review the available evidence on these two issues and the questions that are still debated or unresolved.

1.1 The Stroop effect across the lifespan

The large majority of what we know about the Stroop task comes from studies based on young adult participants. A few studies have investigated changes in executive control over the entire lifespan with the Stroop task or some other tasks [15, 27–31], but these studies are not numerous in the wide literature of the evolution of executive control abilities. That is why in the following, we will first examine the evolution of the Stroop effect from childhood to adulthood, and at a second stage, focus on the mechanisms explaining the decrease of performances in aging.

1.1.1 From childhood to adulthood. The literature on the evolution of performance from childhood to adulthood suggests that even after a short exposure to reading, children show a strong and reliable Stroop effect despite longer latencies and an increased error rate [2, 32]. In school-age children, the Stroop effect evolves in a non-linear pattern, which seems entirely related to reading acquisition as when accounting for reading level, a linear trend appears [33]. This observation involves that the development of attentional control and reading abilities interact in the evolution of the performances on the Stroop task across childhood. Using an ERP approach with children aged from 6 to 12 years old performing a semantic Stroop task (e.g. naming the font of the word “sky” written in blue), Jongen and Jonkman [34] claimed that stimulus conflict (reflected by the N400 component) appears early in the development, which translates by an early setup of the inhibition mechanisms, while the response conflict (reflected by the SP600) continues to mature until 12 years old. This result is in accordance with a literature review, stressing that the processes at play when handling interference are not fully developed before the age of 12 years or later [35], as well as a study investigating the evolution of the conflict adaptation (adaptation of the attentional control system from one trial to the next) [36]. The literature on other attentional control tasks such as the flanker task suggests that conflict detection processes reach their maturation at the age of 10 years old while, surprisingly, conflict resolution does not seem to evolve. The absence of evolution of conflict resolution processes could be related to the non-verbal nature of the task [37]. Overall, authors conclude that since the ERP components are already present in childhood, processes are equivalent but differ in their maturational status. However, even though processing speed evolves during development, it cannot explain the entire changes observed between childhood and adulthood [38].

1.1.2 Aging. At the other end of the lifespan, it is well admitted that cognitive performances decline, and this is particularly well described regarding conflict processing abilities. Different explanations have been proposed regarding the general alteration of cognitive performances with aging. Two hypotheses have been suggested: the general slowing hypothesis...
and a specific alteration of executive functions with aging. These hypotheses were derived partly from the decline observed in the Stroop task.

The general slowing hypothesis explains the longer latencies in aging by a slowdown of all processes. The decline could then simply be explained by a decrease in attentional resources but a stability of the inhibition abilities [39–43]. Applied to the Stroop task, this would imply that both stimulus and response conflicts are impacted in the same way by aging, since all implicated cognitive processes are slowed down to compensate the needed increased effort. Mathematical models of the effect of aging on the Stroop interference concluded that the general slowing hypothesis explained all the effect, leaving no room for the deterioration of a specific process [42, 43]. Likewise, more recently, a meta-analysis on several inhibition tasks, concluded that only the general slowing hypothesis explains the observed changes [40]. On top of these mathematical and statistical considerations regarding the Stroop effect’s evolution, an experimental approach manipulating the inter-stimuli delay showed that by allowing participants more time to rest, elderly subjects reach the performance of their young counterparts [39].

On the other hand, the second hypothesis claims that the main explanation for the longer latencies and increased interferences effect in elderly compared to young adults is related to the decline of (a) specific cognitive process/es in aging that cannot be explained by general slowing [22, 27, 44–49]. Regarding the Stroop task, this hypothesis might imply an alteration of one or several process(es) (conflict detection or conflict resolution) more than others. This effect was shown by combining approaches of semantic Stroop task and single-colored-letter paradigms (i.e. only the central letter of the color word is displayed in color). Some authors reported a deficit in aging only in the response conflict but not in the stimulus conflict (or semantic conflict) [49]. From a neural point of view, a princeps ERP study using the Stroop task in old adults showed a modulation of the P300 component (positive component peaking around 300ms after stimulus onset and showing a centro-parietal positivity), as well as the N400, SP600 and error-related negativity components [20]. The results were interpreted as a specific decline of these mechanisms in aging, although the authors did not conclude on the origin of such decline. It seems that both stimulus and response conflict are impacted since the N400 as well as the SP600 are modulated, nevertheless further clarifications are needed to better characterize this phenomenon and to disentangle the general slowing from specific deficit theories.

At a first glance the two theories are contradictory, but it is possible that they are two faces of the same coin. All processes can be slowed down in aging due to attentional decline but some may be affected more than others, reflecting a decline in specific executive processes. Moreover, a slowdown in latencies does not exclude that compensatory mechanisms are involved. The complementarity of the two theories has been investigated using behavioral approaches [50]. Applying a hierarchical regression model, the authors observed that processing speed (measured by a simple reaction time task) accounted for a large part of the variance but age explained a specific part of the residual variance, supposing a specific deficit in executive functions, although this result may be further clarified using electrophysiological approaches.

It is worthy to mention that the majority of studies investigating the aging mechanisms of the Stroop effect mainly recruited participants over 65 years old. However, performances at the Stroop task are known to deteriorate before that age [51, 52], from 60 years old.

To sum up, state of the art literature agrees that brain activations change from childhood to aging. Indeed, components measured on the EEG signal vary across ages in amplitude and timing of the peaks. The changes in latencies and error rates in the Stroop task are generally interpreted as the consequences of less developed processes in childhood compared to adulthood and a decline in these same processes with aging. Differences in timing could translate a linear development of attentional control as well as a linear decline of the performances of the
latter, but no arguments were highlighted in the neurophysiological literature regarding a specific decline of attentional control, as argued partly in the behavioral literature.

1.2. A single mechanism underlying congruent and incongruent trials, at least in adulthood

One of the core questions tackled in the first neuroimaging literature dedicated to the Stroop paradigm was to find how the conflict is processed and whether it requires an additional mechanism as compared to congruent or neutral trials. EEG results usually indicate similar components across conditions, except for a difference in amplitude of the N400 component and the SP600 (but see concerns about the SP600 in Stroop tasks with manual–button press–responses reported by Zahedi and colleagues (2019) and summarized above). Since latencies vary between the congruent and incongruent conditions, the amplitude difference observed between the components might be attributed to a shift in the signal rather than to different processes (i.e. differences in amplitude) underlying the two conditions. The issue of whether there is a pure shift of the same components or different brain processes across conditions is best investigated using microstates analyses. This method allows to investigate the presence of different global electric fields in the signal, i.e. of different underlying mental processes [53–56], but also their relative onset and duration. The analysis would allow to further describe whether the same processes underpin the two conditions in the Stroop task and whether this is the case across age-groups. Several studies investigated the Stroop effect using microstates [14, 57–59], but to our knowledge, only two of them have investigated the brain networks involved in both congruent and incongruent conditions. Khateb and colleagues proposed a modified Stroop task to young adult participants and segmented the ERP signal in periods of quasi-stable global electric fields [14]. Their results confirmed that the brain processes were common between congruent and incongruent trials, but that one microstate was extended in the incongruent trials compared to the other condition, reflecting differences in response latencies. The differences in latencies could thus be explained by the increased duration of a particular topography in the signal of incongruent trials. The Stroop interference would then be recruiting a large network and the results speak against a specific module at play to detect and resolve conflicts, in accordance with the rest of the literature. These results were confirmed by a second study showing the appearance of the same microstates maps for congruent and incongruent trials in the EEG signal, however showing a different distribution of the maps starting at about 500ms until 750ms. The authors performed source localization analyses on this time-window which pointed out significant activation differences located in the ACC [59]. This study hence confirmed what was reported in previous literature, namely that the ACC was sensitive to the time spent on an item rather than the presence of a conflict [7]. According to the conflict monitoring model, this structures activates in presence of conflictual information and acts as a conflict detector [60]. Nevertheless, it has been suggested that the ACC might appear more activated in the incongruent condition given its longer activation time [7, 59]. It is worth to mention that the time window carrying the Stroop effect is different in the two mentioned studies investigating the Stroop effect using microstates analyses: Khateb and colleagues showed an elongation of the microstate underlying the N400 while Ruggeri et al. reported a difference in the SP600 time window. The different loci of the effect remain unclear, but might be due to the design of the tasks, since Khateb and colleagues used a passive pseudo-Stroop task.

In the present study, we went a step further by investigating whether the same underlying processes for congruent and incongruent trials are also observed during development and in aging. As summarized above, despite behavioral and ERP changes observed across the lifespan...
on the Stroop task, the underlying processes seem to be the same, although less efficient during maturation and in aging. This issue has however never been confirmed directly by considering both children and older adults in a same study. More specifically, as mentioned above, microstates analysis allows to go beyond changes in the time course of the amplitude by investigating changes in topographies. Indeed topographies often tend to be more informative than waveforms analysis since they reflect brain networks including the sum of all the activated structures at a given point in time. This tool will allow to investigate if the involved brain networks are immature, if additional processes are needed to perform the task or if children simply need more time at each trial. The same questions will be raised in aging. Given the strong debate between the general slowing and specific impairment theories, the present study might help at clarifying which hypothesis is the most probable.

To address this, we designed a classical serial Stroop task including congruent, incongruent and neutral items (rows of symbols displayed in different colors) while recording the participants brain activity with high density EEG in school-age children (10 to 12 years old), young adults (20 to 30 years old) and older adults (from 58 to 70 years old). EEG signal was first analyzed with mass univariate test on the waveform amplitudes, and in a second step, using topographical or microstates analysis. Finally, source localization analysis was performed on the time-window of the microstates carrying the Stroop effect to clarify the underlying brain structure and associated cognitive processes. Even though children, young and older adults were included in the same analysis to distinguish better the different trend of development and aging, the results were interpreted separately, as distinct research questions.

According to the literature on the development of the Stroop effect reported above, we expected that children would have the same brain networks at play when performing a congruent or an incongruent trial. However, it is still unclear if children are slower and display larger Stroop effects relative to young adults because of the immature attentional resources impacting all processes or if only some processes need more time to become fully efficient. In other words, if microstates are identical in children and in young adults but are only different in duration, then it might suggest that the executive processes are already mature in school-age children but attentional resources are not developed enough to allow reaching the performances of young adults. Another possible explanation would be that one specific mechanism is still immature in children and explains the slower reaction times. This hypothesis would be confirmed if additional microstates were identified in children relative to young adults or if a specific microstate was significantly more impacted in children.

The same rationale may be applied regarding aging. A lengthening of all microstates would favor the general slowing hypothesis while either a supplementary process (additional microstate) or a different process explaining the same time window observed in older adults relative to young adults would favor respectively a compensatory mechanism or an altered one.

Given the relatively low sample size per group and the fact that the majority of the literature includes old adults rather than older adults, we performed the within-group analyses a second time on an extended group of older and old adults to ensure that the present results are not biased by age of the participants or the sample size.

2. Method
2.1 Participants

Seventy-four participants were recruited, divided into three age groups (children, young adults and older adults). Among them, only participants with a minimum of 25 artifact-free ERP epochs per condition (see pre-analyses) were retained. The final sample thus included 53 participants: 17 children from 10 to 12 years old (mean age: 11; SD = 0.79; 7 females; mean
number of years of education: 7.53; SD = 1.09), 18 young adults from 20 to 30 years old (mean age: 23.9; SD = 2.97; 13 females; mean number of years of education: 16.3; SD = 2.31) and 18 older adults from 58 to 70 years old (mean age: 64.9; SD = 3.6; 14 females; mean number of years of education: 14.4; SD = 2.95). Age range for children has been narrowed down (three years for children and about ten years for adults) to reduce heterogeneity in the children group. When considering Table 2 and in particular standard deviations, children, the group with the narrowest age range, showed the most variability while the standard deviation of the other two groups were comparable. Furthermore, a linear model assessing differences in educational level showed a significant main effect of group (F(2) = 12933; p < 0.001). The post-hoc decomposition of this effect showed that, unsurprisingly, children had a significantly lower educational level than young (t = -153.089; p < 0.001) and older adults (t = -121.007; p < 0.001), and young adults had a significantly higher education level than the older adults (t = 32.5; p < 0.001).

Regarding the extended group of older adults, we included 13 additional “old adult” (over 70 year-old) participants, thus forming a group of 31 older/old participants, ranging from 58 to 81 years old (mean age: 69.4; SD = 3.56; 22 females; mean number of years of education: 14; SD = 3.16).

All participants were right handed [61] native French-speakers, and did not report any language, neurological, psychiatric or color vision impairment. All participants or their legal representative gave their written consent before the beginning of the procedure and received a financial compensation for their participation. The entire procedure was approved by the local Ethics Committee.

The participants were part of a larger group from which only the behavioral data has been analyzed in previous study [41].

2.2 Materials
A 180 trials, classical four colors Stroop task requiring verbal responses was used. The verbal stimuli were four color names in French (“bleu”; “jaune”; “rouge”; “vert”, respectively blue, yellow, red and green) as well as symbols displayed in different colors, were those of Fagot and colleagues (2008) [62]. The task set encompassed 60 congruent (the color font and the color words match, e.g. the word “bleu” written in blue), 60 incongruent (there is a discrepancy between the color font and the color word, e.g. the word “vert” written in red) and 60 neutral items (“++++”; “^^^^”; “* * * *”; “****” displayed in one of the four different colors. All verbal stimuli were presented in lower case at the center of the screen.

2.3 Procedure
Participants sat at approximately 80 cm of a 17 inches computer screen (refreshment rate: 50Hz). Stimuli were presented using the E-Prime software (E-studio). Oral responses were recorded by a microphone and sent to the E-Prime software to be recorded and labelled. To estimate reaction times, the onset of the production was manually retriggered offline using the CheckVocal software [63].

Participants received the instruction to name in which color the stimuli were displayed. They were also asked to produce their response orally as fast and accurately as possible. Regarding the instructions relative to the EEG recording, in order to avoid artifacts in the signal, the participants were asked to remain still and blink only after the end of the production of their responses.

The trial structure was identical for all the age groups. First, a white fixation cross was displayed on a black background for 500ms. To avoid visual responses’ contamination on the
temporal window of interest due to the fixation cross, a black screen was presented for 200ms. The stimulus was then presented for 1500ms, followed by a variable interstimuli black screen for which the duration was ranging randomly from 1000 to 1200ms.

Before the beginning of the task, a training phase of 32 items including all the possible stimuli was proposed to the participant. The purpose was first to familiarize the participants with the task, but also to avoid, or at least attenuate, an eventual novelty effect on the first trials.

2.4. Behavioral data analysis

Statistical analyses, data wrangling and figures were performed using the R software (V.3.8) [64] with the libraries base, dplyr [65], tidyr [66], ggplot2 [67], lme4 [68], lmerTest [69], emmeans [70], NPL [71](available at: https://github.com/EricMenetre/NPL), optimizer [72], car [73] and glmmTMB [74] packages. Data and code generating the figures and the analyses is available on the Yareta platform (https://doi.org/10.26037/yareta:f5w5go6tq5bsdnn45wssekf46e).

A trial was excluded if the participant gave an incorrect color name, corrected himself/herself immediately after the production of an error, or did not give any response. Minor hesitations such as phonological transformation (example: “r-rouge”) were considered as correct. Regarding latencies, only correct trials were considered for the behavioral analysis of the latencies as well as for the EEG data analyses. Moreover, all response times under 200ms were excluded, as well as values outranging the threshold of 2.5 standard deviations above and under the mean of the age group. The respective rejected trial rates for congruent, incongruent and neutral condition was: 0.85%, 3.85% and 0.35%.

The data were analyzed using linear mixed models with the lmer function (lme4 package) for latencies and generalized linear mixed models fitting a binomial distribution with the glmer function (from the same package) regarding accuracy. Post-hoc analyses were estimated using the emmeans function performing a Tukey test. It is noteworthy to mention that since the model initially did not converge, the optimization method was changed for “nlminb”. For both models, post-hocs were estimated by a Tukey test targeting relevant comparisons. Moreover, to obtain main effects on generalized linear mixed models, the Anova function from the car package was used instead of the classical anova function from base R used for lmer models.

2.5. EEG acquisition and pre-analyses

The electroencephalogram (EEG) was recorded continuously during the task by 128 electrodes placed on a nylon cap following the 10–5 system. The signal was acquired by a Biosemi amplifier including two active electrodes (ActiveTwo system, Biosemi V.O.F. Amsterdam, Netherlands) at a sampling rate of 512Hz including an online DC filter ranging from 0.01 to 104Hz and a 3dB/octave slope. This system includes an active electrode used as recording reference and located in the centro-posterior region.

Regarding data cleaning, all the manipulations were performed with the Cartool software (V. 3.91) [75] and with the R software (V.3.8) [64]. The signal was first filtered by using a notch filter at 50Hz and a zero-phase shift order 2 bidirectional butterworth bandpass filter including a highpass filter at 0.3Hz and a lowpass filter at 30Hz. The signal was then downsampled at 256Hz to reduce the computing time and the number of multiple comparisons of the statistical analyses. The signal was re-referenced to average for ERP analyses. A first interpolation was performed on the entire signal for noisy electrodes following a 3D spline method [76]. The mean number of interpolated electrodes was 4.79 (SD = 1.84) (with at maximum 10 interpolated electrodes, or 7.81% of the 128 electrodes). Regarding the event related potentials (ERP) analyses, two time windows were selected: a stimulus-aligned period and a response-aligned period. The rationale of two alignment points has been presented in the Introduction.
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The data aligned to the stimulus for a shorter time period than the behavioral latencies allow to track the N400 effect; the data aligned to the response onset (backwards) allows the investigation of later stages of word form encoding. Finally, this approach is also adopted to avoid the presence of artifacts due to articulation in the EEG signal. The first period included the first 25 time frames (~100ms) before the stimulus presentation, which was taken as baseline, and the 130 time frames (~520ms) following the stimulus presentation. This stimulus-locked ERPs lasting ~520ms ensured the entire signal to be at least 100ms shorter than the fastest RTs (629ms in the C condition in young adults, see Table 1). The second window was selected backward from the response to the stimulus and lasted 100 time frames (~400ms). For the purpose of the EEG analyses, the response latencies used as onset of the response-aligned period were reduced by 100ms to avoid measuring the premises of articulation [26]. Since no automatic algorithm of artifacts correction were used, all the epochs were visually inspected and only the artifact-free epochs were retained for the averaging, and grouped according to the Stroop conditions (congruent, incongruent and neutral). Finally, a second interpolation was performed on the averaged data of each subject (mean number of interpolated electrodes: 3.38 (SD = 2.75); maximum 9 electrodes or 7.03% of the total number of electrodes) using the same method as described above but avoiding interpolation of previously interpolated electrodes or their direct neighbors. When combining the two interpolations, on average, 8.17 (SD = 3.3) electrodes were interpolated per participant and the maximum of interpolated electrodes was 16, or 12.5% of the total number of electrodes. On average, 17.48% (SD = 10.87), 26.82% (SD = 13.94) and 19.78% (SD = 13.08) of the trials were rejected for the congruent, incongruent, and neutral conditions, respectively, including the ones already rejected during the behavioral analyses. To avoid differences in signal-to-noise ratio due to imbalanced number of epochs among conditions, for each subject, the condition showing the lowest number of epochs was identified and a random selection of epochs was performed to match the number of epochs from the condition with the lowest number of valid epochs.

### 2.6 EEG analyses

To ensure comparison with the rest of the literature, first, the waveforms of the signal was analyzed. This was achieved by a mass-univariate statistic. In a second step, the topography of the data was considered. It was verified that the signal was topographically consistent using a topographical consistency test before running an analysis of variance between the three conditions and age groups on the signal (tANOVA). This analysis will guide the interpretation of the microstates and will allow to relate topographical differences with those observed on the waveform analyses. The signal was then segmented in microstates and the characteristics of the

---

**Table 1. Descriptive statistics regarding the mean latencies with their relative standard deviations, the range between the minimum and maximum reaction times observed and accuracy with its standard error.**

| Age groups   | Conditions | Mean (SD) | Range RT | Accuracy (SE) |
|--------------|------------|-----------|----------|----------------|
| Children     | C          | 813.9 (206.7) | 281.7–1421.3 | 96.5% (0.8) |
|              | I          | 962.7 (186.2) | 320.6–1379.1 | 81.9% (2.3) |
|              | N          | 793.6 (187.7) | 369–1402.5 | 96.6% (0.9) |
| Young adults | C          | 657.1 (153) | 288.3–1306.4 | 99.3% (0.3) |
|              | I          | 766.7 (157.7) | 406.9–1350 | 93.6% (1.1) |
|              | N          | 628.9 (126) | 339.4–1178.8 | 98.7% (0.5) |
| Older adults | C          | 762.1 (153.6) | 425.6–1303.4 | 99.6% (0.2) |
|              | I          | 898.4 (155.8) | 488.3–1319.7 | 96.8% (0.9) |
|              | N          | 711.1 (123.5) | 402.7–1215 | 100% (0) |

https://doi.org/10.1371/journal.pone.0256003.t001
microstates (presence, duration and onset) were extracted. Since these microstates tend to be difficult to relate to cognitive processes, source localization analyses were performed to identify the generators behind the most relevant brain networks identified by the microstates analyses.

**2.6.1. Waveforms statistics.** Mass univariate tests on amplitudes were performed using the STEN software [77]. The data were analyzed using a 3X3 (three conditions, i.e. congruent, incongruent and neutral, by three age groups, i.e. children, young adults and older adults) parametric ANOVA. A spatial and a temporal criteria were applied: only periods of significance of at least 4 time frames (~16ms) on at least 4 electrodes were included. A significance threshold of 0.01 was defined and, since one test per time point was performed, a correction for multiple comparisons was applied using a Bonferroni approach.

**2.6.2 Topographic analysis of variance (tANOVA).** Topographic analyses were performed on both (stimulus-aligned and response-aligned) ERP signals across groups using the Ragu software [55, 56]. For all the analyses on this software, the data were normalized by the GFP, the number of randomization was set to 5000 (default value) and the significance threshold to 0.05 (default value). A test evaluating the consistency of the topographies of the averaged epochs was also performed, prior to the interpretation of the tANOVA (topographic ANOVA) results. This test aims at assessing if the signal shows consistent topographies, guarantying the reliability of the topographical analyses such as the tANOVA and the microstates analyses. First, a tANOVA was calculated including the three conditions (3X3 design: three conditions, i.e. congruent, incongruent and neutral, by three age groups, i.e. children, young adults and older adults) and then to investigate the Stroop effect, the contrast between congruent and incongruent conditions was calculated in a separate analysis (2X3: 2 conditions by three age groups).

**2.6.3. Microstates analysis.** The microstates analysis allows to decompose the EEG/ERP signal in periods of topographical stability (or quasi-stability). It has been proposed that when a cognitive process is taking place, the topography of the scalp EEG remains stable, reflecting the activation of a specific brain network. During this stability, different brain areas are connected according to one or several firing frequency/ies [78–81]. Each of these periods, or microstates, can be segmented from the evoked potentials and are known to reflect the activation of a network, generally underlying one or several cognitive processes.

Microstates analysis was performed separately on stimulus aligned and response aligned ERP signals across groups using the Ragu software [55, 56]. The software performed a segmentation on the averaged ERP of each subject using a cross-validation method based on the topographical atomize and agglomerate hierarchical clustering (TAAHC) algorithm, for a predefined by the user range of topographies (here from one to 30). At each fold (data are segmented in subsamples named folds and models are trained on a majority of the folds and tested on the rest), the segmentation is operated on the training data and the global explained variance is reported on both training and test data. The user then chooses the more parsimonious number of template maps explaining the most variance in the signal, usually on the test data to avoid overfitting. For display, the selected maps, after applying a smoothing method (aiming at avoiding small microstates appearing in the middle of another larger one), are fitted on the grand average for each condition and age group. For a more detailed explanation of the procedure, see: [55, 82]. It is noteworthy to mention that to avoid fitting microstates related to the P1 later in the signal, the segmentation on the stimulus-aligned data was performed only after the P1 window (73 time frames, or ~192ms). This timing was based on the peak of dissimilarity observed in the children’s grand average (since children presented the wider P1).

To extract quantifiers of the microstates such as presence/absence or duration in terms of number of time frame, given that Ragu does not allow to set a criterion of minimum duration to remove short microstate maps which are not possibly related to a cognitive process, a
backfitting procedure on both the grand averages (Fig 4) and in the averages per subjects was performed on the Cartool software. A minimal duration of 5 time frames (~20ms) as well as a segment temporal smoothing of 5 time frames as well was applied. Here, only template map presence/absence, onset time and duration were considered for statistical analyses. Regarding the presence/absence, the data were analyzed by generalized linear mixed models (one for the stimulus and another for the response-aligned signal) fitting a binomial distribution. Onset was analyzed by a generalized linear mixed model fitting a gamma distribution using a log link function. Since the duration data followed a Poisson distribution (count of the number of time frames occupied by a microstate in the signal), with an over-representation of the zero value, translating the presence or absence of the topography in the subject, the use of a generalized linear mixed model fitting a zero-truncated Poisson distribution (Hurdle models) was justified. The analyses were performed using the glmmTMB function. For all models, the post-hocs have been performed using Tukey tests from the emmeans package. For models which failed to converge (all of them except for the Hurdle model on microstates duration), the optimizer function has been adapted using the “bobyqa” algorithm.

The microstate maps obtained when including all the groups were fitted on the signal of the extended group of older/old adults.

2.6.4 Source localization analysis. Source localization analysis was performed using the Cartool software. MRI from the MNI-152 symmetric atlas for adults (applied to both adults groups) and a pediatric atlas (sample aged from 10 to 14 years) [83] for the children group were used. The entire brain was extracted from the MRI (combining gray and white matter) and electrodes position was coregistered on the MRI head of adults and children templates. The solution space was estimated using 6000 solution points and the lead field was calculated using a LSMAC 4-shell isotropic method. To be noted that the lead field was calculated once per age group since the calculation method takes into account the average age of the group to estimate skull thickness. To select the best inverse solution method, an estimation of the sources underlying the P100 was performed with several inverse models (minimum norm, weighted minimum norm, sDale, sLORETA, LORETA, LAURA, eLORETA), and the one providing the closest activation around the occipital areas was selected. LORETA [84], gave the closest estimation, displaying a bilateral occipital activation without engagement of the cerebellum. Inverse solutions were estimated using an inverse matrix per age group based on the grand average of each condition in the stimulus- and response-aligned signal and before computing, a spatial filter was applied. The estimation of the sources was performed based on the microstates analysis. For each of the maps of interest, the onset and offset of the map per condition was selected and the corresponding sources from the grand averages per conditions and age groups were calculated. Only the maps highlighting a significant difference in terms of presence or duration among conditions or age groups explaining the Stroop effect were retained.

3. Results
3.1 Behavioral results
As shown in Table 1, children presented the slowest latencies in all conditions (mean = 851ms; SD = 207), and young adults (mean = 682ms; SD = 157) were faster than the older adults’ group (mean = 788ms; SD = 164). Children also displayed the highest standard deviations regarding errors and reaction times, while young and older adults showed comparable variances despite differences in reaction times, as highlighted by Fig 1.

As a reminder, the linear mixed model included the conditions and the age groups as fixed effects, and the subjects ID variable as random intercept. The model highlights a significant
main effect of condition on reaction times \( (F(2,18.9) = 111.68; \ p < 0.001) \), a significant main effect of age groups \( (F(2,50) = 10.74; \ p < 0.001) \), and a significant interaction between the two \( (F(4, 8900.7) = 13.56; \ p < 0.001) \). The decomposition of the interaction reveals that children \( (t(132.6) = -8.83; \ p < 0.001) \), young \( (t(125.27) = -6.04; \ p < 0.001) \) and older adults \( (t(131.73) = -8.54; \ p < 0.001) \) show significantly increased latencies in the incongruent condition. As emphasized by the estimates of the model, the results show a modulation of the effect’s magnitude among conditions and age groups, suggesting that the interference effect is the strongest for children \( (\text{estimate} = 104.96) \), while it is the weakest among the young adults group \( (\text{estimate} = 35.98) \), and intermediate for older adults \( (\text{estimate} = 94.86) \). Decomposition of the main effect of groups revealed that children \( (t(50) = 4.58; \ p < 0.001) \) and older adults \( (t(50) = -2.88; \ p = 0.016) \) had significantly lower latencies than young adults. Moreover, the group of children and older adults do not significantly differ \( (t(50) = 1.74; \ p = 0.201) \).

Regarding accuracy, the results highlight a significant main effect of conditions \( (\chi^2(2) = 162.44; \ p < 0.001) \), a significant main effect of age groups \( (\chi^2(2) = 50.43; \ p < 0.001) \) but no interaction between the two \( (\chi^2(4) = 4.8; \ p = 0.3) \). The decomposition of the main effect of conditions suggests that congruent trials were less prone to errors than incongruent trials \( (Z = 6.68; \ p < 0.001) \), but none of the other comparisons reached significance. The age groups effect shows that accuracy was significantly lower in children compared to young adults \( (Z = -4.52; \ p < 0.001) \), however no significant differences were observed between children and older adults \( (Z = -0.02; \ p \approx 1) \) nor between young and older adults \( (Z = -0.02; \ p \approx 1) \).

### 3.2. ERP results

*Fig 2.*
3.2.1. Mass univariate test and peak analysis. The results of the mass univariate tests on the waveform amplitudes run separately on the stimulus- and response-aligned ERPs are presented in Fig 3. Since neutral trials were very different from congruent and incongruent trials, it was suspected that most of the effect would be carried by the neutral condition compared to the other two conditions. That is what was observed since significant difference in amplitudes appeared on virtually the entire time window for both main effects of conditions and age groups as well as for the interaction as presented in S1 Fig. Since the present study focused mainly on the Stroop effect, contrasts including neutral conditions were discarded, and in Fig 3, only the contrasts between the incongruent and congruent condition are displayed for each age group.

The results of the mass univariate statistic highlighted different time windows of significant variations in amplitudes between congruent and incongruent trials in the three age groups (displayed in gray on Fig 3).

Regarding the stimulus-aligned results, the young adults group show three periods of significant difference. A first one between 35 and 132ms, a second one from around 230 to 300ms, and a third one ranging from 330 to 520ms. The latter time window was the only one also highlighted as significant in older adults. Children did not show any significant period of significant difference between the congruent and incongruent condition. Topographies of difference between the two conditions highlight a positive centro-posterior difference.

Concerning the response aligned results, children show a first period of significant difference ranging from -500ms to -436ms, a second period ranging from -336 to -212ms and a third one ranging from -200 to -100ms. Comparatively to the other groups, the first time window observed in children was also found in young adults but with a wider range (-500ms to -370ms) and different topographies of difference (antero-posterior positivity for children vs. centro-posterior right negativity for young adults). Concerning older adults, as observed for the children group, they display a period of significance close to the articulation onset (ranging...
from -217 to -100ms) and reversed topographies of difference (respectively positive and negative centro-posterior difference for children and older adults).

3.2.2 Topographic analyses of variance (tANOVA). The results of the topographic analysis of variance (tANOVA) displayed in Fig 3 showed different patterns across groups but were partially concordant with the mass univariate test. Regarding the stimulus-aligned signal, in children, a small time window appeared significant during the baseline, close to stimulus onset as well as about 400ms. In young adults, two small time periods suggested a change in topography, occurring in the baseline and before the P100 component, matching the mass univariate results. In older adults, several periods of significance appeared around 400ms post-stimulus. In the response aligned signal, the results of the tANOVA match the one of the mass univariate test for children showing a wide significance period ranging from -336 to -100ms while no significant topographical difference was observed for the more remote time window of waveform’s significant difference for children. The same as observed for the older adults group, for which no significant difference in topography was highlighted despite significant differences in the waveforms. Regarding young adults, both tANOVA and mass univariate results point out a significant effect ranging from -500 to -370ms.

On the extended group of older/old adults, the tANOVA showed a time window of significant differences between 284ms post stimulus to the end of the time window (520ms), in

Fig 3. Significant differences in the contrast between congruent and incongruent conditions on each electrode and time-point for stimulus- and response-aligned ERPs within each age-group. The dotted vertical line represents the onset of the stimulus and the signal under the horizontal solid line at the bottom of each plot represents the tANOVA results specific to each contrast. Periods of consecutive significance shorter than 4 time frames (~16ms) were discarded. Clusters of significance are highlighted in gray. The topographies on the side represent the spatial distribution of the significant electrodes constituting the different clusters.

https://doi.org/10.1371/journal.pone.0256003.g003
accordance to the analysis performed on the group of 18 older adults. On the response-aligned signal, Regarding the response-aligned signal, the small differences observed in Fig 3 became clearer with a significant time window ranging from -424ms to -348ms.

### 3.2.3. Microstates analyses on the presence, duration and onset of the microstate maps

The TAAHC algorithm identified six microstates best explaining the signal on the stimulus-aligned (Maps 1 to 6) and four microstates for the response-aligned signal (Maps 7 to 10). Descriptive statistics about duration of the maps can be found in Table 2.

The analyses performed on the microstate maps aim at extending the results of the tANOVA. Indeed, this analysis highlighted several periods of significance but it remains unclear if these differences are related to changes in topography (different microstate maps for the same time window) or if only a difference in duration or onset can explain the significance. Microstates analysis was also able to investigate expected period of significance using another approach (based on the hypotheses or differences in other age groups), which were not supported by the tANOVA. Detailed results of the generalized linear mixed models performed on the presence, duration and onset of the microstate maps can be found respectively in S1–S12 Tables. Only the

| Microstate maps | Conditions | Children Mean (SD) | Young adults Mean (SD) | Older adults Mean (SD) |
|-----------------|------------|--------------------|------------------------|-----------------------|
| Map 1           | C          | 67.33 (61.16)      | 101.71 (76.69)         | 130.8 (91.6)          |
|                 | I          | 73.33 (20.13)      | 115.33 (80.5)          | 185.45 (84.44)        |
|                 | N          | 76 (52.31)         | 99.33 (26.94)          | 165.78 (89.04)        |
| Map 2           | C          | 96 (52.38)         | 85.6 (45.48)           | 130.4 (32.45)         |
|                 | I          | 92 (40.74)         | 96 (64.33)             | 92.8 (58.95)          |
|                 | N          | 116 (79.86)        | 61.33 (22.86)          | 66 (29.66)            |
| Map 3           | C          | 107.43 (57.04)     | 115.38 (92.13)         | 94.4 (77.31)          |
|                 | I          | 106.29 (33.64)     | 110.77 (91.7)          | 103.43 (81.05)        |
|                 | N          | 92 (49.15)         | 132 (84.29)            | 102.67 (89.99)        |
| Map 4           | C          | 122.46 (61.57)     | 96.67 (55.91)          | 113.2 (70.07)         |
|                 | I          | 140.67 (47.6)      | 130.67 (77.51)         | 118 (98.07)           |
|                 | N          | 187.2 (44.73)      | 83.43 (33.58)          | 126 (80.34)           |
| Map 5           | C          | 49.6 (22.38)       | 138.29 (86.94)         | 163 (85.76)           |
|                 | I          | 38 (8.49)          | 109.54 (88.1)          | 188.8 (99.49)         |
|                 | N          | 67.2 (63.71)       | 147.2 (86.21)          | 116 (74.21)           |
| Map 6           | C          | 64.8 (25.77)       | 102.5 (55.83)          | 54.67 (32.58)         |
|                 | I          | 70 (30.01)         | 86 (51.61)             | 136 (NA)              |
|                 | N          | 122.67 (52.86)     | 85.33 (44.94)          | 68 (55.57)            |
| Map 7           | C          | 111.2 (23.73)      | 221.5 (120.78)         | 210.29 (100.46)       |
|                 | I          | 119 (62.6)         | 216.8 (116.32)         | 263.38 (94.42)        |
|                 | N          | 137.6 (96.57)      | 225.5 (121.25)         | 200.31 (130.99)       |
| Map 8           | C          | 206.86 (106.17)    | 188.5 (109.07)         | 149.5 (86.82)         |
|                 | I          | 139 (86.5)         | 180.67 (99.64)         | 163.2 (65.57)         |
|                 | N          | 257.71 (109.54)    | 156.5 (106.79)         | 100.5 (70.05)         |
| Map 9           | C          | 190.55 (102.64)    | 104 (107.48)           | 80.57 (70.93)         |
|                 | I          | 205.5 (95.68)      | 68 (55.04)             | 147 (95.58)           |
|                 | N          | 117 (94.63)        | 98.5 (62.59)           | 135.2 (74.59)         |
| Map 10          | C          | 139.11 (115.29)    | 149.23 (128.31)        | 192 (111.92)          |
|                 | I          | 136.0 (114.83)     | 185.14 (104.34)        | 158.13 (112.28)       |
|                 | N          | 110 (116.27)       | 129.33 (136.65)        | 239.69 (146.49)       |

https://doi.org/10.1371/journal.pone.0256003.t002

according to the analysis performed on the group of 18 older adults. On the response-aligned signal, Regarding the response-aligned signal, the small differences observed in Fig 3 became clearer with a significant time window ranging from -424ms to -348ms.

### 3.2.3. Microstates analyses on the presence, duration and onset of the microstate maps

The TAAHC algorithm identified six microstates best explaining the signal on the stimulus-aligned (Maps 1 to 6) and four microstates for the response-aligned signal (Maps 7 to 10). Descriptive statistics about duration of the maps can be found in Table 2.

The analyses performed on the microstate maps aim at extending the results of the tANOVA. Indeed, this analysis highlighted several periods of significance but it remains unclear if these differences are related to changes in topography (different microstate maps for the same time window) or if only a difference in duration or onset can explain the significance. Microstates analysis was also able to investigate expected period of significance using another approach (based on the hypotheses or differences in other age groups), which were not supported by the tANOVA. Detailed results of the generalized linear mixed models performed on the presence, duration and onset of the microstate maps can be found respectively in S1–S12 Tables. Only the
relevant comparisons are reported in this section. The dynamic of the topographies is depicted in S5 Fig and dynamic of the topographies in S6 Table.

On the stimulus aligned signal, as presented in Fig 4, some of the maps tended to be specific to children, such as Map 2, present at about 300ms post-stimulus onset (children–older adults: z = 4.98, p < 0.001; children–young adults: z = 2.23, p < 0.001; older adults–young adults: z = -0.19; p = 0.91). It also appeared that Map 5 was specific to the young adults group (ranging from ~200 to 520ms) (children–older adults: z = -2.02, p = 0.106; children–young adults: z = -5.17, p < 0.001; older adults–young adults: z = -3.59; p < 0.001). Another microstate map (Map 6: 450-520ms in children and 290-350ms in young adults), was found significantly more often in the signal of children and young adults (children–older adults: z = 3.89, p < 0.001; children–young adults: z = 0.1; p = 0.995; older adults–young adults: z = -3.84; p < 0.001). Furthermore, some maps adopted less clear patterns. Map 1 for example was significantly more present in older adults than in children’s signal, but no other difference among groups reached significance (children–older adults: z = -3.19, p = 0.004; children–young adults: z = -1.26, p = 0.417; older adults–young adults: z = 2.06; p = 0.098). Map 4 showed the same profile, being significantly more present in children than in young adults, while no other significant differences were emphasized (children–older adults: z = 2.05, p = 0.1; children–young adults: z = 2.75, p = 0.016; older adults–young adults: z = 0.76; p = 0.729). Finally, the model failed to highlight differences in the maps involved among the conditions ($\chi^2(10) = 5.27; p = 0.872$).
In children, none of the maps present on the stimulus-aligned signal explained the Stroop effect, although the tANOVA analysis showed a significant change in topography in this time-window (Fig 3). Regarding the young adults group, longer latencies in the incongruent condition could not be explained by a particular microstate map in the stimulus-aligned signal, since only Map 5 showed significantly increased durations in the congruent condition ($t(845) = 3.57; p = 0.001$). A longer duration in the congruent condition could be the consequence of an additional map, compressing the time allocated to Map 5, however, no significant interaction was noted between the maps and conditions ($\chi^2(10) = 7.38; p = 0.689$). A later onset in the incongruent condition could also explain the effect, though, no significant interaction between conditions, maps and age groups were noted ($\chi^2(20) = 11.85; p = 0.921$), nor an interaction between conditions and maps ($\chi^2(10) = 8.24; p = 0.605$). A significant effect in the stimulus-aligned signal for young adults is in line with the waveform statistics, while no effect were highlighted on the tANOVA. In the older adults group, Map 1, present from 230ms up to the end of the time window was significantly longer in the incongruent condition ($t(366) = -4.81; p < 0.001$), as highlighted by the tANOVA. Fig 4 illustrates very well this very pronounced effect. For all the age groups, as presented in the detailed results (S5–S8 Tables), some other microstate maps highlighted significant difference but were present in less than 50% of the subjects and were not included on the fitting on the grand average shown in Fig 4, leading to probably unreliable results, therefore, the results were not interpreted.

On the response-aligned signal, when considering the results of the microstates analysis presented in Fig 4, children tend to have different microstate maps than young and older adults. Indeed, Maps 8 (children–older adults: $z = 3.8, p < 0.001$; children–young adults: $z = 3.65; p < 0.001$; older adults–young adults: $z = 0.18; p = 0.981$) and 9 (children–older adults: $z = 4.41; p < 0.001$; children–young adults: $z = 4.72; p < 0.001$; older adults–young adults: $z = 0.43; p = 0.902$), the two maps sequentially occurring on the children’s response-aligned signal (Fig 4), were significantly more characteristic of the children group. Despite what is shown on Fig 4, only Map 7 was specific to the two adult groups (children–older adults: $z = -4.37; p < 0.001$; children–young adults: $z = -5.45; p < 0.001$; older adults–young adults: $z = -1.65; p = 0.225$) and Map 10 did not show any significant effects on the presence (children–older adults: $z = -1.95, p = 0.124$, children–young adults: $z = -1.58, p = 0.254$; older adults–young adults: $z = 0.39, p = 0.92$).

Regarding duration of the microstate maps, results were interpreted based on the maps present on Fig 4 and in accordance to the percentage of presence of each microstate map presented in S2 Fig. As for the stimulus-aligned signal, the statistical model failed to highlight a significant difference of involvement of the maps among the conditions ($\chi^2(6) = 9.19; p = 0.163$). In the children group, Map 9, i.e. the microstate map occurring right before the onset of the production, failed to highlight a significant difference ($t(563) = -1.86, p = 0.153$) despite the fact that Map 8 (the farer microstate map from the articulation) showed a significantly reduced duration in the incongruent condition ($t(563) = 6.36, p < 0.001$) and significant tANOVA results was highlighted in the pre-articulatory period. Regarding both adult groups, Map 10, occurring right before the onset of the articulation, lasted respectively longer and shorter in the young ($t(289) = -3.13; p = 0.005$) and older adult groups ($t(289) = 2.93; p = 0.01$). The tANOVA as well as the waveforms statistics were in line with the results of the microstates analysis for the older adults group. The young adults group showed an effect around -400ms before the onset of the articulation, but no significance in the pre-articulatory time window were noted. Map 7, which covers the signal from -520 to ~200ms before the articulation onset did not show any effect of condition ($t(289) = -0.26; p = 0.963$). As for stimulus-aligned results, some other maps highlighted differences between the congruent and
incongruent conditions, but given their rare presence in some age groups, the results in these age groups were not interpreted.

On the extended group of older/old adults, the results were very similar. On the stimulus-aligned signal, we still observe a strong main effect of Maps ($\chi^2(5) = 117.12; p<0.001$); no main effect of condition ($\chi^2(2) = 0.24; p = 0.887$) and a significant interaction between the two ($\chi^2(10) = 59.46; p<0.001$). Regarding the post-hoc decomposition of the effect, as reported in the paper, Map 1 still significantly lasts longer in the incongruent condition ($t(521) = 3.13; p = 0.005$). In the response aligned signal, we report a significant main effect of maps ($\chi^2(3) = 103.82; p<0.001$), a significant effect of conditions ($\chi^2(2) = 15.96; p<0.001$) and a significant interaction between the two factors ($\chi^2(5) = 136.03; p<0.001$). As a reminder, we reported above that in older adults, Map 10 was significantly shorter in the incongruent condition compared to the congruent one. By adding 15 old adults to the older adults group, this effect is now only marginally significant ($t(347) = 2.249; p = 0.0646$). However, a shortening of Map 10 in the incongruent condition is backed-up by a strongly significant lengthening of Map 7 in this condition ($t(347) = -7.59; p<0.001$).

3.2.4 Source localization of the microstates. Given the large number of groups and conditions included in the present study, to guide interpretation of the topographical results, a source localization of the signal underlying the most relevant microstates was performed. The source localization procedure was performed on the grand averages, based on the timing of the microstates maps bearing the differences among groups or conditions (Fig 5). In the

Fig 5. Sources relative to the timing of the microstates disentangling groups or conditions in regards of the Stroop effect. Red cross indicates the maximum of activation.

https://doi.org/10.1371/journal.pone.0256003.g005
stimulus-aligned signal, Map 2 appeared to be specific to the children group but did not show a significant difference between the congruent and incongruent conditions. This map reflects mainly activations in the right posterior middle temporal gyrus. In the young adults group, Map 5 showed a modulation between the congruent and incongruent condition (shorter in the incongruent condition). This microstate map was related to a maximum peak of activation in the posterior occipital cortex, but also in the anterior midcingulate cortex for both congruent and incongruent conditions. Regarding the older adults group, Map 1 seems to last exaggeratedly longer in the incongruent condition. This particular map was underlined by activations in the posterior midcingulate cortex as well as in the fronto-posterior areas.

Regarding the response-aligned signal, children did not highlight an effect of the last microstate map before the onset of the articulation but a modulation of the preceding microstate has been underlined. This earlier microstate (Map 8) showed globally the same brain networks but with different maxima of activation between the congruent and incongruent conditions. In the congruent condition, the activation peak is located in the cerebellum, including activations in the left dorsolateral prefrontal cortex (DLPFC), while a different site of the DLPFC was activated in the incongruent condition, which happened to bear the maximum activation. In young adults, an effect has been highlighted during the timing of activation of Map 10. This map was related to an activation of a fronto-central region, extended to the ACC. Regarding the older adults group, the same microstate map as the one explaining the Stroop effect in young adults showed a modulation (longer in the congruent condition). This map showed the same brain regions as the one highlighted in young adults but with a maximum activation in the left superior temporal sulcus, extending to the left inferior temporal gyrus. In the congruent condition, the left site held the maximum activation while in the incongruent condition, the peak transferred to the right side, involving a wider activation zone.

4. Discussion

The present study aimed at understanding how the Stroop effect with its two levels of conflict (perception- and resolution-based conflicts) evolves with age, since latencies are longer for children and older adults. The present results confirmed the larger latencies in both children and older adults reported in previous studies, but the ERP results indicate different underlying processes in development and aging. In the following, we will first briefly comment the behavioral results before digging separately the issues related to development and aging.

4.1. Behavioral results

The behavioral results supported the expectations, showing a strong Stroop effect on the latencies for each group while the measurement of accuracy did not highlight clear effects. Indeed, even though the congruent condition was less prone to errors than the incongruent one, no modulation across the age groups was emphasized. Across the three conditions, children were the group showing the largest error rate despite the most narrow age range. Regarding older adults, even though the difference was not significant, it is worthy to note that this group was more accurate compared to their young counterparts, which could translate a change in the speed-accuracy tradeoff between the two groups. Young adults might be more focused on rapidity to provide a swift response while older adults might rather favor accuracy. This might be the first argument claiming that aging is not maturation in reverse [28]. To explore more precisely how maturation and aging differ, topographical analyses were performed on the task to help going beyond the limitations of behavioral and classical ERP methods.
4.2. From childhood to adulthood

Specifically in development, it has been clearly established that children show lower performances. This leads to an enhanced Stroop effect on latencies and accuracy of the responses [32]. From a brain perspective, literature tended to explain these lower performances by immature brain networks. In particular, studies claim that the N400 component, underlying the conflict detection processes is in place early (6–7 years old) while conflict resolution processes get matured at about 12 years old [34]. In the present study, we aimed at clarifying what exactly means “immature brain networks”. We aimed at clarifying if some additional processes are required? Are the processes taking longer? Are they different compared to a young adults group for the same time window? The results suggest that these hypotheses are not mutually exclusive. Indeed, Map 2, present from 269 to 377ms on the stimulus-aligned signal, appeared to be specific to children. This Map 2 appeared following the N170 component, which seems common across groups (Map 3). However, the time period of Map 2 does not seem to participate in the interference effect since this microstate did not last significantly longer nor significantly shorter in the congruent versus the incongruent conditions. Seemingly, the process involved in the P300 component is still immature in children [85]. Based on the time course of this map, it may be related to reading [86] or to lexical selection processes [87], or both. The spatial localization of the signal in this time window showed a maximal activation in the right posterior middle temporal gyrus. This regions has rarely been associated to the semantic processing in young adults [88]. Furthermore, other activation sites occurring simultaneously within this map included the bilateral temporal poles, known to be related to semantic processing [89], as well as left insular regions. The latter have been strongly associated to semantic processing [90], as well as automatic word generation [91]. A right hemisphere activation might occur to compensate the still immature left temporal regions, strongly associated with language production and perception. Alternatively, a change in the same temporality has been proposed in the aging literature, stating that the P300 was modulated between young and older adults [15, 20, 22]. As described below, the authors attributed this modulation to a preparatory process related to the attentional functioning aiming at facilitating the processing of the conflict.

On top of this additional microstate map, in the children age group, none of the microstate maps from the stimulus-aligned signal showed increased duration in the incongruent condition, even Map 4 which represents the N400 time window. It is noteworthy to mention that Map 4 was significantly more often identified in the children and older adults groups’ signal. This microstate map might be related to the level of available fluid intelligence. The present study did not include a specific measure of fluid intelligence to corroborate this statement but future studies might be interested in highlighting a biomarker of lowering fluid intelligence on ERP data using microstates analysis.

It is noteworthy to mention that In the young adults group, the microstate map underpinning the N400 component was significantly shorter in the incongruent condition. Moreover, even though waveform analysis showed the classically described N400 effect, the tANOVA did not highlight any significant effect in this time period. The incongruency of this result will be discussed below. However, a shorter conflict detection process in the incongruent condition could lead to several conclusions. It might be possible that to avoid longer reaction times, conflict detection processes are shortened to leave the floor to conflict-resolution processes. On the other hand, the detection of a conflict might be faster when an obvious conflict appears, such as the one experienced in the Stroop task. In the absence of a conflict as when facing a congruent trial, thorough monitoring mechanisms might be involved to ensure that no conflict is present. In any case, the longer latencies observed in the incongruent condition can be
explained by an increased duration of the last microstate before the onset of the articulation (conflict-resolution time window), observable on the response-aligned signal. The Stroop effect in young adults can then be explained by a reconfiguration of the conflict detection processes and a conflict cost mainly carried by the conflict resolution processes.

As presented in Fig 4, in the children and young adults group, the microstate maps explaining the N400 time window are dissimilar, implying that children show immature brain processes. To better understand in what the topographies differed, the source localization procedure revealed that the brain networks involved share common areas, such as the ACC, but children showed additional sources, mainly in the orbito-frontal regions. The requirement of additional brain networks should be interpreted as less efficient brain functioning. Indeed, it has been showed that the more trained an ability, the less brain regions involved [92]. In the response aligned signal, the distribution of the different topographic maps is globally similar.

When aligning the epochs to the response onset, in all three age groups, two microstate maps were present. Nevertheless, children tended to show particular microstate maps while the two adults group showed other ones (even though Map 10 did not significantly differ in presence among the groups). It appears then that the dynamic of the organization of the microstates is similar but the networks involved in children are not yet adult-like. Moreover, the tANOVA results support a difference in topographies occurring close to the response onset. The microstates analysis partially supported this results. Indeed, only Map 8, occurring far from the response onset, appeared to be significantly shorter. Based on Fig 4, this could imply a potential difference on the pre-articulatory period which failed to reach significance. As already argued in the literature, the unreliability of the results might point out that age seems to be a poor index of developmental status [93]. Some children in this group might have very adult-like patterns while some other are still closer to younger children, leading to a lower part of variance explained by statistical models. It is noteworthy to mention that although a majority of studies found the same N400 effect as described in the adult literature [16, 12, 19] but some other failed to report this difference in a developmental population [36].

To sum-up the results, it appears that in both children and young adults, the same brain networks are involved in all conditions. The results also suggest that longer latencies in children are probably related to several factors. First, an additional brain network was identified. Based on the timing of the activation as well as the source localization analysis, the latter network is very likely to be related to word perception/production. This additional process might be participating in the longer latencies. Furthermore, as expected, brain networks are still immature in children, who display different topographic maps to explain both the conflict detection and resolution processes. However, these topographies are not dramatically different but rather include additional brain areas, suggesting a less efficient functioning. A discrepancy between the different methods included in the present study has been observed. These discrepancies might be interpreted as an illustration of the large variability of developmental status in 10 to 12 year old children. Furthermore, our results are in line with the one presented in the literature. Indeed, Jongen and Jonkman [34] suggested that the conflict detection processes are in place early in development, but the conflict resolution tend to evolve up to 12 years old. In our results, effects on duration of the microstates were present mainly in the response-aligned signal. However, different topographic maps were highlighted in the N400 time window, suggesting that the brain processes are not still fully similar between 10–12 years old children and young adults.

4.3. Aging

Even though from the point of view of latencies older adults tend to show the same increased response time regarding the interference effect as children, the precise mechanisms explaining
the longer latencies in this group remain to be explored. Children showed underdeveloped specific brain networks but older adults might show a different pattern such as similar networks differing only in duration, then favoring the general slowing hypothesis.

Once again, the results favored the hypothesis of identical mechanisms involved in congruent and incongruent conditions, already discussed above. Regarding stimulus-aligned signal, young and older adults show a wide microstate map involved from 220 up to 520ms post-stimulus onset, underpinning the N400 time window. However, these two maps are different between young and older adults (Map 5 for young adults and Map 1 for older adults). Despite these differences, probably related to the different configurations of the iso-electric lines, they share the same electrode of maximum and minimum amplitude. The source reconstruction procedure also pointed out to a relatively similar network of structures, involving the left DLPFC as well as the cingulate cortex. The contribution of these two maps was also different between the two adult groups. As already stated above, this map appeared to be shorter in the incongruent condition, and then did not participate to the longer latencies. However, in older adults, Map 1 appeared to be dramatically longer in the incongruent condition. Interestingly, this map starts in the temporal window of the P300 component, which has been shown to be modulated in aging for the Stroop task [15, 20, 22]. In particular, this corroborates the findings of West and Alain [22], who revealed that the effect of aging was visible on the ERP signal from 300ms up to the response onset.

In the response-aligned signal, both adult groups show a modulation of Map 10 (right before the articulation onset). In young adults, this map explains slower latencies in the incongruent congruent condition compared to the congruent one, while older adults showed the opposite pattern. The source localization analysis showed activation in the same sites but with different maxima. Young adults display a reliable activation of the ACC, the right DLPFC and orbito-frontal regions, which is in accordance with the literature [4, 16, 94]. Older adults’ signal revealed the same regions but with an activation peak observed on the left superior temporal sulcus, extending to the left inferior temporal gyrus. This region has been related to word-form encoding and monitoring processes [87]. It might be possible that with age, the interference processing uses more semantic features than executive functions, as suggested by Spreng and Turner [95]. They hypothesized that since at first, children can rely only on fluid intelligence and since in aging, adults tend to show a higher crystallized intelligence but lower fluid intelligence abilities, architectural changes along the lifespan experience a transition from fluid to crystallized intelligence engaged to perform cognitive tasks. This theory could explain the changes observed in the source localization analysis, however interference effect (incongruent vs. congruent trials) within each age group remains to be discussed.

In the conflict resolution time window, an increased duration of the map preceding the articulation was noted (Map 10) in the congruent condition. The most likely interpretation would be that the compression of Map 10 is a compensatory mechanism aiming at maintaining the performances without sacrificing the accuracy. Acoustic investigations combined with EEG analyses on participants’ responses analyzing the differences in properties of the oral production would be an interesting and novel approach to confirm this interpretation.

As a reminder, it was assumed that results favoring the general slowing hypothesis would show the same brain networks involved in both young and older adults, differing only in duration. In case of differences in microstate maps explaining the same time window or additional processes involved, then the worsening of performances in aging would be better explained by specific impairments related to aging. Based on the results presented above, in opposition to children, no additional map was noted in older adults compared to young adults. However, in the stimulus-aligned results the time window of the N400 component was explained by different microstate maps. Nevertheless, those maps share some topographical similitudes and point
out very similar brain networks. Given the dramatically longer duration of the microstate map observed in the older adults signal, this difference in topographical state should be interpreted as a cognitive decline. Concerning conflict-resolution, the results are more homogeneous between the two adult groups. The same microstate map are highlighted, although a slight reconfiguration might have occurred when considering the source localization analysis. As detailed above, older adults tend to rely on language-related areas to perform the Stroop task. This finding is in line with the semanticization hypothesis [95], implying that older adults rather use crystallized intelligence to compensate for a loss in the fluid intelligence abilities. In aging, then, it appears that the conflict detection processes, which rely mainly on attentional and executive resources decline, while the conflict resolution processes seems spared, possibly thanks to a compensatory mechanism (semanticization), involving a reconfiguration of the brain networks engaged.

4.4 Limitations

A few limitations need to be addressed regarding the present study. First, the sample size seemed reasonable given that previous studies included from 8 to 25 participants in average [12, 14–17, 20]. To ensure that a limited sample size did not lower the reliability of our results, we performed the main within-group analyses (tANOVA and duration of the microstates) on an extended group of older/old adults and found very similar results. This provides us confidence in our results despite having only 17 to 18 participants per group. Moreover, enrolling older adults aged less than 70 years old might not be fully representative of the population of old adults recruited in the majority of the studies investigating aging. Nevertheless, this group was preferred to elderly subjects to avoid cognitive decline and selection bias related to the fact that only the more cognitively performant older persons agreed to participate to neuroscientific studies. Furthermore, when adding old adults to the older adults group provided similar results. Finally, education level differed significantly between the two adult groups, which could also participate in the effects reported regarding the individual features of the microstate analyses. It is noteworthy to mention that in average, young adults had only two more years of education compared to older adults. Even though the present results bring some clarification on the evolution of the Stroop effect, several issues remain open. Undeniably, it is still difficult to attribute a precise process to each of the brain networks highlighted by the microstates analyses. Future studies might need to replicate the result and compare tasks with different involvement of attentional abilities and of cognitive control. It seems also important to better understand the difference between verbal and manual tasks and how it relates to interference. Since differences were observed on the last stages of verbal responses, the divergent results with manual ones could be exploited in a direct comparison to clarify the underlying mental processes.

5. Conclusion

The present study aimed at understanding if longer latencies in children or older adults compared to young adults could be attributable to the suboptimal functioning of a specific process, the addition of a specific process or a slowdown of all the involved processes. As discussed above, the results in children showed that the brain networks involved were substantially different from those engaged by the young adults group on both conflict detection and resolution. Longer latencies in children could be explained by an additional microstate map occurring at about 300ms post stimulus onset and probably related to word perception or production, as well as a lengthening of the microstate maps involved in the conflict resolution time window. In other words, this group show immature brain processes and additional ones, reflecting
immature brain functioning. In aging, results tell a different story. A much larger cost of conflict detection processes was noted. Moreover, this process was topographically different than the one observed in young adults, implying a decline of the network’s efficiency. While the Stroop effect in young adults was mainly explained by an increased duration of the conflict resolution processes, no such effect was observed in the older adults’ signal. Older adults then tend to show relatively similar brain networks as the one observed in young adults but latencies are slowed down by a slowing and alteration of the brain networks involved in conflict detection. Regarding conflict resolution, older adults might rely more on crystallized intelligence than fluid one. The present study allowed to better characterize why children and older adults show slower latencies at the Stroop task, opening the door to more papers using topographical analyses to explore changes in the EEG signal across the lifespan.

Supporting information

S1 Fig. Mass univariate tests on the waveform for each tested effect. The upper plots row represents the stimulus-aligned results while the bottom row represents the waveforms 500ms before the response onset. The last 100ms were counted as pre-articulation and were excluded from the analyses. The x axis of each graph represents the time in milliseconds and each electrode is represented on the y axis. The dotted vertical line represents the stimulus onset, and the signal beneath the solid horizontal line represents the tANOVA results specific to each effect.

(TIF)

S2 Fig. Bar plot of the presence of the maps for each age group and condition. Values on the y axis represent the number of subjects in the age group for which this map was found, and the percentage represents the proportion of this number of subjects relatively to the number of subjects in the age group.

(TIF)

S3 Fig. Bar plots reporting the median duration (for subjects who showed this map in their average) and its standard error for each map per conditions and age groups.

(TIF)

S4 Fig. Dynamic of the topographies over time for each age group and condition by step of 12ms for the stimulus-aligned data and 16ms for the response-aligned data. Warm colors represents amplitudes higher than the average and cold colors amplitudes lower than the average.

(TIFF)

S5 Fig. Plot of the global explained variance in relationship with the number of microstate maps for both stimulus- and response-aligned signal. In Ragu, the optimal number of map is calculated following a cross-validation procedure. The explained variance of the map are presented in both the learning set and the test set.

(TIF)

S1 Table. Main effects and interactions results regarding the generalized linear mixed model evaluating differences in presence of the microstate maps among the conditions and age groups on the stimulus-aligned signal. The R command of the model is transcribed on the first row.

(DOCX)
S2 Table. Post-hoc decomposition of the model presented in S1 Table. 

S3 Table. Main effects and interactions results regarding the generalized linear mixed model evaluating differences in presence of the microstate maps among the conditions and age groups on the response-aligned signal. The R command of the model is transcribed on the first row. 

S4 Table. Post-hoc decomposition of the model presented in S3 Table. 

S5 Table. Main effects and interactions results regarding the generalized linear mixed model (Hurdle model) evaluating differences in duration of the microstate maps among the conditions and age groups on the stimulus-aligned signal. The R command of the model is transcribed on the first row. 

S6 Table. Post-hoc decomposition of the model presented in S5 Table. 

S7 Table. Main effects and interactions results regarding the generalized linear mixed model (Hurdle model) evaluating differences in duration of the microstate maps among the conditions and age groups on the response-aligned signal. The R command of the model is transcribed on the first row. 

S8 Table. Post-hoc decomposition of the model presented in S7 Table. 

S9 Table. Main effects and interactions results regarding the generalized linear mixed model evaluating differences in onset time of the microstate maps among the conditions and age groups on the stimulus-aligned signal. The R command of the model is transcribed on the first row. 

S10 Table. Post-hoc decomposition of the model presented in S9 Table. 

S11 Table. Main effects and interactions results regarding the generalized linear mixed model evaluating differences in onset time of the microstate maps among the conditions and age groups on the response-aligned signal. The R command of the model is transcribed on the first row. 

S12 Table. Post-hoc decomposition of the model presented in S11 Table. 

Acknowledgments

We would like to thank the participants for giving their time for this study, as well as Tanja Atanasova, Raphaël Fargier and Giulia Krethlow who helped collecting the data. We also would like to thank Freda Ménétré for her opinions on the manuscript.
Author Contributions
Conceptualization: Eric Ménetré.
Data curation: Eric Ménetré.
Formal analysis: Eric Ménetré.
Funding acquisition: Marina Laganaro.
Investigation: Eric Ménetré.
Methodology: Eric Ménetré.
Project administration: Eric Ménetré.
Supervision: Marina Laganaro.
Validation: Marina Laganaro.
Visualization: Eric Ménetré.
Writing – original draft: Eric Ménetré.
Writing – review & editing: Eric Ménetré, Marina Laganaro.

References
1. Stroop JR. Studies of interference in serial verbal reactions. J Exp Psychol. 1935; 18: 643–662. https://doi.org/10.1037/h0054651
2. MacLeod CM. Half a century of research on the Stroop effect: An integrative review. Psychol Bull. 1991; 109: 163–203. https://doi.org/10.1037/0033-2909.109.2.163 PMID: 2034749
3. De Houwer J. On the role of stimulus-response and stimulus-stimulus compatibility in the Stroop effect. Mem Cognit. 2003; 31: 353–359. https://doi.org/10.3758/bf03194393 PMID: 12795477
4. Van Veen V, Carter CS. Separating semantic conflict and response conflict in the Stroop task: A functional MRI study. Neuroimage. 2005; 27: 497–504. https://doi.org/10.1016/j.neuroimage.2005.04.042 PMID: 15964208
5. Coderre E, Conklin K, van Heuven WJB. Electrophysiological measures of conflict detection and resolution in the Stroop task. Brain Res. 2011; 1413: 51–59. https://doi.org/10.1016/j.brainres.2011.07.017 PMID: 21840503
6. Szücs D, Soltész F. Stimulus and response conflict in the color–word Stroop task: A combined electromyography and event-related potential study. Brain Res. 2010; 1325: 63–76. https://doi.org/10.1016/j.brainres.2010.02.011 PMID: 20153298
7. Grinband J, Savitskaya J, Wager TD, Teichert T, Ferrera VP, Hirsch J. The dorsal medial frontal cortex is sensitive to time on task, not response conflict or error likelihood. Neuroimage. 2011; 57: 303–311. https://doi.org/10.1016/j.neuroimage.2010.12.027 PMID: 21168515
8. Ukai S, Shinosaki K, Ishi R, Ogawa A, Mizuno-Matsumoto Y, Inouye T, et al. Parallel distributed processing neuroimaging in the Stroop task using spatially filtered magnetoencephalography analysis. Neurosci Lett. 2002; 334: 9–12. https://doi.org/10.1016/s0304-3940(02)01002-9 PMID: 12431763
9. Galer S, Op De Beeck M, Urbain C, Bourguignon M, Litquet N, Wens V, et al. Investigating the Neural Correlates of the Stroop Effect with Magnetoencephalography. Brain Topogr. 2015; 28: 95–103. https://doi.org/10.1007/s10548-014-0367-5 PMID: 24752907
10. Gajewski PD, Falkenstein M, Thönes S, Wascher E. Stroop task performance across the lifespan: High cognitive reserve in older age is associated with enhanced proactive and reactive interference control. Neuroimage. 2020; 116430. https://doi.org/10.1016/j.neuroimage.2019.116430 PMID: 31805383
11. Grapperon J, Vidal F, Leni P. Apport des potentiels évoqués cognitifs à la connaissance des mécanismes du test de Stroop. Neurophysiol Clin. 1998; 28: 207–220. https://doi.org/10.1016/S0987-7053(98)80112-3
12. Hanslmayr S, Pastötter B, Bäumi KH, Gruber S, Wimmer M, Klimesch W. The electrophysiological dynamics of interference during the stroop task. J Cogn Neurosci. 2008; 20: 215–225. https://doi.org/10.1162/jocn.2008.20020 PMID: 18275330
13. Hinault T, Larcher K, Zazoulevits N, Gotman J, Daghe A. Spatio–temporal patterns of cognitive control revealed with simultaneous electroencephalography and functional magnetic resonance imaging. Hum Brain Mapp. 2019; 40: 80–97. https://doi.org/10.1002/hbm.24356 PMID: 30259592

14. Khateb A, Michel CM, Pegna AJ, Landis T, Annoni J-M. New insights into the Stroop effect. Neuron-port. 2000; 11: 1849–1855. https://doi.org/10.1017/0001756-200006260-00010 PMID: 10884031

15. Killikelly C, Szücs D. Asymmetry in stimulus and response conflict processing across the adult lifespan: ERP and EMG evidence. Cortex. 2013; 49: 2888–2903. https://doi.org/10.1016/j.cortex.2013.08.017 PMID: 24134924

16. Liotti M, Woldorff MG, Perez R, Mayberg HS. An ERP study of the temporal course of the Stroop color-word interference effect. Neuropsychologia. 2000; 38: 701–711. https://doi.org/10.1016/s0028-3932(99)00106-2 PMID: 10689046

17. Mager R, Bullinger AH, Brand S, Schmidlin M, Scharli H, Müller-Spahn F, et al. Age-related changes in cognitive conflict processing: An event-related potential study. Neurobiol Aging. 2007; 28: 1925–1935. https://doi.org/10.1016/j.neurobiolaging.2006.08.001 PMID: 16973245

18. Markela-Lerenc J, Ille N, Kaiser S, Fiedler P, Mündt C, Weisbrod M. Prefrontal-cingulate activation during executive control: Which comes first? Cogn Brain Res. 2004; 18: 278–287. https://doi.org/10.1016/j.cogbrainres.2003.10.013 PMID: 14741314

19. Rebai M, Bernard C, Lannou J. The Stroop’s Test Evokes A Negative Brain Potential, the N400. Int J Cogn Neurosci. 2004; 16: 103–113. https://doi.org/10.1162/08989290432275593 PMID: 15006040

20. West R, Alain C. The Effects of Aging on Controlled Attention and Conflict Processing in the Stroop Task. J Cogn Neurosci. 2004; 16: 103–113. https://doi.org/10.1162/08989290432275593 PMID: 15006040

21. West R, Alain C. Event-related neural activity associated with the Stroop task. Cogn Brain Res. 1999; 8: 157–164. https://doi.org/10.1016/s0926-6410(99)00017-8 PMID: 10407204

22. West R, Alain C. Age-related decline in inhibitory control contributes to the increased Stroop effect observed in older adults. Psychophysiology. 2000; 37: S0048577200981460. https://doi.org/10.1111/psyp.12982 PMID: 28850684

23. Duncan-Johnson CC, Kopell BS. The Stroop Effect: Brain Potentials Localize the Source of Interference. Science (80-). 1981; 214: 938–940. https://doi.org/10.1126/science.7302571 PMID: 7302571

24. Fargier R, Bürki A, Pinet S, Alario F-X, Laganaro M. Word onset phonetic properties and motor artifacts in speech production EEG recordings. Psychophysiology. 2018; 55: 10.1111/psyp.12982 . https://doi.org/10.1111/psyp.12982 PMID: 28850684

25. Ouyang G, Sommer W, Zhou C, Aristei S, Pinkpank T, Abdel Rahman R. Articulation Artifacts During Overt Language Production in Event-Related Brain Potentials: Description and Correction. Brain Topogr. 2016; 29: 791–813. https://doi.org/10.1007/s10548-016-0515-1 PMID: 27509898

26. Uttl B, Graf P. Color-Word Stroop test performance across the adult life span. J Clin Exp Neuropsychol. 1997; 19: 405–420. https://doi.org/10.1080/01688639708403869 PMID: 9268815

27. Craik FIM, Bialystok E. Cognition through the lifespan: mechanisms of change. Trends Cogn Sci. 2006; 10: 131–138. https://doi.org/10.1016/j.tics.2006.01.007 PMID: 16460992

28. Salthouse TA. The processing-speed theory of adult age differences in verbal tasks. Psychol Rev. 1996; 103: 403–428.

29. Salthouse TA, Davis H. Organization of cognitive abilities and neuropsychological variables across the lifespan. Dev Rev. 2006; 26: 31–54. https://doi.org/10.1016/j.dr.2005.09.001

30. Li S-C, Hämmener D, Müller V, Hommel B, Lindenberger U. Lifespan development of stimulus-response conflict cost: similarities and differences between maturation and senescence. Psychol Res Psychol Forsch. 2009; 73: 777–785. https://doi.org/10.1007/s00426-008-0190-2 PMID: 19023594

31. Comalli PE, Wapner S, Werner H. Interference Effects of Stroop Color-Word Test in Childhood, Adulthood, and Aging. J Genet Psychol. 1962; 100: 47–53. https://doi.org/10.1080/00221325.1962.10533572 PMID: 13880724

32. Leon-Carrion J, García-Orza J, Pérez-Santamaría FJ. Development of the inhibitory component of the executive functions in children and adolescents. Int J Neurosci. 2004; 114: 1291–1311. https://doi.org/10.1080/00221325.1962.10533572 PMID: 13880724

33. Jongen EMM, Jonkman LM. The developmental pattern of stimulus and response interference in a color-object Stroop task: an ERP study. BMC Neurosci. 2008; 9: 82. https://doi.org/10.1186/1471-2202-9-82 PMID: 18775060
35. Durston S, Casey BJ. What have we learned about cognitive development from neuroimaging? Neuropsychologia. 2006; 44: 2149–2157. https://doi.org/10.1016/j.neuropsychologia.2005.10.010 PMID: 16303150
36. Larson MJ, Clawson A, Clayson PE, South M. Cognitive Control and Conflict Adaptation Similarities in Children and Adults. Dev Neuropsychol. 2012; 37: 343–357. https://doi.org/10.1080/87565641.2011.650337 PMID: 22612546
37. Cragg L. The development of stimulus and response interference control in midchildhood. Dev Psychol. 2016; 52: 242–252. https://doi.org/10.1037/dev000074 PMID: 26595353
38. Williams BR, Ponesse JS, Schachar RJ, Logan GD, Tannock R. Development of inhibitory control across the life span. Dev Psychol. 1999; 35: 205–213. https://doi.org/10.1037//0012-1649.35.1.205 PMID: 9923475
39. Aisenberg D, Sapir A, D’Avossa G, Henik A. Long trial durations normalise the interference effect and sequential updating during healthy aging. Acta Psychol (Amst). 2014; 153: 169–178. https://doi.org/10.1016/j.actpsy.2014.10.005 PMID: 25463558
40. Rey-Mermet A, Gade M. Inhibition in aging: What is preserved? What declines? A meta-analysis. Psychol Bull Rev. 2018; 25: 1695–1716. https://doi.org/10.3758/s13423-017-1384-7 PMID: 29019064
41. Meñétre E, Laganaro M. Attentional Reorientiation and Inhibition Adjustment in a Verbal Stroop Task: A Lifespan Approach to Interference and Sequential Congruency Effect. Front Psychol. 2019; 10: 1–17. https://doi.org/10.3389/fpsyg.2019.02028 PMID: 31551876
42. Cerella J Aging and information-processing rate. Handb Psychol aging. 1990; 3: 201–221. Available: https://books.google.ch/books?hl=en&lr=&id=KPlFBQAAQBAJ&oi=find&pg=PA201&dq=Cerella%2C+J.+(1990).+Aging+and+information+processing+rate.+In+J.+E.+Birren+%26+K.+W.+ Schaie+(Eds.),+Handbook+of+the+psychology+of+aging+(3rd.+ed.,+pp.+201-221).+San+Diego,+CA:+Ac
43. Myerson J, Hale S, Wagstaff D, Poon LW, Smith GA. The information-loss model: A mathematical theory of age-related cognitive slowing. Psychol Rev. 1990; 97: 475–487. https://doi.org/10.1037/0033-295x.97.4.475 PMID: 2247538
44. Rush B, Barch D, Braver T. Accounting for cognitive aging: Context processing, inhibition or processing speed? Aging, Neuropsychol Cogn. 2006; 13: 588–610. https://doi.org/10.1080/13825580600680703 PMID: 16887791
45. Andrés P, Guerrini C, Phillips LH, Perfect TJ. Differential Effects of Aging on Executive and Automatic Inhibition. Dev Neuropsychol. 2008; 33: 101–123. https://doi.org/10.1080/87565640701884212 PMID: 18443972
46. West R. An Application of Prefrontal Cortex Function Theory to Cognitive Aging Structural Changes in the Aging Brain. Psychol Bull. 1996; 120: 272–292.
47. Sebastiana A, Baldermann C, Feige B, Katzev E, Hellwig B, et al. Differential effects of age on subcomponents of response inhibition. Neurobiol Aging. 2013; 34: 2183–2193. https://doi.org/10.1016/j.neurobiolaging.2013.03.013 PMID: 23591131
48. Jackson JD, Balota DA. Age-related changes in attentional selection: Quality of task set or degradation of task set across time? Psychol Aging. 2013; 28: 744–753. https://doi.org/10.1037/a0033159 PMID: 23834491
49. Augustinova M, Clarys D, Spatola N, Ferrand L. Some further clarifications on age-related differences in Stroop interference. Psychon Bull Rev. 2018; 25: 767–774. https://doi.org/10.3758/s13423-017-1427-0 PMID: 29372512
50. Bugg JM, DeLosh EL, Davalos DB, Davis HP. Age differences in stroop interference: Contributions of general slowing and task-specific deficits. Aging, Neuropsychol Cogn. 2007; 14: 155–167. https://doi.org/10.1080/10926480701480041 PMID: 17364378
51. Cohn NB, Dustman RE, Bradford DC. Age-related decrements in stroop color test performance. J Clin Psychol. 1984; 40: 1244–1250. https://doi.org/10.1002/1097-4679(198409)40:5<1244::AID-JCLP2270400521>3.0.CO;2-D
52. Panek PE, Rush MC, Slade LA. Locus of the Age-Stroop Interference Relationship. J Genet Psychol. 1984; 145: 209–216. https://doi.org/10.1080/00221325.1984.10532268
53. Tomescui MI, Rihs TA, Rochas V, Hardmeier M, Britz J, Allali G, et al. From swing to cane: Sex differences of EEG resting-state temporal patterns during maturation and aging. Dev Cogn Neurosci. 2018; 31: 58–66. https://doi.org/10.1016/j.dcn.2018.04.011 PMID: 29742488
54. Murray MM, Brunet D, Michel CM. Topographic ERP Analyses: A Step-by-Step Tutorial Review. Brain Topogr. 2008; 20: 249–264. https://doi.org/10.1007/s10548-008-0054-5 PMID: 18347966
55. Koenig T, Stein M, Grieder M, Kottlow M. A Tutorial on Data-Driven Methods for Statistically Assessing ERP Topographies. Brain Topogr. 2014; 27: 72–83. https://doi.org/10.1007/s10548-013-0310-1 PMID: 23990321
56. Habermann M, Weusmann D, Stein M, Koenig T. A Student’s Guide to Randomization Statistics for Multichannel Event-Related Potentials Using Ragu. Front Neurosci. 2018; 12: 355. https://doi.org/10.3389/fnins.2018.00355 PMID: 29973861

57. Kopal J, Vyšata O, Burian J, Schätz M, Procházka A, Vališ M. Complex continuous wavelet coherence for EEG microstates detection in insight and calm meditation. Conscious Cogn. 2014; 30: 13–23. https://doi.org/10.1016/j.concog.2014.07.015 PMID: 25129036

58. Badzakova-Trajkov G, Barnett KJ, Waldie KE, Kirk IJ. An ERP investigation of the Stroop task: The role of the cereulate in attentional allocation and conflict resolution. Brain Res. 2009; 1253: 139–148. https://doi.org/10.1016/j.brainres.2008.11.069 PMID: 19084509

59. Ruggeri P, Meziane HB, Koenig T, Brandner C. A fine-grained time course investigation of brain dynamics during conflict monitoring. Sci Rep. 2019; 9: 3667. https://doi.org/10.1038/s41598-019-40277-3 PMID: 30842528

60. Botvinick MM, Braver TS, Barch DM, Cohen JD. Conflict monitoring and cognitive control. Psychol Rev. 2001; 108: 624–652. https://doi.org/10.1037/0033-295x.108.3.624 PMID: 11488380

61. Oldfield RC. The assessment and analysis of handedness: The Edinburgh inventory. Neuropsychologia. 1971; 9: 97–113. https://doi.org/10.1016/0028-3932 (71)90067-4 PMID: 5146491

62. Fagot D, Dirk J, Ghisletta P, De Ribau Pierre A. Différences d’âges et distribution des temps de réponses: exemple d’une analyse ex-Gaussienne sur la tâche du Stroop chez les enfants. Presse Ini. Perspectives différencielles en psychologie. Presse Ini. Rennes, France; 2008. pp. 51–54.

63. Protopapas A. Check Vocal: A program to facilitate checking the accuracy and response time of vocal responses from DMDX. Behav Res Methods. 2007; 39: 859–862. https://doi.org/10.3758/bf03192979 PMID: 18183901

64. R Core Team. R: A language and environment for statistical computing. R Foundation for Statistical Computing. Vienna, Austria; 2020.

65. Wickham H, François R, Henry L, Müller K. A grammar of data manipulation. 2019. Available: https://cran.r-project.org/package=dplyr

66. Wickham H, Henry L. tidyr: Easily Tidy Data with “spread()” and “gather()” Functions. 2019. Available: https://cran.r-project.org/package=tidyrr

67. Wickham H. An introduction to ggplot: An implementation of the grammar of graphics in R. Statistics (Ber). 2006; 1–8.

68. Qu Y, Tan M, Kutner MH. Random Effects Models in Latent Class Analysis for Evaluating Accuracy of Diagnostic Tests. Biometrics. 1996; 52: 797. https://doi.org/10.2307/2533043 PMID: 8805757

69. Kuznetsova A, Brockhoff PB, Christensen RHB. lmerTest Package: Tests in Linear Mixed Effects Models. J Stat Softw. 2017; 82. https://doi.org/10.18637/jss.v082.i13

70. Lenth R. emmeans: estimated marginal means, aka least-squares means. 2019.

71. Ménétré E. NPL: An incomplete toolkit for the researcher in NeuroPsycholinguist. Geneva: Github; 2021. Available: https://github.com/EricMenetre/NPL

72. Nash JC, Varadhan R. Unifying Optimization Algorithms to Aid Software System Users: optimx for R. J Stat Softw. 2011; 43. https://doi.org/10.18637/jss.v043.i09

73. Fox J, Weisberg S. An R Companion to Applied Regression—John Fox, Sanford Weisberg—Google Books. Sage Publications. 2019. Available: https://books.google.com/books?hl=en&lr=&id=UPNDwAAQBAJ&oi=fnd&pg=PP1&dq=An%2BR%2BCompanion%2sto%2BApplied%2BRegression&ots=MvM3cBaz10&sig=I29Ldx6u6u0CGDDRoD8WYZMcv#v=onepage&q=AnRCompaniontoAppliedRegression&f=false

74. Brooks ME, Kristensen K, Benthem KJ Van, Magnusson W, Berg, Caspe W, et al. glmmTMB Balances Speed and Flexibility Among Packages for Zero-inflated Generalized Linear Mixed Modeling. R J. 2017; 9: 378. https://doi.org/10.32614/RJ-2017-066

75. Brunet D, Murray MM, Michel CM. Spatiotemporal Analysis of Multichannel EEG: CARTOOL. Comput Intell Neurosci. 2011; 2011: 1–15. https://doi.org/10.1155/2011/813870 PMID: 21253358

76. Perrin F, Bertrand O, Pernier J. Scalp Current Density Mapping: Value and Estimation from Potential Data. IEEE Trans Biomed Eng. 1987; BME-34: 283–288. https://doi.org/10.1109/tbme.1987.326089 PMID: 3504202

77. Knebel J-F, Notter MP. STEN 1.0: Statistical Toolbox for Electrical Neuroimaging. 2012. https://doi.org/10.5281/zenodo.1167723

78. Michel CM, Seeck M, Landis T. Spatiotemporal Dynamics of Human Cognition. Physiology. 1999; 14: 206–214. https://doi.org/10.1152/physiologyonline.1999.14.5.206 PMID: 11390852
79. Michel CM, de Peralta RG, Lantz G, Andino SG, Spinelli L, Blanke O, et al. Spatiotemporal EEG Analysis and Distributed Source Estimation in Presurgical Epilepsy Evaluation. J Clin Neurophysiol. 1999; 16: 239–266. https://doi.org/10.1097/00004691-199905000-00005 PMID: 10426407

80. Lehmann D. Principles of spatial analysis. Methods Anal Brain Electr Magn Signals Handb Electroencephalogr Clin Neurophysiol. 1987; 1: 309–354.

81. Lehmann D, Michel CM, Pal I, Pascual-marqui RD. Event-Related Potential Maps Depend on Prestimulus Brain Electric Microstate Map. Int J Neurosci. 1994; 74: 239–248. https://doi.org/10.3109/00207459408987242 PMID: 7928108

82. Koenig T, Ktottie M, Stein M, Mele-García L. Ragu: A Free Tool for the Analysis of EEG and MEG Event-Related Scalp Field Data Using Global Randomization Statistics. Comput Intell Neurosci. 2011; 2011: 1–14. https://doi.org/10.1155/2011/938925 PMID: 21403863

83. Fonov V, Evans A, McKinstry R, Almli C, Collins D. Unbiased nonlinear average age-appropriate brain templates from birth to adulthood. Neuroimage. 2009; 47: S102. https://doi.org/10.1016/S1053-8119(09)70884-5

84. Pascual-Marqui RD, Michel CM, Lehmann D. Low resolution electromagnetic tomography: a new method for localizing electrical activity in the brain. Int J Psychophysiol. 1994; 18: 49–65. https://doi.org/10.1016/0167-8760(84)90014-x PMID: 7876038

85. Riggins T, Scott LS. P300 development from infancy to adolescence. Psychophysiology. 2020; 57: 1–30. https://doi.org/10.1111/psyp.13346 PMID: 30793775

86. Bentin S, Mouchetant-Rostaing Y, Giard MH, Echallier JF, Perrier J. ERP manifestations of processing printed words at different psycholinguistic levels: Time course and scalp distribution. J Cogn Neurosci. 1999; 11: 235–260. https://doi.org/10.1162/089892999563373 PMID: 10402254

87. Indefrey P. The Spatial and Temporal Signatures of Word Production Components: A Critical Update. Front Psychol. 2011; 2: 1–16. https://doi.org/10.3389/fpsyg.2011.00255 PMID: 22016740

88. Gaillard WD, Pugliese M, Grandin CB, Branieceki SH, Kondapaneni P, Hunter K, et al. Cortical localization of reading in normal children: An fMRI language study. Neurology. 2001; 57: 47–54. https://doi.org/10.1212/wnl.57.1.47 PMID: 11445627

89. Grabowski TJ, Damasio H, Tranell D, Ponto LLB, Hichwa RD, Damasio AR. A role for left temporal pole in the retrieval of words for unique entities. Hum Brain Mapp. 2001; 13: 199–212. https://doi.org/10.1002/hbm.1033 PMID: 11410949

90. Price CJ. A review and synthesis of the first 20 years of PET and fMRI studies of heard speech, spoken language and reading. Neuroimage. 2012; 62: 816–847. https://doi.org/10.1016/j.neuroimage.2012.04.062 PMID: 22584224

91. Mohr JP, Pessin MS, Finkelstein S, Funkenstein HH, Duncan GW, Davis KR. Broca aphasia: Pathologic and clinical. Neurology. 1978; 28: 311–324. https://doi.org/10.1212/wnl.28.4.311 PMID: 565019

92. Yotsumoto Y, Watanabe T, Sasaki Y. Different Dynamics of Performance and Brain Activation in the Time Course of Perceptual Learning. Neuron. 2008; 57: 827–833. https://doi.org/10.1016/j.neuron.2008.02.034 PMID: 18367084

93. Atanasova T, Fargier R, Zesiger P, Lagana M. Dynamics of Word Production in the Transition from Adolescence to Adulthood. Neurol Biol Lang. 2020; 2: 1–21. https://doi.org/10.1162/nol_a_00024

94. Banich MT, Milham MP, Atchley R, Cohen NJ, Webb A, Wszalek T, et al. fMRI Studies of Stroop Tasks Reveal Unique Roles of Anterior and Posterior Brain Systems in Attentional Selection. J Cogn Neurosci. 2000; 12: 988–1000. https://doi.org/10.1162/08989290051137521 PMID: 11177419

95. Spreng RN, Turner GR. The Shifting Architecture of Cognition and Brain Function in Older Adulthood. Perspect Psychol Sci. 2019; 14: 523–542. https://doi.org/10.1177/1745691619827511 PMID: 31013206