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Abstract

This paper deals with Coulomb gases at an intermediate temperature regime. We define a local empirical measure and identify a critical temperature scaling. We show that if the scaling of the temperature is supercritical, the local empirical measure satisfies an LDP with an entropy-based rate function. We also show that if the scaling of the temperature is subcritical, the local empirical measure satisfies an LDP with an energy-based rate function. In the critical temperature scaling regime, we derive an LDP-type result in which the "rate function" features the competition of entropy and energy terms.

1 Introduction

Coulomb gases are a system of particles of the same charge that interact via a repulsive kernel, and are confined by an external potential. Let \( X_N = (x_1, x_2, \ldots, x_N) \) with \( x_i \in \mathbb{R}^d \) and let

\[
\mathcal{H}_N (X_N) = \frac{1}{2} \sum_{i \neq j} g(x_i - x_j) + N \sum_{i=1}^{N} V(x_i),
\]

where

\[
\begin{align*}
g(x) &= \frac{1}{|x|^d} \quad \text{if } d \geq 3 \\
g(x) &= -\log(|x|) \quad \text{if } d = 1, 2
\end{align*}
\]

is the Coulomb kernel for \( d \geq 2 \), i.e. \( g \) satisfies for \( d \geq 2 \),

\[
\Delta g = c_d \delta_0,
\]

where \( c_d \) is a constant that depends only on \( d \). Often, Coulomb gases at non-zero temperature are considered, these are modeled by a point process whose density is given by the Gibbs measure associated to the Hamiltonian:

\[
d\mathbb{P}_{N, \beta} = \frac{1}{Z_{N, \beta}} \exp(-\beta \mathcal{H}_N) dX_N,
\]

1
\[
Z_{N,\beta} = \int_{(\mathbb{R}^d)^N} \exp(-\beta \mathcal{H}_N) \, dX_N.
\] (5)

In this notation \( \beta \) is the inverse temperature (which may depend on \( N \)). As long as \( \frac{1}{N} \ll \beta \), we have that the empirical measure

\[
\text{emp}_N := \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i},
\] (6)

converges (weakly in the sense of probability measures) almost surely under the Gibbs measure to \( \mu_V \), where \( \mu_V \) is the minimizer of the mean-field limit

\[
\mathcal{I}_V(\mu) = \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} g(x-y) \, d\mu(x) \, d\mu(y) + \int_{\mathbb{R}^d} V \, d\mu
\] (7)

among probability measures.

Coulomb gases have a wide range of applications in Statistical Mechanics and Random Matrix Theory, among other areas, see [9, 29] for a more in-depth discussion.

The most fundamental LDP in log gases is found in [3]. Adapting their results to our setting, it was proved that in the regime \( \beta = 1 \) and \( d = 1 \), the push-forward of \( P_{N,\beta} \) by \( \text{emp}_N \) satisfies an LDP at speed \( N^2 \) with rate function given by

\[
\mathcal{F}(\mu) = \mathcal{I}_V(\mu) - \mathcal{I}_V(\mu_V).
\] (8)

This result was originally motivated by Hermitian Random Matrix Theory.

An analogous statement in dimension 2 was proved in [7]. In [15] the authors deal with a general repulsive interaction \( g \) in dimension \( d \geq 1 \). In [26], the authors derive an LDP for the eigenvalues of some non-symmetric random matrices.

As mentioned before, the regime \( \beta = \frac{C}{N} \) is substantially different since the empirical measure does not converge to the equilibrium measure. We call this the high temperature regime. Nevertheless, it is possible to identify the limit of the empirical measures as the thermal equilibrium measure:

\[
\mu_\beta = \arg\min_{\mu} \mathcal{I}_V(\mu) + \frac{1}{C} \text{ent}[\mu],
\] (9)

where \( \text{ent} \) is given by Definition 2.2, and the minimum is taken over probability measures. Moreover, the push-forward of the Gibbs measure \( P_{N,\beta} \) by the empirical measure satisfies an LDP at speed \( CN \) with rate function

\[
\mathcal{F}(\mu) = \mathcal{I}_V(\mu) + \frac{1}{C} \text{ent}[\mu] - \left( \mathcal{I}_V(\mu_\beta) + \frac{1}{C} \text{ent}[\mu_\beta] \right).
\] (10)

This result can be found in [17], which also treats Coulomb gases on compact manifolds.

In our setting, the intensity and sign of the charge of the particles are fixed; in reference, [8], however, the authors also consider the case of the intensity of the charges being a random variable which takes values in \( \{-1, 1\} \). Having positive
and negative charges implies that there are attractive interactions, which are
crude to deal with.

A widely studied question in Coulomb gases is that of the fluctuations of
the difference between \( \text{emp}_N \) and \( \mu_V \). In order to understand these fluctuations,
it is convenient to multiply this difference by a test function \( \varphi \), the resulting
object is called the first order statistic:

\[
\text{Fluct}_N(\varphi) = N \int \varphi \, d(\text{emp}_N - \mu_V).
\]  

(11)

In [23] it was proved that in two dimensions (under mild technical additional
conditions) \( \text{Fluct}_N(\varphi) \) converges in law to a Gaussian random variable with
mean

\[
\text{mean} = \frac{1}{2\pi} \left( \frac{1}{\beta} - \frac{1}{4} \right) \int_{\mathbb{R}^2} \Delta \varphi \left( 1_{\Sigma} + (\log \Delta V)^{\Sigma} \right)
\]  

(12)

and variance

\[
\text{Var} = \frac{1}{2\pi \beta} \int_{\mathbb{R}^2} |\nabla \varphi^{\Sigma}|^2.
\]  

(13)

In this notation, \( \Sigma \) is the support of the equilibrium measure, and \( g^{\Sigma} \) is the
harmonic extension of \( g \) outside \( \Sigma \), i.e. the only continuous function which
agrees with \( g \) in \( \Sigma \) up to the boundary and is harmonic and bounded in \( \mathbb{R}^2 \setminus \Sigma \).

A related, very similar result was obtained simultaneously in [5]. Analogous
results were obtained in one dimension in [6] and [21], generalizing the work of
[20], [32], and [10]. In [4], the authors derive local laws and moderate deviation
bounds. In [19], the authors derive a CLT for linear statistics of \( \beta \)-ensembles
at high temperature, in this reference, the authors also derive concentration
inequalities. In [31], the author deals with linear statistics replacing \( \mu_V \) with
the thermal equilibrium measure. All of the references just mentioned, except
[31] and [19] deal with \( \beta \) proportional to \( N^{1-\frac{2}{d}} \) for \( d \geq 2 \) (in our notation), or \( \beta \)
constant in \( d = 1 \). This paper wanders into the mainly unexplored territory of
Coulomb gases at general temperature regimes and high dimensions.

Coulomb gases are also widely studied due to their connection with Random
Matrix Theory, see [13, 14, 12, 11] for recent developments. Most of the problems
studied in connection with Random Matrix Theory are in dimensions 1 and 2;
therefore the result in this paper (which holds only in dimensions 3 and higher)
is not applicable to that setting. However, the main result in this paper is
applicable to quaternionic Gaussian ensembles.

Since the equilibrium measure typically has compact support, there are \( N \)
particles in a bounded domain in \( \mathbb{R}^d \), and so, typically the particles are at
distance \( N^{-\frac{1}{2}} \) of each other. After applying a dilation of magnitude \( N^{\frac{1}{2}} \) to
Euclidean space, one observes individual particles. An LDP at speed \( N \) for
Coulomb gases at this scale was obtained in [22], and the rate function combines
two terms: one comes from the Hamiltonian and the other one is related to
entropy. Similar results were obtained in [18] for hyper-singular Riesz gases,
and in [24] for two-component plasmas.

Details of the convergence of \( \text{emp}_N \) to \( \mu_V \) were obtained in [16]. In this
reference, the authors also study the relation between the electric energy and
norms on probability measures. One of their results concerning the convergence of $\text{emp}_N$ to $\mu_V$ is the following: If $\beta > 0$, then under mild additional assumptions, there exist constants $u, v > 0$ depending on $\beta$ and $V$ only such that, for any $N \geq 2$ and

$$r \geq \begin{cases} v\sqrt{\log N} & \text{if } d = 2 \\ vN^{-\frac{d}{2}} & \text{if } d > 2 \end{cases}$$

we have

$$\mathbb{P}_{N,\beta}(W_1(\mu, \nu) \geq r) \leq \exp(-un^2r^2),$$

where $W_1$ is the Wasserstein distance (see [16]).

The main contribution of this paper is to clarify the relationship between temperature scales and length scales for the mesoscopic behavior of particle systems with Coulomb interactions. The way to do this is to look at rare events at a mesoscale and understand them by means of an LDP. An important idea in this work is to exploit the different scaling relations satisfied by the Coulomb energy and the entropy. This work also exploits the smearing technique, used for example in [16, 22, 27, 28]. A large part of this work is devoted to simplifying expressions for partition functions, derived via a variational characterization.

At a macroscopic scale, it has been well-known that the temperature and the energy compete if the energy is of order $\beta = \frac{1}{N}$, in the sense that the empirical field (the macroscopic observable) satisfies an LDP that involves energy and entropy terms. At a microscopic scale, it was recently proved in [22] that the energy and the entropy compete if the temperature is of order $\beta = N^{-\frac{d}{2+2d}}$ (for $d \geq 3$), in the sense that the tagged empirical field (the microscopic observable) satisfies an LDP that involves energy and entropy terms. This raises the natural question: given a length scale between the macroscopic and microscopic, is there a temperature regime in which the temperature and entropy compete (in the sense that there is an LDP containing energy and entropy terms)? This paper answers this question.

Given a length scale, we will identify a critical temperature regime. Of course, this problem is equivalent to identifying a critical length scale given a temperature regime. This last approach was taken in [1]. However, despite analyzing the interplay between temperature and length scale, this work and [1] are pretty much independent. [1] deals with the tagged empirical field: an observable obtained by averaging the empirical field over a certain region. This observable is fundamentally different from the local empirical measure. Furthermore, the $\rho_{\beta}$ identified in [1] does not coincide with the "critical length scale" identified in our work. The main results in this work and in [1] are independent: our results do not follow from [1], and the results in [1] do not follow from our results. The techniques used are also fundamentally different. This work is not an attempt to prove any conjecture in [1].

A significant part of this work is devoted to computing, with high precision, certain partition functions. This is similar to obtaining a Laplace principle, as in [17]. However, the techniques in [17] would only allow us to obtain the leading order term in the partition function. This would be greatly insufficient
to conclude, and so it is necessary to take a different approach in order to identify the next-order terms.

2 Main definitions and statement of main results

This section defines the most important objects for the rest of the paper and states the main results.

We begin with definitions related to the empirical measure.

**Definition 2.1.** Given $X_N \in \mathbb{R}^{d \times N}$, with

$$X_N = (x_1, \ldots, x_N),$$

we denote

$$\text{emp}_N(X_N) = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}. \quad (17)$$

In order to make the notation more clear, we will often write

$$\text{emp}_N$$

instead of

$$\text{emp}_N(X_N). \quad (19)$$

Given $x \in \mathbb{R}^d$ and $R \in \mathbb{R}^+$ we denote by

$$\Box (x, R) = \left( -\frac{R}{2}, \frac{R}{2} \right)^d + x. \quad (20)$$

We will also use the notation

$$\Box_R = \Box(0, R). \quad (21)$$

Let

$$x^\lambda_i = N^\lambda x_i. \quad (22)$$

We now define the main observable of this paper: the local empirical measure

$$\text{lemp}_N^{\lambda}(X_N) = \frac{1}{N^{1-\lambda d}} \sum_{i=1}^{N} \delta_{x^\lambda_i|\Box_R}. \quad (23)$$

Even though $\text{lemp}_N^{\lambda}(X_N)$ depends on $\lambda$ and $X_N$, we will sometimes omit this dependence for ease of notation and simply write $\text{lemp}_N$. Note that $\text{lemp}_N$ is a measure with support contained in $\Box_R$, and with mass which we expect remains bounded if $X_N$ is distributed according to $P_{N,\beta}$.

This paper deals with the empirical measure at a mesoscopic scale, i.e. at a scale $N^{-\lambda}$, where

$$\lambda \in \left( 0, \frac{1}{d} \right). \quad (24)$$
We choose the name mesoscopic because the scale \( \lambda = 0 \) is macroscopic, while the scale \( \lambda = \frac{1}{d} \) is microscopic, i.e., a scale which is of the same order of magnitude as the distance between particles. Without loss of generality, we assume that we blow up around the origin. For the general case, we may simply consider a modified potential.

The idea is to define a mesoscopic observable. This definition is inspired by interpolating between the empirical measure: 

\[
\sum_{i=1}^{N} \delta_{x_i},
\]

and the empirical field: 

\[
\sum_{i=1}^{N} \delta_{x_i}^{N^{-\lambda}}. \]

The factor of \( N^\lambda \) in the dilation corresponds to a mesoscale, while the normalizing factor of \( N^{1-\lambda d} \) is necessary to obtain a bounded nonzero quantity. Note that the local empirical measure is, in general, not a probability measure but only a positive measure. The local empirical measure is more similar to the empirical measure in the sense that it converges to a continuous measure.

We now define the most basic functionals used in the paper: energy and entropy. We also define a few modifications of the functionals which will be used throughout the paper.

**Definition 2.2.** Given two measures \( \mu \) and \( \rho \), the relative entropy \( \text{ent}[\mu|\rho] \) is defined as

\[
\text{ent}[\mu|\rho] = \begin{cases} 
\int \log \left( \frac{d\mu}{d\rho} \right) d\mu & \text{if } \mu \ll \rho \\
\infty & \text{o.w.} 
\end{cases}
\]

(25)

The entropy of a measure \( \text{ent}[\mu] \) is defined as \( \text{ent}[\mu|\mathcal{L}] \), where \( \mathcal{L} \) denotes the Lebesgue measure on \( \mathbb{R}^d \).

In the remainder of the paper, we commit the abuse of notation of not distinguishing between a measure and its density.

**Definition 2.3.** The electric energy of a measure \( \nu \) is defined as

\[
\mathcal{E}(\nu) = \iint_{\mathbb{R}^d \times \mathbb{R}^d} g(x-y) d\nu(x) d\nu(y),
\]

(26)

and

\[
\mathcal{E}^\Delta(\nu) = \iint_{\mathbb{R}^d \times \mathbb{R}^d \setminus \Delta} g(x-y) d\nu(x) d\nu(y),
\]

(27)

where

\[
\Delta = \{(x,x) \in \mathbb{R}^d \times \mathbb{R}^d \}.
\]

(28)

Given a measurable set \( \Omega \subset \mathbb{R}^d \), we will also use the notation

\[
\mathcal{E}^\Delta_{\Omega}(\nu) = \iint_{\mathbb{R}^d \times \mathbb{R}^d \setminus \Delta_\Omega} g(x-y) d\nu(x) d\nu(y),
\]

(29)

where

\[
\Delta_\Omega = \{(x,x) \in \Omega \times \Omega \}.
\]

(30)

**Definition 2.4.** We define the free energy of a measure as

\[
\mathcal{E}_\beta(\mu) = \mathcal{I}_V(\mu) + \frac{1}{N^\beta} \int_{\mathbb{R}^d} \mu \log(\mu).
\]

(31)
We define the thermal equilibrium measure $\mu_\beta$ as

$$\mu_\beta = \arg\min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \mathcal{E}_\beta(\mu),$$

(32)

where $\mathcal{P}(\mathbb{R}^d)$ denotes the set of probability measures on $\mathbb{R}^d$. More generally, we will use the notation $\mathcal{P}(\Omega)$ for the set of probability measures on $\Omega \subset \mathbb{R}^d$.

For existence, uniqueness and basic properties of $\mu_\beta$ see [2].

We also define the equilibrium measure $\mu_V$ by

$$\mu_V = \arg\min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \mathcal{I}_V(\mu),$$

(33)

where $\mathcal{I}_V$ is given by equation (7).

For existence, uniqueness and basic properties of $\mu_V$ see for example [30] and references therein.

We proceed with a few definitions regarding measures.

**Definition 2.5.** Given a measurable set $\Omega \subset \mathbb{R}^d$, we denote $\mathcal{M}(\Omega)$ the space of measures on $\Omega$ which are either of bounded variation or have a definite sign.

We also define, for any $\mu \in \mathcal{M}(\Omega)$

$$|\mu| = \mu(\Omega).$$

(34)

**Definition 2.6.** Given a measurable set $\Omega$, and a measure $\mu$ on $\Omega$, we define the bounded Lipschitz norm of $\mu$, denoted $\|\mu\|_{BL}$ as

$$\|\mu\|_{BL} = \sup_{f \in \text{Lip}_b(\Omega)} \int_{\mathbb{R}^d} f \, d\mu,$$

(35)

where $\text{Lip}_b(\Omega)$ denotes the set of Lipschitz functions on $\Omega$ whose absolute value is bounded by 1, and Lipschitz constant is also smaller than 1.

Unless otherwise specified, any distance between measures will refer to the bounded Lipschitz norm. In particular, given $\varepsilon > 0$ we define

$$B(\nu, \varepsilon) = \{ \mu \in \mathcal{M}(\Omega) | |\mu - \nu|_{BL} \leq \varepsilon \}.$$

(36)

We recall that the bounded Lipschitz norm metricizes the topology of weak convergence.

**Definition 2.7.** Let $\mu, \nu \in \mathcal{M}^+(\Omega)$, we define

$$\mathcal{N}[\mu, \nu] = \text{ent}[\mu|\nu] + |\nu| - |\mu|,$$

(37)

where $\mathcal{M}^+(\Omega)$ denotes the set of positive measures on a set $\Omega$.

We will now introduce the rate functions for the different LDP’s. These rate functions are based on the entropy functional, the energy functional, or both.

**Definition 2.8.** Given a domain $\Omega \subset \mathbb{R}^d$ and a scalar $\alpha \in \mathbb{R}^+$, we define the function $\Phi^\alpha_\Omega$, defined for an absolutely continuous measure $\mu$ on $\Omega$ as

$$\Phi^\alpha_\Omega(\mu) = \inf_{\rho \in \mathbb{R}^d \setminus \mathbb{R}^d} \int_{\mathbb{R}^d \times \mathbb{R}^d} g(x-y)(\mu(x) + \rho(x) - \alpha)\, dx \mu(y) + \rho(y) - \alpha \, dy.$$

(38)
Definition 2.9. Given a measure $\nu$, we define the measure $\nu^\tau$ as

$$\nu^\tau(\Omega) = \tau_d \nu(\tau^{-1}\Omega).$$

(39)

For a measure $\mu$ defined on $\Omega$, we denote by

$$T_N^\lambda(\nu) = \inf_{\rho \in M_+ \setminus \Omega \setminus \mu} \left( \frac{1}{2} \mathcal{E}(\nu + \rho - \mu_N^\lambda) - \int_{\mathbb{R}^d} \log(\mu_N^\lambda) d\rho + \text{ent}[ho] \right),$$

(40)

where the infimum is taken over $\rho$ such that

$$\int_{\mathbb{R}^d} \nu + \rho - \mu_N^\lambda = 0.$$  

(41)

We also define

$$T_N^\lambda(\nu) = T_N^\lambda(\nu) + \text{ent}[\nu|\mu(0)1_\Omega].$$

(42)

In this paper, we deal with general a general potential $V$. We only impose some regularity and growth conditions, which we make precise in the next definition.

Definition 2.10. We call a potential $V : \mathbb{R}^d \to \mathbb{R}$, with $d \geq 3$ admissible if:

1. $V \in C^2$.
2. $$\lim_{x \to \infty} V(x) = \infty.$$  

(43)

3. $$\int_{|x|>1} \exp(-\alpha V(x)) \, dx < \infty$$

(44)

for all $\alpha > 0$.

4. $$\Delta V \geq \alpha > 0$$

(45)

for some $\alpha$, in a neighborhood of $\Sigma$, defined as the support of $\mu_V$.

5. $V|_\Sigma \in C^\infty(\Sigma)$.

6. $0 \in \text{int}(\Sigma)$.

Remark 2.1. If $V$ is admissible, the equilibrium measure $\mu_V$ is bounded and has compact support, see [30].

Finally, before stating the main result, we recall the definition of rate function and Large Deviations Principle (LDP).

Definition 2.11. (Rate function) Let $X$ be a metric space (or a topological space). A rate function is a l.s.c. function $I : X \to [0, \infty]$, it is called a good rate function if its sublevel sets are compact.
**Definition 2.12 (LDP).** Let $P_N$ be a sequence of Borel probability measures on $X$ and $a_N$ a sequence of positive reals such that $a_N \to \infty$. Let $I$ be a good rate function on $X$. The sequence $P_N$ is said to satisfy a Large Deviations Principle (LDP) at speed $a_N$ with (good) rate function $I$ if for every Borel set $E \subset X$ the following inequalities hold:

$$-\inf_{E^\circ} I \leq \liminf_{N \to \infty} \frac{1}{a_N} \log (P_N(E)) \leq \limsup_{N \to \infty} \frac{1}{a_N} \log (P_N(E)) \leq -\inf_{\overline{E}} I,$$

where $E^\circ$ and $\overline{E}$ denote respectively the interior and the closure of a set $E$. Formally, this means that $P_N(E) \simeq \exp(-a_N \inf_{E} I)$.

The main result of this paper is the following theorem:

**Theorem 2.1.** Assume that $d \geq 3$ and the potential $V$ are admissible. Let $\beta = N^{-\gamma}$ with $\gamma \in (\frac{2d}{d+2}, 1)$. Assume that $\mu_V$ is bounded away from 0 inside its support. Let

$$\gamma^* = 1 - 2\lambda,$$

and assume that

$$\lambda < \frac{1}{d(d+2)}.$$

Then:

- If $\gamma < \gamma^*$ (subcritical regime) then the push-forward of $P_{N,\beta}$ by $\text{lemp}_N$ satisfies an LDP in the topology of weak convergence at speed $\beta N^{2-(d+2)\lambda}$ and rate function

$$\frac{1}{2} \Phi^{\mu_V(0)}(\mu).$$

- If $\gamma > \gamma^*$ (supercritical regime) then the push-forward of $P_{N,\beta}$ by $\text{lemp}_N$ satisfies an LDP in the topology of weak convergence at speed $N^{1-\lambda d}$ and rate function

$$N[\mu|\mu_V(0)\mathbf{1}_{\Theta(\beta)}].$$

- If $\gamma = \gamma^*$ (critical regime) and $\nu \in L^\infty$ then

$$\lim \limsup_{\epsilon \to 0} \limsup_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log (P_{N,\beta}(\text{lemp}_N \in B(\nu, \epsilon))) + T_{\lambda}^N(\nu) \right) = 0.$$

Similarly,

$$\lim \liminf_{\epsilon \to 0} \liminf_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log (P_{N,\beta}(\text{lemp}_N \in B(\nu, \epsilon))) + T_{\lambda}^N(\nu) \right) = 0.$$

**Remark 2.2.** The rate functions have the same minimizer in all cases: $\mu_V(0)\mathbf{1}_{\Theta(\beta)}$. This is clear, since in this temperature regime, the empirical measure concentrates on the thermal equilibrium measure for all scales larger than $N^{-\frac{1}{d}}$, as was proved in [25]. The typical event, therefore, is trivial; and it is a rare event that deserves to be looked at.
Remark 2.3. Nearly all hypotheses in Theorem 2.1 are essential. The hypothesis that \( \lambda < \frac{1}{d(d+2)} \), however is not. It is an artifact of the proof, and it is needed to bound a specific error term. Bounding this error term is necessary if one uses the regularization procedure, i.e. it is needed to bound the difference between the energy of a discrete probability measure and a continuous one. This technique is very common in the field. We expect that a similar result will be true for \( \lambda \geq \frac{1}{d(d+2)} \), but proving this would require essentially different techniques.

Remark 2.4. It is natural to ask if there is an analog of Theorem 2.1 in the extreme cases
\[
\beta = N^{-1}, \lambda = 0 \quad \text{and} \quad \beta = N^{-\frac{d-2}{d}}, \lambda = \frac{1}{d}. \quad (53)
\]
In the case
\[
\beta = N^{-1}, \lambda = 0, \quad (54)
\]
Theorem 2.1 has a very natural generalization, as mentioned in the introduction. It was proved in [17] that \( \text{emp}^N \) satisfies an LDP at speed \( N \) with rate function
\[
\mathcal{F}(\mu) = I_V(\mu) + \text{ent}[\mu] - (I_V(\mu_\beta) + \text{ent}[\mu_\beta]). \quad (55)
\]
The case
\[
\beta = N^{-\frac{d-2}{d}}, \lambda = \frac{1}{d}. \quad (56)
\]
is substantially different, because at a microscopic scale, we do not observe a continuous distribution but rather individual particles. A similar problem was treated in [22]. Even though the result is substantially different, it has a similar flavor, since the authors prove an LDP at speed \( N \) in which the rate function contains the sum of an entropy term and an electric energy term.

3 Additional definitions

We proceed with a few additional definitions related to the empirical measure.

Definition 3.1. Let \( R \in \mathbb{R}^+ \) be fixed, and \( X_N \in \mathbb{R}^{d\times N} \). We define \( y_i, z_j \) such that
\[
X_N = (y_1, y_2, \ldots, y_{i_N}, z_1, z_2, \ldots, z_{j_N}), \quad (57)
\]
where
\[
y_k \in \square_{N^\lambda}, \quad z_k \notin \square_{N^\lambda}, \quad (58)
\]
and
\[
i_N + j_N = N. \quad (59)
\]
Let
\[
Y_N = (y_1, \ldots, y_{i_N}) \quad (60)
\]
and
\[
\text{emp}'_N(Y_N) = \frac{1}{N} \sum_{k=1}^{i_N} \delta_{y_k}. \quad (61)
\]
Similarly, let
\[
Z_N = (z_1, \ldots, z_{i_N}). \quad (62)
\]
Definition 3.2. Given an integer $M$, and $\epsilon > 0$, we denote by $A^\epsilon_M(\Omega)$ the set of measures which are purely atomic with weight $\epsilon$, i.e.

$$A^\epsilon_M(\Omega) = \{ \mu \in M^+(\Omega) | \mu = \epsilon \sum_{i=1}^M \delta_{x_i} \}. \quad (63)$$

Given a measure $\mu \in M^+(\mathbb{R}^d)$, an integer $M$, a region $\Omega \subset \mathbb{R}^d$ and $\epsilon > 0$, we define

$$W^{M,\mu}_{\Omega,\epsilon}(\nu) = \inf_{\rho \in A^\epsilon_M(\mathbb{R}^d \setminus \Omega)} E(\nu + \rho - \mu), \quad (64)$$

where $\nu \in M^+(\Omega)$.

We also define

$$T^{N,\epsilon}_{\lambda}(\nu) = \inf_{\rho \in M^+(\mathbb{R}^d \setminus \Omega)} \left( \frac{1}{2} E_\square \left( \nu + \rho - \mu^{N,\epsilon}_\lambda \right) - \int_{\mathbb{R}^d} \log \left( \mu^{N,\epsilon}_\lambda \right) d\rho + \text{ent} [\mu] \right), \quad (65)$$

where the infimum is taken over $\rho$ such that

$$\int_{\mathbb{R}^d} \nu + \rho - \mu^{N,\epsilon}_\lambda dx = 0. \quad (66)$$

The definition of $T^{N,\epsilon}_{\lambda}$ is almost the same as $T^{N}_{\lambda}$ but omitting the diagonal inside the square $\square_R$ in the computation of the Coulomb energy. This modification allows for the quantity to be finite for atomic measures inside the cube.

Given $\alpha \in \mathbb{R}^+$ we also define

$$F^{N,\epsilon}_{\square_R}(\nu) = \inf_{\rho \in M^+(\mathbb{R}^d \setminus \square_R)} E(\nu + \rho - \alpha), \quad (67)$$

where the inf is taken over all $\rho \in C^\infty$ such that

$$\int_{\mathbb{R}^d} \rho + \nu - \alpha dx = 0. \quad (68)$$

We generalize the definition of $\Phi^{N}_{\Omega}(\nu)$ to a more general setting in which the background measure is not necessarily constant out of $\Omega$. Given a set $\Omega \subset \mathbb{R}^d$ and a background measure $\mu \in M(\mathbb{R}^d)$,

$$\Phi^{\mu}_{\Omega}(\nu) = \inf_{\rho \in M^+(\mathbb{R}^d \setminus \Omega)} E(\nu + \rho - \mu). \quad (69)$$

We now define an analog of $\Phi^{\mu}_{\Omega}(\nu)$ for measures that are not absolutely continuous. Given a measurable set $\Omega \subset \mathbb{R}^d$, a positive measure $\mu$ on $\mathbb{R}^d$, $\Phi^{\mu}_{\Omega,\epsilon}(\nu)$ is defined for a measure $\nu$ on $\Omega$ as

$$\Phi^{\mu}_{\Omega,\epsilon}(\nu) = \inf_{\rho \in M^+(\mathbb{R}^d \setminus \Omega)} E^{\epsilon}_{\Omega}(\nu + \rho - \mu). \quad (70)$$

We also introduce the notation.

$$\mathcal{G}(\mu, \nu) = \iint_{\mathbb{R}^d \times \mathbb{R}^d} g(x-y) d\mu(x) d\nu(y). \quad (71)$$
Remark 3.1. Note that

\[(\text{emp}_N(Y_N))^{N\lambda} = \text{emp}_N.\] (72)

Note also that for any \(\alpha \in \mathbb{R}^+\), \(E\) has the scaling relation

\[E(\mu^\alpha) = \alpha^{d+2}E(\mu),\] (73)

and therefore \(W_{\Omega,\epsilon,\mu}(\nu)\) has the scaling relation

\[W_{\Omega,\epsilon,\mu}(\nu) = \alpha^{-(d+2)}W_{\alpha\Omega,\alpha\epsilon,\mu}(\nu^\alpha).\] (74)

Lastly, we introduce notation that will be used throughout the work.

Remark 3.2 (Notation). Given \(\epsilon > 0\), we denote by \(\lambda_\epsilon\) the uniform probability measure on \(\partial B(0, \epsilon)\).

4 Preliminary results

In this section, we will prove some preliminary results needed for the main Theorem.

We begin with a splitting formula around the thermal equilibrium measure, which is an analog of the usual splitting formula (see for example [28]).

Proposition 4.1. The Hamiltonian \(H_N\) can be split into:

\[H_N(X_N) = N^2E_\beta(\mu_\beta) + N\sum_{i=1}^{N}\zeta_\beta(x_i) + \frac{N^2}{2}E^s(\text{emp}_N - \mu_\beta),\] (75)

where

\[\zeta_\beta = -\frac{1}{N\beta} \log (\mu_\beta).\] (76)

Proof. See [1].

Definition 4.1. In analogy with previous work in this field [1, 23, 6, 22], we define a next order partition function \(K_{N,\beta}\), as

\[K_{N,\beta} = Z_{N,\beta} \exp (-N^2\beta E_\beta(\mu_\beta)).\] (77)

Using (77), we may rewrite the Gibbs measure as

\[dP_{N,\beta}(x_1...x_N) = \frac{1}{K_{N,\beta}} \exp \left(\frac{1}{2}N^2\beta E^s(\text{emp}_N - \mu_\beta)\right) \Pi_{i=1}^{N}\mu_\beta(x_i)dx_i.\] (78)

We also need the following piece of information about \(\mu_\beta\), which can be deduced from [2], Theorem 1.
Remark 4.1. Let $T > 0, \lambda > 0$ and assume that $\lim_{N \to \infty} N \beta = \infty$, and the potential $V$ is admissible, then
\[
\|\mu_N^\beta - \mu_V(0)\|_{L^\infty(B(0,T))} \to 0. \tag{79}
\]

We proceed to prove some elementary properties about the rate functions in Theorem 2.1.

Claim 4.1. For any $\alpha, R > 0$, the function $N(\nu | \alpha 1_{\Box R})$ is a convex (in $\nu$) rate function.

Proof. Since convexity and l.s.c. are immediate from the convexity and l.s.c. of $\text{ent}$, we need only show that $N(\nu | \alpha 1_{\Box R})$ is positive for any $\nu \in \mathcal{M}^+(\Box R)$. Throughout the proof, we will use the notation
\[
\nu = \frac{1}{R^d} \int_{\Box R} \nu dx. \tag{80}
\]
Using Jensen’s inequality, the convexity of $x \mapsto x \log x$, and doing a first-order Taylor expansion of $x \log x$, we have
\[
N(\nu | \alpha 1_{\Box R}) = \int_{\Box R} \log \left( \frac{\nu}{\alpha} \right) \nu dx + R^d \alpha - |\nu| \\
= \int_{\Box R} \log \left( \frac{\nu}{\alpha} \right) \frac{\nu}{\alpha} dx + R^d \alpha - |\nu| \\
\geq \int_{\Box R} \log \left( \frac{\nu}{\alpha} \right) \frac{\nu}{\alpha} dx + R^d \alpha - |\nu| \\
= R^d \alpha \log \left( \frac{\nu}{\alpha} \right) \frac{\nu}{\alpha} + R^d \alpha - |\nu| \\
\geq R^d \alpha \left( \frac{\nu}{\alpha} - 1 \right) + R^d \alpha - |\nu| \\
= 0. \tag{81}
\]

The following claim is standard and can be found, for example, in [25].

Lemma 4.1. The energy $\mathcal{E}$ is l.s.c. w.r.t. to weak $H^{-1}$ convergence.

With the help of Lemma 4.1, we can prove some elementary properties about $\Phi^\alpha_{\Box R}$.

Lemma 4.2. For any $R, \alpha > 0$ and any measure $\mu$ in $\Box R$ such that $\mathcal{E}(\mu) < \infty$, the infimum in the definition of $\Phi^\alpha_{\Box R}(\mu)$ is achieved.

Proof. Let $\rho_N$ be a minimizing sequence for
\[
\inf_{\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \Box R)} \mathcal{E}(\mu + \rho - \alpha). \tag{82}
\]
Note that
\[ \limsup_{N \to \infty} \mathcal{E}(\mu + \rho_N - \alpha) < \infty. \]  
(83)

Hence, modulo a subsequence,
\[ \rho_N \rightharpoonup \rho \]  
weakly in \( H^{-1} \) for some \( \rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \Box_R) \). By l.s.c. of \( \mathcal{E} \), we have
\[ \mathcal{E}(\mu + \rho - \alpha) \leq \liminf_{N \to \infty} \mathcal{E}(\mu + \rho_N - \alpha) \]
(85)

\[ = \inf_{\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \Box_R)} \mathcal{E}(\mu + \rho - \alpha). \]

We now prove that the function \( \Phi_{\Box_R}^\alpha \) is a convex rate function for any \( \alpha, R > 0 \).

**Claim 4.2.** For any \( \alpha, R > 0 \), the function \( \Phi_{\Box_R}^\alpha \) is a convex rate function.

**Proof.** We first prove convexity. Let \( \mu, \nu \) be measures on \( \Box_R \) such that \( \Phi_{\Box_R}^\alpha (\mu) + \Phi_{\Box_R}^\alpha (\nu) < \infty \). Let
\[ \rho_\mu = \arg\min_{\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \Box_R)} \mathcal{E}(\mu + \rho - \alpha), \]
(86)

and
\[ \rho_\nu = \arg\min_{\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \Box_R)} \mathcal{E}(\nu + \rho - \alpha). \]
(87)

Then, using the convexity of \( \mathcal{E} \) we have
\[ \Phi_{\Box_R}^\alpha \left( \frac{1}{2} (\mu + \nu) \right) \leq \mathcal{E} \left( \frac{1}{2} (\mu + \nu) + \frac{1}{2} (\rho_\mu + \rho_\nu - \alpha) \right) \]
\[ \leq \frac{1}{2} \left( \mathcal{E}(\mu + \rho_\mu - \alpha) + \mathcal{E}(\nu + \rho_\nu - \alpha) \right) \]
(88)
\[ = \frac{1}{2} (\Phi_{\Box_R}^\alpha (\mu) + \Phi_{\Box_R}^\alpha (\nu)). \]

This proves the convexity of \( \Phi_{\Box_R}^\alpha \). We now turn to prove that \( \Phi_{\Box_R}^\alpha \) is l.s.c. Since it is clearly positive, this will conclude the proof. Let \( \mu \) be a measure in \( \Box_R \) such that \( \Phi_{\Box_R}^\alpha (\mu) < \infty \) and let \( \mu_n \) be a sequence of measures in \( \Box_R \) such that
\[ \mu_n \rightharpoonup \mu \]
(89)

weakly in the sense of measures. Let
\[ \rho_n = \arg\min_{\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \Box_R)} (\mathcal{E}(\mu_n + \rho - \alpha)). \]
(90)

Note that
\[ \limsup_{n \to \infty} \mathcal{E}(\mu_n + \rho_n - \alpha) < \infty. \]
(91)

Then by precompactness, we have that the sequence \( \mu_n + \rho_n - \alpha \) is precompact in the weak \( H^{-1} \) topology (note that we are not claiming precompactness for
convergence in the BL metric, which is clearly not true in general). Let $\sigma$ be such that
\[ \mu_n + \rho_n - \alpha \rightharpoonup \sigma. \quad (92) \]
It is easy to see that $\sigma$ and $\mu - \alpha \mathbb{1}_{\Box_R}$ agree in the interior of $\Box_R$. Note also that
\[ \rho := \sigma - (\mu - \alpha \mathbb{1}_{\Box_R}) \quad (93) \]
is a positive measure, and therefore it can be used as a test function in the definition of $\Phi_{\alpha, \Box_R}$. Then, using l.s.c. of $\mathcal{E}$ we have
\[ \Phi_{\alpha, \Box_R}(\mu) \leq \mathcal{E}(\mu + \rho - \alpha) \leq \liminf_{n \to \infty} \mathcal{E}(\mu_n + \rho_n - \alpha) = \liminf_{n \to \infty} \Phi_{\alpha, \Box_R}^{\dagger}(\mu_n). \quad (94) \]

We will now prove that the rate functions are good.

**Claim 4.3.** For any $R, \alpha > 0$, the function $\mathcal{N}(\mu|\alpha \mathbb{1}_{\Box_R})$ is a good rate function, i.e. sublevel sets are precompact in the topology of weak convergence of measures.

**Proof.** Consider the sublevel sets
\[ L_M = \{ \mu \in \mathcal{M}^+(\Box_R) | \mathcal{N}(\mu|\alpha \mathbb{1}_{\Box_R}) < M \}. \quad (95) \]
We will prove that there exists $N$ such that if
\[ \mu \in L_M \quad (96) \]
then
\[ |\mu| \leq N, \quad (97) \]
which will imply the desired compactness. Let
\[ \overline{\mu} = \frac{1}{R^d} \int_{\Box_R} d\mu. \quad (98) \]
Using Jensen’s inequality, we have
\[ \mathcal{N}(\mu|\alpha \mathbb{1}_{\Box_R}) \geq \mathcal{N}(\overline{\mu}|\alpha \mathbb{1}_{\Box_R}) = R^d \alpha \left( \frac{\overline{\mu}}{\alpha} \log \left( \frac{\overline{\mu}}{\alpha} \right) - \frac{\overline{\mu}}{\alpha} + 1 \right). \quad (99) \]
Since $x \log(x) - x \to \infty$ as $x \to \infty$, we have that there exists $N$ such that $|\mu| < N$ if $\mu \in L_M$. Hence, $L_M$ is precompact in the topology of weak convergence. \hfill \Box

We now prove that $\Phi_{\alpha, \Box_R}^{\dagger}$ is a good rate function.

**Claim 4.4.** For any $R, \alpha > 0$ the function $\Phi_{\alpha, \Box_R}^{\dagger}$ is a good rate function, i.e. sublevel sets are precompact in the topology of weak convergence of measures.
Proof. Let $\mu_n \in \mathcal{M}^+(\square_R)$ be such that
\[
\limsup_{n \to \infty} \Phi_{\alpha, \mu_n}(\mu_n) < \infty.
\] (100)

Let
\[
\rho_n = \arg\min_{\rho \in \mathcal{M}^+(\mathbb{R} \setminus \square_R)} \mathcal{E}(\mu_n + \rho - \alpha).
\] (101)

Since we are assuming equation (100), we have that $\mu_n + \rho_n$ converges, modulo a subsequence (not relabelled) weakly in the $H^{-1}$ topology. Hence the restriction to $\square_R$, $\mu_n$ converges weakly in the $H^{-1}$ topology. In particular,
\[
\limsup_{n \to \infty} \mathcal{E}(\mu_n) < \infty.
\] (102)

Since $\mu_n$ is a positive measure, equation (102) implies that
\[
\limsup_{n \to \infty} |\mu_n| < \infty,
\] (103)
which implies that modulo a subsequence (not relabelled) $\mu_n$ converges in the topology of weak convergence of probability measures.

\[\square\]

5 Proof of upper bound

In this section, we prove the upper bound of Theorem 2.1. Recall that we use the notation
\[
X_N = (y_1, \ldots, y_{i_N}, z_1, \ldots, z_{j_N}),
\] (104)
with
\[
y_m \in \square_R, \quad z_m \notin \square_R.
\] (105)

Proof of Theorem 2.1, upper bound. We begin by using the splitting formula for the thermal equilibrium measure (Proposition (4.1)). Let $\epsilon, R > 0$ and $\nu \in \mathcal{M}^+(\square_R)$, then
\[ P_{N, \beta} (\text{lemp}_N \in B(\nu, \epsilon)) = \]
\[ \frac{1}{Z_{N, \beta}} \int_{X_N: \text{lemp}_N \in B(\nu, \epsilon)} \exp (-\beta H(X_N)) \, dX_N = \]
\[ \frac{1}{K_{N, \beta}} \int_{X_N: \text{lemp}_N \in B(\nu, \epsilon)} \exp \left( -\frac{1}{2} \beta N^2 \mathcal{E}_\nu (\text{emp}_N - \mu_\beta) \right) \prod_{i=1}^{N} \mu_\beta(x_i) \, dx_i \leq \]
\[ \frac{1}{K_{N, \beta}} \int_{X_N: \text{lemp}_N \in B(\nu, \epsilon)} \exp \left( -\frac{1}{2} \beta N^2 W_{\square_R, N-1+\lambda}^{N-1, \mu_\beta} (\text{emp}_N') \right) \prod_{i=1}^{N} \mu_\beta(x_i) \, dx_i = \]
\[ \frac{1}{K_{N, \beta}} \sup_{\mu \in B(\nu, \epsilon)} \sup_{\nu, \epsilon} \int_{X_N: \text{lemp}_N \in B(\nu, \epsilon)} \exp \left( -\frac{1}{2} \beta N^2 \mathcal{E}_\nu (\text{emp}_N - \mu_\beta) \right) \prod_{i=1}^{N} \mu_\beta(x_i) \, dx_i. \]  

In order to pass from the third to the fourth line, we have used that
\[ \frac{1}{K_{N, \beta}} \int_{X_N: \text{lemp}_N \in B(\nu, \epsilon)} \exp \left( -\frac{1}{2} \beta N^2 \mathcal{E}_\nu (\text{emp}_N - \mu_\beta) \right) \prod_{i=1}^{N} \mu_\beta(x_i) \, dx_i \leq \]
\[ \frac{1}{K_{N, \beta}} \int_{X_N: \text{lemp}_N \in B(\nu, \epsilon)} \exp \left( -\frac{1}{2} \beta N^2 \mathcal{E}_\nu (\text{emp}_N - \mu_\beta) \right) \exp \inf_{x \in \mathbb{R}^d \setminus \square_{R_N-\lambda}} \mathcal{E}_\nu (\text{emp}_N - \mu_\beta) \prod_{i=1}^{N} \mu_\beta(x_i) \, dx_i, \]  

since for any \( Z_\nu^* \in (\mathbb{R}^d \setminus \square_{R_N-\lambda})^{\lambda N} \)
\[ \mathcal{E}_\nu (\text{emp}_N (Y_N, Z_N^*) - \mu_\beta) \geq \inf_{x \in \mathbb{R}^d \setminus \square_{R_N-\lambda}} \mathcal{E}_\nu (\text{emp}_N (Y_N, Z_N) - \mu_\beta). \]  

But given \( y_i \in \square_{R_N-\lambda} \), we have
\[ \inf_{Z_N \in (\mathbb{R}^d \setminus \square_{R_N-\lambda})^{\lambda N}} \mathcal{E}_\nu (\text{emp}_N - \mu_\beta) \geq W_{\square_R, N}^{N-1, \mu_\beta} (\text{emp}_N'), \]  

see equation (64).

We now treat each of the terms in the last line of equation (106) individually. The second term is the easier, and we will deal with it at the end of this section. More specifically, we will prove the following lemma:

**Lemma 5.1.** Let \( R, \epsilon > 0 \) and \( \nu \in \mathcal{M}_+(\square_R) \). Then
\[ \limsup_{N \to \infty} \left( \frac{1}{N^{1-\lambda \delta}} \log \left( \int_{X_N: \text{lemp}_N \in B(\nu, \epsilon)} \prod_{i=1}^{N} \mu_\beta(x_i) \, dx_i \right) \right) \leq \]
\[ - \inf_{\mu \in B(\nu, \epsilon)} \mathcal{N}(\mu | \mu_N(0) 1_{\square_R}). \]
The analysis of the first term is more delicate, and we deal with it in section 6. The result we prove is the following:

**Lemma 5.2.** Let $R, \epsilon > 0$, let $\nu \in \mathcal{M}^+(\Box_R)$ and $i_N$ be an integer smaller than or equal to $N$. Then

$$\inf_{\mu \in B(\nu, \delta)} \Phi_{\Box_R}^{(0)}(\mu) \leq \liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta) \cap A_{N^{-1+\lambda d}}(\Box_R)} W_{\Box_R, N^{-1+\lambda d}}^{N-i_N+\lambda d}(\mu). \quad (111)$$

Furthermore, for any $\nu \in \mathcal{M}^+(\Box_R)$ such that $E(\nu) < \infty$ we have

$$\lim_{N \to \infty} \left| \Phi_{\Box_R}^{(0)}(\nu) - \Phi_{\Box_R}^{\mu_N^{\lambda}}(\nu) \right| = 0. \quad (112)$$

We will now finish the proof of the upper bound in Theorem 2.1 using Lemmas 5.1 and 5.2. We start with the last line of equation (106):

$$P_{N, \beta} \left( \text{lemp}_{N} \in B(\nu, \epsilon) \right) \leq \frac{1}{K_{N, \beta}} \sup_{\mu \in B(\nu, \epsilon) \cap A_{N^{-1+\lambda d}}(\Box_R)} \left\{ \exp \left( \frac{1}{2} \beta N^{-(d+2)\lambda} W_{\Box_R, N^{-1+\lambda d}}^{N-i_N+\lambda d}(\mu) \right) \right\} \int_{X_N \setminus \text{lemp}_{N} \in B(\nu, \epsilon)} \prod_{i=1}^{N} \mu(\beta) \mu_{N}(d\mu_{i}). \quad (113)$$

Using results from [27], or from [1], we know that

$$| \log(K_{N, \beta}) | \leq C \beta N^{2-\frac{d}{4}}, \quad (114)$$

using the hypothesis that $\lambda < \frac{1}{d(d+2)}$ we have that

$$| \log(K_{N, \beta}) | = o(\min(\beta N^{2-\lambda(d+2)}, N^{1-\lambda d}). \quad (115)$$

Bounding this error term (and bounding a similar error term in the upper bound) is the only step in which we use the hypothesis that $\lambda < \frac{1}{d(d+2)}$.

Note that, if $\gamma < \gamma^*$ then

$$2 - (d+2)\lambda - \gamma > 1 - \lambda d, \quad (116)$$

and so

$$\limsup_{N \to \infty} \frac{1}{\beta N^{2-(d+2)\lambda}} \log(P_{N, \beta} \left( \text{lemp}_{N} \in B(\nu, \epsilon) \right)) \leq \frac{1}{2} \inf_{\mu \in B(\nu, \epsilon)} \Phi_{\Box_R}^{(0)}(\mu). \quad (117)$$

And finally, if $\gamma > \gamma^*$ then

$$2 - (d+2)\lambda - \gamma < 1 - \lambda d, \quad (118)$$

and so

$$\limsup_{N \to \infty} \frac{1}{N^{1-\lambda d}} \log(P_{N, \beta} \left( \text{lemp}_{N} \in B(\nu, \epsilon) \right)) \leq \inf_{\mu \in B(\nu, \epsilon)} N[\mu] \mu_{N}(0) \leq 0. \quad (119)$$
This concludes the proof of the upper bound of Theorem 2.1. We now turn to the proof of the auxiliary lemmas (Lemmas 5.1 and 5.2). We start with Lemma 5.1, which we restate here for convenience:

**Lemma 5.3.** Let $R, \epsilon > 0$ and $\nu \in \mathcal{M}^+(\square_R)$. Then

$$
\limsup_{N \to \infty} \left( \frac{1}{N^{1-\lambda_d}} \log \left( \int_{X} \Pi_{i=1}^{N} \mu_\beta(x_i) dx_i \right) \right) \leq \inf_{\mu \in B(\nu, \epsilon)} (N(\mu|\nu(0) \mathbb{1}_{\square_R})).
$$

(120)

**Proof.** Using Sanov’s theorem and the scaling relation of $\text{ent}$, we have that

$$
\lim_{N \to \infty} \frac{1}{N^{1-\lambda_d}} \log \left( \int_{X} \Pi_{i=1}^{N} \mu_\beta(x_i) dx_i \right) \leq - \inf_{\rho} \text{ent}[\rho|\mu^N_{\beta}],
$$

(121)

where the infimum is taken over $\rho$ such that $|\rho| = N^{\lambda_d}$ and $\rho|_{\square_R} \in B(\nu, \epsilon)$. Note that we may rewrite equation (121) as

$$
\lim_{N \to \infty} \frac{1}{N^{1-\lambda_d}} \log \left( \int_{X} \Pi_{i=1}^{N} \mu_\beta(x_i) dx_i \right) \leq - \inf_{\mu \in B(\nu, \epsilon)} \left( \text{ent}[\rho|\mu^N_{\beta}] + \inf_{\rho} \text{ent}[\rho|\mu_\beta] \right),
$$

(122)

where the infimum is taken over all $\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \square_R)$ such that $|\rho| = N^{\lambda_d} - |\mu|$.

We first determine the optimal $\rho$ in the minimization problem of equation (122) for a given $\mu$. This can be done by adding a Lagrange multiplier for the constraint of mass and then computing the Euler Lagrange equations. The solution is that the minimizer $\rho^*$ is given by

$$
\rho^* = \kappa \mu^N_{\beta} \mathbb{1}_{\mathbb{R}^d \setminus \square_R},
$$

(123)

where $\kappa$ is given by

$$
\kappa = \frac{N^{\lambda_d} - |\mu|}{\int_{\mathbb{R}^d \setminus \square_R} \mu^N_{\beta}}.
$$

(124)

Hence we have that, for each $\mu \in B(\nu, \epsilon),

$$
\lim_{N \to \infty} \text{ent}[\mu + \rho^*|\mu^N_{\beta}] = \lim_{N \to \infty} \text{ent}[\mu|\mu^N_{\beta}] + \int_{\mathbb{R}^d \setminus \square_R} \log(\kappa) \kappa \mu^N_{\beta} dx
$$

$$
= \text{ent}[\mu|\nu(0) \mathbb{1}_{\square_R}] + \lim_{N \to \infty} \kappa (\kappa - 1) \int_{\mathbb{R}^d \setminus \square_R} \mu^N_{\beta} dx.
$$

(125)

In the last equation, we have used Remark 4.1 and the approximation $\log(\kappa) \approx \kappa - 1$, since $\kappa$ tends to 1 as $N$ tends to $\infty$. Recalling that

$$
\int_{\mathbb{R}^d} \mu^N_{\beta} = N^{\lambda_d},
$$

(126)
and using again Remark 4.1 we have that
\[
\lim_{N \to \infty} \kappa (\kappa - 1) \int_{\mathbb{R}^d \setminus \square_R} \mu_N^{N\lambda} dx = R^d \mu_V(0) - |\mu|.
\] (127)

Therefore
\[
\limsup_{N \to \infty} \left( \frac{1}{N^{1-\lambda d}} \log \left( \int_{X_N: \text{empr}_N \in B(\nu, \epsilon)} \prod_{i=1}^N \mu_{\beta}(x_i) dx_i \right) \right) \leq \inf_{\mu \in B(\nu, \epsilon)} \mathcal{N}(\mu|\mu_V(0)1_{\square_R})).
\] (128)

\section{6 Proof of Lemma 5.2}

In this section, we prove Lemma 5.2, which we restate here for convenience:

\textbf{Lemma 6.1.} Let \( R, \epsilon > 0 \), let \( \nu \in \mathcal{M}^+(\square_R) \) and \( i_N \) be an integer smaller than or equal to \( N \). Then
\[
\inf_{\mu \in B(\nu, \delta)} \Phi_{\square_R}^{\mu_V(0)}(\mu) \leq \liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta) \cap A_{N}^{N-1+\lambda d}(\square_R)} W_{\square_R, N^{-1+\lambda d}}(\mu).
\] (129)

Furthermore, for any \( \nu \in \mathcal{M}^+(\square_R) \) such that \( \mathcal{E}(\nu) < \infty \) we have
\[
\lim_{N \to \infty} \left| \Phi_{\square_R}^{\mu_V(0)}(\nu) - \Phi_{\square_R}^{\mu_{\beta}^{N\lambda}}(\nu) \right| = 0.
\] (130)

The idea is that, on the one hand, given our choice of dilation, \((\text{empr}_N)^{N\lambda}\) will converge to a continuous measure on every compact set. This implies that we can replace the infimum over purely atomic measures with the infimum over absolutely continuous measures in \( \mathcal{M}^+(\mathbb{R}^d \setminus \square_R) \). On the other hand, \( \mu_{\beta}^{N\lambda} \) will converge to \( \mu_V(0) \) on compact sets, so we can replace the background measure \( \mu_{\beta}^{N\lambda} \) with \( \mu_V(0) \). We will now make this intuition more rigorous.

\textbf{Proof. Step 1} We claim that
\[
\liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta)} \Phi_{\square_R}^{\mu_{\beta}^{N\lambda}}(\mu) \leq \liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta) \cap A_{N}^{N-1+\lambda d}(\square_R)} W_{\square_R, N^{-1+\lambda d}}(\mu).
\] (131)

To see this, let
\[
\mu = \frac{1}{N} \sum_{i=1}^{i_N} \delta_{y_i},
\] (132)
and
\[
\rho = \frac{1}{N} \sum_{i=1}^{i_N} \delta_{z_i},
\] (133)
with \( y_i \in \square_R, \ z_i \in \mathbb{R}^d \setminus \square_R \) and \( i_N + j_N = N \).

Now we define
\[
\tilde{\mu} = \mu \star \lambda_{N^{-\frac{1}{d}}}
\]
and
\[
\tilde{\rho} = \rho \star \lambda_{N^{-\frac{1}{d}}},
\]
(see Remark 3.2 for notation).

Then
\[
\|\mu - \tilde{\mu}\|_{BL} \leq N^{-\frac{1}{d}}
\]
and we also have, because of Lemmas 9.1, 9.2, 9.3, 9.4 that
\[
E(\tilde{\mu} + \tilde{\rho} - \mu_\beta) \leq E^*(\mu + \rho - \mu_\beta) + CN^{-\frac{1}{d}}.
\]

Note that \( C \) depends only on \( V \) and \( d \), since \( \mu_\beta \) is uniformly bounded in \( N \) for \( N \) large enough, with a bound that depends only on \( V \) and \( d \).

Using the hypothesis that \( \lambda < \frac{1}{d(d+2)} \),

we have that
\[
N^{-\frac{1}{d}} \ll N^{-\lambda(d+2)},
\]
which implies, using the scaling relations of \( \Phi_{\square_R}^{\mu_\beta} \) and \( W_{\square_R}^{N^{-1}\lambda d} \), that
\[
\liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta)} \Phi_{\square_R}^{\mu_\beta} (\mu) \leq \liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta) \cap A_{N^{-1}\lambda d}^{N^{-1}\lambda d} (\square_R)} W_{\square_R}^{N^{-1}\lambda d} (\mu).
\]

**Step 2** We now prove the second part of the claim: that for any \( \nu \in M^+(\square_R) \) such that \( E(\nu) < \infty \) we have
\[
\lim_{N \to \infty} \left| \Phi_{\square_R}^{\mu_\beta} (\nu) - \Phi_{\square_R}^{\mu_\beta} (\nu) \right| = 0.
\]

We will first prove that
\[
\limsup_{N \to \infty} \Phi_{\square_R}^{\mu_\beta} (\nu) \leq \Phi_{\square_R}^{\mu_\beta} (\nu).
\]

To this end, let
\[
\overline{\nu} = \arg\min_{\rho \in M^+(\mathbb{R}^d \setminus \square_R)} E(\rho + \nu - \mu(0)).
\]

For any \( \epsilon > 0 \) let \( T \) be such that
\[
|E ((\overline{\nu} + \nu - \mu(0)) \mathbf{1}_{B(0,T)}) - E (\overline{\nu} + \nu - \mu(0))| \leq \epsilon.
\]
Taking $\mathbf{1}_{(0,T)} + \mu^{N,\lambda}_\beta 1_{\mathbb{R}^d \setminus B(0,T)}$ as a test function in the definition of $\Phi_{\square_R}^{\mu^V}(\nu)$ and using Remark 4.1 we have
\[
\limsup_{N \to \infty} \Phi_{\square_R}^{\mu^N}(\nu) \leq \limsup_{N \to \infty} \mathcal{E} \left( (\overline{\rho} + \nu - \mu^{N,\lambda}_\beta) 1_{B(0,T)} \right) = \mathcal{E} \left( (\overline{\rho} + \nu - \mu(0)) + \epsilon \right) = \Phi_{\square_R}^{\mu^V}(0)(\nu) + \epsilon.
\]
Since $\epsilon > 0$ is arbitrary, we can conclude that
\[
\limsup_{N \to \infty} \Phi_{\square_R}^{\mu^N}(\nu) \leq \Phi_{\square_R}^{\mu^V}(0)(\nu).
\]
We now turn to prove
\[
\Phi_{\square_R}^{\mu^V}(0)(\nu) \leq \liminf_{N \to \infty} \Phi_{\square_R}^{\mu^N}(\nu).
\]
To this end, let
\[
\rho_N = \arg\min_{\rho} \mathcal{E}(\rho + \nu - 1_{\square_R} \mu^{N,\lambda}_\beta),
\]
where $\rho$ is minimized over measures satisfying $\rho \geq -\mu^{N,\lambda}_\beta$ and which are supported in $\mathbb{R}^d \setminus \square_R$.

Note that
\[
\Phi_{\square_R}^{\mu^N}(\nu) = \mathcal{E}(\rho_N + \nu - 1_{\square_R} \mu^{N,\lambda}_\beta).
\]
Then, since
\[
\limsup_{N \to \infty} \mathcal{E}(\rho_N + \nu - 1_{\square_R} \mu^{N,\lambda}_\beta) < \infty,
\]
we have that
\[
\rho_N \rightharpoonup \widetilde{\rho},
\]
weakly in $H^{-1}$, for some $\widetilde{\rho}$. It is easy to check that $\widetilde{\rho} \geq -\mu V(0)$ a.e. Using l.s.c. of $\mathcal{E}$, we then have that
\[
\Phi_{\square_R}^{\mu^V}(0)(\nu) \leq \mathcal{E}(\nu - \mu V(0) 1_{\square_R} + \widetilde{\rho}) \leq \liminf_{N \to \infty} \mathcal{E}(\nu - \mu^{N,\lambda}_\beta 1_{\square_R} + \rho_N) = \liminf_{N \to \infty} \Phi_{\square_R}^{\mu^N}(\nu).
\]

**Step 3**
We now prove the first part of the statement of Lemma 5.2. In view of equation (140), we will prove that for any $\delta > 0$ and any measure $\nu$ on $\square_R$ such that $E(\nu) < \infty$,

$$\inf_{\mu \in B(\nu, \delta)} \Phi^{\mu}_{\square_R}(0)(\mu) \leq \liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta)} \Phi^{\mu}_{\square_R}(\mu). \quad (153)$$

To this end, let $\mu_N \in B(\nu, \delta)$ be such that

$$\inf_{\mu \in B(\nu, \delta)} \Phi^{\mu}_{\square_R}(\mu) = \Phi^{\mu_N}_{\square_R}(\mu_N). \quad (154)$$

we assume that the infimum is achieved for clarity of exposition, otherwise, we could prove the claim up to an arbitrary error by taking a minimizing sequence.

Since $\mu_N \in B(\nu, \delta)$, we have that as $N$ tends to $\infty$

$$\mu_N \rightharpoonup \overline{\rho}, \quad (155)$$

weakly in the sense of measures, for some $\overline{\rho} \in B(\nu, \delta)$. Let

$$\rho_N = \arg\min_{\rho} \mathcal{E}(\mu + \mu_N - 1_{\square_R} \mu^N_{\beta}), \quad (156)$$

where $\rho$ is minimized over $\rho \geq -\mu^N_{\beta}$ supported in $\mathbb{R}^d \setminus \square_R$.

Note that

$$\limsup_{N \to \infty} \mathcal{E}(\mu_N + \rho_N - 1_{\square_R} \mu^N_{\beta}) < \infty, \quad (157)$$

therefore, for a subsequence

$$\rho_N + \mu_N \rightharpoonup \overline{\rho} + \overline{\rho}, \quad (158)$$

weakly in $H^{-1}$, for some $\overline{\rho} \geq -\mu_V(0)$. Therefore we can use $\overline{\rho}$ as a test function in the definition of $\Phi^{\mu_{\beta}}_{\square_R}(0)$ and get

$$\inf_{\mu \in B(\nu, \delta)} \Phi^{\mu_{\beta}}_{\square_R}(0)(\mu) \leq \Phi^{\mu_{\beta}}_{\square_R}(0)(\overline{\rho}) \leq \mathcal{E}(\overline{\rho} + \overline{\rho} - 1_{\square_R} \mu_V(0)) \leq \liminf_{N \to \infty} \mathcal{E}(\mu_N + \rho_N - 1_{\square_R} \mu^N_{\beta}) \leq \liminf_{N \to \infty} \inf_{\mu \in B(\nu, \delta)} \Phi^{\mu}_{\square_R}(\mu). \quad (159)$$

\[\square\]

7 Proof of lower bound

This section is devoted to proving the lower bound of the LDP’s of Theorem 2.1. The approach will be to construct a family of point configurations that has correct energy and sufficient volume.

We start with a lemma, which builds upon a construction found in unpublished class notes by Sylvia Serfaty.
Lemma 7.1. Let $\mu_n, \nu$ be probability measures on a compact set $\Omega$ such that
\[
\limsup_{n \to \infty} \text{ent}[\mu_n] < \infty, \quad \text{ent}[\nu] < \infty,
\] (160)
$\nu \in L^\infty(\Omega)$, and
\[
\mathcal{E}(\nu) < \infty.
\] (161)
Assume that $\mu_n(x)$ is uniformly equi-continuous and bounded away from 0 uniformly in $x$ and $n$. Then for every $\epsilon, \delta, \eta$, there exists a family of configurations
\[
\Lambda_{\delta}^{\eta, \epsilon} \subset \mathbb{R}^{dn}
\] (162)
such that
- $\text{emp}_n(X_n) \in B(\nu, \epsilon)$
  (163)
- $\liminf_{n \to \infty} \frac{1}{n} \log \left( \int_{X_n \in \Lambda_{\delta}^{\eta, \epsilon}} \prod_{i=1}^n \mu_n(x_i) dX_n \right) \geq -\liminf_{n \to \infty} \text{ent}[\nu] - \delta$
  (164)
- $\limsup_{n \to \infty} |\mathcal{E}^*(\text{emp}_n(X_n) - \nu)| < \eta^2$
  (165)
- There exists $r > 0$ such that
  \[
d(x_i, \partial \Omega) > r n^{-\frac{d}{2}} \quad \text{and} \quad d(x_i, x_j) > r n^{-\frac{d}{2}},
\] (166)
for $i \neq j$.

The proof of Lemma 7.1 is found in Section 10.

We will also require the following lemma, which deals with approximating certain partition functions.

Lemma 7.2. Let $Y_N = (y_1, y_2, ... y_{i_N})$ with $y_j \in \Box_{RN - \lambda}$ for each $j$. Let $\nu \in \mathcal{M}^*(\Box_R)$ such that
\[
\mathcal{E}(\nu) < \infty, \quad \nu \in L^\infty(\Box_R).
\] (167)
Assume that
\[
\limsup_{N \to \infty} |\mathcal{E}^*(\text{emp}_N(Y_N) - \nu)| \leq \eta^2,
\] (168)
also that
\[
\lim_{N \to \infty} |\nu| - N^{-1+\lambda d} i_N \to 0,
\] (169)
and that there exists $r > 0$ such that
\[
d(y_i, \partial \Box_{RN - \lambda}) \geq r N^{-\frac{d}{2}}
\] (170)
and
\[ d(y_i, y_j) \geq r N^{-\frac{d}{2}}. \]  

(171)

Let
\[ Z_{N,\beta}^Y = \int_{Z_N \in (R^d \setminus R_{N-\lambda})^d} \exp(-\beta \mathcal{H}_N(Y_N, Z_N)) dZ_N. \]  

(172)

Then for \( \gamma < \gamma^* \) we have
\[
\frac{1}{\beta N^{2-\lambda(d+2)}} \left( -\log(Z_{N,\beta}^Y) - N^2 \beta \mathcal{E}_\beta(\mu_\beta) \right) \leq \frac{1}{2} \mathcal{F}_{GR}^{(0)}(\nu) + C \eta + o_N(1). 
\]

(173)

where \( C \) and \( o_N(1) \) are independent of \( Y_N \).

For \( \gamma > \gamma^* \) we have
\[
\frac{N^{1+\lambda d}}{\beta} \left( \frac{1}{N^2} \log(Z_{N,\beta}^Y) - \mathcal{E}_\beta(\mu_\beta) \right) \leq \int_{R^d} \log(\mu_\beta^{N\lambda}) d(\text{emp}_N(Y_N)) - |\nu| + R^d \mu_V(0) + o_N(1),
\]

(174)

where \( o_N(1) \) is independent of \( Y_N \).

Proof. We will divide the proof in 3 steps. The idea of the proof is that using the variational formulation of the partition function, as well as the splitting formula for the equilibrium measure (Proposition (4.1)), we can reduce the integral in equation (172) to
\[
-\log(Z_{N,\beta}^Y) \approx N^2 \beta \left( \mathcal{E}_\beta(\mu_\beta) + \inf_{\rho} \frac{1}{2} \mathcal{E}_{\rho}^{\lambda R_{N-\lambda}}(\text{emp}_N(Y_N) + \rho - \mu_\beta) - \frac{1}{N^2 \beta} \int_{R^d} \log(\mu_\beta^{N\lambda}) d(\text{emp}_N(Y_N)) + \frac{1}{N \beta} \text{ent} [\rho] \right).
\]

(175)

This is done in step 1. Steps 2 and 3 simplify this expression, and show that either the electric energy or the entropy dominates, depending on whether \( \gamma > \gamma^* \) or \( \gamma < \gamma^* \).

**Step 1**

We start with the characterization
\[
-\frac{\log(Z_{N,\beta}^Y)}{\beta} \overset{\min_{\mu \in \mathcal{P}([R^d \setminus \overline{R_{N-\lambda}}]^{N})}}{=} \mathcal{F}(\mu),
\]

(176)

in this equation,
\[
\mathcal{F}(\mu) = \int_{R^{dN}} \mu(Z_N) \mathcal{H}_N(Y_N, Z_N) dZ_N + \frac{1}{\beta} \int_{R^{dN}} \mu(Z_N) \log(\mu(Z_N)) dZ_N 
\]

(177)

where
\[
\mathcal{H}_N(Y_N, Z_N) = \frac{1}{2} \sum_{y_i, y_j \in R_{N-\lambda}^d} g(y_i - y_j) + \frac{1}{2} \sum_{z_i, z_j \in R_{N-\lambda}^d} g(z_i - z_j) + N \sum_i \tilde{V}(x_i),
\]

(178)
and

\[ \tilde{V} = V + \frac{1}{2} \text{emp}'(Y_N) * g. \]  \hspace{1cm} (179)

This is a particular case of a characterization of the partition function which is valid in general, see for example [27].

We now define

\[ \mu^Y_N = \arg \min_{\rho \in \mathcal{P}(\mathbb{R}^d \setminus R_{N}^{-\frac{1}{d}})} \mathcal{I}^Y_N(\rho) + \frac{1}{(N - i_N) \beta} \text{ent}[\rho], \]  \hspace{1cm} (180)

where

\[ \mathcal{I}^Y_N(\rho) = \frac{1}{2} \mathcal{E}_s(\text{emp}'(Y_N)) + \frac{1}{2} \left( 1 - \frac{i_N}{N} \right)^2 \int_{\mathbb{R}^d \times \mathbb{R}^d} g(x-y) d\rho_x d\rho_y + \left( 1 - \frac{i_N}{N} \right) \int \tilde{V} d\rho. \]  \hspace{1cm} (181)

The reason for introducing the extra factors of \( 1 - \frac{i_N}{N} \) is that we need to normalize the total charge outside the cube to be 1. We then have that probability measures satisfy a splitting formula around \( \mu^Y_N \), analogous to equation (75).

We also have that \( \mu^Y_N \) satisfies the EL equation

\[ \left( 1 - \frac{i_N}{N} \right)^2 \mathcal{H}^N_{\beta} + \left( 1 - \frac{i_N}{N} \right) \tilde{V} + \frac{1}{(N - i_N) \beta} \log(\mu^Y_N) = k, \]  \hspace{1cm} (182)

for some constant \( k \). In order to find \( k \), we can multiply equation (182) by \( \mu^Y_N \), integrate, and use that \( \mu^Y_N \) has integral 1. The result is

\[ k = \mathcal{I}^Y_N(\mu^Y_N) + \frac{1}{N\beta} \text{ent}[\mu^Y_N] + \frac{1}{2} \left( 1 - \frac{i_N}{N} \right) \mathcal{E}(\mu^Y_N). \]  \hspace{1cm} (183)

Plugging in \( \mu = (\mu^Y_N) \otimes N-i_N \) as a test function in equation (176) we get

\[ -\frac{\log(\mathcal{I}^Y_{N,\beta})}{\beta} \leq \mathcal{F}( (\mu^Y_N) \otimes N-i_N ) \]

\[ = N^2 \left( \mathcal{I}^Y_N(\mu^Y_N) + \frac{1}{(N - i_N) \beta} \text{ent}[\mu^Y_N] \right) - \frac{(N - i_N)}{2} \mathcal{E}(\mu^Y_N) \]

\[ \leq N^2 \left( \min_{\rho} \mathcal{I}^Y_N(\rho) + \frac{1}{(N - i_N) \beta} \text{ent}[\rho] \right) - CN. \]  \hspace{1cm} (184)

The negative term of order \( (N - i_N) \) is due to the fact that there are \( \frac{(N-i_N)(N-i_N-1)}{2} \) pair of particles, and not \( \frac{(N-i_N)^2}{2} \) pairs.

Finally, note that the last term in equation (184) is (up to a negligible error) equivalent to

\[ \min_{\rho \in \mathcal{M}^*(\mathbb{R}^d \setminus R_N^{-\frac{1}{d}})} \mathcal{I}^Y_N(\rho) + \frac{1}{N\beta} \text{ent}[\rho], \]  \hspace{1cm} (185)

26
where
\[
\mathcal{I}_{V}^{YN}(\rho) = \frac{1}{2} \mathcal{E}_{\alpha}(\text{emp}'_{N}(Y_{N})) + \frac{1}{2} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} g(x-y) d\rho_{x} d\rho_{y} + \int \bar{V} d\rho, \tag{186}
\]
and the minimum is taken over \(\rho\) satisfying \(|\rho| = 1 - \frac{i_{N}}{N} \).

Using the splitting formula for the thermal equilibrium measure (Proposition 4.1) we have that
\[
- \log(Z_{N,\beta}^{YN}) \leq N^{2} \beta \left( \mathcal{E}_{\beta}(\mu_{\beta}) + \inf_{\rho} \frac{1}{2} C_{\beta N^{-d}} \left( \text{emp}'_{N}(Y_{N}) + \rho - \mu_{\beta} \right) - \right.
\]
\[
\frac{1}{N^{2} \beta} \int_{\mathbb{R}^{d}} \log(\mu_{\beta}) d(\rho + \text{emp}'_{N}(Y_{N})) + \frac{1}{N^{2} \beta} \text{ent}[\rho]), \tag{187}
\]
where the infimum is taken over all measures \(\rho\) on \(\mathbb{R}^{d} \setminus \nu_{R N^{-d}}\) which are positive and such that
\[
|\rho| = 1 - \frac{i_{N}}{N}. \tag{188}
\]

**Step 2**

This step is divided into two cases. The case \(\gamma < \gamma^{*}\) and the case \(\gamma > \gamma^{*}\).

First we deal with the case \(\gamma < \gamma^{*}\).

**Substep 2.1:** Regime \(\gamma < \gamma^{*}\).

In this case, we claim that
\[
N^{\lambda(d+2)} \left( - \frac{1}{N^{2} \beta} \log(Z_{N,\beta}^{YN}) - \mathcal{E}_{\beta}(\mu_{\beta}) \right) \leq \frac{1}{2} F_{\nu}^{\mu_{N}}(0) + C \eta + o_{N}(1), \tag{189}
\]
where \(F_{\nu}^{\mu_{N}}(0)\) is given by (67). The proof will be divided into 3 further subsub-steps.

**Subsubstep 2.1.1**

We now begin the proof of the claim. Using the scaling relations
\[
\text{ent}[\rho] = N^{-\lambda d} \text{ent}[\rho^{N^{\lambda}}] \tag{190}
\]
and
\[
\mathcal{E}(\rho) = N^{-\lambda(d+2)} \mathcal{E}(\rho^{N^{\lambda}}), \tag{191}
\]
we can rewrite equation (187) as
\[
- \frac{1}{N^{2} \beta} \log(Z_{N,\beta}^{YN}) - \mathcal{E}_{\beta}(\mu_{\beta}) \leq 
\]
\[
\inf_{\rho} \left( \frac{N^{-\lambda(d+2)}}{2} C_{\beta} \left( \text{emp}_{N}(Y_{N}) + \rho - \mu_{\beta}^{N^{\lambda}} \right) - \right.
\]
\[
\frac{1}{N^{1+\lambda d} \beta} \int_{\mathbb{R}^{d}} \log(\mu_{\beta}^{N^{\lambda}}) d(\rho + \text{emp}_{N}(Y_{N})) + \frac{1}{\beta N^{1+\lambda d}} \text{ent}[\rho] + C N^{-\frac{d}{2}} \right), \tag{192}
\]

where the infimum is taken over all $\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \square_R)$ such that

$$|\rho| = N^{\lambda d} \left(1 - \frac{i\lambda N}{N}\right).$$

(193)

Next we will argue that we can deal with $\nu$ instead of $\text{lemp}_N(Y_N)$ since we make a small error when approximating $\nu$ by $\text{lemp}_N(Y_N)$. This will be the subject of the next substep.

**Substep 2.1.2**

First of all, note that the constraint $|\rho| = N^{\lambda d} \left(1 - \frac{i\lambda N}{N}\right)$ can be replaced by the constraint $|\rho| = N^{\lambda d} - |\nu|$ while making a negligible error because of equation (169). We now introduce the functionals $L^*$ and $L^*_*$, defined for measures $\nu$ and $\text{lemp}_N$ on $\square_R$ as

$$L^*(\nu) = \inf_{\rho} \frac{1}{2} \mathcal{E}(\nu + \rho - \mu^N) - \frac{N^{\lambda d+2}}{N^{1+\lambda d} \beta} \int_{\mathbb{R}^d} \log(\mu^N) d(\rho + \nu) + \frac{N^{\lambda d+2}}{\beta N^{1+\lambda d}} \text{ent}[\rho],$$

(194)

and

$$L^*_*(\text{lemp}_N) = \inf_{\rho} \frac{1}{2} \mathcal{E}^*_{\square_R}(\text{lemp}_N(Y_N)) + \rho - \mu^N - \frac{N^{\lambda d+2}}{N^{1+\lambda d} \beta} \int_{\mathbb{R}^d} \log(\mu^N) d(\rho + \text{lemp}_N(Y_N)) + \frac{N^{\lambda d+2}}{\beta N^{1+\lambda d}} \text{ent}[\rho],$$

(195)

where the infimum in equations (194) and (195) is taken over all $\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \square_R)$ such that

$$|\rho| = N^{\lambda d} - |\nu|.\phantom{\int}$$

(196)

Given $\nu \in \mathcal{M}^+(\square_R)$ and $Y_N \in \square_R$, let

$$\rho^*_\nu = \arg\min_{\rho} \frac{1}{2} \mathcal{E}(\nu + \rho - \mu^N) - \frac{N^{\lambda d+2}}{N^{1+\lambda d} \beta} \int_{\mathbb{R}^d} \log(\mu^N) d(\rho + \nu) + \frac{N^{\lambda d+2}}{\beta N^{1+\lambda d}} \text{ent}[\rho].$$

(197)

and similarly, let $\rho^*_Y_N$ be defined as

$$\rho^*_Y_N = \inf_{\rho} \frac{1}{2} \mathcal{E}^*_{\square_R}(\text{lemp}_N(Y_N)) + \rho - \mu^N - \frac{N^{\lambda d+2}}{N^{1+\lambda d} \beta} \int_{\mathbb{R}^d} \log(\mu^N) d(\rho + \text{lemp}_N(Y_N)) + \frac{N^{\lambda d+2}}{\beta N^{1+\lambda d}} \text{ent}[\rho],$$

(198)

where the infimum is taken over all $\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \square_R)$ such that

$$|\rho| = N^{\lambda d} - |\nu|.\phantom{\int}$$

(199)
We assume that the infimum is achieved for clarity of exposition. Otherwise, we could repeat the argument up to an arbitrarily small error. Then we can use $\rho_\nu^*$ as a test function in equation (194) and get

$$L^*(\nu) - L^*(\text{lomp}_N(Y_N)) \leq$$

$$\frac{1}{2}\mathcal{E}(\nu) - \frac{1}{2}\mathcal{E}(\text{lomp}_N(Y_N)) + G(\rho_\nu^* - \mu_{\beta}^{N^\lambda}, \nu - \text{lomp}_N(Y_N)) +$$

$$\frac{N^{\lambda(d+2)}}{N^{1+\lambda d} \beta} \int_{\mathbb{R}^d} \log(\mu_{\beta}^{N^\lambda}) d(\text{lomp}_N - \nu).$$

Similarly, we can use $\rho_{Y_N}^*$ as test function in equation (194) and get

$$L^*(\text{lomp}_N(Y_N)) - L^*(\nu) \leq$$

$$\frac{1}{2}\mathcal{E}(\text{lomp}_N(Y_N)) - \frac{1}{2}\mathcal{E}(\nu) + G(\rho_{Y_N}^* - \mu_{\beta}^{N^\lambda}, \nu - \text{lomp}_N(Y_N)) -$$

$$\frac{N^{\lambda(d+2)}}{N^{1+\lambda d} \beta} \int_{\mathbb{R}^d} \log(\mu_{\beta}^{N^\lambda}) d(\text{lomp}_N - \nu).$$

Using equation (168) we have that

$$|\mathcal{E}(\text{lomp}_N(Y_N)) - \mathcal{E}(\nu)| \leq C\eta,$$

where $C$ depends on $\nu$.

Then, since the points are at distance at least $rN^{-\frac{2}{d}}$ from $\partial \square_{R, \lambda}$, we have by Lemma 9.1, that, for $x \notin \square_R$

$$g * \text{lomp}(x) = g * \text{lomp} * \lambda_{rN^{-\frac{1}{d}}} (x),$$

(see Remark 3.2 for notation).

Using Cauchy-Schwartz we get

$$\mathcal{G}(\rho_\nu^* - \mu_{\beta}^{N^\lambda}, \nu - \text{lomp}_N(Y_N)) =$$

$$\mathcal{G}(\rho_{Y_N}^* - \mu_{\beta}^{N^\lambda}, \nu - \text{lomp}_N(Y_N) * \lambda_{rN^{-\frac{1}{d}}}) \leq$$

$$\sqrt{\mathcal{E}(\rho_\nu^* - \mu_{\beta}^{N^\lambda}) \mathcal{E}(\nu - \text{lomp}_N(Y_N) * \lambda_{rN^{-\frac{1}{d}}})}.$$

Using now the hypothesis that $\nu$ has $L^\infty$ regularity, along with Lemmas 9.1, 9.2, 9.3, 9.4 we have that

$$\mathcal{E}(\nu - \text{lomp}_N(Y_N) * \lambda_{rN^{-\frac{1}{d}}}) \leq C\eta^2,$$

where $C$ depends on $\nu$ and $r$.

On the other hand, it is easy to see that

$$\mathcal{E}(\rho_\nu^* - \mu_{\beta}^{N^\lambda}) \leq C,$$

where $C$ depends on $\nu$. Therefore

$$\mathcal{G}(\rho_\nu^* - \mu_{\beta}^{N^\lambda}, \nu - \text{lomp}_N(Y_N)) \leq C\eta,$$
where $C$ depends on $\nu$ and $r$. Similarly,

$$G(\rho_{Y_N} - \mu_3^{N\lambda}, \nu - \text{lemp}_N(Y_N)) \leq C\eta,$$

(208)

where $C$ depends on $\nu$ and $r$.

This implies that

$$|L^*(\nu) - L^*_r(\text{lemp}_N(Y_N))| \leq C\eta,$$

(209)

where $C$ depends on $\nu$.

We have proved that we can deal with $\nu$ instead of $\text{lemp}_N(Y_N)$ since we make a small error when approximating $\nu$ by $\text{lemp}_N(Y_N)$. The last subsubstep will consist in proving that

$$\limsup_{N \to \infty} L^*(\nu) \leq \frac{1}{2} \mathcal{F}_{\oplus R}(\nu).$$

(210)

**Substep 2.1.3**

The proof of equation (210) will consist in taking a minimizing sequence of the problem in the RHS, and modifying it so that it is a valid test function to the problem in the LHS.

Let $\rho \geq 0$ be such that

$$\int_{\mathbb{R}^d} \rho \, d\nu - \mu_V(0) dx = 0$$

(211)

and

$$\mathcal{E}(\nu + \rho - \mu_V(0)) \leq \mathcal{F}_{\oplus R}(\nu) + \epsilon.$$  

(212)

Then for every $\delta > 0$ there exists $T > 0$ such that

$$\left| \int_{B(0,T)} \rho \, d\nu - \mu_V(0) dx \right| \leq \delta$$

(213)

and

$$\left| \mathcal{E}(\nu + \rho - \mu_V(0)) - \mathcal{E}(\nu + \rho - \mu_V(0) \mathbf{1}_{B(0,T)}) \right| \leq \delta.$$  

(214)

Now take a truncated $\rho^\eta$ such that (214) and (213) hold with an error $\delta + \eta$ in the right hand side, and in addition

$$\rho^\eta \in L^\infty.$$  

(215)

Note that $\rho^\eta$ exists because the sequence

$$\rho \mathbf{1}_{\{|\rho| < M\}}$$

(216)

is bounded, and by Dominated Convergence Theorem, its integral converges to the integral of $\rho$ as $M \to \infty$.

Now define $\rho^T_{e,T}$ as

$$\rho^T_{e,T} = \rho^T_{e} \mathbf{1}_{B(0,T)} + \mu_3^{N\lambda}.$$  

(217)
Note that
\[ \left| \int_{\mathbb{R}^d} - \log(\mu_{\beta}^N) d(\rho^T_{\gamma} + \nu) + \text{ent}[\rho^T_{\gamma}] \right| \leq C, \]  
where \( C \) depends on \( T \) and \( \gamma \) but does not depend on \( N \). Since we are in the regime \( \gamma < \gamma^* \), we have that
\[ 1 + \lambda d - \gamma > \lambda(d + 2), \]  
and therefore
\[ \lim_{N \to \infty} \frac{N^\gamma(d+2)}{N^{1+\lambda d} \beta} \left| \int_{\mathbb{R}^d} - \log(\mu_{\beta}^N) d(\rho^T_{\gamma} + \nu) + \text{ent}[\rho^T_{\gamma}] \right| = 0. \]  
Using \( \rho^T_{\gamma} \) as a test function in the definition of \( L^*(\nu) \), and appealing once again to Remark 4.1 we have that
\[ \limsup_{N \to \infty} L^*(\nu) \leq \limsup_{N \to \infty} \frac{1}{2} \mathcal{E}((\nu + \rho^T_{\gamma} - \mu_{\beta})(1_{B(0,T)})) \]  
Since \( \epsilon, \delta, \overline{\eta} \) are arbitrary, we conclude
\[ \limsup_{N \to \infty} L^*(\nu) \leq \frac{1}{2} \mathcal{F}_{\overline{\mu}(0)}(\nu). \]  
The proof of substep 2.1 is now complete.

**Substep 2.2** Now we deal with the case \( \gamma > \gamma^* \). In this case we go back to working in unrescaled coordinates.

We start with formula (187). Since in the regime \( \gamma > \gamma^* \), we expect the term
\[ \mathcal{E}_{\overline{\mu}(0)}(\text{emp}'_N(Y_N) + \rho - \mu_{\beta}) \]  
to be negligible, we focus on the remaining part of the functional, i.e.
\[ \inf_{\rho} - \int_{\mathbb{R}^d} \log(\mu_{\beta}) d(\rho + \text{emp}'_N(Y_N)) + \text{ent}[\rho], \]  
where the infimum is taken over all measures \( \rho \) on \( \mathbb{R}^d \setminus \overline{\mathbb{R}^N - \gamma} \) which are positive and such that
\[ |\rho| = 1 - \frac{i_N}{N}. \]
The minimizer in equation (224) can be easily found by adding a Lagrange multiplier for the mass constraint. It can be easily checked that the unique minimizer of (224) in the corresponding space is given by $\rho^*$, where

$$\rho^* = \alpha \mu_\beta 1_{R^d \setminus \Box_R N - \lambda},$$

(226)

where

$$\alpha = \frac{1 - \frac{2N}{N}}{\int_{R^d \setminus \Box_R N - \lambda} \mu_\beta dx}.$$

(227)

Using the identity

$$\operatorname{ent}[A\mu] = A \operatorname{ent}[\mu] + A \log(A) \int \mu dx,$$

(228)

valid for any $A \in \mathbb{R}^+$, we have that

$$\int_{R^d} \log(\mu_\beta) d(\rho^* + \lim_\mu_\beta) (Y_N)) + \operatorname{ent}[\rho^*] = \int_{R^d} \log(\mu_\beta) d(\lim_\mu_\beta) (Y_N)) + \left(1 - \frac{iN}{N}\right) \log(\alpha).$$

(229)

It can be checked that, as a consequence of equation (169), $\lim_{N \to \infty} \alpha = 1$, and therefore we may use the approximation $\log(\alpha) \approx \alpha - 1$. Proceeding as in the proof of Lemma 5.1 and using equation (169), we have that

$$\lim_{N \to \infty} N^{\lambda} \left(1 - \frac{iN}{N}\right) \log(\alpha) = R^d \mu_V(0) - |\nu|.$$  

(230)

Note that

$$\lim_{N \to \infty} \frac{N^{1+\lambda d} \beta}{N^{d+2} \beta} E(\rho^* - \mu_\beta) = 0$$

(231)

since we are in the regime $\gamma > \gamma^*$. Using again formula (187) and switching to rescaled coordinates, we have

$$N^{1+\lambda d} \beta \left(1 - \frac{1}{N^{2\beta}} \log(Z_{N,\beta}^{Y_N}) - E_\beta(\mu_\beta)\right) \leq$$

$$\int_{R^d} \log(\mu_\beta) d(\lim_\mu_\beta) (Y_N)) - |\nu| + R^d \mu_V(0) + o_N(1),$$

(232)

where $o(1)$ is independent of $Y_N$.

Lemma 7.2 is proved for $\gamma > \gamma^*$.

**Step 3**

This step only deals with the case $\gamma < \gamma^*$. Once again we work with rescaled coordinates.

We now claim that for any measure $\nu$ on $\Box_R$ such that $E(\nu) < \infty$ we have

$$F_{\Box_R}^{\mu_V(0)}(\nu) = \Phi_{\Box_R}^{\mu_V(0)}(\nu).$$

(233)
In other words, we claim that we can drop the mass constraint. We now prove the claim. Since clearly
\[
F_{\square_R}^{\mu V}(0) \geq \Phi_{\square_R}^{\mu V}(0),
\]
we will prove that
\[
F_{\square_R}^{\mu V}(0) \leq \Phi_{\square_R}^{\mu V}(0).
\]
In order to prove this claim, we reformulate the definition of \(\Phi_{\square_R}^{\mu V}(0)\) as
\[
\Phi_{\square_R}^{\mu V}(0) = \inf_{\rho} E(\nu - \mu V(0)1_{\square_R} + \rho)
\]
where the infimum is taken over all \(\rho\) such that \(\rho\) is supported in \(\mathbb{R}^d \setminus \square_R\) and \(\rho \geq -\mu V(0)\).

Let \(\epsilon > 0\) and let \(\rho_\epsilon \in C_0^\infty\) be such that \(\rho_\epsilon\) is supported in \(\mathbb{R}^d \setminus \square_R\), \(\rho_\epsilon \geq -\mu V(0)\) and
\[
E(\nu - \mu V(0)1_{\square_R} + \rho_\epsilon) \leq \Phi_{\square_R}^{\mu V}(0) + \epsilon.
\]
Let
\[
K = \text{supp}(\rho_\epsilon),
\]
and let
\[
E = |\rho_\epsilon| - (|\nu| - \mathbb{R}^d \mu V(0)).
\]
Let \(R_n\) be a sequence such that \(R_n\) tends to \(\infty\) monotonically, and
\[
K \subset B(0, R_1).
\]
Define
\[
\rho_n^\epsilon = \rho_\epsilon + \frac{E}{\mathcal{L}(B(0, 2R_n) \setminus B(0, R_n))}1_{B(0, 2R_n) \setminus B(0, R_n)},
\]
where \(\mathcal{L}\) denotes the Lebesgue measure. Then it’s easy to see that
\[
|\rho_n^\epsilon| = -(|\nu| - \mathbb{R}^d \mu V(0)),
\]
and
\[
\lim_{n \to \infty} E(\nu - \mu V(0)1_{\square_R} + \rho_n^\epsilon) = E(\nu - \mu V(0)1_{\square_R} + \rho_\epsilon).
\]
Therefore
\[
F_{\square_R}^{\mu V}(0) \leq \Phi_{\square_R}^{\mu V}(0) + \epsilon.
\]
Since \(\epsilon\) is arbitrary, we conclude that
\[
F_{\square_R}^{\mu V}(0) = \Phi_{\square_R}^{\mu V}(0).
\]

We can now complete the proof of Theorem 2.1 by giving the lower bound.
Proof of Theorem 2.1, lower bound. We start with the case $\gamma < \gamma^*$. Let $\nu$ be a measure on $\square_R$. Using a density argument, we may assume that $\nu \in L^\infty$ and $\text{ent}[\nu] < \infty$. Let $\epsilon, \eta, \delta > 0$ and let $\Lambda_\delta^{\nu, \epsilon}$ be as in Lemma 7.1 with $\Omega = \square_R$ and $\mu_N = \frac{\mu_N^\Lambda}{\mu^\Lambda_{\nu, \epsilon}}$, $n = \lfloor |\nu| N^{1-\lambda d} \rfloor$ (rounded to an integer) and $\varpi = \frac{\mu}{|\mu|}$. Note that equation (168) is satisfied with this choice of $n$. We claim that equation (165) implies that there exists $C$ which depends on $\nu$ such that for any $X_N \in \Lambda_\delta^{\nu, \epsilon}$,

$$\Phi_{\Omega, R, e}^{\nu, (0)}(\text{emp}_N(X_N)) \leq \Phi_{\Omega, R}^{\nu, (0)}(\nu) + C\eta.$$  \hspace{1em} (246)

This is because for

$$\rho^* = \arg\min_{\rho \in M^o(\mathbb{R}^d \setminus \square_R)} \mathcal{E}(\nu + \rho - \mu_V(0))$$

we have

$$\Phi_{\Omega, R, e}^{\nu, (0)}(\text{emp}_N(X_N)) \leq \mathcal{E}^e(\text{emp}_N(X_N) + \rho^* - \mu_V(0))$$

$$= \mathcal{E}^e(\text{emp}_N(X_N) + \nu + \rho^* - \mu_V(0))$$

$$= \mathcal{E}(\nu + \rho^* - \mu_V(0)) + 2\mathcal{G}(\nu + \rho^* - \mu_V(0), \text{emp}_N(X_N) - \nu)$$

$$\leq \Phi_{\Omega, R}^{\nu, (0)}(\nu) + C\eta + \eta^2,$$

where $C$ depends on $\nu$. Using Lemma 7.2 and equation (114) we then have that

$$P_{N, \beta}(\text{emp}_N(Y_N) \in B(\nu, \epsilon)) \geq$$

$$P_{N, \beta}(Y_N \in \Lambda_\delta^{\nu, \epsilon}) =$$

$$\frac{1}{Z_{N, \beta}} \int_{Y_N \in \Lambda_\delta^{\nu, \epsilon}} Z_N^{Y_N} dY_N \geq$$

$$\int_{Y_N \in \Lambda_\delta^{\nu, \epsilon}} \exp\left(-\beta N^{2-\lambda(d+2)}\left[\frac{1}{2} \Phi_{\Omega, R}^{\nu, (0)}(\nu) + C\eta + o_N(1)\right]\right) dY_N =$$

$$\exp\left(-\beta N^{2-\lambda(d+2)}\left[\frac{1}{2} \Phi_{\Omega, R}^{\nu, (0)}(\nu) + C\eta + o_N(1)\right]\right) \int_{Y_N \in \Lambda_\delta^{\nu, \epsilon}} dY_N.$$  \hspace{1em} (249)

Since we are in the regime $\gamma < \gamma^*$ we have

$$\left| \log \left( \int_{Y_N \in \Lambda_\delta^{\nu, \epsilon}} dY_N \right) \right| \leq CN^{1-\lambda d} \text{ent}[\nu]$$

$$= o(\beta N^{2-\lambda(d+2)}).$$  \hspace{1em} (250)

Therefore

$$\liminf_{N \to \infty} \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( P_{N, \beta}(\text{emp}_N(Y_N) \in B(\nu, \epsilon)) \right) \geq -\frac{1}{2} \Phi_{\Omega, R}^{\nu, (0)}(\nu) - C\eta.$$  \hspace{1em} (251)
Since $\eta$ is arbitrary, we can conclude that
\[
\liminf_{N \to \infty} \frac{1}{\beta N^{2-\lambda(d+2)}} \log (P_{N,\beta}(\text{lemp}_N(Y_N) \in B(\nu, \epsilon))) \geq \frac{1}{2} \phi^{\mu_N}_\Omega(0)(\nu). \tag{252}
\]

Now we proceed with the case $\gamma > \gamma^*$. Let $\nu$ be a positive measure in $\square_R$, let $\epsilon, \eta, \delta > 0$ and let $\Lambda^{\eta,\epsilon}_\delta$ be as in Lemma 7.1 with $\Omega = \square_R$ and $\mu_N = \frac{\lambda^\delta}{|\mu_N^\delta|_{\square_R}}$. Let $n = |\nu|N^{1-\lambda \delta}$ (rounded to an integer) and $\overline{\nu} = \frac{n}{|\nu|}$. Then, starting as in the previous case, we have
\[
P_{N,\beta}(\text{lemp}_N(Y_N) \in B(\nu, \epsilon)) \geq P_{N,\beta}(Y_N^\lambda \in \Lambda^{\eta,\epsilon}_\delta) = \frac{1}{Z_{N,\beta}} \int_{Y_N \in \Lambda^{\eta,\epsilon}_\delta} Z_{N,\beta} Y_N dY_N. \tag{253}
\]

We then have that
\[
\liminf_{N \to \infty} \frac{1}{N^{1-\lambda \delta}} \log \left( P_{N,\beta}(\text{lemp}_N(Y_N) \in B(\nu, \epsilon)) \right) \geq
\]
\[
\liminf_{N \to \infty} \frac{1}{Z_{N,\beta} N^{1-\lambda \delta}} \log \left( \int_{Y_N \in \Lambda^{\eta,\epsilon}_\delta} Z_{N,\beta} Y_N dY_N \right) =
\]
\[
\liminf_{N \to \infty} \frac{1}{N^{1-\lambda \delta}} \log \left( \int_{Y_N \in \Lambda^{\eta,\epsilon}_\delta} \exp \left( -N^{1-\lambda \delta} \left[ \int_{\square_R} \log(\mu_N^{\lambda \delta}) d\text{lemp}_N \right] dY_N - |\nu| + R^d \mu_V(0) \right) \right). \tag{254}
\]

Recalling that
\[
\text{lemp}_N(Y_N) = \frac{1}{N^{1-\lambda \delta}} \sum_{i=1}^{i_N} \delta_{y_i}, \tag{255}
\]
and $i_N = N^{1-\lambda \delta} |\nu|$ (rounded to an integer), we have that
\[
\liminf_{N \to \infty} \frac{1}{N^{1-\lambda \delta}} \log \left( P_{N,\beta}(\text{lemp}_N(Y_N) \in B(\nu, \epsilon)) \right) \geq
\]
\[
\liminf_{N \to \infty} \frac{1}{N^{1-\lambda \delta}} \log \left( \int_{Y_N \in \Lambda^{\eta,\epsilon}_\delta} \exp \left( -N^{1-\lambda \delta} \left[ \int_{\square_R} \log(\mu_N^{\lambda \delta}) d\text{lemp}_N \right] dY_N - |\nu| + R^d \mu_V(0) \right) \right) =
\]
\[
|\nu| - R^d \mu_V(0) + \liminf_{N \to \infty} \frac{1}{N^{1-\lambda \delta}} \log \left( \int_{Y_N \in \Lambda^{\eta,\epsilon}_\delta} \prod_{i=1}^{i_N} \mu_N^{\lambda \delta}(y_i) dY_N \right). \tag{256}
\]

By construction we have that
\[
\liminf_{N \to \infty} \frac{1}{N^{1-\lambda \delta}} \log \left( \int_{Y_N \in \Lambda^{\eta,\epsilon}_\delta} \prod_{i=1}^{i_N} \mu_N^{\lambda \delta}(y_i) dy_i \right) \geq -\liminf_{N \to \infty} \text{ent} \left[ |\nu| \mu_N^{\lambda \delta} \right] - \delta. \tag{257}
\]
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Combining the last equation with Remark 4.1 we have
\[
\liminf_{N \to \infty} \frac{1}{N^{1-\lambda d}} \log \left( \int_{Y_N \in \Lambda_{\gamma}^N} \Pi_{n=1}^N \mu_\beta^{N \lambda}(y_n) dy_n \right) \geq -\text{ent}[\nu|\mu_V(0)1_{\square_R}] - \delta, \tag{258}
\]
and therefore
\[
\liminf_{N \to \infty} \frac{1}{N^{1-\lambda d}} \log \left( \mathcal{P}_{N, \beta}(\text{lemp}_N(Y_N) \in B(\nu, \epsilon)) \right) \geq -\text{ent}[\nu|\mu_V(0)1_{\square_R}] + |\nu| - R^d \mu_V(0) - \delta. \tag{259}
\]
Since \( \delta \) is arbitrary, we can conclude. \( \square \)

8 Proof of statement about regime \( \gamma = \gamma^* \)

In this section, we prove the third part of Theorem 2.1, which we repeat here for convenience: If \( \gamma = \gamma^* \) (critical regime) and \( \nu \in L^\infty \) then
\[
\lim_{\epsilon \to 0} \limsup_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda (d+2)}} \log \left( \mathcal{P}_{N, \beta}(\text{lemp}_N \in B(\nu, \epsilon)) \right) + T_N^N(\nu) \right) = 0. \tag{260}
\]
Similarly,
\[
\lim_{\epsilon \to 0} \liminf_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda (d+2)}} \log \left( \mathcal{P}_{N, \beta}(\text{lemp}_N \in B(\nu, \epsilon)) \right) + T_N^N(\nu) \right) = 0. \tag{261}
\]

Before starting the proof, we note that since we are in the critical regime, we have \( \beta N^{2-\lambda (d+2)} = N^{1+\lambda d} \).

Proof of \( \liminf \) inequality. Let \( \nu \) be a positive measure in \( \square_R \), let \( \epsilon, \eta, \delta > 0 \) and let \( \Lambda_{\gamma^*}^N \) be as in Lemma 7.1 with \( \Omega = \square_R \) and \( \mu_N = \frac{\mu_{N \lambda}^{\Lambda_{\gamma^*}^N}}{|\mu_{N \lambda}^{\Lambda_{\gamma^*}^N}|_{\square_R}} \), \( n = |\nu|N^{1-\lambda d} \) (rounded to an integer) and \( \sigma = \frac{\epsilon}{|\nu|} \). Then we have that
\[
\frac{1}{\beta N^{2-\lambda (d+2)}} \log \left( \mathcal{P}_{N, \beta}(\text{lemp}_N \in B(\nu, \epsilon)) \right) \geq \frac{1}{\beta N^{2-\lambda (d+2)}} \log \left( \int_{\Lambda_{\gamma^*}^N} Z_N^{Y_N} dY_N \right). \tag{262}
\]

Using equation (192), and the hypothesis that \( \gamma = \gamma^* \), we have
\[
- \frac{1}{N^2 \beta} \log(Z_N^{Y_N}) - \mathcal{E}_\beta(\mu_\beta) \leq \inf_{\rho} N^{-\lambda(d+2)} \left( \frac{1}{2} \mathcal{E}(\text{lemp}_N(Y_N) + \rho - \mu_\beta^{N \lambda}) - \int_{\mathbb{R}^d} \log(\mu_\beta^{N \lambda}) d(\rho \text{lemp}_N(Y_N)) + \text{ent}[\rho] \right) \leq \int_{\mathbb{R}^d} \log(\mu_\beta^{N \lambda}) d(\rho \text{lemp}_N(Y_N)) - C_\eta, \tag{263}
\]
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where the infimum is taken over \( \rho \) such that
\[
\int_{\mathbb{R}^d} \text{lemp}_N + \rho - \mu_{\beta}^{N,\lambda} = 0,  \tag{264}
\]
and \( T_{\lambda}^N, T_{\lambda}^{N,\ast} \) are given by equations (40) and (65) respectively. We have used that, if \( \nu \in L_\infty \) then
\[
|T_{\lambda}^N(\nu) - T_{\lambda}^{N,\ast}(\text{lemp}_N(Y_N))| \leq C\eta,  \tag{265}
\]
where \( C \) depends on \( \nu \). The proof of this statement is the same as the proof that
\[
|L^*(\nu) - L^*_\ast(\text{lemp}_N(Y_N))| \leq C\eta,  \tag{266}
\]
where \( C \) depends on \( \nu \), see the proof of Lemma 7.2, step 2.1 (in fact, in the critical regime, we have that \( T_{\lambda}^N = L^* \) and \( T_{\lambda}^{N,\ast} = L^*_\ast \)).

Therefore we can rewrite equation (263) as
\[
\liminf_{N \to \infty} \frac{1}{\beta N^{2-\lambda(d+2)}} \log (P_{N,\beta}(\text{lemp}_N \in B(\nu, \epsilon))) \\
\geq \liminf_{N \to \infty} \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( \int_{A_{\lambda}^N} Z^N \nu_{N,\beta} dY_N \right) \\
\geq \liminf_{N \to \infty} \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( \int_{A_{\lambda}^N} \exp \left( -\beta N^{2-\lambda(d+2)} \left( T_{\lambda}^N(\nu) + C\eta \right) \right) \frac{d\mu_{\beta}^{N,\lambda}}{dY_N} \right) dY_N \\
= \liminf_{N \to \infty} \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( \int_{A_{\lambda}^N} \exp \left( -\beta N^{2-\lambda(d+2)} T_{\lambda}^N(\nu) + C\eta \right) \right) \Pi_{i=1}^N \nu_{\beta}^{N,\lambda}(y_i) dy_i \\
= \liminf_{N \to \infty} \frac{1}{\beta N^{2-\lambda(d+2)}} \log (\exp \left( -\beta N^{2-\lambda(d+2)} T_{\lambda}^N(\nu) + C\eta \right)) - \text{ent}[\nu|\nu_{N,\beta}(0)1_{\cap R}] - \delta \\
= \liminf_{N \to \infty} -T_{\lambda}^N(\nu) - C(\delta + \eta),
\]
where \( C \) depends on \( \nu \).

Since \( \eta \) and \( \delta \) are arbitrary, we have
\[
\liminf_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log (P_{N,\beta}(\text{lemp}_N \in B(\nu, \epsilon))) + T_{\lambda}^N(\nu) \right) \geq 0.  \tag{268}
\]
In particular, this implies
\[
\lim_{\epsilon \to 0} \liminf_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log (P_{N,\beta}(\text{lemp}_N \in B(\nu, \epsilon))) + T_{\lambda}^N(\nu) \right) \geq 0.  \tag{269}
\]

\( \square \)
We now turn to the proof of the lim sup inequality:

**Proof of lim sup inequality.** We start with equation (192), which in the critical regime $\gamma = \gamma^*$ reads

$$- \frac{1}{N^{2\beta}} \log(Z_{N,\beta}^{Y_N}) - E_\beta(\mu)$$

$$= N^{-\lambda(d+2)} \inf_\rho \left( \frac{1}{2} \mathcal{E}_N^\beta (\text{lemp}_N(Y_N) + \rho - \mu_\beta^N) - \int_{\mathbb{R}^d} \log(\mu_\beta^N) d(\rho + \text{lemp}_N(Y_N)) + \text{ent}[\rho] + o_N(1) \right) =$$

$$N^{-\lambda(d+2)} \left( T_\lambda^N(\text{lemp}_N(Y_N)) + \int_{\mathbb{R}^d} \log(\mu_\beta^N) d(\text{lemp}_N(Y_N)) + o_N(1) \right),$$

where the infimum in line 2 of the last equation is taken over all $\rho \in \mathcal{M}^+(\mathbb{R}^d \setminus \square_R)$ such that

$$|\rho| = N^{\lambda d} \left( 1 - \frac{iN}{N} \right).$$

We proceed by writing

$$P_{N,\beta}(\text{lemp}_N \in B(\nu, \epsilon)) =$$

$$\int_{\text{lemp}_N \in B(\nu, \epsilon)} Z_{N,\beta}^{Y_N} dY_N =$$

$$\int_{\text{lemp}_N \in B(\nu, \epsilon)} \exp \left( -\beta N^{2-\lambda(d+2)} [T_\lambda^N(\text{lemp}_N(Y_N)) + \int_{\mathbb{R}^d} \log(\mu_\beta^N) d(\text{lemp}_N(Y_N))] \right) dY_N =$$

$$\int_{\text{lemp}_N \in B(\nu, \epsilon)} \exp \left( -\beta N^{2-\lambda(d+2)} T_\lambda^N(\text{lemp}_N(Y_N)) \right) \Pi_{i=1}^N \mu_\beta^N(y_i) dy_i \leq$$

$$\exp \left( -\beta N^{2-\lambda(d+2)} \inf_{\mu \in B(\nu, \epsilon) \cap A_\lambda^{N-1}(\square_R)} T_\lambda^N(\mu) \right) \int_{\text{lemp}_N \in B(\nu, \epsilon)} \Pi_{i=1}^N \mu_\beta^N(y_i) dy_i \leq$$

$$\exp \left( -\beta N^{2-\lambda(d+2)} \left[ \inf_{\mu \in B(\nu, \epsilon) \cap A_\lambda^{N-1}(\square_R)} T_\lambda^N(\mu) + \inf_{\mu \in B(\nu, \epsilon)} \text{ent}[\mu] \mu_\beta^N 1_{\square_R} \right] \right).$$

(272)
Letting $N$ tend to $\infty$ and using Remark 4.1 we have that
\[
\limsup_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( P_{N,\beta} \left( \text{lemp}_N \in B(\nu, \epsilon) \right) \right) \right) \right) +
\left( \inf_{\mu \in B(\nu, \epsilon) \cap A^{N,\lambda-1}_1(\square_R)} T_{\lambda}^{N,\epsilon}(\mu) \right)
\leq 0.
\]
\[
(273)
\]
It’s well known that $\text{ent}[\nu | \mu]$ is l.s.c. in $\nu$ for fixed $\mu$. Therefore
\[
\lim_{\epsilon \to 0} \inf_{\mu \in B(\nu, \epsilon) \cap A} \text{ent}[\nu | \mu] = \text{ent}[\nu | \mu].
\]
\[
(274)
\]
We will also use a property of $T_{\lambda}^{N,\epsilon}$, which we prove at the end of this section: we will show that
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \left( T_{\lambda}^{N}(\nu) - \inf_{\mu \in B(\nu, \epsilon) \cap A^{N,\lambda-1}_1(\square_R)} T_{\lambda}^{N,\epsilon}(\mu) \right) = 0.
\]
\[
(275)
\]
Using equation (275), we have
\[
\lim_{\epsilon \to 0} \limsup_{N \to \infty} \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( \frac{1}{\beta N^{2-\lambda(d+2)}} \log \left( P_{N,\beta} \left( \text{lemp}_N \in B(\nu, \epsilon) \right) \right) \right) + T_{\lambda}^{N}(\nu) \right) \leq 0.
\]
\[
(276)
\]
This concludes the proof.

We now prove equation (275), used in the proof and restated here for convenience.

**Lemma 8.1.** Let $\nu$ be a measure on $\square_R$ such that $\mathcal{E}(\nu) < \infty$ and $\nu \in L^\infty$, and $i_N$ be such that
\[
\lim_{N \to \infty} \frac{i_N}{N^{1-\lambda d}} = |\nu|.
\]
\[
(277)
\]
Then
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \left( T_{\lambda}^{N}(\nu) - \inf_{\mu \in B(\nu, \epsilon) \cap A^{N,\lambda-1}_1(\square_R)} T_{\lambda}^{N,\epsilon}(\mu) \right) = 0.
\]
\[
(278)
\]
**Proof.** Let $\mu \in B(\nu, \epsilon) \cap A^{N,\lambda-1}_1(\square_R)$, and let
\[
\mu^* = \mu \ast \lambda^{1-\frac{\lambda}{d}},
\]
(see Remark 3.2 for notation). We claim that
\[
T_{\lambda}^{N}(\mu^*) \leq T_{\lambda}^{N,\epsilon}(\mu) + C N^{2(\lambda-\frac{\lambda}{d})},
\]
\[
(280)
\]
where $C$ depends on $\nu$. To see this, let
\[
\rho^* = \arg\min_{\rho \in M^* (R^4 \cap \square_R)} \left( \frac{1}{2} E_{\square_R}^\mu (\mu + \rho - \mu^N) - \int_{R^4} \log (\mu^N) d\rho + \text{ent}[\rho] \right),
\]
where the minimum is taken over $\rho$ such that
\[
\int_{R^4} \mu + \rho - \mu^N = 0.
\]
Then we can use $\rho^*$ as a test function in the definition of $T^N_\lambda (\mu^*)$ and get
\[
T^N_\lambda (\mu^*) \leq \frac{1}{2} E (\mu^* + \rho^* - \mu^N) - \int_{R^4} \log (\mu^N) d\rho^* + \text{ent}[\rho^*].
\]
Using Lemmas 9.1, 9.2, 9.3, 9.4, we have that
\[
E (\mu^* + \rho^* - \mu^N) \leq E_{\square_R} (\mu + \rho^* - \mu^N) + C N^2(\lambda - \frac{1}{2}),
\]
where $C$ depends on $\nu$. We, therefore, get that
\[
T^N_\lambda (\mu^*) \leq T^N_\lambda (\mu) + C N^2(\lambda - \frac{1}{2}),
\]
where $C$ depends on $\nu$. Note that
\[
\lim_{N \to \infty} \|\mu - \mu^*\|_{BL} = 0,
\]
therefore we are left with proving that
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \left( T^N_\lambda (\nu) - \inf_{\mu \in B(\nu, \epsilon)} (T^N_\lambda (\mu)) \right) = 0.
\]
To see this, let
\[
\mu^*_N = \arg\min_{\mu \in B(\nu, \epsilon)} T^N_\lambda (\mu).
\]
We assume that the infimum is achieved for clarity of exposition. Otherwise, we would repeat the argument up to an arbitrarily small error. Let
\[
\rho^*_N = \arg\min_{\rho \in M^* (R^4 \cap \square_R)} \left( \frac{1}{2} E (\mu^*_N + \rho - \mu^N) - \int_{R^4} \log (\mu^N) d\rho + \text{ent}[\rho] \right),
\]
where the minimum is taken over $\rho$ such that
\[
\int_{R^4} \mu^*_N + \rho - \mu^N = 0.
\]
Then we can use $\rho^*_N$ as a test function in the definition of $T^N_\lambda (\nu)$ and get
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \left( T^N_\lambda (\nu) - \inf_{\mu \in B(\nu, \epsilon)} (T^N_\lambda (\mu)) \right) \leq
\]
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \frac{1}{2} E (\nu + \rho^*_N - \mu^N) - \frac{1}{2} E (\mu^*_N + \rho^*_N - \mu^N) =
\]
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \frac{1}{2} E (\nu) - \frac{1}{2} E (\mu_N) + G (\nu - \mu_N, \rho^*_N - \mu^N).
\]

Note that as $\epsilon$ tends to $0$ and $N$ tends to $\infty$, $\mu_N^\epsilon$ converges weakly to $\nu$, therefore
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \mathcal{E}(\nu) - \mathcal{E}(\mu_N^\epsilon) \leq 0,
\]
and
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \mathcal{G}(\nu - \mu_N^\epsilon, \mu_N^\epsilon - \mu^\lambda) = 0.
\]
This implies that
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \left( T_N^\lambda(\nu) - \inf_{\mu \in B(\nu, \epsilon)} \left( T_N^\lambda(\mu) \right) \right) \leq 0,
\]
and since clearly
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \left( T_N^\lambda(\nu) - \inf_{\mu \in B(\nu, \epsilon)} \left( T_N^\lambda(\mu) \right) \right) \geq 0,
\]
we conclude that
\[
\lim_{\epsilon \to 0} \lim_{N \to \infty} \left( T_N^\lambda(\nu) - \inf_{\mu \in B(\nu, \epsilon) \cap A_N^\lambda \cap \{\nabla R\}} \left( T_N^{N,\lambda}(\mu) \right) \right) = 0.
\]

9 Appendix A

In this appendix, we prove some fundamental properties of the smearing technique and energy minimizers. Loosely speaking, the smearing technique consists in studying properties about $\text{emp}_N$ by analyzing instead the more regular measure $\text{emp}_N^\star \lambda_\epsilon$, where $\lambda_\epsilon$ is a measure that approximates a Dirac delta on a scale $\epsilon$.

We start by recalling a few facts about smearing and electric energy. These are standard and can be found, for example, in [16], [22], or [27]. The proof uses that $g$ is superharmonic in its domain, and harmonic away from $0$.

Lemma 9.1. For every $x \in \mathbb{R}^d$ and $\epsilon > 0$ we have that
\[
\int_{\mathbb{R}^d} g(x + u) \, d\lambda_\epsilon(u) \leq g(x)
\]
and also that
\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} g(x + u - v) \, d\lambda_\epsilon(u) \, d\lambda_\epsilon(v) \leq g(x),
\]
(see Remark 3.2 for notation). Furthermore, eqs (297) and (298) become an equality if $|x| > \epsilon$.

The next lemma can also be found in [16] (or verified by direct computation).
Lemma 9.2. Let $\epsilon > 0$, then for $d \geq 3$,
\begin{equation}
\mathcal{E}(\lambda_\epsilon) = g(\epsilon)\mathcal{E}(\lambda_1).
\end{equation}
For $d = 2$,
\begin{equation}
\mathcal{E}(\lambda_\epsilon) = g(\epsilon) + \mathcal{E}(\lambda_1).
\end{equation}

Lemma 9.3. Let $\{x_i\}_{i=1}^N \in \mathbb{R}^d$, let $\phi = \frac{1}{N} \sum_{i=1}^N \delta_{x_i}$, and $\phi_\epsilon = \phi * \lambda_\epsilon$. Then
\begin{equation}
\frac{1}{N^2} \sum_{i \neq j} g(x_i - x_j) \geq \mathcal{E}(\phi_\epsilon) - \frac{1}{N} g(\epsilon)\mathcal{E}(\lambda_1).
\end{equation}
Furthermore, eq. (301) is an equality if $\epsilon \leq \min \{|x_i - x_j|\}$.

Lemma 9.4. Let $\phi = \frac{1}{N} \sum_{i=1}^N \delta_{x_i}$ for $\{x_i\}_{i=1}^N \in \mathbb{R}^d$. Let $\phi_\epsilon = \phi * \lambda_\epsilon$ for $\epsilon > 0$. Let $\mu$ be a measure with an $L^\infty$ density. Then there exists $C > 0$, which depends only on $\|\mu\|_{L^\infty}$ such that
\begin{equation}
|\mathcal{G}(P_\epsilon, \mu) - \mathcal{G}(P, \mu)| \leq C\epsilon^2.
\end{equation}
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We will now prove Lemma 7.1, which we restate here for convenience.

Lemma 10.1. Let $\mu_n, \overline{\nu}$ be probability measures on a compact set $\Omega$ such that
\begin{equation}
\limsup_{n \to \infty} \text{ent} [\mu_n] < \infty, \quad \text{ent} [\overline{\nu}] < \infty,
\end{equation}
$\overline{\nu} \in L^\infty(\Omega)$, and
\begin{equation}
\mathcal{E}(\overline{\nu}) < \infty.
\end{equation}
Assume that $\mu_n(x)$ is uniformly equi-continuous and bounded away from 0 uniformly in $x$ and $n$. Then for every $\epsilon, \delta, \eta$, there exists a family of configurations
\begin{equation}
\Lambda_{\eta, \epsilon} \subset \mathbb{R}^{d \times n}
\end{equation}
such that
\begin{itemize}
  \item
  \begin{equation}
  \text{emp}_n(X_n) \in B(\overline{\nu}, \epsilon)
  \end{equation}
  for any $X_n \in \Lambda_{\eta, \epsilon}$.
  \item
  \begin{equation}
  \liminf_{n \to \infty} \frac{1}{n} \log \left( \prod_{X_n \in \Lambda_{\eta, \epsilon}} \mu_n(x_i) \right) \geq - \liminf_{n \to \infty} \text{ent} [\overline{\nu} | \mu_n] - \delta.
  \end{equation}
  \item
  \begin{equation}
  \limsup_{n \to \infty} |\mathcal{E}(\text{emp}_n(X_n) - \overline{\nu})| \leq \eta^2.
  \end{equation}
\end{itemize}
• There exists $r > 0$ such that
\[
d(x_i, \partial \Omega) > rn^{-\frac{d}{2}} \quad \text{and} \quad d(x_i, x_j) > rn^{-\frac{d}{2}},
\] (309)
for $i \neq j$.

Proof. **Step 1**: Definition

First, we subdivide $\Omega$ into cubes $K_j$ of size $\eta > 0$ and center $x_j$, for $\eta > 0$ to be determined later.

Let either
\[
n_j = \lceil n \nu(K_j) \rceil
\] (310)
or
\[
n_j = \lfloor n \nu(K_j) \rfloor
\] (311)
chosen so that
\[
\sum_j n_j = n.
\] (312)

The procedure for determining the point configuration of $n_j$ points is: $y_1$ is chosen at random from $K_j \setminus B(y_1, \tau)$, $y_2$ is chosen at random from $K_j \setminus B(y_1, \tau)$, then, for $i = 1 \ldots n_j$, the point $y_i$ is chosen at random from $K_j \setminus \bigcup_{l=1}^{i-1} B(y_{\sigma(l)}, \tau)$. In other words,
\[
\Lambda_{\eta, \epsilon}^{n} = \bigcup_{\sigma \in \text{sym}[1:n]} \bigotimes_{j}^{n_j} \left( K_j \setminus \bigcup_{l=1}^{i-1} B(y_{\sigma(l)}, \tau) \right).
\] (315)

We set $\tau = \alpha \eta n^{-\frac{d}{2}}$, for some $\alpha \in (0, 1)$ to be determined later. For $\eta$ small enough, the procedure is well defined, in the sense that it is possible to choose $n_j$ points in this way.

For $\eta$ small enough, any $X_n \in \Lambda_{\eta, \epsilon}^{n}$ satisfies
\[
\text{emp}_n (X_n) \in B(\overline{\nu}, \epsilon).
\] (316)

We immediately get that $d(x_i, \partial \Omega) > rn^{-\frac{d}{2}}, d(x_i, x_j) > rn^{-\frac{d}{2}}$ for some $r > 0$.

We now prove that these configurations have the right volume and energy.

**Step 2**: Volume Estimate

To give intuition, we first treat the case $\mu_n$ as the uniform measure on $\Omega$. In this case, we have
\[
\mu_n^{\text{un}} (\Lambda_{\eta, \epsilon}^{n}) = \frac{n!}{\prod_{i} n_i!} \prod_{p=1}^{n_j-1} \left( \eta^d - k_d \eta^{d-1} \tau - c_d p \eta^d \right)
\] (317)
\[
= \frac{n!}{\prod_{i} n_i!} \prod_{j} \eta^{n_j} \prod_{p=1}^{n_j-1} \left( 1 - \frac{\tau k_d}{\eta} - \frac{c_d p \alpha^d}{n_j} \right).
\]
where $c_d, k_d$ are constants which depend only on $d$. On the other hand, the volume of all configurations with exactly $n_j$ points in cube $K_j$ is given by

$$\frac{n!}{\prod_i n_i!} \prod_j \eta_j^{n_j}.$$  \hfill (318)

By Sanov’s theorem, we have that

$$\frac{n!}{\prod_i n_i!} \prod_j \eta_j^{n_j} = \exp(-n[\text{ent}[\overline{\nu} \mu_n] + o_n(1)]).$$  \hfill (319)

For a general $\mu_n$, we have that the volume of all configurations with exactly $n_j$ points in cube $K_j$ is given by

$$\frac{n!}{\prod_i n_i!} \prod_j [\mu_n(K_j)]^{n_j},$$  \hfill (320)

and that by Sanov’s theorem

$$\frac{n!}{\prod_i n_i!} \prod_j [\mu_n(K_j)]^{n_j} = \exp(-n[\text{ent}[\overline{\nu} \mu_n] + o_n(1)]).$$  \hfill (321)

On the other hand, we can estimate

$$\log \left( \prod_j \prod_{p=1}^{n_j-1} \left( 1 - \frac{k_d \tau}{\eta_j} - \frac{c_d \rho \alpha^d}{n_j} \right) \right) = \sum_j \sum_{p=1}^{n_j-1} \log \left( 1 - \frac{k_d \tau}{\eta_j} - \frac{c_d \rho \alpha^d}{n_j} \right) \leq \alpha k_d \sum_j n_j^{1-\frac{1}{d}} + c_d \alpha \sum_j n_j \leq C n, \hfill (322)$$

where $C$ depends on $\overline{\eta}$. Using the hypothesis that $\mu_n$ is uniformly equi-continuous, we have that for any any $\delta > 0$ there exists $\overline{\eta}^*$ such that if $\overline{\eta} < \overline{\eta}^*$ we have

$$\frac{\mu_n(x)}{\mu_n(y)} \in (1-\overline{\delta}, 1+\overline{\delta}).$$  \hfill (323)

for any $x, y \in \Omega$.

Hence, we have

$$\log \left( \mu_n^{\otimes n} \left( \Lambda_{\overline{\delta}}^{\overline{\eta}} \right) \right) \geq \log \left( \frac{n!}{\prod_i n_i!} \prod_j [\mu_n(K_j)]^{n_j} \right) - \log \left( \prod_j \prod_{p=1}^{n_j-1} \left( 1 - \frac{k_d \tau}{\eta_j} - \frac{c_d \rho \alpha^d}{n_j} \right) \right) - o_n(n) = \log \left( \frac{n!}{\prod_i n_i!} \prod_j [\mu_n(K_j)]^{n_j} \right) - o_n(1) - o\overline{\eta}(1).$$  \hfill (324)

**Step 3: Energy Estimate**

The idea for the energy estimate will be to prove that

$$h_{\text{emp}, \overline{\eta}}$$  \hfill (325)
is typically pointwise small. Then the smallness of the energy will be a consequence of the finite mass of the measures $\nu$ and $\emp_n$.

Let $x \in \Omega_i$. Then we can write

$$h^\emp_n - \nu(x) = \int_{\Omega_i} g(x-y)d(\emp_n - \nu)(y) + \sum_{j \neq i} \int_{\Omega_j} g(x-y)d(\emp_n - \nu)(y). \tag{326}$$

For any $j \neq i$, note that the minimum distance from $x$ to $\Omega_j$ is given by $|x - x_i| - c\bar{\eta}$ and the maximum distance from $x$ to $\Omega_i$ is given by $|x - x_i| + c\bar{\eta}$, for some $c$ which depends on $d$ and $x$. For the rest of the proof, we assume w.l.o.g. that

$$\emp_n(\Omega_j) \geq \nu(\Omega_j), \tag{327}$$

then

$$\left| \int_{\Omega_j} g(x-y)d(\emp_n - \nu)(y) \right| \leq \frac{\emp_n(\Omega_i)}{|x - x_i| - c\bar{\eta}} - \frac{\nu(\Omega_i)}{|x - x_i| + c\bar{\eta}} \leq \frac{\emp_n(\Omega_i)}{|x - x_i| - c\bar{\eta}} - \frac{\nu(\Omega_i)}{|x - x_i| + c\bar{\eta}} \leq \frac{\nu(\Omega_i)}{|x - x_i| + c\bar{\eta}} \right| \leq \int_{\Omega_j} K g(x-y)d(\emp_n - \nu)(y) + \frac{C\nu}{|x-x_i|^{d-1}}, \tag{328}$$

for some absolute constant $C$.

Using the hypothesis that $\nu \in L^\infty(\Omega)$ we get

$$|(\emp_n - \nu)(\Omega_j)| \leq \frac{C}{n}, \tag{329}$$

where $C$ depends on $|\nu|_{L^\infty}$. Since $\frac{1}{|x|^{d-1}}$ is integrable at the origin and $\Omega$ is compact, we have

$$\sum_{j \neq i} \left| \left( \frac{\emp_n - \nu}{|x - x_i| - c\bar{\eta}} \right) \right| \leq \frac{C}{n\bar{\eta}}, \tag{330}$$

where $C$ depends on $|\nu|_{L^\infty}$ and $\Omega$.

Using again the hypothesis that $\nu \in L^\infty$ we have

$$\sum_{j \neq i} \left| \left( \frac{\nu}{|x - x_i|^{d-1}} \right) \right| \leq C\bar{\eta} \int_{\Omega} \frac{1}{|x|^{d-1}}d, \tag{331}$$

where $C$ depends on $|\nu|_{L^\infty}$ and $\Omega$.

For the second term in equation (326) term, we will instead work with

$$\emp_n^* = \emp_n \ast \lambda_\bar{\nu}, \tag{332}$$
where \( \tau = \alpha \eta n_j^{-\frac{1}{d}} \), for some \( \alpha \in (0, 1) \) to be determined later (see Remark 3.2 for notation). Note that by Lemma 9.1, and because \( d(x_i, x_j) \geq r n^{-\frac{1}{d}} \) we have

\[
\sum_{j \neq i} K_j g(x - y) d(\text{emp}_n - \nu)(y) = \sum_{j \neq i} K_j g(x - y) d(\text{emp}_n^* - \nu)(y).
\]  

(333)

Note also that

\[
\|\text{emp}_n^*\|_{L^\infty} \leq c_{\alpha, \nu},
\]

(334)

where \( c_{\alpha, \nu} \) is a constant that depends on \( \alpha \) and \( \|\nu\|_{L^\infty} \). Hence

\[
\left| \int_{K_i} g(x - y) d(\text{emp}_n^* - \nu)(y) \right| \leq c_{\alpha, \nu} \int_{K_i} \frac{1}{|x|^{d-2}} dx \leq c_{\alpha, \nu} \eta^2,
\]

(335)

where \( c_{\alpha, \nu} \) is a (new) constant that depends on \( \alpha \) and \( \|\nu\|_{L^\infty} \).

Putting everything together, we get

\[
|h_{\text{emp}_n^* - \nu}| \leq \frac{C}{n \eta^d} + C \eta + c_{\alpha, \nu} \eta^2,
\]

(336)

where \( C \) depends on \( \nu \) and \( \Omega \) and \( c_{\alpha, \nu} \) depends, in addition, on \( \alpha \).

Hence

\[
\iint_{\Omega \times \Omega} g(x - y) d(\text{emp}_n^* - \nu)(x) d(\text{emp}_n^* - \nu)(y) \leq \left\| h_{\text{emp}_n^* - \nu} \right\|_{L^\infty} \left\| \text{emp}_n^* - \nu \right\|_{TV} \leq \frac{C}{n \eta^d} + C \eta + c_{\alpha, \nu} \eta^2.
\]

(337)

Making \( \eta \) small enough after having chosen \( \alpha \), while keeping \( \eta >> n^{-\frac{1}{d}} \), we have that for any \( \eta > 0 \) we can find parameters such that

\[
\limsup_{n \to \infty} |\mathcal{E}(\text{emp}_n(X_n) - \nu)| \leq \eta^2,
\]

(338)

which implies that

\[
\limsup_{n \to \infty} |\mathcal{E}(\text{emp}_n(X_n) - \nu)| \leq \eta^2.
\]

(339)

\[\square\]
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