Invasion-wave induced first-order phase transition in systems of active particles
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An Enskog-like kinetic equation for self-propelled particles is solved numerically. I study a density instability near the transition to collective motion and find that while hydrodynamics breaks down, the kinetic approach leads to soliton-like supersonic waves with steep leading kinks and Knudsen numbers of order one. These waves show hysteresis, modify the transition threshold and lead to an abrupt jump of the global order parameter if the noise level is changed. Thus they provide a mechanism to change the second-order character of the phase transition to first order.

Collective motion of self-propelled agents is a key feature of active matter systems and has attracted much attention recently. Systems of interest range from animal flocks, to human crowds, actin networks driven by molecular motors, interacting robots, and mixtures of robots and living species.

Most of our theoretical understanding of collective motion comes from two sources: (i) computational studies of particle-based models and (ii) phenomenological transport equations which are usually postulated by means of symmetry arguments as in the seminal work by Toner and Tu. These authors showed that even in a two-dimensional system, long-range orientational order is possible due to the nonzero speed of the particles. Many of the computational approaches are related to the minimal Vicsek-model (VM). In the VM, pointlike particles move at fixed speed and try to align locally with their neighbors but do not succeed completely due to the presence of some noise. As the noise amplitude decreases, the system experiences a phase transition from a disordered state, in which the particles have no preferred global direction, to an ordered state, in which, on average, the particles move in the same direction.

This paper is based on a third angle of attack – the kinetic theory of gases. Apart from a few exceptions, the kinetic approach to active particle systems has been less popular. However, it is very powerful and allowed the solution of a long standing problem, the rigorous derivation of the hydrodynamic theory for the VM. See also Refs. for alternative derivations.

Direct simulations of the VM revealed that right at the onset of ordered motion, large density waves emerge. It has been intensely debated whether this order-disorder transition is continuous or discontinuous. By now it is generally accepted that at high particle speeds the transition is discontinuous with strong finite size effects. This is in puzzling contrast to mean-field theories which should be valid at large speeds but predict a continuous transition.

In this Letter, I show that the solution of this puzzle lies beyond hydrodynamic theory. I find that a special soliton-like density wave, which can be analyzed by kinetic theory but not by hydrodynamics, is able to alter the character of the phase transition from continuous to discontinuous. I calculate the global order parameter for collective motion and show explicitly how its hysteresis and its unique finite size effects are related to the properties of the density waves.

The reason why these waves escape hydrodynamic treatment is that they violate a basic principle for the validity of a hydrodynamic theory – the smallness of the Knudsen number – which requires that the average distance particles travel between collisions is much smaller than the length over which hydrodynamic fields change considerably. This is not true for the waves emerging near the onset of collective motion. They are so steep that their Knudsen number is always of order one.

In one of the first analytical studies of active particles, Bertin et al. have also analyzed soliton waves. However, the calculated density profiles bear little resemblance with the actual profiles obtained in direct simulations of the VM, which have a very sharp leading edge. Gopinath et al. also calculated waves which look different from the ones observed in simulations. Both groups obtained waves within the hydrodynamic approach and did not observe that the waves have any effect on the order-disorder threshold. The waves calculated in this Letter by means of kinetic theory are qualitatively different from the ones of Refs. because (i) they shift the transition threshold and modify the character of the flocking transition from second to first-order, and (ii) their profile semi-quantitatively agrees with the ones measured in direct simulations.

A first clue about the inadequacy of hydrodynamic equations for the VM comes from Ref. where it was shown that if all coefficient in these equations are rigorously derived from the microscopic dynamics, long wavelength density modulations evolve into waves with infinite amplitudes. Thus, contrary to Refs., no solitons could be found. The equations were derived under the assumption that higher order gradient terms are negligible which is not justified when steep spatial perturbations of a homogeneous state grow sufficiently large. Usually, such perturbations are stabilized by higher order nonlinear terms. This is not the case here, the hydrodynamic equations are driven out of their range of validity.

To discover the final fate of these waves within the hydrodynamic approach one would have to explicitly sum gra-
dient terms of all orders, which is practically impossible. I circumvent this obstacle by abandoning hydrodynamics entirely. Instead, I numerically solve the space and time-dependent kinetic equations of the VM. Because this does not involve any gradient expansion, a summation to all orders is achieved implicitly.

In the VM, \( N \) pointlike particles with positions \( x_i(t) \) and velocities \( v_i(t) \) undergo a discrete-time dynamics with time step \( \tau \). The evolution consists of two steps: streaming, where all positions are updated according to \( x_i(t + \tau) = x_i(t) + \tau v_i(t) \), and collision. The magnitude \( v_0 \) of the particle velocities is kept constant, only the directions \( \theta_i \) of the velocity vectors are modified in the collision step: a circle of radius \( R \) is drawn around a given particle and the average direction \( \Phi_i \) of motion of the particles within the circle is determined according to \( \Phi_i = \arctan(\sin(\theta_i)/\cos(\theta_i)) \). The new directions follow as \( \theta_i(t + \tau) = \Phi_i(t) + \xi_i \). Here, \( \xi_i \) is a random number which is uniformly distributed in the interval \([-\eta/2, \eta/2]\).

Following Ref. [28], the time evolution of the VM can be described by a Markov chain for the N-particle probability density. This equation is exact but intractable without simplification. The easiest way to proceed is to make Boltzmann’s molecular chaos approximation and assume that the particles are uncorrelated prior to a collision, which amounts to a factorization of the N-particle probability into a product of one-particle probabilities. Because this assumption neglects correlations and leads to an effective one-particle picture, it can be thought of as a sort of mean-field theory which looks like an Enskog equation,

\[
f(\theta, x, t + \tau) = \frac{1}{\eta} \int_{-\eta/2}^{\eta/2} d\xi \sum_{n=1}^{N} \frac{1}{(n-1)!} \xi^{n-1} \delta^{M_n}(x', t)
\times \int_{0}^{2\pi} d\tilde{\theta} \prod_{i=2}^{n} \int_{0}^{2\pi} d\tilde{\theta}_i \int_{-\infty}^{\infty} d\tilde{x}_i \int_{-\infty}^{\infty} d\tilde{x}_i f(\tilde{\theta}_i, \tilde{x}_i, t)
\times f(\tilde{\theta}_1, x', t) \delta(\theta - \xi - \Phi_i(\tilde{\theta}_1, \ldots, \tilde{\theta}_n)) .
\]

The distribution function \( f(\theta, x) \) is proportional to the probability to find a particle with a given angle \( \theta \) at location \( x \). Details on this derivation can be found in Refs. [26, 32, 40]. The r.h.s. of Eq. (1) is the collision integral and will be denoted as \( I[f] \). It is a nonlinear functional of the distribution function with a singular kernel which consists of the periodically continued Dirac-delta function, \( \delta(\alpha) = \sum_{m=\infty}^{\infty} \delta(\alpha + 2\pi m) \). The argument of the exponential in Eq. (1), \( M_n(x', t) = \int_{0}^{2\pi} \rho(y, t) dy \), is the average number of particles in a circle of radius \( R \) centered around \( x' = x - \nu t \) where \( \nu = v_0 \cos(\theta_i, \sin(\theta)) \) is a velocity vector. This interaction circle is not centered around the final position \( x \) because after the reference particle \( i = 1 \) has collided with particles \( 2, 3 \ldots n \) it will be convected to location \( x \) in the subsequent streaming step. The symbol \( \odot \) denotes spatial integrations over the collision circle. The particle density \( \rho \) is given as the zeroth moment of the distribution function, \( \rho(x, t) = \int_{0}^{2\pi} f(\theta, x, t) d\theta \).

Eq. (1) is solved by an algorithm which is related to the Lattice-Boltzmann method (LB) [41]. It relies on a set of \( Q \) microscopic velocities, \( e_i \), where every velocity is associated with a distribution function \( f_i(x, t) \). The positions \( x \) are discretized on a regular lattice of size \( L_x \times L_y \). See Supplemental Material at [URL] for details on this numerical method. In contrast to LB a very large number of velocities, \( Q \approx 1000 \), is used to accurately resolve the order-disorder transition. Another difference is the nonlocal collision term \( I[f] \) which requires spatial and angular integrations. Naive attempts to calculate \( I[f] \) by a simple integration scheme lead to prohibitively slow performance. A much more accurate and faster way is to evaluate the collision integral in angular Fourier space. Expanding \( f \),

\[
f(\theta, x) = \sum_{k=0}^{k_C} \left[ g_k(x) \cos(k\theta) + h_k(x) \sin(k\theta) \right] ,
\]

performing a similar expansion for \( I[f] \), and evaluating Eq. (1) in this basis gives a simple set of algebraic relations for the Fourier coefficients of the collision integral in terms of \( g_k \) and \( h_k \), see Eq. (S2) in the Supplemental Material at [URL]. Three-particle and higher order collisions have been neglected. While this restriction to binary interactions keeps the simulation times short and reduces the validity of the numerics to low densities, \( M_R < 1 \), it is not a principal limitation. Similar to Ref. [35], the algorithm can be easily extended to include genuine three-, and higher particle collisions. In Eq. (2) all angular modes with wavenumbers \( k \) larger than the cut-off value \( k_C = 5 \) were neglected. The remaining modes are sufficient to describe the behavior of the order parameter in the vicinity of a phase transition. The global order parameter \( \Omega \) is defined by means of the \( k = 1 \) Fourier coefficients, \( \Omega = \sqrt{\langle g_1^2 + h_1^2 \rangle} \) where the brackets denote an average over the simulation box. These coefficients are proportional to the components of the momentum density \( w \), \( g_1 \propto w_x, h_1 \propto w_y \), which is given by the first moment of the distribution function, \( w(x, t) = \int_{0}^{2\pi} \langle \theta(x, t) f(\theta, x, t) \rangle \).

Let us first consider a very small system, \( L_x = L_y = 4 \) with periodic boundary conditions and average particle density \( \rho_0 = N/(L_x L_y) = 0.00424 \). To initialize a disordered state, all angular Fourier coefficients except \( g_0 = \rho_0/2\pi \) are set to zero. In this and all following simulations, the average particle number in the collision circle, \( M = \pi R^2 \rho_0 \), is set to \( M = 0.03 \) and the time step is \( \tau = 1 \). Recently [26], the critical noise \( \eta_C \) as a function of \( M \) has been calculated. By choosing a noise value \( \eta = 0.43 \) slightly smaller than the threshold value \( \eta_C = 0.4361 \), the system is quenched into the ordered state. Since the system size is much smaller than the
critical length \( L_0 = 2\pi/k_0 \) (see Fig. 2 of [26]) above which the homogeneous ordered state is linearly unstable, the system is expected to stay homogeneous. The numerical solution of Eq. (11) agrees with these predictions: the zero momentum disordered state evolves into a stable ordered state. As shown in Fig. 1(a), the order parameter stays constant at increasing system size until a critical size of \( L^* \approx 270.5 \) is reached. When the system size is adjusted by just one lattice unit from \( L = 270 \) to \( 271 \), \( \Omega \) makes an abrupt jump, almost tripling its value. A closer look reveals that while the steady state solution is homogeneous at small \( L \), it is not homogeneous above \( L^* \). Instead, a single-peaked density wave is going through the system. It travels at constant velocity \( v_W \) and, as seen in Fig. 2, has a pronounced asymmetric shape with a steep front and an extended tail. The anharmonicity of this shape, together with previous results [26], provide a simple explanation for the discontinuity of the global order parameter: The wave is born as a result of a linear instability and inherent noise. Once it exists, it grows to a large final size because nonlinear attenuation is ineffective. The definition of \( \Omega \) involves a spatial average which is dominated by the extended spatial region behind the peak of the wave, where local order is much stronger than in the corresponding homogeneous ordered state. Even though the area ahead of the wave front is mostly disordered with \( |w| \approx 0 \), it cannot compensate the huge contributions to \( \Omega \) from the densest part of the wave. As a result of this biased average, the global order parameter is much larger than in the homogeneous ordered state. These waves have remarkable properties. For example, Fig. 1(b) shows that their speed \( v_W \) is just slightly below the maximum possible speed \( v_0 \), but larger than the speed of sound in the disordered phase, \( v_S = v_0/\sqrt{2} \). All speeds are plotted in Fig. 3. Order parameter versus noise \( \eta \) for several system sizes \( L \). Parameters: \( R = 0.1, v_0 = 1 \).
The hysteresis region grows with system size because the properties of the underlying soliton-like wave strongly depends on $L$. Compared to equilibrium systems, the phase behavior depicted in Fig. 4 looks unusual. Nevertheless, it semi-quantitatively agrees with direct simulations of the VM.

In conclusion, using kinetic theory I analyzed supersonic waves that occur in the Vicsek model once the system exceeds a critical size. I demonstrated that the waves show hysteresis and alter the order of the flocking transition from continuous to discontinuous. A phase diagram with atypical finite size effects was calculated. I argue that these waves were probably not detected in previous analytical approaches because of their large Knudsen number. This provides an explicit example of an active particle model where hydrodynamic equations fail to correctly describe one of the most important properties – the nature of the phase transition. This could have implications for other, more sophisticated, models of active matter. While my calculations neglect correlations which are relevant at small particle speeds, they do demonstrate a novel mechanism to induce a first-order flocking transition. How relevant this mechanism is in the low speed regime and for particles with nonzero size remains an open question. I speculate that some aspects of this approach remain useful. For example, it might lay the ground for a theory in terms of interacting quasiparticles that represent soliton waves.
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