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Homochirality, i.e. the dominance across all living matter of one enantiomer over the other among chiral molecules, is thought to be a key step in the emergence of life. Building on ideas put forward by Frank and many others, we proposed recently one such mechanism in G. Laurent et al., PNAS (2021) based on the properties of large out of equilibrium chemical networks. We showed that in such networks, a phase transition towards an homochiral state is likely to occur as the number of chiral species in the system becomes large or as the amount of free energy injected into the system increases. This paper aims at clarifying some important points in that scenario, not covered by our previous work. We first analyze the various conventions used to measure chirality, introduce the notion of chiral symmetry of a network, and study its implications regarding the relative chiral signs adopted by different groups of molecules. We then propose a generalization of Frank’s model for large chemical networks, which we characterize completely using methods of random matrices. This analysis can be extended to sparse networks, which shows that the emergence of homochirality is a robust transition.
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I. INTRODUCTION

By definition a chiral molecule cannot be superposed to its mirror image, the molecule and its mirror image form a pair of enantiomers. A molecule can be chiral because it contains one or several asymmetric centers, or because its tridimensional structure is itself chiral (for instance if the molecule has the shape of a helix). The homochirality of life means precisely the dominance of only one enantiomer in this pair across the entire biosphere. For instance, all amino acids are L-chiral and all sugars are D-chiral, and similarly all DNA and RNA molecules possess a specific handedness. The origin for this selection of a single molecular handedness across all living matter is an outstanding problem in the research on the origins of life [1]. We do not know whether this property, which holds for the whole extent of life, must hold more generally and whether it is a prerequisite or a consequence of life [2]. It would be important to know that, because, if it is a prerequisite of life, this could represent an efficient method to detect life on other planets than earth, and this would be also important for the design of artificial systems mimicking living systems.

Modern enzymes rely on catalysis, which requires a tridimensional matching between the structure of the substrate or product with that of the active site on the enzyme. This tridimensional matching constrains the chirality of the enzyme with respect to that of its substrate or product. While this explains the relevance of chirality for biological catalysis, it remains difficult to imagine how homochirality could emerge in a prebiotic system, in which no enzyme was present initially.

Many different mechanisms have been proposed over the years to explain homochirality: the parity violation in weak nuclear interaction for molecular energy levels [3] or ionization by cosmic rays [4], or circularly polarized UV light from active star-forming region [5]. Another study suggests that the helical structure of biological molecules could be at the root of homochirality, because homochiral structures built of chiral amino acids are more thermodynamically stable than heterochiral structures [6]. While some of these mechanisms could possibly explain an initial chiral bias, these effects are often too small to explain the near complete homochirality of life, which needs to be amplified and maintained dynamically [7].

The reaction network needs to be driven constantly out of equilibrium, otherwise the system would eventually converge towards the racemic state, which is the thermodynamic equilibrium state [8]. The chemistry in this network also needs to be non-linear, so that complex dynamical behavior (instabilities, multistability, or oscillations) could exist. While not all these features need to be present, autocatalysis can bring the required non-linearities in the chemical network.
Frank [9] and Kondepudi and Nelson [10] have shown that certain non-equilibrium reaction networks based of this type can undergo a bifurcation towards a complete homochiral state. In Frank’s model, each chiral monomer is amplified autocatalytically using achiral monomers as a resource and, in addition, there is a reaction of mutual decomposition between the two enantiomers, called chiral inhibition. In contrast to chiral inhibition, for which an experimental evidence was found [11], there was no obvious way to implement experimentally the autocatalytic reactions considered by Frank. For this reason, it took chemists over forty years to find one experimental realization of Frank’s model. Soai et al. discovered such a reaction in 1995 [12], a remarkable reaction but which is too specific to have played an important role in prebiotic chemistry. A possible reason for these difficulties to find suitable reaction schemes may be due to a lack of understanding of autocatalysis. We now appreciate that autocatalysis needs not be direct, but could emerge as a collective property of a subpart of the network [13] and we know how to identify it in the space of all possible chemical networks [14]. As a result, autocatalysis appears to be much more common than previously thought.

In addition to this lack of suitable reaction schemes, there is also another more fundamental limitation in Frank’s model, namely that it considers a small number of chemical species (three in the original model, one achiral species and two chiral species, enantiomers of each other). Only a few theoreticians realized this limitation, and explored generalization of this model involving many species. Among them, Sandars, who introduced an interesting polymerization model inspired by Frank’s model [15] and Walker et al. who revisited that model a few years later [16]. Remarkably, these polymerization models contain a large number of species and are able to reach a full degree of homochirality only in the limit of very long polymers.

In a recent work [17], we argued for the need to consider large systems. There is indeed no reason to expect that the chemical composition was simple in the prebiotic world where homochirality first emerged. Primitive soups of any kind are more likely to have contained instead a myriad of strongly interacting organic species. The presence of a large number of chemical species or in the other words, the complex nature of prebiotic chemistry, is an essential feature, which ought to be included in models on the origins of life [18].

To support these ideas, we have quantified the abundance of chiral species in the space of all possible molecules using tools of chemoinformatics. We found that, as molecules grow in size, there is an explosion in the number of chemical species, both chiral and achiral. This is found in public databases containing millions of known molecules like PubChem [19] but also in artificial databases [20], which are even bigger and contain in principle all possible molecules satisfying the basic rules of chemistry. Then, remarkably, one observes that, in both cases, the fraction of chiral compounds overtakes the achiral one when the length of molecules becomes of the order of 7-9 heavy atoms. This indicates that there is no need to consider very large molecules to observe a dominance of chiral species in the chemical space of all possible molecules: This should already happen with relatively simple and short molecules. A consequence of this cross-over is that the stereoisomer distribution goes from unimodal (with a maximum for achiral molecules) to bimodal (with two maxima corresponding to opposite enantiomers) as the size of molecules increases. This feature is a classic manifestation of a symmetry breaking mechanism.

Recently, a group of researchers led by Walker and Cronin found a similar crossover in a chemoinformatic study [21]. In that work, they introduced a measure for the complexity of a molecule, the molecular assembly index, which represents approximately the number of steps to make that molecule and which correlates with the molecular weight. In that study, they also confirmed that the high complexity molecules are predominantly chiral, as we observed in our work, which could possibly hint that the two cross-overs are related.

In our work [17], we showed that large non-equilibrium chemical networks are likely to undergo a chiral symmetry breaking precisely because they contain a large number of chiral species. This instability occurs irrespective of the nature and the abundance of chemical species, and irrespective of many details related to the topology of the network, except for the presence of a chiral symmetry. We analyze the chiral instability of molecular systems using a method based on random matrix theory, which has been first introduced to study the stability of large complex systems, such as ecosystems or banking systems [22, 23]. Since the mechanism behind this instability is very robust, we argue that homochirality could be a stereochemical imperative [24], which would be inevitable in sufficiently complex physico-chemical systems.

In this paper, we clarify a number of points related to our scenario on the emergence of homochirality in large molecular systems [17]. In particular, we focus on the following questions: Does the choice of a specific convention used to measure chirality matters for the emergence of homochirality? What features of the reaction network are required for the emergence of homochirality? In the next section, we recall the various conventions used to specify the chirality of chiral molecules. We then introduce a matrix framework to analyze the chirality of large chemical networks. We dis-
cuss a specific symmetry property of that matrix, which is related to an invariance under permutation in the designation D/L of the species. This symmetry has interesting consequences regarding the chiral signs of groups of molecules. We then introduce a random matrix technique to analyze the stability of chemical networks. We start with general considerations, and we then go towards more specific reaction schemes, such as generalizations of the Frank model for which we analyze the stability of the homochiral state. This part completes the conclusions of our previous paper, in which only the stability of the racemic state had been studied \[17\]. We also discuss the role of chiral inhibition reactions and of the sparsity of the network before concluding on some main take home messages for this work.

Chiral conventions

In 1848, Pasteur discovered that salts of synthetic tartaric acid contained two distinct types of crystals, which are mirror images of each other. He went on to show that the two crystals rotate linearly polarized light in opposite directions and concluded that the racemic acid was made of two kinds of molecules with opposite optical activity. Following this discovery, the measurement of optical activity became an important method to measure the chirality of a solution. When the rotation angle is clockwise, the substance is called dextrorotatory and is denoted d(+) , and if the angle is anticlockwise, the substance is called levorotatory and is denoted l(−). This (+) and (−) classification is important historically but it has many limitations in practice: (i) there is no way to determine the optical activity just by looking at the formula or the 3D structure of the molecule, (ii) the optical activity of chiral solutions also depends on the solvent, and (iii) the determination of the chirality from the optical activity becomes rather inaccurate as the number of chiral centers multiply. In fact, the only correlation which could be established between optical activity and chirality has been with molecules having a single chiral center, like amino acids or simple sugars. These simple sugars motivated the introduction of the Fischer-Rosanoff convention detailed below.

More commonly used in chemistry is the R/S descriptor of stereocenters (referring to Rectus and Sinister, Latin for right-handed and left-handed, respectively), where the ordering of the groups on each stereocenter is chosen based on the atomic numbers, according to a set of priority rules introduced by Cahn, Ingold, and Prelog in 1966 \[20\]. Once the substituents of a stereocenter have been assigned priorities according to these rules, the molecule is oriented in space so that the group with the lowest priority is pointed away from the observer.

If the substituents are numbered from 1 (highest priority) to 4 (lowest priority), then the sense of rotation of a curve passing through 1, 2 and 3 distinguishes the stereocenters. A center with a clockwise sense of rotation is an R (rectus) center and a center with a counterclockwise sense of rotation is an S (sinister) center. The configuration R or S of a stereocenter can be easily determined by looking at the three-dimensional structure of the molecule. If the molecule has more than one stereocenter, its chirality is specified by the full list of R or S configurations for every one of its stereocenters. However, the R/S classification does not consistently maintain the ordering of the functional groups across, e.g., across all amino acids or all sugars, and there is no simple correlation between the R and S status of a molecular and its optical activity.

The D/L (named after Dexter and Laevus, Latin for right and left, respectively) convention is also known as the Fischer-Rosanoff convention. Fischer introduced a planar representation of sugars with their carbon chain represented vertically and the most oxidated carbon atom on the top. Building on this notion, in 1906, Rosanoff chose glyceraldehyde, a monosaccharide, as the standard for denoting the stereochemistry of carbohydrates and other chiral molecules \[26\]. Because Rosanoff did not know the absolute configuration of glyceraldehyde, he assigned it in a completely arbitrary manner: He assigned the D (resp. L) prefix to (+)-glyceraldehyde (resp. (−)-glyceraldehyde), which in Fischer representation has the hydroxyl group (−OH) attached to the chiral center on the right (resp. left) side of the molecule. Although Fischer rejected this nomenclature system, it was universally accepted and used to obtain the relative configurations of chiral molecules. The Fischer-Rosanoff convention allows to divide chiral molecules, such as amino acids and monosaccharides, into two classes, known as the D and L series. Note that the D/L system does not specify the sign of the rotation of plane-polarized light caused by the chiral molecule; nor does this convention correlates with R/S convention; it only correlates the configuration of the molecule in that convention with that of the glyceraldehyde.

To summarize this section, all the conventions used in chemistry aimed to measure chirality are arbitrary, in fact the problem is not restricted to the identification of the chirality of molecules, there is no well defined way to assign handedness for any macroscopic chiral structure \[27\]. We shall come back later to the consequence of the arbitrariness of chiral conventions.
II. SYMMETRY AND STABILITY OF LARGE CHEMICAL NETWORKS

A. Kinetic equations and chiral symmetry

We now investigate the properties of large non-equilibrium reaction networks, and in particular the conditions which are required to trigger a spontaneous mirror symmetry breaking towards a homochiral state [28]. Specifically, we consider a reaction network involving achiral and chiral species described by the concentration vector $c$, which contains the vector $D_i$ (resp. $L_i$) for the $N_C$ D-enantiomers (resp. for the $N_C$ L-enantiomers) and the vector $A$ for the remaining $N_A$ achiral species, as illustrated in Fig. 1. This figure shows that the chiral symmetry is present in the initial racemic state of the reaction network (Fig. 1A), while the symmetry is broken in the homochiral state (Fig. 1B).

As a paradigmatic example of an open chemical network, we consider a chemically stirred tank reactor (CSTR) [29], which may be described by the following equations for the evolution of the concentrations:

$$\frac{dc}{dt} = F(c) + \frac{1}{\tau}(c_0 - c),$$

where $c_0$ is the concentration vector of the species supplied from the environment at the rate $1/\tau$ and responsible for driving the system out of equilibrium and $F(c) = \nu \cdot w(c)$ are the reaction rates with specific chiral symmetry, which need not obey mass-action law. In this expression, $\nu$ is the matrix of stoichiometric coefficients, $w(c)$ the set of net reaction rates (i.e., the difference between the forward and the backward reaction rates for a given reversible reaction). After the reaction has taken place, the species in excess flow out of the system at the same rate $1/\tau$ as for the supply, at the concentration $c$, so that $\tau$ represents the mean residence time of the species in the system.

The trajectories of the dissipative dynamical system (1) are in general converging toward an attractor, which may be a steady state, a loop corresponding to periodic oscillations, or a strange attractor sustaining chaotic oscillations. In the present context, the attractors may be assumed to be stationary and they may undergo bifurcations leading to multistability.

Symmetries play a central role in the equilibrium phase transitions of condensed matter physics, but in comparison they are more rare among biological systems. In view of the arbitrariness of the conventions on chirality mentioned above, we now consider the chiral symmetry of the kinetic equations (1). The permuta-
tion of the concentrations of D and L enantiomers is carried out with

$$S_c \cdot c = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} A \\ D \\ L \end{pmatrix} = \begin{pmatrix} A \\ L \\ D \end{pmatrix}, \quad (2)$$

written in terms of the $N_S \times N_S$ matrix with $N_S = N_A + 2N_C$ and such that $S_c^2 = I$, where $I$ denotes the corresponding identity matrix. Accordingly, the chiral symmetry of the kinetics can be expressed as

$$F(c) = S_c^{-1} \cdot F(S_c \cdot c). \quad (3)$$

We note that the concentration vector $c_0$, which is controlling the supply of the reactor, may or may not satisfy the symmetry condition $S_c \cdot c_0 = c_0$. The breaking of chiral symmetry may happen spontaneously in the former case and explicitly by the external control in the latter case. If the kinetic equations (1) admit a stationary solution $c_s$, it will be either a racemic mixture if $S_c \cdot c_s = c_s$, or a steady state with some non-vanishing enantiomeric excess if $S_c \cdot c_s \neq c_s$.

B. Stability of steady states

The stability of the racemic state can be studied by linearizing these equations about this state, which is defined by the condition $D = L$. With the small parameter $\delta x$, where $x$ denotes the enantiomeric excess $x \equiv \frac{1}{2}(L - D)$, we obtain

$$\frac{d}{dt} \delta x = M \cdot \delta x + \frac{1}{\tau} \delta x_0 \quad \text{with} \quad M = J - \frac{1}{\tau} I, \quad (4)$$

where $J$ represents the Jacobian matrix deduced from the kinetic equations (1) and $I$ is the identity matrix. The racemic mixture is asymptotically unstable at long times if at least one of the eigenvalues of the matrix $M$ has a positive real part. We shall assume in the following that the chiral symmetry is not explicitly broken by the injection of species into the CSTR so that $\delta x_0 = 0$.

If the steady state $c_s$ is not a racemic mixture, the chiral symmetry implies the existence of another steady state of the kinetic equations (1), which is given by $S_c \cdot c_s$. The linear stability of these steady states can be investigated by considering the linearized system

$$\frac{d}{dt} \delta c = N \cdot \delta c, \quad \text{where} \quad N = \frac{\partial F}{\partial c} - \frac{1}{\tau} I \quad (5)$$

is the $N_S \times N_S$ Jacobian matrix of the full system (1). According to the chiral symmetry (3), both steady states have the same stability.

C. Consequences regarding the relative signs adopted by different groups of molecules

In the D/L system, naturally occurring amino acids are all L, while carbohydrates are nearly all D. In the R/S system, they are mostly S, but there are some common exceptions. Depending on the chosen convention, an enantiomer could be called X or its opposite. Therefore, the important point here is that all these conventions are arbitrary and the only possible meaning of homochirality is the dominance of one enantiomer over the other one, independently of what happens for the other species. This is the definition of homochirality we will assume in the following. Note that the average chirality of an ensemble of molecules is not particularly meaningful in this context, since it can not serve as an order parameter for the homochiral transition.

In the literature on homochirality, many theoretical models have studied how a group of molecules can become collectively chiral (i.e., with the same sign) as a result of their interactions. Models of this kind have successfully explained the synchronization of groups of chiral molecules in a spatially extended system [31]. However, it does not follow from this mechanism that all chiral biomolecules should eventually adopt the same sign. Certain groups of chiral biomolecules appear to have a well defined sign while other groups have a different sign but understanding these relative signs is currently an open issue.

In any case, our model differs significantly from previous models in that it incorporates from the start a crucial invariance with respect to permutation in the designation D/L of any member of a pair of enantiomers. Therefore, the model agrees with the possibility that different groups of chiral molecules adopt different signs of chirality as observed in today’s life. There is no need for a global sign for all biological molecules, which anyway does not seem to exist.

Although we regard the sign of one given group as arbitrary since there is no unambiguous convention to fix it, we do not think that the relative signs adopted by different groups of molecules are random. In the case of the amino acids and the sugars for instance, these two groups of molecules probably work better together, when amino acids and sugars have opposite chirality. We suggest that the relative signs of different groups of molecules probably result from some kind of optimization linked with evolution. In this respect, these relative signs between groups of molecules could be similar to features of the genetic code, which are likely to have been optimized by evolution [32].

Naively, one could think that this difference in sign between amino acids and sugars is not really significant since one could always introduce another convention in
which the two groups would have the same sign. With this kind of thinking, one would end up with a convention in which all biomolecules would have the same sign. However, such a convention can only be meaningful if the correlation is established between the chiralities of the two groups. The issue is thus to choose the most appropriate convention in an unambiguous way. In the end, it seems to us that there might be some interest in redefining the chiral sign of molecules, in a way that correlates with the yield of metabolic reactions in which these molecules are participating. More precisely, one should put in the same chiral group, all molecules like sugars which work or are compatible with each other, and in a different group, molecules which work together but which are inhibited by or are incompatible with the first group [33]. In this way, one might find that all sugar molecules need to be in one group and all amino acids in a different one, as observed today in the D/L convention. By proceeding along the same lines for all the other groups of chiral biomolecules, one would end up with a coherent classification of biomolecules, which would be consistent with their metabolic or biological function.

**D. Random matrix approach**

In this section, we present a random matrix approach to chemical reaction networks, which is built on ideas similar to those developed for ecosystems [22, 23, 54]. The application of random matrix theory to chemical reaction networks is not obvious, because it would seem that such an application risks loosing all the specificities of the chemical reaction network. This turns out not to be so, as shown by the works done about ecosystems, because certain questions regarding the stability of networks are largely independent of the details contained in the chemical network. The idea of using random matrices to analyze the stability of a complex system was pioneered by Robert May in his work on ecosystems [23]. In that work, May assumed that there were no correlations in the elements of the matrix. More recently, the method has been extended by Tang et al. [22, 55] to include correlations due to actual interactions among the species of the ecosystem. In addition to ecosystems, random matrix methods have also been used to analyze the stability of large economical systems to which May also contributed [36].

Let us now focus on chemical networks. In that case, the elements of the Jacobian matrix consist of products of rate constants, stoichiometric coefficients, and concentrations. The randomness of the elements of the Jacobian matrix come primarily from the randomness of rate constants and to a lesser extent from that of concentrations. In the specific case of enzymatic reactions, it has been shown that rate constants are distributed according to a log-normal distribution [37]. The general observation is that, in known reaction networks such as the Belousov-Zhabotinski system, the rate constants may take very different values without regularity between them among the different reactions of the network.

Once one accepts the idea of treating the Jacobian matrix $J$ introduced in Eq. (4) as a random matrix, the simplest case is to also assume that the elements of this matrix are independent and identically distributed (i.i.d.) random variables (but not necessarily Gaussian distributed) of mean value $\mu$ and variance $\sigma^2$ [38]. Since the Jacobian matrix $J$ is in general depending on the concentrations of the racemic steady state, we note that both $\mu$ and $\sigma^2$ may vary with the mean residence time $\tau$, which is controlling the steady state, as shown in Supp. Mat. of Ref. [17]. When $\mu = 0$, random matrix theory shows that the complex eigenvalues are uniformly distributed in a disk of radius $\sigma \sqrt{N_C}$ in the limit of large values of $N_C$ [39]. When $\mu \neq 0$, we find that there exists a single and isolated eigenvalue, which is equal to $\mu N_C$, and the corresponding eigenvector has uniform components to dominant order (cf. SI Appendix, section S2 in Ref. [17]). Two possible mechanisms for the instability of the racemic state then emerge for large $N_C$. Either (i) the instability occurs due to the isolated eigenvalue otherwise (ii) it occurs due to the eigenvalues located on the edge of the circle (which may be real or complex valued). It follows from this that when $\mu > 0$ and $N_C \geq \max \{1/(\tau \mu), (\sigma/\mu)^2\}$, the system becomes unstable by the first mechanism where all species become simultaneously unstable, and when $(\sigma/\mu)^2 \geq N_C \geq 1/(\tau \sigma)^2$, the system becomes unstable by the second mechanism and in this case only a subpart of all the species become unstable at the transition. In such cases, random matrix theory predicts that as $N_C$ becomes large, these mechanisms of instability become more and more likely. There is however no reason to assume that elements of the Jacobian matrix of a reaction network should be in general i.i.d. random variables. In fact, in our study [17], we have observed correlations in the Jacobian matrix of a generalized Frank model, which arise from the difference between the diagonal and non-diagonal elements of the matrix. In that model, eigenvalues do not fill a Girko circle but fill a domain of different shape, closer to an ellipse. Therefore, in our study of the generalized Frank model, we never observed mechanism (ii) but only mechanism (i). This example shows that the elements of Jacobian matrices are in general correlated, but we proved that nevertheless certain features remain. In particular, if the matrix elements are statistically cor-
related, the non-dominant eigenvalues may have a different distribution, but the isolated eigenvalue behaves similarly. This means that the scenario (i) is expected to be robust.

Another interesting aspect of the random matrix approach is that it can describe important features of the network such as its sparsity. The sparsity of the network could originate from the sparsity of the stoichiometric matrix $\nu$, which has already been observed in studies of metabolism of living system, and which results from the low connectivity of certain species to the rest of the network. A second origin to sparsity lies in the fact that in a typical chemical system, the various rate constants can span many orders of magnitude, resulting in certain matrix elements becoming negligible compared to others. A third origin to sparsity may be due to the variability of certain concentrations species in the network, which could be large specially if the system is not well mixed. Whatever its origin, the sparsity of the Jacobian matrix $J$ can be accounted for by the theoretical treatment of the previous section because it only affects the radius of the disk in which the eigenvalues are distributed in. More precisely, this radius which is $\sigma/\mu N$ for a non-sparse network becomes $\sigma \sqrt{\alpha} N_C$ in a sparse matrix, where $\alpha \in [0,1]$ measures the percentage of non-zero elements in $J$. Moreover, in the case where $\mu \neq 0$, the isolated eigenvalue is approximately changed to $\mu N_C \rightarrow \alpha \mu N_C$. These two changes implies that the criterion for the system to be unstable by the first mechanism becomes $N_C \geq \max \{1/(\sigma \mu), (\sigma/\mu \sqrt{\alpha})^2\}$, and by the second mechanism, $(\sigma/\mu \sqrt{\alpha})^2 \geq N_C \geq 1/(\sigma \tau \sqrt{\alpha})^2$.

In other words, the sparser the Jacobian matrix $J$, the higher the number of chiral species needed for the chiral symmetry breaking to occur in a system with given $\mu, \sigma$, and $\tau$. In the end, if the number of chiral species is sufficiently high, the results remain unchanged. An interesting consequence of that observation is that the sparsity coefficient of $J$ is a tuning parameter to control the homochiral transition at a fixed number of chiral species $N_C$ (provided that $N_C$ is in a range that allow the system to be unstable).

III. SPECIFIC REACTION SCHEMES: GENERALIZED FRANK MODEL

In this section, we recall the construction of the generalized Frank model introduced in our previous work [17], and we then discuss an important point not studied in that work, which concerns the stability of the homochiral state. In order to test the random matrix scenario, we have introduced a generalization of Frank’s model [9], in which the numbers of chiral and achiral species have been significantly increased and we have assumed an arbitrary assignation L or D to each enantiomer. We also include reverse reactions in order to guarantee the compatibility with the existence of an equilibrium state even though the system is driven out of equilibrium. It is essential that the system be driven out of equilibrium in order for chirality to be maintained. We thus assume that the system is thermodynamically open, due to fluxes of matter in and out of the system.

Let us also suppose that species entering the autocatalytic system are achiral but of high free energy, while the achiral species produced by the reactions involving the two D- and L-enantiomers have a lower free energy. In this regard, the achiral species $\{A_a\}_{a=1}^{N_A}$ are of high free energy, and the achiral species $\{\bar{A}_a\}_{a=1}^{N_{\bar{A}}}$ of low free energy. The reaction networks are given by the following reactions:

$$A_a + E_i \rightarrow E_j + E_k,$$  (6)

$$A_a + \bar{E}_i \rightarrow \bar{E}_j + \bar{E}_k,$$  (7)

$$E_i + E_j \rightarrow \bar{A}_k + \bar{A}_c,$$  (8)

where the enantiomer species are either $E_m = D_m$ and $E_m = L_m$, or $E_m = L_m$ and $E_m = D_m$ for each enantiomeric pair $m = i, j, k = 1, 2, \ldots, N_C$. The achiral species are labeled with $a = 1, 2, \ldots, N_A$; and $b, c = 1, 2, \ldots, N_{\bar{A}}$. Equations (6)-(8) define a total of $2^{N_C-1}$ inequivalent reaction networks differing by the permutations of D- and L-enantiomers for some enantiomeric pairs. For given reaction rates, all these networks manifest similar dynamical behaviors. Among them, the network with $E_m = D_m$ and $E_m = L_m$ for all the pairs $m = 1, 2, \ldots, N_C$ is the direct generalization of Frank’s model, considered below. We note that the models (6)-(8) all have some degree of enantioselectivity as in the original Frank model [9].

As explained in Appendix C, the reversible generalized Frank model (9)-(10) undergoes relaxation to racemic equilibrium in a closed system, corresponding to an infinite mean residence time $\tau = \infty$ in Eq. (1). Here below, we consider the generalized Frank model under far-from-equilibrium conditions where a bifurcation towards homochirality happens beyond a threshold in the nonequilibrium driving by the high free-energy achiral species $\{A_a\}_{a=1}^{N_A}$ with respect to the low free-energy ones $\{\bar{A}_a\}_{a=1}^{N_{\bar{A}}}$. In such far-from-equilibrium regimes, the reversed reactions are often playing a negligible role, which can be described by assuming that their reaction rate constants are arbitrarily small. We show in Appendix C that this assumption is compatible with the existence of an equilibrium state.
A. Condition for the existence of the fully homochiral state

The argument developed in the previous section on random matrix theory is general, and for that reason, one could get the impression that it applies to any fixed point, including the homochiral fixed point. In fact, it is not so because the chiral symmetry takes a specific form when applied in the racemic state.

In the particular case when all the rate constants are equal, all the fixed points can be computed exactly and their stability can be characterized. We have found that there are indeed always some fixed points, which are attractors of the dynamics [17]. When rate constants are assumed to be random, and the Jacobian matrix is evaluated at the racemic state, where \( \mu \geq 0 \), one finds this state to be generically unstable by the mechanism (i), but that mechanism no longer works for homochiral states where one can have \( \mu > 0 \), while mechanism (ii) does not have this limitation but it is dependent on the assumptions of statistical independence of the elements. As mentioned above, Jacobian matrices are generically random but correlated, therefore, in all these real situations, only the first mechanism applies in full generality.

In this section, we analyze the stability of the homochiral state of the generalized Frank model more precisely. We define a D homochiral state such that the concentrations of all species \( i \) satisfy \( D_i \neq 0 \) and \( L_i = 0 \). This definition of homochiral state can be extended to the more general case where some species \( L_i \) have a non zero concentration (with the corresponding concentration of \( D_i \) at zero), thanks to the symmetry of the Jacobian matrix mentioned above.

We recall that the generalized Frank model is described by the following \( 2 + 2N_C \) equations in the fully irreversible regime with \( i,j,k = 1..N_C \) [17], when only one type of achiral species of high and low free energy are present (i.e. \( N_A = N_A^+ = 1 \)):

\[
\dot{A} = - \sum_{i,j,k} k_{ijk} A D_i - \sum_{i,j,k} k_{ijk} A L_i + \frac{1}{\tau}(A_0 - A),
\]

\[
\dot{D}_m = - \sum_{i,j} k_{mij} A D_m + \sum_{i,j} k_{mij} A D_i + \sum_{i,j,m} k_{ijm} A D_i - \sum_{i} \tilde{k}_{-mi} D_m L_i - \frac{1}{\tau}D_m,
\]

\[
\dot{L}_m = - \sum_{i,j} k_{mij} A L_m + \sum_{i,j} k_{mij} A L_i + \sum_{i,j,m} k_{ijm} A L_i - \sum_{i} \tilde{k}_{-im} D_i L_m - \frac{1}{\tau}L_m,
\]

\[
\dot{A} = 2 \sum_{ij} \tilde{k}_{-ij} D_i L_j - \frac{1}{\tau}A.
\]

Note that equations [9] are compatible with homochiral steady states because \( \dot{L}_m = 0 \) for all \( m \) is satisfied if \( L_i = 0 \) for all \( i \). Using the condition that for all chiral species \( i : D_i \neq 0 \) and \( L_i = 0 \) into the first equation of [9], we find an expression for the concentration of the activated achiral species \( A \) in the steady state:

\[
A = \frac{A_0}{\tau \sum_{i,j,k} k_{ijk} D_i} + 1.
\]

The sum in the denominator can be simplified using the central limit theorem (CLT):

\[
\sum_{i,j,k} k_{ijk} D_i = \sum_i D_i \sum_{j,k} k_{ijk} = \sum_i D_i (k_+ \frac{N_C(N_C+1)}{2}).
\]

Thus, we find that \( A \) reads

\[
A = \frac{A_0}{\tau (k_+ \frac{N_C(N_C+1)}{2})} \sum_i D_i + 1.
\]

Summing the second equation in [9] over \( m \), in the
steady state, we find

\[ -A \sum_m D_m \sum_{i \leq j} k_{+mij} + A \sum_i D_i \sum_{m \leq j} k_{+imj} + A \sum_i D_i \sum_{j \leq m} k_{+ijm} = 0. \]  

Using the CLT to perform the sums and the property that all \( D_i \) are non zero and positive concentrations, we deduce the alternative expression \( A = A_0^* \) with

\[ A_0^* := \frac{2}{\tau(k_+)N_C(N_C + 1)}. \]  

Combining the two expressions for \( A \), namely (12) and (14), we obtain an expression for \( \sum_i D_i \) in the steady state

\[ \sum_i D_i = A_0 - \frac{2}{\tau(k_+)N_C(N_C + 1)}. \]  

Of course, a solution where \( \sum_i D_i < 0 \) has no physical meaning here, therefore a full homochiral state exists only if \( A_0 > A_0^* \) in terms of Eq. (14). This makes sense because this is precisely the condition for a spontaneous symmetry breaking to occur which we derived in Eq. (6) of Ref. [17]. Note that in this derivation, we have used only the global condition \( \sum_i D_i > 0 \), which does not ensure that \( D_i > 0 \), \( \forall i \). In fact, going back to equation (9) and using once again the CLT, one finds that in the steady state,

\[ D_m = \frac{A \sum_i D_i \left( \sum_{m \leq j} k_{+imj} + \sum_{j \leq m} k_{+ijm} \right)}{\tau(k_+)N_C(N_C + 1)} \]

\[ > \frac{A(k_+)N_C + 1}{N_C(N_C + 1)(k_+)2 + 1/\tau} > 0, \]  

which shows that all \( D_i \)'s are positive and approximately equal to each other since \( \sum_i D_i > 0 \) if \( A_0 > A_0^* \).

So far in this section, we have characterized the homochiral steady state. In the following section, we will study its stability. Finally, let us introduce a mean-field approximation that will be useful for the next part, such that \( \forall i, D_i = D \). Then we obtain from Eq. (15),

\[ D = \frac{A_0}{N_C} - \frac{2}{\tau(k_+)^2} > \frac{A_0 - A_0^*}{N_C}. \]  

The first eigenvalue \( \lambda_+ \) is always negative. The second one \( \lambda_- \) is negative when \( A_0 > A_0^* \), i.e., when the racemic state becomes unstable and at the same time, a physically acceptable homochiral state with \( D_i > 0 \), \( \forall i \) becomes possible. As shown in Appendix A, the maximal eigenvalue of the matrix \( \partial L/\partial A \) is

\[ \lambda_+^2 = -N_CD\langle k_- \rangle \]  

in the large \( N_C \) limit, where \( \langle k_- \rangle \) is the mean value of chiral inhibition rate constants. Furthermore, in the mean-field approximation, we have \( D = (A_0 - A_0^*)/N_C \).
by Eq. (17). Thus, in the regime of the homochiral state (i.e., when \( A_0 > A^*_0 \)), this state is stable because \( \lambda_{\text{max}}^L < 0 \).

To summarize, when \( A_0 > A^*_0 \) the racemic state is unstable but the homochiral state is an attractor of the dynamics. Conversely, when \( A_0 < A^*_0 \), the unphysical condition \( D < 0 \) which is obtained means that there can be no stable homochiral state. In that case, the system should converge towards the racemic state because it is an attractor of the dynamics. The presence of the mean value of chiral inhibition rate constants in \( \lambda_{\text{max}}^L \) underlines its key role in the stability of the homochiral state. We have tried a number of reaction schemes, and the only ones that admit stable and fully homochiral states seem to be the ones which possess chiral inhibition reactions. We discuss in the next section some possible implications of that observation.

C. Effect of sparsity on the reaction network

Let us now explore the effect of sparsity on the stability of the reaction network. To model sparsity, we introduce a parameter \( \gamma \in [0, 1] \) which quantifies the probability of autocatalytic reactions [Eqs. (6) and (7)] to be actually present in the system. In other words, reactions of this type are assumed to have a zero rate constant with probability \( 1 - \gamma \) and a non-zero value otherwise. Following the same reasoning as in the previous section, the threshold to reach the homochiral state then becomes \( A_0 > A^*_0 / \gamma \). Thus, we find that the sparsity of the reaction network raises the threshold \( A^*_0 \), above which the homochiral phase is stable. This threshold \( A^*_0 \) is related to the amount of free energy brought into the system by incoming molecules. Note that we discuss here only the sparsity of autocatalytic reactions, which is distinct from the sparsity of the entire network. The latter was quantified by the parameter \( \alpha \) in the random matrix argument. In any case, both forms of sparsity behave similarly, since both increase the thresholds to reach a homochiral state, where the thresholds may be either measured in terms of \( A_0 \) or in terms of the required number of chiral species \( N_C \), as illustrated in Fig. 2B.

Let us then introduce a second parameter, \( \beta \in [0, 1] \) that quantifies the probability of chiral inhibition reactions [Eq. (8)]. We find that, as long as every species (together with its enantiomer) is involved in at least one chiral inhibition reaction, the value of \( \beta \) does not affect the stability of the homochiral state, while it affects the dynamics of the system. This can be understood from the expressions of the two largest eigenvalues \( \lambda_{\text{max}}^L \) and \( \lambda_- \) deduced from Eqs. (20) and (21):

\[
\lambda_{\text{max}}^L = \beta \langle \tilde{k}_- \rangle \left( \frac{1}{\gamma} A^*_0 - A_0 \right) \quad \text{and} \quad \lambda_- = \frac{1}{\tau} \left( 1 - \frac{\gamma A_0}{A^*_0} \right).
\] (22)

Note that the true maximal eigenvalue of \( N \) is \( \lambda_{\text{MAX}} = \lambda_{\text{max}}^L \).
max($\lambda^L_{\text{max}}, \lambda_-, \lambda_+$). Thus the characteristic time for the system to converge towards the homochiral state when $A_0 > 1/\gamma A^*_0$ is $t_c \sim 1/|\lambda_{\text{MAX}}|$. Therefore, there are different regimes, and the characteristic time for the system to reach the homochiral state is

$$t_c \sim \frac{1}{|\lambda^L_{\text{max}}|} \propto \frac{1}{\beta (A^*_0/\gamma - A_0)}, \quad (23)$$

if $\lambda^L_{\text{max}} > \lambda_-$, which means that the dynamics becomes slower as the proportion of chiral inhibition reactions decreases in agreement with polymer models [40], and

$$t_c \sim \frac{1}{|\lambda_+|} \propto \frac{\gamma}{A_0} \left( \frac{1}{\gamma} A^*_0 - A_0 \right) \quad \text{otherwise. Note that there is also a critical slowing down as } A_0 \text{ approaches the threshold value } A^*_0/\gamma, \text{ which was already present in non-sparse networks.}$$

The emergence of homochirality present interesting analogies with the emergence of autocatalytic sets within a chemical network [7], which has been a classic topic in the research on the origins of life since the pioneering work by Kauffman [41] recently reviewed in [42][43]. In both transitions, the bifurcation scenario and the type of reaction network are similar and both transitions are robust with respect to background reactions because they depend primarily on the connectivity of the chemical network.

IV. DISCUSSION

In his monumental work on the origin of species [41], Darwin imagined that life could have started in a warm little pond. While there is still no consensus about this, the idea of the warm little pond presents many important aspects: first, it suggests an environment with complex chemistry, second, it suggests a restricted physical space where a large number of chemicals could have been naturally concentrated as a result of changes in the environment due for instance to evaporation or day-night cycles and, thirdly, it suggests a place where chemical species or structures may have to interact to access energy, either coming from sun light, from concentration gradients or from high-energy substrate molecules. In any case, such a setting seems more suitable than a fully open area like the middle of an ocean where dilution or draining by side reactions would have been major hurdles.

Our scenario fully incorporates this idea of complex chemistry, because it is not based on any specific chemical network, and there is also a lot of freedom in the way it can be put out of equilibrium [thanks to a continuous stirred-tank reactor (CSTR) or to chemostats, or to compartmentalization dynamics]. The main condition is that the system is sufficiently ‘messy’ so that its composition contains a large number of interacting species. In addition to the number of species, it is important to realize that two other control parameters can drive the transition as illustrated graphically in Fig. 2A and Fig. 2B. These two parameters are the strength of the interactions among species (which is controlled by the parameter $A_0$ in the generalized Frank model) and the sparsity of the network. Both parameters have also been identified as key parameters to control ecosystem stability [45].

An important model system in this context is Viedma deracemization [46], which is a process based on a breakage-fusion recycling of clusters combined with a racemization of the monomers in solution [47][48]. We note that many features of this process have analogs in our model: first, the racemization reaction of the monomers plays a similar role as the mutual inhibition reaction in Frank’s original model, although there are no true chiral cross-inhibition from hetero-chiral interactions. Secondly, the Viedma deracemization requires a polydispersity of cluster sizes, which is in line with the requirement of a large number of chiral species in our model. Thirdly, as mentioned before, the injection of energy is also required, by mechanical grinding in Viedma deracemization and by the injection of chemical species in the generalized Frank’s model. The discovery of Viedma deracemization triggered promising applications for the enantioselective synthesis of certain compounds [49]. On a more fundamental level, this work shows that homochirality can result from a competitive self-assembly of building-blocks into a large panel of chiral structures, which need not be regular and well formed polymers. If the conditions are right, even ‘messy’ aggregates can qualify.

Let us now discuss more general schemes which do not require the formation of soluble clusters or crystals. One attractive possibility is to link homochirality with the formation of the first polymers. In that case, theoretical studies have shown that the homochiral phase can be stabilized by chiral inhibition reactions [40]. Intuitively, this can be understood by the following simple argument. To investigate the stability of the homochiral state, it is sufficient to consider a homochiral state of $N$ molecules to which one would add another chiral molecule. In the presence of inhibition reactions, this additional molecule would not be able to invade the already present homochiral cluster, because it would be blocked by these reactions. As a result, the homochiral state would be necessarily stable.

To summarize, the emergence of homochirality appears to be driven by two forces: the multiplication of chiral species – linked to the combinatorial explo-
sion in the number of chiral species as molecules become larger – and chiral inhibition reactions. This leads to two remarks: the first one is that chiral inhibition would favor the emergence of chiral compartments of different chirality by phase separation as observed in some experiments with coacervates. One might imagine that groups of molecules belonging to different compartments could then develop distinct functions (such as sugars and amino acids for instance). This further suggests that compartmentalization and homochirality could be somehow linked: in our previous works, we already noted that compartmentalization enhances the diversity of chemistry allowed by autocatalysis [14], which both favor a homochiral state. Experiments carried out with random RNA sequences also suggest a possible link between compartmentalization and homochirality because mixtures of such polymers can self-assemble into chiral liquid crystal domains when the polymers are sufficiently long [50].

The second point is that chiral inhibition naturally occurs in polymerization because it is well known that the addition of a monomer of the wrong handedness can bring polymerization to a halt [11]. Therefore, it is possible that homochirality could have emerged together with the formation of the first biological polymers, possibly precursors to RNA [51]. Indeed, this is the time, that groups of molecules belonging to different compartments could then develop distinct functions (such as sugars and amino acids for instance). This furthers the idea that cross-inhibition occurred in polymerization because it is well known that polymers are sufficiently long [50].
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APPENDIX A: ELEMENTS OF THE JACOBIAN MATRIX

Here is the list of the elements of the Jacobian matrix $\mathbf{N}$. The elements are evaluated in the fully homochiral state where $L_i = 0, \forall i$:

$$\begin{align*}
\frac{\partial A}{\partial A} &= -\sum_{i,j,k \leq k}^i k_{+ijk} D_i - \frac{1}{\tau}, \quad \frac{\partial A}{\partial D_n} = -\sum_{i,j,k \leq k}^i k_{+njk} A, \quad \frac{\partial A}{\partial L_n} = -\sum_{i,j,k \leq k}^i k_{+njk} A, \\
\frac{\partial D_m}{\partial A} &= -\sum_{i,j}^i k_{+mij} D_m + \sum_{i,j}^i k_{+imj} D_i + \sum_{i,j}^i k_{+ijm} D_i, \\
\frac{\partial D_m}{\partial D_n} &= \sum_{m \leq i}^i k_{+nm} A + \sum_{m \leq i}^i k_{+nim} A - \delta_{nm} \left( A \sum_{i,j}^i k_{+mj} + \frac{1}{\tau} \right), \\
\frac{\partial D_m}{\partial L_n} &= -k_{-mn} D_m, \quad \frac{\partial L_m}{\partial A} = 0, \quad \frac{\partial L_m}{\partial D_n} = 0, \\
\frac{\partial L_m}{\partial L_n} &= \sum_{m \leq i}^i k_{+nm} A + \sum_{m \leq i}^i k_{+nim} A - \delta_{nm} \left( A \sum_{i,j}^i k_{+mj} + \sum_{i,j}^i k_{-im} D_i + \frac{1}{\tau} \right).
\end{align*}$$

Let us denote as $\lambda^D$ (resp. $\lambda^L$) the eigenvalues of the matrix $\frac{\partial \mathbf{N}}{\partial D}$ (resp. $\frac{\partial \mathbf{N}}{\partial L}$), and as $\lambda_{\max}^D$ (resp. $\lambda_{\max}^L$) the
corresponding maximal eigenvalue. Using methods introduced in section S5 of the Supp. Mat of [17], we obtain from (27) and (29)

\[ \lambda_{\text{D, max}} = A \langle k \rangle + \frac{N_C (N_C + 1)}{2} \left( N_C + 1 \right)^2 - 1 \tau, \]

\[ \lambda_{\text{L, max}} = A \langle k \rangle + \frac{N_C (N_C + 1)}{2} \left( N_C + 1 \right)^2 - 1 \tau + S, \]

where \( S \) is defined as

\[ S = -D N_C \langle \tilde{k} \rangle \]

and is due to the term \( -\sum_i \tilde{k}_{im} D_i \) in Eq. (29) for the \( m \)th diagonal element. Using the mean-field expression for \( D \) derived in Eq. (17), and the expression for \( A \) from Eq (14) we obtain

\[ \lambda_{\text{D, max}} = 0, \quad \lambda_{\text{L, max}} = S = -N_C D \langle \tilde{k} \rangle \]

with \( \langle \tilde{k} \rangle \) the mean value of chiral inhibition reaction constants.

**APPENDIX B: SPECTRUM OF THE UPPER-LEFT BLOCK OF THE JACOBIAN MATRIX**

Let us define the upper-left block submatrix of the matrix as \( H \),

\[ H = \begin{pmatrix} a & \mathbf{v}^T \\ \mathbf{u} & \mathbf{K} \end{pmatrix}, \]

where

\[ a = \frac{\partial \dot{A}}{\partial A}, \quad (\mathbf{v}^T)_n = \frac{\partial \dot{A}}{\partial D_n}, \quad (\mathbf{u})_m = \frac{\partial \dot{D}_m}{\partial A}, \quad (\mathbf{K})_{mn} = \frac{\partial \dot{D}_m}{\partial D_n}. \]

In the large \( N_C \) limit, the vector \( \mathbf{u} \) converges towards a constant vector. Its elements are given by [see Eq. (26)]

\[ (\mathbf{u})_m \xrightarrow[N_C \to \infty]{} -D N_C \frac{N_C + 1}{2} \langle k \rangle = (A_0 - A_0^*) \frac{N_C + 1}{2} \langle k \rangle, \]

using Eq. (17). All the elements of \( \mathbf{u} \) converge to the same value given by the previous equation. We can do the same evaluation for \( \mathbf{v}^T \) defined by Eq. (33) using Eq. (14):

\[ (\mathbf{v}^T)_n \xrightarrow[N_C \to \infty]{} -A N_C \frac{N_C + 1}{2} \langle k \rangle = -\frac{1}{\tau}. \]

Finally, we can compute the value of the scalar element \( a \) defined by Eq. (33) in the \( N_C \to \infty \) limit:

\[ a \xrightarrow[N_C \to \infty]{} -D \langle k \rangle N_C^2 \frac{N_C + 1}{2} \langle k \rangle = -\frac{N_C + 1}{\tau}. \]

after simplification with Eqs. (14) and (17). We write the characteristic determinant of the matrix \( H \) using the Schur complement of the block \( a \), with \( \lambda \) a complex variable such that \( \lambda \notin \sigma_K = \{\lambda_1, \lambda_2, \ldots, \lambda_{N_C}\} \), a condition which guarantees the invertibility of \( K - \lambda I \):

\[ \det(H - \lambda I) = [a - \lambda - \mathbf{v}^T \cdot (\mathbf{K} - \lambda)^{-1} \cdot \mathbf{u}] \det(\mathbf{K} - \lambda I), \]

with \( I \) the identity matrix. At this point, it is important to recall that, in the large \( N_C \) limit, the isolated eigenvalue of the matrix \( K = \frac{\partial \dot{D}}{\partial D} \), which we here denote \( \lambda_1 \), is associated to the eigenvector \( (1, \ldots, 1)^T \). Therefore we see that \( \mathbf{u} \) and \( \mathbf{v}^T \) are eigenvectors of matrix \( K \) associated to \( \lambda_1 \), i.e., \( K \cdot \mathbf{u} = \lambda_1 \mathbf{u} \), thus

\[ (\mathbf{K} - \lambda I)^{-1} \cdot \mathbf{u} = \frac{1}{\lambda_1 - \lambda} \mathbf{u}. \]

A similar development could be done by considering \( \mathbf{v}^T \) as a left-eigenvector of \( K \). Substituting this relation into Eq. (37), we get
that the reaction rate constants are satisfying the following relations for \( j \) unique stationary equilibrium values for an open CSTR by Eq. (1) for the concentrations \( c \).

Finally, in the particular case where \( A_0 \neq 0 \) when \( A_0 > A_0^* \), but \( \Delta = 0 \) in the particular case where \( A_0 = 2A_0^* \). When \( A_0 \neq 2A_0^* \), the two real solutions of Eq. (41) are

\[
\lambda_+ = \frac{1}{2} \left[ \frac{A_0}{A_0^* \tau} - \frac{1}{\tau} \left( \frac{A_0}{A_0^*} - 2 \right) \right] = -\frac{1}{\tau},
\]

and

\[
\lambda_- = \frac{1}{2} \left[ \frac{A_0}{A_0^* \tau} - \frac{1}{\tau} \left( \frac{A_0}{A_0^*} - 2 \right) \right] = \frac{1}{\tau} \left( 1 - \frac{A_0}{A_0^*} \right).
\]

Finally, in the particular case where \( A_0 = 2A_0^* \), there is a unique solution, \( \lambda_+ = \lambda_- = -1/\tau \).

APPENDIX C: REVERSIBLE AND IRREVERSIBLE GENERALIZED FRANK MODELS

The kinetic equations of the reversible generalized Frank model (6)-(8) with \( E_m = D_m \) and \( \bar{E}_m = L_m \) are given in an open CSTR by Eq. (1) for the concentrations \( c = (\{A_a\}_{a=1}^{N_a}, \{D_i, L_i\}_{i=1}^{N_L}, \{A_0\}_{a=1}^{N_k}) \). The explicit form of these equations is presented in the Supplementary Information of Ref. [17].

In a closed system with an infinite mean residence time \( \tau = \infty \), the concentrations are converging towards their unique stationary equilibrium values \( c_{eq} \), at which the detailed balance conditions hold. These latter are implying that the reaction rate constants are satisfying the following relations for \( j \leq k \) and \( b \leq c \):

\[
k_{-aijk} \left. \frac{D_i A_a}{D_j D_k} \right|_{eq} = k_{+aijk} \left. \frac{L_i A_a}{L_j L_k} \right|_{eq}, \quad \tilde{k}_{+bcij} \left. \frac{D_i L_j}{A_b A_c} \right|_{eq}, \quad \tilde{k}_{-bcij} \left. \frac{D_i L_j}{A_b A_c} \right|_{eq}.
\]
where \( \tilde{k}_{\pm beij} = \tilde{k}_{\pm beji} \) because of chiral symmetry, \( k_{+aijk} \) (resp. \( k_{-aijk} \)) are the forward (resp. backward) rate constants of reactions \((0)-(7)\) and \( k_{-beij} \) (resp. \( k_{+beij} \)) are the forward (resp. backward) rate constants of reactions \([8]\). The direct consequence is that the rate constants are related to each other by compatibility conditions for the existence of equilibrium. In the particular case where \( N_C = 2 \) and \( N_A = N_\Lambda = 1 \), the compatibility conditions read

\[
\frac{D_1}{A_{\text{eq}}} = \frac{L_1}{A_{\text{eq}}} = \frac{k_{+111}}{k_{-111}} = \frac{k_{+212}}{k_{-212}} = \sqrt{\frac{k_{+211} k_{+222}}{k_{-211} k_{-222}}},
\]

\[
\frac{D_2}{A_{\text{eq}}} = \frac{L_2}{A_{\text{eq}}} = \frac{k_{+222}}{k_{-222}} = \sqrt{\frac{k_{+111} k_{+122}}{k_{-111} k_{-122}}},
\]

\[
\frac{\tilde{A}}{A_{\text{eq}}} = \frac{k_{+111}}{k_{-111}} \sqrt{\frac{k_{-111}}{k_{+111}}} = \frac{k_{+222}}{k_{-222}} \sqrt{\frac{k_{-222}}{k_{+222}}} = \sqrt{\frac{k_{+111} k_{+122} k_{-122}}{k_{-111} k_{-122} k_{+122}}},
\]

where \( \tilde{k}_{\pm12} = \tilde{k}_{\pm21} \). A further consequence is that the equilibrium state is always racemic. Another observation is that the equilibrium concentrations of the different species can be calculated in terms of the rate constants combined with the conservation law \( (d/dt) \sum_{a=1}^{N_A} A_a + (d/dt) \sum_{i=1}^{N_C} L_i + (d/dt) \sum_{\Lambda=1}^{N_\Lambda} \tilde{A}_\Lambda = 0 \), holding in the closed system.

We note that, if the rate constants have equal values according to \( k_{\pm ai} = k_{\pm} \) and \( k_{\pm beij} = \tilde{k}_{\pm} \) (which corresponds to the mean-field approximation) and if the initial concentrations in the closed system are taken as \( A_a = A_0, D_i = 0, L_i = 0, \) and \( \tilde{A}_\Lambda = 0 \), the equilibrium concentrations are given by

\[
D_{\text{eq}} = L_{\text{eq}} = A_{\text{eq}} \frac{k_{+}}{k_{-}}, \quad \tilde{A}_{\text{eq}} = A_{\text{eq}} \frac{k_{-}}{k_{+}} \sqrt{\frac{k_{+}}{k_{-}}}, \quad \text{with} \quad A_{\text{eq}} = \frac{A_0}{1 + 2 \frac{N_C}{N_A} k_{+} \tilde{k}_{-} + \frac{N_\Lambda}{N_\Lambda} k_{+} \sqrt{k_{-}}},
\]

Consequently, in the limit where \( k_{-} \ll k_{+} \) and \( \tilde{k}_{+} \ll k_{-} \), we find

\[
A_{\text{eq}} \simeq A_0 \frac{N_A k_{+}}{N_\Lambda k_{+} k_{-}} k_{+} \sqrt{\frac{k_{+}}{k_{-}}}, \quad D_{\text{eq}} = L_{\text{eq}} \simeq A_0 \frac{N_A k_{-}}{N_\Lambda k_{+} k_{-}} k_{-} \sqrt{\frac{k_{+}}{k_{-}}}, \quad \tilde{A}_{\text{eq}} \simeq A_0 \frac{N_\Lambda}{N_\Lambda},
\]

so that \( \tilde{A}_{\text{eq}} \gg D_{\text{eq}} = L_{\text{eq}} \gg A_{\text{eq}} \) in agreement with the free energies assumed for the achiral species.

These considerations are showing that the rate constants \( k_{\pm ai} \) and \( k_{\pm beij} \) can take arbitrarily small values with respect to \( k_{+ ai} \) and \( k_{- beij} \), which has for consequence that \( \{A_{\text{eq}}\}_{a=1}^{N_A} \ll \{\tilde{A}_{\text{eq}}\}_{\Lambda=1}^{N_\Lambda} \) in relation to the higher free energy for the achiral species \( \{A_a\}_{a=1}^{N_A} \) than for the product species \( \{\tilde{A}_\Lambda\}_{\Lambda=1}^{N_\Lambda} \). Therefore, the rate constants \( k_{+ ai} \) and \( k_{- beij} \) may be supposed to be independent parameters.

In far-from-equilibrium open systems with a finite value of the mean residence time \( 0 < \tau < \infty \), the forward reactions,

\[
A_a + D_i \overset{k_{+ ai}}{\longrightarrow} D_j + D_k \quad (j \leq k),
\]

\[
A_a + L_i \overset{k_{+ ai}}{\longrightarrow} L_j + L_k \quad (j \leq k),
\]

\[
D_i + L_j \overset{k_{- beij}}{\longrightarrow} \tilde{A}_b + \tilde{A}_c \quad (b \leq c),
\]

(where \( a = 1, 2, \ldots, N_A; b, c = 1, 2, \ldots, \tilde{N}_\Lambda; \) and \( i, j, k = 1, 2, \ldots, N_C \)) are thus playing a dominant role and the reversed reactions can be negligible. Accordingly, in these far-from-equilibrium regimes, the fully irreversible generalized Frank model may be considered, as discussed in Ref. \([17]\). The kinetic equations of the fully irreversible model \([52]-[54]\) are explicitly given by equation set \([9]\). For the fully irreversible model, the rate constants \( k_{+ ai} \) and \( k_{- beij} \) can thus take independent values fixed according to the experimental observations.
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