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Abstract

The observed flavor structure of the standard model arises naturally in “split fermion” models which localize fermions at different places in an extra dimension. It has, until now, been assumed that the bulk masses for such fermions can be chosen to be flavor diagonal simultaneously at every point in the extra dimension, with all the flavor violation coming from the Yukawa couplings to the Higgs. We consider the more natural possibility in which the bulk masses cannot be simultaneously diagonalized, that is, that they are twisted in flavor space. We show that, in general, this does not disturb the natural generation of hierarchies in the flavor parameters. Moreover, it is conceivable that all the flavor mixing and CP-violation in the standard model may come only from twisting, with the five-dimensional Yukawa couplings taken to be universal.
I. INTRODUCTION

One of the motivations to extend the Standard Model (SM) is to explain the fermion flavor structures. It is likely that there is a more fundamental theory that produces the observed masses and mixing angles in a natural way, namely, without small dimensionless parameters. One such framework uses split fermions to generate the small numbers. The basic idea is to localize the SM fermion fields at different locations in compact extra dimensions. Then, the four dimensional (4D) Yukawa couplings between left handed and right handed 4D fermion fields are exponentially suppressed by the overlap of the corresponding zero mode wavefunctions. In general, such a split fermions setup induces small and hierarchical 4D Yukawa couplings without imposing any extra symmetries. In addition, one can account for proton stability by separating quarks and leptons in the extra dimension. Specific realizations, phenomenological implications and experimental signatures of the split fermions framework can be found in [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15].

Fermion localization works as follows [1, 2, 9]. Consider, for simplicity, a model with one infinite extra dimension. (For the more realistic case of a finite extra dimension see, for example, [3, 4, 7].) The model contains one bulk scalar, the localizer, which is assumed to get a vacuum expectation value (vev) which depends on the extra dimension coordinate, $z$. Thus, the five dimensional (5D) Dirac spinors have two mass terms: a $z$-independent bare mass and a $z$-dependent mass term due to the couplings to the localizer. For $\Psi_i$, a generic Dirac field (with $i = 1, 2, 3$ as the generation index) and $\Phi(z)$, the localizer vev, these mass terms read

$$L = \bar{\Psi}_i \tilde{M}_{ij}(z) \Psi_j,$$

$$\tilde{M}_{ij}(z) \equiv m_{ij} + \lambda_{ij} \Phi(z),$$  

where $m_{ij}$ and $\lambda_{ij}$ are $z$-independent Hermitian matrices.

In the past was always assumed that $m_{ij}$ and $\lambda_{ij}$ can be diagonalized simultaneously. In that case the problem of obtaining the 4D observables is significantly simpler. We can carry out the Kaluza-Klein (KK) decomposition of the 5D fields in the basis in which the mass matrix is diagonal. Each zero mode, which is interpreted as the corresponding SM chiral fermion field, then has a wavefunction in the extra dimension $f_i(z)$. These wavefunctions must satisfy the condition derived from the 5D Dirac equation:

$$\left[ \partial_z - \tilde{M}_i(z) \right] f_i(z) = 0,$$

$$\tilde{M}_i = [m_{ii} + \lambda_{ii} \Phi(z)],$$

where $\partial_z \equiv \partial/\partial z$. The solution is

$$f_i(z) = f_i(0) \exp \left[ \int_0^z \tilde{M}_i(z')dz' \right],$$

where $f_i(0)$ is an arbitrary vector that specifies the values of the solutions at $z = 0$. For example, in the case where the localizer vev is linear, the zero mode wavefunctions are Gaussians [1, 2]. These Gaussians peak at the points where $\tilde{M}_i(z) = 0$. The fact that
the wavefunctions which correspond to different generations are localized at different points leads to the required small overlaps.

In this work we relax the assumption that the parameters in the Lagrangian should be aligned in flavor space, that is, we assume that $m_{ij}$ and $\lambda_{ij}$ cannot be diagonalized simultaneously. We call the unaligned case “twisted”, and the aligned case “untwisted”. We will focus on answering the following two questions related to the attractive features of the split fermions framework:

(i) In the presence of twisting, can one naturally suppress operators which involve fields in different representations? This is required to account for the proton longevity.

(ii) In the presence of twisting, are the hierarchies between operators which involve fields from the same representation still natural? This is required to account for the flavor puzzle.

As we demonstrate below the answer to both of the above questions is positive: The presence of twisting does not spoil the basic appealing features of the split fermions framework.

Once we understand how twisting affects hierarchies, we can ask whether twisting may also be useful for model building. Again the answer is positive. One example is related to the fact that twisting induces new CP violating sources. This was used in \[8\] to construct a new type of leptogenesis model. Below we demonstrate how the standard model flavor mixing and CP violation may arise purely from twisting. Another possible application is related to a solution of the strong CP problem, which will be discussed in a separate work.

II. THE TWIST - BASIC FORMALISM

We consider the most general Lagrangian of Eq. (1). We would like to find the profile of the zero modes and calculate the 4D observables in terms of the 5D Lagrangian parameters. The answer is nontrivial because the effective mass matrix of the fermions $\tilde{M}_{ij}(z)$ is a $z$-dependent Hermitian matrix. There is no global $SU(3)$ flavor transformation which brings $\tilde{M}_{ij}(z)$ to a diagonal form simultaneously at every $z$. $\tilde{M}_{ij}(z)$ can be diagonalized by a $z$-dependent special unitary matrix $U(z)$, however this does not leave the 5D kinetic terms invariant. This is to be compared to the untwisted case where $U$ is $z$-independent. Formally we can introduce a local measure of the twist by

$$R_{ij}(z) = \left[ \tilde{M}_{ik}(z), \frac{d}{dz}\tilde{M}_{kj}(z) \right].$$

When $R_{ij}(z)$ is non-zero, a twist is present in that region. Only when $R_{ij}(z) = 0$ for all values of $z$ does the general (twisted) case reduce to the flavor-aligned (untwisted) case.
In the general twisted case the KK decomposition for a vector (in flavor space) fermion field is given by

\[ \Psi_i(x_\mu, z) = \sum_{n,\alpha} (f^L_{n})_{i\alpha}(z) P_L \psi^L_{n}(x_\mu) + \sum_{n,\alpha} (f^R_{n})_{i\alpha}(z) P_R \psi^R_{n}(x_\mu), \] 

where \( x_\mu \) are the known four dimensions, \((f^L_{n})_{i\alpha}\) and \((f^R_{n})_{i\alpha}\) are \(z\)-dependent wavefunctions, and \(P_L\) (\(P_R\)) is the left (right) handed chirality projection operator. Our notation is such that 5D (4D) fields are denoted by capital (lowercase) letters. We can think about the Latin (Greek) indices as labeling the flavor space in 5D (4D). Note that the 5D wavefunctions, \(f^L_{n}\) and \(f^R_{n}\), are generic \(z\)-dependent matrices in flavor space, as compared to the untwisted case [1], where they were diagonal and hence simply functions.

We are interested in the zero modes since they correspond to the SM fermions. Consider, for example, the wavefunctions of the left handed zero modes, \(f_{j\alpha}(z)\). These must satisfy the condition derived from the 5D Dirac equation:

\[ \begin{bmatrix} \delta_{ij} \partial_z - \tilde{M}_{ij}(z) \end{bmatrix} f_{j\alpha}(z) = 0, \] 

where \(i, j = 1 \ldots 3\) stand for the three components of a single wave function, while \(\alpha = 1 \ldots 3\) labels the three different solutions to this equation and thus corresponds to the SM flavor indices. The solution may be written formally in a straightforward way:

\[ f_{i\alpha}(z) = P \exp \left[ \int_0^z \tilde{M}_{ij}(z') dz' \right] \times f_{j\alpha}(0), \] 

where \(P\) stands for the path ordered product and \(f_{j\alpha}(0)\) is an arbitrary \(3 \times 3\) matrix that specifies the values of the different solutions at \(z = 0\). In principle, we can choose \(f_{j\alpha}(0)\) such that the three vectors \(f_{i1}, f_{i2}\) and \(f_{i3}\) constitute a set of orthonormal eigenvectors:

\[ \int dz f^*_{i\alpha}(z) f_{i\beta}(z) = \delta_{\alpha\beta}. \] 

In practice, we can just choose the vectors to be linearly independent and then get an orthonormal set by applying the Gram-Schmidt procedure.

The nontrivial difference between the twisted and untwisted case is that with twisting one cannot factorize the solution of the zero modes into a form of flavor-space times \(z\)-space. At each point, each solution is a vector in flavor space, but the twisting forces it to rotate (twist) as it moves along the extra-dimension. This follows directly from the fact that with twisting the matrix \(\tilde{M}_{ij}\) cannot be diagonalized simultaneously at all \(z\).

Unfortunately, in the most general twisted case, equation (7) is not very instructive (although it can be used for numerical computations). In certain cases even with twisting we can find explicit solutions. For example, in two generations, the two coupled first-order differential equations (6) can be combined into a single second order equation. Then, if \(\tilde{M}\) has a simple enough form, we may be able to find solutions. For example, if \(\tilde{M}\) depends linearly on \(z\), the solutions are Kummer functions (see Appendix A). In three generations the composite equation is third order and is in general unsolvable, even with a linear \(\tilde{M}\).
In order to obtain the 4D observables we start from the 5D couplings of the fermions to the SM Higgs field. Consider for example the couplings of the quarks doublets, \( Q_i \), to the down type quark singlets, \( D_j \),

\[
S = \int d^5x Y^d_{ij} HQ_iD_j,
\]

(9)

where \( H \) is the SM Higgs field and the Dirac structure is suppressed. The 5D Yukawa couplings, \( Y^d_{ij} \), are assumed to be arbitrary parameters without any specific flavor structure. Performing the KK reduction, assuming that the profile of the Higgs vev is flat, and keeping only the zero modes, we obtain the standard 4D action

\[
S = \int d^4x y^d_{\alpha\beta} \bar{q}_\alpha d_\beta.
\]

(10)

The dimensionless 4D Yukawa couplings are given by

\[
y^d_{\alpha\beta} = \int dz Y^d_{ij} f^*_{i\alpha}(z) f^d_{j\beta}(z),
\]

(11)

where \( f^q \) (\( f^d \)) is the wavefunction of the left (right) handed quark doublet (down type singlet) and the sum over \( i \) and \( j \) is implicit.

For simplicity, here and in what follows, we work with rescaled parameters. That is, we scale constants and wavefunctions to the appropriate power of the fundamental scale to make them dimensionless.

### III. General Properties of the Zero Modes

In the following two sections we demonstrate that twisting does not destroy the essential appealing features of the split fermions framework, namely, localization and separation of the fermion zero modes.

First, consider localization. We confine our discussion to the case were the eigenvalues of \( \tilde{M}_{ij}(z) \) are monotonically decreasing functions of \( z \) (as is the case in the models of \[1\]). In the untwisted case the peaks of the zero modes are located at the points where one of the flavors has a zero bulk mass. This implies that we can separate fermions in different representations, for example quarks and leptons, to forbid proton decay. In this section we show that a similar localization holds in the twisted case as well.

To see this, we show that since the eigenvalues of \( \tilde{M}_{ij}(z) \) are monotonic functions of \( z \), we can define a “localization region”. We define this region as the region between the two points \( z_a \) and \( z_b \) such that for \( z < z_a \) (\( z > z_b \)) all the eigenvalues are positive (negative). The magnitude of each of the zero modes, \( |f_\alpha|^2 = \sum_i f^*_{i\alpha} f_{i\alpha} \), decays outside the localization region as is shown below.

It is sufficient to study the norm of the wavefunction because the overlap between the norms provides an upper bound on the overlap between the actual wavefunctions,

\[
\int dz f^*_{i\alpha}(z) f^d_{j\beta}(z) \leq \int dz |f^q_\alpha(z)||f^d_\beta(z)|.
\]

(12)
which serves as a bound on the effective 4D couplings. Using eq. (6) we obtain

$$\partial_5 |f_\alpha(z)|^2 = 2 \sum_k m_k(z) |f_k\alpha(z)|^2.$$ (13)

where there is no sum on the index $\alpha$ and $m_k(z)$ are the eigenvalues of $\tilde{M}_{ij}(z)$. We denote by $m_{\text{max}}(z)$ [$m_{\text{min}}(z)$] the maximal [minimal] eigenvalue of $\tilde{M}$ at $z$. Then, we can place bounds on the right hand side of equation (13)

$$m_{\text{min}} |f_\alpha(z)|^2 \leq \sum_i m_i(z) |f_i\alpha(z)|^2 \leq m_{\text{max}} |f_\alpha(z)|^2.$$ (14)

We see that the norms of the zero modes fall at large positive and negative values. In particular,

$$|f_\alpha(z)|^2 \leq \exp \left[ 2 \int_{z_b}^z dz' m_{\text{max}}(z') \right] |f_\alpha(z_b)|^2 \quad \text{for } z > z_b.$$ (15)

Note that $m_{\text{max}} < 0$ over all of the integration range. A similar bound may be placed in the $z < z_a$ region

$$|f_\alpha(z)|^2 \leq \exp \left[ -2 \int_{z}^{z_a} dz' m_{\text{min}}(z') \right] |f_\alpha(z_a)|^2 \quad \text{for } z < z_a,$$ (16)

where $m_{\text{min}} > 0$ all over the integration range. We see that the norm of the wave function indeed decays outside the localization region.

The above arguments hold separately for each SM representation. Thus, different representations can be separated if their localization regions do not overlap. In models where the localizer vev is linear, like that of [1], $m_{\text{max}}$ and $m_{\text{min}}$ are roughly linear far away from the localization region. In that case the bounds in equations (15) and (16) imply that far from the localization region the norms of the zero modes are suppressed exponentially (as Gaussians). The generalization to the more realistic models in which a stable scalar configuration is not a monotonic function of $z$ is straightforward. In these cases one can divide the extra dimension into regions where the scalar is monotonic and apply the above analysis for each of the regions separately. Thus we have answered question (i) from the introduction: fermions in different representations can be naturally separated.

IV. THE ADIABATIC APPROXIMATION

Though we have shown that exponentially small overlaps are easily achieved between different representations, in order to solve the flavor puzzle hierarchies within a representation are required. To see whether this is the case in our framework one needs a better handle on the profiles of fermions zero modes. As we already mentioned, the general solution to the zero mode wavefunction equation is not very useful in this respect. Here we show that in many cases one can make an approximation in which the governing physics is clear.

The zero mode equation (6) bears resemblance to the time dependent Schrödinger equation, $i\partial_t |\psi\rangle = H |\psi\rangle$, with $i \partial_v$ replaced by $z$. The $z$ dependent $\tilde{M}$ corresponds to a time varying
Hamiltonian. One of the useful approximation methods for solving a time varying Hamiltonian in quantum mechanics is the adiabatic approximation where the wavefunction is assumed to be an instantaneous energy eigenstate at all times.

It is useful to make a similar approximation in our case. The assumption we make is that the independent solutions of eq. are each governed by a single eigenvalue of the mass matrix at each point in the extra dimension. We thus expect each solution to be aligned with one of the eigenvectors of at each point.

We begin by writing an ansatz for the solution to the equation which satisfies the guideline mentioned above. The ansatz for the left handed zero mode profile is

\[ f^{\text{ad}}_{i\alpha}(z) = \frac{1}{N} \exp \left[ \int_{0}^{z} dz' m_{\alpha}(z') \right] V_{i\alpha}(z) , \]  

where \( V_{i\alpha}(z) \) are the \( z \) dependent normalized eigenvectors of the twisted bulk mass matrix

\[ \tilde{M}_{ij}(z)V_{j\alpha}(z) = m_{\alpha}(z)V_{i\alpha}(z) \quad \text{with} \quad V_{i\alpha}^{*}V_{i\beta} = \delta_{\alpha\beta} . \]  

Within this approximation each zero mode is localized around the zero of a single \( z \) dependent eigenvalue of the mass matrix. The adiabatic ansatz is thus a straightforward generalization of the untwisted solution. In both cases the wavefunction of each profile is governed by a single function which is an eigenvalue of the bulk mass matrix and therefore in both cases the wavefunctions are localized. In the adiabatic limit the only added feature introduced with twisting is that the wavefunction points in different directions in flavor space for various values of \( z \).

To what extent is the adiabatic approximation valid in generic models? The standard condition in quantum mechanics literature is that the approximation holds so long as the quantity

\[ \langle V_{1}\partial_{z}\tilde{M}\rangle_{2} \left( m_{1} - m_{2} \right)^{2} , \]  

is small throughout the evolution of the system. Our case however, is somewhat more subtle due to the fact that the evolution of the wavefunctions with ‘time’ is not unitary. The rate at which the true solution deviates from the adiabatic one at a certain point is indeed proportional to the quantity in eq. but is also depends on the values of the wavefunctions at that point.

We did not try here to fully formulate and derive the necessary conditions for the validity of the above approximation. One can, however, get good intuition by numerically comparing it with the exact solution, eq. This allows us to learn about the accuracy of the adiabatic approximation. As an example consider the following mass matrix for the two generation case

\[ \tilde{M}(z) = \begin{pmatrix} -2z + 1 & 1 \\ 1 & -5z - 10 \end{pmatrix} , \]  

where we work with rescaled parameters such that \( z \) and \( \tilde{M} \) are dimensionless. In the upper part of figure we plot the two eigenvalues of the mass matrix and in the lower part of the
FIG. 1: The two solid blue lines in the upper figure are the eigenvalues of the mass matrix $\tilde{M}(z)$ given in eq. (20). The localization region defined in the previous section lies between the two vertical dotted lines. The exact solution to the norm of the wavefunctions is in the lower figure in solid lines while the adiabatic approximation is in thick dashed green curves. Note that the departure of the adiabatic solution from the exact one occurs where the two eigenvalues approach one another.

In figure 1 we plot the norm of adiabatic solution that is induced by the eigenvalues (green dashed curves). For comparison the adiabatic curves are plotted on top of the exact solution (black solid lines).

We see that in the case presented in figure 1 the adiabatic approximation is very good. It noticeably deviates from the exact solution only in the region where the two eigenvalues approach one another as one would expect from eq. (19). This departure only occurs once both profiles have decayed (or have started to do so). Consequently, physical quantities are hardly affected and the approximation holds to a very good accuracy.

We expect this behavior to be generic in models that have well localized and separated wavefunctions. This is because separation implies that at the points $z_i$, where any of the mass eigenvalues vanishes, the mass differences are large. Thus, non-adiabatic contributions are suppressed near $z_i$. If the eigenvalues are changing smoothly the non-adiabaticity generically occurs well outside the localization region. We have indeed observed that increasing the separation (and hierarchy) between flavors improves the approximation. We have checked numerically several cases that lead to hierarchical Yukawa matrices and found that the
adiabatic approximation works very well in these cases.

V. HIERARCHIES AND MIXING FROM TWISTING

So far we have shown that even with twisting, localization and separation within a representation naturally occur. In this section we discuss twisting as the only source of flavor mixing and CP violation. We consider below the following two questions:

(a) Can all the flavor mixing and CP violation come from twisting? That is, can we take the 5D Yukawa matrices to be universal, so that all of the SM flavor structure comes from twisting?

(b) Can the above scenario be realized naturally?

We show that the answer to the above two questions is positive. We first demonstrate numerically that twisting can serve as the only source of flavor mixing. Then we support this observation, for more generic cases, using the adiabatic approximation. Finally, we present a toy model in which this situation occurs naturally.

Let us begin with the numerical example. We denote the mass matrices as

$$\tilde{M}_r^{ij}(z) = m_r^{ij} - \eta_r^{ij} z.$$  \hspace{1cm} (21)

with $r = Q, U, D$. We assume that the 5D Yukawa couplings are proportional to the unit matrix. Then, the Lagrangian of the model is given schematically by

$$L = Y^U \delta_{ij} H \bar{Q}_i U_j + Y^D \delta_{ij} H \bar{Q}_i D_j + \tilde{M}_Q^{ij} \bar{Q}_i Q_j + \tilde{M}_U^{ij} \bar{U}_i U_j + \tilde{M}_D^{ij} \bar{D}_i D_j.$$  \hspace{1cm} (22)

When $m_r^{ij}$ and $\eta_r^{ij}$ can be diagonalized simultaneously this model is untwisted. In the most generic case, however, when no symmetry is imposed, the mass matrix is expected to be twisted. For our explicit example we choose the following parameters for the bulk masses

$$\tilde{M}_Q(z) = \begin{pmatrix} 3.4 z - 4 & 2.3 \\ 2.3 & 2.6 z - 6 \end{pmatrix},$$

$$\tilde{M}_D(z) = \begin{pmatrix} 4.1 z + 1 & 1 \\ 1 & 3.1 z - 3 \end{pmatrix},$$

$$\tilde{M}_U(z) = \begin{pmatrix} 4.5 z + 4 & 1 \\ 1 & 2.9 z + 2 \end{pmatrix},$$  \hspace{1cm} (23)

where we work with rescaled parameters such that $z$ and $\tilde{M}_r$ are dimensionless. We obtain hierarchical fermion masses

$$\frac{m_d}{m_s} = 2.1 \times 10^{-1}, \quad \frac{m_u}{m_c} = 8.0 \times 10^{-3};$$  \hspace{1cm} (24)
and finite mixing
\[ \sin \theta_C = 0.19. \] (25)

Note that this is only an example. We did not try to search for a mass matrix which precisely generates the observed 4D flavor parameters. We use this example only to demonstrate the fact that 4D flavor mixing and hierarchical masses can originate only from the twisting.

While we gave an explicit example only for one simple case, the conclusion holds much more generally. To see this, we use the adiabatic approximation. Using Eqs. (11) and (17) we see that
\[ y^d_{\alpha \beta} \approx \frac{1}{N_Q N_D} \int dz \exp \left[ \int_0^z dz' m^Q_{\alpha}(z') \right] \exp \left[ \int_0^z dz' m^D_{\beta}(z') \right] V^Q_{i \alpha}(z) V^{D*}_{i \beta}(z). \] (26)

The exponential factors in (26) teach us that we expect a hierarchical structure for the 4D Yukawa couplings. In addition, for the realistic case of three generations, the product \( V^Q_i V^{D*}_{i \beta} \) is just a product of two \( SU(3) \) matrices. This shows that flavor mixing is induced. Furthermore, these \( SU(3) \) matrices generically contain \( O(1) \) phases. Thus, \( \delta_{\text{CKM}} \), the CP violating phase in the 4D CKM matrix, is expected to be of order unity as observed.

The above numerical study exemplifies the possibility that all of the SM flavor conversion is achieved due to the twist in the bulk, and not due to the 5D Yukawa couplings. Below we construct a toy model which naturally realizes this idea. Consider a model for quarks with a non-Abelian horizontal flavor symmetry \( SU(3)_F \) on a 5D orbifold \( M_4 \times S_1/Z_2 \). The fermions, \( Q^i, U^i, D^i \) are fundamentals of the flavor group where all other SM fields are singlets. The Higgs field, the left handed component of \( Q^i \) and the right handed component of \( D^i \) and \( U^i \) are even under the \( Z_2 \) orbifold symmetry, and all the other fields are odd. Because of the orbifold symmetry, a bulk mass for the fermions is forbidden. But an effective mass can be generated from the vev of \( Z_2 \) odd bulk scalars that are SM singlets. For our example, we include an adjoint (octet) \( \Phi_{ij} \) and a singlet \( \phi \) of \( SU(3)_F \). The Yukawa couplings to the Higgs, on the other hand, are allowed and are proportional to unit matrices due to the flavor symmetry.

Generically, there is a potential for the scalars in the bulk. This potential naively generates an untwisted scalar vev since varying vevs are usually not the lowest energy configuration. Thus, we also include boundary terms that change this naive expectation. When the symmetry is explicitly broken on the boundaries, the competition between the bulk and boundary terms can force the vev of \( \Phi \) to be twisted.

To be explicit, consider the case in which the boundaries preserve only an \( SU(2) \) subgroup of the bulk \( SU(3)_F \). Under this \( SU(2) \), \( \Phi_{ij} \) decomposes into a scalar \( \Phi \equiv \Phi_{33} \), a fundamental \( \Phi_l = (\Phi_{13}, \Phi_{23}) \), an antifundamental \( \Phi^*_l \), and an adjoint \( \Phi_{lm} \) with \( l, m = 1, 2 \). For each of the above fields we can write a boundary term
\[ -L_{\Phi}^{\text{brane}} = \sum_{B=0, \pi R} \left[ a^2_B (\partial_z \Phi)^2 + b^2_B (\partial_z \Phi_l)^2 + c^2_B (\partial_z \Phi_{lm})^2 \right] + \ldots \] (27)
where higher order (stabilizing) terms are omitted for simplicity. The parameters $a_{0,\pi R}$, $b_{0,\pi R}$ and $c_{0,\pi R}$ are real and generically different on the two different branes. The terms above cause non-zero vevs to be developed for the derivative of $\Phi$, $\Phi_1$ and $\Phi_{lm}$ at $z = 0$

\[\langle \partial_z \Phi \rangle|_0 = \mathcal{O}(1), \quad \langle \partial_z \Phi_1 \rangle|_0 = \begin{pmatrix} 0 \\ \mathcal{O}(1) \end{pmatrix}, \quad \langle \partial_z \Phi_{lm} \rangle|_0 = H_{lm}, \tag{28}\]

where $H_{lm}$ is an order one Hermitian matrix and we used an $SU(2)$ transformation to bring the vev of $\partial_z \Phi_1$ to its special form. Similarly, at $z = \pi R$ the derivatives get non-vanishing vevs, which are generically different from those at $z = 0$. Consequently, the mass matrix at both boundaries are not aligned and a twist is generated in the bulk.

We assume that $v_F^2/\Lambda^2 \ll 1$ where $v_F$ is the typical vev of the bulk scalars and $\Lambda$ is the effective cutoff of the 5D theory. Then, to leading order in $v_F^2/\Lambda^2$, the 5D Lagrangian is given by eq. (22) with

\[\tilde{M}_{ij}^r = c_1^r \langle \Phi_{ij} \rangle + c_2^r \langle \phi \rangle, \tag{29}\]

where $c_1^r$ and $c_2^r$ are unknown constants. We see that the 5D Yukawa couplings are proportional to the unit matrix and that $\tilde{M}_{ij}^r$ cannot be globally diagonalized at each $z$ because it is twisted. Due to the fact that the bulk scalars are odd under the $Z_2$ orbifold symmetry the correction to the universal Yukawa matrices is suppressed by $\mathcal{O}(v_F^2/\Lambda^2)$. There are additional higher dimension brane Yukawa terms which are volume suppressed and are therefore negligible. We conclude that in this toy model the 4D flavor violation is, to leading order, only due to twisting.

VI. DISCUSSIONS AND CONCLUSIONS

We found that in many ways neglecting the twist is a simplifying assumption. Twisting does not change the fact that split fermions generically produce hierarchical Yukawa couplings. At first neglecting the twist seems unjustified: it changes the symmetry breaking pattern of the theory. For example, suppose there is a single fermion representation in the bulk, with 3 flavors. When $\tilde{M}(z) \propto \bf{1}_3$ there is an enhanced $U(3)$ flavor symmetry in the theory. Including a diagonal $\tilde{M}(z)$ breaks the $U(3)$ symmetry down to $U(1)^3$. Including a generic twisted $\tilde{M}(z)$ breaks it further to $U(1)$. In untwisted models this last step occurs only due to the standard model Yukawa interactions.

In the untwisted case the fact that we get hierarchical Yukawa couplings and small mixing can be understood from symmetry considerations as follows. The $U(1)^3 \rightarrow U(1)$ breaking is due to non-diagonal 5D Yukawa couplings, which connect fields of different SM representations, and therefore, the last stage of symmetry breaking occurs between objects that are separated in the extra dimension. Thus, the 4D Yukawa couplings are small since they are suppressed by the small overlap of the separated zero modes. That is, the $U(1)^3$ remains as an approximate symmetry, and it is restored once the zero mode wavefunctions are far away from each other.
In the twisted case the fact that an approximate $U(1)^3$ symmetry is obtained in the low energy effective theory is less obvious. Nevertheless, we claim that this remain the case due to the same reason, namely, symmetry breaking occurs between objects that are separated in the extra dimension. In other words, even with the twist, we have shown that the zero modes are localized and separated. This implies that the 4D Yukawa couplings are small since they are proportional to the small overlap of the different zero modes. Just like in the untwisted case, when the separation is very large, the $U(1)^3$ symmetry is restored. Thus, the effect of the twist is only to add new sources of flavor mixing and CP violation.

In conclusion, the main result from our study is that the twist does not affect the general appealing features of the split fermions framework, that is, the possibility of naturally creating hierarchies without symmetries. Furthermore, it opens a possibility in which the observed CKM mixing and CP violation arise from twisting and not from the 5D Yukawa couplings.
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APPENDIX A: LINEAR POTENTIAL: EXPLICIT SOLUTION

There is one case where we could find an explicit analytic solution to the zero mode wavefunctions. This is the case of a two generation model with an infinite extra dimension and a localizer with a linear vev. Here we only sketch the derivation [17], and discuss some of the properties of the solution.

In the case under study the mass matrix defined in (1) can be written as

$$\tilde{M}_{ij}(z) = m_{ij} - \eta_{ij} z .$$  \hspace{1cm} (A1)

It is convenient to chose a basis in which $m_{ij}$ is real, $\eta_{ij}$ is diagonal and $\eta_{11} > \eta_{22}$. Then,
eq. (6) is given explicitly by

\[ f_1'(z) + (\eta_{11} z - m_{11}) f_1(z) - m_{12} f_2(z) = 0, \]  
(A2)

\[ f_2'(z) + (\eta_{22} z - m_{22}) f_2(z) - m_{12} f_1(z) = 0, \]  
(A3)

where the prime denotes a derivative with respect to \( z \) and the index \( \alpha \) was dropped. The solution is

\[ f_1(z) = p(z) \left[ c_1 m_{12} t(z) M(a, 3/2, w(z)) + c_2 M(a - 1/2, 1/2, w(z)) \right], \]  
(A4)

\[ f_2(z) = p(z) \left[ c_2 m_{12} t(z) M(a + 1/2, 3/2, w(z)) + c_1 M(a, 1/2, w(z)) \right], \]  
(A4)

where \( M \) is the Kummer function and

\[ p(z) = \exp\left[ -\frac{(m_{11} - \eta_{11} z)^2}{2\eta_{11}} \right], \]

\[ a = \frac{\eta_{11} - \eta_{22} + m_{12}^2}{2(\eta_{11} - \eta_{22})}, \]

\[ t(z) = z - \frac{m_{11} - m_{22}}{\eta_{11} - \eta_{22}}, \]

\[ w(z) = \frac{\eta_{11} - \eta_{22}}{2} t(z)^2. \]  
(A5)

The normalization condition is

\[ \int \left[ f_1(z)^2 + f_2(z)^2 \right] dz = 1. \]  
(A6)

The set of equations (A2) and (A3) has two independent solutions related to the two independent constants \( c_1 \) and \( c_2 \) that appear in (A4). This degree of freedom in the solution corresponds to the index \( \alpha \) of \( f_{i\alpha} \). One can choose the integration constants such that the two wavefunctions are orthogonal

\[ \int dz \sum_{i=1}^{2} f_{i1}(z)f_{i2}(z) = 0. \]  
(A7)

In practice we ensure the orthogonality by applying the Gram-Schmidt procedure on a pair of non-orthogonal wavefunctions.

Arriving to the solution in (A4) is straightforward. We first use (A2) and plug it into (A3) to arrive at a second order differential equation for \( f_1 \). Using \( f_1(z) = g(z)p(z)t(z) \) this equation is

\[ w \frac{d^2 g}{dw^2} + (3/2 - w) \frac{dg}{dw} - a g = 0, \]  
(A8)

which is the Kummer equation [18]. The general solution to (A8) is

\[ g(w) = g_a M(a, 3/2, w) + g_b \frac{M(a - 1/2, 1/2, w)}{\sqrt{w}}, \]  
(A9)
where \( g_a \) and \( g_b \) are two independent constants. To get the solution for \( f_2 \) we used the following properties of \( M \) \[18\],

\[
\frac{dM(\alpha, \gamma, w)}{dw} = \frac{\alpha}{\gamma} M(\alpha + 1, \gamma + 1, w), \tag{A10}
\]

\[
w \frac{M(\alpha + 1, \gamma + 1, w)}{\gamma} = M(\alpha + 1, \gamma, w) - M(\alpha, \gamma, w), \tag{A11}
\]

\[
\alpha M(\alpha + 1, \gamma + 1, w) = (\alpha - \gamma)M(\alpha, \gamma + 1, w) + \gamma M(\alpha, \gamma, w). \tag{A12}
\]

One can check that in the \( m_{12} \rightarrow 0 \) limit the solution of the twisted case \[A4\] reduces to the solution of the untwisted case. In that limit \( a \rightarrow 1/2 \) and we recall the following properties of the Kummer function

\[
M(0, c, b) = 1, \quad M(c, c, b) = e^b, \tag{A13}
\]

for arbitrary \( c \) and \( b \). Then we get

\[
f_1(z) = c_2 \exp \left[ -\frac{(m_{11} - \eta_{11} z)^2}{2\eta_{11}} \right], \quad f_2(z) = c_1 \exp \left[ -\frac{(m_{22} - \eta_{22} z)^2}{2\eta_{22}} \right]. \tag{A14}
\]

Taking the two independent solution to be those where either \( c_1 \) or \( c_2 \) vanish, we get the two Gaussian solutions of the untwisted case \[1\].
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