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Abstract

This paper is concerned with the modeling and analysis of two of the most commonly used recurrent neural network models (i.e., Hopfield neural network and firing-rate neural network) with dynamic recurrent connections undergoing Hebbian learning rules. To capture the synaptic sparsity of neural circuits we propose a low dimensional formulation. We then characterize certain key dynamical properties. First, we give biologically-inspired forward invariance results. Then, we give sufficient conditions for the non-Euclidean contractivity of the models. Our contraction analysis leads to stability and robustness of time-varying trajectories – for networks with both excitatory and inhibitory synapses governed by both Hebbian and anti-Hebbian rules. For each model, we propose a contractivity test based upon biologically meaningful quantities, e.g., neural and synaptic decay rate, maximum in-degree, and the maximum synaptic strength. Then, we show that the models satisfy Dale’s Principle. Finally, we illustrate the effectiveness of our results via a numerical example.

I. Introduction

Driven by the massive availability of data in many applications and the increase in computing power, the leading paradigm to train deep neural networks has become that of feeding them with data, using backpropagation to learn the network weights. This approach has achieved impressive results, spanning from computer vision to natural language processing [21] and to the end-to-end control of complex video games [14]. Nevertheless, despite their biological inspiration and performance achievements, these systems differ from human intelligence in several ways [32]. The backpropagation algorithm is not biologically plausible [21], [39] and this might explain [32] the poor ability, typical of human intelligence, of certain deep networks to generalize, compose and abstract knowledge from data. In this context, it has been recently shown that models trained via backpropagation can be extremely fragile [22], in the sense that even small changes in the input can produce large changes in the output.

Motivated by these observations, we consider more biologically plausible Recurrent Neural Network (RNN) systems [18] with dynamic recurrent connections undergoing nonlinear Hebbian Learning (HL) rules [24]. Namely, we characterize the dynamic behavior of two of the most commonly used RNN models that we term as Hopfield Neural Network (HNN) and firing-rate neural network (FRNN); see e.g., [10]. For these networks, an important step is that of finding conditions that guarantee their stability and robustness. To do so, we leverage tools from contraction theory [8], [34], [45]. Indeed, by ensuring contractivity, one also guarantees global exponential convergence and other useful robustness properties.
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A. Related Literature

Over the last few years, there has been a growing interest in the study of biologically plausible learning rules to train neural networks and in finding connections between these rules and backpropagation [33], [47]. For example, HNNs coupled with an HL rule have been shown to be able to learn the underlying geometry of a given set of inputs [18]. Along these lines, recently, an unsupervised biologically plausible learning rule has been proposed and it has been demonstrated how this rule allows the network to achieve good performance on the MNIST and CIFAR [31] datasets; also, in [40] it has been shown that neural networks equipped with both Hebbian and anti-Hebbian learning rules can perform a broad range of unsupervised learning tasks. RNNs naturally emerge when modeling neural processes [43]. In [35] it has been proved, via suitably defined state and input transformations, that the HNN and the FRNN are mathematically equivalent when there is no synaptic dynamics. While multistability is a key feature of the original Hopfield model [26] (with multiple equilibria interpreted as memories), significant interest has grown over the years in establishing conditions that ensure convergence to a unique equilibrium point [6], [9], [15], [17]. Indeed, when studying RNN models a key problem is that of guaranteeing stability and robustness; see e.g., [37], [53]. A useful tool to study these properties is contraction theory (which precludes multistability). In fact, contracting systems exhibit highly ordered transient and asymptotic behaviors that appear to be convenient in the context of RNNs. For example: (i) initial conditions are exponentially forgotten [34]; (ii) for time-invariant dynamics, there exists a unique globally exponential stable equilibrium [34]; (iii) contraction ensures entrainment to periodic inputs [44] and implies robustness properties such as input-to-state stability, also when there are delayed dynamics [8], [52]. Moreover, efficient numerical algorithms can be devised for numerical integration and fixed point computation of contracting systems [27]. Recent reviews of contraction theory are provided in [4], [50]. Note that contractivity precludes multistability. An implicit model that uses contraction analysis to allow for a convex parametrization of stable models is presented in [42], while in [52] contraction-based conditions are given to characterize disturbance rejection properties of HNNs with delays. Contraction theory is also used in [29] to find conditions under which assemblies of RNNs are stable. In the context of networks with adapting synapses undergoing Hebbian rules we recall [12], where stability of the combined neural and synaptic dynamics is shown via Lyapunov analysis, and [30], where Euclidean contraction theory is used to study the stability of RNNs with linear coupling between the different nodes and with dynamic synapses undergoing a correlation-based HL rule. Other works have also shown that contractivity can be effectively studied on Finsler manifolds [16] or using non-Euclidean norms for large classes of network systems, arising in biological [1], [44] and neural [9], [41] applications. Finally, we recall [46], where contraction is extended to dynamical systems on time scales, evolving on arbitrary, potentially non-uniform, time domains.

B. Contributions

In the context of the above literature, our main contributions are summarized as follows: (i) we study a number of neural-synaptic systems that combine HNN and FRNN (for the neural dynamics) and two different HL rules (for the synaptic dynamics). The first rule, simply termed HL rule, fulfills the biological properties of locality, cooperativity, synaptic depression, and boundedness; the second rule (Oja-like learning rule) fulfills, in addition, a competitiveness [19] property. To capture the synaptic sparsity of the neural circuits, relying on out-incidence and in-incidence matrices [3] we propose a low dimensional formulation for the models we analyze, which we term as Hopfield-Hebbian, firing-rate-Hebbian, Hopfield-Oja, and firing-rate-Oja. The models capture networks with both excitatory and inhibitory synapses governed by both Hebbian and anti-Hebbian learning rules.
We recall that $M$ where $\text{Re}(\lambda)$ of $A$ and denote by $\| \cdot \|$ spectal abscissa determinant and trace, respectively. Also, its $n$ vector of all ones, $[x]$ denotes $\text{spec}(A)$, and $\text{det}(A)$, $\text{tr}(A)$ its spectrum, determinant and trace, respectively. Also, its spectral abscissa is $\alpha(A) := \max\{\text{Re}(\lambda) | \lambda \in \text{spec}(A)\}$, where $\text{Re}(\lambda)$ denotes the real part of the complex number $\lambda$. We say that $A$ is Hurwitz if $\alpha(A) < 0$. We recall that $M \in \mathbb{R}^{n \times n}$ is Metzler if $(M)_{ij} > 0$, for all $i \neq j$. Given $A \in \mathbb{R}^{n \times n}$, its Metzler majorant $|A|_{\text{m}} \in \mathbb{R}^{n \times n}$ is defined by

$$(|A|_{\text{m}})_{ij} = \begin{cases} a_{ii}, & \text{if } j = i, \\ |a_{ij}|, & \text{if } j \neq i. \end{cases}$$

We denote by $\| \cdot \|$ both a norm on $\mathbb{R}^n$ and its induced matrix norm. The logarithmic norm (log norm) of $A \in \mathbb{R}^{n \times n}$ induced by $\| \cdot \|$ is (see e.g., [11])

$$\mu(A) := \lim_{h \to 0^+} \frac{\|I_n + hA\| - 1}{h}.$$ 

Finally, whenever it is clear from the context, we omit specifying the dependence of functions on time $t$.

A. Contraction Theory

Consider the following nonlinear system:

$$\dot{x} = g(x, t), \quad x(0) = x_0,$$ (1)

where $x \in \mathbb{R}^n$ is the state of the system, $g: C \times [0, \infty) \to \mathbb{R}^n$ is a smooth nonlinear function with $C \subseteq \mathbb{R}^n$ forward invariant set for the dynamics, and $x_0 \in \mathbb{R}^n$ is the initial condition. We assume that $g(x, t)$ is differentiable in $x$, and that $g(x, t)$ as well as its Jacobian with respect to $x$, denoted as $J(x, t) = \partial g(x, t)/\partial x$, are both continuous in $(x, t)^1$. We assume the existence and uniqueness of a solution to (1). Next, we give the following definitions

---

1For non-open sets, $C$, differentiability in $x$ means that of $g(., t)$ can be extended as a differential function on some open set that includes $C$ with the continuity hypotheses still holding on this open set [44].
Definition 1. A set $A \subseteq \mathbb{R}^n$ is attractive with respect to the system (1) if the trajectories of every solution of (1) starting from any point of $\mathbb{R}^n$ asymptotically converge to the set $A$.

Definition 2. Given a norm $\| \cdot \|$ with associated log norm $\mu$, the system (1) is strongly infinitesimally contracting with respect to $\| \cdot \|$ on a forward invariant, convex, set $C \subseteq \mathbb{R}^n$, if for some constant $c > 0$, referred as contraction rate, it holds

$$\mu(J(x,t)) \leq -c, \quad \forall x \in C, \ t \geq 0.$$ 

Given the dynamics (1), Definition 2 implies that for any two trajectories, say $x(\cdot)$ and $y(\cdot)$ rooted from $x_0, y_0 \in C$, the following upper bound holds [44]

$$\|x(t) - y(t)\| \leq e^{-ct}\|x_0 - y_0\|, \quad \forall t \geq 0,$$

that is, the distance between any two trajectories rooted in $C$ shrinks exponentially with rate $c$.

We refer to [4] for a detailed monograph on contraction theory.

B. Composite Norms

Consider $r$ positive integers $n_1, \ldots, n_r$, such that $\sum_{i=1}^r n_i = n$ and let $\| \cdot \|_i$ defined on $\mathbb{R}^{n_i}$ be $r$ local norms with their induced log norms $\mu_i(\cdot)$. Also, let $\| \cdot \|_{\text{agg}}$ on $\mathbb{R}^r$ be an aggregating norm with its induced log norm $\mu_{\text{agg}}(\cdot)$. The composite norm $\| \cdot \|_{\text{cmpst}}$ is defined as

$$\|x\|_{\text{cmpst}} = \left\| \begin{bmatrix} x_1^T \\ \vdots \\ x_r^T \end{bmatrix} \right\|_{\text{agg}}.$$

In what follows $\mu_{\text{cmpst}}(\cdot)$ is the log norm induced by $\| \cdot \|_{\text{cmpst}}$. Next, consider a block matrix $A \in \mathbb{R}^{n \times n}$ with blocks $A_{ij} \in \mathbb{R}^{n_i \times n_j}, i, j \in \{1, \ldots, r\}$. The aggregate majorant $|A|_{\text{agg}}$ and aggregate Metzler majorant $|A|_M$ in $\mathbb{R}^{r \times r}$ are

$$(|A|_{\text{agg}})_{ij} := \|A_{ij}\|_{\text{agg}}, \quad (|A|_M)_{ij} := \left\{ \begin{array}{ll} \mu_i(A_{ii}), & \text{if } j = i, \\ \|A_{ij}\|_{\text{agg}}, & \text{if } j \neq i, \end{array} \right.$$ 

where $\|A_{ij}\|_{\text{agg}} = \max\{\|A_{ij}y_j\|_i \mid y_j \in \mathbb{R}^{n_j} \text{ s.t. } \|y_j\|_j = 1\}$. The following result is due to [48], see also [9].

Lemma 3. Consider a Metzler matrix $M \in \mathbb{R}^{n \times n}$. For any $p \in [1, \infty]$, and $\delta > 0$, define $\eta_{M,p,\delta} \in \mathbb{R}^n_{\geq 0}$ by

$$\eta_{M,p,\delta} = \left( \frac{1/p}{r_1^{1/p}}, \ldots, \frac{1/p}{r_n^{1/p}} \right),$$

where $q \in [1, \infty]$ is the conjugate index of $p$, while $l$ and $r \in \mathbb{R}^n_{\geq 0}$ are the left and right dominant eigenvectors of $M + \delta 1_n 1_n^T$. Then for each $\varepsilon > 0$ there exists $\delta > 0$ such that

(i) $\alpha(M) \leq \mu_{\eta_{M,p,\delta}}(M) \leq \alpha(M) + \varepsilon$,

(ii) if $M$ is irreducible, then $\alpha(M) = \mu_{\eta_{M,p,\delta}}(M)$.

Finally, we report results that can be found, under different technical statements, in [49], [52] with the upper bound for the log norm in (i) introduced in [45].

Theorem 4. For any set of local norms $\| \cdot \|_i, i \in \{1, \ldots, r\}$, consider a monotonic aggregating norm $\| \cdot \|_{\text{agg}}$ over a decomposition of $\mathbb{R}^n$ and a matrix $A \in \mathbb{R}^{n \times n}$. Then:
ϕ activation function in what follows. A popular modeling choice [20] is to pick we denote its mean membrane potential at time we present the coupled neural-synaptic dynamical systems we analyze. For each neuron, say neuron we first introduce the dynamical rules governing the neural masses and synaptic weights. Then, we want to emphasize the nodes associated with the edge e, and we refer to i as the tail and to j as the head of e. According to the context, with a little abuse of notation, we let e denote both an ordered pair (i, j) as well as an element of E. We let \{a_e\}_{e \in E} be the set of weights for the edges of G. The topological in-degree and out-degree of a vertex i ∈ V, are the number of in-neighbors and out-neighbors of i, respectively. The maximum topological in-degree and maximum topological out-degree of the graph G, are the highest topological in-degree and out-degree among all vertices in G, respectively. The adjacency matrix A ∈ R_{n×n} is defined as follows: for each edge e = (i, j) ∈ E, the entry (i, j) of A is equal to the weight a_e of the edge (i, j), and all other entries of A are equal to zero. The weight matrix A ∈ R_{m×m} is the diagonal matrix of edge weights, that is A := \{a_e\}_{e \in E}. Finally, for any node i ∈ V and edge e ∈ E, the out-incidence matrix B_{out} ∈ \{0,1\}_{n×m} and in-incidence matrix B_{in} ∈ \{0,1\}_{n×m} are respectively defined by
\[
(B_{out})_{ie} = \begin{cases} 1 & \text{if node } i \text{ is the head of edge } e, \\
0 & \text{otherwise}, \end{cases} \quad (2)
\]
\[
(B_{in})_{ie} = \begin{cases} 1 & \text{if node } i \text{ is the tail of edge } e, \\
0 & \text{otherwise}. \end{cases} \quad (3)
\]
Note that, by construction, the matrices B_{out} and B_{in} have unit row sums, thus B_{out}^T and B_{in}^T have unit column sums. The following result can be found in [3, Ex. 9.4].

**Proposition 5.** Consider the matrices A ∈ R_{n×n}, A ∈ R_{m×m}, B_{out}, and B_{in} ∈ \{0,1\}_{n×m}. Then:
(i) for each x ∈ R^n and e ∈ E of the form e = (i, j),
\[
(B_{out}^T x)_e = x_j, \text{ and } (B_{in}^T x)_e = x_i. \quad (4)
\]
(ii) the following identity holds
\[
A = B_{in} A B_{out}^T. \quad (5)
\]
(iii) \|B_{out}^T\|_∞ = \|B_{in}^T\|_∞ = 1, \|B_{out}\|_∞ and \|B_{in}\|_∞ are the maximum topological out-degree and maximum topological in-degree of G, respectively.

In what follows, we let d_{max} := \|B_{in}\|_∞ and we refer to Section V for an example with a visualization of these graph theoretic concepts.

**III. Modeling**

We first introduce the dynamical rules governing the neural masses and synaptic weights. Then, we present the coupled neural-synaptic dynamical systems we analyze. For each neuron, say neuron i, we denote its mean membrane potential at time t by x_i(t) ∈ R. The instantaneous firing-rate for the i-th neuron, say ν_i(t) ∈ R_≥0, is linked to the membrane potential through a nonlinear non-negative monotonically increasing function \(\phi : \mathbb{R} \to \mathbb{R}_≥0\). That is, \(ν_i = \phi(x_i)\) and we term the function \(\phi\) as activation function in what follows. A popular modeling choice [20] is to pick \(\phi(x_i)\) as a sigmoid.
A. Neural Dynamics

1) Hopfield Neural Network

For each neural mass \( i \) we consider the continuous-time HNN of the form:

\[
\dot{x}_i = -c_n x_i + \sum_{j=1}^{n} W_{ij} \phi(x_j) + u_i.
\]  

The first term on the right-hand side of (6) models the intrinsic dynamics of neuron \( i \) and \( c_n \) is its decay rate. The second term models the coupling of neuron \( i \) with the other neurons; namely, \( W_{ij} : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \) denotes the effective time-dependent synaptic weight of the signal transmitted from a pre-synaptic neuron \( j \) to a post-synaptic neuron \( i \), and \( \phi : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \) is the activation function. Finally, \( u_i : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \) is a time-dependent external stimulus to neuron \( i \).

2) Firing-rate Neural Network

For each neural mass \( i \) we consider the continuous-time FRNN of the form:

\[
\dot{\nu}_i = -c_n \nu_i + \phi \left( \sum_{j=1}^{n} W_{ij} \nu_j + u_i \right),
\]  

where, as in (6), the decay rate is \( c_n \), the synaptic weight is \( W_{ij} : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \), the external stimulus is \( u_i : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \), and the activation function is \( \phi : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \).

Remark 1. The activation functions in (6) and (7) can be different, but they have the same properties. Therefore, to streamline our derivation, we are using the same symbol for both activation functions.

Remark 2. We term the RNN (7) as firing-rate neural network because when the activation function is non-negative, the positive orthant is forward-invariant and the state \( \nu_i \) is interpreted as a firing rate. In contrast, in (6), the state \( x_i \) can be either positive or negative, and thus \( x_i \) is interpreted as a membrane potential. Note that (6) has the same form as the original Hopfield model [26] with the key difference that the synaptic matrix is not assumed symmetric. Despite the absence of the symmetry assumption, with a slight abuse of terminology, we also term the Hopfield-like neural network (6) as Hopfield neural network. This terminology is consistent with the terminology used in, e.g., [6], [15], [18].

B. Synaptic Dynamics

We consider the case where the synaptic weights evolve according to continuous time Hebbian learning rules. Following Hebb’s postulate [24], the weight between two neurons should increase if both neurons are simultaneously active; our modeling, capturing this aspect, is based upon the framework presented in [19], where a number of formulations of Hebbian learning are reviewed. The first synaptic rule we consider is modeled via a dynamic of the form:

\[
\dot{W}_{ij} = H_{ij} \phi(y_i) \phi(y_j) - c_s W_{ij} + U_{ij},
\]  

where \( y_i \) can be either the membrane potential or the firing-rate (in what follows we use \( y_i \) when we want to refer to both state variables). As described next, the above model satisfies the properties of locality, cooperativity, and synaptic depression, which are biologically-inspired requirements for any model that aims to capture Hebbian synaptic plasticity, [19]. Indeed, the first term on the right-hand side of (8) describes the cooperation between pre- and post-synaptic activity: in the absence of external stimuli both the pre- and post-synaptic neurons must be active to induce a weight increase or decrease (cooperativity property). The coefficient \( H_{ij} \in \mathbb{R} \) is defined so that a non-zero entry corresponds to
an existing synaptic connection and a corresponding evolution of the synaptic weight. Specifically, $H_{ij}$ describes the topology of the network (and this is constant over time), while $W_{ij}(t)$ describes the time-varying evolution of the corresponding synaptic weight. The second term is a decay factor ($c_s > 0$) that prevents the weights from diverging (synaptic depression property). Finally, $\bar{U}_{ij} : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ is a time-dependent external stimulus, e.g., it can represent some exogenous phenomena. Moreover, the rule modeled in (8) is also local in the sense that changes in $W_{ij}$ only depend on the activities of neurons $j$ and $i$ (locality property). For our derivations, it is useful to define:

$$h_{\text{max}} := \max_{i,j \in \{1, \ldots, n\}} |H_{ij}|.$$  

(9)

Moreover, following [19], we give the following:

**Definition 6.** We call an HL rule with $H_{ij} > 0$ Hebbian learning, and a rule with $H_{ij} < 0$ anti-Hebbian learning.

The second model for Hebbian learning we consider also fulfills a *competivity* property. This is a further useful feature of learning rules implying that, if some weights grow, they do so at the expense of others. To capture this feature, we leverage the following Oja’s like learning rule [38]:

$$\dot{W}_{ij} = H_{ij}\phi(y_i)\phi(y_j) - \left(c_s + c_o\phi^2(y_i)\right)W_{ij} + \bar{U}_{ij},$$  

(10)

with $c_o > 0$. We observe that if $c_o = 0$ (10) reduces to (8).

**Remark 3.** When $y_i$ is the membrane potential and there are no external stimuli, equations (8) and (10) become the ones found in [19]. When $y_i$ is the firing-rate, through the activation function we are introducing a non-linearity. We emphasize that to streamline our derivations we are using the same notation for the activation functions across the models, since they verify the same properties. However the activation function in (6), (7), (8), and (10) can be different.

### C. Coupled Neural Synaptic Models

Consider an RNN of $n$ neurons with dynamic synapses and fixed topology of interactions. That is, the coefficients of $H = (H_{ij})_{i,j} \in \mathbb{R}^{n \times n}$ describing the Hebbian and anti-Hebbian learning connections are constant. We make no assumptions on the relative timescales of synaptic and neural activity. We now present the models that will be the subject of our study. These models are obtained by combining the above neural and synaptic dynamics.

1) **Hopfield-Hebbian Model**

The coupled *Hopfield-Hebbian model* is obtained by combining the HNN (6), and the HL rule (8), with initial neural and synaptic conditions $x_i(0) \in \mathbb{R}$ and $W_{ij}(0) \in \mathbb{R}$, respectively. For our analysis, it is useful to write this system in vector form:

$$\begin{cases} 
\dot{x} = -c_n x + W \Phi(x) + u, \\
\dot{W} = H \circ \Phi(x)\Phi(x)^T - c_s W + \bar{U},
\end{cases}$$  

(11)

with initial neural and synaptic conditions $x(0) := x_0 \in \mathbb{R}^n$ and $W(0) := W_0 \in \mathbb{R}^{n \times n}$, respectively. In (11) $x, u \in \mathbb{R}^n$ are the state and the external neural stimuli, respectively, $\Phi : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}^n$ is the term by term application of the function $\phi$, i.e., $\Phi(x)_i = \phi(x_i)\Phi(x)_i \in \mathbb{R}^{n \times n}$ are the external synaptic stimuli.
2) Firing-rate-Hebbian Model

The coupled firing-rate-Hebbian model is obtained by combining the FRNN (7), and the HL rule (8), with initial neural and synaptic conditions \( \nu_i(0) \in \mathbb{R} \) and \( W_{ij}(0) \in \mathbb{R} \), respectively. In vector form, the system is:

\[
\begin{align*}
\dot{\nu} &= -c_n \nu + \Phi(W \nu + u), \\
\dot{W} &= H \circ \Phi(\nu) \Phi(\nu)^T - c_s W + \bar{U},
\end{align*}
\]  

(12)

with initial neural and synaptic conditions \( \nu(0) := \nu_0 \in \mathbb{R}^n \), and \( W_0 \), respectively. In (12) \( \nu \in \mathbb{R}^n \) is the vector of the firing-rates, while for notational convenience the other terms are defined consistently with (11).

3) Hopfield-Oja Model

The coupled Hopfield-Oja model is obtained by combining the HNN (6), and the Oja’s like synaptic plasticity rule (10), with initial neural and synaptic conditions \( x_i(0) \) and \( W_{ij}(0) \), respectively. Using the same notation as in (11) we write this system in vector form as

\[
\begin{align*}
\dot{x} &= -c_n x + W \Phi(x) + u, \\
\dot{W} &= H \circ \Phi(x) \Phi(x)^T - (c_s I_n + c_o [\Phi(x)] [\Phi(x)]) W + \bar{U},
\end{align*}
\]  

(13)

with initial neural and synaptic conditions \( x_0 \) and \( W_0 \), respectively.

4) Firing-rate-Oja Model

The coupled firing-rate-Oja model is obtained by combining the FRNN (7), and the Oja’s like synaptic plasticity model (10), with initial neural and synaptic conditions \( \nu_i(0) \) and \( W_{ij}(0) \), respectively. Using the same notation as in (12) we write this system in vector form as

\[
\begin{align*}
\dot{\nu} &= -c_n \nu + \Phi(W \nu + u), \\
\dot{W} &= H \circ \Phi(\nu) \Phi(\nu)^T - (c_s I_n + c_o [\Phi(\nu)] [\Phi(\nu)]) W + \bar{U},
\end{align*}
\]  

(14)

with initial neural and synaptic conditions \( \nu_0 \) and \( W_0 \), respectively.

Assumptions

For every neuron \( i \) we assume that the activation function satisfies

(A1) \( 0 \leq \phi(y_i) \leq \phi_{\max} := \max_{i \in \{1, \ldots, n\}} \sup_t \phi(y_i(t)) \),

(A2) \( 0 \leq \phi'(y_i) \leq 1 \).

Moreover, for every \( i \) and \( j \), we assume that the external stimuli are such that

(A3) \( |u_i(t)| \leq u_{\max} := \max_{i \in \{1, \ldots, n\}} \sup_t u_i(t) \),

(A4) \( |\bar{U}_{ij}(t)| \leq \bar{u}_{\max} := \max_{i,j \in \{1, \ldots, n\}} \sup_t \bar{U}_{ij}(t) \).

Remark 4. The assumptions on bounded activation function and external stimuli are used to prove the forward invariance results for the coupled dynamics. While all the assumptions are used for the contraction analysis. As we will show, for the results on the firing-rate-Hebbian and firing-rate-Oja models, assumption (A3) is not needed. We also remark that the assumptions are not restrictive in practice. Indeed, widely used activation functions (e.g., sigmoid) satisfy, possibly after rescaling, assumptions (A1) and (A2). It is also physically plausible that the external stimuli are bounded.
The models of Section III have \( n \times n^2 \) variables — \( n \) neurons and \( n^2 \) synaptic connections. However, synaptic connectivity in the brain is sparse compared to the number of neurons [23], [30]. To exploit this sparsity, we propose low-dimensional reformulations of the above models. These reformulations, which leverage the out-incidence and in-incidence matrices from Section II, are then used to give biologically-inspired forward invariance results and to obtain sufficient conditions for non-Euclidean contractivity of the models. Finally, we show that the models fulfill Dale’s principle under suitable conditions.

### A. Low Dimensional Reformulations

Let \( m \) be the number of synaptic connections in (11). To obtain the reduced formulation, we pick the \( m \) nonzero elements of \( H \), say \( H_{ij} \), and the corresponding elements of \( W \) and \( U \), say \( W_{ij} \) and \( U_{ij} \). We then vectorize these elements in \( h \in \mathbb{R}^m \), \( w \in \mathbb{R}^m \) and \( \bar{u} \in \mathbb{R}^m \), respectively.

We stress that, in our notation, \( W_{ij} \) is the synaptic weight of the signal transmitted from a pre-synaptic neuron \( j \) to a post-synaptic neuron \( i \). These connections define a graph, which has a \( n \times n \) adjacency matrix having as element \((i, j)\) the weight \( W_{ij} \). Therefore applying (5) we have \( W = \text{in}[w] \bar{B}_t \text{out} \circ \Phi(x) + \bar{u}, \)

with \( x(0) := x_0 \in \mathbb{R}^n \) and \( w(0) := w_0 \in \mathbb{R}^m \). The components of \( w_0 \) are the \( m \) elements of \( W_0 \) having non zero \( H_{ij} \)’s.

**1) Hopfield-Hebbian Model Reformulation**

\[
\begin{align*}
\dot{x} &= -c_n x + \text{in}[w] \bar{B}_t \text{out} \circ \Phi(x) + u, \\
\dot{w} &= h \circ \bar{B}_t \text{out} \circ \Phi(x) - c_s w + \bar{u},
\end{align*}
\]

with \( x(0) := x_0 \in \mathbb{R}^n \) and \( w(0) := w_0 \in \mathbb{R}^m \) defined consistently with the initial conditions in (15).

**2) Firing-rate-Hebbian Model Reformulation**

\[
\begin{align*}
\dot{\nu} &= -c_n \nu + \Phi(\text{in}[w] \bar{B}_t \text{out} \nu) + u, \\
\dot{w} &= h \circ \bar{B}_t \text{out} \circ \Phi(\nu) \circ \bar{B}_t \text{in} \Phi(x) + c_s w + \bar{u},
\end{align*}
\]

with \( \nu(0) := \nu_0 \in \mathbb{R}^n \) and \( w_0 \in \mathbb{R}^m \) defined consistently with the initial conditions in (15).

**3) Hopfield-Oja Model Reformulation**

\[
\begin{align*}
\dot{x} &= -c_n x + \text{in}[w] \bar{B}_t \text{out} \circ \Phi(x) + u, \\
\dot{w} &= h \circ \bar{B}_t \text{out} \circ \Phi(x) \circ \bar{B}_t \text{in} \Phi(x) - (c_s I_m + c_o [\bar{B}_t \text{in} \Phi(x) \bar{B}_t \text{in} \Phi(x)]) w + \bar{u},
\end{align*}
\]

with \( x_0 \in \mathbb{R}^n \) and \( w_0 \in \mathbb{R}^m \) defined consistently with the initial conditions in (15).

**4) Firing-rate-Oja Model Reformulation**

\[
\begin{align*}
\dot{\nu} &= -c_n \nu + \Phi(\text{in}[w] \bar{B}_t \text{out} \nu) + u, \\
\dot{w} &= h \circ \bar{B}_t \text{out} \circ \Phi(x) \circ \bar{B}_t \text{in} \Phi(x) - (c_s I_m + c_o [\bar{B}_t \text{in} \Phi(x) \bar{B}_t \text{in} \Phi(x)]) w + \bar{u},
\end{align*}
\]

with \( \nu_0 \in \mathbb{R}^n \) and \( w_0 \in \mathbb{R}^m \) defined consistently with the initial conditions in (16).
B. Proving Bounded Evolutions

All biological neurons eventually saturate for high input values and the synaptic weights remain bounded. Inspired by these properties, we now investigate whether the solutions of the models of Section IV-A are bounded. To state our results we define the following sets:

\[ \mathcal{X} := \{ x \in \mathbb{R}^n \mid \|x\| \leq x_{\text{max}}, \ i \in \{1, \ldots, n\} \}, \]
\[ \mathcal{V} := \{ \nu \in \mathbb{R}^n \mid \|\nu\| \leq \nu_{\text{max}}, \ i \in \{1, \ldots, n\} \}, \]
\[ \mathcal{W} := \{ W \in \mathbb{R}^{n \times n} \mid \|W_{ij}\| \leq w_{\text{max}}, \ i, j \in \{1, \ldots, n\} \}, \]

where \( w_{\text{max}} = (h_{\text{max}} \phi_{\text{max}}^2 + \bar{u}_{\text{max}})/c_s \) is the maximum synaptic weight value, \( x_{\text{max}} = (u_{\text{max}} + d_{\text{max}} \phi_{\text{max}} w_{\text{max}})/c_n \) is the maximum membrane potential, and \( \nu_{\text{max}} = \phi_{\text{max}}/c_n \) is the maximum firing-rate. With the following we show that the solutions of the Hopfield-Hebbian model have bounded evolutions when (A1), (A3), (A4) hold.

Lemma 7 (Bounded evolutions Hopfield-Hebbian). Consider model (15) and let (A1), (A3), (A4) hold. Then, the set \( \mathcal{X} \times \mathcal{W} \) is forward invariant and attractive, in the sense that, for every neuron \( i \in \{1, \ldots, n\} \), and every edge \( e \in \{1, \ldots, m\} \), the following inequalities hold

\[ |x_i(t)| \leq \left( |x_i(0)| - x_{\text{max}} \right) e^{-c_s t} + x_{\text{max}}, \quad t \geq 0, \]  
(19)

\[ |w_e(t)| \leq \left( |w_e(0)| - w_{\text{max}} \right) e^{-c_s t} + w_{\text{max}}, \quad t \geq 0. \]  
(20)

Proof. Let \((\tilde{x}^T, \tilde{w}^T)^T \) be a solution of (15) having initial conditions \((\tilde{x}_0^T, \tilde{w}_0^T)^T \) in the set \( \mathcal{X} \times \mathcal{W} \). Considering the synaptic dynamics in (15) written in component, for each edge \( e \) we have \( \dot{\tilde{w}}_e(t) = h_e (B_{\text{out}}^T \Phi(x))_e (B_{\text{in}}^T \Phi(x))_e - c_s w_e(t) + \bar{u}_e, \) for all \( t \geq 0 \). Since (A1) and (A4) hold and \( B_{\text{out}}^T \) and \( B_{\text{in}}^T \) are unit column sum matrices, we get the upper bound

\[ \dot{\tilde{w}}_e(t) \leq h_{\text{max}} \Phi_{\text{max}}^2 - c_s \tilde{w}_e(t) + \bar{u}_{\text{max}}, \]  
(21)

Next, let \( v(t) := |\tilde{w}_e(t)|, \) for all \( t \geq 0, \) with \( v(0) = |\tilde{w}_e(0)|. \) From (21) we get

\[ D^+ |\tilde{w}_e(t)| = \limsup_{k \to 0^+} \frac{1}{k} (|\tilde{w}_e(t + k)| - |\tilde{w}_e(t)|) \]
\[ \leq \limsup_{k \to 0^+} \frac{|\tilde{w}_e(t) + k (h_{\text{max}} \Phi_{\text{max}}^2 - c_s \tilde{w}_e(t) + \bar{u}_{\text{max}})| - |\tilde{w}_e(t)|}{k} \]
\[ \leq \limsup_{k \to 0^+} \frac{|I_m - k c_s I_m| - \frac{1}{k} |\tilde{w}_e(t)| + h_{\text{max}} \Phi_{\text{max}}^2 + \bar{u}_{\text{max}}}{k} \]
\[ = \mu (-c_s I_m) |\tilde{w}_e(t)| + h_{\text{max}} \Phi_{\text{max}}^2 + \bar{u}_{\text{max}} \]
\[ = -c_s |\tilde{w}_e(t)| + h_{\text{max}} \Phi_{\text{max}}^2 + \bar{u}_{\text{max}}. \]

Therefore \( D^+ |\tilde{w}_e(t)| \leq -c_s |\tilde{w}_e(t)| + h_{\text{max}} \Phi_{\text{max}}^2 + \bar{u}_{\text{max}}, \) for all \( t \geq 0. \) Consider the function \( u : \mathbb{R}_{\geq 0} \to \mathbb{R} \) and define the differential equation

\[ \dot{u}(t) = g(u, t) := -c_s u(t) + h_{\text{max}} \Phi_{\text{max}}^2 + \bar{u}_{\text{max}}, \quad u(0) = |\tilde{w}_e(0)|. \]

Its solution is \( u(t) = (|\tilde{w}_e(0)| - w_{\max}) e^{-c_s t} + w_{\max}, \) where \( w_{\max} = (h_{\text{max}} \Phi_{\text{max}}^2 + \bar{u}_{\text{max}})/c_s. \) Applying the comparison Lemma [28, pp. 102-103] we have \( v(t) \leq u(t), \) for all \( t \geq 0, \) i.e.,

\[ |\tilde{w}_e(t)| \leq (|\tilde{w}_e(0)| - w_{\max}) e^{-c_s t} + w_{\max}. \]  
(22)

Being \( \tilde{w}_e(0) \in \mathcal{W} \) we get \( |\tilde{w}_e(t)| \leq w_{\max}, \) hence \( \tilde{w}_e(t) \in \mathcal{W}, \) for all \( t \geq 0 \) and edges \( e. \) Moreover, considering the neural dynamics in (15) written in component, for each \( i \) we have \( \dot{x}_i = -c_n \tilde{x}_i + \)
(B_{in}[w]B_{out}^T\Phi(\bar{x}))_i + u_i. By assumption (A1), Definition (9) and having proved that \(\bar{w}_e(t)\) ∈ \(W\), for all \(t \geq 0\) and \(e \in \{1, \ldots, m\}\), we get \(\bar{x}_i(t) \leq u_{\max} + d_{\max}\phi_{\max}w_{\max} - c_n\bar{x}_i(t)\). Hence, following steps similar to the ones we used to upper bound the synaptic dynamics, we have

\[
|\bar{x}_i(t)| \leq (|\bar{x}_i(0)| - x_{\max})e^{-c_at} + x_{\max},
\]

where \(x_{\max} := (u_{\max} + d_{\max}\phi_{\max}w_{\max})/c_n\). Being \(\bar{x}_i(0) \in \mathcal{X}\) we get \(|\bar{x}_i(t)| \leq x_{\max}\). Hence \(\bar{x}_i(t) \in \mathcal{X}\), for all \(t \geq 0\) and for all \(i\). Thus we have that the trajectories of any solution \((\bar{x}^T, \bar{w}^T)^T\) of (15) having initial conditions in the set \(\mathcal{X} \times \mathcal{W}\) remain in this set, which therefore is forward invariant. Finally, to prove that the set is attractive, we observe that as \(t \to +\infty\) conditions (22) and (23) are verified for all initial conditions \((x^T_0, w^T_0)^T\), not only for that starting in \(\mathcal{X} \times \mathcal{W}\). Thus, inequalities (19) and (20) hold and according to Definition 1, the set \(\mathcal{X} \times \mathcal{W}\) is attractive.

Next, we consider the firing-rate-Hebbian model and show that it exhibits bounded evolution of the solutions if (A1) and (A4) hold.

**Lemma 8** (Bounded evolutions firing-rate-Hebbian). Consider model (16) and let (A1), (A4) hold. Then, the set \(\mathcal{V} \times \mathcal{W}\) is forward invariant and attractive, in the sense that, for every neuron \(i \in \{1, \ldots, n\}\), and every edge \(e \in \{1, \ldots, m\}\), the following inequalities hold

\[
|\nu_i(t)| \leq (|\nu_i(0)| - \nu_{\max})e^{-c_at} + \nu_{\max}, \quad t \geq 0, \tag{24}
\]

\[
|w_e(t)| \leq (|w_e(0)| - w_{\max})e^{-c_at} + w_{\max}, \quad t \geq 0. \tag{25}
\]

**Proof.** The proof, which follows similar steps to the one given for Lemma 7, is omitted here for brevity.

Then, we give the following result for the bounded evolution of the solutions of the Hopfield-Oja model.

**Lemma 9** (Bounded evolutions Hopfield-Oja). Consider model (17) and let (A1), (A3) and (A4) hold. Then, the set \(\mathcal{X} \times \mathcal{W}\) is forward invariant and attractive in the sense that, for every neuron \(i \in \{1, \ldots, n\}\), and every edge \(e \in \{1, \ldots, m\}\), inequalities (19) and (20) hold.

**Proof.** The proof, which follows a reasoning similar to the proof of Lemma 7, is obtained once the following upper bound for \(D^+|\bar{w}_e(t)|\) is established

\[
D^+|\bar{w}_e(t)| \leq \mu(-c_0I_m - c_0[B_{in}^T\Phi(x)][B_{in}^T\Phi(x)])|\bar{w}_e(t)| + h_{\max}\phi_{\max}^2 + \bar{u}_{\max}.
\]

Applying the translation property of the log norm (i.e., \(\mu(A + cI_n) = \mu(A) + c, \forall A \in \mathbb{R}^{n \times n}, c \in \mathbb{R}\)) and noticing that \(-\mu(c_0[B_{in}^T\Phi(x)][B_{in}^T\Phi(x)]) \leq 0\), we get \(D^+|\bar{w}_e(t)| \leq h_{\max}\phi_{\max}^2 + \bar{u}_{\max} - c_s|\bar{w}_e(t)|\), for all \(t \geq 0\). The desired results then follow.

Finally, we show that firing-rate-Oja model exhibits bounded evolution of the solutions if (A1) and (A4) hold.

**Lemma 10** (Bounded evolutions firing-rate-Oja). Consider model (18) and let (A1), (A4) hold. Then, the set \(\mathcal{V} \times \mathcal{W}\) is forward invariant and attractive, in the sense that, for every neuron \(i \in \{1, \ldots, n\}\), and every edge \(e \in \{1, \ldots, m\}\), inequalities (24) and (25) hold.

**Proof.** The proof, which follows similar steps to the one given for Lemma 9, is omitted here for brevity.

**Remark 5.** Lemma 7, 8, 9, 10 ensure that the synaptic rule of each of our models fulfills the boundedness property. This is a desirable property for realistic neural network models, see e.g. [19].
C. Showing Contractivity of the Models

We now investigate contractivity of the models of Section III. As we shall see, we give sufficient conditions for strong infinitesimal contractivity (Definition 2) by leveraging suitably-defined hierarchical norms. For each model, we propose a contractivity test that depends upon biologically meaningful quantities, such as the neural and the synaptic decay rate, the maximum out-degree, and the maximum synaptic strength.

Our first result of this Section gives a sufficient condition for the contractivity of the Hopfield-Hebbian model.

**Theorem 11** (Strong infinitesimal contractivity of the Hopfield-Hebbian model). Consider the coupled Hopfield-Hebbian model (15) and let (A1) – (A4) hold. Further, assume that:
\[
 c_n c_s > 3d_{\text{max}} h_{\text{max}} \varphi_{\text{max}}^2 + d_{\text{max}} u_{\text{max}}. \tag{26}
\]

Then, the dynamics (15) is strongly infinitesimally contracting on \( X \times W \) with respect to the norm \( \| \cdot \|_\infty, \| W \|_\infty \|_{p,[\eta]} \) for any \( p \in [1, \infty] \) and where \( \eta \) is some positive vector. Moreover, the contraction rate is at least
\[
\lambda_{\text{HH}} = \frac{\tilde{c}_{\text{HH}} + g_h - \sqrt{(\tilde{c}_{\text{HH}} + g_h)^2 - 4g_h c_s^2}}{2c_s},
\]
where \( b_{\text{max}} := d_{\text{max}} h_{\text{max}} \varphi_{\text{max}}^2 \), \( \tilde{c}_{\text{HH}} := c_s^2 + 2b_{\text{max}} \), and \( g_h := c_n c_s - 3b_{\text{max}} - d_{\text{max}} u_{\text{max}} \).

**Proof.** Let us consider the low dimensional formulation of the coupled Hopfield-Hebbian model (15) satisfying assumptions (A1) – (A4). Its Jacobian is \( J(x, w) := \begin{bmatrix} J_{\text{in}} & J_{\text{ns}} \\ J_{\text{sn}} & J_{\text{ss}} \end{bmatrix} \), where, defining \( f_n := -c_n x + B_{\text{in}}[w] B_{\text{out}}^T \Phi(x) + u \) and \( f_s := h \circ B_{\text{out}}^T \Phi(x) \circ B_{\text{in}}^T \Phi(x) - c_s w + \bar{u} \), we have
\[
J_{\text{in}} = \frac{\partial f_n}{\partial x} = -c_n I_n + B_{\text{in}}[w] B_{\text{out}}^T \Phi(x),
\]
\[
J_{\text{ns}} = \frac{\partial f_n}{\partial w} = \frac{\partial (B_{\text{in}}[w] B_{\text{out}}^T \Phi(x))}{\partial w} = B_{\text{in}}[B_{\text{out}}^T \Phi(x)],
\]
\[
J_{\text{sn}} = \frac{\partial f_s}{\partial x} = [h]\left([B_{\text{out}}^T \Phi(x)] B_{\text{in}}^T + [B_{\text{in}}^T \Phi(x)] B_{\text{out}}^T\right) [\Phi'(x)],
\]
\[
J_{\text{ss}} = \frac{\partial f_s}{\partial w} = -c_s I_m.
\]

We consider the infinity norm both on \( \mathbb{R}^n \) and \( \mathbb{R}^m \) and we define the aggregate Metzler majorant of the matrix \( J(x, w) \):
\[
|J(x, w)|_M = \begin{bmatrix} \mu_\infty(J_{\text{in}}) & \|J_{\text{ns}}\|_\infty \\ \|J_{\text{sn}}\|_\infty & \mu_\infty(J_{\text{ss}}) \end{bmatrix}. \tag{27}
\]

For any \( p \in [1, \infty] \) and for \( \eta > 0 \) as in Lemma 3 we consider the aggregation norm \( \| \cdot \|_{agg} = \| \cdot \|_{p,[\eta]} \). From Theorem 4 we get that for any \( p \in [1, \infty] \) and for \( \eta > 0 \) we have
\[
\mu_{\text{comp}}(J(x, W)) \leq \mu_{p,[\eta]}(|J(x, w)|_M).
\]

From Proposition 5 it follows \( \|B_{\text{in}}\|_\infty = d_{\text{max}} \) and \( \|B_{\text{in}}^T\|_\infty = \|B_{\text{out}}\|_\infty = 1 \). Also, being \( \|\Phi'(x)\|_\infty \leq 1 \),
\[ \|\Phi(x)\|_\infty = \phi_{\max} \text{ and } |W_{ij}| \leq (h_{\max}\phi_{\max}^2 + \bar{u}_{\max})/c_s, \forall i, j \in \{1, \ldots, n\}, \] we upper bound:

\[
\begin{align*}
\|J_{\text{in}}\|_\infty &\leq \|B_{\text{in}}\|_\infty \||B_{\text{out}}^T \Phi(x)\|_\infty \leq d_{\max}\phi_{\max}, \\
\|J_{\text{out}}\|_\infty &\leq \|B_{\text{out}}\|_\infty \||B_{\text{out}}^T \Phi(x)\|_\infty + \|B_{\text{in}}^T \Phi(x)\|_\infty \leq 2h_{\max}\phi_{\max}, \\
\mu_{\infty}(J_{\text{in}}) &= -c_n + \mu_{\infty}(B_{\text{in}}[w]B_{\text{out}}^T[\Phi'(x)]) \leq -c_n + \|B_{\text{in}}[w]B_{\text{out}}^T[\Phi'(x)]\|_\infty \\
&\leq d_{\max}(h_{\max}\phi_{\max}^2 + \bar{u}_{\max})/c_s - c_n, \\
\mu_{\infty}(J_{\text{ss}}) &= -c_s.
\end{align*}
\]

Hence:

\[
|J(x, w)|_M \leq \begin{bmatrix} d_{\max}(h_{\max}\phi_{\max}^2 + \bar{u}_{\max})/c_s - c_n & d_{\max}\phi_{\max} \\
2h_{\max}\phi_{\max} & -c_s \end{bmatrix} := \tilde{J}_{\text{M-HH}}.
\]

Applying the monotonicity property of the log norm of a Metzler matrix, and being \(\tilde{J}_{\text{M-HH}}\) an irreducible Metzler matrix, from Lemma 3 we have:

\[
\mu_{p,\eta}(\tilde{J}(x, w)|_M) \leq \mu_{p,\eta}(\tilde{J}_{\text{M-HH}}) = \alpha(\tilde{J}_{\text{M-HH}}).
\]

Finally, the last step is to find conditions for which the matrix \(\tilde{J}_{\text{M-HH}}\) and thus \(|J(x, w)|_M\), is Hurwitz. In our case, being \(\tilde{J}_{\text{M-HH}}\) a \(2 \times 2\) matrix this happens if and only if

\[
\det(\tilde{J}_{\text{M-HH}}) = c_n c_s - 3d_{\max}h_{\max}\phi_{\max}^2 - d_{\max}\bar{u}_{\max} > 0, \tag{28}
\]

and \(\text{tr}(\tilde{J}_{\text{M-HH}}) = d_{\max}(h_{\max}\phi_{\max}^2 + \bar{u}_{\max})/c_s - c_n - c_s < 0\), i.e.,

\[
c_n c_s > -c_s^2 + d_{\max}(h_{\max}\phi_{\max}^2 + \bar{u}_{\max}). \tag{29}
\]

Now, since condition (28) implies (29), \(\tilde{J}_{\text{M-HH}}\) is Hurwitz if and only if condition (28), i.e., condition (26), is verified and computing the spectral abscissa yields (see Appendix)

\[
\alpha(\tilde{J}_{\text{M-HH}}) := \lambda_{\text{HH}} = \frac{(\tilde{c}_{\text{HH}} + g_h)^2 - 4g_h c_s^2 - \tilde{c}_{\text{HH}} - g_h}{2c_s}, \tag{30}
\]

where \(b_{\max} := d_{\max}h_{\max}\phi_{\max}^2, \tilde{c}_{\text{HH}} := c_s^2 + 2b_{\max}\) and \(g_h := c_n c_s - 3b_{\max} - d_{\max}\bar{u}_{\max}\). Hence, if (26) is satisfied, then, from Definition 2, we have that the coupled neural synaptic dynamics (15) is strongly infinitesimally contracting and its contraction rate is at least \(\lambda_{\text{HH}}\). This proves the result. \(\square\)

With the next result, we give a sufficient condition for the contractivity of the firing-rate-Hebbian model.

**Theorem 12** (Strong infinitesimal contractivity of the firing-rate-Hebbian model). Consider model (16) and let (A1), (A2) and (A4) hold. Further, assume that:

\[
c_n c_s > d_{\max}h_{\max}\phi_{\max}^2 (1 + \frac{2}{c_n}) + d_{\max}\bar{u}_{\max}. \tag{31}
\]

Then, the dynamics (16) is strongly infinitesimally contracting on \(\mathcal{V} \times \mathcal{W}\) with respect to the norm \(||\|_\infty, \|W\|_\infty||\|_p,\eta\|,\) for any \(p \in [1, \infty]\) and where \(\eta\) is some positive vector. Moreover, the contraction rate is at least

\[
\lambda_{\text{FH}} = -\tilde{c}_{\text{FH}} + g_t - \sqrt{\tilde{c}_{\text{FH}} + g_t)^2 - 4g_t c_s^2}, \tag{32}
\]

where \(g_t := c_n c_s - b_{\max}(1 + 2/c_n) - \bar{u}_{\max}d_{\max}\) and \(\tilde{c}_{\text{FH}} := c_s^2 + 2b_{\max}/c_n\).
Then, the dynamics and let (Strong infinitesimal contractivity of the firing-rate-Oja model) 
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\[ a \text{ sufficient condition for the contractivity of the firing-rate-Oja model.} \]

Nevertheless, for completeness, we present in Appendix A.2 and B.3, respectively. Finally, with the next result, we give a sufficient condition for the contractivity of the Hopfield-Oja model.

\[ \text{Theorem 13} \] (Strong infinitesimal contractivity of the Hopfield-Oja model). Consider the dynamics (17) and let (A1) – (A4) hold. Further, assume that:

\[ c_n c_s > d_{max} \left( 3h_{max} \phi_{max}^2 + \bar{u}_{max} \right) + 2\frac{c_0}{c_s} \phi_{max}^2 d_{max} \left( h_{max} \phi_{max}^2 + \bar{u}_{max} \right). \] (33)

Then, the dynamics (17) is strongly infinitesimally contracting on \( X \times W \) with respect to the norm \( \|x\|_{\infty}, \|W\|_{\infty} \) for any \( p \in [1, \infty] \) and where \( \eta \) is some positive vector. Moreover, the contraction rate is at least

\[ \lambda_{HO} = -\frac{\tilde{c}_H + g_0 - \sqrt{(\tilde{c}_H + g_0)^2 - 4g_0c_s^2}}{2c_s}, \]

where \( \tilde{c}_H := c_s^2 + 2h_{max} + 2\phi_{max}^2 c_0/c_s \left( b_{max} + d_{max} \bar{u}_{max} \right) \) and \( g_0 := c_n c_s - 3d_{max} h_{max} \phi_{max}^2 + d_{max} \bar{u}_{max} - 2\frac{c_0}{c_s} \phi_{max}^2 \left( d_{max} h_{max} \phi_{max}^2 + d_{max} \bar{u}_{max} \right). \)

\[ \text{Proof.} \] The full proof, which follows similar steps to the ones used to prove Theorem 11, is omitted here for brevity. We note that, for the Hopfield-Oja dynamics, the Jacobian is partitioned into the following matrices:

\[ J_{nn} = B_{in}[w]B_{out}^T \left[ \Phi'(B_{in}[w]B_{out}^T \nu + u) \right] - c_n I_n, \]
\[ J_{ns} = B_{in}[B_{out}^T \nu] \left[ \Phi'(B_{in}[w]B_{out}^T \nu + u) \right], \]
\[ J_{sn} = [h] \left( [B_{out}^T \Phi(\nu)]B_{in}^T + [B_{in}^T \Phi(\nu)]B_{out}^T \right) \left[ \Phi'(\nu) \right], \]
\[ J_{ss} = -c_s I_m. \]

The main differences are the the Jacobian (17) and the computation of the spectral abscissa, that, for completeness, we present in Appendix A.2 and B.3, respectively. Finally, with the next result, we give a sufficient condition for the contractivity of the firing-rate-Oja model.

\[ \text{Theorem 14} \] (Strong infinitesimal contractivity of the firing-rate-Oja model). Consider model (18) and let (A1), (A2) and (A4) hold. Further, assume that:

\[ c_n c_s > d_{max} h_{max} \phi_{max}^2 \left( 1 + \frac{2}{c_n} \right) + d_{max} \bar{u}_{max} + 2\frac{c_0}{c_s c_n} \phi_{max}^2 d_{max} \left( h_{max} \phi_{max}^2 + \bar{u}_{max} \right). \] (34)
Then, the dynamics (18) is strongly infinitesimally contracting on $\mathcal{V} \times \mathcal{W}$ with respect to the norm $\|\|\|\|_{\mathcal{V}}$, for any $p \in [1, \infty]$ and where $\eta$ is some positive vector. Moreover, the contraction rate is at least

$$
\lambda_{\text{FO}} = -\frac{\bar{c}_{\text{FO}} + g_{\text{of}} - \sqrt{(\bar{c}_{\text{FO}} + g_{\text{of}})^2 - 4g_{\text{of}} s^2}}{2s},
$$

where $b_{\max} := d_{\max}h_{\max}\phi_{\max}^2$, $\bar{c}_{\text{FO}} := c_n^2 + 2b_{\max}/c_n + 2\phi^2_{\max}/c_n(b_{\max} + d_{\max}\bar{u}_{\max})$ and $g_{\text{of}} = \eta c_s - b_{\max}(1 + \frac{\bar{u}_{\max}}{\bar{u}_{\max}}) - d_{\max}\bar{u}_{\max} - 2\phi^2_{\max}/c_n(b_{\max} + d_{\max}\bar{u}_{\max})$.

Again we omit the proof since it follows the same steps of Theorem 11. The main differences are the the Jacobian of the system (18) and the computation of the spectral abscissa, that, for completeness, we present in Appendix A.3 and B.4, respectively.

Finally, we close this section with the following observation. Comparing (26), (31), (33) and (34), we can see that the contractivity test for (17) and (18) are more conservative than the test for (15) and (16). On the other hand, when $c_n = 1$ the contractivity test for the Hopfield-Hebbian and the firing-rate-Hebbian models is the same, while when $c_n > 1$ (31) gives sharper contractivity condition with respect to (26). Vice versa when $c_n < 1$.

**Remark 6.** Sparse connectivity enables the low-dimensional reformulations of systems (11) – (14) as systems (15) – (18). Conditions (26), (31), (33) and (34), are less conservative compared to what one could obtain if the analysis was applied directly to the original dynamics (11) – (14).

**Remark 7.** Throughout the paper, as in e.g., [18], [19], [29], [35], we consider homogeneous decay rates. However, it is worth noting that our analysis can be generalized to heterogeneous decay rates. For example, let $c_n^i$, be the decay rate for the $i$-th neuron so that the dynamics (6) reads

$$
\dot{x}_i = -c_n^i x_i + \sum_{j=1}^{n} W_{ij}\phi(x_j) + u_i.
$$

Then the contractivity condition (26) becomes

$$
(\min_i c_n^i) c_s > 3d_{\max}h_{\max}\phi_{\max}^2 + d_{\max}\bar{u}_{\max}.
$$

### D. Invariance Results for the Synaptic Dynamics

Biological neurons release either excitatory (E) or inhibitory (I) outgoing synapses, not both [7], [13]. This property, known as Dale’s Principle, implies that neurons cannot have a mixture of positive and negative output synapses, and furthermore, the inhibitory/excitatory nature of the synapses cannot change over time. This means that the elements of the columns of the synaptic matrix $W$ are either all non-negative or non-positive $\forall t$. We now investigate if the models considered in this paper satisfy Dale’s Principle.

**Lemma 15** (Dale’s Principle). Consider the models (11) – (14) with external synaptic stimuli $\tilde{U} = 0$ and let (A1)–(A3) hold. Pick a neuron $j \in \{1, \ldots, n\}$. If, for all $i \in \{1, \ldots, n\}$:

1. $H_{ij} > 0$ and $W_{ij}(0) \geq 0$, then $W_{ij}(t) \geq 0$, $\forall t \geq 0$;
2. $H_{ij} < 0$ and $W_{ij}(0) \leq 0$, then $W_{ij}(t) \leq 0$, $\forall t \geq 0$.

**Proof.** We start by proving part (i) for the dynamics in (13) with $\tilde{U}_{ij} = 0$. We show the result by considering the synaptic dynamics

$$
\dot{W}_{ij}(t) = H_{ij}\phi(y_i(t))\phi(y_j(t)) - (c_s + c_\phi\phi^2(y_i(t)))W_{ij}(t),
$$

(35)
with \(y_i(t)\) and \(y_j(t)\) being exogenous inputs. Let \(W_j := (W_{ij})_{i \in \{1, \ldots, n\} \in \mathbb{R}^n}\) be the \(j\)-th column of the matrix \(W\). We show that, if the assumptions in (i) are satisfied, then the positive orthant is forward invariant for the dynamics for \(W_j\) uniformly in \(y_i(t)\) and \(y_j(t)\).

To this aim, note that by assumptions when \(W_{ij} = 0\) the right hand side in (35) is non-negative. Hence, by Nagumo’s Theorem [36], the positive orthant is forward invariant for (35). Moreover, since this property holds for all signals \(y_i(t)\) and \(y_j(t)\), this property also holds when \(y_i(t) = x_i(t)\) and \(y_j(t) = x_j(t)\). This gives the result for (13) and (14). Furthermore, the non-negativity condition for the right hand side in (35) also holds when \(c_o = 0\) and this in turn yields the result for models (11) and (12). The proof for part (ii) follows similar reasoning and is omitted here for brevity.

**Remark 8.** A key assumption in Lemma 15 is that the models satisfy (A1), ensuring the activation function’s non-negativity. It is worth noting that if the activation function acting on the pre-synaptic node \(y_j\) has an opposite sign with respect to the one acting on the post-synaptic node \(y_i\), then not only Dale’s principle is not satisfied, but neurons over time will change the outgoing synapses they release. That is, excitatory synapses become inhibitory and vice versa.

Finally, we investigate invariant results for symmetric synaptic matrices. We analyze this aspect as in the neuroscience literature this appears to be a key property for a number of well known models, e.g., [12], [26], [30], [47]. Nevertheless, the assumption of symmetric weight matrices, which is often made to streamline the mathematical analysis, violates Dale’s Principle. To investigate invariant results for symmetric synaptic matrices, we consider the dynamics (8) in vector form with \(\dot{U} = 0\):

\[
\dot{W}(t) = H \circ \Phi(y(t))\Phi(y(t))^T - c_s W(t),
\]  

where \(y(t)\) is an exogenous input. The following Lemma formalizes the fact that, if \(H\) is symmetric the system always converges to a symmetric synaptic matrix. Moreover, if \(W(0)\) is symmetric, then \(\dot{W}(t) = W^T(t), \forall t \geq 0\).

**Lemma 16.** Consider the models (11) and (12) with external synaptic stimuli \(\dot{U} = 0\) and let (A1)–(A3) hold. Assume that \(H\) is symmetric and let \(W_s(t)\) and \(W_A(t)\) be the symmetric and skew-symmetric components of \(W(t)\), then:

(i) if \(W_A(0) = 0\), then \(W_A(t) = 0, \forall t \geq 0\);

(ii) \(\lim_{t \to \infty} W_A(t) = 0\).

**Proof.** The proof is inspired by [18, Appendix 8.1]. First, we write \(\dot{W}(t) = W_s(t) + W_A(t), \forall t \geq 0\), so that equation (36) can be written as

\[
\dot{W}_s + \dot{W}_A = (H \circ \Phi(y(t))\Phi(y(t))^T - c_s W_s) - c_s W_A.
\]

To prove part (i) note that \(W_A(0) = 0\) implies that the right end side in (36) is symmetric at time \(t = 0\), thus \(W_A(t) = 0, \forall t \geq 0\) and uniformly in \(y(t)\). This leads to the desired result. Next, for part (ii) it suffices to note that the dynamics for the skew-symmetric component of \(\dot{W}(t)\) are given by \(\dot{W}_A(t) = -c_s W_A(t)\), whose solution is \(W_A(t) = W_A(0)e^{-ct}, \forall t \geq 0\). The desired result then follow.

**Remark 9.** Remarkably the previous results hold only when \(c_o = 0\). In fact, if \(c_o \neq 0\), in general the right end side of (35) is not symmetric and therefore Lemma 16 can’t apply.

**V. Numerical Example**

We validate our theoretical results via a simple example and, for brevity, we present numerical results only for the Hopfield-Hebbian model (15). Inspired by one of the building blocks of the nematode C. elegans neural circuit studied in [2], we consider the simple network of Figure 1 with six neurons and
In this case $d_{\text{max}} = 2$ and we pick the elements of $h$ in (15) from the interval $[-1, 1]$. These elements are selected so that $e_i$, $i \in \{1, \ldots, 4\}$, are excitatory, while $e_5$ and $e_6$ are inhibitory. For the neurons we set $\phi(x) = \frac{1}{1+e^{-x}}$ and hence $\phi_{\text{max}} = 1$. In the network, only neurons 1 and 2 receive the external stimuli $u_1 = 20 \sin(8t)$ and $u_2 = 15 \cos(8t)$, respectively; also, the excitatory synaptic weights are subject to a constant stimulus $\bar{u} = 1.5$. In our experiments, we pick the initial conditions from the set $[-1, 1]$ and select the synaptic initial conditions so that Dale’s Principle is satisfied. In order to numerically validate the results presented in Section IV we set $c_n = 3.6$ and $c_s = 3.2$, so that condition (26) is satisfied, i.e., the Hopfield-Hebbian network is strongly infinitesimally contracting. The behavior of the network is illustrated in Figure 2. The contraction rate estimate given by (30) is $\lambda_{\text{HH}} = 0.54$. As expected, this estimate is more conservative than the empirical contraction rate of 0.10 obtained from numerical simulations. Moreover, a direct computation shows that $x_{\text{max}} = 5.98$ and $w_{\text{max}} = 0.78$, in accordance with Lemma 7. Also, the behavior in the figure is in accordance with Lemma 15: note indeed that the synaptic weights have always the same sign. We also note that, since our conditions guarantee contractivity of the network, the Hopfield-Hebbian network becomes entrained by the periodic inputs $u_1$ and $u_2$ (see Figure 2).

Finally, to validate our results for RNNs, we introduce recurrent connections to the network in Figure 1, obtaining the network in Figure 3. Here, $d_{\text{max}} = 2$ and we pick the elements of $h$ in (15) from the interval $[-1, 1]$. These elements are selected so that $e_5$, $e_6$, and $e_7$ are inhibitory, while the other edges are excitatory. In the network, only neurons 1, 2, and 4 receive the external stimuli $u_1 = 5 \tanh(t)$, $u_2 = 3 \tanh(t)$, and $u_3 = 7 \tanh(t)$, respectively; also, the synaptic weights $e_1$ and $e_4$ are subject to a constant stimulus $\bar{u} = 1.5$, while $e_2$, $e_3$ and $e_9$ to $\bar{u} = 1$. In our experiments, we pick the initial conditions from the set $[-1, 1]$ and select the synaptic initial conditions so that Dale’s Principle is satisfied. Also in this case, we set $c_n = 3.6$ and $c_s = 3.2$, so that condition (26) is satisfied. For this example, we perform an exploratory numerical study to investigate what happens when the network parameters are set so to satisfy Theorem 11, but the activation functions are affected by the delay, say $\tau = 2s$ in our simulations. While it is well known that contraction is preserved through specific time-delayed communications [51], to the best of our knowledge this property has not been investigated for the types of dynamics considered here. The resulting behavior of the network, illustrated in Figure 4,
Fig. 2. Simulation of the Hopfield-Hebbian model of Figure 1 exhibiting entrainment to periodic inputs typical of contracting systems. See Section V for the parameters.

shows that the delayed system appears to be still contracting. We leave the study of neural-synaptic networks with delays to future work.

Fig. 3. Coupled neural-synaptic model with six neurons \( i, i = 1, \ldots, 6 \), and nine edges, \( e_j, j = 1, \ldots, 9 \), six excitatory (green) and three inhibitory (red). Only nodes 1, 2, and 4 are subjected to the external stimuli \( u_1, u_2, \) and \( u_3 \), respectively. Colors online.

Fig. 4. Simulation of the Hopfield-Hebbian model of Figure 3 with the activation functions affected by \( 2s \) of delay. Even with the delays the system appears to be still contracting. See Section V for the parameters.
VI. CONCLUSION AND FUTURE WORK

We presented the modeling and analysis of four coupled neural-synaptic models: the Hopfield-Hebbian model, the firing-rate-Hebbian model, the Hopfield-Oja model, and the firing-rate-Oja model. We considered networks with both excitatory and inhibitory synapses governed by both Hebbian and anti-Hebbian rules. In [35] it is shown that when the synaptic dynamics are constant under proper transformations the models (6) and (7) are mathematically equivalent. In general, this is not true when the matrix $W$ is time dependent, which is a key assumption of our models. Therefore we analyzed both neural models (6) and (7). To capture the synaptic sparsity of neural circuits, for each model we proposed a low dimensional modeling formulation that allowed us to go from a system with $n \times n^2$ variables—$n$ neurons and $n^2$ synaptic connections—to a system with $n \times m$ variables, where $m \ll n^2$ is the number of non zero elements of the synaptic connection matrix $H$. We then characterized the key dynamical properties of the models. First, we gave a biologically-inspired forward invariance result for the trajectories of the system. Then, as key result, we gave sufficient conditions for the non-Euclidean contractivity of the models. Each contractivity test we presented is based upon biologically meaningful quantities, i.e., neural and synaptic decay rate, maximum in-degree, and the maximum synaptic strength. Particularly, we found that when the neural decay rate $c_n > 1$ the model with the FRNN has sharper contractivity conditions with respect to the one with the HNN. Finally, we showed that under suitable conditions the synaptic rules satisfy Dale’s Principle and illustrated the effectiveness of our results via a numerical example. Motivated by the numerical findings reported in Figure 4 in our future work we plan to consider models with delays. We will also explore the functional implications of the HL rules considered here. A possible future research direction could be the extension of our analysis to bounded confidence models in opinion dynamics [25], given their analogies with the time-dependent neural dynamics investigated in this paper. Finally, it would be interesting to explore how to use the contractivity results obtained in this paper to provide robustness guarantees of neural networks in machine learning.

APPENDIX

A. Computation of the Jacobian

For completeness, we present here the Jacobian of the firing-rate-Hebbian model, the Hopfield-Oja model, and the firing-rate-Oja model (the one of the Hopfield-Hebbian model can be found in the proof of Theorem 11).

To this purpose for every model, we consider the low dimensional formulation in $n \times m$ variables. We define the vector $f = [f_n(y, w), f_s(y, w)]^T \in \mathbb{R}^{n+m}$, where $f_n(y, w)$ is the function describing the neural dynamic, $f_s(y, w)$ is the function describing the synaptic dynamics, $y$ is the membrane potential in the case of the Hopfield network or the firing-rate in the so-called model, and $w$ is the synaptic vector. The Jacobian of coupled neural-synaptic system is:

$$J(y, w) = \begin{bmatrix} \frac{\partial f_n}{\partial y} & \frac{\partial f_n}{\partial w} \\ \frac{\partial f_s}{\partial y} & \frac{\partial f_s}{\partial w} \end{bmatrix} = \begin{bmatrix} J_{nn} & J_{ns} \\ J_{sn} & J_{ss} \end{bmatrix}.$$
1) Firing-rate-Hebbian Model

In this case we define \( f_n := -c_n \nu + \Phi(B_{\text{in}}[w]B_{\text{out}}^T\nu + u) \) and \( f_s := h \circ (B_{\text{out}}^T \Phi(\nu) \circ (B_{\text{in}}^T \Phi(\nu) - c_s w + \bar{u}) \). We have:

\[
J_{nn} = -c_n I_n + B_{\text{in}}[w]B_{\text{out}}^T \Phi(\nu) \circ (B_{\text{in}}^T \Phi(\nu) - c_s w + \bar{u}),
\]

\[
J_{ns} = B_{\text{in}}[B_{\text{out}}^T \Phi(\nu) \circ (B_{\text{in}}^T \Phi(\nu) - c_s w + \bar{u})],
\]

\[
J_{sn} = [h]([B_{\text{out}}^T \Phi(\nu) B_{\text{in}}^T + [B_{\text{in}}^T \Phi(\nu)]B_{\text{out}}^T \Phi(\nu) - 2c_o[w][B_{\text{in}}^T \Phi(\nu)]B_{\text{in}}^T \Phi(\nu)],
\]

\[
J_{ss} = -c_s I_m - c_o[B_{\text{in}}^T \Phi(\nu)][B_{\text{in}}^T \Phi(\nu)].
\]

2) Hopfield-Oja Model

It is \( f_n := -c_n x + B_{\text{in}}[w]B_{\text{out}}^T \Phi(x) + u \) and \( f_s := h \circ B_{\text{out}}^T \Phi(x) \circ B_{\text{in}}^T \Phi(x) - (c_s I_m + c_o[B_{\text{in}}^T \Phi(x) \circ B_{\text{in}}^T \Phi(x)]) w + \bar{u} \). We have:

\[
J_{nn} = -c_n I_n + B_{\text{in}}[w]B_{\text{out}}^T [\Phi(\nu) \circ (B_{\text{in}}^T \Phi(\nu) - c_s w + \bar{u})],
\]

\[
J_{ns} = B_{\text{in}}[B_{\text{out}}^T \Phi(\nu)]\Phi(\nu) \circ (B_{\text{in}}^T \Phi(\nu) - c_s w + \bar{u}),
\]

\[
J_{sn} = [h]([B_{\text{out}}^T \Phi(\nu) B_{\text{in}}^T + [B_{\text{in}}^T \Phi(\nu)]B_{\text{out}}^T \Phi(\nu) - 2c_o[w][B_{\text{in}}^T \Phi(\nu)]B_{\text{in}}^T \Phi(\nu)],
\]

\[
J_{ss} = -c_s I_m - c_o[B_{\text{in}}^T \Phi(\nu)][B_{\text{in}}^T \Phi(\nu)].
\]

3) Firing-rate-Oja Model

It is \( f_n := -c_n x + B_{\text{in}}[w]B_{\text{out}}^T \Phi(x) + u \) and \( f_s := h \circ B_{\text{out}}^T \Phi(x) \circ B_{\text{in}}^T \Phi(x) - (c_s I_m + c_o[B_{\text{in}}^T \Phi(x) \circ B_{\text{in}}^T \Phi(x)]) w + \bar{u} \). We have:

\[
J_{nn} = -c_n I_n + B_{\text{in}}[w]B_{\text{out}}^T [\Phi(\nu) \circ (B_{\text{in}}^T \Phi(\nu) - c_s w + \bar{u})],
\]

\[
J_{ns} = B_{\text{in}}[B_{\text{out}}^T \Phi(\nu)]\Phi(\nu) \circ (B_{\text{in}}^T \Phi(\nu) - c_s w + \bar{u}),
\]

\[
J_{sn} = [h]([B_{\text{out}}^T \Phi(\nu) B_{\text{in}}^T + [B_{\text{in}}^T \Phi(\nu)]B_{\text{out}}^T \Phi(\nu) - 2c_o[w][B_{\text{in}}^T \Phi(\nu)]B_{\text{in}}^T \Phi(\nu)],
\]

\[
J_{ss} = -c_s I_m - c_o[B_{\text{in}}^T \Phi(\nu)][B_{\text{in}}^T \Phi(\nu)].
\]

B. Computation of the Spectral Abscissa

We present here the detailed calculations for the computation of the spectral abscissa for the different models we have analyzed.

1) Hopfield-Hebbian Model

Consider the matrix

\[
\tilde{J}_{\text{M-HH}} = \begin{bmatrix}
-c_n + d_{\text{max}}(h_{\text{max}}\phi_{\text{max}}^2 + \bar{u}_{\text{max}})/c_s & d_{\text{max}}\phi_{\text{max}} \\
2h_{\text{max}}\phi_{\text{max}} & -c_s
\end{bmatrix}.
\]

We recall that the spectral abscissa of a matrix is the maximum among the real part of the elements in its spectrum. Being \( \tilde{J}_{\text{M-HH}} \) a \( 2 \times 2 \) matrix, its eigenvalues are the zero of the characteristic polynomial

\[
p(\lambda) = \lambda^2 - \text{tr}(\tilde{J}_{\text{M-HH}}) \lambda + \det(\tilde{J}_{\text{M-HH}}),
\]

where \( \text{tr}(\tilde{J}_{\text{M-HH}}) = -(c_s + c_n - b_{\text{max}} + \bar{u}_{\text{max}}d_{\text{max}})/c_s \) and \( \det(\tilde{J}_{\text{M-HH}}) = c_o c_s - 3b_{\text{max}} - \bar{u}_{\text{max}}d_{\text{max}}. \) Under assumption (26) it is \( g_{\text{h}} > 0. \) With this notation we can write

\[
p(\lambda) = \lambda^2 + \left( \frac{c_{\text{M-HH}} + g_{\text{h}}}{c_s} \right) \lambda + g_{\text{h}}.
\]
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We have $p(\lambda) = 0$ if and only if

$$
\lambda_1 = -\frac{\hat{c}_{HH} + gh - \sqrt{(\hat{c}_{HH} + gh)^2 - 4ghc_s^2}}{2c_s},
$$

$$
\lambda_2 = -\frac{\hat{c}_{HH} + gh + \sqrt{(\hat{c}_{HH} + gh)^2 - 4ghc_s^2}}{2c_s}.
$$

We observe that if $\Delta \leq 0$ then $\text{Re}(\lambda_1) = \text{Re}(\lambda_2) = \alpha(\tilde{J}_{M-HH})$, while if $\Delta > 0$, then $\alpha(\tilde{J}_{M-HH}) = \lambda_1 > \lambda_2$. Hence we now analyze the sign of $\Delta$. First we observe that

$$
\Delta = \frac{(g_s^2 + gh + 2b_{\text{max}})^2 - 4ghc_s^2}{c_s^2} = \frac{(gh - c_s^2)^2 + 4b_{\text{max}}(b_{\text{max}} + c_s^2 + gh)}{c_s^2}.
$$

Assuming condition (26) and being $b_{\text{max}}$ and $c_s$ non negative, it always results $\Delta > 0$, so that $\alpha(\tilde{J}_{M-HH}) := \lambda_{HH} = \lambda_1$.

2) Firing-rate-Hebbian Model

Given the matrix

$$
\tilde{J}_{M-FH} = \begin{bmatrix}
d_{\text{max}}(h_{\text{max}}\phi_{\text{max}}^2 + \bar{u}_{\text{max}})/c_s - c_n & d_{\text{max}}\phi_{\text{max}}/c_n \\
2h_{\text{max}}\phi_{\text{max}} & -c_s
\end{bmatrix},
$$

we have

$$
p(\lambda) = \lambda^2 + \frac{1}{c_s}(\tilde{c}_{FH} + gt)\lambda + gt.
$$

We observe that under assumption (31) it is $gt > 0$. We have $p(\lambda) = 0$ if and only if

$$
\lambda_1 = -\frac{\tilde{c}_{FH} + gt - \sqrt{(\tilde{c}_{FH} + gt)^2 - 4gtc_s^2}}{2c_s},
$$

$$
\lambda_2 = -\frac{\tilde{c}_{FH} + gt + \sqrt{(\tilde{c}_{FH} + gt)^2 - 4gtc_s^2}}{2c_s}.
$$

We observe that

$$
\Delta = \frac{1}{c_s^2}\left((g_t + gt + 2b_{\text{max}})^2 - 4gtc_s^2\right) = \frac{1}{c_s^2}\left((gt - c_s^2)^2 + 4b_{\text{max}}\left(b_{\text{max}} + gt + c_s^2\right)\right).
$$

Therefore, under condition (31) and being $b_{\text{max}}, c_n, c_s$ non negative, it again always results $\Delta > 0$, so that $\alpha(|J(x, w)|_M) := \lambda_{FH} = \lambda_1$.

3) Hopfield-Oja Model

Consider the matrix

$$
\tilde{J}_{M-HO} = \begin{bmatrix}
d_{\text{max}}(h_{\text{max}}\phi_{\text{max}}^2 + \bar{u}_{\text{max}})/c_s - c_n & d_{\text{max}}\phi_{\text{max}}/c_s \\
2\phi_{\text{max}}(h_{\text{max}}\phi_{\text{max}}^2 + \bar{u}_{\text{max}})/c_s & -c_s
\end{bmatrix}
$$

and its characteristic polynomial

$$
p(\lambda) = \lambda^2 + \left(\frac{\tilde{c}_{HO} + g_o}{c_s}\right)\lambda + g_o.
$$
We have $p(\lambda) = 0$ if and only if

$$
\lambda_1 = -\frac{\tilde{c}_\text{HO} + \tilde{g}_o - \sqrt{\left(\tilde{c}_\text{HO} + \tilde{g}_o\right)^2 - 4\tilde{g}_o c_s^2}}{2c_s},
$$

$$
\lambda_2 = -\frac{\tilde{c}_\text{HO} + \tilde{g}_o + \sqrt{\left(\tilde{c}_\text{HO} + \tilde{g}_o\right)^2 - 4\tilde{g}_o c_s^2}}{2c_s}.
$$

It is

$$
\Delta = \frac{(c_s^2 + \tilde{g}_o + 2b_{\text{max}} + 2\phi^2 c_o/c_s (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}}))^2}{c_s^2} - 4\tilde{g}_o
$$

$$
= \frac{(g_o - c_s^2)^2 + 4b_{\text{max}} (b_{\text{max}} + c_s^2 + g_o)}{c_s^2} + \frac{4\phi^4 c_o^2/c_s^2 (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}})^2}{c_s^2}
$$

$$
+ \frac{4\phi^2 c_o (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}}) (c_s^2 + g_o + 2b_{\text{max}})}{c_s^2}.
$$

Therefore, under condition (33) and being $b_{\text{max}}$, $c_o$, and $c_s$ non-negative, it always results $\Delta > 0$, so that $\alpha(\tilde{J}_{\text{M-FO}}) := \lambda_{\text{HO}} = \lambda_1$.

4) Firing-rate-Oja Model

We consider the matrix

$$
\tilde{J}_{\text{M-FO}} = \begin{bmatrix}
d_{\text{max}}(h_{\text{max}} \phi^2_{\text{max}} + \tilde{u}_{\text{max}}) - c_n & d_{\text{max}} \phi_{\text{max}} \\
2\phi_{\text{max}} \left(h_{\text{max}} + \frac{c_o}{c_s} (h_{\text{max}} \phi^2_{\text{max}} + \tilde{u}_{\text{max}})\right) & -c_s
\end{bmatrix}
$$

and its characteristic polynomial

$$
p(\lambda) = \lambda^2 + \left(\frac{\tilde{c}_{\text{FO}} + g_o}{c_s}\right) \lambda + g_{\text{fo}},
$$

where for simplicity of notation we have defined $b_{\text{max}} := d_{\text{max}} h_{\text{max}} \phi^2_{\text{max}}, \tilde{c}_{\text{FO}} := c_s^2 + 2b_{\text{max}}/c_n + 2\phi^2_{\text{max}} c_{\text{FO}} c_n (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}})$ and $g_{\text{fo}} = c_n c_{\text{FO}} - b_{\text{max}} \left(1 + \frac{2}{c_n}\right) - d_{\text{max}} \tilde{u}_{\text{max}} - 2 \frac{c_o}{c_s} \phi_{\text{max}} (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}})$. We observe that under assumption (33) it is $g_{\text{h}} > 0$.

We have $p(\lambda) = 0$ if and only if

$$
\lambda_1 = -\frac{\tilde{c}_{\text{FO}} + g_o - \sqrt{\left(\tilde{c}_{\text{FO}} + g_o\right)^2 - 4 g_{\text{fo}} c_s^2}}{2c_s},
$$

$$
\lambda_2 = -\frac{\tilde{c}_{\text{FO}} + g_o + \sqrt{\left(\tilde{c}_{\text{FO}} + g_o\right)^2 - 4 g_{\text{fo}} c_s^2}}{2c_s}.
$$

The discriminant of $p(\lambda)$ is

$$
\Delta = \frac{(c_s^2 + g_{\text{fo}} + 2b_{\text{max}}/c_n + 2\phi^2_{\text{max}} c_{\text{FO}} c_n (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}}))^2}{c_s^2} - 4g_{\text{fo}}
$$

$$
= \frac{(g_o - c_s^2)^2 + 4b_{\text{max}} (b_{\text{max}} + c_s^2 + g_o)}{c_s^2} + \frac{4\phi^4_{\text{max}} \left(\frac{c_o}{c_s}\right)^2 (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}})^2}{c_s^2}
$$

$$
+ \frac{4\phi^2_{\text{max}} c_{\text{FO}} (b_{\text{max}} + d_{\text{max}} \tilde{u}_{\text{max}}) (c_s^2 + g_{\text{fo}} + 2b_{\text{max}}/c_n)}{c_s^2}.
$$
Therefore, under condition (33) and being $b_{\text{max}}$, $c_0$, and $c_0$ non negative, it always results $\Delta > 0$, so that $\alpha(\tilde{J}_{\text{M-FO}}) := \lambda_{\text{FO}} = \lambda_1$.
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