Thresholding Greedy Pursuit for Sparse Recovery Problems

Hai Le*, Alexei Novikov†

Abstract

We study here sparse recovery problems in the presence of additive noise. We analyze a
thresholding version of the CoSaMP algorithm, named Thresholding Greedy Pursuit (TGP).
We demonstrate that an appropriate choice of thresholding parameter, even without the
knowledge of sparsity level of the signal and strength of the noise, can result in exact recovery
with no false discoveries as the dimension of the data increases to infinity.
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1 Introduction

In this section, we introduce our algorithm and associated theorems for theoretical guarantees.
We also give an overview of sparse recovery algorithms and related literatures.

*Corresponding Author, hv2@psu.edu
†anovikov@math.psu.edu
1.1 Sparsity Promoting Optimization

We are interested in finding sparse signals \( x \in \mathbb{C}^K \) from measurements \( b \in \mathbb{C}^N \) that are related by

\[
Ax + e = b, \quad (1)
\]

where \( A \in \mathbb{C}^{N \times K} \) is the measurement matrix and \( e \) is an unknown noise vector. Typically, the system (1) is underdetermined because we can only gather a few measurements, so \( N \ll K \). When \( N \ll K \) it is not possible to solve this system uniquely without additional a priori information. Then it is usually assumed that the signal vector \( x \) is \( M \)-sparse, which means it has \( M \) nonzero entries, and \( M \ll K \). In the noiseless case \((e = 0)\), one can find a solution using the Basis Pursuit [CM73]:

Find \( \arg\min \|x\|_1 \) s.t. \( Ax = b \). \quad (2)

The solution of the optimization problem (2) recovers the original signal \( x \) exactly under certain conditions on the measurement matrix \( A \) and sparsity level \( M \) [CRT06a, CDS01, EB02, FN03].

In the presence of noise, the exact recovery is no longer possible. However, again under certain assumptions on \( A \) and \( x \) we still can recover the support of \( x \) with only the knowledge of \( A \) and \( b \). The idea is that since \( x \) is sparse, only a few columns of \( A \) are used to produce \( b \). Then we can effectively detect which columns are best to approximate \( b \). A popular approach is a modification of (2), the Basis Pursuit Denoising (BPDN) [CD94] or the Least Absolute Shrinkage and Selection Operator (LASSO) [Tib96]. It is an \( l_2 \)-optimization method that promotes sparsity by penalizing \( l_1 \)-norm:

Find \( x_\lambda \in \arg\min \left( \frac{1}{2} \|b - Ax\|_2^2 + \lambda \|x\|_1 \right), \quad \lambda \geq 0. \quad (3)\)

Convexity ensures that there is always a solution to (3). The tuning/penalty parameter \( \lambda \) is appropriately chosen to obtain the desired properties of the minimizer \( x_\lambda \). As \( \lambda \) increases, BPD will choose the minimizer with fewer non-zero entries. On the other hand, smaller \( \lambda \) will produce a solution closer to the least-squares approximation. Given the level of noise one can choose \( \lambda \) optimally so that the support of \( x_\lambda \) recovers as much of the support of the true solution \( x \) as possible, see for example, [Fuc05, Tro06, Wai09]. These conditions depend on the knowledge of variance of the noise \( e \) and also on the choice of \( \lambda \). Some examples to choose \( \lambda \) include cross-validation [Tib96] and choosing \( \lambda \) adaptively [Zou06, CLWB16]. These methods may be computationally expensive and/or require additional estimates of, for example, the level of noise. Therefore, there has been some research on designing algorithms with parameters that are independent of the level of noise. These algorithms may require other constraints; for example, the work of [LDB09] assumes the noise to be sparse, or the work of [KJ18] requires non-negativity of the signal. We discuss here two algorithms that do not have such restrictions and are directly related to our work. The first work is Square-Root LASSO [BCW11] which is the following optimization problem

Find \( x_\lambda \in \arg\min (\|b - Ax\|_2^2 + \lambda \|x\|_1), \quad \lambda \geq 0. \quad (4)\)

The functionals in (4) and in (3) differ in the exponent of the \( l_2 \)-norm. This difference allows to choose \( \lambda \) independent of knowledge of noise in the Square-Root LASSO approach [BCW11]. The authors called their method pivotal with respect to \( \lambda \), because they do not need to know the level of noise to choose \( \lambda \). Our algorithm is a greedy implementation of (4). The second method is the Noise Collector [MNPT20a, MNPT20b]. The Noise Collector is the Basis pursuit applied to the following augmented linear system

Find \( (x_\tau, \eta_\tau) \in \arg\min (\tau \|x\|_1 + \|\eta\|_1), \) subject to \( Ax + C\eta = b \), \quad (5)
where $C$ is the noise collector matrix, and $\tau$ is a tuning parameter. If the columns of $C$ are drawn at random and the parameter $\tau$ is chosen appropriately, then the noise collector will "absorb" all the noise: $C\eta \approx e$ (and some signal) for any level of noise \[MNPT20b\]. Further the Noise Collector method is also pivotal with respect to $\tau$. Our proofs are inspired by the proofs for the Noise Collector by \[MNPT20b\].

The objective of this paper is to propose a Thresholding Greedy Pursuit (TGP), a fast algorithm that finds solutions of (4). Similar to Noise Collector and Square-Root LASSO,

$$N \times 1 \begin{bmatrix} b \\ \hline A \\ \hline K \times 1 \end{bmatrix} x = \begin{bmatrix} \text{\# nonzero entries} \end{bmatrix}$$

Figure 1: An illustration for Sparse Recovery Problems: The system is underdetermined as $A$ has more columns than rows; $x$ has several non-zero (blue) entries, while $A$ and $b$ are known and random in general.

TGP does not have parameters that depend on the level of noise. TGP is a Greedy Pursuit. Greedy Pursuits are an important category of sparse recovery algorithms. Their idea is to build up an approximation one step at a time by making locally optimal choices at each step. The representatives are Orthogonal Matching Pursuit (OMP) \[TG07\] and Compressive Sampling Matching Pursuit (CoSaMP) \[NT09\]. The advantages of these algorithms are speed and sampling efficiency. TGP is a modification of CoSaMP. The first difference between CoSaMP and TGP lies in the greedy selection criteria: CoSaMP chooses the largest entries of the proxy signal, TGP chooses all the entries that are above a certain threshold. The second difference is in the choice of parameters. CoSaMP needs to know the sparsity level to perform optimally. TGP does not need it.

The paper is organized as follows. In Section 1 we introduce our main results regarding the Thresholding Greedy Pursuit; we also give an overview of other sparse recovery algorithms. In Section 2 we explain how the algorithm works and compare performance with its predecessor, CoSaMP. Finally, in Section 3 we prove theoretical results about TGP and discuss future directions.

1.2 Notations

For any tall full-rank matrix $A$, denote its pseudoinverse $A^\dagger := (A^*A)^{-1}A^*$. For any set of indices $S$, denote $A_S$ as the matrix with columns of $A$ drawn from the set $S$. Note that the matrix operator $A_SA_S^\dagger$ represents the orthogonal projection onto the vector space spanned by columns of $A$ indexed by the set $S$. We also denote $\text{supp}(x)$ as the set of indices of nonzero entries of a vector $x$, and call that the support of this vector. Each column of $A$ is normalized to have unit $l_2$-norm. Bold letters $a, b, \ldots$ are reserved for column vectors. The length of the signal is $K = N^\gamma$ for some $\gamma \geq 1$. The signal vector $x$ is expressed as $x := (x_1, \ldots, x_K)$. For any set of indices $S$, denote the restriction to $S$ of $x$ as $x_S := (x_k)_{k \in S}$. We use $\|x\|_p$ to denote the $l_p$-norm of a vector $x$ and $\|A\| := \max_{\|x\|_2 = 1} \|Ax\|_2$ to denote the operator norm of $A$. The identity matrix is denoted by $I$ whose dimension can vary. For any $N > 0$, we use $\text{Unif}(S^{N-1})$ to denote the uniform distribution on the $N$-dimensional unit sphere. Denote $\langle u, v \rangle := \bar{u}^T v$ the complex inner product between two complex vectors $u$ and $v$. We also denote $\text{Re}(x)$ as the real part of a complex number $x$. 
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1.3 Thresholding Greedy Pursuit Algorithm

Thresholding Greedy Pursuit Algorithm

**INPUT:** measurement matrix $A \in \mathbb{C}^{N \times K}$, measurement vector $b \in \mathbb{C}^{N}$, thresholding parameter $\tau > 0$.

**OUTPUT:** a set $\Omega$ of indices of columns of $A$.

$x^0 \leftarrow 0, b^0 \leftarrow b, \Omega^0 \leftarrow \text{supp}(x^0)$ \hspace{1cm} (Initialization)

repeat

$x^{n+1} \leftarrow \frac{A^* b^n}{\|b^n\|_2}$ \hspace{1cm} (Proxy Signal)

$x^{n+1} \leftarrow \max(|x^{n+1}| - \tau, 0)$ \hspace{1cm} (Thresholding)

If $x^{n+1} = 0$, then break; \hspace{1cm} (Stopping Criterion 1)

$\Omega^{n+1} \leftarrow \Omega^n \cup \text{supp}(x^{n+1})$ \hspace{1cm} (Support Merging)

$b^{n+1} \leftarrow b - A_{\Omega^{n+1}} A_{\Omega^{n+1}}^\dagger b$ \hspace{1cm} (Complement Projection)

If $\|b^{n+1}\|_2 = 0$, then break; \hspace{1cm} (Stopping Criterion 2)

until stopped

The Thresholding Greedy Pursuit Algorithm is an iterative algorithm that produces a sequence of sets of indices $\Omega^1, \Omega^2, \ldots$, that try to match the support of the signal vector $x$ by projecting the measurement vector on vector spaces that are orthogonally complement to vector spaces spanned by some columns of $A$. The detection at each iteration is done by a proxy step and a thresholding procedure. The output of the algorithm is a set of indices, which we denote $\Omega$. The role of each step is as follows.

- **Initialization:** The first approximation to the support is the empty set.

- **Proxy Signal:** Sparse recovery algorithms often rely on the fact that columns of the measurement matrix are almost orthogonal or not too collinear. If that is the case, large entries the vector $A^* b = A^*(Ax + e)$ will be likely to match large entries of the vector $x$. As a consequence, at each iteration, large entries of the vector $x^{n+1} = \frac{A^* b^n}{\|b^n\|_2}$ will be good candidates for where the true support lies. The next step will show how to retrieve these large entries.

- **Thresholding:** This is the heart of the algorithm. This procedure will remove all the small entries of the proxy signal that are below a certain threshold $\tau$. This thresholding parameter is chosen so that the algorithm will not produce any false discoveries (locations that are detected by the algorithm but not in the true support; in other words, those are the indices that are in $\Omega$ but not in $\text{supp}(x)$).

- **Stopping Criterion 1:** The algorithm will stop if nothing new is detected in the thresholding step.

- **Support Merging:** New index set $\Omega^{n+1}$ is created by merging the old index set $\Omega^n$ and new locations in $\text{supp}(x^{n+1})$.

- **Complement Projection:** We need to remove the part of measurement vector $b$ that approximates the locations that are already detected. This is done by projecting $b$ onto the space that is orthogonally complement to the space spanned by columns in $A_{\Omega^{n+1}}$.

- **Stopping Criterion 2:** The algorithm will stop if the whole support is detected, or if $b^{n+1} = b - A_{\Omega^{n+1}} A_{\Omega^{n+1}}^\dagger b = 0$, and so $\Omega^{n+1}$ will be the exact support of $x$.

The recovered signal with the support $\Omega$ is $A_{\Omega}^\dagger b$, which is the solution to the $l_2$-approximation problem $\min_x \|A_{\Omega} x - b\|_2$. The value of $\tau$ plays an important role in the performance of the
algorithm. The next sections will show how we choose this parameter, independent of knowing the strength of the noise $e$, in order to guarantee support detection with no false discoveries.

### 1.4 Main Theorems

We are ready to state our main results.

**Theorem 1.1. (No Phantom Signal)** Let $A \in \mathbb{C}^{N \times K}$, $K = N^\gamma$. Suppose there is no signal, that is $x = 0$ in (1), and the noise $e$ in (1) is such that $e/\|e\|_{\ell_2}$ is uniformly distributed on $S^{N-1}$. For any $\kappa > 0$ there exists $c_0 = \sqrt{2(\gamma + \kappa)}$ such that for any $\tau \geq c_0 \sqrt{\log N}/\sqrt{N}$ the set $\Omega$, the output of the TGP algorithm, is empty with probability $1 - 2/N^\kappa$.

The above theorem guarantees the algorithm does not recover anything if the input is pure noise. The bound $\tau \geq c_0 \sqrt{\log N}/\sqrt{N}$ comes from estimating how large the inner product of random vectors in high dimensions could be. We follow [Ver18] in obtaining this and similar estimates. The next theorem assures zero False Discovery Rate even when there is some information in the signal, that is the algorithm does not detect any entry outside of the support of the signal. In order to guarantee the zero False Discovery Rate we need to assume incoherence of columns of $A$. Define the mutual coherence parameter

$$
\mu := \max_{1 \leq i < j \leq K} |\langle a_i, a_j \rangle|.
$$

**Theorem 1.2. (No False Discoveries)** Assume $A$, $\gamma$, $\kappa$, $c_0$, $\tau$, $e$, $\Omega$ are as in the previous theorem, and $\mu$ is given by (6). Suppose $x$ is the $M$-sparse solution of (1). If $M \leq 1/(4\mu)$, then $\Omega \subset \text{supp}(x)$ with probability $1 - 2/N^\kappa$.

The next theorem shows that, if the noise is not large, our method recovers the exact support of the signal.

**Theorem 1.3. (Exact Recovery)** Assume $A$, $\gamma$, $\kappa$, $c_0$, $\mu$, $e$, $\Omega$ are as in the previous theorem, but

$$
M \leq \min \left\{ \frac{1}{4\mu}, \frac{\sqrt{N}}{4c_0 \sqrt{\log N}} \right\},
$$

and

$$
\tau := \sqrt{\frac{4}{3} \left( \frac{\mu}{4} + \frac{\sigma_2^2 \log N}{N} \right)}.
$$

If $\|e\|_2 \leq 0.03 \sqrt{M} \min_{i \in \text{supp}(x)} |x_i|$, then $\Omega = \text{supp}(x)$ with probability $1 - 2/N^\kappa$.

**Remark.** In the last Theorem the pessimistic constant $0.03 \sqrt{M}$ could be improved, see formulas (20) and (21). We keep $0.03 \sqrt{M}$ for simplicity of presentation.

### 1.5 Overview of Sparse Recovery Algorithms and Our Contributions

Sparse recovery problems have found applications in the fields of compressed sensing [EK09], signal denoising [GBK16], optical imaging [DDPS20], machine learning [Yan13], and more. The key idea that drives sparse recovery is that a high dimensional sparse signal can be inferred from a few linear observations. An intensive survey of many sparse recovery algorithms is presented in [CMN+19]. They typically fall into three categories: Combinatorial Algorithms, Convex Relaxation, and Greedy Pursuits.
The first category requires a large number of structured samples of the signal for reconstruction via group testing. This includes Fourier sampling [GGI+02a, GGMS03], chaining pursuit [GGS+06] and HHS pursuit [GSTV07]. The algorithms in this group are extremely fast but demand a huge number of samples that are not easy to obtain.

The second class, Convex Relaxation, mostly deals with the BPDN problem [CD94, Tib96] defined by

$$\min \left( \frac{1}{2} \| b - Ax \|_2^2 + \lambda \| x \|_1 \right).$$

The solution to this minimization problem achieves two objectives at the same time: solving the linear algebra problem while maintaining a small $l_1$-norm. The techniques to solve the optimization problem include interior-point methods [CRT06a], projected gradient [FNW07], and iterative thresholding [DDD04]. These algorithms require a very small number of measurements, but they rely on choosing the parameter $\lambda$ carefully to achieve the best performance [HM18].

Our algorithm falls into the last class of being “greedy.” Examples include OMP [TG07], stagewise OMP [DTDS12], regularized OMP [NV09], and CoSaMP [NT09]. These methods build up an approximation by making locally optimal choices at each iteration. Their advantages are being fast and requiring modest samplings. The idea of using greedy algorithms in signal processing was used by [MZ93] who also coined the name matching pursuit for one of them. [GGI+02a, GGI+02b] developed fast algorithms of greedy nature for sparse approximation and established novel rigorous guarantees for greedy methods. [TG07] then proposed a greedy iterative algorithm called orthogonal matching pursuit (OMP) and proved the algorithm was effective for compressive sampling. OMP takes the form similar to our description of TGP above. While TGP uses thresholding, OMP chooses the location of the column vector of $A$ that makes the largest inner product of the form $|\langle a_i, b \rangle|$. [NT09] built upon OMP to create an algorithm called compressive sampling matching pursuit (CoSaMP). Instead of choosing the largest component, CoSaMP identifies many large inner products at each iteration and create the support from those. The analysis of CoSaMP is based on an important feature of the measurement matrix called the restricted isometry property (RIP). This property was introduced by [CRT06a, CRT06b] in their work on convex relation methods. RIP quantifies how a matrix preserves the distance between signals and it is crucial for the measurement matrix to have such property to be able to recover sparse signals. RIP is also important in another version of OMP called regularized OMP (ROMP) which was developed by [NV10]. By improving OMP, the authors established that under RIP the algorithm can also work with noisy data.

Convergence theory of TGP could be developed if one assumes a RIP condition instead of assuming smallness of $\mu$ in (6). We chose to work with the incoherence condition (6) because RIP is computationally harder to check. Moreover, deterministic matrices satisfying RIP are difficult to construct. The best result in this direction is the work of [BDF+11]. In addition, we are motivated by sparse recovery problems in imaging applications, where the measurement matrix may not satisfy RIP.

Our Thresholding Greedy Pursuit algorithm was inspired by the Noise Collector algorithm [MNPT20a, MNPT20b]. We realized the analysis of the Noise Collector can be applied to the Square-Root LASSO [BCW11] as well. Then, Anna Gilbert suggested to look at CoSaMP and investigate whether its greedy framework also could be covered by the analysis of the Noise Collector. The TGP algorithm is the result of these three ingredients. The TGP uses the conjugate gradient to update the measurement vector. This type of update is not new. For example, this idea was used in an algorithm of [DTDS12] called stagewise OMP (StOMP). Their method of choosing the thresholding parameter $\tau$ is based on the assumption that columns of $A$ are normally distributed. To the best of our knowledge, no rigorous results
are available for StOMP. The conjugate gradient update is also used by [YD15] when columns of \( \mathcal{A} \) satisfy RIP. Their analysis requires the knowledge of the strength of the noise in choosing its parameter. On the other hand, we are interested in usage of sparse recovery problems in imaging applications, the measurement matrix may not have normally distributed columns or satisfy RIP. Our contributions are the three results above in which by carefully choosing the thresholding parameter we can rigorously guarantee exact recovery even with noisy data.

## 2 Ideas of the Proofs and Performance of TGP

In this section, we explain the main ideas to prove the main theorems. We then compare the performance of TGP and CoSaMP in various settings.

### 2.1 An Outline of the Proofs

This outline contains the ideas for all three theorems. For simplicity of presentation, assume that we want to prove Theorem 1.3 and that the signal is nonzero only in its first entry. We then can write the measurement vector as

\[
b = x_1a_1 + e.
\]

The algorithm will detect \( x_1 \) in the first iteration if the following inequality holds:

\[
\frac{|\langle a_1, b \rangle|}{\|b\|_2} > \tau.
\] (9)

However, we also must ensure that any other column of \( \mathcal{A} \) is not detected. Thus we must have

\[
\frac{|\langle a_i, b \rangle|}{\|b\|_2} \leq \tau,
\] (10)

for all \( i \neq 1 \). The algorithm will perform correctly if we can choose \( \tau \) so that both inequalities (9) and (10) are true. The condition (7) will play a vital role in estimating the right value of \( \tau \).

We have now found \( x_1 \). In the next iteration we want to remove dependence on \( a_1 \) by projecting the measurement vector onto the space that is orthogonal to the vector space spanned by \( a_1 \). Hence, the new measurement vector that goes into the next iteration will be

\[
b^1 := b_{\text{new}} = b - \langle a_1, b \rangle a_1 = x_1a_1 + e - \langle a_1, x_1a_1 + e \rangle a_1 = e - \langle a_1, e \rangle a_1.
\]

Now, if condition (10) holds for all \( i \), then we stop.

Note that the term \( x_1a_1 \) has disappeared in the new measurement vector \( b^1 \). The remainder is essentially the noise vector \( e \) as the expression \( \langle a_1, e \rangle a_1 \) can be made small in a high dimensional space. Therefore (10) implies that if

\[
\frac{|\langle a_i, e \rangle|}{\|e\|_2} \leq \tau/2, \text{ for all } i.
\] (11)

then we can detect all nonzero entries of \( x \). We will then make use of the fact that \( e/\|e\|_2 \) is uniformly distributed on the unit sphere and therefore it is essentially Gaussian. This will give us a lower bound estimate on the level of noise that we can handle.

If there are more than one nonzero entry of \( x \), we will use induction to show that at each iteration at least one of the remaining nonzero \( x_i \) is detected by the algorithm. More
specifically, we will prove that at the \( n \)-iteration the projected measurement vector \( b^n := b_{\text{new}} \) will satisfy
\[
|\langle a_{i_n}, b^n \rangle| > \tau \|b^n\|_2
\]
for at least some \( i_n \) with \( x_{i_n} \neq 0 \). This implies that we will always detect at least one new \( x_i \neq 0 \). It also implies that the algorithm will always stop after at most \( M \) iterations. The details are provided in Section 3.

2.2 Comparison with CoSaMP

In this section we compare TGP with CoSaMP, its predecessor [NT09]. CoSaMP takes measurement matrix \( \mathbf{A} \in \mathbb{C}^{N \times K} \) and measurements \( \mathbf{b} \in \mathbb{C}^N \) as inputs. Each iteration has computational complexity of order \( O(NK) \). In comparison, we detail the computational complexity of TGP at each iteration:

- **Proxy Signal** step takes \( NK \) flops to compute \( \mathbf{A}^*\mathbf{b}^n \) and \( O(N) \) flops to compute \( \|\mathbf{b}^n\|_2 \).
- **Thresholding** step takes \( K \) flops to sweep through \( \mathbf{x}^{n+1} \).
- **Support Merging** takes no more than \( O(M) \) flops.

- Inside the **Complement Projection** step, Conjugate Gradient (CG) solver [GV12] takes at most \( \nu \cdot 2NK + O(K) \) flops where \( \nu \) is a fixed number of iterations for CG, and then, one application of \( \mathbf{A} \) takes an additional \( NK \) flops. We note that the condition
\[
\max_{i \neq j} |\langle a_i, a_j \rangle| \leq 1/(4M)
\]
implies small condition number for the matrix \( \mathbf{A}_\Omega^*\mathbf{A}_\Omega \) for any \( |\Omega| \leq M \), which is beneficial for CG solver:
\[
\kappa(\mathbf{A}_\Omega^*\mathbf{A}_\Omega) = \frac{\lambda_{\max}(\mathbf{A}_\Omega^*\mathbf{A}_\Omega)}{\lambda_{\min}(\mathbf{A}_\Omega^*\mathbf{A}_\Omega)} \leq \frac{5/4}{3/4} = \frac{5}{3} \approx 1.667.
\]

Overall, the operation count for each iteration of TGP amounts to \( (2\nu + 2)NK + O(K) \). We note that CoSaMP also requires the user to specify how many iterations it will run; CoSaMP needs to have an estimate on the sparsity level \( M \) to be efficient. In contrast, TGP is fully automatic and it will surely stop after \( M \) iterations, without even knowing \( M \). Numerics indicates that TGP stops after at most 2 iterations and still achieves a good performance.

The settings for experiments are as follows. We generate a measurement matrix \( \mathbf{A} \in \mathbb{R}^{1600 \times 3200} \) where each entry is a standard Gaussian random variable, an \( M \)-sparse vector \( \mathbf{x} \in \mathbb{R}^{1600} \) whose entries are randomly generated as \( 1 + \chi \) where \( \chi \sim N(0, 1) \). We then input \( \mathbf{A} \) and \( \mathbf{b} = \mathbf{A}\mathbf{x} \) into both algorithms. We run both TGP and CoSaMP on the same data at different levels of noise \( \delta = \|\mathbf{e}\|_2/\|\mathbf{b}\|_2 \): \( \delta = 0 \) (noiseless), \( \delta = 0.5 \) (moderate level of noise), and \( \delta = 1 \) (high level of noise). We vary \( M \) from 1 to 10. For CoSaMP, at each \( M \), we run the algorithm in \( M \) iterations. For each \( M \), we repeat the experiment for 20 times by regenerating \( \mathbf{x} \) and \( \mathbf{e} \). We want our sparse recovery algorithm to be fast, recover most of the support (or the whole support if the noise is not too large), and have zero false discoveries. Therefore, we measure the following parameters:

- **Recovery Time**: the time it takes the algorithm to complete, measured in seconds (less is better).
- **Recovered Support**: the number of locations that are detected (more is better).
- **False Discoveries**: the number of locations that are detected but not in the true support (less is better).
The resulting numbers are recorded and taken average over 20 times for each algorithm. The plots for these numbers are presented in Figures 2, 3, 4 with red lines for TGP and green lines for CoSaMP. We can see the distinctions between the two algorithms. In every scenario, TGP runs faster than CoSaMP. In the noiseless case ($\delta = 0$), TGP recovers the support exactly even with a high sparsity level. In the noisy case ($\delta > 0$) and even at high sparsity levels, while CoSaMP starts having false discoveries, TGP does not and detects more of the support.

Figure 2: $\mathcal{A}$ is a Gaussian matrix, noise level is $\delta = 0$.

Figure 3: $\mathcal{A}$ is a Gaussian matrix, noise level is $\delta = 0.5$. 
We achieve optimal results for TGP, when we calibrate \( \tau \) numerically to be the smallest constant so that Theorem 1.1 holds. That is, we find numerically the smallest \( \tau \), such that the algorithm outputs empty set when it is fed with pure noise measurements. We remark that choosing such \( \tau \) does not require estimating the strength of noise \( \| e \|_2 \). We run TGP with input \( b \in \mathbb{R}^N \) as a Gaussian vector, then vary \( \tau \) from 0 to 1 with an increment of 0.003 until the algorithm only outputs empty set. For each \( \tau \), we repeat the experiment by regenerating \( b \) 50 times. We then record the rate of success (the number of successes/50). Each success is defined as each time the algorithm outputs empty support. We obtain the transition diagram for \( \tau \) in Figure 4 (left).

We see that starting from \( \tau = 0.124 \), the rate of success remains 1, that is TGP outputs empty set 50 times out of 50 experiments. Therefore, we choose \( \tau = 0.124 \) to be the thresholding parameter for TGP in the above experiments.

We also run the same experiments for the case of Partial Fourier matrix where \( A \) is a uniformly random set of \( N = 1600 \) rows drawn from the \( K \times K \) (\( K = 3200 \)) unitary discrete Fourier transform (DFT). In these experiments, we choose \( \tau = 0.086 \) by calibrating the parameter using the same procedure as in the Gaussian case. The transition diagram for \( \tau \), in this case, is in Figure 4 (right). The performance plots are presented in Figures 6, 7, 8. TGP recovers slightly less of the support than CoSaMP but has no false discoveries even at high levels of sparsity and noise.
3 Proofs of Main Results

In this section, we prove the main theorems introduced in Section 1.4. We then end with a discussion on related questions and future directions.

3.1 No Phantom Signal

The proof of Theorem 1.1 is as follows.

Proof. If we show that

$$\max_{1 \leq i \leq K} |\langle a_i, e \rangle| \leq \tau \|e\|_2$$

(13)
Choosing union bound gives formally distributed vectors in high dimension behave like Gaussian [Ver18]. Consequently, the

**Proof.** The proof of Theorem 1.2 is as follows.

**3.2 No False Discoveries**

The proof of Theorem 1.2 is as follows.

**Proof.** Consider the event

\[
\mathcal{O} = \left\{ \max_{1 \leq i \leq K} |\langle a_i, e \rangle| \leq c_0 \frac{\sqrt{\log N}}{\sqrt{N}} \right\}.
\]

According to (14), \(\mathcal{O}\) holds with probability \(1 - 2/N^\kappa\). Suppose the event \(\mathcal{O}\) occurs, and the following analysis is deterministic on this event.

Without loss of generality, let us assume that \(b = \sum_{i=1}^M x_i a_i + e\). Our proof is by induction on the number of iterations. Consider the first iteration. We want to show that

\[
|\langle a_j, b \rangle| \leq \tau \|b\|_2, \text{ for all } j \notin \text{supp}(x).
\]

Pick \(j \notin \text{supp}(x)\), and let \(P = [a_1, \ldots, a_M, e/\|e\|_2]\), that is a matrix whose columns are \(a_1, \ldots, a_M, e/\|e\|_2\). It suffices to show that the length of the orthogonal projection of \(a_j\) onto the vector space spanned by columns of \(P\) never exceeds \(\tau\). Indeed, if that is the case, then by Cauchy-Schwarz,

\[
|\langle a_j, b \rangle| = |\langle P^* P^{-1} P^* a_j, b \rangle| \leq \|P^* P^{-1} P^* a_j\|_2 \|b\|_2 \leq \tau \|b\|_2.
\]

Thus it suffices to show

\[
\|P^* P^{-1} P^* a_j\|_2^2 \leq \tau^2 \text{ for all } j \notin \text{supp}(x).
\]

(15)

We have that

\[
\|P^* P^{-1} P^* a_j\|_2^2 = \langle P^* a_j, (P^* P)^{-1} P^* a_j \rangle \leq \|(P^* P)^{-1}\| \|P^* a_j\|_2^2.
\]

Using condition \(M \leq 1/(4\mu)\) and \(|\langle a_j, e/\|e\|_2 \rangle| \leq c_0 \sqrt{\log N}/\sqrt{N}\), we have

\[
\|P^* a_j\|_2^2 = \sum_{i=1}^M |\langle a_j, a_i \rangle|^2 + |\langle a_j, e/\|e\|_2 \rangle|^2 \leq M \cdot \mu^2 + \frac{c_0^2 \log N}{N} \leq \frac{\mu}{4} + \frac{c_0^2 \log N}{N}.
\]
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To estimate the operator norm \( \|P^* P^{-1}\| \) we note that \( P^* P - I \) is an \((M + 1) \times (M + 1)\) matrix whose diagonal entries \( a_{ii} \) are zero and off-diagonal entries \( a_{ik} \) \((i \neq k)\) are no bigger than \(1/(4M)\). By Gershgorin circle theorem (see, for example, [GTV12]), we obtain
\[
\|P^* P - I\| \leq M \cdot \frac{1}{4M} = \frac{1}{4}.
\]
This implies that \( \|P^* P\| \geq 1 - 1/4 = 3/4 \). Hence, \( \|P^* P^{-1}\| \leq 4/3 \). Therefore we obtain
\[
\|P(P^* P)^{-1}P^* a_j\|_2^2 \leq \frac{4}{3} \cdot \left( \frac{\mu}{4} + \frac{\mu^2 \log N}{N} \right) = \tau^2 \text{ for all } j \notin \text{supp}(x).
\]
(16)

We proceed to the induction step. Suppose we have already recovered \( \Omega^n \subset \text{supp}(x) \) during the previous \( n \) iterations and did not have any false discoveries. We now show that in the next iteration the algorithm will not make any false discoveries. Denote, for brevity, \( \Omega = \Omega^n \), and \( b = b^n \). Suppose that \( |\Omega| = k \) where \( 0 \leq k \leq M \). It suffices to show that
\[
|\langle a_j, (I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b \rangle| \leq \tau \|(I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b\|_2 \text{ for all } j \notin \text{supp}(x).
\]
We have the following orthogonal decomposition
\[
a_j = (I - P(P^* P)^{-1}P^*)a_j + P(P^* P)^{-1}P^* a_j \text{ for any } j.
\]
Pick \( j \notin \text{supp}(x) \), and observe that \( (I - P(P^* P)^{-1}P^*)a_j \) is orthogonal to \( b \). Moreover, since the image of the orthogonal projection matrix \( I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^* \) is the vector space that is orthogonal to the space spanned by columns of \( A_\Omega \), and columns of \( A_\Omega \) are also columns of \( P \), we must have that
\[
(I - P(P^* P)^{-1}P^*)a_j \perp (I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b.
\]
From this, we obtain
\[
\langle a_j, (I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b \rangle = \langle P(P^* P)^{-1}P^* a_j, (I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b \rangle.
\]
Then, by Cauchy-Schwarz inequality, we have
\[
|\langle P(P^* P)^{-1}P^* a_j, (I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b \rangle| \leq \|P(P^* P)^{-1}P^* a_j\|_2 \|(I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b\|_2 \leq \tau \|(I - A_\Omega(A_\Omega^* A_\Omega)^{-1} A_\Omega^*)b\|_2.
\]
The proof is complete. \( \square \)

### 3.3 Exact Recovery

The proof of Theorem 1.3 is as follows.

**Proof.** Similarly to Theorem 1.2 we consider the event \( \mathcal{O} \) holds.

The objective is to demonstrate that at least one nonzero entry of \( x \) is detected at every iteration. It suffices to look at the nonzero entry of \( x \) with the largest magnitude. Consider the \( n \)-th iteration, and assume \( \Omega := \Omega^n \) is strictly contained in the support of \( x \). According to Theorem 1.2, \( |\Omega| \leq M \). Let \( \Omega^c := \text{supp}(x) \setminus \Omega \), the set of undetected indices. Without loss of generality, assume that the first entry \( x_1 \) has is the nonzero entry with the largest magnitude among \( \{x_k, k \in \Omega^c\} \). We want to show that
\[
|\langle a_1, b^* \rangle| > \tau \|b^*\|_2,
\]
(17)
We estimate each term on the right-hand side as follows.

Let us estimate that

By triangle inequality, we have

For convenience, let us now set \( v := A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}} - A_{\Omega} A_{\Omega}^{\dagger}(A_{\Omega^c} x_{\Omega^c}) + (e - A_{\Omega} A_{\Omega}^{\dagger} e) \). We then observe that

\[
|\langle a_1, b^n \rangle| - \tau \| b^n \|_2 = |\langle a_1, a_1 x_1 + v \rangle|^2 - \tau^2 \| a_1 x_1 + v \|_2^2 \\
= (1 - \tau^2) |x_1 + \langle a_1, v \rangle|^2 + \tau^2 |\langle a_1, v \rangle|^2 - \tau^2 \| v \|_2^2 \\
> (1 - \tau^2) |x_1 + \langle a_1, v \rangle|^2 - \tau^2 \| v \|_2^2.
\]

By triangle inequality, we have \(|x_1 + \langle a_1, v \rangle| \geq |x_1| - |\langle a_1, v \rangle|\). Therefore, it suffices to show that

\[
(1 - \tau^2) (|x_1| - |\langle a_1, v \rangle|)^2 > \tau^2 \| v \|_2^2. \\
(18)
\]

Let us estimate \(|\langle a_1, v \rangle|\). We have that

\[
|\langle a_1, v \rangle| \leq |\langle a_1, A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}} \rangle| + |\langle a_1, A_{\Omega} A_{\Omega}^{\dagger}(A_{\Omega^c} x_{\Omega^c}) \rangle| + |\langle a_1, e - A_{\Omega} A_{\Omega}^{\dagger} e \rangle|.
\]

We estimate each term on the right-hand side as follows.

- For \(|\langle a_1, A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}} \rangle|\):
  
  By using condition (7) that \( \max_{i \neq j} |\langle a_i, a_j \rangle| \leq 1/(4M) \) and knowing \(|x_1|\) being the largest among \(|x_k|, k \in \Omega^c\), we have that

  \[
  |\langle a_1, A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}} \rangle| \leq \frac{(M - 1)|x_1|}{4M} < \frac{|x_1|}{4}.
  \]

- For \(|\langle a_1, A_{\Omega} A_{\Omega}^{\dagger}(A_{\Omega^c} x_{\Omega^c}) \rangle|\):
  
  We have that

  \[
  |\langle a_1, A_{\Omega} A_{\Omega}^{\dagger}(A_{\Omega^c} x_{\Omega^c}) \rangle| = |\langle A_{\Omega}^{*} a_1, (A_{\Omega}^{*} A_{\Omega})^{-1} A_{\Omega}^{*} A_{\Omega^c} x_{\Omega^c} \rangle| \\
  \leq \| A_{\Omega}^{*} a_1 \|_2 \| (A_{\Omega}^{*} A_{\Omega})^{-1} \| \| A_{\Omega}^{*} A_{\Omega^c} x_{\Omega^c} \|_2.
  \]

We will estimate each term in the product. The first term is as follows

\[
\| A_{\Omega}^{*} a_1 \|_2 = \sqrt{\sum_{k \in \Omega} |\langle a_k, a_1 \rangle|^2} \leq \sqrt{M \cdot \frac{1}{16M^2}} = \frac{1}{4\sqrt{M}}.
\]

The second term is estimated by using Gershgorin circle theorem, which yields \( \| (A_{\Omega}^{*} A_{\Omega})^{-1} \| \leq 4/3 \). For the third term, by using incoherence again, each entry of the vector \( A_{\Omega}^{*} A_{\Omega^c} x_{\Omega^c} \) is less than, in absolute value,

\[
\frac{1}{4M} (|x_1| + \ldots + |x_{|\Omega^c|}|) \leq \frac{1}{4M} \cdot M \cdot |x_1| = \frac{|x_1|}{4}.
\]

Therefore, we have that

\[
\| A_{\Omega}^{*} A_{\Omega^c} x_{\Omega^c} \|_2 \leq \frac{\sqrt{M} |x_1|}{4}.
\]

(19)

Overall, we obtain the following bound

\[
|\langle a_1, A_{\Omega} A_{\Omega}^{\dagger}(A_{\Omega^c} x_{\Omega^c}) \rangle| \leq \frac{1}{4\sqrt{M}} \cdot \frac{4 \cdot \sqrt{M} |x_1|}{4} = \frac{|x_1|}{12}.
\]
• For $|\langle a_1, e - A_\Omega A^\dagger_\Omega e \rangle|$: 

We will show that 

$$|\langle a_1, e - A_\Omega A^\dagger_\Omega e \rangle| \leq \frac{4}{3} \|e\|_2.$$ 

If $|\Omega| = 0$, it is true since the event $\mathcal{O}$ holds. We then consider the case when $1 \leq |\Omega| \leq M$. Suppose that $A_\Omega A^\dagger_\Omega a_1 = \sum_{j \in \Omega} \xi_j a_j$. Let $j^* \in \Omega$ be the index such that $|\xi_{j^*}| = \max_{j \in \Omega} |\xi_j| = \|\xi\|_\infty$. By using $\max_{i \neq j}|\langle a_i, a_j \rangle| \leq 1/(4M)$, we have that 

$$\frac{1}{4M} \geq |\langle a_1, a_{j^*} \rangle| = |\langle A_\Omega A^\dagger_\Omega a_1, a_{j^*} \rangle| = |\sum_{j \in \Omega} \xi_j a_j, a_{j^*}| \geq \|\xi\|_\infty \left(1 - \frac{|\Omega| - 1}{4M}\right) \geq \frac{3}{4} \|\xi\|_\infty.$$ 

Therefore, $\|\xi\|_\infty \leq 1/(3M)$, which implies that $\|\xi\|_1 \leq M \cdot \|\xi\|_\infty \leq 1/3$. Consequently, we have 

$$|\langle a_1, e - A_\Omega A^\dagger_\Omega e \rangle| = |\langle (I - A_\Omega A^\dagger_\Omega) a_1, e \rangle| \leq \|a_1, e\| + \|\xi\|_1 \cdot \|e\|_2 \leq \frac{4}{3} \|e\|_2.$$ 

Combining the above estimates, we obtain 

$$|x_1| - |\langle a_1, v \rangle| \geq |x_1| - \frac{|x_1|}{4} - \frac{|x_1|}{12} - \frac{4}{3} \|e\|_2 = \frac{2|x_1|}{3} - \frac{4}{3} \|e\|_2.$$ 

Therefore, the left-hand side of [13] is bigger than $(1 - \tau^2)(2|x_1|/3 - 4\tau\|e\|_2/3)^2$. Now, we look at the right-hand side. We have that 

$$\|v\|_2 \leq \|A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}}\|_2 + \|A_{\Omega^c} A^\dagger_{\Omega^c} (A_{\Omega^c} x_{\Omega^c})\|_2 + \|e - A_\Omega A^\dagger_\Omega e\|_2.$$ 

We estimate each term as follows 

• For $\|A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}}\|_2$:

We have that 

$$\|A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}}\|_2^2 = \sum_{i \in \Omega^c \setminus \{1\}} |x_i|^2 + 2 \sum_{i < j, j \in \Omega^c \setminus \{1\}} \text{Re}(\langle a_i, a_j \rangle \bar{x}_i x_j) \leq (M - 1)|x_1|^2 + 2 \cdot \frac{1}{4M} \cdot \frac{(M - 1)(M - 2)}{2} |x_1|^2 = \left(\frac{5}{4} M - \frac{7}{4} + \frac{1}{2M}\right) |x_1|^2$$

which implies 

$$\|A_{\Omega^c \setminus \{1\}} x_{\Omega^c \setminus \{1\}}\|_2 \leq \sqrt{\frac{5}{4} M - \frac{7}{4} + \frac{1}{2M}|x_1|}.$$ 

• For $\|A_{\Omega^c} A^\dagger_{\Omega^c} (A_{\Omega^c} x_{\Omega^c})\|_2$:

We have that 

$$\|A_{\Omega^c} A^\dagger_{\Omega^c} (A_{\Omega^c} x_{\Omega^c})\|_2^2 = |\langle A_{\Omega^c} A_{\Omega^c} x_{\Omega^c}, (A^\dagger_{\Omega^c} A_{\Omega^c})^{-1} A^\dagger_{\Omega^c} A_{\Omega^c} x_{\Omega^c} \rangle|$$

$$\leq \|A^\dagger_{\Omega^c} A_{\Omega^c} x_{\Omega^c}\|_2 \|(A^\dagger_{\Omega^c} A_{\Omega^c})^{-1}\| \|A_{\Omega^c} A^\dagger_{\Omega^c} x_{\Omega^c}\|_2$$

$$\leq \frac{\sqrt{M}|x_1|}{4} \cdot \frac{4}{3} \cdot \frac{\sqrt{M}|x_1|}{4} \quad \text{(from [19])}$$

$$\leq \frac{M|x_1|^2}{12}.$$
• For $\|e - A_\Omega A^\dagger_\Omega e\|_2$:
  
  Since $e - A_\Omega A^\dagger_\Omega e$ is an orthogonal projection of $e$, we have that
  
  $$
  \|e - A_\Omega A^\dagger_\Omega e\|_2 \leq \|e\|_2.
  $$

  Overall, in order to show (18), it suffices to show that
  
  $$(1 - \tau^2) \left( \frac{2|x_1|}{3} - \frac{4}{3\tau} \|e\|_2 \right)^2 > \tau^2 \left[ \left( \sqrt{\frac{5}{4}M - \frac{7}{4}} + \frac{1}{2M} + \frac{1}{\sqrt{12}} \sqrt{M} \right) |x_1| + \|e\|_2 \right]^2,$$
  
  or equivalently,
  
  $$
  \left[ \frac{2}{3} \sqrt{1 - \frac{\tau^2}{\tau^2}} - \left( \sqrt{\frac{5}{4}M - \frac{7}{4}} + \frac{1}{2M} + \frac{1}{\sqrt{12}} \sqrt{M} \right) \right] |x_1| > \left( \frac{4}{3} \sqrt{1 - \tau^2} + 1 \right) \|e\|_2. \tag{20}
  $$

  We choose
  
  $$
  f(M, \tau) = \frac{F}{G}. \tag{21}
  $$

  With $\tau \leq 1/(\sqrt{6M})$ (implied from (8) and (7)), we note that $F > 0$ for $M \geq 1$. We then have if $\|e\|_2 \leq f(M, \tau) \min_{i \in \text{supp}(x)} (|x_i|)$, then the inequality (21) holds. Consequently, the inequality (18) holds, and thus (17) holds. As noted from the beginning of the proof, the above deterministic analysis is done conditioned on the event $O$, which holds with probability $1 - 2/N^\kappa$. The proof is complete.

### 3.4 Discussion

In this paper, we consider a sparse recovery algorithm named Thresholding Greedy Pursuit (TGP). The algorithm is based on CoSaMP with the addition of thresholding procedure. The only assumption we need for the probability distribution of the noise is rotational invariance. No knowledge about its strength is needed. This assumption is reasonable in high dimension, and so we can borrow techniques from high dimensional probability.

We analyze the performance of TGP algorithm in the regime where $N$ tends to infinity. As mentioned in the proofs, the sparsity level $M$ is required to be of level less than $O(\sqrt{N}/\sqrt{\log N})$. For bigger $M$, the number of measurements $N$ needs to increase as well. In Figure 9, we illustrate the performance of TGP for different sparsity levels $M$ and $\|e\|_2/\|b_0\|_2$. In this experiment, the matrix $A$ consists of normally distributed columns, and the signal $x$ is uniformly 1 at nonzero locations. Success in recovering the true support of the unknown corresponds to a value of one (the color yellow), and failure corresponds to a value of zero (the color blue). The small phase transition zone (the color green) contains intermediate values. The black lines are the graphs of $\sqrt{N}/\sqrt{M \log N}$ which represent the relative level of noise $\|e\|_2/\|b_0\|_2$ the algorithm can sustain. This can be seen from (21) when $x_1 = 1$ that $\|e\|_2 \lesssim \sqrt{N}/\sqrt{\log N}$ since $\tau \approx \sqrt{\log N}/\sqrt{N}$.

We also tested TGP for the case when the measurement matrix has some of the columns that are close to collinear. In general, if a location in the support corresponds to one of those columns, TGP will return all of the columns that are nearby. This is reasonable as the corresponding dot products will be approximately equal and the Thresholding procedure will identify all of them. This amplifies the nature of the algorithm: the more we know about the measurement matrix $A$, the better we can design the thresholding parameter $\tau$. A possible
research in this direction is to ensure no false negatives present when there are clusters of columns that are close to each other.

The MATLAB codes for the TGP and for the comparison with CoSaMP are available at https://github.com/randomwalk94/TGP.
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