Correlation of internal flow structure with heat transfer efficiency in turbulent Rayleigh-Bénard convection
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To understand how internal flow structures manifest themselves in the global heat transfer, we study the correlation between different flow modes and the instantaneous Nusselt number ($Nu$) in a two-dimensional square Rayleigh-Bénard convection cell. High-resolution and long-time direct numerical simulations are carried out for Rayleigh numbers between $10^7$ and $10^9$ and a Prandtl number of 5.3. The investigated Nusselt numbers include the volume-averaged $Nu_{vol}$, the wall-averaged $Nu_{wall}$, the kinetic energy dissipation based $Nu_{kinetic}$, and the thermal energy dissipation based $Nu_{thermal}$. The Fourier mode decomposition and proper orthogonal decomposition are adopted to extract the coherent flow structure. Our results show that the single-roll mode, the horizontally stacked double-roll mode, and the quadrupolar flow mode are more efficient for heat transfer on average. In contrast, the vertically stacked double-roll mode is inefficient for heat transfer on average. The volume-averaged $Nu_{vol}$ and the kinetic energy dissipation based $Nu_{kinetic}$ can better reproduce the correlation of internal flow structures with heat transfer efficiency than that of the wall-averaged $Nu_{wall}$ and the thermal energy dissipation based $Nu_{thermal}$, even though these four Nusselt numbers give consistent time-averaged mean values. The ensemble-averaged time trace of $Nu$ during flow reversal shows that only the volume-averaged $Nu_{vol}$ can reproduce the overshoot phenomena that is observed in the previous experimental study. Our results reveal that the proper choice of $Nu$ is critical to obtain a meaningful interpretation. a)
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I. INTRODUCTION

Thermal convection occurs ubiquitously in nature and has wide applications in industry. A paradigm for the study of thermal convection is the Rayleigh-Bénard (RB) convection, which is a fluid layer heated from the bottom and cooled from the top\textsuperscript{1–6}. The control parameters of the RB system include the Rayleigh number ($Ra$) and the Prandtl number ($Pr$). $Ra$ describes the strength of the buoyancy force relative to thermal and viscous dissipative effects as $Ra = \beta g \Delta T H^3 / (\nu \kappa)$. $Pr$ represents the thermophysical fluid properties as $Pr = \nu / \kappa$. Here, $H$ is the fluid layer height and $\Delta T$ is the imposed temperature difference. $\beta$, $\kappa$, and $\nu$ are the thermal expansion coefficient, thermal diffusivity, and kinematic viscosity of the fluid, respectively. $g$ is the gravitational acceleration. One of the response parameters of the RB system is the Nusselt number ($Nu$), which describes the global heat transfer efficiency of the system and is generally calculated as $Nu = J_{\text{total}} / J_{\text{conduction}}$. Here, $J_{\text{total}}$ is the total heat flux and $J_{\text{conduction}}$ is the heat flux due to pure conduction across the bottom and top walls. In an RB experiment\textsuperscript{7–11}, the instantaneous $Nu$ is calculated as $Nu(t) = (Q/S)/(\chi \Delta T(t)/H)$, where $Q$ is the power supplied to the RB convection cell, $S$ is the cross-sectional area of the cell, and $\chi$ is the thermal conductivity of the fluid. The temperature difference between the bottom and top walls is $\Delta T(t) = T_b(t) - T_t(t)$, where the temperatures of the bottom and top walls $T_b(t)$ and $T_t(t)$ are based on the average values of the two embedded thermistors in each plate.

In an RB direct numerical simulation (DNS), there are several different approaches to calculate $Nu$. Before briefly reviewing these approaches, we first introduce the following dimensionless variables:

$$
\begin{align*}
\frac{x}{H} & \rightarrow x^*, \quad \frac{t}{\sqrt{H/(\beta g \Delta T)}} \rightarrow t^*, \quad \frac{u}{\sqrt{\beta g H \Delta T}} \rightarrow u^*, \\
\frac{p}{(\rho_0 g \beta \Delta T L_0)} & \rightarrow p^*, \quad \frac{(T - T_0)}{\Delta T} \rightarrow T^*
\end{align*}
$$

(1)

Here, $T_0$ denotes the reference temperature. $x, t, u, p$, and $T$ are the position, time, velocity, pressure, and temperature, respectively. Their counterparts with the asterisk superscript (*) denote the dimensionless variables. The first approach to calculate $Nu$ is based on volume-averaged velocity and temperature fields\textsuperscript{12,13} as $Nu_{\text{vol}} = \sqrt{Ra Pr} \langle w^* T^* \rangle_{V,t} + 1$, where $w^*$ is the dimensionless vertical velocity component. Here, $\langle \cdots \rangle_{V,t}$ denotes the ensemble average over the whole convection cell and over the time. We assume the two parallel hot and cold walls are perpendicular to the vertical direction $z$. In this approach, the volume-averaged heat flux across the cell is $\langle w T - \kappa \partial T / \partial z \rangle_{V,t}$, and the heat flux due to pure conduction is $\kappa \Delta T / H$; thus, $Nu_{\text{vol}} = \langle w T - \kappa \partial T / \partial z \rangle_{V,t} / (\kappa \Delta T / H) =$
\[ \sqrt{RaPr}(w^*T^*)_{V,f} - \langle \partial T^*/\partial z^* \rangle_{V,f} \]; meanwhile, the top and the bottom walls remain at constant cold and hot temperatures, respectively, and we then have the term \[ \langle \partial T^*/\partial z^* \rangle_{V,f} = -1 \]. The second approach is to directly calculate the mean heat flux at the top and bottom walls as \[ Nu_{\text{wall}} = -\left( \langle \partial T^*/\partial z^* \rangle_{\text{top}} + \langle \partial T^*/\partial z^* \rangle_{\text{bottom}} \right)/2 \]. Here, \( \langle \cdots \rangle_{\text{top/bottom},t} \) denotes the ensemble average over the top (or bottom) wall and over the time. This approach takes advantage of the no-slip boundary conditions at the walls, thus \[ Nu_{\text{top/bottom}} = \langle -\kappa \partial T/\partial z \rangle_{\text{top/bottom},t}/(\kappa \Delta T/H) = -\langle \partial T^*/\partial z^* \rangle_{\text{top/bottom},t} \], and we then take the mean value of \( Nu_{\text{top}} \) and \( Nu_{\text{bottom}} \) as \( Nu_{\text{wall}} \). The third and fourth approaches are based on kinetic and thermal energy dissipation fields as \[ \text{Nu}_{\text{kinetic}} = 1 + \sqrt{RaPr} \langle \epsilon^*_u \rangle_{V,f} \] and \[ \text{Nu}_{\text{thermal}} = \sqrt{RaPr} \langle \epsilon^*_T \rangle_{V,f} \], respectively. Here, the kinetic and thermal energy dissipation rates in the dimensional form are defined as \[ \epsilon_u(x,t) = \nu \sum_{ij} \left[ \partial_i u_j(x,t) + \partial_j u_i(x,t) \right]^2 \] and \[ \epsilon_T(x,t) = \kappa \sum_i \left[ \partial_i T(x,t) \right]^2 \], respectively. These two approaches utilize the exact relations of Nusselt numbers and global averages of the kinetic and thermal energy dissipation as \[ \langle \epsilon^*_u \rangle_{V,f} = (Nu - 1)/\sqrt{RaPr} \] and \[ \langle \epsilon^*_T \rangle_{V,f} = Nu/\sqrt{RaPr} \], respectively. These exact relations were obtained by averaging the equation of motion and heat equation, which further form the backbone of the Grossmann-Lohse (GL) theory on turbulent heat transfer. It should be noted that the above four approaches to calculate the Nusselt numbers would give consistent values if the DNS is well resolved and statistically convergent, but not vice versa. For example, Kooij et al. observed ripples in instantaneous snapshots of the temperature field near sharp gradients when the simulation is under-resolved, while the above four Nusselt numbers from the simulation still look reasonable.

Previous studies have shown connections between \( Nu \) and the flow structures in the RB system. Sun et al. experimentally measured \( Nu \) in a cylindrical leveled cell (in which the large-scale circulation plane azimuthal sweeps) and in a tilted cell (in which the large-scale circulation, i.e., the LSC, is locked in a particular orientation). Results showed that \( Nu \) is larger in the leveled cell than that in the tilted one, thus demonstrating that different flow structures can give rise to different values of \( Nu \). Xi and Xia further observed both the single-roll structure and the double-roll structure in the large-scale flow. They examined the conditional average \( Nu \) (i.e., the average \( Nu \) corresponding to a particular flow structure) and found that the single-roll flow structure is more efficient for heat transfer than the double-roll structure. van der Poel et al. numerically simulated the aspect ratio dependence of \( Nu \) in a two-dimensional (2D) square cell. They conditionally averaged \( Nu \) based on flow structures and found that heat transfer is more efficient with less vertically arranged vortices or less horizontally elongated vortices. On the other
hand, an interesting feature of the LSC is the spontaneous and random directional reversal, which is related to the reversal of the Earth’s magnetic field\textsuperscript{25} and reversal of the convective wind in the atmosphere\textsuperscript{26}. During flow reversal in the RB convection, $Nu$ first drops to its minima (corresponding to the breakup of the main roll) and then increases to its normal value (corresponding to the re-establishment of the main roll). Xi et al.\textsuperscript{24} experimentally observed that $Nu$ has a momentary overshoot above its average value during flow reversal. The overshoot in $Nu$ was attributed to more coherent flow or plumes for the short period of time during reversal. In short, a more coherent flow would produce a higher heat transfer efficiency, and thus a larger $Nu$ value.

An effective approach to extract internal flow structures from the turbulence dataset is flow mode decomposition analysis, such as Fourier mode decomposition\textsuperscript{27,28} and proper orthogonal decomposition (POD) analysis\textsuperscript{29,30}. In these approaches, the instantaneous flow field is projected onto orthogonal basis, the instantaneous amplitude of the flow mode serves as the metrics to measure the strength of each flow mode. The relationship between the heat transfer efficiency and each flow mode can be obtained by calculating their cross-correlation function. A positive correlation would suggest that the flow mode produces more efficient heat transfer on average, and vice versa. In this work, we compare the features of four different Nusselt numbers (i.e., $Nu_{\text{vol}}$, $Nu_{\text{wall}}$, $Nu_{\text{kinetic}}$, and $Nu_{\text{thermal}}$), particularly their abilities on revealing the connection between the heat transfer efficiency and flow structures in the RB turbulent convection. As will become clear, proper choice of $Nu$ is critical to obtain a meaningful interpretation on how the flow structure affects the global heat transfer. Meanwhile, we should note the advantages and disadvantages of each flow mode decomposition analysis approach. First, in Fourier mode decomposition, we have to pre-design an appropriate Fourier basis, which may be nontrivial for complex geometry of the flow domain; in contrast, the POD does not require prior knowledge of the geometry of the flow domain. Second, the POD modes are ranked with respect to their energy content, while the same Fourier mode can be adopted for flows with different control parameters (e.g., $Ra$ and $Pr$).

The rest of this paper is organized as follows. In Sec. II we first present the mathematical model for the incompressible thermal flow under the Boussinesq approximation, followed by the lattice Boltzmann (LB) method to obtain velocity and temperature fields. In Sec. III we first present general features of four different Nusselt numbers and then analyze the cross correlation between $Nu$ and the energy of the Fourier mode, the cross correlation between $Nu$ and the amplitude of the POD mode, as well as the ensemble-averaged $Nu$ during flow reversal. In Sec. IV the main conclusions of the present work are summarized.
II. NUMERICAL METHOD

A. Direct numerical simulation of turbulent thermal convection

We consider incompressible thermal flows under the Boussinesq approximation. The temperature is treated as an active scalar, and its influence on the velocity field is realized through the buoyancy term. The viscous heat dissipation and compression work are neglected, and all the transport coefficients are assumed to be constants. The governing equations can be written as

\[ \nabla \cdot u = 0 \] (2a)

\[ \frac{\partial u}{\partial t} + u \cdot \nabla u = -\frac{1}{\rho_0} \nabla p + \nu \nabla^2 u + g \beta (T - T_0) \hat{z} \] (2b)

\[ \frac{\partial T}{\partial t} + u \cdot \nabla T = \kappa \nabla^2 T \] (2c)

where \( u = (u, w) \) is the fluid velocity. \( p \) and \( T \) are the pressure and temperature of the fluid, respectively. \( \rho_0 \) and \( T_0 \) are the reference density and temperature, respectively. \( \hat{z} \) is the unit vector in the vertical direction. We study the flow and heat transfer in a 2D cell for two reasons. First, the computational cost for 2D simulations is much lower than that of the 3D simulations, and thus, we can adopt a fine resolution of the boundary layers to capture the extreme events at high Rayleigh numbers. Second, a particular configuration of choice in the experimental studies is the quasi-2D rectangular geometry, which enables the minimization or even elimination of the influence from the three-dimensional dynamic features of the large-scale circulation. To efficiently mimic the quasi-2D rectangular cell adopted in the experiment, we choose the 2D cell in the numerical simulation.

We adopt the lattice Boltzmann (LB) method\textsuperscript{31–34} as the numerical tool for DNS of turbulent thermal convection, instead of directly solving the discretized nonlinear partial differential equations. The advantages of the LB method include easy implementation and parallelization, particularly on heterogeneous computing platforms, such as GPUs\textsuperscript{35}. The LB model to solve fluid flows and heat transfer is based on the double distribution function approach, which consists of a D2Q9 model for the Navier-Stokes equations (i.e., Eqs. 2a and 2b) to simulate fluid flows and a D2Q5 model for the convection-diffusion equations (i.e., Eq. 2c) to simulate heat transfer. In the LB method, to solve Eqs. 2a and 2b, the evolution equation of the density distribution function is written as

\[ f_i(x + e_i \delta_t + \delta_t) - f_i(x, t) = - (M^{-1} \mathbf{S})_{ij} \left[ \mathbf{m}_j(x, t) - \mathbf{m}_j^{(eq)}(x, t) \right] + \delta_i F_i \] (3)
where \( f_i \) is the density distribution function. \( \mathbf{x} \) is the fluid parcel position, \( t \) is the time, and \( \delta_i \) is the time step. \( \mathbf{e}_i \) is the discrete velocity along the \( i \)th direction. \( \mathbf{M} \) is the orthogonal transformation matrix that projects the density distribution function \( f_i \) and its equilibrium \( f_i^{(eq)} \) from the velocity space onto the moment space as \( \mathbf{m} = \mathbf{M}f \) and \( \mathbf{m}^{(eq)} = \mathbf{M}f^{(eq)} \). \( \mathbf{S} \) is the diagonal relaxation matrix and \( F_i \) is the forcing term. The macroscopic density \( \rho \) and velocity \( \mathbf{u} \) are obtained from \( \rho = \sum_{i=0}^{8} f_i \) and \( \mathbf{u} = (\sum_{i=0}^{8} \mathbf{e}_i f_i + \mathbf{F}/2) / \rho \), where \( \mathbf{F} = \rho g \beta (T - T_0) \hat{z} \). To solve Eq. (3), the evolution equation of temperature distribution function is written as

\[
g_i(\mathbf{x} + \mathbf{e}_i \delta_i, t + \delta_t) - g_i(\mathbf{x}, t) = -(N^{-1} \mathbf{Q})_{ij} \left[ n_j(\mathbf{x}, t) - n_j^{(eq)}(\mathbf{x}, t) \right]
\]

where \( g_i \) is the temperature distribution function. \( \mathbf{N} \) is the orthogonal transformation matrix that projects the temperature distribution function \( g_i \) and its equilibrium \( g_i^{(eq)} \) from the velocity space onto the moment space as \( \mathbf{n} = \mathbf{N}g \) and \( \mathbf{n}^{(eq)} = \mathbf{N}g^{(eq)} \). \( \mathbf{Q} \) is the diagonal relaxation matrix. The macroscopic temperature \( T \) is obtained from \( T = \sum_{i=0}^{4} g_i \). More numerical details on the LB method and validation of the in-house DNS code can be found in our previous work. 

B. Simulation settings

The top and bottom walls of the convection cell are kept at constant cold and hot temperatures, respectively, while the other two vertical walls are adiabatic. All four walls impose no-slip velocity boundary condition. The dimension of the cell is \( H \times H \). Simulation results are provided for the Rayleigh number of \( 10^7 \leq Ra \leq 10^9 \) and the fixed Prandtl number of \( Pr = 5.3 \). After reaching the statistically stationary state, we take another time span of \( t_{avg} \) to obtain statistically convergent results for turbulent analysis. In Table I, we list \( t_{avg} \) both in free-fall time unit \( t_f = \sqrt{H/(g\beta \Delta_T)} \) and large-eddy turnover time unit \( t_E \approx 4\pi/|\langle |\omega_c(t)| | \rangle |t| \), with \( \omega_c \) denoting the vorticity at the cell center. Because flow reversal occurs frequently at \( Ra = 10^8 \), to have enough statistics for the reversal events at \( Ra = 10^8 \), we simulate as long as 480 000 \( t_f \), which enables us to identify 694 flow reversal events. We check whether the grid spacing \( \Delta_g \) and time interval \( \Delta_t \) are properly resolved by comparing with the Kolmogorov and Batchelor scales. Here, the Kolmogorov length scale is estimated by the global criterium \( \eta_K = (v^3/\langle \varepsilon_u \rangle)^{1/4} = HPV^{1/2}/[Ra(Nu - 1)]^{1/4} \), the Batchelor length scale is estimated by \( \eta_B = \eta_K Pr^{-1/2} \), and the Kolmogorov time scale is estimated as \( \tau_\eta = \sqrt{v/\langle \varepsilon_u \rangle} = t_f \sqrt{Pr/((Nu - 1))} \). We use the volume-averaged \( Nu_{vol} \) to estimate the spatial and temporal resolutions because the other three definitions of Nusselt numbers give
very similar values of $Nu$, as discussed in Sec. III A. From Table I we can see that grid spacings satisfy $\max(\Delta_s/\eta_K, \Delta_s/\eta_B) \leq 0.46$ and the time intervals satisfy $\Delta_t \leq 0.00034\tau_\eta$, which ensure the spatial and temporal resolutions of the DNS.

| $Ra$   | $Pr$ | Mesh size | $\Delta_s/\eta$ | $\Delta_s/\eta_B$ | $\Delta_t/\tau_\eta$ | $t_{avg}/t_f$ | $t_{avg}/t_E$ |
|--------|------|-----------|------------------|-------------------|--------------------|----------------|----------------|
| $10^7$ | 5.3  | $257^2$   | 0.18             | 0.41              | $3.43 \times 10^{-4}$ | 240 000        | 17 622         |
| $10^8$ | 5.3  | $513^2$   | 0.19             | 0.44              | $2.46 \times 10^{-4}$ | 480 000        | 25 229         |
| $10^9$ | 5.3  | $1025^2$  | 0.20             | 0.46              | $1.74 \times 10^{-4}$ | 10 000         | 1 076          |

III. RESULTS AND DISCUSSION

A. General features of Nusselt numbers

To have a general understanding of the features for the four different Nusselt numbers, we plot the time series of instantaneous Nusselt numbers at $Ra = 10^7$ and $Pr = 5.3$ for the period of 10 000 free-fall time. From Fig. 1, we can see that all the four time series have similar mean values over time, which is consistent with previous findings that different approaches to calculate the Nusselt numbers would give consistent mean values, as introduced in Sec. II. On the other hand, the volume-averaged $Nu_{vol}$ has the most significant fluctuation, while the wall-averaged $Nu_{wall}$ has the smallest fluctuation. As for the kinetic energy dissipation based $Nu_{kinetic}$ and thermal energy dissipation based $Nu_{thermal}$, the fluctuation in the former values is larger than that in the latter one. We can understand that as the velocity field is more intensely varied compared to the temperature field, leading to stronger temporal fluctuations in $Nu_{vol}$ and $Nu_{kinetic}$ that include the velocity field information.

We further check the probability density functions (PDFs) of the four Nusselt numbers. In Fig. 2 we show the PDFs of the normalized Nusselt numbers $(Nu - \mu_{Nu})/\sigma_{Nu}$. Here, $\mu_{Nu}$ and $\sigma_{Nu}$ represent the mean value and standard deviation of $Nu$. Generally, the distributions of the normalized $Nu$ are universe, and all profiles of the PDFs collapse onto a single curve. However, we should also note the differences in the distributions of PDFs for flows with different $Ra$. At $Ra = 10^7$ and $Ra = 10^8$, the distribution is asymmetric (right-skewed) and can be described by the gamma distribution or generalized extreme value (GEV) distribution; in contrast, at $Ra = 10^9$,
FIG. 1. Time series of instantaneous Nusselt numbers: (a) the volume-averaged $N_u_{\text{vol}}$, (b) the wall-averaged $N_u_{\text{wall}}$, (c) the kinetic energy dissipation based $N_u_{\text{kinetic}}$, and (d) the thermal energy dissipation based $N_u_{\text{thermal}}$ at $Ra = 10^7$ and $Pr = 5.3$.

The distribution is symmetric and can be described by the Gaussian distribution. A possible reason is that at $Ra = 10^7$ and $Ra = 10^8$, the LSC is unstable and reverses its direction frequently; the erratic behaviour of the LSC leads to fluctuations in $Nu$ with more extreme events\cite{footnote}. At $Ra = 10^9$, the LSC is much more stable, the random fluctuations of $Nu$ follow the Gaussian distribution.

We quantitatively evaluate the mean and root-mean-square (r.m.s.) values of the four instantaneous Nusselt numbers, as shown in Table\text{[II]}\cite{footnote}. We also provide the reference results from Zhang et al.\cite{footnote} with the same simulation settings (denoted as $Nu_{\text{ref}}$). The relative difference can be calculated as $|\langle Nu_i \rangle_t - Nu_{\text{ref}}|/Nu_{\text{ref}}$ with $i \in \{\text{vol, wall, kinetic, thermal}\}$, and the differences are included in brackets in the corresponding rows. From Table\text{[II]}, we can see that the differences in Nusselt numbers are within 1%, indicating that our results are consistent with the previous one. On the other hand, we can see in the present simulations, the Nusselt numbers calculated from four different approaches show good consistency with each other. We also calculate the ratio between the r.m.s.
FIG. 2. Probability density functions (PDFs) of the normalized Nusselt numbers \((Nu - \mu_{Nu})/\sigma_{Nu}\) at (a) \(Ra = 10^7\), (b) \(Ra = 10^8\), and (c) \(Ra = 10^9\).

and the mean value of the Nusselt numbers to measure their relative fluctuation as \(\sigma_{Nu}/\langle Nu \rangle \), and the results are included in the brackets in the corresponding rows. At higher \(Ra\), there are more extreme events, yet occur at thinner boundary layers. Thus, with the increase in \(Ra\), the r.m.s. of \(Nu\) increases, while its relative fluctuation decreases. Overall, the relative fluctuation is significantly larger for \(Nu_{vol}\) than that for \(Nu_{wall}\).

We then examine the flow and temperature fields when the instantaneous \(Nu\) reaches 'extreme' large or small values, namely, the instant when \(Nu(t) > \langle Nu \rangle + 3\sigma_{Nu}\) or \(Nu(t) < \langle Nu \rangle - 3\sigma_{Nu}\). In Fig. 3 the top panel shows typical snapshots of temperature field and streamlines when the instantaneous \(Nu\) reaches an 'extreme' large value, while the bottom panel shows snapshots when \(Nu\) reaches an 'extreme' small value. We can see that at \(Ra = 10^7\) and \(10^8\), the flow structures change significantly for these two states. Specifically, when \(Nu(t) > \langle Nu \rangle + 3\sigma_{Nu}\), there exist two vertically stacked rolls, the thermal plumes rising from the hot bottom wall almost vertically hit the opposite wall. When \(Nu(t) < \langle Nu \rangle - 3\sigma_{Nu}\), there exist two horizontally stacked rolls, the plumes that are rising along the vertical wall lose their kinetic energy at half-height and then exhibit horizontal motion. Thus, here, we provide direct evidence that heat transfer is on average efficient.
with the two vertically stacked rolls, while it is on average inefficient with the two horizontally stacked rolls. At $Ra = 10^9$, the flow structure remains a stable big roll, which is nearly independent of the variation of $Nu$.

**B. Cross correlation between Nusselt numbers and the Fourier mode of the flow**

The Fourier mode decomposition has been employed to study flow reversal mechanisms in 2D and quasi-2D square convection cells $^{24,27,28,44-47}$, as well as heat transfer properties in a quasi-2D cell $^{48,49}$. Specifically, the instantaneous velocity field $(u, w)$ is projected onto the Fourier basis $(\hat{u}^{m,n}, \hat{w}^{m,n})$ as

$$ u(x, z, t) = \sum_{m,n} A_x^{m,n}(t) \hat{u}^{m,n}(x, z) \quad (5a) $$

$$ w(x, z, t) = \sum_{m,n} A_z^{m,n}(t) \hat{v}^{m,n}(x, z) \quad (5b) $$

Here, the Fourier basis $(\hat{u}^{m,n}, \hat{w}^{m,n})$ is chosen as $^{27,28}$

$$ \hat{u}^{m,n}(x, z) = 2 \sin(m \pi x) \cos(n \pi z) \quad (6a) $$

$$ \hat{w}^{m,n}(x, z) = -2 \cos(m \pi x) \sin(n \pi z) \quad (6b) $$
FIG. 3. Typical snapshots of the temperature field and streamlines when the instantaneous $Nu$ reaches (a-c) ‘extreme’ large value or (d-f) ‘extreme’ small value: (a and d) at $Ra = 10^7$, (b and e) at $Ra = 10^8$, (c and f) at $Ra = 10^9$.

Although the above Fourier basis functions do not satisfy the no-slip velocity boundary condition, it was shown previously that the Fourier mode decomposition captures the convection flow profiles well\textsuperscript{27,28,44}. The instantaneous amplitude of the Fourier mode is then calculated as

$$A_{x}^{m,n}(t) = \langle u(x,z,t), \hat{u}^{m,n}(x,z) \rangle = \sum_{i} \sum_{j} u(x_{i},z_{j},t) \hat{u}^{m,n}(x_{i},z_{j})$$ \hspace{1cm} (7a)

$$A_{z}^{m,n}(t) = \langle w(x,z,t), \hat{w}^{m,n}(x,z) \rangle = \sum_{i} \sum_{j} w(x_{i},z_{j},t) \hat{w}^{m,n}(x_{i},z_{j})$$ \hspace{1cm} (7b)

where $\langle u, \hat{u} \rangle$ and $\langle w, \hat{w} \rangle$ denote the inner product of $u$ and $\hat{u}$, $w$ and $\hat{w}$, respectively. The energy in each Fourier mode\textsuperscript{48} is evaluated as $E^{m,n}(t) = \sqrt{[A_{x}^{m,n}(t)]^2 + [A_{z}^{m,n}(t)]^2}$. Here, the $(m,n)$ Fourier mode corresponds to a flow structure with $m$ rolls in the $x$-direction and $n$ rolls in the $z$-direction, as illustrated in Fig. 4. In the following, we will consider $m$ and $n = 1,2,3$, namely, the first nine Fourier modes.
FIG. 4. Schematic illustration of the first four Fourier modes: (a) the (1,1) mode, (b) the (2,1) mode, (c) the (1,2) mode, and (d) the (2,2) mode.

The time evolution of energy in each Fourier mode at $Ra = 10^7$ and $Ra = 10^9$ for the period of 10 000 free-fall time is plotted in Figs. 5(a) and 5(b), respectively. Here, we normalize the energy of the $(m,n)$ Fourier mode $E^{m,n}(t)$ by dividing the total energy $E_{\text{total}}(t) = \sum_{m,n} E^{m,n}(t)$. We can see that for both $Ra$, the dominant Fourier mode is the (1,1) mode because it accounts for over 40% of the total energy. We can understand this flow mode as the primary roll in the cell center, corresponding to the large-scale circulation of the flow. The time-averaged energy in each Fourier mode $\langle E^{m,n}(t)/E_{\text{total}}(t) \rangle$ as a function of $Ra$ is further plotted in Fig. 5(c). At $Ra = 10^9$, the large-scale roll is of a tilde elliptical shape and it does not concentrate near the perimeter of the cell, and thus the relative contribution from the (1,1) mode is small and the two corner rolls account much more energy than they do in other $Ra$. We also notice that in Figs. 5(a) and 5(b), the evolutions of the (1,1) mode fluctuate more intense at $Ra = 10^7$ than that at $Ra = 10^9$. We then calculate the stability of the (1,1) Fourier mode $S^{1,1}$ as $S^{1,1} = \langle E^{1,1}(t) \rangle / \sigma_{E^{1,1}}$, such that a larger value of $S^{1,1}$ indicates a more stable main roll. We can see from Fig. 5(d) that the stability of the (1,1) mode is weak at $Ra = 10^7$ and $10^8$, which is due to the flow reversal of the main roll. Since the flow reversal is more frequent at $Ra = 10^8$ compared with that at $Ra = 10^7$, $S^{1,1}$ is smaller at the
FIG. 5. The time evolution of the energy in each Fourier mode for (a) $Ra = 10^7$ and (b) $Ra = 10^9$; (c) the time-averaged energy in each Fourier mode as a function of $Ra$; (d) the stability of the $(1,1)$ mode as a function of $Ra$.

former $Ra$. In contrast, the main roll is much more stable at $Ra = 10^9$, which is consistent with the observations shown in Fig. 3.

To examine the abilities of four different Nusselt numbers on revealing connections between the heat transfer efficiency and internal flow structures, we calculate the cross correlation between $Nu$ and the energy of the $(m,n)$ Fourier mode $E^{m,n}$ as $R_{Nu,E^{m,n}}(\tau) = \langle (Nu(t+\tau) - \langle Nu \rangle)(E^{m,n}(t) - \langle E^{m,n} \rangle) \rangle / (\sigma_{Nu}\sigma_{E^{m,n}})$, where $\sigma_{Nu}$ and $\sigma_{E^{m,n}}$ are the standard deviation of $Nu$ and $E^{m,n}$, respectively. In Fig. 6 we plot the cross correlation function as a function of dimensionless time delay $\tau/t_E$ at $Ra = 10^7$ and $Pr = 5.3$. Overall, we observe periodicity in the cross correlation between instantaneous $Nu$ and energies of the $(1,1)$ and $(2,2)$ Fourier modes, which is due to the periodicity of these flow modes. From Fig. 6(a), we can see that the volume-averaged $Nu_{vol}$ and the energy
of the (1, 1) Fourier mode \( E^{1,1} \) show a strong positive correlation. Similarly, the kinetic energy dissipation based \( \text{Nu}_{\text{kinetic}} \) shows a positive correlation with \( E^{1,1} \) as that of \( \text{Nu}_{\text{vol}} \), but only with a time lag of \( \tau \approx 0.3t_E \). On the other hand, the positive correlation of wall-averaged \( \text{Nu}_{\text{wall}} \) and \( E^{1,1} \) is weaker compared with that of \( \text{Nu}_{\text{vol}} \) and \( \text{Nu}_{\text{kinetic}} \). The thermal energy dissipation based \( \text{Nu}_{\text{thermal}} \) follows a similar pattern to \( \text{Nu}_{\text{wall}} \) on the correlations with \( E^{1,1} \). Previous results\(^{19,20,22,23}\) have suggested that heat transfer is more efficient with the single-roll flow structure on average, which corresponds to the (1, 1) Fourier mode. Thus, the correlations of \( \text{Nu}_{\text{vol}} \) and \( \text{Nu}_{\text{kinetic}} \) with the \( E^{1,1} \) shown here can reproduce previous findings better than \( \text{Nu}_{\text{wall}} \) and \( \text{Nu}_{\text{thermal}} \). The possible reason is that both \( \text{Nu}_{\text{vol}} \) and \( \text{Nu}_{\text{kinetic}} \) contain velocity field information, while the flow structure obtained via Fourier flow mode analysis is also essentially based on velocity field information. In contrast, \( \text{Nu}_{\text{wall}} \) and \( \text{Nu}_{\text{thermal}} \) only contain temperature field information, and they may not be good candidates to reveal the connections between the heat transfer efficiency and internal flow structures. In Fig. 6(b), we can see that all four Nusselt numbers show positive correlations with \( E^{2,1} \), suggesting that the (2, 1) Fourier mode (corresponding to two horizontally stacked rolls) is efficient for heat transfer on average, while the only difference lies in the time lag. In Fig. 6(c), all the Nusselt numbers show negative correlations with \( E^{1,2} \), suggesting that the (1, 2) Fourier mode (corresponding to two vertically arranged rolls) is inefficient for heat transfer on average. Again, the difference lies in the time lag. Finally, for the (2, 2) Fourier mode, its energy is positively correlated with all the Nusselt numbers, suggesting that the quadrupolar flow is efficient for heat transfer on average.

C. Cross correlation between Nusselt numbers and the amplitude of POD mode

The proper orthogonal decomposition (POD) has been employed to study flow reversal mechanisms in both 2D and 3D convection cells\(^{51-54}\). In the POD\(^{29,30}\), the spatiotemporal vector field \( \mathbf{X}(\mathbf{r},t) \) is decomposed as a superposition of empirical orthogonal eigenfunctions \( \phi_i(\mathbf{r}) \) and their amplitudes \( a_i(t) \) as

\[
\mathbf{X}(\mathbf{r},t) = \sum_{i=1}^{\infty} a_i(t) \phi_i(\mathbf{r})
\]

The eigenfunctions \( \phi_i(\mathbf{r}) \) are solutions of the eigenvalue problem

\[
\int_{\Omega} \left[ \frac{1}{N} \sum_{k=1}^{N} \mathbf{X}(\mathbf{r},t_k) \mathbf{X}(\mathbf{r'},t_k) \right] \phi_i(\mathbf{r'}) d\mathbf{r'} = \lambda_i \phi_i(\mathbf{r})
\]
where $\Omega$ is the spatial domain, and $N$ is the total snapshots. If the empirical eigenfunctions are normalized, we have $\langle a_i(t) a_j(t) \rangle_t = \delta_{ij} \lambda_i$, where $\delta_{ij}$ is Kroneker symbol and $\lambda_i$ is the energy of the $i$th POD mode. The eigenvalue problem described in Eq. (9) can also be written as

$$C \Phi = \Phi \Lambda$$

where the positive definite symmetric matrix $C = (1/N)XX^T$ is the auto-correlation matrix of $X$. The columns $\phi_i$ of the matrix $\Phi$ are the eigenvectors of matrix $C$ corresponding to the eigenvalues $\lambda_i$. The matrix $\Lambda$ is a diagonal matrix containing these eigenvalues.

On the other hand, the singular value decomposition (SVD) algorithm provides a numerically stable matrix decomposition that is guaranteed to exist. Generally, for the dataset $X \in \mathbb{R}^{n \times m}$, we have $X = U \Sigma V^T$, where $U \in \mathbb{R}^{n \times n}$ and $V \in \mathbb{R}^{m \times m}$ are unitary matrices, and their components...
are denoted as \( u_i \) and \( v_i \), respectively. \( \Sigma = \text{diag}(\sigma_1, \sigma_2, \cdots, \sigma_m) \) is a diagonal matrix containing real and non-negative entries, and these diagonal elements are singular values of matrix \( X \). The SVD is closely related to the eigenvalue problem involving the correlation matrix \( C \). The relation \( XX^T = U\Sigma\Sigma^T U^T \) indicates that the solution of the eigenvalue problem described in Eq. \( \text{[10]} \) can be solved with the SVD algorithm, where the eigenvector is \( \Phi = U \) and the eigenvalue is \( \Lambda = (1/N)\Sigma\Sigma^T \). We then have the POD mode \( \phi_i \), its energy \( \lambda_i \), and its amplitude \( a_i(t) \) as

\[
\phi_i(r) = u_i, \quad \lambda_i = \frac{1}{N}\sigma_i^2, \quad a_i(t) = \sigma_i v_i
\]  

(11)

The shape of the first four POD modes is shown in Fig. \( \text{[7]} \) which was obtained on a dataset of 10 000 snapshots at \( Ra = 10^7 \) and \( Pr = 5.3 \). The most energetic POD mode consists of a primary roll in the cell center, which is similar to the \((1,1)\) Fourier mode. The second most energetic POD mode is associated with a quadrupolar flow, which corresponds to the \((2,2)\) Fourier mode. The third most energetic POD mode consists of two rolls stacked in the vertical direction, and it corresponds to the \((1,2)\) Fourier mode. The fourth most energetic POD mode consists of two rolls stacked in the horizontal direction, and it corresponds to the \((2,1)\) Fourier mode. Thus, the leading POD modes are directly related to the Fourier modes.

The time evolution of each POD mode amplitude at \( Ra = 10^7 \) and \( Pr = 5.3 \) for the period of 10 000 free-fall time is plotted in Fig. \( \text{[8]}(a) \). We can see that the amplitude of the first POD mode changes its sign at \( t \approx 5500t_f \), which suggests a flow reversal event because the first POD mode is related to the large-scale circulation roll. Overall, the amplitude of the first POD mode is much larger than the rest ones, which can also be demonstrated from the accumulated energy \( \sum \lambda_i \) as a function of POD mode number \( i \). In Fig. \( \text{[8]}(b) \), we can see that the first POD mode accounts for over 77% of the total energy. The dashed gray line in Fig. \( \text{[8]}(b) \) indicates that it takes 50 POD modes to reach 99% of the total energy.

To further examine the abilities of four different Nusselt numbers on revealing connections between the heat transfer efficiency and internal flow structures, we then calculate the cross correlation between \( Nu \) and the absolute value of POD mode amplitude \( |a_i| \) as \( R_{Nu,|a_i|}(\tau) = \langle (Nu(t + \tau) - \langle Nu \rangle)(|a_i(t)| - |\langle a_i \rangle|) \rangle / (\sigma_{Nu}\sigma_{|a_i|}) \), where \( \sigma_{Nu} \) and \( \sigma_{|a_i|} \) are the standard deviation of \( Nu \) and \( |a_i| \), respectively. Here, we adopt the absolute value of the POD mode amplitude, since the change of its sign only indicates the reversal of the flow circulation direction. In Fig. \( \text{[9]} \), we plot the cross correlation function as a function of time delay \( \tau \) at \( Ra = 10^7 \) and \( Pr = 5.3 \). Following the analysis on the correlation between \( Nu \) and the energy of the Fourier mode \( E^{m,n} \) (see
(a) 1st mode
(b) 2nd mode
(c) 3rd mode
(d) 4th mode

FIG. 7. (a-d) The first four proper orthogonal decomposition (POD) modes at $Ra = 10^7$ and $Pr = 5.3$ for the period of 10,000 free-fall time.

Sec. III B), we can generally perform the same analysis on the correlation between $Nu$ and the absolute value of the POD mode amplitude $|a_i|$. For the sake of clarity, we will not repeat the detailed procedure here. The main conclusion we can draw from the results in Figs. 6 and 9 is that the POD mode dynamics exhibits almost the same behavior as that of the Fourier mode. We can observe one-to-one correspondence in terms of the cross correlation functions between the above two different flow mode analysis approaches. Thus, the POD analysis further justifies that using $Nu_{vol}$ and $Nu_{kinetic}$ can better reproduce the correlation between the heat transfer efficiency and flow structure obtained via flow mode analysis, and the use of these two Nusselt numbers is recommended.

D. Ensemble-averaged Nusselt numbers during flow reversal

With long-time DNS, we identified a large number of 694 reversal events at $Ra = 10^8$ and $Pr = 5.3$, which allows us to examine the behavior of different Nusselt numbers during flow reversal. Based on the DNS data, we calculate the ensemble-averaged time trace of $Nu$ as follows:
we first locate the data point where the dimensionless angular momentum $L/L_0$ is crossing zero during the reversal. Then, starting from this data point, we go forward and backward for 150 data points, respectively and extract this 300 data-point-long time segment of $Nu$ (corresponding to $30t_E$, which is enough to cover the mean duration time of $16t_E$ for the flow reversal). After that, we average all the 694 time segments of $Nu$ onto this 300 data points, the so-obtained averaged time trace exhibits the ensemble-averaged time evolution of $Nu$ during flow reversals, as shown in Fig. 10. For the wall-averaged $Nu_{wall}$, the kinetic energy dissipation based $Nu_{kinetic}$, and the thermal energy dissipation based $Nu_{thermal}$ (see Figs. 10b-10d), we can only observe that the $Nu$ numbers decrease before the reversal, drop to their minima at $t \approx 0$, and then increase to their normal value after the reversal. In contrast, we can observe a momentary overshoot in the volume-averaged $Nu_{vol}$ above its average value (see Fig. 10a) during flow reversal. We note among the four different Nusselt numbers, only $Nu_{vol}$ simultaneously includes the velocity and temperature field information, while the other three $Nu$ reflect either the velocity field or the temperature field information, which may be the reason that only $Nu_{vol}$ can reproduce the ‘overshoot’ phenomena observed in a previous experimental study.

IV. CONCLUSIONS

In this work, we have performed high-resolution and long-time direct numerical simulations of turbulent Rayleigh-Bénard convection to investigate the correlation of the internal flow struc-
FIG. 9. Cross correlation between the instantaneous $Nu$ and the amplitude (absolute value) of (a) the first POD mode, (b) the second POD mode, (c) the third POD mode, and (d) the fourth POD mode at $Ra = 10^7$ and $Pr = 5.3$.

ture and heat transfer efficiency. Specifically, we examined the abilities of four different Nusselt numbers (i.e., the volume-averaged $Nu_{vol}$, the wall-averaged $Nu_{wall}$, the kinetic energy dissipation based $Nu_{kinetic}$, and the thermal energy dissipation based $Nu_{thermal}$) on revealing this connection. The main findings are summarized as follows:

1. All the four different Nusselt numbers exhibit consistent time-averaged mean values, and their PDFs collapse onto a single curve. $Nu_{vol}$ shows the largest fluctuation, while $Nu_{wall}$ shows the smallest fluctuation.

2. The Fourier mode decomposition and the POD analysis show that in the 2D square RB cell, the single-roll flow structure, the horizontally stacked roll flow structure, and the quadrupo-
FIG. 10. Ensemble-averaged Nusselt numbers during flow reversal: (a) the volume-averaged $N_{\text{vol}}$, (b) the wall-averaged $N_{\text{wall}}$, (c) the kinetic energy dissipation based $N_{\text{kinetic}}$, and (d) the thermal energy dissipation based $N_{\text{thermal}}$ at $Ra = 10^8$ and $Pr = 5.3$. The dashed gray lines indicate the average value of the corresponding $Nu$.

lar flow structure are more efficient for heat transfer on average. In contrast, the vertically stacked roll flow structure is inefficient for heat transfer on average.

3. The cross correlation functions between instantaneous $Nu$ and flow mode amplitude indicate that $N_{\text{vol}}$ and $N_{\text{kinetic}}$ can better reproduce the correlation between the flow structure and heat transfer efficiency than that of $N_{\text{wall}}$ and $N_{\text{thermal}}$. To analyze the correlation between $Nu$ and the flow structures obtained via flow mode analysis, we recommend using the former two Nusselt numbers.

4. During flow reversal, a previous experimental study reported that $Nu$ has a momentary over- shoots above its average value due to more coherent flow or plumes. Among the four Nusselt
numbers, only the ensemble-averaged time trace of $\langle Nu_{vol} \rangle$ can reproduce the overshoot phenomena.
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