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Abstract

In order to introduce deep learning technologies into anomaly detection, Generative Adversarial Networks (GANs) are considered as important roles in the algorithm design and realistic applications. In terms of GANs, event probability reflected in the objective function, has an impact on the event generation which plays a crucial part in GAN-based anomaly detection. The information metric, e.g. Kullback-Leibler divergence in the original GAN, makes the objective function have different sensitivity on different event probability, which provides an opportunity to refine GAN-based anomaly detection by influencing data generation. In this paper, we introduce the exponential information metric into the GAN, referred to as MIM-based GAN, whose superior characteristics on data generation are discussed in theory. Furthermore, we propose an anomaly detection method with MIM-based GAN, as well as explain its principle for the unsupervised learning case from the viewpoint of probability event generation. Since this method is promising to detect anomalies in Internet of Things (IoT), such as environmental, medical and biochemical outliers, we make use of several datasets from the online ODDS repository to evaluate its performance and compare it with other methods.
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I. INTRODUCTION

A. Background

Towards the smart and wireless-Internet era, it is favored and required to introduce Artificial Intelligence (AI) technologies into the real-world applications of Internet of Things (IoT) [1]–[3]. As a widely used AI technology, Generative Adversarial Networks (GANs) [4] are feasible for complex or high-dimensional data processing that is commonly suffered in IoT [5], [6]. In practice, there are a great deal of applications based on GANs [7]–[11], such as image reconstruction, behavior imitation, pedestrian reidentification and secure steganography, especially anomaly detection.

In fact, anomaly detection, as a research direction with many realistic uses, has attracted a lot of attentions in numerous scenarios, such as fraud identification [12], manufacturing quality control [13], emergency alarm [14] and medical screening [15], especially in IoT or Industrial IoT (IIoT). In terms of IoT, there are a huge number of sensors generating large volumes of multidimensional data, where data anomalies caused by system errors or malicious attacks do harm to the application effectiveness or even make the system break down [16]–[18]. As a crucial challenge in IoT, anomaly detection has been widely investigated in system security and monitoring management fields, including Intrusion Detection Systems (IDSs) [16], [17], [19]–[21], fraud monitoring [22], [23], data-based decision [24]–[26] and so on. Conceptually, anomaly detection refers to digging out the abnormal data that is inconsistent with the general data in the viewpoint of given rules or features, which is also regarded as a binary-classification issue for normal data and abnormal data.

As for usual anomaly detection methods, it is popular to use a model to describe the characteristics of normal data and then find the abnormal data having large deviation from this model [27]–[30], which corresponds to the core idea of density-based methods [31]–[33], distance-based methods [34]–[37], reconstruction-based methods [38]–[41] and mixture methods [42], [43]. However, in these methods, not only different assumptions and prior information are needed to select appropriate parameters of models, but high-dimensional data also damages the detection efficiency and effectiveness.

With the development of sensors for data acquisition, multi-sensor fusion data is usually obtained which is difficult to handle and analyze by using conventional methods. In this case, learning-based neural networks technologies [44], [45], such as Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), Variational Auto-Encoder (VAE) networks, are considered to bring gains or novel results into the anomaly detection. However, these existing networks mainly focus on handling the data with particular characteristics, such as spatial data or temporal data, which implies it is necessary to alter the networks according to specific datasets. While, by resorting to the combination structure
for neural networks, GANs are introduced into anomaly detection [46]–[50], which not only provide a game model to deal with multidimensional data distributions but also have advantages on incorporating different networks to process different datasets.

As for GAN-based anomaly detection, there are almost weakly supervised or semi-supervised methods with partial normal data labels, as well as the unsupervised methods with prior information [51]–[55], such as spatial and temporal characteristics or other preprocessing based on data attributes. Few totally unsupervised methods are investigated for unordered high-dimensional data. Moreover, few works theoretically explain the intrinsic principle of GAN-based anomaly detection, from the perspective of event probability.

In this work, we take advantage of a new kind of GAN with the exponential information metric to detect anomalies hidden in unordered discrete data, without any supervised training or prior information. Especially, event probability, as a fundamental factor on the data generation of GANs, is analyzed from the viewpoint of its influence on the objective function. Based on this, we provides a theoretical explanation why the proposed GAN-based method is workable for entirely unsupervised anomaly detection.

B. Related works

1) Anomaly detection:

As far as anomaly detection is concerned, it is a straightforward method to establish a model for normal data profiles and pick out the anomalous data not fitting the model well. The Gaussian Mixture Model (GMM) [31] is applied to estimate the density of the given data to detect anomalies, whose parameters are evaluated by use of the globally optimal Expectation-Maximization (EM) algorithm [32] or an estimation neural network [33]. Instead of using the density of data, distance-based methods also provide a way to detect anomalies, which measure the rarity of each object, such as Local Outlier Factor (LOF) [34], [35] and Angle-based Outlier Factor (AOF) [36]. To handle multivariate data, Minimum Covariance Determinant (MCD) estimator [37] is used to robustly estimate the corresponding location and scatter based on Mahalanobis squared distance. While, different from the popular methods focusing on normal data profiling, Isolation Forest [27], [28] makes use of anomaly isolation to distinguish abnormal data from normal data.

To achieve anomaly detection with high-dimensional data, One-Class Support Vector Machine (OC-SVM) [29], [30] is used to obtain a hyperplane to classify the original data into the majority set or minority set, while it also needs appropriate parameters of model before the testing process. Besides, the reconstruction-based methods, such as Matrix Factorization (MF) [38], [39] as well as deep Auto-encoders [40], [41], are considered to detect anomalies with high reconstruction error using the compression and
decompression idea. Moreover, it is available to pick out anomalies hidden in high-dimensional data by mixing several techniques, such as K-Means algorithm and Principal Component Analysis (PCA) [42], [43], which combines dimensionality reduction and clustering methods to achieve anomaly detection.

Using the game framework based on neural networks, GANs are introduced into anomaly detection to bring many benefits including high-dimensional data processing and incorporating other complex neural networks. AnoGAN [46] is proposed to discover unhealthy cases from unseen medical images by using deep CNNs as the generator and discriminator to score the testing samples. Then, to further stabilize training and improve detection performance, Adversarially Learned Anomaly Detection (ALAD) [47] is designed by resorting to the structure of Bidirectional GANs [48] and encoder networks, as well as, GANomaly [49] is proposed using the generator with encoder-decoder-encoder networks. Besides, f-AnoGAN [50] is presented to accelerate training by exploiting a related encoder training procedure and a kind of GAN which takes advantage of Wasserstein distance as the information metric in the objective function.

In many scenarios of anomaly detection, the architectures of GANs and objective functions based on information metrics are adjusted to fit the specific data with different characteristics. For instance, CNNs and Long-short Term Memory (LSTM) are used in generators and discriminators to handle the data with spatial and temporal features [51], [52]. As well, Auto-Encoder (AE) networks are also introduced into adversarial networks as the reconstruction model to detect anomalies for Hyper-Spectral Images (HSIs) [53]–[55].

In addition, anomaly detection is commonly used in IoT applications. For example, a cluster-based data analysis framework is designed based on recursive principal component analysis to achieve outlier detection and sensor data aggregation in IoT systems [56]. As well, a fog-empowered anomaly detection method is presented depending on an efficient hyperellipsoidal clustering algorithm, which is suitable for the fog computing architecture [57]. An anomaly detection algorithm is studied based on multidimensional data processing, which is also with an autoregressive exogenous model for detecting sensor-level anomalies and a Cumulative Coefficient of Value (CCoV) measure for high-value sensing device identification [18]. A mixture method based on big data analytics is presented for the Network-based IDS (NIDS) of IoT networks, which incorporates the event strength function, Dynamic Pareto Set and multicriteria temporal graphs [16].

Besides, as a kind of popular deep learning method for multidimensional data processing, GANs are also introduced into the anomaly detection for IoT systems, especially for IDS and monitoring applications. Specifically, a distributed GAN-based IDS method is studied to detect internal and external attacks for IoT without relying on the central control unit too much [20]. An hierarchical anomaly detection approach
is designed with the cooperation of GAN and AE networks, which addresses the issues of the lack of sufficiently-large amount of IoT traffic data and privacy protection [21]. An integrated generative model for IIoT is investigated based on GANs and bi-directional LSTM with attention mechanism to dig out multidimensional industrial time series anomalies [58]. As well, an edge-based detection method adopts encoder networks and original GAN to construct the Stepwise GAN (StepGAN) [22], which is used to detect anomalies of liquid rocket engine at the edge of IoT.

2) Models of GANs:

From the perspective of objective functions, it is common to investigate the GANs with different information metrics. As far as the original GAN [4] is concerned, there exists Jensen-Shannon divergence in the objective function, which consists of two symmetric Kullback-Leibler Divergences (KLDs). Similar to the original GAN, a series of classical GANs, such as InfoGAN [59] and Variational Auto-Encoder GAN (VAEGAN) [60], adopt KLD to measure the hidden information distance between real data and generative data. However, the objective function based on KLD has its disadvantages on effectiveness and efficiency of learning process. To make up for this, there are some following literatures replacing the KLD with other information distances.

To avoid the vanishing gradients phenomenon, Pearson \( \chi^2 \) divergence is introduced into the objective function, whose corresponding GAN is named Least Squares Generative Adversarial Networks (LSGAN) [61]. Another information metric, Earth Mover Distance (EMD) is also adopted in Wasserstein Generative Adversarial Networks (WGAN) to achieve a better training trade-off between the discriminator and the generator [62]. To enable the stable training without hyper-parameter tuning, an improved WGAN with gradient penalty (named WGAN-GP) is designed by enforcing the Lipschitz constraint [63].

In fact, based on the core idea of original GAN, there are a series of works to ameliorate GANs from the perspective of architectures, such as Conditional GAN (CGAN) [64] and Deep Convolutional GAN (DCGAN) [65]. Based on the architecture modifications in the Bayesian GAN [66] and two-discriminators GAN [67], the issue of mode collapse in the original GAN is overcome, though training techniques are also available to handle this issue [68]. Moreover, there are other GANs with different architectures designed to improve the generation performance for special applications. For instance, CycleGAN [69] makes use of two mapping functions with cycle consistency losses to refine image-to-image translation. To enable high generation quality for images, Progressively-Growing GAN [70] and Stacked GAN [71] are designed based on multi-scale architectures for both discriminator and generator. While, to solve the issue about controlling the image synthesis, StyleGAN [72] is proposed by use of a new architecture with Adaptive Instance Normalization (AdaIN). As a high-fidelity image generation model, BigGAN [73] can train large-scale neural networks, which include many components such as Self-Attention and Spectral
Normalization.

In our work, an improved GAN is designed from the viewpoint of information metric in the objective function, which is independent from the research route based on complicated architectures. More importantly, information metrics not only make differences on the training process performance of GANs by altering the corresponding mathematical characteristics of objective functions, but also reflect the event probability influence on data generation efficiency in some degree. This provides a potential advantage for the anomaly detection based on GANs.

C. Contributions and organization

We make a summary for the contributions and organization as follows:

- By drawing the main thought of Message Importance Measure (MIM) into the objective function, a novel GAN model called MIM-based GAN is introduced, whose special characteristics are discussed with respect to data generation, especially for small probability events.
- By resorting to MIM-based GAN, an unsupervised anomaly detection method is proposed, whose principle is also analyzed from the viewpoint of probability event generation.
- Several real datasets are used to evaluate the performance of unsupervised anomaly detection for the method with MIM-based GAN and compare it with other methods.

The rest part is organized as follows. In Section II, MIM-based GAN is presented based on the idea of MIM and its several characteristics are also investigated in theory. In Section III, an unsupervised anomaly detection method with MIM-based GAN is proposed and its principle is explained in theory. Section IV take experiments to evaluate the data generation performance for MIM-based GAN, as well as provide the comparison for the method with MIM-based GAN and several other methods in terms of unsupervised anomaly detection. In the end, we make a conclusion for this work in the Section V.

II. MODEL OF MIM-BASED GAN

A. A general form of two-player game in GANs

Considering the core idea of GANs, both optimal discriminator and generator networks are trained to generate the data which follows the distribution approximating to the real. From the conventional perspective, the framework of GANs is designed by use of the two-player game between the two networks, in which the objective functions play important roles.

In general, the two-player game for the objective function optimization can be described as

$$
\min_G \max_D L(D, G),
$$

(1)
as well as the objective function denoted by \( L(D, G) \) is defined as
\[
L(D, G) = \mathbb{E}_{x \sim P}[f(D(x))] + \mathbb{E}_{z \sim P}[g(D(G(z)))]
\]
where \( f(\cdot) \) and \( g(\cdot) \) denote two functions, \( D \) denotes the discriminator network, \( G \) denotes the generator network, \( x \) and \( z \) are the inputs for \( D \) and \( G \) respectively, \( P, P_{g_{u}} \) and \( P_{z} \) denote the corresponding distributions for the real data, generative data and input data of generator, respectively.

In particular, there are several classical GANs in Table I which are summarized in the viewpoint of the form of objective function. In this regard, the essential idea is that information metrics are considered as theoretical units for the specific objective functions of GANs.

### TABLE I

**THE GANs SUMMARIZED ACCORDING TO THE FORM OF OBJECTIVE FUNCTION**

| Type of GANs | Objective Function Optimization | Corresponding Functions in the General Form |
|--------------|---------------------------------|--------------------------------------------|
| Original GAN | \( \min_D \max_G \{ \mathbb{E}_{x \sim P}[\ln D(x)] + \mathbb{E}_{z \sim P}[\ln(1 - D(G(z)))] \} \) | \( f(\cdot) \) and \( g(\cdot) \) in Eq. (2): \( f(u) = \ln(u) \), \( g(u) = \ln(1 - u) \), or \( f(u) = -\ln(\frac{1}{1 - u}) \), \( g(u) = -\ln(\frac{u}{1 - u}) \). |
| LSGAN        | \( \max_D \min_G \{ \mathbb{E}_{x \sim P}[\ln D(x)] + \mathbb{E}_{z \sim P}[\ln(1 - D(G(z)))] \} \) | \( f(\cdot) \) and \( g(\cdot) \) in Eq. (3): \( f(u) = -\frac{1}{2}(u - 1)^2 \) and \( g(u) = -\frac{1}{2}u^2 \). |
| WGAN         | \( \min_D \sup_{\|D\|_{L^1} \leq 1} \{ \mathbb{E}_{x \sim P}[D(x)] - \mathbb{E}_{z \sim P}[D(G(z))]) \} \), where \( \| \cdot \|_{L^1} \leq 1 \) denotes 1-Lipschitz constraint condition. | \( f(\cdot) \) and \( g(\cdot) \) in Eq. (4): \( f(u) = u \) and \( g(u) = -u \). |
| MIM-based GAN | \( \max_D \min_G \{ \mathbb{E}_{x \sim P}[\exp(1 - D(x))] + \mathbb{E}_{z \sim P}[\exp(D(G(z)))] \} \) | \( f(\cdot) \) and \( g(\cdot) \) in Eq. (5): \( f(u) = -\exp(1 - u) \) and \( g(u) = -\exp(u) \). |

**B. MIM-based GAN and its characteristics**

Compared with Shannon entropy, the MIM using the exponential function to supersede the logarithmic function, makes a more positive effect on the small probability event processing. By virtue of the exponential function, an information distance named Message Identification (M-I) divergence performs better than KLD (depending on the logarithmic function) when detecting outlier sequences. Consequently, with respect to information characterization, the exponential function has different properties from the logarithmic function.

In view of the amplification for small probability events in the MIM, there may exist a potential superiority for the objective function in which the logarithmic function is replaced by the exponential function. According to the general optimization form for GANs described in Eq. (1), it is necessary...
to consider the convexity of objective function, when introducing the exponential function into the optimization problem. In the light of the convexity of exponential function, the maxmin optimization problem is used as an equivalent form for the minmax optimization problem by adjusting the functions $f(\cdot)$ and $g(\cdot)$ in Eq. (2).

Based on the above discussion, a new kind of objective function with the exponential information metric is presented and its corresponding GAN defined as follows.

**Definition 1 (MIM-based GAN).** By resorting to the idea of the information metric with the exponential function, i.e. MIM, a new adversarial networks named MIM-based GAN is designed, whose two-player game with the objective function based on MIM is described as

$$\max_G \min_D L_{\text{MIM}}(D, G),$$

where $L_{\text{MIM}}(D, G)$ is the objective function given by

$$L_{\text{MIM}}(D, G) = E_{x \sim \mathbb{P}}[\exp(1 - D(x))] + E_{z \sim \mathbb{P}_z}[\exp(D(G(z)))]$$

whose notations (e.g. $D$, $G$, $x$, $z$, $\mathbb{P}$, $\mathbb{P}_{g\theta}$ and $\mathbb{P}_z$) are the same as those described in Eq. (2).

Actually, the principle of MIM-based GAN is the same as that in the original GAN, where the objective function leads the neural networks of discriminator and generator to update the weight parameters by using back propagation.

Some fundamental characteristics of MIM-based GAN will be discussed in the following subsections.

1) Optimality of $\mathbb{P} = \mathbb{P}_{g\theta}$:

As for a given generator $G$, its corresponding optimal discriminator $D$ is discussed in the following Lemma.

**Lemma 1 (Optimal discriminator).** If the generator $g_\theta$ is fixed, the optimal discriminator of MIM-based GAN is given by

$$D_{\text{MIM}}^*(x) = \frac{1}{2} + \frac{1}{2} \ln \left\{ \frac{P(x)}{P_{g_\theta}(x)} \right\},$$

where $P(\cdot)$ and $P_{g_\theta}(\cdot)$ respectively denote the real probability density and the generative probability density for the corresponding distributions $\mathbb{P}$ and $\mathbb{P}_{g_\theta}$.

**Proof.** Please see the Appendix A. \hfill $\square$
By substituting the optimal discriminator $D^*_{MIM}$ into $L_{MIM}(D, G)$ under the condition that the generator $G$ is given, it is not difficult to see that

$$L_{MIM}(D = D^*_{MIM}, G) = \mathbb{E}_{x \sim \mathbb{P}}[\exp(1 - D^*_{MIM}(x))] + \mathbb{E}_{x \sim \mathbb{P}_{g\theta}}[\exp(D^*_{MIM}(x))]$$

$$= \mathbb{E}_{x \sim \mathbb{P}}\left[\exp\left(\frac{1}{2} + \ln\left(\frac{P(x)}{P_{g\theta}(x)}\right)^{\frac{1}{2}}\right)\right]$$

$$+ \mathbb{E}_{x \sim \mathbb{P}_{g\theta}}\left[\exp\left(\frac{1}{2} + \ln\left(\frac{P(x)}{P_{g\theta}(x)}\right)^{\frac{1}{2}}\right)\right]$$

$$= \sqrt{e}\left(\frac{P(x)}{P_{g\theta}(x)}\right)^{\frac{1}{2}} + \mathbb{E}_{x \sim \mathbb{P}_{g\theta}}\left[\left(\frac{P_{g\theta}(x)}{P(x)}\right)^{\frac{1}{2}}\right].$$

**Proposition 1** (Optimal solution of objective function). Assume that the optimal discriminator in MIM-based GAN is obtained, which is given by Eq. (5). In this case, the equivalent objective function i.e. $L_{MIM}(D = D^*_{MIM}, G)$ (mentioned in Eq. (6)) achieves its optimal solution if and only if $\mathbb{P} = \mathbb{P}_{g\theta}$, where the maximum value of $L_{MIM}(D = D^*_{MIM}, G)$ is reached, that is $2\sqrt{e}$.

**Proof.** Please see the Appendix [B]

2) **Resistance to mode collapse:**

It is worth analyzing the mode collapse which likely appears in the original GAN when optimizing the corresponding objective function. To simplify the theoretical analysis, we focus on the generator which has an immediate impact on data generation by supposing that the optimal discriminator is given.

**Proposition 2** (Mode collapse resistance). Assume that with respect to an arbitrary generator, the corresponding optimal discriminator is achieved in the two-player game of MIM-based GAN. In this case, the optimization problem for the generator which dominates the efficiency of generating data, prevents it from $P_{g\theta}(x) \to 0$, where $P_{g\theta}(x)$ is the generative probability density. This implies more efficient data categories involved in the real probability density $P(x)$ are probably generated rather than ignored, which means a kind of resistance to mode collapse. Similar to MIM-based GAN, this mode collapse resisting capacity is also available in LSGAN and WGAN. However, in the original GAN, the optimization for generator leads to $P_{g\theta}(x) \to 0$ regardless of any $P(x)$, which causes the mode collapse.

**Proof.** Please see the Appendix [C]

3) **Interference on the gradient of generator:**

In the process of adversarial training for GANs, it is apparent that the discriminator makes an effect on the generator. When unexpected disturbances appear in the discriminator, the generator might be pulled
into the unstable training state. As a result, it is worth investigating the anti-interference capability of generator with respect to the disturbances in the discriminator. In particular, we discuss this characteristic under the condition that the generative data does not appear in the real data. This implies that the generative data is considered as fake data entirely.

**Proposition 3 (Generator gradient interfered by the discriminator).** Let \( g_\theta : \mathcal{Z} \to \mathcal{X} \) be a differentiable function to generate data similar to real data. The real distribution and generative distribution are denoted by \( \mathbb{P} \) and \( \mathbb{P}_{g_\theta} \), respectively. Let \( \mathbb{P}_z \) be the distribution for the random input \( z \) and \( D \) be a discriminator (\( D \in [0, 1] \)). As for MIM-based GAN, the stability for the generator gradient is discussed based on the condition that the generative data is treated as fake data entirely, where the corresponding perfect discriminator is denoted by \( \tilde{D}^* \) and it is seen that \( \tilde{D}^*(g_\theta(z)) = 0 \). Assuming \( D - \tilde{D}^* = \delta \) and \( \nabla_x D(x) - \nabla_x \tilde{D}^*(x) = \nu \) where \( \nabla_x \tilde{D}^*(x) = 0 \), we have

\[
\nabla_\theta \mathbb{E}_{z \sim \mathbb{P}_z} [\exp(D(g_\theta(z)))] - \nabla_\theta \mathbb{E}_{z \sim \mathbb{P}_z} [\exp(\tilde{D}^*(g_\theta(z)))] = \exp(\delta) \nu \mathbb{E}_{z \sim \mathbb{P}_z} [\nabla_\theta g_\theta(z)],
\]

where \( \delta \) and \( \nu \) are very small disturbances, as well as \( \nabla_\theta \mathbb{E}_{z \sim \mathbb{P}_z} [\exp(D(g_\theta(z)))] \) represents the gradient of generator.

**Proof.** Please see the Appendix [D].

Additionally, the perfect discriminator \( \tilde{D}^* \) satisfying \( \tilde{D}^*(g_\theta(z)) = 0 \) in Proposition 3 is consistent with the optimal discriminator which is given by \( D^*_{\text{MIM}}(x) = \frac{1}{2} + \frac{1}{2} \ln \left\{ \frac{P(x)}{P_{g_\theta}(x)} \right\} \) in MIM-based GAN. Specifically, if we have the real data probability satisfying \( P(x) \to 0 \) and generative data probability satisfying \( P_{g_\theta}(x) \neq 0 \), it is readily seen that \( D^*_{\text{MIM}} \to 0 \) where \( D^*_{\text{MIM}} \in [0, 1] \).

**Corollary 1.** Let \( g_\theta : \mathcal{Z} \to \mathcal{X} \) be a differentiable function that is adopted to produce the data following the generative distribution \( \mathbb{P}_{g_\theta} \). Let \( \mathbb{P}_z \) be the distribution for the random input \( z \) (\( z \in \mathcal{Z} \)), \( \mathbb{P} \) be the real distribution, as well as \( D \) be the discriminator (where \( D \in [0, 1] \)). If it is satisfied that \( D - \tilde{D}^* = \delta \) and \( \nabla_x D(x) - \nabla_x \tilde{D}^*(x) = \nu \) where \( \tilde{D}^*(g_\theta(z)) = 0 \) and \( \nabla_x \tilde{D}^*(x) = 0 \), as well as \( \tilde{D}^* \) is regarded as the perfect discriminator, we have

\[
\frac{\left| \nabla_\theta L_{\text{KL}}(D, g_\theta) - \nabla_\theta L_{\text{KL}}(\tilde{D}^*, g_\theta) \right|}{\left| \nabla_\theta L_{\text{MIM}}(D, g_\theta) - \nabla_\theta L_{\text{MIM}}(\tilde{D}^*, g_\theta) \right|} > 1,
\]

where \( \nabla_\theta L_{\text{KL}}(D, g_\theta) - \nabla_\theta L_{\text{KL}}(\tilde{D}^*, g_\theta) \) and \( \nabla_\theta L_{\text{MIM}}(D, g_\theta) - \nabla_\theta L_{\text{MIM}}(\tilde{D}^*, g_\theta) \) are the gradient differences in the original GAN and MIM-based GAN, respectively. This implies that MIM-based GAN has stronger anti-interference capability than the original GAN in terms of the gradient of generator.
Proof. Please see the Appendix E.

In addition, as for the LSGAN and WGAN, it is not difficult to see that \( |\nabla_\theta L_{LS}(D, g_\theta) - \nabla_\theta L_{LS}(\hat{D}^*, g_\theta)| = |\nabla_\theta L_W(D, g_\theta) - \nabla_\theta L_W(\hat{D}^*, g_\theta)| = \nu \mathbb{E}_{z \sim P_z}[\nabla_\theta g_\theta(z)] \), where the notations are similar to those in Corollary I. This indicates that in the LSGAN and WGAN, the interference on the gradient of generator is only related to \( \nu \) and not to \( \delta \), which is different from that in the original GAN and MIM-based GAN.

C. Small probability event analysis

In this subsection, we shall investigate how small probability event importance is amplified in MIM-based GAN.

In the training process of GANs, a near good discriminator is trained, which leads to achieve the optimal generator under this given discriminator. As a feedback, the conditional optimal generator also helps to train a better discriminator. This process runs iteratively until the two adversarial networks reach the equilibrium state \([76], [77]\).

According to the two-player game of GANs, in the case that there is an ideal discriminator, our goal is to select an appropriate generator as the optimal solution for the objective function. In the original GAN, low occurrence events play minor parts in the value of objective function. This indicates that smaller probability events are easily ignored when maximizing the major part of the objective function. Consequently, it is necessary to investigate how much small probability events affect the value of objective function.

In fact, the neural networks of GANs are guided by the objective function to generate fraudulent data. The events reflected to larger proportion in the objective function, will have a larger contribution on the value of objective function, so that these events make more effects to guide the data generation. This implies that the generation capability for small probability events is related to the corresponding proportion of these events in the objective function.

Furthermore, it is also necessary to describe the relationship between the real distribution and generative distribution. Similar to the way in \([78]\), the corresponding relationship is given by

\[
\begin{align*}
P_{g_\theta}(x) = P(x) + \varepsilon P^\gamma(x) \rho(x), \\
s.t. \int_{\mathcal{X}} \varepsilon P^\gamma(x) \rho(x) dx = 0,
\end{align*}
\]

in which \( \varepsilon \) and \( \gamma \) denote a small disturbance parameter and an adjustable parameter (regarded as a constant), respectively; \( \rho(x) \) is a perturbation function, \( \mathcal{X} \) is the domain of the variable \( x \), as well as \( P_{g_\theta}(x) \) and \( P(x) \) denote the probability densities for the real distribution and generative distribution, respectively.
**Proposition 4 (The influence of small probability events in the objective function).** Assume there is a real data distribution $\mathbb{P}$ whose probability density is given by $P(x)$, where the probability events are casted into two class sets, namely small probability event set $\Omega_{\text{small}}$ and large probability event set $\Omega_{\text{large}}$. Let $g_{\theta}: \mathcal{Z} \rightarrow \mathcal{X}$ be a differentiable function that is used to generate data whose probability distribution and density are denoted by $\mathbb{P}_{g_{\theta}}$ and $P_{g_{\theta}}(x)$, respectively. Besides, the relationship between $\mathbb{P}$ and $\mathbb{P}_{g_{\theta}}$ is consistent with that described in Eq. 9. This implies a generative event and its corresponding real event belong to the same probability event set (i.e. $\Omega_{\text{small}}$ or $\Omega_{\text{large}}$). As well, assume it is satisfied that $\int_{\Omega_{\text{small}}} P(x)dx \ll \frac{1}{2}$ and $\int_{\Omega_{\text{small}}} P_{g_{\theta}}(x)dx \ll \frac{1}{2}$. When the optimal discriminator of MIM-based GAN is achieved, namely $D_{\text{MIM}}^*(x) = \frac{1}{2} + \frac{1}{2} \ln \frac{P(x)}{P_{g_{\theta}}(x)}$, the proportion of small probability events in the value of objective function is given by

$$\gamma_{\Omega_{\text{small}}}^\text{MIM} \approx \frac{\Phi\{x \in \Omega_{\text{small}}\} + \Phi_{g_{\theta}}\{x \in \Omega_{\text{small}}\} - \frac{1}{8} \varepsilon^2 \int_{\Omega_{\text{small}}} P^{2\gamma-1}(x) \rho^2(x)dx}{1 - \frac{1}{8} \varepsilon^2 \int_{\mathcal{X}} P^{2\gamma-1}(x) \rho^2(x)dx}, \quad (10)$$

where $\Phi\{x \in \Omega_{\text{small}}\} = \int_{\Omega_{\text{small}}} P(x)dx$, $\Phi_{g_{\theta}}\{x \in \Omega_{\text{small}}\} = \int_{\Omega_{\text{small}}} P_{g_{\theta}}(x)dx = \int_{\Omega_{\text{small}}} \{P(x) + \varepsilon p^\gamma(x) \rho(x)\}dx$, $\mathcal{X}$ is the domain of $x$, i.e. $\mathcal{X} = \Omega_{\text{small}} \cup \Omega_{\text{large}}$, $\gamma$ denotes an adjustable parameter (treated as a constant) and $\varepsilon$ denotes a small enough disturbance parameter.

In particular, if the real distribution is a Bernoulli distribution described as $\mathbb{P} = \{p, 1-p\}$ ($0 < p \ll \frac{1}{2}$), as well as the generative distribution is given by $\mathbb{P}_{g_{\theta}} = \{p + \varepsilon p^\gamma \rho_p, 1 - p - \varepsilon p^\gamma \rho_p\} = \{q, 1 - q\}$ ($q < \frac{1}{2}$), then we have

$$\gamma_{\Omega_{\text{small}}}^\text{MIM} \approx \frac{p + q}{2} - \frac{\frac{1}{8} \varepsilon^2 p^{2\gamma-1} \rho_p^2}{1 - \frac{1}{8} \varepsilon^2 p^{2\gamma-1} \rho_p^2}, \quad (11)$$

in which the parameters $\varepsilon$ and $\gamma$ are the same as those in Eq. (10).

**Proof.** Please see the Appendix F.

**Corollary 2.** Let $\mathbb{P}$ and $\mathbb{P}_{g_{\theta}}$ be the real distribution and the generative one, whose relationship is described as that in Eq. (9). Assume the optimal discriminator is achieved, which implies $D_{\text{MIM}}^*(x) = \frac{1}{2} + \frac{1}{2} \ln \frac{P(x)}{P_{g_{\theta}}(x)}$ for MIM-based GAN as well as $D_{\text{KL}}^*(x) = D_{\text{LS}}^*(x) = \frac{P(x)}{P(x) + P_{g_{\theta}}(x)}$ for the original GAN and LSGAN. Consider the case that $\int_{\Omega_{\text{small}}} P(x)dx \ll \frac{1}{2}$, $\int_{\Omega_{\text{small}}} P_{g_{\theta}}(x)dx \ll \frac{1}{2}$ and $\int_{\Omega_{\text{small}}} P(x)dx = O(\varepsilon)$ ($\varepsilon$ is a small disturbance parameter, the same as that mentioned in Eq. (9)). Then, compared with the original GAN and LSGAN, small probability events have greater effects on the value of the objective function in MIM-based GAN, namely

$$\gamma_{\Omega_{\text{small}}}^\text{MIM} \geq \gamma_{\Omega_{\text{small}}}^\text{KL}, \quad (12)$$
as well as

\[ \Upsilon_{\Omega_{\text{small}}}^{\text{MIM}} \geq \Upsilon_{\Omega_{\text{small}}}^{\text{LS}}, \]

where the equality is held if the condition \( p = q \) is satisfied. Besides, \( \Upsilon_{\Omega_{\text{small}}}^{\text{KL}}, \Upsilon_{\Omega_{\text{small}}}^{\text{LS}} \) and \( \Upsilon_{\Omega_{\text{small}}}^{\text{MIM}} \) denote the proportion of small probability events in the value of objective function with respect to the original GAN, LSGAN and MIM-based GAN, respectively.

**Proof.** Please see the Appendix [G].

Additionally, as for WGAN, its optimal discriminator depends on the positive or negative sign of \( [P(x) - P_{g_{\theta}}(x)] \) rather than the values of \( P(x) \) and \( P_{g_{\theta}}(x) \). In this regard, the corresponding objective function holds uncertain proportion of small probability events. Therefore, when comparing MIM-based GAN with WGAN, it is not sure which one has larger proportion of small probability events in the objective function.

### III. **Unsupervised anomaly detection with MIM-based GAN**

As a technique potentially used in IoT, GAN-based anomaly detection is an intersection between the probability event generation and multi-sensor data processing.

In the conventional GAN-based anomaly detection methods, such as AnoGAN [46], ALAD [47], GANomaly [49] and f-AnoGAN [50], normal data is used to train the GAN-based models so that the outputs of generator are viewed as the normal. By means of identification tools such as Euclidean distance, the anomalous events in the testing data set are dug out due to their striking differences from the generative events. However, it is almost impossible for the generator to output all the normal events, especially those with small probability, since the small probability events with low proportion in the objective function are easily ignored.

Here, we extend the training data of GAN-based anomaly detection from normal data to the whole unsupervised data (including both normal and anomalous data), whose principle is discussed in the following section.

#### A. **Principle analysis**

On one hand, the data generation preference is discussed with respect to MIM-based GAN. As for the trained generator \( G \), it is viewed as a mapping from a latent data space to the real data space, i.e. \( G : \mathcal{Z} \rightarrow \mathcal{X} \). Considering that the normal data occurring frequently is more likely learned, the outputs of
generator prefer to reflect the principal components for the distribution of real data, which is described in details as follows.

**Proposition 5 (Preference to generate principal components of distributions).** Assume that the optimal discriminator described as Eq. (5) is obtained for a given generator in MIM-based GAN. Consider the case that the generative distribution $P_{g\theta}$ is close to the real distribution $P$. That is, $\varepsilon$ is small enough or even $\varepsilon \to 0$ in the relationship described as Eq (9). As well, the real data is classified into two classes, namely the large probability event set $\Omega_{\text{large}}$ and the small probability event set $\Omega_{\text{small}}$. Furthermore, if the small probability events satisfy $\int_{\Omega_{\text{small}}} P(x) \, dx \leq \zeta$ (where it is satisfied that $\zeta \ll 1$), we have the proportion of large probability events in the objective function given by

$$\Upsilon_{\text{large}}^{\text{MIM}} \geq \frac{1 - \zeta + O(\varepsilon)}{1 + O(\varepsilon)} \xrightarrow{\varepsilon \to 0} 1 - \zeta,$$

(14)

where $O(\cdot)$ denotes the equivalent infinitesimal. This implies that the principle components of the distribution lying in the large probability event set dominate the value of the objective function, which are more likely generated.

**Proof.** Please see the Appendix H.

Actually, since the optimal solution of objective function lies in $P = P_{g\theta}$ mentioned in Proposition 1, it is reasonably satisfied that $\varepsilon$ is small enough or even $\varepsilon \to 0$ in the relationship described as Eq (9), when the generator is drawn to be close to the optimal state. That is, the generative probability $P_{g\theta}(x)$ is similar to the real $P(x)$. This implies $P_{g\theta}(x) \approx P(x) \gg 0$ in the region $\{x \in \Omega_{\text{large}}\}$, while in the region $\{x \in \Omega_{\text{small}}\}$, $P_{g\theta}(x)$ is quite small or even approximate to zero.

In the above case, we have the proportion of large probability events in the objective function approximating to the probability of large probability events, which is close to one if the proportion of small probability events is small enough. This also corresponds to that $\Upsilon_{\text{large}}^{\text{MIM}} \to 1$ if $\zeta \to 0$ in Proposition 5.

Therefore, it is readily seen that large probability events belonging to the principle components of distribution make vital roles in the value of objective function. This leads the generator to tend to generate large probability events more efficiently.

On the other hand, unsupervised anomaly detection with MIM-based GAN is discussed. At first, we train MIM-based GAN without supervised labels. In this case, the generative samples output from the generator can be viewed as normal events, which is analyzed as follows.

According to Proposition 5, the generative data $G(z)$ is more likely cast into the large probability event set. In fact, it is usual that the whole large probability event set holds the main part of normal event set. In this case, the large probability event set (including most of the normal events) has a greater...
impact on the generator than the small probability event set (that usually is composed of a few normal events with smaller probability and the anomalous events). Thus, the generative samples tend to lie in the dominant part of normal event set, which can be treated as a representation for the whole normal event set in the anomaly detection.

Then, the trained model for generating samples is used to help dig out anomalies. Specifically, when a measurement such as $L_2$ distance is chosen, some testing samples which are not close to the generative samples, are regarded as anomalies. The details of this method are given in Section III-B.

![Diagram](image)

Fig. 1. The framework for the unsupervised anomaly detection with MIM-based GAN.

### B. MIM-based GAN method for unsupervised anomaly detection

Here, we shall introduce a method for the unsupervised anomaly detection with MIM-based GAN. The primary aim is to allocate labels \{"0","1"\} to testing samples, where "0" and "1" denote the normal event label and the anomalous event label, respectively. The framework is shown as Fig. 1 whose key point lies in the part of the training process for MIM-based GAN. The details are given as follows.
• Data preparation and model training

First of all, we train MIM-based GAN to generate the data approximating to real data. The real data without labeling is divided into two parts, namely training data and testing data, corresponding to the two data sets $\Omega_{\text{train}}$ and $\Omega_{\text{test}}$, respectively. The inputs for MIM-based GAN consist of real data $x$ (containing normal data and anomalous data) for the discriminator and random data $z$ in the latent space for the generator. Then, the maxmin game mentioned in Eq. (3) is used to train the generator and discriminator (i.e. two neural networks) alternately. After enough training iterations, a well trained discriminator $D$ and its corresponding generator $G$ are obtained.

• Anomaly score computing

In this step, the anomaly score is designed as a detection measurement tool. Generally speaking, it mainly makes use of the well trained discriminator $D$ and generator $G$ to compute the $p$-norm distance and its regularization, where $D$ is used to deal with testing data and generative data, as well as $G$ with random data as its input is used to produce the generative data. Specifically, the anomaly score is given by

$$S^\text{test}_x = (1 - \eta)J_{\text{error}}(x, z_{\text{opt}}) + \eta H_{\text{ce}}(D(x), \beta),$$

where $z_{\text{opt}} = \arg \min_z J_{\text{error}}(x, z)$, $x \in \Omega_{\text{test}}$, $\eta$ is a small parameter ($0 < \eta < 1$) and $\beta = 1$. As well, the two main components of $S^\text{test}_x$, i.e. $H_{\text{ce}}(\cdot, \cdot)$ (namely, sigmoid cross entropy) and $J_{\text{error}}(\cdot, \cdot)$, are respectively given by

$$H_{\text{ce}}(D(x), \beta) = -\beta \ln \left[ \frac{1}{1 + \exp(-D(x))} \right] - (1 - \beta) \ln \left[ 1 - \frac{1}{1 + \exp(-D(x))} \right],$$

as well as

$$J_{\text{error}}(x, z) = (1 - \lambda)||x - G(z)||_p + \lambda H_{\text{ce}}(D(G(z)), \beta),$$

in which $|| \cdot ||_p$ denotes the $p-$norm (usually $p = 2$), $\lambda$ is a weight factor ($0 < \lambda < 1$) and $H_{\text{ce}}(D(G(z)), \beta)$ is a regularization to ensure $G(z)$ in the real data space. Then, we normalize these anomaly scores and go to the next step.

• Decision for detection

By resorting to the anomaly score given by Eq. (15), we make a decision and provide the label for each sample in the testing dataset by using

$$A^\text{test}_x = \begin{cases} 1, & \text{for } S^\text{test}_x > \Gamma, \\ 0, & \text{otherwise,} \end{cases}$$
where $A_x^{\text{test}}$ is the label for testing samples and its non-zero value indicates a detected anomalous event. In other words, when the scores are higher than a predefined threshold $\Gamma$, the corresponding samples will be considered as anomalies.

Moreover, a summary of the above pipeline is provided in Algorithm 1.

**Algorithm 1** Unsupervised anomaly detection with MIM-based GAN

**Input:** Real data $x$ without labeling (containing normal data and anomalous data) for discriminator as well as random data $z$ for generator.

**Output:** The predicted label $A_x^{\text{test}}$ (namely, normal class label or anomalous class label) for each testing sample.

1: Real data set $\rightarrow$ training data set $\Omega_{\text{train}}$ and testing data set $\Omega_{\text{test}}$.
2: Train the discriminator $D$ and generator $G$ of MIM-based GAN jointly.
3: for all $x \in \Omega_{\text{test}}$ do
4: $z_{\text{opt}} \leftarrow \arg \min_z J_{\text{error}}(x, z)$, where $J_{\text{error}}(\cdot, \cdot)$ is given by Eq. (17).
5: $S_x^{\text{test}} \leftarrow (1 - \eta)J_{\text{error}}(x, z_{\text{opt}}) + \eta H_{\text{ce}}(D(x), \beta)$.
6: end for
7: $S_x^{\text{test}} \leftarrow \frac{S_x^{\text{test}} - \min\{S_x^{\text{test}}\}}{\max\{S_x^{\text{test}}\} - \min\{S_x^{\text{test}}\}}$.
8: $A_x^{\text{test}} \leftarrow$ Eq. (18).

Essentially, as is mentioned above, the anomaly score is the dominant measurement to detect anomalies. With respect to its first term, $J_{\text{error}}(x, z_{\text{opt}})$ is used to reflect whether a sample $x$ belongs to the anomaly set or not. As well, it mainly depends on $||x - G(z)||_p$ which is minimized to reveal if the sample $x$ is close enough to a generative one (viewed as a normal event). Meanwhile, as for the second term, $H_{\text{ce}}(D(x), \beta)$ is used as a regularization which measures how far a testing data can be regarded as a training data (i.e. the real data). Generally speaking, $J_{\text{error}}(x, z_{\text{opt}})$ plays the most important role in the anomaly score.

Furthermore, the core of $J_{\text{error}}(x, z_{\text{opt}})$ lies on the generator $G$ whose generative data has a large influence on the value of the anomaly score. According to Section III-A, it is explained how the generative data of MIM-based GAN makes sense in the unsupervised anomaly detection, from the viewpoint of event probability.

**C. Discussion for IoT applications**

From the perspective of practical applications, anomaly detection has a great impact on the stability and safety of IoT networks, in which there exist increasing number of distributed devices producing a
larger amount of heterogeneous data [18], [25]. Outliers probably appear in IoT systems, which result from system errors or sensor misreadings. As well, IoT networks are vulnerable to network-based attacks and security threats [16]. Hence, it is significant to identify any anomalous or unusual events in IoT networks, to avoid erroneous information transmission, as well as to improve the system reliability and efficiency.

Moreover, IoT-based monitoring applications also need anomaly detection to distinguish the faults or anomalies from the normal data of the monitored devices or environments [22], [23]. Due to diverse varieties of data generated from IoT systems, conventional anomaly detection methods are not efficient enough to process these multidimensional data. Therefore, it is a potential application for our MIM-based GAN method to detect anomalies in IoT systems. The details are discussed as follows.

With respect to a general architecture for IoT systems, there exist three key layers, including a perceptual layer, a network layer and an application layer [16], [18], [22]. In particular, the perceptual layer with sensor nodes serves for collecting real-world information. The network layer is responsible for end-to-end device connection, where there also exist IoT edge devices for edge computing and data processing to release resource centralization. The application layer with cloud servers is the central controller that has high computing power and adequate storage to deal with received data for specific orders and applications. In this architecture, our MIM-based GAN method for anomaly detection may be carried out in the network layer and the application layer, including the following key points.

- **Cloud-based model training**: In the application layer, the IoT cloud servers with enough computing and storage resources works for MIM-based GAN training. In this regard, a large amount of historical or updated data collected from the real world is used as input for the training process. Then, the trained model parameters are transmitted to the IoT edge computing devices.

- **Edge-based anomaly detection**: In the network layer, anomaly detection process is taken at the IoT edge computing devices, whose input is the real-time collected data. The detected results are used for the specific operations depending on the corresponding applications.

The above discussion is also shown in Fig. 2.

In practice, it is reasonable to deploy our trained model for detection process at IoT edge devices with constrained computing resources, while using IoT cloud to train the model. Additionally, it is not difficult to transfer our MIM-based GAN model to achieve anomaly detection for IoT-based applications such as distributed intrusion detection [20], liquid rocket engine monitoring [22] and water purification system [23].
Fig. 2. The diagram for MIM-based GAN anomaly detection in IoT applications.

IV. EXPERIMENTS

Here, we shall take experiments to evaluate the performance of the proposed MIM-based GAN and its corresponding anomaly detection method.

A. Datasets

Several real datasets from the online repository, i.e. Outlier Detection DataSet (ODDS) are adopted in the experiments, which are introduced as follows.

- **Cardiotocography** (or Cardio for short): As for the Cardiotocography dataset, it has 21 features in each sample, including Uterine Contraction (UC), Fetal Heart Rate (FHR) and so on. There exist 1,831 samples in this classification dataset, in which the pathologic class contains 176 samples (9.6% anomalous samples).

- **Thyroid**: The Thyroid dataset includes 6 real attributes, namely features. In this dataset, the goal is to dig out the hypothyroid patients regarded as anomalies. There exist 3,772 samples in this dataset, including 93 hyperfunction samples (2.5% anomalous samples).

- **Musk**: In the Musk dataset, there exist 166 features in each sample. Each sample in this dataset can be classified into the several-musks class (regarded as the normal event set) or the non-musk class (regarded as the anomalous event set). By the way, the number of samples is 3,062 in this dataset which includes 3.2% anomalies.

\(^1\)http://odds.cs.stonybrook.edu
B. Experiment details

1) Data generation performance:

To reveal the data generation efficiency of MIM-based GAN, we carry out the experiments on the three datasets from ODDS mentioned in Section IV-A. As for the training data, there are 1,360 samples (about 74.28% data), 2,800 samples (about 74.23% data) and 2,200 samples (about 71.85% data) drawn randomly from these datasets, respectively. As well, the rest samples are used as the corresponding testing data.

In terms of the architecture of neural networks, Deep Neural Networks (DNNs) with four layers are chosen, in which sigmoid function and tanh function are chosen as the activation functions in the output layers for the discriminator and generator respectively, while leaky ReLU is chosen for the other layers. Besides, the Adam algorithm with 0.0001 learning rate is used to optimize the weights for the networks.

Furthermore, the generator and discriminator in MIM-based GAN are jointly trained to generate data for the above three datasets. To evaluate the data generation performance, the Reconstruction Error (RE) is selected as a measurement which is defined as

$$L_{RE} = \frac{1}{N} \sum_{i=1}^{N} \min_{z} ||G(z) - x_i||^2,$$  \hspace{1cm} (19)

where $N$ is the size of sample set, $|| \cdot ||_2$ denotes $L_2$ norm, $G$ is the generator with input data $z$ and $x_i$ denotes a testing sample.

At last, for comparison, other GANs based on different objective functions, including the original GAN [4], LSGAN [61] and WGAN [62], are also trained and tested in the same way as MIM-based GAN. For different GANs, the data generation performance measured by RE is listed in the Table II where the statistic results of 20 experiments are shown in the three datasets.

2) Unsupervised anomaly detection for ODDS:

In order to evaluate the detection performance of the proposed method (mentioned in Section III-B), we do experiments based on the datasets described in Section IV-A.

Based on those imbalanced datasets from ODDS, several common criterions are exploited to show the detection performance, including Precision, Recall, $F_1$-score, Receiver Operating Characteristic (ROC) curve and Area Under Curve (AUC). In particular, Precision, Recall, $F_1$-score and Accuracy are given
by

\[
\text{Precision} = \frac{TP}{TP + FP},
\]

\[
\text{Recall} = \frac{TP}{TP + FN},
\]

\[
F_1\text{-score} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}},
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN},
\]

which essentially depend on True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN).

As for the anomaly detection method with MIM-based GAN mentioned in III-B, the key point lies in the training process for MIM-based GAN. In this regard, the DNNs are chosen as the generator and discriminator, where the configurations including architectures, parameters, optimizers and so on, are the same as those in Section IV-B1. Actually, the training process is the same as that in the data generation experiments mentioned in Section IV-B1.

After training, we use Eq. (17) (with $\lambda = 0.1$) to compute the anomaly score described in Eq. (15) (with $\eta = 0.05$), where $\lambda$ and $\eta$ are adjustable parameters used for the corresponding regularization terms in Eq. (17) and Eq. (15) respectively, as well as they do not make great effects on the results when getting small enough. In the anomaly score, the optimal $z_{opt}$ in latent space is achieved by means of the Adam optimizer with learning rate 0.003. As a result, the testing samples labeled by Eq. (18) are classified into the anomalous or the normal.

Now, we compare the proposed method with other unsupervised anomaly detection methods in the three datasets from ODDS. Since that in our proposed method, the main part of the framework mentioned in Fig. 1 lies in MIM-based GAN, we can replace this part with different GANs (including the original GAN [4], LSGAN [61] and WGAN [62]) for comparison. As well, several conventional methods such as K-Means algorithm via PCA [42], [43], Isolation Forest [27], [28] and Minimum Covariance Determinant [37], are also compared with the above methods.

C. Results and analysis

1) Data generation results for ODDS:

From Table III, it is not difficult to observe that different kinds of datasets make a difference in the data generation efficiency for these GANs. However, generally speaking, there is not too much distinction on data generation capability for all these GANs when doing experiments on the same dataset.
TABLE II
RESULTS OF GAN-BASED DATA GENERATION ON ODDS

| GAN Type        | Cardio (RE)     | Thyroid (RE)    | Musk (RE)     |
|-----------------|-----------------|-----------------|---------------|
| Original GAN    | 3.2464 ± 0.0124 | 1.2242 ± 0.0040 | 10.9774 ± 0.0274 |
| LSGAN           | 2.9985 ± 0.0114 | 1.2536 ± 0.0057 | 10.0251 ± 0.0270 |
| WGAN            | 3.4497 ± 0.0097 | 1.4174 ± 0.0131 | 9.1237 ± 0.0433 |
| MIM-based GAN   | 3.009 ± 0.0101  | 1.0009 ± 0.0023 | 9.8383 ± 0.0319 |

In particular, MIM-based GAN almost has superior performance of data generation on Cardio and Thyroid datasets, while WGAN has an advantage on Musk dataset. It is also noteworthy that there exists larger variation on the data generation capability of WGAN, which seems to be influenced by the size and imbalance of different datasets.

In terms of the original GAN, it generally performs worse than MIM-based GAN, which may be caused by its model collapse in some degree. As well, LSGAN hardly ever has more superiority in data generation than MIM-based GAN.

TABLE III
RESULTS OF UNSUPERVISED ANOMALY DETECTION ON CARDIO DATASET

| Methods                      | Precision       | Recall          | $F_1$-score     | Accuracy        |
|------------------------------|-----------------|-----------------|-----------------|-----------------|
| K-Means + PCA                | 91.03% ± 1.74%  | 93.14% ± 4.61%  | 91.98% ± 1.46%  | 85.50% ± 2.16%  |
| Isolation Forest             | 93.45% ± 0.39%  | 95.34% ± 0.56%  | 94.39% ± 0.24%  | 89.82% ± 0.41%  |
| Minimum Covariance Determinant | 92.44% ± 0.76%  | 95.24% ± 0.33%  | 93.82% ± 0.46%  | 88.73% ± 0.88%  |
| Original GAN Method          | 95.00% ± 0.80%  | 81.11% ± 4.12%  | 87.47% ± 2.75%  | 79.23% ± 3.94%  |
| LSGAN Method                 | 95.97% ± 0.46%  | 86.23% ± 1.49%  | 90.83% ± 0.93%  | 84.39% ± 1.47%  |
| WGAN Method                  | 95.91% ± 2.21%  | 81.42% ± 11.25% | 87.68% ± 6.93%  | 80.18% ± 9.99%  |
| MIM-based GAN Method         | 96.31% ± 0.59%  | 86.99% ± 2.10%  | 91.40% ± 1.15%  | 85.32% ± 1.79%  |

2) Unsupervised anomaly detection results for ODDS:

TABLES III, IV and V evaluate the anomaly detection performance for several methods with the statistics (including mean value and standard deviation) during 20 experiments. From Fig. 3, 4 and 5, ROC curve and AUC are also drawn to provide the comparison for the unsupervised anomaly detection methods. Since the three datasets of ODDS have different characteristics, there exists different performance for these discussed methods. While, generally speaking, the proposed MIM-based GAN method holds its
TABLE IV
RESULTS OF UNSUPERVISED ANOMALY DETECTION ON THYROID DATASET

| Methods                        | Precision       | Recall           | $F_1$-score     | Accuracy        |
|--------------------------------|-----------------|------------------|-----------------|-----------------|
| K-Means+PCA                    | 97.71% ± 0.0024%| 95.60% ± 0.10%   | 96.65% ± 0.05% | 93.51% ± 0.10% |
| Isolation Forest               | 99.73% ± 0.11%  | 92.05% ± 1.58%   | 96.65% ± 0.34% | 91.84% ± 0.78% |
| Minimum Covariance Determinant | 99.65% ± 0.0002%| 91.67% ± 0.04%   | 96.65% ± 0.02% | 91.54% ± 0.04% |
| Original GAN Method            | 98.87% ± 0.30%  | 93.04% ± 1.11%   | 95.86% ± 0.63% | 92.15% ± 1.15% |
| LSGAN Method                   | 98.97% ± 0.41%  | 94.65% ± 1.78%   | 90.06% ± 0.82% | 90.71% ± 1.46% |
| WGAN Method                    | 99.13% ± 0.72%  | 91.37% ± 2.32%   | 95.08% ± 1.37% | 90.78% ± 2.47% |
| MIM-based GAN Method           | 99.53% ± 0.41%  | 92.86% ± 0.43%   | 96.08% ± 0.28% | 92.59% ± 0.53% |

TABLE V
RESULTS OF UNSUPERVISED ANOMALY DETECTION ON MUSK DATASET

| Methods                        | Precision       | Recall           | $F_1$-score     | Accuracy        |
|--------------------------------|-----------------|------------------|-----------------|-----------------|
| K-Means+PCA                    | 98.02% ± 0.77%  | 91.91% ± 9.61%   | 94.59% ± 5.12% | 90.24% ± 8.58% |
| Isolation Forest               | 100.00% ± 0.00% | 93.50% ± 2.67%   | 96.09% ± 1.45% | 92.69% ± 2.61% |
| Minimum Covariance Determinant | 100.00% ± 0.00% | 93.76% ± 0.46%   | 96.78% ± 0.25% | 93.91% ± 0.45% |
| Original GAN Method            | 100.00% ± 0.00% | 94.90% ± 2.10%   | 97.37% ± 1.10% | 95.02% ± 2.04% |
| LSGAN Method                   | 100.00% ± 0.00% | 98.40% ± 0.53%   | 99.19% ± 0.27% | 98.44% ± 0.51% |
| WGAN Method                    | 99.63% ± 0.45%  | 98.21% ± 0.28%   | 98.91% ± 0.20% | 97.89% ± 0.38% |
| MIM-based GAN Method           | 100.00% ± 0.00% | 99.28% ± 0.35%   | 99.64% ± 0.18% | 99.30% ± 0.34% |

superiority on the anomaly detection in the case of higher-dimensional data and smaller proportion of anomalies.

Specifically, according to the performance on Cardio dataset from TABLE IV and Fig. 3, it is readily seen that the proposed MIM-based GAN method performs better than other methods in terms of Precision, ROC curve and AUC. While, with respect to Recall, $F_1$-score and Accuracy, it has worse performance than the conventional methods, especially Isolation Forest, though it is better than the other GAN-based methods. The reason may lie in not small enough proportion of anomalous samples and not enough training samples in Cardio dataset.

With respect to the performance on Thyroid dataset from TABLE IV and Fig. 4, the MIM-based GAN method almost plays the suboptimal role compared with other methods. Actually, due to this dataset without too high dimension, it is reasonable that the GAN-based methods do not have much more
advantages than the conventional methods.

When taking experiments on Musk dataset, the MIM-based GAN method holds the optimal performance compared with the other methods, according to TABLE VI and Fig. 5. This also implies that MIM-based GAN method have its advantage on unsupervised anomaly detection for the dataset with high enough dimension and a small enough amount of anomalies.

3) Analysis for experiments:

As for the data generation results in Section IV-C1, MIM-based GAN is compared with other conventional GANs, showing generally optimal or suboptimal performance. In some degree, this results from its superior characteristics discussed in Section II-B including mode collapse resistance, anti-interference capability of generator gradient and so on. Moreover, in terms of WGAN, its data generation capability is not robust enough in different datasets, since its linear form of the objective function is relatively sensitive to data varying attributes. As for the original GAN and LSGAN, they almost have worse performance than MIM-based GAN, which may respectively be attributed to model collapse and small probability event ignorance in some degree, according to Section II-B.

As for the unsupervised anomaly detection results in Section IV-C2 it is noteworthy that the MIM-
Fig. 4. As for the unsupervised anomaly detection based on Thyroid dataset, 2800 samples (about 74.23% data) are used as training data. Besides, the rest samples are regarded as the testing data. Especially, there are 1500 training iterations for the GAN-based methods. To intuitively show the detection result for each method, the ROC curve for the experiment with the median AUC as well as the boxplot of AUC for all the experiments are drawn (as subfigures (a) and (b)), where 20 experiments are taken.

Fig. 5. In terms of the unsupervised anomaly detection for the Musk dataset, 2,200 samples (about 71.85% data) are used as training data, while the rest samples are used as testing data. Moreover, the number of training iterations for the GAN-based methods is 50. In order to intuitively show the different detection results, with respect to each method, the ROC curve for the experiment with the median AUC is shown as subfigure (a), as well as, the boxplot of AUC for all the experiments is drawn as subfigure (b), where the performance is evaluated on 20 experiments.
based GAN method almost performs better than the other discussed GAN-based methods (including the original GAN method, LSGAN method and WGAN method) in the discussed datasets. This is not only related to the data generation capability of MIM-based GAN, but also due to its objective function, in which the proportion of small probability events is amplified by the corresponding information metric, as discussed in Section II-C.

Specifically, as for the original GAN and LSGAN, they do not pay more attention on small probability events from the perspective of objective function, while MIM-based GAN does, as well as it also has better theoretical characteristics mentioned in Section II-B. As for WGAN, its uncertainty of small probability event proportion caused by the linear objective function may make it more unstable to anomaly detection than MIM-based GAN.

In addition, dataset attributes, including the dimension of features, the number of samples and the proportion of anomalies, have great impacts on the anomaly detection performance. Compared with the conventional unsupervised anomaly detection methods, GAN-based methods are better at dealing with higher-dimensional data in the case of adequate training samples with less proportion of anomalies.

V. CONCLUSION

In this paper, a new approach deemed MIM-based GAN is introduced as an alternative to the conventional GANs which are used in anomaly detection. In this model, the information metric based on the exponential function is exploited in the corresponding objective function, from which several novel characteristics are gained in theory, especially for small probability event influence enhancement. Furthermore, an unsupervised anomaly detection method with MIM-based GAN is presented, whose principle is also explained from the perspective of event probability influence on data generation. At last, several online datasets are used to evaluate the data generation of MIM-based GAN and compare its corresponding anomaly detection method with other methods.

APPENDIX A

PROOF OF LEMMA 1

For a given generator \( g_\theta \), the training criterion of discriminator \( D \) in MIM-based GAN is to minimize

\[
L_{\text{MIM}}(D, G) = \int_{\mathcal{X}} [P(x) \exp(1 - D(x)) + P_{g_\theta}(x) \exp(D(x))] dx,
\]

(21)

where the optimal discriminator \( D_{\text{MIM}}^* \) is the solution, as well as \( \mathcal{X} \) is the domain of \( x \).

Supposing that there is a function \( F(u) = a \exp(1 - u) + b \exp(u) \) \((a > 0, b > 0)\), we have the solution \( u = \frac{a}{b} + \frac{1}{2} \ln\left(\frac{b}{a}\right) \) which satisfies \( \frac{\partial F(u)}{\partial u} = -a \exp(1 - u) + b \exp(u) = 0 \). Since that the second order
derivative satisfies $\frac{\partial^2 F(u)}{\partial u^2} = a \exp(1-u) + b \exp(u) > 0$, it implies that $F(u)$ is convex with respect to $u$. The solution $u = \frac{1}{2} + \frac{1}{2} \ln\left(\frac{a}{b}\right)$ is readily obtained to achieve the minimum value of $F(u)$, from which this Lemma has been already proved.

APPENDIX B

PROOF OF PROPOSITION 1

If it is satisfied that $P = \mathbb{P}_g$, namely $D^*_{\text{MIM}}(x) = \frac{1}{2}$, we have the value of Eq. (6) as $L_{\text{MIM}}(D = \frac{1}{2}, G) = \sqrt{\alpha}(1 + 1) = 2\sqrt{\alpha}$. In other words, the maximum value of $L_{\text{MIM}}(D = D^*_{\text{MIM}}, G)$ is achieved at the point $P = \mathbb{P}_g$. Moreover, the equivalent formulation for Eq. (6) is given by

$$\max_{g^*} L_{\text{MIM}}(D = D^*_{\text{MIM}}, G) \Leftrightarrow \max_{g^*} \sqrt{e} \left\{ \ln \mathbb{E}_{x \sim P} \left[ \left( \frac{P(x)}{P_g(x)} \right)^{-\frac{1}{2}} \right] + \ln \mathbb{E}_{x \sim P_g} \left[ \left( \frac{P_g(x)}{P(x)} \right)^{-\frac{1}{2}} \right] \right\}. \quad (22)$$

Then, it is readily seen that

$$\max_{g^*} L_{\text{MIM}}(D = D^*_{\text{MIM}}, G) \Leftrightarrow \min_{g^*} \sqrt{e} \left\{ R_{\alpha=-\frac{1}{2}}(P||P_g) + R_{\alpha=-\frac{1}{2}}(P_g||P) \right\}, \quad (23)$$

where $R_{\alpha=-\frac{1}{2}}(\cdot)$ is the Renyi divergence (with the parameter $\alpha = \frac{1}{2}$) whose definition is given by

$$R_{\alpha}(P||P_g) = \frac{1}{\alpha - 1} \ln \left\{ \mathbb{E}_{x \sim P} \left[ \left( \frac{P(x)}{P_g(x)} \right)^{\alpha-1} \right] \right\}, \quad (\alpha > 0, \alpha \neq 1). \quad (24)$$

Since that Renyi divergence achieves the minimum under the condition of two equal distributions, it is easy to see that $2\sqrt{e}$ is gotten as the global maximum of $L_{\text{MIM}}(D = D^*_{\text{MIM}}, G)$ in the case that $P = \mathbb{P}_g$ (which implies the generative model replicates the real data).

APPENDIX C

PROOF OF PROPOSITION 2

When the optimal discriminator is achieved, the data generation of MIM-based GAN depends on the second term of Eq. (4), for which the optimization problem can be described as

$$\max_G \mathbb{E}_{z \sim P_z} [\exp(D^*_{\text{MIM}}(G(z)))]$$

$$\Leftrightarrow \max_{\theta} \mathbb{E}_{x \sim P_g} [\exp(D^*_{\text{MIM}}(x))]$$

$$\Leftrightarrow \max_{\theta} \mathbb{E}_{x \sim P_g} \left[ \exp \left( \frac{1}{2} + \frac{1}{2} \ln \frac{P(x)}{P_g(x)} \right) \right]$$

$$\Leftrightarrow \max_{\theta} \sqrt{e} \left\{ \mathbb{E}_{x \sim P_g} \left[ \left( \frac{P(x)}{P_g(x)} \right)^{\frac{1}{2}} \right] \right\}$$

$$\Leftrightarrow \max_{\theta} \int_X P_g(x) \left( \frac{P(x)}{P_g(x)} \right)^{\frac{1}{2}} \, dx$$

$$\Leftrightarrow \max_{\theta} \int_X P_g(x)^{\frac{1}{2}} P(x)^{\frac{1}{2}} \, dx, \quad (25)$$
where the optimal discriminator $D^*_\text{MIM}$ is given by Eq. (5) and $\mathcal{X}$ is the domain of $\mathbf{x}$.

Similarly, as for the original GAN with its optimal discriminator (i.e. $D^*_{\text{KL}}(\mathbf{x}) = \frac{P(\mathbf{x})}{P(\mathbf{x}) + P_{\theta}(\mathbf{x})}$), the optimization problem for data generation is given by

$$
\min_G \mathbb{E}_{\mathbf{z} \sim P_z}[\ln(1 - D^*_{\text{KL}}(G(\mathbf{z})))]
\Leftrightarrow \min_\theta \mathbb{E}_{\mathbf{x} \sim P_{\theta}}[\ln(1 - D^*_{\text{KL}}(\mathbf{x}))]
\Leftrightarrow \min_\theta \mathbb{E}_{\mathbf{x} \sim P_{\theta}} \left[ \ln \left( \frac{P_{\theta}(\mathbf{x})}{P(\mathbf{x}) + P_{\theta}(\mathbf{x})} \right) \right]
\Leftrightarrow \max_\theta \mathbb{E}_{\mathbf{x} \sim P_{\theta}} \left[ \ln \left( \frac{P(\mathbf{x})}{P_{\theta}(\mathbf{x})} \right) \right]
\Leftrightarrow \max_\theta \mathbb{E}_{\mathbf{x} \sim P_{\theta}} \left[ \ln \left( \frac{P_{\theta}(\mathbf{x})}{P(\mathbf{x})} \right) \right]
\Leftrightarrow \min_\theta \int_{\mathcal{X}} P_{\theta}(\mathbf{x}) \left[ \ln \left( \frac{P_{\theta}(\mathbf{x})}{P(\mathbf{x})} \right) \right] d\mathbf{x},
$$

which implies that this optimization problem is equal to minimizing the KLD between $P_{\theta}(\mathbf{x})$ and $P(\mathbf{x})$.

In terms of LSGAN mentioned in Table II, its optimal discriminator is given by $D^*_\text{LS}(\mathbf{x}) = \frac{P(\mathbf{x})}{P(\mathbf{x}) + P_{\theta}(\mathbf{x})}$. Then, the optimization problem for data generation is described as

$$
\max_G \frac{1}{2} \mathbb{E}_{\mathbf{z} \sim P_z}[(D^*_\text{LS}(G(\mathbf{z})))^2]
\Leftrightarrow \max_\theta \mathbb{E}_{\mathbf{x} \sim P_{\theta}} \left[ \left( \frac{P(\mathbf{x})}{P(\mathbf{x}) + P_{\theta}(\mathbf{x})} \right)^2 \right]
\Leftrightarrow \max_\theta \int_{\mathcal{X}} P_{\theta}(\mathbf{x}) \left[ \left( \frac{P(\mathbf{x})}{P(\mathbf{x}) + P_{\theta}(\mathbf{x})} \right)^2 \right] d\mathbf{x}
\Leftrightarrow \max_\theta \int_{\mathcal{X}} P(\mathbf{x}) \left[ \frac{P(\mathbf{x})P_{\theta}(\mathbf{x})}{P(\mathbf{x}) + P_{\theta}(\mathbf{x})^2} \right] d\mathbf{x},
$$

whose optimal solution is reached at $P = P_{\theta}$. This results from $P(\mathbf{x}) \leq \frac{(P(\mathbf{x}) + P_{\theta}(\mathbf{x}))^2}{2}$ where the equality is held if and only if $P(\mathbf{x}) = P_{\theta}(\mathbf{x})$.

According to Eq. (26), it is not difficult to see that for the original GAN, when $P_{\theta}(\mathbf{x}) \to 0$, the minimum is held with any $P(\mathbf{x})$. This implies that the objective function in the original GAN may not tend to generate more efficient data categories for the real distribution. However, in the light of Eq. (25) and Eq. (27), the optimization problems for MIM-based GAN and LSGAN avoid $P_{\theta}(\mathbf{x}) \to 0$, which refrains from the model collapse.

Considering the objective function of WGAN in Table II it is not difficult to see that the optimal discriminator $D^*_W(\mathbf{x})$ and its corresponding optimization problem of data generation depend on $\{P(\mathbf{x}) - P_{\theta}(\mathbf{x})\}$, where $P(\mathbf{x})$ and $P_{\theta}(\mathbf{x})$ denote the densities of real distribution and generative distribution, respectively. In other words, the optimization problem just encourages $\{P(\mathbf{x}) - P_{\theta}(\mathbf{x})\} \to 0$ rather than $P_{\theta}(\mathbf{x}) \to 0$, which implies WGAN also mitigates the model collapse.
APPENDIX D

PROOF OF PROPOSITION 3

Consider the fact that the gradient of objective functions with respect to the parameter of generator does not depend on the parameter of discriminator. In this regard, it is reasonable that the gradient of generator of MIM-based GAN is represented by \( \nabla \theta \mathbb{E}_{z \sim P_z} [\exp(D(g_\theta(z)))] \).

Based on the assumptions mentioned in Proposition 3, it is not difficult to see that

\[
\nabla \theta \mathbb{E}_{z \sim P_z} [\exp(\tilde{D}^* (g_\theta(z)))] = \mathbb{E}_{z \sim P_z} [\exp(\tilde{D}^* (g_\theta(z))) \nabla_x \tilde{D}^*(x) \nabla_\theta g_\theta(z)] = 0, \tag{28}
\]
as well as

\[
\nabla \theta \mathbb{E}_{z \sim P_z} [\exp(D(g_\theta(z)))] = \mathbb{E}_{z \sim P_z} [\exp(D(g_\theta(z))) \nabla_x D(x) \nabla_\theta g_\theta(z)] = 0, \tag{29}
\]

where the notations are the same as those in Proposition 3. Comparing Eq. (28) and Eq. (29), this proposition is verified.

APPENDIX E

PROOF OF COROLLARY 1

As for MIM-based GAN and the original GAN, it is readily seen that \( \nabla \theta L_{\text{MIM}}(D, g_\theta) \) and \( \nabla \theta L_{\text{KL}}(D, g_\theta) \) depend on \( \nabla \theta \mathbb{E}_{z \sim P_z} [\exp(D(g_\theta(z)))] \) and \( \nabla \theta \mathbb{E}_{z \sim P_z} [\ln(1 - D(g_\theta(z)))] \), respectively.

When there exists the condition satisfying \( D - \tilde{D}^* = \delta \) and \( \nabla_x D(x) - \nabla_x \tilde{D}^*(x) = v (\tilde{D}^*(g_\theta(z)) = 0 \) and \( \nabla_x \tilde{D}^*(x) = 0 \), we have

\[
\nabla \theta \mathbb{E}_{z \sim P_z} [\ln(1 - \tilde{D}^*(g_\theta(z)))] = \mathbb{E}_{z \sim P_z} [- \frac{\nabla_x \tilde{D}^*(x) \nabla_\theta g_\theta(z)}{1 - \tilde{D}^*(g_\theta(z))}] = 0, \tag{30}
\]
as well as

\[
\nabla \theta \mathbb{E}_{z \sim P_z} [\ln(1 - D(g_\theta(z)))] = \mathbb{E}_{z \sim P_z} [- \frac{\nabla_x D(x) \nabla_\theta g_\theta(z)}{1 - D(g_\theta(z))}] = 0, \tag{31}
\]

Then, it is readily seen that

\[
\nabla \theta \mathbb{E}_{z \sim P_z} [\ln(1 - D(g_\theta(z)))] - \nabla \theta \mathbb{E}_{z \sim P_z} [\ln(1 - \tilde{D}^*(g_\theta(z)))] = - \frac{v}{1 - \delta} \mathbb{E}_{z \sim P_z} [\nabla_\theta g_\theta(z)]. \tag{32}
\]
Assume there is a function $h(u) = \frac{1}{1-u} - \exp(u)$ ($u \in (0, 1)$). Due to the fact $\exp(-u) > 1 - u$ where $u \in (0, 1)$, it is readily seen that $h(u) > 0$ is held for $u \in (0, 1)$.

Consequently, by comparing Eq. (7) with Eq. (32), it is not difficult to see this corollary is true.

**APPENDIX F**

**PROOF OF PROPOSITION**

By substituting the relationship between $P$ and $P_{g_o}$ described as Eq. (9) into Eq. (6), it is not difficult to see that

$$L_{\text{MIM}}(D = D'_{\text{MIM}}, G)$$

$$= \sqrt{e} \left\{ E_{x \sim P} \left[ \left( \frac{P(x)}{P_{g_o}(x)} \right)^{-\frac{1}{2}} \right] + E_{x \sim P_{g_o}} \left[ \left( \frac{P_{g_o}(x)}{P(x)} \right)^{-\frac{1}{2}} \right] \right\}$$

$$= \sqrt{e} \int_{X} \{ P(x)(1 + \varepsilon P_{1}(x)\rho(x))^{\frac{1}{2}} + (P(x) + \varepsilon P_{1}(x)\rho(x))(1 + \varepsilon P_{1}(x)\rho(x))^{-\frac{1}{2}} \} dx$$

$$= 2\sqrt{e} \int_{X} P(x)(1 + \varepsilon P_{1}(x)\rho(x))^{\frac{1}{2}} dx$$

$$(33)$$

$$= 2\sqrt{e} \int_{X} P(x) \left\{ \frac{1}{2}P_{1}(x)\rho(x) - \frac{1}{8}\varepsilon^{2}P_{1}^{2}(x)\rho^{2}(x) + o(\varepsilon^{2}) \right\} dx,$$

$$= 2\sqrt{e} \int_{X} P(x) \left\{ 1 - \frac{1}{8}\varepsilon^{2} \right\} dx + o(\varepsilon^{2}) \},$$

where the equality $(a)$ is derived from Taylor’s Series Expansion Theorem.

Based on the above discussion, the part of $L_{\text{MIM}}(D = D'_{\text{MIM}}, G)$ influenced by small probability events is given by

$$\Lambda_{L_{\text{MIM}}(D = D'_{\text{MIM}}, G)}$$

$$= \sqrt{e} \left\{ \int_{\Omega_{\text{small}}} P(x) \left( \frac{P(x)}{P_{g_o}(x)} \right)^{-\frac{1}{2}} dx + \int_{\Omega_{\text{small}}} P_{g_o}(x) \left( \frac{P_{g_o}(x)}{P(x)} \right)^{-\frac{1}{2}} dx \right\}$$

$$(34)$$

$$= 2\sqrt{e} \int_{\Omega_{\text{small}}} P(x)(1 + \varepsilon P_{1}(x)\rho(x))^{\frac{1}{2}} dx$$

$$= 2\sqrt{e} \int_{\Omega_{\text{small}}} P(x) \left\{ \frac{1}{2}P_{1}(x)\rho(x) - \frac{1}{8}\varepsilon^{2}P_{1}^{2}(x)\rho^{2}(x) + o(\varepsilon^{2}) \right\} dx,$$

for which, the proportion of small probability events in the value of $L_{\text{MIM}}(D = D'_{\text{MIM}}, G)$ is given by

$$\gamma_{\text{MIM}}(\Omega_{\text{small}}) = \frac{\Lambda_{L_{\text{MIM}}(D = D'_{\text{MIM}}, G)}}{L_{\text{MIM}}(D = D'_{\text{MIM}}, G)}$$

$$= \frac{1 - \frac{1}{8}\varepsilon^{2} \int_{X} P_{1}^{2}(x)\rho^{2}(x) dx + o(\varepsilon^{2})}{\int_{\Omega_{\text{small}}} \left\{ \frac{2P(x) + \varepsilon P_{1}(x)\rho(x)}{2} \right\} dx + o(\varepsilon^{2})}$$

$$(35)$$

$$\approx \frac{1 - \frac{\varepsilon^{2}}{8} \int_{X} P_{1}^{2}(x)\rho^{2}(x) dx}{\Phi(x \in \Omega_{\text{small}}) + \Phi_{g_o}(x \in \Omega_{\text{small}})} - \frac{\varepsilon^{2}}{8} \int_{\Omega_{\text{small}}} P^{2}_{1}(x)\rho^{2}(x) dx$$

where the notations are the same as those in Eq. (10).
In addition, with regard to the condition \( P_{gs} = \{p + \varepsilon p^\gamma \rho_p, 1 - p - \varepsilon p^\gamma \rho_p\} = \{q, 1 - q\} \ (q < \frac{1}{2}) \), we pay attention to the small probability events which can be reflected into the probability element \( p \) rather than \((1 - p) \ (0 < p \ll \frac{1}{2})\). In this case, similar to Eq. (35), the proportion of small probability events in the value of objective function is given by

\[
\gamma_{\text{small}}^{\text{MIM}} = \frac{2\sqrt{\varepsilon}\{p(1 + \varepsilon p^\gamma \rho_p)^{\frac{1}{2}}\}}{2\sqrt{\varepsilon}\{p(1 + \varepsilon p^\gamma \rho_p)^{\frac{1}{2}} + (1 - p)\left(1 - \frac{\varepsilon p^\gamma \rho_p}{1 - p}\right)^{\frac{1}{2}}\}}
= \frac{p + \frac{1}{2}\varepsilon p^\gamma \rho_p - \frac{1}{8}\varepsilon^2 p^{2\gamma - 1} \rho_p^2 + o(\varepsilon^2)}{T_{\text{MIM}}}
\]

where \( T_{\text{MIM}} = \{p + \frac{1}{2}\varepsilon p^\gamma \rho_p - \frac{1}{8}\varepsilon^2 p^{2\gamma - 1} \rho_p^2 + o(\varepsilon^2)\} + \{(1 - p) - \frac{1}{2}\varepsilon p^\gamma \rho_p - \frac{1}{8}\varepsilon^2 p^{2\gamma - 1} \rho_p^2 + o(\varepsilon^2)\} \).

Therefore, this proposition is verified completely.

**APPENDIX G**

**PROOF OF COROLLARY 2**

Similar to Proposition 4, the small probability event analysis for the original GAN is also available. We have

\[
L_{KL}(D = D_{KL}^*, G)
= \mathbb{E}_{x \sim \mathbb{P}}\left[ \ln \frac{P(x)}{P(x) + P_{gs}(x)} \right] + \mathbb{E}_{x \sim \mathbb{P}_{gs}}\left[ \ln \frac{P_{gs}(x)}{P(x) + P_{gs}(x)} \right]
\]

\[
= \int_X \left\{ - P(x) \ln(2 + \varepsilon p^\gamma \rho(x)) + (P(x) + \varepsilon p^\gamma \rho(x)) \ln(1 - \frac{1}{2 + \varepsilon p^\gamma \rho(x)}) \right\} dx
\]

\[
= \int_X \left\{ P(x) \left[ - \ln 2 - \frac{\varepsilon p^\gamma \rho(x)}{2} + \frac{\varepsilon^2 p^{2\gamma - 2}(x) \rho^2(x)}{8} + o(\varepsilon^2) \right]
\]

\[
+ (P(x) + \varepsilon p^\gamma \rho(x)) \left[ - \ln 2 + \frac{\varepsilon p^\gamma \rho(x)}{2} - \frac{3\varepsilon^2 p^{2\gamma - 2}(x) \rho^2(x)}{8} + o(\varepsilon^2) \right] \right\} dx
\]

\[
= -2 \ln 2 + \frac{\varepsilon^2}{4} \int_X p^{2\gamma - 1}(x) \rho^2(x) dx + o(\varepsilon^2),
\]

(37)
in which the part influenced by small probability events is described as

\[
\Lambda_{L_{KL}(D=D_{KL}^*, G)}
= \int_{\Omega_{\text{small}}} P(x) \left[ \ln \frac{P(x)}{P(x) + P_{g0}(x)} \right] dx + \int_{\Omega_{\text{small}}} P_{g0}(x) \left[ \ln \frac{P_{g0}(x)}{P(x) + P_{g0}(x)} \right] dx
\]

\[
= \int_{\Omega_{\text{small}}} \left\{ -P(x) \ln(2 + \varepsilon \gamma^{-1}(x)\rho(x)) + (P(x) + \varepsilon \gamma(x)\rho(x)) \ln(1 - \frac{1}{2 + \varepsilon \gamma^{-1}(x)\rho(x)}) \right\} dx
\]

\[
= \int_{\Omega_{\text{small}}} \left\{ -2 \ln 2 \cdot P(x) - \ln \varepsilon \gamma(x)\rho(x) + \frac{\varepsilon^2 P^{2\gamma-1}(x)\rho^2(x)}{4} \right\} dx + o(\varepsilon^2).
\]

Thus, as for the original GAN, the proportion influenced by small probability events in \(L_{KL}(D = D_{KL}^*, G)\) is given by

\[
\gamma_{KL}^{\Omega_{\text{small}}}
= \frac{\Lambda_{L_{KL}(D=D_{KL}^*, G)}}{L_{KL}(D = D_{KL}^*, G)},
\]

(39)

\[
= \int_{\Omega_{\text{small}}} \frac{2P(x) + \varepsilon \gamma(x)\rho(x)}{1 - \frac{\varepsilon^2}{2 \ln 2} \int_x P^{2\gamma-1}(x)\rho^2(x)dx + o(\varepsilon^2)} \frac{\varepsilon^2}{2 \ln 2} \int_{\Omega_{\text{small}}} P^{2\gamma-1}(x)\rho^2(x)dx + o(\varepsilon^2)
\]

\[
\approx \frac{\Phi(x \in \Omega_{\text{small}}) + \Phi_{g0}(x \in \Omega_{\text{small}})}{2} \frac{\varepsilon^2}{2 \ln 2} \int_{\Omega_{\text{small}}} P^{2\gamma-1}(x)\rho^2(x)dx,
\]

where the notations are the same as those in Eq. (10).

When it is satisfied that \(\int_{\Omega_{\text{small}}} P(x)dx = O(\varepsilon)\), it is not difficult to see that

\[
\varepsilon^2 \cdot \int_{\Omega_{\text{small}}} P^{2\gamma-1}(x)\rho^2(x)dx - \left\{ \varepsilon^2 \cdot \int_x P^{2\gamma-1}(x)\rho^2(x)dx \right\} \cdot \int_{\Omega_{\text{small}}} \left\{ P(x) + \frac{\varepsilon \gamma(x)\rho(x)}{2} \right\} dx
\]

\[
= O(\varepsilon^2) - O(\varepsilon^3)
\]

\[
\geq 0,
\]

from which it is readily seen that the term of right-hand side in Eq. (35) is not less than that in Eq. (39), which verifies Eq. (12).

When the assumption in Proposition 4 is satisfied for LSGAN, it is not difficult to obtain that

\[
L_{LS}(D = D_{LS}^*, G)
= \frac{1}{2} \mathbb{E}_{x \sim P} \left[ \left( \frac{P(x)}{P(x) + P_{g0}(x)} - 1 \right)^2 \right] + \frac{1}{2} \mathbb{E}_{x \sim P} \left[ \left( \frac{P(x)}{P(x) + P_{g0}(x)} \right)^2 \right]
\]

\[
= \frac{1}{2} \int_x \left\{ P(x) \left( 1 - \frac{1}{2 + \varepsilon \gamma^{-1}(x)\rho(x)} \right)^2 + (P(x) + \varepsilon \gamma(x)\rho(x)) \left( \frac{1}{2 + \varepsilon \gamma^{-1}(x)\rho(x)} \right)^2 \right\} dx
\]

\[
= \frac{1}{4} - \frac{\varepsilon^2}{16} \int_x P^{2\gamma-1}(x)\rho^2(x)dx + o(\varepsilon^2),
\]

(41)
as well as the part influenced by small probability events in $L_{\text{LS}}(D = D^*_{\text{LS}}, G)$ is given by

$$\Lambda_{L_{\text{LS}}(D = D^*_{\text{LS}}, G)}$$

$$= \frac{1}{2} \int_{\Omega_{\text{small}}} P(x) \left( \frac{P(x)}{P(x) + P_{gm}(x)} - 1 \right)^2 \, dx + \frac{1}{2} \int_{\Omega_{\text{small}}} P_{gm}(x) \left( \frac{P(x)}{P(x) + P_{gm}(x)} \right)^2 \, dx$$

$$= \frac{1}{2} \int_{\Omega_{\text{small}}} \left\{ P(x) \left( 1 - \frac{1}{2 + \varepsilon P^\gamma-1(x) \rho(x)} \right)^2 + \left( P(x) + \varepsilon P^\gamma(x) \rho(x) \right) \left( \frac{1}{2 + \varepsilon P^\gamma-1(x) \rho(x)} \right)^2 \right\} \, dx$$

$$= \frac{1}{4} \int_{\Omega_{\text{small}}} \left\{ P(x) + \frac{\varepsilon P^\gamma(x) \rho(x)}{2} - \frac{\varepsilon^2 P^2 P^\gamma-1(x) \rho^2(x)}{4} \right\} \, dx + o(\varepsilon^2).$$

(42)

from which, the proportion of small probability events in $L_{\text{LS}}(D = D^*_{\text{LS}}, G)$ is derived as

$$\gamma^L_{\Omega_{\text{small}}} = \frac{\Lambda_{L_{\text{LS}}(D = D^*_{\text{LS}}, G)}}{L_{\text{LS}}(D = D^*_{\text{LS}}, G)}$$

$$= \frac{\int_{\Omega_{\text{small}}} \left\{ \frac{2P(x) + \varepsilon P^\gamma(x) \rho(x)}{2} - \frac{\varepsilon^2 P^2 P^\gamma-1(x) \rho^2(x)}{4} \right\} \, dx + o(\varepsilon^2)}{1 - \frac{\varepsilon^2}{4} \int_{\lambda(x)} P^2 P^\gamma-1(x) \rho^2(x) \, dx + o(\varepsilon^2)}$$

$$\approx \frac{\Phi\{x \in \Omega_{\text{small}}\} + \Phi_{gm}\{x \in \Omega_{\text{small}}\}}{1 - \frac{\varepsilon^2}{4} \int_{\lambda(x)} P^2 P^\gamma-1(x) \rho^2(x) \, dx}.$$ 

(43)

Comparing Eq. (35) with Eq. (43), we hold Eq. (13) which results from Eq. (40), similar to the comparison for $\gamma^\text{MIM}_{\Omega_{\text{small}}}$ and $\gamma^\text{KL}_{\Omega_{\text{small}}}$.

Therefore, the proof of this corollary is completed.

**APPENDIX H**

**PROOF OF PROPOSITION 5**

If there exist two classes for the real data, namely the large probability event set $\Omega_{\text{large}}$ as well as the small probability event set $\Omega_{\text{small}}$, the proportion of large probability events in the objective function (described as Eq. (43)) is given by

$$\gamma^\text{MIM}_{\Omega_{\text{large}}} = \frac{\int_{\Omega_{\text{large}}} [P(x) \exp(1 - D(x)) + P_{gm}(x) \exp(D(x))] \, dx}{\int_{\Omega_{\text{large}} + \Omega_{\text{small}}} [P(x) \exp(1 - D(x)) + P_{gm}(x) \exp(D(x))] \, dx}$$

$$= \frac{\int_{\Omega_{\text{large}}} \left\{ P(x) \left( \frac{P(x)}{P_{gm}(x)} \right)^{-\frac{1}{2}} + P_{gm}(x) \left( \frac{P_{gm}(x)}{P(x)} \right)^{-\frac{1}{2}} \right\} \, dx}{\int_{\Omega_{\text{large}} + \Omega_{\text{small}}} \left\{ P(x) \left( \frac{P(x)}{P_{gm}(x)} \right)^{-\frac{1}{2}} + P_{gm}(x) \left( \frac{P_{gm}(x)}{P(x)} \right)^{-\frac{1}{2}} \right\} \, dx}$$

$$= \frac{\int_{\Omega_{\text{large}}} [P(x) P_{gm}(x)]^\frac{1}{2} \, dx}{\int_{\Omega_{\text{large}} + \Omega_{\text{small}}} [P(x) P_{gm}(x)]^\frac{1}{2} \, dx},$$

in which the equality (b) is derived by replacing the discriminator $D$ with $D^*_{\text{MIM}}$ mentioned in Eq. (5).
Furthermore, when the relationship between real distribution and generative distribution is described as Eq. (9), we have the proportion of large probability events in the value of objective function as

\[
\gamma_{\Omega_{\text{large}}}^{\text{MIM}} = \frac{\int_{\Omega_{\text{large}}} \{P(x)[P(x) + \varepsilon P^\gamma(x)\rho(x)]\} \frac{1}{2} \, dx}{\int_{\Omega_{\text{large}}} + \Omega_{\text{small}}} \{P(x)[P(x) + \varepsilon P^\gamma(x)\rho(x)]\} \frac{1}{2} \, dx}
\]

\[
= \frac{\int_{\Omega_{\text{large}}} P(x)[1 + \varepsilon P^{\gamma-1}(x)\rho(x)] \frac{1}{2} \, dx}{\int_{\Omega_{\text{large}}} + \Omega_{\text{small}}} P(x)[1 + \varepsilon P^{\gamma-1}(x)\rho(x)] \frac{1}{2} \, dx}
\]

\[
(\varepsilon) = \frac{\int_{\Omega_{\text{large}}} P(x)[1 + \frac{1}{2} \varepsilon P^{\gamma-1}(x)\rho(x) + o(\varepsilon)] \, dx}{\int_{\Omega_{\text{large}}} + \Omega_{\text{small}}} P(x)[1 + \frac{1}{2} \varepsilon P^{\gamma-1}(x)\rho(x) + o(\varepsilon)] \, dx}
\]

\[
= \frac{\int_{\Omega_{\text{large}}} P(x) \, dx + O(\varepsilon)}{\int_{\Omega_{\text{large}}} + \Omega_{\text{small}}} P(x) \, dx + O(\varepsilon)} = \frac{\int_{\Omega_{\text{large}}} P(x) \, dx + O(\varepsilon)}{1 + O(\varepsilon)},
\]

where the notations of \(\rho(x)\), \(\gamma\) and \(\varepsilon\) are the same as those in Eq. (9), as well as \(O(\cdot)\) and \(o(\cdot)\) denote the equivalent infinitesimal and infinitesimal of higher order, respectively. Moreover, the equality (\(c\)) results from Taylor’s Series Expansion Theorem.

Furthermore, if the small probability events satisfy \(\int_{\Omega_{\text{small}}} P(x) \, dx < \zeta\) (where the parameter satisfies \(\zeta \ll 1\)), we have

\[
\gamma_{\Omega_{\text{large}}}^{\text{MIM}} = \frac{1 - \int_{\Omega_{\text{small}}} P(x) \, dx + O(\varepsilon)}{1 + O(\varepsilon)} \geq 1 - \zeta, \quad \varepsilon \to 0 \to 1 - \zeta,
\]

which verifies this proposition.
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