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Abstract

We present a FEM-BEM coupling strategy for time-harmonic acoustic scattering in media with variable sound speed. The coupling is realized with the aid of a mortar variable that is an impedance trace on the coupling boundary. The resulting sesquilinear form is shown to satisfy a Garding inequality. Quasi-optimal convergence is shown for sufficiently fine meshes. Numerical examples confirm the theoretical convergence results.
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1 Introduction

We analyze a numerical method for acoustic scattering in media with variable sound speed. The speed of sound may be variable in a bounded domain $\Omega$ whereas it is assumed to be constant in $\Omega^+ := \mathbb{R}^3 \setminus \overline{\Omega}$.

Mathematically, in the time-harmonic setting under consideration here, this problem is described by the Helmholtz equation

$$-\operatorname{div}(a \nabla u) - (k n)^2 u = \tilde{f} \quad \text{in } \mathbb{R}^3,$$

(1.1)

where $a$ is a smooth diffusion parameter such that the support of $1 - a$ is contained in $\Omega$, $\tilde{f}$ is a function with support contained in $\Omega$, $k \geq k_0 > 0$ is the wavenumber, and the function $n \in L^\infty(\mathbb{R}^3)$ is the ratio of the local sound speed to the speed of sound in the homogeneous part $\Omega^+$. In particular, $n \equiv 1$ in $\Omega^+$. We also assume the medium is fully penetrable, i.e., $|n(x)| \geq c_0 > 0$ a.e. in $\mathbb{R}^3$.

One computational challenge for this problem class is that the problem is posed in the full space $\mathbb{R}^3$. Since the medium is assumed homogeneous in the unbounded domain $\Omega^+$, boundary integral equations techniques can be employed to reduce the problem in $\Omega^+$ to $\partial \Omega$ and subsequently use a boundary element method (BEM) for the discretization. In the bounded region $\Omega$, the physical situation may be more complex and a description by partial differential equations and a numerical treatment by the finite element method (FEM) is more appropriate. These considerations make a FEM-BEM coupling attractive. In the present work, we analyze a FEM-BEM coupling that is based on three fields: the solution $u$ in $\Omega$, the exterior Dirichlet trace $u^{\text{ext}}$ of the solution on $\partial \Omega$, and a mortar variable $m$ on $\partial \Omega$, which is the Robin trace $m = \partial_n u + i k u$ of the solution $u$ on $\partial \Omega$.

For symmetric positive definite problems, various FEM-BEM coupling techniques have been presented and analyzed in the past such as the so-called symmetric coupling of Costabel, [21], which uses both equations of the Calderón system, and so-called one-equation couplings that employ only one of the two equations of the Calderón system, [3, 57, 63]. Also so-called three-field techniques, which are similar to the coupling strategy pursued here, have been analyzed in, e.g., [11, 24] in the symmetric setting.

While coupling is reasonably well-understood for symmetric positive definite problems, the situation is less developed for Helmholtz problems.

One strategy to solve (1.1) is to rely on the exterior Dirichlet-to-Neumann (DtN) operator; see, e.g., the analysis in [50]. Numerically, the resulting system has a fully populated sub-block arising from the DtN operator, and the full system matrix has no easily identifiable invertible sub-blocks. From a computational point of view, however, methods that have identifiable invertible subproblems...
are of interest. In the present work, therefore, we study a coupling strategy where the subproblem for the unknown $u$ (the solution on $Ω$) is a well-posed problem. Such a strategy cannot rely on the interior DtN or Neumann-to-Dirichlet (NtD) maps if $k$ is an eigenvalue of the interior Dirichlet or Neumann problem; see, e.g., [28] and the discussion in [64] Sec. 2, 3. One technique to overcome this deficiency of the interior DtN or NtD operator is to employ—explicitly or implicitly—a subproblem that corresponds to a Helmholtz problem with Robin boundary conditions. This route is taken in [27,35,36,41,43,44,65]. It is also the approach taken in our formulation in which, once the Robin trace $m$ is known, the subproblems for the solution $u$ on $Ω$ and the exterior Dirichlet trace $u^{ext}$ are well-posed.

Several coupling techniques and approaches for solving full-space problems such as (1.1) are available in the literature. The coupling techniques mentioned above fall in the class of single-traceformulations (STF). More generally, multi-trace-formulations (MTF) are also possible. Here one works with separate approximations $u$ and $u^{ext}$ on $Ω$ and $Ω^{+}$ and enforces continuity of both the values and the normal derivatives across $∂Ω$; see [15,17]. The coupling methodologies discussed so far are nonoverlapping, in the sense that problems on two disjoint domains $Ω$ and $Ω^{+}$ are considered and the coupling is performed on the common interface $∂Ω$. Recent alternatives are overlapping techniques, where for two bounded domains $Ω_{1} ⊂ Ω_{2}$ with $Ω_{1}^{+} ∪ Ω_{2} = R^{3}$, two approximations $u_{1}$ (defined on $Ω_{1}^{+}$) and $u_{2}$ (defined on $Ω_{2}$) are sought and coupled by the condition that $u_{1} − u_{2}$ be small on $Ω_{1}^{+} ∩ Ω_{2}$. An attractive feature of this coupling approach is the freedom in the choice of $Ω_{1}$ and $Ω_{2}$. While $Ω_{2}$ may be chosen to accommodate a convenient FEM discretization, the exterior problem for $u_{1}$ can be attacked by boundary integral equation techniques and, for smooth $∂Ω_{1}$, rapidly convergent methods; we refer to [12,23] and the references therein. Another class of methods for (1.1) is based on the Lippmann-Schwinger equation volume-integral equation; we refer to [45] and references therein. For convex $Ω$, methods based on absorption such as the PML method of Bérenger [5] can be employed, and have the attractive feature of being formulated in terms of differential operators, thus avoiding integral operators altogether; we refer to [7,18] and references therein. A last class of methods worth mentioning is that based on “infinite elements” where the discretization of the unbounded domain is realized by nonpolynomial functions; we mention [22] and in particular the method based on the so-called “pole condition”. [37,40,60].

As already underlined, the Galerkin formulation analyzed in the present paper employs three fields, the solution $u$ in $Ω$, the exterior trace $u^{ext}$ to represent the solution in $Ω^{+}$ and the Robin trace $m = ∂_{n}u + i ku$. For smooth $∂Ω$, we show coercivity of the sesquilinear form up to a compact perturbation so that we are able to show (asymptotic) quasi-optimality of the Galerkin method under the usual resolution condition that the discretization be sufficiently fine. Our FEM-BEM coupling is related to earlier 2D FEM-BEM coupling approaches in [27,41,42], where the coupling is also realized through the same Robin trace $m$. Differently from our approach, [41] restricts to circular coupling boundaries so that the exterior Impedance-to-Dirichlet operator $P_{ID}$ (see Proposition 3.3) is explicitly available and the use of the extra variable $u^{ext}$ is obviated. References [27,42] also avoid the explicit use of $u^{ext}$ by realizing the operator $P_{ID}$ by a rapidly convergent Nyström method.

The novelty of the present approach is in the choice of the coupling variable $m$. Choosing it as an impedance trace leads to a system that has block structure with invertible subblocks for $u$ and $u^{ext}$. Computationally established FEM or BEM tools could be used for these subproblems. Stability (i.e., Gårding inequality) of the method is inherited from the stability assumption (2.4) irrespective of the choice of coupling boundary $Γ$. This flexibility in the choice of $Γ$ can be exploited to facilitate the meshing or the realization of relevant boundary integral operators.

The present work refrains from a sharp wavenumber-explicit theory as was done in [18,50,52] for high order FEM, and in [44] for high order BEM. First steps towards such a goal are achieved in the appendix by presenting a $k$-explicit Gårding inequality. However, a sharp $k$-explicit analysis would require a more elaborate regularity theory of various dual problems than what is done in Section 3.2. Then, it would have to follow the path taken in [44] for scattering problems and in [51] for Maxwell’s equations.

**Notation.** We employ standard Sobolev spaces as introduced in, e.g., [46]. For $s ∈ N_{0}$ and bounded Lipschitz domains $D ⊂ R^{3}$, we define the norms $|v|_{s,D}$ for complex-valued functions $v$ by $|v|_{s,D} = \sum_{α: |α| ≤ s} \|D^α v\|_{0,D}^{2}$, and seminorms $|v|_{s,D}^{2} = \sum_{α: |α| = s} \|D^α v\|_{0,D}^{2}$. The Sobolev spaces $H^{s}(D)$ are
defined as the closure of $C^\infty(D)$ under the norm $\|\cdot\|_{s,D}$; $H^0(D) =: L^2(D)$. The Sobolev spaces $H^s_0(D)$ are defined as the closure of $C^\infty_0(D)$ under this norm. For positive noninteger $s$, the spaces $H^s(D)$ are defined by interpolation between $H^{s_1}(D)$ and $H^{s_2}(D)$, and the spaces $H^s_0(D)$ by interpolation between $H^{s_1}_0(D)$ and $H^{s_2}_0(D)$. For $s > 0$, the space $H^{-s}(D)$ is defined as the dual of $H^s_0(D)$ with norm
\[ \|v\|_{-s,D} = \sup_{w \in H^s_0(D)} \frac{|\langle v, w \rangle|}{\|w\|_{s,D}}. \]

Here and in the following, $\langle \cdot, \cdot \rangle$ denotes the duality pairing, which is taken to be linear in the first argument and antilinear in the second argument; thus, it coincides with the $L^2(D)$ inner product in case both $v$ and $w \in L^2(D)$. The Sobolev spaces $H^s(D)$ are Hilbert spaces, and we write $(\cdot, \cdot)_{s,D}$ for the corresponding inner product.

For closed, connected smooth 2-dimensional surfaces $\Gamma \subset \mathbb{R}^3$ and $s \geq 0$, we define the Sobolev spaces $H^s(\Gamma)$ in terms of the eigenfunctions of the Laplace-Beltrami operator. To this end, let $\{\varphi_n, \lambda_n\}_{n \in \mathbb{N}_0}$ be a sequence of eigenpairs of the Laplace-Beltrami operator on $\Gamma$, which we assume to be normalized so that they form an $L^2(\Gamma)$-orthonormal basis. For $s \geq 0$, we define the norm $\|v\|_{s,\Gamma}^2 := \sum_n |v_n|^2 (1 + \lambda_n)^s$, where $v = \sum_n v_n \varphi_n$ is expanded in the $L^2(\Gamma)$-orthogonal basis $\{\varphi_n\}_{n \in \mathbb{N}_0}$. This norm is equivalent to the one obtained by using local charts as described in [46]; see, e.g., [55, Sec. 5.4]. Negative order Sobolev spaces are defined by duality and equipped with the norm
\[ \|v\|_{-s,\Gamma} = \sup_{w \in H^s(\Gamma)} \frac{|\langle v, w \rangle|}{\|w\|_{s,\Gamma}}. \]

Again, $(\cdot, \cdot)$ is the duality pairing, with the understanding to coincide with the $L^2(\Gamma)$ inner product if both arguments are in $L^2(\Gamma)$. The mapping $v \mapsto (v_n)_{n \in \mathbb{N}_0}$, with $v_n = (v, \varphi_n)_{L^2(\Gamma)}$, is an isometric isomorphism between $H^s(\Gamma)$ and the sequence space $\{(v_n)_{n \in \mathbb{N}_0} | |\sum_n |v_n|^2 (1 + \lambda_n)^s < \infty\}$. Likewise, the dual space $H^{-s}(\Gamma)$ of $H^s(\Gamma)$ can be identified with the sequence space $\{(v_n)_{n \in \mathbb{N}_0} | |\sum_n |v_n|^2 (1 + \lambda_n)^{-s} < \infty\}$, and the norm (1.2) is given by $\|v\|_{-s,\Gamma}^2 = \sum_n |v_n|^2 (1 + \lambda_n)^{-s}$. When identifying the spaces $H^s(\Gamma)$ and $H^{-s}(\Gamma)$ with sequence spaces in this way, the duality pairing $\langle w, v \rangle$ takes the form
\[ \langle w, v \rangle = \sum_{n \in \mathbb{N}_0} w_n \overline{v_n}. \]

For $s \in \mathbb{R}$, the spaces $H^s(\Gamma)$ are Hilbert spaces endowed with the inner product $(\cdot, \cdot)_{s,\Gamma}$, which takes the form
\[ (w, v)_{s,\Gamma} = \sum_{n \in \mathbb{N}_0} w_n \overline{v_n} (1 + \lambda_n)^s, \]

when the elements of $H^s(\Gamma)$ are characterized by sequences through the above mentioned isometric isomorphisms. The seminorm $|\cdot|_{\frac{1}{2},\Gamma}$ in $H^{\frac{1}{2}}(\Gamma)$ is defined by factoring out constant functions: $|v|_{\frac{1}{2},\Gamma} = \inf_{c \in \mathbb{C}} \|v - c\|_{\frac{1}{2},\Gamma}$.

For bounded linear operators $K : H^s(\Gamma) \to H^{s'}(\Gamma)$, we will require the adjoint $K^* : H^{-s'}(\Gamma) \to H^{-s}(\Gamma)$ defined by $\langle K^* w, v \rangle = \langle w, Kv \rangle$, where the duality pairings are between the appropriate spaces. By tagging the conjugate, this also implies $\langle Kv, w \rangle = \langle v, K^* w \rangle$.

Given two positive quantities $a$ and $b$, we write $a \lesssim b$ and $a \gtrsim b$ whenever there exists a positive constant $c$ such that $a \leq cb$ and $a \geq cb$, respectively (the dependence of the constant is specified at each occurrence).

Outline of the paper. In Section 2, we introduce the problem we are interested in, and we recall basic tools from the theory of boundary integral operators. This problem is formulated in variational formulation in Section 3. Here, the auxiliary mortar variable is introduced. The well-posedness and the regularity of the solution to the dual problem, including the proof of a Gårding inequality, are investigated as well. Section 4 is devoted to the construction of a FEM-BEM mortar coupling for the discretization of the continuous problem. Quasi-optimality of the Galerkin method is established under a resolution condition on the approximation spaces. Numerical results and comments on the implementation of the method are presented in Section 5. Finally, conclusions are drawn in Section 6. In the appendix, we present wavenumber-explicit continuity estimates and a Gårding inequality for the case of an analytic coupling surface $\Gamma$. 

3
2 The continuous problem and the functional setting

In the present section we introduce the target problem, the functional setting, some notation, and recall useful definitions and properties of boundary integral potentials and operators.

Given $\Omega$ a bounded domain in $\mathbb{R}^3$, we define $\Omega^+ := \mathbb{R}^3 \setminus \overline{\Omega}$ and $\Gamma := \overline{\Omega} \cap \overline{\Omega}^+$, and we associate with $\Gamma$ the normal vector $\mathbf{n}_\Gamma$ pointing outwards $\Omega$. Let $a = a(x)$ be a diffusion parameter in $C^\infty(\mathbb{R}^3)$ such that $0 < a_* \leq a \leq a^*$ in $\mathbb{R}^3$, for two constants $a_*$ and $a^*$. The forthcoming analysis extends also to the case of a positive definite diffusion tensor $a$. For the sake of exposition, we stick to the scalar case. Consider the wavenumber function $kn(x)$, where $k \in \mathbb{R}$, $k \geq k_0 > 0$, denotes the angular frequency, and the function $n \in L^\infty(\mathbb{R}^3, \mathbb{C})$ such that $|n(x)| \geq c_0 > 0$ denotes the material refraction index. We assume that

$$a \equiv 1 \text{ and } n \equiv 1 \text{ a.e. on } \Omega^+ \cup \mathcal{N}(\Gamma) \text{ and } \mathcal{N}(\Gamma) = \text{an open neighborhood of } \Gamma. \quad (2.1)$$

For source terms of the form

$$\tilde{f}(x) = \begin{cases} f(x) & \text{in } \Omega, \\ 0 & \text{elsewhere}, \end{cases}$$

with $f \in L^2(\Omega)$ with compact support, we consider the three dimensional Helmholtz problem: find $u : \mathbb{R}^3 \rightarrow \mathbb{C}$ such that

$$\begin{cases} -\text{div}(a \nabla u) - (kn)^2 u = \tilde{f} & \text{in } \mathbb{R}^3, \\ |x| \left( \partial_{|x|} u - iku \right) = 0, \end{cases} \quad (2.2)$$

which can be also rewritten as a transmission problem. To this end, we introduce the jumps of functions and of their normal derivatives across the interface $\Gamma$. Given $\varphi \in H^1(\mathbb{R}^3 \setminus \Gamma)$, we denote by $\gamma^\text{int}_0(\varphi)$ and $\gamma^\text{ext}_0(\varphi)$ the Dirichlet traces over $\Gamma$ of the restrictions of $\varphi$ over $\Omega$ and $\Omega^+$, respectively, whereas, we denote by $\gamma^\text{int}_1(\varphi)$ and $\gamma^\text{ext}_1(\varphi)$ the Neumann traces over $\Gamma$ of the restrictions of $\varphi$ to $\Omega$ and $\Omega^+$, respectively. For any $v \in H^1(\mathbb{R}^3 \setminus \Gamma)$, we set

$$[v]_\Gamma := \gamma^\text{int}_0(v) - \gamma^\text{ext}_0(v), \quad [\partial_{\mathbf{n}_\Gamma} v]_\Gamma := \gamma^\text{int}_1(v) - \gamma^\text{ext}_1(v).$$

The transmission problem equivalent to (2.2) consists in finding $u : \mathbb{R}^3 \rightarrow \mathbb{C}$ such that

$$\begin{cases} -\text{div}(a \nabla u) - (kn)^2 u = f & \text{in } \Omega, \\ \Delta u - k^2 u = 0 & \text{in } \Omega^+, \\ [u]_\Gamma = 0, \quad [\partial_{\mathbf{n}_\Gamma} u]_\Gamma = 0, \\ \lim_{|x| \rightarrow +\infty} |x| \left( \partial_{|x|} u - iku \right) = 0. \end{cases} \quad (2.3)$$

In Section 3 we introduce an additional formulation based on adding a mortar variable, which is investigated numerically in Section 4. The remainder of this section is devoted to recall definitions and tools stemming from the theory of boundary integral operators.

We assume henceforth the following uniqueness assertion:

$$\begin{cases} -\text{div}(a \nabla u) - (kn)^2 u = 0 & \text{in } \Omega \cup \Omega^+, \\ [u]_\Gamma = 0, \quad [\partial_{\mathbf{n}_\Gamma} u]_\Gamma = 0, \quad \lim_{|x| \rightarrow +\infty} |x| \left( \partial_{|x|} u - iku \right) = 0 \quad \implies \quad u = 0. \end{cases} \quad (2.4)$$

Note that this assumption corresponds to the uniqueness of the solution to problem (2.3), and is used in the following to apply the Fredholm theory.

Remark 2.1. It is well-known that the uniqueness assertion (2.4) holds true for $a = 1$ and $n = 1$. Indeed, in this case a solution $u$ is smooth (in fact, analytic) and then it follows from [19] (2.10) (by letting the set $D$ shrink to a point there) that $u \equiv 0$. The solution is then given by the Newton potential $u = N_k f$ defined in (2.7). For Helmholtz problems with variable coefficients we refer to the recent works [9, 14, 33, 34, 54] and the references therein for discussions regarding uniqueness as well as the dependence of the solution operator on the wavenumber $k$. 

4
2.1 Boundary integral operators for the 3D Helmholtz problem in a nutshell

In this section, we define integral operators for functions on \( \Gamma \), and recall some of their properties. As we assume that the refraction index \( n \equiv 1 \) in a neighborhood of \( \Gamma \), the wavenumber that enters these definitions is simply \( k \).

Given

\[
G_k(x, y) = \frac{e^{ik|x-y|}}{4\pi|x-y|}
\]

the fundamental solution to the 3D Helmholtz problem, we define the single and double layer potentials by

\[
\tilde{V}_k \varphi(x) = \int_{\Gamma} G_k(x - y) \varphi(y) ds(y) \quad \forall x \in \mathbb{R}^3 \setminus \Gamma, \forall \varphi \in H^{-\frac{1}{2}}(\Gamma), \tag{2.5}
\]

\[
\tilde{K}_k \varphi(x) = \int_{\Gamma} \partial_{\nu(y)} G_k(x - y) \varphi(y) ds(y) \quad \forall x \in \mathbb{R}^3 \setminus \Gamma, \forall \varphi \in H^\frac{1}{2}(\Gamma). \tag{2.6}
\]

These two potentials satisfy the Helmholtz equation with wavenumber \( k \) in \( \Omega \cup \Omega^+ \). We also define the Newton potential by

\[
\tilde{N}_k g(x) := \int_{\Omega} G_k(x - y) g(y) dy \quad \forall x \in \mathbb{R}^3, \forall g \in L^2(\Omega). \tag{2.7}
\]

Starting from (2.5) and (2.6), we define the four boundary integral operators. The properties of such operators are detailed in several textbooks and papers; we refer here for instance to [20, 46, 50, 62].

Firstly, we introduce the single layer operator \( \mathcal{V}_k : H^{-\frac{1}{2}}(\Gamma) \to H^\frac{1}{2}(\Gamma) \):

\[
\mathcal{V}_k \varphi := \gamma^\text{int}_0(\tilde{V}_k \varphi) \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma). \tag{2.8}
\]

This operator extends to an operator \( \mathcal{V}_k : H^{-1+s}(\Gamma) \to H^s(\Gamma) \) for all \( s \in [0, 1] \) on Lipschitz boundaries \( \Gamma \). Besides, \( \tilde{V}_k \) satisfies the jump relation

\[
\gamma_0^\text{ext}(\tilde{V}_k \varphi) = \gamma_0^\text{int}(\tilde{V}_k \varphi) \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma) \quad \text{and} \quad [\tilde{V}_k \varphi]_\Gamma = 0 \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma). \tag{2.9}
\]

Next, we define the double layer operator \( \mathcal{K}_k : H^\frac{1}{2}(\Gamma) \to H^\frac{1}{2}(\Gamma) \):

\[
\left(-\frac{1}{2} + \mathcal{K}_k\right) \varphi := \gamma^\text{int}_0(\tilde{K}_k \varphi) \quad \forall \varphi \in H^\frac{1}{2}(\Gamma). \tag{2.10}
\]

This operator extends to an operator \( \mathcal{K}_k : H^s(\Gamma) \to H^s(\Gamma) \) for all \( s \in [0, 1] \) on Lipschitz boundaries \( \Gamma \). Moreover, the following jump condition holds true:

\[
\|\tilde{K}_k \varphi\|_\Gamma = -\varphi \quad \forall \varphi \in H^\frac{1}{2}(\Gamma) \quad \text{and} \quad \gamma_0^\text{ext}(\tilde{K}_k \varphi) = \left(\frac{1}{2} + \mathcal{K}_k\right) \varphi \quad \forall \varphi \in H^\frac{1}{2}(\Gamma). \tag{2.11}
\]

The so-called adjoint double layer operator \( \mathcal{K}'_k : H^{-\frac{1}{2}}(\Gamma) \to H^{-\frac{1}{2}}(\Gamma) \) is specified by

\[
\left(\frac{1}{2} + \mathcal{K}'_k\right) \varphi := \gamma_1^\text{int}(\tilde{K}_k \varphi) \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma). \tag{2.12}
\]

This operator extends to an operator \( \mathcal{K}'_k : H^{-s}(\Gamma) \to H^{-s}(\Gamma) \) for all \( s \in [0, 1] \) on Lipschitz boundaries \( \Gamma \). Moreover, the following jump condition holds true

\[
\|\partial_{\nu_y} \tilde{K}_k \varphi\|_\Gamma = \varphi \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma) \quad \text{and} \quad \gamma_1^\text{ext}(\tilde{V}_k \varphi) = \left(-\frac{1}{2} + \mathcal{K}'_k\right) \varphi \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma). \tag{2.13}
\]

The hypersingular boundary integral operator \( \mathcal{W}_k : H^\frac{1}{2}(\Gamma) \to H^{-\frac{1}{2}}(\Gamma) \) is given by

\[
-\mathcal{W}_k \varphi := \gamma_1^\text{int}(\tilde{K}_k \varphi) \quad \forall \varphi \in H^\frac{1}{2}(\Gamma). \tag{2.14}
\]
This operator extends to an operator $\mathcal{W}_k : H^s(\Gamma) \to H^{-1+s}(\Gamma)$ for all $s \in [0, 1]$ on Lipschitz boundaries $\Gamma$. The following jump condition holds true:

$$\left[ \partial_n, \widetilde{K}_k \varphi \right]_{\Gamma} = 0 \quad \forall \varphi \in H^{\frac{3}{2}}(\Gamma) \quad \text{and} \quad \gamma^e_{1}(\widetilde{K}_k \varphi) = -\mathcal{W}_k \varphi \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma).$$

(2.15)

Additionally, we highlight a feature of the single layer and the hypersingular operators for zero wavenumber, namely, there exist constants $c_1, c_2, c_3, c_4 > 0$ depending on $\Omega$ such that

$$c_1 \| \varphi \|^2_{\frac{3}{2}, \Gamma} \leq \langle \varphi, V_0 \varphi \rangle \leq c_2 \| \varphi \|^2_{\frac{3}{2}, \Gamma} \quad \forall \varphi \in H^{-\frac{1}{2}}(\Gamma),$$

$$c_3 |\psi|^2_{\frac{3}{2}, \Gamma} \leq \langle W_0 \psi, \psi \rangle \leq c_4 |\psi|^2_{\frac{3}{2}, \Gamma} \quad \forall \psi \in H^{\frac{3}{2}}(\Gamma)/C.$$  

(2.16)

Moreover,

$$V_0^0 = V_0, \quad K_0^0 = K_0', \quad W_0^0 = W_0.$$  

(2.17)

Assuming sufficient smoothness of the interface $\Gamma$, the range of the parameter $s$ in the mapping properties of the four boundary operators that are recalled after formulas (2.8), (2.10), (2.12), and (2.14), can be arbitrarily enlarged.

**Proposition 2.2.** Let $\Gamma$ be $C^\infty$ and let $V_k$, $K_k$, $K_k'$, and $W_k$ be defined in (2.8), (2.10), (2.12), and (2.14), respectively. Then, for all $s \in \mathbb{R}$, the following maps are bounded linear operators:

$$V_k : H^{-1+s}(\Gamma) \to H^{s}(\Gamma), \quad K_k : H^{s}(\Gamma) \to H^{s}(\Gamma),$$

$$K_k' : H^{-s}(\Gamma) \to H^{-s}(\Gamma), \quad W_k : H^{s}(\Gamma) \to H^{-1+s}(\Gamma).$$

(2.18)

Moreover, for $s \geq 0$, the operators

$$V_k - V_0 : H^{-\frac{1}{2}+s}(\Gamma) \to H^{\frac{3}{2}+s}(\Gamma), \quad K_k - K_0 : H^{\frac{1}{2}+s}(\Gamma) \to H^{\frac{3}{2}+s}(\Gamma),$$

$$K_k' - K_0' : H^{-\frac{1}{2}+s}(\Gamma) \to H^{\frac{3}{2}+s}(\Gamma), \quad W_k - W_0 : H^{\frac{1}{2}+s}(\Gamma) \to H^{\frac{3}{2}+s}(\Gamma),$$

(2.19)

are bounded linear operators.

**Proof.** For the proof of (2.18), we refer to [46] Thm. 7.2. The enhanced shift properties of the differences in (2.19) as compared to the individual terms expresses a compactness property, which is well-known; see, e.g., [8, 35, 56, 62]. For analytic $\Gamma$, the mapping properties of (2.19) could be extracted from the potential estimates in [47] Thms. 5.3-5.4] by taking appropriate traces; cf. Appendix A. In the interest of readability and to be able to connect with Remark 3.7 below, we sketch the argument. For $\varphi \in H^{-1/2+s}(\Gamma)$, the function $u := \widetilde{V}_k \varphi - V_0 \varphi$ satisfies

$$-\Delta u - k^2 u = -k^2 \widetilde{V}_0 \varphi \quad \text{in} \ \mathbb{R}^3 \setminus \Gamma, \quad [u]_{\Gamma} = 0, \quad [\partial_n u]_{\Gamma} = 0.$$  

(2.20)

We note that $\widetilde{V}_0 \varphi \in H^{1+s}(\Omega) \cap H^{1+s}(\Omega^+ \cap B_R(0))$ (for a sufficiently large ball $B_R(0)$) by the mapping properties of $\widetilde{V}_0$, [46] Thm. 6.13]. Since the interface is smooth, elliptic regularity for transmission problems gives $u \in H^{3+s}(\Omega) \cap H^{3+s}(\Omega^+ \cap B_R(0))$. Taking the trace and the conormal derivative on $\Gamma$ proves the mapping properties for $V_k - V_0$ and $K_k' - K_0'$. The mapping properties of $K_k - K_0$ and $W_k - W_0$ are seen similarly by studying the potential $u := \widetilde{K}_k \psi - \widetilde{K}_0 \psi$ for $\psi \in H^{1/2+s}(\Gamma)$. □

**Remark 2.3.** The continuity constants of the mappings in (2.18) and (2.19) depend on the wavenumber $k$. Some wavenumber-explicit control of the constants in (2.19) is possible using the refined $k$-explicit regularity given in [47] Thms. 5.1-5.4]; cf. also Appendix A. While this kind of regularity is a key ingredient of a $k$-explicit analysis of high order method, a sharp $k$-explicit analysis as done for acoustic scattering problems in [44] or for Maxwell problems in [52] is beyond the scope of the present work as it requires a much more elaborate analysis of various dual problems than what is done in Section 3.2.

Some $k$-explicit bounds for integral operators are available in the literature: besides [47], we mention the bounds for the operators $V_k$, $K_k$, $K_k'$, $W_k$ in [32] Sec. 1.2.3], [26] Thm. 6.4] and [13] Sec. 5, [4] for the combined field operators.
Let \( u \) be a (near \( \Gamma \) sufficiently regular) solution to the Helmholtz equation 
\(-\Delta u - k^2 u = 0 \) in \( \Omega^+ \) satisfying the Sommerfeld radiation condition at infinity. Then, we have the following representation \([46,56]\):
\[
   u(x) = -\tilde{V}_k \partial_n u(x) + \tilde{K}_k u(x) \quad \forall x \in \Omega^+.
\]

Taking the trace and the trace of the normal derivative yields the following two equations, known as the exterior Calderón system for homogeneous Helmholtz problems with solution \( u \):
\[
\begin{align*}
   \gamma^\text{ext} \partial_{\text{norm}} u &= (\frac{1}{2} + K_k) (\gamma_0^\text{ext} u) - V_k (\gamma_1^\text{ext} u), \\
   \gamma^\text{ext} u &= -W_k (\gamma_0^\text{ext} u) + (\frac{1}{2} - K_k') (\gamma_1^\text{ext} u).
\end{align*}
\] (2.21)

## 3 Mortar coupling and analysis

The aim of the present section is to rewrite the transmission problem \([2.3]\) by adding an additional “intermediate” unknown called mortar variable, which is the impedance trace of the solution on the interface \( \Gamma \). This new formulation is analyzed in the remainder of the section, and is the target of the numerical analysis of Section 4.

The problem with mortar coupling we are interested in reads as follows: Find the functions \( u : \Omega \to \mathbb{C} \), \( m : \Gamma \to \mathbb{C} \), and \( u^\text{ext} : \Gamma \to \mathbb{C} \) such that
\[
\begin{align*}
   -\text{div}(a \nabla u) - (kn)^2 u &= f \quad \text{in } \Omega, \\
   \partial_n u +iku - m &= 0 \quad \text{on } \Gamma, \\
   u^\text{ext} &= \mathcal{P}_{ITD} m \quad \text{on } \Gamma, \\
   u - [(\frac{1}{2} + K_k) u^\text{ext} - V_k (m - iku^\text{ext})] &= 0 \quad \text{on } \Gamma.
\end{align*}
\] (3.1)- (3.3)

In the boundary conditions in problem \([3.1]\), the term \( \partial_n u \) is indeed equal to \( a \partial_{\text{norm}} u \), as we have assumed that \( a \) is equal to 1 in a neighborhood of the interface \( \Gamma \).

The operator \( \mathcal{P}_{ITD} : H^{-\frac{1}{2}}(\Gamma) \to H^{\frac{1}{2}}(\Gamma) \) appearing in \([3.2]\) maps the impedance mortar variable \( m \) to the Dirichlet trace \( u^\text{ext} \) of the solution to the exterior problem. A description of such operator can be found in \([13\text{, pag. } 124-126]\).

Equation \([3.1]\) represents the problem in the interior domain \( \Omega \), i.e., a Helmholtz problem endowed with impedance boundary condition provided by the mortar variable. On the other hand, equation \([3.2]\) relates the Dirichlet trace of the solution in the exterior domain \( \Omega^+ \) with the mortar variable. Finally, equation \([3.3]\) couples the three unknowns altogether, i.e., connects the mortar variable \( m \) with the Dirichlet traces of \( u \) and \( u^\text{ext} \), the solutions in the interior and exterior domains, respectively.

Equations \([3.2]\) and \([3.3]\) follow from the exterior Calderón system \([2.21]\) and the coupling condition \([u]_{\Gamma} = 0 \) in \([2.3]\).

**Remark 3.1.** The mortar formulation \([3.1]-[3.2]-[3.3]\) is equivalent to a transmission formulation. This can be easily seen by inverting the operator \( \mathcal{P}_{ITD} \) formally, solving \([3.2]\) in terms of \( m \) as
\[
   m = \mathcal{P}_{ITD}^{-1} u^\text{ext},
\]
and inserting \( m \) in \([3.1]\) and \([3.3]\). The counterpart of this in the discrete setting is discussed in Remark 5.1.

For ease of reading, we recall and prove the following equivalent formulation of \([3.2]\).

**Proposition 3.2.** Equation \([3.2]\) is equivalent to
\[
   B_k u^\text{ext} + ik A'_k (u^\text{ext}) - A_k' m = 0,
\] (3.4)
where
\[
   B_k := -V_k - ik \left( \frac{1}{2} - K_k \right), \quad A'_k := \frac{1}{2} + K_k' + ik V_k,
\] (3.5)
are combined integral operators.
Proof. The exterior Calderón system (2.21) also reads
\[
\begin{align*}
(\mathcal{K}_k - \frac{1}{2})(\gamma^\text{ext}_0 u) - \mathcal{V}_k(\gamma^\text{ext}_1 u) = 0, \\
\mathcal{W}_k(\gamma^\text{ext}_0 u) + (\mathcal{K}_k' + \frac{1}{2})(\gamma^\text{ext}_1 u) = 0.
\end{align*}
\]
Owing to the second equation of (3.1) and to the transmission conditions in (2.3), we get
\[
\begin{align*}
((\mathcal{K}_k - \frac{1}{2})(u^\text{ext}) + ik\mathcal{V}_k(u^\text{ext}) - \mathcal{V}_k(m) = 0, \\
-\mathcal{W}_k(u^\text{ext}) + ik(\mathcal{K}_k' + \frac{1}{2})(u^\text{ext}) - (\mathcal{K}_k' + \frac{1}{2})m = 0. 
\end{align*}
\]
(3.6)
Multiplying the first equation in (3.6) by ik, we deduce
\[
\begin{align*}
-ik((\mathcal{K}_k - \frac{1}{2})(u^\text{ext}) + i(ik\mathcal{V}_k)(kw^\text{ext}) - ik\mathcal{V}_k(m) = 0, \\
-\mathcal{W}_k(u^\text{ext}) + ik(\mathcal{K}_k' + \frac{1}{2})(u^\text{ext}) - (\mathcal{K}_k' + \frac{1}{2})m = 0. 
\end{align*}
\]
(3.7)
We obtain (3.4) by summing the two equations in (3.7), whence the name combined for the operators in 3.5. To conclude the proof, it suffices to show that (3.4) implies (3.2). To this aim, we use that the operator \(B_k + iA'_k\) is invertible; see [13, Theorem 2.27].

Remark 3.3. The operators \(B_k, A'_k, B_k + iA'_k\) are invertible by [13, Thm. 2.27]. Wavenumber-explicit estimates for the operator \(A'_k\) and the exterior Dirichlet-to-Neumann operators are available in [4] for so-called nontrapping domains \(\Omega\). The use of so-called combined field integral equations that are well-posed for all wavenumbers \(k\) goes back at least to [6,10]; we refer to [13] for a more detailed discussion.

Next, having at our disposal Proposition 3.2, we write the mortar coupling of the interior and exterior Helmholtz problems in weak form, which reads
\[
\begin{align*}
\text{find } & (u, m, u^\text{ext}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^\frac{1}{2}(\Gamma) \text{ such that} \\
\langle \mathcal{A}u, \nabla v \rangle_{0,\Omega} - ((ku)^2 u, v)_{0,\Omega} + ik(u, v)_{0,\Gamma} - (m, v) = (f, v)_{0,\Omega} & \quad \forall v \in H^1(\Omega) \\
\langle (B_k + ikA'_k)u^\text{ext} - A'_k m, v^\text{ext} \rangle = 0 & \quad \forall v^\text{ext} \in H^\frac{1}{2}(\Gamma) \\
\langle (u, \lambda) - ((\frac{1}{2} + \mathcal{K}_k)u^\text{ext} - \mathcal{V}_k(m - iku^\text{ext}), \lambda) = 0 & \quad \forall \lambda \in H^{-\frac{1}{2}}(\Gamma). 
\end{align*}
\]
(3.8)
Problem (3.8) is equivalent to the following problem:
\[
\begin{align*}
\text{find } & (u, m, u^\text{ext}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^\frac{1}{2}(\Gamma) \text{ such that} \\
\mathcal{T}(u, m, u^\text{ext}), (v, \lambda, v^\text{ext})) = (f, v)_{0,\Omega} & \quad \forall (v, \lambda, v^\text{ext}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^\frac{1}{2}(\Gamma), 
\end{align*}
\]
(3.9)
where we have set, by a proper linear combination of the three equations in (3.8),
\[
\begin{align*}
\mathcal{T}(u, m, u^\text{ext}), (v, \lambda, v^\text{ext})) = \langle \mathcal{A}u, \nabla v \rangle_{0,\Omega} - ((ku)^2 u, v)_{0,\Omega} + ik(u, v)_{0,\Gamma} - (m, v) & \\
- \langle (\mathcal{W}_k - ik(\frac{1}{2} + \mathcal{K}_k) + ik(\frac{1}{2} + \mathcal{K}_k') + ik\mathcal{V}_k)m, v^\text{ext} \rangle & \\
+ \langle (\frac{1}{2} + \mathcal{K}_k)u^\text{ext} - \mathcal{V}_k(m - iku^\text{ext}), \lambda \rangle. 
\end{align*}
\]
(3.10)
Remark 3.4. For the special case \(k = 0\), the sesquilinear form \(\mathcal{T}\) reduces to the one that is used in the “three-field” coupling strategy for Poisson problems; see, e.g., [24, Def. 4.2]. A direct calculation using (2.17) shows that, for \(k = 0\), one has \(\mathcal{T}(u, m, u^\text{ext})) = \|a^\frac{1}{2} \nabla u\|^2_{L^2(\Omega)} + \langle \mathcal{W}_0 u^\text{ext}, u^\text{ext} \rangle + \langle \mathcal{V}_0 m, m \rangle\), which is nonnegative.

In Theorem 3.6 below, we prove that \(\mathcal{T}(\cdot, \cdot)\) satisfies a Gårding inequality, which then allows us to prove the following existence and uniqueness result:

Theorem 3.5. Assuming (2.4) and that the interface \(\Gamma\) is smooth, problem (3.8) and, consequently, problem (3.9), admit a unique solution. In particular, the sesquilinear form \(\mathcal{T}(\cdot, \cdot)\) satisfies a positive inf-sup condition with a wavenumber-dependent constant.

Proof. By Fredholm theory, the assertion follows from a combination of Theorem 3.6 i.e., the Gårding inequality, and the uniqueness assumption (2.4).
3.1 Gårding inequality

In this section, we prove a Gårding inequality for $T(\cdot, \cdot)$ defined in (3.10). Such an inequality is one of the two lynchpins for the proof of Theorem 3.5 as well as for the analysis of the convergence of the method carried out in Section 4.

Theorem 3.6 (Gårding inequality). Let $T(\cdot, \cdot)$ be defined as in (3.10), and assume that the interface $\Gamma$ is smooth. Fix $k_0 > 0$. There exists $c > 0$ (depending only on $k_0$ and $\Omega$) and, for each $k \geq k_0$, there is a positive constant $c_G(k)$ depending on $k$ and $\Omega$ such that for all $(v, \lambda, v^{ext}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma)$

$$\mathbb{R}E(T((v, \lambda, v^{ext})), (v, \lambda, v^{ext}))) \geq c \left\{ \|a\frac{1}{2} \nabla v\|^2_{0, \Omega} + \|\lambda\|^2_{-\frac{1}{2}, \Gamma} + \|v^{ext}\|^2_{\frac{1}{2}, \Gamma} \right\} - \left\{ k^2\|n v\|^2_{0, \Omega} + c_G(k) \left( \|\lambda\|^2_{-\frac{1}{2}, \Gamma} + \|v^{ext}\|^2_{\frac{1}{2}, \Gamma} \right) \right\}.$$

(3.11)

Proof. The estimate (3.11) is not k-explicit since the constant $c_G(k)$ depends on $k$. Notwithstanding, we highlight all the occurrences where the estimates depend on the wavenumber $k$.

Given the positivity results for $k = k_0$ in (2.16), see also Remark 3.4 we write $V_k = V_0 + (V_k - V_0)$, $\mathcal{K}_k = \mathcal{K}_0 + (\mathcal{K}_k - \mathcal{K}_0)$, $\mathcal{K}'_k = \mathcal{K}'_0 + (\mathcal{K}'_k - \mathcal{K}'_0)$, $W_k = W_0 + (W_k - W_0)$, and split the sesquilinear form $T(\cdot, \cdot)$ accordingly:

$$T((u, m, u^{ext}), (v, \lambda, v^{ext})) = (a \nabla u, \nabla v)_{0, \Omega} - ((kn)^2 u, v)_{0, \Omega} + ik(u, v)_{0, \Gamma} - \langle m, v \rangle$$

$$- \langle (\mathcal{V}_k - ik(\frac{1}{2} \mathcal{K}_k) + ik(\frac{1}{2} \mathcal{K}'_k + i k V_k)) u^{ext} - (\frac{1}{2} + \mathcal{K}'_k + i K_v) m, v^{ext} \rangle$$

$$+ \langle m, v \rangle - (\frac{1}{2} + \mathcal{K}_k) u^{ext} - V_k (m - i k u^{ext}), \lambda \rangle$$

$$= T_1(\cdot, \cdot) + T_2(\cdot, \cdot) + T_3(\cdot, \cdot),$$

(3.12)

where the sesquilinear forms $T_1$, $T_2$, $T_3$ correspond to the three expressions in $\{ \cdot \}$.  
1. step: We show that

$$\mathbb{R}E(T_1((v, \lambda, v^{ext})), (v, \lambda, v^{ext}))) = T_1((v, \lambda, v^{ext})), (v, \lambda, v^{ext})) \gtrsim \|a\frac{1}{2} \nabla v\|^2_{0, \Omega} + \|\lambda\|^2_{-\frac{1}{2}, \Gamma} + \|v^{ext}\|^2_{\frac{1}{2}, \Gamma},$$

(3.13)

with implied constant dependent on $k_0$ but independent of $k$. In view of the positivity assertions for $V_0$ and $W_0$ (cf. (2.16)), in order to prove (3.13), it suffices to ascertain that

$$\|v^{ext}\|^2_{\frac{1}{2}, \Gamma} + k^2\|v^{ext}\|^2_{\frac{1}{2}, \Gamma} \gtrsim \|v^{ext}\|^2_{\frac{1}{2}, \Gamma},$$

(3.14)

with implied constant dependent on $k_0$ but independent of $k$. Let $\mathbf{v} := [(\mathcal{V}_k)^{-1}(u^{ext}), 1]_{0, \Gamma}$ be the $L^2(\Gamma)$-projection of $v^{ext}$ onto $C$. We note that $\|v^{ext}\|^2_{\frac{1}{2}, \Gamma} = \inf_{c \in C} \|v^{ext} - c\|^2_{\frac{1}{2}, \Gamma} = \|v^{ext} - \mathbf{v}\|^2_{\frac{1}{2}, \Gamma}$. Next, $|\mathcal{V}_k| = |(v^{ext}, 1)_{0, \Gamma}| \leq \|v^{ext}\|_{-\frac{1}{2}, \Gamma} = \|v^{ext} - \mathbf{v}\|_{\frac{1}{2}, \Gamma} \leq \|v^{ext}\|_{\frac{1}{2}, \Gamma}$. Hence,

$$\|v^{ext}\|^2_{\frac{1}{2}, \Gamma} \leq \|v^{ext} - \mathbf{v}\|^2_{\frac{1}{2}, \Gamma} + \|\mathbf{v}\|^2_{\frac{1}{2}, \Gamma} = \|v^{ext} - \mathbf{v}\|^2_{\frac{1}{2}, \Gamma} + \|\mathbf{v}\|^2_{\frac{1}{2}, \Gamma} \gtrsim \|v^{ext}\|^2_{\frac{1}{2}, \Gamma} + \|v^{ext}\|^2_{\frac{1}{2}, \Gamma}.$$

Since $k \geq k_0 > 0$, we get $\|v^{ext}\|^2_{\frac{1}{2}, \Gamma} + \|v^{ext}\|^2_{\frac{1}{2}, \Gamma} \lesssim \|v^{ext}\|^2_{\frac{1}{2}, \Gamma} + k^2\|v^{ext}\|^2_{\frac{1}{2}, \Gamma}$ (with hidden constant depending on $k_0$ but independent of $k$), and (3.14) follows.
2. step: Using \( \Re \mathbb{E}(z) = \Re z \) for all \( z \in \mathbb{C} \) and (2.17), we see that

\[
\Re \left( T_z \left( (v, \lambda, v^{ext}),(v, \lambda, v^{ext}) \right) \right) = 0. \tag{3.15}
\]

3. step: Using the continuity of the operators in (2.19), we bound each of the first nine terms in \( T_3(v, \lambda, v^{ext}),(v, \lambda, v^{ext}) \) as follows:

\[
|\langle \lambda, (\mathcal{V}_k - \mathcal{V}_0) \lambda \rangle| \leq \| \lambda \| \cdot \| \mathcal{V}_k - \mathcal{V}_0 \| \| \lambda \| \leq \eta^2 \| \lambda \|, \\
|\langle \lambda, (\mathcal{V}_k - \mathcal{V}_0) v^{ext} \rangle| \leq \| \lambda \| \cdot \| \mathcal{V}_k - \mathcal{V}_0 \| \| v^{ext} \| \leq \eta^2 \| v^{ext} \|, \\
|\langle \lambda, (\mathcal{V}_k - \mathcal{V}_0) \rangle \| \leq \| \lambda \| \cdot \| \mathcal{V}_k - \mathcal{V}_0 \| \leq \eta^2 \| \lambda \|,
\]

where the hidden constants depend on \( k \). The last term is simply

\[
\langle (k n)^2 v, v \rangle_{0, \Omega} = k^2 \| n v \|_{0, \Omega}^2. \tag{3.17}
\]

Collecting (3.13), (3.15), (3.17), and (3.16), and using Young’s inequality show the claim. □

Remark 3.7. The Gårding inequality in Theorem 3.6 relies on the compactness properties of \( \mathcal{V}_k - \mathcal{V}_0, \mathcal{K}_k - \mathcal{K}_0, \mathcal{W}_k - \mathcal{W}_0 \) as employed in (3.16). Such compactness properties are still valid for Lipschitz domains. For Lipschitz domains, the spaces \( H^s(\Gamma) \), \( |s| \leq 1 \), can be defined using local (Lipschitz) charts; see, e.g., [46]. We claim that, for \( \varepsilon \in (0, 1) \),

\[
\mathcal{V}_k - \mathcal{V}_0 : H^{-1/2}(\Gamma) \to H^{1-\varepsilon}(\Gamma), \quad \mathcal{K}_k - \mathcal{K}_0 : H^{-1/2}(\Gamma) \to L^2(\Gamma), \quad \mathcal{W}_k - \mathcal{W}_0 : H^{1/2}(\Gamma) \to H^1(\Gamma). \tag{3.18a}
\]

To see (3.18a), consider for \( \varphi \in H^{-1/2}(\Gamma) \) the potential \( u = \mathcal{V}_k \varphi - \mathcal{V}_0 \varphi \). It is in \( H^1(\Omega) \cap H^1(\Omega^+ \cap B(0)) \) and satisfies (2.20). We note that \( k^2 \mathcal{V}_k \varphi \) is in \( H^1(\Omega) \cap H^1(\Omega^+ \cap B(0)) \) by [20] Thm. 1. Therefore, \( \mathcal{V}_k \varphi \) is in \( L^2(B(0)) \), and then (2.20) implies \( u \in H^1_0(\mathbb{R}^3) \). For Lipschitz domains, the trace operator is continuous \( H^s(\Omega) \to H^{s-1/2}(\Gamma) \) for \( 1/2 < s < 3/2 \); [46] Thm. 3.38. This implies that \( \gamma_0 u \in H^{1-\varepsilon}(\Gamma) \) for any \( \varepsilon \in (0, 1) \), and this gives the first mapping property in (3.18a). The conormal derivative of \( u \) on \( \Gamma \) is \( \mathcal{K}_k \varphi - \mathcal{K}_0 \varphi \). Since \( \nabla u \in H^1(\Omega) \) and \( \mathbf{n} \in L^\infty(\Gamma) \), we infer \( \mathcal{K}_k \varphi - \mathcal{K}_0 \varphi \). This gives the second mapping property in (3.18a). The mapping properties in (3.18a) are shown by similar arguments using, for \( \psi \in H^{1/2}(\Gamma) \), the potential \( \psi = \mathcal{K}_k \varphi - \mathcal{K}_0 \varphi \), which is in \( H^1(\Omega) \cap H^1(\Omega^+ \cap B(0)) \) by [20] Thm. 1.

Inserting the mapping properties (3.18a) in (3.16), for any \( \varepsilon \in (0, 1/2) \) and all \((v, \lambda, v^{ext}) \in H^1(\Omega) \times H^{-1/2}(\Gamma) \times H^{1-\varepsilon}(\Gamma) \), the Gårding inequality

\[
\Re \left( T \left( (v, \lambda, v^{ext}),(v, \lambda, v^{ext}) \right) \right) \geq \langle \mathbf{a} \nabla v, \mathbf{a} \nabla v \rangle_{0, \Omega} + \langle \lambda, \lambda \rangle^{-1/2} + \| v^{ext} \|^{2}_{2, \Gamma}, \\
- c_G(k) \left( \| n v \|_{0, \Omega}^2 + \| \lambda \|_{2, 1+\varepsilon, \Gamma} + \| v^{ext} \|_{0, \Gamma}^2 \right).
\]

The compact perturbation in the Gårding inequality of Theorem 3.6 essentially arises from the the differences \( \mathcal{V}_k - \mathcal{V}_0, \mathcal{K}_k - \mathcal{K}_0, \mathcal{W}_k - \mathcal{W}_0 \). For analytic \( \Gamma \), a very good description of these differences is provided in [47]. In Appendix A, based on that characterization of the difference operators (see (A.1)), a k-explicit Gårding inequality for analytic \( \Gamma \) is proven (see Theorem A.2).
3.2 Regularity of solutions to the dual problem of (3.8)

In this section, we analyze a problem dual to problem (3.8), or equivalently to problem (3.9). The regularity of the solution of this dual problem is crucial for the convergence analysis in Section 4.

The dual problem we are interested in reads

\[
\begin{aligned}
\text{find } (\psi, \psi_m, \psi^{ext}) & \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma) \text{ such that } \\
\mathcal{T}((v, \lambda, \psi^{ext}), (\psi_m, \psi, \psi^{ext})) & = \mathcal{F}(v, \lambda, \psi^{ext}) \quad \forall (v, \lambda, \psi^{ext}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma),
\end{aligned}
\tag{3.19}
\]

where

\[
\mathcal{F}(v, \lambda, \psi^{ext}) = [(v, r)_{0, \Omega} + (\lambda, r_m)_{-\sigma_m, \Gamma} + (\psi^{ext}, r_{ext})_{-\sigma, \Gamma}]
\]

for a given \((r, r_m, r_{ext}) \in L^2(\Omega) \times H^{-\sigma_m}(\Gamma) \times H^{-\sigma}(\Gamma)\) and \(\sigma_m = \frac{3}{2}, \sigma_v = \frac{3}{2}\). We recall that the Sobolev inner products \((\cdot, \cdot)_{-\sigma, \Gamma}\) on \(H^{-\sigma}(\Gamma)\) are defined in [13, equation (2.38)].

More explicitly, we consider:

\[
\begin{aligned}
\text{find } (\psi, \psi_m, \psi^{ext}) & \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma) \text{ such that } \\
\begin{align*}
(a\nabla v, \nabla \psi)_{0, \Omega} & - (k\nu)^2 v, \psi)_{0, \Omega} + ik(v, \psi)_{0, \Gamma} - (\lambda, \psi) \\
- ((B_k + ikA_k^L)\psi^{ext} - A_k^L \lambda, \psi^{ext}) + (v, \psi_m)^2 - (\frac{1}{2} + K_k)\psi^{ext} - V_k(\lambda - ikv^{ext}), \psi_m
\end{align*}
\end{aligned}
\tag{3.20}
\]

\(\forall (v, \lambda, \psi^{ext}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma)\).

3.2.1 Riesz representations

In the following, we need a few technical results.

**Lemma 3.8.** The following identities are valid: For all \(\varphi \in H^{-\frac{1}{2}}(\Gamma)\) and for all \(\psi \in H^{\frac{1}{2}}(\Gamma)\)

\[
\begin{align}
V_k^*\varphi & = \overline{V_k \varphi}, & K_k^*\varphi & = \overline{K_k \varphi}, & (3.21) \\
(K_k^*)^*\psi & = \overline{K_k \psi}, & W_k^*\psi & = \overline{W_k \psi}, & (3.22)
\end{align}
\]

where we recall that \(^*\) denotes the adjoint operator. Moreover, for all \(\varphi \in H^{-\frac{1}{2}}(\Gamma)\) and \(\psi \in H^{\frac{1}{2}}(\Gamma)\), it holds true that

\[
\langle \varphi, (A_k^L)^*\psi \rangle = \langle \varphi, \frac{1}{2} \overline{\psi} + K_k \psi + ikV_k \overline{\psi} \rangle, \quad (3.23)
\]

\[
\langle \varphi, (B_k + ikA_k^L)^*\psi \rangle = -\langle \varphi, (W_k + k^2V_k \overline{\psi} + ik(K_k^* + K_k) \overline{\psi}) \rangle. \quad (3.24)
\]

**Proof.** The identities in (3.21) are proven in [13, equation (2.38)]. We limit ourselves to prove here the first identity in (3.22), since the second one can be dealt with similarly to [13]. For all \(\varphi \in H^{-\frac{1}{2}}(\Gamma)\) and \(\psi \in H^{\frac{1}{2}}(\Gamma)\), we have

\[
\langle \varphi, (K_k^*)^*\psi \rangle = \langle \overline{K_k \varphi}, \psi \rangle, \quad (3.21)
\]

\[
\langle K_k^* \varphi, \overline{\psi} \rangle = \langle \overline{\varphi}, K_k \psi \rangle = \langle \varphi, K_k \psi \rangle.
\]

As far as the proof of (3.23) is concerned, recalling the definition of \(A_k^L\) from (3.5), we have

\[
\langle \varphi, (A_k^L)^*\psi \rangle = \langle \varphi, \left(\frac{1}{2} + K_k^* + ikV_k\right)\psi \rangle
\]

\[
= \langle \varphi, \frac{1}{2} \psi + (K_k^*)^*\psi + ikV_k \overline{\psi} \rangle, \quad (3.22)
\]

whence follows the claim. The proof of (3.24) is dealt with similarly.

**Lemma 3.9** (Riesz representation). Let \(s \in \mathbb{R}_0^+\) and \(\sigma_m \geq 1/2, \sigma_v \geq 0\). Given \(r_m \in H^{s-\sigma_m}(\Gamma)\) and \(r^{ext} \in H^{s-\sigma}(\Gamma)\), there exist \(R_m \in H^{s+\sigma_m}(\Gamma)\) and \(R^{ext} \in H^{s+\sigma}(\Gamma)\) such that

\[
\|R_m\|_{s+\sigma_m, \Gamma} = \|r_m\|_{s-\sigma_m, \Gamma}, \quad \|R^{ext}\|_{s+\sigma, \Gamma} = \|r^{ext}\|_{s-\sigma, \Gamma}.
\]
\begin{equation}
\langle \mu, R_m \rangle = (\mu, r_m)_{-\sigma_m, \Gamma} \quad \forall \mu \in H^{-\frac{1}{2}}(\Gamma), \quad (v^{\text{ext}}, R^{\text{ext}})_{\Omega, \Gamma} = (v^{\text{ext}}, r^{\text{ext}})_{-\sigma_m, \Gamma} \quad \forall v^{\text{ext}} \in L^2(\Gamma). \tag{3.25}
\end{equation}

**Proof.** We show the assertion for \( R_m \) only, since the case of \( R^{\text{ext}} \) can be proven analogously. We construct \( R_m \) in terms of the eigenpairs \( \{ \varphi_n, \lambda_n \}_{n \in \mathbb{N}} \) of the Laplace-Beltrami operator explicitly. Recall that we identify elements of positive order Sobolev spaces \( H^s(\Gamma) \) and negative order Sobolev spaces \( H^{-s}(\Gamma) \) with sequence spaces, where, for \( t \geq 0 \), the identification is simply the \( L^2(\Gamma) \)-orthogonal expansion \( u = \sum_n u_n \varphi_n \). It is notationally convenient to realize the isomorphisms between the spaces \( H^s(\Gamma) \) and sequence spaces by simply writing \( u = \sum_n u_n \varphi_n \). Recall the realization of the duality pairing (1.3) and the realization (1.4) of the inner products.

Given \( r_m \in H^{s-\sigma_m}(\Gamma) \) we write it as

\[ r_m = \sum_{n \in \mathbb{N}} (r_m)_n \varphi_n \]

and define \( R_m \) by

\[ R_m = \sum_{n \in \mathbb{N}} (R_m)_n \varphi_n := \sum_{n \in \mathbb{N}} (r_m)_n (1 + \lambda_n)^{-\sigma_m} \varphi_n. \]

We have

\[ \| R_m \|_{s+\sigma_m, \Gamma}^2 \leq \sum_{n \in \mathbb{N}} \| (r_m)_n \|_{s+\sigma_m, \Gamma}^2 \leq \| r_m \|_{s+\sigma_m, \Gamma}^2, \]

which entails \( R_m \in H^{s+\sigma_m}(\Gamma) \). Moreover, for any \( \mu \in H^{-\sigma_m}(\Gamma) \), which we express as \( \mu = \sum_{n \in \mathbb{N}} \mu_n \varphi_n \), we get from (1.3)

\[ \langle \mu, R_m \rangle = \sum_{n \in \mathbb{N}} \mu_n \overline{(r_m)_n} (1 + \lambda_n)^{-\sigma_m} = \langle \mu, r_m \rangle_{-\sigma_m, \Gamma}. \]

### 3.2.2 A shift theorem for the dual problem

In order to study the regularity of the solutions to (3.20), we rewrite the dual problem in an equivalent formulation by using Lemmata 3.8 and 3.9.

**Lemma 3.10.** Let \( \sigma_m \geq 1/2 \) and \( \sigma_v \geq 0 \). Let \( (r, r_m, r^{\text{ext}}) \in L^2(\Omega) \times H^{-\sigma_m}(\Gamma) \times H^{-\sigma_v}(\Gamma) \) and let \( R_m \) and \( R^{\text{ext}} \) be the representers of \( r_m \) and \( r^{\text{ext}} \), respectively, constructed in Lemma 3.9. Then, problem (3.19) is equivalent to the three following coupled problems: find \( (\psi, \psi_m, \psi^{\text{ext}}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma) \) such that, in strong form,

\begin{align*}
- \text{div}(a \nabla \psi) - (kn)^2 \psi &= \tau \quad \text{in} \ \Omega, \\
\nabla \psi \cdot \mathbf{n} + ik \psi + \psi_m &= 0 \quad \text{on} \ \Gamma, \\
- \psi + \left( \frac{1}{2} + \mathcal{K}_k + ik \mathcal{V}_k \right) \overline{\psi^{\text{ext}}} + \mathcal{V}_k \psi_m &= \overline{R_m} \quad \text{on} \ \Gamma, \\
\left( W_k + ik \left( \frac{1}{2} - \mathcal{K}_k \right) - ik \left( \frac{1}{2} + \mathcal{K}_k + ik \mathcal{V}_k \right) \overline{\psi^{\text{ext}}} - \left( \frac{1}{2} + \mathcal{K}_k \right) + ik \mathcal{V}_k \right) \overline{\psi_m} &= \overline{R^{\text{ext}}} \quad \text{on} \ \Gamma. \tag{3.26}
\end{align*}

**Proof.** By selecting \( \lambda = 0 \) and \( v^{\text{ext}} = 0 \) in (3.20), we get

\begin{align*}
\begin{cases}
\text{find} \ (\psi, \psi_m) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \ 	ext{such that} \\
(a \nabla \psi, \nabla \psi)_{\Omega, \Gamma} - ((kn)^2 \psi, \psi)_{\Omega, \Gamma} + ik (\psi, \psi)_0, \Gamma + (\psi, \psi_m) = (v, \psi)_0, \Omega \quad \forall \psi \in H^1(\Omega),
\end{cases}
\end{align*}

which entails (3.26) after an integration by parts.

Next, by choosing \( v = 0 \) and \( v^{\text{ext}} = 0 \) in (3.20) and using (3.25), we obtain

\begin{align*}
\begin{cases}
\text{find} \ (\psi, \psi_m, \psi^{\text{ext}}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma) \ 	ext{such that} \\
- (\lambda, \psi) + \langle A_k \lambda, \psi^{\text{ext}} \rangle + \langle \mathcal{V}_k \lambda, \psi_m \rangle = (\lambda, r_m)_{-\sigma_m, \Gamma} = (\lambda, R_m) \quad \forall \lambda \in H^{-\frac{1}{2}}(\Gamma).
\end{cases}
\end{align*}
In order to get \((3.27)\), it is enough to use the definition of the adjoint of an operator, and to apply the identities \((3.21)\) and \((3.23)\) when dealing with \(\mathcal{V}_k\) and \((A_k')^*\psi\), respectively.

Finally, we observe that, by taking \(v = 0\) and \(\lambda = 0\) and by using \((3.25)\),
\[
\begin{cases}
\text{find } (\psi, \psi_m, \psi^{\text{ext}}) \in H^1(\Omega) \times H^{1/2}(\Gamma) \times H^{1/2}(\Gamma) \text{ such that }
-(B_k + ikA_k')\psi^{\text{ext}}, \psi^{\text{ext}}) - ((1/2 + K_k)\psi^{\text{ext}} + ik\mathcal{V}_k\psi^{\text{ext}}, \psi_m) \\
= (\psi^{\text{ext}}, \psi^{\text{ext}})_{-\sigma, \Gamma} = (\psi^{\text{ext}}, \mathcal{R}^{\text{ext}})_{0, \Gamma}, \quad \forall \psi^{\text{ext}} \in H^{1/2}(\Gamma).
\end{cases}
\]
By using the definition of the adjoint of an operator and the identities \((3.21)\) and \((3.24)\), we rewrite the previous equation as
\[
(v^{\text{ext}}, (\mathcal{W}_k + k^2\mathcal{V}_k)\psi^{\text{ext}} + ik(K_k' + K_k)\psi^{\text{ext}}) - (v^{\text{ext}}, 1/2 \psi_m + K_k'\tilde{\psi}_m - ik\mathcal{V}_k\tilde{\psi}_m) = (v^{\text{ext}}, \mathcal{R}^{\text{ext}}),
\]
whence follows \((3.28)\).

We conclude this section by proving that, assuming some smoothness of the coefficients of the differential operator and smoothness of the interface \(\Gamma\), then the solution operator to the dual problem \((3.26) - (3.28)\) satisfies a shift theorem.

**Theorem 3.11.** Let \(\Gamma\) be smooth and assume that \(\mathbf{a}\) is smooth, and that \(\mathbf{a}\) and \(n\) satisfy \((2.1)\). Assume \((2.4)\). Then:

(i) Fix \(s \in \mathbb{R}^+\) and let the refraction index \(n \in C^\infty(\mathbb{R}^3, \mathbb{C})\). Let, for
\[
r \in H^s(\Omega), \quad R_m \in H^{1/2+s}(\Gamma), \quad R^{\text{ext}} \in H^{1/2+s}(\Gamma),
\]
the triple \((\psi, \psi_m, \psi^{\text{ext}})\) be the solution to \((3.26) - (3.28)\). Then \((\psi, \psi_m, \psi^{\text{ext}})\) satisfy
\[
\psi \in H^{s+2}(\Omega), \quad \psi_m \in H^{s+1/2}(\Gamma), \quad \psi^{\text{ext}} \in H^{s+1/2}(\Gamma),
\]
together with the a priori estimates
\[
\|\psi\|_{s+2,\Omega} + \|\psi_m\|_{s+1/2, \Gamma} + \|\psi^{\text{ext}}\|_{s+1/2, \Gamma} \lesssim \left(\|r\|_{s, \Omega} + \|R_m\|_{s+1/2, \Gamma} + \|R^{\text{ext}}\|_{s+1/2, \Gamma}\right),
\]
where the hidden constant depends on \(k, \Omega, \mathbf{a}\), and \(n\).

(ii) If the refraction index \(n\) is in \(L^\infty(\Omega, \mathbb{C})\) on \(\Omega\), then the bounds in \((3.29)\) hold true with \(s = 0\).

**Proof.** Proof of \((3.2)\): The proof identifies a potential \(\mathcal{V}_k\) (which depends on \(\psi^{\text{ext}}, \psi_m\)) such that the function \(\mathcal{L}_k\) defined in \((3.44)\) below satisfies an elliptic transmission problem, for which a shift theorem is available. The regularity of \(\mathcal{L}_k\) then will allow us to infer the regularity of \(\psi, \psi^{\text{ext}},\) and \(\psi_m\).

We will only consider the case of integer \(s \in \mathbb{N}_0\), as the general case is then obtained by interpolation.

1. step (a priori estimate): By Theorem 3.3 the sesquilinear form \(\mathcal{T}\) satisfies an inf-sup condition, so that we have the \((k\text{-dependent})\) a priori bound:
\[
|\psi|_{1,\Omega} + \|\psi_m\|_{-1/2, \Gamma} + \|\psi^{\text{ext}}\|_{1/2, \Gamma} \lesssim \|r\|_{H^1(\Omega')} + \|R_m\|_{1/2, \Gamma} + \|R^{\text{ext}}\|_{-1/2, \Gamma}.
\]

2. step (the potentials \(\mathcal{N}_k\) and \(\mathcal{A}_k\)): We introduce the two following potentials:
\[
\mathcal{N}_k := K_k \psi^{\text{ext}} + ik\mathcal{V}_k \psi^{\text{ext}}, \quad \mathcal{A}_k := \mathcal{V}_k \psi_m.
\]
By noting that
\[
\gamma^1_1 \mathcal{A}_k = \left(\frac{1}{2} + K_k' \frac{\psi}{\psi_m}\right), \quad \gamma^2_1 \mathcal{A}_k = -\left(\frac{1}{2} + K_k' \frac{\psi}{\psi_m}\right), \quad \gamma^0_0 \mathcal{A}_k = \gamma^0_0 \mathcal{A}_k = \mathcal{V}_k \frac{\psi}{\psi_m},
\]
we also have
\[
\gamma^1_1 \mathcal{N}_k = -\mathcal{W}_k \psi^{\text{ext}} + ik\left(\frac{1}{2} + K_k' \frac{\psi}{\psi_m}\right), \quad \gamma^2_1 \mathcal{N}_k = -\mathcal{W}_k \psi^{\text{ext}} + ik\left(\frac{1}{2} + K_k' \frac{\psi}{\psi_m}\right),
\]
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and
\[ \gamma_0^{int} N_k = \left( -\frac{1}{2} + \kappa_k \right) \psi^{ext} + ik \mathcal{V} \psi^{ext}, \quad \gamma_0^{ext} N_k = \left( -\frac{1}{2} + \kappa_k \right) \psi^{ext} + ik \mathcal{V} \psi^{ext}. \] (3.34)

By using (3.32), (3.33) and (3.34), we can rewrite (3.28) in terms of the two auxiliary potentials \( N_k \) and \( \mathcal{V}_k \):
\[ -\gamma_1^{ext} N_k - ik \gamma_0^{ext} N_k - \gamma_1^{int} \mathcal{V}_k - ik \gamma_0^{int} \mathcal{V}_k = Rm. \] (3.35)

Since (3.33) and (3.34) imply that
\[ -\gamma_1^{ext} N_k - ik \gamma_0^{ext} N_k = -\gamma_1^{int} N_k - ik \gamma_0^{int} N_k, \]
we deduce
\[ -\gamma_1^{int} N_k - ik \gamma_0^{int} N_k - \gamma_1^{int} \mathcal{V}_k - ik \gamma_0^{int} \mathcal{V}_k = Rm. \] (3.36)

It is also possible to reshape (3.27) as
\[ -\bar{\psi} + \gamma_0^{ext} N_k + \gamma_0^{ext} \mathcal{V}_k = Rm. \] (3.37)

3. step (the potential \( \gamma_k \)): Introduce the combined potential
\[ \gamma_k := N_k + \mathcal{V}_k, \] (3.38)
where \( N_k \) and \( \mathcal{V}_k \) are defined in (3.31). For future use, we record from (3.32) the jump relation
\[ \| \gamma_k \|_\Gamma = -\psi^{ext}. \]

In view of the mapping properties of the double and single layer potentials, see, e.g., [56, 62],
\[ \tilde{k}_k : H^{s'+\frac{1}{2}}(\Omega) \to H^{s'+1}(\Omega \cup (\Omega^+ \cap B_R(0))), \quad \tilde{V}_k : H^{s'-\frac{1}{2}}(\Gamma) \to H^{s'+1}(\Omega \cup (\Omega^+ \cap B_R(0))), \] (3.39)
for any fixed \( R > 0 \), we deduce for \( s' \geq 0 \) such that the right-hand side is finite that
\[ \| \gamma_k \|_{H^{s'+1}(\Omega \cup (\Omega^+ \cap B_R(0)))} \lesssim \| \psi \|_{s'+1, \Gamma} + \| \psi^{ext} \|_{s'+1, \Gamma}. \] (3.40)

In particular, for \( s' = 0 \), we have in view of (3.36)
\[ \| \gamma_k \|_{H^{1}(\Omega \cup (\Omega^+ \cap B_R(0)))} \lesssim \| \psi \|_{1, \Gamma} + \| Rm \|_{1, \Gamma} + \| R^{ext} \|_{1, \Gamma}. \] (3.40)

Thanks to (3.36), (3.35), and (3.32), \( \gamma_k \) satisfies
\[ \begin{cases} -\Delta \gamma_k - k^2 \gamma_k = 0 & \text{in } \mathbb{R}^3 \setminus \Gamma \\ \gamma_1^{int} \gamma_k + ik \gamma_0^{int} \gamma_k = -R^{ext} & \text{on } \Gamma \\ \gamma_1^{ext} \gamma_k + ik \gamma_0^{ext} \gamma_k = -R^{ext} - \bar{\psi}_m & \text{on } \Gamma. \end{cases} \] (3.41)

Regularity of \( \gamma_k \) on \( \Omega \) and \( \Omega^+ \) beyond (3.40) can be inferred from (3.41) by elliptic regularity. Indeed, since \( \gamma_k \) satisfies an elliptic equation with impedance boundary conditions, we get from the smoothness of \( \Gamma \) and \( R^{ext} \in H^{s'+\frac{1}{2}}(\Gamma) \) that \( \gamma_k \in H^{s+2}(\Omega) \); see, e.g., [25, Theorem 6, Section 6.3] or [48, Lemma 6.5]. Taking the trace on \( \Gamma \) we get for \( \gamma_k^{int} := \gamma_k^{int}(\gamma_k) \)
\[ \| \gamma_k \|_{s+2, \Omega} + \| \gamma_k^{int} \|_{s' + \frac{1}{2}, \Gamma} \lesssim \| R^{ext} \|_{s' + \frac{1}{2}, \Gamma}. \] (3.42)

Combining (3.37) and (3.38), we also have
\[ \bar{\gamma}_k^{ext} := \gamma_0^{ext}(\gamma_k) = Rm + \bar{\psi} \]
As \( \bar{\psi}_\Gamma = \gamma_0^{int}(\bar{\psi}) \) we arrive at
\[ \gamma_0^{int}(\bar{\psi} + \gamma_k) - \gamma_0^{ext}(\gamma_k) = \bar{\gamma}_k^{int} - Rm \in H^{s'+\frac{1}{2}}(\Gamma). \] (3.43)
The shift theorem of the 6. step then will provide $L_k \in H^{s+3/2}(\Gamma)$, (3.45)

is an immediate consequence of (3.43). Moreover, we observe that

$$\begin{align*}
\left[ \partial_{n_\Gamma} L_k \right]_{\Gamma} &= \gamma_1^{\text{int}}(\psi) + [\partial_{n_\Gamma} L_k]_{\Gamma} = \gamma_1^{\text{int}}(\psi) + \gamma_1^{\text{int}} n_k + \gamma_1^{\text{ext}} n_k - \gamma_1^{\text{ext}} \n_k \\
&= \gamma_1^{\text{int}}(\psi) + ik \psi_{\text{ext}} + \overline{\psi}_m \left( \frac{\psi_{\text{ext}}}{\psi} \right).
\end{align*}$$

Next, we write an equation solved by $L_k$ in $\Omega$:

$$\begin{align*}
- \operatorname{div}(a \nabla L_k) &= - \operatorname{div}(a \nabla \psi) - \operatorname{div}(a \nabla (\chi \n_k)) \in H^{s+2}(\Omega) \quad \text{such that} \quad (\chi \n_k) \in H^{s+2}(\Omega).
\end{align*}$$

We infer that

$$\begin{align*}
- \operatorname{div}(a \nabla L_k) - (kn)^2 L_k &= (kn)^2 \psi + \tau - (kn)^2 \psi - (kn)^2 \chi \n_k - \{ \nabla a \cdot \nabla (\chi \n_k) + a(\Delta \chi \n_k + 2 \nabla \chi \cdot \nabla \n_k + \chi \Delta \n_k) \} \\
&\in H^{s+2}(\Omega) \quad \text{such that} \quad (\chi \n_k) \in H^{s+2}(\Omega).
\end{align*}$$

The definition of $L_k$ in (3.44) and the estimate (3.42) provide $\psi \in H^{s+2}(\Omega)$ with

$$\begin{align*}
\| L_k \|_{H^{s+2}(\Omega)} &\leq \| L_k \|_{H^{s+2}(\Omega)} \leq \| R^{\text{ext}} \|_{s+\frac{1}{2},1} \Gamma + \| R_m \|_{s+\frac{1}{2},1} \Gamma + \| \psi \|_{1,1} \Omega + \| \psi^{\text{ext}} \|_{\frac{1}{2},1} \Gamma.
\end{align*}$$

The a priori estimate (3.30) provides $\psi \in H^1(\Omega)$ and $\psi^{\text{ext}} \in H^{\frac{3}{2}}(\Gamma)$ so that $[\partial_{n_\Gamma} L_k]_{\Gamma} \in H^{s+1}(\Gamma)$; cf. (3.46). The shift theorem of the 6. step then will provide $L_k \in H^{s+2}(\Omega)$ such that

$$\begin{align*}
\| L_k \|_{H^{s+2}(\Omega)} &\leq \| L_k \|_{H^{s+2}(\Omega)} \leq \| R^{\text{ext}} \|_{s+\frac{1}{2},1} \Gamma + \| R_m \|_{s+\frac{1}{2},1} \Gamma + \| \psi \|_{1,1} \Omega + \| \psi^{\text{ext}} \|_{\frac{1}{2},1} \Gamma.
\end{align*}$$

The arguments can be repeated with this improved regularity to infer $(\psi, \psi^{\text{ext}}) \in H^4(\Omega) \times H^{\frac{3}{2}}(\Gamma)$ until we have reached $(\psi, \psi^{\text{ext}}) \in H^{s+2}(\Omega) \times H^{\frac{3}{2}}(\Gamma)$.

Finally, equation (3.27) yields $\psi_m \in H^{\frac{3}{2}}(\Gamma)$.}
6. step: For $s' \geq 0$ let the scalar function $U$ satisfy the transmission problem
\[- \operatorname{div}(a \nabla U) - (kn)^2 U = \begin{cases} g \in H^{s'}(\Omega), & \text{in } \Omega, \\ 0 & \text{in } \Omega^+, \end{cases}\]
\[\|U\|_{\Omega} + \|U\|_{\Omega^+} \lesssim \|g\|_{s',\Omega} + \|g_1\|_{s'+\frac{3}{2},\Gamma} + \|g_2\|_{s'+\frac{3}{2},\Gamma}.\]

We claim that for fixed $R > 0$
\[\|U\|_{s'+2,\Omega} + \|U\|_{s'+2,\Omega^+ \cap B_R(0)} \lesssim \|g\|_{s',\Omega} + \|g_1\|_{s'+\frac{3}{2},\Gamma} + \|g_2\|_{s'+\frac{3}{2},\Gamma}.\] (3.51)

To see this shift theorem, we first remove the jumps across $\Gamma$. We define
\[\mathcal{P} := -\hat{\kappa}_k g_1 + \hat{\nabla}_k g_2 + \hat{\mathcal{N}}_k g.\]
Using the smoothing properties of the double and single layer potentials given in (3.39), we deduce that
\[\|\mathcal{P}\|_{s'+2,\Omega} + \|\mathcal{P}\|_{s'+2,\Omega^+ \cap B_R(0)} \lesssim \|g\|_{s',\Omega} + \|g_1\|_{s'+\frac{3}{2},\Gamma} + \|g_2\|_{s'+\frac{3}{2},\Gamma}.\]

The jump relations (2.9), (2.13), (2.11), (2.15) imply $[\mathcal{P}]_\Gamma = g_1$ and $[\partial_{\nu^+} \mathcal{P}]_\Gamma = g_2$. Furthermore, we have
\[- \Delta \mathcal{P} - k^2 \mathcal{P} = \begin{cases} g & \text{on } \Omega, \\ 0 & \text{on } \Omega^+. \end{cases}\] (3.52)

At this point, we define the additional function $\mathcal{Z}$ as
\[\mathcal{Z} := U - \chi \mathcal{P}\]
with $\chi$ being the same cut-off function as the one used in (3.44). By construction, we observe that
\[\mathcal{Z}\mathcal{Z} = 0 = [\partial_{\nu^+} \mathcal{Z}]_\Gamma.\]
A calculation reveals on $\Omega$ and $\Omega^+$
\[\operatorname{div}(a \nabla (\chi \mathcal{P})) + kn^2 \chi \mathcal{P} = a \chi \Delta \mathcal{P} + 2a \nabla \chi \cdot \nabla \mathcal{P} + \chi \nabla a \cdot \nabla \mathcal{P} + a \Delta \chi \mathcal{P} + (kn)^2 \chi \mathcal{P}\]
\[= : \chi (a \Delta \mathcal{P} + (kn)^2 \mathcal{P}) + \mathcal{R}\] (3.53)
with
\[\mathcal{R} \lesssim \|g\|_{s',\Omega} + \|g_1\|_{s'+\frac{3}{2},\Gamma} + \|g_2\|_{s'+\frac{3}{2},\Gamma} + \|g\|_{s',\Omega}.\]

and $\mathcal{R} \equiv 0$ on a neighborhood $\mathcal{N}'(\Gamma)$ of $\Gamma$.
Upon writing $\tilde{g}$ for the zero extension of $g$ to $\mathbb{R}^3$ we get on $\Omega \cup \Omega^+$ from (3.53), (3.52)
\[- \operatorname{div}(a \nabla (\chi \mathcal{Z})) - kn^2 \chi \mathcal{Z} = (1 - a \chi) \tilde{g} + \chi k^2 (n^2 - a) \mathcal{P} + \mathcal{R} = : \mathcal{R}'.\] (3.54)

We note that $\mathcal{R}$ vanishes near $\Gamma$ and $\|\mathcal{R}'\|_{s',\Omega} + \|\mathcal{R}'\|_{s',\Omega^+ \cap B_R(0)} \lesssim \|g_1\|_{s'+\frac{3}{2},\Gamma} + \|g_2\|_{s'+\frac{3}{2},\Gamma} + \|g\|_{s',\Omega}.\]
In view of the jump conditions satisfied by $\mathcal{Z}$, the equation (3.54) holds on $\mathbb{R}^3$. Standard elliptic regularity then gives, for any $R' < R$, that $\mathcal{Z} \in H^{s'+2}(\mathbb{R}^3)$ and $\|\mathcal{Z}\|_{s'+2, B_{R'}(0)} \lesssim \|\mathcal{R}'\|_{s', B_{R'}(0)}$, which leads to the desired claim.

**Proof of (ii):** The case of a refraction index in $L^\infty$ follows along the same lines as the smooth case, with the difference that the shift result of Step 6 is only valid for $s' = 0$. Therefore, all the estimates are valid substituting $s$ with 0.

Finally, we prove the shift theorem for the adjoint variational problem (3.20).

**Theorem 3.12.** Let $\Gamma$ be smooth and assume that $a$ is smooth, and that $a$ and $n$ satisfy (2.1). Assume (2.4). Let $\sigma_m \geq \frac{1}{2}$ and $\sigma_v \geq 0$. Then:
Proof. (i) Let the refraction index \( n \in C^\infty(\mathbb{R}^3, \mathbb{C}) \). Assume \( s_1, s_2, s_3 \geq 0, s_2 \geq \frac{3}{2} - \sigma_m, \) and \( s_3 \geq \frac{1}{2} - \sigma_v \). Set \( s := \min\{s_1, s_2 - \frac{3}{2} + \sigma_m, s_3 - \frac{1}{2} + \sigma_v\} \geq 0 \). Let, for

\[
 r \in H^{s_1}(\Omega), \quad r_m \in H^{-\sigma_m+s_2}(\Gamma), \quad r^{ext} \in H^{-\sigma_v+s_3}(\Gamma),
\]

the triple \((\psi, \psi_m, \psi^{ext})\) be the solution to (3.20). Then \((\psi, \psi_m, \psi^{ext})\) satisfy

\[
 \psi \in H^{s+2}(\Omega), \quad \psi_m \in H^{s+\frac{1}{2}}(\Gamma), \quad \psi^{ext} \in H^{s+\frac{1}{2}}(\Gamma),
\]

together with the a priori estimates

\[
 \|\psi\|_{s+2, \Omega} + \|\psi_m\|_{s+\frac{1}{2}, \Gamma} + \|\psi^{ext}\|_{s+\frac{1}{2}, \Gamma} \lesssim (\|r\|_{s, \Omega} + \|r_m\|_{-\sigma_m+s_2, \Gamma} + \|r^{ext}\|_{-\sigma_v+s_3, \Gamma}), \tag{3.55}
\]

where the constant hidden depends on \( k, \Omega, \mathbf{a}, \text{ and } n \).

(ii) If the refraction index \( n \in L^\infty(\Omega, \mathbb{C}) \) on \( \Omega \), then the bounds in (3.55) hold true with \( s = s_1 = 0 \) and \( s_2, s_3 \) as in (i).

Proof. Proof of (i): Lemma 3.9 provides representers \( R_m \in H^{\sigma_m+s_2}(\Gamma) \) and \( R^{ext} \in H^{\sigma_v+s_3}(\Gamma) \) such that \((\cdot, R_m)_{-\sigma_m, \Gamma} = (\cdot, R)_{-\sigma_m, \Gamma} \) and \((\cdot, R^{ext})_{-\sigma_v, \Gamma} = (\cdot, R^{ext})_{-\sigma_v, \Gamma} \). In view of \( s + \frac{1}{2} \leq \sigma_m + s_2 \) and in view of \( s + \frac{1}{2} \leq \sigma_v + s_3 \), we get the result from Theorem 3.11.

Proof of (ii): For \( s_1 = 0 \) we have \( s = 0 \). The assumptions on \( s_2, s_3 \) imply that the representers \( R_m \in H^{\frac{1}{2}}(\Gamma), R^{ext} \in H^{\frac{1}{2}}(\Gamma) \). Theorem 3.11 then proves the claim.

Remark 3.13. The analysis in Theorem 3.11 has been performed assuming that \( \mathbf{a} \) is globally smooth. The smoothness assumption on \( \mathbf{a} \) can be relaxed to piecewise smooth in the following sense: Let \( \Omega_i, i = 1, \ldots, N \), be Lipschitz domains whose closures are pairwise disjoint and \( \bar{\Omega}_i \subset \Omega \). Let \( \mathbf{a} \) be smooth on each \( \bar{\Omega}_i \) and smooth on \( \Omega \setminus \bigcup_i \Omega_i \). Assume that the following shift theorem holds: There is \( s_0 \in (0, 1] \) such that, for any \( g \in H^{-1+s_0}(\Omega) \), the solution \( v \in H^1_1(\Omega) \) of

\[
 -\text{div}(\mathbf{a}\nabla v) = g \quad \text{in } \Omega,
\]

satisfies \( \sum_i \|v\|_{H^{1+s_0}(\Omega_i)} + \|v\|_{H^{1+s_0}(\Omega_1 \setminus \Omega_i)} \lesssim \|g\|_{H^{-1+s_0}(\Omega)}. \) Then, for \( r \in (H^{1-s_0}(\Omega))', R_m \in H^{-1+s_0+\frac{1}{2}}(\Gamma), \) and \( R^{ext} \in H^{-1+s_0+\frac{1}{4}}(\Gamma) \), the solution \((\psi, \psi_m, \psi^{ext})\) satisfies \( \sum_i \|\psi\|_{H^{1+s_0}(\Omega_i)} + \|\psi_m\|_{H^{1+s_0-\frac{3}{4}}(\Gamma)} + \|\psi^{ext}\|_{H^{1+s_0-\frac{3}{2}}(\Gamma)} \lesssim \|r\|_{H^{-1-s_0}(\Omega)} + \|r_m\|_{H^{-1-s_0-\frac{1}{4}}(\Gamma)} + \|r^{ext}\|_{H^{-1-s_0-\frac{1}{2}}(\Gamma)}. \) This regularity assertion is sufficient to perform the convergence analysis of Section 4 on meshes that are aligned with subdomains \( \Omega_i, i = 1, \ldots, N. \)

4 Analysis of the FEM-BEM mortar coupling

In this section, we discuss a FEM-BEM mortar coupling tailored to the approximation of the solution to (3.8), and equivalently to (3.9). Given a triple of finite dimensional spaces \( V_h \times W_h \times Z_h \subset H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma) \), the discretization of (3.3) reads

\[
 \begin{aligned}
 (u_h, m_h, u_h^{ext}) &\in V_h \times W_h \times Z_h \\
 (\mathbf{a}\nabla u_h, \nabla v_h)_0 &- \langle (k^2)u_h, v_h \rangle_0 + ik(u_h, v_h)_0 - (m_h, v_h) = (f, v_h)_0 &\forall v_h \in V_h, \\
 \langle (B_h + ik\mathbf{A}_h^e)u_h - \mathbf{A}_h^e m_h, v_h^{ext} \rangle &= 0 &\forall v_h^{ext} \in Z_h, \\
 (u_h, \lambda_h) &- \langle (\frac{1}{2} + K_k)u_h^{ext} - \nabla (m_h - ik u_h^{ext}), \lambda_h \rangle = 0 &\forall \lambda_h \in W_h.
 \end{aligned}
\]
**Assumption 4.1** (Approximation property). Given $s_0 > 0$, the family $\{V_h \times W_h \times Z_h\}_{h>0} \subset H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma)$ of spaces has the following approximation property: For any $\varepsilon > 0$ there is $h_0 > 0$ such that for all $h \in (0, h_0)$ there holds for all $(u, v, \psi, \psi') \in H^{1+s_0}(\Omega) \times H^{-\frac{1}{2}+s_0}(\Gamma) \times H^{\frac{1}{2}+s_0}(\Gamma)$ with $\|\psi\|_{H^{1+s_0}(\Omega)} + \|\psi\|_{H^{-\frac{1}{2}+s_0}(\Gamma)} + \|\psi'\|_{H^{\frac{1}{2}+s_0}(\Gamma)} \leq 1$

$$\inf_{\psi_m \in W_h} \|\psi - \psi_m\|_{H^1(\Omega)} + \inf_{\psi_m \in W_h} \|\psi_m - \psi_mh\|_{H^{-\frac{1}{2}}(\Gamma)} + \inf_{\psi_m^h \in Z_h} \|\psi' - \psi_m^h\|_{H^{\frac{1}{2}}(\Gamma)} \leq \varepsilon.$$  

**Remark 4.2.** For domains $\Omega$ with smooth boundary $\Gamma$, families $V_h$, $W_h$, $Z_h$ with some approximation properties can be constructed as spaces of piecewise mapped polynomials. In order to resolve the boundary $\Gamma$, curved elements have to be employed in the construction of $V_h$, using, e.g., the technique of “transfinite blending”, [29, 31]. A specific family of spaces of piecewise polynomials of degree $p$ on meshes of size $h$ is given in [50, Example 5.1]; that family has the expected approximation properties in terms of the mesh size $h$ and the polynomial degree $p$. The spaces $W_h$ and $Z_h$ can also be constructed as spaces of piecewise mapped polynomials of degree $p$ on a mesh on $\Gamma$ using the parametrization(s) of $\Gamma$. We refer to [56, Sec. 4.1] for details.

**Theorem 4.3.** Let $(u, m, u^{ext}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma)$ be the solution to problem (3.8). Let the family of space $\{V_h \times W_h \times Z_h\}_{h>0}$ satisfy Assumption 4.1 with $s_0 = 1$. Then there is $h_0 > 0$ such that for all $h \in (0, h_0)$ there is a unique solution $(u_h, m_h, u_h^{ext}) \in V_h \times W_h \times Z_h$ of (4.1). Moreover, there is $C > 0$, which depends on $k$, $\Omega$, $a$, and $n$, such that for $h \in (0, h_0]$

$$\|u - u_h\|_{1,\Omega} + \|u - u_h\|_{0,\Gamma} + \|m - m_h\|_{-\frac{1}{2},\Gamma} + \|u^{ext} - u_h^{ext}\|_{\frac{1}{2},\Gamma} \leq C \left(\|u - u_h\|_{1,\Omega} + \|u - u_h\|_{0,\Gamma} + \|m - m_h\|_{-\frac{1}{2},\Gamma} + \|u^{ext} - u_h^{ext}\|_{\frac{1}{2},\Gamma}\right),$$

for all $(u_h, m_h, u_h^{ext}) \in V_h \times W_h \times Z_h$.

**Proof.** We follow the classical Schatz argument [58]. We apply the Gårding inequality (3.11) and get

$$\|a^\frac{1}{2}\nabla(u - u_h)\|_{0,\Omega}^2 + \|m - m_h\|_{-\frac{1}{2},\Gamma}^2 + \|u^{ext} - u_h^{ext}\|_{\frac{1}{2},\Gamma}^2 \leq C \left(\|u - u_h\|_{1,\Omega} + \|u - u_h\|_{0,\Gamma} + \|m - m_h\|_{-\frac{1}{2},\Gamma} + \|u^{ext} - u_h^{ext}\|_{\frac{1}{2},\Gamma}\right),$$

In the following, we understand that the impied constants in $\lesssim$ depend on $k$, $\Omega$, $a$, and $n$.

By considering the dual problem (3.10) with $r = 2(\ln)^2(u - u_h)$, $r_m = 2c_g(k)(m - m_h)$, and $r^{ext} = 2c_g(k)(u^{ext} - u_h^{ext})$, we can write

$$\|a^\frac{1}{2}\nabla(u - u_h)\|_{0,\Omega}^2 + \|m - m_h\|_{-\frac{1}{2},\Gamma}^2 + \|u^{ext} - u_h^{ext}\|_{\frac{1}{2},\Gamma}^2 \lesssim k^2 \|u - u_h\|_{0,\Omega}^2 + c_g(k)\|m - m_h\|_{-\frac{1}{2},\Gamma}^2 + c_g(k)\|u^{ext} - u_h^{ext}\|_{\frac{1}{2},\Gamma}^2.$$
We estimate the two terms \( I, II \) on the right-hand side of (4.3) separately, starting with the term \( I \). Using again Galerkin orthogonality and the definition of \( T(\cdot, \cdot) \) and of the combined integral operators, we get for all \( v_h \in V_h, n_h \in W_h \), and \( v^\text{ext}_h \in Z_h \)

\[
I = \text{RE} T((u - u_h, m - m_h, u^\text{ext} - u^\text{ext}_h), (u - v_h, m - n_h, u^\text{ext} - v^\text{ext}_h))
\]

\[
= \text{RE} ((\alpha \nabla (u - u_h), \nabla (u - v_h))_{0, \Omega} - ((kn)^2 (u - u_h), u - v_h)_{0, \Omega} + i k (u - u_h, u - v_h)_{0, \Gamma}
- (m - m_h, u - v_h) - ((B_h + i k A_h')(u^\text{ext} - u^\text{ext}_h) - A_h'(m - m_h), u^\text{ext} - v^\text{ext}_h)
+ (u - u_h, m - n_h) - ((\frac{1}{2} + K_h^\text{ext})(u^\text{ext} - u^\text{ext}_h) - V_h((m - m_h) - i k(u^\text{ext} - u^\text{ext}_h)), m - n_h)).
\]

As (see, e.g., [53, proof of Lemma 8.1.6])

\[
k((u - u_h, u - v_h)_{0, \Gamma} \lesssim k^2 \| u - u_h \|_{0, \Omega} \| u - v_h \|_{0, \Omega} + \| u - u_h \|_{1, \Omega} \| u - v_h \|_{1, \Omega},
\]

we have the straightforward bound

\[
|I| \lesssim \| u - u_h \|_{1, \Omega} \| u - v_h \|_{1, \Omega} + \| m - m_h \|_{-\frac{1}{2}, \Gamma} \| u - v_h \|_{\frac{1}{2}, \Gamma}
+ \| B_h(u^\text{ext} - u^\text{ext}_h) + \frac{1}{2} \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma} + k \| A_h'(u^\text{ext} - u^\text{ext}_h) \|_{-\frac{1}{2}, \Gamma} \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma}
+ \| A_h'(m - m_h) \|_{-\frac{1}{2}, \Gamma} \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma}
\]

\[
+ \| m - n_h \|_{-\frac{1}{2}, \Gamma} \| u - u_h \|_{\frac{1}{2}, \Gamma} + \| m - n_h \|_{-\frac{1}{2}, \Gamma} \| (\frac{1}{2} + K_h(u^\text{ext} - u^\text{ext}_h)) \|_{\frac{1}{2}, \Gamma}
+ \| m - n_h \|_{-\frac{1}{2}, \Gamma} \| V_h((m - m_h - i k(u^\text{ext} - u^\text{ext}_h)) \|_{\frac{1}{2}, \Gamma}.
\]

Simple calculations, based on the mapping properties of the trace operator: \( H^1(\Omega) \to H^\frac{1}{2}(\Gamma) \) and of boundary integral operators and combined integral operators (in particular, we use \( B_h : H^\frac{1}{2}(\Gamma) \to H^{-\frac{1}{2}}(\Gamma), A_h', K_h : H^\frac{1}{2}(\Gamma) \to H^\frac{1}{2}(\Gamma), V_h : H^{-\frac{1}{2}}(\Gamma) \to H^\frac{1}{2}(\Gamma) \)), lead to

\[
|I| \lesssim \| u - u_h \|_{1, \Omega} \| u - v_h \|_{1, \Omega} + \| m - m_h \|_{-\frac{1}{2}, \Gamma} \| u - v_h \|_{\frac{1}{2}, \Gamma}
+ \| u^\text{ext} - u^\text{ext}_h \|_{\frac{1}{2}, \Gamma} \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma} + \| u^\text{ext} - u^\text{ext}_h \|_{-\frac{1}{2}, \Gamma} \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma}
+ \| m - m_h \|_{-\frac{1}{2}, \Gamma} \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma}
\]

\[
+ \| m - n_h \|_{-\frac{1}{2}, \Gamma} \| u - u_h \|_{\frac{1}{2}, \Gamma} + \| m - n_h \|_{-\frac{1}{2}, \Gamma} \| u^\text{ext} - u^\text{ext}_h \|_{\frac{1}{2}, \Gamma}
+ \| m - n_h \|_{-\frac{1}{2}, \Gamma} \| m - m_h \|_{-\frac{1}{2}, \Gamma} + \| m - n_h \|_{-\frac{1}{2}, \Gamma} \| u^\text{ext} - u^\text{ext}_h \|_{-\frac{1}{2}, \Gamma}.
\]

An \( l^2 \) Cauchy-Schwarz inequality, together with \( \| u^\text{ext} - u^\text{ext}_h \|_{-\frac{1}{2}, \Gamma} \leq \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma} \) entails

\[
|I| \lesssim \left( \| u - u_h \|_{1, \Omega} + \| m - m_h \|_{\frac{1}{2}, \Gamma} + \| u^\text{ext} - u^\text{ext}_h \|_{\frac{1}{2}, \Gamma} \right) \frac{1}{2}
\]

\[
\times \left( \| u - v_h \|_{1, \Omega} + \| m - n_h \|_{\frac{1}{2}, \Gamma} + \| u^\text{ext} - v^\text{ext}_h \|_{\frac{1}{2}, \Gamma} \right)^{\frac{1}{2}}.
\]

For the term \( II \) appearing on the right-hand side of (4.3), we proceed similarly as for the term \( I \) and deduce

\[
|II| \lesssim \left( \| u - u_h \|_{1, \Omega} + \| m - m_h \|_{\frac{1}{2}, \Gamma} + \| u^\text{ext} - u^\text{ext}_h \|_{\frac{1}{2}, \Gamma} \right)^{\frac{1}{2}}
\]

\[
\times \left( \| \psi - \psi_h \|_{1, \Omega} + \| \psi_m - \psi_m^\text{ext} \|_{\frac{1}{2}, \Gamma} + \| \psi^\text{ext} - \psi^\text{ext}_h \| \right. \frac{1}{2} \Gamma)^{\frac{1}{2}}.
\]

Assumption 4.4 with \( \sigma_0 \) and the regularity assertion 4.2 provide for each \( \varepsilon > 0 \) an \( h_0 = h_0(\varepsilon) \) such that for \( h \in (0, h_0] \) we have

\[
\| \psi - \psi_h \|_{1, \Omega} + \| \psi_m - \psi_m^\text{ext} \|_{\frac{1}{2}, \Gamma} + \| \psi^\text{ext} - \psi^\text{ext}_h \|_{\frac{1}{2}, \Gamma}
\lesssim \varepsilon^2 \left( \| \psi \|_{2, \Omega} + \| \psi_m \|_{\frac{3}{2}, \Gamma} + \| \psi^\text{ext} \|_{\frac{3}{2}, \Gamma} \right)
\]

\[
\lesssim \varepsilon^2 \left( \| u - u_h \|_{1, \Omega} + \| m - m_h \|_{\frac{1}{2}, \Gamma} + \| u^\text{ext} - u^\text{ext}_h \|_{\frac{1}{2}, \Gamma} \right).
\]
Inserting (4.6) into (4.5) produces

\[ |II| \lesssim \varepsilon \left( \|u - u_h\|_{0, \Omega}^2 + \|m - m_h\|_{0, \Gamma}^2 + \|u_{ext}^c - u_{ext}^h\|_{0, \Gamma}^2 \right). \]  

(4.7)

We insert (4.4) and (4.7) into (4.3) and take \( \varepsilon \) sufficiently small so as to kick the term \( II \) back to the left-hand side of (4.3). The desired quasi-optimality result is obtained.

The well-posedness of method (4.1) follows as in [58].

Remark 4.4. In the numerical experiments of Section 5, we employ a polyhedral domain \( \Omega \). This case is not directly covered by Theorem 4.3. Nevertheless, Remark 3.7 indicates that a Garding inequality is valid also for Lipschitz domains. The shift theorem for the dual problem in Theorem 3.11 relies on (i) a shift theorem for the interior impedance problem (cf. (3.42) in Step 3 of the proof of Theorem 3.11) and (ii) a shift theorem for a transmission problem (cf. Steps 4 and 5 of the proof of Theorem 3.11). Some shift theorem is also available for both problems for polyhedral domains.

5 Numerical results

partitions of \( \Omega \) by tetrahedra with straight faces, with \( h \) denoting the mesh size. The two sequences of meshes \( \{P_h^2\} \) and \( \{P_h^3\} \) on \( \Gamma \) are obtained by intersecting \( \Gamma \) with the tetrahedra in \( \mathcal{P}_h^1 \). For \( \ell \in \mathbb{N}_0 \), we denote by \( \mathcal{P}_\ell \) the space of polynomials of degree at most \( \ell \). For a polynomial degree \( p \geq 1 \), we set

\[
 V_h := S^{0,1}(\Omega, \mathcal{P}_h^1) := \{ v \in H^1(\Omega) \mid v_{|K} \in \mathcal{P}_p \quad \forall K \in \mathcal{P}_h^1 \},
\]

(5.1a)

\[
 W_h := S^{p-1,0}(\Omega, \mathcal{P}_h^1) := \{ v \in L^2(\Omega) \mid v_{|K} \in \mathcal{P}_{p-1} \quad \forall K \in \mathcal{P}_h^1 \},
\]

(5.1b)

\[
 Z_h := S^{0,1}(\Gamma, \mathcal{P}_h^1) := \{ v \in H^1(\Gamma) \mid v_{|K} \in \mathcal{P}_p \quad \forall K \in \mathcal{P}_h^1 \}.
\]

(5.1c)

The numerical experiments for an \( h \)-version are based on quasi-uniform mesh refinements of a coarse initial triangulation and polynomial degrees, \( p = 1, 2, \) and 3. We also study the \( p \)-version on fixed meshes. We investigate the behavior of the following relative errors:

\[
 \frac{\|u - u_h\|_{0, \Omega}}{\|u\|_{0, \Omega}}, \quad \frac{|u - u_h|_{1, \Omega}}{|u|_{1, \Omega}}, \quad h^{\frac{1}{2}} \frac{\|m - m_h\|_{0, \Gamma}}{\|m\|_{0, \Gamma}}, \quad h^{-\frac{1}{2}} \frac{\|u_{ext}^c - u_{ext}^h\|_{0, \Gamma}}{\|u_{ext}^c\|_{0, \Gamma}}.
\]

(5.2)

Note that the two last quantities scale, in terms of \( h \), like the corresponding \( H^{\frac{1}{2}}(\Gamma) \) and the \( H^{-\frac{1}{2}}(\Gamma) \) relative errors, respectively, but are computationally more easily accessible.

Test case 1: \( h \)-version. Let the diffusion coefficient \( a \equiv 1 \), and prescribe the exact solution to be

\[
 u(x, y, z) = \begin{cases} \sin(kx) \cos(ky) & \text{in } \Omega, \\ e^{ikr} & \text{in } \Omega^+ \cup \Gamma, \end{cases}
\]

(5.3)

where we recall that \( \Omega^+ := \mathbb{R}^3 \setminus \overline{\Omega} \).

We remark that the function \( u \) in (5.3) does not solve (1.1) due to the nonzero jumps across \( \Gamma \). Instead, we considered a modified problem and discretization scheme allowing for known jumps across the interface. This only incurs slight changes in the right-hand sides.

Here, we are interested in the \( h \)-version of the method. We depict the errors (5.2) for three different choices of wavenumber \( k \), namely, \( k = \ell \sqrt{3} \pi \) with \( \ell = 1, 5, 3, \) and 6. Note that \( k \) is an eigenvalue of the Dirichlet-Laplacian in the second and third case. We begin with the case \( k = 1.5 \sqrt{3} \), see Figure 1.

We observe the optimal \( O(h^p) \)-convergence in the \( H^1 \)-error. However, all the other errors converge faster. A similar “superconvergence” behavior in FEM-BEM coupling has been analyzed in [49] by a refined duality technique.

As a second experiment, we consider the wavenumber \( k = 3 \sqrt{3} \pi \), which is a Dirichlet-Laplace eigenvalue; see Figure 2. We observe a very similar convergence behavior to the one observed in Figure 1.
Finally, we consider the wavenumber $k = 6\sqrt{3}\pi$, which is again a Dirichlet-Laplace eigenvalue; see Figure 3.

Here, the initial rate of convergence is degraded by the pollution effect, due to the fact that $k$ is larger than in the previous two cases. However, with the exception of the $L^2(\Omega)$ error, the optimal convergence $O(h^p)$ is visible. Importantly, it does not matter whether $k$ is an eigenvalue. The method converges for all choices of the wavenumber, as theoretically predicted.

Test case 1: $p$-version. Here, we are interested in the $p$-version of method (4.1). We consider the test case with explicit solution given in (5.3). Note that the exact solution is piecewise analytic. We consider three meshes, namely, a coarse mesh that is then uniformly refined once and twice. Figure 4 shows the performance of the $p$-version on these three meshes.

For all choices of the mesh, the method converge exponentially in terms of the polynomial degree $p$. This is reasonable, due to the piecewise smoothness of the solution (5.4). We stress that the decay of the error is extremely slow when employing the coarsest mesh.

Test case 2: $h$-version. Here, we investigate the performance of the $h$-version of the method for the case of piecewise smooth diffusion coefficient $a$. In particular, we assume that

\[
a = \begin{cases} 
2 & \text{in } \bar{\Omega} := (-0.2, 0.2)^3 \\
1 & \text{in } \Omega \setminus \bar{\Omega}.
\end{cases}
\]
Figure 2: The four panels show the four errors in (5.2) for \( p = 1, 2, 3 \) in (5.1) versus the mesh size \( h \). The wavenumber \( k = 3\sqrt{3/\pi} \) is a Dirichlet-Laplace eigenvalue. \( a \) is constant. The solution is provided in (5.3). Top-left panel: \( H^1 \) error in \( \Omega \). Top-right panel: \( L^2 \) error in \( \Omega \). Bottom-left panel: \( L^2 \) error on \( \Gamma \) of the mortar variable times \( h^{1.5} \). Bottom-right panel: \( L^2 \) error on \( \Gamma \) times \( h^{-1.5} \).

We fix \( k = \sqrt{3/\pi} \). We prescribe the solution as

\[
\begin{align*}
    u(x, y, z) &= \begin{cases} 
        \sin^2 \left( \frac{5\pi}{2} (x - 0.2) \right) \sin^2 \left( \frac{5\pi}{2} (y - 0.2) \right) \sin^2 \left( \frac{5\pi}{2} (z - 0.2) \right) & \text{in } \Omega \\
        e^{ikr} & \text{in } \Omega^+ \cup \Gamma.
    \end{cases}
\end{align*}
\]

(5.4)

We consider meshes that are conforming with respect to the diffusion parameter, i.e., on each element of the tetrahedral mesh, \( a \) is constant; see Figure 5 for the results.

Owing to the fact that the tetrahedral mesh is conforming with respect to the discontinuity of \( a \), the method converges optimally for polynomial degree \( p = 1, 2, \) and \( 3 \); see Remark 3.13.

Implementation issues. We briefly discuss here some implementation issues.

First of all, we observe that the linear system stemming from method (4.1) has the following form:

\[
\begin{bmatrix}
    A & B_1 & 0 \\
    0 & B_2 & B_3 \\
    B_4 & B_5 & B_6
\end{bmatrix}
\begin{bmatrix}
    u_h^\rightarrow \\
    m_h^\rightarrow \\
    u_h^{ext}\rightarrow
\end{bmatrix}
= \begin{bmatrix}
    f_h^\rightarrow \\
    0 \\
    0
\end{bmatrix},
\]

(5.5)

where \( u_h^\rightarrow \), \( m_h^\rightarrow \), and \( u_h^{ext}\rightarrow \) denote the vector of degrees of freedom associated with \( u_h \), \( m_h \), and \( u_h^{ext} \), respectively, where the matrix on the left-hand side is defined by the sesquilinear forms on the left-hand side of (4.1), and where the vector \( f_h^\rightarrow \) is defined by the sesquilinear form on the right-hand side of (4.1).
Figure 3: The four panels show the four errors in (5.2) for $p = 1, 2, 3$ in (5.1) versus the mesh size $h$. The wavenumber $k = 6\sqrt{3}\pi$ is a Dirichlet-Laplace eigenvalue. $a$ is constant. The solution is provided in (5.3). Top-left panel: $H^1$ error in $\Omega$. Top-right panel: $L^2$ error in $\Omega$. Bottom-left panel: $L^2$ error on $\Gamma$ of the mortar variable times $h^2$. Bottom-right panel: $L^2$ error on $\Gamma$ times $h^{-\frac{1}{2}}$.

Importantly, the matrix $A$ is associated with a sesquilinear form with entries in conforming finite element spaces. All the other matrices, i.e. the $B_i$ with $i = 1, \ldots, 6$, are associated with sesquilinear form having at least one entry in boundary element spaces. The assembly of the system is performed by combining the two libraries BEM++ [61] and NGSolve [2].

Having at our disposal system (5.5), we first write $\overrightarrow{u}_h$ in terms of $\overrightarrow{m}_h$. This can be done by means of the LU decomposition that the solver Pardiso [59] provides within NGSolve:

$$\overrightarrow{u}_h = A^{-1}(B_1\overrightarrow{m}_h).$$

We substitute $\overrightarrow{u}_h$ in the second and third “lines” of the system. Note that the resulting system is considerably smaller than the original one, especially for high polynomial degree. In fact, we have a system associated only with boundary element degrees of freedom.

The solution of such system is successively computed with GMRES, preconditioned with an approximate LU decomposition based on the $H$-matrix arithmetic provided by the library H2Lib [1]. We have fixed the tolerance $10^{-8}$ and a maximum number of 2000 iterations.

Since we showed that it is possible to proceed by Schur complement (5.6), it is clear that the computational effort needed to solve system (5.5) is comparable to that needed in a formulation without the additional mortar variable.

Remark 5.1. As a side remark, we observe that the system (5.5) can be also rewritten by solving the second line in terms of $m_h$ as

$$m_h = B_2^{-1}B_1u_{h}^{ext},$$
and substitute $m_h$ in the first and third equations, getting the discrete version of the transmission problem discussed in Remark 3.1.

6 Conclusions

We have presented a FEM-BEM coupling strategy for time harmonic acoustic scattering in media with variable speed of sound. The continuous problem has been formulated with the aid of an auxiliary mortar variable representing an impedance trace. The novelty of this approach relies in this choice of the mortar variable, which leads to a block-structured system, with subblocks that are invertible, for any arbitrary choice of the coupling boundary. The flexibility in the choice of the coupling boundary can be exploited to facilitate the meshing or the realization of relevant boundary integral operators. The invertibility of the FEM and the BEM subblocks allows for the use of existing computationally tools for their numerical realization. Stability and convergence of this FEM-BEM mortar method have been investigated theoretically and numerically.

Acknowledgements

All authors have been funded by the Austrian Science Fund (FWF) through the project F 65. M. Melenk has been funded by the FWF also through the project W1245. I. Perugia and A. Rieder have been funded by the FWF also through the project P 29197-N32.
Figure 5: We depict the four errors in (5.2) in the four panel, for different choices of the mesh, versus the polynomial degree. The wavenumber \( k \pi = 3\sqrt{3} \pi \) is a Dirichlet-Laplace eigenvalue. The diffusion parameter \( a \) is piecewise constant. The solution is provided in (5.4). Top-left panel: \( H^1 \) error in \( \Omega \). Top-right panel: \( L^2 \) error in \( \Omega \). Bottom-left panel: \( L^2 \) error on \( \Gamma \) of the mortar variable times \( h^{1.5} \). Bottom-right panel: \( L^2 \) error on \( \Gamma \) times \( h^{-1.5} \).

A \quad k\text{-explicit continuity and Gårding inequality for analytic } \Gamma

In this appendix, we consider the case of analytic boundary \( \Gamma \). For this case, based on the characterization of the difference operators \( V_k - V_0, K_k - K_0, K'_k - K'_0 \), and \( W_k - W_0 \) established in [47], we prove a \( k\text{-explicit continuity assertion as well as a Gårding inequality in Theorem A.2.}

Introduce the class of analytic functions

\[\mathcal{A}(C_1, \gamma_1, \Omega) := \{ v \in C^\infty(\Omega) | \|\nabla^n v\|_{L^2(\Omega)} \leq C_1 \gamma_1^n \max\{n+1,k\}^{n+1} \quad \forall n \in \mathbb{N}_0\},\]

where \( |\nabla^n v| = \sum_{\alpha \in \mathbb{N}_0^n, |\alpha| = n} \frac{n!}{\alpha!} |D^\alpha v|^2\).

The following lemma decomposes the operators \( V_k - V_0, K_k - K_0, K'_k - K'_0 \), \( W_k - W_0 \) into a part that has a finite shift property and a part that maps into the class of analytic functions.

**Lemma A.1.** Let \( \Gamma \) be analytic and \( k \geq k_0 > 0 \). Then there are bounded linear operators \( S_V, S_K, S_K', S_W \) and linear maps \( \tilde{A}_V : H^{-\frac{1}{2}}(\Gamma) \to C^\infty(\Omega), \tilde{A}_K : H^{-\frac{1}{2}}(\Gamma) \to C^\infty(\Omega) \) such that

\[
\begin{align*}
V_k - V_0 &= S_V + \gamma_0^{1\text{st}} \tilde{A}_V, \\
K'_k - K'_0 &= S_K' + \gamma_1^{1\text{st}} \tilde{A}_V, \\
K_k - K_0 &= S_K + \gamma_0^{1\text{st}} \tilde{A}_K, \\
W_k - W_0 &= S_W - \gamma_1^{1\text{st}} \tilde{A}_K.
\end{align*}
\]  

(A.1a) (A.1b) (A.1c) (A.1d)
For $s \geq -1$ the operators $S_{\psi}, S_{\Theta}, S_{\psi'}, S_{\psi'}, \tilde{A}_{\psi}, \tilde{A}_{\Theta}$ have, for constants $C_{s,s'}, C_{\psi}, C_{\Theta}, \gamma_{\psi}, \gamma_{\Theta} > 0$ independent of $k \geq k_0$, the mapping properties

$$
\|S_{\psi}\|_{H^{-\frac{1}{2}+s'(\Gamma)} \rightarrow H^{-\frac{1}{2}+s'(\Gamma)}} \leq C_{s,s'} k^{-(1+s-s')}, \hspace{1cm} 1/2 < s' \leq s + 3, \hspace{1cm} (A.2a)
$$

$$
\|S_{\psi'}\|_{H^{-\frac{1}{2}+s'(\Gamma)} \rightarrow H^{-\frac{1}{2}+s'(\Gamma)}} \leq C_{s,s'} k^{-(1+s-s')}, \hspace{1cm} 3/2 < s' \leq s + 3, \hspace{1cm} (A.2b)
$$

$$
\|S_{\Theta}\|_{H^{-\frac{1}{2}+s'(\Gamma)} \rightarrow H^{-\frac{1}{2}+s'(\Gamma)}} \leq C_{s,s'} k^{-(1+s-s')}, \hspace{1cm} 1/2 < s' \leq s + 3, \hspace{1cm} (A.2c)
$$

$$
\|S_{\psi'}\|_{H^{-\frac{1}{2}+s'(\Gamma)} \rightarrow H^{-\frac{1}{2}+s'(\Gamma)}} \leq C_{s,s'} k^{-(1+s-s')}, \hspace{1cm} 3/2 < s' \leq s + 3, \hspace{1cm} (A.2d)
$$

$$
A_{\psi} \varphi \in A(C_{\psi}\|\varphi\|_{H^{-\frac{1}{2}}(\Gamma),\gamma_{\psi},\Omega}) \hspace{1cm} \forall \varphi \in H^{-\frac{1}{2}}(\Gamma), \hspace{1cm} (A.2e)
$$

$$
A_{\Theta} \psi \in A(C_{\Theta}\|\psi\|_{H^{-\frac{1}{2}}(\Gamma),\gamma_{\Theta},\Omega}) \hspace{1cm} \forall \psi \in H^{-\frac{1}{2}}(\Gamma). \hspace{1cm} (A.2f)
$$

Proof. We stress that the functions $A_{\psi} \varphi$ and $A_{\Theta} \psi$ are analytic in $\Omega$ so that, when taking their traces in $\Omega$, the traces are analytic on $\Gamma$.

[47] Thms. 5.3, 5.4] assert for the potentials the representations $\tilde{V}_{\psi} - \tilde{V}_{0} = \tilde{S}_{\psi} + \tilde{A}_{\psi}$ and $\tilde{K}_{\psi} - \tilde{K}_{0} = \tilde{S}_{\psi} + \tilde{A}_{\psi}$, where the linear operators $\tilde{S}_{\psi} : H^{\frac{1}{2}}(\Gamma) \rightarrow H^{1}(\Omega)$, $\tilde{S}_{\psi} : H^{\frac{1}{2}}(\Gamma) \rightarrow H^{1}(\Omega)$, $\tilde{A}_{\psi} : H^{\frac{1}{2}}(\Gamma) \rightarrow C^{0}(\Omega)$, $\tilde{A}_{\psi} : H^{\frac{1}{2}}(\Gamma) \rightarrow C^{0}(\Omega)$ have the following mapping properties: for $s \geq -1$ and for $0 \leq s' \leq s + 3$ and a constant $C > 0$ independent of $k$ there holds

$$
\|\tilde{S}_{\psi}\|_{H^{s'(\Omega)} \rightarrow H^{\frac{1}{2}+s'(\Gamma)}} \leq Ck^{-1(1+s-s')}, \hspace{1cm} \|\tilde{S}_{\psi}\|_{H^{s'(\Omega)} \rightarrow H^{\frac{1}{2}+s'(\Gamma)}} \leq Ck^{-1(1+s-s')}. \hspace{1cm} (A.3)
$$

For constants $C_{\psi}, C_{\Theta}, \gamma_{\psi}, \gamma_{\Theta}$ independent of $k$, one has $A_{\psi} \varphi \in A(C_{\psi}\|\varphi\|_{-\frac{1}{2}+s',\gamma_{\psi},\Omega})$ and $A_{\Theta} \psi \in A(C_{\Theta}\|\psi\|_{-\frac{1}{2}+s',\gamma_{\Theta},\Omega})$. Applying the trace operator $\gamma_{0}^{int}$ one obtains the representations [A.1a] and [A.1c], where the linear operators $S_{\psi}, S_{\psi'}, S_{\psi'}, S_{\psi'}$ and the operators $A_{\psi}, A_{\psi}$ satisfy [A.2]. The representations [A.1b] and [A.1d] are obtained similarly with the aid of $\gamma_{1}^{int}$. [47]

Based on the representations [A.1] of the difference operators, we can prove the following $k$-explicit continuity and Gårding inequality.

**Theorem A.2** ($k$-explicit continuity and Gårding inequality for analytic $\Gamma$). Let $\Gamma$ be analytic and $k \geq k_0 > 0$. Then there are bounded linear operators

$$
\Theta_{f,uext,\psi} : H^{\frac{1}{2}}(\Gamma) \rightarrow H^{\frac{1}{2}}(\Gamma), \hspace{1cm} \Theta_{f,m,\psi} : H^{\frac{1}{2}}(\Gamma) \rightarrow H^{\frac{1}{2}}(\Gamma), \hspace{1cm} \Theta_{f,m,\psi} : H^{\frac{1}{2}}(\Gamma) \rightarrow H^{\frac{1}{2}}(\Gamma)
$$

(the subscript $f$ stands for “finite shift properties”) and linear operators $A_{\psi}' : H^{\frac{1}{2}}(\Gamma) \rightarrow C^{\infty}(\Omega)$ $A_{\psi}' : H^{\frac{1}{2}}(\Gamma) \rightarrow C^{\infty}(\Omega)$, such that, setting

$$
\Theta_{A,\psi} = -\gamma^{\medint}_{1} A_{\psi}' + ik \gamma_{0}^{int} A_{\psi}' + k^{2} \gamma_{0}^{int} A_{\psi}', \hspace{1cm} (A.4a)
$$

$$
\Theta_{A,m,\psi} = \gamma_{0}^{\medint} A_{\psi}' - ik \gamma_{0}^{int} A_{\psi}', \hspace{1cm} (A.4b)
$$

$$
\Theta_{A,\psi} = -\gamma_{0}^{\medint} A_{\psi}' - ik \gamma_{0}^{int} A_{\psi}', \hspace{1cm} (A.4c)
$$

$$
\Theta_{A,m,\psi} = \gamma_{0}^{\medint} A_{\psi}' \hspace{1cm} (A.4d)
$$

(the subscript $A$ stands for “analytic”) and

$$
\Theta_{uext,\psi} := \Theta_{f,uext,\psi} + \Theta_{A,uext,\psi}, \hspace{1cm} \Theta_{uext,\psi} := \Theta_{f,uext,\psi} + \Theta_{A,uext,\psi}, \hspace{1cm} \Theta_{uext,\psi} := \Theta_{f,uext,\psi} + \Theta_{A,uext,\psi}
$$

the following holds true:
(i) For each \( s \geq -1 \), there holds

\[
\|\Theta_{f,u^\text{ext},v^\text{ext}}\|_{H^{-\frac{s}{2}}(\Gamma) \rightarrow H^{-\frac{s}{2}+\delta}(\Gamma)} \leq Ck^{-(1+s-\delta)}, \quad 3/2 < s' \leq s + 3,
\]

\[
\|\Theta_{f,m,v^\text{ext}}\|_{H^{-\frac{s}{2}+\delta}(\Gamma) \rightarrow H^{-\frac{s}{2}}(\Gamma)} \leq Ck^{-(1+s-\delta)}, \quad 3/2 < s' \leq s + 3,
\]

\[
\|\Theta_{f,u^\text{ext},\lambda}\|_{H^{-\frac{s}{2}+\delta}(\Gamma) \rightarrow H^{-\frac{s}{2}+\delta}(\Gamma)} \leq Ck^{-(1+s-\delta)}, \quad 1/2 < s' \leq s + 3,
\]

\[
\|\Theta_{f,m,\lambda}\|_{H^{-\frac{s}{2}+\delta}(\Gamma) \rightarrow H^{-\frac{s}{2}+\delta}(\Gamma)} \leq Ck^{-(1+s-\delta)}, \quad 1/2 < s' \leq s + 3,
\]

\[
\bar{A}_V^{\psi} \in \mathcal{A}(C_V\|\psi\|_{H^{-\frac{1}{2}}(\Gamma)}, \gamma_V, \Omega) \quad \forall \psi \in H^{-\frac{1}{2}}(\Gamma),
\]

\[
\bar{A}_K^{\psi} \in \mathcal{A}(C_K\|\psi\|_{H^{-\frac{1}{2}}(\Gamma)}, \gamma_K, \Omega) \quad \forall \psi \in H^{-\frac{1}{2}}(\Gamma).
\]

The constant \( C \) depends only on \( s, s', \Gamma, \) and \( k_0 \). The constants \( C_V, C_K, \gamma_V, \gamma_K \) depend only on \( k_0 \) and \( \Gamma \).

(ii) For a constant \( c > 0 \) depending only on \( k_0 \) and \( \Gamma \), the sesquilinear form \( T(\cdot, \cdot) \) defined in (3.10) satisfies the Gårding inequality

\[
\text{RE} \left( T((v, \lambda, v^\text{ext}), (v, \lambda, v^\text{ext})) + \langle (v, \lambda, v^\text{ext}), \Theta(v, \lambda, v^\text{ext}) \rangle \right) \geq c\|a^{\frac{1}{2}}\nabla u\|_{0,\Omega}^2 + k^2\|u\|_{0,\Omega}^2 + \|\lambda\|_{H^{-\frac{1}{2}}(\Gamma)}^2 + \|v^\text{ext}\|_{L^2(\Gamma)}^2,
\]

where the linear operator \( \Theta \) is given by

\[
\langle (u, m, v^\text{ext}), \Theta(v, \lambda, v^\text{ext}) \rangle = 2((kn)^2 u, v)_{0,\Omega} - \langle v^\text{ext}, \Theta_{u^\text{ext},v^\text{ext},v^\text{ext}} \rangle - (m, \Theta_{m,v^\text{ext},v^\text{ext}}) - (u^\text{ext}, \Theta_{u^\text{ext},\lambda}) - (m, \Theta_{m,\lambda}).
\]

(iii) For a constant \( C_{\text{cont}} > 0 \) depending only on \( k_0 \) and \( \Gamma \), the sesquilinear form \( T(\cdot, \cdot) \) defined in (3.10) satisfies the continuity estimate

\[
\left| T((u, m, u^\text{ext}), (v, \lambda, v^\text{ext})) + \langle (u, m, u^\text{ext}), \Theta(v, \lambda, v^\text{ext}) \rangle - \langle (u, m, u^\text{ext}), \tilde{\Theta}(v, \lambda, v^\text{ext}) \rangle \right| \leq C_{\text{cont}} \left\{ \|a^{\frac{1}{2}}\nabla u\|_{0,\Omega}^2 + k\|u\|_{0,\Gamma}^2 + \|m\|_{H^{-\frac{1}{2}}(\Gamma)}^2 + \|u^\text{ext}\|_{L^2(\Gamma)}^2 \right\}^{\frac{1}{2}}
\]

\[
\times \left\{ \|a^{\frac{1}{2}}\nabla v\|_{0,\Omega}^2 + k\|v\|_{0,\Gamma}^2 + \|\lambda\|_{H^{-\frac{1}{2}}(\Gamma)}^2 + \|v^\text{ext}\|_{L^2(\Gamma)}^2 \right\}^{\frac{1}{2}},
\]

with a linear operator \( \tilde{\Theta} \) given by

\[
\langle (u, m, u^\text{ext}), \tilde{\Theta}(v, \lambda, v^\text{ext}) \rangle = \langle u^\text{ext}, \tilde{\Theta}_{f,u^\text{ext},v^\text{ext}} \rangle + \langle v^\text{ext}, \tilde{\Theta}_{f,u^\text{ext},v^\text{ext}} \rangle + (m, \tilde{\Theta}_{f,m,v^\text{ext}}) + (u^\text{ext}, \tilde{\Theta}_{f,u^\text{ext},\lambda}),
\]

where, for \( s \geq 0 \) and a constant \( C > 0 \) independent of \( k \),

\[
\|\tilde{\Theta}_{f,u^\text{ext},v^\text{ext}}\|_{H^{\frac{1}{2}+\delta}(\Gamma) \rightarrow H^{\frac{1}{2}+\delta}(\Gamma)} \leq Ck^2,
\]

\[
\|\tilde{\Theta}_{f,u^\text{ext},v^\text{ext}}\|_{H^{\frac{1}{2}+\delta}(\Gamma) \rightarrow H^{\frac{1}{2}}(\Gamma)} \leq Ck,
\]

\[
\|\tilde{\Theta}_{f,m,v^\text{ext}}\|_{H^{\frac{1}{2}+\delta}(\Gamma) \rightarrow H^{\frac{1}{2}}(\Gamma)} \leq Ck,
\]

\[
\|\tilde{\Theta}_{f,u^\text{ext},\lambda}\|_{H^{\frac{1}{2}+\delta}(\Gamma) \rightarrow H^{\frac{1}{2}+\delta}(\Gamma)} \leq Ck.
\]

Proof. The proof of Theorem 3.6 shows in (3.12) that the sesquilinear form \( T(\cdot, \cdot) \) can be written as the sum of the sesquilinear forms \( T_1(\cdot, \cdot), T_2(\cdot, \cdot), T_3(\cdot, \cdot) \).

Proof of (ii): As in the proof Theorem 3.6 we have

\[
\text{RE} \left( T_1((v, \lambda, v^\text{ext}), (v, \lambda, v^\text{ext})) \right) \gtrsim \|a^{\frac{1}{2}}\nabla v\|_{0,\Omega}^2 + \|\lambda\|_{H^{-\frac{1}{2}}(\Gamma)}^2 + \|v^\text{ext}\|_{L^2(\Gamma)}^2,
\]

\[
\text{RE} \left( T_2((v, \lambda, v^\text{ext}), (v, \lambda, v^\text{ext})) \right) = 0.
\]
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We therefore focus on $T_3(\cdot, \cdot)$. We rewrite $T_3(\cdot, \cdot)$ as

$$
T_3((u, m, u^{ext}), (v, \lambda, v^{ext})) = \left\{ -((kn)^2 u, v)_{0, \Omega} + \frac{1}{3} \right\}
$$

\begin{align*}
&+ \left\{ \langle u^{ext}, (W_k - W_0)^* v^{ext} \rangle - ik\langle u^{ext}, (K_k - K_0)^* v^{ext} \rangle \\
&- ik\langle u^{ext}, (K'_k - K'_0)^* v^{ext} \rangle + k^2 \langle u^{ext}, (V_k - V_0)^* v^{ext} \rangle \right\} \\
&+ \left\{ \langle m, (K'_k - K'_0)^* v^{ext} \rangle + ik\langle m, (V_k - V_0)^* v^{ext} \rangle \right\} \\
&+ \left\{ -\langle u^{ext}, (K_k - K_0)^* \lambda \rangle - ik\langle u^{ext}, (V_k - V_0)^* \lambda \rangle \right\} + \left\{ \langle m, (V_k - V_0)^* \lambda \rangle \right\}
\end{align*}

$$
= -((kn)^2 u, v)_{0, \Omega} + \langle u^{ext}, \Theta_{u^{ext}, v^{ext}} \rangle + \langle m, \Theta_{m, u^{ext}, v^{ext}} \rangle + \langle u^{ext}, \Theta_{v^{ext}, \lambda} \rangle + \langle m, \Theta_{m, \lambda} \rangle
$$

Notice that

\begin{align*}
\Theta_{u^{ext}, v^{ext}} &= (W_k - W_0)^* + ik(K_k - K_0)^* + ik(K'_k - K'_0)^* + k^2(V_k - V_0)^*, \\
\Theta_{m, u^{ext}, v^{ext}} &= (K'_k - K'_0)^* - ik(V_k - V_0)^*, \\
\Theta_{u^{ext}, v^{ext}, \lambda} &= -((K_k - K_0)^* + ik(V_k - V_0)^*)^*, \\
\Theta_{m, \lambda} &= (V_k - V_0)^*.
\end{align*}

Lemma 3.8 and the representations (A.1) give

\begin{align*}
(V_k - V_0)^* &= S_V^t + \gamma_0^{int} \mathcal{A}_V^t, \\
(K_k - K_0)^* &= S_K^t + \gamma_0^{int} \mathcal{A}_K^t, \\
(W_k - W_0)^* &= S_W^t + \gamma_0^{int} \mathcal{A}_W^t, \\
(K'_k - K'_0)^* &= S_{K'}^t + \gamma_0^{int} \mathcal{A}_{K'}^t,
\end{align*}

where the superscript $'$ indicates that, for a linear operator $\varphi \mapsto A\varphi$, the linear operator $A'$ is understood as $\varphi \mapsto \mathcal{A}\varphi$. Inserting (A.7) into (A.6), and taking into account the definitions (A.4) of the operators $\Theta_{\cdot, \cdot}$, mapping into classes of analytic functions, we have the decompositions $\Theta_{\cdot, \cdot} = \Theta_{f, \cdot} + \Theta_{A, \cdot}$, with

\begin{align*}
\Theta_{f, u^{ext}, v^{ext}} &= S_W^t + ik(S_K^t + S_{K'}^t) + k^2 S_V^t, \\
\Theta_{f, m, u^{ext}} &= S_K^t - ik S_V^t, \\
\Theta_{f, u^{ext}, \lambda} &= -(S_K^t - ik S_V^t) \\
\Theta_{f, m, \lambda} &= S_V^t.
\end{align*}

The Garding inequality stated in (ii) is shown.

Proof of (ii): The expressions for the operators $\Theta_{f, \cdot}$ obtained above and the mapping properties of the operators $S_V$, $S_K$, $S_{K'}$, and $S_W$ given in Lemma A.1 imply

\begin{align*}
\|\Theta_{f, u^{ext}, v^{ext}}\|_{H^{-\frac{1}{2} + s'}(\Gamma) \rightarrow H^{-\frac{1}{2} + s'}(\Gamma)} &\lesssim k^{-(1+s-s')} + kk^{-1(s+1)(s'-1)} + k^2 k^{-(1+s)(s'-1)} \\
&\lesssim k^{-(1+s-s')}, \quad 3/2 < s' \leq s + 3,
\end{align*}

\begin{align*}
\|\Theta_{f, m, u^{ext}}\|_{H^{-\frac{1}{2} + s'}(\Gamma) \rightarrow H^{-\frac{1}{2} + s'}(\Gamma)} &\lesssim k^{-(1+s-s')} + kk^{-1(s+1)(s'-1)} \lesssim k^{-(1+s-s')}, \quad 3/2 < s' \leq s + 3,
\end{align*}

\begin{align*}
\|\Theta_{f, u^{ext}, \lambda}\|_{H^{-\frac{1}{2} + s'}(\Gamma) \rightarrow H^{-\frac{1}{2} + s'}(\Gamma)} &\lesssim k^{-(1+s-s')} + kk^{-1(s+1)(s'-1)} \lesssim k^{-(1+s-s')}, \quad 1/2 < s' \leq s + 3,
\end{align*}

\begin{align*}
\|\Theta_{f, m, \lambda}\|_{H^{-\frac{1}{2} + s'}(\Gamma) \rightarrow H^{-\frac{1}{2} + s'}(\Gamma)} &\lesssim k^{-(1+s-s')}, \quad 1/2 < s' \leq s + 3.
\end{align*}

This shows that the functions $\Theta_{f, u^{ext}, v^{ext}}$, $\Theta_{f, m, u^{ext}}$, $\Theta_{f, u^{ext}, \lambda}$, $\Theta_{f, m, \lambda}$ have the mapping properties stated in (iii).

Proof of (iii): From the representation (3.12) of $T(\cdot, \cdot)$ in terms of the sesquilinear forms $T_1(\cdot, \cdot)$, $T_2(\cdot, \cdot)$, $T_3(\cdot, \cdot)$, and the definition of $\Theta$, we get

\begin{align*}
T((u, m, u^{ext}), (v, \lambda, v^{ext})) + ((u, m, u^{ext}), \Theta(\cdot, \cdot, v^{ext}))
= T_1((u, m, u^{ext}), (v, \lambda, v^{ext})) + T_2((u, m, u^{ext}), (v, \lambda, v^{ext})) + ((kn)^2 u, v)_{0, \Omega}.
\end{align*}
We therefore concentrate on the terms
\[ T_1((u, m, u^{\text{ext}}), (v, \lambda, v^{\text{ext}})) = \left\{ (a \nabla u, \nabla v)_{0, \Omega} + (W_0 u^{\text{ext}}, v^{\text{ext}}) + k^2 (\lambda_0 u^{\text{ext}}, v^{\text{ext}}) + (\lambda_0 m, \lambda) \right\}, \]
\[ T_2((u, m, u^{\text{ext}}), (v, \lambda, v^{\text{ext}})) = \left\{ ik(u, v)_{0, \Gamma} - ik(\lambda_0 u^{\text{ext}}, v^{\text{ext}}) - ik(\lambda_0' u^{\text{ext}}, v^{\text{ext}}) + \left( \frac{1}{2} + k_0' \right) m, v^{\text{ext}} \right\} 
+ ik(\lambda_0 u^{\text{ext}}, v^{\text{ext}}) - ik(\lambda_0 u^{\text{ext}}, \lambda) - \langle \lambda, m \rangle + \langle u, \lambda \rangle. \]

We start with estimating \( T_1(\cdot, \cdot) \). We introduce \( \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}} \) by
\[ \langle u^{\text{ext}}, \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}} v^{\text{ext}} \rangle = k^2 \langle u^{\text{ext}}, \lambda_0 v^{\text{ext}} \rangle \] (A.8)
and note that \( \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}} \) has mapping property given in (A.5a). We bound
\[ |T_1((u, m, u^{\text{ext}}), (v, \lambda, v^{\text{ext}}))| - \langle u^{\text{ext}}, \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}} v^{\text{ext}} \rangle| \lesssim ||a^2 \nabla u||_{0, \Omega} ||a^2 \nabla v||_{0, \Omega} 
+ ||u^{\text{ext}}||_{\frac{1}{2}, \Gamma} ||v^{\text{ext}}||_{\frac{1}{2}, \Gamma} + ||m||_{-\frac{1}{2}, \Gamma} ||\lambda||_{-\frac{1}{2}, \Gamma}. \]

We turn to \( T_2(\cdot, \cdot) \). We introduce \( \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}}, \tilde{\Theta}_{f, m, v^{\text{ext}}}, \) and \( \tilde{\Theta}_{f, \lambda, v^{\text{ext}}} \) by
\[ \langle u^{\text{ext}}, \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}} v^{\text{ext}} \rangle = -ik \langle u^{\text{ext}}, (\lambda_0 + \lambda_0') v^{\text{ext}} \rangle, \]
\[ \langle m, \tilde{\Theta}_{f, m, v^{\text{ext}}} v^{\text{ext}} \rangle = ik \langle m, \lambda_0 v^{\text{ext}} \rangle, \]
\[ \langle u^{\text{ext}}, \tilde{\Theta}_{f, \lambda, v^{\text{ext}}} v^{\text{ext}} \rangle = -ik \langle u^{\text{ext}}, \lambda_0 \lambda \rangle, \]
and note that \( \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}}, \tilde{\Theta}_{f, m, v^{\text{ext}}}, \) and \( \tilde{\Theta}_{f, \lambda, v^{\text{ext}}} \) have the mapping properties given in (A.5). We have
\[ |T_2((u, m, u^{\text{ext}}), (v, \lambda, v^{\text{ext}}))| - \langle u^{\text{ext}}, \tilde{\Theta}_{f, u^{\text{ext}}, v^{\text{ext}}} v^{\text{ext}} \rangle| - \langle m, \tilde{\Theta}_{f, m, v^{\text{ext}}} v^{\text{ext}} \rangle - \langle u^{\text{ext}}, \tilde{\Theta}_{f, \lambda, v^{\text{ext}}} \rangle| \lesssim k||u||_{0, \Gamma} ||v||_{0, \Gamma} + ||m||_{-\frac{1}{2}, \Gamma} ||v^{\text{ext}}||_{\frac{1}{2}, \Gamma} + ||u^{\text{ext}}||_{\frac{1}{2}, \Gamma} ||\lambda||_{-\frac{1}{2}, \Gamma} + ||\lambda||_{-\frac{1}{2}, \Gamma} ||u^{\text{ext}}||_{\frac{1}{2}, \Gamma}. \]

The estimate given in (iii) follows.

The Gårding inequality and the continuity estimate of Theorem A.2 (i) and (iii), can be simplified to be get some fully k-explicit bounds, as shown in the following corollary.

**Corollary A.3.** Let \( \Gamma \) be analytic. Then there are \( c, c > 0 \) independent of \( k \geq k_0 > 0 \) such that for all \( (u, m, u^{\text{ext}}) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma) \times H^{\frac{1}{2}}(\Gamma) \) there holds the Gårding inequality
\[ \mathbb{R}E \left( \mathcal{T} \left( (v, \lambda, v^{\text{ext}}), (\cdot, \cdot, \cdot) \right) + (v, \lambda, v^{\text{ext}}), \Theta(v, \lambda, v^{\text{ext}}) \right) \geq c \left\{ ||a^2 \nabla v||_{0, \Omega}^2 + k^2 ||n v||_{0, \Omega}^2 + ||\lambda||^2_{-\frac{1}{2}, \Gamma} + ||v^{\text{ext}}||^2_{\frac{1}{2}, \Gamma} \right\} \]
\[ - C \left\{ ||k^2 ||n v||_{0, \Omega}^2 + k^2 ||\lambda||^2_{-\frac{1}{2}, \Gamma} + k^4 ||v^{\text{ext}}||^2_{\frac{1}{2}, \Gamma} + k^6 ||v^{\text{ext}}||^2_{\frac{1}{2}, \Gamma} \right\}, \]
as well as the continuity estimate
\[ |\mathcal{T}((u, m, u^{\text{ext}}), (v, \lambda, v^{\text{ext}}))| \leq C \left\{ ||a^2 \nabla u||_{0, \Omega}^2 + k^2 ||n u||_{0, \Omega}^2 + ||m||^2_{-\frac{1}{2}, \Gamma} + ||u^{\text{ext}}||^2_{\frac{1}{2}, \Gamma} + k^2 ||u^{\text{ext}}||^2_{-\frac{1}{2}, \Gamma} \right\}^{\frac{1}{2}} 
\times \left\{ ||a^2 \nabla v||_{0, \Omega}^2 + k^2 ||n v||_{0, \Omega}^2 + ||v||^2_{0, \Omega} + ||u^{\text{ext}}||^2_{\frac{1}{2}, \Gamma} + k^4 ||v^{\text{ext}}||^2_{\frac{1}{2}, \Gamma} + k^6 ||v^{\text{ext}}||^2_{\frac{1}{2}, \Gamma} \right\}^{\frac{1}{2}}. \]

**Proof.** In view of Theorem A.2 (i) and (iii), we have to estimate the terms in \( \Theta \) and in \( \tilde{\Theta} \). From the definitions of the operators \( \Theta_{A, \cdot} \), in (A.4) and Theorem A.2 (iii), with the (multiplicative) trace
inequality, we get
\begin{align}
|\langle u^{ext}, \Theta_{A,u^{ext},v^{ext}} v^{ext} \rangle| & \leq Ck\|u^{ext}\|_{1-\frac{1}{2}} \Gamma \left[k^3\|v^{ext}\|_{1-\frac{1}{2}} \Gamma + k^2\|v^{ext}\|_{1-\frac{1}{2}} \Gamma \right], \quad (A.9a) \\
|\langle m, \Theta_{A,m,v^{ext}} v^{ext} \rangle| & \leq C\|m\|_{1-\frac{1}{2}} k^3\|v^{ext}\|_{1-\frac{1}{2}} \Gamma, \quad (A.9b) \\
|\langle u^{ext}, \Theta_{A,u^{ext},\lambda} \rangle| & \leq Ck\|u^{ext}\|_{1-\frac{1}{2}} \Gamma \left[k^2\|\lambda\|_{1-\frac{1}{2}} \Gamma + k\|\lambda\|_{1-\frac{1}{2}} \Gamma \right], \quad (A.9c) \\
|\langle m, \Theta_{A,m,\lambda} \rangle| & \leq C\|m\|_{1-\frac{1}{2}} k^2\|\lambda\|_{1-\frac{1}{2}} \Gamma. \quad (A.9d)
\end{align}

Furthermore, from Theorem A.2, we get
\begin{align}
|\langle u^{ext}, \Theta_{f,u^{ext},v^{ext}} v^{ext} \rangle| & \leq Ck^{-1-s_1}\|u^{ext}\|_{1-\frac{1}{2} s_1} \Gamma \|v^{ext}\|_{1-\frac{1}{2} s_1} \Gamma, \quad 3/2 < s_1 \leq 3, \quad (A.10a) \\
|\langle m, \Theta_{f,m,v^{ext}} v^{ext} \rangle| & \leq Ck^{-1+s_2}\|m\|_{1-\frac{1}{2} s_2} \Gamma \|v^{ext}\|_{1-\frac{1}{2} s_2} \Gamma, \quad 3/2 < s_2 \leq 4, \quad (A.10b) \\
|\langle u^{ext}, \Theta_{f,u^{ext},\lambda} \rangle| & \leq Ck^{-1-s_3}\|u^{ext}\|_{1-\frac{1}{2} s_3} \Gamma \|\lambda\|_{1-\frac{1}{2} s_3} \Gamma, \quad 1/2 < s_3 \leq 2, \quad (A.10c) \\
|\langle m, \Theta_{f,m,\lambda} \rangle| & \leq Ck^{-1+s_4}\|m\|_{1-\frac{1}{2} s_4} \Gamma \|\lambda\|_{1-\frac{1}{2} s_4} \Gamma, \quad 1/2 < s_4 \leq 3 \quad (A.10d)
\end{align}

in Theorem A.2, we have chosen s’ = s_1 and s = 0 for (A.10a), s’ = s_2 and s = 1 for (A.10c), s’ = s_3 and s = -1 for (A.10c), s = s_4 and s = 0 for (A.10d), and, by (A.5)
\begin{align}
|\langle u^{ext}, \tilde{\Theta}_{f,u^{ext},v^{ext}} v^{ext} \rangle| & \leq Ck^2\|u^{ext}\|_{1-\frac{1}{2}} \Gamma \|v^{ext}\|_{1-\frac{1}{2}} \Gamma \\
|\langle u^{ext}, \tilde{\Theta}_{f,u^{ext},v^{ext}} v^{ext} \rangle| & \leq Ck\|u^{ext}\|_{1-\frac{1}{2}} \Gamma \|v^{ext}\|_{1-\frac{1}{2}} \Gamma \\
|\langle m, \tilde{\Theta}_{f,m,v^{ext}} v^{ext} \rangle| & \leq C\|m\|_{1-\frac{1}{2}} \Gamma \|v^{ext}\|_{1-\frac{1}{2}} \Gamma,
\end{align}

By selecting s_1 = 2, s_2 = 2, s_3 = 1, and s_4 = 1 in (A.10), we obtained the stated continuity estimate.

For the Gårding inequality, we employ Theorem A.2 and have to use the bounds (A.9), (A.10) with (u, m, v^{ext}) = (v, \lambda, \lambda^{ext}). In (A.9) we rearrange the powers of k as follows:
\begin{align}
|\langle v^{ext}, \Theta_{A,u^{ext},v^{ext}} v^{ext} \rangle| & \leq Ck^2\|v^{ext}\|_{1-\frac{1}{2}} \Gamma \|v^{ext}\|_{1-\frac{1}{2}} \Gamma + k^3\|v^{ext}\|_{1-\frac{1}{2}} \Gamma, \quad (A.11a) \\
|\langle \lambda, \Theta_{A,m,v^{ext}} v^{ext} \rangle| & \leq C\|\lambda\|_{1-\frac{1}{2}} k^3\|v^{ext}\|_{1-\frac{1}{2}} \Gamma, \quad (A.11b) \\
|\langle v^{ext}, \Theta_{A,u^{ext},\lambda} \rangle| & \leq Ck^2\|v^{ext}\|_{1-\frac{1}{2}} \Gamma \|\lambda\|_{1-\frac{1}{2}} \Gamma + k^2\|v^{ext}\|_{1-\frac{1}{2}} \Gamma \|\lambda\|_{1-\frac{1}{2}} \Gamma, \quad (A.11c) \\
|\langle \lambda, \Theta_{A,m,\lambda} \rangle| & \leq C\|\lambda\|_{1-\frac{1}{2}} k^2\|\lambda\|_{1-\frac{1}{2}} \Gamma. \quad (A.11d)
\end{align}

Combining these estimates with the bounds (A.10) for the choices s_1 = 2, s_2 = 3, s_3 = 1, and s_4 = 2 we obtained the stated Gårding inequality using Young’s inequality.
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