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Abstract
This paper presents boundary observer design for space and time dependent reaction-advection-diffusion equations using backstepping method. The method uses only a single measurement at the boundary of the systems. The existence of the observer kernel equation is proved using the method of successive approximation.

1 Introduction
Many physical phenomena can be described by partial differential equations (PDEs). Some examples include model of flexible cable in an overhead crane [1], automated managed pressure drilling [2, 3, 4], and battery management systems [5, 6]. Stabilization of PDEs with boundary control is considered as a challenging topic. After the introducing of the backstepping method, it becomes an emerging area [7]. The backstepping method has been successfully used for estimation and control of many PDEs, such as the Korteweg-de Vries equation [8, 9], Benjamin-Bona-Mahony equation [10], Schrodinger equation [11], Ginzburg-Landau equation [12], and 2×2 linear hyperbolic PDEs [13, 14]. In engineering, the backstepping method can be found in several applications, such as in gas coning control [15], flow control in porous media [16], slugging control in drilling [17], and lost circulation control [18, 19].

In spite of the fact that the infinite-dimensional backstepping is limited to Volterra nonlinearities [20, 21], local stabilization of nonlinear PDE systems shows promising results in recent years. As an example, feedback control design for a 2×2 quasilinear hyperbolic PDEs is presented in [22]. An early research on control of Burgers’ equation may be found in [23]. In the paper, the authors derived the nonlinear boundary control laws that achieve
global asymptotic stability using Lyapunov method. In [24], the unstable shock-like equilibrium profiles of the viscous Burgers equation was stabilized using control at the boundaries. Recent results on control of Burgers’ equation could be found in [25, 26, 27]. In [28], a linear coupled hyperbolic PDE-ODE system is studied. Other works in control of coupled PDE-ODE systems include control with Neumann interconnections [29], coupled ODE-Schrödinger equation [30], and adaptive control of PDE-ODE cascade systems with uncertain harmonic disturbances [31]. Other researchers studied coupled systems of linear PDE-ODE systems [32, 33, 34] and nonlinear ODE and linear PDE cascade systems [35].

In this paper, we consider boundary observer design for a reaction-advection-diffusion (RAD) equation with variable coefficients in space and time. The RAD equation can be used to model chemical and biological processes in flowing medium, e.g., fluid flow through porous medium. The evolution equation combines three processes and can be derived from mass balances equation.

2 Problem Formulation

We consider the following space and time dependent reaction-advection-diffusion equations with mixed boundary conditions

\[
\frac{\partial u}{\partial t}(r,t) = D(r,t) \frac{\partial^2 u}{\partial r^2}(r,t) + b(r,t) \frac{\partial u}{\partial r}(r,t) + \phi(r,t)u(r,t) \quad (1)
\]

\[
u(0,t) = 0 \quad (2)
\]

\[
\frac{\partial u}{\partial r}(1,t) = u(1,t) + U(t) \quad (3)
\]

where \( u(r,t) \) is the system state, \( r \in [0,1] \) is the spatial variable, and \( t \in [0,\infty) \) is the time variable. The coefficients for diffusion, advection, and reaction, are denoted by \( D(r,t) \in C^{2,1}([0,1] \times (0,\infty)) \), \( b(r,t) \in C^{1,1}((0,1) \times (0,\infty)) \), and \( \phi(r,t) \in C((0,1) \times (0,\infty)) \), respectively. We assume these coefficients and the input function \( U(t) \) are known, and in particular \( D(r,t) > 0 \). To simplify the equation, the advection term \( \frac{\partial u}{\partial r} \) can be eliminated using a simple transformation. Let us define a new state variable

\[
\sigma(r,t) = u(r,t)e^{\int_0^r \frac{b(r,\tau)}{2D(r,\tau)} d\tau}
\]

(4)
The derivatives of (4) with respect to \( t \) and \( r \) are given by

\[
\frac{\partial u}{\partial t} (r, t) = \frac{\partial c}{\partial t} (r, t) e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} \\
- \left( \frac{1}{2} \int_0^r \frac{\partial}{\partial t} \left( \frac{b(\tau, t)}{D(\tau, t)} \right) \, d\tau \right) c(r, t) e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} \tag{5}
\]

\[
\frac{\partial u}{\partial r} (r, t) = \frac{\partial c}{\partial r} (r, t) e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} - \frac{b(r, t)}{2D(r, t)} c(r, t) e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} \tag{6}
\]

\[
\frac{\partial^2 u}{\partial r^2} (r, t) = \frac{\partial^2 c}{\partial r^2} (r, t) e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} - \frac{b(r, t) \frac{\partial c}{\partial r} (r, t)}{D(r, t)} e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} + \frac{b(r, t)^2}{4D(r, t)^2} c(r, t) e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} \\
- \frac{1}{2} \left( \frac{b_r(r, t)}{D(r, t)} - \frac{b(r, t) D_r(r, t)}{D(r, t)^2} \right) c(r, t) e^{-\int_0^r \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} \tag{7}
\]

Substituting these equations into (1)-(3), yields

\[
\frac{\partial c}{\partial t} (r, t) = D(r, t) \frac{\partial^2 c}{\partial r^2} (r, t) + \lambda(r, t) c(r, t) \tag{8}
\]

\[
c(0, t) = 0 \tag{9}
\]

\[
\frac{\partial c}{\partial r} (1, t) = H(t) c(1, t) + M(t) \tag{10}
\]

where

\[
\lambda(r, t) = \phi(r, t) - \frac{b(r, t)^2}{4D(r, t)} - \frac{b_r(r, t)}{2} + \frac{b(r, t) D_r(r, t)}{2D(r, t)} \\
+ \frac{1}{2} \int_0^r \frac{\partial}{\partial t} \left( \frac{b(\tau, t)}{D(\tau, t)} \right) \, d\tau \tag{11}
\]

\[
M(t) = U(t) e^{\int_0^1 \frac{b(\tau, t)}{2D(\tau, t)} \, d\tau} \tag{12}
\]

\[
H(t) = 1 + \frac{b(1, t)}{2D(1, t)} \tag{13}
\]

The objective is to estimate the state \( c(r, t) \) using only one boundary measurement \( c(1, t) \).

### 3 Boundary Observer Design

We design the state observer for (8)-(10) as the copy of the plant plus an output injection term as follow

\[
\frac{\partial \hat{c}}{\partial t} (r, t) = D(r, t) \frac{\partial^2 \hat{c}}{\partial r^2} (r, t) + \lambda(r, t) \hat{c}(r, t) + p_1(r, t) (c(1, t) - \hat{c}(1, t)) \tag{14}
\]

\[
\hat{c}(0, t) = 0 \tag{15}
\]

\[
\frac{\partial \hat{c}}{\partial r} (1, t) = H(t) \hat{c}(1, t) + M(t) + p_{10} (c(1, t) - \hat{c}(1, t)) \tag{16}
\]
where \( p_1(r,t) \) and \( p_{10}(t) \) are observer gains to be determined later. If we define \( \tilde{c}(r,t) = c(r,t) - \hat{c}(r,t) \), then the error system is given by

\[
\begin{align*}
\frac{\partial \tilde{c}}{\partial t}(r,t) &= D(r,t) \frac{\partial^2 \tilde{c}}{\partial r^2}(r,t) + \lambda(r,t) \tilde{c}(r,t) - p_1(r,t) \tilde{c}(1,t) \\
\tilde{c}(0,t) &= 0 \\
\frac{\partial \tilde{c}}{\partial r}(1,t) &= H(t) \tilde{c}(1,t) - p_{10}(t) \tilde{c}(1,t)
\end{align*}
\] (17)

\( \tilde{c}(0,t) = 0 \) (18)

\( \frac{\partial \tilde{c}}{\partial r}(1,t) = -\frac{1}{2} \tilde{w}(1,t) \) (19)

We employ a Volterra integral transformation

\[
\tilde{c}(r,t) = \tilde{w}(r,t) - \int_1^r p(r,s,t) \tilde{w}(s,t) \, ds
\] (20)

to transform the error system (17)-(19) into the following target system

\[
\begin{align*}
\frac{\partial \tilde{w}}{\partial t}(r,t) &= D(r,t) \frac{\partial^2 \tilde{w}}{\partial r^2}(r,t) + \mu \tilde{w}(r,t) \\
\tilde{w}(0,t) &= 0 \\
\frac{\partial \tilde{w}}{\partial r}(1,t) &= -\frac{1}{2} \tilde{w}(1,t)
\end{align*}
\] (21)

where the free parameter \( \mu \) can be used to set the desired rate of stability. The transformation (20) is invertible and the transformation kernel \( p(r,s,t) \) is used to find the observer gains \( p_1(r,t) \) and \( p_{10}(t) \).

**Lemma 1.** The error system (21)-(23) is exponentially stable in the \( L^2(0,1) \)-norm under the condition

\[
\mu < -\left\{ \frac{\max |D_{rr}(r,t)|}{2} + \frac{D_m^2}{\min |D(r,t)|} \right\}
\] (24)

where

\[
D_m = \max \left\{ 0, -\left( \frac{D(1,t) + D_r(1,t)}{2} \right) \right\}
\] (25)

**Proof.** Consider the following Lyapunov function

\[
W(t) = \frac{1}{2} \int_0^1 \tilde{w}(r,t)^2 \, dr
\] (26)

The derivative of (26) with respect to \( t \) along (21)-(23) is

\[
\dot{W}(t) = -\left( \frac{D(1,t) + D_r(1,t)}{2} \right) \tilde{w}(1,t)^2 - \int_0^1 D(r,t) \left( \frac{\partial \tilde{w}}{\partial r}(r,t) \right)^2 \, dr \\
+ \int_0^1 \left( \frac{D_{rr}(r,t)}{2} + \mu \right) \tilde{w}(r,t)^2 \, dr
\] (27)
Using Young’s and Poincare’s inequalities, we have
\[
\dot{W}(t) \leq D_m \tilde{w}(1,t)^2 - \int_0^1 D(r,t) \left( \frac{\partial \tilde{w}}{\partial r}(r,t) \right)^2 \, dr \\
+ \int_0^1 \left( \frac{\max |D_{rr}(r,t)|}{2} + \mu \right) \tilde{w}(r,t)^2 \, dr \\
\leq \int_0^1 \left( \frac{\max |D_{rr}(r,t)|}{2} + \frac{D_m^2}{\min |D(r,t)|} + \mu \right) \tilde{w}(r,t)^2 \, dr
\]
(28)
where \(D_m\) is given by (25). Choosing \(\mu\) as in (24) completes the proof. \(\square\)

Let us calculate the derivative of (20) with respect to \(r\)
\[
\frac{\partial \tilde{c}}{\partial r}(r,t) = \frac{\partial \tilde{w}}{\partial r}(r,t) + p(r,r,t) \tilde{w}(r,t) - \int_r^1 p_r(r,s,t) \tilde{w}(s,t) \, ds
\]
(30)
\[
\frac{\partial^2 \tilde{c}}{\partial r^2}(r,t) = \frac{\partial^2 \tilde{w}}{\partial r^2}(r,t) + \frac{d}{dr} p(r,r,t) \tilde{w}(r,t) + p(r,r,t) \frac{\partial \tilde{w}}{\partial r}(r,t)
\\
+ p_r(r,r,t) \tilde{w}(r,t) - \int_r^1 p_{rr}(r,s,t) \tilde{w}(s,t) \, ds
\]
(31)
Furthermore, we calculate the derivative of (20) with respect to \(t\)
\[
\frac{\partial \tilde{c}}{\partial t}(r,t) = D(r,t) \frac{\partial^2 \tilde{w}}{\partial r^2}(r,t) + \mu \tilde{w}(r,t) - \int_r^1 \mu p(r,s,t) \tilde{w}(s,t) \, ds
\\
- p(r,1,t)D(1,t) \frac{\partial \tilde{w}}{\partial r}(1,t) + p(r,r,t)D(r,t) \frac{\partial \tilde{w}}{\partial r}(r,t)
\\
+ (p(r,1,t)D(1,t))_s \tilde{w}(1,t) - (p(r,r,t)D(r,t))_s \tilde{w}(r,t)
\\
- \int_r^1 (p(r,s,t)D(s,t))_{ss} \tilde{w}(s,t) \, ds
\\
- \int_r^1 p_t(r,s,t) \tilde{w}(s,t) \, ds
\]
(32)
Substituting (31) and (32) into (17)-(19), the following system need to be satisfied
\[
p_t(r,s,t) = D(r,t) p_{rr}(r,s,t) - (D(s,t)p(r,s,t))_s
\\
- (\mu - \lambda(r,t)) p(r,s,t)
\]
(33)
\[
\frac{d}{dr} p(r,r,t) = - \frac{D_s(r,t)}{2D(r,t)} p(r,r,t) + \frac{\mu - \lambda(r,t)}{2D(r,t)}
\]
(34)
\[
p(0,s,t) = 0
\]
(35)
Furthermore, the state observer gains are obtained as
\[
p_1(r,t) = - \frac{1}{2} p(r,1,t)D(1,t) - (p(r,1,t)D(1,t))_s
\]
(36)
\[
p_{10}(t) = \frac{1}{2} + H(t) - p(1,1,t)
\]
(37)
The second boundary condition \( (34) \) can be simplified further. First, multiplying it by \( \sqrt{2D(r,t)} \), we have

\[
\sqrt{2D(r,t)} \frac{d}{dr} p(r,r,t) + \frac{D_r(r,t)}{\sqrt{2D(r,t)}} p(r,r,t) = \frac{\mu - \lambda(r,t)}{\sqrt{2D(r,t)}} \tag{38}
\]

alternatively, this equation can be written as

\[
\frac{d}{dr} \left( \sqrt{2D(r,t)} p(r,r,t) \right) = \frac{\mu - \lambda(r,t)}{\sqrt{2D(r,t)}} \tag{39}
\]

Integrating the equation above, and from the fact that \( p(0,0,t) = 0 \), the kernel equation become

\[
p_t(r,s,t) = D(r,t) p_{rr}(r,s,t) - (D(s,t) p(r,s,t))_{ss}
- (\mu - \lambda(r,t)) p(r,s,t) \tag{40}
\]

\[
p(r,r,t) = \frac{1}{2\sqrt{D(r,t)}} \int_0^r \frac{\mu - \lambda(\tau,t)}{\sqrt{D(\tau,t)}} d\tau \tag{41}
\]

\[
p(0,s,t) = 0 \tag{42}
\]

The result from this section could be stated as follow.

**Theorem 1.** Let \( p(r,s,t) \) be the solution of system \((40)-(42)\). Then for any initial condition \( \tilde{c}_0(r) \in L^2(0,1) \) system \((17)-(19)\) with \( p_1(r,t) \) and \( p_{10}(t) \) are given by \((36)\) and \((37)\), respectively, has a unique classical solution \( \tilde{c}(r,t) \in C^{2,1}((0,1) \times (0,\infty)) \). Additionally, the origin \( \tilde{c}(r,t) \equiv 0 \) is exponentially stable in the \( L^2(0,1) \)-norm.

### 4 Proof of Theorem 1

The existence of a kernel function satisfy \((40)-(42)\) is hard to be proved due to the state dependency of of the diffusion coefficient, as can be seen from the second term of the right hand side of \((10)\). In order to handle this problem, we can change the equation \((10)\) into a standard form. Let us define

\[
\tilde{p}(\tilde{r}, \tilde{s}, t) = D(s,t) p(r,s,t) \tag{43}
\]

\[
\tilde{r} = \phi(r) = \sqrt{D(0,t)} \int_0^r \frac{1}{\sqrt{D(\tau,t)}} d\tau \tag{44}
\]

\[
\tilde{s} = \phi(s) = \sqrt{D(0,t)} \int_0^s \frac{1}{\sqrt{D(\tau,t)}} d\tau \tag{45}
\]
Using these definitions, we compute

\[ \dot{p}_t = D(s,t)p_t + \frac{D_t(s,t)}{D(s,t)} \dot{p} \] (46)

\[ \dot{p}_r = D(s,t)p_r \sqrt{\frac{D(r,t)}{D(0,t)}} \] (47)

\[ \dot{p}_{rr} = D(s,t)p_{rr} \frac{D(r,t)}{D(0,t)} + \frac{D_r(r,t)}{2 \sqrt{D(r,t)D(0,t)}} \dot{p}_r \] (48)

\[ \dot{p}_s = D_s(s,t)p_s \sqrt{\frac{D(s,t)}{D(0,t)}} + D(s,t)p_s \sqrt{\frac{D(r,t)}{D(0,t)}} \] (49)

\[ \dot{p}_{ss} = D_{ss}(s,t)p_{ss} \frac{D(r,t)}{D(0,t)} + 2D_s(s,t)p_s \frac{D(r,t)}{D(0,t)} \]

\[ + D(s,t)p_{ss} \frac{D(s,t)}{D(0,t)} + \frac{D_s(s,t)}{2 \sqrt{D(s,t)D(0,t)}} \dot{p}_s \] (50)

Rearrange (46), (48), and (50), we have

\[ \left( \dot{p}_t - \frac{D_t(s,t)}{D(s,t)} \dot{p} \right) \frac{1}{D(s,t)} = p_t \] (51)

\[ \left( \dot{p}_{rr} - \frac{D_r(r,t)}{2 \sqrt{D(r,t)D(0,t)}} \dot{p}_r \right) \frac{D(0,t)}{D(s,t)} = D(r,t)p_{rr} \] (52)

\[ \left( \dot{p}_{ss} - \frac{D_s(s,t)}{2 \sqrt{D(s,t)D(0,t)}} \dot{p}_s \right) \frac{D(0,t)}{D(s,t)} = (D(s,t)p)_{ss} \] (53)

Plugging (51)-(53) into (40), we have

\[ \dot{p}_t = D(0,t) \left( \dot{p}_{rr} - \dot{p}_{ss} \right) + \left( \frac{D_t(s,t)}{D(s,t)} - (\mu - \lambda(r,t)) \right) \dot{p} \]

\[ - \left( \frac{D_r(r,t)}{2} \sqrt{\frac{D(0,t)}{D(r,t)}} \dot{p}_r - \frac{D_s(s,t)}{2 \sqrt{D(s,t)D(r,t)}} \dot{p}_s \right) \] (54)

The boundary conditions become

\[ \dot{p}(\bar{r}, \bar{s}, t) = \frac{1}{2} \sqrt{\frac{D(r,t)}{D(0,t)}} \int_0^{\bar{r}} (\mu - \lambda(\phi^{-1}(\tau), t)) \ d\tau \] (55)

\[ \dot{p}(0, \bar{s}, t) = 0 \] (56)

The advection term in (54) can be eliminated like in the second section of this paper using the following transformation

\[ \dot{p} = (D(r,t)D(s,t))^{-\frac{1}{2}} \dot{p}(\bar{r}, \bar{s}, t) \] (57)

\[ ^1 \text{for simplicity } \dot{p} = \dot{p}(\bar{r}, \bar{s}, t) \text{ and } p = p(r, s, t). \]
Computing the derivatives of (57) with respect to $t$, $\bar{r}$, and $\bar{s}$, we have\footnote{for simplicity $\bar{p} = \bar{p}(\bar{r}, \bar{s}, t)$.}

\begin{align*}
\bar{p}_t &= (D(r, t)D(s, t))^{1/4} \bar{p}_t - \frac{1}{4D(r, t)D(s, t)} \frac{\partial}{\partial t} (D(r, t)D(s, t)) \bar{p} \tag{58} \\
\bar{p}_{\bar{r}} &= (D(r, t)D(s, t))^{1/4} \bar{p}_{\bar{r}} - \frac{D_r(r, t)}{4\sqrt{D(r, t)D(0, t)}} \bar{p} \tag{59} \\
\bar{p}_{\bar{r}\bar{r}} &= (D(r, t)D(s, t))^{1/4} \bar{p}_{\bar{r}\bar{r}} - \frac{D_r(r, t)}{2\sqrt{D(r, t)D(0, t)}} \bar{p} \\
&\quad - \left( \frac{1}{4} \frac{\partial}{\partial \bar{r}} \left( \frac{D_r(r, t)}{\sqrt{D(r, t)}} \right) \left( \frac{1}{\sqrt{D(0, t)}} + \frac{D_r(r, t)^2}{16D(r, t)D(0, t)} \right) \right) \bar{p} \tag{60} \\
\bar{p}_{\bar{s}} &= (D(r, t)D(s, t))^{1/4} \bar{p}_{\bar{s}} - \frac{D_s(s, t)}{4\sqrt{D(s, t)D(0, t)}} \bar{p} \tag{61} \\
\bar{p}_{\bar{s}\bar{s}} &= (D(r, t)D(s, t))^{1/4} \bar{p}_{\bar{s}\bar{s}} - \frac{D_s(s, t)}{2\sqrt{D(s, t)D(0, t)}} \bar{p} \\
&\quad - \left( \frac{1}{4} \frac{\partial}{\partial \bar{s}} \left( \frac{D_s(s, t)}{\sqrt{D(s, t)}} \right) \left( \frac{1}{\sqrt{D(0, t)}} + \frac{D_s(s, t)^2}{16D(s, t)D(0, t)} \right) \right) \bar{p} \tag{62}
\end{align*}

Rearrange (58), (60), and (62), we have

\begin{align*}
\bar{p}_t &= (D(r, t)D(s, t))^{1/4} \left( \bar{p}_t + \frac{1}{4D(r, t)D(s, t)} \frac{\partial}{\partial t} (D(r, t)D(s, t)) \bar{p} \right) \tag{63} \\
\bar{p}_{\bar{r}\bar{r}} &= (D(r, t)D(s, t))^{1/4} \left( \bar{p}_{\bar{r}\bar{r}} + \frac{D_r(r, t)}{2\sqrt{D(r, t)D(0, t)}} \bar{p} \right) \\
&\quad + L(r, t) (D(r, t)D(s, t))^{1/4} \bar{p} \tag{64} \\
\bar{p}_{\bar{s}\bar{s}} &= (D(r, t)D(s, t))^{1/4} \left( \bar{p}_{\bar{s}\bar{s}} + \frac{D_s(s, t)}{2\sqrt{D(s, t)D(0, t)}} \bar{p} \right) \\
&\quad + L(s, t) (D(r, t)D(s, t))^{1/4} \bar{p} \tag{65}
\end{align*}

where

\begin{equation}
L(y, t) = \frac{1}{4} \frac{\partial}{\partial y} \left( \frac{D_y(y, t)}{\sqrt{D(y, t)}} \right) \left( \frac{1}{\sqrt{D(0, t)}} + \frac{D_y(y, t)^2}{16D(y, t)D(0, t)} \right) \tag{66}
\end{equation}

Substituting (63)-(65) into (54), we have

\begin{equation}
\bar{p}_t(\bar{r}, \bar{s}, t) = D(0, t) (\bar{p}_{\bar{r}\bar{r}}(\bar{r}, \bar{s}, t) - \bar{p}_{\bar{s}\bar{s}}(\bar{r}, \bar{s}, t)) + \bar{\lambda}(r, s, t) \bar{p}(\bar{r}, \bar{s}, t) \tag{67}
\end{equation}
where
\[
\tilde{\lambda}(r, s, t) = -\frac{D_r(r, t)^2}{8D(r, t)} + \frac{D_s(s, t)^2}{8D(s, t)} + D(0, t) \left( L(r, t) - L(s, t) \right) \\
- \frac{1}{4D(r, t)D(s, t)} \frac{\partial}{\partial t} \left( D(r, t)D(s, t) \right) + \frac{D_l(s, t)}{D(s, t)} \\
- (\mu - \lambda(r, t))
\] 

(68)

The boundary conditions become
\[
\bar{\rho}(\bar{r}, \bar{r}, t) = \frac{1}{2\sqrt{D(0, t)}} \int_{0}^{\bar{r}} (\mu - \lambda^{-1}(\tau), t) \, d\tau 
\] 

(69)
\[
\bar{\rho}(0, \bar{s}, t) = 0
\] 

(70)

We prove the existence of a kernel function satisfy (67) with boundary conditions (69)-(70) using the method of successive approximation. First, we convert the differential equation into an integral equation. We introduce the following change of variables
\[
\bar{\rho}(\bar{r}, \bar{s}, t) = \psi(\xi, \eta, t)
\] 

(71)
\[
\xi = \bar{r} + \bar{s}
\] 

(72)
\[
\eta = \bar{r} - \bar{s}
\] 

(73)

This transformations give
\[
\bar{\rho}(\bar{r}, \bar{s}, t) = \psi(\xi, \eta, t) + \psi_\eta(\xi, \eta, t)
\] 

(74)
\[
\bar{\rho}(\bar{r}, \bar{s}, t) = \psi_{\xi\xi}(\xi, \eta, t) + 2\psi_{\xi\eta}(\xi, \eta, t) + \psi_{\eta\eta}(\xi, \eta, t)
\] 

(75)
\[
\bar{\rho}(\bar{r}, \bar{s}, t) = \psi(\xi, \eta, t) - \psi_\eta(\xi, \eta, t)
\] 

(76)
\[
\bar{\rho}(\bar{r}, \bar{s}, t) = \psi_{\xi\xi}(\xi, \eta, t) - 2\psi_{\xi\eta}(\xi, \eta, t) + \psi_{\eta\eta}(\xi, \eta, t)
\] 

(77)

Thus, from (67) and (69) to (70) we have
\[
\psi_{\xi\eta}(\xi, \eta, t) = \frac{1}{4D(0, t)} \left( \psi_t(\xi, \eta, t) - \tilde{\lambda}(\phi^{-1}(\xi, \eta), t)\psi(\xi, \eta, t) \right)
\] 

(78)
\[
\psi(\xi, 0, t) = \frac{1}{2\sqrt{D(0, t)}} \int_{0}^{\xi} (\mu - \lambda^{-1}(\tau), t) \, d\tau
\] 

(79)
\[
\psi(\xi, -\xi, t) = 0
\] 

(80)

Integrating (78) with respect to \( \eta \) from 0 to \( \eta \), we get
\[
\psi_t(\xi, \eta, t) = \frac{1}{4\sqrt{D(0, t)}} \left( \mu - \lambda^{-1} \left( \frac{\xi}{2}, t \right) \right)
\]
\[
+ \frac{1}{4D(0, t)} \int_{0}^{\eta} \left( \psi_t(\xi, s, t) - \tilde{\lambda}(\phi^{-1}(\xi, s), t)\psi(\xi, s, t) \right) \, d\sigma
\] 

(81)
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Next, integrating the above equation with respect to \( \xi \) from \(-\eta\) to \( \xi \), yields

\[
\psi(\xi, \eta, t) = \frac{1}{4 \sqrt{D(0, t)}} \left( \mu - \lambda \left( \phi^{-1} \left( \frac{\xi}{2} \right), t \right) \right) (\xi + \eta)
+ \frac{1}{4D(0, t)} \int_{-\eta}^{\eta} \int_{0}^{\xi} \tilde{\psi}_t(\tau, s, t) \, ds \, d\tau
\]  

(82)

where

\[
\tilde{\psi}_t(\tau, s, t) = \psi_t(\tau, s, t) - \tilde{\lambda}(\phi^{-1}(\tau, s), t)\psi(\tau, s, t)
\]

(83)

We are ready to prove the existence of a kernel function satisfy (82) using the method of successive approximation. Let us set up the recursive formula for (82) as follow

\[
\psi^0(\xi, \eta, t) = \frac{1}{4 \sqrt{D(0, t)}} \left( \mu - \lambda \left( \phi^{-1} \left( \frac{\xi}{2} \right), t \right) \right) (\xi + \eta)
\]

\[
\ll C \left( 1 - \frac{t}{t_f} \right)^{-1} (\xi + \eta)
\]

(84)

\[
\psi^{n+1}(\xi, \eta, t) = \frac{1}{4D(0, t)} \int_{-\eta}^{\eta} \int_{0}^{\xi} \tilde{\psi}^n_t(\tau, s, t) \, ds \, d\tau
\]

(85)

for \( t < t_f \), \( C > 0 \), and \( n \geq 0 \). The symbol \( \ll \) denotes domination. If (85) converges, the solution can be written as follows

\[
\psi(\xi, \eta, t) = \sum_{n=0}^{\infty} \psi^n(\xi, \eta, t)
\]

(86)

For \( n = 1 \), we have

\[
\psi^1(\xi, \eta, t) \ll CC_0 \left( 1 - \frac{t}{t_f} \right)^{-2} \frac{\xi \eta (\xi + \eta)}{2}
\]

(87)

where

\[
C_0 = \max_{0 \leq t \leq t_f} \left| \frac{1}{4D(0, t)} \right|
\]

(88)

Using induction, we have

\[
\psi^n(\xi, \eta, t) \ll CC_0^n \left( 1 - \frac{t}{t_f} \right)^{-n-1} \frac{\xi^n \eta^n (\xi + \eta)}{(n + 1)!}
\]

(89)

Therefore, the series (86) could be proved to be absolutely and uniformly convergent.
References

[1] d’Andrea-Novel B, Boustany F, Conrad F, Rao BP. Feedback stabilization of a hybrid PDE-ODE system: Application to an overhead crane. *Mathematics of Control, Signals and Systems* 1994; 7(1):1-22.

[2] Hasan A, Aamo OM, Krstic M. Boundary observer design for hyperbolic PDE-ODE cascade systems. *Automatica* 2016; 68(1):75-86.

[3] Hasan A, Inmsland L, Hauge E. Design and experimental validation of nonlinear infinite-dimensional adaptive observer in automated managed pressure drilling. *Journal of Dynamic Systems, Measurement, and Control* 2017; 139(11):1-11.

[4] Hasan A. Disturbance attenuation of $n + 1$ coupled hyperbolic PDEs. *Conference on Decision and Control*, Los Angeles, USA, December 2014;2058-2064.

[5] Gu WB, Wang CY. Thermal-electrochemical modeling of battery systems. *Journal of the Electrochemical Society* 2000; 147(8):2910-2922.

[6] Tang SX, Camacho-Solorio L, Wang Y, Krstic M. State-of-Charge estimation from a thermal-electrochemical model of lithium-ion batteries. *Automatica* 2017; 83(1):206-219.

[7] Krstic M, Smyshlyaev A. *Boundary control of pdes: A course on backstepping designs*. Society for Industrial and Applied Mathematic, 2008.

[8] Cerpa E, Coron JM. Rapid stabilization for a Korteweg-de Vries equation from the left Dirichlet boundary condition. *IEEE Transactions on Automatic Control* 2013; 58(7):1688-1695.

[9] Hasan A. Output-feedback stabilization of the Korteweg de-Vries equation. *Mediterranean Conference on Control and Automation*, Athens, Greece, 2016;871-876.

[10] Hasan A, Aamo OM, Foss B. Boundary control for a class of pseudo-parabolic differential equations, *Systems & Control Letters* 2013; 62(1):63-69.

[11] Krstic M, Guo BZ, Smyshlyaev A. Boundary controllers and observers for the linearized Schrodinger equation, *SIAM Journal of Control and Optimization* 2011; 49(4):1479-1497.

[12] Aamo OM, Krstic M. Global stabilization of a nonlinear Ginzburg-Landau model of vortex shedding, *European Journal of Control* 2004; 10(2):105-116.
[13] Anfinsen H, Aamo OM. Disturbance rejection in the interior domain of linear 2×2 hyperbolic systems. IEEE Transactions on Automatic Control 2015; 60(1):186-191.

[14] Deutscher J. Finite-time output regulation for linear 2×2 hyperbolic systems using backstepping. Automatica 2017; 75(1):54-62.

[15] Hasan A, Foss B, Sagatun S. Optimization of oil production under gas coning conditions. Journal of Petroleum Science and Engineering 2013; 105(1):26-33.

[16] Hasan A, Foss B, Sagatun S. Flow control of fluids through porous media. Applied Mathematics and Computation 2012; 219(7):3323-3335.

[17] Di Meglio F, Vazquez R, Krstic M, Petit N. Backstepping stabilization of an underactuated 3×3 linear hyperbolic system of fluid flow equations. American Control Conference, Montreal, Canada, June 2012;3365-3370.

[18] Hasan A. Adaptive boundary observer for nonlinear hyperbolic systems: design and field testing in managed pressure drilling. American Control Conference, Chicago, USA, July 2015;2606-2612.

[19] Hasan A. Infinite-dimensional observer for process monitoring in managed pressure drilling. International Symposium on Advanced Control of Chemical Processes, Whistler, Canada, June 2015;82-87.

[20] Vazquez R, Krstic M. Control of 1-D parabolic PDEs with Volterra nonlinearities Part I: Design. Automatica 2008; 44(11):2778-2790.

[21] Vazquez R, Krstic M. Control of 1-D parabolic PDEs with Volterra nonlinearities Part II: Analysis. Automatica 2008; 44(11):2791-2803.

[22] Coron JM, Vazquez R, Krstic M, Bastin G. Local exponential H2 stabilization of a 2 × 2 quasilinear hyperbolic system using backstepping. SIAM Journal of Control and Optimization 2013; 51(3):2005-2035.

[23] Krstic M. On global stabilization of Burgers’ equation by boundary control. Systems & Control Letters 1999; 37(3):123-142.

[24] Krstic M, Magnis L, Vazquez R. Nonlinear stabilization of shock-like unstable equilibria in the viscous Burgers PDE. IEEE Transactions on Automatic Control 2008; 53(7):1678-1683.

[25] Balogh A, Krstic M. Burgers’ equation with nonlinear boundary feedback: H1 stability, well posedness, and simulation. Mathematical Problems in Engineering 2000; 6(2):189-200.
[26] Liu WJ, Krstic M. Adaptive control of Burgers’ equation with unknown viscosity. *International Journal of Adaptive Control and Signal Processing* 2001; 15(7):745-766.

[27] Smyshlyaev A, Meurer T, Krstic M. Further results on stabilization of shock-like equilibria of the viscous Burgers PDE. *IEEE Transactions on Automatic Control* 2010; 55(8):1942-1946.

[28] Aamo OM. Disturbance rejection in $2 \times 2$ linear hyperbolic systems. *IEEE Transactions on Automatic Control* 2013; 58(5):1095-1106.

[29] Susto GA, Krstic M. Control of PDE-ODE cascades with Neumann interconnections. *Journal of the Franklin Institute* 2010; 347(1):284-314.

[30] Ren B, Wang JM, Krstic M. Stabilization of an ODE-Schrödinger cascade, *Systems & Control Letters* 2013; 62(6):503-510.

[31] Xu Z, Liu Y, Li J, Adaptive stabilization for a class of PDE-ODE cascade systems with uncertain harmonic disturbances, *ESAIM: Control, Optimization, and Calculus Variations* 2017; 23(2):497-515.

[32] Krstic M. Compensating actuator and sensor dynamics governed by diffusion PDEs. *Systems & Control Letters* 2009; 58(5):372-377.

[33] Daafouz J, Tucsnak M, Valein J. Nonlinear control of a coupled PDE/ODE system modeling a switched power converter with a transmission line. *Systems & Control Letters* 2014; 70(1):92-99.

[34] Hasan A, Aamo OM, Krstic M. State estimation for nonlinear hyperbolic PDE-ODE cascade systems. *Asian Control Conference*, Kota Kinabalu, Malaysia, May/June 2015.

[35] Ahmed-Ali T, Giri F, Krstic M. Observer design for a class of nonlinear ODE-PDE cascade systems. *Systems & Control Letters* 2015; 83(1):19-27.