Stein’s Method for the Single Server Queue in Heavy Traffic

Robert E. Gaunt* and Neil Walton*

May 22, 2018

Abstract

Following recent developments in the application of Stein’s method in queueing theory, this paper is intended to be a short treatment showing how Stein’s method can be developed and applied to the single server queue in heavy traffic. Here we provide two approaches to this approximation: one based on equilibrium couplings and another involving comparison of generators.
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1 Introduction

The M/G/1 and G/G/1 are queueing models of a single server with infinite buffer experiencing arrivals of independent identically distributed jobs. The study of these classical queueing models was initiated by the work of Erlang [15], Pollaczek [25, 26] and Khinchine [19]. The limiting asymptotic where the load on the server approaches a critical level is known as Heavy Traffic. In this asymptotic, the rescaled waiting time approaches an exponential random variable, and as first noted by Kingman [20], the exponential distribution provides an appropriate approximation for waiting time in these queueing models.

Stein’s method, as introduced by Charles Stein [28], is a well established method for ascertaining the accuracy of approximation between two probability distributions. The method, as detailed in Stein [29], consists of three key steps: first, a characterising equation for the target distribution is established, which leads to the so-called Stein equation; second, appropriate bounds must be found for the solution of the Stein equation; thirdly, through a combination of the first two key ingredients and coupling techniques the error between the prelimit and target distributions is bounded in a certain probability metric. Over the years, a number of different approaches to distributional approximations for numerous target distributions have been established in the Stein’s method literature;

*School of Mathematics, The University of Manchester, Manchester M13 9PL, UK
an overview can be found in the survey Ross [27]. We summarise and apply two such approaches to the stationary single server queue.

Stein’s method has found applicability in a number of areas such as random graphs [2], branching processes [23] and statistical mechanics [14]; see Ross [27] for a recent review of applications and methods. However, only recently has Stein’s method begun to be applied to queueing theory. Specifically, following the work of Gurvich [18], Braverman and Dai in a series of papers and another together with Feng ascertained and developed the application of Stein’s method in queueing using a Basic Adjoint Relation (BAR) approach [5, 4, 6, 7]. These works principally provide approximations between Erlang queueing models and their limiting stationary distributions in the Halfin-Whitt asymptotic. As noted above, another limiting regime is Heavy Traffic. Braverman, Dai and Myazawa [8] apply their BAR approach to prove weak convergence of stationary distributions in Heavy Traffic. Recently, Besançon, Decreusefond, and Moyal [3] have used Stein’s method to obtain explicit bounds for the diffusion approximations for the number of customers in the M/M/1 and M/M/∞ queues. Their results, which are obtained using the functional Stein’s method introduced for the Brownian approximation of Poisson processes [12], differ from the aforementioned results as they are given at the process level.

From the famous Pollaczek-Khinchine formula for moment-generating functions or via ladder-height arguments, it can be shown that the stationary waiting time distribution of the M/G/1 and G/G/1 queues can be expressed as a geometric convolution, that is the sum of a geometrically distributed number of IID random variables.

We review a number of works that consider exponential approximations or geometric convolutions. The work of Brown [9] finds approximations of geometric convolutions to the exponential distribution using renewal theory techniques, rather than Stein’s method. More recent work of Brown [10] improves upon these bounds under certain hazard rate assumptions. Recent works of Peköz and Röllin [23] and Peköz, Röllin and Ross [24] apply Stein’s method to the exponential and geometric approximations respectively. Theorem 3.1, below, is analogous to Theorem 3.1 of [23]. Contemporaneously with the work of Braverman and Dai, Daly [13] applies Stein’s method to quantify the approximation between geometric convolutions and non-negative integer valued random variables.

Consider now the M/G/1 queue with inter-arrival times following the Exp(λ) distribution and a general service time distribution \( S \). We let \( W \) denote its stationary waiting time and define \( \rho = \lambda \mathbb{E}[S] \) to be its load. It is a well-known result [20] that the stationary waiting time of a M/G/1 queue is approximately exponentially distributed in the heavy traffic limit. Specifically,

\[
(1 - \rho)W \Rightarrow \left( \frac{\mathbb{E}[S^2]}{2\mathbb{E}[S]} \right) Z, \quad \text{as} \ \rho \to 1,
\]

where \( Z \) is an exponential parameter 1 random variable, \( \Rightarrow \) denotes weak convergence, and here and throughout the paper we assume \( S \) has finite third moment. We quantify this approximation by providing bounds in the Wasserstein metric, which, for non-negative random variables \( U \) and \( V \), is defined to be

\[
d_W(\mathcal{L}(U), \mathcal{L}(V)) = \sup_{h \in \text{Lip}(1)} |\mathbb{E}[h(U)] - \mathbb{E}[h(V)]|,
\]
where Lip(1) = \{ h : \mathbb{R}^+ \to \mathbb{R} : |h(x) - h(y)| \leq |x - y|, \forall x, y \geq 0 \}. Letting F and G denote the distribution functions of U and V respectively, we have the equivalent definition (see Gibbs and Su [17]):

\[ d_W(\mathcal{L}(U), \mathcal{L}(V)) = \int_0^\infty |F(x) - G(x)| \, dx. \quad (1.1) \]

In the theorem below we provide approximations for two scalings of the waiting time of an M/G/1 queue.

**Theorem 1.1.** For the stationary M/G/1 described above, let

\[ \hat{W} = \frac{2\mathbb{E}[S]}{\mathbb{E}[S^2]} (1 - \rho) W \quad \text{and} \quad \tilde{W} = \frac{1}{\rho} \hat{W}. \]

Then,

\[ d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \leq \frac{4\mathbb{E}[S^3] \mathbb{E}[S]}{3(\mathbb{E}[S^2])^2} \frac{1 - \rho}{\rho}, \quad (1.2) \]

and

\[ 1 - \rho \leq d_W(\mathcal{L}(\hat{W}), \mathcal{L}(Z)) \leq \left(1 + \frac{4\mathbb{E}[S^3] \mathbb{E}[S]}{3(\mathbb{E}[S^2])^2} \right)(1 - \rho). \quad (1.3) \]

The O(1 - \rho) rate as \( \rho \to 1 \) in (1.2) is optimal.

In the literature, the normalisation \( \hat{W} \) of the stationary waiting time distribution is a more common heavy traffic scaling than the normalisation \( \tilde{W} \). However, because the expectation of \( \hat{W} \) is not equal to that of the Exp(1) distribution, we have a larger error in bound (1.3) than bound (1.2). In proving Theorem 1.1 we shall first establish the bound (1.2) (in which \( \hat{W} \) and \( Z \) have the same mean) and then deduce (1.3) as a simple consequence.

We provide two proofs of Theorem 1.1. Rather curiously, two quite different approaches result in exactly the same upper bound (1.2). One proof analyses the generator of the M/G/1 queue and compares this to the Stein equation of the limiting exponential, as such this generator approach to Stein’s method is similar to the BAR method used in [4, 6, 5, 7]. Prior works applying Stein’s method to queueing have typically considered phase-type job size distributions. We note that the results found here hold for general job size distributions. The other proof applies an equilibrium coupling approach. Here we note that both the M/G/1 and G/G/1 queue have a stationary distribution that is the convolution of a geometrically distributed number of IID random variables, and we prove a variant of results in Peköz and Röllin [23] and Ross [27]. In addition, we provide a new result following Gaunt [16] which proves that the rate of convergence considered in optimal. From our results we can deduce the following bound for the G/G/1 queue. (More detail on the terms in the bound below will be provided in Section 2.)

**Theorem 1.2.** Let \( W \) be the stationary waiting time distribution of the G/G/1 queue. Let

\[ \tilde{W} = \frac{1 - \eta}{\eta \mathbb{E}[Y_1]} W. \]
Where \( Y_1 \) is the first ladder height and \( \eta \) is the probability of a finite ladder epoch for the random walk determining the evolution of the \( G/G/1 \) queue. Then,

\[
d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \leq \frac{\mathbb{E}[Y_1^2]}{(\mathbb{E}[Y_1])^2} \frac{1-\eta}{\eta}.
\] (1.4)

The \( O(1-\eta) \) rate as \( \eta \to 1 \) in (1.4) is optimal.

As evidenced by, for example, Braverman and Dai [5] it is possible to use Stein’s method to obtain bounds in metrics other than the Wasserstein distance in distributional approximations that arise in queuing theory. Also, Proposition 1.2 of Ross [27] can be used to immediately translate the Wasserstein distance bounds of Theorems 1.1 and 1.2 into Kolmogorov distance bounds, although the resulting bounds have sub-optimal rate of convergence. In this paper, we restrict our attention to the Wasserstein metric because it is very natural in the context of Stein’s method and allows for a simple and clear exposition that would not be possible if working with the Kolmogorov metric. Moreover, an accurate Kolmogorov distance bound can be readily obtained from a general result of Brown [10] that concerns Kolmogorov error bounds for the exponential approximation of geometric convolutions. The following bound is obtained from combining the final inequality on p. 846 of [10] and the representation (2.5) for the waiting time distribution of the \( G/G/1 \) queue in steady state:

\[
d_K(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \leq 1 - \exp \left( -\frac{\mathbb{E}[Y_1^2]}{2(\mathbb{E}[Y_1])^2} \frac{1-\eta}{\eta} \right) \leq \frac{\mathbb{E}[Y_1^2]}{2(\mathbb{E}[Y_1])^2} \frac{1-\eta}{\eta}.
\]

This matches the order we find for the Wasserstein metric via an incisive application of Stein’s method.

The rest of this paper is organised as follows. In Section 2, we recall several classical results about \( M/G/1 \) and \( G/G/1 \) queues that shall be needed in the sequel. In Section 3.1, we give an overview of Stein’s method for exponential approximation. In Section 3.2, we consider the equilibrium coupling approach and give a general Wasserstein distance bound for the exponential approximation of geometric convolutions. In Sections 4 and 5, respectively, we use the equilibrium coupling and comparison of generators approaches to prove Theorem 1.1.

## 2 Properties of the \( M/G/1 \) and \( G/G/1 \) queues

Here we collect together several known results about the \( M/G/1 \) and \( G/G/1 \) queues. A thorough analysis of the \( M/G/1 \) queue can be found in Kleinrock [21], Chapter 5. A ladder-process analysis of the \( G/G/1 \) queue can be found in Asmussen [11], Chapters VIII and X.

First consider the \( G/G/1 \) queue. Let \( S_i \) be the service time of the \( i \)th customer and \( X_i \) be the length of time between the \( i \)th and \( (i+1) \)th arrivals. Let \( U_i = S_i - X_{i+1} \) and define

\[
\Sigma_0 = 0, \quad \Sigma_i = \sum_{j=1}^{i} U_j, \quad n \geq 1.
\]
It is well-known that, as a consequence of Lindley’s recursion, the stationary waiting time of the G/G/1 queue is given by

\[ W = \max_{i \in \mathbb{Z}_+} \{ \Sigma_i \}. \]

Define an increasing sequence \( L(0), L(1), \ldots \) of random variables by

\[ L(0) = 0, \quad L(n+1) = \min \{ i > L(n) : \Sigma_i > \Sigma_{L(n)} \}; \]

that is, \( L(n+1) \) is the earliest epoch \( i \) of time at which \( \Sigma_i \) exceeds the random walk’s previous maximum \( \Sigma_{L(n)} \). The \( L(n) \) are called ladder times. Here

\[ \eta = \mathbb{P}(\Sigma_n > 0 \text{ for some } n \geq 1) \]

is the probability that at least one ladder point exists. The total number \( \Lambda \) of ladder points follows the Geo\(^0\)(1 - \( \eta \)) distribution. Let

\[ Y_j = \Sigma_{L(j)} - \Sigma_{L(j-1)} \]

be the difference in the displacements of the walk at the \((j-1)th\) and \( j \)th ladder points. Conditional on the value of \( \Lambda \), \( \{ Y_j : 1 \leq j \leq \Lambda \} \) is a collection of IID random variables. Furthermore,

\[ W = \Sigma_{L(\Lambda)} = \sum_{j=1}^{\Lambda} Y_j. \quad (2.5) \]

Thus we note that the waiting time of a G/G/1 queue is the sum of a geometrically distributed number of IID random variables.

We now turn our attention to the M/G/1 queue. It can be seen that the infinitesimal generator of the waiting time process \( \{ W_t, t \geq 0 \} \) of a M/G/1 queue is given by

\[ G_{W_t}g(y) = \lambda \int_0^{\infty} [g(y + s) - g(y)] dF(s) - g'(y)1(y > 0), \]

where \( F \) denotes the distribution function of \( S \). Here the integral term accounts for the jumps due to the arrival of work and the derivative term corresponds to the downward drift due to service. Let

\[ \delta = \frac{2\mathbb{E}[S]}{\mathbb{E}[S^2]} \frac{1 - \rho}{\rho}. \]

Then rescaling \( x = \delta y \) and substituting \( g(x) = f(x/\delta) \) gives the following generator for the normalised waiting time process \( \tilde{W}_t = \delta W_t \):

\[ G_{\tilde{W}_t}f(x) = \lambda \int_0^{\infty} [f(x + \delta s) - f(x)] dF(s) - \delta f'(x)1(x > 0). \quad (2.6) \]

When \( \tilde{W}_t \) is stationary, we have that

\[ \mathbb{E}[G_{\tilde{W}_t}f(\tilde{W})] = 0, \quad (2.7) \]

for \( f : \mathbb{R}^+ \to \mathbb{R} \) a once continuously differentiable function. This can be shown via a Fourier analysis applied to an integro-differential equation derived from (2.7). We refer the reader to Takacs [31] and Section 5.12 of Kleinrock [21] for details.
3 Stein’s method for exponential approximation

In this section, we present results from Stein’s method for exponential approximation that will be used to obtain Wasserstein distance bounds for the exponential approximation of the stationary waiting time distribution of the M/G/1 and G/G/1 queues. Our treatment follows that of Peköz and Röllin [23] and Ross [27]; alternative approaches can be found in Chatterjee, Fulman and Röllin [11].

3.1 The exponential Stein equation

Firstly, we briefly review the characterisation which can be found in Stein et al [30]. This lies at the heart of Stein’s method for exponential approximation. The random variable Z has the Exp(1) distribution if and only if

$$\mathbb{E}[f''(Z) - f'(Z) + f'(0)] = 0$$

(3.8)

for all functions \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \) with Lipschitz derivative. (Usually, the characterisation is given in terms of \( g = f' \); we shall see in Section 5 why it is helpful to introduce an extra derivative.) The characterising equation (3.8) leads to the so-called Stein equation:

$$f''_h(x) - f'_h(x) + f'_h(0) = h(x) - \mathbb{E}[h(Z)],$$

(3.9)

where \( h : \mathbb{R}^+ \rightarrow \mathbb{R} \) is a test function and \( Z \sim \text{Exp}(1) \). The unique solution of (3.9) such that \( f'_h(0) = 0 \) is given by

$$f'_h(x) = -e^x \int_x^\infty (h(t) - \mathbb{E}[h(Z)])e^{-t} dt.$$  

(3.10)

If \( h \) is Lipschitz then the third derivative of \( f_h \) satisfies the following bound (see [23], Lemma 4.1):

$$\|f_h^{(3)}\|_\infty \leq 2\|h'\|_\infty.$$  

(3.11)

Now, evaluating both sides of (3.9) at a random variable of interest \( W \) and taking expectations gives that

$$|\mathbb{E}[h(W)] - \mathbb{E}[h(Z)]| = |\mathbb{E}[f''_h(W) - f'_h(W)]|.$$  

(3.12)

If, for example, we take the supremum of both sides of (3.12) over all functions \( h \) from the class Lip(1), then bounding the quantity \( d_W(\mathcal{L}(W), \mathcal{L}(Z)) \) reduces to bounding the right-hand side of (3.12) with the supremum taken over all \( f_h \) for which \( h \in \text{Lip}(1) \). In Section 3.2 we shall consider one approach to bounding the right-hand side of (3.12), which we shall make use of in Section 4. Another is the comparison of generators approach that will be described and applied in Section 5.
3.2 The equilibrium coupling

We begin with a definition (see Peköz and Röllin [23]). Let $W \geq 0$ be a random variable with $\mathbb{E}[W] < \infty$. We say that $W^e$ has the equilibrium distribution with respect to $W$ if

$$\mathbb{E}[f'(W)] - f'(0) = \mathbb{E}[W]\mathbb{E}[f''(W^e)]$$

for all functions $f: \mathbb{R}^+ \rightarrow \mathbb{R}$ with Lipschitz derivative. For such random variables $W$, the equilibrium distribution exists and is given by $W^e = UW^s$, where $U \sim U(0,1)$ and $W^s$, the size bias distribution of $W$, are independent (see [23], Section 2.1.1). The size bias distribution of $W$ is given by $dF_{W^s}(x) = x dF_W(x)/\mathbb{E}[W]$.

Now suppose that $\mathbb{E}[W] = 1$ and $\mathbb{E}[W^2] < \infty$. If $W^e$ has the equilibrium distribution with respect to $W$, then

$$|\mathbb{E}[h(W)] - \mathbb{E}[h(Z)]| = |\mathbb{E}[f''_h(W) - f''_h(W^e)]| \leq \|f''_h\|_\infty \mathbb{E}|W - W^e|.$$  

Applying (3.11) and then taking the supremum of both side over all functions $h$ from the class Lip(1) yields the following bound (see [23], Theorem 2.1):

$$d_W(\mathcal{L}(W), \mathcal{L}(Z)) \leq 2\mathbb{E}|W - W^e|. \quad (3.13)$$

Recall from Section 2 that the stationary waiting time distribution of the G/G/1 queue can be represented as a geometric convolution of the form $\sum_{j=1}^N Y_j$, where $N \sim \text{Geo}^0(p)$ and the $Y_j$ are IID and independent of $N$. In the following theorem, we use the bound (3.13) to obtain a Wasserstein distance bound between such a geometric convolution normalised to have mean one and the Exp(1) distribution.

The proof of our bound follows very closely that of Theorem 3.1 of Peköz and Röllin [23] and Theorem 5.11 of Ross [27]. Indeed, a special case of these theorems is to a geometric convolution where $N$ now follows the Geo(p) distribution rather than the Geo^0(p) distribution. However, it should be noted, that one cannot immediately translate the results of [23] and [27] to the Geo^0(p) distribution; indeed, as observed by Peköz, Röllin and Ross [24], Stein’s method for Geo^0(p) and Geo(p) approximation often has to be developed in parallel.

We prove that the rate of convergence of our bound is optimal. This follows a recent argument used in the proof of Theorem 5.10 of Gaunt [16]. As such this result was not found in [23] and [27]; however, one can readily adapt our argument to show that the rates of convergence in the analogous results of [23] and [27] are optimal.

**Theorem 3.1.** Let $X_1, X_2, \ldots$ be IID random variables with $\mathbb{E}[X_1] = \mu$ and $\mathbb{E}[X_i^2] = \mu_2$. Let $N \sim \text{Geo}^0(p)$ have probability mass function $\mathbb{P}(N = n) = p(1-p)^n$, $n = 0, 1, 2, \ldots$, and suppose that $N$ is independent of the $X_i$. Set $W = \frac{p}{\mu(1-p)} \sum_{i=1}^N X_i$ and $Z \sim \text{Exp}(1)$. Then

$$d_W(\mathcal{L}(W), \mathcal{L}(Z)) \leq \frac{p\mu_2}{(1-p)\mu^2}. \quad (3.14)$$

Moreover, the $O(p)$ rate as $p \to 0$ in (3.14) is optimal.
Proof. For ease of notation, we prove the result for the case \( \mu = 1 \); the generalisation to general \( \mu > 0 \) is clear. We begin by proving that

\[
W^e = \frac{p}{1-p} \left( \sum_{i=1}^{N} X_i + X^e_{N+1} \right)
\]

(3.15)

is an equilibrium coupling of \( W \). Let \( f \) have a Lipschitz derivative with \( f'(0) = 0 \) and define \( g(m) = f'(\frac{p}{1-p} \sum_{i=1}^{m} X_i) \). Using independence and the defining relation of \( X^e_m \) gives that

\[
\mathbb{E} \left[ f'' \left( \frac{p}{1-p} \sum_{i=1}^{N} X_i + \frac{p}{1-p} X^e_{N+1} \right) \right] = \frac{1-p}{p} \mathbb{E}[g(N+1) - g(N) \mid N].
\]

We can use the formula \( \mathbb{P}(N = n) = p \mathbb{P}(N \geq n) \) to obtain

\[
\frac{1-p}{p} \mathbb{E}[g(N+1) - g(N) \mid (X_i)_{i \geq 1}] = \mathbb{E}[g(N) \mid (X_i)_{i \geq 1}].
\]

Therefore, \( \mathbb{E}[f''(W^e)] = \mathbb{E}[g(N)] = \mathbb{E}[f'(W)] \), as required.

Now, on substituting (3.15) into (3.13), we obtain

\[
d_W(\mathcal{L}(W), \mathcal{L}(Z)) \leq 2 \mathbb{E}[W - W^e] = \frac{2p}{1-p} \mathbb{E}[X^e_{N+1}]
\]

\[
= \frac{2p}{1-p} \mathbb{E}[\mathbb{E}[X^e_{N+1} \mid N]] = \frac{p}{1-p} \mathbb{E}[\mathbb{E}[X^2_{N+1} \mid N]] = \frac{p\mu_2}{1-p}.
\]

We now prove that the \( O(p) \) rate in (3.14) is optimal. Consider the test function \( h(x) = \cos(tx), |t| \leq 1 \), which is in the class \( \text{Lip}(1) \). Firstly, we record that

\[
\mathbb{E}[\cos(tZ)] = \int_{0}^{\infty} \cos(tx)e^{-x} \, dx = \frac{1}{1+t^2}.
\]

We now consider the characteristic function \( \varphi_W(t) = \mathbb{E}[e^{itW}] \), and note the relation \( \mathbb{E}[\cos(tW)] = \text{Re}[\varphi_W(t)] \). From the above, \( d_W(\mathcal{L}(W), \mathcal{L}(Z)) \geq |\text{Re}[\varphi_W(t)] - \frac{1}{1+t^2}| \). Recall that the probability-generating function of \( N \sim \text{Geo}(p) \) is given by \( G_N(s) = \frac{p}{1-(1-p)s}, s < -\log(1-p) \). Then

\[
\varphi_W(t) = G_N(\varphi_{X_1}(\frac{pt}{\mu(1-p)})) = \frac{p}{1-(1-p)\varphi_{X_1}(\frac{pt}{\mu(1-p)})}.
\]

(3.16)

Now, since \( \mathbb{E}[X_1] = \mu \) and \( \mathbb{E}[X_1^2] = \mu_2 \), as \( p \to 0 \),

\[
\varphi_{X_1}(\frac{pt}{\mu(1-p)}) = 1 + \frac{ipt}{1-p} - \frac{1}{2} \frac{p^2t^2}{(1-p)^2} \frac{\mu_2}{\mu^2} + O(p^3).
\]

(3.17)
Substituting (3.17) into (3.16) and performing an asymptotic analysis using the formula
\[ \frac{1}{1+z} = 1 - z + O(|z|^2), \quad |z| \to 0, \]
gives that, as \( p \to 0, \)
\[
\varphi_W(t) = \frac{1}{1 - it + \frac{\mu_2}{2\mu^2} p^2 t^2 + O(p^2)} = \frac{1}{1 - it + \frac{\mu_2}{2\mu^2} p^2 t^2 + O(p^2)}
\]
\[ = \frac{1}{1 - it} \left( 1 - \frac{\mu_2}{2\mu^2} p^2 t^2 \right) + O(p^2)
\]
\[ = \frac{1 + 2it - t^2}{2\mu^2(1 + t^2)^2} \left( 2\mu^2 - \frac{\mu_2}{2\mu^2} p^2 t^2 - 2\mu^2 t \right) + O(p^2).
\]
Therefore, on simplifying further and equating real parts, we have, as \( p \to 0, \)
\[
\text{Re}[\varphi_W(t)] = \frac{1}{1 + t^2} + \frac{p\mu_2 t^2 (t^2 - 1)}{2\mu^2(1 + t^2)^2} + O(p^2),
\]
and so the \( O(p) \) rate cannot be improved. \( \square \)

4 Approximation of the waiting time distributions of \( M/G/1 \) and \( G/G/1 \) queues by the coupling approach

In this section, we apply Theorem 3.1 to prove Theorems 1.1 and 1.2.

**Proof of Theorem 1.1 via the coupling approach.** We establish an upper bound for \( d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \). Suppose that the queue is stationary. The queue is empty with probability \( 1 - \rho \). Let \( R_i \) be the residual service time of customer \( i \). Then, recall from Section 2 that the random variable \( W \) can be expressed as \( W = \sum_{i=1}^{N} R_i \), where \( N \sim \text{Geo}^0(1 - \rho) \). Since the \( R_i \) are IID and independent of \( N \sim \text{Geo}^0(1 - \rho) \), we are in the setting of Theorem 3.1. Here, using standard formulas for the moments of \( R_1 \), we have
\[
p = 1 - \rho, \quad \mu = \mathbb{E}[R_1] = \frac{\mathbb{E}[S^2]}{2\mathbb{E}[S]}, \quad \mu_2 = \mathbb{E}[R_1^2] = \frac{\mathbb{E}[S^3]}{3\mathbb{E}[S]}. \]

Plugging these values into Theorem 3.1 yields the desired bound:
\[
d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \leq \frac{4\mathbb{E}[S^3] \mathbb{E}[S]}{3(\mathbb{E}[S^2])^2} \frac{1 - \rho}{\rho}. \quad (4.18)
\]
The optimality of the \( O(1 - \rho) \) rate as \( \rho \to 1 \) is guaranteed by Theorem 3.1.

We now deduce an upper bound on \( d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \) from (4.18). Being a probability metric, the Wasserstein distance satisfies the triangle inequality, and so we have
\[
d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \leq d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(\rho Z)) + d_W(\mathcal{L}(\rho Z), \mathcal{L}(Z))
\]
\[ = d_W(\mathcal{L}(\rho \tilde{W}), \mathcal{L}(\rho Z)) + d_W(\mathcal{L}(\rho Z), \mathcal{L}(Z))
\]
\[ = \rho d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) + d_W(\mathcal{L}(\rho Z), \mathcal{L}(Z)). \quad (4.19)
\]
We have already bounded \( d_W(\mathcal{L}(\tilde{W}), \mathcal{L}(Z)) \), so it suffices to compute \( d_W(\mathcal{L}(\rho Z), \mathcal{L}(Z)) \). Recalling the definition of \( \tilde{W} \) of Wasserstein distance, we have that

\[
d_W(\mathcal{L}(\rho Z), \mathcal{L}(Z)) = \int_0^\infty [(1 - e^{-x/\rho}) - (1 - e^{-x})] \, dx = 1 - \rho.
\]

(4.20)

Substituting (4.18) and (4.20) into (4.19) yields the upper bound in (1.3).

Finally, we establish the lower bound in (1.3). Recall that \( \mathbb{E}[\hat{W}] = \rho \). Then, since \( h(x) = x \) is in the class \( \text{Lip}(1) \), it follows that

\[
d_W(\mathcal{L}(\hat{W}), \mathcal{L}(Z)) \geq |\mathbb{E}[\hat{W}] - \mathbb{E}[Z]| = 1 - \rho.
\]

The proof is complete.

Proof of Theorem 1.2. Recall from Section 2 that the random variable \( W \) can be represented as \( W = \sum_{j=1}^{\Lambda} Y_j \), where \( \Lambda \sim \text{Geo}(1-\eta) \). Since the \( Y_j \) are IID and independent of \( \Lambda \), we are in the setting of Theorem 3.1. Here we have

\[
p = 1 - \eta, \quad \mu = \mathbb{E}[Y_1] = \mathbb{E}[\Sigma_{L(1)}], \quad \mu_2 = \mathbb{E}[Y_2^2] = \mathbb{E}[\Sigma^2_{L(1)}],
\]

Plugging these values into Theorem 3.1 yields the bound (1.4). The optimality of the \( O(1 - \eta) \) rate as \( \eta \to 1 \) is guaranteed by Theorem 3.1.

\[
\Box
\]

5 Approximation of the waiting time distributions of the M/G/1 queue by the generator approach

In this section, we prove Theorem 1.1 using the comparison of generators approach to Stein’s method. This approach was used in a series of papers of Braverman, Dai and Feng [4, 5, 6, 7] to derive diffusion approximations for the number of customers in various queueing systems in steady state. However, the approach applies in many other settings; see, for example, Ley, Reinert and Swan [22] in which the approach is used to bound the distance between standard probability distributions with respect to a probability metric.

Proof of Theorem 1.1 via comparison of generators. We establish inequality (1.2); the double inequality (1.3) then follows from exactly the same argument as was used in the coupling approach proof of Section 4. We do not prove the assertion that the \( O(1 - \rho) \) rate of convergence is optimal.

Let us first recall that the generator of \( \tilde{W}_t \) is given by

\[
G_{\tilde{W}_t} f(x) = \lambda \int_0^\infty [f(x + \delta s) - f(x)] \, dF(s) - \delta f'(x) \mathbf{1}(x > 0),
\]

where \( \delta = \frac{2\mathbb{E}[S]}{\mathbb{E}[S^2]} - \frac{1}{\rho} \). Now, let \( G_Z f(x) \) be the left-hand side of the Stein equation (3.9):

\[
G_Z f(x) := f''(x) - f'(x) + f'(0).
\]
Suppose $h$ is Lipschitz. Then the solution $f_h$, as given by (3.10), of the Exp(1) Stein equation (3.9) satisfies the assumptions such that equation (2.7) holds. Therefore from (3.12) and the fact that $\mathbb{E}[G_{\tilde{W}} f_h(\tilde{W})] = 0$, we see that, for any $a > 0$,

$$|\mathbb{E}[h(\tilde{W})] - \mathbb{E}[h(Z)]| = |\mathbb{E}[G_Z f_h(\tilde{W})]|$$

$$= |a \mathbb{E}[G_{\tilde{W}} f_h(\tilde{W})] - \mathbb{E}[G_Z f_h(\tilde{W})]|$$

$$\leq \mathbb{E}|a G_{\tilde{W}} f_h(\tilde{W}) - G_Z f_h(\tilde{W})|.$$ (5.22)

To bound the right hand-side of (5.22), we study the difference $a G_{\tilde{W}} f_h(x) - G_Z f_h(x)$, where we will later select $a = \frac{2}{\lambda^2 \mathbb{E}[S]}$. For that we perform a Taylor expansion on $G_{\tilde{W}} f_h(x)$. To this end, we note that

$$f_h(x + \delta s) - f_h(x) = \delta s f_h'(x) + \frac{1}{2} \delta^2 s^2 f_h''(x) + \frac{1}{6} s^3 \delta^3 f_h^{(3)}(\eta),$$

where $\eta \in (x, x + \delta s)$. Substituting into (5.21) and using the solution to the stein equation that satisfies $f_h'(0) = 0$, (3.10), gives

$$G_{\tilde{W}} f_h(x) = \lambda \int_0^\infty [\delta s f_h'(x) + \frac{1}{2} \delta^2 s^2 f_h''(x)] dF(s) - \delta f_h'(x) + \delta f_h'(x) 1(x = 0) + R$$

$$= \lambda \delta \mathbb{E}[S] f_h'(x) + \frac{1}{2} \lambda \delta^2 \mathbb{E}[S^2] f_h''(x) - \delta f_h'(x) + R$$

$$= \frac{1}{2} \lambda \delta^2 \mathbb{E}[S^2] \left( f_h''(x) - f_h'(x) \right) + R,$$

where

$$|R| = \frac{\lambda \delta^3}{6} \left| \int_0^\infty s^3 f_h^{(3)}(\eta) dF(s) \right| \leq \frac{\lambda \delta^3}{6} \|f_h^{(3)}\|_\infty \int_0^\infty s^3 dF(s) \leq \frac{\lambda \delta^3}{3} \|h''\|_\infty \mathbb{E}[S^3],$$

and we used (3.11) to obtain the final inequality. Multiplying by the constant $\frac{2}{\lambda^2 \mathbb{E}[S]}$ gives

$$\frac{2}{\lambda^2 \mathbb{E}[S]} G_{\tilde{W}} f_h(x) = f_h''(x) - f_h'(x) + \frac{2}{\lambda \delta^2 \mathbb{E}[S^2]} R,$$

which we recognise as the generator $G_Z f(x)$ with an additional error term. From (5.22) and setting $a = \frac{2}{\lambda^2 \mathbb{E}[S]}$, we have that

$$|\mathbb{E}[h(\tilde{W})] - \mathbb{E}[h(Z)]| = \left| \frac{2}{\lambda \delta^2 \mathbb{E}[S]} \mathbb{E}[G_{\tilde{W}} f_h(\tilde{W})] - \mathbb{E}[G_Z f_h(\tilde{W})] \right|$$

$$\leq \frac{\lambda \delta^3}{3} \|h''\|_\infty \mathbb{E}[S^3] = \|h''\|_\infty \frac{4 \mathbb{E}[S] \mathbb{E}[S^3]}{3(\mathbb{E}[S^2])^2} \frac{1 - \rho}{\rho},$$

whence on setting $\|h''\|_\infty = 1$ yields the Wasserstein distance bound (1.2), as required. □
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