Augmenting Seismic Data via Generative Adversarial Network for Low-cost MEMS Sensors
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Abstract—The deep learning (DL) model’s performance is related to algorithm design and depends on sufficient training data set. The lack of real seismic data set and many data polluted by diff-erent types of noise are the key factors that restrict the breakthrough in seismology research based on machine learning approaches. Therefore, data generation technic is fundamental for data set augmentation. Because it is difficult to perceive the spatial-temporal correlation and evolution process of seismic sequences, the intelligent generation of seismic sequences is still a significant challenge. A novel deep generation model (DGM) based on a generative adversarial network (GAN) is developed to generate high-quality seismic data. The experimental results show that the model can generate realistic seismic data through autocorrelation analy-sis, error quantitative index analysis, and other evaluation methods, and the model's accuracy is over 80%.

I. INTRODUCTION

Due to the strong uncontrollability of seismic, it has only brought many losses and disasters to people in the past few decades, which drives more and more re-searchers to develop a rapid automatic seismic monitoring system [1], [2]. Many existing seismic data from MEMS sensors contain many noise data, which will hinder the research process, primarily based on the data processing technology deep learning of seismology. This paper introduces seismic data generation technology to expand seismic data sets to solve the problem of insufficient high-quality data sets in seismological research. The key to seismic data generation is feature extraction. The seismic sequence is a high-dimensional complex data structure, which contains many implicit features; it is difficult to accurately set appropriate indicators to represent the characteristics of seismic data accurately. Previous research [3], [4] proposed to use of machine learning (ML) algorithms to extract the implicit features of earthquake waves for seismic detection. However, these methods are based on artificial label setting to extract features. One of the main advantages of the DL is that it can automatically extract the explicit and implicit features of seismic sequences, avoiding the influence of the traditional human intervention on the experimental results. 3-component earthquake acceleration data is a series of discrete measures recorded at continuous time points of seismic evolution, including different dimensions spatial-temporal distribution patterns. Therefore, the design of the generation model needs to combine the characteristics of the evolution process of the seismic sequence. While ensuring the generation of high-quality seismic data, it is also essential to improve the diversity and stability of the data generated by the model. Based on the above goal, we developed a new depth generation model based on the GAN framework to capture the time evolution relationship of different ranges and realize the accurate and stable generation of seismic data. The results show that our model can generate a variety of high-quality seismic data through visual presentation, autocorrelation analysis, and accuracy. The rest of the paper is structured as follows. Section 2 compares relevant research approaches. Section 3 explains the algorithms’ theory used in our model. While Section 4 evaluates the experimental results, Section 5 concludes this paper and future work.

II. RELATED WORK

In previous seismological studies, Li et al. [5] used GAN to train the deep learning model to perceive the first arrival P wave features, the GAN structure aims to extract and recognize the features of seismic data, but it does not attempt to complete the generation task. While Li et al. [6] proved that conditional GAN effectively augmented seismic data set. the EarthquakeGen [7] was developed to generate seismic data and verified its rationality. Although these methods can generate seismic data, they all need a complex preprocessing process and can not achieve the diversification of generated data. In the study of seismology, the diverse and long sequence waveform, including P-wave and S-wave, is also fundamental. Therefore, in this paper, based on the GAN framework, we integrate the new algorithm theory to design a deep learning model that can stably generate various seismic data.

III. MODEL DESIGN

Different distribution patterns of time series lead to different construction methods of mapping space. To complete seismic data generation, we need to find the spatial distribution pattern \( P (t, \theta) \) according to the discrete real seismic sequence \( T \) and solve the optimal parameter combination of continuous data space:

\[
\theta^* = \arg \max_{\theta} \prod_{i=1}^{N} P (t_i, \theta) \tag{1}
\]

Since the earthquake sequence \( x \) in the spatial dimension \( m = \{1, 2, 3\} \) (m represents three different dimensions of
east-west, north-south, and up-down) and time series \( N = \{1, 2, ..., n\} \), \( \theta \) is the parameter space that satisfies the mapping relation, the maximum likelihood function Eq (2) is used to solve the optimal parameter combination:

\[
\theta^* = \arg \max_\theta \prod_{n=1}^{N} \prod_{m=1}^{3} P \left( t_m^n \mid t_1^{n-1}, \theta_f \right) \cdot P \left( y_m^n \mid t_m^n, \theta_g \right)
\]

(2)

Due to the complex evolution process of earthquake sequence, the vibration trajectory changes at different times. To use the deep learning model to extract data features based on Eq (2) automatically, we use the GAN framework to fit the distribution of real data to build the generation model. In 2014, Goodfellow [8] proposed the generative antagonism network (GAN), it was an epochmaking unsupervised learning algorithm framework (as shown in Fig.3). Its basic idea is derived from the 0-1 game theory, and it is mainly composed of a generator and a discriminator. The generator is designed to generate new data samples; the discriminator is essentially a binary classifier, which can accurately distinguish the true and false data, and both need to be continuously optimized, and its optimal objective function can be expressed as:

\[
\min_G \max_D \mathbb{E}_{x \sim p_r(x)} (\log D(x)) + \mathbb{E}_{z \sim p_z(x)} (\log (1 - D(G(z))))
\]

(3)

Where \(\ast\) represents the generator, \( D(\ast) \) represents the discriminator, then \( g(z) \) and \( p_r(x) \) denote the distribution of the real data and generated data, respectively.

Fig. 1. System structure of different generation models

To expand the scope of seismic sequence analysis, we use LSTM to extract the sequence features of different time ranges. Simultaneously, considering that the seismic sequence results from the interaction of different spatial dimensions, we use an attention mechanism to capture the sequence features of different dimensions and use a neural network (NN) to perceive the local features of the seismic sequence. It is worth mentioning that the performance of the GAN framework depends on the design of the adversarial mechanism. In order to ensure the stability of the model, Wasserstein distance (WD) is introduced to measure the difference between generated data and real data [9].

IV. Result Evaluation

A. Visual Appearance

The detection of seismic events depends on the appearance of seismic waves, and amplitude and frequency are the most apparent characteristics of seismic waves. Therefore, they are also critical indicators to evaluate the authenticity of generated data. Fig.2 shows part of the seismic waveform generated by our model. The arrival time of the P-wave and S-wave is very similar to the real data. More importantly, the amplitude of the S-wave is more intense in the X and Y channels. Besides, in real seismic events, there are always small earthquake fluctuations such as foreshocks or aftershocks. Although it is not the critical factor of seismic detection, it can be used as an index to evaluate the diversity of generated data. Our model can generate high-quality seismic data with different amplitudes and waveforms.

Fig. 2. System structure of different generation models

B. Autocorrelation Analysis

To further verify the data’s quality, we use a scatter matrix to analyze the autocorrelation distribution. Kernel density estimation is used to observe the distribution of each channel variable. The horizontal axis corresponds to the variable’s value, and the vertical axis corresponds to the density of the variable. Scatter plot: an associated scatter plot of the two variables. Pairing any two variables, one of which is the abscissa and the other is the ordinate, is used to measure the correlation of the two variables. The kernel density estimation map clearly shows that the real data and the generated data show the approximate Gaussian distribution pattern on each channel, which is significantly different from the distribution of non-earthquake data; in the scatter map, the data of any two channels X, Y, and Z are paired, and the data points are unevenly distributed and relatively scattered due to the difference of P-wave and S-wave vibration amplitude. There is a weak correlation between the two channels. The correlation between seismic data and real data is similar, but the distribution of non-earthquake data points is concentrated and even. Therefore, the scatter matrix analysis shows that our model can generate more realistic seismic data.

C. Accuracy Analysis

Although above evaluation approaches have verified the potential of our model in earthquake sequence generation, they only qualitatively reveal the quality of individually generated data, which is also a common weakness in many machine learning models. In this research, in order to further clarify
the accuracy of our model, we use the mean squared error (MSE), the mean absolute percentage error (MAPE), and WD to measure the similarity between the generated data and the real data and analyze the accuracy of the generated model. The results denote that our model’s accuracy can achieve more than 80% (Table 1).

V. Conclusion

In this paper, based on the GAN framework, we propose a new DGM, generating realistic seismic data. To test its reliability, we verify it from visual presentation and correlation. The results show that the generated data and real data have high similarity. Also, this paper only uses the qualitative evaluation scheme for analysis. In future research, we will try to combine the quantitative evaluation index to evaluate the generated data further. Simultaneously, we will also apply the generated data to the existing seismic detection scheme for verification to provide reliable data support for seismic research.
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