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Abstract—Aligning electron density maps from Cryogenic electron microscopy (cryo-EM) is a first key step for studying multiple conformations of a biomolecule. As this step remains costly and challenging, with standard alignment tools being potentially stuck in local minima, we propose here a new procedure, called AlignOT, which relies on the use of computational optimal transport (OT) to align EM maps in 3D space. By embedding a fast estimation of OT maps within a stochastic gradient descent algorithm, our method searches for a rotation that minimizes the Wasserstein distance between two maps, represented as point clouds. We quantify the impact of various parameters on the precision and accuracy of the alignment, and show that AlignOT can outperform the standard local alignment methods, with an increased range of rotation angles leading to proper alignment. We further benchmark AlignOT on various pairs of experimental maps, which account for different types of conformational heterogeneities and geometric properties. As our experiments show good performance, we anticipate that our method can be broadly applied to align 3D EM maps.

Index Terms—3D alignment, electron microscopy, image registration, optimal transport, protein.

I. INTRODUCTION

SOLVING the 3D structures of biomolecules is key to their function and the mechanisms underlying biological processes. For this purpose, cryogenic electron microscopy (cryo-EM) has become in recent years the most used technique to solve structures [1]. One main advantage of this technique, in contrast with X-ray crystallography, is that it potentially allows various conformations (or 3D configurations) of the same molecule to be solved [2]. Once different conformations are obtained as 3D EM density maps (i.e., large 3D grids of voxels with different levels of intensities), aligning these maps in 3D space is needed to further compare them. More generally, solving the rigid body alignment problem for density maps and/or atomic models has applications in various other tasks, such as model building [3] and subtomogram averaging [4].

Efficient methods have been developed to align two protein structures [5], [6], assuming their atomic composition is known. In this case, aligning two conformational structures is tantamount to finding an optimal rigid body transformation (i.e., a combination of 3D translation and rotation) that can align homologous atoms. However, when density maps are only given, one cannot directly establish such a homology correspondence from voxel to voxel, so the same problem becomes more challenging as the grid size increases and with the computational cost of searching over all possible rigid body transformations.

To solve the rigid body alignment problem for 3D cryo-EM density maps, standard approaches use various algorithms to maximize correlation [7], [8], [9] or minimize root mean squared displacement (RMSD) [10]. More recently, Han et al. introduced a new method, which relies on representing the maps as sets of unit vectors before performing alignment [11]. Overall, both the choice of the metric to optimize, as well as the representation of the maps, can play important roles in getting a successful alignment. In this paper, we introduce a novel approach, called AlignOT, that uses a point-cloud representation of 3D maps, and minimizes the so-called Wasserstein distance between two maps with a stochastic gradient algorithm. This non-euclidean distance is associated with the theory of Optimal Transport (OT) [12], with recent advances that make tractable the computation of transport-based distances [13], [14]. After describing the procedure of AlignOT in detail, we present the results of our experiments that quantify the precision and accuracy of this method, and benchmark it on a set of representative experimental maps. Overall, the good performance of AlignOT with respect to standard local alignment methods suggests that our method can be broadly applied, as an alternative for aligning 3D EM maps with a non-euclidean metric. We finally discuss the potential limitations of AlignOT, and connections with other recent methods and problems in optimal transport that would help to further improve and generalize it.
II. MATERIAL AND METHODS

A. Point Cloud Representation of EM Maps

To represent voxelized cryo-EM maps, we follow the same procedure as in Wriggers et al. [15], that uses the topology representing network algorithm (TRN) [16] to reduce a map of \(d^3\) voxels to a point cloud, i.e., a set of \(n\) points \(\in \mathbb{R}^3\). Briefly, the voxelized maps (typically \(\sim 100^3\) to \(\sim 500^3\) voxels in the 3D grid) are first thresholded with a noise floor, to set low intensity regions to zero, and normalized to a probability mass function over the grid points. \(n\) points \((r_i(0))_{i=1...n}\) are initially sampled from \(\mathcal{P}\), and then updated in parallel for \(t_f\) rounds by taking weighted steps, according to the following equations [16]

\[
\begin{align*}
\mathbf{r}_i(t + 1) &= \mathbf{r}_i(t) + \varepsilon(t) \exp[-k_i/\lambda(t)](\mathbf{r}_i - \mathbf{r}_i(t)), \\
\lambda_i(t) &= \lambda_0 \left(\frac{\lambda_f}{\lambda_0}\right)^{t/t_f}, \\
\varepsilon(t) &= \varepsilon_0 \left(\frac{\varepsilon_f}{\varepsilon_0}\right)^{t/t_f},
\end{align*}
\]

where \(r_i\) is a single grid point sampled from \(\mathcal{P}\), \(k_i\) denotes the rank of point \(r_i\), by its euclidean distance to \(r_1\), and \(\lambda_0, \varepsilon_0, \lambda_f, \varepsilon_f, t_f\) are hyperparameters. In practice, we used \(\varepsilon_0 = 0.3\) and \(\varepsilon_f = 0.05\) for the initial and final step sizes, \(\lambda_0 = 0.005 \times n\) and \(\lambda_f = 0.5\) for the initial and final scaling ranks, and \(t_f = 8 \times n\) for the total number of steps (adapted from [17]).

B. Optimal Transport and Wasserstein Distance

To compare the point cloud representations of EM maps, we use a non-euclidean metric that derives from the theory of Optimal Transport [12]. For two given point clouds, \(A = \{a_1,...,a_n\}\) and \(B = \{b_1,...,b_n\}\), we define a cost matrix \(C_{i,j} = d(a_i, b_j)^2\), where \(d\) is the euclidean distance. The entropy regularized 2-Wasserstein distance between \(A\) and \(B\), denoted by \(W_{2,\varepsilon}(A, B)\), is then defined as

\[
W_{2,\varepsilon}(A, B) = \left[\min_{P \in \mathbb{R}^{n \times n}} \sum_{i,j=1}^{n} C_{i,j}P_{i,j} + \varepsilon H(P)\right]^{1/2}
\]

s.t. \(P,\|P\| = P^T,\|P\| = 1/n\),

where \(\varepsilon \in \mathbb{R}_+\) is the regularization parameter and the entropy \(H(P)\) is given by

\[
H(P) = \sum_{i,j=1}^{n} P_{i,j} \log P_{i,j}.
\]

The minimizer of (4) is called the transport plan. For the rest of the Methods section, we will simply denote the Wasserstein distance as \(W_{2,\varepsilon}\), and \(P_{a(i),b(j)}\) as \(P_{a,b}\), where \(i(a)\) and \(i(b)\) are the indices of the two points \(a\) and \(b\) in \(A\) and \(B\), respectively.

C. AlignOT: Algorithm for 3D Map Alignment

To align two 3D maps from their point cloud representations \(A\) and \(B\), we solve the optimization problem

\[
q_{opt} = \arg \min_{q \in H} W_{2,\varepsilon}(R_q(A), B),
\]

where \(q\) is a quaternion (defined over the quaternion space \(\mathbb{H}\)), that we identify to a 3D rotation \(R_q\) in \(SO(3)\), so \(R_q(A) = \{R_q(a_j)\}_{a_j \in A}\). We explain in the Results Section III-A and Appendix A (SI File), available online, why we can only consider rotations and ignore translations to solve the general alignment problem, and provide more details on the identification of \(q\) to \(R_q\) in Appendix B (SI File), available online. Our stochastic gradient descent procedure to solve (6), called AlignOT, is detailed in Algorithm 1. At each iteration, the algorithm updates \(q\) from the transport plan \(P\) between \(R_q(A)\) and \(B\) as follows: After sampling one point \(a \in R_q(A)\), we evaluate \(\pi(a) = \arg \max_{b \in B} P_{a,b}\), and compute the gradient in \(q\) associated with \(d(\pi(a), a)^2\), where \(d\) is the euclidean distance, to update \(q\). We derive the analytical formula used to compute this gradient in Appendix B, available online. To compute the transport plan, we apply the Sinkhorn algorithm [13], with the initial vectors set as the outputs of the previous iteration to improve the convergence speed. In practice, we also set the convergence condition \(|d(\pi(a), a)|^2 < \delta\) (where \(\delta > 0\), that stops the algorithm before the maximum number of iterations. The hyperparameters of this procedure are the learning rate \(\alpha\) associated with gradient descent, the regularization parameter \(\epsilon\) associated with the Wasserstein distance, and a threshold \(\delta\) associated with the number of iterations. In all our experiments, we set \(\epsilon = 100\), \(\delta = 10^{-10}\), and the maximum number of iterations equal to 500. We used an adaptive approach for the learning rate (ADAGRAD [18]) and Bayesian Optimization [19, 20] to set the learning rate parameter \(\alpha\) to 0.1.

D. Implementation

We implemented AlignOT in Python 3.6.4. To sample a point cloud representation of an EM map using TRN, we adapted code from ProDy [21]. We used the NumPy package for matrix operations and POT’s implementation of the Sinkhorn algorithm, which was modified to set the initial vectors (instead of initializing with uniform vectors). Our code, which has options for aligning maps with both local or global search, is available in this GitHub repository.

E. Datasets

We tested AlignOT on various publicly available EM maps available from the EMDB, as listed in Table I, and shown in Fig. 1. For experiments that involved aligning a pair of distinct maps, we also used the corresponding pair of structures taken from the PDB [22], and used MM-align [5] to set a ground truth alignment, before converting the structures into EM maps using the function molmap in Chimera X [23]. All the datasets used in this study are available at this OSF page.
EM MAPS USED IN OUR EXPERIMENTS, ALSO SHOWN IN FIG. 1

| EMDB ID  | Protein or Complex Name | Figure |
|----------|-------------------------|--------|
| 1717     | Ribosome                | a      |
| EMDB/PDB ID | Protein or Complex Name | Figure/ID |
| 3240 / 5fn5 [24] | Human γ-secretase | 1 b / 1 |
| 2677 / 7a53 [25] | TRPML | 1 c / 2 |
| 8881 / 5wpq [27] | Voltage-gated calcium channel | 1 d / 3 |
| 9515 / 5gjw [29] | Yeast V-ATPase | 1 e / 4 |
| 6427 / 3jb [30] | Hsp90-Cdc37-Cdk4 | 1 f / 5 |
| 5284 / 3pfr [31] | eIF2B-eIF2 | 1 g / 6 |

The map from EMDB:1717 is used for aligning two copies of the same map. The other maps are grouped and aligned in our experiments as pair of different conformations of the same molecule, with the PDB structures used to obtain a ground truth (see Datasets and Results sections).

![Fig. 1](image-url) 3D maps used in our experiments, visualized with Chimera [7]. (a): Density map used in our first experiment (EMDB:1717). (b-g): Pairs of maps used in the second set of experiments, representing different conformational states of a given complex/molecule (see also Table 1).

III. RESULTS

A. Formulation of the Alignment Problem for EM Maps With Point Cloud Representation

We present here a new procedure, called AlignOT, that aligns 3D density maps from cryo-EM. Assuming that the EM maps are represented by two 3D point clouds \( A = \{a_1, \ldots, a_n\} \) and \( B = \{b_1, \ldots, b_n\} \), and for a given distance function \( d \) defined over the space of point clouds, the problem of aligning these maps consists of finding a rigid body transformation that minimizes the objective function

\[
L_d(R, T) = d(\text{move}_{R,T}(A), B),
\]

where \( \text{move}_{R,T}(A) = \{Ra_i + T|a_i \in A\} \).

As the choice of \( d \) influences both the accuracy and the computational cost of the solution to the rigid body alignment problem, we here use the 2-Wasserstein distance, associated with the theory of Optimal Transport [12]. This distance can be used to compute distances between probability distributions, and is applied here more specifically for two distributions of 3D point clouds of same size. To efficiently evaluate this distance, we consider a regularized version (see (4) in the Methods Section II-B), denoted \( W_{2,\epsilon} \). Besides, given the centers of mass \( \bar{a} = \frac{1}{n} \sum_{i=1}^{n} a_i \) and \( \bar{b} = \frac{1}{n} \sum_{j=1}^{n} b_j \), and the centered point clouds \( A_c = \{a_{c_i} = a_i - \bar{a}|a_i \in A\} \) and \( B_c = \{b_{c_i} = b_i - \bar{b}|b_i \in B\} \), we can show that the optimal translation of the objective function (7) is

\[
T_{opt} = \bar{b} - R_{opt}\bar{a},
\]

Thus, the search for an optimal rigid body transformation in (10) can be simplified to rotations after matching the centers of mass of \( A, B \), leading to (6) of the Methods Section II-B. We provide a detailed proof of this result in Appendix A (SI File), available online.
B. AlignOT Optimization Procedure and Complexity

To search for an optimal rotation that minimizes the Wasserstein distance between two 3D point clouds, we use an iterative Stochastic Gradient Descent algorithm, detailed in Algorithm 1. Basically, the algorithm aims to improve the alignment at each iteration, by rotating a map according to an assignment provided by the evaluation of the Wasserstein distance, with quaternions used to represent the 3D rotations (see Appendix B (SI File), available online, for a full description). Since EM maps are defined on a 3D voxelized grid, we also first convert the maps into point clouds, using the TRN algorithm [16]. We cover the application of the TRN application, the Wasserstein distance and the optimization procedure, as well as its implementation in the Material and Methods Sections II-A, II-B, II-C, and II-D.

The complexity of our method (summarized in Algorithm 1) can be evaluated as follows: Assume that $L$ is the maximum number of iterations, $n$ the size of the point cloud, and $\epsilon$ the regularization parameter of the $W_{2,2}$ distance. Each iteration of this algorithm consists of three steps. First, rotating one point cloud, second, computing the OT plan matrix, and last, sampling a random point and computing the gradient. Rotating a point cloud requires computing the coordinates of each point after rotation and takes $O(n)$ time, where $n$ represents the number of points. To compute the OT plan matrix we use the Sinkhorn algorithm [14] which solves this problem in $O(n^2 \log ne^{-3})$ time, where $\epsilon$ is the regularization parameter. Finally, the gradient step takes $O(1)$ time. Overall, the most time-consuming part of this algorithm is computing the OT plan matrix at each iteration. Therefore, the overall time complexity of the algorithm is $O(n^2 L \log ne^{-3})$.}

C. Alignment Between Maps can be Obtained by Minimizing the Wasserstein Distance

To evaluate our method, we first tested AlignOT on aligning two point clouds that differ by a rotation only. To do so, we used an experimental map of a ribosome from EMDB 1717, shown in Fig. 1(a) (ribosome structures are broadly studied in cryo-EM [2], [35]). First, we sampled two clouds of 500 points, and applied a rotation defined in its axis-angle representation by an arbitrary axis, and an angle $\theta = 20^\circ$. Fig. 2(a) illustrates how the moving point cloud gets closer to the targeted one over the iterations of the algorithm, until the convergence criterion is reached. To confirm this visual impression, we repeated the procedure with different initial angles $\theta \in \{10^\circ, 30^\circ, 50^\circ, 70^\circ\}$. The corresponding Wasserstein distance obtained across the iterations is shown in Fig. 2(b), with all the four trajectories converging to the same value and resulting in a successful alignment. However, we also observed that as $\theta$ increases, it takes more iterations for the algorithm to converge, with longer periods of slow variations at the beginning of the procedure, suggesting that this alignment can only be achieved within a certain range of $\theta$. Aside from the initial angle, we also studied in Fig. 2(c) how the size of the point cloud can affect the convergence plot. For $\theta = 50^\circ$, decreasing the point cloud size from 500 to 250 leads to a potential loss of precision (with the Wasserstein distance between two aligned point clouds increasing from $\sim 115$ to 130), but with faster convergence from the algorithm (from $\sim 200$ to 50 iterations to converge), indicating some trade-off between accuracy and speed.

To interpret these results, we further plotted in Fig. 2(d) how the Wasserstein distance varies on average (after sampling
different point clouds of same size 250 and 500), as a function of $\theta$ (and same rotation axis). In addition to the global minimum achieved for $\theta = 0$, another local minimum was detected at $\theta = 180^\circ$, separated by a peak around $90^\circ$. While the sharp decrease observed towards the global minimum suggests that the optimization procedure can converge well for $\theta \leq 60^\circ$, it is also possible that the algorithm does not converge to the global minimum above this range. Besides, the higher variability obtained from sampling point clouds of size 250, compared with 500, suggests that the final alignment may be less accurate in this case. While the same fixed rotation axis was considered in the previous experiments (with different values of $\theta$), we finally evaluated the probability to successfully align the maps for initial rotations of fixed angle $\theta$ (45, 60, 75 and 90$^\circ$), and across different axes covering half of the sphere $S^2$. Upon mapping the axes on the planar disk in Fig. 2(e), we found local regions of poorer alignment that match with local minima of the Wasserstein distance. These results also confirm the existence of a limiting range within which the method can align two maps. While a successful alignment is overall obtained for $\theta = 45^\circ$, the maps get partially aligned in different regions of the disks for $60^\circ$ (see Fig. 2(e)), with the performance worsening as $\theta$ increases (see Supplementary Fig. S1, SI file, available online).

### D. Benchmarking Performance and Accuracy of AlignOT With a Pair of Identical Maps

We next focused on point cloud size and the range of convergence, and quantified their impact on the accuracy and computational cost of AlignOT. We first considered the same map and alignment task with $\theta = 20^\circ$ as previously, with different point cloud sizes $n$ (from 50 to 1000). The results obtained with a standard workstation are shown in Table II, and confirm the existence of a trade-off between accuracy and speed, with the alignment improving as $n$ increases, but with a larger runtime that grows from a few seconds for $n = 50$, 100, 200 to approximately a minute for $n = 1000$. While the accuracy of the alignment remains poor for $n = 50$ and 100 (with an average error of 12.6° and 7.72° respectively), it significantly improves for $n = 500$ with 2.35 ± 1.23° error observed, with a runtime suggesting that AlignOT can be used in practice on standard density maps. We also noted that AlignOT runs slower in comparison with Chimera and Chimera X’s alignment function fitmap, which performs a steepest ascent optimization to align maps according to their overlapping score [7], [23] (0.3 s on average). On the other hand, we show in our next experiments that AlignOT outperforms fitmap in accuracy as $\theta$ increases.

More precisely, we determined the range of $\theta$ within which the method converges, and compared our method with fitmap. As shown in Fig. 3, we found that AlignOT can cover a wider range that extends to 75°, while fitmap starts failing at approximately 45° (see also Supplementary Fig. S2 (SI File), available online, for a visualization of some representative alignments obtained). Beyond this value, AlignOT leads to some variable results up until 100°, due to the stochasticity of the algorithm. It then converges towards the other local minimum found for the Wasserstein distance observed in Fig. 2(d), with a difference of ~175° from the true alignment. In practice, both Chimera and our implementation of AlignOT provide a global search option that randomly generates different initial instances of the rotated map, and keeps the best alignment to the target map using fitmap. To estimate the potential gain from using AlignOT, we generated 500 random initial placements, and computed the rates of successful alignments from AlignOT and fitmap’s local search, to be 15.6% and 2.2%, respectively. In this context, AlignOT thus reduces the number of initial placements needed in the global search by a factor of 7.6 (as $(1 - 0.022)^7.6 \approx 1 - 0.156$).

### E. Benchmarking AlignOT With Heterogeneous Pairs

We finally tested AlignOT on pairs of distinct maps, as this reflects how the method should be applied in practice. More precisely, we considered six pairs, listed in Table I and shown in Fig. 1. Note that these pairs were recently used to evaluate another alignment method [11], and account for different conformations of a protein or complex structure (pairs b-g), as well

---

**TABLE II**

| $n$  | Angle difference | Runtime (s) |
|------|------------------|-------------|
| 50   | 12.60°±4.51°     | 2.36±0.42  |
| 100  | 7.72°±3.84°      | 4.66±0.57  |
| 200  | 3.85°±1.53°      | 4.14±0.57  |
| 500  | 2.35°±1.23°      | 16.36±1.37 |
| 1000 | 2.20°±0.96°      | 54.75±2.77 |

For point clouds of size $n$ (50, 100, 200, 500, 1000), and for a fixed rotation of $\theta = 20^\circ$, we ran AlignOT on EMDB:1717 50 times. We evaluate the accuracy of the method by computing the angle difference with the ground truth, and the associated runtime in seconds (mean and std). Experiments were run on an Intel(R) Core(TM) workstation with i7-7700HQ CPU @ 2.80GHz 2.81 GHz with 16.0 GB RAM.

---

Fig. 3. Comparison between AlignOT and Chimera’s fitmap function: With a fixed axis and for a rotation angle difference $\theta$ between 0 and 180 degrees ($x$-axis), we set up a couple of maps from EMDB:1717 and run AlignOT and Chimera’s fitmap function local search. The blue dots represent the error obtained in the alignment using fitmap, while the box plot (showing the minimum, first quartile, median, third quartile, and maximum) indicates the error of AlignOT over 10 runs.
Fig. 4. Performance of AlignOT with conformationally heterogeneous pairs (a): To quantify the performance of AlignOT on aligning different maps, we first aligned the corresponding PDB structures using MM-align [5] to set a ground truth alignment, and converted the aligned structures into cryo-EM density maps using the molmap command in Chimera [23], which were then used to benchmark Chimera’s fitmap function and AlignOT with different initial rotations (see also Table III). (b): Alignments obtained for the pair ID 4 (see Table I) and initial rotation angle $\theta = 45^\circ$. From top to bottom, we compare the alignment obtained with (1) MM-Align from PDB structures, (2) AlignOT using a point cloud size $n = 500$, with both point clouds and resulting density maps shown, and (3) Chimera’s fitmap function (from the density maps). (c): Alignments obtained with the pair ID 5 show the increased range of convergence of AlignOT compared with fitmap. While AlignOT successfully align the maps for $\theta = 45$ and $60^\circ$ (with the figure showing the result for $n = 1000$), it is not the case for fitmap, with a misalignment observed at $60^\circ$. (d): From top to bottom, aligning pair ID 6 with $\theta = 45^\circ$ shows a decrease in accuracy for AlignOT using a point cloud size $n = 1000$, compared with $n = 250$. We plot the corresponding the Wasserstein distance over the iterations of the algorithm, showing a larger final value for $n = 1000$, as the algorithm converges more slowly. As a result, this is one of the few cases where we found that Chimera produces a better alignment.

as for some missing parts from one map to another (pairs e and f). As illustrated in Fig. 4(a), we first used the molecular structures associated with the maps to define a ground truth alignment using the structure-based alignment function MM-align [5] (see also the Datasets Section II-E). This ground truth was used to evaluate the performance of AlignOT, as well as Chimera’s fitmap, which we used for benchmarking against our method.

Upon testing for different values of point cloud size $n \in \{250, 500, 1000\}$ and initial rotation angle $\theta \in \{45^\circ, 60^\circ, 90^\circ\}$, we recorded the angle differences between the ground truth alignment and the output using both fitmap and AlignOT, as reported in Table III. Over the 18 cases tested, AlignOT outperformed fitmap 13 times (72%), with some significant improvement observed in the majority of them (8 cases with an average improvement of more than $20^\circ$). For example, the improvement obtained in the pair ID 4 ($\theta = 45^\circ$) is visualized in Fig. 4(b), and shows how the presence of some symmetries (observed in the figure at the bottom of the molecule) can lead fitmap to misalign maps. Our experiments also confirm the improvement of the range of convergence using AlignOT, which we illustrate in Fig. 4(c) with the pair ID 5 (with good alignment obtained at $60^\circ$, contrary to fitmap). Besides, over the 5 cases where fitmap outperformed AlignOT, either the difference between the two methods is marginal (less than $2^\circ$, for ID 1, 3, 6, and $\theta = 45^\circ$), or both methods perform poorly (ID 2 with $\theta = 60, 90^\circ$). With the exception of the pair ID 2...
TABLE III
BENCHMARKING OF ALIGNOT ON PAIRS OF CONFORMATIONALLY HETEROGENEOUS MAPS, AS LISTED IN TABLE I

| ID | Angle | fitmap n = 250 | AlignOT n = 250 | AlignOT n = 500 | AlignOT n = 1000 |
|----|-------|----------------|----------------|----------------|-----------------|
| 1  | 45°   | 0.97 ± 0.71 | 2.82 ± 1.34 | 2.30 ± 1.08 | 5.73 ± 3.84 |
| 2  | 60°   | 6.39 ± 14.35 | 2.79 ± 1.32 | 2.99 ± 1.95 | 10.78 ± 8.21 |
| 3  | 90°   | 46.93 ± 25.99 | 9.22 ± 15.95 | 16.77 ± 22.09 | 32.48 ± 25.48 |
| 4  | 45°   | 37.91 ± 8.38 | 20.01 ± 34.43 | 14.99 ± 30.83 | 11.06 ± 26.68 |
| 5  | 60°   | 56.33 ± 5.79 | 62.32 ± 42.37 | 62.88 ± 41.47 | 62.58 ± 39.83 |
| 6  | 90°   | 85.21 ± 5.42 | 98.20 ± 21.54 | 99.69 ± 14.84 | 99.66 ± 13.48 |

For each pair, we ran AlignOT and fitmap and reported the angle difference between the resulting algorithm and the ground truth (see Figure 4a). For each pair, we ran our test with initial rotation angles θ ∈ {45°, 60°, 90°}, across 89 different axes covering half of the spheres S² (with 20 runs for each), and point cloud sizes n ∈ {250, 500, 1000} in AlignOT. Each table entry reports the mean and variance observed (with sample size 20), with the best results for each pair highlighted in bold. For an extended version of this table that contains the corresponding Wasserstein distances, see Supplementary Table S1.

The best results for each pair are highlighted in bold.

For poor performance from both methods, we found that the best alignment yields a Wasserstein distance that is the closest to that of the ground truth alignment, regardless of the method associated with it (for a detailed report of the distances, see Supplementary Table S1, SI File, available online). These results thus suggest that the Wasserstein distance, which determines the objective function of our method, is a more appropriate metric to use than the euclidean norm. Finally, our experiments highlight that increasing point size cloud does not necessarily lead to the best alignment from AlignOT, as a result of the trade-off between performance and speed that we also previously observed. Such a phenomenon was observed for the pair ID 6 (θ = 45°), with a better alignment for n = 250 than n = 1000, as illustrated in Fig. 4(d). As shown by the Wasserstein distance plots, the convergence is in this case significantly slower for n = 1000, which leads the algorithm to stop before the convergence condition gets achieved.

IV. DISCUSSION

In this paper, we present AlignOT, a new method for aligning cryo-EM density maps that relies on minimizing the Wasserstein distance between sampled point clouds. As shown in our experiments, AlignOT is scalable to the typical size of density maps, with a good compromise between accuracy and speed that can be achieved upon tuning the point cloud size. Our method can thus be used to quickly align maps that come from different conformations of the same protein or complex. In particular, optimizing for a transport-based metric, instead of other common metrics (e.g., overlap, correlation), allows AlignOT to generally outperform the standard local optimization method implemented in Chimera. Interestingly, the Wasserstein (or Earth-mover) distance was used in other applications in cryo-EM and tomographic projections (e.g., in interpolation or clustering [36], [37], [38], [39]), as its natural interpretation as the cost of displacing mass between two distributions makes it appropriate to compare volume-objects. In particular, the 1-Wasserstein distance was proposed after our current approach to align EM maps [40].

While the choice of the TRN algorithm to generate point clouds is justified by its previous use to represent molecular structures [10], [15], [17], it can also be replaced by any other point cloud generation method, and it would be interesting to explore how to possibly improve our method on this aspect (in particular, we could for example use Vector Quantization, as it also has been used for approximating EM maps [41], [42]). More generally, as the accuracy of alignment methods also depends on the quality of the maps, it would be interesting to combine AlignOT with recent methods that refine [43] or construct a “main chain probability map” [3] from EM maps, to generate point clouds for AlignOT. Finally, the performance of our method also depends on various hyperparameters, such as the learning rate and point cloud size values, that should be tuned to achieve the best compromise between precision and accuracy.

In the more general context of solving a rigid body alignment problem, AlignOT can be seen as a variant of the Iterative Closest Point method (ICP) framework [44], that consists of iteratively moving the point clouds according to the best way to match them. Among the many different variants of the ICP, Grave et al. similarly employed the Wasserstein distance to align language models [45]. Compared with their approach, our method differs with the use of quaternions in the gradient evaluation, as they make it possible to efficiently represent and manipulate 3D rotations. In addition, our modified version of the Sinkhorn algorithm, which evaluates the transport plan between the point clouds, provides a rapid computation of the transportation plan at each iteration, by simply reusing the vectors estimated at the previous iteration.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
As our comparative experiments indicate an improvement of the range of convergence, as well as the number of random placements leading to a successful alignment, they suggest that AlignOT can potentially provide a useful alternative from current tools (e.g., Chimera’s fitmap or VESPER [11]), that could also in the future be implemented as a plug-in for Chimera (as in our previous work [36]). Another current limitation is that the optimization problem assumes that the maps to align represent different conformations of a molecule, and thus carry approximately the same total density. However, it is also important in the context of Cryo-EM to consider the case (which VESPER does), of fitting two maps of different sizes, with one representing only a part of the other [8, 46] (making the point set incomplete for the registration problem). In this case, since we cannot simplify, as in Appendix A (SI File), available online, the rigid body alignment problem into an optimization over the rotations only, our method does not apply directly. However, as one can naturally formulate this problem in our framework as a problem of unbalanced, or partial Optimial Transport [47], and with the recent development of computational methods to solve it [48], [49], it makes such a generalization of AlignOT a promising future direction to pursue.
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