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Abstract

This work is concerned with the study of singular limits for the Vlasov-Poisson system in the case of massless electrons (VPME), which is a kinetic system modelling the ions in a plasma. Our objective is threefold: first, we provide a mean field derivation of the VPME system in dimensions $d = 2, 3$ from a system of $N$ extended charges. Secondly, we prove a rigorous quasineutral limit for initial data that are perturbations of analytic data, deriving the Kinetic Isothermal Euler (KIE) system from the VPME system in dimensions $d = 2, 3$. Lastly, we combine these two singular limits in order to show how to obtain the KIE system from an underlying particle system.

1 Introduction

In this article, we will study a hierarchy of models for plasma. A plasma forms when a neutral gas undergoes a process of dissociation, so that some of the gas particles split into electrons and positively charged ions. These charged particles can interact with each other through the electromagnetic fields they generate. This long-range effect is the dominant form of interaction within the plasma.

As a mathematical idealisation, we can model a plasma as a system of point particles. We have two distinguished species of particle - ions and electrons. The ions have a much higher mass than electrons, which leads to a separation of timescales between the two species. The electrons typically evolve on a much faster timescale than the ions. This makes it reasonable to consider the two species separately.

Suppose first that we would like to model the electrons. In this case, it is usual to take the ions to be fixed in a spatially uniform distribution. This is a reasonable assumption since the ions evolve on a much slower timescale than the electrons. A well-known model for this situation is the classical Vlasov-Poisson system:

\[
(VP) := \begin{cases} 
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E = -\nabla U, \\
\Delta U = 1 - \int_{\mathbb{R}^d} f \, dv = 1 - \rho, \\
f|_{t=0} = f_0 \geq 0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0 \, dx \, dv = 1.
\end{cases}
\] (1.1)

Here we are using a statistical description of the electrons, through a time dependent (probability) density function $f_t(x, v)$ on the phase space $\mathbb{T}^d \times \mathbb{R}^d$. We note that VP is an appropriate model in the electrostatic approximation when magnetic effects are negligible.
Here, we are interested in the reverse case: we wish instead to model the ions in the plasma. To do this, we need to account for the behaviour of the electrons. As we have explained, the electrons are much lighter than the ions and so evolve much more quickly. This means that they undergo collisions at a much faster rate, and hence rapidly approach thermodynamic equilibrium. We will therefore assume that the electrons are thermalised. They follow a Maxwell-Boltzmann law so that their spatial density is given by $e^U$, where $U$ is the electrostatic potential in the plasma. The corresponding kinetic equation is the \textit{Vlasov-Poisson system with massless electrons} (VPME):

$$
(VPME) := \begin{cases}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E = -\nabla U, \\
\Delta U = e^U - \int_{\mathbb{R}^d} f \, dv = e^U - \rho, \\
|t=0 = f_0 \geq 0, \\
\int_{\mathbb{R}^d} f_0 \, dx \, dv = 1.
\end{cases}
$$

The nonlinearity in the Poisson equation is the key difference between the classical and VPME systems, and a source of additional mathematical richness. The VPME system has been studied less widely than the classical system, due to the additional difficulties created by this nonlinear coupling. In particular, while the global well-posedness in two and three dimensions is well understood in the classical case (see for example [36], [32], [34], [3], [27]), this problem remained completely open for massless electrons until very recently. Indeed, at least to our knowledge, the only general result on this model in dimension $d = 2, 3$ was the global existence of weak solutions shown by Bouchut in [7]. In a very recent paper [17] we filled this gap by proving uniqueness for VPME in the class of solutions with bounded density, and global existence of solutions with bounded density for a general class of initial data, generalising to this setting all the previous results known for VP. See also the recent paper by Bardos-Golse-Nguyen-Sentis [3] for some related results on a variant of VPME.

Kinetic equations such as VP and VPME provide a medium scale or ‘mesoscopic’ description of physical systems. They lie between a microscopic description, in which one tracks the dynamics of individual particles, and a coarser macroscopic description. Our main goal in this work is to study two types of limit that connect the VPME system (1.2) to related macroscopic and microscopic models: the \textit{quasineutral limit} and the \textit{mean field limit}. The limits we study were previously proved rigorously in particular regimes for the classical system (1.1). Here, we will prove analogous results for the VPME system (1.2). We will first derive the VPME system in dimensions $d = 2, 3$ from a system of $N$ extended charges, with assumptions on the choice of parameters that are the same as the ones found by Lazarovici for the classical VP system in [25]. Then we will show the validity of the quasineutral limit for initial data that are perturbations of analytic data, deriving the \textit{Kinetic Isothermal Euler} (KIE) system from the VPME system in dimensions $d = 2, 3$. Finally, we will combine these two singular limits in order to recover the KIE system from the underlying particle system, in analogy with the results available for the VP system. To conclude our analysis we will show that the regime of parameters that allows the mean field and the quasineutral limit to “commute” is compatible with a “large” set of admissible configurations.

\textbf{The quasineutral limit} A plasma has a characteristic scale, known as the Debye length, that describes the scale of electrostatic interaction within the plasma. For instance, it characterises the scale of charge separation between electrons and ions. We introduce a small parameter $\varepsilon := \frac{\lambda_D}{\Lambda}$, where $\lambda_D$ is the Debye length and $\Lambda$ is the scale of observation. Under an appropriate
In real plasmas, the Debye length is typically very small. In this case, the plasma is called quasineutral, in reference to the fact that the plasma appears to be neutral overall at the observation scale. In the physics literature, quasineutrality is often included in the very definition of plasma. It is therefore interesting to consider the limit in which $\epsilon$ tends to zero. The formal limit of (1.3) is the kinetic isothermal Euler system:

$$
(KIE) := \left\{ \begin{array}{l}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E = -\nabla U, \\
U = \log \rho,
\end{array} \right.
$$

(1.4)

A related equation, derived in the quasineutral limit from a version of (1.3) in which the electron density $\rho U$ is approximated by the linearisation $1 + U$, was named Vlasov-Dirac-Benney by Bardos and studied in [2] and [4]. In the classical case, where $E$ is replaced by a pressure term which is a Lagrange multiplier corresponding to the constraint $\rho = 1$, Bossy-Fontbona-Jabin-Jabir [6] showed local-in-time existence of analytic solutions in the one-dimensional case. Global existence of weak solutions is not known for (1.4).

The rigorous justification of the quasineutral limit is a non-trivial and subtle problem. The limit has a direct correspondence to a long-time limit for the Vlasov-Poisson system, and is therefore vulnerable to known instability mechanisms inherent to the physical system under consideration. In fact, for the classical system (1.1), it was shown by Hauray and Han-Kwan in [19] that the quasineutral limit is false in general if the initial data are assumed to have only Sobolev regularity.

Rigorous results on the quasineutral limit go back to the works of Brenier-Grenier [9] and Grenier [15] for the classical system (1.1). A result of particular relevance for our purposes is the work of Grenier [16], proving the limit for the classical system assuming uniformly analytic data. The works of Han-Kwan-Iacobelli [20,21] extended this result to data that are very small, but possibly rough, perturbations of the uniformly analytic case, in dimension 1, 2 and 3.

In the massless electrons case, Han-Kwan-Iacobelli [21] showed a rigorous limit in dimension one, again for rough perturbations of analytic data, while Han-Kwan-Rousset [22] consider Penrose-stable data with sufficiently high Sobolev regularity. In this work, we extend the results of [21] to higher dimensions by showing a rigorous quasineutral limit for the VPME system (1.3) in dimension 2 and 3, for data that are very small, but possibly rough, perturbations of some uniformly analytic functions.

The mean field limit The second type of limit we will consider is the mean field limit. This refers to the general problem of deriving a Vlasov equation, such as the Vlasov-Poisson system, from an underlying microscopic particle system. In a typical formulation of this problem, one considers a system of $N$ point particles evolving under the influence of binary interactions between the particles, described by an interaction force $\nabla \Phi$ derived from a potential $\Phi$, and possibly an external force $\nabla \Psi$ arising from a potential $\Psi$. The dynamics are modelled by a system of ODEs describing the phase space position $(X_i, V_i)_{i=1}^N$ of each of the $N$ particles:

$$
\begin{align*}
\dot{X}_i &= V_i, \\
\dot{V}_i &= \frac{1}{N} \sum_{j \neq i} \nabla_x \Phi(X_i - X_j) + \nabla \Psi(X_i).
\end{align*}
$$

(1.5)
The factor $1/N$ appears due to a choice of scaling, designed to be the appropriate one to obtain a Vlasov equation in the limit.

The connection to a Vlasov equation is formulated via the empirical measure $\mu^N$ associated to (1.5), defined by:

$$\mu^N(t) := \frac{1}{N} \sum_{i=1}^{N} \delta_{(X_i(t),V_i(t))}. \quad (1.6)$$

If $\mu^N$ converges to some measure $f$ as $N$ tends to infinity, then we expect $f$ to be a solution of the associated Vlasov equation

$$\partial_t f + v \cdot \nabla_x f + (\nabla \Phi * \rho_f + \nabla \Psi) \cdot \nabla_v f = 0. \quad (1.7)$$

By deriving (1.7) from the particle system (1.5), we mean showing rigorously that $\mu^N$ converges to $f$ in the sense of measures, where $f$ is a solution of (1.7), assuming convergence of the initial data.

Both the VP and the VPME systems fit into this general framework. We can see this by introducing the Green function for the Laplacian on the torus. This is a function $G$ satisfying

$$\Delta G = \delta_0 - 1. \quad (1.8)$$

We also define the Coulomb kernel $K = \nabla G$. More explicitly, $G$ may be written in the form

$$G(x) = \begin{cases} \frac{1}{2\pi} \log |x| + G_0(x) & d = 2 \\ -\frac{1}{4\pi|x|} + G_0(x) & d = 3, \end{cases}$$

for some smooth function $G_0$. For a proof of this representation, see [35] or [18, Lemma 2.1].

In the case of the classical VP system (1.1), we have the representation

$$E = K * \rho.$$

Thus (1.1) is of the form (1.7), where we choose the kernel $\Phi = G$. Of course, in this case, $\nabla \Phi = K$ has a very strong singularity at the origin, of order $|x|^{-(d-1)}$. This singularity is a key source of difficulty for the mathematical study of the Vlasov-Poisson system, particularly for the mean field limit.

Similarly, for the VPME system, we can represent the force in the form

$$E = K * \rho - K * e^U.$$

We can think of the VPME system as being of the form (1.7) by taking $\Phi = G$ and an ‘external’ potential $\Psi = G * e^U$. Of course $\Psi$ is not truly an external potential because $U$ depends nonlinearly on $f$.

Early works on the mathematical justification of the mean field limit include, among others, Braun-Hepp [8] and Neunzert-Wick [31]. Dobrushin [10] proved a rigorous limit for Lipschitz force fields ($\nabla \Phi, \nabla \Psi \in W^{1,\infty}$). The approach relies on the observation that the empirical measure $\mu^N$ is a weak solution of the Vlasov equation (1.7), if the forces are sufficiently regular. Dobrushin proved the mean field limit by showing a stability result for (1.7) in the class of measure solutions, using an estimate in a Wasserstein distance. The paper [10] is a direct ancestor of much of the modern work on the subject. See the reviews of Golse [14] and Neunzert [30] for further background and literature.

In many physical systems, the force is described by an inverse power law $|\nabla \Phi| \sim |x|^{-\alpha}$. In this case, the singularity at the origin prevents the application of Dobrushin’s results. Notice that the VP and VPME systems correspond to the strongly singular case $\alpha = d - 1$, and no
stability results are known in these cases. Hence, to deal with the mean field limit for VMPE, we will consider a suitable regularisation of the microscopic particle system.

There have been several works aimed at deriving Vlasov equations with singular forces from regularised particle systems. For instance, Hauray-Jabin [23] considered a truncation method in which the force is cut off below a certain distance from the origin $r_N$, dependent on the number of particles $N$. They showed that the mean field limit holds for a large set of initial configurations, for inverse power law forces with $\alpha < d - 1$ (in particular not the Vlasov-Poisson case), from a particle system with force truncated at $r_N$, provided that $r_N$ converges to zero sufficiently slowly as $N$ tends to infinity. They also proved a true mean field limit, without truncation, for the case of ‘weakly singular’ forces in which $\alpha < 1$. More recently, Lazarovici-Pickl [26] achieved a similar result for the classical Vlasov-Poisson case $\alpha = d - 1$ with this type of truncation, with $r_N \sim N^{-\frac{d}{2} + \eta}$ for any $\eta > 0$. They use a law of large numbers approach to compare the mean field force from the particle system to the limiting force. Their results show that there exists a large set of initial configurations for which the mean field limit holds, but it is not possible to identify them from the initial configurations alone, since the argument relies on a law of large numbers throughout the evolution. In a different direction, Lazarovici [25] considered the alternative method of regularisation by convolution. In this approach, the point particles are replaced by delocalised packets of charge, with some smooth, compactly supported shape $\chi$, fixed throughout the evolution. For the classical Vlasov-Poisson case, this results in the particle system

$$
\begin{aligned}
\dot{X}_i &= V_i \\
\dot{V}_i &= \frac{1}{N} \sum_{j \neq i} [\chi \ast_x \nabla_x G \ast_x \chi](X_i - X_j).
\end{aligned}
$$

The shape is then allowed to depend on a regularisation parameter $r$ by taking $\chi_r(x) := r^{-d} \chi \left( \frac{x}{r} \right)$. Lazarovici showed that a mean field limit holds with high probability, provided that $r_N \geq CN^{-\frac{d}{2} + \eta}$ for some $\eta > 0$. The admissible configurations are identified by a condition on the initial configuration alone. The appearance of the double regularisation $\chi \ast_x \nabla_x G \ast_x \chi$ is very important in this analysis. This type of regularisation was previously considered by Horst [24] in the Vlasov-Maxwell case and later used by Rein [33]; a version also appears in Bouchut [7]. It has the advantage that the microscopic dynamics correspond to a Hamiltonian system, for which the corresponding energy converges as $r$ tends to zero to the energy of the true Vlasov-Poisson system. In this paper, we will prove a regularised mean field limit of this type for VPME that is, to the best of our knowledge, the first derivation of this system from the particle dynamics. As noted in Remark 2.12 we recover the same assumptions on $r$ as the ones obtained by Lazarovici for the VP system in [25]. Furthermore, as already mentioned, we will prove a series of quantitative estimates that allow us to relate the mean field limit to the quasineutral one.

## 2 Structure of the paper and main results

In section 2.1 we start by giving the basic definitions and preliminary results needed to state our main results. In sections 2.2, 2.3, 2.4 we state, respectively, Theorem 2.7 about the convergence in the quasineutral limit, Theorem 2.9 concerning the mean field limit, and Theorem 2.10 where we combine these two regimes. Moreover in section 2.5 we state Theorems 2.11 and 2.13 where we prove typicality results that complete our analysis.

These results are based on some estimates on the electric field that will be performed in Section 3. In Section 4 we establish a quantitative strong-strong stability estimate à la Loeper between solutions of the VPME system. This will be a crucial step towards the proof of the quasineutral limit. Since the strong-strong stability estimates rely on the $L^\infty$ bounds on the
densities associated to the solutions of the VPME system, in Section 3 we will study how the support of solutions of the VPME system grow in time in order to have a control on such an $L^\infty$ norm. As explained later, we will need to develop two different proofs for the two and three dimensional case, respectively in Sections 5.1 and 5.2. All the analysis performed in these sections will be used in Sections 6, 7, and 8 to prove the main Theorems 2.7, 2.9, and 2.10 respectively. Finally, in Section 9 we prove Theorems 2.11 and 2.13.

2.1 Preliminary definitions

We begin by introducing some important quantities and technical tools needed to state our results.

Energy: We introduce the energy associated to the Vlasov-Poisson system for massless electrons (1.2). In quasineutral scaling, it is given by the functional

$$
E_\varepsilon[f_\varepsilon] := \frac{1}{2} \int_{T^d \times \mathbb{R}^d} |v|^2 f_\varepsilon \, dx \, dv + \frac{\varepsilon^2}{2} \int_{T^d \times \mathbb{R}^d} |\nabla U_\varepsilon|^2 \, dx + \int U_\varepsilon e^{U_\varepsilon} \, dx.
$$

(2.1)

Here, as before, $U_\varepsilon$ denotes the electrostatic potential induced by the ion distribution $f_\varepsilon$ in the case of massless electrons. That is, $U_\varepsilon$ satisfies

$$
\varepsilon^2 \Delta U_\varepsilon = e U_\varepsilon - \rho[f_\varepsilon].
$$

Throughout the paper, we shall use both $\rho[f]$ and $\rho_f$ to denote the density associated to $f$, namely

$$
\rho[f](t,x) = \rho_f(t,x) := \int_{\mathbb{R}^d} f(t,x,v) \, dv.
$$

Control of the energy implies a bound on the $L^{d+2}/d(T^d)$ norm of the mass density.

Lemma 2.1.  
(i) Let $f(x,v)$ satisfy, for some constant $C_0$,

$$
E_\varepsilon[f] \leq C_0.
$$

Then there exists a constant $C$, depending on $C_0$ but independent of $\varepsilon$, such that

$$
\int_{T^d \times \mathbb{R}^d} |v| f(x,v) \, dx \, dv \leq C.
$$

(ii) Assume that

$$
\|f\|_{L^\infty(T^d \times \mathbb{R}^d)} \leq C_0, \quad \int_{T^d \times \mathbb{R}^d} |v|^2 f(x,v) \, dx \, dv \leq C_0.
$$

Then the mass density

$$
\rho(x) := \int_{\mathbb{R}^d} f(x,v) \, dv
$$

lies in $L^{(d+2)/d}(T^d)$ with

$$
\|\rho\|_{L^{(d+2)/d}(T^d)} \leq C,
$$

for some constant $C$ depending on $C_0$ only.
(iii) In particular, if
\[ \|f\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \leq C_0, \quad \mathcal{E}_\varepsilon[f] \leq C_0, \]
then there exists a constant \( C \) independent of \( \varepsilon \) such that
\[ \|\rho\|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \leq C. \]

Proof. Observe that \( xe^x \geq -1 \). This implies that
\[ \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv \leq 2(C_0 + 1). \]
Part (ii) then follows from a standard interpolation argument. See for example [17, Lemma 5.1].

**Wasserstein distances:** Many of our results involve controlling the distance between solutions to some PDEs, for instance the VPME or KIE systems. For the equations considered in this article, it is often useful to look at solutions in the class of measures. A very natural way to quantify the distance between two such solutions is given by the Wasserstein distances, a particular family of metrics on measures. For our purposes it suffices to consider probability measures. To define the Wasserstein distances, we first need to introduce the notion of a coupling of two measures. If \((\Omega, \mathcal{F})\) is a measurable space, and \(\mu\) and \(\nu\) are probability measures on this space, then a coupling of \(\mu\) and \(\nu\) is a measure \(\pi\) on the product space \(\Omega \times \Omega\) from which \(\mu\) and \(\nu\) may be recovered as the marginals of \(\pi\). More precisely, this means that for any \(A \in \mathcal{F}\), we have the two identities
\[ \pi(A \times \Omega) = \mu(A), \quad \pi(\Omega \times A) = \nu(A). \]
We will use the notation \(\mathcal{P}(\Omega)\) to denote the space of probability measures on \(\Omega\), and \(\Pi(\mu, \nu)\) to denote the set of possible couplings of \(\mu\) and \(\nu\). A Wasserstein distance between \(\mu\) and \(\nu\) is constructed by optimising a particular cost functional over the set \(\Pi(\mu, \nu)\).

**Definition 2.2 (Wasserstein distances).** Let \((\Omega, d)\) be a Polish space with metric \(d\) and let \(\mathcal{F}\) denote its Borel \(\sigma\)-algebra. Let \(p \in [1, \infty)\). The Wasserstein distance of order \(p\), denoted \(W_p\), is defined by
\[ W^p_p(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{\Omega \times \Omega} d(x, y)^p \, d\pi(x, y), \]
for all \(\mu, \nu \in \mathcal{P}(\Omega)\) such that the right hand side is finite. In particular this is well-defined for \(\mu, \nu \in \mathcal{P}_p\), where \(\mathcal{P}_p\) denotes the set of probability measures \(\gamma\) for which
\[ \int_{\Omega} d(x, x_0)^p \, d\gamma(x) < \infty, \]
for some \(x_0 \in \Omega\).

In this work we will be using the cases \(\Omega = \mathbb{T}^d \times \mathbb{R}^d\) and \(p = 1, 2\).

We note two important properties of the Wasserstein distances. We refer to [37] for proofs and further background. The first is monotonicity with respect to the order \(p\).

**Lemma 2.3.** Let \(\mu, \nu\) be probability measures on \((\Omega, \mathcal{F})\), each having a \(q\)th moment. Let \(p \leq q\). Then
\[ W_p(\mu, \nu) \leq W_q(\mu, \nu). \]
The second property is Kantorovich duality, which we will recall here only for the case $W_1$.

**Lemma 2.4 (Kantorovich duality).** Let $\mu, \nu$ be probability measures $(\Omega, F)$, each having finite first moment. Then

$$W_1(\mu, \nu) = \sup_{\phi, \|\phi\|_{Lip} \leq 1} \left\{ \int_{\Omega} \phi \, d\mu - \int_{\Omega} \phi \, d\nu \right\},$$

where

$$\|\phi\|_{Lip} := \sup_{x \neq y} \frac{|\phi(x) - \phi(y)|}{|x - y|}.$$  

**Analytic norms:** For our results on the quasineutral limit, we will work with solutions that are close to being analytic, up to a small perturbation that may have much lower regularity. To measure analyticity we will use the norms $\|\cdot\|_{B_\delta}$, defined for $\delta > 1$ by

$$\|g\|_{B_\delta} := \sum_{k \in \mathbb{Z}^d} |\hat{g}(k)| \delta^{|k|},$$

where $\hat{g}(k)$ denotes the Fourier coefficient of $g$ of index $k$. This type of analytic norm was notably used in the context of quasineutral limits in the work of Grenier [14].

**Existence of solutions** We will work in the class of solutions for the VPME system with bounded density. Solutions of (1.2) with bounded density have a uniqueness property, and exist for compactly supported initial data. Moreover, the energy (2.1) is conserved for these solutions. See [17, Theorems 2.3-2.4], which we recall below:

**Theorem 2.5 (Uniqueness).** Let $d = 2, 3$. Consider an initial datum $f_0 \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)$. Then there exists at most one solution $f_t \in C([0, T]; \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d))$ of (1.2) with bounded density, i.e. such that the mass density $\rho_f$ lies in the space $L^\infty_{loc}([0, \infty); L^\infty(\mathbb{T}^d))$.

**Theorem 2.6 (Existence of bounded density solutions).** Let $d = 2, 3$. Consider an initial datum $f_0 \in \mathcal{P} \cap L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ with finite energy, namely $\mathcal{E}[f_0] \leq C_0$ for some constant $C_0 > 0$ and compact support in $\mathbb{T}^d \times \mathbb{R}^d$. Then there exists a global in time solution $f_t \in C([0, \infty); \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d))$ of (1.2) with initial data $f_0$, which satisfies

$$\|f_t\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)} \leq \|f_0\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)}$$

for all $p \in [1, \infty]$, and has conserved energy and locally bounded mass:

$$\mathcal{E}[f_t] = \mathcal{E}[f_0], \quad \rho_f \in L^\infty_{loc}([0, \infty); L^\infty(\mathbb{T}^d)).$$

**Notation:** Later on, we will use the notation $\exp_n$ to denote the $n$-fold iteration of the exponential function. For example

$$\exp_n(x) := \exp \exp \exp (x).$$

In our proofs, $C$ will denote a positive constant independent of the relevant parameters (i.e., $N, \varepsilon, r$, depending on the context) and that may change from line to line. Subscripts may be used to indicate a constant depending on a given parameter - for instance, $C_N$ denotes a constant depending on $N$ but independent of other parameters.
2.2 Quasineutral limit

Our first result is a quasineutral limit for initial data that are small but rough perturbations of uniformly analytic functions. This extends the one dimensional result in [21] to higher dimensions, and generalises the results in [20] from the classical VP system to the massless electron case. With respect to the arguments in [20, 21], here we need to face several new challenges. Indeed, at the same time we need to deal with the nonlinear coupling in the Poisson equation (in [21] a solution to this issue was found only for $d=1$) and with the fact that weaker regularity estimates are available for the Poisson equation (in [20] this was solved in the case of the classical linear Poisson equation). As already discussed in [20, 21], we note that the exponential smallness (in $\varepsilon$) of the perturbation is necessary.

Let us observe that we work with compactly supported data in order to get control of the mass density of the solution. However we can allow the size of the support to grow at a controlled rate, exponential in $\varepsilon^{-1}$. These assumptions are chosen to match the results obtained in [20]. Although we believe that the hypothesis on the support may be slightly weakened to include densities that decay exponentially fast in velocity, achieving such extension here would go completely beyond the scope of this paper. The interested reader is referred to the papers [20, 21] for a discussion about possible initial data that satisfy our assumptions.

**Theorem 2.7** (Quasineutral limit). Let $d = 2, 3$. Consider initial data $f_\varepsilon(0)$ satisfying the following conditions:

- **(Uniform bounds)** $f_\varepsilon(0)$ is bounded and has bounded energy, uniformly with respect to $\varepsilon$:
  \[\|f_\varepsilon(0)\|_{L^\infty(T^d \times \mathbb{R}^d)} \leq C_0, \quad E_\varepsilon[f_\varepsilon(0)] \leq C_0,\]
  \[(2.2)\]
  for some constant $C_0 > 0$.

- **(Control of support)** There exists $C_1 > 0$ such that
  \[f_\varepsilon(0, x, v) = 0 \quad \text{for } |v| > \exp(C_1\varepsilon^{-2}).\]
  \[(2.3)\]

- **(Perturbation of an analytic function)** There exist $g_\varepsilon(0)$ satisfying, for some $\delta > 1$, $\eta > 0$, and $C > 0$,
  \[
  \sup_{\varepsilon} \sup_{v \in \mathbb{R}^d} (1 + |v|^2)\|g_\varepsilon(0, \cdot, v)\|_{B_\delta} \leq C,
  \]
  \[
  \sup_{\varepsilon} \left\| \int_{\mathbb{R}^d} g_\varepsilon(0, \cdot, v) \, dv - 1 \right\|_{B_\delta} \leq \eta,
  \]
  as well as the support condition \[(2.3)\], such that
  \[W_2(f_\varepsilon(0), g_\varepsilon(0)) \leq \varphi(\varepsilon)\]
  for some function $\varphi$ converging to 0 sufficiently quickly as $\varepsilon \to 0$. For example,
  \[\varphi(\varepsilon) = \left[\exp(C\varepsilon^{-2})\right]^{-1}\]
  is an admissible choice for $C$ sufficiently large with respect to $C_0, C_1$.

- **(Convergence of data)** $g_\varepsilon(0)$ has a limit $g(0)$ in the sense of distributions as $\varepsilon \to 0$. 
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Let \( f_\varepsilon \) denote the unique solution of (1.3) with bounded density and initial datum \( f_\varepsilon(0) \). Then there exist \( T_* \), depending on the initial data, and a solution \( g \) of (1.4) on the time interval \( [0, T_*] \) with initial datum \( g(0) \), such that

\[
\lim_{\varepsilon \to 0} \sup_{t \in [0, T_*]} W_1(f_\varepsilon(t), g(t)) = 0.
\]

**Remark 2.8.** The condition (2.3) should be understood as giving the fastest growth rate on the support for which the inverse quadruple exponential is an admissible choice of \( \varphi \). In particular, this would still be the rate achievable by our methods even if the support of the data was uniform in \( \varepsilon \).

### 2.3 Mean field limit

As mentioned in the introduction, the validity of a particle system approximation to kinetic equations is a fundamental problem. In Section 7 we will derive the VPME system as the mean field limit of a regularised microscopic particle system. In this paper we will use a regularisation of the kind proposed by Lazarovici [25], however we expect that it would be possible to adapt other similar regularisation methods to this setting.

More precisely, we fix a smooth, compactly supported, radially symmetric function \( \chi \) with unit mass and define

\[
\chi_r(x) = r^{-d} \chi \left( \frac{x}{r} \right), \quad (2.4)
\]

We then consider a microscopic system describing the dynamics of a system of ‘delocalised ions’ of shape \( \chi_r \). For \( 1 \leq i \leq N \), let \((X_i, V_i)\) denote the position and velocity of the centre of the \( i \)th delocalised ion. The system is described by the following system of ODEs:

\[
\begin{aligned}
\dot{X}_i &= V_i \\
\dot{V}_i &= \frac{1}{N} \sum_{i \neq j} \chi_r \ast K \ast \chi_r(X_i - X_j) - \chi_r \ast K \ast e^U,
\end{aligned} \quad (2.5)
\]

where \( U \) satisfies

\[
\Delta U(x) = e^{U(x)} - \frac{1}{N} \sum_{i=1}^{N} \chi_r(x - X_i), \quad (2.6)
\]

and \( K \) denotes the Coulomb kernel on \( \mathbb{T}^d \). That is, \( K = \nabla G \) where \( G \) is defined by (1.8). Note that we can rewrite the velocity equation as

\[
\dot{V}_i = -\chi_r \ast \nabla U(t, X_i).
\]

and the equation for \( U \) as

\[
\Delta U = e^U - \chi_r \ast \mu^N,
\]

where \( \mu^N \) denotes the empirical measure as defined in (1.6). This is valid because \( \chi_r \ast K \ast \chi_r(0) = 0 \), and so

\[
\frac{1}{N} \sum_{i \neq j} \chi_r \ast K \ast \chi_r(X_i - X_j) = \frac{1}{N} \sum_{i=1}^{N} \chi_r \ast K \ast \chi_r(X_i - X_j) = \chi_r \ast K \ast \chi_r \ast \mu^N(X_i).
\]
Indeed, since $K$ is odd and $\chi_r$ is even, we have

$$
\chi_r * K * \chi_r(0) = \int_{T^d \times T^d} \chi_r(-x) K(x - y) \chi_r(y) \, dx \, dy \\
= \int_{T^d \times T^d} \chi_r(-y) K(y - x) \chi_r(x) \, dx \, dy \\
= -\int_{T^d \times T^d} \chi_r(x) K(x - y) \chi_r(-y) \, dx \, dy \\
= -\chi_r * K * \chi_r(0).
$$

The system (2.5)-(2.6) is of the form (1.5), but where the ‘external’ potential $\Psi = \chi_r * G * e^U$ in fact depends nonlinearly on the solution of the system, via the Poisson equation (2.6).

The next result shows a general statement about the validity of the mean field limit for the regularised particle system. We shall discuss later, in the context of Theorem 2.11 assumptions on the regularisation parameter $r$ for which one can find initial data to which this result applies.

**Theorem 2.9** (Regularised mean field limit). *Let $d = 2, 3$, and let $f_0$ be a choice of initial datum for (1.2) such that there exist a solution $f$ of (1.2) and, for each $r$, a solution $f_r$ of (7.1) such that on some time interval $[0, T^*_r]$, all these solutions have bounded density: for some $M > 0$,

$$
\|\rho_f\|_{L^\infty([0, T^*_r] \times T^d)}, \sup_r \|\rho_{f_r}\|_{L^\infty([0, T^*_r] \times T^d)} \leq M.
$$

Assume that $r = r_N$ and the initial configurations for (2.5) are chosen such that the corresponding empirical measures satisfy, for some constant $C_{M, T^*_r}$, sufficiently large depending on $M$ and $T^*_r$,

$$
\limsup_{r \to 0} \frac{W^2_2(f_0, \mu^N_r(0))}{r^{d+2+C_{M, T^*_r}\log r^{-1/2}}} < 1.
$$

Then the empirical measure associated to the particle system dynamics starting from this configuration converges to $f$:

$$
\lim_{r \to 0} \sup_{t \in [0, T^*_r]} W_2(f_{1}, \mu^N_r(t)) = 0.
$$

### 2.4 Combined mean field and quasineutral limit

As discussed in the introduction of [18], it is natural to perform a combined mean field and quasineutral limit to derive the kinetic isothermal Euler system from a microscopic particle system. A result of this type for the classical VP system was proved in [18]. Here, we extend this result to the case of massless electrons. Consider the following system for $\{Z_i\}_{i=1}^N = (X_i, V_i)_{i=1}^N \in (\mathbb{R}^{2d})^N$:

$$
\begin{cases}
\dot{X}_i = V_i \\
\dot{V}_i = \frac{-2}{N} \sum_{i \neq j} \chi_r * K * \chi_r(X_i - X_j) - \varepsilon^{-2} \chi_r * K * e^{U_\varepsilon},
\end{cases}
$$

where $U_\varepsilon$ satisfies

$$
\varepsilon^2 \Delta U_\varepsilon(x) = e^{U_\varepsilon(x)} - \frac{1}{N} \sum_{i=1}^N \chi_r(x - X_i).
$$

For this system, we can prove the following limit.

**Theorem 2.10** (From particles to KIE). *Let $d = 2$ or $3$, and let $f_\varepsilon(0), g_\varepsilon(0)$ and $g(0)$ satisfy the assumptions of Theorem 2.7. Given $\varepsilon, r, N$, let $\{Z^{(\varepsilon, r)}_{0,i}\}_{i=1}^N \in (\mathbb{R}^{2d})^N$ be a choice of initial data for the regularised and scaled $N$-particle ODE system (2.7). Let $\{Z^{(\varepsilon, r)}_{1,i}\}_{i=1}^N$ be the solution
Let $T_*$ be the maximal time of convergence from Theorem 2.7. There exists a constant $C > 0$ depending on $\mathcal{E}_\varepsilon(0)$ such that if the parameters $(r, \varepsilon) = (r(N), \varepsilon(N))$ and the initial data $\nu_{\varepsilon,r}(0)$ satisfy
\begin{equation}
\lim_{N \to \infty} \sup_{t \in [0, T_*)} W_1(\mu_{\varepsilon,r}(t), g(t)) = 0,
\end{equation}
where $g$ is a solution of the KIE system (1.4) with initial data $g(0)$ on the time interval $[0, T_*]$. 

2.5 Existence of admissible configurations

Note that Theorems 2.9 and 2.10 hold only for special initial configurations for the particle system, i.e. those that converge sufficiently quickly to a given measure as $N$ tends to infinity. This raises the natural question of whether configurations satisfying this rate of convergence exist. The goal of the results in this section is to identify ranges of the parameters $r, N, \varepsilon$ for which suitable configurations exist. In fact we can show that there is, in some sense, a ‘large’ set of admissible configurations.

One way to approximate a fixed measure $\nu$ by an empirical measure is to choose the points $(Z_i)_{i=1}^N$ defining the empirical measure by drawing independent samples from $\nu$. That is, $(Z_i)_{i=1}^N$ should have joint law $\nu^\otimes N$. This produces a random empirical measure $\nu^N$. Then, a law of large numbers result shows that $\nu^N$ converges to $\nu$ almost surely as $N$ tends to infinity. In Theorems 2.11 and 2.13 we show that, for certain regimes of the parameters, this method of constructing the initial configurations will provide admissible configurations for Theorems 2.9 and 2.10 (respectively) with probability 1.

Theorem 2.11 (Typicality for mean field limit with $\varepsilon = 1$). Let $d = 2$ or $3$, and let $f_0$ be a choice of initial datum for (1.2) satisfying the assumptions of Theorem 2.9 and having a finite $k$th moment for some $k > 4$:
\begin{equation}
\int_{\mathbb{T}^d \times \mathbb{R}^d} (|x|^k + |v|^k) f_0(dx dv) < +\infty.
\end{equation}
Let $r = cN^{-\gamma}$ for some $\gamma$ satisfying
\begin{equation}
\gamma < \frac{1}{d+2} \min \left\{ \frac{1}{d}, 1 - \frac{4}{k} \right\},
\end{equation}
(2.8)
For each $N$, select initial configurations for the regularised $N$-particle system (2.5) by taking $N$ independent samples from $f_0$. Then with probability 1, this gives an admissible set of configurations for Theorem 2.7, i.e. the regularised mean field limit holds:
\begin{equation}
\lim_{N \to \infty} \sup_{t \in [0, T_*]} W_2(\mu_{\varepsilon,r}^N(t), f(t)) = 0.
\end{equation}

Remark 2.12. It is worth noticing that our assumptions on $r$ are the same as the ones found by Lazarovici for the classical VP system in [22].
Theorem 2.13 (Typicality with quasineutral scaling). Let \( d = 2 \) or \( 3 \), and \( f_\varepsilon(0), g_\varepsilon(0) \) and \( g(0) \) satisfy the assumptions of Theorem 2.7. Let \( r(\varepsilon) = r(N, \varepsilon(N)) \) be chosen to satisfy
\[
r \leq \left[ \exp_3(CE^{-2}) \right]^{-1}
\]
where \( C > 0 \) is the constant from Theorem 2.7. Assume that \( r = r(N) \) are chosen such that
\[
r = cN^{-\gamma},
\]
where \( c > 0 \) is an arbitrary constant and \( \gamma \) satisfies
\[
0 \leq \gamma < \frac{1}{d(d + 2)}.
\]

For each \( N \), let the initial configurations for the particle system (2.7) be chosen by taking \( N \) independent samples from \( f_\varepsilon(0) \). Then, with probability 1, this procedure selects a set of configurations for which the combined mean field and quasineutral limit holds, that is
\[
\lim_{N \to \infty} \sup_{t \in [0, T_*]} W_1(\mu_{\varepsilon,r}(t), g(t)) = 0,
\]
where \( g \) is the solution of (1.4) with initial datum \( g(0) \) on the time interval \([0, T_*]\) provided by Theorem 2.7.

Remark 2.14. Observe that these assumptions ultimately result in a relationship between \( N \) and \( \varepsilon \) of the form
\[
\varepsilon > \frac{C}{\sqrt{\log \log \log N}},
\]
so that the Debye length must converge to zero very slowly in relation to \( N \). This rate is much slower than the one found for the classical case in [18]. This is due to the singular nature of the interaction in the massless electrons case, which leads to the appearance of iterated exponential factors in our estimates for the electrostatic potential.

3 Estimates on the electric field

In this section we prove a series of quantitative regularity estimates on the electric field for the VPME system. A crucial idea is to split the electrostatic potential \( U_\varepsilon \) into two parts:
\[
U_\varepsilon = \bar{U}_\varepsilon + \hat{U}_\varepsilon,
\]
where \( \bar{U}_\varepsilon \) and \( \hat{U}_\varepsilon \) are solutions of the equations
\[
\varepsilon^2 \Delta \bar{U}_\varepsilon = 1 - \rho_\varepsilon, \quad \varepsilon^2 \Delta \hat{U}_\varepsilon = e^{\rho_\varepsilon + \bar{U}_\varepsilon} - 1.
\]
We will use the notation \( \bar{E}_\varepsilon = -\nabla \bar{U}_\varepsilon \) and \( \hat{E}_\varepsilon = -\nabla \hat{U}_\varepsilon \). This approach was used previously in [21] and [17]. \( \bar{U}_\varepsilon \) is the singular part of the potential, which behaves like the potential in the classical Vlasov-Poisson system, while \( \hat{U}_\varepsilon \) is a smoother correction.
3.1 Regularity

To state our regularity estimates on $\hat{U}_\epsilon$ and $\tilde{U}_\epsilon$, we introduce a space of zero-mean Sobolev functions, $H$:

$$H := \left\{ \phi \in W^{1,2}(\mathbb{T}^d) : \int_{\mathbb{T}^d} \phi(x) \, dx = 0 \right\}.$$ 

We also define a set $A_d$ of allowed Hölder exponents, which depends on the dimension $d$.

$$A_d := \begin{cases} 
(0,1) & \text{if } d = 2 \\
(0, \frac{1}{5}) & \text{if } d = 3. 
\end{cases} \quad (3.1)$$

The following is a version of Proposition 3.1 of [17] with quasineutral scaling. We will give the proof of these estimates below.

**Proposition 3.1** (Regularity estimates on $\hat{U}_\epsilon$ and $\tilde{U}_\epsilon$). Let $d = 2, 3$. Let $h \in L^\infty \cap L^{(d+2)/d}(\mathbb{T}^d)$. Then there exist unique $\hat{U}_\epsilon \in H$ and $\tilde{U}_\epsilon \in W^{1,2} \cap L^\infty(\mathbb{T}^d)$ satisfying

$$\epsilon^2 \Delta \hat{U}_\epsilon = 1 - h, \quad \epsilon^2 \Delta \tilde{U}_\epsilon = \epsilon \hat{U}_\epsilon + \tilde{U}_\epsilon - 1.$$ 

Moreover we have the following estimates for some constant $C_{\alpha,d} > 0$:

$$\|\hat{U}_\epsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d} \epsilon^{-2} \left( 1 + \|h\|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \right), \quad \alpha \in A_d$$

$$\|\tilde{U}_\epsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d} \epsilon^{-2} \left( 1 + \|h\|_{L^{\infty}(\mathbb{T}^d)} \right), \quad \alpha \in (0,1)$$

$$\|\tilde{U}_\epsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d} \exp \left( C_{\alpha,d} \epsilon^{-2} \left( 1 + \|h\|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \right) \right), \quad \alpha \in (0,1)$$

$$\|\tilde{U}_\epsilon\|_{C^{2,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d} \exp \left( \frac{1}{2} \left( C_{\alpha,d} \epsilon^{-2} \left( 1 + \|h\|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \right) \right) \right), \quad \alpha \in A_d.$$  

3.1.1 Regularity of $\hat{U}_\epsilon$

The singular part of the potential, $\hat{U}_\epsilon$, satisfies a classical Poisson equation on $\mathbb{T}^d$:

$$\epsilon^2 \Delta \hat{U}_\epsilon = 1 - h. \quad (3.2)$$

The existence of $\hat{U}_\epsilon$ for $h \in L^\infty \cap L^{(d+2)/d}(\mathbb{T}^d)$ is well understood, and there is no loss of generality to assume that $\hat{U}_\epsilon$ has zero mean.

The regularity theory of (3.2) is likewise well understood. If $h \in L^p(\mathbb{T}^d)$, then by Calderón-Zygmund estimates for the Laplacian we have the estimate

$$\|\hat{U}_\epsilon\|_{W^{2,p}(\mathbb{T}^d)} \leq C_d \epsilon^{-2} \left( 1 + \|h\|_{L^p(\mathbb{T}^d)} \right).$$

We can then use Sobolev embedding to deduce higher-order integrability or Hölder regularity for $\hat{U}_\epsilon$. In the case $p = \frac{d+2}{d}$, we obtain

$$\|\hat{U}_\epsilon\|_{C^{0,\alpha}} \leq C_{\alpha,d} \epsilon^{-2} \left( 1 + \|h\|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \right)$$

for $\alpha \in A_d$, where $A_d$ is defined by (3.1). In the case $p = \infty$ we obtain

$$\|\hat{U}_\epsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d} \epsilon^{-2} \left( 1 + \|h\|_{L^\infty(\mathbb{T}^d)} \right)$$
for all $\alpha \in (0, 1)$.

Later we will perform estimates on the trajectories of the flow induced by $E_\varepsilon$. In order to do this, we would like to have Lipschitz regularity for $E_\varepsilon$. Unfortunately, for $\bar{E}_\varepsilon$ we are not able to prove Lipschitz regularity under our assumptions. However, we do have a log-Lipschitz regularity estimate. See [29, Lemma 8.1] for the proof in the case where the spatial domain is $\mathbb{R}^2$, or [17, Lemma 3.3] for the case $\mathbb{T}^d$ for general $d$.

**Lemma 3.2** (Log-Lipschitz regularity of $\bar{E}_\varepsilon$). Let $\bar{U}_\varepsilon$ be a solution of

$$
\varepsilon^2 \Delta \bar{U}_\varepsilon = h
$$

for $h \in L^\infty(\mathbb{T}^d)$. Then

$$
|\nabla \bar{U}_\varepsilon(x) - \nabla \bar{U}_\varepsilon(y)| \leq \varepsilon^{-2} C \|h\|_{L^\infty} |x - y| \left(1 + \log \left( \frac{\sqrt{d}}{|x - y|} \right) \right) I_{|x - y| \leq \sqrt{d}}.
$$

### 3.1.2 Regularity of $\widehat{U}_\varepsilon$

In [17, Proposition 3.4], we proved the existence of a unique $W^{1,2}(\mathbb{T}^d)$ solution $\widehat{U}$ of the equation

$$
\Delta \widehat{U} = e^{\bar{U} + \widehat{U}} - 1,
$$

under the assumption that $\bar{U} \in L^\infty(\mathbb{T}^d) \cap W^{1,2}(\mathbb{T}^d)$. We showed that this solution in fact belongs to the Hölder space $C^{1,\alpha}(\mathbb{T}^d)$ for $\alpha \in (0, 1)$. Furthermore, if $\bar{U} \in C^{0,\alpha}(\mathbb{T}^d)$, then $\widehat{U} \in C^{2,\alpha}(\mathbb{T}^d)$. The argument in [17, Proposition 3.4] works for general $\varepsilon$. We will revisit part of the proof here in order to quantify how the constants depend on $\varepsilon$. This dependence will be crucial in our later proofs.

**Lemma 3.3.** Consider the nonlinear Poisson equation

$$
\varepsilon^2 \Delta \widehat{U}_\varepsilon = e^{\bar{U}_\varepsilon + \widehat{U}_\varepsilon} - 1.
$$

Assume that $\bar{U}_\varepsilon \in L^\infty(\mathbb{T}^d) \cap W^{1,2}(\mathbb{T}^d)$ with

$$
\|\bar{U}_\varepsilon\|_{L^\infty(\mathbb{T}^d)} \leq M_1.
$$

Then there exists a unique solution $\widehat{U}_\varepsilon \in W^{1,2}(\mathbb{T}^d)$ of (3.3). Moreover, $\widehat{U}_\varepsilon \in C^{1,\alpha}(\mathbb{T}^d)$ for all $\alpha \in (0, 1)$, with the estimate

$$
\|\widehat{U}_\varepsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C \varepsilon^{-2} \left( e^{2M_1} + 1 \right).
$$

If, in addition, $\bar{U}_\varepsilon$ is Hölder regular with the estimate

$$
\|\bar{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2
$$

for some $\alpha \in (0, 1)$, then $\widehat{U}_\varepsilon \in C^{2,\alpha}(\mathbb{T}^d)$ with the estimate

$$
\|\widehat{U}_\varepsilon\|_{C^{2,\alpha}(\mathbb{T}^d)} \leq \left[ M_2 + C \varepsilon^{-2} \left( e^{2M_1} + 1 \right) \right] \exp \left[ C \varepsilon^{-2} \left( e^{2M_1} + 1 \right) \right].
$$

**Proof.** The existence and uniqueness of $\widehat{U}_\varepsilon \in W^{1,2}(\mathbb{T}^d)$ satisfying (3.3) can be proved by using a Calculus of Variations method, as in [17, Proposition 3.4]. Here we will focus on the regularity estimates (3.4) and (3.5).
First, we want to prove $L^p(\mathbb{T}^d)$ estimates on $e^{\hat{U}_\varepsilon}$. We will use this to deduce estimates on $\hat{U}_\varepsilon$ using regularity theory for the Poisson equation. Since $\hat{U}_\varepsilon$ is a weak solution of (3.3), we know that for all test functions $\phi \in W^{1,2}(\mathbb{T}^d) \cap L^\infty(\mathbb{T}^d)$,

$$\int_{\mathbb{T}^d} e^2 \nabla \hat{U}_\varepsilon \cdot \nabla \phi + \left( e^{\hat{U}_\varepsilon} + \hat{U}_\varepsilon - 1 \right) \phi \, dx = 0.$$ 

If we formally take $e^{\hat{U}_\varepsilon}$ as a test function, we obtain

$$e^2 \int_{\mathbb{T}^d} |\nabla \hat{U}_\varepsilon|^2 e^{\hat{U}_\varepsilon} \, dx + \int_{\mathbb{T}^d} \hat{U}_\varepsilon \cdot e^{2\hat{U}_\varepsilon} \, dx = \int_{\mathbb{T}^d} e^{\hat{U}_\varepsilon} \, dx.$$ 

Then

$$\int_{\mathbb{T}^d} e^{\hat{U}_\varepsilon} \cdot e^{2\hat{U}_\varepsilon} \, dx \leq \int_{\mathbb{T}^d} e^{\hat{U}_\varepsilon} \, dx.$$ 

We can make this estimate rigorous by using a truncation argument, as described in [17]. Since $\|\hat{U}_\varepsilon\|_{L^\infty(\mathbb{T}^d)} \leq M_1$, we have

$$\int_{\mathbb{T}^d} e^{\hat{U}_\varepsilon} \cdot e^{2\hat{U}_\varepsilon} \, dx \geq e^{-M_1} \|e^{\hat{U}_\varepsilon}\|_{L^2(\mathbb{T}^d)}^2.$$ 

Similarly, $\|e^{\hat{U}_\varepsilon}\|_{L^1(\mathbb{T}^d)} = \int_{\mathbb{T}^d} e^{\hat{U}_\varepsilon} \, dx \geq e^{-M_1} \int_{\mathbb{T}^d} e^{\hat{U}_\varepsilon} \, dx$, which implies that $\|e^{\hat{U}_\varepsilon}\|_{L^1(\mathbb{T}^d)} = 1$. Therefore,

$$\|e^{\hat{U}_\varepsilon}\|_{L^2(\mathbb{T}^d)}^2 \leq e^{2M_1}.$$ 

Similarly, taking $e^{(n-1)\hat{U}_\varepsilon}$ as a test function, we have

$$\int_{\mathbb{T}^d} e^{(n-1)\hat{U}_\varepsilon} \, dx = e^2 (n-1) \int_{\mathbb{T}^d} |\nabla \hat{U}_\varepsilon|^2 e^{\hat{U}_\varepsilon} \, dx + \int_{\mathbb{T}^d} \hat{U}_\varepsilon \cdot e^{n\hat{U}_\varepsilon} \, dx$$

and so

$$\|e^{\hat{U}_\varepsilon}\|_{L^n(\mathbb{T}^d)}^n \leq e^{M_1} \|e^{\hat{U}_\varepsilon}\|_{L^{n-1}(\mathbb{T}^d)}^{n-1},$$

again we can make this rigorous by a truncation argument. By induction, we conclude that for all integer $n$,

$$\|e^{\hat{U}_\varepsilon}\|_{L^n(\mathbb{T}^d)} \leq e^{M_1}. \tag{3.6}$$

Next, we use these estimates to deduce regularity for $\hat{U}_\varepsilon$. By Calderón-Zygmund estimates for the Poisson equation,

$$\|\hat{U}_\varepsilon\|_{W^{2,n}(\mathbb{T}^d)} \leq C \varepsilon^{-2} \|e^{\hat{U}_\varepsilon} + \hat{U}_\varepsilon\|_{L^n(\mathbb{T}^d)} \leq C \varepsilon^{-2} (e^{2M_1} + 1).$$

By Sobolev embedding with $n$ sufficiently large, for any $\alpha \in (0,1)$,

$$\|\hat{U}_\varepsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C \varepsilon^{-2} (e^{2M_1} + 1).$$
Now assume that for some $\alpha$,
\[
\|\bar{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2.
\]
Then $U_\varepsilon \in C^{0,\alpha}(\mathbb{T}^d)$, with
\[
\|U_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq \|\bar{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} + \|\tilde{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2 + C\varepsilon^{-2} (e^{2M_1} + 1).
\]
Since
\[
|e^{U_\varepsilon(x)} - e^{U_\varepsilon(y)}| \leq e^{\max\{U_\varepsilon(x),U_\varepsilon(y)\}} |U_\varepsilon(x) - U_\varepsilon(y)|,
\]
it follows that
\[
\|e^{U_\varepsilon}\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq \|U_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \exp \left[C\varepsilon^{-2} (1 + e^{2M_1})\right].
\]
By Schauder estimates [13, Chapter 4],
\[
\|\tilde{U}_\varepsilon\|_{C^{2,\alpha}(\mathbb{T}^d)} \leq C \left(\|\hat{U}_\varepsilon\|_{L^\infty(\mathbb{T}^d)} + \varepsilon^{-2}\|e^{U_\varepsilon} - 1\|_{C^{0,\alpha}(\mathbb{T}^d)}\right)
\leq \left[M_2 + C\varepsilon^{-2} (1 + e^{2M_1})\right] \exp \left[C\varepsilon^{-2} (1 + e^{2M_1})\right].
\]

\[
\begin{proof}
\end{proof}
\]

### 3.2 Stability

We are also interested in the stability of $U_\varepsilon$ with respect to the charge density. We want to prove a quantitative version of [17, Proposition 3.5].

**Proposition 3.4.** For each $i = 1, 2$, let $\bar{U}_\varepsilon^{(i)}$ be a zero-mean solution of
\[
\varepsilon^2 \Delta \bar{U}_\varepsilon^{(i)} = h_i - 1,
\]
where $h_i \in L^\infty \cap L^{(d+2)/d}(\mathbb{T}^d)$. Then
\[
\|\nabla \bar{U}_\varepsilon^{(1)} - \nabla \bar{U}_\varepsilon^{(2)}\|_{L^2(\mathbb{T}^d)}^2 \leq \varepsilon^{-4} \max_i \|h_i\|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1,h_2).
\]

Now, in addition, let $\tilde{U}_\varepsilon^{(i)}$ be a solution of
\[
\varepsilon^2 \Delta \tilde{U}_\varepsilon^{(i)} = e^{U_\varepsilon^{(i)}} + \bar{U}_\varepsilon^{(i)} - 1.
\]
Then
\[
\|\nabla \bar{U}_\varepsilon^{(1)} - \nabla \bar{U}_\varepsilon^{(2)}\|_{L^2(\mathbb{T}^d)}^2 \leq \exp_2 \left[C_d \varepsilon^{-2} \left(1 + \max_i \|h_i\|_{L^{(d+2)/d}(\mathbb{T}^d)}\right)\right] \times \max_i \|h_i\|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1,h_2).
\]

For the stability of $\nabla \bar{U}_\varepsilon$, we use a result proved originally by Loeper [28] in the whole space $\mathbb{R}^d$, and adapted to the torus $\mathbb{T}^d$ in [20].

**Lemma 3.5** (Loeper-type estimate for Poisson’s equation). For each $i = 1, 2$, let $\bar{U}_\varepsilon^{(i)}$ be a solution of
\[
\varepsilon^2 \Delta \bar{U}_\varepsilon^{(i)} = h_i - 1,
\]
where $h_i \in L^\infty(\mathbb{T}^d)$. Then
\[
\|\nabla \bar{U}_\varepsilon^{(1)} - \nabla \bar{U}_\varepsilon^{(2)}\|_{L^2(\mathbb{T}^d)}^2 \leq \varepsilon^{-4} \max_i \|h_i\|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1,h_2).
\]
For $\hat{U}_\varepsilon$ we use a version of [17] Lemma 3.7 in which we quantify the dependence of the constants on $\varepsilon$.

**Lemma 3.6.** For each $i = 1, 2$, let $\hat{U}_\varepsilon^{(i)} \in W^{1,2} \cap L^\infty(\mathbb{T}^d)$ be a solution of

$$\varepsilon^2 \hat{\Delta} \hat{U}_\varepsilon^{(i)} = e^{\hat{U}_\varepsilon^{(i)} + \hat{U}_\varepsilon^{(i)}} - 1,$$

for some given potentials $\bar{U}_\varepsilon^{(i)} \in L^\infty(\mathbb{T}^d)$. Then

$$\varepsilon^2 \| \nabla \hat{U}_\varepsilon^{(i)} - \nabla \bar{U}_\varepsilon^{(i)} \|^2_{L^2(\mathbb{T}^d)} \leq C_\varepsilon \| \bar{U}_\varepsilon^{(i)} - \bar{U}_\varepsilon^{(2)} \|^2_{L^2(\mathbb{T}^d)},$$

where $C$ depends on the $L^\infty$ norms of $\bar{U}_\varepsilon^{(i)}$ and $\bar{U}_\varepsilon^{(2)}$. More precisely, $C_\varepsilon$ can be chosen such that

$$C_\varepsilon \leq \exp \left[ C \left( \max_i \| \bar{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} + \max_i \| \bar{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} \right) \right],$$

for some sufficiently large constant $C$, independent of $\varepsilon$.

**Proof.** We look at the equation solved by the difference $\hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)}$. By subtracting the two equations in (3.6), we find that

$$\varepsilon^2 \hat{\Delta} (\hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)}) = e^\hat{U}_\varepsilon^{(1)} + \hat{U}_\varepsilon^{(1)} - e^\hat{U}_\varepsilon^{(2)} + \hat{U}_\varepsilon^{(2)}. \tag{3.9}$$

By assumption, $\hat{U}_\varepsilon^{(i)} \in W^{1,2} \cap L^\infty(\mathbb{T}^d)$. Hence $\hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)}$ may be used as a test function in the weak form of (3.9). We multiply both sides by $\hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)}$, integrate over $\mathbb{T}^d$, and integrate by parts to find

$$-\varepsilon^2 \int_{\mathbb{T}^d} |\nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)}|^2 \, dx = \int_{\mathbb{T}^d} \left( e^{\hat{U}_\varepsilon^{(1)} + \hat{U}_\varepsilon^{(1)}} - e^{\hat{U}_\varepsilon^{(2)} + \hat{U}_\varepsilon^{(2)}} \right) (\hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)}) \, dx.$$

In the proof of [17] Lemma 3.7, we showed that for any $\hat{U}, \hat{V}, \hat{V} \in L^\infty(\mathbb{T}^d)$,

$$-\int_{\mathbb{T}^d} \left( e^{\hat{U}} + e^{\hat{V}} - e^{\hat{U} + \hat{V}} \right) (\hat{U} - \hat{V}) \, dx \leq C_{U,V} \| \hat{U} - \hat{V} \|^2_{L^2(\mathbb{T}^d)},$$

where

$$C_{U,V} \leq \exp \left\{ C \left[ \| \hat{U} \|_{L^\infty(\mathbb{T}^d)} + \| \hat{U} \|_{L^\infty(\mathbb{T}^d)} + \| \hat{V} \|_{L^\infty(\mathbb{T}^d)} + \| \hat{V} \|_{L^\infty(\mathbb{T}^d)} \right] \right\}.$$

Thus

$$\| \nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)} \|^2_{L^2(\mathbb{T}^d)} \leq C_\varepsilon \varepsilon^{-2} \| \hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)} \|^2_{L^2(\mathbb{T}^d)},$$

where

$$C_\varepsilon \leq \exp \left[ C \left( \max_i \| \bar{U}_\varepsilon^{(1)} \|_{L^\infty(\mathbb{T}^d)} + \max_i \| \bar{U}_\varepsilon^{(1)} \|_{L^\infty(\mathbb{T}^d)} \right) \right].$$

**Proof of Proposition 3.4.** It suffices to prove (3.8), since (3.7) follows immediately from Lemma 3.5.

By the Poincaré inequality for zero-mean functions,

$$\| \hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)} \|^2_{L^2(\mathbb{T}^d)} \leq C \| \nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)} \|^2_{L^2(\mathbb{T}^d)}.$$

By Lemma 3.6,

$$\| \nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)} \|^2_{L^2(\mathbb{T}^d)} \leq \varepsilon^{-4} \max_i \| h_i \|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1, h_2).$$
Then, by Lemma 3.6
\[
\|\nabla \tilde{U}_\varepsilon^{(1)} - \nabla \tilde{U}_\varepsilon^{(2)}\|_{L^2(\mathbb{T}^d)}^2 \leq C_\varepsilon \varepsilon^{-6} \max_i \|h_i\|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1, h_2),
\]
for
\[
C_\varepsilon \leq \exp \left[ C \left( \max_i \|\tilde{U}_\varepsilon^{(i)}\|_{L^\infty(\mathbb{T}^d)} + \max_i \|\tilde{U}_\varepsilon^{(i)}\|_{L^\infty(\mathbb{T}^d)} \right) \right].
\]

For the \(L^\infty(\mathbb{T}^d)\) estimates, we use Proposition 3.1
\[
\|\tilde{U}_\varepsilon^{(i)}\|_{L^\infty(\mathbb{T}^d)} \leq C_d \varepsilon^{-2} \left( 1 + \|h_i\|_{L^{\frac{d+2}{d}}} \right)
\]
\[
\|\tilde{U}_\varepsilon^{(i)}\|_{L^\infty(\mathbb{T}^d)} \leq C_d \exp \left[ C_d \varepsilon^{-2} \left( 1 + \|h_i\|_{L^{\frac{d+2}{d}}} \right) \right].
\]
Hence
\[
C_\varepsilon \leq \exp_2 \left[ C_d \varepsilon^{-2} \left( 1 + \max_i \|h_i\|_{L^{\frac{d+2}{d}}} \right) \right],
\]
which implies (8.8).

4 Strong-strong stability

To prove the quasineutral limit, we will need a quantified stability estimate between solutions of the VPME system (1.2). The following proposition is an \(\varepsilon\)-dependent version of [17] Proposition 4.1. We revisit the proof here, keeping track of how all the constants depend on \(\varepsilon\).

Proposition 4.1 (Stability for solutions with bounded density). For \(i = 1, 2\), let \(f^{(i)}_\varepsilon\) be solutions of (1.3) satisfying for some constant \(M\) and all \(t \in [0, T]\),
\[
\rho[f^{(i)}_\varepsilon(t)] \leq M.
\]
Then there exists a constant \(C_\varepsilon\) such that, for all \(t \in [0, T]\),
\[
W_2\left( f^{(1)}_\varepsilon(t), f^{(2)}_\varepsilon(t) \right) \leq \begin{cases} 
C \exp \left[ C \left( 1 + \log \frac{W_2\left( f^{(1)}_\varepsilon(0), f^{(2)}_\varepsilon(0) \right)}{d} \right) e^{-C_\varepsilon t} \right] & \text{if } W_2\left( f^{(1)}_\varepsilon(0), f^{(2)}_\varepsilon(0) \right) \leq d \\
W_2\left( f^{(1)}_\varepsilon(0), f^{(2)}_\varepsilon(0) \right) e^{C_\varepsilon t} & \text{if } W_2\left( f^{(1)}_\varepsilon(0), f^{(2)}_\varepsilon(0) \right) > d.
\end{cases}
\]
If in addition, for some constant \(C_0\),
\[
\sup_{t \in [0, T]}\|f^{(i)}_\varepsilon(t, \cdot, \cdot)\|_{L^\infty_{x,v}} \leq C_0, \quad \sup_{t \in [0, T]} E_\varepsilon[f^{(i)}_\varepsilon(t)] \leq C_0,
\]
then \(C_\varepsilon\) may be chosen to satisfy
\[
C_\varepsilon \leq \exp_2(Ce^{-2})(M + 1).
\]

Proof. The \(W_2\) distance is defined as an infimum over couplings (2.2). Thus it suffices to estimate the \(L^2\) distance corresponding to a particular coupling of \(f^{(1)}_\varepsilon\) and \(f^{(2)}_\varepsilon\). To do this we will first represent \(f^{(i)}_\varepsilon\) as the pushforward of \(f^{(i)}_\varepsilon(0)\) along the characteristic flow induced by \(f^{(i)}_\varepsilon\). That is, consider the following system of ODEs for \(Z^{(i)}_\varepsilon = \left( X^{(i)}_\varepsilon, V^{(i)}_\varepsilon \right) \in \mathbb{T}^d \times \mathbb{R}^d\):
\[
\begin{align*}
X^{(i)}_\varepsilon &= V^{(i)}_\varepsilon, \\
V^{(i)}_\varepsilon &= E^{(i)}_\varepsilon(X^{(i)}_\varepsilon), \\
\quad (X^{(i)}_\varepsilon(0), V^{(i)}_\varepsilon(0)) &= (x, v) = z,
\end{align*}
\]
where the electric field $E^{(i)}_\varepsilon$ is given by

$$E^{(i)}_\varepsilon = -\nabla U^{(i)}_\varepsilon,$$

$$\varepsilon^2 \Delta U^{(i)}_\varepsilon = e^{U^{(i)}_\varepsilon} - \rho^{(i)}_\varepsilon := e^{U^{(i)}_\varepsilon} - \rho[f^{(i)}_\varepsilon].$$

Since $f^{(i)}_\varepsilon$ has bounded mass density, Proposition 3.1 and Lemma 3.2 imply that $E^{(i)}_\varepsilon$ is a log-Lipschitz vector field, with a constant uniform on $[0, T]$. This regularity is enough to imply that there exists a unique solution of (1.2) for every initial condition $z$, resulting in a well-defined characteristic flow. Since the characteristic flow is unique, by [1, Theorem 3.1] the linear Vlasov equation

$$\begin{cases}
\partial_t g + v \cdot \nabla_x g + E^{(i)}_\varepsilon(x) \cdot \nabla_v g = 0,
\end{cases}
$$

has a unique solution. Moreover, this solution can be represented, in weak form, by the relation

$$\int_{\mathbb{T}^d \times \mathbb{R}^d} \phi g_t(dz) = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( Z^{(i)}_t \right) f^{(i)}_\varepsilon(0)(dz),
$$

for all $\phi \in C_b(\mathbb{T}^d \times \mathbb{R}^d)$. Since $f^{(i)}_\varepsilon$ is certainly a solution of (1.3), we deduce that $g = f^{(i)}_\varepsilon$ and so $f^{(i)}_\varepsilon$ has the representation (4.4). We will use this representation to define a coupling between $f^{(1)}_\varepsilon$ and $f^{(2)}_\varepsilon$.

Fix an arbitrary initial coupling $\pi_0 \in \Pi \left[ f^{(1)}_\varepsilon(0), f^{(2)}_\varepsilon(0) \right]$. We define $\pi_t$ to follow the corresponding characteristic flows: for $\phi \in C_b((\mathbb{T}^d \times \mathbb{R}^d)^2)$, let

$$\int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \phi(z_1, z_2) d\pi_t(z_1, z_2) = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \phi \left( Z^{(1)}_t, Z^{(2)}_t \right) d\pi_0(z_1, z_2).
$$

We can verify that $\pi_t$ is indeed a coupling of $f^{(1)}_\varepsilon$ and $f^{(2)}_\varepsilon$ by checking the marginals:

$$\int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \phi(z_t) d\pi_t(z_1, z_2) = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \phi \left( Z^{(i)}_t \right) d\pi_0(z_1, z_2),
$$

$$= \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( Z^{(i)}_t \right) f^{(i)}_\varepsilon(0)(dz),
$$

$$= \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(z) f^{(i)}_\varepsilon(t)(dz).
$$

Next, we define a functional which is greater than (or equal to) the squared Wasserstein distance between $f^{(1)}_\varepsilon$ and $f^{(2)}_\varepsilon$. Let

$$D(t) = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x_1 - x_2|^2 + |v_1 - v_2|^2 d\pi_t(x_1, v_1, x_2, v_2).
$$

Since the Wasserstein distance is an infimum over couplings, while $\pi_t$ is a particular coupling, $D$ must control the squared Wasserstein distance:

$$W^2_2(f^{(1)}_\varepsilon, f^{(2)}_\varepsilon) \leq D.
$$

To prove our stability estimate, it therefore suffices to estimate $D$. We will do this using a Grönwall estimate. Taking a time derivative, we find

$$\dot{D} = 2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left( X^{(1)}_{z_1}(t) - X^{(2)}_{z_2}(t) \right) \cdot \left( V^{(1)}_{z_1}(t) - V^{(2)}_{z_2}(t) \right)
$$

$$+ \left( V^{(1)}_{z_1}(t) - V^{(2)}_{z_2}(t) \right) \cdot \left( E^{(1)}_\varepsilon(X^{(1)}_{z_1}(t)) - E^{(2)}_\varepsilon(X^{(2)}_{z_2}(t)) \right) d\pi_0(z_1, z_2).$$
Using the Cauchy-Schwarz inequality, we obtain

$$
\dot{D} \leq D + \sqrt{D} \left( \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| E_x^{(1)}(X_1^{(1)}(t)) - E_x^{(2)}(X_2^{(2)}(t)) \right|^2 \, d\pi_0(z_1, z_2) \right)^{1/2}.
$$

In other words,

$$
\dot{D} \leq D + \sqrt{D} \left( \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| E_x^{(1)}(x_1) - E_x^{(2)}(x_2) \right|^2 \, d\pi_t(z_1, z_2) \right)^{1/2}.
$$

We split the electric field term into the form

$$
\int_{\mathbb{T}^d \times \mathbb{R}^d} \left| E_x^{(1)}(x_1) - E_x^{(2)}(x_2) \right|^2 \, d\pi_t(z_1, z_2) \leq C \sum_{i=1}^4 I_i,
$$

where

$$
I_1 := \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \tilde{E}_x^{(1)}(x_1) - \tilde{E}_x^{(2)}(x_2) \right|^2 \, d\pi_t, \quad I_2 := \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \bar{E}_x^{(1)}(x_2) - \bar{E}_x^{(2)}(x_2) \right|^2 \, d\pi_t,
$$

$$
I_3 := \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \hat{E}_x^{(1)}(x_1) - \hat{E}_x^{(1)}(x_2) \right|^2 \, d\pi_t, \quad I_4 := \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \hat{E}_x^{(1)}(x_2) - \hat{E}_x^{(2)}(x_2) \right|^2 \, d\pi_t.
$$

**Control of $I_1$:** To estimate $I_1$, observe that by Lemma 3.7

$$
I_1 \leq C \epsilon^{-4} \left\| \rho_x^{(1)} \right\|_{L^\infty(\mathbb{T}^d)}^2 \int_{\mathbb{T}^d \times \mathbb{R}^d} |x_1 - x_2|^2 \left( 1 + \log \left( \frac{\sqrt{d}}{|x_1 - x_2|} \right) \right)^2 \, d\pi_t.
$$

We introduce the function

$$
H(x) := \begin{cases} 
(x \log \frac{x}{16})^2 & \text{if } x \leq d \\
(d \log 16)^2 & \text{if } x > d,
\end{cases}
$$

which is concave on $\mathbb{R}_+$ (see [17, Lemma 4.4]). Then

$$
I_1 \leq C \epsilon^{-4} \left\| \rho_x^{(1)} \right\|_{L^\infty(\mathbb{T}^d)}^2 \int_{\mathbb{T}^d \times \mathbb{R}^d} H\left( |x_1 - x_2|^2 \right) \, d\pi_t.
$$

By Jensen’s inequality,

$$
I_1 \leq C \epsilon^{-4} \left\| \rho_x^{(1)} \right\|_{L^\infty(\mathbb{T}^d)}^2 H\left( \int_{\mathbb{T}^d \times \mathbb{R}^d} |x_1 - x_2|^2 \, d\pi_t \right) \leq C \epsilon^{-4} M^2 H(D).
$$

**Control of $I_2$:** For $I_2$, observe that

$$
I_2 \leq \int_{\mathbb{T}^d} \left| \tilde{E}_x^{(1)}(x) - \tilde{E}_x^{(2)}(x) \right|^2 \, d\pi_0(x) \leq \left\| \rho_x^{(2)} \right\|_{L^\infty(\mathbb{T}^d)} \left\| \tilde{E}_x^{(1)} - \tilde{E}_x^{(2)} \right\|_{L^2(\mathbb{T}^d)}^2.
$$

We apply the Loeper stability estimate (Lemma 3.5) to obtain

$$
I_2 \leq \epsilon^{-4} \max_i \left\| \rho_x^{(i)} \right\|_{L^\infty(\mathbb{T}^d)}^2 W_2^2(\rho_x^{(1)}, \rho_x^{(2)}) \leq C \epsilon^{-4} M^2 D.
$$
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Control of $I_3$: To estimate $I_3$, we recall a regularity estimate on $\hat{U}_\varepsilon^{(1)}$ from Proposition 3.1

$$\|\hat{E}_\varepsilon^{(1)}\|_{C^1(T^d)} \leq \|\hat{U}_\varepsilon^{(1)}\|_{C^2(T^d)} \leq C_d \exp_2 \left( C_{d\varepsilon^{-2}} \left( 1 + \|\rho_\varepsilon^{(1)}\|_{L(d+2)/d(T^d)} \right) \right).$$

Under condition (4.1), by Lemma 2.1,

$$\|\rho_\varepsilon^{(1)}\|_{L(d+2)/d(T^d)} \leq C$$

for some $C$ depending on $C_0$ only. Therefore

$$I_3 \leq \|\hat{E}_\varepsilon^{(1)}\|_{C^1(T^d)}^2 \int_{(T^d \times \mathbb{R}^d)^2} |x_1 - x_2|^2 \, d\pi_t \leq \exp_2 \left( C_{d\varepsilon^{-2}} \right) D,$$

for some $C$ depending on $C_0$ and $d$ only. If (4.1) does not hold, we can use the fact that

$$\|\rho_\varepsilon^{(1)}\|_{L(d+2)/d(T^d)} \leq \|\rho_\varepsilon^{(1)}\|_{L^\infty(T^d)} \leq M$$

and complete the proof in the same way, to find a constant depending on $M$.

Control of $I_4$: First, note that

$$I_4 = \int_{T^d} |\hat{E}_\varepsilon^{(1)}(x) - \hat{E}_\varepsilon^{(2)}(x)|^2 \rho_\varepsilon^{(2)}(dx) \leq \|\rho_\varepsilon^{(2)}\|_{L^\infty(T^d)} \|\hat{E}_\varepsilon^{(1)} - \hat{E}_\varepsilon^{(2)}\|_{L^2(T^d)}^2.$$

We apply the stability estimate on $\hat{E}_\varepsilon^{(1)}$ from Proposition 3.1 to find

$$\|\hat{E}_\varepsilon^{(1)} - \hat{E}_\varepsilon^{(2)}\|_{L^2(T^d)} \leq \exp_2 \left[ C_{d\varepsilon^{-2}} \left( 1 + \max_i \|\rho_\varepsilon^{(i)}\|_{L(d+2)/d(T^d)} \right) \right] \times \max_i \|\rho_\varepsilon^{(i)}\|_{L^\infty(T^d)} W_2^2(\rho_\varepsilon^{(1)}, \rho_\varepsilon^{(2)}).$$

Once again, if condition (4.1) holds then

$$\|\hat{E}_\varepsilon^{(1)} - \hat{E}_\varepsilon^{(2)}\|_{L^2(T^d)} \leq \exp_2 \left( C_{d\varepsilon^{-2}} \right) \max_i \|\rho_\varepsilon^{(i)}\|_{L^\infty(T^d)} W_2^2(\rho_\varepsilon^{(1)}, \rho_\varepsilon^{(2)}),$$

for some $C$ depending on $C_0$ and $d$ only. Thus

$$I_4 \leq \exp_2 \left( C_{d\varepsilon^{-2}} \right) M^2 D.$$

Altogether we find that

$$\dot{D} \leq \begin{cases} C_\varepsilon D \left( 1 + |\log \frac{D}{16d} | \right) & \text{if } D < d \\ C_\varepsilon (1 + \log 16) D & \text{if } D \geq d. \end{cases}$$

If (4.1) holds, then $C_\varepsilon$ may be chosen to satisfy

$$C_\varepsilon \leq C_{d\varepsilon^{-2}} M + \exp_2 \left( C_{d\varepsilon^{-2}} \right) + \exp_2 \left( C_{d\varepsilon^{-2}} \right) M \leq \exp_2 \left( C_{d\varepsilon^{-2}} \right) (M + 1).$$

We conclude that

$$D(t) \leq C \exp \left[ \left( 1 + \log \frac{D(0)}{16d} \right) e^{-C_\varepsilon t} \right]$$

as long as $D \leq d$; if $D > d$ then

$$D(t) \leq (d \vee D(0)) e^{C_\varepsilon (1 + \log 16) t}. \quad \square$$
5 Growth estimates

In this section we will study how the support of a solution of the VPME system grows in time. This argument is very much dimension dependent and we shall present two different proofs for the two and three dimensional case, respectively in Sections 5.1 and 5.2. The result we obtain is the following:

Proposition 5.1 (Mass bounds). Let \( f_\varepsilon \) be a solution of (1.3) satisfying for some constant \( C_0 \),

\[
\| f_\varepsilon \|_{L^\infty([0,T] \times \mathbb{T}^d \times \mathbb{R}^d)} \leq C_0, \quad \sup_{t \in [0,T]} \mathcal{E}_\varepsilon[f_\varepsilon(t)] \leq C_0.
\]

Assume that \( \rho_{f_\varepsilon} \in L^\infty([0,T]; L^\infty(\mathbb{T}^d)) \). Let \( R_0 \) be any constant such that the support of \( f_\varepsilon(0, \cdot, \cdot) \) is contained in \( \mathbb{T}^d \times B_{\mathbb{R}^d}(0, R_0) \).

(i) If \( d = 2 \), then:

\[
\sup_{t \in [0,T]} \| \rho_{f_\varepsilon}(t) \|_{L^\infty(\mathbb{T}^2)} \leq C_T e^{C_\varepsilon - 2} \left[ R_0 + \varepsilon^{-2} \right]^2.
\]

The constant \( C \) depends on \( C_0 \) only, while \( C_T \) depends on \( C_0 \) and \( T \).

(ii) If \( d = 3 \), then:

\[
\sup_{t \in [0,T]} \| \rho_{f_\varepsilon}(t) \|_{L^\infty(\mathbb{T}^3)} \leq \max \{ T^{-81/8}, C(R_0^3 + e^{C_\varepsilon - 2} T^6) \}.
\]

The constant \( C \) depends on \( C_0 \) only.

5.1 Proof of Proposition 5.1 in the two dimensional case

In this section, we prove an estimate on the mass density \( \rho_{f_\varepsilon} \) in the case \( d = 2 \). Observe first that if the support of \( f_\varepsilon \) is contained in the set \( \mathbb{T}^2 \times B_{\mathbb{R}^2}(0; R_t) \), then

\[
\| \rho_{f_\varepsilon}(t) \|_{L^\infty(\mathbb{T}^2)} \leq C R_t^2,
\]

where \( C \) is a constant depending on \( \| f_\varepsilon(0) \|_{L^\infty(\mathbb{T}^2 \times \mathbb{R}^2)} \). Our argument will rely on controlling the growth of the support of \( f_\varepsilon \). To do this we will find a bound on the growth rate of the velocity component of the characteristic trajectories. Since any characteristic trajectory \((X_t, V_t)\) satisfies

\[
\dot{V}_t = E_\varepsilon(X_t),
\]

we look for a uniform estimate on the electric field \( E_\varepsilon \).

By Proposition 3.1 for the smooth part \( \tilde{E}_\varepsilon \) we have the estimate

\[
\| \tilde{E}_\varepsilon \|_{L^\infty(\mathbb{T}^2)} \leq \exp \left\{ C \varepsilon^{-2} \left( 1 + \| \rho_{\varepsilon} \|_{L^2(\mathbb{T}^2)} \right) \right\} \leq \exp \left( C \varepsilon^{-2} \right),
\]

where the constant \( C \) depends only on a bound on the initial energy. However, for the singular part \( \bar{E}_\varepsilon \), Proposition 3.1 only gives us the estimate

\[
\| \bar{E}_\varepsilon \|_{L^\infty(\mathbb{T}^2)} \leq C \varepsilon^{-2} \left( 1 + \| \rho_{\varepsilon} \|_{L^\infty(\mathbb{T}^2)} \right),
\]

which depends on an \( L^\infty \) bound on the mass density. If we use this estimate in combination with (5.1), this results in a bound on the size of the support of the form

\[
R_t \leq R_0 + \exp \left( C \varepsilon^{-2} t \right) + C \varepsilon^{-2} \int_0^t R_s^2 \, ds.
\]
The solution of the ODE
\[ \dot{y} = C(1 + y^2) \]
blows up in finite time and so the differential inequality \[\text{(3.2)}\] is not enough to imply a bound on \(R_t\). We need to use a more careful estimate on \(E_\varepsilon\). In dimension two, we can make use of the fact that the conservation of energy gives us a uniform bound on \(\|\rho\|_{L^2(T^2)}\), by Lemma 2.3 and use an interpolation argument.

**Lemma 5.2.** Let \(\rho \in L^1 \cap L^\infty(T^2)\) satisfy the bounds
\[ \|\rho\|_{L^1(T^2)} = 1, \quad \|\rho\|_{L^2(T^2)} \leq C_0, \quad \|\rho\|_{L^\infty(T^2)} \leq M. \]
Let \(E_\varepsilon = -\nabla U_\varepsilon\), where \(U_\varepsilon\) is the unique \(W^{1,2}(T^2)\) solution of the Poisson equation
\[ \varepsilon^2 \Delta U_\varepsilon = 1 - \rho. \]
Then there exists a constant \(C\) depending only on \(C_0\) such that
\[ \|E_\varepsilon\|_{L^\infty(T^2)} \leq C \varepsilon^{-2} \left(1 + \|\log M\|^{1/2}\right). \]

**Proof.** We use the representation
\[ E_\varepsilon = K * (\rho - 1) = C \varepsilon^{-2} \int_{T^2} \frac{x - y}{|x - y|^2} (\rho(y) - 1) \, dy + \varepsilon^{-2} K_0 * (\rho - 1), \]
where \(K_0\) is a \(C^1(T^2)\) function. By Young’s inequality,
\[ \|K_0 * (\rho - 1)\|_{L^\infty(T^2)} \leq \|K_0\|_{L^\infty(T^2)} \|\rho - 1\|_{L^1(T^2)} \leq C. \]
We split the integral term into a part where \(|x - y|\) is small and a part where \(|x - y|\) is large:
\[
\int_{T^2} \frac{x - y}{|x - y|^2} (\rho(y) - 1) \, dy = \int_{|x - y| \leq t} \frac{x - y}{|x - y|^2} (\rho(y) - 1) \, dy + \int_{|x - y| > t} \frac{x - y}{|x - y|^2} (\rho(y) - 1) \, dy.
\]
For the part where \(|x - y|\) is large, we use Young’s inequality with the \(L^2\) control on \(\rho:\)
\[
\left| \int_{|x - y| \geq t} \frac{x - y}{|x - y|^2} (\rho(y) - 1) \, dy \right| \leq \left| \int_{|x - y| \geq t} \frac{1}{|x - y|} |\rho(y) - 1| \, dy \right|
\leq \left| \int_{|x| \geq t} \frac{1}{|x|} 1_{|x| \geq t} * |\rho - 1| \right|_{L^\infty(T^2)}^{1/2}
\leq \left( \int_{|x| \geq t} \frac{1}{|x|^2} \, dx \right)^{1/2} \|\rho - 1\|_{L^2(T^2)}
\leq C (C_0 + 1) |\log t|^{1/2}.
\]
Where \(|x - y|\) is small, we use Young’s inequality with the \(L^\infty\) control on \(\rho:\)
\[
\left| \int_{|x - y| \leq t} \frac{x - y}{|x - y|^2} (\rho(y) - 1) \, dy \right| \leq \left| \int_{|x - y| \leq t} \frac{1}{|x - y|} |\rho(y) - 1| \, dy \right|
\leq \left| \int_{|x| \leq t} \frac{1}{|x|} 1_{|x| \leq t} * |\rho - 1| \right|_{L^\infty(T^2)}
\leq \|\rho - 1\|_{L^\infty(T^2)} \int_{|x| \leq t} \frac{1}{|x|^2} \, dx
\leq CMl.
\]
Altogether we obtain
\[ \| \bar{E}_{\epsilon} \|_{L^{\infty}(T^2)} \leq C \varepsilon^{-2} \left[ 1 + C_0 | \log t |^{1/2} + Ml \right]. \]

We choose \( l = M^{-1} \) and conclude that
\[ \| \bar{E}_{\epsilon} \|_{L^{\infty}(T^2)} \leq C \varepsilon^{-2} \left( 1 + | \log M |^{1/2} \right), \]
where \( C \) depends on \( C_0 \) only.

By using this estimate, we can deduce a differential inequality on \( R_t \) that can be closed.

**Lemma 5.3.** Let \( f_{\epsilon} \) be a solution of (1.3) with bounded energy and compact support contained in \( T^2 \times B_{R^2}(0; R_t) \) at time \( t \). Then \( R \) satisfies the estimate
\[ R_t \leq e^{C \varepsilon^{-2} t} \left( 1 + R_0 + (\log t \vee 0) \right). \]

**Proof.** We consider the velocity coordinate \( V_t(x, v) \) of an arbitrary characteristic trajectory starting from \((x, v)\) at time \( t = 0\). We have
\[ |V_t(x, v)| \leq |v| + \int_0^t \| E_{\epsilon} \|_{L^{\infty}(T^2)} \, ds \]
\[ \leq |v| + \int_0^t \| \hat{E}_{\epsilon} \|_{L^{\infty}(T^2)} + \| \bar{E}_{\epsilon} \|_{L^{\infty}(T^2)} \, ds \]
\[ \leq |v| + \int_0^t \exp \left( C \varepsilon^{-2} \right) + C \varepsilon^{-2} \left( 1 + | \log R_s |^{1/2} \right) \, ds. \]

The size of the support is controlled by the modulus of the furthest-reaching characteristic trajectory that starts within the support of \( f_{\epsilon}(0) \):
\[ R_t \leq \sup_{(x, v) \in T^2 \times B_{R^2}(0; R_0)} |V_t(x, v)| \]
\[ \leq \sup_{(x, v) \in T^2 \times B_{R^2}(0; R_0)} \left\{ |v| + \int_0^t \exp \left( C \varepsilon^{-2} \right) + C \varepsilon^{-2} \left( 1 + | \log R_s |^{1/2} \right) \, ds \right\} \]
\[ \leq R_0 + \int_0^t \exp \left( C \varepsilon^{-2} \right) + C \varepsilon^{-2} | \log R_s |^{1/2} \, ds. \]

We compare this with the function
\[ z(t) = (1 + 2C t) \left[ R_0 + \log(1 + 2C t) \right]. \]

By [173] Lemma A.1, this satisfies
\[ \dot{z} \geq C(1 + \log(1 + z)). \]

We deduce that
\[ R_t \leq e^{C \varepsilon^{-2} t} \left( \varepsilon^{-2} + R_0 + (\log t \vee 0) \right). \]

**Proof of Proposition 5.1, case \( d = 2 \).** We combine Lemma 5.3 with the elementary estimate (5.1): for all \( t \in [0, T] \),
\[ \| \rho_{\epsilon}(t) \|_{L^{\infty}(T^2)} \leq C R_t^2 \]
\[ \leq e^{C \varepsilon^{-2} t} \left( \varepsilon^{-2} + R_0 + (\log t \vee 0) \right)^2 \]
\[ \leq C T e^{C \varepsilon^{-2} \left( R_0 + \varepsilon^{-2} \right)^2}. \]
5.2 Proof of Proposition 5.1 in the three dimensional case

In this section, we prove a mass bound in the case $d = 3$. In this case, the conservation of energy gives us a uniform bound on $\|\rho_\varepsilon\|_{L^{5/3}(T^3)}$. This integrability is not enough to allow us to use the elementary interpolation approach that we used in the two dimensional case. Instead, we will adapt estimates devised by Batt and Rein [3] for the classical Vlasov-Poisson equation on $T^3 \times \mathbb{R}^3$. We used this approach in [17] to prove the existence of solutions of the VPME system with bounded density. Here we focus on identifying how the bounds on $\|\rho_\varepsilon\|_{L^\infty(T^3)}$ depend on $\varepsilon$.

As in the two dimensional case, Batt and Rein’s argument relies on controlling the mass density using the characteristic trajectory with velocity component of greatest Euclidean norm starting within the support of $f_\varepsilon(0)$ at time zero. They prove a bootstrap estimate on the convolution integral defining the singular part of the electric field. We recall this estimate in the following technical lemma.

**Lemma 5.4.** Let $(X(t; s, x, v), V(t; s, x, v))$ denote the solution at time $t$ of an ODE

\[
\begin{pmatrix}
\dot{X}(t) \\
V(t)
\end{pmatrix} = a(X(t), V(t)), \quad \begin{pmatrix}
X(s) \\
V(s)
\end{pmatrix} = \begin{pmatrix}
x \\
v
\end{pmatrix},
\]

where $a$ is of the form

\[
a(X, V) = \begin{pmatrix}
V \\
a_2(X, V)
\end{pmatrix}.
\]

Assume that $f = f(t, x, v)$ is the pushforward of $f_0$ along the associated characteristic flow; that is, for all $\phi \in C_b(T^3 \times \mathbb{R}^3)$,

\[
\int_{T^3 \times \mathbb{R}^3} f(t, x, v) \phi(x, v) \, dx \, dv = \int_{T^3 \times \mathbb{R}^3} f(s, x, v) \phi(X(t; s, x, v), V(t; s, x, v)) \, dx \, dv,
\]

and that $f$ is bounded with a uniformly bounded second moment in velocity:

\[
\|f\|_{L^\infty([0,T] \times T^3 \times \mathbb{R}^3)} \leq C, \quad \sup_{t \in [0,T]} \|f(t)|^2\|_{L^1(T^3 \times \mathbb{R}^3)} \leq C.
\]

Define the quantities $h_\rho, h_\eta$ by

\[
h_\rho(t) := \sup\{\|\rho_{\varepsilon}(s)\|_{L^\infty(T^3)}; 0 \leq s \leq t\}
\]

\[
h_\eta(t, \Delta) := \sup\{|V(t_1, \tau, x, v) - V(t_2, \tau, x, v)|; 0 \leq t_1, t_2, \tau \leq t, |t_1 - t_2| \leq \Delta, (x, v) \in T^3 \times \mathbb{R}^3\}.
\]

Assume that there exists $C_\star > 1$ such that

\[
h_\eta(t, \Delta) \leq C_\star h_\rho(t)^{\beta} \Delta. \tag{5.3}
\]

Then for all $t_1 < t_2 \leq t$, if

\[
h_\rho(t)^{-\beta/2} \leq \Delta \leq t
\]

then

\[
\int_{t_1}^{t_2} \int_{T^3} |X(s) - y|^{-2} \rho_{\varepsilon}(s, y) \, dy \, ds \leq C C_\star^{4/3} \left(h_\rho(t)^{2\beta/3} + h_\rho(t)^{1/6}\right) \Delta.
\]

We complete the proof of Proposition 5.1 by combining Lemma 5.4 with the estimates on $\hat{E}_\varepsilon$ from Proposition 3.1.
Proof of Proposition 5.1. For any characteristic trajectory \((X_t, V_t)\), we have for any \(0 \leq t_1 < t_2 \leq T\),

\[ |V_{t_1} - V_{t_2}| \leq \int_{t_2}^{t_1} |E_\varepsilon(X_s)| \, ds. \]

We can write the total force \(E_\varepsilon\) in the form

\[ E_\varepsilon(x) = \varepsilon^{-2}[K_0 * (\rho_\varepsilon - 1)](x) + C\varepsilon^{-2} \int_{\mathbb{T}^3} \frac{x - y}{|x - y|^3} \rho_\varepsilon(y) \, dy + \bar{E}_\varepsilon. \]

Since \(K_0\) is a \(C^1(\mathbb{T}^3)\) function and \(\rho_\varepsilon\) has unit mass, the first term satisfies the bound

\[ |\varepsilon^{-2}[K_0 * (\rho_\varepsilon - 1)](x)| \leq \varepsilon^{-2} \|K_0\|_{L_\infty(\mathbb{T}^3)} \|\rho_\varepsilon - 1\|_{L_1(\mathbb{T}^3)} \leq C\varepsilon^{-2}. \]

For the last term, we use Proposition 3.1:

\[ |\bar{E}_\varepsilon| \leq \exp \left[ C \left( 1 + \|\rho_\varepsilon\|_{L^{5/3}(\mathbb{T}^3)} \right) \right] \leq \exp (C\varepsilon^{-2}). \]

Therefore,

\[ |V_{t_1} - V_{t_2}| \leq \int_{t_2}^{t_1} \left[ \exp (C\varepsilon^{-2}) + C\varepsilon^{-2} \int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_\varepsilon(y) \, dy \right] \, ds. \quad (5.4) \]

From [5] we have the estimate

\[ \int_{\mathbb{T}^3} |x - y|^{-2} \rho_\varepsilon(s, y) \, dy \leq C \|\rho_\varepsilon(s, \cdot)\|_{L^{5/3}(\mathbb{T}^3)}^{5/9} \|\rho_\varepsilon(s, \cdot)\|_{L_\infty(\mathbb{T}^3)}^{4/9} \leq C \|\rho_\varepsilon(s, \cdot)\|_{L_\infty(\mathbb{T}^3)}^{4/9}, \]

where \(C\) depends only on \(\|f_\varepsilon(0)\|_{L_\infty(\mathbb{T}^3 \times \mathbb{R}^3)}\) and the initial energy. Alternatively, by an elementary argument we can prove the estimate

\[ \int_{\mathbb{T}^3} |x - y|^{-2} \rho_\varepsilon(s, y) \, dy \leq C \|\rho_\varepsilon(s, \cdot)\|_{L_\infty(\mathbb{T}^3)}^{4/9 + \eta}, \]

for any \(\eta > 0\); see [17] Remark 5.7. The choice of exponent does not affect the number of iterations used in the next part of the proof.

By (5.4), we have

\[ h_\eta(t, \Delta) \leq \left( C\varepsilon^{-2} h_\rho(t)^{\frac{6}{10}} + e^{C\varepsilon^{-2}} \right) \Delta. \]

Since \(\rho_\varepsilon\) has total mass 1, \(h_\rho \geq 1\). Thus

\[ h_\eta(t, \Delta) \leq e^{C\varepsilon^{-2}} \Delta h_\rho(t)^{\frac{6}{10}}. \]

This means that condition (5.3) is satisfied with \(C_* = e^{C\varepsilon^{-2}}\). We apply Lemma 5.4 to improve our bound on

\[ \int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_\varepsilon(y) \, dy \leq C C_*^{4/3} \left( h_\rho(t)^{\frac{6}{10}} + h_\rho(t)^{1/6} \right) \Delta. \]

Feeding this new estimate into (5.4), we obtain

\[ h_\eta(t, \Delta) \leq C\varepsilon^{-2} C_*^{4/3} \left( h_\rho(t)^{\frac{6}{10}} + h_\rho(t)^{1/6} \right) \Delta + (C\varepsilon^{-2} + Ce^{C\varepsilon^{-2}}) \Delta \leq C\varepsilon^{-2} h_\rho(t)^{\frac{6}{10}} \Delta, \]
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as long as
\[ h_\rho(t)^{-2/9} \leq \Delta \leq t. \]

We will iterate this process until we achieve the lowest possible exponent for \( h_\rho \), i.e. \( \frac{1}{6} \).

Applying Lemma 5.4 a second time, we obtain
\[
\int_{T^d} |X(s) - y|^{-2} \rho_\epsilon(y) \, dy \leq C C_*^{4/3} \left( h_\rho(t)^{\frac{2}{3} \frac{\Delta}{\rho}} + h_\rho(t)^{1/6} \right) \Delta,
\]
with \( C_* = e^{C \epsilon^{-2}}, \) provided that
\[ h_\rho(t)^{-4/27} \leq \Delta \leq t, \]
and therefore
\[ h_\rho(t; \Delta) \leq C \epsilon^{-2} C_*^{4/3} \left( h_\rho(t)^{\frac{2}{3} \frac{\Delta}{\rho}} + h_\rho(t)^{1/6} \right) \Delta + (C \epsilon^{-2} + C e^{C \epsilon^{-2}}) \Delta \leq e^{C \epsilon^{-2}} h_\rho(t)^{\frac{16}{9}} \Delta. \]

Applying Lemma 5.4 once more, we obtain
\[
\int_{T^d} |X(s) - y|^{-2} \rho_\epsilon(y) \, dy \leq C C_*^{4/3} \left( h_\rho(t)^{\frac{2}{3} \frac{\Delta}{\rho}} + h_\rho(t)^{1/6} \right) \Delta,
\]
with \( C_* = e^{C \epsilon^{-2}}, \) provided that
\[ h_\rho(t)^{-8/81} \leq \Delta \leq t, \]
and therefore
\[ h_\rho(t; \Delta) \leq C \epsilon^{-2} C_*^{4/3} \left( h_\rho(t)^{\frac{2}{3} \frac{\Delta}{\rho}} + h_\rho(t)^{1/6} \right) \Delta + (C \epsilon^{-2} + C e^{C \epsilon^{-2}}) \Delta \leq e^{C \epsilon^{-2}} h_\rho(t)^{\frac{1}{3}} \Delta, \quad (5.5) \]
since \( \frac{32}{243} < \frac{1}{6} \) and \( h_\rho \geq 1 \).

Finally, we use this new growth estimate on characteristic trajectories to control the mass density. Assuming that \( f_\epsilon(0) \) is supported in \( T^d \times B_{\mathbb{R}^d}(0; R_t) \), we have
\[ h_\rho \leq C \|f_\epsilon\|_{L^\infty(T^d \times \mathbb{R}^d)} (R_0 + h_\eta(t, t))^3 \]
Since we work with \( L^\infty(T^d \times \mathbb{R}^d) \) solutions, we have a uniform bound on \( \|f_\epsilon\|_{L^\infty(T^d \times \mathbb{R}^d)} \) depending only on the initial data. Therefore, using \( (5.3) \), we find that if \( h_\rho(t)^{-8/81} \leq t, \)
\[ h_\rho \leq C (R_0 + h_\eta(t, t))^3 \leq C \left( R_0 + e^{C \epsilon^{-2}} h_\rho(t)^{\frac{1}{3}} t \right)^3 \leq C R_0^3 + e^{C \epsilon^{-2}} h_\rho(t)^{1/2} t^3 \leq C R_0^3 + \frac{(e^{C \epsilon^{-2}} t^3)^2 + h_\rho(t)}{2}. \]
Hence
\[ h_\rho \leq C \left( R_0^3 + e^{C \epsilon^{-2}} t^6 \right). \]
If instead \( h_\rho(t)^{-8/81} \geq t, \) then
\[ h_\rho(t) \leq t^{-\frac{81}{32}}. \]
Therefore, we may conclude that
\[ h_\rho(t) \leq \max\{t^{-81/8}, C(R_0^3 + e^{C \epsilon^{-2}} t^6)\}. \]
6 Quasineutral limit: proof of Theorem 2.7

In this section we will prove Theorem 2.7. The main idea is to consider the unique bounded density solution \( g_\varepsilon \) of the VPME system (1.3) with initial datum \( g_\varepsilon(0) \). Since \( g_\varepsilon(0) \) is compactly supported, a bounded density solution exists by [17, Theorem 2.4] and is unique by [17, Theorem 2.3], so \( g_\varepsilon \) is well defined. We will use \( g_\varepsilon \) as a stepping stone between \( f_\varepsilon \) and a solution \( g \) of the KIE system (1.4).

Proof of Theorem 2.7. Let \( g_\varepsilon \) denote the solution of (1.3) with data \( g_\varepsilon(0) \). We will use \( g_\varepsilon \) to interpolate between the solution \( f_\varepsilon \) of (1.3) starting from \( f_\varepsilon(0) \) and the solution \( g \) of (1.4) starting from \( g(0) \). By the triangle inequality,

\[
W_1(f_\varepsilon(t), g(t)) \leq W_1(f_\varepsilon(t), g_\varepsilon(t)) + W_1(g_\varepsilon(t), g(t)).
\]

(6.1)

The quasineutral limit for the VPME system (1.3) with uniformly analytic data can be proved using the methods of Grenier [16], with the modifications for the massless electrons case described in [21, Proposition 4.1]. Grenier’s result gives an \( H^s \) convergence of a representation of the VP system as a multi-fluid pressureless Euler system. In [21, Corollary 4.2], it is shown how this implies convergence in \( W_1 \). Since the initial data \( g_\varepsilon(0) \) satisfy Grenier’s assumptions, there exists a solution \( g \) of (1.4) on a time interval \([0, T^*_\varepsilon]\) with initial data \( g(0) \) such that

\[
\lim_{\varepsilon \to 0} \sup_{t \in [0, T^*_\varepsilon]} W_1(g_\varepsilon(t), g(t)) = 0.
\]

(6.2)

To deal with the first term of (6.1), we use a stability estimate around \( g_\varepsilon \) for the VPME system. By Proposition 4.1,

\[
W_1(f_\varepsilon(t), g_\varepsilon(t)) \leq \begin{cases} C \exp \left[ C \left( 1 + \log \frac{W_2(f_\varepsilon(0), g_\varepsilon(0))}{4\sqrt{d}} \right) \right] e^{-C_\varepsilon t} & \text{if } W_2(f_\varepsilon(0), g_\varepsilon(0)) \leq d \\
W_2(f_\varepsilon(0), g_\varepsilon(0)) e^{C_\varepsilon t} & \text{if } W_2(f_\varepsilon(0), g_\varepsilon(0)) > d.
\end{cases}
\]

(6.3)

where \( C_\varepsilon \) may be chosen to satisfy

\[
C_\varepsilon \leq \exp_2(C\varepsilon^{-2})(M + 1).
\]

for any \( M \) satisfying

\[
\sup_{[0, T^*_\varepsilon]} \|\rho_{f_\varepsilon}(t)\|_{L^\infty_x}, \quad \sup_{[0, T^*_\varepsilon]} \|\rho_{g_\varepsilon}(t)\|_{L^\infty_x} \leq M.
\]

By Proposition 5.1 we may take \( M \) such that

\[
M \leq C e^{C\varepsilon^{-2}}.
\]

The constant \( C \) depends on \( T^*_\varepsilon, C_0, \) the dimension \( d, \) and \( C_1, \) the rate of growth of the initial support. We emphasise again that the appearance of an exponential rate here is a consequence of the form of the equation rather than because condition (2.3) allows fast growth of the initial support. It follows that we may estimate

\[
C_\varepsilon t \leq C \exp_2(C\varepsilon^{-2})
\]

for all \( t \in [0, T^*_\varepsilon] \). Hence we have convergence if

\[
\frac{\log \frac{W_2(f_\varepsilon(0), g_\varepsilon(0))}{4\sqrt{d}}}{\exp_2(C\varepsilon^{-2})} \to \infty
\]
as $\varepsilon$ tends to zero. This holds if
\[ W_2(f_\varepsilon(0), g_\varepsilon(0)) \leq (\exp 4(C\varepsilon^{-2}))^{-1} \]
for sufficiently large $C$. In this case, it follows by (6.3) that
\[ \lim_{\varepsilon \to 0} \sup_{t \in [0,T_\varepsilon]} W_1(f_\varepsilon(t), g_\varepsilon(t)) = 0. \]
Combined with (6.2) and (6.1), this completes the proof.

7 Mean field limit: proof of Theorem 2.9

In this section we will prove Theorem 2.9. Recall that we want to show that the empirical measure $\mu^N_r$ corresponding to a solution of the regularised particle system (2.5) converges to a solution $f$ of (1.2), in the Wasserstein sense:
\[ \sup_{t \in [0,T]} W_2(f(t), \mu^N_r(t)) \to 0, \]
provided that the initial data $\mu^N_r(0)$ converge sufficiently fast to $f(0)$.

The key observation is that the particle system (2.5) is constructed such that for each $N$, $\mu^N_r$ is a weak solution of a regularised version of the VPME system:
\[
\begin{aligned}
\partial_t f_r + v \cdot \nabla_x f_r + E_r \cdot \nabla_v f_r &= 0, \\
E_r &= -\chi_r \ast \nabla U_r, \\
\Delta U_r &= e^{U_r} - \chi_r \ast \rho[f_r], \\
f_r|_{t=0} &= f(0) \geq 0, \\
\int_{\mathbb{T}^d \times \mathbb{R}^d} f(0) \, dx \, dv &= 1.
\end{aligned}
\]
(7.1)
The convergence of $\mu^N_r$ to $f$ is therefore a kind of stability result, in two stages.

First, as $N$ tends to infinity with $r$ fixed, $\mu^N_r$ converges to $f_r$, the solution of (7.1) with initial datum $f(0)$. This holds because the force in (7.1) is regular enough that the equation has a stability property even in the class of measures (as investigated for example by Dobrushin [10]). Of course, the rate of this convergence will degenerate in the limit as $r$ tends to zero. Our goal is therefore to quantify this convergence in $W_2$, optimising the constants so as to minimise the rate of blow-up as $r$ tends to zero. This is the key difference between our approach, which is based on [25], and the approach of [10]. We use a weak-strong stability estimate, which holds for initial data converging sufficiently quickly, to improve the dependence of the constants on $r$.

Secondly, in [17] we proved that, if $f(0)$ is bounded and compactly supported, then as $r$ tends to zero, $f_r$ converges to $f$, where $f$ is the unique bounded density solution of the VPME system (1.2) with initial datum $f(0)$. This observation was part of our construction of solutions to (1.2). Our strategy will be to show that this convergence can be quantified in $W_2$, again aiming to optimise the rate.

By combining these two limits, we will identify a regime for the initial data in which $\mu^N_r$ converges to $f$.

7.1 Behaviour of the $W_2$ distance under regularisation

We recall some useful results on the behaviour of Wasserstein distances under regularisation by convolution. See [37, Proposition 7.16] for proofs. Our first observation is that regularising two measures cannot increase the Wasserstein distance between them.
Lemma 7.1. Let $\mu, \nu$ be probability measures, $r > 0$ any positive constant and $\chi_r$ a mollifier as defined in (2.4). Then
\[
W_p(\chi_r * \mu, \chi_r * \nu) \leq W_p(\mu, \nu).
\]

We also have an explicit control on the Wasserstein distance between a measure and its regularisation:

Lemma 7.2. Let $\mu$ be a probability measure and $r > 0$. Let $\chi_r$ be a mollifier as defined in (2.4). Then
\[
W_p(\chi_r * \mu, \mu) \leq r.
\]

If a measure $\nu$ is close to an $L^p$-function in Wasserstein sense, then it is possible to estimate the $L^p$-norm of the regularised measure $\chi_r * \nu$ in a way that exploits this fact. We will use this in our estimates to control the regularised mass density $\chi_r * \rho$. The following estimate is shown for $p = \infty$ in [24, Lemma 4.3], but it is straightforward to adapt it to the case of general $p$.

Lemma 7.3. Let $\nu$ be a probability measure on $\mathbb{T}^d$ and $h \in L^\infty(\mathbb{T}^d)$ a probability density function. Then, for all $r > 0$, $p \in [1, \infty]$, $q \in [1, \infty)$,
\[
\|\chi_r * \nu\|_{L^p(\mathbb{T}^d)} \leq C_d \left(\|h\|_{L^p(\mathbb{T}^d)} + r^{-(q+d)}W_q^p(h, \nu)\right).
\]

7.2 The regularised VPME system

First, we must justify the existence of a unique solution for (7.1), under our assumptions on the initial datum. We recall a well-posedness result from [17, Lemma 6.1].

Lemma 7.4 (Existence of regularised solutions). For every $f(0) \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)$, there exists a unique solution $f_r \in C([0, T]; \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d))$ of (7.1). If $f(0) \in L^p(\mathbb{T}^d \times \mathbb{R}^d)$ for some $p \in [1, \infty]$, then for all $t \in [0, T]$
\[
\|f_r(t)\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)} \leq \|f(0)\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)}.
\]

An important point about the regularisation approach we have chosen is that (7.1) has an associated conserved quantity. This is the regularised energy, defined by
\[
\mathcal{E}_r[f] := \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{1}{2} \int_{\mathbb{T}^d} |\nabla U_r|^2 \, dx + \int_{\mathbb{T}^d} U_r e^{\chi_r} \, dx.
\]

For solutions with bounded mass and finite initial energy, the energy is conserved: if $f_r$ is a solution of (7.1) with finite initial energy and $\rho[f_r] \in L^\infty([0, T]; L^\infty(\mathbb{T}^d))$, then for all $t \in [0, T]$,
\[
\mathcal{E}_r[f_r(t)] = \mathcal{E}_r[f(0)].
\]

Note that $xe^x \geq -e^{-1}$ for all $x \in \mathbb{R}$. Hence if $f_r$ is a solution of (7.1) with finite initial energy and $\rho[f_r] \in L^\infty([0, T]; L^\infty(\mathbb{T}^d))$, then for all $t \in [0, T],$
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f_r(t) \, dx \, dv \leq C \left(\mathcal{E}_r[f(0)] + 1\right).
\]

Thus by Lemma 2.1
\[
\sup_{t \in [0, T]} \|\rho[f_r(t)]\|_{L^\infty(\mathbb{T}^d)} \leq C \left(\mathcal{E}_r[f(0)] + 1\right).
\]

Moreover, the growth estimates in Proposition 5.1 also apply to the regularised system. Hence, if the initial datum is compactly supported then the mass density is bounded on any compact time interval: $\rho \in L^\infty_{\text{loc}}([0, \infty); L^\infty(\mathbb{T}^d))$. In particular solutions of (7.1) beginning from compactly supported data have conserved energy.
7.3 W2 stability for the regularised VPME system

In this section we follow the methods of [25] to prove a weak-strong stability estimate for the regularised equation (7.1) in the Wasserstein distance W2, optimised to degenerate slowly as r tends to zero. This will allow us to use solutions of (7.1) as a bridge between the particle system (2.5) and the VPME system (1.2).

Lemma 7.5 (Weak-strong stability for the regularised equation). For each r > 0, let fr, µr be solutions of (7.1), where the fr have uniformly bounded density and initial energy:

\[ \sup_r \sup_{t \in [0,T]} \| \rho_{fr} \|_{L^\infty(\mathbb{T}^d)} \leq M, \]  \tag{7.4} \]

\[ \sup_r \mathcal{E}_r[fr(0)] \leq C_0, \]  \tag{7.5} \]

for some C0, M > 0. Assume that the initial data satisfy, for some sufficiently large constant C > 0 depending on T, C0, M and d,

\[ \limsup_{r \to 0} \frac{W^2_r(fr(0), \mu_r(0))}{r^{(d+2+C)\log r^{-1/2}}} < 1. \]

Then

\[ \lim_{r \to 0} \sup_{t \in [0,T]} W^2_r(fr(t), \mu_r(t)) = 0. \]

Proof. To lighten the notation, we drop the subscript r from fr and µr. Fix an arbitrary coupling of the initial data π0 ∈ Π(µ0, f0). As in the proof of Proposition 1.1 we define a special coupling that follows the characteristic flow of (7.1).

Consider the following systems of ordinary differential equations:

\[
\begin{align*}
X_{x,v}^{(1)} &= V_{x,v}^{(1)} \\
\dot{V}_{x,v}^{(1)} &= E_r^{(\mu)}(X_{x,v}^{(1)}) \\
(X_{x,v}^{(1)}(0), V_{x,v}^{(1)}(0)) &= (x,v) \\
E_r^{(\mu)} &= -\chi_r \ast \nabla U_r^{(\mu)} \\
\Delta U_r^{(\mu)} &= cU_r^{(\mu)} - \chi_r \ast \rho_{\mu}
\end{align*}
\]

\[
\begin{align*}
\dot{X}_{x,v}^{(2)} &= V_{x,v}^{(2)} \\
\dot{V}_{x,v}^{(2)} &= E_r(f)(X_{x,v}^{(2)}) \\
(X_{x,v}^{(2)}(0), V_{x,v}^{(2)}(0)) &= (x,v) \\
E_r(f) &= -\chi_r \ast \nabla U_r^{(f)} \\
\Delta U_r^{(f)} &= cU_r^{(f)} - \chi_r \ast \rho_f.
\end{align*}
\]

First, we check that unique global solutions exist for both systems. The same argument applies to both µ and f, so we will write it for µ only. Observe that since µ is a probability measure and χr is smooth, χr * ρµ is a function with

\[ \| \chi_r \ast \rho_{\mu} \|_{L^\infty(\mathbb{T}^d)} \leq \| \chi_r \|_{L^\infty(\mathbb{T}^d)}. \]

Hence by the regularity estimates in Proposition 3.1 U_r^{(\mu)} is a C1 function with

\[ \| U_r^{(\mu)} \|_{C^1(\mathbb{T}^d)} \leq \exp \left[ C \left( 1 + \| \chi_r \|_{L^\infty(\mathbb{T}^d)} \right) \right]. \]

Then E_r^{(\mu)} = -\chi_r \ast \nabla U_r^{(\mu)} is a smooth function with bounded derivative

\[ \| E_r^{(\mu)} \|_{C^1(\mathbb{T}^d)} \leq \| \chi_r \|_{C^1(\mathbb{T}^d)} \exp \left[ C \left( 1 + \| \chi_r \|_{L^\infty(\mathbb{T}^d)} \right) \right]. \]

Therefore there is a unique C1 flow corresponding to (7.6).
As we argued in the proof of Proposition \[4.1\], \(\mu\) and \(f\) can be represented as the pushforwards of \(\mu(0)\) and \(f(0)\) respectively along these characteristic flows. That is, for \(\phi \in C_b(\mathbb{T}^d \times \mathbb{R}^d)\) we have

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \, d\mu(t)(x,v) = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( X_{x,v}^{(1)}(t), V_{x,v}^{(1)}(t) \right) \, d\mu(0)(x,v),
\]

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(f(t)) \, dx \, dv = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( X_{x,v}^{(2)}(t), V_{x,v}^{(2)}(t) \right) \, f(0) \, dx \, dv.
\]

We define \(\pi_t\) to be the measure on \((\mathbb{T}^d \times \mathbb{R}^d)^2\) such that for all \(\phi \in C_b \left[ (\mathbb{T}^d \times \mathbb{R}^d)^2 \right]\)

\[
\int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \phi(x_1, v_1, x_2, v_2) \, d\pi_t = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( X_{x_1,v_1}^{(1)}, V_{x_1,v_1}^{(1)}, X_{x_2,v_2}^{(2)}, V_{x_2,v_2}^{(2)} \right) \, d\pi_0. \tag{7.7}
\]

Then \(\pi_t\) is a coupling of \(\mu(t)\) and \(f(t)\). We can see this by using a calculation similar to (4.5) to check the marginals.

Using \(\pi_t\), we define an anisotropic functional \(D\) which controls the squared Wasserstein distance \(W_2^2(f_t, \mu_t)\). For \(\lambda > 0\), let

\[
D(t) = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \lambda^2 |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi_t(x_1, v_1, x_2, v_2). \tag{7.8}
\]

We will choose \(\lambda\) later in order to optimise our eventual rate. We note some relationships between \(D\) and the Wasserstein distance. By Definition 2.2 since \(\pi_t\) is a particular coupling of \(\mu_t\) and \(f_t\), as long as we choose \(\lambda^2 > 1\), we have

\[
W_2^2(\mu_t, f_t) \leq D(t). \tag{7.9}
\]

If we only look at the spatial variables, we can get a sharper estimate:

\[
W_2^2(\rho_{\mu}(t), \rho_{f}(t)) \leq \lambda^{-2} D(t). \tag{7.10}
\]

Since \(\pi_0 \in \Pi(\mu_0, f_0)\) was arbitrary we may take the infimum to obtain

\[
\inf_{\pi_0} D(0) \leq \lambda^2 W_2^2(\mu_0, f_0). \tag{7.11}
\]

We now perform a Grönwall estimate on \(D\). Taking a time derivative, we obtain

\[
\dot{D} = 2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \lambda^2 (x_1 - x_2) \cdot (v_1 - v_2) + (v_1 - v_2) \cdot \left( E_{\pi}^{(\mu)}(x_1) - E_{\pi}^{(f)}(x_2) \right) \, d\pi_t.
\]

Using a weighted Cauchy inequality, we find that for any \(\alpha > 0\),

\[
\dot{D} = \lambda \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \lambda^2 |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi_t
\]

\[
+ \alpha \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |v_1 - v_2|^2 \, d\pi_t + \frac{1}{\alpha} \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| E_{\pi}^{(\mu)}(x_1) - E_{\pi}^{(f)}(x_2) \right|^2 \, d\pi_t.
\]

Therefore

\[
\dot{D} \leq (\alpha + \lambda) D + \frac{C}{\alpha} \sum_{i=1} I_t,
\]
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where

\[ I_1 := \int |\hat{E}_r^{(\mu)}(X_t^{(1)}) - \hat{E}_r^{(\mu)}(X_t^{(2)})|^2 \, d\pi_0, \quad I_2 := \int |\hat{E}_r^{(f)}(X_t^{(1)}) - \hat{E}_r^{(f)}(X_t^{(2)})|^2 \, d\pi_0, \]

\[ I_3 := \int |\hat{E}_r^{(\mu)}(X_t^{(1)}) - \hat{E}_r^{(\mu)}(X_t^{(2)})|^2 \, d\pi_0, \quad I_4 := \int |\hat{E}_r^{(f)}(X_t^{(1)}) - \hat{E}_r^{(f)}(X_t^{(2)})|^2 \, d\pi_0. \]

We have again used the decomposition \( \hat{E}_r^{(f)} = \hat{E}_r^{(f)} + \hat{E}_r^{(f)} \), and the analogous form for \( \hat{E}_r^{(\mu)} \).

To estimate these quantities, we first note some basic regularity properties, which follow from Proposition 3.1. First, we wish to control the regularised mass density \( \chi_r \ast \rho_\mu \) with an estimate that behaves well as \( r \) tends to zero. For this we use Lemma 7.3 with \( q = 2 \) and (7.10):

\[
\| \chi_r \ast \rho_\mu \|_{L^p(T^d)} \leq C_d\left( \| \rho_f \|_{L^p(T^d)} + r^{-\frac{(d+2)}{2}} W_2^2(\rho_\mu, \rho_f) \right) \leq C_d \left( \| \rho_f \|_{L^p(T^d)} + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right). \tag{7.12}
\]

We will use this estimate in the cases \( p = \frac{d+2}{d} \) and \( p = \infty \). For \( p = \infty \), by assumption (7.4) we obtain

\[
\| \chi_r \ast \rho_\mu \|_{L^\infty(T^d)} \leq C_d \left( M + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right). \tag{7.13}
\]

For \( p = \frac{d+2}{d} \), by the initial energy assumption (7.15) and (7.3) we have

\[
\| \rho_f \|_{L^{\frac{d+2}{d}}(T^d)} \leq C_d,
\]

where \( C_d \) depends on \( C_0 \) and \( d \). Thus

\[
\| \chi_r \ast \rho_\mu \|_{L^{\frac{d+2}{d}}(T^d)} \leq C_d \left( 1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right). \tag{7.14}
\]

for \( C_d \) depending on \( C_0 \) and \( d \).

We also wish to control the regularity of \( \hat{U}_r^{(\mu)} \). Using (7.14) and Proposition 3.1, we obtain

\[
\| \hat{U}_r^{(\mu)} \|_{C^2(T^d)} \leq C_d \left( 1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right). \tag{7.15}
\]

We estimate \( I_1 \) and \( I_2 \) in the same way as in [25]. For \( I_1 \) we use the regularity estimate

\[
\| \chi_r \ast K \ast h \|_{L^p(T^d)} \leq C \| \log r \| (1 + \| h \|_{L^\infty});
\]

see [25, Lemma 4.2(ii)]. We combine this with the mass density estimate (7.13) to obtain

\[
I_1 \leq C (\log r)^2 \left( M + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right)^2 \lambda^{-2} D. \tag{7.17}
\]

For \( I_2 \), we use Proposition 3.4 and (7.13) to obtain

\[
I_2 \leq CM \left( M + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right) \lambda^{-2} D. \tag{7.18}
\]

For \( I_3 \) we compute:

\[
I_3 = \int_{T^d} |\hat{E}_r^{(\mu)}(X_t^{(1)}) - \hat{E}_r^{(\mu)}(X_t^{(2)})|^2 \, d\pi_0 = \int |\chi_r \ast (\nabla \hat{U}_r^{(\mu)}(x) - \nabla \hat{U}_r^{(\mu)}(y))|^2 \, d\pi_0 \leq \int_{(T^d \times \mathbb{R}^d)^2} \| \chi_r \ast \nabla \hat{U}_r^{(\mu)} \|_{L^p}^2 \| x - y \|^2 \, d\pi_t \leq \int_{(T^d \times \mathbb{R}^d)^2} \| \hat{U}_r^{(\mu)} \|_{C^2(T^d)}^2 \| x - y \|^2 \, d\pi_t. \tag{7.19}
\]
We apply the regularity estimate (7.15) to obtain
\[
I_3 \leq C \exp_2 \left[ C_d (1 + r^{-\alpha} \lambda^{-2} D) \right] \int_{(T^d \times \mathbb{R}^d)^2} |x - y|^2 \, d\pi_t
\leq C \exp_2 \left[ C_d (1 + r^{-\alpha} \lambda^{-2} D) \right] \lambda^{-2} D.
\]

For $I_4$ we compute
\[
I_4 = \int \left| \hat{E}_t^{(f)} (X_t^1) - \hat{E}_t^{(\mu)} (X_t^1) \right|^2 \, d\pi_0 = \int |\chi_r * (\nabla \hat{U}_r^{(f)} (X_t^1)) - \nabla \hat{U}_r^{(\mu)} (X_t^1)|^2 \, d\pi_0
= \int_{T^d} |\chi_r * (\nabla \hat{U}_r^{(f)} (x)) - \nabla \hat{U}_r^{(\mu)} (x)|^2 \rho_f (x) \, dx \leq \|\rho_f\|_{L^\infty (T^d)} \|\nabla \hat{U}_r^{(f)} - \nabla \hat{U}_r^{(\mu)}\|_{L^2 (T^d)} (7.20)
\]

By Proposition 3.4,
\[
\|\nabla \hat{U}_r^{(f)} - \nabla \hat{U}_r^{(\mu)}\|_{L^2 (T^d)}^2 \leq C \exp_2 \left[ C_d (1 + r^{-\alpha} \lambda^{-2} D) \right] \|\hat{U}_r^{(f)} - \hat{U}_r^{(\mu)}\|_{L^2 (T^d)}^2
\leq C \exp_2 \left[ C_d (1 + r^{-\alpha} \lambda^{-2} D) \right] (M + r^{-\alpha} \lambda^{-2} D) \lambda^{-2} D,
\]
thus
\[
I_4 \leq CM \exp_2 \left[ C_d (1 + r^{-\alpha} \lambda^{-2} D) \right] (M + r^{-\alpha} \lambda^{-2} D) \lambda^{-2} D.
\]

We summarise all these bounds as
\[
\hat{D} \leq (\lambda + \alpha) D + \frac{1}{4\alpha} C (1 + |\log r|^2) \left( M + r^{-\alpha} \lambda^{-2} D \right)^2 \lambda^{-2} D \quad (7.21)
+ C \exp_2 \left[ C_d (1 + r^{-\alpha} \lambda^{-2} D) \right] \left( 1 + M (M + r^{-\alpha} \lambda^{-2} D) \right) \lambda^{-2} D.
\]

Unfortunately, this is a nonlinear estimate and so cannot be closed in its current form. To deal with this, we introduce a truncated functional, rescaled to be of order 1:
\[
\hat{D} = 1 \wedge (r^{-\alpha} \lambda^{-2} D)
\]

In terms of this new functional, (7.21) becomes
\[
\frac{d}{dt} \hat{D} \leq (\lambda + \alpha) \hat{D} + \frac{1}{\alpha} C_d \left[ 1 + |\log r|^2 \right] M^2 \lambda^{-2} \hat{D}.
\]

We then optimise the exponent by choosing
\[
\alpha_* = C_d (1 + |\log r|) M \lambda_*^{-1}, \quad \lambda_* = C_d (1 + |\log r|)^{1/2} \sqrt{M}.
\]

Then
\[
\frac{d}{dt} \hat{D} \leq C_d \lambda_* \hat{D}.
\]

From this we deduce
\[
\sup_{t \in [0,T]} \hat{D}(t) \leq \exp(C_d \lambda_* T) \hat{D}(0) \leq r^{-\alpha} \lambda_*^{-2} \exp(C_d \lambda_* T) D(0)
\leq C_d \exp \left[ |\log r| \left( (d + 2) + C_d T \sqrt{M} |\log r|^{-1/2} \right) \lambda_*^{-2} D(0) \right].
\]

In order to use this estimate to control the Wasserstein distance, we need to ensure that for $r$ sufficiently small,
\[
\inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) < 1. \quad (7.23)
\]
If (7.23) holds, then by (7.20), for all \( t \in [0, T] \),
\[
W^2_2(\mu_t, f_t) \leq r^{d+2}\lambda^2_m \inf_{\pi_0} \sup_{t \in [0, T]} \dot{D}(t) \leq r^{d+2}\lambda^2_m \to 0
\]
as \( r \) tends to zero, since \( \lambda^2_m \) only grows like \(|\log r|\) by definition (7.22). Using (7.11), we obtain for any \( \pi_0 \),
\[
\sup_{[0, T]} \dot{D}(t) \leq C_d \exp \left[ |\log r| \left( (d+2) + C_d T \sqrt{M} |\log r|^{-1/2} \right) \right] \lambda^2_m \inf_{\pi_0} D(0)
\]
\[
\leq C_d \exp \left[ |\log r| \left( (d+2) + C_d T \sqrt{M} |\log r|^{-1/2} \right) \right] W^2_2(\mu_0, f_0).
\]
Since we assumed that the initial data satisfy
\[
\limsup_{r \to 0} \frac{W^2_2(\mu_0, f_0)}{r^{d+2+C_d M T |\log r|^{-1/2}}} < 1,
\]
for large \( C_d M T \), (7.23) holds for sufficiently small \( r \). This completes the proof. \( \Box \)

### 7.4 Convergence to the original equation

**Lemma 7.6** (Approximation of (VPME)). Fix \( f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) satisfying a uniform bound on the energy as defined in (7.2):
\[
\sup_r \mathcal{E}_r[f(0)] \leq C_0,
\]
for some \( C_0 > 0 \).

For each \( r > 0 \), let \( f_r \) be a solution of (7.11) with initial datum \( f(0) \). Let \( f \) be a solution of (1.2) with the same initial datum \( f(0) \). Assume that \( (f_r)_{r>0}, f \) have uniformly bounded density:
\[
\sup_r \sup_{t \in [0, T]} \|\rho_{f_r}\|_{L^\infty(\mathbb{T}^d)} \leq M, \quad \sup_{t \in [0, T]} \|\rho_f\|_{L^\infty(\mathbb{T}^d)} \leq M
\]
for some \( M > 0 \). Then
\[
\lim_{r \to 0} \sup_{t \in [0, T]} W^2_2(f(t), f_r(t)) = 0.
\]

**Proof.** We fix an initial coupling \( \pi_0 \in \Pi(f(0), f(0)) \) and construct \( \pi_t \in \Pi(f(t), f_r(t)) \) as in (7.7), using the characteristic flows
\[
\begin{align*}
\dot{X}^{(1)}_{x,v} &= V^{(1)}_{x,v} \\
\dot{V}^{(1)}_{x,v} &= E(X^{(1)}_{x,v}) \\
\langle X^{(1)}_{x,v}(0), V^{(1)}_{x,v}(0) \rangle &= (x, v) \\
E &= -\nabla U \\
\Delta U &= e^U - \rho_f
\end{align*}
\]
\[
\begin{align*}
\dot{X}^{(2)}_{x,v} &= V^{(2)}_{x,v} \\
\dot{V}^{(2)}_{x,v} &= E_r(X^{(2)}_{x,v}) \\
\langle X^{(2)}_{x,v}(0), V^{(2)}_{x,v}(0) \rangle &= (x, v) \\
E_r &= -\chi_r * \nabla U_r \\
\Delta U_r &= e^{U_r} - \chi_r * \rho_{f_r}.
\end{align*}
\]

(7.25)

We define \( D \) as in (7.8). As in Lemma 7.5, we obtain for any \( \alpha > 0 \),
\[
\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha} \sum_{i=1}^4 I_i.
\]
where
\[ I_1 := \int |\tilde{E}_r(X_t^{(1)}) - \tilde{E}_r(X_t^{(2)})|^2 \, d\pi_0, \quad I_2 := \int |\tilde{E}_r(X_t^{(1)}) - \tilde{E}(X_t^{(1)})|^2 \, d\pi_0, \]
\[ I_3 := \int |\tilde{E}_r(X_t^{(1)}) - \tilde{E}_r(X_t^{(2)})|^2 \, d\pi_0, \quad I_4 := \int |\tilde{E}(X_t^{(1)}) - \tilde{E}_r(X_t^{(1)})|^2 \, d\pi_0. \]

For \( I_1 \) we use the regularity estimate \((7.16)\) to deduce
\[ I_1 \leq |\log r|^2 M^2 \int |X_t^{(1)} - X_t^{(2)}|^2 \, d\pi_0 \leq |\log r|^2 M^2 \lambda^{-2} D. \] (7.26)

For \( I_2 \) we use the stability estimate from Lemma 7.3
\[ \|\nabla U - \nabla \tilde{U}_r\|_{L^2(T^d)} \leq \sqrt{M} W_2(\chi_r \ast \rho_f, \rho_f). \]

By Lemma 7.2
\[ W_2(\chi_r \ast \rho_f, \rho_f) \leq r + W_2(\rho_f, \rho_f). \]
Hence
\[ \|\nabla U - \nabla \tilde{U}_r\|_{L^2(T^d)} \leq \sqrt{M} (r + \lambda^{-1} \sqrt{D}). \] (7.27)

We account for the extra regularisation by elementary methods: first, for \( g \in C^1(T^d) \),
\[ \|g - \chi_r * g\|_{L^2(T^d)}^2 = \int_{T^d} \left| \int_{T^d} \chi_r(y) [g(x) - g(x - y)] \, dy \right|^2 \, dx \]
\[ \leq \int_{T^d} \left| \int_0^1 \int_{T^d} -y \chi_r(y) \nabla g(x - hy) \, dh \, dy \right|^2 \, dx. \]
Hence, by Jensen’s inequality applied to the probability measure \( \chi_r(y) \, dy \, dh \) on \( T^d \times [0, 1] \),
\[ \|g - \chi_r * g\|_{L^2(T^d)}^2 \leq \int_0^1 \int_{T^d} |y|^2 \chi_r(y) \int_{T^d} |\nabla g(x - hy)|^2 \, dx \, dy \, dh \]
\[ \leq r^2 \|\nabla g\|_{L^2(T^d)}^2 \int_{T^d} |y|^2 \chi_1(y) \, dy \leq C r^2 \|\nabla g\|_{L^2(T^d)}^2. \] (7.28)

This estimate extends by density to \( g \in W^{1,2}(T^d) \).

Next, standard estimates for the Poisson equation and \( L^p \) interpolation inequalities imply that
\[ \|\nabla^2 U_r\|_{L^2(T^d)} \leq C \|\rho_f\|_{L^2(T^d)} \leq C \|\rho_f\|_{L^{d+2}(T^d)}^2 \|\rho_f\|_{L^{4+2}(T^d)} \leq C M^{d+2}, \] (7.29)

since by \((7.24)\) and \((7.30)\) we have
\[ \|\rho_f\|_{L^{4+2}(T^d)} \leq C \] (7.30)
for some \( C \) depending on \( d \) and \( C_0 \) only.

Therefore, using \((7.28)\),
\[ \|\nabla U_r - \chi_r * \nabla \tilde{U}_r\|_{L^2(T^d)} \leq C \|\nabla^2 U_r\|_{L^2(T^d)} r \leq C M^{d+2} r, \]
and we conclude that
\[ I_2 \leq CM^2 (r + \lambda^{-1} \sqrt{D})^2. \]

The term \( I_3 \) is estimated like \( I_1 \), using the regularity estimate from Proposition \( 3.1 \) and \((7.30)\):
\[ \|\tilde{U}_r\|_{C^{2,\alpha}(T^d)} \leq C. \]
where $C$ depends only on the constant $C_0$ controlling the initial energy in (7.24). We obtain

$$I_3 \leq C \int |X_t^{(1)} - X_t^{(2)}|^2 \, d\pi_0 \leq C \lambda^{-2} D.$$ 

Finally, $I_4$ is estimated in the same way as $I_2$, using the stability estimate Lemma 3.6 Proposition 3.1 and (7.30):

$$\|\nabla \hat{U} - \nabla \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq C \|\nabla U - \nabla \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq C \sqrt{M}(r + \lambda^{-1} \sqrt{D}).$$

By Proposition 3.1 and (7.30), we have

$$\|U_r\|_{L^\infty} \leq \|\bar{U}_r\|_{C^{0,\alpha}(\mathbb{T}^d)} + \|\hat{U}_r\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq \exp \left( C \left( 1 + \|\chi_r \ast \rho_f \|_{L_T^{4/3}(\mathbb{T}^d)} \right) \right) \leq C,$$

where $C$ depends on $C_0$ and $d$ only. Hence

$$\|e^{U_r}\|_{L^2(\mathbb{T}^d)} \leq C.$$

Since $\Delta \hat{U}_r = e^{U_r} - 1$, by standard regularity results for the Poisson equation this implies that

$$\|D^2 \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq C.$$

Therefore, using (7.28) again,

$$\|\nabla \hat{U}_r - \chi_r \ast \nabla \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq C \|D^2 \hat{U}_r\|_{L^2(\mathbb{T}^d)} r \leq C r,$$

and we conclude that

$$I_4 \leq CM^2(r + \lambda^{-1} \sqrt{D})^2.$$

Altogether we have

$$\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha \lambda^2} \left( |\log r|^2 + 1 \right) M^2 D + CM^2 r^2.$$

Optimising the exponent, we deduce that

$$\dot{D} \leq C \lambda_* D + CM^2 r^2,$$

where

$$\lambda_* = \sqrt{M}(1 + |\log r|)^{1/4}.$$

Hence

$$D(t) \leq (D(0) + CM^2 r^2) \exp \left[ C \sqrt{M}(1 + |\log r|^{1/4} t) \right] \leq (D(0) + CM^2 r^2) e^{C \sqrt{M} |\log r| t}.$$ 

Since $D$ controls the squared Wasserstein distance (7.9),

$$W_2^2(f_r(t), f(t)) \leq (D(0) + CM^2 r^2) e^{C \sqrt{M} |\log r| t}.$$ 

Then, by (7.11), and since $f$ and $f_r$ share the same initial datum,

$$W_2^2(f_r(t), f(t)) \leq \inf_{\pi_0} D(0) + CM^2 r^2 e^{C \sqrt{M} |\log r| t}$$

$$\leq \left( \lambda_*^2 W_2^2(f(0), f(0)) + CM^2 r^2 \right) e^{C \sqrt{M} |\log r| t} \leq CM^2 r^2 e^{C \sqrt{M} |\log r| t}.$$
\[ r^2 e^{C \sqrt{M | \log r| t}} = r^2 e^{C \sqrt{M | \log r| t}}, \]

we conclude that for any compact time interval \([0, T]\),

\[ \lim_{r \to 0} \sup_{t \in [0, T]} W^2_2(f_r(t), f(t)) = 0. \]

\[ \square \]

**Proof of Theorem 2.9.** Let \( f_r \) be the unique solution of (7.1) with initial datum \( f_0 \). By the triangle inequality for \( W^2_2 \), we have

\[ \sup_{t \in [0, T]} W^2_2(\mu^N_r(t), f(t)) \leq \sup_{t \in [0, T]} W^2_2(\mu^N_r(t), f_r(t)) + \sup_{t \in [0, T]} W^2_2(f_r(t), f(t)). \]

We apply Lemma 7.3 to the first term using the assumption on the initial configurations and deduce that it converges to zero as \( r \) tends to zero. For the second term we apply Lemma 7.3 since \( f \) and \( f_r \) have the same initial datum. This completes the proof.

**8 Combined quasineutral and mean field limit: proof of Theorem 2.10**

In this section, we prove Theorem 2.10. The idea is to use the so-called Vlasov-Poisson equation (1.3) as a bridge between the particle system (2.7) and the kinetic isothermal Euler system (1.4). This approach was previously used for the classical Vlasov-Poisson system in [18]. In order to pass from the particle system to the Vlasov-Poisson system, we need to revisit the estimates from Section 7 in order to quantify the dependence of the constants on \( \varepsilon \).

We will be using a scaled version of the regularised VPME system (7.1):

\[
\begin{aligned}
&\partial_t f^{(r)}_\varepsilon + v \cdot \nabla_x f^{(r)}_\varepsilon + E^{(r)}_\varepsilon \cdot \nabla_v f^{(r)}_\varepsilon = 0, \\
&E^{(r)}_\varepsilon = -\chi_r \ast \nabla U^{(r)}_\varepsilon, \\
&\varepsilon^2 \Delta U^{(r)}_\varepsilon = \varepsilon^{(r)} U^{(r)}_\varepsilon - \chi_r \ast \rho[f^{(r)}_\varepsilon], \\
&f^{(r)}_\varepsilon|_{t=0} = f_\varepsilon(0) \geq 0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} f_\varepsilon(0) \, dx \, dv = 1. \\
\end{aligned}
\] (8.1)

We begin with a few remarks about this system. The well-posedness theory is clearly the same as for the case \( \varepsilon = 1 \). The associated energy needs to be scaled with \( \varepsilon \) in the following way:

\[ \mathcal{E}_{\varepsilon, r}[f] := \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{\varepsilon^2}{2} \int_{\mathbb{T}^d} |\nabla U_r|^2 \, dx + \int_{\mathbb{T}^d} U_r e^{U_r} \, dx. \]

Using the conservation of this energy, we can show that any solution \( f^{(r)}_\varepsilon \) of (8.1) on the time interval \([0, T]\) with bounded mass density and \( f^{(r)}_\varepsilon(0) \in L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) satisfies

\[ \sup_{t \in [0, T]} \| \rho[f^{(r)}_\varepsilon(t)] \|_{L^{\frac{2}{d-2}}(\mathbb{T}^d)} \leq C \left( \mathcal{E}_{\varepsilon, r}[f^{(r)}_\varepsilon(0)] + 1 \right), \] (8.2)

where \( C \) is independent of \( \varepsilon \). This follows from the same argument as we gave before (7.3).

The following lemma is a quantified version of Lemma 7.5.
Lemma 8.1 (Weak-strong stability for the regularised equation, with quasineutral scaling). Let \( f_\varepsilon(0) \) satisfy the assumptions of Theorem 2.7. Let \( f_\varepsilon(r) \) be the solution of (8.1) with data \( f_\varepsilon(0) \). Fix \( T > 0 \). Then there exists a constant \( K \) depending on \( T \) and \( \{f_\varepsilon(0)\} \) such that the following holds. For each \((\varepsilon, r)\), let \( \mu_\varepsilon(r) \) be a measure solution of (8.1). Assume that for some \( \eta > 0 \), \( r = r(\varepsilon) \) satisfies

\[
r \leq \left[ \exp_3(K\varepsilon^{-2}) \right]^{-1} \quad \text{and} \quad \lim_{r \to 0} \frac{W_2\left(\mu_\varepsilon^{(r)}(0), f_\varepsilon(0)\right)}{r^{(d+2+\eta)/2}} = 0. \tag{8.3}
\]

Then

\[
\lim_{r \to 0} \sup_{t \in [0, T]} W_2\left(\mu_\varepsilon^{(r)}(t), f_\varepsilon^{(r)}(t)\right) = 0.
\]

Proof. For ease of notation we drop the sub and superscripts on \( f_\varepsilon^{(r)} \) and \( \mu_\varepsilon^{(r)} \). We use the same method as for Lemma 7.5, tracking the dependence on \( \varepsilon \). Let \( \pi_0 \in \Pi(f_0, \mu_0) \). We define a time dependent coupling \( \pi_t \) as in (7.7) with \((X^{(1)}_{x,v}, V^{(1)}_{x,v})\) being the characteristic flows corresponding to \( f \) and \( \mu \):

\[
\begin{align*}
\dot{X}^{(1)}_{x,v} &= V^{(1)}_{x,v} \\
\dot{V}^{(1)}_{x,v} &= E^{(1)}_{\varepsilon,v} (X^{(1)}_{x,v}) \\
(X^{(1)}_{x,v}(0), V^{(1)}_{x,v}(0)) &= (x, v) \\
E^{(1)}_{\varepsilon,v} &= -\chi_r \ast \nabla U_{\varepsilon,v} \\
e^2 \Delta U_{\varepsilon,v} &= e^{U_{\varepsilon,v}} - \chi_r \ast \rho
\end{align*}
\]

\[
\begin{align*}
\dot{X}^{(2)}_{x,v} &= V^{(2)}_{x,v} \\
\dot{V}^{(2)}_{x,v} &= E^{(f)}_{\varepsilon,v} (X^{(2)}_{x,v}) \\
(X^{(2)}_{x,v}(0), V^{(2)}_{x,v}(0)) &= (x, v) \\
E^{(f)}_{\varepsilon,v} &= -\chi_r \ast \nabla U^{(f)}_{\varepsilon,v} \\
e^2 \Delta U^{(f)}_{\varepsilon,v} &= e^{U^{(f)}_{\varepsilon,v}} - \chi_r \ast \rho_f
\end{align*}
\]

Then, since \( f \) and \( \mu \) are the pushforwards of \( f_0 \) and \( \mu_0 \) along their respective characteristic flows, \( \pi_t \) is a coupling of \( f_t \) and \( \mu_t \).

Again we define an anisotropic functional \( D \):

\[
D(t) = \frac{1}{2} \int \lambda^2 |x - y|^2 + |v - w|^2 \, d\pi_t(x, v, y, w).
\]

As before,

\[
\dot{D} \leq (\alpha + \lambda) D + \frac{C}{\alpha} \sum_{i=1}^n I_i,
\]

where

\[
I_1 := \int |\tilde{E}_{\varepsilon,v}^{(\mu)} (X^{(1)}_{t}) - \tilde{E}_{\varepsilon,v}^{(\mu)} (X^{(2)}_{t})|^2 \, d\pi_0, \quad I_2 := \int |\tilde{E}_{\varepsilon,v}^{(f)} (X^{(1)}_{t}) - \tilde{E}_{\varepsilon,v}^{(f)} (X^{(2)}_{t})|^2 \, d\pi_0,
\]

\[
I_3 := \int |\hat{E}_{\varepsilon,v}^{(\mu)} (X^{(1)}_{t}) - \hat{E}_{\varepsilon,v}^{(\mu)} (X^{(2)}_{t})|^2 \, d\pi_0, \quad I_4 := \int |\hat{E}_{\varepsilon,v}^{(f)} (X^{(1)}_{t}) - \hat{E}_{\varepsilon,v}^{(f)} (X^{(2)}_{t})|^2 \, d\pi_0.
\]

To estimate these quantities, we first note some basic \( L^p(\mathbb{T}^d) \) estimates on the regularised mass density \( \chi_r \ast \rho \), using (7.12). For \( p = \frac{d+2}{2} \), since \( f_\varepsilon(0) \) satisfies (2.2), by (8.2) we obtain

\[
\|\rho_f\|_{L^{\frac{d+2}{2}}(\mathbb{T}^d)} \leq C,
\]

where \( C \) depends on \( C_0 \) and \( d \) only. Thus

\[
\|\chi_r \ast \rho \|_{L^{\frac{d+2}{2}}(\mathbb{T}^d)} \leq C_d \left( 1 + r^{-(d+2)} \lambda^{-2} D \right), \tag{8.4}
\]

for \( C_d \) depending on \( C_0 \) and \( d \).
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For \( p = \infty \) we obtain
\[
\| \chi_r \ast \rho_t \|_{L^\infty(T^d)} \leq C_d \left( M_\varepsilon + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right),
\] (8.5)
where \( M_\varepsilon \) is a constant such that
\[
\sup_{t \in [0,T]} \| \rho_t \|_{L^\infty(T^d)} \leq M_\varepsilon.
\]

By Proposition 5.1 (which also applies to the regularised system), there exists a constant \( C \) depending on \( T \) such that
\[
\sup_{t \in [0,T]} \| \rho_t \|_{L^\infty(T^d)} \leq \exp(C \varepsilon^{-2}).
\]

Therefore \( M_\varepsilon \) may be chosen to satisfy
\[
M_\varepsilon \leq \exp(C \varepsilon^{-2}).
\] (8.6)

We estimate \( I_1 \) as in (7.17). An extra factor of \( \varepsilon^{-4} \) appears due to the quasineutral scaling on the force:
\[
I_1 \leq C \varepsilon^{-4} (\log r)^2 \left( M_\varepsilon + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right)^2 \lambda^{-2} D.
\]

Similarly, \( I_2 \) is estimated as in (7.18) using Lemma 3.5 and (8.5) to obtain
\[
I_2 \leq C \varepsilon^{-4} M_\varepsilon (M_\varepsilon + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \lambda^{-2} D.
\]

For \( I_3 \) the same computation as in (7.19) implies that
\[
I_3 \leq \int_{(T^d \times \mathbb{R}^d)^2} \| U_{\varepsilon,r}^{(\mu)} \|_{C^2(T^d)}^2 |x - y|^2 \, d\pi_t.
\]

Using (8.4) we apply Proposition 3.1 to obtain
\[
\| U_{\varepsilon,r}^{(\mu)} \|_{C^2(T^d)} \leq C_d \exp_2 \left( C_d \varepsilon^{-2} \left( 1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D \right) \right).
\]

Thus
\[
I_3 \leq C \exp_2 \left[ C_d \varepsilon^{-2} (1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \right] \int_{(T^d \times \mathbb{R}^d)^2} |x - y|^2 \, d\pi_t
\]
\[
\leq C \exp_2 \left[ C_d \varepsilon^{-2} (1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \right] \lambda^{-2} D.
\]

For \( I_4 \), as in (7.20) we obtain
\[
I_4 \leq \| \rho_t \|_{L^\infty(T^d)} \| \nabla U_{\varepsilon,r}^{(f)} - \nabla U_{\varepsilon,r}^{(\mu)} \|_{L^2(T^d)}^2.
\]

By Lemma 3.6 and (8.4),
\[
\| \nabla U_{\varepsilon,r}^{(f)} - \nabla U_{\varepsilon,r}^{(\mu)} \|_{L^2(T^d)}^2 \leq C \varepsilon^{-2} \exp_2 \left[ C_d \varepsilon^{-2} (1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \right] \| U_{\varepsilon,r}^{(f)} - U_{\varepsilon,r}^{(\mu)} \|_{L^2(T^d)}^2
\]
\[
\leq C \varepsilon^{-6} \exp_2 \left[ C_d \varepsilon^{-2} (1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \right] (M_\varepsilon + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \lambda^{-2} D.
\]

Thus
\[
I_4 \leq C \varepsilon^{-6} M_\varepsilon \exp_2 \left[ C_d \varepsilon^{-2} (1 + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \right] (M_\varepsilon + r^{-\frac{(d+2)}{2}} \lambda^{-2} D) \lambda^{-2} D.
\]
We summarise this as

\[
\dot{D} \leq (\lambda + \alpha) D + \frac{1}{\alpha} C \epsilon^{-4} (1 + |\log r|)^2 \left( M \epsilon + r^{-d-2} \lambda^{-2} D \right)^2 \lambda^{-2} D \\
+ \exp[C \exp(2 C \epsilon^{-2})] \left( C_d \epsilon^{-2} (1 + r^{-d-2} \lambda^{-2} D) \left( 1 + M \epsilon + r^{-d-2} \lambda^{-2} D \right) \right) \lambda^{-2} D.
\]  

(8.7)

Again we introduce the truncated functional

\[
\tilde{D} = 1 \land \left( r^{-d-2} \lambda^{-2} D \right).
\]

In terms of this new functional, (8.7) becomes

\[
\frac{d}{dt} \tilde{D} \leq (\lambda + \alpha) \tilde{D} + \frac{1}{4\alpha} C_d \left[ \epsilon^{-4} (1 + |\log r|)^2 + \exp(2 C \epsilon^{-2}) \right] M \epsilon^2 \lambda^{-2} \tilde{D}.
\]

We optimise the exponent by choosing

\[
\alpha_* = C_d \left[ \epsilon^{-4} (1 + |\log r|)^2 + \exp(2 C \epsilon^{-2}) \right]^{1/2} M \epsilon \lambda_*^{-1} \\
\lambda_* = C_d \left[ \epsilon^{-4} (1 + |\log r|)^2 + \exp(2 C \epsilon^{-2}) \right]^{1/4} \sqrt{M \epsilon}.
\]

(8.8)

Then

\[
\frac{d}{dt} \tilde{D} \leq C_d \alpha_* \tilde{D}.
\]

From this we deduce

\[
\sup_{[0,T]} \dot{D}(t) \leq \exp(C_d \alpha_* T) \tilde{D}(0) \\
\leq r^{-d-2} \alpha_*^{-2} \exp(C_d \alpha_* T) D(0) \\
\leq r^{-d-2} \exp(C_d \alpha_* T) D(0) \\
\leq C_d \exp \left[ |\log r| \left( (d+2) + C_d T \sqrt{M \epsilon} |\log r|^{-1/2} \right) + \sqrt{M \epsilon} \exp(2 C \epsilon^{-2}) \right] D(0).
\]

By the estimate (8.6) on \( M \epsilon \), we obtain

\[
\sup_{[0,T]} \dot{D}(t) \leq C_d \exp \left[ |\log r| \left( (d+2) + C_d T \exp(C \epsilon^{-2}) |\log r|^{-1/2} \right) \exp(2 C \epsilon^{-2}) \right] D(0).
\]

Since by assumption (8.3)

\[
|\log r|^{-1/2} \leq \exp \left[ -\frac{1}{2} \exp(K \epsilon^{-2}) \right],
\]

we have

\[
\sup_{[0,T]} \dot{D}(t) \leq C_d \exp \left[ |\log r| \left( (d+2) + \exp(C \epsilon^{-2} - \frac{1}{2} \exp(K \epsilon^{-2})) \right) \right] \exp(2 C \epsilon^{-2}) D(0).
\]

By assumption on \( W_2(\mu_{\epsilon}^N(0), \mu_{\epsilon}^V(0)) \), for all sufficiently small \( r \) there exists a choice of initial coupling \( \pi_{0}(r) \) such that

\[
D(0) < r^{d+2+\eta}.
\]
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Then
\[
\sup_{[0,T]} \hat{D}(t) \leq C_d \exp \left[ |\log r| \left( \exp (C\varepsilon^{-2} - \frac{1}{2} \exp (K \varepsilon^{-2})) - \eta \right) + \exp_2 (C\varepsilon^{-2}) \right].
\]

For sufficiently small \(\varepsilon\),
\[
\sup_{[0,T]} \hat{D}(t) \leq C_d \exp \left[ -\frac{1}{2} \eta |\log r| + \exp_2 (C\varepsilon^{-2}) \right]
\leq C_d \exp \left[ -\frac{1}{2} \eta \exp_2 (K \varepsilon^{-2}) + \exp_2 (C\varepsilon^{-2}) \right].
\]

Thus if \(K > C\), then
\[
\sup_{[0,T]} \hat{D}(t) \to 0
\]
as \(\varepsilon\) tends to zero. In particular, for \(\varepsilon\) sufficiently small,
\[
\inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) < 1.
\]

Hence, for \(\varepsilon\) sufficiently small,
\[
\inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) = \inf_{\pi_0} \sup_{t \in [0,T]} r^{-(d+2)} \lambda_*^{-2} D(t).
\]

Thus
\[
\sup_{t \in [0,T]} W_2^2 (\mu_{\varepsilon,r}^N(t), f^{(r)}\varepsilon(t)) \leq \inf_{\pi_0} \sup_{t \in [0,T]} D(t) = r^{d+2} \lambda_*^2 \inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) \leq r^{d+2} \lambda_*^2.
\]

By (8.8),
\[
\lambda_*^2 = C_d \left[ \varepsilon^{-4} (1 + |\log r|)^2 + \exp_2 (C\varepsilon^{-2}) \right]^{1/2} \exp (C\varepsilon^{-2}).
\]

Hence, for any \(\alpha > 0\),
\[
r^{d+2} \lambda_*^2 \leq C r^{d+2-\alpha} \exp_2 (C\varepsilon^{-2}) \leq C \exp \left\{ \exp (C\varepsilon^{-2}) - (d + 2 - \alpha) \exp_2 (K \varepsilon^{-2}) \right\}.
\]

The right hand side converges to zero as \(\varepsilon\) tends to zero. Therefore
\[
\lim_{\varepsilon \to 0} \sup_{t \in [0,T]} W_2^2 (f_\varepsilon(t), \mu_\varepsilon(t)) = 0.
\]

The next lemma is a quantified version of Lemma 7.6

**Lemma 8.2** (Approximation of (VPME) in quasineutral scaling). Let \(f_\varepsilon(0)\) satisfy the assumptions of Theorem 2.7. Let \(f^{(r)}\varepsilon(t)\) be the solution of the scaled and regularised Vlasov equation (8.1) with initial datum \(f_\varepsilon(0)\). Let \(f_\varepsilon\) be the unique bounded density solution of (1.3).

Fix \(T > 0\). Then there exists a constant \(C\) depending on \(T\) and on \(\{f_\varepsilon(0)\}_\varepsilon\) such that the following holds. If \(r\) and \(\varepsilon\) satisfy
\[
r \leq \left[ \exp_3 (C\varepsilon^{-2}) \right]^{-1},
\]
then
\[
\lim_{r \to 0} \sup_{[0,T]} W_2^2 (f^{(r)}\varepsilon(t), f_\varepsilon(t)) = 0.
\]
Proof. By (2.2), Lemma 2.1 and (5.2) there exists a constant $C$ depending on $C_0$ and $d$ only such that
\[ \| \rho \|_{L^\infty([0,T];L^{d+2} (\mathbb{T}^d))}, \| \rho f \|_{L^\infty([0,T];L^{d+2} (\mathbb{T}^d))} \leq C. \] (8.9)
By Proposition 5.1 there exists a constant $C$ depending on the initial data and $T$ such that
\[ \| \rho f \|_{L^\infty([0,T];L^{\infty} (\mathbb{T}^d))}, \| \rho f \|_{L^\infty([0,T];L^\infty (\mathbb{T}^d))} \leq \exp (C \varepsilon^{-2}). \] (8.10)

We will control the Wasserstein distance between $f^{(r)}_t$ and $f_\varepsilon$ using a particular coupling $\pi_t$. Since both solutions share the same initial datum, we take $\pi_0$ to be the trivial coupling $f_\varepsilon(0) = 0$. We construct $\pi_t \in \Pi(f_\varepsilon(t), f^{(r)}_t(t))$ as in (7.1), using the scaled version of the characteristic systems in (7.2).
\[
\begin{align*}
    \dot{X}^{(1)}(t,x,v) &= \dot{V}^{(1)}(t,x,v) = E(X^{(1)}(t,x,v)) \\
    \dot{X}^{(2)}(t,x,v) &= \dot{V}^{(2)}(t,x,v) = E_r(X^{(2)}(t,x,v)) \\
    (X^{(1)}(t,x,v)(0), V^{(1)}(t,x,v)(0)) &= (x, v) \\
    (X^{(2)}(t,x,v)(0), V^{(2)}(t,x,v)(0)) &= (x, v) \\
    E &= -\nabla U \\
    \varepsilon^2 \Delta U &= eU - \rho f \\
    E_r &= -\chi_r \ast \nabla U_r \\
    \varepsilon^2 \Delta U_r &= eU_r - \chi_r \ast \rho^{(r)} f.
\end{align*}
\]
We define $D$ as in (7.3). As in Lemma (7.3), we obtain for any $\alpha > 0$,
\[ \tilde{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha} \sum_{i=1}^{5} I_i, \]
where
\[
\begin{align*}
    I_1 &= \int |\nabla U_r(X^{(1)}(t)) - \nabla \tilde{U}_r(X^{(2)}(t))|^2 \, d\pi_0, \\
    I_2 &= \int |\nabla \tilde{U}_r(X^{(1)}(t)) - \nabla U_r(X^{(2)}(t))|^2 \, d\pi_0, \\
    I_3 &= \int |\nabla \tilde{U}_r(X^{(1)}(t)) - \nabla \tilde{U}_r(X^{(2)}(t))|^2 \, d\pi_0, \\
    I_4 &= \int |\nabla \tilde{U}_r(X^{(1)}(t)) - \nabla \tilde{U}_r(X^{(2)}(t))|^2 \, d\pi_0, \\
    I_5 &= \int |\nabla \tilde{U}_r(X^{(1)}(t)) - \nabla U_r(X^{(2)}(t))|^2 \, d\pi_0.
\end{align*}
\]
$I_1$ is estimated as in (7.20). There is an extra factor of $\varepsilon^{-4}$ due to the quasineutral scaling and the mass bound $M = M_\varepsilon$ depends on $\varepsilon$:
\[ I_1 \leq C \varepsilon^{-4} |\log r|^2 M_\varepsilon \lambda^{-2} D. \]

We estimate $I_2$ as in (7.21), keeping track of the dependence on $\varepsilon$ in Lemma (3.5)
\[ \| \nabla U - \nabla \tilde{U}_r \|_{L^2(\mathbb{T}^d)} \leq C \varepsilon^{-2} \sqrt{M_\varepsilon (r + \lambda^{-1} \sqrt{D})}. \]
We conclude that
\[ I_2 \leq C \varepsilon^{-4} M_\varepsilon^2 (r + \lambda^{-1} \sqrt{D})^2. \]

For $I_3$, by the regularity estimate from Proposition (3.1) and the uniform $L^{d+2} (\mathbb{T}^d)$ estimate on the density (8.9) we have
\[ \| \tilde{U}_r(\cdot, \cdot) \|_{C^2,\alpha(\mathbb{T}^d)} \leq \exp(C \varepsilon^{-2}), \]
where $C$ depends only on $C_0$. We obtain
\[
\begin{align*}
    I_3 &\leq \exp(C \varepsilon^{-2}) \int_{\mathbb{T}^d \times \mathbb{R}^d} |X^{(1)}(t) - X^{(2)}(t)|^2 \, d\pi_0 \\
    &\leq \exp(C \varepsilon^{-2}) \lambda^{-2} D.
\end{align*}
\]
For $I_4$ we use the stability estimate from Lemma 3.6 and the $L^{\frac{d+2}{d}}(\mathbb{T}^d)$ estimate (8.9):

$$\|\nabla \hat{U} - \nabla \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq \exp_2(C\varepsilon^{-2})\|\nabla \hat{U} - \nabla \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq \exp_2(C\varepsilon^{-2})\sqrt{M_\varepsilon}(r + \lambda^{-1}\sqrt{D}).$$

Hence

$$I_4 \leq \exp_2(C\varepsilon^{-2})M_\varepsilon^2(r + \lambda^{-1}\sqrt{D})^2.$$

For $I_5$, by (7.23) we have

$$\|\chi_r \cdot \nabla U_r - \nabla U_r\|_{L^2(\mathbb{T}^d)}^2 \leq C\varepsilon^2\|U_r\|_{W^{2,2}(\mathbb{T}^d)}^2.$$

Thus

$$I_5 := \int_{\mathbb{T}^d} |\chi_r \cdot \nabla U_r(x) - \nabla U_r(x)|^2 \rho_{l_r}(x) \, dx \leq \|\rho_{l_r}\|_{L^\infty(\mathbb{T}^d)}\|\chi_r \cdot \nabla U_r - \nabla U_r\|_{L^2(\mathbb{T}^d)}^2 \leq C\varepsilon^2M_\varepsilon\|U_r\|_{W^{2,2}(\mathbb{T}^d)}^2 \leq C\varepsilon^2M_\varepsilon\|\exp(U_r - \rho_{l_r})\|_{L^2(\mathbb{T}^d)}^2.$$

As in (3.29), we have

$$\|\rho_{l_r}\|_{L^2(\mathbb{T}^d)} \leq \|\rho_{l_r}\|_{L^\infty(\mathbb{T}^d)}\|\rho_{l_r}\|_{L^{\frac{d+2}{2}}(\mathbb{T}^d)} \leq CM_\varepsilon^{\frac{d+2}{2}}.$$

To estimate $e^{U_r}$, first note that by Proposition 3.1 and (8.9),

$$\|\bar{U}_r\|_{L^\infty(\mathbb{T}^d)} \leq C\varepsilon^{-2}.$$

By (3.30),

$$\|e^{\bar{U}_r}\|_{L^2(\mathbb{T}^d)} \leq \exp(C\varepsilon^{-2}).$$

Thus

$$\|e^{U_r}\|_{L^2(\mathbb{T}^d)} \leq C\exp\left(\|\bar{U}_r\|_{L^\infty(\mathbb{T}^d)}\right)\|e^{\bar{U}_r}\|_{L^2(\mathbb{T}^d)} \leq \exp(C\varepsilon^{-2}).$$

Therefore

$$I_5 \leq C\varepsilon^2\varepsilon^{-4}M_\varepsilon\left(M_\varepsilon^{\frac{d+2}{2}} + e^{C\varepsilon^{-2}}\right).$$

Putting these five estimates together, we obtain

$$\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha\lambda^2} r^2\exp_2(C\varepsilon^{-2})M_\varepsilon^2 + \frac{C}{\alpha\lambda^2} \left\{\exp_2(C\varepsilon^{-2})M_\varepsilon^2 + \varepsilon^{-4}\|\log r\|^2M_\varepsilon^2 + \exp_2(C\varepsilon^{-2})\right\} D.$$

By (8.10), we may estimate that

$$M_\varepsilon \leq \exp(C\varepsilon^{-2}).$$

From this we deduce

$$\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha\lambda^2} \left\{\exp(C\varepsilon^{-2})\|\log r\|^2 + \exp_2(C\varepsilon^{-2})\right\} D + \frac{C}{\alpha\lambda^2}\exp_2(C\varepsilon^{-2})r^2.$$
Proof of Theorem 2.10. In the following, $\mu_{\varepsilon,r}^N$ denotes the empirical measure associated to the solution of the particle system (8.7), while $f_{\varepsilon}(r)$ denotes the solution of the scaled version of (8.1) with initial datum $f_{\varepsilon}(0)$. Let $g$ be the solution of the KIE system (1.4), on some time interval $[0,T_*]$, obtained in the quasineutral limit from $f_{\varepsilon}$ using Theorem 2.4. By the triangle inequality for $W_1$,

$$
\sup_{t \in [0,T_*]} W_1(\mu_{\varepsilon,r}^N(t), g(t)) \leq \sup_{t \in [0,T_*]} W_1(\mu_{\varepsilon,r}^N(t), f_{\varepsilon}(r)(t)) + \sup_{t \in [0,T_*]} W_1(f_{\varepsilon}(r)(t), f_{\varepsilon}(t)) + \sup_{t \in [0,T_*]} W_1(f_{\varepsilon}(t), g(t)).
$$

(8.11)

The last term converges to zero as $\varepsilon$ tends to zero, by Theorem 2.4.

For the other two terms, we first observe that

$$
W_1(\mu_{\varepsilon,r}^N(t), f_{\varepsilon}(r)(t)) \leq W_2(\mu_{\varepsilon,r}^N(t), f_{\varepsilon}(r)(t)), \quad W_1(f_{\varepsilon}(r)(t), f_{\varepsilon}(t)) \leq W_2(f_{\varepsilon}(r)(t), f_{\varepsilon}(t)).
$$

Then the second term of (8.11) converges to zero by Lemma 8.1 and the third term of (8.11) converges to zero by Lemma 8.2 provided that (8.3) is satisfied for $C$ depending on $T_*$. 

\qed
9 Typicality: proof of Theorems 2.11 and 2.13

In this last section, we prove Theorems 2.11 and 2.13 concerning the relation between the choice of parameters in the mean field (or combined mean field-quasineutral) limit and the initial configurations. The underlying observation is that if one constructs a collection of empirical measures \((\nu^N)_N\) by drawing \(N\) independent samples from a reference measure \(\nu\), then, by the Glivenko-Cantelli theorem, almost surely \(\nu^N\) will converge to \(\nu\) as \(N\) tends to infinity in the sense of weak convergence of measures. We want to use a quantitative version of this result to find configurations for which the associated empirical measures converge to our reference data sufficiently quickly. A result of this type was proved by Fournier and Guillin in [12], with the distance between \(\nu^N\) and \(\nu\) measured in Wasserstein sense. We use two slightly different versions of their concentration estimates.

In the unscaled case \(\varepsilon = 1\) (Theorem 2.11), we give a result for more general data \(f_0\) satisfying a moment condition. For this we need the following result from [12, Theorem 2].

**Theorem 9.1.** Let \(\nu\) be a probability measure on \(\mathbb{R}^m\) and let \(\nu^N\) denote the empirical measure of \(N\) independent samples from \(\nu\). Assume that \(\nu\) has a finite \(k\)th moment for some \(k > 2p\):

\[
M_k(\nu) := \int_{\mathbb{R}^m} |x|^k \, d\nu(x) < +\infty.
\]

Then there exist constants \(c, C\) depending on \(p, m\) and \(M_k(\nu)\) such that for any \(x > 0\),

\[
\mathbb{P}(W_p(\nu^N, \nu) \geq x) \leq a(N, x) \mathbb{1}_{\{x \leq 1\}} + b(N, x),
\]

where

\[
a(N, x) = C \begin{cases} 
\exp(-cN x^2) & p > \frac{m}{2} \\
\exp(-cN \left[\frac{x}{\log(2 + \frac{x}{\log(2 + \frac{x}{\log(2 + x)})})}\right]^2) & p = \frac{m}{2} \\
\exp(-cN x^{m/p}) & p < \frac{m}{2}
\end{cases}
\]

(9.1)

and

\[
b(N, x) = C N(Nx)^{-\alpha/p}
\]

for any \(\alpha \in (0, k)\).

For the combined mean field and quasineutral limit, we work with a different initial datum \(f_\varepsilon(0)\) for each \(\varepsilon\). To use the Wasserstein concentration estimates, we need to take care of the dependence of the constants \(c, C\) on (the moments of) \(f_\varepsilon(0)\). In fact, since in Theorem 2.7 we work with compactly supported data, we will find it more convenient to use a slightly different version of the estimates, designed for compactly supported measures. The following result is from [12, Proposition 10].

**Theorem 9.2.** Let \(\nu\) be a probability measure supported on \((-1, 1)^m\). Let \(\nu^N\) denote the empirical measure of \(N\) independent samples from \(\nu\). Then there exist constants \(c, C\) depending on \(p\) and \(m\) only such that for any \(x > 0\),

\[
\mathbb{P}(W_p(\nu^N, \nu) \geq x) \leq a(N, x) \mathbb{1}_{\{x \leq 1\}},
\]

where \(a(N, x)\) is defined by (9.1).

We can now prove Theorems 2.11 and 2.13. Since the proofs are rather similar to the ones used in [18] for the classical VP system, we invite the reader to consult that paper for more details.
Proof of Theorem 2.11. The idea of the proof is to show that, for the choice \( r = cN^{-\gamma} \),

\[
\mathbb{P}\left( \limsup_{N \to \infty} \frac{W_2^2(\mu^N_0, f_0)}{\mathbb{P}^{d+2+C_{\tau, M}|\log r|^{-1/2}} < 1 \right) = 1. \tag{9.2}
\]

Then we may apply Theorem 2.9 to conclude that the mean field limit holds on this full probability event. To prove (9.2), observe that

\[
\bigcup_{n} \bigcap_{N \geq n} A_N^c \subset \left\{ \limsup_{N \to \infty} \frac{W_2^2(\mu^N_0, f_0)}{\mathbb{P}^{d+2+C_{\tau, M}|\log r|^{-1/2}} < 1 \right\},
\]

where \( A_N \) is the event

\[
A_N := \left\{ W_2^2(\mu^N_0, f_0) > \frac{1}{2} r^{d+2+C_{\tau, M}|\log r|^{-1/2}} \right\}.
\]

Since \( \left( \bigcup_{n} \bigcap_{N \geq n} A_N^c \right)^c = \bigcap_{n} \bigcup_{N \geq n} A_N \), by the Borel-Cantelli lemma it suffices to show that

\[
\sum_N \mathbb{P}(A_N) < \infty. \tag{9.3}
\]

We estimate \( \mathbb{P}(A_N) \) using Theorem 9.1 with

\[
x_N = \frac{1}{2} r^{d+2+C_{\tau, M}|\log r|^{-1/2}} = cN^{-\gamma(d+2-C_{\tau, M, \gamma}|\log N|^{-1/2}}.
\]

Note that \( p = 2 \) and \( m = 2d \). The assumptions on \( \gamma \) in (2.3) are chosen such that

\[
\sum_N a(N, x_N) + b(N, x_N) < \infty.
\]

In this way (9.3) holds and the result follows.

\[
\square
\]

Proof of Theorem 2.13. We use the same strategy as for Theorem 2.11. However, since the constants in Theorem 9.1 depend on the \( k \)th moment of \( f_\varepsilon(0) \) which may change with \( \varepsilon \), we will instead use the compact version of the estimate from Theorem 9.2. Recall that we already assumed that \( f_\varepsilon(0) \) were compactly supported with the support in velocity growing no faster than \( e^{C\varepsilon^{-2}} \) for some \( C \). We perform a scaling argument in order to work with measures that are supported in \((-1,1)^{2d}\).

Given a probability measure \( \nu \), let \( S_R[\nu] \) be the measure such that for any \( A_X \in \mathcal{B}(\mathbb{T}^d) \) and \( B_V \in \mathcal{B}(\mathbb{R}^d) \),

\[
S_R[\nu](A_X \times B_V) = \nu(AX \times RBV).
\]

This maps measures supported in \([-1,1)^d \times [-R,R]^d \) to measures supported in \([-1,1)^{2d} \). By [18, Lemma 7.6], if \( \nu_1, \nu_2 \) are measures on \( \mathbb{T}^d \times \mathbb{R}^d \), then for any \( p \in [1, \infty) \),

\[
W_p(\nu_1, \nu_2) \leq R W_p(S_R[\nu_1], S_R[\nu_2]).
\]

Note also that if \( (Z_i^{(R)})_{i=1}^N \) are \( N \) independent samples from \( S_R[\nu] \), then \( (Z_i^{(R)})_{i=1}^N \) has the same law as \( (X_i, \frac{1}{R}V_i)_{i=1}^N \), where \( (Z_i)_{i=1}^N = (X_i, V_i)_{i=1}^N \) are \( N \) independent samples from \( \nu \). It is therefore enough to show that

\[
\sum_N \mathbb{P}(A_N) < \infty, \tag{9.4}
\]
where $A_N$ denotes the event
\[
A_N := \left\{ W_2^2(S_{e-C\varepsilon-2}[\mu_\varepsilon^N(0)], S_{e-C\varepsilon-2}[f_{0,e}]) > \frac{1}{2} r^{d+2+\eta} \exp(-2C\varepsilon^{-2}) \right\}.
\]
We observe that the assumption
\[ r < \left[ \exp(3(K\varepsilon^{-2})) \right]^{-1}, \]
implies that
\[ \exp(-C\varepsilon^{-2}) > c (\log \log N)^{-\zeta} > c N^{-\alpha} \]
for $\zeta$ depending on $C$ and $K$, any $\alpha > 0$ and $c$ depending on $\alpha$, $C$ and $K$. We then apply Theorem 9.2 with the choice
\[ x_N = cN^{-\gamma(d+2+\eta)-\alpha}. \]
The assumption (2.9) on $\gamma$ implies that it is possible to find $\eta > 0$ such that
\[ \sum_N a(N, x_N) < \infty. \]
This yields (9.4), which completes the proof.
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