SCHAUDER REGULARITY RESULTS IN SEPARABLE HILBERT SPACES

DAVIDE A. BIGNAMINI, SIMONE FERRARI*

Abstract. We prove Schauder type estimates for solutions of stationary and evolution equations driven by weak generators of transition semigroups associated to a semilinear stochastic partial differential equations with values in a separable Hilbert space.

1. Introduction

Let $X$ be a real separable Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and associated norm $\|\cdot\|$. Let $\{W(t)\}_{t \geq 0}$ be a $X$-cylindrical Wiener process defined on a normal filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. Consider the stochastic partial differential equation

$$
\begin{aligned}
&\left\{\begin{array}{l}
dX(t, x) = [AX(t, x) + RG(X(t, x))]dt + RdW(t), \quad t > 0; \\
X(0, x) = x \in \mathcal{X},
\end{array}\right.
\end{aligned}
$$

(1.1)

where $A : \text{Dom}(A) \subseteq \mathcal{X} \rightarrow \mathcal{X}$ is a linear (possibly) unbounded operator, $R : \mathcal{X} \rightarrow \mathcal{X}$ is a linear and continuous operator and $G : \mathcal{X} \rightarrow \mathcal{X}$ is a smooth enough function, and consider its mild solution $\{X(t, x)\}_{t \geq 0}$, which exists under suitable conditions. Semilinear stochastic partial differential equations are widely studied in the literature, see for example [11, 23, 28, 46, 45]. Under suitable assumptions (1.1) has a unique mild solution $\{X(t, x)\}_{t \geq 0}$ (see Definition 2.2) and the associated transition semigroup $\{P(t)\}_{t \geq 0}$ defined as

$$
P(t)f(x) := \mathbb{E}[f(X(t, x))], \quad t > 0, \ x \in \mathcal{X},
$$

(1.2)

where $f : \mathcal{X} \rightarrow \mathbb{R}$ is a Borel measurable function, is well defined. Moreover $\{P(t)\}_{t \geq 0}$ is a weakly continuous semigroup (in the sense of [13, Appendix B]) in $\text{BUC}(\mathcal{X})$, the space of real-valued, bounded and uniformly continuous functions. Its weak generator $N : \text{Dom}(N) \subseteq \text{BUC}(\mathcal{X}) \rightarrow \text{BUC}(\mathcal{X})$ is the unique closed operator whose resolvent is given by

$$
R(\lambda, N)f(x) = \int_0^{+\infty} e^{-\lambda s} P(s)f(x)ds, \quad \lambda > 0, \ x \in \mathcal{X}, \ f \in \text{BUC}(\mathcal{X}).
$$

We recall that the operator $N$ acts on bounded, real-valued, cylindrical and smooth enough functions $\varphi$ as

$$
N\varphi(x) = \frac{1}{2} \text{Trace}[R^2 D^2 \varphi(x)] + \langle x, A^* D \varphi(x) \rangle + \langle RDG(x), D \varphi(x) \rangle, \quad x \in \mathcal{X},
$$

see, for example [30]. In this paper we investigate Schauder type estimates for the function

$$
u(x) := R(\lambda, N)f(x); \quad \lambda > 0, \ x \in \mathcal{X}, \ f \in \text{BUC}(\mathcal{X}),
$$

(1.3)

namely for the solution of the stationary equation

$$
\lambda u - Nu = f, \quad \lambda > 0, \ f \in \text{BUC}(\mathcal{X}).
$$

(1.4)

Moreover we will also study Schauder regularity results for the function

$$
v(t, x) := P(t)f(x) + \int_0^t P(t-s)g(s, \cdot)(x)ds, \quad T > 0, \ t \in [0, T], \ x \in \mathcal{X},
$$

(1.5)
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where \( f, g \) belong to suitable Hölder space. The function \( v \) is the mild solution of the evolution equation driven by \( N \), namely for \( T > 0 \)

\[
\begin{cases}
\frac{df}{dt}v(t, x) = Nv(t, x) + g(t, x), & t \in (0, T], \ x \in \mathcal{X}; \\
v(0, x) = f(x), & x \in \mathcal{X}.
\end{cases}
\tag{1.6}
\]

We recall that, even in finite dimension, if \( N \) is an operator with unbounded coefficients, then the function \( v \) in (1.5) do not gain any regularity with respect to the time variable (see, for example, [11]). So we will prove a Schauder regularity result only for the spatial variable (historically, in finite dimension, such type of results were first obtained in [33, 34], for operator with bounded coefficients, while the first result for the case of unbounded coefficients can be found in [12]). The use of Hölder continuous functions reveals to be useful in several problems such as uniqueness in law, pathwise uniqueness and uniqueness of the martingale problem for some stochastic partial differential equations. An important tool to prove the above mentioned Schauder type estimates will be a Bismut–Elworthy–Li type formula for (1.2) along the directions of \( R(X) \) (see Theorem 3.1).

In the finite dimensional setting Schauder estimates are widely studied, see for example [29, 33, 44, 37, 45], for the bounded coefficients case and [21, 11] for the case of unbounded coefficients, while the theory for the infinite dimensional case is less developed. In [12] and [22, Section 6.4.1] the authors study the case \( G \equiv 0 \) and \( R = \text{Id}_X \). In this context, the authors benefit from these three elements: the Mehler representation of the semigroup \( \{P(t)\}_{t \geq 0} \), the fact that for every \( t > 0 \) it holds \( e^{tA}(X) \subseteq Q_t^{1/2}(X) \) and

\[
\|Q_t^{-1/2}e^{tA}x\| \leq K t^{-1/2}\|x\|, \quad t > 0, \ x \in \mathcal{X},
\tag{1.7}
\]

for some \( K > 0 \), where \( Q_t := \int_0^t e^{sA}ds \), for any \( t > 0 \), and an interpolation result (see [12]). Using these facts the authors of [12] and [22, Section 6.4.1] prove a optimal Schauder regularity result, namely if \( f \) is a \( \alpha \)-Hölder continuous function with \( \alpha \in (0, 1) \), then the function \( u \) given by (1.3) is twice Fréchet differentiable with \( \alpha \)-Hölder continuous second order derivatives. In [19] the author considers the same framework in the case that \( G \) is not identically zero. Compared to the previous situation, one cannot exploit the Mehler representation of the semigroup. In [15] the case of the classical Ornstein–Uhlenbeck semigroup is considered, i.e. \( A = -(1/2)\text{Id}_X \), \( G \equiv 0 \) and \( R = Q^{1/2} \) where \( Q \) is a trace class operator. In this case (1.7) is not satisfied, and in fact the authors of [15] prove Schauder type theorems replacing the standard notions of Fréchet differentiability and Hölderianity with a differentiability and Hölderianity along \( Q^{1/2}(X) \), which is the Cameron–Martin space of the Gaussian measure with mean zero and covariance operator \( Q \). In general if (1.7) is not verified, it is not possible to obtain a optimal Schauder regularity result with respect to the standard Hölderianity and Fréchet differentiability (see, for instance, [14]), barring a few specific cases (see, for example, [33, Section 5.5]).

The aim of this paper is to unify and extend the results of [12, 15, 19] and of [22, Section 6.4.1]. To do so we will prove a Bismut–Elworthy–Li type formula for (1.2) with respect to a suitable differentiability notion (Theorem 6.1). Accordingly we will study a notion of Gateaux differentiability for the mild solution of (1.1) (Definition 4.3) and we will prove a chain rule associated to this type of differentiability (Corollary 5.5), which will be fundamental in the proof of the Bismut–Elworthy–Li formula. Using this formula some sharp estimates for the derivatives of the transition semigroup \( \{P(t)\}_{t \geq 0} \) will be proved (Propositions 5.2, 5.4 and 5.5). Another result we will prove in order to obtain the Schauder type estimates of this paper is an interpolation theorem (Theorem 5.3), similar to the one in [12], which is interesting on its own. The previously mentioned results allow us to prove the optimal Schauder regularity for the solutions \( u \) and \( v \) of (1.2) and (1.6), respectively (see Theorems 2.4, 6.2 and 6.5). Moreover, exploiting Theorem 2.4 we will prove a Schauder type estimates for the solution of a stationary equation driven by an operator which is not necessarily the weak generator of a transition semigroup (Proposition 6.6).
Let \( Q \) be a Hilbert space equipped with the inner product \( \langle \cdot, \cdot \rangle \). For \( x \in \text{Dom}(B) \) we simply write \( \langle Bx, x \rangle \). Let \( B \) be a linear operator, then we denote by \( \text{Dom}(B) \) the set of bounded and Borel measurable functions from \( X_1 \) to \( X_2 \). If \( X_1 = X_2 \) we write \( \mathcal{L}(X_1) \). If \( X_1 \rightarrow X_2 \) is continuous for \( \mathbb{P}\) a.e. \( \omega \in \Omega \). We refer to [23] and [24] for notations and basic results regarding stochastic processes.

Let \( \mathbb{K}_1 \) and \( \mathbb{K}_2 \) be two real Banach spaces equipped with the norms \( \| \cdot \|_{\mathbb{K}_1} \) and \( \| \cdot \|_{\mathbb{K}_2} \), respectively. We denote by \( \mathcal{C}_b(\mathbb{K}_1;\mathbb{K}_2) \) the set of bounded and Borel measurable functions from \( \mathbb{K}_1 \) to \( \mathbb{K}_2 \). If \( \mathbb{K}_2 = \mathbb{R} \), then we simply write \( \mathcal{C}_b(\mathbb{K}_1) \). We denote by \( \mathcal{C}_b(\mathbb{K}_1;\mathbb{K}_2) \) (\( \mathcal{B}(\mathbb{K}_1;\mathbb{K}_2) \), respectively) the space of bounded and continuous (uniformly continuous, respectively) functions from \( \mathbb{K}_1 \) to \( \mathbb{K}_2 \). We consider \( \mathcal{C}_b(\mathbb{K}_1;\mathbb{K}_2) \) and \( \mathcal{B}(\mathbb{K}_1;\mathbb{K}_2) \) with the norm

\[ \| f \|_{\infty} = \sup_{x \in \mathbb{K}_1} \| f(x) \|_{\mathbb{K}_2} . \]

If \( \mathbb{K}_2 = \mathbb{R} \), we simply write \( \mathcal{C}_b(\mathbb{K}_1) \) and \( \mathcal{B}(\mathbb{K}_1) \), respectively. Let \( k \in \mathbb{N} \) and let \( f : \mathbb{K}_1 \to \mathbb{K}_2 \) be a \( k \)-times Fréchet (Gateaux, respectively) differentiable function we denote by \( \mathcal{D}^k f(x) \) (\( \mathcal{D}_G^k f(x) \), respectively) its Fréchet (Gateaux, respectively) derivative of order \( k \) at \( x \in \mathbb{K}_1 \).

For \( k \in \mathbb{N} \) we denote by \( \mathcal{L}^{(k)}(\mathbb{K}_1;\mathbb{K}_2) \) the space of continuous multilinear maps from \( \mathbb{K}_1^k \) to \( \mathbb{K}_2 \), if \( k = 1 \) we simply write \( \mathcal{L}(\mathbb{K}_1;\mathbb{K}_2) \), while if \( \mathbb{K}_1 = \mathbb{K}_2 \) we write \( \mathcal{L}(\mathbb{K}_1) \).

Let \( \mathcal{B} : \text{Dom}(B) \subseteq \mathbb{K}_1 \to \mathbb{K}_1 \) be a linear operator and let \( B \) be a subspace of \( \mathbb{K}_1 \). The part of \( B \) in \( \mathbb{E} \), denoted by \( B_E \), is defined as

\[ B_E x := Bx, \quad x \in \text{Dom}(B_E) := \{ x \in \text{Dom}(B) \cap B \} \cap \mathbb{E} \in E \} \]

Let \( H \) be a Hilbert space equipped with the inner product \( \langle \cdot, \cdot \rangle_H \). We say that \( Q \in \mathcal{L}(H) \) is non-negative (positive) if for every \( x \in H \setminus \{0\} \)

\[ \langle Qx, x \rangle_H \geq 0 \quad (> 0). \]

On the other hand, \( Q \in \mathcal{L}(H) \) is a non-positive (resp. negative) operator, if \( -Q \) is non-negative (resp. positive). Let \( Q \in \mathcal{L}(H) \) be a non-negative and self-adjoint operator. We say that \( Q \) is a trace class operator if

\[ \text{Trace}[Q] := \sum_{n=1}^{\infty} \langle Qe_n, e_n \rangle_H < +\infty, \]

as the results of this paper can be applied to stochastic partial differential equations such as

\[
\begin{align*}
\frac{dX(t, x)}{dt} &= \left[ AX(t, x) + (-A)^{-\gamma}G(X(t, x)) \right] dt + (-A)^{-\gamma}dW(t), \quad t > 0; \\
X(0, x) &= x \in L^2([0, 1]^d),
\end{align*}
\]  

where \( \gamma \geq 0 \), \( A \) is a realization of the Laplacian operator in \( L^2([0, 1]^d) \) with appropriate boundary conditions, and \( n \in \mathbb{N} \). This example is not covered by the theory developed in [12] [15] [19]. We stress that (1.8) is widely studied in other contexts (see, for example, [11, 34, 46, 47] and [18, Chapter 4]). In Section 7, the SPDE (1.8) is studied within a more general example, for which (1.7) is not verified unless \( \gamma = 0 \).

We wish to point out that in [11] the linear non-local case is considered; [11, 22, 50, 53] the Gross Laplacian and some of its perturbations are considered; [11] the case of reaction-diffusion equations are studied and [10] the non-autonomous linear case is investigated. For other related results see also [4, 5, 58].

The paper is organized in the following way: in Section 2 we introduce our hypotheses and state the main results of this paper. In Section 3 we show an interpolation result which is interesting on its own and crucial for the proof of our results. Section 4 is dedicated to the proof of some estimates for the derivatives of the mild solution of (1.1) which will be used in Section 5 to estimate the derivatives of \( P(t)f \) given by (1.2). In Section 6 we provide the proofs of our main results (Theorems 2.9, 6.2 and 6.5). In Section 7 we provide a large class of operators \( A \) and \( R \) satisfying our assumptions. We conclude with Appendix A where we give the proof of a result about uniformly continuous functions we use throughout the paper.

Notations. Let \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) be a filtered probability space. We say that \( \{\mathcal{F}_t\}_{t \geq 0} \) is a normal filtration if

\[ \mathcal{F}_t = \bigcap_{s > t} \mathcal{F}_s, \quad t \geq 0; \]

and \( \mathcal{F}_0 \) contains all the elements \( A \in \mathcal{F} \) such that \( \mathbb{P}(A) = 0 \). Let \( \mathbb{K} \) be a separable Banach space and let \( \xi : \Omega \to \mathbb{K} \) be a random variable (with respect to the \( \sigma \)-algebra \( \mathcal{F} \) and the \( \sigma \)-algebra of the Borel measurable subsets of \( \mathbb{K} \)). We denote by

\[ \mathbb{E}[\xi] := \int_{\Omega} \xi(\omega)\mathbb{P}(d\omega) = \int_{\mathbb{K}} x[\mathbb{P} \circ \xi^{-1}](dx), \]

the expectation of \( \xi \) with respect to \( \mathbb{P} \). In this paper when we refer to a \( \mathbb{K} \)-valued process we mean an adapted process defined on \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) with values in \( \mathbb{K} \). We say that a \( \mathbb{K} \)-valued process \( \{X(t)\}_{t \geq 0} \) is continuous if the map \( (X(t))(\omega) : [0, +\infty) \to \mathbb{K} \) is continuous for \( \mathbb{P}\) a.e. \( \omega \in \Omega \). We refer to [23] and [24] for notations and basic results regarding stochastic processes.

Let \( \mathbb{K}_1 \) and \( \mathbb{K}_2 \) be two real Banach spaces equipped with the norms \( \| \cdot \|_{\mathbb{K}_1} \) and \( \| \cdot \|_{\mathbb{K}_2} \), respectively. We denote by \( \mathcal{C}_b(\mathbb{K}_1;\mathbb{K}_2) \) the set of the bounded and Borel measurable functions from \( \mathbb{K}_1 \) to \( \mathbb{K}_2 \). If \( \mathbb{K}_2 = \mathbb{R} \), then we simply write \( \mathcal{C}_b(\mathbb{K}_1) \). We denote by \( \mathcal{C}_b(\mathbb{K}_1;\mathbb{K}_2) \) (\( \mathcal{B}(\mathbb{K}_1;\mathbb{K}_2) \), respectively) the space of bounded and continuous (uniformly continuous, respectively) functions from \( \mathbb{K}_1 \) to \( \mathbb{K}_2 \). We consider \( \mathcal{C}_b(\mathbb{K}_1;\mathbb{K}_2) \) and \( \mathcal{B}(\mathbb{K}_1;\mathbb{K}_2) \) with the norm

\[ \| f \|_{\infty} = \sup_{x \in \mathbb{K}_1} \| f(x) \|_{\mathbb{K}_2} . \]

We remark that the results of this paper can be applied to stochastic partial differential equations.
for some (and hence for all) orthonormal basis \( \{ e_n \}_{n \in \mathbb{N}} \) of \( H \). We recall that the trace operator, defined in \([23]\), is independent of the choice of the basis. We refer to \([27]\) and \([24]\) for notations and basic results about linear operators and Banach spaces. All the integrals appearing in the paper are integrals in the sense of Bochner (see \([24]\)).

2. Hypotheses and main results

We start by introducing the hypotheses we will assume throughout the paper.

Hypotheses 2.1. We assume that the following conditions hold true.

(i) \( R \in \mathcal{L}(\mathcal{X}) \) is a positive and self-adjoint operator.

(ii) \( A \) is the infinitesimal generator of a strongly continuous semigroup \( \{ e^{tA} \}_{t \geq 0} \) on \( \mathcal{X} \).

(iii) There exists \( \eta \in (0,1) \) such that for any \( T > 0 \)

\[
\int_0^T t^{-\eta} \text{Trace}[e^{tA}R^2 e^{tA^*}] dt < +\infty.
\]

(iv) \( G : \mathcal{X} \to \mathcal{X} \) is a continuous, three times Fréchet differentiable map, with uniformly continuous derivatives, and there exists a positive constant \( M \) such that for any \( x \in \mathcal{X} \) and

\[
\|DG(x)h_1\| \leq M\|h_1\|; \\
\|D^2G(x)(h_1,h_2)\| \leq M\|h_1\|\|h_2\|; \\
\|D^3G(x)(h_1,h_2,h_3)\| \leq M\|h_1\|\|h_2\|\|h_3\|.
\]

By \([23\) Theorem 7.5], Hypotheses 2.1 ensure that the mild solution \( \{ X(t) \}_{t \geq 0} \) of (1.1) exists, is unique and has \( \mathbb{P}\)-a.e. continuous trajectories.

Definition 2.2. For any \( x \in \mathcal{X} \) we call mild solution of (1.1) a process \( \{ X(t,x) \}_{t \geq 0} \) such that for any \( t > 0 \) and \( x \in \mathcal{X} \)

\[
X(t,x) = e^{tA}x + \int_0^t e^{(t-s)A}RG(X(s,x))ds + \int_0^t e^{(t-s)A}RdW(s). \tag{2.1}
\]

We want to point out that Hypothesis 2.1 is stronger than the conditions required in \([24\) Theorem 7.5], but in order to obtain our results we will need it.

Proposition 2.3. Assume Hypotheses 2.1 hold true. The space \( H_R := R(\mathcal{X}) \) is a separable Hilbert space if endowed with the inner product

\[
\langle x,y \rangle_R := (R^{-1}x,R^{-1}y), \quad x,y \in H_R. \tag{2.2}
\]

The associated norm to (2.2) is \( \| x \|_R := \| R^{-1}x \| \). Furthermore \( H_R \) is a Borel measurable space, continuously embedded in \( \mathcal{X} \) and, for any \( h \in H_R \), it holds \( \| h \| \leq \| R \|_{\mathcal{L}(\mathcal{X})}\| h \|_{H_R} \).

We refer to \([22\) Theorem 15.1] and \([40\) Appendix C\) for the proof of Proposition 2.3 and some basic properties of the space \( H_R \). We now state some additional hypotheses we will use throughout the paper.

Hypotheses 2.4. Assume that Hypotheses 2.1 hold true, that the part of \( A \) in \( H_R \), denoted by \( A_R \), generates a strongly continuous semigroup on \( H_R \) and that there exists \( \zeta_R \in \mathbb{R} \) such that, for every \( x \in \mathcal{X} \) and \( h \in \text{Dom}(A_R) \)

\[
\langle [A_R + RDG(x)]h,h \rangle_R \leq \zeta_R\|h\|_{H_R}^2. \tag{2.3}
\]

It is easy to see that if there exists \( w_R \in \mathbb{R} \) such that, for any \( x \in \text{Dom}(A_R) \), it holds

\[
\langle A_Rx,x \rangle_R \leq w_R\|x\|_{H_R}^2,
\]

then (2.3) is verified with \( \zeta_R = w_R + \| R \|_{\mathcal{L}(\mathcal{X})}M \), where \( M \) is the constant introduced in Hypothesis 2.1. We stress that in \([12\ [13\ [19\ and \([22\ Section 6.4.1], \zeta_R \) is negative, while in this paper we do not assume any sign on \( \zeta_R \).
Remark 2.5. We want to point out that in general the stochastic convolution
\[ \left\{ \int_0^t e^{(t-s)A} RdW(s) \right\}_{t \geq 0}, \]
is a \( H_R \)-valued continuous process. Hence it is not possible to solve (1.1) in \( H_R \).

Now we define the functional spaces which will play a main role in this paper. The following notion of differentiability first appeared in [31] and [36].

Definition 2.6. Assume Hypothesis [31] holds true. We say that a function \( \Phi : X \to \mathbb{R} \) is \( H_R \)-differentiable at \( x \in X \), if there exists \( L_x \in \mathcal{L}(H_R; \mathbb{R}) \) such that
\[ \lim_{\|h\|_R \to 0} \frac{|\Phi(x + h) - \Phi(x) - L_x h|}{\|h\|_R} = 0. \]
If it exists, \( L_x \) is unique and we set \( D_R \Phi(x) := L_x \). We say that \( \Phi \) is twice \( H_R \)-differentiable at \( x \in X \) if the map \( D_R^2 \Phi : X \to \mathcal{L}(H_R; \mathbb{R}) \) is \( H_R \)-differentiable at the point \( x \in X \), namely there exists a unique \( B_x \in \mathcal{L}(H_R; \mathcal{L}(H_R; \mathbb{R})) \) such that
\[ \lim_{\|h\|_R \to 0} \frac{1}{\|h\|_R} \|D_R^2 \Phi(x + h) - D_R^2 \Phi(x) - B_x h\|_{\mathcal{L}(H_R; \mathbb{R})} = 0. \]
We call second order \( H_R \)-derivative of \( \Phi \) at the point \( x \in X \) the unique symmetric continuous bilinear form \( D^2 \Phi(x) : H_R \times H_R \to \mathbb{R} \) defined by
\[ D^2 \Phi(x)(h, k) := (B_x)k, \quad x \in X, \; h, k \in H_R. \]
For any \( k > 2 \), we define in the same way a \( k \)-times \( H_R \)-differentiable functions \( \Phi \) and we denote by \( D^k_R \Phi(x) \) its \( H_R \)-derivative of order \( k \). Observe that \( D^k_R \Phi(x) \) belongs to \( \mathcal{L}^k(H_R; \mathbb{R}) \). Since for \( R = \text{Id}_X \), the \( H_R \) differentiability coincide with the standard Fréchet differentiability, in this case we will drop the subscript \( R \).

Remark 2.7. Let \( f : X \to \mathbb{R} \) be a \( H_R \)-differentiable function. Since \( H_R \) is a Hilbert space, by the Riesz representation theorem, for any \( x \in X \) there exists a unique \( l_x \in H_R \) such that
\[ D_R f(x)h = (l_x, h)_R, \quad h \in H_R. \]
We call \( l_x \) the \( H_R \)-gradient of \( f \) at \( x \in X \) and we denote it by \( \nabla_R f(x) \).

This notion of \( H_R \)-differentiability is a sort of Fréchet differentiability along the directions of \( H_R \) and it was already considered in various papers (see, for example, [8, 7, 8, 15, 16]). The proof of the following result follows the same arguments used in the proof of [7, Proposition 17].

Proposition 2.8. Assume Hypothesis [2,7] holds true. If \( f : X \to \mathbb{R} \) is a \( \text{Fréchet} \) differentiable function with continuous derivative operator, then \( f \) is also \( H_R \)-differentiable with continuous \( H_R \)-derivative operator and, for every \( x \in X \), it holds \( \nabla_R f(x) = R^2 \nabla f(x) \).

Let \( Y \) be a Banach space endowed with the norm \( \|\cdot\|_Y \) and \( \alpha \in (0, 1) \). We define the space of \( Y \)-valued, bounded and uniformly continuous Hölder functions along the directions of \( H_R \) as
\[ \text{BUC}^\alpha_R(X; Y) := \left\{ f \in \text{BUC}(X) \left| \begin{array}{c} [f]_{\text{BUC}^\alpha_R(X; Y)} := \sup_{x \in X} \sup_{h \in H_R(0)} \frac{\|f(x + h) - f(x)\|_Y}{\|h\|_R^\alpha} < +\infty \end{array} \right. \right\}, \tag{2.4} \]
endowed with the norm
\[ \|f\|_{\text{BUC}^\alpha_R(X; Y)} := \|f\|_\infty + [f]_{\text{BUC}^\alpha_R(X; Y)}. \]
As usual, if \( Y = \mathbb{R} \) we simply write \( \text{BUC}^\alpha_R(X) \).
For \( k \in \mathbb{N} \), we denote by \( \text{BUC}_R^k(\mathcal{X}) \) the space of bounded, uniformly continuous and \( k \)-times \( H_R \)-differentiable functions \( f : \mathcal{X} \to \mathbb{R} \) such that \( D_R^k f \in \text{BUC}(\mathcal{X}; \mathcal{L}^{(k)}(H_R; \mathbb{R})) \). We endow \( \text{BUC}_R^k(\mathcal{X}) \) with the norm
\[
\| f \|_{\text{BUC}_R^k(\mathcal{X})} := \| f \|_\infty + \sum_{i=1}^k \sup_{x \in \mathcal{X}} \| D_R^i f(x) \|_{\mathcal{L}^{(i)}(H_R; \mathbb{R})}.
\]

For \( k \in \mathbb{N} \) and \( \alpha \in (0, 1) \), we denote by \( \text{BUC}_R^{k+\alpha}(\mathcal{X}) \) the subspace of \( \text{BUC}_R^k(\mathcal{X}) \) of functions \( f : \mathcal{X} \to \mathbb{R} \) such that \( D_R^k f \in \text{BUC}(\mathcal{X}; \mathcal{L}^{(k)}(H_R; \mathbb{R})) \). We endow \( \text{BUC}_R^{k+\alpha}(\mathcal{X}) \) with the norm
\[
\| f \|_{\text{BUC}_R^{k+\alpha}(\mathcal{X})} := \| f \|_{\text{BUC}_R^k(\mathcal{X})} + \| D_R^k f \|_{\text{BUC}_R(\mathcal{X}; \mathcal{L}^{(k)}(H_R; \mathbb{R}))},
\]
where the seminorm \( \| \cdot \|_{\text{BUC}_R(\mathcal{X}; \mathcal{L}^{(k)}(H_R; \mathbb{R}))} \) is defined in (2.3). If \( R = \text{Id}_\mathcal{X} \), then we will simply omit the subscript \( R \) from the notations.

Now we can state one of the main results of this paper.

**Theorem 2.9.** Assume Hypotheses 2.4 hold true. For any \( \lambda > 0 \), \( \alpha \in (0, 1) \) and \( f \in \text{BUC}_R^\alpha(\mathcal{X}) \) the solution \( u \) of (1.4), introduced in (1.3), belongs to \( \text{BUC}_R^{2+\alpha}(\mathcal{X}) \), and there exists a positive constant \( C \) depending only on \( \lambda \) and \( \alpha \) such that
\[
\| u \|_{\text{BUC}_R^{2+\alpha}(\mathcal{X})} \leq C \| f \|_{\text{BUC}_R^\alpha(\mathcal{X})}.
\]

Theorem 2.9 says nothing about the case \( f \in \text{BUC}(\mathcal{X}) \), i.e. \( \alpha = 0 \). To study this case we will introduce an appropriate Zygmund space. Indeed the second main result we will show (Theorem 2.9) states that if Hypotheses 2.4 hold true and \( f \) belongs to \( \text{BUC}(\mathcal{X}) \), then the solution \( u \) of (1.4) is bounded, uniformly continuous and \( H_R \)-differentiable with bounded and uniformly continuous \( H_R \)-gradient \( D_R u \) such that
\[
\sup_{\substack{x \in \mathcal{X} \\ h \in H_R \setminus \{0\}}} \frac{\| D_R u(x + 2h) - 2D_R u(x + h) + D_R u(x) \|_R}{\| h \|_R} < +\infty,
\]

namely \( D_R u \) satisfies a Zygmund type condition along \( H_R \).

Moreover we show Schauder type regularity results (Theorem 6.4) for the mild solution \( v \), introduced in (1.3), of the evolution equation (1.1). Finally in Proposition 6.6 we will prove a Schauder regularity results for the solution \( u \) of the stationary equation
\[
\lambda u - Lu - (F; D_R u) = f, \quad \lambda > 0, \, f \in \text{BUC}_R^\alpha(\mathcal{X}),
\]
where \( F \) is a function belonging to \( \text{BUC}_R^\alpha(\mathcal{X}; H_R) \) with suitable small norm, and \( L \) is the weak generator in \( \text{BUC}(\mathcal{X}) \) of the transition semigroup associated to
\[
\left\{
\begin{array}{l}
\d X(t, x) = A X(t, x) dt + RdW(t), \quad t > 0; \\
X(0, x) = x \in \mathcal{X},
\end{array}
\right.
\]
where \( A \) and \( R \) satisfy Hypotheses 2.4.

**Remark 2.10.** In [15] the authors study the case with \( A = -(1/2)\text{Id}_\mathcal{X}, \, G \equiv 0 \) and \( R = Q^{1/2} \), where \( Q \) is a non-negative, self-adjoint and trace class operator, hence \( R = Q^{1/2} \) is not necessary injective. Without the injectivity of \( R \) we are not aware of a result similar to Proposition 2.4 and this may give problems in the proof of Theorem 2.1, particularly in the step from (5.3) to (5.4). Instead in [15] they can exploit the Mehler representation formula of the semigroup to avoid this problem. In [15], again exploiting the Mehler representation formula of the semigroup, they obtain estimates similar to the ones in Proposition 5.6 without the use of Theorem 3.6. Doing so they are able to prove (see [15] Theorem 3.4 and Theorem 3.6) results similar to Theorem 2.4 replacing the \( \text{BUC}(\mathcal{X}) \) space with \( C_b(\mathcal{X}) \). Unfortunately, we are not able to prove the estimates in Proposition 5.6 without the results of Section 3. Furthermore, we do not know whether Theorem 2.4 holds true if we replace \( \text{BUC}(\mathcal{X}) \) by \( C_b(\mathcal{X}) \).
3. An interpolation result

In the following we will prove an interpolation result which will be fundamental in the next sections. A similar result appears in [12], but we stress that the derivative operator considered in [12] is different from the one introduced in this paper (Definition 2.6). Let $\mathcal{X}$ be the set of functions $\varphi$ belonging to $\text{BUC}(\mathcal{X})$ such that they are $H_R$-differentiable and

$$\|D_R \varphi\|_\infty := \sup_{x \in \mathcal{X}} \|D_R \varphi(x)\|_{L(H_R; \mathbb{R})} < +\infty.$$ 

We endowed $\mathcal{X}$ with the norm $\|\varphi\|_\mathcal{X} := \|\varphi\|_\infty + \|D_R \varphi\|_\infty$.

**Proposition 3.1.** Assume Hypothesis [2,7] holds true. $(\mathcal{X}, \|\cdot\|_\mathcal{X})$ is a Banach space.

*Proof.* The proof is standard, we just give a brief sketch. The fact that $\mathcal{X}$ is a normed space is obvious. Now let $(\varphi_n)_{n \in \mathbb{N}} \subseteq \mathcal{X}$ be a Cauchy sequence in $\mathcal{X}$. Let $\varphi \in \text{BUC}(\mathcal{X})$ and $L : \mathcal{X} \to \mathcal{L}(H_R; \mathbb{R})$ be the uniform limit of $(\varphi_n)_{n \in \mathbb{N}}$ and of $(D_R \varphi_n)_{n \in \mathbb{N}}$. By [25, Theorem 7.11] we get that

$$\lim_{\|h\|_R \to 0} \frac{|\varphi(x + h) - \varphi(x) - L(x)h|}{\|h\|_R} = \lim_{\|h\|_R \to 0} \lim_{n \to +\infty} \frac{|\varphi_n(x + h) - \varphi_n(x) - D_R \varphi_n(x)h|}{\|h\|_R} = \lim_{n \to +\infty} \lim_{\|h\|_R \to 0} \frac{|\varphi_n(x + h) - \varphi_n(x) - D_R \varphi_n(x)h|}{\|h\|_R} = 0.$$

This conclude the proof. □

We introduce a modification of the Lasry–Lions approximating procedure introduced in [39].

**Proposition 3.2.** Assume Hypothesis [2,7] holds true and let $f \in \text{BUC}_R^\alpha(\mathcal{X})$ for some $\alpha \in (0, 1)$. For every $\varepsilon > 0$, we consider the function

$$f_\varepsilon(x) := \sup_{h \in H_R} \left\{ \inf_{k \in H_R} \left\{ f(x + h - k) + \frac{1}{2\varepsilon} \|k\|_R^2 \right\} - \frac{1}{\varepsilon} \|h\|_R^2 \right\}, \quad x \in \mathcal{X}. \quad (3.1)$$

For every $\varepsilon > 0$, the function $f_\varepsilon$ belongs to $\mathcal{X}$ and for any $x \in \mathcal{X}$

$$\|f_\varepsilon\|_\infty \leq \|f\|_\infty. \quad (3.2)$$

Furthermore there exists a positive constant $c_\alpha$, depending only on $\alpha$, such that

$$0 \leq f(x) - f_\varepsilon(x) \leq c_\alpha f^{1/(2-\alpha)}_{\text{BUC}_R^\alpha(\mathcal{X})} \varepsilon^{\alpha/(2-\alpha)}, \quad x \in \mathcal{X}, \quad (3.3)$$

and

$$\|D_R f_\varepsilon\|_\infty \leq 2 \sqrt{2} \varepsilon^{1/2} f^{1/(2-\alpha)}_{\text{BUC}_R^\alpha(\mathcal{X})} \varepsilon^{(\alpha-1)/(2-\alpha)}. \quad (3.4)$$

*Proof.* Throughout the proof we fix $\varepsilon > 0$. We start by showing that (3.2) holds true. Indeed, for any $x \in \mathcal{X}$, it holds

$$f_\varepsilon(x) = \sup_{h \in H_R} \left\{ \inf_{k \in H_R} \left\{ f(x + h - k) + \frac{1}{2\varepsilon} \|k\|_R^2 \right\} - \frac{1}{\varepsilon} \|h\|_R^2 \right\} \leq \sup_{h \in H_R} \left\{ f(x) + \frac{1}{2\varepsilon} \|h\|_R^2 - \frac{1}{\varepsilon} \|h\|_R^2 \right\} \leq f(x) \leq \|f\|_\infty. \quad (3.5)$$

In a similar way, for every $x \in \mathcal{X}$, we get

$$f_\varepsilon(x) = \sup_{h \in H_R} \left\{ \inf_{k \in H_R} \left\{ f(x + h - k) + \frac{1}{2\varepsilon} \|k\|_R^2 \right\} - \frac{1}{\varepsilon} \|h\|_R^2 \right\} \geq \inf_{k \in H_R} \left\{ f(x + h - k) + \frac{1}{2\varepsilon} \|k\|_R^2 \right\} \geq -\|f\|_\infty. \quad (3.6)$$

By (3.5) and (3.6), we get (3.2).

Now we prove that $f_\varepsilon$ is uniformly continuous. Since $f$ is uniformly continuous we know that for every $\eta > 0$ there exists $\delta := \delta(\eta) > 0$ such that for every $x, y \in \mathcal{X}$ with $|x - y| < \delta$ it
holds $|f(x) - f(y)| < \eta$. Let $x, y \in \mathcal{X}$ satisfying $|x - y| < \delta$, then for every $\sigma > 0$ there exists $h_{\sigma}, k_{\sigma} \in H_{R}$ such that

$$f_{\varepsilon}(x) - f_{\varepsilon}(y) \leq \inf_{k \in H_{R}} \left\{ f(x + h_{\varepsilon} - k) + \frac{1}{2\varepsilon} \|k\|_{R}^{2} \right\} - \frac{1}{\varepsilon} \|h_{\sigma}\|_{R}^{2} + \sigma$$

$$- \inf_{k \in H_{R}} \left\{ f(y + h_{\varepsilon} - k) + \frac{1}{2\varepsilon} \|k\|_{R}^{2} \right\} + \frac{1}{\varepsilon} \|h_{\sigma}\|_{R}^{2}$$

$$\leq f(x + h_{\varepsilon} - k_{\sigma}) + \frac{1}{2\varepsilon} \|k_{\sigma}\|_{R}^{2} - f(y + h_{\varepsilon} - k_{\sigma}) - \frac{1}{2\varepsilon} \|k_{\sigma}\|_{R}^{2} + 2\sigma$$

$$\leq \eta + 2\sigma.$$ 

In a similar way we get that $f_{\varepsilon}(x) - f_{\varepsilon}(y) \geq -\eta - 2\sigma$. So $f_{\varepsilon}$ is uniformly continuous.

It is now time to prove (3.3). Let $x \in \mathcal{X}$, for every $\eta > 0$ there exists $k_{\eta} \in H_{R}$ such that

$$0 \leq f(x) - f_{\varepsilon}(x) \leq f(x) - \inf_{k \in H_{R}} \left\{ f(x - k) + \frac{1}{2\varepsilon} \|k\|_{R}^{2} \right\}$$

$$\leq f(x) - f(x - k_{\eta}) - \frac{1}{2\varepsilon} \|k_{\eta}\|_{R}^{2} + \eta$$

$$\leq [f]_{BUC_{R}(\mathcal{X})}\|k_{\eta}\|_{R}^{2} - \frac{1}{2\varepsilon} \|k_{\eta}\|_{R}^{2} + \eta. \tag{3.7}$$

Before proceeding we need to estimate $\|k_{\eta}\|_{R}$. By (3.7) we get

$$\|k_{\eta}\|_{R}^{2} \leq 2\varepsilon[f]_{BUC_{R}(\mathcal{X})}\|k_{\eta}\|_{R}^{2} + 2\varepsilon\eta.$$ 

By the Young inequality, for every $c > 0$

$$\|k_{\eta}\|_{R}^{2} \leq \frac{\alpha}{2} \varepsilon^{2\alpha}/\alpha \|k_{\eta}\|_{R}^{2} + \frac{2 - \alpha}{2} \varepsilon^{2/(2 - \alpha)} \left(2\varepsilon[f]_{BUC_{R}(\mathcal{X})}\right)^{2/(2 - \alpha)} + 2\varepsilon\eta.$$ 

Now taking $c = \alpha^{-\alpha/2}$ we get

$$\|k_{\eta}\|_{R}^{2} \leq (2 - \alpha)\alpha^{\alpha/(2 - \alpha)} \left(2\varepsilon[f]_{BUC_{R}(\mathcal{X})}\right)^{2/(2 - \alpha)} + 4\varepsilon\eta. \tag{3.8}$$

Now using (3.7) and (3.8) we get, for any $x \in \mathcal{X}$

$$0 \leq f(x) - f_{\varepsilon}(x) \leq [f]_{BUC_{R}(\mathcal{X})}\left((2 - \alpha)\alpha^{\alpha/(2 - \alpha)} \|f\|^{2/(2 - \alpha)}_{BUC_{R}(\mathcal{X})}\right)^{2/(2 - \alpha)} + 4\varepsilon\eta)^{\alpha/2} + \eta.$$ 

Since the above estimate holds for every $\eta > 0$ we get (3.3).

The proof of the existence of the $H_{R}$-derivative of $f_{\varepsilon}$ is based upon a known result that state that if a function $u$ is both semiconvex and semiconcave, then $u$ is Fréchét differentiable with Lipschitz continuous Fréchét derivative operator (we refer to [35, Theorem 3.1] for a proof of this result). The proof follows the same lines of the one in [35, p. 264] replacing the function $2\varepsilon\delta$ with the function $h \mapsto f_{\varepsilon}(x + h)$. This is due to the fact that, for every $x \in \mathcal{X}$, if we consider $u_{x} : H_{R} \to \mathbb{R}$ defined as

$$u_{x}(h) := f(x + h), \quad h \in H_{R},$$

then, for every $x \in \mathcal{X}$, the function $k \mapsto f_{\varepsilon}(x + k)$ coincides with the classical Lasry–Lions approximation of the function $u_{x}$, defined in [39], evaluated at $k$. This gives us that $\mathcal{D}_{R}f_{\varepsilon}(x)$ exists for every $x \in \mathcal{X}$ and it satisfies

$$\|\mathcal{D}_{R}f_{\varepsilon}(x + h) - \mathcal{D}_{R}f_{\varepsilon}(x + k)\|_{\mathcal{L}(H_{R}; \mathbb{R})} \leq L\|h - k\|_{R}, \quad h, k \in H_{R}, \tag{3.9}$$

for some positive constant $L$, independent of $h, k \in H_{R}$.

We are now in the position to prove (3.4). Let $x \in \mathcal{X}$ and observe that for every $\sigma > 0$ there exists $h_{\sigma} \in H_{R}$ such that

$$f_{\varepsilon}(x) \leq \inf_{k \in H_{R}} \left\{ f(x + h_{\sigma} - k) + \frac{1}{2\varepsilon} \|k\|_{R}^{2} \right\} - \frac{1}{\varepsilon} \|h_{\sigma}\|_{R}^{2} + \sigma.$$ 

A straightforward calculation gives us

$$\frac{1}{\varepsilon} \|h_{\sigma}\|_{R}^{2} \leq f(x) - f_{\varepsilon}(x) + \sigma + \frac{1}{2\varepsilon} \|h_{\sigma}\|_{R}^{2}, \quad x \in \mathcal{X}.$$
Now letting $X$ This gives us the continuous embedding \( \text{BUC}^\alpha(\mathcal{X}) \subseteq \text{BUC}^\alpha_R(\mathcal{X}) \).

A standard argument concludes the proof. \( \square \)

We shall use the $K$ method for real interpolation spaces (see, for example, [13, 56]). Let $\mathcal{K}_1$ and $\mathcal{K}_2$ be two Banach spaces, with norms $\|\cdot\|_{\mathcal{K}_1}$ and $\|\cdot\|_{\mathcal{K}_2}$, respectively. If $\mathcal{K}_2 \subseteq \mathcal{K}_1$ with a continuous embedding and both of them are continuously embedded in a Hausdorff topological vector space $\mathcal{V}$, then for every $r > 0$ and $x \in \mathcal{K}_1 + \mathcal{K}_2$ we define \( K(r, x) := \inf \{ \|a\|_{\mathcal{K}_1} + \|b\|_{\mathcal{K}_2} : x = a + b, a \in \mathcal{K}_1, b \in \mathcal{K}_2 \}. \)

For any $\vartheta \in (0, 1)$, we set \( (\mathcal{K}_1, \mathcal{K}_2)_{\vartheta, \infty} := \left\{ x \in \mathcal{K}_1 + \mathcal{K}_2 : \|x\|_{(\mathcal{K}_1, \mathcal{K}_2)_{\vartheta, \infty}} := \sup_{r > 0} r^{-\vartheta} K(r, x) < +\infty \right\}. \) (3.12)

It is standard to show that $\mathcal{K}_1, \mathcal{K}_2)$ is endowed with the norm $\|\cdot\|_{(\mathcal{K}_1, \mathcal{K}_2)_{\vartheta, \infty}}$ is a Banach space.

**Theorem 3.3.** Assume Hypothesis (2.7.10) holds true and let $\alpha \in (0, 1)$. Up to an equivalent renorming, it holds $(\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty} = \text{BUC}^\alpha_R(\mathcal{X})$.

**Proof.** We start by showing that $(\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty} \subseteq \text{BUC}^\alpha_R(\mathcal{X})$. For every $\varphi \in (\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty}$ and any $r, \varepsilon > 0$ there exist $f_{r, \varepsilon} \in \text{BUC}(\mathcal{X})$ and $g_{r, \varepsilon} \in \mathcal{X}$ such that $\varphi(x) = f_{r, \varepsilon}(x) + g_{r, \varepsilon}(x), \quad x \in \mathcal{X};$

and $\|f_{r, \varepsilon}\|_{\infty} + r \|g_{r, \varepsilon}\|_\mathcal{X} \leq r^n \|\varphi\|_{(\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty}} + \varepsilon. \) (3.13)

So by the mean value theorem and (3.13) we get for $x \in \mathcal{X}$ and $h \in H_R$ $|\varphi(x + h) - \varphi(x)| \leq 2 \|f_{r, \varepsilon}\|_{\infty} + \|g_{r, \varepsilon}(x + h) - g_{r, \varepsilon}(x)|$

$\leq 2 \|f_{r, \varepsilon}\|_{\infty} + \|D_r g_{r, \varepsilon}\|_\mathcal{X} \|h\|_R$

$\leq 2^{n^2} \|\varphi\|_{(\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty}} + 2 \varepsilon \|x\|_\mathcal{X} \|h\|_R + \varepsilon r^{-1} \|h\|_R. \) (3.14)

Now letting $\varepsilon$ tend to zero in (3.14) and setting $r = \|h\|_R$ we get $|\varphi(x + h) - \varphi(x)| \leq 3 \|\varphi\|_{(\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty}} \|h\|_R^n, \quad x \in \mathcal{X}, \; h \in H_R.$

This gives us the continuous embedding $(\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty} \subseteq \text{BUC}_R^\alpha(\mathcal{X})$.

Now we prove that $\text{BUC}_R^\alpha(\mathcal{X}) \subseteq (\text{BUC}(\mathcal{X}), \mathcal{X})_{\alpha, \infty}$. Let $\varphi \in \text{BUC}_R^\alpha(\mathcal{X})$ and for every $\varepsilon > 0$ let $\varphi_\varepsilon$ be the function defined in (3.1). For $r \in (0, 1)$ we consider the functions $f_r : \mathcal{X} \to \mathbb{R}$ and $g_r : \mathcal{X} \to \mathbb{R}$ defined as $f_r(x) := \varphi(x) - \varphi_{r, \varepsilon}(x), \quad g_r(x) := \varphi_{r, \varepsilon}(x), \quad x \in \mathcal{X}$.
By (3.3) we get that there exists a constant $k_1 = k_1(\alpha, \varphi) > 0$ such that
\[ \| f_r \|_{X} \leq k_1 r^\alpha. \]

By (3.2) and (3.4), there exist a constant $k_2 = k_2(\alpha, \varphi) > 0$ such that
\[ g_r \leq \| \varphi, z^{-}\|_{X} + \| R^2 \varphi, z^{-}\|_{X} \leq k_2 r^{\alpha-1}. \]

So for every $r \in (0, 1)$
\[ K(r, \varphi) \leq (k_1 + k_2)r^\alpha. \]

Observe that the above estimate is trivial in the case that $r > 1$. Recalling (3.12) we get the thesis.

Remark 3.4. We stress that (3.3) does not guarantee the uniformly continuity of the $H_R$-derivative operator with respect to $x$. On the other hand if $R = 1_{X}$ then, by (3.4), the Lasry–Lions type approximants $f_r$ belongs to $\text{BUC}^1(\mathcal{X})$. Hence Proposition 3.2 and Theorem 3.3 hold true with $X$ replaced with $\text{BUC}^1(\mathcal{X})$. This result was already present in [12].

We conclude this section by recalling a classical interpolation result that we will use in the paper (see [10] Theorem 1.12 of Chapter 5 for a proof).

Theorem 3.5. Let $X_0, X_1, H_0, H_1$ be Banach spaces such that $H_0 \subseteq X_0$ and $H_1 \subseteq X_1$ with continuous embeddings. If $T$ is a linear mapping such that $T : X_0 \rightarrow H_1$ and $T : H_0 \rightarrow H_1$ and for some $N_{X_0}, N_{H_1} > 0$ it hold
\[ \| Tx \|_{X_1} \leq N_{X_1} \| x \|_{X_0}, \quad x \in X_0; \]
\[ \| Ty \|_{H_1} \leq N_{H_1} \| y \|_{H_0}, \quad y \in H_0, \]
then, for every $\delta \in (0, 1)$, $T$ maps $(X_0, H_0)_{\delta, \infty}$ in $(X_1, H_1)_{\delta, \infty}$ and
\[ \| Tx \|_{(X_1, H_1)_{\delta, \infty}} \leq N_{X_1}^{-\delta} N_{H_1}^\delta \| x \|_{(X_0, H_0)_{\delta, \infty}}, \quad x \in (X_0, H_0)_{\delta, \infty}. \]

4. $H_R$ Regularity of the Mild Solution $\{X(t, x)\}_{t \geq 0}$

In this section we are interested in investigate the differentiability properties of the mild solution of (1.1). For every $x \in X$, by Hypotheses 2.1 and 23 Theorem 7.5), [11] has a unique mild solution $\{X(t, x)\}_{t \geq 0}$. Recall that the map $x \mapsto X(\cdot, x)$ is Lipschitz continuous uniformly with respect to the time variable (see [6] Proposition 3.13 or [47] Proposition 3.7 for a proof). More precisely, for every $T > 0$, there exists a positive constant $\eta = \eta(T)$ such that
\[ \sup_{t \in [0, T]} \| X(t, x) - X(t, y) \| \leq \eta \| x - y \|, \quad x, y \in X. \] (4.1)

By [10] Section 2] (still using Hypotheses 2.1, for any $t > 0$ and for $\mathcal{P}$-a.e. $\omega \in \Omega$ the map $x \mapsto X(t, x)(\omega)$ is three times Gateaux differentiable and if we set for $x, h, k, j \in X$ and $t > 0$
\[ \delta_t^1(x, t) := D_t^0X(t, x)h; \]
\[ \delta_t^2(x, t) := D_t^2X(t, x)h, k; \]
\[ \delta_t^3(x, t) := D_t^3X(t, x)h, k, j, \]
then the processes $\{\delta_t^1(x, t)\}_{t \geq 0}$, $\{\delta_t^2(x, t)\}_{t \geq 0}$, $\{\delta_t^3(x, t)\}_{t \geq 0}$ are the mild solutions of
\[ \begin{cases} d\delta_t^1(x, t) = [A + RDG(X(t, x))]\delta_t^1(t, x)dt, \quad t > 0; \\
\delta_0^1(x, t) = h; \end{cases} \] (4.2)
\[ \begin{cases} d\delta_t^2(x, t) = ([A + RDG(X(t, x))]\delta_t^2(t, x) \\
+ RD^2G(X(t, x))(\delta_t^1(t, x), \delta_t^1(t, x)))dt, \quad t > 0; \\
\delta_0^2(x, t) = 0; \end{cases} \] (4.3)
Let $d_0^{h,k,j}(t,x) = (\{A + R \mathcal{D}G(X(t,x))\}d_0^{h,k,j}(t,x) + \mathcal{R}^\delta G(X(t,x))d_0^{h,k}(t,x))dt$, $d_0^{h,k}(t,x) = \mathcal{R}^\delta G(X(t,x))d_0^{h}(t,x)dt$, $d_0^{h,j}(t,x) = \mathcal{R}^\delta G(X(t,x))d_0^{j}(t,x)dt$, and $d_0^{h,k}(t,x) = \mathcal{R}^\delta G(X(t,x))d_0^{h,k}(t,x)dt$.

(4.4)

$$
\begin{align*}
\delta_0^{h,j}(t,x) &= 0, \\
\delta_0^{h,k}(t,x) &= 0, \\
\delta_0^{h,k,j}(t,x) &= \int_0^t (\{A + R \mathcal{D}G(X(t,x))\}d_0^{h,k,j}(t,x) + \mathcal{R}^\delta G(X(t,x))d_0^{h,k}(t,x))dt, \quad t > 0.
\end{align*}
$$

The first proposition we will prove concerns some uniform estimates, with respect to $x \in \mathbb{X}$, of the processes $\{\delta_0^1(t,x)\}_{t \geq 0}$, $\{\delta_0^{h,k}(t,x)\}_{t \geq 0}$ and $\{\delta_0^{h,k,j}(t,x)\}_{t \geq 0}$.

**Proposition 4.1.** Assume that Hypotheses 2.4 hold true. For every $x \in \mathbb{X}$ and $h, k, j \in H_R$ the processes $\{\delta_0^1(t,x)\}_{t \geq 0}$, $\{\delta_0^{h,k}(t,x)\}_{t \geq 0}$ and $\{\delta_0^{h,k,j}(t,x)\}_{t \geq 0}$ are $H_R$-valued. Moreover there exist two positive constants $M_2$ and $M_3$ such that for every $x \in \mathbb{X}$, $h, k, j \in H_R$ and $t > 0$, it holds $\mathbb{P}$-a.e.

$$
\begin{align*}
||\delta_0^1(t,x)||_R &\leq e^{\zeta_R t}||h||_R, \\
||\delta_0^{h,k}(t,x)||_R &\leq M_2 K_1(t,\zeta_R)||h||_R||k||_R, \\
||\delta_0^{h,k,j}(t,x)||_R &\leq M_3 K_2(t,\zeta_R)||h||_R||k||_R j||_R,
\end{align*}
$$

where

$$
K_1(t,\zeta_R) := \left\{ \begin{array}{ll}
\zeta_R^{-1} e^{\zeta_R (e^{\zeta_R n} - 1)}, & \zeta_R \neq 0; \\
0, & \zeta_R = 0.
\end{array} \right.
$$

(4.8)

$$
K_2(t,\zeta_R) := \left\{ \begin{array}{ll}
2(\zeta_R^{-1} - 1) e^{\zeta_R - 1}((1 + \zeta_R) e^{\zeta_R n} + \zeta_R - 1), & \zeta_R \neq 0; \\
0, & \zeta_R = 0.
\end{array} \right.
$$

(4.9)

**Proof.** All estimates in this proof are meant almost everywhere with respect to $\mathbb{P}$. The fact that the processes $\{\delta_0^1(t,x)\}_{t \geq 0}$, $\{\delta_0^{h,k}(t,x)\}_{t \geq 0}$ and $\{\delta_0^{h,k,j}(t,x)\}_{t \geq 0}$ are $H_R$-valued are easy consequences of the mild form of (4.2), (4.3) and (4.4). So we just need to prove the estimates (4.5), (4.6) and (4.7).

If $\{\delta_0^1(t,x)\}_{t \geq 0}$, $\{\delta_0^{h,k}(t,x)\}_{t \geq 0}$ and $\{\delta_0^{h,k,j}(t,x)\}_{t \geq 0}$ are equal to zero, then (4.5), (4.6) and (4.7) are obvious, so we can fix $t > 0$, $x \in \mathbb{X}$ and $h, k, j \in H_R$ such that the processes $\{\delta_0^1(t,x)\}_{t \geq 0}$, $\{\delta_0^{h,k}(t,x)\}_{t \geq 0}$ and $\{\delta_0^{h,k,j}(t,x)\}_{t \geq 0}$ are non-zero. We assume that the processes $\{\delta_0^1(t,x)\}_{t \geq 0}$, $\{\delta_0^{h,k}(t,x)\}_{t \geq 0}$ and $\{\delta_0^{h,k,j}(t,x)\}_{t \geq 0}$ are strict solutions of (4.2), (4.3) and (4.4) respectively, otherwise we proceed as in [6] or [13] Proposition 6.2.2 approximating $\{\delta_0^1(t,x)\}_{t \geq 0}$, $\{\delta_0^{h,k}(t,x)\}_{t \geq 0}$ and $\{\delta_0^{h,k,j}(t,x)\}_{t \geq 0}$ by means of sequences of more regular processes.

We start by proving (4.5). Fix $t > 0$ and $x \in \mathbb{X}$, scalarly multiplying the uppermost equation in (4.2) by $\delta_0^1(t,x)$ and using (2.3) we obtain

$$
\frac{1}{2} \frac{d}{dt} ||\delta_0^1(t,x)||_R^2 = \langle [A + R \mathcal{D}G(X(t,x))]\delta_0^1(t,x), \delta_0^1(t,x) \rangle_R \leq \zeta_R ||\delta_0^1(t,x)||_R^2.
$$

By a standard argument we obtain (4.5).

Now we take care of the proof of (4.6). Fix $t > 0$ and $x \in \mathbb{X}$, scalarly multiplying the uppermost equation in (1.3) by $\delta_0^{h,k}(t,x)$ and using Hypothesis 2.4 [v], (2.3) and (1.5) we get

$$
\begin{align*}
\left\{ \frac{d}{dt} \delta_0^{h,k}(t,x), \delta_0^{h,k}(t,x) \right\}_R &= \langle [A + R \mathcal{D}G(X(t,x))]\delta_0^{h,k}(t,x), \delta_0^{h,k}(t,x) \rangle_R \\
&\quad+ \langle \mathcal{R}^\delta G(X(t,x))\delta_0^{h,k}(t,x), \delta_0^{h,k}(t,x) \rangle_R \\
&\leq \zeta_R ||\delta_0^{h,k}(t,x)||_R + M||R||_{L(\mathbb{X})}^2 e^{2\zeta_R n} ||h||_R ||k||_R ||\delta_0^{h,k}(t,x)||_R,
\end{align*}
$$

(4.10)

where $M$ is the constant appearing in Hypothesis 2.1 [v]. Recalling that, for every $x \in \mathbb{X}$ and $h, k \in H_R$, by [13] Proposition A.1.3, the map $t \rightarrow ||\delta_0^{h,k}(t,x)||_R$ is differentiable, we can divide (4.10) by $||\delta_0^{h,k}(t,x)||_R$ to get

$$
\frac{d}{dt} ||\delta_0^{h,k}(t,x)||_R \leq \zeta_R ||\delta_0^{h,k}(t,x)||_R + M||R||_{L(\mathbb{X})}^2 e^{2\zeta_R n}.
$$
By a standard comparison result we obtain (4.6) with \( M_2 := M \| R \|_{\mathcal{L}(\mathcal{X})}^2 \).

It is now time to prove (4.7). Fix \( t > 0 \) and \( x \in \mathcal{X} \), scalarly multiplying the uppermost equation of (4.4) by \( \delta_{3}^{h,k,j}(t,x) \), and then using Hypothesis 2.1 (i), 2.3, 4.5 and 10 we obtain

\[
\left\langle \frac{d}{dt}\delta_{3}^{h,k,j}(t,x), \delta_{3}^{h,k,j}(t,x) \right\rangle_R = \langle [A + R \mathcal{D}G(X(t,x))]\delta_{3}^{h,k,j}(t,x), \delta_{3}^{h,k,j}(t,x) \rangle_R
\]

\[
\quad + (R \mathcal{D}^2G(X(t,x)))(\delta_{3}^{h,k,j}(t,x), \delta_{3}^{h,k,j}(t,x))R
\]

\[
\quad + (R \mathcal{D}^3G(X(t,x)))(\delta_{3}^{h,k,j}(t,x), \delta_{3}^{h,k,j}(t,x))R
\]

\[
\quad + (R \mathcal{D}^4G(X(t,x)))(\delta_{3}^{h,k,j}(t,x), \delta_{3}^{h,k,j}(t,x))R
\]

\[
\leq \zeta_R \| \delta_{3}^{h,k,j}(t,x) \|_R^2 + M \| R \|_{\mathcal{L}(\mathcal{X})}^2(3e^{\zeta_Rt}M_2K_1(t,\zeta_R) + \| R \|_{\mathcal{L}(\mathcal{X})}e^{3\zeta_Rt})\| k \|_R \| j \|_R \| \delta_{3}^{h,k,j}(t,x) \|_R,
\]

where \( M, M_2 \) and \( K_1(t,\zeta_R) \) are the objects appearing in Hypotheses 2.1 (i), 3.9 and 10, respectively. Recalling that for every \( x \in \mathcal{X} \) and \( h,k,j \in \mathcal{H}_R \), by [13, Proposition A.1.3], the map \( t \mapsto \| \delta_{3}^{h,k,j}(t,x) \|_R \) is differentiable, we can divide (4.10) by \( \| \delta_{3}^{h,k,j}(t,x) \|_R \) to get

\[
\frac{d}{dt}\| \delta_{3}^{h,k,j}(t,x) \|_R \leq \zeta_R \| \delta_{3}^{h,k,j}(t,x) \|_R
\]

\[
+ M \| R \|_{\mathcal{L}(\mathcal{X})}^2(3e^{\zeta_Rt}M_2K_1(t,\zeta_R) + \| R \|_{\mathcal{L}(\mathcal{X})}e^{3\zeta_Rt})\| k \|_R \| j \|_R \| \delta_{3}^{h,k,j}(t,x) \|_R.
\]

By a standard comparison result we obtain (4.6) with \( M_3 := M \max\{3M_2, \| R \|_{\mathcal{L}(\mathcal{X})} \| R \|_{\mathcal{L}(\mathcal{X})}^2 \}. \)

We left the complex dependence on \( t \) in the constants \( K_1 \) and \( K_2 \), defined in (4.8) and 1.9, for the sake of completeness. For the rest of the paper we will just need the following simpler estimate. The proof is standard and it is left to the reader.

**Corollary 4.2.** Assume that Hypotheses 2.4 hold true. If \( \zeta_R \neq 0 \), then for any \( t > 0 \)

\[
\max\{K_1(t,\zeta_R), K_2(t,\zeta_R)\} \leq \frac{1 + |\zeta_R|}{\zeta_R^2} \max\{e^{\zeta_R}, e^{3\zeta_R}\};
\]

where \( K_1 \) and \( K_2 \) are introduced in (4.8) and 1.9, respectively.

Now we need to introduce a Gateaux type derivation along \( H_R \). This notion of derivability was already considered in [8] and it will be fundamental to prove a chain rule type result (Corollary 4.3).

**Definition 4.3.** Assume Hypothesis 2.2 (ii) holds true. We say that a function \( \Phi : \mathcal{X} \to \mathcal{X} \) is \( H_R \)-Gateaux differentiable if for every \( x \in \mathcal{X} \) and \( h \in H_R \) there exists \( \varepsilon_{x,h} > 0 \) such that the function \( \varphi_{x,h} : (-\varepsilon_{x,h}, \varepsilon_{x,h}) \to \mathcal{X} \) defined as

\[
\varphi_{x,h}(r) := \Phi(x + rh) - \Phi(x), \quad x \in \mathcal{X}, \ h \in H_R, \ r \in (-\varepsilon_{x,h}, \varepsilon_{x,h});
\]

is \( H_R \)-valued and there exists \( T_x \in \mathcal{L}(H_R) \) such that for every \( h \in H_R \)

\[
\lim_{r \to 0} \left\| \frac{1}{r} \varphi_{x,h}(r) - T_x h \right\|_R = 0.
\]

\( T_x \) is called \( H_R \)-Gateaux derivative of \( \Phi \) at the point \( x \in \mathcal{X} \) and we denote it by \( \mathcal{D}_{G,R}\Phi(x) \).

For any \( k \in \mathbb{N} \), in a similar way we can define a \( k \)-times \( H_R \)-Gateaux differentiable map, and we denote by \( \mathcal{D}_{G,R}^{(k)}\Phi(x) \) the \( H_R \)-Gateaux derivative of \( \Phi \) of order \( k \) at \( x \in \mathcal{X} \). We remark that \( \mathcal{D}_{G,R}^{(k)}\Phi(x) \) belongs to \( \mathcal{L}^{(k)}(H_R) \).

The derivation introduced in Definition 4.3 is the correct type of derivation that we will need in the following result.
Proposition 4.4. Assume that Hypotheses 2.4 hold true. For any \( t > 0 \) the map \( x \mapsto X(t,x) \) is three times \( H_R \)-Gateaux differentiable \( \mathbb{P} \)-a.e. and its first, second and third Gateaux derivative operators are \( D_G X(t,x), D_G^2 X(t,x) \) and \( D_G^3 X(t,x), \) respectively. Moreover for any \( i = 1, 2, 3 \) and \( t > 0 \) the map \( D_G^i X(t,\cdot) : \mathcal{L} \rightarrow \mathcal{L}^{(i)}(H_R) \) is uniformly continuous, almost everywhere with respect to \( \mathbb{P} \).

Proof. All estimates in this proof are meant almost everywhere with respect to \( \mathbb{P} \). We prove the statements for the first \( H_R \)-Gateaux derivative, the proof for the second and the third \( H_R \)-Gateaux derivative operator are similar. We start by proving that, for any \( t > 0 \), the map \( x \mapsto X(t,x) \) is \( H_R \)-Gateaux differentiable \( \mathbb{P} \)-a.e. and its \( H_R \)-Gateaux derivative at \( x \in \mathcal{X} \) in the direction \( h \in H_R \) is three times \( \text{Fréchet} \) differentiable with bounded and continuous derivative, So by (2.1), (4.2) and (4.11) it holds

\[
\|e^{tA}t,x \|_{\mathcal{L}(H_R)} \leq Be^{\theta t}, \quad t \geq 0. \tag{4.11}
\]

So by (4.11) it holds

\[
\frac{\| X(t,x + rh) - X(t,x) - D_G X(t,x)h \|}{r} \leq B \int_0^t e^{\theta s} \left\| \frac{G(X(s,x + rh)) - G(X(s,x))}{r} - D_G G(X(s,x))D_G X(s,x)h \right\| ds.
\]

Hence, by the fact that, for every \( t > 0 \), the map \( x \mapsto X(t,x) \) is Gateaux differentiable and the fact that \( G \) is a three times \( \text{Fréchet} \) differentiable function with bounded and continuous derivative operators, we can apply the dominated convergence theorem to obtain for any \( x \in \mathcal{X} \) and \( h \in H_R \)

\[
\lim_{r \to 0} \frac{\| X(t,x + rh) - X(t,x) - D_G X(t,x)h \|}{r} = 0.
\]

So, for any \( t > 0 \), the map \( x \mapsto X(t,x) \) is \( H_R \)-Gateaux differentiable (in the sense of Definition 4.3) and its \( H_R \)-Gateaux derivative operator is \( D_G X(t,x) \).

Now we show that, for any \( t > 0 \), the map \( x \mapsto D_G X(t,x) \) is uniformly continuous. By Hypothesis 2.4 \( \text{K} \) the function \( D_G : \mathcal{X} \rightarrow \mathcal{L}(\mathcal{X}) \) is uniformly continuous, namely there exists a continuous and increasing function \( \omega : [0, +\infty) \rightarrow [0, +\infty) \) such that \( \lim_{s \to 0+} \omega(\xi) = 0 \) and

\[
\|D_G(x_1) - D_G(x_2)\|_{\mathcal{L}(\mathcal{X})} \leq \omega(\|x_1 - x_2\|), \quad x_1, x_2 \in \mathcal{X}.
\]

We claim that, for every \( T > 0 \) and \( t \in [0, T] \), the map \( x \mapsto D_G X(t,x) \) is uniformly continuous with a modulus of continuity independent of \( t \). Indeed, by (4.11), for any \( x_1, x_2 \in \mathcal{X} \)

\[
\sup_{t \in [0, T]} \|D_G(X(t,x_1)) - D_G(X(t,x_2))\|_{\mathcal{L}(\mathcal{X})} \leq \sup_{t \in [0, T]} \omega(\|X(t,x_1) - X(t,x_2)\|)
\]

\[
\leq \omega(\eta(\|x_1 - x_2\|)) \tag{4.12}
\]

where \( \eta \) is the constant appearing in (4.1). For simplicity sake we set \( \delta^h(t,x) := D_G X(t,x)h \) for every \( t > 0, h \in H_R \) and \( x \in \mathcal{X} \). Let \( h \in H_R, x_1, x_2 \in \mathcal{X} \) and \( T > 0 \). By Hypotheses 2.4 Proposition 2.3 and (4.12) for every \( t \in [0, T] \) we have

\[
\|\delta^h(t,x_1) - \delta^h(t,x_2)\|_{\mathcal{L}(\mathcal{X})} \leq \int_0^t \|e^{sA}t,x_1\|_{\mathcal{L}(H_R)} \|D_G X(s,x_1)) - D_G X(s,x_2))\|ds
\]

\[
\leq \int_0^t \|e^{sA}t,x_1\|_{\mathcal{L}(H_R)} \|D_G^2 X(s,x_1)) - D_G^2 X(s,x_2))\|_{\mathcal{L}(\mathcal{X})} \|\delta^h(s,x_1)\|_{\mathcal{L}(\mathcal{X})} ds
\]

\[
+ \int_0^t \|e^{sA}t,x_1\|_{\mathcal{L}(H_R)} \|D_G^3 X(s,x_2))\|_{\mathcal{L}(\mathcal{X})} \|\delta^h(s,x_1) - \delta^h(s,x_2)\|_{\mathcal{L}(\mathcal{X})} ds
\]

\[
=: I_1 + I_2. \tag{4.13}
\]
By Proposition 2.3, (4.5), (4.11) and (4.12) it holds
\[ I_1 \leq B \|R\|_{\mathcal{L}(X)} \|h\|_{\mathcal{R}^2} \int_0^T e^{(\theta + \zeta_R)s} \, ds \]
\[ = \frac{B \|R\|_{\mathcal{L}(X)}(e^{(\theta + \zeta_R)T} - 1)}{\theta + \zeta_R} \|h\|_{\mathcal{R}^2}(\|x_1 - x_2\|). \] (4.14)

By Hypothesis 2.1(iv), Proposition 2.3 and (4.11) it holds
\[ I_2 \leq BM \|R\|_{\mathcal{L}(X)} \int_0^T e^{\theta s} \|s(x_1) - s(x_2)\|_{\mathcal{R}^2} \, ds. \] (4.15)

Combining (4.13), (4.14) and (4.15) we get
\[ \|s(x_1) - s(x_2)\|_{\mathcal{R}^2} \leq BM \int_0^T e^{\theta s} \|s(x_1) - s(x_2)\|_{\mathcal{R}^2} \, ds. \]

By the Grönwall inequality there exists a positive constant \( \Lambda(T) \) independent on \( h \in H_R \) and on \( x_1, x_2 \in X \) such that
\[ \|s(x_1) - s(x_2)\|_{\mathcal{R}^2} \leq \Lambda(T) \|h\|_{\mathcal{R}^2}(\|x_1 - x_2\|). \] (4.16)

Hence by (4.16) we conclude that, for every \( t > 0 \), the function \( \mathcal{D}_G X(t, \cdot) : X \to \mathcal{L}(H_R) \) is uniformly continuous. The proof of the uniform continuity of the second and third \( H_R \)-Gateaux derivatives are similar.

We end this section by stating a chain rule type result which will be used later in the paper. The proof is standard and can be obtained following the same arguments used in the proof of [7, Corollary 21]. We give it for the sake of completeness.

**Corollary 4.5.** Assume that Hypotheses [2,3] hold true. If \( g \in C^1_b(X) \), then for any \( t > 0 \) the map \( x \mapsto (g \circ X)(t, x) \) is \( H_R \)-differentiable. Furthermore for any \( h \in H_R \), \( x \in X \) and \( t > 0 \) it holds
\[ \langle \mathcal{D}_R(g \circ X)(t, x)h, \eta \rangle = \langle \mathcal{D}_Rg(X(t, x))\mathcal{D}_GX(t, x)h, \eta \rangle. \]

**Proof.** Since \( g \in C^1_b(X) \), by Proposition 2.8 \( g \) is also \( H_R \)-differentiable, then for every \( x \in X \) and \( h \in H_R \)
\[ g(x + \varepsilon h) = g(x) + \varepsilon \mathcal{D}_Rg(x)h + o(\varepsilon), \quad \text{for } \varepsilon \to 0. \]

We define for any \( x \in X \), \( h \in H_R \), \( t > 0 \) and \( \varepsilon > 0 \)
\[ K_\varepsilon(t, x, h) := X(t, x + \varepsilon h) - X(t, x) - \varepsilon \mathcal{D}_GX(t, x)h. \]

By Proposition 4.1 for any \( T > 0 \), \( x \in X \) and \( h \in H_R \)
\[ \sup_{s \in [0, T]} \mathbb{E} \|K_\varepsilon(x, s, h)\|_{\mathcal{R}^2}^2 = o(\varepsilon), \quad \text{for } \varepsilon \to 0. \] (4.17)

Hence, letting \( \varepsilon \) tend to zero, for any \( x \in X \), \( h \in H_R \) and \( t > 0 \) it holds
\[ g(X(t, x + \varepsilon h)) = g(X(t, x)) + \varepsilon \mathcal{D}_G X(t, x)h + K_\varepsilon(t, x, h) \]
\[ = g(X(t, x)) + \varepsilon \mathcal{D}_G X(t, x)(h + \varepsilon^{-1} K_\varepsilon(t, x, h)) \]
\[ = g(X(t, x)) + (\mathcal{D}_Rg)(X(t, x))(\varepsilon \mathcal{D}_G X(t, x)h + K_\varepsilon(t, x, h)) + o(\varepsilon). \]

So, letting \( \varepsilon \) tend to zero, by the boundedness of the \( H_R \)-derivative operator of \( g \) (Proposition 2.8 and 4.17) we get, for any \( x \in X \), \( h \in H_R \) and \( T > t > 0 \)
\[ 0 \leq \mathbb{E} \left[ g(X(t, x + \varepsilon h)) - g(X(t, x)) - \varepsilon \langle \mathcal{D}_Rg(X(t, x))\mathcal{D}_GX(t, x)h \rangle \right]^2 \]
\[ \leq \sup_{s \in [0, T]} \mathbb{E} \left[ g(X(s, x + \varepsilon h)) - g(X(s, x)) - \varepsilon \langle \mathcal{D}_Rg(X(s, x))\mathcal{D}_GX(s, x)h \rangle \right]^2 \]
Theorem 5.1. Assume that Hypotheses 2.4 hold true. If \( \varphi \in \text{BUC}(X) \), then for any \( t > 0 \) the map \( x \mapsto P(t)\varphi(x) \) belongs to \( \text{BUC}^2_R(X) \). Moreover for any \( x \in X \), \( h, k, j \in H_R \) and \( t > 0 \) it holds
\[
\mathcal{D}_R P(t)\varphi(x)(h, k, j) = \frac{2}{t^2} \mathbb{E} \left[ \mathcal{D}_R (P(t/2)\varphi(X(t/2, x))) (k, j) \int_0^{t/2} \langle \mathcal{D}_G X(s, x)h, R\,dW(s) \rangle_R \right] + \left( \frac{2}{t^2} + \frac{1}{t} \right) \mathbb{E} \left[ \mathcal{D}_R (P(t/2)\varphi(X(t/2, x))) (k, j) \int_0^{t/2} \langle \mathcal{D}_G X(s, x)h, D\,dW(s) \rangle_R \right],
\]
\[\mathcal{D}_R P(t)\varphi(x)(h, k) = \frac{2}{t^2} \mathbb{E} \left[ \mathcal{D}_R (P(t/2)\varphi(X(t/2, x))) (k) \int_0^{t/2} \langle \mathcal{D}_G X(s, x)h, R\,dW(s) \rangle_R \right] + \left( \frac{2}{t^2} + \frac{1}{t} \right) \mathbb{E} \left[ \mathcal{D}_R (P(t/2)\varphi(X(t/2, x))) (k) \int_0^{t/2} \langle \mathcal{D}_G X(s, x)h, D\,dW(s) \rangle_R \right].
\]

\[\mathcal{D}_R P(t)\varphi(x)(h) = \frac{1}{t} \mathbb{E} \left[ \varphi(X(t, x)) \int_0^t \langle \nabla P(t-s)\varphi(X(s, x)), R\,dW(s) \rangle_R \right] + \left( \frac{1}{t} \right) \mathbb{E} \left[ \varphi(X(t, x)) \int_0^t \langle \nabla P(t-s)\varphi(X(s, x)), D\,dW(s) \rangle_R \right].
\]

Proof. Observe that once we prove that \( \|\varphi\|_\infty \leq M \), \( \mathcal{D}_R P(t)\varphi(x)(h, k, j) \) holds true, then the uniform continuity follows by \( \|\nabla P(t-s)\varphi(X(s, x))\| \leq \mathcal{D}_R P(t)\varphi(x)(h, k, j) \) and Proposition 3.1. By Proposition 19, \( \mathcal{D}_R P(t)\varphi \) is \( H_R \)-differentiable and \( \mathcal{D}_R P(t)\varphi \) becomes for \( t > 0 \) and \( x \in X \)
\[
\varphi(X(t, x)) = P(t)\varphi(x) + \int_0^t \langle \nabla P(t-s)\varphi(X(s, x)), R\,dW(s) \rangle_R.
\]

By Proposition 5.4, for any \( h \in H_R \), the following process is well defined
\[
\left\{ \int_0^t \langle \mathcal{D}_G X(s, x)h, R\,dW(s) \rangle_R \right\}_{t \geq 0}.
\]
Multiplying both sides of (5.5) by \( \mathbb{E} \) and taking the expectations we get for \( t > 0, x \in \mathcal{X} \) and \( h \in H_R \)
\[
\mathbb{E} \left[ \varphi(X(t,x)) \int_0^t \langle D_G X(s,x)h, RdW(s) \rangle_R \right] = \mathbb{E} \left[ P(t)\varphi(x) \int_0^t \langle D_G X(s,x)h, RdW(s) \rangle_R \right] + \mathbb{E} \left[ \int_0^t \langle \nabla_R P(t-s)\varphi(X(s,x)), RdW(s) \rangle_R \int_0^t \langle D_G X(s,x)h, RdW(s) \rangle_R \right].
\]
Since \( R : \mathcal{X} \to H_R \) is continuous (Proposition 2.2), then \( \{Rw(t)\}_{t \geq 0} \) is an \( H_R \)-cylindrical Wiener process (see [2.9] Remark 5.1). By Proposition 4.4 for every \( t > 0, x \in \mathcal{X} \) and \( h \in H_R \)
\[
\int_0^t \mathbb{E} \left[ \|D_G X(s,x)h\|_R^2 \right] ds < +\infty,
\]
so, by [2.5] Remark 2, the process defined in (5.6) is a martingale. Hence for any \( \varphi \) we have proved (5.1) for any \( h \in H_R \)
\[
\mathbb{E} \left[ P(t)\varphi(x) \int_0^t \langle D_G X(s,x)h, RdW(s) \rangle_R \right] = 0.
\]
We recall that since \( L^2(\Omega, \mathbb{P}) \) is a Hilbert space, then the polarization identity holds true, namely for every \( \xi_1, \xi_2 \in L^2(\Omega, \mathbb{P}) \) it holds
\[
\mathbb{E} [\xi_1, \xi_2] = \frac{1}{4} \mathbb{E} [\|\xi_1 + \xi_2\|^2] - \frac{1}{4} \mathbb{E} [\|\xi_1 - \xi_2\|^2].
\]
Let \( \Phi(s) := D_R P(t-s)\varphi(X(s,x)) \) and \( \Gamma(s) := D_G X(s,x)h \). Now we apply (5.4) with \( \xi_1 = \int_0^t \langle \Phi(s), RdW(s) \rangle_R \) and \( \xi_2 = \int_0^t \langle \Gamma(s), RdW(s) \rangle_R \) and using the Itô isometry we get
\[
\mathbb{E} \left[ \int_0^t \langle \Phi, RdW \rangle_R \int_0^t \langle \Gamma, RdW \rangle_R \right] = \frac{1}{4} \mathbb{E} \left[ \left( \int_0^t \langle \Phi + \Gamma, RdW \rangle_R \right)^2 \right] - \frac{1}{4} \mathbb{E} \left[ \left( \int_0^t \langle \Phi - \Gamma, RdW \rangle_R \right)^2 \right] = \frac{1}{4} \mathbb{E} \left[ \int_0^t \|\Phi + \Gamma\|^2 ds \right] - \frac{1}{4} \mathbb{E} \left[ \int_0^t \|\Phi - \Gamma\|^2 ds \right] = \mathbb{E} \left[ \int_0^t \langle \Phi, \Gamma \rangle_R ds \right].
\]
Recalling that \( P(t)\varphi \) is Fréchet differentiable, then by Proposition 2.8 Corollary 4.5 (with \( g = P(t-s)\varphi \) and (5.5) we obtain for \( t > 0, x \in \mathcal{X} \) and \( h \in H_R \)
\[
\mathbb{E} \left[ \int_0^t \langle \nabla_R P(t-s)\varphi(X(s,x)), RdW(s) \rangle_R \int_0^t \langle D_G X(s,x)h, RdW(s) \rangle_R \right] = \mathbb{E} \left[ \int_0^t \langle \nabla_R P(t-s)\varphi(X(s,x)), D_G X(s,x)h \rangle_R ds \right] = \mathbb{E} \left[ \int_0^t D_R \mathbb{E} [(P(t-s)\varphi \circ X)(s,x)] hds \right].
\]
By the very definition of \( P(t) \) we know that \( \mathbb{E} [(P(t-s)\varphi \circ X)(s,x)] = (P(s)P(t-s)\varphi)(x) = P(t)\varphi(x) \). So we conclude for \( t > 0, x \in \mathcal{X} \) and \( h \in H_R \)
\[
\mathbb{E} \left[ \varphi(X(t,x)) \int_0^t \langle D_G X(s,x)h, RdW(s) \rangle_R \right] = \mathbb{E} \left[ \int_0^t D_R P(t)\varphi(x) hds \right] = tD_R P(t)\varphi(x) \mathcal{H}.\]
We have proved (5.1) for any \( \varphi \in BUC^2(\mathcal{X}) \). Using the same approximation arguments of the proof of [4.3] Proposition 4.4.3 it is possible to show that (5.1) is verified for any \( \varphi \in BUC(\mathcal{X}) \). So by Proposition 4.4 and (5.1), for any \( t > 0 \) and \( \varphi \in BUC(\mathcal{X}) \) the function \( P(t)\varphi \) belongs to BUC\(_R^2(\mathcal{X}) \). To prove (5.2) observe that for every \( x \in \mathcal{X}, h, k \in H_R \) and \( t > 0 \) it holds
\[
D_R^2 P(t)\varphi(x)(h,k) = D_R (D_R P(t)\varphi(x)) h k = D_R (D_R P(t/2)(P(t/2)\varphi(x)) h) k.
\]
So by (5.1)
\[ \mathcal{D}_R^2 P(t)\varphi(x)(h,k) = \mathcal{D}_R \left( \frac{2}{t} \mathbb{E} \left[ (P(t/2)\varphi(X(t/2,x))) \int_0^{t/2} \langle \mathcal{D}_G X(s,x)h, RdW(s) \rangle_R \right] \right) k \]
\[ = \frac{2}{t} \mathbb{E} \left[ \mathcal{D}_R \left( (P(t/2)\varphi(X(t/2,x))) \right) \int_0^{t/2} \langle \mathcal{D}_G X(s,x)h, RdW(s) \rangle_R \right] k. \quad (5.9) \]

So, differentiating the product in (5.9), we obtain (5.2). By Proposition 4.4 and (5.2), for any \( \varphi \in \text{BUC}(\mathcal{X}) \) the function \( P(t)\varphi \) belongs to \( \text{BUC}_R^2(\mathcal{X}) \). (5.3) follows by the same arguments. \( \square \)

Theorem 5.1 allows us to prove some estimates that are useful in general and extremely important for our results.

**Proposition 5.2.** Assume that Hypotheses 2.1 hold true. There exists a positive constant \( K \), depending only on \( M_2, M_3 \) and \( \zeta_R \) (the constants appearing in Proposition 4.1 and in Hypotheses 2.4), such that for any \( i = 1, 2, 3 \), \( \varphi \in \text{BUC}(\mathcal{X}) \), \( t > 0 \) and \( x \in \mathcal{X} \) it holds
\[ \| \mathcal{D}_R^i P(t)\varphi(x) \|_{L^1(\mathbb{R}; \mathbb{R})} \leq K \max \left\{ \frac{t^{i-1}}{\| \varphi \|_{L^\infty}}, e^{|\zeta_n| t^{i-1}} \right\} \| \varphi \|_{L^\infty}. \]

In particular for any \( i = 1, 2, 3 \), \( \varphi \in \text{BUC}(\mathcal{X}) \), \( t > 0 \) and \( x \in \mathcal{X} \) it holds
\[ \| \mathcal{D}_R^i P(t)\varphi(x) \|_{L^1(\mathbb{R}; \mathbb{R})} \leq Ke^{3|\zeta_n| t^{i-1}} \| \varphi \|_{L^\infty}. \quad (5.10) \]

Furthermore, for any \( \alpha \in (0, 1) \), \( t > 0 \) and \( \varphi \in \text{BUC}(\mathcal{X}) \) it holds
\[ \| \mathcal{D}_R^i P(t)\varphi \|_{\text{BUC}_R^2(\mathcal{X}; L^1(\mathbb{R}; \mathbb{R}))} \leq 2^{1-\alpha} K e^{3|\zeta_n| t^{i-1}} \| \varphi \|_{L^\infty}. \quad (5.11) \]

**Proof.** We begin to prove the statements in the case \( \zeta_R \neq 0 \). By Proposition 4.1 and Corollary 4.2 for any \( t > 0 \), \( x \in \mathcal{X} \) and \( h, k, j \in H_R \)
\[ \mathbb{E} \int_0^t \| \mathcal{D}_G X(s,x)h \|_{H_R}^2 ds \leq c(t) \| h \|_{H_R}^2, \quad (5.12) \]
\[ \mathbb{E} \int_0^t \| \mathcal{D}_G X(s,x)(h,k) \|_{H_R}^2 ds \leq c(t) \| h \|_{H_R}^2 \| k \|_{H_R}^2, \quad (5.13) \]
\[ \mathbb{E} \int_0^t \| \mathcal{D}_G X(s,x)(h,k,j) \|_{H_R}^2 ds \leq c(t) \| h \|_{H_R}^2 \| k \|_{H_R}^2 \| j \|_{H_R}^2. \quad (5.14) \]

where
\[ c(t) = \left\{ \begin{array}{l} \max \left\{ 1, M_2, 3M_3^2, M_3 \right\} \max \left\{ 1, (1 + \| \zeta_R \|)^2 (1 - e^{2|\zeta_n|}) \right\}, \zeta_R < 0; \\
\max \left\{ 1, M_2, 3M_3^2, M_3 \right\} \max \left\{ 1, (1 + \| \zeta_R \|)^2 (1 - e^{2|\zeta_n|}) \right\}, \zeta_R > 0. \end{array} \right. \]

Hence there exists a constant \( C := C(M_2, M_3, \zeta_R) > 0 \) such that, for any \( t > 0 \)
\[ c(t) \leq C(t \chi_{(0,1)} + \max \{ 1, e^{|\zeta_n|} \chi_{[1, +\infty)} \}), \quad (5.15) \]
where \( \chi_{(0,1)} \) and \( \chi_{[1, +\infty)} \) denote the characteristic functions of the sets \((0,1)\) and \([1, +\infty)\), respectively. We fix \( \varphi \in \text{BUC}(\mathcal{X}) \), \( t > 0 \), \( x \in \mathcal{X} \) and \( h, k, j \in H_R \). By (5.4) and the Itô isometry we get
\[ | \mathcal{D}_R P(t)\varphi(x)h |^2 \leq \frac{c(t)}{t^2} \| h \|_{H_R}^2 \| \varphi \|_{L^\infty}^2. \quad (5.16) \]

By (5.2), (5.12), (5.13), (5.16), the Itô isometry, the Jensen inequality and the contractivity of \( P(t) \) in \( \text{BUC}(\mathcal{X}) \) we obtain
\[ | \mathcal{D}_R^2 P(t)\varphi(x)(h,k) |^2 \leq \frac{8}{t^4} \left\{ 4c^2(t/2) + c(t/2)t^2 \right\} \| h \|_{H_R}^2 \| k \|_{H_R}^2 \| \varphi \|_{L^\infty}^2. \quad (5.17) \]
By \([5.3, 5.12, 5.13, 5.14, 5.19, 5.17]\), the Itô isometry, the Jensen inequality and the contractivity of \(P(t)\) in \(\text{BUC}(\mathcal{X})\) we obtain

\[
|\mathcal{D}_R^kP(t)\varphi(x)(h, k, j)|^2 \leq \frac{64}{t^2} \left(8(4c^2(t/2) + c(t/2)t^2) + 8c^2(t/2)t^2 + c(t/2)t^4\right) \|h\|_R^2 \|k\|_R^2 \|j\|_R^2 \|\varphi\|_\infty^2
\]

(5.18)

By \([5.10, 5.17, 5.18]\) and \([5.15]\) there exists \(\bar{K} := \bar{K}(M_2, M_3, \zeta_R) > 0\) such that for every \(x \in \mathcal{X}\) and \(t > 0\)

\[
|\mathcal{D}_R^3P(t)\varphi(x)|_{\mathcal{L}^0(\mathcal{H}_R, \mathbb{R})} \leq \frac{\bar{K}}{t^{1/2}} \max\{1, e^{3\zeta_R}\} \|\varphi\|_\infty.
\]

(5.19)

Now we prove the statements in the case \(\zeta_R = 0\). By Proposition \([4.1]\) there exists a positive constant \(C := C(M_2, M_3)\) such that for any \(x \in \mathcal{X}\) and \(h, k, j \in \mathcal{H}_R\) we have

\[
\mathbb{E} \left[\int_0^t \|\mathcal{D}_G X(s, x)h\|^2 ds\right] \leq Ct\|h\|_R^2;
\]

(5.20)

\[
\mathbb{E} \left[\int_0^t \|\mathcal{D}_G^2 X(s, x)(h, k)\|^2 ds\right] \leq C t^2 \|h\|_R^2 \|k\|_R^2;
\]

(5.21)

\[
\mathbb{E} \left[\int_0^t \|\mathcal{D}_G^3 X(s, x)(h, k, j)\|^2 ds\right] \leq C(t^2 + t^3) \|h\|_R^2 \|k\|_R^2 \|j\|_R^2.
\]

(5.22)

We fix \(\varphi \in \text{BUC}(\mathcal{X}), t > 0, x \in \mathcal{X}\) and \(h, k, j \in \mathcal{H}_R\). By \([5.1, 5.20]\) and the Itô isometry we get

\[
|\mathcal{D}_R^3P(t)\varphi(x)h|^2 \leq \frac{C}{t}\|h\|_R^2 \|\varphi\|_\infty^2.
\]

(5.23)

By \([5.2, 5.21, 5.24, 5.26]\) the Itô isometry, the Jensen inequality and the contractivity of \(P(t)\) in \(\text{BUC}(\mathcal{X})\) we obtain

\[
|\mathcal{D}_R^2P(t)\varphi(x)(h, k)|^2 \leq \frac{8}{t^2} \left(C^2 + 4Ct^2\right)\|h\|_R^2 \|k\|_R^2 \|\varphi\|_\infty^2.
\]

(5.24)

In a similar way by \([5.3, 5.20, 5.21, 5.24, 5.25, 5.26]\), the Itô isometry, the Jensen inequality and the contractivity of \(P(t)\) in \(\text{BUC}(\mathcal{X})\) we obtain

\[
|\mathcal{D}_R^3P(t)\varphi(x)(h, k, j)|^2 \leq \frac{64}{t^2} \left(4C^2 \left(C^2 + 4Ct^2\right) + C^2 t + C(t^2 + t^3)\right)\|h\|_R^2 \|k\|_R^2 \|j\|_R^2 \|\varphi\|_\infty^2.
\]

(5.25)

By \([5.23, 5.24]\) and \([5.25]\) there exists a positive constant \(\overline{K} := \overline{K}(M_2, M_3)\) such that

\[
|\mathcal{D}_R^3P(t)\varphi(x)|_{\mathcal{L}^0(\mathcal{H}_R, \mathbb{R})} \leq \frac{\overline{K}}{t^{1/2}} \max\{1, t^{-1}\} \|\varphi\|_\infty.
\]

(5.26)

Combining \([5.19, 5.26]\) we obtain \([5.10]\).

To prove \([5.11]\) observe that for any \(x \in \mathcal{X}, h \in \mathcal{H}_R, \varphi \in \text{BUC}(\mathcal{X})\) and \(t > 0\), by \([5.10]\) (with \(i = 1\)), we get

\[
|\mathcal{D}_R^kP(t)\varphi(x + h) - \mathcal{D}_R^kP(t)\varphi(x)|_{\mathcal{L}^0(\mathcal{H}_R, \mathbb{R})} \leq 2\overline{K} e^{3\zeta_R} \|h\|_R \|\varphi\|_\infty.
\]

(5.27)

While for any \(x \in \mathcal{X}, h \in \mathcal{H}_R, \varphi \in \text{BUC}(\mathcal{X})\) and \(t > 0\), by \([5.10]\) (with \(i = 2\)), we get

\[
|\mathcal{D}_R^kP(t)\varphi(x + h) - \mathcal{D}_R^kP(t)\varphi(x)|_{\mathcal{L}^0(\mathcal{H}_R, \mathbb{R})} = \left|\int_0^1 \mathcal{D}_R^kP(t)(\varphi(x + \sigma h)(h, \cdot)ds\right|_{\mathcal{L}^0(\mathcal{H}_R, \mathbb{R})}
\]

\[
\leq K \frac{e^{3\zeta_R}}{t} \|h\|_R \|\varphi\|_\infty.
\]

(5.28)

Therefore for any \(\alpha \in (0, 1), x \in \mathcal{X}, h \in \mathcal{H}_R, \varphi \in \text{BUC}(\mathcal{X})\) and \(t > 0\), by \([5.27]\) and \([5.28]\) we have

\[
|\mathcal{D}_R^kP(t)\varphi(x + h) - \mathcal{D}_R^kP(t)\varphi(x)|_{\mathcal{L}^0(\mathcal{H}_R, \mathbb{R})} \leq \left(2K \frac{e^{3\zeta_R}}{t^{1/2}} \|\varphi\|_\infty\right)^{1-\alpha} \left(K \frac{e^{3\zeta_R}}{t} \|h\|_R \|\varphi\|_\infty\right)^{\alpha}.
\]
This conclude the proof.

For the proof of Theorem 2.10 we also need a relationship between the derivatives of \( \varphi \) and the derivatives of \( P(t)\varphi \).

**Proposition 5.3.** Assume that Hypotheses 2.4 hold true. For any \( \varphi \in X, x \in X, h, k, j \in H_R \) and \( t > 0 \)

\[
\mathcal{D}_R P(t) \varphi (x) = \mathbb{E} \left[ \langle \mathcal{D}_R \varphi (x), \mathcal{D}_G X(t, x) \rangle_R \right];
\]

\[
\mathcal{D}_R^2 P(t) \varphi (x)(h, k) = \frac{1}{t} \mathbb{E} \left[ \mathcal{D}_R \varphi (X(t, x)) k \int_0^t \langle \mathcal{D}_G X(s, x) h, RdW(s) \rangle_R \right]
+ \frac{1}{t} \mathbb{E} \left[ \varphi (X(t, x)) \int_0^t \langle \mathcal{D}_G^2 X(s, x) (h, k), RdW(s) \rangle_R \right].
\]  

(5.30)

**Proof.** Differentiating under the integral sign (1.2) and (5.1), by Corollary 4.5, we obtain (5.29)

\[
\mathcal{D}_R^i P(t) \varphi (x) \|_{L^\infty (H_R; R)} \leq \frac{K'}{t^{i-1}} \max \left\{ e^{[(2-i)(3-i)/2] \kappa_R}, \frac{t^{i-1}}{1 + |\kappa_R|^{i-1}} e^{4t \kappa_R} \right\} \| \varphi \|_X.
\]

In particular for any \( i = 1, 2, 3 \), \( \varphi \in X, t > 0 \) and \( x \in X \) it holds

\[
\| \mathcal{D}_R^i P(t) \varphi (x) \|_{L^\infty (H_R; R)} \leq K' e^{4t \kappa_R} \frac{1}{t^{i-1/2}} \| \varphi \|_X.
\]

(5.31)

**Proof.** We reprise the same notations of the proof of Proposition 5.2. Let \( \varphi \in X, t > 0, x \in X \) and \( h, k, j \in H_R \). By (5.28) and (5.29), we get

\[
\| \mathcal{D}_R P(t) \varphi (x) \|_{L^\infty (H_R; R)} \leq e^{2c R t} \| \varphi \|_X.
\]

(5.32)

Now let \( \kappa_R \neq 0 \). By (5.29), (5.31), (5.30), (5.32), and (5.32), the Itô isometry and the Jensen inequality we obtain

\[
| \mathcal{D}_R^2 P(t) \varphi (x)(h, k)|^2 \leq \frac{16}{t^2} \left( e^{2c R t} + 1 \right) c(t) \| \varphi \|_{L^\infty (H_R; R)}^2 \| \varphi \|_X^2.
\]

(5.33)

By (5.28), (5.31), (5.32), (5.32), and (5.33), the Itô isometry, the Jensen inequality and the contractivity of \( P(t) \) in \( \text{BUC}(X) \) we have

\[
| \mathcal{D}_R^2 P(t) \varphi (x)(h, k, j)|^2 \leq \frac{64}{t^2} \left( \frac{16}{t^2} \left( e^{c R t} + 1 \right) c(t) + (2e^{c R t} + 1) \right) \| \varphi \|_{L^\infty (H_R; R)}^2 \| \varphi \|_X^2.
\]

(5.34)

By (5.33), (5.32), (5.33) and (5.34), there exists a constant \( C_1 := C_1 (M_2, M_3, \kappa_R) > 0 \) such that

\[
| \mathcal{D}_R^i P(t) \varphi (x) \|_{L^\infty (H_R; R)} \leq C_1 \frac{1}{t^{(i-1)/2}} \max \left\{ e^{[(2-i)(3-i)/2] \kappa_R}, e^{4t \kappa_R} \right\} \| \varphi \|_X.
\]

(5.35)

Now assume that \( \kappa_R = 0 \). By (5.29), (5.29), (5.31) and (5.32), the Itô isometry and the Jensen inequality we obtain

\[
| \mathcal{D}_R^2 P(t) \varphi (x)(h, k)|^2 \leq \frac{16}{t^2} C \left( t + t^2 \right) \| \varphi \|_{L^\infty (H_R; R)}^2 \| \varphi \|_X^2.
\]

(5.36)
Proposition 5.5. Let \( \phi \in K \) where \( K \), such that for any \( \bar{\phi} \)

\[
|D_R^3 P(t) \phi(x)(h,k,j)|^2 \leq \frac{64}{t^2} \left( \frac{16}{t^2} C (t + t^2) Ct + Ct^2 + C(t^2 + t^3) \right) \|h\|_R^2 \|k\|_R^2 \|j\|_R^2 \|\phi\|_X^2.
\]

(5.37)

So by (5.32), (5.36), (5.37) there exists a positive constant \( C_2 := C_2(M_2, M_3) \) such that

\[
\|D_R^i P(t) \phi(x)\|_{L^1(H;\mathbb{R})} \leq \frac{C_2}{t^{i-1/2}} \max \left\{ 1, t^{i-1} \right\} \|\phi\|_X.
\]

(5.38)

Combining (5.35) and (5.38) we obtain (5.31).

\[\square\]

By Theorem 6.3, Proposition 5.2, Proposition 5.4 and Theorem 5.5 (with \( X_0, X_1, X_i = BUC(\mathcal{X}), \mathcal{X}_0 = \mathcal{X}, \vartheta = \alpha \) and \( T = D_R^i P(t) \) for \( i = 1, 2, 3 \)) we obtain the following result.

**Proposition 5.5.** Assume that Hypotheses 2.4 hold true. For every \( \alpha \in (0, 1) \) there exists a positive constant \( K_\alpha \), depending only on \( M_2, M_3, \zeta_R \) and \( \alpha \) (the constants appearing in Proposition 4.1 and in Hypotheses 2.4), such that for any \( \phi \in BUC_R^2(\mathcal{X}) \), \( i = 1, 2, 3, x \in \mathcal{X} \) and \( t > 0 \)

\[
\|D_R^i P(t) \phi(x)\|_{L^1(H;\mathbb{R})} \leq \frac{K_\alpha}{t^{i-1/2}} \max \left\{ t^{i-1}, \zeta_R t^{i-1}, e^{4\zeta_R} \right\} \|\phi\|_{BUC_R^2(\mathcal{X})}.
\]

(5.39)

In particular for any \( \phi \in BUC_R^2(\mathcal{X}) \), \( i = 1, 2, 3, x \in \mathcal{X} \) and \( t > 0 \) it holds

\[
\|D_R^i P(t) \phi(x)\|_{L^1(H;\mathbb{R})} \leq K_\alpha e^{4\zeta_R} t^{i-1/2} \|\phi\|_{BUC_R^2(\mathcal{X})}.
\]

(6.1)

6. The main results

This section is devoted to the proofs of Theorem 2.9, Theorem 6.2, Theorem 6.4 and Proposition 6.4. These proofs are inspired by those presented in [13].

**The stationary equation.** Here we give the proof of Theorem 2.9.

**Proof of Theorem 2.9.** We start by proving the statement for \( \lambda > 4|\zeta_R| \). Let \( \alpha \in (0, 1), f \in BUC_R^2(\mathcal{X}) \) and let \( u \) be the function defined in (1.3). For every \( t > 0 \), by Theorem 5.1, \( P(t) f \) is three times \( H_R \)-differentiable and observe that, by (5.39) (with \( i = 1 \)), for any \( t > 0, x \in \mathcal{X} \) and \( h \in H_R \)

\[
|P(t) f(x + h) - P(t) f(x) - D_R P(t) f(x) h|
\]

\[= \left| \int_0^1 (D_R P(t) f(x + \sigma h) - D_R P(t) f(x)) h d\sigma \right| \leq \frac{2K_\alpha}{t^{i-1/2}} e^{4|\zeta_R|} \|h\|_R \|f\|_{BUC_R^2(\mathcal{X})},
\]

(6.1)

where \( K_\alpha \) is the constant appearing in Proposition 5.5. In a similar way by (5.39) (with \( i = 2 \)) we get for any \( t > 0, x \in \mathcal{X} \) and \( k \in H_R \)

\[
|D_R^2 P(t) f(x + h) k - D_R P(t) f(x) k - D_R^2 P(t) f(x)(h,k)|
\]

\[\leq \frac{2K_\alpha}{t^{(2-\alpha)/2}} e^{4|\zeta_R|} \|h\|_R \|k\|_R \|f\|_{BUC_R^2(\mathcal{X})},
\]

(6.2)

where \( K_\alpha \) is the constant appearing in Proposition 5.5. Hence, by (6.1), (6.2) and the dominated convergence theorem we get that \( u \) is two times \( H_R \)-differentiable and for every \( x \in \mathcal{X} \) and \( \lambda > 4|\zeta_R| \) it hold

\[
D_R u(x) = \int_0^{+\infty} e^{-\lambda t} D_R P(t) f(x) dt; \quad D_R^2 u(x) = \int_0^{+\infty} e^{-\lambda t} D_R^2 P(t) f(x) dt.
\]
By the same arguments used in the proof of (6.1) and (6.2), we obtain
\[ \|\mathcal{D}_R u(x)\|_{L^2(H;\mathbb{R})} \leq \frac{K_0 \Gamma((1 + \alpha)/2)}{(\lambda - 4|\zeta_R|)(1 + \alpha)/2} \|f\|_{BUC^2_R(X)}; \]  
(6.3)
\[ \|\mathcal{D}_R^2 u(x)\|_{L^2(H;\mathbb{R})} \leq \frac{K_0 \Gamma(\alpha/2)}{(\lambda - 4|\zeta_R|)^{\alpha/2}} \|f\|_{BUC^2_R(X)}, \]
where \( \Gamma(z) := \int_0^\infty t^{z-1} e^{-t} dt \) is the Gamma function. The fact that \( u \in BUC^2_R(X) \) follows by Theorem 5.1 and Proposition A.1 (with \( M = X, d_M = \|\cdot\|, Y = (0, +\infty), \mu \) is the measure \( e^{-\lambda t} dt \) and \( Z \) is \( \mathcal{L}(H_R;\mathbb{R}) \) or \( \mathcal{L}^2(H_R;\mathbb{R}) \) for the uniform continuity of \( u \) or \( \mathcal{D}_R u \) or \( \mathcal{D}_R^2 u \), respectively.

It remains to be proven that \( \mathcal{D}_R^2 u \in BUC^2_R(X; L^2(H_R;\mathbb{R})) \). For \( \lambda > 0, x \in X \) and \( h \in H_R \) we set
\[ a(x) := \int_0^{\|h\|^2_R} e^{-\lambda t} \mathcal{D}_R^2 P(t) f(x) dt; \quad b(x) := \int_0^{\infty} e^{-\lambda t} \mathcal{D}_R^2 P(t) f(x) dt. \]
Hence we have
\[ \|\mathcal{D}_R^2 u(x + h) - \mathcal{D}_R^2 u(x)\|_{L^2(H;\mathbb{R})} \leq \left\| \int_0^{\infty} e^{-\lambda t} (\mathcal{D}_R^2 P(t)(x + h) - \mathcal{D}_R^2 P(t)(x)) dt \right\|_{L^2(H;\mathbb{R})} \]
\[ \leq \|a(x + h) - a(x) + b(x + h) - b(x)\|_{L^2(H;\mathbb{R})} \leq \|a(x + h) - a(x)\|_{L^2(H;\mathbb{R})} + \|b(x + h) - b(x)\|_{L^2(H;\mathbb{R})} =: I_1 + I_2. \]
(6.4)

By (6.3) (with \( i = 2 \)) we obtain
\[ I_1 \leq \int_0^{\|h\|^2_R} e^{-\lambda t} \|\mathcal{D}_R^2 P(t)(x + h) - \mathcal{D}_R^2 P(t) f(x)\|_{L^2(H;\mathbb{R})} dt \]
\[ \leq 2 \int_0^{\|h\|^2_R} e^{-\lambda t} \sup_{y \in X} \|\mathcal{D}_R^2 P(t)(y)\|_{L^2(H;\mathbb{R})} dt \leq 2K_\alpha \left( \int_0^{\|h\|^2_R} e^{-\lambda t} dt \right) \|f\|_{BUC^2_R(X)} \]
\[ \leq 2K_\alpha \left( \int_0^{\|h\|^2_R} \frac{\lambda t}{\lambda t - \alpha} dt \right) \|f\|_{BUC^2_R(X)} = 4K_\alpha \|h\|^2_R \|f\|_{BUC^2_R(X)}, \]
(6.5)
where \( K_\alpha \) is the constant appearing in Proposition 5.5. Moreover by (6.3) (with \( i = 3 \)) we have
\[ I_2 \leq \int_0^{\|h\|^2_R} e^{-\lambda t} \|\mathcal{D}_R^3 P(t)(x + h) - \mathcal{D}_R^3 P(t)f(x)\|_{L^2(H;\mathbb{R})} dt \]
\[ = \int_0^{\|h\|^2_R} e^{-\lambda t} \left\| \int_0^t \mathcal{D}_R P(s)(x + \sigma h)(h, \cdot) ds \right\|_{L^2(H;\mathbb{R})} dt \]
\[ \leq \int_0^{\|h\|^2_R} e^{-\lambda t} \sup_{y \in X} \|\mathcal{D}_R P(t)(y)\|_{L^3(H;\mathbb{R})} \|h\|_{L^3(R)} dt \]
\[ \leq K_\alpha \left( \int_0^{\|h\|^2_R} \frac{\lambda t}{\lambda t - \alpha} dt \right) \|h\|_{L^3(R)} \|f\|_{BUC^2_R(X)} \]
\[ \leq K_\alpha \left( \int_0^{\|h\|^2_R} \frac{\lambda t}{\lambda t - \alpha} dt \right) \|h\|_{L^3(R)} \|f\|_{BUC^2_R(X)} = \frac{2K_\alpha}{1 - \alpha} \|h\|^2_R \|f\|_{BUC^2_R(X)}, \]
(6.6)
where \( K_\alpha \) is the constant appearing in Proposition 5.5. Combining (6.4), (6.5) and (6.6) we get that \( \mathcal{D}_R^2 u \) belongs to \( BUC^2_R(X; L^2(H_R;\mathbb{R})) \).

The proof of the case \( 0 < \lambda < 4|\zeta_R| \) use the following perturbation argument. Observe that \( u \) solves
\[ (4|\zeta_R| + 1)y - Nu = f - (\lambda - 4|\zeta_R| - 1)u. \]
By (6.3) we know that \( u \in \text{BUC}_R^\alpha(X) \), consequently \( f - (\lambda - 4|\zeta| - 1)u \) belongs to \( \text{BUC}_R^\alpha(X) \) and by the above arguments it follows that \( u \in \text{BUC}_R^{2+\alpha}(X) \) and the estimate (2.3) holds true. \( \square \)

**The case** \( f \in \text{BUC}(X) \). We proceed to analyze the case \( \alpha = 0 \). As announced in the introduction we need to introduce an appropriate Zygmund space.

**Definition 6.1.** Assume Hypothesis (2.7) holds true and let \( Y \) be a Banach space with norm \( \| \cdot \|_Y \). The space \( Z_R(X;Y) \) is the subspace of \( \text{BUC}(X;Y) \) consisting of functions \( F : X \to Y \) such that

\[
[F]_{Z_R(X;Y)} := \sup_{h \in H_R \setminus \{0\}} \frac{\|F(x + 2h) - 2F(x + h) + F(x)\|_Y}{\|h\|_R},
\]

is finite.

The space \( Z_R(X;Y) \) is a Banach space if endowed with the norm

\[
\|F\|_{Z_R(X;Y)} := \|F\|_\infty + [F]_{Z_R(X;Y)}.
\]

It is easy to see that every \( H_R \)-Lipschitz function belongs to \( Z_R(X;Y) \), but, even when \( X = Y = H_R = \mathbb{R} \), there are bounded and continuous functions not belonging to \( Z_R(X;Y) \) (see, for example, [30]).

**Theorem 6.2.** Assume Hypotheses (2.7) hold true. For any \( \lambda > 0 \) and \( f \in \text{BUC}(X) \) the solution \( u \) of (1.4), introduced in (1.3), belongs to \( \text{BUC}^\lambda(X) \) and \( \mathcal{D}_R u \in Z_R(X;H_R) \). Moreover there exists a positive constant \( C \), independent of \( f \), such that

\[
\|\mathcal{D}_R u\|_{Z_R(X;\mathcal{L}(H_R;\mathbb{R}))} \leq C\|f\|_\infty.
\]

**Proof.** We prove the statement for \( \lambda > 3|\zeta| \), the general case follows using the same ideas used at the end of the proof of Theorem 2.10. Following the same ideas of the proof of Theorem 2.10 and using (5.11) we get \( u \in \text{BUC}^{\lambda + \alpha}_R(X) \) for every \( \alpha \in (0, 1) \). In particular \( \mathcal{D}_R u \) is bounded and uniformly continuous. To prove that \( \mathcal{D}_R u \) belongs to \( Z_R(X;H_R) \) we consider the functions \( a, b : X \to \mathbb{R} \) defined, for any \( x \in X \) and \( h \in H_R \), as

\[
a(x) := \int_0^{\|h\|_R^2} e^{-\lambda t} \mathcal{D}_R P(t)f(x)dt; \quad b(x) := \int_{\|h\|_R^2}^{+\infty} e^{-\lambda t} \mathcal{D}_R P(t)f(x)dt.
\]

For any \( a(x + 2h) - 2a(x + h) + a(x) \in \mathcal{L}(H_R;\mathbb{R}) \)

\[
\leq \int_0^{\|h\|_R^2} e^{-\lambda t} \|\mathcal{D}_R P(t)f(x + 2h) - 2\mathcal{D}_R P(t)f(x + h) + \mathcal{D}_R P(t)f(x)\|_\infty dt
\]

\[
\leq 4K \int_0^{\|h\|_R^2} e^{-\lambda t - 3|\zeta| t} \frac{\|f\|_\infty}{t^{1/2}} dt \leq 4K \left( \int_0^{\|h\|_R^2} t^{-1/2} dt \right) \|f\|_\infty = 8K\|h\|_R \|f\|_\infty,
\]

where \( K \) is the constant appearing in Proposition 5.2. Before proceeding we need some intermediate estimates. First of all observe that for every \( x \in X \), \( h, k \in H_R \) and \( t > 0 \)

\[
(\mathcal{D}_R P(t)f(x + 2h) - \mathcal{D}_R P(t)f(x + h))k = \int_0^1 \mathcal{D}_R^2 P(t)f(x + (1 + \sigma)h)(h, k)d\sigma;
\]

\[
(\mathcal{D}_R P(t)f(x + h) - \mathcal{D}_R P(t)f(x))k = \int_0^1 \mathcal{D}_R^2 P(t)f(x + \sigma h)(h, k)d\sigma.
\]

So combining (6.9) and (6.10) and using (5.11) (with \( i = 3 \)), for any \( x \in X \), \( h, k \in H_R \) and \( t > 0 \) we get

\[
\|\mathcal{D}_R P(t)f(x + 2h) - 2\mathcal{D}_R P(t)f(x + h) + \mathcal{D}_R P(t)f(x)\|_{\mathcal{L}(H_R;\mathbb{R})}
\]
Lemma 6.4. In this subsection we need a preliminary lemma. For any \( T > 0 \) compactness of \([0,T]\) we get
\[
\|b(x + 2h) - 2b(x + h) + b(x)\|_{\mathcal{C}(H_R;\mathbb{R})} \leq \int_{0}^{+\infty} e^{-\lambda t}\|\mathcal{D}_R P(t)f(x + 2h) - 2\mathcal{D}_R P(t)f(x + h) + \mathcal{D}_R P(t)f(x)\|_{\mathcal{C}(H_R;\mathbb{R})} dt
\]
\[
\leq K \left( \int_{0}^{+\infty} t^{-3/2} dt \right) \|h\|_{L^2}^2 \|f\|_{\infty} \leq K \left( \int_{0}^{+\infty} t^{-3/2} dt \right) \|h\|_{L^2}^2 \|f\|_{\infty}
\]
where \( K \) is again the constant appearing in Proposition 5.2. Combining (6.8) and (6.12) we get (6.7).

The evolution equation. By a procedure similar to the one described in the proofs of Theorem 2.9 and Theorem 6.2 we can obtain similar results for the mild solution \( v \) of the evolution equation (6.7). To do so we need to introduce another Banach space.

Definition 6.3. Assume Hypothesis 2.7 holds true and let \( Y \) be a Banach space with norm \( \|\cdot\|_Y \). For any \( \alpha \in (0,1), k = 0, 1, 2, \ldots \) and \( T > 0 \) we define \( \text{BUC}_R^{0,k+\alpha}([0,T] \times \mathcal{X}; Y) \) as the set of continuous functions \( g : [0,T] \times \mathcal{X} \rightarrow Y \) that are separately uniformly continuous and such that
\[
\|g\|_{\text{BUC}_R^{0,k+\alpha}([0,T] \times \mathcal{X}; Y)} := \sup_{t \in [0,T]} \|g(t,\cdot)\|_{\text{BUC}_R^{k+\alpha}(\mathcal{X}; Y)},
\]
if finite. If \( Y = \mathbb{R} \) we write \( \text{BUC}_R^{0,k+\alpha}([0,T] \times \mathcal{X}). \)

For any \( T > 0, \alpha \in (0,1) \) and \( k = 0, 1, 2, \ldots \) the space \( \text{BUC}_R^{0,k+\alpha}([0,T] \times \mathcal{X}; Y) \) is a Banach space if endowed with the norm \( \|\cdot\|_{\text{BUC}_R^{0,k+\alpha}([0,T] \times \mathcal{X}; Y)} \). Before stating and proving the main result of this subsection we need a preliminary lemma.

Lemma 6.4. Assume Hypotheses 2.7 hold true. For every \( T > 0, \alpha \in (0,1), k = 0, 1, 2, 3 \) and \( f \in \text{BUC}_R^{k+\alpha}(\mathcal{X}), \) the map \( (t,x) \mapsto P(t)f(x) \) belongs to \( \text{BUC}_R^{0,k+\alpha}([0,T] \times \mathcal{X}). \)

Proof. We just show the case \( k = 0, \) since the other cases follow by similar arguments. Observe that the fact that, for every \( t \in [0,T], \) the map \( x \mapsto P(t)f(x) \) is uniformly continuous follows by the boundedness and uniform continuity of \( f \) and Proposition 1.3 (with \( M = \mathcal{X}, \mu = 1, \mathcal{Y} = \Omega, \mu = \mathbb{P} \) and \( Z = \mathbb{R} \)), while the uniform continuity of \( t \mapsto P(t)f(x) \) follows by its continuity and the compactness of \([0,T]\). To obtain that the map \( (t,x) \mapsto P(t)f(x) \) belongs to \( \text{BUC}_R^{0,k+\alpha}([0,T] \times \mathcal{X}) \) it is enough to note that for any \( t > 0 \)
\[
\|P(t)f\|_{\infty} \leq \|f\|_{\infty},
\]
and that for any \( t > 0, x \in \mathcal{X} \) and \( h \in H_R, \) by 4.5 it holds
\[
|P(t)f(x + h) - P(t)f(x)| = |E[f(X(t,x + h))] - E[f(X(t,x))]| 
\leq E[|X(t,x + h) - X(t,x)|]\|f\|_{\text{BUC}_R^{k+\alpha}(\mathcal{X})}.
\]
Indeed, by (6.13) and (6.14), letting $g(t, x) := P(t)f(x)$ for $t \in [0, T]$ and $x \in \mathbb{X}$ we obtain
\[
\|g\|_{BUC^\alpha_2(\{0, T\} \times \mathbb{X})} = \sup_{t \in [0, T]} (\|P(t)f\|_\infty + [P(t)f]_{BUC^\alpha_2(\mathbb{X})}) \leq \max\{1, e^{\alpha CT}\} \|f\|_{BUC^\alpha_2(\mathbb{X})}.
\]
This concludes the proof. 

The following result is in the same spirit as the main results of [33] and [34].

**Theorem 6.5.** Assume Hypotheses 2.4 hold true and let $T > 0$ and $\alpha \in (0, 1)$. If $f \in BUC^\alpha_2(\mathbb{X})$ and $g \in BUC^\alpha_2(\{0, T\} \times \mathbb{X})$, then the mild solution $v$ of (1.10), introduced in (1.20), belongs to $BUC^\alpha(\{0, T\} \times \mathbb{X})$ and there exists a positive constant $C = C(T, \alpha)$, independent of $f$ and $g$, such that
\[
\|v\|_{BUC^\alpha(\{0, T\} \times \mathbb{X})} \leq C \left( \|f\|_{BUC^\alpha_2(\mathbb{X})} + \|g\|_{BUC^\alpha_2(\{0, T\} \times \mathbb{X})} \right).
\]

**Proof.** We just give a sketch of the proof since it is similar to the proofs of Theorems 2.9 and 6.2 By Lemma 6.4 the maps $(t, x) \mapsto P(t)f(x)$ belongs to $BUC^\alpha(\mathbb{X})$. So we just need to consider the function
\[
V(t, x) := \int_0^t P(s)g(t - s, \cdot)(x)ds, \quad t \in [0, T], \ x \in \mathbb{X}.
\]

By the same arguments used in the proof of Theorem 2.9 we obtain that, for every $t \in [0, T]$, the map $x \mapsto V(t, x)$ belongs to $BUC^\alpha_2(\mathbb{X})$, that
\[
D^2_RV(t, x) = \int_0^t D^2_RP(s)g(t - s, \cdot)(x)ds, \quad t \in [0, T], \ x \in \mathbb{X},
\]
and that there exists a positive constant $C = C(T, \alpha, \zeta_R)$ such that
\[
\sup_{t \in [0, T]} \|V(t, \cdot)\|_{BUC^\alpha_2(\mathbb{X})} \leq C\|g\|_{BUC^\alpha_2(\{0, T\} \times \mathbb{X})}.
\]
The uniform continuity of the map $t \mapsto V(t, x)$, for every $x \in \mathbb{X}$, is standard. Finally to prove that the map $x \mapsto D^2_RV(t, x)$ belongs to $BUC^\alpha_2(\mathbb{X} \times \mathcal{L}^2(H_R; \mathbb{R}))$, for every $t \in [0, T]$, we can argue as in the proof of Theorem 2.9 introducing the functions $a, b : \mathbb{X} \to \mathcal{L}^2(H_R; \mathbb{R})$ defined, for $h \in H_R$ and $y \in \mathbb{X}$, as
\[
a(y) := \int_0^{\min\{t, \|h\|_H^2\}} D^2_RP(s)g(t - s, \cdot)(y)ds, \quad b(y) := \int_{\min\{t, \|h\|_H^2\}}^t D^2_RP(s)g(t - s, \cdot)(y)ds.
\]
Proceeding as in the proof of Theorem 2.9 we get that there exists a positive constant $C' = C'(T, \alpha, \zeta_R)$ such that
\[
\sup_{t \in [0, T]} \|D^2_RV(t, \cdot)\|_{BUC^\alpha_2(\mathbb{X} \times \mathcal{L}^2(H_R; \mathbb{R}))} \leq C' \sup_{t \in [0, T]} \|g(t, \cdot)\|_{BUC^\alpha_2(\mathbb{X})}.
\]
This concludes the proof. 

**The $H_R$-Hölder perturbation case.** Let $A : \text{Dom}(A) \subseteq \mathbb{X} \to \mathbb{X}$ and $R \in \mathcal{L}(\mathbb{X})$ such that they satisfy Hypotheses 2.4. We consider the Ornstein–Uhlenbeck semigroup $\{T(t)\}_{t \geq 0}$ defined by
\[
T(t)e(x) := \int_\mathbb{X} e^{ita}x + y)N(0, Q_t)(dy), \quad t > 0, \ x \in \mathbb{X}, \ e \in \text{BUC}(\mathbb{X});
\]
where, for any $t > 0$, we let $Q_t := \int_0^t e^{sA}R^2e^{sA}ds$ and $N(0, Q_t)$ is the Gaussian measure on $\mathbb{X}$ with mean zero and covariance operator $Q_t$. The semigroup $\{T(t)\}_{t \geq 0}$ is weakly continuous in $\text{BUC}(\mathbb{X})$ (see [13] Appendix B) and its weak generator $L : \text{Dom}(L) \subseteq \text{BUC}(\mathbb{X}) \to \text{BUC}(\mathbb{X})$ is the unique closed operator such that
\[
R(\lambda, L)f(x) = \int_0^{+\infty} e^{-\lambda s}T(s)f(x)ds, \quad \lambda > 0, \ x \in \mathbb{X}, \ f \in \text{BUC}(\mathbb{X}).
\]
Let \( \alpha \in (0,1) \) and let \( L_\alpha : \text{Dom}(L_\alpha) \subseteq \text{BUC}^\alpha_R(X) \rightarrow \text{BUC}^\alpha_R(X) \) be the part of \( L \) in \( \text{BUC}^\alpha_R(X) \). For \( F \in \text{BUC}^\alpha_R(X; H_R) \) we consider the stationary equation

\[
\lambda u - L_\alpha u - \langle F, T_R u \rangle_R = f, \quad \lambda > 0, \ f \in \text{BUC}^\alpha_R(X). \tag{6.15}
\]

We stress that the following stochastic partial differential equation

\[
\left\{
\begin{array}{l}
dX(t, x) = \left[ AX(t, x) + F(X(t, x)) \right] dt + RdW(t), \ t > 0; \\
X(0, x) = x \in X,
\end{array}
\right.
\]

may not be well posed and so we do not know if the transition semigroup \([1,2]\) is well defined. We refer to [2] for a study of the case when \( F = R G \) for some \( G \in C_b^0(X; X) \) and to [20] for the case in which \( F \in B_b(X, X) \) and \( A \) is a Laplacian type operator. However it is possible to prove Schauder regularity results for the solution of (6.15) using another technique (see, for example, [17]).

**Proposition 6.6.** Let \( A \) and \( R \) be two operators satisfying Hypotheses [2,4] let \( \alpha \in (0,1) \) and let \( f \in \text{BUC}^\alpha_R(X) \). For any \( \lambda > 0 \) there exists a constant \( C_{\alpha, \lambda} > 0 \) such that if \( \| F \|_{\text{BUC}^\alpha_R(X; H_R)} \leq C_{\alpha, \lambda} \), then (6.15) has a unique solution \( u \) belonging to \( \text{BUC}^{2+\alpha}_R(X) \).

*Proof.* We start by setting \( \psi := \lambda u - L_\alpha u \). We stress that if \( u \in \text{BUC}^\alpha_R(X) \), then \( \psi \in \text{BUC}^\alpha_R(X) \). Now letting \( T := \langle F, T_R \rangle_R(\lambda, L_\alpha) \), then (6.15) reads as

\[
\psi - T \psi = f. \tag{6.16}
\]

By Theorem [2,9] whenever \( \psi \in \text{BUC}^\alpha_R(X) \), there exists a constant \( C_{\alpha, \lambda} > 0 \) such that

\[
\| T \psi \|_{\text{BUC}^\alpha_R(X)} \leq C_{\alpha, \lambda} \| \psi \|_{\text{BUC}^\alpha_R(X)}.
\]

If \( \| F \|_{\text{BUC}^\alpha_R(X; H_R)} \leq C_{\alpha, \lambda} \), then the map \( T : \text{BUC}^\alpha_R(X) \to \text{BUC}^\alpha_R(X) \) is a contraction and so by the contraction mapping theorem (6.15) and (6.16) have unique solutions \( u \) and \( \psi \) belonging to \( \text{BUC}^\alpha_R(X) \). Moreover, since \( u = R(\lambda, L_\alpha) \psi = R(\lambda, L) \psi \), by Theorem [2,9] \( u \) belongs to \( \text{BUC}^{2+\alpha}_R(X) \).

Clearly the condition on the \( \text{BUC}^\alpha_R(X; H_R) \) norm of \( F \) is very restrictive. We do not know if it is possible to replicate the technique of [52] to remove this requirement. We intend to study this situation in a future paper.

### 7. Example

Let \( Q \in \mathcal{L}(X) \) be a positive, self-adjoint and compact operator. For \( \alpha, \beta \geq 0 \) we set \( A := -(1/2)Q^{-\beta} : Q^\beta(X) \subseteq X \rightarrow X \) and \( R := Q^\alpha \). Let \( \{e_k\}_{k \in \mathbb{N}} \) be an orthonormal basis of \( X \) consisting of eigenvectors of \( Q \), and let \( \lambda_k \) be the eigenvalues of \( Q \) associated with \( \{e_k\}_{k \in \mathbb{N}} \). Since \( Q \) is a compact and positive operator, there exists \( k_0 \in \mathbb{N} \) such that \( 0 < \lambda_k \leq \lambda_{k_0} \), for any \( k \in \mathbb{N} \).

Without loss of generality we assume \( k_0 = 1 \). Hence, for any \( x \in Q^\beta(X) \), we have

\[
\langle Ax, x \rangle = \sum_{k=1}^{+\infty} \frac{1}{2} \lambda_k^{-\beta} \langle x, e_k \rangle^2 \leq -\frac{1}{2} \lambda_1^{-\beta} \|x\|^2. \tag{7.1}
\]

Since \( Q \) is a compact and positive operator, then \( \{e_k\}_{k \in \mathbb{N}} \subseteq Q^\beta(X) = \text{Dom}(A) \) and \( \text{Dom}(A) \) is dense in \( X \), so \( A \) generates a strongly continuous, analytic and contraction semigroup in \( X \). Let \( A_{\alpha} \) be the part of \( A \) in \( H_\alpha := H_{Q^\alpha} \), we recall that

\[
\text{Dom}(A_{\alpha}) := \{ x \in Q^\alpha(X) \cap Q^\beta(X) | Ax \in Q^\alpha(X) \}.
\]

By (7.1), for any \( x \in \text{Dom}(A_{\alpha}) \), we have

\[
\langle Ax, x \rangle_{\alpha} = \langle Q^{-\alpha} Ax, Q^{-\alpha} x \rangle = \langle AQ^{-\alpha} x, Q^{-\alpha} x \rangle \leq -\frac{1}{2} \lambda_1^{-\beta} \|Q^{-\alpha} x\|^2 = -\frac{1}{2} \lambda_1^{-\beta} \|x\|^2_{\alpha}.
\]

Since \( Q^{\alpha+\beta}(X) \) is dense in \( X \) and \( Q^{-\alpha} \) is a closed operator in \( X \), then \( Q^{\alpha+\beta}(X) \) is dense in \( H_\alpha \), moreover \( Q^{\alpha+\beta}(X) = \text{Dom}(A_{\alpha}) \). Hence \( A \) generates a strongly continuous and contraction semigroup in \( H_\alpha \). We refer to [23] Section 5.4.5.5 for a study of the validity of Hypothesis [2,1,13].
So all the results of the paper can be applied in this case, in particular Theorem 23 and Theorem 17 hold true. Observe that
\[ Q_t = \int_0^t e^{2sA}Q^{2s}ds = \frac{1}{2}Q^{2s+\beta}(1 - e^{-2sQ^{\beta}}) , \]
so, arguing as in [16] Example 1, for any \( t > 0 \) it holds
\[ \| Q_t^{-1/2t}A \|_{L^2(\mathcal{X})} \approx C t^{-\alpha/\beta - 1/2}, \]
for some positive constant \( C \). So [24] is verified only for \( \alpha = 0 \). An example of a function \( G : \mathcal{X} \to \mathcal{X} \) is any radial function defined as
\[ G(x) = \Phi(||x||^2), \quad x \in \mathcal{X}, \]
where \( \Phi : [0, +\infty) \to \mathbb{R} \) is a three times differentiable function such that \( \Phi'(r) = O(r^{-1}) \) for \( r \to +\infty \).

**Appendix A. A result about uniformly continuous functions**

We recall a result regarding uniformly continuous functions that we have used throughout the paper. The proof is standard and follows the same ideas of the proof of [51, Lemma 3.3], we provide it for completeness.

**Proposition A.1.** Let \( \mathcal{M} \) be a separable metric space with metric \( d_\mathcal{M} \), \((Y, \mu)\) be a measurable space (\( \mu \) is a finite, positive and complete measure) and \( Z \) be a Banach space with norm \( \| \cdot \|_Z \). Consider a function \( F : \mathcal{M} \times Y \to Z \) that satisfies

(i) for any \( m \in \mathcal{M} \), the map \( y \mapsto F(m, y) \) is measurable;
(ii) for \( \mu \)-a.e. \( y \in Y \), the map \( m \mapsto F(m, y) \) is uniformly continuous;
(iii) there exists a \( \mu \)-integrable function \( g : Y \to \mathbb{R} \) such that for all \( m \in \mathcal{M} \) and \( \mu \)-a.e. \( y \in Y \) it holds \( \| F(m, y) \|_Z \leq g(y) \).

The map \( h : \mathcal{M} \to Z \), defined as
\[ h(m) := \int_Y F(m, y)\mu(dy), \quad m \in \mathcal{M} , \]
is bounded and uniformly continuous.

**Proof.** The boundedness of \( h \) is trivial and its continuity follows by the dominated convergence theorem (see [24] Theorem 3, p. 45]). So we just need to prove the uniform continuity of \( h \). Let \( N \subseteq Y \) be such that \( \mu(N) = 0 \) and condition [11] holds for all \( y \in Y \setminus N \). For any \( y \in Y \setminus N \), consider the modulus of continuity of the map \( x \mapsto F(x, y) \) defined as
\[ \omega_{F,y}(t) := \sup \{ \| F(m, y) - F(m', y) \|_Z \mid m, m' \in \mathcal{M}, \quad d_\mathcal{M}(m, m') \leq t \}, \quad t > 0. \]

Observe that, by the separability of \( \mathcal{M} \times \mathcal{M} \), for every \( t > 0 \) there exists a countable set \( D(t) \subseteq \mathcal{M} \times \mathcal{M} \) such that
\[ \omega_{F,y}(t) := \sup \{ \| F(m, y) - F(m', y) \|_Z \mid (m, m') \in D(t), \quad d_\mathcal{M}(m, m') \leq t \}, \quad t > 0. \]

The countability of \( D(t) \) assures the measurability, with respect to \( \mu \), of the map \( y \mapsto \omega_{F,y}(t) \) for any \( t > 0 \). Moreover a standard computation gives that for any \( y \in Y \setminus N \) and \( t > 0 \) it holds \( \omega_{F,y}(t) \leq 2g(y) \). Now let \( (t_n)_{n \in \mathbb{N}} \) be a sequence of positive real numbers converging to zero. We have, for any \( m, m' \in \mathcal{X} \) with \( d_\mathcal{M}(m, m') \leq t_n \)
\[ \| h(m) - h(m') \|_Z \leq \int_Y \| F(m, y) - F(m', y) \|_Z \mu(dy) \leq \int_Y \omega_{F,y}(t_n) \mu(dy). \]
The thesis follows by the dominated convergence theorem (see [24] Theorem 3, p. 45]).
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