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Abstract—Deep learning techniques have made an increasing impact on the field of remote sensing. However, deep neural networks based fusion of multimodal data from different remote sensors with heterogenous characteristics has not been fully explored, due to the lack of availability of big amounts of perfectly aligned multi-sensor image data with diverse scenes of high resolution, especially for synthetic aperture radar (SAR) data and optical imagery. In this paper, we publish the QXS-SAROPT dataset to foster deep learning research in SAR-optical data fusion. QXS-SAROPT comprises 20,000 pairs of corresponding image patches, collected from three port cities: San Diego, Shanghai and Qingdao acquired by the SAR satellite GaoFen-3 and optical satellites of Google Earth. Besides a detailed description of the dataset, we show exemplary results for two representative applications, namely SAR-optical image matching and SAR ship detection boosted by cross-modal information from optical images. Since QXS-SAROPT is a large open dataset with multiple scenes of the highest resolution of this kind, we believe it will support further developments in the field of deep learning based SAR-optical data fusion for remote sensing.

Index Terms—Synthetic aperture radar (SAR), optical remote sensing, GaoFen-3, deep learning, data fusion

1 INTRODUCTION

With the rapid development of deep learning, remarkable breakthroughs have been made in deep learning-based land use segmentation, scene classification, object detection and recognition on the field of remote sensing in the past decade [1], [2], [3]. This is mainly due to the powerful feature extraction and representation ability of deep neural networks [4], [5], [6], which can well map the remote sensing observations into the eventually desired geographical knowledge. However, the current mainstream remote sensing image interpretation technology is still mainly focused on mono-modal data, and cannot make full use of the complementary and correlated information of multimodal data from different sensors with heterogenous characteristics, resulting in insufficient intelligent interpretation capabilities and limited application scenarios. For example, optical imaging based on angular measurements is easily restricted by illumination and weather conditions, based on which accurate interpretation cannot be obtained at night or under complex weather with clouds, fog and so on. Compared with optical imaging, Synthetic Aperture Radar (SAR) imaging can achieve full-time and all-weather earth observations based on range measurements, however, it is difficult...
to interpret the SAR images observing physical properties instead of chemical characteristics (texture features) of the target scene as optical images, even for well-trained experts. Therefore, gathering sufficient amounts of training SAR data with diverse scenes and accurate labeling is a challenging problem, which heavily affects the deep research and application of SAR image based intelligent interpretation.

To address the above issues, one of the most promising directions of deep learning in remote sensing is multimodal data fusion [7], [8], [9], [10], especially for a combined exploitation of SAR and optical data as these data modalities are completely different from each other both in terms of geometric and radiometric appearance [11], [12], [13], [14]. To foster the research of SAR-optical data fusion based on deep learning, it is of utmost importance to have access to big datasets of perfectly aligned images or image patches. However, gathering such a big amount of aligned multi-sensor image data is a non-trivial task that requires quite some engineering efforts [15]. Moreover, the existing SAR-optical patch matching dataset either lacks of scene diversity due to the huge difficulty in building accurate 3D reconstruction models to implement pixel-level matching between optical and SAR images [16], or has a low resolution limited by the remote sensing satellites used for data acquisition [17].

Based on the analysis above, in this paper, we publish the so-called QXS-SAROPT dataset containing multiple scenes of a high resolution of 1 meter. Specifically, it is comprised of 20,000 SAR-optical patch-pairs acquired by the SAR satellite GaoFen-3 [18] and optical satellites used for Google Earth Engine providing an on-going supply of diverse Earth observation satellite data to the end user free-of charge [19]. The patches are collected from locations spread across land masses of San Diego, Shanghai and Qingdao. The source and construction of the dataset, its strengths and limitations, as well as two example applications are described in the rest of this paper.

2 GAOFEN-3 REMOTE SENSING DATA

The Gaofen-3 satellite [18], developed by China Aerospace Science and Technology Corporation, is a part of the Chinese Gaofen (High-Resolution) Earth Observation Project. It is the first C-band and multi-polarization SAR imaging satellite in low earth orbit with a resolution of 1 meter in China.

Equipped with 12 acquisition modes, Gaofen-3 has more working modes compared to other SAR satellites. It not only contains a range of strip-maps, such as the Ultra-fine Strip-Map (UFS), Fine Strip-Map (FSI), Wide Fine Strip-Map (FSII), Standard Strip-Map(SS), Quad-Pol Strip-Map(QPSI), but also has the scanning modes (Narrow ScanSAR and Wide ScanSAR). Further, it can be used in the spotlight, wave, global observation, extended incidence angles imaging modes as well. Accordingly, its imaging resolution varies from 1 meter to 500 meters and its imaging swath ranges from 10 kilometers to 650 kilometers.

For the Gaofen-3 images in our dataset, the spotlight imaging mode with the highest resolution is used. During the SAR imaging process, the antenna performs beam scanning in the azimuth direction to increase the synthetic aperture time and to obtain a higher azimuth resolution compared to the strip mode. The azimuth scanning angle is \( \pm 1.9^\circ \), and an active phased array antenna is used to achieve continuous scanning of the azimuth beam. The 240MHz bandwidth is used to meet the requirement of high resolution of 1 meter.

3 CONSTRUCTION OF THE QXS-SAROPT DATASET

The procedure for the dataset construction is shown in Figure 1. In detail, it comprises the following steps:

3.1 Selecting SAR images

Our SAR data originate from the spotlight mode images of Gaofen-3 with single polarization, provided by CRESDA (China Centre for Resource Satellite Data and Application). For application scenarios such as land cover segmentation, scene
classification, ship detection and recognition, we first select three SAR images acquired by the Gaofen-3 satellite that contain rich land cover types such as inland, offshore, and mountains. The ground resolution of the SAR images is 1 meter. The area of each image is 100 square kilometers from three big port cities: San Diego, Shanghai, Qingdao. Image sizes are 14624 × 33820, 17080 × 28778, and 17080 × 28946 respectively. Details of these images, including resolution, swath, incidence angle, and polarization are presented in Table 1. The coverage of these images is shown in Figure 2.

3.2 Downloading corresponding optical images

We then download the optical images of the corresponding area with a ground resolution of 1 meter from Google earth using the cloud-based remote sensing platform Google Earth Engine [19], which provides an extensive data catalogue containing several petabytes of remote sensing imagery and other freely available geodata. Given the latitude and longitude coordinates of the desired area and the specified resolution, the corresponding optical images are selected and downloaded, from which we have later extracted our optical image patch.

3.3 Cutting SAR-optical image pairs into sub-region image pairs

Optical imagery reflects the chemical characteristics of the scene and follows a perspective imaging geometry, while SAR imagery collects information about the physical properties of the scene and follows a range-based imaging geometry. Therefore, the optical image is totally different from the SAR image, which makes it impossible to accurately register the whole optical image with the whole corresponding SAR image [20]. To address the above issue, we cut the whole SAR-optical image pair into several sub-region image pairs according to the complexity of land coverage. After that, we can register the sub-region image pairs separately instead of directly registering the whole image pair.

3.4 Manually locating matching points of sub-region SAR-optical image pairs

As mentioned above, the optical image and SAR image are completely different from each other both in terms of geometric and radiometric appearance due to different imaging mechanism. Therefore, it is not advisable to register them directly by matching points located automatically by the existing image registration approaches [21] mainly designed for registering optical images. In order to cope with the strongly different geometric and radiometric appearances of SAR and optical imagery, we manually locate the matching point of the sub-region SAR-optical image pairs. The matching points are selected as the corner points of buildings, ships, roads, etc. Figure 3 shows matching points manually selected for one exemplary sub-region SAR-optical image pair.

3.5 Registering sub-region SAR-optical image pairs

With the manually located matching points, we then use an existing automatic image registration software to register the sub-region SAR-optical image pairs by leveraging various interpolation methods, such as Bilinear, Nearest Neighbor and Cubic Convolution interpolation. Here, we take the SAR image as the reference image and the optical image as the registration image. Figure 4
Table 1
Detailed information of the SAR images of Gaofen-3 for constructing QXS-SAROPT.

| No | Coverage region | Imaging mode | Resolution Rg.×Az.(m) | Swath (km) | Incident Angle (°) | Polarization | Image size       |
|----|-----------------|--------------|-----------------------|------------|--------------------|--------------|------------------|
| 1  | San Diego       | spotlight    | 1                     | 10         | 20°50              | single       | 14624 × 33820  |
| 2  | Shanghai        |              |                       |            |                    |              | 17080 × 28778  |
| 3  | Qingdao         |              |                       |            |                    |              | 17080 × 28946  |

Fig. 2. Image coverage of Gaofen-3. The red rectangles indicate the coverage of each image.

(a) San Diego (b) Shanghai (c) Qingdao

3.6 Cutting registered sub-region SAR-optical image pairs into patch-pairs
Since our goal is to construct a dataset of patch-pairs that can be used to train deep learning models for various SAR-optical data fusion tasks, the registered sub-region SAR-optical image pairs are then cropped into small patches of 256 x 256 pixels. Using a stride of 52, we reduce the overlap between neighboring patches to only 20% while maximizing the number of independent patches we can get out of the available scenes. We end up with 46071 Gaofen-3/GoogleEarth patch-pairs after this step.

Fig. 3. Illustration of matching points manually selected for one exemplary sub-region SAR-optical image pair.

(a) Optical (b) SAR

shows an example of registered sub-region SAR-optical image pair.
3.7 Manual inspection

In order to remove similar or sub-optimal patches that, e.g., contain only texture-less sea area or visible mosaicking seamlines, we have inspected all patches visually. In this step, 26071 patch-pairs are manually removed, leaving the final amount of 20,000 quality-controlled patch-pairs. Some examples are shown in Figure 5.

4 DATASET AVAILABILITY

The QXS-SAROPT dataset is shared under the open access license CCBY and available for download at [https://github.com/yaoxu008/QXS-SAROPT](https://github.com/yaoxu008/QXS-SAROPT). This paper must be cited when the dataset is used for research purposes.

5 EXAMPLE APPLICATIONS

In this section, we present two example applications, for which the dataset has been used already, including SAR-optical image matching and SAR ship detection. These should serve as inspiration for future use cases and ignite further research on deep learning-based SAR-optical data fusion.

5.1 SAR-optical image matching

Image matching of multi-modal data remains challenging to this day, because well-established methods strive to measure similarity between mono-modal imagery. Specifically, the matching of SAR and optical images is more difficult due to the different imaging geometry [22], [23], [24], [25], [26]. The QXS-SAROPT dataset can assist in creating solutions in the field of SAR-optical image matching by providing the large quantities of data required to exploit modern deep matching approaches, such as proposed by [27]. Using a bridge neural network (BNN) [28] architecture, corresponding SAR-optical image patches of the QXS-SAROPT dataset can be projected into a common feature subspace where similarities can be easily measured. The matching accuracy of a test subset can reach 82.9% and 82.8% with the model of [27] trained on 70% patch-pairs of the QXS-SAROPT dataset using the ResNet50 [6] and Darknet53 [29] backbone, respectively. The detailed results can be seen in Table 2, and some exemplary matches correctly identified for the test subset are shown in Figure 6.

| Backbone    | Accuracy | Precision | Recall |
|-------------|----------|-----------|--------|
| ResNet50 [6] | 0.829    | 0.748     | 0.993  |
| Darknet53 [29] | 0.828     | 0.746     | 0.995  |

Table 2: Results for BNN [28] patch-matching trained on QXS-SAROPT.
5.2 SAR ship detection

SAR ship detection in complex scenes is a great challenging task. Because of powerful feature embedding ability, convolutional neural networks (CNN) [4]-based SAR ship detection methods have drawn considerable attention. The pretraining technique is usually adopted to support these CNN-based SAR ship detectors due to the scarce labeled SAR images. However directly leveraging ImageNet [30] pretraining is hardly to obtain a good ship detector because of different imaging geometry between optical and SAR images. The QXS-SAROPT dataset can provide solutions for SAR ship detection, such as [27] proposing an optical-SAR matching (OSM) pretraining technique to enhance the general feature embedding of SAR images by BNN [28] based on the QXS-SAROPT dataset. BNN can transfer plentiful texture features from optical images to SAR images and the SAR CNN can be further used as the backbone of the detection framework to perform SAR ship detection. The overall process to implement SAR ship detection using BNN based on the QXS-SAROPT dataset is depicted in Fig. 7. As shown in Table 3 compared to ImageNet pretraining based SAR ship detector (ImageNet-SSD), the Average Precision (AP) of detection results of OSM pretraining based SAR ship detector (OSM-SSD) on SAR ship detection dataset AIR-SARShip-1.0 [31] can be improved by 1.32% and 1.24% using two-stage detection benchmark: Faster R-CNN [32] and one-stage detection benchmark: YOLOv3 [29], respectively. For more detailed results, please refer to [27].
TABLE 3
SAR ship detection results on AIR-SARShip-1.0 [31] using ImageNet-SSD pretrained on ImageNet and OSM-SSD pretrained on QXS-SAROPT.

| Model      | Faster R-CNN [32] | YOLOv3 [29] |
|------------|-------------------|-------------|
| ImageNet-SSD | 0.8720            | 0.8712      |
| OSM-SSD     | 0.8852            | 0.8836      |

6 STRENGTHS AND LIMITATIONS OF THE DATASET

To our knowledge, QXS-SAROPT is the first dataset providing very-high-resolution (1m) co-registered SAR and optical satellite image patches spread over three big port cities in the world. The other two existing datasets in this domain are the so-called SARptical dataset published by [16] and the SEN1-2 dataset published by [17]. In contrast to the QXS-SAROPT dataset, SARptical provides very-high-resolution image patches from TerraSAR-X and aerial hologrammetry based on a deterministic alignment of SAR and optical imagery via previously reconstructed and subsequently co-registered 3D point clouds, but is restricted to a mere 10,000 patches extracted from a single scene containing only inland area focusing on urban buildings, which is possibly not sufficient for many deep learning applications especially since many patches show an overlap of more than 50% and the whole size of each patch is only 112×112. With its 20,000 patch-pairs extracted from multiple scenes containing inland area, sea area and mountain area focusing on not only buildings but also harbours, ships and so forth, QXS-SAROPT will thus be a valuable data source for many researchers in the field of SAR-optical data fusion and remote sensing-oriented deep learning. A particular advantage is that the dataset can easily be used for scene classification because it covers a variety of land types.

Regarding SEN1-2, it is the largest dataset of this kind with 282,384 pairs of corresponding image patches spread over the whole globe and all meteorological seasons. However, it is built on Sentinel-2 data with a low resolution down to 5m, which may be not applicable for feature learning of small-sized objects, such as small ships. Conversely, QXS-SAROPT can well enhance the feature learning ability of small-sized objects because of the high resolution of GaoFen-3.

However, also QXS-SAROPT does not come without limitations: For example, it only covers three port cites now, which is still limited in both coverage and scenes. Furthermore, at the time we carried out the dataset preparation, we fixed the patch size as 256 × 256, which may be not suitable for different applications. We are planning to extend the dataset for a future version 2 release accordingly.

7 SUMMARY AND CONCLUSION

In this paper, we have described and released the QXS-SAROPT dataset, which contains 20,000 pairs of SAR and optical image patches extracted from multiple Gaofen-3 and Google Earth scenes of a very high resolution. We assume this dataset will foster the development of deep learning approaches in the field of SAR-optical data fusion of satellite remote sensing. In the future, we plan on releasing a refined, second version of the dataset, which covers more land areas with versatile scenes and has different sized patch-pairs suitable for various SAR-optical data fusion tasks.
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