Impact of the horizontal resolution on the simulation of extremes in COSMO-CLM
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Abstract

The simulation of extremes using climate models is still a challenging task. Currently, the model grid horizontal resolution of state-of-the-art regional climate models (RCMs) is about 11–25 km, which may still be too coarse to represent local extremes realistically. In this study we use dynamically downscaled ERA-40 reanalysis data of the RCM COSMO-CLM at 18 km resolution, downscale it dynamically further to 4.5 km and finally to 1.3 km to investigate the impact of the horizontal resolution on extremes. Extremes are estimated as return levels for the 2, 5 and 10-year return periods using ‘peaks-over-threshold’ (POT) models. Daily return levels are calculated for precipitation and maximum 2 m temperature in summer as well as precipitation and minimum temperature in winter. The results show that CCLM is able to capture the spatial and temporal structure of the observed extremes, except for summer precipitation extremes. Furthermore, the spatial variability of the return levels increases with resolution. This effect is more distinct in case of temperature extremes due to a higher correlation with the better resolved orography. This dependency increases with increasing horizontal resolution. In comparison to observations, the spatial variability of temperature extremes is better simulated at a resolution of 1.3 km, but the return levels are cold-biased in summer and warm-biased in winter. Regarding precipitation, the spatial variability improves as well, although the return levels were slightly overestimated in summer by all CCLM simulations. In summary, the results indicate that an increase of the horizontal resolution of CCLM does have a significant effect on the simulation of extremes and that impact models and assessment studies may benefit from such high-resolution model output.
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1 Introduction

The severe impact which extremes may have on social, ecological or natural systems in a future climate (GHIL et al., 2011) was emphasized in the Special Report on Extreme Events (SREX) of the Intergovernmental Panel on Climate Change (IPCC, 2012). Because of these tremendous consequences, the study of extremes under climate change is an ongoing field of research.

The primary tool for such studies are climate models because they provide continuous spatial and temporal fields of e.g. temperature, wind and precipitation and are based on physical laws. With regional climate models (RCMs) it is possible to dynamically downscale output from global climate simulations or reanalysis products and they have proven to be important tools in climate sciences to add further details and complexity (RUMMUKAINEN, 2010; PREIN et al., 2013). Current state-of-the-art RCMs are run with horizontal resolutions of about 11–25 km as in the EURO-CORDEX project (JACOB et al., 2014), which is part of the global CORDEX framework (GIORG, et al., 2009), the newest successor of the PRUDENCE (50 km) and ENSEMBLES (25 km) projects. Over the last decade, large efforts have been made to improve the resolution of RCMs. With increasing computing power, higher resolutions became feasible (PREIN et al., 2015), e.g. 7 km (FELDMANN et al., 2010), 4.5 km (GUTJahr and HEINEMANN, 2013) and e.g. 2.8 km (PREIN et al., 2013). According to WEISMAN et al. (1997), the threshold for the horizontal resolution classifying RCMs as convection-resolving is about 4 km. Individual studies at such high resolutions could be performed for small areas approaching the 1 km scale (e.g. KENDON et al., 2012; KNOTE et al., 2010). Yet, the resources are not sufficient to allow long-term simulations at such high resolutions. However, such resolutions are required by impact assessment models (SEO et al., 2009).

Increasing the horizontal resolution is expected to improve the simulation of near-surface fields, such as temperature, due to a better resolved orography, and precipitation, due to the better representation of physical processes (GIORG, 2006; HOHENEGGER et al., 2008), such as explicit treatment of deep convection by turning off the convective parameterization scheme. Thereby
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the physical structure of organized convection in the warm season is expected to improve. It could be demonstrated that RCMs at the convection-permitting scale improve precipitation patterns (Boberg et al., 2010) and the intensity distribution (Prein et al., 2013) due to improved physical processes in summer. Summer temperature fields could be improved because of a better representation of the orography (Prein et al., 2013). Prein et al. (2013) investigated furthermore the effect of horizontal resolution of a RCM on the simulation of extremes. They found that convection-resolving RCM simulations with about 3 km resolution improve the hourly temperature extremes over the Alps. Knote et al. (2010) showed, for the same model domain as within this study, that temperature extremes are dependent on the height of orography. However, they focused only on the summer season. Tölle et al. (2014) already applied successfully the RCM used within this study at 1.3 km resolution based on our configuration.

In this study we further investigate whether extremes are better simulated by increasing the horizontal resolution systematically. Therefore we performed simulations in a multiple dynamical downscaling strategy from 18 km over 4.5 km down to a convection permitting resolution of 1.3 km. Compared to the previous study of Knote et al. (2010) in this geographic area, we extend the analysis of extremes to the winter season as well and compare the extreme values with observations.

This paper is organized as follows: Section 2 describes the configurations of the regional climate model and the model domain. The methodology of estimating extreme values of certain return periods is described in Section 3. The impacts of the horizontal resolution on these extreme values are shown in Section 4 and discussed in Section 5.

2 Model configuration, domain and data sets

2.1 The regional climate model COSMO-CLM

The study is performed with the regional climate model COSMO-CLM (CCLM; version 4.8_clm11), which is the climate version of the weather prediction model COSMO (“Consortium of Small-scale MOdelling”) coupled to the multi-layer soil model TERRA-ML (Schrodin and Heise, 2001; Heise et al., 2006; Doms et al., 2011). The CCLM evolved from the former “Lokal-Modell” (LM) of the German Weather Service (DWD) (Steppeler et al., 2003) and is applied and further developed by the Climate Limited-area Modelling (CLM) Community (Rockel et al., 2008). CCLM is a non-hydrostatic limited-area atmospheric prediction model developed for applications on the meso-β and meso-γ scale (Schättler et al., 2009) and relies on the primitive thermo-dynamical equations describing compressible flow in a moist atmosphere.

The global data were dynamically downscaled in a multi-nesting chain approach. The starting point of this nesting chain was the ERA-40 reanalysis data set (Uppal et al., 2005) and the first nest of CCLM was performed by Keuler et al. (2012) at a horizontal resolution of 18 km (CCLM18). The second nest was done for Mid-Europe (Figure 1a) with a resolution of 4.5 km (CCLM4.5) within this study and a similar downscaling of the climate projection was done by Gutjahr and Heinemann (2013). The final nest at 1.3 km (CCLM1.3) was done within this study for western Germany, parts of France and Belgium (Figure 1c).

In this paper, we performed 10-year long hindcasts of the present climate (1991–2000, ERA-40). In addition, the simulation period of CCLM4.5 was extended until 2010, so that 18 years were available. The overlapping time period of all models with the observational data sets is the period 1993–2000. Thus we restricted the analysis of return levels to these eight years, but compared the estimates from eight years and 18 years in case of CCLM4.5 to assess the influence of the time series length on the estimation of return levels.

Return levels were estimated from the three CCLM simulations and two observational data sets for daily precipitation (PR) and 2 m maximum (TX) in summer (June-July-August, JJA) and PR and 2 m minimum temperature (TN) in winter (December-January-February, DJF).

2.1.1 Study area

The investigation area was Rhineland-Palatinate (RLP) and Saarland in western Germany and its adjacent areas Lorraine (France) and Luxembourg (Saar-Lor-Lux) (Figure 1a, blue box and in detail in Figure 1b–d). This model domain is in particular interesting for this study since it is characterized by variations of the orography at short distances; with flat areas along the rivers Rhine and Moselle and higher orography in adjacent areas. The highest elevation in this domain is the Erbeskopf (Hunsrück) with 816 m a.s.l. The climatic conditions change as well within short distances. The Rhine and Moselle Valley are among the warmest and driest regions in Germany, whereas the climate of Hunsrück, Eifel and Westerwald is wet and rough (MUFV, 2007). The climatic mean 2 m temperature (1981–2010) of RLP is 9.2 °C with a mean annual precipitation of 825 mm/year (DWD). The mean temperature in summer (JJA) is 17.2 °C with an average precipitation amount of 207 mm and in winter (DJF) 1.4 °C and 216 mm, respectively. The dominant precipitation type is frontal or orographic rainfall in winter, whereas in summer convection becomes an important process for precipitation generation.

2.1.2 Configurations of the models

A Runge-Kutta scheme of order 3 (Wicker and Skamarock, 2002) combined with a 5th order advection scheme (Doms and Baldauf, 2015) is used to solve the
thermo-dynamic equations in addition with a diagnostic TKE-closure of level 2.0 (MELLOR and YAMADA, 1974). Thereby, three grid boxes were used for the lateral nudging. Prognostic precipitation is calculated from a bulk-formulation of a three-category-ice scheme, including cloud ice, snow and graupel based on KESSLER (1969). For the radiation transfer the scheme of RITTER and GELEYN (1992) is called every hour in the simulation. The TERRA-ML soil model was used with 10 soil layers and a maximum depth of 14.58 m. In the coarser models (CCLM18, CCLM4.5) the Tiedtke-scheme is used (TIEDTKE, 1989), whereas in CCLM1.3 only the shallow convection scheme of the Tiedtke parameterization was active. No spectral nudging was used in all three simulations.

CCLM4.5 was configured with $254 \times 254$ horizontal grid boxes and a time step of 45 s at 4.5 km resolution (Figure 1a) and CCLM1.3 with $220 \times 220$ horizontal grid boxes and a time step of 12 s at 1.3 km.

CCLM18 was originally defined with a slightly different rotated North Pole by KEULER et al. (2012), so that we performed a bilinear interpolation for precipitation and temperature onto a 18 km grid for the RLP & Saar-Lor-Lux subdomain (Figure 1b) in the rotated system of CCLM4.5 and CCLM1.3. From the CCLM18 of KEULER et al. (2012) we only use the data of the period 1991–2000.

CCLM uses a staggered Arakawa-C/Lorenz grid in a rotated geographical coordinate system with terrain-following vertical coordinates (sigma-levels). All three CCLM models were run with 40 vertical layers, whereof 14 are below 2 km height. Although recent RCMs are configured with > 40 layers, the decision for our configuration was a trade-off between the number of levels and the available computing time. The number of vertical levels in the lowest 2 km is considered to capture boundary layer processes sufficiently.
2.2 Observations

On the horizontal scale of 1 km it is rarely given that observational products exist, thus it is fortunate that for the RLP area such a data set is available; in case of precipitation even two. As observations we use the REGNIE data set (Rauthe et al., 2013) of the German Weather Service (DWD) for precipitation and the InterMet data set (Dobler et al., 2004) of the “Landesamt für Umwelt, Wasserwirtschaft und Gewerbeaufsicht” (LUWG) for precipitation and temperature. Both are products of interpolated station data, but differ in their interpolation method as well as in the number and locations of the stations used.

In Figure 2 the differences in winter and summer precipitation of both data sets are shown as well as all observational stations for precipitation and 2 m temperature in this domain. However, there is no information available which stations have been used for REGNIE and InterMet. There are two distinct deviations between the two observational data sets: (i) REGNIE is wetter in almost all of the domain, except in valleys and (ii) in particular in areas with high orography REGNIE shows much higher precipitation values of up to more than 150 mm (Hunsrück) in winter (Figure 2a). Although the deviations are larger in winter, the bias seems to be systematic, since the spatial pattern of the differences in summer (Figure 2b) is the same as in winter. These differences can be related to three aspects: (i) the REGNIE data set is corrected for undercatchment following Richter (1995), whereas InterMet is not, (ii) the number of stations used in the spatial interpolation, and (iii) differences in the interpolation method, in particular the consideration of orography, which seems to be higher in REGNIE.

From Figure 2 it is obvious that the density of stations that measure temperature is sparser than the precipitation network. It can be expected that interpolated temperature fields of InterMet are too smooth, especially in high orographic areas where the station network is relatively sparse.

Since the InterMet data set was only available for the period 1993–2002, we restricted our analysis to the period 1993–2000. Furthermore, InterMet was only available for the state of Rhineland-Palatinate (excluding the southernmost part). For an adequate comparison, we therefore restricted the REGNIE data and the CCLM simulation output to the same spatial and temporal coverage as well. The native resolution of both observational data sets is about 1 km and both data sets have been bilinear interpolated to the 1.3 km grid of CCLM, thus we denote REGNIE as REG1.3 and InterMet as IMET1.3. An overview of all the data sets used is given in Table 1.

The REGNIE data set is quality checked so that we used it as reference. InterMet has an hourly temporal resolution, therefore we estimated the daily maximum/minimum temperature (TN/TX) based on hourly values. Prior to the use within this study, we made a quality check for the InterMet temperature data and filtered values outside the range of mean + standard deviation × 3.5 in case of maximum temperature and mean − standard deviation × 5 in case of minimum temperature. These thresholds were chosen to remove obvious outliers. The precipitation data was used without removing any potential outliers. The reason for this decision was that a simple approach, as for the temperature, is not suited for discrete data and would possibly remove the most extreme values which we cannot say are possibly true or false. Both data sets were not corrected for inhomogeneities.
2.3 Performance of the driving model CCLM18

We give a brief summary of the performance of the driving model CCLM18 (CON024 in Keuler et al. (2012)) for Mid-Europe (ME) in reference to the observational data set E-OBS (Haylock et al., 2008). The annual total precipitation (PR) of CCLM18 is about +60 mm/a (+8 %) too wet (see Table 5 in Keuler et al. (2012)). The seasonal bias of PR is about +30 to +45 mm in DJF and about −15 to −45 mm in JJA (see Figure 11 in Keuler et al. (2012)). The annual mean of TX is about −1.0 °C too cold (Table 6 in Keuler et al. (2012)), in winter this error is only −0.5 °C (Figure 12 in Keuler et al. (2012)). In contrast, TN is about +0.3 °C too warm in the annual mean (Table 7 in Keuler et al. (2012)), but about +1 °C too warm in DJF (Figure 13). The pressure at mean surface level is about −1.0 hPa too low in JJA and +0.5 to +1.0 hPa too high in DJF for Mid-Europe.

From these comparisons, it can be expected that CCLM4.5 and CCLM1.3 are too wet (dry) in winter (summer), with slightly too cold (warm) daily maximum (minimum) temperatures.

3 Application of the ‘peaks-over-threshold’ model

3.1 The General Pareto distribution

To assess extreme values, a ‘peaks-over-threshold’ (POT) model (Coles, 2001), which defines extremes as exceedances above a certain threshold \( u \), was fitted to every grid box and return levels (RLs) of the 2, 5- and 10-year return periods were calculated. The second theorem or Pickands-Balkema-De Haan theorem (Pickands, 1975; De Haan and Ferreira, 2006) of the extreme value theory states that the intensities of independent and identically distributed extremes follow the General Pareto distribution (GPD) asymptotically, if scaled appropriately, and that their frequencies are a Poisson process (Ghil et al., 2011). The GPD is then defined for threshold exceedances \( x = (X - u)I_X > u \) of a vector \( X \) as:

\[
GPD(x) = \begin{cases} 
1 - \left( 1 + \frac{\xi x}{\sigma} \right)^{-1/\xi}, & \text{if } \xi \neq 0, \\
1 - \exp\left(-\frac{x}{\sigma}\right), & \text{if } \xi = 0.
\end{cases}
\] (3.1)

with \( u \) the threshold, \( \sigma = \sigma + \xi (u-\mu) \) the reparameterized scale parameter, \( \sigma \) the scale parameter, \( \mu \) the location parameter and \( \xi \) the shape parameter.

The parameters of the GPD were estimated with the maximum-likelihood estimation (MLE). In case of precipitation, we implemented a censoring on the shape parameter \( \xi \) (Eq. (3.2)) to prevent unrealistic values caused by the small sample size or outliers. These are more likely in precipitation data than in temperature data because temperature series have a higher auto-correlation. The censoring is performed as in Martins and Steedinger (2000) by applying a shifted beta-prior to the log-likelihood during the MLE estimation:

\[
P(\xi) = (0.5 - \xi)^{p-1}(0.5 + \xi)^{q-1}/B(p, q),
\] (3.2)

with \( P \) the probability of \( \xi \), \( p=6 \), \( q=9 \) and \( B(p, q) = \Gamma(p)\Gamma(q)/\Gamma(p + q) \) the Beta-function. The censoring ensures that the fitted \( \xi \) values are within the interval \([-0.5, 0.5]\), with the highest weight at the mean of the beta prior \( \xi = 0.11 \). Then the joint density of the prior and the GPD can be computed as:

\[
GPD(\mu, \sigma, \xi) = L(\mu, \sigma, \xi|x) \cdot P(\xi)
\] (3.3)

with \( L \) the likelihood. Or it can be computed in terms of the log-likelihood with an additive part:

\[
\ln[\text{GPD}(\mu, \sigma, \xi)] = \ln[L(\mu, \sigma, \xi|x)] + \ln[P(\xi)]
\] (3.4)

The effect of the prior is thus to weight the MLE-estimates and hence to prevent unrealistic values.

3.2 Data preprocessing

To ensure temporal independence of extreme events for our analysis, we preprocessed the time series of every grid box.

Prior to the analysis, we applied a detrending to remove linear trends. Since it is likely that a threshold exceedance is accompanied by another (temporal clustering), the requirement of independence would be violated, in particular temperature often exhibits a high temporal correlation. To obtain independent exceedances, the ‘run-length’ declustering after Leadbetter et al. (1989) was applied to every grid box separately. This approach defines a window or cluster of length \( n \) enclosing an exceedance in which only the largest value is kept for the subsequent analysis. We estimated \( n \) as the largest time-lag of the auto-correlation function (ACF) that is significant on the 95 % level following Knote et al. (2010). Thereby, \( n \) was calculated for every year and then the mean was used. Typical values for \( n \) are 1–2 days for precipitation and about one week for temperature.
Table 2: Estimated parameters for the GPD for daily precipitation (PR) and maximum 2 m temperature (TX) from CCLM1.3 (1993–2000, summer) at the location of the city of Trier. Thereby \( n \) denotes the number of threshold exceedances before the ‘run length’ declustering, \( r_l \) the ‘run length’ based on the ACF, \( n_{rl} \) the exceedances after the declustering and \( u, \sigma \) and \( \xi \) are the estimated location, scale and shape parameter of the GPD, respectively.

| Variable | \( n \) | \( r_l \) | \( n_{rl} \) | \( u \) | \( \sigma \) | \( \xi \) |
|-----------------|-------|-------|-------|-------|-------|-------|
| PR              | 37    | 1     | 32    | 8.11  | 8.90  | 0.14  |
| TX              | 74    | 6     | 20    | 306.96| 3.84  | −0.67 |

The threshold \( u \) was set to the local 95th percentile value of the seasonal precipitation time series at every grid box and to the 90th percentile for the minimum and maximum 2 m temperature. This means that we assume 5% of the precipitation data and 10% of the temperature data at every grid box to be extreme values. Thus prior to the ‘run-length’ declustering the number of exceedances is equal at every grid box. The threshold for temperature is chosen to be lower because the high autocorrelation of temperature causes a large \( r_l \), which would in turn reduce the number of exceedances considerably in comparison to precipitation. With the threshold set to the 90th percentile, we expect to approximately balance the number of threshold exceedances of both variables after the declustering.

To exemplify this procedure, we fitted a GPD to the time series of PR and TX in summer from CCLM1.3 at the location of the city of Trier (49.7596° N, 6.6439° E). Table 2 shows the number of exceedances before \( (n) \) and after the declustering \( (n_{rl}) \). For PR the ‘run-length’ \( (r_l) \) is only 1 day, whereas for TX it is 6 days. Thus, the number of threshold exceedances reduces only slightly for PR but considerably in case of TX. This demonstrates the reasoning of setting the threshold for TX initially to the 90% percentile in order to obtain \( n_{rl} \) of approximately the same order. Furthermore, this example shows typical estimates of \( \xi \) for PR and TX. In case of PR \( \xi \) is often slightly positive, at least in our domain, whereas in case of TX it is negative. A negative \( \xi \) means that there is an upper bound for estimated return levels, which is realistic from physical reasoning. Figure 3 shows the fitted GPDs to PR and TX and the histograms of the threshold exceedances. The shape of the GPDs is distinctly different for PR and TX due to the sign of the shape parameter \( \xi \).

3.3 Return level calculation

After fitting the GPD, return levels (RLs), i.e. values which are exceeded statistically once in a defined period of time \( M \), can be estimated by rearranging Eq. (3.1) (see Coles (2001) for details):

\[
z_m = \begin{cases} 
    u + \sigma \xi \left( \frac{M n_y \zeta_u}{\xi} \right)^{-1}, & \text{if } \xi \neq 0 \\
    u + \sigma \log \left( \frac{M n_y \zeta_u}{\xi} \right), & \text{if } \xi = 0 
\end{cases} \tag{3.5}
\]

with \( u, \sigma, \xi \) the location, scale and shape parameter of the GPD, \( M \) the return period in years, \( n_y \) the number of observations per year and \( \zeta_u \) the exceedance probability.

3.4 Confidence intervals and sampling uncertainty

Confidence intervals and sampling uncertainty were calculated by a parametric bootstrap approach (with \( n = 500 \) repetitions) following ZWIES and Kharin (1998), except that we used a block-bootstrap. Furthermore, a signal-to-noise ratio (SNR) analogue to Früh et al. (2010) has been calculated to identify a maximum return period that should be assessed. In the block-bootstrap a synthetic time series of the same length as the original one is constructed by resampling with replacement. Thereby blocks of sequential values are resampled, not
individual values. The block-length is estimated from the ACF and is identical to the 'run-length' \( r_1 \) of Section 3.1, which was estimated from the original time series.

RLs are calculated, as presented in Section 3.3, for each of these 500 repetitions (note that now a different \( r_1 \) may occur for the declustering) and the 90 % confidence interval is derived from the distribution of the RLs. In case of TX and TN, it may happen that the parameter estimation of the GPD fails for individual grid boxes. This is because we do not apply any prior for those variables but have rather short time periods so that unrealistic RLs may be returned by the POT models. Thus we remove grid boxes with such outliers prior to the analysis by building z-scores of the 5-year RLs and remove any grid box whose z-score > 5×SD of the bootstrapped 5-year RL field.

4 Results

4.1 Validation against observations

Previous to the analysis of estimated RLs, we first compared the direct model output fields of total precipitation (PR), 2 m maximum (TX) and minimum temperature (TN) to the observations REG1.3 (PR) and IMET1.3 (PR, TX, TN). We used quantile-quantile (QQ) plots, standard statistics such as the root-mean-squared error (RMSE), Pearson’s correlation coefficient (r) and the standard deviation (SD) and combine them in a compact Taylor diagram. Furthermore, we compared the structure of PR fields by using the Structure-Amplitude-Location (SAL)-analysis (Wernli et al., 2008).

4.1.1 Comparison of daily fields

In Figure 4 the results are shown for domain-averaged PR and TX in summer (JJA) as well as PR and TN in winter (DJF). First of all, in case of precipitation (Figure 4ab) IMET1.3 differs from REG1.3, showing a lower SD and a slight offset in the RMSE. The QQ plots (Figure 5ab) reveal that REG1.3 is wetter compared to IMET1.3 and contains higher extreme values. However, these deviations are within the 95 % confidence interval. The reason for these deviations are: (i) differences in the interpolation methods, in particular the weight of orography is higher in REGNIE causing a larger spatial variability and thus a higher SD, and (ii) deviations in the number and location of stations used for the interpolation causing differences in the absolute values.

The precipitation of the CCLM simulations is shown in reference to REG1.3. In summer (Figure 4a), the temporal correlations between the CCLM precipitation fields and REG1.3 are low (\( r \approx 0.4–0.5 \)), with a RMSE of about 1.1 mm/day and a SD close to 1 mm/day. The RMSE value can be explained by a dry bias for lower intensities of summer precipitation (Figure 5a) that is already present in the driving CCLM18 simulation (Section 2.3) and thus transferred to CCLM4.5 and CCLM1.3; although, it is only significant in case of CCLM1.3 as the deviation is outside the 95 % confidence interval. However, extreme percentiles are considerably overestimated, but in total this still results in the above mentioned dry bias. The QQ plots are based on spatial averages and therefore the upper quantiles are not directly related to extreme events, e.g. days with 20 mm/day at every grid box in the domain results in a high spatial average. In contrast a severe extreme event, which only occurs in a small part of the domain, might result in a lower spatial average, in particular in summer.

On August 7, 1995 a very high precipitation extreme event with more than 150 mm/day was simulated in all CCLM simulations, which is much weaker in the observational data set (80 mm/day). However, this event does only have a minor effect on the QQ plots, but we investigate the effect of the event on the extremes below.

The bad temporal correlation in summer may be explained by: (i) errors in the synoptic forcing from the driving model and (ii) the fact that summer precipitation consists to a large proportion of convective precipitation, which may be too small-scale to be registered at observational stations but is represented in CCLM. Thus it is likely that the temporal, but also the spatial correlations, are reduced. (iii) A further reduction might be caused by the stochastic nature of summer convection. Particularly during low forcing synoptic situations, when convection is primarily forced locally and not from the boundary conditions. As it cannot be expected that the model represents observed weather on a specific date or time in such situations, the temporal correlations and the SAL skill score (Section 4.1.2) may be reduced.

In winter (Figure 4b), the correlations (\( r \approx 0.8–0.85 \)) are much higher than in summer. Furthermore, the RMSE and the SD improve to 0.6 mm/day and \( \approx 1 \) mm/day, respectively. The QQ plots (Figure 5b) show an underestimation of extreme winter precipitation, with a higher bias for intensities between 20 to 35 mm/day, but these underestimations are still within the confidence interval.

The observations of summer TX (Figure 4c) and winter TN (Figure 4d) are well captured by the simulations (\( r \approx 0.9–0.95 \)), with a slightly too low SD and a RMSE of about 0.4 °C. The QQ plot for TX in summer (Figure 5c) shows too cold temperatures for the higher quantiles (> 28 °C) for all CCLM simulations, when compared to IMET1.3. In contrast, the coldest TN in winter are too warm in the CCLM simulations. These bias were already found for the driving CCLM18 (see Section 2.3).

One issue that arises from the Taylor-plots (Figure 4) is the fact that increasing the horizontal resolution of the CCLM model does not have a major impact on the temporal correlation of domain-averaged precipitation and temperature. However, this analysis considers only domain averages, which seem not to be influenced significantly by the horizontal resolution. Although we did not investigate the reason for this behaviour, it might also
relate to errors in the synoptic fields of CCLM18, which may then cause errors in the correlation structure of the nested simulations.

4.1.2 SAL analysis for daily precipitation fields

The SAL analysis is a three-dimensional quality measure, which separately compares the structure (S), amplitude (A) and location (L) of a quantitative precipitation forecast within a domain of interest (Wernli et al., 2008) and is commonly used to analyse the structure of precipitation in time and space. We applied the SAL analysis to daily observed and modelled precipitation fields and used a threshold of 10 mm/day to identify extreme precipitation objects, which roughly corresponds to the domain-averaged threshold of the GPD from Section 3.2. A precipitation object is defined as coherent grid boxes that exceed the threshold. Thereby we did the evaluation at the native horizontal resolution of the models, respectively.

The amplitude component (A) describes the normalized differences of the domain-averaged precipitation and ranges from $-2$ to $+2$. Negative (positive) A values mean an underestimation (overestimation) of the precipitation amount and $A = 0$ denotes a perfect agreement. The location component (L) is calculated from two additive terms. The first compares the location of the centre of mass of the domain-wide precipitation and the second calculates the distances between the centre of mass of
the domain-wide precipitation and the centre of mass of individual precipitation objects. This is necessary since different precipitation fields can have the same domain wide centre of mass. The L component ranges from 0 to 2, where 0 means a perfect match. Finally, the structure component (S) compares the volume and the shape of precipitation objects and ranges from \(-2\) to 2. Negative S values mean that simulated precipitation objects are too small or too peaked in comparison to the observations, whereas positive values mean that the simulated precipitation objects are too widespread, e.g., if convective cells are observed but coherent precipitation objects are simulated (Prein et al., 2013). See Wernli et al. (2008) for the details of this method.

In Figure 6 the results of the SAL analysis are shown for winter and summer. In general, the mean A-S value pairs are close to 0 for all models and seasons, with a slightly negative A component and a slightly positive S component. This means that the precipitation amount of the extremes are slightly underestimated in the mean and the precipitation objects are slightly too widespread in comparison to REGNIE. The L component is acceptably low with values up to 0.20. In winter, the L component is lower than in summer, which indicates that winter extreme precipitation objects are better captured by the models. In both seasons the scatter of the A component is much larger than the scatter of the S component, which is shown as the 25 % and 75 % quantiles of A and S in the figures (dashed red boxes).

Deviations from this pattern were found for CCLM1.3 in summer. Here the mean precipitation amount shows a larger negative amplitude value $A = -0.54$ and the structure component is negative with $S = -0.33$. The bias in the amount is caused by the general dry bias of CCLM1.3 in summer. A negative S means that the precipitation objects are more peaked than in the observations. This indicates that the increase of the horizontal resolution in CCLM causes smaller, more peaked precipitation objects or convective cells, which confirms the result of Prein et al. (2013).
Figure 6: SAL diagrams for winter (DJF) and summer (JJA) precipitation extreme events of CCLM in comparison with REGNIE on a daily time scale. The red encircled points mark the mean of the A-S pairs and the red dashed lines mark the 25 % and 75 % of the S and A components. In addition, the mean values of the SAL components are shown within the figures.

4.2 Return level estimates for total precipitation

We restrict the analyses of RLs to return periods of up to 10 years due to the limited length of observations (8 years). However, we concentrate on the 2 and 5-year RLs because the 10-year RL is already an extrapolation. To assess the uncertainty of the return level estimation, the signal-to-noise ratio (SNR) is calculated for the block-bootstraped RLs of the observations and the CCLMs.

In Figure 7 the SNRs for different return periods are shown for summer and winter PR. The 10-year RL of REG1.3 in JJA corresponds approximately to a SNR of 2.3 and in DJF to a SNR of 2.1. This means that the RL value of a 10-year return period is about twice the uncertainty (or 90 % confidence interval). The SNR values from the CCLM simulations are systematically lower in JJA, with SNR between 1.75 and 2.0 for the 10-year return period, but higher in winter with a SNR between 2.3 and 2.4.

Since it is likely that the event on 7th August 1995 does not correspond to a return period of 8 years, we calculated the RLs in JJA for CCLM4.5 from the 8-year simulation (1993–2000) with and without the event and from the 18-year simulation (1993–2010) with this extreme event and compared the spatial patterns (see Section 4.2.2).

4.2.1 Spatial variability

The impact of the horizontal resolution on extremes is measured in terms of the mean and spatial variability of return levels. We define the spatial variability as the range of RLs within the domain. In Figure 8 the spatial variability of the 2, 5, and 10-year bootstrap-mean RLs are shown along with the domain-averaged 90 % confidence intervals. As point symbols the mean and the bootstrap-mean of the domain-averaged RLs are shown. Since they are very similar, a bootstrap sample size of 500 seems sufficient to capture the RL distribution.

The inter-quantile range (IQR, 25–75 % percentile) of the estimated 2-year RLs of daily PR in summer from REG1.3 (Figure 8a) ranges between 25 and 30 mm/day, the 5-year RLs between 31 and 37 mm/day and the 10-year RLs between 36 and 45 mm/day. However, much higher RLs occur for individual grid boxes. Regarding the uncertainty of the estimates, the confidence intervals become larger with increasing return period. Compared to REG1.3, IMET1.3 shows slightly lower (< 5 mm/day) RL estimates, with the most extreme RLs (upper whiskers) considerably lower for all return periods.

The RLs from CCLM are systematically higher, about +5 mm/day, over all return periods. The spatial variability (i.e. the whole range of the boxplots) shows a dependency on the horizontal resolution of the model. Although the spatial variability generally increases with
In order to investigate whether the spatial patterns improve, we map the spatial pattern of the 5-year RLS of PR in summer (Figure 9). The 5-year RLS derived from IMET1.3 (Figure 9a) and REG1.3 (Figure 9b) show deviations, which are mapped as differences in Figure 9c. For most of the domain the differences are of the order of ±5 mm/day. However, in areas where the highest RLS were estimated from REG1.3 the differences are considerably larger, with up to +30 mm/day in REG1.3. The highest RLS from observations were estimated in the Westerwald, Hunsrück, Eifel, Palatinate Forest and close to the river Rhine to the west of the city Mainz. Moreover, spots of higher RLS (> 45 mm/day) are scattered loosely over the domain, which indicates a possible convective origin. In most of the domain the 5-year RLS are < 45 mm/day. The lowest RLS of < 25 mm/day were estimated for the northern Moselle Valley to the west of Koblenz and for the eastern parts of the Eifel. Overall, the spatial pattern is comparable between both observational data sets.

Comparing the spatial patterns of the observations with those of the CCLM simulations (Figure 9d–f) the patterns from CCLM show RLS in the range of 25–55 mm/day for most of the domain; in the northern part of the domain values > 55 mm/day were estimated (CCLM4.5 and CCLM1.3). The pattern of CCLM18 (Figure 9d) deviates in particular with regard to RLS > 45 mm/day. In contrast to the observations, the highest RLS occur in the centre of RLP. More similar to the patterns of the observations are the patterns of CCLM4.5 and CCLM1.3 (Figure 9e–f). The highest RLS occur in the mountainous areas, although they are systematically overestimated, as discussed before.

In order to analyse the effect of the extreme event on 7th August 1995, we additionally estimated the RLS in JJA from an 18 year long simulation (1993–2010) and repeated the estimation for the 8 year long simulation (1991–2000), but removed the event prior to the application of the POT model. The spatial patterns of both are shown in Figure 10. The obtained patterns are very similar and the RLS are systematically lower than Figure 9e,
but also slightly lower than the RLs estimated from the observations (Figure 9a–b). The spatial means $\pm 1$ SD are $29.5 \pm 3.74$ mm/day (8 years) and $29.4 \pm 3.7$ mm/day (18 years), respectively. From these results we can conclude that the event on 7th August 1995 has a return period of $>8$ years, at least of 18 years, and causes the systematic shift in the RL estimation of summer PR. It also explains the higher RLs estimated from the other CCLM simulations.

In Table 3 the results of the spatial correlations are shown. The Pearson correlation coefficients between PR return levels in summer and the height of the orography show nearly no correlation ($r$ between 0.07 and 0.21). This confirms that summer precipitation extremes may be mainly caused by convective cells which are generally not correlated to the height of the underlying orography.

In winter, the spatial patterns of the RLs from the observations (Figure 11a,b) are very similar. The highest RLs ($>45$ mm/day) were estimated in the mountain areas of Hunsrück and Eifel in the South-west and Westerwald in the North of the domain. The lowest RLs ($<25$ mm/day) were estimated along the Rhine river. The absolute differences between the RLs (Figure 11c) are of the same order as in summer and the largest deviations occur approximately in the same areas, with the
largest positive anomaly along the southwest-northeast striking mountain ridges of the Hunsrück.

The general spatial pattern is well captured by all CCLM simulations, although absolute values differ considerably between the simulations. The spatial pattern of the estimated RLS from CCLM18 (Figure 11d) resemble the large-scale pattern of the observations (Figure 11a), but RLSs are considerably underestimated in high orographic areas. The 5-year RLSs of REG1.3 are up to 75 mm/day in the Hunsrück and about 65 mm/day in the Eifel and Westerwald, whereas in CCLM18 the RLSs are only about 45 mm/day at a maximum, which is an underestimation of about 20–30 mm/day.

At a horizontal resolution of 4.5 km (Figure 11e) the spatial pattern improves considerably. Now RLSs of about 65 mm/day occur in the Hunrück and Westerwald, only

Figure 9: Estimated 5-year return level of total precipitation (PR) in summer (JJA) from the ‘peaks-over-threshold’ models for a) InterMet (IMET1.3), b) REGNIE (REG1.3), c) REGNIE minus InterMet, d) COSMO-CLM 18 km (CCLM18), e) COSMO-CLM 4.5 km (CCLM4.5), f) COSMO-CLM 1.3 km (CCLM1.3) from the period 1993–2000.
Figure 10: Estimated 5-year return level of total precipitation (PR) in summer (JJA) from the ‘peaks-over-threshold’ model for COSMO-CLM 4.5 km (CCLM4.5) from the period a) 1993–2000 without the event on 7th August 1995 and b) 1993–2010 with the event.

Table 3: Spatial correlation coefficients (Pearson’s r) between estimated 5-year and 2-year return levels of precipitation (PR), 2 m minimum/maximum temperature (TN/TX) and orography. In addition, for the 2-year return levels the slope of fitted linear regressions are shown. The orography field was interpolated onto the same horizontal resolution of the corresponding data set.

| Data set | PR (JJA) | PR (DJF) | TX (JJA) | TN (DJF) |
|----------|----------|----------|----------|----------|
|          | 5 yr     | 2 yr     | mm/100 m | 5 yr     | 2 yr     | °C/100 m | 5 yr     | 2 yr     | °C/100 m |
| CCLM18   | 0.07     | 0.19     | 0.66     | -0.92    | -0.80    | -0.80    | -0.52    | -0.41    | -0.21    |
| CCLM4.5  | -0.13    | 0.09     | -0.28    | 0.54     | 0.56     | 3.50     | -0.92    | -0.91    | -1.16    |
| CCLM1.3  | 0.21     | 0.27     | 0.95     | -0.88    | -0.90    | -1.46    | -0.53    | -0.58    | -0.44    |
| IMET1.3  | 0.01     | 0.08     | 0.20     | -0.67    | -0.77    | -0.80    | -0.43    | -0.42    | -0.36    |
| REG1.3   | 0.27     | 0.33     | 1.00     | -0.72    | -0.70    | 4.23     | -        | -        | -        |

in the Eifel the RLs are still underestimated. At 1.3 km (Figure 11f), the pattern slightly improves further, with RLs up to the observed 75 mm/day in the Hunsrück and higher RLs in the Eifel. The spatial correlations with the height of orography increase and range from \( r = 0.54 \) to \( r = 0.72 \) (Table 3). This indicates that winter precipitation extremes are caused by large-scale frontal systems, which produce orographic rainfall and thus show a dependency. Although it seems that the coarse pattern of extreme precipitation is not dependent on the resolution or treatment of convection, using the 1.3 km resolution improves the pattern as well as the absolute values considerably due to the better representation of the orography.

### 4.3 Return level estimates for maximum and minimum 2 m temperature

In case of temperature the SNR is about 8 (not shown), which indicates that the estimation of TX/TN RLs is much more robust compared to PR.

#### 4.3.1 Spatial variability

The spatial variability of the 2, 5 and 10-year bootstrap-mean RLs of 2 m maximum temperature (TX) in summer (Figure 8c) increases distinctly with increasing horizontal resolution. The 5-year RLs from CCLM18 vary within 30.5–35.5 °C and are about 1 °C warmer (colder) for the 10 (2)-year RLs. In contrast, the 5-year RLs from CCLM1.3 vary within 25–42 °C with a slightly increased IQR. Thereby, the median remains nearly constant, e.g. at 32.5 °C for the 5-year RLs. The spatial variability of the RLs from CCLM1.3 is overestimated compared to the observations (see the discussion in Section 4.3.2). However, all mean/medians of the RL estimates from CCLM are about 1–1.5 °C colder than the corresponding RLs from IMET1.3. This cold bias is also visible in the QQ-plot (Figure 5c).

In winter, similar effects of the horizontal resolution on the RLs were found. While the spatial variability of 5-year RLs of 2 m minimum temperature (TN) from CCLM18 show a spatial variability of only 3 °C (Figure 8d), it increases again considerably in CCLM4.5 and CCLM1.3. The estimated RLs from CCLM1.3 are closest to those from IMET1.3. Considering the spatial mean
and bootstrap-median, the RLs are well in the order of the observations. In contrast to the summer extremes, the variability of winter RLs is much lower. Only the coldest RLs are not captured by the CCLMs.

4.3.2 Spatial patterns
The spatial maps of the return levels of TX (Figure 12) show the increased variance with increasing resolution and further reveal a high dependency on the orography. From IMET1.3, the highest RLs (> 36 °C) occur in the lowest regions of the domain, i.e. along the Rhine valley, the Moselle valley and in the Cologne Basin between Koblenz and Cologne.

Comparing the spatial patterns of CCLM18 (Figure 12b) to IMET1.3 (Figure 12a), CCLM18 again captures the large-scale pattern, but is not able to produce local features with much higher RLs, such as in the Rhine Valley or Moselle Valley. In particular the sig-

Figure 11: As in Figure 9 but for 5-year return levels of total precipitation (PR) in winter (DJF).
nature of the latter is completely missing in the coarse model. By increasing the resolution to 4.5 km, the spatial structure of the RLs now resembles those of the observations but underestimates the RLs in the low areas. In the Moselle Valley and along the river Rhine between Koblenz and Bonn they are about 2–4 °C too cold in CCLM4.5. Only at a horizontal resolution of 1.3 km (Figure 12d) the range of the RLs is captured adequately. In areas with high orography, the RLs of CCLM4.5 and CCLM1.3 are considerably colder than in IMET1.3. For example, in the Hunsrück the estimated 5-year RLs are about 28 °C in CCLM1.3, but about 32 °C in IMET1.3. In this region InterMet is affected by outliers in 2 m temperature reaching 40 °C (not shown), which is not realistic in this area with heights up to 800 m above sea level. Although the most severe outliers have been removed prior to the analyses, the remaining time series still causes an overestimation of RLs at the highest mountain ridges. Therefore we exclude this area from further analysis. Similar differences can be seen for the Eifel and Westerwald. Although we did not determine the reasons for these deviations, we want to point out that the temperature station density is generally sparse, in particular in high terrain, which might cause a too smooth gridded observational data set with too warm RLs in mountainous areas. On the other hand, in the Rhine Valley and around Bonn and Koblenz, the RLs are up to 4 °C warmer than in IMET1.3, reaching 40 °C. The overestimation in flat areas may be due to the warm bias of CCLM in these areas.

The spatial correlation with the orography is negative for TX in summer with $r = -0.67$ (IMET1.3), $-0.88$ (CCLM1.3) and $-0.92$ (CCLM18, CCLM4.5). However, this correlation is larger for CCLM than for IMET1.3. A possible reason for this seems to be an averaging effect of the orography that produces too high correlations in CCLM18 and CCLM4.5, which are not as high as in the observations.

Although the spatial maps of the 5-year RLs of TN (Figure 13) show again a similar effect of the horizontal resolution as for the TX extremes, the overall effect is smaller. From IMET1.3 (Figure 13a) the coldest RLs were estimated in the Eifel with about $-22$ °C, but also in the northern part of the domain. In general, mountainous areas show RLs below $-15$ °C. In flat and low areas, however, the RLs are not as cold and thus the warmest TN RLs occur in the Rhine Valley with only $-12$ °C. Another region with less severe RLs is the area around Trier, where RLs range between $-13$ °C and $-15$ °C. Comparing the 5-year RLs fields based on the CCLM...
Figure 13: As in Figure 9 but for 5-year return levels of 2 m minimum temperature (TN) in winter (DJF).

simulations to Figure 13a, it is obvious that CCLM18 (Figure 13b) is not able to reproduce the structure of the RLs from IMET1.3, although the pattern resembles the large-scale gradients. At a resolution of 4.5 km (Figure 13c) the pattern is considerably improved, but is best captured by CCLM1.3 (Figure 13d), although differences are still visible. The coldest areas in the Eifel are not adequately captured by CCLM1.3 and the RLs in the area east of the city Bonn are considerably warmer in all models. The spatial correlation show a weak negative correlation ($r = -0.43$ to $-0.53$) with orography (Table 3).

5 Conclusions and outlook

In this study we investigated the effect of the horizontal resolution in the regional climate model COSMOCCLM on the estimated 2, 5, and 10-year return levels of daily precipitation and 2 m minimum/maximum temperature at resolutions ranging from 18 km over 4.5 km to 1.3 km. Furthermore, we validated these hindcast runs with regard to their performance to simulate extremes with the observational data sets InterMet and REGNIE. The comparison with observations and the extension of the analysis to the winter season constitutes a new aspect with respect to the previous study of Knote et al. (2010).

In general, the CCLM simulations were able to reproduce the main characteristics of the observed extremes. Summer precipitation extremes were systematically overestimated due to a very severe event on 7th August 1995, which have a return period of at least 18 years. By comparing RL estimations from an 18 year long simulation, we could show that the bias in the RL reduces considerably. This event, but also the higher percentiles of the intensity distribution, were overestimated in comparison to the observations. This tendency of overestimating in convection-resolving models has been also found for other models, e.g. by Kendon et al. (2012). Temperature extremes in summer were about 1 °C too cold in the CCLMs, whereas cold extremes in winter were about 1–3 °C too warm in the domain-average compared to InterMet.

Based on our limitations with respect to the length of the time series, we found high uncertainties for estimating return levels, in particular for return periods longer than 5 years. Furthermore, single events do have a severe impact on the magnitude of the return levels and hence the absolute values have to be treated with caution.
The most striking effect of an increased horizontal resolution was found to be an improvement of the spatial pattern and an increase in the spatial variability of extreme values with only minor changes in the median, although in case of maximum temperature the variability was found to be larger than for the RL estimates of the observations. In general, this effect is larger for temperature extremes than for precipitation, and in case of the latter, larger in winter than in summer. We performed spatial correlations of the estimated 5-year RLs and the height of orography in order to investigate the dependency of extremes on the spatial resolution of orography. The results showed that the dependency is highest for summer maximum temperature extremes, but also high for minimum temperature extremes and precipitation extremes in winter. Furthermore, these dependencies increase with the horizontal resolution of CCLM.

Regarding precipitation this can be explained by the scale on which the process of precipitation formation is acting: in winter, precipitation is mainly produced by orographic rainfall in connection with frontal systems (high correlation); whereas in summer, precipitation forms predominantly within convective cells, which depend only weakly on the orography in the region of investigation. However, the effect of better resolved processes, such as deep convection, was impeded by the dry bias of summer precipitation with regard to seasonal sums. Since the bias already occurred in CCLM18, it is likely that it was transferred to CCLM4.5 and CCLM1.3 and hence it might be a model specific problem.

We found that the intensity of RLs increases in small, local areas if the resolution is increased, which may be due to a better representation of deep convection. Thus CCLM1.3 simulates more convective summer precipitation extremes. This confirms the results of Prein et al. (2013), who also found that summer precipitation occurs in smaller areas with higher intensities. It further confirms the results of Ban et al. (2014), who found that heavy precipitation intensities associated with convection increase in CCLM at the convection-resolving scale increases.

However, this issue needs to be investigated more thoroughly in general, as there are only a few studies at the convection-resolving scale, and specifically with a focus on the dynamics of CCLM.

One aspect that arose during this investigation was the quality of gridded observational products. At the 1 km scale the quality of such data sets does have a severe influence on the comparison and the assessment of extremes. This could cause problems in regions that have only a sparse station density, such as mountainous areas, where the quality of the observational data set depends heavily on the interpolation method. This is an issue that needs further addressing in order to find an adequate strategy how to deal with it, as the number of simulations at the convection-resolving scale is increasing due to the progress in computational resources. From this point of view, the paradigm to use observational data to validate model data could be reversed, so that high-resolution simulations might be used to judge the quality of observational products. However, therefore it has to be assumed that the model physics are correct and a single model is not sufficient. This issue might become of interest when ensemble projects, such as CORDEX reach the 1 km scale.

Our results show that the horizontal resolution does have a considerable effect on the simulation of precipitation and temperature extremes and that our high-resolution simulation adds details to the pattern and spatial variability of extreme values, which are in good agreement with observations.

This improvement can also be beneficial for impact models and assessment studies. In particular, because it is likely that climate change signals may be affected as well. This issue might be the topic of a forthcoming study.
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