A Comparative Study on Classical Fourth Order and Butcher Sixth Order Runge-Kutta Methods with Initial and Boundary Value Problems

Mst. Sharmin Banu¹*, Irfan Raju², and Samiran Mondal¹

¹Department of Mathematics, Jashore University of Science and Technology, Jashore, Bangladesh; and ²Department of Arts and Sciences, Bangladesh Army University of Science and Technology, Saidpur, Bangladesh.

*Correspondence: msbsharmin_math@just.edu.bd (Mst. Sharmin Banu, Lecturer, Department of Mathematics, Jashore University of Science and Technology, Jashore, Bangladesh).

ABSTRACT

In this paper, it is discussed about Runge-Kutta fourth order method and Butcher Sixth order Runge-Kutta method for approximating a numerical solution of higher order initial value and boundary value ordinary differential equations. The proposed methods are most efficient and extolled practically for solving these problems arising indifferent sector of science and engineering. Also, the shooting method is applied to convert the boundary value problems to initial value problems. Illustrative examples are provided to verify the accuracy of the numerical outcome and compared the approximated result with the exact result. The approximated results are found in good agreement with the result of exact solution and firstly converge to more accuracy in the solution when step size is very small. Finally, the error with different step sizes is analyzed and compared to these two methods.
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1. INTRODUCTION:

Differential equations (DEs) are of great use in modeling different real life problems arising in science and engineering (Arora, 2019). Model equations formed by using DEs get complicated and several times it becomes quite difficult to find its exact solution (Ahmed and Iqbal, 2020). However, to find the exact solution of a complicated model equation a practice is to simplify the model equation and then find the exact solution of the simplified equation, after then they obtained result is used to approximate the original equation (Islam, 2015).

In this circumstance, the approximate result differs from the real one. To avoid such inconvenience researchers, find their faith in numerical techniques to find out the approximate solution of a complicated model equation. In the recent era as a result of the technological revolution, numerical techniques have become the most desirable technique in searching the solution to such a problem that cannot be solved analytically. There are several numerical methods to solve DEs. However, the Euler method is one of the basic methods for solving initial value problems of ordinary differential equations (ODEs). Problems arising in DEs are of two types based on the condition given at the endpoints namely initial value problems (IVPs) and boundary value problems (BVPs), and it was introduced in 1768 by British mathematician Leonhard Euler (Hossain et al., 2017). After then several numerical methods developed for solving DEs namely Higher-order Taylor methods, Runge-Kutta
methods, Multistep methods, Extrapolation methods, shooting method, Finite difference methods, Finite element methods, Finite volume methods, and so on, which may find any standard textbook (Burden & Faires, 1985; Balagurusamy, 2006; Mathews, 1992; Gerald, 2004; Eaqub, 2006; Lambert, 1973; Sastry, 2012; Iqbal et al., 2020).

However, the researcher paid a little more attention to Runge-Kutta (RK) method to solve ODEs due to its simplicity to apply and able to provide accuracy. The method was introduced around 1900 by German mathematicians Carl Runge and Martin Wilhelm Kutta. There are several types of Runge-Kutta method (Gowri et al., 2017; Ababneh et al., 2009; Ademiluyi & Babatola, 2001; Akanbi, 2011; Agam & Yahaya, 2014; Chauhan & Srivastava, 2018; Dormand & Prince, 1980; Paul et al., 2014; Rabston, 1962; Senthilkumar, 2009; Paul et al., 2016; Senthilkumar & Paul, 2012; Yaakub & Evans, 1999; Paul & Senthil Kumar, 2015; Fehlberg, 1964; Fehlberg, 1966). Among them, RK fourth-order method is more popular. Nowadays it is widely used for solving DEs (Arora, 2019).

In this article, we have used RK fourth order and RK sixth order method to solve initial and boundary value DEs. Also, we have to use the shooting method to convert the boundary value DE to the initial value DE to employ the RK method. The rest of the paper is organized as follows: Section 2 deals with a brief discussion of the RK method, in section 3 our selected problem is introduced, application of RK fourth order and sixth order method to the selected problem is presented in section 4 and 5, respectively, section 6 consists of result and discussion and conclusion is placed in section 7. Finally, the paper ends with a list of references.

2. RUNGE-KUTTA METHOD

Runge-Kutta method is a universal method that is widely used for solving ODE. The Runge-Kutta techniques are designed in such a way to achieve greater accuracy in approximation where functional values are required to know at some certain point of the subinterval. A brief discussion of the RK 4th order and 6th order method is presented in the adjacent subsections.

A. Runge-Kutta 4th order method

Runge-Kutta 4th order (RK4) method is the most powerful method to solve ODE. The classical RK method of 4th order requires four evaluations per step and it gives more accurate results. A widely used technique of classical RK fourth order method was used in this study whose derivation is also presented here.

The Runge-Kutta method finds approximate value \( y \) for a given \( x \). Only first-order ODEs can be solved by using the Runge-Kutta 4th order method. The formula used to compute the next value \( y_{n+1} \) from the previous value \( y_n \) given below. The value of \( n \) are 0, 1, 2, 3, ..., \( s(x - x_o)/h \). Here, \( h \) is step height and \( x_{n+1} = x_n + h \).

\[
y(x + h) - y(x) \cong ak_1 + bk_2 + ck_3 + dk_4
\]

\[
k_1 = hf(x, y)
\]

\[
k_2 = hf(x + mh, y + mk_1)
\]

\[
k_3 = hf(x + mh, y + mk_2)
\]

\[
k_4 = hf(x + ph, y + pk_1)
\]

- \( k_1 \) is the increment based on the slope at the beginning of the interval, using \( y \)
- \( k_2 \) is the increment based on the slope at the midpoint of the interval, using \( y + \frac{hk_1}{2} \)
- \( k_3 \) is again the increment based on the slope at the midpoint, using \( y + \frac{hk_2}{2} \)
- \( k_4 \) is the increment based on the slope at the end of the interval, using \( y + hk_3 \)

To find the coefficients \( a, b, c, d, m, n, p \) from Runge-Kutta formulas, re-product the Taylor series in term of \( h \). The last formula is not a polynomial approximation.

\[
F_1 = f_x + f_y
\]

\[
F_2 = f_{xx} + 2f_{xy} + f^2f_{yy}
\]

\[
F_3 = f_{xxx} + 3f_{xxy} + 3f^2f_{xyy} + f^3f_{yyy}
\]

Then differentiating the equation \( y' = f(x, y) \), we get

\[
y^2 = f_x + f_yy' = f_x + f_y = F_1
\]

\[
y^3 = f_{xx} + 2f_{xy} + f^2f_{yy} + f_y(f_x + f_y) = F_2 + f_yF_1
\]

\[
y^4 = f_{xxx} + 3f_{xxy} + 3f^2f_{xyy} + f^3f_{yyy} + f_y(f_{xx} + 2f_{xy} + f^2f_{yy}) + 3(f_x + f_y)(f_{xx} + f_{xyy}) + f_y^2(f_x + f_{yy})
\]
\[ F_3 + f_y F_2 + 3F_1 (f_{xy} + f_{yy} + f_y^2 F_1) \]

Which follows the Taylor series is to be written in the form
\[
y(x + h) - y(x) = hf + \frac{1}{2} h^2 F_1 + \frac{1}{6} h^3 (F_2 + f_y F_1) + \frac{1}{74} h^4 F_3 + f_{xy} F_2 + 3(f_{xx} + f f_{yy}) F_1 + f_x^2 F_1
\]

Turning now to the various k values similar computations produce
\[
k_1 = hf
\]
\[
k_2 = h \left[ f + m h F_1 + \frac{1}{2} m^2 h^2 F_2 + \frac{1}{6} m^3 h^3 F_3 + \ldots \ldots \right]
\]
\[
k_3 = \left\{ f + n h F_1 + \frac{1}{2} h^2 (n^2 F_2 + 2 mn f_y F_1) + \frac{1}{6} h^3 (n^2 F_3 + 3 m^2 n f_y F_2) + 6 mn^2 (f_{xy} + f f_{yy}) F_1 \right\} + 6 mn p f_{xy}^2 F_1 + \ldots \ldots
\]
\[
k_4 = \left\{ f + p h F_1 + \frac{1}{2} h^2 (p^2 F_2 + 2 np f_y F_1) + \frac{1}{6} h^3 (p^2 F_3 + 3 n^2 p f_y F_2) + 6 np^2 (f_{xy} + f f_{yy}) F_1 \right\} + 6 mn p f_{xy}^2 F_1 + \ldots \ldots
\]

Combining these according to the final Runge-Kutta formula,
\[
y(x + h) - y(x) = (a + b + c + d) hf + (bm + cn + dp) h^2 F_1 + \ldots \ldots
\]

Comparison with the Taylor series suggests the eight conditions
\[
a + b + c + d = 1
\]
\[
bm + cn + dp = \frac{1}{2}
\]

The eight equations in seven unknowns are actually excessive. The classical solution set is
\[
m = n = \frac{1}{2}
\]
\[
p = 1
\]
\[
a = d = \frac{1}{6}
\]
\[
b = c = \frac{1}{3}
\]

Leading to the Runge-Kutta formulas
\[
k_1 = hf (x, y)
\]
\[
k_2 = hf \left( x + \frac{1}{2} h, y + \frac{1}{2} k_1 \right)
\]
\[
k_3 = hf \left( x + \frac{1}{2} h, y + \frac{1}{2} k_2 \right)
\]
\[
k_4 = hf (x + h, y + k_3)
\]

From equation (1) we get
\[
y(x + h) = y(x) + \frac{1}{6} (k_1 + k_2 + k_3 + k_4)
\]

Where \( r = 1, 2, 3, \ldots, n \), which is the general 4\(^{th}\) order RK method.

**B. Runge-Kutta 6\(^{th}\) order method**

Runge-Kutta Sixth order (RK6) method is better for solving an ODE as well as a partial differential equation (PDE) with an IVP. Though in general, higher-order Runge-Kutta gives a better solution than the lower order ones (Hossain et al., 2017). But it is not true for all purposes and differs from case to case. However, it is a well-known result that the Runge-Kutta method of order \( \rho \) needs at least \( \rho \) stages to the process. It is true for \( \rho = 1, 2, 3, 4 \) but suddenly for order \( \rho = 5 \) there exist a process with stages 6 due to (Kutta, 1901) but corrected by (Nyström, 1925). Again, in the study of (Huïa, 1956) there are 8 stages processed for \( \rho = 6 \). To mitigate, these varieties and
complexity Butcher (Butcher, 1963) provide a common form to all Runge-Kutta method by a matrix and two vectors and it is known as Butcher tableau. This method approximates the solution to an ODE of the form \( y' = f(t, y) \) with \( s \) stages is

\[
y_{n+1} = y_n + h \sum_{i=1}^{s} b_i k_i
\]

With \( k_i = hf(x_n + c_i h, y_n + \sum_{j=1}^{i-1} a_{ij} k_j) \).

Where, \( n \) is the node’s running index \( (n = 0, 1, 2, \ldots) \), \( i \) is the index used to label stages \( (1 \leq i \leq s) \), the nodes \( c_i = \sum_{j=1}^{i} a_{ij} \) and for the consistency the weights \( b_i \) are defined as \( \sum_{i=1}^{s} b_i = 1 \). And the Butcher tableau is

\[
\begin{array}{c|ccc}
0 & a_{21} & a_{31} & a_{41} \\
1 & a_{22} & a_{32} & a_{42} \\
2 & a_{23} & a_{33} & a_{43} \\
\vdots & \vdots & \vdots & \vdots \\
{s} & a_{s1} & a_{s2} & a_{s3} & \ldots & a_{s(s-1)} \\
\hline
& b_1 & b_2 & b_3 & \ldots & b_{s-1} & b_s
\end{array}
\]

Derivation of RK6 method from Butcher tableau can find in any standard numerical analysis book. Due to the paucity of space, we are not presenting the derivation here. For details of derivation please see (Butcher, 1963). And the Butcher tableau for RK6 method is -

\[
\begin{array}{c|cccccccc}
0 & & & & & & & & \\
1 & 1 & & & & & & & \\
\frac{3}{4} & 3 & & & & & & & \\
2 & 0 & 2 & & & & & & \\
3 & 3 & & & & & & & \\
1 & 1 & 1 & 1 & & & & & \\
\frac{3}{4} & 3 & 3 & 12 & & & & & \\
1 & 1 & 9 & 3 & 3 & & & & \\
\frac{1}{2} & 16 & 8 & 16 & 8 & & & & \\
1 & 0 & 9 & 3 & 3 & 1 & & & \\
\frac{1}{2} & 8 & 8 & 4 & 2 & & & & \\
1 & 9 & 9 & 63 & 18 & 0 & 16 & & \\
\frac{1}{2} & \frac{44}{11} & \frac{44}{11} & \frac{44}{11} & \frac{16}{11} & & & & \\
\frac{11}{120} & 0 & \frac{27}{40} & \frac{27}{40} & -\frac{4}{15} & -\frac{4}{15} & \frac{11}{120}
\end{array}
\]

Leading to the RK6 formulas

\[
y_{n+1} = y_n + \frac{h}{120} (11k_1 + 81k_3 + 81k_4 - 32k_5 - 32k_6 + 11k_7),
\]

Where,

\[
\begin{align*}
k_1 &= f(x_n, y_n, z_n) \\
k_2 &= f(x_n + \frac{h}{3}, y_n + \frac{1}{3} k_1, z_n + \frac{l_1}{3}) \\
k_3 &= f(x_n + \frac{2k_2}{3}, y_n + \frac{2k_2}{3}, z_n + \frac{2k_2}{3}) \\
k_4 &= f(x_n + \frac{k_1 + k_2 + k_3}{3}, y_n + \frac{k_2 + k_3}{3}, z_n + \frac{k_2 + k_3}{3}) \\
k_5 &= f(x_n + \frac{k_1 + 9k_2 + 3k_3}{16}, y_n + \frac{9k_2 + 3k_3}{16} - \frac{3k_4}{4}, z_n + \frac{3k_4}{4} + \frac{k_5}{4}) \\
k_6 &= f(x_n + \frac{h}{2}, y_n + \frac{9k_2 + 3k_3}{16} - \frac{3k_4}{4} - \frac{k_5}{2}) \\
k_7 &= f(x_n + h, y_n + \frac{9k_1 + 63k_3 + 18k_4}{44} - \frac{16k_5}{11} + \frac{11}{44} + \frac{11}{11}
\end{align*}
\]

3. Problem statement

There are two parts of differential equations, IVP and BVP on the basics of the given conditions indicated at the endpoints. In our present work, second order initial and boundary value ODEs are solved by RK4 and RK6 methods. Among many different formulas, one most common form of fourth ordered which derived and Butcher’s sixth ordered Runge-Kutta methods are used. The BVP problems are firstly converted to a system of IVP through the medium of shooting method.

A. The numerical solution of IVPs

Consider the following second order IVP of ODE:

\[
\frac{d^2y}{dx^2} = f(x, y, y'),
\]

(1)

With the initial condition \( y(x_0) = y_0, y'(x_0) = \alpha \).

Now this second order IVP can be written in a system of first order differential equations by considering

\[
\frac{dy}{dx} = y' = z.
\]

Then the new problem will be,

\[
\frac{dz}{dx} = f(x, y, z) \frac{dy}{dx} = g(x, y, z)
\]

Where, \( g(x, y, z) = z \)

With the initial condition \( y(x_0) = y_0, z(x_0) = z_0 = \alpha \).

Then the RK4 method will use the following formula:

\[
z(x_{n+1}) = z_n + \frac{h}{6} (k_1 + 2k_2 + 2k_3 + k_4),
\]
\[ y(x_{n+1}) = y_n + \frac{h}{6}(l_1 + 2l_2 + 2l_3 + l_4), \]

Where,
\[ k_1 = f(x_n, y_n, z_n) \]
\[ l_1 = f(x_n, y_n, z_n) \]
\[ k_2 = f\left(x_n + \frac{h}{2}, y_n + \frac{k_1}{2}, z_n + \frac{l_1}{2}\right) \]
\[ l_2 = g\left(x_n + \frac{h}{2}, y_n + \frac{k_1}{2}, z_n + \frac{l_1}{2}\right) \]
\[ k_3 = f\left(x_n + \frac{h}{2}, y_n + \frac{k_2}{2}, z_n + \frac{l_2}{2}\right) \]
\[ l_3 = g\left(x_n + \frac{h}{2}, y_n + \frac{k_2}{2}, z_n + \frac{l_2}{2}\right) \]
\[ k_4 = f\left(x_n + \frac{h}{2}, y_n + k_3, z_n + l_3\right) \]
\[ l_4 = g\left(x_n + \frac{h}{2}, y_n + k_3, z_n + l_3\right) \]

For \( n = 0,1,2, \ldots \ldots 

And the RK6 method will use the following formula
\[ z_{n+1} = z_n + \frac{h}{120}(11k_1 + 81k_3 + 81k_4 - 32k_5 - 32k_6 + 11k_7), \]
\[ y_{n+1} = y_n + \frac{h}{120}(11l_1 + 81l_3 + 81l_4 - 32l_5 - 32l_6 + 11l_7), \]

Where,
\[ k_1 = f(x_n, y_n, z_n) \]
\[ l_1 = f(x_n, y_n, z_n) \]
\[ k_2 = f\left(x_n + \frac{h}{3}, y_n + \frac{k_1}{3}, z_n + \frac{l_1}{3}\right) \]
\[ l_2 = g\left(x_n + \frac{h}{3}, y_n + \frac{k_1}{3}, z_n + \frac{l_1}{3}\right) \]
\[ k_3 = f\left(x_n + \frac{h}{3}, y_n + \frac{2k_2}{3} + \frac{2l_2}{3}\right) \]
\[ l_3 = g\left(x_n + \frac{h}{3}, y_n + \frac{2k_2}{3} + \frac{2l_2}{3}\right) \]
\[ k_4 = f\left(x_n + \frac{h}{3}, y_n + \frac{k_1}{3} + \frac{k_2}{3} + \frac{k_3}{3} + \frac{l_3}{3}\right) \]
\[ l_4 = g\left(x_n + \frac{h}{3}, y_n + \frac{k_1}{3} + \frac{k_2}{3} + \frac{k_3}{3} + \frac{l_3}{3}\right) \]
\[ k_5 = f\left(x_n + \frac{h}{2}, y_n + \frac{k_1}{2} + \frac{9k_2}{8} - \frac{3k_3}{8} - \frac{3k_4}{8}, z_n \right) \]
\[ l_5 = g\left(x_n + \frac{h}{2}, y_n + \frac{k_1}{2} + \frac{9k_2}{8} - \frac{3k_3}{8} - \frac{3k_4}{8}, z_n \right) \]
\[ k_6 = f\left(x_n + \frac{h}{2}, y_n + \frac{9k_2}{8} - \frac{3k_3}{8} - \frac{3k_4}{8}, z_n, \right) \]
\[ l_6 = g\left(x_n + \frac{h}{2}, y_n + \frac{9k_2}{8} - \frac{3k_3}{8} - \frac{3k_4}{8}, z_n, \right) \]
\[ k_7 = f\left(x_n + h, y_n + \frac{9k_1}{11} + \frac{9k_2}{11} + \frac{63k_3}{44} + \frac{18k_4}{11}, \right) \]
\[ l_7 = g\left(x_n + h, y_n + \frac{9k_1}{11} + \frac{9k_2}{11} + \frac{63k_3}{44} + \frac{18k_4}{11}, \right) \]

For \( n = 1,2,3, \ldots \ldots 

B. The numerical solution of BVPs

Consider the following second order boundary value ODEs:
\[ \frac{d^2y}{dx^2} = f(x, y, y'); \quad a \leq x \leq b \quad (2) \]

With the boundary condition \( y(a) = \alpha, y(b) = \beta \).

The same formulas of RK4 and RK6 methods that are used in solving IVP are used along with the shooting method to solve this BVP. Mainly, in the Shooting method, BVP has been transferred under consideration by an IVP with unknown parameter \( t \) as of the form,
\[ \frac{d^2y}{dx^2} = f(x, y, y'); \quad a \leq x \leq b \quad (3) \]

\( y(a) = \alpha, y'(a) = t \).

The parameter \( t \) is to be chosen in a manner to ensure that \( \lim_{k \to \infty} y(b, t_k) = y(b) = \beta \), where \( y(x, t_k) \) denotes the solution to the initial-value problem with \( t = t_k \). Thus RK4 and RK6 methods are used for solving the IVPs of Eq. (3) for the repeated value of \( t \) until we carry out the desired level of tolerance and accuracy and the solution \( y(x) \) of the BVP achieved.
4. Application of Runge-Kutta 4th order and 6th order method to the initial value problem

In this section, we consider the following examples of IVP to test the efficiency and convergence of numerical solution along with actual solution where Runge-Kutta fourth order and sixth order methods were applied separately. The tables are containing the approximated result, actual result, and computed absolute error; the outcomes are displayed in the graph also. For better comparison, three different step sizes are used as 0.1, 0.05, and 0.025, respectively. The computations programming language, associated with the examples, is performed by MATLAB.

**Example 1.** Consider the IVP

\[ y'' = \frac{12 \log x}{x^2} - \frac{y'}{x}, \quad 1 \leq x \leq 2, \]

\[ y(1) = y'(1) = 1. \]

The actual solution of this equation is

\[ y = 1 + \log x + \frac{2(\log x)^3}{3}. \]

Table 1 to 3 and Fig 1 to 3 show the computed result and maximum absolute error relative to the actual solution. Where the line curve represents the approximated curve and the circle is for actual results.

**Table 1**: Computed result and absolute maximum error of IVP with step size 0.1

| \( x_n \) | Approximation of RK4 | Approximation of RK6 | Actual solution |
|----------|----------------------|----------------------|-----------------|
| 1.0000000 | 1.0000000 | 0.000000e+00 | 1.0000000 | 0.000000e+00 | 1.0000000 |
| 1.0500000 | 1.0490223 | 1.35883e-07 | 1.0490925 | 7.00280e-05 | 1.0490225 |

**Fig 1**: Graphical Representation of Approximated and Exact Solution of IVP with h=0.1.

**Table 2**: Computed result and absolute maximum error of IVP with step size 0.05

| \( x_n \) | Approximation of RK4 | Approximation of RK6 | Actual solution |
|----------|----------------------|----------------------|-----------------|
| 1.0000000 | 1.0000000 | 0.000000e+00 | 1.0000000 | 0.000000e+00 | 1.0000000 |
| 1.0500000 | 1.0490223 | 1.35883e-07 | 1.0490925 | 7.00280e-05 | 1.0490225 |
Table 3: Computed result and absolute maximum error of IVP with step size $h=0.025$.

| $x_n$   | Approximation of RK4 $y_n$ | Error $e_n$ | Approximation of RK6 $y_n$ | Error $e_n$ | Actual solution |
|---------|---------------------------|-------------|---------------------------|-------------|-----------------|
| 1.0000000 | 1.0000000 | 0.0000000 | 1.0000000 | 0.0000000 | 1.0000000 |
| 1.0250000 | 1.0247227 | 4.51298e-09 | 1.0247467 | 2.39873e-05 | 1.0247227 |
| 1.0500000 | 1.0490224 | 8.40261e-09 | 1.0490607 | 3.82013e-05 | 1.0490225 |
| 1.0750000 | 1.0730772 | 1.17698e-08 | 1.0731213 | 4.40768e-05 | 1.0730772 |
| 1.1000000 | 1.0970415 | 2.37595e-07 | 1.0971166 | 7.48028e-05 | 1.0970418 |
| 1.1250000 | 1.2453651 | 4.22442e-07 | 1.2452226 | 1.42942e-04 | 1.2453655 |
| 1.1500000 | 1.2984835 | 4.60403e-07 | 1.2982259 | 2.58054e-04 | 1.2984840 |
| 1.1750000 | 1.3541606 | 4.91369e-07 | 1.3537780 | 3.83078e-04 | 1.3541611 |
| 1.2000000 | 1.4126582 | 5.17059e-07 | 1.4121451 | 5.13627e-04 | 1.4126587 |
| 1.2250000 | 1.4741588 | 5.38724e-07 | 1.4735129 | 6.46388e-04 | 1.4741593 |
| 1.2500000 | 1.5387831 | 5.57291e-07 | 1.5380047 | 7.78767e-04 | 1.5387836 |
| 1.2750000 | 1.6066033 | 5.73446e-07 | 1.6056946 | 9.09239e-04 | 1.6066039 |
| 1.3000000 | 1.6776539 | 5.87706e-07 | 1.6766183 | 1.03611e-03 | 1.6776544 |
| 1.3250000 | 1.7519394 | 6.00462e-07 | 1.7507815 | 1.15849e-03 | 1.7519400 |
| 1.3500000 | 1.8294417 | 6.12013e-07 | 1.8281667 | 1.27569e-03 | 1.8294424 |
| 1.3750000 | 1.9101247 | 6.22588e-07 | 1.9087381 | 1.38723e-03 | 1.9101254 |
| 1.4000000 | 1.9939386 | 6.32365e-07 | 1.9924464 | 1.49279e-03 | 1.9939392 |
| 1.4250000 | 2.0808232 | 6.41484e-07 | 2.0792316 | 1.59223e-03 | 2.0808238 |
| 1.4500000 | 2.1707106 | 6.50504e-07 | 2.1690258 | 1.68545e-03 | 2.1707112 |
| 1.4750000 | 2.2635273 | 6.58161e-07 | 2.2617554 | 1.77248e-03 | 2.2635279 |
| 1.5000000 | 2.3591958 | 6.65873e-07 | 2.3573431 | 1.85339e-03 | 2.3591965 |

Fig 2: Graphical Representation of Approximated and Exact Solution of IVP with $h=0.05$. 
5. Application of Runge-Kutta 4th order and 6th order method to the boundary value problem

The following BVP was taken for our study and test the efficiency and convergence of Runge-Kutta fourth order and sixth order methods separately and compared with actual solution. The tables are containing the approximated result, actual result, and computed absolute error; also the outcomes are displayed in the graph. For better comparison, three different step sizes are used as 0.1, 0.05, and 0.025, respectively. The computations programming language, for the affiliated examples, are performed by MATLAB.

Example 2: Consider the BVP $y'' = 2y' - y + xe^x - x$, $0 \leq x \leq 2$, $y(0) = 0$, $y(2) = -4$ and compare the result to the actual solution $y(x) = \frac{1}{6}x^3e^x - \frac{5}{3}xe^x + 2e^x - x - 2$.

Table 4-6, and Fig 4-6 show the computed result and maximum absolute error with actual solution. As earlier the line curved represents the approximated curve and circle for the actual results.
**Table 4**: Computed result and the absolute maximum error of BVP with step size 0.1

| \( x_n \) | \( \text{Approximation of RK4} \) | \( \text{Actual solution} \) | \( \text{Approximation of RK6} \) | \( \text{Actual solution} \) |
|---|---|---|---|---|
| 0.0000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 0.1000000 | -0.0736052 | 6.39298e-05 | -0.0730929 | 5.76240e-04 |
| 0.2000000 | -0.1625683 | 1.31897e-04 | -0.1613603 | 1.33985e-03 |
| 0.3000000 | -0.2689348 | 2.02621e-04 | -0.2668235 | 2.31393e-03 |
| 0.4000000 | -0.3947131 | 2.74492e-04 | -0.3914685 | 3.51910e-03 |
| 0.5000000 | -0.5417979 | 3.45559e-04 | -0.5371713 | 4.97218e-03 |
| 0.6000000 | -0.7118714 | 4.13522e-04 | -0.7056013 | 6.68358e-03 |
| 0.7000000 | -0.9062775 | 4.75759e-04 | -0.8980989 | 8.65435e-03 |
| 0.8000000 | -1.1258639 | 5.29369e-04 | -1.1152090 | 1.08732e-02 |
| 0.9000000 | -1.3707854 | 5.71225e-04 | -1.3580493 | 1.33074e-02 |
| 1.0000000 | -1.6402609 | 5.98163e-04 | -1.6249539 | 1.59052e-02 |
| 1.1000000 | -1.9322744 | 6.07107e-04 | -1.9143010 | 1.85801e-02 |
| 1.2000000 | -2.2432110 | 6.50338e-04 | -2.2262010 | 2.12053e-02 |
| 1.3000000 | -2.5674143 | 6.10106e-04 | -2.5443731 | 2.36022e-02 |
| 1.4000000 | -2.8966519 | 5.03338e-04 | -2.8716293 | 2.65295e-02 |
| 1.5000000 | -3.2194709 | 4.23563e-04 | -3.1942122 | 2.94878e-02 |
| 1.6000000 | -3.5204258 | 3.25658e-04 | -3.4942122 | 3.25705e-02 |
| 1.7000000 | -3.7791548 | 2.17462e-04 | -3.7547339 | 3.57973e-02 |
| 1.8000000 | -3.9692780 | 1.12098e-04 | -3.9491616 | 3.96939e-02 |
| 1.9000000 | -4.0570888 | 2.97665e-05 | -4.0447200 | 4.23518e-02 |
| 2.0000000 | -4.0000000 | 0.00000000 | -4.0000000 | 0.00000000 |

**Fig 4**: Graphical Representation of Approximated and Exact Solution of BVP with h=0.1.

**Table 5**: Computed result and absolute maximum error of BVP with step size 0.05.

| \( x_n \) | \( \text{Approximation of RK4} \) | \( \text{Actual solution} \) | \( \text{Approximation of RK6} \) | \( \text{Actual solution} \) |
|---|---|---|---|---|
| 0.0000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 0.0500000 | -0.0350340 | 7.93295e-06 | -0.0349139 | 1.27939e-03 |
| 0.1000000 | -0.1932744 | 6.07107e-04 | -0.1914301 | 1.85801e-02 |
| 0.1500000 | -0.3204258 | 3.25658e-04 | -0.3194212 | 2.94878e-02 |
| 0.2000000 | -0.4500000 | 0.00000000 | -0.4517980 | 3.45559e-03 |
| 0.2500000 | -0.5897878 | 4.96265e-03 | -0.5830179 | 6.64358e-03 |
| 0.3000000 | -0.7295556 | 5.82373e-03 | -0.7130209 | 8.65435e-02 |
| 0.3500000 | -0.8692808 | 5.03338e-04 | -0.8547339 | 1.08722e-02 |
| 0.4000000 | -1.0080000 | 8.34809e-05 | -0.9942122 | 1.33074e-02 |
| 0.4500000 | -1.1467158 | 2.97665e-05 | -1.1325809 | 1.59049e-02 |
| 0.5000000 | -1.2854206 | 0.00000000 | -1.2718714 | 1.85801e-02 |
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Table 6: Computed result and absolute maximum error of BVP with step size 0.025.

| $x_n$   | Approximation of RK4 | Approximation of RK6 | Actual solution |
|---------|----------------------|----------------------|-----------------|
|         | $y_n$                | $e_n$                | $y_n$           | $e_n$            | $y_n$           | $e_n$            |
| 0.0000000 | 0.0000000 | 0.000000e+00 | 0.00000000 | 0.000000e+00 | 0.0000000 | 0.000000e+00 |
| 0.0250000 | -0.0170876 | 9.63739e-07 | -0.0170585 | 3.00443e-05 | -0.0170865 | -0.0170865 |
| 0.0500000 | -0.0350399 | 1.94270e-06 | -0.0349792 | 6.26581e-05 | -0.0350399 | -0.0350418 |
| 0.0750000 | -0.0538885 | 2.93577e-06 | -0.0537935 | 9.79337e-05 | -0.0538885 | -0.0538914 |
| 0.1000000 | -0.0736652 | 3.94177e-06 | -0.0735332 | 1.35964e-03 | -0.0736652 | -0.0736691 |
| 0.1250000 | -0.0944019 | 4.95944e-06 | -0.0942300 | 8.88178e-04 | -0.0944019 | -0.0944068 |
|          | 0.1500000 | 0.1750000 | 0.2000000 | 0.2250000 | 0.2500000 | 0.2750000 | 0.3000000 | 0.3250000 | 0.3500000 | 0.3750000 | 0.4000000 | 0.4250000 | 0.4500000 | 0.4750000 | 0.5000000 | 0.5250000 | 0.5500000 | 0.5750000 | 0.6000000 | 0.6250000 | 0.6500000 | 0.6750000 | 0.7000000 | 0.7250000 | 0.7500000 | 0.7750000 | 0.8000000 | 0.8250000 | 0.8500000 | 0.8750000 | 0.9000000 | 0.9250000 | 0.9500000 | 0.9750000 | 1.0000000 | 1.0250000 | 1.0500000 | 1.0750000 | 1.1000000 | 1.1250000 | 1.1500000 | 1.1750000 | 1.2000000 | 1.2250000 | 1.2500000 | 1.2750000 | 1.3000000 | 1.3250000 | 1.3500000 | 1.3750000 | 1.4000000 | 1.4250000 | 1.4500000 | 1.4750000 | 1.5000000 | 1.5250000 | 1.5500000 | 1.5750000 | 1.6000000 |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
6. Comparison between the obtained results

The obtained result of our model examples of IVP and BVP is expressed through Table 1-3 and Table 4-6 and graphical representations are in Fig 1-3 and Fig 4-6, respectively. From the tables and figures for both examples and both methods, we observed that if step size leads to deterioration the estimated solution converges faster to the exact solution such that in the limit when step size tends to zero the errors go to zero. Also, we observed from Table 1-3 that in solving IVP the method RK4 gives a more accurate and better result than the method RK6 and it has been clarified with the adjacent graphs Fig 1-3.

We also see from Table 4-6 and Fig 4-6 that in solving BVP the integrator RK4 gives better approximation and converges faster to the actual solution than RK6.

7. CONCLUSION:

In this paper, we have applied Runge-Kutta fourth order and Butcher’s sixth ordered methods to solve IVP and BVP of ODEs and the results are found in good agreement with exact solutions. We assume three different step sizes for each problem to arrive at a more accurate result with competition between the exact and approximated solutions in tables and figures. From the above investigation of these methods, observed that the convergence of approximated solutions to exact solutions increases with decreasing step size in both cases and the convergence rate of RK4 is superior to RK6 in comparison to the exact solutions. Hence it is cleared from this study that to find the more accurate result the lower order RK4 method is appropriate than the higher order RK6 method.
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