Test of Artificial Neural Networks in Likelihood-free Cosmological Constraints: A Comparison of IMNN and DAE
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In the procedure of constraining the cosmological parameters with the observational Hubble data, the combination of Masked Autoregressive Flow and Denoising Autoencoder can perform a good result. The above combination extracts the features from OHD with DAE, and estimates the posterior distribution of $H_0$, $\Omega_m$, $\Omega_\Lambda$ with MAF. We ask whether we can find a better tool to compress large data in order to gain better results while constraining the cosmological parameters. Information maximising neural networks, a kind of simulation-based machine learning technique, was proposed at an earlier time. In a series of numerical examples, the results show that IMNN can find optimal, non-linear summaries robustly. In this work, we mainly compare the dimensionality reduction capabilities of IMNN and DAE. We use IMNN and DAE to compress the data into different dimensions and set different learning rates for MAF to calculate the posterior. Meanwhile, the training data and mock OHD are generated with a simple Gaussian likelihood, the spatially flat $\Lambda$CDM model and the real OHD data. To avoid the complex calculation in comparing the posterior directly, we set different criteria to compare IMNN and DAE.

I. INTRODUCTION

Constraining cosmological parameters is a basic task in cosmology. To evaluate the parameters, the common method is to calculate an intractable likelihood directly to perform Bayesian inference with the existing observational datasets, e.g. observational Hubble parameter data (OHD, Jesus et al. [1]), type Ia supernovae (SNe Ia, [2]), cosmic microwave background [2], and large-scale structures [3] [4]. Approximate Bayesian Computation(ABC) has also shown good performance in many astronomical tasks, such as galaxy evolution [5] and SN Ia cosmology [6]. Nevertheless, according to [7], conventional ABC algorithms may suffer from noisy computations.

In the past few decades, the artificial neural networks (ANN) developed rapidly and were gradually used to constrain the cosmological parameters [8] [9] [10] [11]. Recently, a likelihood-free inference procedure using Denoising autoencoder (DAE) and Masked Autoregressive Flow (MAF) was proposed by us [12]. In our previous work, the combination of MAF and DAE was compared to MCMC, which is the Markov Chain Monte Carlo method, and behaved well in calculating the posterior distribution ($P(\theta|H_{\text{obs}})$) of $\Omega_\Lambda, \Omega_m$, and $H_0$. We proved that MAF could give similar results as MCMC, which means that at least MAF could be the substitute while we estimate the cosmological parameters. MAF was proposed by [13], in their several experiments, MAF gave accurate estimations of distributions and did well in likelihood-free inference [14]. DAE [15] is an ANN that can encode data by extracting the data features. With the DAE, we can obtain low-dimensional representative features of the input data without an artificial choice of statistics.

The higher-dimensional data from simulation or computational resources is inevitable in likelihood-free inference. For this reason, we need to find a good tool to reduce the dimensionality of data. At an earlier time, [16] proposed a kind of ANN named “information maximizing neural networks” (IMNNs), which can transform data into summaries by maximizing the Fisher informa-
tion at fiducial values. In the examples proposed by [10] and [17], IMNN performed well in finding the informative data summaries, which means maybe we can test whether IMNN can be a substitute for DAE.

In this work, we attempt to compare the dimensionality reduction capabilities of IMNN and DAE. Like the procedure of constraining cosmological parameters applied by [12], we use DAE and IMNN to reduce the higher-dimensional OHD data and then use MAF to estimate the distributions of cosmological parameters with the low-dimensional features. Besides, we also estimate the distribution, which will be treated as the standard distribution, with MAF and the original-dimensional OHD data. In the rest of this article, we use MAF-IMNN to represent the combination of MAF and IMNN, and MAF-DAE to represent the combination of MAF and DAE. In section II we review the procedure of constraining cosmological parameters. In section III we discuss the theory of IMNN. In section IV we will show the results of constraint with OHD in different ways, and explore the possibility of evaluating parameters with MAF-IMNN. In section V we compare the DAE and IMNN with different criteria. Finally, in Section VI we conclude and discuss.

II. MAF-DAE FOR PARAMETER CONSTRAINT

MAF, the combination of normalizing flow and Masked Autoencoder for Distribution Estimation (MADE [18], one kind of autoregressive model), was proposed by [18]. MADE and normalizing flows are two kinds of neural density estimators, which can estimate the density distribution of the parameters.

With the MADE, the conditional distribution $P(x|y)$ can be written in the form:

$$P(x|y) = \prod_d P(x_d|x_{1:d-1}, y),$$  \hspace{1cm} (1)

where $x_{1:d-1} = (x_1, x_2, ..., x_{d-1})$, which means $x$ has $d$ dimensions. And then Eq. (1) will be parameterized into Gaussian distribution, the mean and the log standard deviation will be calculated by the neural network. In other words, we can obtain the parameters of all of these conditional distributions. The concise structure of the MADE is shown in Fig. 1.

According to the normalizing flows [19], the density $P(x)$ can be obtained from a base density $\pi_u(u)$ with an invertible differentiable transformation $f$:

$$P(x) = \pi_u(f^{-1}(x))|\det(\frac{\partial f^{-1}}{\partial x})|,$$  \hspace{1cm} (2)

where $u = f^{-1}(x)$ and $u \sim \pi_u(u)$ (usually $\pi_u(u)$ is a standard Gaussian distribution ($u \sim N(0, I)$)). With the normalizing flows and autoregressive models, each of the conditionals $P(x_d|x_{1:d-1}, y)$ can be parameterized as Gaussian distribution. In this case, the $d^{th}$ conditional is

$$P(x_d|x_{1:d-1}) = \mathcal{N}(x_d|\mu_d, (\exp \alpha_d)^2),$$  \hspace{1cm} (3)

and

$$\pi(u_d) = \mathcal{N}(u_d; 0, 1),$$  \hspace{1cm} (4)

The unconstrained scalar functions $\mu_i = f_{\mu_i}(x_{1:i-1})$ and $\alpha_i = f_{\alpha_i}(x_{1:i-1})$ compute the mean and log standard respectively.

When doing the cosmological inference, we can represent $x$ as the $\theta$ in the Hubble parameters such as $\Omega_{\Lambda}, \Omega_m, H_0$, and represent $y$ as $H_{\text{obs}}$. In this case $\theta_i$ can be written in the form:

$$\theta_i = u_i \exp(\alpha_i) + \mu_i,$$  \hspace{1cm} (6)

where $\mu_i = f_{\mu_i}(\theta_{1:i-1}), \alpha_i = f_{\alpha_i}(\theta_{1:i-1})$ and $u_i \sim \mathcal{N}(0, 1)$, so with the MADE we can get the $\theta = f(u; H)$

FIG. 1. The concise structure of the MADE. The blue lines represent the combination of MAF and IMNN, and MAF-DAE to represent the combination of MAF and DAE. In this figure, but in this work we actually applied 31 $H_i$s.
where \( u \sim \mathcal{N}(0, I) \). A single MADE may not fit the distribution well, which means that the corresponding random numbers \( u = f^{-1}(\theta; H) \) transformed from the training data \( \theta \) were not standard Gaussian (Also \( \theta = f(u; H) \)). To improve the performance of MADE, we can stack several MADEs as a normalizing flow. According to [13], Masked Autoregressive Flow (MAF) is the implementation of stacking MADEs into a flow. The loss function of MAF is defined by the negative log probability:

\[
L = -\sum_n \ln P(\theta_n | H_n). \tag{8}
\]

where \( n \) means the \( n \)th data in the training data.

The training set of the MAF should be the \( \{\theta_n, H_n\} \), where the \( \theta \) means \( \Omega_\Lambda, \Omega_m \) and \( H_0 \), and \( H \) means different dimensional mock OHD. In this work, we trained MAF to find the correlation between \( \theta \) and \( H \) (5-dimensional \( H \), 10-dimensional \( H \), 15-dimensional \( H \), 20-dimensional \( H \), 31-dimensional \( H \)). After training, MAF can be used to estimate the \( P(\theta | H_{\text{obs}}) \) with \( H_{\text{obs}} \), which is in its own 31-dimension or being compressed into 20-dimension, 15-dimension, 10-dimension and 5-dimension. The input of a trained MAF is a set of \( H_{\text{obs}} \), while the output is 100000 (we can also set another number such as 10000, 50000.) sets of \( \Omega_\Lambda, \Omega_m \) and \( H_0 \), which can be used to calculated the \( P(\theta | H_{\text{obs}}) \) directly. Certainly, we can also input \( H_{\text{fid}} \) and calculate the \( P(\theta | H_{\text{fid}}) \).

![Diagram of autoencoder](image)

**FIG. 2.** The concise structure of the autoencoder and the procedure of compressing data. An autoencoder consists of an encoder and a decoder. With the encoder, the input \( H \) can be compressed into lower-dimensional \( y \), so the information in \( H \) can be represented by \( y \). With the decoder, \( y \) can be reconstructed to original-dimensional \( H' \). Usually, we train the autoencoder by minimizing the error between \( H \) and \( H' \).

### A. Denoising autoencoders (DAE)

DAE is a special kind of autoencoder. A basic autoencoder is in a special neural network architecture, which is composed of an encoder and a decoder, can learn efficient, lower-dimensional codings of the input data. The autoencoder is trained with unsupervised learning to obtain lower-dimensional features of the input data by encoder. In the output part of the autoencoder (decoder), the lower-dimensional features can be reconstructed to original-dimensional data. Therefore, the input layer has the same number of neurons as the output layer. The training of the autoencoder is to minimize the error between the input and the output. The concise structure of the autoencoder is shown in Fig. 2.

DAE is trained with noise-free reconstruction criterion and noisy inputs, so that it can not only extract the robust features from the input data but also significantly reduce the noise. In this work, the DAE was trained with noise-free fiducial values \( H_{\text{fid}} \) as labels and noisy simulated data \( H_{\text{obs}} \) as the inputs in order to reduce the noise level of the \( H_{\text{obs}} \) and preserve more information. After training, DAE can compress \( H_{\text{obs}} \) to low-dimensional \( y \) (\( y = f_{\text{ae}}(H) \)). Usually, an autoencoder is trained by minimizing the reconstruction error, i.e. the mean squared error (MSE) between reconstructed data \( y \) and \( y_{\text{obs}} \). However, to make sure \( y \) may contain more information about \( \theta \) and avoid giving too big variance of \( P(y|\theta) \), our previous work[12] proposed a complete batch loss function to require the mean of the conditional \( P(y|\theta) \) relies linearly on \( \theta \). The loss function consists of reconstruction MSE and encoding variance:

\[
L_{\text{AE}} = \text{mean}\{(X' - X_{\text{fid}}) \circ (X' - X_{\text{fid}})\} + \text{var}\{Y - \Theta \Theta^+ Y\}, \tag{9}
\]

where

\[
X_{\text{fid}} = \begin{pmatrix}
H_{\text{fid},1}^T \\
H_{\text{fid},2}^T \\
\vdots \\
\end{pmatrix},
X_{\text{fid}} = \begin{pmatrix}
H_{1}^T \\
H_{2}^T \\
\vdots \\
\end{pmatrix} \tag{10}
\]

and

\[
Y = \begin{pmatrix}
y_1^T \\
y_2^T \\
\vdots \\
\end{pmatrix},
\Theta = \begin{pmatrix}
1 \theta_1^T \\
1 \theta_2^T \\
\vdots \\
\end{pmatrix}. \tag{11}
\]

The \( \Theta^+ \) in Eq. (11) is the pseudoinverse (Moore-Penrose inverse) of \( \Theta \). In this way, the loss function can be easily evaluated on the training set. In this work, we stick with this training method.
B. The simulated data

The real OHD is composed of $z_i, H(z_i)$ and $\sigma_i$, where $z_i$ is the redshift, and $H(z_i)$ is the corresponding Hubble parameter and $\sigma_i$ is the corresponding uncertainty. The 31 OHD data we use in this work are evaluated with the cosmic chronometer method, which are given in [20], [21], [22], [23], [24], [25] and [26], and are shown in Fig. 3. Based on the real data, we can generate training data and constrain parameters with ANNs.

According to the flat $\Lambda$CDM model, the Hubble parameter is expressed by redshift $z$ with the simple formula:

$$H(z) = H_0 \sqrt{\Omega_m (1 + z)^3 + \Omega_\Lambda},$$  \hspace{1cm} (12)

where the $H_0$ is the Hubble constant, or the non-flat $\Lambda$CDM model:

$$H(z) = H_0 \sqrt{\Omega_m (1 + z)^3 + \Omega_\Lambda + \Omega_k (1 + z)^2},$$  \hspace{1cm} (13)

The parameters $H_0, \Omega_m, \Omega_\Lambda$ in Eq (12) and Eq (13) are randomly sampled from the range $[0,100]$, $[0,1]$ and $[0,1]$. As illustrated in [12], when hard boundaries are added to the prior, the new posterior is almost the same as the original one, provided that the boundaries encloses the likely region of the posterior. Therefore, there is no special requirement for the sampling interval. With the random sampled parameters, as well as the $z = z_i$ from the 31 OHD data, the $H_{fid}(z_i)$ can be easily obtained by Eq. (12) and Eq. (13). Finally, by sampling the $\Delta H_i$ in $\mathcal{N}(0, \sigma^2_i)$ [12], [27], [24], we can obtain the with the formula:

$$H_{moc,i} = H_{fid}(z_i) + \Delta H_i.$$  \hspace{1cm} (14)

The training data, which consists of the simulated $H_{sim,i}$ and the corresponding $\theta = (H_0, \Omega_m, \Omega_\Lambda)$, should be large enough to train the ANNs, so we also set 8000 training data like [12]. We show one of the training data in Fig. 4. Furthermore, in order to make a comprehensive comparison, we also simulate a new kind of mock OHD and training data by narrowing the range of the corresponding uncertainty in the Gaussian sample. One set of the mock OHD is shown in Fig. 5.

C. The procedure of constraining parameters

The procedure of constraining $\Omega_\Lambda, \Omega_m, H_0$ with MAF-DAE is summarized as below: (1) Generating 8000 training data $\{\theta, H\}$ and training a DAE with the training data; (2) Generating another set of training data and encoding the $H_{sim}$ with the trained DAE to get lower-dimensional $H_{sim}$; (3) Training a MAF with the lower-dimensional $H_{sim}$ and corresponding parameters $\theta$; (4) Encoding the real 31 OHD with the DAE and inputting the lower-dimensional OHD to the MAF to estimate the posterior distribution $P(\theta|\mathbf{H}_{obs})$.

FIG. 3. The 31 real OHD datapoints and spatially flat $\Lambda$CDM model.

FIG. 4. 31 mock datapoints are made with spatially flat $\Lambda$CDM model and the Gaussian sample. The mock OHD is based on the real OHD.

III. MAF-IMNN FOR PARAMETER CONSTRAINT

According to the method evaluating the parameters with MAF-DAE mentioned above, we apply a similar procedure to constrain the cosmological parameters with MAF-IMNN in this paper. The procedure is summarized as below: (1) Generating training data $\{\theta, H\}$ with the same model and training a IMNN; (2) Generating 8000 training data and encoding the $H_{sim}$ with the trained IMNN to get lower-dimensional $H_{sim}$; (3) Training a MAF with the lower-dimensional $H_{sim}$ and corresponding parameters $\theta$; (4) Encoding the real 31 OHD with the IMNN and inputting the lower-dimensional OHD to the MAF to estimate the posterior distribution $P(\theta|\mathbf{H}_{obs})$. As the substitution of DAE, IMNN can find the most
informative non-linear data summaries by setting fiducial parameters and calculating the Fisher information matrix on the simulated data. Although IMNN is simulation-based, the examples proposed by [16] showed the training of the network seems fairly insensitive to the choice of fiducial parameter. In the rest of this section, we introduce the theory of IMNN briefly.

A. Fisher Information and compression

The Fisher information [28, 29] can measure how much information that an observable variable \(d\) contains about parameter \(\theta\). For this reason, the larger the Fisher information is, the more informative the data is. It can be obtained by calculating the variance of the partial derivative of the natural logarithm of the likelihood \(\mathcal{L}(d|\theta)\) with respect to the fiducial parameter value, \(\theta_{f,i}^d\):

\[
F_{\alpha\beta}(\theta) = -\left\langle \frac{\partial^2 \ln \mathcal{L}(d|\theta)}{\partial \theta_\alpha \partial \theta_\beta} \right\rangle_{\theta = \theta_{f,i}^d},
\]

where \(\alpha, \beta \in [1, n_\theta]\) (where \(\alpha \neq \beta\)). In our work, we used \(\Lambda CD\) model, therefore \(\alpha\) and \(\beta\) represent \(\Omega_\Lambda, \Omega_m\) and \(H_0\). If we use another model where theta has a higher dimension, the formula is still kept valid. If the likelihood is twice continuously differentiable, the expression of the Fisher information can be [29, 30, 31]:

\[
F_{\alpha\beta}(\theta) = -\left\langle \frac{\partial^2 \ln \mathcal{L}(d|\theta)}{\partial \theta_\alpha \partial \theta_\beta} \right\rangle_{\theta = \theta_{f,i}^d},
\]

where the \(\mathcal{L}(d|\theta)\) is the likelihood function of the data \(d\) with the with \(n_d\) data points, and a set of \(n_\theta\) parameters \(\theta\). We can constrain \(\theta\) in a smaller range if the \(\mathcal{L}(d|\theta)\) is sharp at a particular value. According to Cramér-Rao bound [32, 33], under certain conditions, we can calculate the maximum Fisher information to find the minimum variance of \(\theta\):

\[
((\theta_\alpha - \langle \theta_\alpha \rangle)(\theta_\beta - \langle \theta_\beta \rangle)) \geq (F^{-1})_{\alpha\beta}.
\]

In particular, if the model of likelihood of the data \(d\) is Gaussian approximation, we can use Massively Optimised Parameter Estimation and Data (MOPED) compression algorithm [34] to map the data to compressed summaries. While using the MOPED, the logarithm of the likelihood should be written as

\[
-2\ln \mathcal{L}(d|\theta) = (d - \mu(\theta))^T C^{-1}(d - \mu(\theta)) + \ln|2\pi C|,
\]

where \(\mu(\theta)\) is the mean of the parameters \(\theta\) and \(C\) is the covariance of the data \(d\). Compared with MOPED, IMNN can map the data to compressed summaries without the limitation of the likelihood. \(f\) is the function that transforms \(n_d\) data \(d\) to \(n_s\) summary \(x\), which means that \(f : d \rightarrow x\). With the function \(f\), the logarithm of the likelihood can be written as

\[
-2\ln \mathcal{L}(x|\theta) = (x - \mu_f(\theta))^T C_f^{-1}(x - \mu_f(\theta)),
\]

where

\[
\mu_f(\theta) = \frac{1}{n_s} \sum_{i=1}^{n_s} x^i_{f,i},
\]

is the mean value of \(n_s\) summaries \(\{x^i_{f,i} | i \in [1, n_s]\}\), and \(C_f^{-1}\) is the inverse of the covariance matrix:

\[
(C_f)_{\alpha\beta} = \frac{1}{n_s - 1} \sum_{i=1}^{n_s} (x^i_{f,i} - \mu_f(\theta)) (x^i_{f,i} - \mu_f(\theta)).
\]

While training, each summary \(x^i_f\) is obtained from \(f : d^i \rightarrow x^i_f\), where \(d^i\) is from the simulation \(d^i = d^s(\theta_{f,i})\) at the fiducial values \(\theta_{f,i}\). With Eq. (16) and Eq. (17), the Fisher information matrix can be expressed in the form:

\[
F_{\alpha\beta} = Tr[\mu_{f,a}^T C_f^{-1} \mu_{f,a}],
\]

The \(\mu_{f,a}\) can be calculated by

\[
\mu_{f,a} = \frac{\partial}{\partial \theta_\alpha} \frac{1}{n_s} \sum_{i=1}^{n_s} x^s_{f,i} = \frac{1}{n_s} \sum_{i=1}^{n_s} \left( \frac{\partial x}{\partial \theta_\alpha} \right)^s_{f,i}.
\]

Note that the fiducial parameters are only used in the simulations, so we need to do some additional numerical differentiation to calculate \(\left( \frac{\partial x}{\partial \theta_\alpha} \right)^s_{f,i}\) with these three copies of the simulation, \(d^s_{f}\), \(d^s_{f-id-}\), and \(d^s_{f-id+}\) is

\[
\frac{\partial}{\partial \theta_\alpha} \frac{1}{n_s} \sum_{i=1}^{n_s} x^s_{f,i} = \frac{1}{n_s} \sum_{i=1}^{n_s} \left( \frac{\partial x}{\partial \theta_\alpha} \right)^s_{f,i}.
\]
FIG. 6. The concise structure of the IMNN. The ANN can compress the input data $d$ to the $x$. The loss function is calculated with $C_f$, $\mu_{f,\alpha}$ and $F_{\alpha\beta}$ with $x^{f,\text{fid}}$. Normally $x$ would be considered as the network output, but we can also choose Fisher information matrix as the network output, which means that $x$ will be the intermediate output of the neural network before calculating the loss function. In our work, obviously we wanted to obtain $x$.

Also we can calculate the $(\frac{\partial x}{\partial \theta_\alpha})^{s,\text{fid}}$ with the formula

$$\mu_{f,\alpha} = \frac{1}{n_s} \sum_{i=1}^{n_s} \sum_{k=1}^{n_d} \frac{\partial x^s_{ik}}{\partial d_k} \frac{\partial d^s_{ik}}{\partial \theta_\alpha},$$

where $i$ represents the random initialisation of the simulation, and $k$ represents the data point in the simulation.

Here, both the values of $\mu_{f,\alpha}$ and $C_f^{-1}$ are calculated with fixed, fiducial parameter values, $\theta^{\text{fid}}$. In IMNN, the function $f$ is a neural network, which will be described in the next subsection.

B. Implementing $f$ with artificial neural networks

A basic neuron unit is in the form:

$$a'_{ij} = \phi(\sum_j w'_{j,i} a'_{i-1} + b'_j).$$

The loss function in IMNN is defined using the Fisher information matrix $[F]$:

$$\Lambda = -\frac{1}{2}|F|^2$$

or

$$\frac{\partial \Lambda}{\partial \alpha} = -|F| + |C_f|.$$  

With the loss function, the weights and biases will be updated by gradient descent\(^{[35]}\) in the updating procedure:

$$w'_{j,i} \rightarrow w'_{j,i} - \eta \frac{\partial \Lambda}{\partial w'_{j,i}}$$

and

$$b'_i \rightarrow b'_i - \eta \frac{\partial \Lambda}{\partial b'_i},$$

where $\eta$ is the learning rate, which controls the size of the steps in the procedure of updating the weights and biases\(^{[26]}\). The $i$ means the $i^{th}$ element of the output vector of a collections of neurons in the $(l-1)^{th}$ layer, while the $j$ means the $j^{th}$ neuron in the $l^{th}$ layer. The mean $\mu_f$, covariance $C_f$, which can be calculated with the Eq. (20) and Eq. (21), are part of the loss function and therefore are functions of the weights and biases. The concise structure of the IMNN is shown in Fig. 6.

IV. CONSTRAINTS WITH REAL OHD

In this work, we use 3 types of methods (shown in Fig. 13) for ΛCDMs with and without curvature to constrain the cosmological parameters, which are: (1) using MAF and $H_{\text{obs}}$ to estimate the posterior distribution $P(\theta|H_{\text{obs}})$ directly. (2) using the MAF-DAE to estimate the posterior distribution $P(\theta|H_{\text{obs}})$ with $H_{\text{obs}}$. (3) using MAF-IMNN to estimate the posterior distribution $P(\theta|H_{\text{obs}})$ with $H_{\text{obs}}$. We used the results from MAF as reference.

FIG. 7. The posterior distribution estimated by MAF, the real 31 OHD and non-flat ΛCDM model.

With $H_{\text{obs}}$ and the non-flat ΛCDM model, the posterior distribution estimated by MAF gives $H_0 =$
FIG. 8. The posterior distribution estimated by MAF-IMNN, the real OHD and non-flat \( \Lambda \)CDM model. The OHD is compressed into 10 dimension.

FIG. 9. The posterior distribution estimated by MAF-DAE, the real OHD and non-flat \( \Lambda \)CDM model. The OHD is compressed into 10 dimension.

\[
\begin{align*}
H_0 &= 68.44^{+0.76}_{-0.75} \text{ km s}^{-1} \text{ Mpc}^{-1}, \\
\Omega_m &= 0.31^{+0.03}_{-0.03}, \\
\Omega_\Lambda &= 0.69^{+0.03}_{-0.03},
\end{align*}
\]

the posterior distribution estimated by MAF-IMNN gives \( H_0 = 71.13^{+7.77}_{-7.87} \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_m = 0.31^{+0.19}_{-0.19}, \Omega_\Lambda = 0.65^{+0.17}_{-0.17}, \) the posterior distribution estimated by MAF-DAE gives \( H_0 = 66.17^{+2.45}_{-2.44} \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_m = 0.35^{+0.17}_{-0.18}, \Omega_\Lambda = 0.55^{+0.29}_{-0.29}. \)

Meanwhile, with \( H_{\text{obs}} \) and the flat \( \Lambda \)CDM model, the posterior distribution estimated by MAF gives \( H_0 = 68.44^{+0.76}_{-0.75} \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_m = 0.31^{+0.03}_{-0.03}, \Omega_\Lambda = 0.69^{+0.03}_{-0.03}, \) the posterior distribution estimated by MAF-IMNN gives \( H_0 = 67.85^{+10.83}_{-10.83} \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_m = 0.50^{+0.22}_{-0.22}, \Omega_\Lambda = 0.50^{+0.22}_{-0.22}, \) the posterior distribution estimated by MAF-DAE gives \( H_0 = 66.27^{+2.01}_{-2.00} \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_m = 0.38^{+0.08}_{-0.08}, \Omega_\Lambda = 0.62^{+0.09}_{-0.09}. \) We showed the table and figures of these posterior distributions in Fig.

FIG. 10. The posterior distribution estimated by MAF, the real 31 OHD and flat \( \Lambda \)CDM model.

FIG. 11. The posterior distribution estimated by MAF-IMNN, the real OHD and flat \( \Lambda \)CDM model. The OHD is compressed into 10 dimension.
which can be calculated by posterior distributions. We try to train both DAE and IMNN to compress the 31 dimensional $H_{\text{obs}}$ into different dimensions and estimate the posterior $P(\theta | H_{\text{obs}})$ in different learning rates, so that we can compare the results under different learning rates and dimensionality reduction processes. In addition, we take the posterior $P_1(\theta | H_{\text{obs}})$ obtained from only MAF as the standard posterior in an effort to investigate the impact of the addition of DAE and IMNN on the standard posterior. In the following subsection, we introduce the criteria we apply in this work and do the comparison of DAE and IMNN.

A. Comparison criteria

In this paper, we apply two criteria, KL divergence and figure of merit (FoM).

**Kullback-Leibler divergence (KL divergence).** Kullback–Leibler divergence is a statistical distance which can measure how one probability distribution is different from a second one. That is, Kullback–Leibler divergence can be used to calculate how much information is lost when we approximate one distribution with another. Generally, while processing probability and statistics, we can replace the observed data or complex distribution with a simpler approximate distribution. Suppose that there are two probability density distributions $p_1(\theta)$ and $p_2(\theta)$, where $p_2(\theta)$ is the simulation of the $p_1(\theta)$. Then we can use the KL divergence to calculate the information loss of approximating $p_1(\theta)$ using $p_2(\theta)$. In this case, The KL divergence from $p_1(\theta)$ to $p_2(\theta)$ is defined as

$$D_{\text{KL}}(p_1(\theta)||p_2(\theta)) = \mathbb{E}_{p_1(\theta)}(\log p_1(\theta) - \log p_2(\theta)).$$  

(31)

In this paper, we sample $M$ samples $\{\theta_i\}$ from the posterior, so the KL divergence is estimated with:

$$D_{\text{KL}}(p_1||p_2) = \frac{1}{M} \sum_{i=1}^{M} (\log p_1(\theta_i|H_{\text{obs}}) - \log p_2(\theta_i|H_{\text{obs}})),$$

(32)

where $P_2(\theta|H_{\text{obs}})$ is the posterior calculated from MAF-DAE or MAF-IMNN and $P_1(\theta|H_{\text{obs}})$ is the posterior calculated with only MAF. From Eq. (32), it is obvious that the smaller the KL divergence, the closer the $P_1(\theta|H_{\text{obs}})$ and $P_2(\theta|H_{\text{obs}})$. When $D_{\text{KL}}(p_1||p_2) = 0$, it means that the two posterior are almost identical.

**Figure of merit (FoM).** When constraining the parameters, we want to get an accurate range of the parameters and tighten the constraints. The FoM used in this work is similar to the one adopted by [37] and [38] in their work. The FoM is defined as:

$$P(\theta|H_{\text{obs}}) = \text{const} = \exp(-\Delta \chi^2/2) P_{\max},$$

(33)

where $P_{\max}$ is the maximum probability density of the posterior, and $\exp(-\Delta \chi^2/2)$ is a constant which ensures that $\exp(-\Delta \chi^2/2) P_{\max}$ is equal to the probability density at the boundary of the 95.44% confidence

V. THE COMPARISON OF IMNN AND DAE

To avoid computationally expensive calculation in comparing posterior directly, we apply some criteria, and Table I.

**TABLE I.** The posterior distribution

|                  | $H_0$     | $\Omega_m$ | $\Omega_\lambda$ |
|------------------|-----------|------------|------------------|
| non-flat $\Lambda$CDM |           |            |                  |
| MAF              | $68.34_{-1.15}^{+1.06}$ | $0.30_{-0.14}^{+0.14}$ | $0.65_{-0.17}^{+0.17}$ |
| MAF-IMNN         | $71.13_{-7.87}^{+7.77}$ | $0.31_{-0.19}^{+0.19}$ | $0.65_{-0.17}^{+0.17}$ |
| MAF-DAE          | $66.17_{-2.44}^{+2.12}$ | $0.35_{-0.18}^{+0.17}$ | $0.55_{-0.29}^{+0.29}$ |
| flat $\Lambda$CDM|           |            |                  |
| MAF              | $68.44_{-0.75}^{+0.76}$ | $0.31_{-0.03}^{+0.03}$ | $0.69_{-0.03}^{+0.03}$ |
| MAF-IMNN         | $67.85_{-10.82}^{+10.83}$ | $0.50_{-0.22}^{+0.22}$ | $0.50_{-0.22}^{+0.22}$ |
| MAF-DAE          | $66.27_{-2.06}^{+2.01}$ | $0.35_{-0.09}^{+0.08}$ | $0.62_{-0.08}^{+0.09}$ |

FIG. 12. The posterior distribution estimated by MAF-DAE, the real OHD and flat $\Lambda$CDM model. The OHD is compressed into 10 dimension.
FIG. 13. The procedure in this work. We first produce training data. The upper part is MAF-DAE. The training data is compressed into low-dimensional $y$ by IMNN, then $y$ and the corresponding $\theta$ are transmitted to the MAF. The middle part is MAF, which is trained with original-dimensional training data. The lower part is MAF-IMNN. In this method, the training data is compressed into low-dimensional $y$ by DAE. Then $y$ and the corresponding $\theta$ are transmitted to the MAF. After training, when evaluating cosmological parameters, MAFs can give posterior $P(\theta|H_{obs})$ and $P(\theta|y_{obs})$ (or $P(\theta|H_{moc})$ and $P(\theta|y_{moc}))$.

region of the Gaussian distribution. According to [12], $\exp(-\Delta X^2/2)$ here takes the same value of 8.02. The FoM represents the reciprocal volume of the confidence region of the posterior, so the larger the FoM, the tighter the constraint of the parameters are.

B. Experiments and results

1. Comparison using KL divergence

We show the different Fom in Fig. 14, Fig. 15 and Fig. 16. The results show signs that DAE could make a bet-
FIG. 14. KL divergence calculated by MAF-IMNN or MAF-DAE in the flat ΛCDM model.

FIG. 15. KL divergence calculated by MAF-IMNN or MAF-DAE in the non-flat ΛCDM model.

FIG. 16. KL divergence calculated by MAF-IMNN or MAF-DAE with low uncertainty.

FIG. 17. FoM calculated by MAF-IMNN and MAF-DAE in the flat ΛCDM model. The black line is the FoM of the posterior calculated by only MAF with the uncompressed mock OHD in different learning rates.

FIG. 18. FoM calculated by MAF-DAE in the non-flat ΛCDM model.

FIG. 19. FoM calculated by MAF-IMNN and MAF-DAE in the flat ΛCDM model. The black line is the FoM of the posterior calculated by only MAF with the uncompressed mock OHD in different learning rates.

We show the different FoM in Fig. 17, Fig. 18 and Fig. 19. We can see that the FoM calculated from the posterior from MAF-DAE is generally larger, meaning that the data processed by DAE can give a tighter posterior. While using the small error training data, MAF-IMNN gives a bit smaller distributions.

VI. CONCLUSIONS AND DISCUSSION

In this paper, we validate the feasibility of MAF-IMNN, and compare IMNN and DAE in the procedure of constraining the cosmological parameters. Since we have already demonstrated that the confidence regions estimated with MAF are very close to those of MCMC [12], and the purpose of this work is to compare IMNN and DAE, we therefore used the results of MAF as the standard and did not calculate the KL divergence and FoM of the MCMC results.

We also used different model to simulate the training data to do a comprehensive comparison between DAE and IMNN. With the small error training data, the performance of those two methods is very similar. With the normal training data, the overall performance of DAE is better than that of IMNN. Nevertheless, there is always an apparent influence from IMNN or DAE, no matter which kind of training data was used. We can also estimate another cosmological model as long as we generate the training data according to the cosmological model.

Admittedly, our work is not perfect in some aspects.
Firstly, the simulation model in this paper is not complex enough to simulate the generation process and uncertainty, though we used Gaussian sample in this work and Gaussian process in our previous work[12] to generate training set. Because the main task in this work is to compare DAE and IMNN, we did not focus on the simulation model, but our next ongoing work is to build a better model to simulate OHD with deep learning. Secondly, there are other types of autoencoder, such as denoising variational autoencoder (the combination of variational autoencoder [39] and denoising autoencoder). We chose DAE in this work and our previous work [12] because it can not only learn the robust features but also significantly reduce the noise level. However, it is hard to tell if DAE is the best choice without experiments, so one of our future works is to use the method in this work to compare DAE with other autoencoders.

In the future, we will probably be able to do a better constraint if we can extend our dataset. However, we do not recommend mixing datasets, because it means mixing different errors which are calculated by different methods, we will not necessarily obtain an accurate estimation.
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