ABSTRACT
Estimated time of arrival (ETA) prediction, also known as travel time estimation, is a fundamental task for a wide range of intelligent transportation applications, such as navigation, route planning, and ride-hailing services. To accurately predict the travel time of a route, it is essential to take into account both contextual and predictive factors, such as spatial-temporal interaction, driving behavior, and traffic congestion propagation inference. The ETA prediction models previously deployed at Baidu Maps have addressed the factors of spatial-temporal interaction (ConSTGAT [7]) and driving behavior (SSML [6]). In this work, we believe that modeling traffic congestion propagation patterns is of great importance toward accurately performing ETA prediction, and we focus on this factor to improve ETA performance. Traffic congestion propagation pattern modeling is challenging, and it requires accounting for impact regions over time and cumulative effect of delay variations over time caused by traffic events on the road network. In this paper, we present a practical industrial-grade ETA prediction framework named DuETA. Specifically, we construct a congestion-sensitive graph based on the correlations of traffic patterns, and we develop a route-aware graph transformer to directly learn the long-distance correlations of the road segments. This design enables DuETA to capture the interactions between the road segment pairs that are spatially distant but highly correlated with traffic conditions. Extensive experiments are conducted on large-scale, real-world datasets collected from Baidu Maps. Experimental results show that ETA prediction can significantly benefit from the learned traffic congestion propagation patterns, which demonstrates the effectiveness and practical applicability of DuETA. In addition, DuETA has already been deployed in production at Baidu Maps, serving billions of requests every day.

1 INTRODUCTION
Estimated time of arrival (ETA) prediction (a.k.a., travel time estimation) aims at predicting the travel time for a given route and departure time, which greatly helps users to make informed decisions about traffic conditions and plan their travels wisely in advance. ETA prediction is a fundamental task for a wide range of transportation services, such as navigation, route planning, ride-hailing, and logistics management. Accurate ETA prediction can provide users with valuable information to make decisions, such as choosing the optimal route or time for travel, which can significantly reduce travel time and improve overall transportation efficiency. In recent years, with the rapid development of smart transportation systems and the availability of large-scale transportation data, ETA prediction has become an increasingly important research topic.

This demonstrates that DuETA is an industrial-grade and robust solution for large-scale ETA prediction services.
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We first formalize the task, then detail the architecture of DuETA.

2.1 Problem Formulation

When the ETA prediction service receives a request, it will provide the estimated arrival time on the basis of the received request, road network, road conditions, and other contextual information.
Road network: The road network is an essential component of ETA. In this study, the road network is defined as a directed graph \( G = (\mathcal{L}, \mathcal{E}) \), where \( \mathcal{L} \) is a link set and \( \mathcal{E} \) is an edge set. Link \( l \in \mathcal{L} \) represents a road segment. For the sake of convenience, “road segment” is referred to as “link” hereafter. Edge \( e_{ij} \in \mathcal{E} \) denotes the edge connecting link \( l_i \) and link \( l_j \), if \( l_i \) and \( l_j \) share the same junction.

Route: A route \( r \) is defined as a link sequence \( r = [l_1, l_2, \ldots, l_m] \), where \( m \) is the number of links in the route. Usually, a route contains hundreds of consecutive links. A navigation service produces several candidate routes based on the corresponding road network.

Request: A request is represented by a pair \( req = (r, s) \), where \( r \) is the route, and \( s \) is the departure time. The objective of ETA is to estimate the travel time \( y \) of the given request \( req \).

Dataset: A dataset is defined as \( D = \{(req^{(i)}, y^{(i)})\}_{i=1}^n \), where \( y^{(i)} \) is the ground-truth travel time of \( r \) in \( req^{(i)} \), and \( n \) is the number of requests in the dataset. For \( (req^{(i)}, y^{(i)}) \in D \), the travel time of the \( j \)-th link \( l_j^{(i)} \) in \( r^{(i)} \) of request \( req^{(i)} \) is denoted as \( y_j^{(i)} \), and the travel time of the entire route is computed by \( y^{(i)} = \sum_{j=1}^{m^{(i)}} y_j^{(i)} \).

2.2 Feature Preparation

Two types of features are prepared for ETA prediction: static features and dynamic features. The static features refer to features that do not change over time, consisting of the information of the road network of the corresponding city (e.g., the link ID, the length, the width, the number of lanes, the type of road, the speed limit, the type of crossing, and the kind of traffic light), as well as the contextual information (e.g., departure time and user profile).

On the contrary, the dynamic features change over time, such as traffic conditions. We aim to infer the future traffic conditions from the recent traffic conditions. When estimating the time of arrival, the traffic conditions of the past one hour are collected as features, which are divided into 12 time slots (5 minutes per time slot). For each link at each time slot, we calculate the median speed, max speed, min speed, mean speed, and record counts as features. These statistic numbers of a link \( l \) at time slot \( t \) are deduced from the traffic records in the dataset, where a time slot is set to 5 minutes in this paper. Then, these features are flattened and mapped into the same shape with static features by a linear transformation. Static and dynamic features are taken as the features of the links. For link \( l_i \in \mathcal{L} \), we denote its feature vector as \( x_i \).

2.3 Congestion-sensitive Graph

Instead of directly using the road network \( G \) as the graph for traffic congestion pattern modeling, we design a congestion-sensitive graph \( G^{cs} = (\mathcal{L}, (\mathcal{E}_f^i)_{i=1}^5, \mathcal{E}_h) \), where \( \mathcal{L} \) is the link set. For each link \( l \in \mathcal{L} \), we take advantage of the first-order neighbor links, as well as the high-order neighbor links whose traffic patterns are highly correlated to that of link \( l \). \( (\mathcal{E}_f^i) \) is a set of edge sets that describes the first-order neighbors, while \( \mathcal{E}_h \) is an edge set that describes the high-order neighbors. We detail them as follows.

2.3.1 First-order Neighbors. An edge \( e_{ij} \in \mathcal{E} \) of the road network \( G \) describes the relation between a link \( l_i \) and its first-order neighbor \( l_j \) that is directly connected to \( l_i \). Our previous work [7] has demonstrated that different types of neighbor links play varying roles in the future traffic of a given link. For example, the traffic congestion is more likely to propagate from downstream links to upstream links. In order to effectively handle such correlations, the following refinements are performed. First, we define multiple types of link relations and incorporate these relations into the construction of the congestion-sensitive graph. Second, we use attention mechanism separately for each relation to capture the impact of neighbor links, which is detailed in Section 2.4.1 and 2.4.2.

An edge describes the relation between two links, and all the edges in the edge set \( \mathcal{E} \) are divided into five types according to the connection relationships between the links. For example, as shown on the top of Figure 3, given a link, the second type of the first-order neighbor is its upstream link, and the third type of the first-order neighbor is its downstream link. Although the links of the remaining three types are not included in the travel route, the traffic conditions of these links also affect that of the target link. For example, the vehicles on these links may block the traffic at the intersection, thus holding up the traffic of the target link. The set for each type of edge is denoted by \( \mathcal{E}_f^r \) with \( r \) denoting the index of the type. That means \( \mathcal{E} = \cup \{(\mathcal{E}_f^r)\}_{r=1}^5 \).

2.3.2 High-order Neighbors. Existing studies only focus on the relationships between directly connected road segments. Despite the associations between the directly connected links, the long-distance associations between indirectly connected links are also crucial for ETA prediction. We aim to model the interactions between the link pairs that are spatially distant but highly correlated. Given a link, its indirectly connected links are called the high-order neighbors. Theoretically, all the indirectly connected links in the road network can be regarded as its high-order neighbors, and there are a great number of links in the road network. Considering the computational cost of STGNN, we extract the most correlated high-order neighbors for each link to construct the congestion-sensitive graph.

The correlated high-order neighbors are extracted from tens of millions of historical travel routes of Baidu Maps. The idea of high-order neighbor construction is demonstrated in Figure 3.
attention to each link’s 2-hop to 5-hop neighborhood to extract the correlated high-order neighbors, since traffic correlation between two links too far away is usually low. More concretely, for a link \( l_i \) in a historical travel route \( r = [l_1, l_2, \ldots, l_m] \), we first extract its 2-hop to 5-hop neighbors in the route as the candidate high-order neighbors of link \( l_i \). We denote those candidate high-order neighbors w.r.t. route \( r \) as \( N_{2-5}^r(l_i) = \{l_{i-5}, l_{i-4}, l_{i-3}, l_{i-2}, l_{i+2}, l_{i+3}, l_{i+4}, l_{i+5}\} \). Then, we calculate the Pearson correlation\(^1\) between the traffic patterns of link \( l_i \) and each candidate in \( N_{2-5}^r(l_i) \). The route-based correlation score between two links in the historical travel route \( r \) is denoted as \( c_{ij}^r \). We make the assumption that the higher the correlation score, the higher the probability that the corresponding links will impact each other. Finally, accounting for the population of co-occurrence of two links, for links \( l_i \) and \( l_j \), we sum up all the route-based correlation scores \( c_{ij}^r \) of all the historical travel routes as the final correlation score \( c_{ij}^{\text{final}} \). The most influential high-order neighbors of link \( l_i \) are defined as those links with the highest correlation scores \( c_{ij}^{\text{final}} \). For each link, we select the top-5 influential high-order neighbors. A high-order edge is defined as an edge that connects a link and one of its high-order neighbor links. All the high-order edges compose a high-order edge set, i.e., \( E^{\text{h}} \). Note that \( E^{\text{h}} \) is regarded as a supplemental edge set to capture the associations between the links that are spatially distant but highly correlated, and \( E \cap E^{\text{h}} = \emptyset \).

For the sake of convenience, we will use \( G_{\text{CS}} = (\mathcal{L}, (E_r)_{r \in R}) \) to denote the congestion-sensitive graph \( G_{\text{CS}} = (\mathcal{L}, (E_r^f)_{r \in R}) \) hereafter, where the high-order edges are considered as the sixth type of link relations.

### 2.4 Route-aware Graph Transformer

We design a route-aware graph transformer, which aims at efficiently and effectively aggregating traffic information through the congestion-sensitive graph. Figure 4 illustrates the architecture of the route-aware graph transformer. It takes the congestion-sensitive graph and the prepared features as input and generates the representation vector of each link in the route.

#### 2.4.1 Graph Transformer

In order to specify different weights to different links in a neighborhood, we use the graph transformer [22] as the backbone structure to aggregate the information from our congestion-sensitive graph. The reasons for choosing the graph transformer are two-fold. (1) It adopts the multi-head attention mechanism [23] to learn edge weights. (2) It addresses the oversmoothing problem in vanilla GNNs by residual connections.

Given a graph \( G = (\mathcal{L}, \mathcal{E}) \) and the corresponding link features \( X = [x_1, x_2, \ldots, x_N] \) of route \( r = [l_1, l_2, \ldots, l_N] \), the graph transformer performs multi-head attention for each edge \( e_{ij} \in \mathcal{E} \):

\[
\begin{align*}
q_{c,i} &= W_Q^c x_i + b_Q^c, \\
k_{c,j} &= W_K^c x_j + b_K^c, \\
v_{c,j} &= W_V^c x_j + b_V^c, \\
\alpha_{c,i,j} &= \frac{\exp \left( \frac{q_{c,i}^T k_{c,j}}{\sqrt{d}} \right)}{\sum_{k \in \mathcal{N}(j)} \exp \left( \frac{q_{c,i}^T k_{c,k}}{\sqrt{d}} \right)},
\end{align*}
\]

where \( q_{c,i}, k_{c,j}, \) and \( v_{c,j} \) denote the query, key, and value, respectively, of the attention mechanism. \( c \) represents the index of the head. For the \( c \)-th head attention, we transform the feature vector of link \( l_i \) (a neighbor of link \( l_j \)), i.e., \( x_j \) is converted into a key vector \( k_{c,j} \in \mathbb{R}^d \) and a value vector \( v_{c,j} \in \mathbb{R}^d \), \( W_Q^c, W_K^c, W_V^c \), \( b_Q^c, b_K^c, b_V^c \) are learnable parameters. \( \langle q_{c,i}, k_{c,j} \rangle \) is an exponential scale dot-product function, and \( d \) is the hidden size of each head. \( \mathcal{N}(i) \) denotes the neighbor links of link \( l_i \) according to the edge set \( \mathcal{E} \). With the graph multi-head attention \( \alpha_{c,i,j} \), we perform weighted aggregation from all the neighbors of link \( i \):

\[
h_i = x_i + \sum_{c=1}^{C} \sum_{j \in \mathcal{N}(i)} \alpha_{c,i,j} v_{c,j},
\]

where \( C \) is the number of attention heads. To tackle the oversmoothing issue [3, 20], we simply average the results from different attention heads to keep the same shape with the residual connection term \( x_i \). For the sake of convenience, function \( h_i = GT(i, G, X) \) is introduced to denote the graph transformer.
2.4.2 Route-aware Graph Transformer. In order to better capture the correlations between different links, we decompose the graph $G^{CS} = (L, \{E_r\}^6_{r=1})$ into six relational graphs, i.e., $G^{r(i)} = (L, E_r)$ where the relation index $r$ is from 1 to 6. We apply graph transformer to each relational graph $G^{r(i)}$ to obtain the representations of links. Then, for each link $l_i$, we summarize its representations that are learned through different relational graphs to produce a new hidden vector, which incorporates the six kinds of relations. Equation 5 is rewritten as:

$$h_i = x_i + \frac{1}{6C} \sum_{r=1}^{6} \sum_{c=1}^{C} \sum_{j \in N_r(i)} a_{c,i,j}^{(r)} v_{c,j}^{(r)},$$

where $N_r(i)$ is the set of neighbors for link $i$ w.r.t. the $r$-th relation.

We believe that the route-level information is also crucial for ETA prediction, and we integrate it into link representations. However, it is more challenging to estimate the traffic condition of a link that is far from the origin of a route, because the traffic condition when a user arrives at this link is likely different from that when the user requests the ETA. In addition, the graph transformer is unable to identify whether a link belongs to a given route or not, making it difficult to generate distinct representations of a same link w.r.t. different routes, as showcased by Figure 5a. To address these issues, we introduce two route-aware structural encoding methods, position encoding and route identifier, to identify the sensitivity on route information, as showcased by Figure 5b.

(a) Graph transformer is unable to distinguish the two routes in case 1 and case 2, because it generates the same representations of link a in two cases.

(b) Route identifier is added to distinguish whether a link belongs to a route or not, which facilitates generating distinct representations of link a in two cases.

Figure 5: The necessity of introducing a route identifier.

Specifically, the position encoding is designed to encode the order information of a link. Given a route, we calculate the shortest hop between the origin and a link in the road network as the link’s position encoding. In this way, the position encoding of a link can be regarded as a gate to control the degree of dependency of the traffic condition when a user requests the ETA. In addition, a route identifier is added to distinguish whether a link belongs to a route or not, which enables the graph transformer to generate contextualized link representations.

2.4.3 Integration. To capture the local dependencies between links in the requested route, we use a 1-D convolution layer (Conv1D) with a window size of 3 [18] and take link representation vectors of the links in the route as input. Then, a multilayer perceptron (MLP) with ReLU [1] as the activation function is employed, which takes the smoothed output from Conv1D as input and estimates the travel time of each link:

$$\hat{y} = \text{MLP}(\text{Conv1D}([h_1, h_2, \ldots, h_m])), \quad (7)$$

where $\hat{y}$ is the estimated travel time of the $i$-th link in the route.

The estimated travel times of all the links in the route are summed up as the estimated travel time of the entire route $r = \{l_1, l_2, \ldots, l_m\}$:

$$\hat{y} = \sum_i \hat{y}_i. \quad (8)$$

where $\hat{y}$ denotes the estimated travel time of route $r$.

Multi-task learning is adopted to optimize the model parameters from both the link-level and the route-level. On the one hand, Huber loss [14] is used as the link-level loss function, which is defined as:

$$L_{\text{link}}(\hat{y}_i, y_i) = \begin{cases} \frac{1}{2}(\hat{y}_i - y_i)^2, & |\hat{y}_i - y_i| < \delta, \\ \delta(|\hat{y}_i - y_i| - \frac{1}{2}), & \text{otherwise}, \\ \end{cases} \quad (9)$$

where $\delta$ is a hyper-parameter to alleviate the impact of the outliers. On the other hand, absolute percentage error (APE) is used as the loss function of the entire route $L_{\text{route}}$, which is defined as:

$$L_{\text{route}}(\hat{y}, y) = \frac{|\hat{y} - y|}{y}. \quad (10)$$

We combine the link-level loss $L_{\text{link}}$ and the route-level loss $L_{\text{route}}$ to obtain the loss function $L$:

$$L = \frac{1}{n} \sum_i \left( \frac{1}{m(i)} \sum_{j=1}^{m(i)} L_{\text{link}}(\hat{y}_j, y_j) + L_{\text{route}}(\hat{y}_j, y_j) \right). \quad (11)$$

We minimize $L$ to optimize the parameters of the model.

3 EXPERIMENTS

3.1 Experimental Setup

| Dataset | #Links | #Training routes | #Test routes | Average links per route |
|---------|--------|-----------------|-------------|------------------------|
| Beijing | 2,435,719 | 20,067,736 | 4,153,587 | 96.87 |
| Shanghai | 2,427,225 | 23,844,299 | 5,280,030 | 87.98 |
| Tianjin | 1,643,454 | 7,760,443 | 1,815,334 | 94.25 |

We evaluate DuETA against several competitive baseline methods on three real-world, large-scale datasets, including Beijing, Shanghai, and Tianjin. These metropolises are the largest cities in China, which contain millions of links individually. The datasets are sampled from Baidu Maps, which consist of tens of millions of routes and their corresponding travel times ranging from Oct. 10th to Nov. 20th, 2021. The selected period minimizes the impact of the
The statistics of the datasets are shown in Table 1.

Three widely-used metrics for evaluating ETA prediction, including mean average error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE), are used to evaluate the methods, which are defined as:

\[
\text{MAE}(\hat{y}(i), y(i)) = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}(i) - y(i)|, \quad (12)
\]

\[
\text{RMSE}(\hat{y}(i), y(i)) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}(i) - y(i))^2}, \quad (13)
\]

\[
\text{MAPE}(\hat{y}(i), y(i)) = \frac{1}{n} \sum_{i=1}^{n} \frac{|\hat{y}(i) - y(i)|}{y(i)}. \quad (14)
\]

### 3.2 Baselines

We compare DuETA against the following five baseline methods.

- **AVG**. For each dataset, we calculate the average travel times of each link at each time slot according to the records in the training set. Given a request \( r = (r, s) \), we sum up the statistical travel times of all the links in route \( r \) with the departure time \( s \) to estimate the travel time of \( r \).

- **STANN** [9]. STANN is an STGNN, which encodes the spatial and temporal traffic information by attention mechanism and LSTM. The standard STANN assumes that all links in the road network are connected, making it computationally impractical for large-scale datasets. Therefore, we revise it to consider only the spatially connected links.

- **DCRNN** [21]. DCRNN is also an STGNN, which first captures the spatial information by graph convolution network and then captures temporal information by LSTM.

- **DeepTravel** [37]. DeepTravel is an end-to-end method, where the spatial and temporal features are extracted and taken as the input of a bidirectional LSTM to estimate the travel time. We re-implement DeepTravel based on the road network instead of the original spatial grids.

- **ConSTGAT** [7]. ConSTGAT is our previously deployed end-to-end ETA prediction model at Baidu Maps, which models the joint relations of spatial and temporal information as well as the contextual information of a route.

All methods are implemented using PaddlePaddle, an open-source deep-learning platform maintained by Baidu. We set the embedding size and the hidden size of DuETA to be 32. The number of attention heads \( C \) is set to be 8. The same settings are applied to the baseline methods, for a fair comparison. The model parameters are optimized by Adam optimizer [16] with a learning rate of \( 3 \times 10^{-5} \). The model hyperparameters are tuned according to the validation performance, online serving latency, and model capacity.

### 3.3 Results and Analysis

#### 3.3.1 Overall Performance

We conducted offline tests to compare DuETA with multiple strong baselines to demonstrate the superiority of DuETA. Table 2 shows the experimental results. Boldface indicates the best score w.r.t. each metric. From the results, we have the following observations.

1. The performance of the naive baseline AVG is the worst, as it makes a simple assumption that the traffic condition of each link at each time slot is constant.

2. STANN and DCRNN significantly outperform AVG by a large margin in terms of all metrics on three datasets. The main reason is that they both take into account the spatial and temporal information of the traffic conditions.

3. DeepTravel and ConSTGAT significantly improve over both STANN and DCRNN on three datasets. The improvements are mainly due to two reasons: End-to-end methods are more effective than the segment-based methods, and the correlations of spatial and temporal information are jointly modeled.

4. Results show that DuETA significantly outperforms all baselines, which demonstrates that modeling traffic congestion propagation patterns is able to significantly benefit the performance of ETA prediction. The main reason is two-fold. On the one hand, DuETA is more sensitive to long-distance traffic congestion, because the introduction of high-order neighbors enables DuETA to bridge the gap between links that are not directly connected yet are highly correlated. On the other hand, the cumulative effect of delay variations over time caused by traffic events on the road network can be alleviated by the high efficiency of traffic congestion pattern modeling.

![Figure 6: The \( \Delta \text{RMSE} \) of ablation versions of DuETA.](image)

### Table 2: Performance of DuETA and the baseline methods for ETA prediction on three real-world datasets.

| Method      | Beijing MAE (sec) | Beijing RMSE (sec) | Beijing MAPE (%) | Shanghai MAE (sec) | Shanghai RMSE (sec) | Shanghai MAPE (%) | Tianjin MAE (sec) | Tianjin RMSE (sec) | Tianjin MAPE (%) |
|-------------|-------------------|--------------------|------------------|--------------------|---------------------|-------------------|------------------|-------------------|------------------|
| AVG         | 367.37            | 750.68             | 41.25            | 312.22             | 575.82              | 39.74             | 316.47           | 567.34            | 35.94            |
| STANN       | 206.18            | 450.57             | 24.37            | 184.46             | 369.88              | 24.32             | 183.52           | 367.08            | 24.27            |
| DCRNN       | 204.65            | 444.10             | 24.81            | 183.52             | 367.08              | 24.27             | 183.52           | 367.08            | 24.27            |
| DeepTravel  | 183.87            | 410.92             | 21.67            | 170.09             | 328.35              | 25.10             | 178.66           | 386.33            | 19.62            |
| ConSTGAT    | 181.91            | 401.21             | 22.03            | 158.33             | 319.62              | 21.05             | 176.61           | 381.49            | 19.59            |
| DuETA       | **178.39**        | **399.12**         | **21.22**        | **155.85**         | **315.82**          | **20.83**         | **171.42**       | **370.59**        | **19.50**        |
3.3.2 Ablation Studies. We perform ablation experiments to understand the relative importance of different components of DuETA.

First, we examine the impact of different components of DuETA, including the route-aware graph transformer and the congestion-sensitive graph. The ablation results in Figure 6 show that removing both components hurts performance significantly in all three cities. This demonstrates the significance of both components in improving ETA prediction performance. Moreover, removing the high-order neighbors (DuETA w/o high-order neighbors) leads to significant drops in performance on all datasets. This confirms the effectiveness of the long-distance associations between links for ETA prediction.

Second, we study the effect of the route-aware graph transformer. To learn the long-distance associations between links, DuETA adopts a route-aware graph transformer that encodes route identifier and position information. To obtain an understanding of the effect of the route identifier, we visualize the distributions of the attention weights in Figure 7. The sub-figures at the top of Figure 7 show the distributions of the attention weights of the complete DuETA, while the sub-figures at the bottom show those of the ablative DuETA without a route identifier (abbr. "DuETA w/o RI"). From the results, we have the following observations. For the links that are in the travel routes (abbr. "On route" in Figure 7), the averaged attention weights of the complete DuETA are larger than those of "DuETA w/o RI" in all three cities. By contrast, for the links that are not in the travel routes (abbr. "Off route" in Figure 7), the averaged attention weights of the complete DuETA are smaller than those of "DuETA w/o RI". This demonstrates that the introduction of a route identifier enables DuETA to pay more attention to the links that are in the travel routes.

Third, we study the effect of a congestion-sensitive graph. To enable DuETA to capture the interactions between links that are spatially distant but highly correlated with traffic conditions, we construct a congestion-sensitive graph based on the correlations of traffic patterns. Figure 8 presents the Pearson correlation coefficients of the traffic patterns between the links and their neighbors. It can be seen that the correlations between the links and their first-order neighbors are the strongest among all kinds of neighbors. This is intuitive, because the traffic flows on spatially adjacent and closely connected links can easily influence each other. Although the correlations between the links and their second-order and third-order neighbors are relatively lower than that of first-order neighbors, they can also contribute to improving the performance of ETA prediction. Moreover, the average Pearson correlation coefficients of our selected high-order neighbors is much higher than those of the second-order and third-order neighbors, which demonstrates the significant role of high-order neighbors in improving ETA prediction performance. To further investigate the impact of high-order neighbors for traffic congestion pattern modeling, we examine the relative improvements of high-order neighbors in cases of traffic congestion\(^2\) and normal traffic. Table 3 shows the

\[\text{Pearson Correlation}\]

\[
\begin{array}{c|ccc|ccc|ccc|ccc}
\text{City} & \text{1-hop} & \text{2-hop} & \text{3-hop} & \text{1-hop} & \text{2-hop} & \text{3-hop} & \text{1-hop} & \text{2-hop} & \text{3-hop} \\
\text{Beijing} & 0.27 & 0.13 & 0.02 & 0.30 & 0.13 & 0.03 & 0.33 & 0.17 & 0.08 \\
\text{Shanghai} & 0.23 & 0.08 & 0.02 & 0.21 & 0.06 & 0.01 & 0.24 & 0.11 & 0.08 \\
\text{Tianjin} & 0.28 & 0.08 & 0.02 & 0.21 & 0.06 & 0.01 & 0.24 & 0.11 & 0.08 \\
\end{array}
\]

\(^2\)Here, traffic congestion is defined as speed \(\leq 10\) km/h.
relative improvements of high-order neighbors in cases of different traffic conditions. Results show that the improvements achieved by DuETA in case of traffic congestion are much higher than those of normal traffic. This further verifies the effectiveness of high-order neighbors in improving ETA prediction.

### Table 3: The relative improvements (MAPE) of high-order neighbors in different traffic conditions.

|           | Congestion | Normal |
|-----------|------------|--------|
| Beijing   | 12.2%      | 6.6%   |
| Shanghai  | 12.0%      | 6.8%   |
| Tianjin   | 17.0%      | 5.9%   |

#### 3.4 Practical Applicability
Before deploying DuETA in production, we conducted a case study to validate the practicability of DuETA, as well as to verify the superiority of DuETA in traffic congestion propagation modeling over the previously deployed model, ConSTGAT. Specifically, given a requested travel route $r$ that consists of the origin link $S$, the destination link $E$, and the links in between $S$ and $E$, we compare the future traffic conditions of the links in $r$ predicted by ConSTGAT and DuETA when congestion occurs in a distant link $P$. Figure 9 shows two cases of future traffic conditions predicted by ConSTGAT and DuETA. From the results, we make the following observations. First, the sub-figures at the left present the results predicted by ConSTGAT and DuETA when the traffic condition of link $P$ is normal. We can see that the future traffic conditions of the links in $r$ predicted by both models are mostly normal without any congestion. Second, the sub-figures at the right illustrate the results predicted by ConSTGAT and DuETA when severe congestion occurs in link $P$. The results in Figure 9b clearly show that the traffic conditions of most links (predicted by DuETA) in $r$ are propagated from the congestion in distant link $P$, while the traffic conditions of these links (predicted by ConSTGAT) are still normal, as shown in Figure 9a. This demonstrates that DuETA is more sensitive to distant congestion than ConSTGAT, and it confirms the superiority of DuETA for the problem of traffic congestion propagation modeling.

### 3.5 Online Evaluation
Before being launched in production, we would routinely deploy the new ETA prediction model online and make it randomly serve about 25% of ETA prediction requests. During the period of A/B testing, we monitored the performance of DuETA and compare it with that of the previously deployed model online. This period conventionally lasted for one week, from Apr. 12th to Apr. 18th, 2022 in Beijing, China. Figure 10 shows the experimental results. From the results, we have the following observations.

First, for overall performance comparison, the RMSE scores of DuETA (blue line) are lower than those of the previously deployed model (orange line) from Figure 10a. This demonstrates the superiority of DuETA over the previously deployed model.

Second, we further investigate the contribution of DuETA to the travel time estimations of the long travel routes ($\geq3$km) and short travel routes (<3km). By comparing Figure 10b and Figure 10c, we can observe that DuETA achieves greater improvement on the long travel routes ($\geq3$km) than on the short travel routes (<3km). This observation is in line with our expectations, since DuETA focuses on resolving the issue of traffic congestion propagation, especially the cumulative effect of long-distance congestion propagation.

Third, we analyze the evaluation results of DuETA on the ETA prediction requests in non-rush hours, morning rush hours, and evening rush hours, as shown in Figure 10d, Figure 10e, and Figure 10f. DuETA consistently surpasses the previously deployed model in all the scenarios across the whole week. Especially since DuETA can respond quickly to the changes in the real-time traffic conditions, the improvement is more significant in the morning and evening rush hours.

Fourth, we observe that the averaged RMSE scores in the online evaluation of DuETA are higher than those in the offline evaluation. The main reason is that the real-time traffic data processing procedures (e.g., data collection, data identification, and data cleaning) in online settings typically introduce more noise data, which inevitably leads to inflated variance of data distribution between online and offline evaluations. This results in relatively higher RMSE scores in the online evaluation. Similar performance gaps between online and offline evaluations are also reported in our previous studies [7, 11] at Baidu Maps.

### 4 RELATED WORK
Here we briefly review closely related work in the fields of estimated time of arrival (ETA) prediction and traffic prediction with graph neural networks (GNNs).

#### 4.1 ETA Prediction
The mainstream methods for ETA prediction can be categorized into two groups: segment-based methods and end-to-end methods.
The segment-based methods [2, 26, 27] are widely used in most navigation services. They first estimate the travel time of each road segment independently. Then, the travel time of the entire route is obtained by simply summing up the estimated travel times of all road segments in the route. The segment-based methods are computationally efficient and scalable, since the travel times of road segments can be estimated in parallel. Although they are efficient, they do not account for the information of the travel route. The route information, such as the connections of road segments and traffic lights, is necessary for ETA prediction.

By contrast, the end-to-end methods [7, 25, 28, 37] take a route as input and directly estimate the travel time of the entire route. Compared with the segment-based methods, the end-to-end methods have achieved further improvements because they have taken into account the contextual information of a route [7]. For example, Wang et al. [25] applied convolution on traveling sequence for spatial representation learning and stacked LSTM for temporal modeling. Wang et al. [28] proposed a Wide-Deep-Recurrent model using a Wide&Deep network for feature extraction and an LSTM for trajectory information. However, the step-by-step message-passing techniques used by most existing methods are inefficient for modeling the traffic congestion propagation patterns along the route. In this work, we propose a more efficient method to model traffic congestion propagation patterns, which has been shown to significantly improve ETA prediction performance.

### 4.2 Traffic Prediction with GNNs

GNNs [17, 24] have been proven to be powerful structural modeling approaches. Recent studies have proposed variations of different spatial-temporal GNNs (STGNNs) to tackle the tasks of traffic prediction [8, 9, 15, 19, 21, 30, 32, 34] and ETA prediction [4, 7, 10]. STGNNs usually process spatial-temporal signals using a graph convolution network (GCN) [17] for geographic information and a recurrent model for a temporal dynamic. The major drawback of GNNs is their relatively weak scalability on real-world industrial datasets, since increasing the depth of a GNN often means exponential expansion of the neighbor scope. To alleviate this problem, recent studies of GNNs [33, 36] suggested that a properly extracted subgraph, consisting of a small number of critical neighbors while excluding irrelevant ones, can achieve significant accuracy improvement with orders of magnitude reduction in computation and hardware cost. Inspired by this observation, we propose a congestion-sensitive graph for traffic prediction in this paper.

### 5 CONCLUSIONS

Traffic congestion propagation pattern modeling is of great importance for ETA prediction. To address this, we develop a novel and practical ETA framework named DuETA. DuETA can efficiently learn the traffic propagation patterns through an elaborately designed, congestion-sensitive graph and a route-aware graph transformer. Experiments show that DuETA is a practical and robust solution for large-scale ETA prediction services.

In the future, we consider addressing the following open problems. First, given the observation that roads are successively constructed and upgraded [29, 31], we plan to investigate the transferability of our model to deal with unseen road segments or regions. Second, given the observation that the travel times of some routes have a considerable correlation with the POIs distributed along the roads. For example, the roads that pass schools, hospitals, and markets tend to be congested at specific times, which could potentially impact the ETA prediction performance. To address this issue, we plan to utilize the POI retrieval system [5, 11, 13] as an auxiliary tool to forecast which POIs would be densely populated and how extensively they would affect the ETA prediction.
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