The physics of signal propagation in a collection of organisms that communicate with each other both enables and limits how active excitations at the individual level reach, recruit and lead to collective patterning. Inspired by the patterns in a planar swarm of bees that release pheromones, and use fanning flows to recruit additional bees, we develop a theoretical framework for patterning via active flow-based recruitment. Our model generalizes the well-known Patlak-Keller-Segel model of diffusion-dominated aggregation and leads to more complex phase space of patterns spanned by two dimensionless parameters that measure the scaled stimulus/activity and the scaled chemotactic response. Together these determine the efficacy of signal communication that leads to a variety of migration and aggregation patterns consistent with observations.
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The physics of signal propagation in a collection of organisms that communicate with each other both enables and limits how active excitations at the individual level reach, recruit and lead to collective patterning. Inspired by the patterns in a planar swarm of bees that release pheromones, and use fanning flows to recruit additional bees, we develop a theoretical framework for patterning via active flow-based recruitment. Our model generalizes the well-known Patlak-Keller-Segel model of diffusion-dominated aggregation and leads to more complex phase space of patterns spanned by two dimensionless parameters that measure the scaled stimulus/activity and the scaled chemotactic response. Together these determine the efficacy of signal communication that leads to a variety of migration and aggregation patterns consistent with observations.

In groups of individual agents in both natural and artificial settings, communication is central to achieving a coordinated collective response. Indeed, the survival of the colony pivots around robust communication in the context of foraging [1–3], protection against invasion by an intruder [4, 5], brood care in eusocial clusters [6, 7] and other tasks inside the nest [8, 9]. The efficacy of communication is limited by the dynamics of signal propagation [10–13]. Over the last century, stigmmery has emerged as one of the most well studied mechanisms to achieve robust communication [14–16]: here animals modify the environment by using localized signals that serve as recruitment cues in the context of functional behavior. However, stigmmery is just one way of environmentally modulated communication. Organisms use slow diffusive signals [17–19] that underlie the principle of quorum sensing [20], passive and active fluid flows [21–23], and even elastic deformations [24] to transmit information via physical communication channels. Indeed, social insects such as honey bees (e.g. the species *apis mellifera*) use all these different modes of communication and actively modify their local mechanical, thermal and hydrodynamic environment to transmit information and coordinate their activities and functions.

A particularly striking example of active, long-range and fast communication is seen in bees that settle on a substrate and flap their wings to generate a fluid flow parallel to their body axis while releasing pheromones into it [25–29]. In Fig. 1(a) and SI Fig. S1, we show how fluid flow mediated communication leads to a characteristic triangular swarm shape that migrates towards the source of pheromones [25]. These patterns arise on time scales of minutes spontaneously from a disordered state and can extend to include hundreds of bees.

To understand the nature and efficacy of flow-mediated patterning, we need to couple the three observable spatiotemporal fields that are shown schematically in Fig. 1(b): the bee density $g(\mathbf{x},t)$ (and orientation $\mathbf{p}(\mathbf{x},t)$ denotes head forward) as a function of location on the plane $z=0$ denoted by $\mathbf{x}=(x,y)$ and time, the scalar pheromone concentration field $c(x,t)$ and the active fluid flow generated by the bees $\mathbf{u}_f(x,t)$. Bees disperse pheromones from their Nasonov glands into the active flow that they generate by fanning. This leads to the active recruitment of bees from the environment and their migration which then leads to an enhanced rate of pheromone dispersal. The positive feedback leads to spatio-temporal patterns of growing, self-focusing and migrating swarms. While there are many qualitative observations of the process [28, 30], the quantitative collective dynamics of recruitment, agent-environment feedback, and inter-agent interaction mediated by volatile pheromones is largely unexplored. Here, we develop a minimal model for fluid flow mediated communication and recruitment which we dub *rheomergy*. As we will see, our model broadens the scope of the classical Patlak-Keller-Segel (PKS) model [17–19] for chemotaxis by accounting for dynamics of active fluid flow and the behavioral response of the agents to flow-mediated communication leading to a more complex phase space of patterns.

**Continuum model of rheomergy:** The evolution equations for the agent density $g(\mathbf{x},t)$, the pheromone field $c(\mathbf{x},t)$ and the fluid flow generated by the agents, $\mathbf{u}_f(\mathbf{x},t)$ can be written as,

$$
\partial_t g + \nabla \cdot (u_n g) = D_n \nabla^2 g + (1 - g)\varphi_{\text{max}}[k_0 \delta c + \alpha_p \Theta(\delta c)], \quad (1)
$$

$$
u c = \chi \nabla^2 c, \quad (2)
$$

$$
\partial_t u_f = - \frac{\nabla p}{\rho_f} + \nu \nabla^2 u_f - \nu_u u_f, \quad (3)
$$

$$
\nabla \cdot u_f = 0. \quad (5)
$$

Equation 1 describes the migration, relaxation and recruitment of bees as a consequence of the agents relax-
FIG. 1. (a) Sequence of images showing recruitment of worker bees by collective fanning to the nest where the queen resides (Image: Peleg Lab at UC Boulder). We see a zoomed in view close to the queen’s cage (see also [25] and [26]). (b) Interaction rules between the variables in our model in Eqs. 1-5: agent density \( g(x,t) \) which is confined to a 2D surface \( x_1 = (x,y) \) generates a pheromone field of concentration \( c(x,t) \) that gets fanned through the environment by the actively generated bee velocity field \( u_f(x,t) \). The advected pheromone causes either additional agents (bees) to be recruited or causes them to migrate. (c) Phase diagram of rheomergy represented using two non-dimensional ratios: Active Peclet number which is the ratio of pheromone decay rate to active fluid shear rate, \( R_c/V_c \) and recruitment strength, \( R_f \); agent density is limited to a maximum \( \rho_o \). Figure 2 shows how the system evolves to the recruitment of the worker bees, i.e., \( \rho_f \rightarrow \rho_o, c \rightarrow c/\rho_o, u_f \rightarrow u_f(\zeta/\beta \rho_o), \theta \rightarrow \rho^2/(\beta \rho_o)^2 \).

In the case of active flow-driven communication, relevant for social insects, we assume that the agents operate in the interesting neighborhood of the threshold pheromone concentration \( c^* \), we therefore replace \( \Theta(\delta c) \rightarrow R_c \delta c \). In the limit of rapid equilibration of the pheromone concentration and a rapid relaxation to steady velocity relative to agent recruitment rates and pheromone decay rates relevant for social insects, we assume that \( \partial_t g \approx 0 \) and \( \partial_t u_f \approx 0 \), so that Eqs. 1-5 in scaled units reduce to

\[
\partial_t g + V_c \nabla g = (g \nabla g) = D_g \nabla^2 g + (1 - g/\rho_{\text{max}})(1 - g) + R_c \delta c, \tag{6}
\]

\[
D_c \nabla^2 c + V_c \nabla \cdot (\nabla u_f) = R_c g - c, \tag{7}
\]

\[
D_u (\nabla^2 u_f - u_f) = \nabla \rho_f \tag{8}
\]

\[
\nabla \cdot u_f = 0. \tag{9}
\]

When the diffusion of pheromone dominates over advection i.e. \( D_c \sim R_c \gg 1, V_c \) and in the absence of recruitment and relaxation (\( \omega_p \sim 0 \)) or when the agent density has reached the maximum value (\( g = \rho_{\text{max}} \)), Eqs. 6-7 reduce to the PKS equations (see SI sec. IV B for details). In this article, however, we are interested in the limit relevant for social insects where the dynamics of the agents is governed primarily by chemotaxis and recruitment, i.e., \( D_g \ll V_c \sim R_c \) and that the pheromone rapidly equilibrates due to advection, i.e. \( D_c \ll V_c \sim R_c \). From now on, we will therefore ignore the effects of agent and pheromone diffusivity.

We explore the different limits of the phase-space defined by the pheromone dynamics (governed by \( V_c, R_c \)) and by agent dynamics on the other.
by \(V_c, R_c \gg 1\) to understand the different modes of collective patterning determined by our model. There are four different regimes characterized by relative magnitudes of \(R_c, V_c\) and \(R_\theta, V_\theta\) (see Fig. 1(c)) which we address in a 1-dimensional setting before turning briefly to the 2-dimensional case (see SI sec. IV for details).

(I) Flow dominated regimes \((V_c, R_c \gg 1)\): In the flow-dominated regime, we explore the collective behavior of the agents as we vary \(R_\theta/V_\theta\) - see Fig. 1(c). Assuming that the colony is uniformly active and generating flow everywhere, i.e. \(\rho = 1\), the velocity field is given by the solution of Eqs. 8, 9 subject to the shear boundary condition at the wall: \(\partial_z(u_f \cdot \hat{x})|_{z = 0} = 1\), which yields a polarized flow field in the in-plane direction \(u_f(z) = u_f \cdot \hat{x} = -\exp(-z)\). Then the pheromone concentration (obtained by substituting the above result in Eq. 7) yields \(c(x) = R_c[1 - \exp(x/V_c)]\). This inhomogeneous pheromone concentration profile driven by a homogeneous agent density \(\rho = 1\) causes the agents to migrate when the chemotactic response \(V_\theta > 0\) (see from Eq. 6), indicating the unstable nature of this density profile.

Substituting the exponential flow profile into Eq. 7 for the pheromone dynamics (see SI sec. III for details) in the limit of advection-dominated pheromone transport leads to the shear becoming proportional to agent density so that \(\partial_z u_f \sim 1\), and Eqs. 6-8 simplify to the coupled system for the agent density and the pheromone concentration,

\[
\partial_t \rho + V_\theta \delta_z(\rho \delta_x c) = (1 - \rho/\rho_{\max})(1 - \rho) + R_\rho c, \quad (10)
\]

\[
-V_\theta \delta_x (c \rho) = R_c \rho - c. \quad (11)
\]

To explore the behavior of the collective agent dynamics in the different limits of phase-space we solve Eqs. 10, 11 (see SI sec. V for details).

(Ia) Recruitment dominated regime \((R_\rho \gg 1, V_\rho \ll 1)\): In Fig. 2(a) we see that an initially localized gaussian profile of the agent density \(\rho(x, 0)\) centered around \(x = 0\) grows and spreads along the direction of pheromone advection due to flow-driven agent recruitment. Eventually, the agent density saturates to maximal packing density \(\rho = \rho_{\max}\). Simultaneously, the pheromone concentration \(c(x, t)\) increases with increasing recruitment and is also advected by flow (see Fig. 2(a)). To understand the scaling behavior of the spatial-temporal profiles of the agent and pheromone density in the growth phase, we note that when the pheromone is produced by agents and transported by the active flow with decay being insignificant, Eq. 11 reduces to \(-V_\theta \delta_x (c \rho) \sim R_c \rho\). Furthermore, when the effects of chemotaxis are small (i.e. \(V_\theta \rightarrow 0\)), the agent density scales as \(\rho \sim xt\) while the concentration of the pheromone scales as \(c \sim x\) (see SI sec. IV A for a detailed analysis). Normalizing \(\rho(x, t)\) and \(c(x, t)\) using this scaling causes the curves to collapse on top of each other (see rightmost figures in Fig. 2(a)).

(II) Chemotaxis dominated regime \((V_\rho \gg 1, R_\rho \ll 1)\): In Fig. 2(b) we see that an initially localized agent density collectively migrates up the pheromone gradient. Simultaneously, the concentration of pheromone decreases in magnitude and migrates with the agents. To understand these observations we note that in the flow-dominated regime, Eq. 11 implies that \(-V_\theta \delta_x (c \rho) \sim R_c \rho\), which when substituted into Eq. 10 yields: \(\partial_t \rho - \left(V_\rho R_c/V_c\right) \delta_x \rho = V_\rho \delta_x (c \delta_x \rho)\). We see that agents migrate with a speed \((V_\rho R_c/V_c)\) and diffuse inhomogeneously due to the pheromone concentration that acts as a spatially varying diffusivity. Here the emergence of collectively polarized migration even in the absence of recruitment \((V_\rho \gg 1, R_\rho \rightarrow 0)\) is due to autonomous fluid flow coupled with pheromone production.

FIG. 2. Dynamics of agent density, \(\rho(x, t)\) and pheromone concentration, \(c(x, t)\) in the (a) flow (and recruitment) dominated regime ((Ia) in the text) where agents polarize in response to autogenic flow and recruitment, leading to an increase in concentration, \(c\). The plots on the right show the self-similar evolution of agent density and the pheromone concentration, consistent with a collapse of the different curves when scaled by \(xt, x\) before saturation (see SI sec. IV A for details). (b) Flow (and chemotaxis) dominated regime phase ((Ib) in the text) where the agents migrate upstream in the direction of flow through \((V_c = 5, R_c = 0.9, V_\theta = 280.0, R_\theta = 0.0)\). The results were obtained by numerically solving Eqs. 10, 11 (see SI sec. V for details).
in the pheromone-decay dominated regime, the concentration of the pheromone is proportional to the density everywhere, \( c \approx R_c \rho \). Substituting this into Eq. 11 we get,

\[
\partial_t \rho + (V_c R_c/2) \partial_y^2 \rho^2 = R_c \rho (1 - \rho),
\]

(13)

The agent density can exhibit two distinct behaviors, determined by the relative magnitude of chemotaxis and recruitment.

(IIa) Chemotaxis dominated regime (\( V_c \gg 1, R_c \ll 1 \)):
In this limit, Eq. 13 reduces to a nonlinear heat equation with a negative diffusivity. As the agents sense the pheromone generated by their immediate neighbors (as \( V_c \gg 1 \)) they migrate towards each other which results in a pile-up of the density (see SI sec. IV A for details of the similarity solution associated with aggregation). This aggregation behavior is qualitatively similar to what is seen in the PKS model, however the dynamics follows a different scaling law.

(IIb) Recruitment dominated regime (\( R_c \gg 1, V_c \ll 1 \)):
In this limit, Eq. 13 reduces to a linear homogeneous equation and the agent density grows exponentially as \( \rho \sim \exp(R_c \rho t) \). This leads to homogeneous growth (see SI Fig. S2(d)) unlike the flow-dominated scenario where advection of the pheromone leads to polarized recruitment and anisotropic patterning.

Analysis in 2D: Our 1D setting and analysis translates naturally to 2D scenarios. When recruitment is driven by fluid flow (\( V_c \sim R_c \)), we expect accumulation along the transverse direction (x-axis) when \( R_c \gg 1 \) as shown in Fig. 3, with a concomitant narrowing of the accumulated agent density along y-axis seen in Fig. 3. This results in the evolution of the density and the pheromone concentration towards a triangular shape seen in recent experiments with bees [25] (shown in Fig. 2(a) inset). Our study of the spatio-temporal organization of a collective of agents that actively generate and advect pheromones using autonomous flows to recruit additional agents generalizes the classic Patlak-Keller-Segel diffusive aggregation framework and shows the emergence of spatio-temporal patterns of agents that collectively communicate, migrate and aggregate. We delineate this in a phase-space defined by the ratio of recruitment strength to chemotaxis i.e. \( R_c/V_c \) and the ratio of shear strength to pheromone decay strength i.e. \( V_c/R_c \). For large shear strength and recruitment strength (\( V_c/R_c, R_c/V_c \gg 1 \)) the agent density exhibits successful polarized recruitment driven by the autogenic fluid flow. On the other hand, when the chemotaxis strength dominates (\( V_c/R_c, V_c/R_c \gg 1 \)) the agents are able to collectively migrate along the direction of the fluid flow. When the pheromone decay effects dominate (\( R_c/V_c, V_c/R_c \gg 1 \)) agents collectively aggregate which eventually results in the formation of shocks. Lastly, when the chemotactic velocity is weak but the recruitment strength is large (\( R_c/V_c, R_c/V_c \gg 1 \)) the agents can...
perform isotropic recruitment. Generalizing our framework to include the orientation dynamics of agents while accounting for the role of noise in sensing and actuation are natural next steps in characterizing decision making and collective response in active, embodied agents that use rheomergy.
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