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Abstract

Code-switching in automatic speech recognition (ASR) is an important challenge due to globalization. Recent research in multilingual ASR shows potential improvement over monolingual systems. We study key issues related to multilingual modeling for ASR through a series of large-scale ASR experiments. Our innovative framework deploys a multi-graph approach in the weighted finite state transducers (WFST) framework. We compare our WFST decoding strategies with a transformer sequence to sequence system trained on the same data. Given a code-switching scenario between Arabic and English languages, our results show that the WFST decoding approaches were more suitable for the intersentential code-switching datasets. In addition, the transformer system performed better for intrasentential code-switching task. With this study, we release an artificially generated development and test sets, along with ecological code-switching test set, to benchmark the ASR performance.

Index Terms: speech recognition, code-switching

1. Introduction

Multilingual speech recognition has made rapid progress in recent years, primarily due to the advances in deep learning and the availability of adequate training resources \cite{1,2,3,4}. In a study by \cite{5}, they discussed and compared the connectionist temporal classification (CTC) and the end-to-end lattice-free maximum mutual information (LF-MMI) for multilingual ASR. They illustrated that end-to-end LF-MMI is indeed competitive on a low-resourced multilingual task, comfortably outperforming a CTC baseline, owing specifically to its end-to-end nature, while the usage of context-independent phone labels made it attractive for multilingual ASR.

In a study by \cite{6}, they presented a single sequence-to-sequence ASR model trained on 9 different Indian languages, with very little overlap in their scripts. They took the union of language-specific grapheme sets and trained a grapheme-based sequence-to-sequence model jointly on data from all languages. They achieved 21% in performance over separately trained systems. A language-agnostic multilingual ASR system was studied by \cite{7}, which is the case for multicultural societies where several languages are frequently used together and often rendered with different writing systems. The system transforms all languages to one writing system through a many-to-one transliteration transducer. Thus, similar sounding acoustics were mapped to a single, canonical target sequence of graphemes, effectively separating the modeling and rendering problems. They achieved 10% relative reduction over a language-dependent system.

Most of the previous studies focused on multilingual scenarios without paying attention to code-switching, where there is an alternation between two or more languages within the same utterance. Code-switching in spontaneous speech is highly unpredictable and difficult to model \cite{8}. English-Mandarin has been studied most extensively \cite{9,10,11} in addition to other language pairs such as Friesian-Dutch \cite{12}, Hindi-English \cite{13,14,15} and French-Arabic \cite{16}.

There have been initiatives in building and analysing code-switching in Arabic-English speech \cite{17,18}. They studied code-switching in Sudanean Arabic and English through social media applications, 75% of their corpus was ready by 87 bilingual Arabic native speakers resulting in 2,289 audio files. They achieved 33% word error rate (WER) using ASR and language identification pipeline. \cite{19} built the ArzEn corpus, speech corpus for Egyptian Arabic and English code-switching. ArzEn comprised of 12 hours transcribed along with meta-data from linguistic, sociological, and psychological perspectives. Their corpus was recorded by 38 participants. They reported Code-mixing Index (CMI) over the whole corpus of 0.12, and over the code-switching sentences is only 0.17. A recent study, in \cite{20}, proposed a multilingual strategy to model code-switching in Arabic ASR. With the E2E model they reported state-of-the-art results indicating the efficacy of such method for handling both cross-lingual and Arabic dialectal code-switching with little CS data present in QASR dataset \cite{21}.

However, most of the previous studies in Arabic English code-switching are lacking the following: (i) publicly available corpus to reproduce their results; (ii) real code-switching (ecological) data where participants are talking spontaneously in daily life, not in data collection projects; and mostly (iii) detailed and complete analysis of ASR behaviours and insights on AM and LM system in code-switching ASR. To the best of our knowledge, there are no public studies with reproducible results for Arabic-English code-switching in spontaneous speech using the available monolingual dataset.

Therefore, our contributions in this paper are: (i) Using global multilingual WFST approach (our baseline), (ii) Developing a novel approach combining the Kleene closure with multi-graph WFST to support multilingual and code-switching for hybrid ASR, and (iii) Comparing the two hybrid approaches with end-to-end transformer ASR in code-switching scenarios.

2. ASR Architecture

The hybrid HMM-DNN ASR architecture based on the weighted finite-state transducers (WFSTS) outlined in \cite{22}. The training, development, and testing are the same as the Arabic MGB-2 \cite{23} and the English TED-LIUM3 \cite{24}. For more details, refer to Table \ref{table:1}.

Multilingual Hybrid ASR: For the hybrid ASR, we trained a Time Delay Neural Network (TDNN) \cite{25} using sequence discriminative training with the LF-MMI objective \cite{26} with...
the alignments from a context-dependent Gaussian mixture model-hidden Markov model (GMM-HMM). The input to the TDNN is composed of 40-dimensional high-resolution MFCC extracted from 25 msec frames and 10 msec shift along with 100-dimensional i-vectors computed from 1500 msec. Five consecutive MFCC vectors and the chunk i-vector are concatenated, forming a 300-dimensional features vector each frame.

A universal grapheme set has been investigated to build end-to-end multilingual ASR systems. Modeling graphemes implicitly models spelling, which reduced the amount of entries in the lexicon. However, graphemes can differ immensely from language to language, and languages may have nothing in common in terms of graphemes (e.g., Arabic and English in our case). Thus, we propose a multilingual architecture that merges all graphemes from multiple languages, keeping the language identity at the grapheme level. A multilingual 4-gram language model is learned over the transcriptions for all the languages.

End to End ASR Architecture: Our end-to-end ASR system is based on the transformer architecture [28], which consists of two sub-networks: an encoder model and a decoder model. The encoder transforms the input filter bank speech features X to a latent representation H. The previous predicted tokens outputs Y1,.,1, the decoder generates the next token Yt. The encoder is a multi-block architecture, where each block consists of a multihead self-attention (MA) module and position-wise feed-forward (FF) module. The decoder is similar to the encoder. However, it has an additional masked self-attention layer. The masked self-attention forces the decoder to attend only to earlier positions in the output sequence.

During the training, the transformer ASR predicts the target sequence Y of tokens from acoustic features X. For text tokenization, the word-piece byte-pair-encoding (BPE) [29] is used with BPE size of 5000. The total loss function L_{asr} is a multi-task learning objective that combines the decoder cross entropy (CE) loss L_{ce} and the CTC loss L_{ctc}.

3. Multilingual WFSTs

A weighted finite-state transducer (WFST) is a generalization of the finite automata where each transition has an input label, an output label, and an optional weight [31]. In this framework, it is possible to combine and compose multiple sources of knowledge to construct the output graph in a unified way. The output graph or network can be optimized using the determination and minimization algorithms. The speech recognition decoders based on WFSTs are employed in modern systems [33]. In WFST based decoding, the decoder is used to search the optimal solution constrained by a big WFST. This big WFST graph is composed of a language model (LM), an acoustic model (AM), and lexicon FSTs. Our implementation is based on the Kaldi speech recognition engine [32], where the final decoding graph $HCLG$ is composed of

$$HCLG = H \circ C \circ L \circ G$$

where H is the HMM definitions FST (its input symbols are acoustic modeling units (transition-ids) and the output symbols are the context-dependent symbols). C is the context dependency FST (its input symbols represent context-dependent phones and its output symbols are monophones). L is the pronunciation lexicon FST (its input symbols are monophones and its output symbols are words). G is the language model or the grammar finite state acceptor (FSA). The HMM transition probabilities, HMM emission probabilities, and LM probabilities are encoded in the graph via the weights. The optimal path is found by searching this graph using the Viterbi algorithm [33]. It represents the most likely word sequence given the acoustic features extracted from the input audio.

In this work, we present two approaches to build true multilingual speech recognition systems based on one graph. This graph will encode all the knowledge sources for all languages. We assume that the acoustic model and pronunciation models are shared between all languages in this setup. Figure 1 summarizes the two approaches developed in this work.

3.1. Global G approach

In this approach, a language model is trained on a multilingual corpus [35]. The corpus consists of the concatenation of the text for each language. This approach does not require text that contains code-switching where the text is a mix of different languages. The language model is converted into $G$ FSA, and composed with other sources to build the $HCLG$ cascaded graph. The graph is used for decoding, and the output of this process is a bilingual/multilingual text, depending on the spoken audio.

3.2. Multi-graph approach

Assume we built a $HCLG$ graph for each language, then it is possible to search the graphs in parallel using a union operation [35]. However, searching the languages in parallel during decoding does not allow the transition between languages.

To overcome this problem, we propose to add transition arcs between the languages using the Kleene closure. Hence, the decoder can switch between languages during the decoding.

For example, assume we have simple $HCLG$ graphs for English and Arabic languages as shown in Figure 3. Then each of these graphs is composed with sigma matcher FST (shown in Figure 4) to get rid of the paths which only have epsilons on (i.e., no symbol). This is necessary to avoid errors during decoding in the Kaldi framework. The two languages can be searched in parallel using a union operation. Finally, a closure operation would allow the transition between languages during the search process. The two operations are shown in Figure 5.

Allowing the transitions between languages during the search means there is no need for explicit code-switching data to train the language model (main advantage of this approach). This is a desired property of the developed multilingual system.

4. Code-Switching Phenomena

The two most common types of code-switching are: (i) inter-sentential (switching between-utterances); the alternation in a single discourse between two languages, where the switching occurs after a sentence in the first language has been completed and the next sentence starts with a new language; and (ii) intrasentential (within utterances): the alternation in a single discourse between two languages, where the switching occurs within the same sentence.

These phenomena in spontaneous speech are highly unpredictable and difficult to model for both NLP and speech modules [30], thus are of great interest to the research community.

| Type   | Hours | Programs | #segments |
|--------|-------|----------|-----------|
| AR Train | 1.206h | 2,214 | 370k |
| AR Dev   | 10h   | 11   | 268k |
| AR Test  | 10h   | 17   | 5,800 |
| EN Train | 450h  | 2,351 | 268k |
| EN Dev   | 1.6h  | 8    | 507 |
| EN Test  | 2.6h  | 11   | 1,150 |

Table 1: Data used for acoustic modeling.
4.1. Intersentential Code-Switching Corpus

We concatenate the audio files of Arabic and English, we did not add any extra silence between sentences. It is worth mentioning that during the concatenation of the audio files, it was not possible to maintain same speakers during the transition between languages. Since the number of utterances in the English TED-LIUM3 dev/test is lower than the corresponding number in the MGB-2 dev/test as shown in Table 1, we randomly picked sentences from the MGB-2 to match the TED-LIUM3. Despite the fact that this can be seen as artificial setup, there are many practical scenarios where non-native speakers are interviewed to comment on news, such as multinational events in Broadcast news domain. The EAE corpus refers to concatenating English audio from TED-LIUM3 with Arabic Audio from MGB-2 and English Audio from TED-LIUM3. This is to simulate $EN \rightarrow AR \rightarrow EN$ intersentential code-switching scenario. Same for AEA corpus. More details of the EAE and AEA\footnote{Available from https://arabicspeech.org/tedl_mgb2_cs_augmented/} are present in Table 2.

4.2. Intrasentential Code-Switching: ESCWA Corpus

We studied an eight-hour corpus collected over two days of meetings of the United Nations Economic and Social Commission for West Asia (ESCWA) in 2019. From the data, we observed that more than 2.8 hours\footnote{Available from https://arabicspeech.org/escwa/} (in Table 2) of the collected speech demonstrate intrasentential code-switching, where the alternation between Arabic and English is happening within the same sentence. We use Code-Mixing Index (CMI) to report the level of code mixing in the ESCWA corpus.

We reported the corpus level CMI by simply averaging the utterance level switching.\footnote{In few cases, as with Algerian, Tunisian, and Moroccan native-speakers, the switch is between Arabic and French.} The details of the level of code-switching are present in Table 3.

| Corpus ID | Total Hours | #segments |
|-----------|-------------|-----------|
| Dev $E\rightarrow A$ | 4.1h | 506 |
| Test $E\rightarrow A$ | 7.8h | 1,154 |
| Test $A\rightarrow E$ | 8.0h | 1,154 |
| ESCWA | 2.8h | 845 |

Table 2: Dev and test data used for code-switching evaluation.
switching in ESCWA corpus are presented in Table 3 and an example of segment in 45-100% range is presented in Figure 5.

Table 3: Details of code-switching level of ESCWA data using CMI range. word/Utt. represents the average word count per utterance, CA is the mean number of code alternation points in utterances, #: presents the number of utterances and and Avg. dur is average duration in seconds that belong to that particular CMI range.

5. Experiments and Results

Table 4 shows the WER of the monolingual, the multilingual, and the transformer systems. The decoding in the multilingual system is based on the Global G approach, where the language model graph is built from a multilingual text. It is noticeable that the transformer system WER results are slightly better than the hybrid system.

We tested four methods to evaluate our multilingual decoding strategies: (i) the Global G approach, where the language model is trained on a multilingual corpus; (ii) the multi-graph approach, where we build HCLG graph for each language, combined using union operation; (iii) the end-to-end transformer architecture; and (iv) finally, assuming that we have the oracle language code-switching, we build monolingual models for Arabic and English and decoded the split dev/test sets. This setup provides an upper bound on the code-switching results reported using the global G and multi-graph approaches.

Results are shown in Table 5. For intersentential code-switching, the WFST based decoding strategies are doing much better than the transformer system. This can be explained as the attention mechanism has never encountered a long Arabic sentence followed a long English sentence in the training data set. In addition, the multi-graph approach led to the best results. Hence, the WFST decoding strategies may be more suitable for the intersentential code-switching tasks. On the other hand, the transformer system results for intrasentential code-switching task evaluated using the ESCWA dataset are better than the WFST decoding strategies. The transformer system can respond quickly to the rapid change in the language during talking. This is not the case for WFST decoding systems, where it is difficult to switch the language model quickly during the decoding. In general, high WER for the ESCWA dataset is expected since there is acoustic conditions mismatch between the train and test datasets. Also, the data is dominated by dialectal Arabic with intrasentential code-switching. Such intrasentential phenomena can affect the performance of ASR more than intersentential code-switching, as clearly observed from the ASR performance.

Intrasentential Example: Figure 5 presents an example from the ESCWA corpus with dialectal Arabic along with English. The 16-words sentence has a duration of 8.5 seconds with 9 switching points. In fact, it can be argued that there are 10 switching points, since the word data is written in Arabic script, while it is an English word. The hybrid speech-to-text system in the global graph approach and the multi-graph approach are not able to get more than two switching points, while the end-to-end transformer is able to detect nine switching points. Table 6 shows the global-graph WFST hybrid system is achieving the lowest WER 62.5%, while the end-to-end achieves 81.2%. However, by looking at the character error rate (CER) and code-switching points, it is clear that the end-to-end is outperforming both of the hybrid systems considerably. This can be addressed using transilated WER.

In this paper, we proposed an innovative new strategy for multilingual ASR speech recognition. In particular, we implemented three strategies to recognize code-switching speech. The first strategy is to decode the speech using a global language model built from a multilingual text. This approach serves as our baseline system. Our innovative framework deploys a multi-graph approach in the weighted finite state transducers (WFST) framework. Using a closure operation, our decoder can switch between languages during the decoding process, and the output of this process is a bilingual/multilingual text that depends on the spoken audio. The third strategy is to decode the speech using a powerful transformer system. Given a code-switching scenario between Arabic and English languages, the WFST decoding approaches were more suitable for the intersentential code-switching datasets. Moreover, the transformer system was doing well for the intrasentential code-switching task. The transformer system seems to very slow in training and decoding.
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