Novel hybrid machine learning optimizer algorithms to prediction of fracture density by petrophysical data
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Abstract
One of the challenges in reservoir management is determining the fracture density (FVDC) in reservoir rock. Given the high cost of coring operations and image logs, the ability to predict FVDC from various petrophysical input variables using a supervised learning basis calibrated to the standard well is extremely useful. In this study, a novel machine learning approach is developed to predict FVDC from 12-input variable well-log based on feature selection. To predict the FVDC, combination of two networks of multiple extreme learning machines (MELM) and multi-layer perceptron (MLP) hybrid algorithm with a combination of genetic algorithm (GA) and particle swarm optimizer (PSO) has been used. We use a novel MELM-PSO/GA combination that has never been used before, and the best comparison result between MELM-PSO-related models with performance test data is RMSE = 0.0047 1/m; \( R^2 = 0.9931 \). According to the performance accuracy analysis, the models are MLP-PSO < MLP-GA < MELM-GA < MELM-PSO. This method can be used in other fields, but it must be recalibrated with at least one well. Furthermore, the developed method provides insights for the use of machine learning to reduce errors and avoid data overfitting in order to create the best possible prediction performance for FVDC prediction.
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Abbreviations
AAPD Absolute average percentage deviation
ANN Artificial neural network
ANFIS Adaptive neuro fuzzy inference system
APD Average percentage deviation
CFD Cumulative distribution functions
CMIS Combination with the committee machine intelligent system
CP Caliper
CT Computed tomography
\( d_{\text{max}} \) Maximum aggregate size
DR Deep resistivity
DT Sonic interval transit time
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Introduction

Naturally fractured reservoirs (NFR) are one of the most economically important reservoirs globally, which has received much attention from petroleum engineers and geoscientists (Ja’fari et al. 2012; Nelson 1985; Ouenes 2000). Sarkheil et al. (2009) argued that natural fractures in reservoir rock structure are one of the reasons for high gas production from gas fields. The importance of NFR results from the developing relationship between porosity and permeability, as well as the relationship between fracture and high recovery factors in these reservoirs (Allan and Sun 2003; Nelson 2001; Wang and Sharma 2019; Warpsinski et al. 2009).

Natural fractures are observed in many of the world’s reservoirs, and this factor is significant in the oil and gas industry because it directly contributes to fluid flow. Fractures are a critical factor in reservoir development and management, and several methods for detecting them have been developed, including the use of petrophysical logs, mud loss history, core tests, well tests, and seismic data (Aguilera 2008; Dutta et al. 2007; Gale et al. 2007; Ja’fari et al. 2012; Suboyin et al. 2020; Thompson 2000; Tokhmechi et al. 2009). The reservoir’s fracture is extremely complex, and it is greatly influenced by geological conditions such as (Sarkheil et al. 2013):

- Under lithostatic
- Fluid pressure
- Tectonic
- Thermal and other geological stresses such as uplifting
- Volcanoes
- Salt intrusion

Many direct and indirect methods have been identified and used for FVDC detection from the past to the present (Ja’fari et al. 2012). The disadvantages of these methods are that they are very expensive and time-consuming, as well as having some practical limitations for example image log (based on FMI log) and coring (Ja’fari et al. 2012; Tokhmechi et al. 2009). In recent years, many researchers have used low-cost and time-consuming artificial intelligence methods to predict FVDC in oil and gas reservoir formations (Zazoun 2013). Boadu (1998) predicted FVDC using the artificial neural network (ANN) method using 3050 random data, including compressional wave (P-wave) and shear wave (S-wave). The results show that this algorithm fits the data properly and has high-performance accuracy (Boadu 1998). Ince (2004) successfully applied an ANN technique to 40 data records involving a two-parameter algorithm including CTODC (mm) (critical crack tip opening displacement) and $K_{IC}^{S}$ (Mpa $\sqrt{m}$) (critical stress intensity factor based on two-parameter model) to predict concrete fracturing. Later, Sarkheil et al. (2009) used the developed nonlinear modeling and forecasting system to evaluate and predict the reservoir fracture network using 17 wells from the Tabnak hydrocarbon field in Iran associated with image logs (FMI) and core measurements. The correlations between observed and predicted failure densities for training, validation, and test data were 0.92, 0.86, and 0.88, respectively, according to their
findings. The aforementioned Sarkheil et al. (2009) study provides fundamental information for scientific research in these areas as well as the assessment of hydrocarbon production. Jafari et al. (2012) used data from 15 wells in Iran’s Marun field, including deep resistance, neutron porosity, and bulk density log data. Based on the application of adaptive neuro fuzzy inference system (ANFIS) model, they were able to predict FVDC (Ja’fari et al. 2012). One year later, Zazoun (2013) achieved acceptable results using the ANN method with six inputs: core depth, gamma ray (GR), sonic interval transit time (DT), caliper, neutron porosity (NPHI) and bulk density (RHOB), fracture density (FVDC). With an $R^2$ value of 0.812, their four-layered ANN model using a conjugate gradient descent training algorithm provided the best fracture-density prediction performance (Zazoun 2013). Nouri-Taleghani et al (2015) used a combination of three models, multi-layer perceptron (MLP), radial basis function (RBF), and least-squares support-vector machine (LSSVM), in conjunction with the committee machine intelligent system (CMIS), to create combined models MLP-CMIS, RBF-CMIS, and LSSVM-CMIS in Marun oil field models to predict FVDC based on the six inputs variables including depth, caliper, neutron porosity (NPHI), photoelectric absorption factor (PEF), bulk density (RHOB), and deep induction log (ILD). The results of Nouri-Taleghani et al (2015) revealed that the LSSVM-CMIS hybrid model outperformed the other two hybrid models ($R^2 = 0.8950$ and RMSE = 0.102) (Nouri-Taleghani et al. 2015). Three years later, Li et al (2018) presented a model for predicting FVDC using algorithm synthesis support-vector machine (SVM) with genetic algorithm (GA) based on acoustic waves input variables and data related to carbonate reservoir in the Ordos Basin (China), and they predicting a correlation coefficient of 0.7 (Li et al. 2018). In the same year, Bhattacharya and Mishra (2018) obtained absolute accuracy of 74.8% and 79.6%, using random forest (RF) and Bayesian network (BN) algorithms with GR, RHOB, and CP inputs from the Appalachian Basin formations (USA) (Bhattacharya and Mishra 2018). According to recent research, intelligent machine learning models for accurately estimating the FVDC have

| Author                      | Year | Region | No. of Data | Artificial intelligence method | Input Variables                                                                 | Error                      |
|-----------------------------|------|--------|-------------|--------------------------------|--------------------------------------------------------------------------------|--------------------------|
| (Boadu 1998)                | 1998 | –      | 3050        | ANN                            | Compressional wave ($P$-wave), Shear wave ($S$-wave)                           | RMSE = 0.1198             |
| (Ince 2004)                 | 2004 | –      | 40          | ANN                            | Compressive strength ($f'_c$), maximum aggregate size ($d_{max}$), water–cement ratio ($w/c$), Youngs modulus ($E$) | –                        |
| (Sarkheil et al. 2009)      | 2009 | Iran   | –           | ANN                            | Azimuth, density, dip                                                          | $R^2 = 0.92$, 0.86 and 0.88 (train, validation and test) |
| (Ja’fari et al. 2012)       | 2012 | Iran   | –           | ANFIS                           | Deep resistivity (RT), neutron porosity (NPHI) and bulk density (RHOB)         | $R^2 = 0.92$, RMSE = 16.2 |
| (Zazoun 2013)               | 2013 | Algeria| 1349        | ANN                            | Core depth, gamma ray (GR), sonic interval transit time (DT), caliper, neutron porosity (NPHI) and bulk density (RHOB) | $R^2 = 0.812$             |
| (Nouri-Taleghani et al. 2015)| 2015 | Iran   | 395         | MLP-CMIS, RBF-CMIS and LSSVM-CMIS | Depth, caliper, neutron porosity (NPHI), photoelectric absorption factor (PEF), bulk density (RHOB), and deep induction log (ILD) | Best result (LSSVM-CMIS) RMSE = 10.2 |
| (Li et al. 2018)            | 2018 | China  | –           | SVM-GA                          | Acoustic waves                                                                  | –                        |
| (Bhattacharya and Mishra 2018)| 2018 | USA    | –           | BN and RF                       | Gamma ray (GR), bulk density (RHOB) and caliper (CP)                            | APD = 74.8–79.6%          |
provided inexpensive, fast, and accurate solutions, as shown in Table 1.

**Gap of knowledge and proposed novel model**

Numerous techniques, such as increased fluid loss rates into fissures and fractures or complete circulation loss during drilling operations, have been introduced to identify fracture reservoirs based on accurate observations during drilling (Feng et al. 2016; Xu et al. 2019). In the mid-1980s, advances in dip meter technology and image logs enable the detection of features such as FVDC (Luthi 2001; Serra 1989; Toyobo et al. 2020). Many authors argue that they can predict fracture density (FVDC) using micro-resistivity images (FMI), and the output of this log is image loge (Zellou and Ouenes 2003). Furthermore, image logs from advanced devices such as measurement-while-drilling (MWD) during drilling operations have been able to identify and determine fractures in reservoir rocks (Khorzoughi et al. 2018; Murphy 1993; Xu et al. 2016). Prior to the image logs technology, the fracture detection operation was performed in the laboratory using coring and X-rays, or computed tomography (CT) scans on the core, which both operations (image log and coring) required a significant cost and time (AlAwad and Fattah 2017; Andersen et al. 2013; Kuramoto et al. 2008; Romano et al. 2019; Zazoun 2013; Zerrouki et al. 2014). As a result, it will be highly beneficial to employ new techniques such as hybrid machine learning in order to obtain more accurate results while saving money and time.

This study attempted to provide a novel model (MELM with PSO/GA optimizer) that minimizes RMSE based on a database of more than 3019 data points, using 12 input variables based on feature selection, which includes: bulk formation density (RHOB); density correction (DRHO); thorium/uranium ratio (TURT); caliper (CALI); shallow resistivity (HMRS); thorium (THOR); the photoelectric index (PEF); neutron porosity (NPHI); potassium (POTA); deep resistivity (HDRS); uranium/potassium ratio (UKRT); and gamma ray (GR). Furthermore, several control measures are being used to increase accuracy, reduce errors, and avoid data overfitting in order to create the best possible prediction performance for FVDC prediction, which has never been done before in the literature.

**Methodology**

**Workflow diagram**

Four hybrid machine learning algorithms with two efficient optimizers are used in this paper to predict FVDC for three wells in the large Marun oil and gas field in southwestern Iran. Figure 1 shows the applied workflow diagram for predicting the FVDC. Based on this diagram, the data collection process was first applied to the studied field data from the Asmari carbonate reservoir. The data are then sorted to describe the data variable, and maximum and minimum values for each variable are determined. After normalizing the input data (Eq. 1), the feature selection...
process is performed to determine a suitable combination of inputs. After determining the best combination of inputs, the input data related to the two wells are divided into three sections: test, train, and validation.

\[
j'_i = \left( \frac{x'_i - \min_l}{\max_l - \min_l} \right) \times 2 - 1
\]

where \(\min_l\) and \(\max_l\) are the minimum and maximum values of the attribute \(l\) in an arrangement; \(x'_i\) is the value of attribute \(l\) for data record \(I\).

One way to compare algorithms is to have a proper comparison (statistical parameters) (Hazbeh et al. 2021a). At this stage, a comparison is made based on statistical parameters, and after identifying the best algorithm, it is tested for development on another well.

### Feature selection

One method for shortening the process and better estimating each model is to use the best features rather than all features, which increases the program's speed, efficiency, and accuracy (Farsi et al. 2021). This selection includes all of the features available for determining the best performance estimate (Jain and Zongker 1997). When the number of input variables is large, the probabilistic estimation becomes too repetitive and difficult to repeat consecutive performances. For example, if 15 attributes are available, there are as many as \(2^N\) possible combinations (32,768) (Chandrashekar and Sahin 2014). There are numerous feature selection methods (for example, filtering, wrapping, and embedded methods), the most basic of which is the filtering method, and not every evaluated subset is optimal (John et al. 1994). Wrapping methods are more accurate and effective than other methods because they use evolutionary algorithms (e.g., genetic algorithm (GA)) to identify ineffective variables and eliminate potential properties. Variables are generated using potential solutions; each data set is then normalized, and the results are obtained using the cost function, which in this case is the root mean squared error. GA transfers high-performance solutions (minimum RMSE) to the next optimizer iteration and applies the main reader, which includes crossover, combination, and mutation, to the new iterations (Wahab et al. 2015).

### Machine learning algorithms

Many researchers have conducted extensive research to determine the key factors in many areas of the oil and gas industry, including formation damage (Mohamadian and Ghorbani 2015), CO2 capture (Hassanpouryouzb and et al. 2019; Hassanpouryouzband et al. 2018a, b), reservoir performance (Ghorbani et al. 2017a), wellbore stability (Darvishpour et al. 2019), production (Ghorbani and Moghadasi 2014; Ghorbani et al. 2017b, 2014), rheology and filtration (Mohamadian et al. 2018), wellbore blowout (Abdali et al. 2021) and drilling fluid optimization (Mohamadian et al. 2019). Many studies in machine learning and new algorithms can aid in the solving of technical problems in many areas of the oil and gas industry (Choubineh et al. 2017; Ghorbani et al. 2020). In this study, four hybrid algorithms combine two networks of multi-extreme learning machines (MELM) and MLP using particle swarm optimization (PSO) and GA, including MELM-PSO, MELM-GA, MLP-PSO, and MLP-GA.

### Multi-layer perceptron

Artificial neural networks (ANNs) are one method for facilitating accurate prediction of dependent variables and complex methods and equations (Ali 1994). Because of the variety of complexities for each dependent variable, there are many different types of neural networks. The selection of attributes (i.e., the input variables to be considered), network architecture (number of layers and nodes), and the transfer of functions between layers, as well as the selection of training algorithm, are among the factors that increase the correct choice of these factors and thus increase the performance accuracy in artificial networks (Ghorbani et al. 2018; Mohamadian et al. 2021). The multi-layer perceptron (Fig. 2) is one of the most practical and adaptable neural networks for large and complex datasets (Rashidi et al. 2020). Therefore, MLP is very useful and suitable for predicting FVDC. Combining networks with different evolutionary algorithms is one way to improve performance and results in network algorithms. To improve the results, the MLP methodology employs two evolutionary genetic algorithms (GA) and one particle
swarm algorithm (PSO). One of the algorithms in the train that helps the MLP algorithm in fast convergence to the optimizer is the Levenberg–Marquardt (LM) algorithm.

**Multi-layer extreme learning machine**

ELM, introduced by Liang et al. (2006), is one of the fastest and easiest computing networks, avoiding time-consuming repetitions during ELM network training with single hidden layers (Liang et al. 2006). The input weight/bias in this network is selected at random from a uniform distribution and is not usually adjusted through network tuning (Fig. 3) (Cheng and Xiong 2017; Huang et al. 2011; Liang et al. 2006). The output weights of the ELM are converted to a linear output layer by inverting the hidden layer, and the optimal value of the output weight is identified using root mean-squared error regression (Huang et al. 2011). This eliminates the need for duplicate backpropagation simulation, which is an essential part of MLP networks (Yeom and Kwak 2017). The use of latent multi-layer ELM (MELM) is common in complex nonlinear systems that require classification. This new network (MELM) can achieve higher accuracy and generalizability than concealed single-layer models. The structure of MELM can be shown in (Rashidi et al. 2021).

**Genetic algorithm**

The genetic algorithm (GA) is one of the evolutionary algorithms that simulates feature selection and a suitable combination for hybrids with MLP and MELM and solves problems repeatedly (Simon 2013). One of the high-performance solutions is identified in each iteration and preferably used to help make changes to new solutions for the next GA iteration, while weaker performance solutions based on their poor fitness comparison are gradually eliminated (Mirjalili 2019).

**Particle swarm optimization algorithm**

The PSO algorithm is a common evolutionary algorithm based on the crowding of groups. Each particle has the potential to solve the problem, and the particle swarm represents one possible solution to the problem (Eberhart and Kennedy 1995). The PSO algorithm uses iteration to find the best possible random solution and to set the minimum ($V_{min}$) and maximum ($V_{max}$) values to determine the quality. Best positions for individual particles ($P_b$) and best positions achieved globally (Gb) by the entire particle swarm are recorded for each iteration of the algorithm (Atashnezhad et al. 2014). All information is transferred to the next iteration, and the position of each particle is adjusted with its velocity and the lowest $G_b$ and regarding the lowest $P_b$ of the particles of each particle is done, the velocity $V_t$ sets them to $V_{t+1}$, where $t$ refers to the number of iterations. For each iteration, the particles in the swarm reach the lowest RMSE target performance values that have the greatest impact on the next generation of particles (Rashidi et al. 2021). References to related velocity changes and flowcharts can be found in the articles of Singh et al. (2020) and Cai et al. (2020).

**Hybrid MELM-PSO/GA model**

One of the initial requirements of MELM neural network is to determine the number of hidden layers ($l$) and the number of neural cells ($n$) related to each outset, which is usually determined by trial and error (Tang et al. 2014). One of the benefits of using an optimizer algorithm is that it increases the speed and scope of the search for practical values. Finding these optimal parameters in network structure formation is very sensitive and important because selecting these optimal parameters can increase the number of hidden layers, hidden neurons, and nodes in these layers, resulting in structural complexity and inefficiency of the model, as well as increasing run time and preventing network structure formation (Zhang et al. 2016). In this paper, we use one of the most recent MELM fabrication methods (Fig. 4) to help identify the desired number of hidden layers and nodes in these layers (as opposed to trial and error); and after establishment, to help identify the optimal values of weights to be applied to each neuron in each latent layer, as well as the biases applied to each latent layer (replacement of random assignment of these values) (Farsi et al. 2021; Su et al. 2019; Zheng et al. 2019). In this article, a hybrid algorithm that combines PSO and GA optimization algorithms with a MELM network is used, which has not previously been used in this field. The combination of PSO with MELM forms a combination of PSO-MELM-PSO, and the combination of
GA with this network makes GA-MELM-GA. In this study, the number of hidden layers of MELM is allowed to vary from 3 to 9, and the number of nerve cells in each hidden layer is allowed to vary from 5 to 25 in order to determine and predict FVDC (Table 2). MELM-PSO has 3 to 7 hidden layers and 10 to 20 neurons for each hidden layer with higher accuracy (lower RMSE), as shown in Table 2, and control parameters used for predicting fracture detection for the algorithm specify PSO and GA in Tables 3 and 4.

### Hybrid MLP-PSO/GA model

A schematic of how to implement the MLP-PSO and MLP-GA models (Hazbeh et al. 2021b) is shown in Fig. 5. To optimize the weight and layer nodes (or neurons) in these hybrid neural networks, the MLP network is hybridized with GA and PSO algorithms (Rashidi et al. 2021; Sabah et al. 2019), as shown in Tables 5 and 6 of the control values, the PSO and GA parameters are given.

### Statistical errors for FVDC prediction

To predict FVDC using HML and statistical errors, a comparison of artificial intelligence methods such as mean square error (MSE), percentage deviation (PD), relative error (RE), average percentage deviation (APD), absolute average percentage deviation (AAPD), coefficient of...
determination ($R^2$), root mean square error (RMSE; the objective function of the HML models), and standard deviation (SD). The equations used in this work are given as Eqs. (2, 3, 4, 5, 6, 7, 8) in the following section:

**Mean Square Error (MSE):**

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Z_{\text{Measured}} - Z_{\text{Predicted}})^2$$

(2)

**Percentage deviation (PD) or relative error (RE):**

$$PDi_i = \frac{H_{\text{Measured}} - H_{\text{Predicted}}}{H_{\text{Measured}}} \times 100$$

(3)

**Average percentage deviation (APD):**

$$\text{APD} = \frac{\sum_{i=1}^{n} PDi_i}{n}$$

(4)

**Absolute average percentage deviation (AAPD):**

$$\text{AAPD} = \frac{\sum_{i=1}^{n} |PDi_i|}{n}$$

(5)

**Coefficient of Determination ($R^2$):**

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (H_{\text{Predicted}} - H_{\text{Measured}})^2}{\sum_{i=1}^{N} (H_{\text{Measured}})^2}$$

(6)

**Root Mean Square Error (RMSE):**

$$\text{RMSE} = \sqrt{\text{MSE}}$$

(7)

**Standard Deviation (SD):**

$$\text{SD} = \sqrt{\frac{\sum_{i=1}^{n} (D_i - D_{\text{mean}})^2}{n-1}}$$

(8)

### Table 3

| Parameter’s control for the PSO algorithms to PSO-MELM-PSO for the prediction of FVDC |
|:---------------------------------------------------------------|
| Parameters’ control | Values | Parameters’ control | Values |
| Number of inputs | 7 | Maximum number of iterations | 100 |
| Number of neurons in the layers | 20 | Swarm size | 60 |
| Number of hidden layers | 5 | Cognitive constant | 2.05 |
| Performance | RMSE | Social constant | 2.05 |
| | | Inertia weight (Damping ratio) | 0.99 |
| | | Var Min | −10 |
| | | Var Max | 10 |
| | | Intertie coefficient (w) | 1 |
| | | Max velocity | 2 |
| | | Min velocity | −2 |

### Table 4

| Parameter’s control for the GA algorithms to GA-MELM-GA for the prediction of FVDC |
|:---------------------------------------------------------------|
| Parameters’ control | Values | Parameters’ control | Values |
| Number of inputs | 15 | Population | 60 |
| Number of neurons in the layers | 20 | Selection method | Roulette wheel |
| Number of hidden layers | 5 | Crossover | Uniform ($p = 1$) |
| Performance | RMSE | Mutation | Uniform ($p = 0.04$) |
| | | Mutation rate | 0.11 |
| | | Selection pressure (Roulette wheel) | 2 |
Data collection, description, and distribution

Data collection

The Aghajari oil field, which includes the Asmari and Bangestan formations, is one of the oldest discovered fields and the largest in the Zagros basin. To investigate and predict FVDC, information from three wells AJ#A, AJ#B, and AJ#C in the huge Aghjari oil field on Iran's southwest coast was used (Fig. 6). There are 1026 datasets related to information collected from well AJ#A, 1057 datasets related to information collected from well AJ#B, and 936 datasets related to information collected from well AJ#C.

Data description

In this work, well AJ#C was used to develop and generalize this model in other wells in order to train the software and based on the data diversity of wells AJ#A and AJ#B. The total employed data include 1026 data from well AJ#A with a distance of 3824–4131 m, 1057 data from well AJ#B with a distance of 3801–4118 m, and 936 data from well AJ#C with a distance of 3905–4185 m. The data record distance for the data sets for each well is 0.3 m. Common well-log and wireline tools record petrophysical data (Ghasemi and Bayuk 2020). Some of the petrophysical data used in this study to predict FVDC include: bit size (BS); caliper (CALI); density correction (DRHO); neutron porosity (NPHI); the photoelectric index (PEF); potassium (POTA); uranium (URAN); thorium (THOR); thorium/potassium ratio (TKRT); thorium/uranium ratio (TURT); uranium/potassium ratio (UKRT); bulk formation density (RHOB); gamma ray (GR); deep resistivity (HDRS); and shallow resistivity (HMRS). Tables 7 and 8 show statistical characterization for whole and individual data sets (AJ#A = 1026 data records; AJ#B = 1057 data records; AJ#C = 936 data records), respectively.
Data distribution

The cumulative distribution functions (CDF) (Hazbeh et al. 2021a) are one of the criteria used to describe the data (Eq. 9).

\[ F_X(x) = P(X \leq x), \forall x \in R \]  

where \( F_X(x) \) is cumulative distribution functions; \( x \) is data variable value range; \( X \) is the value of variable \( x \) in a specific data record; and \( R \) is the dataset of data records.

Table 9 provides useful visually statistical information of variables for Figs. 7 and 8 (CFD for input variables) hairs with normal distributions defined by variable means and standard deviations (thicker red line).

Based on the CFDs shown in Figs. 7 and 8, it can be seen that the information about the seven parameters POTA, TKRT, TURT, UKRT, HDRS, HMRS, and FVDC is not normally distributed, but the other parameters except BS that all data are the same and are normally distributed. After examining Fig. 8, it can be seen that it has the largest deviation from the normal HDRS distribution.

---

Result and discussion

Feature selection for FVDC prediction

One of the most important factors for improving performance and high accuracy in optimizing hybrid models is feature selection after constructing the MLP-GA model and finding the reducing of the number of independent input variables in the models using multiple evaluations and training, as well as finding the MLP structure. Based on the identified two layers with 6 and 5 nodes in their first and second hidden layers, the most effective feature selection model in minimizing RMSE can predict FVDC values.

Using the MLP architecture, the approach randomly selected 30% of the total data records available for the experimental subset before assigning the remaining 70% to the training subset. Given that this method was unable to prevent the increase in the feature selection process, some features have a disproportionate effect on the predictions. The feature selection process is as follows: First, the features are selected into one, double, triple, etc., categories up to fifteen. In the next step, for example, in categories one, enter each feature as input to the MLP-GA algorithm and after outputting the RMSE value is obtained for them. Finally, for one category, the best RMSE is reported in Table 5, which here is HDRS (Q14).

This comparison shows us that the most effective input feature among the categories is HDRS, and the same is true for the other categories. Table 10 implements a method for determining the combination of 15 variables in feature selection. In order to determine the combination of 15 variables in the feature selection in Table 10 according to Q1–Q15.

After checking the feature selection and combining several inputs, it calculates the RMSE values according to the selection of different inputs. Following a review, it was determined that the 12 input variables that outperformed on
Table 7  Statistical characterization to prediction of FVDC prediction of 3019 data variables to the well-log dataset for all Aghajari oil field wells

| Units | Variables | Bit Size | Caliper | Density correction | Neutron porosity | The photoelectric index | Potassium | Uranium | Thorium | Thorium/potassium ratio | Uranium/potassium ratio | Bulk density | Gamma ray | Deep resistivity | Shallow resistivity | Fracture density |
|-------|-----------|----------|---------|-------------------|-------------------|------------------------|-----------|---------|---------|-------------------------|-------------------------|--------------|------------|------------------|-------------------|-----------------|
| Symbol | BS | CALI | DRHO | NPHI | PEF | POTAN | URAN | THOR | TKRT | TURT | UKRT | RHOB | GR | HDRS | HMRS | FVDC |
| Units | Inch | Inch | g/cm³ | PU | Barn/cm³ | PPM | PPM | – | – | – | g/cm³ | GAPI | OHMM | OHMM | 1/m |

3019 dataset records from AJ#A, AJ#B and AJ#C

- **Mean**: 5.875  5.951  0.024  0.062  4.783  2.989  1.929  1.124  0.943  2.468  1.725  2.618  21.673  3676.36  3649.67  0.667
- **Std. Deviation**: 0.000  0.300  0.041  0.045  0.214  3.760  1.135  0.799  1.223  9.544  2.423  0.083  11.953  7494.94  7408.55  1.484
- **Variance**: 0.000  0.090  0.002  0.002  0.046  14.135  1.288  0.638  1.495  91.065  5.870  0.007  142.819  5.62E + 07  5.49E + 07  2.202
- **Minimum**: 5.875  0.090  0.002  0.005  3.405  0.086  0.034  0.089  0.032  0.028  0.014  2.345  2.219  0.001  0.728  0.000
- **Maximum**: 8.556  0.634  0.212  5.961  31.011  8.100  5.316  10.194  99.966  17.570  2.962  79.010  2.25E + 04  2.51E + 04  10.431
- **Skewness**: NA  4.271  4.360  0.987  −1.211  2.830  0.719  2.493  2.781  6.830  2.683  −0.734  0.961  1.675  1.693  2.686
- **Kurtosis**: NA  24.926  30.762  0.026  4.909  9.158  1.460  7.136  8.999  48.940  7.494  0.073  1.090  0.864  0.950  8.373
| Units | Variables | Bit Size | Caliper | Density correction | Neutron porosity | The photo-electric index | Potassium | Uranium | Thorium | Thorium/potassium ratio | Thorium/uranium ratio | Uranium/potassium ratio | Bulk density | Gamma ray | Deep resistivity | Shallow resistivity | Fracture density |
|-------|-----------|----------|---------|--------------------|-----------------|-------------------------|-----------|---------|---------|-------------------------|---------------------|------------------------|---------------|------------|------------------|---------------------|------------------|
|       | Symbol    | BS       | CALI    | DRHO   | NPHI | PEF | POTA | URAN | THOR | TKRT | TURT | UKRT | RHOB | GR | HDRS | HMR | OHMM | OHMM | l/m |
|       |           | Inch     | Inch    | g/cm³  | PPM  | PPM | PPM  | PPM  | PPM  | PPM  | PPM  | PPM  | g/cm³ | PPM | GAPI | OHMM | OHMM |        |     |
| 1026 dataset records from AJ#A | Mean | 5.875 | 5.925 | 0.018 | 0.052 | 4.807 | 1.375 | 1.332 | 0.855 | 1.284 | 2.668 | 1.896 | 2.619 | 14.280 | 3986.41 | 4411.69 | 0.820 |
| Std. Deviation | 0.000 | 0.300 | 0.034 | 0.034 | 0.204 | 0.989 | 0.893 | 0.311 | 1.476 | 5.457 | 2.441 | 0.069 | 7.460 | 7756.33 | 7984.65 | 1.718 |
| Variance | 0.000 | 0.090 | 0.001 | 0.001 | 0.042 | 0.977 | 0.797 | 0.097 | 2.175 | 29.750 | 5.952 | 0.005 | 55.603 | 6.01E+07 | 6.37E+07 | 2.949 |
| Minimum | 5.875 | 5.678 | 0.000 | 0.005 | 3.705 | 0.086 | 0.034 | 0.139 | 0.060 | 0.050 | 0.014 | 2.444 | 2.219 | 0.001 | 1.482 | 0.000 |
| Maximum | 5.875 | 8.347 | 0.634 | 0.165 | 5.961 | 5.512 | 3.528 | 2.173 | 10.194 | 31.108 | 12.734 | 2.962 | 37.422 | 2.25E+04 | 2.21E+04 | 10.431 |
| Skewness | N/A | 5.652 | 10.290 | 0.518 | −1.528 | 0.916 | 0.098 | 0.683 | 2.310 | 3.233 | 2.140 | −0.012 | 0.160 | 1.547 | 1.392 | 2.653 |
| Kurtosis | N/A | 38.177 | 151.232 | −0.745 | 5.549 | 0.685 | −1.123 | 0.991 | 5.526 | 9.964 | 4.029 | −0.277 | −0.937 | 0.441 | 0.003 | 8.276 |
| 1057 dataset records from AJ#B | Mean | 5.875 | 5.821 | 0.017 | 0.054 | 4.767 | 4.344 | 2.481 | 1.326 | 0.763 | 0.687 | 1.896 | 2.653 | 28.511 | 3637.53 | 3306.49 | 0.614 |
| Std. Deviation | 0.000 | 0.079 | 0.024 | 0.039 | 0.206 | 4.798 | 1.173 | 0.917 | 1.016 | 0.753 | 2.711 | 0.060 | 13.279 | 7404.55 | 7019.93 | 1.417 |
| Variance | 0.000 | 0.006 | 0.001 | 0.002 | 0.042 | 22.995 | 1.374 | 0.840 | 1.032 | 0.567 | 7.340 | 0.004 | 176.171 | 5.48E+07 | 4.92E+07 | 2.005 |
| Minimum | 5.875 | 5.639 | 0.000 | 0.005 | 4.008 | 0.153 | 0.119 | 0.103 | 0.032 | 0.028 | 0.058 | 2.416 | 5.286 | 3.445 | 4.790 | 0.000 |
| Maximum | 5.875 | 6.507 | 0.220 | 0.212 | 5.149 | 23.074 | 8.100 | 5.316 | 9.526 | 11.918 | 17.570 | 2.813 | 79.010 | 2.20E+04 | 2.03E+04 | 8.492 |
| Skewness | N/A | 2.081 | 4.795 | 1.513 | −1.094 | 1.695 | 0.940 | 1.554 | 3.205 | 6.226 | 2.571 | −1.073 | 0.677 | 1.702 | 1.861 | 2.566 |
| Kurtosis | N/A | 11.567 | 25.004 | 2.040 | 0.979 | 2.239 | 1.433 | 2.153 | 13.882 | 69.504 | 6.715 | 1.738 | −0.120 | 0.974 | 1.591 | 6.675 |
Table 8 (continued)

| Units | Variables | Bit Size | Caliper | Density correction | Neutron porosity | The photoelectric index | Potassium | Uranium | Thorium | Thorium/potassium ratio | Uranium/potassium ratio | Bulk density | Gamma ray | Deep resistivity | Shallow resistivity | Fracture density |
|-------|-----------|----------|---------|-------------------|-----------------|------------------------|-----------|---------|---------|-------------------------|------------------------|--------------|------------|------------------|------------------------|-----------------|
|       | Symbol    | BS       | CALI    | DRHO              | NPHI            | PEF                    | POTAT     | URAN    | THOR    | TKRT                    | TURT                   | RHOB         | GR         | HDRS             | HMRS                   | FVDC           |
|       | Units     | Inch     | Inch    | g/cm³             | PU              | Barn/cm³               | PPM       | PPM     | PPM     | –                      | –                     | g/cm³        | GAPI       | OHMM             | OHMM                   | l/m            |
| Mean  | 936       | 5.875    | 6.127   | 0.039             | 0.081           | 4.773                  | 3.226     | 1.959   | 1.190   | 0.771                   | 4.259                  | 1.345        | 2.578      | 22.053           | 3380.36                | 3201.93       | 0.560       |
| Std. Deviation | 0.000  | 0.367    | 0.055   | 0.055             | 0.230           | 3.685                  | 0.998     | 0.936   | 1.039   | 15.935                  | 1.979                  | 0.101        | 9.380      | 7297.26          | 7116.47                 | 1.252         |
| Variance | 0.000  | 0.135    | 0.003   | 0.003             | 0.053           | 13.568                 | 0.874     | 1.078   | 253.638 | 3.911                   | 0.010                  | 87.898       | 5.32E +07  | 5.06E +07       | 1.565                   |
| Minimum | 5.875    | 5.525    | 0.000   | 0.011             | 3.405           | 0.122                  | 0.046     | 0.045   | 0.035   | 0.031                   | 2.345                  | 5.089        | 0.703      | 0.728            | 0.000                   |
| Maximum | 5.875    | 8.556    | 0.273   | 0.202             | 5.665           | 31.011                 | 6.447     | 7.997   | 99.966  | 15.492                  | 2.792                  | 63.576       | 2.21E +04  | 2.51E +04       | 6.340                   |
| Skewness | N/A      | 2.877    | 1.926   | 0.376             | –1.057          | 3.303                  | 0.557     | 2.541   | 2.858   | 4.259                   | 3.658                  | –0.292       | 0.828      | 1.804            | 1.905                   | 2.430         |
| Kurtosis | N/A      | 11.376   | 2.881   | –1.398            | 7.407           | 13.863                 | 1.574     | 6.513   | 8.947   | 16.463                  | 15.286                 | –1.084       | 1.117      | 1.305            | 1.696                   | 5.613         |
Table 9  Description of input variables for FVDC prediction is to use cumulative distribution functions (CDFs) for three Aghajari oil field wells

| Parameters                        | Symbol | Unit     | Boundary                  | Percent (%) |
|-----------------------------------|--------|----------|---------------------------|-------------|
| Bit size                          | BS     | Inch     | BS = 5.875                | = 100       |
| Caliper                           | CALI   | Inch     | < 5.82                    | ~ 33.5      |
|                                   |        |          | 5.82 < CALI < 6.44        | ~ 62.5      |
|                                   |        |          | CALI > 6.44               | ~ 4         |
| Density correction                | DHRO   | g/cm³    | DHRO < 0.0104             | ~ 36.5      |
|                                   |        |          | 0.0104 < DHRO < 0.0779    | ~ 55.1      |
|                                   |        |          | DHRO > 0.0779             | ~ 8.4       |
| Neutron porosity                  | NPHI   | PU       | NPHI < 0.0213             | ~ 17.93     |
|                                   |        |          | 0.0213 < NPHI < 0.1033    | ~ 62.5      |
|                                   |        |          | NPHI > 0.1033             | ~ 19.76     |
| The photoelectric index           | PEF    | Barn/cm³ | PEF < 4.48                | ~ 7.62      |
|                                   |        |          | 4.48 < PEF < 4.88         | ~ 60.7      |
|                                   |        |          | PEF > 4.88                | ~ 31.8      |
| Potassium                         | POTA   | PPM      | POTA < 1.148              | ~ 30.04     |
|                                   |        |          | 1.148 < POTA < 7.791      | ~ 60.88     |
|                                   |        |          | POTA > 7.791              | ~ 9.08      |
| Uranium                           | URAN   | PPM      | URAN < 1.735              | ~ 47.3      |
|                                   |        |          | 1.735 < URAN < 3.733      | ~ 46.07     |
|                                   |        |          | URAN > 3.733              | ~ 6.63      |
| Thorium                           | THOR   | PPM      | THOR < 0.73               | ~ 30.2      |
|                                   |        |          | 0.73 < THOR < 2.17        | ~ 61        |
|                                   |        |          | THOR > 2.17               | ~ 8.80      |
| Thorium/potassium ratio           | TKRT   | –        | TKRT < 0.3240             | ~ 30.34     |
|                                   |        |          | 0.3240 < TKRT < 2.48      | ~ 59.31     |
|                                   |        |          | TKRT > 2.48               | ~ 10.35     |
| Thorium/uranium ratio             | TURT   | –        | TURT < 0.4784             | ~ 40.77     |
|                                   |        |          | 0.4784 < TURT < 18.89     | ~ 56.03     |
|                                   |        |          | TURT > 18.89              | ~ 3.2       |
| Uranium/potassium ratio           | UKRT   | –        | UKRT < 0.5304             | ~ 30.4      |
|                                   |        |          | 0.5304 < UKRT < 5.267     | ~ 60.1      |
|                                   |        |          | UKRT > 5.267              | ~ 9.5       |
| Bulk density                      | RHOB   | g/cm³    | RHOB < 2.55               | ~ 21.46     |
|                                   |        |          | 2.55 < RHOB < 2.69        | ~ 61.18     |
|                                   |        |          | RHOB > 2.69               | ~ 17.36     |
| Gamma ray                         | GR     | GAPI     | GR < 13.36                | ~ 22.12     |
|                                   |        |          | 13.36 < GR < 35.5         | ~ 65.65     |
|                                   |        |          | GR > 35.5                 | ~ 12.2      |
| Deep resistivity                  | HDRS   | OHMM     | HDRS < 17.0               | ~ 33.35     |
|                                   |        |          | 17.0 < HDRS < 10,200.7    | ~ 48.86     |
|                                   |        |          | HDRS > 10,200             | ~ 17.79     |
| Shallow resistivity               | HMRS   | OHMM     | HMRS < 16.1               | ~ 29.50     |
|                                   |        |          | 0.4784 < HMRS < 10,954.9  | ~ 53.2      |
|                                   |        |          | HMRS > 10,954.9           | ~ 3.2       |
| Fracture density                  | FVDC   | 1/m      | FVDC < 0.3124             | ~ 30.42     |
|                                   |        |          | 0.3124 < FVDC < 2.65      | ~ 56.72     |
|                                   |        |          | FVDC > 2.65               | ~ 12.86     |
feature selection included RHOB, DRHO, TURT, CALI, HMRS, THOR, PEF, NPHI, POTA, HDRS, UKRT, and URAN (based on Table 11 and Fig. 9).

Results for FVDC prediction

The RMSE value is one of the best and most useful statistical errors for predicting the performance of any algorithm. This algorithm was chosen because it minimizes the target performance, which four models minimize, and better performance accuracy equals less RMSE. According to 2083 data, the statistical information measured to predict FVDC in Tables 12 13 14 includes four hybrid machine learning models developed, which include MLP-GA, MLP-PSO, MELM-GA, and MELM-PSO models. The 2083 data points are associated with two wells, AJ#A and AJ#B, and are compared using a 12-input variable feature selection method. From 2083 data related to two wells A and B, 1463 data records; ~ 70% related to training subset, 310 Data Records; ~ 15% related to testing subset and 310 data records; ~ 15% is related to validation subset.

Using the results shown in Tables 12 13 14, it is clear that MELM-PSO has higher performance accuracy than other HML algorithms for predicting FVDC. The new and hybrid MELM-PSO algorithm has the best answer in this field for training, test, and validation subsets, as shown in Tables 12, 13, 14, with RMSE = 0.0053 1/m; $R^2 = 0.9903$ (for training}

Fig. 7 The input variables and output values for the fracture prediction based on the CDF includes: BS (inch), CALI (inch), DRHO (g/cm³), NPHI (PU), PEF (Barn/cm³), POTA (PPM), URAN (PPM), THOR (PPM). In the cumulative distribution function (CDF), the input variables and output (thinner blue line) compared to cumulative distribution functions for normal distributions defined by the variable means and standard deviations (thicker red line)
subset); RMSE = 0.00401/m; \(R^2 = 0.9959\) (for testing subset) and RMSE = 0.0047 1/m; \(R^2 = 0.9931\) (for validation subset). Figure 10 compares the predicted FVDC to the measured FVDC for each data record in the training, testing, and validation subset for the four MLP-GA, MLP-PSO, MELM-GA, and MELM-PSO models. Evaluations have shown that combining optimal PSO and GA algorithms improves MELM performance more than combining these algorithms with an MLP network. The model compares and arranges MELM-PSO > MELM-GA > MLP-GA > MLP-PSO based on the correlation coefficients in Tables 12, 13, 14, and Fig. 10.

Figure 11 shows FVDC prediction error histograms displayed with normal distributions (red line) for HML algorithms based on 2083 subset data records from the Aghajari oil fields (AJ#A and AJ#B). As shown in Fig. 11, the best error for these models is MELM-PSO, and the lowest FVDC prediction error range is associated with is MELM-PSO model.

Figure 12 shows the RMSE diagram versus the repetition number for the four hybrid machine learning algorithms model MLP-GA, MLP-PSO, MELM-GA, and MELM-PSO for 100 replications. As shown in Fig. 12, MLP-GA,
MLP-PSO, and MELM-GA algorithms converge in iterations 3, 98, and 11, respectively, but for the MELM-PSO algorithm, it also converges at the beginning. As shown in the zoomed section of Fig. 12, it is well shown from the 50 iterations that the performance accuracy of the models is MLP-PSO < MLP-GA < MELM-GA < MELM-PSO, respectively.

### Development and generalization of MELM-PSO model

According to the information related to the two wells AJ#A (1026 datasets) and AJ#B (1057 datasets) and the results related to all four models used in this research to predict FVDC (MLP-GA, MLP-PSO, MELM-GA, and MELM-PSO) and presenting the results in Tables 12, 13, 14, the MELM-PSO model has better performance accuracy than other models (based on 12-input variable feature selection). This model can be concluded by using well AJ#C (936 datasets) that the MELM-PSO model has been used for other wells in these fields and has a favorable result (Table 15) (RMSE = 0.0041 1/m; $R^2 = 0.9964$).

Figure 13 shows the predicted FVDC versus the measured value for the AJ#C well when developing the MELM-PSO model. Given the algorithm’s performance accuracy, it is logical to say that it can be used in the Aghajari field. This method can be used in other fields, but it must be recalibrated with at least one well from another field before it can be used in another field.

### Conclusions

Large data sets of 3019 data points from three wells in the Aghajari field (AJ#A, AJ#B, and AJ#C) in southwestern Iran are used to predict FVDC using four recombinant hybrid algorithms: MLP-GA, MLP-PSO, MELM-GA, and MELM-PSO. 2083 datasets from wells AJ#A and AJ#B were used to train the supervised algorithms, 1463 data

---

**Table 10** Description of input variables is to use cumulative distribution functions (CDFs) for three Aghajari oil field wells

| Parameter | Unit   | Character |
|-----------|--------|-----------|
| BS        | Inch   | Q1        |
| DRHO      | g/cm³  | Q2        |
| POTA      | PPM    | Q3        |
| NPHI      | PU     | Q4        |
| CALI      | Inch   | Q5        |
| PEF       | Barn/cm³ | Q6    |
| URAN      | PPM    | Q7        |
| THOR      | PPM    | Q8        |
| TKRT      | –      | Q9        |
| TURT      | –      | Q10       |
| UKRT      | –      | Q11       |
| RHOB      | g/cm³  | Q12       |
| GR        | GAPI   | Q13       |
| HDRS      | OHMM   | Q14       |
| HMRS      | OHMM   | Q15       |

**Table 11** Feature selection for FVDC prediction validation MLP-GA model to find best optimize

| Number of input variables | Input variables | RMSE (1/m) |
|---------------------------|-----------------|------------|
| 1                         | Q14             | 1.56263    |
| 2                         | Q6, Q14         | 1.35046    |
| 3                         | Q14, Q4, Q6     | 1.14438    |
| 4                         | Q4, Q6, Q14, Q11| 0.96192    |
| 5                         | Q10, Q11, Q4, Q6, Q14| 0.8134 |
| 6                         | Q11, Q3, Q6, Q10, Q14, Q4| 0.75357 |
| 7                         | Q3, Q2, Q6, Q14, Q4, Q11, Q10 | 0.72325 |
| 8                         | Q5, Q6, Q14, Q3, Q2, Q10, Q4, Q11 | 0.6823 |
| 9                         | Q6, Q5, Q2, Q11, Q14, Q3, Q4, Q10, Q8 | 0.63413 |
| 10                        | Q14, Q2, Q11, Q6, Q8, Q3, Q4, Q10, Q5, Q15 | 0.59428 |
| 11                        | Q3, Q13, Q2, Q11, Q4, Q6, Q8, Q5, Q14, Q15, Q10 | 0.58186 |
| 12                        | Q13, Q2, Q10, Q5, Q15, Q8, Q6, Q4, Q3, Q14, Q11, Q7 (Best) | 0.56783 |
| 13                        | Q4, Q3, Q10, Q7, Q11, Q14, Q6, Q9, Q2, Q8, Q15, Q5, Q13 | 0.59498 |
| 14                        | Q13, Q5, Q3, Q11, Q8, Q10, Q14, Q9, Q6, Q12, Q7, Q15, Q4, Q2 | 0.60178 |
| 15                        | Q1, Q2, Q5, Q6, Q9, Q8, Q4, Q7, Q11, Q3, Q12, Q14, Q15, Q10, Q13 | 0.62526 |
sets were used for training, 310 for testing, and 310 for validation. We used feature selection to avoid unnecessary inputs that reduce performance accuracy and to find the best inputs about each other to achieve the best result in terms of performance accuracy (MLP -GA). Based on feature selection, twelve input variable well-logs are considered: bit size (BS); caliper (CALI); density correction (DRHO); neutron porosity (NPHI); the photoelectric index (PEF); potassium (POTA); uranium (URAN); thorium (THOR); thorium/potassium ratio (TKRT); thorium/uranium ratio (TURT); uranium/potassium ratio (UKRT); bulk formation density (RHOB); gamma ray (GR); deep resistivity (HDRS); and shallow resistivity (HMRS). MLP and MELM algorithms are optimized by PSO and GA optimizers. The MELM-GA/PSO models are used in one step, followed by another to determine the number of hidden layers and neurons in the network, and finally to identify the optimal weights and biases to apply to those layers and neurons. This leads to the combined GA-MELM-GA and PSO-MELM-PSO prediction models. After comparing the models used in this study, it was found that the MELM-PSO model has higher performance accuracy for data related to wells AJ#A, AJ#B and performance accuracy for this model for test data RMSE = 0.0047 1/m; \( R^2 = 0.9931 \). The data field related to AJ # C was used to develop this model in comparison to other wells, and acceptable results with high accuracy were obtained with \( R^2 = 0.9964; \) RMSE = 0.0041 1/m. According to the RMSE diagram vs iteration, it is clearly showing that the performance accuracy of the models is MLP-PSO < MLP-GA < MELM-GA < MELM-PSO, respectively. This method can be used in other fields, but it must be recalibrated with at least one

### Table 12
FVDC prediction accuracy for the training subset in Aghajari oil field (AJ#A and AJ#B) (1463 Data Records; ~70%) based on 12-input variable feature selection

| Models    | APD  | AAPD | SD       | MSE     | RMSE  | \( R^2 \) |
|-----------|------|------|----------|---------|-------|-----------|
| Units     | (%)  | (%)  | (1/m)    | (1/m)   | (1/m) |           |
| MLP-GA    | 0.030| 0.463| 0.048    | 2.28E-03| 0.0478| 0.9547    |
| MLP-PSO   | 0.004| 0.542| 0.053    | 2.84E-03| 0.0534| 0.9322    |
| MELM-GA   | −0.004| 0.108| 0.011    | 1.21E-04| 0.0110| 0.9765    |
| MELM-PSO  | 0.002| 0.050| 0.005    | 2.78E-05| 0.0053| 0.9903    |

### Table 13
FVDC prediction accuracy for the testing subset in Aghajari oil field (AJ#A and AJ#B) (310 Data Records; ~15%) based on 12-input variable feature selection

| Models    | APD  | AAPD | SD       | MSE     | RMSE  | \( R^2 \) |
|-----------|------|------|----------|---------|-------|-----------|
| Units     | (%)  | (%)  | (1/m)    | (1/m)   | (1/m) |           |
| MLP-GA    | −0.086| 0.341| 0.032    | 1.03E-03| 0.0321| 0.9621    |
| MLP-PSO   | −0.080| 0.390| 0.036    | 1.27E-03| 0.0357| 0.9493    |
| MELM-GA   | −0.021| 0.069| 0.007    | 4.42E-05| 0.0067| 0.9842    |
| MELM-PSO  | −0.003| 0.043| 0.004    | 1.58E-05| 0.0040| 0.9959    |

### Table 14
FVDC prediction accuracy for the validation subset in Aghajari oil field (AJ#A and AJ#B) (310 Data Records; ~15%) based on 12-input variable feature selection

| Models    | APD  | AAPD | SD       | MSE     | RMSE  | \( R^2 \) |
|-----------|------|------|----------|---------|-------|-----------|
| Units     | (%)  | (%)  | (1/m)    | (1/m)   | (1/m) |           |
| MLP-GA    | −0.115| 0.792| 0.043    | 1.83E-03| 0.0428| 0.9584    |
| MLP-PSO   | 0.002| 0.972| 0.056    | 3.08E-03| 0.0555| 0.9408    |
| MELM-GA   | −0.005| 0.190| 0.011    | 1.27E-04| 0.0113| 0.9804    |
| MELM-PSO  | 0.012| 0.084| 0.005    | 2.19E-05| 0.0047| 0.9931    |
Fig. 10 Measured versus predicted FVDC for each data record in the training, testing and total subset evaluated for four hybrid machine learning algorithms (MLP-GA, MLP-PSO, MELM-GA and MELM-PSO) from the 2803 data point in the Aghajari oil field (AJ#A and AJ#B) based on 12-input variable feature selection.
Fig. 11 FVDC prediction error histograms display with normal distributions (red line) for four hybrid machine learning algorithms (MLP-GA, MLP-PSO, MELM-GA and MELM-PSO) based on 2083 subset data records from the Aghajari oil fields (AJ#A and AJ#B) based on 12-input variable feature selection.

Fig. 12 FVDC’s RMSE vs iteration for the training subset (drawn from wells AJ#A and AJ#B) for the four hybrid machine learning algorithms model (MLP-GA, MLP-PSO, MELM-GA and MELM-PSO) during supervised learning.

Fig. 13 Predicted versus measured FVDC values compared for the MELM-PSO mode trained with data from well AJ#A and AJ#B applied to AJ#C data points.
well from another field before it can be used in another field. The developed method provides insights for the use of machine learning to improve accuracy, reduce errors, and avoid data overfitting in order to create the best possible prediction performance for FVDC prediction.
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