Abstract. Recent GAN-based video generation approaches model videos as the combination of a time-independent scene component and a time-varying motion component, thus factorizing the generation problem into generating background and foreground separately. One of the main limitations of current approaches is that both factors are learned by mapping one source latent space to videos, which complicates the generation task as a single data point must be informative of both background and foreground content. In this paper we propose a GAN framework for video generation that, instead, employs two latent spaces in order to structure the generative process in a more natural way: 1) a latent space to generate the static visual content of a scene (background), which remains the same for the whole video, and 2) a latent space where motion is encoded as a trajectory between sampled points and whose dynamics are modeled through an RNN encoder (jointly trained with the generator and the discriminator) and then mapped by the generator to visual objects’ motion. Additionally, we extend current video discrimination approaches by incorporating in the learning procedure motion estimation and, leveraging the peculiarity of the generation process, unsupervised pixel-wise dense predictions. Extensive performance evaluation showed that our approach is able to a) synthesize more realistic videos than state-of-the-art methods, b) learn effectively both local and global video dynamics, as demonstrated by the results achieved on a video action recognition task over the UCF-101 dataset, and c) accurately perform unsupervised video object segmentation on standard video benchmarks, such as DAVIS, SegTrack and F4K-Fish.

1 Introduction

Generative Adversarial Networks (GANs) [1] are a recent trend in computer vision and machine learning that advanced the state of the art on image and video generation to unprecedented levels of accuracy and realism. New adversarial models [2,3,4,5,6,7,8] are proposed at an accelerating pace, both to increase the diversity and resolution of generated images and to tackle theoretical issues on training and convergence. Additionally, GANs have proved useful in training (or supporting the training of) models from unlabeled data, rising as one of the most promising paradigms for unsupervised learning. GANs have been applied mainly to image generation, which naturally drives
models to learn significant visual features that can be employed in a variety of tasks, such as image classification, object detection and semantic segmentation. This has also opened new frontiers in disentangling video dynamics by leveraging the endless amount of (unlabeled) data available on the web. However, naively extending image generation methods to videos may be too simplistic, as it jointly attempts at handling both the spatial component of the video, describing object and background appearance, and the temporal one, representing object motion and consistency across frames. Building on these considerations, recent generative efforts [9][10] have attempted to factor the latent representation of each video frame into two components that model a time-independent background of the scene and the time-varying foreground elements. We argue that the main limitation of these methods is that both factors are learned by mapping a single point of a source latent space (sampled as random noise) to a whole video. This, indeed, over-complicates the generation task as two videos depicting the same scene with different object trajectories or the same trajectory on different scenes are represented as different points in the latent space, although they share a common factor (in the former case the background, in the latter case object motion). To address this limitation, in this paper we propose a GAN-based generation approach that employs two latent spaces (as shown in Fig. [1]) to improve the video generation process: 1) one latent space to model the static visual content of the scene (background), and 2) a foreground latent space to learn object motion dynamics. In particular, these dynamics are modeled as point trajectories in the second latent space, with each point representing the foreground content in a scene and each latent trajectory ensuring regularity and realism of the generated motion across frames. Variations in the scene latent space result in different scenes, while variations in the trajectories of the foreground latent space result in different object motion.

Fig. 1: Video Generation in VOS-GAN: we employ a scene latent space to generate background and a foreground latent space to generate object appearance and motion.

The proposed video generation framework consists of a generator/discriminator architecture that creates fixed-length videos by mapping a) a random vector to a static
image (the background) for the whole video, b) a latent-space trajectory (interpolated from two random vectors) representing temporally-consistent motion dynamics, processed by an RNN encoder and then mapped by the generator to visual objects on the background scene. Furthermore, we extend the traditional discriminator architecture in order to perform adversarial dense pixel-wise prediction in videos in an unsupervised way. In particular, besides the adversarial loss driving the generator/discriminator game, we add loss terms related to the estimation of optical flow and segmentation masks by the discriminator from the generated videos. The three losses encourage the generator to produce videos that are indistinguishable from the real ones, while improving learned representations in the discriminator and unlocking the possibility to perform dense video predictions with no (or minimal) additional supervised training.

We demonstrate the effectiveness of the proposed approach by extensively evaluating the realism of the generated videos and the discriminator’s capability to disentangle and learn, in an unsupervised manner, motion dynamics for video action recognition and object segmentation tasks.

Summarizing, the main contributions of this paper are:

- We introduce a GAN-based video generation framework able to explicitly model object motion, with higher quality and realism;
- We verify that our approach is able to learn successfully video features that can be used in a variety of computer vision tasks;
- We demonstrate that our framework provides a useful means for unsupervised dense prediction in videos — known as being an annotation-hungry task — by both employing a trained generator to create synthetic annotated data and directly integrating dense prediction into the adversarial training procedure.

2 Related Work

Until a few years ago, video generation, despite being an intriguing task, was a relatively under-explored topic in computer vision. Recently, thanks to the progress in storage technology and GPUs as well as to the rediscovery of convolutional neural networks, deep generative methods are gaining a lot of attention. Generative adversarial networks (GANs) [1], Variational Autoencoders (VAE) [11] and their combination [12] are among the most investigated solutions, with the former specifically optimized for generative tasks and the latter on learning disentangled representations. In this paper, we focus on GAN-based methods, since VAEs make a strong assumption on the desired output latent distribution. Originally, GANs were proposed for image generation, and since then a large body of adversarial deep generative approaches have been proposed. These models attempt, on one hand, to increase the level of realism [2,3,4] as well as the resolution [2] of the generated images and, on the other hand, to provide solutions to cope with training stabilization issues [5,6,7]. Most of the above methods use a single input latent space to describe all possible visual appearance variations, with some exception, such as Stacked GAN [8] that, instead, employs multiple latent spaces for different image scales. Building on the success of these approaches, [9,10] extended the GAN image generation framework to the video generation problem. In particular, [9] replaced the GAN image generator with a spatio-temporal CNN-based network able to
generate, from an input latent space, background and foreground separately, which are
then merged into a video clip for the subsequent discriminator. [10] shares the same
philosophy of [9] with the difference that the input latent space is mapped into a set of
subspaces, each one used for the generation of a single video frame.

However, simply extending the traditional GAN framework to videos fails since
images and videos are intrinsically different because of the time-varying pixels, due
to structured object motion, in videos. Despite the above generation methods have ex-
loited video factorization into a stationary and a temporally varying part, deriving the
two components from a single input latent space complicates greatly the task, and calls
for much more training data given that each point in the input latent space corresponds
to a scene with a specific object motion. Furthermore, object motion is only loosely
linked to the scene, e.g., the motion of a person walking on two different streets (vi-
sual appearance variation) remains more or less the same. Thus, in our opinion, the
assumption that the two video components are highly intercorrelated (so as to derive
from a single point in the latent space) is too strong, and the approach described in the
following Section attempts at disentangling these components.

Recurrent neural networks have been already used for image generation [13], espe-
cially to refine results. This differs significantly from our work, where RNNs are used
to generate trajectory embeddings that are then transformed to motion-coherent time-
varying pixels by a deep neural network consisting of several deconvolution layers. Our
RNN-based motion encoder is more similar to those proposed for future frame predic-
tion [14][15][16][17][18][19], which aims at explicitly modeling video dynamics and using
the learned embeddings of previous frame to condition the generation process of future
frames. The main difference from our work is that they learn dynamics from real data
and then draw samples from the learned data distribution; we, instead, learn a latent
representation for motion trajectories used for enforcing spatio-temporal consistency.

Beside the generation capabilities, GANs also offer a powerful means for semi-
supervised and unsupervised learning. In particular, GANs have been employed for
unsupervised domain adaption [20][21], image-to-image translation [22][23] as well as
for semi-supervised semantic image segmentation [24]. In the video domain, GANs,
instead, have been particularly useful for semi-supervised and unsupervised video ac-
tion recognition [9][10] or representation learning [25] given their innate ability to learn
video dynamics while discriminating between real and fake videos. Indeed, all these
methods basically exploit the capability of the discriminator to learn and globally en-
code video dynamics in a more compact representation, useful for classification. A more
complex task, and much less investigated, is, instead, pixelwise dense prediction (e.g.,
video object segmentation, optical flow estimation, etc.), which requires learning con-
textual relations between time-varying pixels and large - often unavailable - pixelwise
annotated videos. In our work, we employ the proposed video generation framework
not only for video action recognition (as most of the existing methods), but also to
support pixelwise dense prediction for video object segmentation. While, to the best of
our knowledge, ours is the first attempt to perform adversarial video object segmenta-
tion (and one of the few CNN-based methods), some GAN-based approaches has been
recently proposed to solve the optical flow estimation problem. In particular, [26] pro-
poses a conditional GAN taking an image pair as input and predicting the optical flow.
Flow-warped error images both on predicted flow and on ground-truth flow are then computed and a discriminator is trained to distinguish between the real and the fake ones. The network is trained both on labeled and unlabeled data and the adversarial GAN loss is extended with the supervised end-point-error (EPE) loss, computed on the labeled data. Differently from this work, our dense-prediction network uses only unlabeled data and extends the traditional adversarial loss by including the error made by the discriminator in estimating motion as well as in predicting segmentation maps. In [27], instead, a convolutional neural network is proposed for video object segmentation. Similarly, our segmentation network adopts an encoder-decoder framework by first learning a coarse representation with increasing receptive fields, and then up-sampling the learned compact representation using 3D deconvolutional layers, to generate prediction. Beside adversarial training, the main differences between our segmentation network and [27] are: 1) we take videos/images as input, while [27] uses optical flows, thus making its performance too dependent on the upstream optical flow algorithm, and 2) [27] refines results with conditional random field (CRF) [28] pre-trained on pixel-level segmentation task, while we do not perform any supervised post-processing on the prediction maps.

The literature on supervised, semi-supervised and unsupervised video object segmentation (not using CNN-based methods) is wide (see [29] for a comprehensive review) and some of the most recent unsupervised/semi-supervised methods [30,31,32,33,34,35,36] are reported in Sect. 4.4 for comparison.

3 VOS-GAN Model

The video generation architecture presented in this work is based on a GAN framework consisting of the following two modules:

- a generator, implemented as a hybrid deep CNN-RNN, that receives two kinds of input: 1) a noise vector from a latent space that models scene background; 2) a sequence of vectors that model foreground motion as a trajectory in another latent space. The output of the generator is a video with its corresponding foreground mask.

- a discriminator, implemented as a deep CNN, that receives an input video and 1) predicts whether it is real or not; 2) performs pixel-wise dense prediction to generate an object segmentation map; 3) performs pixel-wise dense prediction to estimate the optical flow between video frames.

The traditional adversarial loss is extended by having the discriminator learn to compute motion-related dense predictions for the input video, thus forcing the generator to produce more realistic motion trajectories. Additionally, this formulation makes the discriminator suitable as a stand-alone model for object segmentation and optical flow estimation.

3.1 Generator Architecture

The architecture of the generator, inspired by the two-stream approach in [9], is shown in Fig. 2. Specifically, our generation approach factorizes the process into separate back-
ground and foreground generation, on the assumption that the world is generally stationary and the presence of informative motion can be constrained only to a set of objects of interest in a semi-static scenery. However, unlike [9], we separate the latent spaces for scene and foreground generation, and explicitly represent the latter as a temporal quantity, thus enforcing a more natural correspondence between the latent input and the frame-by-frame motion output.

Hence, the generator receives two inputs: \( z_C \in \mathbb{Z}_C = \mathbb{R}^d \) and \( z_M = \{z_{M,i}\}_{i=1}^t \), with each \( z_{M,i} \in \mathbb{Z}_M = \mathbb{R}^d \). A point \( z_C \) in the latent space \( \mathbb{Z}_C \) encodes the general scene to be applied to the output video, and is mainly responsible for driving the background stream of the model. This stream consists of a cascade of transposed convolutions, which gradually increase the spatial dimension of the input in order to obtain a full-scale background image \( b(z_C) \) that is used for all frames in the generated video.

The set of \( z_{M,i} \) points from the latent space \( \mathbb{Z}_M \) defines the objects motion to be applied in the video. The latent sequence is obtained by sampling the initial and final points and performing a spherical linear interpolation (SLERP [37]) to compute all intermediate vectors, such that the length of the sequence is equal to the length (in frames) of the generated video. Using an interpolation rather than sampling multiple random points should enforce temporal coherency between appearances in the generated foreground. The list of latent points is then encoded through a recurrent neural network (LSTM) in order to provide a single vector (i.e., the LSTM’s final state) summarizing a representation of the whole motion. The input to the foreground stream is then a concatenation of the vector coming out of the LSTM and \( z_C \), so that the generated motion can take into account the scene to which it will be applied. After a cascade of spatio-temporal convolutions (i.e., with 3D kernels that also span the time dimension), the foreground stream provides a set of frames \( f(z_C, z_M) \) with foreground content and binary masks \( m(z_C, z_M) \) defining motion pixel location.

The two streams are finally combined as

\[
G(z_C, z_M) = m(z_C, z_M) \odot f(z_C, z_M) + (1 - m(z_C, z_M)) \odot b(z_C)
\]  

(1)

Foreground generation can be directly controlled acting on \( z_M \). Indeed, varying \( z_M \) for a fixed value of \( z_C \) results in videos with the same background and different foreground appearance and motion. Thus, \( z_C \) can be seen as a condition for the foreground stream, in a similar way to conditional generative adversarial networks for restricting generation process to a specific class.

### 3.2 Discriminator Architecture

The primary goal of the discriminator network is to distinguish between generated and real videos, in order to push the generator towards more realistic outputs. At the same time, we train the discriminator to perform dense pixel-wise predictions of foreground masks and optical flow. These two additional outputs have a twofold objective: 1) they force the discriminator to learn motion-related features, rather than (for example) learn to identify the visual features of objects that are more likely to be part of the foreground (e.g., people, animals, vehicles); 2) they enable the discriminator to perform additional (and useful tasks) from unlabeled data.
Fig. 2: **Generator architecture:** the background stream (bottom) is conditioned by a latent vector defining the general scene of the video, and produces a background image; the foreground stream (top) processes a sequence of latent vectors, obtained by spherically interpolating the start and end points, and the scene latent vector to generate frame-by-frame foreground appearance and motion masks. Information about dimensions of intermediate outputs is given in the figure by \((\text{channels}, \text{height}, \text{width}, \text{duration})\) tuples.

Fig. 3 shows the architecture of the discriminator. The input to the model is a video clip (either real or produced by the generator), that goes first through a series of convolutional layers, encoding the video dynamics in a more compact representation, which in turn is provided as input to two separate streams: 1) a discrimination stream (bottom), which applies a 3D convolution to the intermediate representation and then makes a prediction on whether the input video is real or fake; 2) a motion stream (top), feeding the intermediate representation to a cascade of 3D transposed convolutional layers, which fork at the final layer and return the frame-by-frame foreground segmentation maps (each as a 2D binary map) and optical flow estimations (each as a two-channel 2D map) for the input video.

The discrimination path of the model (i.e., the initial shared convolutional layers and the discrimination stream) follows a standard architecture for video discrimination [9], while the motion path, based on transposed convolutions, decodes the video representation in order to provide the two types of dense predictions [38]. Formally, we define the outputs returned by the discriminator as \(D_{\text{adv}}(x)\), \(D_{\text{seg}}(x)\) and \(D_{\text{opt}}(x)\), which are, respectively, the probability that the provided input is real, the foreground segmentation maps and the optical flow estimated on the video; input \(x\) may be either a real video or the output of the generator.

### 3.3 Learning Procedure

We jointly train the generator and the discriminator in a GAN framework, with the former trying to maximize the probability that the discriminator predict fake outputs as real, and the latter trying to minimize the same probability. Additionally, when training the discriminator, we also include loss terms related to the accuracy of the estimated foreground segmentation and optical flow.
Fig. 3: **Discriminator architecture:** the motion stream (top) predicts foreground map and optical flow of the input video; the discrimination stream (bottom) outputs a single value, used for adversarial training, predicting whether the input video is real or fake.

The main problem in computing these additional losses is that, while optical flow ground truth for fake videos can be easily obtained by assuming the output of a state-of-the-art algorithm to be sufficiently accurate, there are no video segmentation approaches that provide the needed accuracy. To solve this problem, we propose what is — to the best of our knowledge — the first approach for video object segmentation trained in an unsupervised manner: since the architecture of the generator internally computes the foreground masks of the generated videos, we use those to supervise the prediction of the ones computed by the discriminator. Of course, this kind of self-referential ground-truth will not be very meaningful at first, but will become more and more akin to real ground-truth from real videos as the generator improves.

The discriminator loss is then defined as follows (for the sake of compactness, we will define \( z = (z_C, z_M) \)):

\[
\mathcal{L}_D = -\mathbb{E}_{x \sim p_{\text{real}}} \left[ \log D_{\text{adv}}(x) \right] - \mathbb{E}_{x \sim p_z} \left[ \log (1 - D_{\text{adv}}(G(z))) \right] \\
+ \mathbb{E}_{z \sim p_z} \left[ \frac{1}{n^2} \sum_{i,j} \text{NLL} \left( D_{\text{seg}}(G(z))(i,j), m(z)(i,j) \right) \right] \\
+ \mathbb{E}_{z \sim p_z} \left[ \frac{1}{n^2} \sum_{i,j} \left( D_{\text{opt}}(G(z))(i,j) - \text{OF}(G(z))(i,j) \right)^2 \right] \\
+ \mathbb{E}_{x \sim p_{\text{real}}} \left[ \frac{1}{n^2} \sum_{i,j} \left( D_{\text{opt}}(x(i,j)) - \text{OF}(x)(i,j) \right)^2 \right]
\]

In the equation above, the first line encodes the adversarial loss, which pushes the discriminator to return high likelihood scores for real videos and low ones for the generated videos. The second line encodes the loss on foreground segmentation, and it computes the average pixel-wise (with coordinates \((i, j)\) for an \(n \times n\) image) negative log-likelihood of the predicted segmentation map, using the generator’s foreground mask \(m(z)\) as source for correct labels (in our notation, \(\text{NLL}(\hat{y}, y)\) is the negative log-likelihood of predicted label \(\hat{y}\) given correct label \(y\)). The third and fourth lines encode the loss on optical flow estimation, as the pixel-wise mean square error between the
predicted optical flow and the one calculated on the input video using the OF(·) function, implemented as per [39]. It should be noted that the non-adversarial term related to object segmentation is only computed on the generated videos (hence in a fully-unsupervised manner) for which foreground masks are provided by the generator in Fig. 2, since segmentation ground-truth may not be available for all real videos. Optical flow is, instead, computed on both generated and real videos, and it serves to provide supervision to the discriminator (especially to the motion stream shown in Fig. 3) in learning motion cues from real videos.

The generator loss is, more traditionally, defined as:

\[ \mathcal{L}_G = - \mathbb{E}_{z \sim p_z} [\log D_{adv}(G(z))] \] (3)

In this case, the generator tries to push the discriminator to increase the likelihood of its output being real.

During training, we follow the common approach for GAN training, by sampling real videos (from an existing dataset) and generated videos (from the generator) and alternately optimizing the discriminator and the generator.

4 Performance Analysis

4.1 Datasets and Metrics

Video Generation and Action Recognition. Our video generation model was trained on the “golf course” videos (over 600,000 videoclips) of the dataset proposed in [9]. We also used a standard video action recognition benchmark, UCF101 [40] (13,320 videos from 101 action categories) to evaluate how the features learned by our model are descriptive of the video content in an action recognition task.

For testing the video generation capabilities we performed qualitative and quantitative evaluation. For the former, we carried out a user study aiming at assessing how the generated videos are perceived by humans in comparison to real videos and other GAN-based generative methods, and measured the preference score in percentage. To assess video generation performance quantitatively, we evaluated separately the quality of generated background, foreground, and motion. Thus, we used the following metrics:

- **Foreground Content Distance (FCD).** This score aims at assessing the consistency between visual appearance of foreground objects in consecutive frames and is measured by computing the average L2 distance between visual features, extracted from a fully-connected layer of a pre-trained Inception network [41], of foreground objects in two consecutive frames. The input to the Inception model is the bounding box containing the foreground region, defined as the discriminator’s segmentation output.

- **Motion coherency (MC).** While the previous score describes the quality of the generated visual appearance of moving objects, this one aims at evaluating how realistic the generated motion is, and is computed as the KL-divergence between magnitude/orientation histograms of optical flows of real and generated videos.
– **Inception score (IS)** [42] is the most adopted metric in GAN literature. In our case, we compute the Inception score by sampling a random frame from each video of a pool of generated ones.

**Video Object Segmentation.** As a practical use case for applying adversarial models in pixel-wise dense prediction, we tested VOS-GAN on video object segmentation only. Evaluation of optical flow estimation was not performed, since our model was designed primarily for performing prediction by self-supervision (i.e., adversarial generated foreground masks), while optical flow, provided by a state-of-the-art method, was used only to guide the discriminator towards learning motion features from real videos.

For video object segmentation, we employed three datasets, namely DAVIS-16 [29], SegTrack [43] and F4K-Fish [44], containing accurate pixel-level annotations for all video frames. The three datasets show diverse features, which is useful to test the performance of video object segmentation methods in different scenarios. In particular, DAVIS-16 contains 50 full-HD videos, and includes challenging examples with occlusion, motion blur and appearance changes. SegTrack is a dataset containing 14 videos showing camera motion, slow object motion, object-background similarity, non-rigid deformations and articulated objects. F4K-Fish contains 17 videos taken in an unconstrained underwater scenario and is characterized by small objects, highly-cluttered scenes and multiple occlusions. We adopted standard metrics for video object segmentation to ease comparison between our method and state-of-the-art methods, i.e., pixel-wise intersection over union and F-measure. The results were computed on test sets when available (as in DAVIS); otherwise, we split the videos into training and test sets with proportions 70% and 30%. All available videos were divided into 32-frame shots and downsampled to fit the input size allowed by the video segmentation network, i.e., 64 × 64, while output segmentation maps were rescaled (linear interpolation) to ground truth size for metrics computation.

**4.2 Training Settings**

Details on the generator/discriminator networks in terms of kernel sizes, padding, stride and activation functions are given, respectively, in Tab. 1 and Tab. 2. In the video generation and segmentation experiments, we performed gradient-descent using ADAM, with an initial learning rate of 0.0002, \( \beta_1 = 0.5, \beta_2 = 0.999 \) and batch size of 16. We trained the video generation models for 25 epochs and the video segmentation ones for 100 epochs. For video action recognition, we used SGD with momentum and dampening of 0.9, weight decay of 0.001 and learning rate of 0.1, reduced by a factor of 10 when no improvement in validation accuracy occurred for 10 epochs. Batch size was 128 and the number of epochs was 130.

**4.3 Video Generation**

**Qualitative evaluation.** To evaluate qualitatively our video generation approach we ran a user study using Amazon Mechanical Turk (MTurk) to measure how generated videos are perceived by humans. The generated videos were compared to those synthesized by VGAN [9], TGAN [10] and to real videos. Each of the compared models was first
Table 1: Architecture of the generator. Bkg stream contains the layers included in the background stream of the model, that returns \( b(z_C) \) (see Eq. 1 in the paper). Fg features lists the layers in the shared part of the foreground stream. The output of Fg raw is \( f(z_C, z_M) \) and the output of Fg mask is \( m(z_C, z_M) \). \textit{LReLU} stands for Leaky ReLU, while the layers marked with \textit{ConvTran} are transposed convolutions.

Table: Architecture of the generator.

| Bkg stream | Kernel Size | Stride | Padding | Activation | Output shape |
|------------|-------------|--------|----------|------------|-------------|
| \( z_C \) | 4x4 | 1x1 | – | LReLU(\( \alpha = 0.2 \)) | 100x1x1 |
| ConvTran2D | 4x4 | 2x2 | 1x1 | LReLU(\( \alpha = 0.2 \)) | 256x8x8 |
| ConvTran2D | 4x4 | 2x2 | 1x1 | LReLU(\( \alpha = 0.2 \)) | 128x16x16 |
| ConvTran2D | 4x4 | 2x2 | 1x1 | LReLU(\( \alpha = 0.2 \)) | 64x32x32 |
| ConvTran2D | 4x4 | 2x2 | 1x1 | Tanh | 3x64x64 |

| Fg features | Kernel Size | Stride | Padding | Activation | Output shape |
|-------------|-------------|--------|----------|------------|-------------|
| \( z_C, RN \) | 2x4x4 | 1x1x1 | – | LReLU(\( \alpha = 0.2 \)) | 512x4x4x2 |
| ConvTran3D | 3x3x3 | 3x3x3 | 1x2x2 | LReLU(\( \alpha = 0.2 \)) | 256x8x8x4 |
| ConvTran3D | 4x4x4 | 2x2x2 | 1x1x1 | LReLU(\( \alpha = 0.2 \)) | 128x16x16x8 |
| ConvTran3D | 4x4x4 | 2x2x2 | 1x1x1 | LReLU(\( \alpha = 0.2 \)) | 64x32x32x16 |

| Fg raw | Kernel Size | Stride | Padding | Activation | Output shape |
|--------|-------------|--------|----------|------------|-------------|
| ConvTran3D | 4x4x4 | 2x2x2 | 1x1x1 | Tanh | 3x64x64x32 |

| Fg mask | Kernel Size | Stride | Padding | Activation | Output shape |
|---------|-------------|--------|----------|------------|-------------|
| ConvTran3D | 4x4x4 | 2x2x2 | 1x1x1 | Sigmoid | 1x64x64x32 |

Quantitative evaluation. Quantitative evaluation of video generation performance was carried out by measuring FCS, MC and IS scores on a set of 50,000 videos generated by the compared models trained on “golf course” [9], and on the same number of random real videos as a baseline. The results in Tab. 4 shows that VOS-GAN signifi-
Table 2: Discriminator architecture. Note that the structure of transposed convolutions used in Motion Stream is symmetrical to the one of convolutions in the Shared part. LReLU stands for Leaky ReLU, while the layers marked with ConvTran are transposed convolutions. The output of the motion stream has 3 channels: 1 for segmentation and 2 for optical flow.

Table 3: User preference score (percentage) on video generation quality on different types of generated videos.

cantly outperformed VGAN and TGAN on the three metrics, achieving closer values to those yielded by real videos, indicating a higher realism in scene appearance and object motion. We also measured how the discriminator loss terms related to optical flow and segmentation affect the quality of the generated videos, by evaluating the above-mentioned metrics when either of those terms was not included in the computation. The results in Tab. 4 indicate that both terms contributed to the model’s accuracy: in particular, optical flow had the largest impact, likely because foreground regions usually correspond to clusters of oriented vectors in the optical flow, hence learning to compute it accurately is also informative from the segmentation perspective.

Finally, we tested our discriminator in a video action recognition scenario to analyze the quality of the learned motion features compared to VGAN and TGAN. In particular, we employed the discrimination networks of the three models (VOS-GAN, VGAN and TGAN) to perform video action recognition on UCF101. We tested the three models in two different training settings: a) transfer learning: each discriminator

| Shared | Kernel Size | Stride | Padding | Activation | BatchNorm | Out shape |
|--------|-------------|--------|---------|------------|-----------|-----------|
| Input  | —           | —      | —       | —          | —         | 3x64x64x32|
| Conv3D | 4x4x4       | 2x2x2  | 1x1x1   | LReLU(\(\alpha = 0.2\)) | No        | 64x32x32x16|
| Conv3D | 4x4x4       | 2x2x2  | 1x1x1   | LReLU(\(\alpha = 0.2\)) | Yes       | 128x16x16x8|
| Conv3D | 4x4x4       | 2x2x2  | 1x1x1   | LReLU(\(\alpha = 0.2\)) | Yes       | 256x8x8x4  |
| Conv3D | 2x2x2       | 1x1x1  | 1x1x1   | LReLU(\(\alpha = 0.2\)) | Yes       | 512x9x9x5  |

| Motion | Kernel Size | Stride | Padding | Activation | BatchNorm | Out shape |
|--------|-------------|--------|---------|------------|-----------|-----------|
| ConvTran3D | 2x2x2     | 1x1x1  | 1x1x1   | ReLU       | Yes       | 256x8x8x4 |
| ConvTran3D | 4x4x4     | 2x2x2  | 1x1x1   | ReLU       | Yes       | 128x16x16x8|
| ConvTran3D | 4x4x4     | 2x2x2  | 1x1x1   | ReLU       | Yes       | 64x32x32x16|
| ConvTran3D | 4x4x4     | 2x2x2  | 1x1x1   | Sigmoid    | No        | 3x64x64x32 |

Table 3: User preference score (percentage) on video generation quality on different types of generated videos.

| User preference % |
|-------------------|
| VOS-GAN vs VGAN [9] | 77.4 / 22.6 |
| VOS-GAN vs TGAN [10] | 62.9 / 37.1 |
| VOS-GAN vs Real Videos | 19.4 / 80.6 |

...
Fig. 4: **Frame samples on two scenes: “golf course” (top images) and UCF101 (bottom images).** (First row) VGAN-generated video frames show very little object motion, while (second row) TGAN-generated video frames show motion, but the quality of foreground appearance is low. VOS-GAN (third row) generates video frames with a good compromise between object motion and appearance.

|               | FCD  | MC   | IS   |
|---------------|------|------|------|
| VGAN [9]      | 10.61| 0.017| 1.74 |
| TGAN [10]     | 3.74 | 0.011| 2.02 |
| VOS-GAN (w/o OF) | 5.41 | 0.012| 2.43 |
| VOS-GAN (w/o segm.) | 5.02 | 0.006| 2.71 |
| VOS-GAN       | 4.80 | 0.002| 2.90 |
| Real videos   | 4.59 | 0.0001| 4.59 |

Table 4: Quantitative evaluation of video generation capabilities measured by foreground content distance (FCD), motion coherency (MC) and Inception Score (IS). “VOS-GAN (w/o OF)” is the VOS-GAN model excluding the optical flow, while “VOS-GAN (w/o segm.)” the one excluding the segmentation loss term.

was used as a feature extractor (by removing the real/fake discrimination layer) and the learned video embeddings were used to train a linear classifier; b) fine-tuning: we replaced the last layer of each discriminator with an apt classifier and re-trained the resulting network on UCF101 starting from the already-learned weights. To perform these tests, the starting models (before re-training according to the above two modalities) were the ones trained on the “golf course” videos and the same models fine-tuned using UCF101 as pool for real videos (indicated in Tab. 5 with UCF101 subscript). The achieved results in terms of classification accuracy are reported in Tab. 5 and show that the VOS-GAN discriminator outperformed the other two in all the considered scenarios. Lower accuracies compared to the ones reported in [9] are explained by the fact that our approach was trained only on (600,000) “golf course” raw videos, while [9] on
much more videos (over 35 million). Nevertheless, the relative performance increase of over 10% w.r.t. VGAN shows that our approach is able to achieve better representation learning capabilities in the discriminator.

| Settings       | VGAN | VGAN\textsubscript{UCF101} | TGAN | TGAN\textsubscript{UCF101} | VOS-GAN | VOS-GAN\textsubscript{UCF101} |
|----------------|------|-----------------------------|------|-----------------------------|---------|-------------------------------|
| Transfer learning | 32.15 | 33.30 | 35.78 | 38.41 | 42.71 | 43.42 |
| Fine-tuning     | 35.81 | 36.00 | 37.81 | 39.93 | 44.70 | 45.12 |

Table 5: Video Action Recognition Results on UCF101 (% classification accuracy).

4.4 Video Object Segmentation

The first part of the evaluation aimed at investigating the contribution of adversarial training for dense prediction, by assessing the quality of the foreground maps computed by our video object segmentation approach in four different training scenarios: 1) \textit{synthetic}: we extracted the segmentation subnetwork from the architecture of our discriminator and trained it from scratch, using only the fake foreground masks coming from the generator pre-trained on “golf course”; 2) \textit{adversarial}: we trained our GAN model on the “golf course” dataset, then used the segmentation subnetwork from the discriminator; 3) \textit{fine-tuned synthetic}: the segmentation network trained in the \textit{synthetic} modality was then fine-tuned on ground-truth masks of the benchmark datasets’ (DAVIS, SegTrack and F4K-Fish) training sets; 4) \textit{fine-tuned adversarial}: analogously, we used the segmentation model from the \textit{adversarial} training scenario fine-tuned on real segmentation masks. Tab. 6 shows the obtained performance. It can be noted that, even when the segmentation network is trained with fake data only, the resulting foreground maps on real videos are fairly good (although they are not robust to background motion). This means that the VOS-GAN generator was indeed able to generate realistic foreground maps, and the subsequent discriminator was able to extract significant features for motion areas. Fine-tuning the segmentation subnetwork on real data had the effect to focus on target objects, as shown in Fig. 5. Additionally, training the segmentation network in an adversarial framework (rather than directly on the fake maps) led to a significant performance increase, both with and without fine-tuning on real data.

We finally compared our VOS-GAN approach to state of the art video object segmentation methods, in particular with those ones not requiring any manually-annotated regions, i.e., \cite{30,31,32,33,34,35,36,27} and achieved results are given in Tab. 7. Our GAN-based method outperformed all methods on $F_1$ measure, while IoU performance was lower than \cite{27}, which, however, employs CRF to improve segmentation maps, while our output maps were obtained by linearly interpolating $64 \times 64$ maps.
Fig. 5: Video object segmentation results on multiple datasets. Columns: input frame, ground truth, segmentation map obtained by the adversarial trained VOS (not thresholded, to show the detected background motion) and map computed by fine-tuning the segmentation approach on a given dataset. First row: Fish-F4k, second row: SegTrack and third row: DAVIS.

| Model | DAVIS $F_1$ | IoU | SegTrack $F_1$ | IoU | F4K-Fish $F_1$ | IoU |
|-------|-------------|-----|----------------|-----|----------------|-----|
| Synthetic VOS | 43.97 | 28.20 | 47.34 | 31.22 | 33.49 | 20.72 |
| Synthetic VOS fine-tuned on real data | 73.13 | 60.41 | 77.93 | 63.85 | 65.98 | 49.51 |
| Adversarial VOS | 53.82 | 37.19 | 60.45 | 43.36 | 42.23 | 27.00 |
| Adversarial VOS fine-tuned on real data | 80.31 | 67.74 | 81.53 | 69.00 | 70.13 | 54.36 |

Table 6: Video segmentation results (percentage). The first two rows are the ones achieved without adversarial training, respectively, before and after fine-tuning on real data. The last two rows, instead, are the results yielded by adversarial training, respectively, before and after fine-tuning.

| VOS-GAN | DAVIS $F_1$ | IoU | SegTrack $F_1$ | IoU | F4K-Fish $F_1$ | IoU |
|---------|-------------|-----|----------------|-----|----------------|-----|
| $F_1$ | 26.4 | 57.9 | 43.7 | 53.4 | 61.3 | 51.9 | 57.8 | 78.3 | 80.3 |
| IoU | 38.6 | 65.2 | 44.3 | 67.1 | 63.6 | 56.0 | 58.1 | 82.9 | 67.7 |

Table 7: Comparison to state-of-the-art methods on DAVIS with F-Measure ($F_1$) and intersection over union (IoU), in percentage. All values, except VOS-GAN, taken from [27] and [29].

5 Conclusion

We propose a novel GAN-based video generation approach — VOS-GAN — that employs two input latent spaces: one for modeling the background, and one to model foreground motion and appearance. In addition, motion generation is improved by controlling the discrimination process with pixelwise dense prediction of moving objects. Beside the generation process, the proposed framework allows us to perform video object segmentation and optical flow estimation. Extensive experimental evaluation showed
that our VOS-GAN outperforms significantly existing GAN-based methods, VGAN \cite{9} and TGAN \cite{10}, on the video generation process, by creating videos with more realistic motion (measured both qualitatively and quantitatively). Moreover, performance analysis on video object segmentation tasks revealed that our approach is effectively able to learn video dynamics for dense prediction in an unsupervised way.
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