Isolating the impact of trading on grid frequency fluctuations
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Abstract—To ensure reliable operation of power grids, their frequency shall stay within strict bounds. Multiple sources of disturbances cause fluctuations of the grid frequency, ranging from changing demand over volatile feed-in to energy trading. Here, we analyze frequency time series from the continental European grid in 2011 and 2017 as a case study to isolate the impact of trading. We find that trading at typical trading intervals such as full hours modifies the frequency fluctuation statistics. While particularly large frequency deviations in 2017 are not as frequent as in 2011, large deviations are more likely to occur shortly after the trading instances. A comparison between the two years indicates that trading at shorter intervals might be beneficial for frequency quality and grid stability, because particularly large fluctuations are substantially diminished. Furthermore, we observe that the statistics of the frequency fluctuations do not follow Gaussian distributions but are better described using heavy-tailed and asymmetric distributions, for example Lévy-stable distributions. Comparing intervals without trading to those with trading instances indicates that frequency deviations near the trading times are distributed more widely and thus extreme deviations are orders of magnitude more likely. Finally, we briefly review a stochastic analysis that allows a quantitative description of power grid frequency fluctuations.

I. INTRODUCTION

Power generation and consumption have to be balanced to allow the power grid to operate close to its reference frequency (e.g., \( f_R = 50 \) Hz in Europe) and thereby ensure robust distribution among generators and consumers [1]. However, the grid frequency does not stay at precisely \( f_R = 50 \) Hz during operation but is subject to multiple sources of power fluctuations, ranging from demand fluctuations [2] over stochastic feed-in by renewable sources [3], [4] to effects caused by energy trading [5]. Fluctuations of the grid frequency must not exceed certain security limits [6], [7]. Whereas renewable energy sources undoubtedly challenge the system due to their distributed and variable nature [8], [9], [10], an analysis on the German system has shown that renewables only put light stress on primary control reserves [11]. In contrast, impacts due to energy trading seem to be substantial, as discussed in [12], [13] and recently in [14].

When setting up a smart grid [15], [16], [17], [18], it is crucial to know the underlying systemic dynamics and potential vulnerabilities of the system. Liberalizing the energy market [5] may have economic upsides yet it is not fully clear to date how it impacts a grid’s stability [19]. Including active consumers, e.g., via demand control schemes [20], [21], will also influence the frequency statistics. So one key question is: Can we isolate effects of trading in power grid frequency recordings and quantify their impact?

Here, we analyze frequency data from Continental Europe from 2011 and 2017 as a case study. We first observe the impact of trading based on hourly mean frequency trajectories and investigate the aggregated distribution of frequency values. To isolate effects by trading, we split the given data set into time windows surrounding the 15-minutes trading intervals. Evaluating measures such as standard deviations and kurtosis, we quantify differences between trading and non-trading time intervals of the time series. Finally, we briefly review important stochastic results on quantifying frequency distributions [14].

II. ANALYZING FREQUENCY TIME SERIES

We analyze frequency statistics using recordings provided by Réseau de Transport d’Électricité (RTE) [22] and 50Hertz [23], describing the Continental European synchronous zone. RTE provides very recent data so that we analyze the year
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The mean hourly frequency of both the 2011 and 2017 data sets displays large deviations and jumps at the beginning and end of every hour (minutes 0 and 60) as well as approximately 30 minutes after full hours. We plot the mean frequency for all hours considered in our 2011 [23] and 2017 [22] data set.

Fig. 2. The overall frequency distribution is not well described by a Gaussian distribution (red line) but has heavier tails. Shown is the histogram of the aggregated 2017 data [22]. The Gaussian fit was obtained using maximum a likelihood analysis. The data displays a kurtosis of $\kappa \approx 4.2$ in contrast to the Gaussian $\kappa^{\text{Gauss}} = 3$.

For both 2011 and 2017, the mean frequency per day is generally close to the reference frequency of $f_R = 50$ Hz but shows regular large deviations throughout the day (Fig. 1). An earlier study [12] found that deviations tend to be towards negative frequencies during the night and noon and towards positive values during morning and afternoon hours and are more pronounced every full hour, which is consistent with our observations. The direction of the jumps could be determined by the ramps of the demand curve. To highlight the jumps, we aggregate the full data into one hour blocks and average recordings, e.g. measurements at 0:00, 1:00, etc., are averaged to obtain the hourly mean for 0 min. Analyzing the result, we indeed observe regular spikes of the mean frequency at one hour and a smaller one at 30 minutes (Fig. 2).

To further explore how larger frequency deviations are temporally distributed, we record every instance when the frequency deviation $\Delta f = |f - f_R|$ surpassed a threshold of $f_{\text{Threshold}} = 100$ mHz. To do so, we aggregate the data into hour-blocks and analyze them on a minute-by-minute basis. 2011 showed more of these large frequency deviations, while recently the violations mainly occur shortly after the trading interval every 15 minutes (Fig 3).

Next, we investigate the distribution of the frequency values, aggregated over the 2017 data set in Fig. 4. We notice that the best Gaussian fit substantially underestimates the tails of the distribution. We quantify these heavy tails by displaying the kurtosis of the grid, which is approximately $\kappa \approx 4.2$, compared to the Gaussian $\kappa^{\text{Gauss}} = 3$. This means that large disturbances are much more likely than expected based on a Gaussian assumption. In particular, the fraction of instances, where $\Delta f > f_{\text{Threshold}}$, increases approximately by a factor of 160. Therefore, non-Gaussian distributions, for example Lévy-stable [24] or $q$-Gaussian [25], should rather be considered to model the frequency distribution [14].
First, we model the power grid as a network of (virtual) synchronous machines [26]. A simple dynamical description for such a network applies the swing equation [1], [6], which gives the dynamics of the voltage phase angle $\theta_i(t)$ and the angular velocity $\omega_i(t)$ at each node $i \in \{1,\ldots,N\}$ as

$$\frac{d}{dt} \theta_i = \omega_i,$$

$$M_i \frac{d}{dt} \omega_i = P_i + \Gamma_i(t) - D_i \omega_i + \sum_{j=1}^{N} K_{ij} \sin(\theta_j - \theta_i),$$

with inertia $M_i$, active power $P_i$, random fluctuations $\Gamma_i(t)$, damping $D_i$ and coupling matrix $K_{ij}$. To convert from frequencies to angular velocities one uses the following conversion

$$\omega = 2\pi (f - f_R).$$

To allow further analysis of the grid dynamics, we simplify this system by assuming symmetric coupling $K_{ij} = K_{ji}$, homogeneous damping to inertia ratio $\gamma = D_i \omega_i$, and balanced power on average $\sum_{i=1}^{N} P_i = 0$. Then, the dynamics of the bulk angular velocity $\bar{\omega} = \sum_{i=1}^{N} \omega_i M_i / \sum_{i=1}^{N} M_i$ is given by

$$\frac{d}{dt} \bar{\omega} = -\gamma \bar{\omega} + \sum_{i=1}^{N} \frac{\Gamma_i(t)}{\sum_{i=1}^{N} M_i}.$$  

Assuming the noise $\Gamma_i$ at each node $i$ is following a Gaussian distribution with standard deviation $\sigma^f_i$, then we may apply a Fokker-Planck equation\cite{14, 28, 29} to compute the probability distribution of the angular velocity $\omega$. It is also a Gaussian distribution with standard deviation

$$\bar{\sigma}^\omega = \frac{1}{\sum_{i=1}^{N} M_i} \left( \sum_{i=1}^{N} \left( \sigma^f_i \right)^2 \right)^{\frac{1}{2}}.$$  

To estimate the damping to inertia ration $\gamma$ in Eq. 4, we take advantage of the autocorrelation function of the frequency signal. Assuming approximately Gaussian noise, stochastic theory \cite{28} predicts the autocorrelation $c(\Delta t)$ to decay as a function of the time delay $\Delta t$ as an exponential function like

$$c(\Delta t) = \exp(-\gamma \Delta t).$$

Finally, to capture non-Gaussian effects of the statistics, as displayed, e.g. in Fig. 4, we use for example Lévy-stable distributions \cite{24} as discussed in \cite{14}. These distributions are characterized by their scale parameter $\alpha_\gamma$, similar to a standard deviation, and their stability parameter $\alpha_0$ that gives the tails of the distribution. Stable distributions with $\alpha_0 = 2$ are Gaussian distributions while $\alpha_0 < 2$ indicates heavy tails. For the full 2017 data, we found that $\alpha_0 \approx 1.9$, i.e. well below $\alpha_0 = 2$. Analyogue to the Gaussian approach, we may now formulate a generalized Fokker-Planck equation \cite{14, 30} to obtain the probability distribution of the angular velocity $\omega$. We require that the noise at each node in the system follows a stable distribution with one stability parameter $\alpha_0$ but arbitrary scale parameter, which we set as $\sqrt{2} \sigma^f_i$, where the square root of 2 is necessary to resemble Gaussian results.
for $\alpha_S = 2$. Then, the resulting distribution of the angular velocity is also a stable distribution, with stability parameter $\alpha_S$ and scale parameter given as [14]

$$\tilde{\sigma}_S^\omega = \frac{1}{\sqrt{2}} \sum_{i=1}^N M_i \left[ \frac{1}{\gamma \alpha_S} \sum_{i=1}^N (\sigma_i^p)^{\alpha_S} \right]^{1/\alpha_S}.$$  \hspace{1cm} (6)

One important finding of equations (4) and (6) is the scaling with respect to the size of the grid. Both the scale parameter $\tilde{\sigma}_S^\omega$ and the standard deviation $\tilde{\sigma}^\omega$ increase with decreasing total inertia $\sum_i M_i$. Hence, splitting large synchronous grids into smaller ones or replacing conventional generators by inverter technology is expected to increase frequency deviations, unless the primary control, which determines $\gamma$, is also increased.

How does the previous analysis of trading intervals influence these stochastic results? The analytical approach in [14] does not include effects of trading at all but assumes random and uncorrelated noise to account for all frequency disturbances. One important finding of Fig. 6 is that the width of the distribution, i.e. the standard deviation or scale parameter of the probability distribution does not change dramatically when comparing trading and non-trading intervals. Only the heavy-tails are easily attributed to the trading. Hence, the stochastic theory should be further developed to include non-Gaussian effects due to deterministic trading actions, instead of solely arising from random fluctuations. However, the current form of the theory will still be able to predict the approximate width of a distribution if the noise amplitudes in the system are known.

V. DISCUSSION

Overall, we found that the power grid frequency is impacted by trading actions, as visible already from the average frequency trajectory in Fig. 1. In particular, the mean frequency shows consistent jumps every hour and less pronounced effects every 30 minutes. When investigating large deviations from the reference frequency we found that the occurrence of these deviations has been reduced when comparing data from 2011 with data from 2017. Between those years, additional short-time trading products have been established in Europe [5] so that a larger number of smaller trading actions seems to be beneficial for the frequency quality.

Analyzing the full frequency distribution, we found that it is not well described by a Gaussian distribution but displays heavy tails. Therefore, more sophisticated distributions like Lévy-stable [24] or q-Gaussian distributions [25] should be considered when describing frequency distributions. Choosing a small time interval around the trading actions every 15 minutes allowed us to reveal that trading has only little impact on the width (standard deviation) of the distribution but much larger impact on the heavy-tails. Nevertheless, even outside trading intervals, the frequency is not well-described by a Gaussian distribution. A stochastic theory that neglects the effects of trading will therefore overestimate the heavy tails of the noise as those are significantly impacted by trading actions. However, such a theory will give a good approximation for the width of the distribution since the standard deviation does not depend as strongly on the trading actions.

While we based our analysis on the equations of motion of synchronous machines, our results should also hold true if conventional generators were replaced by devices with small or only virtual inertia [31], as the equations of motions do not change.

Our current analysis emphasizes that future markets have to consider their impact on frequency quality. Based on the comparison between 2011 and 2017, splitting trading actions into smaller packages may reduce the overall impact of trading on the frequency quality, especially with respect to large deviations. This will have to be taken into account in addition to network transmission constraints to balance the system. Otherwise, additional and costly control actions will be necessary [12], [13].
Future research should explore models for grids without any inertia and include more systematic studies of different grids, e.g., the US grids with different trading intervals or even real time pricing would be very interesting to analyze. However, frequency data are rarely available publicly.
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