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1. Introduction

It has become clear that open Wilson lines \([1, 2]\) play a fundamental role in the dynamics of noncommutative gauge theories. They are essential to building gauge invariant operators and are thus essential when coupling noncommutative Yang-Mills modes to closed string modes \([3, 4]\). They are also important for a proper understanding of the loop dynamics of noncommutative gauge theories, and of the Seiberg-Witten map \([5]\) between ordinary and noncommutative Yang-Mills modes \([6]\) (see also \([7]\)).

An open Wilson line of momentum \(k\) along some open contour \(C\) is given by

\[
W_k(C) = \text{Tr} \int d^dx \, W(x, C) \ast e^{ik \cdot x}
\]  

(1.1)

where \(W(x, C)\) is a Wilson line in which multiplication is given by the \(\ast\)-product. \(W_k(C)\) is gauge invariant \([1, 2]\) when the momentum \(k\) of the line, and the distance \(\Delta x\) between its two end points, satisfy the relation

\[
\Delta x^\mu = \theta^\mu_{\nu} k^\nu.
\]  

(1.2)
where \( \theta \) is the noncommutative parameter of the theory. Similarly, for any local operator \( \mathcal{O}(x) \) which transforms adjointly under gauge transformations, \( \mathcal{O}(k) \), defined by

\[
\mathcal{O}(k) = \text{Tr} \int d^d x \, P_* [W(x, C) \mathcal{O}(y)] * e^{ik \cdot x}, \tag{1.3}
\]

is gauge invariant [4], where \( y \) is any point on the path \( C \) of the Wilson line. Thus whereas there is no gauge invariant local operator in position space, it is possible to write down the linearized coupling of a supergravity field \( h \) to the noncommutative Yang-Mills modes in momentum space [3, 4]

\[
\int d^d k \, h(-k) \mathcal{O}(k) \tag{1.4}
\]

with \( \mathcal{O}(k) \) an operator of type (1.3).

However, since inserting local operators at any point of an open Wilson line all yields gauge invariant operators, it is not a priori clear what the precise ordering prescription is for constructing such a gauge invariant operator. In [4], by considering the factorization of the one-loop open string amplitudes [8, 9], it was proposed that the correct prescription is to integrate all external insertions over a straight Wilson line\(^2\). For example, the Yang-Mills operator that couples to the dilaton contains

\[
\int d^d x \int_0^1 d\tau_1 d\tau_2 \, P_* [W(x, C) F_{\mu \nu}(x + \xi(\tau_1)) F^{\mu \nu}(x + \xi(\tau_2))] * e^{ik \cdot x} \tag{1.5}
\]

with \( C \) parameterized by \( \xi(\tau) \), a straight line. In [10] it was argued based on the connection between noncommutative gauge theories and the Matrix model (see e.g. [11, 12, 13, 14, 1, 2, 15]) that the integration procedure provides a natural generalization to \( U(\infty) \) of the “symmetrized trace” prescription of the Born-Infeld coupling to weak external supergravity fields (see e.g. [16, 17, 18]).

In this paper we investigate the disk amplitudes between one massless closed string in the NSNS sector and the noncommutative gauge modes on the brane, aiming to provide further support for the integration prescription and to write down the precise couplings of the massless closed string modes to a noncommutative D-brane. We will address RR insertions in a forthcoming paper.\(^3\) We shall be interested in the leading terms of the amplitudes in the low energy limit in terms of open string metric \( G_{\mu \nu} \) on the D-brane, while exploring the effect of the noncommutative parameter \( \theta \). More explicitly, as in [8], we take the low energy limit to mean

\[
\alpha' k_{ij} G^{ij} k_{ij} \ll 1 \quad \text{with} \quad k_{ij} \theta^{ij} k_{ij} \sim O(1). \tag{1.6}
\]

\(^1\)\( P_* \) denotes path ordering in which multiplication given by the *-product.

\(^2\)Straight Wilson lines were first advocated in [4].
Since the closed string metric $g_{\mu\nu}$ scales differently with respect to $\alpha'$ from the open string metric, in the above limit (1.6), low energy processes in terms of the open string metric on the brane do not correspond to low energy processes in the bulk that involves the closed string metric. This differs from the $B = 0$ behaviour.

The disk amplitudes of one massless closed string mode and two open string modes were previously given in [20, 21]. In particular in [21] (see also [24]) the low energy effective action in the limit (1.6) was found and compared with the Born-Infeld action. In this paper, with the role of an open Wilson line in mind, we show that the effective action can be written in a simpler and physically more transparent way than presented in [20, 21]. The result also confirms the integration prescription (1.5) proposed in [6, 10].

Physically, the appearance of the Wilson line and the integration prescription can be understood from the “stretched string” effect discussed in [23]. Recall that when $B = 0$, the low energy external open string modes are point particles and the spacetime image of the worldsheet boundary is a single point, thus yielding local couplings between the closed string and gauge theory modes. With a nonzero $B$-field, the low energy open string behaves like an electric dipole that is in the presence of a strong background magnetic field [24, 25, 26]. As a result, an open string mode (even on-shell) has a finite spacetime extension $\Delta x^\mu = \theta^\mu{}_{\nu} k_\nu$ [24, 23] proportional to its center of mass momentum. These open strings interact by splitting and joining their ends. When a closed string mode scatters off open string modes on a D-brane, all external open string modes join together to form a macroscopic open Wilson line, which then couples to the closed string mode. The extension of the Wilson line is given by

$$\Delta x^\mu = \sum_a \Delta x_a^\mu = \theta^\mu{}_{\nu} \sum_a k_a^\nu = -\theta^\mu{}_{\nu} q^\nu,$$

(1.7)

where $k_a$ and $q$ are the momenta of open and closed string modes respectively. From the worldsheet point of view, the Wilson line can then be viewed as the spacetime image of the worldsheet boundary, and the integration procedure has its origin in the integrations of the vertex operator insertions on the boundary worldsheet. It is interesting that in the noncommutative theory, the spacetime image of the worldsheet boundary, which is closed, is an open contour instead of a closed loop.

The way in which we write the string amplitudes previously given in [21, 27] makes it easy to extract the Wilson line from the operators $O(k)$. We will also see that the effective couplings illustrate to all orders the expectation that when multiple D-branes interact with background supergravity fields, the supergravity fields should be regarded not just as functions of the $(p+1)$-dimensional spacetime but also as functionals of the nonabelian scalar fields (see e.g. [27, 17, 28, 18, 22]). For example, the coupling of a
$Dp$-brane to the graviton can be written as

$$\int d^{p+1}x \text{STr} \left[ h_{\mu\nu}(X(x), x) T^{\mu\nu}(x) \right]$$

(1.8)

where $X$ are the nonabelian adjoint scalar fields of the D-branes and $h_{\mu\nu}$ is the perturbation of the graviton.\(^3\) We also confirm to all orders the “symmetrized trace” prescription for the ordering in (1.8) up to terms quadratic in the field strength in $T^{\mu\nu}$.

This paper is organized as follows. In section 2 we present the string amplitudes for the interaction of a closed string with one or two open strings. From this result, we extrapolate, in section 3 an action which involves the open Wilson line. In section 4 we prove the proposal of section 4 by extracting the contribution to the Wilson line from the infinite series of disk diagrams with one closed string and an arbitrary number of open strings. This confirms the presence of the open Wilson line, in the postulated form. We conclude in section 5 with a discussion of the relation to Born-Infeld action.

As this work was being completed, ref. [30] appeared. That paper overlaps with this one. In particular, their energy momentum tensor agrees with the large $B$ limit of ours.

2. Disk amplitudes with one closed string insertion

2.1 Preliminaries

We will use $M, N = 0, 1, \ldots, 9$ to denote the spacetime indices; $\mu, \nu = 0, 1, \ldots, p$ to denote the worldvolume directions of a D-brane; and $i, j = p+1, \ldots, 9$ are the directions transverse to the brane. The relations \(^3\) between the closed (open) string metric $g$ ($G$) and coupling $g_s$ ($G_s$), the $B$-field, and the noncommutativity parameter $\theta$ are

$$G^{-1} + \frac{\theta}{2\pi\alpha'} = \frac{1}{g+B}$$

(2.1)

and

$$G_s = g_s \left( \frac{\det G}{\det g} \right)^{\frac{1}{2}}.$$  

(2.2)

We assume that $B$ lies only in Neumann directions (that is, along the $D$-brane) and that $g_{MN}$ vanishes for mixed Neumann/Dirichlet directions. Therefore the above equations apply to all spacetime directions; in particular, $G_{ij} = g_{ij}$ and $\theta^{ij} = 0$.

\(^3\)We use the coupling (1.8) to define the energy-momentum tensor, $T^{\mu\nu}$, of the noncommutative theory; this seems to differ from the Noether definition [29].
The NSNS vertex operators are given by

\[ V_{\text{NSNS}}^{-1,-1} = 2g_c e^{-\phi - \tilde{\phi}} e_{MN} \psi^M \tilde{\psi}^N e^{iq \cdot X} \]  

\[ V_O^0 = a_M (i\dot{X}^M + 4k \cdot \Psi \tilde{\Psi}) e^{ik \cdot X} \]  

where the overdot in equation (2.4) is understood to be the tangential derivative along the worldsheet boundary for Neumann directions, and the normal derivative for Dirichlet directions. The gauge bosons have momenta \( k_a \) and polarizations \( a_a \), with \( a, b, \ldots \) labeling the gauge boson; the massless closed string mode has momentum \( q \) and polarization \( e_{MN} \). We can decompose the closed string polarization into modes corresponding to perturbations of the graviton, \( h_{MN} \), the antisymmetric \( B \)-field \( b_{MN} \) and the dilaton \( \varphi \) via

\[ e_{MN} = h_{MN} + b_{MN} + \frac{1}{2} \varphi (g_{MN} - q_M \rho_N - q_N \rho_M). \]  

In addition, \( h_{MN} \) is traceless—\( h_{MN} g^{MN} = 0 \)—and both \( h_{MN} \) and \( b_{MN} \) are transverse: \( h_{MNP} q_P = 0 = b_{MNP} q_P \). Note that we exclusively use the closed string metric when discussing closed string fields. The auxiliary vector \( \rho_M \) obeys \( q_M g^{MN} \rho_N = 1 \) and is introduced to enforce transversality of \( e_{MN} \),

\[ q_M g^{MN} e_{NP} = 0 = e_{PM} g^{NM} q_M, \]  

but it will not appear in any total amplitudes. Also, momentum conservation requires \( q_\parallel = -k \equiv -\sum a_a k_a \), where \( q_\parallel \) and \( q_\perp \) denote the components of \( q \) parallel and perpendicular to the brane. In addition to (2.6), the on-shell conditions require that \( q_M g^{MN} q_N = 0 = k_{a\mu} G_{\mu\nu} k_{a\nu} \) and \( k_{a\mu} G_{\mu\nu} a_{a\nu} = 0 \).

We shall take the worldsheet to be the upper half plane and use the doubling trick to relate the fields in the anti-holomorphic sector to those in the holomorphic sector

\[ \tilde{X}^\mu (\bar{z}) = \left( \frac{1}{g - B} (g + B) \right)^\mu_\nu X^\nu (\bar{z}) \]  

\[ \tilde{X}^i (\bar{z}) = -X^i (\bar{z}) \]  

and

\[ \tilde{\psi}^\mu (\bar{z}) = \left( \frac{1}{g - B} (g + B) \right)^\mu_\nu \psi^\nu (\bar{z}), \quad \Psi^\mu = \frac{1}{2} (\psi^\mu + \tilde{\psi}^\mu) = \left( \frac{1}{g - B} g \right)^\mu_\nu \psi^\nu, \]  

\[ \tilde{\psi}^i = -\psi^i, \quad \Psi^i = \frac{1}{2} (\psi^i - \tilde{\psi}^i) = \psi^i. \]  

\[ ^4\text{We have absorbed a factor of } g_{YM} \text{ into the polarization. Also, we will suppress Chan-Paton factors from the formulas for simplicity, although we will comment on them when appropriate.} \]
\( \Psi^M \) is the open string supersymmetric partner of \( X^M \) which lives on the worldsheet boundary. By introducing \( D = \text{diag}(1,1,\ldots,-1,\ldots,-1) \)—an identity matrix in the Neumann directions and minus the identity matrix in the Dirichlet directions—the above equations can be written collectively as

\[
\tilde{X}^M(z) = \left( \frac{1}{g - B}(g + B)D \right)^M_N X^N(\bar{z}),
\]

(2.11)

\[
\tilde{\psi}^M(z) = \left( \frac{1}{g - B}(g + B)D \right)^M_N \psi^N(\bar{z}),
\]

(2.12)

\[
\Psi^M = \left( \frac{1}{g - B}g \right)^M_N \psi^N.
\]

(2.13)

Note that in equations (2.3) and (2.4)

\[
g_{YM}^2 = (2\pi)^{p-2} G_s \alpha' \frac{g_s}{2}, \quad g_c = \frac{K_{10}}{2\pi} = \sqrt{\pi} g_s^2 (2\pi \alpha')^2,
\]

(2.14)

where the open and closed string couplings \( G_s \) and \( g_s \) are related by (2.2). The overall normalization constant for the disk amplitudes is given by \[31\]

\[
C_{D_2} = \frac{1}{2g_{YM}^2 \alpha' \sqrt{\det G}}
\]

(2.15)

and the brane tension is related to the Yang-Mills coupling constant \( g_{YM} \) by

\[
T_p = \frac{1}{(2\pi)^p g_s \alpha' \frac{g_s}{2}}, \quad T_p \sqrt{\det(g + B)} = \frac{1}{g_{YM}^2 (2\pi \alpha')^2} \sqrt{\det G}.
\]

(2.16)

The Green functions for the worldsheet fermions are\[5\]

\[
\langle \psi^M(z)\psi^N(w) \rangle = \frac{\alpha'}{2} \left( \frac{g - B}{g + B} \right)^{MN} \frac{1}{z - w}
\]

(2.17)

\[
\langle \tilde{\psi}^M(z)\tilde{\psi}^N(\bar{w}) \rangle = \frac{\alpha'}{2} \left( \frac{g - B}{g + B}D \right)^{MN} \frac{1}{z - \bar{w}}
\]

(2.18)

\[
\langle \psi^M(z)\Psi^N(w) \rangle = \frac{\alpha'}{2} \left( \frac{1}{g + B} \right)^{MN} \frac{1}{z - w}
\]

(2.19)

\[
\langle \tilde{\psi}^M(z)\Psi^N(w) \rangle = \frac{\alpha'}{2} \left( \frac{1}{g - B}D \right)^{MN} \frac{1}{z - \bar{w}}
\]

(2.20)

\[
\langle \Psi^M(z)\Psi^N(w) \rangle = \frac{\alpha'}{2} G^{MN} \frac{1}{z - w}
\]

(2.21)

\[5\text{We are being a little sloppy in writing } \frac{g - B}{g + B} \text{ in (2.18) (and subsequent equations) and not specifying } \frac{1}{z}(g - B) \frac{1}{z+B} \text{ or } \frac{1}{z+B}(g - B) \frac{1}{z} \text{ because, in fact, they are equal.}\]
The Green functions for $X$ are given by

$$
\langle X^\mu(z, \bar{z}) X^\nu(w, \bar{w}) \rangle = -\alpha' \left[ g^{\mu\nu} \left( \log |z - w| - \log |z - \bar{w}| \right) + \mathcal{G}^{\mu\nu} \log |z - \bar{w}|^2 \right]
\frac{1}{2\pi \alpha'} \theta^{\mu\nu} \log \frac{z - \bar{w}}{z - w} \right] \tag{2.22}
$$

Using the above equations we can work out some basic formulas like

$$
\langle X^i(z, \bar{z}) X^j(w, \bar{w}) \rangle = -\alpha' g_{ij} \left( \log |z - w| - \log |z - \bar{w}| \right). \tag{2.23}
$$

2.2 One closed and one open

The amplitude for the interaction of one massless closed string mode and one massless gauge field mode is given by

$$
\mathcal{A} = \frac{2g}{\alpha'} e^{MN} \text{Tr}_{\mathcal{P}} \left\langle \psi^M \tilde{\psi}^N e^{i q \cdot X(i)} (i \dot{X}^P + 4k \cdot \Psi \Psi^P) e^{i k \cdot X(0)} \right\rangle \tag{2.27}
$$
We have suppressed the ghosts, the relevant contribution from which turns out to be unity. In the following we shall take the polarization of the closed string mode to be along the brane, i.e. $e_{MN} = e_{\mu \nu}$, and we shall always omit the momentum conservation factor $(2\pi)^{p+1}\delta(q_\parallel + \sum_a k_a)$. The amplitude (2.24) can be evaluated using equations (2.24) and (2.25) to yield

$$\mathcal{A} = \frac{\kappa_{10}^2}{g_Y M (2\pi \alpha')^2} \text{Tr}\left[ \frac{i}{2} EM - (2\pi \alpha')E^{\mu \nu}f_{\mu \nu} \right]$$

(2.28)

where

$$E = e_{MN} \left( \frac{g - B}{g + B} D \right)^{MN}, \quad E^{MN} = \epsilon_{PQ} \left( \frac{1}{g + B} \right)^{PM} \left( \frac{1}{g - B} \right)^{QN}$$

(2.29)

and

$$M = \theta^{\mu \nu} a_\mu k_\nu + (2\pi \alpha') \phi_i g^{ij} q_{\perp j}, \quad f_{\mu \nu} = i(k_\mu a_\nu - k_\nu a_\mu),$$

(2.30)

with $\phi_i \equiv a_i$.

### 2.3 One closed and two open

The amplitude with one massless closed string mode polarized along the brane direction and two noncommutative gauge modes is

$$\mathcal{A} = \int_{-\infty}^{\infty} dy \langle V_{NS}^{-1 - 1}(i) V_O^0(0) V_O^0(y) \rangle$$

$$= \frac{2g_c}{\alpha'} e_{MN} \text{Tr} a_{1P} a_{2Q}$$

$$\times \int dy \langle \psi_M \bar{\psi}_N e^{i q \cdot X} (i) (i\dot{X}^P + 4k_1 \cdot \Psi \Psi^P) e^{ik_1 \cdot X}(0) (i\dot{X}^Q + 4k_2 \cdot \Psi \Psi^Q) e^{ik_2 \cdot X}(y) \rangle$$

$$= \hat{\mathcal{A}} + \tilde{\mathcal{A}}_1 + \tilde{\mathcal{A}}_2$$

(2.31)

For convenience, we have split the amplitude into three parts: $\hat{\mathcal{A}}$ contains the part involving the self-contraction of $\psi$ and $\bar{\psi}$ in the closed string vertex operator; $\tilde{\mathcal{A}}_1$ and $\tilde{\mathcal{A}}_2$ contain the remaining terms, which respectively involve four-fermion and six-fermion contractions.

---

6 An unfortunate by-product is that we will miss some couplings of the dilaton to the transverse scalar fields and so we will not be able to see explicitly that $\rho_M$ of (2.23) drops out in terms that involve scalar fields.
Using (2.24) and (2.23) and integrating over $y$, the final result can be written as

\[ \hat{A} = \frac{\kappa_1}{2g_{YM}^2} E \left[ (k_1 \cdot a_2)(k_2 \cdot a_1) - (a_1 \cdot a_2)(k_1 \cdot k_2) - \frac{1}{(2\pi \alpha')^2} M_1 M_2 \right] \]

\[ - \frac{\kappa_1}{8\pi \alpha' g_{YM}^2} E \frac{2\beta}{\alpha'} [(a_1 \cdot k_2) M_2 - (a_2 \cdot k_1) M_1 + (k_1 \times k_2)(a_1 \cdot a_2)] \]

\[ \hat{A}_1 = -i \frac{\kappa_1}{g_{YM}^2} J E^{\mu\nu} \left[ \frac{1}{2\pi \alpha'} (f_{1\mu\nu} M_2 + f_{2\mu\nu} M_1) - \frac{\beta}{\alpha'} (f_{1\mu\nu}(a_2 \cdot k_1) - f_{2\mu\nu}(a_1 \cdot k_2)) \right] \]

\[ \hat{A}_2 = - \frac{\kappa_1}{g_{YM}^2} J E^{\mu\nu} \left[ - f_{1\mu\nu} f_{2\nu}^{\mu} + \partial_{\mu} \phi_1^{i} \partial_{\nu} \phi_2^{i} + (1 \to 2) \right] \]

\[ \frac{t}{\beta} \left( - f_{1\mu\nu} f_{2\nu}^{\mu} + \partial_{\mu} \phi_1^{i} \partial_{\nu} \phi_2^{i} - (1 \to 2) \right) \]

where $E$ and $E^{\mu\nu}$ were defined in equations (2.20) and (2.30). $M_1$ and $f_{1\mu\nu}$ generalize (2.30) to

\[ M_1 = \theta^{\mu\nu} a_1 \mu k_{\nu} + (2\pi \alpha') \phi_1^{ij} q_{ij}, \quad f_{1\mu\nu} = i(k_1 \mu a_{1\nu} - k_{1\nu} a_{1\mu}) \]

and similarly for $M_2, f_{2\mu\nu}$. Note that the total (open string) momentum $k$ appears in the definition of $M_{1,2}$; this will be important when we relate terms involving $M$ to the Wilson line. We have also introduced

\[ \beta = \frac{k_1 \times k_2}{\pi}, \quad t = -k^2 = -2k_1 \cdot k_2, \quad \partial_{\mu} \phi_1^{i} = i k_1^{\mu} \phi_1^{i}, \]

\[ J = \frac{\Gamma(1 - \alpha't)}{\Gamma(1 - \alpha't) + \beta \Gamma(1 - \alpha't) - \beta} = \frac{\sin \frac{k_1 \times k_2}{\pi}}{\frac{k_1 \times k_2}{\pi}} + O(\alpha't) + \cdots, \]

In (2.32)-(2.34) the dot product is with respect to the open string metric\(^7\) and the indices are raised and lowered by the open string metric.

We shall be interested in the leading terms of the amplitude in an $\alpha't$ expansion i.e. we consider the limit $\alpha' k_\mu G^{\mu\nu} k_\nu \ll 1$, while keeping $k_1^{\mu} \theta^{\mu\nu} k_2^{\nu}$ finite. Substituting the leading term in the expansion (2.37) into (2.32)-(2.34), the amplitude separates into finite terms and terms containing poles in $t$. The finite terms are

\[ \hat{A}_f = \frac{\kappa_1}{2g_{YM}^2} E \sin \frac{k_1 \times k_2}{\pi} \left[ - \frac{1}{(2\pi \alpha')^2} M_1 M_2 + \frac{1}{2} f_{1\mu\nu} f_{2\nu}^{\mu} + G^{\mu\nu} g^{ij} \partial_{\mu} \phi_1^{i} \partial_{\nu} \phi_2^{j} \right] \]

\[ \hat{A}_{1f} = i \frac{\kappa_1}{g_{YM}^2} \sin \frac{k_1 \times k_2}{\pi} \frac{1}{2\pi \alpha'} \sin \frac{k_1 \times k_2}{\pi} \frac{1}{2\pi \alpha'} \left( f_{1\mu\nu} M_2 + f_{2\mu\nu} M_1 \right) \]

\(^7\)In particular $a_1 \cdot a_2 = a_1 \mu G^{\mu\nu} a_2 \nu + a_1 G^{ij} a_{2\nu} = a_1 \mu G^{\mu\nu} a_2 \nu + \phi_1^{i} g^{ij} \phi_2^{j}.$
\[ \tilde{A}_{2f} = -\frac{\kappa_{10}}{y_{YM}} \sin \frac{k_1 \times k_2}{2} E^\mu\nu \left[ -f_{1\mu\nu} f_2^\rho + \partial_\mu \phi_1^i \partial_\nu \phi_2^i + (1 \to 2) \right] \]
\[ + \frac{\kappa_{10}}{\pi \alpha' g_{YM}^2} \sin \frac{k_1 \times k_2}{2} E^\mu\nu (a_{1\mu} a_{2\nu} - a_{2\mu} a_{1\nu}), \tag{2.40} \]

and the terms with a pole are

\[ \hat{A}_p = -\frac{\kappa_{10}}{2\pi^2 \alpha' g_{YM}^2} \sin \frac{k_1 \times k_2}{2} \left[ (a_1 \cdot k_2) M_2 - (a_2 \cdot k_1) M_1 + (k_1 \times k_2)(a_1 \cdot a_2) \right] \tag{2.41} \]
\[ \hat{A}_{1p} = \frac{2i \kappa_{10}}{\pi g_{YM}^2} \sin \frac{k_1 \times k_2}{2} E^\mu\nu \left[ f_{1\mu\nu}(a_2 \cdot k_1) - f_{2\mu\nu}(a_1 \cdot k_2) \right] \tag{2.42} \]
\[ \hat{A}_{2p} = \frac{2}{\pi g_{YM}^2} \sin \frac{k_1 \times k_2}{2} E^\mu\nu \left[ -(f_{1\mu\rho} f_2^\rho)_\nu + \partial_\mu \phi_1^i \partial_\nu \phi_2^i - (1 \to 2) \right] \tag{2.43} \]

where

\[ [f_{1\mu\lambda} f_2^\lambda_\nu]_\rho = -[(a_2 \cdot k_1) a_{1\mu} k_{2\nu} + (a_1 \cdot k_2) a_{2\nu} k_{1\mu} - (a_1 \cdot a_2) k_{1\mu} k_{2\nu}] \tag{2.44} \]

Note that the fourth term in \( f_{1\mu\lambda} f_2^\lambda_\nu \) contributes to the finite term. The pole terms are all proportional to \( \sin \frac{k_1 \times k_2}{2} \) and can be reproduced from exchanging massless gauge bosons (or scalar fields) using the vertex (2.28) and cubic vertices of gauge bosons, as was pointed out in [21].

The finite terms in (2.38)–(2.40) are all proportional to \( \sin \frac{k_1 \times k_2}{2} \), except for the last term in (2.40) which is proportional to \( \sin \frac{k_1 \times k_2}{2} \). The factor \( \sin \frac{k_1 \times k_2}{2} \) gives rise to the generalized star-product \( *_2 \) between two Yang-Mills fields [21], which in momentum space is

\[ f(k_1) *_2 g(k_2) = f(k_1) \sin \frac{k_1 \times k_2}{2} g(k_2) \tag{2.45} \]

The last term of (2.40) combines with the second term in (2.28) to give the noncommutative field strength

\[ F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - i A_\mu A_\nu + i A_\nu A_\mu \tag{2.46} \]

which in momentum space becomes

\[ F_{\mu\nu} = i(k_\mu A_\nu - k_\nu A_\mu) - 2 \sin \frac{k_1 \times k_2}{2} A_\mu(k_1) A_\nu(k_2) \tag{2.47} \]
3. Supergravity Couplings of Noncommutative D-branes

From equations (2.28) and (2.38)–(2.40) we are ready to write down the effective couplings of the massless NSNS closed string modes to the noncommutative D-brane up to terms quadratic in Yang-Mills fields. Since \( M \) defined in (2.30) and (2.35) involve the total momentum of the open string modes it is more convenient to write down the couplings in momentum space:

\[
S = \frac{\kappa_{10}}{g_Y M (2\pi \alpha')^2} \int \frac{d^{10} p}{(2\pi)^{10}} \frac{d^{p+1} k_1}{(2\pi)^{p+1}} \frac{d^{p+1} k_2}{(2\pi)^{p+1}} \sqrt{\det G (2\pi)^{p+1} \delta^{(p+1)} (q_\parallel + k_1 + k_2)}
\]

\[
\times \left\{ \frac{1}{2} E(q) \left[ 1 + iM(k_1) - \frac{1}{2} M(k_1) q_\parallel M(k_2) + \frac{1}{4} F_{\mu\nu}(k_1) \ast_2 F^{\mu\nu}(k_2) + \frac{1}{2} D_\mu X_i(k_1) \ast_2 D^\mu X^i(k_2) \right] \right.
\]

\[
+ \frac{1}{2} E^{\mu\nu}(q) \left[ -F_{\mu\nu}(k_1) - iF_{\mu\nu}(k_1) \ast_2 M(k_2) + F_{\mu\nu}(k_1) \ast_2 F^{\mu\nu}(k_2) - D_\mu X_i(k_1) \ast_2 D_\nu X_i(k_2) \right] \right\}
\]

(3.1)

where \( F = 2\pi \alpha' F \) is the noncommutative field strength (2.46), \( X_i = 2\pi \alpha' \phi_i \) and \( D_\mu X_i = \partial_\mu X_i - i [A_\mu, X_i] \ast \). Note that we have promoted the perturbation \( a_M \) to the full gauge field \( A_M \). \( F \) and \( DX \) should be understood as their Fourier transforms, as in (2.47). For terms linear in Yang-Mills fields it is understood that \( k_2 \) should be set to zero and not integrated, and for the tadpole term, it is understood that \( k_1 = k_2 = 0 \). Except for those in \( E \) and \( E^{\mu\nu} \) the indices are always raised and lowered using the open string metric (recall \( G_{ij} = g_{ij} \)). The \( \ast_2 \)-product was defined in (2.45) and

\[
M(k_i) = \theta^{\mu\nu} q_\mu A_\nu(k_i) + q_\perp \cdot X(k_i).
\]

(3.2)

For the graviton polarized along the brane

\[
E = h_{\mu\nu} \left( \frac{g - B}{g + B} \right)^{\mu\nu}, \quad E^{\mu\nu} = h_{\lambda\rho} \left( \frac{1}{g + B} \right)^{\lambda\mu} \left( \frac{1}{g - B} \right)^{\rho\nu}.
\]

(3.3)

with \( h_{\mu\nu} \) symmetric, traceless in terms of closed string metric, i.e. \( g^{\mu\nu} h_{\mu\nu} = 0 \). A similar expression applies to the NSNS anti-symmetric tensor \( b_{\mu\nu} \). Note \( E \) and \( E^{\mu\nu} \) in (3.3) satisfy the relation

\[
E = G_{\mu\nu} E^{\nu\mu}
\]

(3.4)

For the dilaton

\[
E = \varphi (g_{\mu\nu} G^{\mu\nu} - 4), \quad E^{\mu\nu} = \frac{1}{2} \varphi g_{\lambda\rho} \left( \frac{1}{g + B} \right)^{\lambda\mu} \left( \frac{1}{g - B} \right)^{\rho\nu}.
\]

(3.5)

\(^8\)We have included a tadpole term which can be easily obtained, for example, by cutting open the annulus diagram.
It can be checked that the effective action (3.1) is not gauge invariant under the noncommutative gauge transformations
\[
\begin{align*}
\delta \lambda A_\mu &= \partial_\mu \lambda + i \lambda * A_\mu - i A_\mu * \lambda, \\
\delta \lambda X_i &= i \lambda * X_i - i X_i * \lambda.
\end{align*}
\] (3.6)

This is almost the same situation encountered in the one-loop effective action of noncommutative super-Yang-Mills theory [8, 9], which is related to the disk amplitudes considered here by factorization. The reason is by now well understood; the non-gauge-invariance of higher order terms in the action will conspire to cancel those from (3.1) to make the whole effective action gauge invariant [7, 6, 32]. Using the result of [6] regarding the relation between the \( *_n \) products and an open Wilson line, the resolution is to attach each \( F \) and \( X \) in (3.1) to a straight Wilson line and integrate over the insertion positions with respect to the path ordering. The presence of the Wilson line can already been seen from the nature of the \( M \)-dependence in (3.1). Thus we obtain the following gauge invariant completion of the above action (3.1)
\[
S = \frac{\kappa_{10}}{g_{YM}^2 (2\pi\alpha')^2} \int \frac{d^{10} q}{(2\pi)^{10}} \sqrt{\det G} \frac{1}{2} E^{\mu\nu}(q) T_{\mu\nu}(-q)
\] (3.7a)
where
\[
T_{\mu\nu}(-q) = \text{Tr} \int d^{p+1} x \, L_\ast \left( W(x, C) \, T_{\mu\nu}(x) \right) * e^{iq\cdot x}
\]
\[
T_{\mu\nu}(x) = G_{\mu\nu} \left( 1 + \frac{1}{4} F_{\lambda\rho} F^{\lambda\rho} + \frac{1}{2} D_{\lambda} X_i D_{\nu} X^i \right) - F_{\mu\nu} + F_{\mu\rho} F_{\nu\rho} - D_{\mu} X^i D_{\nu} X_i
\] (3.7b)
and \( (\xi^\nu(\tau) = \theta^{\mu\nu} q_{\mu\tau}) \)
\[
W(x, C) = P_\ast \exp \left[ i \int_0^1 d\tau \left( q_{\mu} \theta^{\mu\nu} A_\nu(x + \xi(\tau)) + q_{\perp i} X^i(x + \xi(\tau)) \right) \right].
\] (3.7c)

Clearly, (3.7c) leads to the expansion in \( M \) seen in (3.1). In (3.7b) we have used a short hand notation \( L_\ast \) to denote the procedure of integrating each \( F \) or \( X \) in \( T_{\mu\nu} \) along the Wilson line via path ordering.\(^9\)

\(^9\)For example,
\[
\begin{align*}
\int d^{p+1} x \, L_\ast \left[ W(x, C) \, F_{\mu\rho}(x) F_{\nu\sigma}(x) \right] * e^{iq\cdot x}
&= \int d^{p+1} x \int_0^1 d\tau_1 \int_0^1 d\tau_2 \, P_\ast \left[ W(x, C) \, F_{\mu\rho}(x + \xi(\tau_1)) F_{\nu\sigma}(x + \xi(\tau_2)) \right] * e^{iq\cdot x}.
\end{align*}
\]
In general,\[\int d^{p+1}x \, l_* \left[ W(x, C) \prod_{a=1}^{n} O_a(x) \right] \ast e^{iq \cdot x} \]
\[\equiv \int d^{p+1}x \left( \prod_{a=1}^{n} \int_{0}^{1} d\tau_a \right) P_* \left[ W(x, C) \prod_{a=1}^{n} O_a(x + \xi(\tau_a)) \right] \ast e^{iq \cdot x} \tag{3.8} \]
\[= \sum_{m=0}^{\infty} \frac{im}{m!} \left( \prod_{i=a}^{n} \int \frac{d^{p+1}k_a}{(2\pi)^{p+1}} \right) Q_m(k_1, \cdots, k_{n+m}) \]

where in the third line we have expanded the Wilson line in terms of the power series of the gauge fields with \((O_i(k) \text{ are the Fourier transforms of } O_i(x))\)

\[Q_m = (2\pi)^{p+1} \delta^{(p+1)}(q + \sum_{i=1}^{m+n} k_i) O_1(k_1) \cdots O_n(k_n) M(k_{n+1}) \cdots M(k_{n+m}) J_{n+m}(k_1, \cdots, k_{n+m}) \tag{3.9} \]

and

\[J_n(k_1, \cdots, k_n) = \int_{0}^{1} d\tau_1 \cdots \int_{0}^{1} d\tau_n \exp \left[ \frac{i}{2} \sum_{a<b}^{n} (k_a \times k_b) (2\tau_{ab} - \epsilon(\tau_{ab})) \right]. \tag{3.10} \]

It is important to note that all the entries in (3.9) are completely symmetric under the ordering due to symmetric properties of the \(J_{m+n}\). For simplicity, we have written equations (3.10)–(3.12) as if the gauge group were abelian. With Chan-Paton factors, we should include a path ordering with respect to the \(\tau_i\)s when multiplying the adjoint-valued objects; this orders the operators according to their location on the Wilson line. This prescription clearly maintains the full symmetry of \(J_{m+n}\).

In the next section we shall show that higher order terms in (3.7) can be systematically extracted from the amplitudes of one closed string with arbitrary number of open string modes. In particular, the structure of the amplitude is such that one obtains a fully symmetrized action, though only in the low energy limit.

The effective action (3.7) indicates that when we turn on a constant \(B\)-field, the D-brane becomes a source for the dilaton (even for a D3-brane) and the NSNS \(B\)-field, in addition to the graviton. This is expected as we know that the supergravity solution for D3-branes with a \(B\)-field involves nontrivial dilaton and \(B\)-field background \([33, 34]\). Since a constant \(B\)-field does not break supersymmetry, there will still be no net force between parallel D-branes. Thus the exchange amplitude due to these additional couplings have to cancel with the new couplings in the R-R sector or among themselves.
Similarly there are new couplings at the linear and quadratic level, and their contributions to $F^2$ and $F^3$ interactions between the branes should cancel one another or with those in RR-sector since, as shown in [8], there is no one-loop correction to $F^2$ and $F^3$ terms in $\mathcal{N} = 4$ noncommutative super-Yang-Mills theory. In [6], minimal couplings which reproduce the one-loop $F^4$ terms were worked out and it was found for example that the graviton couples to noncommutative gauge field modes in a form

$$h_{\lambda \rho}(q) g^{\lambda \mu} G_{\rho \nu} \int d^{p+1} x L_s \left[ W(x, C) \left( F_{\mu \sigma} F_{\nu}^{\sigma} - \frac{1}{4} G_{\mu \nu} F_{\sigma \alpha} F^{\sigma \alpha} \right) \right] * e^{i q_{\mu} x^\mu} . \quad (3.11)$$

The quadratic in field strength coupling to the graviton that we found above is

$$h_{\lambda \rho}(q) \left( \frac{1}{g + B} \right)^{\lambda \mu} \left( \frac{1}{g - B} \right)^{\rho \nu} \int d^{p+1} x L_s \left[ W(x, C) \left( F_{\mu \sigma} F_{\nu}^{\sigma} - \frac{1}{4} G_{\mu \nu} F_{\sigma \alpha} F^{\sigma \alpha} \right) \right] * e^{i q_{\mu} x^\mu} . \quad (3.12)$$

The general structures of (3.11) and (3.12) agree very well except for the index structure of the graviton. This is to be expected since (3.11) was inferred indirectly to reproduce the one-loop $F^4$ terms and this procedure does not determine the Lorentz structure uniquely.

To gain some intuition about the physical meaning of (3.7) let us look at some special cases.

**3.1 $B = 0$**

In this case $E^{\mu \nu}$ is the standard supergravity perturbation and equation (3.11) becomes

$$T_{\mu \nu}(-q) = \int d^{p+1} x e^{iq_{\perp} X^i} e^{iq_{\parallel} x^\mu} T_{\mu \nu}(x) \quad (3.13)$$

and thus equation (3.7a) becomes

$$S = \frac{\kappa_{10}}{g_{YM}^2 (2\pi \alpha')^2} \int \frac{d^{10} q}{(2\pi)^{10}} \sqrt{\det G} \left\{ \frac{1}{2} E^{\mu \nu}(q) \left[ \int d^{p+1} x e^{iq_{\perp} X^i} e^{iq_{\parallel} x^\mu} T_{\mu \nu}(x) \right] \right\} \quad (3.14)$$

$$= \frac{\kappa_{10}}{g_{YM}^2 (2\pi \alpha')^2} \int d^{p+1} x \sqrt{\det G} \left\{ \frac{1}{2} E^{\mu \nu}(X(x), x) T_{\mu \nu}(x) \right\}$$

where in the above we have used

$$E^{\mu \nu}(X(x), x) = \int \frac{d^{10} q}{(2\pi)^{10}} E^{\mu \nu}(q) e^{iq_{\perp} X^i} e^{iq_{\parallel} x^\mu} \quad (3.15)$$

The above result indicated that the external supergravity fields should be considered as a functional of the transverse scalar fields.
In the nonabelian case, the $L_*$ in (3.7b) reduces to a symmetrized trace and the action becomes:

$$ S = \frac{\kappa_{10}}{g_Y^2 M (2\pi \alpha')^2} \int d^{p+1} x \sqrt{\det G} \frac{1}{2} \text{STr} [E^{\mu\nu}(X_i(x), x) T_{\mu\nu}(x)] $$

(3.16)

Note that the $X_i(x)$ are now nonabelian matrices and the symmetrized trace is to be understood as first doing the Fourier transform as in (3.15) and then treat the exponential as a power series.

### 3.2 Relation with Matrix Theory

In this section we shall consider the Euclidean version [35] of Matrix Theory [36]. Noncommutative Yang-Mills theory is obtained naturally from the $U(\infty)$ limit of Matrix Theory [13, 14, 1, 15]. This is closely related to the construction of Dp-Branes in Matrix Theory (see e.g. [11, 12, 14]). In terms of Matrix Theory variables $X^M$, Dp-branes can be obtained as a classical solution

$$ [x^\mu, x^\nu] = i\theta^{\mu\nu}, \quad \mu, \nu = 0, \cdots, p $$

(3.17)

and the noncommutative Yang-Mills theory arises by considering the dynamics of the fluctuations around the classical solution

$$ X^\mu = x^\mu + \theta^{\mu\nu} A_\nu $$

(3.18)

and

$$ [X^\mu, X^\nu] = -i [\theta(F - \theta^{-1})\theta]^{\mu\nu} \quad (3.19) $$

As pointed out in [15], the noncommutative Yang-Mills theory obtained this way corresponds to the choice of $\Phi = -B$ description of the open string dynamics [5]. In this description, the open string parameters given by

$$ \theta = \frac{1}{B} \quad (3.20) $$

$$ G^{-1} = -\frac{1}{B} g_1 B \quad (3.21) $$

$$ G_s = g_s \sqrt{\det B g^{-1}} \quad (3.22) $$

On the other hand the off-shell action (3.7a)–(3.7c), which was extrapolated from the on-shell string amplitudes, corresponds to the choice $\Phi = 0$. The two descriptions are in general related by field redefinitions [5].
In the large $B$-field limit, the mixed Neumann and Dirichlet boundary conditions (2.7) become effectively Dirichlet conditions and thus we expect that our results (3.7a)–(3.7c) can be expressed naturally in terms of Matrix Theory variables $X$. Indeed it can be checked that equations (2.1) and (2.2) reduce to (3.20)–(3.22) in this limit. We note that the open Wilson line (3.7c) can be written in Matrix Theory variables (3.18) as

$$W(x, C) = \exp (i q \cdot X) = \exp (i q_\mu X^\mu + i q_i X^i) \quad (3.23)$$

After some algebraic manipulations it can be shown that in the large $B$-field limit, the action (3.7a)–(3.7c) can be rewritten (e.g. for the graviton) as

$$S = \frac{\kappa_{10}}{(2\pi)^{n-2}} g_s \alpha'^{n-1} \sqrt{\det \theta} \int \frac{d^{10}q}{(2\pi)^{10}} \sqrt{\det \theta} h_{\mu\nu}(q) \text{STr} \left[ e^{i q \cdot X} [X^\mu, X^M] g_{MN} [X^N, X^\nu] \right] \quad (3.24)$$

where we have used (3.19). In the above “Tr” should be understood to be defined in the Hilbert space given by (3.17), i.e.

$$\sqrt{\det \theta} \text{Tr} = \int \frac{d^{p+1}x}{(2\pi)^{2p+1}} \text{tr} \quad (3.25)$$

where here “tr” denotes the group trace, and the symmetrized trace “STr” should be understood as a formal way of writing the $L^*$ prescription defined below (3.7c).

4. The structure of higher-point amplitudes and the open Wilson line

In this section we will show how, by considering disk amplitudes with one massless closed string and an arbitrary number of massless open string modes, one finds the full open Wilson line in the effective action (3.7). We will not attempt to evaluate the general amplitudes and shall be only interested in the parts of the amplitudes relevant for the higher order terms in (3.7). As we have seen the last section, they should arise as finite terms of the amplitudes in the limit $\alpha' k_a \cdot k_b \rightarrow 0$.\textsuperscript{10} For the convenience of the discussion we shall not write explicitly the numerical prefactors of the amplitudes.

\textsuperscript{10}We will ignore terms with a pole in $k_a \cdot k_b$ as they arise from exchanging massless gauge bosons (or scalars) using lower order vertices.
The general disk amplitude is

\[ \mathcal{A}_m = \prod_{a=2}^{m} \int_{-\infty}^{\infty} dy_a \left\langle \mathcal{V}_{\text{NSNS}}^{-1,-1}(i) \prod_{a=1}^{m} \mathcal{V}_{\text{O}}^{a}(\xi_a, k_a; y_a) \right\rangle \]

\[ = e_{MN} \int dy \left\langle \psi^M \tilde{\psi}^N e^{i q \cdot X}(i) \prod_{a=1}^{m} a_M a_a(iX^M a + 4 k_a \cdot \Psi \Psi^M a) e^{ik_1 \cdot X}(y_a) \right\rangle. \] (4.1)

We may take \( y_1 = 0 \) using the \( SL(2, \mathbb{R}) \) invariance of the disk, and in the second line we have used a shorthand for all the \( y_a \)-integrations.

There are two important features of the correlators inside the integrals which will be relevant for us. There is a nontrivial phase factor

\[ \prod_{a<b} \exp \left[ i \frac{1}{2} (k_a \times k_b) (2 \tau_{ab} - \epsilon(\tau_{ab})) \right] \] (4.2)

as was given in (2.24). (Note that this just gives unity when \( B = 0 \).) The \( \epsilon(\tau_{ab}) \) term is probably quite familiar by now, from [5] and much subsequent work. It arises from bosonic contractions between open string vertex operators. Were it not for the linear term, which arises from contractions between the open strings and the closed string, the phase factor would give rise to the \( \ast \)-product.\(^{11}\) Equation (4.2) is precisely the same phase factor that appears in the expansion of the open Wilson lines (3.10).

Another general feature is that for every \( iX^M(y_a) \) insertion from an open string vertex operator, there is a term of the form

\[ i \left[ (q \times a_a) + (2\pi \alpha') \phi_a \cdot q_\perp \right] \frac{1}{\pi(1 + y_a^2)}, \] (4.3)

coming from the contraction with \( e^{iq \cdot X} \) in the closed string vertex operator, as was already given in (2.26). This, of course, is precisely the \( iM_a \) of (3.2).

Naïvely, the Wilson lines now can be seen to arise as follows. Suppose we are considering what is an interaction between \( n \) open strings and a closed string. For each additional open string that we add, one of the contributions is an additional factor of \( iM_a \). Because this comes from the \( iX^M(y_a) \) in the vertex operator, the rest of the amplitude is almost unchanged from that without the additional open string; the only other change is in the phase factor (4.2) from the additional \( e^{ikX} \). But this is precisely the open Wilson line expansion (3.8)–(3.10). In practice the story is more complicated as there are additional functions and singularities of \( y_a \) in the integrand.

\(^{11}\)The linear term vanishes when there is no momentum flow between the closed and open strings. The phase factor also appeared in one-loop diagrams [5]; this is more than just a coincidence as the one-loop diagrams must factorize into tree diagrams.
As the simplest example let us look at the (tadpole) term
\[ E(q) \int d^{p+1}x \ W(x, C) * e^{iq_{\alpha}x^\mu} \] (4.4)
in (3.7). From what was outlined just after equation (4.3), the relevant terms are the products of \( iM \) coming from the contraction of \( i\dot{X} \) with the \( e^{iq_{\cdot}X} \) part of the closed string vertex operator. Thus the relevant terms are
\[
\int_{-\infty}^{\infty} dy A_n \prod_{b=1}^{m} \frac{iM(k_b)}{\pi} \frac{1}{1 + y_b^2}
\]
\[ = (2\pi)^d \delta(\sum_a k_a + q_{\parallel}) \int_{-\infty}^{\infty} dy \left\{ \prod_{a<b} \sin(\pi \tau_{a b}) |2 \alpha' k_a \times k_b| \exp\left[ \frac{i}{2} (k_a \times k_b)(2 \tau_{a b} - \epsilon(\tau_{a b})) \right] \times \prod_{b=1}^{m} \frac{iM(k_b)}{\pi} \frac{1}{1 + y_b^2} \right\} (4.5)
\]
where \( y_a = -\cot \pi \tau_a \) and in the first line \( A_n \) is given by (2.24). Since the integrand (4.5) is regular for all values of \( y_a \) we can take the limit \( \alpha' k_a \cdot k_b \rightarrow 0 \) before integrating over the vertex operator positions. Using \( \frac{dy}{d\tau_a} = \pi(1 + y_a^2) \) to change the integration variables to \( \tau_a \) we find
\[
(2\pi)^{p+1} \delta(\sum_a k_a + q_{\parallel}) \prod_{b=1}^{m} iM(k_b) \left( \prod_{a=2}^{m} \int_{0}^{1} d\tau_a \right) \prod_{a<b=1}^{m} \exp\left[ \frac{i}{2} (k_a \times k_b)(2 \tau_{a b} - \epsilon(\tau_{a b})) \right] .
\] (4.6)
This is precisely the \( m \)th-order term in the expansion of a Wilson line (3.8)–(3.10) with no operator insertion. The factor of \( \frac{1}{m!} \) also arises correctly from the symmetry factor when translating the amplitude into the effective action.

As a more complicated example let us look at the term
\[ E(q) \int d^{p+1}x \ [W(x, C) F_{\mu\nu} F^{\mu\nu}] * e^{iq_{\alpha}x^\mu} \] (4.7)
in (3.7), which has an expansion, using (3.8)–(3.10), of
\[
\sum_{m=0}^{\infty} \frac{1}{m!} \left( \frac{m+2}{2\pi} \right)^{p+1} \left( \int d^{p+1}k_a \right) F_{\mu\nu}(k_1) F^{\mu\nu}(k_2) \left( \prod_{b=3}^{m+2} iM(k_b) \right) J_{m+2}(k_1, \cdots, k_{m+2}) (4.8)
\]

\(^{12}\)Although we are interested in the \( \alpha' k_a \cdot k_b \rightarrow 0 \) limit, we cannot generally take this limit until after integrating, because the integrals are typically defined only by analytic continuation from outside the kinematic region of interest. We can take \( \alpha' k_a \cdot k_b \rightarrow 0 \) inside the integrals only when the integrand is regular throughout the limit.

\(^{13}\)Recall that the \( SL(2, \mathbb{R}) \)-invariance was used to fix \( y_1 = 0 \) or \( \tau_1 = \frac{1}{2} \).
where we have omitted the factor \((2\pi)^{\mu+1}\delta(q + \sum_{a=1}^{m+2}k_a)\) so as not to make the formula too long. To reproduce the \(m\)th order term in (4.8) we shall look at the following amplitude

\[
\int_{-\infty}^{\infty} dy_2 \prod_{a=3}^{m+2} dy_a \left( V_{NSNS}^{-1, -1}(i) \right) V^0_{O}(0; k_1, a_1) V^0_{O}(y_2; k_2, a_2) \prod_{a=3}^{m} V^0_{O}(y_a; k_a, a_a) \right) \tag{4.9}
\]

where we have separated two open string vertex operators with the rest. For vertex operators \(a = 3, \cdots, m + 2\) we again take only the factors \(iM_a\) while the first two are to be contracted with the closed string vertex operator in a way that gives rise to the \(\alpha\)-bracket is regular as we take \(t\) where we have separated two open string vertex operators with the rest. For vertex operators \(a = 3, \cdots, m + 2\) we again take only the factors \(iM_a\) while the first two are to be contracted with the closed string vertex operator in a way that gives rise to the \(\alpha\)-bracket is regular as we take \(t\) where

\[
E(q) \int_{-\infty}^{\infty} \left( dy_2 \prod_{i=a}^{m+2} dy_a \right) A_{m+2} \left[ 2\alpha'(a_1 \cdot k_2)(a_2 \cdot k_1) \frac{1}{1 + \gamma_2^2} + \frac{1}{\gamma_2^2} (1 + \alpha')(a_1 \cdot a_2) \right] \times \prod_{a=3}^{m+2} \frac{iM_a}{\pi(1 + \gamma_2^2)} \tag{4.10}
\]

where \(t = -2k_1 \cdot k_2\) and \(A_{m+2}\) is again given by (2.24). The first term in the square bracket is regular as we take \(\alpha'k_1 \cdot k_2 \rightarrow 0\) and after changing the integration coordinates to \(\tau_a\) we find,

\[
2\pi \alpha' E(q) (k_1 \cdot a_2)(k_2 \cdot a_1) \left( \prod_{j=3}^{m+2} iM_j \right) J_{m+2}(k_1, \cdots, k_{m+2}) \tag{4.11}
\]

The second term has a double pole in \(\gamma_2\) as we take \(\alpha'k_1 \cdot k_2\) to zero. Thus we can not take the \(\alpha'k_1 \cdot k_2 \rightarrow 0\) naïvely in the integrand and have to be more careful with the integral over \(\gamma_2\). Taking all other \(\alpha'k_i \cdot k_j\) to zero except \(\alpha'k_1 \cdot k_2\) and changing the coordinates to \(\tau_i\) we get\(^{14}\)

\[
E(q) \pi (a_1 \cdot a_2) \prod_{a=3}^{m+2} iM_a (1 + \alpha') \left( \int_{0}^{1} d\tau_2 \prod_{a=3}^{m+2} d\tau_a \right) | \cos \pi \tau_2|^{-\alpha'-2} \times \prod_{a < b = 1}^{m+2} \exp \frac{i}{2}(k_a \times k_b)(2\tau_{ab} - \epsilon(\tau_{ab})) \]. \tag{4.12}
\]

Note an identity

\[
(1 + \alpha') | \cos \pi \tau_2|^{-\alpha'-2} = | \cos \pi \tau_2|^{-\alpha'} + \frac{1}{\pi^2 \alpha' \pi \tau_2} | \cos \pi \tau_2|^{-\alpha'} \tag{4.13}
\]

\(^{14}\)Recall that \(y_1 = 0\) and so \(\tau_1 = \frac{1}{2}\).
Now both terms on the right hand side are regular in $\tau_2$ as we take $\alpha' k_1 \cdot k_2 \to 0$, where the second term should be evaluated using integration by parts. Since integrating by parts in the second term does not yield anything to cancel the $1/(k_1 \cdot k_2)$ factor, it contributes a pole term in the final amplitude and is not of interest to us. Thus in the low energy limit (4.12) becomes

$$-2\alpha' E (a_1 \cdot a_2)(k_1 \cdot k_2) \prod_{a=3}^{m+2} i M_a \left( \int_0^1 \prod_{a=2}^{m+2} d\tau_a \prod_{a<b=1} \exp\left[ i/2 (k_a \times k_b)(2\tau_{ab} - \epsilon(\tau_{ab})) \right] \right).$$

(4.14)

Combining (4.11) and (4.14) we find precisely (4.8) including the symmetric factor. We have again suppressed the Chan-Paton factors, but they can again be easily inserted. In particular, when $B = 0$, only the second term in (4.3) survives, which leads to the fully symmetrized trace over the Chan-Paton factors. We also note that if at the beginning we had taken the large $B$ limit of section 3.2, then the $F^2$ term we have just finished considering would not have appeared.

Similarly we can recover all higher order terms in (3.7), by specifying a contraction as in the corresponding term in (3.1) by extracting factors of $i M_a$ from other contractions.

5. Discussion and Conclusions

In this paper we have investigated the supergravity couplings of the noncommutative D-branes. The general picture that emerges agrees very well with the proposal in [6] and with the expectations from the Matrix Model [10]: supergravity fields couple to an open Wilson line and additional operator insertions have to be integrated along the Wilson line. When $B = 0$, this prescription reduces to the “symmetrized trace” prescription for multiple D-branes interacting with background supergravity fields, and the supergravity fields are seen to be functionals of the nonabelian scalar fields on the branes.

When $B \neq 0$, the graviton, antisymmetric tensor and the dilaton all couple to Yang-Mills fields at tadpole, linear and quadratic orders. Most of these couplings disappear when $B = 0$. Then, for example, the dilaton only couples to the D3-brane at quadratic level. Since, from the worldsheet point of view turning on a constant $B$-field simply corresponds to a relative Lorentz rotation between the left and right moving sector, we may consider the couplings at $B \neq 0$ as certain kind of rotation of the original $B = 0$ couplings. Indications of this can be seen from the Lorentz index structure of (3.3)–(3.5) (see also equation (5.4) below). This point of view may be
helpful in understanding the mixings in the perturbations of supergravity background in the noncommutative version of AdS/CFT \[33, 34\].

Finally we comment on the relation between our results and the Born-Infeld action. The effective action (3.7a)–(3.7c) can be obtained from the ordinary Born-Infeld action by the following procedure:

1. Take the Born-Infeld action

\[
S_{BI} = \frac{1}{g_{YM}^2(2\pi\alpha')^2} \int d^4x \sqrt{\text{det}(G + 2\pi\alpha' F)} \tag{5.1}
\]

and perturb the open string metric by \(G \rightarrow G + \kappa_{10}\epsilon\), where \(\epsilon\) does not have to be symmetric.

2. Expand the Born-Infeld action (5.1) to linear level in \(\epsilon\) and quadratic level in \(F\) to find that

\[
S_{BI} = \frac{\kappa_{10}}{g_{YM}^2(2\pi\alpha')^2} \int d^4x \sqrt{\text{det} G} \left\{ \frac{1}{2} G_{\mu\nu} \epsilon_{\mu\nu} \left( 1 + \frac{1}{4} F_{\mu\rho} F_{\nu} - \frac{1}{2} D_{\mu} \phi_i D_{\nu} \phi_i \right) \right\} + \frac{1}{2} \left( G_{\mu\lambda} \epsilon_{\lambda\tau} G_{\tau\rho} \right) \left( -F_{\mu\nu} + F_{\mu\rho} F_{\nu} - D_{\mu} \phi_i D_{\nu} \phi_i \right) . \tag{5.2}
\]

3. Fourier transform \(\epsilon\)

\[
\epsilon_{\mu\nu}(x) = \int \frac{d^{10}q}{(2\pi)^{10}} \epsilon_{\mu\nu}(q) \exp \left[ iq_{\mu} \cdot X^\mu + iq_{\perp} \cdot X \right] . \tag{5.3}
\]

4. Turn the exponential factor in (5.3) into an open Wilson line (3.7c), and at the same time integrate each operator in (5.2) along the Wilson line with respect to the \(\star\)-multiplication and path ordering.

Following the above steps we precisely recover (3.7a)–(3.7c) with the identification

\[
\epsilon_{\lambda\rho} G^{\lambda\mu} G^{\rho\nu} = E^{\mu\nu} = \epsilon_{\lambda\rho} \left( \frac{1}{g + B} \right)^{\lambda\mu} \left( \frac{1}{g - B} \right)^{\rho\nu} \tag{5.4}
\]

It would be interesting to check whether higher order terms in (5.1) also reproduce the string theory amplitudes following the same steps. There are some indications that this might be true:
• Note that the general disk amplitude (4.1) can be written as

\[ \mathcal{A}_m = \hat{\mathcal{A}}_m + \tilde{\mathcal{A}}_m \]  

(5.5)

with

\[ \hat{\mathcal{A}}_m = E \int dy Q_m(\xi_i, k_i, y_i; G, \theta) \]

(5.6)

\[ \tilde{\mathcal{A}}_m = E^{MN} \int dy T^{(m)}_{MN}(\xi_i, k_i, y_i; G, \theta) \]

where

\[ E = \epsilon_{MN} \left( \frac{g - B}{g + B} D \right)^{MN}, \quad E^{MN} = \epsilon_{PQ} \left( \frac{1}{g + B} \right)^{PM} \left( \frac{1}{g - B} D \right)^{QN}. \]  

(5.7)

\[ \hat{\mathcal{A}}_m \] comes from the self-contraction of $\psi$ and $\tilde{\psi}$ and $\tilde{\mathcal{A}}_m$ comes from the other terms. It is important to note that except for the factor $e^{i q \cdot X}$ in the closed string vertex $Q_m$ and $T^{(m)}_{MN}$ involve only the contractions of the open string vertex operators and are naturally expressed in terms of the open string metric $G$ and the noncommutative parameter $\theta$. The general dependence on the closed string perturbations in (5.6) is consistent with that in (5.2) with the identification (5.4).

• The additional structures (4.2) and (4.3) in the worldsheet correlation functions due to the presence of the $B$-field is consistent with the appearance of the Wilson line and the integration procedure as we outlined in Sec. 4.

However we note from the examples in Sec. 4 that the emergence of the Wilson line and the integration prescription (and similarly the symmetrized trace prescription) depend crucially on the analytic properties of the worldsheet correlation functions in the low energy limit. It would be interesting to investigate them systematically. It should be helpful in understanding Matrix Theory and also D-branes in curved space.
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