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Abstract

Pointlike interactions between bosons in 1D are related to pointlike interactions between fermions through the Girardeau mapping. This mapping is a strong-weak duality since the coupling constants in the bosonic and fermionic cases are inversely proportional to each other. We present a regularization of these pointlike interactions that preserves the strong-weak duality, contrary to previously known regularizations. This is proven rigorously. This allows one to use this duality perturbatively and we illustrate it in the Lieb-Liniger model at strong coupling.

1 Introduction

It is well-known that bosons interacting in 1D quantum physics via a pointlike potential have a wave-function that is continuous when two bosons coincide, but with a discontinuous derivative [1]. This \( \delta \) interaction approximates a very short-range regular potential, with a coupling strength given by the integral of the potential. If the potential is weak then the cusp in the wave function is small, and the potential can be treated perturbatively around free bosons.

Conversely, fermions interacting via a pointlike potential have a wave-function that is \textit{discontinuous} when fermions coincide, and with a continuous derivative [2, 3]. This is dual to the bosonic case, in the sense that pointlike-interacting fermions can be exactly mapped to pointlike-interacting bosons via the Girardeau mapping [4–6]. The amplitudes of the discontinuity in both cases are inversely proportional, and for this reason the Girardeau mapping can also be seen as a duality between strong and weak interactions. This mapping is particularly useful in the context of quantum gases, providing an exact correspondence between the Lieb-Liniger model and the Cheon-Shigehara model [5, 7], namely between strongly coupled bosons and weakly coupled fermions [8].

But in contrast with bosons, the interpretation of this pointlike potential between fermions in terms of distributions or as the zero-range limit of smooth potentials is problematic and has attracted attention in the past [9–23]. Regularizations of related pointlike interactions is still a topic of recent research [24–34]. At this day, the Cheon-Shigehara potential [18] provides the most physical and operational interpretation of this interaction, since it is built as the zero-range limit of a Hermitian potential. However it breaks the strong-weak duality, since the regularized potential between fermions is also \textit{strongly coupled} for strongly coupled bosons. For this reason it is not amenable to perturbative expansion around free fermions. Up
to now, no regularization of this fermionic pointlike interaction in terms of a smooth, regular Hamiltonian preserves the strong-weak duality.

The objective of this paper is to complete the companion paper \[35\] and to introduce a regularization of this pointlike interaction between fermions that preserves the strong-weak duality. Namely, as in \[35\], we provide a smooth potential that in the zero-range limit produces a discontinuity in the fermionic wave function, that is proportional to the strength of the potential. This fact is proven rigorously. In order to show that our potential allows for a perturbative treatment, we present an application of our findings to the Lieb-Liniger model with coupling \(c\) \([7,36,37]\), dual to the Cheon-Shigehara model with coupling \(1/c\). Our potential allows for a well-behaved perturbative expansion of the energy levels of the Cheon-Shigehara model at small coupling, and we show that we recover indeed the energy levels of the Lieb-Liniger model at strong coupling. This duality should prove useful to study expansions of the Lieb-Liniger model at large coupling \([38–44]\).

2 Pointlike interactions as self-adjoint extensions

2.1 Self-adjoint extensions

In 1D quantum physics, a Hamiltonian describing a pointlike interaction at position \(x\) can be modelled by a self-adjoint extension of a free Hamiltonian on a region containing a neighbourhood of \(x\). Namely, one considers a Hamiltonian whose matrix elements between wave functions \(\psi, \phi\) are

\[
\langle \phi | H | \psi \rangle = - \int_{-L/2}^{L/2} \phi^*(x) \left( \frac{d}{dx} \right)^2 \psi(x) dx,
\]

with e.g. periodic boundary conditions on a ring of size \(L\), and one looks for the possible Hilbert spaces of functions that are smooth and integrable on \(-L/2 < x < 0\) and \(0 < x < L/2\), such that \(H\) is hermitian. This corresponds to imposing particular connection conditions on the wave function at the position of the potential \(x = 0\). The most general connection conditions on the wave function \(\psi_\pm\) and its derivative \(\psi'_\pm\) before and after the potential are \([2,3]\)

\[
\begin{align*}
\text{either } & \begin{pmatrix} \psi_+ \\ \psi'_+ \end{pmatrix} = \Lambda \begin{pmatrix} \psi_- \\ \psi'_- \end{pmatrix}, \\
\text{or } & \psi'_\pm = h_\pm \psi_\mp
\end{align*}
\]

with \(a, b, c, d, \theta\) reals that satisfy the constraint \(ad - bc = 1\), and \(h_\pm\) reals. We will call \(\Lambda\) the interaction matrix. Since the second possibility \(\psi'_\pm = h_\pm \psi_\mp\) acts like a hard wall by decoupling \(x > 0\) and \(x < 0\), we will focus only on the first possibility.

2.2 Pointlike interactions between bosons

From the general interaction matrix \(\Lambda\), one can investigate the possible pointlike interactions between bosons. This constrains the wave function to be even, so that \(\psi_+ = \psi_-\) and \(\psi'_+ = -\psi'_-\). This constrains \(e^{i\theta} = 1\) and \(a = d\), leaving a two-parameter family of interactions whose interaction matrix is given by

\[
\Lambda = \begin{pmatrix} a & b \\ c & a \end{pmatrix}.
\]
For these interactions the bosonic wave function is continuous, but has a discontinuity in the derivative equal to $2\gamma\psi_{+}$ with $\gamma = \frac{a-1}{b} \in [-\infty, \infty]$. One notes that fixing $\gamma$ still leaves a one-parameter family of interactions. Varying this remaining parameter has no effect on bosons, but affects the behaviour of fermions interacting via the same potential. One particular value of this remaining parameter makes the potential transparent for fermions and corresponds to the interaction matrices

$$\Lambda = \begin{pmatrix} 1 & 0 \\ 2\gamma & 1 \end{pmatrix}. \quad (4)$$

This purely bosonic pointlike interaction is the textbook "$\delta$-interaction", that owns its name to the fact that this discontinuity of the derivative can be produced by the following Schrödinger equation

$$\psi''(x) + k^2 \psi(x) = 2\gamma \delta(x)\psi(x). \quad (5)$$

Indeed, by integrating on a small window $-\epsilon < x < \epsilon$ around 0 and applying the usual rules on the $\delta$ distribution we obtain the condition $\psi'(0^+) - \psi'(0^-) = 2\gamma \psi(0)$. However this manipulation should be considered as heuristic, since the product of a distribution with a non-smooth function is ill-defined. The proper way of understanding (5) and the boundary condition it induces is thus through regularization of the $\delta$ distribution. It means that if one replaces the distribution $\delta(x)$ by a smooth function $\delta_a(x) \equiv \frac{1}{a} \Delta(x/a)$ with

$$\int \Delta(x)dx = 1, \quad (6)$$

then the even wave function $\psi_a(x)$ solution to this regularized equation

$$\psi''_a(x) + k^2 \psi_a(x) = 2\gamma \delta_a(x)\psi_a(x), \quad (7)$$

satisfies when $a \to 0$

$$\begin{cases} 
\psi''(x) + k^2 \psi(x) = 0, & \text{for } x \neq 0 \\
\psi(0^+) = \psi(0^-) \\
\psi'(0^+) - \psi'(0^-) = 2\gamma \psi(0) \end{cases}. \quad (8)$$

This interpretation is also physical: a pointlike potential is nothing but an idealized version of a very short-range smooth potential $\delta_a(x)$ convenient to the theoretician.

### 2.3 Pointlike interactions between fermions

One can as well investigate the possible pointlike interactions for fermions, i.e. for which the resulting wave function can be odd. One checks that this constraint leads to the same general interaction matrix (3) as for bosons. This time, the derivative of the fermionic wave function is continuous, but the wave-function itself acquires a discontinuity equal to $2\beta\psi_{\pm}$ with $\beta = \frac{b}{1+a}$. Fixing $\beta$ still leaves a one-parameter family of interactions. Varying this remaining parameter has no effect on fermions, but changes the behaviour of bosons that interact via the same potential. One particular value of this remaining parameter makes the potential transparent for bosons and corresponds to the interaction matrices

$$\Lambda = \begin{pmatrix} 1 & 2\beta \\ 0 & 1 \end{pmatrix}. \quad (9)$$
Another choice is an interaction that is hard-core for bosons, namely that impose a bosonic wave function to vanish at the position of the potential. This corresponds to the interaction matrix

\[
\Lambda = \begin{pmatrix}
-1 & 0 \\
-2\beta & -1
\end{pmatrix}.
\] (10)

These two interaction matrices have the same effect on fermions, and implement the connection conditions

\[
\begin{align*}
\psi'(0^+) &= \psi'(0^-) \\
\psi(0^+) - \psi(0^-) &= 2\beta\psi'(0)
\end{align*}
\] (11)

for odd wave functions \(\psi\). But in contrast with the bosonic pointlike interaction, the realization of this discontinuity through a regular or distributional potential is problematic and has attracted a lot of controversies in the past. In particular, its widespread name ”\(\delta'\)-interaction” is improper [10]. In fact, the heuristic analog of the Schrödinger equation (5) to this case is [11]

\[
\psi''(x) + k^2\psi(x) = 2\beta\partial_x[\delta(x)\partial_x]\psi(x). \tag{12}
\]

Indeed, by integrating \(x\) for \(-\epsilon < x < y\) and then \(y\) for \(-\epsilon < y < \epsilon\) and applying the usual rules on the \(\delta\) distribution yields \(\psi(0^+) - \psi(0^-) = 2\beta\psi'(0)\). But we stress that this manipulation is again heuristic, since the product of distributions \(\partial_x[\delta(x)\partial_x]\psi(x)\) is ill-defined, and requires a generalization of distributions to discontinuous test functions [9,12]. Although mathematically sound, these generalizations suffer from a lack of physical meaning since one loses the interpretation of the potential as an approximation of a very short range smooth potential. Contrary to the previous case (5) indeed, regularizing the distribution \(\delta(x)\) into a smooth potential \(\delta_a(x)\) in (12) does not yield the expected discontinuity when \(a \to 0\). Namely, the odd solution to

\[
\psi''_a(x) + k^2\psi_a(x) = 2\beta\partial_x[\delta_a(x)\partial_x]\psi_a(x). \tag{13}
\]

is continuous at 0 when \(a \to 0\), as shown in Appendix A.1.

It is thus a non-trivial problem to find a regular potential \(V_a(x)\) such that the odd solution \(\psi_a(x)\) to the Schrödinger equation

\[
\psi''_a(x) + k^2\psi_a(x) = V_a(x)\psi_a(x), \tag{14}
\]

satisfies when \(a \to 0\)

\[
\begin{align*}
\psi''_a(x) + k^2\psi_a(x) &= 0, \quad \text{for } x \neq 0 \\
\psi'(0^+) &= \psi'(0^-) \\
\psi(0^+) - \psi(0^-) &= 2\beta\psi'(0)
\end{align*} \tag{15}
\]

Different solutions to this problem in terms of non-Hermitian potentials, non-local potentials or pseudo-potentials were proposed [20–22]. The first solution in terms of a Hermitian, regular potential was found by Cheon and Shigehara [18] and reads

\[
V_{a,\beta}(x) = \left(\frac{1}{\beta} - \frac{1}{a}\right)\delta(x + a) + 2\left(\frac{\beta}{a^2} - \frac{1}{a}\right)\delta(x) + \left(\frac{1}{\beta^2} - \frac{1}{a}\right)\delta(x - a). \tag{16}
\]

The \(\delta\) distributions therein can be further regularized on a smaller enough scale than \(a\) [30,45]. This regularization corresponds to the interaction matrix (9) that is transparent for bosons.
3 Regularization preserving the strong-weak duality

3.1 The potential

In this Section we consider the case $\beta > 0$ of the interaction matrix (10) and the induced connection conditions (11). In this case we show that it can be regularized into a smooth potential that is small for small $\beta$. Namely, we prove the following Theorem.

**Theorem 1.** We consider $\beta > 0$ and define the following potential

$$V_{a,\beta}(x) = \frac{\beta \sigma''_a(x)}{x + \beta \sigma_a(x)},$$

with $\sigma_a(x) \equiv \sigma(x/a)$ where $\sigma(x)$ is any odd regular function that satisfies

$$\lim_{x \to \infty} \sigma(x) = 1$$
$$\forall x, \sigma'(x) \geq 0$$
$$\sigma'(0) > 0$$
$$\lim_{x \to \infty} x^2 \sigma''(x) = 0.$$  

(For example, one can choose $\sigma_a(x) = \tanh \frac{x}{a}$.) Denote $\psi_{a,\beta}(x)$ the odd solution to the Schrödinger equation

$$-\psi''_{a,\beta}(x) + V_{a,\beta}(x)\psi_{a,\beta}(x) = k^2 \psi_{a,\beta}(x),$$

with a fixed boundary condition $\psi_{a,\beta}(1) = 1$. In the limit $a \to 0$ at fixed $\beta > 0$, it satisfies

$$\begin{cases}
\psi''(x) + k^2 \psi(x) = 0, & \text{for } x \neq 0 \\
\psi'(0^+) = \psi'(0^-) \\
\psi(0^+) - \psi(0^-) = 2\beta \psi'(0).
\end{cases}$$

3.2 Proof of Theorem 1

3.2.1 Case $k = 0$

We consider first $k = 0$. The Schrödinger equation (19) is a linear differential equation of degree 2 with an even potential, so it has two linearly independent solutions, one odd $\psi_{a,\beta}^0$ and one even $\phi_{a,\beta}^0$. One verifies that the following two wave functions satisfy (19) for $k = 0$ indeed

$$\psi_{a,\beta}^0(x) = x + \beta \sigma_a(x)$$
$$\phi_{a,\beta}^0(x) = \frac{1}{1 + \beta \sigma_a'(x)} + (x + \beta \sigma_a(x)) \int_0^x \frac{\beta \sigma''_a(y)}{(y + \beta \sigma_a(y))(1 + \beta \sigma_a'(y))^2} dy.$$  

The odd solution $\psi_{a,\beta}^0(x)$ has a well-defined limit when $a \to 0$

$$\psi_{0,\beta}^0(x) = x + \beta \text{sgn}(x),$$

that satisfies (20).
3.2.2 A self-consistent equation for \( k \neq 0 \)

Using the method of variation of parameters, the solutions to the equation

\[
\psi''(x) - V_{a,\beta}(x)\psi(x) = f(x),
\]

(23)

for a given arbitrary function \( f(x) \) are

\[
\psi(x) = (x + \beta\sigma_a(x)) \int_0^x f(y)\phi_{a,\beta}^0(y)dy - \phi_{a,\beta}^0(x) \int_0^x f(y)(y + \beta\sigma_a(y))dy + A(x + \beta\sigma_a(x)) + B\phi_{a,\beta}^0(x),
\]

(24)

with \( A, B \) integration constants. By setting \( f(x) = -k^2\psi(x) \) and imposing \( \psi(x) \) odd, one obtains a self-consistent equation for \( \psi_{a,\beta}(x) \) for \( k \neq 0 \)

\[
\psi_{a,\beta}(x) = -k^2(x + \beta\sigma_a(x)) \int_0^x \psi_{a,\beta}(y)\phi_{a,\beta}^0(y)dy + k^2\phi_{a,\beta}^0(x) \int_0^x \psi_{a,\beta}(y)(y + \beta\sigma_a(y))dy + A(x + \beta\sigma_a(x)),
\]

(25)

where we made explicit the \( a \) dependence in the integration constant \( A_a \), that is such that \( \psi_{a,\beta}(1) = 1 \). Let us now fix an integration constant \( A \) independent of \( a \), and define \( \tilde{\psi}_{a,\beta}(x) \) as the odd solution to (19) but with an \( a \)-dependent boundary condition at \( x = 1 \) such that

\[
\tilde{\psi}_{a,\beta}(x) = -k^2(x + \beta\sigma_a(x)) \int_0^x \tilde{\psi}_{a,\beta}(y)\phi_{a,\beta}^0(y)dy + k^2\phi_{a,\beta}^0(x) \int_0^x \tilde{\psi}_{a,\beta}(y)(y + \beta\sigma_a(y))dy + A(x + \beta\sigma_a(x)).
\]

(26)

We have

\[
\psi_{a,\beta}(x) = \frac{\tilde{\psi}_{a,\beta}(x)}{\tilde{\psi}_{a,\beta}(1)}.
\]

(27)

Given that (20) is invariant under multiplication of the wave function by a constant, the problem is equivalent to showing that \( \tilde{\psi}_{a,\beta} \) satisfies (20) in the limit \( a \to 0 \), and that \( \tilde{\psi}_{a,\beta}(1) \) has a finite non-zero limit when \( a \to 0 \).

3.2.3 Study of \( \phi_{a,\beta}^0(x) \)

To go further, one needs to study the function \( \phi_{a,\beta}^0(x) \) when \( a \to 0 \). Let us define the quantity

\[
I_a(x) = \int_0^x \frac{\beta\sigma''_a(y)}{(y + \beta\sigma_a(y))(1 + \beta\sigma''_a(y))^2}dy.
\]

(28)

Considering \( x > 0 \) and a fixed \( C > 0 \), we do a change of variable \( y = at \) to write

\[
I_a(x) = a \int_0^C \frac{\beta\sigma''(t)}{(at + \beta\sigma(t))(a + \beta\sigma'(t))^2}dt + a \int_{x/a}^C \frac{\beta\sigma''(t)}{(at + \beta\sigma(t))(a + \beta\sigma'(t))^2}dt.
\]

(29)

Using \( \sigma(t), \sigma'(t) \geq 0 \), the integrand of the first term is bounded by \( \frac{\sigma''(t)}{(2\beta\sigma(t))^2} \), which is integrable on \([0, C]\) since \( \sigma(t) \) is odd and \( \sigma'(0) > 0 \) by assumption. Hence the first terms goes
to 0 when \(a \to 0\). We do an integration by part on the second term to write

\[
a \int_C^{x/a} \frac{\beta \sigma''(t)}{(at + \beta \sigma(t))(a + \beta \sigma'(t))^2} dt = - \frac{a}{(x + \beta \sigma(x/a))(a + \beta \sigma'(x/a))} + \frac{a}{(aC + \beta \sigma(C))(a + \beta \sigma'(C))} - a \int_C^{x/a} \frac{dt}{(at + \beta \sigma(t))^2}. \tag{30}
\]

The first term on the right-hand side has a finite limit when \(a \to 0\) for \(x > 0\) given by

\[
\lim_{a \to 0} - \frac{a}{(x + \beta \sigma(x/a))(a + \beta \sigma'(x/a))} = - \frac{1}{x + \beta}. \tag{31}
\]

The second term on the right-hand side of (30) goes to zero when \(a \to 0\). To investigate the third term, we fix a \(\epsilon > 0\) and take \(C\) large enough such that \(\sigma(t) \geq 1 - \epsilon\) for \(t \geq C\). Then for \(a \leq x/C\), one has

\[
a \int_C^{x/a} \frac{dt}{(at + \beta \sigma(t))^2} \leq a \int_C^{x/a} \frac{dt}{(at + \beta(1-\epsilon))^2} = - \frac{1}{x + \beta(1-\epsilon)} + \frac{1}{aC + \beta(1-\epsilon)}. \tag{32}
\]

Moreover, since \(\sigma'(t) \geq 0\) and \(\sigma(t) \to 1\) when \(t \to \infty\), we have \(\sigma(t) \leq 1\). This yields for \(a \leq x/C\)

\[
a \int_C^{x/a} \frac{dt}{(at + \beta \sigma(t))^2} \geq a \int_C^{x/a} \frac{dt}{(at + \beta)^2} = - \frac{1}{x + \beta} + \frac{1}{aC + \beta}. \tag{33}
\]

Since this is valid for any \(\epsilon > 0\), one concludes that for \(x > 0\)

\[
\lim_{a \to 0} I_a(x) = - \frac{1}{\beta}. \tag{34}
\]

From this we conclude that for \(x \neq 0\) the limit \(a \to 0\) of \(\phi^0_{a,\beta}(x)\) is

\[
\phi^0_{0,\beta}(x) = - \frac{|x|}{\beta}. \tag{35}
\]

Let us now show that \(\phi^0_{a,\beta}(x)\) can be bounded independently of \(a\) uniformly for \(x \in [0, M]\), for a fixed \(M > 0\). Since the first term of (29) is independent of \(x\) and goes to zero when \(a \to 0\), it can be bounded independently of \(a\) uniformly for \(x \in [0, M]\). The same holds true for the second term on the right-hand side of (30). The first term on the right-hand side can be bounded as

\[
\left| \frac{a}{(x + \beta \sigma(x/a))(a + \beta \sigma'(x/a))} \right| \leq \frac{1}{x + \beta \sigma(x/a)}. \tag{36}
\]

When multiplied by \(x + \beta \sigma(x/a)\) in \(\phi^0_{a,\beta}(x)\), this gives a term that can be bounded uniformly as well. We now focus on the third term on the right-hand side of (30). Let us choose \(C > 0\) such that for \(0 < x < C\), \(\sigma(x) \geq x \sigma'(0)/2\). This exists indeed since \(\sigma'(0) > 0\). Then, we write the bound

\[
\frac{1}{(at + \beta \sigma(t))^2} \leq \begin{cases} 
\frac{1}{(\sigma(C))^2} & \text{for } t > C \\
\frac{1}{(a + \beta \sigma'(0)/2)^2} & \text{for } t < C
\end{cases}. \tag{37}
\]
It follows that
\[
\left| a \int_C^{x/a} \frac{dt}{(at + \beta \sigma(t))^2} \right| \leq \begin{cases} 
\frac{|x-aC|}{(\beta \sigma'(C))^2} & \text{for } x > aC \\
\frac{1}{2} | \frac{\beta \sigma'}{\beta \sigma(0)} | & \text{for } x < aC.
\end{cases}
\] (38)

Using that \(\sigma(x)\) and so \(\sigma(x/a)\) are bounded uniformly in \(x\) independently of \(a\), we conclude thus that \(\phi_{a,\beta}^0(x)\) can be bounded independently of \(a\) uniformly in \(x \in [0, M]\).

**3.2.4 Uniform bound on \(\tilde{\psi}_{a,\beta}(x)\)**

Using that both \(\sigma_a(x)\) and \(\phi_{a,\beta}(x)\) can be bounded independently of \(a\) uniformly in \(x \in [-M, M]\), we see from (26) that one can find constants \(\lambda \geq 0, \mu \geq 0\) (that depend on \(M, k, \beta\), but not on \(a\)) such that for all \(x \in [-M, M]\)
\[
|\tilde{\psi}_{a,\beta}(x)| \leq \lambda \left| \int_0^x |\tilde{\psi}_{a,\beta}(y)|dy \right| + \mu. \tag{39}
\]

We consider \(x > 0\) and apply Grönwall’s lemma. Introducing \(\kappa(x)\) through
\[
\int_0^x |\tilde{\psi}_{a,\beta}(y)|dy = e^{\lambda x} \kappa(x), \tag{40}
\]
one finds from (39)
\[
\kappa'(x) \leq \mu e^{-\lambda x}. \tag{41}
\]
Hence
\[
\kappa(x) \leq \mu \int_0^x e^{-\lambda y} dy, \tag{42}
\]
and so for \(x > 0\)
\[
|\tilde{\psi}_{a,\beta}(x)| \leq \lambda \mu e^{\lambda x} \int_0^x e^{-\lambda y} dy + \mu, \tag{43}
\]
which is a bound independent of \(a\). Hence \(\tilde{\psi}_{a,\beta}(x)\) can be bounded independently of \(a\) uniformly in \(x \in [-M, M]\).

**3.2.5 Existence of \(\tilde{\psi}_{a,\beta}(x)\) in the limit \(a \to 0\)**

We now wish to prove that the limit
\[
\lim_{a \to 0} \tilde{\psi}_{a,\beta}(x) \tag{44}
\]
exists. Let us consider \(f_\beta(x)\) satisfying (20). One checks that it satisfies
\[
f_\beta(x) = -\frac{k^2}{\beta} (x + \beta \text{sgn}(x)) \int_0^x f_\beta(y) |y| dy - \frac{k^2}{\beta} |x| \int_0^x f_\beta(y)(y + \beta \text{sgn}(y)) dy + A'(x + \beta \text{sgn}(x)), \tag{45}
\]
with \( A' \) to determine from the boundary condition. Let us choose it such that \( A' = A \). Then from the self-consistent equation (26) we have

\[
\tilde{\psi}_{a,\beta}(x) - f_\beta(x) = \int_0^x \tilde{\psi}_{a,\beta}(y)(g_a(x, y) - g_0(x, y))dy + \int_0^x g_0(x, y)(\tilde{\psi}_{a,\beta}(y) - f_\beta(y))dy
\]

\[
+ A\beta(\sigma_a(x) - \text{sgn}(x)),
\]

with

\[
g_a(x, y) = -k^2(x + \beta \sigma_a(x))\phi_{a,\beta}^0(y) + k^2(y + \beta \sigma_a(y))\phi_{a,\beta}^0(x).
\]

Since \( \sigma_a(x) \), \( \tilde{\psi}_{a,\beta}(x) \) and \( \phi_{a,\beta}^0(x) \) can be bounded in \( x \) independently of \( a \), \( g_a(x, y) \) can also be bounded in \( x, y \) independently of \( a \). Hence

\[
\left| \int_0^x g_0(x, y)(\tilde{\psi}_{a,\beta}(y) - f_\beta(y))dy \right| \leq \lambda \left| \int_0^x |\tilde{\psi}_{a,\beta}(y) - f_\beta(y)|dy \right|,
\]

for some \( \lambda > 0 \). Besides, since \( \psi_{a,\beta}(y)(g_a(x, y) - g_0(x, y)) \) is uniformly bounded in \( y \) independently of \( a \), and since it goes to zero when \( a \to 0 \) at fixed \( y \), one can conclude from dominated convergence theorem that the quantity

\[
\int_0^x \tilde{\psi}_{a,\beta}(y)(g_a(x, y) - g_0(x, y))dy
\]

is a function of \( x > 0 \) that vanishes when \( a \to 0 \). The same holds for \( A\beta(\sigma_a(x) - \text{sgn}(x)) \). It follows that one can write

\[
|\tilde{\psi}_{a,\beta}(x) - f_\beta(x)| \leq \lambda \left| \int_0^x |\tilde{\psi}_{a,\beta}(y) - f_\beta(y)|dy \right| + \mu_a(x),
\]

with \( \mu_a(x) > 0 \) that is bounded uniformly in \( x \) independently of \( a \), and with \( \mu_a(x) \to 0 \) when \( a \to 0 \) for \( x > 0 \). Repeating the arguments of Section 3.2.4, one obtains

\[
|\tilde{\psi}_{a,\beta}(x) - f_\beta(x)| \leq \lambda e^{\lambda x} \int_0^x \mu_a(y)e^{-\lambda y}dy + \mu_a(x).
\]

Since \( \mu_a(x) \) is bounded uniformly in \( x \), one can apply dominated convergence theorem and deduce that the limit of the left-hand side when \( a \to 0 \) exists and vanishes. This means

\[
\lim_{a \to 0} \tilde{\psi}_{a,\beta}(x) = f_\beta(x).
\]

Hence by construction it satisfies (20). Besides, since one can choose \( A \) such that \( f_\beta(1) \neq 0 \), it follows that the limit of \( \tilde{\psi}_{a,\beta}(1) \) in (27) exists and is non-zero. This concludes the proof of the Theorem.

4 Commuting the limits \( a \to 0 \) and \( \beta \to 0 \)

The objective of this section is to give numerical evidence for the possibility of commuting the \( a \to 0 \) and \( \beta \to 0 \) limits in the solution to the Shrödinger equation (19). Namely, we have the following Conjecture.
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Let us now assume that the Lemma is true for $f$ for a given arbitrary even function in (55). Using the method of variation of parameters, the odd solution to the equation to (19) with the boundary condition (54) is

\[
\psi_a,\beta(x) = 1 + \beta \frac{\sigma_a(x_0)}{x_0},
\]

(54)

which turns out to be convenient for the calculations. We have the following Lemma

**Lemma 1.** We have for all integer $m$, at fixed $a > 0$ and $x \in [0, x_0]$, with the boundary condition (54)

\[
\psi_{a,\beta}(x) = \left(1 + \beta \frac{\sigma_a(x)}{x}\right) \sum_{n=0}^{m} \beta^n g_n(x) + O(\beta^{m+1}),
\]

(55)

with

\[
g_0(x) = \frac{e^{ikx} - e^{-ikx}}{e^{ikx_0} - e^{-ikx_0}},
\]

(56)

and

\[
g_{n+1}(x) = \int_0^{x_0} \sigma_a(y) \left(\frac{d}{dy}\right)^2 [j(x, y)g_n(y)] \, dy,
\]

(57)

with the function

\[
j(x, y) = \begin{cases} 
\frac{1}{2iky} \left[ e^{ik(x-y)} - e^{-ik(x-y)} - (e^{ikx} - e^{-ikx}) \frac{e^{ik(x-y)} - e^{-ik(x-y)}}{e^{ikx_0} - e^{-ikx_0}} \right] & \text{if } y < x \\
\frac{1}{2iky} \left[ (e^{ikx} - e^{-ikx}) \frac{e^{ik(x-y)} - e^{-ik(x-y)}}{e^{ikx_0} - e^{-ikx_0}} \right] & \text{if } y > x 
\end{cases}.
\]

(58)

**Proof.** Let us prove this Lemma by recurrence on $m$. At leading order in $\beta$, the odd solution to (19) with the boundary condition (54) is

\[
\psi_{a,\beta}(x) = \frac{e^{ikx} - e^{-ikx}}{e^{ikx_0} - e^{-ikx_0}} + O(\beta).
\]

(59)

Let us now assume that the Lemma is true for $m$, and call $\beta^{m+1} \chi(x)$ the remainder $O(\beta^{m+1})$ in (55). Using the method of variation of parameters, the odd solution to the equation

\[
\psi''(x) + k^2 \psi(x) = f(x),
\]

(60)

for a given arbitrary even function $f(x)$ is

\[
\psi(x) = \frac{1}{2ik} \int_0^x f(y)(e^{ik(x-y)} - e^{-ik(x-y)}) \, dy + A(e^{ikx} - e^{-ikx}),
\]

(61)

with $A$ an integration constant. Applying this to (19) for $\psi = \chi$ and

\[
f(x) = \frac{\sigma_a(x)}{x} \sum_{k=0}^{m} (-\sigma_a(x))^{m-k} (g_k(x) + \sigma_a(x)g_{k-1}(x)),
\]

(62)
with by convention $g_{-1}(x) = 0$, we find
\[
\chi(x) = \frac{1}{2ik} \int_0^x \sigma_a''(y) \frac{g_m(y)}{y} \left( e^{ik(x-y)} - e^{-ik(x-y)} \right) dy + A(e^{ikx} - e^{-ikx}) + O(\beta), \tag{63}
\]
with $A$ an integration constant. Integrating by part twice, we obtain
\[
\chi(x) = \frac{1}{2ik} \int_0^x \sigma_a(y) \left( \frac{d}{dy} \right)^2 \left[ \frac{g_m(y)}{y} \left( e^{ik(x-y)} - e^{-ik(x-y)} \right) \right] dy + \frac{\sigma_a(x)}{x} g_m(x) - \frac{\sigma_a'(0) g_m'(0)}{2ik} \left( e^{ikx} - e^{-ikx} \right) + A(e^{ikx} - e^{-ikx}) + O(\beta). \tag{64}
\]
Hence we obtain
\[
\psi_{a,\beta}(x) = \left( 1 + \beta \frac{\sigma_a(x)}{x} \right) \sum_{n=0}^{m+1} \beta^n g_n(x) + O(\beta^{m+2}), \tag{65}
\]
with
\[
g_{m+1}(x) = \frac{1}{2ik} \int_0^x \sigma_a(y) \left( \frac{d}{dy} \right)^2 \left[ \frac{g_m(y)}{y} \left( e^{ik(x-y)} - e^{-ik(x-y)} \right) \right] dy - \frac{\sigma_a'(0) g_m'(0)}{2ik} \left( e^{ikx} - e^{-ikx} \right) + A(e^{ikx} - e^{-ikx}). \tag{66}
\]

Now, imposing the boundary condition (54) to determine $A$, and using that $g_n(x_0) = 0$ for $n > 0$, yields the form (57) for $g_{m+1}(x)$.

To investigate Conjecture 1 numerically, we use Lemma 1 to write for any $m$
\[
\psi_{a,\beta}(x) = \sum_{n=0}^{m} \psi_n(x) \beta^n + O(\beta^{m+1}), \tag{67}
\]
with
\[
\psi_n(x) = g_n(x) + \frac{\sigma_a(x)}{x} g_{n-1}(x), \tag{68}
\]
with $g_n(x)$ satisfying the recurrence (57) and $g_{-1}(x) = 0$. This can be evaluated numerically efficiently. To check the validity of Conjecture 1, one has to ensure that $\psi_n(x)$ has a finite limit when $a \to 0$, and that in this limit one has $\psi_n(0^+) = \psi_n'(0^+)$. This is shown to be observed for the first four orders in $\beta$ in Figure 1.
Figure 1: $\psi_{(n+1)}(x)$ (blue) and $\psi_{(n)}'(x)$ (red) as a function of $x$, for $n = 0, 1, 2, 3$ in reading direction. We considered $\sigma_a(x) = \tanh(x/a)$ with $a = 10^{-2}$ (dashed) and $a = 10^{-3}$ (plain), $x_0 = 1$, and $2 \times 10^7$ discretization points. None of the functions plotted are actually divergent at 0. Conjecture 1 is satisfied if the blue and red curves take the same value for $x \to 0^+$, when $a \to 0$.

5 Example of application: the Cheon-Shigehara gas

In this Section we show that one can use our potential to compute the energy levels of the Lieb-Liniger model at large coupling.

5.1 The model

We consider a gas of $N$ fermions in interaction with the potential $V_{a,\beta}(x)$

$$H^f_{a,\beta} = - \sum_{j=1}^{N} \partial^2_{x_j} + 2 \sum_{j<k} V_{a,\beta}(x_j - x_k). \quad (69)$$

When $a \to 0$, this Hamiltonian becomes the Cheon-Shigehara gas [5, 35]. It is equivalent to the Lieb-Liniger gas for $N$ bosons

$$H^b_{c} = - \sum_{j=1}^{N} \partial^2_{x_j} + 2c \sum_{j<k} \delta (x_j - x_k). \quad (70)$$

We are going to perform a perturbative expansion of the energy levels of $H^f_{a,\beta}$, and show that when $a \to 0$ we recover the energy levels of $H^b_{c}$ with $c = 1/\beta$. 
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In order to be able to apply Schrödinger perturbation theory, we put $H_{\alpha,\beta}^f$ on a lattice. We consider thus a lattice model with $M = L/\kappa$ sites with periodic boundary conditions and Hamiltonian

$$H = H_0 + V$$

$$H_0 = -\frac{1}{L\kappa^2} \sum_{n=-M/2}^{M-1} c_{n+1}^+ c_n + c_n^+ c_{n+1} - 2c_n^+ c_n$$

(71)

$$V = \frac{1}{L} \sum_{n,m=-M/2}^{M-1} V_{\alpha,\beta}(n\kappa) c_{n+m}^+ c_m c_{n+m},$$

with $\{c_n, c_m^+\} = \delta_{n,m}$ fermions satisfying canonical anticommutation relations. The potential $V_{\alpha,\beta}$ is given by (17) and $\kappa$ is a rescaling parameter. In the limit $\kappa \to 0$, this model is the second quantization formulation of the Hamiltonian (69) with the fermionic field $c_n = \sqrt{\kappa} \psi(n\kappa)$.

### 5.2 Perturbation theory of energy levels

Defining the Fourier transform

$$c(k) = \frac{1}{\sqrt{M}} \sum_n c_n e^{i kn},$$

(72)

the free part $H_0$ is diagonalized by

$$H_0 = \frac{4}{L\kappa^2} \sum_{k \in R} \sin^2(k/2) c^3(k)c(k),$$

(73)

with $R = \{\frac{2\pi n}{M}, n = -M/2, ..., M/2 - 1\}$.

Let us now fix an eigenstate of the free Hamiltonian at $\beta = 0$, i.e. a set $\lambda \subset R$. We will assume for simplicity it has zero momentum.

Using perturbation theory, we find the energy density at order $\beta^2$

$$E(\beta) = E_0 + E_1 + E_2 + O(\beta^3),$$

(74)

with

$$E_0 = \frac{4}{\kappa^2 L} \sum_{\lambda} \sin^2(\lambda/2)$$

$$E_1 = \frac{1}{L^2} \sum_{\lambda, \mu} \left[ \tilde{V}_{\alpha,\beta}(0) - \tilde{V}_{\alpha,\beta}(\lambda - \mu) \right]$$

$$E_2 = \frac{\kappa^2}{4L^3} \sum_{\lambda, \mu} \sin^2 \frac{\lambda}{2} + \sin^2 \frac{\mu}{2} - \sin^2 \frac{\lambda + \mu}{2} - \sin^2 \frac{\mu - \lambda}{2}$$

$$\tilde{V}_{\alpha,\beta}(\lambda) = \kappa \sum_{n=-M/2}^{M/2-1} V_{\alpha,\beta}(n\kappa)e^{i \lambda n}. $$

(75)
5.3 Low-momentum and thermodynamic limit

We now rescale the momenta as \( \lambda \to \lambda \kappa \), and take both the thermodynamic limit \( L \to \infty \) and the low-momentum limit \( \kappa \to 0 \). We denote \( \rho(\lambda) \) the particle density and \( \rho_h(\lambda) = \frac{1}{2\pi} - \rho(\lambda) \) the hole density. We obtain

\[
E_0 = \int_{-\infty}^{\infty} \lambda^2 \rho(\lambda) d\lambda
\]

\[
E_1 = \int_{-\infty}^{\infty} \left[ \hat{V}_{a,\beta}(0) - \hat{V}_{a,\beta}(\lambda - \mu) \right] \rho(\lambda) \rho(\mu) d\lambda d\mu
\]

\[
E_2 = -\frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\left[ \hat{V}_{a,\beta}(\lambda - \mu + \nu) - \hat{V}_{a,\beta}(\nu) \right]^2}{\nu(\lambda - \mu + \nu)} \rho(\lambda) \rho(\mu) 2\pi \rho_h(\lambda + \nu) \rho_h(\mu - \nu) d\lambda d\mu d\nu,
\]

with the Fourier transform

\[
\hat{V}_{a,\beta}(\lambda) = \int_{-\infty}^{\infty} V_{a,\beta}(x) e^{i\lambda x} dx.
\]

We will denote \( E_a^{(\beta)} \) the truncation at order \( \beta^n \) of the series of \( E(\beta) \) in \( \beta \) at fixed \( a \).

5.4 Regularization limit

Let us now study the regularization limit \( a \to 0 \) of the expansion in \( \beta \). We expand at fixed \( a \)

\[
V_{a,\beta}(x) = \beta \frac{\sigma''(x/a)}{xa^2} - \beta^2 \frac{\sigma''(x/a)\sigma(x/a)}{x^2a^2} + O(\beta^3),
\]

from which we find

\[
\hat{V}_{a,\beta}(k) - \hat{V}_{a,\beta}(0) = \beta k^2 - \frac{\beta^2 k^2}{4a\pi} \int_{-\infty}^{\infty} |\hat{\sigma}'(\omega)|^2 d\omega + O(a) + O(\beta^3).
\]

Here the order of the expansions is first \( \beta \to 0 \) at fixed \( a \) and then \( a \to 0 \). Hence it yields

\[
E_1 = -\beta \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\lambda - \mu)^2 \rho(\lambda) \rho(\mu) d\lambda d\mu \left[ 1 - \frac{\beta}{4a\pi} \int_{-\infty}^{\infty} |\hat{\sigma}'(\omega)|^2 d\omega \right] + O(a) + O(\beta^3).
\]

It is divergent in \( 1/a \) at order \( \beta^2 \). To investigate \( E_2 \), we write

\[
\hat{V}_{a,\beta}(x) - \hat{V}_{a,\beta}(0) = \frac{\beta}{a^2} F(xa) + O(\beta^2),
\]

with

\[
F(x) = \int_0^x z\hat{\sigma}'(z) dz.
\]

We plug this in the expression for \( E_2 \), separate \( \rho_h(\lambda) = \frac{1}{2\pi} - \rho(\lambda) \) and perform a change of variable \( \nu \to \nu/a \) for the case where \( \frac{1}{2\pi} \) is taken twice. It yields

\[
E_2 = E_2^{\text{reg}} + E_2^{\text{sing}}
\]

where

\[
E_2^{\text{sing}} = -\frac{\beta^2}{4a^3\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(\lambda) \rho(\mu) \frac{(F(\nu + a(\lambda - \mu)) - F(\nu))^2}{\nu(\nu + a(\lambda - \mu))} d\lambda d\mu d\nu,
\]
and
\[
E_2^{\text{reg}} = \frac{\beta^2}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{(\lambda - \mu)^2(\lambda - \mu + 2\nu)^2}{\nu(\lambda + \mu)} \rho(\lambda)\rho(\mu) \rho(\lambda + \nu - \mu) \rho(\lambda + \nu) \rho(\mu + \nu) d\lambda d\mu d\nu + \mathcal{O}(a) + \mathcal{O}(\beta^3). \tag{86}
\]
Focusing on \(E_2^{\text{sing}}\) first, we write
\[
\frac{1}{\nu(\nu + a(\lambda - \mu))} = \frac{1}{a(\lambda - \mu)} \left( \frac{1}{\nu - \nu + a(\lambda - \mu)} \right), \tag{87}
\]
and do a change of variable \(\nu \to \nu - a(\lambda - \mu)\) for the second fraction, which yields, expanding \(F\) at \(\nu\)
\[
E_2^{\text{sing}} = -\frac{\beta^2}{4a\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\lambda - \mu)^2 \rho(\lambda)\rho(\mu) d\lambda d\mu \int_{-\infty}^{\infty} [\sigma'(\omega)]^2 d\omega + \mathcal{O}(a) + \mathcal{O}(\beta^3). \tag{88}
\]
Remarkably, the form of the potential (17) exactly makes the divergent piece in \(1/a\) compensate between \(E_1\) and \(E_2\). Let us now focus on the regular part (86). Doing a change of variable \(\lambda' = \lambda + \nu, \mu' = \mu - \nu\) and \(\nu' = -\nu\) one sees that the term with four \(\rho\)'s vanishes. Doing the change of variable \(\mu' = \lambda, \lambda' = \mu, \nu' = -\nu\), one sees that the terms with three \(\rho\)'s are equal, so that
\[
E_2^{\text{reg}} = \beta^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{(\lambda - \mu)^2(2\nu - \lambda - \mu)^2}{(\nu - \lambda)(\nu - \mu)} \rho(\lambda)\rho(\mu)\rho(\nu) d\lambda d\mu d\nu + \mathcal{O}(a) + \mathcal{O}(\beta^3)
= \frac{3}{2} \beta^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\lambda - \mu)^2 \rho(\lambda)\rho(\mu)\rho(\nu) d\lambda d\mu d\nu + \mathcal{O}(a) + \mathcal{O}(\beta^3), \tag{89}
\]
where we used that \(\rho\) is even, after several manipulations of the type
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\mu}{\mu - \nu} \rho(\mu)\rho(\nu) d\mu d\nu = \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(\mu)\rho(\nu) d\mu d\nu, \tag{90}
\]
to eliminate all the fractions. Gathering everything, we obtain that \(E_a^{(2)}\) has a well-defined limit when \(a \to 0\) that reads
\[
E_0^{(2)} = \int_{-\infty}^{\infty} \lambda^2 \rho(\lambda) d\lambda (1 - 2\beta \mathcal{D} + 3\beta^2 \mathcal{D}^2), \tag{91}
\]
with
\[
\mathcal{D} = \int_{-\infty}^{\infty} \rho(\lambda) d\lambda. \tag{92}
\]
This is indeed the Bethe ansatz result for the Lieb-Liniger model with \(\beta = \frac{2}{c}\) at order \(1/c^2\).

6 Summary and discussion

We have shown that the potential (17) produces in the limit \(a \to 0\) a discontinuity in the fermionic wave function given by (20). This provides thus a regularization of the only pointlike
interaction between fermions given by a self-adjoint extension in (2). The particularity of this regularization is that contrary to all previous ones, the potential is small when the discontinuity is small, implementing the strong-weak duality between fermions and bosons in 1D given by the Girardeau mapping. This opens the way to perturbative studies of strongly coupled bosons, as done in the companion paper [35]. Besides, we gave in Section 4 numerical evidence for the possibility of commuting the limit \( a \to 0 \) and the expansion at small \( \beta \) in the two-particle wave function. In Section 5, we showed that in the many-body case the two limits commute at least up to order \( \beta^2 \) included.

The attractive case \( \beta < 0 \) deserves some attention, as the potential given in this paper is not applicable to this case. In fact, one can see that imposing to preserve the strong-weak duality and being able to commute the limit \( a \to 0 \) and the expansion in \( \beta \) essentially constrains the potential to be of the form (17), with a possible \( \beta \) dependence in \( \sigma \). But then one sees that in the case \( \beta < 0 \) there will always be a singularity in the potential for \( x \approx |\beta| \). Cutting the potential for \( x > \beta \) to avoid this singularity would spoil the commutation of the two limits. This suggests that in the case \( \beta < 0 \) a regularization consistent with the strong-weak duality might not exist. This important difference would reflect the very different physics of the Lieb-Liniger model depending on the sign of \( \beta \), with bound states appearing only for \( \beta < 0 \). But we leave a precise study of these aspects for future work.

### A Appendix

#### A.1 Study of (13)

In this Appendix we study the equation

\[
\psi''_{a}(x) + k^{2} \psi_{a}(x) = \beta \sigma''_{a}(x) \psi'_{a}(x) + \beta \sigma'_{a}(x) \psi''_{a}(x) ,
\]  

(93)

with \( \sigma_{a}(x) \to \text{sgn}(x) \) when \( a \to 0 \).

**A.1.1 Absence of discontinuity**

Integrating (93) between \( x_{0} \) and \( x \), one has

\[
\psi'_{a}(x) - \beta \sigma'_{a}(x) \psi'_{a}(x) = \psi'_{a}(x_{0}) - \beta \sigma'_{a}(x_{0}) \psi'_{a}(x_{0}) - k^{2} \int_{x_{0}}^{x} \psi_{a}(y) dy .
\]  

(94)

Let us now specify

\[
\sigma'_{a}(x) = \frac{1}{2a} 1_{|x|<a} .
\]  

(95)

Integrating between \(-a\) and \( a \) one finds

\[
(\psi_{a}(a) - \psi_{a}(-a)) (1 - \beta \frac{a}{2a}) = O(a) ,
\]  

(96)

which imposes that

\[
\lim_{a \to 0} (\psi_{a}(a) - \psi_{a}(-a)) = 0 .
\]  

(97)

Now, integrating (94) between \( a \) and \( a + \epsilon \) for \( \epsilon > 0 \) we find

\[
\psi_{a}(a + \epsilon) - \psi_{a}(a) = O(\epsilon, a) .
\]  

(98)
Defining
\[ \psi(x) = \lim_{a \to 0} \psi_a(x), \] (99)
we find that (98) implies
\[ \lim_{a \to 0} \psi_a(a) = \psi(0^+) . \] (100)
Similarly one has
\[ \lim_{a \to 0} \psi_a(-a) = \psi(0^-) . \] (101)
Hence (97) means
\[ \psi(0^+) = \psi(0^-) , \] (102)
and the function is continuous at zero.

A.1.2 A discontinuity present perturbatively but absent non-perturbatively

At first order in \( \beta \) at fixed \( a \), the odd solution to (93) is
\[
e^{ikx} - e^{-ikx} + \frac{\beta}{2ik} \int_0^x (e^{ik(x-y)} - e^{-ik(x-y)}) (ik\sigma''_a(y)(e^{iky} + e^{-iky}) - k^2 \sigma'_a(y)(e^{iky} - e^{-iky})) dy ,
\] (103)
whose limit \( a \to 0 \) is
\[ e^{ikx} - e^{-ikx} + ik\beta \cos(kx) \text{ sgn}(x) . \] (104)
This function has a discontinuity at \( x = 0 \) that satisfies (15) indeed. This is not in contradiction with Appendix A.1.1: a discontinuity can be present perturbatively, but absent non-perturbatively.

In order to illustrate this phenomenon, we consider the following simple tractable example
\[
f'' - \beta(\sigma'_a f'_a)' = 0 .
\] (105)
At leading order in \( \beta \) at fixed \( a \) one finds
\[
f_a(x) = A(x + \beta \sigma_a(x)) + B + O(\beta^2) ,
\] (106)
with \( A, B \) integration constants, which has indeed a discontinuity at zero in the limit \( a \to 0 \).
However, the non-perturbative solution is
\[
f_a(x) = A \int_{-1}^x \frac{dy}{1 - \beta \sigma'_a(y)} + B ,
\] (107)
with a principal value in case of a vanishing denominator. Let us investigate the behaviour at zero of this function in the limit \( a \to 0 \) if we specify for example
\[
\sigma'_a(x) = \frac{2}{\pi} \frac{a}{a^2 + x^2} .
\] (108)
Then for \( a > 0 \) fixed
\[
\int_{-1}^x \frac{dy}{1 - \beta \sigma'_a(y)} = \int_{-1}^{-\epsilon} \frac{dy}{1 - \beta \sigma'_a(y)} + \int_{-\epsilon}^{\epsilon} \frac{dy}{1 - \beta \sigma'_a(y)} + \int_{\epsilon}^x \frac{dy}{1 - \beta \sigma'_a(y)} .
\] (109)
At fixed $\epsilon > 0$ and $x > \epsilon$, the first and last integral go to

$$\int_{-\epsilon}^{-1} dy + \int_{\epsilon}^{x} dy,$$

while the second integral

$$\int_{-\epsilon}^{\epsilon} \frac{dy}{1 - \beta \sigma_0'(y)} = 2\epsilon - \frac{4a\beta}{\pi} \text{arctanh} \frac{\epsilon}{\sqrt{\frac{2a\beta}{\pi} - a^2}}$$

(111)
go to $2\epsilon$ in the limit $a \to 0$. The behaviour for $x < -\epsilon$ is immediate, so that the full integral converges to $\int_{-1}^{x} dy$. Hence in the limit $a \to 0$

$$f_0(x) = Ax + A + B,$$

(112)

which has no discontinuity.

References

[1] D.J. Griffiths, *Introduction to quantum mechanics*, Prentice Hall, (2005).
[2] S. Albeverio, F. Gesztesy, R. Hoegh-Krohn and H. Holden, *Solvable models in quantum mechanics*, Springer-Verlag, New York, (1988).
[3] P. Seba, *The generalized point interaction in one dimension*, Czech. J. Phys. B 36 667, (1986).
[4] M. Girardeau, *Relationship between systems of impenetrable bosons and fermions in one dimension* J. Math. Phys. 1 516, (1960).
[5] T. Cheon and T. Shigehara, *Fermion-boson duality of one-dimensional quantum particles with generalized contact interactions*, Phys. Rev. Lett. 82 2536, (1999).
[6] V.I. Yukalov and M.D. Girardeau, *Fermi-Bose mapping for one-dimensional Bose gases*, Laser Phys. Lett. 2 375, (2005).
[7] E. H. Lieb and W. Liniger, *Exact analysis of an interacting Bose gas. I. The general solution and the ground state*, Phys. Rev. 130 1605, (1963).
[8] T. Kinoshita, T. Wenger and D.S. Weiss, *Observation of a one-dimensional Tonks-Girardeau*, Science 305, 1125, (2004).
[9] P. Kurasov, *Distribution theory for discontinuous test functions and differential operators with generalized coefficients*, J. Math. Anal. App. 201 297, (1996).
[10] P. Seba, *Some remarks on the $\delta'$-interaction in one dimension*, Rep. Math. Phys. 24 111, (1986).
[11] A. Albeverio, L. Dabrowski and P. Kurasov, *Symmetries of Schrödinger operators with point interactions*, Lett. Math. Phys. 45 33, (1998).
[12] P. Kurasov and J. Boman, *Finite rank singular perturbations and distributions with discontinuous test functions*, Proc. Amer. Math. Soc. 126, (1998).
[13] D. Sen, *Perturbation theory for singular potentials in quantum mechanics*, Int. J. Mod. Phys. A 14 1789, (1999).
[14] D. Sen, *The fermionic limit of the $\delta$-function Bose gas: a pseudopotential approach*, J. Phys. A Math. Gen. 36 7517, (2003).
[15] M.D. Girardeau and M. Olshanii, Theory of spinor Fermi and Bose gases in tight atom waveguides, Phys. Rev. A 70 023608, (2004).
[16] J. Brand and A.Yu. Cherny, Dynamic structure factor of the one-dimensional Bose gas near the Tonks-Girardeau limit, Phys. Rev. A 72 033619, (2005).
[17] P. Deuar, A.G. Sykes, D.M. Gangardt, M.J. Davis, P.D. Drummond and K.V. Kheruntsyan, Non-local pair correlations in the 1D Bose gas at finite temperature, Phys. Rev. A 79 043619, (2009).
[18] T. Cheon and T. Shigehara, Realizing discontinuous wave functions with renormalized short-range potentials, Phys. Lett. A243 111, (1998).
[19] F.A.B. Coutinho, Y. Nogami and J.F. Perez, Generalized point interactions in one-dimensional quantum mechanics, J. Phys. A 30 3937, (1997).
[20] M. Carreau, Four-parameter point-interaction in 1D quantum systems, J. Phys. A: Math. Gen. 26 427, (1993).
[21] P.R. Chernoff and R. Hughes, A new class of point interactions in one dimension, J. Funct. Anal. 111 97, (1993).
[22] J.M. Roman and R. Tarrach, The regulated four parameter one dimensional point interaction, J. Phys. A 29 6073, (1996).
[23] S. Albeverio and L. Nizhnik, Approximation of general zero-range potentials, Ukr. Math. J., 52, 664, (2000).
[24] P.L. Christiansen, H.C. Arnbak, A.V. Zolotaryuk, V.N. Ermakov and Y.B. Gaididei, On the existence of resonances in the transmission probability for interactions arising from derivatives of Dirac’s delta function, J. Phys. A: Math. Gen., (2003).
[25] S. Albeverio, S. Fassari and F. Rinaldi, A remarkable spectral feature of the Schrödinger Hamiltonian of the harmonic oscillator perturbed by an attractive δ'-interaction centred at the origin: double degeneracy and level crossing, J. Phys. A: Math. Theor., (2013).
[26] M. Calceda, J.T. Lunardi, L.A. Manzoni and W. Monteiro, Distributional approach to point interactions in one-dimensional quantum mechanics, Front. Phys. 24, (2014).
[27] S. Fassari and F. Rinaldi, On the spectrum of the Schrodinger Hamiltonian with a particular configuration of three one-dimensional point interactions, Rep. Math. Phys. 64, 367, (2009).
[28] S. Albeverio, S. Fassari and F. Rinaldi, The Hamiltonian of the harmonic oscillator with an attractive-interaction centred at the origin as approximated by the one with a triple of attractive-interactions, J. Phys. A: Math. Theor. 49, 025302, (2016).
[29] A.V. Zolotaryuk, G.P. Tsironis and Y. Zolotaryuk, Point interactions with bias potentials, Front. Phys. 11, (2019).
[30] A.V. Zolotaryuk, Families of one-point interactions resulting from the squeezing limit of the sum of two- and three-delta-like potentials, J. Phys. A: Math. Theor. 50, 225303, (2017).
[31] A.V. Zolotaryuk, An explicit realization of resonant-tunnelling δ''-potentials, J. Phys. A: Math. Theor. 48, 225304, (2015).
[32] M. Gadella, M.L. Glasser and L.M. Nieto, One dimensional models with a singular potential of the type αδ(x) + βδ'(x), Int. J. Theor. Phys. 50, 2144, (2011).
[33] M. Gadella, J. Mateos-Guilarte, J.M. Munoz-Castaneda and L.M. Nieto, Two-point one-dimensional δ – δ' interactions: non-abelian addition law and decoupling limit, J. Phys. A: Math. Theor. 49, 015204, (2016).
[34] A. Kotsenko and M. Malamud, 1 – D Schrödinger operators with local point interactions: a review, in "Spectral Analysis, Differential Equations and Mathematical Physics", H.
[35] E. Granet, B. Bertini and F.H.L. Essler, *Duality between weak and strong interactions in quantum gases*, Phys. Rev. Lett., (2021).

[36] F.A. Brézin, G.P. Pohil and V.M. Finkelberg, *The Schrödinger equation for a system of one-dimensional particles with point interactions*, Viest. Mosk. Uni. 1, 21-28 (1964).

[37] V. E. Korepin, N. M. Bogoliubov and A. G. Izergin, *Quantum inverse scattering method and correlation functions*, Cambridge University Press (1993).

[38] M. Jimbo and T. Miwa, *1/c expansion of the density matrix for the δ-function Bose gas*, Phys. Rev. D 24, 3169, (1981).

[39] D.B. Creamer, H.B. Thacker and D. Wilkinson, *A study of correlation functions for the delta-function Bose gas*, Physica D 20, 155, (1986).

[40] V.E. Korepin, *Correlation functions of the one-dimensional Bose gas in the repulsive case*, Commun. Math. Phys. 94, 93, (1984).

[41] J. Brand and A.Y. Cherny, *Dynamic structure factor of the one-dimensional Bose gas near the Tonks-Girardeau limit*, Phys. Rev. A72, 033619, (2005).

[42] J. de Nardis and M. Panfil, *Density form factors of the 1D Bose gas for finite entropy states*, J. Stat. Mech. P02019, (2015).

[43] E. Granet and F.H.L. Essler, *A systematic 1/c-expansion of form factor sums for dynamical correlations in the Lieb-Liniger model*, SciPost Phys. 9, 082, (2020).

[44] E. Granet and F.H.L. Essler, *Systematic strong coupling expansion for out-of-equilibrium dynamics in the Lieb-Liniger model*, SciPost Phys. 11, 068, (2021).

[45] P. Exner, H. Neidhardt and V.A. Zagrebnov, *Potential approximations to δ': an inverse Klauder phenomenon with norm-resolvent convergence*, Comm. Math. Phys. 224, 593, (2001).