Abstract. The advent of emerging technologies such as 5G and Internet of Things (IoT) will generate a colossal amount of data that should be processed by the cloud computing. Thereby, cloud resources optimisation represents significant benefits in different levels: cost reduction for the user, saving energy consumed by cloud data centres, etc. Cloud resource optimisation is a very complex task due to its NP-hard characteristic. In this case, use of metaheuristic approaches is more rational. But the quality of metaheuristic solutions changes by changing the problem. In this paper we have dealt with the problem of determining the configuration of resources in order to minimise the payment cost and the duration of the scientific applications execution. For that, we proposed a mathematical model and three metaheuristic approaches, namely the Genetic Algorithm (GA), hybridisation of the Genetic Algorithm with Local Search (GA-LS) and the Simulated Annealing (SA). The comparison between them showed that the simulated annealing finds more optimal solutions than those proposed by the genetic algorithm and the GA-LS hybridisation.
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1. Introduction. The cloud computing is a distributed computer system based on an emergent technologies like the virtualisation. By comparing it with the conventional distributed computing, the latter has the objective of providing a collaborative sharing of resources to which users are linked, while the cloud computing has the objective of providing services or applications with ensuring of the scaling, the transparency (vis-a-vis the physical implementation of the cloud), the security, the supervision and the management.

There are three main types of cloud models:

IaaS (Infrastructure as a Service) offers a low level computing resources in the form of Virtual Machines (VM). EC2 [1] and Azure [3] are two IaaS examples provided respectively by Amazon and Microsoft.

PaaS (Platform as a Service) offers ready to use software platforms on which users develop and deploy their applications. Heroku [6] and Google App Engine [4] provide this type of cloud.

SaaS (Service as a Service) offers ready-to-use applications. It’s the highest level in the cloud. G Suite [5] (Google) and Office 365 [7] (Microsoft) are SaaS models.

There are numerous applications that require High Performance Computing (HPC). Weather forecast, chemical process modeling, and the physics simulations are examples of such applications. Since the available computing resources in the cloud are very efficient, users of the HPC applications showed interest in running their intensive applications in the cloud environment.

Cloud computing face several challenges and problems that are subject to scientific research. The excessive consumption of the electric energy and the performance degradation of the application execution because of understimation of reserved resources are examples of problems that cloud systems face.

This work addresses the problem of performance and cost of applications execution in the cloud. It’s a double contradictory objectives problem. The first one is to maximise the resources to be used to have a good performance by reducing the execution time. The second one is to minimise the resources to be used to reduce the payment cost.

There are several works in the literature which have dealt with this type of problem. The complexity of the cloud resource optimisation problem has led researchers to use metaheuristics. For instance, in our
Previous works [20, 21, 22], we considered weighted objective functions in our model and chose the approach of genetic algorithms for dealing with this issue. The authors of [25] investigated the meta-heuristic resource allocation techniques used in the IaaS cloud computing environment. Jena et al. [26] proposed a hybridisation of modified Particle swarm optimization (MPSO) and improved Q-learning algorithm to load balancing of tasks on the cloud environment. Coutinho et al. [10] implemented an ILP model and then used Greedy Randomised Adaptive Search Procedure (GRASP) to solve the resource optimisation problem. Except that the proposed metaheuristics has been compared with a deterministic algorithm. Due to difficulty of this problem, which is classified as NP-hard [10], most of these works have tried to solve it using metaheuristic approaches. The effectiveness of these approaches in terms of the solutions found varies from one problem to another.

In this work, we used three metaheuristic algorithms: Genetic Algorithm (GA), Simulated Annealing (SA) and hybridisation of GA and Local Search method (GA-LS). Our goal is executing demanding HPC applications in the IaaS cloud.

The remaining of this paper is organised as follows: in the Sect. 2, we describe the mathematical model used. In the Sect. 3, we explain the three proposed resolution metaheuristics. In the Sect. 4, We compare between these approaches by experiments, then analyse the obtained results. We conclude in Sect. 5.

2. Mathematical model. In the infrastructure cloud (IaaS), resources are the virtual CPUs (vCPU), the memory, the storage drives, etc. of the VMs. Each resource type has the same characteristics as the equivalent physical resources (like processor frequency for the vCPU).

Cloud infrastructure service providers make available to the users a variety of VM choices. Each type has a specific computing power and usage price per hour.

The mathematical model that we present is based on the variables cited in the Table 2.1.

Our optimisation problem is composed of two objective functions: (i) minimise the total cost and (ii) minimise the execution time. We transformed them to a unique objective function by their sum with coefficients assigned to each of these two functions (weighted sum). So, we have [10]:

\[
(CC \text{ ILP}) \quad \min (\alpha f_1 + (1 - \alpha) f_2)
\]

with

\[
f_1 = \sum_{p \in P} \sum_{i=1}^{N_M} \sum_{t \in T} c_p x_{pit}
\]

and

\[
f_2 = t_m
\]
subject to

\[ \sum_{p \in P} \sum_{i=1}^{N_M} \sum_{t \in T} c_p x_{pit} \leq C_M \] (2.4)

\[ \sum_{p \in P} \sum_{i=1}^{N_M} d_p x_{pit} \geq D_s x_{p't}, \quad \forall t \in T, \forall p' \in P, \forall i' \in \{1, ..., N_M\} \] (2.5)

\[ \sum_{p \in P} \sum_{i=1}^{N_M} m_p x_{pit} \geq M_C x_{p't}, \quad \forall t \in T, \forall p' \in P, \forall i' \in \{1, ..., N_M\} \] (2.6)

\[ \sum_{p \in P} \sum_{i=1}^{N_M} \sum_{t \in T} g_p x_{pit} \geq G_f \] (2.7)

\[ \sum_{p \in P} \sum_{i=1}^{N_M} x_{pit} \leq N_M, \quad \forall t \in T \] (2.8)

\[ t_m \geq t x_{pit}, \quad \forall t \in T, \forall p \in P, \forall i \in \{1, ..., N_M\} \] (2.9)

\[ x_{pit+1} \leq x_{pit}, \quad \forall t \in T, \forall p \in P, \forall i \in \{1, ..., N_M\} \] (2.10)

\[ x_{pit+1t} \leq x_{pit}, \quad \forall t \in T, \forall p \in P, \forall i \in \{1, ..., N_M-1\} \] (2.11)

\[ x_{pit} \in \{0, 1\}, \quad \forall t \in T, \forall p \in P, \forall i \in \{1, ..., N_M\} \] (2.12)

\[ t_m \in \mathbb{Z} \] (2.13)

The terms \( \alpha \) and \( (1 - \alpha) \) represent the weights of the two objectives. To automate the choice of the weights and ensure a fair treatment between the two objective functions [12], we used dynamic weights to meet the condition (2.14):

\[ |\alpha(t) f_1 - (1 - \alpha(t)) f_2| < \varepsilon, \] (2.14)

where \( \varepsilon \) is a positive number in the vicinity of 0, \( t \) is a time-step, and \( \alpha(t) \) and \( (1 - \alpha(t)) \) are the dynamic weights. \( \alpha(t) \) is calculated by the formula (2.15):

\[ \alpha(t) = \frac{|f_2(x_{t-1})|}{|f_1(x_{t-1})| + |f_2(x_{t-1})|} \] (2.15)

where \( x_{t-1} \) is the best solution of the iteration \((t - 1)\) of the metaheuristic. For more details, see our previous work [20].
Table 3.1

| Variable | Definition |
|----------|------------|
| $S$      | Solution that represents a combination of packages. |
| $\Delta$| The difference between the value of the optimisation function of the current solution and that under the evaluation. |
| $T$      | System temperature. |

3. Metaheuristic resolution approaches.

3.1. Simulated Annealing. The origin of this method come from the experiments done by Metropolis et al. [19] to simulate the stochastic evolution of such physical system. In the context of minimisation of the objective function $f$, the process of simulated annealing is illustrated in the Algorithm 5. Table 3.1 defines the used variables in this algorithm.

Algorithm 1 Simulated Annealing

1: Generate an initial solution $S \leftarrow S_0$
2: Initiate the temperature $T \leftarrow T_0$
3: repeat
4: for a predetermined number of iterations do
5: Generate a solution $S_0$ in the vicinity of $S$
6: Calculate $\Delta = f(S_0) - f(S)$
7: if $\Delta < 0$ then
8: $S \leftarrow S_0$
9: else
10: $S \leftarrow S_0$ with the probability $e^{-\frac{\Delta}{T}}$
11: end if
12: end for
13: Decrease the temperature $T$
14: until The stop criterion is satisfactory
15: Return to the best configuration found

The proper functioning of the Simulated Annealing algorithm depends on the configuration space and the temperature decrease function. For example, Dréo et al. [11] and Kirkpatrick et al. [18] propose methods to define this function.

3.2. Genetic Algorithm. The Genetic Algorithm is an optimisation technique that mimic the natural evolution. The first work on the GA was developed by John Holland in 1962 [16]. The popularity of the GA returns to the work of David Golberg [14]. In this context, we call chromosome $x$ any proposed solution by the GA. This chromosome is composed of a set of values called genes. The Algorithm 6 presents the second approach. Table 3.2 describes used variables.

The fitness function permits to evaluate each chromosome by assigning it a value that depends on the quality of this solution (chromosome). The crossover operation randomly chooses two chromosomes and a position of crossing. Then, we exchange the bits which are very close to the position of crossing. The mutation operation is to select a gene and replace its value by another randomly chosen from a given set.

3.3. Hybridisation of GA and Local Search method. The metaheuristic methods of optimisation are classified into two categories: approaches which aim at diversification and those which aim at intensification in the research space. The main difference between these two categories [13] is that in intensification, research focuses on the evaluation of neighbours of elite solutions, while diversification encourages the research process to evaluate regions not visited and to generate solutions that differ significantly from the solutions seen previously.
Algorithm 2 Genetic Algorithm

1: Initialise $t \leftarrow 0$. Randomly generate an initial population of individuals $P(0)$
2: Put $f(x, t) = \alpha(t)f_1(x) + (1 - \alpha(t))f_2(x)$ and $\alpha(0) = 0.5$
3: for A predetermined number of iterations do
4:   Put $t \leftarrow t + 1$. Apply on each solution (chromosome) of the current population an evaluation by the fitness function $f$
5:   Apply the selection operator on the current population $P(t)$ to produce a new population $P'(t)$
6:   Apply the crossover operator on $P'(t)$ with a probability $P_c$. A new population $P''(t)$ is created
7:   Apply the mutation operator on $P''(t)$ with a probability $P_m$. The result population is noted $P(t + 1)$
8:   Update the weight $\alpha(t)$ by using the dynamic method described by the formula (2.15)
9: end for

Table 3.2
Definitions of the genetic algorithm variables

| Variable | Definition |
|----------|------------|
| $P(t)$  | Population composed of several candidate solutions used in the iteration $t$. |
| $x$     | A solution that represents a combination of packages. |
| $P_c$   | Crossover probability. |
| $P_m$   | Mutation probability. |

GA are based on diversification, while the Local Search (LS) algorithm intensifies its search in the vicinity of a solution.

Evolutionary algorithms, including GA, suffer from the inability to intensify research enough. As a result, they cannot effectively achieve high quality candidate solutions [17]. A significant improvement in the performance of the GA for combinatorial problems can be ensured by the application of LS on the solution found by the GA. We talk about hybridisation between GA and LS (GA-LS).

The third approach is presented by the Algorithm 7. We are considering the improvement of the solution proposed by the GA using LS as a method of intensification [8]. The first part of this algorithm (lines 1 to 10) represents the GA. It consists in initialising a population of candidate solutions, then repetitively carrying out the operations of evaluation, selection, crossing and mutation. In the second part (lines 11 to 18), which represents the LS algorithm, the best solution found by the GA, noted $s$, is selected to become the initial configuration of LS.

4. Comparison of the Results.

4.1. Description of data. One of the most important parts of a comparison between metaheuristics is the testbed on which it is made [23]. It is preferable to develop a new test bed (program) to implement the metaheuristics and compare between them. In addition, so that the execution time of each algorithm is comparable to the others, the best approach to use consists in implementing these algorithms by the same programming language, compiling them in the same machine with the same parameters (flags) of compilation and run them in the same machine [23].

We implemented our approaches in Java language, then compiled the code by the javac compiler (OpenJDK), version 11.0.6, on a machine characterised by an Intel processor ® Core™ i7-2670QM which contains eight cores clocked at 2.20 GHz. We tested our programs on the same computer using the Java virtual machine (OpenJDK JRE), version 11.0.6.

We have applied these algorithms on four instances of applications with different sizes: an application which deals with the problem of manipulation of the biological sequence (raxml) [24], a typical analysis application for the CMS experience (CMS-1500) [9] and two applications for solving the QAP$^1$ problem by the separation and

---

$^1$ Quadratic Assignment Problem
Algorithm 3 Hybridisation algorithm between the genetic algorithm and the local search (GA-LS)

1: Set \( t \leftarrow 0 \)
2: Randomly generate an initial population of individuals \( P(0) \)
3: Put \( f(x,t) = \alpha(t)f_1(x) + (1 - \alpha(t))f_2(x) \) and \( \alpha(0) = 0.5 \)
4: for A predetermined number of iterations do
5:   Put \( t \leftarrow t + 1 \). Apply on each solution (chromosome) of the current population an evaluation by the fitness function \( f \)
6:   Apply the selection operator on the current population \( P(t) \) To produce a new population \( P'(t) \)
7:   Apply the crossover operator on \( P'(t) \) with a probability \( P_c \). A new population \( P''(t) \) is created
8:   Apply the mutation operator on \( P''(t) \) with a probability \( P_m \). The result population is noted \( P(t + 1) \)
9:   Update the weight \( \alpha(t) \) by using the dynamic method described by the formula (2.15)
10: end for
11: Choose the solution \( s \in S \) found by the genetic algorithm
12: repeat
13:   Choose \( s' \) in the vicinity of \( s \) (\( s' \in V(s) \))
14:   \( \Delta = f(s) - f(s') \)
15:   if \( \Delta > 0 \) then
16:     \( s \leftarrow s' \)
17:   end if
18: until The stop criterion is satisfactory

| Application | Memory (GB) | Storage (GB) | GFLOP | Time (hour) | Max packages | Cost ($) |
|-------------|-------------|-------------|-------|-------------|--------------|---------|
| raxml       | 3           | 2           | 3,317,760 | 10          | 20           | 50      |
| cms-1500    | 2,250       | 30          | 324,000,000 | 10         | 20           | 75      |
| nug28-cbb   | 528         | 528         | 541,765,325 | 10         | 20           | 120     |
| nug30-cbb   | 918         | 918         | 967,438,080 | 15         | 30           | 250     |

In order to have realistic results, we applied our simulation to the offers of two cloud computing providers: Amazon EC2 [1] and Google Compute Engine [2] (cf. Table 4.2).

For each application, we performed the metaheuristics several times to ensure the accuracy of the results obtained. Details are presented in Table 4.3.

To give metaheuristic approaches more chance of finding good solutions, we have extended the execution time for larger application problems (between 1 and 20 seconds, cf. Table 4.3-left). In addition, in order to verify the influence of this duration on the quality of the results obtained, we launched other tests with a long execution time (cf. Table 4.3-right).

Since the LS depends on the solution found after the execution of the GA, and in order to be able to compare between the results of the GA and GA-LS hybridisation approaches, we have allocated to the LS part an execution time equivalent to approximately 8% of the execution time of the GA alone:

\[ \text{Duration(GA-LS)} \approx 1.08 \times \text{duration(GA)} \Rightarrow \text{Duration(GA-LS)} \approx \text{duration(GA)} \]

Generally, the parameters values of each algorithm must be determined by its designer because their change influences the performance of metaheuristics [23]. For the case of our approaches, we fixed the parameters
Table 4.2

| Cloud provider | Instance type | vCPU  | Memory (GB) | Storage (GB) | Price (/hour) |
|----------------|---------------|-------|-------------|--------------|--------------|
| Amazon EC2     | c4.large      | 2     | 3.75        | 200          | $0.128       |
|                | c4.xlarge     | 4     | 7.5         | 400          | $0.255       |
|                | c4.2xlarge    | 8     | 15          | 800          | $0.509       |
|                | c4.4xlarge    | 16    | 30          | 1,600        | $1.018       |
|                | c4.8xlarge    | 36    | 60          | 2,500        | $1.938       |

Google Compute Engine

| Instance type     | vCPU  | Memory (GB) | Storage (GB) | Price (/hour) |
|-------------------|-------|-------------|--------------|--------------|
| n1-highcpu-2      | 2     | 1.80        | 100          | $0.0764      |
| n1-highcpu-4      | 4     | 3.60        | 200          | $0.1529      |
| n1-highcpu-8      | 8     | 7.20        | 400          | $0.3058      |
| n1-highcpu-16     | 16    | 14.40       | 800          | $0.6116      |
| n1-highcpu-32     | 32    | 28.80       | 1,600        | $1.2233      |
| n1-highcpu-64     | 64    | 57.60       | 2,500        | $2.4077      |

Table 4.3

Parameters used for the execution of the three approaches: GA, GA-LS hybridisation, and SA: for a no long duration (left) and for a long duration (right)

| Application | Execution time (s) | Number of trials |
|-------------|--------------------|------------------|
| raxml       | 1                  | 10               |
| cms-1500    | 5                  | 10               |
| mug28-cbb   | 10                 | 10               |
| mug30-cbb   | 20                 | 10               |

| Application | Execution time (s) | Number of trials |
|-------------|--------------------|------------------|
| raxml       | 180                | 2                |
| cms-1500    | 180                | 2                |
| mug28-cbb   | 180                | 2                |
| mug30-cbb   | 180                | 2                |

4.2. Results analysis. One of the most important points in the comparison between metaheuristics is the solution quality. The measurement of this quality is relative and it depends on the treated application. For long-term planning, the acceptable difference between the found and the optimal solutions is smaller than that of short-term planning applications [23]. For that, we must compare between the solutions found by metaheuristics and not determine if they reach a threshold of solution quality [23].

To compare the solutions found by metaheuristics, we must base ourselves on a metric. In our case, we have the possibility of using one of the following two metrics [23]:
- Deviation from best-known solutions for a problem;
- Deviation between the algorithms being compared: This method has the advantage of making the comparison between the algorithms very explicit. However, these comparisons lack any sense of the actual error of solutions.

In our knowledge, there is no best-known solutions for the case of our problem. So, we used the second metric.

The results of our experiment are detailed in the Table 4.4 for GA and GA-LS, and Table 4.5 for SA.

4.2. Results analysis. One of the most important points in the comparison between metaheuristics is the solution quality. The measurement of this quality is relative and it depends on the treated application. For long-term planning, the acceptable difference between the found and the optimal solutions is smaller than that of short-term planning applications [23]. For that, we must compare between the solutions found by metaheuristics and not determine if they reach a threshold of solution quality [23].

To compare the solutions found by metaheuristics, we must base ourselves on a metric. In our case, we have the possibility of using one of the following two metrics [23]:
- Deviation from best-known solutions for a problem;
- Deviation between the algorithms being compared: This method has the advantage of making the comparison between the algorithms very explicit. However, these comparisons lack any sense of the actual error of solutions.

In our knowledge, there is no best-known solutions for the case of our problem. So, we used the second metric.

The results of our experiment are detailed in the Table 4.6. We have limited ourselves in this table to the best solution found in the ten trials carried out by application.

In the Application column, we put the name of the problem instance to be executed with the name of the cloud on which this execution is planned. For example, the first line (raxml_am) concerns the execution of raxml instance in the Amazon EC2 (am) cloud, while for the fifth line (raxml_go), we are talking about the same application in the Google Compute Engine (go) cloud.

The details of the solution for each metaheuristic are represented in five columns: the payment cost $f_1$
Table 4.4
Parameters used for the GA

| Problem instance | Population size | Crossover probability (Pc) | Mutation probability (Pm) |
|------------------|-----------------|---------------------------|--------------------------|
| raxml            | 40              | 0.5                       | 0.01                     |
| cms-1500         | 40              | 0.5                       | 0.01                     |
| nug28-cbb        | 40              | 0.5                       | 0.01                     |
| nug30-cbb        | 60              | 0.5                       | 0.01                     |

Table 4.5
Parameters used for the SA

| Problem instance | Annealing rate (λ) | Initial temperature |
|------------------|--------------------|---------------------|
| raxml            | 0.9                | 100                 |
| cms-1500         | 0.9                | 100                 |
| nug28-cbb        | 0.9                | 100                 |
| nug30-cbb        | 0.9                | 100                 |

(in dollars) of the found solution, the duration \( f_2 \) (in hours) necessary for the execution of the application, the value of the weighted objective function \( f \), \( f_{avg} \) to check the robustness of this solution by calculating the average of the values of \( f \) for the ten trials carried out \( f_{avg} = \frac{\sum_{i=1}^{10} f_{triali}}{10} \), and the fifth column contains the execution time of the metaheuristic (in seconds) which allowed to have this result.

From Fig. 4.1, we can easily notice that, for all the tested applications, the best minimisation of the objective function \( f \) is ensured by the SA, followed by the GA-LS hybridisation algorithm. The optimal cost of \( f \) found by the SA is 53.34% (nug30-cbb_go) to 92.3% (raxml_go) less than that found by the GA, and 29.27% (nug28-cbb_go) to 90.57% (raxml_go) less than the GA-LS.

The fact that the GA-LS optimises the objective function better than the GA is expected since the GA-LS diverts the weakness of the GA in terms of intensification.

Since the function \( f \) is the result of the weighted sum of the two functions \( f_1 \) and \( f_2 \) \( f = \alpha f_1 + (1 - \alpha) f_2 \), we also analysed and compared these two objectives for the three metaheuristic approaches. The histograms in Fig. 4.2 and Fig. 4.3 represent, respectively, the values of \( f_1 \) and \( f_2 \).

Simulated Annealing gives us, for all the tested applications, cheaper solutions \( (f_1) \) and faster execution \( (f_2) \) than those proposed by the GA and the GA-LS. Solutions of the GA-LS hybridisation algorithm are more expensive than those found by the GA (case of nug28-cbb_go and nug30-cbb_go in Fig. 4.2), but are always faster in execution (cf. Fig. 4.3).

Since the aforementioned results represent the best solutions found among the ten trials that we carried out, this brings us back to verifying that these solutions do not represent particular cases (noise). The robustness of the GA is presented in Fig. 4.4. The red (dark) bar represents the value \( f \) and the red+blue (dark+light) bar represents \( f_{avg} \). The best values of \( f \) are 20.5% to 46.35% smaller than the average \( f_{avg} \) of the solutions found by the ten trials. Similarly, \( f \) of the GA-LS (cf. Fig. 4.4) is 20.6% to 49.79% lower than \( f_{avg} \). This variation is more reduced in the case of the SA (cf Fig. 4.5) since it is between 0.01% and 29.72%. The long-term execution of the three algorithms (180 seconds) did not considerably improve the quality of the found solutions (details in the Table 4.6). In this case too, the SA gives in all the tested cases more optimal solutions than those of the GA and the GA-LS.

5. Conclusion. In this paper, we treated the problem of multi-objective optimisation of the cloud computing resources, for the execution of the intensive computing applications. We took into account the decrease in the budget by reducing the allocation price of computing resources (first objective) and the increase in performance by minimising the execution time (second objective). Then, we implemented three problem solving
Table 4.6

Results obtained by the GA, the GA-LS hybridisation and the SA. The first half of the results (8 lines) represent the solutions found by our algorithms executed in durations between 1 and 20 seconds. The second half represents the tests of these algorithms in long durations (180 seconds). The values of f₁, f₂ and f represent the best solution found among the 10 tests launched. The columns of f₁ represent the estimated cost of payment in dollars. The columns of f₂ are the execution times of the application in question, estimated in hours. f is the fitness function (objective function) of the solution found. To ensure the robustness of these solutions, we added the columns of f_moy which represent the average of the values of the objective functions of the 10 tests carried out (f_moy = \( \sum_{1}^{10} f_{\text{test}i} / 10 \)).

| Application          | Genetic Algorithm | GA-LS Hybridisation | Simulated Annealing |
|----------------------|-------------------|---------------------|---------------------|
|                      | f₁    | f₂    | f     | f_moy | Duration of execution (s) | f₁    | f₂    | f     | f_moy | Duration of execution (s) | f₁    | f₂    | f     | f_moy | Duration of execution (s) |
| raxml_am             | 45.523| 4     | 7.1108| 13.2552| 5.0931  | 3.2902  | 6.515  | 1.08  | 0.6368| 1     | 0.7781  | 0.8486| 1 |
| CMS-1500_am          | 60.8255| 8     | 12.1523| 15.2860| 56.7662| 7.5903  | 9.5729 | 5.36  | 52.5599| 2 | 3.8533  | 5.4826| 5 |
| nug28-cbb_am         | 99.7775| 4     | 7.5860| 13.9686| 91.9959| 6.3321  | 9.7177 | 10.7  | 89.1166| 2 | 3.9122  | 5.4203| 10 |
| nug30-cbb_am         | 167.3066| 7     | 13.4763| 22.8306| 166.3851| 4.5603  | 14.6710| 21.5  | 157.5061| 3 | 5.8878  | 7.2271| 20 |
| raxml_go             | 28.3623| 6     | 9.0497| 12.3524| 28.2121| 7.3921  | 9.0969 | 1.61  | 0.5531| 1     | 0.6972  | 0.7684| 1 |
| CMS-1500_go          | 63.3562| 5     | 9.3652| 15.4298| 53.7482| 6.6703  | 9.6542 | 5.368 | 46.2074| 2 | 5.8340  | 5.2608| 5 |
| nug28-cbb_go         | 77.7018| 7     | 12.3838| 16.9321| 79.4214| 8.1654  | 10.2845| 10.745| 77.2023| 3 | 5.7755  | 5.7760| 10 |
| nug30-cbb_go         | 141.8158| 7     | 12.5855| 22.7710| 154.4203| 10.2320| 13.7650| 22.004| 137.6620| 3 | 5.8720  | 7.2010| 20 |
| raxml_am             | 44.8237| 6     | 11.0931| 11.0931| 1.0222 | 1.0039  | 1.8485 | 193.404| 0.6368| 1 | 0.7781  | 0.7781| 180 |
| CMS-1500_am          | 73.7056| 6     | 11.4818| 12.2660| 54.1620| 6.2233  | 8.1126 | 193.479| 54.6756| 1 | 1.9640  | 1.9640| 180 |
| nug28-cbb_am         | 92.8217| 8     | 14.8691| 16.6128| 95.6304| 9.5825  | 9.8297 | 193.634| 89.4684| 2 | 3.9125  | 3.9131| 180 |
| nug30-cbb_am         | 174.2715| 12    | 20.6893| 22.2903| 174.4713| 11.9611| 13.6688| 194.847| 156.4287| 3 | 5.8870  | 5.8875| 180 |
| raxml_go             | 45.6386| 5     | 9.6928| 9.6928 | 10.0532| 3.1836  | 3.3291 | 192.218| 0.5531| 1 | 0.6972  | 0.6972| 180 |
| CMS-1500_go          | 62.9901| 8     | 14.1969| 15.1925| 46.4005| 7.0035  | 7.5797 | 193.569| 46.9908| 2 | 3.8336  | 3.8337| 180 |
| nug28-cbb_go         | 102.7015| 9     | 16.9670| 17.1702| 77.5516| 9.9045  | 9.9777 | 195.795| 77.2404| 2 | 3.8990  | 3.8990| 180 |
| nug30-cbb_go         | 150.7867| 8     | 15.3137| 17.4729| 154.8142| 9.6737  | 12.5205| 20.0453| 137.7398| 3 | 5.8721  | 5.8721| 180 |
Fig. 4.1. Comparison of the objective function values found by the GA, the GA-LS hybridisation and the SA.

Fig. 4.2. Comparison of payment costs of solutions found by the GA, the GA-LS hybridisation and the SA.

Fig. 4.3. Comparison of the durations of the solutions found by the GA, the GA-LS hybridisation and the SA.

Fig. 4.4. Robustness of the GA verified by the comparison between the best solution found (f) and the average of the solutions of the ten tests carried out (f_{avg}).
metaheuristics, namely the Genetic Algorithm, the hybridisation between the Genetic Algorithm and Local Search, and the Simulated Annealing. To compare between these approaches, we launched simulations on different sizes applications. The obtained results showed that the Simulated Annealing finds more optimal solutions than those proposed by the Genetic Algorithm and the hybridisation between the Genetic Algorithm and Local Search.

In the future, we plan to extend our work by comparing the Simulated Annealing with other metaheuristics, and test them in a different context such as the multi-cloud.
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