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Abstract—The Voronoi Diagram is a geometrical structure that is widely used in scientific or technological applications where proximity is a relevant aspect to consider, and it also resembles natural phenomena such as cellular banks, rock formations or bee hives, among others. Typically, computing the Voronoi Diagram is done in a static context, that is, the location of the input seeds is defined once and does not change. In this work we study the dynamic case where seeds move, which leads to a dynamic Voronoi Diagram that changes over time. In particular, we consider uniform random moving seeds, for which we propose the dynamic Jump Flooding Algorithm (dJFA), a variant of JFA that uses less iterations than the standard JFA. An experimental evaluation shows that dJFA achieves a speedup of up to $\sim 5.3 \times$ over JFA, while maintaining a similarity of at least 88% and close to 100% in many cases. These results contribute with a step towards the achievement of real-time GPU-based computation of dynamic Voronoi diagrams for any particle simulation.

Index Terms—GPU, Dynamic Voronoi Diagram, Simulation, Moving Particles

I. INTRODUCTION

The Voronoi Diagram (VD) is one of the essential structures for computational geometry, along with the convex hull and the Delaunay triangulation which is its dual. The VD provides proximity information of the input seeds (points), something that is required by several scientific and technological applications [2], [6], [15]. GPU-based techniques exist and employ a data-parallel design in order to generate the VD efficiently. One of the most known algorithms is the Jump Flooding Algorithm (JFA) [16], [17] which is considered one of the fastest VD building techniques. Another efficient approach is the Facet-JFA [12] which for some cases is faster than JFA.

The aforementioned approaches are normally used in a static context of seeds, i.e., to have a pixel grid and a set of seeds with fixed locations. If the particles move slowly over time, one could still use any of these state of the art approaches at each time-step, however this would lead to a computational cost that is much higher than what may be really needed, as each state could only be a small displacement from the previous one. Dynamic Voronoi diagrams open the possibility to research on ways to take advantage of the previous state as well as the particles behavior. This work focuses on this research opportunity, by first studying the current GPU rasterized techniques that exist to compute the VD, and then by proposing an algorithm that solves the dynamic case with uniform random moving particles in 2D. Lastly, the proposed method is compared in terms of GPU performance and similarity.

The remaining Sections cover background on Voronoi Diagrams (Section II) and the Jump Flooding Algorithm (Section III), problem statement (Section IV), proposed algorithm (Section V), experimental evaluation (Section VI) and Conclusions (Section VII).

II. BACKGROUND ON VORONOI DIAGRAMS

The Voronoi Diagram (VD) is a geometric structure that partition the Euclidean space. The resulting structure provides proximity information, where each region surrounding a seed is the space for which all points are closer to that seed than any other, and each frontier where points are equidistant to the two seeds that generate such adjacent regions (Figure 1).

Voronoi Diagrams define the following parameters:

- \(X\): Metric space or Grid.
- \(S\): Set of seeds where \(S = \{P_1, P_2, \cdots, P_s\}\).
- \(R_k\): Voronoi region associated to seed \(P_k\).
- \(d\): Distance function.

where regions generate by satisfying the following condition:

\[
R_k = \{x \in X | d(x, P_k) \leq d(x, P_j) \forall k \neq j, \ P_k, P_j \in S\} \quad (1)
\]

Eq. (1) tells that the \(x\) locations that belong to a region \(R_k\) are closer to \(P_k\) than any other seed.
One of the main uses of VD is that they can represent the formation of natural structures which are of interest in several scientific and technological fields. For example, structure and dynamics simulation of cell groups [7], [10], crystalline compounds [11], [18], even neighborhood computation for building roads [1], [9]. Robotic research can also benefit from VDs for autonomous navigation [3], [13] or even for replicating biological behaviors such as swarms of drones like microswimmers [8], among many others. For the purposes of this research, we have focused on a uniform distribution for the seeds with uniform random movements in 2D. This model, although simple and synthetic, still relates to some existing particle motion models under study [4], [5].

III. REVISITING THE JUMP FLOODING ALGORITHM (JFA)

The Jump Flooding Algorithm, or simply JFA, was proposed by Rong & Tan in 2006 [16], [17], as a way to improve the Standard Flooding (StF) method which was one of the best known techniques for constructing the VD with GPU computing. The main problem of StF was that it could not exploit enough parallelism in its first iterations, as the flood was still small. StF works by defining the positions as the starting points for each flood. Then StF floods all neighbors that have a Chebyshev distance of 1 from the existing floods, in parallel, until the grid is fully flooded. Figure 2 a) illustrates the standard flood for one seed, which can be defined as the process where, at each time step, flooded cells (blue) propagate the flood information (blue state) to their nearest neighbors, until the entire domain is flooded.

As can be seen, StF fulfills its purpose in 5 iterations, exhibiting a small amount of parallelism at each iteration, as the neighborhood jump step is fixed at \( k = 1 \) throughout all the process. In comparison, JFA proposes a different type of flooding, by jumping to the nearest neighbors that are at a distance \( k_i(n) \) which is defined as a function of the grid size \((n \times n)\) and the actual iteration \(i\), i.e.,

\[
k_i(n) = \frac{2 \left[ \log_2(N) \right] - 1}{2^{i-1}}
\]

(2)

The process starts at \( i = 1 \) and terminates with \( k_i = 1 \) (inclusive). Overall, JFA does \( \log_2(k) + 1 \) steps. As an example, for a \( 6 \times 6 \) grid, there are three iterations with the values of \( \{k_1, k_2, k_3\} = \{4, 2, 1\} \). The difference between JFA and StF is that the former uses the value of \( k \) to propagate further in the initial steps and the main advantage is that the pixels implied will do the flooding in less time as can be seen in 2.

The positions for each neighbor are defined in Table I. The Table shows that the locations of the neighbors follow a Moore-like neighborhood but with distance \( k_i \), and at every iteration of JFA this neighborhood has a shorter distance, due to the reduction of \( k_i \), which reflects the way that JFA propagates in the entire domain as shown in Figure 2 b). The performance advantage of JFA comes from the fact that it is capable of doing more parallel work at each iteration, leading to less iterations than StF (Figure 2). It is also worth mentioning that if a pixel wants to propagate to another one that has already been claimed, the distance function is used as a criterion to check which flood carries the closest seed.

JFA has proven to be efficient but is not free of visual errors as stated by Rong & Tan [17]. Due to the distance function, it is possible to take a pixel from a region without claiming another one from his neighborhood at Chebyshev’s distance 1. Fortunately this problem can be handled by adding one or two extra rounds of the JFA algorithm (also known as JFA+1 and JFA+2). When switching to moving particles, doing JFA at each time-step would no longer be the most efficient method.

IV. PROBLEM STATEMENT: DYNAMIC MOVING PARTICLES

The standard JFA is typically considered in a static context, i.e., there is a defined grid with a fixed seed set and the VD is computed once. However, in a dynamic context where seeds move over time, such as in particle simulations, it can exhibit a behavior where \(VD_{t-1}\) and \(VD_t\) end up being very similar. In such cases, a direct application of the JFA to each time-step would not be the most efficient approach as it would not be taking advantage of what was computed at the previous time-step, neither considering the movement behavior of particles to see if the \( k_i \) values may have an upper bound smaller than in the standard JFA. Taking advantage of these properties could save some iterations of the JFA, which would translate into a performance acceleration.

In this work we consider the case study where particles exhibit a uniform random movement, for which we propose the dynamic JFA (dJFA).
V. A NEW DYNAMIC JUMP FLOODING ALGORITHM

We propose the dynamic Jump Flooding Algorithm (dJFA), which is a modified version of the standard JFA, because it reuses the previous state $V_{D_{i-1}}$ and also redefines the $k_i$ parameter as $\delta_i$ using other considerations. We also consider different types of neighborhood; Moore vs Von Neumann, as well as different distance functions: Euclidean and Manhattan.

A. Defining the dynamic $\delta_i$ parameter

We recall that in JFA defines $k_i$ in terms of the grid size and the current iteration (see Eq.(2)), which leads to a total of $\log_2(k_1) + 1$ sequential steps. Here, we aim to redefine $k_i$ as a smaller value in order to produce a smaller number of sequential steps. This new dynamic $k_i$, now named $\delta_i$, takes advantage of the fact that if all particles are uniformly distributed, and move randomly with a uniform distribution, then the $\delta_1$ value does need to begin as large as in Eq. (2). Moreover, if the density of seeds is high (and uniform by the distribution assumption) then it would be possible to reduce the total amount of generational steps. In the worst case, if the density is too low, it would perform as fast as JFA. Considering that the seeds are randomly distributed with a uniform distribution, one parameter of interest is the average polygon length, which given the assumptions for the seeds, can be approximated to

$$L_{avg} \sim \sqrt{\frac{n \cdot n}{s}}. \quad (3)$$

Figure 3 shows the distribution of the polygon (region) lengths for an example set of seeds following a random uniform distribution. The average polygon length approximates to a normal distribution, which is a convenient starting point for defining the $\delta_i$ parameter and its limits. Considering that $L$ follows a normal distribution, it is necessary to have a high confidence, such as 99%. One approach for this is to consider $2 \times L_{avg}$, because as seen in Figure 3, it is enough to cover almost all the lengths, similar to a 99% of confidence.

The second step in defining $\delta_i$ is to consider the moving seeds. In the assumed dynamic model, seeds move up to $d_{max}$ discrete units in any direction, randomly chosen with a uniform distribution. Therefore, at any time step, the maximum length of a $R_k$ region is the maximum between $2 \times L_{avg}$ or $d_{max}$. This leads to a $\delta_i$ defined as:

$$\delta_i = \frac{2 \left[ \log_2(\max(2L_{avg},d_{max})) \right]}{2^{i-1}} \quad (4)$$

The ceil function is applied on the logarithm because truncated values could lead to an incomplete computation of the VD. Having $\delta_i$ defined, now dJFA works by doing a total of $\log_2(\delta_1) + 1$ generational steps. An extra step may be included in order to cover border cases related to the limitations of JFA or the 1% of uncertainty in the distance coverage of $L_{avg}$, that may produce in a few cases an incomplete work.

The expected behavior of dJFA is that as the seeds set $S$ increases, $\delta_i$ will decrease and this implies fewer steps to be performed. On the other hand, if $S$ is small, then it will behave very much like JFA in terms of performance. Finally if the seed movements are greater than $L_{avg}$, it will trigger the usage of $d_{max}$ as parameter for computing $\delta$, although this is less likely for simulations with smooth moving particles.

B. Combining Moore and Von Neumann Neighborhoods

In terms of neighborhood, we considered the use of Von Neumann neighborhood instead of the Moore (Figure 4).

The motivation to use Von Neumann neighborhood is because it requires exploring half the neighbors compared to Moore, which can speedup the computation although at the cost of generating a less precise VD. Experimental results confirmed that in fact Von Neumann alone generates an incorrect VD even for JFA, as shown in Figure 5, where several regions are concave or even generate a saw-tooth border. As way to find an intermediate point between performance and correctness, we propose to combine both neighborhoods. The first one or two iterations of dJFA will use the Von Neumann neighborhood, followed by the rest using the Moore one. The reason for this proposal is that in the first iterations many exploration points fall out of the domain or are not the definitive values, therefore a significant amount of work is potentially lost.

C. Euclidean vs Manhattan distances

The default distance metric is the Euclidean one, but it is also possible to consider the Manhattan distance, which has the
Fig. 5. VD built with JFA and only using Von Neumann neighborhood, it can be seen that some regions show some anomalies.

advantage of not having square roots neither squared values. We propose two versions of dJFA; i) dJFAe for the euclidean distance version and ii) dJFAm for the Manhattan version. dJFAm is expected to be faster than dJFAe but less precise.

D. dJFA Algorithm Overview

Algorithm 1 presents the main steps of dJFA working on a generic simulation application with A steps of simulation.

Algorithm 1: dJFA

Data: VD, S, A

Result: VD

\[ \text{step} \leftarrow 1; \]

\[ \text{while } \text{step} \leq A \text{ do} \]

SimulateParticles(S);

\[ \delta \leftarrow \text{computeK(VD,S)}; \]

\[ \text{while } \delta \geq 1 \text{ do} \]

#Von Neumann|Moore neighborhood

\[ \text{Parfor } p \text{ in VD} \]

\[ s_p \leftarrow V D[p]; \]

\[ \text{for } q \text{ in neighborhood do} \]

\[ s_q \leftarrow V D[q]; \]

\[ \text{if } d(s_p, q) < d(s_q, q) \text{ then} \]

\[ V D[q] = s_p; \]

\[ \delta = \delta/2; \]

\[ \text{step} = \text{step} + 1; \]

The algorithm receives the Voronoi Diagram (VD) grid, the seeds set S, and the number of application simulation steps A. The outer while loop is for the simulation application. Inside each simulation iteration, a whole dJFA process occurs. First, \( \delta \) is computed and then \( \log(\delta) \) waves of computation occur. At each wave, parallel GPU threads are launched, mapped to the VD pixels using a one-to-one correspondence. Each thread explores the whole neighborhood, Von Neumann for the first two waves, Moore for the rest. At each neighbor, the thread explores its value and verifies if its propagating seed is closer to the one already assigned. If it is, then such neighbor location is updated with the thread’s propagating seed.

VI. Experimental Evaluation

A. Experimental Setup

The experimental evaluation used one GPU from the Patagón Supercomputer [14]. Its hardware specifications are listed in Table II. As for the code\(^1\), this is implemented using C++ CUDA 11.4. This implementation uses one GPU. The benchmark consists on simulating different number of moving seeds on different grid sizes, for \( A = 100 \) application steps using the uniform random distribution model. The baseline algorithm is the standard GPU-based JFA proposed by Rong & Tan [16], implemented by us. Figure 6 shows how different VDs are obtained throughout the simulation, using a smaller seed count for illustration purposes.

Three metrics are obtained in the simulation benchmark:

1) Similarity: is defined in terms of the percentage of equality between dJFA and JFA resulting grids, i.e.,

\[ \text{Similarity} = 100 \times \frac{\text{matching pixels}}{\text{total pixels}} \]  

Note: Equidistant pixels with different values are not considered matching pixels.

2) Time: The cumulative time in seconds spent in computing the VD algorithm, ignoring the time spent in moving particles. Times are denoted as \( T_{JFA}, T_{dJFAe}, T_{dJFAm} \).

3) Speedup: The acceleration factor defined as

\[ \text{Speedup} = \frac{T_{JFA}}{T_{dJFA}}. \]  

A second speedup is also considered, \( T_{dJFAe}/T_{dJFAm} \), for measuring the acceleration from using the Manhattan distance instead of the Euclidean one.

B. Experimental Results

Figure 7 shows the similarity of both dJFAe and dJFAm with respect to a complete JFA execution. From the plots, one can note how dJFAe is notoriously more precise than dJFAm, reaching nearly 100% of similarity, while dJFAm reaching only 88% to 92% of similarity. It is worth noticing that although dJFAe decreases its similarity as there are more

\(^{1}\)Github repository at https://github.com/temporal-hpc/voronoi-diagram
Fig. 6. A 100 step simulation of 50 seeds on a grid of $1000 \times 1000$ pixels. VD samples are obtained at different time steps.

Fig. 7. Similarity of dJFAe (left) and dJFAm (right) with respect to JFA.

seeds, it shows an stabilization at the end. In the case of dJFAm, one positive aspect is that as the domain is more dense, its similarity increases, each time at a higher rate, making it potentially useful for fully saturated input. One interesting aspect observed is how the increase in density has opposite effects for the dJFA variants. For the dJFAe the similarity is lower due to smaller areas which increases the amount of equidistant points between Voronoi regions. The dJFAm improves similarity at higher density, tending to match the dJFAe quality, because of the smaller areas where both type of distances have less differences. Regarding the equidistant points with different values, although they are indistinguishable by human inspection, they contain pixel differences and lowered the similarity between dJFA and JFA. Nevertheless, these differences could be ignored as long as the values belong to one of the equidistant seeds.

The execution times and speedup are presented in Figure 8. For all $n$ values, both versions of dJFA took less time than JFA to complete the simulation steps, with the dJFAm version being faster. A staircase pattern can be noticed, where time remains constant until certain values of $n$ are met, where it goes down significantly ($\log$ scale). This pattern is related to the $\delta_i$ definition used, as certain values of $n$, in combination to the number of seeds, make the $\log$ function move to the previous integer value, reducing $\delta_i$ thus the number of iterations and increasing the performance.

In all tests the speedup is favorable, manifesting the staircase pattern that reaches $\sim 4.5 \times$ and $\sim 5 \times$ for dJFAe and dJFAm, respectively. When comparing dJFAe with dJFAm, we note that for smaller grids both approaches have relatively similar performance, with dJFAm being slightly faster. For larger $n$, dJFAm shows a faster performance than dJFAe, with up to $1.2 \times$ of speedup in its peak. This is expected as the Manhattan distance has a lesser cost. There is an unexpected decrease in speedup at the end of the plot, meaning that for very dense grids the difference between dJFAe and dJFAm is less relevant. This aspect may require further experimentation and research.

Summarizing what has been observed in all tests, both variants of dJFA manage to achieve better performance than JFA and also with a high degree of similarity depending on the distance function, being the high density scenarios in which the higher speedups were registered.

VII. CONCLUSIONS AND FUTURE WORK

This work proposed the dynamic Jump Flooding Algorithm (dJFA), which is an adaptation of the known JFA, now for dynamic moving particles following a uniform distribution. Results show that the proposed method manages to perform faster than a standard JFA. Moreover, the dJFA manages to progressively increase its speedup as the domain gets denser with more seeds. With regard to the similarity, dJFA managed to achieve close to 100% of similarity compared to JFA when using the Euclidean distance metric, otherwise over
algorithms for computing dynamic Voronoi Diagrams. A novel opportunity to keep exploring new possibilities of combination of tensor cores with ray tracing cores presents from recent advances from artificial intelligence, by using it is possible to take this idea one step further and benefit exploited to improve the VD computation time. We believe been developed by the Facet-JFA [12], where low density is by a reconstruction. Some aspects of this idea have already grid and do all computation in this reduced space, followed way to tackle this general case problem is that instead of movement, even the formation of clusters. Another alternative Some ideas include using Dynamic Parallelism or adapt the of robotics research. This puts a major challenge in the definition δ as it cannot assume any distribution as this work did. The results also showed aspects in which further work can be done. This work did not consider removal or insertion of seeds during simulation, which is a feature than many applications require. Implementing such feature presents a base challenge of first supporting dynamic arrays in GPU, which is currently a problem under research with some preliminary progress made. Another aspect that can be improved is to combine Euclidean/Manhattan distances and observe the effects of that combination in terms of accuracy and performance. Another extension, even more relevant, is to generalize the dJFA to any type of seed movement, which is relevant for example in clusters and swarms simulations on biological or robotics research. This puts a major challenge in the definition of δi as it cannot assume any distribution as this work did. Some ideas include using Dynamic Parallelism or adapt the use of Ray Tracing cores of recent GPUs in order to explore the particles dynamically allowing any initial distribution and movement, even the formation of clusters. Another alternative way to tackle this general case problem is that instead of changing JFA, one can generate a low-resolution version of the grid and do all computation in this reduced space, followed by a reconstruction. Some aspects of this idea have already been developed by the Facet-JFA [12], where low density is exploited to improve the VD computation time. We believe it is possible to take this idea one step further and benefit from recent advances from artificial intelligence, by using Deep Learning Super Sampling (DLSS) to reconstruct the low-resolution results back to the original resolution, which by the way is accelerated by tensor cores. The use and combination of tensor cores with ray tracing cores presents a novel opportunity to keep exploring new possibilities of algorithms for computing dynamic Voronoi Diagrams.
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