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Abstract

We study the formation of trails in populations of self-propelled agents that make oriented deposits of pheromones and also sense such deposits to which they then respond with gradual changes of their direction of motion. Based on extensive off-lattice computer simulations aiming at the scale of insects, e.g., ants, we identify a number of emerging stationary patterns and obtain qualitatively the non-equilibrium state diagram of the model, spanned by the strength of the agent–pheromone interaction and the number density of the population. In particular, we demonstrate the spontaneous formation of persistent, macroscopic trails, and highlight some behaviour that is consistent with a dynamic phase transition. This includes a characterisation of the mass of system-spanning trails as a potential order parameter. We also propose a dynamic model for a few macroscopic observables, including the sub-population size of trail-following agents, which captures the early phase of trail formation.

1. Introduction

Trail formation is known in populations of insects [1–6] and animal herds, as well as in colonies of microorganisms and, to some extent, also for pedestrians. Trails in nature form spontaneously and often in the absence of a leader; they are self-organised dynamic structures that emerge from the delayed and long-range coupling between the individuals. The basic mechanism originates in individuals leaving markers on a surface to facilitate the process of foraging [7–11], mating [12–14], or defeating an invader [15]. Cooperating members of the same species align their motion with and reinforce these markers, often giving rise to the formation of large-scale patterns, for example, a network of trails. Beyond this qualitative picture, the physics of this kind of trail formation is not well understood and constitutes an intriguing problem of active matter research.

The behaviour of “active” (self-propelled) synthetic particles has been subject of intense research in soft matter and statistical physics, with focus on the motion of individual particles [16, 17] and their response to complex environments [18–21]. Concomitantly, strong emphasis was laid on emerging collective patterns, which include flocking [22], herding [23], vortices [24–26], and clustering [27–32], just to mention a few. Other than such compact structures, low-dimensional patterns such as isolated trails are relatively underinvestigated. A notable exception are models for the emergence of pedestrian trail systems connecting certain entry points and destinations [33, 34] and traffic phenomena along existing trails [35].

The ability to navigate in gradients of a secondary field, such as a signalling chemical, leads to the phenomenon of chemotaxis, which receives growing interest in physics research [36–40], with only few recent works on auto-chemotaxis (e.g., [11, 37, 41, 42]). Continuum mathematical models of auto-chemotaxis are traditionally based on the Patlak–Keller–Segel equations (PKS), where the local density of agents is coupled to the gradient of the chemical field [43, 44] and which can be derived from a kinetic equation for the distribution of autochemotactic agents [45]. The PKS
model predicts clustering and has been refined to avoid unphysical chemotactic collapse [46], but a more complex model is required in order to demonstrate trail formation [44, 47]. We note that many of the experimental studies on chemotaxis as well as the PKS model aim at suspensions of microswimmers or microorganisms, where the surrounding fluid leads to a significant diffusion of the released chemical. This is in contrast to the scale of insects, where pheromone diffusion is comparably small. Pioneering work on spontaneous trail formation was inspired by the behaviour of ants and relied on cellular automata [48, 49], whereas ant models based on agents which adjust their own direction of motion in response to a pheromone have been proposed more recently [47, 50]. From the few available agent-based studies of trail formation, there is no consensus on important questions such as: What are the essential or minimal requirements for trails to emerge? Which parameters decide whether an area-covering network or a focused trunk trail or no trail at all forms? Does spontaneous trail formation constitute a non-equilibrium phase transition, or is it merely a crossover phenomenon?

In this work, we study trail formation by spontaneous symmetry breaking of a statistically homogeneous state. To this end, we consider an agent-based model that mimics the behaviour of ants, treating the agents as persistent walkers (self-propelled particles) and the chemicals as pheromone droplets. Based on extensive computer simulations and a macroscopic dynamic model, we collect evidences for a putative dynamic phase transition: An initially disordered distribution of individuals self-organise into a collective state consisting of long-lived trails in the ordered phase (see Supplementary Material for a movie). The study of dynamical phase transitions in systems of self-propelled particles has been a subject of interest since around the turn of the millennium [51, 52]. A variety of phenomena including coherent spontaneous large-scale patterns of particles can emerge in such out-of-equilibrium systems. Despite the appealing analogies between some of such observed phase transitions to the transitions in equilibrium, differences are numerous and decisive. In particular, unlike the critical phenomena in thermal equilibrium, for active matter systems there is no trivial knowledge which features of a system are irrelevant details and which are dominant [53].

2. Model and methods

2.1. Agent–pheromone model

We consider a two-dimensional system composed of \( N \) agents that secrete chemicals as they move. The agents are assumed to walk at constant speed \( v_0 \) in the direction of random unit vectors, which themselves are subject to a rotational diffusion that is coupled to the pheromones. The equations of motion for agent \( i \) with speed \( v_0 \) and orientation \( \mathbf{n}_i = (\cos \varphi_i, \sin \varphi_i) \) are given by

\[
\dot{r}_i(t) = v_0 \mathbf{n}_i(t) + \zeta^{-1} \mathbf{F}_i, \quad \dot{\varphi}_i(t) = m_i(t) + \eta_i(t), \tag{1}
\]
where the \( \eta_i(t) \) are independent Gaussian white noises of zero mean and variance \( \langle \eta_i(t)\eta_j(t') \rangle = 2D_r \delta(t - t') \) in terms of the rotational diffusion constant \( D_r \), which serves as unit of time: \( \tau_0 := 1/D_r \). Further, \( \zeta \) is the translational friction coefficient, the force \( \mathbf{F}_i \) on agent \( i \) results from a pair repulsion, and \( m_i \) is a torque-like contribution due to the alignment interaction with pheromones (see below). In the first equation, we have neglected translational diffusion relative to the deterministic propulsion, which appears reasonable at the scale of, e.g., insects. Every agent occupies a disk-shaped area of radius \( R_0 \) repelling other agents, and this excluded volume effect is realised here through a shifted harmonic force \( \mathbf{F}_i = \sum_j K(1 - 2R_0/r_{ij})\mathbf{r}_{ij} \), where \( r_{ij} = \mathbf{r}_i - \mathbf{r}_j \) and the primed sum runs over neighbouring particles \( j \neq i \) with \( r_{ij} := |\mathbf{r}_{ij}| < 2R_0 \). In the simulations, we used \( \zeta^{-1}K = 5 \times 10^3 \tau_0^{-1} \).

We are specifically interested in trail formation in ant colonies. Different species of ants are known to mark the ground with pheromone droplets under different circumstances. Their pheromones often consist of macromolecules that spread by diffusion much slower than the organism moves. To that end, we model the excretions as discrete particles, which are deposited at regular intervals \( \tau_d \) and which do not move in space, but evaporate or degrade after a fixed lifetime \( \tau_p \) (also see Fig. 1). A random implementation of the two latter processes, e.g., by independent Poisson processes, appears slightly more realistic, but is unlikely to change the macroscopic behaviour noticeably.

How do the agents interact with the pheromones? The exact form of the response of insects and microorganisms to chemical secretions is not well understood in many cases [54]. Yet, there seems to be consensus that the interaction is mediated through a coupling between the walking direction and the trail orientation. A wide range of ant species reorient upon approaching a trail and move along it towards the direction of freshly deposited chemicals [4–6]. For the pheromones in the present model to be able to induce such an effect we assign an intrinsic orientation to the pheromones, which copies that of the agent at the moment of deposition [47]. The agent–pheromone interaction is implemented as an aligning torque exerted on the agent by the pheromones surrounding it within a disk of radius \( r_p \):

\[
m_i = \mu \sum_{j \in J_i} \sin(\vartheta_j - \varphi_i),
\]

where \( \vartheta_j \) refers to the orientation of pheromone \( j \) and \( J_i \) is the set of pheromone indices within the sensing radius \( r_p \) of agent \( i \). A positive interaction strength \( \mu > 0 \) causes alignment, whereas \( \mu < 0 \) would lead to anti-alignment.

The model parameters were chosen to approximately match the values estimated for the black garden ant (Lasius Niger) [47, 55] and are summarised in Table I. With these parameters, the orientation of the agents is highly persistent relative to their translational motion, expressed by the dimensionless ratio \( v_0/(R_0 D_r) = 400 \gg 1 \). The pheromone trace of a single agent on average is constituted of \( \tau_p/\tau_d = 20 \) pheromones (Fig. 1), and two successively deposited pheromones are separated by a distance \( \sqrt{\tau_0}\tau_d = 40R_0 \), which is much larger than the sensing radius \( r_p = 3R_0 \). Thus, the average number density of pheromones in the system is \( \rho_p = (\tau_p/\tau_d)NL^{-2} \), which multiplied

| Parameter                      | Symbol | Value                  |
|--------------------------------|--------|------------------------|
| disk radius of agent           | \( R_0 \) | unit of length         |
| rotational diffusion constant  | \( D_r \) | unit of time: \( \tau_0 := 1/D_r \) |
| propulsion speed               | \( v_0 \) | \( 400 R_0 \tau_0^{-1} \) |
| pheromone deposition interval  | \( \tau_d \) | \( 0.1 \tau_0 \) |
| pheromone lifetime             | \( \tau_p \) | \( 2 \tau_0 \) |
| pheromone sensing radius       | \( r_p \) | \( 3 R_0 \) |
| alignment strength             | \( \mu \) | \((0.1–10) \tau_0^{-1}\) |

Table I. Parameters of the agent–pheromone model and their values used in the simulations. The absolute parameter values estimated for the ant L. Niger in Ref. [47] are recovered approximately by putting \( R_0 = 0.25 \text{cm} \) and \( v_0 = 2 \text{cm/s} \).
by the sensing area of a single agent yields the mean number of pheromones $N_p = \pi r_p^2 \rho_p$ in the vicinity of an agent (ignoring any interactions). This is an important control parameter, and for $N_p$ varied between 1 and 100 we observe a variety of collective behavior.

2.2. Simulation details

For the demanding simulations of the agent-based model, we exploited the massively parallel hardware of high-end graphics processing units (GPUs) [56–58] and relied on the particle-based simulation package HOOMD-blue [56, 59]. In-house modifications were necessary to include the aligning torque and the deposition and evaporation of pheromones. The simulation domain was a square of edge length $L = 400R_0$ with periodic boundary conditions applied along both Cartesian directions. All simulations start from a homogeneous state, i.e., a random distribution of agent positions, independently and uniformly sampled from the domain, and without pheromone droplets. The equations of motion, Eqs. (1) and (2), were solved with the Brownian integrator of the package, which resembles the Euler–Maruyama scheme [60], with integration time step $\delta t = 10^{-5} \tau_0$; the smallness of this number is due to the large ratio $v_0 \tau_0/R_0 = 400$ (see Table I). We discarded an initial relaxation phase of $\Delta t = 25 \tau_0$ before sampling at intervals of $5 \tau_0$ for the stationary averages. For larger systems of size $L = 1200R_0$, we discarded a 9 times longer relaxation phase of $\Delta t = 225 \tau_0$. For each set of parameters shown in Fig. 3, more than 200 simulations with independent initial configurations were run, consuming more than 1400 hours of GPU time in total. Depending on the agent density, the number of agents was varied between $N = 160$ and 16 000 with the number of pheromone particles ranging between 3200 and 320 000.

2.3. Identification of trails

We understand “trails” as long, thin connected domains filled with pheromone droplets and therefore trail edges will exhibit large gradients in the pheromone concentration (perpendicular to the trail direction). We developed the following simple image processing procedure to automatically identify trails in simulation outputs for the positions of pheromone particles. The implementation used the multi-dimensional image processing package for Python [61].

(i) Map the positions of discrete pheromone particles to a discrete pixel field (“bitmap”).

Figure 2. Identification of trails by mapping discrete pheromones to a bitmapped field and applying image processing techniques: Gaussian filter, edge detection, thresholding, and segmentation. The trails, defined as the percolating object(s), are coloured in black in the post-processed image (panel (vi)). Each step, indicated by a number on the top of the panel, is explained in Section 2.3.
(ii) Apply a Gaussian kernel. Pixels are squares of size $(L/R_0)^2$, and the blur parameter of the Gaussian filter was taken as 3 pixels.

(iii) Edge detection using Sobel filters: Two $3 \times 3$ kernels $S_x$ and $S_y$ are convoluted with the original image $A$ to yield approximations $G_x$ and $G_y$ to the intensity gradient along the horizontal and vertical directions respectively. Periodic boundaries are taken into account by expanding the bitmap and repeating the central bitmap to all 8 neighbouring images.

(iv) Convert to a black-and-white image by thresholding of the gradient magnitude $G = \sqrt{G_x^2 + G_y^2}$; a pixel is set to ‘black’ if $G > 0.25 \max(G)$.

(v) Segmentation of the thresholded bitmap into “trails”. Using a watershed algorithm, objects of connected black pixels are identified and labelled.

(vi) Calculate properties of the objects such as their linear extensions, their mass (number of pixels), etc. Identify the trails as the system-spanning or “percolating” objects, which we define as those wrapping around the periodic domain, i.e., with an extension along the $x$- or $y$-direction larger than $L/R_0$.

Each step of the procedure is illustrated in Fig. 2. We do not claim any special status for the details of our image analysis; on the contrary we claim that any reasonable method for identifying trails as 1-dimensional areas of high pheromone concentration surrounded by areas of low concentration would give similar results except possibly in some pathological situations. In support of this claim we checked that the image processing yields qualitatively similar results if the blur parameter in (ii) and the threshold in (iii) are changed moderately. The details of the numerical results presented in the remainder of this article certainly will depend on the details of the image processing and we therefore emphasise that our results are qualitative in nature.

### 3. Spontaneous trail formation

We have carried out extensive simulations to obtain a qualitative description of the stationary states that emerge within the investigated model, laying particular emphasis on a putative transition showing spontaneous trail formation. Relevant parameters are the strength $\mu$ of alignment with the pheromones, the orientational diffusion $D_r$, and the average number $N_p$ of pheromone droplets within the detection range of an agent. The first two parameters have antagonistic effects on trail formation and form the dimensionless ratio $s = \mu/D_r$. With increasing $N_p$, agents are expected to align more effectively to each other, favouring trail formation. We explored this parameter space for $s \in [0.2, 5]$ and $N_p \in [2, 20]$ by changing the interaction strength $\mu$ and the number of agents $N$, while keeping all other parameters fixed to their values given in Table I.

A chart of typical configurations observed in the stationary regime is shown in Fig. 3. In the dilute case and if interactions are weak (e.g., $s = 0.2$, $N_p = 2$), the spatial distribution of agents remains homogeneous and isotropic in a statistical sense. For sufficiently large $N_p$ and $s$, agents accumulate along straight lines that wrap around the periodic simulation domain: persistent and spanning trails develop. Depending on the control parameters, most of the agents follow these macroscopic trails and thereby reinforce them; on long time spans, the trails are dynamically remodelled and can slowly change their location. This is very well exposed in Fig. 3, for example, at $s = 2$, $N_p = 10$ and at $s = 5$, $N_p = 5$. For a number of situations, however, we observe that many thin trails emerge that run in parallel instead of merging to a single (or few) trunk trails, even over long times.

In order to quantify a possible dynamic phase transition, we introduce the relative weight $p_\infty$ of (the) system-spanning trail(s) as a tentative order parameter. We define it in analogy to the weight of the infinite cluster in percolation theory [62, 63] as

$$p_\infty = \frac{\text{amount of pheromone in spanning trails}}{\text{total amount of pheromones}};$$

within the above detection scheme, $p_\infty$ is calculated as the ratio of the number of pixels in spanning objects and the total number of ‘black’ pixels (see step (iv) of the trail identification algorithm).
Figure 3. Representative configurations of agent positions for different values of $N_p$ and the relative alignment strengths $s = \mu/D_r$, where $N_p$ is the average number of pheromones interacting simultaneously with an agent (see text); colours indicate the alignment $\mathbf{n}_i \cdot \mathbf{P}$ of the walking direction to the global one, $\propto \mathbf{P}$ (black arrows), where 1 refers to perfect alignment. Thick panel borders separate homogeneous, disordered states (bottom left panels) from states with several weak or few trunk trails (top and right panels). The trails are relatively straight for a large range of parameters, but tortuous in few cases. Light grey stripes represent system-spanning trails that were identified from the distribution of pheromones.

Figure 4. The fraction of pheromones in the spanning trail, $p_\infty$, quantifies a putative transition from a homogeneous state to a state with long-lived trails. Panel (a): The ensemble-averaged trail weight $\langle p_\infty \rangle$ as function of the relative alignment strength $s = \mu/D_r$ for two different sizes $L$ of the simulation box, as indicated in the legend. Panel (b): Probability density of $p_\infty$ for three different alignment strengths $s$ and a box size of $L = 400R_0$. Lines are smooth interpolations through the data points, represented by their error bars. Black symbols correspond to results for $s = 10$ obtained with a large box of $L = 1200R_0$. In both panels, $N_p = 5$ and all other parameters were fixed to their values in Table I.
Its mean value $\langle p_\infty \rangle$ is calculated as a stationary ensemble and time average and it increases monotonically with $s$ for $N_p = 5$ fixed, with the fastest variation for $s \approx 0.5-1$ (Fig. 4a). The probability density function of $p_\infty$ exhibits a pronounced peak for small and large values of $s$, with the peak and also the mean value shifting from $\langle p_\infty \rangle \approx 0$ to $\langle p_\infty \rangle \approx 1$ upon increasing $s$ across a certain threshold value (Fig. 4b). Comparing the results in Fig. 4 for different system sizes, both the variation of $\langle p_\infty \rangle$ with $s$ and the order parameter distribution display only relatively small changes despite the considerable changes of $L$ by factors of 2 and 3, respectively. This suggests that, for the present parameter set and choice of the order parameter, increasing the system size further would not result in a sharp phase transition. Yet, we emphasise that increasing the system size to $L = 1200R_0$ does not stop the emergence of long-lived, spanning trails in the stationary state.

For all panels shown in Fig. 3, the agent system exhibits a well-developed polarisation $P = N^{-1} \sum_{i=1}^{N} n_i$ in the steady state, even at low densities and weak alignment interaction. A comparison of the dynamic evolution of polarisation and that of the spanning trail, upon starting from a homogeneous state, suggests that at moderate values of $N_p$ and $s$, polarisation develops more gradually and more slowly than trails form (Fig. 5). In particular, polar ordering is not a prerequisite for the formation of trails. Conversely, at low density and interaction strength, in the absence of macroscopic trails, the system is still polar, i.e., shows a coherent movement, which we attribute to the persistent motion of agents with a finite-range alignment interaction.

From the above simulation results, it seems that both trail formation and polarity originate in the aligning interaction between agents and pheromones. To further investigate the importance of the polarity of the pheromones for the emergence of trails, we have run some exemplary simulations for a modification of our model using directed, but apolar pheromones; specifically, we have changed the polarity of the pheromones for the emergence of trails, we have run some exemplary simulations for a modification of our model using directed, but apolar pheromones. The preliminary results suggest that macroscopic trails still emerge as in the original model and that the overall behaviour is qualitatively reproduced. We conclude that the polarity of the individual pheromones is not essential for the formation of trails.

A further increase of the alignment strength (for example, at $s = 5, N_p = 20$) weakens the polarisation due to the formation of tortuous trails: While the trails tend to straighten at moderate values of $s$, a large alignment strength $s$ allows the agents to follow kinked and curved trails, to the point where they can follow circular trails. In this case, agents can be trapped in rotating clusters, which grow in size as the agent density is increased (Fig. 6). These rotating clusters share some similarities with ant mills, a phenomenon in which a group of army ants begin to follow one another, forming a stable and continuously rotating cluster [64]. Figure 6 exhibits such a large rotating cluster of more than 2000 agents, in coexistence with a long-lived spanning trail, which is eventually swallowed up by the milling (see Supplementary Material for a movie). We conclude that for sufficiently large values of $s$, the trails cease to exist.
4. Macroscopic dynamic model

Aiming at an understanding of the dynamics of trail formation, we employ a dynamic model of few collective observables that was proposed as a heuristic description of trail following [48, 49]. Ideally, such a macroscopic model can reproduce the evolution of the corresponding ensemble-averaged quantities of the microscopic agent–pheromone model. To start with, we introduce the sub-population of followers as the agents that move along a spanning trail; the number fraction of followers relative to the whole population is denoted by \( n_f \). Within the simulations, the number of followers is calculated as the number of agents which are closer to a trail than the sensing radius \( r_p \) (see Section 2.3). The rest of the agents, called searchers, move in the void space between the trails until they hit a trail, join it, and change their identity to a follower. The number of followers is subject to change due to the recruitment of searchers to existing trails as well as the dislodging of followers from the trails. The latter contribution is proportional to the population size of followers, whereas recruitment is proportional to the fraction \( 1 - n_f \) of searchers and to the probability of hitting a trail, which is proportional to the total area fraction \( A \) covered by trails in a simplified approach ignoring spatial information. The dynamics of the average sub-population size of followers is then described by a gain–loss equation of the form

\[
\frac{d\langle n_f(t) \rangle}{dt} = -\gamma_f \langle n_f(t) \rangle + \alpha [1 - \langle n_f(t) \rangle] \langle A(t) \rangle, \tag{4}
\]

where \( \langle \cdot \rangle \) denotes the time-dependent ensemble average. The coefficient \( \gamma_f \) is the rate of a follower losing a trail, and \( \alpha \) is the rate of recruitment of a searcher to a trail upon hitting it. The area of trails \( A(t) \) decreases as followers leave the trails and the pheromones gradually degrade, and it increases as the followers reinforce the trails. Its dynamics is tightly coupled to that of \( n_f(t) \) as corroborated by the simulation data (Fig. 7a) and we assumed that

\[
\langle A(t) \rangle = c \langle n_f(t) \rangle, \tag{5}
\]

where the constant of proportionality \( c = \langle A \rangle_*/\langle n_f \rangle_* \) is fixed by the stationary mean values of \( A \) and \( n_f \) (denoted by the subscripts \( * \)). We note that the data in Fig. 7a are averages over merely 50 independent simulations and therefore still display “mesoscopic” fluctuations. The latter need to be contrasted from the more rapid changes with partially jump-like behaviour of a single observation (inset of Fig. 7a). Substituting \( \langle A(t) \rangle \) in Eq. (4) yields

\[
\frac{d\langle n_f(t) \rangle}{dt} = \tilde{\gamma}(n_f(t)) - \tilde{\alpha}(n_f(t))^2, \tag{6}
\]
where \( \tilde{\gamma} = \alpha c - \gamma_f \) and \( \tilde{\alpha} = \alpha c \). This is a closed non-linear ordinary differential equation in \( \langle n_f(t) \rangle \). A linear equation for the reciprocal, \( 1/\langle n_f(t) \rangle \), is found by dividing Eq. (6) by \( \langle n_f(t) \rangle^2 \). Its solution for \( t > t_0 \) given some initial value \( \langle n_f(t_0) \rangle > 0 \) at time \( t_0 \) reads

\[
\langle n_f(t) \rangle = \left\{ \frac{e^{-\tilde{\gamma}(t-t_0)}}{\langle n_f(t_0) \rangle} + \frac{\tilde{\alpha}}{\tilde{\gamma}} \left[ 1 - e^{-\tilde{\gamma}(t-t_0)} \right] \right\}^{-1}.
\]

Equations (4) and (5) constitute the macroscopic model in the variables \( \langle n_f(t) \rangle \) and \( \langle A(t) \rangle \), which reduces to Eq. (6). To test its applicability as an effective description of the agent–pheromone model, we compare the solution of Eq. (7) to simulation results for \( N_p = 5 \) and \( s = 5 \); all other parameters were set as in Table I. The macroscopic coefficients \( \gamma_f, \alpha \) and \( c \) depend in an intricate way on the parameters of the microscopic model and their values cannot easily be inferred from the simulation parameters; a much more detailed derivation of a kinetic equation would be required and this would exceed the scope of the article. Instead, we estimated these coefficients as follows: calculating the mean value \( \langle n_f \rangle_* \) from the data for \( \langle n_f(t) \rangle \) in the stationary regime fixes the ratio \( \tilde{\gamma}/\tilde{\alpha} = \lim_{t \to \infty} \langle n_f(t) \rangle = \langle n_f \rangle_* \). Then, \( \tilde{\gamma} \) was found by fitting Eq. (7) to the data over the full time range, \( t \geq t_0 := 0.8\tau_0 \), which also yielded values for \( \langle n_f(t_0) \rangle \approx 10^{-4} \). The results of the procedure are given in Table II for \( N_p = 5 \) fixed and different alignment strengths \( s \) and show very good agreement between the macroscopic model and the simulation data (Fig. 7b).

The stationary solutions, or fixed points, of Eq. (6) are readily obtained as \( \langle n_f \rangle_* = \langle A \rangle_* = 0, \) and

| \( s \) | \( \langle n_f \rangle_* \) | \( \tilde{\alpha}\tau_0 \) | \( \tilde{\gamma}\tau_0 \) |
|---|---|---|---|
| 0.5 | 0.03 | 32.12 | 0.96 |
| 1.0 | 0.27 | 8.76 | 2.37 |
| 5.0 | 0.67 | 5.49 | 3.68 |

Table II. Estimated coefficients of the macroscopic model [Eqs. (4) and (5)] from fitting the solution Eq. (7) to the data (Fig. 7b) for different values of the alignment strengths \( s \) and for fixed \( N_p = 5 \), \( L = 400R_0 \), and all other parameters as in Table I.
which means no formation of trails, and

\[ \langle n_f \rangle = \frac{\tilde{\gamma}}{\tilde{\alpha}} = 1 - \frac{\gamma_f}{\gamma_c} \quad \text{if} \quad \gamma_f < \gamma_c, \]

\[ \langle A \rangle = c \langle n_f \rangle \]

(8)

The last condition results from the fact that \( n_f \) cannot be negative and provides an approximate criterion for the formation of macroscopic trails. If one succeeds in connecting the macroscopic model to the microscopic parameters, one would have obtained a rough estimate of the regime where trail formation sets in. To this end, we ignore a possible renormalisation of the coefficients in the macroscopic limit and, up to constant prefactors, identify the recruitment and losing rates in Eq. (4) with the alignment strength and the rotational diffusion coefficient of the agent model, \( \alpha \propto \mu \) and \( \gamma_f \propto D_r \), respectively. Similarly, the decay and reinforcement of the trails is connected to the rates of pheromone degradation and deposition, \( \tau_p^{-1} \) and \( n_f \tau_d^{-1} \), respectively, which suggests that their ratio determines the area fraction of trails in the stationary state, up to a prefactor:

\[ \langle A \rangle \propto \langle n_f \rangle \frac{\tau_d^{-1}}{\tau_p^{-1}}. \]

Under this correspondence, the condition in Eq. (8) reads \( D_r < C \mu \tau_p / \tau_d \) for some constant \( C > 0 \). It suggests that the transition or crossover to the trail-forming regime occurs along a line in the state diagram of the microscopic model that is given by

\[ s N_p \approx \text{const}, \]

(9)

using \( s = \mu/D_r \) and \( N_p \propto \tau_p / \tau_d \) (see Section 2.1). Indeed, such a reciprocal relationship between \( N_p \) and \( s \) along the transition line is compatible with the qualitative state diagram in Fig. 3. We emphasise that the above derivation is heuristic and far from rigorous. Nevertheless, it facilitates us with first insight into the conditions under which macroscopic trails can form spontaneously in the agent–pheromone system.

5. Summary and conclusions

We have studied the spontaneous formation of macroscopic trails in populations of persistent walkers that interact via chemical secretions. Aiming at insight into the generic physical mechanism of this phenomenon, we introduced an agent-based model consisting of walkers that move with constant velocity in a certain direction and deposit pheromone droplets. The trace of an individual is then marked by several pheromones, each characterized by an orientation along the tangent to the trace. The walking direction of the agents changes by rotational diffusion and by sensing nearby pheromones due to an alignment interaction with the pheromone orientation. We stress that the model does not contain any attractive pair potential, neither between pairs of agents nor between agents and pheromones, and the only coupling is to their orientations. The choice of model parameters was guided by available data on the ant species \( L. \ Niger \) [47, 55], yet we note that trail formation in the absence of preferred destinations such as food sources or the nest is somewhat artificial for this species. Army ants, on the other hand, are known to spontaneously relocate their nest, which involves the formation of a focused trunk trail.

Based on extensive simulations of this model, we have qualitatively characterised the stationary state diagram (Fig. 3) that is spanned by the average number \( N_p \) of pheromones interacting with an agent and the alignment strength \( s \) relative to the rotational diffusion constant. For all agent densities \( \propto N_p \) investigated, we observed clearly that long-lived, macroscopic trails emerge from an initially homogeneous state above a certain, \( N_p \)-dependent value of the alignment strength \( s \); at lower values of \( s \), trails do not persist. In most cases, the trails are almost straight lines, sometimes present as few, strong trunk trails and often as many thin lines running in parallel. The trails can become tortuous for strong alignment, and at high densities we also observed the occurrence of ant mills, i.e., rotating clusters (Fig. 6).

Inspired by the phenomenon of critical percolation, we examined a large number of agent–pheromone configurations for the existence of a system-spanning trail and considered its weight \( p_\infty \) as order parameter of a putative dynamic phase transition from homogeneous to trail-forming phases. Our data for the ensemble-averaged value \( \langle p_\infty \rangle \) as well as the distribution of \( p_\infty \) are
compatible with such a transition (Fig. 4), yet the signatures of a sharp phase transition are not well developed.

Finally, we considered the early phase of trail formation and studied the growth of the sub-population $n_f$ of trail-following walkers (Fig. 7). We employed a simple macroscopic dynamic model for ensemble-averaged observables [Eqs. (4) and (5)] and demonstrated exemplarily that it can reproduce the evolution of the corresponding quantities of the microscopic model. From the analysis of the macroscopic model, we inferred an approximate criterion for trail formation [Eq. (9)] regarding the effects of agent density and alignment strength, which is in qualitative agreement with the non-equilibrium state diagram (Fig. 3).

Summarising, we presented an agent-based model with indirect communication through pheromones that exhibits a rich phenomenology including spontaneous trail formation. We collected first evidence for a dynamic phase transition and gained insight into the conditions under which macroscopic trails emerge. The model is not necessarily a minimal one for trail formation as preliminary results for a modification with apolar pheromones (i.e., they have a direction, but no orientation) show qualitatively similar behaviour. Although a number of open questions remain, it is our hope that this pilot study will stimulate future research to clarify the intriguing physics of this type of active matter.
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