Modelling and control of fouling in submerged membrane bioreactor using neural network internal model control
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ABSTRACT

Membrane bioreactor (MBR) is one of the best solutions for water and wastewater treatment systems in producing high quality effluent that meets its standard regulations. However, fouling is one of the main issues in membrane filtration for membrane bioreactor system. The prediction of fouling is crucial in the membrane bioreactor control system design. This paper presents an intelligence modeling system so called artificial neural network (ANN). The feedforward neural network (FFNN), radial basis function neural network (RBFNN) and nonlinear autoregressive exogenous neural network (NARXNN) are applied to model the submerged MBR filtration system. The simulation results show good predictions for all methods which the highest performance of the model given by RBFNN. Based on the developed models, the neural network internal model control (NNIMC) is implemented to control fouling development in membrane filtration process. Three different control structures of the NNIMC are proposed. The FFNN IMC, RBFNN IMC and NARXNN IMC controllers are compared to the conventional IMC. The RBFNN IMC has a superior performance both in tracking and disturbance rejections.
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1. INTRODUCTION

High concern on the quality of water and wastewater has led to more research on treatment technology. Membrane bioreactor (MBR) is one of the technologies to replace conventional activated sludge (CAS) because MBR can be classified as the best alternative solution. Several advantages have been discovered by using MBR system over conventional technologies [1]. The system has been verified to be very competent since it able to give better treatment in wastewater in term of producing good and high quality of effluent. The MBR technology is a combination of biological process and filtration system. The membrane filtration system is a complex process and hard to be modelled. The filtration systems still struggling from many issues such as fouling and energy efficiency [2-5]. Fouling can be determined as undesirable of the accumulation of substances such as colloidal, particulate, solute material and microorganism on the membrane during filtration process [6]. Fouling can cause blockage of membranes where the membrane pore will be blocked by solid material. When this phenomenon occurs, the permeate flux will decline and cause rapid increment in transmembrane pressure (TMP). Fouling also caused the
increment of hydraulic resistance in the filtration system and if not controlled will cause to membrane damage.

The development of reliable prediction model for membrane filtration system is important to improve the performance of the system [7-8]. To avoid flux decline in the MBR filtration process, a reliable feedback control method is needed. This method requires an acceptable degree of model accuracy and model reliability to ensure the controller is at the desired performance. Intelligence modeling technique which is artificial neural network (ANN) is used to model the developed submerged MBR filtration system [9]. ANN is widely used and among the most popular algorithm for modeling membrane filtration system. Three different structures of ANN such as radial basis function neural network (RBFNN), multilayer perceptron neural network and general regression neural network have been used in modeling of filtration system for synthetic wastewater treatment [10]. All three structures give better prediction of the TMP profile during the process of filtration. Work by [11] applied the RBFNN to model the effluent quality parameters of an SMBR treating combined municipal and industrial wastewater. The best results showed that the testing and training procedure by RBFNN were successful. The RBFNN has also been successfully applied for solving dynamic system problems in [12-13] and it can predict the dynamic behaviour directly from input and output data. In addition, in [14] developed two types of feedforward artificial network which are multilayer perceptron and radial basis function to achieve this work. The selection of radial basis function and multilayer perceptron are because of their ability to detect complex nonlinear relationships in the data, representing two different approaches to solving problems. The result show that ANN technique have a good performance and high accuracy. Work by [15-16] demonstrated RBFNN to predict the interfacial interactions with randomly rough membrane surface. The proposed RBFNN method has broad application prospects in membrane fouling and interface behaviour research. The robust RBFNN proposed paved a new way to study membrane fouling in MBRs.

In process control, internal model control (IMC) is often used due to its simplicity and good disturbance elimination. The application of IMC controller has been established in many industrial applications. IMC techniques belong to a very simple, easy to implement, robust, and suitable for many industrial applications [17]. IMC also success implemented in waste water treatment system but not yet implemented in submerged membrane bioreactor filtration process. The IMC algorithm is effective in rejecting disturbances and achieving good performance. IMC has shown greater capability in control of complex systems compared to the classical control techniques [18]. Previous works shows that the combination of ANN with IMC provide better performance of control system. In [19] proposed neural network internal model control (NNIMC) to control the top and bottom composition in distillation column. The result showed NNIMC provide better performance when compared to the conventional proportional integral plus feedforward controller. Work by [20] applied NNIMC using feed forward architecture to control bioreactor composition both for setpoint and disturbance rejection. In [21-22] the recurrent neural network architecture is used to train the inverse model controller in IMC configuration. The results showed that the NNIMC has better performance than the optimally tuned linear controllers for setpoint and disturbance rejection in a variety of conditions. Furthermore, the application of IMC can also demonstrated in [23] for simulation of inverted pendulum. IMC was designed using the inverse of the plant model in series with a low-pass filter. The results shows robustness of the IMC and got graded responses when compared with PID. In [24] implemented IMC and neuro-fuzzy IMC (NFIMC) for control of nonlinear process was designed to control of a thermo-optical plant. The main aim is to show the effectiveness of the proposed algorithm. The NFIMC was design modified IMC scheme to increase the disturbance rejection and the robustness performance. The results showed that the NFIMC has better performance and very effective method.

As for this paper, it is consist of four main sections and are organized as follows. The first section started with the background of this study and several literature on the related works. Then, second section presents the methodology of neural network model development and IMC controller design for submerged MBR filtration process while in the third section is the results and discussion. Finally, the forth section gives conclusion and future works based on this study.

2. RESEARCH METHOD

Successful operation of wastewater treatment plant depends on the accuracy of the models for control system development. Several nonlinear intelligence modelling techniques which are feedforward neural network (FFNN), RBFNN and nonlinear autoregressive exogenous neural network (NARXNN) were performed for modeling of MBR system. The input is permeate pump voltage and and the outputs are permeate flux and transmembrane pressure of filtration processes. The performance of the models is measured using three criteria which are correlation coefficient ($R^2$), mean square error and absolute deviation. For control part, the NNIMC was implemented to control fouling development in membrane
filtration process. The performance of the controller was measured using rise time, settling time, overshoot, IAE, ISE and ITAE. The details of the flow of methodology is depicted in Figure 1.

In this work, the filtration data sets were collected from the developed SMBR pilot plant. Steps input with random magnitude were excited into the suction pump to obtain the dynamic behaviour of the filtration process. During the operation, permeate to relaxation period is maintained at 120 seconds permeate and 30 seconds relaxation was chosen with continuous aeration airflow. The aeration airflow during filtration is set around 6 to 8 SLPM to maintain high intensity of bubble flow in cleaning the membrane. The input of this filtration process is the permeate pump voltage while the outputs are the flux and transmembrane pressure (TMP). The SMBR filtration data set is shown in Figure 2. From the data, it can be observed that the permeate flux and TMP has an impact with the changes of permeate pump voltage setting. At the high voltage setting, permeate flux and TMP is higher than at the low voltage setting.

![Flow of research methodology](image)

Figure 1. Flow of research methodology

![Input and outputs SMBR filtration process](image)

Figure 2. Input and outputs SMBR filtration process
2.1. Neural network model

The network architecture with the best hidden neuron, learning rate value and spread value were used to train the acquired set of 2400 data. The MBR filtration data are divided into 60% and 40% for training and testing data set, respectively. The inverse of the developed FFNN, RBFNN and NARXNN models are then trained, where voltage as an output data and flux and TMP as inputs data using Levenberg-Marquard learning algorithm with back propagation. To improve robustness, the effects of mismatch between the actual and the predicted model was minimized. The differences between the actual data and the predicted model occurred at high frequency response of the system, a low-pass filter is thus added to attenuate this effect [25]. In this case, IMC is designed for the aforementioned ANN structures using the inverse of the predicted model in series with a low-pass filter. The low pass filter had been used to filter high frequency signal and adjusting the controller sensitivity. For membrane fouling control, the second order filter is identified with the filter tuning parameter of 0.001. The filter transfer function, \( G_f(s) \) for the system is [25]:

\[
G_f(s) = \frac{1}{(0.001s + 1)^2}
\]

2.2. Neural network internal model control

The developed ANN models are applied for IMC controller design. In this work, the NNIMC is designed such that to improve the performance of disturbance rejection through disturbance feedback signal and filtering action as shown in Figure 3. In this paper, the inverse model were obtained by inverting the neural network model using Newtons method and solving numerically the control action by directly trained inverse model neural network controller [26]. The direct trained neural network has been utilized in this work to design the neural network controller and show good performance both for set point and disturbance rejection. The designed filters able to improve disturbance rejection and set point tracking and this requires good understanding of the behaviour of the system for the selection of filtering tuning parameter. The comparison between the three ANN based IMC control structures namely FFNN-IMC, RBFNN-IMC and NARXNN-IMC are presented. The robustness issue is confirmed by stability of the system with respect to disturbance rejection performance. While, the best performance of modelling which is RBFNN was used to design the conventional-IMC to control fouling development in membrane filtration process.

Figure 3. The NNIMC block diagram

3. RESULTS AND DISCUSSION

The submerged MBR filtration data are divided into training and testing data set which is 60% for training and 40% for testing. The input parameter is permeate pump voltage and the outputs are the permeate flux and TMP of the filtration process. The performance of the models was evaluated using three criteria which are correlation coefficient \( R^2 \), mean square error (MSE) and absolute deviation (MAD).

3.1. Submerged MBR filtration training and testing

The training and testing results of the flux and TMP models are plotted as shown in Figure 4 (a)-(b) and Figure 5 (a)-(b), respectively. The comparison between FFNN, RBFNN and NARXNN model structures with the actual data were discussed. For the training of the flux, almost similar performance observed from all structures with \( R^2 \) of 90.15%, 90.55% and 90.39%, respectively. The MSE give, of respectively 0.0057,
0.0055 and 0.0056 for FFNN, RBFNN and NARXNN. The MAD values for FFNN and RBFNN are 0.0446 and 0.0440 and 0.0444 for NARXNN. In terms of number of neuron, the RBFNN requires only three hidden neurons compared with FFNN and NARXNN which is five and six hidden neurons, respectively. For TMP, the RBFNN demonstrated the best model as compared to FFNN and NARXNN with value of $R^2$ is 91.29% and MSE value of 0.0050. For the training result, the RBFNN is more accurate and reliable compared with the other techniques.

![Figure 4. (a) Flux model training](image1.png)

![Figure 4. (b) TMP model training](image2.png)

![Figure 5. (a) Flux model testing](image3.png)

![Figure 5. (b) TMP model testing](image4.png)
From the testing results in Figure 5 (a)-(b), slightly similar trend of performance was depicted as given by the training results. The RBFNN showed superior performance for both flux and TMP compared to the other two methods in term of $R^2$, MSE and MAD. Tables 1 and 2 provide more details results for the flux and TMP, for the training and testing, respectively.

| Flux Models | $R^2$ | MSE  | MAD  |
|-------------|-------|------|------|
| FFNN        | 90.15 | 0.0057 | 0.0446 |
| RBFNN       | 90.55 | 0.0055 | 0.0440 |
| NARXNN      | 90.39 | 0.0056 | 0.0444 |
| TMP Models  |       |      |      |
| FFNN        | 88.43 | 0.0061 | 0.0543 |
| RBFNN       | 91.29 | 0.0050 | 0.0340 |
| NARXNN      | 90.34 | 0.0059 | 0.0476 |

| TMP Models  | $R^2$ | MSE  | MAD  |
|-------------|-------|------|------|
| FFNN        | 88.67 | 0.0061 | 0.0564 |
| RBFNN       | 91.11 | 0.0051 | 0.0230 |
| NARXNN      | 91.32 | 0.0053 | 0.0233 |

3.2. Neural network internal model control

In this section, the NNIMC with different structures namely FFNN IMC, RBFNN IMC and NARXNN is compared with the conventional IMC (C-IMC) both for tracking and disturbance rejection performances. Figure 6 (a)-(c) show the input and output responses for all controller for tracking performance. The performance of the controller was measured using several criteria as shown in Table 3. The step response performance of the controller is at 20L/m²h of permeate flux. The percentage of IAE showed the lowest for RBFNN IMC with 0.0422, followed by 0.0631 for NARXNN IMC, 0.0785 for FFNN IMC and 0.1178 for C-IMC. The fastest settling time is given by RBFNN IMC with only 3.75 seconds which is more than 80% faster than the C-IMC. Overall, the RBFNN IMC showed the best tracking performance in almost all criteria as shown in Table 3 and hence is preferable to other methods.

Figure 6. (a) Voltage input response; (b) Flux output response; (c) TMP output response
Table 3. Tracking performance index for all controllers

| Criteria        | C-IMC | FFNN IMC | RBFNN IMC | NARXNN IMC |
|-----------------|-------|----------|-----------|------------|
| Rise time (s)   | 5.86  | 4.53     | 1.51      | 2.04       |
| Setting time    | 27.51 | 25.77    | 3.75      | 4.52       |
| Overshoot (%)   | 10.45 | 6.73     | 2.44      | 3.98       |
| IAE             | 0.1178| 0.0785   | 0.0422    | 0.0631     |
| ISE             | 0.2913| 0.0083   | 0.0024    | 0.0054     |
| ITAE            | 0.4245| 0.0906   | 0.0599    | 0.0675     |

Figures 7 (a)-(d) show the amplitude of step disturbances and flux performances for disturbance rejections. The performance of C-IMC, FFNN IMC, RBFNN IMC and NARXNN IMC controllers are plotted as shown in Figure 7. The step disturbances of magnitude 10% of the flux for 20 seconds was excited first into the system and the performance of the system is observed. As seen in Figure 7(b), the RBFNN IMC provides small overshoot for 10% amplitude of disturbance rejection compared to other methods. To see the robustness of the proposed controller, 50% disturbance was also excited into the system. The RBFNN IMC remains the highest performance in disturbance rejection, followed by the NARXNN and FFNN IMC controllers as presented in Figure 7(d). The C-IMC depicted the highest overshoot in respond to the disturbance.

4. CONCLUSION

Modelling and control is an important aspect of the membrane bioreactor filtration system. Obtaining a reliable model is a very challenging task because of the nature of the process and fouling phenomenon. However, good filtration process is crucial and hence good model for control system design is needed. Three prediction models for submerged MBR system was developed which is the FFNN, RBFNN and NARXNN models. From the simulation results, it can be observed that the RBFNN and NARXNN give good results for flux and TMP prediction models compared to FFNN. However, the RBFNN is preferable due to high accuracy and more reliable prediction compared with other two methods. For the control part, three structures of NNIMC have been developed and compared to the conventional IMC. The results showed
the RBFNN IMC provides better tracking performance than FFNN IMC, NARXNN IMC and C-IMC for all performance criteria. In addition, the RBFNN IMC performed well in 10% disturbance rejection compared to other methods. It is also seen to be more robust when able to remains with low overshoot for the 50% disturbance rejection.

Several recommendations of work can be considered for further improvement. In modelling of SMBR, an external optimisation such as particle swarm optimisation and gravitational search algorithm can be implemented to enhance the prediction of the filtration models. Other nonlinear modelling technique such as wavelet neural network can be applied to predict the behaviour of long term filtration cycle. In the controller design part, other type of disturbance test can be applied to establish the reliability of the controller in handling disturbances which can reveal the performance of the controller under mismatch model conditions.
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