Using convolution neural networks to learn enhanced fiber orientation distribution models from commercially available diffusion magnetic resonance imaging
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Abstract

Accurate local fiber orientation distribution (FOD) modeling based on diffusion magnetic resonance imaging (dMRI) capable of resolving complex fiber configurations benefit from specific acquisition protocols that impose a high number of gradient directions (b-vecs), a high maximum b-value (b-vals) and multiple b-values (multi-shell). However, acquisition time is limited in a clinical setting and commercial scanners may not provide robust state-of-the-art dMRI sequences. Therefore, dMRI is often acquired as single-shell (SS) (single b-value). Here, we learn improved FODs for commercially acquired dMRI. We evaluate the use of 3D convolutional neural networks (CNNs) to regress multi-shell FOS representations from single-shell representations, using the spherical harmonics basis obtained from constrained spherical deconvolution (CSD) to model FODs. We use U-Net and High-ResNet 3D CNN architectures and data from the publicly available Human Connectome Dataset and a dataset acquired at National Hospital For Neurology and Neurosurgery Queen Square. We evaluate how well the CNN models can resolve local fiber orientation 1) when training and testing on datasets with same dMRI acquisition protocol; 2) when testing on dataset
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with a different dMRI acquisition protocol than used training the CNN models; and 3) when testing on datasets where a fewer number of dMRI gradient directions than used training the CNN models. Our approach may enable robust CSD model estimation on dMRI acquisition protocols which are single shell and with a few gradient directions, reducing acquisition times, and thus, facilitating translation to time-limited clinical environments.
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1. Introduction

Diffusion-weighted MRI (dMRI) captures water molecule diffusion and can reveal underlying organizational aspects relating to different tissue components. In the brain, this is of particular interest to investigate the organization of the white matter (WM), which is composed of bundles of neuronal axons that impose a direction to water molecules diffusion Tanner (1979); Shapey et al. (2019), resulting in anisotropic diffusion with the preferred direction of diffusion being along the axon fiber Basser et al. (1994); Jeurissen et al. (2014).

From acquired dMRI signals, it is possible to non-invasively estimate WM tissue microstructure information, such as axon diameter Assaf et al. (2008), and compute local fiber orientation distributions (FOD or fODF) at the voxel level Alexander et al. (2002). FODs are used for fiber tractography Berman (2009); Jeurissen et al. (2019) which has an important role in presurgical planning Winston et al. (2014); Essayed et al. (2017); Mancini et al. (2019); ODonnell et al. (2017) and connectome analyses Setsompop et al. (2013). A common method to estimate local fiber orientation is diffusion tensor imaging (DTI) Basser et al. (1994). However, DTI only models a single fiber population and it cannot resolve complex fiber configurations in the brain such as crossing fibers Alexander et al. (2002). To address this issue, more robust methods for representing FODs have been presented that can resolve fiber crossing based on spherical harmonics (SH) Canales-Rodríguez et al. (2019); Dell’Acqua and Tournier (2018) or other approaches such as Q-ball imaging Tuch (2004), PAS-MRI Jansons and Alexander (2003) and the ball-and-sticks model Behrens et al. (2007).

Constrained spherical deconvolution (CSD) is one method based on SH capable of modeling complex fiber configurations Tournier et al. (2007); Jeurissen et al. (2014); Dhollander and Connelly (2016). Single-shell single-
tissue CSD (S-CSD) models each voxel as a single compartment with one corresponding FOD, irrespective of any underlying tissue components Tournier et al. (2007). However, distorted FODs are found when multiple tissues are present in a voxel due to the partial volume effect (PVE). Multi-shell multi-tissue CSD (M-CSD) extends S-CSD by modeling one anisotropic compartment (corresponding to WM) and two isotropic compartments (corresponding to GM and CSF). M-CSD provides a more reliable and accurate estimation of the WM FOD Jeurissen et al. (2014). M-CSD makes use of different attenuation levels across multiple b-values (or shells) to separate the voxel into three components. Nevertheless, a limitation with this approach is that it requires multi-shell (MS) dMRI which results in longer acquisition times compared to DTI and SS dMRI.

Alternatively Dhollander and Connelly (2016), single-shell 2-tissue (2TS-CSD) and single-shell 3-tissue CSD (SS3T-CSD) can overcome PVE by modeling isotropic compartments similar to M-CSD using the $b=0 \text{ s/mm}^2$ as a second shell. Within the additional shell, a multi-tissue signal profile is computed by 2TS-CSD and one isotropic (either GM or CSF) compartment is computed. SS3T-CSD uses an iterative approach to fit a CSD model for the three tissues compartments. Compared to M-CSD, 2TS-CSD can only model one isotropic tissue. While SS3T-CSD is more robust than S-CSD or 2TS-CSD, it is constrained to a high SH order fit ($l_{max} = 8$) requiring an acquisition with a high number of gradient acquisitions. Therefore, improving FOD modeling for commercially available dMRI acquisitions is an active topic of research.

Usually, accurate FOD models that are able to resolve complex fiber configurations require specific dMRI acquisition protocols with a high number of gradient directions (b-vecs), a high maximum b-value and/or multiple b-values Neher et al. (2017); Daducci et al. (2013); Descoteaux (1999); Vos et al. (2016). A higher number of gradient directions and high b-values both improve FOD angular resolution, enabling the model to better distinguish between complex fiber configurations, such as fiber crossings Jones et al. (2013); Tournier et al. (2013). Multiple b-values allows for multiple compartment modeling, correcting for PVE Jeurissen et al. (2014). Additionally, local fiber reconstruction is more accurate for images with a high signal-to-noise ratio Tournier et al. (2013). All of these constraints for dMRI acquisition impose longer acquisition times. Despite these advantages, clinical uptake has been limited due to the longer acquisition times and the need of expert staff to set up the acquisition parameters Ordóñez-Rubiano et al. (2019).

Deep learning (DL) has been successfully implemented for a variety
of medical imaging tasks Litjens et al. (2017). DL methods learn an underlying mathematical representation that can non-linearly map data from one representation to another representation, for instance mapping from raw image intensity to a predicted class or another intensity space LeCun et al. (2015). DL has been successfully applied to dMRI through image quality transfer (IQT) to improve its spatial resolution Alexander et al. (2017); Tanno et al. (2017), fit neurite orientation dispersion and density imaging (NODDI) Zhang et al. (2012) and spherical meaning technique (SMT) Kaden et al. (2016) models from the q-space Alexander et al. (2017); Golkov et al. (2016), and improve local fiber orientation model fitting Koppers et al. (2016); Nath et al. (2019).

In Alexander et al. (2017), IQT was proposed with linear regression and random forest models to (a) infer high-resolution dMRI patches from a lower spatial resolution and (b) to learn a mapping between parameters of different models. dMRI parameter mapping was evaluated to go from a low order DTI model to a higher order model, NODDI and SMT were both evaluated. Further work around this idea has evaluated IQT using a CNN patch-based regression to infer higher resolution patches and to quantify uncertainty for the regression Tanno et al. (2017). Fitting between models has been also proposed to compute diffusion kurtosis imaging Lu et al. (2006) and NODDI from shorter q-space MS dMRI signal intensities using a multilayer perceptron network (MLP) Golkov et al. (2016).

In Koppers et al. (2016), a MLP was trained to infer SH coefficients across different dMRI shells. Here, a MLP network used SH model coefficients from the same order calculated from one shell or combination of shells to infer the SH coefficients for a different shell with the restriction that all shells have the same number of dMRI gradient directions. One limitation of their approach is that the mapping only uses voxel information and does not take into account neighborhood information, which may help provide important spatial context. Another limitation is that this approach did not evaluated for generalization on data of different acquisition protocols than the training dataset.

In Nath et al. (2019), a neural network composed of regular hidden and residual layers (ResDNN) was trained for mapping S-CSD to FODs computed from histology. For the training dataset data was acquired from ex-vivo histology images from macaques using 3D structure tensor analysis Schilling et al. (2016). Angular correlation coefficient (ACC) was used to evaluate FOD accuracy. ResDNN outperformed FOD methods from single-shell dMRI such as S-CSD and Q-ball imaging when evaluating the ACC between the dMRI FOD and the FOD derived from the histology imaging.
ResDNN was also evaluated for reproducibility on 12 paired in-vivo dMRI obtained from the human connectome project (HCP). For each patient, two dMRI scans were acquired and ACC was computed between FODs obtained from ResDNN and between FODs obtained from the S-CSD. The major disadvantage of this work is that the model is trained on Macaque imagery and then transferred to human imaging. Nonetheless, as there is no ground truth or histology FOD estimates for the human imaging was against not clear ResDNN improves the FOD calculation. Furthermore, the baseline comparison used for the human imaging was S-CSD which is suboptimal as several more robust approaches exist - i.e. M-CSD.

In this work, we aim to compute a more accurate and reliable FOD using data that are still the most common in clinical settings: single-shell dMRI acquisitions. To achieve this aim, we present a framework to train a CNN to learn how to regress M-CSD model coefficients from 2TS-CSD model coefficients using a patch-based approach. We evaluate two different 3D CNN architectures and used two datasets. To evaluate our models, an extensive evaluation is performed as follows: (1) training and testing on a dataset with the same dMRI acquisition protocol, (2) testing on a dataset with different dMRI acquisition protocol than the training dataset, and (3) testing on dMRI that have fewer gradient directions than in the training dataset where test data can have a) the same or b) different dMRI acquisition protocol than the training dataset.

2. Methods

2.1. Pipeline overview

Our pipeline consists of the following steps. First, we preprocess all the MS dMRI data to correct for signal drift, geometric distortions and eddy-current induced distortions. We used data from the publicly available Human Connectome Dataset (HCP) Sotiropoulos et al. (2013) and an in-house dataset which we refer to as QS Dataset (see dataset details in Section 3.1). Secondly, we construct a paired dataset composed of SS dMRI and the original MS dMRI (Section 2.2). From this data, we compute the CSD models 2TS-CSD and M-CSD (Section 2.3) to SS dMRI and MS dMRI, respectively. Finally, we train a CNN model to regress the M-CSD model coefficients from 2TS-CSD model coefficients (Section 2.3) using the paired dataset.
2.2. Training dataset

From the preprocessed MS dMRI, a paired SS dMRI was constructed by selecting an appropriate shell from the MS dMRI based on the compromise of a minimum number of gradient directions for a given b-value to best characterize the angular frequency components of the dMRI signal Tournier et al. (2013).

Although \( l_{\text{max}} = 6 \) can provide an FOD with a higher angular contrast for high b-values \((b = 3000 \text{ s/mm}^2)\) Tournier et al. (2013), we aim to use a lowest feasible \( l_{\text{max}} \) order to ensure maximum applicability in clinical settings. Therefore, we used a \( l_{\text{max}} = 4 \), comprising 15 coefficients, as the order of our CSD modeling.

As a result, for the HCP dataset we constructed SS dMRI for all 3 b-values (1000, 2000, 3000 s/mm\(^2\)) where each shell has 90 directions. For the QS we constructed paired SS dMRI for 2 b-values (700, 2500 s/mm\(^2\)) with 32 and 64 directions for each shell respectively. For more details on the datasets see Section 3.1.

2.3. CSD modeling

CSD models the FOD as SH components and applies a nonnegativity constraint as a soft regularizer using a linear least-squares fit Dell’Acqua and Tournier (2018). The original dMRI signal intensities is approximated by a convolution of the FOD model with a signal attenuation profile for a single fiber population, referred to as response function Dell’Acqua and Tournier (2018); Tournier et al. (2007).

After the CSD model fitting, we applied a multi-tissue informed log-domain intensity normalization Tournier et al. (2019) to the M-CSD and the 2TS-CSD model coefficients to correct for the effects of (residual) intensity inhomogeneities.

2.3.1. M-CSD Modeling

M-CSD is computed from using a least squares fit of the dMRI signal intensities following the equation Jeurissen et al. (2014):

\[
\begin{bmatrix}
\hat{x}_1 \\
\vdots \\
\hat{x}_n
\end{bmatrix} = \underset{x}{\arg\min} \left\| \begin{bmatrix}
C_{1,1} & \cdots & C_{1,n} \\
\vdots & \ddots & \vdots \\
C_{m,1} & \cdots & C_{m,n}
\end{bmatrix} \begin{bmatrix}
x_1 \\
\vdots \\
x_n
\end{bmatrix} - \begin{bmatrix}
d_1 \\
\vdots \\
d_m
\end{bmatrix} \right\|^2_2
\]

subject to

\[
\begin{bmatrix}
A_1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & A_n
\end{bmatrix} \begin{bmatrix}
x_1 \\
\vdots \\
x_n
\end{bmatrix} \geq \mathbf{0}
\]
where $\mathbf{d}_i$ is the vector of dMRI signal intensities on the $i$-th shell, $\mathbf{x}_j$ is the unknown vector of coefficients of the FOD of tissue $j$, $C_{i,j}$ is the matrix relating the coefficients of the FOD of tissue $j$ to the dMRI signal intensities measured on the $i$-th shell in q-space by spherical convolution. An additional constraint is opposed on the linear fit, where $\mathbf{A}_j$ is the tissue specific matrix relating the coefficients of the FOD of tissue $j$ to their amplitudes, effectively imposing positivity on each FOD. To perform the optimization, we adopted the original CSD optimization algorithm available from MRtrix Tournier et al. (2019).

2.3.2. 2TS-CSD modeling

For the 2TS-CSD model Dhollander and Connelly (2016), a similar approach is used where the $b = 0 \text{s/mm}^2$ (b-zero) is used as a second shell. To ensure Equation 1 has a unique solution, we set $j = 2$, reducing the number of response functions to two. We model one compartment as isotropic corresponding to CSF, and the other compartment as anisotropic, corresponding to WM. The CSF is selected as the isotropic compartment as it leads to a more accurate fit of the FOD compared to using GM as the isotropic compartment Dhollander and Connelly (2016).

2.4. CNN training

Two CNNs were chosen for model evaluation, a 3D High-Resolution Network (HighResNet) Li et al. (2017) and a 3D U-Net Çiçek et al. (2016). Figure 1 shows a graphical representation of the network architectures. For both models, a patch-based training was used where it is necessary to reduce the effective receptive field (ERF) for both networks to reflect the selected patch size (Section 2.5) to avoid distortions at the patch boundary voxels Luo et al. (2016).

2.4.1. HighResNet

The original HighResNet architecture comprises of 3 levels of dilated convolutions and 9 residual connections resulting in 0.81M trainable parameters. HighResNet was originally proposed as a compact network that could achieve large ERFs Luo et al. (2016) without requiring a downsample-upsample pathway to capture low and high level features Çiçek et al. (2016); Milletari et al. (2016). Dilated convolutions are used to produce accurate predictions and detailed probabilistic maps alongside object boundaries Li et al. (2017). The final HighResNet architecture in this paper has the number of layers modified to reduce the ERF. It comprises of 2 levels of dilated
convolutions and 4 residual connections resulting in 0.16M trainable parameters. A parametric rectified linear unit (PReLU) activation function was used in place of a ReLU as PReLU adaptively learns the rectifier parameters and this property has been shown to improve CNNs accuracy in other applications He et al. (2015).

2.4.2. U-Net

The original 3D U-Net is a U-shaped network that has downsample-upsample pathway composed of 14 convolutional layers Çiçek et al. (2016) resulting in 19.08M trainable parameters. To achieve a comparable ERF as the patch size used for training, we adapted this architecture such that the final U-Net used in this work is composed of 10 convolutional layers resulting in 3.93M trainable parameters. We removed one encoder block (2× (conv. + batch. norm + PReLU) + max pooling) and one decoder block (concat. + up-sampling + 2× (conv. + batch. norm + PReLU)) to reduce the ERF.

2.4.3. Data augmentation

Classical techniques for on-the-fly augmentation includes axis flipping, scaling, and rotation have been successfully applied to DL training in small 3D medical imaging datasets Wasserthal et al. (2018); Li et al. (2017); Gibson et al. (2018). Nonetheless, directly applying these techniques to SH coefficients damages the integrity of FODs, since the transformations are not in the SH harmonics domain, i.e. rotating spatially an image will not rotate the SH components appropriately resulting in unrealistic FODs. Therefore, we focused on applying a 3D random rotation in the SH domain to augment
our dataset as in Nath et al. (2019). Rotations were applied to 2TS-CSD and M-CSD coefficients to preserve FOD structure and the relationships between neighboring CSD coefficients.

2.5. Training setup

Each network is trained with an RMSprop optimizer to minimize the $L_2$ loss between the M-CSD coefficients and the network CSD coefficients output, as measured by $\text{loss}(y, \hat{y}) = \frac{\|y - \hat{y}\|^2}{2}$ where $y$ is the ground truth (M-CSD) and $\hat{y}$ is the output coefficients inferred from the network. Each CNN is initialized using He uniform function He et al. (2015) and trained for 400 epochs, based on experimentally chosen convergence, with a weight decay of $1E-6$. Training started with a learning rate of $3E-2$, which was then reduced by $1/2$ every 50 epochs. The entire network was trained using patches sampled from the intracranial space. To achieved that, it was used a binary skull-stripped mask as a prior to provide an intensity-based likelihood for the patch sampling. The binary skull-stripped mask was computed using MRtrix skull-stripping Tournier et al. (2019).

For each iteration in an epoch, a subject from the training set is randomly selected. Subsequently, the data is augmented by applying a random FOD rotation in the range of $[-25, 25]$ degrees to the subject. As a next step, 40 patches of size $32 \times 32 \times 32 \times 15$ were randomly sampled from the intracranial space, where 15 is the number of 2TS-CSD coefficients. The number of patches were experimentally selected to achieve the lowest validation loss while being able to be loaded on the available graphics process unit memory. An epoch is finished when all subject data from the training set have been selected to optimize the loss function. For every epoch, a new set of random augmentations and patches are computed from each subject data.

3. Experimental Design

3.1. Datasets

In this work, we used two datasets to conduct our analysis: the publicly available HCP Sotiropoulos et al. (2013) and a dataset acquired at National Hospital For Neurology and Neurosurgery Queen Square (QS) Dataset. All dMRI from QS were corrected for signal drift, geometric distortions and eddy-current induced distortions as in Mancini et al. (2019). The data from the HCP dataset was corrected following the protocols described in Sotiropoulos et al. (2013) prior to download. More detailed information about each dataset is found below.
3.1.1. QS dataset

The QS dataset is composed of 50 volumetric MS dMRI scans acquired from patients with epilepsy who appeared "structurally normal" on a T1-weighted MRI (T1). Small lesions are still found but only focally in the GM and hence not distorting or affecting the WM FOD estimation. All patients underwent MRI as part of routine clinical procedures acquired on a 3T GE MR750 that included a T1 sequence (MPRAGE) and a MS dMRI sequence with 2 mm isotropic resolution and the gradient directions 11, 8, 32, and 64 at \( b = 0, 300, 700, \) and 2500 s/mm\(^2\), respectively and single \( b = 0 \) s/mm\(^2\) with reverse phase-encoding.

3.1.2. HCP dataset

We used a subset of HCP data composed of 45 subjects Sotiropoulos et al. (2013). These MS data was acquired in a 3T scanner with the following parameters: 1.25 mm isotropic resolution with 90 gradient directions for each \( b = \{1000, 2000, 3000 \) s/mm\(^2\}\) and 18 images at \( b = 0 \) s/mm\(^2\).

3.2. Evaluation Metrics

To compare the accuracy of CSD models we compute the mean absolute error (MAE) \( \text{MAE}(y, \hat{y}) = \frac{|y - \hat{y}|}{n} \) and the angular correlation coefficient (ACC) Anderson (2005) between the output inferred from a trained network an the M-CSD coefficients for voxels in the WM. The WM binary mask was computed using geodesic information flows as a segmentation tool Cardoso et al. (2015). ACC is a similarity metric computed at voxel level between two different sets of SH coefficients \( u \) and \( v \) of the same order, where \( j \) is the SH order. ACC is computed as:

\[
\text{ACC}(u, v) = \frac{\sum_{j=1}^{\infty} \sum_{m=-j}^{j} u_{j,m} v_{j,m}^*}{\left[ \sum_{j=1}^{\infty} \sum_{m=-j}^{j} u_{j,m}^2 \right]^{0.5} \left[ \sum_{j=1}^{\infty} \sum_{m=-j}^{j} v_{j,m}^2 \right]^{0.5}} \quad (2)
\]

ACC has a scale in the interval \([-1, 1]\), where 1 implies a perfect linear correlation between two functions on a sphere, whereas a negative -1 would imply a negative correlation Schilling et al. (2018). The value of -1 will not be reach because of the antipodal symmetry of the even order SH coefficients.

3.3. Experiments

We assessed the performance of the CNN models in three ways: 1) when training and testing on datasets with same dMRI acquisition protocol; 2)
when testing on dataset with a different dMRI acquisition protocol than used when training the CNN models; and 3) testing on datasets where a fewer number dMRI gradient directions than used when training the CNN models. The details for each experiment are described below.

3.4. Experiment 1

We assessed how well CNN models were able to regress M-CSD model coefficients when using the same acquisition protocol for training and testing. Model performance is assessed against M-CSD, the ground truth, for both QS and HCP datasets (Section 2.2). In this experiment, a 5-fold cross-validation was used where 3 folds were used for training, 1 fold for validation, and 1 fold for testing.

3.5. Experiment 2

In this stage, we assessed the generalizability of the CNN models to regress dMRI obtained from a different acquisition protocol. Here, without further tuning, we used the models from Experiment 1 and tested on a dataset with a different dMRI acquisition protocol than used in training the CNN models. For example, a model trained on QS dataset, where the input is 2TS-CSD model coefficients obtained from $b=700 \text{ s/mm}^2$, is used to estimate M-CSD from the HCP dataset, where the input is 2TS-CSD model coefficients obtained from $b=2000 \text{ s/mm}^2$.

3.6. Experiment 3

In this stage, we assessed robustness of the CNN models under scenarios for SS dMRI gradients with a fewer gradient directions than used for training the CNN model. Models from Experiment 1, with no further tuning, are used to infer images with a fewer dMRI gradients directions than the original acquisition (see Section 3.1 for datasets acquisition details). Similar to Experiment 2, testing on dMRI data with a different acquisition protocol than used when training the CNN models was also performed. The test data had a fewer dMRI gradients directions than the original acquisition.

To construct an SS dMRI dataset with fewer gradient directions, we subsampled by a half the number gradient directions from the SS and MS dMRI (see Section 2.2 for training dataset). To achieve that, we first used the command `dirgen` from MRtrix that reorders a set of gradient directions such that if a scan is terminated prematurely, at any point, the acquired gradient directions will still be close to optimally distributed on the half-sphere Tournier et al. (2019). Then, we truncated by half the number of gradient directions for both $b=0 \text{ s/mm}^2$ and the shell selected to generate
the SS dMRI - b=700 or 2500 s/mm$^2$ for the QS dataset and b=1000 or 2000 or 3000 s/mm$^2$ for the HCP dataset. Finally, the last step consisted in computing 2TS-CSD for the subsampled SS dMRI.

3.7. Implementation

All experiments were performed on a workstation equipped with a CPU (Xeon® W-2123, 8 x 3.60 GHz; Intel) and 32 GB of memory and a GPU (GeForce Titan V; NVIDIA) with 12 GB of on-board memory. All code was implemented in python using PyTorch Paszke et al. (2019) for the networks training, NiftyNet Gibson et al. (2018) for data loading and sampling parts, and SHtools Wieczorek and Meschede (2018) for SH rotations as data augmentation. The code used for train the CNN models is available online$^1$.

4. Results

In this section, we present results from Experiments 1-3 that are detailed in sections 4.1- 4.3, respectively.

As a reference for Tables and Figures, a method with following acronym QS 700-HCP 2000 CNN U-Net means that the model was trained on the QS data where the input was the 2ST-CSD model coefficients for b=700 s/mm$^2$ and it was tested on HCP data 2TS-CSD model coefficients for b=2000 s/mm$^2$. A method called 2TS-CSD (QS 700) means that the baseline approach was computed on the QS data for b=700 s/mm$^2$.

4.1. Experiment 1

In this experiment, we evaluated how well the CNN models performed when testing on a dataset with the same dMRI acquisition as the training dataset compared to the baseline method 2TS-CSD. Table 1 reports the average MAE and ACC values, between the indicated CSD coefficients and the M-CSD coefficients. As shown in Table 1, the CSD coefficients from U-Net and HighResNet are the most similar to M-CSD while the baseline 2TS-CSD is the least similar. Pronounced ACC improvements are found on QS dataset (improvement 7% of ACC mean) compared to HCP dataset (improvement 3% of ACC mean) for the best methods.

Figure 2 shows the cumulative distribution function (CDF) of ACC values over all WM voxels. The CNN models have more skewed curves, demonstrating more voxels with a high level of agreement when compared to 2TS-CSD.

---

$^1$https://github.com/OeslleLucena/RegressionFOD
Figures 5 and Figures 6 show qualitative results of heatmaps for ACC over all WM voxels. As shown in Figures 5 and Figures 6, ACC heatmaps show a high similarity across the three tested methods in WM voxel far from boundaries, where PVE effects are most likely to be minimal, and low correlation in boundary voxels, which are most likely to suffer from PVE. As with the quantitative results, HCP dataset have distinctly fewer low ACC values compared to QS dataset.

Table 1: Overall MAE and ACC mean and median between M-CSD and CSD model coefficients for Experiment 1. The minimum MAE and maximum ACC mean and median appear in bold. The label Train indicates data used to train the CNNs and the Test indicates the dataset used for the inference. HR = HighResNet

| Train-Test       | Method                  | MAE mean (std) | ACC mean | ACC median |
|------------------|-------------------------|---------------|----------|------------|
|                  |                         | mean median   | mean     |            |
| QS 700-QS 700    | 2TS-CSD (QS 700)        | 0.427(0.042)  | 0.882(0.126) | 0.928      |
|                  | CNN HR                 | 0.210(0.059)  | 0.940(0.064) | 0.957      |
|                  | CNN U-Net              | **0.204(0.024)** | 0.939(0.092) | **0.973** |
| QS 2500-QS 2500  | 2TS-CSD (QS 2500)      | 0.326(0.035)  | 0.938(0.099) | 0.984      |
|                  | CNN HR                 | **0.138(0.016)** | **0.965(0.068)** | **0.988** |
|                  | CNN U-Net              | 0.140(0.015)  | 0.963(0.075) | **0.988** |
| HCP 1000-HCP 1000| 2TS-CSD (HCP 1000)     | 0.247(0.042)  | 0.964(0.058) | 0.991      |
|                  | CNN HR                 | 0.162(0.019)  | **0.982(0.029)** | **0.993** |
|                  | CNN U-Net              | **0.159(0.019)** | 0.982(0.029) | **0.993** |
| HCP 2000-HCP 2000| 2TS-CSD (HCP 2000)     | 0.223(0.045)  | 0.970(0.052) | 0.993      |
|                  | CNN HR                 | **0.137(0.020)** | **0.984(0.029)** | **0.994** |
|                  | CNN U-Net              | **0.147(0.019)** | 0.984(0.029) | **0.994** |
| HCP 3000-HCP 3000| 2TS-CSD (HCP 3000)     | 0.273(0.040)  | 0.961(0.066) | 0.987      |
|                  | CNN HR                 | **0.162(0.020)** | **0.980(0.034)** | **0.992** |
|                  | CNN U-Net              | **0.159(0.020)** | 0.980(0.033) | **0.992** |

Finally, Figures 7 and Figures 8 has a visual representation of FODs, represented by glyphs showing the direction and distribution of diffusion parameters per voxel. The glyphs show that both U-Net and HighResNet are better able to resolve multiple fiber populations, small rotations and scaling within select regions.

Due to similar performance on results for HCP for different b-values in Experiment 1 (Section 4.1), we conducted further analysis for Experiments 2 and 3 (Sections 4.2 and 4.3) for data acquired at b=2000 s/mm² only.
4.2. Experiment 2

In this experiment, we evaluated how well the CNN models performed when testing on dataset with a different dMRI acquisition protocol than used when training the CNN models compared to the baseline method 2TS-CSD. Table 2 reports the average MAE and ACC values. As shown in Table 2, both U-Net and HighResNet were quantitatively more similar in terms of ACC and MAE to M-CSD when compared to the baseline 2TS-CSD.

Figure 3 shows the CDF of ACC values over all WM voxels. Here, we see distinct improvements for the QS 700 data as input when compared to the other inputs (QS 2500, HCP 2000). Once again, the CNN models had the most skewed CDF curves showing higher correlation to M-CSD compared to 2TS-CSD.

Figures 5 and Figures 6 show qualitative results of heatmaps for ACC over all WM voxels. Although ACC heat maps show more errors in “pure” WM voxels on CNN outputs for tests on Experiment 2 when compared to Experiment 1, U-Net and HighResNet captured better finer details on fiber crossing area and boundary voxels compared to 2TS-CSD (Figures 5 and Figures 6).

Finally, Figures 7 and Figures 8 has a visual representation of FODs. As
Table 2: MAE and ACC mean and median between M-CSD and CSD model coefficients for Experiment 2. The minimum MAE and maximum ACC mean and median are in bold. The label Train indicates data used to train the CNNs and the Test indicates the dataset used for the inference. HR = HighResNet.

| Train-Test Method | Method | MAE mean (std) | ACC mean | median |
|-------------------|--------|----------------|----------|--------|
| -                 | 2TS-CSD (QS 700) | 0.427 (0.042) | 0.882 (0.126) | 0.928 |
| HCP 2000-QS 700   | CNN HR | 0.349 (0.052) | 0.927 (0.080) | 0.962 |
|                   | CNN U-Net | 0.345 (0.055) | 0.920 (0.093) | 0.956 |
| -                 | 2TS-CSD (QS 2500) | 0.326 (0.035) | 0.938 (0.099) | 0.984 |
| HCP 2000-QS 2500  | CNN HR | 0.196 (0.022) | 0.954 (0.072) | 0.980 |
|                   | CNN U-Net | 0.214 (0.019) | 0.949 (0.078) | 0.978 |
| -                 | 2TS-CSD (HCP 2000) | 0.223 (0.045) | 0.970 (0.052) | 0.993 |
| QS 700-HCP 2000   | CNN HR | 0.514 (0.048) | 0.970 (0.046) | 0.986 |
|                   | CNN U-Net | 0.372 (0.052) | 0.972 (0.039) | 0.985 |
| -                 | 2TS-CSD (QS 2500) | 0.185 (0.031) | 0.979 (0.036) | 0.992 |
| QS 2500-HCP 2000  | CNN HR | 0.180 (0.031) | 0.978 (0.039) | 0.993 |
|                   | CNN U-Net | 0.180 (0.031) | 0.978 (0.039) | 0.993 |

shown in Figure 7, tests on QS dataset result FOD glyphs show a higher qualitatively agreement towards single fiber populations compared to multiple fiber populations. Small FODs were output when CNN models trained on HCP dataset were tested on QS 700 data. However, as shown in Figure 8, when tested on HCP dataset, CNN trained models on QS 2500 dataset were capable to resolve fiber crossing. CNN models trained on the QS 700 dataset could not resolve fiber crossing properly but they were able to resolve FODs scaling and small rotations having a good similarity with M-CSD.

Figure 3: ACC Cumulative distribution functions (CDFs) for ACC for Experiment 2. The ideal case is a high peak centered in 1 corresponding to a perfect ACC match to M-CSD. HR = HighResNet.
4.3. Experiment 3

We evaluated how well the CNN models performed when testing on datasets where a fewer number dMRI gradient directions than used when training the CNN models compared to the baseline method 2TS-CSD. Table 3 reports the average MAE and ACC values. As shown in Table 3, the CNN models achieved higher ACC and lower MAE than 2TS-CSD and are more similar to M-CSD (skewer CDFs) (Figures 4).

Table 3: MAE and ACC mean, std and median between M-CSD and CSD model coefficients for Experiment 3. The minimum MAE and maximum ACC mean and median are in bold. The label Train indicates data used to train the CNNs and the Test indicates the dataset used for the inference. HR = HighResNet.

| Train-Test          | Method  | MAE      | ACC      |
|---------------------|---------|----------|----------|
|                     |         | mean(std)| mean(std)| median  |
| -                   | 2TS-CSD (QS 700) | 0.477(0.045) | 0.850(0.138) | 0.892    |
| QS 700-QS 700       | CNN HR  | 0.249(0.033) | 0.917(0.106) | 0.957    |
|                     | CNN U-Net | 0.243(0.030) | 0.902(0.110) | 0.943    |
| HCP 2000-QS 700     | CNN HR  | 0.385(0.058) | 0.902(0.110) | 0.943    |
|                     | CNN U-Net | 0.378(0.049) | 0.896(0.109) | 0.937    |
| -                   | 2TS-CSD (QS 2500) | 0.391(0.036) | 0.911(0.114) | 0.959    |
| QS 2500-QS 2500     | CNN HR  | 0.189(0.023) | 0.942(0.091) | 0.975    |
|                     | CNN U-Net | 0.193(0.022) | 0.940(0.094) | 0.974    |
| HCP 2000-QS 2500    | CNN HR  | 0.229(0.027) | 0.936(0.089) | 0.969    |
|                     | CNN U-Net | 0.242(0.021) | 0.935(0.091) | 0.970    |
| -                   | 2TS-CSD (HCP 2000) | 0.283(0.057) | 0.955(0.066) | 0.984    |
| HCP 2000-QS 2000    | CNN HR  | 0.175(0.032) | 0.977(0.037) | 0.990    |
|                     | CNN U-Net | 0.177(0.031) | 0.977(0.036) | 0.990    |
| QS 700-HCP 2000     | CNN HR  | 0.325(0.051) | 0.965(0.045) | 0.982    |
|                     | CNN U-Net | 0.369(0.052) | 0.966(0.045) | 0.981    |
| QS 2500-HCP 2000    | CNN HR  | 0.221(0.038) | 0.965(0.047) | 0.987    |
|                     | CNN U-Net | 0.220(0.039) | 0.968(0.049) | 0.987    |

Figures 5 and Figures 6 show qualitative results of heatmaps for ACC over all WM voxels. As shown in Figures 5 and Figures 6, when tested on same a dataset dMRI acquisition protocol with a fewer gradients than it was originally trained, ACC heat maps show higher correlation in “pure” WM voxels and lower correlation boundary voxels similar to Experiment 1. Similarly to Experiment 2, we found low ACC in “pure” WM voxels for CNN outputs tested on a dataset with dMRI acquisition protocol than when tested the on dataset with the same dMRI acquisition protocol used for training. However, our models were able to capture better finer details on fiber crossing areas and at boundary voxels when compared to 2TS-CSD.
Figure 4: ACC Cumulative distribution functions (CDFs) for ACC for from Experiment 3. The ideal case is a high peak centered in 1 corresponding to a perfect ACC match to M-CSD. HR = HighResNet.

Finally, Figures 7 and Figures 8 has a visual representation of FODs. We observe similar behavior to Experiment 2 - small FODs were output when CNN models trained on HCP datasets and tested on QS 700 data (Figures 7) and CNN trained models on QS dataset when tested on HCP dataset were capable to resolve fiber crossing (Figures 8).

5. Discussion

We evaluated CNN-based patch regression to estimate M-CSD model coefficients from 2TS-CSD model coefficients. Our results demonstrate quantitatively and qualitatively that our method can estimate M-CSD model coefficients from 2TS-CSD model coefficients on datasets with the same dMRI acquisition protocol as the training set (Experiment 1). The models are also able to generalize when applied to dMRI datasets acquired with a different protocol compared to the training dataset (Experiment 2). Finally, and most importantly, the method is robust to dMRI acquisition protocols with a fewer gradient directions than the training datasets used in this work (Experiment 3), indicating that these methods can be trained on high-quality data and used to improve FOD estimation in lower-quality dMRI data.

Overall, larger improvements, in terms of ACC, MAE and FOD estimation, were observed in a specialist-acquired clinical protocol (QS) compared to a high quality research protocol (HCP). The HCP dataset has a high spatial and angular resolution that allows 2TS-CSD to resolve complex fiber configurations and compute very accurate FODs compared to the QS dataset, in which individual shells may not have enough gradient directions to capture these subtle differences. Because of these factors the CNN regression may show greater improvements in CSD coefficients estimation.
when the 2TS-CSD coefficients are less accurate. Our approach may enable faster commercial dMRI acquisition with fewer gradient directions, thereby, reducing acquisition times and thus facilitating translation in time-limited clinical environments Ordóñez-Rubiano et al. (2019).

MS dMRI enables better modeling of FODs, especially with voxels where PVE may complicate estimating the model coefficients Jeurissen et al. (2014). Our work has the potential to estimate CSD model coefficients of similar quality to M-CSD coefficients from SS dMRI. One application of this method is to improve the analysis of retrospective data. Additionally, estimation of M-CSD coefficients from 2TS-CSD coefficients may benefit tractography Smith et al. (2012); Mancini et al. (2019).

In this work, we evaluated two common neural network architectures, U-Net Çiçek et al. (2016) and HighResNet Gibson et al. (2018). Both CNN models perform similarly throughout all experiments (Table 1–3). The aim of this work was not to find the best CNN to perform CSD coefficients regression but to show the capability of deep learning to facilitate enhanced FODs for commercially available dMRI acquisition protocols. One future avenue of research is to investigate how the different networks and trainable parameters influences the regression of CSD coefficients.

There are two key limitations in this work. First, we used datasets to train our CNN models using where the data was from the same scanner and had the same acquisition protocols. Although we demonstrate that our approaches are capable of generalizing across dRMI acquisition protocols (Experiments 2 and 3), further improvements in the regression model may be obtained by combining datasets across different sites for CNN models training. Secondly, we did not included a validation on subjects with pathologies that would distort WM tissue connectivity, such as tumors or edema. Although the QS dataset Mancini et al. (2019) was acquired from patients with epilepsy if any small lesions or abnormalities were present they were not big enough to distort normal anatomy.

6. Conclusions

In this work, we presented a 3D CNN to regress M-CSD model coefficients from 2T-CSD model coefficients. Two CNN model architectures, U-Net and HighResNet, were evaluated on their ability to resolve local fiber orientation distributions (FODs) 1) on the same dataset; 2) across different dMRI acquisition protocols and 3) on a dMRI with fewer gradient directions. Our approach may enable robust CSD model estimation on dMRI
acquisition protocols which are single shell and with a few gradient directions, resulting in a faster commercial dMRI acquisition. Future validation is required to demonstrate this approach generalization on training datasets acquired at multiple sites and on patients with brain pathologies that distort normal anatomy, such as tumors.
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Figure 5: ACC heat maps overlaid on a T1 image for all experiments on one subject from QS datasets. HR = HighResNet. The ACC values are in JET colormap and shown in between $[-0.5, 1]$. Both U-Net and HighResNet have higher agreement to M-CSD when compared to the baseline 2TS-CSD.
Figure 6: ACC heat maps overlaid on a T1 for all experiments on one subject of HCP dataset. HR = HighResNet. The ACC values are in JET colormap and shown in between $[-0.5, 1]$. Both U-Net and HighResNet have higher agreement to M-CSD when compared to the baseline 2TS-CSD.
Figure 7: A glyph representation of the FOD for the regions indicated by the red (magnified by 3×) for one subject from the QS dataset. HR = HighResNet. The ACC values are in grayscale and shown in between [−0.5, 1]. Both U-Net and HighResNet show higher similarity to M-CSD when compared to the baseline 2TS-CSD.
Figure 8: A glyph representation of the FOD for the regions indicated by the red (magnified by 2×) for one subject from the HCP dataset. HR = HighResNet. The ACC values are in grayscale and shown in between $[-0.5, 1]$. Both U-Net and HighResNet show higher similarity to M-CSD when compared to the baseline 2TS-CSD.
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