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Abstract—Eye-tracking technologies have been widely used in applications like psychological studies and human-computer interactions (HCI). However, most current eye trackers focus on 2D point-of-gaze (PoG) estimation and cannot provide accurate gaze depth. Concerning future applications such as HCI with 3D displays, we propose a novel binocular eye-tracking device with stereo stimuli to provide highly accurate 3D PoG estimation. In our device, the 3D stereo imaging system can provide users with a friendly and immersive 3D visual experience without wearing any accessories. The eye-capturing system can directly record the users’ eye movements under 3D stimuli without disturbance. A regression-based 3D eye-tracking model is built based on collected eye movement data under stereo stimuli. Our model estimates users’ 2D gaze with features defined by eye region landmarks and further estimates 3D PoG with a multi-source feature set constructed by comprehensive eye movement features and disparity features from stereo stimuli. Two test stereo scenes with different depths of field are designed to verify the model’s effectiveness. Experimental results show that the average error for 2D gaze estimation was 0.66° and for 3D PoG estimation, the average errors are 1.85 cm/0.15 m over the workspace volume 50 cm × 30 cm × 75 cm/2.4 m × 4.0 m × 7.9 m separately.

Index Terms—eye-tracking, point-of-gaze, stereo video, regression model, gaze depth.

1 INTRODUCTION

Eye-tracking refers to technologies that can measure and analyze the movements of eyes when persons are observing the world. As an indicator of human visual attention, eye movements are considered to be important clues for nonverbal behaviour analyses [1]. Presently, there have been plenty of eye-tracking-related applications for smart and healthy lives, including psychology studies [2], marketing and advertising [3], and human-computer interaction (HCI) devices [4], [5].

Eye-tracking technology is promising to be integrated into HCI devices with three-dimensional displays (3D-HCI), as it can extend the current interaction techniques further with eye interactions. Compared with the traditional interacting methods such as speeches or gestures, the human gaze is considered a faster intuitive method that can be used for the 3D-HCI. For example, eye-tracking technology allows users with motion impairment to intuitively express what they want a robotic device to do by directly looking at the object of interest in the real world [6].

However, the current major eye-tracking research still focuses on 2D gaze estimation [7], [8], [9], [10], [11], [12], and only a few studies have explored the issue of PoG estimation on 3D interfaces [13]. Unlike PoG estimation on 2D planes, the 3D PoG estimation needs a new parameter of gaze depth. Depth perception is an important feature of 3D vision, and some research about depth perception has been carried out in [14], [15]. However, calculation of the gaze depths always encounters limitations, especially in virtual reality [16], [17].

Traditional eye-tracking systems usually require an independent external display device, such as a monitor or TV, to display calibration and visual stimulation content. That will cause the eye-tracking system to be larger and cumbersome to operate. The existing eye-tracking systems developed in the current studies can be divided into head-mounted eye trackers [13], [18], [19], [20], [42] and remote eye trackers [22], [23]. The head-mounted eye trackers usually require users to wear some sort of helmet or glasses to record their eye movement data when they watch videos. Remote eye trackers don’t require users to wear any equipment but restrict the users from free head motion. Once 3D eye-tracking operations have to be performed in stereoscopic environments, the remote eye trackers are not suitable to be used with active shutter glasses [24].

To fully explore the huge potential of 3D eye-tracking technology for the 3D-HCI, it is necessary to develop a new integrated device for such research. Therefore, in this paper, we propose a novel binocular eye-tracking device with stereo stimuli for 3D PoG estimation, featuring integrated hardware design and efficient algorithm development. Further, we analyze the key challenges and the future potential in 3D-HCI based on the collected data by our device.

The main contributions of this paper compared to previous works are as follows:

- A novel integrated binocular eye-tracking system is proposed to solve the current difficulties in gaze estimation on 3D displays. To the best of our knowledge, we are the first to integrate a 3D stereoscopic display with an eye-tracking mechanism into one compact device.
- We propose a regression-based eye-tracking model
Abbott reported a 3D head-mounted eye-tracking system, which used two ultra-low-cost video game console cameras at a resolution of 320x240 pixels. Wibirama et al. [33] also developed a head-mounted eye-tracking system that can be used properly with consumer-level active shutter glasses. In this research, the Nvidia 3D Vision system was used to view stereoscopic content.

These existing systems, especially with 3D stimuli, are suitable for the controlled settings but limit their practicality in different fields. For example, head-mounted devices generally restrict the wearing of glasses, and remote devices are difficult to overcome the noise due to reflections from the 3D glasses. Therefore, in this paper, we propose an eye-tracking device with a naked-eye 3D stereo imaging function, which can solve many of the limitations of the above-mentioned system. Table 1 has listed several reported eye-tracking systems with evaluated gaze accuracy in the existing literature.

2.2 Gaze Estimation in 3D Space

The existing methods compute the 3D PoG either use geometric models to calculate the intersection position of the line of sight or build regression mapping or convolutional neural network (CNN) model based on eye image features. The visual rays intersection method is considered to be the most direct technique of the 3D PoG estimation. Studies based on this method usually determine the gaze depth by intersecting the visual axes of the two eyes converged on the target [31], [34], [35], [36]. Hennessey et al. [31] reported a binocular eye movement system and have verified this mechanism in a real environment. However, since this technique doesn’t rely on any geometry of the 3D scenes, its performance is very sensitive to the errors of the visual rays and the eye positions. Besides, due to angular errors, two visual rays usually don’t intersect most of the time, and this error may propagate and accumulate into more severe errors when the visual target is far away from the eyes.

Eye vergence is the most evaluated cue for the 3D PoG estimation in literature. The eye vergence cues can be either horizontal disparity between the 2D gaze points of the left and right eyes [37], [38], [39] or the pupil distance [40], [41]. Recently, some other research also introduced global regression models or machine learning techniques to the vergence-based 3D gaze estimation. For example, Elmadjian et al. [42] predicted the X-Y and Z- coordinates of the 3D PoG using two Gaussian process regression (GPR) models. However, these methods must rely on calibration over multiple depths.

More recently, some studies have also explored other ways to estimate the 3D PoG, which are either based on regression or CNN models. For example, Lee et al. [43] described a gaze depth estimator implemented using a multi-layer perception (MPL) neural network for head-mounted augmented reality (AR) applications. Essig et al. [44] proposed a translation of 2D gazes on screens to 3D positions in virtual spaces with a parameterized self-organizing map (PSOM) network using 27 calibration points. Weier et al. [19] predicted the gaze depths by combining vergence measures and multiple depth measures into feature sets to train a support vector regression (SVR) model.
3D stereoscopic display system and an eye-tracking device.

3.1 Structure Overview

A structural overview of our 3D binocular eye-tracking device is presented in Fig. 1. The entire device consists of a 3D stereoscopic display system and an eye-tracking system. Both units are tightly integrated with well-designed parameters to allow the stereo imaging and eye-tracking systems to work together without mutual interference. To ensure the stable operation of the system, we design a flexible FPGA board for system control.

The device is enclosed into an opaque housing to form a closed field of view to enable users to experience immersive viewing. The 3D stereoscopic display unit is embedded into a carefully designed cavity with a symmetrical structure. This module consists of two liquid crystal display (LCD) screens, two beamsplitters, and two convex lenses. The two LCD screens are erected in parallel and fixed on the left and right sides of the cavity, respectively. Two beamsplitters are fixed inside the cavity at a 45° angle. The two compound convex lenses are placed side by side at the front of the cavity to enlarge the image in a certain proportion. As the other main unit, the eye-tracking system includes two infrared cameras and two groups of infrared light sources. Two infrared cameras are installed side by side at the back of the cavity, which can simultaneously collect the binocular eye movement data. Two groups of infrared lights are embedded around the two convex lenses to enhance the infrared exposure of the eye area to allow the cameras to capture eye movement images with higher definition.

The video playback in the 3D stereoscopic display system can be freely switched between 2D and 3D modes. In 3D playback, the left and right LCDs play the left- and right-view images with parallax information. Then, the view images are reflected by the beamsplitters and refracted by the convex lens to enter the users’ eyes to form a stereo vision. At the same time, the two infrared cameras located behind the two beamsplitters can collect eye images of the users and track their gaze.

The main challenge of this design is defining a proper structure that can integrate both systems physically and conform to the relationship of light reflection and transmission, image magnification, and human eye observation. That allows the contents displayed on the left and right LCD screens to overlap to represent a stereo image completely. In addition, our device also features some further advantages. i) The bespoke integrated hardware greatly simplifies the complex setup and operating procedures in most eye tracking systems. Users only need to turn on the device with one button when they start using it, and the device can be adjusted in a 360-degree direction freely to meet the needs of different users. ii) The hardware design avoids the problems of head pose estimation and eye region segmentation, which can effectively save the running time cost and improve the accuracy of the 3D PoG estimation. iii) The rigorous bespoke software design allows the eye movement data of users’ left and right eyes to be collected and stored in our cloud database in a highly synchronized manner. iv) Unlike some eye trackers restricted in limited stereo scenes, our eye-tracking system allows the change of stereo stimulating scenes when required.

3.2 Optical Path of Stereo Imaging

In this subsection, we will give detailed analyses on the design of the device’s optical paths for the function of stereo imaging.

### TABLE 1
Comparison of Some Recent Relevant Eye-tracking Systems With Our Designed System

| Cite | Frequency (Hz) | Resolution (Pixel) | Category | Binocular camera | Wearing Glasses | Stimulus | Gaze Error | Workspace |
|------|----------------|---------------------|----------|------------------|----------------|----------|------------|-----------|
| 23   | -              | 1600 × 1200         | Head-mounted | NO               | YES            | 2D       | 0.70°      | -         |
| 26   | 575            | 100 × 100           | Remote    | NO               | YES            | 2D       | 0.98°      | -         |
| 27   | 60             | 640 × 480           | Head-mounted | NO               | NO             | 2D       | 0.53°      | -         |
| 28   | 30             | -                   | Remote    | NO               | YES            | 2D       | 0.69°      | -         |
| 30   | 30             | 640 × 480           | Head-mounted | NO               | NO             | 3D       | 5.41 cm    | 10 × 10 × 50 cm³ |
| 31   | 200            | 640 × 280           | Remote    | YES              | YES            | 3D       | 3.99 cm    | 30 × 23 × 25 cm³ |
| 32   | 120            | 320 × 240           | Head-mounted | YES              | NO             | 3D       | 5.80 cm    | 47 × 27 × 108 cm³ |
| 33   | 25             | 640 × 480           | Head-mounted | YES              | YES            | 3D       | 2.10 cm    | 50 × 28 × 20 cm³ |
| **Our** | **60**         | **1920 × 1080**     | -         | YES              | YES            | **2D**   | **0.66°**  | -         |
|      |                |                     |           |                  |                |          | 1.85 cm    | 50 × 30 × 75 cm³ |
|      |                |                     |           |                  |                |          | 15.47 cm   | 240 × 400 × 700 cm³ |

Fig. 1. Overview of the structure of the designed 3D binocular eye-tracking device.
The design of optics for stereo imaging has been shown in Fig. 2a. In 3D playback mode, the control system splits a stereo video clip into two streams of left and right views and displays them on the left and right LCD screens. Since both optical paths are symmetrical, we will take the left-view path as an example for frame-based analyses. Initially, the source image for the left-view \( I_l \) displayed on the left LCD can be reflected by the beamsplitter to form a virtual image \( I'_l \). Since the light emitted by the LCD screen is in the visible range, the beamsplitter acts as a plane mirror for the image \( I'_l \) and the sizes of the visible images \( I_l \) and \( I'_l \) are equal. In addition, as the angle between the beamsplitter and the optical axis is 45°, the virtual image \( I'_l \) is perpendicular to the optical axis. Then, due to the refraction of the convex lens, the virtual image \( I'_l \) is proportionally enlarged into a virtual image \( I''_l \). Finally, for each frame when both of the user’s eyes simultaneously capture the left and right virtual images \( I''_l, I''_r \), the parallax information between the left and right views of each frame of the original stereoscopic video enables the users to generate stereo vision.

From the above analysis, when users watch the stereoscopic video played by our device, the image plane they are looking at is the left and right virtual images \( I''_l, I''_r \). In this article, we refer to these planes as the gaze plane.

### 3.3 Optical Path of Eye Movement Capturing

The design of optics for eye movement capturing has been shown in Fig. 2b. Considering the illumination provided by the LCDs is in visible light and the brightness is difficult to stabilize, we choose to use infrared light to illuminate the eye regions. Since the left and right eye paths are symmetrical, we also take the left-view optical path as an example to illustrate the design. The light emitted by the infrared sources is reflected by the eye and then enters the convex lens to be refracted into the beamsplitter. As the beamsplitter allows transmission of the infrared light, the reflection from the eye can penetrate the glass and reaches the infrared camera without interfering with the stereo imaging path.

Both types of optical paths are well-designed to enable users to get better experiences during the tests. The setting of the convex lens can magnify and zoom the left- and right-views to a certain ratio, provide users with a more comfortable viewing field, and enable them to obtain a better immersive experience while avoiding eye fatigue. Moreover, to capture comprehensive eye images during tracking, we set the cameras at positions opposing the eyes for direct capture. This design manages to avoid destroying the optical paths for 3D stereo imaging with our designed optics. That design also gives advantages over the existing commercial eye trackers with camera sets fitted under the eyes, which requires camera titling when collecting eye movement data. Such tracking devices are likely to give aliased information due to reflection or viewing angle problems when capturing eye movements from oblique directions, especially when users wear glasses.

### 4 Proposed Model for 3D PoG Estimation

For eye tracking in real scenes, gaze depth can be derived from the sampled depth at the PoG of the user. However, for 3D displays, due to the virtual nature of the 3D scenes, it is impossible to directly model the virtual scene and get the gaze depth from the 2D on-screen gaze points. Therefore, this paper converts the 3D PoG estimation under the stereo video stimulus into a regression-based method.

The whole workflow of the 3D PoG estimation model is shown in Fig. 3. To construct the feature set required for training of the regression model, we first take the eye movement data and the stereo video stimulation as input to extract the required features. Firstly, some eye region landmarks will be located at the eye images by CNN-based methods, including eyelid, iris, eyeball centres, radius, etc. Then, a feature set based on these eye region landmarks can be built for the gaze direction estimation. Instead of directly using these landmarks as feature elements, we propose to use the vector values between the centre of the pupil and the other landmarks to build the feature set. Based on this feature set, an SVR model is trained to estimate the users’ gaze direction. After that, the 2D gaze points located at the intersection positions of the gaze direction vectors and the gaze planes can be directly computed. To convert the 2D gaze to the 3D space, we train a parameterized self-organizing map (PSOM) network to finish this mapping.
For the gaze depth $Z$ estimation, a multi-source feature set including eye movement features and stereo stimuli features is constructed for the regression model’s training. In this step, the disparity value of the stereo view is also introduced as one of the features to improve the relevance of the multi-source feature set. Moreover, to find the optimal solution, five commonly used regression models are trained and evaluated on this feature set to find the optimal solution. Finally, this whole model can be used for the 3D PoG $(X, Y, Z)$ estimation.

4.1 Feature Based 2D Gaze Estimation

As described in the review literature [45], feature-based methods for gaze estimation have become the most popular approaches. The primary reasons are that these local eye features such as pupils, eye corners, and eyelids are easy to be extracted from eye images and can be formally related to the gaze. Among them, features based on pupil centre-corneal reflection (PC-CR) vectors [46] or pupil (iris) center eye corner (PC-EC) vectors [47] have been shown to have a strong correlation with the gaze directions. Inspired by the literature, we propose a more robust feature set to estimate the gaze direction vectors, which makes full use of the relative positions between the pupils and eyelids as well as corneal reflections.

As shown in Fig. 4, the symbol $o$ represents the pupil centre landmark and $(a, b, \ldots, h)$ represents eight eyelid landmarks. Symbols $(m, n, p, q)$ marks four corneal reflection points induced by the infrared lights.

Given the above consideration, we choose thirteen features $[v_{oa}, v_{ob}, \ldots, v_{oh}, v_{om}, \theta_1, \theta_2, \theta_3]$ in total to form the feature set for a single eye. In this step, a deep learning method proposed in [48] is introduced to locate the required eye region landmarks. This method is a robust landmark detector with a stacked-hourglass network which is trained on synthetic eye image datasets.

With the extracted feature set, an SVR model can be trained for gaze direction vector estimation. Although various models have been proposed to make such predictions, we choose to use the SVR due to its good generalization capability and resilience to over-fitting. Moreover, it has been proved to be very effective in dealing with similar prediction problems [19], [49]. Given a labeled training set $(v_j, \theta_j), j = 1, \ldots, N$ of feature-vector, gaze-vector pairs, the SVR algorithm learns a parametric functional mapping from feature vectors to gaze vector estimates of the form:

$$\hat{\theta}(v) = \sum_{j=1}^{N} \omega_j \kappa(v_j, v) + b,$$

where $v$ denotes the extracted feature vector of a test eye image and $b, \omega := (\omega_1, \ldots, \omega_N)^T$ are the parameters of the mapping which are learned from training data. Besides, $\kappa(\cdot, \cdot)$ is a chosen positive definite symmetric kernel and we
choose the radial-basis function (RBF) as a kernel function in this paper:

$$K(v_j, v) = \exp \left\{ - \frac{|v_j - v|^2}{\sigma^2} \right\}$$

(2)

where $\sigma$ is a kernel parameter. Then, the solution can be learned by following the optimization problem:

$$\min_{b, \omega} \frac{1}{2} ||\omega||^2 + C \sum_{j=1}^{N} \max(0, |\theta_j - \hat{\theta}(v_j)| - \varepsilon),$$

(3)

where $C$ is a regularization parameter that controls the trade-off between bias and variance. The parameter $\varepsilon$ controls the trade-off between sparsity and accuracy with a larger $\varepsilon$ favoring sparser solutions.

With the extracted feature set, the trained model can directly predict the user’s gaze vectors. Then, the 2D gaze of the two eyes in pixels, $(x_l, y_l)$ and $(x_r, y_r)$, can be located at the intersections between the gaze vectors $V_l$, $V_r$ and the gaze planes $I'_l$, $I'_r$, respectively (see Fig. 5).

Commonly, the operation of the PSOM consists of two components. First, it maps 3D PoG $(X, Y, Z)$ through interpolation onto corresponding 2D gaze based on the calibration data. Second, its recurrent component computes the inverse of this mapping, thereby providing the desired projection from 2D to 3D gaze coordinates [44]. However, it is worth mentioning that the calibration process with different depth values is very complicated. For example, the calibration of the $n$-layer depth value needs to contain at least $9 \times n$ calibration points. This is not only a difficult computational challenge but also a challenge for the users to gaze at the calibration points all the time. To make the matter worse, the precision of gaze depth estimation with the PSOM algorithm will decrease rapidly as the depth of the gaze plane increases. Therefore, in our algorithm, the PSOM algorithm is only used to map of $(X, Y)$ elements in 3D PoG $(X, Y, Z)$. The gaze depth element $Z$ will be estimated using a regression-based method, which will be explained in the next subsection.

Given the above considerations, the PSOM network used in our implementation contains four input neurons, nine inner neurons, and two output neurons, with bidirectional connections between the inner and output layers. Since only one depth plane calibration is required in our method, the total calibration points are only 9 positions which are arranged in a $3 \times 3$ grid. During the calibration process, both the spatial coordinates and the calibration data for each calibration point are stored into the corresponding inner neuron. In detail, for the $k^{th}$ calibration point, the calibration data is provided in the form of a reference vector $\bar{w}_k = (x_{ik}, y_{ik}, x_{rk}, y_{rk}) \in \mathbb{R}^4$. Given the $(X, Y)$ coordinates of the current 3D PoG $s$, the PSOM constructs an interpolation function to return the 2D gaze:

$$f(s) = \sum_{k \in A} H(s, k) \bar{w}_k,$$

(4)

where $H$ is an interpolation basis function.

The inverse function $f^{-1}$ of $f$, which can approximate $(X, Y)$ coordinates of the 3D PoG from the 2D gaze, can be derived by implementing an iterative minimization of an error function. This error function is defined as:

$$E(s) = \frac{1}{2} (f(s) - f_{est})^2,$$

(5)

in which $f(s)$ is the 2D gaze data calculated by the PSOM and $f_{est}$ is the estimated 2D gaze data. The solution is to be updated in an iterative gradient-descent procedure:

$$s(t + 1) = s(t) - \varepsilon \frac{\delta E(s)}{\delta s}, \text{ with } \varepsilon > 0,$$

(6)

and the optimal solution will be obtained when $E(s(t))$ falls below a preset threshold value.

### 4.2 Mapping 2D Gaze to 3D Space

Since the designed 2D gaze provides the users with 3D stimulus, we need to map their 2D gaze into 3D space. In this paper, the PSOM network is introduced to finish this mapping. The PSOM network is one type of artificial neural network widely used in standard 2D eye tracking, and it also has been shown to have the ability to estimate the 3D PoG from a user’s binocular eye-tracking data [44].

Commonly, the operation of the PSOM consists of two components. First, it maps 3D PoG $(X, Y, Z)$ through interpolation onto corresponding 2D gaze based on the calibration data. Second, its recurrent component computes the inverse of this mapping, thereby providing the desired projection from 2D to 3D gaze coordinates [44]. However, it is worth mentioning that the calibration process with different depth values is very complicated. For example, the calibration of the $n$-layer depth value needs to contain at least $9 \times n$ calibration points. This is not only a difficult computational challenge but also a challenge for the users to gaze at the calibration points all the time. To make the matter worse, the precision of gaze depth estimation with the PSOM algorithm will decrease rapidly as the depth of the gaze plane increases. Therefore, in our algorithm, the PSOM algorithm is only used to map of $(X, Y)$ elements in 3D PoG $(X, Y, Z)$. The gaze depth element $Z$ will be estimated using a regression-based method, which will be explained in the next subsection.

Given the above considerations, the PSOM network used in our implementation contains four input neurons, nine inner neurons, and two output neurons, with bidirectional connections between the inner and output layers. Since only one depth plane calibration is required in our method, the total calibration points are only 9 positions which are arranged in a $3 \times 3$ grid. During the calibration process, both the spatial coordinates and the calibration data for each calibration point are stored into the corresponding inner neuron. In detail, for the $k^{th}$ calibration point, the calibration data is provided in the form of a reference vector $\bar{w}_k = (x_{ik}, y_{ik}, x_{rk}, y_{rk}) \in \mathbb{R}^4$. Given the $(X, Y)$ coordinates of the current 3D PoG $s$, the PSOM constructs an interpolation function to return the 2D gaze:

$$f(s) = \sum_{k \in A} H(s, k) \bar{w}_k,$$

(4)

where $H$ is an interpolation basis function.

The inverse function $f^{-1}$ of $f$, which can approximate $(X, Y)$ coordinates of the 3D PoG from the 2D gaze, can be derived by implementing an iterative minimization of an error function. This error function is defined as:

$$E(s) = \frac{1}{2} (f(s) - f_{est})^2,$$

(5)

in which $f(s)$ is the 2D gaze data calculated by the PSOM and $f_{est}$ is the estimated 2D gaze data. The solution is to be updated in an iterative gradient-descent procedure:

$$s(t + 1) = s(t) - \varepsilon \frac{\delta E(s)}{\delta s}, \text{ with } \varepsilon > 0,$$

(6)

and the optimal solution will be obtained when $E(s(t))$ falls below a preset threshold value.

### 4.3 Gaze Depth Estimation with Multi-Source Features

To further determine gaze depth element $Z$ of users’ 3D PoG, we propose to use a multi-source feature set for regression analysis. As mentioned in [50], relying on a single feature to estimate the gaze depth often causes a large range of errors. For example, depth estimations that rely entirely on eye vergence are usually only accurate for the first 0.5 m to 1 m [49], [50]. Meanwhile, visual rays intersection-based methods for gaze depth prediction have also been proven to be inaccurate for realistic scenes [51], [52]. Thus, incorporating more depth features from multi source for gaze depth prediction will be beneficial [19].

Multiple cues related to gaze depth in human visual perception have been evaluated in literature [14], [53], including oculomotor related and visual related cues. In our discussion, however, we only concentrate on the interaction of eye vergence, pupil, and disparity cues because they are more significant and well-matched for our binocular eye-tracking system.

In Fig. 5 we give a detailed description of the utilized features. Usually, vergence-related features can be represented as the vergence angle, $\alpha$, and the horizontal vergence, $\Delta x$. The vergence angle is defined as the angle between the two gaze vectors, $V_l$ and $V_r$. Measuring vergence angles, one may differentiate gaze depths up to a distance of 1.5 m to 3 m depending on the user’s visual faculty [53]. The horizontal disparity $\Delta x$ is described as the horizontal distance of the left and right 2D gaze. The pupil is an additional important factor, and it is extremely sensitive to the amount of received light. Under normal light conditions, its diameter can adjust in a range of 2 ~ 6 mm [54]. As another visual related cue, the disparity of the stereo view can intuitively reflect the depth changes of the 3D stimulus. Theoretically, there is a linear relationship between the disparity value and the depth of field (DoF) value of a stereo view. Besides, as far as we know, we are the first to use disparity features of the stereo image stimuli to estimate the gaze depths.

The multi-source feature set contains a total of 7 columns of features as shown in Table 2. Specifically, it consists of
three categories: vergence-related features including the x-axis components of the two gaze vectors, $(v_{x1}, v_{x2})$, vergence angle, $\alpha$, and horizontal vergence, $\Delta x$; pupil-related features including the interpupillary distance, $|x_{pr} - x_{pl}|$, and the average pupil radius of two eyes, $\frac{1}{2}(R_{1} + R_{2})$; disparity-related features defined as $D_{(x,y)}$ that is the value at the 2D gaze point in the disparity map. In order to eliminate the error caused by 2D fixation point estimation, we take $(x, y) = \frac{1}{2}(p_{1} + p_{2})$, where $p_{1}$ and $p_{2}$ are the intersection points of the gaze vectors and virtual planes $I_{1}'$.

To determine a suitable model, we trained five mainstream regression models for the gaze depth prediction. The five regression models are standard linear regression (SLR), Bayesian ridge regression (BR), elastic network regression (ETCR), SVR, and gradient boosting regression (GBR). In addition, to eliminate errors caused by data fluctuations, these five models were cross-validated for each dataset. We evaluated these models based on the Scikit-learn library, which is a third-party library that encapsulates common machine learning methods in Python. For the sake of fairness, the parameters and kernel functions of each model maintained the initial default values during our evaluation process. The detailed evaluation results are shown in Subsection 6.3.

This section describes the entire process of building our 3D PoG estimation model without the need to perform multiple depth plane calibration. In the next section, we present the design of several experiments for the evaluation of the model performance.

5 DESIGN OF EXPERIMENTS

5.1 Stereo Stimuli

In order to measure the performance of the system for scenes with different volumes, we designed two 3D scenarios with different test volumes. As shown in Fig. 5, the first scenario (Scene1) is a virtual scene, which is designed by the 3D Studio MAX software to test model performance in a close-range view. Another scenario (Scene2) is a realistic indoor scene taken by a binocular stereo camera to test the model performance in a far-range view. The test volumes of the two scenarios are 50cm $\times$ 30cm $\times$ 75cm(Scene1) and 2.4m $\times$ 4.0m $\times$ 7.9m(Scene2).

Scene1 contains a total of 36 $(3 \times 3 \times 4)$ test points, which are distributed on 4 different depth planes, including 15 cm, 35 cm, 55 cm, and 75 cm. A ring marker will follow the trajectory during the test to move from point S to point E, appearing at 9 locations in each plane $(plane_{1} \sim plane_{4})$. Scene2 contains a total of 9 test points with depths in a range of 0 $\sim$ 7.9 m. During the animation, a red marker will flash randomly at these 9 testing positions with a beep. After the red marker stops flashing, the user needs to continue staring at the prompt positions for two seconds.

5.2 Procedure of Data Collection

To verify the effectiveness of the entire system, we have organized 30 people to participate in our study. The participants include 16 males and 14 females, whose ages are between 22 and 35 years old. During the test, the participants did not need to wear any equipment but only to put their chins on a height-adjustable stand (Fig. 8).
Fig. 7. Examples of captured eye images, including left eyes, right eyes and eyes with glasses.

Fig. 8. Experimental setup for data collection. The complete setup consists of a binocular eye-tracking system and a monitor which can be used to display the user’s eye movement data in real time. The head of the user was stabilized using a chin rest.

At the beginning of the experiment, a participant was shown to a 30-second short 3D video clip to experience the form of 3D presentation in advance. Then the device was switched to 2D mode, and the participant was required to complete the calibration process of the 2D gaze. Nine marker positions were arranged in a $3 \times 3$ array, and a red marker appeared randomly at these positions when the calibration started. Once calibration of the 2D gaze was completed, the participant was asked to remain still to watch two 3D scenes (Fig. 6) and keep their gaze following a prompt target until the videos were over. To reduce users’ fatigue, we set a 15-second rest after each video playback.

The device can collect and save the users’ eye movement images in video mode at 60 Hz with a resolution of 1080P for a single eye. Then, the recorded data were downsampled to reduce data duplication and redundancy. For each test point, only 8 eye images (four pairs of left and right eyes) of each participant were chosen to build the dataset. We split our dataset to use 25 users’ data for training and leave the rest for testing. Some examples of captured eye images are shown in Fig. 7.

5.3 Personal 2D Gaze Calibration

The calibration considers a total of 9 positions. For each marker position, samples are only recorded if eye features and markers are properly recognized by detection algorithms. At this stage, we convert the 2D gaze calibration problem into a non-linear least squares problem. For each sample, $(x_c, y_c)$ denotes the known coordinate of the calibration point and $(x, y)$ denotes the corresponding gaze point estimated by the SVR model. Letting $a_0 \sim a_5$ and $b_0 \sim b_5$ be unknown coefficients, we utilize the second order polynomial function to map this calibration:

$$
\begin{align*}
   x_c &= a_0 + a_1 x + a_2 y + a_3 x y + a_4 x^2 + a_5 y^2, \\
   y_c &= b_0 + b_1 x + b_2 y + b_3 x y + b_4 x^2 + b_5 y^2.
\end{align*}
$$

When the calibration process is completed, the resulting coefficient vectors are saved and used in real-time during the follow-up eye-tracking process.

6 EVALUATION AND RESULTS

6.1 Evaluation of 2D Gaze Estimation

We define the 2D gaze estimation errors as the average distances between the estimated 2D gaze points before and after calibration and the true calibration point positions. The estimation results of one user’s PoG have been shown in Fig. 9, where the symbols ‘+’ in black represent the true positions of the calibration points, ‘o’ in blue represent initially estimated gaze positions, and ‘∗’ in red represent the calibrated gaze positions.

![Fig. 9. The calibration results of a user’s left (a) and right (b) 2D gaze points. ‘+’ in black represent the true positions of the calibration points, ‘o’ in blue represent initially estimated gaze positions, and ‘∗’ in red represent the calibrated gaze positions.](image-url)
Fig. 10. Linear correlation and importance analysis between each feature vector of the multi-source feature sets. Figures (a) and (b) show the Pearson correlation coefficient heatmap for the feature sets corresponding to Scene1 and Scene2. Symbols a-h represent the features $v_x \in V_l$, $v_y \in V_r$; vergence angle, horizontal vergence, interpupillary distance, pupil radius, disparity and gaze depth. (c) and (d) show the compute Gini coefficient for the feature sets corresponding to Scene1 and Scene2.

6.2 Evaluation of ($X,Y$) Elements

In this step, we evaluate the accuracy of the estimated ($X,Y$) elements. The measurement error is defined as the average Euclidean distance from the estimated value to the real gaze-position for individual coordinates ($x-\text{ }$, $y-$). Since Scene1 and Scene2 have different test volumes, one is a close-range view and the other is a far-range view, gaze estimation accuracy for these two scenarios will be evaluated separately.

Results for Scene1 are shown in Table 3. This table shows the average total error for all subjects, separated for individual planes and coordinates. In addition, to explore the influence of the distance of the gaze depth on the accuracy of the ($X,Y$) estimation, we also calculate the average estimation errors for individual planes ($plane_1 \sim plane_4$). The statistical analysis of the experimental data shows that the error differences between the four planes are apparent. The average total errors of the furthest plane $plane_4$ in $x-$ and $y-$ directions are 1.43 cm and 1.27 cm, which are 0.87 cm and 0.79 cm higher than those of the closest plane $plane_1$.

Table 4 shows the estimation error for Scene2. Since this scene contains a total of 9 test positions, we have listed the gaze errors for individual users and test points. The statistical analysis of the experimental data shows that the average error for the closest test point (point 1) and the furthest test point (point 9) in $x-$ and $y-$ directions are 3.12 cm and 2.90 cm and 11.21 cm and 12.44 cm. Besides, the average errors of the five users for the whole scene are in $x-$ and $y-$ directions are 6.80 cm and 7.63 cm.

These results show that the estimation error will decrease as the gaze plane approaches the eyes. The apparent explanation for this effect is that, when the gaze plane is further away from the eyes, the subject’s vergence angle changes less during a shift of the 3D gaze points. This is also why the resolution and accuracy of the eye tracker spatial measurements are higher for near than for distant gaze points.

| TABLE 3 | Average Total Error of the x- and y- Coordinates of Scene1 for Individual Planes |
|----------------|-------------------------------------------------|
| Planes | X- Average total error (cm) | Y- Average total error (cm) |
| $plane_1$ | 0.56 ± 0.09 | 0.48 ± 0.16 |
| $plane_2$ | 0.61 ± 0.12 | 0.59 ± 0.11 |
| $plane_3$ | 1.01 ± 0.14 | 0.96 ± 0.13 |
| $plane_4$ | 1.43 ± 0.17 | 1.27 ± 0.14 |
| Average | 0.90 ± 0.13 | 0.83 ± 0.14 |
TABLE 4
Average Total Error of the x- and y- Coordinates of Scene2 for Individual Testing Point

| Test Points | X- (cm) | Y- (cm) |
|-------------|---------|---------|
|             | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
| User1       | 3.12 | 3.07 | 5.14 | 6.07 | 5.58 | 8.01 | 8.78 | 9.17 | 10.22 |
| User2       | 2.07 | 3.17 | 5.24 | 6.13 | 7.73 | 8.77 | 9.01 | 9.77 | 10.09 |
| User3       | 3.10 | 3.22 | 4.24 | 4.37 | 6.56 | 8.64 | 9.23 | 9.73 | 12.36 |
| User4       | 3.62 | 2.93 | 4.37 | 5.75 | 6.33 | 8.48 | 9.64 | 9.51 | 10.99 |
| User5       | 3.71 | 2.83 | 4.59 | 5.92 | 7.78 | 9.04 | 9.95 | 10.14 | 11.38 |
| Ave         | 3.12 | 3.04 | 4.72 | 5.65 | 6.80 | 8.73 | 9.32 | 9.66 | 11.21 |

6.3 Feature Correlation Analysis

Since we construct a multi-source feature set for the gaze depth estimation in this paper, it is necessary to prove the validity of the selected feature data. For this purpose, the Pearson correlation coefficient and Gini coefficient between each feature and the depth value are calculated. The Pearson correlation coefficient is a linear correlation coefficient used to reflect the degree of linear correlation between two variables. The larger the absolute value, the stronger the correlation. The Gini coefficient is defined as the total decrease in node impurity averaged over all trees of the ensemble, which can be used as a general indicator of feature importance.

Fig. 10 shows the computed results for the selected feature sets corresponding to Scene1 (Fig. 10(a)(c)) and Scene2 (Fig. 10(b)(d)). The two Pearson correlation coefficient heatmaps reveal a remarkably high degree of correlation between the gaze depth and the selected features, especially for Scene1, which is the close-range view. Among these seven-dimensional features, the dimension of the vergence-related and disparity-related features have the highest correlation with gaze depth. Although the correlation values of such features for Scene2 are relatively small compared with those for Scene1, these features still have significant correlations with the gaze depth (especially for the horizontal vergence feature 0.48 and disparity feature -0.43). In addition, by comparing the two heat maps, it is easy to find that the pupil-related features are susceptible to the depth of field value of the test scenes. When the depth of field of the test scenes is too large, the correlations between pupil-related features and gaze depth will tend to be 0. The computed Gini coefficients for the two feature sets are shown in Fig. 10(c)(d), and the feature importance scores provide a relative ranking. For Scene1, the top three features are vergence angle, horizontal vergence, and disparity, with scores of 0.326, 0.301, and 0.211, respectively. As for Scene2, although the types of the top three features in the feature importance score ranking are the same as that of Scene1, the ranking order has a noticeable change, and the importance score of the disparity feature reaches the top. This result fully proves that, except for the vergence-based feature, the disparity feature is another crucial cue for gaze depth estimation.

6.4 Evaluation of Gaze Depth Regression

To find an optimal solution for gaze depth estimation, we evaluated the performance of five regression models based on the two designed scenes. In this part, four metrics including the mean absolute error (MAE), mean squared error (MSE), coefficient of determination (R²), and the prediction error, are used to make this assessment. Additionally, to thoroughly verify the regression performance of these models under different depths of field, we separate the datasets of Scene1 and Scene2 to train and test the models.

Table 5 compares the metrics of the trained models both for Scene1 and Scene2, and the data in the error column is defined as the average Euclidean distances between the average predicted gaze depths and the ground truth values. As can be seen from the table, SVR and GBR models outperform most other algorithms. Especially, the GBR model can achieve 0.0301 in MAE, 0.1050 in MSE, 0.9242
The proposed device is the first compact and practical solution over the workspace volume 50 cm × 30 cm × 40 cm. For PoG estimation, the average errors are 1.85 cm/0.15 m. The average error for 2D gaze estimation was 0.66°. With different depths of field, we designed to verify the accuracy of the current 3D field of view. We propose a regression-based PoG estimation model. This model makes full use of the multi-source features to predict the 3D PoG. In addition, two test stereo scenes are designed to verify the performance of the regression model. The goal of each weak learner is to fit the negative gradient of the loss function of the previously accumulated model so that after adding the weak learner, the accumulated model loss can be reduced in the direction of the negative gradient.

Fig. 11 shows the comparison of the gaze depth regression results. It can be seen that the GBR model performs the best, and its predicted values are highly consistent with the true values. Compared with the GBR model, the regression performance of the SVR model is slightly worse, and the prediction stability is less robust. Moreover, the performances of the remaining three linear models are not ideal, which may be caused by the low linear correlation of the multi-source features.

Moreover, the average error of the 3D PoG estimation in this paper is defined as the Euclidean distance error $\sqrt{(x^2 + y^2 + z^2)}$, where $x_e$, $y_e$, $z_e$ are the average absolute errors for the X-, Y-, and Z-intensive coordinates. The experimental results and the comparison with some eye-tracking systems in the existing literature are shown in Table 1.

### 7 Conclusion

This paper proposes a novel binocular eye-tracking system that integrates 3D stereo imaging and eye movement capturing to provide 3D PoG estimation with high accuracy. Compared with existing solutions, our design can provide more unified and standardized test scenes for 3D gaze estimation with the benefits of cost-effectiveness and user-friendliness. To locate the user’s PoG with high accuracy in the current 3D field of view, we propose a regression-based 3D PoG estimation model. This model makes full use of the user’s eye movement features and the stereo stimuli features to predict the 3D PoG. In addition, two test stereo scenes with different depths of field are designed to verify the effectiveness of our model. Experimental results show that the average error for 2D gaze estimation was 0.66° and for 3D PoG estimation, the average errors are 1.85 cm/0.15 m over the workspace volume 50 cm × 30 cm × 75 cm/2.4 m × 4.0 m × 7.9 m separately. To the best of our knowledge, our proposed device is the first compact and practical solution with bespoke integrated hardware and efficient algorithms to provide accurate 3D PoG estimation.
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