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Abstract. In tasks such as tracking, time-series data inevitably carry missing observations. While traditional tracking approaches can handle missing observations, \textit{recurrent neural networks} (RNNs) are designed to receive input data in every step. Furthermore, current solutions for RNNs, like omitting the missing data or data imputation, are not sufficient to account for the resulting increased uncertainty. Towards this end, this paper introduces an RNN-based approach that provides a full temporal filtering cycle for motion state estimation. The Kalman filter inspired approach, enables to deal with missing observations and outliers. For providing a full temporal filtering cycle, a basic RNN is extended to take observations and the associated belief about its accuracy into account for updating the current state. An RNN prediction model, which generates a parametrized distribution to capture the predicted states, is combined with an RNN update model, which relies on the prediction model output and the current observation. By providing the model with masking information, binary-encoded missing events, the model can overcome limitations of standard techniques for dealing with missing input values. The model abilities are demonstrated on synthetic data reflecting prototypical pedestrian tracking scenarios.
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1 Introduction & Related Work

One important task for autonomous systems is estimating pedestrians’ motion states based on observations. After the success of RNNs in a variety of sequence processing tasks, like speech recognition [8,12] and caption generation [10,35], these models are also successfully applied to pedestrian trajectory prediction (see for example [1,14,16,32]). While tracking approaches based on Bayesian formalization explicitly model the increase in the prediction uncertainty when an
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observation is missing, RNN-based models are designed to receive input data in every step. The two main ways to address missing values in time series are data imputation and omitting the missing data [30]. Data imputation means to substitute the missing values with methods like interpolation [19] or spline fitting [9]. Nonetheless, various imputation methods estimate better missing data, which results in a process where imputation and prediction models are separated [7]. Since the model does not effectively explore the missing pattern, only suboptimal results are achieved. The simplest omitting strategy is to remove samples in which a value is missing. This may work for training but cannot be applied during inference. Alternatively, and in particular for RNNs, the problem can be modeled with marked missing values. A missing value can be masked and explicitly excluded, or the model can be encouraged to learn that a specific value represents the missing observation [6]. Most approaches are for healthcare applications [34] or in the field of speech recognition [23]. More recently, Che et al. [7] customized an RNN model to incorporate the patterns of missingness for time series classification. Also, for classifying time series, Lipton et al. [21] treated the pattern of missing data as a feature to diagnose clinical data collected from a pediatric intensive care unit.

This paper introduces an RNN-based full temporal filtering cycle for motion state estimation to better deal with missing observations. The approach is intended to serve as a module for single object motion filtering in a multi-object deep learning trajectory prediction pipeline. In trajectory prediction applications, deep learning-based approaches are increasingly replacing classic approaches due to their ability to better capture contextual cues from the static (e.g. obstacles) or dynamic environment (e.g. other objects in the scene) [28]. Although there exist variants relying on generative adversarial networks (GANs) [2,13], temporal convolution networks (TCNs) [3,22], and transformers [11,29], for encoding object motion, the most popular basis is RNNs. The proposed approach can partly be adapted to the other deep learning approaches but is then essentially limited to the additional masking information. It should be noted that due to the positional encoding and the attention mechanism applied in transformers, these models can deal with missing observations by exploiting the remaining observations [11]. The positional encoding extends to unseen lengths, but it is primarily designed for a fixed input length. Thus, it is not clear how well this approach generalizes to variable input lengths, and our proposed approach is designed for varying input lengths. For a comprehensive overview of current deep learning-based approaches for trajectory prediction, the reader is referred to these surveys [26,28,18].

For providing a full temporal filtering cycle, two RNNs are combined to recursively infer the prior and posterior motion states. Thereby, an RNN update model (Update-RNN) relies on the output of an RNN prediction model (Prediction-RNN) in addition to the current observation for inferring the current state. The Prediction-RNN generated a parametrized distribution to capture future states and their prediction uncertainties. Both networks are additionally provided with masking information to enable the networks to learn a representation for miss-
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Thereby, the Prediction-RNN can capture the increased uncertainty when observations are missing, and the Update-RNN can learn to trust in the prior states in these situations. The evaluation is done on synthetically generated data reflecting prototypical pedestrian tracking scenarios.

In the following, a brief formalization of the problem and a description of the RNN-based Prediction-Update-Cycle are provided in section 2. The achieved results are presented in section 3. Finally, a conclusion is given in section 4.

2 RNN-based Prediction-Update-Cycle

![Fig. 1. Visualization of the proposed RNN-based prediction-update cycle. The Update-RNN estimates the unknown system state \( \hat{\mathbf{x}}^k \) from the observations \( \tilde{\mathbf{z}}^k \) and estimated prior state \( \hat{\mathbf{x}}^{k-1} \) or rather \( \hat{\mathbf{x}}^{k-} \) provided by the Prediction-RNN.]

The goal is to devise a model that can successfully infer motion states of tracked objects and deal with missing observations. In the context of RNNs, trajectory prediction is formally stated as the problem of inferring trajectories of objects (e.g. pedestrians), conditioned on their track history. Given an input sequence \( \mathcal{Z} \) of consecutive observed positions \( \tilde{\mathbf{z}}^k = (x^k, y^k) \) at time step \( k \) along a trajectory, the task is to filter the current position \( \hat{\mathbf{z}}^k = (x^k, y^k) \) and to generate predictions for future positions \( \{\hat{\mathbf{z}}^{k+1}, \hat{\mathbf{z}}^{k+2}, \ldots\} \). Almost all deep-learning-based trajectory prediction models conditioned solely on positions ignore that the observed positional data includes uncertainties [11]. Conditioning is done under the assumption that a noise-free, full input trajectory is provided. We combine two RNNs in a Kalman filter-like Prediction-Update cycle to deal with the included uncertainties in the observations.

**Prediction Network:** The Prediction-RNN generates the distribution over the next position \( \hat{\mathbf{z}}^{k+1} \), the density of the predicted state \( p^{-}(\mathbf{z} = \mathbf{z}^{k+1}) \) \( \triangleq p(\mathbf{z}^{k+1} | \tilde{\mathbf{z}}^{0:k}) \). Compared to Bayesian filtering, \( \hat{\mathbf{z}}^k \) is not the full dynamical state \( \tilde{\mathbf{x}}^k \), but the state \( \hat{\mathbf{z}}^k \) can be interpreted as observable state by mapping the RNN
state $\vec{h}$ to the observation space $[4]$. For generating the distribution $p^-(\cdot)$ over the next positions, the model parametrizes a mixture density network (MDN)$[^5]$. For reflecting the increased prediction uncertainty in case of a missing observation, which would result in a changed possible position distribution, we propose to extend the input sequence with masking information in the form of a binary-coded indicator variable $m^k \in \{0,1\}$, which marks an observation as missing. The binary-coded masking is used to incorporate a replacement value as missing. In the case of dealing with missing last $k_{miss}$ observation, the model generates a distribution over the $1+k_{miss}$ next steps. In practice, only conditioned on the information from the $k-k_{miss}$ observed time steps. The model can be trained by maximizing the likelihood of the data given the output Gaussian mixture parameters. The loss function $L_{pred}$ of the Prediction-RNN using one mixture component is given by $L_{pred}(Z') = \sum_{k=1}^{K} -\log\left\{\mathcal{N}(\vec{z}^{k+1+k_{miss}}, \vec{z}^k, \Sigma^k)\right\}$. Thus, for $k_{miss} = 0$ this is the default loss for a next step prediction RNN-MDN. $Z'$ is the combination of estimated states by the Update-RNN multiplied with the masking information and concatenation of the masking information $\{\hat{\vec{x}}^k \cdot m^k, m^k\}$. Although the Update-RNN estimates the current state $\vec{x}'$ for every time step, the estimates are replaced with the missing placeholder for conditioning. Note that the Prediction-RNN is not used for long-term prediction but for providing the Update-RNN with a prior state with uncertainty $\hat{\vec{x}}^k;+, \hat{\Sigma}^k;+$. With an embedding of the inputs, the Prediction-RNN can be defined as follows:

$$\begin{align*}
\vec{z}^k_{pred} &= \text{EMB}(\vec{z}^k;+ \cdot m^k; \Theta_{epred}), \\
\vec{h}^k_{pred} &= \text{RNN}(\vec{h}^{k-1}_{pred}; \Theta_{RNNpred}), \\
\vec{z}^{k+1+k_{miss}}, \Sigma^{k+1+k_{miss}} &= \text{MLP}(\vec{h}^{k}_{pred}; \Theta_{MLPpred}) \\
\vec{z}^k;-, \Sigma^k;-% &= \vec{z}^{k+1+k_{miss}}, \Sigma^{k+1+k_{miss}} (1)
\end{align*}$$

Here, $\text{RNN}(\cdot)$ is the recurrent network, $\vec{h}$ the hidden state of the RNN, $\text{MLP}(\cdot)$ the multilayer perceptron, and $\text{EMB}(\cdot)$ an embedding layer. $\Theta$ represents the parameters (weights and biases) of the MLP, EMB or respectively RNN.

**Update Network:** The Update-RNN is used for generating the posterior $p^+(\vec{z}^k)$. The posterior is the probability distribution over $\vec{z}^k$ conditioned on all past observations $\vec{z}^{0:k}$. It is important to note that the $\vec{z}^k;+, \Sigma^k;+$ and $\vec{z}^k;-, \Sigma^k;-$ depend on the whole history of inputs in contrast to the Markov assumption of the Kalman filter. In case of a missing observation, the corresponding $\vec{z}^k$ is replaced with a placeholder value by multiplying with the masking value $m^k$. Here, we used zero as placeholder values for missing. Besides the observations, the output of the Prediction-RNN is also used as input for the Update-RNN. Although a division is not defined for matrices (Kalman gain multiplies prior un-
certainty with the inverse observation uncertainty), we can think of the Kalman gain as a ratio that controls the influence of a new observation on the updated (posterior) state estimate. Following a Kalman filter, the Update-RNN learns to weight both inputs in order to generate the parameter of an MDN for representing the posterior. The weighting factors \( K_{\text{pred}} = (1 - K_{\text{obs}}) \) can therefore be seen as a pseudo-Kalman gain. The Update-RNN with an embedding of the inputs is given by:

\[
\begin{align*}
\vec{e}_{\text{up}}^k &= \text{EMB}(\hat{\vec{x}}^{k-}, \hat{\Sigma}^{k-}, \tilde{\vec{z}}^k, m^k, m^k; \Theta_{\text{eup}}), \\
\vec{h}_{\text{up}}^k &= \text{RNN}(\vec{h}_{\text{up}}^{k-1}, \vec{e}_{\text{up}}^k; \Theta_{\text{RNNup}}), \\
\tilde{\vec{z}}^k &= K_{\text{pred}} \cdot \hat{\vec{x}}^{k-} + K_{\text{obs}} \cdot \tilde{\vec{z}}^k, \\
\hat{\vec{x}}^{k+}, \hat{\Sigma}^{k+} &= \text{MLP}(\vec{h}_{\text{up}}^k; \Theta_{\text{MLPup}})
\end{align*}
\]

Here, \( \tilde{\vec{z}}^k \) is an actual, noisy observation, a realization of \( \vec{z}^k \) despite the inputs of an RNN being deterministic. The pseudo-Kalman gain can be realized with every activation function keeping the output between zero and one, switching between trusting the prior or the current observations. Here, K is generated with a \textit{softplus} activation function. The Update-RNN can learn when to rely on predictions instead of observations due to provided prediction uncertainty and the masking information. Similar to Kalman filtering, the information of both RNN is exchanged iteratively. The Update-RNN is trained by minimizing the filtering loss \( \mathcal{L}_{\text{up}} \) in the form of the negative log-likelihood of the ground truth current position under the filtered position. By combining both models, we get a full Prediction-Update cycle to filter noisy observations and handle missing observations from variable input sequences. In figure 1 the RNN-based Prediction-Update cycle is visualized.

### 3 Data Generation and Evaluation

This section consists of a brief evaluation of the proposed Prediction-Update-RNN cycle. The evaluation is concerned with verifying the approach’s overall viability in situations with missing observations and outliers from tracking maneuvering pedestrians. For initial results, synthetic generated data is used due to the fact that current pedestrian trajectory data sets do not consider aspects like motion smoothness (see for example TrajNet++ [18], UCY [20], ETH [25], SDD [27]) despite RNNs can generalize to deal with noisy inputs. Further, problems such as limited training samples are avoided. Although using synthetic data, we make use of a real-world dataset with maneuvering pedestrians to capture similar conditions (Daimler Path Prediction dataset [31]). For generating synthetic trajectories of a basic maneuvering pedestrian on a ground plane, random agents are sampled from a Gaussian distribution according to a preferred pedestrian walking speed [33] \((N(1, 38 m/s, (0.37 m/s)^2))\). The frame rate is set to 16\(fps\). During a single trajectory simulation, the agents can perform a turning maneuver. The heading change is sampled from a uniform distribution between
Table 1. Results for a comparison between the proposed RNN-based Prediction-Update cycle compared to two variants of RNN-MDNs (1to1 and encoder). The displacement error is shown for different observation noise levels and for varying probabilities of outliers and missing observations.

| Approach                  | no outlier $\text{Ber}_{\text{outl}}(0.0, 1.0)$ | with outlier $\text{Ber}_{\text{outl}}(0.1, 0.9); \sigma_{\text{outl}} = 0.5$ |
|---------------------------|-----------------------------------------------|----------------------------------------------------------------------------------|
|                           | $\sigma_w = 0.05$                             | $\sigma_w = 0.05$                                                             |
|                           | $\text{ADE/m} \sigma_{\text{ADE/m}}$          | $\text{ADE/m} \sigma_{\text{ADE/m}}$                                          |
| Prediction-Update-RNN     | 0.011, 0.012, 0.051, 0.027                    | 0.038, 0.097, 0.083, 0.106                                                    |
| RNN-(1to1)-MDN           | 0.018, 0.039, 0.053, 0.064                    | 0.076, 0.094, 0.094, 0.096                                                    |
| RNN-(encoder)-MDN        | 0.028, 0.016, 0.067, 0.035                    | 0.112, 0.214, 0.135, 0.196                                                    |

| Approach                  | missing observations $\text{Ber}_{\text{outl}}(0.1, 0.9)$ |
|---------------------------|------------------------------------------------------------|
|                           | $\sigma_w = 0.05$                             | $\sigma_w = 0.05$                                                             |
|                           | $\text{ADE/m} \sigma_{\text{ADE/m}}$          | $\text{ADE/m} \sigma_{\text{ADE/m}}$                                          |
| Prediction-Update-RNN     | 0.021, 0.057, 0.060, 0.058                           | 0.039, 0.096, 0.090, 0.114                                                   |
| RNN-(1to1)-MDN (imputation) | 0.031, 0.056, 0.065, 0.080                           | 0.087, 0.110, 0.101, 0.120                                                   |
| RNN-(encoder)-MDN (imputation) | 0.040, 0.029, 0.069, 0.037                           | 0.104, 0.194, 0.138, 0.195                                                   |

The duration of the turning event is sampled from a Gaussian distribution based on the mean sojourn time estimated from the ground truth sequences ($\mathcal{N}(1.83s, (0.29s)^2)$). The positional observation noise is assumed to follow a bimodal Gaussian mixture model for considering outliers. The outlier observation noise is set to $\sigma_{\text{outl}} = 0.5m$ and the standard observation noise is varied ($\sigma_w = 0.05m$ and $\sigma_w = 0.01m$). Outlier and missing events are drawn from a Bernoulli distribution $\text{Ber}(\cdot, \cdot)$.

Implementation Details: The models have been implemented using Pytorch [24]. The Prediction-RNN is pre-trained for 100 epochs on noise-free trajectory data and then for 100 epochs on noisy trajectory data. After that, both models are jointly trained for 400 epochs. In the joint training, the estimated states are iteratively exchanged over the sequence length, whereas in pre-training, the Prediction-RNN is conditioned directly on the observations. For training, the ADAM optimizer [17] with a learning rate of 0.001 is used. As RNN variant, the long short-term memory (LSTM) [15] is utilized.

Results & Analysis: For every experiment, 1000 noisy trajectories are synthetically generated with a ratio of using 80% for training and 20% for evaluation. The results are summarized in table 1. For comparison, the average displacement error (ADE) is calculated as the average L2 distance between the estimated positions and the ground truth positions. Further, the probability of a missing observation and outlier are varied ($\text{Ber}(0.0, 1.0)$ and $\text{Ber}(0.1, 0.9)$). As reference models, a one-to-one RNN-MDN (RNN-(1to1)-MDN), which estimates the true positions stepwise, and an RNN-encoder with an MDN on top (RNN-(encoder)-MDN), which first fully observes the input sequence, are used to generalize from the noisy inputs. The sequence length varies between 8 and 20 time steps. In case observations are missing, the reference models receive the
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Fig. 2. Example predictions for two trajectories from the ETH dataset [25]. The prediction uncertainties with a missing observation are visualized in red. The standard predictions, with providing of the current observation, are shown in blue.

predictions from the Prediction-RNN for data imputation. Compared to linear interpolation, a better performance is achieved in the experiments and better comparability to the Prediction-Update cycle is guaranteed. These results show that the proposed Prediction-Update-RNN can better handle outliers and missing observations. Even in the experiments without outliers, the achieved result is better. Due to provided binary-coded masking patterns, the approach learns to ignore the placeholder inputs and to fully trust the predictions. Missing observations lead to increasing prediction uncertainties. Thus the model corrects the position estimates by relying more strongly on the new observations. These effects are visualized in figure 2 and 3. Figure 3 shows the pseudo-Kalman gain for a low observation noise sequence. The weighting towards trusting the prediction is visualized with dark yellow ($K_{\text{pred}} = (1 - K_{\text{obs}})$) and correspondingly $K_{\text{obs}}$ with dark blue. Following this color scheme, time steps with missing observations are highlighted with a dark yellow background. It is clearly visible how the approach relies only on the predicted position to estimate the posterior position when the observation is replaced with a placeholder value. The ability of the Prediction-RNN to capture the increased prediction uncertainty when observations are missing is depicted in figure 2 for an example trajectory of the ETH dataset [25]. The ground truth trajectory for conditioning is shown in green. Missing observations are marked with a cross. The covariance ellipses capture the $3\sigma$ area around the predicted position. The predicted position varies reasonably around the prediction from the fully observed trajectory. Besides demonstrating the Prediction-RNN ability, this example shows the noise present in the ground truth data. Since RNNs can generalize to produce smooth trajectories, neglecting such noise levels in order to focus on prediction comparison, seems, on the one hand, to be reasonable. On the other hand, evaluating the filtering performance by not considering the noise or discretization artifacts in the underlying trajectories data is not adequate. Further, the position estimation
error naturally influences prediction performance because the position estimate often serves as the reference point for long-term prediction.

![Fig. 3. Visualization of the pseudo-Kalman gain for low observation noise sequences. The weighting towards trusting the prediction is visualized with dark yellow and towards observations with dark blue. Time steps with missing observations are highlighted with a yellow background.](image)

## 4 Conclusion

In this paper, an RNN-based Prediction-Update cycle has been presented. The model enables improved handling of missing observations and outliers present in time-series data. The model abilities were shown on synthetic data reflecting prototypical pedestrian maneuvers. By iteratively exchanging the estimates of two separated RNNs and providing a binary-coded missing pattern, the model can learn to trust the prior estimates or rely more strongly on the current observations.
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