CFD/CSD COUPLING FOR AN ISOLATED ROTOR USING PRECICE
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\textbf{Abstract.} Modeling a rotor blade flow field involves computing the blade motion, elastic deformation, and the three-dimensional forces and moments for specific trim conditions. Such a complex multi-physics problem, which includes a strong fluid-structure interaction, should be modeled by coupling separate solvers which are specialized on solving single-physics problems. In this work, we present a modular and extensible TAU-CAMRAD II coupling environment using the preCICE coupling library \cite{1}. In this coupling, the aerodynamic forces and moments were computed with the CFD solver TAU. The blade control angle for the CFD simulation were determined by the CSD solver CAMRAD II. We validated the implementation using a modified model of the HART-II rotor at an advancing ratio of $\mu=0.3$. Besides the potential that this work unlocks for future simulations of an active rotor, it also serves as an example of using preCICE for geometric multi-scale (1D-3D) coupling of closed-source solvers for periodic phenomena.

\section{INTRODUCTION}

The simulation of a flow field passing by helicopter rotor blades is a challenging task that requires the consideration of the aerodynamic forces along with the motion and elastic deformation of the rotor blades. Since these structural and aerodynamic entities are strongly interlinked, one of the major difficulties in modeling such a complex multi-physics problem is to obtain an accurate approximation.

In this work, we coupled a computational structural dynamics (CSD) solver and a computational fluid dynamics (CFD) solver following a loose coupling approach. The forces and moments passed from the CFD to CSD are based on the the delta airloads method (see, for example, Pahlke et al., Servera et al. and Potsdam et al. \cite{2,3,4}). This method was implemented within the scope of the loose coupling of CAMRAD II \cite{5} and OVERFLOW, presented by Potsdam et al. \cite{4} and the comprehensive direct com-
parison of loosely- and tightly-coupled rotor blade, provided by Altmikus et al. [6]. More investigations using the delta airloads method continued through the mid 2000s with Abras et al. experimenting with the use of unstructured grids in loosely-coupled simulations of the UH-60A rotors [7]. A series of NASA funded wind tunnel tests were run in May 2010 and the results were used as validation data for a series of loosely-coupled simulations: Marpu et al. coupled a hybrid CFD solver, GT-Hybrid, with DYMORE [8] and Lee-Rausch et al. performed their investigations with a FUN3D-CAMRAD II coupling [9].

Recently, the Institute of Helicopter Technology at the Technical University of Munich (TUM) coupled TAU [10] and CAMRAD II [11]. However, this coupling was customized to a specific simulation case. Therefore, significant work is needed to extend it to take advantage of scalable communication methods, accurate mapping techniques, and efficient coupling schemes. In this work, our goal is to develop a general, easy-to-use, and modular coupling environment for helicopter simulations, making such simulations easier to set up, faster to solve, and easier to maintain. The aim of this work is to establish a basis for future, fully-resolved fluid-structure interaction simulations. In this context, we present a proof-of-concept for helicopter fluid-structure interaction simulations using preCICE\(^1\), a free/open-source, minimally invasive, black-box coupling library, which already implements advanced communication, mapping, and coupling algorithms. At the same time, preCICE has been used in a plethora of FSI studies outside the rotorcraft field, as demonstrated in the preCICE reference paper [1] and by the preCICE community\(^2\). With the various FSI examples from different fields at hand, the question of whether preCICE can also be used for rotorcraft FSI simulations becomes legitimate.

2 METHODS

The coupling environment developed brings together some existing, as well as some newly-developed tools. In this section, we introduce the coupling environment architecture, followed by a description of the coupling algorithm and the software components. Finally, we address the challenge of multi-scale mapping in this simulation case.

2.1 Software Architecture

The main goals of this work include the modularity, extensibility, and ease-of-use of the developed coupling environment and the respective adapters. The main architectural challenges were the closed-source nature of the solvers and the lack of full-featured APIs or plugin interfaces. The interaction between the different software components is shown in Fig. 1. The TAU adapter\(^3\) is a Python script that combines calls to the preCICE library and the TAU-Python Application Programming Interface (API). The CAMRAD II adapter\(^4\) is a Python script that runs the CAMRAD II executable via bash. The two adapters modify the input files for the two solvers. Missing from this picture is the Python bindings of preCICE\(^5\), which is assumed to be part of the preCICE component.

---

\(^1\)preCICE website: https://www.precice.org/, source code: https://github.com/precice.

\(^2\)preCICE community stories: https://www.precice.org/community-projects.html

\(^3\)TAU adapter: https://gitlab.lrz.de/KeefeHuang/tauadapter, MIT license.

\(^4\)CAMRAD II adapter: https://gitlab.lrz.de/KeefeHuang/camradadapter, MIT license.

\(^5\)preCICE Python bindings: https://github.com/precice/python-bindings
2.2 Coupling Workflow

We use a coupling workflow similar to that employed by Potsdam in [4], also known as the delta airloads method; see Fig. 2. The CSD simulation starts and produces a trimmed solution: $F_{0}^{LL}$ and $M_{0}^{LL}$. The resulting blade motion is passed to the CFD simulation, which computes the aerodynamic loading data $F_{0}^{CFD}$ and $M_{0}^{CFD}$. The CSD simulation can then be restarted with corrections to the aerodynamic loading based on the CFD output. After the initial coupling step, a stopping condition is applied. Unlike the Potsdam example [4], which checks both input controls and aerodynamic loads, the simulation is assumed to have converged if the trimmed controls converge with a given absolute tolerance. In this simulation case, CAMRAD II and TAU are run in series; this is to minimize the number of CFD solver Runs as the TAU CFD simulation is vastly more computationally expensive than the CAMRAD II CSD simulation.

2.3 CAMRAD II Workflow

The first of the two solvers used, CAMRAD II, was developed by Johnson Aeronautics in 1992 to provide a rotorcraft comprehensive analysis tool; the software supports multi-body dynamics with a finite-elements scheme using non-linear elements in a trim model [12, 13]. This software, along with similar CSD codes, such as RCAS and DYMORE [14, 15], is one of the most widespread software solutions for structural dynamics codes in the field of rotorcraft technologies. CAMRAD II runs first in each iteration, sends updated motion and collocation point data to the TAU adapter, and receives aerodynamic loading and azimuth data at the start of each coupling iteration.

2.4 TAU Workflow

TAU is an finite volume method based CFD tool developed by the German Aerospace Center (DLR) to solve fluid flow problems around complex geometries, ranging from the subsonic to hypersonic regimes [16, 17, 18]. In this work, we used TAU v2018.1.0. In each coupling iteration, TAU receives motion data from CAMRAD II, which is used to update the blade motion in the CFD simulation. The TAU simulation is run for a user-defined number of blade revolutions, chosen such that a steady-state solution is reached before aerodynamic loading data is sent back to CAMRAD II. Before the first coupling with CAMRAD II, the TAU simulation is run for a user-defined number of initial revolutions. This removes the starting vortices around the rotor blades, increasing the stability of the coupled simulation.
2.5 preCICE

preCICE\(^6\) is a free/open-source (LGPLv3) coupling library developed at TUM and the University of Stuttgart [1]. The library is designed to support multi-physics simulations by coupling multiple single-physics solvers using a partitioned “black-box” approach. Using this approach, preCICE requires no information about the inner workings of either solver. Instead, preCICE exchanges information at user-defined interfaces while minimizing interference with their source code or internal operations. The preCICE adapters, “glue codes” between the solvers and preCICE, extract and set data from/into the solvers’ data structures, set the time step, and store checkpoints of the state of the solvers in case of an implicit (iterative) coupling scheme.

2.6 Geometric Multi-Scale Mapping

Mapping the aerodynamic load data from the 3D cells of TAU to the 1D panels of CAMRAD II requires special treatment due to its geometric multi-scale nature. While preCICE supports nearest-neighbor and nearest-projection data mapping, as well as Radial Basis Function (RBF) interpolation [1], none of them can be directly applied to this 3D-1D mapping, as they do not consider the panel edge positions where the properties of the blade can change sharply. This is a limitation of the current mapping implementations in preCICE, but such conversions can be handled in the adapters. Figure 3a shows a top-down view of a TAU 3D discretization (above) and a 1D CAMRAD II discretization below. The data values of each cell in the TAU discretization are mapped to the nearest collocation point (centroid of each panel) of the

---

\(^6\)preCICE website: https://www.precice.org/, code: https://github.com/precice/precice
same color below. Ideally, the red and blue divisions in the TAU discretization should match with the panel edges seen in the CAMRAD II discretization. However, this is not the case in Fig. 3a; the blue cells highlighted in orange are erroneously assigned to the first panel instead of the second panel as they are physically closer to the collocation point of the first panel.

To resolve this issue, we introduce a 2D intermediate grid (cf. Fig. 3b) to the CAMRAD II adapter code, based on the CAMRAD II discretization. An additional internal aggregation step is then performed in the CAMRAD II code to sum up the aerodynamic loads at each collocation point. Before running simulations, the veracity of the new method was checked: we passed output forces from a prior test run between TAU and CAMRAD II via the intermediate grid, compared the values at each collocation point, and saw almost exact agreement; the resulting comparison can be seen in [19].

3 SIMULATION CASE

This section details the individual simulation setups of the two solvers. We use a rotor model based on the rotor tested in the second Higher-Harmonic Control Aeroacoustics Rotor Test (HART) [20]. For this purpose, a scaled four bladed Bo-105 main rotor for the TAU and CAMRAD II models was developed [20, 11]. The simulation inputs were set to the baseline test conditions in the HART II test [21, 19]. One important modification to these parameters was to pitch the rotor pitch angle towards the front by 4.5° instead of the rear [11]. The forward tilt of the rotor would reduces vortices on the blade surface, accelerating the convergence of the simulation. This is a simplified fluid model, intended to function as a proof-of-concept. A non-optimized mesh was used and only rigid body motion was considered.
3.1 CAMRAD II Simulation Setup

The rotor blade used in this CAMRAD II model was divided into 10 sections (used for structural definition) and 21 collocation points (centroids where aerodynamic loads are applied). These can be seen in Fig. 4 and Fig. 5, respectively. Following the simulation logic, CAMRAD II runs iteratively to provide a comprehensive analysis of the helicopter rotor for given trim conditions. In this study, the rolling moment (-20 Nm), pitching moment (-20 Nm) and thrust (3300 N) were trim conditions.

![Figure 4: Locations of Sections defining the Structural Properties of Rotor Blades in CAMRAD II [11].](image)

3.2 TAU Simulation Setup

For this case, a reference velocity of 34 m/s was used. A Cartesian mesh was created based on the HART II geometrical parameters [21], employing a chimera (overset) meshing strategy. A chimera block can be seen in Fig. 6a and the cross-section of the chimera block along the shown slice is seen in Fig. 6b.

![Figure 6: Rotor Blade model for TAU.](image)

A single blade was discretized and rotated multiple times to represent the four bladed rotor model. The TAU simulation used the unsteady Reynolds-averaged Navier-Stokes (URANS) equations with the
one-equation Negative Spalart - Allmaras turbulence model [22], used for turbulence closure to ensure more solver robustness in comparison to the SA-Standard model. The three dimensional CFD grid had 22 Million cells. Moreover, a three-stage multi-grid method was applied at every time step to accelerate convergence. The CFL number used on the fine grid level was 6. The convective RANS flux discretization was solved using the central scheme and the implicit backward Euler scheme was used for the time discretization. In order to achieve to achieve convergence, 360 time steps per revolution were used (one degree of rotor rotation per time step). A total of seven full initial revolutions were run in TAU, with 250 inner iterations per time step, prior to coupling. This was reduced to 100 inner iterations during the coupling to speed up the time to solution.

4 RESULTS

4.1 Loose Coupling for Rigid Blade

Seven coupling iterations were considered to evaluate the results of the CFD/CSD coupling, plotting the difference between the aerodynamic forces ($F_x, F_y, F_z$) and moments ($M_x, M_y, M_z$). We used the difference between the control angles extracted from the trimmed CAMRAD II solutions, pitch ($\Delta \theta$), lead-lag ($\Delta \psi$) and flap ($\Delta \phi$), as a stopping criterion, see Fig. 7. The first data points of the figure correspond to the control angles prior to coupling. We set the stopping criterion to when $\Delta \theta$, $\Delta \psi$, and $\Delta \phi$ are less than or equal to 0.02 deg. For the first three coupling steps, the difference between the control angles changes remarkably. This indicates that the three-dimensional CFD aerodynamic forces and moments, given as input to the CAMRAD II simulation, vary significantly from one coupling step to the next. In the last two coupling steps, CAMRAD II and TAU converge to almost the same solution. Figure 8 shows a comparison between the TAU and CAMRAD II thrust distribution before starting the CFD/CSD coupling. The TAU output was obtained after seven initial revolutions. The thrust in CAMRAD II was calculated by means of the lifting line theory, fed by the steady airfoil tables. In general, the two distributions did not match. For example, the width of the reverse flow at the inboard of the retreating blade was different in each domain. The TAU simulation computed higher thrust values over the outboard side of the retreating blade. Moreover, the thrust values calculated by CAMRAD II at the inboard side of the advancing blade were significantly higher than the TAU values.

Figure 7: CAMRAD II control values per iteration number.
Figure 8: Comparison of TAU (left) and CAMRAD II (right) thrust distribution ($F_z$) over a single revolution prior to coupling.

Figure 9: Comparison of TAU and CAMRAD II aerodynamic force and moment data over a single revolution prior to coupling at CAMRAD II sensor position $r = 0.87$. 
Figure 10 shows how the thrust distributions varied after seven coupling iterations. Here, both solvers approximated the same width of the reverse flow region. Furthermore, the estimated thrust values over the retreating side was almost identical in comparison to the distribution obtained after three coupling steps. Slight deviations were observed at the advancing side, since the control angles used in TAU and CAMRAD II were not identical. The variations in aerodynamic forces \((F_x, F_y, F_z)\) and moments \((M_x, M_y, M_z)\) before coupling TAU and CAMRAD II, and after the third and the seventh coupling iteration are observed in order to evaluate the progress of the CFD/CSD coupling. The forces and moments were extracted at the \(r/R = 0.76\) CAMRAD II sensor position. Before starting the coupling (Figure 9), the three dimensional forces and moments of TAU differed significantly from the CAMRAD II results, computed by means of the lifting line theory. The differences in \(M_x\) and \(M_z\) over the azimuth angle \(\psi\) were particularly strong. The forces \(F_x, F_y\) and \(F_z\) calculated by TAU and CAMRAD II had the same mean values over the azimuth angle \(\psi\).

### 4.2 Runtime Comparisons

An important question and motivation behind this study was not only ensuring the accuracy, but also maintaining or even improving the runtime of the coupled simulation. We compare here the runtime of the TAU-preCICE adapter with the original implementation by Carnefix [11]. We focus on TAU, as the CAMRAD II runtime is negligible. Both setups were tested on the compute cluster of the Institute of Helicopter Technology, on a single node (64 cores, AMD-6376). TAU was executed on 24 processes and CAMRAD II serially. The two simulations were run with identical preprocessing, with zero inner iterations, and for two full coupling iterations. In Fig. 12, we present a comparison of the cumulative setup time and coupling time per iteration. We focus only on these phases, as the rest of the simulation runtime remains the same. The setup time for the in-house coupling is not available, as the coupling and
Figure 11: Comparison of TAU and CAMRAD II aerodynamic force and moment data over a single revolution after the seventh coupling iterations at CAMRAD II sensor position \( r/R = 0.76 \).

Simulation setup phases were intertwined. Even when assuming no setup time for the original implementation, the preCICE-based coupling has significantly lower total time, as the adapter code runs faster within one coupling iteration by roughly a factor of 33. The main reason for this runtime decrease was parallel processing inside the TAU adapter and preCICE. Note that this performance gain is negligible in the context of the complete simulation, as the coupling time was < 1% of the total runtime. However, we can clearly show that introducing preCICE did not impede performance of the coupled simulation and that it better prepares the coupling environment for massively parallel simulations.

Figure 12: Bar graph showing setup time and coupling time.
5 CONCLUSION

We presented a modular, extensible, and easy-to-use coupling environment for rotorcraft FSI simulations, which agrees numerically with our previous in-house coupling implementation, allows for further parallelization, and improves the coupling runtime by a factor of 33 per iteration in the studied scenario of a modified HART II rotor case. We used preCICE in the core of our coupling environment, overcoming a set of challenges uncommon to preCICE-based simulations in the literature. First, we interacted with the closed-source solvers TAU and CAMRAD II using the TAU-Python API and I/O files for the former, and a run script, and I/O files for the latter, a decision that made the coupling possible but leaves potential for further performance improvements. Second, we coupled periodic data using a different set of preCICE data for each sampled azimuth, a successful workaround which calls for new configuration options in preCICE. Third, we coupled the 1D CAMRAD II domain with the 3D TAU domain using an intermediate grid to transform the data in the CAMRAD II adapter. This intermediate grid also served as a mechanism to map the aerodynamic loads to the correct panels of the non-homogeneous blade. However, this intermediate mesh needs to be aligned with the blade panels, a requirement that might be too restrictive in the future. This work is just a first step in a larger project to simulate a rotor blade camber morphing using such a coupled simulation. This will require the TAU adapter to handle cases with a larger number of controlled deformations (induced by the FishBAC mechanism). The coupling environment that we created provides a solid foundation for this goal, and the flexibility of preCICE will facilitate further investigations with different models, algorithms, and solvers.
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