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ABSTRACT

The entropy distribution of the intracluster gas reflects both accretion history of the gas and the processes of feedback which provide a further non-gravitational energy besides the potential one. In this work, we study the profiles and the scaling properties of the gas entropy in 24 hot (\(kT_{\text{gas}} > 6\) keV) galaxy clusters observed with Chandra in the redshift range 0.14–0.82 and showing different states of relaxation. We recover the gas density, temperature and entropy profiles in a non-parametric way, just relying on the assumption of a spherically symmetric emission in the deprojection of the best-fitting results of the spatially resolved X-ray spectral analysis. Adding the hydrostatic equilibrium hypothesis, radial profiles are also obtained from the deprojection of the surface brightness, allowing to verify whether the hydrostatic equilibrium is a tenable hypothesis by comparison with the spectral measurements. We confirm that this is the case on scales larger than 100 kpc and discuss the deviations observed in a few non-cooling core clusters in the inner regions. We show that the entropy profiles are remarkably similar outside the core and can be described by simple power laws with slope of 1.0–1.2. We measure an entropy level at 0.1 \(R_{200}\) of 100–500 keV cm\(^2\) and a central plateau which spans a wide range of value (approximately a few −200 keV cm\(^2\)) depending on the state of relaxation of the source. The entropy values resolved at a given fraction of the virial radius are proportional to the gas temperature in these hot systems and appear larger at higher redshift once they are compared to the local estimates. To characterize the energetic of the central regions, we compare the radial behaviour of the temperature of the gas with the temperature of the dark matter (DM) \(T_{\text{DM}}\) by estimating the excess of energy \(\Delta E = 3/2k(T_{\text{gas}} - T_{\text{DM}})\). We point out that \(\Delta E\) ranges from \(\approx 0\) in typical cooling-core clusters to a few keV within 100 kpc in non-cooling-core systems. We also measure a significant correlation between the total iron mass and the entropy outside the cooling region, whereas in the inner regions they anticorrelate strongly. We find that none of the current models in literature on the extra-gravitational energy is able to justify alone the evidences we obtained on the entropy, metallicity and gas plus DM temperature profiles.
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1 INTRODUCTION

Clusters of galaxies are the biggest virialized structures in the Universe that form at a relatively late time (\(z \lesssim 2\)). In the hierarchical scenario, the cosmic structures evolve hierarchically from the primordial density fluctuations, that are amplified and then collapse and merge to form larger systems under the action of gravity. The cosmic baryons fall into the gravitational potential of the cluster dark matter (CDM) halo formed in this way, while the collapse and subsequent shocks heat up the intra-cluster medium (ICM) to the virial temperature (0.5 \(\lesssim T \lesssim 10\) keV). In the adiabatic scenario, the gravity is only responsible of the physical properties of the galaxy clusters, once they are rescaled with respect to their masses and epoch of formation (Evrard & Henry 1991). X-ray properties of galaxy clusters show, however, some deviations form this scenario, breaking up the self-similarity predicted by the adiabatic model (see recent work in Ponman, Sanderson & Finoguenov 2003; Arnaud, Pointecouteau & Pratt 2005; Donahue et al. 2006, and reference therein). In particular, in the last years, the studies about X-ray scaling relations (Ettori et al. 2004; Kotov & Vikhlinin 2005; Vikhlinin et al. 2005; Maughan et al. 2006) and observations of the entropy profiles (Ponman,
Cannon & Navarro 1999; Ponman et al. 2003) in groups and clusters of galaxies, and the analysis of simulated sources with an extra non-gravitational energy injection (Borgani 2004) have suggested that we have to account for further non-gravitational feedback beyond the gravitational energy.

The gas entropy records the thermodynamic history of the ICM as the product of both gravitational and non-gravitational processes, shaping its observed structure accordingly (Voit 2005). The measurements of the gas entropy at 0.1 \( R_{200} \) (hereafter \( S_{\text{0.1}} \)) showed that the observed value of \( S \) is higher than the expected one from the adiabatic scenario (Ponman et al. 1999; Lloyd-Davies, Ponman & Cannon 2000), where \( S \) should scale simply with the mean temperature of the virialized systems. Instead, an excess in the entropy, with respect to the prediction of the adiabatic model, is observed in the inner regions of groups and poor clusters at some fraction of \( R_{200} \).

This excess sets a minimum value of the entropy, labelled as entropy ‘floor’ or ‘ramp’, associated to the ambient gas. The presence of this minimum level of entropy calls for some energetic mechanism, not referable to the gravity only, that falls into three main classes: pre-heating, where the gas collapsing into the dark matter (DM) potential well is pre-heated by some sources, before clusters were assembled at an early epoch (Kaiser 1991; Balogh, Babul & Patton 1999; Tozzi & Norman 2001; Borgani et al. 2005); local heating by, for example, active galactic nucleus (AGN) activity, star formation or supernovae (Bialek, Evrard & Mohr 2001; Babul et al. 2002; Borgani et al. 2002; Brighthi & Mathews 2006); cooling, which seems to be able to remove low-entropy gas in the centres of the clusters, producing a similar effect to non-gravitational heating (Bryan 2000; Muuñwong et al. 2002; Borgani 2004).

In the present work, we aim to confront the models of pre-heating, feedback and cooling with the observed properties of the gas and of the DM in X-ray luminous galaxy clusters by putting constraints on the sources of non-gravitational heating. To do that, we have considered the sample of 24 clusters presented in Morandi, Ettori & Moscardini (2007) (hereafter Paper I). To quantify the excess of the DM in X-ray luminous galaxy clusters by putting constraints (Bryan 2000; Muanwong et al. 2002; Borgani et al. 2004). The best-fitting values of \((q, P_0)\) are the ones corresponding to the minimum \( \chi^2, X_{\text{min}} \). The associated errors are estimated at the 68.3 per cent confidence level and are computed by looking to the parameters in the region of parameter space where \( \Delta \chi^2 = \chi^2 - X_{\text{min}} \) is smaller than a given threshold, fixed according to the number of degrees of freedom (d.o.f.) (e.g. \( \Delta \chi^2 = 1, 2.3, 3.53 \) for 1, 2 and 3 d.o.f., respectively; see Paper I and Press et al. 1992). The value of \((q, P_0)\) and the related errors are quoted in Paper I.

Furthermore, we deproject the best-fitting results of the X-ray spectral analysis, spatially resolved in a lower number of bins (between 4 and 10) than the surface brightness profile as requested from the higher counts statistic needed to adequately constrain the measurements of the temperature. However, in each \( \theta \) shell, the electron density \( n_e \) and temperature \( T_e \) are then recovered without any assumption of the hydrostatic equilibrium and provide a direct verification of the validity of this assumption once they are compared to the measures of \( n_e \) and \( T_e \) described above. The spectral deprojection of the observed projected temperature \( T_{\text{proj}} \) has been performed in a set of \( n \) annuli selected to collect at least 2000 net counts by inverting the following equation:

\[
T_{\text{proj}} = \frac{\|V\#(T_k n_k^{\alpha} T_k^{-\alpha})\|}{\|V\#(n_k^{\alpha} T_k^{-\alpha})\|},
\]

where the operator \# indicates the matrix product (rows by columns), \( V \) is the effective volume described in Appendix of Paper I and \( \alpha = 0.75 \) using the spectroscopic-like temperature definition (Mazzotta et al. 2004).

2 THE DATA SET AND THE ANALYSIS

In Paper I, we describe our data set and the analysis applied to study their X-ray and Sunyaev–Zel’dovich properties. Here, we remind the main characteristics of the sample and X-ray analysis adopted to recover the radial distribution of the ICM entropy investigated in the present work.

We consider 24 galaxy clusters in the redshift range 0.14–0.82, emission-weighted temperature between 6 and 12 keV, and X-ray bolometric luminosity \( L \geq 10^{45} \text{ erg s}^{-1} \), with exposures available in Chandra archive. Assuming a spherically symmetric emission, the electron density and the temperature profiles are obtained by deprojecting both the surface brightness profile put in hydrostatic equilibrium with a functional form of the DM profile and the best-fitting results obtained in the spatially resolved X-ray spectral analysis by fitting a single thermal component. In particular, from the surface brightness profile resolved in a number of radial bins between 24 and 239, we directly obtain from the geometrical deprojection the electron density \( n_e \) in each \( \theta \) spherical shell. The deprojected gas temperature, \( T_j(q, P_0) \), is obtained by integration of the hydrostatic equilibrium equation once a functional form of the DM density profile, \( \rho = \rho(r, q) \), is assumed, where \( q \) = (scale radius, concentration parameter) and the gas pressure \( P_0 \) at the X-ray boundary \( R_{\text{macc}} \) are free parameters. To parametrize the cluster mass distribution, we have considered two DM models: the universal density profile proposed by Navarro, Frenk & White (1997) (hereafter NFW) and the one suggested by Rasia, Tormen & Moscardini (2004) (hereafter RTM). In this study, we adopt the RTM model. Our results are not affected if a NFW functional form is used. To constrain the three free parameters \((q, P_0)\), we define a grid of values and proceed with a \( \chi^2 \) minimization of the merit function that compares the observed temperature profile with the projection of \( T_j(q, P_0) \) by applying the spectroscopic-like temperature definition (Mazzotta et al. 2004).

2.1 Cooling core and non-cooling-core clusters

In the following analysis, we divide our sample in three categories, depending on the strength of the central cooling core (see Table 1).

(i) Strong cooling core (SCC): SCC clusters are the six objects in which the central cooling time is significantly less than the age of the universe at the cluster redshift \((t_{\text{cool}}/t_{\text{age, z}} < 0.1)\). They show very
low central temperature (~2 keV) and strong spike of luminosity in the brightness profile, and a very pronounced drop of the temperature near the boundary of the observation, about a factor of 2 compared with the peak of the temperature. The temperature profile is very regular suggesting a relaxed dynamical state.

(ii) Intermediate cooling core (ICC): ICC clusters have a central cooling time with values 0.1 \( \lesssim t_{\text{cool}}/t_{\text{age},z} \lesssim 1 \). The six objects in our sample show a less prominent drop of brightness than SCC clusters and a mild drop of the temperature in the cooling region (\( \gtrsim 1/2 T_{\text{mw}} \)).

(iii) The non-cooling core (NCC): NCC sources (12 objects in our sample) have central cooling time higher than \( t_{\text{age},z} \) and do not present any evidence of the central drop in the temperature profile. Both the temperature profile and the surface brightness map are less regular than the ones observed in cooling-core (CC) systems, showing hints of substructures and merging activity.

The gas and DM density profiles (right-hand panel of Fig. 1) have similar slopes over the entire radial range in the SCC clusters, whereas less self-similarity is present in the ICC and especially in the NCC clusters: the gas density profile is here flatter than the \( \rho_{\text{DM}} \) one, supporting the scenario in which the ICM has been affected by some form of non-gravitational energy. We discuss the physical interpretation of these observational results in Section 3.3.

The high level of relaxation of the SCC sources is also confirmed by the study of the polytropic index \( \gamma \), that has values near one with a very low scatter for the SCC sources, whereas it is more scattered in NCC sources at \( r \gtrsim 0.5 R_{2500} \): \( \gamma_{\text{SCC}} = 1.01 \pm 0.09 \), \( \gamma_{\text{ICC}} = \).
1.06 ± 0.12, $\gamma_{\text{NCC}} = 1.08 ± 0.32$. Within 0.3 $R_{200}$, we measure $\gamma_{\text{SCC}} = 0.66 ± 0.07, \gamma_{\text{ICC}} = 0.97 ± 0.05$ and $\gamma_{\text{NCC}} = 1.29 ± 0.50$, with a clear increase as a function of the morphological type and a very high scatter for the NCC sources.

2.2 On the gas entropy profile

In the present paper, we have extended the above analysis by estimating the entropy profile in each cluster by using (i) the gas pressure $P_j$ and density $n_j$ profile in the equation $S_j = P_j/n_j^{1/3}$ and (ii) the deprojected spectral results $S_k = T_k/n_k^{1/3}$. The errors on the entropy profiles are obtained by error propagation of the uncertainties on the single quantity and/or best-fitting parameters. We note that the dependence of $S_j$ over $P_j$, the gas pressure value at the X-ray spectral boundary, can be checked by comparing it with the entropy measured, once $P_j$ is fixed to the value measured in the spectral analysis: we find a totally negligible variation at 0.1 $R_{200}$ and a change $\lesssim 5$ per cent at 0.3 $R_{200}$.

In Fig. 2, we present a comparison of the entropy and temperature profiles recovered with the two methods in the inner regions of three representative cases: ZW3146 (SCC), A1914 (NCC) and A2218 (NCC). We obtain good agreement between the entropy measurements in ZW3146 and A1914, the former being an example of a typical CC source where the profile decreases moving inwards, whereas the latter shows the most evident case of flattening, with hints of inversion in the central entropy values. Given the good agreement between $S_j$ and $S_k$ even in the internal regions, we believe that this inversion is not an artefact of our method, but it is real in A1914 (similar behaviour is found in A773). We note that, if we use the entropy recovered by using the proper cooling function in equation (1) instead of the functional $T^{-\alpha}$, this inversion is less pronounced (see Fig. 2) for $S_k$.

In A2218 (NCC), we observe a marginal disagreement between $S_j$ and $S_k$: $S_j$ shows an inversion in the core, whereas $S_k$ appears flatter. We draw similar conclusions for A370, A520, A2163 and RXJ2228+2037. Nevertheless, we observe that for the latter sources the low spatial resolution of $S_k$ in the central regions ($\lesssim 150$–200 kpc) does not allow to properly sample $S_j$ on scales of $\lesssim 50$–150 kpc, where the inversion occurs.

We note that the larger deviations between $T_j$ and $T_k$ are observed in NCC clusters within 100 kpc, where we expect higher relative contribution from non-thermal effects due to, for example, merging activity. Therefore, even though the most prominent substructures identified in the cluster images were masked, implying that we have reduced their effects in the temperature reconstruction under the hydrostatic equilibrium equation, the sampled gas might be still subjected to ongoing merging processes. The higher value of $S_j$ compared to $S_k$ in the cluster centre is likely due to a very
flat density profile that induces a higher temperature value (once the hydrostatic equilibrium equation is applied) than the spectral deprojected temperature. Indeed, unresolved mergers could lead to this very flat density profile (they are clearly visible in A520 and A2163), if the gas at $R \lesssim 50\text{–}100 \text{ kpc}$ is not wholly relaxed and in hydrostatic equilibrium. For the other NCC sources that do not show clearly ongoing merging processes, nevertheless, we noted a disturbed morphology, as indicated, for example, from the fact that the centroid of symmetry does not coincide with the peak of brightness.

On larger scales, that involve larger cluster volumes, local deviations from the hydrostatic equilibrium are washed out even in the most unrelaxed objects, making tenable the hypothesis upon which $S_l$ is obtained. This is also confirmed from (i) the agreement between $S_l$ and $S_e$ ($T_j$ and $T_k$) measured in these sources, (ii) the results of hydrodynamical numerical simulations (Rasia et al. 2006) and (iii) the analysis presented in Paper I (Section 4.1.1), where we show how the relation between $M_{\text{tot}}$ and the mass-weighted temperature for our sample is in agreement with the results coming from simulations including feedback and radiative processes, supporting our overall mass and temperature $T_j$ reconstruction.

In the following analysis, we evaluate the entropy at 0.1 and 0.3 $R_{200}$, that is, at radii well beyond the region where the central inversion of $S(r)$ is observed in a few NCC objects. Given that, and the good agreement on larger scales between the reconstructed profiles, we define $S(r) = S_l$ hereafter to fully exploit the spatial resolution available in estimating the entropy radial profile.

### 3 Entropy and Temperature Distribution

We examine the $S$–$T$ relation at fixed overdensities, comparing our results with the ones available in literature for nearby systems. We investigate, then, the radial entropy profile, studying the behaviour of its gradient and its dependence upon the state of relaxation of the system. Finally, we implement an analysis of the temperature the ICM and of the DM to quantify the excess of energy associated to the gas and its radial distribution.

#### 3.1 The Entropy–Temperature Relation

We have determined the entropy–temperature relation at different fraction $\delta$ of the virial radius $R_{200}$ ($\delta = 0.1$ and 0.3). We have fitted a power-law of the form:

$$E_{\text{z}}^{1/3} S_{l} = \alpha T_{\text{ew}, 7}^\delta,$$

where $E_{\text{z}} = [\Omega_d(1+z)^3 + (1-\Omega_d-\Omega_{\Lambda})(1+z)^2 + \Omega_{\Lambda}]^{1/2}$ and $T_{\text{ew}, 7}$ is the total cool core corrected (by masking the central $r = 100 \text{ kpc}$ region) emission-weighted temperature in units of 7 keV (see Paper I). The fit has been performed by adopting the Bivariate Correlated Errors and Intrinsic Scatter (BCES) $Y$ | $X$ method (Akritas & Bershady 1996) (see Paper I for further details on this approach).

We quote our best-fitting results in Table 2 and show the distribution of the entropy values at different fractions of $R_{200}$ in Fig. 3. We note that SCC clusters show higher normalization ($\sim 440$ and 1400 keV cm$^2$ at $\delta = 0.1$ and 0.3 $R_{200}$, respectively) than ICC and NCC objects, with a larger deviation in the inner region ($\delta = 0.1$) which can be explained invoking different relaxation states of the clusters as discussed in Section 3.4. The best-fitting slopes, within the error bar at 1$a$, are in agreement with the self-similar prediction ($A = 1$) and are steeper than the slopes of $A \sim 0.5$–0.6 observed in local samples of galaxy groups and clusters (Ponman et al. 1999, 2003; Piffaretti et al. 2005; Pratt, Arnaud & Pointecouteau 2006). For comparison, we also present in Table 2 the normalizations measured by fixing $A = 1$ (self-similar expectation) and $A \sim 0.65$ (Ponman et al. 2003), and plot in Fig. 3 the best-fitting results obtained by Pratt et al. (2006) and Piffaretti et al. (2005) from their analyses of relaxed groups and clusters at low redshift. Pratt et al. (2006) measure $A = 0.49 \pm 0.15 (\alpha = 271 \pm 20)$ and $A = 0.64 \pm 0.11 (\alpha = 990 \pm 55)$ for $\delta = 0.1$ and 0.3, respectively, with a clear departure from the self-similar expectation ($A = 1$). Piffaretti et al. (2005) at $\delta = 0.1$ measure $\alpha = 255 \pm 71$ by fixing $A = 0.65$. Once these results are compared with what we measure in our sample of very massive systems, we observe that our normalizations are on average higher by 20–60 per cent, with slopes that are steeper and closer to the self-similar prediction than the values measured locally (see also Ponman et al. 2003). This result is in agreement with the fact that we are measuring the entropy distribution in massive clusters with cool-core corrected temperatures in the range 6–12 keV. These systems are definitely less affected from extra-gravitational, feedback processes that, on the contrary, are so relevant in groups and low-mass clusters representing the bulk in the sample of objects studied in, for example, Piffaretti et al. (2005) and Ponman et al. (2003). Moreover, by parametrizing the evolution in redshift using a $(1+z)^p$ dependence (see Paper I for further details on this approach), we did not observe any hints of evolution of the entropy–temperature relation within our sample. A very significant positive evolution ($B \approx 2 \pm 0.1$ but with a reduced $\chi^2$ of 5; see Fig. 3) is instead measured in the relation between the entropy estimated at 0.1 $R_{200}$ and $T_{\text{ew}}$ when our CC (SCC+ICC) objects are compared to the best-fitting local results in Pratt et al. (2006). Although the local best-fits refer to objects distributed over a wider range in temperature, the systematically larger values measured at higher redshift are notable and definitely more evident at 0.1 $R_{200}$ than at 0.3 $R_{200}$ where we measure $B \approx 1 \pm 0.2$ with a reduced $\chi^2$ of about 1.

#### 3.2 Properties of the Entropy Profiles

To characterize the gas entropy profile, we follow Donahue et al. (2006) and fit two different models. The first one reproduces the radial entropy profile with a power law plus a constant $S_0$:

$$S(r) = S_0 + S_1 \left( \frac{r}{0.1 R_{200}} \right)^\alpha.$$  

In the second functional form, we set $S_0 = 0$, modelling the entropy profile with a pure power law. The best-fitting parameters on the
Figure 3. The S–T relation a different fraction δ of $R_{200}$: δ = 0.1 $R_{200}$ (left-hand panel) and δ = 0.3 $R_{200}$ (right-hand panel). In each panel, the filled circles represent the SCC sources, the triangles the ICC clusters, while the stars the NCC clusters. The solid line refers to the best-fitting relation obtained when considering all clusters of our sample, while the dashed one represents the best fit obtained by Pratt et al. (2006) and the dot–dashed by Piffaretti et al. (2005).

The entropy profiles show a regular behaviour (see Fig. 4), once the quantities are rescaled to the characteristic value $K_{2500}$ at the overdensity of 2500$^2$ for adiabatic clusters (see e.g. equation 2 in Voit, Kay & Bryan 2005). Profiles of CC clusters are similar down to the inner resolved regions, whereas NCC systems show large deviations in the central parts. These profiles are well reproduced by the functional form with a power law plus a constant for which we obtain a $\chi^2_{red}$ always less than or of the order of unity, apart from A2390. In particular, SCC sources show a very tight range of values of the entropy pedestal $S_0$ ($S_0 \lesssim 15$ keV cm$^2$) in agreement with the value found by Donahue et al., and a power-law behaviour which is roughly preserved on the entire range of the radial entropy profile, even in the cooling region (see right-hand panel of Fig. 4). The average slope determined from the second method ($\alpha = 1.18 \pm 0.11$) is very similar to the theoretical value of 1.1 predicted by Tozzi & Norman (2001) by using analytic models of shock-dominated spherical collapse. Concerning $S_{100}$, it shows values in the range 270–600 keV cm$^2$: if we adopt the definition of $S_{100}$ in Donahue et al. as the normalization at 100 kpc, we have $S_{100} \sim 90–150$ keV cm$^2$, mildly lower than the range found by them ($S_{100} \sim 90–240$ keV cm$^2$).

The ICC clusters show higher and wider range of $S_0$ with a typical value of $\sim 30$ keV cm$^2$. The power-law behaviour is preserved just on large scale, that is, outside the cooling region. The average slope is still in agreement with above theoretical predictions ($\alpha = 1.07 \pm 0.16$), but it is a little lower than the value measured in SCC clusters.

In NCC objects, we observe a more scattered radial profile which is likely self-similar beyond the central regions ($\sim 0.5 R_{2500} \approx 200–300$ kpc). In the inner regions, we note a very high dispersion on the entropy pedestal value ($\sim 80–400$ keV cm$^2$), larger than the values found in the CC clusters. The average slope is mildly lower than the one determined in the CC-only subsample ($\alpha \sim 0.95 \pm 0.21$).

We point out that $\alpha$ rises by considering NCC, ICC and SCC sources, respectively ($\alpha$NCC = 1.18 ± 0.11, $\alpha$ICC = 1.07 ± 0.16 and $\alpha$SCC).
and $\alpha_{\text{NCC}} = 0.95 \pm 0.21$ for the power-law model). As we will see in Section 3.3, this trend is probably due to the effect of non-gravitational sources on large scale, which justify the flatter radial behaviour of the entropy profile in NCC clusters.

It is worth noting the behaviour of the entropy pedestal $S_{0,1}$ in the different subsamples; $S_{0,1}^{\text{SCC}} = 300.7 \pm 110.3$ keV cm$^2$; $S_{0,1}^{\text{ICC}} = 57.8 \pm 50.7$ keV cm$^2$ and $S_{0,1}^{\text{NCC}} = 6.0 \pm 5.9$ keV cm$^2$. The trend of the gas density and temperature profile (see central and left-hand panel of Fig. 1) can justify the progressively greater value of the entropy in the inner regions by considering SCC, ICC and NCC clusters, respectively. We observe higher normalization of the entropy in SCC sources (see Fig. 4 and the value of the parameter $A$ in Table 1). This behaviour is due to the fact that the SCC sources show steeper density profiles, that is, at the same fraction of $R_{200}$, as long as we consider radii greater than 0.1 $R_{200}$, the density of the SCC sources is lower. Even though the temperature profiles in the SCC sources are a bit steeper than in the ICC and NCC objects, the overall effect is that the gas entropy tends to be higher in SCC clusters. We note that the unrelaxed morphology of the NCC sources cannot account for systematic changes in, for example, the determination of $R_{S}$.

On the evolution with redshift of the best-fitting parameters of equation (3), we note that only for $S_{0,1}^{\text{SCC}}$, we obtain a marginal evidence of negative evolution (Spearman’s rank coefficient $r_{\alpha} = -0.60$ for 22 d.o.f. with probability of null correlation $p = 0.28$). On the contrary, $\alpha$ shows a positive evolution for the ICC clusters, $\alpha^{\text{ICC}} = 0.90$, with $p = 0.37$, while for the SCC and NCC sources there is no apparent evolution.

We have calculated the weighted average value of the slopes of the best-fitting parameters of the local sample of clusters determined by Donahue et al. (2006) so as to compare it with our estimate at higher redshift: they measure $\alpha = 1.00 \pm 0.01$ (when $S_0 = 0$) and $\alpha = 1.23 \pm 0.01$ (by accounting for $S_0$), while we obtain $\alpha = 1.10 \pm 0.01$ and $\alpha = 1.27 \pm 0.01$, respectively, by applying their procedure. These results, confirmed also including in the sample the ICC sources, suggest that entropy profiles in nearby CC systems are slightly flatter than in CC clusters at higher redshift, providing some marginal hints on the evolutionary trends present in the entropy distribution.

3 The errors refer to the average value.

In Fig. 5, we plot the break radius $r_{\text{break}}$ present in the entropy profile $S(r)$, that is, the radius where $S = S_0(0.1R_{200})^\alpha$ in equation (3), as a function of the redshift. We found the following average values for $r_{\text{break}}/R_{200}^{\text{SCC}}/r_{\text{break}}/R_{200} = 0.005 \pm 0.004$, $r_{\text{break}}^{\text{ICC}}/R_{200} = 0.050 \pm 0.045$ and $r_{\text{break}}^{\text{NCC}}/R_{200} = 0.172 \pm 0.082$. The NCC sources show value of $r_{\text{break}}/R_{200}$ definitely higher than the CC clusters, defining the scale where the non-gravitational energy breaks the self-similarity ($r_{\text{break}}^{\text{NCC}} \sim 0.1-0.4 R_{200} \sim 200-600$ kpc). We do not observe significant evolution for $r_{\text{break}}$ except for the CC objects (Spearman’s rank coefficient of $r_S = 0.89$, probability of null correlation $p = 0.019$).

### 3.3 Gas and DM temperature profiles

In this section, we define a temperature associated to the DM component following the method presented in Ikebe, Böhringer & Kitayama (2004) and Hansen & Piffaretti (2007). We define the temperature of the DM halo, $T_{\text{DM}}$, as $kT_{\text{DM}} = \frac{1}{2}(\sigma_T^2 + 2\sigma_\theta^2) \mu m_p$, where $\mu$ is the mean molecular weight of the IM, $m_p$ is the proton mass, $\sigma_\theta$ and $\sigma_T$ are the 1-dimensional tangential and radial velocity dispersions of the DM. The radial velocity dispersion was obtained by solving the Jeans equation (Correction added after online publication 2007 September 7: $\rho_c$ changed to $\rho_{DM}$.)

$$
\frac{GM(q)}{R} = -\sigma_\theta^2 \left[ \frac{d \ln \rho_{DM}(q)}{d \ln R} + \frac{d \ln \sigma_T^2}{d \ln R} + 2\beta(q) \right],
$$

where a velocity anisotropy parameter is defined, $\beta(q) = 1 - \frac{\sigma_\theta^2}{\sigma_T^2}$.

N-body simulations for a variety of cosmologies show that $\beta$ has roughly an universal radial profile (Cole & Lacey 1996), which is given by the following relation:

$$
\beta(q) = \beta_n \frac{4r_n}{r_n^2 + 4},
$$

where $r_n = r/r_{200} (q)$ and $\beta_n \approx 0.3-0.5$ (Carlberg et al. 1997). The DM profile is estimated as $\rho_{DM} = \rho_{tot} - \mu m_p n_{gas}$, where $\rho_{tot}$ and $n_{gas}$ have been determined from the analysis in Paper I. We will compare the DM temperature to the gas temperature, $T_{\text{gas}}$, recovered by applying the hydrostatic equilibrium equation.

We solve equation (4) for $\beta_n = \{0, 0.4\}$, corresponding to the case of isotropy of the DM and to the central value of the above-mentioned range, respectively, to recover $\sigma_T^2$ and therefore $T_{\text{DM}}$. As boundary condition in equation (4), we assume $T_{\text{DM}}$ is equal to $T_{\text{gas}}$ at $r_{spec}$. We have checked that uncertainties on the DM temperature assumption at $r_{spec}$ are almost negligible on the DM temperature profile in the inner and central regions ($R \lesssim R_{200} \sim 0.25 R_{200}$), being $r_{spec} \sim 0.3-0.5 R_{200}$, making our results up to $R_{200}$ reliable and not affected from the assumed value at the boundary. The errors are estimated by looking to the regions of the parameter space that satisfy the condition $\chi^2 - \chi^2_{\text{min}} < 2.3$ after the analysis described in Paper I. Examples of the gas and DM temperature profiles for SCC, ICC and NCC objects are shown in Fig. 6.

Because only the baryonic component is expected to be prone to non-gravitational energy effects in galaxy clusters, the difference between $T_{\text{gas}}$ and $T_{\text{DM}}$, $\Delta T$, is a powerful tool to trace the thermal history of the ICM. We show in Fig. 6 how $\Delta T$ varies as a function of the radius. The NCC clusters show a clear trend of $\Delta T$, with values always greater than zero: $\Delta T \approx 1-2$ keV outside the central region ($\gtrsim 200-400$ kpc) and it is a few keV in the inner region. Near the cluster observed boundary, DM anisotropies might make $T_{\text{DM}}$ roughly in agreement with $T_{\text{gas}}$, even though large statistical

Figure 5. Normalized break radius $r_{\text{break}}/R_{200}$ as a function of the redshift.
errors are present and our boundary condition holds. A similar trend is observed in ICC clusters, where a less significant disagreement between $T_{\text{gas}}$ and $T_{\text{DM}}$ is, however, observed. In SCC clusters, on the contrary, $T_{\text{gas}}$ is well in agreement with $T_{\text{DM}}$, especially in the inner and central regions.

We note here that the strong negative evolution measured in the scaling relations between $y_{\Delta}$ and the X-ray/Sunyaev-Zel’dovich quantities presented in Paper I, where $y_{\Delta}$ is the integrated Compton parameter over a fixed angular distance, supports the observed radial behaviour of $\Delta T$. Indeed, the measured SZ effect within a fixed angular size samples larger physical region at higher redshifts. This indicates that the effect of non-gravitational processes is relatively more pronounced if the SZ flux is measured within smaller physical radii, indicating the physical scale over which the non-gravitational processes are more relevant. When we perform, instead, the same analysis integrating the Compton parameter within a physical radius (as done with the quantity $y_{\Delta}$), we definitely observe lower negative evolution.

We have also estimated the global excess of energy $\Delta U_{2500}$ defined in this way:

$$\Delta U_{2500} = \int_0^{R_{2500}} \frac{3}{2} \Delta k T(r) n_{\text{gas}}(r) 4\pi r^2 dr.$$  

(6)

We find that $\Delta U_{2500} \gtrsim 10^{52}$ erg in NCC sources (corresponding to about 15–20 per cent of the total thermal energy), that is, a factor between 4 and 10 higher than the measured excess in SCC clusters.

We refer to Section 4 for a discussion of the observational evidence presented in these two last sections.

### 3.4 Relations between gas entropy and metallicity

The ICM iron mass is a key observable to constrain the cumulative past star formation history in galaxy clusters. Its relations with other observables such as the cluster optical light, total cluster mass, stellar mass and gas entropy, together with its redshift evolution, allow to study the enrichment processes. Moreover, while the production of metals is linked to processes of star formation, its radial profile is determined by different physical processes, such ram-pressure stripping, galactic winds powered by supernovae and AGN activity, merger mechanism (Gnedin 1998).

Following the work of De Grandi et al. (2004) on local clusters, we present measured iron abundances in the IC, their evolution with the redshift $z$ and their correlation with the entropy. We adopt the solar abundance ratios from Anders & Grevesse (1989) with $Z_\odot = \text{Fe}/\text{H} = 4.68 \times 10^{-5}$ by number.

We first have determined the measures of projected metallicity profiles $Z_{\text{Fe}}(r) = Z_{\text{Fe}}/m_{\text{Fe}}$, (in units of $Z_\odot$ i.e. the solar abundance of iron), where $n_{\text{Fe}}$ and $n_{H}$ are the iron and hydrogen densities (by number), respectively. Note $Z_{\text{Fe}}^{\text{int}}$ has been integrated up to $R_{\text{spec}}$ without masking the cooling region to compare our results with the literature available. In our sample, we find hints of possible negative evolution with redshift, with Spearman’s rank coefficient of $r_S = -0.12$ for 22 d.o.f (probability of null correlation $p = 0.59$), in rough agreement with Balestra et al. (2007), whose sample covers a wider range of $z$. After the deprojection of the spectral results (see Paper I), we have calculated the iron mass enclosed within a sphere of radius $R$ by integrating the iron mass density, $\rho_{\text{Fe}}$, over the cluster volume. The total iron mass in solar units can then be written as

$$M_{\text{Fe}}(<R) = 4\pi A_{\text{Fe}} m_{\text{H}} Z_\odot \frac{\Omega_\odot}{M_\odot} \int_0^R Z_{\text{Fe}}(r) n_{\text{H}}(r) r^2 dr,$$

(7)

where $A_{\text{Fe}}$ is the atomic weight of iron and $m_{\text{H}}$ is the atomic unit mass. To integrate the observed profiles at any radius, we have linearly interpolated the metallicity mass profiles within overdensities $R_S = 0.05 R_{200}$, $R_S = 0.1 R_{200}$ and $\Delta = 2500$, which roughly correspond to $100$–$150$, $200$–$300$ and $400$–$600$ kpc for our sample, respectively.

No significant evolution with $z$ of $M_{\text{Fe}}(<R_{2500})$ (probability of null correlation $p = 0.94$) and $M_{\text{Fe}}(<R_{0.05})$ ($p = 0.52$) is measured. Instead, we observe a strong segregation between SSC, ICC and NCC sources, with SCC clusters that tend to have higher metallicity mass by a factor of $\sim 2$ within $R_{2500}$ and by an order of magnitude within $R_{0.05}$, which roughly corresponds to the cooling region. The iron mass excess associated with cool-core regions could be entirely produced by the brightest cluster galaxy (BCG), which is always found at the centre of cool-core clusters, via SN- or AGN-induced winds (De Grandi et al. 2004). Moreover, we confirm the existence of a correlation between $M_{\text{Fe}}(R_{0.05})$ and $S_0$ (see Fig. 7), we present the correlation between $M_{\text{Fe}}(R_{0.05})$ as a function of the entropy pedestal $S_0$ (see Section 3.2): we can see an anticorrelation between the two quantities, as expected in a picture where the cooling is the likely pre-dominant physical process in the cooling region. Enrichment from recent Type Ia supernovae in the CMB galaxies can explain the central metal abundance excess observed in CC clusters (Böhringer et al. 2004; De Grandi et al. 2004). On the contrary, outside the cooling region, we again observe nearly self-similar relation between $M_{\text{Fe}}(R_{0.1})$ and $S_0$ (see Fig. 7) as we have seen in Section 3.1 for the $S_0 - T_{\text{cw}}$ relation.

Assuming a synthesized iron mass per Type Ia supernova event $m_{\text{Fe}}$ of $0.74 M_\odot$ (Nomoto et al. 1997) and an energy output of $10^{51}$ erg, we estimate that $1$–$3 \times 10^{10}$ Type Ia supernova events
in the region inside $R_{2500}$ are required to produce $M_{Fe,2500} \gtrsim 0.8 \times 10^{10} M_\odot$ observed in NCC clusters. This number of SNe corresponds to a global energy output of $1-3 \times 10^9$ erg over the entire lifetime of the cluster, that is, lower by a factor of 2–4 than the excess of energy $\Delta U_{2500}$ estimated in Section 3.3 ($\Delta U_{NCC} \sim 10^{62}$ erg), suggesting the action of other sources of non-gravitational energy to fully account for this observed excess.

4 DISCUSSION

The main results emerging from our study of the entropy profiles in hot ($kT_{gas} > 6$ keV) galaxy clusters at $z > 0.1$ are that these profiles, although similar in the outskirts where they behave as a power law with slope 1.0–1.2, are remarkably discrepant in the central regions, with SCC objects that show a power-law behaviour down to the innermost spatially resolved regions and NCC clusters having profiles that flatten to a constant value at $r < 0.3 R_{2500}$ (Fig. 4). Accordingly, the comparison between gas and DM temperature profiles (Fig. 1) reveals that SCC clusters do not present any significant energy excess at any radius, whereas ICC and, more dramatically, NCC objects show $\Delta E = 3/2 \Delta kT$ larger than a few keV in the cooling region and above. Note that the situation near the centres of the sources is unclear because the statistical errors are very large, the effect of possible anisotropies in the DM is more prominent and we are assuming some constraints on the DM temperature at $R_{spec}$. This excess of energy with respect to the ‘gravitational energy floor’ associated to the DM temperature profile can be interpreted as an indication of the presence of some form of non-gravitational energy that can constrain the mechanisms affecting the ICM thermal history and observed entropy profiles. Indeed, in agreement with $\Delta E \approx 0$ over the entire radial range, we observe that SCC clusters have very low entropy pedestal values $S_0$ of a few keV cm$^2$, while the higher and more scattered values of $S_0$ measured in ICC and, particularly, in NCC systems can be justified by an injection of energy $\Delta E$ of 1–10 keV, that, distributed over scales $\leq 100–300$ kpc also explains their flatter entropy profiles. The regular behaviour of the entropy profiles outside $0.1 R_{2500}$ is also in agreement with the fact that $\Delta E$ is low at these radii, where we have to consider the limitations of our analysis near $R_{spec}$ as mentioned above. This scenario is also supported from our results on the $S-T$ relation, where we observe a higher normalization, more significant in the inner regions ($\delta = 0.1$; see Fig. 3) of the SCC subsample with respect to ICC and NCC sources. We note hints of larger entropy values at higher redshift when our measurements in CC clusters are compared to the best-fitting results obtained in nearby samples, with a more significant deviations observed at $0.1 R_{200}$ than at $0.3 R_{200}$, suggesting that cores in our CC objects are not yet well defined from the radiative processes. Moreover, the observed mild differences in the slopes of the entropy profile, with $\alpha$ that becomes slightly higher by considering NCC, ICC and SCC sources, respectively ($\alpha^CC = 1.18 \pm 0.11$, $\alpha^ICC = 1.07 \pm 0.16$ and $\alpha^NCC = 0.95 \pm 0.21$ for the power-law model), can be explained by looking at the temperature and the density profiles (Fig. 1), which are a bit flatter for NCC systems: this trend can be justified with small energy excess ($\Delta E \sim 1–2$ keV) at large scale in the NCC objects compared to the NCC and SCC ones. The radial behaviour of $\Delta E(r)$ is also confirmed by the analysis made in Paper I, where we noted a strong negative evolution in the $y_{EE}$–X-ray and $y_{EE}$–SZ scaling relations (see Section 3.3).

All our systems are the products of the hierarchical scenario, as suggested by the similar behaviour of the gas temperature, density, entropy and DM profiles in the regions above the cores. On the contrary, the cooling region characterizes SCC, ICC and NCC systems. In particular, continuous interplay between cooling and some form of (pre-)heating can explain the variety of the properties observed, with SCC dominated from the cooling phase and, on the other end, NCC still subjected to some effects of heating.

Theoretical models must predict the magnitude of the observed $\Delta E(r)$, and the impact of the non-gravitational processes associated to this excess in the central regions. These models fall into three main classes: pre-heating, where the gas collapsing into the DM potential well is pre-heated by some mechanism, before clusters were assembled at an early epoch (Kaiser 1991; Balogh et al. 1999; Tozzi & Norman 2001; Borgani et al. 2005); local heating by AGN activity, star formation or supernovae (Bialek et al. 2001; Babul et al. 2002; Borgani et al. 2002; Brighenti & Mathews 2006); cooling, which seems to be able to remove low-entropy gas in the centres of the clusters, producing a similar effect to non-gravitational heating (Bryan 2000; Muwaneng et al. 2002; Borgani 2004). Hereafter, we review the main characteristics of these models and discuss how they are consistent with our observational constraints.
4.1 Pre-heating models

Models of pre-heating, where a constant energy input is injected either prior to the cluster collapse (0.1–0.3 keV per particle; e.g. Navarro, Frenk & White 1995; Tozzi & Norman 2001) or after the cluster formation 1–3 keV per particle (e.g. Metzler & Evrard 1994; Loewenstein 2000; Wu, Fabian & Nulsen 2000; Bower et al. 2001), could justify, only partially in NCC objects, the observed magnitude of \( \Delta E(r) \), but not its radial behaviour. Nevertheless, as pointed out by Borgani et al. (2005) by studying hydrodynamical simulated clusters, there is no possibility to inject a large quantity of energy per particle (\( \lesssim 1 \text{ keV} \)), unless a large isentropic core is produced in the entropy profile, core, that is, not observed in our profiles in agreement with other works (Ponman et al. 2003; Pratt & Arnaud 2003, 2005).

Ponman et al. (2003) suggest that any raise of the temperature and/or decrease of the density in the gas inside the primordial structures due to pre-heating can get largely raised by the accretion shock. Following the model of Dos Santos & Doré (2002), Ponman et al. (2003) estimated that a mild raise of the entropy of the gas confined to filaments (\( \sim 10^{10}–10^{15} \text{ cm}^2 \)), corresponding to a temperature of \( \sim 10^{-3} \text{ keV} \) can be boosted by the accretion shock to the observed value of \( 5 (\sim 10^{10}–10^{15} \text{ keV} \text{ cm}^2) \). They point out that an interplay between shock and smoothing of the primordial gas due to a pre-heating can justify the observed properties of the gas entropy, given the above upper limits on the energy budget of the pre-heating and being the slope of the entropy profile close to the value predicted from shock heating.

Pre-heating prior of the cluster collapse should be an energetically favourable mechanism compared to in situ heating to cast further energy into the gas before it is concentrated in the gravitational potential well of the DM halo, since less energy is required to increase the entropy of the gas by a given amount when its density is lower as in the filaments. In fact, we observe that in the shock-dominated collapse scenario, a mild injection of energy through pre-heating can greatly amplify the final energy \( E_\text{fin} \) of the post-shocked particles, being \( E_\text{fin} \propto E_\text{in} \), with \( E_\text{in} \) the initial energy. Borgani et al. (2005) show that smoothing the accretion pattern by pre-heating in the case of simulations without radiative physics amplifies the entropy generation out to the radius where the accretion shock acts. Nevertheless, the effect seems to be substantially reduced when cooling is also taken into account.

However, our estimates of \( \Delta E(r) \) show not a constant profile but instead a declining one outwards. This behaviour cannot be explained by any pre-heating mechanism, either prior or after cluster collapse, even though entropy is amplified through subsequent shock heating. Results for X-ray bright nearby objects by Pratt et al. (2006) support these conclusions, because their scaled entropy profiles show increasing scatter in the inner regions, with a dispersion (\( \sim 60 \) per cent) definitely higher than the value found in simulations including filamentary pre-heating (\( \sim 30 \) per cent; Voit 2005).

4.2 Heating models

In principle, heating can amplify the boosting of the entropy out to the radius where accretion shocks are taking place, especially in low-mass system, since they are accreted by smaller subhaloes where the gas is more smoothed by the extra heating. As pointed out by Borgani et al. (2005), local heating due to star formation activity is not able alone to prevent overcooling and to reproduce the predicted star formation as low as measured (Muanwong et al. 2002) and the observed entropy profile: maybe we have to appeal to further sources of non-gravitational energy, like AGNs, not taken into account in such hydrodynamical simulations, or different physical mechanisms to distribute the energy inside the ICM.

The need of this further source of non-gravitational energy is also confirmed by the analysis made in Section 3.4, where we observe that the number of supernovae we require to reproduce the observed metallicity is not able to account for all the excess of energy \( \Delta U_{2500} \).

A gentle, transonic heating process, such as the weak shocks detected in the Perseus cluster (Fabian et al. 2003), can provide a framework by which one can explain all the observed properties, like the flattening of the entropy profile in the innermost regions (\( \lesssim 1 \) few tens of kpc) even of SCC clusters, and the spikes of metallicity measured in the centre of SCC sources (see Fig. 7). Weak shocks are indeed likely not able to prevent metals’ accumulation in the innermost regions. Donahue et al. (2005, 2006) pointed out that the central cooling time of the SCC galaxies (\( \sim 10^7 \) yr) is consistent with the time-scale of the activity of radio sources (approximately a few \( 10^7 \) yr) at the centre of clusters. Energy casted by the radio jet (\( \sim 10^{45} \text{ erg s}^{-1} \) can then produce the observed flattening of the entropy profiles on scale of a few tens of kpc. Gas dynamical models of jets flows proceeding from a central supermassive black hole and entering surrounding gas may heat the ICM by casting mass and energy outwards till scale approximately hundreds of kpc, possibly lowering the cooling rate (Brighten & Mathews 2006). Nevertheless, the above picture does not explain the excess of energy \( \Delta E \) in the regions outside the core, where we have probably to require some other form of heating, like, for example, shocks induced from merging activity.

Whatever sources of non-gravitational energy we have to appeal, they must fuel energetically the ICM in such a way to reproduce the magnitude and the radial behaviour of \( \Delta E(r) \), casting energy (in the order of few keV) and metals preferentially in the innermost regions.

4.3 Cooling models

Cooling plays a key role to explain the observed excess of energy \( \Delta E(r) \). In fact, \( \Delta E(r) \) is higher in the central regions moving from SCC to ICC and to NCC systems. Cooling can easily account for this trend through radiative losses of the accumulated thermal energy. In the SCC clusters, \( T_{\text{gas}} \) is roughly equal to \( T_{\text{DM}} \) suggesting either that a perfect balance between cooling and heating is established, permitting the radiative losses of the only amount of energy in excess with respect to the one associated to the DM, or that heating is episodic and we are observing structures in their undisturbed phase.

In a similar manner, Voit et al. (2002) have argued that the entropy responsible for the break of the self-similarity is not a global property of the ICM, but rather a property set by radiative cooling: they point out that the observed entropy value at the core radii of groups and clusters is near to the entropy at which \( t_{\text{cool}} \approx t_{\text{Hubble}} \).

A model to explain the observed features in the entropy profile is that proposed by Voit & Bryan (2001). They show how cooling and supernovae heating act to eliminate high-compressible gas with \( S < S_c \), \( S_c \) being the cooling threshold, from the X-ray phase. Much of the condensation and the feedback is prior to the epoch of clusters’ formation, balancing these processes reciprocally: more the cooling is effective, more the star formation is active with release of energy to the ICM and consequent reduction of the cooling itself. This picture is likely not wholly adequate, leading to a very large isentropic core in the entropy profiles, which is not observed.
5 SUMMARY AND CONCLUSIONS

We have presented Chandra observations of the entropy profiles and scaling properties of a sample of 24 galaxy clusters spanning the redshift range 0.14–0.82 and classified accordingly to their central cooling time in SCC, ICC and NCC systems. We have performed a spatially resolved spectral analysis and recovered the gas density, temperature T and entropy S profiles at high spatial resolution and in a non-parametric way. We have shown that those entropy profiles are remarkably similar outside the central regions with a typical entropy level at 0.1 $R_{500}$ of 100–500 keV cm$^2$, and have a central entropy plateau covering a wide range of values (approximately a few $-200$ keV cm$^2$), with the highest values associated to NCC objects.

The CC clusters show larger values of the entropy than the one measured in nearby luminous systems, with a more significant deviations observed at 0.1 $R_{500}$ than at 0.3 $R_{500}$ with respect to the best-fitting results in Pratt et al. (2006), suggesting that the core in our CC objects is not yet well defined from the cooling processes.

We have studied the radial behaviour of the temperature of the gas ($T_{\text{gas}}$) and the DM ($T_{\text{DM}}$). We have found that $T_{\text{gas}}$ is always higher than $T_{\text{DM}}$ for the SCC clusters, the difference of temperature $\Delta T = kT_{\text{gas}} - kT_{\text{DM}}$ is negligible, while it is large for the NCC clusters (up to $\sim 10$ keV per particle), with $\Delta kT(r)$ that declines outwards.

We conclude that none of the models of (pre-)heating and cooling discussed in literature is able to explain alone the observed trends of the entropy profiles and of $\Delta E(r)$. Likely, we have to require an interplay of these processes. A scenario with shock-dominated collapse and pre-heating in the primordial filaments might account for most of the extra-gravitational energy, as confirmed by the slopes of the entropy profiles near the theoretical value of 1.1 expected in the accretion shock picture (Tozzi & Norman 2001). As described in Section 4.1, this should be an energetically favourable mechanism compared to the in situ heating, amplifying significantly the final energy $E_{\text{abs}}$ of the post-shocked particles. On the other side, gentle, subsonic heating processes, for example, supported from AGN jets, can account for many of the observed properties, but not for excess of energy still measured outside the core (see Section 3.3).

The relaxed environment of SCC clusters is required to enhance the central metal abundance and total iron mass in correspondence of low-entropy regions (see Section 3.4). There, the cooling is so efficient to remove on short time-scale the excess of energy per particle of the ICM, permitting (i) $T_{\text{gas}}$ to approach the DM value $T_{\text{DM}}$ and (ii) the other physical parameters used in describing the entropy profile, like, for example, $S_0$, $\text{Pr}_{\text{break}}$, to vary.

Overall, different observed behaviour of the entropy profiles of SCC, ICC and NCC massive clusters suggest that we are observing the end products of the hierarchical model for structure formation. They represent different stages of the relative relevance of heating and cooling in regulating the shape that the ICM distribution: galaxy clusters are identified either as NCC objects when heating, probably due to a residual merging activity and feedback from AGN triggered from the merger itself, is predominant, or as SCC systems when the radiative losses are energetically prominent, being ICC objects an intermediate case between the two.
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