Robertson-Schrödinger formulation of Ozawa’s uncertainty principle
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Abstract. A more general measurement disturbance uncertainty principle is presented in a Robertson-Schrödinger formulation. It is shown that it is stronger and having nicer properties than Ozawa’s uncertainty relations. In particular it is invariant under symplectic transformations. One shows also that there are states of the probe (measuring device) that saturate the matrix formulation of measurement disturbance uncertainty principle.

1. Introduction

In this work we present a matrix formulation of Ozawa’s measurement disturbance uncertainty principle (OUP), which takes into account position-momentum correlations [1]. This type of formulation is to the OUP [2, 3] as Robertson-Schrödinger formulation of uncertainty principle is to the Robertson-like inequality. The latter is usually associated to a set of kinematical restrictions that can be imposed to a quantum system,

$$\sigma(A, \psi)\sigma(B, \psi) \geq \frac{|\langle \psi | [A, B] | \psi \rangle|}{2},$$

where $\sigma(C, \psi)$ denotes the standard mean deviation for an observable $C$: $\sigma^2(C, \psi) = \langle \psi | (C - \langle \psi | C | \psi \rangle)^2 | \psi \rangle$. Here, $[A, B] = AB - BA$ is the commutator and $\{A, B\} = \frac{A^2 + B^2}{2}$ is the anti-commutator. These uncertainty relations can be written in terms of the positivity of a matrix, the covariance matrix of the quantum state $\Sigma$, the so-called Robertson-Schrödinger uncertainty principle (RSUP)

$$\Sigma + \frac{ih}{2} J \geq 0.$$
Let \( A = X \) be the position of the particle and \( B = P \), its momentum, then \( \Sigma \) is given by

\[
\Sigma = \begin{pmatrix}
\sigma(X, \psi)^2 & \sigma(X, P, \psi) \\
\sigma(P, X, \psi) & \sigma(P, \psi)^2
\end{pmatrix},
\]

(3)

where \( \sigma(X, P, \psi) = \sigma(P, X, \psi) = \langle \psi | \{ \Delta X, \Delta P \} | \psi \rangle \) are the covariance elements for position-momentum correlations, and

\[
J = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\]

(4)

is the standard symplectic matrix.

Why this matrix formulation should be better than the inequality (1)? In fact, the RSUP formulation, Eq. (2), has several advantages. It implies inequality (1), thus it is stronger. However, the converse is not true and the RSUP accounts for the correlations between position and momentum. For Gaussian states, the RSUP is a necessary and sufficient condition of quantumness, and it also establishes the separability or entanglement of 2-mode Gaussian states, when a reflection transformation is done [4]. Finally, in contrast with inequalities (1), the RSUP is invariant under symplectic transformations. An experimental violation of the uncertainty principles (1) and (2) it would imply two possibilities. The violation should be due to the failure of the Hilbert space in correctly describing quantum systems, which clearly would have important implications for the theoretical structure of quantum mechanics. Alternatively, it could be a consequence of a deformation of the algebra defined by the pair of observables, position and momenta. In a recent work [5], this kind of deformation was studied, even though there is no evidence that such an experimental violation has ever been observed.

When considering measurement-disturbance uncertainty principles, one can relate the accuracy and disturbance in the measurement of a pair of observables. These type of relations are known as error-disturbance trade-off relations and are dynamical uncertainty principles. An example of this relation was related by Heisenberg in his well-known \( \gamma \)-ray experiment [6], where he obtained a relation between the accuracy of an appropriate position measurement, \( \epsilon(X, \psi) \) and the disturbance of the particle+s momentum, \( \chi(P, \psi) \),

\[
\epsilon(X, \psi) \chi(P, \psi) \geq \frac{|\langle \psi | [X, P] | \psi \rangle|^2}{2}.
\]

(5)

Recently, there has been a heated discussion about the status and the interpretation of this Heisenberg’s formulation of uncertainty principle [2, 3, 7, 8, 9]. In fact, experimental violations of this inequality have been found using or weak measurements and polarized entangled photons [10], or through neutron spin measurements [11], or even through approximate joint measurements of incompatible polarizations observables on single photons [12]. Theoretically, the different between the two main approaches is based on the definition of the error and disturbance quantities. On one hand, Busch et al. [7] considered the measures of error and disturbance as state independent. On the other hand, others considered state dependent quantities [2, 9, 13]. The most discussed approach is the OUP, which defines \( \epsilon(A, \psi) \) and \( \chi(B, \psi) \) as the noise in the measurement of observable \( A \) and the disturbance of \( B \) due to that measurement, respectively. It considers a composite system of an object and a probe, and initially prepared in a product state \( \Psi = \psi \otimes \xi \), where \( \psi \) and \( \xi \) describe the object and the probe, respectively. In the Heisenberg picture, a noise operator \( N(A) \) associated with observable \( A \) and a disturbance operator \( D(B) \) have been introduced. They are self-adjoint operators, defined by

\[
N(A) = M^{\text{out}} - A^{\text{in}}, \quad D(B) = B^{\text{out}} - B^{\text{in}},
\]

(6)

where \( A^{\text{in}} = A \otimes I, B^{\text{in}} = B \otimes I \) are observables \( A,B \) prior to the measurement interaction, \( B^{\text{out}} = U^\dagger(B \otimes I)U \) is the observable \( B \) immediately after the measurement and \( M \) is the probe
observable. $U$ is the unitary time evolution operator during the measuring interaction. Clearly, $M^{in} = I \otimes M$ and $M^{out} = U^\dagger (I \otimes M) U$ [3]. Ozawa argued that the noise $\epsilon(A, \psi)$ and disturbance $\eta(B; \psi)$ are defined by:

$$\epsilon(A, \psi)^2 = \langle \Psi | N(A)^2 | \Psi \rangle , \quad \eta(B; \psi)^2 = \langle \Psi | D(B)^2 | \Psi \rangle . \quad (7)$$

Then, as $M$ and $B$ are observables in different systems, they commute $[M^{out}, B^{out}] = 0$. Thus, using these last definitions, the triangle and Cauchy-Schwartz inequalities one has finally the OUP:

$$\epsilon(A, \psi)\eta(B, \psi) + \epsilon(A, \psi)\sigma(B, \psi) + \sigma(A, \psi)\eta(B, \psi) \geq \frac{|\langle \psi | [A, B] | \psi \rangle |}{2} . \quad (8)$$

Clearly, this relation does not take into account noise-disturbance correlations. Thus, in what follows one shows how to obtain a more general and stronger formulation of this OUP and where one has information about these correlations.

2. Matrix formulation of Ozawa’s uncertainty principle

One considers a multidimensional system, where $A_i^{in}$ and $B_j^{in}$, $i, j = 1, \cdots, n$ such that

$$[A_i^{in}, A_j^{in}] = [B_i^{in}, B_j^{in}] = 0 , \quad [A_i^{in}, B_j^{in}] = iC_{ij} , \quad (9)$$

for $i, j = 1, \cdots, n$, and where $\{C_{ij}\}$ are some self-adjoint operators. If $A$ and $B$ are the particle’s position and momentum, one simply has $C_{ij} = \hbar \delta_{ij}$. These self adjoint operators can be collectively written as $Z^{in} = (A_1^{in}, \cdots, A_n^{in}, B_1^{in}, \cdots, B_n^{in})$ satisfying the commutation relations

$$[Z^\alpha_{\alpha}, Z^\beta_{\beta}] = iG_{\alpha\beta} , \quad \alpha, \beta = 1, \cdots, 2n . \quad (10)$$

$G = \{G_{\alpha\beta}\}$ is the self-adjoint operator-valued skew-symmetric matrix

$$G = \begin{pmatrix} 0 & C \\ -C & 0 \end{pmatrix} . \quad (11)$$

with $C = \{C_{ij}\}$. Again, if $A$ and $B$ are the position and momentum operators, then one simply has $2n \times 2n$ standard symplectic matrix $\hbar J$. The same strategy can be used to write collectively the noise and disturbance operators,

$$N = N(A) = (N_1, \cdots, N_n) , \quad D = D(B) = (D_1, \cdots, D_n) , \quad (12)$$

into $K = (N_1, \cdots, N_n, D_1, \cdots, D_n)$. Finally, let

$$M^{out} = (M_1^{out}, \cdots, M_n^{out}) , \quad B^{out} = (B_1^{out}, \cdots, B_n^{out}) , \quad (13)$$

denote the output of the (commuting) probe observables and the output of $B$, respectively. They can be written collectively into $Z^{out} = (M_1^{out}, \cdots, M_n^{out}, B_1^{out}, \cdots, B_n^{out})$. Thus, as before one has $[Z^\alpha_{\alpha}, Z^\beta_{\beta}] = 0 , \quad \alpha, \beta = 1, \cdots, 2n$ and $Z^{out} = Z^{in} + K$.

Considering an arbitrary set of complex numbers denoted by $\{\lambda_\alpha\}_{1 \leq \alpha \leq 2n}$, one has [1]

$$0 = \sum_{\alpha,\beta=1}^{2n} \mathcal{X}_\alpha \lambda_\beta \left( [\Delta Z^\alpha_{\alpha}, \Delta Z^\beta_{\beta}] \right)$$

$$= \sum_{\alpha,\beta=1}^{2n} \mathcal{X}_\alpha \lambda_\beta \left( i\langle G_{\alpha\beta} \rangle + \langle [Z^\alpha_{\alpha}, K_{\beta}] \rangle + \langle [K_{\alpha}, Z^\beta_{\beta}] \rangle \right) . \quad (14)$$
Writing $K = \sum_\alpha \lambda_\alpha K_\alpha$, and assuming that $KK^\dagger$ is a positive operator, one has

$$\sum_{\alpha,\beta=1}^{2n} \bar{\lambda}_\alpha \lambda_\beta \langle [K_\alpha, K_\beta] \rangle = \langle K^\dagger K \rangle - \langle KK^\dagger \rangle \leq \langle K^\dagger K \rangle .$$

(15)

Thus,

$$\sum_{\alpha,\beta=1}^{2n} \bar{\lambda}_\alpha \lambda_\beta \langle [K_\alpha, K_\beta] \rangle \leq \sum_{\alpha,\beta=1}^{2n} \lambda_\alpha \lambda_\beta \left( \langle \{K_\alpha, K_\beta\} \rangle + \frac{1}{2} \langle [K_\alpha, K_\beta] \rangle \right) .$$

(16)

And so,

$$\sum_{\alpha,\beta=1}^{2n} \lambda_\alpha \lambda_\beta \langle [K_\alpha, K_\beta] \rangle \leq 2 \sum_{\alpha,\beta=1}^{2n} \lambda_\alpha \lambda_\beta \{K_\alpha, K_\beta\} .$$

(17)

Upon substitution of Eq. (17) into Eq. (14) one finally obtains

$$0 \leq \sum_{\alpha,\beta=1}^{2n} \lambda_\alpha \lambda_\beta \left( i \langle G_{\alpha\beta} \rangle + \langle [Z_{\alpha}^{in}, K_{\beta}] + [K_\alpha, Z_{\beta}^{in}] \rangle + 2 \langle \{K_\alpha, K_\beta\} \rangle \right) .$$

(18)

Then, defining the $2n \times 2n$ real symmetric positive-definite matrix

$$K_{\alpha\beta} = \langle \{K_\alpha, K_\beta\} \rangle ,$$

(19)

the $2n \times 2n$ real skew-symmetric matrices $G = \langle G \rangle$ and

$$\Gamma_{\alpha\beta} = \frac{1}{i} \langle [Z_{\alpha}^{in}, K_{\beta}] + [K_\alpha, Z_{\beta}^{in}] \rangle ,$$

(20)

it is possible to rewrite (18) in the matrix form:

$$K + \frac{i}{2} (\Gamma + G) \geq 0 ,$$

(21)

which is a matrix version of OUP. If a measuring interaction is of independent intervention, then $\Gamma = 0$, and one recovers the matrix generalization of Heisenberg’s noise disturbance relation Eq. (5),

$$K + \frac{i}{2} G \geq 0 .$$

(22)

Now one shows that the uncertainty principle, Eq. (21), is in fact stronger than the OUP. In the case of $n = 1$, one finds

$$K = \begin{pmatrix} \langle N^2 \rangle & \langle \{N, D\} \rangle \\ \langle \{D, N\} \rangle & \langle D^2 \rangle \end{pmatrix} , \quad \Gamma = \frac{1}{i} \begin{pmatrix} 0 & \langle [A^{in}, D] + [N, B^{in}] \rangle \\ \langle [D, A^{in}] + [B^{in}, N] \rangle & 0 \end{pmatrix} .$$

(23)

Clearly, if inequality (21) holds, then the matrix $K + \frac{i}{2} (\Gamma + G)$ must have non-negative determinant, and then [1]

$$\langle N^2 \rangle \langle D^2 \rangle \geq \langle \{N, D\} \rangle^2 + \frac{1}{4} \left| \langle [A^{in}, D] + [N, B^{in}] \rangle + \langle [A^{in}, B^{in}] \rangle \right|^2 \geq \frac{1}{4} \left| \langle [A^{in}, D] + [N, B^{in}] \rangle + \langle [A^{in}, B^{in}] \rangle \right|^2 .$$

(24)
Taking the square root of this last inequality,
\[
\langle N^2 \rangle^{1/2} \langle D^2 \rangle^{1/2} \geq \frac{1}{2} \left| \left[ \langle A^{in}, D \rangle + \langle N, B^{in} \rangle \right] - \left[ \langle B^{in}, A^{in} \rangle \right] \right| ,
\]
(25)
considering the definitions \( \epsilon(A) = \langle N^2 \rangle^{1/2} \) and \( \eta(B) = \langle D^2 \rangle^{1/2} \), and using the inequality
\[
|a - b| \geq |a| - |b|,
\]
one obtains
\[
\epsilon(A)\eta(B) \geq \frac{1}{2} \left| \left[ \langle A^{in}, D \rangle + \langle N, B^{in} \rangle \right] - \left[ \langle A^{in}, B^{in} \rangle \right] \right| .
\]
(26)
And in particular
\[
\epsilon(A)\eta(B) \geq \frac{1}{2} \left| \langle A^{in}, B^{in} \rangle \right| - \frac{1}{2} \left| \langle \langle A^{in}, D \rangle + \langle N, B^{in} \rangle \rangle \right| ,
\]
(27)
which is OUP, Eq. (8).

3. Properties of the matrix formulation of the measurement disturbance uncertainty principle

In order to demonstrate that the matrix formulation of OUP, inequality (21), is in fact stronger than OUP, one uses the example of a backaction evading quadrature amplifier (BAE) [1, 3]. The system is described by a set of quadrature operators \( X_a, Y_a \) and the probe by the operators \( X_b, Y_b \) with
\[
[X_a, Y_a] = [X_b, Y_b] = \frac{i}{2}.
\]
(28)
Then, the measuring interaction is given by:
\[
\begin{align*}
X^{out}_a &= X^{in}_a \\
X^{out}_b &= X^{in}_b + GX^{in}_a \\
Y^{out}_a &= Y^{in}_a - GY^{in}_b \\
Y^{out}_b &= Y^{in}_b,
\end{align*}
\]
(29)
where \( G \) is the gain. The probe observable is then set to \( M = \frac{1}{G} X_b \), and thus
\[
M^{out} = X^{in}_a + \frac{1}{G} X^{in}_b.
\]
(30)
Moreover
\[
N(X_a) = \frac{1}{G} X^{in}_b, \quad D(X_a) = 0, \quad D(Y_a) = -GY^{in}_b
\]
(31)
or in the notation introduced above
\[
K = \left( \frac{1}{G} X^{in}_b, -GY^{in}_b \right).
\]
(32)
Clearly, \( \Gamma = 0 \) and the measuring interaction is of independent intervention for the pair \( (X_a, Y_a) \). Also from Eq. (28), one finds \( \mathcal{G} = \frac{1}{2} J \).

One considers the state of the probe \( \xi \) to have vanishing expectation values \( \langle \xi | X^{in}_b | \xi \rangle = 0 \), and a covariance matrix
\[
\Sigma^b = \begin{pmatrix}
\Sigma^{b}_{11} & \Sigma^{b}_{12} \\
\Sigma^{b}_{12} & \Sigma^{b}_{22}
\end{pmatrix}
= \begin{pmatrix}
1/4 & 1/2 \\
1/2 & 1/4
\end{pmatrix}.
\]
(33)
One obtains the elements of $K$ from Eq. (32) [1]. For instance,

$$\langle N^2 \rangle = \frac{1}{G^2} \langle (X^i_b)^2 \rangle = \frac{1}{G^2} \Sigma^b_{11} = \frac{1}{4G^2} .$$

(34)

The other elements are obtained in an analogous way. Thus,

$$K = \begin{pmatrix}
\frac{1}{4G^2} & -\frac{1}{2} \\
-\frac{1}{2} & \frac{G^2}{4}
\end{pmatrix} .$$

(35)

We then have from $G = \frac{1}{2} J$ and Eq. (35):

$$K + \frac{i}{2} (\Gamma + G) = K + \frac{i}{4} J = \begin{pmatrix}
\frac{1}{4G^2} & -\frac{1}{2} + \frac{i}{4} \\
-\frac{1}{2} - \frac{i}{4} & \frac{G^2}{4}
\end{pmatrix} .$$

(36)

Since $\det(K + \frac{i}{4} J) = -\frac{1}{4}$, then it is not a positive matrix and the uncertainty principle (21) is violated. However, since $\epsilon(A) = \langle N^2 \rangle^{1/2} = \frac{1}{2G}$ and $\eta(B) = \langle D^2 \rangle^{1/2} = \frac{G}{2}$, one concludes that $\epsilon(A)\eta(B) = \frac{1}{3}$, which exactly saturates the OUP. This shows that in fact the inequality (21) is indeed stronger than the OUP.

Next, one shows that the uncertainty principle, Eq. (21), can be saturated if there is a set of complex numbers $\{\lambda_\alpha\}_{1 \leq \alpha \leq 2n}$ and a state $\Psi$ such that

$$\sum_{1 \leq \alpha \leq 2n} \lambda_\alpha K_\alpha \Psi = 0 .$$

(37)

This may or may not be possible, depending on the commutation relations of the operators $\{K_\alpha\}_{1 \leq \alpha \leq 2n}$. In the case of BAE described above this is not possible. Indeed, to have a saturating state $\Psi$, Eq. (37), would have to satisfy:

$$\left(\frac{\lambda_1}{G} X^i_b + \frac{i}{2} G\lambda_2 \frac{\partial}{\partial X^i_b} \right) \Psi = 0 .$$

(38)

for some constants $(\lambda_1, \lambda_2) \in C^2 \setminus \{(0, 0)\}$. In the representation of quadrature operators and using their commutation relations, one concludes that there are no square-integrable solutions, and thus there is no saturating state [1].

Alternatively, if one considers a noiseless quadrature transducer [3] with the following input-output relations for the quadrature operators (28)

$$\begin{cases}
X^a_{out} = X^a_{in} - X^b_{in} , \\
X^b_{out} = X^a_{in} , \\
Y^a_{out} = -Y^b_{in} , \\
Y^b_{out} = Y^b_{in} + Y^a_{in} .
\end{cases}$$

(39)

and a probe observable $M = X_b$, then

$$K = (0, -Y^a_{in} - Y^b_{in}) .$$

(40)

And thus, a saturating state satisfies

$$-\lambda_2 (Y^a_{in} + Y^b_{in}) \Psi = 0 .$$

(41)
This can be achieved by any state $\Psi$ for $\lambda_2 = 0$.

Finally, one should notice that the matrix formulation of the noise-disturbance uncertainty principle, Eq. (21) remains unchanged under symplectic transformations. To show that one considers that $[K_\alpha, K_\beta] = i\gamma J_{\alpha\beta}$, where $\gamma \neq 0$ is some real constant and $J$ is the standard symplectic matrix. Suppose like in the BAE case that $(\Gamma = 0)$. Then Eq. (21) becomes $K + \frac{\gamma^2}{2}J \geq 0$. Notice that this looks formally like the RSUP Eq. (2). If the system undergoes a linear symplectic transformation as $K_\alpha \mapsto K'_\alpha = \sum_{1 \leq \beta \leq 2n} S_{\alpha\beta}K_\beta$, where $S \in Sp(2n; R)$, then the noise-disturbance covariance matrix transforms by similarity $K \mapsto K' = SKS^T$. Since $S^{-1}J(S^{-1})^T = J$, one concludes that the matrix uncertainty principle remains unchanged: $K' + \frac{\gamma^2}{2}J \geq 0$.

In contrast, the OUP, when considering for instance the previous example of the BAE, becomes simply the Heisenberg inequality

$$\epsilon\eta \geq \frac{1}{4}. \quad (42)$$

Rewriting this now as a noise-disturbance covariance matrix $K = \text{diag}(\epsilon^2, \eta^2)$ and considering that the probe (and possibly the object) is subjected to a symplectic transformation such that:

$$K \mapsto K' = \frac{\sqrt{2}}{2} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} K. \quad (43)$$

One clearly sees that the noise-disturbance vector $K$ is rotated through an angle of $\frac{\pi}{4}$. Such a transformation can be implemented by a certain unitary transformation $U(S)$ generated by an appropriate hermitian operator, quadratic in the variables $X_b, Y_b$ of the probe. Thus, the OUP is modified to

$$(\epsilon')^2 + (\eta')^2 \geq \sqrt{1 + 4\langle \{N', D'\} \rangle^2}, \quad (44)$$

which is manifestly different from Eq. (42).

4. Conclusions

We have presented here an universal matrix formulation of the measurement disturbance uncertainty principle. It is more stringent than the Ozawa’s measurement disturbance relation as it in fact implies the OUP. Then we have shown that there are states that saturate the OUP but violates the matrix formulation. Furthermore, it is possible to obtain states that saturate also the matrix formulation of OUP. Finally, it is worth to mention that it could be interesting to investigate the experimental validity of this more general formulation of measurement disturbance uncertainty relation. In fact, the OUP proved to be valid through experimental work performed using weak measurements by Rozema et al. [10] and considering 3-state mode systems by Sulyok et al. [11] and by Ringbauer et al. [12].
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