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Abstract
Extreme learning machine (ELM) allows for fast learning and better generalization performance than conventional gradient-based learning. However, the possible inclusion of non-optimal weight and bias due to random selection and the need for more hidden neurons adversely influence network usability. Further, choosing the optimal number of hidden nodes for a network usually requires intensive human intervention, which may lead to an ill-conditioned situation. In this context, chemical reaction optimization (CRO) is a meta-heuristic paradigm with increased success in a large number of application areas. It is characterized by faster convergence capability and requires fewer tunable parameters. This study develops a learning framework combining the advantages of ELM and CRO, called extreme learning with chemical reaction optimization (ELCRO). ELCRO simultaneously optimizes the weight and bias vector and number of hidden neurons of a single layer feed-forward neural network without compromising prediction accuracy. We evaluate its performance by predicting the daily volatility and closing prices of BSE indices. Additionally, its performance is compared with three other similarly developed models—ELM based on particle swarm optimization, genetic algorithm, and gradient descent—and find the performance of the proposed algorithm superior. Wilcoxon signed-rank and Diebold–Mariano tests are then conducted to verify the statistical significance of the proposed model. Hence, this model can be used as a promising tool for financial forecasting.
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Introduction
Stock market behavior is typically uncertain and time-varying in nature, being highly associated with market volatility and non-linearity. When the market reacts to current political and other macroeconomic factors, it behaves arbitrarily. As such, due to its complex and dynamic nature, stock market prediction has been considered a challenging task for stakeholders. Achieving better prediction accuracy with less input data and a less complex model architecture is the key objective of market analysts. However, in reality, this is a critical, demanding, and challenging job. In this context, volatility is a widely accepted practical measure of risk for defining uncertainty in the financial market. While most market variables are largely unpredictable, certain characteristics of volatility can increase the accuracy of forecasted values. Volatility of an...
asset describes the spread of outcomes for a variable, thus playing an imperative role in various financial applications. The key usage of volatility is approximately calculating the value of market risk. Volatility is known to be stochastic and time-varying in nature. Therefore, a wide range of methods is in use to forecast and manage volatility risk.

To this end, various statistical and computational models have been established by observing the concealed laws of real stock data. As stock data do not follow a fixed pattern, statistical models can not reflect their nonlinearity. As such, numerous soft computing methodologies have been proposed during past few decades, including artificial neural networks (ANNs), fuzzy systems, and evolutionary optimization algorithms. These advancements help model dynamic and multivariate nonlinear systems in terms of stock volatility prediction. For instance, the use of ANNs in modeling economic systems is rapidly expanding, as they recognize the nonlinear correlation present in historical stock data. The most widely used ANNs for financial time series prediction include multilayer perceptron (Wang et al., 2012; Xi et al., 2014), radial basis functional network (Shen et al., 2011), and higher order neural networks such as functional link artificial neural network (Majhi et al., 2009; Nayak et al., 2012) and Pi-Sigma neural networks (Nayak et al., 2016). Stock market return forecasting is demonstrated by Zhong and Enke (Zhong & Enke, 2017; Zhong & Enke, 2019). To analyze the relationship between minimum cost and maximum return, a generalized soft cost consensus model under a certain degree of consensus is proposed by Zhang et al. (Zhang et al., 2019). The effect of retail investor attention on stock price crash risk is demonstrated by Wen et al. (Wen et al., 2019). A survey of existing researches and methodologies on assessment and measurement of financial systemic risk combined with machine learning technologies is carried out by Kou et al. (Kou et al., 2019) and, Nayak and Misra (Nayak & Misra, 2018). Group decision making and a multi-criteria decision making approach for economic interpretations are found in research works by Kou et al. (Kou et al., 2012) and Chao et al. (Chao et al., 2019). A multi-criteria decision making-based approach for clustering algorithm evaluation in the domain of financial risk analysis is proposed by Kou et al. (Kou et al., 2014).

The performance of ANN-based forecasting models mainly depends on network structure and the learning algorithm. Gradient descent-based back propagation learning is a widespread technique used in ANNs. However, it has a slow convergence rate, becomes trapped in the local minima, and has imprecise learning rate, which make the model time consuming and add computational overhead (Fernández-Navarro et al., 2012). To overcome these limitations, a novel algorithm called extreme learning machine (ELM) was proposed by Huang et al. (Huang et al., 2006; Huang et al., 2012). ELM chooses the weight of connections between the input variables and the neurons in the hidden layer at random. The output weights are determined analytically as a substitute to iterative fine-tuning. Several recent studies use ELM for various real applications, such as time series prediction (Grigorievskiy et al., 2014), sales forecasting (Sun et al., 2008), financial time series forecasting (Dash et al., 2014), electricity load forecasting (Zhang et al., 2013; Yap & Yap, 2012), and power system economic dispatch (Yang et al., 2013). However, a literature review indicates two important issues associated with ELM:

- The possibility of inclusion of non-optimal weights and bias of the hidden nodes may affect output weights.
The random initialization of hidden node parameters such as the number of hidden nodes may have an important impact on network performance.

To address the first issue, several researchers adopted evolutionary learning techniques, such as genetic algorithm (GA), particle swarm optimization (PSO), differential evolution (DE), harmony search (HS), as well as their variants to pre-train the ELM to reach the optimal solution. Several combinations of these models, such as GA-based ELM (Aha, 1992), PSO-based ELM (Han et al., 2013; Han et al., 2011), DE-based ELM (Zhu et al., 2005), Cuckoo Search-based ELM (Mohapatra et al., 2015), and HS-based ELM (Huang et al., 2012) have already been proposed and their efficiency demonstrated. These models not only have improved accuracy but also ensure system stability. However, to the best of our knowledge, no study addresses the second issue.

Chemical reaction optimization (CRO) is a recent advancement in meta-heuristic paradigm, having a wider success in a large number of application areas, as proposed by Lam and Li (Lam & Li, 2010). CRO loosely combines the properties of natural chemical reactions with mathematical optimization and is characterized by fast convergence capability, requiring fewer tunable parameters. Please refer articles in (Nayak et al., 2017; Nayak et al., 2015; Alatas, 2012) for more details on CRO and its applications. Unlike other optimization techniques, CRO does not need many parameters to be specified at the beginning, but only the number of initial reactants is necessary for implementation. As the initial reactants are scattered over a feasible global search expanse, optimal solutions can be obtained with limited iteration, thus leading to significant reduction in computational time. We construct a learning framework by combining the advantages of ELM and CRO, which simultaneously optimizes the weight and bias vector, as well as the number of hidden neurons of a single layer feedforward neural network (SLFN) without compromising prediction accuracy.

This study proposes extreme learning with CRO, that is, an ELCRO-based forecasting model for financial time series. The model includes both the extreme learning ability of ELM and the fast convergence capability of CRO, hence representing the nonlinearity present in stock data. However, ELCRO does not attempt to change the basic properties of ELM, but rather optimizes the number of hidden neurons, weight, and bias vector of a SLFN-based model without compromising forecasting accuracy. The best combination of these three parameters is decided by ELCRO on the fly without human intervention. The performance of the proposed method is then compared with that of three other models: PSO-ELM, GA-ELM, and GD-ELM.

The rest of the article is organized as follows. The ELM is described in more detail in Extreme learning machine and CRO in Learning techniques. The proposed ELCRO is presented in ELCRO. The analysis and experimental results are summarized in Experimental results. Finally, Conclusions concludes.

**Extreme learning machine**

As discussed in the previous section, ELM considers random weights and biases for hidden neurons and analytically determines output weights. An alternative to iteratively tuning these weights is the generalized inverse operation of the hidden layer output. The relationship between output vector $O_j$ and input vector $x_j$ is given as:
\[ O_j = \sum_{i=1}^{N_h} \beta_i \cdot f(w_i x_j + b_i), \quad j = 1, 2, \ldots, N, \quad (1) \]

where \( w_i = [w_{i1}, w_{i2}, \ldots, w_{in}]^T, \quad i = 1, 2, \ldots, N_h \) is the weight vector between input neurons (\( n \) is number of input neuron) and the \( i^{th} \) hidden neuron; \( \beta_i = [\beta_{i1}, \beta_{i2}, \ldots, \beta_{im}]^T \) is the output weight vector connecting the \( i^{th} \) hidden neuron with the output neurons; \( b_i \) is the bias of the \( i^{th} \) hidden neuron; \( N_h \) is the total number of hidden neurons; \( m \) is the number of output neuron; and \( N \) is the number of training samples.

Output weight vector \( \beta_i \) is obtained by solving \( H \beta = Y \), where:

\[
H(w_i, b_i, x_i) = \begin{bmatrix} f(w_{i1} x_1 + b_1) & \cdots & f(w_{iN_h} x_1 + b_{N_h}) \\ \vdots & \ddots & \vdots \\ f(w_{i1} x_N + b_1) & \cdots & f(w_{iN_h} x_N + b_{N_h}) \end{bmatrix}_{N \times N_h}
\]

\[
\beta = \begin{bmatrix} \beta_{11}^T \\ \vdots \\ \beta_{N_h}^T \\ \beta_{N_h \times m}^T \end{bmatrix}, \quad Y = \begin{bmatrix} y_1^T \\ \vdots \\ y_N^T \end{bmatrix}_{N \times m}
\]

In general, \( N_h \ll N \) (i.e., the number of hidden nodes is considerably lower than the number of training samples). Therefore, \( H \) is non-square and may be a non-singular matrix in most cases. Hence, there may not exist \( w_i, b_i, \beta_i \) satisfying Eq.(2), meaning the SLFN can be trained by finding the least square minimum norm solution \( \hat{\beta} \) of (2) as follows:

\[
\left\| H \beta - Y \right\| = \text{min}_\beta \left\| H \beta - Y \right\|
\]

The minimum norm least square solution of Eq.(2) is calculated as follows:

\[
\hat{\beta} = H^+ Y
\]

Where \( H^+ \) is the pseudo inverse or Moore–Penrose inverse of \( H \). Prospective readers may refer to (Zhong & Enke, 2019; Zhang et al., 2019) for more details on ELM.

Learning techniques

This section briefly describes the three basic evolutionary learning techniques used in this study, namely CRO, PSO, and GA.

Chemical reaction optimization

CRO is a meta-heuristic proposed by Lam and Li (Lam & Li, 2010), inspired from natural chemical reactions. The concept mimics the properties of natural chemical reactions and slacksly combines it with mathematical optimization techniques. A chemical reaction is a natural phenomenon of transforming unstable chemical substances to stable ones through intermediate reactions. A reaction starts with unstable molecules with excessive energy. Then, the molecules interact with each other through a sequence of elementary reactions and yield products with lower energy. During a chemical reaction, the energy associated with a molecule changes with the change in intra-molecular structure and becomes stable at one point, that is, the equilibrium point. The
termination condition is verified by performing a chemical equilibrium (inertness) test. If the newly generated reactant has a better function value, it is included and the worse reactant excluded, and otherwise, a reversible reaction is applied. The literature includes several applications of CRO for classification and financial time series prediction (Nayak et al., 2017; Nayak et al., 2015; Alatas, 2012).

The two major components of CRO are i) **molecule**, as the basic manipulated agent, and ii) **elementary chemical reactions**, as the search operators.

**Molecule**

The basic manipulated agent in CRO is the molecule, similar to the individual in optimization techniques. An alteration in molecular structure triggers another potential solution in the search space. The energy associated with a molecule is termed as kinetic energy ($KE$) and potential energy ($PE$). A transformation of a molecule $m$ to $m'$ is only possible if $PE_{ml} \leq PE_m + KE_m$. $KE$ helps a molecule shift to a higher potential state and provides the ability to avoid local optima. Hence, more favorable structures may be found in future alterations. In CRO, the inter conversion between the $KE$ and $PE$ among molecules can be achieved through a few elementary chemical reactions similar to the number of steps in optimization techniques. As the algorithm evolves, the molecules have an increasingly energy state and ensure convergence.

**Elementary chemical reaction**

Some elementary chemical reactions are used as search operators in CRO. Different chemical reactions are applied as operators for the exploration as well as the exploitation of the search space. These reactions may be divided into two categories: monomolecular (one molecule takes part in the reaction) or bimolecular (two molecules take part in chemical reaction). Monomolecular reactions (Redox1 and Decomposition) assist in intensification, while bimolecular reactions (Synthesis, Redox2 and Displacement) can lead to diversification. Here, the chemical reactions are explained considering the binary encoding of molecules.

**Decomposition reaction**

A decomposition reaction occurs when a molecule splits into two fragments on collision with the wall of the container. The products are quite different from the original reactants. Generally, we represent the decomposition of a molecule $m$ into $m'_1$ and $m'_2$ as follows:

$$m \rightarrow m'_1 \oplus m'_2.$$

We examine every value of $m$. If $m(i)$ is equal to one, its value is copied to $m'_1(i)$, and the $m'_2(i)$ value is set at random. If $m(i)$ is equal to zero, its value is copied to $m'_2(i)$, and the $m'_1(i)$ value is set at random. Since $m'_1$ and $m'_2$ are different, they can be treated as two different solutions in the search space and may increase the exploration capability of the CRO. Reaction $m \rightarrow m'_1 + m'_2$ is acceptable only if $PE(m'_1) + PE(m'_2) > KE(m) + PE(m)$. 
Redox1 reaction In this reaction, a molecule is allowed to collide with the wall of the container. This is also called an on-wall-ineffective collision. As a result, a small change occurs in the molecular structure. A new product $m'$ is formed by flipping a random bit of $m$ as follows:

$$[1,0,1,1,0] \rightarrow [1,0,1,0,0].$$

Chemical system $m \rightarrow m'$ is acceptable if $KE(m) + PE(m) < PE(m')$, and is otherwise rejected.

Synthesis reaction In a synthesis reaction, two molecules $m_1$ and $m_2$ synthesize to form a single product $m'$ with much that is significantly different from the original molecule. The reaction can be expressed as follows:

$$m_1 + m_2 \rightarrow m'.

Here, the corresponding bit values of the reactants are compared. If there is a match, the bit value of any molecule is copied to the product. If they do not match, either the bit value of $m_1$ or $m_2$ will be randomly copied. The new chemical system $m_1 + m_2 \rightarrow m'$ is acceptable if $KE(m_1) + KE(m_2) + PE(m_1) + PE(m_2) < PE(m').$

Redox2 reaction In this type of reaction, two molecules $m_1$ and $m_2$ are reacting with each other to produce two new products $m'_1$ and $m'_2$. This can be represented as follows:

$$m_1 + m_2 \rightarrow m'_1 + m'_2.$$

We select two random points within 1 and the length of the reactant. Then, the bit values between these points are swapped to obtain two new products. If $KE(m_1) + KE(m_2) + PE(m_1) + PE(m_2) < PE(m'_1) + PE(m'_2)$, chemical system $m_1 + m_2 \rightarrow m'_1 + m'_2$ will be accepted or otherwise rejected.

Displacement reaction In case of a displacement reaction, two new molecules are formed as products of the collision of two reactants. The reaction can be represented as follows:

$$m_1 + m_2 \rightarrow m'_1 + m'_2.$$

We compare the corresponding bit values of the two reactants. We swap these bit values to produce new products. If $KE(m_1) + KE(m_2) + PE(m_1) + PE(m_2) < PE(m'_1) + PE(m'_2)$, chemical system $m_1 + m_2 \rightarrow m'_1 + m'_2$ will be accepted and otherwise rejected.

Under the reactant update step, a chemical equilibrium test is performed. If the newly generated reactants yield a better function value, the new reactant set is included and the worse reactant is excluded, similar to reversible chemical reactions. The reactants are updated according to their enthalpy (fitness value). The CRO is then terminated.
when the termination criterion (e.g., maximum number of iterations or threshold error value) has been met.

CRO is more robust and uses fewer tunable parameters as compared to other optimizations (Lam & Li, 2010; Alatas, 2012). It only requires the number of initial reactants. In this work, we use binary encoding for reactants and the uniform population method for initial population generation. The initial reactants are evenly initialized in the feasible searching space. As such, all vectors in a space can be obtained as a linear combination of elements of the base set. Absence of one element in the base set creates a reduction in that dimension corresponding to this element. Therefore, it is important that the initial reactants must contain reactants that hold each element of the base set. Additionally, the initial reactants must be regular and hold the base set. The uniform population method used to generate the initial reactant pool is defined by Algorithm 1. The overall process of CRO algorithm is shown in Fig. 1.

Variants of many nature-inspired evolutionary algorithms have been proposed and applied to solving nonlinear problems. However, their performance varies by dataset. According to the “no free lunch theorem,” there is no single state of the art constraint handling technique that can outperform all others in every problem. Hence, choosing a suitable optimization technique for solving a particular problem involves numerous trials and errors. The efficiency of these optimization techniques is characterized by tuning parameters. For better convergence of an algorithm,
suitable fine-tuned parameters are required. To search for the global optimum solution, the algorithm requires an appropriate selection of parameters, which makes the use of algorithm difficult. Hence, an optimization technique requiring fewer parameters, a small number of computations, as well as a good approximation capability is best. CRO is one such technique. These facts motivated us to adopt CRO. The pseudo code for CRO is presented by Algorithm 2.

### Algorithm 2: Chemical Reaction Optimization

1. Set `ReacNum` /*Define number of initial reactants*/
2. Initialization of search spaces \( R \) /*Initialize using Algorithm 1*/
3. Set `IterationNum = 0`
4. For \( i = 1 \) to `ReacNum` do
   5. Calculate the fitness (enthalpy) of molecule \( M_i \)
6. End For
7. While (termination criterion not met) do
   8. For \( i = 1 \) to `ReacNum` do
      /*Apply chemical operations over the reactants of \( M_i \)*/
   9. Get \( rand_1 \) randomly in interval \([0, 1]\)
   10. If \( rand_1 \leq 0.5 \) then
   11. Get \( rand_2 \) randomly in interval \([0,1]\)
   12. If \( rand_2 \leq 0.5 \) then
   13. Apply Decomposition reaction on \( M_i \)
   14. Else
   15. Apply Redox1 reaction on \( M_i \)
   16. End If
   17. Else
   18. Select another molecule \( M_j \) (\( M_i \neq M_j \))
   19. Get \( rand_3 \) randomly in interval \([0, 1]\)
   20. If \( 0 \leq rand_3 \leq 0.33 \) then
   21. Apply Synthesis reaction on \( M_i \) and \( M_j \)
   22. Else If \( 0.33 \leq rand_3 \leq 0.66 \) then
   23. Apply Displacement reaction on \( M_i \) and \( M_j \)
   24. Else
   25. Apply Redox2 reaction on \( M_i \) and \( M_j \)
   26. End If
   27. End If
   28. Apply Reversible Reaction for increased enthalpy (fitness) to update reactants
29. End For
30. `IterationNum=IterationNum+1`
31. End While

**Particle swarm optimization**

PSO is a swarm intelligent-based popular metaheuristic (Kennedy & Eberhart, 1995; Eberhart et al., 1996) that simulates the social behavior of bird flocking, insects, and fish schooling. The search operation of PSO starts with a set of randomly initialized swarms or particles. Each particle can be seen as a candidate solution in the search space. A particle is related to an adaptable velocity (position change) according to which it moves in the search space and has a memory, remembering the best position it has ever visited. It moves towards the best solution...
with the adjustment of the trajectory of each particle towards its best location and also towards the best particle of the population for each generation. It is simple to implement and has the ability of quickly converging to an optimal solution, and hence is popular for solving multidimensional problems. In PSO, the individuals of a swarm communicate their information and adjust positions and velocities using their group information (Babaei, 2013). In this way, the initial solution propagates through the search space and progressively moves towards the global optimum over a number of generations. The standard PSO algorithm mainly consists of three computational steps:

1. Initialize the positions and velocities of particles;
2. Update the position of each particle;
3. Update the velocity of each particle.

Considering a multidimensional problem, let the $i^{th}$ particle at the $k^{th}$ instant move in a $D$ dimensional search space associated with a position $P_i$ and velocity $V_i$ as follows:

$$P_i = (p_{i1}, p_{i2}, \cdots, p_{iD}).$$
\( V_i = (v_{i1}, v_{i2}, \cdots, v_{iD}) \).

The position and velocity of the particle at the \((k+1)\)th instant can be manipulated as follows:

\[
\begin{align*}
    v_i(k + 1) &= w_i v_i(k) + c_1 \cdot \text{rand} \cdot (p_{best_i} - P_i(k)) + c_2 \cdot \text{rand} \cdot (g_{best_i} - P_i(k)) \\
    P_i(k + 1) &= P_i(k) + v_i(k + 1),
\end{align*}
\]

where \( c_1 \) and \( c_2 \) are two constants called acceleration coefficients. Specifically, \( c_1 \) is the cognitive parameter and \( c_2 \) is the social parameter. The \text{rand} generates a random number in range \([0, 1]\) and \( w_i \) is the inertia weight for the \( i^{th} \) particle; \( p_{best_i} \) and \( g_{best_i} \) are the local and global bests of the \( i^{th} \) particle, respectively.

**Genetic algorithm**

Genetic algorithms are another popular metaheuristic for a population of probable solutions in the form of chromosomes (Goldberg, 1989; Holland, 1975). They attempt to trace the optimal solution through the process of artificial evolution. The principle is based on biological evolutionary theory and is used to solve optimization problems through encoding a parameter as a replacement for another parameter. It follows the repeated artificial genetic operations: evaluation, selection, crossover, and mutation. Generally, the GA process consist the following basic steps:

1. Initialization of the search node randomly;
2. Evaluation of individual fitness;
3. Application of selection operator;
4. Application of crossover operator;
5. Application of mutation operator;
6. Repetition of the above steps until convergence.

**ELCRO**

This section describes the proposed ELCRO approach. A SLFN is used as the base model. The model output of SLFN with \( N_h \) hidden nodes, \( N \) distinct samples \((x_i, \text{target}_i)\), and activation function \( f(x) \) is calculated as per Eq. (1). Term \( w_i \cdot x_j \) represents the inner product of \( w_i \) and \( x_j \). The error computed by the model from these \( N \) training samples is \( \sum_{j=1}^{N} \|y_j - \text{target}_j\| \). SLFN based forecasting model is shown in Fig. 2.

Now, the training process of SLFN can be viewed as finding the optimal \( w_i, \beta_i, \) and \( b_i \) so that the error function will be minimal, that is, minimize the error function:

\[
    \text{Error} = \sum_{j=1}^{N} \left( \sum_{i=1}^{N_h} \beta_i f(w_i \cdot x_j + b_i) - \text{target}_j \right)^2.
\]  

The value of \( \beta_i \) is calculated as per Eq. (4). The model adopts both the extreme learning ability of ELM and fast convergence capability of CRO, hence
representing the nonlinearity of stock data. As previously stated, ELCRO does not attempt to change the basic properties of ELM, but rather optimizes the number of hidden neurons and the weight and bias vector for the hidden layer without compromising prediction accuracy. Parameters $w_i$ and $b_i$ and the number of hidden nodes ($N_h$) are optimized by CRO. Each molecule (individual) in the CRO represents a potential combination of ($w_i$, $b_i$, $N_h$) for the SLFN. We used binary encoded molecules for CRO. Each weight or bias is encoded into a binary string of 17 bits. Each hidden neuron is encoded with a single binary value (1 or 0). A value of 1 indicates the presence of a hidden neuron, and 0, its absence. The output weight matrix is computed using Eq. (4). The model output is compared with the actual output or target. The absolute difference between the model estimation and target is considered the error value or enthalpy, that is, the fitness value of the respective molecule. The lower the enthalpy (error) of a molecule, the better its fitness is. The process is applied to all molecules of the reactant pool. CRO applies different chemical reactions as search operator to achieve both intensification and exploitation in the search space. In successive iterations, the molecules with lower fitness (enthalpy) values are replaced by better fit molecules and the reactant pool gradually achieves inertness. Here, using the enthalpy value only as the selection criteria is inappropriate. The efficiency of ELM is greatly influenced by the number of hidden neurons. We also observed the network tends to have lower training time with smaller input sizes ($n$) without compromising prediction accuracy. For two molecules having the same enthalpy value, the selection strategy considered the one resulting in smaller ($n/enthalpy$) or ($N_h/enthalpy$) values based on some probability. The high-level ELCRO training algorithm is presented by Algorithm 3.
Experimental results

This section discusses the analysis process and experimental results. The experiments were carried out using BSE stock data for prediction of one-day-ahead volatility. The daily closing prices for each transaction day were collected from https://www.bseindia.com/indices/. The indices were collected from April 2, 2012 to November 24, 2017. There were 1400 data points in the time series out of which 950(April 2, 2012 to January 29, 2016) were used for training the model and the remaining 450 for testing. The daily closing indices and daily returns of the BSE are shown in Fig. 3. All experiments are carried out in MATLAB-2015, with Intel® core TM i3 CPU, 2.27 GHz processor, and 2.42 GB memory size.

Usually, neural network-based models are stochastic in nature. To circumvent the biasness of the model, we conducted the experiments 20 times with the same model architecture and parameters and the same input data. The average of the 20 experiments is considered the performance of the model.

The stock return series are generated from stock index prices as

$$r_t = (\ln P_t - \ln P_{t-1}) \times 100,$$

where $r_t$ represents the continuously compounded rate of stock returns from time $t-1$ to $t$. $P_t$ represents the daily stock closing price of the day $t$ and $P_{t-1}$ the daily stock closing price of the day $t-1$. The volatility for day $t$ is calculated as follows:

$$\sigma^2_t = \frac{1}{N_d} \sum_{k=t-1}^{t-N_d} \left( r_k - \frac{\sum_{k=t}^{t-N_d} r_k / N_d}{N_d} \right)^2,$$

Where, $N_d$ is the number of days before the nearest expiry option.

The mean absolute percentage error (MAPE) and average relative variance (ARV) are performance metrics and calculated as per Eqs. (7) and (8), respectively. The closer the value of MAPE is to zero, the better is the prediction ability of the model. If the ARV
value of the forecasting model is equal to 1, it is same as considering the mean of the financial time series. The model is considered to be performing the worst compared to the mean if the ARV value is greater than 1. However, the model can be considered as performing better than simply calculating the mean if its ARV value is less than 1. Hence, the closer the value to 0, the more accurate the model tends to be.

\[
MAPE = \frac{1}{\text{no.of sample}} \sum_{i=1}^{\text{no.sample}} \left| \frac{\text{actual}_i - \text{estimated}_i}{\text{actual}_i} \right| \times 100\%,
\]

\[
ARV = \frac{\sum_{i=1}^{\text{no.sample}} (\text{estimated}_i - \text{actual}_i)^2}{\sum_{i=1}^{\text{no.sample}} (\text{estimated}_i - \text{mean of data set})^2}.
\]

The objective is to find a model that yields the lowest forecasting error. As neural network-based models perform better with preprocessed data, before feeding the input signals to the model, we normalized the original closing prices data using the sigmoid normalization technique as suggested in (Nayak et al., 2014). For our experiment, the simulated parameters of the learning algorithms are summarized in Table 1.

Generally, ANN-based models require a sufficient number of examples for training, as training the model with an inadequate number of examples may reduce its approximation and generalization abilities. Improper training does not lead to optimal solutions. However, excess training examples make the model overfitting and need enormous training time. Therefore, the generalization capacity of a neural-based model is greatly influenced by the training data volume. One approach to generate training patterns from the time series is sliding a window of fixed size over the series. Deciding the window size is a matter of experimentation.
First, we conducted experiments on conventional ELM-based SLFN for volatility forecasting. The performance of the model is tested with different input sizes ($n$) and different number of hidden neurons ($N_h$). The MAPE values from training and testing and training times for 10 different combinations of input size and hidden neurons are summarized in Table 2. It can be observed that the MAPE and training time are highly influenced by the number of hidden neurons and volume of input data. For example, the MAPE value from testing is 0.1850722 for $N_h = 22$ and 0.6400580 for $N_h = 8$.

Considering the lowest input size of 6 and the number of hidden neurons as 16, the MAPEs generated during training and testing are 0.032006 and 0.036507, respectively.

In the next phase, we employed evolutionary optimization techniques (i.e., CRO, PSO, and GA) to simultaneously optimize the synaptic weight vector ($w$), bias value ($b$), and number of hidden neurons ($N_h$) of the SLFN model. The optimal parameters are decided by the evolutionary techniques instead of selecting them through experimentation. The search process starts with random $w$, $b$, and $N_h$ values; gradually moves toward better locations in the search space; and finally lands at optimal values on convergence.

The performance of the proposed approach is compared with those of three other forecasting models. The comparative models are PSO-based ELM (PSO-ELM), GA-based ELM (GA-ELM), and a conventional gradient descent-based ELM (GD-ELM). The training and testing datasets for are the same all models. The models are

### Table 1

Simulated parameter for PSO, GA, GD, and CRO

| Parameter                                      | PSO     | GA     | GD     | CRO     |
|------------------------------------------------|---------|--------|--------|---------|
| Learning Rate ($\alpha$)/acceleration coefficient ($c_1$, $c_2$) | 2.15, 2.15 | NA     | 0.1    | NA      |
| Momentum Factor ($\mu$)                        | NA      | NA     | 0.3    | NA      |
| Number of iteration for 1st training set       | 200     | 100    | 500    | 200     |
| Number of iteration for subsequent training set| 10      | 10     | 20     | 10      |
| Population size                                | 60      | 70     | NA     | 60      |
| Crossover probability ($C_c$)                  | NA      | 0.6    | NA     | NA      |
| Mutation probability ($C_m$)                   | NA      | 0.004  | NA     | NA      |
| Selection                                      | Global best | 20%   | NA     | Lower enthalpy/fitness |
| o elitism                                      |         | 80%    |        |         |
| o binary tournament                            |         |        |        |         |

### Table 2

Performance variation of conventional ELM based SLFN with different input size and hidden neurons on volatility forecasting

| Experiment No. | Input Size ($n$) | Hidden Neuron ($N_h$) | MAPE (Training) | MAPE (Testing) | Training Time (Sec) |
|----------------|------------------|-----------------------|-----------------|-----------------|---------------------|
| 1              | 8                | 15                    | 0.073825        | 0.084058        | 46.6312             |
| 2              | 12               | 18                    | 0.050002        | 0.055072        | 57.0700             |
| 3              | 7                | 14                    | 0.049288        | 0.060956        | 46.5883             |
| 4              | 8                | 22                    | 0.100055        | 0.185072        | 68.2664             |
| 5              | 10               | 19                    | 0.058226        | 0.063768        | 47.2374             |
| 6              | 6                | 16                    | 0.032006        | 0.036507        | 58.1268             |
| 7              | 15               | 12                    | 0.050651        | 0.050723        | 46.6685             |
| 8              | 20               | 15                    | 0.700843        | 0.079420        | 56.6251             |
| 9              | 10               | 8                     | 0.615582        | 0.640058        | 36.5455             |
| 10             | 6                | 25                    | 0.079388        | 0.080289        | 49.7146             |
Table 3: Performance of forecasting models on daily volatility forecasting

| Forecasting Model | Error Statistic | MAPE  | ARV   |
|-------------------|-----------------|-------|-------|
|                   |                 | Training | Testing | Training | Testing |
| ELCRO             | Minimum         | 0.000682 | 0.000293 | 0.000213 | 0.000215 |
|                   | Maximum         | 0.054502 | 0.032422 | 0.037510 | 0.053958 |
|                   | Average         | 0.016055 | 0.021531 | 0.031292 | 0.033505 |
|                   | Std. Deviation  | 0.002815 | 0.024435 | 0.003827 | 0.015142 |
| PSO-ELM           | Minimum         | 0.000457 | 0.000459 | 0.000150 | 0.000420 |
|                   | Maximum         | 0.076255 | 0.069250 | 0.063950 | 0.115150 |
|                   | Average         | 0.020261 | 0.027300 | 0.037146 | 0.038937 |
|                   | Std. Deviation  | 0.015101 | 0.020562 | 0.011184 | 0.045143 |
| GA-ELM            | Minimum         | 0.000845 | 0.000458 | 0.000455 | 0.000388 |
|                   | Maximum         | 0.027358 | 0.035755 | 0.095250 | 0.243922 |
|                   | Average         | 0.02705  | 0.032785 | 0.038414 | 0.049606 |
|                   | Std. Deviation  | 0.003221 | 0.004069 | 0.024636 | 0.050927 |
| GD-ELM            | Minimum         | 0.000835 | 0.004152 | 0.000503 | 0.001055 |
|                   | Maximum         | 0.079250 | 0.078250 | 0.117950 | 0.098250 |
|                   | Average         | 0.032006 | 0.036507 | 0.063989 | 0.071317 |
|                   | Std. Deviation  | 0.025581 | 0.015374 | 0.031247 | 0.010009 |

Fig. 4: Estimated v/s actual volatility by ELCRO during training
Fig. 5 Estimated v/s actual volatility by ELCRO during testing

Fig. 6 Estimated v/s actual volatility by PSO-ELM during training
Fig. 7 Estimated v/s actual volatility by PSO-ELM during testing

Fig. 8 Estimated v/s actual volatility by GA-ELM during training
Fig. 9 Estimated v/s actual volatility by GA-ELM during testing

Fig. 10 Estimated v/s actual volatility by GD-ELM during training
Table 4 Performance of forecasting models on daily closing price forecasting

| Forecasting Model | Error Statistic | MAPE Training | MAPE Testing | ARV Training | ARV Testing |
|-------------------|----------------|--------------|--------------|--------------|------------|
|                   |                |              |              |              |            |
| ELCRO             | Minimum        | 0.000045     | 0.000411     | 0.000015     | 0.000053   |
|                   | Maximum        | 0.033555     | 0.060400     | 0.011515     | 0.023319   |
|                   | Average        | 0.004796     | 0.007752     | 0.010937     | 0.039628   |
|                   | Std. Deviation | 0.003782     | 0.007621     | 0.045143     | 0.022178   |
| PSO-ELM           | Minimum        | 0.000800     | 0.000502     | 0.000015     | 0.000045   |
|                   | Maximum        | 0.034300     | 0.062150     | 0.057245     | 0.066450   |
|                   | Average        | 0.005859     | 0.009134     | 0.021015     | 0.042197   |
|                   | Std. Deviation | 0.003969     | 0.007700     | 0.007929     | 0.026065   |
| GA-ELM            | Minimum        | 0.000045     | 0.005500     | 0.000003     | 0.000145   |
|                   | Maximum        | 0.056955     | 0.115700     | 0.243922     | 0.178250   |
|                   | Average        | 0.018070     | 0.018879     | 0.049606     | 0.052889   |
|                   | Std. Deviation | 0.016199     | 0.012363     | 0.050927     | 0.023889   |
| GD-ELM            | Minimum        | 0.005555     | 0.007377     | 0.001055     | 0.037350   |
|                   | Maximum        | 0.104650     | 0.120977     | 0.098250     | 0.122322   |
|                   | Average        | 0.051829     | 0.058334     | 0.071317     | 0.086307   |
|                   | Std. Deviation | 0.003960     | 0.009752     | 0.010009     | 0.026347   |

Fig. 11 Estimated v/s actual volatility by GD-ELM during testing
developed in a way similar to ELCRO. The MAPE and ARV values obtained from the models are summarized in Table 3. The error values are presented separately for the training and test data. The best error values are shown in bold. It can be observed from Table 3 that the ELCRO achieves the best MAPE and ARV values. These best error statistics are obtained by ELCRO with input size 5 and 14 hidden neurons. The estimated volatilities by the models against the actual values are separately plotted in Figs. 4, 5, 6, 7, 8, 9, 10 and 11 for training and test datasets.

Similarly, the four models are employed to forecast the daily closing prices of the BSE index. The MAPE and ARV values obtained during training and testing are summarized in Table 4. The best error statistic values are shown in bold. The ELCRO approach outperforms to others. The performances of the models are compared in terms of training time. The time consumed during training and testing is summarized in Table 5. The computation time of ELCRO is smaller than those of the other models. This confirms the faster convergence of ELCRO.

Statistical significance test

Two statistical tests, namely the Wilcoxon signed rank and Diebold–Mariano tests (Diebold & Mariano, 2002; Nayak et al., 2018), are conducted to verify the statistical significance of the proposed model. The Wilcoxon signed rank test returns the probability value of a paired, two-sided test for the null hypothesis that the difference of the proposed and comparative models comes from a distribution with zero median. The logical value of $h = 1$ indicates a rejection of the null hypothesis. The Diebold–Mariano test is a pair wise comparison of two time series models for different levels of accuracy. At the 5% significance level, if the statistic falls beyond ±1.965, the null hypothesis of no difference will be rejected. The statistics for the Wilcoxon signed rank test are summarized in Table 6 and those for the Diebold–Mariano test are summarized in Table 7. These results support that the proposed ELCRO method is significantly different from the other methods under consideration.

| Table 5 | Computation time (in second) of forecasting models |
|---------|-------------------------------------------------|
| Model   | Time series | Volatility price series | Closing price series |
|         | Training time | Test time | Training time | Test time |
| ELCRO   | 42.15 | 22.34 | 43.32 | 23.00 |
| PSO-ELM | 48.28 | 23.05 | 50.46 | 25.54 |
| GA-ELM  | 50.33 | 26.00 | 51.45 | 25.49 |
| GD-ELM  | 47.27 | 24.44 | 45.40 | 24.08 |

| Table 6 | Wilcoxon signed test statistics |
|---------|---------------------------------|
| Compared methods | $[p, h]$ - value | Volatility forecasting | Closing price forecasting |
| ELCRO vs PSO-ELM | ($p = 6.9204e-3$, $h = 1$) | ($p = 3.7542e-4$, $h = 1$) |
| ELCRO vs GA-ELM | ($p = 5.3326e-5$, $h = 1$) | ($p = 3.00475e-3$, $h = 1$) |
| ELCRO vs GD-ELM | ($p = 2.4755e-4$, $h = 1$) | ($p = 4.25384e-4$, $h = 1$) |
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Conclusions

This study proposes an extreme learning with CRO, that is, the ELCRO approach for training of a SLFN. The model is applied to predict the daily volatility of BSE stock. The model adopts both the extreme learning ability of ELM and the fast convergence capability of CRO. Hence, it captures well the nonlinearity of stock data. ELCRO optimizes the number of hidden neurons and the volume of input signals without compromising the prediction accuracy of the SLFN-based forecasting model. First, 10 different combinations of numbers of hidden neurons and input size are experimentally selected for ELCRO, and the corresponding error signals and execution times are observed. The prediction accuracy is highly influenced by input size and the number of hidden neurons. Second, we employ ELCRO to determine the optimal weight vector along with input size and number of hidden neurons. The best combination is decided by ELCRO on the fly without human intervention. ELCRO is suitable to train a SLFN for stock volatility forecasting. The performance of ELCRO is compared with those of PSO-ELM, GA-ELM, and GD-ELM and found superior. Additionally, the statistical testing results confirm that the proposed model performs significantly better than the other models. The work in this article can be extended by exploring other evolutionary learning methods, as well as applications to other domains.
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