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Abstract: Understanding subsurface hydrocarbon migration is a crucial task for petroleum geoscientists. Hydrocarbons are released from deeply buried and heated source rocks, such as shales with a high organic content. They then migrate upwards through the overlying lithologies. Some hydrocarbon becomes trapped in suitable geological structures that, over a geological timescale, produce viable hydrocarbon reservoirs. This work investigates how intelligent agent models can mimic these complex natural subsurface processes and account for geological uncertainty. Physics-based approaches are commonly used in petroleum system modelling and flow simulation software to identify migration pathways from source rocks to traps. However, the problem with these simulations is that they are computationally demanding, making them infeasible for extensive uncertainty quantification. In this work, we present a novel dynamic screening tool for secondary hydrocarbon migration that relies on agent-based modelling. It is fast and is therefore suitable for uncertainty quantification, before using petroleum system modelling software for a more accurate evaluation of migration scenarios. We first illustrate how interacting but independent agents can mimic the movement of hydrocarbon molecules using a few simple rules by focusing on the main drivers of migration: buoyancy and capillary forces. Then, using a synthetic case study, we validate the usefulness of the agent modelling approach to quantify the impact of geological parameter uncertainty (e.g., fault transmissibility, source rock location, expulsion rate) on potential hydrocarbon accumulations and migrations pathways, an essential task to enable quick de-risking of a likely prospect.
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1. Introduction

With the help of petroleum system modelling, geoscientists integrate information about hydrocarbon transport processes (generation, expulsion, migration, and accumulation) with the essential geological elements of a petroleum system (source rock, reservoir, seal, and overburden) into one model to investigate the processes operating in a petroleum system [1–3]. This can be useful in mature basins to reconstruct a reservoir filling history or to support future development decisions, and in frontier basins to understand the risks associated with exploration drilling [4–6]. However, the source of constraining data for important input parameters for petroleum system modelling is limited to wells and seismic sections that only sparsely cover the basin of interest [7,8]. Additionally, wells usually target potential reservoir sections, leaving a lot of room for interpretation of the nature and location of hydrocarbon generation and migration.
pathways. This uncertainty leads to significantly different modelling outcomes [9]. This inherent lack of information is also indicated by an average success rate of exploration wells of around 30% [10]. It illustrates a strong need for more comprehensive approaches to uncertainty quantification (UQ) and risk analysis. Numerous models and their simulations would be required to provide sufficient coverage of potential geological scenarios. This need collides with an underlying problem of conventional petroleum system modelling being very time consuming, because they are designed to represent the multiple physio–chemical–thermal processes that are considered essential to understand petroleum generation, primary and secondary migration, and accumulation [5,11]. Routinely, stochastic methods, such as Monte Carlo simulations, would be used in UQ studies [12–16]. However, they entail several-week-long simulations, rendering these impractical for conventional petroleum system modelling [11,17]. This leads to either manual calibration approaches of petroleum system models [18–20] or an uncertainty analysis performed separately on individual parameters. The latter replaces assessment of the combined impact of a set of uncertain parameters and is undesirable [21]. There has been some work on global sensitivity methods, but this has only focused on a subset of responses and aspects of basin development [22,23]. There are also hydrogeological studies [24] performing sensitivity analysis on basin-wide problems. However, the investigations are quite different from those appropriate for petroleum system modelling.

There are three principal approaches for modelling secondary hydrocarbon migration: the Darcy approach, the invasion percolation approach, and the flow path method [25–28]. The Darcy approach is based on Darcy’s law for flow in porous media [29], where hydrocarbon migration is driven by three physical forces: buoyancy, fluid pressure, and capillary pressure. Hydrocarbon migration is calculated by numerically solving partial differential equations in every cell of the simulation model, making this approach very time consuming [30,31]. If the model’s resolution is lowered to shorten simulation time by upscaling the initial grid, the result is an exaggerated loss of hydrocarbon volumes. This effect is due to the overestimation of average hydrocarbon saturation in low permeability zones during vertical hydrocarbon movement [32]. The invasion percolation approach for simulating the migration of hydrocarbons was first introduced by Carruthers and Ringrose [33] and by Carruthers [34]. It is based on the idea that below a critical flux threshold, fluid movement occurs in isolated and self-organised stringers [35,36]. In this scenario, immiscible movement of hydrocarbons over geological time scales is restricted to the migration along isolated pathways with the accumulations forming within trapping structures [37–39]. Invasion percolation simulations run in a fraction of the time required for the Darcy approach, allowing for a higher model resolution [40]. However, this speeding up comes at the price of a cruder approximation, especially for the timing of migration [41]. The flow path method also runs quickly as it abstracts the secondary hydrocarbon migration to a purely geometric problem. The only driving force is buoyancy, with migration occurring mainly along the top of carrier beds. One of the downsides of this method is that migration happens in nonspecific time; therefore, geological times and chemical or physical interactions during migration cannot be considered.

The aim of this work is to introduce the agent-based Go with the Flow tool that allows for the rapid approximation of secondary hydrocarbon migration and accumulation processes. The tool’s rapid calculation speed makes it suitable for risk management and thorough uncertainty analysis across different geological scenarios. It allows the identification of geological parameters that have the most significant impact on hydrocarbon migration and permits allocating an appropriate amount of time and resources towards reducing uncertainty around these high impact factors. Agent-based modelling (ABM) describes a class of algorithms aiming to model complex behaviours through the simultaneous simulation of multiple agents [42]. An agent is an active entity acting autonomously by following a set of rules. The collective behaviour of agents interacting with each other, and their surrounding environment allows this approach to recreate
complex systems, such as the subsurface migration of hydrocarbons [43,44]. To model fluid flow, every agent represents a volume of fluid. This discrete representation should not be thought of as a precise volume of moving fluid but more as an abstract indicator of the local behaviour of the fluid. The simulation is performed discretely over calculation steps. The agents move from cell to cell at every calculation step with a certain probability, relative to predefined rules. What differentiates the approach developed in this work from the other hydrocarbon migration modelling approaches lies within the setup of the ABM. Simple rules govern the agents’ behaviour. The simplicity of the rules makes it easy to integrate additional rules that increase physical realism as required. Additionally, every agent only solves the rules locally, which minimises the impact on simulation time when adding more rules. Moreover, the number of grid cells of the model has minimal impact on the computing time, allowing for high-speed simulations, even in three-dimensional cases. ABM applications have to be built at the right level of description [42,45]. For secondary hydrocarbon migration, the fluid flow must be studied at a large scale with agents following the main subsurface physical forces (buoyancy, fluid pressure, and capillary pressure). The objective is to complement the existing petroleum system modelling toolkit with a fast and data-driven approach that approximates hydrocarbon migration and accumulations.

The paper’s structure is as follows: In the methods section, we first give an overview about the developed Go with the Flow tool and then introduce how Go with the Flow could fit in a typical uncertainty analysis workflow with the associated modelling and postprocessing techniques. In the results section, we first validate the workings of the agent-based modelling approach on a set of simple geological scenarios and then apply it within a complete uncertainty assessment analysis on a synthetic case study. The paper ends with a discussion of the results, the needed improvements for ABM in subsurface fluid migration, a conclusion, and future outlooks.

2. Methods and Materials

2.1. Go with the Flow—an Agent-Based Library for Modelling Secondary Hydrocarbon Migration

Go with the Flow is an agent-based modelling library for flow modelling in a 3D environment. It was designed as a fast proxy for flow modelling capable of simulating the subsurface movement and accumulation of hydrocarbons. It is not intended to compute the volume of trapped hydrocarbons precisely, but rather it is intended to evaluate and highlight the potential traps and pathways quickly and comprehensively.

The ABMs’ environment is a 3D model of the subsurface. The environment is populated with flow properties, such as barriers, baffles, and pathways. The environment can either be a seismic cube tied with flow properties or a static 3D model populated with flow properties. The agents in the simulation mimic hydrocarbon molecules. Each agent is modelled as a voxel moving in the subsurface. The movement of agents is modelled during a defined number of timeframes or turns. Every agent behaves autonomously in the environment following common physics-driven rules. To model hydrocarbon flow, it is essential to understand the processes of generation, migration, and trapping of hydrocarbons and the main drivers of hydrocarbon molecules in the subsurface.

Hydrocarbons are expelled from source rocks, rich in organic content. Under the correct pressure, temperature, and time conditions, source rocks expel hydrocarbons as their organic content matures. The area where this happens is typically referred to as the kitchen [46]. In the model, the kitchen is defined as the location from which agents are initiated. The location of the kitchen is usually at the bottom of the model. Still, the user can define it precisely according to their knowledge of proven or potential source rocks. The hydrocarbon generation is controlled by two parameters in the simulation: the expulsion rate and the expulsion period. The ABM controls the expulsion rate with the
number of agents that are initiated from the kitchen area at every turn. The number of turns modelled represents the expulsion period.

Hydrocarbons migrate from the kitchen area, generally upwards, following two main drivers—buoyancy and capillary pressure—interacting with the different lithologies they pass through [47–51]; the fluid pressure is neglected in the current implementation. Hydrocarbons can be moved by buoyancy forces, which result from the difference of densities of the hydrocarbon phases and the adjacent water phases. The resultant movement is ideally directed vertically upwards. Each agent can move one space to an adjacent cell at each turn. According to buoyancy forces inducing this movement, agents can move upwards, diagonally, and sideways, but cannot move down during the simulation, capturing the architecture of most petroleum systems. Additionally, a move preference matrix is included in the decision process for selecting the cell in which to move. This induces a preference for vertical rather than sideways movement. The capillary pressure is the main force resisting the hydrocarbon movement. The magnitude of the resistance depends on the radius of the pore throat of the rock, the hydrocarbon–water interfacial tension, and wettability. These parameters are mainly related to the pore size of the rock in clastic rock settings. Therefore, the environment is populated with flow facies: barriers where agents cannot move to, baffles that allow a restricted movement, and pathways where agents can move freely. Values are set to the environment reflecting the flow properties: the pathways are set with a higher value than baffles, and barriers are set to zero. Only one agent can exist in a cell and agents cannot be merged or split in the current framework. Thus, possible movements are to the adjacent cells that are neither a barrier to flow nor already occupied by an agent. To decide how to move from this set of possibilities, the agent combines the values from its surrounding environment and its move preference matrix. The agent then moves to the highest value. Additionally, a stochastic move matrix is associated with each agent to introduce a stochastic element to the movement of the agents. According to a predefined factor, a movement is randomly sampled from the stochastic move matrix (default setting: 10% of turns). Figure 1 illustrates the movement of two agents in a 2D environment (Figure 1a) and the decision-making process to select the next move (Figure 1b).
Hydrocarbons get trapped and accumulate if a sealing structure restricts or stops the flow. The three main hydrocarbon trap types are anticlinal, stratigraphic, and faulted [52]. In the simulation, the effect of different traps on migration can be accounted for by populating the environment adequately and respecting geological features, such as structures, facies distributions, and fault core and damage zones. If an agent does not move for five consecutive turns, it is considered trapped and will have a fixed position until the end of the simulation. Fixating trapped agents saves computing time. Agents do not move when all their neighbouring cells are filled. There can be two types of obstacles preventing the movement of an agent: (1) permanent boundaries, such as barriers or trapped agents; (2) agents filling neighbouring cells, while still free to move. The movement of agents is carried out one at a time at every iteration in a shuffled order. Neighbouring free agents might move at any turn. So, waiting for five turns before fixing the position of an agent allows avoidance of fixing agents that still might move in the next iteration. Finally, when agents do not get trapped and reach the top of the environment, they are considered as having escaped, and can be assimilated to exposed and degraded hydrocarbon totals. A summary of the algorithms workings is also given in Appendix A in the form of a flow chart.

The library was first developed for an online data and geoscience contest and was selected as the winning solution [53]. The *Go with the Flow* contest, organised by Xeek, took place in July 2020. The aim was to provide a dynamic, fast, and 3D simulation model for secondary hydrocarbon migration. The main judging criteria were as follows: (i) similarity of accumulations with blind test volumes; (ii) tracking of the agent movements to analyse how agents move through the environment, e.g., how agents react to tilt or breaks of units in the environment; (iii) speed of the simulation. The submissions were assessed by a panel of geoscientists and data scientists. The library and results presented here were developed in the programming language Python.

2.2. Integration of Go with the Flow for Uncertainty Quantification

2.2.1. Monte Carlo Simulation for Modelling Secondary Hydrocarbon Migration

The speed achieved by *Go with the Flow* allows for proper uncertainty quantification using Monte Carlo simulations. Monte Carlo simulation is a well-established method across finance, engineering, and sciences [54]. A random value from a probability distribution of every uncertain variable is sampled to generate hundreds of potential model outcomes. This allows evaluation of the probability of different outcomes occurring, as well as explaining the impact of uncertainty around the unknown variables has on the result. For hydrocarbon migration modelling, a typical workflow involves three steps of...
modelling (Figure 2), as follows: creation of a structural model; populating the model with flow properties; modelling of hydrocarbon migration. Every step of this workflow involves uncertain parameters. Each parameter is associated with a probability distribution that describes the full extent of possible models. In the Monte Carlo simulation framework, hundreds of runs are computed. At each run, a value is sampled from the probability distribution of each parameter. Once all the runs are completed, a sensitivity analysis is performed to understand and quantify the diversity of possible outcomes and the relative importance of the uncertain parameters.

**Figure 2.** Setup of the simulation workflow for geomodels in Python: a structural model is first built with *GemPy* [55,56]. The model is then populated with different facies types with the help of *PyKrige* [57,58], and afterwards, hydrocarbon simulation is performed with *Go with the Flow*.

### 2.2.2. Implementation of Geomodel Designer and Hydrocarbon Migration Simulator within Python

To create a working Monte Carlo simulator that tests out different geological scenarios, the generation of geomodels and simulation of hydrocarbon migration need to be fully integrated and automated. The Python programming language offers several libraries for this purpose. *GemPy* [55,56] is an open-source 3D geological modelling tool that enables probabilistic modelling. This fits the first modelling step required here—the creation of structural models. The structural models are created from co-kriging interpolation methods, requiring only surface contact points (the boundary between two layers) and orientation measurements. Potential uncertainties in structural modelling include the presence of faults, the offset on the faults, the degree of folding, and the thickness of lithological layers. Models are modified by shifting or adding contact points to accommodate uncertainty. Then, flow properties can be populated within the cells of each lithological layer of the structural model using *PyKrige* [57,58]. *PyKrige* is also an open source Python library that implements 3D ordinary and universal kriging. Kriging is a method commonly used in geostatistics for spatial interpolation [59]. It is used to populate each lithological unit with different facies types, where shale, siltstone, and sandstone translate to barriers, baffles, or pathways for agent migration. Uncertainties in property modelling can include the proportion of each facies and the level and distribution of heterogeneities within each lithological layer. These uncertainties can be considered by changing the proportion of facies or the direction and the ranges of the variogram input used for kriging. Fault zones are populated separately to better account for across and along fault flow. Across fault flow potential is calculated using the shale gouge ratio (SGR) in each unit. Based on the reviewed literature, an SGR greater than 0.5 is likely to exclude across-fault flow within a lithological unit [60,61]. According to Barton et al. [62], faults that encounter a high ratio of shear to normal stress are most likely
to be critically stressed and exhibit a damage zone around the fault with many open fractures and dilatational features, enhancing horizontal and vertical flow along the fault. Uncertainties relative to along- and across-fault flow can be investigated by varying the parameter associated with the faults’ stress state in the Monte Carlo simulations. Finally, *Go with the Flow* complements this Python toolkit to simulate secondary migration of hydrocarbons. Uncertainty also exists in the modelling of migration in the form of the kitchen location and the quantity of hydrocarbons expelled. Altogether, these modelling tools allow us to generate, simulate, and evaluate hundreds of different geological models and their impact on hydrocarbon migration and accumulation.

### 2.2.3. Postprocessing and Evaluation Methods

A set of metrics, evaluation methods, and spatial visualisation tools has been developed to analyse the outcome from the Monte Carlo simulation and quantify the impact of geological uncertainties on hydrocarbon accumulations and on migration pathways. The metrics and visualisations highlight the impact of static rock properties on hydrocarbon molecules’ dynamic migration and accumulation behaviour and can support further decision making.

(1) Detection of the accumulations

When hundreds of simulations are needed, manual picking of accumulations in each simulation is out of the question. The use of density-based clustering algorithms, such as HDBSCAN, can automatically identify accumulations and neglect agents dispersed in the environment. HDBSCAN stands for hierarchical density-based spatial clustering of applications with noise, and it belongs to the class of unsupervised machine learning algorithms [63,64]. It is a nonparametric, density-based clustering approach that is indifferent to the shape of an underlying cluster. Data points that are densely spaced get assigned to a cluster and data points in sparsely populated areas are categorised as noise. After running a hydrocarbon migration simulation, applying HDBSCAN to the final position of each agent in the environment allows automatic differentiation between densely populated areas (accumulations) and areas with no or sparse population (dispersed agents) (Figure 3). The benefit of using HDBSCAN is that it only has a few parameters that significantly impact the clustering results. Therefore, it does not require tuning the parameters for every hydrocarbon migration simulation. The main parameter to select is *min_cluster_size*. It should be set to the minimum acceptable size of an accumulation.

![Figure 3](image)

**Figure 3.** (a) Final unprocessed agent position (red) after simulation. Significant accumulations as well as minor accumulations are present. (b) Final post-processed agent position after simulation. HDBSCAN detected significant accumulations and discarded minor accumulations and dispersed agents.
(2) Metrics and methods of evaluation

Reducing each simulation to a comparable numeric metric is necessary for a quantitative comparison of individual simulation runs. We propose to compute six different metrics to capture the specificity of the different hydrocarbon migration outputs. The ratio of trapped agents, the average travel time of the agents, the number of accumulations, the ratio of agents in the accumulations, the largest accumulation, in terms of number of agents, and the ratio of the largest accumulations. The ratios mentioned here are ratios over the total number of agents generated. These indicators directly translate into essential concepts for assessing hydrocarbon migration and accumulation. For instance, the number of accumulations is a good indicator of degree of compartmentalisation, and the average travel time of agents is a good indicator of how heterogeneous the lithology is. Longer travel times equate to a more sinuous pathway, often correlated with a heterogeneous environment. Finally, for each accumulation, an approximation of stock tank oil initially in place (STOIIP) could be derived from the number of agents in the accumulation, as follows:

$$\text{STOIIP} = (n_{\text{agents}} \times \text{cell}_{\text{size}} \times \text{porosity} \times (1 - S_{\text{wo}}))/B_o$$

To better understand the relationship between the uncertain parameters of the Monte Carlo simulations and output metrics, we recommend using the Spearman correlation matrix. The Spearman’s rank correlation coefficient is a nonparametric measure for the correlation between two data sets [65], as follows:

$$\Phi(r_x, r_y) = \frac{\text{cov}(r_x, r_y)}{\sigma_{r_x} \times \sigma_{r_y}}$$

where \(\text{cov}(r_x, r_y)\) is the covariance of the ranked input data sets \(r_x, r_y\), and \(\sigma_{r_x}\) and \(\sigma_{r_y}\) are the standard deviations of the ranked input data sets. The absolute correlation is computed in this study because the focus is not on negative or positive correlations but instead on its value, ranging from 0 to 1. The visualisation of all pairs of input geological uncertainty and output simulation metrics in a matrix allows quick assessment and ranking correlations. This then helps to distinguish the geological uncertainties that have a high impact on the simulation outputs from those with a negligible impact. Thus, it helps to identify the uncertainties that should be considered for additional investigation when further de-risking a hydrocarbon prospect.

Once these main uncertain parameters are identified, we recommend projecting the simulation results onto a 2D space through a dimensional parameter space reduction. T-distributed stochastic neighbour embedding, or t-SNE, is an unsupervised, non-linear dimension reduction technique, where higher dimensional data are projected into a lower dimensional space [66]. This makes this technique suitable for assessing the impact of multiple parameters in geological datasets [67,68] and provides a comprehensive view on the relationships between all the individual simulations and the chosen metrics. However, the ability to better interpret the data in lower dimensions comes at the cost of accuracy loss. However, it is important to recognise that apparent point separation in a lower dimension is not representative of the true separation in the full dimension case: only probabilities are retained.

(3) Spatial visualisation of 3D simulation results

Go with the Flow offers several 3D visualisation possibilities for a deeper understanding of the simulation outputs. An initial visualisation style focuses on the accumulations and their sealing structures by plotting the final position of all the agents and the flow barriers in low opacity (Figure 4a). A second 3D visualisation focuses on the migration pathways captured by counting the number of agents that pass through each cell of the geological environment and scaling it between 0 and 1 (Figure 4b).
Figure 4. Spatial visualisation of exemplary 3D simulation results. (a) Agents’ final positions and flow barriers; (b) pathways (scaled between 0 and 1) of the agents where high values are associated with more agents passing in the cell and vice versa. Accumulations are highlighted in red.

An important question in uncertainty analysis is identifying the areas where uncertainty is the largest and can be reduced by collecting more data. Calculating, for example, the entropy for different properties gives an idea about the critical areas for migration pathways and accumulations. Entropy is a measure of missing information or disorder that exists in a system [69]. It is defined by the following:

\[ H = - \sum p_i \times \log(p_i) \]  

where \( H \) is the systems entropy and \( p_i \) is the probability of an event to occur. It allows quantifying the level of surprise by the occurrence of an event (i.e., the probability of an event). Events that rarely occur carry a high load of information and events that occur more often carry a low information content. In the context of this work, entropy is treated as a measure for the uncertainty that exists around the discrete property value of each cell in the model [70]. To identify locations of highest uncertainty across all Monte Carlo realisations, the entropy for each cell across all model realisations is calculated and visualised. This is performed for facies, accumulations, and migration pathways. This can help identify critical areas for migration and, therefore, areas worth focusing on.

3. Results

3.1. Validation of Go with the Flow on Simple Geological Scenarios

Before applying the Monte Carlo simulation workflow presented above, Go with the Flow is tested on three different geological scenarios. This experiment aims to validate the implementation of ABM for secondary hydrocarbon migration independently from the other steps of the workflow. The behaviour of the agents is studied regarding their interaction with the environment. The analysis is performed in a 2D environment instead of 3D to ease the visualisation and provide a complete understanding of the movement of the agents. In these examples, the focus is on the reservoir and trapping components of the petroleum system. The precise location of the kitchen is not modelled but assumed to be underneath the entire model. The agents are initiated from the bottom of the environment. For each scenario, 100 turns are simulated, and 50 agents are initiated at each turn.

The first scenario is a trapping anticline with barriers to flow completely sealing the structure (Figure 5a). The first observation is that the structure is sealing, since no agents move above the thick barrier layer. At the bottom of the environment, many agents get trapped in a thin barrier layer. The agents can be visualised moving toward the trapping structures moving up–dip, following the carrier beds. The second scenario is also an an-
ticinal structure, but now, it leaks on the left side of the anticline (Figure 5b). Thus, if a part of the agents remained trapped in the barrier layers of the anticline, another part manages to escape from the folded structure. The fraction of escaped agents move, and eventually get trapped higher up in the stratigraphy. The third scenario is modelling a fault block structure (Figure 5c). The fault, located at the top right of the environment, is modelled as entirely impermeable for flow. Thus, the intersections between barrier layers and the fault form traps where most agents simulated get trapped. In all three scenarios, the agents do move upward following the lithology, even in very narrow pathways.

Figure 5. (a) Anticline scenario with barrier layer completely sealing the structure; (b) anticline scenario leaking on the right side of the structure; (c) fault block scenario with an impermeable fault on the top left side of the environment. For each scenario, the agents are initialised from the bottom layer of the environment.

In conventional approaches, a lot of thinking is carried out regarding conceptual geological understanding. Geologists will typically consider several plausible scenarios and try to assess the likelihood of each. This tool complements this approach, allowing quick quantification of the outcome of conceptual models. Indeed, in computing, for instance, the proportion of agents trapped in each location gives a first idea of the relative importance of each trap. Moreover, in more complex geological settings with multiple possible traps, and particularly in 3D environments, it is not easy to identify and quantify the different potential traps. This is where this method proves to be relevant. The agents behaved as expected in the geological settings: being trapped in sealing structures and migrating along leaking pathways. The results allowed us to qualitatively validate the flow simulation on relatively simple scenarios. It will now be applied to a more complex case study in a Monte Carlo workflow to demonstrate the practical usefulness of the tool for uncertainty quantification.
3.2. Uncertainty Quantification of a Synthetic Case Study

3.2.1. Modelling Objective and Case Study Description

The Monte Carlo simulation workflow described in Section 2.2. is now applied to a synthetic case study. The objective of the case study is to analyse a potential hydrocarbon prospect consisting of an anticlinal trapping structure and a tilted fault block trap (Figure 6). The three main objectives are as follows: (i) to identify the probability of success of finding an economic hydrocarbon accumulation (>300 mmbbl in this case study); (ii) to determine whether the anticline or the tilted fault block structure is preferred; (iii) to determine which geological uncertainties have the most significant impact on hydrocarbon migration pathways and accumulation size.

The area of interest is covered by a model measuring 2000 m × 2000 m × 1000 m in width, length, and height, respectively, and has a resolution of 150 × 150 × 150 cells, leading to a total of 3,375,000 cells (Figure 6). The model consists of multiple units dominated by shales, siltstones, or sandstones. Each unit is populated with the different facies types with the help of universal kriging [59], where shale, siltstone, and sandstone translate to barriers, baffles, or pathways for agent migration. In the left part of the model, the sedimentary succession experienced deformation that led to an anticlinal structure, exhibiting hydrocarbon trapping potential. In the right part of the model, two normal faults are present, forming tilted fault blocks that could also act as suitable hydrocarbon traps. Both strike perpendicular to the section shown in Figure 6 and the right fault dips at 50°.

Several geological uncertainties are associated with this model (Table 1) and are investigated with the Monte Carlo approach. The left fault has a degree of uncertainty regarding its dip, offset, rotation of the adjacent fault block, and stress state. For simplicity, the right fault is modelled as completely sealing for fluid flow across the fault and is not critically stressed. The composition of one of the siltstone-dominated layers and of one of the shale-dominated layers is uncertain. The anisotropy direction of the variogram used to model each of those layers is uncertain. Uncertainty also exists regarding the exact kitchen location and the expulsion quantity of hydrocarbons. The kitchen is assumed to be either under the entire system, only to the left, or only to the right of fault A. The range of uncertainty of each of these parameters is described in Table 1.

![Figure 6](image.png)

Figure 6. Base case study model obtained using GemPy [55,56]. The uncertainties related to the case study are located from A to E and described in Table 1.
Table 1. Uncertain parameters related to either the structural modelling, the property modelling, or the initiation of an agent (related to the source rock), as seen in Figure 6. To each uncertain parameter, a range of uncertainty is associated (+/- 2σ, if applicable).

| Type of Uncertainty | Location | Parameter | Range of Uncertainty |
|---------------------|----------|-----------|---------------------|
| Structural           | A        | Fault dip | Normal distribution 45–55° |
|                     | A        | Fault offset | Normal distribution 0–2000 m |
|                     | B        | Fault block tilt | Normal distribution 0–40° |
| Property modelling   | A        | Fault critically stressed | True (50%) or False (50%) |
|                     | C        | Shale facies proportion—proportion of barriers | Normal distribution 50–90% |
|                     | C        | Shale anisotropy direction (y/x anisotropy) | Normal distribution 0.5–2 |
|                     | D        | Silt facies proportion—proportion of pathways | Normal distribution 50–80% |
|                     | D        | Silt anisotropy direction (y/x anisotropy) | Normal distribution 0.5–2 |
| Source rock          | E        | Kitchen location | Right side of the fault (1/3), left side (1/3) or all bottom layer (1/3) |
|                     | E        | New agents per turns | Normal distribution 10–100 agents |
|                     | E        | Number of turns | Normal distribution 200–2000 turns |

3.2.2. Sensitivity Analyses—Identification of Main Migration Drivers and Geological Uncertainties; Evaluation of the Monte Carlo Simulations

The Monte Carlo simulation was iterated 500 times, where, for each iteration, a model was built and simulated by randomly sampling from the uncertain geological parameters listed in Table 1. On a standard workstation, the Monte Carlo simulation took three days to run. It is noteworthy that modifying the code for parallel execution can significantly reduce the computing time.

(i) Accumulation size

The STOIIP Equation (1) is used to determine the accumulation sizes based on the number of agents in the most significant accumulation of each simulation (Figure 7). Here, the assumption is made that each cell (and agent) has a gross rock volume of 1185 m³, a porosity of 15%, a residual water saturation of 20%, and an oil formation volume factor Bo of 1.3. The probability of discovering a fault block accumulation greater than or equal to the economic threshold is 28.0% (red line). The probability of finding an accumulation greater than 1000 mmbbl is 4.2% (green line). The probability of discovering anticline accumulation greater than or equal to the economic threshold is 26.8%. The probability of finding an accumulation greater than 1000 mmbbl is 1.6%.

![Figure 7. Accumulation size distribution of the most significant accumulation in the fault block trap (a) and anticlinal trapping structure (b). The red vertical line shows the limit for accumulations of economic value (300 mmbbl); the green line shows the limit for accumulation greater than 1000 mmbbl.](image-url)
(2) Spearman correlation matrix

The Spearman correlation reveals that many of the geological uncertainties, such as fault dip, fault stress state, and silt facies proportion, have a low correlation with all evaluation metrics (Figure 8). Therefore, they have a negligible impact on the modelled petroleum system. On the other hand, shale facies proportion, kitchen location, and fault block tilt show a significantly higher correlation with the evaluation metrics; therefore, these seem relevant for the modelled formation of hydrocarbon accumulations.

Figure 8. Spearman correlation matrix showing the correlation of the geological uncertainties with the evaluation metrics.

(3) t-SNE visualisation

With the help of the t-SNE dimension reduction technique, we now try identifying the combinations of geological input parameters that have the most impact on the evaluation metrics. The Spearman correlation matrix already highlighted that shale facies proportion, kitchen location, fault block tilt, and the total number of agents expelled on their own have a high correlation with the evaluation metrics. Therefore, the impact of the combination of these parameters will be further investigated here. It should be mentioned beforehand that, in Figures 9 and 10, each point represents a single model from the Monte Carlo simulation and is placed in the graph regarding its shale facies proportion, kitchen location, fault block tilt, and the total number of agents. All the t-SNE plots presented here use a perplexity value of 30. Still, any perplexity values in the range (5–50), suggested by Van der Maaten and Hinton [66], would lead to very similar observations.

Figure 9 illustrates the impact the geological parameters have on the evaluation metrics ratio of trapped agents and ratio of largest accumulation size. The figure shows three isolated point clouds equivalent to the different kitchen locations. Kitchen location 1 corresponds to the case scenario of agents expelled underneath the fault block; kitchen location 2 corresponds to agents expelled underneath the anticline; kitchen location 3 corresponds to agents expelled underneath the entire model. In each cluster of points,
the models with a high ratio of trapped agent (colour coded) and the largest accumulation size (point size) are closer together. The t-SNE spatially preserves the trends of the original geological input parameters. For each parameter, these spatial trends are highlighted by colour-coded arrows in Figure 9b (same data as Figure 9a but without colour or size modifications to the points). Figure 9a,b, together, show that for kitchen location 2 and kitchen location 3, the shale facies proportion (red arrow) strongly impacts the evaluation metrics ratio of trapped agents and the ratio of the largest accumulation size. However, it can also be seen that the shale facies proportion plays a subordinate role for the evaluation metrics for models with kitchen location 1 (agents expelled underneath the fault block). Here, the tilt of the fault block has the most considerable impact on the ratio of trapped agents and the ratio of the largest accumulation size.

![t-SNE visualisation showing the most impactful geological uncertainties and their correlation with simulation evaluation metrics. Each point represents an individual model from the Monte Carlo simulation. (a) The points are colour coded with the evaluation metric ratio of trapped agents and sized by the size of the most significant accumulation. (b) Display of the trends of the original geological parameters with colour coded arrows.](image)

Figure 10 is a replication of Figure 9, but it is colour coded by the ratio of trapped agents in the anticline (Figure 10a) and the ratio of agents trapped in the fault block (Figure 10b). It highlights the immense impact the kitchen location has on the probability of having large accumulations (>1000 mmbbl) in either the fault block or the anticline. If the kitchen location is below the anticline (kitchen 2 in Figure 10a and 10b), the largest accumulations can be expected in the anticline. Likewise, if the kitchen location is below the fault block (kitchen 1), the largest accumulations can be expected in the fault block. It also becomes clear that if the source rock is located underneath the fault block, there is no chance for an accumulation to form within the anticline (Figure 10a). This is also reflected in the large accumulations (>1000 mmbbl) that can be found. If the kitchen is located underneath the anticline (kitchen 2), agents can always migrate into the fault block, preventing large accumulations from forming (Cambridge, MA Appendix, Figures A2–B4). This is probably closely related to the tilt of the fault bock and the sealing or along damage zone flow properties of the left fault.
Figure 10. t-SNE visualisation showing the most impactful geological uncertainties and their correlation with simulation evaluation metrics, colour coded by ratio of agents in anticlinal accumulations (a) and fault block accumulations (b) and sized by the size of the largest accumulation.

(4) Entropy visualisation

Calculating the entropy for different properties in every cell for all simulations gives an idea about the critical areas for migration pathways and where uncertainty reduction would add the most value. In Figure 11, 2D sections of the entropy distribution of the different facies types (a), the migration pathways (b), and the accumulation positions (c) are displayed. As highlighted in the red polygon in Figure 11a, the facies distribution has a high entropy in this area, translating to a high degree of uncertainty. Looking at Figure 11b,c, one can see a low entropy in these areas. The reason is that there are rarely any accumulations throughout all simulations forming in this area. Therefore, further efforts to reduce entropy and uncertainty in these areas do not add value. The areas enclosed by the red circles in Figure 11a also indicate a high entropy. This is related to the geological uncertainty of the proportion of shale in this layer. The high pathway entropy also reflects this in the same area highlighted (red circles) in Figure 11c. Reducing the uncertainty of the proportion of shale in this layer would reduce the uncertainty around the hydrocarbon migration pathways in this area. Lastly, one can also see that there is a high entropy around the two regions marked for accumulation positions (Figure 11b) and the lower section of Figure 11c for pathway entropy (red polygon). The high entropies and uncertainties are associated with the location of the source rock.
(5) Case study evaluation
The geological uncertainties with the most significant impact on fault block accumulations are the shale proportion in layer C, the tilt of the fault block, and the source rock location. Based on the available information, the evaluation of the results and derived metrics from the Monte Carlo simulation indicate a 28.0% chance of success in finding an economically feasible hydrocarbon accumulation in the tilted fault block trap. There is also a 26.8% chance of finding an economically feasible hydrocarbon accumulation in the anticlinal trapping structure. The geological uncertainties with the most significant impact on anticlinal accumulations are the shale proportion in layer C and the source rock location. If the source rock is located underneath the tilted fault block, there is little chance of a hydrocarbon accumulation to form in the anticline. However, the benefit from this is that there is a higher chance of finding large accumulations in the fault block. The quantitative findings from the Monte Carlo simulation suggest that investing further time and resources into reducing the uncertainty around the source rock location has the highest value attached.

4. Discussion and Future Perspectives
The agent-based modelling tool presented here offers the possibility of rapidly assessing and visualising uncertainties around secondary hydrocarbon migration pathways and accumulations. We reiterate that the tool’s purpose is not to make precise predictions about fluid movements or accumulation. The aim is to rapidly screen numerous scenarios to better understand the range of possible simulation outcomes and identify the geological parameters that have the most significant impact on these outcomes. More accurate, time-consuming, physics-based simulation can then be utilised after this initial screening process.

The results suggest that the Go with the Flow tool’s agents are suited to mimicking the behaviour of hydrocarbon molecules. Further benchmarking studies need to be conducted to strengthen these findings. In the synthetic case study, we demonstrated how incorporating the Go with the Flow tool into a Monte Carlo simulation framework allows identification of the main drivers for hydrocarbon migration. The impact of the uncertainties and the effect of reducing these could also be assessed. These findings allow channelling resources towards reducing the uncertainties around crucial features instead of following a trial-and-error approach.
It is noteworthy that a single grid cell is always entirely occupied by a single agent with the tool's current setup. This means that a grid cell is either 100% saturated with hydrocarbons or brine. This also means that changing the resolution of the grid will have a significant impact on the accuracy of evaluation results. Currently, it is also not possible for the agents to distinguish between oil and gas molecules. Accuracy is, however, not what is deemed most important for this tool. The idea is not to replace existing petroleum system modelling tools but to slot in before the complex and time-consuming simulations are performed. This pre-screening allows the users to fully leverage expensive simulation time by focusing only on those scenarios that matter most. The tool can also be used to compare and rank the outcomes of different scenarios. Scenarios that produce accumulations in areas with proven accumulations could receive a higher ranking than scenarios that do not reflect the data. It is also possible to frame the questions in the form of an inverse problem, and answer it with this tool, as follows: Which parameter conditions would lead to the oil accumulations currently present in the known reservoirs in an area? Which migration pathways were most used? This can then be used to verify or discard existing theories on the workings of the petroleum system and help identify new prospects situated within a similar setting.

Another benefit of this tool is the flexibility of application and adaptivity of the code. It is possible to test out different geological conceptual scenarios or different uncertain geological parameters and evaluate their impact on hydrocarbon pathways and accumulation locations. Conceptual thinking about a problem can, therefore, be transformed into a quantitative, measurable response. Instead of applying it to a generated geomodel, one could also use the tool on a seismic cube to quickly screen potential areas for hydrocarbon accumulations. This has been carried out in a separate informal study, where it was proven that the simulated location of hydrocarbon accumulations was similar to the location of already proven hydrocarbon accumulations [71].

The adaptivity of the code emerges from the concept of agent-based modelling itself. Every agent follows a predefined set of simple rules that guides its movement through the subsurface. Adding or removing additional rules or modifying the environment in a way that influences an agent’s behaviour can quickly be carried out. Setting up these rules does not require formulating intricate mathematical equations [44]. This makes understanding these models more intuitive than other simulation algorithms and allows for accessible communication of the functioning of this tool to stakeholders without domain expertise. Introducing new rules to achieve more realistic simulations without compromising on runtime is the scope of future work. For example, incorporating more realistic capillary pressures to better simulate the leakage rate of trapping structures [72] or having preferential migration along concentrated pathways of hydrocarbon molecules. If information about the fluid properties such as density is available, one could also use this information to control the magnitude of movement for different agents at each iteration [47]. Additionally, integrating hydrocarbon composition, thermal maturity, and degradation as it moves through the subsurface would be valuable in improving realism.

In addition to the application in hydrocarbon migration and accumulation analysis, this tool also has great potential for the risk assessment of carbon capture and storage (CCS) sites. Different geological scenarios can be simulated to understand their impact on the migration and distribution of CO2 in the subsurface.

5. Conclusions

We introduced the Go with the Flow tool in this work—an agent-based model for simulating secondary hydrocarbon migration. The initial results suggest that the agent movement is a good approximation for hydrocarbon migration in the subsurface. It allows quick quantitative estimates of conceptual geological scenarios. The tool can be integrated in Monte Carlo workflows to swiftly screen a number of geological scenarios to understand the range of possible simulation outcomes better, and to identify the geolog-
ical factors that are the most impactful. After this first screening procedure, more precise, time-consuming, physics-based simulations might be used. This permits expensive simulation time to be spent where it is most helpful.
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Appendix A

Figure A1. Flow chart showcasing the workings of the Go with the Flow algorithm. The iterators i, j, k are responsible for the generation of new agents, the movement of active agents and the number of iterations to run, respectively.
Appendix B

### Kitchen location 1: Under the fault block

**Figure A2.** (a) t-SNE analysis of kitchen scenario 1 showing the most impactful geological uncertainties and their correlation with simulation evaluation metrics. Each point represents an individual model from the Monte Carlo simulation. The points are colour coded with the evaluation metric ratio of trapped agents and sized by the size of the most significant accumulation. One observation is that all the accumulations remain in the fault block area. Exemplary 2D slices of the environment and 3D plots showing the accumulation positions at the end of the simulation (red) and the barriers (purple) are also shown. (b) Display of the trends of the original geological parameters with colour coded arrows.
Figure A3. (a) t-SNE analysis of kitchen scenario 2 showing the most impactful geological uncertainties and their correlation with simulation evaluation metrics. Each point represents an individual model from the Monte Carlo simulation. The points are colour coded with the evaluation metric ratio of trapped agents and sized by the size of the most significant accumulation. One observation is that accumulations are mainly located in the anticline but a significant part (~25%) is also located in the fault block. Exemplary 2D slices of the environment and 3D plots showing the accumulation positions at the end of the simulation (red) and the barriers (purple) are also shown (b) Display of the trends of the original geological parameters with colour coded arrows.
Kitchen location 3: Everywhere from the bottom layer

(a)

(b)

Figure A4. (a) t-SNE analysis of kitchen scenario 3 showing the most impactful geological uncertainties and their correlation with simulation evaluation metrics. Each point represents an individual model from the Monte Carlo simulation. The points are colour coded with the evaluation metric ratio of trapped agents and sized by the size of the most significant accumulation. One observation is that accumulations are located in the fault block and the anticline. Exemplary 2D slices of the environment and 3D plots showing the accumulation positions at the end of the simulation (red) and the barriers (purple) are also shown (b) Display of the trends of the original geological parameters with colour coded arrows.
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