LINEARIZATION OF HOLOMORPHIC FAMILIES OF ALGEBRAIC AUTOMORPHISMS OF THE AFFINE PLANE
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Abstract. Let $G$ be a reductive group. We prove that a family of polynomial actions of $G$ on $\mathbb{C}^2$, holomorphically parametrized by an open Riemann surface, is linearizable. As an application, we show that a particular class of reductive group actions on $\mathbb{C}^3$ is linearizable. The main step of our proof is to establish a certain restrictive Oka property for groups of equivariant algebraic automorphisms of $\mathbb{C}^2$.

1. Introduction

Let $G$ be a reductive subgroup of the algebraic (or holomorphic) automorphism group of $\mathbb{C}^n$. The Linearization Problem asks if there are algebraic (or holomorphic) coordinates on $\mathbb{C}^n$ in which $G$ acts linearly. If this is the case, we say that $G$ is algebraically (or holomorphically) linearizable. Both algebraic and holomorphic versions of the Linearization Problem gained much attention after 1970s, and their complete solutions still remain elusive: for a survey, see, e.g., [Kra96], [KS92], [Kut20], [DK98], and references therein.

For a general $G$ and $n$, the answer to this problem is negative. In the algebraic case, for any nonabelian, semi-simple $G$ there are counterexamples with $n \geq 4$. DOI: 10.1007/s00031-021-09692-7
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[Kno91]; the first ones constructed by Schwarz [Sch89]. They all come from non-trivial $G$-vector bundles over representations. However, if $G$ is abelian, all such $G$-bundles are trivial [MMJP96], so a method to construct counterexamples is yet to be found.

A positive answer to the algebraic Linearization Problem is known for $n \leq 2$ [Kam79] and for $n = 3$ with $G$ infinite [KR14]. The former follows from a classical structure theorem [vdK53], cf. Lemma 2.5, while the latter relies on a deep result [KK+97] settling the case $G = \mathbb{C}^*$. For $n = 3$ and $G$ finite, the algebraic Linearization Problem is open. But when the $G$-action fixes a variable, a positive answer follows from [KR14, Thm. D]. Our Theorem 1.2 and Corollary 1.5 are holomorphic counterparts of this result.

The holomorphic Linearization Problem is, in a way, even more subtle than the algebraic one. In case $n = 2$, it has a positive answer for $G = \mathbb{C}^*$ [Suz77], but for finite $G$ it is widely open [DK98, Rem. 4.7]; see Example 6.3. Moreover, all $G$-bundles over representations are holomorphically trivial [HK95], so the algebraic counterexamples do not generalize to this setting. Nonetheless, Derksen and the second author [DK98] found counterexamples for any $G$ and any $n > N_G$, where $N_G$ is a constant depending on $G$. As in the algebraic case, the smallest dimension where a counterexample is known is $n = 4$, for $G = \mathbb{Z}_2$.

In this article, we explore what happens between these two categories. Namely, we study algebraic $G$-actions which vary in holomorphic families. We make it precise in Definition 1.1 below.

Throughout the article, we denote by $\text{Aut}_{\text{alg}}(\mathbb{C}^n)$ and $\text{Aut}_{\text{hol}}(\mathbb{C}^n)$ the groups of algebraic and holomorphic automorphisms of $\mathbb{C}^n$, respectively, and treat the group $\text{Aut}_{\text{alg}}(\mathbb{C}^n)$ as a subgroup of $\text{Aut}_{\text{hol}}(\mathbb{C}^n)$. A map $\alpha$ from a complex manifold $X$ to $\text{Aut}_{\text{hol}}(\mathbb{C}^n)$ is holomorphic if so is the associated map $X \times \mathbb{C}^n \ni (x, z) \mapsto \alpha(x)(z) \in \mathbb{C}^n$, sending $(x, z)$ to the value of $\alpha(x) \in \text{Aut}_{\text{hol}}(\mathbb{C}^n)$ at the point $z \in \mathbb{C}^n$.

**Definition 1.1.** Let $X$ be a complex manifold and let $G$ be a reductive group. A *holomorphic family of algebraic $G$-actions on $\mathbb{C}^n$ parametrized by $X$* is a holomorphic $G$-action on $X \times \mathbb{C}^n$ of the form

$$\varphi: G \times (X \times \mathbb{C}^n) \ni (g, (x, z)) \mapsto (x, \nu(g, x)(z)) \in X \times \mathbb{C}^n,$$

for some holomorphic $\nu: G \times X \to \text{Aut}_{\text{alg}}(\mathbb{C}^n)$. We say that a holomorphic map $\psi: X \to \text{Aut}_{\text{hol}}(\mathbb{C}^n)$ linearizes $\varphi$ if there is a linear representation $\rho: G \to \text{GL}_n(\mathbb{C})$ such that, for all $g \in G$ and $x \in X$

$$\psi(x) \circ \nu(g, x) \circ \psi(x)^{-1} = \rho(g). \quad (1.1)$$

We say that $\psi$ algebraically linearizes $\varphi$ if $\psi$ satisfies (1.1) and $\psi(X) \subseteq \text{Aut}_{\text{alg}}(\mathbb{C}^n)$. If there exists a holomorphic $\psi$ which (algebraically) linearizes $\varphi$, we say that $\varphi$ is (algebraically) linearizable.

Clearly, if a holomorphic family $\varphi$ of algebraic $G$-actions is linearizable, then every individual member $\nu(G, x) \subseteq \text{Aut}_{\text{alg}}(\mathbb{C}^n)$ is linearizable, too. It is therefore
natural to consider first those families for which this necessary condition is automatically satisfied. This is the case for \( n = 2 \), when all reductive group actions are algebraically linearizable [Kam79, Cor. 4.4].

This motivates the following theorem, which is the main result of the article.

**Theorem 1.2.** Let \( X \) be an open Riemann surface, \( G \) be a reductive group, and let \( \mathcal{V} \) be a holomorphic family of algebraic \( G \)-actions on \( \mathbb{C}^2 \) parametrized by \( X \).

(a) The family \( \mathcal{V} \) is linearizable.

(b) If \( G \) is not cyclic, then \( \mathcal{V} \) is algebraically linearizable.

**Remark 1.3.** The question if \( \mathcal{V} \) is algebraically linearizable for cyclic \( G \) remains open; see Remark 6.2.

**Remark 1.4.** It is also an open question if one can generalize Theorem 1.2 to \( \mathbb{C}^n \) for \( n > 3 \), or to higher-dimensional parameter spaces \( X \). Our proof relies both on the explicit description of \( \text{Aut}_{\text{alg}}(\mathbb{C}^2) \), and on extension properties for meromorphic functions on \( X \), neither of which is available in higher dimensions.

Recall that the Linearization Problem for actions of finite groups on \( \mathbb{C}^3 \) is open. For a particular class of such actions, a positive answer follows from Theorem 1.2(a) applied to \( X = \mathbb{C}^1 \).

**Corollary 1.5.** Let \( G \subseteq \text{Aut}_{\text{hol}}(\mathbb{C}^3) \) be a reductive group. Assume that the projection \( \mathbb{C}^3 \to \mathbb{C}^2 \) is \( G \)-equivariant, and the induced \( G \)-action on its fibers is algebraic. Then \( G \) is holomorphically linearizable.

**Remark.** If \( G \) in Corollary 1.5 is a subgroup of \( \text{Aut}_{\text{alg}}(\mathbb{C}^3) \), then by [KR14], \( G \) is algebraically linearizable.

We will now outline the proof of Theorem 1.2.

It is known that an action of a reductive group \( G \) on the affine plane \( \mathbb{A}^2_k \), over an arbitrary field \( k \), is linearizable; see [Kam79, 4.4], [Kra96, §7, Cor. 1] or Lemma 2.5. Applying this result to the field \( k = \mathcal{M}(X) \) of meromorphic functions on \( X \), one gets a meromorphic map \( \psi: X \to \text{Aut}_{\text{alg}}(\mathbb{C}^2) \) satisfying (1.1) for all \( g \in G \) and \( x \in X \setminus \{ \text{poles of } \psi \} \); see Section 2.1 for precise definitions.

To prove Theorem 1.2, we need to remove the poles of \( \psi \). This is done in Section 6 by replacing \( \psi \) with \( \psi \circ \alpha \) for a suitable meromorphic map \( \alpha: X \to \text{Aut}_{\text{alg}}(\mathbb{C}^2) \) such that for all \( x \in X \) and \( g \in G \), \( \alpha(x) \circ \nu(g, x) = \nu(g, x) \circ \alpha(x) \). A germ of such \( \alpha \) at a pole of \( \psi \) is given by Lemma 3.1, whose proof is based on [KR14, Lem. 3.3]. To extend such germs to a global \( \alpha \), we use the following proposition.

**Proposition 1.6** (see Proposition 5.1). Let \( G \subseteq \text{Aut}_{\text{alg}}(\mathbb{C}^2) \) be a reductive subgroup. Put \( \text{Aut}_{\text{alg}}^G(\mathbb{C}^2) = \{ \varphi \in \text{Aut}_{\text{alg}}(\mathbb{C}^2) : \forall g \in G : g \circ \varphi = \varphi \circ g \} \). Then the basic Oka property with approximation and jet interpolation holds for those maps from connected open Riemann surfaces to \( \text{Aut}_{\text{alg}}^G(\mathbb{C}^2) \) which are of bounded degree.

For a definition of Oka property and related notions see Section 5 or [For17, 5.15]. Proposition 1.6 is an equivariant version of the case \( G = \text{Aut}_{\text{alg}}(\mathbb{C}^2) \) of [FL14, Thm. 1.2]. Its proof, given in Section 5.1, relies on an explicit description of the space of germs of holomorphic maps to \( \text{Aut}_{\text{alg}}^G(\mathbb{C}^2) \), given in Lemma 4.4. The latter generalizes [FM89], and uses the structure theorem [vdK53] for \( \text{Aut}_{\text{alg}}(\mathbb{C}^2) \).
If $G$ is not cyclic, Lemma 4.4 implies that $\text{Aut}_{\text{alg}}^G(\mathbb{C}^2)$ is a connected Lie group; see Lemma 4.5. Using the usual Oka property for $\text{Aut}_{\text{alg}}^G(\mathbb{C}^2)$, it is easy to construct $\alpha$ which removes all poles of $\psi$ at once. This way, we prove Theorem 1.2(b).

If $G$ is cyclic then $\text{Aut}_{\text{alg}}^G(\mathbb{C}^2)$ is more complicated. To prove Theorem 1.2(a), we use Proposition 1.6 to remove poles one by one, and get $\psi$ by passing to the limit. Therefore, our $\psi$ takes values in $\text{Aut}_{\text{hol}}(\mathbb{C}^2)$ instead of $\text{Aut}_{\text{alg}}(\mathbb{C}^2)$.

2. Preliminaries

2.1. The space of holomorphic maps to $\text{Aut}_{\text{hol}}(\mathbb{C}^n)$ and $\text{Aut}_{\text{alg}}(\mathbb{C}^n)$

We will now recall some basic properties of the spaces of holomorphic maps from a Stein space $X$ to $\text{Aut}_{\text{alg}}(\mathbb{C}^n)$ or $\text{Aut}_{\text{hol}}(\mathbb{C}^n)$, and fix notation for a remaining part of the article.

As usual, we denote by $\mathcal{O}(X)$ the ring of holomorphic functions on $X$, and by $\mathcal{O}_{X,x}$ the ring of holomorphic germs at a point $x \in X$. We write $\mathcal{M}(X)$ and $\mathcal{M}_{X,x}$ for the fields of meromorphic functions on $X$ and germs at $x \in X$: they are fields of fractions of $\mathcal{O}(X)$ and $\mathcal{O}_{X,x}$, respectively.

For a ring $R$, we denote by $R^{[n]}$ the polynomial algebra in $n$ variables, and by $\mathbb{A}^n_R = \text{Spec } R^{[n]}$ the affine $n$-space over $R$, with coordinates $z := (z_1, \ldots, z_n)$. We denote the endo- and automorphism groups of $\mathbb{A}^n_R$ by $\text{End}(\mathbb{A}^n_R)$ and $\text{Aut}(\mathbb{A}^n_R)$, respectively. Thus in our notation, $\text{Aut}_{\text{alg}}(\mathbb{C}^n) = \text{Aut}(\mathbb{A}^n_\mathbb{C})$.

For $m = (m_1, \ldots, m_n) \in \mathbb{Z}^n$ we write $z^m = z_1^{m_1} \cdots z_n^{m_n}$ and $|m| = m_1 + \cdots + m_n$. Every $\alpha \in \text{Aut}(\mathbb{A}^n_R)$ can be written as $\alpha(z) = \sum_{m \in \mathbb{Z}_{\geq 0}^n} r_m z^m$ for some $r_m \in R$. Its degree is $\deg \alpha := \max \{|m| : r_m \neq 0\}$. We will often skip the indexing set $\mathbb{Z}_{\geq 0}^n$ and write simply $\alpha(z) = \sum_m r_m z^m$.

As in the introduction, we say that a map $\psi: X \to \text{Aut}_{\text{hol}}(\mathbb{C}^n)$ is holomorphic if the associated map

$$\hat{\psi}: X \times \mathbb{C}^n \ni (x, z) \mapsto \psi(x)(z) \in \mathbb{C}^n$$

is holomorphic. A meromorphic map $\psi: X \to \text{Aut}_{\text{hol}}(\mathbb{C}^n)$ is a holomorphic map $\psi: U \to \text{Aut}_{\text{hol}}(\mathbb{C}^n)$ from a Zariski open subset $U$ of $X$, such that $\hat{\psi}: U \times \mathbb{C}^n \to \mathbb{C}^n$ as above extends to a meromorphic map $X \times \mathbb{C}^n \to \mathbb{C}^n$. A pole of $\psi$ is the image of a pole of $\hat{\psi}$ under the projection to $X$. Clearly, the set of poles of $\psi$ is a divisor in $X$, disjoint from $U$, and $\psi$ is holomorphic away from its poles.

Holomorphic (or meromorphic) maps to $\text{Aut}_{\text{alg}}(\mathbb{C}^n)$ are the same as polynomial automorphisms of $\mathbb{C}^n$ with holomorphic (respectively, meromorphic) coefficients. More precisely, we have the following lemma.

Lemma 2.1. Let $\psi: X \to \text{Aut}_{\text{hol}}(\mathbb{C}^n)$ be meromorphic. Write $\hat{\psi}(x, z) = \sum_i a_i(x) z^i$ for $(x, z) \in X \times \mathbb{C}^n$. Then for every $i \in \mathbb{Z}_{\geq 0}^n$, $a_i: X \to \mathbb{C}^n$ is meromorphic, holomorphic away from the poles of $\psi$.

Proof. Follows from the Cauchy integral formula

$$a_i(x) = \frac{1}{(2\pi i)^n} \int_{(\partial D)^n} \frac{\hat{\psi}(x, \zeta)}{\zeta^{i+1}} d\zeta.$$
For two meromorphic maps \(\varphi, \psi: X \to \text{Aut}_\text{hol}(\mathbb{C}^n)\) we write \(\varphi \circ \psi\) for a meromorphic map \(X \ni x \mapsto \varphi(x) \circ \psi(x) \in \text{Aut}_\text{hol}(\mathbb{C}^n)\). Moreover, we denote by id the constant map \(X \ni x \mapsto \text{id}_{\mathbb{C}^n} \in \text{Aut}_\text{hol}(\mathbb{C}^n)\).

The space \(\text{Aut}_\text{hol}(\mathbb{C}^n)\), equipped with a usual compact-open topology, admits a complete metric, given for \(\alpha, \beta \in \text{Aut}_\text{hol}(\mathbb{C}^n)\) by

\[
d(\alpha, \beta) = \sum_{j=1}^{\infty} 2^{-j} \left( \min\{ \sup_{|z| \leq j} ||\alpha(z) - \beta(z)||, 1 \} + \min\{ \sup_{|z| \leq j} ||\alpha^{-1}(z) - \beta^{-1}(z)||, 1 \} \right)
\]

cf. [KK11, 4.1] or [For17, p. 108]. Clearly, a holomorphic map \(X \to \text{Aut}_\text{hol}(\mathbb{C}^n)\) is continuous. For two meromorphic maps \(X \to \text{Aut}_\text{hol}(\mathbb{C}^n)\) depend continuously on their coefficients.

**Lemma 2.2.** Let \(\mathcal{H}\) denote the space of holomorphic maps from a Stein space \(X\) to \(\text{Aut}_\text{hol}(\mathbb{C}^n)\).

1. The map \(\mathcal{H} \times \mathcal{H} \ni (\varphi, \psi) \mapsto \varphi \circ \psi \in \mathcal{H}\) is continuous.
2. For \(\psi \in \mathcal{H}\), write \(\tilde{\psi}(x, z) = \sum a_i(x)z^i\). Then \(\mathcal{H} \ni \psi \mapsto (a_i) \in \prod \mathcal{O}(X)^n\) is a homeomorphism onto its image. In other words, holomorphic maps \(X \to \text{Aut}_\text{hol}(\mathbb{C}^n)\) depend continuously on their coefficients.
3. Let \(K_0 \subseteq K_1 \subseteq \ldots\) be an exhaustive family of compact subsets of \(X\): i.e., \(X = \bigcup_j K_j\). Then \(\mathcal{H}\) is completely metrizable by

\[
d(\alpha, \beta) = \sum_{j=0}^{\infty} 2^{-j} \min\{d_{K_j}(\alpha, \beta), 1\},
\]

where for a compact set \(K\) we write \(d_K(\alpha, \beta) = \sup_{x \in K} d(\alpha(x), \beta(x))\).

**Proof.** Part (1) follows from the fact that \(X\) and \(\mathbb{C}^n\) are locally compact; see [Eng89, 3.4.2]. Part (2) is once again a consequence of Cauchy integral formula; see Lemma 2.1. The formula in (3) says that the compact-open topology is the topology of uniform convergence on compacts [Eng89, 8.2.6] \(\square\)

**Lemma 2.3.** Let \(X\) be an irreducible Stein space.

1. Let \(\psi: X \to \text{Aut}_\text{alg}(\mathbb{C}^n)\) be holomorphic. Then \(\psi\) is of bounded degree: that is, there is \(N > 0\) such that \(\deg \psi(x) \leq N\) for all \(x \in X\).
2. The space of holomorphic (resp. meromorphic) maps \(X \to \text{Aut}_\text{alg}(\mathbb{C}^n)\) is naturally isomorphic to \(\text{Aut}(\mathbb{A}^n_{\mathcal{O}(X)})\) (resp. \(\text{Aut}(\mathbb{A}^n_{\mathcal{M}(X)})\)) as ind-groups.

**Proof.** (1) Write \(\tilde{\psi}(x, z) = \sum a_i(x)z^i\) and \(X_N := \{ x \in X : \deg \psi(x) \leq N \} = \bigcap_{|i| > N} \mathbb{A}^{-1}_i(0)\). By Lemma 2.1, \(a_i\) is holomorphic, so each \(X_N \subseteq X\) is closed. Because \(\psi(x) \in \text{Aut}_\text{alg}(\mathbb{C}^n)\) for every \(x \in X\), we have \(X = \bigcup_{N \geq 1} X_N\). Now, Baire category theorem implies that for some \(M \geq 1\), \(X_M\) has nonempty interior, that is, \(\text{Int} \mathbb{A}^{-1}_i(0) \neq \emptyset\) for all \(|i| > M\). Since \(a_i\) is a holomorphic map from an irreducible space \(X\), the condition \(\text{Int} \mathbb{A}^{-1}_i(0) \neq \emptyset\) implies that \(a_i \equiv 0\). Therefore, \(a_i \equiv 0\) for all \(|i| > M\): i.e., \(\deg \psi(x) \leq M\) for all \(x \in X\). Thus \(X = X_M\), as claimed.

(2) Part (1) and Lemma 2.1 imply that every such map can be written as a polynomial automorphism with holomorphic (resp. meromorphic) coefficients. This gives the required isomorphism. \(\square\)
2.2. Modifying germs of maps to $\text{Aut}_{\text{alg}}(\mathbb{C}^n)$

In Section 3, we will recall the method of Kraft–Russell to remove a single pole of $\psi$ in (1.1). For this, we will need to work locally, with the space of germs of meromorphic maps $X \to \text{Aut}_{\text{alg}}(\mathbb{C}^n)$. By Lemma 2.3(2), it can be identified with $\text{Aut}(\mathbb{A}^n_{\mathbb{A}^n_{\text{alg}}})$. This leads to the following setting.

Let $R$ be an equicharacteristic zero discrete valuation ring with field of fractions $\mathbb{k}$, maximal ideal generated by $t \in R$, and residue class field $\kappa = R/(t)$. For $\alpha \in R$ we denote by $\overline{\alpha}$ its residue mod $t$. Denote by $v$ the $t$-adic valuation on $\mathbb{k}$, and extend it to $\text{End}(\mathbb{A}^n_{\mathbb{k}})$ by $v(\alpha) = \min \{ r \in \mathbb{Z} : t^{-r}\alpha \in \text{End}(\mathbb{A}^n_{\mathbb{R}}) \}$. The following observation will allow us to replace $\alpha \in \text{End}(\mathbb{A}^2_{\mathbb{k}})$ from Lemma 3.1 by any $\beta$ which agrees with $\alpha$ up to a sufficiently high order.

**Lemma 2.4.** Fix $\alpha_1, \ldots, \alpha_m \in \text{End}(\mathbb{A}^n_{\mathbb{k}})$ such that $\alpha_m \circ \cdots \circ \alpha_1 \in \text{End}(\mathbb{A}_{\mathbb{R}}^n)$. Then there is $r \in \mathbb{Z}_{\geq 0}$ such that for every $\beta_1, \ldots, \beta_m \in \text{End}(\mathbb{A}_{\mathbb{k}}^n)$ satisfying $v(\alpha_j - \beta_j) \geq r$, we have $\beta_m \circ \cdots \circ \beta_1 \in \text{End}(\mathbb{A}_{\mathbb{R}}^n)$.

**Proof.** Put $v_0 = \max \{ 0, -\min_j v(\alpha_j) \}$. In other words, writing all coefficients of $\alpha_1, \ldots, \alpha_m$ as Laurent series in $t$, $v_0$ is the maximal order of their poles. Write $\alpha_j(z) = \sum_{i \in I} a_{j,i} z^i$ for some $a_{j,i} \in \mathbb{k}$ and a finite set $I \subseteq \mathbb{Z}^n$ (independent of $j$). Put $\mathcal{U} = \{ 1, \ldots, m \} \times \{ 1, \ldots, n \}$ and $s = \# \mathcal{U}$. By induction on $m$, one easily shows that there is a finite set $V \subseteq \mathbb{Z}^n_{\geq 0}$ and $p_\nu \in (\mathbb{Z}[s])^n$, $\nu \in \mathcal{V}$, with the following property: for any $g_{j,i} \in \mathbb{k}$, the composition $\gamma_m \circ \cdots \circ \gamma_1$ of $\gamma_j(z) := \sum_{i \in I} g_{j,i} z^i$ equals $z \mapsto \sum_{\nu \in \mathcal{V}} p_\nu(g) z^\nu$.

Put $d = \max_{\nu \in \mathcal{V}, i \in \{ 1, \ldots, n \}} (\deg(p_\nu))$ and $r = sdv_0 - d \geq 0$. Fix $g_{j,i} \in \mathbb{k}$ with $v(g_{j,i}) \geq r$ for all $j \in \{ 1, \ldots, m \}$, $i \in I$. We claim that $p_\nu(a + g) \in \mathbb{R}^n$ for all $\nu \in \mathcal{V}$. Write the $i$-th coordinate of $p_\nu(a + g) = \sum_{i \in \mathbb{Z}^n_{\geq 0}} c_i y^i$, $c_i \in \mathbb{Z}$, where $i \in \{ 1, \ldots, n \}$. Then $p_\nu(a + g)_i$ equals

$$\sum_{i \in \mathbb{Z}^n_{\geq 0}} c_i \prod_{u \in U} (a_u + g_u)^{i_u} = \sum_{i \in \mathbb{Z}^n_{\geq 0}} c_i \prod_{u \in U} \left( \sum_{k=0}^{i_u} \binom{i_u}{k} a_u^{i_u-k} g_u^k \right) = p_\nu(a)_i + \sum_{j \in J} \mu_j \eta_j,$$

where $\eta_j := \prod_{u \in U} u^{k_{u,j}} g_u^{l_{u,j}}$; $J$ is some finite set, $\mu_j \in \mathbb{Z}$ and $k_{u,j}, l_{u,j} \in \{ 0, \ldots, d \}$ are such that for every $j \in J$, there is $u \in U$ such that $l_{u,j} \neq 0$. Thus $v(\eta_j) = \sum_{u \in U} (k_{u,j} v(a_u) + l_{u,j} v(g_u)) \geq -sdv_0 + r = 0$. It follows that $\sum_j \mu_j \eta_j \in \mathbb{R}^n$.

By assumption, $p_\nu(a)_i \in \mathbb{R}$, since it is a coefficient of $\alpha_m \circ \cdots \circ \alpha_1 \in \text{End}(\mathbb{A}_{\mathbb{R}}^n)$. Therefore, $p_\nu(a + g)_i \in \mathbb{R}$, so $p_\nu(a + g) \in \mathbb{R}^n$, as claimed. Thus for $\beta_j = \alpha_j + \gamma_j$ we have $\beta_m \circ \cdots \circ \beta_1 \in \text{End}(\mathbb{A}_{\mathbb{R}}^n)$ as required. $\square$

2.3. Linearizing group actions on the affine plane

Given a ring extension $R \subseteq S$, we treat $\text{Aut}(\mathbb{A}^n_{\mathbb{R}})$ as a subgroup of $\text{Aut}(\mathbb{A}^n_{\mathbb{S}})$ via base change $\text{Spec} S \to \text{Spec} R$. We treat $\text{GL}_n(R)$ as a subgroup of $\text{Aut}(\mathbb{A}^n_{\mathbb{R}})$, too.

Let $\kappa$ be a field, let $G$ be a reductive, $\kappa$-linear group, and let $R$ be a ring containing $\kappa$. Assume that $G \subseteq \text{Aut}(\mathbb{A}^n_{\mathbb{R}})$. We say that $\psi \in \text{Aut}(\mathbb{A}^n_{\mathbb{R}})$ linearizes $G$ over $R$ if there is a representation $\rho: G \to \text{GL}_n(\kappa)$ such that

$$\psi \circ g \circ \psi^{-1} = \rho(g)$$

for every $g \in G$. (2.1)
We say that $G$ is linearizable over $R$ if there is such $\psi$.

Note that for $\kappa = \mathbb{C}$ and a Stein space $X$, $G$ is linearizable over $\mathcal{O}(X)$ if and only if the family $G \times (X \times \mathbb{C}^n) \ni (g, (x, z)) \mapsto (x, g(x) \cdot z)$ is algebraically linearizable in the sense of Definition 1.1.

We now restrict our attention to $n = 2$. Then the Jung–van der Kulk theorem [Jun42, vdK53] (see [Nag72, Thm. 3.3]) asserts that for any field $\mathcal{k}$, $\text{Aut}(A^2_\mathcal{k})$ is an amalgamated product of the affine group $\text{Aff} := \text{Aff}_2(\mathcal{k}) = \mathcal{k} \times \text{GL}_2(\mathcal{k})$ and the group of elementary automorphisms

$$E = \{(z_1, z_2) \mapsto (\alpha z_1 + p(z_2), \beta z_2 + \beta') : \alpha, \beta \in \mathcal{k}^*, \beta' \in \mathcal{k}, p \in \mathcal{k}^{[1]}\}.$$ 

For a subgroup $G \subseteq \text{Aut}(A^2_\mathcal{k})$, we write $\text{Aut}^G(A^2_\mathcal{k}) = \{\varphi \in \text{Aut}(A^2_\mathcal{k}) : \forall g \in G \varphi \circ g = g \circ \varphi\}$. If $H \subseteq \text{Aut}(A^2_\mathcal{k})$, we denote by $H^G := H \cap \text{Aut}^G(A^2_\mathcal{k})$ the centralizer of $G$ in $H$; in particular, $\text{Aff}^G = \text{Aff} \cap \text{Aut}^G(A^2_\mathcal{k})$, $E^G = E \cap \text{Aut}^G(A^2_\mathcal{k})$, $\text{GL}_2^G(\mathcal{k}) = \text{GL}_2(\mathcal{k}) \cap \text{Aut}^G(A^2_\mathcal{k})$, etc.

The following lemma is a well-known consequence of van der Kulk theorem; see [Kam79, Cor. 4.4] or [Kur15, Prop. 2.2]. We sketch the argument in our setting following [KR14, Lem. 3.1]. The assumption that $G$ is split is automatically satisfied, e.g., if $\kappa$ is algebraically closed [Mil18, 17.16], which will be the case when $\kappa = \mathbb{C}$, $R = \mathcal{O}(X)$ or $\mathcal{O}_{X,x}$.

**Lemma 2.5.** Let $\mathcal{k} \subseteq \mathcal{k}$ be a field extension, and let $G$ be a split reductive $\kappa$-linear group. Assume that $G \subseteq \text{Aut}(A^2_\mathcal{k})$. Then $G$ is linearizable over $\mathcal{k}$.

**Proof.** Since $G \subseteq \text{Aut}(A^2_\mathcal{k})$ is algebraic, it has bounded length as a subgroup of $\text{Aff} \ast E$, which by [Ser80, Thm. 8] implies that $\varphi^{-1} \circ G \circ \varphi \subseteq \text{Aff}$ or $E$ for some $\varphi \in \text{Aut}(A^2_\mathcal{k})$; see [Kra96, Cor. 1]. Because $G$ is reductive, it follows that $\varphi^{-1} \circ G \circ \varphi \subseteq \text{GL}_2(\mathcal{k})$. Since by assumption $G$ is split over $\kappa$, by [Mil18, 20.7] the representation $G \ni g \mapsto \varphi^{-1} \circ g \circ \varphi \in \text{GL}_2(\mathcal{k})$ is isomorphic, over $\mathcal{k}$, to the extension of some representation $\rho : G \rightarrow \text{GL}_2(\kappa)$. More explicitly, there is $\alpha \in \text{GL}_2(\mathcal{k})$ such that $\alpha^{-1} \circ (\varphi^{-1} \circ g \circ \varphi) \circ \alpha = \rho(g) \in \text{GL}_2(\kappa)$ for all $g \in G$. Thus $\psi := \varphi \circ \alpha$ linearizes $G$ over $\mathcal{k}$. \qed

Once $\mathcal{k}$ gets replaced by a ring $R$, no analogue of van der Kulk theorem is available, and Lemma 2.5 becomes a difficult problem. It was solved by Sathaye [Sat83] if $R$ is a discrete valuation ring, and by Kraft and Russell [KR14, Thm. D] if $R$ is a coordinate ring of a factorial affine curve. More generally, [Kur15, Thm. 1.1] solves it in case $R$ is a PID or even UFD (under some assumptions).

### 3. Removing poles after Kraft–Russell–Sathaye

In this section, we prove a result which, applied to $R = \mathcal{O}_{X,x}$, will allow us to remove the pole at $x \in X$ of $\psi$ satisfying (1.1). We follow the approach of Kraft and Russell [KR14, Lem. 3.3], based on an algebraic lemma due to Sathaye [Sat83]. A similar argument is used in the proof of [Kur15, Thm. 1.1(i)]; see Lemma 3.1 loc. cit. for the key claim.

We keep the notation introduced in Section 2.2.
Lemma 3.1. Let $R$ be an equicharacteristic zero discrete valuation ring with field of fractions $k$ and residue field $\kappa \subseteq R$. Let $G$ be a reductive $\kappa$-linear subgroup of $\text{Aut}(\mathbb{A}_2^2)$. Assume that there is $\psi \in \text{Aut}(\mathbb{A}_2^2)$ which linearizes $G$ over $k$; see (2.1). Then there is $\alpha \in \text{Aut}^G(\mathbb{A}_2^2)$ such that $\psi \circ \alpha \in \text{Aut}(\mathbb{A}_2^2_R)$.

Proof. Fix $\rho : G \to \text{GL}_2(\kappa)$ as in (2.1), so that $\psi \circ g \circ \psi^{-1} = \rho(g)$ for all $g \in G$.

Define $\beta \in \text{Aut}(\mathbb{A}_2^2_k)$ by $\beta(z_1, z_2) = (t^{-v(\psi)}z_1, t^{-v(\psi)}z_2)$. Then $\beta \circ \rho(g) = \rho(g) \circ \beta$, so $\alpha := \psi^{-1} \circ \beta \circ \psi \in \text{Aut}(\mathbb{A}_2^2_k)$. Replacing $\psi$ by $\psi \circ \alpha$, we can assume $v(\psi) = 0$, so $\psi \in \text{End}(\mathbb{A}_2^2_R)$. Assume $\psi \not\in \text{Aut}(\mathbb{A}_2^2_R)$.

Claim. There is $\tau \in \text{End}(\mathbb{A}_2^2_R)$ such that $t| (\tau \circ \psi)^*z_1$ and for every $g \in G$, $\tau \circ \rho(g) \circ \tau^{-1} \in \text{GL}_2(\kappa)$ is diagonal.

Proof. Since $\psi \in \text{End}(\mathbb{A}_2^2_R)$, taking residues mod $t$ gives a proper map $\overline{\psi} : \mathbb{A}_2^2_R \to \mathbb{A}_2^2_\kappa$, which is equivariant with respect to the action of $G$ on the source and $\rho(G)$ on the target. The image $C := \overline{\text{ord}}(\mathbb{A}_2^2_k)$ is $\rho(G)$-invariant, and $\dim C = 1$: indeed, $\dim C > 0$ since $v(\psi) = 0$, and $\dim C \neq 2$ since $\psi \not\in \text{Aut}(\mathbb{A}_2^2_R)$. Let $f \in \kappa^2$ be the generator of the ideal of $C$. Since $C$ is $\rho(G)$-invariant, the line $\kappa \cdot f \subseteq \kappa^2$ is $\rho(G)$-invariant, too: i.e., for every $g \in G$, $f \circ \rho(g) = (\lambda(g)f, \mu(g)h)$ for some homomorphism $\lambda : G \to \kappa^*$. By [Sat83, Rem. 2.1], $\kappa[C] = \kappa^2/(f) \cong \kappa[1]$. By the Abhyankar–Moh–Suzuki theorem [AM75, Suz74], $f$ is a coordinate of $\kappa^2$: i.e., $\kappa^2 = \kappa[f, h]$ for some $h \in \kappa^2$. Put $\tau = (f, h) \in \text{End}(\mathbb{A}_2^2_k)$. Then $\tau^*z_1 = f \in \text{ker} \overline{\psi}$, so $t| (\psi \circ \tau)^*z_1 = (\tau \circ \psi)^*z_1$, as required. It remains to prove that $\tau \circ \rho(g) \circ \tau^{-1}$ is diagonal.

Consider the case $\deg f = 1$. Then $\tau$ is an eigenspace of the linear action of $\rho(G)$. Since $G$ is reductive, we can take $h$ to be a generator of another eigenspace: i.e., $\deg h = 1$ and $h \circ \rho(g) = \mu(g) \cdot h$ for another homomorphism $\mu : G \to \kappa^*$. Thus $\tau \circ \rho(g) = (\lambda(g)f, \mu(g)h) = \delta(g) \circ \tau$ for a diagonal $\delta(g) = (\lambda(g), \mu(g))$, as needed.

Consider the case $\deg f > 1$. Then [Coh85, Thm. 8.5, Chapter 6] shows that replacing, if necessary, by $h - sf^d$ for some $s \in \kappa^*$ and $d \in \mathbb{Z}_{\geq 0}$, we can assume $\deg h < \deg f$. Now for any $g \in G$, we have $\tau \circ \rho(g) = (\lambda(g)f, h_g)$, where $h_g := \rho(g)^*h$ has the same properties as $h$: that is, $\deg h_g = \deg h < \deg f$ and $\kappa[f, h] = \kappa[f, h_g]$. It follows that $h_g = \mu(g)(h)$ for some homomorphism $\mu : G \to \text{Aff}_1(\kappa)$. Because $G$ is reductive, $\mu(G)$ is conjugate to a subgroup of $\kappa^*$. Replacing $h$ by some $h + c, c \in \kappa$ we can assume that in fact $\mu(G) \subseteq \kappa^*$. As before, we conclude that $\tau \circ \rho(g) = \delta(g) \circ \tau$ for a diagonal $\delta(g) := (\lambda(g), \mu(g))$. $\Box$

Let us now introduce the following notation. For $\varphi \in \text{End}(\mathbb{A}_2^2_k) \cap \text{End}(\mathbb{A}_2^2_R)$ and $j \in \{1, 2\}$, put $w_j(\varphi) = -v((\varphi^{-1})^*z_j)$: that is, $w_j(\varphi)$ is the minimal number $w$ such that $t^wz_j$ is contained in the pullback $\varphi^* R[z_1, z_2] \subseteq R[z_1, z_2]$. The latter inclusion holds since $\varphi \in \text{End}(\mathbb{A}_2^2_k)$. Note that if $\tau \in \text{End}(\mathbb{A}_2^2_R)$ then $w_j(\tau \circ \varphi) = w_j(\varphi)$. Put $w(\varphi) = w_1(\varphi) + w_2(\varphi)$. Then $w(\varphi) \geq 0$, with equality if and only if $\varphi \in \text{End}(\mathbb{A}_2^2_R)$.

We need to show that there exists $\alpha \in \text{End}(\mathbb{A}_2^2_k)$ such that $\psi \circ \alpha \in \text{End}(\mathbb{A}_2^2_R)$ and $w(\psi \circ \alpha) < w(\psi)$. The lemma will then follow by induction on $w(\psi)$.

Since $\psi \not\in \text{End}(\mathbb{A}_2^2_R)$, we have $w(\psi) > 0$, so, say, $w_1(\psi) > 0$. Let $\tau$ be as in the Claim above. Define

$$\gamma \in \text{End}(\mathbb{A}_2^2_R), \quad \gamma(z_1, z_2) = (t^{-r_1}z_1, t^{-r_2}z_2), \quad \text{where } r_j = v((\tau \circ \psi)^*z_j);$$
and put \( \alpha := (\tau \circ \psi)^{-1} \circ \gamma \circ (\tau \circ \psi) \in \text{Aut}(A^2_k) \). Now (2.1) and the fact that \( \gamma \) commutes with \( \tau \circ \rho(g) \circ \tau^{-1} \) since they are both diagonal, imply that \( \alpha \in \text{Aut}^G(A^2_k) \). Indeed, \( \tau^{-1} \circ \gamma \circ \tau \circ \rho(g) = \rho(g) \circ \tau^{-1} \circ \gamma \circ \tau \), so

\[
\alpha \circ g = \alpha \circ \psi^{-1} \circ \rho(g) \circ \psi = \psi^{-1} \circ \tau^{-1} \circ \gamma \circ \tau \circ \rho(g) \circ \psi = \psi^{-1} \circ \rho(g) \circ \tau^{-1} \circ \gamma \circ \tau \circ \psi = g \circ \alpha.
\]

Put \( w_j = w_j(\psi) \), \( w'_j = w_j(\psi \circ \alpha) \). Since \( \tau \in \text{Aut}(A^2_k) \subseteq \text{Aut}(A^2_R) \), we have \( w_j = w_j(\tau \circ \psi) \) and \( w'_j = w_j(\tau \circ \psi \circ \alpha) = w_j(\gamma \circ \tau \circ \psi) \). Definition of \( r_j \) implies that \( w'_j \geq 0 \), so \( \psi \circ \alpha \in \text{End}(A^2_R) \). Since \( \psi \in \text{End}(A^2_R) \), too, we have \( r_j \geq 0 \), hence \( w'_j \leq w_j(\tau \circ \psi) = w_j \). It remains to show that, say, \( w'_1 < w_1 \).

Write \( \tau \circ \psi(z_1, z_2) = (\tilde{y}_1, \tilde{y}_2) \) and \( \gamma \circ \tau \circ \psi(z_1, z_2) = (y_1, y_2) \). Since \( t^{w_1} z_1 \in (\tau \circ \psi)^* R[z_1, z_2] \), we have

\[
t^{w_1} z_1 = \sum_{i,j \geq 0} a_{ij} \tilde{y}_1^i \tilde{y}_2^j = \sum_{i,j \geq 0} a_{ij} t^{r_1 i + r_2 j} y_1^i y_2^j \quad (3.1)
\]

for some \( a_{ij} \in R \). We have \( w_1 > 0 \) by assumption, and \( r_1 > 0 \) by the Claim. If \( r_2 > 0 \), too, then (3.1) gives \( \tilde{y}_{00} = 0 \), and dividing (3.1) by \( t \) we infer that \( t^{w_1-1} z_1 \in R[y_1, y_2] = (\gamma \circ \tau \circ \psi)^* R[z_1, z_2] \), so \( w'_1 \leq w_1 - 1 \), as claimed. Assume \( r_2 = 0 \). By definition of \( r_2 \), \( t \nmid (\gamma \circ \tau \circ \psi)^* z_2 \); i.e., \( \tilde{y}_2 \neq 0 \). Now (3.1) gives \( \sum_j \tilde{a}_{0j} \tilde{y}_2^j = 0 \), so \( \tilde{a}_{0j} = 0 \) for all \( j \). Again, dividing (3.1) by \( t \) gives \( w'_1 \leq w - 1 \); which ends the proof.

\textit{Remark 3.2} (cf. [KR14, Rem. 3.1]). The most difficult part of Lemma 3.1, when [AM75] and [Sat83] are used, is the case when \( \rho(G) \) acts on the curve \( C = \overline{\psi}(A^2_k) \cong A^1_k \), of degree at least two in \( A^2_k \). The action of \( \rho(G) \) on \( C \) is faithful, since it is such on \( \text{span}_k(C) = A^2_k \). Thus in this case, \( G \) embeds in \( \kappa^* \).

On the other hand, if \( G \not\subseteq \kappa^* \), then the required \( \alpha \) is constructed before the Claim. The corresponding \( \rho(G) \)-equivariant automorphism \( \beta := \psi \circ \alpha \circ \psi^{-1} \) is affine (in fact, diagonal). In Lemma 4.5 we will see that in this case all \( \rho(G) \)-equivariant automorphisms of \( A^2_k \) are affine.

However, if \( G \subseteq \kappa^* \) then the corresponding \( \beta \in \text{Aut}^{\rho(G)}(A^2_k) \) is constructed inductively, by composing maps of the form \( \tau^{-1} \circ \gamma \circ \tau \), where \( \gamma \) is affine, but \( \tau \) comes from the Abhyankar–Moh–Suzuki theorem. Thus \( \deg \beta \) depends both on the degrees of \( \tau \)'s, and on the number of inductive steps, which in turn depends on the order \( w(\psi) \) of the pole of \( \psi^{-1} \). Therefore, it seems that this method cannot be used to remove infinitely many poles at once; see Remark 6.2.

### 4. Equivariant automorphisms of the affine plane

In this section, we use the Jung–van der Kulk theorem to investigate the structure of \( \text{Aut}^G(A^2_k) \) in more detail. Our approach extends the one of Friedland and Milnor [FM89] to the equivariant setting.

Here, \( k \) is an arbitrary field of characteristic zero. The results of [FM89] are stated over \( k = \mathbb{R} \) or \( \mathbb{C} \), but those which are relevant for us hold over \( k \), too. We keep the notation introduced in Section 2.3.

By [vdK53], any \( \varphi \in \text{Aut}(A^2) \setminus \text{Aff} \) can be written as \( a_{m+1} \circ e_m \circ a_m \circ \cdots \circ e_1 \circ a_1 \) for some \( m \geq 0 \), with elementary \( e_j \in E \setminus \text{Aff} \) and affine \( a_j \in \text{Aff} \), such
that \( a_2, \ldots, a_m \not\in E \). Moreover, this decomposition is unique up to replacing pairs \((e_j, a_j)\) by \((e_j \circ s, s^{-1} \circ a_j)\) for some \( s \in \text{Aff} \cap E \). Therefore, the sequence \((\deg e_1, \ldots, \deg e_m)\), called a polydegree of \( \varphi \), does not depend on the decomposition, and is invariant under a linear change of coordinates. For convenience, we define a polydegree of elements of \( \text{Aff} \) as an empty sequence. The set of all automorphisms of polydegree \( d = (d_1, \ldots, d_m) \) will be denoted by \( A_d \).

For every \( \varphi \in \text{Aut}(\mathbb{A}^2) \) of degree at least 2, there is a unique line \( \ell_\varphi \) through the origin such that \( \deg \varphi(\ell_\varphi) < \deg \varphi \). By [FM89, p. 72], for each nonempty polydegree \( d \), the map

\[
\gamma_d : A_d \ni \varphi \mapsto (\ell_{\varphi^{-1}}, \ell_\varphi) \in \mathbb{P}^1 \times \mathbb{P}^1
\]

is a locally trivial fiber bundle. To write down its sections, parametrize \( \mathbb{P}^1 \) so that the lines \( \{z_1 = 0\}, \{z_2 = 0\} \) correspond to \( \infty, 0 \in \mathbb{P}^1 \). More precisely, fix isomorphisms \( \mathbb{A}^1 \ni \lambda \mapsto \{z_2 = \lambda z_1\} \in U_0 = \mathbb{P}^1 \setminus \{\infty\} \) and \( \mathbb{A}^1 \ni \lambda \mapsto \{z_2 = \lambda z_1\} \in U_1 = \mathbb{P}^1 \setminus \{0\} \). Put \( F_d = \gamma_d^{-1}(0, 0) \). Then sections of \( \gamma_d \) can be written as

\[
U_\eta \times U_\varphi \times F_d \ni (\lambda, \mu, f) \mapsto a_{\eta, \lambda} \circ f \circ a_{\varphi, \mu}^{-1} \in A_d,
\]

where for \( \lambda \in \mathbb{k} \) we put \( a_{0, \lambda}(z_1, z_2) = (z_1, \lambda z_1 + z_2) \) and \( a_{1, \lambda}(z_1, z_2) = (\lambda z_1 + z_2, z_2) \).

To describe the fiber \( F_d \) over \((0, 0)\), we introduce the following notation. Put

\[
\widehat{S} = \{(z_1, z_2) \mapsto (\alpha z_1 + \alpha', \beta z_2 + \beta') : \alpha, \beta \in \mathbb{k}^*, \alpha', \beta' \in \mathbb{k}\} \subseteq \text{Aff} \cap E.
\]

For \( q \in \mathbb{k}^1 \) define \( e_q \in E \) by

\[ e_q(z_1, z_2) = (z_1 + z_2 q(z_2), z_2). \]

For \( s \in \widehat{S} \) and an \( m \)-tuple \( q = (q_1, \ldots, q_m) \in (\mathbb{k}^1)^m \), put

\[ f_{s, q} = s \circ e_{q_m} \circ \tau \circ e_{q_{m-1}} \circ \tau \ldots \tau \circ e_{q_1}, \] where \( \tau : (z_1, z_2) \mapsto (z_1, z_2) \).

Now, [FM89, Lem. 2.10] asserts that for a polydegree \( d = (d_1, \ldots, d_m) \)

\[
F_d = \{f_{s, q} : s \in \widehat{S}, q = (q_1, \ldots, q_m) \in (\mathbb{k}^1)^m, \deg q_j = d_j - 1\},
\]

and \( s, q \) are determined uniquely by \( f_{s, q} \in F_d \).

Having introduced the above notation, we pass to the equivariant setting. For \( G \subseteq \text{GL}_2(\mathbb{k}) \), write

\[
A_d^G = A_d \cap \text{Aut}^G(\mathbb{A}^2), \quad F_d^G = F_d \cap \text{Aut}^G(\mathbb{A}^2).
\]

By (4.3), \( F_d^G \cong (\mathbb{A}^1)^N \times \mathbb{A}^M \) for some \( N, M \geq 0 \). Our goal is to show that \( F_d^G \) is a vanishing set of some of these coordinates.

We will use the following subgroups of \( \widehat{S} \):

\[
T = \{(z_1, z_2) \mapsto (\alpha z_1 + \alpha', \beta z_2) : \alpha, \beta \in \mathbb{k}^*, \alpha' \in \mathbb{k}\},
\]

\[
D = \{(z_1, z_2) \mapsto (\alpha z_1, \beta z_2) : \alpha, \beta \in \mathbb{k}^*\},
\]

\[
Z = \{(z_1, z_2) \mapsto (\alpha z_1, \alpha z_2) : \alpha \in \mathbb{k}^*\} = Z(\text{GL}_2(\mathbb{k})).
\]
Lemma 4.1. Fix \( g: (z_1, z_2) \mapsto (\lambda_0 z_1, \lambda_1 z_2), s: (z_1, z_2) \mapsto (\alpha z_1 + \alpha', \beta z_2 + \beta') \in \tilde{S} \)
and \( q \in (\mathbb{k}[t])^m \). Then for \( j \in \{1, \ldots, m\} \), we have
\[
g^{-1} \circ f_{s,q} \circ g = f_{\sigma,p}
\]
where, writing \( \lambda_j = \lambda_0 \) if \( 2 | j \) and \( \lambda_j = \lambda_1 \) if \( 2 \nmid j \),
\[
\lambda_j = \left( \frac{\alpha\lambda_{m-1}}{\lambda_0} z_1 + \frac{\alpha'}{\lambda_0} z_2 + \frac{\beta'}{\lambda_1} \right) \quad \text{and} \quad p_j(z_2) = \frac{\lambda_j}{\lambda_{j+1}} q_j(\lambda_j z_2).
\]

Proof. Put \( g_j = (\lambda_j z_1, \lambda_{j+1} z_2) \), so \( g_0 = g \). A direct computation shows that for \( j \in \{1, \ldots, m\} \) we have
\[
e_{q_j} \circ g_{j-1} = g_{j-1} \circ e_{p_j}, \quad \tau \circ g_{j-1} = g_j \circ \tau \quad \text{and} \quad s \circ g_{m-1} = g_0 \circ \sigma.
\]
The result follows. \( \square \)

If \( \mathbb{k} \) contains a \( k \)-th root of unity, we fix a primitive \( \zeta_k \).

Lemma 4.2. Fix \( \{\text{id}\} \neq G \subseteq D \) and a polydegree \( d = (d_1, \ldots, d_m) \) with \( m > 0 \).
Assume \( F^G_d \neq \emptyset \). Then for some nontrivial subgroup \( H \subseteq \mathbb{k}^* \),
\[
G = H_{d_1} := \{(z_1, z_2) \mapsto (\lambda^{d_1} z_1, \lambda z_2) : \lambda \in H\}.
\]

If \( H \) is not finite then \( m = 1 \) and \( F^G_d = \{s \circ e_{\lambda^{d_1} z} : s \in D, \lambda \in \mathbb{k}^*\} \).
Assume \( H = \langle \zeta_k \rangle \). If \( k | d_1 \) then \( m = 1 \) and
\[
F^G_d = \{s \circ e_q \in F_d : s \in T, \exists q \in \mathbb{k}^* : q_1(z_2) = \zeta_k^{-1} q_1(z_2)\}.
\]
Assume that \( k \nmid d_1 \). Then \( k | d_1 - 1 \) (i.e. \( G \subseteq Z \)), or \( 2 | m \). Moreover, if \( m \geq 2 \) then \( \gcd(k, d_1) = 1 \). For \( j \in \{1, \ldots, m\} \) define \( l_j \) as \( d_1 \mod k \) if \( 2 \nmid j \) and as the inverse of \( d_1 \mod k \) if \( 2 | j \). Then
\[
F^G_d = \{f_{s,q} \in F_d : s \in D, \forall j \in \{1, \ldots, m\} \exists q_j \in \mathbb{k}^* : q_j(z_2) = \zeta_k^{l_j-1} q_j(z_2)\}.
\]

Proof. Fix \( g \in G, g(z_1, z_2) = g(\lambda_0 z_1, \lambda_1 z_2) \) for some \( \lambda_0, \lambda_1 \in \mathbb{k}^* \) as in Lemma 4.1.
By (4.3), every element \( f \in F_d \) can be written uniquely as \( f_{s,q} \), so to check when \( f \in F^G_d \) we can compare \( s, q \) with \( \sigma, p \) from Lemma 4.1. Comparing the leading coefficients of \( q_1 \) and \( p_1 \) yields \( \lambda_0 = \lambda_1^{d_1} \). This proves the first assertion. We need to show that if \( m \geq 2 \) or if \( q_1 \) is not a scalar multiple of a monomial, then \( \lambda_1 \) is a root of unity.

If \( q_1 \) is not a multiple of a monomial, so \( q_1(z_2) \) has a nonzero coefficient near some \( z_2^{r-1} \) for \( r \neq d_1 \), then \( \lambda_1^{d_1} = \lambda_0 = \lambda_1^r \), so \( \lambda_1^{d_1-r} = 1 \). If \( m \geq 2 \) then comparing \( q_2 \) with \( p_2 \) we see that \( \lambda_1 = \lambda_0^{d_2} = \lambda_1^{d_1 d_2} \), hence \( \lambda_1 \) is a \( k \)-th root of unity for some \( k | d_1 d_2 - 1 \). Note that in this case \( \gcd(k, d_1) = 1 \).

Thus \( G = \langle g \rangle \) with \( g(z_1, z_2) = (\zeta_k^{d_1} z_1, \zeta_k z_2) \), where \( \gcd(k, d_1) = 1 \) if \( m \geq 2 \).
The set \( F^G_d \) consists of those \( f_{s,q} \in F_d \) for which \( q = p \) and \( s = \sigma \), where \( p, \sigma \) are as in Lemma 4.1: indeed, since \( G \) is cyclic, it suffices to check equivariance only for the generator \( g \). If the coefficient of \( q_j(z_2) \) near \( z_2^r \) is nonzero then comparing \( q_j \) with \( p_j \) gives \( \lambda_{j+1} = \lambda_j^{r+1} \). If \( 2 \nmid j \), this condition means that \( \zeta_k^{d_1} = \zeta_k^{r+1} \), so \( r \equiv d_1 - 1 \equiv l_j - 1 \) (mod \( k \)). If \( 2 | j \), we get \( \zeta_k = (\zeta_k^{d_1})^{r+1} \), so \( (r+1)l_j \equiv 1 \) (mod \( k \)), and again \( r \equiv l_j - 1 \) (mod \( k \)).

Comparing \( s \) with \( \sigma \) we get \( 2 \nmid m \) or \( \lambda_0 = \lambda_1 \), i.e., \( G \subseteq Z \). Moreover, since \( \lambda_1 = \zeta_k \neq 1 \), we see that \( s = \sigma \) if and only if \( s \in D \) for \( k | d_1 \) and \( s \in T \) for \( k \nmid d_1 \). Note that the latter is possible only if \( m = 1 \), for otherwise \( \gcd(k, d_1) = 1 \). \( \square \)
Remark 4.3. By (4.3), the map associating to each $f_{s,q} \in \mathcal{F}_d$ the coefficients of $s$ and $q$ is an isomorphism $\mathcal{F}_d \cong (A_1^N)^M \times A^M$ for some $M, N \geq 0$. Lemma 4.2 shows that a subvariety $\mathcal{F}_d^G \subseteq \mathcal{F}_d$ is defined by vanishing of a certain subset of these coordinates. In particular, $\mathcal{F}_d^G \cong (A_1^N)^{M'} \times A^{N'}$ for some $M', N' \geq 0$.

Lemma 4.4. For $\{id\} \neq G \subseteq \text{GL}_2(\mathbb{k})$ and a nonempty polydegree $d = (d_1, \ldots, d_m)$, let $\gamma^G_d : \mathcal{A}_d^G \to \mathbb{P}^1 \times \mathbb{P}^1$ be the restriction of $\gamma$ from (4.1). Assume that $\mathcal{A}_d^G \neq \emptyset$. Then after some linear change of coordinates, $G = H_{d_1}$, see (4.4), for a subgroup $H \subseteq \mathbb{k}^*$, and exactly one of the following holds.

1. $H = \langle \zeta_k \rangle$ for some $k \mid d_1 - 1$. Then $\gamma^G_d$ endows $\mathcal{A}_d^G$ with a structure of an $\mathcal{F}_d^G$-bundle over $\mathbb{P}^1 \times \mathbb{P}^1$.

2. $H = \langle \zeta_k \rangle$ for some $k$ coprime to $d_1$ and $k \mid d_1 - 1$. Then $\mathcal{A}_d^G$ is a disjoint union of two isomorphic fibers of $\gamma^G$, namely $\mathcal{F}_d^G$ over $(0, 0)$ and $\{\tau \circ f \circ \tau : f \in \mathcal{F}_d^G\}$ over $(\infty, \infty)$.

3. $H$ is none of the above groups. Then $\mathcal{A}_d^G = \mathcal{F}_d^G$.

Proof. Assume first that $G \subseteq Z$. Then by Lemma 4.2 $G$ is as in (1). Moreover, since all $g \in G$ commute with $a \in \text{GL}_2(\mathbb{k})$, by (4.2) $\gamma$ is $G$-equivariant, and $\gamma^G$ is an $\mathcal{F}_d^G$-bundle over $\mathbb{P}^1 \times \mathbb{P}^1$, as claimed.

Assume now that $G \not\subseteq Z$. Recall that for $\varphi \in \mathcal{A}_d$, $\ell_\varphi$ denotes the unique line such that $\deg \varphi(\ell_\varphi) < \deg \varphi$. Now if $\varphi \in \mathcal{A}_d^G$ then for every $g \in G$ we have $g \circ \varphi = \varphi \circ g$, so $\ell_\varphi = \ell_{g \circ \varphi} = \ell_{\varphi \circ g} = g^{-1}(\ell_\varphi)$; that is, $\ell_\varphi$ is an eigenspace of every $g \in G$. After a linear change of coordinates, we can assume $\ell_\varphi = \{z_2 = 0\}$.

Consider the case when $\mathcal{A}_d^G$ contains some $\psi$ with $\ell_\psi \neq \ell_\varphi$. Because all elements of $G$ share the same eigenspaces $\ell_\varphi$, $\ell_\psi$, fixing coordinates such that $\ell_\psi = \{z_1 = 0\}$ we see that $G \subseteq D$. On the other hand, since $G \not\subseteq Z$, at least one $g \in G$ has $\ell_\varphi$, $\ell_\psi$ as its only invariant lines. In the parametrization of $\mathbb{P}^1$ as in (4.2), $\ell_\varphi$ and $\ell_\psi$ correspond to 0 and $\infty$, respectively. Therefore, for every $d$, $\mathcal{A}_d^G$ is contained in the union of $\mathcal{F}_d = \gamma^{-1}\{(0, 0)\}$, $\mathcal{F}_d^\infty = \gamma^{-1}\{(\infty, \infty)\}$, $\mathcal{F}_d^+ = \gamma^{-1}\{(0, \infty)\}$ and $\mathcal{F}_d^- = \gamma^{-1}\{(\infty, 0)\}$.

Since $\mathcal{A}_d^G$ is nonempty and $G \not\subseteq Z$, by Lemma 4.2 $2 \nmid m$. Since $\mathcal{F}_d^\infty = \{f \circ \tau : f \in \mathcal{F}_d^\infty\} = \{f_{s,q'} : f_{s,q} \in \mathcal{F}_d\}$, where $q' = (0, q)$, comparing $s$ with $\sigma$ from Lemma 4.1 as in the proof of Lemma 4.2, we infer from 2 $\nmid m$ that $\mathcal{F}_d^\infty \cap \mathcal{A}_d^G = \emptyset$. Similarly, since $\mathcal{F}_d^+ = \{f_{s'',q''} : f_{s,q} \in \mathcal{F}_d\}$, where $s'' = \tau \circ s \circ \tau$ and $q'' = (q, 0)$, we get $\mathcal{F}_d^+ \cap \mathcal{A}_d^G = \emptyset$, too. Because by assumption $\ell_\psi \neq \ell_\varphi$ for some $\psi \in \mathcal{A}_d^G$, we have $\emptyset \neq \mathcal{F}_d^\infty \cap \mathcal{A}_d^G = \{\tau \circ f \circ \tau : f \in \mathcal{F}_d^\tau\}$, where $\mathcal{F}_d^\tau = \{\tau \circ g \circ \tau : g \in \mathcal{G}\} \subseteq \mathcal{G}$. Hence by Lemma 4.2, both $G$ and $\mathcal{G}$ are as in (4.4). The fact that $G \not\subseteq Z$ implies now that $G$ is as in (2). In this case, $\mathcal{G} = G$, so $\mathcal{F}_d^\infty \cap \mathcal{A}_d^G = \{\tau \circ f \circ \tau : f \in \mathcal{F}_d^\tau\} \cong \mathcal{F}_d^G$, as claimed.

It remains to consider the case where all $\varphi \in \mathcal{A}_d^G$ share the same $\ell_\varphi = \{z_2 = 0\}$. In particular, $\ell_\varphi = \ell_{\varphi^{-1}} = \{z_2 = 0\}$ for every $\varphi \in \mathcal{A}_d^G$, so $\mathcal{A}_d^G = \mathcal{F}_d^G$. Since $\{z_2 = 0\}$ is an eigenspace of all $g \in G$, all $g \in G$ are upper-triangular: that is, $g(z_1, z_2) = (\lambda_0 z_1 + \mu z_2, \lambda_1 z_1)$ for some $\lambda_0, \lambda_1 \in \mathbb{k}$ and $\mu \in \mathbb{k}$.

We claim that $\mu = 0$ for all $g \in G$. As in Lemma 4.1, we compute that for $q_1 \in \mathbb{k}^*$:

$e_{q_1} \circ g = \tilde{g} \circ e_{r_1}, \quad$ where $\tilde{g}(z_1, z_2) = (\lambda_0 z_1, \lambda_1 z_2), \quad r_1(z_2) = \frac{\lambda_1}{\lambda_0} q_1(\lambda_1 z_2) + \frac{\mu}{\lambda_0}$.\]
As in Lemma 4.2, from the uniqueness of \((s,q)\) for \(f_{s,q} \in \mathcal{F}_d\), we infer that if \(f_{s,q} \in \mathcal{F}^G_d\) for some \(q = (q_1, \ldots, q_m)\) then \(q_1 = r_1\). Let \(c \in k\) be the free coefficient of \(q_1\). Then \(q_1 = r_1\) implies that
\[
c(\lambda_0 - \lambda_1) = \mu. \tag{4.6}
\]

Suppose that \(\mu \neq 0\) for some \(g \in G\). Then by (4.6) \(c \neq 0\), and \(\lambda_1 \neq \lambda_0\), so \(g\) has two invariant lines corresponding to different eigenvalues \(\lambda_0, \lambda_1\). The first one is \(\{y = 0\}\), and by a linear change of coordinates, which does not change the above description, we can assume that the second one is \(\{z_1 = 0\}\). This implies that the corresponding \(\mu\) is zero, hence \(c = 0\) by (4.6), a contradiction.

Therefore, \(G \subseteq D\), so \(G\) is one of the groups in Lemma 4.2. If \(G = G^\tau := \{\tau \circ g \circ \tau : g \in G\}\) then as in the previous case we get \(\tau \circ f \circ \tau \in \mathcal{A}_d^G \setminus \mathcal{F}_d^G\), which is impossible. Hence \(G \neq G^\tau\), so \(G\) is as in (3). \(\square\)

We now summarize the above results in the simple case when \(G\) is not cyclic, treated in Theorem 1.2(b).

**Lemma 4.5.** Let \(G \subseteq \GL_2(k)\) be a noncyclic reductive group. Then one of the following holds:

1. \(\Aut^G(A^2_k) = \GL_2^G(k)\)
2. \(G \cong k^*\), and there is an integer \(v \geq 2\) such that after some linear change of coordinates, \(G = \{(z_1, z_2) \mapsto (\lambda^v z_1, \lambda z_2) : \lambda \in k^*\}\) and \(\Aut^G(A^2_k) = \{(z_1, z_2) \mapsto (\alpha_1 z_1 + \beta z_2, \alpha_2 z_2) : \alpha_1, \alpha_2 \in k^*, \beta \in k\}\).

In particular, if \(k = \mathbb{C}\) then \(\Aut^G_{\text{alg}}(\mathbb{C}^2)\) is a connected Lie group.

**Proof.** Because \(G \subseteq \GL_2(k)\), we have \(\Aff^G_2 = \GL_2^G(k)\). Thus if every \(G\)-equivariant automorphism is affine, then (1) holds. Assume it is not the case: i.e., \(\mathcal{A}_d^G \neq \emptyset\) for some polydegree \(d = \emptyset\). Because \(G\) is not cyclic, Lemma 4.4(3) implies that \(\mathcal{A}_d^G = \mathcal{F}_d^G\). By Lemma 4.2, after some linear change of coordinates, \(G\) is a subgroup of \(k^*\), acting by \((z_1, z_2) \mapsto (\lambda^d z_1, \lambda z_2)\). Because \(G\) is not cyclic, in fact \(G = k^*\). In particular, \(v = d_1\) is uniquely determined by the action of \(G\). Lemma 4.2 implies now that \(d = (v)\) and (2) holds.

If \(k = \mathbb{C}\), then in both cases \(\Aut^G_{\text{alg}}(\mathbb{C}^2)\) is a Lie group. In case (2), \(\Aut^G_{\text{alg}}(\mathbb{C}^2)\) is isomorphic, as a complex manifold, to \(\mathbb{C}^1 \times (\mathbb{C}^*)^2\), hence it is connected, as claimed. In case (1), connectedness follows from a simple Lemma 4.6 below. \(\square\)

**Lemma 4.6.** Let \(G \subseteq \GL_2(\mathbb{C})\) be a linear group. Then \(\Aff^G_2 = \GL_2^G(\mathbb{C})\) is a connected Lie group.

**Proof.** The first equality follows from the fact that \(G\) acts linearly. To see that \(\GL_2^G(\mathbb{C})\) is connected, note that it is a Zariski-open subset of the space of \(G\)-equivariant \(2 \times 2\) matrices, which in turn is a linear subspace of \(\mathbb{C}^{2 \times 2}\). The latter is clearly connected, hence \(\GL_2^G(\mathbb{C})\) is connected, too. \(\square\)
5. Oka properties for groups of equivariant automorphisms

In this section, we prove Proposition 1.6. Before we make it explicit in Proposition 5.1, let us recall some basic notions of Oka theory. For a general introduction we refer to [For17, 4, 5].

A complex manifold $Y$ is Oka if any holomorphic map $f : X_0 \to Y$ from a closed subvariety $X_0 \subseteq X$ of a Stein space $X$, which extends continuously to $X$, extends holomorphically, too. A fundamental theorem in Oka theory asserts that all Oka manifolds admit various Oka properties which put additional conditions on such extensions [For17, 5.15.1]. The one important for us is the basic Oka property with approximation and jet interpolation, which asserts that the continuous extension $f_0$ can be deformed to the holomorphic one, say $f_1$, via a continuous family $f_t : X \to Y$ of maps such that all $f_t|X_0$ agree with $f$ up to some fixed order; and, for a fixed holomorphically convex compact $K \subseteq X$ such that $f_0|K$ is holomorphic; all $f_t|K$ are uniformly close to $f_0|K$. A parametric version of this property holds, too: we will discuss it in Section 5.2.

An important class of Oka manifolds are connected Lie groups, and, more generally, homogeneous spaces [For17, 5.6.1]. Therefore, it is natural to ask for Oka properties for automorphisms groups of affine varieties. These groups are usually infinite dimensional, so the equivalence of Oka properties no longer applies. Moreover, to get reasonable results, one should restrict the class of maps in question. For example, if $X_0$ is a discrete subset of an irreducible Stein space $X$, then $f_0 : X_0 \to \text{Aut}_{\text{alg}}(\mathbb{C}^n)$ can extend to a holomorphic map $X \to \text{Aut}_{\text{alg}}(\mathbb{C}^n)$ only if it has bounded degree; see Lemma 2.3(1).

Research in this direction was initiated by Forstnerič and Larusson [FL14], who proved that $\text{Aut}_{\text{hol}}(\mathbb{C}^n)$, as well as its subgroups consisting of automorphisms preserving the volume or symplectic form, satisfies the parametric Oka property with approximation and interpolation on discrete sets $X_0$.

Our Proposition 5.1 shows that $\text{Aut}_{\text{alg}}^G(\mathbb{C}^2)$ admits a basic Oka property, with approximation and interpolation for maps of bounded degree from open Riemann surfaces. Its proof is a generalization of the case $G = \{\text{id}\}$, proved in [FL14, §7]. To interpolate such map at a point, loc. cit. uses the Oka property for the space $A_d$ of automorphisms of given polydegree $d$; see Section 4. By Lemma 4.4, the same holds in the $G$-equivariant setting. Indeed, $A_d^G$ is either $F^G_d$, or a disjoint union of two copies of $F^G_d$, or a $F^G_d$-bundle over $\mathbb{P}^1 \times \mathbb{P}^1$. Since by Remark 4.3 each $F^G_d \cong (\mathbb{C}^*)^M \times \mathbb{C}^N$ is Oka, $A_d^G$ is Oka, too; see [For17, 5.6.4, 5.6.5]. To get approximation one needs to follow this argument more carefully.

5.1. Basic Oka property for $\text{Aut}_{\text{alg}}^G(\mathbb{C}^2)$

The following Proposition 5.1 is an explicit formulation of Proposition 1.6. We do not know if it holds for higher-dimensional $X$, or if it admits parametric versions; see Remark 5.3 and Section 5.2 below. The assumption (5.1) is necessary by Lemma 2.3(1).

**Proposition 5.1.** Let $G \subseteq \text{Aut}_{\text{alg}}(\mathbb{C}^2)$ be a reductive subgroup. Let $X$ be a connected, open Riemann surface. Let $K$ be a compact, $O(X)$-convex subset of $X$ and let $X_0 \subseteq X$ be a discrete set. Fix $\varepsilon > 0$ and a sequence $(r_x)_{x \in X_0} \subseteq \mathbb{Z}_{\geq 0}$. Let
\( \varphi : \Omega \to \text{Aut}^G_{\text{alg}}(\mathbb{C}^2) \) be a holomorphic map from some neighborhood \( \Omega \subseteq X \) of \( K \cup X_0 \). Assume that

\[
X \ni x \mapsto \deg \varphi(x) \in \mathbb{Z}_{\geq 0} \quad \text{is bounded.} \tag{5.1}
\]

Then there is a continuous map \( X \times [0,1] \ni (x,t) \mapsto \varphi_t(x) \in \text{Aut}^G_{\text{alg}}(\mathbb{C}^2) \) such that

1. \( \varphi_0|_{K \cup X_0} = \varphi \) and \( \varphi_1 : X \to \text{Aut}^G_{\text{alg}}(\mathbb{C}^2) \) is holomorphic.
2. For every \( t \in [0,1] \), \( \varphi_t \) is holomorphic on some neighborhood of \( K \) and satisfies \( d_K(\varphi_t, \varphi) < \varepsilon \).
3. For every \( t \in [0,1] \) and \( x \in X_0 \), \( \varphi_t \) agrees with \( \varphi \) up to order \( r_x \) at \( x \); that is, \( \varphi_t(x) = \varphi(x) \), and, if \( r_x > 0 \), \( \varphi_t \) is holomorphic at \( x \) and every coefficient of \( \varphi - \varphi_t \) has zero of order at least \( r_x + 1 \) at \( x \).

By Lemma 2.5 we can choose coordinates on \( \mathbb{C}^2 \) in such a way that \( G \) in Proposition 5.1 acts linearly.

If \( G \) is not cyclic, then by Lemma 4.5 \( \text{Aut}^G_{\text{alg}}(\mathbb{C}) \) is a connected Lie group, hence an Oka manifold [For17, 5.6.1]. Therefore, Proposition 5.1 holds for such \( G \). The difficult part is to prove it for cyclic \( G \).

We will use the following combination of Mittag-Leffler and Weierstrass theorems, see [NR11, Exercise 2.16.7 and Thm. 3.12.1] or [Flo48].

**Lemma 5.2.** Let \( K, X_0, \Omega \subseteq X, (r_x)_{x \in X_0} \) and \( \varepsilon \) be as in Proposition 5.1. Fix \( f \in \mathcal{M}(\Omega) \) which is holomorphic on \( K \) and does not vanish on \( K \setminus X_0 \). Then there is a continuous map \( X \times [0,1] \ni (x,t) \mapsto f_t(x) \in \mathbb{P}^1 \) such that each \( f_t \in \mathcal{M}(\Omega) \) is holomorphic on \( K \); \( f - f_t \) has zero of order at least \( r_x + 1 \) at every \( x \in X_0 \), satisfies \( |f - f_t| < \varepsilon \) on \( K \), and \( f_1 \in \mathcal{M}(X) \cap \mathcal{O}(X \setminus X_0)^* \).

**Proof.** For \( x \in X_0 \) let \( k_x \) be the order of zero of \( f \) at \( x \) (so \( k_x < 0 \) if \( f \) is not holomorphic at \( x \)), and let \( \mathcal{L} \) be the line bundle associated to the divisor \( \sum_{x \in X_0} k_x x \). On some neighborhood \( \Omega' \subseteq \Omega \) of \( X_0 \cup K \), \( f \) trivializes \( \mathcal{L} \). Since \( H^2(X, \mathbb{Z}) = 0 \) as \( X \) is a Stein space of dimension 1, \( f \) extends to a continuous trivialization \( f_0 \) of \( \mathcal{L} \). The result follows from the basic Oka property for sections of \( \mathcal{L} \) [For17, 5.4.4]. \( \Box \)

**Proof of Proposition 5.1.** Recall that by Lemma 2.5 we can assume that \( G \subseteq \text{GL}_2(\mathbb{C}) \) acts linearly. If \( G \) is trivial then the proposition follows from [FL14, Thm. 1.2], so we assume that \( G \neq \{ \text{id} \} \).

**Claim 1.** We can assume that \( \varphi \) fixes the origin, i.e., \( \varphi(x)(0) = 0 \) for every \( x \in \Omega \).

**Proof.** Because \( \varphi(x) \) is equivariant with respect to the linear action of \( G \), for every \( g \in G \) we have \( g(\varphi(x)(0)) = g(\varphi(x)(g^{-1}(0))) \) and \( (g \circ \varphi(x) \circ g^{-1})(0) = \varphi(x)(0) \); that is, \( \varphi(x)(0) \) is a common eigenvector of all \( g \in G \), with eigenvalue 1. Since \( G \neq \{ \text{id} \} \), it follows that \( \varphi(x)(0) = \lambda(x)v \) for some \( \lambda \in \mathcal{O}(\Omega) \) and a fixed \( v \in \mathbb{C}^2 \). By Lemma 5.2, there is a homotopy \( \{ \lambda_t \}_{t \in [0,1]} \) such that \( \lambda_0 \in \mathcal{O}(X), \lambda_1 \) is close to \( \lambda \) on \( K \), and \( \lambda_t \) agrees with \( \lambda \) up to order \( r_x \) at each \( x \in X_0 \). Thus to prove Proposition 5.1, it suffices to prove it for a holomorphic map \( \Omega \ni x \mapsto [z \mapsto \varphi(x)(z) - \varphi(x)(0)] \in \text{Aut}^G_{\text{alg}}(\mathbb{C}^2) \), which clearly fixes the origin. \( \Box \)
By Claim 1 we can, and therefore will, prove our proposition with Aut$_{alg}^G(\mathbb{C}^2)$ replaced by its subgroup $G$ consisting of those automorphisms which fix the origin of $\mathbb{C}^2$. More precisely, we assume that $\varphi$ takes values in $G$, and we will construct $\varphi_t$ with values in $G$, too.

**Claim 2.** For some neighborhood $U \subseteq \Omega$ of $K \cup X_0$, $\varphi|_U$ extends to a continuous map $\tilde{\varphi}_0 : X \to G$.

**Proof.** Let $U$ be an open neighborhood of $K \cup X_0$ such that $\overline{U} \subseteq \Omega$ and $\partial U$ is smooth. Whitehead’s results give a retraction $r : X \setminus U \to \Gamma$ onto an embedded graph $\Gamma$ containing $\partial U$; for a very detailed proof of this fact see, e.g., [KS19, Lem. 4]. On the other hand, we have a retraction $d_0 : G \ni \alpha \mapsto \alpha'(0) \in \text{GL}_2^G(\mathbb{C})$; see [FL14, Lem. 2.1]. Indeed, since $G$ acts linearly, $\alpha'(0)$ is $G$-equivariant whenever $\alpha$ is. By Lemma 4.6, $\text{GL}_2^G(\mathbb{C}^2)$ is a connected manifold, so $d_0 \circ \varphi|_{\overline{U}}$ extends to a continuous map $\tilde{\varphi} : \overline{U} \cup \Gamma \to \text{GL}_2(\mathbb{C})$. Now, $\varphi_0 := \tilde{\varphi} \circ r$ is the required extension.

We remark that, since $K \cup X_0$ has no relative holes in $X$, we could have chosen $U$ in such a way that there is a retraction $h : \overline{U} \cup \Gamma \to \overline{U}$. This way, instead of extending $d_0 \circ \varphi$, one could simply put $\varphi = d_0 \circ \varphi|_{\overline{U}} \circ h$; i.e., contract the graph. □

**Claim 3.** Let $U$ be a neighborhood of $K$ such that $\varphi|_U$ is holomorphic; and let $d$ be the polydegree of $\varphi|_U$, viewed as an element of Aut$(A_d^2(\mathcal{M}(U)))$. Then our proposition holds under following additional assumption: $X_0 = X_{id} \cup X_d$, $\varphi$ agrees up to order $r_x$ with id at every $x \in X_{id}$ and with some $\alpha_x \in A_d^G$ at every $x \in X_d$.

**Proof.** If $K = \emptyset$, we choose $U$ to be a neighborhood of some $x \in X_0$ such that $\varphi|_U$ is holomorphic. Thus, in any case, we can assume $U \neq \emptyset$. We can also assume that $d \neq \emptyset$. Indeed, otherwise $\varphi|_{U \cup X_0}$ is in affine, so the claim follows from the Oka property of Aff$_2^G$. The latter is a connected Lie group by Lemma 4.6, hence Oka by [For17, 5.6.1].

Applying Lemma 4.4 over the field $\mathcal{M}(U)$, we see that $\varphi|_U = \sigma^{-1} \circ a \circ f \circ \sigma$ for some $\sigma, a \in \text{GL}_2(\mathcal{M}(U))$ and $f := f_{s,q} \in \mathcal{F}_d^G$ as in Lemma 4.2. Here $a$ comes from (4.2), so it equals id in cases (2), (3) of Lemma 4.4, and in case (1) it is a composition of maps denoted in (4.2) by $a_{\theta,\mu}$ and $a_{\eta,\lambda}$, which are of type $(x, y) \mapsto (x, \lambda_j x + y)$ or $(\lambda_j x + y, x)$ for some $\lambda_j \in \mathcal{M}(U)$, $j \in \{1, 2\}$. In cases (2), (3) put $\lambda_1 = \lambda_2 = 0$.

Let $c := (c_1, \ldots, c_m) \in \mathcal{M}(U)^m$ be a list of all nonzero coefficients of $s$, of the polynomials in $q$, and $\lambda_j$’s. Let $k = \mathcal{M}(U)$ or $\mathcal{M}_{X, x}$. For $\gamma \in k^m$ define $\varphi(\gamma)$ by the same formula as $\varphi|_U$, but with each $c_j$ replaced by $\gamma_j$. We claim that

$$\text{for any } \gamma \in k^m, \varphi(\gamma) \in \text{Aut}^G(A_d^2) \text{ and } \varphi(\gamma)(0) = 0. \quad (5.2)$$

Clearly, $\varphi(\gamma) \in \text{Aut}(A_d^2)$. To see that $\varphi(\gamma)(0) = 0$, recall that by Lemma 4.2 $\varphi(0) = 0$ means that $s \in D$ in (4.5), so it is equivalent to vanishing of certain coefficient of $s$, and therefore, it holds for $\varphi(\gamma)$, too.

To prove $G$-equivariance, assume first that $\gamma \in (k^*)^m$. Then the polydegrees of $\varphi(\gamma)$ and $\varphi|_U$ are the same, so $\varphi(\gamma) \in A_d$. By Lemma 4.4, modifying $a$ does not change $G$-equivariance: indeed, in cases (2), (3) $a$ stays equal to id, and in case (1) any $a$ is good. Eventually, recall that by Remark 4.3, $\mathcal{F}_d^G \subseteq \mathcal{F}_d$ is cut out
by vanishing of certain coefficients. This vanishing holds for the ones in $\tilde{\varphi}$, too, because $\tilde{\varphi}$ differs from $\varphi_x$ only by the nonzero ones. Hence $\varphi^{(\gamma)} \in A_d^G$.

Now, for any $\gamma \in \kbar^m$, $\varphi^{(\gamma)}$ is a limit of $\varphi^{(\tilde{\gamma})}$ with $\tilde{\gamma} \in (\kbar^*)^m$. We have proved that $\varphi^{(\gamma)} \in A_d^G$ are $G$-equivariant, hence their limit $\varphi^{(\gamma)}$ is $G$-equivariant, too. This ends the proof of (5.2). Alternatively, one can observe that $\varphi^{(\gamma)}$ satisfies the conditions of Lemma 4.2, too, even though its polydegree may drop: hence the argument used above for $\gamma \in (\kbar^*)^m$ works for $\gamma \in \kbar^m$, too.

Put $X_0' = \bigcup_{j=1}^m X_j'$, where $X_j'$ is the set of poles of $c_j \in \mathcal{M}(U)$. By Lemma 2.4, for each $x \in X_0'$ there is an integer $s_x > 0$ such that if $\gamma_j$ agrees with $c_j$ up to order $s_x$ at $x$, then $\varphi^{(\gamma)}$ is holomorphic. Now for every $x \in X_0 \cup X_0'$ define $v_x$ as $r_x$ if $x \in X_0 \setminus X_0'$, $s_x$ if $x \in X_0' \setminus X_0$ and $\max\{s_x, r_x\}$ if $x \in X_0 \cap X_0'$.

Recall that for any $x \in X_0$ we have $\alpha_x \in A_d^{\tilde{\mathcal{G}}}$, so $\alpha_x = \varphi^{(n)}$ for some $n \in \mathcal{M}_X^m$. It is also clear that $\id = \varphi^{(\delta)}$ for some $\delta \in \{0, 1\}^m \subseteq \mathcal{M}_X^m$, $x \in X_{\id}$. Thus for all $x \in X_0 \cup X_0'$ there exists $\vartheta^x \in \mathcal{M}_{X_0}'$ such that the germ of $\varphi$ at $x$ agrees with $\varphi^{(\vartheta^x)}$ up to order $v_x$.

By Lemma 5.2, for any $\varepsilon > 0$ there is a (continuous) homotopy $\{\gamma^t\}_{t \in [0, 1]}$ such that for each $j \in \{1, \ldots, m\}$, $\gamma^t_j|_{U} = c_j$, $\gamma^1_j \in \mathcal{M}(X) \cap \mathcal{O}(X \setminus X_0')$, $\gamma^t_j$ agrees with $\vartheta^x_j$ up to order $v_x$, and $|c_j - \gamma^t_j| < \varepsilon_0$ on $K$. Put $\varphi_t = \varphi^{(\gamma^t)}$. By Lemma 2.2, $(t, \varphi) \mapsto \varphi_t$ is continuous, and we can choose $\varepsilon_0$ in such a way that $d_K(\varphi, \varphi_t) < \varepsilon$, so (2) holds. Now, the choice of $v_x$ guarantees that (1) and (3) hold, too. \hfill \square

Applying Claim 3 to $X_0 \cap K$ and some smaller $\varepsilon_0 > 0$, we get a holomorphic map $\alpha: X \to \mathcal{G}$ such that $d_K(\varphi, \alpha) < \varepsilon_0$ and $\alpha$ agrees with $\id$ up to order $r_x$ for every $x \in X_0 \cap K$. The map $\beta = \alpha^{-1} \circ \varphi$ is holomorphic on $K \cup X_0$. Since $\alpha$ is holomorphic, it is of bounded degree, so $\beta$ is of bounded degree, too. Thus we can write $X_0$ as a finite disjoint union $\bigcup_{j=1}^n X_j$, such that for any $x \in X_j$, the germ of $\beta$ at $x$ has polydegree $d_j$. Claim 3 gives a homotopy $\{\beta^{(n)}_t\}_{t \in [0, 1]}$ from $\beta^{(0)}_t = \beta_0$ to a holomorphic map $\beta^{(n)}_t: X \to \mathcal{G}$, such that $d_K(\beta, \beta^{(n)}_t) < \varepsilon_0$; and a holomorphic germ at $x \in X_0$ of $\beta^{(n)}_t$ agrees up to order $r_x$ with $\beta$ if $x \in X_j$, and with $\id$ if $x \in X_0 \setminus X_j$. Therefore, at each $x \in X_0$, the map

$$\varphi_t := \beta^{(n)}_t \circ \cdots \circ \beta^{(1)}_t \circ \alpha.$$  

agrees with $\beta \circ \alpha = \varphi$ up to order $r_x$, so (3) holds. Because $\beta^{(1)}_j$ is holomorphic, $\varphi_1$ is holomorphic, too, so (1) holds. By Lemma 2.2, we can choose $\varepsilon_0$ in such a way that $d_K(\varphi_t, \varphi) < \varepsilon$, so (2) holds as well. \hfill \square

Remark 5.3. Although [FL14, Thm. 1.2] shows that interpolation on discrete sets works for maps from arbitrary Stein spaces; to get approximation, we need to restrict our attention to maps from open Riemann surfaces. Indeed, our idea is to treat such map as an element of $\operatorname{Aut}(A^2_{\mathcal{M}(X)})$, see Lemma 2.3(2), and decompose it according to Jung’s theorem, so the factors are necessarily meromorphic. If $X$ has dimension one, we only need to control the order of their poles, which is managed by Lemma 2.4. However, this approach no longer works if the local rings are not DVRs.
5.2. Remarks on the parametric Oka property

In view of Proposition 5.1, it is natural to ask if $\text{Aut}_G^G(\mathbb{C}^2)$ admits any kind of parametric Oka properties.

Let us now recall this notion; see [For17, 5.4.4] for details. Fix a closed subset $P_0$ of a topological space $P$. We say that $Y$ satisfies a parametric Oka property with interpolation, if the following holds. Fix a Stein space $X$, a subvariety $X_0 \subseteq X$, and a continuous map $f_0: P \times X \to Y$ such that $f_0(p_0, \cdot)$ and $f_0(p, \cdot)|_{X_0}$ are holomorphic for every $p_0 \in P_0$, $p \in P$. Then there is a homotopy $\{f_t\}_{t \in [0,1]}$ such that $f_t(p, \cdot)$ is holomorphic for every $p \in P$, and $f_t = f_0$ on $P_0 \times X\cup P \times X_0$ for every $t \in [0,1]$. As in the basic case $(P, P_0) = (\{\text{pt}\}, \emptyset)$, one can require $f_t$ to be uniformly close to $f_0$ on some compact set, too.

For complex manifolds $Y$, these properties are equivalent to the basic ones, and characterize Oka manifolds [For17, 5.15]. However, in our case $Y = \text{Aut}_G^G(\mathbb{C}^2)$, the parametric version seems more subtle.

In particular, our proof of Proposition 5.1 does not easily generalize to this setting. Indeed, we use an explicit description of $\text{Aut}(A^2_G)$ given by the van der Kulk theorem. In order to obtain a parametric Oka property, one would need it for $\text{Aut}(A^2_R)$, where $R$ is the ring of continuous functions on the parameter space. But, as we have seen in Section 2.3, it is very difficult to get such description when $R$ is not a field.

Up to now, the only parametric Oka properties for $\text{Aut}_{\text{alg}}^G(\mathbb{C}^n)$ were obtained by Forstnerič and Larusson in [FL14]. The main tool used for approximation (see e.g. in §3 loc. cit) is the Andersén-Lempert theory, which builds on the fact that every polynomial vector field on $\mathbb{C}^n$ is a finite sum of complete algebraic vector fields. Moreover, this decomposition can be made holomorphically depending on a parameter by choosing for each homogeneous part of degree $m \geq 2$ a basis consisting of algebraic vector fields of a special kind, so called shears and overshears; see [For17, 4.9.5] and references there. For an algebraic proof of this statement see [For17, 5.4.4] and references there.

In our situation, however, there are not enough $G$-equivariant shears and overshears, as shown by the following example.

Example 5.4. Let $G \cong \mathbb{Z}_3$ be a group generated by $\zeta = \exp(2\pi i/3)$; acting on $\mathbb{C}^2$ by $\zeta \cdot (z_1, z_2) = (\zeta z_1, \zeta^2 z_2)$. Then the $G$-equivariant shears and overshears are $z_2^2 p(z_3^3) \frac{\partial}{\partial z_3^3}$, $z_2^3 p(z_3^3) \frac{\partial}{\partial z_1^3}$, and $z_2 p(z_2^3) \frac{\partial}{\partial z_3^3}$, $z_1 p(z_2^3) \frac{\partial}{\partial z_1^3}$ for $p \in \mathbb{C}[1]$. Clearly, they do not span the space of all $G$-equivariant algebraic vector fields.

In fact, one can show that the (noncomplete) $G$-equivariant vector field $z_1^2 z_2^2 \frac{\partial}{\partial z_3^3} + z_1 z_2^2 \frac{\partial}{\partial z_2^3}$ does not lie in the Lie algebra generated by any complete $G$-equivariant algebraic vector fields, let alone shears and overshears. This follows from the classification of such fields, given in [KLL15, Thm. 5.4].

More generally, if $G = \langle \zeta \rangle \cong \mathbb{Z}_d$ is a cyclic group acting on $\mathbb{C}^2$ by $\zeta^d \cdot (z_1, z_2) = (\zeta z_1, \zeta^e z_2)$, where $\zeta_d = \exp(2\pi i/d)$ and $e \in \{1, \ldots, d-1\}$ is coprime to $d$, then [KLL15, Cor. 5.5(i)] implies that $\mathbb{C}^2/G$ has strong algebraic density property if and only if $e|d+1$ and $e^2 \neq d + 1$. Here strong ADP for $\mathbb{C}^2/G$ means that all algebraic vector fields on $\mathbb{C}^2/G$ (equivalently, all $G$-equivariant ones on $\mathbb{C}^2$) lie in the Lie algebra generated by complete ones.
In particular, if \( e \mid d + 1 \) or \( e^2 = d + 1 \), e.g., for \((d,e) = (3,2)\), the Andersén-Lempert lemma does not work for \( G \)-equivariant vector fields: even if one allows arbitrary complete vector fields instead of just shears and overshears. This shows that the Forstnerič-Lárusson approach cannot be applied here.

6. Proof of Theorem 1.2

In this section, we combine Lemma 3.1 and Proposition 5.1 to remove all poles of \( \psi \) in (1.1).

Fix an open Riemann surface \( X \), a reductive group \( G \), and a holomorphic map \( \nu: G \times X \to \text{Aut}_{\text{alg}}(\mathbb{C}^2) \) defining a holomorphic family of algebraic \( G \)-actions on \( \mathbb{C}^2 \) parametrized by \( X \); see Definition 1.1. Recall that by Lemma 2.3(2), we can identify holomorphic and meromorphic maps \( X \to \text{Aut}_{\text{alg}}(\mathbb{C}^2) \) with elements of \( \text{Aut}(\mathbb{A}^2_{\mathcal{O}(X)}) \) and \( \text{Aut}(\mathbb{A}^2_{\mathcal{M}(X)}) \), respectively. Thus \( \nu \) defines an action of \( G \) on \( \text{Aut}(\mathbb{A}^2_{\mathcal{O}(X)}) \).

We can now list the ingredients of the proof of Theorem 1.2.

Lemma 6.1.

1. There exists \( \psi \in \text{Aut}(\mathbb{A}^2_{\mathcal{M}(X)}) \) which linearizes \( G \) over \( \mathcal{M}(X) \); see (2.1).
2. Fix \( \psi \) as in (1). Let \( Z \) be a set of poles of \( \psi \), and let \( \psi_x \in \text{Aut}(\mathbb{A}^2_{\mathcal{M}(x)}) \) be a germ of \( \psi \) at some \( x \in Z \). Then there is a germ \( \alpha_x \in \text{Aut}^G(\mathbb{A}^2_{\mathcal{M}(x)}) \) such that \( \psi_x \circ \alpha_x \) is holomorphic at \( x \).
3. In addition to (2), fix an \( \varepsilon > 0 \), a compact, \( \mathcal{O}(X) \)-convex subset \( K \subseteq X \setminus Z \) and a subset \( X_0 \subseteq Z \) such that \( X_0 \ni x \mapsto \deg \alpha_x \in \mathbb{Z}_{\geq 0} \) is bounded. Then there is \( \beta \in \text{Aut}(\mathbb{A}^2_{\mathcal{M}(X)}) \), holomorphic on \( X \setminus X_0 \), such that \( \tilde{\psi} := \psi \circ \beta \) is holomorphic on \( X_0 \cup X \setminus Z \) and satisfies \( d_K(\tilde{\psi}, \psi) < \varepsilon \). In particular, \( \tilde{\psi} \) linearizes \( G \) over \( \mathcal{M}(X) \).

Proof.

1. follows from Lemma 2.5 for \( \kappa = \mathbb{C}, k = \mathcal{M}(X) \).
2. follows from Lemma 3.1 for \( R = \mathcal{O}_{X,x} \).
3. By Lemma 2.4, for any \( x \in X_0 \) there is an integer \( r_x > 0 \) such that for any \( \tilde{x} \) which agrees with \( x \) up to order \( r_x \), \( \psi_x \circ \tilde{x} \) is holomorphic, too.

Let \( k_x \) be the order of the pole of \( \alpha_x \). By Lemma 5.2, there is \( \chi \in \mathcal{O}(X) \) such that \( \chi \) has a zero of order \( k_x \) at each \( x \in X_0 \), and does not vanish elsewhere. For \( x \in X_0 \), let \( \chi_x \) be a germ of \( \chi \) at \( x \), so \( \chi_x \cdot \alpha_x \in \text{Aut}(\mathbb{A}^2_{\mathcal{O}_{X,x}}) \). Since \( X_0 \subseteq X \setminus K \) is discrete, we can choose a neighborhood \( \Omega \) of \( K \cup X_0 \) and a holomorphic map \( \varphi \in \text{Aut}(\mathbb{A}^2_{\mathcal{O}(\Omega)}) \) such that \( \varphi|_K = \chi|_K \cdot \text{id} \) and the germ of \( \varphi \) at each \( x \in X_0 \) equals \( \chi_x \cdot \alpha_x \). Put \( M = \sup_{x \in K} \chi(x)^{-1} \).

Fix \( \varepsilon_0 > 0 \). Proposition 5.1 gives a holomorphic map \( \varphi_1 \in \text{Aut}^G(\mathbb{A}^2_{\mathcal{O}(X)}) \) such that \( d_K(\varphi_1, \varphi) < \frac{\varepsilon_0}{M} \), and \( \varphi_1 \) agrees with \( \varphi \) up to order \( r_x + k_x \) at every \( x \in X_0 \). It follows that \( \beta = \chi^{-1} \cdot \varphi_1 \) satisfies \( d_K(\beta, \text{id}) < \varepsilon_0 \), and \( \beta \) agrees with \( \alpha_x \) up to order \( r_x \). By definition of \( r_x \), the latter condition means that \( \psi \circ \beta \) is holomorphic at \( x \). By Lemma 2.2, we can choose \( \varepsilon_0 > 0 \) such that \( d_K(\psi \circ \beta, \psi) < \varepsilon \), as claimed.

The fact that \( \psi \circ \beta \) linearizes \( G \) follows from the \( G \)-equivariance of \( \beta \). Indeed, for any \( g \in G \) we have \((\psi \circ \beta) \circ g \circ (\psi \circ \beta)^{-1} = \psi \circ (\beta \circ g \circ \beta^{-1}) \circ \psi^{-1} = \psi \circ g \circ \psi^{-1} = \rho(g) \).
for some representation $\rho: G \to \text{GL}_2(\mathbb{C})$ as in (2.1).

**Proof of Theorem 1.2.** Let $\psi$ and $\alpha_x, x \in Z$, be as in Lemma 6.1.

Assume first that $G$ is not cyclic. By Lemma 4.5, the map $x \mapsto \deg \alpha_x$ is bounded (by 1 if $G \not\subseteq \mathbb{C}^*$, and by $v$ if $G = \mathbb{C}^*$). Thus Lemma 6.1(3), applied to $K = \emptyset$ and $X_0 = Z$ gives $\bar{\psi} \in \text{Aut}(\mathbb{A}_X^2)$ which linearizes $G$: that is, a holomorphic map $X \to \text{Aut}_{\text{alg}}(\mathbb{C}^2)$ which linearizes $G$ algebraically.

Assume now that $G$ is cyclic. Choose an exhausting family of $\mathcal{O}(X)$-convex compact subsets $\emptyset = K_0 \subseteq K_1 \subseteq \ldots$ such that $K_{j-1} \subseteq \text{Int} K_j$. For $j \geq 1$ let $Z_j := Z \cap K_j$ be the set of poles of $\psi$ which lie in $K_j$. Clearly, $Z_j$ is finite, and $Z = \bigcup_{j \geq 1} Z_j$.

**Claim.** For every $j \geq 0$ there is a meromorphic map $\psi_j: X \to \text{Aut}_{\text{alg}}(\mathbb{C}^2)$ which linearizes $G$, such that $\psi_j$ is holomorphic on $Z_j \cup (X \setminus Z_j)$ and $d_{K_{j-1}}(\psi_j, \psi_{j-1}) < 2^{-j}$ for $j > 1$.

**Proof.** We argue by induction on $j$. For $j = 0$ we can take $\psi_0 = \psi$. Assume that $\psi_{j-1}$ is constructed for some $j \geq 1$. Since $Z_j \setminus Z_{j-1}$ is finite, Lemma 6.1(3) applied to $X_0 = Z_j \setminus Z_{j-1}$, $K = K_{j-1}$ and $\varepsilon = 2^{-j}$ gives $\psi_j := \bar{\psi}_{j-1}$ with the required properties. \hfill $\square$

Now, each $K_j$ admits a neighborhood $\Omega_j$ such that $(\psi_i|_{\Omega_j})_{i=j}^\infty$ is a Cauchy sequence with respect to the metric $d_{K_j}$. Such a sequence converges uniformly on $K_j$ to a holomorphic map $\varphi_j: \Omega_j' \to \text{Aut}_{\text{hol}}(\mathbb{C}^2)$ defined on some (possibly smaller) neighborhood $\Omega_j'$ of $K_j$. Because $\varphi_{j}|_{K_j} = \varphi_j|_{K_j}$, for all $i \geq j$, we infer from Lemma 2.2 that $(\varphi_j)_{j=0}^\infty$ converges uniformly on compacts to a holomorphic map $\varphi: X \to \text{Aut}_{\text{hol}}(\mathbb{C}^2)$. Because each $\psi_j$ linearizes $G$, so does their limit $\varphi$. \hfill $\square$

**Remark 6.2.** Each $\psi_j$ in the above proof is a map to $\text{Aut}_{\text{alg}}(\mathbb{C}^2)$. However, since that space is not complete, the limit $\varphi$ of $\psi_j$ takes values in $\text{Aut}_{\text{hol}}(\mathbb{C}^2)$. We do not know if one can choose $\varphi$ with values in $\text{Aut}_{\text{alg}}(\mathbb{C}^2)$.

To conclude, we remark that an analogue of Theorem 1.2 for holomorphic $G$-actions (i.e., with target of $\nu$ in Definition 1.1 replaced by $\text{Aut}_{\text{hol}}(\mathbb{C}^n)$) is, for now, still out of reach. Indeed, we do not even know if the individual holomorphic $G$-action on $\mathbb{C}^2$ is linearizable. To illustrate the difficulty here, let us recall the construction [DK98, Rem. 4.7] of a candidate for a counterexample.

**Example 6.3.** Let $C := \{ f = 0 \} \subset \mathbb{C}^2$ be the image of an embedding $\mathbb{C}^1 \hookrightarrow \mathbb{C}^2$ which is nonrectifiable: i.e., there is no $\alpha \in \text{Aut}_{\text{hol}}(\mathbb{C}^2)$ such that $\alpha(C)$ is a line. Such embeddings were constructed in [FGR96], cf. [DK98, §2]. Put $X = \{(z_1, z_2, z_3) \in \mathbb{C}^3 : f(z_1, z_2) = z_3\}$. The $\mathbb{Z}_2$-action $\lambda \cdot (z_1, z_2, 2) = (z_1, z_2, \lambda z_3)$, $\lambda \in \{1, -1\} \cong \mathbb{Z}_2$ has a categorical (here = geometrical) quotient with Luna stratification $C \subset \mathbb{C}^2$; see [Kut20, §5.1] for definitions. Since the embedding is nonrectifiable, this quotient cannot be biholomorphic to the Luna quotient of a linear $\mathbb{Z}_2$-action on $\mathbb{C}^2$. Therefore, if we could show that $X$ is biholomorphic to $\mathbb{C}^2$, the above $\mathbb{Z}_2$-action would give a counterexample to the holomorphic linearization problem.
References

[AM75] S. Abhyankar, T. Moh, *Embeddings of the line in the plane*, J. Reine Angew. Math. **276** (1975), 148–166.

[Coh85] P. M. Cohn, *Free Rings and Their Relations*, 2nd ed., London Mathematical Society Monographs, Vol. 19, Academic Press, London, 1985.

[DK98] H. Derksen, F. Kutzschebauch, *Nonlinearizable holomorphic group actions*, Math. Ann. **311** (1998), no. 1, 41–53.

[Eng89] R. Engelking, *General Topology*, 2nd ed., Sigma Series in Pure Mathematics, Vol. 6, Heldermann, Berlin, 1989.

[FGR96] Forstnerič, J. Globevnik, J. P. Rosay, *Non straightenable complex lines in \( \mathbb{C}^2 \)*, Arkiv för Matematik **34** (1996), no. 1, 97–101.

[FL14] F. Forstnerič, F. Lárusson, *Oka properties of groups of holomorphic and algebraic automorphisms of complex affine space*, Math. Res. Lett. **21** (2014), no. 5, 1047–1067.

[Flo48] H. Florack, *Reguläre und meromorphe Funktionen auf nicht geschlossenen Riemannschen Flächen*, Schr. Math. Inst. Univ. Münster **1** (1948).

[FM89] S. Friedland, J. Milnor, *Dynamical properties of plane polynomial automorphisms*, Ergodic Theory Dynam. Systems **9** (1989), no. 1, 67–99.

[For17] F. Forstnerič, *Stein Manifolds and Holomorphic Mappings. The Homotopy Principle in Complex Analysis*, 2nd ed., Results in Mathematics and Related Areas, 3rd Ser., Vol. 56, Springer, Cham, 2017.

[HK95] P. Heinzner, F. Kutzschebauch, *An equivariant version of Grauert’s Oka principle*, Invent. Math. **119** (1995), no. 2, 317–346.

[Jun42] H. Jung, *Über ganze birationale Transformationen der Ebene*, J. Reine Angew. Math. **184** (1942), 161–174.

[Kam79] T. Kambayashi, *Automorphism group of a polynomial ring and algebraic group action on an affine space*, J. Algebra **60** (1979), no. 2, 439–451.

[KK+97] S. Kaliman, M. Koras, et al., *\( \mathbb{C}^* \)-actions on \( \mathbb{C}^3 \) are linearizable*, Electron. Res. Announc. Amer. Math. Soc. **3** (1997), 63–71.

[KK11] S. Kaliman, F. Kutzschebauch, *On the present state of the Andersén–Lempert theory*, in: *Affine Algebraic Geometry*, CRM Proc. Lecture Notes, vol. 54, Amer. Math. Soc., Providence, RI, 2011, pp. 85–122.

[KL13] F. Kutzschebauch, S. Lodin, *Holomorphic families of nonequivalent embeddings and of holomorphic group actions on affine space*, Duke Math. J. **162** (2013), no. 1, 49–94.

[LLL15] F. Kutzschebauch, M. Leuenberger, A. Liendo, *The algebraic density property for affine toric varieties*, J. Pure Appl. Algebra **219** (2015), no. 8, 3685–3700.

[Kno91] F. Knop, *Nichtlinearisierbare Operationen halbeinfacher Gruppen auf affinen Räumen*, Invent. Math. **105** (1991), no. 1, 217–220.

[KR14] H. Kraft, P. Russell, *Families of group actions, generic isotriviality, and linearization*, Transform. Groups **19** (2014), no. 3, 779–792.

[Kra96] H. Kraft, *Challenging problems on affine n-space*, Séminaire Bourbaki, Vol. 1994/95, Astérisque (1996), no. 237, Exp. No. 802, 5, 295–317.
[KS92] H. Kraft, G. W. Schwarz, *Reductive group actions with one-dimensional quotient*, Inst. Hautes Études Sci. Publ. Math. (1992), no. 76, 1–97.

[KS19] F. Kutzschebauch, L. Studer, *Exponential factorizations of holomorphic maps*, Bull. Lond. Math. Soc. 51 (2019), no. 6, 995–1004.

[Kur15] S. Kuroda, *Subgroups of polynomial automorphisms with diagonalizable fibers*, J. Algebra 435 (2015), 159–173.

[Kut20] F. Kutzschebauch, *Manifolds with infinite dimensional group of holomorphic automorphisms and the linearization problem*, in: *Handbook of Group Actions*, V, Adv. Lect. Math., Vol. 48, Int. Press, Somerville, MA, 2020, pp. 257–300.

[Mil18] J. Milne, *Reductive Groups*, www.jmilne.org/math/CourseNotes/RG.pdf, 2018.

[MMJP96] M. Masuda, L. Moser-Jauslin, T. Petrie, *The equivariant Serre problem for abelian groups*, Topology 35 (1996), no. 2, 329–334.

[Nag72] M. Nagata, *On Automorphism Group of k[x, y]*, Department of Mathematics, Kyoto University, Lectures in Mathematics, No. 5, Kinokuniya Book-Store, Tokyo, 1972.

[NR11] T. Napier, M. Ramachandran, *An Introduction to Riemann Surfaces*, Cornerstones, Birkhäuser/Springer, New York, 2011.

[Sat83] A. Sathaye, *Polynomial ring in two variables over a DVR: a criterion*, Invent. Math. 74 (1983), no. 1, 159–168.

[Sch89] G. Schwarz, *Exotic algebraic group actions*, C. R. Acad. Sci. Paris Sér. I Math. 309 (1989), no. 2, 89–94.

[Ser80] J.-P. Serre, *Trees*, Springer-Verlag, Berlin, 1980.

[Suz74] M. Suzuki, *Propriétés topologiques des polynômes de deux variables, complexes, et automorphismes algébriques de l’espace C²*, J. Math. Soc. Japan 26 (1974), 241–257.

[Suz77] M. Suzuki, *Sur les opérations holomorphes du groupe additif complexe sur l’espace de deux variables complexes*, Ann. Sci. École Norm. Sup. (4) 10 (1977), no. 4, 517–546.

[vdK53] W. van der Kulk, *On polynomial rings in two variables*, Nieuw Arch. Wisk. (3) 1 (1953), 33–41.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.