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Abstract

Context. There is no consensus on the amplitude of historical solar forcing. The estimated magnitude of the total solar irradiance (TSI) difference between the Maunder minimum and the present time ranges from 0.1 to 6 W m⁻², making the simulation of the past and future climate uncertain. One reason for this disagreement is the applied evolution of the quiet Sun brightness in solar irradiance reconstruction models. This work addresses the role of the quiet Sun model choice and updated solar magnetic activity proxies on the solar forcing reconstruction.

Aims. We aim to establish a plausible range for the solar irradiance variability on decadal to millennial timescales.

Methods. The spectral solar irradiance (SSI) is calculated as a weighted sum of the contributions from sunspot umbra, sunspot penumbra, faculae, and quiet Sun, which are pre-calculated with the NLTE Spectral SYnthesis code (NESSY). We introduce activity belts of the contributions from sunspots and faculae and a new structure model for the quietest state of the Sun. We assume that the brightness of the quiet Sun varies in time proportionally to the secular (22-yr smoothed) variation of the solar modulation potential.

Results. A new reconstruction of the TSI and SSI covering the period 6000 BCE - 2015 CE is presented. The model simulates solar irradiance variability during the satellite era well. The TSI change between the Maunder and recent minima ranges between 3.7 and 4.5 W m⁻² depending on the applied solar modulation potential. The implementation of a new quietest Sun model reduces, by approximately a factor of two, the relative solar forcing compared to the largest previous estimation, while the application of an updated solar modulation potential increases the forcing difference between the Maunder minimum and the present by 25–40%.
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1. Introduction

Climate change prediction using sophisticated numerical models with a sufficient degree of accuracy is one of the most important issues in modern climate science. Despite the impressive progress in climate modeling during the last ten to 15 yr, many problems with climate models still persist (Flato et al. 2013) because simulation results are largely determined by the set of input parameters and boundary conditions, which are known to within uncertainties. One of the most ambiguous and least understood solar forcing (Myhre et al. 2013), whose quantification is important to understand the influence of natural forcing on Earth’s climate.

Several reconstructions of the historical solar irradiance variability using different approaches have been performed (e.g., Wang et al. 2005; Tapping et al. 2007; Steiniläberi et al. 2009; Krivova et al. 2010; Vieira et al. 2011; Shapiro et al. 2011) suggesting changes in total solar irradiance (TSI) between the Maunder minimum and the present day from 0.1 W/m² to 6 W/m², which reveals no consensus on the amplitude of solar forcing (Solanki et al. 2013; Kopp 2016). One of the largest increases of the TSI of 6 ± 3 W m⁻² between the Maunder minimum (1645–1715) and the Modern Grand Solar maximum was suggested by Shapiro et al. (2011, hereafter SSR11), implying a potentially large effect on climate.

The results of the solar irradiance reconstruction from SSR11 were used to simulate a climate response to such a centennial-scale solar irradiance variation (e.g., Feulner 2011; Anet et al. 2014; Schurer et al. 2014). However, the results did not provide a definite conclusion about the reliability of large solar forcing as suggested by SSR11. While Feulner (2011) and Schurer et al. (2014) concluded that a large solar forcing is not consistent with the observed climate change, Anet et al. (2014) demonstrated that a large solar forcing is necessary to properly reproduce a colder climate during the Dalton minimum of the solar activity (1790-1830 CE).

The SSR11 approach was re-evaluated by Judge et al. (2012) who noticed that the solar model for the minimum state of the quiet Sun is too cold and recommended some revision. The calculations of the 11-year spectral solar irradiance (SSI) variability in SSR11 were kept simple and several problems with this approach have also been discussed in the literature (Ermolli et al. 2013; Shapiro et al. 2013; Yeo et al. 2014).

In this paper we address these shortcomings, for both the 11-year and longer timescales, by improving the SSR11 approach to provide a more reliable reconstruction of solar irradiance.
variability on decadal to millennial timescales for the climate community. The main goal of the paper is to present and discuss a new spectral (from 120 to 100 000 nm) and TSI time series starting from 6000 BCE using an updated solar irradiance model reconstruction, and solar activity proxies such as sunspot number and solar modulation potential retrieved from the time series of cosmogenic radionuclides in ice cores.

2. Method

To obtain secular changes of the spectral solar irradiance on timescales from years to millennia, we use the model CHRONOS (Code for the High spectral ResolutiOn recoNstrucTiOn of Solar irradiance), which calculates the coverage of the solar surface by different solar structures (sunspots, faculae, and quiet Sun) and integrates their spectra. CHRONOS is a new version of the model used in SSR11, with an updated treatment of the filling factors and long term variability of the quiet Sun irradiance. The improvements implemented allow for an increase in the efficiency of the code and in the accuracy of the solar irradiance calculations.

CHRONOS is based on the new spectral synthesis code NESSY (NLTE Spectral SYnthesis; Tagirov et al. 2017). We consider four solar surface components: quiet Sun, faculae, sunspot umbra, and sunspot penumbra. Thus, the time evolution of SSI at any moment in time $t$ is represented by

$$F(\lambda, t) = Q_S(\lambda, t) + \alpha_1(t)(F_S(\lambda) - Q_S(\lambda, t)) + \alpha_2(t)(F_U(\lambda) - Q_S(\lambda, t)) + \alpha_3(t)(F_P(\lambda) - Q_S(\lambda, t)),$$

where $F(\lambda, t)$ are the full disk SSI values calculated with NESSY using solar atmospheric structures representing: the time variable quiet Sun spectrum $F_S(\lambda, t)$, faculae $F_F(\lambda)$, sunspot umbra $F_U(\lambda)$, and sunspot penumbra $F_P(\lambda)$. The coefficients $\alpha_i(t)$ are the filling factors, representing the projected fractional area of the solar disk covered by these magnetic features at the time $t$, relative to the total surface of the Sun. Our approach differs from other published reconstructions by the inclusion of significant variation of the quiet Sun irradiance, as described below.

2.1. Computing the long-term evolution of the quiet Sun irradiance $Q_S(\lambda, t)$

The long-term evolution of the quiet Sun irradiance $Q_S(\lambda, t)$ in Eq. (2) is assumed to be driven by the slowly changing content of the small-scale magnetic fields. Figure 1 illustrates the brightness distribution as measured at 350$\mu$m by the James Clerk Maxwell telescope (Lindsey et al. 1995) and analysed by Judge et al. (2012). The brighter regions differ from the fainter ones in that they contain more small-scale active regions with magnetic fields too weak to be detected with present-day instrumentation. There are different approaches to account for these fields, and these are the reason for the uncertainties. The question, for which presently there is no observational answer, is how the quiet Sun brightness is reduced when it is in a grand minimum, for example in the Maunder minimum. In their analysis, SSR11 assumed that this distribution at minimal activity is represented best by the faint super-granule cell interior because this is the region on the Sun with the least amount of magnetic field. The representation of this region by the atmospheric solar model chosen by SSR11 turned out to be incorrect as outlined below. However, we still consider and adapt the physical assumptions of SSR11 as the basis for our study. It was assumed by SSR11 that the contribution to the overall radiated energy by small-scale magnetic activity can be described with a proxy, that is, using the 22-year mean of the solar modulation potential, $\phi(t)$. This 22-year average also includes the contribution of two 11-year magnetic activity cycles, which in principle is already accounted for by the other terms in Eq. (2). A more appropriate proxy would be the lower envelope of the yearly modulation potential since the minima correspond to the quiet Sun. However, the yearly $\phi$-values are only available for the recent past and therefore, we use the mean instead of the lower envelope as a proxy. An investigation of yearly values reveals that a lower envelope and a mean are almost linearly proportional to each other. As we are using the $\phi$-proxy only in a relative way, the mean proxy value realisation is almost identical (within 10%) to the lower envelope. However, a mixed treatment of using a lower envelope from a yearly dataset (if available), together with a 22-year mean would lead to inconsistencies: we have to make sure that equal activity levels in the past and present agree and yield the same quiet Sun irradiance. Accordingly, changes of the quiet Sun irradiance are described by the equation

$$F_S(\lambda, t) = F_C(\lambda) + (F_P(\lambda) - F_C(\lambda)) \frac{\phi(t) - \phi_{\text{ref}}}{\phi_{\text{min}}},$$

where $\phi(t)$ is the time evolving 22-year mean solar modulation potential for a given time $t$, $\phi_{\text{ref}}$ is the solar modulation potential, which is evaluated as the mean of the period 1974–1996, $\phi_{\text{min}}$ represents the smallest solar modulation potential during the time period considered (6000 BCE - 2015), which in all cases is close to the year 1470 (the deep phase of the Spörer minimum), $F_P(\lambda)$ is the SSI resulting from the present work solar model B (PW-B, see below), representing the minimum solar activity level, and $F_C(\lambda)$ is the SSI of the present day quiet Sun. The relative use of $\phi$ eliminates uncertainties related to the absolute level of the solar modulation potential (Usoskin et al. 2005; Herbst et al. 2010).

Following SSR11 we assume that the irradiance of the quiet Sun varies in time due to the brightness of small-scale magnetic fields, which in turn depend on the level of solar magnetic
activity in the preceding decades. This hypothesis is the key assumption of our approach. For a more detailed discussion of this assumption, the reader is referred to SSR11.

The basic assumption behind Eq. (2) is that the irradiance of the quiet Sun \( F_{\phi}(A,t) \) varies between two boundaries given by the modern maximum \( F_{C}(\lambda) \), which is known from observations and treated as reference and the expected lowest irradiance of the quiet Sun \( F_{B}(\lambda) \) attributed to the lowest magnetic activity derived from \( \phi \). Then \( F_{\phi}(A,t) \) is scaled linearly between these two boundaries by \( \phi \) for any time \( t \). Most critical is the choice of \( F_{B}(\lambda) \), which determines the amplitude of the changes.

The range of the quiet Sun irradiance variability is crucial for the resulting amplitude, but is arbitrary to some degree because modern experiments have not measured the properties of solar irradiance outside the present period of high solar activity. SSR11 argued for the variation range to be between the A and C solar models by Fontenla et al. (1999), hereafter termed F99. Their reason for choosing model A for the quietest state was to select an existing quiet Sun model, which should basically represent the faint 1/8th quantile of the statistical brightness distribution of the quiet Sun. It was then pointed out by Judge et al. (2012) that the model F99-A produces a flux at 350 \( \mu \)m outside the observed brightness distribution, which disqualifies this model for the intended use. Figure 1 illustrates by how much the model F99-A lies outside the observations. Judge et al. (2012) recommended instead the use of a model that lies close to the relative brightness indicated by VAL-B in Fig. 1, which is a model from the set representing atmospheric structures by Vernazza et al. (1981).

We introduce here a new solar atmosphere structure, which is constructed such that it represents what SSR11 originally intended; the quiet Sun during extremely low magnetic activity should be represented by a model at the faint 1/8th quantile of the statistical brightness distribution of the quiet Sun. The model sets published by Vernazza et al. (1981) and Fontenla et al. (1999) differ in temperature and density structure at large optical depth. This should not be the case if the models are used for irradiance contrast as in Eq. (2), because these models should converge to the same structure at large depths (except for the sunspot models, for which the structures are strongly influenced by a concentrated magnetic field). Therefore, we should not use VAL-B, instead a model that fits to the F99 set is needed.

Fontenla et al. (1999) did not publish a structure that is between their A and C structures, but it is straightforward to interpolate between their models. We calculate the mean of the temperatures of the models A and C for a given height and then calculate the density by ensuring pressure equilibrium between all three model structures. We call this new solar atmosphere structure present work model B (PW-B) and the resulting relative brightness of this atmosphere model at 350\( \mu \)m is indicated in Fig. 1. Given the limited knowledge available on the possible minimal state the Sun could reach, its relative intensity to the F99-C model is in full agreement with the recommended model property to represent a minimal-activity state of the quiet Sun.

If we evaluate Eq. (2) for the past two solar minima in 1996 and 2009, the relative \( \phi \)-difference term yields about 4% of the \( F_{B}(\lambda) - F_{C}(\lambda) \) forcing difference, which translates to about 0.2 W m\(^{-2}\) decrease in TSI between the two minima according to our approach. This value is still below the threshold of present TSI composite uncertainties (Ball et al. 2016) and therefore, it is not yet possible to validate observationally the proposed relation of Eq. (2).

For the calculation of SSI we use several solar modulation potential datasets that have been recently published: McCracken and Beer (2017, personal communication), referred to hereafter as PHI-MC17; Usoskin et al. (2016) referred to hereafter as PHI-US16, and Muscheler et al. (2016) referred as PHI-MU16. The use of several independent \( \phi \) time series allows for a better estimate of the uncertainty range of the reconstructed SSI.

2.2. Computation of the short-term variations of the spectral solar irradiance

The short-term irradiance reconstruction follows the approach by Krivova et al. (2003), who describe SSI at any particular wavelength as the sum of several individual components. This model distinguishes several types of solar structures. However, not all of them can be considered here because detailed information about the distribution and strength of the solar magnetic features is not always available, especially for historic reconstructions and future projections.

As a simplification we assume that the contribution of the active regions is calculated for present day conditions and remains constant in time. Therefore, the time evolving contribution from sunspots and faculae comes solely from the time varying filling factor \( \alpha_{i}(t) \). This assumption completely holds for the satellite era, but cannot be strictly proven for the long term due to an absence of observations. Filling factors are calculated directly from the sunspot number as described in Sect. 2.3 instead of the more detailed approach of Krivova et al. (2003), which is based on high resolution solar imagery. This simplification is necessary because no detailed information on the solar magnetic field is available for an historic reconstruction. The actual evolution of the sunspot number (SSN) for 1900–2016 was taken from version 2 of the World Data Center for the production, preservation and dissemination of the international sunspot number (WDC-SILSO) dataset prepared by the Royal Observatory of Belgium, Brussels\(^1\). For the time periods 1749–1899 and 1612–1748 we applied a SSN calculated from sunspot group number (SSN) time series published respectively by Chatzistergos et al. (2017) and Lockwood et al. (2014). For the years before 1612 the decadal scale SSN variability is represented by a sine function with the magnitude proportional to the solar modulation potential.

The irradiance spectra are computed based on model atmosphere structures adopted from F99. The model F99-C represents the present day quiet Sun, model F99-P represents an average faculae region, and model F99-S describes an average sunspot umbra. The model set of F99 does not contain a model for the penumbral region of a sunspot. Since we only need the penumbral contrast relative to the quiet Sun (and not the penumbra spectrum itself) we followed the approach of Shapiro et al. (2015) and employed penumbra and quiet Sun models from Fontenla et al. (2006) to calculate the penumbral contrast as a function of wavelength and disk position.

2.3. Activity belts

In calculating the contribution of sunspots and faculae to solar irradiance variability, SSR11 assumed the uniform coverage of the solar disk by these features (hereafter, the full disk distribution). However, spots and faculae mainly appear in the so-called activity belts, at latitudes between approximately \( \pm 5^\circ \) and \( \pm 30^\circ \) for spots and between approximately \( \pm 5^\circ \) and \( \pm 40^\circ \) for faculae (see, e.g., Wenzler et al. 2006; Krivova et al. 2007). In the present case, this assumption is not strictly satisfied for the presentation of the current study. Therefore, the present model set includes 28 activity belts (both positive and negative) that have been described in the literature and are characterized by their temperature and density structure. This approach is consistent with the historical reconstruction approach of Judge et al. (2012), who considered a set of 44 activity belts.

\(^1\) http://www.sidc.be/silso/datafiles
study we have accounted for such a non-uniform distribution of active regions and outline below our new implementation and its effect on the irradiance reconstructions.

The contribution of any active region (i.e., spot or faculae) to solar irradiance can be written in the form

$$\Delta F_\lambda(t, \lambda) = \int_{\text{sol disc}} \left( I_\lambda(\lambda, r) - I_{qs}(\lambda, r) \right) \mathcal{A}_\lambda(t, r) \, d\Omega,$$

(3)

where $I_\lambda(\lambda, r)$ and $I_{qs}(\lambda, r)$ are solar irradiance intensities at the wavelength $\lambda$ along the direction $r$ from the active region and quiet Sun, respectively. The time-dependent function $\mathcal{A}_\lambda(t, r)$ represents the fractional coverage of the solar disk by active regions along the direction $r$ and $d\Omega$ is a solid angle. The function $\mathcal{A}_\lambda(t, r)$ and the filling factors $\alpha_i(t)$ introduced in Sect. 2 are determined from observations (see Sect. 2.2) and are connected via

$$\alpha_i(t) = \int_{\text{sol disc}} \mathcal{A}_\lambda(t, r) \, d\Omega / \Omega_\odot,$$

(4)

where $\Omega_\odot$ is the solid angle subtended by the solar disk. In the case of the full disk distribution of active features, Eq. (4) results in $\mathcal{A}_\lambda(t, r) \equiv \alpha_i(t)$. In the case that the belt distribution $\mathcal{A}_\lambda(t, r)$ is equal to $\alpha_i(t) \Omega_\odot / \Omega_{belt}$ (where $\Omega_{belt}$ is solid angle subtended by the considered activity belts) within the activity belt and equal to zero outside of the activity belts.

If the contrast of active features $\left( I_\lambda(\lambda, r) - I_{qs}(\lambda, r) \right)$ was independent from the position on the solar disk, then the contrast could be taken out of the integration in Eq. (3). Consequently, the contribution of active regions to solar irradiance would have been independent from the assumed distribution of the active features. In reality, the contrast is a strong function of the positions on the solar disk due to the centre-to-limb variation (CLV).

To illustrate the effect of the CLV, we plot in Fig. 2 the ratio between emergent quiet Sun intensities averaged over the full disk ($I_{FD} = \int I_{qs}(\lambda, r) \, d\Omega / \Omega_\odot$) and over the facular belt ($I_{belt} = \int I_{qs}(\lambda, r) \, d\Omega / \Omega_{belt}$). In the case of limb darkening the ratio is below unity, while in the case of the limb brightening the ratio is greater than unity, because the contribution from the limb is smaller for the belts than for the full disk.

Figure 2 demonstrates that the limb darkening dominates for all wavelengths except 150–200 nm. The CLV effect is most important below 150 nm and between 200 and about 500 nm. At longer wavelengths the Planck function becomes less sensitive to the temperature change so that the effect is small, even though the limb and disk center radiation is formed in regions with quite different temperatures. Strong photospheric and chromospheric spectral lines shift the formation height to the temperature minimum region and thus decrease the CLV effect. This is observed in Fig. 2 as strong upward jumps, bringing the ratio almost to unity in the infrared. Spectral lines of moderate strength have the opposite effect, increasing the CLV, and this appears as numerous weak downward jumps. The reason for this is that the moderate and weak lines have a stronger effect on the limb radiation than on the disk center.

Figure 3 shows the relative deviation of the facular contribution to the brightening of the Sun calculated using the activity belt approach compared to that using the full disk model. It demonstrates that application of the full disk model overestimates the facular contribution by 35–45% from 200 to 450 nm. For the longer wavelengths the overestimation gradually decreases from 45 to 25% at 1100 nm.

### 2.4. Sunspot and facular disk area coverages as functions of sunspot number

In order to estimate filling factors for active regions for the pre-satellite epochs, we derive a relationship between the filling factors and sunspot number for the period when both magnetograms and sunspot observations are available. Daily data of sunspot and facular filling factors have been taken from Ball et al. (2014), who based their filling factors on: (1) full-disk magnetograms and continuum images from KP/512 (National Solar Observatory Kitt Peak Vacuum Tower, 512-channel diode array) for the period from 23 August 1974 to 04 April 1992 (1734 days); (2) KP/SPM (Kitt Peak spectromagnetograph) for the period from 21 November 1992 to 21 September 2003 (2055 days); and (3) SOHO/MDI (Michelson
Table 1. Linear fit to the disk area coverage.

| Coefficients | Sunspot  | Faculae  |
|--------------|----------|----------|
| a            | $(−24 \pm 5) \times 10^{-5}$ | $(40 \pm 4) \times 10^{-4}$ |
| b            | $(144 \pm 3) \times 10^{-7}$ | $(124 \pm 3) \times 10^{-6}$ |
| RMS          | $5.3 \times 10^{-7}$          | $5.9 \times 10^{-5}$         |

Notes. Listed are the regression coefficients, their 1-σ uncertainty range, and the RMS difference for the linear fit: $y = a + b \times \text{SSN}$, where $y$ is the filling factor and SSN the Sunspot number.

Table 2. Quadratic fit to the disk area coverage.

| Coefficients | Sunspot  | Faculae  |
|--------------|----------|----------|
| a            | $(−1.6 \pm 6) \times 10^{-5}$ | $(16.1 \pm 3) \times 10^{-4}$ |
| b            | $(9.1 \pm 1) \times 10^{-6}$  | $(180 \pm 5) \times 10^{-6}$  |
| c            | $(21 \pm 4) \times 10^{-8}$   | $(−23 \pm 2) \times 10^{-8}$ |
| RMS          | $9.3 \times 10^{-7}$          | $1.4 \times 10^{-5}$          |

Notes. Listed are the regression coefficients, their 1σ uncertainty range, and chi-squared statistic for polynomial fit: $y = a + b \times \text{SSN} + c \times \text{SSN}^2$, where $y$ is the filling factor and SSN the Sunspot number.

Doppler Imager) from 19 February 1999 to 02 October 2010 (3799 days). Daily solar spot numbers (SSN) were taken from version 2 of the WDC-SILSO dataset, for the overlapping period from 23 August 1974 to 02 January 2010 (13190 days). For the period from 19 February 1999 to 21 September 2003, when data from both KP/SPM and SOHO/MDI are available, we used the latter.

For the regression analysis we binned the filling factors into 40 equal size bins covering the SSN range from 0 to 250 and applied a linear fit to sunspot and facular filling factors as a function of the SSN. For facular filling factors, we applied both a linear and second-order polynomial fit. Figure 4 shows the results of the regression analysis and Tables 1 and 2 list the regression coefficients, their 1-sigma uncertainty range, and the RMS (root mean square) difference to the linear and second order polynomial fits. Figure 4 illustrates that sunspot filling factors follow an linear relationship to SSN, whereas facular filling factors are nonlinear. For the calculation of the filling factors for sunspot umbra and penumbra we used the ratio $\alpha_{\text{sp}}:\alpha_{\text{fp}} = 1:4$ (Wenzler et al. 2006).

2.5. The Ly-α line

The Ly-α line is important for the proper simulation of terrestrial atmospheric temperature and chemistry. Schöll et al. (2016) analysed the results of the radiative transfer code COSI and reported that both the absolute value and variability of the reconstructed Ly-α flux are strongly underestimated. The disagreement with the absolute value has been resolved by using NESSY, the new version of the radiative transfer code, which is able to properly simulate solar irradiance below 130 nm (see Tagirov et al. 2017) for details). We calculated an annual mean irradiance of 6.1 mW/m² for the year 2008 for the Ly-α line with an atmosphere structure based on the model F99-C. This value is shown to be in a good agreement with observations (Tagirov et al. 2017). Sunspots as well as faculae both contribute positively to variations of Ly-α, with the latter dominating because of the magnitude of their filling factors. The Ly-α intensity of the model F99-P calculated with NESSY is also consistent with an average value emitted by active regions. Nevertheless, by using the filling factors reported above, CHRONOS still would underestimate the variability of the Ly-α flux. The reason is that the filling factors are photospheric filling factors, whereas the Ly-α line forms in the transition zone typically above the height of 1000 km. As the magnetic pressure within active regions decreases with height less steeply than the atmospheric pressure of the quiet Sun, the magnetic areas expand horizontally and the area covered by active regions increases with height. Therefore, to calculate realistic variations resulting from the variable solar activity, it is necessary to account for the larger areas of the active regions for spectral lines that emerge from layers above the photosphere. Schöll (2011) estimated an average active area expansion factor of 2.4 by comparing Solar Ultraviolet Measurements of Emitted Radiation (SUMER) images with MDI images. He also analysed three-dimensional potential fields provided by McIntosh & Charbonneau (2001) and computed an area expansion factor as a function of height, which monotonically increases from 1 at the photosphere to 3.8 at a height of 1600 km. We derive an expansion factor of 3.0 to obtain agreement of the CHRONOS-reconstructed Ly-α flux with satellite observations. This empirically adjusted factor is consistent with the investigations of Schöll (2011).

3. Verification of total and spectral solar irradiance variability on decadal scale

The variations of solar irradiance due to the 11-year activity cycle are reproduced successfully by dedicated models based on active area filling factors based on full disk magnetograms and continuum images (Ermolli et al. 2013). However, for a long-term reconstruction, this high-quality modeling cannot be done because the necessary observations are not available for the pre-instrument era. Nevertheless, for many applications the 11-year variability is an important component and needs to be well-reproduced; despite the simplicity of our approach (Sect. 2), one of our goals has been to reproduce the solar cycle as realistically as possible. To verify the performance of CHRONOS on this timescale, we investigate
the total and spectral solar irradiance calculated for the satellite era (since 1978) and make comparisons with available observations and other model results. In Fig. 5 we compare the annual mean TSI calculated by CHRONOS based on the McCracken and Beer (2017, priv. comm.) solar modulation potential with the Physicalisch Meteorologisches Observatorium Davos (PMOD) composite\(^2\) that combines satellite observations into a continuous record (Fröhlich 2006), and with the Spectral and Total Irradiance Reconstruction (SATIRE) model\(^3\) (Yeo et al. 2014) and Naval Research Laboratory Spectral Irradiance (NRLSSI2) model\(^4\) (Coddington et al. 2016) as well as with the TSI data prepared within the framework of the CMIP-6 project\(^5\) (Matthes et al. 2017) and which is also based upon models.

The upper panel of Fig. 5 represents the absolute annual mean TSI values while the lower panel shows the absolute difference between all datasets and the PMOD composite. The TSI calculated with CHRONOS is in good agreement with the PMOD composite during the last two solar minimum periods, while the cycle 23 maximum in 2000–2002 is underestimated by 0.1–0.2 W m\(^{-2}\). The disagreement during the ascending and descending phases is generally smaller and does not exceed 0.2 W m\(^{-2}\). In the early part of the composite (1979–1993) CHRONOS overestimates the PMOD TSI-composite up to 0.3 W m\(^{-2}\). Comparison with the SATIRE and NRLSSI2 reconstruction models demonstrates that the CHRONOS deviation from the observations, despite its rather simplified treatment of the active regions, is similar to other models. The simplification of the active region treatment is reflected, however, in the behavior of the TSI deviation from the PMOD composite, which is less smooth than the other models. The absolute TSI levels of the other models are slightly higher (by up to 0.4 W m\(^{-2}\)) than the PMOD composite, but they reproduce the structure of the time dependence with better precision. This can be explained by the use of annual mean sunspot numbers in CHRONOS as the input for the solar irradiance calculations. Overall, we verify that the calculated TSI is in good agreement with models that are more sophisticated than CHRONOS and within 0.02% relative to the PMOD composite, which is of the order of the uncertainty of the PMOD TSI-composite.

A correct simulation of TSI, which is the main component of the Earth’s surface radiation balance, is necessary but not sufficient to characterize the solar irradiance forcing of the climate system. In the stratosphere the solar ultra violet (UV) irradiance variability plays a crucial role in modulating the ozone mixing ratio and temperature via perturbations of photolysis and heating rates. For climate models the most important spectral intervals are the band 250–360 nm, which controls stratospheric temperature (e.g., Sukhodolov et al. 2014), and the band 180–300 nm, which is responsible for stratospheric ozone balance (e.g., Ball et al. 2016). Therefore, a comparison of the SSI time evolution in two wavelength intervals (180–250 and 250–300 nm) is a good indicator of the model performance.

For the observational verification of the CHRONOS reconstruction we use data measured by the Solar Ultraviolet Spectral Irradiance Monitor (SUSIM; Rottman et al. 1993) and the SOLar STellar Irradiance Comparison Experiment (SOLSTICE; Snow et al. 2005) instruments onboard the Upper Atmosphere Research Satellite (UARS). Composites of observational data are compiled in the framework of the First European SOLar Irradiance Data Exploitation (SOLID) project (Schöll et al. 2016; Haberreiter et al. 2017), and reference spectral measurements during the Atmospheric and Solar Science (ATLAS) and Whole Heliospheric Interval (WHI) campaigns (Thuillier et al. 2004; Woods et al. 2009) have been taken from the Solid webpage\(^6\). Figure 6 illustrates the temporal evolution of SSI after 1975, integrated over these bands. The quality of SSI data can be characterized by the accuracy in its representation of the absolute values and in the reproduction of the variability during the solar activity cycles. Figure 6 shows substantial disagreement in the absolute level of up to 15% between the models and observations, which may lead to potential errors in the calculation of the thermal and chemical states in the terrestrial stratosphere. In particular, while solar irradiance in both wavelength bands from SATIRE, NRLSSI2, CMIP-6, and WHI data agree well in their absolute values, they are much lower compared to other observations. SSI calculated by the CHRONOS model in the 180–250 nm region lies between two different groups of data and is close to other models and the WHI value for the 250–300 nm spectral interval. The amplitude of the solar cycle is in good agreement for all models and observations. As in the TSI case, CHRONOS does not resolve the fine structure of the SSI temporal evolution. In particular, the observed decrease at solar maximum in 1990 is not well reproduced.

\(^2\) ftp://ftp.pmodwrc.ch/pub/data/irradiance/composite/
\(^3\) http://www2.mps.mpg.de/projects/sun-climate/data.html
\(^4\) version S for satellite era and version T for the period from 1610 to present day
\(^5\) https://www.ncei.noaa.gov/data/spectral-solar-irradiance/access/
\(^6\) http://projects.pmodwrc.ch/solid/index.php/10-news-archive/36-ssi-datasets
Figure 6 illustrates the absolute changes of SSI between 2002 (cycle 23 maximum) and 2008 (cycle minimum) for three wavelength intervals covering the range 120–1800 nm, which characterizes the irradiance variability during solar activity cycles. The variability at longer wavelengths is small and not shown here. The SSI variability simulated with the CHRONOS model is very close to SATIRE-S estimates in these spectral ranges. Both physics-based models are in remarkable agreement reproducing the well-known main features of SSI variability in the UV range (120–420 nm) such as enhanced variability from 270 to 400 nm compared to SATIRE-S. The reason for the lower variability in the NRLSSI2 reconstruction was explained by Yeo et al. (2015) and relates to not considering uncertainties in the applied regression model used to build the irradiance model. The SOLID composite disagrees with all models above 300 and 400 nm compared to SATIRE-S. The SOLID composite disagrees with all models above 250 nm since its quality is affected by the problems with SORCE data during the 2003-2008 period (Haberreiter et al. 2017). All four reconstructions have an overall agreement in respect to periods of lower solar activity during Maunder, Dalton, and Gleisberg minima as well as the period of high and persistent TSI from 1940 until 2002 (the modern grand maximum, see Solanki et al. 2004).

The TSI increase from Maunder minimum to 2008 in the CHRONOS models is much higher than for the NRLSSI2 and SATIRE results for all solar modulation potential versions because of the difference in treatment for the evolution of the quiet Sun irradiance. The amplitude of the CHRONOS reconstruction reaches almost 5 W m$^{-2}$, which is lower than the 6 W m$^{-2}$ suggested by SSR11 as a mean estimate. The change of the TSI variability amplitude in respect to the version of SSR11 is explained by the use of the slightly warmer atmospheric structure model B as described in Sect. 2.1, in combination with the use of new solar modulation potentials. Figure 8b illustrates the comparison between the different CHRONOS versions and other reconstructions. Keeping the solar modulation potential as used by SSR11 illustrates the change from model A to model B (orange line), which reduces the long-term variability amplitude.
of the twentieth century all reconstructions yield a similar pace of TSI increase. After 1950, the TSI from PHI-MC17 remains high and starts to decrease after 1980, while TSI from PHI-US16 stays almost constant after 1940 and TSI from PHI-MU16 keeps rising until 2000. The TSI difference between the Maunder minimum value to the solar cycle minimum in 2009 varies from 3.8 to 6.2 W m$^{-2}$ and this interval can be taken as an uncertainty range. The comparison of all CHRONOS data with SATIRE and NRLSSI2 demonstrates that the choice of the particular solar modulation potential dataset plays a secondary role compared to the effect of the choice of the minimum state of the Sun for the long-term evolution of the quiet Sun irradiance.

Similar comments to those above applied to the SSI reconstruction. Figure 9 shows that in the spectral interval 180–250 nm the CHRONOS model yields an increase of ~9% from Maunder minimum to the solar cycle minimum in 2009, while the increase suggested by SATIRE and NRLSSI2 models does not exceed 1%. For the spectral interval 250–300 nm the variability is the same as for the 180–250 nm interval but with half the magnitude of the variations (not shown).

Figure 10 illustrates the TSI variability on millennial timescales calculated with the CHRONOS model using all three above-mentioned solar modulation potential time series. The CE period is covered by the PHI-MC17 and PHI-US16 datasets. The two reconstructed TSI time series exhibit large (up to 6.1 W m$^{-2}$) variability and mostly agree within the uncertainty range, however PHI-MC17 gives a lower TSI value before 4.2 kYear BCE and higher values after 3 kYear BCE. This may be related to the different archeo- and paleomagnetic models used in these reconstructions of the solar modulation potential. We note that the largest local TSI spikes and dips, corresponding to grand solar maxima and minima, is also seen. However, the agreement is not good for two periods around 5.2 kYear BCE and 3.5–0.9 kYear BCE when PHI-US16 gives higher and lower TSI values.

The CE period is covered by all three solar modulation potential datasets. According to all three reconstructions, TSI reaches its minimum value around 1450 (Spörer minimum), while the maximum value (up to 6.5 W m$^{-2}$) appears between 200 and 600 CE. After that, all datasets show a gradual decrease in the mean TSI level until 1600 CE. We again note that the largest local TSI spikes also agree well. Some minor discrepancies between the TSI series are related to the difference in the modulation potential series used here.

The temporal evolution of SSI is similar to that of TSI because they both are modeled using the secular variability of the solar modulation potential, but the magnitude of the relative

![Fig. 8. Panel a: temporal evolution of the total solar irradiance (TSI, W m$^{-2}$) calculated with CHRONOS using solar modulation potentials from SSR11 (orange line), PHI-MC17 (red line), PHI-US16 (light blue line), and PHI-MU16 (violet line) in comparison with the SATIRE-T (green line) and NRLSSI2 (blue line) model outputs. Panel b: deviation of TSI (W m$^{-2}$) from the minimal line for the same models. The shading around blue and violet lines represents the uncertainty range in the solar modulation potential reconstructions.](image)

![Fig. 9. Relative deviation (in %) of SSI integrated over the 180–250 nm spectral interval from its minimum value as calculated with CHRONOS using PHI-MC17 solar modulation potential (red line) in comparison with those by SATIRE-T (green line) and NRLSSI2 (blue line) models.](image)
changes maximizes in the short wavelength, reaching more than 50\% in the Lyman-\textalpha{} line and decreases with wavelength to less than 1\% in the infrared part (not shown).

5. Conclusions

In this paper we present a new reconstruction of TSI and SSI covering the period from 6000 BCE to 2015 CE using the Code for the High Resolution On recoNstructiOn of Solar spectral irradiance (CHRONOS). The model retrieves the filling factors for bright and dark features on the solar disk, using sunspot number, and combines the irradiance output of the spectral synthesis code NESSY, which calculates the spectral solar irradiance for a set of given solar atmosphere models to produce a time-varying reconstruction of solar irradiance. The new reconstruction, compared to SSR11, shows improved solar irradiance variability on decadal timescales, which facilitates a better agreement with direct observations during the satellite era. We demonstrate that the performance of CHRONOS during the satellite period is comparable on the annual timescale to other solar irradiance reconstructions over the recent observed period that use a more sophisticated treatment of the solar active regions. Using the updated model, and new proxy data for the solar modulation potential, we suggest a multi-centennial solar forcing whose magnitude is 25–40\% smaller than that proposed by SSR11, but still significantly higher than the results of the other groups. This change in the magnitude of the irradiance variation with respect to SSR11 is a result of applying a new solar structure model for the minimum state of the quiet Sun and revised solar modulation potential data. In agreement with the assessment of Judge et al. (2012), the substitution of F99 model A used in SSR11 for model B reduces the amplitude of the solar forcing from SSR11 by about a factor of two. This correction is partly compensated for by the use of three independently reconstructed solar modulation potential datasets, which enhance the TSI increase from the Maunder minimum to the solar cycle minimum in 2009 to 3.8–6.2 W m\textsuperscript{−2}, depending on the applied solar modulation potential time series. The SSI increase during the same period strongly depends on the wavelength and reaches 9\% for SSI integrated over 180–250 nm. The CHRONOS reconstruction substantially exceeds the magnitudes of the TSI and SSI increase reconstructed by SATIRE and NRLSS12 models on centennial timescales (0.2–0.6 W m\textsuperscript{−2} and 1\%). Observational proof of which reconstruction might be more realistic will eventually come from future observations as the Sun’s irradiance evolves. If the underlying physical relationships of the CRONOS model are correct, the solar radiance will decrease proportionally to the solar modulation potential as described in Sect 2.1. As it is anticipated that in the next minimum there will be a decrease of the 22-year mean level of the solar modulation potential compared to the previous minimum, there may be an opportunity to measure and test the difference.

On multi-millennial timescales, the TSI time series reconstructed using different solar modulation potential datasets are generally in a good agreement except for some limited periods (e.g., 3200–0 BCE). They unanimously point to the lowest TSI value occurring around 1450 CE, and the highest TSI (exceeding 6.0 W m\textsuperscript{−2}) appears between 200 and 500 CE. Overall, the magnitude of the TSI and SSI variability on the millennial timescale is similar or slightly higher than during past 400 years of the CE.

The uncertainty of our TSI and SSI reconstructions is substantial. The use of different solar modulation potential datasets yields an uncertainty of almost a factor of two as illustrated in Fig. 8. In addition, a similar magnitude of the uncertainty can be attributed to the choice of the solar atmosphere model PW-B to represent the minimal activity state of the Sun. The range defined by the three reconstruction versions can be seen as representing the uncertainty estimate. The PHI-US16 yields the smallest forcing since the Maunder minimum of about 4 W m\textsuperscript{−2} (see Fig. 8b) and if we account for the uncertainty of the minimum model, this could reduce to 3 W m\textsuperscript{−2}. The reconstruction based on PHI-MU16 yields the largest TSI increase of 6 W m\textsuperscript{−2}, which could be as large as 7 W m\textsuperscript{−2} if a solar atmosphere model that gives a value at the lower end of the brightness distribution was selected, as shown in Fig. 1 for the solar minimum state.

The reconstructed SSI data sets, corresponding to the three solar modulation potentials that have been used as input to the CHRONOS are available from the corresponding author by request.
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