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Abstract
We prove a quantitative theorem for Diophantine approximation by rational points on spheres. Our results are valid for arbitrary unimodular lattices and we further prove ‘spiraling’ results for the direction of approximates. These results are quantitative generalizations of the Khintchine-type theorem on spheres proved in Kleinbock and Merrill (Israel J Math 209:293–322, 2015).
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1 Introduction
In this paper we prove quantitative results in intrinsic Diophantine approximation on spheres. Intrinsic Diophantine approximation refers to a family of problems where one considers an algebraic variety $X$ with a dense set of rational points, and studies metric Diophantine approximation on $X$ with the aim of establishing analogues of the classical results in the theory. This subject has some vintage, having been considered by Lang [19], and has seen considerable activity recently. We refer the reader to [10, 11, 13] and [12] for results on metric Diophantine approximation on homogeneous varieties of semisimple groups, to [5, 14–16, 21, 24, 26] for results on spheres, and to [8, 9, 22] for results on quadratic surfaces. Intrinsic Diophantine approximation on spheres has received particular attention, both for its own sake and for connections to quantum gates as pointed out by Sarnak [23] and to computer science [6].
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Despite recent progress, there remain many open questions. In particular, quantitative Diophantine approximation on varieties poses a significant challenge.

Throughout this paper, all norms will represent Euclidean norms, rational points on the unit sphere $S^n \subseteq \mathbb{R}^{n+1}$ centered at the origin will be represented as $\frac{p}{q}$, where $q \in \mathbb{Z}_+$ and $p \in \mathbb{Z}^{n+1}$ such that $\|p\| = q$ and $(p, q) \in \mathbb{Z}^{n+2}$ is primitive. We will denote by $\mathbb{Z}_{pr}^{n+2}$ the set of primitive vectors in $\mathbb{Z}^{n+2}$. Finally, elements of Euclidean spaces will always be thought of as column vectors even though we will write them as row vectors. With these notational niceties taken care of, we can now recall a result of Kleinbock and Merrill.

**Theorem 1.1** ([15], Theorem 1.1) There exists a constant $c_n > 0$ such that for all $\alpha \in S^n$ there exist infinitely many rationals $\frac{p}{q} \in S^n$ such that

$$\left\| \alpha - \frac{p}{q} \right\| < \frac{c_n}{q}.$$ 

This result can be viewed as an analogue for spheres, of Dirichlet’s classical theorem in Diophantine approximation. We will prove a quantitative version of this result, in the sense that we give an asymptotic count (as $T \to \infty$) for the number of solutions to the above inequality with $q$ restricted between 1 and $\cosh T$. For $\alpha \in S^n$ and $T, c > 0$ set $N_{T,c}(\alpha)$ to be the number of solutions $(p, q) \in \mathbb{Z}_{pr}^{n+2}$ with $\frac{p}{q} \in S^n$ to

$$\left\| \alpha - \frac{p}{q} \right\| < \frac{c}{q},$$

$$1 \leq q < \cosh T.$$

We prove that

**Theorem 1.2** There exists a computable constant $\eta(c) > 0$ (Sect. 3.2), depending only on $c$, such that for a.e. $\alpha \in S^n$,

$$\frac{N_{T,c}(\alpha)}{T} \to \eta(c) \text{ as } T \to \infty.$$ 

Our result can be viewed as an analogue for spheres, of W. M. Schmidt’s [25] classical counting result for Diophantine approximation in $\mathbb{R}^n$, although of course the latter holds for more general approximating functions and has an error term. We also prove a spiraling result (Theorem 2.8) about the direction of approximates $\alpha - \frac{p}{q}$. Such results about the distribution of approximates were considered first in [2, 3] and also in [17], for the case of Diophantine approximation in $\mathbb{R}^n$. Finally, following [1], we also prove results for Diophantine approximation when $(p, q)$ are elements of a ‘general lattice’, not just of the integral lattice.

The only counting results regarding intrinsic Diophantine approximation on varieties that we are aware of are in [12]. In this paper, counting with error terms and discrepancy results are proved for intrinsic Diophantine approximation on semisimple group varieties using effective ergodic theorems for semisimple groups and quantitative duality principles. However, even for the case in common, that of $S^3$, the results in
the present paper are different from those in [12]—we count solutions for the ‘critical’ or ‘Dirichlet’ exponent in Diophantine approximation which is not the case in [12]; however, in the range of exponents considered in [12] stronger results are proved, including error terms as well as approximation using rational points with restricted denominators. As far as we know, our counting results for the Dirichlet exponent in intrinsic Diophantine approximation constitute the first such results for any variety.

Finally, our methods are completely different from [12]. We use the geometry of spheres, a dynamical reformulation of the counting problem (inspired by [15]), Siegel’s mean value formula and Birkhoff’s ergodic theorem to prove our result. The use of Birkhoff’s ergodic theorem can be traced to [4] where it was used to give a new proof of (a special case of) W. M. Schmidt’s theorem in classical Diophantine approximation for the Dirichlet exponent. This idea was further developed in [1] and extended to number fields as well as to arbitrary unimodular lattices.

2 Main results

We follow [15], where they explain a correspondence between intrinsic Diophantine approximation on $S^n$ and dynamics on certain homogeneous spaces.

Let $Q : \mathbb{R}^{n+2} \to \mathbb{R}$ be the quadratic form given by

$$Q(x) := \sum_{i=1}^{n+1} x_i^2 - x_{n+2}^2, \text{ where } x = (x_1, \ldots, x_{n+2}).$$

(2.1)

Then we can embed $S^n$ into the positive light-cone

$$\mathcal{L} := \{ x \in \mathbb{R}^{n+2} : Q(x) = 0, x_{n+2} \geq 0 \}$$

of $Q$ via $\alpha \mapsto (\alpha, 1)$. We will refer to this image also as $S^n$. Under this embedding primitive points $(p, q) \in \Lambda_0 := \mathcal{L} \cap \mathbb{Z}_{pr}^{n+2}$ and rational points $p q \in S^n$ have a one-to-one correspondence, more specifically the line joining $(p, q)$ and $0$ intersects $S^n$ at $p q$. As [15] notes in Lemma 2.4, ‘good approximates’ $p q$ to $\alpha \in S^n$ correspond to points $(p, q) \in \Lambda_0$ which are close to the line through $(\alpha, 1)$.

**Remark 2.1** For $x \in \mathcal{L}$, $x_{n+2} \geq |x_i| \forall i = 1, \ldots, n + 1$.

Let $G := \text{SO}(Q)^\circ \cong \text{SO}(n+1, 1)^\circ$, i.e., $G$ is the connected component of identity of the group $\text{SO}(Q)$. By a lattice in $\mathcal{L}$ we will mean a set of the form $g \Lambda_0$, where $g \in G$. If $\Gamma$ denotes the stabilizer of $\Lambda_0$ in $G$, then $\Gamma$ is a lattice in $G$ containing $G_Z := \text{SO}(Q)_Z^\circ$, the lattice of integer points of $G$, as a finite index subgroup. The space of lattices in $\mathcal{L}$ can then be identified with the homogeneous space $X := G / \Gamma$. Let $\mu$ be the left-invariant Haar measure on $G$ such that the induced unique left $G$-invariant measure on $X$, which we also denote by $\mu$, satisfies $\mu(X) = 1$. 

Birkhäuser
Let \( \{u_i\}_{i=1}^{n+2} \) denote the standard Euclidean basis of \( \mathbb{R}^{n+2} \), and \( e_1 := u_{n+1} + u_{n+2} \). Let \( K \) denote the subgroup of \( G \) that preserves \( u_{n+2} \), i.e.,

\[
K = \left( \begin{array}{c}
\text{SO}(n+1) \\
1
\end{array} \right) \cong \text{SO}(n+1).
\]

Then \( K \) naturally acts on \( \mathbb{R}^{n+1} \). We endow \( K \) with a unique left \( K \)-invariant probability Haar measure \( \sigma \).

Note that \( S^n \) can be realized as a quotient of \( K \), i.e., \( S^n \cong K/M \), where

\[
M := \left( \begin{array}{c}
\text{SO}(n) \\
I_2
\end{array} \right) = \{ k \in K : ku_{n+1} = u_{n+1} \}.
\]

Denote by \( dm \) the probability Haar measure on \( M \). This naturally endows \( S^n \) with a unique left \( K \)-invariant probability measure \( \tilde{d}k \), and we note that there is a natural correspondence between full measure subsets of \( K \) and full measure subsets of \( S^n \), under the projection \( K \rightarrow K/M \cong S^n \).

Let

\[
g_t := \begin{pmatrix}
I_u \\
\cosh t & -\sinh t \\
-\sinh t & \cosh t
\end{pmatrix} \in G,
\]

and let

\[
A := \{ g_t : t \in \mathbb{R} \}.
\]

We endow \( A \) with the natural measure \( dt \).

Setting \( N \) to be the contracting horospherical subgroup associated to \( \{g_t\} \), we have an Iwasawa decomposition of \( G \), i.e., \( G = NA \). Here

\[
N = \begin{cases}
\{ u_y = \begin{pmatrix}
I_u \\
y' \\
1 - \frac{1}{2} \|y\|^2 \\
\frac{1}{2} \|y\|^2 \\
1 + \frac{1}{2} \|y\|^2
\end{pmatrix} : y = \begin{pmatrix}
y_1 \\
\vdots \\
y_n
\end{pmatrix} \in \mathbb{R}^n \},
\end{cases}
\]

which is endowed with the natural measure \( dy \).

It can be checked that under the coordinates \( g = u_y g_t k \) coming from the Iwasawa decomposition, \( e^{-nt} \) \( dy \) \( dt \) \( d\sigma(k) \) is a left-invariant Haar measure on \( G \), so by setting

\[
\nu_T := \int_{G/T} e^{-nt} \, dy \, dt \, d\sigma(k)
\]
we see that
\[
d\mu(g) = \frac{1}{\nu T} e^{-nt} \, dy \, dt \, d\sigma(k).
\]

Note that \(G\) acts on \(\mathcal{L}\) by left-multiplication and the stabilizer of \(e_1\) is \(Q := NM\), which is unimodular with a Haar measure \(dq := dy \, dm\). So this induces a unique left \(G\)-invariant measure \(\lambda\) on \(\mathcal{L}\). Note that changing \(dy \, dm\) by a constant multiple changes \(\lambda\) by a constant multiple. Identifying \(\mathcal{L} = G / Q\) with \(K / M \times A\) we see that \(\tilde{\lambda} = e^{-nt} \, dt \, \tilde{d}k\) is one such left \(G\)-invariant measure on \(\mathcal{L}\).

For \(f \in L^1(\mathcal{L}, \lambda)\), define \(\hat{f}\) (called the Siegel transform of \(f\)) on \(X\) by
\[
\hat{f}(\Lambda) := \sum_{v \in \Lambda \setminus \{0\}} f(v).
\]

Then the Siegel integral formula (Theorem 4.1) states that if \(\lambda\) is suitably normalized then for any such \(f\) we have
\[
\int_X \hat{f} \, d\mu = \int_{\mathcal{L}} f \, d\lambda.
\]

We call a function \(f\) on \(\mathcal{L}\), Riemann integrable if \(f\) is bounded with compact support and is continuous except on a set of \(\lambda\)-measure zero.

Throughout the rest of the paper for \(k \in K\) denote \(k \Lambda_0\) by \(\Lambda_k\), also for fixed \(\Delta \in X\) denote \(k \Delta\) by \(\Delta_k\).

2.1 Diophantine approximation and Schmidt’s theorem on \(S^n\)

We will derive Diophantine properties of points on \(S^n\) from the dynamics of \(\{g_t\}\)-action on \(X\). Let \(T, c > 0\). For \(\alpha \in S^n\) we are interested in \(N_{T,c}(\alpha)\) and \(N_{T,c}(\alpha; \Delta)\), the number of solutions \((p, q) \in \Lambda_0\) and \((p, q) \in \Delta\) respectively, to
\[
\left\| \alpha - \frac{p}{q} \right\| < \frac{c}{q}, \quad 1 \leq q < \cosh T. \tag{2.3}
\]

Define for \(T > 0\)
\[
E_{T,c} := \{ x \in \mathcal{L} : 2x_{n+2}(x_{n+2} - x_{n+1}) < c^2, 1 \leq x_{n+2} < \cosh T\},
\]
\[
E_{T,c}(\Lambda) := E_{T,c} \cap \Lambda \text{ for all } \Lambda \in X.
\]

**Lemma 2.2** \((p, q) \in \Delta\) is a solution to (2.3) if and only if \(k(p, q) \in E_{T,c} \forall k \in K\) with \(k(\alpha, 1) = e_1\).
Proof Let \( k(\alpha, 1) = e_1 \) and denote \( k(p, q) \) by \( x \in \mathcal{L} \). Note that \( x_{n+2} = q \). Now,

\[
\left\| \alpha - \frac{p}{q} \right\| < \frac{c}{q} \iff \left\| qa - p \right\| < c \\
\iff \left\| q(\alpha, 1) - (p, q) \right\| < c \\
\iff \left\| qk(\alpha, 1) - k(p, q) \right\| < c \text{ (applying } k \in K \text{ doesn’t change the norm)} \\
\iff \left\| qk(\alpha, 1) - k(p, q) \right\| < c \\
\iff 2x_{n+2}(x_{n+2} - x_{n+1}) < c^2 \text{ (using the fact that } x \in \mathcal{L}).
\]

Therefore \( x \in E_{T, c} \).

\[
\| \alpha - p \| < \frac{c}{q} \iff \| qa - p \| < c \\
\iff \| q(\alpha, 1) - (p, q) \| < c \\
\iff \| qk(\alpha, 1) - k(p, q) \| < c \text{ (applying } k \in K \text{ doesn’t change the norm)} \\
\iff \| qk(\alpha, 1) - k(p, q) \| < c \\
\iff 2x_{n+2}(x_{n+2} - x_{n+1}) < c^2 \text{ (using the fact that } x \in \mathcal{L}).
\]

\[
\therefore x \in E_{T, c}.
\]

Remark 2.3 (i) \( k(\alpha, 1) = e_1 \) is equivalent to saying \( k(\alpha) = u_{n+1} \).

(ii) \( N_{T, c}(\alpha) = \#(E_{T, c}(\Delta_k)) \) and \( N_{T, c}(\alpha; \Delta) = \#(E_{T, c}(\Delta_k)) \), where \( k(\alpha, 1) = e_1 \).

Define for \( T > 0 \)

\[
F_{T, c} := \{ x \in \mathcal{L} : x_{n+2}^2 - x_{n+1}^2 < c^2, 1 \leq x_{n+2} + x_{n+1} < e^T \}, \\
F_{T, c}(\Lambda) := F_{T, c} \cap \Lambda \text{ for all } \Lambda \in X.
\]

In a later section we will sandwich \( E_{T, c} \) between sets of the form \( F_{T, c} \), more explicitly we will show that for all sufficiently large \( \ell \in \mathbb{Z}^+ \), \( \exists c \downarrow c \), compact sets \( C_0, C_\ell \subseteq \mathcal{L} \) and a constant \( r_0 \) only depending on \( c \) such that for all \( T > r_0 \)

\[
F_{T-r_0, c_\ell} \setminus C_\ell \subseteq E_{T, c} \setminus C_0 \subseteq F_{T+r_0, c}. 
\]

Theorem 2.4 (Special case of Schmidt’s theorem for \( \mathbb{S}^n \)) For a.e. \( \alpha \in \mathbb{S}^n \)

\[
N_{T, c}(\alpha; \Delta) \sim |E_{T, c}| \text{ as } T \to \infty.
\]

In particular for a.e. \( \alpha \in \mathbb{S}^n \)

\[
N_{T, c}(\alpha) \sim |E_{T, c}| \text{ as } T \to \infty.
\]

Here and throughout the rest of the paper \( |\cdot| \) will denote the measure of a measurable subset of \( \mathcal{L} \) with respect to \( \lambda \) and \( f(T) \sim g(T) \text{ as } T \to \infty \) will mean that \( \frac{f(T)}{g(T)} \to 1 \) as \( T \to \infty \). The above result, in view of the volume computations in Sect. 3, proves Theorem 1.2. Theorem 2.4 can be derived immediately from the following.

Theorem 2.5 For a.e. \( k \in K \)

\[
\#(F_{T, c}(\Delta_k)) \sim |F_{T, c}|, \\
\#(E_{T, c}(\Delta_k)) \sim |E_{T, c}|.
\]

Theorems 2.4 and 2.5 will be deduced from the following results concerning uni-modular lattices in \( X \).
Theorem 2.6 For $\mu$-a.e. $\Lambda \in X$

$$\#(F_{T,c}(\Lambda)) \sim |F_{T,c}| \text{ as } T \to \infty.$$  \hfill (2.4)

Corollary 2.7 For any $\Lambda \in X$ satisfying (2.4) we have

$$\#(E_{T,c}(\Lambda)) \sim |E_{T,c}| \text{ as } T \to \infty.$$  

2.2 Spiraling of approximations and spherical averages.

We want to define ‘direction’ of the approximate $\alpha - \frac{p}{q}$ in (2.3). Let $S^n_*$ denote the doubly punctured sphere, i.e.,

$$S^n_* := S^n \setminus \{\pm u_{n+1}\}.$$  

Define a function $\pi : S^n_* \to S^{n-1} \subseteq \mathbb{R}^n \cong T_{u_{n+1}}(S^n) \subseteq \mathbb{R}^{n+1}$ as follows. For $x = (x_1, \ldots, x_n)$ in $S^n_*$ project $x$ onto the tangent space of $S^n$ at $u_{n+1}$, denoted by $T_{u_{n+1}}(S^n)$, to get $(x_1, \ldots, x_n, 0)$, which is non-zero. We project this point onto $S^{n-1} \subseteq T_{u_{n+1}}(S^n)$ to define $\pi(x)$, i.e.,

$$\pi(x) := \frac{(x_1, \ldots, x_n)}{\|x_1, \ldots, x_n\|}.$$  \hfill (2.5)

$\pi(x)$ denotes the direction of $x \in S^n_*$ away from $u_{n+1}$. Inspired by (2.5) we define $\pi$ on $L_* := L \setminus \{x \in L : |x_{n+1}| = x_{n+2}\}$ as

$$\pi(x) := \frac{(x_1, \ldots, x_n)}{\|x_1, \ldots, x_n\|}.$$  \hfill (2.6)

Note that $\pi$ is defined a.e. on $L_*$.

For a.e. $\alpha \in S^n$, for any $(p, q) \in \Delta$, $\|u_{n+1} - \frac{k(p)}{q}\| = \|\alpha - \frac{p}{q}\| \neq 0$, $\forall k \in K$ with $k(\alpha) = u_{n+1}$; hence for $(p, q)$ satisfying (2.3) with $q > c/2$ we have $\frac{k(p)}{q} \in S^n_*$ and $k(p, q) \in L_*$ irrespective of which $k$ satisfying $k(\alpha) = u_{n+1}$ we pick. Hence $\pi\left(\frac{k(p)}{q}\right) = \pi(k(p, q))$ is well-defined. For $\frac{p}{q} \neq \alpha$ the ‘direction’ of $\frac{p}{q}$ away from $\alpha$ corresponds to the ‘direction’ of $\frac{k(p)}{q}$ away from $u_{n+1}$.

For fixed $k \in K$ with $k(\alpha) = u_{n+1}$ and $A \subseteq S^{n-1}$ with boundary measure zero, let $N_{T,c,A}(\alpha, k)$ and $N_{T,c,A}(\alpha, k; \Delta)$ denote the number of solutions $(p, q) \in A_0$ and $(p, q) \in \Delta$ respectively to

$$\|\alpha - \frac{p}{q}\| < \frac{c}{q},$$  \hfill (2.7)

$$1 \leq q < \cosh T,$$

$$\pi(k(p, q)) \in A.$$
Define
\[
E_{T,c,A} := \{x \in E_{T,c} : \pi(x) \in A\},
\]
\[
E_{T,c,A}(\Lambda) := E_{T,c,A} \cap \Lambda,
\]
\[
F_{T,c,A} := \{x \in F_{T,c} : \pi(x) \in A\},
\]
\[
F_{T,c,A}(\Lambda) := F_{T,c,A} \cap \Lambda.
\]
Then
\[
N_{T,c,A}(\alpha, k) = \#(E_{T,c,A}(\Lambda_k)),
\]
\[
N_{T,c,A}(\alpha, k; \Delta) = \#(E_{T,c,A}(\Delta_k)),
\]

**Theorem 2.8** (Spiraling for \(S^n\)) Let \(A \subseteq S^{n-1}\) be a measurable set with boundary measure zero, then for a.e. \(\alpha \in S^n\) there exists \(k \in K\) with \(k(\alpha) = u_{n+1}\) such that
\[
N_{T,c,A}(\alpha, k; \Delta) = \#(E_{T,c,A}(\Delta_k)) \sim |E_{T,c,A}| \text{ as } T \to \infty.
\]
In particular, for a.e. \(\alpha \in S^n\) there exists \(k \in K\) with \(k(\alpha) = u_{n+1}\) such that
\[
N_{T,c,A}(\alpha, k) = \#(E_{T,c,A}(\Lambda_k)) \sim |E_{T,c,A}| \text{ as } T \to \infty.
\]

We prove spiraling for \(S^n\) with the help of the following theorem:

**Theorem 2.9** Let \(A \subseteq S^{n-1}\) be a measurable set with boundary measure zero, then for a.e. \(k \in K\)
\[
\#(F_{T,c,A}(\Delta_k)) \sim |F_{T,c,A}| \text{ as } T \to \infty,
\]
\[
\#(E_{T,c,A}(\Delta_k)) \sim |E_{T,c,A}| \text{ as } T \to \infty.
\]

### 3 Sandwiching \(E_{T,c,A}\) and volume of \(F_{T,c,A}\) and \(E_{T,c,A}\)

#### 3.1 Sandwiching \(E_{T,c,A}\)

Let \(C_0 = \{x \in \mathcal{L} : x_{n+2} \leq c^2 + 1\}\) and \(x \in E_{T,c,A} \setminus C_0\). Then
\[
2x_{n+2}(x_{n+2} - x_{n+1}) < c^2 \text{ and } 1 \leq x_{n+2} \implies x_{n+2} - x_{n+1} \leq c^2,
\]
hence
\[
x_{n+2} + x_{n+1} \geq 2x_{n+2} - c^2 \geq 1.
\]
Also
\[
x_{n+1} \leq x_{n+2} \implies x_{n+2} + x_{n+1} \leq 2x_{n+2} < 2 \cosh T < e^{T+r_0} \text{ for some constant } r_0.
\]
Finally

\[ x_{n+1} \leq x_{n+2} \implies x_{n+2}^2 - x_{n+1}^2 = (x_{n+2} + x_{n+1})(x_{n+2} - x_{n+1}) \leq 2x_{n+2}(x_{n+2} - x_{n+1}) < c^2. \]

Therefore

\[ E_{T,c,A} \setminus C_0 \subseteq F_{T+r_0,c,A}. \]

For integers \( \ell > c^2 + 1 \), let \( c_\ell := c \cdot \left(1 - \frac{c^2}{2\ell}\right)^{1/2} \) and \( C_\ell := \{x \in \mathcal{L} : x_{n+2} \leq \ell\} \).

Clearly \( c_\ell \uparrow c \) as \( \ell \to \infty \). Let \( T \geq r_0 \) and \( x \in F_{T-r_0,c_\ell,A} \setminus C_\ell \). Then

\[ x_{n+2}^2 - x_{n+1}^2 < c_\ell^2 \text{ and } 1 \leq x_{n+2} + x_{n+1} \implies x_{n+2} - x_{n+1} < c^2, \]

hence

\[ 2x_{n+2} < x_{n+2} + x_{n+1} + c^2 < e^{T-r_0} + c^2 \leq 2 \cosh(T - r_0) + c^2 \leq 2 \cosh T \]

(\( r_0 \) could be chosen to satisfy both these inequalities). From \( x_{n+2} - x_{n+1} < c^2 \) we again get that

\[ x_{n+2} + x_{n+1} \geq 2x_{n+2} - c^2 \geq 2x_{n+2} \left(1 - \frac{c^2}{2\ell}\right), \]

hence

\[ 2x_{n+2}(x_{n+2} - x_{n+1}) \leq \left(1 - \frac{c^2}{2\ell}\right)^{-1} (x_{n+2}^2 - x_{n+1}^2) < c_\ell^2 \cdot \left(1 - \frac{c^2}{2\ell}\right)^{-1} = c^2. \]

Therefore for all sufficiently large integers \( \ell \)

\[ F_{T-r_0,c_\ell,A} \setminus C_\ell \subseteq E_{T,c,A} \setminus C_0 \subseteq F_{T+r_0,c,A}. \tag{3.1} \]

### 3.2 The volume of \( F_{T,c,A} \)

We prove that \(|F_{T,c,A}|\) is proportional to \( T \). It suffices to show that

\[ r \cdot |F_{T,c,A}| = T \cdot |F_{r,c,A}|. \tag{3.2} \]

For \( T, r > 0 \) such that \( T/r = \ell \in \mathbb{Z}_+ \), we have

\[ F_{T,c,A} = \bigcup_{j=0}^{\ell-1} g_{-rj}(F_{r,c,A}). \]
and hence (3.2) follows for \( T/r \in \mathbb{Z}_+ \), since \( \{g_t\} \) preserves \( \lambda \). From this one deduces (3.2) for \( T/r \in \mathbb{Q} \). Finally for arbitrary \( T, r > 0 \) let \( T_1, T_2 > 0 \) be such that \( T_1 < T < T_2 \) and \( T_1/r, T_2/r \in \mathbb{Q} \). Then

\[
F_{T_1, c, A} \subseteq F_{T, c, A} \subseteq F_{T_2, c, A}
\]

\[
\implies T_1 \cdot |F_{r, c, A}| \leq r \cdot |F_{T, c, A}| \leq T_2 \cdot |F_{r, c, A}|.
\]

Hence we get (3.2) for all \( T, r > 0 \) by taking limits.

Note that \( |F_{T, c, A}| = |F_{T, c}| \cdot \text{vol}(A) \), where \( \text{vol} \) denotes the normalized probability measure on \( S^{n-1} \), and \( \eta(c) = |F_{1, c}| \) in Theorem 1.2.

**3.3 The volume of \( E_{T, c, A} \)**

We want to prove that

\[
|E_{T, c, A}| \sim |F_{T, c, A}| \text{ as } T \to \infty.
\]

(3.3)

From (3.1) and (3.2) it follows that

\[
\limsup_{T \to \infty} \frac{|E_{T, c, A}|}{T} \leq \limsup_{T \to \infty} \frac{|F_{T, c, A}|}{T} = |F_{1, c, A}|.
\]

(3.4)

Also from (3.1) and (3.2) it follows that for all integers \( \ell \) sufficiently large

\[
\liminf_{T \to \infty} \frac{|E_{T, c, A}|}{T} \geq \liminf_{T \to \infty} \frac{|F_{T-\ell, c, A}|}{T} = |F_{1, \ell, A}|.
\]

(3.5)

Since \( c \mapsto |F_{1, c, A}| \) is a continuous function and \( c_\ell \uparrow c \) as \( \ell \to \infty \), (3.5) implies that

\[
\liminf_{T \to \infty} \frac{|E_{T, c, A}|}{T} \geq |F_{1, c, A}|.
\]

(3.6)

From (3.2), (3.4) and (3.6), (3.3) follows.

All results in this section are true for whole of \( E_{T, c} \) and \( F_{T, c} \) as well. Although

\[
E_{T, c, S^{n-1}} \subsetneq E_{T, c} \quad \text{and} \quad F_{T, c, S^{n-1}} \subsetneq F_{T, c},
\]

these sets are equal modulo measure zero sets.

**4 Proof of Theorem 2.6 and Corollary 2.7**

We will need an analogue of Siegel’s mean value theorem for the positive light-cone \( \mathcal{L} \), this is a theorem about the average number of lattice points in a given subset of \( \mathcal{L} \).
**Theorem 4.1** (Siegel’s integral formula for the light-cone) The measure $\lambda$ can be suitably normalized so that, $\forall f \in L^1(\mathcal{L}', \lambda)$

$$\int_X \hat{f} \, d\mu = \int_{\mathcal{L}'} f \, d\lambda.$$  

Note that the Theorem above, as a consequence, says that $\hat{f} \in L^1(X, \mu)$. The Theorem above is due to Shucheng Yu and can be assembled from his thesis [27]. In order to keep this paper self-contained, we provide a proof below by gathering all the necessary facts from [27].

**Preliminaries for the above proof**

An important ingredient of the proof is to realize $\hat{f}$ as the sum of incomplete Eisenstein series for certain dilations of the function $f$. Each of these incomplete Eisenstein series is associated to a cusp of $G_Z$. We say that two parabolic subgroups of $G$ are $G_Z$-equivalent if they are conjugate under $G_Z$. A cusp of $G_Z$ is a $G_Z$-equivalent class of parabolic subgroups of $G$ whose unipotent radicals intersect $G_Z$ nontrivially. There are finitely many such parabolic subgroups, i.e., cusps, and we denote them by $P_1, \ldots, P_h$. For example, $P = N A M$ is the unique parabolic subgroup containing $N$ as its unipotent radical associated to the Iwasawa decomposition of $G$ discussed in Sect. 2. This decomposition $P = N A M$ is a Langlands decomposition of $P$.

Note that $G$ naturally acts on the space of parabolic subgroups by conjugation: $g \in G$ sends a parabolic subgroup $P'$ to $g P' g^{-1}$. Under this action $P$ is its own stabilizer, so the space of parabolic subgroups can be identified with the homogeneous space $G/P$. Moreover, $G/P$ can further be identified with $K/M$. Thus we can take $\{ \xi_1, \ldots, \xi_h \} \subseteq K$ such that $\xi_j P_j \xi_j^{-1} = P$ for all $1 \leq j \leq h$. Each $P_j$ thus has a Langlands decomposition $P_j = N_j A_j M_j$, where $N_j = \xi_j^{-1} N \xi_j$, $A_j = \xi_j^{-1} A \xi_j$ and $M_j = \xi_j^{-1} M \xi_j$. For each $1 \leq j \leq h$ let $Q_j := N_j M_j$, $\Gamma_{P_j} := G_Z \cap P_j$ and $\Gamma_{N_j} := G_Z \cap N_j$. By definition of cusps, each $\Gamma_{N_j}$ is nontrivial.

We now record a few facts about these groups. Since $G_Z$ is a lattice in $G$, $\Gamma_{N_j}$ is a lattice in $N_j$. Furthermore, the discreteness of $\Gamma$ and nontriviality of $\Gamma_{N_j}$ implies that $\Gamma_{P_j} \subseteq Q_j$, since otherwise there will be a sequence of non-identity elements of $\Gamma$ converging to the identity element. After identifying $N_j$ with $\mathbb{R}^d$ and $\Gamma_{N_j}$ with a lattice $L$ in $\mathbb{R}^d$, the action of $\Gamma_{P_j}$ on $N_j$ and $\Gamma_{N_j}$ by conjugation gives us an injection

$$\Gamma_{P_j} / \Gamma_{N_j} \hookrightarrow \text{SO}(\mathbb{R}^n) \cap \text{GL}(L).$$

Thus the index of $\Gamma_{N_j}$ in $\Gamma_{P_j}$, $[\Gamma_{P_j} : \Gamma_{N_j}]$, is finite.
Using conjugation, we see that \[ \int_{N/\xi_j \Gamma_{N_j}} \frac{dy}{\xi_j^{\frac{1}{\Gamma_j}}} \] is the same as \( vol(N_j / \Gamma_{N_j}) \), the covolume of the lattice \( \Gamma_{N_j} \) in \( N_j \). Similarly,

\[ \omega_j := \int_{Q/\xi_j \Gamma_{N_j}} \frac{dq}{\xi_j^{\frac{1}{\Gamma_j}}} \]

denotes the covolume of \( \Gamma_{P_j} \) inside \( Q_j \) (note that \( \Gamma_{P_j} \subseteq Q_j \) is co-compact). Using the decomposition \( Q_j / \Gamma_{N_j} = N_j / \Gamma_{N_j} \times M_j \) and the fact that \( dm \) is the probability measure on \( M \), we remark that

\[ \omega_j = \frac{1}{[\Gamma_{P_j} : \Gamma_{N_j}]} \int_{Q/\xi_j \Gamma_{N_j}} \frac{dq}{\xi_j^{\frac{1}{\Gamma_j}}} = \frac{vol(N_j / \Gamma_{N_j})}{[\Gamma_{P_j} : \Gamma_{N_j}]} \].

We recall from Sect. 2 that \( G \) acts on \( \mathcal{L} \) by left-multiplication with the stabilizer of \( e_1 \) being \( Q = N M \), and that we have the identification of \( \mathcal{L} \) with \( G / Q \) using the map \( gQ \mapsto ge_1 \). Define the incomplete Eisenstein series for a bounded compactly supported function on \( \mathcal{L} = G / Q \) as

\[ \Theta^j_f(g) := \sum_{\gamma \in GZ / \Gamma_{P_j}} \chi_{\Gamma_{P_j}}(g\gamma\xi_j^{\frac{1}{\Gamma_j}}) \].

Then \( \Theta^j_f \) can be shown to be well-defined as a sum over the quotient space \( GZ / \Gamma_{P_j} \) due to the right \( Q \)-invariance of \( f \). Furthermore, this definition is independent of the choice of \( \{\xi_j\} \). See [27, page 28] for details. We note that these \( \Theta^j_f \) induce functions on \( G / G_Z \). We now restate a lemma and a remark from [27] that go into the proof of Theorem 4.1. Let \( f = \chi_B \) be the characteristic function of a bounded measurable subset \( B \) of \( \mathcal{L} \). Recall from Sect. 2 the definition of \( \nu_\Gamma \) and that \( \Lambda_0 = \mathcal{L} \cap \mathbb{Z}^{n+2} \).

**Lemma 4.2** (Lemma 6.2.4 of [27]) *There exists some positive constants \( \kappa_1 = 1, \kappa_2, \ldots, \kappa_h \) independent of \( B \) such that for any \( \Lambda = g\Lambda_0 \in G / G_Z \)

\[ \hat{f}(\Lambda) = \sum_{j=1}^{h} \Theta^j_f(g) \],

where \( f_j = \chi_{\kappa_j B} \) the characteristic function of the dilation \( \kappa_j B \) of \( B \).

**Lemma 4.3** (Remark 4.1.3 of [27]) *For any bounded compactly supported function \( f \) on \( \mathcal{L} \) the first moment of \( \Theta^j_f \) is given as follows:

\[ \int_{G / G_Z} \Theta^j_f(g) d\mu(g) = \frac{\omega_j}{\nu_\Gamma} \int_{\mathcal{L}} f d\tilde{\lambda} \].

This ends the preliminary discussion needed for the proof of Theorem 4.1.
Proof of Theorem 4.1  Here we shall provide a proof for the case when \( f = \chi_B \) is the characteristic function of a bounded measurable subset \( B \) of \( \mathcal{L} \); the general case follows from this.

From Lemma 4.2 we see that

\[
\int_{G/G_Z} \hat{f} \, d\mu = \sum_{j=1}^h \int_{G/G_Z} \Theta_j^h(g) \, d\mu.
\]

Applying Lemma 4.3 we find

\[
\int_{G/G_Z} \hat{f} \, d\mu = \frac{1}{\nu} \sum_{j=1}^h \omega_j \tilde{\lambda}(\kappa_j B).
\]

Using the identification of \( \mathcal{L} = G/Q \) with \( K/M \times A \) and the explicit description of \( \tilde{\lambda} \) from Sect. 2, one can see that \( \tilde{\lambda}(\kappa_j B) = \kappa_j^n \lambda(B) \). Thus

\[
\int_{G/G_Z} \hat{f} \, d\mu = \frac{1}{\nu} \sum_{j=1}^h \omega_j \kappa_j^n \lambda(B) = \kappa \lambda(B),
\]

where \( \kappa = \frac{1}{\nu} \sum_{j=1}^h \omega_j \kappa_j^n > 0 \).

Finally, we find that

\[
\int_{G/G_Z} \hat{f} \, d\mu = \frac{1}{[\Gamma : G_Z]} \int_{G/G_Z} \hat{f} \, d\mu = \frac{\kappa}{[\Gamma : G_Z]} \tilde{\lambda}(B) = \int_{\mathcal{L}} f \, d\lambda,
\]

where \( \lambda = \frac{\kappa}{[\Gamma : G_Z]} \tilde{\lambda} \). Using standard measure theoretic techniques one can see that the above theorem holds for all \( f \in L^1(\mathcal{L}, \lambda) \). \( \square \)

Some estimates about \( F_{T,c} \)

For \( x \in \mathcal{L} \) write \([x] = x_{n+2} + x_{n+1} \). Then note that \([g_t x] = e^{-t}[x] \). Let \( f_{r,c} \) be the characteristic function of \( F_{r,c} \), then we have

\[
f_{r,c}(g_t x) = \begin{cases} 1 & \text{if } e^t \leq [x] < e^t + r \text{ and } x_{n+2}^2 - x_{n+1}^2 < c^2, \\ 0 & \text{otherwise}. \end{cases}
\]

Therefore, for \( T > r \)

\[
x \in F_{T,c} \iff \{|t \in [0, T] : g_t x \in F_{r,c} \} \leq r,
\]
\[
x \in F_{T,c} \setminus F_{r,c} \iff \{|t \in [0, T] : g_t x \in F_{r,c} \} = r.
\]
and
\[ g_t x \in F_{r,c} \text{ for some } t \in [0, T] \implies x \in F_{T+r,c}. \]

Using (2.2) and changing the order of summation and integration it follows that for any \( \Lambda \in X \) and any \( T > r \)
\[ \#(\Lambda \cap (F_{T,c} \setminus F_{r,c})) \leq \frac{1}{r} \int_0^T \hat{f}_{r,c}(g_t \Lambda) \, dt \leq \#(\Lambda \cap F_{T+r,c}). \] (4.1)

(4.1) further implies
\[ \frac{1}{r} \int_0^{T-r} \hat{f}_{r,c}(g_t \Lambda) \, dt \leq \#(F_{T,c}(\Lambda)) \leq \frac{1}{r} \int_0^T \hat{f}_{r,c}(g_t \Lambda) \, dt + \#(F_{r,c}(\Lambda)). \] (4.2)

Setting \( f_{r,c,A} \) to be the characteristic function of \( F_{T,c,A} \), by similar arguments we see that for any \( \Lambda \in X \)
\[ \frac{1}{r} \int_0^{T-r} \hat{f}_{r,c,A}(g_t \Lambda) \, dt \leq \#(F_{T,c,A}(\Lambda)) \leq \frac{1}{r} \int_0^T \hat{f}_{r,c,A}(g_t \Lambda) \, dt \]
\[ + \#(F_{r,c,A}(\Lambda)). \] (4.3)

**Theorem 4.4** (Application of Moore’s ergodicity theorem; [20], Theorem 3) The action of \( \{g_t\} \) on \( X \) is ergodic with respect to the Haar measure \( \mu \).

**Theorem 4.5** (Birkhoff’s ergodic theorem) Let \( \{g_t\} \) be an ergodic measure-preserving action on a probability space \((\Omega, \mu)\) and \( f \in L^1(\Omega) \). Then for almost every \( x \in \Omega \), we have
\[ \lim_{T \to \infty} \frac{1}{T} \int_0^T f(g_t x) \, dt = \int_\Omega f \, d\mu. \] (4.4)

**Remark 4.6** \( x \in \Omega \) satisfying (4.4) is called Birkhoff generic with respect to \( f \). A proof of the above theorem could be found in [18].

Hence applying Theorems 4.4 and 4.5 to (4.2) and using Theorem 4.1, we get that for almost every \( \Lambda \in X \)
\[ \lim_{T \to \infty} \frac{\#(F_{T,c}(\Lambda))}{T} = \lim_{T \to \infty} \frac{1}{Tr} \int_0^T \hat{f}_{r,c}(g_t \Lambda) \, dt = \frac{1}{r} \int_X \hat{f}_{r,c} \, d\mu = \frac{1}{r} \int_{\mathcal{L}} f_{r,c} \, d\lambda = \frac{1}{r} |F_{r,c}|. \] (4.5)

(3.2) shows that (4.5) proves Theorem 2.6.

**Remark 4.7** Any \( \Lambda \) satisfying (4.5) (or (2.4)) is Birkhoff generic with respect to \( \hat{f}_{r,c} \).
Proof of Corollary 2.7 For any Λ satisfying (2.4), using (3.1) we see that for all sufficiently large ℓ

\[ F_{T-r_0,c}(Λ) \setminus (C_0 \cap Λ) \subseteq E_{T,c}(Λ) \setminus (C_0 \cap Λ) \subseteq F_{T+r_0,c}(Λ). \] (4.6)

Since \( C_0 \) and \( C_ℓ \) are compact \( #(C_0 \cap Λ), #(C_ℓ \cap Λ) < \infty \). Similar arguments as in Sect. 3.3 and (3.3) then proves Corollary 2.7.

5 Proof of Theorems 2.4 and 2.5

Let \( U \subseteq N, I \subseteq A, V \subseteq K \) be open sets of finite measure with respect to measures \( d_y, dt \) and \( σ \) on \( N, A \) and \( K \) respectively; further assume that \( U \) and \( I \) are neighborhoods of identity. Denote \( UIV \) by \( W \), which is open and has \( μ \)-finite measure. The following proposition is adapted from [4, Proposition 4.2].

Proposition 5.1 Let \( W \) be as in the previous paragraph. Then for a.e. \( u_y \in U \) and a.e. \( g_t \in I \) there exists a measurable subset \( V_{y,t} \subseteq V \) such that \( σ(V_{y,t}) = σ(V) \) and for every \( k \in V_{y,t} \), the lattice \( u_y g_t k \Delta = u_y g_t \Delta_k \) is Birkhoff generic with respect to \( \hat{f}_{r,c} \).

Proof Since \( μ \)-a.e. element in \( X \) is Birkhoff generic with respect to \( \hat{f}_{r,c} \), there exists a set \( W_0 \subseteq W \) such that \( g \Delta \) is Birkhoff generic with respect to \( \hat{f}_{r,c} \) for every element \( g \in W_0 \), and \( μ(W_0) = μ(W) \). For \( u_y \in U \) and \( g_t \in I \) define \( V_{y,t} := \{ k \in V : u_y g_t k \in W_0 \} \). Then Fubini’s theorem implies that \( V_{y,t} \) is measurable for a.e. \( u_y \in U \) and a.e. \( g_t \in I \).

We claim that \( σ(V_{y,t}) = σ(V) \) for a.e. \( u_y \in U \) and a.e. \( g_t \in I \). If not, let \( S \subseteq U \times I \) be a positive measure set in \( U \times I \) such that for all \( (u_y, g_t) \in S \), \( σ(V_{y,t}) < σ(V) \). Then integrating using Fubini’s theorem

\[
\check{v}_T \cdot μ(W_0) = \int_{U \times I} \int_{V} e^{-nt} 1_{W_0}(u_y g_t k) \, d_y \, dt \, dσ(k) \\
= \int_{U \times I} \int_{V} e^{-nt} 1_{V_{y,t}}(k) \, d_y \, dt \, dσ(k) \\
= \int_{U \times I \setminus S} \int_{V} e^{-nt} 1_{V_{y,t}}(k) \, d_y \, dt \, dσ(k) + \int_{S} \int_{V} e^{-nt} 1_{V_{y,t}}(k) \, d_y \, dt \, dσ(k) \\
< \int_{U \times I \setminus S} \int_{V} e^{-nt} 1_{V}(k) \, d_y \, dt \, dσ(k) + \int_{S} \int_{V} e^{-nt} 1_{V}(k) \, d_y \, dt \, dσ(k) \\
= \int_{U \times I} \int_{V} e^{-nt} \, d_y \, dt \, dσ(k)
\]
\[= \int_{W} e^{-nt} \, dy \, dt \, d\sigma(k)\]
\[= \nu_{\Gamma} \cdot \mu(W),\]
a contradiction. \[\Box\]

To descend from a.e. lattices in \(X\) to a.e. element in \(\mathbb{S}^n\) we invoke the Iwasawa decomposition of \(G\). With \(V = K\) in Proposition 5.1 let \(S' := \{(u, s) \in U \times I : \sigma(K_{y,s}) = \sigma(K) = 1\}\), then \(S'\) is full measure in \(U \times I\). For \(x \in \mathcal{L}\) denote \((x_1, \ldots, x_n)\) by \(\tilde{x}\).

Let \(\{\varepsilon_{\ell}\}_{\ell \in \mathbb{Z}_{+}} \to 0\) be a sequence of positive reals. For each \(\ell\) we are going to choose \((u_{y, \ell}, s_{y, \ell}) \in S'\) satisfying the following conditions:

(i) \(y_{\ell} \to 0\) and \(s_{y, \ell} \downarrow 0\) as \(\ell \to \infty\). For each \(\ell\) there exists \(K_\ell \subseteq K\) such that \(\sigma(K_\ell) = 1\) and for all \(k \in K_\ell\) the lattice \(u_{y, \ell} s_{y, \ell} \Delta_\ell\) is Birkhoff generic with respect to \(\widehat{f}_{r,c-\varepsilon_{\ell}}\) and \(\widehat{f}_{r,c+\varepsilon_{\ell}}\). Let \(K_{\infty} := \bigcap K_\ell\), then \(\sigma(K_{\infty}) = 1\). Fix \(k \in K_{\infty}\), then \(\Delta^{(\ell)} := u_{y, \ell} s_{y, \ell} \Delta_k\) is Birkhoff generic with respect to \(\widehat{f}_{r,c-\varepsilon_{\ell}}\) and \(\widehat{f}_{r,c+\varepsilon_{\ell}}\) for all \(\ell \in \mathbb{N}\). Now we are going to choose the ‘speed’ at which \(y_{\ell} \to 0\) and \(s_{y, \ell} \downarrow 0\).

(ii) Let \(F_c := \{x \in \mathcal{L} : x_{n+2}^2 - x_{n+1}^2 < c^2, 1 \leq x_{n+2} + x_{n+1}\}\). Then \(F_c \cap \Delta_k\) and \(u_{y, \ell} s_{y, \ell} F_c \cap \Delta^{(\ell)}\) naturally correspond to each other (under multiplication by \(u_{y, \ell} s_{y, \ell}\)).

For \(x \in g_{y, \ell} F_c, \tilde{x}\) is uniformly bounded and note that

\[
(u_{y, \ell} x)_{n+2} - (u_{y, \ell} x)_{n+1} = x_{n+2} - x_{n+1}
\]

\[
(u_{y, \ell} x)_{n+2} + (u_{y, \ell} x)_{n+1} = (1 + \|y_{\ell}\|^2) x_{n+2} + (1 - \|y_{\ell}\|^2) x_{n+1} + 2(\tilde{x}) y_{\ell}.
\]

Since \(\tilde{x}\) is uniformly bounded on \(g_{y, \ell} F_c\), we can choose \(y_{\ell}\) so close to \(0\) that

\[
(1 - \varepsilon'_{\ell})(x_{n+2} + x_{n+1}) < (u_{y, \ell} x)_{n+2} + (u_{y, \ell} x)_{n+1} < (1 + \varepsilon'_{\ell})(x_{n+2} + x_{n+1}),
\]

for

\[
\varepsilon'_\ell \downarrow 0 \text{ and } s_{y, \ell} \downarrow 0 \text{ satisfies } e^{\varepsilon_{\ell}} \left< 1 + \varepsilon'_{\ell}, (1 + \varepsilon'_{\ell})^2 c < c + \varepsilon_{\ell}, (1 + \varepsilon'_{\ell})^2 (c - \varepsilon_{\ell}) < c \text{ and } \varepsilon'_{\ell} < 1/2 \text{ for all } \ell.
\]

(5.1) implies that \(u_{y, \ell} s_{y, \ell} F_c\) can be approximated from inside by \(F_c - \varepsilon_{\ell}\) and from outside by \(F_{c+\varepsilon_{\ell}}\), possibly up to two precompact sets \(D^{(\ell)}_1\) and \(D^{(\ell)}_2\). The set \(D^{(\ell)}_2\) appears as follows: For \(u_{y, \ell} s_{y, \ell} F_c\) there might exist points \(x \in F_c\) such that \(u_{y, \ell} s_{y, \ell} x \in P\), where \(P := \{x \in \mathcal{L} : x_{n+2} + x_{n+1} \leq 1\}\). Let

\[
D^{(\ell)}_2 := \{x \in F_c : u_{y, \ell} s_{y, \ell} x \in P\} = g_{-s_{y, \ell}} u_{y, \ell} (P) \cap F_c
\]

and

\[
D^{(\ell)}_1 := \{x \in F_c - \varepsilon_{\ell} : g_{-s_{y, \ell}} u_{y, \ell} x \in D^{(\ell)}_2 \cup P\} = u_{y, \ell} s_{y, \ell} (D^{(\ell)}_2 \cup P) \cap F_c - \varepsilon_{\ell}.
\]
then (5.1) implies $D_1^{(\ell)}$ and $D_2^{(\ell)}$ are bounded, and we have

$$\mathcal{F}_{c-\varepsilon\ell} \setminus D_1^{(\ell)} \subseteq u_{k_c}g_{s_\ell}(\mathcal{F}_c \setminus D_2^{(\ell)}) \subseteq \mathcal{F}_{c+\varepsilon\ell}.$$  

By similar arguments and using (5.1) we get

$$\mathcal{F}_{T-1,c-\varepsilon\ell} \setminus D_1^{(\ell)} \subseteq u_{k_c}g_{s_\ell}(\mathcal{F}_{T,c} \setminus D_2^{(\ell)}) \subseteq \mathcal{F}_{T+1,c+\varepsilon\ell},$$

for all $\ell$ and $T$ sufficiently large.

Therefore

$$\#(\mathcal{F}_{T-1,c-\varepsilon\ell}(\Delta^{(\ell)})) - D_1^{(\ell)} \leq \#(\mathcal{F}_{T,c}(\Delta_k)) - D_2^{(\ell)} \leq \#(\mathcal{F}_{T+1,c+\varepsilon\ell}(\Delta^{(\ell)})), \quad (5.2)$$

where $D_1^{(\ell)} := \#(D_1^{(\ell)} \cap \Delta^{(\ell)})$ and $D_2^{(\ell)} := \#(D_2^{(\ell)} \cap \Delta_k)$. Since a precompact set in $\mathcal{L}$ can only have a finite number of lattice points, it follows that $D_1^{(\ell)}, D_2^{(\ell)} < \infty$.

Consequently, from (5.2) we get

$$\lim_{T \to \infty} \frac{\#(\mathcal{F}_{T-1,c-\varepsilon\ell}(\Delta^{(\ell)}))}{T-1} \leq \lim_{T \to \infty} \frac{\#(\mathcal{F}_{T,c}(\Delta_k))}{T} \leq \lim_{T \to \infty} \frac{\#(\mathcal{F}_{T+1,c+\varepsilon\ell}(\Delta^{(\ell)}))}{T+1}.$$  

Since $\Delta^{(\ell)}$ is Birkhoff generic with respect to $\mathcal{F}_{r,c-\varepsilon\ell}$ and $\mathcal{F}_{r,c+\varepsilon\ell}$ for all $\ell$, using (4.5) we see that

$$\frac{1}{r} |\mathcal{F}_{r,c-\varepsilon\ell}| \leq \lim_{T \to \infty} \frac{\#(\mathcal{F}_{T,c}(\Delta_k))}{T} \leq \frac{1}{r} |\mathcal{F}_{r,c+\varepsilon\ell}|.$$  

Since $c \mapsto |\mathcal{F}_{r,c}|$ is a continuous function, letting $\ell \to \infty$ we see that $\forall k \in K_\infty$

$$\lim_{T \to \infty} \frac{\#(\mathcal{F}_{T,c}(\Delta_k))}{T} = \frac{1}{r} |\mathcal{F}_{r,c}|,$$

Thus using (3.2) we have for $\sigma$-a.e. $k \in K$

$$\#(\mathcal{F}_{T,c}(\Delta_k)) \sim |\mathcal{F}_{T,c}| \text{ as } T \to \infty. \quad (5.3)$$

Now using Corollary 2.7 we get for $\sigma$-a.e. $k \in K$

$$\#(\mathcal{F}_{T,c}(\Delta_k)) \sim |\mathcal{F}_{T,c}| \text{ as } T \to \infty.$$  

This completes proof of Theorem 2.5.

Since for $\alpha \in \mathbb{S}^n$, $N_{T,c}(\alpha; \Delta) = \#(\mathcal{F}_{T,c}(\Delta_k))$ with $k\alpha = u_{n+1}$, and full measure subsets of $K$ naturally correspond to full measure subsets of $\mathbb{S}^n$, we have Theorem 2.4.
6 Proof of Theorems 2.8 and 2.9

Since $A$ has boundary measure zero, $F_{r,c,A}$ also has boundary measure zero, and hence $f_{r,c,A}$ is Riemann integrable on $\mathfrak{L}$. As equation (5.3) holds for a.e. $k \in K$, using (4.1) we see that it is equivalent to

$$\frac{1}{T} \int_0^T \widehat{f}_{r,c}(g_t \Delta_k) \, dt \xrightarrow{T \to \infty} \int_X \widehat{f}_{r,c} \, d\mu \quad \text{for a.e. } k \in K. \quad (6.1)$$

Now we will prove a statement similar to (6.1) for $f_{r,c,A}$ for a.e. $k \in K$.

**Lemma 6.1** $\widehat{f}_{r,c,A}$ is continuous a.e. on $X$.

**Proof** Let $S$ be the set of discontinuities of $f_{r,c,A}$ in $\mathfrak{L}$. Then $|S| = 0$ and it follows that the set $S'$ of discontinuities of $\widehat{f}_{r,c,A}$ is contained in $S'' := \{ \Delta : \Delta \cap S \neq \emptyset \}$. For each $v \in \Lambda_0$, the set of $g \in G$ such that $gv \in S$ has Haar measure zero in $G$, and hence $S''$ is measure zero. Therefore $\mu(S') = 0$. □

Using the fact that $N$ is the contracting horospherical subgroup associated to $\{g_t\}$ one can show that:

**Theorem 6.2** Fix $\Lambda \in X$. Then for almost every $k \in K$ and for all $\varphi \in C_c(X)$

$$\frac{1}{T} \int_0^T \varphi(g_t k \Lambda) \, dt \to \int_X \varphi \, d\mu. \quad (6.2)$$

**Proof** Since $\mu$ is ergodic under the $g_t$-action, one has that for almost every $\Delta \in X$ and for all $\varphi \in C_c(X)$

$$\frac{1}{T} \int_0^T \varphi(g_t \Delta) \, dt \to \int_X \varphi \, d\mu. \quad (6.2)$$

The above can be shown by compactifying $X$ and using, e.g., [7, Lemma 6.3]. Any $\varphi \in C_c(X)$ is ‘uniformly continuous’, i.e., for given $\varepsilon > 0$ there exists an open neighborhood $U$ of identity in $G$ such that for all $h \in U$ and $\Delta \in X$

$$|\varphi(h \Delta) - \varphi(\Delta)| < \varepsilon. \quad (6.2)$$

Then since $g_t u_y g_{-t} \to 1_G$ as $t \to \infty$, for fixed $\Lambda \in X$ we have

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \varphi(g_t u_y g_{-t} g_{t+s} k \Lambda) \, dt = \lim_{T \to \infty} \frac{1}{T} \int_0^T \varphi(g_t u_y g_{-t} g_{t+s} k \Lambda) \, dt, \quad \text{using } (6.2)$$

$$= \lim_{T \to \infty} \frac{1}{T} \int_0^T \varphi(g_{t+s} k \Lambda) \, dt, \quad \text{using } (6.2)$$

Hence, arguments similar to Proposition 5.1 finish the proof. □
**Remark 6.3** The above theorem seems to be well known to experts in the area, but we could not find a proper reference for it, that’s why we included a short proof.

We prove some general properties of convergence of measures as in [17] (Lemma 5.2 to Corollary 5.4).

**Lemma 6.4** Let \( \{\mu_i\} \) be a sequence of probability measures on \( X \) such that \( \mu_i \to \mu \) with respect to the weak-* topology. Then for any non-negative \( \varphi \in C_c(X) \) we have

\[
\lim_{i \to \infty} \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu_i = \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu.
\]

**Proof** Let \( h \) be a compactly supported continuous function on \( L \) so that \( \hat{f}_{r,c,A} \leq \hat{h} \). Therefore \( \hat{f}_{r,c,A} \leq \hat{h} \), and hence \( \hat{f}_{r,c,A} \) is bounded on compact sets of \( X \) since \( \hat{h} \) is continuous on \( X \). Thus we see that \( \varphi \cdot \hat{f}_{r,c,A} \) is bounded, compactly supported and continuous except on a set of measure zero. By using a partition of unity, without loss of generality one can assume that \( \varphi \) is supported on a coordinate chart. Applying Lebesgue’s criterion for Riemann integrability to \( \varphi \cdot \hat{f}_{r,c,A} \), we can write \( \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu \) as the limit of upper and lower Riemann sums. It follows that given \( \epsilon > 0 \) there exist \( h_1, h_2 \in C_c(X) \) such that \( h_1 \leq \varphi \cdot \hat{f}_{r,c,A} \leq h_2 \) and

\[
\int_X (h_2 - h_1) \, d\mu \leq \epsilon.
\]  

(6.3)

Thus we have

\[
\int_X h_1 \, d\mu \leq \liminf_{i \to \infty} \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu_i \leq \limsup_{i \to \infty} \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu_i \leq \int_X h_2 \, d\mu
\]

(6.4)

\[
\int_X h_1 \, d\mu \leq \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu \leq \int_X h_2 \, d\mu.
\]  

(6.5)

Since \( \epsilon \) was arbitrary, the lemma follows from (6.3) – (6.5).

**Corollary 6.5** Let the notation be as in Lemma 6.4. Assume that

\[
\lim_{i \to \infty} \int_X \hat{f}_{r,c} \, d\mu_i = \int_X \hat{f}_{r,c} \, d\mu.
\]

(6.6)

Then for any \( \epsilon > 0 \) there exists \( i_0 > 0 \) and \( \varphi \in C_c(X) \) with \( 0 \leq \varphi \leq 1 \) such that

\[
\int_X (1 - \varphi) \hat{f}_{r,c} \, d\mu_i < \epsilon
\]

(6.7)

for any \( i \geq i_0 \).
**Proof** Since $\hat{f}_{r,c} \in L^1(X, \mu)$, there exists a compactly supported continuous function $\varphi : X \to [0, 1]$ such that

$$\int_X (1 - \varphi) \hat{f}_{r,c} \, d\mu < \frac{\varepsilon}{3}. \quad (6.8)$$

By Lemma 6.4 and (6.6), there exists $i_0 > 0$ such that for $i \geq i_0$

$$\left| \int_X \varphi \cdot \hat{f}_{r,c} \, d\mu_i - \int_X \varphi \cdot \hat{f}_{r,c} \, d\mu \right| < \frac{\varepsilon}{3} \quad (6.9)$$

$$\left| \int_X \hat{f}_{r,c} \, d\mu_i - \int_X \hat{f}_{r,c} \, d\mu \right| < \frac{\varepsilon}{3}. \quad (6.10)$$

Therefore the corollary follows from (6.8) – (6.10).

**Corollary 6.6** Let the notation be as in Lemma 6.4. Assume that

$$\lim_{i \to \infty} \int_X \hat{f}_{r,c} \, d\mu_i = \int_X \hat{f}_{r,c} \, d\mu. \quad (6.11)$$

Then

$$\lim_{i \to \infty} \int_X \hat{f}_{r,c,A} \, d\mu_i = \int_X \hat{f}_{r,c,A} \, d\mu.$$

**Proof** Using Lemma 6.4, Corollary 6.5 and (6.11), we have that for $\varepsilon > 0$ there exists $i_0 > 0$ and a continuous compactly supported function $\varphi : X \to [0, 1]$ such that for $i \geq i_0$

$$\left| \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu_i - \int_X \varphi \cdot \hat{f}_{r,c,A} \, d\mu \right| < \frac{\varepsilon}{3},$$

$$\int_X (1 - \varphi) \hat{f}_{r,c} \, d\mu_i < \frac{\varepsilon}{3},$$

$$\int_X (1 - \varphi) \hat{f}_{r,c} \, d\mu < \frac{\varepsilon}{3}.$$

Using $0 \leq \hat{f}_{r,c,A} \leq \hat{f}_{r,c}$ and the above inequalities, we get that

$$\left| \int_X \hat{f}_{r,c,A} \, d\mu_i - \int_X \hat{f}_{r,c,A} \, d\mu \right| < \varepsilon$$

for $i > i_0$. Hence we are done.

Using (6.1), Corollary 6.6 and Theorem 6.2, we see that for almost every $k \in K$

$$\frac{1}{T} \int_0^T \hat{f}_{r,c,A}(g_t \Delta_k) \, dt \xrightarrow{T \to \infty} \int_X \hat{f}_{r,c,A} \, d\mu = \int_{\mathcal{L}} f_{r,c,A} \, d\lambda = |F_{r,c,A}|.$$
But (4.3) says that
\[
\lim_{T \to \infty} \frac{1}{Tr} \int_0^T \hat{f}_{r,c,A}(g_t \Delta_k) \, dt = \lim_{T \to \infty} \frac{\#(F_{T,c,A}(\Delta_k))}{T}.
\]

Therefore using (3.2) we see that for almost every \( k \in K \)
\[
\#(F_{T,c,A}(\Delta_k)) \sim |F_{T,c,A}| \text{ as } T \to \infty.
\]

(6.12)

For any \( k \in K \) satisfying (6.12) using (3.1) we see that
\[
F_{T-r_0,c,\ell,A}(\Delta_k) \setminus (C_{\ell} \cap \Delta_k) \subseteq E_{T,c,A}(\Delta_k) \setminus (C_0 \cap \Delta_k) \subseteq F_{T+r_0,c,A}(\Delta_k).
\]

Similar arguments as in Sect. 3.3 and in Proof of Corollary 2.7 at the end of Sect. 4, and (3.3) completes the proof of Theorem 2.9.

Since full measure subsets of \( K \) naturally correspond to full measure subsets of \( S^n \), Theorem 2.9 implies Theorem 2.8.
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