Renormalization of Einstein-Maxwell theory
at one-loop

I. Y. Park

†Department of Applied Mathematics, Philander Smith College
Little Rock, AR 72223, USA
inyongpark05@gmail.com

Abstract

Motivated by the recent foliation-based quantization scheme, we revisit the one-loop renormalization of an Einstein-Maxwell system. The systematic renormalization of the cosmological and Newton’s constants is carried out by applying the refined background field method. The longstanding problem of the gauge choice-dependence of the effective action is addressed and the manner in which the gauge-choice independence is restored is discussed. The renormalization involves a metric field redefinition originally introduced by ‘t Hooft; with the field redefinition the theory is predictive.
1 Introduction

A gravitational system (see, e.g., [1–6] for reviews) is much subtler and more complex than a non-gravitational one in many ways. This aspect is manifest in various forms, most notably in the challenges in quantization, which in turn have been spawning various obstructions. One can easily name several areas in which a firmer grasp of the quantization would better position one for a more complete treatment. Any study, in particular, the study of black hole information, in which the back reaction of the metric plays (or is expected to play) an important role, should be an example. The cosmological constant problem is also likely to benefit since it is the vacuum energy the complete understanding of which must be accompanied by an account of its quantum shift. Much of the difficulty in the quantization must be attributed to the large amount of gauge symmetry, the diffeomorphism. Therefore, one can reasonably expect that the key to the puzzle should lie in proper handling of the gauge symmetry. It has recently been realized that the diffeomorphism symmetry can be tamed in a manner that accomplishes the long-sought renormalizability of gravity (in its physical sector) [7]. The renormalization procedures of pure Einstein gravity and an Einstein-scalar system have been carried out in [8–10] and [11,12], respectively. We extend and expand those analyses to an Einstein-Maxwell system in this work.

The difficulties in a gravitational system could foster great opportunity, as, for instance, in holography, for understanding Nature. As is often the case (although nevertheless surprising if true), all these different aspects may not be unrelated and may well in fact hinge closely on one another. Our recent works on the gravity quantization were motivated by the black hole information. While working on the quantization, we have come to realize that our understanding of the boundary conditions and dynamics is as yet incomplete; a more systematic and sound analysis of the boundary conditions needs precede [13–16]\(^1\) a complete treatment of the quantization. We have raised the possibility that information may be bleached through a quantum gravitational process in the vicinity of the horizon and released before the entry of the matter into the horizon [18] [19]. The cosmological constant is generically generated by the loop effects [12], as will be reviewed below, and

\(^1\)As far as we are aware, its seriousness and importance have not, up until recently, been accordingly stressed. (See the recent work by Witten, [17] for a discussion of the boundary conditions.)
contributes to the generation of time-dependent solutions that in turn are linked with the black hole information [16].

The divergence analysis of an Einstein-Maxwell system was carried out long ago in an extensive work by Deser and van Nieuwenhuizen [20]. The counter-terms to the ultraviolet divergences were determined essentially by dimensional analysis and covariance. In our approach they are directly calculated in the Feynman diagrammatic method, with the results complementing their work in several aspects. We will also see, as a byproduct, how the long-known gauge dependence issue [21–25] arises and is cleared up (at least) in the present framework.

The case analysis of an Einstein-Maxwell system carries several more imminent significances for our perspective. Firstly, the matter part itself is a gauge system and this poses additional hurdles; overcoming them should constitute meaningful progress in the field. Secondly, it is in this work where the field redefinition-utilized renormalization program is more thoroughly carried out: the focus of [12] was on establishing the renormalizability of a gravity-matter system. A detailed and explicit analysis of, e.g., the running of the coupling constants was not conducted. In this work, the running of the cosmological constant and Newton’s constant is addressed in much detail. Since the renormalization involves a field redefinition, which is not necessary in the usual renormalizable theories, the explicit steps of the renormalization will be worth presenting - all of the required steps are taken in the present work. Further, the predictability of the theory - brought along by the renormalizability - is also explicitly addressed.

The paper is organized as follows.

In section 2, we outline the one-loop renormalization procedure in a general background metric $g_{\mu\nu}$ that denotes a solution of the metric field equation. The analysis should make it clear that the methodology can be applied to an arbitrary background $g_{\mu\nu}$. The first several relatively simple diagrams and their relevant vertices are identified. In section 3, we carry out the explicit one-loop counter-term computation by taking $g_{\mu\nu} = \eta_{\mu\nu}$. A certain diagram yields a non-covariant expression and its inspection leads to a connection with the long-known problem of the gauge choice-dependence of the effective action. The gauge choice-dependence is then resolved. The origin of the gauge choice-dependence is found in the limitation of the background field
method (BFM), which can alternatively be viewed as a reflection of the complexity of a gravitational system. In section 4 we consider renormalization of the cosmological constant and Newton’s constant. The vacuum-to-vacuum and tadpole diagrams are responsible for their renormalization. Unlike in a non-gravitational theory, the tadpole diagrams play a potentially important role. There are several technical subtleties, some of which have to do with dimensional regularization: the flat propagator yields vanishing results for the vacuum-to-vacuum and tadpole diagrams. The shifts in the cosmological and Newton’s constants are introduced through finite renormalization. We show that the original Einstein-Hilbert action with the counter-terms can be rewritten as another Einstein-Hilbert action in terms of a redefined metric. Several ramifications including the theory’s predictability are discussed. Section 5 contains a summary and future directions. We contemplate on the several possible procedures of renormalization. We also comment on the higher-loop extension of the present work.

2 Loop computation setup

The preliminary step for renormalization is to compute the one-particle-irreducible (1PI) effective action in the given background. (See, e.g., [26] [27] [3] [28] for reviews of various methods of computing the effective action.) In this section, we lay broader outlines of the counter-term computation in an arbitrary background $g_{\mu\nu}$ before getting into the flat case in the next section. We will focus on several two-point amplitudes.

Let us consider the Einstein-Maxwell action,

$$S = \int \sqrt{-\hat{g}} \left( \frac{1}{\kappa^2} \hat{R} - \frac{1}{4} \hat{F}^2_{\mu\nu} \right)$$  \hspace{1cm} (2)

For the perturbative analysis in the background field method (BFM), introduce the fluctuation fields, $(h_{\mu\nu}, a_{\mu})$, according to

$$\hat{g}_{\mu\nu} \equiv h_{\mu\nu} + \tilde{g}_{\mu\nu} \hspace{1cm}, \hspace{1cm} \hat{A}_\mu \equiv a_\mu + \tilde{A}_\mu$$  \hspace{1cm} (3)

To carry out renormalization, one starts with the renormalized form of the action:

$$S = \int \sqrt{-g_r} \left( \frac{1}{\kappa_r^2} \hat{R}_r - \frac{1}{4} \hat{F}^2_{r\mu\nu} \right)$$  \hspace{1cm} (1)

where the renormalized quantities are indicated by the subscript $r$ that has been omitted in (2) for simplicity of notation.
The graviton propagator associated with the traceless fluctuation mode [7, 9, 10] (see also [29])) can be written as

\[ < h_{\mu\nu}(x_1) h_{\rho\sigma}(x_2) > = \tilde{P}_{\mu\nu\rho\sigma} \tilde{\Delta}(x_1 - x_2) \]

where the tensor \( \tilde{P}_{\mu\nu\rho\sigma} \) is given by

\[ \tilde{P}_{\mu\nu\rho\sigma} \equiv \frac{(2\kappa^2)}{2} \left( \tilde{g}_{\mu\rho} \tilde{g}_{\nu\sigma} + \tilde{g}_{\mu\sigma} \tilde{g}_{\nu\rho} - \frac{1}{2} \tilde{g}_{\mu\nu} \tilde{g}_{\rho\sigma} \right); \]

\( \tilde{\Delta}(x_1 - x_2) \) is the Green’s function for a scalar theory in the background metric \( \tilde{g}_{\mu\nu} \). (There is of course the full propagator for the vector field; we will focus on the graviton sector.) It turns out that it is convenient to employ two different layers of perturbation. As we will see, it is possible to formally construct \( \tilde{\Delta}(x_1 - x_2) \) in a closed-form; one may compute some of the diagrams by employing the full propagator (4) (as well as the full propagator of the Maxwell sector) - which we call the “first-layer” perturbation. For other diagrams such as the vacuum-to-vacuum amplitudes, one may employ the “second-layer” perturbation\(^3\) by splitting \( \tilde{g}, \tilde{A}_\mu \) into

\[ \tilde{g}_{\mu\nu} \equiv \varphi_{\mu\nu} + g_{\mu\nu}, \quad \tilde{A}_\mu \equiv A_\mu + A_{0\mu} \]

where \( \varphi_{\mu\nu}, A_\mu \) represents the background fields and \( g_{\mu\nu}, A_{0\mu} \) the classical solutions. (For instance, we will take \( g_{\mu\nu} = \eta_{\mu\nu}, A_{0\mu} = 0 \) in section 3.) For most of the diagrams that we will consider, the structures of the vertices allow one to approximate \( \tilde{P}_{\mu\nu\rho\sigma} \), for the given order

\[ \tilde{P}_{\mu\nu\rho\sigma} \simeq P_{\mu\nu\rho\sigma} \equiv \frac{(2\kappa^2)}{2} \left( g_{\mu\rho} g_{\nu\sigma} + g_{\mu\sigma} g_{\nu\rho} - \frac{1}{2} g_{\mu\nu} g_{\rho\sigma} \right) \]

where \( P_{\mu\nu\rho\sigma} \) is the leading-order \( \varphi_{\mu\nu} \)-expansion of \( \tilde{P}_{\mu\nu\rho\sigma} \). (We will also see the use of the full tensor \( \tilde{P}_{\mu\nu\rho\sigma} \) in one of the computations, the first-layer perturbation example.) For the divergence analysis one can use \( \tilde{\Delta}(x_1 - x_2) \simeq \Delta(x_1 - x_2) \) where \( \Delta(x_1 - x_2) \) denotes the scalar propagator for \( g_{\mu\nu} = \eta_{\mu\nu} \),

\[ \Delta(x_1 - x_2) = \int \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot(x_1-x_2)}}{ik^2} \]

In this “bottom-up” approach, the quantities that one intends to calculate in the first-layer perturbation can be calculated through the second-layer perturbation\(^3\).

\(^3\)The second-layer perturbation is not necessary in non-gravitational theories.
perturbation. Dimensional analysis and 4D covariance provide useful consistency checks as will be demonstrated in section 3.

Let us expand the action in terms of the fluctuation fields \( h_{\mu\nu}, a_{\mu} \). Including the gauge-fixing and ghost terms, one gets

\[
S = \int \left( \frac{1}{\kappa^2} \mathcal{L}_{\text{grav}} + \mathcal{L}_{\text{matter}} \right)
\]

where

\[
\kappa^2 \mathcal{L}_{\text{grav}} = \frac{1}{2} \sqrt{-\tilde{g}} \left( -\frac{1}{2} \tilde{\nabla}_{\gamma} h^{\alpha\beta} \tilde{\nabla}_{\gamma} h_{\alpha\beta} + \frac{1}{4} \tilde{\nabla}_{\gamma} h^{\alpha}_{\alpha} \tilde{\nabla}_{\gamma} h^\beta_{\beta}
\right.
\]

\[
+ h_{\alpha\beta} h_{\gamma\delta} \tilde{R}^{\alpha\gamma\beta\delta} - h_{\alpha\beta} h^{\beta}_{\gamma} \tilde{R}^{\alpha\gamma\kappa}_{\kappa} - h^{\alpha}_{\alpha} h^{\beta}_{\beta} \tilde{R}^{\beta\gamma} - \frac{1}{2} h^{\alpha\beta} h_{\alpha\beta} \tilde{R} + \frac{1}{4} h^{\alpha}_{\alpha} h^{\beta}_{\beta} \tilde{R} + \cdots
\]

\[
- \tilde{\nabla}_{\nu} \tilde{\nabla}_{\mu} C^\mu_{\mu} \tilde{\nabla}_{\mu} C^\nu_{\mu} C^\nu_{\nu} - \omega^* \tilde{\nabla}_{\mu} \tilde{F}_{\mu\nu} C^\nu_{\mu} - \omega^* \tilde{F}_{\mu\nu} \tilde{\nabla}^\nu C^\mu_{\nu} + \cdots
\]

and

\[
\mathcal{L}_{\text{matter}} = -\frac{1}{4} \sqrt{-\tilde{g}} \left[ \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} - \tilde{g}^{\mu\nu} h^{\rho\sigma} - \tilde{g}^{\rho\sigma} h^{\mu\nu} + \frac{1}{2} \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} h + \tilde{g}^{\mu\nu} h^{\rho\sigma} h, + \tilde{g}^{\rho\sigma} h^{\mu\nu} \right]
\]

\[
\left( f_{\mu\rho} f_{\nu\sigma} + 2 f_{\mu\rho} \tilde{F}_{\nu\sigma} + \tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma} \right) - \frac{1}{2} \sqrt{-\tilde{g}} \left( \tilde{\nabla}_{\kappa} a^\kappa \right)^2 - \tilde{\nabla}^\omega \tilde{\nabla} \omega + \cdots
\]

where the raising and lowering are done by \( \tilde{g}^{\mu\nu} \) and \( \tilde{g}_{\mu\nu} \), respectively. Above, \((C^\kappa, \omega)\) are the ghosts for the diffeomorphism and vector gauge transformation, respectively.\(^5\) Putting it all together, (9) can be written in a more useful form as the sum of the kinetic part and the vertices:

\[
S \equiv S_k + S_v
\]

\(^4\)The \( \tilde{R}_{\mu\nu} \tilde{C}^\mu C^\nu \) term of the gravity sector action \( \mathcal{L}_{\text{grav}} \) presented in [12] has a sign error due to mixed conventions. It, with affected equations, has been corrected in [9].

\(^5\)These ghost terms correspond to the following transformations of the fluctuation fields [20]:

\[
h^\prime_{\mu\nu} = h_{\mu\nu} + (\tilde{g}_{\mu\kappa} \tilde{D}_{\nu} + \tilde{g}_{\nu\kappa} \tilde{D}_{\mu}) \eta^\kappa + (h_{\mu\kappa} \tilde{D}_{\nu} + h_{\nu\kappa} \tilde{D}_{\mu}) \eta^\kappa + \eta^\kappa \tilde{D}_{\kappa} h^{\mu\nu}
\]

\[
a^\prime_{\mu} = a_{\mu} + \eta^\kappa \tilde{F}_{\kappa\mu} + \tilde{D}_{\mu} \eta^\kappa + a_{\kappa} \tilde{D}_{\mu} \eta^\kappa + \eta^\kappa \tilde{D}_{\mu} a_{\kappa}
\]

under \( x'^\alpha = x^\alpha - \eta^\alpha \) and the vector gauge transformation with the parameter \( -\eta^\kappa \tilde{A}_{\kappa} + \eta^5 \).
with
\[
S_k = \int \sqrt{-\tilde{g}} \left( \frac{1}{2\kappa^2} \left( \frac{1}{2} \tilde{\nabla}_\alpha h^{\alpha\beta} \tilde{\nabla}_\gamma h_{\alpha\beta} + \frac{1}{4} \tilde{\nabla}_\alpha h^\alpha \tilde{\nabla}_\gamma h^\beta_{\beta} \right) - \frac{1}{4} \sqrt{-\tilde{g}} \left( \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} f_{\mu\rho} f_{\nu\sigma} \right) \right) \\
- \frac{1}{2} \sqrt{-\tilde{g}} \left( \tilde{\nabla}_\kappa a^\kappa \right)^2 + \frac{1}{2\kappa^2} \sqrt{-\tilde{g}} \left( -\tilde{\nabla}^\nu \tilde{C}^{\mu} \tilde{\nabla}_\nu C_\mu - \sqrt{-\tilde{g}} \tilde{\nabla}^\mu \omega^* \tilde{\nabla}_\mu \omega \right)
\]  
(14)

and
\[
S_v = \int \sqrt{-\tilde{g}} \left( \frac{1}{2\kappa^2} \left( h^{\alpha\beta} h_{\gamma\delta} \tilde{R}^{\alpha\gamma\beta\delta} - h^{\alpha\beta} h_{\gamma} \tilde{R}^{\alpha\gamma\kappa} - h^{\alpha} h_{\beta\gamma} \tilde{R}^{\beta\gamma} - \frac{1}{2} h^{\alpha\beta} h_{\alpha\beta} \tilde{R} \right) \\
+ \frac{1}{4} h^{\alpha\beta} h_{\beta} \tilde{R} \right) - \frac{1}{4} \sqrt{-\tilde{g}} \left( \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} \right) \left( +2f_{\mu\rho} \tilde{F}_{\nu\sigma} + \tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma} \right) - \frac{1}{4} \sqrt{-\tilde{g}} \left( -\tilde{g}^{\mu\nu} h^{\rho\sigma} \right) \\
- \tilde{g}^{\mu\nu} h^{\mu\nu} + \frac{1}{2} \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} h + \tilde{g}^{\mu\nu} h^{\rho\sigma} h + \tilde{g}^{\rho\sigma} h^{\mu\nu} h - \frac{1}{2} \tilde{g}^{\mu\nu} h^{\rho\sigma} \right) \\
+ \frac{1}{8} \tilde{g}^{\mu\nu} \tilde{g}^{\rho\sigma} \left( h^2 - 2h_{\kappa\lambda\kappa \lambda} h^{\kappa \lambda \kappa \lambda} \right) \left( f_{\mu\rho} f_{\nu\sigma} + 2f_{\mu\rho} \tilde{F}_{\nu\sigma} + \tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma} \right) \\
+ \frac{1}{2\kappa^2} \sqrt{-\tilde{g}} \left( +\tilde{R}_{\mu\nu} \tilde{C}^{\mu} C^{\nu} + \frac{1}{2} \tilde{\nabla}^{\mu} \omega^* \tilde{F}_{\mu\nu} C^{\nu} \right) \right) + \cdots
\]  
(15)

### 2.1 on the gauge-fixing

A crucial feature of the action above - which has been set up for the refined BFM - is how the graviton gauge-fixing has been implemented:

\[
- \frac{1}{2} \left[ \tilde{\nabla}_\mu h^{\mu\nu} - \frac{1}{2} \tilde{\nabla}^\mu h \right]^2
\]  
(16)

This is the refined BFM version of the usual gauge-fixing,

\[
- \frac{1}{2} \left[ \nabla_\mu h^{\mu\nu} - \frac{1}{2} \nabla^\mu h \right]^2
\]  
(17)

that is $\tilde{g}_{\mu\nu}$-background non-covariant. In other words, one starts with (17) and converts it into (16) when turning to the refined BFM. The physical content of the gauge condition satisfied by $h_{\mu\nu}$ is still (17) since the BFM is just a convenience device that allows one to conduct the analysis more covariantly than otherwise. (The field $\varphi_{\mu\nu}$ satisfies the same gauge-fixing; see (51) below.) Naively, one expects that with the gauge-fixing (16) the 1PI effective action will come out to be $\tilde{g}_{\mu\nu}$-covariant. Later we will see that the 1PI action is non-covariant due to the presence of the terms that can be
removed by enforcing the strong form of the gauge condition, which provides an important clue as to how to solve the gauge choice-dependence of the effective action.

2.2 two-point diagrams

In general the renormalization in a curved background $g_{\mu\nu}$ is technically involved. It is nevertheless possible to outline the steps of the amplitude computation for an arbitrary solution metric $g_{\mu\nu}$.

Cautionary remarks are in order. It is important to distinguish the second-layer diagrams from the first-layer ones. Only the first-layer diagrams will individually yield covariant results. A given first-layer diagram corresponds, in general, to multiple second-layer diagrams even at a fixed order of $\varphi_{\mu\nu}$. Consider, for example, the graviton kinetic action,

$$L_{\text{grav, kin}} = \frac{1}{2\kappa^2} \sqrt{-\tilde{g}} \left( -\frac{1}{2} \tilde{\nabla}_\gamma h^{\alpha\beta} \tilde{\nabla}^\gamma h_{\alpha\beta} + \frac{1}{4} \tilde{\nabla}_\gamma h^\alpha \tilde{\nabla}^\gamma h^\beta \right)$$

and the one-loop vacuum-to-vacuum amplitude. Although there is a unique one-loop vacuum-to-vacuum amplitude, the diagram corresponds to multiple second-layer ones. At the second order in $\varphi_{\alpha\beta}$, the relevant diagram is the one given in Fig. 1 (a). More on this as we continue.

With the split given in (6), the kinetic terms themselves yield the vertices for the second-layer perturbation expansion. For instance, the graviton kinetic term is expanded as

$$2\kappa^2 L_{\text{grav, kin}} = -\frac{1}{2} \partial_\gamma h^{\alpha\beta} \partial^\gamma h_{\alpha\beta} + \frac{1}{4} \partial_\gamma h^\alpha \partial^\gamma h^\beta$$

where the raising and lowering are done by $g_{\mu\nu}$ and $h_{\mu\nu}$, respectively. The terms in the second and third lines serve as the vertices responsible for Fig. 1 (a). The corresponding ghost diagram is given in Fig. 1 (b). The forms of all possible second-layer vertices can be obtained by applying this scheme
to the rest of the terms in eq. (14) and (15). The first several relatively simple matter-involving diagrams are listed in Fig. 2. In general, we restrict the maximum number of the graviton external lines to two for simplicity. Overall, the diagrams are classified into four categories. The first class is the diagrams with both vertices from the graviton sector: the pure gravity sector two-point amplitude and the corresponding ghost-loop diagram in Fig. 1. They were considered in [9] and will be reviewed below. The second is the diagrams with both vertices from the matter sector, Fig. 2 (a) and (c). The third is the diagrams with one vertex from the graviton sector and the other from the matter sector, Fig. 2 (d).

All of the diagrams so far have “homogeneous” loops whereas the diagrams in Fig. 3 have “inhomogeneous” ones. They are classified as the fourth class due to the fact that they require special care.
The vertex, \( V_g \), responsible for the diagrams in Fig. 1 (a), is defined by rewriting (19) as

\[
\mathcal{L} = \frac{1}{\kappa'^2} \left[ -\frac{1}{2} \partial_\gamma h^{\alpha\beta} \partial^\gamma h_{\alpha\beta} + \frac{1}{4} \partial_\gamma h_\alpha^{\alpha} \partial^\gamma h_\beta^{\beta} + \mathcal{L}_{V_1} \right]
\]

(20)

where

\[
\kappa'^2 \equiv 2\kappa^2
\]

(21)

and

\[
V_g \equiv \sqrt{-\tilde{g}} \left( 2g^{\beta\beta'} \tilde{\Gamma}^{\alpha'\gamma\alpha} - g^{\alpha\beta} \tilde{\Gamma}^{\alpha'\beta'} \right) \partial_\gamma h_{\alpha\beta} h_{\alpha'\beta'} + \sqrt{-\tilde{g}} \left[ \frac{1}{2} (g^{\alpha\alpha'} g^{\beta\beta'} \varphi^{\gamma\gamma'} + g^{\beta\beta'} g^{\gamma\gamma'} \varphi^{\alpha\alpha'}) \partial_\gamma h_{\alpha\beta} h_{\alpha'\beta'} \right]
\]

(22)

As for \( g_{\mu\nu} \)-containing quantities, expansion in terms of \( \varphi_{\mu\nu} \) is to be understood. The vertex responsible for the ghost-loop diagram can be similarly identified by expanding the terms quadratic in the ghost field:

\[
V_C \equiv -\left[ \frac{1}{2} \varphi^{\mu\nu} \tilde{C}_\mu \partial_\nu \tilde{C}_\lambda - \tilde{\Gamma}^{\lambda}_{\mu\nu} (\partial_\mu \tilde{C}_\nu C_\lambda - \partial_\nu \tilde{C}_\mu C_\lambda) \right.
\]

\[
- \left. (g^{\mu\nu} \varphi_{\mu\nu} + g^{\mu\nu} \varphi_{\nu\mu}) \partial_\beta \tilde{C}_\alpha \partial_\nu C_\mu + R_{\mu\nu} \tilde{C}_\mu C_\nu \right]
\]

(23)

The vertices responsible for the diagrams in Fig. 2 and Fig. 3 can be similarly obtained by examining the matter part of the action (the trace piece \( h \equiv \tilde{g}^{\alpha\beta} h_{\alpha\beta} \) has been set to zero [7, 9, 10]:

\[
V_{m1} \equiv -\frac{1}{4} \sqrt{-g} \left[ -g^{\rho\sigma} \varphi_{\mu\nu} - g^{\mu\nu} \varphi^{\rho\sigma} \right] f_{\mu\rho} f_{\nu\sigma}
\]

\[
V_{m2} \equiv -\frac{1}{4} \sqrt{-g} \left[ g^{\mu\nu} h^{\beta\kappa} h_{\kappa}^{\sigma} + g^{\rho\sigma} h^{\mu\nu} h_{\kappa}^{\beta\kappa} + h^{\mu\nu} h^{\rho\sigma} - \frac{1}{4} g^{\mu\nu} g^{\rho\sigma} h_{\kappa}^{\kappa} h_{\kappa}^{\kappa} \right] \tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma}
\]

\[
V_{m3} \equiv \frac{1}{2} \sqrt{-g} \left[ g^{\mu\nu} h^{\rho\sigma} + g^{\rho\sigma} h^{\mu\nu} \right] f_{\mu\rho} F_{\nu\sigma}
\]

\[
V_{m4} \equiv \frac{1}{2} \sqrt{-g} \left[ \varphi^{\mu\nu} h^{\rho\sigma} + \varphi^{\rho\sigma} h^{\mu\nu} \right] f_{\mu\rho} F_{\nu\sigma}
\]

(24)
Let us work out the counter-terms to the diagrams in Fig. 1 to 3. Below

\[ \Rightarrow \] means that the diagram on the left-hand side leads to
the counter-term(s) on the right-hand side

The graviton and ghost contributions respectively are

\[ \Rightarrow - \frac{1}{2} \kappa'^4 < \left( \int V_g \right)^2 \] \quad (25)

and

\[ \Rightarrow - \frac{1}{2} \kappa'^4 < \left( \int V_C \right)^2 \] \quad (26)

The numerical \(-\frac{1}{2}\) is the combinatoric factor that arises when the vertices
are brought down from the exponent in the path integral. The total gravity
sector one-loop counter-terms are given by the sum of these two; the result
for the flat case was obtained in [9] will be quoted in section 3. The diagrams
in Fig. 2 (a) and (c) have two vertices, \(V_{m1}\) and \(V_{m2}\), inserted respectively.

For the diagram in Fig. 2 (a) and (c) one gets

\[ \Rightarrow - \frac{1}{2} < \left( \int V_{m1} \right)^2 >= - \frac{1}{2} < \left[ \int \frac{1}{4} (g^{\mu\sigma} \varphi^{\mu\nu} + g^{\mu\nu} \varphi^{\sigma\alpha})(f_{\mu\rho} f_{\nu\sigma}) \right]^2 > \] \quad (27)

\[ \Rightarrow - \frac{1}{2} < \left( \int V_{m2} \right)^2 >= - \frac{1}{2} < \left[ \int \frac{1}{4} (g^{\mu\nu} h^{\kappa\sigma} + g^{\rho\sigma} h^{\mu\kappa} h^{\nu}_{\kappa} + h^{\mu\nu} h^{\rho\sigma}
- \frac{1}{4} g^{\mu\nu} g^{\rho\sigma} h_{\kappa \kappa_1 \kappa_2} h^{\kappa_1 \kappa_2}) (\tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma}) \right]^2 > \] \quad (28)

The cross-term diagram in Fig. 2 (d) is generated by the vacuum expectation
value of the two vertices, one of which is the matter vertex \(V_{m2}\) and the other
\(V_g\). The diagram corresponds to

\[ \Rightarrow - < \int V_{m2} \int V_g >= - \int \left( - \frac{1}{4} \right) \left[ g^{\mu\nu} h^{\rho\kappa} h^{\kappa}_{\rho} + g^{\rho\sigma} h^{\mu\kappa} h^{\nu}_{\kappa} + h^{\mu\nu} h^{\rho\sigma}
- \frac{1}{4} g^{\mu\nu} g^{\rho\sigma} h_{\kappa \kappa_1 \kappa_2} h^{\kappa_1 \kappa_2} \right] \left( \tilde{F}_{\mu\rho} \tilde{F}_{\nu\sigma} \right) \times \frac{1}{\kappa'^2} \int \left\{ \left( 2 g^{\beta\gamma} \Gamma^\alpha_{\gamma \alpha \gamma} - g^{\alpha\beta} \Gamma^\alpha_{\alpha \beta} \right) \partial_\gamma \partial_{\alpha \beta} h_{\alpha' \beta'}
+ \left[ \frac{1}{2} \left( g^{\alpha \alpha'} g^{\beta \beta'} \varphi_{\gamma' \gamma} + g^{\beta \beta'} g^{\gamma' \gamma} \varphi_{\alpha \alpha'} + g^{\alpha \alpha'} g^{\gamma' \gamma} \varphi_{\beta \beta'} \right) - \frac{1}{2} g^{\alpha \alpha'} g^{\beta \beta'} \varphi_{\alpha \beta}
- \frac{1}{4} g^{\alpha \alpha'} g^{\beta \beta'} \varphi_{\alpha \beta} \right] \partial_\gamma \partial_{\alpha \beta} \partial_{\alpha'} \partial_{(29) \beta'} + \left( h_{\alpha \beta} h_{\gamma \delta} \tilde{R} \alpha \beta \gamma \delta - h_{\alpha \beta} h_{\gamma \delta} \tilde{R} \alpha \beta \gamma \delta \right) \right\} > \]
The computation of the diagrams with the inhomogeneous loops serves as an example of the first-layer perturbation. For them it is necessary to use the full propagator in (4), a step not needed for the other diagrams so far for a structural reason. In the first-layer perturbation, the graph to calculate is

![First-layer perturbation diagram](image)

Figure 4: first-layer perturbation diagram

Note that unlike Fig. 3 (a), the lines have been thickened. The external lines represent the full fields, i.e., the fields with tildes. By the same token, the internal lines represent the full propagators. (The two diagrams in Fig. 3 are the first two terms that result from, so to speak, $\varphi_{\alpha\beta}$-expanding the graph in Fig. 4. There are additional contributions coming from the internal lines when the full propagators are used.) As for the diagrams in Fig. 3, they can be set up in a manner similar to the others:

$$\Rightarrow -\frac{1}{2} \left< \left( \int V_{m3} \right)^2 \right> = -\frac{1}{2} \left< \left( \int \frac{1}{2} \left( g^{\mu\nu} h^{\rho\sigma} + g^{\rho\sigma} h^{\mu\nu} \right) f_{\mu\rho} F_{\nu\sigma} \right)^2 \right>$$

$$\Rightarrow - \left< \int V_{m3} \int V_{m4} \right> = - \left< \int \frac{1}{2} \left( g^{\mu\nu} h^{\rho\sigma} + g^{\rho\sigma} h^{\mu\nu} \right) f_{\mu\rho} F_{\nu\sigma} \right. \times \left. \int \frac{-1}{2} \left( \varphi^{\mu\nu} h^{\rho\sigma'} + \varphi^{\rho\sigma'} h^{\mu\nu} \right) f_{\mu\rho'} F_{\nu\sigma'} \right> (30)$$

We will leave it for now and come back in section 3 where we show a more convenient way of effectively calculating all the contributions, including those arising from the full internal propagators.

### 2.3 vacuum-to-vacuum and tadpole diagrams

In the first-layer perturbation, the shifts in the cosmological and Newton’s constants are caused by the vacuum-to-vacuum and tadpole diagrams, respectively (more details in section 4). Fig. 5 lists the diagrams for the pure gravity sector; there are similar diagrams for the matter-involving sector. For
the graviton vacuum-to-vacuum amplitude, for example, one is to compute

\[ \int \prod_x dh_{\kappa_1\kappa_2} e^{i \int \sqrt{-\tilde{g}} \left(-\frac{i}{2} \tilde{\nabla}_\gamma h_{\alpha\beta} \tilde{\nabla}^\gamma h_{\alpha\beta} \right)} \]  

This vacuum energy amplitude in the first-layer perturbation will give a vacuum diagram and a tadpole diagram in the second-layer. These diagrams as well as the genuine tadpole diagrams will be analyzed in detail in section 4.

3 Flat space analysis

In this section we consider a flat background. The analysis can also be viewed as the computation of the divergences in a curved background: the flat space analysis captures them since the ultraviolet divergence is a short-distance phenomenon. In the past the counter-terms were determined by dimensional analysis and covariance [20]. We directly calculate them in the refined background field method; dimensional analysis and covariance play the subsidiary role of checking the results.

Let us consider a flat background

\[ g_{\mu\nu} = \eta_{\mu\nu} \quad , \quad A_0 = 0 \]  

with dimensional regularization. In what follows we will present the explicit flat spacetime computations for the two-point diagrams considered for a generic background \( g_{\mu\nu} \) in the previous section. Although the techniques of the counter-term computation themselves are similar to those used in the pure gravity [9] and gravity-scalar [12] analyses, the present case has several
additional complications. As an unexpected spin-off of our direct approach, we will see how the long-known gauge choice-dependence issue is resolved.

3.1 two-point diagrams

The pure gravity sector was analyzed in [9]. Consider the ghost loop diagram in Fig. 1 (b) first. The ghost vertex takes, in the flat spacetime,

$$V_C = - \left[ - \tilde{\Gamma}_{\mu
u}^\lambda (-C_\lambda \partial^\mu \bar{C}^\nu + \bar{C}_\lambda \partial^\mu C^\nu) - (\eta^\nu_\gamma \varphi^{\mu\alpha} + \eta^\mu_\alpha \varphi^{\nu\beta}) \partial_\gamma \bar{C}_\alpha \partial_\nu C_\mu \right] + R_{\mu\nu} \bar{C}^\mu C^\nu$$

Let us define, for convenience,

$$V_C = V_{C,I} + V_{C,II} \quad (33)$$

with

$$V_{C,I} \equiv - \left[ - \tilde{\Gamma}_{\mu
u}^\lambda (-C_\lambda \partial^\mu \bar{C}^\nu + \bar{C}_\lambda \partial^\mu C^\nu) - (\eta^\nu_\gamma \varphi^{\mu\alpha} + \eta^\mu_\alpha \varphi^{\nu\beta}) \partial_\gamma \bar{C}_\alpha \partial_\nu C_\mu \right]$$

$$V_{C,II} \equiv R_{\mu\nu} \bar{C}^\mu C^\nu \quad (34)$$

The correlator to be computed is

$$\frac{-1}{2 \kappa^4} < \left( \int V_{C,I} + V_{C,II} \right)^2 > = \frac{-1}{2 \kappa^4} < \left\{ \int \left[ - \tilde{\Gamma}_{\mu
u}^\lambda (\partial^\mu \bar{C}^\nu C_\lambda - \partial^\mu C^\nu \bar{C}_\lambda) - (\eta^\nu_\gamma \varphi^{\mu\alpha} + \eta^\mu_\alpha \varphi^{\nu\beta}) \partial_\gamma \bar{C}_\alpha \partial_\nu C_\mu \right] - R_{\mu\nu} \bar{C}^\mu C^\nu \right\}^2 > \quad (35)$$

To see how the dimensional analysis and covariance can be utilized to check the final results, consider, e.g., \( < \left( \int V_{C,I} \right)^2 > \); a direct calculation yields

$$\frac{-1}{2 \kappa^4} < \left( \int V_{C,I} \right)^2 > = \frac{-1}{2 \kappa^4} \Gamma(\epsilon) \left[ - \frac{2}{15} \partial^2 \varphi_{\mu\nu} \partial^2 \varphi^{\mu\nu} + \frac{4}{15} \partial^2 \varphi^{\alpha\kappa} \partial_\kappa \partial_\sigma \varphi_\sigma - \frac{1}{30} (\partial_\alpha \partial_\beta \varphi^{\alpha\beta})^2 \right]$$

where the parameter \( \epsilon \) is related to the total spacetime dimension \( D \) by

$$D = 4 - 2 \epsilon \quad (37)$$

The result above (and some of the present ones) were obtained with the help of the Mathematica package xAct’xTensor‘ in performing the index contractions. By invoking dimensional analysis and covariance, one expects the
result to come out to be a sum of $R^2$ and $R_{\mu\nu}^2$ to the second order of $\varphi_{\rho\sigma}$ with appropriate coefficients. With the traceless condition $\varphi = 0$ explicitly enforced, $R^2$ and $R_{\mu\nu}^2$ are given, to the second order in $\varphi_{\alpha\beta}$, by

$$
R^2 = \partial_\mu \partial_\nu \varphi^{\mu\nu} \partial_\rho \partial_\sigma \varphi_{\rho\sigma}
$$

$$
R_{\alpha\beta} R^{\alpha\beta} = \frac{1}{4} \left[ \partial^2 \varphi^{\mu\nu} \partial^2 \varphi_{\mu\nu} - 2 \partial^2 \varphi^{\alpha\kappa} \partial_\kappa \varphi_{\alpha} + 2(\partial_\mu \partial_\nu \varphi^{\mu\nu})^2 \right]; \quad (38)
$$

from these it follows

$$
- \frac{1}{2} \kappa^4 < \left( \int V_{C,I} \right)^2 > = - \frac{1}{2} \Gamma(\epsilon) \left( \frac{4}{4\pi} \right)^2 \int \left[ - \frac{8}{15} \tilde{R}_{\alpha\beta} \tilde{R}^{\alpha\beta} + \frac{7}{30} \tilde{R}^2 \right] \quad (39)
$$

The tildes on the fields in the counter-terms will be omitted from now on.

Let us complete the other terms in (35); collecting all, one gets, for the ghost diagram,

$$
\hug o \hug o \Rightarrow - \frac{1}{2} \Gamma(\epsilon) \left( \frac{4}{4\pi} \right)^2 \int \left[ \frac{7}{15} R_{\mu\nu} R^{\mu\nu} + \frac{17}{30} \tilde{R}^2 \right] \quad (40)
$$

As for the graviton-loop diagram in Fig. 1 (a), the vertex $V_g$ takes

$$
V_g \equiv \left( 2\eta^{\beta\gamma'} \tilde{\Gamma}^\alpha_{\gamma'\alpha} - \eta^{\alpha\beta} \tilde{\Gamma}^\alpha_{\gamma'\gamma'\beta'} \right) \partial_\gamma h_{\alpha\beta} h_{\alpha'\beta'} + \left[ \frac{1}{2}(\eta^{\alpha\gamma'} \eta^{\beta\gamma'} \varphi_{\gamma'\gamma'} + \eta^{\gamma\beta'} \eta^{\gamma'\alpha'} \varphi_{\alpha'\alpha'}) + \eta^{\alpha\gamma'} \gamma' \varphi_{\beta\beta'} - \frac{1}{2} \eta^{\gamma'\gamma'} h_{\alpha\beta} h_{\alpha'\beta'} - \frac{1}{4} \varphi^{\gamma\gamma'} \eta^{\alpha\beta} \eta^{\alpha'\beta'} \right] \partial_\gamma h_{\alpha\beta} h_{\alpha'\beta'}
$$

$$
+ \left( h_{\alpha\beta} h_{\gamma\delta} \tilde{R}^{\alpha\gamma\beta\delta} - h_{\alpha\beta} h_{\alpha'\beta'} \tilde{R}^{\alpha\gamma\beta\delta} + \frac{1}{2} h_{\beta\gamma} h_{\alpha\beta} \tilde{R}^{\alpha\gamma\beta\delta} \right) \quad (41)
$$

By using the traceless propagator one can show:

$$
\hug o \hug o \Rightarrow - \frac{1}{2} \Gamma(\epsilon) \left( \frac{4}{4\pi} \right)^2 \int \left[ - \frac{23}{20} R_{\mu\nu} R^{\mu\nu} - \frac{23}{40} \tilde{R}^2 \right] \quad (42)
$$

The correlators for the matter-involving sector have also been outlined in the previous section. Their flat spacetime evaluation leads to the following results for the diagrams in Fig. 2 (a)-(c):

$$
\hug o \hug o \Rightarrow \frac{\Gamma(\epsilon)}{(4\pi)^2} \int \left( \frac{1}{30} R^2 - \frac{1}{10} R_{\alpha\beta} R^{\alpha\beta} \right)
$$

$$
\hug o \hug o \Rightarrow - \frac{\Gamma(\epsilon)}{(4\pi)^2} \frac{1}{15} \int R_{\alpha\beta} R^{\alpha\beta}
$$

$$
\hug o \hug o \Rightarrow \frac{\kappa^4 \Gamma(\epsilon)}{(4\pi)^2} \frac{3}{64} \int (F_{\alpha\beta} F^{\alpha\beta})^2 \quad (43)
$$
These results are covariant as expected. The direct calculation of the diagram in Fig. 2 (d) yields

\[
\kappa^2 \int \left( \frac{1}{16} F_{\mu\nu} F^{\mu\nu} \partial_\alpha \partial_\beta \varphi^{\alpha\beta} + \frac{1}{2} F_{\mu\nu} \varphi^{\mu\nu} \varphi^{\alpha\beta} \right)
\]

which is non-covariant.\(^6\) As a matter of fact, this is the diagram that suggests the solution for the gauge choice-dependence. This non-covariant result will be examined in section 3.2 and we will see how the covariance is restored. The diagram above also receives a contribution from \(V_{III} \) vertex:

\[
\kappa^2 \int \left( \frac{3}{4} F_{\alpha\kappa} F^{\beta\kappa} R^{\alpha\beta} + \frac{1}{8} F_{\alpha\beta} F^{\alpha\beta} R 
- \frac{1}{4} F_{\alpha\kappa} \partial^{\mu} F^{\alpha\beta} \right)
\]

As for the diagrams with the inhomogeneous loops, the first-layer diagram to be computed is the one in Fig. 4. It corresponds to several second-layer diagrams, two of which are Fig. 3 (a) and (b); one can show

\[
\kappa^2 \int \left( \frac{1}{3} F^{\alpha\kappa} \partial_\beta F^{\beta\kappa} \right)
\]

where all of the index contractions are done with the flat metric. Whereas the first diagram is covariant at the leading order, the second diagram is not at its given order, the \(\varphi^{\alpha\beta}\)-linear order. There are also contributions arising from the higher-order internal propagators and all of these three different contributions are required for the covariance since they altogether correspond to the single first-layer diagram in Fig. 4. Keeping track of the higher-order internal propagators obviously requires the full (or at least higher-order) propagator expression \(\tilde{\Delta}\). Therefore, instead of separately computing the individual contributions, it will be more economical to compute them at one

\(^6\)In the case of the Einstein-scalar system analyzed in [12], we obtained a covariant result for a similar diagram, \(\nabla_{\infty} \varphi_{16}\). The present non-covariant result is one reflection of the complexity of the gauge matter system.
stroke. The calculation can be done by performing the following steps: let us consider

\[ V \equiv \frac{1}{2} \left[ \tilde{g}^{\rho\sigma} h_{\mu\nu} + \tilde{g}^{\mu\nu} h^{\rho\sigma} \right] f_{\mu\rho} F_{\nu\sigma} \tag{47} \]

where \( \tilde{g}^{\mu\nu} \) is taken to be the linear-order expression, \( \tilde{g}^{\mu\nu} = g^{\mu\nu} - \phi^{\mu\nu} \); the contractions are carried out by \( \tilde{g}_{\mu\nu} \). At this point we introduce the orthonormal basis \( e_a^\mu \):

\[ e_a^\mu e_b^\nu g_{\mu\nu} = \eta_{ab} \tag{48} \]

where the Latin indices run \( a, b = 0, 1, 2, 3 \). The full scalar propagator \( \tilde{\Delta} \) can be written

\[ \tilde{\Delta}(X_1 - X_2) = \int \frac{d^4L}{(2\pi)^4} \frac{e^{iL_c(X_1 - X_2)^c}}{iL_a L_b \eta^{ab}} \tag{49} \]

where \( X^a \) and \( L_c \) are the coordinates and momenta associated with the orthonormal basis. Then the computation of the two-point amplitude goes identically with that of Fig. 3 (a); switching back to the original frame, one gets

\[ \Rightarrow \frac{-1}{2} \left< \left( \int V \right)^2 \right> = \frac{\kappa^2}{2} \frac{\Gamma(\epsilon)}{(4\pi)^2} \int \left( \frac{1}{3} \nabla_\alpha F_{\kappa}^\alpha \nabla_\beta F^{\beta\kappa} - \frac{1}{12} \nabla_\rho F_{\alpha\beta} \nabla^\rho F^{\alpha\beta} \right) \tag{50} \]

The analysis of the vacuum-to-vacuum amplitudes and tadpoles will be presented in section 4.

### 3.2 on gauge-choice independence

Above, we have evaluated the counter-terms for the diagrams in Figures. 1 to 5, and they have led to different types of the counter-terms, one of which, i.e., eq. (44), has come out non-covariant. This means that the effective action, as it stands, is non-covariant and gauge fixing-dependent. It turns out that these two problems have the following common solution: once the
gauge-fixing\(^7\)

\[ \partial_\mu \phi^{\mu \nu} = 0 \]  

(52)

is explicitly imposed on the effective action, the covariance and gauge-choice independence are restored.

To see this, let us examine the non-covariant counter-terms for Fig. 2 (c) given in (44). Note that the first term in (44) vanishes upon imposing the strong form of the gauge condition \( \partial_\mu \phi^{\mu \nu} = 0 \), which implies\(^8\)

\[ \partial_\nu \partial_\mu \phi^{\mu \nu} = 0; \]  

(54)

with it eq. (44) now takes

\[
\left| \begin{array}{c}
V_I + V_{II} \\
\end{array} \right| \Rightarrow \frac{\kappa^2 \Gamma(\epsilon)}{(4\pi)^2} \int \left( \frac{1}{2} F_{\mu \kappa} F_{\nu}^\kappa \partial^2 \phi^{\mu \nu} \right) = -\frac{\kappa^2 \Gamma(\epsilon)}{(4\pi)^2} \int F_{\mu \kappa} F_{\nu}^\kappa R^{\mu \nu}
\]

(55)

where the second equality is valid, as usual, up to a certain order of \( \phi_{\alpha \beta} \), the linear order for the present case. Note that above, the following identity at \( \phi_{\rho \sigma} \)-linear order has been used:

\[ R_{\mu \nu} = \frac{1}{2} (\partial^\kappa \partial_\mu \phi^{\kappa \nu} + \partial^\kappa \partial_\nu \phi^{\kappa \mu} - \partial_\mu \partial_\nu \phi - \partial^2 \phi_{\mu \nu}) = -\frac{1}{2} \partial^2 \phi_{\mu \nu} \]  

(56)

where the second equality results once the gauge conditions are enforced.

One is now in a position to address the longstanding issue of the gauge choice-dependence of the effective action: The effective action becomes fully covariant and gauge-choice independent after enforcing \( \partial_\nu \phi^{\mu \nu} = 0 \). One

\(^7\)Note that the gauge-fixing

\[ \partial_\mu \phi^{\mu \nu} - \partial^\nu \phi = 0 \]  

(51)

reduces to (52) once the traceless condition \( \phi = 0 \) is enforced.

\(^8\)It is with the following caveat. Since the scalar curvature \( R \) is given by

\[ R = \partial_\alpha \partial_\beta \phi^{\alpha \beta} \]  

(53)

to the linear order, it is not possible, with the strong form of the gauge condition, to probe the presence of the \( R \)-factor through the current linear-order calculation. For that, it is necessary to go to the second order.
should view the covariant action as still supplemented by the gauge-fixing. (This is just like the classical action: the classical action is fully covariant but is to be supplemented by a gauge-fixing condition.) If one chooses a different gauge-fixing and carries out the amplitude computations in that gauge, one should get exactly the same covariant effective action up to the terms that can be removed by that gauge-condition; this time, the action is supplemented with the very gauge-fixing condition that one has chosen. Therefore, the gauge-choice independence of the effective action should be interpreted to mean that the action is covariant after enforcing the strong form of the gauge condition and that the covariant action is to be supplemented by the gauge-fixing condition of one’s choice. (But one can of course choose any gauge-fixing (namely even a gauge-fixing different from the initial one) once the covariant effective action is obtained.)

One may wonder whether the appearance of the factors of $\partial^{\mu} \phi^{\mu\nu}$ in the counter-term calculation of (44) could by any chance be made to disappear, say, without imposing the gauge condition. It appears that the gauge choice-dependence has a deeper root. To be specific, let us consider the proof of the gauge-choice independence in chap. 15 of [30]. The proof is for a gauge theory in the ordinary (i.e., non-BFM) path-integral. The gauge choice-dependence gets to reside in a field-independent constant (therein denoted by $\mathcal{C}$; see eq. (15.5.19)), which is then duly disregarded. If one employs the BFM, however, that constant comes to depend on the background fields (say, $\varphi_{\mu\nu}$ for the present case, for example) and this must be the gauge choice-dependence that we have observed. This shows that the BFM, refined or not, has a limitation when applied to a gravitational system: it is introduced aiming for a more covariant treatment of the effective action computation. It turns out to be at odds with the gauge-choice independence. The limitation is overcome by imposing the gauge condition in its strong form as we have just discussed.

\[\text{Nevertheless, the refined BFM has an advantage compared to the conventional BFM in that the latter would yield results non-covariant in an uncontrollable way whereas the former gives the results covariant up to the gauge-choice dependent terms that can be removed by enforcing the strong form of the gauge condition.}\]
4 One-loop renormalization

The focus of the previous section was on the divergent parts of the diagrams; the analysis was involved but relatively straightforward. The forms of the counter-terms have been obtained with the infinite parts of the coefficients specified. As well known in the standard quantum field theory, one has the freedom to adjust the finite parts of the coefficients through the renormalization scheme, which one may take to be the modified minimal subtraction $\overline{\text{MS}}$ (see, e.g., [31] for a review). The main focus of the present section is to carry out the renormalization in detail and study its implications.

For the detailed analysis involving the renormalization conditions, it is convenient, as commonly done, to introduce a scale parameter $\mu$ by making the following shift:

$$\kappa^2 \rightarrow \mu^{-n/2+2} \kappa^2$$  \hspace{1cm} (57)

With this, eq.(1) takes

$$S = \int \sqrt{-g} \left( \frac{1}{\kappa^2 \mu^{2-n/2}} \hat{R} - \frac{1}{4} \hat{F}^2_{\mu\nu} \right)$$  \hspace{1cm} (58)

One can proceed and compute various amplitudes and counter-terms; that was basically what we did in the previous section, but this time the parameter $\mu$ will be included. The finite parts can now be kept track of with the fixed renormalization scheme.

One of the main goals of this section is to analyze the renormalization of the cosmological and Newton’s constants (earlier works can be found, e.g., in [32–34]). In its entirety the procedure involves dealing with an infinite number of counter-terms, not just the cosmological constant and Einstein-Hilbert terms. It will be nevertheless useful to first hone in on the renormalization of those two constants, a task undertaken at the end of section 4.1 before working out the further details of the whole procedure in section 4.2. This is because these constants carry special physical meanings unlike the other newly appearing couplings that will ultimately be absorbed by a metric field redefinition. Moreover, there are some subtleties in the evaluation of the diagrams responsible for their renormalization.

Let us first frame the analysis of the vacuum and tadpole diagrams in preparation for section 4.1. The vacuum-to-vacuum amplitude Fig. 5 (a) takes the form of the cosmological constant term and diverges (see, e.g., in
[30] and [12]). (The discussion here is for a flat spacetime, but the divergence will be quite generically produced for an arbitrary background.) Thus if we were dealing with a massive theory it would take a counter-term of the form of the cosmological constant of an infinite value to remove the divergence. However, the vacuum energy diagram vanishes due to an identity (eq. (64) below) in dimensional regularization. This is a rather undesirable feature of dimensional regularization when dealing with a massless theory. The diagrams responsible for the renormalization of the Newton’s constant are the tadpole diagrams. As we will see in detail in section 4.1, the (would-be) shift in the Newton’s constant is caused by a diagram that results from self-contraction of two fluctuation fields within the given vertex. Again, the following identity makes the regularization less suitable for the tadpole diagrams:

$$\int d^Dk \frac{1}{(k^2)\omega} = 0$$

(59)

where $\omega$ is an arbitrary number. The tadpole diagram vanishes due to this; the divergence that would otherwise renormalize the Newton’s constant is taken to vanish. For the reasons to be explained, we will introduce the shifts in the cosmological and Newton’s constants through finite renormalization.

### 4.1 vacuum-to-vacuum and tadpole diagrams

The kinetic terms are responsible for the vacuum-to-vacuum amplitudes in the parlance of the first-layer perturbation. We quote them here for convenience; this time it is written as

$$2\kappa^2 \mathcal{L} = \sqrt{-g} \left( -\frac{1}{2} \bar{\nabla}_\gamma h^{\alpha\beta} \bar{\nabla}^\gamma h_{\alpha\beta} + \frac{1}{4} \bar{\nabla}_\gamma h^\alpha_\alpha \bar{\nabla}^\gamma h^\beta_\beta \right)$$

$$= -\frac{1}{2} \partial_\gamma h^{\alpha\beta} \partial^\gamma h_{\alpha\beta} + \frac{1}{4} \partial_\gamma h^\alpha_\alpha \partial^\gamma h^\beta_\beta + V_{g,I} + V_{g,II}$$

(60)

[For instance, the identities in (59) and (64) often obscure cancellations between the bosonic and fermionic amplitudes in a supersymmetric field theory, making them separately vanish.]
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where
\[ \begin{align*}
V_{g,I} & \equiv \left( 2\eta^{\beta\beta'}\tilde{\Gamma}^{\gamma\alpha&\alpha'} - \eta^{\alpha\beta}\tilde{\Gamma}^{\alpha&\alpha'}\right) \partial_\gamma h_{\alpha\beta} h_{\alpha'\beta'} \\
V_{g,II} & \equiv \left[ \frac{1}{2} \left( \eta^{\alpha\alpha'} \eta^{\beta\beta'} \varphi_{\gamma\gamma'} + \eta^{\beta\beta'} \eta^{\gamma\gamma'} \varphi_{\alpha\alpha'} + \eta^{\alpha\alpha'} \eta^{\gamma\gamma'} \varphi_{\beta\beta'} \right) \\
& \quad - \frac{1}{4} \varphi \eta^{\alpha\alpha'} \eta^{\beta\beta'} \eta^{\gamma\gamma'} - \frac{1}{2} \eta^{\gamma\gamma'} \eta^{\alpha'\beta'} \varphi_{\alpha\beta} \\
& \quad + \frac{1}{4} \left( - \varphi \gamma\gamma' + \frac{1}{2} \varphi \eta^{\gamma\gamma'} \eta^{\alpha\alpha'} \eta^{\beta\beta'} \right) \partial_\gamma h_{\alpha\beta} \partial_{\gamma'} h_{\alpha'\beta'} \right] (61)
\end{align*} \]

We also define the rest of the vertex in \( V_g \) as \( V_{g,III} \):
\[ \begin{align*}
V_{g,III} & = \sqrt{-\tilde{g}} \left( h_{\alpha\beta} h_{\gamma\delta} \tilde{R}^{\alpha\gamma\beta\delta} - h_{\alpha\beta} h_{\delta\gamma} \tilde{R}^{\alpha\delta\gamma\beta} - \frac{1}{2} h^{\alpha\beta} h_{\alpha\beta} \tilde{R} \right) (62)
\end{align*} \]

The vacuum-to-vacuum amplitudes in the first-layer perturbation can be split into two parts in the second-layer perturbation: the vacuum-to-vacuum amplitudes and the tadpoles.\(^{11}\) Let us consider the vacuum-to-vacuum amplitudes in the second-layer perturbation. The vacuum energy - which leads to the cosmological constant constant renormalization - comes from
\[ \int \prod_x \left( h_{\kappa\kappa} \kappa \right) e^{\frac{-1}{2} \partial_\gamma h^{\alpha\beta} \partial_\gamma h_{\alpha\beta}} (63) \]

One obtains a constant term (see, e.g., the analysis given in [30]) whose divergent part (which will be denoted by \( A_0 \) below) is essentially the coefficient of the cosmological constant term. The calculation above leads to a quantum-level cosmological constant. Here is the difference between gravity and a non-gravitational theory. In a non-gravitational theory, appearance of a term absent in the classical action would potentially be a signal toward non-renormalizability.\(^{12}\) However, in a gravitational theory one has an additional leverage of a metric field redefinition, and we will ponder in section 4.2 the significance of the quantum shift in the cosmological constant in the quantization framework that involves the metric field redefinition.

\(^{11}\)As we will soon see, there are genuine tadpoles as well, i.e., tadpoles in the first-layer perturbation. As usual we evaluate them through the second-layer perturbation.

\(^{12}\)Even in a non-gravitational theory, appearance of a finite number of new couplings is taken to be compatible with renormalizability.
The evaluation of the vacuum-to-vacuum amplitude, whether it is from
the graviton or the ghost (or matter), involves the following integral that is
taken to vanish in dimensional regularization:
\[ \int d^4p \ln p^2 = 0 \]  \hspace{1cm} (64)

Nevertheless, we introduce renormalization by finite renormalization for the
following reasons. Although the expression above is taken to vanish in di-
mensional regularization, the vacuum energy expression (in particular \( A_0 \) in
\( (66) \)) will not, in general, vanish in other regularization methods for a curved
background. To better examine the behavior of the integral let us add a mass
term \( m^2 \) that will be taken to \( m^2 \rightarrow 0 \) at the end,
\[ \sim \int d^4p \ln (p^2 + m^2) \]  \hspace{1cm} (65)

One can then take derivatives with respect to \( m^2 \) for its evaluation; the result
takes the form of
\[ A_f + A_0 + A_1 m^2 + A_2 m^4 \]  \hspace{1cm} (66)

where \( A \)'s are some \( m \)-independed constants; the finite piece, \( A_f \), takes
\[ A_f \sim m^4 \ln m^2 \]  \hspace{1cm} (67)

With the limit \( m^2 \rightarrow 0 \), only the term with the constant \( A_0 \), which is infi-
nite, survives, and in dimensional regularization one sets \( A_0 = 0 \). Although
each term in (66) either vanishes or is taken to zero, not introducing nonva-
nishing finite pieces seems unnatural (and unlikely to be consistent with the
experiment): in a more general procedure of renormalization of a quantum
field theory, one can always conduct finite renormalization regardless of the
presence of the divergences. (As we will see in section 4.2, not only does the
quantum shift need to be introduced but also “classical” piece of the cosmo-
logical constant.) Once a finite piece is introduced and the definition of the
physical cosmological constant is made (say, as the coefficient of the \( \int \sqrt{-g} \)
term), the renormalized coupling will run basically due to the presence of the
scale parameter \( \mu \).
Let us now consider the tadpole diagrams; the tadpole diagrams\(^\text{13}\) are responsible for the renormalization of the Newton’s constant. For the tadpole, the rest of vertices in the kinetic term in (60) - which are nothing but \(V_{g,II}\) - as well as \(V_{g,III}\) are relevant; the former is part of the vacuum-to-vacuum amplitude in the first-layer perturbation whereas the latter is associated with a genuine tadpole of the first-layer perturbation. It turns out that \(V_{g,II}\) leads to a vanishing result in dimensional regularization; we illustrate that with \(V_{g,I}\),

\[
V_{g,I} = \left( 2\eta^{\beta\beta'}\tilde{\Gamma}^{\alpha'\gamma\alpha} - \eta^{\alpha\beta}\tilde{\Gamma}^{\alpha'\gamma\beta'} \right) \partial_{\gamma} h_{\alpha\beta} h_{\alpha'\beta'}
\]  

(68)

The self-contraction of the \(h_{\mu\nu}\)’s in (68) leads to a momentum loop integral with an odd integrand, which thus vanishes. (The other terms in (60) vanish because the self contraction leads to the trace of \(\varphi_{\mu\nu}\).) The vertex \(V_{g,III}\) similarly leads to a vanishing result. To see this, consider contraction of the \(h_{\alpha\beta}\)-fields in \(V_{g,III}\). The index structures yield \(R\) but the self-contraction is taken to vanish in dimensional regularization due to the identity in (59).

Then for the renormalization of the Newton’s constant the story goes similarly to the case of the cosmological constant: although the dimensional regularization does not lead to a divergence for the tadpole diagram, the shift is introduced through finite renormalization.

### 4.2 renormalization by field redefinition

The full one-loop renormalization procedure is in order. Many steps of the procedure below have analogous steps in the Einstein-scalar case studied in [12] and [15]. Presently we put more efforts in keeping track of the finite parts, and comparison with the future experimental results is elucidated in more detail.

Combining all the results so far, the renormalized action plus the counter-

\(^{13}\)Typically, tadpole diagrams in a non-gravitational are cancelled by a counterterm linear in the field and not considered further. More care is needed in a gravitational theory since the counter-terms take the form of the Einstein-Hilbert term. At least a priori it seems safer to view its effect as shifting the Newton’s constant. The shift can be set to zero later if, for instance, the consistency of the renormalization program demands its vanishing.
terms are given by

\[ \int \sqrt{-g} \left( e_1 + e_2 R + e_3 R^2 + e_4 R^2_{\alpha\beta} \right) \]
\[ + \int \sqrt{-g} \left( e_5 F_{\mu\nu} F^{\mu\nu} + e_6 F_{\alpha\beta} F^{\alpha\beta} R + e_7 F_{\alpha\beta} F_{\beta\gamma} R^{\alpha\beta\gamma\delta} + e_8 F_{\alpha\beta} F_{\gamma\delta} R^{\alpha\beta\gamma\delta} + e_9 \nabla^\alpha F_{\alpha\kappa} \nabla^\beta F^{\kappa} + e_{10} \nabla_\lambda F_{\mu\nu} \nabla^\lambda F^{\mu\nu} + e_{11} (F_{\alpha\beta} F^{\alpha\beta})^2 + \cdots \right) \]  

(69)

where \( e_1 \) is the constant previously denoted by \( A_0 \). More precisely, \([e_i] = A_0 \) where the square bracket \([e_i]\) denotes the infinite parts of the coefficient \( e_i \) calculated by employing dimensional regularization. Similarly, the would-be divergence of the tadpole diagrams will be denoted \( B_0 = [e_2] \). \((A_0, B_0 \) are taken to vanish in dimensional regularization.) For the rest of the coefficients, one has, by collecting the results in section 3,

\[ [e_3] = -\frac{17}{60} + \frac{23}{80} + \frac{1}{30}, \quad [e_4] = -\frac{7}{30} + \frac{23}{40} - \frac{1}{10} - \frac{1}{15}, \]
\[ [e_5] = -\frac{1}{4} + \frac{3}{4} \kappa^2, \quad [e_6] = \frac{\kappa^2}{8}, \quad [e_7] = \frac{\kappa^2}{4}, \quad [e_8] = -\frac{\kappa^2}{4}, \]
\[ [e_9] = \frac{\kappa^2}{6}, \quad [e_{10}] = -\frac{\kappa^2}{24}, \quad [e_{11}] = \frac{3}{64} \kappa^4, \]  

(70)

where the common factor \( \frac{F(e)}{(4\pi)^2} \) has been suppressed. The finite pieces of each coefficient are determined by the \( \overline{\text{MS}} \) scheme. Not all these counter-terms are independent because of the following relationships, the second of which is valid up to total derivative terms:

\[ F_{\alpha\beta} F_{\gamma\delta} R^{\alpha\beta\gamma\delta} = \nabla^\mu F_{\nu}\rho \nabla^\mu F^{\nu\rho} + 2 F_{\mu\kappa} F_{\nu} \kappa R^{\mu\nu} - 2 \nabla^\lambda F_{\nu \kappa} \nabla^\sigma F^{\nu \kappa} \]
\[ F_{\alpha\beta} F_{\beta\gamma} R^{\alpha\beta\gamma\delta} = -\frac{1}{2} F_{\alpha\beta} F_{\gamma\delta} R^{\alpha\beta\gamma\delta} \]  

(71)

Upon substituting these into (69), one gets\(^{14}\)

\[ \int \sqrt{-g} \left[ e_1 + e_2 R + e_3 R^2 + e_4 R^2_{\alpha\beta} + (e_5 - e_7 + 2e_8) F_{\mu\kappa} F^{\mu\kappa} R^{\mu\nu} + e_6 F_{\alpha\beta} F^{\alpha\beta} R + (e_7 - 2e_8 + e_9) \nabla^\alpha F_{\alpha\kappa} \nabla^\beta F^{\beta}_\kappa \right] \]  

(72)

\(^{14}\)The analysis in this section is to illustrate the renormalization procedure and is based on the computation that we have carried out in the previous sections. Some of the diagrams that we did not explicitly calculate will change the numerical values of certain coefficients. For instance, there are tadpole diagrams with the matter fields running on the loop. Such diagrams will generate a counter-term of the form \( \sim F_{\alpha\beta}^2 \).
The strategy is to absorb these counter-terms by redefining the metric in the bare action. Inspection reveals that the counter-terms of the forms $\nabla_\lambda F_{\mu\nu} \nabla^\lambda F^{\mu\nu}$, $\nabla^\alpha F_{\alpha\kappa} \nabla^\beta F_{\beta\kappa}^{\kappa}$ cannot be absorbed by a bare action that consists of the Einstein-Hilbert term and the Maxwell term: one needs the cosmological constant term as well. The reason is that under a metric shift $g_{\mu\nu} \to g_{\mu\nu} + \delta g_{\mu\nu}$, the Einstein-Hilbert part shifts according to

$$\sqrt{-g} R \to \sqrt{-g} R + R \delta g^{\mu\nu} \frac{\delta \sqrt{-g}}{\delta g_{\mu\nu}} + \sqrt{-g} \delta g^{\mu\nu} \frac{\delta R}{\delta g_{\mu\nu}}$$

so the shifted part comes either with $R$ or $R_{\mu\nu}$, and is thus inadequate to absorb the aforementioned counter-terms; so is the shifted part from the Maxwell's action. We assume the presence of the cosmological constant in the bare action and proceed; more in the conclusion. Let us consider the following shifts\(^{15}\) [35] [12],

$$\kappa \to \kappa + \delta \kappa \ , \ \Lambda \to \Lambda + \delta \Lambda$$

\[ g_{\mu\nu} \to g'_{\mu\nu} \equiv l_0 g_{\mu\nu} + l_1 g_{\mu\nu} R + l_2 R_{\mu\nu} + l_3 g_{\mu\nu} F_{\rho\sigma}^{2} + l_4 F_{\mu\kappa} F_{\nu}^{\kappa} + l_5 R F_{\mu\kappa} F_{\nu}^{\kappa} + l_6 R_{\mu\nu} F_{\kappa_1 \kappa_2}^{2} + l_7 g_{\mu\nu} R F_{\rho\sigma}^{2} + l_8 g_{\mu\nu} R^{\alpha\beta} F_{\alpha\kappa} F_{\beta}^{\kappa} + l_9 R_{\mu}^{\alpha} \nu \beta F_{\alpha\kappa} F_{\beta}^{\kappa} + l_{10} R (F_{\kappa_1 \kappa_2}^{\kappa_1 \kappa_2})^{2} + l_{11} \nabla_{\mu} F_{\kappa_1 \kappa_2} \nabla_{\nu} F_{\kappa_1 \kappa_2}^{\kappa_1 \kappa_2} + l_{12} \nabla^{\lambda} F_{\lambda\mu} \nabla^{\kappa} F_{\kappa\nu} \quad (74) \]

One can straightforwardly show that under these, the gravity and matter

\(^{15}\)One may wonder about the traceless condition on the newly defined metric. The traceless condition was in order for the propagator to be well-defined. Once the effective action is obtained, one may choose a different gauge-fixing for solving the field equations in which the traceless condition may not be imposed.
sectors shift, respectively,

\[-\frac{2}{\kappa^2} \Lambda \int \sqrt{-g} + \frac{1}{\kappa^2} \int d^4x \sqrt{-g} \, R \rightarrow -2 \left( \frac{\Lambda}{\kappa^2} + \frac{\delta \Lambda}{\kappa^2} - \frac{2\delta \kappa \Lambda}{\kappa^3} + 2l_0 \Lambda \right) \int \sqrt{-g} \]

\[
+ \left( \frac{1}{\kappa^2} - \frac{2\delta \kappa}{\kappa^3} + \frac{l_0}{\kappa^2} \Lambda (4l_1 + l_2) \right) \int \sqrt{-g} \, R + \frac{1}{\kappa^2} \int \sqrt{-g} \left[ (l_1 + \frac{1}{2} l_2) R^2 - l_2 R_{\mu\nu} R^{\mu\nu} \right] 
\]

\[
+ \frac{1}{\kappa^2} \int \sqrt{-g} \left[ -\Lambda (4l_3 + l_4) F_{\alpha\beta} F^{\alpha\beta} + \left( l_3 + l_4/2 - \Lambda l_5 + l_6 + 4l_7 \right) R F_{\alpha\beta} F^{\alpha\beta} \right. 
\]

\[-\Lambda (4l_8 + l_9) R^{\alpha\beta} F_{\alpha\kappa} F_{\beta}^\kappa - 4\Lambda l_{10} (F_{\rho\sigma} F^{\rho\sigma})^2 - \Lambda l_{11} (\nabla_\mu F_{\nu\rho})^2 - \Lambda l_{12} (\nabla^\kappa F_{\kappa\nu})^2 + \ldots \quad (75) \]

and\(^{16}\)

\[-\frac{1}{4} \int \sqrt{-g} F_{\mu\nu}^2 \rightarrow \frac{1}{4} \int \sqrt{-g} F_{\mu\nu}^2 + \int \sqrt{-g} \left[ -\frac{l_2}{8} R F_{\alpha\beta} F^{\alpha\beta} \right. 
\]

\[+ \frac{l_2}{2} R^{\alpha\beta} F_{\alpha\kappa} F_{\beta}^\kappa + \frac{l_3}{2} (F_{\rho\sigma} F^{\rho\sigma})^2 + \frac{l_4}{2} F_{\alpha\kappa} F^{\alpha\kappa'} F_{\beta}^{\beta'} + \ldots \quad (76) \]

Combining these two, one gets

\[
\frac{1}{\kappa^2} \int d^4x \sqrt{-g} \, (R - 2\Lambda) - \frac{1}{4} \int \sqrt{-g} F_{\mu\nu}^2 \rightarrow -2 \left( \frac{\Lambda}{\kappa^2} + \frac{\delta \Lambda}{\kappa^2} - \frac{2\delta \kappa \Lambda}{\kappa^3} + 2l_0 \Lambda \right) \int \sqrt{-g} 
\]

\[
+ \left( \frac{1}{\kappa^2} - \frac{2\delta \kappa}{\kappa^3} + \frac{l_0}{\kappa^2} \Lambda (4l_1 + l_2) \right) \int \sqrt{-g} \, R - \frac{1}{4} \int \sqrt{-g} F_{\mu\nu}^2 
\]

\[
+ \frac{1}{\kappa^2} \int \sqrt{-g} \left[ (l_1 + 2l_2) R^2 - l_2 R_{\mu\nu} R^{\mu\nu} \right] + \frac{1}{\kappa^2} \int \sqrt{-g} \left[ -\Lambda (4l_3 + l_4) F_{\alpha\beta} F^{\alpha\beta} \right. 
\]

\[+ \left( l_3 + \frac{1}{2} l_4 - \Lambda l_5 + l_6 + 4l_7 - \frac{l_2}{2} \right) R F_{\alpha\beta} F^{\alpha\beta} + \left( \kappa^2 l_2/2 - \Lambda [4l_8 + l_9] \right) R^{\alpha\beta} F_{\alpha\kappa} F_{\beta}^\kappa 
\]

\[
(\kappa^2 l_3/2 - 4\Lambda l_{10}) (F_{\rho\sigma} F^{\rho\sigma})^2 - l_{11} (\nabla_\mu F_{\nu\rho})^2 - l_{12} (\nabla^\kappa F_{\kappa\nu})^2 + \ldots \quad (77) \]

Not all of the terms in the expansion have not been explicitly recorded: additional diagrams such as 3-pt amplitudes should be considered to account for some of them.

Let us consider the first several coefficients of the shifted action and compare them with those of (72). We start with the cosmological constant term

\(^{16}\)It is likely that the counter-term of the form $F_{\alpha\kappa} F^{\alpha\kappa'} F_{\beta}^{\beta'}$ will appear at two-loop.
and Einstein-Hilbert term. Their counter-terms can be absorbed by setting\(^{17}\)
\[
-\frac{2}{\kappa^2} \left( \delta \Lambda - \frac{2 \delta \kappa \Lambda}{\kappa} \right) = A_0
\]
and
\[
-\frac{2}{\kappa^3} \delta \kappa + \frac{1}{\kappa^2} l_0 - \frac{\Lambda}{\kappa^2} (4l_1 + l_2) = B_0
\]
respectively. We assume that the constants \(A_0, B_0\) now contain the non-vanishing finite pieces introduced by the aforementioned finite renormalization. Eq. (79) determines the infinite part of \(\delta \kappa\)
\[
\delta \kappa = \frac{\kappa}{2} l_0 - \frac{\kappa \Lambda}{2} (4l_1 + l_2) - \frac{\kappa^3}{2} B_0
\]
\(\delta \Lambda\) is determined once this result is substituted into (78):
\[
\delta \Lambda = l_0 \Lambda - \Lambda^2 (4l_1 + l_2) - \frac{\kappa^2}{2} A_0
\]
The counter-terms of the forms \(R^2, R^2_{\mu\nu}\) can be absorbed by setting
\[
l_1 + \frac{1}{2} l_2 = e_3 \quad , \quad -l_2 = e_4
\]
which yields
\[
l_1 = e_3 + \frac{1}{2} e_4 \quad , \quad l_2 = -e_4
\]
Inspection of the coefficients of \((F_{\alpha\beta})^2\) implies
\[
4l_3 + l_4 = \mathcal{O}(\kappa^4)
\]
The coefficients of \(RF_{\alpha\beta}F^{\alpha\beta}, R^{\alpha\beta} F_{\alpha\kappa} F^{\beta\kappa}\) should match with the corresponding coefficients of the counter-term action:
\[
l_3 + \frac{l_4}{2} - \Lambda (l_5 + l_6 + 4l_7) - \frac{l_2}{8} \kappa^2 = e_6 \quad , \quad \frac{\kappa^2}{2} l_2 - \Lambda (4l_8 + l_9) = e_5 - e_7 + 2e_8
\]
These constraints are to be combined with those coming from the higher order counter-terms.

\(^{17}\)Note that \(A_0 = -\mathcal{S}_{div}\) used, e.g., in [12].
4.3 scattering predictability and more of 1PI action

It may be useful to recall the case of a non-gravitational theory before considering the gravitational case. Suppose one performed the loop computations and found new vertices required to remove the divergences. In the standard procedure of renormalization, those vertices will be included with the corresponding arbitrary coupling constants in the bare action. If the number of the new vertices is finite, the theory is called renormalizable and one proceeds to obtain the 1PI effective action. If the number is infinite, the theory is declared to be unrenormalizable; the infinite number of coupling constants lead to loss of the predictive power of the theory.

In a gravity theory there are an infinite number of counter-vertices, some of which we have seen in section 3. The idea of the field redefinition is that one starts with the bare action of the same form as the classical action with possible addition of the cosmological constant term. The metric in the bare action is the field-redefined one, $G_{\mu\nu}$, in (74). The crucial point is that all of the coupling constants associated with the higher-order counter-vertices are absorbed into the redefined metric $G_{\mu\nu}$, thus unobservable [35]. The predictability of the theory for scattering amplitudes then follows. Let us paraphrase. The divergences arising from the loop diagrams can be removed by the counter-vertices present on the right-hand side of the definition of $G_{\mu\nu}$ in (74). In other words, with the counter-terms added, the renormalized action now contains all of the new coupling constants. However, the counter-terms with those coupling constants can be combined into Einstein-Hilbert form in terms of the redefined metric $G_{\mu\nu}$. This means that the bare action has two coupling constants, the cosmological and Newton's, in terms of the new metric, and therefore the theory is predictive.

More specifically, the theory becomes predictive by following the usual “routines”: suppose the experimental values of the cosmological and Newton's constants are known accurately to the extent that we may discern the quantum corrections. One can find the values of the renormalized cosmological and Newton's constants by imposing certain renormalization conditions. Once the renormalized constants are determined in terms of physical constants one can proceed to compute, for instance, various scattering amplitudes and make predictions on the corresponding experimental outcomes.

The fact that the infinite number of the coupling constants are absorbed by the metric field redefinition must be not taken as to mean that the quantum
effects are immaterial. There will be all those vertices present with fixed finite values of the coefficients in the effective action.\footnote{In general a full effective action is a highly complicated object even containing nonlocal terms (that may be important for the black hole physics [37]). Here we focus on the starting renormalized action with the added vertices with the fixed finite coefficients.} At this point one can consider yet another field redefinition in conjunction with the quantum deformation of the geometry that plays an important role in the context of black hole information [36] [19] [16].

5 Conclusion

In this work, we have extended the one-loop renormalization of an Einstein-scalar system to an Einstein-Maxwell system. As in the previous works the amplitude calculations have been carried out with the two layers of perturbation in the refined background field method. Since the Maxwell part itself is a gauge system, the extension involves overcoming several additional hurdles. The direct Feynman diagrammatic computation has lead to a gauge choice-dependent 1PI effective action: the effective action is covariant only up to the metric gauge-fixing. The origin of the dependence was found in the limitation of the background field method. The proper interpretation of the gauge-choice independence is such that the effective action is made covariant by removing all of the terms containing the gauge-fixing condition. At the same time, the action is to be supplemented by the gauge-fixing condition in the usual manner. We have taken one step further compared to our previous works: with the fixed renormalization scheme chosen, we have enumerated the quantum corrections of various physical quantities such as the cosmological and Newton’s constants. The role of the finite renormalization is important. We have seen that the metric field redefinition a la ’t Hooft brings predictive power to the theory.

There are several highlights worth recapitulating. Firstly, note that one ends up taking three different measures to ensure the covariance: removal of the trace part of the metric, employment of the refined BFM, and enforcement of the strong form of the gauge-fixing. Secondly, the cosmological constant has several special features in the context of renormalization. It is the leading term in the derivative expansion and generically generated regardless of the background under consideration. Even if one’s starting ac-
tion does not include the cosmological constant term, the renormalizability dictates its presence in the bare action (and thus in the effective action). Thirdly, the renormalizability requires a metric field definition. The existence of such a field redefinition should not be a coincidence but must be a reflection of the quantum deformation of the geometry. The freedom of such a field redefinition is powerful and distinguishes gravity from non-gravitational unrenormalizable theories.

We have seen that the renormalizability requires the presence of the cosmological term in the bare action. One may take this as a rationale of the presence of a renormalized cosmological constant in the starting renormalized action. In fact, this seems to suggest a future direction that stands out. In the main body we carried out the analysis without including the cosmological constant since we were interested in a flat background. The fact that the cosmological constant is generically generated and required for the renormalizability seems to suggests the possibility that it should be included in the starting renormalized action. This would imply that one should consider the propagator associated with a de Sitter (or anti-de Sitter) background, although the flat spacetime analysis can still be employed for the divergence analysis. Once the cosmological constant is included and expanded around the fluctuation metric, it can be treated as a source for additional vertices.\textsuperscript{19}

It appears that there are several variant renormalization procedures depending on, e.g., whether or not to include the cosmological constant in the starting renormalized action. As a matter of fact, there is an intriguing possibility when choosing a renormalization scheme. Although the flat space analysis catches the divergent parts of the proper curved space analysis, the finite parts require, in general, the due curved space propagators. One may choose the renormalization scheme such that the finite parts become the same as the corresponding flat analysis. It will be interesting to see whether or not the renormalization procedure could be consistently conducted with such a special scheme. If it could be and yields the same results as the curved space analysis, the flat space analysis will serve as a highly convenient alternative.

\textsuperscript{19}Alternatively, it can be treated as the “graviton mass” term and with this the graviton propagator becomes a massive one. This may appear too contrived but the massive propagator makes it unnecessary to introduce the finite renormalization. An objection may be raised that the spacetime is no longer flat in the presence of the cosmological constant term. This is an issue worth further exploring. The bottom line is that the flat space analysis catches the divergences. Also, in a more realistic setup including a Higgs-type scalar, mixing between the physical and unphysical states \textsuperscript{38} is expected.
to the proper curved space analysis, and that would imply, in a certain sense, the background independence of the whole framework.

Another direction is the two-loop extension of the results of the present work. As stated in the introduction, the renormalization procedure in this paper is entirely within the standard framework and in particular the reduction of the physical states did not play a role (other than providing assurance that the present procedure can, in principle, be extended to two- and higher-loops. Although the direct two-loop analysis is expected to be much harder, the difficulty will be of technical character and associated with computing the Feynman diagrams themselves. One may turn to the approach where the counter-terms are determined by dimensional analysis and covariance [39]. Once the counter-terms are obtained one way or another, it should be possible, with reasonable effort, to extend the field redefinition-utilized renormalization to two-loop. The reduction to the physical sector [7, 11] is expected to play a role at two- and higher-loops.
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