Hybrid minimization algorithm for computationally expensive multi-dimensional fitting
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Abstract. Multi-dimensional optimization is widely used in virtually all areas of modern astrophysics. However, it is often too computationally expensive to evaluate a model on-the-fly. Typically, it is solved by pre-computing a grid of models for a predetermined set of positions in the parameter space and then interpolating. Here we present a hybrid minimization approach based on the local quadratic approximation of the $\chi^2$ profile from a discrete set of models in a multidimensional parameter space. The main idea of our approach is to eliminate the interpolation of models from the process of finding the best-fitting solution. We present several examples of applications of our minimization technique to the analysis of stellar and extragalactic spectra.

1. Introduction

Successful interpretation of astrophysical phenomena in virtually all subfields of astrophysics are achieved by comparing observational data to numerical or analytic models and evaluating the physical parameters of these models. Different minimization techniques are exploited to find a set parameters of such a model that fits the input observing data best. A large fraction of the minimization algorithms used in astronomy deal with continuous functionals in the parameter space. However, evaluating the model on-the-fly for an arbitrary point in the parameter space often becomes too computational expensive (for example, to model a spectrum of star or a galaxy). Typically, this problem is addressed by pre-computing a grid of models for a predetermined set of positions in the parameter space, which are then interpolated between grid nodes to achieve continuous and differentiable behavior of the evaluated function. This approach, in cases with
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Figure 1. An example of a synthetic test to validate our method for: a \( \chi^2 \) map uses the analytic Rosenbrock function (known for its notorious behavior in minimization tasks) with the minimum at (0.225, 0.101). The left panel shows the first part of the algorithm to locate the \( \chi^2 \) minimum grid node, a green point is the initial guess, red line connects the nodes with the detected minimum of \( \chi^2 \) on a grid, a blue point is the final node. The right panel explains the second part of the algorithm with a local approximation of the \( \chi^2 \) profile and analytic determination of the minimum in the 2D parameter space (0.234, 0.088).

rapid change in the behavior of the models at neighboring nodes, leads to systematic artifacts caused by interpolation and an incorrect final solution.

Here we propose to eliminate the interpolation for models and search for an off-node solution using a local approximation of the \( \chi^2 \) profile by a positive definite quadratic form in a multidimensional parameter space.

2. Minimization algorithm description

The minimizer searches for the minimum of \( \chi^2 \) in the multidimensional parameter space defined by a discrete set of parameters (discrete parameters). In our case, with the eliminated interpolation, the values of \( \chi^2 \) are determined only at the grid nodes. Therefore, the minimization algorithm consists of two parts: (i) searching the minimum value of \( \chi^2 \) at the grid nodes, which do not have to be regularly spaced; (ii) calculating the off-node local \( \chi^2 \) minimum position in the parameter space.

The algorithm implementation includes: (i) construction a connectivity matrix for a grid of models using triangulation; (ii) checking connected nodes and choosing a node with a minimum value of \( \chi^2 \) using a downhill/uphill climbing algorithm; (iii) finding an off-node solution from the approximation of \( \chi^2 \) values at the locally connected nodes using a positively definite quadratic form (Rosen & Marcia 2004); (iv) determination of weights for the superposition of models at the minimum (Sanee 2008). This approach allows us to deal with irregular multidimensional grids of models, provided there is a local basis for of the corresponding dimensionality.

In addition to discrete parameters of the models, one can minimize continuous functional parameters (such as Doppler shift for radial velocities, rotational broadening for stars, velocity dispersions for galaxies, etc.) at each tested node using standard
3. Application of the algorithm

Before applying a new method to real data, we carried out a large number of synthetic tests on different test functions for optimization (artificial landscapes) with different grid configurations (regular/irregular). The application of the method for the Rosenbrock function on a regular grid is shown in Fig. 1.

In the VOXAstro Stellar Libraries initiative (https://sl-dev.voxastro.org/), the new method showed excellent results consistent with the literature for UVES-POP (Bagnulo et al. 2003 and Borisov et al. in prep), INDO-US (Valdes et al. 2004) and ELODIE (Prugniel & Soubran 2001; Prugniel et al. 2007) stellar spectra. We also applied it to the new LCO-SL near-infrared stellar spectral library (Chilingarian et al. 2015). In all these cases, we determined the following parameters of stellar atmospheres, $T_{\text{eff}}$, log g, [Fe/H], [$\alpha$/Fe] as discrete parameters for a synthetic grid of models.
computed with the phoenix code (Husser et al. 2013) and two continuous parameters ($v_{\text{rad}}$, $v_{\text{rot}} \sin i$). An example of fitting result shown in Fig. 2.

As part of the RCSEDv2 (https://rcsed2.voxastro.org/, Chilingarian et al. 2017) catalog project, we added the option to select a minimization algorithm to the NBURSTS spectrum fitting technique (Chilingarian et al. 2007a,b) and fitted large samples of galaxies with it. Here, ages and metallicities of stellar populations were determined as discrete parameters using PEGASE.HR/MILES/E-MILES grids (Le Borgne et al. 2004; Vazdekis et al. 2015, 2016); radial velocities and velocity dispersions were set as continuous parameters. An example of fitting result for a low-mass galaxy hosting an active galactic nucleus is shown in Fig. 3. We also plan to utilize this algorithm to estimate galaxy properties using multi-dimensional grids of stellar population models describing complex star formation histories (see e.g. Grishin et al. 2019).

4. Summary

We developed a hybrid minimization algorithm, which allows us: (i) to deal with grids of models without interpolating them inside the evaluation routine; (ii) to deal with regular and irregular grids; (iii) to quickly build $\chi^2$ maps and look for a solution in different parts of the grid; (iv) to simultaneously determine discrete and continuous parameters of a model. The results of synthetic tests and examples of use in several research applications illustrate the power of using the hybrid minimization method in a wide range of astrophysical problems.
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