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Abstract

The tetrachoric correlation coefficient ($r_t$) is a special case of the statistical covariation between two variables measured on a dichotomous scale, but assuming an underlying bivariate normal distribution. Our goal was to provide an analysis of seven different methods used to calculate $r_t$. The $r_t$ approximation was then used to derive its standard error and its associated confidence interval. Computation of $r_t$ is not straightforward and is usually not available in standard statistical packages. This paper introduces seven methods for computing the $r_t$ value and three methods used to provide the standard error estimation ($\text{SE}(r_t)$). These methods were illustrated using data from questionnaires that were used to evaluate public awareness regarding Electronic Waste hazards. The different algorithmic/mathematical methods used to estimate $r_t$ and $\text{SE}(r_t)$ yielded values that were equal to (or very close to) each other and the estimates obtained from SAS statistical analysis software. Method 6 and Method 1 used to estimate $r_t$ and $\text{SE}(r_t)$ work very well, the equations are easy to understand, are computationally simple and are ideally suited for use. Additionally, the width of the confidence intervals for these methods are equal to (or closely approximates) the widths calculated by the SAS statistical analysis computer program.
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1 Introduction

Measures of association for dichotomous variables are an area that has been studied from the very infancy of modern statistics [1]. One of the first scholars to treat the subject was Karl Pearson, one of the fathers of modern statistics [1]. In the 7th article in the seminal series Mathematical contributions to the theory of evolution, Pearson [2] proposed what later became known as the tetrachoric correlation coefficient ($r_t$).

The $r_t$ is one of the oldest and most interesting bivariate measures of correlation [3]. The $r_t$ is a product–moment correlation between two unobserved quantitative (continuous) variables that have each been measured on a dichotomous scale [2]. The $r_t$ assumes that the two variables under study are essentially continuous and would be normally distributed if it were possible to obtain scores or exact measures and thus be able to classify both variables into frequency distributions [4]. The $r_t$ is, therefore, an estimate of the product–moment correlation that would have been obtained with the underlying continuous variables if its joint distribution were bivariate normal [5].

The fundamental idea of the $r_t$ is to consider the 2 × 2 contingency table as a double dichotomization of a bivariate standard normal distribution, and then solve for the parameter such that the volumes of the dichotomized bivariate standard normal distribution equal the joint probabilities of the contingency table [1]. The $r_t$ is then defined as that parameter, which, of course, corresponds to the linear correlation of the bivariate normal distribution [1].

While the $r_t$ is typically used to measure the correlation between two independent dichotomous variables, it also can be used to assess the reliability of a single rater when two raters independently rate n objects on a dichotomous scale [6]. In addition, the $r_t$ is often used to measure rater agreement and is preferred by some researchers over Cohen’s kappa for this purpose [7]. When assessing agreement between experts, it is important to distinguish between disagreements that can and cannot be explained by different placing of the boundaries between categories. Cohen’s kappa statistic is affected by both types of disagreement, and $r_t$ only by the second type [8].

An asymptotic approximation to the standard error $SE(r_t)$ of the $r_t$ was given by Pearson [9]. However, the accuracy and, therefore, usefulness of Pearson’s standard error has repeatedly been called into question [7]. For example, Kendall and Stuart [10] noted that the sampling distribution and the standard error of the $r_t$ are not known with any precision, and they noted further that it is not known for what sample size the standard error may safely be used.

Because of the extensive calculations necessary to compute the $r_t$, it has not been a popular statistic, despite its usefulness [7]. With the advent of high speed computing, the $r_t$ has seen a resurrection in fields such as psychology, psychopathology, radiology, and genetics [11]. If you have the original data, don’t bother dichotomizing them, because $r_t$ has an efficiency of 0.40 compared with the efficient Pearson correlation estimate [12].

The $r_t$ value may be a more appropriate measure of reliability for $2 \times 2$ contingency tables [3]. It may be preferable to factor analyze $r_t$ rather than phi coefficients for a set of dichotomously scored items because differences in item difficulties will introduce additional factors when phi coefficients are factor analyzed [13]. The $r_t$ also may be preferred to the popular kappa coefficient in applications where a consistency measure of reliability is preferred to an agreement measure of reliability [3].

The purpose of this paper is to provide methods used to estimate $r_t$ from $2 \times 2$ contingency tables. The $r_t$ approximation is then used to derive simple methods of determining $SE(r_t)$ and its confidence interval. To illustrate the methodology, questionnaire data for E-waste management practices, was used.
2 Materials and Methods

2.1 Participants and questionnaires

In this study, the questionnaires were used to evaluate public awareness regarding Electronic Waste hazards, to identify the status of E-waste management practices, determine the effect of E-waste on humans and environment, and the disposal of E-waste. The questionnaires contained a short description of this study and the intended use of collected data, which was also distributed to homeowners by hand. This created room for ‘one-on-one’ interaction with the respondents. The data was collected through the distribution of 200 well-structured questionnaires. The questionnaire is shown in Table 1.

Table 1. Questionnaire on assessment of E-waste management during 2018

| No. | Questions                                                                 |
|-----|---------------------------------------------------------------------------|
| Q1  | Do you know what electronic wastes are? Yes (  ) – No (  )                |
| Q2  | Do you use these household electronics frequently? Yes (  ) – No (  )     |
| Q3  | Do you recover any of the electronic equipment/components from waste? Yes (  ) – No (  ) |
| Q4  | Are you aware of any health risks associated with electronic wastes? Yes (  ) – No (  ) |
| Q5  | Do you know that some components of electronic devices contain toxic/hazardous materials? Yes (  ) – No (  ) |

2.2 Tetrachoric correlation coefficient (r_t)

The 2x2 contingency table of frequencies below represents schematically the arrangement of a four-element table. Both variables, X and Y are classified into two categories (Table 2), here f_{ij} (i, j=0,1) is cell frequency. P_X and P_Y are marginal probabilities corresponding to \( \frac{f_{00}+f_{11}}{N} \) and \( \frac{f_{01}+f_{10}}{N} \), respectively [14].

Table 2. Elements of the 2x2 contingency table

| X   |          |          |
|-----|----------|----------|
|     | X_0      | X_1      |
| Y   | Y_0      | f_{00}   | f_{01}   | P_Y |
|     | f_{10}   | f_{11}   | P_Y      |
|     | P_X      | N        |

The table entries f_{00} and f_{11} are the cluster of frequencies into the cells displayed in Table 2, and values in these two cells indicate close agreement and positive correlation. Clusters of entries in f_{01} and f_{10} indicate disagreement and negative correlation. Equal numbers of frequencies in each of the 4 cells means that there is no relationship and the correlation value is zero [4].

For marginal probabilities that satisfy 0 < P_X, P_Y < 1, and for joint probabilities f_{00} such that max (P_X + P_Y – 1, 0 < f_{00} < \min(P_X, P_Y)) , the tetrachoric correlation coefficient, introduced by Pearson [2], is defined as the solution r_t by to the integral equation (1):

\[
f_{00} = \int_{\phi^{-1}(1-P_X)}^{\infty} \int_{\phi^{-1}(1-P_Y)}^{\infty} \phi_2(X, Y, \rho_{tet}) dXdY
\]

where \( \phi_2(x) \) is the standard normal distribution function and \( \phi_2(X,Y,\rho_{tet}) \) is the bivariate standard normal density function [15]. If \( f_{00} = \max (P_X + P_Y - 1, 0) \) or \( f_{00} = \min (P_X, P_Y) \), then the \( r_t \) is defined to be -1 or 1 respectively [1]. If the inequality 0 < P_X, P_Y < 1 does not hold, then any value of \( r_t \) will satisfy above
The accuracy of estimators of association for parameters is characterized by the standard errors (SE) of their sampling distributions. Fortunately, there are several useful approximations to \( r \), which are sufficiently accurate for most purposes [4]; hence, the long formula will not be reproduced here.

### 2.3 Methods used to determine \( r \)

Approximation methods for determining \( r \) are provided, with their equations, in Table 3.

| Methods | Governing equation | Authors/Users/Developers |
|---------|--------------------|-------------------------|
| 1       | \( r = \cos \left( \frac{180 \times \sqrt{f_{01} f_{10}}}{\sqrt{f_{00} f_{11}} + \sqrt{f_{01} f_{10}}} \right) \) | Garrett and Woodworth [4] |
| 2       | \( r = \frac{f_{00} f_{11}}{f_{01} f_{10}} \) | Garrett and Woodworth [4] |
| 3       | \( \rho = \frac{\alpha - 1}{\alpha + 1} \) | Edwards and Edwards [16] |
| 4       | \( \rho = \cos \left( \frac{\pi}{1 + \omega \tau} \right) \) | Bonett and Price [3] |
| 5       | \( \hat{\rho} = \cos \left( \frac{\pi}{1 + \delta \tau} \right) \) | Bonett and Price [3] |
| 6       | \( r = \cos \left( \frac{\pi}{\delta} \right) \) | Unknown |
| 7       | \( r_{tet} = \frac{f_{01} f_{10} - f_{00} f_{11}}{\lambda_x \lambda_y N^2} \) | Chen and Popovich [17] |

where:

- \( r, \rho, r_{tet} \) and \( \hat{\rho} \): the tetrachoric correlation coefficient; \( f_{00}, f_{01}, f_{10}, f_{11} \): are cell frequencies; \( \alpha = \left( \frac{f_{00} f_{11}}{f_{01} f_{10}} \right)^{\pi/4} \);
- \( \pi = 3.14 \); \( N = f_{00} + f_{01} + f_{10} + f_{11} \); \( \omega = \frac{f_{00} f_{11}}{f_{01} f_{10}} \); \( \alpha = \frac{1 - \left( \frac{p_{1+} - p_{+1}}{0.5 - p_{min}} \right)^2}{1} \); \( p_{+1} = \frac{f_{00} + f_{01}}{N} \); \( p_{min} \): the smallest marginal proportion; where \( \alpha \) and \( \omega \) are computed as above (\( \omega \) and \( \delta \) ) from sample proportions after 0.5 has been added to each cell frequency; \( \delta = 1 + \sqrt{\frac{f_{00} f_{11}}{f_{01} f_{10}}} \);
- \( \lambda_x \): the ordinate of the standardized normal distribution at \( \frac{f_{00} + f_{01}}{N} \), proportion of subjects obtaining \( X=1 \);
- \( \lambda_y \): the ordinate of the standardized normal distribution at \( \frac{f_{01} + f_{10}}{N} \), proportion of subjects obtaining \( Y=1 \).

In Method 1, the value of \( r \) is read directly from the table which gives the cosines of angles from 0° to 90° from Garrett and Woodworth [4]. While, entering the estimated values table of \( r \), corresponding to values of the ratio, \( f_{01} f_{10} \), in Method 2, we read \( r \) directly from Davidoff and Goheen [18].

### 2.4 Standard error of \( r \):

The accuracy of estimators of association for parameters is characterized by the standard errors (SE) of their sampling distributions [19]. The SE of \( r \) is mathematically complex and is too long to be useful practically [4]. The simple approximate value of standard error for \( r \) will be found by the following methods:

**Method 1 [16]:**

\[
SE = \sqrt{\left( \frac{\pi \alpha}{2(1 + \alpha)^2} \right)^2 \left( \frac{1}{f_{00}} + \frac{1}{f_{01}} + \frac{1}{f_{10}} + \frac{1}{f_{11}} \right)}
\]
Method 2 [3]:

\[ \bar{s}e(\hat{\rho}) = k \left( \frac{1}{f_{00} + 0.5} + \frac{1}{f_{01} + 0.5} + \frac{1}{f_{10} + 0.5} + \frac{1}{f_{11} + 0.5} \right)^{1/2} \]

where:

\[ k = \frac{(\pi \hat{\omega}^2) \sin[\pi/(1 + \hat{\omega}^2)]}{(1 + \hat{\omega}^2)^2} \]

Method 3 (Unknown):

\[ SE = \frac{p_0(1 - p_0)p_1(1 - p_1)}{N(h_0h_1)^2} \]

where:

\[ p_0 = (f_{00} + f_{01})/N; \quad p_1 = (f_{00} + f_{10})/N \]

\[ h_0 \text{ and } h_1: \] the normal distribution at \( p_0 \) and \( p_1 \), respectively.

2.5 Confidence interval estimation

A Wald confidence interval for \( \rho \) is

\[ \rho \pm z_{a/2}SE(\rho) \]

where \( \rho \) is an estimate of the tetrachoric correlation, \( SE(\rho) \) is an estimate of the tetrachoric standard error estimate, and \( z_{a/2} \) is the \((1 - \alpha/2)\) quartile of the standard normal distribution [3]. The 100(1 - \( \alpha \)) % lower and upper interval estimates for the seven equations of the tetrachoric correlation are as follows:

\[ Lower = \rho - Z_{a/2}SE \]

\[ Upper = \rho + Z_{a/2}SE \]

3 Results and Discussion

The results of the methods applied to \( r_i \) using our generated data set are shown in Table 4. The relationships between all questions were highly significant (P<0.01), except the relationship between the Q2 and Q3 was found to be non-significant. The estimates of \( r_i \) by the seven methods recorded the highest values between Q1 and Q4 followed by Q4 and Q5, and Q1 and Q2. While, the lowest values of \( r_i \) were found between Q1 and Q3, and Q2 and Q3. On the other hand, the values of \( r_i \) between the other (questions) relationships were moderate.

All relationships between the questions showed positive values of \( r_i \) using Methods 1, 2, 3, 4, 5 and 6, while, the Method 7 gave negative values of \( r_i \), due to, the values of \( f_{00}f_{11} \) being greater than the values of \( f_{01}f_{10} \). The numerator of the Method 7 is \( f_{00}f_{10} - f_{01}f_{11} \). The sign of \( r_i \) is positive when the \( f_{00}f_{11} \) entries (agreements) exceeds the \( f_{01}f_{10} \) entries (disagreements), and negative when the \( f_{01}f_{10} \) entries exceed the \( f_{00}f_{11} \). When \( f_{01}f_{10} \) is greater than \( f_{00}f_{11} \), put \( f_{00}f_{11} \) in the numerator instead of \( f_{01}f_{10} \) values. When the correlation is negative, the minus sign is affixed by the experimenter [4].
The values of $r_t$ using the first six methods were equal or close for all relationships between the questions, while, the range (maximum value – minimum value) between these methods was 0.01 or 0.02. Excluding negative ‘signal’, the highest values of $r_t$ were obtained by the seventh Method; therefore, this Method differed little from the other methods. Tetrachoric $r$’s read from the computing charts are usually accurate to at least 0.01 when compared to $r_t$’s calculating using the full formula [4].

All the methods for calculating $r_t$ were consistently associated ($P<0.01$) or non-significant with each other, indicating that they were identical in calculating $r_t$.

And all methods seem to work quite well for calculating of $r_t$. Fortunately, there are several useful approximations to $r_t$ which are sufficiently accurate for most purposes [4].

Table 4. Estimates of $r_t$ using the seven methods

| Questions | Methods | Q2 | Q3 | Q4 | Q5 |
|-----------|---------|----|----|----|----|
| Q1        | 1       | 0.809 | 0.848 | 0.875 | 0.887 | 0.588 | 0.59** |
|           | 2       | 0.810 | 0.850 | 0.880 | 0.887 | 0.590 | 0.59** |
|           | 3       | 0.800 | 0.832 | 0.862 | 0.867 | 0.588 | 0.59** |
|           | 4       | 0.805 | 0.834 | 0.863 | 0.867 | 0.579 | 0.58** |
|           | 5       | 0.799 | 0.828 | 0.856 | 0.867 | 0.574 | 0.57** |
|           | 6       | 0.813 | 0.846 | 0.876 | 0.887 | 0.594 | 0.59** |
|           | 7       | -0.948 | -0.95** | -0.973 | -0.995 | -1.00** | -0.623 | -0.62** |
| Q2        | 1       | 0.087 | 0.09 | 0.616 | 0.62** | 0.588 | 0.59** |
|           | 2       | 0.090 | 0.09 | 0.610 | 0.61** | 0.580 | 0.58** |
|           | 3       | 0.089 | 0.09 | 0.605 | 0.61** | 0.574 | 0.57** |
|           | 4       | 0.086 | 0.09 | 0.601 | 0.60** | 0.575 | 0.58** |
|           | 5       | 0.085 | 0.09 | 0.596 | 0.60** | 0.570 | 0.57** |
|           | 6       | 0.090 | 0.09 | 0.612 | 0.61** | 0.580 | 0.58** |
|           | 7       | -0.087 | -0.09 | -0.666 | -0.67** | -0.622 | -0.62** |
| Q3        | 1       | 0.588 | 0.59** | 0.777 | 0.78** |
|           | 2       | 0.580 | 0.58** | 0.770 | 0.77** |
|           | 3       | 0.576 | 0.58** | 0.760 | 0.76** |
|           | 4       | 0.573 | 0.57** | 0.764 | 0.76** |
|           | 5       | 0.569 | 0.57** | 0.758 | 0.76** |
|           | 6       | 0.582 | 0.58** | 0.772 | 0.77** |
|           | 7       | -0.625 | -0.63** | -0.866 | -0.87** |
| Q4        | 1       | 0.819 | 0.82** |
|           | 2       | 0.820 | 0.82** |
|           | 3       | 0.807 | 0.81** |
|           | 4       | 0.818 | 0.82** |
|           | 5       | 0.812 | 0.81** |
|           | 6       | 0.820 | 0.82** |
|           | 7       | -0.960 | -0.96** |

Note: The values from the approximations to the methods for calculating the values of $r_t$ are printed in bold.

Findings on the comparison of the standard error $SE(r_t)$ methods are given in Table 5. The values for standard error of $r_t$ obtained from the third Method are highest, followed by the second and first methods. The $SE(r_t)$ calculating using the first and second methods are equal to (or reasonable close) to each other, while, the difference between the two methods was very low (0.01). Garrett and Woodworth [4] reported the tetrachoric $r$ is most stable when (1) N is large and the ‘cuts’ in X and in Y close are the median of each variable, and least stable when; (2) N is small and the splits in X and Y depart sharply from 0.50. They added, the $SE(r_t)$ is from 50% to 100% larger than the SE of a product-moment $r$ of the same size and based
upon the same N size. If $r$ is computed from 100 cases, for example, for $r_t$ to be equally stable, the values should be computed using at least 150 to 200 cases [4].

### Table 5. Estimates of standard error for the tetrachoric correlation coefficient using the three methods

| Questions | Methods | Q2 | Q3 | Q4 | Q5 |
|-----------|---------|----|----|----|----|
| Q1        | 1       | 0.051 | 0.05 | 0.048 | 0.05 | 0.045 | 0.05 | 0.083 | 0.08 |
|           | 2       | 0.054 | 0.05 | 0.052 | 0.05 | 0.049 | 0.05 | 0.084 | 0.08 |
|           | 3       | 0.113 | 0.11 | 0.112 | 0.11 | 0.112 | 0.11 | 0.112 | 0.11 |
| Q2        | 1       | 0.115 | 0.12 | 0.081 | 0.08 | 0.083 | 0.08 | 0.085 | 0.09 |
|           | 2       | 0.113 | 0.11 | 0.083 | 0.08 | 0.085 | 0.08 | 0.114 | 0.11 |
|           | 3       | 0.115 | 0.12 | 0.116 | 0.12 | 0.083 | 0.09 | 0.062 | 0.09 |
| Q3        | 1       | 0.115 | 0.12 | 0.116 | 0.12 | 0.112 | 0.11 |
|           | 2       | 0.115 | 0.12 | 0.116 | 0.12 |
|           | 3       | 0.115 | 0.12 | 0.116 |

**Note:** The values from the approximations to the methods for calculating the values of standard error are printed in bold.

Generally, the values of $r_t$ using the seven methods were positive and equal to (or close to) each other, except Chen and Popovich Method had negative values and differed little from each other. On the other hand, we suggest that, subject to the data structure, the seven methods can be used to approximate value of $r_t$. The three methods of $SE(r_t)$ generated values that were equal to (or very close to) each other. Using this information and the associated findings, it can be noted that $r_t$ and $SE(r_t)$ are estimated quite well by the sixth and first methods, respectively.

### 3.1 Numerical illustration of methods

Guilford and Fruchter [20] reported on a $2 \times 2$ table for two questions in a personality inventory, for which 930 respondents answered either Yes or No to each question. This is a very common use of the $r_t$ [3]. This example was also analyzed by Bonnet and Price [3], which serves to illustrate the methods of $r_t$ and check the accuracy of our results. The sample of cell and marginal frequencies is presented in Table 6.

### Table 6. The sample of cell and marginal frequencies

| Variables | X | Total |
|-----------|---|-------|
|           | $X_0$ | $X_1$ |   |
| Y         | $f_{00}$ (203) | $f_{01}$ (186) | 389 |
| $Y_0$     | 370   | 560   | 930 |
| $Y_1$     | 167   | 374   |    |
| Total     |       |       |    |

#### The Tetrachoric Correlation Coefficient:

### 1- Calculation of Bonnet and Price [3]:

The tetrachoric correlation is $(\hat{p}) = 0.333$, the standard error $(\hat{se}(\hat{p})) = 0.048$ and the 95% confidence interval is between 0.237 and 0.424. After adding 0.5 to each cell, SAS gives an estimated tetrachoric correlation of 0.335, an estimated standard error of 0.048, and a 95% confidence interval of $(0.240, 0.429)$. 
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2- Calculation of the seven methods in this study:

The results from the seven methods applied to our generated data set are shown in Table 7.

**Method 1 [4]:**

\[ r_t = \cos \left( \frac{180^\circ \times \sqrt{f_{00} f_{10}}}{\sqrt{f_{00} f_{11} + f_{01} f_{10}}} \right) = \cos \left( \frac{180^\circ \times \sqrt{186 \times 167}}{\sqrt{203 \times 374 + 186 \times 167}} \right) = \cos \left( \frac{180^\circ \times \sqrt{31062}}{\sqrt{75922 + 31062}} \right) = \cos \left( \frac{180^\circ \times 8}{203} \right) = \cos(70.22^\circ) \approx 0.342 \]

From cosine table of an angle of 70° is found to be 0.342 and, accordingly, \( r_t = 0.342 \).

**Method 2 [4]:**

\[ r_t = \frac{f_{00} f_{11}}{f_{01} f_{10}} = \frac{203 \times 374}{186 \times 167} = \frac{75922}{31062} = 2.44 \]

From estimated values table of \( r_t \), corresponding to values of the ratio, \( f_{00} f_{11}/f_{01} f_{10} \), the corresponding \( r_t \) is 0.34.

**Method 3 [16]:**

\[ \alpha = \left( \frac{f_{00} f_{11}}{f_{01} f_{10}} \right)^{\pi/4} = \left( \frac{203 \times 374}{186 \times 167} \right)^{3.14/4} = \left( \frac{75922}{31062} \right)^{0.7 \times 0.5} = (2.44)^0.7 \approx 2.017 \]

\[ \rho = \frac{\alpha - 1}{\alpha + 1} = \frac{2.017 - 1}{2.017 + 1} = 0.337 \]

**Method 4 [3]:**

\[ \omega = \frac{f_{00} f_{11}}{f_{01} f_{10}} = \frac{203 \times 374}{186 \times 167} = \frac{75922}{31062} = 2.444 \]

\[ p_{1+} = \frac{f_{00} + f_{10}}{N} = \frac{203 + 186}{930} = \frac{389}{930} = 0.42 \]

\[ p_{+1} = \frac{f_{01} + f_{11}}{N} = \frac{203 + 186}{930} = \frac{370}{930} = 0.40 \]

\[ c = \frac{1 - \frac{|p_{1+} - p_{+1}|}{\sqrt{N}}}{0.5 - p_{\min}} = 1 - \frac{|0.42 - 0.40|}{0.5 - 0.40} = \frac{1 - 0.004 - 0.01}{2} = 0.493 \]

\[ \rho = \cos \left( \frac{\pi}{1 + \omega^2} \right) = \cos \left( \frac{3.14}{1 + 2.444^{0.493}} \right) = \cos \left( \frac{3.14}{1 + 1.553} \right) = \cos \left( \frac{3.14}{2.553} \right) = \cos(1.230) \]

**Method 5 [3]:**

\[ \bar{\omega} = \frac{(f_{00} + 0.5)(f_{11} + 0.5)}{(f_{01} + 0.5)(f_{10} + 0.5)} = \frac{(203 + 0.5)^2 + 374 + 0.5}{(186 + 0.5)^2 + 167 + 0.5} = \frac{203.5 \times 374.5}{186.5 \times 167.5} = \frac{76210.75}{31238.75} = 2.440 \]

\[ p_{1+} = \frac{n_{00} + n_{10}}{N} = \frac{203 + 186}{930} = \frac{389}{930} = 0.42 \]

\[ p_{+1} = \frac{n_{01} + n_{11}}{N} = \frac{203 + 186}{930} = \frac{370}{930} = 0.40 \]
The results of the three methods applied to our generated data set are shown in Table 8.

**Standard error methods SE(r):**

The results of the three methods applied to our generated data set are shown in Table 8.

**Method 1 [16]:**

\[
SE = \sqrt{\frac{\pi \alpha}{2(1 + \alpha)^2} \left( \frac{1}{f_{00} + f_{01} + f_{10} + f_{11}} \right)^2} = \sqrt{\frac{3.14 \times 2.017}{2(1 + 2.017)^2} \left( \frac{1}{203 + 186 + 167 + 374} \right)^2} = \sqrt{\frac{6.34}{18.20} \left( 0.005 + 0.005 + 0.006 + 0.003 \right)} = \sqrt{0.121 \times 0.019} = \sqrt{0.002} = 0.048
\]
Method 2 [3]:

\[
k = \left( \frac{\pi \hat{\omega}}{\sqrt{2}} \right)^2 = \frac{(3.14 \times 0.493 \times 2.44 \times 0.493) \sin[3.14/(1 + 2.44)]}{(1 + 2.44)\pi} = \frac{(3.14 \times 0.493 \times 1.552) \sin[3.14/(1 + 1.552)]}{(1 + 1.552)\pi} = \frac{(2.402) \sin(1.23)}{6.512} = \frac{2.402 \times 0.943}{6.512}
\]

\[
\hat{\sigma}(\hat{\rho}) = k \sqrt{\frac{1}{f_{00} + 0.5} + \frac{1}{f_{01} + 0.5} + \frac{1}{f_{02} + 0.5} + \frac{1}{f_{11} + 0.5}} = 0.348 \sqrt{\frac{1}{203.5} + \frac{1}{186.5} + \frac{1}{167.5} + \frac{1}{374.5}} = 0.348 \sqrt{0.005 + 0.006 + 0.003} = 0.348 \sqrt{0.019} = 0.048
\]

Method 3 (Unknown):

\[
p_0 = \frac{f_{00} + f_{01}}{N} = \frac{203 + 186}{930} = 0.4183 \quad h_0 = 0.3905
\]

\[
p_1 = \frac{f_{02} + f_{10}}{N} = \frac{203 + 167}{930} = 0.3978 \quad h_1 = 0.3858
\]

\[
SSE = \sqrt{\frac{p_0(1 - p_0)p_1(1 - p_1)}{N(h_0h_1)^2}} = \sqrt{\frac{0.4183(1 - 0.4183) \times 0.3978(1 - 0.3978)}{930(0.3905 \times 0.3858)^2}} = \sqrt{\frac{0.2433 \times 0.2396}{930 \times 0.0227}} = \frac{0.0583}{21.112} = 0.0028 = 0.053
\]

Table 8. Accuracy of the methods for standard error \( SE(r) \) approximations

| Methods | \( SE(r) \) | Approximations |
|---------|-------------|---------------|
| 1       | 0.048       | 0.05          |
| 2       | 0.048       | 0.05          |
| 3       | 0.053       | 0.05          |
| Check   |             |               |
| Bonnet and Price (2005) | 0.048 | 0.05 |
| SAS     | 0.048       | 0.05          |

Confidence Interval Estimation:

\[
Lower = \rho - Z_{\alpha/2} SE(r) = 0.33 - (1.96 \times 0.048) = 0.33 - 0.094 = 0.236
\]

\[
Upper = \rho + Z_{\alpha/2} SE(r) = 0.33 + (1.96 \times 0.048) = 0.33 + 0.094 = 0.424
\]

The results of the other methods applied to our generated data set are shown in Table 9.

Table 9. Accuracy of 95% confidence interval approximations

| Methods | \( r \) value | \( SE(r) \) | \( 95\% \) confidence interval |
|---------|---------------|-------------|-------------------------------|
|         |               | Lower       | Upper                        |
| 4 and 5 | 0.33          | 0.048       | 0.236                        | 0.424                        | 0.42 |
| Other methods | 0.34          | 0.053       | 0.226                        | 0.434                        | 0.43 |
| Check   | 0.333         | 0.048       | 0.237                        | 0.424                        | 0.42 |
| Bonnet and Price | 0.335      | 0.048       | 0.240                        | 0.429                        | 0.43 |
| SAS     | 0.335         | 0.048       | 0.240                        | 0.429                        | 0.43 |

Note: The approximation values of standard error are printed in bold.
4 Conclusion

The tetrachoric correlation coefficient ($r_t$) has important historical and practical importance, but our consulting experiences suggest that most researchers and graduate students have a very limited understanding of this interesting measure of association. Increased use of the $r_t$ may occur in the future if students are exposed to a computationally simple and complete set of inferential methods instead of the brief and incomplete discussions found in modern texts [3]. Therefore, we propose that, the Method 6 and Method 1 for calculating the $r_t$ and $SE(r_t)$ respectively works well, the equations are understandable, computationally simple, and ideally suited for users.
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