Numerical calculation of the quasinormal frequencies for the Dirac field in a Lifshitz black brane
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Abstract In the zero momentum limit we numerically calculate the quasinormal frequencies of the massive Dirac field propagating in a Lifshitz black brane. We focus on the non-exactly solvable cases for the fermionic perturbations, so that our results are an extension of the examples already reported for the massive Klein–Gordon and Dirac fields in the zero momentum limit. Based on our numerical results, we propose an analytical approximation of the obtained quasinormal frequencies of the Dirac field and compare their behavior with those of the Klein–Gordon field. We extend the results on the Klein–Gordon quasinormal frequencies already published. Furthermore, by imposing the Dirichlet boundary condition at the asymptotic region, we are able to find more general results for the fermionic exactly solvable case previously studied.

1 Introduction

In the study of perturbed spacetimes it can be found a well defined set of proper oscillations known as quasinormal modes (QNM), in order to find these QNM solutions particular boundary conditions have to be fulfilled. When the spacetime has an event horizon the perturbation has to be purely ingoing near it, due to the fact that classically nothing can escape from the black hole or black brane, whereas the other boundary condition depend on the asymptotic structure of the spacetime [1–8]. Associated to the QNM it is found a complex set of frequencies, named as quasinormal frequencies (QNF), which depend on the parameters of the spacetime and the perturbation itself. Thus by computing the QNF of a black hole or a black brane we can study its physical properties [1–3]. Moreover in the AdS-CFT correspondence the QNF are useful to compute the relaxation times of the dual field theories [2,3,5,7,8].

The spacetimes which present Lifshitz scaling at the boundaries

\[ t \to \lambda^z t, \quad x \to \lambda x, \]

(1)

where the parameter \( z \) is the critical exponent and \( t, x \) represent the coordinates of the spacetime boundary, recently have been used to model non-relativistic systems near critical points in the holographic context [9–12]. Therefore, it is relevant to compute the QNF spectrum in Lifshitz spacetimes, so that we can compute the relaxation times of the associated dual field theory and in Refs. [5,6,13–20] we can look at some examples.

Even though the electromagnetic, scalar and fermionic perturbations are sometimes easier to study than the metric perturbations, the equations of motion that describe the dynamics of the perturbations does not always allow us to find analytical solutions, actually there exist several cases of perturbations for Lifshitz spacetimes where the problem has to be treated numerically and usually there is not an evident analytical expression which describes the numerical QNF [5,7,17,19,20]. Fortunately, there exist several methods which allow us to compute numerically the QNF spectrum, in particular the Asymptotic Iteration Method (AIM) has good results [21–23].

By imposing the Dirichlet boundary condition at the asymptotic region and in the zero momentum limit, we extend the results presented in Refs. [5,6], where the QNM exact solutions are found for Klein–Gordon (KG) and Dirac fields propagating in an asymptotically Lifshitz black brane [24,25], and in this paper we give more general results than in Ref. [6] for the exact solutions of the fermionic field. Furthermore, for the KG field we numerically calculated its QNF.
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for the non-exactly solvable cases and we analyze again the examples considered for the first time in [5], we extend it for the Dirac field and we give analytical approximations for our numerical QNF of both fields.

The paper is organized as follows. In Sect. 2 we give a general outlook of the Lifshitz black brane which we are going to work with. In Sect. 3 we write the equations of motion for the Dirac field, study again the exactly solvable example of Ref. [6] and analyze a limit of the equations of motion where we find analytical solutions. In Sect. 4 we briefly summarize the numerical method that we use in the rest of the paper, the Improved Asymptotic Iteration Method (IAIM), so that in Sect. 5 we show the numerical results for both the fermionic and scalar fields. In Sect. 6 we discuss our main results. Finally, in Appendix A we give a proof of the classical stability for the Dirac field in the zero momentum limit.

2 Lifshitz black brane

It is said that a $D$-dimensional ($D \geq 3$) background is a Lifshitz spacetime if it behaves as

$$ds^2 = r^{2z}dt^2 - \frac{dr^2}{r^2} - r^2d\Omega_D^2,$$

(2)

at the asymptotic region. Motivated by the results found in Refs. [5,6], we analyze an exact solution of the Einstein–Maxwell–Dilaton equations of motion given by [24,25]

$$ds^2 = V(r)^2r^{2z}dt^2 - \frac{dr^2}{V(r)^2r^2} - r^2d\Omega_D^2,$$

(3)

where

$$V(r) = 1 - \left(\frac{r_h}{r}\right)^\alpha, \quad \alpha = D + z - 2,$$

(4)

and $d\Omega_D^2$ is the line element of a maximally symmetric manifold representing a $(D-2)$-dimensional plane [24,25], thus (3) is the line element of a symmetric spacetime. The spacetime (3), (4) represents a Lifshitz black brane, whose radius of the event horizon is $r_h$ and $r \in (r_h, \infty)$ is the interval of interest in this work. Thus, this spacetime behaves as (2) at infinity and it presents Lifshitz scaling at the asymptotic boundary. When $z = 1$ the holographic theory is relativistic, that is, it falls on the solution given in Ref. [7], whereas if $z > 1$ the holographic theory is non-relativistic. In what follows we have set the Lifshitz radius $l$ equal to 1.

The tortoise coordinate $r_*$ for the black brane (3) is defined by

$$\frac{dr}{dr_*} = V(r)^2r^{z+1},$$

(5)

with $r_* \in (-\infty, 0)$ when $r \in (r_h, \infty)$, such that for $D = z + 2$ it is found [5]

$$r_* = \frac{1}{2zr_h^z} \ln \left(\frac{r^z - r_h^z}{r^z + r_h^z}\right).$$

(6)

The Hawking temperature of the black brane (3) is given by [5,25]

$$T = \frac{\alpha r_h^z}{4\pi}.$$

(7)

In what follows, in the Lifshitz black brane (3), we study the oscillations of the scalar and fermionic perturbations in the zero momentum limit, which are studied for the first time in Refs. [5,6]. One purpose of this work is to compute numerically the Dirac QNF for the cases $z > D - 2$ which are not studied in Ref. [6] and we compare them with the KG QNF given in Ref. [5].

3 Dirac perturbations in the Lifshitz spacetime

Let us consider a $D$-dimensional ($D > 3$) symmetric spacetime whose line element is [26,27]

$$ds^2 = F(r)^2dt^2 - G(r)^2dr^2 - H(r)^2d\Omega_{D-2}^2,$$

(8)

where the functions $F$, $G$ and $H$ depend only on the $r$ coordinate, and $d\Omega_{D-2}^2$ is a $(D-2)$-dimensional maximally symmetric base manifold. It is worth to mention that the Lifshitz black brane (3) can be written as (8) if we identify

$$F(r) = V(r)r^z, \quad G(r) = \frac{1}{V(r)r}, \quad H(r) = r,$$

(9)

and the submanifold $d\Sigma_{D-2}^2$ is identified with the $(D-2)$-dimensional plane $d\Omega_{D-2}^2$.

In $D$-dimensional symmetric backgrounds, the Dirac equation

$$i\slashed{\nabla}\psi = m\psi,$$

(10)

reduces to a pair of coupled partial differential equations in two variables [27,28]. In order to do so, we note that the $D$-dimensional symmetric spacetime (8) can be written as

$$\frac{ds^2}{H(r)^2} = d\tilde{s}^2 = d\Sigma_{2D}^2 - d\Sigma_{D-2}^2 = F^2 H^2 dt^2 - G^2 d\tau^2 - d\Sigma_{D-2}^2,$$

(11)

and by using the transformation properties of the Dirac operator under conformal transformations, that is, if $\tilde{g}_{\mu\nu} = \Omega^2 g_{\mu\nu}$ then $\tilde{\nabla}\tilde{\psi} = \Omega^{(D+1)/2}\slashed{\nabla}\psi$ and $\psi = \Omega^{(D-1)/2}\tilde{\psi}$, we find that in the spacetime (11), conformal to the symmetric spacetime (8), the Dirac operator simplifies to [27,28]

$$\tilde{\nabla} = \left[\slashed{\nabla}_{2D} \otimes I_{2D-2/2} - i\sigma_3 \otimes \slashed{\nabla}_{D-2}\right].$$

(12)
where $\mathbb{I}_{2(D-2)/2}$ is the $2(D-2)/2 \times 2(D-2)/2$-dimensional identity matrix, the symbol $\otimes$ stands for the direct product and $\sigma_i$ are the Pauli matrices. As in Ref. [27], we have considered the following representation of the gamma matrices

$$
\gamma_1 = \sigma_1 \otimes \mathbb{I}_{2(D-2)/2},
\gamma_r = i \sigma_2 \otimes \mathbb{I}_{2(D-2)/2},
$$

$$
\gamma_1 = \sigma_3 \otimes \gamma_1, \quad \ldots, \quad \gamma_{D-2} = \sigma_3 \otimes \gamma_{D-2}.
$$

The matrices $\gamma_i$ are a representation of the gamma matrices for a $(D-2)$-dimensional space and the operators $\mathcal{P}_{2D}$ and $\mathcal{P}_d$ stand for the Dirac operators on the two-dimensional spacetime $d^2$ and on the $(D-2)$-dimensional submanifold $d^2$, respectively [27].

Taking the Dirac spinor $\psi(r, t, x_i)$ for the spacetime (11) as

$$
\psi(r, t, x_i) = \psi_2D(r, t) \otimes \chi(x_i),
$$

with $\psi_2D(r, t)$ a two-spinor on a two-dimensional spacetime and with

$$
\mathcal{P}_d \chi(x_i) = \kappa \chi(x_i),
$$

in such a way that $\kappa$ and $\chi(x_i)$ are the eigenvalues and the eigenfunctions of the Dirac operator on the submanifold with line element $d^2$ [27]. From (12) and the previous facts we obtain that the Dirac equation (10) can be reduced to the pair of coupled partial differential equations

$$
\partial_t \psi_2 - \frac{F}{G} \partial_r \psi_2 = \left( i \kappa \frac{F}{H} - im \right) \psi_1,
$$

$$
\partial_t \psi_1 + \frac{F}{G} \partial_r \psi_1 = - \left( i \kappa \frac{F}{H} + im \right) \psi_2,
$$

where the functions $\psi_1$ and $\psi_2$ are components of a 2D-dimensional spinor and for the Dirac field we assume that the mass $m$ is always positive ($m > 0$). We point out that the system of equations (16) is valid for $D = 3$ [29], and the black brane solution (3) is also valid in $D = 3$ [4,23,24]. Therefore we include the spacetime dimension $D = 3$ in our study.

Based on the test field approximation, in the zero momentum limit we are going to compute the fermionic QNF for the Lifshitz spacetime (3), therefore we use (16) with $\kappa = 0$ which is an allowed eigenvalue because the base manifold $d^2$ is a $(D-2)$-dimensional plane [30]. In what follows we set an harmonic time dependence for the components of the field, which means

$$
\psi_i = e^{-i\omega t} R_i(r), \quad i = 1, 2.
$$

Thus by inserting the previous expression into the system (16) with $\kappa = 0$ and by defining $y = r_h/r$, such that $y \in (0, 1)$, we obtain

$$
\partial_y R_2(y) - \frac{i \hat{\omega} y^{z-1}}{(1 - y^a)} R_2(y) = - \frac{im}{y(1 - y^a)^2} R_1(y),
$$

$$
\partial_y R_1(y) + \frac{i \hat{\omega} y^{z-1}}{(1 - y^a)} R_1(y) = \frac{im}{y(1 - y^a)^2} R_2(y),
$$

with $\hat{\omega} = \omega/r_h$. We focus on the solution for $R_2(y)$, by mentioning that similar results are found for $R_1(y)$. Hence, if we take the first derivative of the first equation in (18) with respect to $y$ and by inserting the second equation of (18) into it, we obtain a second order differential equation given by

$$
d^2 R_2(y) + \left( \frac{1}{y} - \frac{\alpha y^{a-1}}{2(1 - y^a)} \right) dR_2(y) dy + \left( \frac{\hat{\omega}^2 y^{2z-2} - \frac{m^2}{y^2(1 - y^a)} - \frac{i \hat{\omega} y^{z-1}}{(1 - y^a)} \left( \frac{z}{y} + \frac{\alpha y^{a-1}}{2(1 - y^a)} \right) }{y^2(1 - y^a)^2} \right) R_2(y) = 0.
$$

To find QNM solutions we are going to define them based on Refs. [5,6], that is, the solution $R_2(y)$ of Eq. (19) is a QNM, if satisfies the boundary conditions:

- Near the horizon it must behave as an ingoing wave.
- It goes to zero as $r \rightarrow \infty$ (Dirichlet boundary condition).

To fulfill the requirement near the horizon, that is in the neighborhood $y = 1$, we have to look at the solution of (19) near it, thus we analyze

$$
d^2 R_2(y) + \frac{1}{2(1 - y^a)} dR_2(y) dy + \left( \frac{\hat{\omega}^2 (1 - y^a)^2 - \frac{m^2}{y^2(1 - y^a)} - \frac{i \hat{\omega} y^{z-1}}{(1 - y^a)} \left( \frac{z}{y} + \frac{\alpha y^{a-1}}{2(1 - y^a)} \right) }{y^2(1 - y^a)^2} \right) R_2(y) = 0,
$$

with solutions

$$
R_2(y) \sim A_1 (1 - y)^{-\frac{i \hat{\omega}}{a}} + B_1 (1 - y)^{\frac{1}{2} + i \hat{\omega}}.
$$

where $A_1, B_1$ are constants. From (5) we find that

$$
\frac{d r_u}{d y} = - \frac{y^{z-1}}{r_h^2 (1 - y^a)},
$$

such that near the horizon we obtain

$$
e^{-i\omega r} \sim (1 - y)^{-\frac{i \hat{\omega}}{a}},
$$

therefore, to have ingoing waves, we have to choose the solution corresponding to $(1 - y)^{-i \hat{\omega} / a}$, because otherwise we have an outgoing wave solution.

Near infinity, which means $y \rightarrow 0$, Eq. (19) simplifies to

$$
d^2 R_2(y) + \frac{1}{y} \frac{d R_2(y)}{d y} - \frac{m^2}{y^2} R_2(y) = 0,
$$

\footnote{Hereinafter $A_1$ and $B_1$ are considered as constants.}
and the solutions at this limit are given by
\[ R_2(y) \sim A_2 y^m + B_2 y^{-m}. \] (25)

Recalling that in Ref. [6] only for \( m \geq z \) we found exactly a well defined QNF spectrum, since for \( 0 < m < z \) the Dirichlet boundary condition was not sufficient to determine a discrete set of QNF. We see that decoupling the system (16) with \( \kappa = 0 \) in a different way from the one presented in Ref. [6], we are able to set the Dirichlet boundary condition for all the positive values of the mass \( m \) by choosing the \( y^m \) term. It is straightforward to find the exact solutions presented for the first time in Ref. [6] by using (19). The exactly solvable example corresponds to \( z = D - 2 \) or \( \alpha = 2z \), hence by inserting the following ansatz
\[ R_2(v) = v^{-i \frac{\omega}{z}} (1 - v)^{\frac{m}{z}} f(v), \] (26)
into Eq. (19), we find out that \( f(v) \) is solution of the hypergeometric differential equation [31]
\[ \frac{d^2 f}{dv^2} + \left( \frac{c}{v} + \frac{c - a - b - 1}{1 - v} \right) \frac{df}{dv} - \frac{ab}{v(1 - v)} f = 0, \] (27)
with
\[ a = \frac{m}{z}, \quad b = -i \frac{\omega}{z} + m \frac{1}{z} + \frac{1}{2}, \quad c = -i \frac{\omega}{z} + \frac{1}{2} \]
and \( v = \frac{1 - y^z}{1 + y^z} \). (28)

If we suppose that \( c \) is not an integer, the solution of (27) is [31]
\[ f(v) = A_3 F(a; b; c; v) + B_3 v^{1-c} F(a - c + 1, b - c + 1; 2 - c; v), \] (29)
where \( F(a; b; c; v) \) is the hypergeometric function and because
\[ \lim_{v \to 0} F(a; b; c; v) = 1, \] (30)
we find that near the horizon
\[ R_2(v) \sim A_3 v^{-i \frac{\omega}{z}} + B_3 v^{\frac{1}{2} + i \frac{\omega}{z}} \sim A_3 (1 - y)^{-i \frac{\omega}{z}} \]
\[ + B_3 (1 - y)^{\frac{1}{2} + i \frac{\omega}{z}}. \] (31)

From (23) to have an ingoing wave at the horizon we must set \( B_3 = 0 \), thus (26) is written as
\[ R_2(v) = A_3 v^{-i \frac{\omega}{z}} (1 - v)^{\frac{m}{z}} F(a; b; c; v). \] (32)

For \( c - a - b \) different from an integer, owing to the Kummer properties for the hypergeometric solution, as \( r \to \infty \) (\( v \to 1 \)), the solution \( R_2 \) at this limit behaves as [31]
\[ R_2(v) \sim \frac{\Gamma(c) \Gamma(c - a - b)}{\Gamma(c - a) \Gamma(c - b)} (1 - v)^{\frac{m}{z}}, \] (33)
therefore we require that the second term of (33) goes to zero, because we need that \( R_2(v) \to 0 \) at the asymptotic region. This can be done if \( a = -n_1 \) or \( b = -n_2 \) with \( n_i = 0, 1, 2, \ldots \), and if we look at the expressions (28) we can conclude that in order to have QNM solutions for all the positive values of the mass it is necessary that
\[ \omega = -izr_{\kappa}^{\alpha} \left( n + \frac{m}{z} + \frac{1}{2} \right). \] (34)

The last expression is the QNF set found in Ref. [6] with the difference that all the positive values of the mass are allowed. We have to mention that the condition \( a = -n_1 \) gives a condition over the mass which is not physical, and even though we have supposed that neither of the parameters \( c \) nor \( c - a - b \) can be integers, when we consider that they are integers, the same results are obtained, we just have to use the corresponding solutions of the hypergeometric differential equation (27) [31].

For the previous reasons we believe that in order to study the cases \( z \neq D - 2 \) we first use the approach of this paper instead of the one used in Ref. [6]. Thus, as we already know the appropriate behavior of \( R_2(y) \) at the boundaries we insert into (19) the following ansatz
\[ R_2(y) = y^m \exp (-i\omega r) \tilde{R}_2(y), \]
\[ = y^m \exp (i\omega \int \frac{y^{z-1} dy}{1 - y^{\alpha}}) \tilde{R}_2(y), \] (35)
and it is obtained that \( \tilde{R}_2(y) \) must be a solution of
\[ \frac{d^2 \tilde{R}_2(y)}{dy^2} + \left( \frac{2m + 1}{y} - \frac{\alpha y^{\alpha-1}}{2(1 - y^{\alpha})} + \frac{2i\omega y^{z-1}}{1 - y^{\alpha}} \right) \frac{d\tilde{R}_2(y)}{dy} \]
\[ + \left( \frac{2i\omega y^{z-2}}{1 - y^{\alpha}} - \frac{m(\alpha + 2m)y^{\alpha-2}}{2(1 - y^{\alpha})} \right) \tilde{R}_2(y) = 0. \] (36)

Although we have not yet found the analytical solutions of (36) for \( z \neq D - 2 \), if we suppose \( z \gg D - 2 \) or equivalently \( \alpha \sim z \), Eq. (36) transforms into
\[ \frac{d^2 \tilde{R}_2(x)}{dx^2} + \left( \frac{\frac{2m + 1}{z} + 1}{x} + \frac{\frac{2i\omega}{z} - \frac{1}{z}}{(1 - x)} \right) \frac{d\tilde{R}_2(x)}{dx} \]
\[ + \frac{m \left( \frac{2i\omega}{z} - \frac{1}{z} - m \right)}{zx(1 - x)} \tilde{R}_2(x) = 0, \] (37)
with \( x = y^z \). Once again, the differential equation (37) is of hypergeometric type (27) with parameters
\[ a = \frac{m}{z}, \quad b = -i\frac{\omega}{z} + \frac{1}{2} + \frac{m}{z}, \quad c = 2\frac{m}{z} + 1, \] (38)
thus if we proceed in a similar way as for \( \alpha = 2z \), to fulfill the QNM requirements at the boundaries it is necessary that

\[
\omega = -i \frac{z}{2} r_n^2 \left( n + \frac{1}{2} + \frac{m}{2} \right), \quad n = 0, 1, 2, 3, \ldots 
\]  

(39)

When we compare (34) with (39) we see that both sets of QNF have a similar analytical form. In Sect. 5 we show that for \( z > D - 2 \) the behavior of our numerically calculated Dirac QNF is well approximated by a similar expression. Since, as we mentioned before, we have not been able to treat analytically the problem of \( z \neq D - 2 \), we implement the numerical method known as the Improved Asymptotic Iteration Method [21–23] as in Ref. [5] for the scalar perturbations.

4 The improved asymptotic iteration method

The Asymptotic Iteration Method is developed in Ref. [21], improved in [22, 23] and has been used to compute the QNF for several gravitational systems [5, 17, 20]. The method is based on taking derivatives iteratively of the second order differential equation [21, 22]

\[
Y'' = \lambda_0(\alpha)Y' + s_0(\alpha)Y. 
\]  

(40)

By taking the \( n \)-th derivative of (40) we can always keep the form of the original differential equation if we define the functions

\[
\lambda_n(\alpha) = \lambda'_{n-1}(\alpha) + s_{n-1}(\alpha) + \lambda_0(\alpha)\lambda_{n-1}(\alpha), 
\]

\[
s_n(\alpha) = s'_{n-1}(\alpha) + s_0(\alpha)\lambda_{n-1}(\alpha), 
\]  

(41)

such that for \( n = 1, 2, \ldots \),

\[
Y^{(n+2)}(x) = \lambda_n(\alpha)Y' + s_n(\alpha)Y, 
\]

(42)

where the notation \( Y^{(n+2)}(x) \) refers to \( (n + 2) \)-derivative of \( Y(x) \). The main point of the method is that we can build the general solution of (40) if we suppose that for a certain \( n \) the quantization condition

\[
\frac{s_n(\alpha)}{\lambda_n(\alpha)} = \frac{s_{n-1}(\alpha)}{\lambda_{n-1}(\alpha)} = \beta(\alpha), 
\]

(43)

is fulfilled [21]. To obtain the QNF by using the method described above, we have to rewrite (43) as

\[
s_n(\alpha)\lambda_{n-1}(\alpha) - \lambda_n(\alpha)s_{n-1}(\alpha) = 0 
\]

(44)

and search its roots once we evaluate it in an appropriate value of \( x \). Also, in Ref. [21] it is shown that the condition (43) is sufficient to find the solution of Eq. (40).

Previous work shows that the main problem of the AIM [21, 22], is that the computation of the derivatives of \( \lambda_i(x) \) and \( s_i(x) \) for each iteration could be a hard work issue, that is why in Ref. [23] an optimization is proposed and in that paper the Improved Asymptotic Iteration Method is developed. In this method, the functions \( \lambda_n(x) \) and \( s_n(x) \) are expanded in a Taylor series, around an appropriate point \( x_0 \), that is,

\[
\lambda_n(x) = \sum_{i=0}^{\infty} c_n^i(x - x_0)^i, \quad s_n(x) = \sum_{i=0}^{\infty} d_n^i(x - x_0)^i, 
\]

(45)

thus, Eq. (41) now become

\[
c_n'(x) = (i + 1)c_n^{i+1} + d_{n-1}^i + \sum_{k=0}^{i} c_k^j c_{n-1}^{i-k}, 
\]

\[
d_n'(x) = (i + 1)d_n^{i+1} + \sum_{k=0}^{i} d_k^j c_{n-1}^{i-k}, 
\]

(46)

and the quantization condition (44) is translated into

\[
d_n^0 c_{n-1}^0 - d_n^0 c_n^0 = 0. 
\]

(47)

As we mentioned previously, to obtain the QNF with the method described in the last paragraphs we use Eq. (47), by taking into account that the boundary conditions have to be set before in order to obtain an equation in the form of (40). This fact means that the functions, \( \lambda_0(\alpha) \) and \( s_0(\alpha) \) have already the information of the boundary conditions and therefore the condition (47) is a polynomial in \( \omega \), whose zeros are in principle the QNF. We point out that the method is implemented by solving the condition (47) for a previously selected value of \( n \). Because we are solving the condition in an approximate way, unphysical QNF could appear. To choose the appropriate frequencies, we use physical arguments (see Appendix A, for example) and we have to pick the ones that repeat as \( n \) increases.

By recalling that (36) has already the information of the boundary conditions for the QNM, we can implement IAIM for the cases \( z \neq D - 2 \), if we identify

\[
\lambda_0(y) = -\left( \frac{2m + 1}{y} - \frac{\alpha y^{\alpha-1} - 2i\omega y^{\alpha-1}}{1 - y^\alpha} \right),
\]

\[
s_0(y) = -\left( \frac{2i\omega y^{\alpha-2}}{1 - y^\alpha} - \frac{m(\alpha + 2m) y^{\alpha-2}}{2(1 - y^\alpha)} \right). 
\]

(48)

In the zero momentum limit, notice that in Appendix A we show that for the Dirac field moving in the black brane (3) the imaginary parts of their QNF satisfy \( \text{Im}(\omega) < 0 \) and that is why we can actually implement the numerical method since the system is classically stable.

5 Numerical results

In Ref. [5] the QNF of the scalar perturbations moving in the Lifshitz black brane (3) are studied. In that paper exact QNF are calculated for \( D = z + 2 \) and by implementing the IAIM, the KG QNF were obtained numerically for the cases \( D \neq z + 2 \). In this paper we study again the KG QNF.
in the spacetime (3) to compare the numerical results for 
$z > D - 2$ with an analytical expression that we propose. Also we compare them with the Dirac QNF that are computed by implementing the same numerical method. For the Dirac field we also give an analytical approximation for the QNF that are obtained numerically. We begin by calculating the QNF of the Dirac field.

5.1 Dirac QNF in a Lifshitz black brane

In Ref. [6], for $D = z + 2$, exact Dirac QNF are calculated by imposing the Dirichlet boundary condition at the asymptotic region and in Sect. 3 we extend the previous results to all the positive values of the mass. Based on it, we implement the IAIM to compute the QNF for the non-exactly solvable cases which correspond to $D \neq z + 2$. In order to use the IAIM, we take as a basis Eq. (36) for $\tilde{R}_2$ which has already the information of the boundary conditions and by emphasizing that similar numerical results are obtained for the $\tilde{R}_1$ function.

In what follows we show some examples of the numerical data obtained by using the expressions for $\lambda_0$ and $s_0$ given in (48), by mentioning that due to the dependence of the QNF on $r_h$ we find useful to plot $\hat{\omega}$ in the examples shown. In all the figures of this work the numerical data are represented by colored dots and the data computed from the analytical approximations or exact expressions are represented by black circles, in such a way that the superposition of circles and colored dots shows the agreement between the analytical and numerical data. The dashed lines show where the exactly solvable examples of Refs. [5,6] are placed.

We notice that for $z \geq D - 2$ the numerical results (and the analytical results (34) and (39)) point out that the QNF of the Dirac field are purely imaginary. Considering the numerically calculated QNF and due to the form of the analytical expressions (34) and (39), we found out that our numerical results for the QNF of the Dirac field for $z \geq D - 2$ are well approximated by the following formula

$$\omega = -i\frac{\alpha}{2r_h} \left( n + \frac{1}{2} + \frac{m}{z} \right), \quad n = 0, 1, 2, 3, \ldots \quad (49)$$

At present time we do not have an analytical deduction of this expression. However, we notice that in the appropriate limits, it reproduces the exactly solvable cases as well. For example, once we replace $\alpha = 2z$ into (49), we obtain the formula (34) and if we consider the limit $\alpha \sim z$ it yields the expression (39). Thus, (49) is a good approximation to our numerical Dirac QNF, but we have to point out that it is only based on the numerical output that we obtained and we do not know if it reproduces the whole spectrum of QNF for the Dirac field.

For several values of the spacetime dimension for the black brane (3), in Figs. 1, 2, 3, 4 and 5 we illustrate the behavior of the Dirac QNF when we change the critical exponent $z$ while we keep fixed $m$. For the cases $z \geq D - 2$, we observe that $|Im(\hat{\omega})|$ increases as $z$ increases. In more detail, we see that when $z$ starts to grow the behavior is approximately linear...
the KG QNF, as it was described in Ref. [5]. Notice that in Sect. 5.2 we study the QNF of the KG field again [5].

In Figs. 6, 7 and 8 and Table 3, we show particular examples with $D$ and $z$ fixed, but satisfying $z \geq D - 2$, to illustrate how the QNF change when we vary the mass of the field. We note that for the first three modes their dependence on the mass is similar in all the cases shown. Furthermore, in Figs. 6, 7 and 8 we see that the mass of the field changes slightly the values of the Dirac QNF, at least for $n = 0, 1, 2$.

It is relevant to mention that in this Section we have presented representative examples, but we have calculated numerical data for other values of the parameters, and as far as we know, the results can be extended for more values of the parameters by noticing that problems of convergence of the method appear when they take higher values. We conclude that the formula (49) is a good approximation for the behavior of the QNF obtained numerically in the cases $z \geq D - 2$, however for $z < D - 2$ the expression (49) does not work and we are far from proposing an analytical expression that approximates the values of these QNF.

5.2 KG QNF in a Lifshitz black brane

In this section we expound some numerical data for the QNF of the KG field to extend some of the previous results in Ref. [5]. First we present an analytical formula for its QNF in the limit $\alpha \sim z$ that is not previously known, and in a similar way to the Dirac field, we propose an analytical approximation for the obtained numerical QNF in the non-exactly solvable cases (see the expression (63)).

The equation of motion for a massive scalar field is

$$\left(\Box + m^2\right) \phi = 0,$$

with $m$ denoting the mass of the field, $\Box = \nabla_\mu \nabla^\mu$ is the d’Alembert operator and $\nabla_\mu$ the covariant derivative. Taking into account the results of Ref. [5] and by considering that we are in the zero momentum limit, if we insert the following ansatz

$$\phi = r^{-D-2z} \phi(r) e^{-i\omega t}$$

into (50) with the help of the tortoise coordinate (5), for the radial function of the scalar field moving in (3) we obtain a Schrödinger-like equation

$$\frac{d^2 \phi(r_s)}{dr_s^2} + \left[ \omega^2 - \nabla(r) \right] \phi(r_s) = 0,$$

with

$$\nabla(r) = F^2(r) \left( m^2 + \theta + \sigma^2 \left( \frac{T_h}{r} \right)^\alpha \right),
\theta = \frac{(D - 2)(D + 2z - 2)}{4}, \quad \sigma = \frac{(D - 2)}{2}.$$
We propose the following ansatz
\[ \tilde{\phi}(y) = y^{i\omega y^{\alpha - 1}} \exp(-i\omega r_{\alpha}) \tilde{f}(y) \]
for the Dirac QNF for the fundamental mode with \( m = 1 \) and different values of \( z \).

Equation (52) transforms into
\[
\frac{d^2 \tilde{\phi}(y)}{dy^2} + \left( \frac{1 - z}{y} - \frac{\alpha y^{\alpha - 1}}{(1 - y^\alpha)} \right) \frac{d\tilde{\phi}(y)}{dy} + \left( \frac{\omega^2 y^{2\alpha - 2}}{(1 - y^\alpha)} - \frac{m^2 + \theta - \sigma^2 y^{\alpha - 2}}{y^2 (1 - y^\alpha)} \right) \tilde{\phi}(y) = 0,
\]
where we have used once again the variable \( y = r_{\alpha}/r \). By analyzing the solutions of Eq. (54) at the boundaries, we propose the following ansatz
\[
\tilde{\phi}(y) = y^{i\omega y^{\alpha - 1}} \exp(-i\omega r_{\alpha}) \tilde{f}(y)
\]
for \( \omega \) and different values of \( m \).

### Table 1
For \( D = 3, 4, 5 \) we show the Dirac QNF for the fundamental mode with \( m = 1 \) and different values of \( z \).

| \( z \) | \( D = 3 \) | \( D = 4 \) | \( D = 5 \) |
|---|---|---|---|
| AN | IAIM | AN | IAIM | AN | IAIM |
| \( \text{Re}(\omega_1) \) | \( \text{Im}(\omega_1) \) | \( \text{Im}(\omega_1) \) | \( \text{Re}(\omega_1) \) | \( \text{Im}(\omega_1) \) | \( \text{Re}(\omega_1) \) | \( \text{Im}(\omega_1) \) |
| 1 | 1.500 | 1.500 | 2.250 | 1.026 | 2.534 | 3.000 | 1.879 | 2.363 |
| 2 | 1.500 | 1.464 | 2.000 | 0 | 2.000 | 2.500 | 0 | 2.716 |
| 3 | 1.667 | 1.639 | 2.083 | 0 | 2.051 | 2.500 | 0 | 2.598 |
| 4 | 1.875 | 1.853 | 2.250 | 0 | 2.218 | 2.625 | 0 | 2.769 |
| 5 | 2.100 | 2.082 | 2.450 | 0 | 2.421 | 2.800 | 0 | 3.186 |
| 6 | 2.333 | 2.319 | 2.667 | 0 | 2.641 | 3.000 | 0 | 2.970 |
| 7 | 2.571 | 2.559 | 2.893 | 0 | 2.870 | 3.214 | 0 | 3.186 |
| 8 | 2.813 | 2.801 | 3.125 | 0 | 3.105 | 3.438 | 0 | 3.411 |
| 9 | 3.056 | 3.046 | 3.361 | 0 | 3.343 | 3.667 | 0 | 3.642 |
| 10 | 3.300 | 3.291 | 3.600 | 0 | 3.583 | 3.900 | 0 | 3.877 |

### Table 2
For \( D = 6, 7 \) we show the Dirac QNF for the fundamental mode with \( m = 1 \) and different values of \( z \).

| \( z \) | \( D = 6 \) | \( D = 7 \) |
|---|---|---|
| AN | IAIM | AN | IAIM |
| \( \text{Re}(\omega_1) \) | \( \text{Im}(\omega_1) \) | \( \text{Im}(\omega_1) \) | \( \text{Re}(\omega_1) \) | \( \text{Im}(\omega_1) \) | \( \text{Re}(\omega_1) \) | \( \text{Im}(\omega_1) \) |
| 1 | 3.750 | 2.333 | 2.127 | 4.500 | 2.606 | 1.927 |
| 2 | 3.000 | 0.779 | 3.996 | 3.500 | 1.758 | 4.042 |
| 3 | 2.917 | 0 | 3.008 | 3.333 | 0 | 3.622 |
| 4 | 3.000 | 0 | 3.000 | 3.375 | 0 | 3.430 |
| 5 | 3.150 | 0 | 3.128 | 3.500 | 0 | 3.500 |
| 6 | 3.333 | 0 | 3.305 | 3.667 | 0 | 3.648 |
| 7 | 3.536 | 0 | 3.506 | 3.857 | 0 | 3.831 |
| 8 | 3.750 | 0 | 3.721 | 4.062 | 0 | 4.034 |
| 9 | 3.972 | 0 | 3.944 | 4.278 | 0 | 4.249 |
| 10 | 4.200 | 0 | 4.173 | 4.500 | 0 | 4.471 |

**Fig. 6** First three Dirac QNF with \( D = 4, z = 10 \) and different values of \( m \).
First three Dirac QNF with $D = 6, z = 8$ and different values of $m$

and by inserting (55) into (54) we get that the function $\tilde{f}$ is a solution to
\[
\frac{d^2 \tilde{f}(y)}{dy^2} + \frac{(1 - \alpha + 2\Delta)}{y} \frac{\alpha y^{\alpha-1}}{(1 - y^{\alpha})} \frac{d \tilde{f}(y)}{dy} + \frac{i\hat{\omega}(z - \alpha + 2\Delta) y^{z-2}}{(1 - y^{\alpha})} \frac{\alpha y^{\alpha-2}}{(1 - y^{\alpha})} \tilde{f}(y) = 0.
\]

The parameter $\Delta$ is given by
\[
\Delta = \alpha \frac{2}{\alpha} + \sqrt{\left(\frac{\alpha}{2}\right)^2 + m^2},
\]
and is the scaling dimension of the operator $O_{\Delta}$ dual to $\phi$, as it is explained in [5] and through the Breitenlohner-Freedman bound (BF bound), there exist a constrain on the scaling dimension given by [32,33]
\[
0 < \frac{\alpha}{2} < \Delta.
\]

As for the fermionic perturbations, we can consider the limit case $\alpha \sim z$ for the scalar field. In this limit, with the help of the variable $x = y^\alpha$, as previously, Eq. (56) transforms into an hypergeometric differential equation (27) with parameters
\[
a = \frac{\Delta}{z}, \quad b = -\frac{2i\hat{\omega}}{z} + \frac{\Delta}{z} \quad \text{and} \quad c = \frac{2\Delta}{z}.
\]

Thus, following a similar procedure to that described in Ref. [5], to satisfy the boundary requirements for the QNM, in the limit $\alpha \sim z$ the KG QNF must be equal to
\[
\omega = -i \frac{z r_h^2}{2} \left(n + \frac{\Delta}{z}\right), \quad n = 0, 1, 2, \ldots
\]

Therefore we expect that as $\alpha \sim z$ the QNF of the KG behave as (60). This analytical result is not given in Ref. [5]. The

| $D = 4$ | $z = 10$ | $D = 6$ | $z = 8$ | $D = 7$ | $z = 6$ |
|-------|-------|-------|-------|-------|-------|
| $n$   | $|\text{Im}(\hat{\omega})|$ | $|\text{Im}(\hat{\omega})|$ | $|\text{Im}(\hat{\omega})|$ | $|\text{Im}(\hat{\omega})|$ | $|\text{Im}(\hat{\omega})|$ |
| 0     | 4.200 | 4.165 | 4.500 | 4.436 | 4.583 | 4.540 |
| 1     | 10.200 | 10.192 | 10.500 | 10.502 | 10.083 | 10.102 |
| 2     | 16.200 | 16.196 | 16.500 | 16.499 | 15.583 | 15.577 |

Table 3: First three Dirac QNF with $m = 2$
exactly solvable case \((z = D - 2)\) was already analyzed in Ref. [5] and it was found that the QNF are

\[
\omega = -i z r_h \left( 2n + \frac{\Delta}{z} \right), \quad n = 0, 1, 2, \ldots \tag{61}
\]

Owing to the previous results, it is interesting to inspect higher values for the parameters \(z\) and \(D\), since we want to compare them with the Dirac QNF of the previous section. Furthermore, these values extend the results of Ref. [5] where they only reached \(z = 6\), so that in this section we will go further. As it can be verified with (22) and (23) and with the first term of (55) where it is assured that the field goes to zero at the asymptotic region, Eq. (56) has already the information of the boundary conditions. Thus, taking as a basis Eq. (56), we are going to compute the KG QNF with the help of the IAIM as in Ref. [5].

From the expression (56) for the Klein–Gordon field we identify

\[
\lambda_0(y) = - \left( \frac{(1 - \alpha + 2\Delta)}{y} - \frac{\alpha y^{a-1}}{(1 - y^a)} + \frac{2i\hat{\omega} y^{z-1}}{(1 - y^a)} \right),
\]

\[
s_0(y) = - \left( i\hat{\omega} (\alpha - 2\Delta) y^{\Delta - 2} - \frac{\Delta^2 y^{\Delta - 2}}{1 - y^a} \right). \tag{62}
\]

By implementing the IAIM, taking as a basis expressions (62), we reproduce Table 2 of Ref. [5] and in Table 7 we show the numerical results where we found a minimal difference. Furthermore it is found that the obtained numerical QNF for the scalar field moving in the black brane (3) for \(z > D - 2\) tend to behave as

\[
\omega = -i \frac{\alpha y^z}{2} \left( n + \frac{\Delta}{2z} + \frac{\Delta}{2\alpha} \right), \quad n = 0, 1, 2, 3 \ldots \tag{63}
\]

Owing to the BF bound (58), we choose representative examples and in Figs. 9, 10 and 11 it is shown the behavior of the QNF to compare them with Eqs. (60), (61), or (63) as appropriate. To compare in more detail the numerical results with the produced values by the proposed expression (63) in Tables 4 and 5, we show explicitly some of the results for the QNF that are used to plot the Figs. 9, 10 and 11.

In Figs. 9, 10 and 11 we can see that for the KG field the \(|\text{Im}\hat{\omega}_0|\) goes to a constant value as \(z\) increases, this is consistent with the proposed expression (63) since by taking \(z \gg D - 2\) \((\alpha \sim z)\), it is found that \(|\text{Im}\hat{\omega}_0| \sim \Delta/2\). For the Dirac field, as \(z\) increases, in Figs. 1, 2, 3, 4 and 5 we visualize that the \(|\text{Im}\hat{\omega}_0|\) increases instead of decreasing to a constant value which is also congruent with the formula (49) proposed for the numerical QNF of the Dirac field. For the overtones of both fields, as \(z\) increases, our numerical results show that \(|\text{Im}\hat{\omega}_0|\) increases. Based on the proposed expressions (49) y (63) we think that the linear dependence on the mode number \(n\) contributes to this behavior. Surprisingly, for both fields the line \(z = D - 2\) represents a breaking point, since for \(z < D - 2\) the QNF are not purely imaginary [5]. Even though we are far from understanding the reason of it, we

![Table 4 KG QNF for the fundamental mode with \(D = 3\) and different values of \(\Delta\) and \(z\).](image)

| \(\Delta = 6\) | \(\Delta = 7\) | \(\Delta = 8\) |
|---|---|---|
| \(\text{Im}\hat{\omega}_0\) | \(\text{Im}\hat{\omega}_0\) | \(\text{Im}\hat{\omega}_0\) |
| \(z\) | IAIM | AN | IAIM | AN | IAIM | AN |
|---|---|---|---|---|---|---|
| 1 | 6.000 | 6.000 | 7.000 | 7.000 | 8.000 | 8.000 |
| 2 | 3.968 | 3.750 | 4.652 | 4.375 | 5.336 | 5.000 |
| 3 | 3.588 | 3.500 | 4.204 | 4.083 | 4.822 | 4.667 |
| 4 | 3.412 | 3.375 | 3.997 | 3.938 | 4.583 | 4.500 |
| 5 | 3.311 | 3.300 | 3.878 | 3.850 | 4.445 | 4.400 |
| 6 | 3.246 | 3.250 | 3.801 | 3.792 | 4.356 | 4.333 |
| 7 | 3.201 | 3.214 | 3.747 | 3.750 | 4.293 | 4.286 |
| 8 | 3.168 | 3.188 | 3.707 | 3.719 | 4.247 | 4.250 |
| 9 | 3.143 | 3.167 | 3.677 | 3.694 | 4.211 | 4.222 |
| 10 | 3.123 | 3.150 | 3.653 | 3.675 | 4.184 | 4.200 |

![Table 5 KG QNF for the fundamental mode with \(D = 4\) and different values of \(\Delta\) and \(z\).](image)

| \(\Delta = 6\) | \(\Delta = 7\) | \(\Delta = 8\) |
|---|---|---|
| \(\text{Im}\hat{\omega}_0\) | \(\text{Im}\hat{\omega}_0\) | \(\text{Im}\hat{\omega}_0\) |
| \(z\) | IAIM | AN | IAIM | AN | IAIM | AN |
|---|---|---|---|---|---|---|
| 2 | 6.000 | 6.000 | 7.000 | 7.000 | 8.000 | 8.000 |
| 3 | 4.277 | 4.000 | 5.029 | 4.667 | 5.782 | 5.333 |
| 4 | 3.854 | 3.750 | 4.531 | 4.375 | 5.209 | 5.000 |
| 5 | 3.632 | 3.600 | 4.268 | 4.200 | 4.906 | 4.800 |
| 6 | 3.495 | 3.500 | 4.105 | 4.083 | 4.716 | 4.667 |
| 7 | 3.402 | 3.429 | 3.993 | 4.000 | 4.587 | 4.571 |
| 8 | 3.334 | 3.375 | 3.912 | 3.938 | 4.492 | 4.500 |
| 9 | 3.284 | 3.333 | 3.851 | 3.889 | 4.421 | 4.444 |
| 10 | 3.204 | 3.250 | 3.801 | 3.850 | 4.365 | 4.400 |
believe that we have to study in detail the case \( z < D - 2 \) in a future work.

We observe in Figs. 9, 10 and 11 that for the numerical data of the KG QNF, the formula (63) does not give an approximation as precise as the proposed formula (49) for the numerical QNF of the Dirac field.

### 6 Discussion

In the zero momentum limit we study the QNF of the massive Dirac and KG perturbations in the Lifshitz black brane (3). We extend the results presented in Ref. [6], since in Sect. 3 for \( z = D - 2 \), by imposing the Dirichlet boundary condition at the asymptotic region and by considering that we are on the test field approximation, we are able to find the exact QNF of the Dirac field for all the positive values of the mass, in contrast to Ref. [6] in which a restriction on the value of the mass was imposed. Based on it, we numerically calculate the fermionic QNF in the Lifshitz black brane (3) for the non-exactly solvable cases \( z \neq D - 2 \). Owing to the exactly solvable example and the limit case \( \alpha \sim z \), where analytical QNF were computed, in Sect. 5 we were able to give the approximate analytical expression (49) for our numerical QNF with \( z > D - 2 \). For the cases \( z < D - 2 \) we found out that, in general, the QNF are not purely imaginary, and the proposed formula (49) does not work. It will be interesting to analyze in detail the last case in a future work so that an explanation can be found.

Additionally to the results for the Dirac field, we study the QNF of the scalar perturbations in the spacetime (3) which are calculated for the first time in Ref. [5] (but see Table 7). Once again based on the case \( \alpha \sim z \) and the exactly solvable example of Ref. [5], for which analytical expressions for the KG QNF exist, we conclude that, for fixed \( D \), the numerical QNF of the KG field, starting from a particular value of \( z \), tend to behave as predicts the proposed expression (63) when \( z > D - 2 \). Even though the analytical expressions (49) and (63) approximate very well the numerical results, notice that we do not have an analytical proof of these formulas.

Taking into account the Hawking temperature (7) and by considering examples where (49) and (63) approximate the numerical results, it is obtained that the numerical results of the QNF for the Dirac and KG fields respectively can be approximated by the expressions

\[
\omega = -2i\pi T \left(n + \frac{1}{2} + \frac{m}{z}\right),
\]

\[
\omega = -2i\pi T \left(n + \frac{\Delta}{2z} + \frac{\Delta}{2\alpha}\right).
\]  

(64)

Curiously, for both fields and for fixed \( D, z, m \), the previous formulas predict that the spacing between consecutive QNF is given by

\[
\omega_{n+1} - \omega_n = -2i\pi T.
\]  

(65)

From the numerical results and the proposed approximations (49) and (63), we can state that the fermionic QNF depend on the physical parameters in a different way that the QNF of the scalar field, as it was already commented in Ref. [6].

In Sect. 5.1 for \( z \geq D - 2 \) we also find that when \( z \) varies the Dirac QNF behave in a similar way for the different dimensions of the spacetime that we have studied. Moreover we see that for the analyzed dimensions of the spacetime the QNF of the Dirac field change with the mass in a similar way. As far as we know these facts for the Dirac QNF in the black brane (3) are not previously described.

We can compute that the decay time from [1–3]

\[
\tau = \frac{1}{|\text{Im}(\omega_0)|},
\]  

(66)

where \( \omega_0 \) is the fundamental QNF, as previously. By assuming that (64) and (65) are valid (at least for the values of the physical parameters studied in this work) for the Dirac and Klein–Gordon fields we obtain that their decay times are well approximated by

\[
\tau_d = \frac{z}{\pi T(z + 2m)}, \quad \tau_{kg} = \frac{z\alpha}{\pi T(z + \alpha)}.
\]  

(67)

In the limit \( z \to \infty \), for both fields the previous expressions predict that the decay times have the following behavior

\[
\tau \sim \frac{1}{2\pi r_h^{2}} = \frac{1}{z \exp(z \ln(r_h))},
\]  

(68)

which is similar to the exactly solvable examples [5,6]. Therefore, in this limit and for both fields, we expect that if \( r_h \geq 1 \) then \( \tau \to 0 \), whereas if \( r_h < 1 \) then \( \tau \to \infty \).

From the results of Ref. [5] and our numerical results, we see that the fundamental frequencies of the Dirac and KG field behave in a different way as \( z \) increases. For the scalar
field $|\text{Im}(\hat{\omega}_0)|$ decreases, whereas for the Dirac field $|\text{Im}(\hat{\omega}_0)|$ increases.

As shown in Appendix A, for the massive Dirac field propagating in the black brane (3) and in the zero momentum limit, the imaginary part of its QNF is negative. Owing to the time dependence $\exp(-i\omega t)$ we assure that its QNM are classically stable, since the field decays in time [5,6].3

As far as we are aware the perturbations in the black brane (3) for $\kappa \neq 0$ have not been studied except the case $z = 1$ and $D = 3$ where analytical solutions are found [8]. The extension is natural and could be considered in the future.
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Appendix A Classical stability

In this appendix to obtain decoupled radial equations we follow the method of Ref. [6] where fermionic perturbations in the Lifshitz black brane (3) were studied for the first time. The aim of this is to show that the QNM for the massive Dirac field in the zero momentum limit are classically stable. In order to do that, as in Ref. [6], we transform (16) with $\kappa = 0$ into two Schrödinger-like differential equations.

Thus, by setting $\kappa = 0$ and by using $r_s$ the system (16) in the metric (8) can be written as [6,34]

$$\partial_t \psi_2 - \partial_r \psi_2 = i W \psi_1, \quad \partial_t \psi_1 + \partial_r \psi_1 = i W \psi_2, \quad (A.1)$$

with $W = -m F(r_s)$. If we define

$$Z_\pm = i \psi_2 \pm \psi_1, \quad (A.2)$$

the system (A.1) turns into [6]

$$\partial_r Z_+ - \partial_r Z_\pm = W Z_+, \quad \partial_r Z_- - \partial_r Z_\pm = -W Z_-, \quad (A.3)$$

and if we once again set an harmonic time dependence for the $Z_\pm$ functions, that is

$$Z_\pm = e^{-i\omega t} \Omega_\pm(r_s). \quad (A.4)$$

from (A.3) it is found two Schrödinger-like differential equations given by

$$\frac{d^2 \Omega_\pm}{dr_s^2} + \omega_\pm^2 \Omega_\pm = \hat{V}_\pm \Omega_\pm, \quad (A.5)$$

with

$$\hat{V}_\pm = W^2 \pm \frac{dW}{dr_s}. \quad (A.6)$$

By using $r$ instead of $r_s$, in the black brane (3), Eq. (A.5) become

$$\frac{d^2 \Omega_\pm}{dr^2} + \frac{G}{F} \left( \frac{d}{dr} \frac{F}{G} \right) \frac{d \Omega_\pm}{dr} + \frac{G^2}{F^2} \left( \omega_\pm^2 - \hat{V}_\pm(r) \right) \Omega_\pm = 0, \quad (A.7)$$

where

$$\hat{V}_\pm(r) = F(r)^2 \left( m^2 - \frac{m}{r G(r)} \left( z + \frac{\alpha (1 - V(r)^2)}{2 V(r)^2} \right) \right). \quad (A.8)$$

Near the horizon, which means taking the limit $r \to r_h$, Eq. (A.7) behave as

$$\frac{d^2 \Omega_\pm}{dr_s^2} + \omega_\pm^2 \Omega_\pm = 0, \quad (A.9)$$

whose solutions are

$$\Omega_\pm \sim A_\pm e^{-i\omega(r_s)} + B_\pm e^{i\omega(r_s)} . \quad (A.10)$$

3 See Appendix A for a detailed analytical proof of this fact for the Dirac field in the zero momentum limit.
Therefore to satisfy the condition near the horizon we must set $B_{\pm} = 0$. For this reason we propose the following ansatz

$$\Omega_{\pm} = e^{-i\omega_{\pm} r} \phi_{\pm}(r) = \exp \left( -i \omega_{\pm} \int \frac{G}{F} dr \right) \phi_{\pm}(r),$$

(A.11)

and by inserting it into (A.7) we obtain that the functions $\phi_{\pm}$ satisfy

$$\frac{d}{dr} \left( \left( \frac{F}{G} \right) \frac{d\phi_{\pm}}{dr} \right) - 2i \omega_{\pm} \frac{d\phi_{\pm}}{dr} - \frac{G}{F} \ddot{\phi}_{\pm} = 0. \tag{A.12}$$

If we multiply (A.12) by the complex conjugate of $\phi_{\pm}$, denoted by $\overline{\phi_{\pm}}$, and integrating the resulting equations from $r_h$ to $\infty$ we find

$$\int_{r_h}^{\infty} \phi_{\pm} \left[ \frac{d}{dr} \left( \left( \frac{F}{G} \right) \frac{d\phi_{\pm}}{dr} \right) - 2i \omega_{\pm} \frac{d\phi_{\pm}}{dr} - \frac{G}{F} \ddot{\phi}_{\pm} \right] dr = 0. \tag{A.13}$$

The $S$-deformation method allows us to prove whether the perturbations satisfying a set of boundary conditions are stable, thus for (A.13) it is clever to define the following operators [26,34]

$$D_{\pm} = \frac{d}{dr_{\pm}} \pm mF(r_{\pm}), \tag{A.14}$$

where we have chosen the $S_{\pm}$ functions as $S_{\pm} = \pm mF$ [34]. By using the operators defined in (A.14), it is straightforward to show that (A.13) transforms into [26,34]

$$\int_{r_h}^{0} |D_{\pm} \phi_{\pm}|^2 dr_{\pm} = j_{\pm}^{0} \left( 2i \omega_{\pm} \int \phi_{\pm} \left( \frac{F}{G} \right) \frac{d\phi_{\pm}}{dr_{\pm}} \right) dr_{\pm}, \tag{A.15}$$

where

$$j_{\pm} = \pm mF(r_{\pm}) |\phi_{\pm}|^2 + \overline{\phi_{\pm}} \frac{d\phi_{\pm}}{dr_{\pm}} = \pm mF(r_{\pm}) |\phi_{\pm}|^2 + \overline{\phi_{\pm}} \left( \frac{F}{G} \right) \frac{d\phi_{\pm}}{dr_{\pm}}. \tag{A.16}$$

The symbol $|\phi|^2$ refers to the product of the quantity $\phi$ by its complex conjugate and the boundary terms $j_{\pm}^{0} \rightarrow \infty$ appear because we have used integration by parts.

We want to evaluate $j_{\pm}$ at the boundaries, thus we have to know the behavior of $\phi_{\pm}$ near infinity. In this limit, by keeping the relevant terms, Eq. (A.12) take the following form

$$\frac{d^2 \phi_{\pm}}{dr^2} + \left( \frac{z + 1}{r} \right) \frac{d\phi_{\pm}}{dr} - \left( \frac{m^2 \mp mz}{r^2} \right) \phi_{\pm} = 0, \tag{A.17}$$

with solutions

$$\phi_-(r) \sim A_{2-} r^{-z-m} + B_{2-} r^m, \quad \forall \ m > 0,$n$$

$$\phi_+(r) \sim A_{2+} r^{-z+m} + B_{2+} r^{-z+m}, \quad \forall \ m \neq z/2, \tag{A.18}$$

where $A_{2\pm}$ and $B_{2\pm}$ are constants.

The fields $\phi_{\pm}$ must go to zero when we are near infinity, thus for $\phi_-$ we impose $B_{2-} = 0$, while for $\phi_+$ the situation is more complicated since we cannot decide which solution we have to choose when $0 < m < z$. Nevertheless from (A.3), if we use the expressions (A.4), (A.11) and the $r$ variable, at the far region we obtain

$$\partial_r \phi_+ - \frac{m}{r} \phi_+ \approx -i \omega_- \phi_+. \tag{A.19}$$

Therefore, if $\phi_+ \approx A_{2-} r^{-z-m}$ which is the solution that satisfies the requirement at infinity, from (A.19) it yields that

$$\phi_+ \approx -i \left( \frac{z + 2m}{\omega_-} \right) A_{2-} r^{-m} \quad \forall m > 0, \tag{A.20}$$

and if we compare (A.20) with (A.18), we find that it is necessary to set $B_{2+} = 0$. The solution given in (A.20) always goes to zero at infinity, since we have supposed that $\omega_+ = \omega_- \neq 0$.

Now that we know the behavior of the fields at the asymptotic region and by noticing that $F(r \rightarrow r_h) = 0$, we obtain that $j_{\pm}^{0} |\rightarrow \infty = 0$, thus the integral (A.15) turns into

$$\int_{-\infty}^{0} |D_{\pm} \phi_{\pm}|^2 dr_{\pm} = \int_{-\infty}^{0} \left( |\omega_{\pm}| \right)^2 |\phi_{\pm}(r_{\pm})|^2 \frac{dr_{\pm}}{\text{Im}(\omega_{\pm})}. \tag{A.21}$$

We can write the RHS of (A.21) in such a way that [7]

$$\int_{-\infty}^{0} |D_{\pm} \phi_{\pm}|^2 dr_{\pm} = \frac{|\omega_{\pm}|^2 |\phi_{\pm}(r_{\pm})|^2}{\text{Im}(\omega_{\pm})}. \tag{A.22}$$

From this expression, since the LHS of (A.22) are positive, we can conclude that $\text{Im}(\omega_{\pm}) < 0$, because in the RHS of (A.22) all the terms involving absolute values are also positive. Therefore, in the zero momentum limit, the massive Dirac QNM in the background (3) are classically stable.
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