**Abstract:** The main challenge of automatic license plate recognition (ALPR) systems is that the overall performance is highly dependent upon the results of each component in the system’s pipeline. This paper proposes an improved ALPR system for the Jordanian license plates. Ceiling analysis is carried out to identify potential enhancements in each processing stage of a previously reported ALPR system. Based on the obtained ceiling analysis results, several enhancements are then suggested to improve the overall performance of the system under study. These improvements are (i) vertical-edge histogram analysis and size estimation of the candidate regions in the detection stage and (ii) de-rotation of the misaligned license plate images in the segmentation unit. These enhancements have resulted in significant improvements in the overall system performance despite a <1% increase in the execution time. The performance of the developed ALPR is assessed experimentally using a dataset of 500 images for parked and moving vehicles. The obtained results are found to be superior to those reported in equivalent systems, with a plate detection accuracy of 94.4%, character segmentation accuracy of 91.9%, and character recognition accuracy of 91.5%.
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1. **Introduction**

The rapid growth in the number of vehicles has led to the continuous need for more use of the Intelligent Transportation System (ITS) to address many security- and traffic-management challenges, including finding stolen cars, banning violations, managing parking lots, monitoring cars at traffic lights, and others. The ITSs that aim to make the use of transportation networks safer and smarter have been benefiting from recent advances in image processing and machine intelligence techniques towards the development of more intelligent roads, vehicles, and users [1,2]. License plate recognition (LPR) is typically one of the key components of the ITS.

LPR is one of the essential elements of a mass surveillance method. It is sometimes known as a license plate recognition system (LPRS), automatic license plate reader (ALPR), automatic vehicle identification (AVI), mobile license plate reader (MLPR), or vehicle license plate recognition (VLPR). The design and format of the license plates vary in different countries. However, these systems typically comprise four main components: image capturing, detection, segmentation, and recognition.

The work presented in this paper extends on and improves on the performance of an ALPR that was previously reported in [3]. The primary contributions of this paper can be summarized as follows:

(a) A ceiling analysis is carried out to identify potential enhancements in each stage of the ALPR that have a significant impact on the overall system performance.
Based on the obtained ceiling analysis results, the following enhancements are suggested:

- In the detection stage, new processing units are suggested; a vertical-edge histogram analysis and size estimation of the candidate regions.
- In the segmentation stage, a new processing unit is suggested to de-rotate the misaligned license plate images.

These improvements have resulted in significant improvements in overall system performance despite only a 1% increase in execution time.

The remainder of this paper is organized as follows. Works related to ALPR systems are reviewed in Section 2. The style and attributes of Jordanian license plates, as well as the dataset used in this study, are detailed in Section 3. The suggested ceiling analysis and ALPR system are shown in Sections 4 and 5, respectively. The obtained results are presented and discussed in Section 6. Finally, the work is concluded in Section 7.

2. Related Work

The current ALPR systems can be categorized into multi- and single-stage approaches [4]. However, most of the existing ALPR systems are based on the multi-stage approach. The work related to both approaches is reviewed in this section as follows.

2.1. Multi-Stage Approach

The main three components of the multi-stage method are detection, segmentation and recognition. These components, which were of particular interest in many studies including those of the Jordanian license plates [5,6], are described as follows.

2.1.1. Detection

Automatic License Plate Recognition (ALPR) relies mainly on the detection of the license plate from an image source, the captured vehicle and part of the road background. Numerous techniques have been reported to detect the license plate of the captured vehicle. Ashtari [7] reported a connected component analysis technique related to colour images to improve the performance of the algorithm. It was reported that colour images add more flexibility and help to achieve fairly reliable results under all types of weather conditions.

Menon and Omman [8] proposed an edge detection filter that can be used with a support vector machine (SVM) to detect Spanish and Indian license plates. In [8–10], researchers used an edge detection filter with morphological operations to detect the license plate. Chowdhury [11] proposed an adaptive license plate detection technique using the edge detection filter with vertical histogram analysis. In [12–14], canny-edge and Sobel-edge detection filters were utilized in the plate detection phase. A combination of edge detection filtering and connected component analysis was also used to build a robust license plate detection algorithm [13]. In [15], the authors proposed a Hough transform technique to extract features from the license plate image. Gabor filters morphological closing operation and connected component analysis were also used in [16] to detect plate regions.

2.1.2. Segmentation

Segmentation of the license plate characters starts after the completion of the license plate detection. The system must extract the characters and numbers from the plate. Character segmentation relies on different techniques. The most common technique of character segmentation is the connected component analysis (CCA), as reported in [6,10,13–16]. CCA technique depends on the connectivity of the character region (pixels), especially for letters and numbers. Other techniques include the utilization of the morphological and histogram [3–7] and radon transformation [9]. The latter technique is concerned with the angle of inclination and partial vertical projection to extract and divide the characters. Ha and Vajgl [13] used a method in which the detected character is compared to an embedded database of templates until a match occurs, and they also used template techniques. Chun-Cheng Peng et al. [17] used a binarization method, which was inspired
by the symmetry principle, rather than the outs algorithm. Qadri and Asif [15] divided the image into regions, and then the regions were split into segments. Finally, a classifier was used to decide whether these segments are characters or not. Nigussie [16] used statistical features of characters to classify these features and segment them.

### 2.1.3. Recognition

Character recognition is performed to convert the segmented characters into text plate numbers. Different types of artificial neural networks (ANNs) have been used in character recognition. In [7,9,14–16], multi-layer perceptron ANNs with error backpropagation were used. Huang [7] used an Extreme Learning Machine (ELM) where it was a new category of ANNs, which possesses compelling characteristics essential for license plate recognition, such as low computational complexity, fast training, and good generalization. When comparing ELM with other types of ANN; the recognition rate of the ELM is better, and the time consumed is shorter. To recognize the extracted letters and numbers, Ashtari [7] replaced the ANN with a hybrid classifier that was comprised of a decision tree and a support vector machine (SVM) with a homogeneous fifth degree polynomial kernel. Ha [12] and Hurtik [13] used template matching techniques suitable for the recognition of characters and numbers. Nigussie [16] used the k-Nearest Neighbor (kNN) algorithm; it is nonparametric, as it has no explicit assumptions about the relationship between the predictor and the dependent variable.

### 2.2. Single-Stage Approach

Recently, several works were reported on the single-stage ALPR approach. Most of these works utilized deep neural networks that were trained for end-to-end detection, localization and recognition of the license plate in a single forward pass [4]. Li et al. [18] used VGG16, which is a convolutional neural network model [19], as a feature extractor. Alghyaline [20] reported a real-time Jordanian license plate recognition using deep learning; his work was based on Convolutional Neural Networks (CNNs), which were used with the YOLO3 framework. Q. Huang et al. [21] used a single neural network called ALPRNet for the detection and recognition of mixed style LPs. H. Li et al. [22] proposed a unified deep neural network, which localized license plates and recognized the letters simultaneously in a single forward pass.

### 3. Jordanian License Plate

In this section, the Jordanian license plate standards are described along with the image dataset used in this work.

#### 3.1. Style and Attributes

The most recent version of the Jordanian license plates was introduced in 2007 [23]. The style and formats of these plates are based on American and European standards, as shown in Figure 1. As illustrated, the differences between those standards are the plate’s shape, size and position of the first one or two digits that correspond to the vehicle’s category while the following numerical digits represent the vehicle’s ID (up to five digits). Both types of plates are made of aluminum and are covered with reflective phosphorus tape. The characters on these plates are printed using an excessive pressure technique. These plates consist of four colored codes that represent the background color for both English and Arabic characters for the word “JORDAN” and “الأردن”. These color codes represent four different vehicle’s categories: (i) Red for government vehicles, (ii) Yellow for diplomatic and temporary vehicles, (iii) Green for public transport vehicles, and (iv) White for private vehicles.
3.2. Study Dataset

A dataset of 500 Jordanian license plate images (size 1188 × 960 pixels) was collected by the authors using a Canon EOS-650d Camera. The collected images were taken under different conditions for stationary vehicles (immobilized/parking mode). These images were taken of vehicles inside and outside of the parking garage and during different times of day (i.e., early morning, afternoon, and at night). The collected dataset images were equally divided between the American- and European-standard license plates where both standards are considered in Jordan. Different samples of the collected images are shown in Figure 2. The first row represents samples for images captured outside and the second row represents images captured from inside the parking garages. The first column is for images taken early in the morning on a sunny day, the second column is for images taken later in the afternoon, the third column is taken from various angles for moving vehicles, and the fourth column is for vehicles with license plates taken from various tilt angles.

4. Ceiling Analysis

Ceiling analysis is a method of identifying the weakest component in the system, and then optimizing that component to improve the performance of the total system. In the present work, the ceiling analysis is applied to an ALPR which was previously reported in [3] to identify potential improvements in various components of the system, detection, segmentation, and recognition. This is typically achieved by manually replacing the inputs
of each component with artificial inputs to provide 100% accurate predictions with that component. The overall improvement of the system performance can then be observed, component by component.

In this work, the ALPR system under study was initially tested with real inputs using the study dataset. This test revealed that the overall accuracy of the system was approximately 52%. Next, the ceiling analysis was carried out for each component as follows:

- **Detection**—for this stage, a total of 500 vehicles’ images were used as test input and the correctly detected license plate images were considered as an output. The system detected 410 correct license plates that represented about 82%, compared to the ground truth (100%).

- **Segmentation**—the license plate images were manually extracted from the vehicles’ images and used as a test input for segmentation. In this test, the system correctly segmented 475 images that represented 95% of the input images, compared to the ground truth.

- **Recognition**—a total of 3365 character-images were manually extracted from 500 license plate images and used as test input at this stage. The system correctly recognized 3254 characters which represented 96.7% of the input character-images, compared to the ground truth.

Table 1 summarizes performance comparisons for both actual and artificial inputs for the ALPR system under study. As expected, the artificial inputs used in this analysis resulted in a significant potential for performance improvement as compared to that of the original system [3]. More importantly, the possible improvement margins for individual system components were extremely diverse, with detection (40.2%), segmentation (13%), and recognition (1.7%). These findings suggest that the detection component has the most potential for development, followed by segmentation and finally the recognition component.

### Table 1.
Summary performance comparisons for both actual and artificial inputs for the ALPR system under study. As expected, the artificial inputs used in this analysis resulted in a significant potential for performance improvement as compared to that of the original system.

| Component | Accuracy with Real Inputs (%) | Accuracy with Artificial Inputs (%) | Potential Improvement Margin (%) |
|-----------|------------------------------|-------------------------------------|---------------------------------|
| Detection | 82                           | 82                                  | 40.2                            |
| Segmentation | 74                          | 95                                  | 13                              |
| Recognition | 68                           | 96.7                                | 1.7                             |

5. The ALPR System

A block diagram of the ALPR system is shown in Figure 3. In this section, the main system components are described with a particular focus on the suggested enhancements in the detection and segmentation components.

5.1. Detection

The dataset images are pre-processed using image resizing, grey color conversion, banalization, and morphological operations and filtering. Next, the connected neighbors are analyzed, using the Connected Component Analysis (CCA) algorithm, to obtain the possible candidates for a license plate. The potential number of candidates are then reduced using the newly added features; vertical-edge analysis (VEA) and this is achieved by filtering some of the candidates’ regions that may cause the next detection stages to be misled and hence affect the overall detection performance. The aspect and edge ratios of the image under processing are then checked to identify the correct license plate’s candidate. This process passes through several stages that are outlined as follows.
5.1.1. Pre-Processing

The source images are pre-processed to reduce the complexity of the image features and make the details clearer. Different pre-processing techniques are applied at this stage including (i) image resizing to maintain the same aspect ratio, (ii) converting colored images into greyscale, (iii) binarizing the resultant image by replacing its pixels with luminance values that are greater than a specified threshold by bit 1 (white) and replacing all other pixels with bit 0 (black). The threshold value is calculated as suggested in [24] using the OTSU method, (iv) dilating the binary image with a $3 \times 3$ structure element to reduce the noise; this will grow the foreground regions and the noise within these regions become smaller, and (v) removing noise from the binary image with all connected pixels less than a fixed threshold. Figure 4 shows an example of applying different pre-processing techniques to a source image.

![Figure 3](image-url)

**Figure 3.** A block diagram of the proposed ALPR system with the suggested enhancements highlighted.

![Figure 4](image-url)

**Figure 4.** Pre-processing of the source image: (a) RGB, (b) gray, (c) binary, (d) binary after dilation, and (e) image after noise removal.
5.1.2. Connected-Component Analysis

At this stage, a connected component analysis technique is used. An 8-pixels neighborhood method is used to find the candidate plate regions. In this method, the image is initially scanned, then a set of pixels that share the same values is created to form groups; the size of each group is at least 8 pixels. Once formed, the groups are separated from each other to create a single image that becomes a license plate candidate region. The location of these candidate regions should be known in the image source and preserved. Examples of candidate regions for an image are shown in Figure 5.

![Figure 5](image)

Figure 5. Examples of candidate regions, (a–d) are samples of candidate regions.

5.1.3. Vertical-Edge Analysis and Size of Candidate Regions

The Jordanian license plates are rectangular shaped with Arabic numerals that have vertical edges more than horizontal edges. These vertical edges can therefore be used to find the most candidate horizontal edges. This involves finding the candidate of the horizontal lines on the plate. A Sobel filter is used for edge detection, and the result is an image with white edges on black background. The vertical-edge density is then obtained by computing the sum of the edges in each row of the images. Next, a projection histogram of vertical edges is generated as shown in Figure 6.

![Figure 6](image)

Figure 6. An example of a vertical-edge image and projection histogram of its vertical edges. (a) A vertical-edge image. (b) Projection histogram of the vertical edges.

From the projection histogram, the image row with the maximum-edge density is obtained. Next, each of the candidate regions is assessed whether it passes through this row or not; if yes, the region is passed to the classification stage, otherwise, it is discarded. The size of each candidate region is also obtained and compared to the original image size. If the size of the candidate plate equals the original binary image, it is considered a non-plate; otherwise, it is a plate, thus it passes to the classification stage.
5.1.4. Candidate-Regions Classifications

Depending on the corresponding aspect ratio (AR), each candidate region is classified as either a plate or a non-plate. The AR is obtained from:

\[
AR = \frac{W}{H}
\]

where \(W\) is the plate width and \(H\) is the plate height.

5.1.5. Canny-Edge Detection

Finally, a canny-edge detection filter is applied to detect edges in the candidate plates. The edge ratio (ER) of each candidate plate is then determined from:

\[
ER = \frac{\sum_{i=1}^{H\times W} \text{Pw}}{H + W}
\]

where \(ER\) is the edge ratio and \(Pw\) is the pixel intensity after edge detection.

The position of the candidate region is chosen with the maximum edge ratio since the license plates contain Arabic numerals with high edges. If no plate is found, the maximum-edge ratio is set to zero. In this case, the maximum intensity of the vertical edges of the selected row is set to zero. This process is repeated for the row that contains the next maximum intensity in the histogram projection of the vertical edges.

5.2. Segmentation

The identified license-plate candidate is segmented to extract the desired candidate region; it is then converted to grey and binary format. The resultant image is then de-rotated to offset any tilted angle if it exists. This newly added feature has significantly improved histogram analysis, especially in the American-standard plates due to the requirement of multiple-line segmentation of the license-plate image. This is achieved using the following three stages:

5.2.1. Plate Conversion

The license plate location is cropped from the source image with RGB status. Next, it is converted to a binary image. Such a conversion results in a new threshold, thus a clearer image is obtained.

5.2.2. Image De-Rotation

The resulting image from the previous stage is almost elliptical. Once the angle between the x-axis and the major axis of the ellipse shape of the plate is found, it is used as the rotation angle to the plate. Figure 7 shows an example of a rotated image that is based on the calculated angle of the ellipse shape.

![Figure 7. An example of image rotation. (a) A tilted image. (b) Image after rotation.](image-url)

5.2.3. Histogram Analysis

The vertical and horizontal histogram analysis is performed on the rotated image. This is obtained by the summation of each row and column of the resulting vertical and horizontal histogram matrices, where the first result represents the summation of each
row and the second one represents the summation of the columns. For the character segmentation, a Threshold that determines the character border is calculated from:

$$\text{Threshold} = x + \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i + \mu)^2}$$  \hspace{1cm} (3)

where $x$ is the value of each matrix. Now, if $x$ is greater than the threshold, replace it with 1 in the array; otherwise, replace it with 0. For a vertical matrix, an index is used where the value changes from 1 to 0 each time. These indices are stored in a new matrix and the same procedure is repeated for the horizontal matrix. Finally, each candidate character is cropped to make it ready for recognition.

5.3. Recognition

The segmented regions need to be converted into license plate numbers. A two stage consecutive Artificial Neural Network (ANN) is used to achieve this purpose. The first stage is used to classify characters or non-characters regions while the second stage is used to recognize the characters of the nameplate.

5.3.1. Character/Non-Character Classifier

This stage is used to identify whether the segmented image is a character or not. Training of the neural network is divided into 1000 positive data elements for numbers and 1000 negative elements for non-numbers. The training dataset is fed to a feed-forward neural network with 6 layers; a single input layer with a size 1600 representing the size of the input image after resizing, four hidden layers in different sizes and finally an output layer with one activation unit. The output activation unit represents whether a character is recognized (1) or not (0). To reduce the non-linearity of the output of neurons, the sigmoid activation function is used.

5.3.2. Character-Recognition

In this stage, the neural network training data consists of 1000 examples (100 per number). This ANN has three layers; an input layer in size 1600 is the same as the first ANN input layer, a hidden layer in 50 activation units and an output layer with 10 activators to represent numbers from 0–9. Once the ANN is trained, the corresponding parameters are saved and used for making informed decisions on recognizing the actual characters from the corresponding candidates.

6. Results and Discussion

6.1. Results

The overall plate’s recognition accuracy for both the old and improved ALPR system is calculated from:

$$\text{Accuracy} = \frac{\text{Number of correctly recognized plates}}{\text{Total number of plates}} \times 100\%$$ \hspace{1cm} (4)

A comparison between the accuracy of the old and improved ALPR systems is shown in Figure 8. As illustrated, the improved system demonstrated significant accuracy improvement when compared to the previously reported ALPR system [3]. For the entire dataset of images, the obtained results demonstrated a recognition accuracy of 79.5% for the improved system compared to 41.8% for the old system. Similarly, the recognition accuracy of American- and European-standard plates are respectively found to be 74.8% and 84% compared to 36.9% and 43.6% for the old ALPR system. The obtained results are also compared to other Jordanian plate-recognition systems reported in [5,6,20]. In [5] the authors used a dataset consisting of only 46 images and reported an overall system accuracy of 70%. In [6], the accuracy was 89% for a dataset of 100 images. In [20], an
improved accuracy of 87% was reported for a dataset of 187,200 images that was used to train a deep neural network. It should be emphasized here that due to the lack of a publicly available dataset for the Jordanian plates; these investigations were conducted utilizing different datasets.

![Graph showing comparison between Existing ALPR system and Improved ALPR system](image)

**Figure 8.** Comparison between the accuracy of the Existing and Improved ALPR systems.

It should be noted here that the accuracy of each stage is highly dependent on the results of the preceding stage. Therefore, the entire system is established as an integrative or chain relationship. Based on the results of the final stage in recognition, the system may succeed or fail to recognize the correct characters of the license plate; the failure can occur when any character is incorrectly interpreted. Samples of input images and corresponding detection, segmentation and recognition results are shown in Table 2.

**Table 2.** Sample input images, and corresponding detection, segmentation, and recognition results.

| Input Image | Detection Output | Segmentation Output | Recognition Output |
|-------------|------------------|---------------------|--------------------|
| ![Input Image](image) | 16-10154 | ![Segmentation Output](image) | 16-10154 |
| ![Input Image](image) | 21 | ![Segmentation Output](image) | 21 |
| ![Input Image](image) | 13 | ![Segmentation Output](image) | 13-52177 |
Tables 3–5 show the detailed findings at each component for the old and improved ALPR systems using full dataset, American-standard and European-standard plates, respectively.

**Table 3.** A component-level performance comparison between the old and improved ALPR systems using the full dataset (500 images).

|                      | Without Vertical-Edge Analysis and De-Rotation | With Vertical-Edge Analysis and De-Rotation |
|----------------------|-----------------------------------------------|------------------------------------------|
|                      | Correct Plates (%)   | Correct Plates (%)   | Correct Plates (%) | Correct Plates (%) |
| Detection            | 410                | 82                  | 472                | 94.4               |
| Segmentation         | 305                | 74.4                | 434                | 91.9               |
| Recognition          | 209                | 68.5                | 397                | 91.5               |

**Table 4.** A component-level performance comparison between the old and improved ALPR systems using the American-standard plates (500 images).

|                      | Without Vertical-Edge Analysis and De-Rotation | With Vertical-Edge Analysis and De-Rotation |
|----------------------|-----------------------------------------------|------------------------------------------|
|                      | Correct Plates (%)   | Correct Plates (%)   | Correct Plates (%) | Correct Plates (%) |
| Detection            | 207                | 82.8                | 226                | 90.4               |
| Segmentation         | 144                | 69.6                | 202                | 89.4               |
| Recognition          | 99                 | 68.8                | 187                | 92.6               |

**Table 5.** A component-level performance comparison between the old and improved ALPR systems using the European-standard plates (500 images).

|                      | Without Vertical-Edge Analysis and De-Rotation | With Vertical-Edge Analysis and De-Rotation |
|----------------------|-----------------------------------------------|------------------------------------------|
|                      | Correct Plates (%)   | Correct Plates (%)   | Correct Plates (%) | Correct Plates (%) |
| Detection            | 203                | 81.2                | 246                | 98.4               |
| Segmentation         | 161                | 79.3                | 232                | 94.3               |
| Recognition          | 109                | 67.7                | 210                | 90.5               |
6.2. Time-Complexity Analysis

In this section, the time complexity of the improved license plate recognition algorithm is assessed experimentally, as suggested in [25]. The execution time of the algorithm is estimated by running the algorithm through a specific number of loop iterations. Timestamps of the start ($T_{\text{start}}$) and end ($T_{\text{end}}$) instants of the loop are initially recorded. The execution time ($T_{\text{exec}}$) is then calculated from [26]:

$$T_{\text{exec}} = \frac{(T_{\text{end}} - T_{\text{start}})}{n} \quad (5)$$

where $n$ is the number of loop iterations. In the present analysis, we repeat the code 10,000 times for each image in the database, which leads to a total number of $n = 5,000,000$. This is considered adequate to estimate the average $T_{\text{exec}}$ with acceptable accuracy.

The algorithm was developed in MATLAB 2014b and tested on a PC with 4G RAM, an Intel Core i3 @3.0GHz CPU and the Windows x64 operating system, and the code was run on MATLAB with real-time priority mode. Further reduction in the $T_{\text{exec}}$ is still possible by using a more time-efficient programming language such as C/C++ or assembly programming compared to MATLAB. A comparison between the execution time of the old [3] and improved ALPR algorithms is shown in Table 6. As shown, the total execution time is found to be close to that of the old system despite the inclusion of newly added stages. This is achieved by minimizing the number of candidate regions and improving the program’s structure in the improved algorithm.

**Table 6.** Comparison between the execution time of the old and improved ALPR algorithms.

|                         | $T_{\text{exec}}$ (s) of the Old ALPR Algorithm | $T_{\text{exec}}$ (s) of the Improved ALPR Algorithm |
|-------------------------|-----------------------------------------------|-----------------------------------------------------|
| Detection               | 1.0025                                        | 1.0043                                              |
| Segmentation            | 0.4454                                        | 0.4621                                              |
| Recognition            | 1.0147                                        | 1.0141                                              |
| Total Time              | 2.4626                                        | 2.4805                                              |

6.3. Discussion

As illustrated in Figure 8 and Tables 3–5, significant performance improvement in terms of recognition accuracy has been demonstrated. This is achieved by improving a previously reported algorithm by the authors through the utilization of new vertical-edge histogram analysis and candidate size calculation to minimize the number of candidate regions and remove the image background if it exists. A de-rotation stage is also added to the segmentation to correct the plate’s tilt angle before the recognition.

The vertical-edge histogram analysis has contributed to improving the overall success rate of detection from 82% to 94.4%. This improvement is found to be more effective in the European-standard plates as compared to the American-standard plates. This is mainly because the aspect-ratio classification showed more false results with European-standard plates. Many candidate regions demonstrated an aspect ratio similar to the real one, so the vertical-edges analysis is found to be more effective in the detection stage.

The suggested de-rotation stage also improved the overall success rate from 74.4% to 91.9%. The big difference here is caused by (i) the accumulated nature of the license plate recognition algorithm since an improvement in one stage affects the next stage and (ii) the segmentation improvement caused by the de-rotation. Unlike the vertical-edge histogram analysis impact, this improvement is found to be more effective in the American-standard plates as compared to the European-standard plates. The American-standard plates consist of two lines, so any segmentation error would have a larger impact on the results as compared to the European-standard plates. This causes the de-rotation to be more effective in the American-standard plates.

Minimizing the number of candidate regions in the detection and improving the program’s structure has contributed to maintaining the execution time of the improved
7. Conclusions

In this paper, an enhanced ALPR system is proposed, constructed, and successfully evaluated utilizing a dataset of 500 license plate images for parked vehicles as well as vehicles in movement. To identify possible margins of improvement in each of the system components, a systematic ceiling analysis is first performed. Several enhancements to the detection and segmentation components are then suggested and implemented based on the obtained results. The main enhancements are (i) vertical-edge histogram analysis, (ii) size estimation of candidate regions and (iii) de-rotation of misaligned license plate photos. When compared to an existing similar ALPR system, these additions have resulted in significant performance gains. The detection accuracy has increased from 82% to 94.4%, the segmentation accuracy has increased from 74.4% to 91.9%, and the recognition accuracy has increased from 68.5% to 91.5%. In addition, the total execution time of the developed algorithm is determined to be comparable to that of the prior system despite the inclusion of additional processing stages. This is achieved by improving the programming structure of the algorithm and reducing the number of potential regions of interest. The overall performance of the developed ALPR system, however, is still open for further developments by utilizing more advanced machine learning approaches that can learn and make intelligent decisions on their own rather than making informed decisions based on what it has learnt. The authors are currently investigating such enhancements, as well as others.
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