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ABSTRACT

Spherical fuzzy sets, originally proposed by F.K. Gündogdu, C. Kahraman, Spherical fuzzy sets and spherical fuzzy TOPSIS method, J. Intell. Fuzzy Syst. 36 (2019), 337–352, can handle the information of type: yes, no, abstain and refusal, owing to the feature of broad space of admissible triplets. This remarkable feature of spherical fuzzy set to manage the uncertainty and vagueness distinguishes it from other fuzzy set models. In this research article, we utilize spherical fuzzy sets and prioritized weighted aggregation operators to construct some spherical fuzzy prioritized weighted aggregation operators, including spherical fuzzy prioritized weighted averaging operator and spherical fuzzy prioritized weighted geometric operator. We discuss some properties which are satisfied by these operators. Further, we establish an algorithm for the multi-criteria group decision-making problem by utilizing the aforesaid operators. To elaborate the applicability of proposed operators in decision-making, we apply the algorithm to a numerical example which is related to the appointment for the post of Finance Manager. Finally, to demonstrate the authenticity of presented operators, we conduct a comparison with existing methods.
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1. INTRODUCTION

Multi-criteria group decision-making (MCGDM) is a procedure of solving practical problems in different areas, in which the most accurate solution is provided after examining the alternatives over multiple criteria. Due to the imprecision and ambiguity in many decision making (DM) problems, Zadeh [1] offered a very useful tool, called fuzzy set (FS), for managing the DM problems. In an FS, Zadeh discussed only the membership degree (MD) of an item. FS theory has numerous applications in different fields, such as management sciences, computer sciences, engineering, decision theory, and so on. The remarkable idea of FS has been successfully applied and explored by many researchers. Atanassov [2] generalized the notion of FS to intuitionistic FS (IFS) by introducing an MD (μ) and a nonmembership degree (NMD) (ν) with the condition μ + ν ≤ 1. Yager [3] strengthened the notion of IFS by presenting the idea of Pythagorean FS (PyFS) and stretched out IFS by introducing a new condition μ² + ν² ≤ 1. IFS and PyFS discuss only the MD and the NMD of items in a FS, but, the human opinions may be of abstention and refusal type. To overcome this issue, Cuong [4,5] presented the concept of picture FS (PFS), an extension of IFS. PFS has qualities to represent the human opinions of type: yes, abstain, no and refusal. A PFS gives three degrees of an element, named, MD (μ), abstention degree (AD) or neutral degree (γ) and NMD (ν) with the constraint μ + γ + ν ≤ 1. The concept of PFS is applicable in different fields such as fuzzy inference, DM, clustering, and so on. Gündogdu and Kahraman [6] originated the idea of spherical fuzzy sets (SFS), an extension of PFS, which has broadened the space of MD (μ), AD (γ) and NMD (ν) in the interval [0, 1] with the condition 0 ≤ μ² + γ² + ν² ≤ 1. For further study, one may refer to [7,8]. Kahraman et al. [9] applied the spherical fuzzy TOPSIS method to find the solution of a problem which is related to the selection of hospital location. Akram et al. [10] studied the notion of SFS by providing the solution of a DM problem and Akram [11] presented a DM method based on spherical fuzzy graphs.

Aggregation operators (AOs) have great importance and significance in solving MCGDM problems. The AOs are useful to convert the whole data into a single value. To handle IF information, Xu [12] proposed some averaging operators in IF environment. Apart from this, Xu and Yager [13] defined geometric operators based on IFSs, including weighted, ordered weighted and hybrid. Li [14] proposed generalized ordered weighted averaging (GOWA) operators. In order to define IF ordered weighted distance (IFOWD) operators, Zeng and Sua [15] combined distance measures and AOs. Yager [16] presented some averaging and geometric AOs under PyF weighted, ordered weighted and weighted power circumstances. Later, Peng and Yaun [17] investigated some basic properties of PyF AOs. The generalized PyF AOs
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were developed by Liu et al. [18]. Researchers introduced several AOs within different circumstances [19–24]. Ashraf and Abdullah [25] presented spherical AOs with a DM application and Ashraf et al. [26] developed spherical fuzzy Dombi AOs. For further study on SFSs and T-SFSs, the readers are referred to [27–32]. Liu et al. [33] developed specific types of q-rung picture fuzzy Yager AOs for DM. Recently, Ma et al. [34] presented a group DM method using complex Pythagorean fuzzy information.

The earlier concepts related to FSs and its extensions were constructed on the fact that the priority level of criteria and decision makers was same. However, to deal the issue of prioritization, researchers presented certain prioritized AOs in different circumstances, based on the fact that the priority level of different criteria are different. Yu [35] presented prioritized AOs under IF environment with their application. Yu [36] also developed IF generalized prioritized weighted averaging and geometric AOs and their application. Arora and Garg [37] developed a group DM method on prioritized linguistic AOs and discussed its fundamental properties. Garg [38] discovered a multi-criteria DM method based on prioritized Muirhead mean AO under neutrosoftic set environment. For further study on prioritized AOs, one may refer to [39–44]. From previous study, we have noticed that there is no investigation on prioritized weighted AOs in spherical fuzzy environment. Therefore, motivated by the already established prioritized AOs and SFS, we develop some spherical fuzzy prioritized weighted AOs, namely, spherical fuzzy prioritized weighted averaging (SFPWA) operator and spherical fuzzy prioritized weighted geometric (SFPWG) operator. Following are the major contributions and the objectives of this article:

- To develop prioritized weighted AOs under spherical fuzzy environment, which deals the information having prioritization relationship in the data. Therefore, to cope with such data, SFPWA operator and SFPWG operator are successfully established.
- A new score function to score the alternatives is presented.
- To define certain elementary properties of the stated operators. Some properties including idempotency, monotonicity and boundedness are defined and discussed with appropriate elaboration.
- An MCGDM algorithm, based on spherical fuzzy prioritized weighted AOs, is developed to solve the DM numerical problems.
- To demonstrate the applicability of the proposed work, a fully developed numerical example is solved.
- A comparison with already established methods is given to demonstrate the significance of the presented approach.

This article is organized as follows: Section 2 presents some basic definitions which are helpful to comprehend the presented AOs. Section 3 introduces the prioritized AOs, namely, SFPWA operator and SFPWG operator. Section 3 also presents some useful properties of these operators. Section 4 gives an algorithm of our proposed work and a numerical example. Section 5 comprises with a comparison with existing methods available in the literature and finally, Section 6 gives the conclusion.

2. PRELIMINARIES

**Definition 2.1.** [6] An SFS $\mathcal{F}$ on a universe $Y$ is represented as

$$\mathcal{F} = \{(g, N_f(g), h_f(g), \rho_f(g)) | g \in Y\},$$

where $N_f(g), h_f(g), \rho_f(g) \in [0, 1]$, $0 \leq N_f^2(g) + h_f^2(g) + \rho_f^2(g) \leq 1$ for all $g \in Y$. We consider the triplet $(N_f(g), h_f(g), \rho_f(g))$ as SFN and denote it by $f = (N_f, h_f, \rho_f)$. Note that $N_f, h_f$ and $\rho_f$ are the MD, AD and NMD of $f$, respectively. Further $\pi_f(g) = \sqrt{1 - (N_f^2(g) + h_f^2(g) + \rho_f^2(g))}$ is the hesitancy degree of $g$ in $f$.

**Definition 2.2.** [25] Suppose $Y$ is the universe. $f_1 = (N_{f_1}, h_{f_1}, \rho_{f_1})$ and $f_2 = (N_{f_2}, h_{f_2}, \rho_{f_2})$ are two SFNs on $Y$. Then some basic operations between $f_1$ and $f_2$ are defined as

1. $f_1 \oplus f_2 = (N_{f_1}, h_{f_1}, \rho_{f_1}) \oplus (N_{f_2}, h_{f_2}, \rho_{f_2}) = \left(\sqrt{N_{f_1}^2 + N_{f_2}^2 - N_{f_1}N_{f_2}}, h_{f_1}, \rho_{f_1}, \rho_{f_2}\right)$;
2. $f_1 \otimes f_2 = (N_{f_1}, h_{f_1}, \rho_{f_1}) \otimes (N_{f_2}, h_{f_2}, \rho_{f_2}) = \left(N_{f_1}, N_{f_2}, h_{f_1}h_{f_2}, \sqrt{\rho_{f_1}^2 + \rho_{f_2}^2 - \rho_{f_1}\rho_{f_2}}\right)$;
3. $\gamma f = \left(\sqrt{1 - (1 - N_f^2)^\gamma}, h_f, \rho_f^\gamma\right), \gamma \geq 0$;
4. $\gamma f = \left(N_f^\gamma, h_f, \sqrt{1 - (1 - \rho_f^2)^\gamma}\right), \gamma \geq 0$.

**Definition 2.3.** [25] Suppose $f = (N_f, h_f, \rho_f)$ is an SFN. The score function $S(f)$ of $f$ can be defined as

$$S(f) = \frac{1}{3} (2 + N_f - h_f - \rho_f), \text{ where } S(f) \in [0, 1],$$

(1)
The prioritized weighted average (PWA) operator was originally introduced by Yager [44], which was defined as follows:

Theorem 3.1. Let \( \mathcal{A}_j \) be a collection of criteria and there is a prioritization between the criteria which can be expressed by the linear ordering \( \mathcal{A}_1 > \mathcal{A}_2 > ... > \mathcal{A}_n \), indicate \( \mathcal{A}_j \) has higher priority than \( \mathcal{A}_k \) if \( j < k \). The value \( \mathcal{A}_j(y) \) is the performance of any alternative \( y \) under criteria \( \mathcal{A}_j \) and satisfies \( \mathcal{A}_j(y) \in [0, 1] \). If

\[
PWA(\mathcal{A}_j(y)) = \sum_{j=1}^{n} w_j \mathcal{A}_j(y),
\]

where \( w_j = \frac{T_j}{\sum_{j=1}^{n} T_j} \), \( T_j = \prod_{k=1}^{j-1} \mathcal{A}_k(y)(j = 2, ..., n) \), \( T_1 = 1 \). Then the operator is called PWA operator.

Definition 2.4. Suppose \( \mathcal{A}_1 = (\mathcal{A}_{r_1}, \mathcal{A}_{h_1}, \mathcal{A}_{\rho_1}) \) and \( \mathcal{A}_2 = (\mathcal{A}_{r_2}, \mathcal{A}_{h_2}, \mathcal{A}_{\rho_2}) \) are two SFNs. For the comparison of \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \)

1. \( S(\mathcal{A}_1) > S(\mathcal{A}_2) \Rightarrow \mathcal{A}_1 > \mathcal{A}_2 \) (\( \mathcal{A}_1 \) is superior to \( \mathcal{A}_2 \));
2. \( S(\mathcal{A}_1) < S(\mathcal{A}_2) \Rightarrow \mathcal{A}_1 < \mathcal{A}_2 \) (\( \mathcal{A}_1 \) is inferior to \( \mathcal{A}_2 \)).

The prioritized weighted average (PWA) operator was originally introduced by Yager [44], which was defined as follows:

Definition 2.5. Let \( C = \{C_1, C_2, ..., C_n\} \) be a collection of criteria and there is a prioritization between the criteria which can be expressed by the linear ordering \( C_1 > C_2 > ... > C_n \), indicate \( C_j \) has higher priority than \( C_k \) if \( j < k \). The value \( C_j(y) \) is the performance of any alternative \( y \) under criteria \( C_j \) and satisfies \( C_j(y) \in [0, 1] \). If

\[
PWA(C_j(y)) = \sum_{j=1}^{n} w_j C_j(y),
\]

where \( w_j = \frac{T_j}{\sum_{j=1}^{n} T_j} \), \( T_j = \prod_{k=1}^{j-1} C_k(y)(j = 2, ..., n) \), \( T_1 = 1 \). Then the operator is called PWA operator.

Definition 2.6. For two SFNs \( \mathcal{A}_1 = (\mathcal{A}_{r_1}, \mathcal{A}_{h_1}, \mathcal{A}_{\rho_1}) \) and \( \mathcal{A}_2 = (\mathcal{A}_{r_2}, \mathcal{A}_{h_2}, \mathcal{A}_{\rho_2}) \) on a universe \( Y \)

\[ \mathcal{A}_1 \subseteq \mathcal{A}_2 \text{ if and only if, } \mathcal{A}_{r_1} \leq \mathcal{A}_{r_2}, \mathcal{A}_{h_1} \leq \mathcal{A}_{h_2} \text{ and } \mathcal{A}_{\rho_1} \geq \mathcal{A}_{\rho_2}. \]

3. SPHERICAL FUZZY PRIORITIFuzzy set ZED WEIGHTED AOs

In this section, we propose two operators, namely, SFPWA operator and SFPWG operator. Moreover, we discuss some pivotal properties of these operators. First, we introduce a new score function to score the alternatives.

Definition 3.1. Suppose \( f = (\mathcal{A}_{r_1}, \mathcal{A}_{h_1}, \mathcal{A}_{\rho_1}) \) is an SFN. The new score function to score the alternatives is defined as

\[
S^*(f) = \frac{1}{3}(2 + \mathcal{A}_2^2 - \mathcal{A}_2^2 - \mathcal{A}_2^2), \quad \text{ where } S^*(f) \in [0, 1].
\]

On replacing the score function \( S(f) \) by \( S^*(f) \), the order relation between two SFNs \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) introduced by [25] is also valid.

3.1. SFPWA Operator

Definition 3.2. For a collection \( f_j = (\mathcal{A}_{r_j}, \mathcal{A}_{h_j}, \mathcal{A}_{\rho_j}) \) \((j = 1, 2, ..., n)\) of SFNs, the SFPWA operator is defined by a mapping \( SFPWA : f^n \rightarrow f \), where

\[
SFPWA(f_1, f_2, ..., f_n) = \left( \bigoplus_{j=1}^{n} \mathcal{A}_j \right) = \left( \frac{A_1}{\sum_{j=1}^{n} \mathcal{A}_j} \bigoplus \frac{A_2}{\sum_{j=1}^{n} \mathcal{A}_j} \bigoplus \cdots \bigoplus \frac{A_n}{\sum_{j=1}^{n} \mathcal{A}_j} \right),
\]

where \( A_j = \sum_{k=1}^{j-1} S^*(f_k) \) \((j = 2, ..., n)\) with \( A_1 = 1 \) and \( S^*(f_k) \) is the score of \( f_k = (\mathcal{A}_{r_k}, \mathcal{A}_{h_k}, \mathcal{A}_{\rho_k}) \).

Theorem 3.1. For a collection \( f_j = (\mathcal{A}_{r_j}, \mathcal{A}_{h_j}, \mathcal{A}_{\rho_j}) \) \((j = 1, 2, ..., n)\) of SFNs, the aggregated value of these SFNs by applying SFPWA operator is again an SFN. The formula to calculate the aggregated value is given as follows:

\[
SFPWA(f_1, f_2, ..., f_n) = \left( \bigoplus_{j=1}^{n} \frac{A_j}{\sum_{j=1}^{n} \mathcal{A}_j} \right) = \left( \sqrt{1 - \prod_{j=1}^{n} \left( \frac{1}{\mathcal{A}_j} - \sum_{j=1}^{n} \mathcal{A}_j \right)}, \prod_{j=1}^{n} (\mathcal{A}_j), \prod_{j=1}^{n} (\mathcal{A}_j) \right).
\]
where $A_j = \prod_{k=1}^{j-1} S^*(f_k)$ ($j = 2, \ldots, n$) with $A_1 = 1$ and $S^*(f_k)$ is the score of $f_k = (N_{j_k}, h_{j_k}, \rho_{j_k})$.

**Proof.** Theorem 3.1 can be easily prove by induction method. First, we prove that Equation (4) is true for $n = 2$. Therefore,

$$
\frac{A_1}{\sum_{j=1}^{n} A_j} f_1 = \left( \sqrt{1 - (1 - N_1^2) \sum_{j=1}^{n} A_j}, (h_1)_{j=1}^{n}, (\rho_1)_{j=1}^{n} \right),
$$

and

$$
\frac{A_2}{\sum_{j=1}^{n} A_j} f_2 = \left( \sqrt{1 - (1 - N_2^2) \sum_{j=1}^{n} A_j}, (h_2)_{j=1}^{n}, (\rho_2)_{j=1}^{n} \right).
$$

Thus,

$$
SFPWA(f_1, f_2) = \frac{A_1}{\sum_{j=1}^{n} A_j} f_1 \oplus \frac{A_2}{\sum_{j=1}^{n} A_j} f_2 = \left( \sqrt{1 - (1 - N_1^2) \sum_{j=1}^{n} A_j}, (h_1)_{j=1}^{n}, (\rho_1)_{j=1}^{n} \right) \oplus \left( \sqrt{1 - (1 - N_2^2) \sum_{j=1}^{n} A_j}, (h_2)_{j=1}^{n}, (\rho_2)_{j=1}^{n} \right).
$$

So, the Equation (4) is true for $n = 2$. For $n = l$, suppose that the Equation (4) holds.

$$
SFPWA(f_1, f_2, \ldots, f_l) = \left( \frac{A_j}{\sum_{j=1}^{l} A_j} f_j \right) = \left( \sqrt{1 - \prod_{j=1}^{l} (1 - N_j^2) \sum_{j=1}^{l} A_j}, \prod_{j=1}^{l} (h_j)_{j=1}^{l}, \prod_{j=1}^{l} (\rho_j)_{j=1}^{l} \right).
$$
Now, we prove that Equation (4) is true for $n = l + 1$.

$$SFPWA(f_1, f_2, \ldots, f_{l+1}) = \left( \frac{\sum_{j=1}^{l+1} A_j}{\sum_{j=1}^{l+1} A_j} f_j \right) = \left( \frac{A_1}{\sum_{j=1}^{l+1} A_j} f_1 + \frac{A_2}{\sum_{j=1}^{l+1} A_j} f_2 + \cdots + \frac{A_{l+1}}{\sum_{j=1}^{l+1} A_j} f_{l+1} \right)$$

$$= \sqrt{1 - \prod_{j=1}^{l+1} \left( 1 - n_j^2 \right)} \cdot \prod_{j=1}^{l+1} (h_j) \cdot (\rho_{l+1}) \cdot (\rho_{l+1})$$

Thus, the Equation (4) is true for $n = l + 1$. Hence Equation (4) holds for all $n \in N$.

Following are some properties satisfied by SFPWA operator. These properties can be proved by utilizing Theorem 3.1.

**Theorem 3.2.** (Idempotency) Suppose $f_j = \left( n_j, h_j, \rho_{j} \right) (j = 1, 2, \ldots, n)$ is a collection of SFNs with the condition $f_j = \wp$ (for all $j$). Then

$$SFPWA(f_1, f_2, \ldots, f_n) = \wp.$$

**Proof.** Suppose that $f_j = \wp$, for all $j$. Using Equation (4), we have

$$SFPWA(f_1, f_2, \ldots, f_n) = \left( \frac{\sum_{j=1}^{n} A_j}{\sum_{j=1}^{n} A_j} f_j \right) = \left( \frac{A_1}{\sum_{j=1}^{n} A_j} f_1 + \frac{A_2}{\sum_{j=1}^{n} A_j} f_2 + \cdots + \frac{A_n}{\sum_{j=1}^{n} A_j} f_n \right)$$

$$= \left( \frac{A_1}{\sum_{j=1}^{n} A_j} f_1 + \frac{A_2}{\sum_{j=1}^{n} A_j} f_2 + \cdots + \frac{A_n}{\sum_{j=1}^{n} A_j} f_n \right)$$

$$= \sqrt{1 - \prod_{j=1}^{n} \left( 1 - n_j^2 \right)} \cdot \prod_{j=1}^{n} (h_j) \cdot (\rho_{n}) \cdot (\rho_{n})$$

Thus, the Equation (4) is true for $n = l + 1$. Hence Equation (4) holds for all $n \in N$.
Theorem 3.3. (Monotonicity) Suppose $f'_j = \left( N'_j, h'_j, \rho'_j \right)$ and $f_j = \left( N_j, h_j, \rho_j \right)$ are two collections of SFNs, with $(j = 1, 2, \ldots, n), N'_j \subseteq N_j, h'_j \leq h_j, \text{ and } \rho'_j \geq \rho_j, \text{ for all } j$. Then

$$SFPWA(f'_1, f'_2, \ldots, f'_n) \subseteq SFPWA(f_1, f_2, \ldots, f_n).$$

Proof. Suppose $f'_j = \left( N'_j, h'_j, \rho'_j \right)$ and $f_j = \left( N_j, h_j, \rho_j \right)$ are two collections of SFNs with the following prioritized weight vectors,

$$\frac{A_{j}'}{\sum_{j=1}^{n} A_{j}'} = \left( \frac{A_{j_1}'}{\sum_{j=1}^{n} A_{j_1}'}, \frac{A_{j_2}'}{\sum_{j=1}^{n} A_{j_2}'}, \ldots, \frac{A_{j_n}'}{\sum_{j=1}^{n} A_{j_n}'} \right), \quad \frac{A_{j}}{\sum_{j=1}^{n} A_{j}} = \left( \frac{A_{j_1}}{\sum_{j=1}^{n} A_{j_1}}, \frac{A_{j_2}}{\sum_{j=1}^{n} A_{j_2}}, \ldots, \frac{A_{j_n}}{\sum_{j=1}^{n} A_{j_n}} \right),$$

respectively, where $\frac{A_{j_1}'}{\sum_{j=1}^{n} A_{j_1}'}, \frac{A_{j_2}'}{\sum_{j=1}^{n} A_{j_2}'} \in [0, 1]$ having the condition $\sum_{j=1}^{n} \frac{A_{j}'}{\sum_{j=1}^{n} A_{j}'} = 1$ and $\sum_{j=1}^{n} \frac{A_{j}}{\sum_{j=1}^{n} A_{j}} = 1$. Consider

$$SFPWA(f'_1, f'_2, \ldots, f'_n) = (N', h', \rho'),$$

$$SFPWA(f_1, f_2, \ldots, f_n) = (N, h, \rho).$$
Since $N_{ij} \leq N_{ij}$, therefore $\sqrt{(N_{ij})^2} \leq \sqrt{(N_{ij})^2}$. We first show that $N' \leq N$. So, we have

$$\sqrt{1 - (N_{ij})^2} \geq \sqrt{1 - (N_{ij})^2}$$

$$\prod_{j=1}^{n} \left(1 - (N_{ij})^2\right)^{m_j} \geq \prod_{j=1}^{n} \left(1 - (N_{ij})^2\right)^{m_j}$$

$$\sqrt{1 - \prod_{j=1}^{n} (1 - (N_{ij})^2)} \leq \sqrt{1 - \prod_{j=1}^{n} (1 - (N_{ij})^2)} \leq \sqrt{1 - \prod_{j=1}^{n} (1 - (N_{ij})^2)}.$$

Thus, $N' \leq N$. Moreover, $h' \leq h$. Then,

$$\prod_{j=1}^{n} (h_{ij})^{m_j} \leq \prod_{j=1}^{n} (h_{ij})^{m_j}.$$

Similarly, we can show that $\rho' \geq \rho$. Thus, the theorem is proved.

**Theorem 3.4. (Boundedness)** Suppose $f_j = \left(N_{ij}, h_{ij}, \rho_{ij}\right) (j = 1, 2, ..., n)$ is a collection of SFNs with $f_{\min} = \min(f_1, f_2, ..., f_n)$ and $f_{\max} = \max(f_1, f_2, ..., f_n)$. Then

$$f_{\min} \subseteq SFPWA(f_1, f_2, ..., f_n) \subseteq f_{\max}.$$

**Proof.** Suppose that $f_{\min} = \min(f_1, f_2, ..., f_n) = (N^-, h^-, \rho^+)$ and $f_{\max} = \max(f_1, f_2, ..., f_n) = (N^+, h^-, \rho^-)$. Therefore,

$$N^- = \min(N_{ij}), h^- = \min(h_{ij}), \rho^- = \min(\rho_{ij}), N^+ = \max(N_{ij}), h^+ = \max(h_{ij}), \rho^+ = \max(\rho_{ij}).$$

The inequality for membership grade is given as follows:

$$\sqrt{1 - \prod_{j=1}^{n} (1 - (N^-)^2)} \leq \sqrt{1 - \prod_{j=1}^{n} (1 - (N^+)^2)} \leq \sqrt{1 - \prod_{j=1}^{n} (1 - (N^-)^2)}.$$

The inequality for neutral grade is given as follows:

$$\prod_{j=1}^{n} (h^-)^{m_j} \leq \prod_{j=1}^{n} (h^+)^{m_j} \leq \prod_{j=1}^{n} (h^-)^{m_j}.$$

In a similar manner, we can get the other inequalities.
3.2. SFPWG Operator

**Definition 3.3.** For a collection \( f_j = (N_{f_j}, h_{f_j}, \rho_{f_j}) \) \((j = 1, 2, \ldots, n)\) of SFNs, the SFPWG operator is defined by a mapping \( \text{SFPWG} : \mathcal{F}^n \rightarrow \mathcal{F} \), where

\[
\text{SFPWG}(f_1, f_2, \ldots, f_n) = \bigotimes_{j=1}^{n} (f_j)_{1}^{A_j} = \left( \sum_{j=1}^{n} A_j \right) \prod_{j=1}^{n} (N_{f_j}) \prod_{j=1}^{n} (h_j) \prod_{j=1}^{n} (1 - \rho_j^2) \right),
\]

where \( A_j = \prod_{k=1}^{j-1} S^*(f_k) \) \((j = 2, \ldots, n)\) with \( A_1 = 1 \) and \( S^*(f_k) \) is the score of \( f_k = (N_{f_k}, h_{f_k}, \rho_{f_k}) \).

**Theorem 3.5.** For a collection \( f_j = (N_{f_j}, h_{f_j}, \rho_{f_j}) \) \((j = 1, 2, \ldots, n)\) of SFNs, the aggregated value of these SFNs by applying SFPWG operator is again a SFN. The formula to calculate the aggregated value is given as follows:

\[
\text{SFPWG}(f_1, f_2, \ldots, f_n) = \bigotimes_{j=1}^{n} (f_j)_{1}^{A_j} = \left( \sum_{j=1}^{n} A_j \right) \prod_{j=1}^{n} (N_{f_j}) \prod_{j=1}^{n} (h_j) \prod_{j=1}^{n} (1 - \rho_j^2) \right),
\]

where \( A_j = \prod_{k=1}^{j-1} S^*(f_k) \) \((j = 2, \ldots, n)\) with \( A_1 = 1 \) and \( S^*(f_k) \) is the score of \( f_k = (N_{f_k}, h_{f_k}, \rho_{f_k}) \).

**Proof.** Similar to the proof of Theorem 3.1.

**Theorem 3.6.** (Idempotency) Suppose \( f_j = (N_{f_j}, h_{f_j}, \rho_{f_j}) \) \((j = 1, 2, \ldots, n)\) is a collection of SFNs with the condition \( f_j = \mathcal{F} \) \((for all j)\). Then

\[
\text{SFPWG}(f_1, f_2, \ldots, f_n) = \mathcal{F}.
\]

**Proof.** Suppose that \( f_j = \mathcal{F} \), for all \( j \). Using Equation (5), we have

\[
\text{SFPWG}(f_1, f_2, \ldots, f_n) = \bigotimes_{j=1}^{n} (f_j)_{1}^{A_j} = \left( \sum_{j=1}^{n} A_j \right) \prod_{j=1}^{n} (N_{f_j}) \prod_{j=1}^{n} (h_j) \prod_{j=1}^{n} (1 - \rho_j^2) \right),
\]

where \( A_j = \prod_{k=1}^{j-1} S^*(f_k) \) \((j = 2, \ldots, n)\) with \( A_1 = 1 \) and \( S^*(f_k) \) is the score of \( f_k = (N_{f_k}, h_{f_k}, \rho_{f_k}) \).
Suppose $\mathcal{A}_{j}$ and $\mathcal{A}_{j}'$ are two collections of SFNs with the following prioritized weight vectors,

$$
\begin{bmatrix}
\sum_{j=1}^{n} A_{j}' \\
\sum_{j=1}^{n} A_{j}
\end{bmatrix} = 
\begin{bmatrix}
\sum_{j=1}^{n} A_{j}' \\
\sum_{j=1}^{n} A_{j}
\end{bmatrix},
$$

respectively, where $\frac{A_{j}'}{\sum_{j=1}^{n} A_{j}'} \in [0, 1]$ having the condition $\sum_{j=1}^{n} \frac{A_{j}'}{\sum_{j=1}^{n} A_{j}'} = 1$ and $\sum_{j=1}^{n} \frac{A_{j}}{\sum_{j=1}^{n} A_{j}} = 1$. Consider

$$
\begin{bmatrix}
\sum_{j=1}^{n} A_{j}' \\
\sum_{j=1}^{n} A_{j}
\end{bmatrix} = 
\begin{bmatrix}
\sum_{j=1}^{n} A_{j}' \\
\sum_{j=1}^{n} A_{j}
\end{bmatrix},
$$

Since $\mathcal{N}_{j}' \leq \mathcal{N}_{j}$, We first show that $\mathcal{N}' \leq \mathcal{N}$. So, we have

$$
\prod_{j=1}^{n} \frac{A_{j}'}{\sum_{j=1}^{n} A_{j}'} \leq \prod_{j=1}^{n} \frac{A_{j}}{\sum_{j=1}^{n} A_{j}}.
$$

Thus, $\mathcal{N}' \leq \mathcal{N}$. Moreover, $\rho' \geq \rho$. Therefore, $\sqrt{(\rho'_{j})^{2}} \geq \sqrt{(\rho_{j})^{2}}$. Then,

$$
\sqrt{1 - (\rho'_{j})^{2}} \leq \sqrt{1 - (\rho_{j})^{2}}
$$

$$
\prod_{j=1}^{n} \left(1 - (\rho'_{j})^{2}\right)^{A_{j}'} \leq \prod_{j=1}^{n} \left(1 - (\rho_{j})^{2}\right)^{A_{j}}
$$

$$
1 - \prod_{j=1}^{n} \left(1 - (\rho'_{j})^{2}\right)^{A_{j}'} \geq 1 - \prod_{j=1}^{n} \left(1 - (\rho_{j})^{2}\right)^{A_{j}}.
$$

Theorem 3.7. (Monotonicity) Suppose $f_{j}' = (n_{j}', h_{j}', \rho_{j}')$ and $f_{j} = (n_{j}, h_{j}, \rho_{j})$ are two collections of SFNs, with $(j = 1, 2, ..., n), \mathcal{N}_{j}' \leq \mathcal{N}_{j}, h_{j}' \leq h_{j}$ and $\rho_{j}' \geq \rho_{j}$ for all $j$. Then

$$
\text{SFPWG}(f_{j}, f_{j}', ..., f_{j}'_{n}) \subseteq \text{SFPWG}(f_{j}, f_{j}, ..., f_{j}_{n}).
$$

Proof. Suppose $f_{j}' = (n_{j}', h_{j}', \rho_{j}')$ and $f_{j} = (n_{j}, h_{j}, \rho_{j})$ are two collections of SFNs with the following prioritized weight vectors,

$$
\prod_{j=1}^{n} \frac{A_{j}'}{\sum_{j=1}^{n} A_{j}'} \leq \prod_{j=1}^{n} \frac{A_{j}}{\sum_{j=1}^{n} A_{j}}.
$$

Then,

$$
\prod_{j=1}^{n} \frac{A_{j}'}{\sum_{j=1}^{n} A_{j}'} \leq \prod_{j=1}^{n} \frac{A_{j}}{\sum_{j=1}^{n} A_{j}}.
$$

Thus, $\mathcal{N}' \leq \mathcal{N}$. Moreover, $\rho' \geq \rho$. Therefore, $\sqrt{(\rho'_{j})^{2}} \geq \sqrt{(\rho_{j})^{2}}$. Then,

$$
\sqrt{1 - (\rho'_{j})^{2}} \leq \sqrt{1 - (\rho_{j})^{2}}
$$

$$
\prod_{j=1}^{n} \left(1 - (\rho'_{j})^{2}\right)^{A_{j}'} \leq \prod_{j=1}^{n} \left(1 - (\rho_{j})^{2}\right)^{A_{j}}
$$

$$
1 - \prod_{j=1}^{n} \left(1 - (\rho'_{j})^{2}\right)^{A_{j}'} \geq 1 - \prod_{j=1}^{n} \left(1 - (\rho_{j})^{2}\right)^{A_{j}}.
$$
Similarly, we can show that $h' \leq h$. Thus, the theorem is proved.

**Theorem 3.8.** (Boundedness) Suppose $f_j = (n_j, h_j, \rho_j)$ $(j = 1, 2, ..., n)$ is a collection of SFNs with $f_{\min} = \min(f_1, f_2, ..., f_n)$ and $f_{\max} = \max(f_1, f_2, ..., f_n)$. Then

$$f_{\min} \subseteq \text{SFPWG}(f_1, f_2, ..., f_n) \subseteq f_{\max}.$$ 

**Proof.** Suppose that $f_{\min} = \min(f_1, f_2, ..., f_n) = (n^-, h^-, \rho^+)$ and $f_{\max} = \max(f_1, f_2, ..., f_n) = (n^+, h^-, \rho^-)$. Therefore, $n^- = \min\{n_j\}, h^- = \min\{h_j\}, \rho^- = \min\{\rho_j\}, n^+ = \max\{n_j\}, h^+ = \max\{h_j\}, \rho^+ = \max\{\rho_j\}$.

The inequality for membership grade is given as follows:

$$\prod_{j=1}^{n} \left( n^- \right)^{\frac{A_j}{\sum_{j=1}^{n} A_j}} \leq \prod_{j=1}^{n} \left( n^+ \right)^{\frac{A_j}{\sum_{j=1}^{n} A_j}}.$$

The inequality for non-membership grade is given as follows:

$$\prod_{j=1}^{n} \left( 1 - \frac{A_j}{\sum_{j=1}^{n} A_j} \right)^{1-\left(1-\rho^\prime\right)^2} \leq \prod_{j=1}^{n} \left( 1 - \frac{A_j}{\sum_{j=1}^{n} A_j} \right)^{1-\left(1-\rho\right)^2} \leq \prod_{j=1}^{n} \left( 1 - \frac{A_j}{\sum_{j=1}^{n} A_j} \right)^{1-\left(1-\rho^\prime\right)^2}.$$

In a similar manner, we can get the other inequalities.

### 4. MCGDM TECHNIQUE BASED ON SFPWA OPERATOR AND SFPWG OPERATOR

In this section, we propose an MCGDM technique by using SFPWA operator and SFPWG operator. Our presented approach is based on SFNs. Further, we present an algorithm of our proposed technique. At last, we present a numerical example to exhibit the validity and authenticity of our presented operators.

#### 4.1. Mathematical Description of the MCGDM Problem

Let $\mathcal{Y} = \{\mathcal{Y}_1, \mathcal{Y}_2, ..., \mathcal{Y}_m\}$ be a set of alternatives and $\mathcal{L} = \{L_1, L_2, ..., L_n\}$ be the set of criteria or attributes. The prioritization among the criteria can be represented by the ordering $L_1 > L_2 > ... > L_n$, where the criteria $L_p$ is preferential than the criteria $L_q$, $p < q$. Suppose $\mathcal{D} = \{D_1, D_2, ..., D_l\}$ is the set of experts (decision makers) and the prioritization among the experts can be represented by the ordering $D_1 > D_2 > ... > D_l$, which shows that the decision maker $D_1$ is preferential than the decision maker $D_l$. Also, let $D^{(a)} = (E^{(a)}_{pq}, \lambda^{(a)}_{pq})$ be the spherical fuzzy decision matrix (SFDM) and $E^{(a)}_{pq} = (n^{(a)}_{pq}, h^{(a)}_{pq}, \rho^{(a)}_{pq})$ be the SFN assigned by the decision makers. Here, $n^{(a)}_{pq}$, $h^{(a)}_{pq}$ and $\rho^{(a)}_{pq}$ represents the membership grade, abstinence grade (neutral grade) and nonmembership grade of the alternatives with respect the criteria, satisfying the condition $(n^{(a)}_{pq})^2 + (h^{(a)}_{pq})^2 + (\rho^{(a)}_{pq})^2 \leq 1$ for all $(p = 1, 2, ..., m)(q = 1, 2, ..., n)$. Basically, there are two types of criteria, benefit type (larger value is better) and cost type (smaller value is better). So, we have to convert these criteria in the same type. Therefore, transform the SFDM $D^{(a)} = (E^{(a)}_{pq}, \lambda^{(a)}_{pq})$ into the normalized SFDM $D^{(a)} = (M^{(a)}_{pq}, \lambda^{(a)}_{pq})$, where

$$M^{(a)}_{pq} = \begin{cases} E^{(a)}_{pq}, & \text{for benefit type criteria}, \\ \left( E^{(a)}_{pq} \right)^\gamma, & \text{for cost type criteria}, \end{cases}$$

where $(E^{(a)}_{pq})^\gamma$ denote the complement of $(E^{(a)}_{pq})$, such that $(E^{(a)}_{pq})^\gamma = (\rho^{(a)}_{pq}, n^{(a)}_{pq}, h^{(a)}_{pq})$, for all $(p = 1, 2, ..., m)(q = 1, 2, ..., n)$. The algorithm which is used in the given numerical example is developed in Table 1.

#### 4.2. Numerical Example

A housing society wants to appoint competent and trustworthy Finance Manager. For this purpose, the society decided to invite three decision makers, namely, $D_1$ : charted accountant, $D_2$ : owner of the housing society, $D_3$ : finance executive of the housing society. Four candidates, namely, $\mathcal{Y}_1, \mathcal{Y}_2, \mathcal{Y}_3$ and $\mathcal{Y}_4$ are considered for interview after preliminary screening. The prioritization among the decision makers is $D_1 > D_2 > D_3 > D_4$, indicates that the decision maker $D_1$ is at high priority level than the other two. The appointment is free
from political or any other kind of influence. The interview panel made strict evaluation among the four candidates for the post of Finance Manager on the basis of the following four criteria:

- $L_1$ : Communication skills.
- $L_2$ : Past experience.
- $L_3$ : Academic background.
- $L_4$ : Competency.

The criteria $L_1$ is at high priority level than the other criteria. Therefore, the prioritization among the criteria is $L_1 > L_2 > L_3 > L_4$. The decision values given by the experts are in the form of SFNs. Since, all the considered criteria are of benefit type so normalization is not needed.

**Step 1.** The decision values given by the experts are represented in Tables 2–4 in the form of SFDMs $D^a = (E^a)_{4\times4}$ ($a = 1, 2, 3$).

**Step 2.** To calculate the values of $A^a_{pq}$ ($a = 1, 2, 3$).

$$A^{(1)}_{mn} = \begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{bmatrix}.$$ 

**Step 3.** Aggregate the SF decision matrices $D^a$ ($a = 1, 2, \ldots, l$) into the combine SFDM $D = (M_{pq})_{mn\times n}$, ($p = 1, 2, \ldots, m$)($q = 1, 2, \ldots, n$) by using SFPW or SFPWG operator as follows:

$$M_{pq} = (N_{pq}, h_{pq}, \rho_{pq}) = \text{SFPWA}(M^{(1)}_{pq}, M^{(2)}_{pq}, \ldots, M^{(l)}_{pq}) = \left[1 - \prod_{a=1}^{l} \left(1 - (N_{pq})^2\right) \sum_{a=1}^{l} h_{pq}^a, \frac{l}{\prod_{a=1}^{l} \left(1 - (N_{pq})^2\right) \sum_{a=1}^{l} h_{pq}^a} \sum_{a=1}^{l} A^a_{pq}, \frac{l}{\prod_{a=1}^{l} \left(1 - (N_{pq})^2\right) \sum_{a=1}^{l} h_{pq}^a} \sum_{a=1}^{l} A^a_{pq}\right],$$

or by utilizing SFPWG operator

$$M_{pq} = (N_{pq}, h_{pq}, \rho_{pq}) = \text{SFPWG}(M^{(1)}_{pq}, M^{(2)}_{pq}, \ldots, M^{(l)}_{pq}) = \left[\prod_{a=1}^{l} (N_{pq})^a, \prod_{a=1}^{l} h_{pq}^a, 1 - \prod_{a=1}^{l} \left(1 - (N_{pq})^2\right) \sum_{a=1}^{l} h_{pq}^a, \frac{l}{\prod_{a=1}^{l} \left(1 - (N_{pq})^2\right) \sum_{a=1}^{l} h_{pq}^a} \sum_{a=1}^{l} A^a_{pq}\right].$$

**Step 4.** Find the values of $A_{pq}$ ($p = 1, 2, \ldots, m$)($q = 1, 2, \ldots, n$) as follows

$$A_{pq} = \prod_{s=1}^{q-1} S^s(M_{ps}), (p = 1, 2, \ldots, m) (q = 1, 2, \ldots, n), \text{ such that } A_{pq} = 1.$$
Algorithm Steps to solve MCGDM problem by using SFPW aggregation operators

Step 5. For each alternative \( \Psi_p \), aggregate the SFN \( M_{pq} \) by using the presented SFPWA or SFPWG operator.

\[
M_p = (N_p, h_p, \rho_p) = \text{SFPWA}(M_{p1}, M_{p2}, \ldots, M_{pn}) = \sqrt{1 - \prod_{q=1}^{n} \left( 1 - (N_{pq})^2 \right)^2}, 
\]

or by utilizing SFPWG operator

\[
M_p = (N_p, h_p, \rho_p) = \text{SFPWG}(M_{p1}, M_{p2}, \ldots, M_{pn}) = \prod_{q=1}^{n} \left( N_{pq} \right), 
\]

Step 6. Calculate the score values by using Equation (3).

Step 7. Select the alternative having highest score value.

Table 2 | Spherical fuzzy decision matrix (SFD) \( D^1 = (p_{pq})_{4\times4} \).

| \( \Psi_1 \) | \( \Psi_2 \) | \( \Psi_3 \) | \( \Psi_4 \) |
|---|---|---|---|
| \( L_1 \) | \( L_2 \) | \( L_3 \) | \( L_4 \) |
| (0.7,0.3,0.5) | (0.9,0.2,0.3) | (0.5,0.4,0.3) | (0.1,0.6,0.4) |
| (0.4,0.6,0.1) | (0.6,0.4,0.3) | (0.6,0.6,0.3) | (0.8,0.5,0.3) |
| (0.7,0.5,0.4) | (0.5,0.4,0.2) | (0.8,0.2,0.2) | (0.7,0.5,0.2) |
| (0.8,0.2,0.1) | (0.6,0.5,0.5) | (0.9,0.2,0.1) | (0.9,0.1,0.1) |

Table 3 | Spherical fuzzy decision matrix (SFD) \( D^2 = (p_{pq})_{4\times4} \).

| \( \Psi_1 \) | \( \Psi_2 \) | \( \Psi_3 \) | \( \Psi_4 \) |
|---|---|---|---|
| \( L_1 \) | \( L_2 \) | \( L_3 \) | \( L_4 \) |
| (0.5,0.3,0.3) | (0.8,0.1,0.2) | (0.6,0.5,0.3) | (0.3,0.5,0.4) |
| (0.3,0.6,0.1) | (0.6,0.4,0.2) | (0.6,0.4,0.3) | (0.8,0.4,0.3) |
| (0.6,0.4,0.4) | (0.5,0.3,0.2) | (0.9,0.2,0.1) | (0.7,0.5,0.1) |
| (0.8,0.2,0.1) | (0.7,0.5,0.4) | (0.8,0.3,0.2) | (0.8,0.2,0.1) |

Table 4 | Spherical fuzzy decision matrix (SFD) \( D^3 = (p_{pq})_{4\times4} \).

| \( \Psi_1 \) | \( \Psi_2 \) | \( \Psi_3 \) | \( \Psi_4 \) |
|---|---|---|---|
| \( L_1 \) | \( L_2 \) | \( L_3 \) | \( L_4 \) |
| (0.6,0.3,0.2) | (0.8,0.2,0.3) | (0.5,0.5,0.2) | (0.2,0.5,0.3) |
| (0.4,0.5,0.2) | (0.7,0.3,0.2) | (0.6,0.4,0.3) | (0.8,0.4,0.3) |
| (0.8,0.3,0.4) | (0.5,0.4,0.4) | (0.8,0.2,0.3) | (0.7,0.5,0.3) |
| (0.8,0.3,0.2) | (0.7,0.5,0.5) | (0.9,0.3,0.1) | (0.8,0.2,0.2) |

\[
A_m^{(2)} = \begin{bmatrix}
0.7167 & 0.8933 & 0.6667 & 0.4967 \\
0.5967 & 0.7033 & 0.6367 & 0.7667 \\
0.6933 & 0.6833 & 0.8533 & 0.7333 \\
0.8633 & 0.6200 & 0.9200 & 0.9300
\end{bmatrix},
\]

\[
A_m^{(3)} = \begin{bmatrix}
0.4945 & 0.7712 & 0.4489 & 0.2781 \\
0.3421 & 0.5064 & 0.4478 & 0.6108 \\
0.4714 & 0.4829 & 0.7850 & 0.5451 \\
0.7453 & 0.4298 & 0.7698 & 0.8029
\end{bmatrix},
\]

Step 3. Apply the SFPWA operator to combine all the matrices into a combine (aggregated) single matrix (Table 5).
Step 4. Calculate the values of $A_{pq}$ ($p = 1, 2, \cdots, m$, $q = 1, 2, \cdots, n$).

$$A_{mn} = \begin{bmatrix}
1 & 0.7129 & 0.6233 & 0.4172 \\
0.5962 & 0.4361 & 0.2939 \\
1 & 0.7194 & 0.4945 & 0.3999 \\
1 & 0.8582 & 0.5612 & 0.5015
\end{bmatrix}.$$  

Step 5. Apply the SFPWG operator to combine all the matrices into an aggregated single matrix (Table 6).

Step 6. Calculate the score values of all SFNs obtained in Step 5.

$$S^*(\mathcal{Y}_1) = \frac{1}{3} \left( 2 + (0.6695)^2 - (0.3327)^2 - (0.3101)^2 \right) = 0.7471,$$

$$S^*(\mathcal{Y}_2) = \frac{1}{3} \left( 2 + (0.5769)^2 - (0.4846)^2 - (0.1902)^2 \right) = 0.6873,$$

$$S^*(\mathcal{Y}_3) = \frac{1}{3} \left( 2 + (0.6999)^2 - (0.4276)^2 - (0.2616)^2 \right) = 0.7462,$$

$$S^*(\mathcal{Y}_4) = \frac{1}{3} \left( 2 + (0.7968)^2 - (0.2891)^2 - (0.1897)^2 \right) = 0.8384.$$  

Therefore,

$$S^*(\mathcal{Y}_4) > S^*(\mathcal{Y}_1) > S^*(\mathcal{Y}_3) > S^*(\mathcal{Y}_2).$$  

Step 7. The best alternative is $\mathcal{Y}_4$.

Now, we solve the problem by utilizing SFPWG operator.

Step 1*. This Step is same as that of Step 1.

Step 2*. This Step is same as that of Step 2.

Step 3*. Apply the SFPWG operator to combine all the matrices into an aggregated single matrix (Table 6).

Step 4*. Calculate the values of $A_{pq}$ ($p = 1, 2, \cdots, m$, $q = 1, 2, \cdots, n$).

$$A_{mn} = \begin{bmatrix}
1 & 0.6896 & 0.5977 & 0.3982 \\
0.5937 & 0.4320 & 0.2906 \\
1 & 0.7124 & 0.4864 & 0.3883 \\
1 & 0.8569 & 0.5563 & 0.4333
\end{bmatrix}.$$  

Step 5*. Apply the SFPWG operator to combine all the matrices into an aggregated single matrix (Table 6).

Now, we solve the problem by utilizing SFPWG operator.

**Table 5** | Aggregated spherical fuzzy decision matrix (SFDM) $D = (E_{pq})_{4\times4}$.

| $\mathcal{L}_1$ | $\mathcal{L}_2$ | $\mathcal{L}_3$ | $\mathcal{L}_4$ |
|-----------------|-----------------|-----------------|-----------------|
| $\mathcal{Y}_1$ | (0.6329,0.3779,0.3452) | (0.8466,0.1585,0.2619) | (0.5353,0.4499,0.2753) | (0.1942,0.5541,0.3824) |
| $\mathcal{Y}_2$ | (0.7299,0.5810,0.1130) | (0.6264,0.3745,0.2403) | (0.6000,0.4859,0.3191) | (0.8000,0.4394,0.3230) |
| $\mathcal{Y}_3$ | (0.7011,0.4164,0.3999) | (0.5000,0.3656,0.2334) | (0.8409,0.5000,0.1803) | (0.7000,0.5000,0.1763) |
| $\mathcal{Y}_4$ | (0.8000,0.2245,0.1219) | (0.6559,0.5000,0.4674) | (0.8738,0.2580,0.1267) | (0.8456,0.1552,0.1226) |

**Table 6** | Aggregated spherical fuzzy decision matrix (SFDM) $D = (E_{pq})_{4\times4}$.

| $\mathcal{L}_1$ | $\mathcal{L}_2$ | $\mathcal{L}_3$ | $\mathcal{L}_4$ |
|-----------------|-----------------|-----------------|-----------------|
| $\mathcal{Y}_1$ | (0.6064,0.3779,0.3952) | (0.8361,0.1585,0.2712) | (0.5296,0.4499,0.2821) | (0.1516,0.5541,0.3865) |
| $\mathcal{Y}_2$ | (0.3661,0.5810,0.1239) | (0.6216,0.3745,0.2509) | (0.6000,0.4859,0.3248) | (0.8000,0.4394,0.3294) |
| $\mathcal{Y}_3$ | (0.6859,0.4164,0.4000) | (0.5000,0.3656,0.2611) | (0.8311,0.5000,0.2138) | (0.7000,0.5000,0.2068) |
| $\mathcal{Y}_4$ | (0.8000,0.2245,0.1366) | (0.6493,0.5000,0.4731) | (0.8645,0.2580,0.1427) | (0.8352,0.1552,0.1375) |
Step 6*. Calculate the score values of all SFNs obtained in Step 5*.

\[
S^*(\mathcal{Y}_1) = \frac{1}{3} \left( 2 + (0.5202)^2 - (0.3326)^2 - (0.3432)^2 \right) = 0.6807, \\
S^*(\mathcal{Y}_2) = \frac{1}{3} \left( 2 + (0.5071)^2 - (0.4848)^2 - (0.3923)^2 \right) = 0.6227, \\
S^*(\mathcal{Y}_3) = \frac{1}{3} \left( 2 + (0.6358)^2 - (0.4273)^2 - (0.3118)^2 \right) = 0.7081, \\
S^*(\mathcal{Y}_4) = \frac{1}{3} \left( 2 + (0.7691)^2 - (0.2742)^2 - (0.2909)^2 \right) = 0.8106.
\]

Therefore,

\[S^*(\mathcal{Y}_4) > S^*(\mathcal{Y}_3) > S^*(\mathcal{Y}_1) > S^*(\mathcal{Y}_2).\]

Step 7*. The best alternative is \(\mathcal{Y}_4\).

Table 7 represents the score values and ranking order of alternatives.

The graphical representation of the score values of alternatives using presented operators is displayed in Figure 1.

5. COMPARATIVE ANALYSIS

In this section, we provide a comparison of our presented approach with existing methods to check the authenticity and reliability of our proposed operators. Now, we solve the above numerical example using spherical fuzzy weighted averaging (SFWA) operator [25] and spherical fuzzy weighted geometric (SFWG) operator [25]. In order to make comparison, we assign the weight vector \(W = (0.4, 0.3, 0.2, 0.1)^T\) to the criteria.

The results of the alternatives using existing operators are illustrated as follows:

- When we apply the SFWA operator [25], we obtain the following aggregated values of the alternatives:

  \[
  \mathcal{Y}_1 = (0.6720, 0.3054, 0.3283), \quad \mathcal{Y}_2 = (0.5061, 0.5134, 0.2104), \\
  \mathcal{Y}_3 = (0.6670, 0.3916, 0.3437), \quad \mathcal{Y}_4 = (0.7601, 0.3293, 0.2203).
  \]

| Operators | \(S^*(\mathcal{Y}_1)\) | \(S^*(\mathcal{Y}_2)\) | \(S^*(\mathcal{Y}_3)\) | \(S^*(\mathcal{Y}_4)\) | Final Ranking |
|-----------|-----------------|-----------------|-----------------|-----------------|----------------|
| SFWA      | 0.7471          | 0.6873          | 0.7462          | 0.8384          | \(S^*(\mathcal{Y}_4) > S^*(\mathcal{Y}_1) > S^*(\mathcal{Y}_3) > S^*(\mathcal{Y}_2)\) |
| SFWG      | 0.6807          | 0.6227          | 0.7081          | 0.8106          | \(S^*(\mathcal{Y}_4) > S^*(\mathcal{Y}_3) > S^*(\mathcal{Y}_1) > S^*(\mathcal{Y}_2)\) |

Figure 1 | Graphical representation using proposed operators.
Using Equation (1) on above aggregated values, we get the following score values:

\[ S(\Psi_1) = 0.6794, \quad S(\Psi_2) = 0.5941, \quad S(\Psi_3) = 0.6639, \quad S(\Psi_4) = 0.7368. \]

The ranking order of the alternatives on the basis of score values is \( S(\Psi_4) > S(\Psi_1) > S(\Psi_3) > S(\Psi_2) \), which shows that \( \Psi_4 \) is the best alternative among all.

- On applying the SFWG operator [25], we obtain the following aggregated values of the alternatives:

\[
\Psi_1 = (0.5105, 0.3054, 0.3112), \quad \Psi_2 = (0.4490, 0.5134, 0.2068), \quad \\
\Psi_3 = (0.5999, 0.3916, 0.3282), \quad \Psi_4 = (0.7328, 0.3293, 0.2777).
\]

Using Equation (1) on above aggregated values, we get the following score values:

\[ S(\Psi_1) = 0.6313, \quad S(\Psi_2) = 0.5763, \quad S(\Psi_3) = 0.6267, \quad S(\Psi_4) = 0.7086. \]

The ranking order of the alternatives on the basis of score values is \( S(\Psi_4) > S(\Psi_1) > S(\Psi_3) > S(\Psi_2) \), which depicts that \( \Psi_4 \) is the best alternative among all.

Table 8 represents the aggregated results obtained by utilizing the existing operators.

Table 9 displays the score values and ranking order of alternatives.

Table 10 represents the final ranking order of alternatives by applying the existing and proposed operators.

It can be seen that the results calculated in this section by using existing operators are similar to our results. It can also be observed from Table 10 that the optimal (best) alternative by using existing and proposed operators is \( \Psi_4 \). Thus, the Table 10 depicts that the results of [25] are consistent with our SFPWA and SFPWG approach, which exhibits the validity and authenticity of the method. The graphical representation of the score values of alternatives using SFWA and SFWG operators is displayed in Figure 2.

6. CONCLUSIONS

Spherical fuzzy model is an indispensable tool to model the unclear information, with the condition \( 0 \leq k^2 + h^2 + \rho^2 \leq 1 \), and an efficient tool to deal the information, when there occurs a neutral or abstinence kind of opinion. This dominating feature of spherical fuzzy model makes it more effective to represent the relevant information of an alternative. Inspired by the structure and properties of SFSs, we have presented some AOs under the spherical fuzzy environment. In this paper, we have explored the concept of prioritized weighted averaging operators within spherical fuzzy frame work. Two AOs, namely, SFWA operator and SFWG operator are introduced. In DM problems, it might be possible that the criteria and decision makers are at different priority levels. The assumption of the same priority levels for the

Table 8 | Aggregated values using existing operator.

| Operators               | \( \Psi_1 \)          | \( \Psi_2 \)          | \( \Psi_3 \)          | \( \Psi_4 \)          |
|-------------------------|-----------------------|-----------------------|-----------------------|-----------------------|
| SFWA operator [25]      | (0.6720,0.3054,0.3283)| (0.5061,0.5134,0.2104)| (0.6670,0.3916,0.3437)| (0.7601,0.3293,0.2203) |
| SFWG operator [25]      | (0.5105,0.3054,0.3112)| (0.4490,0.5134,0.2068)| (0.5999,0.3916,0.3282)| (0.7328,0.3293,0.2777) |

SFWA, spherical fuzzy weighted averaging; SFWG, spherical fuzzy weighted geometric.

Table 9 | Final scores and ranking using existing operators.

| Operators   | \( S(\Psi_1) \) | \( S(\Psi_2) \) | \( S(\Psi_3) \) | \( S(\Psi_4) \) | Final Ranking                      |
|-------------|----------------|----------------|----------------|----------------|-----------------------------------|
| SFWA [25]   | 0.6794         | 0.5941         | 0.6439         | 0.7368         | \( S(\Psi_4) > S(\Psi_1) > S(\Psi_3) > S(\Psi_2) \) |
| SFWG [25]   | 0.6313         | 0.5763         | 0.6267         | 0.7086         | \( S(\Psi_4) > S(\Psi_1) > S(\Psi_3) > S(\Psi_2) \) |

SFWA, spherical fuzzy weighted averaging; SFWG, spherical fuzzy weighted geometric.

Table 10 | Final ranking.

| Operators         | Final Ranking                              |
|-------------------|--------------------------------------------|
| SFWA operator [25] | \( S(\Psi_4) > S(\Psi_1) > S(\Psi_3) > S(\Psi_2) \) |
| SFWG operator [25] | \( S(\Psi_4) > S(\Psi_1) > S(\Psi_3) > S(\Psi_2) \) |
| Our proposed SFPWA operator | \( S^*(\Psi_4) > S^*(\Psi_1) > S^*(\Psi_3) > S^*(\Psi_2) \) |
| Our proposed SFPWG operator | \( S^*(\Psi_4) > S^*(\Psi_1) > S^*(\Psi_3) > S^*(\Psi_2) \) |

SFWA, spherical fuzzy weighted averaging; SFWG, spherical fuzzy weighted geometric; SFPWA, spherical fuzzy prioritized weighted averaging; SFPWG, operator and spherical fuzzy prioritized weighted geometric.
criteria and decision makers may not be feasible in all situations. Therefore, the spherical fuzzy prioritized weighted AOs have the ability to tackle the information having prioritization among the data. This salient feature of spherical fuzzy prioritized weighted AOs makes it superior, as it can handle the prioritized information within the spherical fuzzy circumstances.

To rank the alternatives, we have developed a new score function. Apart from this, we have investigated several desirable properties including, idempotency, monotonicity and boundedness of the aforesaid operators with their proofs. By utilizing the presented AOs, we have successfully developed an MCGDM method. Furthermore, we have given an algorithm of the MCGDM method and provided the solution of a numerical example to elaborate the applicability as well as authenticity of proposed operators. We have also delivered a comparison of our newly proposed method with already established methods. Hence, it is concluded that the presented work provides a convenient and a more reasonable platform to address the MCGDM problems.

We are planning to extend our work to MCGDM techniques, including ELECTRE-II, III, IV, PROMETHEE-I, II methods in complex spherical fuzzy environment.
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