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ABSTRACT
Adaptive and flexible image editing is a desirable function of modern generative models. In this work, we present a generative model with auto-encoder architecture for per-region style manipulation. We apply a code consistency loss to enforce an explicit disentanglement between content and style latent representations, making the content and style of generated samples consistent with their corresponding content and style references. The model is also constrained by a content alignment loss to ensure the foreground editing will not interfere background contents. As a result, given interested region masks provided by users, our model supports foreground region-wise style transfer. Specially, our model receives no extra annotations such as semantic labels except for self-supervision. Extensive experiments show the effectiveness of the proposed method and exhibit the flexibility of the proposed model for various applications, including region-wise style editing, latent space interpolation, cross-domain style transfer.
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1 INTRODUCTION

Image editing has numerous applications in real-world life, such as artistic content creation, make-up transfer, virtual reality, gaming, etc. At the basic level, image editing is about altering the content images (objects and their layout in the image) or changing the styles or textures of the image. In this paper, we focus on the latter one and aim to design a new algorithm that fulfills the needs of users to freely and conveniently edit the styles of real images. Some of our generated samples are shown in Fig. 1.

Essentially, style transfer is to extract the contents from the current image and attach style statistics obtained from other images to the current image. We assume an image is mainly composed by a content code and style code. Therefore, the disentanglement between these two codes is crucial to the performance: too relaxed a form will lead to entangled representation, and make the result either be too similar to the style image or the content image. The superior performance of [37] shows a basic architectural design difference for the content code and style code is possible to perform a soft code disentanglement. However, we notice with training, it is hard to balance the disentanglement and the generated results tend to lose structure consistency with their original structures. Considering this problem, we propose to enforce a code consistency loss based on self-supervision to explicitly disentangle content and style codes. Specifically, we obtain the content and style codes of the transferred image and then enforce its content code similar to the original content code, and its style code equal to the style code of the style reference. With this constraint, we observe an obvious improvement over [37] in keeping the structure of the generated image to the content reference and style similar to the style reference.

Inspired by the works [36, 58, 59] in label-to-image translation task, we believe more flexible user control benefits from region-wise image style transfer in our scenario. Users can freely change the style of selected areas in the image while keep other parts maintaining their original styles. Considering the cost and constraint to use semantic labels [58, 59], we are leaning towards unconditional approaches without using semantic labels. The essential requirement of region-wise stylization is to change the style of the given area while maintaining the style of other area in the image. Consequently, we use a randomly generated mask to differentiate foreground and background to represent areas to be stylized or not. Naively, the background is supposed to keep static to the original image but the target for foreground area is unknown. Hinton by the above self-supervised training used to conduct code disentanglement, we can leverage the transferred image as the pseudo ground-truth for the foreground area. In this way, we propose a content alignment loss to constrain the foreground area to be similar to that of the transferred image and the background maintaining unchanged. Such loss function enables our model to perform region-wise stylization, without the use of expensive semantic label annotations.

To summarize, we propose two loss functions, namely the code consistency loss and the content alignment loss, to explicitly disentangle content and style codes for better performance and empowers the generator with the ability of region-wise stylization, respectively. Our model, named TCP, is only trained with self-supervision without other annotations. Yet, it can finely edit real image styles and shows superior performance on various datasets, such as FFHQ [19], LSUN-Church [51], and our collected waterfall and mountain datasets as [37]. Experimental results also show the prospect of applications like content or style code interpolation and cross-domain style transfer.

2 RELATED WORKS

Conditional image generation. Many applications aim to learn an image mapping from the conditional image inputs to desired image domains. The advent of generative adversarial networks [10, 35] had driven a thread of useful conditional image generation applications, such as general image-to-image translation [5, 6, 14, 15, 25, 31, 48, 56], image inpainting [30, 52, 53], style transfer [7–9, 13, 28, 29, 33, 50], texture synthesis [27, 49, 54], semantic label to image [36, 48, 58, 59], etc.

Image manipulation through latent representation. Recently, researchers are trying to generate high-resolution images via designing new generator architectures [19, 21, 48], training policies [4, 17], single image learning strategies [41, 45, 54], etc. Among them, StyleGAN [19] and StyleGAN2 [21] proposed a style modulating generator which learns from random noises of Gaussian. Such generators have very smooth latent space that can be injected to multiple resolution scales as style modulation parameters. These parameters can control different aspects of the generated images. There are several representative attempts aiming to gain more flexible and specific control upon the generation process by identifying editable latent or feature directions: some [11] performed Principal Components Analysis to the latent space or feature space for directional identification; Alharbi et al. [2] injected noises to the generator to obtain spatial control; Shen et al. [42, 43] used face attribute classifiers to assist the decouple of face attributes for face manipulation; Shen et al. [44] also presented a closed-form factorization method to discover the semantic attributes learned in network parameters; Peebles et al. [38] introduced a regularization term to encourage the generator to be more disentangled by minimizing the off-diagonal entries of the hessian matrix of the generator.

Real image manipulation. Though image editing through latent space manipulation is extensively studied recently, performing editing operations on real images is non-trivial. It requires a must-step to encode the real images to editable codes. Some works [1, 20, 21, 34] tried to solve this problem by fixing the learned generator and optimizing the latent inputs through minimizing the content losses between the real image and the generated image. This method is computationally expensive, which might needs minutes of optimization for a single image. Another more efficient line of works [3, 37, 55] added an extra encoder ahead of the generator to map real image inputs to latent codes. Such method is much more efficient except that it needs to train an extra encoder. In our work, we also adopt the encoder-based mapping for better efficiency and we use the encoder as a requisite to compute our losses.
Region-wise control. Region-wise editing is a commonly used operations of user-interactive content creation system. Some works like SEAN [58] and SMIS [59] made architectural change to SPADE [36] to enable style manipulation over specific semantic area. Though they have much larger flexibility and stronger controllability over semantic region control, they need costly semantic annotations in both training and inference. Different from them, this work shows through our self-supervised training strategy, our model can also perform some extent of region-wise style editing without using semantic labels for training.

Style transfer. Except for structural modification, style transfer can be regarded as another mainstream image manipulation. Style transfer aims to swap low-level statistics of an image, such as color, illumination, textures, with those from another image. Current works of this topic leveraged deep neural networks [8, 9, 16, 26] by minimizing the style statistics, e.g., Gram matrix, between generated and style reference images and enforcing pixel-wise content losses to ensure content consistency. These works support local style changes but have problems to cope with larger structure change. Usually, the results expose artistic pattern. Photo-realistic style transfer methods [29, 33, 50] intend to keep results more rigid to inputs and mainly conduct local color transformation. Similar to SwapAuto [37], we try to propose a model equipped with local structural change capacity and in the meantime, generating photo-realistic images with similar styles to the style references.

\section{Method}

\subsection{Method overview}
Real image editing can be roughly divided into two categories: structure manipulation and image stylization from another reference. This work mainly centers on more controllable and photorealistic image stylization. From the image stylization perspective, any image \( I \) is composed by its content \( C \) and style \( S \). However, it is hard to give a clear and deterministic definition for \( C \) and \( S \), e.g., the direction of human hair could be regarded as content or otherwise, local style. Nonetheless, in our paper, we wish \( C \) to give information about objects, their structures, locations, local textures, etc., while \( S \) to depict low-frequency statistics such as the color of different objects, illumination, etc.

A brief sketch of our model is depicted in Fig. 2. Our main architecture is inspired from [37] that it has an encoder \( E \) to project an image input \( I \) into deep feature map \( e \) and then two sub-networks \( H_c \) and \( H_s \) to convert \( e \) into a content code \( C \) and style code \( S \), respectively. Note, \( H_c \) contains several normal convolutions and then compress the channel dimensions of \( C \) to a reasonable number. But \( H_s \) is composed by a series of down-sampling convolutions and finally vectorizes \( S \) to intentionally strip off structural information. In this way, we wish \( S \) to focus on feature statistics about styles, color, illumination, etc. The generator \( G \) follows the architecture of StyleGAN2 generator, whose constant input is changed to \( C \) while the style modulation parameters are replaced by \( S \). The generator outputs an image \( I_g = G(C, S) \) given a random combination of \( C \) and \( S \).

The generator is trained to perform two tasks: image reconstruction and image style transfer. Suppose two images \( I_A \) and \( I_B \) are in the dataset. For the reconstruction of \( I_A \), the generator performs: \( I_{A\rightarrow A} = G(C_A, S_A) \). Style transfer from \( I_A \) to \( I_B \) is about generating an image with its style code from \( I_B \) and its content code remaining as \( C_A \). Therefore, the stylized generated image can be written as: \( I_{A\rightarrow B} = G(C_A, S_B) \). To train the reconstruction task, we follow [37] to enforce a \( L_1 \) loss between \( I_{A\rightarrow A} \) and \( I_A \):

\[ L_{\text{rec}} = L_1(I_{A\rightarrow A}, I_A). \] (1)

However, the transferred result \( I_{A\rightarrow B} \) has no clear target. To facilitate the training, SwapAuto [37] introduced a co-occurrence discriminator \( D_{co} \) to judge whether randomly cropped image patches from \( I_{A\rightarrow B} \) have the same marginal distributions as reference patches that are randomly cropped from \( I_B \). Additionally, there is another discriminator \( D \) applied to judge the fidelity of both \( I_{A\rightarrow A} \) and \( I_{A\rightarrow B} \). Together, the total adversarial loss can be written as:

\[ L_{\text{adv}} = \mathbb{E}_{D}[- \log(D(I_{A\rightarrow A}))] + \mathbb{E}_{D}[- \log(D(I_{A\rightarrow B}))] \]
\[ + \mathbb{E}_{D_{co}}[- \log(D_{co}(\text{crop}(I_{A\rightarrow B}), \text{crop}(I_A)))]. \] (2)

Under ideal convergence, these two discriminators help to ensure the realism of generated images and the reliable random combination of content and style representation to create a hybrid image\(^1\). More training and architecture details can be found in [37] and our supplementary materials.

\subsection{Code consistency loss for code disentanglement}

![Figure 3: The above results show that if the content code and style code are not properly disentangled, the transferred images are leaning towards the style references, where ideally they should structurally be consistent with their content references.](image)

\( I_A \quad I_B \quad G(C_A, S_B) \quad G(C_B, S_A) \)

A better disentanglement between the content code and style code is always desirable so that the generator can produce plausible results given any combination of content codes and style codes. Since it is undetermined to differentiate content codes and style codes with clear mathematical formulation, SwapAuto [37] presents

\(^1\)We use hybrid image to represent the generated image whose style code and content code are not from the same source.
a flexible and relaxed form of disentanglement that vectorizes its style code to intentionally lose spatial information about structures (See Sec. 3.1). However, through experiments, we found the results are likely to change the image structure towards the style reference using its default setting, as illustrated in Fig. 3. We hypothesize this phenomenon occurs because the structure information is also embedded inside the style code and the generator relies on more the style code to produce the results. This problem motivates us to devise a more explicit code disentanglement strategy, which at least can make the results structurally stay rigid to the content references.

There are more explicit forms of disentanglement such as feature whitening [28, 46] on the content code. However, we experimentally find this fails for our case because the whitening operation is likely to wipe off important structure details. Since our model is an auto-encoder rather than U-Net [15, 40] network, the lost details of structure cannot get supplemented as [28, 50] and the model produces highly stylish results without local texture details.

We hypothesize that if the encoder is under good convergence and is robust to either real or fake inputs, it can make a fine prediction on the content and style codes of generated image. Considering the generated image should keep rigid to the content references in structure and consistent to the styles given by the style references, its content code should be similar to that of the content reference, and its style code should be close to that of the style reference. Specifically, we feed the globally style transferred result $I_g = G(C_A, S_B)$ to the encoder and the subsequent sub-networks to obtain its content code $C_g$ and style code $S_g$. Ideally, $C_g$ should be equal to $C_A$ and $S_g$ should be close to $S_B$. To ensure this, we introduce a Code Consistency loss $L_{CC}$ to enforce these two constraints by using $L_1$ norm:

$$L_{CC} = L_1(C_g, C_A) + \lambda L_1(S_g, S_B). \quad (3)$$

The first term is to evaluate the content consistency while the second term reflects the style consistency. $\lambda$ is loss weighting parameter to balance the overall loss scale. The above loss function is reminiscent of the Conditional Latent Regressor GAN model as introduced in [57], however, our constraint is performed on real projected codes rather than those randomly drawn from a known Gaussian distribution.

Also note, we made an assumption that the encoder $E$ should be robust to both fake and real inputs. To implement that, we should first train the encoder to optima. However, in practical, we simplify this by alternatively enforcing the losses (Eq. 3) with an interval of $K$ iterations, and we also observe a good state of convergence. In default, $K = 16$.

### 3.3 Content alignment loss for region-wise stylization

Our target is to perform region-wise style transfer, which requires an additional input to represent the interested area to change its style. Therefore, we introduce a mask $M$ which has the same spatial size with $I_A$ and $I_B$ to represent the user interested area. If using $((i, j), 0 \leq i < H, 0 \leq j < W)$ to enumerate the pixels in the image space $I \in \mathbb{R}^{H \times W}$, when $M(i, j) = 1$, the target hybrid image $I_h$ of region-wise style transfer should show similar styles with $I_B$; for pixels where $M(i, j) = 0$, $I_h$ should remain the same with $I_A$.

For region-wise style transfer, the main challenge is to solve when $M(i, j) = 1$, what $I_h$ will be look like, considering the result for $M(i, j) = 0$ is known. One intuitive solution is to use a pre-trained model $G$ that is able to perform global style transfer to generate a globally stylized image $I_g = G(C_A, S_B)$ given the input of content reference $I_A$ and style reference $I_B$. The next is to perform pixel-wise combination between $I_g(C_A; S_B)$ and $I_A$:  

$$I_h(i, j) = \begin{cases} I_g(i, j), & M(i, j) = 1, \\ I_A(i, j), & M(i, j) = 0. \end{cases} \quad (4)$$

Though this method is quite reasonable for the task, we find this direct pixel-wise combination leads to severe boundary discordance. Around the borders, the pixels from these two images usually show different color distributions. However, we assume performing combination in the deep feature space rather than image space is better, as the subsequent networks after such deep features could benefit from large-scale data learning so as to learn the removal of the boundary misalignment to some extent [47].

To implement our idea, we need $I_g$ to the encoder $E$ to extract a deep feature map $e_{I_g}$ before going to the consequent sub-networks.
Figure 5: Qualitative comparison of region-wise stylization on the FFHQ dataset. We show two examples separated by vertical dashed line. The top-left of each example is the source image, followed by three style reference images with mask regions of interest in the first row. The results of the successive edits for different approaches are shown in the remaining rows. We use TCP to denote our result.

to produce content code and style code, respectively. Also, we save the pre-calculated deep feature map \( e_A \) for \( I_A \). Compiling these two feature maps together following the principle of Eq. 4, we have the composed feature map:

\[
\hat{e}_g(i,j) = \begin{cases} e_{I_g}(i,j) & M_e(i,j) = 1, \\ e_{I_A}(i,j) & M_e(i,j) = 0. \end{cases}
\]

Note, \( M_e \) is the down-sampled version of \( M \) to suit for the spatial size of \( \hat{e}_g \). After feature composition, \( \hat{e}_g \) is fed to two sub-networks \( (H_c \) and \( H_s) \) to generate the content code \( C_g \) and style code \( S_g \), respectively:

\[
C_g = H_c(\hat{e}_g), \quad S_g = H_s(\hat{e}_g).
\]

These two codes are then fed to the generator to produce \( I_h \).

Though \( I_h \) is composed by \( I_g \) and \( I_A \), it is not necessarily ensured that \( I_g \) should look similar to \( I_g \) in the masked area while other parts are similar to \( I_A \). To enforce such constraint, we additionally apply a Content Alignment loss, which we term as \( \mathcal{L}_{CA} \):

\[
\mathcal{L}_{CA} = L_1(I_h \cdot M, I_g \cdot M) + L_1(I_h \cdot (1 - M), I_A \cdot (1 - M)).
\]

We adopt \( L_1 \) norm for this loss, however, we believe any loss function that ensures content consistency can be applied here. Similar to the training of Eq. 3, \( \mathcal{L}_{CA} \) is also alternatively trained once with an interval of \( K \) iterations.

There are couple of works that also devote to region-wise image editing, such as SEAN [58] and SMIS [59]. However, these works require semantic labels in both training and inference while our method is devoid of this requirement. This gives our model a larger prospect of real world applications where semantic labels are not obtainable. During training, we produce randomly generated masks as \([30, 53]\) to assist the calculation of Eq. 7. For inference, the mask is provided by the users as interested areas for stylization.

4 EXPERIMENTS

4.1 Experiment settings

Datasets. Our model is trained on LSUN-Church [51], Flickr Faces HQ(FFHQ) [19], CelebAMask-HQ [18, 24, 32], Mountains, Waterfalls, Disney faces and Ukiyoe faces datasets. There are about 126K and 70K images for LSUN-Church and FFHQ, respectively. CelebAMask-HQ contains 30K CelebAHQ [18] face images with 19 different region categories and we use this dataset to evaluate the region-wise control ability of different methods. We follow SwapAuto [37] to collect approximately 58K mountain images and 100K waterfall images from the Flickr image website\(^3\) as the Mountains and Waterfalls datasets. Disney faces and Ukiyoe faces datasets both contain around 20K images, which are collected via [39]. Besides, we have trained on FFHQ dataset together with Disney faces or Ukiyoe faces dataset for the evaluation of cross-domain style transfer.

Metrics. We use Fréchet Inception Distance (FID) [12] to calculate the distance between the distributions of synthesized images and the distribution of real images. Lower FID generally hints better

\(^3\)https://www.flickr.com/
quality or fidelity of the generated images. Besides, as indicated in [37], we use Single Image FID [41] and Self-similarity Distance [22] to evaluate the style change and content change of the hybrid images with regard to the input content images, respectively.

Baseline. Our most direct baseline is SwapAuto [37] because our self-supervision constraints are employed on the original architecture of SwapAuto. Since the official code of SwapAuto is not released, we re-implement their method based on the descriptions in their paper. We also follow SwapAuto to compare with StyleGAN2 [21], Im2StyleGAN [1], STROTSS [23], WCT² [50] about the global style transfer results. Besides, to evaluate the performance of the region-wise editing ability of our model, we compare with SEAN [58], which supports region-wise label-to-image translation and style manipulation.

4.2 Comparisons

| Models             | SSIM↑ | RMSE↓ | PSNR↑ | FID↓  | SSD↑ | SIFID↑ |
|--------------------|-------|-------|-------|-------|------|--------|
| SEAN [58]          | 0.607 | 16.10 | 27.99 | 29.71 | 0.081| 1.293  |
| SwapAuto [37]      | 0.608 | 10.02 | 28.12 | 20.05 | 0.089| 1.216  |
| TCP (Ours)         | 0.770 | 9.67  | 28.43 | 21.72 | 0.064| 1.127  |

Table 1: Region-wise stylization quantitative comparison on the CelebAMask-HQ testing set selected by SEAN. We use TCP to denote our result.

4.2.1 Region-wise stylization. In Fig. 5, we show the region-wise stylization comparison with SEAN [58] and SwapAuto [37] on the CelebAMask-HQ dataset [18, 24, 32]. To compare with SwapAuto [37] in terms of region-wise control, we perform the structure code manipulation as described in their paper, which is similar to our feature composition in Eq. 5. Note since the code of SwapAuto is not released, we run an open-sourced code⁴ using the default setting as described in their paper. SEAN performs better than our model in transferring styles, but it loses some structure details when the semantic label is not precise, e.g., the shoulder of the girl in the left figure is not reconstructed. Our method shows the best content/structure consistency to the input content reference. SwapAuto rarely maintains the structure because its style code and content code are entangled somehow that the style code also has some structural information. Since we enforce our code disentanglement loss during training, our method is not troubled with this issue.

We follow most of the metric comparison (SSIM, RMSE, PSNR) in SEAN [58] to show the image transfer performance of different methods on the CelebAMask-HQ dataset [18, 24, 32]. We download their train/test splits, containing 28K/2K images separately. For each test image, the corresponding style image is randomly chosen to generate the stylized image. All the quantitative results are showed in Table 1. We recommend to see these numerical results in a comprehensive manner rather than treating them separately because single metric may bias our judgement. For example, very

⁴https://github.com/rosinality/swapping-autoencoder-pytorch
Figure 7: Code interpolation results between two real images. The left-most images are the source images and the right-most images are the style/content reference images. By varying the proportion of style/content codes, we can produce a gradual change from source to target. The reference images are taken from https://pixabay.com/.

Figure 8: Ablation qualitative comparisons on FFHQ.

high SSIM means the results may be too similar to the inputs and there is little style change. Generally, we wise the results to stick to the content reference (larger SSIM, smaller RMSE and SSD) but their styles to be changed (larger SIFID). Besides, the results should be realistic-looking (smaller FID and larger PSNR). Using the recommended perspective to see the results, our method is comparatively better than the other two methods.

4.2.2 Global image transfer. Besides the comparison on region-wise stylization, we also compare the globally image transfer performance with previous methods, specifically, StyleGAN2 [21], Im2StyleGAN [1], STROTSS [23], WCT$^2$ [50] and SwapAuto [37]. For fair comparison, we download the results from the server of SwapAuto$^5$, which contains the comparison results and testing pairs of all mentioned methods on FFHQ, LSUN-Church and Flickr Waterfall datasets, respectively. We use the same testing pairs and images to test our model. The visual comparison is shown in Fig. 6. Generally, WCT$^2$ shows the best structure consistency with the content reference, but the styles are not perfectly reflected. This conclusion is also mentioned in [37]. Our results keep structurally consistent to the content references while SwapAuto seems to lose structure consistency, especially at the waterfall example. Our method also shows the superiority to extract tiny appearance features, e.g., in the second row, our result exhibits the correct eye color of the style reference.

For quantitative comparison, our method achieves lower FID, lower SSD and higher SIFID than most of previous methods on FFHQ and LSUN-Church datasets, showed in Table 2. As mentioned earlier, lower FID and SSD means the more plausible results, while higher SIFID means more style changes. WCT$^2$ has the lowest FID and SSD, but the lowest SIFID indicates that the generated images might be close to the source image without much style change. The FID scores of other methods except WCT$^2$ are lower than our method by a large margin. The results clearly show the superiority of our method over previous methods.

$^5$http://efrosgans.eecs.berkeley.edu/SwappingAutoencoder/
The semantic masks used for region-wise control are obtained by
the content alignment loss $\mathcal{L}_{CA}$ for region-wise stylization and 2) the code consistency loss $\mathcal{L}_{CC}$ for content and style code disentanglement. In Fig. 8, we successively add these two losses to the baseline model (SwapAuto) to show the effects of these two loss terms. All these experiments are conducted on FFHQ\cite{19} with image size downsampled to 512. The semantic masks used for region-wise control are obtained by using a face parsing model.\textsuperscript{6}

From the figure, when adding $\mathcal{L}_{CA}$ to the Baseline model, given a face mask representing the foreground area to be stylized, the $+\mathcal{L}_{CA}$ model is able to keep the background unchanged while the Baseline model lacks such ability. This clearly shows that $\mathcal{L}_{CA}$ loss is able to make the model learn a disentanglement between foreground and background, thus enabling region-wise stylization. But both Baseline and $+\mathcal{L}_{CA}$ models have distorted faces and tend to "copy" some elements in the style reference image. This phenomenon implies the structure controllability is falsely captured by the style code. However, our full pipeline ($+\mathcal{L}_{CA} + \mathcal{L}_{CC}$) does not suffer from this issue, because we make a clearer code disentanglement to the content codes and style codes. The above comparisons clearly show the effectiveness of both our techniques.

4.3 Ablation study
The main contributions of this work are: 1) the content alignment loss $\mathcal{L}_{CA}$ for region-wise stylization and 2) the code consistency loss $\mathcal{L}_{CC}$ for content and style code disentanglement. The content consistency loss constrains our model to conduct an explicit style and content code disentanglement. The content consistency loss enables the model to perform region-wise style editing without using other annotations like semantic labels and object locations, etc. Extensive experiments show the superiority of our method over previous SOTAs. We believe our method has a broad prospect in real image editing, animation creation, virtual reality, etc. In the future, we plan to step further on more flexible and explicit form of code disentanglement strategy and explore more interesting applications using our model.

5 CONCLUSION
In this paper, we build an auto-encoder that aims at photorealistic region-wise style editing on real images. We propose two loss functions based on self-supervision to modulate the training process. The code alignment loss constrains our model to conduct an explicit style and content code disentanglement. The content consistency loss enables the model to perform region-wise style editing without using other annotations like semantic labels and object locations, etc. Extensive experiments show the superiority of our method over previous SOTAs. We believe our method has a broad prospect in real image editing, animation creation, virtual reality, etc. In the future, we plan to step further on more flexible and explicit form of code disentanglement strategy and explore more interesting applications using our model.

ACKNOWLEDGEMENTS
We would like to thank all those who provided help with this work. We would also like to thank the anonymous reviewers for their helpful suggestions. The work is supported by The Shanghai JiaoTong University for the project: Shanghai YangFan Program (No. 21YF1429500).

REFERENCES
\textsuperscript{6}https://github.com/zllrunning/face-parsing.PyTorch

![Figure 9: Cross-domain image transfer results of training on combined datasets (top two rows: FFHQ-Disney faces; bottom two rows: FFHQ-Ukiyoe faces).](image-url)

\textsuperscript{1} Rameen Abdal, Yipeng Qin, and Peter Wonka. 2019. Image2StyleGAN: How to Embed Images Into the StyleGAN Latent Space?. In ICCV.
\textsuperscript{2} Yazeed Alharbi and Peter Wonka. 2020. Disentangled Image Generation Through Structured Noise Injection. In CVPR. 5133–5141.
\textsuperscript{3} David Bau, Hendrik Strobelt, William S. Peebles, Jonas Wulff, Boles Zhou, Jun-Yan Zhu, and Antonio Torralba. 2019. Semantic photo manipulation with a generative image prior. ACM TOG 38, 4 (2019), 59:1–59:11.
\textsuperscript{4} Andrew Brock, Jeff Donahue, and Karen Simonyan. 2019. Large Scale GAN Training for High Fidelity Natural Image Synthesis. In ICLR.
\textsuperscript{5} Yunjey Choi, Min-Je Choi, Munyoung Kim, Jung-Woo Ha, Sunghun Kim, and Jaegul Choo. 2018. StarGAN: Unified Generative Adversarial Networks for Multi-Domain Image-to-Image Translation. In CVPR. 8789–8797.
\textsuperscript{6} Yunjey Choi, Youngjung Uh, Jaeyun Yoo, and Jung-Woo Ha. 2020. StarGAN v2: Diverse Image Synthesis for Multiple Domains. In CVPR. 8185–8194.
\textsuperscript{7} Vincent Dumoulin, Jonathon Shlens, and Manjunath Kudlur. 2017. A Learned Representation For Artistic Style. In ICLR.
\textsuperscript{8} Leon A. Gatys, Alexander S. Ecker, and Matthias Bethge. 2015. A Neural Algorithm of Artistic Style. CoRR abs/1508.06576 (2015).
\textsuperscript{9} L. A. Gatys, A. S. Ecker, and M. Bethge. 2016. Image Style Transfer Using Convolutional Neural Networks. In CVPR. 2414–2423.
\textsuperscript{10} Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. 2014. Generative adversarial nets. In NeurIPS. 2672–2680.
