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We study the decoherence effect of charge noise on a single flip-flop qubit and two dipole-coupled qubits. We find that a single flip-flop qubit is highly resistant to charge noise at its sweet spots. However, due to the proximity of the charge excited states to the flip-flop logical states, the presence of charge noise greatly reduces the fidelity of two-qubit operations. We identify leakage from the qubit Hilbert space as the main culprit for the reduced gate fidelity. We also explore different bias conditions to mitigate this decoherence channel.

I. INTRODUCTION

Backed by the sophisticated fabrication technologies developed in the microelectronics industry, silicon is a promising host material for scalable quantum computers [2]. Both charge and spin degrees of freedom can be employed as qubits in silicon. While charge qubits have strong interactions and thus very fast gates, their fast decoherence [3, 4] and the general lack of pulse shaping technology in the terahertz regime make high-fidelity charge qubits in semiconductors extremely challenging. On the other hand, decoherence times for individual spins are long in natural silicon, and are incredibly long in isotopically enriched 28Si [7, 8], and exchange interaction in semiconductors is strong and can be electrically controlled [9–11], making spins, whether electron [12] or nuclear spins [13] and whether quantum-dot-based or donor-based, an enticing qubit candidate. Recent years have seen tremendous experimental progress in the coherent control of spin qubits in silicon. High-fidelity single-qubit gates have been demonstrated in both quantum dot and donors [10, 12, 20]. Two-qubit coupling and gating via exchange interaction have also been demonstrated [21, 23]. Furthermore, single-shot measurements of a single spin in silicon have been realized [9, 21, 31].

Some difficult challenges remain against a scalable spin-based quantum information processor, such as decoherence effects of charge noise [17, 32, 33]. Another example is the lack of a viable means for long-range spin coupling and communication, which is highly desirable for a large scale multi-qubit device, while exchange interaction is short-ranged. Direct magnetic dipole coupling between spins is long-ranged, but is too weak for efficient information transfer. A natural approach to allow long-range spin coupling is to hybridize it with charge and take advantage of the strong and long-ranged Coulomb interaction. This approach has indeed been employed for capacitive coupling of singlet-triplet qubits [34], and for enhancing spin-photon coupling in a cavity [35–38], which would in turn allow long-range spin coupling mediated by cavity photons [39, 40].

The flip-flop qubit proposed by Tosi et al. is an intriguing example of how to take advantage of spin-charge hybridization [1]. The proposed hybrid qubit uses basis states where the donor nuclear and electron spins are pointing in opposing directions (|↑⇓⟩, |↓⇑⟩). The donor electron is also allowed to tunnel to an interface quantum dot controlled by gate voltages. The hybridization of the flip-flop spin states with the donor-dot charge qubit gives rise to coherent electrical control over the spin states [41, 42]. Most importantly, spin-charge mixing allows long-distance qubit coupling via the long-ranged and tunable dipole-dipole coupling of the charge qubits, potentially satisfying the elusive scalability requirement for spin-based quantum computers.

The benefits of a spin-charge hybrid qubit unfortunately come with an inevitable degradation in its coherence properties. After all, charge qubits typically have short coherence times of a few nanoseconds [3–5, 43, 44] (some latest, well designed examples can reach above 100 ns [45, 46]), compared to spin coherence times upward of several seconds [8, 10, 47]. In the flip-flop qubit design, this issue seems to have been addressed with the second-order sweet spot, where charge-noise-induced single-qubit dephasing is greatly suppressed [1]. Further theoretical studies on the decoherence of the nuclear spin of the single-qubit system due to phonons and 1/f charge noise [48] and on a two-electron version of the system [49, 50] have shown that a single flip-flop qubit is highly coherent.

In this paper, we perform a comprehensive study of the effects of charge noise on the flip-flop qubit. Our focus is especially on coupled qubits, which could open up new decoherence channels as evidenced in exchange-coupled single-spin qubits [32, 51]. In particular, we examine the effect of 1/f charge noise, which is known as a major source of decoherence in solid state qubit systems [42, 55]. We find that for a single-qubit, as expected, the second-order sweet spot provides great coherence times, in excess of 1 ms over a reasonable range of applied electric fields within control precision. However, once multiple qubits are coupled together via the dipole-dipole interaction, in the parameter regime optimized for single-qubit coherence, multi-qubit coherence times are greatly reduced.
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due to leakage in the charge qubit sector. One way to minimize charge leakage is to increase the frequency detuning between the charge and flip-flop spin qubits, and we have indeed identified a multi-qubit parameter regime that promises excellent coherence properties at the expense of only a small increase in gate times.

While our studies are focused on coupled flip-flop qubits, our results should be of general interest in the exploration of using less coherent objects (charge qubits in this case) to mediate coupling between highly coherent qubits (flip-flop spin states at the donor sites), with the goal of minimizing the decoherence effects of the mediator while enhancing the coupling between the highly coherent qubits.

The rest of the paper is organized as follows. First we lay out the theoretical model and basis for the charge and flip-flop qubits. Then we introduce the dipole-dipole coupling and present an effective Hamiltonian for two flip-flop qubits. We follow that with a general solution for the time evolution of our system under the influence of a classical electrical noise. Lastly, we combine everything together and present results for the time evolution of the single and two-qubit density matrices.

II. MODEL

The flip-flop qubit is a hybrid of a spin and a charge qubit [1]. The physical system is a phosphorus donor implanted in an isotopically enriched silicon substrate close to a Si/SiO₂ interface. A surface metal gate induces an interface quantum dot (iQD), and is also used to tune the applied electric field in the growth(z)-direction. The bare flip-flop states for the electron and nuclear spins on the donor, |↑⇑⟩ and |↓⇓⟩, are isolated from the polarized states and are highly coherent. However, as a pure spin qubit, albeit encoded in a two-spin state, it suffers from the same issues with respect to long-distance communication. The solution provided by the flip-flop qubit design is to adjust the surface gate potentials so that the donor electron can tunnel to the iQD with a tunable magnitude. The electronic tunneling at the iQD or the donor would form the basis for a charge qubit. With hyperfine interaction only present on the donor site, and the electron g-factor different between the donor and iQD sites, the spin and charge qubits are coupled by these magnetic inhomogeneities, which allow electrical control of the spin states. The dressed flip-flop qubit is then defined as the lowest two eigenstates of this coupled spin-charge system. Furthermore, the spin-charge mixing makes it possible to couple different flip-flop qubits together via the Coulomb interaction. In this study we focus on coupling mediated by the electric dipole interaction. This, however, is not the only possibility. Another coupling mechanism that could be utilized is through a microwave cavity [1].

In this section, we establish the effective Hamiltonian for single and coupled flip-flop qubits, clarify the spectrum, and examine how a qubit or two coupled qubits can be affected by electrical noises.

A. Charge Qubit

With the donor and the iQD tunnel coupled, the donor electron forms a charge qubit based on these two sites. In the electron position basis (iQD ground orbital state |i⟩ and donor ground state |d⟩), the charge qubit Hamiltonian is

\[ H_{\text{charge}}^{id} = -\frac{1}{2} \epsilon Z + \frac{1}{2} V_t X \]  

where \( Z = |i⟩ ⟨i| − |d⟩ ⟨d| \) and \( X = |i⟩ ⟨d| + |d⟩ ⟨i| \) are the usual Pauli matrices in the position basis. The interface electric field causes a detuning \( \epsilon = \epsilon (E_z - E_c) d \) between the two locations, where \( E_c \) is the critical electric field when \( \epsilon = 0 \), so that the electron is shared equally between the donor and the iQD sites. We define the charge qubit basis to be the eigenbasis of the above Hamiltonian, yielding charge qubit states:

\[ |g⟩ = \cos(\eta/2) |i⟩ - \sin(\eta/2) |d⟩ \]  
\[ |e⟩ = \sin(\eta/2) |i⟩ + \cos(\eta/2) |d⟩ \]  

with energy difference \( \omega_0 = \sqrt{\epsilon^2 + V_t^2} \) and mixing angle \( \tan \eta = V_t / \epsilon \). This qubit has a first order sweet spot at the anticrossing point \( \epsilon = 0 \) with respect to the detuning, where \( \partial \omega_0 / \partial \epsilon = 0 \).

B. Flip-Flop Qubit

In the presence of the donor contact hyperfine interaction, the antiparallel electron and donor nuclear spin states |↑⇑⟩ and |↓⇓⟩ are decoupled from the two parallel-spin states, and form the bare flip-flop qubit.
FIG. 2: (a) The flip-flop qubit energy spectrum for \( V_f = 47.15 \, \mu eV \) and \( B = 0.796 \, T \). The two lower states constitute the logical basis \( |0\) and \( |1\) while the the upper two states (i.e. the charge excited states) form the leakage states \( |2\) and \( |3\). The energy splitting between states \( |1\) and \( |2\) is approximately equal to \( h(\omega_0 - \omega_B) \). (b) The energy difference between the two logical states. With certain operational parameters, the second derivative of the energy difference, \( \partial^2 \omega_{10}/\partial \epsilon^2 \), becomes zero and we have a second-order sweet spot. This point should be highly resistant to fluctuations in the electric field detuning parameter, \( \epsilon \). (c) Magnitudes for the largest coefficients of operator \( Z \) in the dressed flip-flop basis. The flip-flop sweet spot occurs when \( z_{03} + z_{33} = 0 \).

In the product basis between the charge qubit and the bare flip-flop qubit, and in the presence of an applied magnetic field, the total donor-iQD single-electron Hamiltonian is:

\[
H = H_{\text{charge}} + H_B + \Delta H_B + H_A,
\]

where the individual terms are given by

\[
H_{\text{charge}} = \frac{1}{2} \omega_0 \sigma_z, \tag{3a}
\]

\[
H_B = -\frac{1}{2} \omega_B \tau_z, \tag{3b}
\]

\[
\Delta H_B = -\frac{1}{4} \Delta \omega_B (1 + \cos \eta \sigma_z + \sin \eta \sigma_x) \tau_z, \tag{3c}
\]

\[
H_A = -\frac{1}{8} A (1 - \cos \eta \sigma_z - \sin \eta \sigma_x) (1 - 2 \tau_z). \tag{3d}
\]

Here \( \sigma_\tau (\tau_\gamma) \) are the Pauli operators in the charge qubit (bare flip-flop qubit) basis. \( H_{\text{charge}} \) describes the bare charge qubit. \( H_B \) is the total Zeeman energy if the electron is at the donor, and includes contributions from both the electron and nuclear spins. \( \Delta H_B \) accounts for the positional dependence of the electron gyromagnetic ratio, which manifests itself as a difference in the electron Zeeman energy at the two locations, \( \Delta \omega_B = \omega_{B,e} - \omega_{B,donor} \). This difference is usually small. To compare with \( H_B \), we can define a ratio \( \Delta \omega_B/\omega_B = \Delta \gamma_e/(\gamma_e + \gamma_n) \sim \Delta \gamma \), where \( \gamma_n/2\pi = 17.23 \, \text{MHz/T} \) and \( \gamma_e/2\pi = 29.97 \, \text{GHz/T} \) are the nuclear and electron gyromagnetic ratios. According to an atomic calculation, \( \Delta \gamma < 0.7\% \) \( [50] \), thus \( \Delta \omega_B/\omega_B \lesssim 0.7\% \). Lastly, \( H_A \) is the hyperfine interaction between the electron and nuclear spin at the donor site, with \( A/h = 117 \, \text{MHz} \).

The flip-flop qubit is defined by the lowest two eigenstates of the total donor-iQD system, which are essentially the bare flip-flop basis dressed by the charge qubit. Under the condition that \( |\omega_0 - \omega_B| \gg A/4 \), we can use nondegenerate perturbation theory to obtain the flip-flop eigenenergies and eigenstates, given in Appendix A. In particular, the energies of the flip-flop qubit states at the lowest order (in terms of \( A/(\omega_0 - \omega_B) \)) are

\[
E_0 = \frac{1}{2} (\omega_0 - \omega_B) - \frac{A}{8} (1 - \cos \eta) - \frac{\Delta \omega_B}{4} (1 + \cos \eta), \tag{5a}
\]

\[
E_1 = \frac{1}{2} (\omega_0 + \omega_B) - \frac{A}{8} (1 - \cos \eta) + \frac{\Delta \omega_B}{4} (1 + \cos \eta). \tag{5b}
\]

A typical single-flip-flop-qubit spectrum is plotted in Fig.2(a). A notable feature of this spectrum is how close the first excited state (the excited state of the flip-flop qubit) is to the second excited state (a charge excited state) energetically. As such, if a perturbation can couple these two states, it could lead to significant leakage for the qubit. Another important feature is that the two qubit states are roughly parallel to each other when the interface electric field changes, because the basis states mostly consist of the bare flip-flop spin states. However, the dressing from the charge qubit states does introduce an electric field dependence into the qubit energy splitting, as is shown in Fig.2(b).

In Fig.2(b) we plot the flip-flop qubit energy splitting as a function of the interdot detuning. Clearly, the dressing by the charge qubit means that charge noise affecting detuning could cause dephasing to the flip-flop qubit. However, as the figure shows, a sweet spot against charge noise can be achieved for the flip-flop qubit, when the derivative of the energy difference \( \omega_{10} = E_1 - E_0 \) is zero. This occurs when the following equation is satisfied:

\[
\frac{\Delta \omega_B}{\omega_0} + \frac{A^2 \omega_0^2 \epsilon}{2(\omega_0^2 - \omega_B^2)^2 \omega_B} = 0. \tag{6}
\]

Furthermore, a second-order sweet spot is possible as well when the second derivative is zero, as is the case in the figure when \( V_f = 47.15 \, \mu eV \) and \( B = 0.796 \, T \). The sweet
spot does disappear beyond a certain range of tunnel coupling and magnetic field.

The flip-flop qubit energy spectrum shows that this is a qubit design that can resist charge-noise-induced dephasing with its sweet spot, so that as a single qubit it can be highly coherent, as long as whatever environmental coupling does not lead to leakage from the qubit subspace.

In preparation for describing two-qubit coupling, we express the electron position operator $Z$ in the dressed flip-flop basis to obtain $Z = \sum_{jk} z_{jk} \sigma^j_z \sigma^k_z$. Here $\sigma^j_z \sigma^k_z$ operates on the eigenbasis that spans the $4 \times 4$ dressed flip-flop Hilbert space. For example, $\sigma^j_z = |2\rangle \langle 0| + |0\rangle \langle 2| + |3\rangle \langle 1| + |1\rangle \langle 3|$. In the far-detuned regime, $\sigma^j_z$ would correspond to the Pauli matrices operating primarily on the charge states while $\sigma^k_z$ on the spin states. Figure 2(c) gives the magnitudes of the coefficients of $z_{ij}$.

Some particular coefficients to take note of are $z_{10}$ are $z_{31}$. The former allows pure charge excitations, while the latter provides spin operations while modifying the phase of the charge sector. We will show in the next section that these two together form the basis for two qubit operations when electric dipole coupling is introduced. The coefficient $z_{30}$ corresponds to single-qubit charge dephasing when electrical noise is introduced. Despite being the second largest at times, it does not play a significant role in flip-flop qubit coupling since our primary interest is between the $|0\rangle$ and $|1\rangle$ states which are spin-dominated. Where the spin and charge qubits are mixed more, $z_{30}$ is small. It does however become important in determining the decoherence effect of noise on the system.

C. Electric Dipole Coupling of Flip-Flop Qubits

The spin-charge mixing in a flip-flop qubit means that two such qubits can couple via the electric dipole interaction. By pulling the electron away from the donor via the applied electric field, we create a dipole moment for each qubit equal to $p_i = e d_i (1 + Z_i)/2$, with $i = 1, 2$ referring to the two qubits, and $d$ the donor-dot separation. The dipole interaction Hamiltonian takes the form

$$H_{dip} = \frac{p_1 p_2}{4\pi\varepsilon_0 r^3} = V_{dd}(1 + Z_1 + Z_2 + Z_1 Z_2),$$

with a dipole coupling strength $V_{dd} = e^2 d_1 d_2 / 16\pi\varepsilon_0 r^3$, where $r$ is the separation of the two qubits measured between the corresponding donors. The first term in the Hamiltonian is an overall constant energy shift and can be ignored. The two single-qubit terms amount to a constant electric field shift applied at each donor site due to the other qubit irrespective of its state. These terms can be negated simply by increasing the applied electric field at each donor site by an amount $\Delta E_i = 2V_{dd}/ed_i$. We can therefore simplify the dipole interaction Hamiltonian to

$$H_{dip} = V_{dd} Z_1 Z_2.$$

Substituting in the definition for $Z_i$ and omitting negligible terms (keeping only the $z_{10}$ and $z_{31}$ terms), we obtain the final dipole interaction Hamiltonian in the single-qubit eigenbasis. In the following calculations, we only consider symmetric operating parameters between the two donors ($\epsilon_1 = \epsilon_2$, etc.) to further simplify the two-qubit Hamiltonian in the $16 \times 16$ Hilbert space. The corresponding effective Hamiltonian for the dipole coupling can thus be expressed as:

$$H_{dip} = V_{dd} \left( z_{31}^2 \sigma^1_z \sigma^1_z + z_{31} z_{30} \sigma^1_z \sigma^2_z + z_{10} z_{31} \sigma^1_z \sigma^2_z + \frac{1}{3} \sigma^1_z \sigma^2_z \right)$$

To simplify the notation, we introduce the following coupling rates

$$g_f = V_{dd} z_{31}^2,$$

$$g_t = V_{dd} z_{31} z_{10}^2,$$

$$g_c = V_{dd} z_{10}^2.$$

The dipole coupling Hamiltonian $H_{dip}$ forms the foundation for an $iSWAP/XX$ gate between the two dressed flip-flop qubits, where the difference between the two gates is in the behavior of the $|00\rangle$ and $|11\rangle$ states. Due to the large energy difference between the two states compared to the coupling in parameter regimes we are interested in, their evolutions are constant when compared to the $|01\rangle$ and $|10\rangle$ states. This is then primarily an iSWAP gate and we will refer to it as such. The $g_f$ term gives rise to a direct swap between states $|01\rangle$ and $|10\rangle$. The $g_t$ terms lead to charge leakage. They facilitate transitions $|01\rangle \leftrightarrow |20\rangle$ and $|10\rangle \leftrightarrow |02\rangle$ where the spin state of one qubit and the charge state of the other qubit flips. The $g_c$ term gives a swap between charge excitations $|02\rangle$ and $|20\rangle$. Under most operating parameters, $g_c \approx 10g_t \approx 100g_f$. By decreasing the detuning between the charge and flip-flop qubits, however, it is possible to increase $g_f$ enough so that $g_c \approx 10g_f$. Notice that while $g_f$ is the smallest among the couplings, the system is partially protected from leakage by the energy gap between states $|1\rangle$ (excited qubit state) and $|2\rangle$ (lowest energy excited state outside the qubit space) given roughly by $\omega_B - \omega_0$.

One interesting feature of the dipole coupling Hamiltonian $H_{dip}$ is the absence of Ising type $(ZZ)$ interaction terms for the flip-flop qubits. This term does exist in the full coupling Hamiltonian, though its magnitude is about $10^4$ times smaller than the $XX$ interaction included above, and too small for a useful quantum gate. As long as the two flip-flop qubits are put in resonance, the Ising type coupling can be neglected.

The form of $H_{dip}$ indicates that transitions between $|01\rangle$ and $|10\rangle$ consist of two main processes, the direct process due to the $g_f$ term, and an indirect one via the charge excited state. Starting from $|01\rangle$, the indirect process to get to state $|10\rangle$ is then

$$|01\rangle \rightarrow |20\rangle \rightarrow |02\rangle \rightarrow |10\rangle$$
Since the direct process avoids excitations into the charge leakage states, it should be much more robust against charge noise when compared to the indirect process, as we will demonstrate below.

D. Charge Noise Coupling to a Flip-Flop Qubit

The hybridization of spin and charge degrees of freedom opens up the flip-flop qubit to decoherence coming from electrical fluctuations. Two typical types of electrical fluctuations are those from lattice vibrations (phonons) and from background charge fluctuations. The latter usually has a $1/f$ spectral form at low frequencies and a white spectrum at the intermediate to higher frequencies. Since spin decoherence is typically dominated by pure dephasing, and dephasing is in turn determined by low-frequency noises, it is quite natural to find $1/f$ charge noise as the dominant source of decoherence for a single flip-flop qubit [49]. As such, we focus on the charge noise in this work, and consider a classical charge noise in the form:

$$H_n = \sum_i f_i(t) h_i,$$

(10)

where the summation is over all independent ways the noise affects the system. The spectral properties of the noise are captured in the fluctuating dimensionless parameters $f_i(t)$, while $h_i$ contain information on both the strength of the noise and the form of the interaction between the noise and the system. More specifically, $f_i(t)$ satisfies $\langle f_i(t) \rangle = 0$ and $\langle f_i(t_1) f_j(t_2) \rangle = \delta_{ij} \langle f_i(t_1) f_i(t_2) \rangle$. In other words, different noise channels are uncorrelated with each other. In this study, we consider $1/f$ noise with spectral density $S(\omega) = S_0/|\omega|$ for $\omega \leq |\omega| \leq \omega_0$, where $\omega_0 (\omega_l)$ is the low(high)-frequency cutoff. The normalization constant $S_0$ is chosen so that the correlation function, $S(t) = \int_{-\infty}^{\infty} S(\omega) \exp(-i\omega t) d\omega = \langle f(0) f(t) \rangle$ is equal to 1 when $t = 0$.

The dominant channel for electrical noise to affect the donor-dot charge qubit is via a fluctuating electric field in the $z$-direction (along the donor-dot axis for each qubit) that affects the charge qubit detuning:

$$h_i = \frac{1}{2} \omega_{ni} Z_i,$$

(11)

with strength $\omega_{ni} \approx 1 \text{meV}$ corresponding to electric field fluctuations with rms strength of approximately 1 V/cm [1]. Omitting non-important coefficients of $Z_i$, we can write this noise operator as

$$h_i = \frac{1}{2} \omega_{ni} (z_{30} \sigma'_z + z_{03} \sigma'_z z_{33} \sigma'_z + z_{11} \sigma'_z \sigma'_z + z_{21} \sigma'_y \sigma'_y).$$

(12)

The first three terms cause dephasing of the qubit, while the last two result in leakage from the qubit space, specifically in charge excitation.

E. Time Evolution of Density Matrix

Incorporating the effect of charge noise on our our flip-flop qubit system, the total Hamiltonian can be formally written as

$$H(t) = H_0 + \sum_i f_i(t) h_i.$$

The von-Neumann equation for the system density operator is given by

$$\frac{\partial \rho(t)}{\partial t} = -i [H(t), \rho(t)].$$

(13)

By means of a cumulant expansion up to the second order, the solution can be expressed as \[60\] \[61\]

$$\langle \rho(t) \rangle = \sum_{jk} e^{-i\omega_{jk} t} (R \otimes R)(\langle j \rangle \langle j \rangle \otimes \langle k \rangle \langle k \rangle)$$

$$\times e^{-\sum_i K_i(t) (R_i^{-1} \otimes R_i^{-1})} \rho(0).$$

(14)

Additional details can be found in the appendix and in Ref. [60]. Here $R$ is the rotation matrix that diagonalizes the noiseless system Hamiltonian $H_0$, and the $K_i(t)$ are matrices describing how the system is affected by the noise $f_i(t) h_i$. We further define a decay profile function $J(t, \omega_1, \omega_2)$ given by:

$$J(t, \omega_1, \omega_2) = \int_0^t dt_1 \int_0^{t_1} dt_2 S(t_1 - t_2) e^{i\omega_1 t_1} e^{i\omega_2 t_2},$$

(15)

where $S(t)$ is the time correlation function for the noise.

For $1/f$ noise, zero-frequency noise ($\omega_1 = \omega_2 = 0$) will be dominant in this function. Thus, we make an approximation by neglecting all non-zero $\omega_1$ and $\omega_2$ (see Appendix C for further details). Under this approximation, $K_i(t)$ is diagonal and can be expressed as:

$$\langle j | K_i(t) | k \rangle = J_i(t, 0, 0) \Gamma^2_{ijk}.$$

(16)

An exact expression for $K(t)$ is given in Appendix C. For $1/f$ noise in the long time limit ($1/\omega_0 \ll t \ll 1/\omega_l$), $J(t, 0, 0)$ is approximately quadratic:

$$J_{1/f}(t, 0, 0) \approx \left( \frac{2 - \gamma_E - \log(\omega_l/\omega_0)}{2 \log(\omega_l/\omega_0)} \right) t^2,$$

(17)

where $\gamma_e = 0.577$ is Euler’s constant. We also define the dephasing rate between states $|j\rangle$ and $|k\rangle$ via noise channel $i$:

$$\Gamma_{ijk} = \langle j | R_i^{-1} h_i R_i | j \rangle - \langle k | R_i^{-1} h_i R_i | k \rangle.$$

(18)

The solution for any element of the density matrix can then be written down as:

$$\rho_{ab}(t) = \sum_{jk} \sum_{mn} \exp \left( -i \omega_{jk} t - \sum_i J_i(t, 0, 0) \Gamma^2_{ij} \right)$$

$$\times R_{aj} R_{jm}^{-1} R_{bk} R_{kn}^{-1} \rho_{mn}(0).$$

(19)
FIG. 3: (a) Characteristic dephasing time for single flip-flop qubit calculating by solving $|\rho_{01}(T_2)/\rho_{01}(0)| = 1/e$. The blue band marks the presence of the flip-flop sweet spot with the turning point at the bottom indicating the second-order sweet spot. The red line is where the charge splitting $\omega_0$ and the Zeeman splitting $\omega_B$ are degenerate. (b) Horizontal slices at, above, and below the second-order sweet spot. While the first-order sweet spots can yield equally excellent results compared to the second-order spot, they are much narrower in width, requiring higher experimental precision.

In the case where the system Hamiltonian $H_0$ is diagonal, the charge noise leads to pure dephasing among system eigenstates. When the system Hamiltonian is not diagonal, however, both dephasing and relaxation could be present depending on the form of the noise interactions $\mathbf{h}_i$.

In order to extract a decoherence time from Equation 19, we extract the envelope of the fast oscillating off-diagonal element between two states, subtract its long time limit, and rescale it, yielding

$$F_{ab}(t) = \frac{\rho_{ab}(t) - \rho_{ab}(t \to \infty)}{\rho_{ab}(0) - \rho_{ab}(t \to \infty)}.$$  \hspace{1cm} (20)

The coherence time $T$ can then be computed by setting $F_{ab}(T)$ equal to the desired threshold value, typically $1/e$.

**III. RESULTS**

**A. Single Qubit Dephasing**

Any qubit proposal has to meet the basic condition that a single qubit should be highly coherent. As we mentioned above, for a flip-flop qubit based on spin-charge hybridization, single-qubit coherence is most probably limited by charge noises, more specifically dephasing due to low-frequency charge noises reflected in the detuning between the donor and the iQD. As such a single flip-flop qubit should have great coherence as long as it is kept at or near the second order sweet spot.

Here we examine the robustness of the single-qubit coherence near the sweet spots. Focusing on the electric field fluctuations along the donor-dot axis, the single-qubit Hamiltonian with noise is given by:

$$H_{1q}(t) = \sum_{j=0}^{3} E_j |j\rangle \langle j| + \frac{1}{2} J(t) \omega_n Z.$$  \hspace{1cm} (21)

With the noiseless part of the Hamiltonian already diagonal, $R = I_4$, and Eq. (19) can be simplified as

$$\left| \frac{\rho_{ab}(t)}{\rho_{ab}(0)} \right| = \exp \left( -J(t, 0, 0) \Gamma_{ab}^2 \right).$$  \hspace{1cm} (22)

In other words, each matrix element experiences a Gaussian decay with a single rate.

Figure 3 shows the dephasing time for a single flip-flop qubit between states ($|0\rangle$ and $|1\rangle$). The narrow blue band is the sweet spot for the qubit. The bottom of the band at the turning point where it bends upwards is the second-order sweet spot, where the qubit is particularly robust against fluctuations in the donor-dot detuning. At a sweet spot, $\Gamma_{01} = 0$, leading to perfect coherence within our second-order approximate solution to the von Neumann equation. While this enhanced coherence is present at both first and second-order sweet spots, the advantage of the second-order sweet spot is in its wider coherence peak, as shown in Fig. 3(b), giving more experimental leeway when tuning system parameters.

Figure 3(b) shows three different horizontal cuts of Fig. 3(a) at different applied magnetic fields. When $B < B_{ss}$, $B_{ss}$ is the magnetic field for the second-order sweet spot, about 0.796 T with a tunnel coupling of 47.15 µeV in Fig. 3(a), there is no sweet spot (blue line), the coherence time is relatively short, in the order of tens of µs at its peak. When $B > B_{ss}$, there are two
first-order sweet spots, corresponding to the two high coherence peaks. The width of a peak can be used to characterize the robustness of the sweet spot. For example, if targeting a $T_2 > 1\text{ ms}$, the two first-order peaks would have widths of $\Delta E \approx 0.04 \text{ V/cm}$. As we further tune the system such that $B = B_{ss}$, the two peaks merge to form a second-order sweet spot. At the same target $T_2$, this peak has a width of approximately $0.3 \text{ V/cm}$, an order of magnitude improvement over the first-order peaks.

B. Two Qubit Relaxation

When two flip-flop qubits are coupled via the electric dipole interaction, the total two-qubit Hamiltonian, including interaction with the reservoir, can be expressed as:

$$H_{2q}(t) = H_{01} + H_{02} + H_{dip} + \sum_{i=1}^{2} f_i(t) h_i,$$  \hspace{1cm} (23)

where $H_{01}$ and $H_{02}$ are for isolated qubits, while $H_{dip}$ is the dipole interaction. Since $[H_{0i}, H_{dip}] \neq 0$, the environmental electrical fluctuations affect a two-qubit system differently from the individual qubits. Here we first diagonalize the noiseless part of the Hamiltonian $H_{01} + H_{02} + H_{dip}$ (the corresponding rotation matrix is given in the appendix), then project the full Hamiltonian onto this eigenbasis.

To simplify the notation, we define the energy detuning between the charge and flip-flop qubit as $\delta = E_2 - E_1$, and two effective noise strengths as $\gamma_1 = \omega_n(z_{30} - z_{03})/2$ and $\gamma_2 = \omega_n(z_{11} + z_{22})/2$. Here $\gamma_1$ is primarily responsible for dephasing in the charge leakage states. This can then lead to relaxation in the flip-flop states via the indirect process. $\gamma_2$, on the other hand, causes transitions directly between the flip-flop and charge excited states, and is thus a leakage channel from the qubit space. Our results in most cases show that $\gamma_1$ is usually the more important source of decoherence, and is larger than $\gamma_2$ by about an order of magnitude. We assume identical noise strength on both donors and use the same strength of $\omega_n = 1 \mu\text{eV}$ in the single qubit case.

The parameter space for this system can be roughly divided into three regions based on how the charge coupling strength compares with the qubit’s separation from charge excitation (and leakage): (a) $g_c \approx \delta$, (b) weakly detuned $g_c > \delta$, and (c) highly detuned $g_c < \delta$. Notably, the single-qubit sweet spots are located approximately within the first region, casting doubts about their viability when two qubits are coupled. Below we explore each of these parameter regimes in more detail.

The noiseless evolution of the population transfer from $|01 \rangle$ to $|01 \rangle$ is a combination of primarily two swapping processes described in section 11C. As shown in Fig. 6, when both qubits are tuned to the individual flip-flop sweet spots, a beating pattern in the two-qubit states develops, indicative of the two processes operating at frequencies $(2g_c \pm 3g_f)/2$ with similar amplitudes.

Since $g_1 \approx 10g_f$, the slower beat frequency is then equal to $3g_f/2$ while the faster oscillation frequency is given by $g_1$. The latter is what allows the qubit to leak into charge-excited states, as hinted at by the oscillating population $P_{20}$ and $P_{02}$ in the leakage states with the same frequency.

When noise is introduced into the system, the relaxation rate is approximately $\gamma_1/2$, which turns out to be the dominant factor for two-qubit decoherence. In other words, the dominant mechanism for decoherence here is dephasing during the $|02\rangle \leftrightarrow |20\rangle$ portion of the overall indirect process. This decoherence channel is absent in
the direct process described earlier. At the single-qubit sweet spots the quality factor is given by,

\[ Q_a = \omega_a / \Gamma_a = 3g_f / \gamma_1. \quad (24) \]

Using the parameters given in Figs. 4 and 6, we obtain \( Q_a = 0.2 \) when both qubits are at their respective single-qubit sweet spots. This abysmal quality factor shows that the single-flip-flop-qubit sweet spot is not useful during a two-qubit gate based on electric dipole coupling. In essence, the dipolar coupling does not commute with single-qubit Hamiltonians, so that the two-qubit system experiences the electrical noise differently from that of the individual single qubits, rendering the single-qubit sweet spots irrelevant for a coupled two-qubit system.

It is in the region of \( g_c \sim \delta \) that the amplitude of the leakage mediated process is the greatest. By moving away from this region, we reduce the amplitude of the less coherent indirect process, and can expect better overall coherence.

Figure 4 shows how two-qubit relaxation depends on the dot-donor detuning and the applied magnetic field. The most prominent blue region (longer relaxation times) on the figure is along \( \epsilon = 0 \), which is essentially the charge qubit sweet spot. Notice that the individual qubit sweet spot corresponds to point a on the figure, which is in a region of faster relaxation and is thus not favorable for two-qubit coherence, consistent with our discussion above.

To take advantage of the regime with longer relaxation times, we tune the system to two spots in the blue areas of Fig. 4 specifically the spots labeled b and c. At point b, the two-qubit dynamics is again a combination of the direct and indirect processes, with the indirect process contributing a smaller but still nontrivial amount to the overall time evolution. This is shown in Fig. 6(b) where we can see clearly the high and low frequency oscillations making up the \( |01\rangle \leftrightarrow |10\rangle \) transitions along with the increase in leakage population. These two frequencies are

\[ \omega_{\text{slow}} = 2g_f \delta^2 / (g_c^2 - \delta^2), \quad (25a) \]
\[ \omega_{\text{fast}} = (g_c - \delta), \quad (25b) \]

with decay rates of

\[ \Gamma_{\text{slow}} = 2 \frac{\delta g_f}{g_c^2} \left( 2 \gamma_1 - \frac{g_f}{g_f} \gamma_2 \right), \quad (26a) \]
\[ \Gamma_{\text{fast}} = \gamma_1. \quad (26b) \]

Here we have used the relationship \( g_c^2 = g_c g_f \). The amplitude of the faster process is about \( 2g_f / g_c \). When both processes are present, the two-qubit dynamics generally experiences a fast dropoff due to the decay of the indirect process followed by a slow decay from the direct iSWAP process, yielding an overall process that has relatively high coherence from a normal experimental perspective, but leading to a low-fidelity quantum gate. The individual quality factors for the two are

\[ Q_{b, \text{slow}} = g_f \delta^2 / (g_c^2 - \delta^2)(2g_f \gamma_1 - g_f \gamma_2) \quad (27a) \]
\[ Q_{b, \text{fast}} = (g_c - \delta) / \gamma_1 \quad (27b) \]

Notice that the quality factor of the slow process diverges when \( 2g_f \gamma_1 = g_f \gamma_2 \). This is the cause of the narrow blue band in figure 4. What is important for a quantum gate, however, is an overall quality factor that accounts for the faster decay rate along with the slower gate time, yielding a factor of

\[ Q_b = \frac{2g_f \delta^2}{\gamma_1 (g_c^2 - \delta^2)}. \quad (28) \]

When tuned to be at point b in Fig. 4 the quality factor is only about 1. Clearly, what we need for a high-quality quantum gate is a regime where we can turn off the indirect process via the charge excited state and the associated fast decoherence.

As shown in Fig. 6(c), the leakage into the charge excited states can be strongly suppressed by increasing the detuning \( \delta \) between spin and charge excitation, which in turn leads to very long coherence times for the two-qubit system. The gate frequency in this regime is

\[ \omega_c = 2g_f \left( \frac{\delta^2}{\delta^2 - g_c^2} \right), \quad (29) \]

with a decoherence rate of

\[ \Gamma_c = \frac{2g_f \gamma_2}{\delta} - \frac{4 \gamma_1 g_c g_f^2}{\delta^3}, \quad (30) \]

yielding an overall quality factor of

\[ Q_c = \frac{g_f \delta^2 g_f}{g_f (\delta^2 - g_c^2)(\delta^2 \gamma_2 - 2g_f g_f \gamma_1)}. \quad (31) \]

The quality factor peaks when \( \delta^2 \gamma_2 = 2g_f g_f \gamma_1 \), corresponding to the narrow blue line in figure 4.
FIG. 6: Time evolution for the two qubit system with parameters marked in Figure 4. The system is initialized to state $|\Psi(0)\rangle = \frac{\sqrt{3}}{2} |01\rangle + \frac{1}{2} |10\rangle$. The top most plots show the time evolution of the system absent any noise while the middle plots include charge noise. The bottom row are the time evolution of $P_{01}$ in the frequency domain. Upward arrows indicate Dirac delta functions. (a) $B = 0.796$ T, $E_z - E_c = 3.13$ V/cm. This is the location of the single-qubit sweet spot. Without noise, we have gate times of approximately 150 ns. With noise, we can see that biasing the system to the single-qubit sweet spot is nonideal and quickly decays to its equilibrium state. (b) $B = 0.806$ T, $E_z - E_c = 0.95$ V/cm. Moving to the blue band in Figure 4 while trying to maintain fast gate times yields better coherence times but still low fidelity due to the charge leakage. (c) $B = 0.771$ T, $E_z - E_c = 0$. Moving the flip-flop and charge qubits further off-resonance minimizes charge leakage and thus we get excellent coherence times with gate times of approximately 250 ns.

Given an initial condition of $|\Psi(0)\rangle = |01\rangle$, the equilibrium leakage population is given by

$$P_{\text{leak}} = \frac{1}{4} (\sin^2 \phi_+ + \sin^2 \phi_-)$$

where $\tan \phi_{\pm} = (\pm 2g_l)/(\delta \mp (g_c - g_f))$.

This is not to say we can achieve perfect coherence with high fidelity. By increasing the detuning between the spin and charge states, we also decrease the energy difference between the $|01\rangle$, $|10\rangle$, $|02\rangle$, $|20\rangle$ energy manifold with the $|00\rangle$ and $|11\rangle$ manifolds. Noise induced transitions between these manifolds, previously neglected, become more important. The relaxation caused by these transitions occurs on the time scale of tens of microseconds (still longer than the gate times by more than an order of magnitude), putting an upper limit to the overall quality factor of the gates. Additional details on this slower decay channel can be found in Appendix F.

IV. CONCLUSION

Here we have performed a comprehensive study of decoherence of single and coupled flip-flop qubits under the influence of charge noise.

The single flip-flop qubit is weakly coupled to charge noise via the charge qubit. Under certain experimental parameters, we can completely eliminate dephasing noise on the flip-flop qubit, resulting in incredibly long coherence times at this flip-flop sweet spot.
The sweet spot does not help so much when we try to perform multiqubit gates however. With the flip-flop qubit coupling mediated by the dipole coupling of their charge-qubit components, we identify two channels of information transfer: a direct coupling between qubit states |01⟩ and |10⟩, and an indirect channel via a charge-excited state, which loses its coherence quickly in the presence of charge noise. As such, the excellent coherence property at the sweet spot is lost. In essence, the dipole coupling does not commute with the single-qubit Hamiltonian, and the single-qubit sweet spot is lost in the modified state spectrum.

To fight against the charge leakage while two qubits are dipole coupled, we need to turn off the charge excitation as much as we can. This can be accomplished by increasing the detuning between the charge qubits and the spin qubits, so that dipole coupling is less likely to cause a spin-charge exchange between the two flip-flop qubits. By tuning system parameters (charge qubit detuning, tunnel coupling, magnetic field), we find that we can increase the quality factor of our gates up to 10^5, with reasonably fast gate and vastly improved two-qubit coherence.

In essence, the second order flip-flop sweet spot only protects the flip-flop qubit from charge noise, but does not protect the charge qubit part specifically. When two flip-flop qubits are coupled, any operations that rely heavily on the charge qubit will be limited by the charge qubit coherence. As such, the presence of dipole coupling makes the charge qubit sweet spots (instead of the flip-flop qubit sweet spots) better places to be in the parameter space. In short, the key is to keep the charge qubits in their ground states as much as possible, even if virtual excitations are inevitable during the process.

In more general systems where coherent qubits are coupled by less coherent objects, our work has shown that we can indeed take advantage of these noisy channels to couple qubits together as long as care is taken to minimize leakage into states that are more susceptible to the dominant noise.
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Appendix A: One Qubit Eigenbasis

The dressed flip-flop qubit energies, up to second order, are:

\[ E_0 = \frac{1}{2}(-\omega_0 - \omega_B) - \frac{A}{8} (1 - \cos \eta) - \frac{\Delta \omega_B}{4} (1 + \cos \eta) \]

\[ - \frac{A^2}{16 \omega_B} \left( (1 - \cos \eta)^2 + \sin^2 \eta \left( \frac{\omega_B}{4 \omega_0} + \frac{\omega_B}{\omega_0 - \omega_B} - \frac{\omega_B \Delta \omega_B}{A \omega_0} + \frac{\omega_B \Delta \omega_B^2}{A^2 \omega_0} \right) \right) \] (A1a)

\[ E_1 = \frac{1}{2}(-\omega_0 + \omega_B) - \frac{A}{8} (1 - \cos \eta) + \frac{\Delta \omega_B}{4} (1 + \cos \eta) \]

\[ - \frac{A^2}{16 \omega_B} \left( -(1 - \cos \eta)^2 + \sin^2 \eta \left( \frac{\omega_B}{4 \omega_0} + \frac{\omega_B}{\omega_0 - \omega_B} + \frac{\omega_B \Delta \omega_B^2}{A \omega_0} + \frac{\omega_B \Delta \omega_B^2}{A^2 \omega_0} \right) \right) \] (A1b)

\[ E_2 = \frac{1}{2}(-\omega_0 - \omega_B) - \frac{A}{8} (1 + \cos \eta) - \frac{\Delta \omega_B}{4} (1 - \cos \eta) \]

\[ - \frac{A^2}{16 \omega_B} \left( (1 + \cos \eta)^2 + \sin^2 \eta \left( -\frac{\omega_B}{4 \omega_0} - \frac{\omega_B}{\omega_0 - \omega_B} + \frac{\omega_B \Delta \omega_B^2}{A \omega_0} - \frac{\omega_B \Delta \omega_B^2}{A^2 \omega_0} \right) \right) \] (A1c)

\[ E_3 = \frac{1}{2}(-\omega_0 + \omega_B) - \frac{A}{8} (1 + \cos \eta) + \frac{\Delta \omega_B}{4} (1 - \cos \eta) \]

\[ - \frac{A^2}{16 \omega_B} \left( -(1 + \cos \eta)^2 + \sin^2 \eta \left( -\frac{\omega_B}{4 \omega_0} - \frac{\omega_B}{\omega_0 + \omega_B} - \frac{\omega_B \Delta \omega_B^2}{A \omega_0} - \frac{\omega_B \Delta \omega_B^2}{A^2 \omega_0} \right) \right) \] (A1d)

and corresponding states, up to first order, are:

\[ |0\rangle = |g \downarrow \rangle - \frac{A}{4 \omega_B} (1 - \cos \eta) |g \uparrow \rangle - \frac{A}{8 \omega_0} \sin \eta \left( 1 - 2 \Delta \omega_B / A \right) |e \downarrow \rangle + \frac{A}{8 \omega_0} \sin \eta \left( 1 + 2 \Delta \omega_B / A \right) |e \uparrow \rangle \] (A2a)

\[ |1\rangle = \frac{A}{4 \omega_B} (1 - \cos \eta) |g \downarrow \rangle + |g \uparrow \rangle + \frac{A}{8 \omega_0} \sin \eta \left( 1 - 2 \Delta \omega_B / A \right) |e \downarrow \rangle - \frac{A}{8 \omega_0} \sin \eta \left( 1 + 2 \Delta \omega_B / A \right) |e \uparrow \rangle \] (A2b)

\[ |2\rangle = \frac{A}{4 \omega_B} (1 - \cos \eta) |g \downarrow \rangle - \frac{A}{4 \omega_0} \sin \eta \left( 1 - 2 \Delta \omega_B / A \right) |g \uparrow \rangle - |e \downarrow \rangle - \frac{A}{4 \omega_B} (1 + \cos \eta) |e \uparrow \rangle \] (A2c)

\[ |3\rangle = -\frac{A}{4 \omega_0} \sin \eta \left( 1 - 2 \Delta \omega_B / A \right) |g \downarrow \rangle + \frac{A}{4 \omega_0} \sin \eta \left( 1 + 2 \Delta \omega_B / A \right) |g \uparrow \rangle + \frac{A}{4 \omega_B} (1 + \cos \eta) |e \downarrow \rangle + |e \uparrow \rangle \] (A2d)

Appendix B: Z operator coefficients

When expressing the electron position operator in the flip-flop eigenbasis:

\[ Z = \sum_{ij} z_{ij} \sigma_i^x \sigma_j^x \] (B1)

the relevant coefficients, along with the primary physical mechanism they are responsible for, are,

\[ z_{03} = A^2 \omega_0^3 \cos \eta \sin^2 \eta / 4 \omega_B \left( \omega_0^2 - \omega_B^2 \right)^2 \] Spin dephasing (B2a)

\[ z_{10} = \sin \eta + A \cos \eta \sin \eta / 4 \omega_0 \] Charge flip (B2b)

\[ z_{30} = \cos \eta - A \sin^2 \eta / 4 \omega_0 \] Charge dephasing (B2c)

\[ z_{31} = A \omega_0 \sin^2 \eta / 2 \left( \omega_0^2 - \omega_B^2 \right) \] Spin flip (B2d)

\[ z_{33} = \Delta \omega_B \sin^2 \eta / 2 \omega_0 \] Spin and charge dephasing (B2e)

\[ z_{11} = -\frac{A \omega_0 \cos \eta \sin \eta}{2 \left( \omega_0^2 - \omega_B^2 \right)} \] Charge and spin flip (B2f)

\[ z_{22} = z_{11} \cdot \frac{\omega_0}{\omega_B} \] Charge and spin flip (B2g)

\[ z_{01} = -\frac{A \omega_0 \Delta \omega_B \cos \eta \sin^2 \eta}{4 \omega_B \left( \omega_0^2 - \omega_B^2 \right)} \] Spin flip (B2h)

\[ z_{13} = -\frac{\Delta \omega_B \cos \eta \sin \eta}{2 \omega_0} \] Charge flip (B2i)
Any remaining terms are zero. In our case, since the charge excited states are also our leakage states, all of the charge flip terms are synonymous with leakage.

$z_{13}$ and $z_{01}$ are generally several orders of magnitude smaller than their counterparts so we will neglect them. Thus, for two-qubit coupling, the dominant terms are $z_{10}$ and $z_{31}$ and to a lesser extent, $z_{11} + z_{22}$.

The $z_{11}$ and $z_{22}$ terms play an important role when the applied electric field is large. At that point, our charge and spin qubits are very well separated and the flip-flop qubit can be thought as a nearly pure spin qubit. However, since we are more interested in the regions near the flip-flop sweet spot and charge sweet spots, these terms are also relatively small compared to the $z_{10}$ and $z_{31}$ terms and were also neglected in the analytical results in the main work. For a general solution that doesn’t omit these terms, see appendix section D.

Appendix C: General Time Evolution of the Density Matrix

The equation of motion in the interaction picture for a Hamiltonian, $H(t) = H_0 + H_n(t)$, is given by

$$i\hbar \frac{d}{dt} \rho^I(t) = \mathcal{L}(t)\rho^I$$

(C1)

where $\rho^I = U_0^\dagger \rho U_0$, $H_n^I(t) = U_0^\dagger H_n(t) U_0$, $\mathcal{L}(t)\rho^I \equiv [H_n^I(t), \rho^I]$. This can be solved by means of cumulant expansion [60, 61],

$$\langle \rho^I(t) \rangle = \exp \left( \sum_{n=1} \frac{(-i)^n}{n!} \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n \langle \mathcal{L}(t_1) \cdots \mathcal{L}(t_n) \rangle \right) \rho^I(0)$$

(C2)

Further details can be found in reference [60]. For a Hamiltonian written in the form

$$H(t) = H_0 + \sum_i f_i(t) h_i$$

the noise-averaged density matrix in Liouville-Fock space can then be expressed up to second order as

$$\langle \tilde{\rho}(t) \rangle = \sum_{jk} e^{-i\omega_{jk} t} \langle R \otimes R \rangle \langle jj \rangle \langle k \rangle \langle k \rangle e^{-\sum K_i(t) (R^{-1} \otimes R^{-1}) \tilde{\rho}(0)}$$

(C3)

$K_i(t)$ describes how the noise affects the system and is given by:

$$K_i(t) = \frac{1}{\hbar^2} \frac{d}{dt} \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 S_i(t_1 - t_2) \mathcal{L}_i(t_1) \mathcal{L}_i(t_2)$$

(C4)

Substituting the definition for $\mathcal{L}$ into equation (C4) and transforming back into the Schroedinger picture yields an expression for $K_i(t)$ in terms of the noise Hamiltonians $h_i' = R^{-1} h_i R$ in the eigenbasis of $H_0$.

$$K_i(t) = \frac{1}{\hbar^2} \sum_{abc} \langle h_i', ab \rangle \langle h_i', ba \rangle J_i(t, \omega_{ba}, \omega_{cb}) |a\rangle \langle c| \otimes 1 + \langle h_i', ba \rangle \langle h_i', cb \rangle J_i(t, \omega_{ab}, \omega_{bc}) |1 \otimes |a\rangle \langle c|$$

$$- \frac{1}{\hbar^2} \sum_{abcd} \langle h_i', ac \rangle \langle h_i', db \rangle (J_i(t, \omega_{ca}, \omega_{db}) + J_i(t, \omega_{db}, \omega_{ca})) |a\rangle \langle c| \otimes |b\rangle \langle d|$$

(C5)

$J_i(t, \omega_1, \omega_2)$ describes the decay profile of the system and is defined as

$$J_i(t, \omega_1, \omega_2) = \int_0^t dt_1 \int_0^{t_1} dt_2 S_i(t_1 - t_2) e^{i\omega_1 t_2} e^{-i\omega_2 t_2}$$

(C6)

Calculating the time evolution of the system now comes down to simply solving for the eigenenergies and eigenstates of the noiseless Hamiltonian, $H_0$, and using that to obtain the noise Hamiltonians, $h_i'$, in the eigenbasis of the noiseless system.
FIG. 7: \( J(t, \omega_1, \omega_2) \) for \( \omega_1 = \omega_2 = 0 \) and \( \omega_1 = -\omega_2 = 2\pi \times 10 \text{ GHz} \) for a 1/f noise spectrum. \( J(t, 0, 0) \) is several orders of magnitude larger than \( J(t, \omega, -\omega) \) justifying the approximation made in section [IIE].

FIG. 8: Schematic diagram of a generic four level, doubly degenerate system with energy separation \( \delta \). The four states are coupled together by various coupling factors \( g_s, g_c, g_1, \) and \( g_2 \). The system is also subject to classical noise. The noise can induce transitions within each two-level subspace via \( \gamma_1 \) and are also the source of energy fluctuations via \( \gamma_2 \).

Appendix D: Generic Four-Level Model

In this section, we set out to solve a generic four level system consisting of pairs of degenerate states separated by some energy difference \( \delta \) as shown in figure 8. We label these states \( |s_L\rangle, |s_R\rangle, |c_L\rangle, \) and \( |c_R\rangle \). The \( |s\rangle \) (\( |c\rangle \)) states are coupled to each other via \( g_s \) (\( g_c \)). We also include on-site excitations via \( g_1 \) and cross-site excitations via \( g_2 \). The Hamiltonian is

\[
H_0 = -\frac{1}{2} \delta \sigma_z + \frac{1}{2} g_s (1 + \sigma_z) \tau_x + \frac{1}{2} g_c (1 - \sigma_z) \tau_x + g_1 \sigma_x + g_2 \sigma_x \tau_x = \begin{pmatrix} 0 & g_s & g_1 & g_2 \\ g_s & 0 & g_1 & g_2 \\ g_1 & g_2 & \delta & g_c \\ g_2 & g_1 & g_c & \delta \end{pmatrix}, \tag{D1}
\]

For our work on the two-qubit dipole coupled system, this model corresponds with the spin excited (|01\rangle and |10\rangle) and the charge excited (|02\rangle and |20\rangle) subspaces. We can also envision this generic model describing other systems. For example, this model can also be used to describe an electron in a symmetric quantum double dot.

We also define two uncorrelated sources of noise.

\[
h_L = \hbar \gamma_1 (|s_L\rangle \langle c_L| + |c_L\rangle \langle s_L|) - \hbar \gamma_2 \cdot \text{diag}(0, 0, 2, 0), \tag{D2a}
\]

\[
h_R = \hbar \gamma_1 (|s_R\rangle \langle c_R| + |c_R\rangle \langle s_R|) - \hbar \gamma_2 \cdot \text{diag}(0, 0, 0, 2), \tag{D2b}
\]

where \( \gamma_1 \) can cause transitions between the ground and excited states on each side and \( \gamma_2 \) causes energy fluctuations and ultimately dephasing.
FIG. 9: Long term leakage and two-qubit mixing angles $\phi_{\pm}$ for $g_2/(g_c - g_f) = 0.1$ and $g_1 = 0$.

When matched to our flip-flop system, the two $s$ states would be equivalent to the qubit states $|01\rangle$ and $|10\rangle$ while the two $c$ are the charge leakage states $|02\rangle$ and $|20\rangle$. Assuming symmetric biasing on both donors, $\delta$ is then the difference in energy between the charge and flip-flop qubits, $E_2 - E_1$. $g_s$ would then be the dipole induced flip-flop coupling, $V_{dd} z_{31}$, $g_1$ and $g_2$ the leakage coupling strengths, $V_{dd}(z_{11} + z_{22})(z_{03} + z_{30} + z_{33})$ and $V_{dd} z_{31} z_{10}$, respectively, and $g_c$ the charge coupling, $V_{dd} z_{10}^2$. For the flip-flop system, typically $g_c \approx 10g_2 \approx 100g_s$. At small applied electric field biases, $g_2 \gg g_1$. While large applied fields can cause $g_1$ to be larger $g_2$, for simplicity we will restrict ourselves to parameter regimes that fall under the former condition and neglect $g_1$. At the single qubit sweet spot, $g_c \approx \delta$. The strength of the noise in the flip-flip qubit is $\gamma_2 = \omega_n(z_{30} - z_{03})/2$ and $\gamma_1 = \omega_n(z_{11} + z_{22})/2$.

Both operational times and decoherence times for this general Hamiltonian can be determined by defining mixing angles $\phi_{\pm}$.

$$\tan \phi_{\pm} = \frac{-2(g_1 \pm g_2)}{-\delta \mp (g_c - g_s)} \quad \text{(D3)}$$

Neglecting the effect of the noise, the time evolution of this system is solvable exactly. The rotation matrix to diagonalize $H_0$ is:

$$R = \frac{1}{\sqrt{2}} \begin{pmatrix}
\cos \frac{\phi_+}{2} & \cos \frac{\phi_-}{2} & \sin \frac{\phi_+}{2} & \sin \frac{\phi_-}{2} \\
\cos \frac{\phi_-}{2} & -\cos \frac{\phi_+}{2} & \sin \frac{\phi_-}{2} & -\sin \frac{\phi_+}{2} \\
-\sin \frac{\phi_+}{2} & -\sin \frac{\phi_-}{2} & \cos \frac{\phi_+}{2} & \cos \frac{\phi_-}{2} \\
-\sin \frac{\phi_-}{2} & \sin \frac{\phi_+}{2} & \cos \frac{\phi_-}{2} & -\cos \frac{\phi_+}{2}
\end{pmatrix} \quad \text{(D4)}$$

This system evolves with oscillations about the equilibrium state at 6 fundamental frequencies (and their negatives):

$$\hbar \omega_a = -\hbar \omega_{-a} = \frac{1}{2} \delta (\cos \phi_+ - \cos \phi_-) - \frac{1}{2} g_c (2 - \cos \phi_+ - \cos \phi_-)$$

$$+ g_2 (\sin \phi_+ + \sin \phi_-) - \frac{1}{2} g_s (2 + \cos \phi_+ + \cos \phi_-) + g_1 (\sin \phi_+ - \sin \phi_-) \quad \text{(D5a)}$$

$$\hbar \omega_b = -\hbar \omega_{-b} = \frac{1}{2} \delta (\cos \phi_+ + \cos \phi_-) - \frac{1}{2} g_c (2 - \cos \phi_+ + \cos \phi_-)$$

$$+ g_2 (\sin \phi_+ - \sin \phi_-) - \frac{1}{2} g_s (2 + \cos \phi_+ - \cos \phi_-) + g_1 (\sin \phi_+ + \sin \phi_-) \quad \text{(D5b)}$$

$$\hbar \omega_c = -\hbar \omega_{-c} = \frac{1}{2} \delta (\cos \phi_+ + \cos \phi_-) + \frac{1}{2} g_c (2 + \cos \phi_+ - \cos \phi_-)$$

$$+ g_2 (\sin \phi_+ - \sin \phi_-) + \frac{1}{2} g_s (2 - \cos \phi_+ + \cos \phi_-) + g_1 (\sin \phi_+ + \sin \phi_-) \quad \text{(D5c)}$$

$$\hbar \omega_d = -\hbar \omega_{-d} = \frac{1}{2} \delta (\cos \phi_+ - \cos \phi_-) + \frac{1}{2} g_c (2 + \cos \phi_+ + \cos \phi_-)$$

$$+ g_2 (\sin \phi_+ + \sin \phi_-) + \frac{1}{2} g_s (2 - \cos \phi_+ - \cos \phi_-) + g_1 (\sin \phi_+ - \sin \phi_-) \quad \text{(D5d)}$$

$$\hbar \omega_e = -\hbar \omega_{-e} = \delta \cos \phi_+ + g_c \cos \phi_+ + 2g_2 \sin \phi_+ - g_s \cos \phi_+ + 2g_1 \sin \phi_+ \quad \text{(D5e)}$$

$$\hbar \omega_f = -\hbar \omega_{-f} = \delta \cos \phi_- - g_c \cos \phi_- - 2g_2 \sin \phi_- + g_s \cos \phi_- + 2g_1 \sin \phi_- \quad \text{(D5f)}$$
In this regime, the time is for an $\omega$ frequency, from the qubit states. The two mixing angles both approach $j \neq k$ can all be associated with one of the above frequencies. The summation of all terms with $j = k$ can all be associated with one of the above frequencies.

As an example, if we initialize the system to be in state $|\Psi(0)\rangle = \alpha |f_L\rangle + \beta |f_R\rangle$ with real $\alpha$ and $\beta$, the population of the $|f_L\rangle$ state (i.e. $\rho_{00}(t)$), oscillates at the above frequencies with amplitudes:

$$C_{0000,a} = C_{0000,-a} = \frac{1}{4} (\alpha^2 - \beta^2) \cos^2(\phi_+/2) \cos^2(\phi_-/2)$$  \hspace{1cm} (D7a)

$$C_{0000,b} = C_{0000,-b} = \frac{1}{4} (\alpha^2 - \beta^2) \cos^2(\phi_+/2) \sin^2(\phi_-/2)$$  \hspace{1cm} (D7b)

$$C_{0000,c} = C_{0000,-c} = \frac{1}{4} (\alpha^2 - \beta^2) \sin^2(\phi_+/2) \cos^2(\phi_-/2)$$  \hspace{1cm} (D7c)

$$C_{0000,d} = C_{0000,-d} = \frac{1}{4} (\alpha^2 - \beta^2) \sin^2(\phi_+/2) \sin^2(\phi_-/2)$$  \hspace{1cm} (D7d)

$$C_{0000,e} = C_{0000,-e} = \frac{1}{16} (\alpha + \beta)^2 \sin^2 \phi_+$$  \hspace{1cm} (D7e)

$$C_{0000,f} = C_{0000,-f} = \frac{1}{16} (\alpha - \beta)^2 \sin^2 \phi_-$$  \hspace{1cm} (D7f)

When noise is included, each of these oscillating terms will decay with rates

$$\Gamma_a = \gamma_2 \frac{\cos \phi_+ - \cos \phi_-}{2} + \gamma_1 \frac{\sin \phi_+ - \sin \phi_-}{2}$$  \hspace{1cm} (D8a)

$$\Gamma_b = \gamma_2 \frac{\cos \phi_+ + \cos \phi_-}{2} - \gamma_1 \frac{\sin \phi_+ + \sin \phi_-}{2}$$  \hspace{1cm} (D8b)

$$\Gamma_c = \gamma_2 \frac{\cos \phi_+ + \cos \phi_-}{2} - \gamma_1 \frac{\sin \phi_+ + \sin \phi_-}{2}$$  \hspace{1cm} (D8c)

$$\Gamma_d = \gamma_2 \frac{\cos \phi_+ - \cos \phi_-}{2} + \gamma_1 \frac{\sin \phi_+ - \sin \phi_-}{2}$$  \hspace{1cm} (D8d)

$$\Gamma_e = \gamma_2 \cos \phi_+ - \gamma_1 \sin \phi_+$$  \hspace{1cm} (D8e)

$$\Gamma_f = \gamma_2 \cos \phi_- - \gamma_1 \sin \phi_-$$  \hspace{1cm} (D8f)

Overall, the time evolution can be written as

$$\rho_{ab} = \rho_{ab}(t \to \infty) + \sum_{j=a..f} (C_{ab,j} \exp(-i\omega_j t) + C_{ab,-j} \exp(i\omega_j t)) \exp(-2J(t, 0, 0)\Gamma_j^2)$$  \hspace{1cm} (D9)

Notice that only the amplitudes depend on the particular matrix element while the frequencies and decay rates are common for each.

If the two lower energy states (the $|s\rangle$ states) are part of the qubit logical basis, the amount of leakage (population of the $|c\rangle$ states), we can expect as $t \to \infty$ is equal to

$$P_{\mathrm{leak}}(t \to \infty) = \frac{1}{4} \left( \alpha \beta (\cos 2\phi_+ - \cos 2\phi_+) + \sin^2 \phi_+ + \sin^2 \phi_- \right)$$  \hspace{1cm} (D10)

Now we can look at several different parameter regimes.

Case 1: $\delta \gg (g_c - g_s) > g_2$, weak coupling. In the weak coupling regime, the two leakage states are well separated from the qubit states. The two mixing angles both approach $\pi$. In this particular case, there is only one relevant frequency, $\omega_d$, and decay rate $\Gamma_d$, which needs to be expanded in a series to obtain a non-zero value.

$$P_{fL}(t) = \frac{1}{2} \left( 1 + (\alpha^2 - \beta^2) \cos(2g_s t) \exp \left( -2J(t, 0, 0) \left( \frac{4(g_c - g_s)g_2^2 \omega_d}{\delta^3} \right)^2 \right) \right)$$  \hspace{1cm} (D11)

In this regime, the time is for an $X$ gate is

$$T_g = \frac{\hbar \pi}{4g_s}$$  \hspace{1cm} (D12)
FIG. 10: Oscillation amplitude, frequency and decay rate for $g_2/(g_c - g_s) = 0.1$, $\gamma_1/2\pi = 20$ MHz, $\gamma_2/2\pi = 0$ MHz, $(g_c - g_s)/2\pi = 300$ MHz, $g_1 = 0$, and initial condition $|\Psi(0)\rangle = |f_L\rangle$. We see that for small $\delta$, the dominant oscillator is $c$ which has small frequency but also a slow decay rate. Similarly, for large $\delta$, the dominant oscillator is $d$, which also has a small frequency and slow decay rate. When $\delta/(g_c - g_s)$ is 1, we see two main oscillators with the same amplitude. In addition, their frequencies are just slightly off resonance with each other, creating beats in the oscillations. The problem is that at this point, they also have non-zero decay rates. A non-zero $\gamma_2$ breaks the symmetry of the $f$-line and shifts the valley slightly.

and quality factor

$$Q = (\Gamma T_g)^{-1} = \frac{\delta^3 g_s}{2\pi \hbar \gamma_2(g_c - g_s)g_L^2}$$  \hspace{1cm} (D13)

In addition to large quality factor, we also have minimal leakage. The expected long time leakage is

$$P_{\text{leak}} = 2g_L^2/\delta^2$$  \hspace{1cm} (D14)

Case 2: $\delta = (g_c - g_s) > g_2$, resonance. In this regime, $\phi_+$ still approaches $\pi$, but $\phi_-$ becomes exactly equal to $-\pi/2$. Now the expression for $P_{fL}(t)$ becomes

$$P_{fL}(t) = \frac{3}{8} + \frac{1}{8}(\alpha - \beta)^2 \cos(2g_2t/\hbar) \exp(-2J(t, 0, 0)\gamma_1^2)$$
$$\quad \quad \quad + \frac{1}{4}(\alpha^2 - \beta^2) \cos((2g_2 - 3g_s)t/2\hbar) \exp(-2J(t, 0, 0)(\gamma_2 - \gamma_1)^2/4)$$
$$\quad \quad \quad \quad + \frac{1}{4}(\alpha^2 - \beta^2) \cos((2g_2 + 3g_s)t/2\hbar) \exp(-2J(t, 0, 0)(\gamma_2 + \gamma_1)^2/4)$$  \hspace{1cm} (D15)

This expression indicates beats in the evolution with beat frequencies $3g_s$ and $2g_2$. The beats will decay away however due to the different decay rates. To estimate a quality factor in this limit, we use the slower beat frequency along with the average for the two decay rates, which is roughly just the larger of $\gamma_2$ and $\omega_2$. The quality factor in this regime is then approximately

$$Q = \frac{3g_s}{\pi \hbar \gamma_2}$$  \hspace{1cm} (D16)

This does not necessarily mean that in this regime, the gate time is expected to be the same as in case 1. If $g_2$ is sufficiently large compared to $g_s$, we can instead use the faster frequency to determine the gate time depending on the fidelity desired. This regime has a long time leakage of

$$P_{\text{leak}} = \frac{1}{4}(1 - 2\alpha \beta)$$  \hspace{1cm} (D17)

Case 3: $\delta \ll (g_c - g_s) > g_2$, strong coupling. The angle $\phi_+$ moves toward $\tan^{-1}(2g_2/(g_c - g_s))$ and $\phi_-$ tends toward $\tan^{-1}(-2g_2/(g_c - g_s))$. As a simple approximation for $g_c - g_s > g_2$, we use $\phi_+ = \pi$ and $\phi_- = 0$ to obtain for the time evolution,

$$P_{fL}(t) = \frac{1}{2} \left(1 + (\alpha^2 - \beta^2) \cos(2g_2t/\hbar) \exp(-2J(t, 0, 0) \left(\frac{4g_2^2 \delta}{(4g_2^2 + (g_c - g_s)^2)\gamma_2^2}\right)^2)\right)$$  \hspace{1cm} (D18)
This yields a quality factor of

\[ Q = \frac{\left(4g_s^2 + (g_c - g_s)^2\right)^{3/2}}{2\pi \hbar \gamma_2 \delta} \]  

(D19)

While this does look promising, there remains a problem. And that is leakage. Going back to equation D10, we can see that the leakage is non-zero when we do not use the above simplification. We’ll be seeing a leakage of about

\[ P_{\text{leak}} = \frac{2g_s^2}{4g_s^2 + (g_c - g_s)^2} \]  

(D20)

This could be much worse as the detuning, \( \delta \), is increased and approaches the resonant condition described in case 2.

**Appendix E: Density Matrix Off-Diagonal Elements**

FIG. 11: Time evolution for the off-diagonal matrix elements two qubit density matrix with parameters marked in Figure 4. The system is initialized to state \( |\Psi(0)\rangle = \sqrt{\frac{3}{2}} |01\rangle + \frac{1}{2} |10\rangle \). (a) \( B = 0.796 \) T, \( E_z - E_c = 3.13 \) V/cm. (b) \( B = 0.806 \) T, \( E_z - E_c = 0.95 \) V/cm. (c) \( B = 0.771 \) T, \( E_z - E_c = 0 \).

In this section, we’ll look at the off-diagonal element between the states \( |01\rangle \) and \( |10\rangle \). The amplitudes for this element are:

\[
C_{0110,a} = -C_{0110,-a} = + \frac{1}{4}(\alpha^2 - \beta^2) \cos^2(\phi_+ / 2) \cos^2(\phi_- / 2) \\
C_{0110,b} = -C_{0110,-b} = + \frac{1}{4}(\alpha^2 - \beta^2) \cos^2(\phi_+ / 2) \sin^2(\phi_- / 2) \\
C_{0110,c} = -C_{0110,-c} = - \frac{1}{4}(\alpha^2 - \beta^2) \sin^2(\phi_+ / 2) \cos^2(\phi_- / 2) \\
C_{0110,d} = -C_{0110,-d} = - \frac{1}{4}(\alpha^2 - \beta^2) \sin^2(\phi_+ / 2) \sin^2(\phi_- / 2) \\
C_{0110,e} = +C_{0110,-e} = + \frac{1}{16}(\alpha + \beta)^2 \sin^2 \phi_+ \\
C_{0110,f} = +C_{0110,-f} = - \frac{1}{16}(\alpha - \beta)^2 \sin^2 \phi_- 
\]

(E1a)

Due to the opposing signs of the first four terms, these are responsible for the imaginary part of the matrix element. Conversely, the remaining two are responsible for the real part. Since the magnitudes of these terms remain unchanged, the analysis for the relaxation rates in the main work can be similarly applied for the dephasing rates as shown in figure 11 which shows similar decay behavior as that shown in figure 6.
FIG. 12: Long time evolution for the two qubit system. The system is initialized to state $|\Psi(0)\rangle = \sqrt{\frac{3}{7}} |01\rangle + \frac{1}{2} |10\rangle$ and parameters set to $B = 0.771$ T, $E_z - E_c = 0$, and $V_t = 47.15$ µeV, the same as point C in Figures 4 and 6. The relaxation at this time scale is due to noise-induced charge and spin flips.

Appendix F: Long Time Decay

In order to study the slow decay due to noise induced transitions, we must relax a couple of previously made approximations.

First, we include additional terms in the noise Hamiltonians.

$$h_i = \frac{1}{2} \omega_{ni} \left( z_{30} \sigma_z' x_1 + z_{03} \tau_z' x_1 + z_{11} \sigma_x' x_1 + z_{22} \sigma_y' y_i + z_{10} \sigma_x' x_1 + z_{31} \sigma_z' x_1 \right).$$  \hspace{1cm} \text{(F1)}

The first five terms are the same as in equation 12 of the main text. The remaining two terms are responsible for the noise induced charge and spin flips, respectively.

Secondly, in equation C5, we keep $J(t, \omega_1, \omega_2)$ terms where $\omega_1 = -\omega_2 \neq 0$ in addition to the ones where $\omega_1 = \omega_2 = 0$. This allows for the noise to directly induce transitions between states rather than just cause dephasing within the system eigenstates.

We calculate an approximate decoherence rate for this decay channel

$$\frac{1}{T_1} \approx \frac{\omega_n^2}{\omega_0^2} (z_{10}^2 / \omega_0 + z_{31}^2 / \omega_B).$$  \hspace{1cm} \text{(F2)}