Regional Precipitation Nowcasting Based on CycleGAN Extension
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Abstract

Unusually, intensive heavy rain hit the central region of Korea on August 8, 2022. Many low-lying areas were submerged, so traffic and life were severely paralyzed. It was the critical damage caused by torrential rain for just a few hours. This event reminded us of the need for a more reliable regional precipitation nowcasting method. In this paper, we bring cycle-consistent adversarial networks (CycleGAN) into the time-series domain and extend it to propose a reliable model for regional precipitation nowcasting. The proposed model generates composite hybrid surface rainfall (HSR) data after 10 minutes from the present time. Also, the proposed model provides a reliable prediction of up to 2 hours with a gradual extension of the training time steps. Unlike the existing complex nowcasting methods, the proposed model does not use recurrent neural networks (RNNs) and secures temporal causality via sequential training in the cycle. Our precipitation nowcasting method outperforms convolutional long short-term memory (ConvLSTM) based on RNNs. Additionally, we demonstrate the superiority of our approach by qualitative and quantitative comparisons against MAPLE, the McGill algorithm for precipitation nowcasting by lagrangian extrapolation, one of the real quantitative precipitation forecast (QPF) models.

1. Introduction

Rain has had a close influence on human lives since ancient times. Therefore, precipitation forecasting has always been a topic of human interest. There have been many attempts to predict precipitation from a meteorological point of view. Typically, the development of numerical weather prediction (NWP) models has been at the center of these attempts [52,56]. The NWP models support good quantitative precipitation forecasting across a wide timeline. However, the NWP models cannot guarantee accuracy in the first few hours because they develop the convective-scale structures in the early stages of forecasting [50]. This limitation is called a spin-up problem. To solve this problem, the importance of nowcasting, which focuses on short-term forecasting, has increased.

In meteorology, nowcasting generally refers to a model or forecasting that accurately predicts weather within about two hours from now. In particular, the precipitation nowcasting is generally based on weather radar observations. Although various quantitative precipitation forecast (QPF) models exist [12,54], perfect precipitation nowcasting is always a challenge. With the great success of generative models such as generative adversarial networks (GANs) [15,16], there are increasing attempts to use these for precipitation nowcasting. However, there are very few successful cases. This is because precipitation data contain diverse distributions that are very hard to learn. In-depth analysis and understanding of precipitation data through collaboration between artificial intelligence researchers and meteorologists must be required.

Inspired by cycle-consistent adversarial networks (CycleGAN) [58], we propose a novel precipitation nowcasting method. We train two generators and two discriminators in two complementary cycles. One generator learns mapping into one step future, and the other learns mapping into one step past. The two discriminators determine whether the mapping into the future and the past are appropriate, respectively. Here, we focus on a regional part of the mesoscale convective system. Therefore, the mapping from the distributions of current precipitation echoes to the distributions of future precipitation echoes and vice versa can be finitely modeled. Also, since the mapping is time-dependent, it should guarantee the temporal causality that does not reverse or stop. We remove the identity loss added in the original CycleGAN and add paired data and pixel loss concepts to create robust temporal causality. As a result, our trained future prediction generator outperforms the existing representative QPF model, the McGill algorithm for precipitation nowcasting by lagrangian extrapolation (MAPLE) [54], during a lead time of two hours. And it also outperforms convolutional long short-term memory (ConvLSTM) [48], a representative recurrent neural networks (RNNs) series model for precipitation nowcasting. More specifically, it outperforms MAPLE and ConvLSTM in the critical success index (CSI) [47], which is a qualitative metric, and the
peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) [55], which are quantitative metrics.

The remainder of this paper is structured as follows. Section 2 briefly reviews related work. Section 3 describes our proposed objective functions and network architectures. Section 4 demonstrates the superiority of our proposed method through evaluation and discusses its limitations. Finally, we conclude the paper in Section 5.

2. Related Work

Generative Adversarial Networks. GANs are one of the most innovative ideas that have succeeded in the field of artificial intelligence [15, 32]. GANs consist of two kinds of networks, which are called generator and discriminator. The goal of the generator is to learn the probability distribution that generated the training data [16]. In other words, the generator becomes possible to generate fake data that is difficult to discriminate from real data through the training process. The goal of the discriminator is to distinguish between real and fake data. During the training process, the quality of generated fake data is increased via the discriminator’s feedback.

Least Squares Generative Adversarial Networks. The key to the optimization of the regular GANs is to minimize the Jensen-Shannon divergence (JSD) between the model’s distribution and the data-generating process [15]. However, this approach causes weaknesses such as mode collapse and learning instability. Thus, there were attempts to improve the objective function of regular GANs. Instead of the minimum of JSD, Wasserstein GANs (WGANs) [1], which find the minimum value of earth mover’s distance (EMD), and its improved version with gradient penalty (GP), WGAN-GP appeared [17]. And least squares GANs (LSGANs) [36, 37], which find the minimum value of Pearson $\chi^2$ divergence, also appeared. In particular, LSGANs are used in many GAN-based applications because of their simple implementation and good performance [7, 8, 28, 40, 60]. We adopt the adversarial losses of LSGANs as a part of our optimization functions because of their faster and more stable convergence rate.

Cycle-Consistent Adversarial Networks. The image-to-image translation is one of the popular topics in the deep learning area, and various studies have been made [11, 21, 22, 26, 33, 34, 43, 58]. In particular, techniques based on GANs become a golden key in the field of image-to-image translation because of their powerful ability to formulate and generate high-resolution images [57]. As a pioneer, Pix2Pix succeeded in paired image-to-image translation using conditional GANs [22]. Based on this, CycleGAN solved the unpaired image-to-image translation using cycle-consistency loss [58]. CycleGAN, which assumes the relationship between the two domains as a bijection, is shown good performance in various fields [23, 27, 31, 38, 43]. In particular, the study of Kwon and Park [27], which predicts the next frame for video, was impressive. However, their proposed multi-input-single-output generator, which should maintain the input sequence of images, can not be considered to provide temporal causality via CycleGAN by itself. We adopt CycleGAN but apply cycle-consistency loss to obtain temporal causality by itself without forced input sequence. Because of this point, our method can make great results with a single-input-single-output generator.

Precipitation Nowcasting via Deep Learning. Accurate precipitation nowcasting is a long-standing challenge in meteorology because rain has a huge impact on human life. Various meteorological models for precipitation nowcasting were built [10, 13, 14, 29, 39, 44, 52, 54], but it is always a difficult problem for humans to accurately consider complex factors for natural phenomena. As the deep learning model has great success in various fields, several attempts are active to apply this to precipitation nowcasting. The ConvLSTM, which can make better predictions than the method based on the optical flow of consecutive radar maps, appeared in 2015 [48]. Following the success of ConvLSTM, various models for precipitation nowcasting based on RNNs emerged to capture temporal changes in radar echoes [2, 5, 6, 24, 35, 49]. In 2020, RainNet, which uses an encoder-decoder architecture such as U-Net, appeared [3]. After the birth of RainNet, many models for precipitation nowcasting used U-Net architecture [4, 18, 46, 53]. In recent years, ResNet-based models are in the spotlight [19]. Two representative models using residual blocks of ResNet, the deep generative model of rainfall (DGMR) and MetNet-2 showed successful results for several hours of precipitation forecasting [9, 45]. To obtain temporal causality, DGMR and MetNet-2 use the convolutional gated recurrent unit (ConvGRU) and ConvLSTM, respectively [51]. In other words, both models also depend on RNNs. We adopt residual blocks for performance, but not RNNs. Nevertheless, our proposed model guarantees great predictive results within the scope of nowcasting.

3. Proposed Method

As described in Figure 1, our training model for precipitation nowcasting consists of two cycles and uses composite hybrid surface rainfall (HSR) as data [42]. A total of four different networks are trained in two cycles. $\text{Generator}_{\text{forward}}$ and $\text{Generator}_{\text{backward}}$ learn the mapping from present to future and from future to present, respectively. $\text{Discriminator}(t_{t+\text{step}})$ and $\text{Discriminator}(t_t)$ evaluate the mapping accuracy of $\text{Generator}_{\text{forward}}$ and $\text{Generator}_{\text{backward}}$, respectively.

For clarity, we briefly explain the notations used in the rest of the paper. A sample of data, $\text{HSR}_t$, used as input to
The model is denoted as follows:

\[
\text{HSR}_i \triangleq \left( \text{HSR}(t_i)_{\text{real}}, \text{HSR}(t_{i+\text{step}})_{\text{real}} \right),
\]

(1)

where \( t_i \) is an arbitrary element of \( T_n = \{ t_1, t_2, \ldots, t_n \} \), the arithmetic sequence of discrete-time; \( n \in \mathbb{Z}^+ \), \( i \in \mathbb{Z}^+ \), \( \text{step} \in \mathbb{Z}^+ \), and \( i + \text{step} \leq n \). Note that \( \text{HSR}(t_i)_{\text{real}} \) represents real HSR data at time \( t_i \). Cycle 1, which predicts the future from the known present and predicts the present again from the predicted future, is defined as follows:

Cycle 1 \( \triangleq \text{HSR}(t_i)_{\text{real}} \xrightarrow{G_f} \text{HSR}(t_{i+\text{step}})_{\text{fake}} \xrightarrow{G_b} \text{HSR}(t_i)_{\text{cycled}}, \)

(2)

where subscripts \( \text{fake} \) and \( \text{cycled} \) represent data generated from \( \text{real} \) and data generated from \( \text{fake} \), respectively; \( G_f \) and \( G_b \) indicate \( \text{Generator}_{\text{forward}} \) and \( \text{Generator}_{\text{backward}} \) in Figure 1, respectively. Cycle 2, which predicts the present from the known future and predicts the future again from the predicted present, is defined as follows:

Cycle 2 \( \triangleq \text{HSR}(t_{i+\text{step}})_{\text{real}} \xrightarrow{G_b} \text{HSR}(t_i)_{\text{fake}} \xrightarrow{G_f} \text{HSR}(t_{i+\text{step}})_{\text{cycled}}, \)

(3)

where variables are identical to variables in Equation (2). In addition, \( \text{Discriminator}(t_{i+\text{step}}) \) and \( \text{Discriminator}(t_i) \) are denoted as \( D(t_{i+\text{step}}) \) and \( D(t_i) \), respectively. Therefore, \( \delta(t_{i+\text{step}})_{\text{real}}, \delta(t_{i+\text{step}})_{\text{fake}}, \delta(t_i)_{\text{real}}, \) and \( \delta(t_i)_{\text{fake}} \), the outputs of \( D(t_{i+\text{step}}) \) and \( D(t_i) \), are denoted as follows:

\[
\begin{align*}
\delta(t_{i+\text{step}})_{\text{real}} & \triangleq D(t_{i+\text{step}})(\text{HSR}(t_{i+\text{step}})_{\text{real}}), \\
\delta(t_{i+\text{step}})_{\text{fake}} & \triangleq D(t_{i+\text{step}})(\text{HSR}(t_{i+\text{step}})_{\text{fake}}), \\
\delta(t_i)_{\text{real}} & \triangleq D(t_i)(\text{HSR}(t_i)_{\text{real}}), \\
\delta(t_i)_{\text{fake}} & \triangleq D(t_i)(\text{HSR}(t_i)_{\text{fake}}).
\end{align*}
\]

(4)–(7)

And the L1 norms \( L_1(t_{i+\text{step}})_{\text{fake}}, L_1(t_{i+\text{step}})_{\text{cycled}}, L_1(t_i)_{\text{fake}}, \) and \( L_1(t_i)_{\text{cycled}} \) are denoted as follows:

\[
\begin{align*}
L_1(t_{i+\text{step}})_{\text{fake}} & \triangleq \| \text{HSR}(t_{i+\text{step}})_{\text{fake}} - \text{HSR}(t_{i+\text{step}})_{\text{real}} \|_1, \\
L_1(t_{i+\text{step}})_{\text{cycled}} & \triangleq \| \text{HSR}(t_{i+\text{step}})_{\text{cycled}} - \text{HSR}(t_{i+\text{step}})_{\text{real}} \|_1, \\
L_1(t_i)_{\text{fake}} & \triangleq \| \text{HSR}(t_i)_{\text{fake}} - \text{HSR}(t_i)_{\text{real}} \|_1, \\
L_1(t_i)_{\text{cycled}} & \triangleq \| \text{HSR}(t_i)_{\text{cycled}} - \text{HSR}(t_i)_{\text{real}} \|_1.
\end{align*}
\]

(8)–(11)

Note that Equations (4)–(7) are used in Section 3.1.1; Equations (8)–(11) are used in Section 3.1.2 and 3.1.3.
3.1. Optimization

Our proposed training model receives HSR, as input and distributes HSR\((t_i)_{real}\) and HSR\((t_{i+step})_{fake}\) to Cycle 1 and Cycle 2, respectively. With the complementary optimization of Cycle 1 and Cycle 2, the model obtains robust temporal causality. Our proposed objective functions can be formulated into three kinds of terms, i.e., adversarial loss, cycle-consistency loss, and pixel loss. The description of the three losses continues in Section 3.1.1, 3.1.2, and 3.1.3, respectively.

3.1.1 Adversarial Loss

We apply adversarial losses to match the distributions of HSR\((t_{i+step})_{real}\) and HSR\((t_{i+step})_{fake}\). (Adversarial Loss (forward) in Figure 1.) Likewise, we also apply adversarial losses to match the distribution of HSR\((t_i)_{real}\) and HSR\((t_i)_{fake}\). (Adversarial Loss (backward) in Figure 1.) In particular, we adopt the adversarial losses of LSGANs and extend them for two complementary cycles [36, 37]. In other words, our adversarial losses are as follows:

\[
L_{adv}(D(t_{i+step})) = \frac{1}{2} \mathbb{E}_{HSR(t_{i+step})_{real} \sim p(t_{i+step})} \left[ (\delta(t_{i+step})_{real} - 1)^2 \right] + \frac{1}{2} \mathbb{E}_{HSR(t_i)_{real} \sim p(t_i)} \left[ (\delta(t_i)_{fake} - 1)^2 \right],
\]

\[
L_{adv}(G_f) = \frac{1}{2} \mathbb{E}_{HSR(t_i)_{real} \sim p(t_i)} \left[ (\delta(t_i)_{fake} - 1)^2 \right],
\]

\[
L_{adv}(D(t_i)) = \frac{1}{2} \mathbb{E}_{HSR(t_{i+step})_{real} \sim p(t_{i+step})} \left[ (\delta(t_{i+step})_{real} - 1)^2 \right] + \frac{1}{2} \mathbb{E}_{HSR(t_{i+step})_{real} \sim p(t_{i+step})} \left[ (\delta(t_{i+step})_{fake} - 1)^2 \right],
\]

\[
L_{adv}(G_b) = \frac{1}{2} \mathbb{E}_{HSR(t_{i+step})_{real} \sim p(t_{i+step})} \left[ (\delta(t_{i+step})_{fake} - 1)^2 \right],
\]

where \(p(t_{i+step})\) and \(p(t_i)\) indicate to the distributions of HSR\((t_{i+step})_{real}\) and HSR\((t_i)_{real}\), respectively.

In our preliminary experiments, training using the adversarial losses of regular GANs was not successful. Also, training using WGAN-GP required more time. So the adversarial losses of LSGANs were finally chosen.

3.1.2 Cycle-Consistency Loss

We apply the cycle-consistency loss into the time-series domain to create temporal causality [58]. In other words, the cycle-consistency loss is used to satisfy the following conditions:

\[
HSR(t_{i+step})_{cycled} \approx HSR(t_{i+step})_{real},
\]

\[
HSR(t_i)_{cycled} \approx HSR(t_i)_{real}.
\]

Therefore, the cycle-consistency loss, represented in purple in Figure 1, is as follows:

\[
\mathcal{L}_{cyc}(G_f, G_b) = \mathbb{E}_{HSR(t_{i+step})_{real} \sim p(t_{i+step})} \left[ L1(t_{i+step})_{cycled} \right] + \mathbb{E}_{HSR(t_i)_{real} \sim p(t_i)} \left[ L1(t_i)_{cycled} \right].
\]

3.1.3 Pixel Loss

We apply pixel losses with adversarial losses to satisfy the following conditions:

\[
HSR(t_{i+step})_{real} \approx HSR(t_{i+step})_{fake},
\]

\[
HSR(t_i)_{real} \approx HSR(t_i)_{fake}.
\]

To satisfy Equations (19) and (20), the pixel loss (forward) \(\mathcal{L}_{pix}(G_f)\) and pixel loss (backward) \(\mathcal{L}_{pix}(G_b)\) are as follows:

\[
\mathcal{L}_{pix}(G_f) = \mathbb{E}_{HSR,\sim(p(t_i), p(t_{i+step}))} \left[ L1(t_{i+step})_{fake} \right],
\]

\[
\mathcal{L}_{pix}(G_b) = \mathbb{E}_{HSR,\sim(p(t_i), p(t_{i+step}))} \left[ L1(t_i)_{fake} \right].
\]

where \(p(t_i)\) and \(p(t_{i+step})\) indicate to the distributions of HSR\((t_i)_{real}\) and HSR\((t_{i+step})_{real}\), respectively. Also, in Figure 1, \(\mathcal{L}_{pix}(G_f)\) and \(\mathcal{L}_{pix}(G_b)\) are represented in blue and red, respectively.

In our preliminary experiments, using only adversarial losses and cycle-consistency loss did not capture the changes over time well. However, the identity loss, additionally adopted in the original CycleGAN to improve performance [58], could not be used in our experiments because it breaks temporal causality. For example, \(G_f\) should always be a mapping from the present to the future, but if the identity loss is added, it can also represent a mapping from the present to the present. Instead of the identity loss, we added pixel losses, inspired by Pix2Pix [22], to help \(G_f\) and \(G_b\) capture the temporal changes.
3.1.4 Total Objective Function

According to Equations (12)–(15), (18), (21), and (22), total objective functions are as follows:

\[
\min_{D(t_{i+\text{step}})}: \mathcal{L}(D(t_{i+\text{step}})) = \mathcal{L}_{\text{adv}}(D(t_{i+\text{step}})), \tag{23}
\]

\[
\min_{G_f}: \mathcal{L}(G_f) = \mathcal{L}_{\text{adv}}(G_f) + \lambda_{\text{cycle}} \mathcal{L}_{\text{cycle}}(G_f, G_b) + \lambda_{\text{pix}} \mathcal{L}_{\text{pix}}(G_f), \tag{24}
\]

\[
\min_{D(t_i)}: \mathcal{L}(D(t_i)) = \mathcal{L}_{\text{adv}}(D(t_i)), \tag{25}
\]

\[
\min_{G_b}: \mathcal{L}(G_b) = \mathcal{L}_{\text{adv}}(G_b) + \lambda_{\text{cycle}} \mathcal{L}_{\text{cycle}}(G_f, G_b) + \lambda_{\text{pix}} \mathcal{L}_{\text{pix}}(G_b), \tag{26}
\]

where \(\lambda_{\text{cycle}} \in \mathbb{R}^+\) and \(\lambda_{\text{pix}} \in \mathbb{R}^+\) control their relative importance. Our objective functions satisfy Equations (16), (17), (19), and (20); thus, our model achieves the following final goals:

\[
\text{HSR}(t_{i+\text{step}})_{\text{real}} \approx \text{HSR}(t_{i+\text{step}})_{\text{fake}} \approx \text{HSR}(t_{i+\text{step}})_{\text{cycled}}, \tag{27}
\]

\[
\text{HSR}(t_i)_{\text{real}} \approx \text{HSR}(t_i)_{\text{fake}} \approx \text{HSR}(t_i)_{\text{cycled}}. \tag{28}
\]

These goals guarantee the temporal causality of Cycle 1 and Cycle 2.

Since our experiments are focused on regional precipitation nowcasting with relatively little dynamic changes compared to wide-range precipitation nowcasting, even simple objective functions (23)–(26) make successful results. However, more precise objective functions will be needed to accommodate a huge scale of spatial changes in precipitation.

3.2. Network Architecture

Our generators \(G_f\) and \(G_b\) have the same network architectures. And our discriminators \(D(t_{i+\text{step}})\) and \(D(t_i)\) have the same network architectures. The network architectures of our discriminators and generators are shown in Figure 2.

3.2.1 Generator Architecture

The generator network has an encoder, 16 squeeze-and-excitation (SE)-residual blocks [19, 20], and a decoder. The encoder reduces the size of the input HSR and extracts 256 features. And our discriminators \(D\) have the same network architectures. The network architectures of our discriminators and generators are shown in Figure 2.

Figure 2. Network architectures of generators and discriminators. The generators consist of the encoder, squeeze-and-excitation (SE)-residual blocks [19, 20], and decoder. The discriminators use the architecture of PatchGANS [30]. Here, \(k\), \(n\), and \(s\) in the convolution layers and the transposed convolution layers are the kernel size, the number of feature maps, and the stride, respectively.
features. The SE-residual block is a core part of the generator network, a combination of the residual block and the SE-block. We add the dropout layers in the residual blocks for robustness. We use a small number of residual blocks, so we do not use the bottleneck block according to the design policy of the original ResNet. The decoder is paired with the encoder and restores the size of the reduced HSR data. The convolution layer just before the output is for fine resizing, and tanh is used for the final activation function.

In our preliminary experiments, U-Net architecture [46], which is widely used in the meteorological field, failed to learn as the data distributions became more diverse. We estimated that the failure of U-Net is due to the skip-connection techniques using the concatenation layers that copy and paste channels. Instead, we used the residual blocks which use elementwise sum operations for skip-connection techniques [19]. Also, the addition of the SE-blocks increased the quality of the generated HSR data [20].

3.2.2 Discriminator Architecture

The discriminator network uses the architecture of Patch-GANs [30]. In other words, our discriminator network classifies whether the output data patch is real or fake. Such the patch-unit discriminator is lighter than the full-data discriminator [22]. We use the $31 \times 31$ patch size to distinguish. However, the patch size can be flexibly changed according to the size of the input data.

4. Results

We first describe our precipitation dataset and training details. We then compare the proposed method with two precipitation nowcasting methods used in actual weather radar operational systems. Finally, we discuss the limitations of the proposed model.

4.1. Dataset

The radar reflectivity data, the source of our precipitation dataset, are collected from the weather radars installed throughout Korea. The collected reflectivity data are regenerated as composite HSR data with reflectivity-rainfall rate equation and the quality control process [41]. The spatial resolution of the composite HSR data is 1km, and the temporal resolution is 5 minutes. From a spatial point of view, we extract $240 \times 240$km in the central region of Korea including Seoul from the composite HSR data. From a temporal point of view, we extract the composite HSR data for six months from July to December 2021. The extracted HSR data form the pair as in Equation (1). The default of \textit{step}, the interval between paired data, is 2. In other words, the default time interval between paired data is 10 minutes.

4.2. Training Details

In the data preprocessing process, we remove the pair $HSR_i$, where $HSR(t_i)_{\text{real}} = \text{HSR}(t_{i+\text{step}})_{\text{real}}$. This is to focus on the extinction and development of radar echoes. Then, the refined dataset is normalized to $[-1, 1]$. In the generator and discriminator networks, we set the momentum for the moving average of batch normalization to 0.8 and the negative slope of Leaky ReLU to 0.2. We also set the drop rate of the dropout layer to 0.4. As the optimizer, we use the Adam with momentum parameters $\beta_1 = 0.5$ and $\beta_2 = 0.999$ [25]. The learning rate and batch size are set to 0.0002 and 16, respectively. In our objective functions (24) and (26), we set $\lambda_{\text{seg}} = 10$ and $\lambda_{\text{pix}} = 10$. We use the NVIDIA A100 Tensor Core GPU for training.

4.3. Evaluation

We compare our method against two baselines both qualitatively and quantitatively. The first baseline is MAPLE [54], a QPF model. The second baseline is ConvLSTM based on RNNs [48]. Both baselines are currently used in weather radar operational systems and are methods that have been sufficiently verified in the real world. We do not consider the latest nowcasting method without officially published source code and parameter values by the original author as a baseline for comparison. For qualitative evaluation, we use the CSI as a metric [47]. For quantitative evaluation, we use PSNR and SSIM as metrics [55]. CSI, PSNR, and SSIM are all better high.

As shown in Table 1, our proposed method scored the best in both PSNR and SSIM except for the first 10 minutes of prediction. The proposed method was also demonstrated to be superior to both baselines in the quantitative evaluation of predicted image quality.

4.4. Limitations

Since our proposed method does single-shot-to-single-shot prediction, it does iterative multi-step prediction in which it does one-step re-prediction in the predicted future. Therefore, one wrong prediction can lead to persistent prediction errors. The failure cases can be seen in Figure 4. Because precipitation nowcasting ultimately leads to weather forecasting, it is also sensitive to small radar echoes. It is an aspect that cannot be solved by qualitative or quantitative evaluation alone. A supervisor algorithm or a more sophisticated loss function will be required.
Figure 3. Qualitative comparisons of nowcasting using 3 different methods. The starting point \(T\) is 2022-09-23 01:00 (UTC). 

Table 1. Quantitative comparisons of nowcasting using MAPLE, ConvLSTM, and our proposed method.

| Method   | Metric | +10min | +20min | +30min | +40min | +50min | +60min | +70min | +80min | +90min | +100min | +120min |
|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|---------|
| Ours     | PSNR   | 25.875 | 25.558 | 24.689 | 24.641 | 24.532 | 24.462 | 24.428 | 24.192 | 24.181 | 24.125 | 24.109  |
|          | SSIM   | 0.895  | 0.898  | 0.887  | 0.885  | 0.872  | 0.870  | 0.859  | 0.849  | 0.844  | 0.843   | 0.842   |
| MAPLE    | PSNR   | 26.395 | 25.050 | 24.037 | 23.517 | 23.288 | 23.351 | 23.428 | 23.057 | 23.091 | 23.981 | 23.467  |
|          | SSIM   | 0.915  | 0.897  | 0.878  | 0.864  | 0.854  | 0.847  | 0.841  | 0.837  | 0.833  | 0.830   | 0.834   |
| ConvLSTM | PSNR   | 22.985 | 22.599 | 21.132 | 20.825 | 20.463 | 20.098 | 20.299 | 20.542 | 19.997 | 20.223 | 20.496  |
|          | SSIM   | 0.861  | 0.858  | 0.853  | 0.850  | 0.845  | 0.843  | 0.842  | 0.841  | 0.833  | 0.829   | 0.829   |

5. Conclusion

We proposed a precipitation nowcasting method by extending the CycleGAN into the time domain. We gave up the identity loss of the existing CycleGAN and added a pixel loss for temporal causality. Two generators and two discriminators were trained in the complementary cycles. One of the generators learned temporal mapping toward the future and the other learned temporal mapping toward the past. We also proposed network architectures using SE-residual blocks for robust nowcasting. For both qualitative and quantitative evaluation, our proposed method outperformed the representative actual precipitation nowcasting methods.
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Figure 4. Limitations of our proposed method. The starting point \( T \) is 2022-08-07 15:00 (UTC). Other representations are the same as in Figure 3. The purple boxes show the mispredicted radar echoes. The misprediction at \( T + 40 \text{ min} \) causes persistent prediction errors.
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Overview

This supplementary material is structured as follows.

• Appendix A briefly describes the creation process of hybrid surface rainfall (HSR) data used in our experiments.
• Appendix B provides additional experimental results in the Jeju Island area.
• Appendix C provides an ablation study about the architecture of generators.

A. Creation Process of Hybrid Surface Rainfall (HSR)

As shown in Figure 1, the hybrid surface rainfall (HSR) data select the reflectivity of the beam that is closest to the ground at each horizontal distance from weather radar and is less affected by non-meteorological echoes and beam blockages [41,42]. Here, the non-meteorological echoes include bird echoes, ground echoes, chaff echoes, etc., which are the major obstacles to precipitation estimation. The collected reflectivity data are converted into HSR data via the reflectivity-rainfall equation considering regional characteristics. HSR data are currently being used for weather forecasts in Korea.

B. Additional Results: A Case in Jeju Island

Figure 2 shows the results of precipitation nowcasting in Jeju Island during the lead time of two hours from 2022-09-11 17:30 (UTC). Ours represents our proposed method. MAPLE represents the McGill algorithm for precipitation nowcasting by lagrangian extrapolation [54]. And ConvLSTM represents the convolutional long short-term memory [48]. Our proposed method provides more accurate prediction results than MAPLE and ConvLSTM.
Figure 2. Comparisons of precipitation nowcasting in the Jeju Island area using 3 different methods. The starting point $T$ is 2022-09-11 17:30 (UTC).

As shown in Table 1, we use the critical success index (CSI) as a qualitative metric and the peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) as quantitative metrics [47, 55]. In particular, CSI at thresholds 0.5mm/h and 2.0mm/h are represented as CSI$_{0.5}$ and CSI$_{2.0}$, respectively. Overall, all evaluation scores have a decreasing trend with time, and our proposed method achieves the best score in the most time slots.

In a case study in Jeju Island, the spatial and temporal resolutions of the HSR dataset used for training are 1km and 10 minutes, respectively. From a spatial point of view, the training dataset covers 240km $\times$ 240km centered on Jeju Island. From a temporal point of view, the training dataset covers six months from July to December 2021.
C. Ablation Study

We remove all squeeze-and-excitation (SE)-blocks from the architecture of generators [20], with no changes in other experimental conditions. We then check the influence of SE-blocks via comparison with before removal.

![Precipitation](image)

Figure 3. Qualitative comparisons with and without squeeze-and-excitation (SE)-blocks. The subscripts of CSI represent thresholds.

| Metric | with SE-blocks | without SE-blocks |
|--------|---------------|-------------------|
| PSNR   | 30.881        | 28.804            |
| SSIM   | 0.893         | 0.880             |

Table 2. Quantitative comparisons with and without SE-blocks.

As shown in Figure 3, higher-quality predicted HSR data could be generated in the presence of SE-blocks. In particular, the red boxes show that SE-blocks are more advantageous in capturing detailed echoes. The CSI scores are also better with the SE-blocks than without them.

Table 2 shows the average PSNR and SSIM scores for the two months of August to September 2022 of predicted HSR at a lead time of 10 minutes. We find that the use of SE-blocks is advantageous in both quantitative metrics. Therefore, it is appropriate to adopt the SE-blocks as parts of the generator architectures for our precipitation nowcasting.