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Abstract

In this paper, we propose a self-supervised learning method for multi-object pose estimation. 3D object understanding from 2D image is a challenging task that infers additional dimension from reduced-dimensional information. In particular, the estimation of the 3D localization or orientation of an object requires precise reasoning, unlike other simple clustering tasks such as object classification. Therefore, the scale of the training dataset becomes more crucial. However, it is challenging to obtain large amount of 3D dataset since achieving 3D annotation is expensive and time-consuming. If the scale of the training dataset can be increased by involving the image sequence obtained from simple navigation, it is possible to overcome the scale limitation of the dataset and to have efficient adaptation to the new environment. However, when the self annotation is conducted on single image by the network itself, training performance of the network is bounded to the self performance. Therefore, we propose a strategy to exploit multiple observations of the object in the image sequence in order to surpass the self-performance: first, the landmarks for the global object map are estimated through network prediction and data association, and the corrected annotation for a single frame is obtained. Then, network fine-tuning is conducted including the dataset obtained by self-annotation, thereby exceeding the performance boundary of the network itself. The proposed method was evaluated on the KITTI driving scene dataset, and we demonstrate the performance improvement in the pose estimation of multi-object in 3D space.

1. Introduction

In the field of computer vision, understanding 3D objects is important for autonomous driving which is necessary for delivery drones, indoor robots and self-driving vehicles. Recently, a plethora of real-time visual perception techniques have been proposed \[30, 29, 5, 22, 23\] for semantic scene understanding or object-oriented simultaneous localization and mapping (SLAM) \[32, 48\]. In addition, beyond the simple object classification task, a number of techniques for extracting disentangled features have also been proposed to perform various tasks such as localization, orientation, or 3D shape reconstruction of objects \[5, 13, 35, 43\]. Unlike object classification, these techniques require accurate real-value inference, hence require sophisticated non-linear regression beyond simple clustering. In addition, the performance of the visual perception should not be highly dependent on the environment for the adaptive applications. To handle these issues, a complex network structure is required for elaborate regression using large amount of dataset \[33, 17\]. In addition, in order to prevent overfitting and obtain robust regression results, a vast amount of training data suitable for network complexity is also required.

Regression tasks in object understanding such as pose estimation require more datasets, because the output values can be any real values unlike objectness inference or classification. However, annotating on the dataset is a extremely expensive and time-consuming task that should be intervened by humans or human-level algorithms \[23, 40, 8\].
addition, labeling 3D poses or shapes of objects or structures from single view data such as RGB or RGB-D is even more challenging. Even if a large amount of data is collected and labeled successfully, the need for training datasets for various environments persists, as the scope of the needs of autonomous vehicles or mobile drones are currently expanding globally. In addition, if home drones are commercially available, it is almost impossible to collect all training data in numerous indoor and outdoor environments for every home. In order to overcome these limitations, we can exploit the video data in the form of a sequential dataset obtained while simple navigation or driving. For the image sequence acquired while driving, domain alignment can be performed preferentially before any labeling task. However, since this domain alignment is simply an alignment for a feature map at the network level, conditional alignment for a specific task is challenging.

For the estimation of specific tasks such as disentangled feature estimation of an object, self-supervised learning should necessarily be performed. In particular, for the unlabeled dataset we can perform rough labeling on the dataset using self annotation. However, if the network is exploited for the self annotation which will be used for its training again, the performance is bound to the network itself and scale of the original dataset used to train the at the beginning. In other words, the obtained labeling result is bounded to the self-performance of the network, and even if training is performed using such labels, the performance cannot be significantly improved. To handle this limitation, it is possible to exploit multiple detection of objects existing in the video. Since the detection score depends on the position on the image or the distance from the camera, even the object is not properly observed in one frame, the observed value can be corrected through re-observation in a subsequent frame. In order to combine these multiple detection, the data association technique used in SLAM and the pose optimization of the landmark can be applied [4][43][41]. Once the global landmark map is obtained for the sequence, robust annotations are obtained by projecting landmarks existing in the map for each image frame. By further learning the network using this new dataset, the weak point of prediction for a single image of the network is compensated, and at the same time, robust inference results for new environment are obtained.

In this paper, self-supervised learning based on self annotation is applied to 3D object understanding of monocular image. The network infers depth and 3D orientation for object localization. We assume that the scale of the dataset with annotations is fixed, and the observed image sequence has no annotations and only camera poses at the time of observation are given. Through the proposed method, the network performs self annotation to acquire the dataset and conduct self-learning, but its performance is not self-bounded and shows more improved results. We verify the proposed technique for the KITTI dataset [13] for the driving environment. As a dataset including annotations, the KITTI object 3D detection dataset is used. As a non-annotated dataset, the KITTI odometry dataset, which is an image sequence, is used. When self-supervised learning is performed using the proposed technique, performance improvement is confirmed in the pose estimation of the object, especially orientation estimation.

2. Related Works

Due to the nature of deep learning based on statistics, the scale of training data has a great influence on the performance of the network. Therefore, in order to obtain robust estimation in various environments, a large-scale training dataset is needed for fully utilizing the network capacity without overfitting. With various 3D sensors such as LiDAR and RGB-D camera and inexpensive 2D cameras, data collection becomes fast and efficient. However, obtaining high-quality labeling still takes a lot of time and effort. In particular, the annotation for real-value features of object understanding such as localization or pose estimation requires human-level intervention. We introduce the related works to overcome the limitation as follows.

2.1. Domain Alignment

With the advent of the neural network, deep features can be easily obtained in the unsupervised manner such as Autoencoder. In addition, encoders that can extract those deep features can effectively be trained through SGD can be freely fine-tuned with any constraint. Therefore, a number of studies have been proposed to reliably cope with the unlabeled dataset by performing domain alignment at the feature level [31][16][26][12][12]. Through these methods, it is achievable to perform more robust category classification or clustering for other domains, or to further improve the performance of determining objectness for multi-object scenes. However, since these approaches eventually aligns the feature map without manual annotation, it cannot be guaranteed to be conditional aligned to a specific task [34][15]. In other words, an inevitable error appears in elaborate real value inference such as the pose of an, due to the limitation of the unconditioned unsupervised learning.

2.2. Self-supervised Learning for Object Detection

The most effective in practical network learning is to directly learning the likelihood with the assigned labels for specific tasks. Therefore, in order to overcome the limitations of the data scale, various self-supervised learning techniques have been proposed. In particular, techniques for multi-object detection in 2D images have been proposed [1][21][24][19][2]. However, these techniques have limitations in applying to the 3d pose of an object, considering
only projected features, such as a bounding box on a 2D image. A number of studies have been proposed that apply self-supervised learning to 3D object detection using spatial sensor information such as RGB-D images [9, 47]. These techniques properly utilize 3D information to efficiently perform 3D detection even for an unknown scene. However, it is difficult to apply to challenging situations that are dimension-reduced when only 2D images are used. In addition, all of the above techniques lack of the consideration for the situation of using a sequence dataset that can be easily obtained while navigation.

2.3. Data Association and Pose Optimization

In the sequence dataset, it is the huge advantage that the same object is detected repeatedly in multiple frames. Therefore, even if there are erroneous observations for an object, the observation results can be compensated by associating multiple observations. However, when the camera moves, the position and scale of the object on the 2D image plane both varies. Therefore, data association that can classify it as the same object must be performed. Landmarks existing on 3D space are acquired by data association. The corrected pose for this landmark are obtained by classifying the outlier for the observation result and obtaining the average pose. This series of processes is essentially used in most SLAM techniques using sequence input [32, 28, 4, 43, 48, 44, 10, 41, 42]. Therefore, in this paper, a global landmark map is obtained by applying the data association technique used in the various SLAM methods. After that, by projecting the landmarks in reverse to each image, a robust annotation result using the landmark with the corrected pose is obtained. The network corrects detection failure by using the best detection results, and can go beyond the boundary of self-performance. In the proposed technique, camera pose estimation is not performed, and it is assumed that a camera pose is given for a sequence. The technique most similar to the proposed technique is [48]. While performing SLAM using RGB-D, if the moment when tracking fails occurs, labeling is performed using previous observation information. The 2D object detection network is reinforced using the acquired labeling. However, this technique is limited to 2D detection, and 3D localization and pose estimation of the object are not considered.

3. Approach

In terms of inferring additional dimensional information such as estimating 3D perception from a monocular image, requires a lot of training data. However, 3D annotation for 2D image dataset needs too much effort and also time-consuming. It also requires direct human-level intervention. For this case, self annotation can be performed using the trained network with the limited training dataset. With self-annotation approach, a new training dataset can be additionally created for a new image dataset from a new environment. However, it is still challenging to obtain high-quality annotations because the network with limited performance bounded to the original dataset is exploited. Furthermore, in the case of multi-object understanding, a false positive or
true negative for objectness estimation becomes a problem. For example, suppose that depth and orientation of multi-object are estimated from a single image. Then, the following limitations exist; first, localization may fail due to incorrect depth estimation. Next, pose estimation failure can be occurred due to the incorrect viewpoint prediction. To eliminate outliers like these two cases, the confidence threshold for the objectness can be set as high value. However, this simple strategy can reduce the recall of detecting and it is going to be hard to achieve the robust annotation.

Even if the self annotation is performed successfully on a single image, the obtained labels are bounded by the self performance of the network. For example, let \( \{ \mathcal{X}_s, \mathcal{L}_s \} \) be the training dataset. In our case, \( \mathcal{X}_s \) and \( \mathcal{L}_s \) are the image set and the label set, respectively. Also, let \( \mathcal{X}_t \) be the dataset without any annotations. Then the annotation set \( \mathcal{L}_t \) according to \( \mathcal{X}_t \) can be estimated as the following:

\[
\mathcal{L}_t^* = \arg\max_{\mathcal{L}} p_\theta (\mathcal{L} | \mathcal{X}_t; \mathcal{X}_s, \mathcal{L}_s), \tag{1}
\]

where \( \theta \) is the network parameter. By using \( \mathcal{L}_t^* \) as the self-annotation set, we can perform estimations for the arbitrary dataset \( \mathcal{X} \) as:

\[
\mathcal{L}^* = \arg\max_{\mathcal{L}} p_\theta (\mathcal{L} | \mathcal{X}; \mathcal{X}_s, \mathcal{L}_s, \mathcal{L}_t^*) \tag{2}
\]

Here, \( \mathcal{L}_t^* \) is obtained by \( \mathcal{L}_t \) so that it is dependent to \( \mathcal{X}_s, \mathcal{L}_s \) and \( \theta \). Therefore we can rewrite \( \mathcal{L}_t \) as the following:

\[
\mathcal{L}^* = \arg\max_{\mathcal{L}} p_\theta (\mathcal{L} | \mathcal{X}; \mathcal{X}_s, \mathcal{L}_s) \tag{3}
\]

Consequently, \( \mathcal{L}_t^* \) has no difference compared to \( \mathcal{L}_t \) and the result \( \mathcal{L}^* \) is bounded to the original dataset \( \{ \mathcal{X}_s, \mathcal{L}_s \} \) under \( \theta \). As a specific example, assume that the network is trained to estimate depth \( z \) of the object from single 2D image. Then the euclidian loss function of \( z \) can be defined as:

\[
e = \| z_{\text{label}} - z_{\text{pred}} \|^2 \tag{4}
\]

Here, suppose \( z_{\text{label}} \) is obtained by self annotation using \( \mathcal{L}_t \). Then \( z_{\text{label}} \) is eventually equivalent to a prediction result \( z_{\text{pred}} \) from the trained network, therefore the error \( e \) becomes constant and the network is not going to be updated. In other words, even though self annotation is performed, a dataset bounded by the existing training dataset is obtained.

To overcome this problem, an image sequence in the form of the video can be exploited. Suppose that the camera pose for each image is given. Then multiple observations of each object can be obtained from the sequence. Therefore, even the observations are obtained from single network, observations can be corrected by taking average of the multiple observations. By projecting this average pose observations to each image plane, we can obtain smoothed annotations for the entire sequences. In this way, it is possible to reliably correct poor detection results for objects that are not constantly observed in image sequence. Also, by obtaining a new training dataset including the corrected annotation for a new dataset, the network can learn about a new environment and achieve high performance. In order to verify the proposed method, we set depth and orientation estimation as main task, which is essential for object pose estimation in monocular image. We display the examples of limitations of the single-image detection and their successful corrections in Fig. \( \mathcal{L} \).

### 3.1. Network Prediction for Single Image

By using the network trained until fully converged on the original training dataset, we obtain the prediction results on the sequence dataset for self annotation. In this case the recall changes drastically according to the confidence threshold of the objectness. Since the proposed technique should not be bound by self performance, we set the threshold high enough so that the precision is very high even if the recall is small. In the case of single shot prediction, due to this setting a lot of multi-object can be missing. For example, an occluded object or an object that is too far away from the camera will not be detected with low confidence threshold. However, even an object that has not been detected in the current frame can be detected in a subsequent frame as the image sequence is exploited. Therefore, in the aspect of the entire frame, precise detection can be obtained while maintaining high recall; once the global landmark map is given, more sophisticated annotations can be obtained with this approach.

### 3.2. Data Association

In order to track the multiple observations of multi-object for an image sequence, data association is essential. For the data association, several object detection features can be exploited: first, since we use the multi-object detector in a 2D image plane, 2D bounding boxes can be compared by calculating 2D intersection over union (IoU) [38].

For 2D bounding box, 3D bounding box estimated from the object’s pose can be projected to the 2D image plane as the following:

\[
\begin{bmatrix}
    x_{2D} \\
    y_{2D} \\
    z_{2D}
\end{bmatrix}
= P \cdot \begin{bmatrix}
    x_{3D} \\
    y_{3D} \\
    z_{3D} \\
    1
\end{bmatrix},
\tag{5}
\]

where \( (x_{3D}, y_{3D}, z_{3D}) \) is the 3D coordinate of the 3D point, \( (x_{2D}, y_{2D}) \) is the 2D pixel coordinate according to the 3D point and \( P \) is the projection matrix. Then, after calculating the 2D bounding box for each image of the sequence, the association of the object can be determined by calculating the
Figure 3. The overview of the global landmark map estimation. First, the network estimates the depth and orientation of multi-object from single image. In this stage the prediction results have detection noise. By performing data association and pose estimation for entire image sequence, we can remove outliers and reduce the noise of the predictions. The global map involves static landmarks with smoothed pose by considering objectness or pose uncertainty.

IoU of the 2D bounding box between the two images. However, when the rotation angle of the camera trajectory is too large or the speed of the camera movement is too fast, it is not enough to solely consider the 2D IoU for data association. To overcome this aspect, visual features can be additionally used. By performing feature matching using SIFT or SURF, we can perform object tracking when a feature matching rate is above a specific threshold \cite{41, 42}. However, data association may fail if features are not created enough. For example, when the object is too small in image plane or the object is far away from the camera, or the edge is insufficient, these situation occurs textureless observations. In addition, when an object is occluded by other objects or obstacles, it is challenging to perform accurate matching as some parts of other objects exist in the 2D bounding box. Also, these two approaches are not suitable when there is a gap between the first observed frame and the later observed frame. Therefore, to compensate for this limits, we can compare the locations of objects in the global 3D space. However, in this case, since localization depends entirely on the detector network itself, it may lead to incorrect data association results depending on the estimation error. Therefore, in the proposed method, we perform data association by using all three methods.

### 3.3. Global Map Building

We can obtain global landmark map using multiple observations for static objects. Each observation represents a pose relative to the camera pose at the observed time point. Therefore, when the camera pose at the time of observation is given, the object pose can be converted into a global pose as follows:

$$X_0 = C_0^k \cdot X_k,$$

where $X_k$ is the object pose related to the camera pose at $k$th frame. $X_0$ and $C_0^k$ are poses of the object and camera in global coordinate, respectively. Since the detector also estimates the detection score for the observation of the object, each multiple observation involves a detection score. Therefore, we can weight more accurate observations and discard uncertain results by taking a weighted average using this score. Then, the average of the object’s depth and orientation can be obtained as follows:

$$z_{avr} = \frac{\sum w_i \cdot z_i}{\sum w_i},$$

$$M = \frac{\sum w_i \cdot R_i}{\sum w_i} = U^* \cdot D^* \cdot V^t,$$

$$R_{avr} = U^* \cdot V^t,$$

where $R$ is the rotation matrix of the object orientation. Here, we assume that the orientation of the object only has a yaw rotation. Different to the object, since the camera pose have 3 degree of freedom (roll, pitch and yaw), after computing object’s pose by (6) we can recompute the yaw angle of the object by the following:

$$r_y = \arctan2\left(-R_{31}, (R_{11}^2 + R_{21}^2)^{\frac{1}{2}}\right)$$

Using (7), (8) and (9), we can get the optimized poses for landmarks in the global 3d space. An example of the obtained global object map is shown in Fig. 3.

### 3.4. 2D Projection

Object annotation can be obtained for each image of sequence by using the global landmark map. Given a camera pose in an arbitrary $k$th frame, the local pose of the object can be obtained as:

$$X_k = (C_0^k)^{-1} \cdot X_0$$

Using the object’s local pose and dimensions of 3D bounding box, we can get 8 corner points of 3D bounding box.
Then, the center and 8 points of the object can be projected onto the 2D image plane using (5). Here, if the depth of the object is less than 0, that is, if the object exists behind the 2D image plane, it cannot be observed in the current image, therefore it is excluded from the current frame.

With this global map projection, all objects detected before and after the current frame can also be annotated. In practice, detection often fails or inference fails even if the same object exists in a continuous image sequence. In this case, by using the global landmark map projection, a certain object annotation for each frame is possible. In other words, even if the object is not detected by the network in a certain frame, annotation of the object can be achieved in that frame. In order to discard objects observed in frames that are too future from the current frame, the frame threshold is also applied in actual implementation.

3.5. Data Uncertainty

When creating a new dataset by self labeling using a global landmark map, the score (or detection confidence) can be used as weights as in (7) and (8): the impact of uncertain detection results can be reduced, and the impact of certain results can be increased. However, in this case, since confidence of objectness is reflected, it is hard to reflect uncertainty in pose estimation. Meanwhile, by inferring the uncertainty and pose together, we can use this uncertainty as a weight instead of the score of objectness. In the case of inferring object’s depth \( z \), loss \( \epsilon \) including the uncertainty \( \sigma \) can be expressed as the following [20]:

\[
\epsilon = \frac{1}{2\sigma^2} \| z_{\text{label}} - z_{\text{pred}} \|^2 + \frac{1}{2} \log \sigma^2 \tag{11}
\]

By using \( \sigma \) obtained using (11) instead of (4) as a weight, we can perform pose optimization by considering the confidence for pose estimation, not the confidence of objectness.

4. Experiments

4.1. Network

To verify the robustness of the proposed method and represent the upper bound of self annotation, we use a network capable of real-time performance based on the YOLOv2 [29] structure as a baseline [45]. Unlike the original network structure, predictors are set to 12 per grid. In all experiments, self annotation is performed on the image sequence after the network training converges on the original training dataset. The obtained sequence dataset is then used for fine-tuning the network. We also perform additional experiments to check the upper bound of self-supervised learning based on the proposed self annotation. However, in this case, it is necessary to have the ground truth of the object detection annotation for the sequence dataset. To replace this, the same self-annotation process is performed using the 3D detection network [5] with better detection performance but a lower real-time performance than the baseline network (DenseNet-121 [17] vs Darknet19 [29] as backbone). The obtained annotations are treated as ground truth annotations, and the upper bound of the proposed method is evaluated by training the baseline network on this annotations.

4.2. Dataset and Training

In this paper, we set multi-object understanding in 2D image as the main task. As a dataset with ground truth annotation, KITTI object 3D detection [13] dataset is used. The main purpose of the network is to infer the depth (z-axis distance) and the orientation of an object. The orientation is defined as the orientation on the image in order to reduce the burden on the network [5,13]. In addition, we assume that the object exists on the ground plane and only yaw angle (y-axis) rotation exists. We conduct all experiments on two common data splits including vall [5] and val2 [39].

We use Car as the object category. The KITTI odometry dataset [13] is used as a sequential dataset for self annotation. In this dataset, there is no annotation on object detection, and only the camera pose and projection matrix for each frame are given. Among a total of 11 sequences, sequences in which a large number of dynamic objects exist are excluded, such as highway scenes. In addition, sections in which too many overlapping objects exist, such as vehicles continuously parked within a sequence, or scenes in which dynamic objects appear are also excluded.

The size of the input image of the network is fixed to \( 1216 \times 486 \). During network training, common data augmentation such as Gaussian noise, hue sat or RGB conversion is not applied to the image. The vertical flipping is only adopted for the augmentation. For the solver for gradient update we use Adam with the learning rate 1e-4 and batch size 8 in all cases. After converting the sequence dataset to the new training dataset with self annotation, training is conducted in the same way for the original dataset.

4.3. Evaluation

To verify the effect of the dataset scale, we evaluate the proposed method for the object’s depth and orientation. By using the anchor distance, the baseline network is suitable for depth estimation [45]. In addition, we tend to achieve more precise depth estimation by increasing the number of predictors (anchor distance) to 12. We verify how effective the increase of the dataset scale by self annotation even in this setting. Compared to the depth, anchor for orientation are not considered. Therefore, each predictor still has to infer the rotation of all ranges with the increased number of training datapoints for each predictor. We also verify the effectiveness of self-supervised learning in this challenging situation in contrast to the depth estimation.
### Table 1. Comparison of the depth estimation for KITTI dataset (split1/split2)

| Method          | # of predictors | $\sigma < 1.25$ (higher is better) | Abs Rel | Sqr Rel (lower is better) | RMSE | RMSE$_{log}$ |
|-----------------|-----------------|------------------------------------|---------|---------------------------|------|---------------|
| SVR[14]         | -               | 0.345                              | 1.494   | 47.748                    | 18.970 | 1.494         |
| IPM[37]         | -               | 0.701                              | 0.497   | 35.924                    | 15.415 | 0.451         |
| Zhu et al.[49]  | -               | 0.848                              | 0.161   | 0.619                     | 3.580  | 0.228         |
| Zhang et al.[46]| -               | 0.992                              | 0.049   | -                         | 1.931  | -             |
| DORN [11]       | -               | 0.883                              | 0.190   | 1.153                     | 4.802  | 0.287         |
| Yu et al. [45]  | 9               | 0.970                              | 0.079   | 0.165                     | 1.719  | 0.127         |
| baseline        | 12              | 0.9962 / 0.9937                    | 0.0419 / 0.0472 | 0.0593 / 0.0662 | 1.2965 / 1.2602 | 0.0554 / 0.0633 |
| proposed        |                 | 0.9957 / 0.9936                    | 0.0408 / 0.0450 | 0.0584 / 0.0609 | 1.3009 / 1.2256 | 0.0549 / 0.0610 |
| upper bound     |                 | 0.9954 / 0.9941                    | 0.0399 / 0.0424 | 0.0552 / 0.0564 | 1.2445 / 1.1899 | 0.0550 / 0.0586 |

Table 2. Comparison of the Viewpoint Estimations on KITTI dataset (split1/split2)

| Method        | $\text{Acc}_{\pi}^z$ (%) (higher is better) | $\text{Acc}_{\pi}^6$ (%) (higher is better) | MedErr (degree) (lower is better) |
|---------------|---------------------------------------------|---------------------------------------------|----------------------------------|
| baseline      | 0.768 / 0.716                               | 0.716 / 0.649                               | 10.737 / 12.994                  |
| proposed      | 0.779 / 0.721                               | 0.729 / 0.671                               | 8.270 / 8.532                    |
| upper bound   | 0.796 / 0.721                               | 0.743 / 0.677                               | 8.354 / 9.462                    |

### 4.3.1 Distance

We represent the depth estimation results in Table. 1. Since the network used as the baseline has 12 predictors, each predictor is trained on a small amount of datapoints compared to the traditional approaches. Also, each predictor must infer the rotation of all ranges without any anchor angle or any prior information. In this situation, the generated training dataset obtained by the proposed method is of great help. Indeed, compared to the baseline, MedErr in particular shows improvements in performance.

Table. 3 shows the estimation results according to the depth interval. In the range $0 \sim 40m$, we figure out the evident performance improvement. However, we also found that objects in 40 or more have similar performance or have poor performance compared to the baseline. This is because when performing self annotation by projecting an image from a global landmark map, an object observed in a future frame too far from the current frame was not used for labeling. As a result, several objects at quit far distance (or frame) from the current camera pose were not included in the dataset. If occlusion can be considered by considering other features such as segmentation, it is possible to determine whether a distant object exists in the current frame and include them in the training dataset.

### 4.3.2 Rotation

We represent the evaluation results of the orientation in Table. 2. Since the network used as the baseline has 12 predictors, each predictor is trained on a small amount of datapoints compared to the traditional approaches. Also, each predictor must infer the rotation of all ranges without any anchor angle or any prior information. In this situation, the generated training dataset obtained by the proposed method is of great help. Indeed, compared to the baseline, MedErr in particular shows improvements in performance.

We display the viewpoint evaluation results according to the depth interval in Table. 3. As objects far away from the camera are projected as a small size on the 2D image plane, in this case viewpoint estimation is also challenging. Therefore, for the baseline using only the limited training dataset, the accuracy of the orientation estimation decreases significantly as the object depth increases. However, the inference results for a distant object show robust performance as the proposed method compensates for the boundary limitations of the original dataset. Meanwhile, multiple observations can be merged in consideration of the uncertainty of the object’s pose estimation. We apply the uncertainty estimation for particularly challenging viewpoint estimation. Using the uncertainty obtained from (11) as a weight, an optimization result considering the pose uncertainty is obtained by (8).

In Table. 4, we show the estimation results using uncertainty evaluated on KITTI split2. In all intervals except $50 \sim$, the proposed method shows better performance, and MedErr also shows less estimation error.
| (unit: meter) | Abs Rel | Sqr Rel | RMSE | RMSE_{log} |
|--------------|---------|---------|------|------------|
| 0~10         | baseline | 0.0582 / 0.0743 | 0.0439 / 0.0699 | 0.5523 / 0.6946 | 0.0799 / 0.0971 |
|              | proposed  | 0.0582 / 0.0758 | 0.0411 / 0.0686 | 0.5447 / 0.6753 | 0.0783 / 0.0988 |
| 10~20        | baseline | 0.0498 / 0.0572 | 0.0625 / 0.0779 | 0.9752 / 1.0775 | 0.0668 / 0.0752 |
|              | proposed  | 0.0470 / 0.0521 | 0.0597 / 0.0652 | 0.9564 / 0.9855 | 0.0665 / 0.0691 |
| 20~30        | baseline | 0.0424 / 0.0439 | 0.0628 / 0.0678 | 1.2310 / 1.2781 | 0.0517 / 0.0539 |
|              | proposed  | 0.0412 / 0.0409 | 0.0633 / 0.0623 | 1.2446 / 1.2298 | 0.0516 / 0.0513 |
| 30~40        | baseline | 0.0339 / 0.0326 | 0.0554 / 0.0501 | 1.3733 / 1.3100 | 0.0407 / 0.0386 |
|              | proposed  | 0.0330 / 0.0316 | 0.0535 / 0.0486 | 1.3519 / 1.2889 | 0.0359 / 0.0337 |
| 40~50        | baseline | 0.0305 / 0.0281 | 0.0552 / 0.0482 | 1.5573 / 1.4512 | 0.0356 / 0.0334 |
|              | proposed  | 0.0306 / 0.0284 | 0.0562 / 0.0492 | 1.5721 / 1.4657 | 0.0359 / 0.0337 |
| 50~          | baseline | 0.0298 / 0.0299 | 0.0719 / 0.0705 | 2.0864 / 2.0492 | 0.0350 / 0.0349 |
|              | proposed  | 0.0302 / 0.0300 | 0.0749 / 0.0721 | 2.1307 / 2.0723 | 0.0358 / 0.0354 |

Table 3. Comparison of the Interval Depth Estimations on KITTI dataset (split1/split2)

| (unit: meter) | $\text{Acc}_z$ | $\text{Acc}_{\pi}$ | $\text{MedErr}$ |
|--------------|-----------------|-----------------|-----------------|
| 0~10         | baseline        | 0.9255 / 0.8554 | 0.8989 / 0.7798 | 4.5797 / 6.1599 |
|              | proposed (w/o uncertainty) | 0.8906 / 0.8088 | 0.8592 / 0.7782 | 4.3056 / 4.3910 |
|              | proposed (w/ uncertainty)  | – / 0.8183     | – / 0.7902     | – / 4.3695     |
| 10~20        | baseline        | 0.8464 / 0.7555 | 0.8094 / 0.6869 | 7.6984 / 10.6778 |
|              | proposed (w/o uncertainty) | 0.8062 / 0.6878 | 0.7651 / 0.6367 | 6.4741 / 8.0451 |
|              | proposed (w/ uncertainty)  | – / 0.6737     | – / 0.6340     | – / 7.7723     |
| 20~30        | baseline        | 0.7883 / 0.7007 | 0.7204 / 0.6291 | 12.9076 / 13.6581 |
|              | proposed (w/o uncertainty) | 0.7924 / 0.7205 | 0.7358 / 0.6719 | 7.8522 / 8.3518 |
|              | proposed (w/ uncertainty)  | – / 0.7137     | – / 0.6685     | – / 7.6802     |
| 30~40        | baseline        | 0.7490 / 0.6800 | 0.6733 / 0.6141 | 13.3858 / 15.6678 |
|              | proposed (w/o uncertainty) | 0.8008 / 0.7564 | 0.7562 / 0.7109 | 9.0621 / 8.2972 |
|              | proposed (w/ uncertainty)  | – / 0.7626     | – / 0.7195     | – / 7.8145     |
| 40~50        | baseline        | 0.7004 / 0.6424 | 0.6526 / 0.5817 | 12.7294 / 18.4677 |
|              | proposed (w/o uncertainty) | 0.7913 / 0.7191 | 0.7379 / 0.6654 | 9.3358 / 13.4758 |
|              | proposed (w/ uncertainty)  | – / 0.7201     | – / 0.6687     | – / 12.7727    |
| 50~          | baseline        | 0.4482 / 0.5417 | 0.3956 / 0.4983 | 59.0119 / 30.3138 |
|              | proposed (w/o uncertainty) | 0.4908 / 0.6096 | 0.4023 / 0.5284 | 46.2874 / 27.6205 |
|              | proposed (w/ uncertainty)  | – / 0.5965     | – / 0.5122     | – / 28.3952    |

Table 4. Comparison of the Interval Viewpoint Estimations on KITTI dataset (split1/split2)

5. Conclusion

In this paper, we propose a self-supervised learning method for 3D object understanding from 2D images. In order to robustly perform 3D object pose estimation that requires complex non-linear regression, a large-scale training data is necessary. However, generating a dataset including 3D annotations for 2D images requires human-level annotations that consumes significant time and cost. Therefore, we propose a method to improve the performance by generating training data through self annotation from image sequence which can be acquired by simple navigation. When using the independently inferred results for image sequence as annotations for training, the resulting performance is easily bounded by the self-performance of the network. In other words, self annotations are bounded to the complexity of the original training dataset so that the importance of the new annotated dataset obtained from sequence disappears. To overcome this limitation, we exploit the multiple observations of the object in image sequence. After performing data association of each object, the observation result is corrected through outlier removal and weighted averaging. Accurate labeling is obtained by re-projecting the obtained global landmark map onto each image. Through the proposed technique, the network compensates for its weaknesses in single image prediction, and by actively utilizing generated datasets, estimation results that exceed self-performance are derived.
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