MEASURE SOLUTIONS TO PERTURBED STRUCTURED POPULATION MODELS – DIFFERENTIABILITY WITH RESPECT TO PERTURBATION PARAMETER
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Abstract. This paper is devoted to study measure solutions \( \mu_h \) to perturbed nonlinear structured population models where \( t \) denotes time and \( h \) controls the size of perturbation. We address differentiability of the map \( h \mapsto \mu_h \). After showing that this type of results cannot be expected in the space of bounded Radon measures \( \mathcal{M}(\mathbb{R}^+) \) equipped with the flat metric, we move to the slightly bigger spaces \( \mathcal{Z} = \mathcal{M}(\mathbb{R}^+)^{(C^{1+\alpha})^*} \). We prove that when \( \alpha > \frac{1}{2} \), the map \( h \mapsto \mu_h \) is differentiable in \( Z \). The proof exploits approximation scheme of a nonlinear problem from previous studies and is based on the iteration of an implicit integral equations obtained from study of the linear equation. The result shows that space \( Z \) is a promising setting for optimal control of phenomena governed by such type of models.
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1. Introduction

Structured population models are transport-type equations used to describe dynamics of population with respect to a specific structural variable which can be selected quite arbitrarily. Previous research efforts provide models with variables ranging from age through size to cell maturity and phenotypic trait [15]. This generality results in their wide applicability in demography [12], cell biology [16], immunology [10] or ecology [12]. Classically, analysis of structured population models was carried out in $L^1$ setting [14, 17]. This approach was appropriate for considering densities of populations. However, as already suggested in [11], it did not allow to work with less regular distributions used in applications like the Dirac mass. For conservative problems, one can try to consider solutions in the space of measures by exploiting the Wasserstein metrics like

$$W_1(\mu, \nu) = \sup \int_{\mathbb{R}^+} f d(\mu - \nu)$$

where the supremum is taken over all Lipchitz functions with Lipschitz constant at most 1. Unfortunately, when $\mu(\mathbb{R}^+) \neq \nu(\mathbb{R}^+)$, we have $W_1(\mu, \nu) = \infty$ so it cannot be used for analysis of non-conservative problems.

This issue was finally addressed in the series of papers [1, 5, 6], providing the complete framework for measure solutions, being elements of space of bounded, non-negative Radon measures $\mathcal{M}^+(\mathbb{R}^+)$ endowed with the so-called flat metric

$$p_F(\mu, \nu) = \sup_{f \in C^1 \cap W^{1, \infty}, \|f\|_{W^{1, \infty}} \leq 1} \int_{\mathbb{R}^+} f d(\mu - \nu),$$

as well as well-posedness results in this setting. Note that for every $\mu, \nu \in \mathcal{M}(\mathbb{R}^+)$ we have $p_F(\mu, \nu) < \infty$, where $\mathcal{M}(\mathbb{R}^+)$ stands for the set of bounded Radon measures on $\mathbb{R}^+$.

In this paper, we consider measure solutions to the general class of nonlinear structured population models (see [5] for details):

$$\begin{cases}
\partial_t \mu_t + \partial_x (b(x, \mu_t)\mu_t) = c(x, \mu_t)\mu_t & \mathbb{R}^+ \times [0, T], \\
b(0, \mu_t)D_\lambda \mu_t(0) = \int_{\mathbb{R}^+} a(x, \mu_t) d\mu_t(x) & [0, T], \\
\mu_0 = \nu & \mathbb{R}^+.
\end{cases}$$

where $\nu$ is a bounded Radon measure and $D_\lambda \mu_t(0)$ is Radon-Nikodym derivative of $\mu_t$ with respect to the Lebesgue measure $\lambda$ on $\mathbb{R}^+$. We focus our attention on solutions $\mu_t^h$ to (1.2) with perturbed model functions $a(x, \mu_t) := a^h(x, \mu_t^h) = a^0(x, \mu_t^h) + ha_\mu(x, \mu_t^h)$ and so on for functions $b$ and $c$. Then, we want to establish differentiability of the map $h \mapsto \mu_t^h$ in appropriate Fréchet sense. Unfortunately, the setting of flat metric cannot be used here as Example 3.5 in Section 3 shows. Therefore, instead of working in $\mathcal{M}(\mathbb{R}^+)$, we move to the bigger space $Z = \overline{\mathcal{M}(\mathbb{R}^+)^*(C^{1+\alpha}(\mathbb{R}^+))}^*$ that has been already successfully exploited in similar problems for transport equation [4]. Under some technical assumptions to be described later, we show that map $h \mapsto \mu_t^h$ is Fréchet differentiable in $Z$.

This question, as already suggested in [4], is motivated by real-world applications to optimal control in phenomena described by (1.2). In the simplest case, one is interested in choosing value of $h$ minimizing a
given functional $J(t, \mu_h, h)$ representing some physical quantities like energy, waste production or poverty. Currently, the strategy for optimal control of structured population models concentrate on the very recent application of Excalator Boxcar Train (EBT) algorithm \cite{2}. However, appropriate characterization of the derivative mentioned above, would allow to exploit gradient type algorithms like steepest descent providing conceptually easier and more efficient methods.

The structure of the paper is as follows. In Section 2 we review the theory of measure solutions to structured population models as well as recent research progress for analysis of perturbations in case of a transport equation. Then, in Section 3 we state and prove the main result (Theorems 3.1 and 3.2) for linear equations. We also develop many estimates that are crucial for treatment of a general, nonlinear case. Finally, in Section 4 we state and prove main result for nonlinear model (Theorem 4.2) while in Section 5 we discuss our work as well as future perspectives.

2. Review of useful results

2.1. Measure solutions to structured population model. Our work is based on the concept of measure solutions and well-posedness in $(\mathcal{M}^+(\mathbb{R}^+), p_F)$ for structured population models \cite{1, 2} developed in \cite{2}. First, for linear models:

\begin{equation}
\begin{cases}
\partial_t \mu_t + \partial_x(b(x)\mu_t) = c(x)\mu_t & \mathbb{R}^+ \times [0, T], \\
b(0)D_\lambda \mu_t(0) = \int_{\mathbb{R}^+} a(x)d\mu_t(x) & [0, T], \\
\mu_0 = \nu & \mathbb{R}^+.
\end{cases}
\end{equation}

we have the following concept of measure solutions:

**Definition 2.1.** We say that $\mu_t : [0, T] \to \mathcal{M}^+(\mathbb{R}^+)$ is a measure solution to \ref{2.1} if $\mu_t$ is narrowly continuous in time and it satisfies \ref{2.1} in the sense of distributions.

We recall that narrow continuity in time means that map $[0, T] \ni t \mapsto \mu_t$ is continuous with respect to narrow convergence (i.e. in duality with bounded and continuous functions). We have the following result characterizing measure solutions to \ref{2.1}:

**Theorem 2.2.** Suppose that $a, b, c \in W^{1,\infty}(\mathbb{R}^+)$ where $a \geq 0$, $b(0) > 0$ and $b \in C^1(\mathbb{R}^+)$. Then, the unique measure solution $\mu_t$ to \ref{2.1} is given by identity

\begin{equation}
\int_{\mathbb{R}^+} \xi(x)d\mu_t(x) = \int_{\mathbb{R}^+} \varphi_{\xi,t}(0, x)dv(x) \text{ for all } \xi \in W^{1,\infty} \cap C^1(\mathbb{R}^+),
\end{equation}

where function $\varphi_{\xi,t}(s, x)$ satisfies:

\begin{equation}
\varphi_{\xi,t}(s, x) = \xi(X_b(t-s, x))e^{\int_s^t c(X_b(u, x))du} + \int_0^{t-s} a(X_b(u, x))\varphi_{\xi,t}(u+s, 0)e^{\int_0^u c(X_b(v, x))dv}du
\end{equation}

and $X_b(s, x)$ is the curve solving ODE:

\begin{equation}
\partial_s X_b(s, x) = b(X_b(s, x)), \quad X_b(0) = x.
\end{equation}
If more model functions are considered, we will write \( \varphi_{\xi,t}^{a,b,c}(s,x) \) to make our presentation clear. Formula [2.3] is extremely convenient for analysis of solutions to \([2.1]\). In particular, it is easy to prove that they are Lipschitz continuous with respect to model functions \( a, b \) and \( c \) as well as the initial datum. More precisely, given two triples of functions \((a, b, c)\) and \((\tilde{a}, \tilde{b}, \tilde{c})\) satisfying assumptions above while \( \mu_t \) and \( \nu_t \) are corresponding solutions of \([2.1]\) with the same initial condition \( \mu_0 \), then

\[
(2.5)
\]

\[ p_F(\mu_t, \nu_t) \leq t e^{C t} \|\mu_0\|_{TV} \left( \|a - \tilde{a}\|_\infty + \|b - \tilde{b}\|_\infty + \|c - \tilde{c}\|_\infty \right) \]

where \( p_F \) is the flat metric defined in \([1.3]\), \( C = C(\|a\|_{W^{1,\infty}}, \|\tilde{a}\|_{W^{1,\infty}}, \|b\|_{W^{1,\infty}}, \|\tilde{b}\|_{W^{1,\infty}}, \|c\|_{W^{1,\infty}}, \|\tilde{c}\|_{W^{1,\infty}}) \)

and \( \|\mu\|_{TV} = |\mu|([R^+]) \). Moreover, for two solutions \( \mu_t \) and \( \nu_t \) with the same model functions starting from different initial conditions \( \mu_0 \) and \( \nu_0 \) respectively,

\[
(2.6)
\]

\[ p_F(\mu_t, \nu_t) \leq p_F(\mu_0, \nu_0) e^{3\|a\|_{W^{1,\infty}} + \|b\|_{W^{1,\infty}} + \|c\|_{W^{1,\infty}})} t. \]

Finally, for any solution \( \mu_t \), we have Lipschitz continuity in time:

\[
(2.7)
\]

\[ p_F(\mu_t, \mu_{t+\Delta t}) \leq C \left( \|a\|_{W^{1,\infty}}, \|b\|_{W^{1,\infty}}, \|c\|_{W^{1,\infty}} \right) |\Delta t| \|\mu_t\|_{TV}. \]

Moreover, from the proof of the bound [2.5], one sees (but it is also independently proven in [6]):

\[
(2.8)
\]

\[ \|\varphi_{\xi,t}^{a,b,c}(s,x) - \varphi_{\xi,t}^{\tilde{a},\tilde{b},\tilde{c}}(s,x)\|_{\infty} \leq t e^{C(a,\tilde{a},b,\tilde{b},c,\tilde{c})} \left( \|a - \tilde{a}\|_\infty + \|b - \tilde{b}\|_\infty + \|c - \tilde{c}\|_\infty \right). \]

and from \([2.3]\) together with \([2.2]\) it is easy to deduce:

\[
(2.9)
\]

\[ \|\mu_t\|_{TV} \leq e^{2\|a\|_{L^{\infty}} + \|c\|_{L^{\infty}})} t \]

(see [3] for more details). Well–posedness theory can be also established for nonlinear models of the form \([1.2]\):

**Theorem 2.3.** Suppose that functions \( a, b, c : \mathbb{R}^+ \times \mathcal{M}^+(\mathbb{R}^+) \to \mathbb{R} \) satisfy:

1. **(W1):** \( \sup_{\mu \in \mathcal{M}^+(\mathbb{R}^+)} \|a(x, \mu), b(x, \mu), c(x, \mu)\|_{W^{1,\infty}} < \infty \),
2. **(W2):** for any \( R > 0 \) there exists \( L_R \) such that for all \( \mu, \nu \in \mathcal{M}^+(\mathbb{R}^+) \) with \( \|\mu\|_{TV} \leq R \) and \( \|\nu\|_{TV} \leq R \):

\[
\|a(x, \mu) - a(x, \nu)\|_{\infty} + \|b(x, \mu) - b(x, \nu)\|_{\infty} + \|c(x, \mu) - c(x, \nu)\|_{\infty} \leq L_R p_F(\mu, \nu),
\]

3. **(W3):** for all \( \mu, \nu \in \mathcal{M}^+(\mathbb{R}^+) \) and \( x \in \mathbb{R}^+ \) and \( b(0, \mu) > 0 \) and \( a(x, \mu) \geq 0 \).

Then, there exists the unique measure solution to \([1.2]\), i.e. narrowly continuous function \( \mu_t : [0, T] \to \mathcal{M}^+(\mathbb{R}^+) \) solving \([1.2]\) in the sense of distributions.

We remark here that it is also possible to prove similar inequalities as \([2.5], [2.6]\) and \([2.9]\) in the nonlinear case (under assumptions (W1)–(W3)) but such results will not be used in this paper.

To prove Theorem [2.3], one exploits the following approximating sequence in \( C([0, T], (\mathcal{M}^+(\mathbb{R}^+), p_F)) \). First, for fixed \( k \in \mathbb{N} \), the interval \([0, T]\) is divided into \( 2^k \) subintervals \( [m T/2^k, (m+1) T/2^k] \) where \( m = 0, 1, ..., 2^k - 1 \). Then, when \( t \in [m T/2^k, (m+1) T/2^k] \), approximation \( \mu^k_t \) is defined as the unique solution to the
linear equation:

\[
\begin{align*}
\partial_t \mu_t + \partial_x (b(x, \mu_t)) \mu_t &= c(x, \mu_t) \quad \mathbb{R}^+ \times |m, m+1|, \\
\mu(0) &= \int_{\mathbb{R}^+} a(x, \mu_0) d\mu(x) \quad [m, m+1],
\end{align*}
\]

with the initial measure \(\mu_0\) being obtained from solving analogous problem in the interval \([m-1, m]\).

It can be shown that \(\mu_t\) converges to the unique solution of (1.2) in \(C([0, T], (\mathcal{M}^+(\mathbb{R}^+), \nu))\) and inequalities (2.5), (2.6) and (2.9) are preserved.

In our presentation, it will be necessary to substitute the assumption (W1) with:

(W1a): \(\sup_{\mu \in \mathcal{M}^+(\mathbb{R}^+)} \|a(x, \mu), b(x, \mu), c(x, \mu)\|_{L^\infty} < \infty\)

(W1b): \(\|\partial_x a(x, \mu), \partial_x b(x, \mu), \partial_{x} c(x, \mu)\|_{L^\infty} \leq C_1 + C_2 \|\mu\|_{TV}\).

Using existence and uniqueness obtained for (1.2) in [3], under assumptions (W1)-(W3), it is possible to prove existence and uniqueness with (W1) replaced by (W1a) and (W1b):

**Theorem 2.4.** Suppose that (W2) and (W3) holds true. Moreover, assume that (W1a) and (W1b) are satisfied. Then, there exists the unique measure solution to (1.2).

For the proof of Theorem 2.4, we refer to Appendix A.

2.2. Perturbations in transport equation. A similar question, as addressed in this paper, has been already studied in [3] for transport equation:

\[
\partial_t \mu_t + \text{div}_x(b \mu_t) = w \mu_t.
\]

More precisely, in [4], authors consider the measure solutions \(\mu^h_t\) to (2.11) with perturbed velocity field \(b(t, x) := b_0(t, x) + h b_1(t, x)\) and study Frechét differentiability of the map \(h \mapsto \mu^h\). The crucial issue to be dealt with is to understand which spaces one should use to address this question. The main contribution is observation that all necessary estimates can be obtained if \(\mu^h_t\) is considered as an element of the space \(Z = \overline{M(\mathbb{R}^d)}^{C^{1+\alpha}}\), i.e. closure of the space of bounded Radon measures with respect to the dual norm of \(C^{1+\alpha}\). Here, for any set \(X \subset \mathbb{R}^d\), space \(C^{1+\alpha}(X)\) consists of functions with bounded norm:

\[
\|f\|_{C^{1+\alpha}(X)} = \sup_{x \in X} |f(x)| + \sup_{x \in X} |Df(x)| + \sup_{x,y \in X, x \neq y, x,y \in X, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^{\alpha}}
\]

and if set \(X\) is not specified, we consider the whole space. Moreover, by \(\|\cdot\|_{\alpha}\) we denote Hölder seminorm:

\[
\|f\|_{\alpha} = \sup_{x,y \in X, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^{\alpha}}.
\]

When \(f : X_1 \times X_2 \times \ldots \times X_n \to \mathbb{R}\) depends on \(n\) variables, say \(x_1, x_2, \ldots, x_n\), we write

\[
\|f\|_{\alpha,x_i} = \sup_{x_k \in X_k : k \neq i} \sup_{x,y \in X_i, x \neq y} \frac{|f(x_1, x_2, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_n) - f(x_1, x_2, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_n)|}{|x - y|^{\alpha}}.
\]
Space $Z$ is not only convenient for our objectives, but has many properties that are typical for “good spaces” in Analysis. It was nicely characterized as:

$$Z = \text{span}\{\delta_x : x \in \mathbb{Q}^d\}^{(C^{1+\alpha})^*},$$

where $\delta_x$ is the Dirac mass at point $x$, implying that $Z$ is a separable space. It was also proved that $Z^*$ is isomorphic to $C^{1+\alpha}$.

The following classical result will be of great importance:

**Lemma 2.5.** For any continuously differentiable function $f$ with Hölder continuous derivative (in particular, $f \in C^{1+\alpha}$) we have:

$$\frac{|f(h_1 + \Delta h_1) - f(h_1) - f(h_2 + \Delta h_2) - f(h_2)|}{\Delta h_1} - \frac{|f(h_1 + \Delta h_1) - f(h_1) - f(h_2 + \Delta h_2) - f(h_2)|}{\Delta h_2} \leq \frac{1}{1+\alpha} \|Df\|_\alpha (|\Delta h_1|^\alpha + |\Delta h_2|^\alpha) + \|Df\|_\alpha |h_1 - h_2|^\alpha,$$

**Proof.** Note that for any continuously differentiable function $f$ with Hölder continuous derivative on the domain of definition, one has:

$$f(y) = f(x) + f'(x)(x - y) + \int_0^1 \frac{d}{dt} f(ty + (1-t)x) dt - f'(x)(x - y) =$$

$$= f(x) + f'(x)(x - y) + \int_0^1 (f'(t(y - x) + x)) dt - f'(x)(x - y) =$$

$$\leq f(x) + f'(x)(x - y) + \int_0^1 (f'(t(y - x) + x)) dt.$$

Applying (2.14) twice, for $y = h_1 + \Delta h_1, x = h_1$ and $y = h_2 + \Delta h_2, x = h_2$, we directly obtain the desired inequality. \hfill \Box

3. Properties of equation (2.3) and linear problem

In the following sections, we will focus on linear equations of type (2.1). We begin with standing assumptions concerning model functions. Recall that we will study solutions to equation (2.1) with $a(x) = a^h(x) = a_0(x) + h a_p(x), b(x) = b^h(x) = b^0(x) + h b_p(x), c(x) = c^h(x) = c^0(x) + h c_p(x)$. Since we want to exploit the well-posedness theory and the setting described above we assume:

(A1): $a^0, a_p, b^0, b_p, c^0, c_p \in C^{1+\alpha}(\mathbb{R}^+),$

(A2): $a^h = a^0 + a_p h \geq 0$ for any $h \in [-\frac{1}{2}, \frac{1}{2}],$

(A3): $b^h(0) = b^0(0) + b_p(0) h > 0$ for any $h \in [-\frac{1}{2}, \frac{1}{2}].$

We are now ready to state the main result:

**Theorem 3.1.** Suppose assumptions (A1)–(A3) hold. Consider measure solution $\mu_t^h$ of (2.1) with $a(x) := a^h(x) = a^0(x) + h a_p(x), b(x) := b^h(x) = b^0(x) + h b_p(x), c(x) := c^h(x) = c^0(x) + h c_p(x)$ and $h \in [-\frac{1}{2}, \frac{1}{2}].$

Then, mapping $h \mapsto \mu_t^h$ is Fréchet differentiable in $C([0, T], Z)$ where $Z = \mathcal{M}(\mathbb{R}^+)^{C^{1+\alpha}}$. Moreover, Fréchet derivative $H \mapsto \partial_h \mu_t^h|_{h=H}$ is Hölder continuous with exponent $\alpha$. 

Actually, it will be useful to view Theorem 3.1 as a special case of a slightly more general result. We consider equation (2.1) with functions that actually depend on the perturbation parameter \( h \) (but we do not specify exactly how they depend on \( h \)):

\[
(3.1) \quad a^h(x) := a(h, x), \quad b^h(x) := b(h, x), \quad c^h(x) = c(h, x)
\]

and assume:

(B1): Assumptions (A2) and (A3) holds for the functions \( a \) and \( b \) respectively,

(B2): Functions \( a(h, x) \), \( b(h, x) \) and \( c(h, x) \) are \( C^{1+\alpha}([\frac{-1}{2}, \frac{1}{2}] \times \mathbb{R}^+) \) in both variables (with uniform constants in second variables).

With this assumptions, we prove the following version of Theorem 3.1:

\textbf{Theorem 3.2.} Suppose assumptions (B1)–(B2) hold for functions \( a(h, x) \), \( b(h, x) \) and \( c(h, x) \). Consider the measure solution \( \mu^h_t \) of (2.1) with \( a(x) := a(h, x) \), \( b(x) := b(h, x) \), \( c(x) := c(h, x) \) and \( h \in [\frac{-1}{2}, \frac{1}{2}] \). Then, the mapping \( h \mapsto \mu^h_t \) is Fréchet differentiable in \( C([0, T], \mathbb{Z}) \) where \( \mathbb{Z} = \mathcal{M}(\mathbb{R}^+)^{C^{1+\alpha}} \). Moreover, Fréchet derivative \( H \mapsto \partial H \mu^h_t |_{h = H} \) is Hölder continuous with exponent \( \alpha \) and constant \( G_L T \) where meaning of this constant is explained below.

\textbf{Definition 3.3. (Constants} \( C_L, H_L, G_L \)) To make estimating procedure clear, we will always incorporate terms that are not useful anymore to the constant \( C_L \) so that \( C_L \) should be always understood as a value that depends continuously on length of considered time interval \( T \) as well as \( W^{1,\infty} \) norms of functions \( a \), \( b \) and \( c \). For example, it is allowed to write:

\[
\|b\|_{W^{1,\infty}} \|c\|_{L^\infty} T \leq C_L \|c\|_{L^\infty} T \leq C_L T \leq C_L.
\]

However, it is forbidden to write:

\[
\frac{1}{T} \leq C_L
\]

as then \( C_L \) blows up when \( T \to 0 \). Rigorously, it can be realized by taking maximal value from two constants. Similarly, we introduce constant \( H_L \) that can depend on \( C_L \) and additionally on norms \( \|f_x\|_{\alpha, x} \|f_x\|_{\alpha, h} \) and \( \|f_h\|_{\alpha, x} \) where \( f = a, b, c \) is a model function. Finally, constant \( G_L \) should be always linear combination of 1 and norms \( \|f_h\|_{\alpha, h} \) where \( f = a, b, c \) with coefficients estimated by \( C_L \) and \( H_L \).

The reason for introducing three different constant is that during the treatment of nonlinear problem, \( C_L \) will be easily controlled, \( H_L \) slightly harder and the main difficulty will be to control \( G_L \). This way, we avoid writing too many different terms that actually have the same effect. It will be also useful to apply the following estimating convention.

\textbf{Remark 3.4. In this paper, we will have to estimate differences of two functions evaluated at different points using some classical bounds (Lipschitz or Hölder estimates). For instance, given functions} \( f \) and \( \overline{f} \) defined
on \( \mathbb{R}^2 \) we can estimate using triangle inequality:
\[
\left| f(x_1, y_1) - \mathcal{F}(x_2, y_2) \right| \leq \left| f(x_1, y_1) - \mathcal{F}(x_1, y_1) \right| + \left| \mathcal{F}(x_1, y_1) - \mathcal{F}(x_2, y_1) \right| + \left| \mathcal{F}(x_2, y_1) - \mathcal{F}(x_2, y_2) \right| \leq \left\| f - \mathcal{F} \right\|_{\infty} + \left\| \mathcal{F}_x \right\|_{\infty} |x_1 - x_2| + \left\| \mathcal{F}_y \right\|_{\infty} |y_1 - y_2|,
\]
assuming sufficient regularity. This amounts to considering all possible differences between \( f(x_1, x_2) \) and \( \mathcal{F}(y_1, y_2) \). Therefore, when estimation is trivial, we will usually write only final result of estimation, always comparing terms from left to right (so in the example above, we first consider difference between \( f \) and \( \mathcal{F} \), then difference on the first variable and finally on the second).

To prove Theorem 3.2 we will demonstrate that \( \frac{\mu_h^{B\Delta h} - \mu_h^h}{\Delta h} \) is a Cauchy sequence in \( Z \). To this end, we start with small \( \Delta h_1, \Delta h_2 \) and write:
\[
(3.2) \quad \left\| \frac{\mu_h^{B\Delta h_1} - \mu_h^{B\Delta h_2}}{\Delta h_1} - \frac{\mu_h^{B\Delta h_2} - \mu_h^h}{\Delta h_2} \right\|_Z = \sup_{\xi \in \xi \in C^1_{\infty}} \left\{ \int_{\mathbb{R}^+} \xi \left( \frac{d\mu_h^{B\Delta h_1} - d\mu_h^h}{\Delta h_1} - \frac{d\mu_h^{B\Delta h_2} - d\mu_h^h}{\Delta h_2} \right) \right\} = \sup_{\xi \in \xi \in C^1_{\infty}} \left\{ \int_{\mathbb{R}^+} \frac{\varphi_{\xi,t}^{B\Delta h_1}(0, x) - \varphi_{\xi,t}^h(0, x)}{\Delta h_1} - \frac{\varphi_{\xi,t}^{B\Delta h_2}(0, x) - \varphi_{\xi,t}^h(0, x)}{\Delta h_2} \right\} d\mu_0,
\]
where we applied semigroup property [2.2] and adopted notation: \( \varphi_{\xi,t}^h = \varphi_{\xi,t}^{B(h^h, h^h, c(h^h))} \). In view of Lemma 2.3 it would be sufficient to know that map \( [-\frac{1}{2}, \frac{1}{2}] \ni h \mapsto \varphi_{\xi,t}^h(0, x) \) is \( C^{1+\alpha} \), independently of \( \xi \) and \( x \). Recall, \( \varphi_{\xi,t}^h \) is the unique solution of implicit equation:
\[
(3.3) \quad \varphi_{\xi,t}^h(s, x) = \xi((X_{h^h})(t-s, x))e^\int_0^{t-s} c(h, X_{h^h})(u, x)du + \int_0^{t-s} a(h, X_{h^h})(u, x)\varphi_{\xi,t}^h(u+s, 0)e^\int_u^{t-s} c(h, X_{h^h})(v, x)dvdu
\]
and our target is to obtain desired regularity of \( \varphi_{\xi,t}^h(s, x) \) from this equation. Therefore, in Section 3.1 we will study general functional identities of the form:
\[
(3.4) \quad f(h, s, x) = p(h, s, x) + \int_0^{t-s} q(h, u, x) f(h, s + u, 0)du
\]
Then, we will check that equation for \( \varphi_{\xi,t}^h(s, x) \) satisfies assumptions of the developed theory for (3.4) and this will lead to the proof of Theorem 3.1.

**Example 3.5.** Before we start, it is instructive to see why one has to work in the space \( Z \). Natural strategy, as well-posedness theory suggests, would be to study that problem in some linear space being extension of \( (\mathcal{M}^+(\mathbb{R}^+), pF) \) on the whole set of bounded Radon measures. Unfortunately, a very simple example shows that, in general, one cannot establish such results in flat metric setting. More precisely, consider perturbed transport equation in one dimension \( (a^0 = a_p = c^0 = c_p = 0 \text{ and } b^0 = b_p = 1 \text{ in our setting}) \):
\[
(3.5) \quad \partial_t \mu_h^h + \partial_x ((1 + h)\mu_h^h) = 0 \quad \mu_h^0 = \delta_0.
\]
One easily checks that \( \mu_h^h \) is a measure solution to (3.5) (boundary condition is satisfied for a.e. \( t \in [0, T] \)). However, sequence \( \frac{\mu_h^h - \mu_h^0}{h} \) cannot be a Cauchy sequence with respect to flat metric as for
\[ \xi \in W^{1,\infty}(\mathbb{R}^+): \]
\[ \int_{\mathbb{R}^+} \xi(x) \left( \frac{d\mu^{h_1}_t(x)}{h_1} - \frac{d\mu^0_t(x)}{h_1} - \frac{d\mu^{h_2}_t(x) - d\mu^0_t(x)}{h_2} \right) = \frac{\xi((1+h_1)t) - \xi(t)}{h_1} - \frac{\xi((1+h_2)t) - \xi(t)}{h_2} \]
so if we choose:

\[ \xi(x) = \begin{cases} 1 - |x-t| & \text{if } |x-t| \leq 1, \\ 0 & \text{if } |x-t| > 1 \end{cases} \in W^{1,\infty}(\mathbb{R}^+) \]

for some \( t > 1 \), we see that

\[ \lim_{h_1 \to 0^+, \; h_2 \to 0^+} \sup_{\xi \in W^{1,\infty}} \int_{\mathbb{R}^+} \xi(x) \left( \frac{d\mu^{h_1}_t(x) - d\mu^0_t(x)}{h_1} - \frac{d\mu^{h_2}_t(x) - d\mu^0_t(x)}{h_2} \right) \geq 2t > 0 \]
raising contradiction. It is important to note that it will not help to replace assumption \( \xi \in W^{1,\infty}(\mathbb{R}^+) \) with \( \xi \in C^1(\mathbb{R}^+) \) as one can uniformly approximate function \( 3.6 \) with sequence \( (\xi_n) \subset C^1(\mathbb{R}^+) \) keeping condition \( \|\xi_n\|_{W^{1,\infty}} \leq 1 \) satisfied. This example suggests that one should consider set of functions with uniformly continuous derivatives.

3.1. **Regularity of solutions to (3.4) with respect to perturbation parameter \( h \).** In this section, we study continuous solutions \( f : [-\frac{1}{2}, \frac{1}{2}] \times [0, t] \times \mathbb{R}^+ \to \mathbb{R} \) to the equation (3.4). We remark here that some general results on existence and uniqueness for this type of equations were obtained by Karoui [8, 9] using Schauder fixed point argument. Nevertheless, our approach is simpler and aimed also at Hölder regularity of solutions.

Let \( \mathcal{C}_t \) be the space of bounded and continuous functions on \([-\frac{1}{2}, \frac{1}{2}] \times [0, t] \times \mathbb{R}^+ \to \mathbb{R} \). In \( \mathcal{C}_t \) we define subsets:

- \( \mathcal{C}_t^h \) of functions differentiable with respect to the first variable with bounded (independently of other variables) derivative,
- \( \mathcal{C}_t^{h,\alpha} \) of functions differentiable with respect to the first variable with bounded (independently of other variables) and Hölder continuous derivative with respect to \( h \) (continuous in \( h \) and \( x \)).

Similarly, we introduce the subsets \( \mathcal{C}_t^s \) and \( \mathcal{C}_t^{s,\alpha} \). For functions in \( \mathcal{C}_t \) we write \( h, s \) and \( x \) to denote first, second and third variable respectively. Partial derivatives with respect to \( h, s \) and \( x \) will be denoted with lower indices, for instance when \( g \in \mathcal{C}_t \) we write \( g_h, g_s \) and \( g_x \). We will use norms:

- for \( f \in \mathcal{C}_t \) we write \( \|f\|_\infty \) (standard \( L^\infty \) norm with respect to all variables),
- for \( f \in \mathcal{C}_t^s \) we write \( \|f\|_{W^{1,\infty},x} = \max (\|f\|_\infty, \|f_s\|_\infty) \),
- for \( f \in \mathcal{C}_t^h \) we write \( \|f\|_{W^{1,\infty},h} = \max (\|f\|_\infty, \|f_h\|_\infty) \),
- for \( f \in \mathcal{C}_t^{h,\alpha} \cap \mathcal{C}_t^s \) we write \( \|f\|_{W^{1,\infty}} = \max (\|f\|_\infty, \|f_s\|_\infty, \|f_h\|_\infty) \),
- for \( f \in \mathcal{C}_t^{h,\alpha} \) we write \( \|f_h\|_{\alpha,h} \) and \( \|f_h\|_{\alpha,x} \) as described in (2.13),
- for \( f \in \mathcal{C}_t^{s,\alpha} \) we write \( \|f_s\|_{\alpha,x} \) and \( \|f_s\|_{\alpha,h} \) as described in (2.11).

We will also adopt the following notation (cf. Definition 3.3):
Definition 3.6. (Constants $C$, $H$, $G$) For $q \in C_t^p \cap C_t^2$, the constant $C_q$ is any constant depending continuously on length of time interval $t$ and $\|q\|_{W^{1,\infty}}$. Moreover, if $q \in C_t^{\alpha,\alpha} \cap C_t^{h,\alpha}$, then $H_q$ is any constant allowed to depend on $C_q$ and additionally on $\|q_x\|_{\alpha,x}$, $\|q_z\|_{\alpha,h}$ and $\|q_h\|_{\alpha,x}$. Finally, $G_q$ is any constant depending on $C_q$, $H_q$ and linear combinations of the norm $\|q_h\|_{\alpha,h}$.

We start with the simple existence result:

**Lemma 3.7.** Equation (3.4) with $p, q \in C_t$ is uniquely solvable in $C_t$. Moreover,

\begin{equation}
\|f\|_{\infty} \leq \|p\|_{\infty} e^{2\|q\|_{\infty} t}.
\end{equation}

**Proof.** Actually, this lemma follows from the Banach Fixed Point Theorem applied on some small interval of time together with classical extension. However, it will be instructive to see an elegant approach, exploited also in the next Lemma. For $\lambda > 0$ and $f \in C_t$, we define Bielecki norm:

\begin{equation}
\|f\|_\lambda = \sup_{h \in [-\frac{1}{2}, \frac{1}{2}], s \in [0, t], x \in \mathbb{R}^+} e^{-\lambda (t-s)} |f(h, s, x)|.
\end{equation}

It is easy to check that this norm is equivalent to $\|f\|_{\infty}$ on $C_t$ with $\|f\|_\lambda \leq \|f\|_{\infty} \leq e^{\lambda t} \|f\|_\lambda$. Let $Tf$ be defined by (RHS) of (3.4) so that $T$ is a well-defined and bounded operator from $C_t$ to $C_t$. We check the contraction condition: for $f_1, f_2 \in C_t$ we have

\[
\|Tf_1 - Tf_2\|_\lambda = \sup_{h \in [-\frac{1}{2}, \frac{1}{2}], s \in [0, t], x \in \mathbb{R}^+} e^{-\lambda (t-s)} \left| \int_0^{t-s} q(h, u, x) (f_1(h, u+s, 0) - f_2(h, u+s, 0)) du \right| \\
\leq \sup_{h \in [-\frac{1}{2}, \frac{1}{2}], s \in [0, t], x \in \mathbb{R}^+} e^{-\lambda (t-s)} \left| \int_0^{t-s} e^{\lambda (-u)} q(h, u, x) e^{-\lambda (t-\lambda u)} (f_1(h, u+s, 0) - f_2(h, u+s, 0)) du \right| \\
\leq \|q\|_{\infty} \|f_1 - f_2\|_\lambda \sup_{s \in [0, t]} \int_0^{t-s} e^{-\lambda u} du = \|q\|_{\infty} \|f_1 - f_2\|_\lambda \frac{1 - e^{-\lambda t}}{\lambda} = \|q\|_{\infty} \|f_1 - f_2\|_\lambda.
\]

so that choosing $\lambda = \|q\|_{\infty}$, we conclude the proof of existence and uniqueness. To see that norm of the solution $f$ in $C_t$ depends only on $C_t$ norms of $p$ and $q$, we compute exactly like above $\|Tf\|_\lambda$ to obtain:

\[
\|Tf\|_\lambda \leq \|p\|_{\infty} + (1 - e^{-\lambda t}) \|q\|_{\infty} \|f\|_\lambda.
\]

Since $f$ is the solution, $Tf = f$ and so, for $\lambda = \|q\|_{\infty}$ we end up with $\|f\|_{\infty} \leq \|p\|_{\infty} e^{2\|q\|_{\infty} t}$. \qed

We shall also discuss how the solution behaves when the first variable (potentially perturbation parameter) is changed. For function $g \in C_t$, we define its pointwise variation in the first variable:

\[
\Delta_h g(h_1, h_2) = \sup_{s \in [0, t], x \in \mathbb{R}^+} |g(h_1, s, x) - g(h_2, s, x)|.
\]
and similarly we define variation in the second variable:

\[ \Delta_x g(x_1, x_2) = \sup_{h \in [-\frac{1}{2}, \frac{1}{2}], x \in [0, t]} \left| g(h, s, x_1) - g(h, s, x_2) \right| . \]

**Lemma 3.8.** Let \( f \) be the solution of (3.4) with \( p, q \in C_t \). Then,

\[ \Delta_h f(h_1, h_2) \leq e^{C_4 t} \Delta_h p(h_1, h_2) + t\|p\|_\infty e^{C_4 t} \Delta_h q(h_1, h_2) \]

**Proof.** This can be deduced from Gronwall’s inequality (first for \( x = 0 \) and then for any \( x \in \mathbb{R}^+ \)) or again, using Bielecki norm exactly like above:

\[ \left\| \Delta_h f(h_1, h_2) \right\|_\lambda \leq \Delta_h p(h_1, h_2) + t\|p\|_\infty \Delta_h q(h_1, h_2) + (1 - e^{-\lambda t})\frac{\|f\|_\infty}{\lambda} \left\| \Delta_h f(h_1, h_2) \right\|_\lambda \]

(we applied convention from Remark 3.4). Choosing \( \lambda = \|p\|_\infty \) and applying \( \|f\|_\infty \leq e^{C_4 t}\|f\|_\lambda \) we obtain (3.9).

We then focus on properties of solutions to (3.4) implied by Implicit Function Theorem:

**Lemma 3.9.** Consider the solution \( f \) of equation (3.4) with \( p, q \in C_0^1 \). Then, the function \( h \mapsto f(h, s, 0) \) is Fréchet differentiable in \( C[0, t] \). In particular, there exists \( \partial_h f(h, s, 0) \big|_{h=h_0} \in C[0, t] \) such that:

\[ \left\| \frac{f(h_0 + \Delta_h, s, 0) - f(h_0, s, 0)}{\Delta h} - \partial_h f(h, s, 0) \big|_{h=h_0} \right\|_{C[0, t]} \to 0 \] as \( \Delta h \to 0 \).

**Proof.** We want to apply Implicit Function Theorem in Banach spaces (cf. Theorem 5.1.29 in [3]). To this end, we write (3.4) in \( x = 0 \) as an equation to be solved in \( C[0, t] \):

\[ 0 = -\phi(s) + p(h, s, 0) + \int_0^{t-s} q(h, u, 0)\phi(s + u)du =: F(h, \phi) \]

where we denoted \( \phi(s) = f(h, s, 0) \) and \( F : [-\frac{1}{2}, \frac{1}{2}] \times C[0, T] \to C[0, T] \). Actually, in view of Lemma 3.4, \( F : [-\frac{1}{2}, \frac{1}{2}] \times B_M \to C[0, T] \) where \( B_M \) is some closed ball in \( C[0, t] \). Moreover, it is easy to check that \( F \) is Fréchet differentiable:

\[ F(h + \Delta h, \phi + \Delta \phi) - F(h, \phi) = DF(h, \phi)[\Delta h, \Delta \phi] + o(\Delta h, \Delta \phi) \]

where \( DF(h, \phi) : [-\frac{1}{2}, \frac{1}{2}] \times C[0, t] \to C[0, t] \) is a bounded, linear operator defined with:

\[ DF(h, \phi)[\Delta h, \Delta \phi](s) = -\Delta \phi(s) + \int_0^{t-s} q(h, 0, u)\Delta \phi(s + u)du \]

\[ + \int_0^{t-s} q(h, h, 0, u)\phi(s + u)du \Delta h + p_h(h, 0, u)\Delta h \]

Now, fix some \( h_0 \in (-\frac{1}{2}, \frac{1}{2}) \). We want to express \( \phi(s) \) as a function of \( h \) in some neighbourhood of \( h_0 \). In view of Implicit Function Theorem, we should check that the operator \( DF(h_0, \phi)[0, \Delta \phi] \) is invertible. Define
operator \( R : C[0,t] \to C[0,t] \) with
\[
(Rf)(s) = -f(s) + \int_0^t q(h_0,0,u)f(u+s)du
\]
so that \( DF(h_0,\phi)[0, \Delta \phi] = R\Delta \phi \). In view of the Inverse Mapping Theorem, it is sufficient to check that \( R \) is injective and surjective which is equivalent to the existence and uniqueness of continuous solutions to the equation \((Rf)(s) = g(s)\) for any \( g \in C[0,t] \) (to see injectivity, take \( f = 0 \)). This is implied again by Lemma 3.7.

Therefore, Implicit Function Theorem applies: in some neighbourhood of \( h = h_0 \) one can find Fréchet differentiable function \( \phi(h)(s) \) so that \( F(h, \phi(h)(s)) = 0 \). However, this equation is uniquely solvable with \( f(h,0,s) \) solving (3.3) (Lemma 3.7). We conclude that map \( h \mapsto f(h,0,s) \) is Fréchet differentiable in \( C[0,t] \).

Using differentiability, we easily deduce:

**Lemma 3.10.** Consider solution \( f \) of the equation (3.4) with \( p, q \in C_t^{h,\alpha} \). Then, map \([-\frac{1}{2}, \frac{1}{2}] \ni H \mapsto \partial_h f(h,s,x)\big|_{h=H} \) is Hölder continuous with exponent \( \alpha \). Moreover, we have:

\[
\|f_h\|_{\alpha, \cdot} \leq e^{C_4 t} \|p_h\|_{\alpha, \cdot} + C_q t \|p\|_{W^{1,\infty}, \cdot} + G_q t \|p\|_{\infty},
\]

\[
\|f_h\|_{\alpha, x} \leq \max \{ 2 e^{C_4 t} \|p_h\|_{\infty}, \|p_h\|_{\alpha, x} + H_q t \|p\|_{W^{1,\infty}, \cdot} \}.
\]

**Proof.** Since we already know that \( h \mapsto f(h,0,s) \) is differentiable, we obtain that the map \( h \mapsto f(h,s,x) \) is differentiable (directly using (3.4)). We can differentiate equation (3.4) to obtain equation of the same type for \( f_h \):

\[
f_h(h,s,x) = p_h(h,s,x) + \int_0^{t-s} q_h(h,u,x)f(h,u+s,0)du + \int_0^{t-s} q(h,u,x)f_h(h,u+s,0)du
\]

As this is the same type of equation as (3.4) we have by Lemma 3.7 applied to \( f_h \) and \( f \):

\[
\|f_h\|_{\infty} \leq \|\tilde{p}\|_{\infty} e^{C_4 t} \leq \left( \|p_h\|_{\infty} + t \|q_h\|_{\infty} \|f\|_{\infty} \right) e^{C_4 t} \leq \left( \|p_h\|_{\infty} + t \|q_h\|_{\infty} \|p\|_{W^{1,\infty}, \cdot} e^{C_4 t} \right) e^{C_4 t} \leq \left( 1 + t \|q_h\|_{\infty} e^{C_4 t} \right) e^{C_4 t} \|p\|_{W^{1,\infty}, \cdot} e^{C_4 t}.
\]

Then, we apply (3.3) to obtain a bound for \( \Delta_h f_h(h_1, h_2) \):

\[
\Delta_h f_h(h_1, h_2) \leq e^{C_4 t} \left( \Delta_h \tilde{p}(h_1, h_2) + t \|\tilde{p}\|_{\infty} e^{C_4 t} \Delta_h q(h_1, h_2) \right) \leq e^{C_4 t} \left( \Delta_h \tilde{p}(h_1, h_2) + t \|\tilde{p}\|_{\infty} e^{C_4 t} \right) \Delta_h q(h_1, h_2) \leq e^{C_4 t} \left( \Delta_h p_h(h_1, h_2) + t \|q\|_{\infty} \Delta_h f(h_1, h_2) + t \|f\|_{\infty} \Delta_h q(h_1, h_2) \right) \leq e^{C_4 t} \left( \Delta_h p_h(h_1, h_2) + t \|q\|_{\infty} \Delta_h f(h_1, h_2) + t \|p\|_{\infty} + C_q \|p\|_{\infty} \Delta_h q(h_1, h_2) \right).
\]
where we used the fact that $\|f\|_\infty \leq \|p\|_\infty e^{C_4t}$. Due to (3.9) again, we have:

$$\Delta_h f(h_1, h_2) \leq e^{C_4t} \left( \Delta_h p(h_1, h_2) + t\|p\|_\infty \Delta_h q(h_1, h_2) \right) \leq e^{C_4t} \left( \|p_h\|_\infty + t\|p\|_\infty |q_h|_\infty \right) |h_1 - h_2| \leq e^{C_4t} \left( \|p_h\|_\infty + C_q t\|p\|_\infty \right) |h_1 - h_2| \leq e^{C_4t} \|p\|_{W^{1, \infty}, h}$$

so that we end up with:

$$\Delta_h f(h_1, h_2) \leq e^{C_4t} \left( \|p_h\|_{\alpha, h} + tC_q \|p\|_{W^{1, \infty}, h} + tC_q \|p\|_\infty |q_h|_{\alpha, h} \right) |h_1 - h_2|^\alpha.$$  

To establish the inequality (3.13), note that (3.11) implies:

$$\Delta_x f_h(x_1, x_2) \leq \Delta_x p_h(x_1, x_2) + t\|f\|_\infty \Delta_x q_h(x_1, x_2) + t\|f\|_\infty \Delta_x q(x_1, x_2) \leq \|p_h\|_{\alpha, x} |x_1 - x_2|^{\alpha} + t\|f\|_\infty \|q_h\|_{\alpha, x} |x_1 - x_2|^{\alpha} + t\|f\|_\infty \|q_x\|_\infty |x_1 - x_2|.$$ 

Since $\|f_h\|_\infty < \infty$, we obtain (3.13) using bounds for $\|f\|_\infty$ and $\|f_h\|_\infty$. Note that we use here that bounded and Lipschitz maps are Hölder continuous. In general, this does not follow from Lipschitz continuity – just consider linear functions.

We move on to study properties of map $x \mapsto f(h, s, x)$. This will be easier to establish as there is no implicit relationship in variable $x$ in (3.4).

**Lemma 3.11.** Consider solution $f$ of equation (3.4) with $p, q \in C_t^{\alpha, \alpha} \cap C_t^b$. Then:

\begin{align}
\|f_x\|_\infty &\leq \|p_x\|_\infty + C_q t\|p\|_\infty, \quad \|f_x\|_{\alpha, x} \leq \|p_x\|_{\alpha, x} + H_q t\|p\|_\infty, \\
\|f_x\|_{\alpha, h} &\leq \|p_x\|_{\alpha, h} + H_q t\|p\|_{W^{1, \infty}, h}
\end{align}

**Proof.** Estimates (3.15) follow directly from bound (5.7) on $f$ and the equation satisfied by $f_x$:

$$f_x(h, s, x) = p_x(h, s, x) + \int_0^t q_x(h, u, x)f(h, u + s, 0)du.$$ 

To see (3.16), we use triangle inequality:

$$\Delta_h f_x(h_1, h_2) \leq \Delta_h p_x(h_1, h_2) + t\Delta_h q_x(h_1, h_2)\|f\|_\infty + t\|q_x\|_\infty \Delta_h f(h_1, h_2)$$

together with estimates (3.8) and (3.9). 

We conclude this section with the summary of obtained results:

**Corollary 3.12.** Consider the solution $f$ of equation (3.4) with $p, q \in C_t^{\alpha, h} \cap C_t^{\alpha, \alpha}$. Then, map $[-\frac{1}{2}, \frac{1}{2}] \ni H \mapsto f(h, s, x)$ satisfies:

- $\|f_h\|_\infty \leq e^{C_4t} \|p_h\|_\infty + C_q t\|p\|_\infty$
- $\|f\|_{W^{1, \infty}} \leq e^{C_4t} \|p\|_{W^{1, \infty}}$
- $\|f_h\|_{\alpha, x} \leq \max \left( 2e^{C_4t} \|p\|_{W^{1, \infty}}, \|p_h\|_{\alpha, x} + H_q t\|p\|_{W^{1, \infty}} \right)$,
- $\|f_h\|_{\alpha, h} \leq e^{C_4t} \|p_h\|_{\alpha, h} + G_q t\|p\|_{W^{1, \infty}}$, 
- $\|f_h\|_{\alpha, h} \leq e^{C_4t} \|p_h\|_{\alpha, h} + G_q t\|p\|_{W^{1, \infty}}$. 

Moreover,
\[\|f_x\|_{\alpha,x} \leq \|p_x\|_{\alpha,x} + H_q t \|p\|_{\infty},\]
\[\|f_x\|_{\alpha,h} \leq \|p_x\|_{\alpha,h} + H_q t \|p\|_{W^{1,\infty}}.\]

3.2. Properties of flow associated to model function \(b\). In this subsection, we study properties of map \((h,x) \mapsto X_{b(h,\cdot)}(s,x)\), i.e. solution of ODE (2.4) with velocity \(b(h,\cdot,\cdot)\). We begin with:

**Lemma 3.13.** Let \(X_{b(h,\cdot)}(s,x)\) be the solution of ODE (2.4) with \(b := b(h,x)\). Then, for any fixed \(T > 0\), map \([-\frac{1}{T}, \frac{1}{T}] \ni h \mapsto \partial_h X_{b(h,\cdot)}(s,y)\) is bounded by \(C_L T\) and Hölder continuous with constant \(G_L T\), uniformly for \(y \in \mathbb{R}^+\) and \(s \in [0,T]\).

**Proof.** This is actually standard computation already performed in [4] but only for a particular case so we will write the whole argument. First, in view of the ODE satisfied by function \(H \mapsto \partial_h X_{b(h,\cdot)}(s,y)\) or by Gronwall inequality, for any \(t \in [0,T]\):

\[
|X_{b(h_1,\cdot)}(t,y) - X_{b(h_2,\cdot)}(t,y)| \leq T\|b\|_{W^{1,\infty}} e^{T\|b\|_{W^{1,\infty}} |h_1 - h_2|} = C_L T |h_1 - h_2|.
\]

Moreover,
\[
\partial_s \partial_h X_{b(h,\cdot)}(s,y)|_{h=h_1} - \partial_s \partial_h X_{b(h,\cdot)}(s,y)|_{h=h_2} = \partial_h b(h, X_{b(h,\cdot)}(s,y))|_{h=h_1} - \partial_h b(h, X_{b(h,\cdot)}(s,y))|_{h=h_2} + \]
\[
\leq \|b_x\|_{\alpha,x} |h_1 - h_2| + \|b_x\|_{\alpha,x} \left(T C_L |h_1 - h_2|\right)^\alpha \|b\|_{W^{1,\infty}} \left|\partial_h X_{b(h,\cdot)}(s,y)|_{h=h_1} - \partial_h X_{b(h,\cdot)}(s,y)|_{h=h_2}\right| + \]
\[
\leq \|b_x\|_{\alpha,x} |h_1 - h_2| + \|b_x\|_{\alpha,x} \left(T C_L |h_1 - h_2|\right)^\alpha.
\]

After integrating in time (note that \(\partial_h X_{b(h,\cdot)}(0,y)|_{h=h_1} = \partial_h X_{b(h,\cdot)}(0,y)|_{h=h_2}\) and applying Gronwall inequality, we conclude the proof.

We can formulate a similar result for dependence in the spatial variable \(x\):

**Lemma 3.14.** Let \(X_{b(h,\cdot)}(s,x)\) be the solution of ODE (2.4) with \(b := b(h,x)\). Then, for any fixed \(T > 0\), map \([-\frac{1}{T}, \frac{1}{T}] \ni x \mapsto \partial_y X_{b(h,\cdot)}(s,y)|_{y=x}\) is bounded by \(C_L T\) and Hölder continuous (with respect to \(h\)) with constant \(H_L T\), uniformly for \(h \in [-\frac{1}{T}, \frac{1}{T}]\) and \(s \in [0,T]\).

**Proof.** Derivative \(\partial_y X_{b(h,\cdot)}(s,y)|_{y=x}\) satisfies the ODE:

\[
\partial_s \partial_y X_{b(h,\cdot)}(s,y)|_{y=x} = \partial_y b(h, X_{b(h,\cdot)}(s,y))|_{y=x} = b_x(h, X_{b(h,\cdot)}(s,y)) \partial_y X_{b(h,\cdot)}(s,y)|_{y=x}.
\]
with initial condition \( \partial_y X_{b(h, \cdot)}(0, x) \big|_{y=x} = 1 \). In view of Gronwall differential inequality, \( \big| \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x} \leq e^{\|b\|_{W^{1, \infty}} T} \). To see Hölder continuity we write:

\[
\partial_x \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x} = \partial_x b(h_1, X_{b(h, \cdot)}(s, y)) - \partial_y b(h_2, X_{b(h, \cdot)}(s, y)) \big|_{y=x} = \]

\[
\leq \|b_x\|_{L_{\infty}} |b_1 - b_2| \cdot e^{C_L T} \|b\|_{W^{1, \infty}} \big| \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x} \big| \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x} \big|
\]

using Lemma 3.13 (map \( h \mapsto X_{b(\cdot, S)}(s, y) \) is Lipschitz with constant \( C_L T \)). After integrating in time and applying Gronwall inequality we conclude the proof. \( \square \)

We finally study continuity of derivatives with respect to spatial variable:

**Lemma 3.15.** Let \( X_{b(h, \cdot)}(s, x) \) be the solution of ODE (3.24) with \( b := b(h, x) \). Then, for any \( s \in [0, T] \):

\[
\big| \partial_x X_{b(h, \cdot)}(s, y) \big|_{y=x} - \partial_x X_{b(h, \cdot)}(s, y) \big|_{y=x} \big| \leq H_L T |x_1 - x_2| \]

(3.19)

\[
\big| \partial_x X_{b(h, \cdot)}(s, x_1) - \partial_x X_{b(h, \cdot)}(s, x_2) \big| \leq H_L T |x_1 - x_2| \]

(3.20)

**Proof.** Using (3.18), we obtain:

\[
\partial_x \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x_1} - \partial_x \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x_2} =
\]

\[
\big| b_x(h, X_{b(h, \cdot)}(s, x_1)) \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x_1} - b_x(h, X_{b(h, \cdot)}(s, x_2)) \partial_y X_{b(h, \cdot)}(s, y) \big|_{y=x_2} \big|
\]

where we used \( |\partial_y X_{b(h, \cdot)}(s, y)| \leq e^{C_L T} \). Application of Gronwall inequality yields (3.19). Similarly,

\[
\partial_x \partial_y X_{b(h, \cdot)}(s, y_1) - \partial_x \partial_y X_{b(h, \cdot)}(s, y_2) =
\]

\[
\big| b_x(h, X_{b(h, \cdot)}(s, y_1)) \partial_y X_{b(h, \cdot)}(s, y_1) - b_x(h, X_{b(h, \cdot)}(s, y_2)) \partial_y X_{b(h, \cdot)}(s, y_2) +
\]

\[
\big| \partial_y X_{b(h, \cdot)}(s, y_1) - \partial_y X_{b(h, \cdot)}(s, y_2) \big| \big| \big| \partial_y X_{b(h, \cdot)}(s, y_2) \big| \bigleq \|b_x\|_{L_{\infty}} |y_1 - y_2| \cdot e^{C_L T} \|b\|_{W^{1, \infty}} \big| \partial_y X_{b(h, \cdot)}(s, y_1) - \partial_y X_{b(h, \cdot)}(s, y_2) \big|
\]

concluding the proof. \( \square \)

We summarize this section with obtained results:

**Corollary 3.16.** Let \( X_{b(h, \cdot)}(s, x) \) be the solution of ODE (3.24) with \( b := b(h, x) \). Then, for any \( s \in [0, T] \):

- \( |X_{b(h_1, \cdot)}(t, y) - X_{b(h_2, \cdot)}(t, y)| \leq C_L T |h_1 - h_2| \).
- \( |X_{b(h, \cdot)}(t, y_1) - X_{b(h, \cdot)}(t, y_2)| \leq C_L T |y_1 - y_2| \).
- \( |\partial_y X_{b(h, \cdot)}(s, y)|_{h=h_1} - \partial_y X_{b(h, \cdot)}(s, y)|_{h=h_2} | \leq G_L T |h_1 - h_2| \).
Corollary 3.17. The function \( P^{a,b,c}(h, s, x) = \xi(h, X_{b(h,\cdot)}(t - s, x)) e^{\int_0^t e(h, X_{b(h,\cdot)}(u, x)) du} \) and \( Q^{a,b,c}(h, s, x) = a(h, X_{b(h,\cdot)}(s, x)) e^{\int_0^t e(h, X_{b(h,\cdot)}(u, x)) du} \), and we need to establish bounds for \( P^{a,b,c} \) and \( Q^{a,b,c} \) used in Corollary 3.12. Note that the form of the function \( P \) is slightly more general (function \( \xi \) in equation 3.3 does not depend on \( h \)) however this generalized setting will be needed. The following results are proven in Appendix B.

Corollary 3.17. The function \( Q^{a,b,c} \) satisfies \( \|Q^{a,b,c}_x\|_\infty \leq CL \|Q^{a,b,c}_h\|_{\alpha,x} \), \( \|Q^{a,b,c}_x\|_{\alpha,h} \leq H_L \) and \( \|Q^{a,b,c}_x\|_{\alpha,h} \leq G_L \).

Corollary 3.18. The function \( P^{a,b,c} \) satisfies:

- \( \|P^{a,b,c}_h\|_\infty \leq \|\xi_h\| + CLT(\|\xi_x\|_\infty + \|\xi\|_\infty) \),
- \( \|P^{a,b,c}_x\|_{W^{1,\infty}} \leq e^{CLT}\|\xi\|_{W^{1,\infty}} \),
- \( \|P^{a,b,c}_h\|_{\alpha,h} \leq GLT\|\xi\|_{W^{1,\infty}} + e^{CLT}\|\xi_h\|_{\alpha,h} + CLT^\alpha \|\xi_h\|_{\alpha,x} + CLT\|\xi_x\|_{\alpha,h} + CLT\|\xi_x\|_{\alpha,x} \),
- \( \|P^{a,b,c}_x\|_{\alpha,h} \leq e^{CLT}\|\xi\|_{\alpha,h} + CLT^\alpha \|\xi_h\|_{\alpha,x} + H_L T\|\xi\|_{W^{1,\infty}} \),
- \( \|P^{a,b,c}_x\|_{\alpha,h} \leq e^{CLT}\|\xi\|_{\alpha,h} + CLT^\alpha \|\xi_h\|_{\alpha,x} + H_L T\|\xi\|_{W^{1,\infty}} \),
- \( \|P^{a,b,c}_x\|_{\alpha,h} \leq max\{e^{CLT}\|\xi\|_{\alpha,h} + CLT^\alpha \|\xi_h\|_{\alpha,x} + H_L T\|\xi\|_{W^{1,\infty}} \} \).

We apply directly Corollary 3.12 together with the estimates for \( P^{a,b,c} \) provided by Corollary 3.18 and the estimates for \( Q^{a,b,c} \) provided by Corollary 3.17.

Lemma 3.19. Let \( \varphi_x \) be the solution to 3.12 with \( p := P^{a,b,c} \) and \( q = Q^{a,b,c} \). Then \( \varphi_x \) satisfies:

- \( \|\varphi_x\|_\infty \leq \|\xi_h\|_{\alpha,h} + CLT(\|\xi_x\|_{\alpha,h} + \|\xi\|_{\alpha,h}) \),
- \( \|\varphi\|_{W^{1,\infty}} \leq e^{CLT}\|\xi\|_{W^{1,\infty}} \),
- \( \|\varphi_h\|_{\alpha,h} \leq e^{CLT}\|\xi_h\|_{\alpha,h} + GLT\|\xi\|_{W^{1,\infty}} + CLT^\alpha \|\xi_h\|_{\alpha,x} + CLT\|\xi_x\|_{\alpha,h} + CLT\|\xi_x\|_{\alpha,x} \),
- \( \|\varphi_x\|_{\alpha,x} \leq e^{CLT}\max(\|\xi\|_{W^{1,\infty}}, \|\xi_x\|_{\alpha,x}) + H_L T\|\xi\|_{W^{1,\infty}} \),
- \( \|\varphi_x\|_{\alpha,h} \leq e^{CLT}\|\xi\|_{\alpha,h} + CLT^\alpha \|\xi_x\|_{\alpha,x} + H_L T\|\xi\|_{W^{1,\infty}} \),
- \( \|\varphi_h\|_{\alpha,x} \leq e^{CLT}\max(2\|\xi\|_{W^{1,\infty}}, \|\xi_h\|_{\alpha,x}) + CLT\|\xi_x\|_{\alpha,x} + H_L T\|\xi\|_{W^{1,\infty}} \).
An easy implication of Lemma 3.19 is

**Corollary 3.20.** Let $\varphi_\xi$ be the solution to (3.3) with

$$p(h, s, x) = \xi(X_{b(h, \cdot)}(t - s, x))e^{\int_{h}^{t-s}c(h, X_{h, h}(u, x))du}$$

and $q = Q^{a, h, c}$ where $\xi \in C^{1+\alpha}(\mathbb{R}^+)$, $\|\xi\|_{C^{1+\alpha}(\mathbb{R}^+)} \leq 1$ (note that $\xi$ does not depend on $h$ here). Then,

$$\|\varphi_{\xi, h}\|_\infty \leq C_\xi T, \|\varphi_{\xi}\|_{W^{1, \infty}} \leq e^{C_\xi T}, \|\varphi_{\xi, h}\|_{\alpha, h} \leq e^{C_\xi T + H L T}\|\varphi_{\xi, x}\|_{\alpha, x, h} \leq H L T^\alpha.$$  

**Proof.** All assertions follow directly from Lemma 3.19 by noting that $\xi$ does not depend on $h$ and $\|\xi\|_\infty, \|\xi_x\|_\infty, \|\xi_{x, x}\|_\infty \leq 1$.  

A direct consequence of this estimate is the proof of Theorem 3.2.

**Proof of Theorem 3.2.** As already suggested, we want to show that for some fixed $h$, $\frac{\mu^{b+\Delta h}-\mu^h}{\Delta h}$ is a Cauchy sequence in $Z$ when $\Delta h \to 0$. To this end,

$$\left\|\frac{\mu_t^{b+\Delta h} - \mu_t^h}{\Delta h} - \frac{\mu_t^{b+\Delta h} - \mu_t^h}{\Delta h}\right\|_Z = \sup_{\|\xi\|_{L^{1+\alpha}} \leq 1} \int_{\mathbb{R}^+} \xi \cdot \left(\frac{d\mu_t^{b+\Delta h} - d\mu_t^h}{\Delta h} - \frac{d\mu_t^{b+\Delta h} - d\mu_t^h}{\Delta h}\right) =$$

$$= \sup_{\|\xi\|_{L^{1+\alpha}} \leq 1} \int_{\mathbb{R}^+} \left(\frac{\varphi_{\xi, t}^{b+\Delta h}(0, x) - \varphi_{\xi, t}^h(0, x)}{\Delta h} - \frac{\varphi_{\xi, t}^{b+\Delta h}(0, x) - \varphi_{\xi, t}^h(0, x)}{\Delta h}\right) d\mu_0.$$  

where we applied semigroup property (2.22) and adopted notation $\varphi_{\xi, t}^h = \varphi_{a(h, \cdot), b(h, \cdot), c(h, \cdot)}$. Now, in view of Corollary 3.20, map $h \mapsto \varphi_{\xi, t}^h(0, x)$ is continuously differentiable with H"older continuous derivative, independently of $x$ and $\xi$ such that $\|\xi\|_{C^{1+\alpha}} \leq 1$. Therefore, by Lemma 2.6,

$$\left\|\frac{\mu_t^{b+\Delta h} - \mu_t^h}{\Delta h} - \frac{\mu_t^{b+\Delta h} - \mu_t^h}{\Delta h}\right\|_Z \leq G L T|\Delta h|^\alpha + G L T|\Delta h_2|^\alpha + G L T|\Delta h - \Delta h_2|^\alpha \to 0$$

as $\Delta h_1 \to 0$ and $\Delta h_2 \to 0$. This implies, by completeness of $Z$, existence of Fréchet derivative $\partial h \mu_t^h$ for $t \in [0, T]$.

To see that map $H \mapsto \partial h \mu_t^h|_{h=H}$ is H"older continuous, we write:

$$\left\|\partial h \mu_t^h|_{h=h_1} - \partial h \mu_t^h|_{h=h_2}\right\|_Z = \lim_{\Delta h \to 0} \left\|\mu_t^{b+\Delta h} - \mu_t^h - \frac{\mu_t^{b+\Delta h} - \mu_t^h}{\Delta h}\right\|_Z =$$

$$= \lim_{\Delta h \to 0} \sup_{\|\xi\|_{L^{1+\alpha}} \leq 1} \int_{\mathbb{R}^+} \left(\frac{\varphi_{\xi, t}^{b+\Delta h}(0, x) - \varphi_{\xi, t}^h(0, x)}{\Delta h} - \frac{\varphi_{\xi, t}^{b+\Delta h}(0, x) - \varphi_{\xi, t}^h(0, x)}{\Delta h}\right) d\mu_0 \leq$$

$$\leq \lim_{\Delta h \to 0} \sup_{\|\xi\|_{L^{1+\alpha}} \leq 1} C|\Delta h|^\alpha + C|h_1 - h_2|^\alpha$$

using Lemma 2.3 with constant $C$ estimated by $G L T$ due to Corollary 3.20.

We conclude this section with a technical estimate that will be useful later. It is proven in Appendix B.
Lemma 3.21. Let \( \varphi^h_{\xi,t}(s,x) \) be the solution to (3.3) with \( \xi \in C^{1+\alpha}(\mathbb{R}^+) \) (note carefully that \( \xi \) does not depend on \( h \) again). Then

\[
\|\varphi^h_{\xi,t}(s,x) - \xi(x)\|_{W^{1,\infty}(\mathbb{R}^+),x} \leq C(C_L,\|\xi\|_{C^{1+\alpha}(\mathbb{R}^+)})|t|^\alpha.
\]

3.4. Effect of perturbation in model functions. In this section, we study what happens to the solutions of (3.4) with effects of perturbation in model functions. Let \( \xi \) as well as their derivatives in terms of corresponding values for \( \xi \). Given two pairs of times \( (s_1, t_1) \) and \( (s_2, t_2) \) such that \( |\Delta t| := t_2 - s_2 = t_1 - s_1 \), we consider solutions \( \varphi^h_{\xi,t_1} \) and \( \varphi^h_{\xi,t_2} \) to the following equations:

\[
\varphi^h_{\xi,t_1}(s_1 + w, x) = \xi(h, X_{b(h,\cdot)}(t_1 - s_1 - w, x))e^{\int_{t_1-s_1}^{t_1-w} c(h, X_{b(h,\cdot)}(u,x))du} + \int_0^{t_1-s_1-w} a(h, X_{b(h,\cdot)}(u,x))\varphi^h_{\xi,t_1}(u + s_1 + w, 0)e^{\int_{u+s_1+w}^{0} c(h, X_{b(h,\cdot)}(v,x))dv}du,
\]

\[
\varphi^h_{\xi,t_2}(s_2 + w, x) = \xi(h, X_{b(h,\cdot)}(t_2 - s_2 - w, x))e^{\int_{t_2-s_2}^{t_2-w} c(h, X_{b(h,\cdot)}(u,x))du} + \int_0^{t_2-s_2-w} a(h, X_{b(h,\cdot)}(u,x))\varphi^h_{\xi,t_2}(u + s_2 + w, 0)e^{\int_{u+s_2+w}^{0} c(h, X_{b(h,\cdot)}(v,x))dv}du,
\]

where \( w \in [0,|\Delta t|] \). Let \( \mathcal{D} = [-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+ \times [0,|\Delta t|] \). For \( u \in [0,|\Delta t|] \) we define:

\[
p(h, u, x) = \xi(h, X_{b(h,\cdot)}(|\Delta t| - u, x))e^{\int_{|\Delta t|-u}^{0} c(h, X_{b(h,\cdot)}(v,x))dv},
\]

\[
q(h, u, x) = a(h, X_{b(h,\cdot)}(u,x))e^{\int_{u}^{0} c(h, X_{b(h,\cdot)}(v,x))dv}
\]

as well as \( \overline{p} \) and \( \overline{q} \) with \( a, b, c, \xi \) replaced by \( \overline{a}, \overline{b}, \overline{c}, \overline{\xi} \) respectively. The aim of this chapter is to estimate differences of functions:

\[
\sup_{(h,x,w) \in \mathcal{D}} \left| \varphi^h_{\xi,t_1}(s_1 + w, x) - \varphi^h_{\xi,t_2}(s_2 + w, x) \right|
\]

as well as their derivatives in terms of corresponding values for \( \xi - \xi \).

Definition 3.22. We write \( |\Delta f| = \max \left( \|a - \overline{a}\|_{\infty}, \|b - \overline{b}\|_{\infty}, \|c - \overline{c}\|_{\infty} \right) \). Similarly, we will use \( |\Delta f_x| \) and \( |\Delta f_h| \) to denote the differences of derivatives.

Moreover, we maintain our notation concerning constants \( C_L, H_L \) and \( G_L \) using it simultaneously for the two triples of functions \( (a, b, c) \) and \( (\overline{a}, \overline{b}, \overline{c}) \) (cf. Definition 3.3). Throughout this chapter, we assume:

(C1): functions \( (a, b, c) \) and \( (\overline{a}, \overline{b}, \overline{c}) \) satisfy assumptions (B1)–(B2) of Theorem 3.2,
(C2): \( |\Delta f| \leq C_L|\Delta t| \),
(C3): \( |\Delta f_x| \leq C_L|\Delta t|^\alpha \).

The main result of this Section reads:
Theorem 3.23. Suppose (C1) – (C3) hold true. Then

\begin{align}
&\sup_{(h,x,w) \in D} \left| \varphi_{t,1}^h(s_1 + w, x) - \varphi_{t,2}^h(s_2 + w, x) \right| \leq e^{C_1 \Delta t} \|\xi - \xi\|_\infty + e^{C_1 \Delta t} |\Delta t|^2 (2 + \|\xi\|_\infty), \\
&\sup_{(h,x,w) \in D} \left| \partial_x \varphi_{t,1}^h(s_1 + w, x) - \partial_x \varphi_{t,2}^h(s_2 + w, x) \right| \leq e^{C_1 \Delta t} \|\xi_x - \xi_x\|_\infty + C_L |\Delta t|^{2\alpha} \|\xi_x\|_{\alpha,x} + \\
&\quad + H_L |\Delta t| \left( |\Delta t|^\alpha + \|\xi - \xi\|_\infty \right) \max (1, \|\xi\|_{W^{1,\infty}}, \|\xi\|_{W^{1,\infty}}), \\
&\sup_{(h,x,w) \in D} \left| \partial_h \varphi_{t,1}^h(s_1 + w, x) - \partial_h \varphi_{t,2}^h(s_2 + w, x) \right| \leq e^{C_1 \Delta t} \|\xi_h - \xi_h\|_\infty + C_L |\Delta t| \|\xi_x - \xi_x\|_\infty + \\
&\quad + C_L |\Delta t| \|\xi - \xi\|_\infty + C_L |\Delta t|^{2\alpha} \|\xi_h\|_{\alpha,x} + C_L |\Delta t|^{1+2\alpha} \|\xi_x\|_{\alpha,x} + \\
&\quad + C_L |\Delta t| \|\Delta f_h\| \max (\|\xi\|_{W^{1,\infty}}, \|\xi\|_{W^{1,\infty}}) + H_L |\Delta t|^{1+2\alpha} \max (1, \|\xi\|_{W^{1,\infty}}, \|\xi\|_{W^{1,\infty}}).
\end{align}

Proof of Theorem 3.23 is a standard computation performed in Appendix C. Observe that this result allows to control distance between two iterations of solutions to implicit equations (3.24) and (3.25). It will be applied in Section 4.4.

4. Nonlinear problem

In this section, we finally move to the nonlinear equation (1.2). The first issue to be dealt with is a dependence on measure in functions \(a, b\) and \(c\) in (1.2). Since measures cannot be evaluated pointwise, we consider quite general class of such models where dependence on measure is actually realized by testing against some nice kernel. More precisely, for a function \(f(x, \mu)\), we consider representation:

\begin{equation}
\tag{4.1}
f(x, \mu) = F \left( x, \int_0^\infty K_f(x, y) d\mu(y) \right).
\end{equation}

We will always use lowercase and uppercase letters to distinguish between these two representations.

Similarly as for linear perturbation case (see Theorem 3.24), we define perturbed function \(f^h(x, \mu)\) as

\begin{equation}
\tag{4.2}
f^h(x, \mu) = f^0(x, \mu) + h f_p(x, \mu) = F^0 \left( x, \int_0^\infty K_f^0(x, y) d\mu(y) \right) + h F_p \left( x, \int_0^\infty K_{f_p}(x, y) d\mu(y) \right).
\end{equation}

Note that, in general, function \(f^h(x, \mu)\) does not have a kernel representation.

Now, we introduce the setting for analysis of nonlinear equations, similar to the one for linear case (Theorem 4.1). We consider equation:

\begin{align}
&\partial_t \mu^h_t + \partial_x (b^h(x, \mu_t) \mu_t) = c^h(x, \mu_t) \mu_t & \mathbb{R}^+ \times [0, T], \\
&b^h(0, \mu_t) D_x \mu^h_t(0) = \int_{\mathbb{R}^+} a^h(x, \mu_t) d\mu^h_t(x) & [0, T], \\
&\mu_0 = \nu & \mathbb{R}^+.
\end{align}

where function \(a^h, b^h\) and \(c^h\) are defined as in (4.2). We assume:
(N1): $A^0, A^p, B^0, B^p, C^0, C_p \in C_{1+\alpha}(\mathbb{R}^+ \times \mathbb{R}^+),$
(N2): $K_{A^0}, K_{A^p}, K_{B^0}, K_{B^p}, K_{C^0}, K_{C_p} \in C_{2+\alpha}(\mathbb{R}^+ \times \mathbb{R}^+),$
(N3): $b^h(0, \mu) > 0$ for any $\mu \in \mathcal{M}^+(\mathbb{R}^+),$
(N4): $a^h(x, \mu) \geq 0$ for any $\mu \in \mathcal{M}^+(\mathbb{R}^+).$

**Definition 4.1. (Contant $C_N$)** Similarly to the constants $C_L$, $H_L$ and $G_L$ (cf. Definition 3), we introduce $C_N$ as any constant depending continuously on $C_{1+\alpha}$ norms of model functions or $C_{2+\alpha}$ norms of kernels.

Assumptions above guarantee existence and uniqueness of the measure solution $\mu^h_t$ to the system (4.1) due to Theorem 2.4.

**Proof.** We have to check that assumptions above imply (W1a), (W1b), (W2) and (W3) in Theorem 2.4. Clearly, (W1a) and (W3) are satisfied. To verify (W2) we compute for some $f(x, \cdot)$:

\[
\|f(x, \mu) - f(x, \nu)\|_\infty = \left\| F \left( x, \int_0^\infty K_F(x, y) d\mu(y) \right) - F \left( x, \int_0^\infty K_F(x, y) d\nu(y) \right) \right\|_\infty \leq \|F\|_\infty \|K_F\|_{W^{1, \infty}} p_F(\mu, \nu),
\]

as desired. Moreover, since

\[
(4.4) \quad \partial_x f(x, \mu) = F_x \left( x, \int_0^\infty K_F(x, y) d\mu(y) \right) + F_y \left( x, \int_0^\infty K_F(x, y) d\mu(y) \right) \int_0^\infty K_F(x, y) d\mu(y),
\]

(W1b) is obviously satisfied. The proof is concluded.

We are ready to formulate the main Theorem:

**Theorem 4.2.** Suppose assumptions (N1) – (N4) hold true and $\alpha > \frac{1}{2}$. Let $\mu^h_t$ be the solution to (1.13). Then, map $[-\frac{T}{2}, \frac{T}{2}] \ni h \to \mu^h_t$ is Fréchet differentiable in space $Z$.

The general idea to prove Theorem 4.2 is to exploit iteration scheme (4.5) to approximate $\mu^h_t$. Namely, we fix $k \in \mathbb{N}$ and divide interval $[0, T]$ for $2^k$ subintervals of equal length. Then, in interval $[m \frac{T}{2^k}, (m+1) \frac{T}{2^k}]$, approximation $\mu^h_{t, k}$ is defined inductively as the solution to:

\[
(4.5) \quad \begin{cases}
\partial_t \mu_t + \partial_x (b^h(x, \mu, \frac{m}{2^k}) \mu_t) = c^h(x, \mu, \frac{m}{2^k}) \mu_t & \mathbb{R}^+ \times [m \frac{T}{2^k}, (m+1) \frac{T}{2^k}], \\
b^h(0, \mu, \frac{m}{2^k}) D_x \mu_t(0) = \int_{\mathbb{R}^+} a^h(x, \mu, \frac{m}{2^k}) d\mu_t(x) & [m \frac{T}{2^k}, (m+1) \frac{T}{2^k}], \\
\mu_{m \frac{T}{2^k}} = \mu^h_{n, k} \frac{T}{2^k}
\end{cases}
\]

(the initial value is obtained from solving similar problem on the interval $[(m-1) \frac{T}{2^k}, m \frac{T}{2^k}]$. Note that since iteration sequence converges in flat metric space $C([0, T], (\mathcal{M}^+(\mathbb{R}^+), p_F))$ to the solution of nonlinear problem (cf. Section 2.1 and 4), it also converges in $C([0, T], Z)$ to the same limit.

This iteration scheme will be used in combination with the following classical lemma stating that sequence of continuous functions converging uniformly has a continuous limit [13].
Lemma 4.3. Let \( f_n \to f \) uniformly on a set \( E \) in some metric space \((X,d)\). Let \( x \) be a limit point of \( E \) and suppose that
\[
\lim_{t \to x} f_n(t) = A_n.
\]
Then, \( A_n \) converges and \( \lim_{t \to x} f(t) = \lim_{n \to \infty} A_n \). In particular,
\[
\lim_{n \to \infty} \lim_{t \to x} f_n(t) = \lim_{t \to x} \lim_{n \to \infty} f_n(t).
\]

Note that \( x \) does not have to belong to the set \( E \). As we are interested in existence of the limit \( \frac{\mu_{h+\Delta h} - \mu^h}{\Delta h} \), we should take \( E = \left[ -\frac{1}{2}, \frac{1}{2} \right] \setminus \{0\} \) and prove that:

- the sequence \( \frac{\mu_{h+\Delta h} - \mu^h}{\Delta h} \) converges uniformly for all \( \Delta h \in E \) as \( k \to \infty \) - this is proven in Theorem 4.16;
- \( \frac{\mu_k - \mu_{h+k}}{\Delta h} \) converges as \( \Delta h \to 0 \) (this fact can be interpreted as a differentiability of the approximating sequence) - this is proven in Theorem 4.10.

To prove the first result, it is sufficient to demonstrate that
\[
\Delta^{k,t} := \sup_{A \in (-\frac{1}{2}, \frac{1}{2})} \left\| \frac{\mu_{h+\Delta h,k+1} - \mu_{h,k+1}}{\Delta h} - \frac{\mu_{h+\Delta h,k} - \mu_{h,k}}{\Delta h} \right\|_Z \leq C 2^{-k\beta}
\]
for some independent constants \( C > 0 \) and \( \beta > 0 \). This estimate is difficult to obtain as it simultaneously captures two effects: when \( k \to \infty \) and when \( \Delta h \to 0 \). In particular, one cannot apply triangle inequality to prove (4.6) - then we would lose one of these effects.

The main idea to obtain the second result is to propagate differentiability along intervals \([0, \frac{T}{2^n}], \left[ \frac{T}{2^n}, 2 \frac{T}{2^n} \right]\) and so on. More precisely, on the first interval, assertion follows directly from linear theory (Theorem 3.2 or even Theorem 3.1). Then, when considering second interval, we should use the fact that nonlinearities are evaluated at measure \( \mu_{h,k} \) where time \( \frac{T}{2^n} \) belongs to the first interval. This gives us a lot of regularity in map \( h \mapsto f(x, \mu_{h,k}) \). We study this effect more carefully in the following Section. However, there is a price to be paid for this type of argument as constants that will accumulate during this inductive procedure have to be properly controlled. This is the reason why we estimated Hölder constants quite carefully in the treatment of linear problem.

4.1. Regularity of map \( h \mapsto f^h(x, \mu^h) \) when \( h \mapsto \mu^h \) is differentiable in \( Z \). The main target of this subsection is to prove that if the map \( h \mapsto \mu^h \) is differentiable in \( Z \), then \( (x,h) \mapsto f(x,\mu^h) \) satisfies assumption (B2) of Theorem 3.2, namely \( (x,h) \mapsto f^h(x,\mu^h) \) is \( C^{1+\alpha}(\mathbb{R}^+ \times [-\frac{1}{2}, \frac{1}{2}]) \). This result is motivated by the propagation of differentiability mentioned above.

It will be sufficient to consider \( (x,h) \mapsto f(x,\mu^h) \), where \( f \) is of the form (4.1), since composition with linear map with arguments on bounded domain will not change the result. We assume:

- \( (F_1) \): \( F \in C^{1+\alpha}(\mathbb{R}^+ \times \mathbb{R}^+) \) and \( K_F \in C^{2+\alpha}(\mathbb{R}^+ \times \mathbb{R}^+) \) with norm \( C_F \),
- \( (F_2) \): Map \([-\frac{1}{2}, \frac{1}{2}] \ni h \mapsto \mu^h \in \mathcal{M}(\mathbb{R}^+) \) is Lipschitz in flat metric with constant \( C_L \) (in particular its Fréchet derivative in \( Z \) is bounded by \( C_L \), see for instance Corollary 4.12 and its proof),
(F3): Map $[-\frac{1}{2}, \frac{1}{2}] \ni h \mapsto \mu^h \in \mathcal{M}^+(\mathbb{R}^+)$ is bounded in total variation norm by a constant $C_T$ and is in $C^{1+\alpha}$ (with Fréchet derivative in space $Z$) with some constant $C_H$.

Again, we introduce so many constants to trace different effects as during iteration mentioned above some of them will be easier to estimate than others. For the functions and kernels like above, $x$ and $y$ stands for the first and second derivative respectively. Similarly, we denote partial derivatives with $f_x, K_{F,x}$ and so on. We remark here that a map $[-\frac{1}{2}, \frac{1}{2}] \ni h \mapsto \mu^h \in \mathcal{M}^+(\mathbb{R}^+)$ is $C^{1+\alpha}$ if $\|\mu^h\|_{C^{1+\alpha}([-\frac{1}{2}, \frac{1}{2}])}$ with the norm defined by an obvious generalization of formula (2.12). We will prove:

**Theorem 4.4.** Under assumptions (F1) – (F3), the map $\mathbb{R}^+ \times [-\frac{1}{2}, \frac{1}{2}] \ni (x, h) \mapsto f(x, \mu^h)$ satisfies assumption (B2) of Theorem 3.2. Moreover,

$$\left\| \partial_x f(x, \mu^h) \right\|_{x \in [x_1, x_2]} \left\| \partial_x f(x, \mu^h) \right\|_{x \in [x_1, x_2]} \left\| \partial_x f(x, \mu^h) \right\|_{x \in [x_1, x_2]} \leq C(L, C_T, C_F),$$

$$\left\| \partial_h f(x, \mu^h) \right\|_{h \in [a, b]} \leq C(L, C_T, C_F)(1 + C_H).$$

In particular, if functions $F^0, F_P$ and kernels $K_{F_0}, K_{F_P}$ satisfy assumptions (F1) – (F3), then map $\mathbb{R}^+ \times [-\frac{1}{2}, \frac{1}{2}] \ni (x, h) \mapsto f^h(x, \mu^h)$ meets (B2) in Theorem 3.2 with:

$$\left\| \partial_x f^h(x, \mu^h) \right\|_{x \in [x_1, x_2]} \left\| \partial_x f^h(x, \mu^h) \right\|_{x \in [x_1, x_2]} \left\| \partial_x f^h(x, \mu^h) \right\|_{x \in [x_1, x_2]} \leq C(L, C_T, C_F),$$

$$\left\| \partial_h f^h(x, \mu^h) \right\|_{h \in [a, b]} \leq C(L, C_T, C_F)(1 + C_H).$$

The proof will be divided for three Lemmas:

**Lemma 4.5.** Suppose (F1) holds. For each $\mu \in \mathcal{M}^+(\mathbb{R}^+)$ with $\|\mu\|_{TV} \leq C_T$, map $x \mapsto f(x, \mu)$ is $C^{1+\alpha}$ with norm depending on $C(L, C_T, C_F)$. More precisely, $\|f(x, \mu)\|_{W^{1, \infty}} \leq C(T, C_T)$ and $\|\partial_x f(x, \mu)\|_{x \in [x_1, x_2]} \leq C(L, C_T, C_F)$. Moreover, for any $h \in [-\frac{1}{2}, \frac{1}{2}]$, $\|\partial_x f(x, \mu^h)\|_{x \in [x_1, x_2]} \leq C(L, C_T, C_F)$.

**Proof.** It is obvious that $\|f(x, \mu)\|_{\infty} \leq \|F\|_{\infty}$ and it follows from (1.13) that $\|f(x, \mu)\|_{\infty} \leq C_F + C_F^2 C_T \leq C(F_C, C_T)$. Then, using (1.14) again, we write:

$$\partial_x f(x, \mu)_{x = z_1} - \partial_x f(x, \mu)_{x = z_2} = F_x \left( z_1, \int_0^{\infty} K_F(z_1,y) d\mu(y) \right) - F_x \left( z_2, \int_0^{\infty} K_F(z_2,y) d\mu(y) \right) +$$

$$+ F_y \left( z_1, \int_0^{\infty} K_F(z_1,y) d\mu(y) \right) \int_0^{\infty} K_{F,x}(z_1,y) d\mu(y) - F_y \left( z_2, \int_0^{\infty} K_F(z_2,y) d\mu(y) \right) \int_0^{\infty} K_{F,x}(z_2,y) d\mu(y) \leq$$

$$\leq \left( \left\| F_x \right\|_{x \in [x_1, x_2]} \left\| \mu \right\|_{TV} \left\| z_1 - z_2 \right\|^\alpha \right) \left\| K_{F,x} \right\|_{x \in [x_1, x_2]} \left\| \mu \right\|_{TV} + \left\| F_y \right\|_{y \in [y_1, y_2]} \left\| K_{F,x} \right\|_{x \in [x_1, x_2]} \left\| z_1 - z_2 \right\|^\alpha \left\| \mu \right\|_{TV} \leq C(F_C, C_T) \left\| z_1 - z_2 \right\|^\alpha.$$. 


Similarly,
\[
\left| \partial_x f(x, \mu^{h_1}) - \partial_x f(x, \mu^{h_2}) \right| = F_x \left( x, \int_0^\infty K_F(x, y)d\mu^{h_1}(y) \right) - F_x \left( x, \int_0^\infty K_F(x, y)d\mu^{h_2}(y) \right) \\
\leq \|F_x\|_{\alpha, y} \left( \|K_F\|_{W^{1, \infty}} p_F(\mu^{h_1}, \mu^{h_2}) \right)^\alpha \leq C(C_F, C_L)h_1 - h_2\alpha
\]
\[
+ F_y \left( x, \int_0^\infty K_F(x, y)d\mu^{h_1}(y) \right) \int_0^\infty K_{F,x}(x, y)d\mu^{h_1}(y) - F_y \left( x, \int_0^\infty K_F(x, y)d\mu^{h_2}(y) \right) \int_0^\infty K_{F,x}(x, y)d\mu^{h_2}(y) \\
\leq \|F_y\|_{\alpha, y} \left( \|K_F\|_{W^{1, \infty}} p_F(\mu^{h_1}, \mu^{h_2}) \right)^\alpha \leq C(C_F, C_T, C_L)h_1 - h_2\alpha
\]

Lemma 4.6. Suppose (F1)–(F3) hold true. Then, the map \([-\frac{1}{2}, \frac{1}{2}] \ni h \mapsto f(x, \mu^h)\) is \(C^{1+\alpha}\). More precisely, \(\|f(x, \mu^h)\|_{\infty} \leq C_F, \|\partial_h f(x, \mu^h)\|_{\infty} \leq C(C_F, C_L)\) and \(\|\partial_h f(x, \mu^h)\|_{\alpha, h} \leq C(C_F, C_L, C_T)(1 + C_H)\).

Proof. This is very similar to the previous Lemma. Obviously, \(\|f(x, \mu^h)\|_{\infty} \leq C_F\). Now, we compute derivative of \(h \mapsto f(x, \mu^h)\):

\[
\lim_{\Delta h \to 0} \frac{f(x, \mu^{h+\Delta h}) - f(x, \mu^h)}{\Delta h} = \lim_{\Delta h \to 0} \frac{F \left( x, \int_0^\infty K_F(x, y)d\mu^{h+\Delta h}(y) \right) - F \left( x, \int_0^\infty K_F(x, y)d\mu^{h}(y) \right)}{\Delta h}
\]
\[
= \lim_{\Delta h \to 0} \frac{\int_0^\infty K_{F,x}(x, y)d(\mu^{h+\Delta h} - \mu^h)(y)}{\Delta h} := A(\Delta h)
\]

Since \(K_F(x, y) \in C^{1+\alpha}\), by assumption on differentiability:

\[
\left| \int_0^\infty K_F(x, y)d(\mu^{h+\Delta h} - \mu^h)(y) \right| \leq \left| \mu^{h+\Delta h} - \mu^h \right|_Z \to 0 \text{ as } \Delta h \to 0.
\]

Therefore,

\[
\lim_{\Delta h \to 0} A(\Delta h) = F_y \left( x, \int_0^\infty K_F(x, y)d\mu^{h}(y) \right).
\]

Now, note that,

\[
\left| \int_0^\infty K_F(x, y)d\mu^{h+\Delta h} - \mu^h \right|_{\Delta h} - \left( \partial_H \mu^H \bigg|_{H=h} \right) K_F(x, y)_{C^{1+\alpha}} \leq \left| \mu^{h+\Delta h} - \mu^h \right|_{\Delta h} - \partial_H \mu^H \bigg|_{H=h} \right|_{Z} \to 0 \text{ as } \Delta h \to 0,
\]
where \((\cdot, \cdot)_{\alpha}(Z, C^{1+\alpha})\) denotes the dual pairing (we had to be careful here as \(\partial_H \mu^H_{|H=h}\) does not have to be a measure). We conclude:

\[
\partial_h f(x, \mu^h) = F_y \left( x, \int_0^\infty K_F(x, y)d\mu^h(y) \right) \cdot \left( \partial_H \mu^H_{|H=h}, K_F(x, y) \right)_{(Z, C^{1+\alpha})}
\]

so that \(\|\partial_h f(x, \mu^h)\|_{\infty} \leq C(C_F, C_L)\) (we remark here that \(\|\partial_H \mu^H\|_Z \leq C_L\) – see assumption (F2) or the proof of Corollary 4.12). Finally, we check Hölder continuity:

\[
\partial_h f(x, \mu^h)_{|h=h_1} - \partial_h f(x, \mu^h)_{|h=h_2} = \\
= \left[ F_y \left( x, \int_0^\infty K_F(x, y)d\mu^{h_1}(y) \right) - F_y \left( x, \int_0^\infty K_F(x, y)d\mu^{h_2}(y) \right) \right] \cdot \left( \partial_H \mu^H_{|H=h_1}, K_F(x, y) \right)_{(Z, C^{1+\alpha})} + \\
\leq \|F_y\|_{\alpha, y} \left( \|K_F\|_{W^{1, \infty}} \|p\|_{\alpha} \|\mu^{h_1}\|_{C^{1+\alpha}} \right)^{\alpha} \|K_F\|_{C^{1+\alpha}} + \\
+ F_y \left( x, \int_0^\infty K_F(x, y)d\mu^{h_2}(y) \right) \cdot \left( \partial_H \mu^H_{|H=h_1}, K_F(x, y) \right)_{(Z, C^{1+\alpha})} - \left( \partial_H \mu^H_{|H=h_2}, K_F(x, y) \right)_{(Z, C^{1+\alpha})} \leq \\
\leq \|F_y\|_{\infty} C_{H^{1+\alpha}} \|K_F\|_{C^{1+\alpha}} \|h_1 - h_2\|^\alpha \leq C(C_L, C_F, C_T)(1 + C_H)\|h_1 - h_2\|^\alpha.
\]

Lemma 4.7. Suppose (F1)–(F3) hold true. Then, the map \(\mathbb{R}^+ \ni x \mapsto \partial_h f(x, \mu^h)\) is Hölder continuous with constant \(C(C_F, C_L, C_T)\).

Proof. To perform estimates like above we need a bound of the form \(\|y \mapsto K_F(x_1, y) - K_F(x_2, y)\|_{C^{1+\alpha}} \leq C|x_1 - x_2|^\alpha\) so that we can conclude

\[
\left( \partial_H \mu^H_{|H=h}, K_F(x_1, y) - K_F(x_2, y) \right)_{(Z, C^{1+\alpha})} \leq \|\partial_H \mu^H\|_Z \left\| K_F(x_1, y) - K_F(x_2, y) \right\|_{C^{1+\alpha}} \leq C|x_1 - x_2|^\alpha
\]

for some constant \(C\) to be determined. Using only \(C^{1+\alpha}\) regularity we can easily deduce:

\[
\|y \mapsto K_F(x_1, y) - K_F(x_2, y)\|_{\infty} \leq C_F\|x_1 - x_2\|,
\]

\[
\|y \mapsto \partial_y (K_F(x_1, y) - K_F(x_2, y))\|_{\infty} \leq C_F\|x_1 - x_2\|\alpha.
\]

To obtain desired \(C^{1+\alpha}\) regularity of the map \(y \mapsto K_F(x_1, y) - K_F(x_2, y)\), we will prove

\[
\sup_{x_1, x_2, x_1 \neq x_2, y_1, y_2 \neq y_2} \sup_{x_1, x_2, x_1 \neq x_2, y_1, y_2 \neq y_2} \left| \frac{(K_{F,y}(x_1, y_1) - K_{F,y}(x_2, y_1)) - (K_{F,y}(x_1, y_2) - K_{F,y}(x_2, y_2))}{|x_1 - x_2| |y_1 - y_2|^{\alpha}} \right| \leq C_F.
\]

Indeed, if \(|x_1 - x_2| \geq 1\) and \(|y_1 - y_2| \geq 1\), then (4.9) is trivial (we use directly \(L^\infty\) norms). Moreover, if \(|x_1 - x_2| \geq 1, |y_1 - y_2| \leq 1\) we use Taylor’s expansion together with \(C^{2+\alpha}\) regularity of kernel \(K_F\):

\[
\left| (K_{F,y}(x_1, y_1) - K_{F,y}(x_2, y_1)) - (K_{F,y}(x_1, y_2) - K_{F,y}(x_2, y_2)) \right| \leq C_F|y_1 - y_2||x_1 - x_2|^\alpha + C_F|y_1 - y_2|^2,
\]
Finally, if \(|x_1 - x_2| \leq 1\) and \(|y_1 - y_2| \geq 1\), we use analogous expansion:
\[
\left| (K_{F,y}(x_1, y_1) - K_{F,y}(x_2, y_1)) - (K_{F,y}(x_1, y_2) - K_{F,y}(x_2, y_2)) \right| \leq C_M |x_1 - x_2| y_1 - y_2| + C_M |x_1 - x_2|^2.
\]

Similarly, if \(|x_1 - x_2| \leq 1\) and \(|y_1 - y_2| \leq 1\), we use both bounds together:
\[
\left| \frac{(K_{F,y}(x_1, y_1) - K_{F,y}(x_2, y_1)) - (K_{F,y}(x_1, y_2) - K_{F,y}(x_2, y_2))}{|x_1 - x_2|^\alpha} \right| \leq C_M \min \left( \frac{|x_1 - x_2|^\alpha + |x_1 - x_2|^2 |y_1 - y_2| + |x_1 - x_2|^\alpha + |y_1 - y_2|^2}{|x_1 - x_2|^\alpha} \right)
\]
\[
= C_M \min \left( |x_1 - x_2|^{1-\alpha} + |x_1 - x_2|^{2-\alpha} |y_1 - y_2| |x_1 - x_2|^{-\alpha} + |y_1 - y_2|^{2-\alpha} |x_1 - x_2|^{-\alpha} \right)
\]
\[
\leq C_M + C_M \min \left( |x_1 - x_2|^{2-\alpha} |y_1 - y_2|^{2-\alpha} |x_1 - x_2|^{-\alpha} \right)
\]

since \(|x_1 - x_2| \leq 1\) and \(|y_1 - y_2| \leq 1\). Finally, observe that the minimum above has to be bounded since product of the two terms is bounded:
\[
\left( |x_1 - x_2|^{2-\alpha} |y_1 - y_2|^{-\alpha} \right) \cdot \left( |y_1 - y_2|^{2-\alpha} |x_1 - x_2|^{-\alpha} \right) = |x_1 - x_2|^{2-\alpha} |y_1 - y_2|^{2-\alpha} \leq 1
\]
as \(\alpha \in (0, 1)\). Therefore, (4.8) follows for \(C = C(C_F, C_L)\). Finally, using (4.7), we conclude:
\[
\left| \frac{\partial_h f(x_1, \mu^h) - \partial_h f(x_2, \mu^h)}{H} \right| \leq C(C_T, C_F, C_L) |x_1 - x_2|^\alpha.
\]

We conclude this section with a technical estimate that will be useful later:

**Lemma 4.8.** Let \(\{\mu^h\}_{h \in [\frac{1}{2}, 1]}\) and \(\{\nu^h\}_{h \in [\frac{1}{2}, 1]}\) be two families of measures satisfying (F2) and (F3). Then
\[
\left\| \partial_h f(x, \mu^h) - \partial_h f(x, \nu^h) \right\|_{C_T} \leq C(C_F, C_L) \left( ||F_{\mu}||_{L_{\infty}F(\mu^h, \nu^h)} \right) + C_F \left( \partial_h \mu^h \right)_{H} - \partial_h \nu^h_{H} \right\|_{L_{\infty}}.
\]

**Proof.** From (4.7), we easily compute:
\[
\left\| \partial_h f(x, \mu^h) - \partial_h f(x, \nu^h) \right\|_{C_T} \leq \left\| \frac{F_{\mu}(x, \int_0^\infty \nu^h(y) dy) - F_{\nu}(x, \int_0^\infty \nu^h(y) dy)}{\partial_h \mu^h} \right\|_{C_{\infty}} \leq C_L \left( ||F_{\mu}||_{L_{\infty}F(\mu^h, \nu^h)} \right)^\alpha.
\]
4.2. Stability estimates for sequence $\mu^{h,k}_i$. In this subsection, we will establish some bounds on the sequence $\mu^{h,k}_i$ that will allow to perform the iterations. We begin with the simple, yet powerful lemma that was already established in [6] in a simplified version. It is proven by simple induction.

**Lemma 4.9.** Suppose a sequence $u_k$ satisfies $|u_k| \leq a \max(c,|u_{k-1}|) + b$ for some nonnegative constants $a \geq 1$, $b$ and $c$. Then, $|u_k| \leq a^k \max(|u_0|, c) + \begin{cases} \frac{a^k-1}{a-1}b & \text{if } a > 1, \\ kb & \text{if } a = 1. \end{cases}$

**Proof.** Let $a > 1$. Clearly, lemma holds for $k = 1$. Suppose it holds for $k = m$. Then,

$$|u_{m+1}| \leq a \max(c,|u_m|) + b \leq a \max(c, a^m \max(|u_0|, c) + \frac{a^m-1}{a-1}b) + b \leq a \max(c, a^m \max(|u_0|, c) + \frac{a^m-1}{a-1}b + b \leq a^{m+1} \max(|u_0|, c) + \frac{a^m-1}{a-1}b + b = a^{m+1} \max(|u_0|, c) + b\frac{a^{m+1}-1}{a-1}$$

and similarly (or even slightly easier) when $a = 1$. The proof is concluded. \hfill \square

Our first observation is that the sequence $\mu^{h,k}_i$ is uniformly bounded in total variation norm, independently of $k \in \mathbb{N}$, $h \in [-\frac{T}{2}, \frac{T}{2}]$ and $t \in [0, T]$ so it will not blow up while iterating:

**Lemma 4.10.** There is a constant $C_N$ such that

$$\|\mu^{h,k}_i\|_{TV} \leq \|\mu_0\|_{TV} e^{C_N T}.$$ 

**Proof.** Fix $k \in \mathbb{N}$ and observe that by (2.20), for $t \in [m\frac{T}{2\pi}, (m+1)\frac{T}{2\pi}]$ we have:

$$\|\mu^{h,k}_i\|_{TV} \leq \|\mu^{h,k}_{m\frac{T}{2\pi}}\|_{TV} e^{2\left(\|a^h\|_\infty + \|c^h\|_\infty \right)\frac{T}{2\pi}} \leq \|\mu^{h,k}_{m\frac{T}{2\pi}}\|_{TV} e^{C_N \frac{T}{2\pi}}.$$ 

Using Lemma 1.9 with $c = 0$ and $m \leq 2^k$ we conclude the proof. \hfill \square

We move on to study the variation of iteration sequence $\mu^{h,k}_i$ as $h$ and $k$ are changed.

**Lemma 4.11.** For some constant $C_N$, independent of $k$, we have:

$$P_F(\mu^{h+\Delta h,k}_i, \mu^{h,k}_i) \leq C_N|\Delta h|.$$ 

**Proof.** Let $t \in [m\frac{T}{2\pi}, (m+1)\frac{T}{2\pi}]$ and $t^* = m\frac{T}{2\pi}$. Let $\tilde{\mu}^{h+\Delta h,k}_i$ be the solution to (1.5) with perturbed initial condition $\mu^{h+\Delta h,k}_i$ but not perturbed nonlinearities $a^h(x, \mu^{h,k}_i), b^h(x, \mu^{h,k}_i), c^h(x, \mu^{h,k}_i)$ (one can think
of \( \bar{\mu}_{t}^{h+\Delta h, k} \) as some measure between \( \mu_{t}^{h+\Delta h, k} \) and \( \mu_{t}^{h, k} \). Then, using (2.5) and (2.6), we obtain:

\[
p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}) \leq p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h+\Delta h, k}) + p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}) \leq \||f^{h+\Delta h}(x, \mu_{t}^{h+\Delta h, k}) - f^{h}(x, \mu_{t}^{h, k})||_{\infty} + e^{C \frac{T}{2} p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k})},
\]

where the constant \( C \) depends on \( W^{1,\infty} \) norms of model functions \( x \mapsto a^{h}(x, \mu_{t}^{h, k}), x \mapsto b^{h}(x, \mu_{t}^{h, k}) \) and \( x \mapsto c^{h}(x, \mu_{t}^{h, k}) \). In view of Lemma 4.10, these norms depend on \( C_{N} \) and total variation norm of \( \mu_{t}^{h, k} \), which, in view of Lemma 4.10, is also uniformly bounded by \( C_{N} \). This implies \( \bar{C} = C_{N} \). Then, for \( f = a, b, c \) we compute:

\[
\||f^{h+\Delta h}(x, \mu_{t}^{h+\Delta h, k}) - f^{h}(x, \mu_{t}^{h, k})||_{\infty} = \||\Delta h f_{p}(x, \mu_{t}^{h+\Delta h, k}) + f^{h}(x, \mu_{t}^{h+\Delta h, k}) - f^{h}(x, \mu_{t}^{h, k})||_{\infty} \leq C_{N}|\Delta h| + C_{N}\sup_{x} \int_{\mathbb{R}^{+}} (K_{f^{0}}(x, y) + K_{f^{p}}(x, y)) d(\mu_{t}^{h+\Delta h, k} - \mu_{t}^{h, k}) \leq C_{N}|\Delta h| + C_{N}p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}),
\]

so that coming back to the starting point:

\[
p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}) \leq C_{N} \frac{T}{2k} e^{CN \frac{T}{2}} |\Delta h| + C_{N} \frac{T}{2k} e^{CN \frac{T}{2}} p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}) + e^{CN \frac{T}{2}} p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}) \leq C_{N} \frac{T}{2k} e^{CN \frac{T}{2}} |\Delta h| + C_{N} \frac{T}{2k} e^{CN \frac{T}{2}} p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}),
\]

using inequality \( 1 + x \leq e^{x} \). Now, for \( m = 0, 1, ..., 2^{k} \), let \( a_{m} = p_F(\mu_{m \frac{T}{2^{k}}}, \mu_{m \frac{T}{2^{k}}}^{h, k}) \) so that \( a_{0} = 0 \). In view of Lemma 4.10

\[
a_{m} \leq C_{N} \frac{e^{CN \frac{T}{2^{k}}}}{e^{CN \frac{T}{2^{k}}}} = C_{N} \frac{e^{CN \frac{T}{2^{k}}} - 1}{e^{CN \frac{T}{2^{k}}} - 1} |\Delta h| \leq C_{N} \frac{e^{CN \frac{T}{2^{k}}} - 1}{e^{CN \frac{T}{2^{k}}} - 1} |\Delta h| \leq C_{N}|\Delta h|
\]

since the sequence \( \frac{e^{CN \frac{T}{2^{k}}} - 1}{e^{CN \frac{T}{2^{k}}} - 1} \) is convergent as \( k \to \infty \). The proof is concluded.

\[\square\]

**Corollary 4.12.** Suppose we know that the map \( h \mapsto \mu_{t}^{h, k} \) is Fréchet differentiable in \( Z \). Then \( \left\| \frac{\partial}{\partial h} \mu_{t}^{h, k} \right\|_{Z} \leq C_{N} \). Indeed,

\[
\left\| \frac{\partial}{\partial h} \mu_{t}^{h, k} \right\|_{Z} = \lim_{\Delta h \to 0} \frac{1}{\Delta h} \sup_{\|\xi\| \leq 1} \int_{\mathbb{R}^{+}} \|\xi d(\mu_{t}^{h+\Delta h, k} - \mu_{t}^{h, k})| \leq \lim_{\Delta h \to 0} \frac{1}{\Delta h} \sup_{\|\xi\| \leq 1} \int_{\mathbb{R}^{+}} \|\xi d(\mu_{t}^{h+\Delta h, k} - \mu_{t}^{h, k})| \leq \lim_{\Delta h \to 0} \frac{1}{\Delta h} p_F(\mu_{t}^{h+\Delta h, k}, \mu_{t}^{h, k}) \leq C_{N}.
\]

This provides a priori estimate on the derivatives that does not change with \( k \).

Similarly, we can study stability of the sequence \( \mu_{t}^{h, k} \) as \( h \) is fixed and \( k \) is changed:

**Lemma 4.13.** For some constant \( C_{N} \), independent of \( k \), we have:

\[
p_F(\mu_{t}^{h, k+1}, \mu_{t}^{h, k}) \leq C_{N} 2^{-k}.
\]
Therefore, using 1 + \mu_{t_\ast}^{h,k+1} + \mu_{t_\ast}^{h,k}.

Now, let \( t \in A^+_t \). Again, using (2.5) and (2.6):

\[
pF(\mu_t^{h,k+1}, \mu_t^{h,k}) \leq \left\| \mu_{t_\ast}^{h,k+1} \right\|_{TV} \frac{T}{2k+1} C \frac{\tau^r}{2^{r+1}} \sum_{f=a,b,c} \left\| f(x, \mu_{t_\ast}^{h,k+1}) - f(x, \mu_{t_\ast}^{h,k}) \right\|_\infty + e \frac{T}{2^{r+1}} pF(\mu_{t_\ast}^{h,k+1}, \mu_{t_\ast}^{h,k}),
\]

where \( C \) depends on \( W^{1,\infty} \) norms of maps \( x \mapsto f(x, \mu_{t_\ast}^{h,k+1}) \) and \( x \mapsto f(x, \mu_{t_\ast}^{h,k}) \) for \( f = a, b, c \). Similarly as above, \( C = C_N \) due to Lemma 4.13 and Lemma 4.10.

Moreover, by kernel representation of \( f \):

\[
\left\| f(x, \mu_{t_\ast}^{h,k+1}) - f(x, \mu_{t_\ast}^{h,k}) \right\|_\infty \leq C_N pF(\mu_{t_\ast}^{h,k+1}, \mu_{t_\ast}^{h,k}).
\]

Therefore, using \( 1 + x \leq e^x \), we conclude:

\[
pF(\mu_t^{h,k+1}, \mu_t^{h,k}) \leq C \frac{\tau^r}{2^{r+1}} pF(\mu_{t_\ast}^{h,k+1}, \mu_{t_\ast}^{h,k}).
\]

Corollary 4.14. Consider the interval of time \( [l \frac{T}{2^r}, (l + 1) \frac{T}{2^r}] \) with \( t_* = l \frac{T}{2^r} \) and \( t_m = t_* + \frac{T}{2^{r+1}} \) (the middle of the interval). Then,

\[
(f(x, \mu_{t_\ast}^{h,k+1}) - f(x, \mu_{t_\ast}^{h,k})) \leq C_N 2^{-k},
\]

\[
(f(x, \mu_{t_\ast}^{h,k+1}) - f(x, \mu_{t_\ast}^{h,k})) \leq C_N 2^{-k}.
\]

Proof. Since \( \| f(x, \mu) - f(x, \nu) \|_\infty \leq C_N pF(\mu, \nu) \), assertion (1.11) follows directly from Lemma 4.13. Moreover, by (1.12),

\[
\left\| \partial_x f(x, \mu_{t_\ast}^{h,k+1}) - \partial_x f(x, \mu_{t_\ast}^{h,k}) \right\|_\infty \leq C_N 2^{-k}.
\]
\[ |\partial_x f(x, \mu) - \partial_x f(x, \nu)| = \left| F_x \left( x, \int_0^\infty K_F(x, y) d\mu(y) \right) - F_x \left( x, \int_0^\infty K_F(x, y) d\nu(y) \right) \right| \]
\[ \leq \|F_x\|_{\alpha, y} \|K_F\|_{W^{1, \infty}} \left( p_F(\mu, \nu) \right) \gamma \]
\[ + \left| F_y \left( x, \int_0^\infty K_F(x, y) d\mu(y) \right) \int_0^\infty K_F(x, y) d\mu(y) \right| \int_0^\infty K_F(x, y) d\nu(y) \right) \|K_F,F \|_{W^{1, \infty}} \left( p_F(\mu, \nu) \right) \gamma \]
\[ \leq \|F_y\|_{\alpha, y} \|K_F\|_{W^{1, \infty}} \left( p_F(\mu, \nu) \right) \gamma \|K_F,F \|_{W^{1, \infty}} \left( p_F(\mu, \nu) \right) \gamma \]

so \ref{4.12} follows again from Lemma \ref{4.13}.

\textbf{Remark 4.15.} After two examples (Lemmas \ref{4.11} and \ref{4.13}), Reader should have some intuition in how iteration lemma (Lemma \ref{4.9}) applies to our approximating procedure. Briefly speaking, if \(a_m\) is an iterated quantity (\(m = 0, 1, \ldots, 2^k\)) with \(a_0 = 0\) we have implication:

\[ a_m \leq a_{m-1} e^{C 2^{-k}} + \left( \frac{C}{2^k} \right) \gamma \Rightarrow a_m \leq C \left( \frac{1}{2^k} \right) \gamma^{-1}. \]

for a possibly different constant \(C\). Therefore, we are interested in making \(\gamma\) as big as possible. On the other hand, if we obtain a bound of the form:

\[ a_m \leq a_{m-1} + \left( \frac{C}{2^k} \right) \gamma_1 + \left( \frac{C}{2^k} \right) \gamma_2 + \left( \frac{C}{2^k} \right) \gamma_3 + \ldots, \]

there is no point in recording \(\gamma_1, \gamma_2, \gamma_3\) and so on. It is sufficient to know what is the smallest value of \(\gamma_k\) appearing on (RHS) of \ref{4.13} as this is the only thing that matters.

\subsection{4.3. Differentiability of map \(h \mapsto \mu_t^{h,k}\).}

In this Section, we prove that the approximating sequence \(\mu_t^{h,k}\) is Fréchet differentiable with respect to \(h\). This is one of the two results needed for application of Lemma \ref{4.3}.

As already suggested in the introduction to Section 4, the main idea is to propagate differentiability from interval \([m \frac{T}{2}, (m + 1) \frac{T}{2}]\) to \([(m + 1) \frac{T}{2}, (m + 2) \frac{T}{2}]\) while in the first interval \([0, \frac{T}{2}]\) differentiability follows directly from linear theory.

The main obstacle is that for \(m > 0\), at interval \([m \frac{T}{2}, (m + 1) \frac{T}{2}]\) we solve problem with perturbed nonlinearities (this can be handled by Theorem \ref{3.2} and with perturbed initial condition. To address this issue, we introduce intermediate measure that evolves with perturbed flow but starts from non-perturbed initial condition, similarly as in the proof of Lemma \ref{4.11}.

\textbf{Theorem 4.16.} Fix \(k \in \mathbb{N}\). Let \(\mu_t^{h,k}\) be the solution to \ref{4.10}. Then, \(h \mapsto \mu_t^{h,k}\) is Fréchet differentiable in \(C([0, T], Z)\). Moreover, the derivative is Hölder continuous with constant bounded by \(C_N 2^{k(1-\alpha)}\).

\textbf{Proof.} The proof goes by induction on time intervals. Let \(t \in [0, \frac{T}{2}]\). Then, \(\mu_t^{h,k}\) solves the equation:

\[ \begin{cases}
\partial_t \mu_t + \partial_x (b^h(x, \mu_0) \mu_t) = c(x, \mu_0) \mu_t & \mathbb{R}^+ \times [0, \frac{T}{2}], \\
b^h(0, \mu_0)D_\lambda \mu_t(0) = \int_{\mathbb{R}^+} a^h(x, \mu_0) d\mu_t(x) & [0, \frac{T}{2}],
\end{cases} \]
with initial measure $\mu_0$. In this case, differentiability and Hölder continuity with some constant $C^{(0)} := C_N \frac{T}{\delta}$ follows directly from Theorem 4.1. However, substantial problems arise in next intervals.

Suppose that the result holds for some interval $[m \frac{T}{\delta}, (m+1) \frac{T}{\delta}]$ with Hölder constant of the derivative $C^{(m)}$. Let $t \in [(m+1) \frac{T}{\delta}, (m+2) \frac{T}{\delta}]$, $t^* = (m+2) \frac{T}{\delta}$ and $t_* := (m+1) \frac{T}{\delta}$. We introduce an intermediate measure $\mu_{t_* + \Delta h, k}$ starting at time $(m+1) \frac{T}{\delta}$ from the nonperturbed initial measure $\mu_{(m+1) \frac{T}{\delta}}$ but evolving with perturbed flow:

$$
\begin{cases}
\partial_t \mu_t + \partial_x (b^{h+\Delta h}(x, \mu_{m \frac{T}{\delta}}) \mu_t) = c^{h+\Delta h}(x, \mu_{m \frac{T}{\delta}}) \mu_t & \text{in } \mathbb{R} \times [(m+1) \frac{T}{\delta}, (m+2) \frac{T}{\delta}], \\
\mu_{t_* + \Delta h, k} = \int_{\mathbb{R}^+} a^{h+\Delta h}(x, \mu_{m \frac{T}{\delta}}) d\mu_t(x) & \text{in } [(m+1) \frac{T}{\delta}, (m+2) \frac{T}{\delta}], 
\end{cases}
$$

Then, we write:

\begin{equation}
\frac{\mu_{t + \Delta h, k}^{h+\Delta h, k} - \mu_{t_*}^{h+\Delta h, k} - \mu_t^{h+\Delta h, k}}{\Delta h} = A_1 + A_2,
\end{equation}

and the plan is to show that both terms have limits in $Z$ when $\Delta h \to 0$. For term $A_1$, we will demonstrate that it is a Cauchy sequence. To this end, for some small $\Delta h_1$ and $\Delta h_2$ we write:

\begin{equation}
\left\| \frac{\mu_{t + \Delta h_1, k}^{h+\Delta h_1, k} - \mu_{t_*}^{h+\Delta h_1, k} - \mu_t^{h+\Delta h_1, k}}{\Delta h_1} - \frac{\mu_t^{h+\Delta h_2, k} - \mu_t^{h+\Delta h_2, k}}{\Delta h_2} \right\|_Z
\end{equation}

where we applied semigroup property (2.2). Here, for any $H \in [-\frac{1}{2}, \frac{1}{2}]$, function $\varphi^H_{\xi, t}(s, x)$ (with $s \in [0, t-t_*)$) solves the implicit equation:

\begin{equation}
\varphi^H_{\xi, t}(s, x) = \xi(X_{b(H, .)}(t - t_*, s, x))e^{\int_0^{t_*} -s \tilde{c}(H, X_{b(H, .)}(u, x)) du + \int_0^{t_* - s} \tilde{a}(H, X_{b(H, .)}(u, x)) \varphi^H_{\xi, t}(u + s, 0) e^{\int_0^u - c(H, X_{b(H, .)}(v, x)) dv} du}
\end{equation}

where $\tilde{a}(h, x) = a(x, \mu_{t_*}^{h, k})$, $b(h, x) = b(x, \mu_{t_*}^{h, k})$ and $\tilde{c}(h, x) = c(x, \mu_{t_*}^{h, k})$. Now, by induction hypothesis, the map $h \mapsto \mu_{t_*}^{h, k}$ is $C^{1+\alpha}$ so we can use Theorem 4.1 to obtain bounds on the function $f(h, x)$, where $f = a, b, c$. Recall that these estimates were formulated in terms of four constants $C_T, C_L, C_F$ and $C_H$ defined in Section 4.1. However,

- $C_F \leq C_N$ by the definition of $C_N$,
- $C_T \leq C_N$ by Lemma 4.10,
- $C_L \leq C_N$ by Lemma 4.11,
- $C_H \leq C^{(m)}$ by the definition of $C_H$. 

Therefore, in view of Theorem [1.4] \( \|f_x\|_{\alpha,x} \leq C \|\alpha\|_{\alpha,x} \leq C_N \) and \( \|f_h\|_{\alpha,h} \leq C_N(1 + C^{(m)}) \). This implies that the constants \( C_L, H_L \) and \( G_L \) in estimates for a linear equation (Corollary [3.20]) are bounded by \( C_N, C_N(1 + C^{(m)}) \) respectively. Therefore, using Corollary [3.20] we conclude that \( \|\partial_x \varphi_{\xi,t}^h\|_{\alpha,h} \leq C_N 2^{-\alpha h} \). In particular, using also (2.8),

\[
\|\varphi_{\xi,t}^{h_1} - \varphi_{\xi,t}^{h_2}\|_{L^1,\infty} \leq C_N \max(2^{-k}, 2^{-k\alpha})|h_1 - h_2| \leq C_N 2^{-k\alpha}|h_1 - h_2|.
\]

Moreover, from Corollary [3.20] we deduce \( \|\varphi_{\xi,t}^h\|_{L^1,\infty} \leq e^{CN\frac{h^2}{m}} \) and \( \|\partial_x \varphi_{\xi,t}^h\|_{\alpha,x} \leq e^{CN\frac{h^2}{m}} \). Then, we continue estimate in (4.18):

\[
\sup_{\xi \in C^{1+\alpha}} \|\varphi_{\xi,t}^{h_1} - \varphi_{\xi,t}^{h_2}\|_{L^1,\infty} \leq C_N \left( \frac{1}{\Delta h_1}|\Delta h_1 - \Delta h_2| \alpha p_F(\mu_{h_1,k}, \mu_{h_2,k}) + e^{CN\frac{h^2}{m}} \right) \left\| \mu_{h_1,k} - \mu_{h_2,k} \right\|_Z,
\]

where we used \( W^{1,\infty} \) and \( C^{1+\alpha} \) estimates recalled above. Now, the first term is bounded by \( \frac{C_N}{h^2}\alpha \|\Delta h_1 - \Delta h_2\|^\alpha \) in view of Lemma [4.14] while the second is a Cauchy difference converging to zero by induction hypothesis (we have \( t_\ast \in [m\frac{T}{m}, (m + 1)\frac{T}{m}] \)).

We move on to study term \( A_2 \) which is much easier. Since \( \mu_{h_1,k}^{h_1} \) and \( \mu_{h_2,k}^{h_2} \) has the same starting point at \( t_\ast \), this is exactly the setting of Theorem [3.2]. Therefore, \( A_2 \) is convergent. Moreover, H"older constant of the limit is bounded by \( C^{(m)}\frac{h^2}{m} \).

Therefore, \( \mu_{h_1,k}^{h_1} - \mu_{h_2,k}^{h_2} \) is a Cauchy sequence in \( Z \), and so it converges to the limit denoted by \( \partial_t \mu_{h}^{h,k} \).

To conclude the proof, we need to check that map \( \{ -\frac{1}{2}, \frac{1}{2} \} \ni H \mapsto \partial_t \mu_{h}^{h,k} \mid_{H = H} \) is Hölder continuous and estimate its norm.

We apply the similar splitting as in (4.14):

\[
\partial_t \mu_{h}^{h,k} \mid_{H = H_1} - \partial_t \mu_{h}^{h,k} \mid_{H = H_2} = \]

\[
= \lim_{\Delta h \rightarrow 0} \frac{H_1 + \Delta h, k - H_1 + \Delta h, k}{\Delta h} - \frac{H_2 + \Delta h, k - H_2 + \Delta h, k}{\Delta h} = B_1 + \lim_{\Delta h \rightarrow 0} \frac{H_1 + \Delta h, k - H_1 + \Delta h, k}{\Delta h} - \frac{H_2 + \Delta h, k - H_2 + \Delta h, k}{\Delta h} = B_2,
\]

where the limit is taken in the space \( Z \). For \( B_2 \), we deduce from Theorem [3.2] that \( |B_2| \leq C^{(m)}C^{(m)}|H_1 - H_2|^\alpha \).

For \( B_1 \), we apply semigroup property (2.2) exactly like above:

\[
(4.17) \left\| \frac{\mu_{t_1}^{H_1 + \Delta h, k} - \mu_{t_1}^{H_2 + \Delta h, k}}{\Delta h} - \frac{\mu_{t_1}^{H_2 + \Delta h, k} - \mu_{t_1}^{H_2 + \Delta h, k}}{\Delta h} \right\|_Z =
\]
\[
\begin{align*}
= \sup_{\xi \in C^{1+\alpha}[\|\xi\| \leq 1]} \int_{\mathbb{R}^+} \frac{\xi d\mu_{x,t}^{H_1}}{\Delta h} \Delta h, k(x) - d\mu_{x,t}^{H_1+k}(x) - \int_{\mathbb{R}^+} \frac{\xi d\mu_{x,t}^{H_2}}{\Delta h} \Delta h, k(x) - d\mu_{x,t}^{H_2+k}(x)
\end{align*}
\]

Since, as we send \(\Delta h \to 0\):

\[
\begin{align*}
\left\| \frac{\mu_{x,t}^{H_1+k} - \mu_{x,t}^{H_1}}{\Delta h} - \frac{\mu_{x,t}^{H_2+k} - \mu_{x,t}^{H_2}}{\Delta h} \right\|_Z \leq C^{(m)} |H_1 - H_2|^{\alpha},
\end{align*}
\]

so combining this with \(|B_2| \leq \frac{C_N}{2^k} C^{(m)} |H_1 - H_2|^m\), we obtain the following iteration inequality:

\[
C^{(m+1)} \leq \frac{C_N}{2^k} + \frac{C_N}{2^k} C^{(m)} + e^{\frac{C_N}{2^k} C^{(m)}} \leq \frac{C_N}{2^k} + e^{\frac{C_N}{2^k} C^{(m)}},
\]

where \(m = 0, \ldots, 2^{k-1}\) and \(C^0 = C_N 2^{-k}\). Therefore, Lemma 4.16 implies:

\[
C^{(m)} \leq C_N 2^{-k} e^{\frac{C_N}{2^k} 2^k} + \frac{C_N}{2^k} \frac{T}{2^k} \left( e^{\frac{C_N}{2^k} 2^k} \right)^m - 1 \leq C_N 2^{k(1-\alpha)}.
\]

We conclude this section with some sort of continuity-in-time-result for the obtained derivative:

\textbf{Lemma 4.17.} Let \(f \in C^{1+\alpha}(\mathbb{R}^+)\). Let \(t_* = l \frac{T}{2^k}\) and \(t_f = (l + 1) \frac{T}{2^k}\). Then

\[
\left( \partial_t \mu_{t_f}^{h,k} \right)_{H=h} - \partial_t \mu_{t_*}^{h,k} \leq C(C_N, \|f\|_{C^{1+\alpha}}) 2^{-ka}.
\]

\textbf{Proof.} We compute using semigroup property (2.2), adopting notation from (4.16):

\[
\begin{align*}
\left( \partial_t \mu_{t_f}^{h,k} \right)_{H=h} - \partial_t \mu_{t_*}^{h,k} = \lim_{\Delta h \to 0} \left( \frac{\mu_{t_*}^{h+k} - \mu_{t_*}^{h}}{\Delta h} - \frac{\mu_{t_*}^{h+k} - \mu_{t_*}^{h}}{\Delta h} \right), (Z, C^{1+\alpha}) = \限_{\Delta h \to 0} \int_{\mathbb{R}^+} f(x) \frac{d\mu_{x,t}^{h+k}(x) - d\mu_{x,t}^{h}(x)}{\Delta h} - \frac{d\mu_{x,t}^{h+k}(x) - d\mu_{x,t}^{h}(x)}{\Delta h} = \lim_{\Delta h \to 0} \int_{\mathbb{R}^+} \frac{\varphi_{x,t}^{h+k}(0,x) d\mu_{x,t}^{h+k}(x) - \varphi_{x,t}^{h+k}(0,x) d\mu_{x,t}^{h}(x)}{\Delta h} - \frac{f(x) d\mu_{x,t}^{h+k}(x) - f(x) d\mu_{x,t}^{h}(x)}{\Delta h} = \end{align*}
\]
\[
\Delta_{k,t} := \sup_{\Delta h \in \left( -\frac{1}{2}, \frac{1}{2} \right)} \left\| \frac{\mu_{h+\Delta h,k+1}^{t} - \mu_{h+\Delta h,k}^{t}}{\Delta h} - \frac{\mu_{h,k+1}^{t} - \mu_{h,k}^{t}}{\Delta h} \right\|_Z
\]
and the plan is to obtain the bound \(\Delta_{k,t} \leq C_{N}2^{-k\beta}\) for some constant \(\beta > 0\). Consider interval of time \(I_{l} = [l\frac{T}{2r}, (l+1)\frac{T}{2r}]\). Denote \(t_{*} = l\frac{T}{2r}\), \(t^{*} = (l+1)\frac{T}{2r}\) and \(t_{m} = l\frac{T}{2r} + \frac{T}{2r+1}\) (this is the middle of the interval \(I_{l}\)). Suppose \(t_{c} \in (t_{m}, t^{*})\). Using semigroup property, (2.2), we can write:

\[
\Delta^{k,t_{c}} = \sup_{\Delta h \in \left( -\frac{1}{2}, \frac{1}{2} \right)} \sup_{\xi \in C^{1+\alpha}[\xi]} \int_{\mathbb{R}^{+}} \xi \left( \frac{d\mu_{h+\Delta h,k+1}^{t_{c}} - d\mu_{h,k+1}^{t_{c}}}{\Delta h} - \frac{d\mu_{h+\Delta h,k}^{t_{c}} - d\mu_{h,k}^{t_{c}}}{\Delta h} \right)
\]

\[
= \sup_{\Delta h \in \left( -\frac{1}{2}, \frac{1}{2} \right)} \sup_{\xi \in C^{1+\alpha}[\xi]} \int_{\mathbb{R}^{+}} \frac{\varphi_{h+\Delta h,k+1}^{t_{c}}(0,x) - \varphi_{h,k+1}^{t_{c}}(0,x)}{\Delta h} \|
\]

where \(\varphi_{h,k}^{t} \) and \(\varphi_{h,k+1}^{t}\) solve appropriate implicit equations like (4.10). Analysis of the resulting expression seems to be difficult. Indeed, our target estimate has to capture decay when both \(\Delta h \to 0\) and \(k \to \infty\). If we used triangle inequality, we would lose one of these effects. However, recall that \(\mu_{0,h,k}^{t} = \mu_{0,h+\Delta h,k}^{t} = \mu_{0,h,k+1}^{t} = \mu_{0}\) so we can apply semigroup property (2.3) \(m\) times more, moving down to the time \(t = 0\).

Then, we will end up with integration with respect to the same measure as initial condition is the same. This corresponds to the iterations of equation (2.4), motivating the following definition:

**Definition 4.18.** Let \(a(h,x), b(h,x), c(h,x), \xi(h,x) : \mathbb{R}^{+} \times \left[ -\frac{1}{2}, \frac{1}{2} \right] \to \mathbb{R} \) where \(a, b \) and \(c\) satisfy assumptions of Theorem (3.2). We say that \(\xi\) generates function \(\varphi_{\xi,t}^{h}(s,x)\) in time \(t\) and with flow \((a,b,c)\) provided \(\varphi_{\xi,t}^{h}\) solves:

\[
\varphi_{\xi,t}^{h}(s,x) = \xi(h, X_{b(h,\cdot)}(t - s, x))e_{f_{0}^{s}}^{\int_{0}^{t-s} c(h,X_{b}(u,x))du} + \int_{0}^{t-s} a(h,X_{b}(u,x))\varphi_{\xi,t}^{h}(u+s,0)e_{f_{0}^{u}}^{\int_{0}^{u} c(h,X_{b}(v,x))dv}du.
\]
Fix \( t_c \in (t_m, t^*]. \) When we move down in time from \( t_c \) to \( t_m \) in integral (4.18), using semigroup property (2.2), we actually generate a new function:

- for the \((k+1)\)-th approximation with flow \((a(x, \mu_{t_m}^{h,k+1}), b(x, \mu_{t_m}^{h,k+1}), c(x, \mu_{t_m}^{h,k+1}))\) in time \( t = t_c - t_m. \)
  It will be denoted by \( \varphi_{\xi_{t_m},1}^{h,k+1,k+1}\) (this means: starting from function \( \xi \) and time \( t_c \) with perturbation parameter \( h \), we moved down to the closest meshpoint with flow of the \((k+1)\)-th approximation level and with respect to the mesh of diameter \( \frac{T}{2^{k+1}} \)). The generated function in the new integral expression will be evaluated at \( s = 0 \) so that \( t - s = t_c - t_m. \)

- for the \(k\)-th approximation with flow \((a(x, \mu_{t_m}^{h,k}), b(x, \mu_{t_m}^{h,k}), c(x, \mu_{t_m}^{h,k}))\) in time \( t = t_c - t^*. \) It will be denoted by \( \varphi_{\xi_{t_m},1}^{h,k+1}\) (this means: starting from function \( \xi \) and time \( t_c \) with perturbation parameter \( h \), we moved down to the closest meshpoint with flow of the \(k\)-th approximation level and with respect to the mesh of diameter \( \frac{T}{2^k} \)). The generated function in the new integral expression will be evaluated at \( s = \frac{T}{2^k} \) so that \( t - s = t_c - t - \frac{T}{2^k} = t_c - t_m. \)

After this step, we can write:

\[
\Delta^{k,t_c} = \sup_{\Delta h \in (-\frac{T}{2^{k+1}}, \frac{T}{2^k})} \sup_{\xi \in C^{1+\alpha}; \|\xi\| \leq 1} \int_{\mathbb{R}^+} \frac{\varphi_{\xi_{t_m},1}^{h+\Delta h,k+1,k+1}(0, x) d\mu_{t_m}^{h+\Delta h,k+1}(x) - \varphi_{\xi_{t_m},1}^{h,k+1,k+1}(0, x) d\mu_{t_m}^{h,k+1}(x)}{\Delta h} \\
- \frac{\varphi_{\xi_{t_m},1}^{h+\Delta h,k,k+1}(\frac{T}{2^{k+1}}, x) d\mu_{t_m}^{h+\Delta h,k}(x) - \varphi_{\xi_{t_m},1}^{h,k,k+1}(\frac{T}{2^k}, x) d\mu_{t_m}^{h,k}(x)}{\Delta h}.
\]

We apply semigroup property once more, generating new functions:

- for the \((k+1)\)-th approximation with flow \((a(x, \mu_{t_m}^{h,k+1}), b(x, \mu_{t_m}^{h,k+1}), c(x, \mu_{t_m}^{h,k+1}))\) in time \( t = \frac{T}{2^{k+1}}. \)
  It will be denoted by \( \varphi_{\xi_{t_m},2}^{h,k+1,k+1}\) (this means: starting from function \( \xi \) and time \( t_c \) with perturbation parameter \( h \), we moved twice to the closest meshpoint with the flow of the \((k+1)\)-th approximation level and with respect to the mesh of diameter \( \frac{T}{2^{k+1}} \)). The generated function in the new integral expression will be evaluated at \( s = 0 \) so that \( t - s = \frac{T}{2^{k+1}}. \)

- for \(k\)-th approximation with flow \((a(x, \mu_{t_m}^{h,k}), b(x, \mu_{t_m}^{h,k}), c(x, \mu_{t_m}^{h,k}))\) in time \( t = \frac{T}{2^k}. \) It will be denoted by \( \varphi_{\xi_{t_m},2}^{h,k,k+1}\) (this means: starting from function \( \xi \) and with perturbation parameter \( h \), we moved twice to the closest meshpoint with flow of the \(k\)-th approximation level and with respect to the mesh of diameter \( \frac{T}{2^k} \)). The generated function in the new integral expression will be evaluated at \( s = 0 \) so that \( t - s = \frac{T}{2^k}. \)

After this step, we have:

\[
\Delta^{k,t_c} = \sup_{\Delta h \in (-\frac{T}{2^k}, \frac{T}{2^{k+1}})} \sup_{\xi \in C^{1+\alpha}; \|\xi\| \leq 1} \int_{\mathbb{R}^+} \frac{\varphi_{\xi_{t_m},2}^{h+\Delta h,k+1,k+1}(0, x) d\mu_{t_m}^{h+\Delta h,k+1}(x) - \varphi_{\xi_{t_m},2}^{h,k+1,k+1}(0, x) d\mu_{t_m}^{h,k+1}(x)}{\Delta h} \\
- \frac{\varphi_{\xi_{t_m},2}^{h+\Delta h,k,k+1}(\frac{T}{2^k}, x) d\mu_{t_m}^{h+\Delta h,k}(x) - \varphi_{\xi_{t_m},2}^{h,k,k+1}(\frac{T}{2^{k+1}}, x) d\mu_{t_m}^{h,k}(x)}{\Delta h}.
\]
Eventually, after $2l$ more iterations we end up with:

$$
\Delta^{k,t_c} = \sup_{h \in (-\frac{1}{4}, \frac{1}{4})} \sup_{\xi \in C^{1+\alpha}} \left( \int_{\mathbb{R}^+} \frac{\partial H_{\xi,t_c,2(l+1)}(0,x)}{\Delta_h} \left( \frac{\varphi_{h+k+1,1}(0,x)}{\varphi_{\xi,t_c,2(l+1)}} - \frac{\varphi_{h+k+1,1}(0,x)}{\varphi_{\xi,t_c,2(l+1)}} \right) d\mu_0(x) \right) = 
= \sup_{h \in (-\frac{1}{4}, \frac{1}{4})} \sup_{\xi \in C^{1+\alpha}} \left( \int_{\mathbb{R}^+} \int_0^1 \frac{\partial H_{\xi,t_c,2(l+1)}(0,x)}{\Delta_h} \left( \frac{\varphi_{h+k+1,1}(0,x)}{\varphi_{\xi,t_c,2(l+1)}} - \frac{\varphi_{h+k+1,1}(0,x)}{\varphi_{\xi,t_c,2(l+1)}} \right) H_{h+u\Delta h} \right) du d\mu_0(x) 

\text{(4.20)} \quad \Delta^{k,t_c} \leq C_N \sup_{\xi \in C^{1+\alpha}} \left\| \frac{\partial H_{\xi,t_c,l+1+1}}{\partial H_{\xi,t_c,l+1}} \right\|_{\infty}.
$$

In fact, we have proven the following estimate: if $t_c \in \left( l \frac{T_{2k+1}}{2}, (l+1) \frac{T_{2k+1}}{2} \right)$

Therefore, we can set up iterations for $\Gamma^{k,v}_{h,v} := \sup_{\xi \in C^{1+\alpha}} \left( \int_{\mathbb{R}^+} \left( \frac{\varphi_{h+k+1,1}}{\varphi_{\xi,t_c,v}} - \frac{\varphi_{h+k+1,1}}{\varphi_{\xi,t_c,v}} \right) \right) \text{ where } v = 0, 1, \ldots, l + 1. \text{ Analysis of these quantities can be performed with Theorem 8.23 from Section 3.4. It suggests that we also need bounds on}

$$
\Gamma^{k,v}_{u,v} := \sup_{\xi \in C^{1+\alpha}} \left( \int_{\mathbb{R}^+} \left( \frac{\varphi_{h+k+1,1}}{\varphi_{\xi,t_c,v}} - \frac{\varphi_{h+k+1,1}}{\varphi_{\xi,t_c,v}} \right) \right), \quad \Gamma^{k,t_c}_{u,v} := \sup_{\xi \in C^{1+\alpha}} \left( \int_{\mathbb{R}^+} \left( \frac{\varphi_{h+k+1,1}}{\varphi_{\xi,t_c,v}} - \frac{\varphi_{h+k+1,1}}{\varphi_{\xi,t_c,v}} \right) \right).
$$

We begin our analysis with establishing stability of sequence $\{\varphi_{h,m,k+1}^{e,m,k+1}\}$ as $m \leq k + 1, v = 0, 1, \ldots, l + 1$ and $t_c \in \left( l \frac{T_{2k+1}}{2}, (l+1) \frac{T_{2k+1}}{2} \right)$.

**Lemma 4.19.** Let $\xi \in C^{1+\alpha}(\mathbb{R}^+)$ with $\|\xi\|_{C^{1+\alpha}} \leq 1$ and $t_c \in \left( l \frac{T_{2k+1}}{2}, (l+1) \frac{T_{2k+1}}{2} \right)$. There is a constant $C_N$ such that for any $m \leq k + 1$ and $v = 0, 1, \ldots, l + 1$ sequence $\{\varphi_{\xi,t_c,v}\}$ satisfies:

$$
\left\| \varphi_{h,m,k+1} \right\|_{W^{1,\infty}} \leq \left\| \varphi_{h,m,k+1} \right\|_{W^{1,\infty}} e^{CN} \frac{T_{2k+1}}{2}.
$$

**Proof.** We use bounds provided by Lemma 3.19. As in the proof of Theorem 4.16 we note that constants $C_L$ and $H_L$ in these bounds become $C_N$ in our nonlinear setting. Then,

$$
\left\| \varphi_{h,m,k+1} \right\|_{W^{1,\infty}} \leq e^{CN} \frac{T_{2k+1}}{2},
$$

so by Lemma 4.19 and $v \leq (l + 1) \leq 2k + 1$:

$$
\left\| \varphi_{h,m,k+1} \right\|_{W^{1,\infty}} \leq e^{CN} \frac{T_{2k+1}}{2} \leq e^{CN} T_{2k+1} \leq C_N.
$$

Similarly,

$$
\left\| \partial_x \varphi_{h,m,k+1} \right\|_{\infty} \leq \max \left( \left\| \partial_x \varphi_{h,m,k+1} \right\|_{\infty}, \left\| \varphi_{h,m,k+1} \right\|_{W^{1,\infty}} \right) e^{CN} \frac{T_{2k+1}}{2} + C_N \frac{T_{2k+1}}{2},
$$

so as we already know that $\left\| \varphi_{h,m,k+1} \right\|_{W^{1,\infty}} \leq C_N$, Lemma 4.19 again imply:

$$
\left\| \partial_x \varphi_{h,m,k+1} \right\|_{\infty} \leq e^{CN} \frac{T_{2k+1}}{2} \max (1, C_N) + \frac{e^{CN}}{2} - \frac{1}{2} C_N \frac{T_{2k+1}}{2} \leq C_N.
$$
Proof. Note that thanks to Corollary 4.14, assumptions (C1)–(C3) of Theorem 3.23 are satisfied. Therefore, Lemma 4.20. Let \( \xi \in C^{1+\alpha}(\mathbb{R}^+) \) with \( \|\xi\|_{C^{1+\alpha}} \leq 1 \). Let \( t_c \in (lT_{2^{k+1}}, (l+1)T_{2^{k+1}}] \). There is a constant \( C_N \) such that \( \Gamma^{k,t_c}_{v} \leq C_N 2^{-k} \) and \( \Gamma^{k,t_c}_{v,c} \leq C_N 2^{k(1-2\alpha)} \), independently of \( v = 0, 1, \ldots, l+1 \).

Proof. Note that thanks to Corollary 4.14 assumptions (C1)–(C3) of Theorem 3.23 are satisfied. Therefore, using the bound (3.24) in Theorem 3.23 we deduce

\[
\Gamma^{k,t_{c+1}}_{v+1} \leq \Gamma^{k,t_c}_{v} e^{C_N} T_{2^{k+1}} + C_N (2^{-k})^2 e^{C_N} T_{2^{k+1}} \sup_{\xi \in C^{1+\alpha}} \|\xi\|_{\infty} 2 + \|\varphi^{h,k+1}_{\xi,t_c,v}\|_{\infty} \leq e^{C_N} T_{2^{k+1}} \Gamma^{k,t_c}_{v} + C_N 2^{-2k}
\]

where we also used Lemma 4.19 (to bound \( \|\varphi^{h,k+1}_{\xi,t_c,v}\|_{\infty} \) with \( C_N \)). Using (4.19) we conclude \( \Gamma^{k,t_{c+1}}_{v+1} \leq C_N 2^{-k} \) (compare also with Remark 4.15).

To establish inequality \( \Gamma^{k,t_{c+1}}_{v+1} \leq C_N 2^{k(1-2\alpha)} \), we use again Theorem 3.23. We note carefully that terms appearing in the estimate (3.27) can be bounded (below we call terms exactly like they appear in (3.27)):

\[
\begin{align*}
&\|\xi - \tilde{\xi}\| \leq C_N 2^{-k} \text{ due to estimate for } \Gamma^{k,t_c},
&\|\tilde{\xi}_x\|_{\alpha,x}, \|\tilde{\xi}_x\|_{W_{1,\infty}}, \|\tilde{\xi}\|_{W_{1,\infty}} \leq C_N \text{ due to Lemma 4.19}.
\end{align*}
\]

Since \( 1 + \alpha \geq 2\alpha \), we obtain bound:

\[
\Gamma^{k,t_{c+1}}_{v+1} \leq e^{C_N} T_{2^{k+1}} \Gamma^{k,t_c}_{v} + C_N 2^{-2\alpha k}.
\]

Using Lemma 4.19 we deduce \( \Gamma^{k,t_{c+1}}_{v} \leq C_N 2^{k(1-2\alpha)} \) as desired.

We finally move to study quantity \( \Delta^{k,t_c} \). To bound it, we want to use (4.20) and bound \( \Gamma^{k,t_c}_{v,h} \) by iterations like above. To write an equation for the iterations, we apply (3.28) in Theorem 3.23.

Lemma 4.21. Let \( \xi \in C^{1+\alpha}(\mathbb{R}^+) \) with \( \|\xi\|_{C^{1+\alpha}} \leq 1 \). Let \( t_c \in (lT_{2^{k+1}}, (l+1)T_{2^{k+1}}] \). There is a constant \( C_N \) such that if \( l - v \) is even

\[
\Gamma^{k,t_{c+1}}_{v+1} \leq e^{C_N 2^{-k}} \Gamma^{k,t_c}_{v} + 2^{-k} \sup_{f=a,b,c} \|\partial_{h} f(x, \mu_{h,k+1}(l-v) \frac{T}{2^{k+1}}) - \partial_{h} f(x, \mu_{h,k}(l-v) \frac{T}{2^{k+1}})\|_{\infty} + C_N 2^{-2ak},
\]

while when \( l - v \) is odd

\[
\Gamma^{k,t_{c+1}}_{v+1} \leq e^{C_N 2^{-k}} \Gamma^{k,t_c}_{v} + 2^{-k} \sup_{f=a,b,c} \|\partial_{h} f(x, \mu_{h,k+1}(l-v) \frac{T}{2^{k+1}}) - \partial_{h} f(x, \mu_{h,k}(l-v-1) \frac{T}{2^{k+1}})\|_{\infty} + C_N 2^{-2ak}.
\]

Proof. Again, due to Corollary 4.14 assumptions (C1)–(C3) of Theorem 3.23 are satisfied. We want to use (3.28) as our iterated inequality. To this end, we observe that terms appearing in estimate (3.28) can be bounded (below we call terms exactly like they appear in (3.28)):
• $\|\xi - \bar{\xi}\|_\infty, \|\xi\|_{W^{1,\infty}}$, $\|\xi\|_{\alpha, x}$ are controlled like in the proof of Lemma 4.20
• $\|\xi_h\|_{\alpha, x} \leq C_N$ due to Lemma 4.19

Term $|\Delta f_h|$ in (5.28) is more subtle. Note carefully that:

$$\Gamma^{k, \ell; h, \ell} = \sup_{v \in C^{1+a}} \|\partial\phi_{k, \ell; h, \ell} - \partial\phi_{k, \ell; h, \ell} - \partial\phi_{k, \ell; h, \ell} - \partial\phi_{k, \ell; h, \ell}\|_\infty, \quad \Gamma^{k, \ell; h, \ell} = \sup_{v \in C^{1+a}} \|\partial\phi_{k, \ell; h, \ell} - \partial\phi_{k, \ell; h, \ell}\|_\infty.$$

In view of Definition 3.22, there are two cases:

- If $(l - v)$ is even, $\phi_{k, \ell; h, \ell}^{k, l+1}$ is generated from $\phi_{k, \ell; h, \ell}^{k, l}$ with the flow
  $$\left(\begin{array}{c}
  a(x, \mu_{(l - v)}^{k, l+1}) \\
  b(x, \mu_{(l - v)}^{k, l+1}) \\
  c(x, \mu_{(l - v)}^{k, l+1})
  \end{array}\right)$$

- If $(l - v)$ is odd, $\phi_{k, \ell; h, \ell}^{k, l+1}$ is generated from $\phi_{k, \ell; h, \ell}^{k, l}$ with the flow
  $$\left(\begin{array}{c}
  a(x, \mu_{(l - v - 1)}^{k, l+1}) \\
  b(x, \mu_{(l - v - 1)}^{k, l+1}) \\
  c(x, \mu_{(l - v - 1)}^{k, l+1})
  \end{array}\right).$$

Therefore,

$$|\Delta f_h| = \sup_{f = a, b, c} \|\partial\phi_{k, \ell; h, \ell}^{k, l+1} - \partial\phi_{k, \ell; h, \ell}^{k, l}\|_\infty.$$

If Reader finds it hard to deduce these statements, it may be helpful to consider case $v = 0$ first. Finally, note that $2^{-k(1+\alpha)} \leq 2^{-2\alpha k}$ so now, the assertion follows directly from [5223].

Unfortunately, we still cannot bound the term $|\Delta f_h|$ that appears above. We address this problem now.

**Lemma 4.22.** Let $f$ be one of the model functions $(a, b$ or $c)$ satisfying assumptions (N1)-(N4) of Theorem 4.2. Let $t_{s} = \frac{T}{2}$ and $t_{m} = t_{s} + \frac{T}{2}$. Then

$$\|\partial_h f(x, t_{s}^{k, h}) - \partial_h f(x, t_{m}^{k, h})\|_{\infty}, \|\partial_h f(x, t_{s}^{k, h}) - \partial_h f(x, t_{m}^{k, h})\|_{\infty} \leq C_{N} 2^{-k\alpha} + C_{N} \Delta^{k, t_{s}}.$$

**Proof.** The first bound is a direct consequence of Lemmas 4.8 and 4.13. To see the second one, we use again Lemmas 4.8 and 4.13 to obtain:

$$\|\partial_h f(x, t_{s}^{k, h}) - \partial_h f(x, t_{m}^{k, h})\|_{\infty} \leq C_{N} 2^{-k\alpha} + C_{N} \|\partial_h t_{m}^{k, h} - \partial_h t_{s}^{k, h}\|_{\infty}. $$
However, due to Lemma 4.17,
\[ \left\| \partial_h \mu_t^k + 1,h - \partial_h \mu_t^k + 1,h \right\|_Z \leq \left\| \partial_h \mu_t^k + 1,h - \partial_h \mu_t^k + 1,h \right\|_Z \leq C N 2^{-k} + C N \Delta^{k,t}. \]

\[ \square \]

Lemmas 4.21 and 4.22 obviously lead to:

**Corollary 4.23.** Let \( \xi \in C^{1+\alpha}(\mathbb{R}^+) \) with \( \|\xi\|_{C^{1+\alpha}} \leq 1 \). Let \( t \in (l \frac{T}{2^m+1}, (l+1) \frac{T}{2^m+1}] \). There is a constant \( C_N \) such that if \( l - v \) is even:

\[ (4.21) \Gamma_{l+1}^{k,v} \leq e C_N 2^{-k} \Gamma_{v}^{k,v} + C_N 2^{-k} \Delta^{k,(l-v) \frac{T}{2^m+1}} + C_N 2^{-2ak}, \]

while when \( l - v \) is odd:

\[ (4.22) \Gamma_{l+1}^{k,v} \leq e C_N 2^{-k} \Gamma_{v}^{k,v} + C_N 2^{-k} \Delta^{k,(l-v-1) \frac{T}{2^m+1}} + C_N 2^{-2ak}. \]

Using (4.20), we can easily control \( \Delta^{k,m \frac{T}{2^m+1}} \) for even \( m \):

**Lemma 4.24.** For even \( m \), \( \Delta^{k,m \frac{T}{2^m+1}} \leq C_N 2^{-k(2\alpha-1)}. \)

**Proof.** We apply previous results with \( t \in m \frac{T}{2^m+1} \in ((m-1) \frac{T}{2^m+1}, m \frac{T}{2^m+1}] \). Let \( n \leq m \) be also an even integer. Using (4.22) (with \( l = m - 1 \) and \( v = n - 1 \) so that \( l - v = m - n \) is even) and (4.21) (with \( l = m - 1 \) and \( v = n - 2 \) so that \( l - v = m - n + 1 \) is odd) we deduce:

\[ (4.23) \Gamma_{n-1}^{k,n \frac{T}{2^m+1}} \leq e C_N 2^{-k} \Gamma_{n-1}^{k,n \frac{T}{2^m+1}} + 2^{-2ak} C_N \leq \]

\[ \leq (\Gamma_{n-2}^{k,m \frac{T}{2^m+1}} + 2^{-2ak} C_N) e C_N 2^{-k} C_N \Delta^{k,(m-n) \frac{T}{2^m+1}} + 2^{-2ak} C_N \leq \]

\[ \leq e C_N 2^{-k} \Gamma_{n-2}^{k,m \frac{T}{2^m+1}} + C_N 2^{-k} \Delta^{k,(m-n) \frac{T}{2^m+1}} + C_N 2^{-2ak} \]

after standard modification of constant \( C_N \). Since \( \Gamma_{0}^{k,m \frac{T}{2^m+1}} = 0 \) and \( \Delta^{k,0} = 0 \), applying (4.23) inductively, we obtain:

\[ \Gamma_{m}^{k,m \frac{T}{2^m+1},n} \leq \sum_{n=2, \ n \ is \ even}^{m} e C_N (m-n) 2^{-k} C_N 2^{-k} \Delta^{k,(m-n) \frac{T}{2^m+1}} + \sum_{n=2, \ n \ is \ even}^{m} e C_N (m-n) 2^{-k} 2^{-2ak} C_N \leq \]

\[ \leq \sum_{n=2, \ n \ is \ even}^{m-2} C_N 2^{-k} \Delta^{k,(m-n) \frac{T}{2^m+1}} + C_N 2^{(1-2\alpha)k} \]

after summation of the geometric series and noting that \( m \leq 2^{k+1} \). Finally, recalling (4.20) yields:

\[ (4.24) \Delta^{k,m \frac{T}{2^m+1}} \leq \sum_{n=2, \ n \ is \ even}^{m-2} C_N 2^{-k} \Delta^{k,(m-n) \frac{T}{2^m+1}} + C_N 2^{(1-2\alpha)k}. \]
Let $g : [0, 1] \to \mathbb{R}^+$ be the nonnegative, measurable function defined with

$$g(s) = \sum_{l=2, l \text{ is even}}^{2k+1} \Delta_{l, \frac{2k+1}{2 \pi + T}}^{l, \frac{2k+1}{2 \pi + T}} \mathbb{1}_{[\frac{l-2}{2 \pi + T}, \frac{l}{2 \pi + T}]}$$

so that (4.24) implies a slightly weaker inequality:

$$g(s) \leq C_N \int_0^s g(u) du + C_N 2^{(1-2\alpha)k}.$$ 

Invoking Gronwall integral inequality concludes the proof. □

In view of Lemma 4.24, we can refine Corollary 4.23:

**Corollary 4.25.** Let $\xi \in C^{1+\alpha}(\mathbb{R}^+)$ with $\|\xi\|_{C^{1+\alpha}} \leq 1$. Let $t_c \in (l \frac{T}{2 \pi + T}, (l+1) \frac{T}{2 \pi + T}]$. There is a constant $C_N$ such that:

$$\Gamma_{k,t_c}^{h,v+1} \leq e^{C_N 2^{-k}} \Gamma_{k,t_c}^{h,v} + C_N 2^{-2\alpha k}.$$  

From Corollary 4.25 and estimate (4.20) we easily deduce:

**Theorem 4.26.** Let $t \in [0, T]$. There is a constant $C_N$ such that $\Delta_{k,t} \leq C_N 2^{(1-2\alpha)k}$.

**Proof.** Now, this is just a standard application of Lemma 4.9 in the spirit of Lemmas 4.11 and 4.13. Let $l$ be such that $t \in (l \frac{T}{2 \pi + T}, (l+1) \frac{T}{2 \pi + T}]$. In view of (4.20), we have to estimate $\|\partial_H \varphi_{t_c,k+1,l+1} - \partial_H \varphi_{t_c,k+1,l+1}\|_{\infty}$. However, by Corollary 4.25

$$\Gamma_{v+1}^{k,t_c,h} \leq e^{C_N 2^{-k}} \Gamma_v^{k,t_c,h} + C_N 2^{-2\alpha k},$$

for all $v \leq l$. Therefore, by Lemma 4.9 (compare also with Remark 4.15) $\|\partial_H \varphi_{t_c,k+1,l+1} - \partial_H \varphi_{t_c,k+1,l+1}\|_{\infty} \leq C_N 2^{(1-2\alpha)k}$. Invoking (4.20) concludes the proof. □

## 5. Summary, discussion and future perspectives

In this paper, we proved that the map $[-\frac{1}{2}, \frac{1}{2}] \ni h \mapsto \mu^h$ is differentiable in $C([0, T], Z)$. Note that for linear problems (2.1), proof of differentiability is almost trivial. The only required step is to see that the solutions of (3.3) have bounded and Hölder continuous derivative (which follows from the Implicit Function Theorem) and then use (3.2) together with Taylor’s estimate from Lemma 2.5. Actually, most of Section 3 should be considered not as the solution of linear case but rather as a preparation for nonlinear problem.

Nonlinear equation (1.2) is analysed using approximating scheme from [6]. This approach has proven extremely successful in the development of well-posedness theory for (1.2) where Authors were interested in the limit as $k \to \infty$. In our case, somehow take limits $k \to \infty$ and $\Delta h \to 0$ simultaneously. To solve the problem, we first note that differentiability may follow from the classical result stating that uniform limit of continuous functions is continuous (Lemma 1.19). Therefore, we focus on two targets: differentiability of approximations $\mu^h_{k,k}$ and uniform (in $\Delta h$) convergence of difference quotients $\frac{\mu^h_{k+\Delta h,k} - \mu^h_{k,k}}{\Delta h}$ when $k \to \infty$. Here we arrive at two crucial observations. Namely,
differentiability of $\mu^{h,k}_t$ can be deduced by induction. On the first interval it follows by small generalization of linear theory (Theorem 3.2) while on a general interval of the form $[m\frac{T}{2^n}, (m+1)\frac{T}{2^n}]$ – due to estimates in Section 4.11 – can be deduced from differentiability on $[(m-1)\frac{T}{2^n}, m\frac{T}{2^n}]$. Briefly speaking, if one knows that $h \mapsto \mu^{h,k}_t$ is differentiable, then the map $(x, h) \mapsto f(x, \mu^{h,k}_t)$ has much more regularity than without this information. For the details, see the proof of Theorem 4.16.

• one can apply semigroup property (2.2) sufficiently many times to remove the singular term $\frac{1}{2\Delta h}$ in the end, only term $C_{\beta}$ being incorporated to constants $C_L$ or $C_N$ leads to the condition $\alpha > \frac{1}{2}$ as in the end, only term $C_N 2^{-2\alpha k}$ matters. That’s why, in our personal view, to improve this condition, one

All these ideas could not be implemented without the simple, yet extremely powerful iteration lemma (Lemma 4.3). In particular, thanks to Remark 4.15 application of this lemma basically comes down to obtaining a sufficiently large exponent $\beta$ in $T^\beta$ (time) in estimates for the linear model.

One can see some room for improvement in the condition $\alpha > \frac{1}{2}$. Indeed, on the one hand, Example 3.5 suggests that test functions defining space $Z$ should have at least uniformly continuous derivatives. On the other hand, if we assume dyadic approximation method as used in this paper and limiting procedure given by Lemma 4.3 condition $\alpha > \frac{1}{2}$ seems to be optimal. To see this, observe that when we write iteration inequality for the difference:

$$\Gamma^{k, t, h} = \sup_{\xi \in C^{1+\alpha}, \|\xi\| \leq 1} \left\| \partial_h \varphi^{h,k+1,k+1}_t - \partial_h \varphi^{h,k,k+1}_t \right\|_\infty$$

as in Section 4.4 we obtain as one of the summands:

$$\left\| \partial_h \varphi^{h,k+1,k+1}_t \right\|_{\alpha, x} X_b(s, \cdot) - X_b(s, x) \right\|_\infty^q,$$

where $X_b$ and $X_b\bar{\xi}$ corresponds to the flows on $k$–th and $(k + 1)$–th approximation level respectively. Now, using Lemma C.2 from Appendix C also proven by triangle inequality, this difference can be bounded by $C_N 2^{-2\alpha k}$ so in view of Remark 4.15 there is no hope for better estimate than $\Gamma^{k, t, h} \leq C_N 2^{(1-2\alpha)k}$. Actually, this shows that to prove Theorem 4.20 one has to demonstrate that all the other summands in iteration inequality for $\Gamma^{k, t, h}$ decay at least like $C_N 2^{-2\alpha k}$. In particular, one cannot argue that our sloppy computations involving many terms being incorporated to constants $C_L$ or $C_N$ leads to the condition $\alpha > \frac{1}{2}$ as in the end, only term $C_N 2^{-2\alpha k}$ matters. That’s why, in our personal view, to improve this condition, one has to replace either dyadic approximation scheme or limiting procedure with a better strategy.

As already suggested in the introductory part of this paper, differentiability of map $h \mapsto \mu^h_t$ is the first step towards application of differential tools in optimization concerned with real–world phenomena governed by structured population models, especially in biology. For instance, consider a given family of distributions $\{\nu_t\}_{t \in [0,T]}$ indexed with time as well as model functions $a^0, a_p, b^0, b_p, c^0, c_p$. Can we choose $h$ such that
\( \mu_i^h = \nu_i \), i.e. can perturbations of model functions result in observed distribution \( \nu_t \)? Mathematically, this question corresponds to minimization of appropriate functional but biologically, it concerns completeness of theoretical model for some complex real-world systems. In particular, when it comes to application of differential algorithms like steepest descent, note that the standard assumption is \( C^1 \) regularity of the minimized function (cf. [7], Chapter 2). In view of Theorem 4.10 all approximations of derivatives are Hölder continuous in \( h \) with constant \( C_N 2^{k(1-\alpha)} \) so regularity condition is satisfied when \( \alpha = 1 \).

Moreover, our work suggests that space \( Z \) is an appropriate setting for analysis of control problems mentioned above. This motivates further studies of properties of \( Z \) – in particular, in connection to our existence result. For instance, it is quite natural to ask whether obtained derivative satisfies appropriate PDE and in what sense. Furthermore, the derivative as an element of the space \( Z \) has quite abstract nature. Therefore, it seems desirable to work on its interpretations, for instance in terms of changes in measure of a given set \( A \subset \mathbb{R}^+ \).

It is also worth mentioning that although our work covers great variety of structured population models, a lot of equations in applications are actually systems. Typical examples may be Kermack–McKendrick model in epidemiology, system for cell cycle in cell biology or Mackey–Rey model for hematopoiesis [12]. Thus, another potential direction in research would be to extend well-posedness theory and differentiability results for this class of equations.
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Appendix A. Extension of well-posedness theory for structured population models

Proof of Theorem 2.4. Briefly speaking, the idea is that solutions to (2.1) are a priori bounded in total variation norm so one can modify model functions for measures with big norm without changing the model. More precisely, consider model functions $a$, $b$ and $c$ satisfying (W1a), (W1b), (W2) and (W3). Fix interval $[0,T]$ and observe that any measure solution $\mu_t : [0,T] \to M^+(\mathbb{R}^+)$ satisfies weak formulation: for any $\varphi \in C^1([0,T] \times \mathbb{R}^+) \cap W^{1,\infty}([0,T] \times \mathbb{R}^+)$

$$\int_{\mathbb{R}^+} \varphi(T,x) d\mu_T - \int_{\mathbb{R}^+} \varphi(0,x) d\mu_0 = \int_0^T \int_{\mathbb{R}^+} \partial_t \varphi(t,x) d\mu_t dt + \int_0^T \int_{\mathbb{R}^+} \partial_x \varphi(t,x) b(x,\mu_t) d\mu_t dt + \int_0^T \int_{\mathbb{R}^+} \varphi(t,x) c(x,\mu_t) d\mu_t dt + \int_0^T \int_{\mathbb{R}^+} \varphi(t,0) a(x,\mu_t) d\mu_t dt.$$

Applying this with $\varphi(t, x) = 1$ we obtain:

$$\int_{\mathbb{R}^+} d\mu_T - \int_{\mathbb{R}^+} d\mu_0 = \int_0^T \int_{\mathbb{R}^+} c(x,\mu_t) d\mu_t dt + \int_0^T \int_{\mathbb{R}^+} a(x,\mu_t) d\mu_t dt.$$

which shows, after using Gronwall inequality, that any measure solution (in particular, a family of nonnegative measures) satisfies a priori the bound:

$$\|\mu_t\|_{TV} \leq \|\mu_0\|_{TV} e^{\|a\|_\infty + \|c\|_\infty T} := \bar{C}.$$
With this in mind, we define the new model functions:

\[
\tilde{a}(x, \mu) = \begin{cases} 
  a(x, \mu) & \text{if } \|\mu\|_{TV} \leq \bar{C}, \\
  a(x, \mu)e^{-\|\mu\|_{TV} - \bar{C}} & \text{if } \|\mu\|_{TV} > \bar{C}
\end{cases}
\]

and similarly we define \(\tilde{b}(x, \mu)\) and \(\tilde{c}(x, \mu)\). We have to check that these new model functions satisfy assumptions (W1)–(W3) where (W3) is trivially satisfied and (W1) follows from exponential decay in definition (A.3).

Actually, only (W2) is not trivial. Let \(\mu, \nu \in \mathcal{M}^{+}(\mathbb{R}^{+})\). We have three cases. If \(\|\mu\|_{TV} \leq \bar{C} \) and \(\|\nu\|_{TV} \leq \bar{C}\) this follows from assumption (W2) for functions \(a, b, c\). If \(\|\mu\|_{TV} > \bar{C}\) and \(\|\nu\|_{TV} > \bar{C}\) we compute:

\[
\|\tilde{a}(x, \mu) - \tilde{a}(x, \nu)\|_{\infty} = \left\| a(x, \mu)e^{-\|\mu\|_{TV} - \bar{C}} - a(x, \nu)e^{-\|\nu\|_{TV} - \bar{C}} \right\|_{\infty} \\
\leq \left\| a(x, \mu)e^{-\|\mu\|_{TV} - \bar{C}} - a(x, \mu)e^{-\|\nu\|_{TV} - \bar{C}} \right\|_{\infty} + \left\| a(x, \mu)e^{-\|\nu\|_{TV} - \bar{C}} - a(x, \nu)e^{-\|\nu\|_{TV} - \bar{C}} \right\|_{\infty} \\
\leq C\|a\|_{\infty}\|\mu\|_{TV} - \|\nu\|_{TV} + e^{\bar{C}}L_{RF}(\mu, \nu) \leq (C\|a(x, \mu)\|_{\infty} + e^{\bar{C}}L_{R})p_{F}(\mu, \nu),
\]

where we used that the map \((-\infty, \bar{C}] \ni x \mapsto e^{x}\) is Lipschitz continuous with constant \(C\) and that \(a\) satisfies assumption (W2). We finally check case \(\|\mu\|_{TV} > \bar{C}\) and \(\|\nu\|_{TV} \leq \bar{C}\):

\[
\|\tilde{a}(x, \mu) - \tilde{a}(x, \nu)\|_{\infty} = \left\| a(x, \mu)e^{-\|\mu\|_{TV} - \bar{C}} - a(x, \nu) \right\|_{\infty} \\
\leq \left\| a(x, \mu)e^{-\|\mu\|_{TV} - \bar{C}} - a(x, \mu) \right\|_{\infty} + \left\| a(x, \mu) - a(x, \nu) \right\|_{\infty} \leq \left| a(x, \mu) \right|_{\infty} e^{-\|\mu\|_{TV} - \bar{C}} - 1 + L_{RF}(\mu, \nu) \leq \left| a(x, \mu) \right|_{\infty} e^{-\|\nu\|_{TV} - \bar{C}} - e^{-\|\nu\|_{TV} - \bar{C}} + L_{RF}(\mu, \nu) \leq (C + L_{R})p_{F}(\mu, \nu)
\]

since \(\|\nu\|_{TV} \leq \bar{C}\) implies \(e^{-\|\nu\|_{TV} - \bar{C}} \geq 1\).

Therefore, there exists the unique solution to the problem (1.2) with the model functions \(\tilde{a}, \tilde{b}, \tilde{c}\). However, this solution satisfies the bound (A.2) so it also solves (1.2) (functions \(a, b, c\) were not changed for measures \(\mu\) with \(\|\mu\| \leq \bar{C}\). From this, the uniqueness follows too. 

\[\square\]

**Appendix B. Technical computations from Section 3.3**

We begin with studying each term appearing in the equation (3.3) starting slightly more generally:

**Lemma B.1.** Let \(f(h, u, x) = \xi(h, X_{b(h, \cdot)}(u, x))\) with \(\xi \in C^{1+\alpha}([-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R})\) and \(u \in [0, T]\). Then, map \(h \mapsto f(h, u, x)\) is \(C^{1+\alpha}\) with:

- \(\|f\|_{\infty} \leq \|\xi\|_{\infty}\),
- \(\|f_{h}\|_{\infty} \leq \|\xi_{h}\|_{\infty} + C_{L}T\|\xi_{x}\|_{\infty}\),
- \(\|f_{x}\|_{\infty} \leq e^{C_{L}T}\|\xi_{x}\|_{\infty}\),
- \(\|f_{[W^{1,\infty}]_{\alpha}}\| \leq e^{C_{L}T}\|\xi\|_{W^{1,\infty}}\),
- \(\|f_{h}\|_{\alpha,\infty} \leq \|\xi_{h}\|_{\alpha,\infty} + C_{L}T^{\alpha}\|\xi_{h}\|_{\alpha,\infty} + C_{L}T\|\xi_{x}\|_{\alpha,\infty} + C_{L}T^{1+\alpha}\|\xi_{x}\|_{\alpha,\infty} + G_{L}T\|\xi\|_{W^{1,\infty}}\).
Proof. It is clear that $\|f\|_\infty \leq \|\xi\|_\infty$. Moreover, explicit computation of the derivatives yields:

$$f_h(h, u, x) = \xi_h(h, X_{b(h, \cdot)}(u, x)) + \xi_x(h, X_{b(h, \cdot)}(u, x)) \partial_h X_{b(h, \cdot)}(u, x),$$

$$f_x(h, u, x) = \xi_x(h, X_{b(h, \cdot)}(u, x)) \partial_x X_{b(h, \cdot)}(u, x).$$

Therefore, due to Corollary 3.10 $\|f_h\|_\infty \leq \|\xi_h\|_\infty + C_L T \|\xi_x\|_\infty$ and $\|f_x\|_\infty \leq e^{C_L T} \|\xi_x\|_\infty$. Then, we compute explicitly recalling convention from Remark 3.4 and Corollary 3.10

$$|f_h(h_1, u, x) - f_h(h_2, u, x)| \leq \|\xi_h\|_{a, h} |h_1 - h_2|^\alpha + \|\xi_x\|_{a, x} (C_L T)^\alpha |h_1 - h_2|^\alpha +$$

$$+ (\|\xi_x\|_{a, h} |h_1 - h_2|^\alpha + \|\xi_x\|_{a, x} (C_L T)^\alpha |h_1 - h_2|^\alpha) C_L T + \|\xi_x\|_\infty G_L T |h_1 - h_2|^\alpha$$

and

$$|f_x(h_1, u, x) - f_x(h_2, u, x)| \leq (\|\xi_x\|_{a, x} e^{C_L T} |x_1 - x_2|^\alpha) e^{C_L T} + \|\xi_x\|_\infty \quad TL |x_1 - x_2|^\alpha.$$ 

Similarly,

$$|f_h(h, x_1, u) - f_h(h, x_2, u)| \leq \|\xi_h\|_{a, x} e^{C_L T} |x_1 - x_2|^\alpha + \|\xi_x\|_{a, x} e^{C_L T} |x_1 - x_2|^\alpha C_L T + \|\xi_x\|_\infty \quad TL,$$

$$|f_x(h_1, u, x) - f_x(h_2, u, x)| \leq \|\xi_x\|_{a, h} |h_1 - h_2|^\alpha + \|\xi_x\|_{a, x} (C_L T |h_1 - h_2|^\alpha) + \|\xi_x\|_\infty \quad TL |h_1 - h_2|^\alpha.$$

From Lemma 3.1, we obtain bunch of Corollaries:

**Corollary B.2.** Let $f(h, u, x) = (X_{b(h, \cdot)}(u, x))$ with $\|\xi\|_{C^{1+\alpha}(\mathbb{R}^+)} \leq 1$. Then, using Lemma B.1, we conclude that the map $h \mapsto f(h, u, x)$ is $C^{1+\alpha}([-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+)$ with $\|f\|_\infty \leq 1, \|f_h\|_\infty \leq C_L T$ and $\|f_h\|_{a, h} \leq G_L T$.

**Corollary B.3.** Let $f(h, u, x) = a(h, X_{b(h, \cdot)}(u, x))$ where $a(\cdot, \cdot)$ is a model function. Then, using Lemma B.1, we conclude that $\|f\|_\infty, \|f_h\|_\infty, \|f_x\|_\infty \leq C_L, \|f_h\|_{a, h} \leq G_L$ and $\|f_x\|_{a, x}, \|f_x\|_{a, x} \|f_x\|_{a, x} \leq H_L$.

We move to the exponential part of the implicit formula. Recall that the map $[-M, M] \ni x \mapsto \exp(x)$ is Lipschitz continuous with constant $\exp(M)$.

**Lemma B.4.** Let $f(h, u, x) = e^{\int_0^h c(h, X_{b(h, \cdot)}(v, x)) dv}$ with $u \in [0, T]$. Then map $h \mapsto f(h, u, x)$ satisfies $\|f\|_\infty \leq e^{C_L T}, \|f_h\|_\infty, \|f_x\|_\infty \leq C_L T, \|f_h\|_{a, h} \leq G_L T$ and $\|f_x\|_{a, x}, \|f_x\|_{a, x} \|f_x\|_{a, x} \leq H_L T$.

**Proof.** Of course, $\|f\|_\infty \leq e^{C_L T}$. By direct computation:

$$f_h(h, u, x) = e^{\int_0^h c(h, X_{b(h, \cdot)}(v, x)) dv} \int_0^h \left( c_h(h, X_{b(h, \cdot)}(v, x)) + c_x(h, X_{b(h, \cdot)}(v, x)) \partial_h X_{b(h, \cdot)}(v, x) \right) dv,$$

so that $\|f_h\|_\infty \leq C_L T$. Moreover, using Remark 3.4 and Corollary 3.10

$$|f_h(h_1, u, x) - f_h(h_2, u, x)| \leq T^2 C_L |h_1 - h_2| + (H_L + G_L) |h_1 - h_2|^\alpha \leq G_L T |h_1 - h_2|^\alpha.$$
Furthermore, if $|x_1 - x_2| \leq 1$:

$$\left| f_h(h, x_1, u) - f_h(h, x_2, u) \right| \leq C_L T |x_1 - x_2| + TH_L |x_1 - x_2|^{\alpha} \leq H_L T |x_1 - x_2|^{\alpha}$$

and otherwise,

$$\left| f_h(h, x_1, u) - f_h(h, x_2, u) \right| \leq 2\|f_h\|_{\infty} \leq 2\|f_h\|_{\infty} |x_1 - x_2|^{\alpha} \leq C_L T |x_1 - x_2|^{\alpha} \leq H_L T |x_1 - x_2|^{\alpha}.$$ 

Similarly, using chain rule:

$$f_x(h, u, x) = e^{\int_0^u c_x(h, x, h_x)(v, x)dv} \int_0^u c_x(h, X(h, v)(v, x)) \partial_x X(h, v)(v, x)dv,$$

so that we compute all bounds exactly like for $f_h$. \(\square\)

We move to draw conclusions about functions $P^{a,b,c}(h, s, x)$ given by (3.21) and $Q^{a,b,c}(h, s, x)$ given by (3.22). We start more generally:

**Lemma B.5.** Consider function $f(x, h) = k(x, h)l(x, h)$ defined on $\mathbb{R}^+ \times [-\frac{1}{2}, \frac{1}{2}]$. Then:

- $\|f\|_{\infty} \leq \|k\|_{\infty} \|l\|_{\infty}$,
- $\|f_x\|_{\infty} \leq \|k_x\|_{\infty} \|l\|_{\infty} + \|k\|_{\infty} \|l_x\|_{\infty}$,
- $\|f_h\|_{\infty} \leq \|k_h\|_{\infty} \|l\|_{\infty} + \|k\|_{\infty} \|l_h\|_{\infty}$,
- $\|f_h\|_{\alpha,h} \leq \|k_h\|_{\alpha,h} \|l\|_{\infty} + \|k\|_{\alpha,h} \|l_h\|_{\infty}$,
- $\|f_h\|_{\alpha,x} \leq \max (2\|f_h\|_{\infty} \|k_h\|_{\alpha,x} \|l\|_{\infty} + \|k\|_{\alpha,x} \|l_x\|_{\infty} + ||k_x||_{\alpha,x} \|l_h\|_{\infty} + ||k_h||_{\alpha,x} \|l_x\|_{\infty})$, 
- $\|f_x\|_{\alpha,h} \leq \|k_x\|_{\alpha,h} \|l\|_{\infty} + \|k\|_{\alpha,h} \|l_x\|_{\infty} + \|k_x\|_{\alpha,h} \|l_x\|_{\infty} + \|k\|_{\alpha,h} \|l_x\|_{\infty}$,
- $\|f_x\|_{\alpha,x} \leq \max (2\|f_x\|_{\infty} \|k_x\|_{\alpha,x} \|l\|_{\infty} + \|k\|_{\alpha,x} \|l_x\|_{\infty} + \|k_x\|_{\alpha,x} \|l_x\|_{\infty} + \|k\|_{\alpha,x} \|l_x\|_{\infty})$.

**Proof.** First three bounds are obvious. By chain rule, $f_x = k_x l + kl_x$. Therefore,

$$\left| f_x(x_1, h) - f_x(x_2, h) \right| \leq \left| k_x(x_1, h) l(x_1, h) - k_x(x_2, h) l(x_2, h) \right| + \left| k(x_1, h) l_x(x_1, h) - k(x_2, h) l_x(x_2, h) \right| \leq \|k_x\|_{\alpha,h} \|l\|_{\infty} |x_1 - x_2|^{\alpha} + \|k\|_{\alpha,x} \|l_x\|_{\infty} \|x_1 - x_2\| + \|k\|_{\alpha,x} \|l_x\|_{\infty} \|x_1 - x_2\| + \|k\|_{\alpha,x} \|l_x\|_{\infty} \|x_1 - x_2\|^{\alpha}$$

so that $\|f_x\|_{\alpha,h} \leq \max (2\|f_x\|_{\infty} \|k_x\|_{\alpha,x} \|l\|_{\infty} + \|k\|_{\alpha,x} \|l_x\|_{\infty} + \|k\|_{\alpha,\alpha} \|l_x\|_{\infty} + \|k\|_{\alpha,\alpha} \|l_x\|_{\infty})$ and bound on $\|f_h\|_{\alpha,h}$ can be established by symmetry (there is no maximum as domain is bounded here). Similarly,

$$\left| f_h(x_1, h) - f_h(x_2, h) \right| \leq \left| k_h(x_1, h) l(x_1, h) - k_h(x_2, h) l(x_2, h) \right| + \left| k(x_1, h) l_h(x_1, h) - k(x_2, h) l_h(x_2, h) \right| \leq \|k_h\|_{\alpha,h} \|l\|_{\infty} |x_1 - x_2|^{\alpha} + \|k_h\|_{\alpha,h} \|l_h\|_{\infty} |x_1 - x_2| + \|k\|_{\alpha,h} \|l_x\|_{\infty} \|x_1 - x_2\| + \|k\|_{\alpha,h} \|l_x\|_{\infty} \|x_1 - x_2\|^{\alpha}$$

so that $\|f_h\|_{\alpha,h} \leq \max (2\|f_h\|_{\infty} \|k_h\|_{\alpha,x} \|l\|_{\infty} + \|k_h\|_{\alpha,x} \|l_x\|_{\infty} \|x_1 - x_2\|)$ and bound for $\|f_x\|_{\alpha,h}$ can be established again by symmetry. \(\square\)

With these estimates in hand, it is easy to prove Corollary B.17, Corollary B.18 and Lemma B.19.

**Proof of Corollary B.17** We use directly Lemma B.5 together with the estimates provided by Corollary B.3 and Lemma B.4. As form of bounds to be used is quite simple, we proceed quickly. Clearly, $\|Q^{a,b,c}\|_{\infty}$,
\[ \| Q^{a,b,c}_{2} \|_{\infty} \leq C_{L} \] is obvious as estimates for these quantities do not contain Hölder constants. To verify next inequalities, observe, that using notation of Lemma B.5, constant \( G_{L} \) can only appear from expressions containing \( \| k_{h} \|_{\alpha,h} \) or \( \| l_{h} \|_{\alpha,h} \); all other Hölder constants are bounded by \( H_{L} \).

**Proof of Corollary 3.78.** We use directly Lemma B.5 together with estimates provided by Lemma B.1 and Lemma B.4. We want to trace dependence on norm of function \( \xi \) so we proceed more carefully. Let
\[
 k(h,s,x) = \xi(h,X_{h}(t-s,x)), \quad l(h,s,x) = e_{1}^{t-s} \xi(h,X_{h}(u,x))du,
\]
(we do not worry about dependence on \( s \in [0,T] \) as it is always fixed). Clearly, \( \| P^{a,b,c} \|_{\infty} \leq e^{C_{L}T} \| \xi \|_{\infty} \).

Moreover, directly applying Lemma B.5
\[
 \| P^{a,b,c}_{x} \|_{\infty} \leq \| k_{x} \|_{\infty} \| l \|_{\infty} + \| k \|_{\infty} \| l_{x} \|_{\infty} \leq \| \xi \|_{W^{1,\infty}} e^{C_{L}T} + \| \xi \|_{\infty} \| l \|_{\infty} \leq \| \xi \|_{W^{1,\infty}} e^{C_{L}T} + C_{L}T \| \xi \|_{\infty} \leq e^{C_{L}T} \| \xi \|_{W^{1,\infty}} .
\]

Similarly,
\[
 \| P^{a,b,c}_{h} \|_{\infty} \leq \| k_{h} \|_{\infty} \| l \|_{\infty} + \| k \|_{\infty} \| l_{h} \|_{\infty} \leq \| \xi_{h} \|_{\infty} + C_{L}T \| \xi \|_{\infty} \leq e^{C_{L}T} \| \xi \|_{W^{1,\infty}} .
\]

Then, we estimate Hölder constants in variable \( h \):
\[
 \| P^{a,b,c}_{h} \|_{\alpha,h} \leq 2 \| k_{h} \|_{\infty} \| l \|_{\alpha,h} + \| \xi_{h} \|_{\alpha,h} \leq \| \xi_{h} \|_{\infty} + C_{L}T \| \xi \|_{\alpha,h} \leq e^{C_{L}T} \| \xi \|_{W^{1,\infty}} .
\]

To estimate \( \| P^{a,b,c}_{x} \|_{\alpha,x} \), it is sufficient to study the right part of maximum:
\[
 \| k_{x} \|_{\alpha,x} l \|_{\infty} + \| k_{x} \|_{\infty} \| l \|_{\alpha,h} \leq \| \xi_{h} \|_{\alpha,x} e^{C_{L}T} + \| \xi \|_{W^{1,\infty}} e^{C_{L}T} + H_{L}T \| \xi \|_{\infty} \leq e^{C_{L}T} \| \xi \|_{W^{1,\infty}} .
\]

Then, we study Hölder constants in variable \( x \):
\[
 \| P^{a,b,c}_{x} \|_{\alpha,h} \leq \| k_{x} \|_{\alpha,h} l \|_{\infty} \leq \| \xi_{h} \|_{\alpha,h} l \|_{\infty} \leq \| \xi \|_{W^{1,\infty}} .
\]
Finally, similarly as before, to estimate $\|P_{x}^{\alpha,b,c}\|_{\alpha,x}$ we first study the right part of maximum:

$$2\|k_{x}\|_{\alpha,h}e^{C_{L}T} + \|\xi\|_{W^{1,\infty}} e^{C_{L}T} C_{L}T + \|\xi\|_{W^{1,\infty}} e^{C_{L}T} C_{L}T + H_{L}T \|\xi\|_{W^{1,\infty}} \leq$$

$$\leq (\|\xi\|_{\alpha,h} + C_{L}T^{\alpha}\|\xi\|_{\alpha,x} + H_{L}T \|\xi\|_{W^{1,\infty}}) e^{C_{L}T} + H_{L}T \|\xi\|_{W^{1,\infty}} \leq$$

$$\leq e^{C_{L}T} \|\xi\|_{\alpha,h} + C_{L}T^{\alpha}\|\xi\|_{\alpha,x} + H_{L}T \|\xi\|_{W^{1,\infty}} \cdot$$

concluding the proof.

Proof of Lemma 3.19. We apply directly Corollary 3.12 together with estimates for $P_{x}^{\alpha,b,c}$ provided by Corollary 3.18 and estimates for $Q^{\alpha,b,c}$ provided by Corollary 3.17. First, note that due to these bounds, the constants $C_{q}, H_{q}, G_{q}$ appearing in the estimates in Corollary 3.12 are bounded by $C_{L}, H_{L}$ and $G_{L}$ respectively. Therefore,

$$\|\phi_{\xi,h}\|_{\infty} \leq \|P_{h}\|_{\infty} e^{C_{L}T} + C_{L}T \|P\|_{\infty} \leq \|\xi_{h}\|_{\infty} + C_{L}T (\|\xi\|_{\infty} + \|\xi\|_{\infty}) + C_{L}T \|\xi\|_{\infty} e^{C_{L}T} \leq$$

$$\leq \|\xi\|_{\infty} + C_{L}T (\|\xi\|_{\infty} + \|\xi\|_{\infty})$$

Clearly $\|\phi_{\xi}\|_{W^{1,\infty}} \leq e^{C_{L}T} \|P\|_{W^{1,\infty}} \leq e^{C_{L}T} \|\xi\|_{W^{1,\infty}}$. Then, we move to study Hölder bounds. To make these messy computations clear, we always start by rewriting estimates from Corollary 3.12:

$$\|\phi_{\xi,h}\|_{\alpha,h} \leq \|P_{h}\|_{\alpha,h} e^{C_{L}T} + G_{L}T \|\xi\|_{W^{1,\infty}} \leq$$

$$\leq (G_{L}T \|\xi\|_{W^{1,\infty}} + e^{C_{L}T} \|\xi_{h}\|_{\alpha,h} + C_{L}T^{\alpha}\|\xi\|_{\alpha,x} + C_{L}T \|\xi\|_{\alpha,h} + C_{L}T \|\xi\|_{\alpha,x}) e^{C_{L}T} + G_{L}T \|\xi\|_{W^{1,\infty}} \leq$$

$$\leq e^{C_{L}T} \|\xi_{h}\|_{\alpha,h} + G_{L}T \|\xi\|_{W^{1,\infty}} + C_{L}T^{\alpha}\|\xi\|_{\alpha,x} + C_{L}T \|\xi\|_{\alpha,h} + C_{L}T \|\xi\|_{\alpha,x} ,$$

$$\|\phi_{\xi,x}\|_{\alpha,x} \leq \|P_{x}\|_{\alpha,x} + H_{L}T \|P\|_{W^{1,\infty}} \leq$$

$$\leq \max \left( e^{C_{L}T} \|\xi\|_{W^{1,\infty}}, e^{C_{L}T} \|\xi\|_{\alpha,x} + H_{L}T \|\xi\|_{W^{1,\infty}} \right) + H_{L}T \|\xi\|_{W^{1,\infty}} \leq$$

$$\leq e^{C_{L}T} \max \left( \|\xi\|_{W^{1,\infty}}, \|\xi\|_{\alpha,x} \right) + H_{L}T \|\xi\|_{W^{1,\infty}} ;$$
\[ \| \varphi_x \|_{\alpha,h} \leq \| P_x \|_{\alpha,h} + HLT \| P \|_{W^{1,\infty}} \leq \left( e^{CLT} \| \xi_x \|_{\alpha,h} + C_LT^{\alpha} \| \xi_x \|_{\alpha,x} + HLT \| \xi \|_{W^{1,\infty}} \right) + HLT \| \xi \|_{W^{1,\infty}} \leq e^{CLT} \| \xi_x \|_{\alpha,h} + C_LT^{\alpha} \| \xi_x \|_{\alpha,x} + HLT \| \xi \|_{W^{1,\infty}}. \]

\[ \| \varphi_x \|_{\alpha,h} \leq \max \left( 2e^{CLT} \| P \|_{W^{1,\infty}}, \| P_h \|_{\alpha,h} + HLT \| P \|_{W^{1,\infty}} \right) \leq \max \left( 2e^{CLT} \| \xi \|_{W^{1,\infty}}, e^{CLT} \| P_h \|_{\alpha,h} + HLT \| \xi \|_{W^{1,\infty}} \right) \leq \max \left( 2e^{CLT} \| \xi \|_{W^{1,\infty}}, e^{CLT} \| \xi_h \|_{\alpha,h} + HLT \| \xi \|_{W^{1,\infty}} \right) \leq e^{CLT} \max \left( 2\| \xi \|_{W^{1,\infty}}, \| \xi_h \|_{\alpha,h} \right) + C_LT \| \xi_x \|_{\alpha,h} + HLT \| \xi \|_{W^{1,\infty}}. \]

Finally, we prove technical Lemma 3.21.

Proof of Lemma 3.21. Note that integral part of the implicit equation (\ref{eq:implicit}) is always bounded in \( W^{1,\infty}(\mathbb{R}^+) \) by \( C_L |t| \) due to presence of integral and boundedness of all components (in particular, implicit term is bounded due to Lemma 3.19). Therefore, it is sufficient to estimate \( \| \xi(X_{h_{(h)})}(t-s,x)e^{\int_0^{t-s} c(h,X_{b_{(h,\cdot)}(u,x)})du} - \xi(x) \|_{W^{1,\infty}(\mathbb{R}^+)}. \)

We compute using triangle inequality and standard Lipschitz estimates:

\[ \left| \xi(X_{b_{(h,\cdot)}(t-s,x)})e^{\int_0^{t-s} c(h,X_{b_{(h,\cdot)}(u,x)})du} - \xi(x) \right| \leq e^{CLT} \left\| \xi_x \right\|_{W^{1,\infty}} \left| X_{b_{(h,\cdot)}(t-s,x)} - X_{b_{(h,\cdot)}(0,x)} \right| + e^{CLT} \int_0^{t-s} |c(h,X_{b_{(h,\cdot)}(u,x)})| du \leq e^{CLT} \left\| \xi_x \right\|_{W^{1,\infty}} \int_0^{t-s} |b(h,X_{b_{(h,\cdot)}(u,x)})| du + e^{CLT} \int_0^{t-s} |c(h,X_{b_{(h,\cdot)}(u,x)})| du \leq C(CL \| \xi \|_{W^{1,\infty}} |t|). \]

In particular, \( \left| X_{b_{(h,\cdot)}(t-s,x)} - x \right| \leq C_L |t| \) and \( e^{\int_0^{t-s} c(h,X_{b_{(h,\cdot)}(u,x)})du} - 1 \leq C_L |t|. \) Then, we estimate difference of derivatives:

\[ \left| \partial_x \left( \xi(X_{b_{(h,\cdot)}(t-s,x)})e^{\int_0^{t-s} c(h,X_{b_{(h,\cdot)}(u,x)})du} - \xi_x(x) \right) \right| \leq \left| \partial_x \left( \xi(X_{b_{(h,\cdot)}(t-s,x)})e^{\int_0^{t-s} c(h,X_{b_{(h,\cdot)}(u,x)})du} - \xi_x(x) \right) \right| + \left| \xi(X_{b_{(h,\cdot)}(t-s,x)}) \partial_x e^{\int_0^{t-s} c(h,X_{b_{(h,\cdot)}(u,x)})du} \right|. \]

The second term is trivially bounded by \( C(CL \| \xi \|_{W^{1,\infty}} |t|). \) We focus on the first one. Since exponential function is Lipschitz on bounded sets, we can add and subtract term \( \xi_x(x)e^{\int_0^{t-s} c(h,X_{b_{(h,\cdot)}(u,x)})du}. \) Then, it is
Equation (3.24) is of the type

\[ |\partial_x(\xi(X_{b(h,.)}(t - s, x))) - \xi_x(x)| = |\xi_x(X_{b(h,.)}(t - s, x)))(\partial_x X_{b(h,.)}(t - s, x)) - \xi_x(x)| \leq \right\||\xi_x(X_{b(h,.)}(t - s, x)))(\partial_x X_{b(h,.)}(t - s, x)) - \xi_x(x)| \leq \|\xi_x\|_a, x \|X_{b(h,.)}(t - s, x) - X_{b(h,.)}(0, x)|\|^\alpha \leq e^{C_L t} \text{ due to Lemma 3.14}

Therefore, it is sufficient to estimate \( |\partial_x X_{b(h,.)}(t - s, x) - 1| \). Using standard ODE theory:

\[ |\partial_x X_{b(h,.)}(t - s, x) - 1| \leq |\partial_x X_{b(h,.)}(t - s, x) - \partial_x X_{b(h,.)}(0, x)| \leq \left| \int_0^{t-s} \partial_x b(h, X_{b(h,.)}(u, x)) du \right| \leq \int_0^{t-s} \left| \bar{b}_x(h, X_{b(h,.)}(u, x)) \partial_x X_{b(h,.)}(u, x) \right| du \leq C_L |t|,

using Lemma 3.14. The proof is concluded.

\[ \square \]

**Appendix C. Proof of Theorem 3.23**

In this Section, we provide the proof of Theorem 3.23. We use notation and assume (C1)--(C3) from Section 3.4. We start with a general statement concerning implicit equations:

**Lemma C.1.** Let \( \xi \) and \( \bar{\xi} \) be \( C^{1+\alpha} \) functions defined on \( [-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+ \). If \( \varphi^{h}_{\xi,t_1} \) solves (3.24) and \( \bar{\varphi}^{h}_{\xi,t_2} \) solves (3.24) then

\[ \sup_{(h, x, w) \in \mathcal{D}} \left| \varphi^{h}_{\xi,t_1}(s_1 + w, x) - \bar{\varphi}^{h}_{\xi,t_2}(s_2 + w, x) \right| \leq e^{2\|q\|_\infty |\Delta t|} \left( \|p - \bar{p}\|_\infty + |\Delta t| \|q - \bar{q}\|_\infty \right). \]

Moreover, we have the bounds for differences of derivatives with respect to variable \( h \):

(C.1) \[ \sup_{(h, x, w) \in \mathcal{D}} \left| \partial_h \varphi^{h}_{\xi,t_1}(s_1 + w, x) - \partial_h \varphi^{h}_{\xi,t_2}(s_2 + w, x) \right| \leq e^{2\|q\|_\infty |\Delta t|} \left( \|p_h - \bar{p}_h\|_\infty + |\Delta t| \|\varphi^{h}_{\xi,t_1}\|_\infty \|\bar{q}_h - \bar{q}_h\|_\infty + |\Delta t| \|q_h\|_\infty \right) \sup_{(h, x, w) \in \mathcal{D}} \left| \varphi^{h}_{\xi,t_1}(s_1 + w, x) - \varphi^{h}_{\xi,t_2}(s_2 + w, x) \right| + |\Delta t| \|q - \bar{q}\|_\infty, \]

and in variable \( x \):

(C.2) \[ \sup_{(h, x, w) \in \mathcal{D}} \left| \partial_x \varphi^{h}_{\xi,t_1}(s_1 + w, x) - \partial_x \varphi^{h}_{\xi,t_2}(s_2 + w, x) \right| \leq \|p_x - \bar{p}_x\|_\infty + |\Delta t| \|\varphi^{h}_{\xi,t_1}\|_\infty \|q_x - \bar{q}_x\|_\infty + \|\bar{q}_x\|_\infty \sup_{(h, x, w) \in \mathcal{D}} \left| \varphi^{h}_{\xi,t_1}(s_1 + w, x) - \varphi^{h}_{\xi,t_2}(s_2 + w, x) \right| + |\Delta t| \|q - \bar{q}\|_\infty, \]

**Proof.** Equation (3.24) is of the type

(C.3) \[ f(h, x, s_1 + w) = p(h, x, w) + \int_0^{\Delta t - w} q(h, u, x) f(h, 0, u + s_1 + w) du. \]
and similarly, \( \text{(3.24)} \) is of the same type with \( f, p, q, s_1 \) replaced with \( \tilde{f}, \tilde{p}, \tilde{q}, s_2 \) where \( f = \varphi_{\xi, t_1}^b \), and \( \tilde{f} = \tilde{\varphi}_{\xi, t_2}^b \). Therefore, applying Bielecki norm \( \text{(3.8)} \) in variable \( w \):

\[
\| f(h, x, s_1 + w) - \tilde{f}(h, x, s_2 + w) \|_\lambda \leq \| p - \tilde{p} \|_\infty + |\Delta t| \| q - \tilde{q} \|_\infty \| f \|_\infty + \\
+ \sup_{(w, x, h) \in \mathcal{D}} \| \tilde{q} \|_\infty \int_0^{\Delta t} \int_0^{\Delta t} e^{-\lambda |\Delta t| - w} e^{\lambda |\Delta t| - u - w} e^{-\lambda |\Delta t| - u - w} | f(h, 0, u + s_1 + w) - \tilde{f}(h, 0, u + s_2 + w) | \, du \leq \\
\leq \| p - \tilde{p} \|_\infty + |\Delta t| \| q - \tilde{q} \|_\infty \| f \|_\infty + \| \tilde{q} \|_\infty \| f(h, x, s_1 + w) - \tilde{f}(h, x, s_2 + w) \|_\lambda \frac{1 - e^{-\lambda |\Delta t|}}{\lambda}.
\]

Choosing, as always, \( \lambda = \| \tilde{q} \|_\infty \) we obtain the first inequality. To see the second one, as in the proof of Lemma \( \text{3.10} \), we differentiate \( \text{(C.3)} \) to obtain:

\[
\text{(C.4)} \quad f_h(h, x, s_1 + w) = p_h(h, x, w) + \int_0^{\Delta t} \left( q_h(h, u, x) f(h, 0, u + s_1 + w) + q(h, u, x) f_h(h, 0, u + s_1 + w) \right) du.
\]

Notice that \( \text{(C.4)} \) treated as equation for \( f_h \) is of the same type as \( \text{(C.3)} \). Since

\[
\left\| \int_0^{\Delta t} q_h(h, u, x) f(h, 0, u + s_1 + w) - \tilde{q}_h(h, u, x) \tilde{f}(h, 0, u + s_2 + w) \right\|_\infty \leq \\
\leq \| f \|_\infty |\Delta t| \| q_h - \tilde{q}_h \|_\infty + \| \tilde{q}_h \|_\infty |\Delta t| \| f - \tilde{f} \|_\infty,
\]

the conclusion follows. Finally, to establish an estimate for the difference of derivatives in \( x \), we differentiate \( \text{(C.3)} \) with respect to \( x \):

\[
f_x(h, x, s_1 + w) = p_x(h, x, w) + \int_0^{\Delta t} q_x(h, u, x) f(h, 0, u + s_1 + w) du
\]

and observe that the desired bound follows from triangle inequality. \( \square \)

Lemma \( \text{C.1} \) tells us that in order to bound the difference of solutions to \( \text{(3.21)} \) and \( \text{(3.22)} \) (and their derivatives), we have to estimate \( \| p - \tilde{p} \|_\infty, \| q - \tilde{q} \|_\infty, \| p_x - \tilde{p}_x \|_\infty, \| q_x - \tilde{q}_x \|_\infty, \| p_h - \tilde{p}_h \|_\infty \) as well as \( \| q_h - \tilde{q}_h \|_\infty \). Naturally, we begin with the result showing how flow \( X_{b(h, \cdot)} \) is affected by perturbation in model function \( b \).

**Lemma C.2.** The flows \( X_{b(h, \cdot)} \) and \( \tilde{X}_{b(h, \cdot)} \) satisfy the following bounds:

\[
| X_{b(h, \cdot)}(u, x) - X_{\tilde{b}(h, \cdot)}(u, x) | \leq e^{C_{\|\Delta t\|} |\Delta t|^2},
\]

\[
| \partial_h X_{b(h, \cdot)}(u, x) - \partial_h X_{\tilde{b}(h, \cdot)}(u, x) | \leq e^{C_{\|\Delta t\|} |\Delta t||f_h| + H_L |\Delta t|^{1+2\alpha}},
\]

\[
| \partial_x X_{b(h, \cdot)}(u, x) - \partial_x \tilde{X}_{b(h, \cdot)}(u, x) | \leq H_L |\Delta t|^{1+\alpha}.
\]

**Proof.** Recall the bounds from Corollary \( \text{3.16} \) As always, we write:

\[
\partial_u X_{b(h, \cdot)}(u, x) - \partial_u \tilde{X}_{b(h, \cdot)}(u, x) = b(h, X_{b(h, \cdot)}(u, x)) - \tilde{b}(h, X_{\tilde{b}(h, \cdot)}(u, x)) \leq
\]
Lemma C.3. Let \( \xi, \bar{\xi} \in C^{1+\alpha}([\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+) \). Then,

\[
\left| \xi(h, X_{b(h, \cdot)}(s, y)) - \bar{\xi}(h, X_{b(h, \cdot)}(s, y)) \right| \leq \|\xi - \bar{\xi}\|_\infty + e^{C_L|\Delta t|} \|\Delta t\|^2 \|\bar{\xi}\|_\infty,
\]

\[
\left| \xi_h(h, X_{b(h, \cdot)}(s, y)) - \bar{\xi}_h(h, X_{b(h, \cdot)}(s, y)) \right| \leq \|\xi_h - \bar{\xi}_h\|_\infty + e^{C_L|\Delta t|} \|\Delta t\|^{2\alpha} \|\bar{\xi}_h\|_{\alpha, x},
\]

\[
\left| \xi_x(h, X_{b(h, \cdot)}(s, y)) - \bar{\xi}_x(h, X_{b(h, \cdot)}(s, y)) \right| \leq \|\xi_x - \bar{\xi}_x\|_\infty + e^{C_L|\Delta t|} \|\Delta t\|^{2\alpha} \|\bar{\xi}_x\|_{\alpha, x}.
\]

Proof. This Lemma follows from triangle inequality in the spirit of Remark C.2 and bounds from Lemma C.2. For instance:

\[
\left| \xi(h, X_{b(h, \cdot)}(s, y)) - \bar{\xi}(h, X_{b(h, \cdot)}(s, y)) \right| \leq \|\xi - \bar{\xi}\|_\infty + \|\xi\|_\infty \|X_{b(h, \cdot)} - X_{b(h, \cdot)}\|.
\]

Lemma C.4. Let \( b, \bar{b}, c, \bar{c} \in C^{1+\alpha}([\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+) \) be model functions satisfying assumptions (C1) – (C3). Then:

\[
\left| e^{\int_0^{\Delta t-w} \bar{b}(h, X_{b(h, \cdot)}(u, x)) du} - e^{\int_0^{\Delta t-w} b(h, X_{b(h, \cdot)}(u, x)) du} \right| \leq e^{C_L|\Delta t|} \|\Delta t\|^2.
\]
Proof. Since the map \([-M, M] \ni x \mapsto e^x\) is Lipschitz with some constant \(e^M\), the result follows immediately from Lemma C.3 (with \(\xi\) replaced with \(c\) so that \(\|\xi - \tilde{\xi}\|_\infty \leq |\Delta f| \leq C_L T\) due to (C2)). \(\square\)

**Corollary C.5.** Let \(p, \tilde{p}, q, \tilde{q}\) be as in Section 3.4. Then,

\[
\|p - \tilde{p}\|_\infty \leq \|\xi - \tilde{\xi}\|_\infty + e^{C_L|\Delta t|}|\Delta t|^2 \left(1 + \|\xi\|_\infty\right), \quad \|q - \tilde{q}\|_\infty \leq e^{C_L|\Delta t|}|\Delta t|.
\]

In particular, due to Lemma C.4 bound (3.20) follows.

**Proof.** Using triangle inequality (like discussed in Remark 3.4) as well as Lemmas C.3 and C.4 we obtain the first assertion:

\[
\|p - \tilde{p}\|_\infty \leq \left(\|\xi - \tilde{\xi}\|_\infty + |\Delta t|^2 e^{C_L|\Delta t|}e^{|\Delta t|\|\xi\|_\infty} + \|\xi\|_\infty|\Delta t|^2 e^{C_L|\Delta t|}\right).
\]

The second follows by letting \(\xi = a\) and \(\tilde{\xi} = \tilde{a}\) in the first one so that \(\|a - \tilde{a}\|_\infty \leq |\Delta f| \leq C_L T\) due to assumption (C2). \(\square\)

We then focus on the differences in derivatives.

**Lemma C.6.** Let \(\xi, \tilde{\xi} \in C^{1+\alpha}\left([-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+\right)\). Then,

\[
(C.6) \quad \left|\partial_x \xi(h, X_{b(h, \cdot)}(u, x)) - \partial_x \tilde{\xi}(h, X_{b(h, \cdot)}(u, x))\right| \leq \left|\xi_h - \tilde{\xi}_h\right|_\infty + C_L|\Delta t|\|\xi_x - \tilde{\xi}_x\|_\infty + C_L|\Delta t|^2\|\xi_h\|_{\alpha, x} + C_L|\Delta t|^2\|\xi_x\|_{\alpha, x} + H_L|\Delta t|^{1+\alpha}\|\xi_x\|_\infty.
\]

Moreover,

\[
(C.7) \quad \left|\partial_x \xi(h, X_{b(h, \cdot)}(u, x)) - \partial_x \tilde{\xi}(h, X_{b(h, \cdot)}(u, x))\right| \leq e^{C_L|t|}\left|\xi_x - \tilde{\xi}_x\right|_\infty + H_L|\Delta t|^{1+\alpha}\|\xi_x\|_\infty.
\]

**Proof.** Clearly, \(\partial_x \xi(h, X_{b(h, \cdot)}(u, x)) = \xi_h(h, X_{b(h, \cdot)}(u, x)) + \xi_x(h, X_{b(h, \cdot)}(u, x))\partial_x X_{b(h, \cdot)}(u, x)\). Therefore, using Lemmas C.2 and C.3 we compute:

\[
\left|\partial_x \xi(h, X_{b(h, \cdot)}(u, x)) - \partial_x \tilde{\xi}(h, X_{b(h, \cdot)}(u, x))\right| \leq \left|\xi_h(h, X_{b(h, \cdot)}(u, x)) - \tilde{\xi}_h(h, X_{b(h, \cdot)}(u, x))\right| + \left|\xi_x(h, X_{b(h, \cdot)}(u, x)) - \tilde{\xi}_x(h, X_{b(h, \cdot)}(u, x))\right|
\]

\[
\leq \left|\xi_h - \tilde{\xi}_h\right|_\infty + e^{C_L|\Delta t|}|\Delta t|^2\left|\xi_h\right|_{\alpha, x} + \left|\xi_x - \tilde{\xi}_x\right|_\infty + e^{C_L|\Delta t|}|\Delta t|^2\left|\xi_x\right|_{\alpha, x} + H_L|\Delta t|^{1+\alpha}\|\xi_x\|_\infty.
\]

\(\square\)
Similarly, using Lemma C.2,
\[
|\partial_x \xi(h, X_{b(h,\cdot)}(u, x)) - \partial_x \bar{\xi}(h, X_{\bar{b}(h,\cdot)}(u, x))| \leq e^{C_L T} \|\xi_x - \bar{\xi}_x\|_\infty + C_L |\Delta t|^{2\alpha} \|\xi_x\|_{\alpha,\infty} \|\partial_x X_{b(h,\cdot)}(u, x)\|_\infty + H_L |\Delta t|^{1+\alpha} \|\bar{\xi}_x\|_\infty,
\]
so that (C.7) follows from Corollary 3.16.

From Lemma C.6 we deduce bounds on terms with model functions:

**Corollary C.7.** Let \( a, \bar{a} \in C^{1+\alpha}([-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+) \) be two model functions satisfying assumptions (C1) – (C3). Then:
\[
|\partial_h a(h, X_{b(h,\cdot)}(u, x)) - \partial_h \bar{a}(h, X_{\bar{b}(h,\cdot)}(u, x))| \leq |\Delta f_h| + H_L |\Delta t|^{2\alpha}.
\]
Moreover,
\[
|\partial_x a(h, X_{b(h,\cdot)}(u, x)) - \partial_x \bar{a}(h, X_{\bar{b}(h,\cdot)}(u, x))| \leq H_L |\Delta t|^{\alpha}.
\]

**Corollary C.8.** Let \( c, \bar{c} \in C^{1+\alpha}([-\frac{1}{2}, \frac{1}{2}] \times \mathbb{R}^+) \) be two model functions satisfying assumptions (C1) – (C3). Then:
\[
|\partial_h e^{\int_0^{\Delta t} -w c(h, X_{b(h,\cdot)}(u, x))du} - \partial_h e^{\int_0^{\Delta t} -w \bar{c}(h, X_{\bar{b}(h,\cdot)}(u, x))du}| \leq e^{C_L |\Delta t| |\Delta t| f_h} + H_L |\Delta t|^{1+2\alpha}.
\]
Moreover,
\[
|\partial_x e^{\int_0^{\Delta t} -w c(h, X_{b(h,\cdot)}(u, x))du} - \partial_x e^{\int_0^{\Delta t} -w \bar{c}(h, X_{\bar{b}(h,\cdot)}(u, x))du}| \leq H_L |\Delta t|^{1+\alpha}.
\]

**Proof of Corollaries C.7 and C.8.** Corollary C.7 follows from the direct application of Lemma C.6 (set \( \xi = a \) and \( \bar{\xi} = \bar{a} \)). To prove Corollary C.8 note that there are two differences to be bounded: difference in exponential function and difference in exponents (arising from computing derivative). The first one is easily bounded by a term with much higher power of \(|\Delta t|\) than required due to Lemma C.4. For the second one, we just have to multiply bounds from Corollary C.7 by \(|\Delta t|\) (i.e., the length of integration interval). Bound for the difference of derivatives in \( x \) is obtained similarly.

Finally, we conclude the proof of Theorem 3.23.

**Proof of estimate (3.27).** Clearly, we want to apply the bound (C.2) from Lemma C.1. We start from estimating term \( \|p_x - \bar{p}_x\|_\infty \). Note that:
\[
p_x(h, u, x) = \partial_x \left( \xi(h, X_{b(h,\cdot)}(\|\Delta t\| - u, x)) \right) e^{\int_0^{\Delta t} -w c(h, X_{b(h,\cdot)}(u, x))du} + \xi(h, X_{b(h,\cdot)}(\|\Delta t\| - u, x)) \partial_x \left( e^{\int_0^{\Delta t} -w c(h, X_{b(h,\cdot)}(u, x))du} \right),
\]
and similarly for \( \bar{p}_x \). Therefore, to bound \( \|p_x - \bar{p}_x\|_\infty \) with triangle inequality, we have to sum up the following estimates:

(A): \( \|\partial_x \xi(h, X_{b(h,\cdot)}(\cdot, \cdot)) - \partial_x \bar{\xi}(h, X_{\bar{b}(h,\cdot)}(\cdot, \cdot))\|_\infty e^{C_L |\Delta t|} \) using bound (C.7),
Therefore,

\[ \| \xi - \tilde{\xi} \|_{\infty} \leq e^{CLT} \| \xi - \tilde{\xi} \|_{\infty} + C_L \| \Delta t \|^{2\alpha} \| \xi_{\alpha,x} \|_{\infty} + H_L \| \Delta t \|^{1+\alpha} \| \xi_{\alpha,x} \|_{\infty} + e^{CL\|\Delta t\|} \| \Delta t \|^{2} \| \xi_{\alpha,x} \|_{\infty} + H_L \| \Delta t \|^{1+\alpha} \| \xi_{\alpha,x} \|_{\infty}. \]

Now, we study the second term \( \| \Delta t \| \| \varphi_{\xi,\tilde{\xi},t} \|_{\infty} \| q_x - \tilde{q}_x \|_{\infty} \) in (C.2). From above, by setting \( \xi = a \) and \( \tilde{\xi} = \tilde{a} \), we easily obtain \( \| q_x - \tilde{q}_x \|_{\infty} \leq H_L \| \Delta t \|^{\alpha} \) (which is not as good as possible but sufficient for our future targets). Moreover, recall from Lemma [5.7] that \( \| \varphi_{\xi,\tilde{\xi},t} \|_{\infty} \) is \( e^{CL\|\Delta t\|} \) so that we arrive at

\[ \| \Delta t \| \| \varphi_{\xi,\tilde{\xi},t} \|_{\infty} \| q_x - \tilde{q}_x \|_{\infty} \leq \| \| \xi - \tilde{\xi} \|_{\infty} + \| \Delta t \|^{1+\alpha} H_L. \]

Summation of the three bounds above concludes the proof.

**Proof of estimate (3.28).** Again, we want to apply the bound (C.1) from Lemma C.1. We start from estimating term \( \| p_h - \tilde{p}_h \|_{\infty} \). Note that:

\[ p_h(h, u, x) = \partial_h \left( \xi(h, X_{h(b,h)}(\| \Delta t \| - u), x) \right) e^{\int_0^{\| \Delta t \| - u} c(h, X_{h(b,h)}(u, x)) du} \]

and similarly for \( \tilde{p}_h \). Therefore, to bound \( \| p_h - \tilde{p}_h \|_{\infty} \) with triangle inequality, we have to sum up the following estimates:

(A): \( \| \partial_h \xi(h, X_{h(b,h)}(\cdot, \cdot)) - \partial_h \tilde{\xi}(h, X_{h(b,h)}(\cdot, \cdot)) \|_{\infty} e^{CL\|\Delta t\|} \) using bound (C.5).

(B): \( \| \partial_h \xi(h, X_{h(b,h)}(\cdot, \cdot)) \|_{\infty} e^{\int_0^{\| \Delta t \| - u} c(h, X_{h(b,h)}(u, x)) du} - e^{\int_0^{\| \Delta t \| - u} c(h, X_{h(b,h)}(u, x)) du} \) using Lemma B.1 and Lemma C.3.

(C): \( \| \xi(h, X_{h(b,h)}(\cdot, \cdot)) - \tilde{\xi}(h, X_{h(b,h)}(\cdot, \cdot)) \|_{\infty} e^{CL\|\Delta t\|} \) using inequality (C.5) and the bound for the flow from Corollary [3.10].

(D): \( \| \xi \|_{\infty} \| \partial_h e^{\int_0^{\| \Delta t \| - u} c(h, X_{h(b,h)}(u, x)) du} - \partial_h e^{\int_0^{\| \Delta t \| - u} c(h, X_{h(b,h)}(u, x)) du} \) using inequality (3.8).
Therefore,

\[
\|p_h - \bar{p}_h\|_\infty \leq e^{C_L|\Delta t|} \|\xi_h - \bar{\xi}_h\|_\infty + C_L|\Delta t|\|\xi_x - \bar{\xi}_x\|_\infty + C_L|\Delta t|^{2\alpha}\|\xi_h\|_{\alpha,x} + C_L|\Delta t|^{1+2\alpha}\|\xi_x\|_{\alpha,x} + \]

\[
(A) \leq \]

\[
+ C_L|\Delta t|\|\Delta f_h\|\|\bar{\xi}_x\|_\infty + H_L|\Delta t|^{1+\alpha}\|\bar{\xi}_x\|_\infty + \left(\|\bar{\xi}_h\|_\infty + C_L|\Delta t|\|\bar{\xi}_x\|_\infty \right) e^{C_L|\Delta t|}|\Delta t|^2 + \]

\[
(B) \leq \]

\[
+ \left(\|\xi - \bar{\xi}\|_\infty + e^{C_L|\Delta t|}|\Delta t|^2\|\bar{\xi}_x\|_\infty \right) C_L|\Delta t| + \|\bar{\xi}\|_\infty \left(e^{C_L|\Delta t|}|\Delta t|\|\Delta f_h\| + H_L|\Delta t|^{1+2\alpha}\right) \leq \]

\[
(C) \leq \]

\[
\leq e^{C_L|\Delta t|}\|\xi_h - \bar{\xi}_h\|_\infty + C_L|\Delta t|\|\xi_x - \bar{\xi}_x\|_\infty + C_L|\Delta t|\|\xi - \bar{\xi}\|_\infty + C_L|\Delta t|^{2\alpha}\|\xi_h\|_{\alpha,x} + \]

\[
+ C_L|\Delta t|^{1+2\alpha}\|\xi_x\|_{\alpha,x} + C_L|\Delta t|\|\Delta f_h\| \left(\|\bar{\xi}_x\|_\infty + \|\bar{\xi}\|_\infty \right) + H_L|\Delta t|^{1+2\alpha}\max\left(\|\xi\|_{W^{1,\infty}},\|\bar{\xi}\|_{W^{1,\infty}}\right).
\]

Now, we study the second term \(|\Delta t|\|\bar{\xi}_{\xi,t_1}\|_\infty\|q_h - \bar{q}_h\|_\infty\) in (C.1). From above, by setting \(\xi = a\) and \(\bar{\xi} = \bar{a}\) we easily obtain \(|q_h - \bar{q}_h|_\infty \leq |\Delta f_h| e^{C_L|\Delta t|} + H_L|\Delta t|^{2\alpha}\) (which is again not as good as possible but sufficient for our future targets). Moreover, recall from Lemma 3.7 that \(|\bar{\xi}_{\xi,t_1}\|_\infty \leq \|\xi\|_\infty e^{C_L|\Delta t|}\) so that we arrive at

\[
|\Delta t|\|\bar{\xi}_{\xi,t_1}\|_\infty\|q_h - \bar{q}_h\|_\infty \leq \|\xi\|_\infty |\Delta f_h| |\Delta t| e^{C_L|\Delta t|} + \|\xi\|_\infty H_L|\Delta t|^{1+2\alpha},
\]

term which, after increasing constants \(C_L\) and \(H_L\), is already involved in bound for \(|p_h - \bar{p}_h|_\infty\). Next, from (a.2.23), we easily obtain bound for \(|\Delta t|\|q_h\|_\infty \sup_{(h,w,v)\in D} |\bar{\xi}_{\xi,t_1}(s_1 + w, x) - \bar{\xi}_{\xi,t_2}(s_2 + w, x)|\):

\[
|\Delta t|\ C_L\|\xi - \bar{\xi}\|_\infty + |\Delta t|^3 C_L(2 + \|\bar{\xi}\|_\infty).
\]

Finally, from Corollary C.5 we obtain that \(|\Delta t|\|q - \bar{q}\|_\infty e^{C_L|\Delta t|} \leq |\Delta t|^2 C_L\). Summation of the four bounds above concludes the proof. \(\square\)