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Abstract—The problem of unknown input observer design is considered for coupled PDE/ODE systems subject to incremental sector bounded nonlinearities and unknown boundary inputs. Assuming available measurements at the boundary of the distributed domain, the synthesis of the unknown input observer is based on Lyapunov methods and recast in terms of some matrix inequalities. Numerical simulations support and confirm the theoretical findings, illustrating the robust estimation performances of the proposed nonlinear unknown input observer.

Index Terms—Distributed parameter systems, estimation, LMIs, unknown input observers (UIOs).

I. INTRODUCTION

A. Background and Motivation

Several complex physical processes are characterized by spatial distributed phenomena and, as such, their evolution is governed by partial differential equations. Examples may be found in hydraulic networks [1], multiphase flow [2], transmission networks [3], road traffic networks [4], or gas flow in pipelines [5].

Actuators and sensors are typically placed at the boundary of the spatial domain, whereas the state variables in the interior are neither directly controlled nor measured. Classical problems, such as feedback control or state estimation, become particularly interesting and challenging in this context, leading to the task of designing boundary controllers and boundary observers. Among the wide range of systems governed by partial differential equations (PDEs), the class of hyperbolic systems has been largely considered in the control community. In this regard, sufficient conditions for controllability and observability of first-order hyperbolic systems are discussed in [6]. The problem of stabilization of hyperbolic systems by means of boundary controls has been studied by many authors, see for instance [7], [8], [9], and the references therein. Observer design for linearized first-order hyperbolic systems based on Lyapunov methods has been addressed in [10], and, for quasilinear first-order hyperbolic systems, similar results are proposed in [11] based on a backstepping approach.

In some cases, the evolution of a process may have both a distributed and a finite-dimensional behavior, this resulting in a dynamics described by partial differential equations coupled with ordinary differential equations (ODEs). Typically, such interconnection takes place at the boundary of the space domain, with the output of the ODEs providing dynamic boundary conditions for the PDEs. In this context, boundary observer design for conservation laws with static and asymptotically stable dynamic boundary control is proposed in [12], where sufficient conditions based on matrix inequalities are provided. A design procedure for backstepping observers is proposed in [13] based on the solution of an auxiliary set of PDEs for computing a suitable change of coordinates, whereas several solutions relying on Lyapunov methods have been established in [14], [15], and [16].

B. Contributions

Adopting a setting similar to [12] and [16], the problem of observer design in the presence of sector bounded nonlinearities [17] and unknown inputs is considered in this article. Assuming that partial measurements are available at both boundary points of the domain, the goal is to design a full state, i.e., infinite-dimensional, nonlinear observer with the property of providing an estimation error completely decoupled from the unknown inputs. In the literature, estimators with such property are referred to as unknown input observers (UIOs) and have been recognized as an excellent tool for robust estimation and fault diagnosis [18], [19], [20]. In the infinite-dimensional context, the problem of linear UIO design has been previously investigated in [21] from an abstract viewpoint. The related problem of active disturbance rejection is considered, for example, in [22] and [23].

The construction proposed in this article, which extends the preliminary work [24] by including nonlinear terms and allowing for space-dependent coefficients, relies on geometric conditions and combines the left and right boundary outputs in order to guarantee an exponentially stable error dynamics. Furthermore, a linear matrix inequalities-based procedure for the synthesis of observer gain matrices is given.

It is interesting to note that, unlike in the finite-dimensional case, a new feature arises in the design of UIOs for coupled PDEs/ODEs: the finite-dimensional part of the observer is allowed to be not internally stable, whereas a compensation is provided by the interconnection with the infinite-dimensional part that yields overall system stability. In this article, we focus on the class of 1-D hyperbolic systems in order to deliver a constructive design procedure. However, it is worth stressing that, adapting the same arguments, the constructive design of UIOs may be extended to other classes of systems governed by partial differential equations.

The rest of this article is organized as follows. Section II presents the problem we solve in this article along with an outline of the proposed observer. Section III provides sufficient conditions to ensure the convergence of the observer. Section IV is devoted to the design of the observer. Some numerical examples are illustrated in Section V. Finally, Section VI concludes this article. Due to space constraints,
some technical details are reported in a technical report associated with our submission [25].

C. Notations

The sets $\mathbb{R}_{\geq 0}$ and $\mathbb{R}_{> 0}$ represent the set of nonnegative and positive real scalars, respectively. The symbols $\mathbb{S}_+^n$ and $\mathbb{S}_+^m$ denote, respectively, the set of real $n \times n$ symmetric positive definite matrices and the set of diagonal positive definite matrices. For a matrix $A \in \mathbb{R}^{n \times m}$, $A^\top$ denotes the transpose of $A$, and when $n = m$, $\text{He}(A) = A + A^\top$.

$\otimes$ stands for the Kronecker product. For a square matrix $A \in \mathbb{R}^{n \times n}$, the spectrum is denoted by $\sigma(A)$. For a symmetric matrix $A$, positive definiteness (negative definiteness) and positive semidefiniteness (negative semidefiniteness) are denoted, respectively, by $A > 0$ ($A < 0$) and $A \succeq 0$ ($A \preceq 0$). Given $A, B \in \mathbb{S}_+^n$, we say that $A \preceq B$ ($A \succeq B$) if $A - B \preceq 0$ ($A - B \succeq 0$). Given $A \in \mathbb{S}_+^n$, $\lambda_{\max}(A)$ and $\lambda_{\min}(A)$ stand, respectively, for the largest and the smallest eigenvalues of $A$. In partitioned symmetric matrices, the symbol $\otimes$ stands for symmetric blocks. Given $x, y \in \mathbb{R}_+^n$, we denote by $(x, y)_{\mathbb{R}_+^n}$ the standard Euclidean inner product. Given a set $\mathcal{S}$, the notation $\mathcal{C}^\infty(\mathcal{S})$ denotes its convex hull. Let $\mathcal{W} \subset \mathbb{R}$ and $\mathcal{Y}$ be a separable Hilbert space, we denote by $\mathcal{L}(\mathcal{W}; \mathcal{Y})$ the set of equivalence classes of measurable functions $f : \mathcal{W} \to \mathcal{Y}$, and for any $p \in (0, \infty)$, $\mathcal{L}^p(\mathcal{W}; \mathcal{Y})$ stands for the set of $f \in \mathcal{L}(\mathcal{W}; \mathcal{Y})$ such that $\|f\|_{\mathcal{L}^p} := \left(\int_{\mathcal{W}} |f(x)|^p \, dx\right)^{\frac{1}{p}}$ is finite. Given $f, g \in \mathcal{L}^2(\mathcal{W}; \mathcal{Y})$, $(f, g)_{\mathcal{L}^2} := \int_{\mathcal{W}} (f(x), g(x)) \, dx$. Let $\mathcal{F}$ be a bounded interval $\mathcal{H}^1(\mathcal{F}; \mathcal{Y}) := \{f \in \mathcal{L}^1(\mathcal{F}; \mathcal{Y}) : f \text{ is absolutely continuous on } \mathcal{F}, \frac{d}{dz}f \in \mathcal{L}^1(\mathcal{F}; \mathcal{Y})\}$ where $\frac{d}{dz}$ stands for the weak derivative of $f$. Let $X$ and $Y$ be normed linear spaces, $f : U \to Y$, and $x \in U$, we denote by $Df(x)$ the Fréchet derivative of $f$ at $x$. The symbol $\mathcal{C}^k(U; V)$ denotes the set of $k$-times differentiable functions $f : U \to V$.

II. PROBLEM STATEMENT AND OUTLINE OF SOLUTION

A. Problem Setup

Let $\Omega := (0, 1)$, we consider a system of $n_u$ semilinear 1-D conservation laws with dynamic boundary conditions formally written with $\partial_t x(t, z) + \Lambda(z) \partial_z x(t, z) + S f(T x(t, z)) = 0$

\[ x(t, 0) = M_1 x(t) \]

\[ \chi(t) = A x(t) + B_1 u(t) + E_1 w(t) \]

\[ y_1(t) = C_1 x(t) \]

\[ y_2(t) = N x(t, 1) \]

\[(t, z) \in \mathbb{R}_{\geq 0} \times \Omega \]

where $\partial_t x$ and $\partial_z x$ denote, respectively, the derivative of $x$ with respect to “time” and the “spatial” variable $z$, $(z \mapsto x(z, \chi)) \in \mathcal{L}^2((0, 1); \mathbb{R}^{n_x} \times \mathbb{R}^{n_x})$ is the system state, $u \in \mathbb{R}^{n_u}$ is a known boundary input, $w \in \mathbb{R}^{n_w}$ is an unknown boundary input, and $y = [y_1, y_2] \in \mathbb{R}^{n_y}$ is a measured output. We assume that $\Lambda \in \mathcal{L}^2((0, 1); \mathbb{S}_+^n)$, $M_1 \in \mathbb{R}^{n_x \times n_x}$, $M \in \mathbb{R}^{n_x \times n_x}$, $A \in \mathbb{R}^{n_x \times n_x}$, $B \in \mathbb{R}^{n_x \times n_w}$, $E \in \mathbb{R}^{n_x \times n_e}$, $C \in \mathbb{R}^{n_x \times n_e}$, $N \in \mathbb{R}^{n_x \times n_y}$, $S \in \mathbb{R}^{n_y \times n_x}$, and $T \in \mathbb{R}^{n_x \times n_x}$ are given and known.

Inspired by [17], henceforth, we assume that the nonlinearity $f$ satisfies the following incremental sector bound condition:

\[ \begin{bmatrix} y_1 - y_2 \\ f(y_1) - f(y_2) \end{bmatrix} \begin{bmatrix} y_1 - y_2 \\ f(y_1) - f(y_2) \end{bmatrix} \begin{bmatrix} y_1 - y_2 \\ f(y_1) - f(y_2) \end{bmatrix} \geq 0 \quad \forall y_1, y_2 \in \mathbb{R}^{n_1} \]

where $\mathcal{F} := \begin{bmatrix} -\text{He}(U_1, U_2) \\ \text{U}_1 + U_2 \end{bmatrix}$ and $U_2 \succeq U_1 \succeq 0$ are given matrices. The result given next, whose proof is reported in [25], shows that under the considered assumption, it turns out that $f$ is globally Lipschitz continuous.

Lemma 1: Suppose that (2) holds. Then, $f$ is globally Lipschitz continuous.

Existence and uniqueness of mild solutions to (1) follow from [26, Th. 1.2] and [27, Th. A.6]. Indeed, the cascade PDE-ODE system (1) can be regarded as a Lipschitz perturbation of the class of linear systems addressed in [27] and [28]. The goal of this article is to design an observer providing an exponentially convergent estimate $(z \mapsto \hat{x}(z, \chi), \bar{x})$ of the state $(z \mapsto x(z, \chi))$, irrespectively of the unknown input $w$.

B. Outline of the Proposed Observer

We propose a UIO of the following form (the dependence on the variables $t$ and $z$ is omitted when there is no ambiguity):

\[ \partial_t \hat{x} + \Lambda(z) \partial_z \hat{x} + S f(T \hat{x}) = 0 \]

\[ \hat{x}(t, 0) = M \hat{X} \]

\[ \psi = F \hat{x} + R B u + K y_1 + L (y_2 - \bar{y}_2) \]

\[ \bar{y}_2(t) = N \hat{x}(t, 1) \]

\[(t, z) \in \mathbb{R}_{\geq 0} \times \Omega \]

where matrices $F, R, K, H, L$ are to be designed. At this stage, define the following two estimation errors $\epsilon_x := x - \hat{x}$ and $\epsilon_\hat{x} := \chi - \hat{\chi}$. Then, the dynamics of the interconnection of observer (3) and plant (1) in coordinates $(x, \chi, \epsilon_x, \epsilon_\hat{x})$ can be written as follows:

\[ \partial_t \epsilon_x + \Lambda(z) \partial_z \epsilon_x + S \rho(T x(t, z)) = 0 \]

\[ x(t, 0) = M \hat{X} \]

\[ \chi = A \epsilon_x + B_1 u(t) + E w(t) \]

\[ \epsilon_x(t, 0) = M \epsilon_\hat{x}(t) \]

\[ \epsilon_\hat{x} = -F \epsilon_x + G_w u + G_w w + G_\chi \chi - L N \epsilon_x(t, 1) \]

\[(t, z) \in \mathbb{R}_{\geq 0} \times \Omega \]

where

\[ \rho(x, \epsilon_x) := f(T x) - f(T (x - \epsilon_x)) \quad \forall x, \epsilon_x \in \mathbb{R}^{n_x} \]

and

\[ G_u := (I - R - HCM) B \]

\[ G_w := (I - HCM) E \]

\[ G_\chi := (A - HCM A - KCM) \]

Paralleling the literature of UIOs [18], [20], in the result given next, we propose a selection of the observer gains $R, F,$ and $K$ enabling to decouple the error dynamics (4a) from the input $u$ and the state $\chi$.

Proposition 1: Let $K_1 \in \mathbb{R}^{n_w \times n_y}$ and select

\[ R = (I - HCM) \]

\[ K = K_1 + K_2, \quad K_2 = FH \]

\[ F = A - HCM A - K_1 CM \]

Then, the dynamics of the error variables in (4a) turn into

\[ \partial_t \epsilon_x + \Lambda(z) \partial_z \epsilon_x + S \rho(T x(t, z)) = 0 \]

\[ \epsilon_x(t, 0) = M \epsilon_\hat{x}(t) \]

\[ \dot{\epsilon}_\chi = F \epsilon_x + R E w - L N \epsilon_x(t, 1) \]

\[(t, z) \in \mathbb{R}_{\geq 0} \times \Omega \]
Proof: Using the identity \( \psi = \dot{\chi} - H y_1 = \dot{\chi} - HCM \chi \) in the last equation in (4a), the result can be easily proven by noticing that the selection of the matrices \( R, K, \) and \( F \) in (5) implies that matrices \( G_0 \) and \( G_1 \) in (4c) satisfy \( G_0 = 0 \) and \( G_1 = F - K \chi CM = F - FCHM \).

As a second step, to decouple the error dynamics (6) from the unknown input \( w \), we select \( R \), or actually \( H \), such that \( RE = (I - HCM) E = 0 \). To ensure that a feasible solution for the above identity exists, we consider the following assumption.

Assumption 1: The matrix \( CME \) is full column rank.

Indeed, as long as the abovementioned assumption is in force, \( CME \) is left invertible and one can pick
\[
H = E((CME)^\top CME)^{-1}(CME)^\top.
\]
This selection ensures that the matrix \( G_w \) in (4c) vanishes. Namely, the error dynamics are totally decoupled from the unknown input \( w \). In particular, under (5) and (7), the error dynamics read
\[
\begin{align*}
\dot{\epsilon}_x &= A(\epsilon) \dot{\epsilon}_x + S \rho(\epsilon, \epsilon_x) = 0 \\
\dot{\epsilon}_x(t, 0) &= M \epsilon_x(t) \\
\dot{\epsilon}_x &= F \epsilon_x(t) - LN \epsilon_x(t, 1) \\
(t, z) &\in \mathbb{R}_{\geq 0} \times \Omega.
\end{align*}
\]

The well posedness of error system (8) follows from Proposition 3 in the Appendix, exploiting the same arguments used in the proof of [16, Prop. 1].

\[CM\]

C. Abstract Formulation of the Error Dynamics

To analyze interconnection the error dynamics (8), we reformulate those as an abstract differential equation on the Hilbert space \( X := L^2((0, 1); \mathbb{R}^n) \times \mathbb{R}^n \) endowed with its natural inner product, namely for all \( (x_1, x_2), (\chi_1, \chi_2) \in X \)
\[
\left( \langle x_1, \chi_1 \rangle, \langle x_2, \chi_2 \rangle \right) := \left( x_1, x_2 \right)_{L^2} + \left( \chi_1, \chi_2 \right)_{\mathbb{R}^n}
\]
and consider the effect of the plant state \( x \) on the error dynamics as an exogenous input. Consider the following linear operator \( \mathcal{A} : \text{dom} \mathcal{A} \to X \):
\[
\mathcal{A} \begin{pmatrix} \epsilon_x \\ \epsilon_x \end{pmatrix} := \begin{pmatrix} -A(\epsilon) & 0 \\ 0 & F \end{pmatrix} \begin{pmatrix} \epsilon_x \\ \epsilon_x \end{pmatrix} + \begin{pmatrix} 0 \\ -LN \epsilon_x(1) \end{pmatrix}
\]
with
\[
\text{dom} \mathcal{A} := \left\{ (\epsilon_x, \epsilon_x) \in H^1((0, 1); \mathbb{R}^n) \times \mathbb{R}^n : \epsilon_x(0) = M \epsilon_x \right\}
\]
and let \( h : L^2((0, 1); \mathbb{R}^n) \times L^2((0, 1); \mathbb{R}^n) \to X \) be defined as
\[
h(\epsilon, \epsilon_x)(z) := \left( -S \rho(\epsilon(z), \epsilon_x(z)) \right) \quad \forall z \in [0, 1].
\]

The following result, whose proof is a direct consequence of Lemma 1 and (2), provides some useful properties for the function \( h \).

Lemma 2: The function \( (\epsilon_x, \epsilon_x) \to h(\epsilon_x, \epsilon_x) \) is globally Lipschitz continuous on \( L^2((0, 1); \mathbb{R}^n) \) uniformly with respect to \( x \). Moreover, for all \( x, \epsilon_x \in L^2((0, 1); \mathbb{R}^n) \) and any \( \pi \in L^2((0, 1); [0, 1]) \) the following inequality holds:
\[
\int_0^1 \pi(z) \left\langle \left( T \epsilon_x \right)(z), \rho(\epsilon(z), \epsilon_x(z)) \right\rangle \mathbb{E} \left\langle \left( T \epsilon_x \right)(z), \rho(\epsilon(z), \epsilon_x(z)) \right\rangle dz \geq 0.
\]

By interpreting the variable \( x \) as an exogenous input given by the \( x \)-component of a solution to (1) with \( x \in C^0(\text{dom} x, L^2((0, 1)); \mathbb{R}^n) \), the error dynamics (3) can be formally written as the following abstract differential equation on the Hilbert space \( X \):
\[
\begin{pmatrix} \dot{\epsilon}_x \\ \dot{\epsilon}_x \end{pmatrix} = \mathcal{A} \begin{pmatrix} \epsilon_x \\ \epsilon_x \end{pmatrix} + h(\epsilon_x, \epsilon_x).
\]

Therefore, since from [16, Sec. III.A], \( \mathcal{A} \) generates a \( C_0 \)-semigroup on \( X \), thanks to Lemma 1, Proposition 3 entails the uniqueness and global existence of maximal solutions pairs to (12).

Hinging on the abovementioned discussion, we aim at solving the considered state estimation problem by providing sufficient conditions for uniformly globally exponentially stable (UGES) of the origin of (12). This is the objective of the next section.

III. STABILITY ANALYSIS OF THE ERROR DYNAMICS

The following detectability property is instrumental to decide the approach for designing the observer gains. In particular, while the stability of the observer is essentially granted under the validity of such property, in the opposite case, the observer synthesis requires an additional effort.

Property 1: [Detectability] Let Assumption 1 hold, pick \( H \) as defined in (7), and set \( R = (I - HCM) \) accordingly. The pair \( (RA, CM) \) is detectable.

The analysis of the stability of the error system depends on whether the Property 1 holds or not. Therefore, we analyze the two cases separately.

A. Stability With Detectability

The following result provides sufficient conditions for the design of the proposed observer when Property 1 holds.

Theorem 1: The origin of (12) is UGES if there exist \( \mu, \kappa \in \mathbb{R}_{>0}, P \in \mathbb{S}^n, Q \in \mathbb{S}^n, K_1 \in \mathbb{R}^{n_x \times n_x} \) and \( L \) such that
\[
\mathcal{D}(z) \prec 0 \quad \forall z \in [0, 1]
\]

\[
\mathcal{D}(z) := \begin{pmatrix} -P & -\kappa T^T \text{He}(U_1 U_2) & -\Lambda^{-1}(z) P S S^T + \kappa T^T (U_1 + U_2) \\ -\kappa & -\Lambda^{-1}(z) Q \end{pmatrix} < 0
\]

Proof: For any element of the state space \( (\epsilon_x, \epsilon_x) \in X \), let us introduce the candidate Lyapunov functional
\[
V(\epsilon_x, \epsilon_x) := \int_0^1 e^{-\mu z} \epsilon_x^\top(z) \Lambda^{-1}(z) P \epsilon_x(z) dz + \epsilon_x^\top(z) Q \epsilon_x(z).
\]

In particular, observe that for all \( (\epsilon_x, \epsilon_x) \in \text{dom} \mathcal{A} \) one has
\[
\alpha_1 |(\epsilon_x, \epsilon_x)|_X^2 \leq V(\epsilon_x, \epsilon_x) \leq \alpha_2 |(\epsilon_x, \epsilon_x)|_X^2
\]

where for all \( (\epsilon_x, \epsilon_x) \in X \)
\[
|(\epsilon_x, \epsilon_x)|_X^2 := (\epsilon_x, (\epsilon_x, \epsilon_x))_X
\]
and
\[
\alpha_1 := \min_{x \in [0, 1]} \lambda_{\min} \left( \begin{pmatrix} \Lambda^{-1}(z) P e^{-\mu z} & 0 \\ 0 & Q \end{pmatrix} \right)
\]
\[
\alpha_2 := \max_{x \in [0, 1]} \lambda_{\max} \left( \begin{pmatrix} \Lambda^{-1}(z) P & 0 \\ 0 & Q \end{pmatrix} \right)
\]
are strictly positive. Moreover, it can be easily shown that for all \((\epsilon_x, \epsilon_x) \in X\)

\[
(w_x, w_x) \mapsto \nabla V(\epsilon_x, \epsilon_x) (w_x, w_x) w_x \nabla V(\epsilon_x, \epsilon_x)
\]

\[
= 2 \left( \int_0^1 e^{-\mu z} \epsilon_x^T(z) \Lambda^{-1}(z) P w_x(z) dz + \epsilon_x^T Q w_x \right).
\]

Thus, for any \((\epsilon_x, \epsilon_x, x) \in \mathcal{A} \times L^2((0, 1); \mathbb{R}^{n_x})\), one has

\[
\dot{V}(\epsilon_x, \epsilon_x, x) := \nabla V(\epsilon_x, \epsilon_x) \left( \frac{\partial}{\partial \epsilon_x} h(x, \epsilon_x) \right) =
\]

\[
-\frac{1}{2} \int_0^1 e^{-\mu z} \epsilon_x^T(z) P \frac{d}{dz} \epsilon_x(z) dz - \frac{1}{2} \int_0^1 e^{-\mu z} \epsilon_x^T(z) \Lambda^{-1}(z) PS \rho(x(z), \epsilon_x(z)) dz
\]

\[
+ \epsilon_x^T \text{He}(QF) \epsilon_x - 2 \epsilon_x^T Q L N \epsilon_x(1).
\]

Integrating by parts the first term in the right-hand side and using the boundary conditions, one gets

\[
\dot{V}(\epsilon_x, \epsilon_x, x) = \int_0^1 \left[ \begin{array}{c} \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right] \Psi(z) \left[ \begin{array}{c} \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right] dz
\]

where for all \(z \in [0, 1]\)

\[
\Psi(z) :=
\]

\[
\left[
\begin{array}{cccc}
-\mu e^{-\mu z} P & -e^{-\mu z} \Lambda^{-1}(z) PS & 0 & 0 \\
0 & 0 & -e^{-\mu z} P & 0 \\
0 & 0 & -e^{-\mu z} P & 0 \\
-\mu e^{-\mu z} \Lambda^{-1}(z) PS & 0 & 0 & 0 \\
\end{array}
\right].
\]

From (2)

\[
\dot{V}(\epsilon_x, \epsilon_x, x) = \int_0^1 \left[ \begin{array}{c} \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right] \Psi(z) \left[ \begin{array}{c} \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right] dz
\]

\[
- \kappa \int_0^1 e^{-\mu z} \left[ \begin{array}{c} \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \\ \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right] \left[ \begin{array}{c} T \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \end{array} \right] dz
\]

with

\[
\tilde{\Psi}(z) := \Psi(z) + \kappa e^{-\mu z} \left[
\begin{array}{cccc}
T & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array}
\right]
\]

\[
= e^{-\mu z} \text{blkdiag}(\mathcal{D}(z), \tilde{\mathcal{D}})
\]

where \(\tilde{\mathcal{D}}\) is defined in (14) and the zero blocks have consistent dimensions. The latter, by using (13) and (14), shows that for all \((\epsilon_x, \epsilon_x, x) \in \mathcal{A} \times L^2((0, 1); \mathbb{R}^{n_x})\)

\[
\dot{V}(\epsilon_x, \epsilon_x, x) \leq -\alpha_3(\epsilon_x, \epsilon_x)^2
\]

(19)

where \(\alpha_3 := \min_{z \in [0, 1]} |\lambda_{\text{max}}(\tilde{\Psi}(z))| > 0\). By the virtue of (17) and (19), Theorem 3 ensures that the origin of (12) is UGES. This ends the proof.

**Remark 1:** Let us emphasize that the bottom-right block in (14) can be made negative definite only if Property 1 is fulfilled.

**Remark 2:** It can be noticed that a somewhat trivial solution to the previous matrix inequality can always be found setting \(L = 0\). In other words, in the case of detectability of \((RA, CM)\), there is no need to use the right boundary output \(\gamma_2\) in the observer design. On the other hand, by tuning the gain \(L\), the observer transient performance might be improved (see also [12, Sec. 3]).

### B. Stability Without Detectability

When Property 1 does not hold, we can directly set \(K_1 = 0\) and consider the following more sophisticated Lyapunov functional inspired by the construction in [16]:

\[
W(\epsilon_x, \epsilon_x) := \int_0^1 \left[ \begin{array}{c} \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right] \left[ \begin{array}{c} \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right] \left( \begin{array}{cc} \Pi(z) & \left( \begin{array}{c} \epsilon_x(z) \\ \epsilon_x(z) \end{array} \right) \end{array} \right) dz
\]

with

\[
\Pi(z) := \left[ \begin{array}{cc}
\mu \Lambda^{-1}(z) P & \Lambda^{-1}(z) \Psi(z) \\
\Psi(z) & \Psi(z) \end{array} \right]
\]

Accordingly, we can derive a sufficient condition for exponential convergence.

**Theorem 2:** Let Assumption 1 hold, select \(H\) as in (7), and set \(F = RA, R = I - HCM\). The origin of (12) is UGES if there exist \(\mu, \kappa \in \mathbb{R}^+\), \(P \in \mathbb{R}^{n_x \times n_x}, Y \in \mathbb{R}^{n_x \times n_x}, Q \in \mathbb{S}^{n_x}_{+}\), and \(L \in \mathbb{R}^{n_x \times n_y}\) such that

\[
\Pi(z) := \left[ \begin{array}{cc}
\mu \Lambda^{-1}(z) P & \Lambda^{-1}(z) \Psi(z) \\
\Psi(z) & \Psi(z) \end{array} \right]
\]

where for any \(z \in [0, 1]\), \(\Psi(z)\) and \(\Gamma(z)\) are defined as in (23) shown at the bottom of the next page.

**Proof:** The proof follows the same lines as the proof of Theorem 1. In particular, let, for all \((\epsilon_x, \epsilon_x) \in X\), \(W\) be defined as in (20). Then, for all \((\epsilon_x, \epsilon_x) \in X\) one has

\[
\beta_1(\epsilon_x, \epsilon_x) \leq W(\epsilon_x, \epsilon_x) \leq \beta_2(\epsilon_x, \epsilon_x)^2
\]

(25)

where

\[
\beta_1 := \min_{z \in [0, 1]} |\lambda_{\text{min}}(\Pi(z))|, \quad \beta_2 := \max_{z \in [0, 1]} |\lambda_{\text{max}}(\Pi(z))|
\]

(26)

are strictly positive due to (21). Similarly as in [16] and exploiting (11), for all \((\epsilon_x, \epsilon_x, x) \in \mathcal{A} \times L^2((0, 1); \mathbb{R}^{n_x})\), we have

\[
\dot{W}(\epsilon_x, \epsilon_x, x) := D W(\epsilon_x, \epsilon_x) \left( \begin{array}{c}
\epsilon_x \\
\epsilon_x \\
\epsilon_x \\
\epsilon_x \\
\end{array} \right) + \left( h(\epsilon_x) \right) =
\int_0^1 \tilde{\Psi}(z) \Phi(z) \tilde{\Psi}(z) dz
\]

\[
= \int_0^1 \left[ \begin{array}{c} T \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \end{array} \right] \left[ \begin{array}{c} T \epsilon_x(z) \\ \rho(x(z), \epsilon_x(z)) \end{array} \right] dz
\]

where \(\tilde{\Psi}(z) := (\epsilon_x(z), \epsilon_x(z), \rho(x(z), \epsilon_x(z)))\). At this stage, note that from (22), there exists \(\beta_3 > 0\) such that

\[
\Phi(z) \leq -\beta_3 I \quad \forall z \in [0, 1]
\]

(28)
and in particular \( \beta_3 := \min_{z \in [0,1]} \| \Phi(z) \| \). Combining (27) and (28) gives for all \((e_x, e_x, z) \in \text{dom} \ L \times L^2 \times \mathbb{R}^n \)

\[
W(e_x, e_x, x) \leq -\beta_4 \| (e_x, e_x, z) \|^2.
\] (29)

Thanks to (25) and (29), Theorem 3 ensures that the origin of (12) is UGES. This concludes the proof.

IV. OBSERVER DESIGN

In this section, we show how the proposed observer can be designed via the solution to some LMIs coupled to a line search on two scalar variables.

A. Observer Design With Detectability

We assume that Property 1 holds. In this scenario, the design of the observer can be performed by relying on Theorem 1. On the other hand, the conditions in Theorem 1 have two drawbacks that render their use tricky. First, they are nonlinear in the decision variables. Second, they need to be satisfied over an uncountable set, i.e., the interval \([0,1]\). To overcome these drawbacks, next we propose a set of computationally affordable sufficient conditions for the design of the observer.

**Proposition 1:** Assume that Property 1 is fulfilled. For \( i = 1, 2, \ldots, n_x \), and all \( z \in [0,1] \), let \( d_i(z) \) be the \((i, i)\) entry of the matrix \( \Lambda^{-1}(z) \). Define for all \( i = 1, 2, \ldots, n_x \),

\[
\bar{d}_i := \min_{z \in [0,1]} d_i(z)
\]

and let

\[
\mathcal{G} := \{ D \in \mathbb{D}_+^{n_x} : D = \sum_{i=1}^{n_x} r_i (e_i \otimes e_i), r_i \in [\bar{d}_i, \bar{d}_i] \}
\]

where \( \{e_i\}_{i=1}^{n_x} \) stands for the canonical basis. The origin of (12) is UGES if there exist \( \mu, \kappa \in \mathbb{R}_{>0} \), \( P \in \mathbb{D}_+^{n_x} \), \( Q \in \mathbb{S}^{n_x} \), \( X \in \mathbb{R}^{n_x \times n_y} \), and \( J \in \mathbb{R}^{n_x \times n_y^2} \) such that

\[
\Omega(D) \prec 0 \quad \forall D \in \mathcal{G}
\] (30)

\[
\begin{bmatrix}
-\mu e^{-\mu P} & -N^T J^T \\
\kappa T^T (QRA - XCM) & M^T PM
\end{bmatrix} \prec 0
\] (31)

where \( \Omega(D) \) is defined in (24) shown at the bottom of the page. In particular, the observer gains can be selected as \( L = Q^{-1} J, K_1 = Q^{-1} X \), and \( K_2 = \) the observer gain can be selected as \( Q^{-1} J \).

**Proof:** As first step, note that by replacing the expressions of \( L \) and \( K_1 \), one gets (14). To show that (30) implies (13), first observe that by continuity of the functions \( z \mapsto d_i(z) \), it turns out that

\[
\text{range}(z \mapsto \Lambda^{-1}(z)) \subset \mathcal{G}
\]

where the last equality is straightforward. Now, observe that since \( D \mapsto \Omega(D) \) is affine, and \( \Omega(co \mathcal{G}) = co \Omega(\mathcal{G}) \). Hence, (30) implies that, for all \( z \in [0,1], \Omega(\Lambda(z)) \prec 0 \). The latter, by simply observing that for all \( z \in [0,1] \Omega(\Lambda(z)) = \mathcal{D}(z) \), shows that (30) implies (13).

B. Observer Design Without Detectability

Following similar arguments as in the previous section, the following result can be established to deal with the scenario outlined in Section III-A.

**Proposition 2:** For \( i = 1, 2, \ldots, n_x \), and all \( z \in [0,1] \), let \( s_i(z) \) be the \((i, i)\) entry of the matrix \( e^{\mu z} \Lambda^{-1}(z) \). Define for all \( i = 1, 2, \ldots, n_x \),

\[
\bar{s}_i := \min_{z \in [0,1]} s_i(z)
\]

\[
\tilde{s}_i := \max_{z \in [0,1]} s_i(z) \text{ and let}
\]

\[
\tilde{D}_P := \sum_{i=1}^{n_x} r_i (e_i \otimes e_i), r_i \in [\bar{s}_i, \tilde{s}_i]
\]

\[
\tilde{D}_Y := \sum_{i=1}^{n_x} r_i (e_i \otimes e_i), r_i \in [\bar{d}_i, \bar{d}_i]
\]

The origin of (12) is UGES if there exist \( \mu, \kappa, \theta \in \mathbb{R}_{>0} \), \( P \in \mathbb{D}_+^{n_x} \), \( Q \in \mathbb{S}^{n_x} \), and \( J \in \mathbb{R}^{n_x \times n_y^2} \) such that

\[
\begin{bmatrix}
-\mu e^{-\mu P} & -N^T J^T \\
\kappa T^T (QRA - XCM) & M^T PM
\end{bmatrix} \prec 0
\]

\[
\begin{bmatrix}
-\theta Q & 0 \\
0 & -\theta Q
\end{bmatrix} \prec 0
\]

\[
\begin{bmatrix}
-\theta Q & 0 \\
0 & -\theta Q
\end{bmatrix} \prec 0
\]

where \( \Theta(D) := [-YD \ 0 \ 0 \ 0] \), \( Z := [N^T \ 0 \ 0] \).

In particular, the observer gain can be selected as \( L = Q^{-1} J \).

**Proof:** As a first step, note that since for all \( z \in [0,1], \Lambda^{-1}(z)e^{\mu z} \in co \mathcal{G} \), by following similar arguments as in the proof of Proposition 1, it follows that the satisfaction of (33) assures:

\[
\begin{bmatrix}
-\mu e^{-\mu P} & -N^T J^T \\
\kappa T^T (QRA - XCM) & M^T PM
\end{bmatrix} \prec 0
\]

which, by a simple congruence transformation, is equivalent to (21).

To conclude the proof, let

\[
\tilde{\Omega}(\omega, D) := \begin{bmatrix}
\Omega(\omega, D) & \Theta(\omega, D) \\
0 & -\kappa I
\end{bmatrix}
\]

where \( \Omega(\omega, D) \) and \( \Theta(\omega, D) \) are defined, respectively, by replacing in \( Y(z) \) and \( \Gamma(z) \), \( \Lambda^{-1}(z) \) and \( e^{\mu z} \) by \( D \) and \( \omega \), which gives for
all \( z \in [0, 1] \), \( \Psi(e^{-\mu z}, \Lambda^{-1}(z)) = \Phi(z) \). Moreover, as pointed out in the proof of Proposition 1, \( \text{range}(z \mapsto \Lambda^{-1}(z)) \subset \text{co} \mathcal{G} \), and similarly, \( \text{range}(z \mapsto e^{-\mu z}) = [e^{-\mu}, 1] \). Hence, using the fact that \( \Psi \) is biaffine with respect to \( \omega \) and \( D \), it turns out that (22) holds if

\[
\Psi(1, D) \prec 0, \Psi(e^{-\mu}, D) \prec 0 \quad \forall D \in \mathcal{G}.
\] (36)

The proof can be completed by noting that, using the bounding technique in [28, Prop. 4], (34) and (35) imply (36).

\[ \square \]

V. NUMERICAL EXAMPLES

In this section, we showcase the application of the proposed observer in two numerical examples.

Example 1: In this first example, we consider the following data:

\[
A = \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad B = 0, \quad E = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad N = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

\[
M = \begin{bmatrix} 1 & 1 & \ast \\ 0 & 1 & \ast \end{bmatrix}, \quad \Lambda(z) = \begin{bmatrix} 1 + z^2 & 0 & 0 \\ 0 & e^{-z} & 0 \end{bmatrix}, \quad S = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad T = \begin{bmatrix} 1 & 0 \end{bmatrix},
\]

\( C = [1 \ 1] \), \( f(y) = \tanh(y) \). In particular, for the above selection of \( f \), it can be easily shown that \( U_1 = 0 \) and \( U_2 = \frac{1}{2} \); see, e.g., [17]. From (5) and (7), one gets

\[
H^\top = \begin{bmatrix} 0 & 0.333 & 0.333 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 & 0 \\ -0.333 & 0.333 & -0.333 \\ -0.333 & -0.667 & 0.667 \end{bmatrix}.
\]

At this stage, note that \( \text{spec}(RA) \approx \{0, -0.167 \pm j0.553\} \) and that \( \text{rank}[RA, CM] = 3 \), thereby showing that the pair \( (RA, CM) \) is detectable, i.e., Property 1 holds. Thus, the design of the observer can be performed via the use of Proposition 1. Following this approach, we obtain:

\[
\mu = 0.1, \kappa = 13.75, \quad P = \begin{bmatrix} 0.28 & 0 \\ 0 & 14.76 \end{bmatrix}, \quad L = 0
\]

\[
Q = \begin{bmatrix} 21.96 & -6.954 & 4.087 \\ -6.954 & 16.13 & -1.041 \\ 4.087 & -1.041 & 10.13 \end{bmatrix}, \quad K_1^\top = \begin{bmatrix} 0.6597 \\ 0.4537 \\ 0.3587 \end{bmatrix}.
\]

Indeed, as mentioned in Remark 2, in this case, there is no need of using the output \( y_2 \). To finalize the design of the observer, we plug the gains \( R \) and \( K_1 \) into (5c) and (5b) to get

\[
F = \begin{bmatrix} -0.6597 & -0.3194 & -0.6597 \\ -0.7871 & -1.241 & -0.4537 \\ 0.3086 & -1.049 & -0.3587 \end{bmatrix},
\]

\[
K_2^\top = \begin{bmatrix} -0.3264 & -0.5648 & -0.4692 \end{bmatrix}.
\]

To validate our theoretical findings, next we present some simulations of the proposed observer.\(^1\) In these simulations, \( w(t) = \sin(2t) \) and

\[
\begin{align*}
\dot{x}_1(0, z) &= 0.5 \sin(2\pi z) - 1 & \forall z \in [0, 1] \\
\dot{x}_2(0, z) &= 0.5 \sin(4\pi z) - 1 & \forall z \in [0, 1] \\
\chi(0) &= (0.5, -0.5, -0.5) \\
\hat{x}(0) &= 0 & \forall z \in [0, 1] \\
\hat{\chi}(0) &= 0.
\end{align*}
\] (37)

The effectiveness of the proposed observer in reconstructing the plant state is confirmed by Fig. 1 in which the evolution of norm of the estimation error is reported.

Example 2: In this second scenario, we select \( A, B, E, N, S, M, \) and \( f \) as in Example 1 and \( \Lambda = \begin{bmatrix} \sqrt{2} & 0 \\ 0 & 2 \end{bmatrix}, \quad T = \begin{bmatrix} 1 & 0 \end{bmatrix}, \) and \( C = [1 \ 0] \). From (7), one gets \( H^\top = \begin{bmatrix} 0 & 0 \end{bmatrix} \). Hence, using (5) with \( K_1 = 0 \) yields

\[
R = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad F = \begin{bmatrix} 0 & 1 \end{bmatrix}, \quad K_2 = 0.
\]

Note that the pair \( (RA, CM) \) is not detectable. This can be checked by using the PBH-test of observability: in particular, it is easy to verify that \( \text{rank}[RA, CM] \) = 2. This prevents one from using Proposition 1 to design a UO. To overcome this problem, we make use of Proposition 2.

\[^1\text{Numerical integration of hyperbolic PDEs is performed via the use of the Lax–Friedrichs (Shampine’s two-step variant) scheme implemented in MATLAB by Shampine [29].}\]
Following this second approach, we obtain:

\[
L = \begin{bmatrix}
-0.01306 & -0.02304 \\
0.008322 & 0.279 \\
0.1508 & -0.3331
\end{bmatrix},
\mu = 1, \theta = 1, P = \begin{bmatrix}
9.28 & 0 \\
0 & 14.76
\end{bmatrix},
\]

\[
Y = \begin{bmatrix}
-1.146 & 0.2738 \\
-2.177 & -11.58 \\
-1.684 & 0.5115
\end{bmatrix},
Q = \begin{bmatrix}
21.96 & -6.954 & 4.087 \\
-6.954 & 16.13 & -1.041 \\
4.087 & -1.041 & 10.13
\end{bmatrix}.
\]

In these simulations, initial conditions and the unknown input \( w \) are unchanged with respect to the previous example.

**VI. Conclusion**

The design of UIOs for a class of coupled PDE/ODE semilinear systems subject to unknown boundary inputs has been addressed in this article. In particular, distributed nonlinearities are assumed to satisfy an incremental sector boundedness condition. The structure of the proposed UIOs is analogous to their finite-dimensional version, and the interconnection with the system to be estimated is made by means of injection of the boundary outputs. The synthesis of observer parameters and gains is based on Lyapunov methods and convex optimization techniques. An interesting feature of the considered infinite-dimensional UIO is that, even though the finite-dimensional part lacks of detectability in some cases (namely, the dynamic system driving the boundary conditions might not be detectable), the complete error system may still be made exponentially stable by using the injection of the right boundary output. Properties and performance of the observer are illustrated through numerical simulations. Future research directions include the use of the proposed estimation scheme to generate fault detection/isolation filters [18], [20] and the application of LMI-based techniques to the synthesis of UIOs for other classes of distributed parameter systems.

**APPENDIX**

**AUXILIARY RESULTS AND DEFINITIONS**

We consider abstract semilinear dynamical systems of the form

\[
\dot{\zeta} = \mathcal{R}\zeta + \mathcal{S}(v, \zeta)
\]

where \( \zeta \in Z \) is the state system, \( v \in U \) is the system input, \( Z \) is the state space that we assume to be a separable real Hilbert space endowed with the inner product \( \langle \cdot, \cdot \rangle_Z \) (inducing the norm \( \| \cdot \|_Z \)), \( U \) is the input space, \( \mathcal{R} : dom \mathcal{R} \subset Z \to Z \) is a linear operator, and \( \mathcal{S} : Z \times U \to Z \) satisfies the following assumptions:

1) for all \( \zeta \in Z, v \mapsto \mathcal{S}(v, \zeta) \) is continuous;

2) \( \mathcal{S} \) is globally Lipschitz continuous uniformly in \( v \), i.e., there exists \( \ell \geq 0 \) such that for all \( v \in U, \zeta_1, \zeta_2 \in Z \)

\[
\| \mathcal{S}(v, \zeta_1) - \mathcal{S}(v, \zeta_2) \| \leq \ell \| \zeta_1 - \zeta_2 \|.
\]

**Definition 1:** A pair \((\varphi, u)\) is \(C^0\)-boundedness uniformly in \( v \) is a solution pair to (38) if \( dom \varphi = dom v \) and \( \varphi \) is a solution to (38) including zero, \( v \) is locally essentially bounded, and for all \( t \in dom \varphi \)
\[
\int_0^t \varphi(s)ds \in dom \mathcal{R},
\]
\[
\varphi(t) = \varphi(0) + \mathcal{R} \int_0^t \varphi(s)ds + \int_0^t \mathcal{S}(v(s), \varphi(s))ds.
\]

Moreover, we say that \( (\varphi, u) \) is maximal if its domain cannot be extended and it is global if sup \( dom \varphi = \infty \).

The result given in the following, whose proof is given in [25], establishes existence and uniqueness of maximal solution pairs to (38).

**Proposition 3:** Let \( \mathcal{R} \) be the infinitesimal generator of a \( C_{0} \)-semigroup on \( Z \) and let \( \sigma \) be globally Lipschitz uniformly in \( v \). Then, for any \( \zeta \in Z \) and \( u \in L^0(dom \; u; U) \) locally essentially bounded, there exists a unique maximal solution pair \((\varphi, u)\) to (38) such that \( \varphi(0) = \zeta \). Moreover, such a pair satisfies
\[
\varphi(t) = \mathcal{S}(t)\zeta + \int_0^t \mathcal{S}(t-s)\sigma(u(s), \varphi(s))ds \quad \forall t \in dom \varphi
\]

where \( \mathcal{S}(t) \) is the \( C_{0} \)-semigroup generated by \( \mathcal{R} \) on \( Z \). In addition, if \( \zeta \in dom \mathcal{R}, (\varphi, u) \) is a strong solution pair to (38), namely \( \varphi \) is differentiable almost everywhere, \( \varphi \) is locally integrable, and
\[
\dot{\varphi}(t) = \mathcal{R}\varphi(t) + \mathcal{S}(u(t), \varphi(t))
\]

for almost all \( t \in dom \varphi \).

**Definition 2:** We say that the origin of (38) is UGES (with respect to \( u \)) if any maximal solution pair \((\varphi, u)\) to (38) is global and it satisfies
\[
|\varphi(t)|_Z \leq \kappa e^{-\lambda |t|}\|\varphi(0)|_Z \quad \forall t \in dom \varphi
\]

for some (solution independent) \( \lambda, \kappa > 0 \).

The following result, whose proof is reported in [25], provides sufficient condition for UGES.

**Theorem 3:** Let \( \mathcal{R} \) be the infinitesimal generator of a \( C_{0} \)-semigroup on \( Z \). Assume that there exists a Fréchet differentiable functional \( V : Z \to \mathbb{R} \) and positive scalars \( \alpha_1, \alpha_2, \alpha_3 \), and \( p \) such that the following holds:

1) for all \( \zeta \in Z \)
\[
\alpha_1 |z|_Z^p \leq V(\zeta) \leq \alpha_2 |z|_Z^p
\]

2) for all \( \zeta \in dom \mathcal{R}, \; v \in U \)
\[
DV(\zeta)(\mathcal{R}\zeta + \mathcal{S}(v, \zeta)) \leq -\alpha_3 |\zeta|_Z^p
\]

Then, the origin of (38) is UGES for (38).
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