Improving the accuracy of the energy estimation by combining quantum annealing with classical computation
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Quantum chemistry calculations are important applications of quantum annealing. For practical applications in quantum chemistry, it is essential to estimate a ground state energy of the Hamiltonian with chemical accuracy. However, there are no known methods to guarantee the accuracy of the estimation of the energy calculated by quantum annealing. Here, we propose a way to improve the accuracy of the estimate of the ground state energy by combining quantum annealing with classical computation. In our scheme, before running the QA, we need a pre-estimation of the energies of the ground state and first excited state with some error bars (corresponding to possible estimation error) by performing classical computation with some approximations. We show that, if an expectation value and variance of the energy of the state after the QA are smaller than certain threshold values (that we can calculate from the pre-estimation), the QA provides us with a better estimate of the ground state energy than that of the pre-estimation. Since the expectation value and variance of the energy can be experimentally measurable by the QA, our results pave the way for accurate estimation of the ground state energy with the QA.

I. INTRODUCTION

Recently, quantum chemistry calculations have attracted attention as new application for quantum devices because of its potential use in medical areas. One of the main purposes of the quantum chemistry is to calculate the energy of the molecule Hamiltonian written by the second quantized form. The high accuracy of the energy of chemical materials is required at least $1.6 \times 10^{-3}$ hartree where $1$ hartree $= \frac{e^2}{4\pi\epsilon_0\hbar^2} = 27.211$ eV and $\hbar = 1$ mbohr $= 0.529 \times 10^{-10}$ m. This accuracy is called chemical accuracy. The energy with a chemical accuracy allows us to estimate the chemical reaction rate at a room temperature using the Eyring equation.

There are sophisticated techniques to map the molecule Hamiltonian with the second quantized form into a spin Hamiltonian. These techniques are important to implement the quantum chemistry calculations with the quantum devices composed of qubits, because the Hamiltonian to describe the molecules in the quantum devices should be written by the Pauli matrices. We can map the second-quantized many-body Hamiltonians onto those of qubits systems by Bravyi-Kitaev transformation.

There is an improvement over the Jordan-Wigner transformation in the requirement for the number of the qubit operators per a fermionic operator. The Jordan-Wigner transformation maps one of $n$ fermionic operators to $O(n)$ qubits operators. On the other hand, Bravyi-Kitaev transformation maps one of $n$ fermionic operators to $O(\log(n))$ qubits. The comparison of the gate number for the Bravyi-Kitaev transformation and Jordan-Wigner transformation to get the ground state and the lowest energy with the Trotter decomposition is reported. Also, Babbush et al. represent the Hamiltonian using only 2-local interaction between spins.

In fault tolerant quantum computation, quantum algorithms have been proposed in quantum chemistry calculations. Molecular energies are obtained using phase-estimation algorithms. However, the fault tolerant quantum computer require many qubits with high fidelity gate operations beyond the capability of near-term quantum computer to use error-correction. So the algorithm for quantum chemistry is not experimentally implemented with a practically useful size yet.

Recently, Noisy Intermediate-Scale Quantum (NISQ) computing is proposed. One of the promising algorithms with NISQ is the variational eigen-solver (VQE) with the variational method. The VQE gives the lowest eigenvalue of a Hamiltonian such as that of a chemical material. The VQE is a hybrid quantum-classical algorithm. Variational algorithm is also used to simulate quantum dynamics. The energy variation was used to know how close the quantum state is to the ground state energy in the NISQ algorithm.

Quantum annealing (QA) is also a promising way to implement the quantum chemistry calculations. The QA was traditionally used to solve the combinatorial optimization problem. We map the combinatorial optimization problem into the Ising Hamiltonian $H_P$, and we call this a problem Hamiltonian whose ground state corresponds to the solution of the combinatorial optimization problem. On the other hand, we use another Hamiltonian $H_D$ that represents transverse magnetic fields, which we call a driver Hamiltonian. In the QA, we prepare a ground state of $H_P$, and the total time-dependent Hamiltonian is changed from $H_D$ to $H_P$. 
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D-wave systems, Inc. have realized quantum annealing machines composed of thousands of the qubits. They use superconducting flux qubits to implement the quantum annealing. There are many experimental demonstrations of the QA by the device of the D-wave systems, Inc. Especially, quantum chemistry calculations were demonstrated with the QA to estimate the ground state energy for a small size molecule [27].

The potential problem to use the QA for practical quantum chemistry calculations is an intrinsic error during the QA. Non-adiabatic transitions induce a transition from the ground state to excited states. Also, decoherence due to the coupling with an environment causes unwanted decay of the quantum states during the QA. Due to these problems, it is not clear we can achieve the chemical accuracy in quantum chemistry calculations by the QA. So it is essential to achieve a higher accuracy to estimate the ground state energy in the QA.

In this paper, we propose a way to estimate an energy of the target Hamiltonian with improved accuracy by combining quantum annealing with classical computation. We show that, if the population of the ground state is more than 1/2 after the QA, an energy variance (that we can experimentally measure) provides us with an upper bound of the estimation error. We also show a way to check whether the population of the ground state is more than 1/2 after the QA or not by using classical computation. We need to know a possible range of the energies of the ground state and first excited state before the QA by performing classical computation with some approximation (such as a mean field technique). We can calculate a certain threshold by using values from the pre-estimation, and if the energy estimated by the QA is smaller than the threshold, the population of the ground state is more than 1/2 after the QA. Additionally, if the error bars (corresponding to the estimation error) given by the pre-estimation is larger than an energy variance measured from the QA, we can use the energy variance as the improved error bars for the energy estimation. The method are represented schematically in Fig. 1.

FIG. 1. A flow chart showing how to estimate the ground state energy of target Hamiltonian in our protocol. We need to pre-estimate the ground state energy by using a classical computer with some approximation, and need to know $E_0$, $E_1$, $\delta M_0$, and $\delta M_1$ where $E_0$ ($E_1$) is the approximated ground (first excited) state energy from pre-estimation and $\delta M_0$ ($\delta M_1$) is the bound of the error of the pre-estimation. In addition, $E_0$ ($E_1$) denotes the true energy of the ground (first excited) state and $\langle H \rangle$ ($\langle \Delta E^2 \rangle$) denotes the expectation (variance) of the Hamiltonian of the state after the QA. In our protocol, when $\langle H \rangle$ is smaller than $\frac{E_0 - E_1}{2} - \frac{\delta M_0 + \delta M_1}{2}$, the energy variance of the state after the QA can be an upper bound of the estimation error.

II. QUANTUM ANNEALING

Let us review the QA for the ground state search. We also regard the driving Hamiltonian as the transverse field. The total Hamiltonian for the QA is described as follows

$$H(t) = \frac{t}{T} H_P + \left( 1 - \frac{t}{T} \right) H_D$$

where $T$ is the annealing time. First, we prepare the ground state of the transverse field $H_D = -\sum_{i=1}^{N} \sigma_i^x$, $|\Psi(0)\rangle = |+ \cdots +\rangle$ where the quantum state $|\rangle$ expresses the eigenstate of $\sigma^x$ with the eigenvalue $+1$. Second, the driver Hamiltonian is adiabatically changed into the problem Hamiltonian. Finally, we obtain the ground state of the problem Hamiltonian if the dynamics is adiabatic, and so the measurements of an observable $H_P$ provides the ground state energy.

Various noise deteriorates the accuracy of the QA. The main noise sources are environmental decoherence and non-adiabatic transitions. There is a trade-off between these two errors. We should implement the QA slowly to avoid the non-adiabatic transitions, while the slower dynamics tend to increase the error due to the decoherence.

There are many attempts to suppress non-adiabatic transitions and decoherence. The use of non-stochastic Hamiltonians has been proposed to increase an energy gap during the QA for a specific model, which could contribute the suppression of the non-adiabatic transitions. Inhomogeneous driving Hamiltonian for a p-spin model is known to contribute to the speedup of the QA for specific cases [36, 37]. Direct estimation of the energy gap between the ground state and the first excited state us-
ing the quantum annealing was proposed, and this was shown to be more robust against non-adiabatic transitions than the conventional scheme [23]. Both theoretical and experimental studies have been made to suppress the decoherence during the QA. We can use error correction techniques [38], spin lock techniques [39,41], and decoherence free subspace [41] for the suppression of the decoherence. A method using non-adiabatic transition and quench for an efficient QA is also investigated [42–48]. Despite the efforts of previous research, there are no universal ways to suppress both environmental decoherence and non-adiabatic transitions during the QA, and this fact makes it difficult to guarantee the accuracy of the results of the QA.

III. METHOD

Here, we present our scheme to estimate a ground state energy with improved accuracy in a certain condition.

A. Bounds on the error of the energy

In practice, the quantum state become mixed states, because non-diagonal terms in the density matrix decay from the decoherence. After implementing the QA, we measure only Hamiltonian and energy variance. In this case, we can show that the non-diagonal terms in the energy basis does not affect the expectation values. So we can describe the quantum state after the QA either a pure state or a mixed state as long as the energy population is the same between them. For simplicity, we would use a pure state for the description.

Suppose that we obtain a state of |φ(ann)⟩ after the QA. We rewrite this state as follows.

\[ |φ(ann)⟩ = \sqrt{1 - \epsilon^2} |φ_0⟩ + \sum_{m \neq 0} \epsilon_m |φ_m⟩. \]  

where |φ_0⟩ denotes the ground state, |φ_m⟩ (m > 0) denotes the m-th excited state, \( \epsilon_m \) denotes the amplitude of the m-th excited state, and \( \epsilon \) denotes the amplitude of all the states except the ground state. In other words, \( \sqrt{1 - \epsilon^2} \) denotes the amplitude of the ground state. Due to the normalization, we have a condition of \( \epsilon^2 = \sum_{m \neq 0} \epsilon_m^2 \). Since we consider an expectation value of the Hamiltonian and the energy variance, the relative phase between the energy eigenstate does not affect our results. So we can assume \( \epsilon_m \) to be real values without loss of generality throughout our paper.

First, let us explain the estimation error and energy variance. The estimation error of the energy eigenvalue of the problem Hamiltonian is given by

\[ \langle φ(ann) | H_P | φ(ann)⟩ - \langle φ_0 | H_P | φ_0⟩ = \sum_{m \neq 0} \epsilon_m^2 (E_m - E_0) \]  

where \( H_P \) is the problem Hamiltonian and \( E_m \) is the m-th energy eigenvalue of the problem Hamiltonian. On the other hand, the energy variance \( \Delta E^2 \) is given by

\[ \Delta E^2 = \langle φ(ann) | H_P^2 | φ(ann)⟩ - \langle φ(ann) | H_P | φ(ann)⟩^2 \]
\[ = \sum_{m \neq 0} \epsilon_m^2 (E_m - E_0)^2 - \left( \sum_{m \neq 0} \epsilon_m^2 (E_m - E_0) \right)^2. \]  

(4)

We subtract the energy dispersion \( \Delta E^2 \) from the error squared of the energy as follows.

\[ \Delta E^2 - \left( \langle φ(ann) | H_P | φ(ann)⟩ - \langle φ_0 | H_P | φ_0⟩ \right)^2 = \sum_{m \neq 0} \epsilon_m^2 (E_m - E_0)^2 - \left( \sum_{m \neq 0} \epsilon_m^2 (E_m - E_0) \right)^2 \]  

(5)

We derive the next theorem.

**Theorem 1.** If the amplitude of all the states except the ground state \( \epsilon \) satisfies \( \epsilon^2 \leq \frac{1}{2} \), then

\[ \Delta E^2 - \left( \langle φ(ann) | H_P | φ(ann)⟩ - \langle φ_0 | H_P | φ_0⟩ \right)^2 \geq 0. \]  

(6)

**Proof.** we consider the relation between the energy variance and the estimation error of the energy eigenvalue. We remark that the following inequality is hold from the Cauchy–Schwarz inequality.

\[ \left( \sum_{m \neq n} \epsilon_m^2 (E_m - E_n)^2 \right) \leq \left( \sum_{m \neq n} \epsilon_m^2 \right) \left( \sum_{m \neq n} \epsilon_m^2 (E_m - E_n)^2 \right). \]  

(7)

The lower bound of difference between the energy variance and the error of the square of energy [5] is given as follows.

\[ \Delta E^2 - \left( \langle φ(ann) | H_P | φ(ann)⟩ - \langle φ_0 | H_P | φ_0⟩ \right)^2 \]
\[ = \sum_{m \neq 0} \epsilon_m^2 (E_m - E_0)^2 - \left( \sum_{m \neq 0} \epsilon_m^2 (E_m - E_0) \right)^2 \]
\[ \geq \sum_{m \neq n} \epsilon_m^2 (E_m - E_n)^2 - 2 \epsilon^2 \sum_{m \neq n} \epsilon_m^2 (E_m - E_n)^2 \]
\[ = (1 - 2 \epsilon^2) \sum_{m \neq n} \epsilon_m^2 (E_m - E_n)^2 \]  

(8)

where we have applied the inequality (7) to rewrite the inequality. Finally, from \( \sum_{m \neq n} \epsilon_m^2 (E_m - E_n)^2 \geq 0 \) in the equations above, this completes the proof. \( \square \)

From the theorem [4] we derive a condition for the energy variance to be an upper bound of the estimation error as follows.

\[ \epsilon^2 \leq \frac{1}{2} \]  

(9)
B. Pre-estimation of the energy before the QA by performing classical computation

In this subsection, we show a way to check $\frac{1}{2} \geq \epsilon^2$, i.e. the population of the ground state to be more than $1/2$. The main idea is to perform a pre-estimation of the energies of the ground state and first excited state. We could use a classical computer for such a pre-estimation by using a suitable approximation such as mean field technique or variational methods. If this pre-estimation is accurate enough, the condition of $\frac{1}{2} \geq \epsilon^2$ is satisfied, and so we can use the energy variance to obtain an upper bound of the error estimation, as we will explain later. Let $\tilde{E}_n$ denote the approximate value of obtained from the pre-estimation.

There are many ways to calculate the ground energy and excited state energy of molecules in quantum chemistry with a classical computer. For example, variational trial function gives us an upper bound of the ground state energy. There is a way to estimate the lower bound of the ground state energy and exited states is known $[50–53]$. The combination of these techniques would provide the range of the ground state energy and first excited state energy.

The estimation error of the approximate eigenvalue $\tilde{E}_n$ from the true eigenvalue $E_n$ is denoted by $\delta \tilde{E}_n$. Thus, we remark the equality

$$\tilde{E}_n = E_n + \delta \tilde{E}_n. \quad (10)$$

We assume that the estimation errors are bounded as follows.

$$|\delta \tilde{E}_0| < \delta M_0, \quad |\delta \tilde{E}_1| < \delta M_1. \quad (11)$$

where $\delta M_0$ and $\delta M_1$ denotes error bars representing the accuracy of the pre-estimation. We can show that the sufficient condition of inequality $\frac{1}{2} \geq \epsilon^2$ is

$$E_{0}^{(\text{ann})} \leq \frac{1}{2}(E_0 + E_1). \quad (12)$$

Substituting the equality (10) into the inequality (12), we obtain

$$(E_0 <) E_{0}^{(\text{ann})} < \frac{1}{2}(\tilde{E}_0 + \tilde{E}_1) - \frac{1}{2}(\delta \tilde{E}_0 + \delta \tilde{E}_1) \quad (13)$$

We obtain a sufficient condition for the inequality (13) as follows.

$$(E_0 <) E_{0}^{(\text{ann})} < \frac{1}{2}(\tilde{E}_0 + \tilde{E}_1) - \frac{1}{2}(|\delta \tilde{E}_0| + |\delta \tilde{E}_1|) \quad (14)$$

From $|\delta \tilde{E}_0| < \delta M_0$ and $|\delta \tilde{E}_1| < \delta M_1$, a sufficient condition for the inequality (14) is

$$(E_0 <) E_{0}^{(\text{ann})} < \frac{1}{2}(\tilde{E}_0 + \tilde{E}_1) - \frac{1}{2}(\delta M_0 + \delta M_1). \quad (15)$$

From the approximate energy eigenvalues by the pre-estimation ($\tilde{E}_0$ and $\tilde{E}_1$) and the upper bound of the estimation errors ($\delta M_0$ and $\delta M_1$), the inequality (15) is the sufficient condition of (9). This means that, as long as (15) is satisfied, we can use the energy variance as the new error bar (corresponding to the upper-bound of the estimation error) of the energy estimation. Especially when the new error bar given by the energy variance is smaller than $\delta M_0$, the accuracy to estimate the ground state energy is better than that from just the pre-estimation.

The condition (15) is not always satisfied. If there are significant effect of decoherence and/or non-adiabatic transitions, $E_{0}^{(\text{ann})}$ could be large so that the sufficient conditions would not be satisfied. Alternatively, if the estimation error ($\delta M_0 + \delta M_1$) is large, again, it becomes harder to satisfy the sufficient condition. In these cases, we should try other approaches such as optimizing the quantum annealing schedule, fabricating new samples with lower decoherence, or more precise pre-estimation with a longer calculation time using a classical computer to make the condition (15) satisfied.

C. Measurement of the energy and variance of the Hamiltonian

We describe how to measure the energy and variance of the Hamiltonian in the QA. We assume that we can perform any single qubit measurements in the QA. The Hamiltonian is now written in the form of $H = \sum_j \hat{P}_j$, where $\hat{P}_j$ denotes the product of Pauli matrices (such as $\hat{a}_x, \hat{a}_y, \ldots, \hat{a}_x \hat{a}_z \hat{b}_y \hat{b}_z$). After the preparation of the ground state with the QA, we can implement single qubit measurements to obtain ($\hat{P}_j$). This means that, by repeating the experiments (that are composed of the ground state preparation and single qubit measurements), we can measure $\langle \hat{P}_j \rangle$ for every $j$, and we obtain $\langle H \rangle$ by summing up them. Similarly, we can measure $\langle H^2 \rangle$, and so we can also measure the variance of the energy. These techniques are used in the algorithm in NISQ devices $[54, 55]$. 

IV. NUMERICAL RESULT

In this section, we perform the numerical simulations to estimate the error of the energy using our method. We consider the hydrogen molecule. The Hamiltonian of the hydrogen molecule can be described by the Pauli matrices. To consider the decoherence, we simulate the QA with the Lindblad master equation, and discuss the relation between decoherence rate and the accuracy of the energy estimation. In addition, we plot the improved error bars obtained from our methods.

We introduce the Lindblad master equation. We consider the time dependent system Hamiltonian $H(t)$ under a noisy environment. The Lindblad master equation
which we use in this paper is given by

$$\frac{d\rho(t)}{dt} = -i[H(t), \rho(t)] + \sum_n \gamma [\sigma^{(k)}_n(t) \rho(t) \sigma^{(k)}_n - \rho(t)]$$

(16)

where $\sigma^{(k)}_j(k = x, y, z)$ denotes the Pauli matrix acting at site $j$, $\gamma$ denotes a decoherence rate and $\rho(t)$ is a density matrix of the quantum state at time $t$. We solve the Lindblad master equation numerically with the QuTiP [56, 57]. Throughout this paper, we choose the decoherence type $\sigma_j^z$ as the Lindblad operator. This type of noise has been studied in a previous work to consider the effect of noise on the superconducting qubits [58].

The Hamiltonian of hydrogen is given by

$$H = h_0 I + h_1 \sigma_0^z + h_2 \sigma_1^z + h_3 \sigma_2^z + h_4 \sigma_3^z + h_{10} \sigma_0^\gamma \sigma_1^\gamma + h_{11} \sigma_0^\gamma \sigma_2^\gamma + h_{12} \sigma_0^\gamma \sigma_3^\gamma + h_{13} \sigma_0^\gamma \sigma_2^\gamma \sigma_3^\gamma$$

(17)

where we used STO-3G basis and Jordan-Wigner transformation. The coefficients of the Hamiltonian [17] $h_0, \ldots, h_{14}$ depend on the interatomic distance. We consider the interatomic distance is 0.65A. The coefficient in the Hamiltonian [17] corresponding to the above interatomic distance is written in the TABLE I which is calculated by OpenFermion [59].

| $h_0$ | 0.037751103994645716 |
| $h_1$ | 0.18061468896230573 |
| $h_2$ | 0.18061468886230576 |
| $h_3$ | -0.2694169314163209 |
| $h_4$ | -0.2694169314163209 |
| $h_5$ | 0.1729761013074511 |
| $h_6$ | 0.040796129025518 |
| $h_7$ | -0.040796129025518 |
| $h_8$ | -0.040796129025518 |
| $h_9$ | 0.040796129025518 |
| $h_{10}$ | 0.1258413655800634 |
| $h_{11}$ | 0.1699209784826152 |
| $h_{12}$ | 0.1699209784826152 |
| $h_{13}$ | 0.1258413655800634 |
| $h_{14}$ | 0.17866777775953416 |

TABLE I. The coefficient of the hydrogen molecule. The unit of these values is GHZ, as we describe in the main text.

The most promising device for the quantum annealing is a superconducting qubit. We mainly consider the implementation of the superconducting qubits. The typical energy scale of the superconducting qubit is around GHz [60]. So we adopt this energy scale to describe the Hamiltonian.

The relation between the measured energy and annealing time is shown in FIG2. We can choose the annealing time to minimize the energy of the problem Hamiltonian after the QA. Throughout of our paper, we choose such an optimized annealing time for the plots. Importantly, as the decoherence rate increases, the minimum energy after the optimization increases. This is because the decoherence could induce a transition from a ground state to excited states.

By applying the method discussed in the subsection III B, we numerically determine the conditions that satisfies $\frac{1}{3} \geq \epsilon^2$ with the pre-estimation when we estimate the ground state energy of the hydrogen molecules. In other words, we show the region where we can use the energy variance as the upper bound of the estimation error. Such a region is plotted in FIG3 (a). As the decoherence rate increases, pre-estimation should be done more precisely to satisfy $\frac{1}{3} \geq \epsilon^2$. On the other hand, even when we can use the energy variance obtained from the QA as the new error bound (due to the satisfaction of the condition of $\frac{1}{3} \geq \epsilon^2$), the pre-estimation could be still better if the variance is too large. We plot the condition when the energy variance can be smaller than $\delta M_0$ while the condition of $\frac{1}{3} \geq \epsilon^2$ is satisfied, as shown FIG3 (b).

In the FIG4, we plot the estimation of the ground state energy and the error bar obtained by the energy variance when we use our scheme in the QA. As the decoherence rate becomes smaller, the error bar (corresponding to the energy variance) becomes smaller. Also, we confirm that the variance is actually larger than the estimation error when the decoherence rate is larger.

V. CONCLUSION

In this paper, we propose a way to estimate an energy of the target Hamiltonian with improved accuracy by combining quantum annealing with classical computation. We show that, if the population of the ground state is more than 1/2 after the QA, the error of the energy for the problem Hamiltonian is upper bounded by the square root of the energy variance. In order to check whether the population of the ground state is more than 1/2 after the QA, we use classical computation for the
FIG. 3. (a) Threshold decoherence rate for our scheme to be applied. The horizontal axis denotes the estimation error when we perform pre-estimation by a classical computer. As long as the decoherence rate of the QA is below the threshold, we can apply our scheme, and so the energy variance can be an upper-bound of the estimation error of the QA. Here, we define that our scheme succeeds (fails) when we can (cannot) apply our scheme based on this prescription. If $(\delta \Delta E_0 + \delta \Delta E_1)/2$ becomes equal to or larger than $(E_1 - E_0)/2$, our protocol always fails regardless the values of the decoherence rate. (b) The threshold decoherence rate for our scheme to be more precise than pre-estimation.

FIG. 4. The energy expectation value with the error bar in our scheme. The dashed line is the exact ground state energy. The solid line is the energy expectation value ($E_{\text{ann}}(ann)$) obtained from the QA.

FIG. 3. (a) The threshold decoherence rate for our scheme to be applied. The horizontal axis denotes the estimation error when we perform pre-estimation by a classical computer. As long as the decoherence rate of the QA is below the threshold, we can apply our scheme, and so the energy variance can be an upper-bound of the estimation error of the QA. Here, we define that our scheme succeeds (fails) when we can (cannot) apply our scheme based on this prescription. If $(\delta \Delta E_0 + \delta \Delta E_1)/2$ becomes equal to or larger than $(E_1 - E_0)/2$, our protocol always fails regardless the values of the decoherence rate. (b) The threshold decoherence rate for our scheme to be more precise than pre-estimation. The horizontal axis denotes the estimation error when we perform pre-estimation by a classical computer. As long as the decoherence rate of the QA is below the threshold, the energy variance is more precise upper-bound than pre-estimation error of the QA. Here, we define that our scheme succeeds (fails) when our scheme can (cannot) achieve better estimation than the pre-estimation on this prescription.

FIG. 4. The energy expectation value with the error bar in our scheme. The dashed line is the exact ground state energy. The solid line is the energy expectation value ($E_{\text{ann}}(ann)$) obtained from the QA.
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