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Abstract

We prove that all (generalized) Higman groups on at least 5 generators are superrigid for measure equivalence. More precisely, let $k \geq 5$, and let $H$ be a group with generators $a_1, \ldots, a_k$, and Baumslag-Solitar relations given by $a_i a_{i+1} a_i^{-1} = a_{i+1}^2$, with $i$ varying in $\mathbb{Z}/k\mathbb{Z}$ and nonzero integers $|m_i| \neq |n_i|$ for each $i$. We prove that every countable group which is measure equivalent to $H$, is in fact virtually isomorphic to $H$. A key ingredient in the proof is a general statement providing measured group theoretic invariants for groups acting acylindrically on CAT($-1$) polyhedral complexes with control on vertex and edge stabilizers.

Among consequences of our work, we obtain rigidity theorems for generalized Higman groups with respect to lattice embeddings and automorphisms of their Cayley graphs. We also derive an orbit equivalence and $W^*$-superrigidity theorem for all free, ergodic, probability measure-preserving actions of generalized Higman groups.

1 Introduction

1.1 General context and statement of the main theorem

In 1951, Higman introduced the groups

$$Hig_k = \langle a_1, \ldots, a_k | \{ a_i a_{i+1} a_i^{-1} = a_{i+1}^2 \}_{i \in \mathbb{Z}/k\mathbb{Z}} \rangle$$

with $k \geq 4$, as the first examples of infinite finitely presented groups without any nontrivial finite quotient [Hig51]. These groups have then received a lot of attention, for example they played a role in the work of Platonov and Tavgen’ [PT86] giving a counterexample to a question of Grothendieck regarding profinite completions. They are also sometimes considered as potential candidates of non-sofic or non-hyperlinear groups; relatedly, see e.g. Thom’s work on their metric approximations [Tho12], see also [HJ19]. They are known to be SQ-universal (i.e. every countable group embeds in some quotient of $Hig_k$) by work of Schupp [Sch71], and even acylindrically hyperbolic by work of
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Minasyan and Osin [MO15]. They are fundamental examples of “polygons of groups” [Sta91, BH99], which generalize the classical notion of graphs of groups. Their actions on CAT(0) cube complexes have been studied by Martin [Mar17, Mar21], who obtained rigidity results regarding their automorphism groups that have been a source of inspiration for the present work. We also refer the reader to [Mon17, KKR19] for closely related examples on the aforementioned themes, based on variations and generalizations of Higman’s construction.

In the present paper, we study Higman groups from the viewpoint of measured group theory, and prove the measure equivalence rigidity of $\text{Hig}_k$ whenever $k \geq 5$. We will in fact consider the following larger family of groups, also allowing two consecutive generators to generate a non-amenable Baumslag-Solitar group. Let $k \geq 4$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers with $|m_i| \neq |n_i|$ for every $i \in \{1, \ldots, k\}$; the generalized Higman group $\text{Hig}_\sigma$ is the group defined by the following presentation:

$$\text{Hig}_\sigma = \langle a_1, \ldots, a_k | \{a_ia_i^{m_i}a_i^{-1} = a_i^{n_i} \}_{i \in \mathbb{Z}/k} \rangle.$$  

The notion of measure equivalence, due to Gromov [Gro93], is a measurable analogue of quasi-isometry. It has a geometric flavour in that it generalizes the concept of lattices in locally compact groups, and it is also strongly related to the notion of orbit equivalence coming from ergodic theory of group actions. These aspects will be exploited in the present paper. Recall that two countable groups $\Gamma_1, \Gamma_2$ are measure equivalent if there exists a standard measure space $\Sigma$, equipped with an action of the product $\Gamma_1 \times \Gamma_2$ by measure-preserving Borel automorphisms, such that for every $i \in \{1, 2\}$, the action of the factor $\Gamma_i$ on $\Sigma$ is free and has a fundamental domain of finite measure. Such a space $\Sigma$ is called a measure equivalence coupling between $\Gamma_1$ and $\Gamma_2$. An important example is that any two lattices in the same locally compact second countable group $G$ are always measure equivalent, through their left/right action by multiplication on $G$, preserving the Haar measure. Also any two countable groups $\Gamma_1, \Gamma_2$ which are virtually isomorphic (i.e. there exist finite-index subgroups $\Gamma^0_i \subseteq \Gamma_i$ and finite normal subgroups $F_i \triangleleft \Gamma^0_i$ such that $\Gamma^0_1/F_1$ and $\Gamma^0_2/F_2$ are isomorphic) are automatically measure equivalent. Our main theorem is the following.

**Theorem 1.1.** Let $k \geq 5$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, with $|m_i| \neq |n_i|$ for every $i \in \{1, \ldots, k\}$.

Then the generalized Higman group $\text{Hig}_\sigma$ is superrigid for measure equivalence: if a countable group $G$ is measure equivalent to $\text{Hig}_\sigma$, then $G$ is virtually isomorphic to $\text{Hig}_\sigma$.

As explained later, this theorem follows from a rigidity statement about self measure equivalence couplings of $\text{Hig}_\sigma$ (Theorem 1.5). The analogous (open) question for quasi-isometry would be to compute the group of self quasi-isometries of $\text{Hig}_\sigma$.

The above rigidity theorem is far from the norm: a celebrated theorem of Ornstein and Weiss [OW80], generalizing earlier work of Dye [Dye59, Dye63], asserts that all countably infinite amenable groups are measure equivalent. The first measure equivalence rigidity theorem was proved by Furman [Fur99a], who showed that any countable
group which is measure equivalent to a lattice in a higher-rank simple Lie group, is virtually isomorphic to a lattice in the same ambient Lie group. Kida proved that, except for the obvious low-complexity cases, mapping class groups of finite-type, connected, orientable surfaces are superrigid for measure equivalence, in the same sense as in the above theorem [Kid10]. His work paved the way towards other measure equivalence superrigidity theorems, e.g. for the Torelli group (Chifan-Kida [CK15]), for the mapping class group of a 3-dimensional handlebody of genus at least 3 (Hensel-Horbez [HH21]), and for Out($F_N$), the outer automorphism group of a free group of rank $N \geq 3$ (Guirardel-Horbez [GH21]).

In earlier works, we studied the rigidity/flexibility of several classes of Artin groups from the viewpoint of measured group theory [HH20, HH22, HHI21]. While some large-type Artin groups are superrigid for measure equivalence, this is no longer true of the right-angled ones. In fact, using the aforementioned theorem of Ornstein and Weiss and an argument of Gaboriau, we proved that any right-angled Artin group (which is a graph product of infinite cyclic groups), is measure equivalent to the graph product of any countably infinite amenable groups over the same defining graph [HH22, Corollary 5]. In particular, if one takes $|m_i| = |n_i| = 1$ in Theorem 1.1, one obtains a right-angled Artin group which is far from being rigid for measure equivalence. It is quite remarkable that replacing the commutation relations used in right-angled Artin groups, by (possibly solvable) Baumslag-Solitar relations, suddenly yields the strongest possible form of rigidity in measure equivalence.

A unifying theme for our previous works on Artin groups, and the present work on Higman groups, is to identify measure equivalence invariants for the class of groups which admit nice actions on non-positively curved (or negatively curved) complexes. Because of the diversity of this class, it might be hopeless to expect a uniform treatment. For instance, several key ingredients in our proof for Artin groups break down completely for Higman groups. It is however worth mentioning that in the course of our proof, we will establish a theorem giving measure equivalence invariants in a general context of groups acting acylindrically on CAT($-1$) complexes, see Theorem 1.6 below.

Several open questions. We suspect that Theorem 1.1 should also hold when $k = 4$, though one might need a substantial new insight to treat this situation. Let us also mention that we do not know about the case where $|m_i| = |n_i| \geq 2$ in Theorem 1.1.

In the light of quasi-isometric rigidity and flexibility theorems for Baumslag-Solitar groups [FM98, FM99, Why01], we ask the same question for generalized Higman groups. Question 1.2. Let $k \geq 4$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, with $|m_i| \neq |n_i|$ for every $i \in \{1, \ldots, k\}$. Let $G$ be a finitely generated group quasi-isometric to $\text{Hig}_\sigma$. Is it true that $G$ is virtually isomorphic to $\text{Hig}_\sigma$?

Theorem 4.2 from the present work reduces this question to the following: if one can prove that any self-quasi-isometry $q : \text{Hig}_\sigma \to \text{Hig}_\sigma$ maps every left coset of a Baumslag-Solitar subgroup to another such coset, up to finite Hausdorff distance, then the answer to the above question is positive.
1.2 Some consequences

In this section, we record various consequences of our work. Most of them are general consequences of the rigidity of self measure equivalence couplings of $\text{Hig}_\sigma$, but the application to $W^*$-superrigidity theorems requires an extra argument.

Lattice embeddings and automorphisms of the Cayley graphs. Let $F_\sigma$ be the finite group consisting of all translations $\tau$ of $\mathbb{Z}/k\mathbb{Z}$ with the property that for every $i \in \mathbb{Z}/k\mathbb{Z}$, one either has $m_\tau(i) = m_i$ and $n_\tau(i) = n_i$, or $m_\tau(i) = -m_i$ and $n_\tau(i) = -n_i$. Then $F_\sigma$ naturally acts by automorphisms on $\text{Hig}_\sigma$, and we let $\overline{\text{Hig}}_\sigma = \text{Hig}_\sigma \rtimes F_\sigma$.

As a first application, let us mention that our work extends a theorem of Martin [Mar17, Theorem C] regarding the automorphism group of the Higman group, showing that the natural map from $\overline{\text{Hig}}_\sigma$ to $\text{Aut}(\text{Hig}_\sigma)$ (or even to the abstract commensurator $\text{Comm}(\text{Hig}_\sigma)$) is an isomorphism. Notice however that the abstract commensurator does not always give more information than the automorphism group: in the case of the classical Higman groups at least, $\text{Hig}_k$ does not contain any proper finite-index subgroup.

We will now focus on applications for which the viewpoint of measure equivalence is used in a more essential way. Recall that given a group $G$, with a generating set $S$, the Cayley graph $\text{Cay}(G, S)$ is the simple graph having one vertex per element of $G$, where two vertices $g, h$ are joined by an edge if there exists $s \in S^{±1}$ such that $h = gs$.

**Corollary 1.3** (see Corollary [5.21]). Let $k \geq 5$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, with $|m_i| \neq |n_i|$ for every $i \in \{1, \ldots, k\}$.

1. For every locally compact second countable group $G$ and every lattice embedding $\alpha : \text{Hig}_\sigma \rightarrow G$, there exists a continuous homomorphism $\pi : G \rightarrow \overline{\text{Hig}}_\sigma$ with compact kernel such that $\pi \circ \alpha = \text{id}$.

2. For every finite generating set $S$ of $\text{Hig}_\sigma$, the inclusion $\text{Hig}_\sigma \hookrightarrow \overline{\text{Hig}}_\sigma$ extends to an injective homomorphism $\text{Aut}(\text{Cay}(\text{Hig}_\sigma, S)) \hookrightarrow \overline{\text{Hig}}_\sigma$.

Notice that it is possible to choose $\sigma$ so that $F_\sigma = \{\text{id}\}$, in which case $\text{Aut}(\text{Cay}(\text{Hig}_\sigma, S))$ coincides with $\text{Hig}_\sigma$ (for every finite generating set $S$). The application of measure equivalence rigidity to automorphisms of Cayley graphs has already been observed in other settings; see e.g. [dST19, Section 6] for a general reference and other examples.

Orbit equivalence rigidity and $W^*$-rigidity. Measure equivalence is intimately related to orbit equivalence of probability measure-preserving group actions [Fur99b]. Recall that two free, ergodic, measure-preserving actions $G \curvearrowright (X, \mu)$ and $H \curvearrowright (Y, \nu)$ of countable groups on standard probability spaces are **orbit equivalent** if there exists a measure space isomorphism $f : X \rightarrow Y$ such that for $\mu$-almost every $x \in X$, one has $f(G \cdot x) = H \cdot f(x)$. The two actions are **stably orbit equivalent** if there exist positive measure Borel subsets $U \subseteq X$ and $V \subseteq Y$, and a measure-scaling isomorphism $f : U \rightarrow V$ (in other words $f$ induces an isomorphism between the rescaled probability spaces $\frac{1}{\mu(U)}U$ and $\frac{1}{\nu(V)}V$) such that for almost every $x \in U$, one has $f(G \cdot x) \cap U = (H \cdot f(x)) \cap V$. By a crucial
observation of Furman [Fur99b] (see also [Gab02, Proposition 6.2]), two countable groups are measure equivalent if and only if they admit free, ergodic, measure-preserving actions on standard probability spaces which are stably orbit equivalent.

The actions $G \curvearrowright X$ and $H \curvearrowright Y$ are conjugate if there exist a group isomorphism $\alpha : G \to H$ and a measure space isomorphism $f : X \to Y$ such that for every $g \in G$ and a.e. $x \in X$, one has $f(gx) = \alpha(g)f(x)$. There is a weaker notion of virtual conjugation, taking into account the possibility of passing to a finite-index subgroup or taking the quotient by a finite normal subgroup, for which we refer to [Kid08b, Definition 1.3].

To every action $G \curvearrowright (X, \mu)$ as above, one also associates a von Neumann algebra $L(G \curvearrowright X)$ via the Murray-von Neumann cross-product construction [MvN36]. The actions $G \curvearrowright X$ and $H \curvearrowright Y$ are $W^*$-equivalent if $L(G \curvearrowright X)$ and $L(H \curvearrowright Y)$ are isomorphic; this is a weaker notion than orbit equivalence. They are stably $W^*$-equivalent if the associated von Neumann algebras have isomorphic amplifications.

**Corollary 1.4** (see Corollaries 6.1 and 6.4). Let $k \geq 5$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, with $|m_i| \neq |n_i|$ for every $i \in \{1, \ldots, k\}$. Let $\text{Hig}_\sigma \curvearrowright X$ be a free, ergodic, probability measure-preserving action of $\text{Hig}_\sigma$ on a standard probability space $X$. Let $\Gamma \curvearrowright Y$ be a free, ergodic, probability measure-preserving action of a countable group $\Gamma$ on a standard probability space $Y$.

1. If the actions $\text{Hig}_\sigma \curvearrowright X$ and $\Gamma \curvearrowright Y$ are stably orbit equivalent, or merely stably $W^*$-equivalent, then they are virtually conjugate.

2. If $\text{Hig}_\sigma = \text{Hig}_k$ belongs to the classical family of Higman groups, and if the actions $\text{Hig}_\sigma \curvearrowright X$ and $\Gamma \curvearrowright Y$ are orbit equivalent, or merely $W^*$-equivalent, then they are conjugate.

Popa’s deformation/rigidity theory has led to many examples of $W^*$-superrigid actions, starting with the works of Peterson [Pet10] and Popa and Vaes [PV10]; but knowing that all actions of a given group are $W^*$-superrigid is a phenomenon that has only been established in very few cases so far [HPV13, CIK15, HH20]. Our $W^*$-superrigidity theorems are obtained as a consequence of orbit equivalence rigidity and of the uniqueness of $L^\infty(X)$ as a Cartan subalgebra of $L(\text{Hig}_\sigma \curvearrowright X)$, up to unitary conjugacy. The latter is obtained from the existence of decompositions of $\text{Hig}_\sigma$ as an amalgamated free product, using a theorem of Ioana [Ioa15].

The second statement in the corollary remains true for any generalized Higman group $\text{Hig}_\sigma$ if we further assume that the action $\text{Hig}_\sigma \curvearrowright X$ is ergodic in restriction to every finite-index subgroup of $\text{Hig}_\sigma$. When $\text{Hig}_\sigma = \text{Hig}_k$, this extra assumption is trivially satisfied, simply because $\text{Hig}_k$ does not have any proper finite-index subgroup [Hig51]. To our knowledge, the groups $\text{Hig}_k$ with $k \geq 5$ are the first instances of groups, all of whose free, ergodic, probability measure-preserving actions are $W^*$-superrigid in the sense of Corollary 1.4(2).
1.3 Proof ingredients

We define a BS subgroup of $H_\sigma$ to be a conjugate of a subgroup of $H_\sigma$ generated by two consecutive generators $a_i, a_{i+1}$. These subgroups play a central role in our proof of Theorem 1.1. We now explain the main ingredients, in the (perhaps most interesting) case where all BS subgroups involved in the definition of $H_\sigma$ are amenable.

Using techniques that originate in the work of Furman [Fur99a], measure equivalence rigidity of $H_\sigma$ reduces to the following theorem about self-couplings of $H_\sigma$.

**Theorem 1.5.** Let $k \geq 5$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, with $|m_i| \neq |n_i|$ for every $i \in \{1, \ldots, k\}$.

For every self measure equivalence coupling $\Sigma$ of $H_\sigma$, there exists a Borel $(H_\sigma \times H_\sigma)$-equivariant map $\Sigma \to \hat{H}_\sigma$, where the action on $\hat{H}_\sigma$ is via $(h_1, h_2) \cdot h = h_1 h h_2^{-1}$.

Writing $G = H_\sigma$, proving Theorem 1.5 is related to studying stable orbit equivalence between two free measure-preserving actions $\alpha_1 : G \to \text{Aut}(Y_1)$ and $\alpha_2 : G \to \text{Aut}(Y_2)$ on standard probability spaces.

Our strategy has two main steps: this general structure is inspired by Kida’s work on measure equivalence rigidity of mapping class groups [Kid10], even though the way in which each step is carried differs significantly.

In the first step, we consider the common orbit equivalence relation $R$ (on a base space $Y$), arising from restricting $\alpha_1$ and $\alpha_2$ to appropriate positive measure subsets of $Y_1$ and $Y_2$. We show that subrelations of $R$ arising from restricting $\alpha_1$ to a BS subgroup, also correspond (up to a countable partition of the base space) to restricting $\alpha_2$ to a BS subgroup. And two BS subgroups that intersect give subrelations that intersect. Informally, this means that $R$ completely encodes the BS-subgroups of $H_\sigma$ and their intersection pattern.

In the second step, we show that $H_\sigma$ is completely recovered by the intersection pattern of its BS subgroups. More precisely, this intersection pattern is encoded in a combinatorial object, Martin’s intersection graph $\Theta$, and we show that the natural map from $\hat{H}_\sigma$ to $\text{Aut}(\Theta)$ is an isomorphism (see Section 1.3.2).

The first step is in fact carried in a broader context, inspired by the following. The group $H_\sigma$ has the structure of a complex of groups. This naturally yields an action of $H_\sigma$ on a polyhedral complex $X_\sigma$, which carries an invariant $\text{CAT}(-1)$ metric because we have assumed that $k \geq 5$. This complex was first introduced by Bridson and Haefliger [BH99], and extensively studied by Martin in [Mar17, Mar21]. It has one vertex per left coset of a Baumslag-Solitar subgroup $\langle a_i, a_{i+1} \rangle$, one edge per left coset of a subgroup $\langle a_i \rangle$, and one 2-cell (isomorphic to a $k$-gon) per left coset of the trivial subgroup, where a cell $\tau$ is identified to a face of a cell $\tau'$ if the coset associated to $\tau$ contains the coset associated to $\tau'$. Martin proved in [Mar17, Mar21] that the action of $H_\sigma$ on $X_\sigma$ is weakly acylindrical: there exist $L, N > 0$ such that for any two points $x, y \in X_\sigma$ with $d(x, y) \geq L$, one has $|\text{Stab}_{H_\sigma}(\{x, y\})| \leq N$.

To any action of a group $G$ on a polyhedral complex $X$, we associate an intersection graph, considered by Martin in [Mar17] in the case of the Higman group: it has the same
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vertex set as \( X \), and two vertices are joined by an edge if their \( G \)-stabilizers (for the \( G \)-action on \( X \)) have a nontrivial intersection.

The following theorem recasts the first step of our proof at the level of the self measure equivalence coupling of \( G \).

**Theorem 1.6.** Let \( X \) be a connected \( \text{CAT}(-1) \) piecewise hyperbolic polyhedral complex with countably many cells in finitely many isometry types. Let \( G \) be a torsion-free countable group acting by cellular isometries on \( X \) without any cell inversion, and let \( \Theta \) be the intersection graph of the action \( G \acts X \). Assume that:

1) The stabilizer of every vertex of \( X \) is amenable.
2) Edge stabilizers have infinite index in the incident vertex stabilizers.
3) The \( G \)-action on \( X \) is weakly acylindrical.
4) For each vertex \( v \in X^{(0)} \), there exist two distinct vertices \( v_1, v_2 \in X^{(0)} \setminus \{v\} \) such that \( \text{Stab}_G(\{v, v_1, v_2\}) \) is infinite.

Then for every self measure equivalence coupling \( \Sigma \) of \( G \), there exists a \((G \times G)\)-equivariant measurable map \( \Sigma \to \text{Aut}(\Theta) \), where the \((G \times G)\)-action on \( \text{Aut}(\Theta) \) is via \((g_1, g_2) \cdot f(x) = g_1 f(g_2^{-1} x)\).

For the Higman groups with amenable BS subgroups, our main theorems follow because \( \text{Aut}(\Theta) \) coincides with \( \hat{\text{Hig}} \), (see Theorem 1.7 below). Let us also mention that Theorem 5.1 of the article gives a variation that allows for non-amenable vertex groups, which is used to treat the general case.

**1.3.1 On the proof of Theorem 1.6**

At the level of stable orbit equivalence, proving Theorem 1.6 amounts to the following. Keeping the notation from the previous section, we have two cocycles \( \rho_1, \rho_2 : \mathcal{R} \to G \), coming from the two actions \( \alpha_1, \alpha_2 \) of \( G \). Our goal is to prove that the two cocycles are conjugate (or cohomologous) inside \( \text{Aut}(\Theta) \), i.e. that there exists a Borel map \( \varphi : Y \to \text{Aut}(\Theta) \) such that for almost every \((x, y) \in \mathcal{R}\), one has \( \rho_2(x, y) = \varphi(y) \rho_1(x, y) \varphi(x)^{-1} \).

In the body of the paper, we work in the slightly more general framework of measured groupoids.

An amenable subgroup of \( G \) can act on \( X \) in two different ways: either it is **elliptic**, i.e. it fixes a point in \( X \), or it is \( \partial_\infty X \text{-elementary} \), i.e. it fixes a point in \( \partial_\infty X \). Our weak acylindricity assumption ensures that these two possibilities are mutually exclusive. It also ensures that \( \partial_\infty X \text{-elementary} \) infinite subgroups fix at most two points in \( \partial_\infty X \); if they fixed three points, a barycenter argument would also yield a fixed point inside \( X \), which is not possible.

In a similar way, given a cocycle \( \rho : \mathcal{G} \to G \), an amenable subrelation \( \mathcal{A} \) of \( \mathcal{R} \) is called **elliptic** with respect to \( \rho \) if \( \rho(\mathcal{A}) \) fixes a point in \( X \), and \( \partial_\infty X \text{-elementary} \) with respect to \( \rho \) if there is an \((\mathcal{A}, \rho)\)-equivariant measurable map from \( Y \) to the set of nonempty...
subsets of $\partial_\infty X$ of cardinality at most 2. Using an argument of Adams [Ada94] and some CAT($-1$) geometry, we prove that, up to a countable partition of the base space $Y$, any amenable subrelation of $R$ has one of these two forms. We use an extra argument, based on the weak acylindricity, to prove that these two forms are mutually exclusive.

Our main task is to find a way to distinguish these two types of amenable subrelations, with no reference to the cocycle $\rho$. That way, a maximal elliptic subrelation for $\rho_1$ will also be elliptic for $\rho_2$. In other words, subrelations of $R$ coming from restricting the $\alpha_1$-action of $G$ on $Y_1$ to some vertex stabilizer for $G \curvearrowright X$, are also of the same form for the $\alpha_2$-action on $Y_2$ (up to a countable partition of $Y$). This is the crucial point to define the map $Y \to \text{Aut}(\Theta)$.

At first glance, the above task might seem hopeless: by the Ornstein-Weiss theorem, all amenable subrelations are isomorphic. The key idea is that they are not distinguished intrinsically, but by the way in which they intersect other amenable subrelations. This is where the fourth assumption of Theorem 1.6 is crucial: it ensures that elliptic subrelations intersect sufficiently many other maximal amenable subrelations (in comparison, this would fail if $G$ were, say, a free product of amenable groups, acting on the associated Bass-Serre tree).

At the group-theoretic level, if $H_1, H_2, H_3$ are three maximal amenable subgroups of $G$, no two of which share a common finite-index subgroup, and such that $H_1 \cap H_2 \cap H_3$ is infinite, then all $H_i$ have to be elliptic. Indeed, this intersection cannot be both elliptic and $\partial_\infty X$-elementary, so either all $H_i$ are elliptic, or all $H_i$ are $\partial_\infty X$-elementary. The latter is not possible, because $H_1 \cap H_2 \cap H_3$ would have at least 3 fixed points in $\partial_\infty X$, and a barycenter argument would also yield a fixed point in $X$.

We can similarly characterize maximal elliptic amenable subrelations (with respect to either $\rho_1$ or $\rho_2$) in terms of their non-isolation in the ambient relation $R$. An extra ingredient in the groupoid-theoretic setting is the amenability of the $G$-action on $\partial_\infty X$, established in our earlier work [HH20, Theorem 1].

Let us here mention the key difference between our approach and Kida’s proof of the measure equivalence rigidity of mapping class groups [Kid10]. Given a measured equivalence relation coming from an action of the mapping class group, a key point in his proof was to recognize amenable subrelations coming from Dehn twist subgroups. Again he needed to distinguish these amenable subrelations with an amenable subrelation which is $\partial_\infty C$-elementary with respect to the action of the group on the curve complex $C$. This was done by observing that the former have a non-amenable normalizer (this corresponds to the group theoretic fact that the centralizer of a Dehn twist is a maximal nonamenable subgroup of the mapping class group with infinite center), while the latter only have amenable normalizer. However, this breaks down for classical Higman groups $\text{Hig}_k$, where all centralizers (or even quasi-centralizers) of amenable subgroups are amenable, so we needed a new argument, in terms of intersection patterns of amenable subrelations. On the other hand, when the involved BS subgroups are nonamenable, we do exploit the presence of nonamenable quasi-normalizers in a crucial way.

When $k = 4$, it is still true that one can characterize BS subgroups of $\text{Hig}_k$ as maximal amenable subgroups which are not isolated. While there are several arguments to prove
this, we do not see a way to adjust them to the groupoid setting, which is significantly more involved. In particular, the above strategy does not apply, as we do not know a hyperbolic space where the Higman groups acts, where the action on the boundary is amenable, and at the same time some form of acylindricity holds.

1.3.2 A combinatorial/geometric rigidity theorem

The second main tool in our proof is the following combinatorial rigidity theorem.

**Theorem 1.7** (see Theorem 4.2). Let \( k \geq 4 \), and let \( \sigma = ((m_1, n_1), \ldots, (m_k, n_k)) \) be a \( k \)-tuple of pairs of non-zero integers, with \( |m_i| < |n_i| \) for every \( i \in \{1, \ldots, k\} \). Let \( X_\sigma \) be as above, and let \( \Theta_\sigma \) be its intersection graph.

Then the natural maps \( \widehat{\text{Hig}}_\sigma \to \text{Aut}(X_\sigma) \) and \( \widehat{\text{Hig}}_\sigma \to \text{Aut}(\Theta_\sigma) \) are isomorphisms.

Combinatorial rigidity theorems have a long history. One cornerstone is Tits’s work on spherical buildings [Tit74], which inspired analogous theorems in different settings. Combinatorial rigidity theorems are often used in proofs of measure equivalence rigidity. For instance, Kida crucially exploited Ivanov’s theorem stating that all automorphisms of the curve graph of the surface come from the action of the extended mapping class group [Iva97]. Other instances where these were successfully exploited include: Crisp’s \( \Theta \)-graph for large-type Artin groups, a variation over the free splitting graph for \( \text{Out}(F_N) \), the disk graph for handlebody groups, or (in a weaker sense) Kim and Koberda’s extension graph for our previous measure equivalence classification theorem among right-angled Artin groups [HH22].

The key reason which leads to the rigidity phenomenon in Theorem 1.7 is different from previous work - it crucially relies on the interlocking pattern of BS subgroups. More precisely, if we set \( m_i = n_i = 1 \) for all \( i \), then the theorem fails - this follows from [BKS08, Section 11]. Actually, we suspect the theorem fails as long as \( |m_i| = |n_i| \) for some \( i \). If we still demand \( |m_i| \neq |n_i| \), but disrupt the interlocking pattern by changing the \( i \)-th relation from, say \( a_i a_{i+1} a_i^{-1} = a_{i+1}^2 \), to \( a_{i+1} a_i a_{i+1}^{-1} = a_i^2 \) and keeping other relations, then the theorem fails again, see Remark 4.6.

Let us point out that from this viewpoint, Theorem 1.7 is also much more subtle than rigidity theorems regarding the automorphism group of the underlying group \( \text{Hig}_\sigma \). For instance, when all \( m_i = n_i = 1 \), and \( k \geq 5 \), the group still has finite outer automorphism group [Ser89], even though the automorphism group of \( X_\sigma \) is much larger.

A key point in the proof of the rigidity theorem for \( \text{Aut}(X_\sigma) \) is a partial combinatorial rigidity property of the Cayley graph of a Baumslag-Solitar group \( \text{BS}(m, n) = \langle a, t | ta^n t^{-1} = a^n \rangle \) with \( |m| < |n| \), namely: if a set-theoretical bijection \( \phi : \text{BS}(m, n) \to \text{BS}(m, n) \) is line-preserving, i.e. \( \phi \) preserves horizontal lines (left cosets of \( \langle a \rangle \)) and vertical lines (left cosets of \( \langle t \rangle \)), then \( \phi \) respects the order along the vertical lines coming from the orientation of edges of Cayley graphs. However, the order along the horizontal lines might not be preserved – this is why we call it a partial rigidity result. The connection to rigidity of \( X_\sigma \) is that an automorphism of \( X_\sigma \) that fixes a vertex \( x \) induces such a line-preserving bijection of the Baumslag-Solitar subgroup associated to \( x \), because this subgroup is in natural bijection with all 2-cells that contain \( x \). Thus we have a local
partial rigidity for automorphisms of $X_\sigma$. In $\text{Hig}_\sigma$ the non-rigid horizontal lines of one Baumslag-Solitar group correspond to the rigid vertical lines of another Baumslag-Solitar group. This allows to propagate the local partial rigidity to obtain a global rigidity. To transfer the combinatorial rigidity from $X_\sigma$ to $\Theta_\sigma$, the key is to show there is a 1-1 correspondence between induced $k$-cycles in $\Theta_\sigma$ and 2-cells in $X_\sigma$: our proof of this fact exploits the non-positive curvature of $X_\sigma$ through the use of van Kampen diagrams to analyze these cycles (compare [BKS08, Section 6]).

**Remark 1.8.** An interested reader may want to consult [Cri05] for comparison. There are analogies between the spaces we consider: our intersection graph corresponds to Crisp’s $\Theta$-graph, and our $X_\sigma$ corresponds to his modified Deligne complex. But as explained above, the use of the interlocking pattern of Baumslag-Solitar groups is a new ingredient in the present paper that does not appear in [Cri05]. The argumentation in [Cri05], and the reason why the relevant objects are rigid, are in fact quite different.

**Structure of the paper.** Section 2 contains background on generalized Higman groups and the polyhedral complexes they act on. The next two sections aim at proving our combinatorial/geometric rigidity theorem (Theorem 1.7): Section 3 establishes the required partial rigidity theorem for Baumslag-Solitar groups, and the proof of Theorem 1.7 is carried in Section 4. The measured group-theoretic arguments are carried in Section 5, where our main theorem is proved, as well as Theorems 1.5 and 1.6 and Corollary 1.3. The arguments leading to the $W^*$-rigidity of free, ergodic, probability measure-preserving actions of Higman groups (Corollary 1.4) are carried in Section 6. Finally, the paper contains two appendices, which contain the relevant background and terminology regarding polyhedral complexes (Appendix A) and measured groupoids (Appendix B).

**Acknowledgments.** We thank Vincent Guirardel for interesting discussions around this project.

2 Background on Higman groups

In this section, we review generalized Higman groups and polyhedral complexes on which they act. We refer to Appendix A or [BH99] for some general language of polyhedral complexes and their links.

2.1 Generalized Higman groups and associated complexes

Let $k \geq 4$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, with $|m_i| < |n_i|$ for every $i \in \{1, \ldots, k\}$. Recall from the introduction that the generalized Higman group $\text{Hig}_\sigma$ is defined by the following presentation:

$$\text{Hig}_\sigma = \langle \{a_i\}_{i \in \mathbb{Z}/k\mathbb{Z}} \mid \{a_i a_i^{m_i} a_i^{-1} = a_i^{n_i}\}_{i \in \mathbb{Z}/k\mathbb{Z}} \rangle.$$ 

Notice that we are not losing any generality by assuming $|m_i| < |n_i|$, instead of just $|m_i| \neq |n_i|$ as we did in the introduction: indeed, replacing the pair $(m_i, n_i)$ by $(n_i, m_i)$ in
σ yields an isomorphic group (via the isomorphism sending the generator $a_i$ to $a_i^{-1}$). We also mention that replacing any of the tuples $(m_i, n_i)$ by $(-m_i, -n_i)$ yields an isomorphic group, because the defining relation $a_ia_i^{m_i}a_i^{-1} = a_i^{n_i}$ is equivalent to $a_ia_i^{m_i}a_i^{-1} = a_i^{n_i}$. In the rest of the paper, we will always adopt these conventions regarding the possible values of σ. From now on we will fix $k \geq 4$ and σ as above, and write $G = \text{Hig}_σ$.

Let $K$ be the 2-dimensional $k$-gon with its natural cell structure. We label its vertices cyclically by $\{x_i\}_{i \in \mathbb{Z}/k\mathbb{Z}}$, and let the edge between $x_i$ and $x_{i+1}$ be $\bar{e}_i$. To each vertex $x_i$ of $K$, we associate a vertex group $G_{x_i}$, with presentation $\langle α_{i-1}, α_i | α_{i-1}α_i^{m_i}α_i^{-1} = α_i^{n_i} \rangle$. To each edge $\bar{e}_i$ of $K$, we associate an edge group $G_{\bar{e}_i}$, isomorphic to $\mathbb{Z} = \langle β_i \rangle$. There are natural embeddings $G_{\bar{e}_i} \to G_{x_i}$ and $G_{\bar{e}_i} \to G_{x_{i+1}}$, sending the generator $β_i$ of $\mathbb{Z}$ to $α_i$ on both sides.

**Lemma 2.1.** For every $i \in \{1, \ldots, k\}$, the natural homomorphism $G_{\bar{e}_i} \to G$ (sending $α_{i-1}, α_i$ to $α_{i-1}, α_i$) is injective.

Here it is important to have assumed that $k \geq 4$: the lemma is not true when $k = 3$, see [Hig51].

We will explain the proof of this lemma after the statement of Lemma 2.3. From now on, we will treat vertex groups $G_{x_i}$ and edge groups $G_{\bar{e}_i}$ as subgroups of $G$ via the above embedding. Let $\mathcal{P}$ be the poset (ordered by inclusion) of all left cosets of an edge group, a vertex group, or a trivial subgroup of $G$. Note that a priori left cosets of two different vertex groups (or edge groups) might give the same subset of $G$, in which case they are viewed as the same element of $\mathcal{P}$ (though we will see later in Lemma 2.2 that this actually does not happen). Let $X_\Delta$ be the geometric realization of $\mathcal{P}$, i.e. the simplicial complex whose vertices are the elements of $\mathcal{P}$, and whose simplices correspond to chains in $\mathcal{P}$. There is a natural simplicial action $G \curvearrowright X_\Delta$. Note that the stabilizer of each vertex with respect to this action is a conjugate of a vertex group, or an edge group, or the trivial subgroup. Denoting by $K_\Delta$ the barycentric subdivision of $K$, there is a natural simplicial map $K_\Delta \to X_\Delta$, sending the vertex $\bar{x}_i$ to the vertex corresponding to $G_{x_i}$, the midpoint of $\bar{e}_i$ to the vertex corresponding to $G_{\bar{e}_i}$, and the center of the 2-cell $K$ to the vertex corresponding to $\{1\}$.

**Lemma 2.2.** The natural map $K_\Delta \to X_\Delta$ is an embedding whose image is a strict fundamental domain for the $G$-action on $X_\Delta$, i.e. $K_\Delta$ meets each orbit in exactly one point.

Again we will explain the proof of Lemma 2.2 after the statement of Lemma 2.3. From $X_\Delta$, we define another cell complex $X$, homeomorphic to $X_\Delta$, as follows. The 1-skeleton $X^{(1)}$ of $X$ is the full subgraph of $X^{(1)}$ spanned by all vertices of $X_\Delta$ that correspond to left cosets of vertex groups or edge groups. Notice that the closure of every connected component of $X_\Delta \setminus X^{(1)}$ is then homeomorphic to a closed disk, which comes with the natural structure of a polygon isomorphic to $K$. These polygons are the 2-cells of $X$: more precisely, $X$ is obtained from $X^{(1)}$ by adding one 2-cell, isomorphic to $K$, per element of $G$ (corresponding to a vertex $v \in X^{(0)}$), and gluing its edges onto the finite subgraph of $X^{(1)}$ spanned by all vertices at distance 1 from $v$. The simplicial complex $X_\Delta$ is then just the barycentric subdivision of $X$. Moreover, there is an order-reversing
isomorphism between the poset of closed cells in \( X \) (under containment) and \( \mathcal{P} \). We will denote by \( \bar{K} \) the 2-cell corresponding to the subgroup \( \{\text{id}\} \) under this isomorphism. By Lemma 2.2, \( G \backslash X \) is isomorphic to \( K \), which induces a quotient map \( \pi : X \to K \). We call \( X \) the developed complex of \( G \).

**Lemma 2.3.** The simplicial complex \( X_\Delta \) is simply connected. Hence \( X \) is simply connected.

The proofs of Lemmas 2.1, 2.2 and 2.3 rely on the language of complexes of groups, and follow from the literature in the case where all vertex groups are isomorphic to \( \text{BS}(1,n) \), see [BH99], also [Sta91, Mar17]. The more general case follows exactly the same proof. Now we give more precise references.

We refer to [BH99] Chapter II.12 for the definition of simple complexes of groups and simple morphisms [BH99] Definition II.12.11, their strict developability [BH99] II.12.15 and their developments [BH99] Theorem II.12.18. Let \( Q \) be the poset of closed cells of \( K \). We consider a simple complex of groups \( K \) over \( Q \), such that the local group at \( \bar{e}_i \) (resp. \( \bar{x}_i \)) is \( G_{\bar{e}_i} \) (resp. \( G_{\bar{x}_i} \)), and the local group \( G_K \) at the 2-cell of \( K \) is the trivial group. Let \( \hat{G}(K) \) be the group obtained from a direct limit of its local groups, see [BH99] Definition II.12.12. Then \( \hat{G}(K) \) is isomorphic to the generalized Higman group \( G \).

Let \( K_\Delta \) be the barycentric subdivision of \( K \). Then \( K_\Delta \) is isomorphic to the geometric realization \( |Q| \) of \( Q \). The rank of a vertex of \( |Q| = K_\Delta \) is the dimension of the element of \( Q \) associated with this vertex. We metrize \( |Q| \) in such a way that each triangle in \( |Q| \) is a right-angled isosceles triangle with flat metric such that the angle at the rank 1 vertex is \( \pi/2 \) and the long side of the triangle has length 1. Now one analyzes the local development as in [BH99] II.12.29 to prove that the complex of groups \( K \) over \( G \) with this metric is non-positively curved when \( k \geq 4 \). One can thus apply [BH99] Theorem II.12.28 to deduce that the complex of groups \( K \) is strictly developable when \( k \geq 4 \), in particular there is a group \( G' \) and a simple morphism from \( K \) to \( G' \) which is injective on local groups. This together with [BH99] II.12.13 imply Lemma 2.1. As \( X_\Delta \) is the development of \( K_\Delta \) with respect to the simple morphism \( K \to \hat{G}(K) = G \), Lemma 2.2 follows from [BH99] Theorem II.12.18(2), and Lemma 2.3 follows from [BH99] Proposition II.12.20(4).

### 2.2 Metric on \( X \) and some consequences

We endow \( X \) with a piecewise Euclidean (or hyperbolic) metric such that each copy of \( K \) in \( X \) is a right-angled regular polygon in a Euclidean plane (when \( k = 4 \)) or in a hyperbolic plane (when \( k > 4 \)) – in the Euclidean case we further impose all edge lengths to be equal to 1. The \( G \)-action on \( X \) is by isometries. Moreover, the action does not have inversion, i.e. if an element in \( G \) preserves a cell setwise, then it fixes the cell pointwise. It follows from standard arguments in complexes of groups that \( X \) is CAT(0) when \( n = 4 \) and is CAT(−1) when \( n = 5 \). Now we give an alternative explanation for readers not comfortable with complexes of groups, assuming Lemma 2.3.
Let \( x \in X^{(0)} \) be a vertex corresponding to a left coset of a vertex group \( G_x \) with \( \bar{x} \in K \). Let \( \bar{e}_1 \) and \( \bar{e}_2 \) be the edges of \( K \) containing \( \bar{x} \). We use \( \text{lk}(x, X) \) to denote the link of \( x \) in \( X \), equipped with the angular metric. The vertices in \( \text{lk}(x, X) \) are in 1-1 correspondence with left cosets of \( G_{\bar{e}_1} \) and \( G_{\bar{e}_2} \) in \( G_x \), and two vertices of \( \text{lk}(x, X) \) are joined by an edge if and only if the corresponding left cosets have non-empty intersection. Note that \( \text{lk}(x, X) \) is a bipartite graph (by considering vertices of \( \text{lk}(x, X) \) corresponding to left cosets of \( G_{\bar{e}_1} \), and vertices corresponding to left cosets of \( G_{\bar{e}_2} \)). The edges of \( \text{lk}(x, X) \) all have length \( \pi/2 \). Thus the girth of \( \text{lk}(x, X) \) as a simplicial graph is at least 4, and each embedded cycle in \( \text{lk}(x, X) \) has length at least \( 2\pi \). Then \( X \) is CAT(0) when \( k = 4 \) and CAT(-1) when \( k > 4 \) (cf. Lemma A.1).

As in [Mar17], we orient edges of \( K \) such that \( \bar{e}_i \) is oriented from \( \bar{x}_i \) to \( \bar{x}_{i+1} \). We pull back the edge orientation of \( K \) to \( X \) via \( X \to K \cong G_e \). Let \( c \subset X \) be a vertex or an edge. We define \( G_c \) to be the stabilizer of \( c \) under \( G \rhd X \). Then \( G_c \) is a conjugate of a vertex group, or of an edge group of \( G \). Thus \( G_c \) actually fixes \( c \) pointwise. We record below some basic properties of intersections of cell stabilizers.

**Lemma 2.4** (see [Mar17], Section 2.1). The following assertions hold.

1. Let \( x \in X^{(0)} \) be a vertex, and let \( e \in X^{(1)} \) be an edge incident on \( x \) and oriented towards \( x \). Then for any edge \( e' \neq e \) incident on \( x \), one has \( G_e \cap G_{e'} = \{1\} \).

2. For two vertices \( x_1 \neq x_2 \) of \( X \), one has \( G_{x_1} \cap G_{x_2} \neq \{1\} \) if and only if one of the following situations happens:
   
   (a) \( x_1 \) and \( x_2 \) are adjacent;
   
   (b) both \( x_1 \) and \( x_2 \) are adjacent to a vertex \( x \) such that the edge \( \bar{e}_i \) connecting \( x \) and \( x_i \) is oriented away from \( x \) for every \( i \in \{1, 2\} \).

3. Given any distinct integers \( s \neq s' \) and any \( i \in \mathbb{Z}/k\mathbb{Z} \), the intersection \( (a_i^{s_i}^{-1}G_{\bar{x}_{i+1}}a_i^{-s_i'}) \cap (a_i^{s_i'}G_{\bar{x}_{i+1}}a_i^{-s_i}) \) is infinite cyclic.

4. There is a bound on the size \( m \) of a chain \( x_1, \ldots, x_m \) of vertices of \( X \) such that for every \( i \in \{1, \ldots, m-1\} \), the pointwise stabilizer of \( \{x_1, \ldots, x_{i+1}\} \) has infinite index in the pointwise stabilizer of \( \{x_1, \ldots, x_i\} \).

**Proof.** The first assertion extends [Mar17], Lemma 2.1], with a similar proof. It is a consequence of the following two facts. First, \( \langle a_i \rangle \) does not intersect any conjugate of \( \langle a_{i+1} \rangle \) in \( G_i = \langle a_i, a_{i+1} \rangle a_i a_i^{-m_i} a_{i+1}^{-1} = a_{i+1}^{n_i} \): this is because \( a_i \) is loxodromic in the Bass-Serre tree \( T_i \) of \( G_i \), while \( a_{i+1} \) is elliptic. Second (and this crucially uses our assumption that \( |m_i| < |n_i| \)), the subgroup \( \langle a_i \rangle \) is malnormal in \( G_i \). We now prove this second fact. Let \( g \in G_i \) be such that \( g\langle a_i \rangle g^{-1} \cap \langle a_i \rangle \) is nontrivial; we aim to prove that \( g \in \langle a_i \rangle \). Then \( g \) preserves the axis of \( a_i \) in the Bass-Serre tree \( T_i \) of \( G_i \). In fact \( g \) fixes this axis pointwise (it cannot permute its endpoints): this is because edges of \( T_i \) have an orientation coming from the projection map from the Cayley graph of \( G_i \) to \( T_i \), and the \( G_i \)-action preserves this orientation. But our assumption that \( |m_i| \neq |n_i| \) ensures that two adjacent edges never have the same stabilizer, and as edge stabilizers are cyclic,
we deduce that stabilizers of rays are trivial. Therefore $g = 1$ in this case. Finally, if $g$ acts loxodromically on $T_i$, then there exists $k \in \mathbb{Z}$ such that $ga^{−k}_i$ fixes the axis of $a_i$ pointwise, and by the above it follows that $g = a^k_i$. This completes our proof of Assertion 1.

For the if direction of assertion 2, the only thing to observe in case (b) is that any two edges incident on $x$ and oriented away from $x$ have commensurates stabilizers (because $\langle a_{i+1} \rangle$ is a commensurated subgroup in $\langle a_i, a_{i+1} \rangle$). The only if direction is a consequence of Assertion 1, see [Mar17, Corollaries 2.2 and 2.3].

Before proving the last two assertions, we make the following observation: if $v \neq v'$, then $\text{Stab}_G(v) \cap \text{Stab}_G(v')$ is either infinite cyclic or trivial. Indeed $\text{Stab}_G(v) \cap \text{Stab}_G(v')$ fixes the geodesic segment $s$ from $v$ to $v'$ pointwise, hence fixes any cell of $X$ whose interior contains a point of $s$. Note that if a subgroup fixes a cell of $X$, then it fixes the cell pointwise. As $v \neq v'$, we know $\text{Stab}_G(v) \cap \text{Stab}_G(v')$ fixes an edge of $X$. The observation follows because edge stabilizers of $X$ are infinite cyclic.

Assertion 4 (with $m = 3$) is an immediate consequence of the above observation. For Assertion 3, note that $(a^s_{i-1}G_{x_{i+1}}a^{-s}_{i-1}) \cap (a^s_{i-1}G_{x_{i+1}}a^{-s}_{i-1})$ is the common stabilizer of the vertices $a^s_{i-1}x_{i+1}$ and $a^{s'}_{i-1}x_{i+1}$. As $s \neq s'$, these two vertices are distinct, so the observation made in the previous paragraph ensures that $(a^s_{i-1}G_{x_{i+1}}a^{-s}_{i-1}) \cap (a^{s'}_{i-1}G_{x_{i+1}}a^{-s'}_{i-1})$ is at most cyclic. On the other hand, this intersection contains a finite index subgroup of $\langle a_i \rangle$, so Assertion 3 follows.

Remark 2.5. Note that in Assertion 2(b) of Lemma [2.4] the edges $\overline{xy}$ and $\overline{y''}$ are not contained in the same 2-cell by the description of $\text{lk}(x, X)$ as above. Thus $\angle_x(x_1, x_2) \geq \pi$; hence $\overline{xy}$ and $\overline{y''}$ concatenate to a geodesic.

Lemma 2.6. The group $G$ is torsion-free and ICC, i.e. each non-trivial conjugacy class in $G$ is infinite.

Proof. Assume towards a contradiction that $G$ contains a torsion element $g$. Being a torsion element acting on a CAT(0) space, the element $g$ fixes a point in $X$ ([BH99, Theorem II.6.7]). Hence $g$ fixes a vertex as the action $G \curvearrowright X$ is without inversion. But this is impossible as each vertex stabilizer is a Baumslag-Solitar group, hence torsion-free.

To prove the ICC property, suppose that there exists a nontrivial element $g \in G$ whose conjugacy class is finite. Then $G$ has a finite index subgroup $G'$ such that $H = \langle g \rangle$ is normalized by $G'$. As $G$ acts on $X$ by cellular isometries and $X$ has finite shapes, the action of $G$ is semi-simple [BH99, Exercise II.6.6(2)]. By the classification of isometries of CAT(0) spaces in [BH99, Chapter II.6], the action of $H$ is either elliptic (i.e. $H$ fixes a point) or hyperbolic (i.e. there is an $H$-invariant axis on which $H$ acts by translations). If $H$ fixes a point, then the fix point set $F$ of $H$ is bounded by Lemma 2.4(2). Then $F$ is $G'$-invariant, which is a contradiction as $G$ acts with unbounded orbits (and therefore so does $G'$). If $H$ translates an axis in $X$, then $G'$ has a finite index subgroup $G''$ containing $H$ as a direct factor by [BH99, Theorem II.7.1(5)]. This is again impossible for the following reason. As $G''$ is finite index in $G$, we can find an infinite order element $b \in G''$ which fixes a vertex of $X$. Again the fix point set $F_b$ of $\langle b \rangle$ is bounded by
Lemma 2.4(2). As $H$ commutes with $\langle b \rangle$, the set $F_b$ is $H$-invariant, which contradicts that $H$ acts hyperbolically on $X$. \qed

2.3 Weak acylindricity of the action

Let $H$ be a group acting on a metric space $Z$. The $H$-action on $Z$ is said to be weakly acylindrical if there exist $L > 0, N > 0$ such that for any two points $x, y \in Z$ with $d(x, y) \geq L$, the common stabilizer of $x$ and $y$ has cardinality at most $N$.

Note that if $Z$ is an $M_\kappa$-polyhedral complex with finite shapes and $H$ acts by cellular isometries, then it suffices to check the special case when $x$ and $y$ are vertices when we prove that the action of $H$ is weakly acylindrical. Thus Lemma 2.7 is a direct consequence of Lemma 2.4(2).

Lemma 2.7. The action of a generalized Higman group $G$ on $X$ is weakly acylindrical. \qed

Lemma 2.8. Suppose $H$ is a torsion-free group acting on a CAT(–1) piecewise hyperbolic complex $Z$ with finite shapes by cellular isometries. If the action is weakly acylindrical, then for any $z \in Z$ and $\xi \in \partial_\infty Z$, there exists a neighborhood $U_{\xi,z}$ of $\xi$ (with respect to the cone topology on $\partial_\infty Z$) such that any non-trivial element $g \in \text{Stab}_H(z)$ satisfies $gU_{\xi,z} \cap U_{\xi,z} = \emptyset$.

Proof. Let $L$ be the constant in the definition of a weakly acylindrical action. Take a point $y$ in the geodesic ray from $z$ to $\xi$ such that $d(y,z) > L$. As $H$ is torsion-free, any non-trivial element of $\text{Stab}_H(z)$ does not fix $y$. As $Z$ has finitely many isometry types, there exists $\epsilon > 0$ such that for any non-trivial element $g \in \text{Stab}_H(z)$, we have $d(gy,y) > \epsilon$. Now the lemma follows from the definition of the cone topology. \qed

2.4 A finite extension of $\text{Hig}_\sigma$

Let $F_\sigma$ be the finite group consisting of all translations $\tau$ of $\mathbb{Z}/k\mathbb{Z}$ with the property that for every $i \in \mathbb{Z}/k\mathbb{Z}$, either $m_{\tau(i)} = m_i$ and $n_{\tau(i)} = n_i$, or else $m_{\tau(i)} = -m_i$ and $n_{\tau(i)} = -n_i$. Then $F_\sigma$ naturally acts by automorphisms on $\text{Hig}_\sigma$ (by letting $\tau$ send $a_i$ to $a_{\tau(i)}$, and we let $\text{Hig}_\sigma = \text{Hig}_\sigma \rtimes F_\sigma$.

Lemma 2.9. The group $\text{Hig}_\sigma$ is ICC.

Proof. Let $g \in \text{Hig}_\sigma$ be centralized by a finite-index subgroup $G'$ of $\text{Hig}_\sigma$; we aim to prove that $g = \text{id}$. Write $g = \tau h$, with $h \in \text{Hig}_\sigma$ and $\tau \in F_\sigma$. Then for every $g' \in G' \cap \text{Hig}_\sigma$, we have $\tau(hg'h^{-1}) = g'$. In other words, viewing $\tau$ as an automorphism of $\text{Hig}_\sigma$, we have $\tau(hg'h^{-1}) = g'$ for every $g' \in G'$, in particular $\tau$ sends $g'$ to a conjugate of itself. But $\tau(a^n_i) = a^n_{\tau(i)}$, for every $n \in \mathbb{Z}$, and nontrivial powers of $a_i$ and $a_{\tau(i)}$ are never conjugate unless $\tau(i) = i$ (this is a consequence of Lemma 2.2). Therefore $\tau = \text{id}$. It follows that $g$ belongs to $\text{Hig}_\sigma$ and has an infinite conjugacy class, so $g = \text{id}$ using that $\text{Hig}_\sigma$ is ICC (Lemma 2.6). \qed
3 Line-preserving bijections of Baumslag–Solitar groups

This section, which is solely about the geometry of the Cayley graph of a Baumslag–Solitar group, serves as a preparatory section towards combinatorial rigidity theorems for the Higman groups that will be proved in Section 4. Given \( m, n \in \mathbb{Z} \setminus \{0\} \), the Baumslag–Solitar group \( \text{BS}(m, n) \), introduced in [BS62], is defined as

\[
\text{BS}(m, n) = \langle a, t \mid ta^m t^{-1} = a^n \rangle.
\]

We will only consider the case where \( |m| \neq |n| \), and as \( \text{BS}(m, n) \) is always isomorphic to \( \text{BS}(n, m) \) via an isomorphism sending the stable letter \( t \) of the HNN extension to \( t^{-1} \), it will be harmless to assume that \( |m| < |n| \) throughout.

Let \( \Upsilon_{m,n} \) be the Cayley graph of \( \text{BS}(m, n) \) with respect to its standard generating set \( \{a, t\} \). Edges of \( \Upsilon_{m,n} \) naturally come with an orientation and a label in \( \{a, t\} \). A standard line in \( \Upsilon_{m,n} \) is a subset of \( \Upsilon_{m,n} \) homeomorphic to the real line which is either a concatenation of edges labeled \( t \) (in which case we call it a \( t \)-line) or a concatenation of edges labeled \( a \) (in which case we call it an \( a \)-line). Vertices of \( \Upsilon_{m,n} \) in a standard line have a linear order induced by the orientation of edges in \( \Upsilon_{m,n} \). Note that \( t \)-lines (resp. \( a \)-lines) in \( \Upsilon_{m,n} \) are in 1-1 correspondence with left cosets of the subgroup \( \langle t \rangle \) (resp. \( \langle a \rangle \) ) in \( \text{BS}(m, n) \). We identify \( \text{BS}(m, n) \) with the vertex set \( \Upsilon_{m,n}^{(0)} \) of \( \Upsilon_{m,n} \).

Let now \( m, n, m', n' \in \mathbb{Z} \setminus \{0\} \) with \( |m| < |n| \) and \( |m'| < |n'| \). A bijection \( \phi : \Upsilon_{m,n}^{(0)} \to \Upsilon_{m',n'}^{(0)} \) is line-preserving if for every standard line \( \ell \) of \( \Upsilon_{m,n} \), there exists a standard line \( \ell' \) of \( \Upsilon_{m',n'} \) such that \( \phi(\ell^{(0)}) = (\ell')^{(0)} \). The main result of the present section is the following.

**Proposition 3.1.** Suppose \( |m| < |n| \) and \( |m'| < |n'| \). Let \( \phi : \Upsilon_{m,n}^{(0)} \to \Upsilon_{m',n'}^{(0)} \) be a line-preserving bijection. Then \( \phi \) preserves labels of standard lines, and the linear order along each \( t \)-line. Moreover \( |m| = |m'| \) and \( |n| = |n'| \).

**Remark 3.2.** However, in general, it is not true that every line-preserving bijection \( \Upsilon_{m,n}^{(0)} \to \Upsilon_{m',n'}^{(0)} \) preserves the linear order along each \( a \)-line. See Example 3.10 below.

Let \( \Lambda_{m,n} \) be the graph having one vertex per standard line in \( \Upsilon_{m,n} \), two vertices being joined by an edge if the associated standard lines intersect nontrivially. Note that when two standard lines intersect nontrivially, then one is an \( a \)-line and the other is a \( t \)-line, and their intersection is reduced to one point: indeed, otherwise, we would have \( t^k = a^\ell \) for nonzero integers \( k, \ell \), contradicting that \( t \) is loxodromic in the Bass–Serre tree of \( \text{BS}(m, n) \) while \( a \) is elliptic. The type of a vertex in \( \Lambda_{m,n} \) is the label of the associated standard line. Note that \( \Lambda_{m,n} \) is bipartite: every edge of \( \Lambda_{m,n} \) connects a vertex of type \( t \) and a vertex of type \( a \). Edges of \( \Lambda_{m,n} \) are naturally in 1-1 correspondence with vertices of \( \Upsilon_{m,n} \): indeed, an edge of \( \Lambda_{m,n} \) corresponds to a pair \( (\ell_1, \ell_2) \), where \( \ell_1 \) is an \( a \)-line and \( \ell_2 \) is a \( t \)-line, and the associated vertex of \( \Upsilon_{m,n} \) is then \( \ell_1 \cap \ell_2 \). Using this observation, one gets a 1-1 correspondence between line-preserving bijections \( \Upsilon_{m,n}^{(0)} \to \Upsilon_{m',n'}^{(0)} \) and graph isomorphisms \( \Lambda_{m,n} \to \Lambda_{m',n'} \).
To simplify notation, in the following discussion, we write $\Lambda$ and $\Lambda'$ instead of $\Lambda_{m,n}$ and $\Lambda_{m',n'}$ respectively. Similarly we define $\Upsilon$ and $\Upsilon'$. Let $T$ and $T'$ be the Bass–Serre trees of $BS(m,n)$ and $BS(m',n')$, respectively. Each vertex $v \in T^{(0)}$ corresponds to an $a$-line (which is the unique $a$-line whose setwise stabilizer for the $BS(m,n)$-action on $\Upsilon$ is equal to the stabilizer of $v$ with respect to the $BS(m,n)$-action on $T$). Thus vertices of $T$ are in 1-1 correspondence with type $a$ vertices of $\Lambda$. There is a natural map $\pi : \Upsilon \rightarrow T$ sending each $a$-line to its associated vertex in $T$ and sending each $t$-edge to an edge in $T$. Note that if two $t$-edges of $\Upsilon$ are sent by $\pi$ to the same edge in $T$, then they induce the same orientation on this edge of $T$. Thus edges of $T$ inherit an orientation from $\Upsilon$ via $\pi$. This gives a partial order on the vertex set of $T$ (hence on the collection of type $a$ vertices of $\Lambda$), namely: for vertices $v_1$ and $v_2$ of $T$, we let $v_1 \leq v_2$ if each edge in the unique geodesic path connecting $v_1$ and $v_2$ is oriented from $v_1$ to $v_2$.

We equip $\Lambda$ with the path metric such that each edge has length 1. For a vertex $u \in \Lambda^{(0)}$, the link $lk_{\Lambda}(u)$ is the set of all vertices of $\Lambda$ at distance 1 from $u$ (note that link defined here has a slightly different meaning compared to the definition in Section 3; thus we choose a different notation). Our first lemma shows that every graph automorphism of $\Lambda$ preserves the types of vertices. Through the correspondence between line-preserving bijections $\Upsilon^{(0)} \rightarrow (\Upsilon')^{(0)}$ and graph isomorphisms $\Lambda \rightarrow \Lambda'$, this yields the first conclusion of Proposition 3.1.

**Lemma 3.3.** Suppose $|m| < |n|$. Let $u \in \Lambda^{(0)}$ be a vertex. The following assertions are equivalent.

1. The vertex $u$ is of type $a$.

2. There exists a finite subset $V_u \subseteq \Lambda^{(0)}$ consisting of vertices at distance 2 from $u$, such that $lk_{\Lambda}(u) \subseteq \bigcup_{v \in V_u} lk_{\Lambda}(v)$.

**Proof.** We first assume that $u$ is of type $a$, and prove that (2) holds. Let $\ell_u$ be the $a$-line of $\Upsilon$ associated to $u$. Vertices in $lk_{\Lambda}(u)$ correspond to $t$-lines of $\Upsilon$ which intersect $\ell_u$ in a point. Let $V_u$ be the set consisting of all type $a$ vertices $v \in \Lambda^{(0)}$ such that $u,v$ correspond to adjacent vertices $\bar{u},\bar{v}$ in $T$, with $\bar{v} < \bar{u}$. The set $V_u$ is finite because $T$ is locally finite. For every $v \in V_u$, let $\ell_v$ be the $a$-line of $\Upsilon$ associated with $v$. Then each $t$-line $\ell$ which intersects $\ell_u$ intersects at least one of the lines $\ell_v$ with $v \in V_u$ (as can be seen by projecting $\ell$ to $T$). Thus $lk_{\Lambda}(u) \subseteq \bigcup_{v \in V_u} lk_{\Lambda}(v)$. We also have $d(u,v) = 2$ for every $v \in V_u$, because there exists a $t$-line that intersects both $\ell_u$ and $\ell_v$.

We now assume that $u$ is of type $t$, and prove that (2) fails. Let $v \in \Lambda^{(0)}$ with $d(u,v) = 2$. Using the bipartite structure of $\Lambda$, we see that $v$ is also of type $t$. Let $\ell_u$ and $\ell_v$ be $t$-lines in $\Upsilon$ corresponding to $u$ and $v$, respectively. Recall that $\pi : \Upsilon \rightarrow T$ denotes the projection map.

Since $d(u,v) = 2$, there exists an $a$-line $\ell_0$ intersecting both $\ell_u$ and $\ell_v$. Let $x_0 = \pi(\ell_0)$, and let $d_0 = d_{\ell_0}(\ell_0 \cap \ell_u, \ell_0 \cap \ell_v)$ (the line $\ell_0$ has a natural simplicial structure induced by $\Upsilon$, and $d_{\ell_0}$ is the simplicial distance on $\ell_0$). Let $x_v > x_0$ be any vertex such that

$$d_T(x_0, x_v) > \frac{\log(d_0)}{\log(|m|/|m|)}.$$
We claim that $\pi(\ell_u) \cap \pi(\ell_v)$ does not contain any vertex $y \geq x_v$. Indeed, assume towards a contradiction that $\pi(\ell_u) \cap \pi(\ell_v)$ contains a vertex $y \geq x_v$. Let $x_0, x_1, \ldots, x_k = y$ be the vertices, aligned in this order, along the segment from $x_0$ to $y$ in $T$ (in particular $k = d_T(x_0, y)$). For every $i \in \{1, \ldots, k\}$, let $\ell_i$ be the $a$-line in $\Upsilon$ corresponding to $x_i$. Notice that all $x_i$ belong to the convex set $\pi(\ell_u) \cap \pi(\ell_v)$, so $\ell_i$ intersects both $\ell_u$ and $\ell_v$. Let $d_i = d_{\ell_i}(\ell_i \cap \ell_u, \ell_i \cap \ell_v)$. Then for every $i \in \{0, \ldots, k-1\}$, we have $\frac{d_{i+1}}{d_i} = \frac{|m|}{|n|}$, so

$$d_k = \left(\frac{|m|}{|n|}\right)^k d_0 < 1,$$

contradicting that $d_k$ is a positive integer. This proves our claim.

Now, suppose towards a contradiction that a finite set $V_u \subseteq \Lambda^{(0)}$ as in (2) exists. For every $v \in V_u$, let $\ell_v$ be the $t$-line of $\Upsilon$ corresponding to $v$. As $\text{lk}_\Lambda(u) \subseteq \cup_{v \in V_u} \text{lk}_\Lambda(v)$, each $a$-line intersecting $\ell_u$ also intersects at least one of the lines $\ell_v$ with $v \in V_u$. Thus $\pi(\ell_u) \subseteq \cup_{v \in V_u} \pi(\ell_v)$. But the claim made in the previous paragraph implies that $\cup_{v \in V_u} \pi(\ell_v)$ does not contain any vertex $x$ of $\pi(\ell_u)$ such that $x > x_0$ and $x$ is sufficiently far away from $x_0$. This contradiction concludes our proof.  

Lemma 3.4. Let $u_1, u_2 \in \Lambda^{(0)}$ be vertices of type $a$. If $\text{lk}_\Lambda(u_1) \cap \text{lk}_\Lambda(u_2) \neq \emptyset$, then either $u_1 \geq u_2$ or $u_2 \geq u_1$.

Proof. Let $\ell_1$ and $\ell_2$ be the $a$-lines in $\Upsilon$ corresponding to $u_1$ and $u_2$ respectively. Since $\text{lk}_\Lambda(u_1) \cap \text{lk}_\Lambda(u_2) \neq \emptyset$, there exists a $t$-line $\ell$ which intersects both $\ell_1$ and $\ell_2$. The lemma follows by considering the images of $\ell, \ell_1$ and $\ell_2$ under the projection $\pi : \Upsilon \to T$.  

Remark 3.5. The converse of Lemma 3.4 is false in general, for example, in $\text{BS}(2, 4)$, if $u_1$ corresponds to the $a$-line passing through identity and $u_2$ corresponds to the $a$-line passing through fat, then $u_1 \leq u_2$ but $\text{lk}_\Lambda(u_1) \cap \text{lk}_\Lambda(u_2) = \emptyset$.

Lemma 3.6. Suppose $|m| < |n|$, let $h = \gcd(m, n)$, let $p = |m|/h$ and $q = |n|/h$. Let $u_1, u_2 \in \Lambda^{(0)}$ be vertices of type $a$, let $\bar{u}_1, \bar{u}_2$ be the corresponding vertices in $T$, and let $\ell_1$ and $\ell_2$ be the corresponding standard lines in $\Upsilon$.

Assume that there exists a $t$-line which intersects both $\ell_1$ and $\ell_2$, and let $\ell_2^2 \subseteq \ell_2$ be the subset consisting of all intersections of the form $\ell_2 \cap \ell$, where $\ell$ varies over all $t$-lines that intersect both $\ell_1$ and $\ell_2$.

Then $\ell_2^2$ is a subset of equally spaced vertices of $\ell_2$ whose gap (measured along $\ell_2$) is equal to $hq^{d_T(\bar{u}_1, \bar{u}_2)}$ if $u_2 < u_1$, and $hq^{d_T(\bar{u}_1, \bar{u}_2)}$ if $u_1 < u_2$.

Proof. We will assume that $u_2 < u_1$. The case where $u_1 < u_2$ is similar and left to the reader (alternatively, it can be deduced from the case $u_2 < u_1$ through the natural automorphism between $\text{BS}(m, n)$ and $\text{BS}(n, m)$, after observing that the present proof also works if $|n| < |m|$). Let $d = d_T(\pi(\ell_1), \pi(\ell_2))$.

The existence of a $t$-line intersecting both $\ell_1$ and $\ell_2$ shows that $\ell_2^2 \neq \emptyset$. We first observe that if $x \in \ell_2^1$ and $y \in \ell_2$ are such that $d(x, y) = hq^d$, then $y \in \ell_2^2$. Indeed, say for instance that $y = x \cdot a^{hq^d}$ (the case where $x = y \cdot a^{hq^d}$ is similar). Observe that
Assuming that $t^d a^{hp^d} t^{-d} = a^b q^d$ (the case where it is equal to $a^{-b} q^d$ being similar), we deduce that

- $x, xt^d$ lie on a $t$-line,
- $xt^d, xt^d a^{hp^d}$ all lie on the $a$-line $\ell_1$, and
- $xt^d a^{hp^d}, xt^d a^{hp^d} t^{-d} = x a^{b} q^d = y$ lie on a $t$-line,

showing that $y \in \ell_{12}^{10}$, as desired.

Now, there only remains to show that if $y \in \ell_{12}^{1}$, then $d_{\ell_2}(x, y) \geq h q^d$. Let $\ell$ and $\ell'$ be two $t$-lines intersecting both $\ell_1$ and $\ell_2$. For $i \in \{1, 2\}$, let $d_i = d_{\ell_i}(\ell_i \cap \ell, \ell_i \cap \ell')$. Then

$$d_2 = d_1 \left( \frac{|n|}{|m|} \right)^d; \text{ and } |m| \text{ divides } d_1 \left( \frac{|n|}{|m|} \right)^i \text{ for } 0 \leq i \leq d - 1,$$

as illustrated in Figure 1 below.

![Figure 1: Illustration of the conditions in the proof of Lemma 3.6](image.png)

From the first clause, we deduce that $d_1 = p^d s$ for some positive integer $s$. Taking $i = d - 1$ in the second clause, we have $ph \mid ps q^{d-1}$, hence $h \mid sq^{d-1}$. Taking $i = 0$ in the second clause, we have $ph \mid sp^d$, hence $h \mid sp^{d-1}$. As $\gcd(p, q) = 1$, we have
\[ \gcd(sq^{d-1}, sp^{d-1}) = s. \] Thus \( h | s \). In particular \( s \geq h \), so \( d_1 \geq hp^d \) and \( d_2 \geqhq^d \), as desired.

**Corollary 3.7.** Suppose \(|m| < |n|\). Let \( u_1, u_2, u_3 \in \Lambda(0) \) be vertices of type \( a \), with \( u_1 < u_2 < u_3 \). For \( i, j \in \{1, 2, 3\} \), let \( \Lambda_{ij} = \text{lk}_A(u_i) \cap \text{lk}_A(u_j) \). Assume that \( \Lambda_{13} \neq \emptyset \).

Then \( \Lambda_{13} \subseteq \Lambda_{12} \) and \( \Lambda_{13} \subseteq \Lambda_{23} \). Moreover, if \( m \) does not divide \( n \), then \( \Lambda_{13} \subseteq \Lambda_{12} \), otherwise \( \Lambda_{13} = \Lambda_{23} \).

**Proof.** We adopt the same notations as in Lemma 3.6 and its proof. By convexity of \( T \), every \( t \)-line which intersects both \( \ell_1 \) and \( \ell_3 \) also intersects \( \ell_2 \), so \( \Lambda_{13} \subseteq \Lambda_{12} \) and \( \Lambda_{13} \subseteq \Lambda_{23} \). In particular \( \Lambda_{12} \neq \emptyset \) and \( \Lambda_{23} \neq \emptyset \).

Let \( \bar{u}_i \in T \) be the vertex corresponding to \( u_i \). By Lemma 3.6, the subset \( \ell_{13}^i \subseteq \ell_1 \) is a subset of equally spaced vertices in \( \ell_1 \) with gap \( h_{dp^d}(\bar{u}_1, \bar{u}_3) \). Likewise \( \ell_{12}^i \subseteq \ell_1 \) is a subset of equally spaced vertices in \( \ell_1 \) with gap \( h_{dp^d}(\bar{u}_1, \bar{u}_2) \). As \( d_{T}(\bar{u}_1, \bar{u}_3) > d_{T}(\bar{u}_2, \bar{u}_3) \), there exists a \( t \)-line which intersects both \( \ell_1 \) and \( \ell_2 \) but not \( \ell_3 \), showing that \( \Lambda_{13} \subseteq \Lambda_{12} \).

By Lemma 3.6, the subset \( \ell_{13}^i \subseteq \ell_3 \) is a subset of equally spaced vertices in \( \ell_3 \) with gap \( h_{dp^d}(\bar{u}_1, \bar{u}_3) \). Likewise \( \ell_{23}^i \subseteq \ell_3 \) is a subset of equally spaced vertices in \( \ell_3 \) with gap \( h_{dp^d}(\bar{u}_1, \bar{u}_2) \). If \( m \) does not divide \( n \), then \( p > 1 \). Hence we deduce as before that \( \Lambda_{13} \subseteq \Lambda_{23} \). If \( m | n \), then \( p = 1 \). Then \( h_{dp^d}(\bar{u}_1, \bar{u}_3) = h_{dp^d}(\bar{u}_1, \bar{u}_2) = h \). As \( \Lambda_{13} \subseteq \Lambda_{23} \), it follows that in fact \( \Lambda_{13} = \Lambda_{23} \), as desired.

We will now use the above analysis to characterize adjacency along \( t \)-lines solely in terms of the combinatorics of \( \Lambda \). We will argue separately regarding whether \( m \) divides \( n \) or not, and start with the case where it does not.

**Lemma 3.8.** Suppose that \(|m| < |n|\) and that \( m \) does not divide \( n \). Let \( u_1 \) and \( u_2 \) be vertices of type \( a \) in \( \Lambda \) such that \( u_1 < u_2 \) or \( u_2 < u_1 \). Then \( u_1 \) and \( u_2 \) correspond to adjacent vertices in \( T \) if and only if there does not exist any vertex \( u_3 \in \Lambda(0) \setminus \{u_1, u_2\} \) such that \( \text{lk}_A(u_1) \cap \text{lk}_A(u_2) \subseteq \text{lk}_A(u_3) \).

**Proof.** We assume without loss of generality that \( u_2 < u_1 \). For every \( i \in \{1, 2, 3\} \), let \( \bar{u}_i \) be the vertex in \( T \) corresponding to \( u_i \) and let \( \ell_i \) be the \( a \)-line in \( T \) corresponding to \( u_i \). For \( i, j \in \{1, 2, 3\} \), we write \( \Lambda_{ij} = \text{lk}_A(u_i) \cap \text{lk}_A(u_j) \).

We first assume that \( \bar{u}_1 \) and \( \bar{u}_2 \) are not adjacent, and show that \( u_1, u_2 \) fail to satisfy the condition from the lemma. As \( \bar{u}_1 \) and \( \bar{u}_2 \) are not adjacent, we can find \( u_3 \in \Lambda(0) \) with \( u_2 < u_3 < u_1 \). If \( \Lambda_{12} = \emptyset \), then the inclusion \( \Lambda_{12} \subseteq \text{lk}_A(u_3) \) is obvious, and otherwise this inclusion follows from Corollary 3.7.

We now assume that \( \bar{u}_1 \) and \( \bar{u}_2 \) are adjacent, and prove that \( u_1, u_2 \) satisfy the condition from the lemma. In this case it is clear that \( \Lambda_{12} \neq \emptyset \). We argue by contradiction and take \( u_3 \) such that \( \Lambda_{12} \subseteq \text{lk}_A(u_3) \). In particular \( u_3 \) is of type \( a \), and for every \( i \in \{1, 2\} \), we have \( \Lambda_{12} \subseteq \Lambda_{13} \). Lemma 3.4 thus ensures that \( u_3 \) is comparable to both \( u_1 \) and \( u_2 \). As \( u_2 < u_1 \), and \( \bar{u}_1, \bar{u}_2 \) are adjacent, there are two possibilities left for the ordering of \( \{u_1, u_2, u_3\} \). If \( u_2 < u_1 < u_3 \), then Corollary 3.7 ensures that \( \Lambda_{23} \subseteq \Lambda_{12} \), contradicting that \( \Lambda_{12} \subseteq \Lambda_{23} \). If \( u_3 < u_2 < u_1 \), then as \( m \) does not divide \( n \), Corollary 3.7 ensures that \( \Lambda_{13} \subseteq \Lambda_{12} \), contradicting that \( \Lambda_{12} \subseteq \Lambda_{13} \).

\[ \square \]
Lemma 3.9. Suppose that $|m| < |n|$ and that $m$ divides $n$. Let $u_1$ and $u_2$ be vertices of type $a$ in $\Lambda$ such that $u_1 < u_2$ or $u_2 < u_1$. Then $u_1$ and $u_2$ correspond to adjacent vertices in $T$ if and only if $\text{lk}_\Lambda(u_1) \cap \text{lk}_\Lambda(u_2) \neq \emptyset$, and there do not exist any vertices $u_3, u_4 \in \Lambda^{(0)}$ such that the following two assertions hold:

1. we have $\text{lk}_\Lambda(u_1) \cap \text{lk}_\Lambda(u_2) \subseteq \text{lk}_\Lambda(u_3) \cap \text{lk}_\Lambda(u_4)$;

2. there exists $i \in \{1, 2\}$ such that $\text{lk}_\Lambda(u_3) \cap \text{lk}_\Lambda(u_4) = \text{lk}_\Lambda(u_3) \cap \text{lk}_\Lambda(u_i)$.

Proof. We assume without loss of generality that $u_2 < u_1$. As a matter of convention, we will always denote by $\bar{u}_i$ the vertex in $T$ corresponding to the vertex $u_i \in \Lambda^{(0)}$, and by $\ell_i$ the $a$-line in $\Upsilon$ corresponding to $u_i$. We will always write $\Lambda_{ij} = \text{lk}_\Lambda(u_i) \cap \text{lk}_\Lambda(u_j)$.

We first assume that $\bar{u}_1$ and $\bar{u}_2$ are not adjacent, and show that $u_1, u_2$ fail to satisfy the condition from the lemma. If $\Lambda_{12} = \emptyset$, we are done, so we will assume otherwise. As $\bar{u}_1$ and $\bar{u}_2$ are not adjacent, we can find $u_3 \in \Lambda^{(0)}$ with $u_2 < u_3 < u_1$. Corollary 3.7 then ensures that $\Lambda_{12} \subseteq \Lambda_{23}$ (in particular $\Lambda_{12} \subseteq \text{lk}_\Lambda(u_3)$). Let now $u_4$ be such that $u_4 < u_2$, chosen so that $\Lambda_{14} \neq \emptyset$ and $\Lambda_{34} \neq \emptyset$: this exists, by choosing a $t$-line $\ell$ that intersects $\ell_1, \ell_2, \ell_3$, and choosing $u_4 < u_2$ corresponding to an $a$-line $\ell_4$ that also intersects $\ell$. As $m$ divides $n$, Corollary 3.7 applied to $u_4 < u_2 < u_1$ ensures that $\Lambda_{12} \subseteq \Lambda_{24}$ (in particular $\Lambda_{12} \subseteq \text{lk}_\Lambda(u_4)$). Finally, as $m$ divides $n$, Corollary 3.7 applied to $u_4 < u_2 < u_3$ ensures that $\Lambda_{34} = \Lambda_{23}$. We have thus found $u_3, u_4$ as in the statement of the lemma in this case.

We now assume that $\bar{u}_1$ and $\bar{u}_2$ are adjacent, and prove that $u_1, u_2$ satisfy the condition from the lemma. In this case it is clear that $\Lambda_{12} \neq \emptyset$. We argue by contradiction and take $u_3, u_4$ as in the lemma. As $\Lambda_{12} \subseteq \text{lk}_\Lambda(u_3)$, the vertex $u_3$ is of type $a$, and for every $i \in \{1, 2\}$, we have $\Lambda_{12} \subseteq \Lambda_{i3}$. Lemma 3.4 thus ensures that $u_3$ is comparable to both $u_1$ and $u_2$. As $u_2 < u_1$, and $\bar{u}_1, \bar{u}_2$ are adjacent, there are two possibilities left for the ordering of $\{u_1, u_2, u_3\}$. If $u_2 < u_1 < u_3$, then Corollary 3.7 ensures that $\Lambda_{23} \subseteq \Lambda_{12}$, contradicting that $\Lambda_{12} \subseteq \Lambda_{23}$. So we can assume that $u_3 < u_2 < u_1$. Likewise $u_2 < u_1 < u_4$ leads to $\Lambda_{14} = \Lambda_{24} \subseteq \Lambda_{12}$, thus we can assume $u_4 < u_2 < u_1$.

As $\Lambda_{12} \neq \emptyset$ and $\Lambda_{12} \subseteq \Lambda_{34}$, we have $\Lambda_{34} \neq \emptyset$. So Lemma 3.4 ensures that $u_3$ and $u_4$ are comparable.

Assume first that $u_4 < u_3 < u_2 < u_1$. The first clause in the statement of the lemma ensures that $\Lambda_{14} \neq \emptyset$ and that $\Lambda_{24} \neq \emptyset$. Then Corollary 3.7 applied to $u_4 < u_3 < u_2$, ensures that $\Lambda_{23} \subseteq \Lambda_{34}$, and when applied to $u_4 < u_3 < u_1$ it ensures that $\Lambda_{13} \subseteq \Lambda_{34}$. We therefore get a contradiction to the last clause in the statement of the lemma.

Assume now that $u_3 < u_4 < u_2 < u_1$. The first clause in the statement of the lemma ensures that $\Lambda_{13} \neq \emptyset$ and that $\Lambda_{23} \neq \emptyset$. Then Corollary 3.7 applied to $u_3 < u_4 < u_2$, ensures that $\Lambda_{23} \subseteq \Lambda_{34}$, and when applied to $u_3 < u_4 < u_1$ it ensures that $\Lambda_{13} \subseteq \Lambda_{34}$. Again we get a contradiction to the last clause in the statement of the lemma. This completes our proof.

Now we are ready to prove Proposition 3.1.

Proof of Proposition 3.1. Recall that the line-preserving bijection $\phi : \Upsilon^{(0)} \to (\Upsilon')^{(0)}$ induces a graph isomorphism $\phi_\Lambda : \Lambda \to \Lambda'$. By Lemma 3.3, $\phi$ preserves labels of standard
lines, and therefore it also induces a bijection \( \phi_T : T^{(0)} \to (T')^{(0)} \) (recall indeed that type a vertices of \( \Lambda \) are identified with vertices of \( T \)). Take two adjacent vertices \( \overline{u}_1, \overline{u}_2 \) of \( T \), and let \( u_1, u_2 \) be the corresponding vertices of \( \Lambda \). Assume for now that \( m \) does not divide \( n \). Then \( \text{lk}_\Lambda(u_1) \cap \text{lk}_\Lambda(u_2) \neq \emptyset \) and \( u_1, u_2 \) satisfy the condition from Lemma 3.8. Hence \( \text{lk}_\Lambda' (\phi_\Lambda(u_1)) \cap \text{lk}_\Lambda' (\phi_\Lambda(u_2)) \neq \emptyset \). Lemma 3.4 implies that \( \phi_T(\overline{u}_1) \) and \( \phi_T(\overline{u}_2) \) are comparable. As \( u_1 \) and \( u_2 \) satisfy the condition of Lemma 3.8 so do \( \phi_\Lambda(u_1) \) and \( \phi_\Lambda(u_2) \). Lemma 3.8 therefore implies that \( \phi_T(\overline{u}_1) \) and \( \phi_T(\overline{u}_2) \) are adjacent in \( T' \). The same conclusion also holds when \( m \) divides \( n \), using Lemma 3.9 instead of Lemma 3.8.

Thus \( \phi_T \) preserves adjacency, and as \( T \) and \( T' \) are trees, it also preserves non-adjacency, i.e. \( \phi_T \) extends to an isomorphism from \( T \) to \( T' \). As \( T \) has valence \( |m| + |n| \) and \( T' \) has valence \(|m'| + |n'|\), we deduce that \(|m| + |n| = |m'| + |n'|\).

We claim that \( \phi_T \) preserves the orientation of edges. Say that two vertices \( \overline{v}_1, \overline{v}_2 \in T^{(0)} \) are strongly comparable if \( \text{lk}_\Lambda(\overline{v}_1) \cap \text{lk}_\Lambda(\overline{v}_2) \neq \emptyset \). Let \( \overline{u}_1 > \overline{u}_2 \) be two adjacent vertices of \( T \), and for every \( i \in \{1, 2\} \), let \( V_i \) be the set consisting of all vertices of \( T \) which are adjacent to \( \overline{u}_i \) and are strongly comparable to both \( \overline{u}_1 \) and \( \overline{u}_2 \).

Write \(|m|/|n| = p/q\), where \( p, q \geq 1 \) satisfy \( \gcd(p, q) = 1 \). We now show that \(|V_1| = q\) and \(|V_2| = p\). We refer to Figure 2 below, where \( \ell_i \) is the a-line corresponding to \( u_i \) for \( i \in \{1, 2\} \), and the lines \( \ell_3 \) correspond to vertices in \( V_2 \).

Let \( v \) be a vertex in \( \ell_3 \) which belongs to some t-line that intersects \( \ell_1 \). For every \( i \in \{0, \ldots, |m| - 1\} \), let \( v_i \) be the vertex at distance \( i \) from \( v \) on \( \ell_2 \), going positively in the a-direction (in particular \( v_0 = v \)). Then there is a natural bijection between the set of all a-lines \( \ell_3 \) corresponding to vertices \( \overline{u}_3 < \overline{u}_2 \) of \( T \) that are adjacent to \( u_2 \) and the set \( \{v_0, \ldots, v_{|m| - 1}\} \) : this bijection sends an a-line \( \ell_3 \) to the unique vertex \( v_i \) such that there is a t-line through \( v_i \) intersecting \( \ell_3 \). We denote by \( \ell_3 \) the a-line corresponding to \( v_i \).

Then the existence of a t-line intersecting both \( \ell_3 \) and \( \ell_1 \) is equivalent to the existence of a pair of integers \( k_1, k_2 \) such that \( k_1 |n| - k_2 |m| = i \). In other words, the set \( V_2 \) is in 1-1 correspondence with the set of all integers \( i \in \{0, \ldots, |m| - 1\} \) such that the equation \( k_1 |n| - k_2 |m| = i \) has an integer solution for \( k_1 \) and \( k_2 \). This happens if and only if \( i \) is a multiple of \( \gcd(|m|, |n|) \), so \(|V_2| = p\).

Likewise \( V_1 \) is in 1-1 correspondence with the set of all integers \( i \in \{0, \ldots, |n| - 1\} \) such that the equation \( k_1 |m| - k_2 |n| = i \) has an integer solution for \( k_1 \) and \( k_2 \), so \(|V_1| = q\).

It follows from the definition that \( \phi_T(V_1) \) is the set of all vertices of \( T' \) which are adjacent to \( \phi_T(\overline{u}_1) \) and are strongly comparable to both \( \phi_T(\overline{u}_1) \) and \( \phi_T(\overline{u}_2) \). We claim that \( \phi_T(\overline{u}_1) > \phi_T(\overline{u}_2) \). Indeed, suppose towards a contradiction that \( \phi_T(\overline{u}_1) < \phi_T(\overline{u}_2) \). Then repeating the above computation, we have \(|\phi_T(V_1)| = p'\) and \(|\phi_T(V_2)| = q'\) with \( p', q' \) being positive integers such that \( \gcd(p', q') = 1 \) and \( \frac{|m'|}{|n'|} = \frac{q'}{p'} \). As \( |\phi_T(V_1)| = |V_1| \) for any \( i \in \{1, 2\} \), we deduce that \( q = p' \) and \( p = q' \), which is impossible as \( p < q \) and \( p' < q' \).

Thus we must have \( \phi_T(\overline{u}_1) > \phi_T(\overline{u}_2) \). Moreover, \( p = p' \) and \( q = q' \). This together with \(|m| + |n| = |m'| + |n'|\) implies that \(|m| = |m'| \) and \(|n| = |n'| \). Hence Proposition 3.1 follows.

Some remarks, examples and questions. Proposition 3.1 suggests the following more general question: given \( m, n \in \mathbb{Z} \), what is the group of all line-preserving bijections of
Figure 2: Illustration of the configuration in the proof of Proposition 3.1.
4 Combinatorial rigidity of the intersection graph

The intersection graph of the Higman group was introduced by Martin [Mar17, Definition 2.6]. It can be viewed as a Higman group analogue of the curve graph for surfaces, of Crisp’s fixed set graph in the context of 2-dimensional Artin groups of hyperbolic type [Cri05], or of Kim and Koberda’s extension graph for right-angled Artin groups [KK13]. For later use, we give a definition in a more general context than generalized Higman groups.

**Definition 4.1 (Intersection graph).** Let \( G \) be a group, and let \( X \) be an \( M_\kappa \)-polyhedral complex (for some \( \kappa \in \mathbb{R} \)) equipped with an action of \( G \) by cellular isometries. The intersection graph \( \Theta \overset{\sim}{\rightarrow} X \) of the \( G \)-action on \( X \) is the graph with the same vertex set as \( X \), in which two vertices are joined by an edge if their stabilizers have nontrivial intersection.

The intersection graph of a generalized Higman group is the intersection graph of its action on the polyhedral complex \( X \) defined in Section 2.2 (its developed complex).

The graph \( \Theta \overset{\sim}{\rightarrow} X \) comes with a natural \( G \)-action induced by the \( G \)-action on \( X \). Let now specify this to the case of a generalized Higman group \( \text{Hig}_\sigma \), acting on its developed complex \( X_\sigma \). Recall the finite subgroup \( F = F_\sigma \) of \( \mathfrak{S}(\mathbb{Z}/k\mathbb{Z}) \) introduced in Section 2.4. Notice that \( F_\sigma \) acts on \( X_\sigma \), by sending a vertex \( gG\bar{x}_i \) to \( \tau(g)G\bar{x}_{\tau(i)} \), and a 2-cell \( g\hat{K} \) to the 2-cell \( \tau(g)\hat{K} \). Through this, the action of \( \text{Hig}_\sigma \) on \( X_\sigma \) extends to an action of \( \hat{\text{Hig}}_\sigma = \text{Hig}_\sigma \rtimes F_\sigma \). This also yields an action of \( \hat{\text{Hig}}_\sigma \) on the intersection graph \( \Theta_\sigma \) of \( \text{Hig}_\sigma \). We denote by \( \text{Aut}(X_\sigma) \) the group of all cellular automorphisms of \( X_\sigma \), and by \( \text{Aut}(\Theta_\sigma) \) the group of all graph automorphisms of \( \Theta_\sigma \).

**Theorem 4.2.** Let \( \text{Hig}_\sigma \) be a generalized Higman group, let \( X_\sigma \) be its developed complex, and let \( \Theta_\sigma \) be its intersection graph.

Then the natural maps \( \hat{\text{Hig}}_\sigma \rightarrow \text{Aut}(X_\sigma) \) and \( \hat{\text{Hig}}_\sigma \rightarrow \text{Aut}(\Theta_\sigma) \) are isomorphisms.

Recall from Section 2.1 that \( \mathcal{P} \) denotes the poset of all cosets of the vertex groups, edge groups and the trivial subgroup of \( G \). Recall also that \( \mathcal{Q} \) denotes the poset of closed cells of \( X \), ordered by containment. Then the natural map \( \mathcal{P} \rightarrow \mathcal{Q} \) is order-reversing. We start by proving the combinatorial rigidity statement for \( \text{Aut}(X) \).

**Proposition 4.3.** Let \( \text{Hig}_\sigma \) be a generalized Higman group, and let \( X_\sigma \) be its developed complex.

Then the natural map \( \hat{\text{Hig}}_\sigma \rightarrow \text{Aut}(X_\sigma) \) is an isomorphism.

**Proof.** For simplicity of notation, we will write \( G = \text{Hig}_\sigma \), \( \hat{G} = \hat{\text{Hig}}_\sigma \), and simply write \( X, \Theta \) instead of \( X_\sigma, \Theta_\sigma \).

Injectivity of the map \( \hat{G} \rightarrow \text{Aut}(X) \) follows directly from its construction, so we focus on proving its surjectivity.

Let \( \Phi : X \rightarrow X \) be an automorphism of \( X \). As \( G \) acts transitively on the collection of 2-cells of \( X \), by post-composing \( \Phi \) by an element of \( G \), we assume that \( \Phi \) fixes the
induced by the orientation of edges along each standard line. Indeed, if \( \ell \) is a previous paragraph, \( \phi \) induces a bijection \( \phi \) of fundamental domain \( \hat{K} \) (cf. Section 2.1) setwise. Through the identification \( P \rightarrow Q \), \( \Phi \) induces a bijection \( \phi : G \rightarrow G \) which sends elements in a left coset of a vertex group (resp. edge group) bijectively to elements in a (possibly different) left coset of a vertex group (resp. edge group).

Let \( \Upsilon_G \) be the Cayley graph of \( G \) (with respect to the generating set \( \{a_1, \ldots, a_k\} \)) with the usual edge labeling and orientation of Cayley graphs. For \( i \in \mathbb{Z}/k\mathbb{Z} \), a standard BS-subgraph of type \( \langle a_i, a_{i+1} \rangle \) in \( \Upsilon_G \) is the subgraph spanned by all vertices in a left coset of \( \langle a_i, a_{i+1} \rangle \) (this subgraph is isomorphic to the Cayley graph of a Baumslag-Solitar group \( BS(m_i, n_i) \) for its standard generating set). A standard line of type \( a_i \) in \( \Upsilon_G \) is a line in \( \Upsilon_G \) spanned by all vertices in a left coset of \( \langle a_i \rangle \). By the observation made in the previous paragraph, \( \phi \) sends every standard BS-subgraph onto a standard BS-subgraph, and every standard line onto a standard line. We claim that \( \phi \) preserves the linear order induced by the orientation of edges along each standard line. Indeed, \( \ell \) is a standard line of type \( a_i \), then there is a standard BS-subgraph \( \Upsilon_1 \subset \Upsilon_G \) of type \( \langle a_i, a_{i+1} \rangle \) such that \( \ell \subset \Upsilon_1 \). As \( \phi \mid \Upsilon_1 \) is a line-preserving bijection between two Baumslag-Solitar groups, Proposition 3.1 implies that \( \phi \) respects the linear order along \( \ell \).

It follows from the above claim that if \( \Phi \) fixes a vertex \( x \) of \( X \) and 2-cell \( K' \) of \( X \) containing \( x \), then \( \Phi \) fixes the closed star of \( x \) pointwise. Indeed, \( x \) corresponds to a standard BS-subgraph \( \Upsilon_x \) in \( \Upsilon_G \). Moreover, \( \phi \mid \Upsilon_x \) is a line-preserving bijection to itself which respects the linear order along each line (by the above) and label of each standard line (by Proposition 3.1), and fixes one element (corresponding to \( K' \)), hence is the identity map. Thus \( \Phi \) fixes the closed star of \( x \) pointwise. We can deduce from this that if \( \Phi \) fixes a 2-cell \( K_1 \) of \( X \) pointwise, then \( \Phi \) fixes \( X \) pointwise, as for any other 2-cell \( K_2 \), there is a chain of 2-cells from \( K_1 \) to \( K_2 \) such that any two adjacent members in the chain have non-empty intersection (indeed \( X \) is connected by Lemma 2.3).

Let \( f \) be a permutation of elements of \( \mathbb{Z}/k\mathbb{Z} \) such that \( \phi(\bar{x}_i) = x_{f(i)} \) for each vertex \( \bar{x}_i \) of \( K \) (viewed as a vertex of \( \hat{K} \)). We now show that \( f \) belongs to \( F \). Note that \( \phi \mid G_{\bar{x}_i} : G_{\bar{x}_i} \rightarrow G_{x_{f(i)}} \) is a line-preserving bijection which sends identity to identity. Thus by Proposition 3.1, \( \phi \mid G_{\bar{x}_i} \) sends \( a_i \)-lines (resp. \( a_{i-1} \)-lines) to \( a_{f(i)} \)-lines (resp. \( a_{f(i)}^{-1} \)-lines). In particular \( f(i) - 1 = f(i - 1) \), i.e. \( f \) is a translation. As \( \phi \mid G_{\bar{x}_i} \) respects the linear order along each standard line by the previous claim, we deduce that \( \phi \mid G_{\bar{x}_i} \) is an isomorphism. Therefore, either \( m_i = m_{f(i)} \) and \( n_i = n_{f(i)} \), or \( m_i = -m_{f(i)} \) and \( n_i = -n_{f(i)} \) (see [Mo91]). Thus \( f \in F \). By post-composing \( \Phi \) by \( f^{-1} \in F \), we can assume \( \Phi \) fixes \( \hat{K} \) pointwise. Then \( \Phi \) is the identity by the previous paragraph. Thus the map in Proposition 4.3 is surjective, which completes our proof.

As before, we will now let \( G = \text{Hig}_\sigma, \hat{G} = \hat{\text{Hig}}_\sigma, X = X_\sigma \) and \( \Theta = \Theta_\sigma \). Before proving the rigidity statement for \( \text{Aut}(\Theta) \), we now quickly review disk diagrams and the Gauss-Bonnet formula for application in the proof of the next lemma. We will only need the Gauss-Bonnet formula in the realm of \( M_\sigma \)-polyhedral complexes, though it is more natural to set it up in the more general context of combinatorial CW complexes. We refer to [MW02] Definition 2.1 for the definition of combinatorial CW complexes and combinatorial maps between them. We recall from [MW02] Definition 2.6 that a \langle sin-
gular) disk diagram $D$ is a finite contractible 2-dimensional combinatorial CW complex with a fixed embedding in the plane $\mathbb{R}^2$. A boundary cycle of $D$ is a combinatorial map from a polygon $P$ to $D$ whose image is an edge-path in the graph $D^{(1)}$ corresponding to going around $D$ once in the clockwise direction along the boundary of the unbounded complementary region $\mathbb{R}^2 \setminus D$ (see also [LS77, p. 150]).

Let $P \to X$ be a closed null-homotopic edge-path in a 2-dimensional combinatorial CW complex $X$. A singular disk diagram in $X$ for $P$ is a singular disk diagram $D$ together with a map $D \to X$ such that the closed path $P \to X$ factors as $P \to D \to X$ where $P \to D$ is a boundary cycle of $D$. It is a theorem of Van Kampen that every null-homotopic closed edge path $P \to X$ is the boundary cycle of a singular disk diagram $D \to X$; moreover, we can assume this singular disk diagram is reduced, i.e. $D - D^{(0)} \to X$ is an immersion, see [LS77, V.2.1] or [MW02, Lemma 2.17]. We caution the reader that $D$ is usually not homeomorphic to a 2-dimensional disk (thus the name “singular” disk diagram), e.g. it is not if $P \to X$ is not an embedding. Also even if $P \to X$ is an embedding, there might not exist a singular disk diagram for $P$ such that $D \to X$ is an embedding. If $X$ has a piecewise Riemannian metric, then we equip the singular disk diagram $D$ with the natural piecewise Riemannian metric induced by $D \to X$.

We will use the following version of the Gauss-Bonnet formula for a singular disk diagram $D$ which is a special case of the Gauss-Bonnet formula in [BB96, Section 2]. We assume that $D$ has an $M_\kappa$-polyhedral complex structure. For a vertex $v \in D^{(0)}$, let $\chi(v)$ be the Euler characteristic of $lk(v, D)$. Recall that the length of an edge of $lk(v, D)$ is the interior angle at $v$ of the 2-cell of $D$ corresponding to this edge. Let $\alpha(v)$ be the sum of the lengths of all edges in $lk(v, D)$. Define $\kappa(v) = (2 - \chi(v))\pi - \alpha(v)$. Given a 2-cell $C \in D^{(2)}$, we denote by $\text{Area}(C)$ the area of $C$. Then

$$\sum_{v \in D^{(0)}} \kappa(v) + \kappa \sum_{C \in D^{(2)}} \text{Area}(C) = 2\pi.$$  

(1)

Given $n \in \mathbb{N}$, an induced $n$-cycle in a simplicial graph $\Theta$ is a reduced closed edge path $\omega$ of length $n$ such that two vertices of $\omega$ are joined by an edge in $\Theta$ if and only if they are adjacent in $\omega$. Let $k$ be the number of generators in the standard presentation of the generalized Higman group $G$. Now we show that each induced $k$-cycle of the intersection graph $\Theta$ corresponds to a 2-cell of $X$ in the following way.

**Lemma 4.4.** Let $\omega$ be an induced $k$-cycle in $\Theta$ with consecutive vertices of $\omega$ denoted by $\{v_i\}_{i \in \mathbb{Z}/k\mathbb{Z}}$. Let $x_i$ be the vertex of $X$ corresponding to $v_i$. Then $\{x_i\}_{i \in \mathbb{Z}/k\mathbb{Z}}$ is the collection of consecutive vertices in the boundary of a 2-cell of $X$.

**Proof.** Let $r_i$ be the geodesic segment (in $X$) between $x_i$ and $x_{i+1}$. As $v_i$ and $v_{i+1}$ are adjacent in $\Theta$, the intersection $G_{x_i} \cap G_{x_{i+1}}$ is nontrivial. It thus follows from Lemma 2.4(2) that $d(x_i, x_{i+1}) \leq 2$ and $r_i$ is contained in the 1-skeleton of $X$ (see Remark 2.5).

We claim that $\angle x_i(x_{i-1}, x_{i+1}) \neq 0$. This is clear if $x_i$ is adjacent to both $x_{i-1}$ and $x_{i+1}$, as $x_{i-1} \neq x_{i+1}$. If $x_i$ is adjacent to exactly one of $x_{i-1}$ and $x_{i+1}$, say $x_{i-1}$, then $x_{i-1} \in r_i$ if $\angle x_i(x_{i-1}, x_{i+1}) = 0$. As $G_{x_i} \cap G_{x_{i+1}}$ fixes $r_i$ pointwise, $G_{x_i} \cap G_{x_{i+1}} \cap G_{x_{i-1}}$ is infinite, contradicting that $\omega$ is an induced cycle. If $x_i$ is adjacent to neither $x_{i-1}$ nor $x_{i+1}$, then $\angle x_{i-1}(x_i, x_{i+1}) = 0$.
nor \( x_{i+1} \), then the midpoints of \( r_{i-1} \) and \( r_i \) coincide if \( \angle_x(x_{i-1}, x_{i+1}) = 0 \). We denote the common midpoint by \( x \). Lemma [2.4](2) implies \( \overline{xx_j} \) is oriented away from \( x \) for \( i - 1 \leq j \leq i + 1 \), so \( G_{x_{i+1}} \cap G_{x_{i-1}} \) is nontrivial, which contradicts that \( \omega \) is an induced cycle.

The concatenation of the geodesic segments \( r_i \) forms an edge loop in \( X \), which we view as a map \( f_0 \) from a suitable polygon \( P \) to \( X^{(1)} \) sending edges to edges. By the previous paragraph, \( f_0 : P \to X \) is a local embedding. When \( n = 4 \), as \( \angle_x(x_{i-1}, x_{i+1}) \geq \pi/2 \), by the Flat Quadrilateral Theorem (cf. [BH99, Theorem II.2.11]), the map \( P \to X \) is an embedding and its image must be the boundary of a convex region \( R \) in \( X \) which is isometric to a Euclidean rectangle. As the sides of \( R \) have length at most 2, it follows that \( R \) is made of one 2-cell of \( X \), or two 2-cells, or four 2-cells. As the orientation of sides of \( R \) with length 2 has to satisfy Lemma [2.4](2b), moreover, the boundary of each 2-cell has a consistent edge orientation, the only possibility of \( R \) satisfying these two constraints is \( R \) being a single 2-cell of \( X \) (see Figure 3), hence the lemma follows.

Suppose now that \( k \geq 5 \). Let \( f : D \to X \) be a reduced singular disk diagram for \( f_0 : P \to X \) (i.e. \( P \to X \) factors through \( P \to D \to X \)). Then \( D \) inherits an \( M_{-1} \)-polyhedral complex structure from \( X \) and the above Gauss-Bonnet formula (Equation (1)) becomes

\[
\sum_{v \in D^{(0)}} \kappa(v) - \sum_{C \in D^{(2)}} \text{Area}(C) = 2\pi.
\]

We denote the map \( P \to D \) by \( f_1 \). Define \( \partial D = \text{im} f_1 \). The polygon \( P \) is a concatenation of subpaths \( r'_i \) which are mapped to the geodesic segments \( r_i \) under \( f_0 \). We let \( x'_i \in P \) be the intersection of \( r'_{i-1} \) and \( r'_i \) (with indices taken modulo \( k \)), and note that \( f_0(x'_i) = x_i \).

We now make the following observations.

1. If \( v \in D^{(0)} \setminus \partial D \), then \( \chi(v) = 0 \) (as \( \text{lk}(v, D) \) is a circle). Moreover, as the disk diagram is reduced, \( f : D \to X \) induces a local embedding \( \text{lk}(v, D) \to \text{lk}(f(v), X) \). As the length of any embedded cycle in \( \text{lk}(f(v), X) \) is at least \( 2\pi \) (see Lemma A.1), we have \( \alpha(v) \geq 2\pi \), so \( \kappa(v) \leq 0 \).

2. Suppose \( v \in D^{(0)} \) satisfies that \( v \in \partial D \) and \( v \) is one of the \( f_1(x'_i) \). Then either \( \chi(v) = 2 \) (i.e. \( \text{lk}(v, D) \) is disconnected) or \( \chi(v) = 1 \) (i.e. \( \text{lk}(v, D) \) is connected). In the former case \( \kappa(v) \leq 0 \); in the latter case, as \( \angle_x(x_{i-1}, x_{i+1}) \geq \pi/2 \) in \( X \), \( f \) induces a map from the path \( \text{lk}(v, D) \) to a path in \( \text{lk}(x_i, X) \) joining two vertices at distance at least \( \pi/2 \), implying \( \alpha(v) \geq \pi/2 \) and \( \kappa(v) \leq \pi/2 \). Thus we always have \( \kappa(v) \leq \pi/2 \).
3. Suppose \( v \in D^{(0)} \) satisfies that \( v \in \partial D \) and \( v \) is not one of the \( f_i(x_i') \). If \( \text{lk}(v, D) \) is disconnected, then we deduce as before that \( \kappa(v) \leq 0 \). If \( \text{lk}(v, D) \) is connected, as \( f(v) \) lies in the interior of one of the geodesic segment \( r_i \), \( f \) induces a map from the path \( \text{lk}(v, D) \) to a path in \( \text{lk}(f(v), X) \) joining two vertices at distance at least \( \pi \), implying \( \alpha(v) \geq \pi \) and \( \kappa(v) \leq 0 \). Thus we always have \( \kappa(v) \leq 0 \).

Applying the Gauss-Bonnet formula to a single 2-cell of \( X \) shows that the area of any 2-cell is equal to \( \frac{2\pi}{\kappa} - 2\pi \). Now, when applying the Gauss-Bonnet formula to \( D \), the above analysis shows that \( \sum_{v \in D^{(0)}} \kappa(v) \leq \frac{2\pi}{\kappa} \), and from this we deduce that \( D \) has at most one 2-cell. The case where \( D \) has no 2-cells can be ruled out using that \( \angle_{\kappa}(x_{i-1}, x_{i+1}) \geq \pi/2 \).

We deduce that \( P \) is the boundary of a single 2-cell in \( X \) (in particular \( x_i \) and \( x_{i+1} \) are adjacent in \( X^{(1)} \)) and the lemma follows. \( \square \)

**Remark 4.5.** We record a geometric observation which follows from a similar use of the Gauss-Bonnet formula as above. Let \( Z \) be a 2-dimensional CAT(−1) piecewise hyperbolic complex with finite shapes such that every 2-cell of \( Z \) is a right-angled hyperbolic polygon. Suppose \( P \) is an immersed (i.e. locally embedded) geodesic polygon in \( Z^{(1)} \) which is a concatenation of \( k \) geodesic segments of \( Z \), where \( k \) is the minimal number of sides of a 2-cell in \( Z \). Then \( P \) is embedded and \( P \) is the boundary of a 2-cell of \( Z \).

**Proof of Theorem 4.2.** As before, we will let \( G = \text{Hig}_\sigma, \hat{G} = \text{Hig}_\sigma, X = X_\sigma \) and \( \Theta = \Theta_\sigma \).

The statement for \( \text{Aut}(X) \) was already proved in Proposition 4.3, so we focus on the statement for \( \text{Aut}(\Theta) \). Take \( \alpha \in \text{Aut}(\Theta) \). Then \( \alpha \) induces a bijection \( \alpha' : X^{(0)} \to X^{(0)} \).

If two vertices \( x_1 \) and \( x_2 \) of \( X \) are adjacent in \( X^{(1)} \), then there is a 2-cell \( C \) containing \( x_1 \) and \( x_2 \). Vertices of the 2-cell give rise to an induced \( \kappa \)-cycle of \( \Theta \). Let \( (1) \) implies that \( \alpha(v_1) \) and \( \alpha(v_2) \) correspond to two adjacent vertices in \( \text{lk}(v_1) \) and \( \text{lk}(v_2) \) in \( \omega \). As \( \alpha(\omega) \) is an induced \( \kappa \)-cycle in \( \Theta \), Lemma 4.4 implies that \( \alpha(v_1) \) and \( \alpha(v_2) \) correspond to two adjacent vertices in the boundary of some 2-cell of \( X \). Thus \( \alpha'(x_1) \) and \( \alpha'(x_2) \) are adjacent. By working with \( \alpha^{-1} \) instead of \( \alpha \), we also deduce that non-adjacent vertices are sent to non-adjacent vertices by \( \alpha' \). Thus \( \alpha' \) extends to a graph isomorphism \( X^{(1)} \to X^{(1)} \).

Moreover, Lemma 4.4 implies that \( \alpha' \) sends boundaries of 2-cells in \( X \) to boundaries of 2-cells (as they correspond to induced \( \kappa \)-cycles in \( \Theta \)). Thus \( \alpha' \) further extends to an automorphism of \( X \). This defines a homomorphism \( \text{Aut}(\Theta) \to \text{Aut}(X) \) (sending \( \alpha \) to \( \alpha' \)), and it is injective by construction. In addition, the natural homomorphism \( \hat{G} \to \text{Aut}(X) \) factors through the natural homomorphism \( \hat{G} \to \text{Aut}(\Theta) \). Since the former is an isomorphism (Proposition 4.3), so is the latter, which completes our proof. \( \square \)

**Remark 4.6.** Note that Theorem 4.2 relies crucially on the interlocking pattern of the Baumslag-Solitar groups in the generalized Higman groups. If we change the pattern of how the BS subgroups fit together, then the theorem fails. For example, we can change one relator in \( \text{Hig}_5 \) from \( a_2a_3a_2^{-1} = a_3^2 \) to \( a_3a_2a_3^{-1} = a_2^3 \) to obtain a new group

\[
G = \langle a_1, \ldots, a_5 \mid a_1a_2a_1^{-1} = a_2^2, a_3a_2a_3^{-1} = a_2^2, a_3a_4a_3^{-1} = a_2^2, a_4a_5a_4^{-1} = a_3^2, a_5a_1a_5^{-1} = a_1^2 \rangle
\]

We can define the developed complex \( X \) and the intersection graph \( \Theta \) for \( G \) similarly. It is still true \( \text{Aut}(X) \cong \text{Aut}(\Theta) \). However, as we will now explain, elements in \( \text{Aut}(X) \)
do not arise from the action of an element of \( G \) in general (in fact not even from an automorphism of \( G \)).

Let \( \Upsilon_G \) be the Cayley graph of \( G \). We define standard lines and standard BS-subgraphs in \( \Upsilon_G \) as before, and their intersection with \( G \) are defined to be standard lines and standard BS-subsets in \( G \). A bijection of \( G \to G \) is admissible if it preserves standard lines and standard BS-subsets. Elements in \( \text{Aut}(X) \) are in 1-1 correspondence with admissible bijections of \( G \). Now we give an admissible bijection \( G \to G \) which is not an automorphism.

Note that \( G \) admits a splitting \( G = H_1 \ast_L H_2 \), where \( H_1 = \langle a_1, a_2, a_3 \rangle \), \( H_2 = \langle a_1, a_4, a_5, a_3 \rangle \), and \( L = \langle a_1, a_3 \rangle \). Moreover, \( H_1 \) is a doubling of \( \langle a_1, a_2 \rangle \) in the sense that it can be thought of as the amalgamation of two identical copies of \( \langle a_1, a_2 \rangle \) along the subgroup generated by \( a_2 \). Let \( f : \langle a_1, a_2 \rangle \to \langle a_1, a_2 \rangle \) be the line-preserving bijection as in Example 3.10. We can use the amalgam structure of \( H_1 \) to double the map \( f \) to obtain an admissible bijection \( g : H_1 \to H_1 \). Note that \( g \) does not respect orders along standard lines of type \( a_2 \), though it does respect orders along standard lines of type \( a_1 \) and \( a_3 \). In particular, \( g \) permutes the left cosets of \( L \) in \( H_1 \), and for each such left coset \( E \), there exists \( h \in H_1 \) (depending on \( E \)) such that \( g(k) = hk \) for any \( k \in E \).

Now we use the splitting \( G = H_1 \ast_L H_2 \) to extend \( g \) to an admissible bijection \( G \to G \) as follows. Let \( T \) be the associated Bass-Serre tree. Then each vertex of \( T \) corresponds to a left coset of \( H_1 \) or \( H_2 \), and each edge of \( T \) corresponds to a left coset of \( L \). Let \( v_0 \in T \) be the vertex associated with \( H_1 \). Then vertices in \( T \) adjacent to \( v_0 \) correspond to left cosets of \( H_2 \) that have non-empty intersection with \( H_1 \). Take one such left coset, denoted by \( E \). As we already know \( g|_{E \cap H_1} \) coincides with left multiplication with an element \( h_E \in H_1 \). We can thus define the extension of \( g \) to \( G \) by letting it coincide with the left multiplication by \( h_E \) on all left cosets of \( H_1 \) or \( H_2 \) that are represented by vertices of \( T \) that lie in the same connected component of \( T \setminus \{v_0\} \) as \( E \). This defines an admissible bijection of \( G \), which does not coincide with a left translation (because it does not coincide with a left translation on \( H_1 \)).

5 Measure equivalence rigidity of the generalized Higman groups

In this section, we prove our main theorem (Theorem 1.1 from the introduction). We will actually formulate a general rigidity statement for groups acting on piecewise hyperbolic CAT(−1) simplicial complexes, from which the case of the Higman groups is derived. Most arguments in the section are phrased in the language of measured groupoids. The reader is referred to Appendix B for background and terminology. Let us mention that in this appendix, the only new notion is that of an action-like cocycle; however, it is harmless to simply think about the natural cocycle associated to a probability measure-preserving action.
5.1 Statements

The reader is referred to Section 4 for the notion of the intersection graph of an action. Whenever $\Theta$ is a simplicial graph on countably many vertices, the group $\text{Aut}(\Theta)$ of all graph automorphisms of $\Theta$ is equipped with the topology of pointwise convergence, which turns it into a Polish group.

**Theorem 5.1.** Let $X$ be a connected $\text{CAT}(-1)$ piecewise hyperbolic polyhedral complex with countably many cells in finitely many isometry types. Let $G$ be a torsion-free countable group acting by cellular isometries on $X$ without inversion, and let $\Theta$ be the intersection graph of the action $G \acts X$. Assume that

1) (Vertex stabilizers). The stabilizer of every vertex of $X$ is either amenable or contains a nonabelian free subgroup. In addition, the stabilizer of every vertex of $X$ contains a commensurated infinite amenable subgroup.

2) (Edge stabilizers). Edge stabilizers for the $G$-action on $X$ are amenable and of infinite index in the incident vertex stabilizers.

3) (Weak acylindricity). The $G$-action on $X$ is weakly acylindrical.

4) (Non-isolation of amenable vertex stabilizers). For each vertex $v \in X^{(0)}$ such that $\text{Stab}_G(v)$ is amenable, there exists an infinite subgroup of $\text{Stab}_G(v)$ which either fixes a vertex with nonamenable stabilizer, or fixes two distinct vertices of $X$ which are different from $v$.

5) (Chain condition). There is a bound on the size $k$ of a chain $v_1, \ldots, v_k$ of vertices of $X$ such that for every $i \in \{1, \ldots, k-1\}$, the pointwise stabilizer of $\{v_1, \ldots, v_{i+1}\}$ has infinite index in the pointwise stabilizer of $\{v_1, \ldots, v_i\}$.

Then for every self measure equivalence coupling $\Sigma$ of $G$, there exists a $(G \times G)$-equivariant Borel map $\Sigma \to \text{Aut}(\Theta)$, where the $(G \times G)$-action on $\text{Aut}(\Theta)$ is via $(g_1, g_2) \cdot f(x) = g_1 f(g_2^{-1}x)$.

**Remark 5.2.** In fact, in this section, we will prove the following. Let $G$ be a measured groupoid over a standard finite measure space $Y$ with two action-like cocycles $\rho_1, \rho_2 : G \to G$ (see the paragraph above Lemma 3.3 in Appendix P for the definition). Then the two cocycles are $\text{Aut}(\Theta)$-cohomologous, i.e. there exists a Borel map $\varphi : Y \to \text{Aut}(\Theta)$ and a conull Borel subset $Y^* \subseteq Y$ such that for every $g \in G|_{Y^*}$, one has $\rho_2(g) = \varphi(r(g))\rho_1(g)\varphi(s(g))^{-1}$. Theorem 5.1 as stated then follows for instance from [HH20, Proposition 5.11(2)], which relies on techniques that originate in work of Furman [Fur99]. To be precise, notice that [HH20, Proposition 5.11(2)] was stated with action-type (and not action-like) cocycles, but its proof only involves natural cocycles associated to restrictions of actions, which are action-like by Lemma 3.3.

**Remark 5.3.** The last assumption (Chain condition) is in fact unnecessary in the case where all vertex groups are amenable, which is why it does not appear in Theorem 1.6 from the introduction. The changes that need to be made in order to prove Theorem 1.6 will be explained in Section 5.7.
Before we prove Theorem 5.1, let us explain how our main theorems from the introduction follow.

**Proof of Theorem 1.5.** As observed at the beginning of Section 2.1, in proving Theorem 1.1, we do not lose any generality by assuming that \( |m_i| < |n_i| \) for each \( i \) (instead of just \( |m_i| \neq |n_i| \)). Let \( G = \text{Hig}_{\sigma} \), and denote by \( X \) the developed complex of \( \text{Hig}_{\sigma} \), constructed in Section 2.2. As \( k \geq 5 \), the complex \( X \), equipped with the metric defined in Section 2.2, is connected (Lemma 2.3), piecewise hyperbolic and \( \text{CAT}(-1) \), and it has countably many cells in finitely many isometry types. Let \( \Theta \) be the intersection graph of the \( G \)-action on \( X \). The group \( \text{Hig}_{\sigma} \) is torsion-free by Lemma 2.6, and we claim that the action of \( \text{Hig}_{\sigma} \) on \( X \) satisfies all assumptions from Theorem 5.1. First, this action is without inversion by construction. Assumptions 1 and 2 are satisfied because all vertex stabilizers are Baumslag-Solitar groups, and edge stabilizers are infinite cyclic. Assumption 3 (weak acylindricity) comes from Lemma 2.7. By Lemma 2.4(3), for each vertex \( v \in X^{(0)} \), there exist countably many mutually different vertices \( \{v_i\}_{i=1}^{\infty} \) such that \( \text{Stab}_G(v) \cap \text{Stab}_G(v_i) \) is infinite, thus Assumption 4 follows. Assumption 5 follows from Lemma 2.4(4). Therefore, Theorem 5.1 ensures that for every self measure equivalence coupling \( \Sigma \) of \( G \), there exists a \((G \times G)\)-equivariant Borel map \( \Sigma \to \text{Aut}(\Theta) \). This is exactly what we want, since \( \text{Aut}(\Theta) \) is isomorphic to \( \hat{\text{Hig}}_{\sigma} \) (Theorem 4.2).

We now complete the proof of the measure equivalence rigidity of \( \text{Hig}_{\sigma} \).

**Proof of Theorem 1.1.** As \( \text{Hig}_{\sigma} \) is ICC (Lemma 2.6), Theorem 1.1 follows from Theorem 1.5 in view of e.g. [HH20, Corollary 5.4].

The rest of the section is devoted to the proof of Theorem 5.1.

**Standing assumption.** From now on \( G \) and \( X \) are fixed once and for all to satisfy the assumptions of Theorem 5.1.

### 5.2 Elliptic and \( \partial_\infty X \)-elementary subgroupoids

We denote by \( \partial_\infty X \) the visual boundary of \( X \), equipped with the cone topology. Let \( \mathcal{P}_{\leq 2}(\partial_\infty X) \) be the space of all nonempty subsets of \( \partial_\infty X \) of cardinality at most 2: this is naturally identified to \( (\partial_\infty X)^2 / S_2 \), and is equipped with the quotient topology of the product topology on \( (\partial_\infty X)^2 \). Let \( \mathcal{P}_{\leq n}(\partial_\infty X) \) denote the collection of all nonempty finite subsets of \( \partial_\infty X \). This also has a natural topology, by taking the direct limit, as \( n \) goes to \( +\infty \), of the sets of all nonempty finite subsets of cardinality at most \( n \). We also denote by \( \mathcal{P}_{=2}(\partial_\infty X) \) and \( \mathcal{P}_{\geq 3, < \infty}(\partial_\infty X) \) the subspace made of subsets of cardinality equal to 2, and at least 3, respectively.

**Definition 5.4.** Let \( \mathcal{H} \) be a measured groupoid over a standard finite measure space \( Y \), and let \( \rho : \mathcal{H} \to G \) be a strict cocycle. We say that \((\mathcal{H}, \rho)\) is

- \( X \)-elliptic if there exist a conull Borel subset \( Y^* \subseteq Y \) and a vertex \( v \in X^{(0)} \) such that \( \rho(\mathcal{H}_{|Y^*}) \subseteq \text{Stab}_G(v) \);
• stably $X$-elliptic if there exists a countable Borel partition $Y = \bigsqcup_{i \in I} Y_i$ such that for every $i \in I$, $(\mathcal{H}_{|Y_i}, \rho)$ is $X$-elliptic;

• $\partial_\infty X$-elementary if there exists an $(\mathcal{H}, \rho)$-equivariant Borel map $Y \to \mathcal{P}_{\leq 2}(\partial_\infty X)$.

The following lemma says that up to a countable Borel partition of the base space, amenable groupoids equipped with a cocycle towards $G$ fall into one of the above categories.

**Lemma 5.5.** Let $\mathcal{A}$ be an amenable measured groupoid over a standard finite measure space $Y$, equipped with a strict cocycle $\rho : \mathcal{A} \to G$. Then there exists a Borel partition $Y = Y_1 \sqcup Y_2$ such that

1. $(\mathcal{A}|_{Y_1}, \rho)$ is stably $X$-elliptic, and

2. $(\mathcal{A}|_{Y_2}, \rho)$ is $\partial_\infty X$-elementary, and in fact there exists a stably $(\mathcal{A}|_{Y_2}, \rho)$-equivariant Borel map $\varphi : Y_2 \to \mathcal{P}_{\leq 2}(\partial_\infty X)$ such that for every positive measure Borel subset $V \subseteq Y_2$, every stably $(\mathcal{A}|_{Y_1}, \rho)$-equivariant Borel map $\psi : V \to \mathcal{P}_{\leq \infty}(\partial_\infty X)$, and almost every $y \in V$, one has $\psi(y) \subseteq \varphi(y)$.

**Remark 5.6.** In the following proof and throughout the section, we will work with spaces of probability measures. Given a separable metrizable space $X$, we equip the space $\text{Prob}(X)$ of all Borel probability measures on $X$ with the topology generated by the maps $\mu \mapsto \int f d\mu$, where $f$ varies over all real-valued continuous bounded functions on $X$. When $X$ is compact, this topology coincides with the weak-* topology coming from the identification of $\text{Prob}(X)$ to a subspace of the dual of $C(X; \mathbb{R})$ (the space of real-valued continuous functions on $X$), by the Riesz–Markov–Kakutani theorem. When $X$ is countable, the above topology on $\text{Prob}(X)$ coincides with the topology of pointwise convergence. By [Kec95, Theorem 17.24], the Borel $\sigma$-algebra on $\text{Prob}(X)$ is generated by the maps $\mu \mapsto \mu(A)$, where $A$ varies among all Borel subsets of $X$. The reader is referred to [Kec95, Section 17] for more information, justifying the measurability of all maps involving spaces of probability measures in the following proof.

**Proof.** The proof is based on an argument of Adams [Ada94]. We let $Y_1$ be a Borel subset of $Y$ of maximal measure such that $(\mathcal{A}|_{Y_1}, \rho)$ is stably $X$-elliptic: this exists because if $(Y_{1,n})_{n \in \mathbb{N}}$ is a measure-maximizing sequence of such subsets, then their union again has the property. Let $Y_2 = Y \setminus Y_1$. Our goal is to show that $Y_2$ satisfies the conclusion from the lemma. Notice that, by construction, there does not exist any positive measure Borel subset $U \subseteq Y_2$ such that $(\mathcal{A}|_U, \rho)$ is $X$-elliptic.

Let $X_\Delta$ be the second barycentric subdivision of $X$ (cf. [BH99, Chapter I.7]): this is a simplicial complex, which is still CAT($-1$) and piecewise hyperbolic, with countably many simplices in finitely many isometry types, and on which $G$ acts with amenable edge stabilizers. The visual boundaries $\partial_\infty X$ and $\partial_\infty X_\Delta$ are canonically $(G$-equivariantly) isomorphic. Fix a basepoint $x_0 \in X_\Delta$, and let $\overline{X_\Delta}$ be the horocompactification of $X_\Delta$, defined as the closure of the image of the embedding

$$
\begin{align*}
X_\Delta & \to C(X_\Delta, \mathbb{R}) \\
x & \mapsto d(x, \cdot) - d(x, x_0)
\end{align*}
$$
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where $\mathcal{C}(X_\Delta, \mathbb{R})$ denotes the space of all real-valued continuous functions on $X_\Delta$, equipped with the compact-open topology. Denote by $\mathcal{S}(X_\Delta)$ the countable set of all simplices of $X_\Delta$, equipped with the discrete topology. By [BH99] Theorem I.7.19, the space $X_\Delta$ is a complete metric space, and it is also separable because it contains countably many simplices. We can therefore apply [HH20] Proposition 3.3 (based on earlier work of Maher and Tiozzo [MT18]) and deduce that there exist a Borel partition $X_\Delta^b = (X_\Delta^b)_\infty \sqcup (X_\Delta^b)_{\text{bdd}}$ together with $G$-equivariant Borel maps $\theta_\infty : (X_\Delta^b)_\infty \to \partial_\infty X$ and $\theta_{\text{bdd}} : (X_\Delta^b)_{\text{bdd}} \to \mathcal{S}(X_\Delta)$.

The space $X_\Delta^b$ is compact and metrizable (see [MT18] Proposition 3.1). Since $\mathcal{A}$ is amenable, it follows (using [Kid09] Proposition 4.14) that there exists an $(\mathcal{A}, \rho)$-equivariant Borel map $\nu : Y \to \operatorname{Prob}(X_\Delta^b)$. In the rest of the proof, we will usually write $\nu_y$ instead of $\nu(y)$.

We claim that for almost every $y \in Y_2$, one has $\nu_y((X_\Delta^b)_\infty) = 1$. Indeed, assume towards a contradiction that there exists a positive measure Borel subset $U \subseteq Y_2$ such that for every $y \in U$, the probability measure $\nu_y$ gives positive measure to $(X_\Delta^b)_{\text{bdd}}$. By restricting $\nu_y$ to $(X_\Delta^b)_{\text{bdd}}$, renormalizing it to a probability measure, and pushforwarding it through the Borel map $\theta_{\text{bdd}}$, we deduce an $(\mathcal{A}_U, \rho)$-equivariant Borel map $U \to \operatorname{Prob}(\mathcal{S}(X_\Delta))$. As $\mathcal{S}(X_\Delta)$ is countable, there is a natural $G$-equivariant Borel map $\operatorname{Prob}(\mathcal{S}(X_\Delta)) \to \mathcal{P}_{<\infty}(\mathcal{S}(X_\Delta))$, sending a probability measure $\mu$ to the nonempty finite subset of $\mathcal{S}(X_\Delta)$ consisting of all simplices with maximal $\mu$-measure. There is also a $G$-equivariant circumcenter map $\mathcal{P}_{<\infty}(\mathcal{S}(X_\Delta)) \to \mathcal{S}(X_\Delta)$, defined as follows: given a nonempty finite set $F$ of simplices of $X_\Delta$, the set $\hat{F}$ of all vertices of simplices in $F$, viewed as a subset of $X_\Delta$, has a unique circumcenter $c$ (see e.g. [BH99] Proposition II.2.7), and we map $F$ to the smallest simplex of $X_\Delta$ that contains $c$. Finally, denoting by $\operatorname{Cell}(X)$ the countable set consisting of all cells of $X$, there is a $G$-equivariant map $\mathcal{S}(X_\Delta) \to \operatorname{Cell}(X)$, sending a simplex to the smallest cell of $X$ that contains it. Combining these maps yields an $(\mathcal{A}_U, \rho)$-equivariant Borel map $U \to \operatorname{Cell}(X)$. As the $G$-action on $X$ is without inversion, this implies that $(\mathcal{A}_U, \rho)$ is stably $X$-elliptic, a contradiction to the definition of $Y_2$. This proves our claim.

By restricting the probability measures $\nu_y$ to $(X_\Delta^b)_\infty$ and pushforwarding them through the Borel map $\theta_{\infty}$, we obtain an $(\mathcal{A}_{Y_2}, \rho)$-equivariant Borel map $\alpha : Y_2 \to \operatorname{Prob}(\partial_\infty X)$.

We now claim that for every positive measure Borel subset $U \subseteq Y_2$, every $(\mathcal{A}_U, \rho)$-equivariant Borel map $\mu : U \to \operatorname{Prob}(\partial_\infty X)$ and almost every $y \in U$, the support of $\mu_y$ has cardinality at most 2. Indeed, assume towards a contradiction that there exists a positive measure Borel subset $V \subseteq U$ such that for every $y \in V$, the support of $\mu_y$ has cardinality at least 3. Then for every $y \in V$, the probability measure $\mu(y) \otimes \mu(y) \otimes \mu(y)$ on $(\partial_\infty X)^3$ gives positive measure to the Borel subset $(\partial_\infty X)^{(3)}$ consisting of pairwise distinct triples. This yields an $(\mathcal{A}_V, \rho)$-equivariant map $V \to \operatorname{Prob}((\partial_\infty X)^{(3)})$, and this map is Borel as $\mu$ is Borel. Using the existence of a Barycenter map $(\partial_\infty X)^{(3)} \to \mathcal{S}(X_\Delta)$ (see [HH20] Proposition 3.5), we derive an $(\mathcal{A}_V, \rho)$-equivariant Borel map $V \to \operatorname{Prob}(\mathcal{S}(X_\Delta))$. As in the previous paragraph, this implies that $(\mathcal{A}_V, \rho)$
is stably $X$-elliptic, a contradiction.

Notice in particular that the above claim has the following consequence (which is proved by first mapping every nonempty finite set to the uniform probability measure on this set):

**Fact:** For every positive measure Borel subset $U \subseteq Y_2$, every $(A_U, \rho)$-equivariant Borel map $U \to \mathcal{P} \leq \infty (\partial \infty X)$ essentially takes its values in $\mathcal{P} \leq 2 (\partial \infty X)$.

By considering the supports of the measures $\alpha_y$, we see that there exists an $(A_Y, \rho)$-equivariant Borel map $\varphi' : Y_2 \to \mathcal{P} \leq 2 (\partial \infty X)$, showing that $(A_Y, \rho)$ is $\partial \infty X$-elementary. Let now $U \subseteq Y_2$ be a Borel subset of maximal measure such that there exists a stably $(A_U, \rho)$-equivariant Borel map $\varphi_U : U \to \mathcal{P} \leq 2 (\partial \infty X)$.

Given $\varphi_U$ as above, we finally prove that the map $\varphi$ which coincides with $\varphi_U$ on $U$ and with $\varphi'$ on $Y_2 \setminus U$ satisfies the conclusion of the lemma. Indeed, let $V \subseteq Y_2$ be a Borel subset of positive measure, and let $\psi : V \to \mathcal{P} \leq \infty (\partial \infty X)$ be a stably $(A_V, \rho)$-equivariant Borel map. Assume that there exists a Borel subset $W \subseteq V$ of positive measure such that for every $y \in W$, one has $\psi(y) \not\subseteq \varphi(y)$. Then the stably $(A_V, \rho)$-equivariant Borel map $\psi \cup \varphi$ either takes essentially its values in $\mathcal{P} \geq 3, \leq \infty (\partial \infty X)$ (which would contradict the above fact), or it takes its values in $\mathcal{P} \leq 2 (\partial \infty X)$ on a positive measure subset of $Y_2 \setminus U$, which contradicts the maximality of $U$. This completes our proof. \hfill \Box

### 5.3 Exploiting amenable subgroupoids

In the following lemma, we will crucially exploit the weak acylindricity of the $G$-action on $X$.

**Lemma 5.7.** Let $\mathcal{H}$ be a measured groupoid over a standard finite measure space $Y$, let $\rho : \mathcal{H} \to G$ be a strict cocycle with trivial kernel, and assume that $\mathcal{H}$ is nowhere trivial.

Then $(\mathcal{H}, \rho)$ cannot be both stably $X$-elliptic and $\partial \infty X$-elementary.

**Proof.** Assume towards a contradiction that $(\mathcal{H}, \rho)$ is both stably $X$-elliptic and $\partial \infty X$-elementary. Up to replacing $Y$ by a positive measure Borel subset, we can assume that there exists $v \in X^{(0)}$ such that $\rho(\mathcal{H}) \subseteq \text{Stab}_G(v)$. Let also $\theta : Y \to \mathcal{P} \leq 2 (\partial \infty X)$ be an $(\mathcal{H}, \rho)$-equivariant Borel map. Up to replacing $Y$ by a conull Borel subset, we can assume that for every $h \in \mathcal{H}$, one has $\theta(r(h)) = \rho(h) \theta(s(h))$.

Since the $G$-action on $X$ is weakly acylindrical, by Lemma 2.8 every element $\xi \in \mathcal{P} \leq 2 (\partial \infty X)$ has an open neighborhood $U_\xi \subseteq \mathcal{P} \leq 2 (\partial \infty X)$ such that for every nontrivial element $g \in \text{Stab}_G(v)$, one has $gU_\xi \cap U_\xi = \emptyset$. Let $\nu$ be the finite Borel measure on $\mathcal{P} \leq 2 (\partial \infty X)$ obtained by pushforwarding the probability measure on $Y$ through the Borel map $\theta$. Let $\xi \in \mathcal{P} \leq 2 (\partial \infty X)$ be a point in the support of $\nu$. Then the Borel set $Y_\xi \subseteq Y$ consisting of all points $y \in Y$ such that $\theta(y) \in U_\xi$ has positive measure. But for every $h \in \mathcal{H}|Y_\xi$, the element $\rho(h)$ must both fix $v$ and send an element in $U_\xi$ to another element in $U_\xi$, so by the above $\rho(h) = 1$. As $\rho$ has trivial kernel, it follows that the groupoid $\mathcal{H}|Y_\xi$ is trivial, contradicting our assumption that $\mathcal{H}$ is nowhere trivial. \hfill \Box
We say that a measured subgroupoid $\mathcal{H} \subseteq \mathcal{G}$ is stably maximal with respect to some property if it satisfies the property, and for every measured subgroupoid $\hat{\mathcal{H}} \subseteq \mathcal{G}$ satisfying the property, if $\mathcal{H}$ is stably contained in $\hat{\mathcal{H}}$, then they are stably equal.

**Lemma 5.8.** Let $\mathcal{G}$ be a measured groupoid over a standard finite measure space $Y$, let $\rho : \mathcal{G} \to G$ be a strict cocycle with trivial kernel, and let $\mathcal{A}$ be a stably maximal amenable measured subgroupoid of $\mathcal{G}$.

Then there exists a Borel partition $Y = Y_1 \sqcup Y_2$ such that $(\mathcal{A}_{|Y_1}, \rho)$ is stably $X$-elliptic, and there exists a Borel map $\varphi : Y_2 \to \mathcal{P}_{\leq 2}(\partial_{\infty}X)$ such that $\mathcal{A}_{|Y_2}$ is stably equal to the $(\mathcal{G}_{|Y_2}, \rho)$-stabilizer of $\varphi$.

**Proof.** Lemma 5.5 ensures that there exists a Borel partition $Y = Y_1 \sqcup Y_2$ such that $(\mathcal{A}_{|Y_1}, \rho)$ is stably $X$-elliptic, and $\mathcal{A}_{|Y_2}$ is contained in the $(\mathcal{G}_{|Y_2}, \rho)$-stabilizer of some Borel map $\varphi : Y_2 \to \mathcal{P}_{\leq 2}(\partial_{\infty}X)$. It is therefore enough to prove that the $(\mathcal{G}_{|Y_2}, \rho)$-stabilizer of $\varphi$ is amenable, as the stable maximality assumption will then conclude the proof.

As in the proof of Lemma 5.5, let $X_\Delta$ be the second barycentric subdivision of $X$. This is a connected, piecewise hyperbolic CAT$(-1)$ simplicial complex with countably many simplices in finitely many isometry types, on which $G$ acts by simplicial isometries. As edge stabilizers of the $G$-action on $X$ are amenable (Assumption 2 from Theorem 5.1), so are edge stabilizers for the $G$-action on $X_\Delta$. The visual boundaries $\partial_{\infty}X$ and $\partial_{\infty}X_\Delta$ are naturally identified. It thus follows from [HH20, Theorem 1(2)] that the $G$-action on $\partial_{\infty}X$ is Borel amenable, and therefore so is the $G$-action on $\mathcal{P}_{\leq 2}(\partial_{\infty}X)$ (see e.g. [HH20, Lemma 6.14]). As $\rho$ has trivial kernel, it follows from [GH21, Proposition 3.38] (recasting [Kidd08a, Proposition 4.33]) that for every Borel subset $U \subseteq Y$ of positive measure, the $(\mathcal{G}_U, \rho)$-stabilizer of every Borel map $U \to \mathcal{P}_{\leq 2}(\partial_{\infty}X)$ is amenable. This concludes our proof.\hfill\qed

**Lemma 5.9.** Let $\mathcal{G}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho : \mathcal{G} \to G$ be a strict cocycle with trivial kernel. Let $\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3$ be three stably maximal amenable subgroupoids of $\mathcal{G}$, and assume that there do not exist $i \neq j$ and a Borel subset $U \subseteq Y$ of positive measure such that $(\mathcal{A}_i)_U$ has a finite-index subgroupoid contained in $(\mathcal{A}_j)_U$. Let $\mathcal{A} = \mathcal{A}_1 \cap \mathcal{A}_2 \cap \mathcal{A}_3$.

Then $(\mathcal{A}, \rho)$ is stably $X$-elliptic.

**Proof.** Without loss of generality, we can (and shall) assume that $\mathcal{A}$ is nowhere trivial. Indeed, if $U \subseteq Y$ is a Borel subset of maximal measure such that $\mathcal{A}_U$ is stably trivial, then $(\mathcal{A}_U, \rho)$ is stably $X$-elliptic, and $\mathcal{A}_{|U \setminus Y}$ is nowhere trivial.

The groupoid $\mathcal{A}$ is amenable. Therefore, by Lemma 5.5 there exists a Borel partition $Y = Y_1 \sqcup Y_2$ such that $(\mathcal{A}_{|Y_1}, \rho)$ is stably $X$-elliptic, and there exists an $(\mathcal{A}_{|Y_2}, \rho)$-equivariant Borel map $\varphi : Y_2 \to \mathcal{P}_{\leq 2}(\partial_{\infty}X)$. By Lemma 5.7, for every Borel subset $U \subseteq Y_2$ of positive measure, $(\mathcal{A}_U, \rho)$ is not $X$-elliptic (so in particular $(\mathcal{A}_i)_U$ is not $X$-elliptic for any $i \in \{1, 2, 3\}$). Therefore, Lemma 5.8 ensures that there exist three Borel maps $\varphi_1, \varphi_2, \varphi_3 : Y_2 \to \mathcal{P}_{\leq 2}(\partial_{\infty}X)$ such that for every $i \in \{1, 2, 3\}$, the groupoid $(\mathcal{A}_i)_{|Y_2}$ is stably equal to the $(\mathcal{G}_{|Y_2}, \rho)$-stabilizer of $\varphi_i$.\hfill\qed
Our assumptions on the subgroupoids $A_i$ ensure that there does not exist any Borel subset $\mathcal{V} \subseteq Y_2$ of positive measure and $i \neq j$ such that $(\varphi_i)|\mathcal{V} = (\varphi_j)|\mathcal{V}$. More generally, we claim that there does not exist any Borel subset $\mathcal{V} \subseteq Y_2$ of positive measure and $i \neq j$ such that $(\varphi_i)|\mathcal{V} \subseteq (\varphi_j)|\mathcal{V}$. Indeed, otherwise, we can assume without loss of generality that $(\varphi_j)|\mathcal{V}$ takes its values in $\mathcal{P}_{2}(\partial_{\infty}X)$, that $(\varphi_i)|\mathcal{V}$ takes its values in $\mathcal{P}_{1}(\partial_{\infty}X)$, and we let $\varphi'_i(y) = \varphi_j(y) \setminus \varphi_i(y)$. Then observe that the stabilizer of the Borel map $((\varphi_i)|\mathcal{V}, (\varphi'_i)|\mathcal{V})$ has index at most 2 (almost everywhere) in $(A_i)|\mathcal{V}$. Thus, a finite index subgroupoid of $(A_i)|\mathcal{V}$ is contained in $(A_i)|\mathcal{V}$, contradicting our assumption.

In other words, we have just shown that there exists a conull Borel subset $Y_2^* \subseteq Y_2$ such that for every $y \in Y_2^*$ and any two distinct $i, j \in \{1, 2, 3\}$, we have $\varphi_i(y) \not\subseteq \varphi_j(y)$. It follows that the stably $(A_i|Y_2^*, \rho)$-equivariant map $\varphi_1 \cup \varphi_2 \cup \varphi_3$ takes its values in $\mathcal{P}_{3, <\infty}(\partial_{\infty}X)$. Notice that there is a Borel map $\mathcal{P}_{3, <\infty}(\partial_{\infty}X) \rightarrow \mathcal{P}_{<\infty}((\partial_{\infty}X)^{(3)})$, sending a finite set $F$ to the (finite, nonempty) set of all triples of elements in $F$. There is also a Borel $G$-equivariant barycenter map $\mathcal{P}_{<\infty}((\partial_{\infty}X)^{(3)}) \rightarrow \mathcal{P}_{<\infty}(S(X_{\Delta}))$ (as in the proof of Lemma 5.11), and a Borel $G$-equivariant circumcenter map $\mathcal{P}_{<\infty}(S(X_{\Delta})) \rightarrow S(X_{\Delta})$ (again, as in the proof of Lemma 5.12). Combining all these maps together, we derive a stably $(A_i|Y_2^*, \rho)$-equivariant Borel map $Y_2^* \rightarrow S(X_{\Delta})$, which shows that $(A_i|Y_2^*, \rho)$ is stably $X$-elliptic. This completes our proof. \qed

### 5.4 Exploiting quasi-normalized amenable subgroupoids

**Definition 5.10.** A measured groupoid $\mathcal{G}$ is **QNA** if it contains an amenable subgroupoid $A$ of infinite type, such that $A$ is stably quasi-normalized by $\mathcal{G}$.

Notice that this notion is stable under restriction and stabilization. More precisely, if $\mathcal{H}$ is a QNA measured subgroupoid of $\mathcal{G}$ and $U \subseteq Y$ is a positive measure Borel subset, then $\mathcal{H}|U$ is a QNA measured subgroupoid of $\mathcal{G}|U$. And if $Y^* = \cup Y_i$ is a countable Borel partition of a conull Borel subset $Y^* \subseteq Y$, such that for every $i \in I$, the subgroupoid $\mathcal{H}|Y_i$ of $\mathcal{G}|Y_i$ is QNA, then $\mathcal{H}$ is QNA. Notice also that every amenable groupoid of infinite type is QNA. Our goal here is to prove the following.

**Lemma 5.11.** Let $\mathcal{H}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho : \mathcal{H} \rightarrow G$ be a strict cocycle with trivial kernel.

If $\mathcal{H}$ is everywhere nonamenable and QNA, then $(\mathcal{H}, \rho)$ is stably $X$-elliptic.

**Proof.** This is a consequence of Lemma 5.12 and Corollary 5.16 below. \qed

### 5.4.1 Quasi-normalized amenable subgroupoids are stably elliptic.

**Lemma 5.12.** Let $\mathcal{H}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho : \mathcal{H} \rightarrow G$ be a strict cocycle with trivial kernel. Assume that $\mathcal{H}$ is everywhere nonamenable, and let $A$ be an amenable subgroupoid of $\mathcal{H}$ which is stably quasi-normalized by $\mathcal{H}$.

Then $(A, \rho)$ is stably $X$-elliptic.

\footnote{standing for Quasi-Normalizing an Amenable subgroupoid}
Proof. We follow an argument of Kida [Kid14, Theorem 5.1], which is itself a variation over an argument of Adams [Ada94] (see also [HHR15, Theorem 4.1]).

Assume towards a contradiction that $(A, \rho)$ is not stably $X$-elliptic. By Lemma 5.5 there exists a positive measure Borel subset $U \subseteq Y$ such that $(A_{|U}, \rho)$ is $\partial_X X$-elementary; in fact $U$ can be chosen so that there exists a stably $(A_{|U}, \rho)$-equivariant Borel map $\varphi : U \to \mathcal{P}_{\leq 2}(\partial_X X)$ such that for every positive measure Borel subset $V \subseteq U$, every (stably) $(A_{|V}, \rho)$-equivariant Borel map $\psi : V \to \mathcal{P}_{<\infty}(\partial_X X)$, and almost every $y \in V$, one has $\psi(y) \subseteq \varphi(y)$.

Up to replacing $U$ by a positive measure Borel subset, we will assume that $A$ is quasi-normalized by $\mathcal{H}$ (not just stably quasi-normalized).

We now claim that $\varphi$ is $(\mathcal{H}_{|U}, \rho)$-equivariant. Let $B \subseteq \mathcal{H}_{|U}$ be a bisection which determines an isomorphism $\theta : V \to W$ between two Borel subsets $V, W \subseteq U$, and such that $A$ is quasi-$B$-invariant. Up to subdividing $B$ into countably many Borel subsets and working on each of these subsets separately, we will assume that the $\rho$-image of $B$ contains a single element $g \in G$, and prove that for almost every $x \in V$, one has $\varphi(\theta(x)) = g\varphi(x)$. As $\mathcal{H}$ is covered by countably many bisections that all leave $A$ quasi-invariant, this will be enough to prove our claim.

The map $\psi : W \to \mathcal{P}_{\leq 2}(\partial_X X)$ sending $y \in W$ to $g\varphi(\theta^{-1}(y))$ is $(BA_{|V}B^{-1}, \rho)$-equivariant. As $A_{|W} \cap (BA_{|V}B^{-1})$ has finite index in $A_{|W}$, by applying Lemma B.1 with $\Delta = \mathcal{P}_{\leq 2}(\partial_X X)$, we know that there exists a stably $(A_{|W}, \rho)$-equivariant Borel map $\Psi : W \to \mathcal{P}_{<\infty}(\partial_X X)$ such that for every $y \in W$, one has $\Psi(y) \subseteq \varphi(y)$. By definition of $\varphi$, we also have $\Psi(y) \subseteq \varphi(y)$ for almost every $y \in W$, so $\psi(y) \subseteq \varphi(y)$. Thus for almost every $y \in W$, one has $\varphi(\theta^{-1}(y)) \subseteq g^{-1}\varphi(y)$. By working with the bisection $B^{-1}$ instead of $B$ (and exchanging the roles of $V$ and $W$), we know that for almost every $x \in V$, one has $\varphi(\theta(x)) \subseteq g\varphi(x)$. Thus for almost $y \in W$, one has $\varphi(y) \subseteq g\varphi(\theta^{-1}(y))$, i.e. $g^{-1}\varphi(y) \subseteq \varphi(\theta^{-1}(y))$. We have proved both inclusions, so for almost every $y \in W$, one has $g^{-1}\varphi(y) = \varphi(\theta^{-1}(y))$, so $\varphi$ is $(B, \rho)$-equivariant. This finishes the proof of our claim.

As the $G$-action on the second barycentric subdivision $X_\Delta$ has amenable edge stabilizers, it follows from [HH20, Theorem 1] that the $G$-action on $\partial_X X$ is Borel amenable, and therefore so is the $G$-action on $\mathcal{P}_{\leq 2}(\partial_X X)$. As $\rho$ has trivial kernel, the existence of an $(\mathcal{H}_{|U}, \rho)$-equivariant Borel map $U \to \mathcal{P}_{\leq 2}(\partial_X X)$ ensures that $\mathcal{H}_{|U}$ is amenable by [CH21, Proposition 3.38] (recasting [Kid08a, Proposition 4.33]). This contradiction finishes our proof. \hfill $\Box$

5.4.2 Ellipticity, canonical vertex sets, quasi-normality

The following is a version of [HH22, Section 3.3], inspired from Kida’s work for surface mapping class groups [Kid08a, Chapter 4, Section 5], in the presence of quasi-normalized (instead of just normalized) subgroupoids.

Definition 5.13 (Canonical vertex set). Let $\mathcal{H}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho : \mathcal{H} \to G$ be a strict cocycle. A canonical vertex set for $(\mathcal{H}, \rho)$ is a (possibly infinite) set $V \subseteq X^{(0)}$ such that
1. every vertex in $V$ is $(\mathcal{H}, \rho)$-quasi-invariant;

2. for every positive measure Borel subset $U \subseteq Y$, no vertex in $X^{(0)} \setminus V$ is $(\mathcal{H}_{(U, \rho)}$-quasi-invariant.

A canonical vertex set, if it exists, is unique. The following lemma, which crucially relies on the chain condition on vertices of $X$ (Assumption 5 from Theorem 5.1), gives the existence of canonical vertex sets after a countable partition of the base space $Y$.

Lemma 5.14. Let $\mathcal{H}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho : \mathcal{H} \to G$ be a strict cocycle.

Then there exists a countable Borel partition $Y = \cup_{i \in I} Y_i$ such that for every $i \in I$, there exists a subset $V_i \subseteq X^{(0)}$ which is a canonical vertex set for $(\mathcal{H}^{(y_i)}, \rho).

Proof. Let $U \subseteq Y$ be a Borel subset of maximal measure such that there exist a countable Borel partition $U = \cup_{j \in J} U_j$ and for every $j \in J$, a vertex $v_j \in X^{(0)}$ which is $(\mathcal{H}^{(U_j, \rho)})$-quasi-invariant. This exists because if $(U_n)_{n \in \mathbb{N}}$ is a measure-maximizing sequence of such sets, then their union again has the property. We now observe that $\emptyset$ is a canonical vertex set for $(\mathcal{H}^{(Y \setminus U, \rho)}).$ Indeed, otherwise, there exist a positive measure Borel subset $V \subseteq Y \setminus U$ and a vertex $v \in X^{(0)}$ which is $(\mathcal{H}^{(V, \rho)})$-quasi-invariant, but then the set $U \cup V$ contradicts the maximality of the measure of $U$ with the above property.

Let now $j \in J.$ Let $V_j$ be the set of all vertices of $X$ which are fixed by a finite-index subgroup of $\text{Stab}_G(v_j)$ (notice that the second assertion of Theorem 5.1 ensures that $V_j = \{v_j\}$, but we prefer to denote it this way to make the resemblance with the rest of this proof more transparent). All vertices in $V_j$ are $(\mathcal{H}^{(U_j, \rho)})$-quasi-invariant. Let $U'_j \subseteq U_j$ be a Borel subset of maximal measure such that there exist a countable Borel partition $U'_j = \cup_{k \in K} U'_j,k$ and for every $k \in K$, a vertex $v_{j,k} \in X^{(0)} \setminus V_j$ which is $(\mathcal{H}^{(U'_j,k, \rho)})$-quasi-invariant. We observe that $V_j$ is a canonical vertex set for $(\mathcal{H}^{(U_j', \rho)}).$ Indeed, it verifies the first point of Definition 5.13 by the above (and [Kri14, Lemma 3.5(ii)]). And the second point of Definition 5.13 is checked as follows: if some vertex $w \in X^{(0)} \setminus V_j$ were $(\mathcal{H}^{(V, \rho)})$-quasi-invariant for some positive measure Borel subset $V \subseteq U_j \setminus U'_j$, then $U'_j \cup V$ would contradict the maximality of the measure of $U'_j$. Finally, we note that for every $k \in K$, the intersection $\text{Stab}_G(v_j) \cap \text{Stab}_G(v_{j,k})$ is infinite index in $\text{Stab}_G(v_j)$, otherwise $v_{j,k} \in V_j$.

Let now $k \in K$. Repeating the above, let $V_{j,k}$ be the set of all vertices of $X$ which are fixed by a finite-index subgroup of $\text{Stab}_G(v_{j,k})$. Notice that all vertices in $V_{j,k}$ are $(\mathcal{H}^{(U_{j,k}, \rho)})$-quasi-invariant, using [Kri14, Lemmas 3.5(ii),3.6,3.7]. Let $U'_{j,k} \subseteq U_{j,k}$ be a Borel subset of maximal measure such that there exist a countable Borel partition $U'_{j,k} = \cup_{\ell \in \mathbb{L}} U_{j,k,\ell}$ and for every $\ell \in \mathbb{L}$, a vertex $v_{j,k,\ell} \in X^{(0)} \setminus V_{j,k}$ which is $(\mathcal{H}^{(U'_{j,k,\ell}, \rho)})$-quasi-invariant. Then $V_{j,k}$ is a canonical vertex set for $(\mathcal{H}^{(U'_{j,k}, \rho)}).$ Notice also that the pointwise stabilizer of $\{v_{j}, v_{j,k}, v_{j,k,\ell}\}$ has infinite index in the pointwise stabilizer of $\{v_{j}, v_{j,k}\}$. We denote by $V_{j,k,\ell}$ the set of all vertices of $X$ which are fixed by a finite-index subgroup of $\text{Stab}_G(v_j) \cap \text{Stab}_G(v_{j,k}) \cap \text{Stab}_G(v_{j,k,\ell}).$

Repeating this argument, we build a sequence $v_j, v_{j,k}, v_{j,k,\ell}, \ldots$ such that the common stabilizer of the first $k + 1$ vertices always has infinite index in the common stabilizer of
the first $k$ vertices. Our chain condition (Assumption 5 from Theorem 5.1) implies that this process has to stop after finitely many steps, and at the end we have constructed a countable Borel partition of $Y$ with the required property.

\begin{lemma}
Let $\mathcal{H}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho: \mathcal{H} \to G$ be a strict cocycle. Let $\mathcal{A}$ be a subgroupoid of $\mathcal{H}$ which is quasi-normalized by $\mathcal{H}$, and assume that $(\mathcal{A}, \rho)$ has a canonical vertex set $V$.

Then $V$ is $(\mathcal{H}, \rho)$-invariant.
\end{lemma}

\begin{proof}
Write $\mathcal{H}$ as a union of countably many bisections $B_n$, with source $U_n$ and range $V_n$, such that $(B_n, A_{U_n}B_n^{-1}) \cap A_{V_n}$ has finite index in both $B_n, A_{U_n}B_n^{-1}$ and $A_{V_n}$. Without loss of generality, we can (and will) assume that the $\rho$-image of each $B_n$ is a single element $g_n$. It suffices to show that $g_n \in \text{Stab}_G(V)$ for each $n$.

Let $v \in V$. Let $A^0$ be a finite-index subgroupoid of $A$ such that $v$ is $(A^0, \rho)$-invariant. Thus $g_n v$ is $(B_n, A_{U_n}^0B_n^{-1}, \rho)$-invariant. Then $A^\prime_n = (B_n, A_{U_n}^0B_n^{-1}) \cap A_{V_n}$ is a finite-index subgroupoid of $A_{V_n}$ such that $g_n v$ is $(A^\prime_n, \rho)$-invariant. It follows that $g_n v \in V$, showing that $g_n V \subseteq V$. Working with the bisection $B_n^{-1}$ gives $g_n^{-1}V \subseteq V$, hence $g_n V = V$, i.e. $g_n \in \text{Stab}_G(V)$.
\end{proof}

In the following corollary, we use the weak acylindricity assumption on the $G$-action on $X$ to deduce that canonical vertex sets are bounded.

\begin{corollary}
Let $\mathcal{H}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho: \mathcal{H} \to G$ be a strict cocycle with trivial kernel. Let $\mathcal{A}$ be a measured subgroupoid of $\mathcal{H}$ of infinite type, and which is quasi-normalized by $\mathcal{H}$.

If $(\mathcal{A}, \rho)$ is stably $X$-elliptic, then so is $(\mathcal{H}, \rho)$.
\end{corollary}

\begin{proof}
By Lemma 5.14 up to a countable Borel partition of the base space $Y$, we can (and will) assume that $(\mathcal{A}, \rho)$ has a canonical vertex set $V$. As $(\mathcal{A}, \rho)$ is stably $X$-elliptic, $V$ is non-empty.

We first claim that $V$ is bounded in $X$. Indeed, as the $G$-action on $X$ is weakly acylindrical (Assumption 3 from Theorem 5.1), there exists $L > 0$ such that any two vertices of $X$ at distance at least $L$ have a finite common stabilizer (whence trivial since $G$ is torsion-free). So if $\text{diam}_X(V) > L$, then $\mathcal{A}$ would contain the trivial subgroupoid as a finite-index subgroupoid (using that $\rho$ has trivial kernel), contradicting that $\mathcal{A}$ is of infinite type. This proves our claim.

Therefore $V$ has a circumcenter $c$ (cf. [BH99 Proposition II.2.7]), which is contained in a unique cell $P$ of minimal dimension. By Lemma 5.15 the set $V$ is $(\mathcal{H}, \rho)$-invariant, and therefore so is $P$. As the $G$-action on $X$ is without inversion, every vertex of $P$ is $(\mathcal{H}, \rho)$-invariant, showing that $(\mathcal{H}, \rho)$ is (stably) $X$-elliptic.
\end{proof}

\section{Characterization of vertex stabilizers}

\begin{lemma}
Let $\mathcal{G}$ be a measured groupoid over a standard finite measure space $Y$, and let $\rho: \mathcal{G} \to G$ be a strict action-like cocycle. Let $v, v' \in X^{(0)}$ be distinct vertices.
\end{lemma}
Then for every positive measure Borel subset \(U \subseteq Y\), no finite index subgroupoid of \(\rho^{-1}(\text{Stab}_G(v))|_U\) is contained in \(\rho^{-1}(\text{Stab}_G(v'))|_U\).

**Proof.** Assumption 2 from Theorem 5.1 ensures that \(\text{Stab}_G(v) \cap \text{Stab}_G(v')\) has infinite index in \(\text{Stab}_G(v)\). The lemma therefore follows from the definition of an action-like cocycle. \(\square\)

Let \(G\) be a measured groupoid over a standard finite measure space \(Y\), and let \(\rho : G \to G\) be a strict cocycle. We say that a measured subgroupoid \(H\) of \(G\) is of vertex stabilizer type with respect to \(\rho\) if there exist a conull Borel subset \(Y^* \subseteq Y\) and a partition \(Y^* = \sqcup_{i \in I} Y_i\) into at most countably many Borel subsets such that for every \(i \in I\), there exists a vertex \(v_i \in X^{(0)}\) such that \(H|_{Y_i}\) is equal to the \((G|_{Y_i}, \rho)\)-stabilizer of \(v_i\), i.e. \(H|_{Y_i} = (\rho^{-1}(\text{Stab}_G(v)))|_{Y_i}\).

A subgroupoid \(H \subseteq G\) is stably maximal QNA if it is QNA, and any QNA subgroupoid \(\hat{H}\) of \(G\) which stably contains \(H\) is stably equal to \(H\). It is stably maximal amenable if it is amenable, and any amenable subgroupoid \(\hat{H}\) which stably contains \(H\) is stably equal to \(H\). Notice that since amenable groupoids of infinite type are QNA, every amenable subgroupoid of \(G\) which is stably maximal QNA, is also stably maximal amenable.

In the following statement, we give a purely groupoid-theoretic characterization of subgroupoids of \(G\) of vertex stabilizer type with respect to \(\rho\), without any reference to the action-like cocycle \(\rho\). The reader is referred to Section ?? in the introduction for the intuition behind the statement, in particular the comparison with the group-theoretic situation. Roughly, in the statement below, Assertion 2.(a) deals with non-amenable Baumslag-Solitar subgroups, and Assertion 2.(b) deals with the amenable ones, and states their “non-isolation”.

**Lemma 5.18.** Let \(G\) be a measured groupoid over a standard finite measure space \(Y\), and let \(\rho : G \to G\) be a strict action-like cocycle. Let \(H\) be a measured subgroupoid of \(G\). The following assertions are equivalent.

1. The subgroupoid \(H\) is of vertex stabilizer type with respect to \(\rho\).

2. The subgroupoid \(H\) is a stably maximal QNA subgroupoid of \(G\), and there exists a Borel partition \(Y = Y_1 \sqcup Y_2\) such that
   
   (a) there exists an everywhere nonamenable QNA subgroupoid \(\hat{H}'\) of \(G|_{Y_1}\) such that \(H|_{Y_1} \cap \hat{H}'\) is nowhere trivial, and
   
   (b) the groupoid \(H|_{Y_2}\) is amenable, and there exist two stably maximal amenable measured subgroupoids \(H_1, H_2\) of \(G|_{Y_2}\) such that letting \(H_0 = H|_{Y_2}\), the following two assertions hold:
      
      i. given any two distinct \(i, j \in \{0, 1, 2\}\) and any Borel subset \(U \subseteq Y\) of positive measure, no finite index subgroupoid of \((H_i)|_U\) is contained in \((H_j)|_U\);
      
      ii. the groupoid \(H_0 \cap H_1 \cap H_2\) is nowhere trivial.
Proof. We first show that (1) $\Rightarrow$ (2), so let us assume that $(\mathcal{H}, \rho)$ is of vertex stabilizer type with respect to $\rho$. Up to a countable partition of the base space and passing to a conull Borel subset, we can (and will) assume that there exists $v \in X^{(0)}$ such that $\mathcal{H} = \rho^{-1}(\text{Stab}_G(v))$.

We first prove that $\mathcal{H}$ is a stably maximal QNA subgroupoid of $\mathcal{G}$. By assumption (Assumption 1 from Theorem 5.1), the group $\text{Stab}_G(v)$ contains a quasi-normalized infinite amenable subgroup $A$. Letting $A = \rho^{-1}(A)$, the groupoid $A$ is amenable (because $\rho$ has trivial kernel), of infinite type (using that $\rho$ is action-like) and quasi-normalized by $\mathcal{G}$. It remains to prove the stable maximality of $\mathcal{H}$ as a QNA subgroupoid of $\mathcal{G}$. So let $\hat{\mathcal{H}}$ be a QNA subgroupoid of $\mathcal{G}$ such that $\mathcal{H}$ is stably contained in $\hat{\mathcal{H}}$. Up to passing to a conull Borel subset of $Y$ and taking a countable partition, we will assume that $\mathcal{H} \subseteq \hat{\mathcal{H}}$.

We aim to prove that $(\hat{\mathcal{H}}, \rho)$ is stably $X$-elliptic: this will be enough to deduce the stable maximality of $\mathcal{H}$ in view of Lemma 5.11. Let $Y = Y_1 \sqcup Y_2$ be a Borel partition such that $\hat{\mathcal{H}}_{|Y_1}$ is everywhere nonamenable, and $\hat{\mathcal{H}}_{|Y_2}$ is amenable (this exists by choosing for $Y_2$ a Borel subset of maximal measure such that $\hat{\mathcal{H}}_{|Y_2}$ is amenable). Lemma 5.11 ensures that $(\hat{\mathcal{H}}_{|Y_1}, \rho)$ is stably $X$-elliptic. If $(\hat{\mathcal{H}}_{|Y_2}, \rho)$ is not stably $X$-elliptic, then Lemma 5.5 ensures that there exists a Borel subset $U \subseteq Y_2$ of positive measure such that there exists an $(\hat{\mathcal{H}}_{|U}, \rho)$-equivariant Borel map $\varphi : U \to P_{\leq 2}(\partial_{\infty} X)$. But $(\hat{\mathcal{H}}_{|U}, \rho)$ is then both $X$-elliptic and $\partial_{\infty} X$-elementary (since $\hat{\mathcal{H}}_{|U} \subseteq \hat{\mathcal{H}}_{|Y}$). Lemma 5.7 thus ensures that there exists a positive measure Borel subset $V \subseteq U$ such that $\hat{\mathcal{H}}_{|V}$ is trivial, which contradicts the assumption that $\rho$ is an action-like cocycle. This proves the stable maximality of $\mathcal{H}$.

If $\text{Stab}_G(v)$ is nonamenable, then by assumption (Assumption 1 from Theorem 5.1), it contains a nonabelian free subgroup $F$. As $\rho$ is action-like, the groupoid $\rho^{-1}(F)$ is an everywhere nonamenable subgroupoid of $\mathcal{H}$ by [Kid10, Lemma 3.20], in particular $\mathcal{H}$ is everywhere nonamenable. So $Y = Y_1$ and $\mathcal{H}' = \mathcal{H}$ show that (2) holds. So assume that $\text{Stab}_G(v)$ is amenable (in particular $\mathcal{H}$ is amenable). If an infinite subgroup of $\text{Stab}_G(v)$ fixes another vertex $v'$ with nonamenable stabilizer, then taking $Y_1 = Y$ and $\mathcal{H}' = \rho^{-1}(\text{Stab}_G(v'))$ shows that (2) holds. Otherwise, by assumption (Assumption 4 from Theorem 5.1), we can find two distinct vertices $v_1, v_2$ of $X$ with amenable stabilizers, both different from $v$, such that the common stabilizer of $v, v_1, v_2$ is infinite. Let $v_0 = v$, and for $j \in \{0, 1, 2\}$, let $\mathcal{H}_j = \rho^{-1}(\text{Stab}_G(v_j))$. By the argument handling $\hat{\mathcal{H}}_{|Y_2}$ in the previous paragraph, we know that the subgroupoids $\mathcal{H}_j$ are stably maximal amenable subgroupoids of $\mathcal{G}$. As $v, v_1, v_2$ are mutually distinct, Lemma 5.17 ensures that Condition (2b.ii) holds. As the common stabilizer of $v, v_1, v_2$ is infinite and $\rho$ is action-like, we know that $(\mathcal{H}_0 \cap \mathcal{H}_1 \cap \mathcal{H}_2)|U$ is of infinite type for any positive measure Borel subset $U$, thus Condition (2b.ii) holds true.

We now prove that (2) $\Rightarrow$ (1). We will prove that $(\mathcal{H}, \rho)$ is stably $X$-elliptic; the stable maximality condition, together with (1) $\Rightarrow$ (2), will then show that $\mathcal{H}$ is of vertex stabilizer type with respect to $\rho$.

By Lemma 5.11 $(\mathcal{H}', \rho)$ is stably $X$-elliptic, so $\mathcal{H}_{|Y_1} \cap \mathcal{H}'$ is stably $X$-elliptic. Let $Y_1 = Y_1' \sqcup Y_1''$ be a Borel partition such that $\mathcal{H}_{|Y_1'}$ is everywhere nonamenable, and $\mathcal{H}_{|Y_1''}$ is amenable. By Lemma 5.11 $(\mathcal{H}_{|Y_1'}, \rho)$ is stably $X$-elliptic. And $(\mathcal{H}_{|Y_1''}, \rho)$ is also stably $X$-elliptic: otherwise, by Lemma 5.5 there would exist a positive measure Borel subset
Then for every self measure equivalence coupling $(\mathcal{H}_U, \rho)$ is $\partial_{\infty} X$-elementary; but then $(\mathcal{H} \cap \mathcal{H}')_U$ is nowhere trivial and both stably $X$-elliptic and $\partial_{\infty} X$-elementary, contradicting Lemma 5.7.

Notice that $\mathcal{H}|_{Y_2}$ is a stably maximal amenable subgroupoid of $\mathcal{G}|_{Y_2}$. We claim that $(\mathcal{H}|_{Y_2}, \rho)$ is stably $X$-elliptic. Indeed, otherwise, by Lemma 5.5, there exists a positive measure Borel subset $U \subseteq Y_2$ such that $(\mathcal{H}_U, \rho)$ is $\partial_{\infty} X$-elementary. Let now $\mathcal{H}_0 = \mathcal{H}|_{Y_2}$, and $\mathbb{A} = \mathcal{H}_0 \cap \mathcal{H}_1 \cap \mathcal{H}_2$. Lemma 5.9 implies that $(\mathbb{A}_U, \rho)$ is stably $X$-elliptic. But it is also nowhere trivial (Condition (2b.ii)) and $\partial_{\infty} X$-elementary, contradicting Lemma 5.7. Therefore $(\mathcal{H}|_{Y_2}, \rho)$ is also stably $X$-elliptic, which completes our proof.

Keeping the above notations, saying that $\mathcal{H}$ is a measured subgroupoid of vertex stabilizer type with respect to $\rho$ means that there exists a countable Borel partition $Y^* = \bigsqcup_{i \in I} Y_i$ of a conull Borel subset $Y^* \subseteq Y$ such that for every $i \in I$, one has $\mathcal{H}|_{Y_i} = \rho^{-1}(\operatorname{Stab}_G(v_i))|_{Y_i}$ for some vertex $v_i \in X^{(0)}$. Of course, this Borel partition is not unique: one can always pass to a finer partition. But we observe that the map $Y \to X^{(0)}$ sending a point $y \in Y$ to the vertex $v_i$ is entirely determined by the pair $(\mathcal{H}, \rho)$, up to changing its value on a null set. Indeed, otherwise, there would exist two distinct vertices $v, v' \in X^{(0)}$ and a positive measure Borel subset $U \subseteq Y$ such that $\rho^{-1}(\operatorname{Stab}_G(v))|_U = \rho^{-1}(\operatorname{Stab}_G(v'))|_U$, which would contradict Lemma 5.17. The above map $Y \to X^{(0)}$ is called the vertex map of $(\mathcal{H}, \rho)$. We insist that, although being of vertex stabilizer type is a notion that does not depend on the choice of an action-like cocycle $\rho : \mathcal{G} \to G$ (as a consequence of Lemma 5.18), the vertex map of $(\mathcal{H}, \rho)$ depends on $\rho$ in an essential way.

5.6 Conclusion

The main theorem of the section (Theorem 5.1) will be a consequence of our next lemma. In its statement, contrary to the previous sections, we do not need to impose that the $G$-action on $X$ satisfies all the assumptions from Theorem 5.1. Notice that the notion of a measured subgroupoid of $\mathcal{G}$ of vertex stabilizer type with respect to a cocycle $\rho$ still makes sense in this broader context.

Lemma 5.19. Let $G$ be a torsion-free countable group and let $X$ be an $M_\kappa$-polyhedral complex with countably many cells where $G$ acts by cellular automorphisms. Let $\Theta$ be the associated intersection graph. Assume that

1. for any two distinct vertices $v, v' \in X^{(0)}$, $\operatorname{Stab}_G(v) \cap \operatorname{Stab}_G(v')$ is infinite index in both $\operatorname{Stab}_G(v)$ and $\operatorname{Stab}_G(v')$;

2. for any measured groupoid $\mathcal{G}$ over a standard finite measure space $Y$ equipped with a pair of strict action-like cocycles $\rho_1 : \mathcal{G} \to G$ and $\rho_2 : \mathcal{G} \to G$, a measured subgroupoid of $\mathcal{G}$ is of vertex stabilizer type with respect to $\rho_1$ if and only if it is of vertex stabilizer type with respect to $\rho_2$.

Then for every self measure equivalence coupling $\Sigma$ of $G$, there exists a $(G \times G)$-equivariant Borel map $\Sigma \to \operatorname{Aut}(\Theta)$, where the $(G \times G)$-action on $\operatorname{Aut}(\Theta)$ is via $(g_1, g_2) \cdot f(x) = g_1 f(g_2^{-1} x)$.
Theorem 5.1 is an immediate consequence of Lemma 5.19 as Assumption 1 of Lemma 5.19 follows from Assumption 2 of Theorem 5.1 and Assumption 2 of Lemma 5.19 follows from Lemma 5.18. So there only remains to prove Lemma 5.19. Our proof is inspired from Kida’s proof of measure equivalence rigidity of surface mapping class groups [Kid10], and has become a common argument in proofs of measure equivalence rigidity.

Proof of Lemma 5.19. Using [HH20] Proposition 5.11(2) (see Remark 5.2), it is enough to consider a measured groupoid \( \mathcal{G} \) over a standard finite measure space \( Y \), and two action-like cocycles \( \rho_1, \rho_2 : \mathcal{G} \to G \), and prove that they are \( \text{Aut}(\Theta) \)-cohomologous, i.e. there exists a Borel map \( \varphi : Y \to \text{Aut}(\Theta) \) and a conull Borel subset \( Y^* \subseteq Y \) such that for every \( g \in \mathcal{G}|_{Y^*} \), one has \( \rho_2(g) = \varphi(r(g))\rho_1(g)\varphi(s(g))^{-1} \).

Note that Assumption 1 ensures that for every action-like cocycle \( \rho : \mathcal{G} \to G \), and every measured subgroupoid \( \mathcal{H} \) of \( \mathcal{G} \) of vertex stabilizer type with respect to \( \rho \), the pair \((\mathcal{H}, \rho)\) has a well-defined vertex map as in the discussion at the end of Section 5.5.

Claim 1. Let \( \rho : \mathcal{G} \to G \) be an action-like cocycle. Let \( \mathcal{H}, \mathcal{H}' \) be two measured subgroupoids of \( \mathcal{G} \) of vertex stabilizer type with respect to \( \rho \), and let \( \nu_\mathcal{H}, \nu_{\mathcal{H}'} : Y \to X^{(0)} \) be the vertex maps of \((\mathcal{H}, \rho)\) and \((\mathcal{H}', \rho)\), respectively. Then the following conditions are equivalent.

1. For a.e. \( y \in Y \), the vertices \( \nu_\mathcal{H}(y) \) and \( \nu_{\mathcal{H}'}(y) \) are either equal or adjacent in \( \Theta \).

2. The groupoid \( \mathcal{H} \cap \mathcal{H}' \) is nowhere trivial.

Proof of the claim. Up to passing to a conull Borel subset of \( Y \) and taking a countable Borel partition, we will assume that the maps \( \nu_\mathcal{H} \) and \( \nu_{\mathcal{H}'} \) are constant, with respective values \( v, v' \in X^{(0)} \), and that \( \mathcal{H} = \rho^{-1}(\text{Stab}_G(v)) \) and \( \mathcal{H}' = \rho^{-1}(\text{Stab}_G(v')) \).

If \( v \) and \( v' \) are either equal or adjacent in \( \Theta \), then \( \text{Stab}_G(v) \cap \text{Stab}_G(v') \) is nontrivial (by definition of \( \Theta \)), whence infinite because \( G \) is torsion-free. Using that \( \rho \) is action-like, it follows that \( \mathcal{H} \cap \mathcal{H}' \) is nowhere trivial.

Conversely, if \( v \) and \( v' \) are neither equal nor adjacent in \( \Theta \), then \( \text{Stab}_G(v) \cap \text{Stab}_G(v') \) is trivial. As \( \rho \) has trivial kernel, it follows that \( \mathcal{H} \cap \mathcal{H}' \) is the trivial groupoid in this case. \( \square \)

For every vertex \( v \) of \( \Theta \) (which can also be viewed as a vertex of \( X \)), we let \( \mathcal{H}_{1,v} = \rho_1^{-1}(\text{Stab}_G(v)) \). Then \( \mathcal{H}_{1,v} \) is a measured subgroupoid of \( \mathcal{G} \) of vertex stabilizer type with respect to \( \rho_1 \), so Assumption 2 of the lemma ensures that it is also of vertex stabilizer type with respect to \( \rho_2 \). Let \( \phi_{2,v} : Y \to \Theta^{(0)} \) be the vertex map of \((\mathcal{H}_{1,v}, \rho_2)\). We now define a Borel map \( \theta : Y \times \Theta^{(0)} \to \Theta^{(0)} \) by letting \( \theta(y,v) = \phi_{2,v}(y) \) for every \( y \in Y \) and every \( v \in \Theta^{(0)} \).

We first observe that for a.e. \( y \in Y \), the map \( v \mapsto \theta(y,v) \) is injective. Otherwise, as \( \Theta^{(0)} \) is countable, there exist a positive measure Borel subset \( U \subseteq Y \) and two distinct vertices \( v, v' \in \Theta^{(0)} \) such that for a.e. \( y \in U \), one has \( \theta(y,v) = \theta(y,v') \). Up to restricting to a positive measure Borel subset of \( U \), we can assume that the maps \( \theta(\cdot, v) \) and \( \theta(\cdot, v') \) are constant, with value a common vertex \( w \). Then \( \rho_1^{-1}(\text{Stab}_G(v))|_{U} \) and \( \rho_1^{-1}(\text{Stab}_G(v'))|_{U} \) are both stably equal to \( \rho_2^{-1}(\text{Stab}_G(w))|_{U} \), contradicting Assumption 1 (as in Lemma 5.17).
Second, for a.e. \( y \in Y \), the map \( v \mapsto \theta(y, v) \) is surjective. Indeed, let \( w \in \Theta^{(0)} \), and let \( \mathcal{H}_{2,w} = \rho_2^{-1}(\text{Stab}_G(w)) \). Then \( \mathcal{H}_{2,w} \) is a measured subgroupoid of \( \mathcal{G} \) of vertex stabilizer type with respect to \( \rho_2 \), so Assumption 2 ensures that it is also of vertex stabilizer type with respect to \( \rho_1 \). In other words, there exist a partition \( Y^* = \sqcup_{i \in I} Y_i \) of a conull Borel subset \( Y^* \subseteq Y \) into at most countably many Borel subsets and for every \( i \in I \), a vertex \( v_i \in \Theta^{(0)} \), such that \( \mathcal{H}_{2,w}|_{Y_i} = \rho_1^{-1}(\text{Stab}_G(v_i))|_{Y_i} \). We then have \( \theta(y, v_i) = w \) for almost every \( y \in Y_i \). It follows that there exists a conull Borel subset \( Y^{**} \subseteq Y \) such that for every \( y \in Y^{**} \), the vertex \( w \) is in the image of \( \theta(y, \cdot) \). As \( \Theta^{(0)} \) is countable, we deduce that \( \theta(y, \cdot) \) is surjective for a.e. \( y \in Y \), as desired.

Third, Claim 1 above ensures that for any two distinct vertices \( v, v' \in \Theta^{(0)} \), and a.e. \( y \in Y \), the vertices \( \theta(y, v) \) and \( \theta(y, v') \) are adjacent if and only if \( v \) and \( v' \) are. As \( \Theta^{(0)} \) is countable, it follows that for a.e. \( y \in Y \), the map \( \theta(y, \cdot) \) preserves both adjacency and non-adjacency.

In summary, we have proved that there exists a conull Borel subset \( Y^* \subseteq Y \) such that for every \( y \in Y^* \), the map \( \theta(y, \cdot) : \Theta^{(0)} \to \Theta^{(0)} \) induces an automorphism of \( \Theta \). This yields a Borel map \( \varphi : Y^* \to \text{Aut}(\Theta) \), defined by letting \( \varphi(y) = \theta(y, \cdot) \) for every \( y \in Y^* \).

We are left with proving that the cocycles \( \rho_1 \) and \( \rho_2 \) are cohomologous via \( \varphi \). Let \( B \) be a bisection of \( \mathcal{G} \) which induces an isomorphism \( \alpha : U \to V \) between two Borel subsets of \( Y \), and such that \( \rho_1 \) and \( \rho_2 \) are both constant in restriction to \( B \), with respective values \( g_1, g_2 \in G \). We will prove that for every \( v \in \Theta^{(0)} \) and almost every \( y \in U \), one has \( \varphi(\alpha(y))(g_1v) = g_2(\varphi(\alpha(y))v) \). This will be enough to conclude as \( \mathcal{G} \) can be written as a countable union of such bisections.

Up to a countable Borel partition of \( U \), we can assume that \( \varphi(\alpha(y))(v) \) is constant on \( U \), with value \( w \). This means that, up to replacing \( U \) by a conull Borel subset, we have \( \rho_2^{-1}(\text{Stab}_G(w))|_U = \rho_1^{-1}(\text{Stab}_G(v))|_U \). Transporting this through the bisection \( B \), we deduce that \( \rho_2^{-1}(\text{Stab}_G(g_2w))|_V = \rho_1^{-1}(\text{Stab}_G(g_1v))|_V \). This implies that \( \varphi(\alpha(y))(g_1v) = g_2w \) for almost every \( y \in U \), as desired.

**5.7 The case of amenable vertex groups**

In this section, we explain how to adapt our proof of Theorem 5.1 in order to prove the version given in the introduction (Theorem 1.6), where all vertex stabilizers are assumed to be amenable, but no chain condition is assumed. This section will not be used in the sequel of the paper.

Notice that throughout Section 5, the chain condition (Assumption 5 from Theorem 5.1) was only used in the proof of Lemma 5.11. More precisely, it occurs in the proof of Lemma 5.14, which is one of the key steps towards Lemma 5.11. Lemma 5.18 has to be replaced by the following statement.

**Lemma 5.20.** Let \( G \) and \( X \) be as in Theorem 1.6. Let \( \mathcal{G} \) be a measured groupoid over a standard finite measure space \( Y \), and let \( \rho : \mathcal{G} \to G \) be a strict action-like cocycle. Let \( \mathcal{H} \) be a measured subgroupoid of \( \mathcal{G} \). The following assertions are equivalent.

1. The subgroupoid \( \mathcal{H} \) is of vertex stabilizer type with respect to \( \rho \).
2. The subgroupoid $\mathcal{H}$ is a stably maximal amenable subgroupoid of $\mathcal{G}$, and there exist two stably maximal amenable subgroupoids $\mathcal{H}_1, \mathcal{H}_2$ of $\mathcal{G}$ such that letting $\mathcal{H}_0 = \mathcal{H}$, the following two assertions hold:

(a) given any two distinct $i, j \in \{0, 1, 2\}$ and any Borel subset $U \subseteq Y$ of positive measure, no finite index subgroupoid of $(\mathcal{H}_i)|_U$ is contained in $(\mathcal{H}_j)|_U$;

(b) the groupoid $\mathcal{H}_0 \cap \mathcal{H}_1 \cap \mathcal{H}_2$ is nowhere trivial.

The proof of Lemma 5.20 is in fact a simplified version of the proof of Lemma 5.18. We provide it for completeness, and also to properly highlight how the various assumptions of Theorem 1.6 are used.

**Proof.** We first prove that (1) $\Rightarrow$ (2). Up to a countable partition of $Y$ and passing to a conull Borel subset, we will assume that $\mathcal{H} = \rho^{-1}(\text{Stab}_{\mathcal{G}}(v))$ for some $v \in X^{(0)}$.

By assumption (Assumption 1 from Theorem 1.6), $\text{Stab}_{\mathcal{G}}(v)$ is amenable. As $\rho$ has trivial kernel, it follows that $\mathcal{H}$ is amenable. We now prove that $\mathcal{H}$ is a stably maximal amenable subgroupoid of $\mathcal{G}$. So let $\hat{\mathcal{H}}$ be an amenable subgroupoid of $\mathcal{G}$ which stably contains $\mathcal{H}$. Up to passing to a conull subset of $Y$ and taking a countable Borel partition, we will assume that $\mathcal{H} \subseteq \hat{\mathcal{H}}$.

By Lemma 5.17 (whose proof uses Assumption 2 from Theorem 1.6), it is enough to prove that $(\hat{\mathcal{H}}, \rho)$ is stably $X$-elliptic. Otherwise, Lemma 5.5 ensures that there exist a positive measure Borel subset $U \subseteq Y$ such that $(\hat{\mathcal{H}}|_U, \rho)$ is $\partial_{\infty}X$-elementary. Then $(\mathcal{H}|_U, \rho)$ is both $X$-elliptic and $\partial_{\infty}X$-elementary. Lemma 5.7 (which exploited the weak acylindricity assumption, which is Assumption 3 from Theorem 1.6) ensures that there exists a positive measure Borel subset $V \subseteq U$ such that $\mathcal{H}|_V$ is trivial. This contradicts the fact that $\rho$ is action-like, and proves the stable maximality of $\mathcal{H}$.

By Assumption 4 from Theorem 1.6, we can find two distinct vertices $v_1, v_2 \in X^{(0)} \setminus \{v\}$, such that the common $G$-stabilizer of $v, v_1, v_2$ is infinite. Let $v_0 = v$, and for $j \in \{0, 1, 2\}$, let $\mathcal{H}_j = \rho^{-1}(\text{Stab}_{\mathcal{G}}(v_j))$. By the above paragraph, all subgroupoids $\mathcal{H}_j$ are stably maximal amenable. And Lemma 5.17 ensures that for $i \neq j$, and for every positive measure Borel subset $U \subseteq Y$, no finite index subgroupoid of $(\mathcal{H}_i)|_U$ is contained in $(\mathcal{H}_j)|_U$. Using that $\rho$ is action-like, we also see that $\mathcal{H}_0 \cap \mathcal{H}_1 \cap \mathcal{H}_2$ is nowhere trivial.

We now prove that (2) $\Rightarrow$ (1). We will prove that $(\mathcal{H}, \rho)$ is stably $X$-elliptic, which will be enough to conclude in view of the stable maximality condition and (1) $\Rightarrow$ (2).

Assume towards a contradiction that $(\mathcal{H}, \rho)$ is not stably $X$-elliptic. Then Lemma 5.5 ensures that there exists a positive measure Borel subset $U \subseteq Y$ such that $(\mathcal{H}|_U, \rho)$ is $\partial_{\infty}X$-elementary. Let $A = \mathcal{H} \cap \mathcal{H}_1 \cap \mathcal{H}_2$, which is nowhere trivial by assumption. Lemma 5.9 ensures that $(A, \rho)$ is stably $X$-elliptic. Then $(A|_U, \rho)$ is both stably $X$-elliptic and $\partial_{\infty}X$-elementary, contradicting Lemma 5.7. This contradiction completes our proof.

**Proof of Theorem 1.6.** Theorem 1.6 is a direct consequence of Lemma 5.19. Indeed, Assumption 1 from Lemma 5.19 follows from Assumption 2 of Theorem 1.6 and Assumption 2 of Lemma 5.19 follows from Lemma 5.20. \qed
5.8 Some consequences

In this section, we prove Corollary 1.3 from the introduction. For the first part, we also recall that the abstract commensurator $\text{Comm}(G)$ of a group $G$ is the group of equivalence classes of isomorphisms between finite-index subgroups of $G$, where two such isomorphisms are equivalent if they coincide in restriction to some common finite-index subgroup of their domain.

**Corollary 5.21.** Let $k \geq 5$, and let $\sigma = ((m_1,n_1),\ldots,(m_k,n_k))$ be a $k$-tuple of pairs of non-zero integers, where for every $i \in \{1,\ldots,k\}$, one has $|m_i| < |n_i|$.

1. The natural homomorphisms $\hat{\text{Hig}}_\sigma \to \text{Aut}(\text{Hig}_\sigma)$ and $\hat{\text{Hig}}_\sigma \to \text{Comm}(\text{Hig}_\sigma)$ are isomorphisms.

2. For every locally compact second countable group $G$ and every lattice embedding $\alpha : \text{Hig}_\sigma \to G$, there exists a continuous homomorphism $\pi : G \to \hat{\text{Hig}}_\sigma$ with compact kernel such that $\pi \circ \alpha = \text{id}$.

3. For every finite generating set $S$ of $\text{Hig}_\sigma$, the inclusion $\text{Hig}_\sigma \hookrightarrow \hat{\text{Hig}}_\sigma$ extends to an injective homomorphism $\text{Aut}(\text{Cay}(\text{Hig}_\sigma,S)) \hookrightarrow \hat{\text{Hig}}_\sigma$.

**Proof.** Let $\Theta_\sigma$ be the intersection graph of $\text{Hig}_\sigma$. Recall that $\text{Hig}_\sigma$ has finite index in $\hat{\text{Hig}}_\sigma$, which is isomorphic to $\text{Aut}(\Theta_\sigma)$ by Theorem 4.2. Thus, as explained in Remark 5.2, we have proved that $\hat{\text{Hig}}_\sigma$ is rigid with respect to action-like cocycles in the sense of [GH21, Definition 4.1] (after changing action-type cocycles to action-like cocycles in [GH21, Definition 4.1] – all results recorded in [GH21, Section 4] only involve working with natural cocycles associated to group actions and therefore hold if one works with this version of [GH21, Definition 4.1], as mentioned in Remark [3.4]. The injectivity of the natural homomorphism $\hat{\text{Hig}}_\sigma \to \text{Comm}(\text{Hig}_\sigma)$ (and $\hat{\text{Hig}}_\sigma \to \text{Aut}(\text{Hig}_\sigma)$) is a consequence of the fact that $\hat{\text{Hig}}_\sigma$ is ICC (Lemma 2.9). We now prove its surjectivity.

Take a commensuration of $\text{Hig}_\sigma$, represented by an isomorphism $\theta : H \to \theta(H)$ between two finite-index subgroups of $\text{Hig}_\sigma$. This gives rise to two monomorphisms $\rho_1 : H \to \text{Hig}_\sigma \subseteq \hat{\text{Hig}}_\sigma$ (given by the inclusion) and $\rho_2 : H \to \text{Hig}_\sigma \subseteq \hat{\text{Hig}}_\sigma$ (given by $\theta$), and both $\rho_1$ and $\rho_2$ have finite index image. We view $H$ as a groupoid over a point, and view $\rho_1$ and $\rho_2$ as two cocycles towards $\hat{\text{Hig}}_\sigma \approx \text{Aut}(\Theta_\sigma)$. These cocycles are action-like because $\rho_1$ and $\rho_2$ have finite-index image. Now the rigidity with respect to action-like cocycles (as in [GH21, Definition 4.1]) implies that $\rho_1$ and $\rho_2$ are conjugate in $\hat{\text{Hig}}_\sigma$. Thus $\hat{\text{Hig}}_\sigma \to \text{Comm}(\text{Hig}_\sigma)$ is surjective, which concludes the proof of the first assertion.

The second assertion follows from [GH21, Theorem 4.7], and the third from [GH21, Corollary 4.8(2)], using that $\text{Hig}_\sigma$ is torsion-free (Lemma 2.6).

6 $W^*$-superrigidity of ergodic actions of generalized Higman groups

As a consequence of Theorem 5.1, we derive the orbit equivalence rigidity of free, ergodic, probability measure-preserving actions of generalized Higman groups, via e.g. [Fur11, Lemma 4.18] – see also [Kid08b, Theorems 1.1 and 1.2(ii)] and their proof.
Corollary 6.1. Let \( k \geq 5 \), and let \( \sigma = ((m_1, n_1), \ldots, (m_k, n_k)) \) be a \( k \)-tuple of pairs of non-zero integers, where for every \( i \in \{1, \ldots, k\} \), one has \( |m_i| < |n_i| \). Let \( \text{Hig}_\sigma \curvearrowright X \) be a free, ergodic, measure-preserving action of \( \text{Hig}_\sigma \) on a standard Borel probability space \( X \). Let \( \Gamma \curvearrowright Y \) be a free, ergodic, probability measure-preserving action of a countable group \( \Gamma \) on a standard probability space \( Y \).

1. If the actions \( \text{Hig}_\sigma \curvearrowright X \) and \( \Gamma \curvearrowright Y \) are stably orbit equivalent, then they are virtually conjugate.

2. If the action \( \text{Hig}_\sigma \curvearrowright X \) is further assumed to be aperiodic (i.e. every finite-index subgroup acts ergodically), and if the actions \( \text{Hig}_\sigma \curvearrowright X \) and \( \Gamma \curvearrowright Y \) are orbit equivalent, then they are conjugate. \( \square \)

Notice that when \( \text{Hig}_\sigma = \text{Hig}_k \) is one of the groups considered by Higman in [Hig51], all ergodic actions of \( \text{Hig}_k \) are automatically aperiodic, simply because \( \text{Hig}_k \) has no proper finite-index subgroup.

In this section, we will obtain a \( W^* \)-superrigidity statement, by combining the above corollary with the uniqueness of the Cartan subalgebra \( L^\infty(X) \) inside \( L(\text{Hig}_\sigma \curvearrowright X) \) up to unitary conjugacy. This Cartan-rigidity statement will be derived from a theorem of Ioana [Ioa15] Theorem 1.1; in order to apply it, we will need the following lemma.

Lemma 6.2. Let \( G \) be a generalized Higman group whose standard generating set has at least 5 elements. Then \( G \) admits a splitting as an amalgamated product \( G = G_1 \ast_A G_2 \), with \( A \) of infinite index in both \( G_1 \) and \( G_2 \), and such that there exists \( g \in G \) such that \( A \cap gAg^{-1} = \{1\} \).

Proof. Let \( X_\Delta \) be as in Section 2.1, i.e. \( X_\Delta \) is the barycentric subdivision of the developed complex of \( \text{Hig}_\sigma \). A vertex of \( X_\Delta \) has rank \( r \) if this vertex is the barycenter of an \( r \)-dimensional cell of \( X \). If an edge of \( X_\Delta \) joins a rank 0 vertex and a rank 2 vertex, then there are exactly two triangles of \( X_\Delta \) containing this edge. We group all such pairs of triangles into squares. These squares cover \( X_\Delta \), and their interiors have pairwise empty intersection. This gives a square complex, which we denote by \( X_\Box \). We endow \( X_\Box \) with the piecewise Euclidean metric such that each square is isometric to a unit square in the Euclidean plane. This makes \( X_\Box \) a CAT(0) square complex by Lemma A.1 (see the argument in Section 2.2 for why links of rank 0 vertices do not contain any cycle of length smaller than \( 2\pi \)). Let \( K_\Box \) be the first barycentric subdivision of \( K \), and let \( K_\Box \) be a cubical subdivision of \( K \) obtained from \( K_\Box \) by combining pairs of triangles into squares in a similar fashion as above. Then \( G \backslash X_\Box \) is isomorphic to \( K_\Box \). Let \( q : X_\Box \to K_\Box \) be the quotient map.

Let \( \tilde{U}_{i,i+2} \subset K_\Box \) be the edge path from \( b(\tilde{e}_i) \) to \( b(K) \), then to \( b(\tilde{e}_{i+2}) \), where \( b(\tilde{e}_i) \) denotes the barycenter of \( \tilde{e}_i \). Then \( \tilde{U}_{i,i+2} \) cuts \( K_\Box \) into two connected components, the closures of which are denoted by \( K_1 \) and \( K_2 \). Choices are made so that \( K_1 \) contains the vertices \( \tilde{x}_{i+1} \) and \( \tilde{x}_{i+2} \), and \( K_2 \) contains all the remaining vertices of \( K \). For \( j \in \{1, 2\} \), let \( L_j = q^{-1}(K_j) \), and let \( U_{i,i+2} = q^{-1}(\tilde{U}_{i,i+2}) \). For a rank 2 vertex \( x \in U_{i,i+2} \), there are exactly two edges of \( U_{i,i+2} \) containing \( x \) forming an angle of \( \pi \) at \( x \); for a rank
1 vertex \( x \in U_{i,i+2} \), there are countably many edges of \( U_{i,i+2} \) containing \( x \), and any two of them form an angle of \( \pi \) at \( x \). Thus by the moreover part of Lemma 1, each connected component of \( U_{i,i+2} \) is a convex subcomplex of \( X_\sqcap \). Hence this component is contractible, i.e. it is a tree. We call any such tree a tree of type \((i,i+2)\). Similarly, each connected component of \( L_1 \) or \( L_2 \) is a convex subcomplex of \( X_\sqcap \). It follows from the construction that each tree \( T \) of type \((i,i+2)\) has a small open neighborhood \( OT_T \) in \( X \) which is an open interval bundle over \( T \). This bundle is trivial as \( T \) is contractible, and \( OT_T \) is homeomorphic to \( T \times (-\epsilon,\epsilon) \). This together with the simple connectedness of \( X_\sqcap \) imply that \( T \) separates \( X_\sqcap \) into exactly two connected components.

We define a graph \( T_\lambda \) as follows. Let \( \{T_\lambda\}_{\lambda \in \Lambda} \) be the collection of all trees of type \((i,i+2)\) in \( X_\sqcap \). Vertices of \( T_\lambda \) are in 1-1 correspondence with connected components of \( X_\sqcap \backslash (\bigcup_{\lambda \in \Lambda} T_\lambda) \). Let \( C \) be one such connected component and let \( C \) be the closure of \( C \) in \( X_\sqcap \). Note that \( q(C) \) is contained in \( K_1 \) or \( K_2 \). Thus \( C \) is a connected component of \( L_1 \) or \( L_2 \). In particular \( C \) is a convex subcomplex of \( X_\sqcap \). Then the previous paragraph implies that \( C \backslash C \) is a disjoint union of trees of type \((i,i+2)\), each of these trees is called a side of \( C \). Moreover, convexity of \( C \) implies that two components of \( X_\sqcap \backslash (\bigcup_{\lambda \in \Lambda} T_\lambda) \) can share at most one side. Edges of \( T_\lambda \) are in 1-1 correspondence with trees of type \((i,i+2)\) in \( X_\sqcap \). An edge connects two vertices of \( T_\lambda \) if the tree of type \((i,i+2)\) associated with this edge is a side of both connected components associated with \( v_1 \) and \( v_2 \). By the previous discussion, there is at most one edge between two different vertices of \( T_\lambda \).

Note that \( T_\lambda \) is a tree as the midpoint of each edge of \( T_\lambda \) separates \( T_\lambda \). Indeed, take an edge \( e \in T_\lambda \) and let \( B \) be the tree of type \((i,i+2)\) corresponding to \( e \). Take two vertices \( v_1 \) and \( v_2 \) corresponding to two components \( C_1 \) and \( C_2 \) of \( X_\sqcap \backslash (\bigcup_{\lambda \in \Lambda} T_\lambda) \) separated by \( T \). Then any edge path in \( T_\lambda \) from \( v_1 \) to \( v_2 \) must pass through \( e \), otherwise we can produce a path in \( X_\sqcap \) from a point in \( C_1 \) to a point in \( C_2 \) avoiding \( T \).

The group \( G \) acts on \( T_\lambda \) without inversions. The quotient \( G \backslash T_\lambda \) has a single edge and two different vertices (note that connected components of \( X_\sqcap \backslash (\bigcup_{\lambda \in \Lambda} T_\lambda) \) are mapped to components of \( K_\sqcap \backslash U_{i,i+2} \) under \( q : X_\sqcap \rightarrow K_\sqcap \), and \( G \)-orbits of vertices of \( T_\lambda \) are in 1-1 correspondence with components of \( K_\sqcap \backslash U_{i,i+2} \)). This gives a splitting \( G = G_1 * A G_2 \), where stabilizers of components of \( L_i \) are conjugates of \( G_i \) (for \( i \in \{1,2\} \)) and stabilizers of trees of type \((i,i+2)\) are conjugates of \( A \). Note that if \( g \in \langle a_{i,i+1} \rangle \) is a nontrivial element, then \( g \) does not stabilize any tree of type \((i,i+2)\), but \( g \) stabilizes a component of \( L_i \). Thus \( A \) is infinite index in \( G_1 \). Similarly \( A \) is infinite index in \( G_2 \). It also follows that \( T_\lambda \) has infinite diameter. We are done if we can find two trees of type \((i,i+2)\), denoted \( T_\lambda \) and \( T_\mu \), such that the intersection of their stabilizers is trivial.

The space \( X_\sqcap \) is quasi-isometric to \( X \), and both are geodesic metric spaces, so \( X_\sqcap \) is Gromov hyperbolic. Let \( \Lambda_\lambda = \{x \in T_\lambda \mid d(x,T_\lambda) = d(T_\lambda,T_\lambda')\} \) and \( \Lambda_\mu = \{x \in T_\mu \mid d(x,T_\mu) = d(T_\lambda,T_\mu')\} \). It follows from [Hua17 Lemma 2.10] (adapting [BKS08 Lemma 2.4]) that \( \Lambda_\lambda \) and \( \Lambda_\mu \) are nonempty and bound a flat rectangle; hyperbolicity of \( X_\sqcap \) thus ensures that they are bounded as long as \( d(T_\lambda,T_\lambda') \) is large enough. Note that \( G' =: \text{Stab}_G(T_\lambda) \cap \text{Stab}_G(T_\lambda') \) stabilizes both \( \Lambda_\lambda \) and \( \Lambda_\mu \). As \( \Lambda_\lambda \) and \( \Lambda_\mu \) are bounded, \( G' \) fixes the circumcenters \( c,c' \) of \( \Lambda_\lambda,\Lambda_\mu \) (cf. [BH99 Proposition II.2.7]). Thus \( G' \) fixes the minimal cells of \( X_\sqcap \) that contain \( c \) and \( c' \) respectively. By Lemma 2.4(2), as long
as $d(Y_\lambda, Y_\mu) = d(T_\lambda, T_\mu)$ is large enough, $G'$ is trivial. Moreover, it is possible to find two trees of type $(i, i + 2)$ whose distance in $X \Box$ is arbitrarily large. Indeed, we can take two such trees $T_\lambda, T_\mu$ corresponding to two edges $e$ and $e'$ of $T_i$ that are far away (this is possible as $T_i$ is unbounded), and any path from $T_\lambda$ to $T_\mu$ has to pass through trees of type $(i, i + 2)$ corresponding to edges of $T_i$ that separate $e$ from $e'$. □

Recall that a Cartan subalgebra in a von Neumann algebra $M$ is a maximal abelian subalgebra whose normalizer generates $M$. By combining Lemma 6.2 and [Io15, Theorem 1.1], we reach the following corollary.

**Corollary 6.3.** Let $k \geq 5$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, where for every $i \in \{1, \ldots, k\}$, one has $|m_i| < |n_i|$. Let $\text{Hig}_\sigma \acts X$ be a free, ergodic, probability measure-preserving action of the generalized Higman group $\text{Hig}_\sigma$ on a standard Borel probability space $X$.

Then $L(\text{Hig}_\sigma \acts X)$ contains $L^\infty(X)$ as its unique Cartan subalgebra, up to unitary conjugacy. □

Finally, by combining the orbit equivalence rigidity statement with the uniqueness of the Cartan subalgebra up to unitary conjugacy, we reach a $W^*$-rigidity statement for all actions of a generalized Higman group. Indeed, as was observed by Singer [Sin55], two free ergodic measure-preserving actions of countable groups on standard probability spaces $X, Y$ are orbit equivalent if and only if there exists an isomorphism between their von Neumann algebras sending $L^\infty(X)$ to $L^\infty(Y)$.

**Corollary 6.4.** Let $k \geq 5$, and let $\sigma = ((m_1, n_1), \ldots, (m_k, n_k))$ be a $k$-tuple of pairs of non-zero integers, where for every $i \in \{1, \ldots, k\}$, one has $|m_i| < |n_i|$. Let $\text{Hig}_\sigma \acts X$ be a free, ergodic, probability measure-preserving action of $\text{Hig}_\sigma$ on a standard Borel probability space $X$. Let $\Gamma \acts Y$ be a free, ergodic, probability measure-preserving action of a countable group $\Gamma$ on a standard probability space $Y$.

1. If the actions $\text{Hig}_\sigma \acts X$ and $\Gamma \acts Y$ are stably $W^*$-equivalent, then they are virtually conjugate.

2. If the action $\text{Hig}_\sigma \acts X$ is aperiodic, and if the actions $\text{Hig}_\sigma \acts X$ and $\Gamma \acts Y$ are $W^*$-equivalent, then they are conjugate.

**Proof.** The fact that the two actions are stably $W^*$-equivalent means that there exists $t > 0$ such that $L(\text{Hig}_\sigma \acts X)$ is isomorphic to $L(\Gamma \acts Y)^t$. The von Neumann algebra $L(\Gamma \acts Y)^t$ is also the von Neumann algebra of a measured equivalence relation $R$ obtained by restricting the (product) measure-preserving action of $\Gamma \times \mathbb{Z}/n\mathbb{Z}$ on $Y \times \{1, \ldots, n\}$, for some $n \in \mathbb{N}$, to a positive measure Borel subset $U$. As $L^\infty(X)$ is, up to unitary conjugacy, the unique Cartan subalgebra of $L(\text{Hig}_\sigma \acts X)$, it follows that $L^\infty(U)$ is, up to unitary conjugacy, the unique Cartan subalgebra of $L(R)$. Therefore, there exists an isomorphism between $L(\text{Hig}_\sigma \acts X)$ and $L(R)$ sending $L^\infty(X)$ to $L^\infty(U)$. By an observation of Singer [Sin55], it follows that the actions $\text{Hig}_\sigma \acts X$ and $\Gamma \times \mathbb{Z}/n\mathbb{Z} \acts Y \times \{1, \ldots, n\}$ are stably orbit equivalent, and therefore so are the actions $\text{Hig}_\sigma \acts X$ and
$\Gamma \cong Y$. The first conclusion therefore follows from Corollary [6.1]. The same reasoning also shows that if the two actions are $W^*$-equivalent, then they are orbit equivalent, and the second conclusion thus follows from the second conclusion of Corollary [6.1].

\section*{A \ $M_\kappa$-polyhedral complexes}

The following definitions are taken from [BH99, Definitions I.7.34 and I.7.37], to which the reader is referred for precisions. Given a real number $\kappa$, a metric space $C$ is a convex $M_\kappa$-polyhedral cell if there exists $n \in \mathbb{N}$ such that $C$ is isometric to the convex hull of a finite set of points in the complete simply connected $n$-dimensional Riemannian manifold $M$ with constant curvature $\kappa$ (when $\kappa > 0$, one adds the extra condition that $C$ is contained in an open ball of $M$ of radius $\pi \sqrt{\kappa}$). An $M_\kappa$-polyhedral complex is also called a piecewise Euclidean complex, and an $M_{-1}$-polyhedral complex is also called a piecewise hyperbolic complex. An $M_\kappa$-polyhedral complex $X$ has finite shapes if the collection of convex polyhedra we use to build the complex has only finitely many isometry types – in this case $X$ turns out to be a complete geodesic metric space [BH99, Theorem I.7.50].

From now on, we let $X$ be a 2-dimensional $M_\kappa$-polyhedral complex with finite shapes. We will always denote by $X^{(0)}$ the vertex set of $X$, and by $X^{(1)}$ its edge set. Let $x \in X^{(0)}$ be a vertex. We denote the link of $x$ in $X$ by $\text{lk}(x, X)$ (cf. [BH99, I.7.15]). Topologically $\text{lk}(x, X)$ is homeomorphic to an $\epsilon$-sphere $S_\epsilon$ around $x$ for $\epsilon$ small. Moreover, $\text{lk}(x, X)$ has the structure of a metric graph whose vertices correspond to intersections of $S_\epsilon$ with edges of $X$ emanating from $x$, and two vertices of $\text{lk}(x, X)$ are joined by an edge $e$ of length $\theta$ if they correspond to a corner of a 2-cell of $X$ with angle $\theta$ (and the edge $e$ is naturally isometric to the unit sphere of the tangent space of $C$ at $x$).

A possible description of the link $\text{lk}(x, X)$ is as the space of directions at $x$, as follows. Define two geodesic segments emanating from $x$ to be equivalent if they share a common initial nondegenerate subsegment. A direction at $x$ is an equivalence class of geodesic segments emanating from $x$. Then points in $\text{lk}(x, X)$ are in 1-1 correspondence with directions at $x$. The angle between two geodesics $\overline{xx_1}$ and $\overline{xx_2}$ emanating from $x$, denoted by $\angle_x(x_1, x_2)$, is defined to be $\inf\{d(z_1, z_2), \pi\}$ where $z_i \in \text{lk}(x, X)$ corresponds to the direction of $\overline{xx_i}$ and the distance on $\text{lk}(x, X)$ is the length metric induced by the metric graph structure discussed above. Note that $\inf\{d(z_1, z_2), \pi\}$ gives another metric on $\text{lk}(x, X)$ (different from the length metric), which we will refer to as the angular metric. Note that $\overline{xx_1}$ and $\overline{xx_2}$ fit together to be a local geodesic at $x$ if and only if $\angle_x(x_1, x_2) = \pi$. If $X$ is also CAT($\kappa$) for $\kappa \leq 0$, then $\overline{xx_1} \cup \overline{xx_2}$ is a geodesic segment, as locally geodesic segments are geodesic segments in CAT($\kappa$) spaces with $\kappa \leq 0$ [BH99, Proposition II.1.4(2)]. We will often use the following standard fact.

\textbf{Lemma A.1.} Let $\kappa \leq 0$ and let $X$ be a 2-dimensional $M_\kappa$-polyhedral complex with finite shapes. Then $X$ is CAT($\kappa$) if and only if $X$ is simply connected, and for every vertex
Moreover, if $X$ is CAT($\kappa$) and if $Y \subset X$ is a connected subcomplex such that for each vertex $x \in Y$, the natural embedding $\text{lk}(x,Y) \to \text{lk}(x,X)$ is isometric with respect to the angular metrics on $\text{lk}(x,Y)$ and $\text{lk}(x,X)$, then $Y$ is a convex subset of $X$ and $Y$ is also CAT($\kappa$).

The first statement follows from \cite{BH99} Theorem II.5.4, Lemma II.5.6. To see the moreover part, equip $Y$ with its intrinsic length metric. Since $X$ has finite shapes, having isometric embeddings of links implies that the inclusion map $Y \to X$ is locally an isometric embedding. As $X$ is simply connected (as it is CAT($\kappa$) for $\kappa \leq 0$), we know that $Y$ is also simply connected by \cite{BH99} Proposition II.4.14(1). Hence the inclusion map $Y \to X$ is an isometric embedding by \cite{BH99} Proposition II.4.14(2). The convexity of $Y$ in $X$ now follows from the fact that any two points in a CAT($\kappa$) space with $\kappa \leq 0$ are joined by a unique geodesic \cite{BH99} Proposition II.1.4(1). Now $Y$ is CAT($\kappa$) by the first part of the lemma.

B Measured groupoids

We review some background on measured groupoids. The reader is referred to \cite{AD13} Section 2.1, \cite{Kid09} or \cite{GH21} Section 3 for more information.

Borel and measured groupoids, subgroupoids and restrictions. Let $Y$ be a standard Borel space. A Borel groupoid $G$ over $Y$ is a standard Borel space which comes equipped with a source map and a range map $s,r : G \to Y$, both Borel (we think of every element $g \in G$ as an arrow with source $s(g)$ and range $r(g)$), with a Borel composition law, a Borel inverse map, and a neutral element $e_y$ for every $y \in Y$, satisfying the axioms of groupoids (see e.g. \cite{Kid09} Definition 2.10). All Borel groupoids considered in the present paper are discrete, i.e. there are at most countably many elements of $G$ with a given source (or range). By a theorem of Lusin and Novikov (see e.g. \cite{Kec95} Theorem 18.10), every discrete Borel groupoid $G$ is covered by a countable union of bisections, i.e. Borel subsets $B \subseteq G$ such that $s_B,r_B$ are Borel isomorphisms to Borel subsets $s(B),r(B) \subseteq Y$. When $Y$ is equipped with a $\sigma$-finite Borel measure $\mu$, a measured groupoid $G$ over $Y$ is a Borel groupoid over $Y$ such that $\mu$ is $G$-quasi-invariant (i.e. for every bisection $B \subseteq G$, one has $\mu(s(B)) = 0$ if and only if $\mu(r(B)) = 0$). There is a natural notion of a measured subgroupoid of $G$, as well as a notion of restriction $G|_U$ of a measured groupoid $G$ to a Borel subset $U \subseteq Y$, defined by only considering elements $g \in G$ such that $s(g),r(g) \in U$.

We say that $G$ is trivial if $G = \{e_y | y \in Y\}$, and stably trivial if there exist a conull Borel subset $Y^* \subseteq Y$ and a partition $Y^* = \bigsqcup_{i \in I} Y_i$ into at most countably many Borel subsets such that for every $i \in I$, the groupoid $G|_{Y_i}$ is trivial. On the contrary, it is nowhere trivial if there does not exist any positive measure Borel subset $U \subseteq Y$ such that $G|_U$ is trivial.
An important example of measured groupoid comes from (quasi)-measure-preserving group actions. Let $G$ be a countable group, acting by Borel automorphisms in a quasi-measure-preserving way on a standard finite measure space $Y$. Then $G \times Y$ has a natural structure of a measured groupoid over $Y$, denoted by $G \rtimes Y$; the source and range maps are given by $s(g, y) = y$ and $r(g, y) = gy$, the composition law by $(g, hy)(h, y) = (gh, y)$, the inverse map by $(g, y)^{-1} = (g^{-1}, gy)$, and the neutral elements are $e_y = (e, y)$.

**Stable containment and stable equality of subgroupoids.** Given two measured subgroupoids $\mathcal{H}, \mathcal{H}' \subseteq \mathcal{G}$, we say that $\mathcal{H}$ is **stably contained** in $\mathcal{H}'$ if there exist a conull Borel subset $Y^* \subseteq Y$ and a partition $Y^* = \sqcup_{i \in I} Y_i$ into at most countably many Borel subsets such that for every $i \in I$, one has $\mathcal{H}_{|Y_i} \subseteq \mathcal{H}'_{|Y_i}$. We say that $\mathcal{H}$ and $\mathcal{H}'$ are **stably equal** if each of them is stably contained in the other. In other words $\mathcal{H}$ and $\mathcal{H}'$ are stably equal if and only if there exist a conull Borel subset $Y^* \subseteq Y$ and a partition $Y^* = \sqcup_{i \in I} Y_i$ into at most countably many Borel subsets such that for every $i \in I$, one has $\mathcal{H}_{|Y_i} = \mathcal{H}'_{|Y_i}$.

**Finite-index subgroupoids.** The notion of a finite-index subgroupoid was introduced by Kida in [Kid14], generalizing a notion due to Feldman, Sutherland and Zimmer [FSZ89] for equivalence relations. Let $\mathcal{H} \subseteq \mathcal{G}$ be a measured subgroupoid. Given $y \in Y$, the **local index** of $\mathcal{H}$ in $\mathcal{G}$ at $y$, denoted by $[\mathcal{G} : \mathcal{H}]_y$, is defined as the number of classes of the equivalence relation $\sim_\mathcal{H}$ on $s^{-1}(y)$ given by $g \sim_\mathcal{H} h$ if and only if $hg^{-1} \in \mathcal{H}$. The subgroupoid $\mathcal{H}$ has **finite index** in $\mathcal{G}$ if for almost every $y \in Y$, one has $[\mathcal{G} : \mathcal{H}]_y < +\infty$.

A measured groupoid $\mathcal{G}$ is of infinite type if there does not exist any positive measure Borel subset $U \subseteq Y$ such that the trivial subgroupoid has finite index in $\mathcal{G}_U$. In other words $\mathcal{G}$ is of infinite type if and only if for every positive measure Borel subset $U \subseteq Y$, and for a.e. $y \in U$, there are infinitely many elements $g \in \mathcal{G}_U$ such that $s(g) = y$. Notice that restricting a measured groupoid of infinite type to a positive measure Borel subset again yields a measured groupoid of infinite type.

The intersection of two finite-index subgroupoids of $\mathcal{G}$ is again finite-index [Kid14 Lemma 3.6(ii)]. Also, if $\mathcal{H}$ has finite index in $\mathcal{G}$, and if $U \subseteq Y$ is a Borel subset of positive measure, then $\mathcal{H}_{|U}$ has finite index in $\mathcal{G}_U$ by [Kid14 Lemma 3.5(ii)].

**Cocycles and equivariant maps.** Let $\mathcal{G}$ be a measured groupoid over a standard measure space $Y$, and let $G$ be a countable group. A Borel map $\rho : \mathcal{G} \to G$ is a **strict cocycle** if for all $g_1, g_2 \in \mathcal{G}$ with $s(g_1) = r(g_2)$, one has $\rho(g_1 g_2) = \rho(g_1) \rho(g_2)$. The strict cocycle $\rho$ has **trivial kernel** if the only elements $g \in \mathcal{G}$ such that $\rho(g) = e$ are the units $e_y$.

As a crucial example, when $\mathcal{G} = G \rtimes Y$ is a measured groupoid associated to a quasi-measure-preserving group action on a standard finite measure space $Y$, the map $\rho : \mathcal{G} \to G$ defined by $\rho(g, y) = g$ is a strict cocycle. We call it the **natural cocycle** of $G \rtimes Y$; it has trivial kernel.

If $G^0 \subseteq G$ is a finite-index subgroup, then $\rho^{-1}(G^0)$ is a finite-index subgroupoid of $\mathcal{G}$ by [Kid14 Lemma 3.7].

Now assume that $G$ acts on a standard Borel space $\Delta$ by Borel automorphisms. A Borel map $\varphi : Y \to \Delta$ is **$(G, \rho)$-equivariant** if there exists a conull Borel subset $Y^* \subseteq Y$
such that for all \( g \in \mathcal{G}_Y \), one has \( \varphi(r(g)) = \rho(g)\varphi(s(g)) \). It is stably \((\mathcal{G}, \rho)\)-equivariant if there exists a partition \( Y = \bigsqcup_{i \in I} Y_i \) into at most countably many Borel subsets such that for every \( i \in I \), the map \( \varphi|_{Y_i} \) is \((\mathcal{G}_Y, \rho)\)-equivariant. In general, the \((\mathcal{G}, \rho)\)-stabilizer of \( \varphi \) is \( \{ g \in \mathcal{G} | \varphi(r(g)) = \rho(g)\varphi(s(g)) \} \), a measured subgroupoid of \( \mathcal{G} \). An element \( \delta \in \Delta \) is \((\mathcal{G}, \rho)\)-invariant if the constant map with value \( \delta \) is \((\mathcal{G}, \rho)\)-equivariant (in other words, if there exists a conull Borel subset \( Y_* \subseteq Y \) such that \( \rho(\mathcal{G}_Y) \subseteq \text{Stab}_G(\delta) \)). We also say that \( \delta \) is \((\mathcal{G}, \rho)\)-quasi-invariant if there exists a finite index subgroupoid \( \mathcal{G}^0 \subseteq \mathcal{G} \) such that \( \delta \) is \((\mathcal{G}^0, \rho)\)-invariant.

In the following lemma, we denote by \( \mathcal{P}_{<\infty}(\Delta) \) the set of all nonempty finite subsets of \( \Delta \), equipped with its natural Borel structure induced from that of \( \Delta \).

**Lemma B.1** (Kida [Kid14, Lemma 3.8]). Let \( \mathcal{G} \) be a measured subgroupoid over a standard finite measure space \( Y \), let \( G \) be a countable group, and let \( \rho : \mathcal{G} \to G \) be a strict cocycle. Let \( \Delta \subseteq \mathcal{G} \) be a standard Borel space equipped with a \( G \)-action by Borel automorphisms. Let \( \mathcal{H} \subseteq \mathcal{G} \) be a measured subgroupoid of finite index.

If there exists a stably \((\mathcal{H}, \rho)\)-equivariant Borel map \( \varphi : Y \to \Delta \), then there exists a stably \((\mathcal{G}, \rho)\)-equivariant Borel map \( \Phi : Y \to \mathcal{P}_{<\infty}(\Delta) \) such that for every \( y \in Y \), one has \( \varphi(y) \in \Phi(y) \).

**Remark B.2.** Notice that [Kid14, Lemma 3.8] is stated with the extra assumption that the local index \( [\mathcal{G} : \mathcal{H}]_y \) is constant. However, this assumption is not required for the proof. Indeed, we can always partition \( Y \) into at most countably many Borel subsets \( Y_n \), where \( Y_n = \{ y \in Y | [\mathcal{G} : \mathcal{H}]_y = n \} \) — that these sets are Borel follows from [Kid14, Lemma 3.5(i)]. All the subsets \( Y_n \) are \( \mathcal{G} \)-invariant, because \( [\mathcal{G} : \mathcal{H}]_y = [\mathcal{G} : \mathcal{H}]_x \) whenever there exists \( g \in \mathcal{G} \) such that \( s(g) = x \) and \( r(g) = y \), see [Kid14, Lemma 3.5(i)].

**Action-like cocycles.** A strict cocycle \( \rho : \mathcal{G} \to G \) is action-like if \( \rho \) has trivial kernel, and whenever \( H_1 \subseteq H_2 \) is an infinite index inclusion of subgroups of \( G \), for every positive measure Borel subset \( U \subseteq Y \), the subgroupoid \( \rho^{-1}(H_1)_U \) does not have finite index in \( \rho^{-1}(H_2)_U \). This notion is slightly stronger than the notion of action-type cocycle from [GH21, Definition 3.20], which corresponds to only requiring the above when \( H_1 = \{1\} \).

Our main examples of action-like cocycles come from the following lemma.

**Lemma B.3.** Let \( G \rtimes (Y, \mu) \) be a measure-preserving action of a countable group \( G \) on a standard finite measure space \((Y, \mu)\).

Then the natural cocycle \( \rho : G \times Y \to G \) is action-like.

**Proof.** The fact that \( \rho \) has trivial kernel is clear from its definition. Let \( H_1 \subseteq H_2 \) be an infinite index inclusion of subgroups of \( G \), and let \( U \subseteq Y \) be a positive measure Borel subset. Let \( \{ g_n \}_{n \in \mathbb{N}} \) be a set of representatives of the left \( H_1 \)-cosets in \( H_2 \). Let \( V \) be the Borel subset of \( Y \) consisting of all elements that belong to infinitely many translates \( g_n U \). Notice that \( V \) has positive measure at least \( \mu(U) \): indeed, letting \( V_n \) be the union of all \( g_i U \) with \( i \geq n \), then all subsets \( V_n \) have measure at least \( \mu(g_n U) = \mu(U) \), and \( V \) is equal to their intersection, which implies that \( \mu(V) \geq \mu(U) \) using that \( \mu \) is a finite measure. Let \( V' \subseteq V \) be a Borel subset of positive measure contained in a single translate.
g_0U, and let U' = g_0^{-1}V', a positive measure Borel subset of U. We will prove that the local index \( \rho^{-1}(H_2)_U : \rho^{-1}(H_1)_U \) is infinite for every \( y \in U' \), which will conclude the proof. So let \( y \in U' \), and let \( (g_{\sigma(n)})_{n \in \mathbb{N}} \) be an infinite subsequence such that for every \( n \in \mathbb{N} \), one has \( g_0y \in g_{\sigma(n)}U \). Then all elements of the form \( (g_{\sigma(n)}g_0, y) \) satisfy \( s(g_{\sigma(n)}g_0, y) = y \) and \( r(g_{\sigma(n)}g_0, y) \in U \), and their pairwise differences do not belong to \( \rho^{-1}(H_1) \).

Remark B.4. Working with the slightly more restrictive class of action-like cocycles, instead of action-type cocycles as in [GH21], is harmless in this paper. For instance, all statements given in [GH21] Section 4 are phrased with a cocycle rigidity assumption regarding all possible action-type cocycles from a measured groupoid towards a given group \( G \), but their proofs only requires considering action-type cocycles coming from restrictions of group actions. Lemma [B.3] thus shows that, in [GH21] Definition 4.1, if rigidity with respect to action-type cocycles is replaced by rigidity with respect to action-like cocycles, then the statements from [GH21] Section 4 remain valid.

Quasi-normalized subgroupoids. Let \( G \) be a measured groupoid, and let \( \mathcal{H}, \mathcal{H}' \subseteq \mathcal{G} \) be two measured subgroupoids. Given a bisection \( B \subseteq \mathcal{G} \) with source \( U \) and range \( V \), we say that \( \mathcal{H} \) is \( B \)-quasi-invariant if \( (B\mathcal{H}_UB^{-1}) \cap \mathcal{H}_V \) has finite index in both \( \mathcal{H}_V \) and \( B\mathcal{H}_U \). Following Kida [Kid14] Definition 3.15, we say that \( \mathcal{H} \) is quasi-normalized by \( \mathcal{H}' \) if \( \mathcal{H}' \) can be covered by countably many bisections \( B_n \), in such a way that \( \mathcal{H} \) is \( B_n \)-quasi-invariant for every \( n \). We say that \( \mathcal{H} \) is stably quasi-normalized by \( \mathcal{H}' \) if there exists a countable Borel partition \( Y = \bigcup_{i \in I} Y_i \) such that for every \( i \in I \), the groupoid \( \mathcal{H}_{Y_i} \) is quasi-normalized by \( \mathcal{H}' \).

Given a countable group \( G \), a subgroup \( H \subseteq G \) is quasi-normalized (or commensurated) by \( G \) if for every \( g \in G \), the intersection \( gHg^{-1} \cap H \) has finite index in both \( H \) and \( gHg^{-1} \) – notice that this coincides with the above definition, by viewing \( G \) as a measured groupoid over a point. Now, if \( \rho : \mathcal{G} \to G \) is a strict cocycle, and if \( H \subseteq G \) is quasi-normalized by \( G \), then \( \rho^{-1}(H) \) is quasi-normalized by \( \mathcal{G} \).

Amenable subgroupoids. We refer to [Kid09] for the definition of amenability of a measured groupoid, and here we only mention the properties that are used in the paper.

Assume that we have a strict cocycle \( \rho : \mathcal{G} \to G \), where \( G \) is a countable group, and that \( G \) acts by homeomorphisms on a compact metrizable space \( K \). If \( \mathcal{G} \) is amenable, then by [Kid09] Proposition 4.14, there exists a \((\mathcal{G}, \rho)\)-equivariant Borel map \( Y \to \text{Prob}(K) \).

Every measured subgroupoid of an amenable measured groupoid is amenable [Kid09] Theorem 4.16], and likewise every restriction of an amenable groupoid is amenable. Also, if \( Y^* \subseteq Y \) is a conull Borel subset of the base space and \( Y^* = \bigcup_{i \in I} Y_i \) is a partition into at most countably many Borel subsets, and if for every \( i \in I \), the groupoid \( \mathcal{G}_{Y_i} \) is amenable, then \( \mathcal{G} \) is amenable (see e.g. the discussion in [GH21] Section 3.3.1).

An important source of amenable subgroupoids is the following. Assume that we have a strict cocycle \( \rho : \mathcal{G} \to G \) with trivial kernel. If \( A \subseteq G \) is an amenable subgroup, then \( \rho^{-1}(A) \) is an amenable subgroupoid of \( \mathcal{G} \), see e.g. [GH21] Corollary 3.39. More generally,
assume that $G$ acts by Borel automorphisms on a Polish space $\Delta$, and that the action is Borel amenable in the sense that there exists a sequence of Borel maps $\mu_n : \Delta \to \text{Prob}(G)$ such that for every $\delta \in \Delta$ and every $g \in G$, one has $||\mu_n(g \cdot \delta) - g \cdot \mu_n(\delta)||_1 \to 0$ (as $n$ goes to $+\infty$). If there exists a $(\mathcal{G}, \rho)$-equivariant Borel map $Y \to \Delta$, then $\mathcal{G}$ is amenable (\cite[Proposition 3.38]{GH21}, adapting \cite[Proposition 4.33]{Kid08a}).

We say that $\mathcal{G}$ is everywhere nonamenable if for every positive measure Borel subset $U \subseteq Y$, the groupoid $\mathcal{G}|_U$ is nonamenable. If $\rho : \mathcal{G} \to G$ is action-like and $G$ contains a nonabelian free subgroup, then $\rho^{-1}(G)$ is everywhere nonamenable, as follows from \cite[Lemma 3.20]{Kid10} (or, more precisely, from its proof, see e.g. \cite[Remark 3.3]{HH22}).

References

[AD13] C. Anantharaman-Delaroche. The Haagerup property for discrete measured groupoids. In Operator algebra and dynamics, volume 58 of Springer Proc. Math. Stat., pages 1–30, Heidelberg, 2013. Springer.

[Ada94] S. Adams. Indecomposability of equivalence relations generated by word hyperbolic groups.Topology, 33(4):785–798, 1994.

[BB96] W. Ballmann and S. Buyalo. Nonpositively curved metrics on 2-polyhedra. Math. Z., 222(1):97–134, 1996.

[BH99] M.R. Bridson and A. Haefliger. Metric spaces of non-positive curvature, volume 319 of Grundlehren der mathematischen Wissenschaften. Springer-Verlag, Berlin, 1999.

[BKS08] M. Bestvina, B. Kleiner, and M. Sageev. The asymptotic geometry of right-angled Artin groups. I. Geom. Topol., 12(3):1653–1699, 2008.

[BS62] G. Baumslag and D. Solitar. Some two-generator one-relator non-Hopfian groups. Bull. Amer. Math. Soc., 68:199–201, 1962.

[CIK15] I. Chifan, A. Ioana, and Y. Kida. W*-superrigidity for arbitrary actions of central quotients of braid groups. Proc. Lond. Math. Soc. (3), 111(6):1431–1470, 2015.

[CK15] I. Chifan and Y. Kida. OE and W* rigidity results for actions by surface braid groups. Proc. Lond. Math. Soc. (3), 111(6):1431–1470, 2015.

[Cri05] J. Crisp. Automorphisms and abstract commensurators of 2-dimensional Artin groups. I. Geom. Topol., 9:1381–1441, 2005.

[dST19] M. de la Salle and R. Tessera. Characterizing a vertex-transitive graph by a large ball. J. Topol., 12(3):705–743, 2019.

[Dye59] H.A. Dye. On groups of measure preserving transformation. I. Amer. J. Math., 81:119–159, 1959.

[Dye63] H.A. Dye. On groups of measure preserving transformations. II. Amer. J. Math., 85:551–576, 1963.

[FM98] B. Farb and L. Mosher. A rigidity theorem for the solvable Baumslag-Solitar groups. Invent. Math., 131(2):419–451, 1998.

[FM99] B. Farb and L. Mosher. Quasi-isometric rigidity of the solvable Baumslag-Solitar groups. II. Invent. Math., 137(3):613–649, 1999.

[FSZ89] J. Feldman, C.E. Sutherland, and R.J. Zimmer. Subrelations of ergodic equivalence relations. Ergodic Theory Dynam. Systems, 9(2):239–269, 1989.

[Fur99a] A. Furman. Gromov’s measure equivalence and rigidity of higher-rank lattices. Ann. of Math. (2), 150:1069–1081, 1999.

[Fur99b] A. Furman. Orbit equivalence rigidity. Ann. of Math. (2), 150(3):1083–1108, 1999.
[Fur11] A. Furman. A survey of measured group theory. In *Geometry, rigidity, and group actions*, Chicago Lectures in Math., pages 296–374, Chicago, IL, 2011. Univ. Chicago Press.

[Gab02] D. Gaboriau. Invariants $L^2$ de relations d’équivalence et de groupes. *Publ. Math. Inst. Hautes Études Sci.*, 95:93–150, 2002.

[GH21] V. Guirardel and C. Horbez. Measure equivalence rigidity of $\text{Out}(F_N)$. *arXiv:2103.03696*, 2021.

[Gro93] M. Gromov. Asymptotic invariants of infinite groups. In *Geometric group theory*, volume 2 of *London Math. Soc. Lecture Note Ser.*, pages 1–295, Cambridge Univ. Press, Cambridge, 1993.

[HH20] C. Horbez and J. Huang. Boundary amenability and measure equivalence rigidity among 2-dimensional Artin groups of hyperbolic type. *arXiv:2004.09325*, 2020.

[HH21] S. Hensel and C. Horbez. Measure equivalence rigidity of the handlebody groups. *arXiv:2111.10064*, 2021.

[HH22] C. Horbez and J. Huang. Measure equivalence classification of transvection-free right-angled Artin groups. *J. Éc. polytech. Math.*, 9:1021–1067, 2022.

[HHI21] C. Horbez, J. Huang, and A. Ioana. Orbit equivalence rigidity of irreducible actions of right-angled Artin groups. *arXiv:2110.04141*, 2021.

[Hig51] G. Higman. A finitely generated infinite simple group. *J. London Math. Soc.*, 26:61–64, 1951.

[HJ19] H.A. Helfgott and K. Juschenko. Soficity, short cycles, and the Higman group. *Trans. Amer. Math. Soc.*, 371(4):2771–2795, 2019.

[HPV13] C. Houdayer, S. Popa, and S. Vaes. A class of groups for which every action is $W^*$-superrigid. *Groups Geom. Dyn.*, 7(3):577–590, 2013.

[HR15] C. Houdayer and S. Raum. Baumslag-Solitar groups, relative profinite completions and measure equivalence rigidity. *J. Topol.*, 8(1):295–313, 2015.

[Hua17] J. Huang. Top-dimensional quasiflats in CAT(0) cube complexes. *Geom. Topol.*, 21(4):2281–2352, 2017.

[Ioa15] A. Ioana. Cartan subalgebras of amalgamated free product II$_1$ factors. *Ann. Sci. Éc. Norm. Supér. (4)*, 48(1):71–130, 2015.

[Iva97] N.V. Ivanov. Automorphism of complexes of curves and of Teichmüller spaces. *Internat. Math. Res. Notices*, 14:651–666, 1997.

[Kec95] A.S. Kechris. *Classical descriptive set theory*, volume 156 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 1995.

[Kid08a] Y. Kida. The mapping class group from the viewpoint of measure equivalence theory. *Mem. Amer. Math. Soc.*, 196(916), 2008.

[Kid08b] Y. Kida. Orbit equivalence rigidity for ergodic actions of the mapping class group. *Geom. Dedic.*, 131:99–109, 2008.

[Kid09] Y. Kida. Introduction to measurable rigidity of mapping class groups. In *Handbook of Teichmüller theory, volume II*, volume 13 of *IRMA Lect. Math. Theor. Phys.* pages 297–367. Eur. Math. Soc., 2009.

[Kid10] Y. Kida. Measure equivalence rigidity of the mapping class group. *Ann. of Math. (2)*, 171(3):1851–1901, 2010.

[Kid14] Y. Kida. Invariants of orbit equivalence relations and Baumslag-Solitar groups. *Tohoku Math. J.*, 66(2):205–258, 2014.

[KK13] S.h. Kim and T. Koberda. Embedability between right-angled Artin groups. *Geom. Topol.*, 17(1):493–530, 2013.

[KKR19] M. Kassabov, V. Kuperberg, and T. Riley. Soficity and variations on Higman’s group. *J. Comb. Algebra*, 3(1):41–70, 2019.
[LS77] R.C. Lyndon and P.E. Schupp. *Combinatorial group theory*, volume 89 of *Ergebnisse der Mathematik und ihrer Grenzgebiete*. Springer-Verlag, Berlin-New York, 1977.

[Mar17] A. Martin. On the cubical geometry of Higman’s group. *Duke Math. J.*, 166(4):707–738, 2017.

[Mar21] A. Martin. Acylindrical actions on CAT(0) square complexes. *Groups Geom. Dyn.*, 15(1):335–369, 2021.

[MO15] A. Minasyan and D. Osin. Acylindrical hyperbolicity of groups acting on trees. *Math. Ann.*, 362(3-4):1055–1105, 2015.

[Mol91] D.I. Moldavanskiı. On the isomorphisms of Baumslag-Solitar groups. *Ukrain. Mat. Zh.*, 43(12):1684–1686, 1991.

[Mon17] N. Monod. Variations on a theme by Higman. *Expo. Math.*, 35(2):226–235, 2017.

[MT18] J. Maher and G. Tiozzo. Random walks on weakly hyperbolic groups. *J. Reine Angew. Math.*, 742:187–239, 2018.

[MvN36] F.J. Murray and J. von Neumann. On rings of operators. *Ann. of Math. (2)*, 37(1):116–229, 1936.

[MW02] J.P. McCammond and D.T. Wise. Fans and ladders in small cancellation theory. *Proc. London Math. Soc. (3)*, 84(3):599–644, 2002.

[OW80] D.S. Ornstein and B. Weiss. Ergodic theory of amenable group actions. I. The Rohlin lemma. *Bull. Amer. Math. Soc. (N.S.)*, 2(1):161–164, 1980.

[Pet10] J. Peterson. Examples of group actions which are virtually $\text{W}^*$-superrigid. *arXiv:1002.1745*, 2010.

[PT86] V.P. Platonov and O.I. Tavgen’. On the Grothendieck problem of profinite completions of groups. *Dokl. Akad. Naud. SSSR*, 288(5):1054–1058, 1986.

[PV10] S. Popa and S. Vaes. Group measure space decomposition of $\text{II}_1$ factors and $\text{W}^*$-superrigidity. *Invent. Math.*, 182(2):371–417, 2010.

[Sch71] P.E. Schupp. Small cancellation theory over free products with amalgamation. *Math. Ann.*, 193:255–264, 1971.

[Ser89] H. Servatius. Automorphisms of graph groups. *J. Algebra*, 126(1):34–60, 1989.

[Sin55] I.M. Singer. Automorphisms of finite factors. *Amer. J. Math.*, 77:117–133, 1955.

[Sta91] J.R. Stallings. Non-positively curved triangles of groups. *Group theory from a geometrical viewpoint (Trieste, 1990)*, pages 491–503, 1991.

[Tho12] A. Thom. About the metric approximation of Higman’s group. *J. Group Theory*, 15(2):301–310, 2012.

[Tit74] J. Tits. Buildings of spherical type of finite BN-pairs. volume 386 of *Lecture Notes in Mathematics*, Berlin-New York, 1974. Springer-Verlag.

[Why01] K. Whyte. The large scale geometry of the higher Baumslag-Solitar groups. *Geom. Funct. Anal.*, 11(6):1327–1343, 2001.

Camille Horbez
Université Paris-Saclay, CNRS, Laboratoire de mathématiques d’Orsay, 91405, Orsay, France
e-mail: camille.horbez@universite-paris-saclay.fr

Jingyin Huang
Department of Mathematics
The Ohio State University, 100 Math Tower
231 W 18th Ave, Columbus, OH 43210, U.S.
e-mail: huang.929@osu.edu