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We introduce the concept of selective quantum state tomography or SQST, a tomographic scheme that enables a user to estimate arbitrary elements of an unknown quantum state using a fixed measurement record. We demonstrate how this may be done with the following notable advantages (i) a number of state copies that depends only on the desired precision of the estimation, rather than the dimension of the unknown state; (ii) a similar reduction in the requisite classical memory and computational cost; (iii) an approach to state tomography using $O(\epsilon^{-2} \log d)$ state copies for maximum norm error $\epsilon$, as well as achieving nearly optimal bounds for full tomography with independent measurements. As an immediate extension to this technique we show that SQST can be used to generate an universal data sample, of fixed and dimension independent size, from which one can extract the mean values of a continuous number of operators on demand.

INTRODUCTION

A significant hurdle facing the production of large scale quantum devices is maintaining control over the corresponding exponential growth in Hilbert space as additional subsystems are added. This growth is well understood [1–3] and a source of such devices advantage over their classical counterparts. Unfortunately, this very advantage introduces an intrinsic handicap: an exponentially large output will in general need to be probed through quantum state tomography[4]. Naturally as our ability to exploit quantum effects for real world applications expands [5, 6], the severity of this scaling problem becomes more cumbersome.

This is problematic as the number of quantum information tasks that require mapping an input to an unknown output is rather significant [7]. Accurately determining this output state is of the utmost importance for complete utilisation of a quantum device but with a large system may be completely infeasible. Even with perfect, error free quantum operations it seems a significant obstacle of the near future is going to be having the answer but being unable to access it. While there are certainly ways to mitigate this effect – perhaps by compressing meaningful system outputs to a much smaller and hence manageable state space – these strategies can only ever be a stopgap. There comes a point where a quantum system is simply too large for us to meaningfully characterise or measure, marking a kind of dimension demarcation for any near-term quantum technology.

Tomography schemes abound that aim to reduce the difficulty of this task. However, an unavoidable fact of estimating an arbitrary density operator is the required polynomial number of measurements in the dimension $d$ – of order $O(d^2 \epsilon^2)$, for some constant $\alpha$. More precisely, achieving an absolute error $\epsilon$ in the estimation of an unknown density matrix requires at least $O(d^2 \epsilon^2)$ copies of a quantum state. Moreover, these strategies require the use of a quantum computer and entangling gates which are still challenging to implement. For more practical strategies where a user is restricted to independent (between state copies) measurements the scaling becomes slightly worse, with $O(d^3 \epsilon^{-2})$ copies required [1, 9]. If one is willing to make certain assumptions about a target state, exceptional gains can be made [10-14]. For example, estimation of a rank $r$ density operator may be performed using $O(dr^2 \epsilon^{-2})$ [15, 16] measurements, falling under the category of sparse estimation or compressed sampling. Though these kinds of strategies often differ drastically, their commonality is the need for a number of measurements that is dependent on the dimension of the system being reconstructed – an exponential scaling.

If this was not enough, an often overlooked part of any tomography is the classical task of estimating an exponentially large complex matrix given some measurement record constructed from an experiment. Given that our ability to engineer classical computing systems far exceeds our ability to do the same in the quantum realm, the memory and computational power required in the post-processing phase of state tomography has been safely ignored. But as our ability to control quantum systems begins to match our skill in the classical regime, this computational cost becomes intractable, particularly in terms of the memory required to store a $d^2$ complex matrix and the computational power required to process it.

If, on the other hand, our goal is only to access particular information about the target state (as in shadow tomography [8] or direct fidelity estimation [17]) then it would seem logical that we can do so without needing to store the entire density operator. In this paper we focus on the latter case, presenting a tomographic scheme, dubbed Selective Quantum State Tomography (SQST), that does just this; enabling the estimation of an arbitrary density operator element with a number of copies, memory and computational cost that scales as $O(\epsilon^{-2} \log \delta^{-1})$ with error (of the operator element) $\epsilon$ and
failure probability \( \delta \). This scaling is entirely independent of the dimension of the system. Additionally, we also demonstrate that the scheme is nearly optimal for complete state tomography when restricted to independent measurements.

Extending this, we provide a generalisation of SQST to the estimation of a mean value of an arbitrary operator. We demonstrate the existence of a continuous submanifold of bounded operators, from which the mean value of an arbitrary element can be estimated. This is at constant cost using a fixed set of measurement outcomes whose cardinality is dimension independent.

The procedure for SQST is straightforward and can be conceptually understood via Mutually Unbiased Bases (MUB) \([18, 19]\). Though a thorough review of this topic is encouraged, we shall restrict ourselves to only a brief summary of their most important properties. A more complete examination can be found in \([20]\).

**MUTUALLY UNBIASED BASES**

Mutually unbiased basis sets are groups of orthogonal bases defined on a finite dimensional (of dimension \( d \)) Hilbert space. They hold a special property whereby any two basis elements \( |i, m \rangle \) and \( |j, n \rangle \) drawn from different sets – indexed as \( m \) and \( n \) – have a constant inner product \( \langle i, m | j, n \rangle \equiv 1/d \), \( \forall m \neq n \). Though the underlying theory behind MUBs is exceptionally deep, being heavily related to fundamental properties of quantum mechanics such as complementarity \([21]\) and quantum geometry \([20]\), for us it suffices to know that in a \( d = p^n \)-dimensional Hilbert space (with \( p \) prime and integer \( n \)) it is known that a maximal mutually unbiased basis set consists of a set of orthogonal bases \( \{|k, m\}\) with \( k = 1, \ldots, d \) and \( m = 1, \ldots, d + 1 \).

While there are infinitely many complete MUBs, we are always free to apply a global unitary to each element of the set, transforming them into a different one while maintaining the inner product between elements. Due to this, we will always choose the \( m = 1 \) basis to be the computational basis and define the remaining bases in terms of this set

\[
|k,m\rangle = \frac{1}{\sqrt{d}} \sum_{l=1}^{d-1} \alpha_{km}^{l} |l,1\rangle; \quad m \neq 1,
\]

with \( |\alpha_{km}\rangle = 1 \). The specific form of \( \alpha_{km}^{l} \) is dependent on the dimension of the underlying Hilbert space, with different expressions for prime \([18]\) and prime power \([22]\) dimensions. For our pursuit of a selective tomography, we exploit a useful fact \([22]\) about arbitrary operators \( A \) acting on the same space our MUB is defined upon, namely that

\[
A = - \text{tr}(A) I + \sum_{m=1}^{d+1} \sum_{k=1}^{d} O_{k}^{(m)} \Pi_{k}^{(m)},
\]

with \( O_{k}^{(m)} = \text{tr}[A \cdot \Pi_{k}^{(m)}] \). The \( \Pi_{k}^{(m)} \) are constructed from the basis elements of the MUB such that \( \Pi_{k}^{(m)} = |k,m\rangle\langle k,m| \). Since our MUB is informationally complete, any operator \( A \) can be decomposed in this way. This result will serve us well in our pursuit of a tomography scheme capable of extracting single elements of a density operator. A particularly critical example for us are the matrix unit operators. Let \( A_{ij} := |j\rangle\langle i| \) defined in the computational basis and \( i \neq j \). Since \( \langle A_{ij} \rangle = \text{tr}[\rho A_{ij}] = \rho_{ij} \), measuring a particular operator element \( \rho_{ij} \) amounts to estimating the expectation value of \( A_{ij} \). We note that \( \text{tr}[A_{ij}] = 0 \) given \( i \neq j \) and use Eq. (2) to write

\[
A_{ij} = \sum_{m=1}^{d+1} \sum_{k=1}^{d} (k,m | A_{ij} | k,m) \Pi_{k}^{(m)}.
\]

Inserting the MUB element representation from Eq. (1), we arrive at the result

\[
A_{ij} = \frac{1}{d} \sum_{m=2}^{d+1} \sum_{k=1}^{d} \eta_{km}^{ij} \Pi_{k}^{(m)},
\]

with \( \eta_{km}^{ij} = \alpha_{ij}^{km} \alpha_{km}^{*} \) and \( |\eta_{km}^{ij}| = 1 \), being confined to the complex unit circle. From Eq. (4), it appears that a particular \( A_{ij} \) is a specific sum of weighted measurement projectors. Continuing this line of inquiry, let us construct a POVM with elements defined as \( R_{k}^{(m)} = \Pi_{k}^{(m)}/d \) and thus

\[
A_{ij} = \sum_{k,m} \eta_{km}^{ij} R_{k}^{(m)}.
\]

Computing the expectation value of \( A_{ij} \) and setting the probability \( p_{km} = \text{tr}[\rho \cdot R_{k}^{(m)}] \)

\[
\rho_{ij} = \langle A_{ij} \rangle = \sum_{km} \eta_{km}^{ij} p_{km},
\]

we can see that \( \rho_{ij} \) amounts to the expectation value of a bounded random variable \( \eta_{ij}^{(s)} \) associated to the POVM measurement outcomes. This value can be efficiently estimated in experiment.

**SELECTIVE TOMOGRAPHY**

In the previous section, we saw that the off-diagonal expectation values \( \langle A_{ij} \rangle \) are equivalent to the expectation value of the random variable \( \eta_{ij}^{(s)} \) \( s \in \{\eta_{ij}^{km} | m = 2, \ldots, d + 1, k = 1, \ldots, d\} \), associated with outcomes of the POVM \( \{R_{k}^{(m)}\} \) with \( m \), \( k \) indexed as in Eq. (4). Practical implementation of this POVM amounts to randomly choosing one of \( d \) orthonormal basis sets (not including \( m = 1 \)) to measure a copy of \( \rho \) in, each with probability \( 1/d \) of being selected. A tomography to estimate \( \rho_{ij} \) would then proceed by the generation of \( N \) copies of \( \rho \), each measured using this POVM. For each measurement outcome, indexed by \( s \), we update an approximation to the above sum as

\[
\rho_{ij}^{d} = \frac{1}{N} \sum_{s=1}^{N} \eta_{ij}^{(s)}.
\]

To be completely explicit, a selective quantum state tomography (Fig. 1) would proceed in experiment as follows:
1. Generate the quantum state $\rho$ to be measured, defined on a Hilbert space of dimension $d$.

2. Measure this state using the POVM defined by $\{R_k^{(m)}\}$, obtaining measurement result $(k, m)$.

3. Using a total of $N$ copies of the state, repeat step two, generating the sequence of outcomes $(k_1, m_1), \ldots, (k_N, m_N)$. This concludes the experimental phase of the tomography.

4. In post-processing, compute the estimate of a particular $\rho_{ij}$ using indexes $i, j$ and $(k_s, m_s)$ to compute $\eta_{ij}^{(s)}$ and the sum in Eq. (7).

5. To estimate a different element $\rho_{ab}$, simply update the values of $i, j$ to $a, b$ and recompute the estimator, without further measurements.

![Figure 1. The experimental procedure for estimation of a single element of an arbitrary density operator $\rho_{ij}$. $N$ copies of a state (red) are measured with a fixed POVM (blue), producing an outcome sequence. In post-processing, the $i, j$ are then fixed which, along with the outcome sequence, defines a term (grey) in the sum of Eq. (7). The sum of these (yellow) form $\rho_{ij}$, the estimator for $\rho_{ij}$.](image)

With the experimental procedure now well-defined, our goal is to compute the number of state copies $N$ of $\rho$ required for the estimator $\rho_{ij}'$ to converge to $\rho_{ij}$ within some error $\epsilon$ and failure probability $\delta$. Though $\eta_{ij}^{(s)}$ complicates matters by taking values on the complex unit circle, we may still apply the usual concentration inequalities by considering $\eta_{ij}^{(s)}$ as a sum of two bounded random variables such that $|\text{Re}[\eta_{ij}^{(s)}]| + |\text{Im}[\eta_{ij}^{(s)}]| = 1$. Recall that $\rho_{ij}' = N^{-1} \sum_{s=1}^{N} \eta_{ij}^{(s)}$ and note that $\mathbb{E}[\rho_{ij}'] = \rho_{ij}$. Following a concentration inequality approach we wish to compute the bound $\Pr \left( |\rho_{ij}' - \mathbb{E}[\rho_{ij}']| \geq \epsilon \right)$. First, we will isolate the real and complex components of the random variable $\eta_{ij}^{(s)}$. By the triangle inequality we have that

$$\Pr \left( |\rho_{ij}' - \mathbb{E}[\rho_{ij}']| \geq \epsilon \right) \leq \Pr \left( |A| \geq \frac{\epsilon}{2} \right) + \Pr \left( |B| \geq \frac{\epsilon}{2} \right),$$

for $A = \text{Re}(\rho_{ij}') - \mathbb{E}[\text{Re}(\rho_{ij}')]$ and $B = \text{Im}(\rho_{ij}') - \mathbb{E}[\text{Im}(\rho_{ij}')]$. From here, we can apply Hoeffding’s inequality [23] for bounded random variables to each term individually

$$\Pr \left( |\rho_{ij}'| \geq \epsilon \right) \leq 4e^{-\frac{\epsilon^2}{2}} = \delta. \quad (8)$$

From here we can infer the number of copies $N = O(\epsilon^{-2} \log \delta^{-1})$ needed to estimate $\rho_{ij}$ within the range $|\rho_{ij}' - \rho_{ij}| < \epsilon$ with probability greater than $1 - \delta$. This is in tandem with a $O(N)$ complexity overhead in both the required memory and computation, given we need only store the outcomes of each measurement and the summation may be computed piece-wise.

For estimation of any $\rho_{ij}$, we also need to account for the diagonal case $i = j$, something we neglect in the above formulation of SQST. Fortunately the estimation of the diagonal elements of $\rho_{ij}$ is straightforward. This stems from the fact that diagonal estimation of density operators is something of a simple case, achievable with measurement in the computational basis. For truly arbitrary estimation of the elements of a density operator we thus need to maintain two measurement records; one for the diagonal elements which gives the $\rho_{ii}$ directly, and another for the off diagonals $\rho_{ij}$, both requiring $N = O(\epsilon^{-2} \log \delta^{-1})$ copies of the state. An additional factor must be included if multiple elements are to be estimated, corresponding to $M$ repetitions of Step 5 in the experiment. For all of these estimated elements to simultaneously have less than error $\epsilon$ with probability $1 - \delta$, a union bound in Eq. (8) is included for this more restrictive case. For $M$ estimated quantities this leads to a scaling of $N = O(\epsilon^{-2} \log M \log \delta^{-1})$. As we shall soon show, this is the optimal scaling for this task.

**ESTIMATION OF ARBITRARY OPERATORS**

So far we have confined ourselves to estimation of a discrete class of expectation values - the matrix unit operators formed from the computational basis. Here we present a generalisation of this technique to a continuous set of operators. Without loss of generality, let us focus our attention on the cases of traceless operators $\text{Tr} A = 0$. Consider a general decomposition given in Eq. (2) of a traceless operator $A$

$$A = \sum_{m=1}^{d+1} \sum_{k=1}^{d} a_{km} \Pi_k^{(m)}. \quad (9)$$

Furthermore, we restrict our attention to bounded $|a_{km}| \leq K$. A straightforward calculation shows $\|A\|_2^2 = \sum_{m=1}^{d+1} |a_{km}|^2 \leq (d+1)K^2$ (where $\| \cdot \|_2$ is the Frobenius norm). In complete analogy to the SQST, the mean value of $A$ can be estimated by implementing the POVM $\{R_k^{(m)} = \Pi_k^{(m)}/(d+1)\}$ via estimator of the form (7), i.e. $a' = N^{-1} \sum_{s=1}^{N} a(s)$, with $a(s) \in \{(d+1)a_{km} | m = 1 \ldots d+1, k = 1 \ldots d\}$. Clearly $\mathbb{E}[a'] = \mathbb{E}[A]$. With this the Hoeffding bound of Eq. (8) now has a slightly modified form

$$\Pr (|a' - \mathbb{E}[A]| \geq \epsilon) \leq 4e^{-\frac{N\epsilon^2}{2K^2(d+1)}} = \delta. \quad (10)$$

therefore, the procedure requires

$$N = O(K^2d^2\epsilon^{-2} \log \delta^{-1}), \quad (11)$$
state copies for reliable estimation. Now, as long as \( K = O(d^{-1}) \), the number of required copies does not scale with dimension \( d \). The class of operators satisfying \( |a_{km}| \leq K \) is a convex bounded set, with extreme points defined by \( a_{km} = e^{i\varphi_{km}}/K \), i.e.

\[
A_\varphi = \frac{1}{K} \sum_{m=1}^{d+1} \sum_{k=1}^{d} e^{i\varphi_{km}} \Pi_k^{(m)}.
\]

(12)

By setting \( K = O(1/d) \), we have \( |A_\varphi| = O(1) \), and the extreme points form a continuous sub-manifold of bounded operators parameterised by \( d(d+1) \) real parameters \( \varphi_{km} \). The mean value of any element \( A_\varphi \) can be extracted to the accuracy \( \epsilon \) with the constant (size independent) overhead \( N = O(\epsilon^{-2}\log \delta^{-1}) \). As before, if multiple operators \( \{A_i\}_{i=1}^{M} \) need to be estimated from the same set of measurements, a factor of \( \log M \) must be included in the above.

**BOUNDS ON FULL STATE TOMOGRAPHY**

Here we compute the estimation error for selective quantum state tomography when applied to the task of complete state tomography. Performance comparison of our selective tomography with other tomographic schemes requires computing the bounds our scheme places on the norm of an error matrix \( E = \rho - \rho' \) where \( \rho' \) is the estimated density operator and \( \rho \) is the ground truth. In standard quantum state tomography we require that the trace norm of this quantity is \( ||E|| \leq \nu \) for \( \nu \geq 0 \).

The estimation error of SQST is equivalent to the max norm \( ||E||_{\text{max}} := \max_{ij} |E_{ij}| \leq \epsilon \). We can relate this value to the Frobenius norm as

\[
||E||_{\text{max}} = \max_{ij} |E_{ij}| \leq \sqrt{\sum_{ij} |E_{ij}|^2} = ||E||_2.
\]

(13)

while as a lower bound we have

\[
||E||_2^2 = \sum_{ij} |E_{ij}|^2 \leq d^2 ||E||_{\text{max}}^2 = d^2 ||E||_{\text{max}}^2,
\]

(14)

and hence \( ||E||_2 \leq d ||E||_{\text{max}} \). The Frobenius norm \( || \cdot ||_2 \) is a special case \( (p = 2) \) of the Schatten \( p \)-norms whereas the trace norm corresponds to the \( p = 1 \) case. By monotonicity of the Schatten norm \( || \cdot ||_q \) for \( p < q \) and by Hölder’s inequality[25]

\[
||AB||_1 \leq ||A||_p ||B||_q, \quad \forall \frac{1}{p} + \frac{1}{q} = 1,
\]

(15)

with \( A = E, B = 1, p = q = 2 \) we have that \( ||E||_1 \leq \sqrt{d} ||E||_2 \). Combining this with Eqs. (13),(14) gives an inequality relation for the trace norm and maximum element wise error for SQST

\[
\frac{1}{\sqrt{d^2}} ||E||_1 \leq ||E||_{\text{max}} \leq ||E||_1.
\]

(16)

This inequality is informative in the following way: Suppose the presented scheme was used to estimate the value \( \rho_{ij} \) of a state \( \rho \) with an error known to be bounded by \( ||E||_{\text{max}} = ||\rho_{ij} - \rho'_{ij}||_{\text{max}} \leq \epsilon \) using \( N \) copies of the state. From Eq. (16) this then implies an equivalent estimation error in the trace norm of the complete error matrix; \( ||E||_1 \leq \sqrt{d^2 \epsilon} = \nu \). We know that SQST requires \( O(\epsilon^{-2}\log M \log \delta^{-1}) \) copies for a maximum error of \( \epsilon \) in \( M = d^2 \) elements, which combined with the previous bound gives a total of \( N = O(d^3 \nu^{-2} \log \delta^{-1}) \) state copies. This is optimal[1] with a \( \log d \) overhead.

Our SQST can be seen as a shadow tomography task[8], which aims at estimating mean values of a certain number of binary observables, say \( M \) of them, to error \( \epsilon \). To see this, we define \( X_{kl} = |k\rangle\langle l| + |l\rangle\langle k|, Y_{kl} = i |k\rangle\langle l| - i |l\rangle\langle k| \) and \( Z_{kk} = |k\rangle\langle k| \). These observables are clearly binary and there are \( M = d^2 \) of them in total. It is trivial to see that the expectation value of each observable corresponds to the real, imaginary and diagonal components of a target state. The lower bound on the number of required copies to then estimate all of them with shadow tomography is \( O(\epsilon^{-2}\log M) \)[8], which matches the scaling of the scheme presented here and proves that SQST provides the optimal scaling. Not only this but it is optimal for quantum state tomography under the max norm with a scaling of \( O(\epsilon^{-2}\log d) \).

**DISCUSSION**

We have presented a tomographic scheme for the estimation of a quantum state, capable of determining the value of individual density operator elements without an exponential number of measurements. This is performed in conjunction with no requirement to store or compute exponentially large matrices as intermediate steps. Since SQST can be applied to arbitrary density operators, it is conceivable that further reduction of the total number of measurements is achievable by combining it with system specific assumptions e.g. sparsity.

In the case of SQST, the POVM constructed from mutually unbiased bases may at first appear to be difficult to perform in experiment. However it has been shown[27] that any MUB may be constructed using a universal gate set with linear cost. This latter point is particularly important when comparing to the recent scheme of shadow tomography[8] as the method given there necessitates joint measurement on multiple copies of a target state together with non-demolition measurements. Both of these requirements are experimentally demanding with present technology[28].

Combining these advantages of dimensional independence, \( O(N) \) memory overhead, applicability to arbitrary quantum states and generality to a large class of bounded operators, we conclude that the presented tomography scheme is an experimentally advantageous approach to quantum state tomography.

*Note* - In preparation of this manuscript, we became aware of another work[29] considering a similar problem. The authors of that work use a different measurement scheme exploiting random Clifford circuits that achieves the same sample complexity as the one presented here.
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