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Abstract—The U.S. Defense Advanced Research Projects Agency (DARPA) Subterranean Challenge requires teams of robots to traverse difficult and diverse underground environments. Traversing small gaps is one of the challenging scenarios that robots encounter. Imperfect sensor information makes it difficult for classical navigation methods, where behaviours require significant manual fine-tuning. In this paper we present a deep reinforcement learning method for autonomously navigating through small gaps, where contact between the robot and the gap may be required. We first learn a gap behaviour policy to get through small gaps (only centimeters wider than the robot). We then learn a goal-conditioned behaviour selection policy that determines when to activate the gap behaviour policy. We train our policies in simulation and demonstrate their effectiveness with a large tracked robot in simulation and on the real platform. In simulation experiments, our approach achieves 93% success rate when the gap behaviour is activated manually by an operator, and 63% with autonomous activation using the behaviour selection policy. In real robot experiments, our approach achieves a success rate of 73% with manual activation, and 40% with autonomous behaviour selection. While we show the feasibility of our approach in simulation, the difference in performance between simulated and real world scenarios highlight the difficulty of direct sim-to-real transfer for deep reinforcement learning policies. In both the simulated and real world environments alternative methods were unable to traverse the gap.

I. INTRODUCTION

Navigation over various difficult terrain situations requires robust robotic platforms. The DARPA Subterranean Challenge (SubT) [1] highlights the need for such platforms in unstructured underground circuits from tunnel, urban, and cave domains. Tracked robotic platforms are capable of navigating rough terrain and are well suited for subterranean search and rescue tasks, particularly where contact with the environment may be required. A number of the SubT scenarios requires the robots to navigate in human environments including small passages and doorways, where significant portions of the course may be obstructed by a narrow bottleneck. Fig. 1 shows examples of narrow gaps centimeters wider than the OzBot BIA5 ATR robot [2], a large tracked robot. With teleoperation, a strategy often employed for doorways is to approach the gap on a slight angle, making contact with one side of the door, and then turn while in contact with the door. For autonomous operation, such a behaviour is difficult to derive manually, particularly for robots with imperfect velocity tracking, noisy perception systems and without sensors that can sense contact. Moreover, integrating such a behaviour into an existing behaviour stack requires understanding when to operate such a controller.

In this paper, we propose a deep reinforcement learning approach to pass through narrow gaps, which is intended to be integrated with a classical behaviour stack. Reinforcement learning methods have lately been used to develop complex navigation behaviours and has improved the performance of navigation robots compared with classically designed controllers [3]. Our gap behaviour policy assumes the robot is already facing a gap, however, it is also important to know when to activate the gap behaviour, especially when other behaviours (e.g. path following) are used the majority of the time. Integration of a behaviour within a behaviour stack is necessary, though reinforcement learning methods typically act as a black box, with no way to know when a behaviour should be active. Learning when to use the gap behaviour so that it is autonomously activated is an important part of the problem.

Our contributions as follows:

- A gap behaviour policy using deep reinforcement learning for controlling a mobile robot through small gaps
- A method to learn when to autonomously activate the gap behaviour policy
- Proof-of-concept demonstration of the effectiveness of the approach in simulation and in the real world, using a policy trained only in simulation

II. RELATED WORK

Designing an autonomous navigation system to handle difficult terrain scenarios is challenging. Often a collection of behaviours are required, where each behaviour has been designed for a unique situation [4], [5].

A. Classical Methods for Robot Navigation

Artificial potential fields (APF) [6] is a widely used algorithm for navigation, where the robot is attracted to goal locations, and repelled from obstacles. Bug algorithms have also been used extensively [7]. The robot moves toward a
goal unless an obstacle is encountered, then the robot moves along the boundary of the obstacle until it can once again move toward the goal. Small gaps is a limitation of these methods. Local minima with narrow gaps causes oscillations when the attractive and repelling forces are balanced [8]. Probabilistic planners like Probabilistic Roadmap (PRM) and Rapidly-exploring Random Tree (RRT) also have difficulty with narrow spaces. Sun et al [9] introduce a bridge test to detect narrow passages for use with PRM planning.

Navigating through narrow gaps is challenging. Mujahed et al [10] proposed an admissibility gap: a virtual gap that satisfies the kinematic constraints of the vehicle to plan through tight spaces. In urban environments, Rusu et al [11] design a geometric door detection method using 3D point cloud information, provided the door is within a set of specifications. A PR2 robot is able to detect a door and its handles [12], and negotiate the open or closed configuration to get through [13]. Cosgun [14] detects doors from door signs, and directs a robot through with pointing gestures.

Hines et al [5] designed a behaviour stack where each behaviour has a priority, and an admissibility criteria. A behaviour becomes active if it has a higher priority than the current behaviour, and is admissible. Admissibility criteria, and the behaviours themselves, are manually designed. The primary path follow method uses Hybrid A* [15] to plan a path through a costmap to a goal, considering the vehicle constraints.

In each of these approaches, the robot does not make contact with the environment. Therefore gaps that appear smaller than the robot footprint are not considered for traversal, even if the robot may be able to get through. Sensory errors and coarse perception maps contribute to the failure of these methods. Furthermore, classical navigation methods often rely on manual tuning of parameters [6], [5], [7]. Next, we review learning methods for navigation, aimed to reduce manual tuning.

### B. Learning Methods for Robot Navigation

Learning methods used for navigation have shown promising results for robot navigation in human domains [3], [16], [17], [18], [19] and in the field [20].

Rana et al [3] efficiently learn a navigation policy from an APF prior controller while also learning a confidence for when the learned behaviour should be active, or when the robot should use the prior controller.

With learning methods it is possible to navigate on various surfaces [20], and through narrow gaps [16] from RGB images. BADGR by Kahn et al [20] learns a navigation policy directly from images with a self supervised approach. This method not only learns to navigate to a waypoint, but also to favour traversing a concrete path over grass. Bansal et al [16] learn to navigate through narrow doorways to get to a specified goal location using a monocular camera mounted to a robot.

Other learning approaches for robot navigation map and plan [19], generate waypoints [17], or use motion primitives [18]. Gupta et al [19] learn a map and how to plan to a goal from an egocentric map with end-to-end reinforcement learning. Kumar et al [17] learn to plan at a high level of abstraction (turn left, turn right) from video data. Moreno et al [18] generate auxiliary waypoint locations (critical navigation points) at problematic narrow regions.

With the exception of Rana et al [3], learning methods are do not typically integrate with classical methods. In our previous work we introduce the idea of developing behaviours separately [21], then learning when they should be used, either with a supervised approach [22], or through reinforcement learning [23]. For our problem we require a behaviour that can learn to perform complex maneuvers (such as make contact with a door), and can be integrated into an existing behaviour stack.

### III. Robotic Platform

The ‘Titan’ all terrain robot (ATR) from BIA5 [2] is a 90Kg tracked vehicle, with a length of 1.4m and a width of 0.78m. It is the primary autonomous platform in a heterogeneous fleet of robots (tracked, legged, aerial) used by team CSIRO Data61’s [24] entry in the SubT Challenge systems track [1]. The Titan moves with nonholonomic motion following forward and heading velocity commands, and can turn on the spot (skid-steer).

**Perception Stack:** Like all robots in team CSIRO Data61, the Titan has a ‘Catpack’ perception system equipped with a tilted spinning Velodyne Lidar, Inertial Measurement Unit (IMU), 4 RGB cameras, and 3 thermal cameras. Each robot performs Simultaneous Localisation and Mapping (SLAM) onboard, providing a height map that is used by local navigation behaviours for fully autonomous navigation. Goals are provided by a higher level planner, encouraging thorough exploration in the search for artifacts (the full specifications of the Catpack and system solution can be found in [24] and [5]).

**Behaviour Stack:** Among several manual defined controllers, the primary navigation behaviour is a *path follow* behaviour that takes a goal point and calculates a safe path using hybrid $A^*$ search that associates a continuous state with each grid cell (in opposed to discrete cell center in standard $A^*$ search), allowing the path to consider vehicle kinematic constraints [15], [5]. An orientation correction behaviour recovers the robot to a level position in the case of extreme roll or pitch, and a decollide behaviour will perform a maneuver into a safe location when there is fatal cost within the robot footprint. There is also a teleoperation behaviour (Joy) for situations the operator can manually control a robot (when the robot is within communication range with the ground control station). Each behaviour is ranked in order of priority (shown in Fig. 2 (behaviour stack)), where the admissible behaviour with the highest priority is activated. Each behaviour is responsible for detecting its own admissibility.

### IV. Method

Fig. 2 outlines our system. The gap behaviour policy receives $s_t = [r_{st}, L_t]$ (defined below), and outputs action $a_t$, consisting of forward and angular velocity about the $z$ axis (heading). The behaviour selection policy is also provided with $s_t$, as well as a goal location, and outputs switching...
parameter $\tau$. The gap behaviour should be activated by the behaviour selection policy when a goal is located behind a small gap, otherwise the behaviour stack should be active.

A. Problem Description

Traversing small gaps is important for underground search and rescue scenarios, such as those found in the SubT Challenge [1]. The SubT Challenge involves detecting and localising artifacts (survivors, backpacks, helmets, etc) in underground environments (mine, urban, cave), where large portions of the course may only be accessible after a narrow constriction. Due to the large scale of the environments encountered, teams of robots are required to enter the underground environment, with a limitation that there can only be a single human operator. The human operator can command the robots through any method, though communications to robots are severely limited. Furthermore, coordinating multiple robots while reporting artifact detections in a timed competition (1 hour) presents a significant load on the operator. The robots must be as autonomous as possible. In these search and rescue scenarios the robot is allowed to make contact with the environment, but not intentionally damage it. In this paper we target traversing small doorways.

B. Reinforcement Learning

We consider our problem to be a Markov Decision Process MDP, where each state contains all relevant information to make a decision. An MDP is defined by tuple $\{S, A, R, P, \gamma\}$ where $s_t \in S$, $a_t \in A$, $r_t \in R$ are state, action and reward observed at time $t$, $P$ is an unknown transition probability from $s_t$ to $s_{t+1}$ taking action $a_t$, and applying discount factor $\gamma$.

With reinforcement learning, the goal is to maximise the sum of future rewards $R = \sum_{t=0}^T \gamma^t r_t$, where $r_t$ is the reward at time $t$. Actions are continuous values, sampled from a deep neural network ($a_t \sim \pi_0(s_t)$ for the gap behaviour policy, $\tau_t \sim \pi_\phi(s_t, \text{goal})$ for the behaviour selection policy), and $s_t$ includes the robot state $rs_t$ and occupancy map $I_t$ (introduced below). We update each policy with Proximal Policy Optimisation (PPO) [25], using the implementation by OpenAI [26].

Robot State $rs_t$: The robot state is a vector of 7 numbers containing the heading velocity $v_x$ and the angular position and velocities: $roll, pitch, yaw, v_{roll}, v_{pitch}, v_{yaw}$. Velocity terms are calculated with clipped finite differences. These terms are important for determining when the robot has made contact with the wall.

Occupancy Map $I_t$: A binary occupancy map with dimensions $[80, 80, 1]$ and resolution of 0.1m is provided to the each policy (gap behaviour policy, and behaviour selection policy). A value of 0 indicates a known and unoccupied cell, and a value of 1 indicates an unknown or occupied cell. The occupancy map moves with the $x, y$ translation and $yaw$ rotation of the robot, with the center of the robot located at the centre of the occupancy map. During training of both policies, the occupancy map is created using the ground truth position of the door frames and the robot location from the simulation. During testing (both in simulation and on the real robot), the occupancy map is supplied by the perception stack outlined above (Sec. III).

We train a gap behaviour policy to go through small gaps, and a behaviour selection policy that activates the gap behaviour when a goal appears behind a gap. The training setup is show in Fig. 3. Fig. 3a is used to train the gap behaviour policy, markers depict the entrance and exit to a gap $(m_1, m_3)$. Fig. 3b shows the setup for training the behaviour selection policy where additional markers show the goal points provided to behaviour selection $(m_1, m_4)$.

C. Gap Behaviour Policy

The gap behaviour receives a stacked robot state message from the previous 5 timesteps: $[rs_{t-1}, rs_{t-2}, rs_{t-3}, rs_{t-4}]$. The robot starts from a random initial position in front of a doorway, where the initial position is uniformly selected from a circle 1.5m back from the first marker $m_1$, with a radius of 1.5m. We also randomise the heading of the robot, choosing uniformly between -1.5 and 1.5 radians from the heading perpendicular to the gap. The target marker is set to the initial marker at the entrance to the gap $m_1$. All initial positions and
heading ranges are selected based on the field of view of the perception system.

**Reward:** The reward terms encourage forward progress towards the target marker. Once the robot is within 0.5m of the target marker (initially set to marker \( m_1 \)), the marker through the gap becomes the new target (\( m_2 \)). This encourages the robot to approach the gap with the correct heading to make it through. The reward is defined as:

\[
r_t = 1.5r_{\phi} - 0.1r_v - 0.05r_a - 0.75r_\theta - 0.001r_s - 0.25r_{\phi} - 0.25r_v
\]

where \( r_{\phi} \) is the velocity towards the target marker, \( r_\phi \) is the error in heading between the robot and the target marker, \( r_v \) is a penalty on angular velocity, \( r_\phi \) is a penalty on roll and pitch angles, \( r_s \) is a smoothing cost (previous actions should be close to the current actions), and \( r_{\phi, v} \) is a penalty for going backward.

We train for 1000 episodes, where episodes are a fixed length of 180 steps (with a timestep of 0.1s), and the policy is updated at the end of an episode. 16 workers (CPU’s) run in parallel, performing synchronised policy updates. Each robot is randomly inserted at the beginning of each episode, choosing between 98 different doorways (each with small variations in gap width, and door position). An episode is considered successful if the robot reaches \( m_2 \) (the marker after the door). All training parameters, including reward coefficients, are tuned empirically using task success.

**D. Behaviour Selection Policy**

While part of the problem we are considering involves controlling the robot through a narrow gap, to integrate the behaviour into the SubT behaviour stack, we must also know when the gap behaviour should be activated.

We once again use reinforcement learning to train an admissibility prediction that detects when the gap behaviour should be run, and when we should default to the behaviour stack (introduced in Sec. [III]). The behaviour selection policy receives the robot state message \( rs_t \), occupancy map \( I_t \), and a goal location (distance and angle in the robot frame).

As we should only traverse a gap if there is a goal on the other side of the gap, we condition behaviour selection on having a goal. If the goal is on the same side of the gap as the robot, we do not want to activate the gap behaviour, but if it is on the other side we do. We have four markers \( [m_1, m_2, m_3, m_4] \), shown in Fig. [3b]. Markers 1 and 4 are considered goals, and are provided to the behaviour selection policy. These goals would be provided by a higher level exploration planner. Markers 2 and 3 are the same as for the gap behaviour (entrance and exit of the gap) and are used to design the reward.

We start the robot from a random position sampled uniformly from a circle 4.5m before the door marker \( m_2 \) with a radius of 1.5m. \( m_3 \) and \( m_4 \) are also randomly selected from a uniform distribution, \( m_1 \) is located 1.5m before \( m_2 \), and \( m_4 \) is located 1.5m after \( m_3 \). The robot heading is randomly sampled from \((-\pi, \pi)\). This heading range is larger than the range used to train the gap behaviour, allowing the behaviour selection policy to be robust to any robot heading, where the gap behaviour is only expected to operate when the gap is in front of the robot.

**Reward:** The reward term for behaviour selection is dependent on the current target marker. Once the robot is within 0.5m of a marker, we update the target marker to the next marker in the sequence. The robot should activate the behaviour stack (path follow behaviour) if it has not yet reached \( m_1 \), or has reached \( m_3 \). If the robot has reached \( m_1 \) but has not yet reached \( m_3 \), it should use the gap behaviour.

The reward for behaviour selection is defined as:

\[
r_t = \begin{cases} 
1 - (\tau_t - 0.0)^2, & \text{if the target is } m_1 \text{ or } m_4 \\
1 - (\tau_t - 1.0)^2, & \text{if the target is } m_2 \text{ or } m_3 
\end{cases}
\]

Where \( \tau \), a binary variable, is the output of the behaviour selection policy at time \( t \). \( \tau \) indicates activating the gap behaviour, and 0.0 the behaviour stack.

**Auxiliary task:** Learning an auxiliary task can help with the learning of visual features [27]. We learn an auxiliary task with the behaviour selection policy. As shown in Fig. [2], the auxiliary task shares the convolution layers with behaviour selection, but has two separate fully connected layers. The auxiliary task uses a supervised learning loss to learn the gap width, and location of the gap markers. The auxiliary output is a vector of 5 terms:

\[
aux = [w, m_{2,dist}, m_{2,angle}, m_{3,dist}, m_{3,angle}]
\]

Where \( w \) is gap width, dist and angle are polar coordinates from the respective gap marker (\( m_2, m_3 \)) to the robot (dist is the distance to the robot, angle is the heading error).

We train the auxiliary task with mean squared error loss from the ground truth provided by the simulation. Learning the location of the gap has the additional benefit of providing visual information to the operator. If the gap behaviour is activated, the operator can clearly see the gap.

The gap behaviour policy and the behaviour selection policy are trained in simulation using the Gazebo simulator. We insert walls into the simulator so the robot must drive through gaps (sampled uniformly from \( 0.8 - 0.85 \)m). We also add doors in various open configurations. Due to the computational demands of running the full perception stack on a single computer while running multiple agents, the occupancy map is generated from simulation data while training. When the policy is being trained, the occupancy map is generated by inserting blocks into known locations in a global occupancy map, then sampling a robot-centric map using the robot pose \((x, y, yaw)\). For testing, we rely on the occupancy map generated by the perception stack, for both simulation and real robot experiments (Sec. [V-B] and Sec. [V-C]).

**V. Experiments**

We first show the results of training our policies (Sec. [IV-A]). Sec. [V-B] shows the results in simulation using the perception stack (introduced in [IV-A]), and the real robot results are shown in Sec. [V-C]. Fig. [5a and b] show the setup for the simulated and real doors.

**A. Training Results**

The **gaps behaviour policy** achieves a success rate of 93.8% on the simulated environment (98 gaps of random width and door type). The success rate while training is
shown in Fig. 4(a). The behaviour performs several complex maneuvers that would be difficult to encode manually. These maneuvers include approaching the gap with one corner and making contact with the door, reversing and re-approaching when the robot pitches, and ‘wiggling’ when the robot is part way through but not making progress.

Once the gap behaviour policy is trained, we train the behaviour selection policy using the reinforcement learning approach introduced in Sec IV-D, where we use a reinforcement learning update with the reward from Equation 1.

**Supervised Learning:** Behaviour selection could be considered a supervised learning problem where robot state with occupancy map at each timestep are taken as input, and are given a label. We use labels of 0 if the target marker is $m_1$ or $m_4$, and 1 if the target marker is $m_2$ or $m_3$. We update network weights using mean squared error loss.

**Reinforcement Learning:** We train the behaviour selection policy using the reinforcement learning approach introduced in Sec IV-D where we use a reinforcement learning update with the reward from Equation 1.

In both examples we also predict the auxiliary terms, which include door size, and marker locations relative to the robot. Both methods were trained with online data using the same training parameters. As can be seen in Fig. 4(b) the reinforcement learning approach achieves more successful door traversals, with an asymptotic success rate of 88.7%, compared to 75.8% with the supervised learning approach. We attribute the difference between the methods on the reinforcement learning approach considering the sum of future behaviour selections, whereas the supervised approach only considers the current timestep. We found that excluding the auxiliary terms from training had very little effect on success rate. We also tested various additional parameters in the reward function but found almost no effect on success rate. We have omitted these results from Fig. 4(b) for clarity.

### B. Simulation Results

We test our gap behaviour and behaviour selection policies in simulation on an unseen test world, using the perception stack (Lidar scans are used to produce the occupancy map). The test world has gaps uniformly sampled from 0.8–0.85m, with random door types. We compare several modes of operation including using the behaviour stack without the gap behaviour, manually activating the gap behaviour, and using the behaviour selection policy to autonomously activate the gap behaviour.

**Behaviour Stack:** The current navigation stack used by the Titan platform uses several behaviours described in Sec IV-A: path follow, orientation correction and decollide. Path follow is the dominant behaviour where hybrid A* search is used to find a path to a local goal. For more details about the behaviour stack see [5] and [24]. For these experiments the operator inserts a waypoint on the opposite side of a gap.

**Manual Gap Behaviour Selection:** The operator can manually call the gap behaviour from a GUI. The operator must first insert a waypoint so the robot approaches the gap (running the behaviour stack), then activate the gap behaviour, and when the robot is through the gap once again activate the behaviour stack to get the robot to the waypoint after the door.

**Autonomous Gap Behaviour Selection:** The gap behaviour is autonomously selected when the conditions are met (there is a goal behind a small gap). The operator can place a waypoint on the other side of a door and behaviour selection will activate the behaviour stack or the gap behaviour autonomously.

| Behaviour Selection Method | Success (%) | Time (s) | Operator Actions |
|----------------------------|-------------|----------|------------------|
| Behaviour Stack            | 0.0         | 50.2     | 1                |
| Manual Gap Behaviour Selection | 93.3       | 29.7     | 3                |
| Auto Gap Behaviour Selection  | 63.3       | 45.3     | 1                |

**Table I: Simulation results for passing through a narrow gap (30 trials)**

We perform 30 trials and present results in Table I. We show the average success rate, time until the final waypoint, and the number of operator actions. We can see that the behaviour stack cannot traverse the gap and reaches a timeout (no progress after 30 seconds). Manually activating the gap behaviour has a high success rate (93.3%), and autonomously selecting behaviours has a reasonable success rate of 63.3%. Of the failure cases with behaviour selection, the most common cause was the behaviour selector not recognising the gap. We attribute this failure to distribution mismatch between the perception used during training, and the noise introduced by the perception stack. Other failure cases include the gap behaviour failing, and several cases where oscillation between the gap behaviour and the decollide behaviour caused a timeout on the waypoint. Where decollide did not activate (behaviour selection did not switch back to the behaviour stack midway through the gap), the average time through the gap was 17.3 seconds, suggesting behaviour selection is a viable method, however requires further investigation to ensure robustness.

### C. Real Robot Results

| Behaviour Selection Method | Success (%) | Time (s) | Operator Actions |
|----------------------------|-------------|----------|------------------|
| Behaviour Stack            | 0.0         | 44.6     | 1                |
| Manual Gap Behaviour Selection | 73.3       | 24.1     | 3                |
| Auto Gap Behaviour Selection  | 40.0       | 30.9     | 1                |

**Table II: Real robot results for passing through a narrow gap (15 trials)**

Table II show our final experiments applied in a door scenario on a real robot. We use a constructed wooden door rather than a real door as the gap behaviour is allowed to
contact the door, which can result in the robot damaging the environment. The constructed door shown in Fig 5(b).

We run 15 trials for all experiments, results are shown in Table III. We confirm our behaviour succeeds in more than 70% of trials, where the current behaviour stack cannot traverse the gap, timing out after 30 seconds. The behaviour selection method is successful 40% of the time. Both manually evoking the gap behaviour, and relying on autonomous behaviour selection had the same failure case: the edge of the robot would grab the protrusion of the door and the tracks would spin on the slippery surface. This was not seen in the simulation trials as track slippage is not modeled well in simulation. While this situation may not occur regularly with real doors, future policies will be trained with examples of gaps with small protruding edges.

Autonomous behaviour selection had a much lower success rate than manually activating the gap behaviour. This is due to the late switching from the behaviour stack to the gap behaviour, and the limitation of our test door (protruding edges). With late switching, the gap behaviour was more likely to get the robot caught on the outer wooden structure of the door. Future behaviour selection models would encourage switching to the gap behaviour earlier, allowing more time to align with the door.

In one case with behaviour selection, the robot was mostly through the gap when the behaviour switched back to the behaviour stack, triggering a decollide behaviour and causing the robot to go in and out of the gap. Training the behaviour selection policy with the marker after the door (mn) further back should result in the gap behaviour being active until after the robot has cleared the door.

While these limitations must be addressed before the behaviour can be properly integrated into the behaviour stack for autonomous operation, the manual activation of the gap behaviour policy has been utilised in a SubT 1 hour test run with 5 different robots (3 Titan’s, 1 Ghost Vision60 quadruped, and a drone). A small gap was identified when the behaviour stack timed out at a constriction in the tunnel. The operator manually intervened to execute the gap behaviour policy, resulting in the robot successfully going through the gap.

VI. CONCLUSION

We present a reinforcement learning method for developing a gap behaviour policy to traverse small gaps. We also learn a behaviour selection policy that determines when to autonomously activate the gaps behaviour (when a goal is through a small gap). We show that our gap behaviour policy is more reliable than the current stack of tuned behaviours, both in simulation (93% compared to 0%) and on a real robot (73% compared to 0%), though we recognise that the autonomous behaviour selection needs to be more robust before it can be relied upon for fully autonomous integration (success rates of 63% in simulation and 40% in real trials).

We have identified a limitation of transferring from the simulation to the real robot by observing the way the robot gets stuck on a protruding door frame. Future work will look at improving the reliability of the system for a wider range of gap scenarios, including updating the simulation to include these cases, and adding noise to the occupancy map during training to mimic the noisy output of the real perception stack.

A limitation of our method occurs when gaps are smaller than the robot. It is likely in these situations the gap behaviour policy will still be selected for operation and try to traverse the gap. Methods to handle these scenarios will be considered in future work.
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