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Abstract

We investigate the Leggett-Garg inequalities and the relative entropy of coherence in the Bixon-Jortner model. First, we analytically derive the general solution of the Bixon-Jortner model by a technique of the Laplace transform. So far, only a special solution has been known for this model. The model has a single state coupled to equally spaced quasi-continuum states. These couplings cause discontinuities in the time evolution of the occupation probability of each state. Second, using the analytical solution, we show that the probability distribution of the quasi-continuum states approaches the Lorentzian function in a period of time between the initial time and the first discontinuity. Third, we examine violation of the Leggett-Garg inequalities and temporal variation of the relative entropy of coherence in the model. We prove that both the inequalities and the relative entropy are invariant under transformations of the energy-level detuning of the single state.

1 Introduction

Since quantum mechanics was developed in the 1920s, researchers have discovered various exactly soluble models and studied their properties eagerly. However, many difficult problems still remain unsolved. One of such problems is the Bixon-Jortner model [1]. Because the system of the Bixon-Jortner model lies on a countably infinite dimensional Hilbert space, its solution can be complicated and include discontinuities. The countably infinite dimensional ket vectors are not given by the bosonic Fock space. Moreover, energy levels of these ket vectors vary from a negative infinite value to a positive infinite value.
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These facts make the problem complex. In particular, a test for macroscopic quantum coherence has not been examined in the Bixon-Jortner model.

In this paper, we examine the Leggett-Garg inequalities and the relative entropy of coherence in the Bixon-Jortner model. First of all, we give brief reviews of the topics that the current paper treats of in the following.

The Bixon-Jortner model was originally proposed in 1968 to describe intramolecular radiationless transitions in an isolated molecule [1]. It causes electronic relaxation between different electronic states in a polyatomic molecule, for example, internal conversion and intersystem crossing. As an application of this model, non-radiative decay processes in large molecules were discussed comprehensively in Reference [2]. A similar model for electron transfer between biological molecules was considered in Reference [3].

In the Bixon-Jortner model, a single quantum state is coupled to infinitely many other states forming a quasi-continuum, that is to say, equally spaced background states. These background states are not directly coupled to each other. The time evolution of the population of the single state and a superposition of the quasi-continuum levels were examined in References [4, 5, 6, 7]. We can observe discontinuities of the step functions, or kicks, in the time evolution of the occupation probability of the single state. These kicks are due to the couplings between the single state and the quasi-continuum background states. The model is discussed often in the field of quantum optics because its Hamiltonian can be diagonalized exactly [8, 9, 10].

Some researchers have tried to extend the Bixon-Jortner model from a theoretical point of view. In References [11, 12, 13], the single state is coupled not only to the equally spaced quasi-continuum of levels but also to a true continuum. Fano’s method is used in order to analyze this extended system. In Reference [14], the single state is coupled to an infinite continuum of levels with a periodic structure. In these models, dynamics of the single-state population has the kicks too.

The Hamiltonian of the Bixon-Jortner model is given as follows [15]:

\[
\hat{H} = \hbar \Delta g |g\rangle \langle g| + \hbar \sum_{n=-\infty}^{\infty} n\Delta |n\rangle \langle n| + \hbar W \sum_{n=-\infty}^{\infty} (|n\rangle \langle g| + |g\rangle \langle n|),
\]

where \( |g\rangle \) represents the single state and \( \{|n\rangle : n \in \{0, \pm 1, \pm 2, \ldots\}\} \) denote infinitely many other states forming the quasi-continuum. We will put \( \hbar = 1 \) hereafter. In general, a wave function is given by

\[
|\psi(t)\rangle = b(t)|g\rangle + \sum_{n=-\infty}^{\infty} c_n(t)|n\rangle.
\]

Reference [15] has shown the following fact already. If we set the initial state with \( b(0) = 1, c_n(0) = 0 \) for \( n = 0, \pm 1, \pm 2, \ldots \), and \( \Delta_g = 0 \), we can write down \( b(t) \) as

\[
b(T) = \exp(-\beta T) \left( 1 + 2\beta \sum_{k=1}^{\infty} \exp(\beta k) \frac{T-k}{k} H(T-k) L_k^{(1)}(2\beta(T-k)) \right),
\]

where \( T = \Delta t/(2\pi) \), \( \beta = 2\pi^2 W^2/\Delta^2 \), and \( H(x) \) represents the Heaviside step function. Here, \( L_k^{(1)}(x) \) stands for the associated Laguerre polynomial, whose explicit form is given by

\[
L_k^{(1)}(x) = \frac{d}{dx} L_k(x),
\]
\[ L_k(x) = \sum_{m=0}^{k} \frac{(-x)^m}{(m!)^2} \frac{k!}{(k-m)!}, \]  

where \( L_k(x) \) denotes the Laguerre polynomial.

The Leggett-Garg inequalities are criteria that macroscopic classical dynamics has to obey [16, 17]. They are made out of two-time correlation functions of a single system. If the system exhibits time development in a quantum mechanical manner, it may violate the inequalities. We can regard the Leggett-Garg inequalities as temporal analogues of the spatial Bell’s inequalities. The Leggett-Garg inequalities have recently attracted great attention of researchers because of the latest experimental results [18, 19, 20].

The Leggett-Garg inequalities are defined as follows [16, 17]. We consider an observable \( \hat{O} \) which has two eigenvalues \( \pm 1 \). We let \( O_i \) \((i = 1, 2)\) denote the result of a measurement of \( \hat{O} \) at time \( t_i \) for a physical system of interest, so that \( O_i \) is equal to either \( +1 \) or \( -1 \). We write the probability that specific outcomes \( O_1 \) and \( O_2 \) are measured at times \( t_1 \) and \( t_2 \) respectively as \( P_{21}(O_2, O_1) \).

We define a two-time correlation function at times \( t_1 \) and \( t_2 \) as

\[ C_{21} = \sum_{O_1, O_2 \in \{-1, +1\}} O_2 O_1 P_{21}(O_2, O_1). \]  

We consider a quantity which is determined at times \( t_1, t_2, \) and \( t_3 \) as follows:

\[ K_3 = C_{21} + C_{32} - C_{31}. \]  

The Leggett-Garg inequality is given by

\[ -3 \leq K_3 \leq 1. \]  

We can write down another version of the Leggett-Garg inequality as

\[ -3 \leq K'_3 \leq 1, \]  

\[ K'_3 = -C_{21} - C_{32} - C_{31}. \]  

The relative entropy of coherence was proposed in Reference [21] for quantifying coherence of an arbitrary quantum state. Reference [21] also suggested the \( l_1 \) norm of coherence as a computable measure of coherence. Both the relative entropy of coherence and the \( l_1 \) norm of coherence are indicators of quantumness of arbitrary systems. However, Zhang et al. showed that the latter one is not well-defined in the Fock space for the infinite dimensional bosonic system [22]. Thus, we focus on the former one in the current paper. Friedenberger and Lutz have recently pointed out that the \( l_1 \) norm of coherence and the violation of the Leggett-Garg inequalities are closely related to each other in a damped two-level system [23].

The relative entropy of coherence is given by

\[ C_{\text{rel.ent.}}(\hat{\rho}) = S(\hat{\rho}_{\text{diag}}) - S(\hat{\rho}), \]  

where \( S \) represents the von Neumann entropy and \( \hat{\rho}_{\text{diag}} \) denotes the state obtained from the density operator \( \hat{\rho} \) by deleting all off-diagonal elements [21].
In the present paper, first, instead of Equation (3), we analytically derive the general solution of \( b(t) \) and \( c_n(t) \) for \( n = 0, \pm 1, \pm 2, \ldots \) with a non-zero value of \( \Delta_g \) and for any initial state, that is to say, \( b(0) \) and \( c_n(0) \) for \( n = 0, \pm 1, \pm 2, \ldots \) given by arbitrary complex values. Looking at the time evolution of the expansion coefficients, we notice that the Heaviside step functions cause kicks at \( T = k \) for \( k = 1, 2, 3, \ldots \) not only in \( b(t) \) but also in \( \{ c_n(t) \} \). These kicks appear because the single state \( |g\rangle \) is coupled to the quasi-continuum background states \( |n\rangle \) for \( n = 0, \pm 1, \pm 2, \ldots \).

Second, putting \( b(0) = 1 \) and \( c_n(0) = 0 \) for \( n = 0, \pm 1, \pm 2, \ldots \), we show that \( |b(t)|^2 \) decreases exponentially as time passes for \( 0 \leq T \leq 1 \) and \( |c_n(t)|^2 \) approaches the Lorentzian function under the conditions \( \Delta \to 0 \) and \( T \simeq 1 \).

Third, we evaluate the Leggett-Garg inequalities for the rigorous solution and discuss their violation. We also estimate the relative entropy of coherence. We confirm that we can observe the violation sporadically in the time evolution of the Bixon-Jortner model. In Section 5, we study the violation of the Leggett-Garg inequalities and the relative entropy of coherence are invariant under the transformations \( \Delta \to \pm \Delta + n\Delta \) for \( n = 0, \pm 1, \pm 2, \ldots \).

As shown in Equation (3), only the special solution for the Bixon-Jortner model has been known so far. That is to say, only \( b(t) \) for \( \Delta_g = 0 \) with \( b(0) = 1 \) and \( c_n(0) = 0 \) for \( n = 0, \pm 1, \pm 2, \ldots \) has been derived analytically. By contrast, in the present paper, we find the general solution exactly, namely \( b(t) \) and \( \{ c_n(t) \} \) for the non-zero value of \( \Delta_g \). We can evaluate the Leggett-Garg inequalities and the relative entropy of coherence because we obtain not only \( b(t) \) but also \( \{ c_n(t) \} \) in rigorous forms. Using the solution with the non-zero value of \( \Delta_g \), we can also confirm invariance of the inequalities and the relative entropy under the transformations of \( \Delta_g \). These are points of the current paper.

Although the Bixon-Jortner model was proposed in the 1960s and analysed comprehensively from the viewpoint of theoretical quantum optics in the 1970s and 1980s, we never regard this model as an old one. The Bixon-Jortner model is still on the active list in the field of chemical physics for studying intramolecular vibrational relaxation, for instance. Thus, it is very important for researchers in the fields of quantum optics and chemical physics to obtain the general solution of this model. Derivation of the general solution enables us to examine the Leggett-Garg inequalities and the relative entropy of coherence. Estimation of quantumness of a nontrivial model in this approach includes a novelty value. These are the motivations of the present paper.

This paper is organized as follows. In Sections 2 and 3 we exactly derive the general solution of \( b(t) \) and \( c_n(t) \) for \( n = 0, \pm 1, \pm 2, \ldots \), respectively. In Section 4 we examine the behaviour of \( |b(t)|^2 \) and \( |c_n(t)|^2 \) for \( n = 0, \pm 1, \pm 2, \ldots \) in a period of time between the initial time and the first discontinuity. In Section 5 we study the violation of the Leggett-Garg inequalities. We confirm that we can observe the violation sporadically in the time evolution of the Bixon-Jortner model. In Section 6 we compute the relative entropy of coherence. In Section 7 we consider the invariance of the Leggett-Garg inequalities and the relative entropy of coherence under the transformations \( \Delta_g \to \pm \Delta_g + n\Delta \) for \( n = 0, \pm 1, \pm 2, \ldots \). Section 8 gives a brief discussion.
2 The general solution of \( b(t) \)

In this section, we analytically derive the general solution of \( b(t) \) using a technique of the Laplace transform. The Schrödinger equation is given as follows:

\[
i \frac{\partial}{\partial t} |\psi(t)\rangle = \hat{H} |\psi(t)\rangle.
\]  

(12)

From Equations (1), (2), and (12), we obtain

\[
i \dot{b}(t) = \Delta g b(t) + W \sum_{n=-\infty}^{\infty} c_n(t),
\]

\[
i \dot{c}_n(t) = W b(t) + n \Delta c_n(t).
\]  

(13)

Defining the Laplace transform of an arbitrary function \( f(t) \) as

\[
\mathcal{L}\{f(t)\} = \tilde{f}(s) = \int_{0}^{\infty} e^{-st} f(t) dt \text{ where Re}(s) > 0,
\]

(14)

we obtain

\[
i [-b(0) + s\tilde{b}(s)] = \Delta g \tilde{b}(s) + W \sum_{n=-\infty}^{\infty} \tilde{c}_n(s),
\]

\[
i [-c_n(0) + s\tilde{c}_n(s)] = W\tilde{b}(s) + n\Delta \tilde{c}_n(s).
\]  

(15)

We solve Equation (16) with respect to \( \tilde{c}_n(s) \), and then insert the solution into Equation (15). We thus reach an equation for \( \tilde{b}(s) \) in the form,

\[
\tilde{b}(s)[s + i\Delta_g + \frac{\pi}{\Delta} W^2 \coth\left(\frac{\pi s}{\Delta}\right)] = b(0) - iW \sum_{n=-\infty}^{\infty} c_n(0) \frac{1}{s + i\Delta n},
\]

(17)

where we use the formula,

\[
\sum_{n=-\infty}^{\infty} \frac{1}{s + i\Delta n} = \frac{\pi}{\Delta} \coth\left(\frac{\pi s}{\Delta}\right).
\]  

(18)

We next rewrite Equation (17) as

\[
\tilde{b}(s) = [b(0) - iW \sum_{n=-\infty}^{\infty} c_n(0) \frac{1}{s + i\Delta n}] [s + i\Delta_g + \frac{\pi}{\Delta} W^2 \coth\left(\frac{\pi s}{\Delta}\right)]^{-1}
\]

\[
= [b(0) - iW \sum_{n=-\infty}^{\infty} c_n(0) \frac{1}{s + i\Delta n}]
\]

\[
\times \sum_{m=0}^{\infty} \frac{(-2\pi W^2/\Delta)^m}{(s + i\Delta_g + \pi W^2/\Delta)^{m+1}} \frac{\exp(-2\pi ms/\Delta)}{1 - \exp(-2\pi s/\Delta)}
\]

(19)

using the following formula:

\[
\coth\left(\frac{\pi s}{\Delta}\right) = 1 + \frac{2\exp(-2\pi s/\Delta)}{1 - \exp(-2\pi s/\Delta)}.
\]  

(20)
Moreover, from
\[
\frac{\theta^m}{(1-\theta)^m} = \begin{cases} 
1 & m = 0, \\
\sum_{k=m}^{\infty} \theta^k(k-1)!/[(k-m)!(m-1)!] & m > 0,
\end{cases}
\tag{21}
\]
we rewrite Equation (19) as follows:
\[
\bar{b}(s) = [b(0) - iW \sum_{n=-\infty}^{\infty} c_n(0) \frac{1}{s + i\Delta n}] \frac{1}{s + i\Delta_g + \pi W^2/\Delta} \\
+ [b(0) - iW \sum_{n=-\infty}^{\infty} c_n(0) \frac{1}{s + i\Delta n}] \\
\times \sum_{m=1}^{\infty} \frac{(-2\pi W^2/\Delta)^m}{(s + i\Delta_g + \pi W^2/\Delta)^{m+1}} \sum_{k=m}^{\infty} \frac{(k-1)! \exp(-2\pi s k/\Delta)}{(k-m)!(m-1)!}.
\tag{22}
\]

We are now in a position to derive \( b(t) \) from the inverse Laplace transform of \( \bar{b}(s) \) given by Equation (22). We prepare the following formula. We define \( f_m(t) \) as
\[
f_m(t) = \frac{t^m}{m!} \exp\left[-\frac{\pi W^2}{\Delta} + i\Delta_g t\right].
\tag{23}
\]
The Laplace transform of \( f_m(t) \) is given by
\[
\bar{f}_m(s) = \frac{1}{(s + i\Delta_g + \pi W^2/\Delta)^{m+1}}.
\tag{24}
\]
Then, we consider the inverse Laplace transform of the first term in Equation (22). Defining
\[
\bar{g}(s) = b(0) - iW \sum_{n=-\infty}^{\infty} c_n(0) \frac{1}{s + i\Delta n},
\tag{25}
\]
and using
\[
\mathcal{L}\{e^{-ia t} H(t)\} = \frac{1}{s + ia},
\tag{26}
\]
we obtain
\[
g(t) = b(0)\delta(t) - iW \sum_{n=-\infty}^{\infty} c_n(0) e^{-i\Delta t} H(t).
\tag{27}
\]
The Laplace transform of the factor after the square parentheses of the first term in Equation (22) takes the form of \( \bar{f}_0(s) \), and hence its inverse Laplace transform is given by \( f_0(t) \). Because the Laplace transform of the convolution
\[
g * f_0 = \int_0^t g(t-\tau) f_0(\tau) d\tau.
\tag{28}
\]
is given by
\[
\mathcal{L}\{g * f_0\} = \bar{g}(s) \bar{f}_0(s),
\tag{29}
\]
we arrive at the inverse Laplace transform of the first term of Equation (22) in the form,

\[ g * f_0 = \int_0^t \left[ b(0) \delta(t - \tau) - iW \sum_{n=-\infty}^{\infty} c_n(0)e^{-in\Delta(t-\tau)} H(t - \tau) \right] \]

\[ \times \exp\left[ -\left( \frac{\pi W^2}{\Delta} + i\Delta_g \right) \frac{\tau}{\Delta} \right] d\tau \]

\[ = b(0) \exp(-\kappa_0 t) + iW \sum_{n=-\infty}^{\infty} c_n(0)e^{-in\Delta t} \kappa_n^{-1} \left[ \exp(-\kappa_n t) - 1 \right], \quad (30) \]

where

\[ \kappa_n = \frac{\pi W^2}{\Delta} + i(\Delta_g - n\Delta). \quad (31) \]

Next, we consider the inverse Laplace transform of the second term in Equation (22). Thanks to the formula,

\[ \mathcal{L}\{H(t-a)f(t-a)\} = \exp(-sa)\bar{f}(s), \quad (32) \]

we can disregard the factor \( \exp(-2\pi sk/\Delta) \) in Equation (22) for the moment. The rest takes the form of \( \bar{g}(s)\bar{f}_m(s) \), whose inverse Laplace transform is given by the convolution,

\[ g * f_m = \int_0^t \left[ b(0) \delta(t - \tau) - iW \sum_{n=-\infty}^{\infty} c_n(0)e^{-in\Delta(t-\tau)} H(t - \tau) \right] \]

\[ \times \frac{\tau^m}{m!} \exp(-\kappa_0 \tau) d\tau \]

\[ = b(0) \frac{\tau^m}{m!} \exp(-\kappa_0 t) \]

\[ + iW \sum_{n=-\infty}^{\infty} c_n(0)e^{-in\Delta t} \sum_{j=0}^{m} \frac{t^j}{j!} \frac{1}{\kappa_n^{m+1-j}} \exp(-\kappa_n t) \]

\[ - iW \sum_{n=-\infty}^{\infty} c_n(0)e^{-in\Delta t} \frac{1}{\kappa_n^{m+1}}, \quad (33) \]

where we use

\[ \int_0^t \frac{\tau^m}{m!} \exp(-a\tau) d\tau = -\sum_{j=0}^{m} \frac{t^j}{j! a^{m+1-j}} \exp(-at) + \frac{1}{a^{m+1}}. \quad (34) \]

From Equations (32) and (33), we arrive at the inverse Laplace transform of the second term in Equation (22),

\[ H(t - \frac{2\pi}{\Delta} k) \left[ b(0) \frac{1}{m!} (t - \frac{2\pi}{\Delta} k)^m \exp[-\kappa_0(t - \frac{2\pi}{\Delta} k)] \right] \]

\[ + iW \sum_{n=-\infty}^{\infty} c_n(0) \exp[-in\Delta(t - \frac{2\pi}{\Delta} k)] \sum_{j=0}^{m} \frac{1}{j!} \frac{t^j - \frac{2\pi}{\Delta} k}{\kappa_n^{m+1-j}} \exp[-\kappa_n(t - \frac{2\pi}{\Delta} k)] \]

\[ - iW \sum_{n=-\infty}^{\infty} c_n(0) \exp[-in\Delta(t - \frac{2\pi}{\Delta} k)] \frac{1}{\kappa_n^{m+1}} \], \quad (35) \]
Putting the above results together, we can write down \( b(t) \) as follows:

\[
b(t) = b(0) \exp(-\kappa_0 t) + i W \sum_{n=-\infty}^{\infty} c_n(0) e^{-in\Delta t} \frac{\exp(-\kappa_n t) - 1}{\kappa_n} \\
+ \sum_{m=1}^{\infty} \sum_{k=m}^{\infty} \left( \frac{-2\pi W^2}{\Delta} \right)^m \frac{(k-1)!}{(k-m)! (m-1)!} H(t - \frac{2\pi}{\Delta} k) \\
\times \left[ b(0) \frac{1}{m!} (t - \frac{2\pi}{\Delta} k)^m \exp[-\kappa_0 (t - \frac{2\pi}{\Delta} k)] \right] \\
+i W \sum_{n=-\infty}^{\infty} c_n(0) \exp[-in\Delta (t - \frac{2\pi}{\Delta} k)] \\
\times \sum_{j=0}^{m} \frac{1}{j!} (t - \frac{2\pi}{\Delta} k)^j \frac{1}{\kappa_n^{m+1-j}} \exp[-\kappa_n (t - \frac{2\pi}{\Delta} k)] \\
- i W \sum_{n=-\infty}^{\infty} c_n(0) \exp[-in\Delta (t - \frac{2\pi}{\Delta} k)] \frac{1}{\kappa_n^{m+1}} \right].
\]  

(36)

Here, we make use of

\[
\sum_{j=0}^{m} \frac{1}{j!} (t - a)^j = \frac{1}{m!} e^{t-a} \Gamma(m+1, t-a),
\]

(37)

where \( \Gamma(z, a) \) is the incomplete gamma function defined as

\[
\Gamma(z, a) = \int_{a}^{\infty} t^{z-1} e^{-t} dt.
\]

(38)

We also utilize the following formulae:

\[
\sum_{m=1}^{\infty} \sum_{k=m}^{\infty} = \sum_{k=1}^{\infty} \sum_{m=1}^{k},
\]

(39)

\[
\sum_{m=1}^{k} \frac{(k-1)!}{(k-m)! (m-1)!} [-(t-a)]^m = \frac{1}{k} (t-a)L_k^{(1)}(t-a),
\]

(40)

\[
\sum_{m=1}^{k} \frac{(-x)^m}{(k-m)! (m-1)!} = - \frac{(1-x)^{k-1} x}{(k-1)!}.
\]

(41)

From the above equations, we reach the final form of the general solution \( b(t) \) as

\[
b(T) = b(0) \exp(-\kappa_0 \gamma T) + i W \sum_{n=-\infty}^{\infty} c_n(0) \kappa_n^{-1} \exp(-in2\pi T)[\exp(-\kappa_n \gamma T) - 1] \\
+ b(0) \alpha \sum_{k=1}^{\infty} \frac{1}{k} \gamma(T-k)L_k^{(1)}[\alpha \gamma(T-k)] \exp[-\kappa_0 \gamma(T-k)] H(T-k) \\
+i W \sum_{n=-\infty}^{\infty} c_n(0) \sum_{k=1}^{\infty} (-\alpha)^m \frac{(k-1)!}{(k-m)! (m-1)! m!} \\
\times \exp[-in2\pi (T-k)] \kappa_n^{-m-1} \Gamma[m+1, \kappa_n \gamma (T-k)] H(T-k) \\
+i W \alpha \sum_{n=-\infty}^{\infty} c_n(0) \sum_{k=1}^{\infty} (\kappa_n - \alpha)^{k-1} \kappa_n^{-k-1} \\
\times \exp[-in2\pi (T-k)] H(T-k),
\]

(42)
Figure 1: Time evolution of $|b(T)|^2$ obtained from Equation (42) with $W = 0.4$, $\Delta = 1$, $b(0) = 1$, and $c_n(0) = 0$ for $n = 0, \pm 1, \pm 2, \ldots$. A thick solid curve, a thin solid curve, and a thin dashed curve represent the cases with $\Delta_g = 0$, $\Delta_g = 0.12$, and $\Delta_g = 0.24$, respectively. The graphs have kicks at $T = 1, 2, 3, \ldots$. As time passes, the curves’ trajectories deviate from each other depending on $\Delta_g$.

where $T = \Delta t/(2\pi)$, $\alpha = 2\pi W^2/\Delta$, and $\gamma = 2\pi/\Delta$. We pay attention to the fact that Equation (42) holds for $T \geq 0$. If we let $b(0) = 1$, $c_n(0) = 0$ for $n = 0, \pm 1, \pm 2, \ldots$, and $\Delta_g = 0$, Equation (42) reduces to the previous result in Equation (3).

Figure 1 shows the time evolution of $|b(T)|^2$ obtained from Equation (42) with $W = 0.4$, $\Delta = 1$, $b(0) = 1$, and $c_n(0) = 0$ for $n = 0, \pm 1, \pm 2, \ldots$ in the three cases, $\Delta_g = 0$, $\Delta_g = 0.12$, and $\Delta_g = 0.24$. Figure 2 shows the time evolution of $|b(T)|^2$ obtained from Equation (42) with $W = 0.4$, $\Delta = 1$, $b(0) = c_0(0) = 1/\sqrt{2}$, instead of $b(0) = 1$ and $c_0(0) = 0$, and $c_n(0) = 0$ for $n = \pm 1, \pm 2, \pm 3, \ldots$ in the three cases, $\Delta_g = 0$, $\Delta_g = 0.12$, and $\Delta_g = 0.24$.

When we compute $b(T)$ numerically according to Equation (42), we replace the summation $\sum_{k=1}^{\infty}$ with $\sum_{k=1}^{8}$. Even if we perform this simple procedure, we can obtain rigorous results of $b(T)$ in the range of $0 \leq T \leq 8$. This is because the Heaviside step function $H(T-k)$ is always included in the term where the summation of $k$ is carried out.

3 The general solution of $c_n(t)$ for $n = 0, \pm 1, \pm 2, \ldots$

We have achieved the general solution of $b(t)$ in Equation (42). In this section, we analytically derive the general solution of $c_n(t)$ for $n = 0, \pm 1, \pm 2, \ldots$. From Equation (16), we have

$$\bar{c}_n(s) = -i[W\bar{b}(s) + ic_n(0)]\frac{1}{s + in\Delta}. \quad (43)$$
Figure 2: Time evolution of $|b(T)|^2$ obtained from Equation (42) with $W = 0.4$, $\Delta = 1$, $b(0) = c_0(0) = 1/\sqrt{2}$, and $c_n(0) = 0$ for $n = \pm 1, \pm 2, \pm 3, \ldots$. A thick solid curve, a thin solid curve, and a thin dashed curve represent the cases with $\Delta_g = 0$, $\Delta_g = 0.12$, and $\Delta_g = 0.24$, respectively. The graphs have kicks at $T = 1, 2, 3, \ldots$. As time passes, the curves’ trajectories deviate from each other depending on $\Delta_g$.

Thus, defining

$$f(t) = Wb(t) + ic_n(0)\delta(t), \quad (44)$$

and

$$g(t) = e^{-in\Delta t}H(t), \quad (45)$$

we obtain

$$c_n(t) = -ig \ast f$$
$$= -iW \int_0^t b(\tau)e^{-in(\Delta - \tau)}d\tau + e^{-in\Delta t}c_n(0). \quad (46)$$

Hence, substituting Equation (12) into Equation (46) and performing an integral of the convolution, we can analytically obtain the general solution of $c_n(t)$. When we carry out the convolution integral practically, we rewrite $L^{(1)}_k[\alpha\gamma(T - k)]$ and $\Gamma[m + 1, \kappa\gamma(T - k)]$ appearing in Equation (12) as finite series according to Equations (4), (5), and (37). Moreover, executing integrals that include the Heaviside step functions, we make use of

$$\int_a^t f(\tau)H(\tau - a)d\tau = \int_a^t f(\tau)d\tau H(t - a). \quad (47)$$

Using Equation (41) and the following formula:

$$\int_a^t e^{-il\Delta(\tau - a)}e^{-\kappa(\tau - a)}(\tau - a)^j e^{-in\Delta(t - \tau)}d\tau$$
$$= e^{-in\Delta(t - a)}[\kappa + i(l - n)\Delta]^{-j-1}[j! - \Gamma(j + 1, [\kappa + i(l - n)\Delta](t - a))], \quad (48)$$
after complicated calculations, we attain

$$c_n(T) = -iWb(0)\tilde{\kappa}_{0,n}^{-1}[\exp(-in\Delta \gamma T) - \exp(-\kappa_0 \gamma T)]$$

$$+ W^2 \sum_{l=-\infty}^{\infty} c_l(0)\kappa_l^{-1} \left[-\gamma T e^{-in\Delta \gamma T} \frac{\exp[-i(l-n)\Delta \gamma T] - 1}{-i(l-n)\Delta \gamma T} \right.$$ 

$$+ \tilde{\kappa}_l, n_1 (\exp(-in\Delta \gamma T) - \exp[-(\kappa_l + il\Delta) \gamma T]) \left.$$ 

$$+ iWb(0)\alpha \sum_{k=1}^{\infty} \tilde{\kappa}_{0,n}^{-2} (1 - \frac{\alpha}{\kappa_0,n})^{k-1} e^{-in\Delta \gamma T} (\kappa_l - \alpha)^{m}\tilde{\kappa}_{0,n}^{-2} e^{-in\Delta \gamma T} \times \Gamma[m+1, \tilde{\kappa}_{0,n} \gamma(T - k)] H(T - k) \right.$$ 

$$+ W^2 \sum_{l=-\infty}^{\infty} c_l(0) \sum_{k=1}^{\infty} \tilde{\kappa}_{m-2}^{-1} (k-1)! (k-m)!(m-1)! \Gamma[k,m\gamma(T - k)] H(T - k) \times \tilde{\kappa}_l, n_1 (\exp(-in\Delta \gamma T) - \exp[-(\kappa_l + il\Delta) \gamma T]) \left.$$ 

$$+ W^2 \alpha \sum_{l=-\infty}^{\infty} c_l(0) \sum_{k=1}^{\infty} (\kappa_l - \alpha)^{k-1} \kappa_l^{-1} \gamma(T - k) e^{-in\Delta \gamma T} \times \frac{\exp[-i\Delta(l-n)\gamma(T - k)] - 1}{-i\Delta(l-n)\gamma(T - k)} H(T - k)$$ 

$$+ e^{-in\Delta \gamma T} c_n(0),$$

for \( n = 0, \pm 1, \pm 2, \ldots \), where

$$\tilde{\kappa}_l, n = \kappa_l + il(l-n)\Delta.$$ (50)

Computing \( c_n(t) \) for \( n = 0, \pm 1, \pm 2, \ldots \) numerically with Equation (49), we pay attention to the following facts:

$$\frac{\exp[-i(l-n)\Delta \gamma T] - 1}{-i(l-n)\Delta \gamma T} = 1 \quad \text{for } l = n,$$ (51)

$$\gamma T \frac{\exp[-i(l-n)\Delta \gamma T] - 1}{-i(l-n)\Delta \gamma T} = \frac{\exp[-i(l-n)\Delta \gamma T] - 1}{-i(l-n)\Delta} \quad \text{for } l \neq n,$$ (52)

$$\frac{\exp[-i\Delta(l-n)\gamma(T - k)] - 1}{-i\Delta(l-n)\gamma(T - k)} = 1 \quad \text{for } l = n,$$ (53)

$$\gamma(T - k) \frac{\exp[-i\Delta(l-n)\gamma(T - k)] - 1}{-i\Delta(l-n)\gamma(T - k)} = \frac{\exp[-i\Delta(l-n)\gamma(T - k)] - 1}{-i\Delta(l-n)} \quad \text{for } l \neq n.$$ (54)

Above equations are useful when we avoid the division by zero in the numerical calculations of Equation (49) for \( T = 0, 1, 2, \ldots \).
4 The behaviour of $|b(t)|^2$ for $0 \leq t \leq 2\pi/\Delta$ and that of $|c_n(t)|^2$ for $n = 0, \pm 1, \pm 2, \ldots$ under the conditions $\Delta \to 0$ and $t \simeq 2\pi/\Delta$

In this section, putting $b(0) = 1$ and $c_n(0) = 0$ for $n = 0, \pm 1, \pm 2, \ldots$, we examine the behaviour of $|b(t)|^2$ for $0 \leq t \leq 2\pi/\Delta$ and that of $|c_n(t)|^2$ for $n = 0, \pm 1, \pm 2, \ldots$ under the conditions $\Delta \to 0$ and $t \simeq 2\pi/\Delta$.

Thus, we only have to investigate $b(T)$ and $c_n(T)$ for $n = 0, \pm 1, \pm 2, \ldots$, in the range of $0 \leq T \leq 1$, in other words, a period of time between the initial time and the first discontinuity. Setting $b(0) = 1$ and $c_n(0) = 0$ for $n = 0, \pm 1, \pm 2, \ldots$, we can rewrite Equations (12) and (19) as follows:

$$b(T) = \exp(-\kappa_0 \gamma T),$$

$$c_n(T) = -iW\tilde{\kappa}_{0,n}^{-1}[\exp(-in\Delta \gamma T) - \exp(-\kappa_0 \gamma T)].$$ (56)

From Equation (55), we obtain

$$|b(t)|^2 = \exp(-\frac{2\pi W^2}{\Delta}t).$$ (57)

Hence, $|b(t)|^2$ decreases exponentially as time passes in the range of $0 \leq t \leq 2\pi/\Delta$.

We can rewrite Equation (56) as

$$c_n(t) = -iW\frac{-\kappa_{0,n}^{-1}}{(\pi W^2/\Delta) + i(\Delta_g - n\Delta)}[\exp(-in\Delta t) - \exp(-\frac{\pi W^2}{\Delta} + i\Delta_g)t)].$$ (58)

Here, we impose the following two conditions simultaneously upon $c_n(t)$. The first one is $\Delta \to 0$. The second one is $T \simeq 1$, that is to say, $t \simeq 2\pi/\Delta$. Then, the following inequality holds:

$$|\exp(-in\Delta t)| \gg |\exp[-(\frac{\pi W^2}{\Delta} + i\Delta_g)t)|,}$$ (59)

and we reach

$$|c_n(t)|^2 \simeq \frac{W^2}{(\pi W^2/\Delta)^2 + (\Delta_g - n\Delta)^2}.}$$ (60)

Hence, we conclude that the probability distribution of $|c_n(t)|^2$ for the variable $n$ is approximately given by the Lorentzian function under the conditions of $\Delta \to 0$ and $t \simeq 2\pi/\Delta$.

5 The violation of the Leggett-Garg inequalities

In this section, we examine the violation of the Leggett-Garg inequalities in the Bixon-Jortner model.

The Leggett-Garg inequalities, which are given in Equations (7), (8), (9), and (10), hold in the case where the classical notions of macroscopic realism are dominant. However, it is possible that we observe violation of these inequalities in quantum mechanical
systems. Actually, the violation appears sporadically in the time evolution of the Bixon-Jortner model. We explain this fact below.

First of all, we choose the following operator $\hat{O}$ as the observable that has two eigenvalues $\pm 1$:

$$\hat{O} = |g\rangle\langle g| - \sum_{n=-\infty}^{\infty} |n\rangle\langle n|.$$  \hfill (61)

We define times $t_1$, $t_2$, and $t_3$ as

$$t_1 = 0, \quad t_2 = \tau, \quad t_3 = 2\tau, \quad \tau \geq 0.$$  \hfill (62)

We put an initial state at time $t_1 = 0$ as

$$b(0) = 1, \quad c_n(0) = 0 \quad \text{for} \quad n = 0, \pm 1, \pm 2, ...$$  \hfill (63)

Second, we compute $C_{21}$ defined in Equation (6). We pay attention to the fact that $O_1 = +1$ holds with a probability of unity. Thus, we can write down $C_{21}$ as

$$C_{21} = \sum_{O_2 \in \{-1, +1\}} O_2 P_{21}(O_2, +1).$$  \hfill (64)

Here, we introduce the following notation. We write the expansion coefficients of $|g\rangle$ and $\{|n\rangle : n = 0, \pm 1, \pm 2, ...\}$ at time $t$ with an initial condition $b(0)$ and $\{c_m(0) : m = 0, \pm 1, \pm 2, ...\}$ at time $t = 0$ as

$$b(b(0), \{c_m(0)\}; t),$$

$$c_n(b(0), \{c_m(0)\}; t) \quad \text{for} \quad n = 0, \pm 1, \pm 2, ...$$  \hfill (65)

On the one hand the probability that we observe $O_2 = +1$ by the measurement is given by

$$P_{21}(+1, +1) = |b(1, \{0\}; \tau)|^2.$$  \hfill (66)

On the other hand the probability that we obtain $O_2 = -1$ by the measurement is given by

$$P_{21}(-1, +1) = \sum_{n=-\infty}^{\infty} |c_n(1, \{0\}; \tau)|^2$$

$$= 1 - |b(1, \{0\}; \tau)|^2.$$  \hfill (67)

Hence, we obtain

$$C_{21} = 2|b(1, \{0\}; \tau)|^2 - 1.$$  \hfill (68)

Similarly, we reach

$$C_{31} = 2|b(1, \{0\}; 2\tau)|^2 - 1.$$  \hfill (69)

Third, we compute $C_{32}$. The probability that we observe $O_2 = +1$ at time $t_2 = \tau$ is given by $|b(1, \{0\}; \tau)|^2$. When we obtain $O_2 = +1$, the wave function irreversibly reduces to $|\psi(\tau)\rangle = |g\rangle$. Thus, the probability that we obtain $O_2 = +1$ and $O_3 = +1$ by the measurements is given by

$$P_{32}(+1, +1) = |b(1, \{0\}; \tau)|^4.$$  \hfill (70)
In contrast, the probability that we observe the outcomes of the measurements $O_2 = +1$ and $O_3 = -1$ is given by

\[
P_{32}(-1, +1) = |b(1, \{0\} ; \tau)|^2 \sum_{n=-\infty}^{\infty} |c_n(1, \{0\} ; \tau)|^2 = |b(1, \{0\} ; \tau)|^2 (1 - |b(1, \{0\} ; \tau)|^2). \tag{71}
\]

Next, the probability that we observe $O_2 = -1$ at time $t_2 = \tau$ is given by

\[
\sum_{n=-\infty}^{\infty} |c_n(1, \{0\} ; \tau)|^2 = 1 - |b(1, \{0\} ; \tau)|^2. \tag{72}
\]

Then, the wave function irreversibly reduces to the following state:

\[
|\psi(\tau)\rangle = \sum_{n=-\infty}^{\infty} \tilde{c}_n |n\rangle, \tag{73}
\]

\[
\tilde{c}_n = (1 - |b(1, \{0\} ; \tau)|^2)^{-1/2} c_n(1, \{0\} ; \tau) \quad \text{for } n = 0, \pm 1, \pm 2, \ldots. \tag{74}
\]

On the one hand the probability that we obtain $O_2 = -1$ and $O_3 = +1$ by the measurements is given by

\[
P_{32}(+1, -1) = (1 - |b(1, \{0\} ; \tau)|^2) |b(0, \{\tilde{c}_n\} ; \tau)|^2. \tag{75}
\]

On the other hand the probability that we observe the outcomes of the measurements $O_2 = -1$ and $O_3 = -1$ is given by

\[
P_{32}(-1, -1) = (1 - |b(1, \{0\} ; \tau)|^2) \sum_{n=-\infty}^{\infty} |c_n(0, \{\tilde{c}_m\} ; \tau)|^2 = (1 - |b(1, \{0\} ; \tau)|^2)(1 - |b(0, \{\tilde{c}_m\} ; \tau)|^2). \tag{76}
\]

Thus, we reach

\[
C_{32} = |b(1, \{0\} ; \tau)|^2 (2|b(1, \{0\} ; \tau)|^2 - 1) + (1 - |b(1, \{0\} ; \tau)|^2)(1 - 2|b(0, \{\tilde{c}_m\} ; \tau)|^2). \tag{77}
\]

Hence, from these results, we can compute $K_3$ and $K'_3$.

Figures 3 and 4 show time evolution of $K_3$ and $K'_3$ respectively with $W = 0.4$, $\Delta = 1$, and $0 \leq T \leq 8$ in the two cases, $\Delta_g = 0$ and $\Delta_g = 0.24$. To carry out numerical calculations of $K_3$ and $K'_3$, we use the Fortran compiler with the quadruple precision for real variables. In actual calculations, instead of infinite dimensional space, we assume that the dimension of the Hilbert space is finite and its orthogonal basis is given by $|g\rangle$ and $\{|n\rangle : n = 0, \pm 1, \pm 2, \ldots, \pm 1000\}$. Looking at Figures 3 and 4, we notice that there are periods during which either $K_3 > 1$ or $K'_3 > 1$ holds.
Figure 3: Time evolution of $K_3$ with $W = 0.4$ and $\Delta = 1$ for $0 \leq T \leq 8$. A variable of the horizontal axis represents $T = \Delta \tau/(2\pi)$, where $\tau$ is defined in Equation (62). A thick solid curve and a thin solid curve stand for the cases with $\Delta_g = 0$ and $\Delta_g = 0.24$, respectively. For $\Delta_g = 0$ and $0 \leq T \leq 8$, a sum of intervals of time during which $K_3 > 1$ holds is equal to 1.68. For $\Delta_g = 0.24$ and $0 \leq T \leq 8$, it is equal to 0.833. Thus, we can consider that the quantumness of the system with $\Delta_g = 0$ is superior to that with $\Delta_g = 0.24$. In these graphs, we cannot find a moment at which $K_3 < -3$ is observed.

Figure 4: Time evolution of $K_3'$ with $W = 0.4$ and $\Delta = 1$ for $0 \leq T \leq 8$. A variable of the horizontal axis represents $T = \Delta \tau/(2\pi)$, where $\tau$ is defined in Equation (62). A thick solid curve and a thin solid curve stand for the cases with $\Delta_g = 0$ and $\Delta_g = 0.24$, respectively. For $\Delta_g = 0$ and $0 \leq T \leq 8$, a sum of intervals of time during which $K_3' > 1$ holds is equal to 3.67. For $\Delta_g = 0.24$ and $0 \leq T \leq 8$, it is equal to 2.17. Thus, we can consider that the quantumness of the system with $\Delta_g = 0$ is superior to that with $\Delta_g = 0.24$. In these graphs, we cannot find a moment at which $K_3' < -3$ is observed.
Figure 5: Time evolution of $C_{\text{rel.ent.}}$ with $W = 0.4$ and $\Delta = 1$ for $0 \leq T \leq 8$. A thick solid curve and a thin solid curve represent the cases with $\Delta_g = 0$ and $\Delta_g = 0.24$, respectively. For $\Delta_g = 0$ and $0 \leq T \leq 8$, an average of $C_{\text{rel.ent.}}$ is equal to 2.016. For $\Delta_g = 0.24$ and $0 \leq T \leq 8$, it is equal to 2.053. Thus, we can consider that the average of $C_{\text{rel.ent.}}$ is not sensitive to the variance of $\Delta_g$. However, as time passes, we can observe that the curves’ trajectories deviate from each other.

6 The relative entropy of coherence

In this section, we examine the relative entropy of coherence in the Bixon-Jortner model. Putting a pure state with $b(0) = 1$ and $c_n(0) = 0$ for $n = 0, \pm 1, \pm 2, \ldots$ at time $t = 0$ as an initial state and letting it evolve in time, we investigate $C_{\text{rel.ent.}}$ given by Equation (11) as a function of the time. We obtain

$$S(\hat{\rho}) = S(|\psi(t)\rangle\langle\psi(t)|) = 0 \quad \forall t \geq 0,$$

(78)

with ease. Thus, we obtain

$$C_{\text{rel.ent.}} = -|b(1, \{0\}; t)|^2 \ln|b(1, \{0\}; t)|^2 - \sum_{n=-\infty}^{\infty} |c_n(1, \{0\}; t)|^2 \ln|c_n(1, \{0\}; t)|^2. \quad (79)$$

Figure 5 shows time evolution of $C_{\text{rel.ent.}}$ with $W = 0.4$ and $\Delta = 1$ for $0 \leq T \leq 8$ in the two cases, $\Delta_g = 0$ and $\Delta_g = 0.24$. Numerical calculations are carried out as explained at the end of Section 5.

7 Invariance of $K_3$, $K'_3$, and $C_{\text{rel.ent.}}$ under the transformations of $\Delta_g \rightarrow \pm \Delta_g + n\Delta$ for $n = 0, \pm 1, \pm 2, \ldots$

In this section, we explain that $K_3$, $K'_3$, and $C_{\text{rel.ent.}}$ are invariant under the transformations of $\Delta_g \rightarrow \pm \Delta_g + n\Delta$ for $n = 0, \pm 1, \pm 2, \ldots$ with constant values $\Delta$ and $W$. Thus, for
example, if we regard $K_3$, $K_3'$, and $C_{rel.\,ent.}$ as functions of the time, each of them for $\Delta_g = 0.2$ is identical to that for $\Delta_g = 0.8$ and that for $\Delta_g = 1.2$ with constants $\Delta = 1$ and $W = 0.4$.

First, we prove that $K_3$ and $K_3'$ are invariant under transformations $\Delta_g \to \Delta_g + n\Delta$ for $n = 0, \pm 1, \pm 2, \ldots$. The transformation of $\Delta_g \to \Delta_g + n\Delta$ implies that the Hamiltonian $\hat{H}$ given by Equation (11) is replaced with

$$
\hat{H} \to (\Delta_g + n\Delta)|g\rangle\langle g| + \sum_{m = -\infty}^{\infty} m\Delta|m\rangle\langle m| + W \sum_{m = -\infty}^{\infty} (|m\rangle\langle g| + |g\rangle\langle m|)
$$

$$
= \Delta_g|g\rangle\langle g| + \sum_{m = -\infty}^{\infty} (m - n)\Delta|m\rangle\langle m| + W \sum_{m = -\infty}^{\infty} (|m\rangle\langle g| + |g\rangle\langle m|)
$$

$$
+ n\Delta\hat{1}.
$$

(80)

In the above derivation, we use the fact that the identity operator is given by

$$
\hat{1} = |g\rangle\langle g| + \sum_{m = -\infty}^{\infty} |m\rangle\langle m|.
$$

(81)

We pay attention to the fact that a weight $m\Delta$ of a summation for an operator $|m\rangle\langle m|$ is replaced with a new weight $(m - n)\Delta$ in the second term of Equation (80). This suggests the following. We describe new expansion coefficients of $|g\rangle$ and $\{m\}$ as $b'(t)$ and $\{c_m'(t)\}$ respectively after the transformation $\Delta_g \to \Delta_g + n\Delta$. Then, the expansion coefficients change as

$$
b(t) \to b'(t) = e^{-in\Delta t}b(t),
$$

(82)

$$
c_m(t) \to c_m'(t) = e^{-in\Delta t}c_m(t) \quad \text{for } m = 0, \pm 1, \pm 2, \ldots.
$$

(83)

Thus, the transformation $\Delta_g \to \Delta_g + n\Delta$ lets $|b(t)|^2$ and $\sum_{m = -\infty}^{\infty} |c_m(t)|^2$ be invariant. In other words, $|b'(t)|^2 = |b(t)|^2$ and $\sum_{m = -\infty}^{\infty} |c_m'(t)|^2 = \sum_{m = -\infty}^{\infty} |c_m(t)|^2$ hold. Hence, from Equations (7), (10), (68), (69), and (77), $K_3$ and $K_3'$ are invariant.

Second, we prove that $K_3$ and $K_3'$ are invariant under a transformation $\Delta_g \to -\Delta_g$.

Here, we consider replacement of the Hamiltonian $\hat{H}$ with $-\hat{H}$. This act causes transformations $\Delta_g \to -\Delta_g$, $\Delta \to -\Delta$, and $W \to -W$. It implies the transformation of time reversal. That is to say, the time evolution operator is transformed as $\exp(-i\hat{H}t) \to \exp(i\hat{H}t)$. To compute $C_{31}$, $C_{31}$, and $C_{32}$, we need $|b(1, \{0\}; \tau)|^2$ and $|b(1, \{0\}; 2\tau)|^2$. If we put an initial state with $b(0) = 1$ and $c_n(0) = 0$ for $n = 0, \pm 1, \pm 2, \ldots$, $b(1, \{0\}; t)$ obtained by the Hamiltonian $\hat{H}$ and $b'(1, \{0\}; t)$ obtained by the Hamiltonian $-\hat{H}$ are connected as

$$
b'(1, \{0\}; t) = b(1, \{0\}; t)^*.
$$

(84)

This is because the time evolution operator of $b'(1, \{0\}; t)$ is the Hermitian conjugate of the time evolution operator of $b(1, \{0\}; t)$.

Thus, the following equation holds:

$$
|b'(1, \{0\}; t)|^2 = |b(1, \{0\}; t)|^2.
$$

(85)

To compute $C_{32}$, we need $|b(0, \{\tilde{c}_m\}; \tau)|^2$. The definition of $\tilde{c}_m$ is given by Equation (74). The replacement of the Hamiltonian $\hat{H}$ with $-\hat{H}$ clearly makes a transformation $\tilde{c}_m \to \tilde{c}_m'$ happen. Thus, in the time evolution caused by the Hamiltonian $-\hat{H}$, we obtain

$$
b'(0, \{\tilde{c}_m'\}; \tau) = b(0, \{\tilde{c}_m\}; \tau)^*.
$$

(86)
Thus, the following equation holds:

\[ |b'(0, \{\tilde{c}'_m\}; \tau)|^2 = |b(0, \{\tilde{c}_m\}; \tau)|^2. \]  

(87)

Hence, for the transformations \( \Delta_g \to -\Delta_g, \Delta \to -\Delta, \) and \( W \to -W, K_3 \) and \( K_3' \) are invariant.

Next, we consider a transformation \( W \to -W \) in the Hamiltonian given by Equation (1). We concentrate on the following two cases:

**Case 1.** We put \( b(0) = 1 \) and \( c_n(0) = 0 \) for \( n = 0, \pm 1, \pm 2, \ldots \).

**Case 2.** We put \( b(0) = 0 \) and let \( c_n(0) \) be equal to an arbitrary complex value for \( n = 0, \pm 1, \pm 2, \ldots \).

In Case 1, because of Equations (42) and (49), we obtain

\[ b(t) \to b'(t) = b(t), \]  

(88)

\[ c_n(t) \to c'_n(t) = -c_n(t) \quad \text{for} \ n = 0, \pm 1, \pm 2, \ldots. \]  

(89)

By contrast, in Case 2, we obtain

\[ b(t) \to b'(t) = -b(t), \]  

(90)

\[ c_n(t) \to c'_n(t) = c_n(t) \quad \text{for} \ n = 0, \pm 1, \pm 2, \ldots. \]  

(91)

Thus, for the transformation \( W \to -W, |b(t)|^2 \) and \( |c_n(t)|^2 \) for \( n = 0, \pm 1, \pm 2, \ldots \) are invariant in both Cases 1 and 2. In other words, \( |b'(t)|^2 = |b(t)|^2 \) and \( |c'_n(t)|^2 = |c_n(t)|^2 \) for \( n = 0, \pm 1, \pm 2, \ldots \) hold under the transformation \( W \to -W \) in both Cases 1 and 2.

From Equations (65) and (69), in order to compute \( C_{21} \) and \( C_{31} \), we let an initial state be given by \( b(0) = 1 \) and \( c_n(0) = 0 \) for \( n = 0, \pm 1, \pm 2, \ldots \). This corresponds with Case 1. From Equation (77), in order to compute \( C_{32} \), we consider two initial states. The first one is given by \( b(0) = 1 \) and \( c_n(0) = 0 \) for \( n = 0, \pm 1, \pm 2, \ldots \). The second one is putting \( b(0) = 0 \) and letting \( c_n(0) \) be equal to \( \tilde{c}_n \) for \( n = 0, \pm 1, \pm 2, \ldots \). These initial states correspond with Cases 1 and 2, respectively. Thus, \( K_3 \) and \( K_3' \) are invariant under the transformation \( W \to -W \).

Putting the two transformations \( \hat{H} \to -\hat{H} \) and \( W \to -W \) together, we obtain a new couple of transformations \( \Delta_g \to -\Delta_g \) and \( \Delta \to -\Delta \). However, the transformation \( \Delta \to -\Delta \) causes only replacement of the expansion coefficient \( c_n(t) \) with \( c_{-n}(t) \) for the ket vector \( |n\rangle \) and does not affect computations of \( K_3 \) and \( K_3' \). Thus, under the transformation \( \Delta_g \to -\Delta_g \), \( K_3 \) and \( K_3' \) are invariant.

From the above considerations, we conclude that \( K_3 \) and \( K_3' \) are invariant under the transformations \( \Delta_g \to \pm \Delta_g + n\Delta \) for \( n = 0, \pm 1, \pm 2, \ldots \) with constant values \( \Delta \) and \( W \). Similarly, we can show that \( C_{\text{rel, ext.}} \) defined in Equation (79) is invariant under these transformations.

Figure 6 shows graphs of a sum of intervals of time during which \( K_3 > 1 \) holds, a sum of intervals of time during which \( K_3' > 1 \) holds, and a sum of intervals of time during which \( K_3 \leq 1 \) and \( K_3' \leq 1 \) hold for \( 0 \leq T \leq 4 \). A variable of the horizontal axis is \( \Delta_g \).
Figure 6: Graphs of a sum of intervals of time during which $K_3 > 1$ holds, a sum of intervals of time during which $K'_3 > 1$ holds, and a sum of intervals of time during which $K_3 \leq 1$ and $K'_3 \leq 1$ hold for $0 \leq T \leq 4$. A variable of the horizontal axis is $\Delta_g$. We plot the graphs in the range of $0 \leq \Delta_g \leq 2.0$ with putting $\Delta = 1.0$ and $W = 0.4$. A thick solid curve and a thin solid curve represent the cases with $K_3 > 1$ and $K'_3 > 1$, respectively. A thin dashed curve represent the case with $K_3 \leq 1$ and $K'_3 \leq 1$. Because the thin dashed curve is always above the horizontal line $T = 0$, we can consider $K_3$ and $K'_3$ not to be complementary.
Figure 7: A graph of an average of $C_{\text{rel.} \text{ent.}}$ for $0 \leq T \leq 4$. A variable of the horizontal axis is $\Delta_g$. We plot the graph in the range of $0 \leq \Delta_g \leq 2.0$ with putting $\Delta = 1.0$ and $W = 0.4$. Although the average of $C_{\text{rel.} \text{ent.}}$ is not sensitive to the variation of $\Delta_g$, it shows the invariance under the transformation of $\Delta_g$.

Looking at Figure 6, we can confirm that the time evolution of $K_3$ and $K'_3$ is invariant under the transformations $\Delta_g \rightarrow \pm \Delta_g + n\Delta$ for $n = 0, \pm 1, \pm 2, \ldots$.

Here, we pay attention to the fact that both $K_3 > 1$ and $K'_3 > 1$ never hold at the same time. The reason why is as follows. If we assume $K_3 > 1$ and $K'_3 > 1$ simultaneously, we obtain

\begin{align}
C_{21} + C_{32} - C_{31} &> 1, \\
-C_{21} - C_{32} - C_{31} &> 1.
\end{align}

(92)

Then, we have $-C_{31} > 1$. However, because of the definition of $C_{31}$, $-1 \leq C_{31} \leq 1$ has to be satisfied by any measurement. Thus, both $K_3 > 1$ and $K'_3 > 1$ never hold at the same time.

Figure 7 shows a graph of an average of $C_{\text{rel.} \text{ent.}}$ for $0 \leq T \leq 4$. A variable of the horizontal axis is $\Delta_g$. Looking at Figure 7 we can confirm that the time evolution of $C_{\text{rel.} \text{ent.}}$ is invariant under the transformations $\Delta_g \rightarrow \pm \Delta_g + n\Delta$ for $n = 0, \pm 1, \pm 2, \ldots$.

To calculate $K_3$, $K'_3$, and $C_{\text{rel.} \text{ent.}}$ numerically, we use the Fortran compiler with the quadruple precision for real values. In actual calculations, instead of infinite dimensional space, we assume that the dimension of the Hilbert space is finite and its orthogonal basis is given by $\{|g\rangle\}$ and $\{|n\rangle : n = 0, \pm 1, \pm 2, \ldots, \pm 1200\}$.

8 Discussion

So far, only the special solution has been known for the Bixon-Jortner model. In this paper, we analytically derive the general solution of the model. This new rigorous solution
lets us be able to compute the Leggett-Garg inequalities and the relative entropy of coherence exactly. This fact is one of novel points in this paper.

Turning our eyes to Figures 3, 4, and 6 we become aware that there are temporal intervals during which \( K_3 \leq 1 \) and \( K'_3 \leq 1 \) hold. This indicates that \( K_3 \) and \( K'_3 \) are not complementary. By contrast, Friedenberger and Lutz chose an observable and let \( K_3 \) and \( K'_3 \) be complementary for an isolated two-level system in Reference [23]. Moreover, they showed that \( K_3 \) and \( K'_3 \) are not complementary in a damped two-level system. In the present paper, we consider a pure state that develops according to the Hamiltonian given by Equation (1). Although the system does not suffer from decoherence, \( K_3 \) and \( K'_3 \) are not complementary. We cannot find an proper observable which lets \( K_3 \) and \( K'_3 \) be complementary.

When we obtain \( K_3 \leq 1 \) and \( K'_3 \leq 1 \) during a temporal interval, we consider that the system may lose quantumness. Thus, we can expect the relative entropy of coherence to be suppressed in this interval. However, we cannot observe such a phenomenon.

Although the Hamiltonian of the Bixon-Jortner model is simple, its analytical solution is very complicated. One of features the exact solution has is that we can find kicks in the time evolution. The authors of current paper think that we can extract more interesting characteristics from the Bixon-Jortner model in the near future.
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