Spatial prediction of flood susceptibility using random-forest and boosted-tree models in Seoul metropolitan city, Korea
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\textbf{ABSTRACT}
Since flood frequency increases with the impact of climate change, the damage that is emphasized on flood-risk maps is based on actual flooded area data; therefore, flood-susceptibility maps for the Seoul metropolitan area, for which random-forest and boosted-tree models are used in a geographic information system (GIS) environment, are created for this study. For the flood-susceptibility mapping, flooded-area, topography, geology, soil and land-use datasets were collected and entered into spatial datasets. From the spatial datasets, 12 factors were calculated and extracted as the input data for the models. The flooded area of 2010 was used to train the model, and the flooded area of 2011 was used for the validation. The importance of the factors of the flood-susceptibility maps was calculated and lastly, the maps were validated. As a result, the distance from the river, geology and digital elevation model showed a high importance among the factors. The random-forest model showed validation accuracies of 78.78\% and 79.18\% for the regression and classification algorithms, respectively, and boosted-tree model showed validation accuracies of 77.55\% and 77.26\% for the regression and classification algorithms, respectively. The flood-susceptibility maps provide meaningful information for decision-makers regarding the identification of priority areas for flood-mitigation management.
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\section{1. Introduction}

Recently, as global warming continues, abnormal weather phenomena include precipitation and high temperatures occur frequently, leading to various environmental problems, including localized downpours, flooding, drought and heat waves, that could cause many casualties (Kim et al. 2016; Novelo-Casanova & Rodriguez-Vangort 2016). Floods can incur enormous economic cost, particularly in city centres that comprise high levels of urban infrastructure that includes buildings and transportation facilities (Lee et al. 2015; Klaus et al. 2016). Because of the irreducible and huge damages to road, rail, bridges, electricity, water, phone services, the functionality of entire cities can become paralysed; therefore, the provision of adequate flood-protection and flood-prevention measurements is urgent.

To rapidly prevent the damage from a flood, an advance-warning system and prompt action by governments and institutions are needed. As mentioned, a flood could cause the loss of human life or injury, so a flood policy including the improvement of pumping stations and water facilities...
should not be an afterthought (Vojtek & Vojteková 2016). The prevention measures should include the establishment of countermeasures using the information on flood-prone areas; therefore, to minimize the damages from floods, a vulnerability assessment is needed to determine the priority areas according to the flood vulnerability, and it could be derived from previous flood damages.

In studies on natural disasters, various data are usually needed (Regmi et al. 2013), but it is not easy to obtain suitable data (Cao et al. 2016). For a flood study, the factors that significantly affect a flood are vegetation type, soil type, and geological, geomorphological and hydrological characteristics. The acceleration of a flood could be caused by the reckless destruction of nature by human beings (Chang & Chen 2016); indiscriminate development, over-harvesting and deforestation are examples. By using these factors with a geographic information system (GIS), the studies of flood areas calculate and evaluate the effects of floods.

The capital city of South Korea, Seoul metropolitan city, is vulnerable to floods during the summer season due to torrential rain. Especially during 2010 and 2011, extreme rainfall affected the southern region of the city, causing a lot of flood damage. A determination of the priority sectors is important for the city government to manage the floods beforehand to prevent damages. In September 21, 2010, 259.5 mm per a day of a torrential downpour caused considerable damage to the city centre, especially around the Gwangwhamun, Cheonggyecheon area (Figure 1(b)). Heavy rainfall in the central part of Korea during the morning of 27 July 2011 (Figure 1(c–d)), resulted in 164 mm of rainfall, and this exceeds the frequency value of over 100 years. The purpose of this study is the
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creation of flood-susceptibility maps for the Seoul metropolitan city using a random-forest model and a boosted-tree model in a GIS environment.

Many research studies have been conducted using probabilistic models and the multi-criteria decision analysis for flood mapping (Wang et al. 2011; Masood & Takeuchi 2012). In addition, using GIS platform, the support vector machine with different kernel types were applied in Kuala Terengganu basin, Malaysia mainly using topographical input data (Tehrany et al. 2015). Frequency ratio, weights-of-evidence models were also applied to Golastan Province, Iran (Rahmati et al. 2016a), and in GIS environment, statistical models were integrated for flood-susceptibility mapping (Blanco-Vogt & Schanze 2014; Morelli et al. 2014). For flood mapping, many researchers exerted modelling techniques such as hydrologic modelling, hydraulic modelling and global hydrodynamic modelling (Grimaldi et al. 2013; Papaioannou et al. 2013; Chini et al. 2014; Curebal et al. 2016). Random forests were applied to various fields in environmental areas to characterize stand-level forest-canopy cover (Ahmed et al. 2015) and to model plant-species richness (Lopatin et al. 2016). A number of studies have applied the random-forest classifier for a flood mapping for which other methods are integrated, as follows: spectral-mixture analysis (Feng, Gong, et al. 2015) or unmanned aerial-vehicle remote sensing (Feng, Liu, et al. 2015). Modelling techniques have also been applied to random forests for analysis flooding (Albers et al. 2016) and to assess the flood-hazard risk (Wang et al. 2015). The boosted-tree algorithm, especially for the regression model, has been proven as an influential approach for ecological-modelling study areas including hydrological areas over the last few years (Elith et al. 2008; Leathwick et al. 2008; De’ath & Fabricius 2010; Nylén et al. 2015). A study that used the boosted-tree algorithm for flood mapping was also conducted recently (Coltin et al. 2016). The results of the analysis of the flood vulnerability in the Seoul area using artificial neural network are shown as 79.05% (Lee 2014), which shows no significant difference from the validated values of this study.

The difference of this study is the use of the random-forest and boosted-tree models for the application and validation processes in Seoul metropolitan city, Korea. Especially, the flooded areas of different periods were used for the training and validation data. Also, the predictor importance of each variable was calculated, and the random-forest and boosted-tree models were applied and compared.

The flood-susceptibility mapping was performed as follows: (1) data were collected and the related factors were extracted and calculated, (2) spatial datasets were established with a grid format, (3) the flood-susceptibility assessment was conducted using the random-forest model and the boosted-tree model, and the predictor-importance values of each factor were calculated in this process, and lastly (4) the validation of the susceptibility map was performed using the flooded areas of 2011.

2. Study area

Seoul metropolitan city is the capital and the biggest city of South Korea, and is located in the northwest part of South Korea. Seoul metropolitan area is less than 1% of the total area of the country, approximately 605.25 km². Seoul metropolitan city is composed of 25 administrative districts called Gu with nine regular subway lines and two special lines. The population of Seoul metropolitan city was over 10 million in 2011, which is more than a quarter of the whole population of South Korea, and it is also the 10th largest city in the world. As there is a large floating population, the transportation facilities are complicated, and there are continuous construction activities such as subway works and road constructions.

Located at 126°59′40″ E and 37°33′59″ N, the Han River bisects the city area into two parts, northern and southern (Figure 1(a)). Han River comes from areas such as Tancheon, Jungnangcheon and Anyangcheon, and the stream ratio is approximately 10%. Seoul metropolitan city is located in a basin, surrounded by Bukhansan (Seoul’s highest peak at 836 m), Inwangsan (338 m),
Dobongsan (740 m) and Gwanaksan (629 m), as well as other substantial mountains. The average height becomes lower toward the city centre near Han River.

In terms of the climatological feature, Seoul metropolitan city has East Asian monsoon characteristics. Particularly from June to September, it is commonly hot and humid. The average temperature of August is from 22.4°C to 29.6°C, with the possibility of higher temperatures. Recently, a serious heat wave hit Seoul metropolitan city, and some have lasted for as long as 12 days. Otherwise, in winter, it is generally drier than summer, and the average temperature of January is from −5.9°C to 1.5°C. The annual precipitation rate in this area is 1370 mm. More than 70% of the city’s rainfall is recorded in summer. In the monsoon season, heavy rains and strong winds come together, causing a rain front and flooding at the same time. Due to the seasonal difference of the frequency of heavy rain, high-strength damage control is required. Especially, due to the high population density, the flood of a big city such as Seoul metropolitan city could cause more serious damage than those of non-urban areas; therefore, the prevention of the damages to roads and railway facilities from flooding by a mapping of the flood susceptibility is required to reduce the great cost of disaster recovery.

3. Theory

3.1. Random-forest model

A random-forest model is an ensemble-learning technique for which a multitude of decision trees is constructed to explain the spatial relationships between the occurrence of floods and the related factors for classification and regression. It operates by constructing a multitude of decision trees at the training time, and outputting the class that is the mode of the classes (classification) or the mean prediction (regression) of the individual trees. Random-decision forests correct for the decision-tree habit of over-fitting to a training set.

The random-forest algorithm is an ensemble-learning method that comprises an ensemble of simple tree predictors for classification and regression (Breiman 2001). The first algorithm for random-decision forests was created using the random-subspace method (Ho 1995). From Ho’s formulation, the implementation is achieved according to the stochastic-discrimination approach to classification (Kleinberg 2000). An extension of the algorithm was developed with a bagging idea and the random selection of the features to construct a collection of decision trees with a controlled variance (Breiman 2001), and this algorithm is used for this study. A result with a group of predictor values is produced for both classification and regression algorithms. When the final result has discrete values, it is called a classification (Ellis et al. 2014). In this study, flood vulnerability is classified based on given factor values. In general, the classification problem aims at obtaining the decision boundary. Conversely, regression algorithm carries a continuous value for the output or target value. Therefore, this study shows the degree of vulnerability as a continuous value with regression algorithm (Ellis et al. 2014). As mentioned, first, for the classification algorithm, a group of independent predictor values is classified with one of the groups that is present in the dependent variable. As an alternative, for the regression algorithm, the tree responds to the predictors with an estimate of the dependent variable by outputting the class that is the mode of the mean prediction.

A random number of simple trees determine the final predictors of a random-forest algorithm. In the classification algorithm, it constructs decision trees and output the classes. The response, the most-popular class, is decided by the ensemble of simple trees. For a regression algorithm, the average of the results is used to obtain an estimate of the dependent variable. A considerable improvement of the prediction accuracy could be derived from the use of tree ensembles. A random forest does not require any assumptions about the relationships between the explanatory and response variables; and it is a proper method for the analysis of hierarchical and non-linear interactions in large datasets (Olden et al. 2008). When a random-forest algorithm is applied to predict new data cases, a superior capability can be shown.
A set of predictor values is chosen independently, and it affects the response of each tree; also, it shows the same distribution for all of the trees in the forest, and it is a subset of the predictor values of the initial dataset. The optimal condition of the subset of the predictor variables is given by \( \log_2 (M + 1) \), where \( M \) is the number of inputs in the algorithm, and the mean-square error for a random forest is given by the following equation:

\[
\varepsilon = (v_{\text{observed}} - v_{\text{response}})^2,
\]

where \( \varepsilon \) is the mean-square error from the algorithm, \( v_{\text{observed}} \) is the variables from the observed data, and \( v_{\text{response}} \) is the variables from the result.

The average of the predictions from the trees is calculated as follows:

\[
S = \frac{1}{K} \sum_{1}^{K} v_{\text{response}}^{Kth},
\]

where \( S \) is the random-forest prediction, and \( K \) applies to the individual trees in the forest.

For the classification algorithm, the definition of a margin function that counts the average number of excess votes for the correct class compared to other classes’ average vote in the dependent variable is conducted after a determination of a set of simple trees and random predictor variables. The classification algorithm provides a practical method for the making of predictions, and it could also be a method for associating a confidence measure with the predictions.

For the regression algorithm, simple trees that are capable of producing a numerical response value are used to build random forests. Like the classification algorithm, a predictor set is randomly selected for all of the trees from the equal distribution.

Commonly, the missing data from the predictor variables in the random forest could be flexibly integrated. When the algorithm builds a model, the prediction for a specific case is created based on the last preceding (non-terminal) node in the respective tree when the missing data are included; therefore, the overall mean at the root node is used to derive the prediction variables when there is no valid data at a particular point in the sequence of trees. It is therefore unnecessary to remove the no-data cases for some of the predictors from the random-forest process.

### 3.2. Boosted-tree model

The boosted-tree algorithm is from one of the general computational approaches of stochastic-gradient boosting, which are also known as TreeNet (TM Salford Systems, Inc.) and MART (TM Jerill, Inc.). This technique has appeared as one of the most-influential methods for data mining and predictive modeling in the past few years. These potent algorithms could effectively be used for regression as well as classification with continuous and categorical predictors (Friedman, Getoor, et al. 1999; Friedman, Goldszmidt, et al. 1999; Hastie 2001).

As the random-forest algorithm, boosted-tree algorithm is an ensemble-learning method that comprises an ensemble of simple tree predictors considering the performance of the previous classifier for classification and regression. The boosted-tree algorithm evolved from boosting-method applications into regression trees. The initial idea is the adding up of a sequence of simple trees on the preceding tree from the prediction residuals. The algorithm builds binary trees as the general classification, and the regression-tree models partition the data into two samples. At each split node of a boosted-tree algorithm, the best data-partitioning point is decided, and the deviations of the observation from the means, the residuals for each partition, are computed. Determining the stopping criteria is very important since simple tree has limitations in continuous variables and sensitivity to the size of the sample data; on the contrary, if the tree becomes complex, it shows overfitting problem which means algorithm creates overly set model to input data. Therefore, as for tree
models, such as random-forest and boosted-tree models have inherent stopping criteria in algorithm and various heuristics method that helps avoid overfitting problem. In this way, trees could ultimately produce a more-effective fit of the prediction values to the observation values, even though its relationships with the predictor and dependent variables are complex, such as those that are non-linear; therefore, the boosted-tree algorithm can serve as a reliable machine-learning algorithm by fitting a weighted additive expansion of simple trees.

However, as with other machine-learning methods, it is difficult to determine when the training should be stopped for the boosted-tree algorithm. This problem generally occurs when it is used in predictive data mining, and it could also lead to the problem of overfitting. A common solution for this problem is the use of a test sample to predict the observation data that were unused for the previous estimation of the respective models. The evaluation of the quality of the fitted model is performed according to the test data. In this regard, the predictive accuracy could be tested, and it could be known whenever an overfitting problem has occurred. The regression problem, such as that regarding the prediction of a continuous dependent variable, has been strongly highlighted with respect to the boosted-tree algorithm. The algorithm could be applied to the management of classification problems (Friedman, Getoor, Koller & Pfeffer 1999).

First, the creation of a coded variable of the values for each class with the values 1 or 0 is proposed to show if the observation belongs to the respective class. When in sequence, boosting trees are, respectively, built for each class of the categorical dependent variable. The following step uses the logistic transformation to calculate the residuals from the following boosting step. Repeatedly, the logistic transformation is applied to the predictions for each 0 or 1 class to calculate the ultimate classification probabilities (Friedman, Getoor, Koller & Pfeffer 1999; Hastie 2001).

When the boosted-tree algorithm is applied to classification problems, a separation of the sequences of the boosted trees that are built for their class is required; therefore, the calculative attempt commonly becomes large by a multiple of what it takes to solve the simple regression-prediction problem for a single continuous dependent variable. When the number of classes is more than approximately 100, the analysis of the categorical dependent variables is not highly reliable, as the process might contain amounts of illogical effort and time.

### 3.3. Summary

To summarize, the random-forest and the boosted-tree algorithms used in this study are both based on the decision tree applying an ensemble-learning technique. Decision tree is a tree-shaped model which predicts the value of the target variable based on input variables; the single decision tree has a large variation of the performance (Quinlan 1986). Since the decision tree is determined according to the learning data which has small bias and large variance, deeply growing carry overfitting problem; it is difficult to be used generally (Lee & Lee 2015). Random-forest and boosted-tree algorithms construct the model by applying the ensemble-learning method to the decision tree and combining multiple decision trees.

The difference is that the random-forest algorithm extracts data from the input data randomly and determines the single decision tree. The process forming the single decision tree repeats for the number of times and the final random-forest model is determined based on the weights of the well-classified decision trees generated from the repeated number of times (Breiman 2001). Since the random-forest algorithm adds randomness to the sample variables, it maximizes the advantages of the ensemble-learning technique, resulting in high prediction and classification accuracy (Belgiu & Dragut 2016). However, there are remaining instabilities due to data samples which are resides in decision trees (Muchlinski et al. 2016).

The boosted-tree algorithm extracts arbitrary data from the input data, such as random forests and determines the decision tree with the extracted data. The process of creating the decision tree is repeated a certain number of times. In the process of extracting samples, data which is not properly classified in the previous step are selected preferentially. Therefore, the difference between the two
models depends on whether it considers the classification performance of the model in the previous step when extracting the sample and creating the model. The boosted-tree algorithm also remains stability in prediction based on a large number of trees (Naghibi et al. 2016, Tan et al. 2016). In particular, it is possible to lower the bias by sampling data within a high misclassification rate (Youssef et al. 2016a). However, there are also disadvantages of losing explanatory power, which is one of the advantages of the existing tree.

4. Spatial datasets

It is widely known that many hydrological factors are the influencing factors of flood susceptibility. Degree of slope, stream evolution, soil, vegetation, morphology, land use, lithology, geological structure and human activity are the known factors, but the relationships between the factors and flood susceptibility have not been examined with real factors; therefore, 12 input factors including the distance from the river, which is considered as a main indicator, and that are expected to have a relationship with flood susceptibility were adopted. The factors were then applied to the random-forest and boosted-tree models (Table 1, Figure 2).

In order to evaluate flood vulnerability, setting variables affecting floods should be preceded (Liu & De Smedt 2005). Among the impact variables on flood, slope is one of the most important factors (Tehrany et al. 2013). Thus, slope was most frequently used as a factor related to flood among the topographical factors (Pradhan 2010; Tehrany et al. 2014; Bui et al. 2016; Khosravi et al. 2016; Marconi et al. 2016, Rahmati et al. 2016b; Seekao & Pharino 2016b; Youssef et al. 2016b). Additionally, DEM (Pradhan 2010; Tehrany et al. 2014; Sowmya et al. 2015; Bui et al. 2016; Marconi et al. 2016; Rahmati et al. 2016b; Youssef et al. 2016b), distance to river (Bui et al. 2016; Khosravi et al. 2016; Marconi et al. 2016; Rahmati et al. 2016b; Youssef et al. 2016b), TWI and SPI (Bui et al. 2016; Khosravi et al. 2016) and plan curvature (Bui et al. 2016; Khosravi et al. 2016; Youssef et al. 2016b) are used to evaluate floods from topographical factors. SLF is also included to spatial datasets since it is related to water drainage (Borrelli et al. 2014) with soil-drainage factor (Tehrany et al. 2014; Seekao & Pharino 2016a; Youssef et al. 2016b). In addition, factors concerned with impermeability are used in flood vulnerability analysis such as green infra farmland (Tehrany et al. 2014; Khosravi et al. 2016), retarding basin (Seekao & Pharino 2016a, 2016b) and geology (Lawal et al. 2014; Tehrany et al. 2014).

The flood-area data of this study are in an inventory map that was generated through an area-based surveying that was under government control; the flood-area data includes 4,338 flooding zones. The size of the samples depends on many variables (Ohlmacher & Davis 2003). The 12 input factors related to flood of study area are as follows:

| Category                          | Factors                     | Data type | Scale  |
|-----------------------------------|-----------------------------|-----------|--------|
| Hazard                            | Flooded area                | Polygon   | 1:1,000|
| Topographical map³                | Ground elevation (m)        | GRID      | 1:1,000|
|                                  | Gradient – slope (°)        |           |        |
|                                  | Distance from the river (m) |           |        |
|                                  | Slope Length Factor (SLF)   |           |        |
|                                  | Topographic wetness index (TWI) |       |        |
|                                  | Stream power index (SPI)    |           |        |
|                                  | Plan curvature              |           |        |
| Land-use & land registration map²| Impermeability layer        | Polygon   | 1:25,000|
|                                  | Green Infra Farmland        |           |        |
|                                  | Retarding basin             |           |        |
| Soil map¹                         | Soil drainage               | Polygon   | 1:25,000|
| Geological map⁴                   | Geology                     | Polygon   | 1:25,000|

³Topographical factors were extracted from digital topographic map by National Geographic Information Institute (NGII; http://www.ngii.go.kr).
²The land-use map is published by Korea Ministry of Environment (http://eng.me.go.kr/).
¹The detailed soil map produced by Rural Development Administration (RDA; http://www.rda.go.kr).
⁴The geological map produced by the Korea Institute of Geoscience & Mineral Resource (KIGAM; http://www.kigam.re.kr).
factors were prepared from other maps from various national administrations (Table 1). According to Table 1, the flood-related hydrological factors were collected from topographical, land-use, soil and geological maps. A digital elevation model (DEM) was prepared through a topographic map by digitizing the contours with a 5 m interval. The DEM could then be calculated into the gradient (slope), the distance from the river, the slope length factor (SLF), the topographic wetness index (TWI), the stream power index (SPI) and the plan curvature.

Using the FILL tool in ArcGIS 10.1, a removal of the internal drainage from the elevation grid was performed. The DEM was made into a 30 m × 30 m resolution through the making of a triangulated irregular network (TIN) for which the elevation value was used. Through the DEM input factor, the following factors could be calculated: slope, SLF, TWI, SPI and plan curvature.
The geomorphological environment of the study area could be represented using the topographic factors that influence the flood possibilities. The topographic factors such as slope and curvature are closely related to hydrological conditions such as groundwater flow, slope stability and soil moisture. Particularly, soil-moisture characteristics can be represented with topographic factors (Moore et al. 1991). From DEM data, the topographic-index slope map was generated using the SLOPE tool from ArcGIS 10.1, and the distance from the river was also calculated from the topographic map using the DISTANCE tool. The plan curvature was derived using the same method, but with the CURVATURE tool. After the calculation of the factor slope, the SLF for the average erosion was calculated.
using the Revised Universal Soil Loss Equation (Wischmeier & Smith 1978). The SLF given a slope length \( \lambda \) defined as

\[
\text{SLF} = \left( \frac{\lambda}{72.6} \right)^m,
\]

(3)

where the constant 72.6 is the unit of Revised Universal Soil Loss Equation in feet. The variable \( m \) is slope-length exponent (Wischmeier & Smith 1978). The TWI index was also calculated within the runoff model (Beven & Kirkby 1979), and it was calculated for the downslope edge of each value using the parameter value and the distribution of the accumulated area among the downslope cells. The TWI commonly signifies the tendency of water, and it is useful for the quantifying of the topographic control on hydrological processes. The TWI predicts the water accumulation at any point and shows the tendency of gravitational forces to move water in a downward direction. The water infiltration affects the soil strength, and is contrastively affected by material characteristics such as pore-water pressure and permeability. The SPI (Moore et al. 1991) indicates the erosion power of the stream and is regarded as a contributor to the provision of stability in the study area; therefore, it could be used to determine the places where soil-conservation measures can decrease the erosive effects of concentrated surface runoff.

The topographic map is provided in a grid form by the National Geographic Information Institute (NGII). The scale of this map is 1:1000. The land-use and land-registration map is published by the Korea Ministry of Environment with a form of polygon coverage and a scale of 1:25000. The land-use and the land-registration were derived from SPOT-5 images of November 2007. The soil map and the geological map are also vector maps with the polygon-coverage form; the scales of the maps are both 1:25000, and they are produced by the National Academy of Agricultural Science (RDA) and the Korea Institute of Geoscience and Mineral Resources (KIGAM), respectively. Impermeability layer, green infra farmland and retarding basin data are derived from land-use and land-registration map. The soil-drainage values were acquired from the soil map, and the geological units were obtained from geological map. After on-screen digitizing to the data, the attribute values were added. Finally, coordinate system is converted into Korean coordinate system as other geospatial data in the datasets. The geological characteristics of the study area indicate that it comprises 24 geological units of bedrock that can be classified into geological groups such as alluvium, granitoid and Precambrian metamorphic rocks (gneiss, schist and limestone).

5. Methodology

The flowchart of Figure 3 shows the data-processing steps that were used in this study; the random-forest and boosted-tree models were mainly applied to compare the two different data-mining models. The flooded areas from 2010 and 2011 were extracted so that they could be applied to these data-mining models as training and validation data. The statistical program STATISTICA and a GIS program ArcGIS were used for the application of the models.

To analyse the correlation between the hydrological factors and the flood susceptibility, the relevant factors were collected or calculated from the topographic, land-use, soil and geological maps. Then, to apply the random-forest and boosted-tree models, the related factors were converted into ASCII data in ArcGIS. Also, the flood-occurrence areas were obtained from the 2010 and 2011 data after the study area was determined. The flood-occurrence areas were set as dependent variables for the analysis, and the other factors that influence flood occurrence were set as independent variables. The topography, land-use, soil and geology data were also determined as independent variables. A total of 12 susceptibility factors were selected from the spatial datasets. The flooded area of 2010 and the flooded area of 2011 were used for the training and validation data, respectively.

A comprehensive analysis of the flood-susceptibility-related maps was conducted in a vector format. The factors (Table 1) from the maps were resampled into a 30 m × 30 m grid format with RESAMPLE tool in ArcGIS. Specifically, a bilinear interpolation which causes smoothing of the data
was used. It determines the resampled value from the four nearest input cell centre according to a weighted distance average of input cell centres. As a result, the total number of cells is 1,247,350, and the dimensions of the study-area grid are 1,010 rows by 1,235 columns. The numbers of cells of the flooded areas of 2010 and 2011 are 19,855 and 7,253, respectively. The training and validation data from the flooded areas were also adjusted using the same spatial resolution.

When the data from ASCII file finished converting into the STATISTICA format, the random-forest and boosted-tree models were applied in the programme. The flooded area of 2010 was used for the training data with the factors set as independent variables. In this step, all of the variables were divided into continuous data and categorical data before they were set up. The continuous variables contained within the DEM are distance from the river, TWI, SPI, slope gradient, SLF and plan curvature. The remaining categorical variables are geology, land use, soil drainage, retarding basin and green farmland.

With the predictor-importance values, the significance of each response variable could be computed. The predictor importance is calculated by summing up either the drop of the node impurity for the classification or the resubstitution estimate for the regression over all of the nodes. The predictor importance in this study is different from the variable importance that was used in a previous study (Breiman 2001), whereby the node-impurity values and the resubstitution-estimate values were summed in the classification and regression, respectively, for the actual split variables in each respective split; in this study, the predictor-importance values are built by summing up all of the predictors over all of the nodes.

After the application of the models on the training data from the 2010 flooded area, the validation was performed. The predicted flood-susceptible-area maps should represent the future flood-susceptibility areas effectively; therefore, the data from later flood events could be used for the certification rather than the training data. A validation set from the 2011 flooded area was used to perform the validation analysis. Eventually, the flood-susceptibility maps from the applied models were validated by comparing the known flooded areas of 2010 and 2011. In succession, a receiver operation curve (ROC) was organized with a calculation of the area under the curve (AUC); the calculated values from the result in the study area were sorted in a descending order to obtain the relative ranks for the patterns of each prediction result. Subsequently, 100 classes consisting of the accumulated 1% intervals were composed with all of the values (Lee 2006). The AUC was used for the evaluation of the prediction ability of the model, whereby a higher AUC represents a more-
effective prediction and the flood-possibility prediction accuracy of the applied model and the factors (Lee et al. 2012).

6. Result

The random-forest and boosted-tree models were used for the mapping of the flood susceptibility to observe the correlation between the flooded area and each factor that was extracted from the provided maps. To make a visual interpretation, the index is composed of five classes that are based on the area. For a visual and easy interpretation of the areas, the index areas were classified with the following five groups: very high, high, moderate, low and very low. Respectively, 10%, 10%, 20%, 20% and 40% are included in each group of area criterion that distinguishes susceptibility steps within the boundary of the study area. The predicted maps for flood susceptibility are delineated concretely by five categories. The data of the flooded areas of this study, which were acquired from the flood-survey data, covers a large extent. The predicted maps show aspects that are similar to those seen previously in the flooded areas (Figure 4).

Table 2 and Figure 6 show the predictor-importance values of each predictor variable in the analysis. The predictor importance comprises the importance rating on a 0 to 1 scale. The predictor variables can be distinguished to determine which of the variables that are used in the analysis could

![Figure 4. Flood-susceptibility map using (a) random-forest regression model, (b) random-forest classification model, (c) boosted-tree regression model and (d) boosted-tree classification model.](image-url)
make a major or a minor contribution to the prediction of the dependent variable of interest. In Table 2, the top three variables for both of the random-forest models are distance from the river, geology and DEM. For the boosted trees, soil drainage ranked instead of geology in the regression model and instead of DEM in the classification model; therefore, the area occupied by these variables...
shows a maximum susceptibility to flooding in the study area. Identically, the bottom variable is retarding basin in both models. SPI, green infra farmland and plan curvature also occupied the third-bottom group on three occasions. Figure 6 shows the relative importance of the predictor variables.

As a result, for the validation of the flood maps, the AUC is simply used. Figure 7 shows the validation rate of the predicted flood-susceptible areas, and the areas of the random-forest model showed a 78.78% (0.7878) accuracy in the regression model and a 79.18% (0.7918) accuracy in the classification model. As a consequence of the boosted-tree model, the regression model showed a 77.55% (0.7755) accuracy, while the classification model indicated a 77.26% (0.7726) accuracy.

Figure 6. Bargraph of predictor importances.

Figure 7. Cumulative frequency diagram showing flood susceptibility from (a) random-forest results and (b) boosted-tree results (x-axis) occurring in cumulative percent of flood occurrence (y-axis).
7. Conclusion and discussion

As a result of recent global warming, the world has suffered great losses due to unforeseen weather phenomena. The frequency and intensity of major floods increased into the twenty-first century. Flood risk should be managed effectively, especially for the extreme events that are set to become more frequent with the impact of climate change. The damages from floods led to the necessity of a flood-risk map, and flood-risk maps have actually been produced by governments; however, the previous generation of flood-risk maps is limited to the concept of risk only. A flood-susceptibility-map production that is based on sophisticated numerical results in conjunction with the vulnerability to flood disasters is absent.

The random-forest model and the boosted-tree model were therefore employed in this research for flood-susceptibility mapping. After selecting 12 variables that are related to flooding, the flood-susceptible areas were calculated according to the two models, whereby the relationships between particular flooded-area data and the related variables were demonstrated. Spatial datasets was set up with the factors that are relevant to flood occurrences, and the correlation is indicated. The maps were validated using the flooding data of 2011 after the flooding data of 2010 was used for training.

According to the results, in the southern area under the river, Gangdong-gu, Songpa-gu, Dongjak-gu, Yangcheon-gu, the southern parts of Gangnam-gu, Seocho-gu and Gwanak-gu are susceptible. Gangseo-gu and Guro-gu are also highly susceptible even though they are relatively lower than the other regions of the district that is south of the Han River (Figure 5). Contrastively, the northern region including Dobong-gu, Gangbuk-gu, Seongbuk-gu, Jongno-gu, Dongdaemun-gu and Seongdong-gu showed a low susceptibility to flooding. The area north of the Han River is less vulnerable to flooding due to its high elevation; however, the neighboring regions such as Mapo-gu, Yongsan-gu and Gwangjin-gu showed a high susceptibility.

Table 2 shows that the distance from the river, geology and DEM stand out as the most important predictors. It is also distinct that the flood occurrence decreases with the increasing of the distance from the river. For geology, it is related to the alluvium area where the flood formed; accordingly, in Figure 2(a), the southeastern and western regions are covered by lowlands. This finding agrees with the flood data since most of the floods occurred on low-elevation regions. Alternatively, retarding basin is less important among the predictor variables, while the lesser importance of SLF, SPI, TWI and plan curvature are also confirmed. According to the outcome, it was assumed that these variables are from the same data, the DEM.

The flood-susceptibility maps that were generated using the random-forest model and the boosted-tree model were validated. Particularly, the random-forest curve shows that 60% of the floods are captured within 20% of the result maps, while 55% of the floods are captured within 20% of the result maps in the boosted-tree model. All of the models reached 100% with 80% of the result maps. Consequently, every result was considered as satisfactory when the accuracies (77% to 79%) are over 75% for every result, since a steeper slope at the beginning part of the curve shows a more-effective predictive reliability (Conforti et al. 2012).

The damages inflicted by floods continuously undergo a series of changes over time, and this imposes a limitation on a spatial analysis of flood inundation. Above all, the tidal structure of the inundation area could not be observed in real time effectively. The accurate value of the data that were used for the analysis is difficult to establish because it is spatially constructed through a survey that was conducted within the administrative-district system. Incorrect location information could cause substantial problems in a spatial analysis. Similarly, the water supply, drainage facilities and water-supply system might have a significant effect on flooding, but the facility data with the correct information is very difficult to obtain; therefore, additional data acquisition and further studies are required together with more-accurate data.

With GIS and remote sensing technology, other data could be used to make a decision, whereby the data are manipulated; for example, the classified remote sensing data from satellite images could be used (Adinarayana & Krishna 1996). Also, the large scales of the spatial and temporal data could
be evaluated using GIS techniques. Several of the factors that represent the surface characteristics are important in water management and they easily influence flood susceptibility; therefore, for the effective management of water, all of the information should be comprehensively built according to spatial datasets, whereby a multilateral effort is put into the solving of the problems related to water, in consideration of a combination of various studies.

The variables and methodology that are used in this study are applicable to flood-susceptibility mapping for other study areas. The flood-susceptibility maps could be used to identify the current flood susceptibility in each of the administrative districts. A rapid acquisition of the information of the potential target areas could provide evacuation information, and losses of life and property could be preventable. This information and the maps that are generated from it could therefore be applied to flood prevention and management. In addition, regarding quantitative data such as those used for the establishment of river master plans, land-use plans and flood-protection plans, the results of this study could be used to formulate a standard for value judgments. Also, continued research on a variety of factors that affect flooding and the new models is required.
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