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Abstract: Multivariate Exponential Weighted Moving Average (MEWMA), $E^2$ control chart is a popular multivariate control chart for monitoring the stability of time series data (non-random pattern). However, in this paper, we have shown that the existing MEWMA, $E^2$ control chart is sensitive in contaminated data or in the presence of outliers. To address this problem, this paper proposed an alternative MEWMA $E^2$ control chart using robust mean vector and covariance matrix instead of the classical mean vector and covariance matrix respectively. The classical mean vector in MEWMA $E^2$ control chart is replaced by Winsorized Modified One-step M-estimator (WM) while the classical covariance matrix is replaced by the Winsorized covariance matrix. The proposed MEWMA $E^2$ control chart known as robust MEWMA control chart, denoted as RE$^2$ control chart. The control limit for the RE$^2$ control chart was calculated based on simulated data. The performance of RE$^2$ and existing MEWMA $E^2$ control charts are based on the false alarm rate. The result revealed that the RE$^2$ control chart is more effective in controlling false alarm rates as compared to the existing MEWMA, $E^2$ control chart. The zinc-lead flotation data show that the RE$^2$ performs better in application.
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I. INTRODUCTION

Control chart is a popular statistical process control, SPC, tool used by practitioners to monitor processes with the aim of detecting unfavorable condition in process parameters. Although it was first proposed for manufacturing industry, control charts have now been applied in a wider range of disciplines, including health-care [1]–[3], environment [4]–[6] and general services [6]–[9]. Exponential weighted moving average (EWMA) and multivariate EWMA (MEWMA) are examples of time-weighted moving control charts, that use the weighted average as the location estimator [10]. EWMA control chart is efficient in detecting small and moderate process mean shifts [10]–[12]. The control chart by [13] is quite robust to normality assumption [10], [14] especially under skewed distributions such as $t$, gamma, uniform, right triangular and bimodal distributions[14], [15]. However, studies on contaminated normal data observed that the chart produces high false alarm rate [15]. Meanwhile, in multivariate aspect, several studied on the performance of MEWMA control chart under non-normal distributions observed that the standard MEWMA control chart is fairly robust against multivariate non-normal data[16][17]. For example, [17] extended the work of [14] to multivariate process for individual observations through Monte Carlo simulations. Focusing on two non-normal distributions namely multivariate $t$ distribution and multivariate gamma distribution, the finding indicated that the MEWMA control chart is robust under both non-normal distributions. However, the question is whether the existing MEWMA control chart can still perform well under contaminated data?

Contaminated normal distribution can be defined as a mixture distribution which implies that majority of data are good but there are infrequent outliers. Outlier is an observation that appears to deviate markedly from remaining data [18]–[20]. In such contaminated normal distribution, a robust control chart is preferable. A lot of work has been done in the literature to design robust control charts based on robust estimators. For example, the used of robust estimators such as trimmed mean, Minimum Covariance Determinant, Minimum Volume Ellipsoid, Minimum Vector Variance and Winsorized Modified One-step M-estimator in the existing Hotelling $T^2$ control chart [21]–[26]. All these studies concluded that the robust control charts outperform the existing Hotelling $T^2$ control chart when samples deviated from normality assumption or outliers present in the data.

Thus, in this study we are interested in determining the robustness of the existing MEWMA control chart under various contaminated data. Although it has been proven by [15] that existing EWMA is not robust against contaminated data, in multivariate setting, the existing MEWMA, it is has yet to be proven. Hence, it is necessary to empirically investigate the performance of the existing MEWMA control chart when samples deviated from normality assumption or outliers present in the data. Along with the existing MEWMA control chart, we also proposed a robust MEWMA control chart with an integration of robust estimator known as Winsorized Modified One-step M-estimator, WM. The ability of WM in controlling the false alarm rate has been proven in the Hotelling $T^2$ control chart [24] but never been tested on the existing MEWMA control chart.
The performance of the investigated MEWMA control charts were assessed in the case where there were no changes in the covariance structures. The performance evaluation measured in term of false alarm rates. The organization of the remaining of the article is as follows. Section II explains on the glossary of symbols and Section III discusses about the existing MEWMA control chart. In Section IV, we formally introduce a robust MEWMA control chart based on WM estimator. While, Section V demonstrates Monte Carlo method to compute the control limit of robust MEWMA control chart. Sections VI and VII presents simulation design and result of the analysis respectively. Next, Section VIII discusses the performance of investigated MEWMA control chart on real data application. Finally, conclusion is given in the last section.

II. GLOSSARY OF SYMBOLS

\( n_1 \): Number of sample sizes for Phase I control limit
\( n_2 \): Number of sample sizes for Phase II control limit
\( n_3 \): Number of sample sizes for Phase I control chart
\( p_1 \): Number of dimensions for Phase I control limit
\( p_2 \): Number of dimensions for Phase II control limit
\( a \): False alarm rate
\( e \): Percentage of outliers
\( r \): Smoothing parameter
\( CL \): Control Limit
\( \mu \): Process mean shift

III. EXISTING MEWMA CONTROL CHART

The development of MEWMA control chart is based on the MEWMA \( E^2 \) statistic [27]. Let \( X_i \) represent \( p \) number of dimensions at time \( i \). Then, the \( E^2 \) statistic for \( X_i \) is defined as:

\[
E_i^2 = \sum_{j=1}^{p} Z_j^2
\]

where \( Z_j \) represent the MEWMA vectors and \( \Sigma_j \) is the covariance matrix of \( Z_j \). The \( Z_j \) and \( \Sigma_j \) are estimated as Equation (2) and Equation (3) respectively.

\[
Z_i = rX_i + (1-r)Z_{i-1}
\]

and

\[
\Sigma_j = \frac{r}{(2-r)} \Sigma_0
\]

where \( Z_{i-1} \) is a process mean vector, \( \mu_0 \).

The MEWMA control chart gives an out-of-control signal when the \( E^2 \) statistic is above the control limit, \( CL \). The control limit used to achieve the desired false alarm rate. The MEWMA control chart developed by [27] assumed known parameters; process mean vector, \( \mu_0 \) and covariance matrix, \( \Sigma_0 \), used in estimating the \( E^2 \) statistic. However, practically these parameters are usually unknown and are estimated by the sample mean vector, \( \bar{X} \), and sample covariance matrix, \( S \). When using these estimators, the Equation (1) can be redefined as follows:

\[
E_i^2 = (Z_i - \bar{X})^T S_{ij}^{-1} (Z_i - \bar{X})
\]

IV. ROBUST MEWMA CONTROL CHART BASED ON WM ESTIMATOR

The classical estimators, the \( \bar{X} \) and \( S \) used in (4) are sensitive to outliers [28]. In alleviating the problem, in this study, the classical estimators are replaced with robust estimators of mean vector and covariance matrix based on Winsorized Modified One-step M-estimator, WM. The mean vector and covariance matrix of WM estimator given by [24] are estimated as follows:

\[
WM_j = \frac{\sum_{i=1}^{n_j} w_{ij}}{n_j}
\]

and

\[
S_{WM}(w_i, w_j) = \frac{1}{n-1} \sum_{i=1}^{n} (w_{ij} - WM_j)(w_{kj} - WM_k)
\]

where \( W_{ij} \) is Winsorized sample, which obtained from two steps process; First step is to identify the existence of outlier based on trimming criterion used for Modified One-step M-estimator and then the data are winsorized. Let \( X_{ij} = [X_{i1}, \ldots, X_{ij}] \) and \( p \) be a random sample of \( p \) dimensions. The Modified One-step M-estimator proposed by [29] is defined as

\[
MOM_j = \sum_{i=1}^{n-1} X_{ij}/n_j - \hat{t}_1 - t_2
\]

where \( X_{ij} \) is \( i_{th} \) order statistic in \( j_{th} \) dimension
\( \hat{t}_1 \) = Number of \( X_{ij} \) that satisfies the criterion
\( (X_{ij} - \bar{M}) < K \times MAD_{n_j} \)
\( \hat{t}_2 \) = Number of \( X_{ij} \) that satisfies the criterion
\( (X_{ij} - \bar{M}) > K \times MAD_{n_j} \)

\( n_j \) = Number of observations in each \( j_{th} \) dimension
\( \bar{M}_j \) = med \{X_{ij}, \ldots, X_{in}\} \}

\( \text{MAD}_{n_j} = 1.4826 \times \text{med} \{|X_{ij} - \bar{M}_j|\}

For a reasonably smaller standard error and better efficiency under normality, the constant \( K \) was fixed to 2.24 [30]. They observed improved efficiency (i.e., 0.88 and 0.9) when the \( K \) value is equal to 2.24 for \( n = 10 \) and 20 respectively. \( \text{MAD}_{n_j} \) is a scale estimator with bounded influence function and the best possible breakdown point [31]. The simplicity of the \( \text{MAD}_{n_j} \) formula and fast computation time are among other strengths of \( \text{MAD}_{n_j} \).

After removing the outliers from each sample using criterion (8) and (9), the samples are then winsorized. For each random variable \( X_{ij} = [X_{i1}, \ldots, X_{ij}] \), \( j = 1, \ldots, p \) dimensions, the sample is winsorized as follows:

\[
W_{ij} = \begin{cases} 
X_{(i+1)}, & \text{if } X_{ij} \leq X_{(i+1)} \\
X_{ij}, & \text{if } X_{(i+2)} < X_{ij} < X_{(n-1)} \\
X_{(n-j)}, & \text{if } X_{ij} \geq X_{(n-j)}
\end{cases}
\]

where \( X_{(n)} \) and \( X_{(1)} \) represent number of the smallest and largest outliers in the data respectively. Thus, the robust MEWMA, \( RE^2 \) statistic for \( X_i \) is estimated as follows:

\[
RE_i^2 = (Z_{WM} - WM)^T S_{WM}^{-1} (Z_{WM} - WM)
\]

where \( Z_{WM} \) is the robust MEWMA vectors and \( S_{WM} \) is the covariance matrix of \( Z_{WM} \).


The estimators, $Z_{WM_i}$ and $S_{Z_{WM_i}}$, are defined as Equation 11 and Equation 12 respectively.

$$Z_{WM_i} = rX_i + (1-r)Z_{WM(i-1)}$$

(11)

and

$$S_{Z_{WM_i}} = (r/(2r)) \times S_{WM}$$

(12)

V. CONTROL LIMIT OF ROBUST MEWMA CONTROL CHART

Since the distribution of the robust MEWMA, RE$^2$ control chart, is unknown, then the control limit of the RE$^2$ was calculated using Monte Carlo simulation approach. The Phase I control limit involves the simulation of 5000 data sets with $n_1 = 50, 200$ and $400$ and $p_1 = 2, 5, 10$ from standard multivariate normal distribution $MVN_{n_1}(0, \Sigma)$ when false alarm rate, $\alpha$ is equal to 0.05. The Winsorized mean vector and covariance matrix, WM and $S_{WM}$ for each 5000 data set were then estimated. Later, in Phase II of control limit, we generate a group of observation with sample size of $n_2 = 30$ for 5000 data sets and the robust MEWMA vectors, $Z_{WM_i}$ for all $n_2$ observations in the Phase II control limit are calculated. Then, the robust MEWMA statistics, RE$^2_i$ are calculated for each of the 30th observation using the corresponding estimators obtained from Phase I control limit. The control limit for the RE$^2$ was estimated by taking the 95th percentile of the 5000 values of RE$^2_i$. Table 1 reported the control limit values at $\alpha = 0.05$ for several number of $n_1$ and $p_1$ with a given $r = 0.05$.

Table 1 The control limits of E$^2$ and RE$^2$ control charts.

| $p_1$ | $n_1$ | E$^2$ | RE$^2$ |
|-------|-------|-------|--------|
| 2     | 50    | 9.539 | 524.018|
|       | 200   | 6.634 | 1138.75|
|       | 400   | 6.634 | 2038.82|
| 5     | 50    | 19.200| 1978.14|
|       | 200   | 12.445| 4359.98|
|       | 400   | 11.396| 77797.0 |
| 10    | 50    | 36.468| 5860.67 |
|       | 200   | 21.032| 11971.1 |
|       | 400   | 19.198| 21395.5 |

VI. SIMULATION DESIGN

The performances of E$^2$ and RE$^2$ control charts were then examined in terms of false alarm rate under numerous conditions to highlight the strength and weakness of both MEWMA control charts. Sample sizes $n_2 = 50, 200$ and $400$ observations with $p_1 = 2, 5$ and 10 dimensions were simulated from the mixture normal distribution. The mixture distribution suggested in [26] is as follows:

$$(1-\epsilon)N_{p_2}(\mu_0, \Sigma_0) + \epsilon N_{p_3}(\mu_1, \Sigma_1)$$

(13)

where $\mu_0$ and $\Sigma_0$ are the in-control parameters; while $\mu_1$ and $\Sigma_1$ are the out-of-control parameters. The covariance matrix, $\Sigma_0$ and $\Sigma_1$ in equation (13) represent the identity matrix of $p_3$ dimensions ($I_{p_3}$) since we assume contamination with shift in the mean only but no changes in covariance structure. Table 2 presented the three different values of $\epsilon$ represent small, moderate and large percentage of outlier with seven values of $\mu_1$ are also considered in creating various contaminated conditions. The manipulation of the $\epsilon$ and $\mu_1$ produced 21 different types of contaminated distributions.

The following procedures represent the simulation method used in Phase I and Phase II of in establishing the RE$^2$ control chart. The in-control parameters which are used together with control limit to develop the control chart are estimated in Phase I control chart. The simulation method of Phase I control chart is as follows:

1. Stimulate 1000 group sizes $n_3 = 50, 200$ and $400$ observations with dimensions, $p_1 = 2, 5$ and 10 from the models defined in Equation (13).
2. Compute the robust location, WM and scale estimators, $S_{WM}$ and for each data set.
3. Compute the RE$^2_i$ for each of the $Z_{WM}$ (step 2) using WM and $S_{WM}$ obtained in Phase I of control chart.
4. Compared the RE$^2_i$ in Step 3 with the control limits obtained in simulation process of control limit discussed in Section V.
5. The estimated proportion of RE$^2_i$ values in step 4 that are higher than the control limit, CL in 1000 data sets represents false alarm rates.

Table 2 The $\epsilon$ and $\mu_1$ used in Phase I control chart.

| Percentage of outliers, $\epsilon$ | Small | Moderate | Large |
|-----------------------------------|-------|----------|-------|
|                                   | 10%   | 15%      | 20%   |
| Process mean shift, $\mu_1$       | No shift | 0        |       |
|                                   | Small | 0.1, 0.25, 0.5, 1.0 |
|                                   | Moderate | 1.5, 2.0, 3.0 |

VII. RESULT

The comparison results of false alarm rates for the existing MEWMA, E$^2$ and robust MEWMA, RE$^2$ control charts under numerous conditions are reported in Table 3-5. According to the Bradley’s liberal criterion, a control chart is considered robust if its false alarm rate, $\alpha$ is between the robust interval of 0.5a to 1.5a [32]. Thus, when the $\alpha$ is equal to 0.05, the MEWMA control chart is considered robust if its $\alpha$ is between 0.25 to 0.075. Taking into the consideration of the Bradley’s liberal criterion, the bolded values in Table 3 to Table 5 indicate that the false alarm rate are between the robust interval under specified conditions.
For bivariate \((p_1 = 2)\) case reported in Table 3, the overall results on false alarm rates show that the \(RE^2\) control chart outperforms the \(E^2\) control chart. The \(RE^2\) control chart have the ability in controlling false alarm rates for almost all of the conditions investigated which is about 80% (53 out of 66) of the conditions as compared to \(E^2\) control chart, which is only effective for 56% (37 out of 66) of the conditions.

The \(E^2\) control chart is badly affected with moderate and high percentage of outliers, \(\varepsilon = 15\%\) and 20\% especially for moderate process mean shifts, which are verified by the rates of false alarm far above the significance value, \(\alpha = 0.05\). Thus, the performance of the \(RE^2\) control chart is considered superior than the \(E^2\) for bivariate case.

When the dimensions increased to multivariate data, \(p_1 = 5\), the \(RE^2\) control chart is successfully maintain it good performance as compared to the \(E^2\) control chart (refer to Table 4). However, the performance of \(RE^2\) control chart decrease in case of multivariate data as compared to bivariate data, where it capable in controlling false alarm rates for only 44 simulated condition as compared to 53 simulated condition (refer to Table 3). In addition to that, we also notice some improvements in the \(E^2\) control chart for multivariate data, \(p_1 = 5\) as compared to the bivariate data, \(p_1 = 2\) especially for small percentage of outlier, \(\varepsilon = 10\%\).

Table 5 demonstrate the false alarm rates for the multivariate case of \(p_1 = 10\). The \(RE^2\) control chart continue to be the best performer in controlling false alarm rates, robust under 40

| \(n_3\) | \(\varepsilon\) | \(\mu\) | \(E^2\) | \(RE^2\) | \(n_3\) | \(\varepsilon\) | \(\mu\) | \(E^2\) | \(RE^2\) | \(n_3\) | \(\varepsilon\) | \(\mu\) | \(E^2\) | \(RE^2\) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0% | 0.00 | 0.045 | 0.052 | 0.00 | 0.00 | 0.037 | 0.051 | 0.00 | 0.040 | 0.051 | 0.00 | 0.018 | 0.020 | 0.018 |
| 10% | 0.10 | 0.056 | 0.052 | 0.25 | 0.057 | 0.051 | 0.50 | 0.058 | 0.052 | 1.00 | 0.055 | 0.047 | 1.50 | 0.059 | 0.042 | 2.00 | 0.059 | 0.042 | 3.00 | 0.055 | 0.030 |
| 15% | 0.10 | 0.048 | 0.035 | 0.10 | 0.051 | 0.055 | 0.25 | 0.052 | 0.038 | 0.50 | 0.060 | 0.042 | 1.00 | 0.078 | 0.024 | 1.50 | 0.093 | 0.026 | 2.00 | 0.109 | 0.019 | 3.00 | 0.113 | 0.009 |
| 20% | 0.10 | 0.053 | 0.040 | 0.10 | 0.055 | 0.061 | 0.25 | 0.055 | 0.040 | 0.50 | 0.072 | 0.048 | 1.00 | 0.102 | 0.037 | 1.50 | 0.141 | 0.026 | 2.00 | 0.165 | 0.020 | 3.00 | 0.186 | 0.010 |

simulated conditions. While some significant improvement could be detected in \(E^2\) control chart for the case of small sample size \((p_3 = 30)\) as compared with result obtained when number of dimensions, \(p_1 = 5\) as shown in Table 4.

VIII. ILLUSTRATIVE EXAMPLE

To evaluate the performance of \(E^2\) and \(RE^2\) control charts on real data, zinc-lead flotation data set was considered in this study. The flotation data set consists of five random variables, feed rate, copper II sulfate \((CuSO_4)\), air flow rate, pulp level and upstream \(pH\). The dataset comprises 200 vectors. Figure 1a - Figure 1e demonstrate the time series plots of the flotation data. The first 170 vectors of flotation data were used as Phase I control chart or historical data while the rest 30 vectors were for Phase II future data. Both the normality tests, the Shapiro-Wilk and Kolmogrov-Smirnov conclude that all the five variables in the flotation dataset are not normally distributed when all of the \(p\)-values are less than \(1 \times 10^{-5}\). In addition to this, the result on Mahalanobis distance indicates that the presence of multivariate outliers is close to 5\% for this flotation data. All of this information suggest that the multivariate normality assumption is not valid for the flotation dataset and thus we could expect that the \(RE^2\) control chart would be more robust and powerful than the \(E^2\).
Table 4 False alarm rates for $E^2$ and $RE^2$ control charts when $p_1 = 5$

| $n_3$ | $\epsilon$ | $\mu_1$ | $E^2$ | $RE^2$ | $n_3$ | $\epsilon$ | $\mu_1$ | $E^2$ | $RE^2$ | $n_3$ | $\epsilon$ | $\mu_1$ | $E^2$ | $RE^2$ |
|-------|-------------|---------|-------|--------|-------|-------------|---------|-------|--------|-------|-------------|---------|-------|--------|
| 0     | 0.00        | 0.044   | 0.046 |       | 0%    | 0.00       | 0.045   | 0.056 |       | 0%    | 0.00       | 0.043   | 0.054 |       |
| 10%   | 0.10        | 0.050   | 0.041 |       | 10%   | 0.10       | 0.049   | 0.048 |       | 10%   | 0.10       | 0.051   | 0.041 |       |
|       | 0.25        | 0.051   | 0.041 |       |       | 0.25       | 0.045   | 0.058 |       |       | 0.25       | 0.049   | 0.043 |       |
|       | 0.50        | 0.048   | 0.038 |       |       | 0.50       | 0.055   | 0.056 |       |       | 0.50       | 0.050   | 0.038 |       |
|       | 1.00        | 0.055   | 0.048 |       |       | 1.00       | 0.064   | 0.035 |       |       | 1.00       | 0.054   | 0.043 |       |
|       | 1.50        | 0.053   | 0.026 |       |       | 1.50       | 0.073   | 0.029 |       |       | 1.50       | 0.067   | 0.032 |       |
|       | 2.00        | 0.054   | 0.022 |       |       | 2.00       | 0.074   | 0.025 |       |       | 2.00       | 0.070   | 0.027 |       |
|       | 3.00        | 0.056   | 0.019 |       |       | 3.00       | 0.076   | 0.015 |       |       | 3.00       | 0.075   | 0.016 |       |
| 15%   | 0.10        | 0.055   | 0.055 |       | 15%   | 0.10       | 0.049   | 0.048 |       | 15%   | 0.10       | 0.050   | 0.053 |       |
|       | 0.25        | 0.059   | 0.044 |       |       | 0.25       | 0.049   | 0.044 |       |       | 0.25       | 0.055   | 0.050 |       |
|       | 0.50        | 0.059   | 0.044 |       |       | 0.50       | 0.059   | 0.047 |       |       | 0.50       | 0.064   | 0.044 |       |
|       | 1.00        | 0.073   | 0.035 |       |       | 1.00       | 0.078   | 0.039 |       |       | 1.00       | 0.083   | 0.043 |       |
|       | 1.50        | 0.080   | 0.025 |       |       | 1.50       | 0.096   | 0.022 |       |       | 1.50       | 0.101   | 0.023 |       |
|       | 2.00        | 0.081   | 0.019 |       |       | 2.00       | 0.105   | 0.014 |       |       | 2.00       | 0.111   | 0.012 |       |
|       | 3.00        | 0.079   | 0.009 |       |       | 3.00       | 0.109   | 0.008 |       |       | 3.00       | 0.125   | 0.012 |       |
| 20%   | 0.10        | 0.047   | 0.052 |       | 20%   | 0.10       | 0.045   | 0.055 |       | 20%   | 0.10       | 0.048   | 0.045 |       |
|       | 0.25        | 0.055   | 0.056 |       |       | 0.25       | 0.047   | 0.048 |       |       | 0.25       | 0.057   | 0.045 |       |
|       | 0.50        | 0.068   | 0.043 |       |       | 0.50       | 0.066   | 0.044 |       |       | 0.50       | 0.080   | 0.043 |       |
|       | 1.00        | 0.100   | 0.036 |       |       | 1.00       | 0.129   | 0.290 |       |       | 1.00       | 0.105   | 0.027 |       |
|       | 1.50        | 0.116   | 0.018 |       |       | 1.50       | 0.176   | 0.016 |       |       | 1.50       | 0.191   | 0.018 |       |
|       | 2.00        | 0.123   | 0.015 |       |       | 2.00       | 0.197   | 0.011 |       |       | 2.00       | 0.208   | 0.005 |       |
|       | 3.00        | 0.118   | 0.007 |       |       | 3.00       | 0.221   | 0.004 |       |       | 3.00       | 0.247   | 0.002 |       |

Table 5 False alarm rates for $E^2$ and $RE^2$ control charts when $p_1 = 10$
The mean vector and covariance matrix estimator for constructing the two statistics, $E^2$ and $RE^2$ are summarized in Table 6. While, the last column of Table 6 reported the $UCL$ values for $E^2$ and $RE^2$ control chart for $\alpha = 0.05$ with 170 observations.

Meanwhile, Figure 2 shows the $E^2$ and $RE^2$ control charts along with their $UCL$ values. From the plot, it can be seen that the $RE^2$ control chart gives an early signal as compared to the $E^2$ control chart. The $RE^2$ control chart exceeds its control limit at the 25th observations, while the $E^2$ control chart does not give any signal until the 28th observation.

### Table 6: Estimates of mean vector, covariance matrix and $UCL$

| Control Chart | Mean Vector   | Covariance Matrix | $UCL$       |
|--------------|---------------|-------------------|-------------|
| $E^2$        | 324.36 10.79  6.82 26.01 2.80 | $\begin{bmatrix} 222.636 & -0.050 & 0.510 & 7.973 & 0.011 \\ -0.050 & 0.005 & 0.005 & 0.178 & 0.0002 \\ 0.510 & 0.005 & 0.155 & 0.033 & 0.0008 \\ 7.973 & 0.178 & 0.033 & 20.138 & 0.006 \\ -0.001 & 0.0002 & 0.0008 & 0.006 & 4.27E-05 \end{bmatrix}$ | 12.576 |
| $RE^2$       | 324.361 10.788 6.755 25.888 2.801 | $\begin{bmatrix} 216.083 & 1.039 & 3.456 & 61.585 & 0.080 \\ 1.039 & 0.005 & 0.017 & 0.292 & 0.0004 \\ 3.456 & 0.017 & 0.056 & 0.989 & 0.001 \\ 61.585 & 0.292 & 0.989 & 17.920 & 0.022 \\ 0.080 & 0.0004 & 0.001 & 0.022 & 3.10E-05 \end{bmatrix}$ | 3835.02 |

Fig. 1 The time series plot of the flotation process
IX. CONCLUSION

In this article, we propose a robust MEWMA control chart using Winsorized One-step M-estimator, WM. Instead of using the classical mean vector and covariance matrix, as in the construction of the existing MEWMA control chart, \( E^2 \), we propose to use the robust estimators of the mean vector and covariance matrix using WM. The proposed MEWMA control chart, \( RE^2 \) is more robust than \( E^2 \) control chart. The \( E^2 \) control chart is less robust especially for moderate and high percentage of outliers with moderate process mean shift, where its false alarm rates inflated above the 0.075 robust limit regardless of the sample sizes. This is in line with past study on the EWMA control chart, the univariate version of MEWMA, \( E^2 \) control chart. The study by [15] conclude that the EWMA control chart is not robust against contaminated data, producing high false alarm rates.

Although the performance of the \( RE^2 \) control chart is better than \( E^2 \) control chart, its performance decreases as number of dimensions increases from bivariate data to multivariate data. While this study uses a single value of smoothing parameter, \( r = 0.05 \) as suggested by [33] it is recommended that future studies to consider other values of \( r \) in between 0.05 to 0.2 as well to achieve the robustness against contaminated data[10]. Apart from that, the future research might also consider other robust estimators such as minimum vector variance, minimum covariance determinant or modified one-step M-estimator, which is believed to be more capable in controlling the false alarm rates especially for high percentage of outliers regardless of number of dimensions investigated.
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