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Abstract
The body sends interoceptive visceral information through deep brain structures to the cerebral cortex. The insula cortex, organized in hierarchical modules, is the major cortical region receiving interoceptive afferents and contains visceral topographic maps. Yet, the biological significance of the insula’s modular architecture in relation to deep brain regions remains unsolved. In this opinion, we propose the Insula Hierarchical Modular Adaptive Interoception Control (IMAC) model to suggest that insula modules (granular, dysgranular and agranular subregions), forming networks with prefrontal (supplementary motor area, dorsolateral and ventromedial cortices) and striatum (posterior, dorsomedial and ventromedial) subregions, are specialized for higher-order interoceptive representations, recruited in a context-dependent manner to support habitual, model-based and exploratory adaptive behavior. We then discuss how insula interoceptive representations, or metaceptions, could give rise to conscious interoceptive feelings built up from low-order visceral representations and associated basic emotions located in deep interoceptive brain structures.
Introduction

The human brain is composed of various specialized brain regions for processing diverse functions such as problem-solving, decision-making, memory, motivation, inhibitory control, emotion, motor control, social, sensory, and somatosensory processing [1]. Recent studies have sought to understand the role of interoceptive visceral physiological processes under the control of the autonomic nervous system (ANS), in human behavior and disease [2-7]. The ANS is responsible for transmitting interoceptive information to the brain from visceral organs that serve to maintain body survival functions, including the gastrointestinal system, heart, lungs, liver, kidneys, thermoregulatory, hormonal, and immune systems [3, 4]. However, the functions for which cortical brain regions receiving interoceptive afferents are specialized and when such functions are recruited for interoceptive control remain unknown.

In the brain, the insular cortex is the main target of interoceptive afferents [3, 5, 8-11]. This central position of the insular cortex in processing interoceptive information has led to influential hypotheses on its potential roles in interoceptive prediction [9], information integration for awareness [12, 13] and interoceptive inference [14]. Despite the elegance and appeal of these hypotheses, no one has yet explained how insular functions are modulated by input from cortical and subcortical systems and whether such interactions maintain survival functions of the body. In this opinion we advance the Insula Hierarchical Modular Adaptive Interoception Control (IMAC) model to propose that the hierarchical organization of the insular cortex, supported by its multiple parallel networks with the prefrontal cortex (PFC), striatum, dopaminergic system, and autonomic nervous system, function in context-dependent control and learning of interoceptive responses, and in higher-order representation of conscious interoceptive feelings, built upon basic emotions and associated visceral processes.

This opinion starts with a brief review of basic neural pathways that connect the brain to visceral organs, and to the hormonal and immune systems, followed by a description of the modular cytoarchitectonic organization of the insular cortex and its parallel neuroanatomical networks with the cerebral cortex, striatum, and dopaminergic system. We then introduce the IMAC model and discuss how it explains interoceptive adaptive behavior and gives rise to higher-order representations, and possibly to conscious feelings. We conclude by identifying directions in which the concepts proposed by the IMAC model may be used to understand interoceptive
dysfunctions observed in multiple psychiatric conditions, such as depression, addictive disorders, anxiety, post-traumatic stress disorder, and schizophrenia.

**Main Text**

**Body-Brain Interoceptive Pathways**

The pathways of the sympathetic nervous system (SNS) and parasympathetic nervous system (PNS) of the ANS convey afferent information about the physiological state of the body and visceral organs to the brain, and efferent central control signals to modify the activity of visceral systems [3, 4] (Figure 1). Interoceptive information also reaches the brain through the vascular system that transport all sorts of metabolites and signaling molecules, including nutrients, stress hormones, and immune substances, such as cytokines and prostaglandins [3, 15, 16].

![Figure 1. (a) Basic organization of the neural pathways linking the parasympathetic and sympathetic autonomic nervous systems to the central nervous system and the effects of their activations on visceral functions. (b) Schematic diagram of the parasympathetic and sympathetic afferent interoceptive neural pathways and their connections. In the parasympathetic scheme, the dashed line linking the viscera to the gINS represents circulatory (e.g. arteries, blood) interoceptive information. Abbreviations: gINS (granular insula), THA (thalamus), PBN (parabrachial nucleus), HYP (hypothalamus), PAG (periaqueductal gray), NTS (nucleus tractus solitarius), CV (cardiovascular reticular nuclei), RC (respiratory reticular center), VGN (vagus nerve), GPN (glossopharyngeal nerve), SPC (spinal cord).]
Efferent pathways of both the SNS and PNS are organized in a two-neuron chain, the pre-ganglionic neurons that project to post-ganglionic neurons that synapse directly with their target visceral organs [3, 4]. Pre-ganglionic neurons receive input from the insular cortex and subcortical brain regions (e.g. amygdala, hypothalamus), and from brain stem systems including the reticular cardiovascular and respiratory nuclei [3, 4]. Cell bodies of PNS pre-ganglionic neurons are located in four main brain stem nuclei, the Edinger-Westphal nucleus (involved in pupil constriction), the salivatory nuclei (control lacrimal glands, salivary glands, and secretomotor glands of nasal and oral mucosa), the dorsal vagal nucleus (involved gut mobility and nutrient osmosis) and the nucleus ambiguus (innervates visceral organs and throat structures). PNS pre-ganglionic neurons project to post-ganglionic neurons via the cranial nerves, chiefly the glossopharyngeal (CN IX) and vagus (CN X) nerves [3, 4]. In contrast, the bodies of SNS pre-ganglionic neurons form viscerotopic maps located in the intermediolateral cell columns of the spinal cord, and project to their target post-ganglionic neurons located in the preaortic and sympathetic ganglia [3, 4].

Pre-ganglionic and post-ganglionic PNS neurons and pre-ganglionic SNS neurons release acetylcholine, whereas SNS post-ganglionic neurons that innervate smooth muscles release acetylcholine and SNS post-ganglionic neurons that innervate cardiac cells release noradrenaline [3, 4]. Acetylcholine binds to cholinergic and muscarinic receptors, and noradrenaline binds to four types of adrenergic receptors (α1, α2, β1, β2) [3, 4]. SNS and PNS post-ganglionic neurons also release distinct combinations of neuropeptides (e.g., somatostatin, substance P, dynorphin), forming a neurochemical code, specific to each target visceral organ, that modulates the speed and duration of visceral responses [3, 4, 17]. Activation of the SNS and PNS can exert antagonistic or synergistic influences, depending on the target visceral organs in question (See Figure 1A for examples of SNS and PNS influences on their visceral targets). An example of an antagonistic interaction is that SNS stimulation leads to pupil dilation and accelerates heart rate, but PNS stimulation leads to pupil constriction and decreases heart rate. In contrast, activation of both SNS and PNS act synergistically to increase secretion of lacrimal and salivary glands [3, 4].

Afferent ANS pathways transmit sensory information to the brain via nerve fibers connected to ANS efferent pathways [3, 4]. Most visceral information, such as glucose levels, blood oxygenation and osmolarity, heart contraction, and lung inflation and deflation, reaches the brain
through the vagus nerve, 80% of which is composed of sensory fibers, whereas the SNS transmits information related to visceral pain [3, 4]. While cell bodies of SNS afferent neurons are located in the dorsal roots of the spinal cord, cell bodies of PNS afferent neurons are located in cranial sensory ganglia (Figure 1B) [3, 4]. After reaching the brain stem, SNS afferents synapse at the trigeminal nucleus (TGN) and from there to the nucleus tractus solitarius (NTS), parabrachial nucleus (PBN), and periaqueductal gray (PAG). Then from these systems, interoceptive sensory information is passed to the thalamus and finally reaches the insular cortex. Interoceptive afferent fibers travelling through the vagus nerve synapse at the NTS, and from there to the PBN, PAG, and hypothalamus, before arriving at the insular cortex, passing through the thalamus [3, 4].

**Insula hierarchical organization**

A series of neuroanatomical virus tracing studies in monkeys and humans have identified three main insula sub-regions based on the existence of a cellular layer IV containing predominantly granular cells: the agranular insula (aINS), located in a ventral anterior position and lacking layer IV; the granular insula (gINS), located in the most dorsal posterior position, with a fully developed layer IV, and the dysgranular insula (dINS), located between the aINS and gINS, but with an underdeveloped layer IV [18-20].

Insular sub-regions are organized hierarchically, with reciprocal connections between the gINS and dINS and between the dINS and aINS, and modest aINS fiber output to the gINS [18-20]. Another feature that characterizes the insular cortex is the progressive reduction of muscarinic acetylcholine receptors (rACh) along its ventral anterior to dorsal posterior axis, with a higher density of rACh in the aINS and a lower density in the gINS [18-20].

**Insula-visceral and somatic maps**

In monkeys, for example, vestibular, nociceptive, thermoreceptive, visceral, and gustatory information is represented in the insular cortex in a posterior to anterior direction [8]. Stimulation studies in humans have shown a topographic interoceptive representation of pain, thermal, somatosensory, visceral, and gustatory information located in a posterior to mid-insular direction [21]. In contrast, somatosensory information is represented all over the insular cortex [22, 23].
**Insula-cortical connections**
Cortical regions involved in primary sensory (somatosensory and auditory cortices), motor (primary, supplementary and pre-supplementary motor areas) and environmental information processing (superior and inferior parietal cortices) project predominantly to the gINS [8, 24]. It is important to note here that the inferior parietal cortex contains the supramarginal and angular gyri that form the temporo-parietal junction (TPJ), a cortical complex implicated in social cognition [25-27]. The dINS, on the other hand, receives anatomical input from the dorsolateral prefrontal cortex (Brodman areas 45 and 46) [18-20, 28]. In contrast, the aINS makes connections predominantly with ACC, ventromedial orbitofrontal cortex, amygdala and hippocampal complex [8, 18-20]. Neuroimaging studies also show a topographic representation of emotional, motivational, cognitive, and viscero-motor information processing onto the insular cortex [29-34].

**Insula-striatum-dopaminergic connections**
The aINS makes connections primarily with the ventral striatum (vStriatum), the dINS with the dorsomedial striatum (mStriatum), and the gINS with the dorsolateral posterior striatum (pStriatum) [35]. Striatum sub-regions also receive topographical input from the dopaminergic system, with the vStriatum receiving its main dopaminergic input from the ventral tegmental area (VTA), and the mStriatum and pStriatum from the medial and ventro-lateral substantia nigra complex, respectively [36].

Striatum direct and indirect output pathways project to thalamic nuclei before reaching the insular cortex [37]. The medium spiny neurons (MSN) of striatum direct and indirect projection pathways express D1 or D2 dopamine receptors, respectively [38]. Both direct and indirect pathways project to the internal segment of the globus pallidus and substantia nigra pars compacta before reaching thalamic nuclei, however, the indirect pathway projects first to the external segment of the globus pallidus and the subthalamic nuclei [37, 38].

**Insula Hierarchical Modular Adaptive Interoception Control (IMAC) Model**
According to active inference, the brain uses internal generative models, acquired through experience, and extraction of the statistical distribution of sensory input, to continuously generate
hypothetical predictions of expected sensory data [39-41]. In active inference, the goal of the agent is to find optimal policies that minimize free-energy, or prediction errors, between predictions of expected and actual sensory input generated by the agent’s interactions with the environment [42, 43]. Based on active inference, the IMAC model hypothesizes that the hierarchical modular cytoarchitecture of the insular cortex, supported by its parallel neural networks with the PFC and striatum-dopaminergic systems, is specialized in higher-order interoceptive inference, hereby called metaception. That is, it specializes in formation of cortical interoceptive representations of lower-order innate interoceptive representations, hereby called mesaception, located in subcortical (e.g. amygdala, hypothalamus) and brain stem nuclei (e.g. reticular nuclei). In this framework, metaception is regarded as an evolved cortical capacity to generate higher-order interoceptive predictions that occur concurrently with action predictions that seek to maximize an individual’s long-term fitness in his or her interactions with the environment. The main premise of the IMAC model is that adaptive behavior of animals and humans revolves around acquisition of behavioral policies, not only for stimulus-action mapping, but also for concurrent generation and learning of interoceptive responses associated with them.

Interoceptive sensory information first reaches the gINS, and is then forwarded to the dINS, and from the dINS to the aINS. In contrast, backward descending connections propagate information from the aINS through the dINS and back to the gINS. These forward and backward connections endow the insular cortex with a neuroanatomical architecture specialized for predictive coding, where backward connections generate and convey interoceptive predictions, and forward connections generate and convey interoceptive prediction errors [44, 45]. In this hierarchical insular architecture, the gINS represents the lowest level of the hierarchy, the dINS is at an intermediate level and the aINS sits atop the hierarchy. The gINS is in a position to generate low-order interoceptive predictions and to compute interoceptive prediction errors by comparing those predictions with real-time interoceptive afferents from the ANS. The dINS generates intermediate-order interoceptive predictions and computes interoceptive prediction errors based on forward signals arriving from the gINS. Finally, the aINS generates higher-order interoceptive predictions and interoceptive prediction errors by computing the difference between its predictions and the forward signals arriving from the dINS.

Adaptive Interoception in Insula-Prefrontal-Striatum Networks
The mechanism elaborated above is not entirely new, as previous works have already proposed how active inference may be used for interoceptive inference [9, 14]. The IMAC model, however, suggests that the insular interoceptive predictive functions can be better understood considering the parallel connections of the insular cortex with PFC sub-regions, namely the dorsolateral PFC (DLPFC), the ventromedial PFC (VMPFC), the supplementary motor area (SMA), and the striatum-dopaminergic system (Figure 2).

Figure 2. (a) Parallel neural networks linking the insula, prefrontal cortex and striatum. In the IMAC model, the PFC, insula, striatum and dopaminergic systems are specialized for distinct functions related to adaptive interoceptive inference, namely, interoceptive introspection, interoceptive inference, interoceptive selection and interoceptive precision, respectively. The insula-PFC-striatum parallel networks are hierarchically organized as follows: the lower level comprises the gINS-SMA-pStr network specialized for storage and quick generation habit-like interoceptive predictions; the mid-level comprises the dINS-DLPFC-mStr network specialized for model-based interoceptive predictions; and the highest level comprises the aINS-VMPFC-vStr network specialized for interoceptive exploration. Other neural, including the cerebellum, hippocampus and amygdala, provide additional functions to the interoceptive predictions of these networks, such as sequential interoceptive predictions, episodic interoception, and Pavlovian interoceptive conditioning, respectively. (b) Schematic representation of the neuroanatomical location of the main structures involved in adaptive interoceptive inference according to the IMAC model. Abbreviations: SMA (supplementary motor area), DLPFC (dorsolateral prefrontal cortex), VMPFC (ventromedial prefrontal cortex), ACC (anterior cingulate cortex), gINS (granular insula), dINS (dysgranular insula), aINS (agranular insula), pStr (posterior striatum), mStr (dorsomedial striatum), vStr (ventral striatum), eGP (external globus pallidus), iGP (internal globus pallidus), THA (thalamus), vLSN (ventrolateral substantia nigra complex), mSN (medial substantia nigra complex), VTA (ventral tegmental area), HYP (hypothalamus), NTS (nucleus tractus solitarius), D1 and D2 (dopamine receptors).
The PFC and striatum sub-regions form anatomical parallel loops specialized for processes implicated in adaptive decision making and behavioral control [37, 46-51]. The VMPFC-vStriatum and DLPFC-mStriatum loops are recruited in early stages of learning, when behavior is erratic, guided by external reward signals and require attention, but their activities diminish as learning progresses and behavior becomes automatic, fast, and less error-prone [46, 50-51]. Distinct neuroanatomical components of the anterior PFC and VMPFC-vStriatum loop are also implicated in novel learning by means of exploration [52-54], whereas the DLPFC-mStriatum loop implements a model-based, decision-making strategy to predict future outcomes of hypothetical actions [53, 55-57]. In contrast, activity of the SMA-pStriatum loop increases after repeated experiences, when behaviors become habitual. The SMA-pStriatum loop is implicated in sequential motor memory [46, 50, 51, 53].

The IMAC model hypothesizes that the metaceptive functions of the insular modules follow similar functional specializations as those observed in PFC-striatum loops. The posterior gINS, which forms a network with the SMA and pStriatum, is specialized for generating habitual interoceptive predictions using visceral-based representations. According to this view, the posterior gINS stores interoceptive memories, which can be readily used as interoceptive policies, especially in well-learned environmental situations, for fast generation of interoceptive predictions that control interoceptive responses. A selected gINS interoception policy is evaluated by dopaminergic precision signals arriving from the ventro-lateral SN complex and indicating the degree of confidence of the gINS in generating appropriate interoceptive predictions.

There are environmental demands, however, for which gINS interoceptive policies may be ineffective, eventually generating large interoceptive prediction errors. These gINS low-order interoceptive prediction errors are then passed forward and recruit metaception functions of the immediate insular module in the hierarchy, the dINS. The IMAC model hypothesizes that the dINS, as part of the DLPFC-dmStriatum loop, is specialized for model-based interoceptive predictions of interoceptive states that may be needed in future action states. Furthermore, dINS model-based interoceptive predictions may have a biological purpose to initiate allostatic interoceptive responses that adjust the functioning of visceral systems even before future action
states or actual physiological disturbances take place [7]. A model-based strategy, however, has its limitations, given that it may actually be infeasible, due to high computational cost and time constraints, to predict all possible consequences of hypothetical actions and environmental state transitions. Conversely, a crucial advantage to the use of a model-based strategy is that it can significantly accelerate learning of novel behaviors [53, 56]. In the case of interoceptive behavior, hastening interoceptive learning in model-based adaptive behavior can be vital for acquisition and maintenance of interoceptive responses that are critical for survival.

Humans and animals constantly face novel situations that require learning of entirely novel behaviors, especially when old behaviors prove suboptimal and inefficient, or when internal models are outdated and unreliable. Recent evidence demonstrated that exploratory behavior, implemented in the VMPFC-vStriatum network, can be an alternative solution to support adaptive behavior in situations in which the SMA-pStriatum and DLPFC-dmStriatum fail to generate optimal behavioral policies [53, 56]. The IMAC model hypothesizes that the metaceptive function of the aINS, as part of the VMPFC-vStriatum network, is specialized for interoceptive predictions that support concurrent mapping of interoceptive responses to novel actions that proved successful in exploratory adaptive behavior. When model-based interoceptive predictions by the dINS fail, its interoceptive prediction error signals, modulated by dopaminergic precision signals in the medial SN complex, are sent forward to the aINS, which is then recruited to become dominant in exploratory, model-free behavior to support learning of novel interoceptive-state mappings.

**Striatum, Dopamine, and Acetylcholine in Interoceptive Control**

Acetylcholine increases synaptic transmission in the thalamus, hippocampus, and PFC, making the activity of neurons in these regions more responsive to synaptic input from other brain areas, and facilitating learning of novel information [58-60]. The IMAC model hypothesizes that the higher density of acetylcholine receptors in the aINS and dINS endows these regions with greater capability to flexibly modify their metaceptive functions for interoceptive prediction and to create novel interoceptive mappings. In contrast, activity of the gINS can exert direct influence on visceral interoceptive functions, such as generation of cardiac arrhythmias [61, 62]. The IMAC model hypothesizes that the lower density of acetylcholine receptors in the posterior
gINS provides stability for interoceptive predictions that directly impact visceral survival functions.

The striatum has strong bidirectional connections with the dopaminergic system [36, 63]. The function of dopaminergic neurons is associated with value-based learning and signaling rewards, aversive cues, and alerting signals [64-66]. Striatal direct and indirect pathways have been implicated in facilitation vs inhibition of actions [67, 68], learning good vs bad values [69], and reward vs aversive learning, respectively [70]. Recent evidence, however, suggests that the direct and indirect pathways do not follow an on-off activation pattern, but rather a concurrent control of desirable and undesirable actions [71, 72]. In the context of active inference, the striatum is responsible for the selection of cortical representations based on precision signals computed by dopaminergic neurons [42]. The IMAC model hypothesizes that dopaminergic input onto the striatum serves to signal the precision or goodness of predictions arriving from the insular cortex, whereas the direct and indirect pathways are concurrently engaged in the selection of interoceptive responses that promote survival and suppression of responses that may cause harm.

**Stages of Insula Interoception Prediction Learning**
As described above, adaptive motor behavior goes through stages of learning and transitions of control in the brain [46, 50, 51, 53]. Similarly, the IMAC model hypothesizes that the aINS and dINS effect interoceptive predictions in early stages of learning that require exploratory or model-based interoceptive strategies, respectively, whereas the posterior gINS is recruited for interoceptive predictions once interoceptive behaviors have become habitual after repeated experiences. However, there are situations when learning by exploratory behavior is needed, but may eventually require learning of simple interoceptive responses. In such situations, it may be inefficient and life-threatening to use a more complex and time-consuming dINS model-based interoceptive strategy. The IMAC model hypothesizes that direct anatomical input from the aINS onto the gINS serves as an efficient neural pathway for fast learning of novel, but simple interoceptive predictions, such as in Pavlovian conditioning, which may support maintenance of visceral survival functions.

**Insula Feeling Representation**
In the IMAC framework elaborated above, two new terms have been proposed, metaception and mesaception, to explain how interoceptive predictions and interoceptive prediction errors give rise to neural representations of innate emotions and conscious feelings. Subcortical and brain stem systems store neural representations of unlearned motivational drives that are capable of generating innate behavioral repertoires (e.g., consummatory, approach, aggression) and automatic physiological reactions to interoceptive signals arriving from visceral organs [3, 4, 73-75]. Interestingly, innate behavioral repertoires are often associated with physiological responses and basic emotions, such as fear, anger, hunger, disgust, happiness, and surprise [75]. Thus, mesaceptions (or first-order representations) are interoceptive predictions computed in subcortical brain regions (e.g., amygdala, hypothalamus) and in brain stem nuclei (e.g., reticular nuclei, PAG, PBN) that give rise to basic emotions. For example, low glucose and insulin afferent signals onto brain stem systems activate a mesaceptive representation of hunger, and they trigger homeostatic responses and food-specific consumption behaviors through a specialized neural pathway within the hypothalamus [74, 76]. The hypothalamus has specialized survival systems involved in interoceptive processing that may give rise to other mesaceptions involved not only in emotions related to feeding, but also in emotions related to drinking, sex, aggression, fear, thermoregulation, and neural immunity [74].

Metaceptions or second-order interoceptive representations in the IMAC model, are higher-order cortical representations of mesaceptions, and they may generate conscious feelings brought about by visceral afferent signals and the basic emotions associated with them. Metaceptions may not only transform basic emotions such as fear and hunger into conscious feelings, but may also support the generalization of basic emotions into more complex emotional processes, such as social fear, embarrassment, pride, alertness, guilt, and grief. However, despite previous suggestions that that multiple cortical regions, including the insular cortex, contribute to the generation of conscious feelings [77-79], the specific role that these brain regions play in feelings remains elusive. The IMAC model offers a specific hypothesis that conscious feelings represented in the insular cortex are built from visceral signals and the innate emotions and behavior repertoires associated with them. Furthermore, based on the PFC-striatum networks in which each insula module participates, the IMAC model suggests that even within the insular cortex there may be different levels of feeling representation. The posterior gINS may generate implicit or habitual metaceptions commonly associated with “gut” or intuitive feelings, in
contrast to the dINS and aINS that may contribute to representations of actual conscious or abstract interoceptive feelings.

The IMAC model suggests that metaceptions may initiate allostasis, that is, the anticipatory generation of interoceptive visceral responses to predicted future bodily and environmental demands\(^7\). However, a novel contribution of the IMAC model is the extension of the allostasis concept to suggest that metaceptions also have the capacity to generate feelings and modify interoceptive states when individuals replay past experiences, imagine hypothetical situations, empathize with others, and empathize with internal motivational states of others. For example, the insular cortex seems to possess mirror-neuron like functions that support empathetic behavior and understanding of others’ feelings, which are then associated with physiological responses, such as crying when observing others crying, crying in grief, imagery of one’s own and others’ body sensations, and yawn contagiousness [80-84]. Furthermore, insula function is associated with music-induced feelings, art aesthetic judgment, interoceptive imagery, and retrieval of highly arousal, aversive, or disgusting experiences that have induced physiological changes [85-88].

The hierarchical organization of interoceptive feeling representation mapped onto the modular architecture of the insular cortex resembles the neuroanatomical and functional hierarchical organization of cognitive processes mapped onto the PFC and striatum [89, 90]. Functions of the PFC have also been associated with other forms of higher-order cognition, such introspection and reasoning [91]. Furthermore, stimulation studies in humans and animals have revealed that the SMA, DLPFC and VMPFC can induce physiological responses [92-94]. Based on the latter findings, the IMAC model hypothesizes that the PFC forms a third-order interoception representation and uses introspection to inspect and elaborate on the contents, causes, and consequences of second-order interoceptive representations of the insular cortex.

**Other brain interoception systems**

Several other brain regions may support the use of insular interoceptive representations to other domains (Figure 2). The DLPFC, which is also implicated in categorical learning [95, 96], may contribute to interoceptive introspection using categorical interoceptive information, such as heart rate, hunger level, or visceral pain. The hippocampus, implicated in episodic memory [97],
may contribute to formation of episodic interoceptive memories and also to model-based interoceptive control [98]. The amygdala, implicated in Pavlovian conditioning [75], is connected with the aINS and may contribute to Pavlovian interoceptive learning. The neural architecture of the cerebellum has been implicated in computing forward models and encapsulation of learned sensory-motor mappings [48]. Distinct components of the cerebellar nuclei and vermis that function in visceral control and form loop connections with the SMA [99, 100], could store interoceptive forward models of sequential visceral responses.

Figure 3. (a) Common view of interoceptive information flow ascending from visceral systems to subcortical regions and insular cortex and back to visceral systems. In this view, subcortical systems work as pattern generators and emit control signals to achieve homeostatic balance of set points. (b) The IMAC model proposes a hierarchical architecture where forward connections (red arrows) transmit interoceptive prediction errors and backward connections (blue arrows) generate interoceptive predictions of desired interoceptive states. In this hierarchical interoceptive architecture, deep brain systems (subcortical and brain stem areas) contain mesaceptions or 1st order representations of interoceptive information; the insular cortex contains metaceptions or 2nd order representations of mesaceptions; and the PFC contains 3rd order representations of interoceptive signals and implements introspection to guide adaptive interoceptive behaviors and estimate the meaning, causes and consequences of interoceptive prediction errors. (see Main Text for more details).
Concluding Remarks

In this opinion, we applied the active inference framework to propose an Insula Hierarchical Modular Adaptive Interoception Control (IMAC) model in an attempt to explain how the hierarchical modular organization of the insular cortex helps to form higher-order cortical interoceptive representations, adaptive interoceptive control, and interoceptive feelings. The IMAC framework contrasts with a view that takes for granted that unaltered interoceptive afferents reaching the central nervous system. The main contributions of the IMAC model can be summarized as four main points, as follows. Parallel networks linking the insular cortex with the PFC and striatum are specialized for hierarchical generation of interoceptive policies that map interoceptive predictions to particular behaviors in an experience-dependent manner. Second, the IMAC model suggests that dopamine emits precision signals regarding the goodness of insular interoceptive predictions and supports interoceptive predictions that support life and suppresses those that are harmful to the maintenance of visceral functions. Third, acetylcholine is hypothesized to support flexibility in formation of novel interoceptive mappings by the dINS and aINS, and maintains stability in the gINS of interoceptive predictions implicated in maintenance of visceral survival functions. Last, the IMAC model introduces two novel concepts, metaception and mesaception, to dissociate functions of interoceptive representations in the insular and subcortical / brain stem systems (Figure 3).

Altogether, the IMAC model takes a network approach to explain how higher-order interoceptive predictions, computed in the hierarchical modular organization of the insular cortex, give rise to conscious feelings built up from basic innate emotions represented in subcortical and brain stem systems. Future work is needed to test the predictions made by the IMAC model, as well as to test how disturbances in different components of the model, including metaceptions and mesaceptions, contribute to social anxiety and stress and lead to development of somatic and interoceptive dysfunctions observed in multiple neurological disorders, such as depression, or addictive or post-traumatic stress disorders.
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