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Abstract

We begin by establishing two ergodic theorems which have among their corollaries numerous classical results from multiplicative number theory, including the Prime Number Theorem, a theorem of Pillai-Selberg, a theorem of Erdős-Delange, the mean value theorem of Wirsing, and special cases of the mean value theorem of Halász. Then, by building on the ideas behind our ergodic results, we recast Sarnak’s Möbius disjointness conjecture in a new dynamical framework. This naturally leads to an extension of Sarnak’s conjecture that focuses on the disjointness of actions of \((\mathbb{N},+)\) and \((\mathbb{N},\cdot)\). We substantiate this extension by providing proofs of several special cases.
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1. Introduction

One of the fundamental challenges in number theory is to understand the intricate way in which the additive and multiplicative structures of natural numbers intertwine. It is the purpose of this paper to offer a new dynamical perspective on this topic.

This introduction is divided into two subsections. In Subsection 1.1 we present two new ergodic theorems, Theorems A and B, which can be viewed as dynamical amplifications...
of various classical number-theoretic results including the Prime Number Theorem. In Subsection 1.2 we take a closer look at the independence of additive and multiplicative structures in \( \mathbb{N} := \{1, 2, 3, \ldots \} \). In particular, we interpret some classical theorems in multiplicative number theory as manifestations of additive-multiplicative independence. This leads to a formulation of an extended form of Sarnak’s M"obius disjointness conjecture, which is supported by Theorems C and D in that subsection.

1.1. Dynamical generalizations of the Prime Number Theorem

Let \( \Omega(n) \) denote the number of prime factors of a natural number \( n \in \mathbb{N} \) counted with multiplicities. One of the central themes in multiplicative number theory is the study of the asymptotic distribution of the values of \( \Omega(n) \). It has a long and rich history and is closely related to fundamental questions about the prime numbers.

For example, the Prime Number Theorem is equivalent to the assertion that, asymptotically, there are as many \( n \in \mathbb{N} \) for which \( \Omega(n) \) is even as there are for which \( \Omega(n) \) is odd. This fact dates back to von Mangoldt [vM97, p. 852] and Landau [Lan09, pp. 571–572, 620-621] and can also be expressed using the classical Liouville function \( \lambda(n) := (-1)^{\Omega(n)} \) as

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \lambda(n) = 0. \tag{1.1}
\]

Given that the values of \( \Omega(n) \) equally distribute over evens and odds, it is natural to ask whether the same is true over other residue classes. This question is answered by the Pillai-Selberg Theorem [Pil40, Sel39], a classical extension of the Prime Number Theorem asserting that for all \( m \in \mathbb{N} \) and all \( r \in \{0, \ldots, m-1\} \) the set \( \{n \in \mathbb{N} : \Omega(n) \equiv r \mod m\} \) has asymptotic density equal to \( 1/m \).

Another classical result in this direction states that for any irrational \( \alpha \) the sequence \( \Omega(n)\alpha, n \in \mathbb{N} \), is uniformly distributed mod 1. This was first mentioned by Erd\’os in [Erd46, p. 2, lines 4–5] without a proof, although Erd\’os adds that “the proof is not easy”. A proof was later published by Delange in [Del58] (see also [Wir61, Section 2.4] and [Ell71]). The Erd\’os-Delange Theorem complements the above mentioned result of Pillai and Selberg, as it implies that the values of \( \Omega(n) \) are evenly distributed among “generalized arithmetic progressions”, i.e., for all \( \alpha \in \mathbb{R}\setminus\mathbb{Q} \) with \( \alpha \geq 1 \) and \( \beta \in \mathbb{R} \) the asymptotic density of the set of \( n \) for which \( \Omega(n) \) belongs to \( \{\lfloor \alpha m + \beta \rfloor : m \in \mathbb{N}\} \) equals \( 1/\alpha \).

We will presently formulate our first result, which can be viewed as an ergodic theorem along the sequence \( \Omega(n) \). It contains the Prime Number Theorem, the Pillai-Selberg Theorem, and the Erd\’os-Delange Theorem as rather special cases. Let \( X \) be a compact metric space and \( T: X \to X \) a continuous map. Since

\[
T^m \circ T^n = T^{m+n}, \quad \forall m, n \in \mathbb{N}, \tag{1.2}
\]

the transformation \( T \) naturally induces an action of \( (\mathbb{N}, +) \) on \( X \). We call the pair \( (X, T) \) an additive topological dynamical system. A Borel probability measure \( \mu \) on \( X \) is called \( T \)-invariant if \( \mu(T^{-1}A) = \mu(A) \) for all Borel measurable subsets \( A \subset X \). By the Bogolyubov-Krylov theorem (see for example [Wal82, Corollary 6.9.1]), every additive topological dynamical system \( (X, T) \) possesses at least one \( T \)-invariant Borel probability measure. If
\((X, T)\) admits only one such measure then the system is called \textit{uniquely ergodic}. For convenience, we will use \((X, \mu, T)\) to denote a uniquely ergodic additive topological dynamical system \((X, T)\) together with its unique invariant probability measure \(\mu\).

**Theorem A.** Let \((X, \mu, T)\) be uniquely ergodic. Then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^{\Omega(n)} x) = \int f \, d\mu
\]

for every every \(x \in X\) and \(f \in C(X)\).

One can interpret Theorem A as saying that for any uniquely ergodic system \((X, \mu, T)\) and any point \(x \in X\) the orbit \(T^{\Omega(n)} x\) is uniformly distributed in the space \(X\) with respect to \(\mu\).

It is straightforward to recover the Prime Number Theorem – in the shape of (1.1) – from Theorem A. Indeed, consider the additive topological dynamical system \((X, T)\) where \(X = \{0, 1\}\) and \(T: x \mapsto x + 1 \pmod{2}\); this system is often referred to as rotation on two points. With its help we can write the Liouville function \(\lambda(n)\) in the form \(f(T^{\Omega(n)} x)\) by taking \(x = 0\) and defining \(f: \{0, 1\} \to \{-1, 1\}\) as \(f(0) = 1\) and \(f(1) = -1\). Since rotation on two points is uniquely ergodic with respect to the unique invariant probability measure defined by \(\mu(\{0\}) = \mu(\{1\}) = 1/2\), and since \(f\) has zero integral with respect to this measure, we see that (1.3) implies (1.1). In a totally similar way one can recover the Pillai-Selberg Theorem from Theorem A by considering a cyclic rotation on \(m\) points instead of a rotation on two points.

To see that the Erdős-Delange Theorem also follows from Theorem A, consider the uniquely ergodic system \((X, \mu, T)\) where \(X\) is the torus \(T := \mathbb{R}/\mathbb{Z}\), \(T: x \mapsto x + \alpha \pmod{1}\) for some \(\alpha \in \mathbb{R}\setminus\mathbb{Q}\), and \(\mu\) is the normalized Haar measure on \(T\); this system is usually called rotation by \(\alpha\). Let \(x = 0\) and, for \(h \in \mathbb{Z}\setminus\{0\}\), let \(f(x) = e(hx)\), where \(e(x)\) is shorthand for \(e^{2\pi ix}\). Then, by Theorem A,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e(h\Omega(n)\alpha) = 0, \quad \forall h \in \mathbb{Z}\setminus\{0\},
\]

which in view of Weyl’s equidistribution criterion (see [KN74, §1, Theorem 2.1]) is equivalent to the assertion that \(\Omega(n)\alpha, n \in \mathbb{N}\), is uniformly distributed \(\pmod{1}\).

Theorem A can also be used to derive some new results. But before we go into more details about the various number-theoretic applications of Theorem A, let us make a few relevant remarks regarding its proof.

**Remark 1.1.** The classical proofs of the Pillai-Selberg Theorem and the Erdős-Delange Theorem rely on sophisticated machinery from analytic number theory. By way of contrast, our proof of Theorem A is elementary and hinges on new ideas and combinatorial tools developed in Section 2. Admittedly, a down-side of our “soft” approach is that we do not obtain any noteworthy asymptotic bounds.

**Remark 1.2.** Our proof of Theorem A can be adapted to give a new elementary proof
of the Prime Number Theorem. This is carried out in [Ric21], where it is shown that
\[
\frac{1}{N} \sum_{n=1}^{N} a(\Omega(n) + 1) = \frac{1}{N} \sum_{n=1}^{N} a(\Omega(n)) + o_{N \to \infty}(1)
\tag{1.4}
\]
holds for any bounded \(a : \mathbb{N} \to \mathbb{C}\). Although (1.4) is more general\(^1\) than Theorem A, it is the dynamical character of the latter that caught our interest and will lead naturally to
our other main results, Theorems B, C, and D below.

**Remark 1.3.** Let \(\pi_k(N)\) denote the cardinality of the set \(\{1 \leq n \leq N : \Omega(n) = k\}\) and define \(w_N(k) := \pi_k(N)/N\). An alternative way of proving Theorem A, which is significantly different to the approach that we use in Section 2, consists of writing
\[
\frac{1}{N} \sum_{n=1}^{N} f(T^{\Omega(n)}x) = \frac{1}{N} \sum_{k \in \mathbb{N}} \pi_k(N) f(T^k x) = \sum_{k \in \mathbb{N}} w_N(k) f(T^k x)
\]
and showing that the weights \(w_N(k) = \pi_k(N)/N\) are asymptotically shift-invariant in the sense that \(\sum_{k \in \mathbb{N}} |w_N(k + 1) - w_N(k)| = o_{N \to \infty}(1)\). With some effort, the latter can be derived from work of Erdős, who established good asymptotic bounds for \(\pi_k(N)\) uniformly over \(k\) [Erd48]. It follows that \(\frac{1}{N} \sum_{n=1}^{N} f(T^{\Omega(n)}x)\) is asymptotically \(T\)-invariant, which implies \(\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^{\Omega(n)}x) = \int f \, d\mu\) by unique ergodicity. The authors thank A. Kanigowski and M. Radziwiłł for bringing this approach to our attention. One of the advantages of our method is that it nicely generalizes to a proof of Theorem B (see also Remark 1.14 below).

**Remark 1.4.** With Birkhoff’s Pointwise Ergodic Theorem in mind, it is natural to wonder whether the convergence in Theorem A holds almost everywhere for \(L^1\)-functions. Somewhat surprisingly, the answer is no. In forthcoming work [Loy21], it is shown that \(T^{\Omega(n)}\) has the strong sweeping-out property, meaning that for any non-atomic ergodic probability measure-preserving system \((X, \mathcal{B}, \mu, T)\) there exists a measurable set \(A \in \mathcal{B}\) such that for almost all \(x \in X\) one has
\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_A(T^{\Omega(n)}x) = 1 \quad \text{and} \quad \liminf_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_A(T^{\Omega(n)}x) = 0.
\]
This shows that the assumptions in Theorem A on \((X, T)\) being uniquely ergodic and \(f\) being continuous are, for the most part, essential.

Let us now formulate some new number-theoretic corollaries that can be derived from Theorem A. In [Wey16], Weyl proved that a polynomial sequence \(Q(n) = c_k n^k + \ldots + c_1 n + c_0, n \in \mathbb{N}\), is uniformly distributed mod 1 if and only if at least one of the coefficients \(c_1, \ldots, c_k\) is irrational. Furstenberg gave a dynamical proof of Weyl’s result utilizing the fact that any sequence of the form \(e(Q(n))\), where \(Q\) is a real polynomial, can be generated

\(^1\)Here is a short proof that (1.4) implies (1.3): By applying (1.4) \(K\)-times to the sequence \(a(n) = f(T^n x)\), it follows that
\[
\frac{1}{N} \sum_{n=1}^{N} \frac{1}{K} \sum_{k=1}^{K} f(T^{\Omega(n)+k} x) = \frac{1}{N} \sum_{n=1}^{N} f(T^{\Omega(n)} x) + o_{N \to \infty}(1)
\]
holds for all \(K \in \mathbb{N}\). Then (1.3) follows from the fact that for every uniquely ergodic system one has
\[
\sup_{y \in X} |\int f \, d\mu - \frac{1}{K} \sum_{k=1}^{K} f(T^k y)| = o_{K \to \infty}(1).
\]
dynamically with the help of unipotent affine transformations\(^2\) on tori (see [Fur81, pp. 67–69]). By invoking Furstenberg’s method, we can derive from Theorem A the following variant of Weyl’s theorem, which can be viewed as a polynomial generalization of the Erdős-Delange Theorem.

**Corollary 1.5.** Let \(Q(n) = c_0 n + \ldots + c_1 n + c_0\). Then \(Q(\Omega(n)), n \in \mathbb{N}\), is uniformly distributed \(\text{mod} \ 1\) if and only if at least one of the coefficients \(c_1, \ldots, c_k\) is irrational.

Theorem A also implies other results similar to Corollary 1.5. For example, one can show that if \(\beta\) is irrational and \(\alpha \in \mathbb{R}\) is rationally independent from \(\beta\) then the sequences \(\{\Omega(n)\alpha\beta\}\) and \(\{\Omega(n)\alpha\}\Omega(n)\beta\), \(n \in \mathbb{N}\), are uniformly distributed \(\text{mod} \ 1\), where \(\{x\} := x - \lfloor x \rfloor\) denotes the fractional part of a real number \(x\). Indeed, the sequences \(\{\lfloor n \alpha \beta \rfloor\}_{n \in \mathbb{N}}\) and \(\{\lfloor n \alpha \beta \rfloor\}_{n \in \mathbb{N}}\) belong to the class of so-called *generalized polynomials*, which is the class of functions generated by starting with conventional real polynomials and applying in an arbitrary order the operations of taking the integer part \([\cdot]\), addition, and multiplication.\(^3\) In particular, the following are examples of generalized polynomials: \(p_1 + p_2{[p_3]}\), \(\lfloor p_2{[p_3]} + p_4 \rfloor\), and \(\lfloor p_1 \rfloor_2 + \lfloor p_3 \rfloor_2 p_4 + \lfloor p_5 \rfloor_2 p_6 \rfloor_2^3\), where \(p_1, \ldots, p_6\) are any real polynomials. As was shown in [BL07, Theorem A], any bounded generalized polynomial can be written as \(f(T^n x)\) where \((X, T)\) is a nilsystem\(^4\) and \(f\) is piecewise polynomial. We will show in Section 4 that this fact, combined with Theorem A, implies the following extension of Corollary 1.5.

**Corollary 1.6.** Let \(Q: \mathbb{N} \to \mathbb{R}\) be a generalized polynomial. Then the sequence \(Q(\Omega(n))\) is uniformly distributed \(\text{mod} \ 1\) if and only if \(Q(n)\) is uniformly distributed \(\text{mod} \ 1\).

For an ample supply of concrete examples of generalized polynomials that are uniformly distributed \(\text{mod} \ 1\) we refer the reader to [Hál92, Hál94, BL07, BKS20].

Another corollary of Theorem A concerns an analogue of an old theorem of Gelfond. For integers \(q \geq 2\) and \(n \geq 1\) let \(s_q(n)\) denote the sum of digits of \(n\) in base \(q\), that is, \(s_q(n) = \sum_{k \geq 0} a_k\) with \(n = \sum_{k \geq 0} a_k q^k\) for \(a_0, a_1, \ldots, a_{q-1} \in \{0, 1, \ldots, q-1\}\). Gelfond [Gel68] showed that if \(m\) and \(q - 1\) are coprime then for all \(r \in \{0, 1, \ldots, m-1\}\) the set of \(n\) for which \(s_q(n) \equiv r \ (\text{mod} \ m)\) has asymptotic density \(1/m\). In Section 4 we explain how one can combine Theorem A with well-known results regarding the unique ergodicity of certain substitution systems to obtain the following result.

**Corollary 1.7.** If \(m\) and \(q - 1\) are coprime then for all \(r \in \{0, 1, \ldots, m-1\}\) the set of \(n\) for which \(s_q(\Omega(n)) \equiv r \ (\text{mod} \ m)\) has asymptotic density \(1/m\).

In terminology introduced in [BCG01], an *odious* number is a non-negative integer with an odd number of 1s in its binary expansion, whereas an *evil* number has an even number of 1s. The special case of Corollary 1.7 where \(m = q = 2\) asserts that, asymptotically, \(\Omega(n)\) is as often an odious number as it is an evil number.

\(^2\)A unipotent affine transformation \(T: \mathbb{T}^d \to \mathbb{T}^d\) is a transformation of the form \(T(x) := Ax + b\) where \(A\) is a \(d \times d\) unipotent integer matrix and \(b\) is an element in \(\mathbb{T}^d\).

\(^3\)Generalized polynomials also appear in various other contexts under the name *bracket polynomials*, see for instance [GTZ12].

\(^4\)Let \(G\) be a nilpotent Lie group, let \(\Gamma\) be a discrete and co-compact subgroup of \(G\), and take \(X = G/\Gamma\). Note that \(G\) acts continuously on \(X\) via left-multiplication. Let \(a \in G\) be a fixed group element and define \(T: X \to X\) as \(T(x) := ax\) for all \(x \in X\). The resulting additive topological dynamical system \((X, T)\) is called a *nilsystem*. 
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Our next application of Theorem A connects to the classical Möbius function $\mu: \mathbb{N} \to \{-1, 0, 1\}$, which is defined as $\mu(n) = \lambda(n)$ if $n$ is squarefree and $\mu(n) = 0$ otherwise. In analogy to (1.1), one has
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \mu(n) = \lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq n \leq N \text{ squarefree}} \lambda(n) = 0,
\]
which is yet another well-known equivalent form of the Prime Number Theorem. The next corollary provides a dynamical generalization of (1.5).

**Corollary 1.8.** Let $(X, \mu, T)$ be uniquely ergodic. Then
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq n \leq N \text{ squarefree}} f(T^\Omega(n)x) = \frac{6}{\pi^2} \left( \int f \, d\mu \right),
\]
for every $x \in X$ and $f \in C(X)$.

Note that Corollary 1.8 applied to rotation on two points yields (1.5) in analogy to the way that Theorem A applied to rotation on two points yielded (1.1). One can also derive from Theorem A a generalization of (1.6) asserting that
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq n \leq N \text{ is } k\text{-free}} f(T^\Omega(n)x) = \frac{1}{\zeta(k)} \left( \int f \, d\mu \right),
\]
where $\zeta$ is Riemann’s zeta function and a $k$-free integer is an integer that is not divisible by a $k$-th power. This is a special case of a more general result presented in the next subsection, see Corollary 1.25.

Another classical number-theoretic function, akin to $\Omega(n)$, is $\omega: \mathbb{N} \to \mathbb{N} \cup \{0\}$, which counts the number of prime factors without multiplicity. Results concerning $\Omega(n)$ often possess a counterpart where $\Omega(n)$ is replaced by $\omega(n)$. The next result shows that Theorem A is no exception to this rule.

**Corollary 1.9.** Let $(X, \mu, T)$ be uniquely ergodic. Then
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^\omega(n)x) = \int f \, d\mu
\]
for every $f \in C(X)$ and every $x \in X$.

**Remark 1.10.** Variants of Corollaries 1.5, 1.6, and 1.7 where $\Omega(n)$ is replaced by $\omega(n)$ also hold and can be derived from Corollary 1.9 similarly to the way Corollaries 1.5, 1.6, and 1.7 are derived from Theorem A.

Our next main result, Theorem B below, shows that Theorem A is merely a special case

---

Theorem A was first observed by von Mangoldt [vM97, pp. 849–851]; its equivalence to the Prime Number Theorem goes back to Landau [Lan11, Lan12], but can also be found in most textbooks on number theory (see for example [TMF00, §4.4] or [Apo76, §4.9]); the equivalence between (1.1) and (1.5) can be proved using the two basic formulas
\[
\frac{1}{N} \sum_{n=1}^{N} \mu(n) = \sum_{d=1}^{N} \frac{\mu(d)}{d^2} \left( \frac{1}{N/d^2} \sum_{n \leq N/d^2} \lambda(n) \right) \quad \text{and} \quad \frac{1}{N} \sum_{n=1}^{N} \lambda(n) = \sum_{d=1}^{N} \frac{1}{d^2} \left( \frac{1}{N/d^2} \sum_{n \leq N/d^2} \mu(n) \right);
\]
see [Lan09, pp. 631–632], [Dia82, p. 582] for the former and [Lan09, pp. 620–621], [Axe10, Eq. (16)] for the latter.

---
of a more general dynamical phenomenon involving actions of the multiplicative semigroup \((\mathbb{N}, \cdot)\). To illustrate the connection between Theorem A and actions of \((\mathbb{N}, \cdot)\), let us take a closer look at the expression \(T^{\Omega(n)}\). The function \(\Omega: \mathbb{N} \to \mathbb{N} \cup \{0\}\) is completely additive, meaning that \(\Omega(n_1n_2) = \Omega(n_1) + \Omega(n_2)\) for all \(n_1, n_2 \in \mathbb{N}\). For that reason, \(\Omega\) turns any action of \((\mathbb{N}, +)\) into an action of \((\mathbb{N}, \cdot)\):

\[
T^{\Omega(nm)} = T^{\Omega(n)+\Omega(m)} = T^{\Omega(n)} \circ T^{\Omega(m)}, \quad \forall n, m \in \mathbb{N}.
\]

Thus, given an additive topological dynamical system \((X, T)\), we can view \(X\) equipped with the multiplicative action induced by \((T^{\Omega(n)})_{n \in \mathbb{N}}\) as a new “multiplicative” dynamical system. This motivates the following definition.

**Definition 1.11.** A multiplicative topological dynamical system is a pair \((Y, S)\) where \(Y\) is a compact metric space and \(S = (S_n)_{n \in \mathbb{N}}\) is an action of \((\mathbb{N}, \cdot)\) by continuous maps on \(Y\) (i.e. \(S_{nm} = S_n \circ S_m\) for all \(m, n \in \mathbb{N}\)).

**Remark 1.12.** The following are two natural approaches for constructing examples of multiplicative topological dynamical systems.

(i) The first approach utilizes the additivity of \(\Omega(n)\) to turn actions of \((\mathbb{N}, +)\) into actions of \((\mathbb{N}, \cdot)\) as mentioned above. Indeed, it follows from (1.9) that for any additive topological dynamical system \((X, T)\) the pair \((X, T^\Omega)\) is a multiplicative topological dynamical system, where we use \(T^\Omega\) to denote \((T^{\Omega(n)})_{n \in \mathbb{N}}\). Since many dynamical properties of \((X, T)\) are inherited by \((X, T^\Omega)\), this construction yields a diverse class of systems with a wide range of different behaviors. For the special case when \((X, T)\) is a rotation on two points, i.e. \(X = \{0, 1\}\) and \(T(x) = x + 1 \pmod{2}\), we call the corresponding multiplicative system \((X, T^\Omega)\) multiplicative rotation on two points. Although not mentioned explicitly, this system played a central role in our derivation of the Prime Number Theorem from Theorem A.

(ii) Another way of constructing examples of multiplicative topological dynamical systems is with the help of completely multiplicative functions. A function \(b: \mathbb{N} \to \mathbb{C}\) is called multiplicative if \(b(n_1n_2) = b(n_1)b(n_2)\) for all coprime \(n_1, n_2 \in \mathbb{N}\), and it is called completely multiplicative if \(b(n_1n_2) = b(n_1)b(n_2)\) for all \(n_1, n_2 \in \mathbb{N}\). Any completely multiplicative function \(b\) taking values in the unit circle \(S^1 := \{z \in \mathbb{C} : |z| = 1\}\) induces a natural action \(S = (S_n)_{n \in \mathbb{N}}\) of \((\mathbb{N}, \cdot)\) on \(S^1\) via \(S_n(z) = b(n)z\) for all \(n \in \mathbb{N}\) and \(z \in S^1\). Let \(Y\) denote the closure of the image of \(b\) in \(S^1\). We call the multiplicative topological dynamical system \((Y, S)\) multiplicative rotation by \(b\). We remark that multiplicative rotation by the Liouville function \(\lambda\) and multiplicative rotation on two points (as defined in the previous paragraph) are isomorphic as topological dynamical systems.

A version of the Bogolyubov-Krylov theorem for actions of \((\mathbb{N}, \cdot)\) implies that every multiplicative topological dynamical system \((Y, S)\) possesses an \(S\)-invariant Borel probability measure \(\nu\). If this measure is unique then \((Y, S)\) is called uniquely ergodic. Motivated by Theorem A, it is tempting to conjecture that for any uniquely ergodic multiplicative rotation

---

\(^6\)It is straightforward to check that if \((X, T)\) is an equicontinuous additive topological dynamical system then \((X, T^\Omega)\) is an equicontinuous multiplicative topological dynamical system. Analogous statements hold when ‘equicontinuous’ is replaced with either minimal, transitive, distal, topologically weak mixing, or uniquely ergodic (see [Gla03, pp. 14, 18, and 23] for definitions). We remark that entropy is not preserved via this construction. More precisely, \((X, T^\Omega)\) has zero topological entropy regardless of the topological entropy of \((X, T)\), see Proposition 7.1 below.
topological dynamical system \((Y, \nu, S)\) one has
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(S_n y) = \int g \, d\nu
\] (1.10)
for all \(y \in Y\) and all \(g \in C(Y)\). In general, this is false (see Example 3.1 below). However, we will show that (1.10) holds for a large class of multiplicative topological dynamical systems which contains systems of the form \((X, T^\Omega)\) as a rather special subclass.

**Definition 1.13.** Let \((Y, S)\) be a multiplicative topological dynamical system.

- The action \(S\) on \(Y\) is called **finitely generated** if there exists a finite collection of continuous maps \(R_1, \ldots, R_d : Y \to Y\) such that \(S_p \in \{R_1, \ldots, R_d\}\) for all primes \(p \in \mathbb{P} := \{2, 3, 5, 7, 11, \ldots\}\). In this case we call \(R_1, \ldots, R_d\) the **generators** of \(S\).
- Let \(\nu\) be a Borel probability measure on \(Y\). Appropriating language from \([GS]\), we say that \(\nu\) pretends to be invariant under \(S\) if there exists a set of primes \(P \subset \mathbb{P}\) with \(\sum_{p \notin P} 1/p < \infty\) such that \(\nu\) is invariant under \(S_p\) for all \(p \in P\). We call \((Y, S)\) **strongly uniquely ergodic** if there is only one Borel probability measure on \(Y\) that pretends to be invariant under \(S\).

Note that strong unique ergodicity implies unique ergodicity, but not the other way around (see Example 3.1).

**Theorem B.** Let \((Y, \nu, S)\) be finitely generated and strongly uniquely ergodic. Then
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(S_n y) = \int g \, d\nu
\]
for every \(y \in Y\) and \(g \in C(Y)\).

Observe that for any uniquely ergodic additive topological dynamical system \((X, T)\) the corresponding multiplicative topological dynamical system \((X, T^\Omega)\) is both finitely generated and strongly uniquely ergodic. Therefore, Theorem B contains Theorem A as a special case.

**Remark 1.14.** If the generators \(R_1, \ldots, R_d\) of the multiplicative action \(S = (S_n)_{n \in \mathbb{N}}\) are powers of the same transformation, as for example is the case in Corollary 1.17 below, then Theorem B can also be proved by purely number theoretic methods using Erdős-type estimates obtained by Halász in \([Hal71]\). This is in analogy the alternative proof of Theorem A outlined in Remark 1.3 above. However, in the general case when there is no apparent relation between the generators \(R_1, \ldots, R_d\), we do not see how existing results from number theory can be used to give a proof of Theorem B different to ours.

We will discuss now some applications of Theorem B. We call a multiplicative function \(b : \mathbb{N} \to \mathbb{C}\) **finitely generated** if the set \(\{b(p) : p \in \mathbb{P}\}\) is finite. Also, we say a multiplicative function \(b\) has a **mean value** if its Cesàro averages converge, i.e.,
\[
M(b) := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} b(n) \text{ exists.}
\]
A renowned result of Wirsing \([Wir61, Wir67]\), which confirmed a longstanding conjecture (see \([Erd57, Problem 9 on pp. 293–294]\)), states that any multiplicative function taking
only the values $-1$ and $1$ has a mean value (cf. also [Hil86]). This result is often referred to as Wirsing’s mean value theorem. A natural extension thereof, which follows from the more general mean value theorem of Halász [Hal68], asserts that actually any bounded and finitely generated multiplicative function has a mean value. This result can be recovered from Theorem B by considering multiplicative rotations $z \mapsto b(n)z$ defined in Remark 1.12, part (ii). Although the derivation is not too complicated, we defer the details to Section 5 (see Proposition 5.2).

Another application of Theorem B is the following generalization of Theorem A along arithmetic progressions:

**Corollary 1.15.** Let $(X, \mu, T)$ be uniquely ergodic. Then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^{\Omega(mn+r)}x) = \int f \, d\mu$$

(1.11)

for every $x \in X$, $f \in C(X)$, $m \in \mathbb{N}$, and $r \in \{0, 1, \ldots, m-1\}$.

Note that Corollary 1.15 contains the Prime Number Theorem along arithmetic progressions as a special case. Indeed, by applying Corollary 1.15 to rotation on two points we obtain

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \lambda(mn+r) = 0, \quad \forall m \in \mathbb{N}, \, \forall r \in \{0, 1, \ldots, m-1\},$$

(1.12)

which is a well-known equivalent form of the Prime Number Theorem along arithmetic progressions (see [Sha49]).

**Remark 1.16.** While Corollary 1.15 implies (1.12), our proof is not entirely self-contained because it uses the fact that

$$\sum_{p \equiv r \mod m} \frac{1}{p} = \infty$$

(1.13)

for all $m, r \in \mathbb{N}$ with $\gcd(m, r) = 1$, which is a variant of Dirichlet’s celebrated theorem on primes in arithmetic progression. It would be interesting to see whether Corollary 1.15 can be proved without relying on (1.13).

In view of Theorem A and Corollary 1.9, it is natural to ask whether there are other number-theoretic functions, besides $\Omega(n)$ and $\omega(n)$, along which one can formulate and prove an ergodic theorem. The following corollary of Theorem B shows that one can replace $\Omega(n)$ in (1.3) with a wider range of additive functions.

**Corollary 1.17.** Let $a: \mathbb{N} \to \mathbb{N} \cup \{0\}$ be an additive function (i.e. $a(nm) = a(n) + a(m)$ for all coprime $n, m \in \mathbb{N}$) and assume the set $\{a(p) : p \text{ prime}\}$ is finite. Let $P_0 := \{p \in \mathbb{P} : a(p) \neq 0\}$ and suppose $\sum_{p \in P_0} 1/p = \infty$. If $(X, \mu, T^{a(p)})$ is uniquely ergodic for all $p \in P_0$ then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^{a(n)}x) = \int f \, d\mu$$

(1.14)

for every $f \in C(X)$ and every $x \in X$. 9
Among other things, Corollary 1.17 implies yet another classical result of Wirsing. Let \( \mathcal{Q} \subset \mathbb{P} \) be a set of primes with relative density \( \tau > 0 \), i.e. \( |\mathcal{Q} \cap [1,n]| \sim \tau n / \log(n) \). Let \( \Omega_{\mathcal{Q}}(n) \) denote the number of prime factors of \( n \) that belong to \( \mathcal{Q} \) (counted with multiplicities), and consider the following variant of the Liouville function:

\[
\lambda_{\mathcal{Q}}(n) = (-1)^{\Omega_{\mathcal{Q}}(n)}, \quad \forall n \in \mathbb{N}.
\]

It was shown in [Wir61, § 2.4.2] that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \lambda_{\mathcal{Q}}(n) = 0. \tag{1.15}
\]

It follows from [Hal68] that the condition \( |\mathcal{Q} \cap [1,n]| \sim \tau n / \log(n) \) for some \( \tau > 0 \) that appears in Wirsing’s work can actually be weakened to \( \sum_{p \in \mathcal{Q}} 1/p = \infty \). Equation (1.15), under this weaker condition, can rather easily be derived from Corollary 1.17. Indeed, if \( a(n) = \Omega_{\mathcal{Q}}(n) \), \( (X,T) \) is rotation on two points, \( x = 0 \), and \( f : \{0,1\} \to \mathbb{C} \) is the function \( f(0) = 1 \) and \( f(1) = -1 \), then (1.15) follows immediately from (1.14). It is also straightforward to derive from Corollary 1.17 analogues of Corollaries 1.5, 1.6, 1.7, and 1.8 with \( \Omega(n) \) replaced by either \( \Omega_{\mathcal{Q}}(n) \) or \( \omega_{\mathcal{Q}}(n) \), where \( \omega_{\mathcal{Q}}(n) \) is the number of prime factors of \( n \) belonging to \( \mathcal{Q} \) counted without multiplicity.

Theorem B also implies a variant of Corollary 1.17 for several commuting transformations.

**Corollary 1.18.** Let \( a_1, \ldots, a_k : \mathbb{N} \to \mathbb{N} \cup \{0\} \) be completely additive functions such that

(i) \( \{a_i(p) : p \text{ prime}\} \) is finite for each \( i \in \{1, \ldots, k\} \);

(ii) for any subgroup \( \Gamma \subset \mathbb{Z}^k \) with \( \text{rank}(\Gamma) < k \) the set

\[
P_\Gamma = \{ p \in \mathbb{P} : \{a_1(p), \ldots, a_k(p)\} \notin \Gamma \}
\]

satisfies \( \sum_{p \in P_\Gamma} 1/p = \infty \).

Then for any totally uniquely ergodic\(^7\) \( (X,\mu,T_1,\ldots,T_k) \) one has

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T_1^{a_1(n)} \cdots T_k^{a_k(n)} x) = \int f \, d\mu \tag{1.16}
\]

for every \( f \in C(X) \) and \( x \in X \).

**Example 1.19.** Let \( \mathcal{Q}_1 = \{ p \in \mathbb{P} : p \equiv 1 \mod 4 \} \), \( \mathcal{Q}_2 = \{ p \in \mathbb{P} : p \equiv 3 \mod 4 \} \), \( a_1(n) = \Omega_{\mathcal{Q}_1}(n) \), and \( a_2(n) = \Omega_{\mathcal{Q}_2}(n) \). Let \( X = \mathbb{T}^3 \), \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \), \( T_1(x,y,z) = (x+\alpha,y,z+y) \), and \( T_2(x,y,z) = (x,y+\alpha,z+x) \). It is not hard to check that the system \( (X,T_1,T_2) \) is totally uniquely ergodic with respect to the normalized Haar measure on \( \mathbb{T}^3 \). Also, note that \( T_1^n T_2^m (x,y,z) = (x+n\alpha,y+m\alpha,z+mx+ny+nma) \) for all \( n,m \in \mathbb{N} \). Applying Corollary 1.18 for \( x = (0,0,0) \) and \( f_h(x,y,z) = e(hz) \), \( h \in \mathbb{Z} \setminus \{0\} \), we thus obtain

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f_h(T_1^{a_1(n)} T_2^{a_2(n)} x) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e(h\Omega_{\mathcal{Q}_1}(n)\Omega_{\mathcal{Q}_2}(n)\alpha) = 0. \tag{1.17}
\]

In view of Weyl’s equidistribution criterion, this proves that for any irrational \( \alpha \) the

\(^7\)Let \( T_1, \ldots, T_k \) be commuting continuous maps on a compact metric space \( X \). We call \( (X,\mu,T_1,\ldots,T_k) \) totally uniquely ergodic if for all \( m_1, \ldots, m_k \in \mathbb{N} \) the measure \( \mu \) is the only Borel probability measure on \( X \) that is invariant under \( T_i^{m_i} \) for all \( i = 1, \ldots, k \).
sequence $\Omega_{Q_1}(n)\Omega_{Q_2}(n)\alpha$, $n \in \mathbb{N}$, is uniformly distributed mod 1. Similarly, one can show that for any irrational $\alpha$ and any disjoint $Q_1, \ldots, Q_k \subset \mathbb{P}$ with $\sum_{p \in Q_i} 1/p = \infty$ the sequence $\Omega_{Q_1}(n) \cdot \ldots \cdot \Omega_{Q_k}(n)\alpha$, $n \in \mathbb{N}$, is uniformly distributed mod 1. We leave the details to the interested reader.

1.2. A wider framework for Sarnak’s conjecture

A rule of thumb in number theory says that the additive and multiplicative structures in the integers behave “independently”, where the respective notion of independence may vary based on the context. In this subsection, we explore this phenomenon from a dynamical perspective through an analysis of the interplay between additive and multiplicative semigroup actions. To begin with, let us introduce a way of capturing the absence of correlation between arithmetic functions.

**Definition 1.20.** We call two bounded arithmetic functions $a, b \colon \mathbb{N} \to \mathbb{C}$ asymptotically uncorrelated if

$$\lim_{N \to \infty} \left( \frac{1}{N} \sum_{n=1}^{N} a(n)b(n) - \left( \frac{1}{N} \sum_{n=1}^{N} a(n) \right) \left( \frac{1}{N} \sum_{n=1}^{N} b(n) \right) \right) = 0. \quad (1.18)$$

We are interested in instances of (1.18) where $a(n)$ arises from an additive system and $b(n)$ arises from a multiplicative system.

**Definition 1.21.** Let $(X, T)$ be an additive topological dynamical system and $(Y, S)$ a multiplicative topological dynamical system. We call $(X, T)$ and $(Y, S)$ disjoint\footnote{Using disjoint in this context is in line with the use of this term in connection to Sarnak’s Möbius disjointness conjecture. It should not be confused with Furstenberg’s notion of disjointness introduced in [Fur67].} if for all $x \in X$, $f \in C(x)$, $y \in Y$, and $g \in C(Y)$ the sequences $a(n) = f(T^n x)$ and $b(n) = g(S_n y)$ are asymptotically uncorrelated.

Numerous classical results and conjectures in number theory can be interpreted as the disjointness between certain classes of additive and multiplicative systems. For example, a well-known result by Davenport [Dav37] asserts that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e(n\alpha) \lambda(n) = 0, \quad \forall \alpha \in \mathbb{R}, \quad (1.19)$$

where $\lambda$ is the Liouville function. Note that (1.19) is equivalent to the assertion that $e(n\alpha)$ and $\lambda(n)$ are asymptotically uncorrelated. This allows us to recast (1.19) as a dynamical statement as follows:

**Davenport’s Theorem Reformulated.** Multiplicative rotation on two points (defined in Remark 1.12, part (i)) is disjoint from all additive rotations $x \mapsto x + \alpha \pmod{1}$ on the torus $\mathbb{T}$.

To see why the above statement implies (1.19), it suffices to observe that $e(n\alpha)$ is of the form $f(T^n x)$, where $T$ is rotation by $\alpha$, and the Liouville function $\lambda(n)$ is of the form $g(S_n y)$, where $S = (S_n)_{n \in \mathbb{N}}$ is multiplicative rotation on two points. For the reverse implication, notice that any sequence $a(n) = f(T^n x)$ arising from rotation by $\alpha$ can be
approximated uniformly by finite linear combinations of sequences of the form $e(hn\alpha)$, $h \in \mathbb{Z}$, whereas any sequence $b(n) = g(S_n y)$ arising from multiplicative rotation on two points is equal to $c_1 \lambda(n) + c_2$ for some $c_1, c_2 \in \mathbb{C}$. Therefore, the desired conclusion that $a(n) = f(T^n x)$ and $b(n) = g(S_n y)$ are asymptotically uncorrelated follows from (1.19).

Davenport’s result is complemented by a theorem of Daboussi (see [Dab75, DD74, DD82]), which asserts that for all $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ and all completely multiplicative\(^9\) functions $b: \mathbb{N} \to S^1$ one has

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^N e(n\alpha) b(n) = 0. \tag{1.20}$$

Similarly to Davenport’s theorem, Daboussi’s result can be reformulated as the disjointness between certain classes of additive and multiplicative systems.

**Daboussi’s Theorem Reformulated.** Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ and assume $b: \mathbb{N} \to S^1$ is completely multiplicative. Then the multiplicative rotation $z \mapsto b(n)z$ on the unit circle $S^1$ (defined in Remark 1.12, part (ii)) is disjoint from the additive rotation $x \mapsto x + \alpha \,(\text{mod} \, 1)$ on the torus $T$.

It is perhaps instructive to point out that (1.19) holds for all $\alpha$, whereas (1.20) holds only for irrational $\alpha$. This is because for any rational $\alpha$ there exists a *Dirichlet character*\(^{10}\) $\chi$ such that $e(n\alpha)$ and $\chi$ are not asymptotically uncorrelated (if $\alpha = r/m$ for $r$ and $m$ coprime then taking $\chi$ to be any primitive Dirichlet character of modulus $m$ works, because in this case $\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^N e(n\alpha) \chi(n)$ equals the Gauss sum $\frac{1}{m} \sum_{j=0}^{m-1} e(jr/m) \chi(j)$ which is non-zero). Phenomena of this type are often referred to as *local obstructions*.

A conjecture of Sarnak, which represents a far-reaching dynamical generalization of Davenport’s Theorem, emphasizes even more strongly that additive systems are often disjoint from multiplicative systems. The formulation of Sarnak’s Conjecture involves the notion of *(topological)* entropy. Entropy is a dynamical invariant which measures the complexity of a dynamical system. We give the precise definition in Section 7. A function $a: \mathbb{N} \to \mathbb{C}$ is called *deterministic* if there exists a zero entropy additive topological dynamical system $(X, T)$, a point $x \in X$, and a function $f \in C(X)$ such that $a(n) = f(T^n x)$ for all $n \in \mathbb{N}$.

**Sarnak’s Conjecture** ([Sar11, Sar12]\(^{11}\)). *For any deterministic $a: \mathbb{N} \to \mathbb{C}$ one has*

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^N a(n) \lambda(n) = 0. \tag{1.21}$$

\(^9\)Daboussi’s result actually holds for all bounded multiplicative functions and not just for completely multiplicative functions taking values in the unit circle $S^1$. In fact, using standard tools from number theory one can show that these two assertions are equivalent (cf. Lemma 5.1 below).

\(^{10}\)An arithmetic function $\chi: \mathbb{N} \to \mathbb{C}$ is called a *Dirichlet character* if there exists a number $d \in \mathbb{N}$, called the *modulus* of $\chi$, such that

- $\chi(n + d) = \chi(n)$ for all $n \in \mathbb{N}$;
- $\chi(n) = 0$ whenever $\gcd(n, d) \neq 1$, and $\chi(n)$ is a $\varphi(d)$-th root of unity if $\gcd(n, d) = 1$, where $\varphi$ denotes Euler’s totient function.
- $\chi(nm) = \chi(n)\chi(m)$ for all $n, m \in \mathbb{N}$.

A Dirichlet character $\chi$ is *principal* if $\chi(n) = 1$ for all $n \in \mathbb{N}$ with $\gcd(n, d) = 1$.

\(^{11}\)Sarnak originally formulated his conjecture using the Möbius function $\mu$ instead of the Liouville function $\lambda$. For the equivalence between these two formulations see [FKPL18, Corollary 3.8].
We can reformulate Sarnak’s Conjecture as follows.

**Sarnak’s Conjecture Reformulated.** Multiplicative rotation on two points is disjoint from any zero entropy additive topological dynamical system.

The following heuristic postulate is an attempt to put forward a principle that, on the one hand, encompasses the above reformulations of Davenport’s and Daboussi’s theorems and Sarnak’s Conjecture and, on the other hand, serves as a guide for new developments.

Let \((X, T)\) be a zero entropy additive topological dynamical system and \((Y, S)\) a “low complexity” multiplicative topological dynamical system. If there are “no local obstructions” then \((X, T)\) and \((Y, S)\) are disjoint.

(H)

The notion of “low complexity” which appears in the formulation of (H) is admittedly (and somewhat intentionally) not well defined. While for additive topological dynamical systems the notion of zero topological entropy is just a precise form of low complexity, the situation with multiplicative topological dynamical systems is drastically different due to the fact that \((\mathbb{N}, \cdot)\) has an infinite number of generators. Although it is certainly tempting to try to replace “low complexity” in (H) with zero entropy, this does not work! For example, consider the \((\mathbb{N}, \cdot)\)-action on the torus \(T\) given by \(x \mapsto nx \pmod{1}\), \(n \in \mathbb{N}\). This action has zero topological entropy, but it violates (H) because it can easily be used to generate deterministic sequences such as \(e(n\alpha)\), \(n \in \mathbb{N}\). This example indicates that the notion of low complexity for \((Y, S)\) in (H) needs to be more restrictive than just zero entropy. One such possibility, which leads to interesting new developments including Theorems C and D below, is to assume that \((Y, S)\) belongs to a subclass of zero entropy systems which we introduced in the previous subsection under the name finitely generated (see Definition 1.13). For the proof that finitely generated multiplicative systems have zero entropy see Proposition 7.1. Yet another non-trivial example of low complexity is provided by actions \(S = (S_n)_{n \in \mathbb{N}}\) of \((\mathbb{N}, \cdot)\) for which every generator \(S_p, p \in \mathbb{P}\), has zero entropy. Special cases of this option are implemented by our reformulations of Davenport’s and Daboussi’s theorems and Sarnak’s conjecture above. (See also Questions 1 and 2 at the end of this section.)

As for the stipulation “no local obstructions” in (H), we believe it is captured by the notion of *aperiodicity* which we will presently introduce. We call an arithmetic function \(P: \mathbb{N} \to \mathbb{C}\) periodic if there exists \(m \in \mathbb{N}\) such that \(P(n + m) = P(n)\) holds for all \(n \in \mathbb{N}\).

**Definition 1.22.**

- We call an additive topological dynamical system \((X, T)\) aperiodic if for any periodic \(P: \mathbb{N} \to \mathbb{C}\), any \(f \in C(X)\), and any \(x \in X\) the sequences \(P(n)\) and \(a(n) = f(T^n x)\) are asymptotically uncorrelated. Equivalently, for all \(f \in C(X)\) and \(x \in X\), if \(a_N(n) := f(T^n x) - \frac{1}{N} \sum_{n=1}^{N} f(T^n x)\), then

  \[
  \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e(n\alpha) a_N(n) = 0, \quad \forall \alpha \in \mathbb{Q}. \tag{1.22}
  \]

- Similarly, we call a multiplicative topological dynamical system \((Y, S)\) aperiodic if for any periodic \(P: \mathbb{N} \to \mathbb{C}\), any \(g \in C(Y)\), and any \(y \in Y\) the sequences \(P(n)\) and \(b(n) = g(S_n y)\) are asymptotically uncorrelated. Equivalently, for all \(g \in C(Y)\) and
Remark 1.23.

(i) An additive topological dynamical system \((X, T)\) is aperiodic if and only if any ergodic\(^{12}\) \(T\)-invariant Borel probability measure on \((X, T)\) is totally ergodic\(^{13}\).\(^{14}\)

(ii) It is straightforward to show that (1.23) is equivalent to the assertion that for all non-principal Dirichlet characters \(\chi\) one has \(\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(S_n y) \chi(n) = 0\).

(iii) It follows from (1.19) that a multiplicative rotation on two points is an aperiodic multiplicative topological dynamical system. More generally, we show in Lemma 6.3 below that for any additive topological dynamical system \((X, T)\) the corresponding multiplicative topological dynamical system \((X, T^\Omega)\) is aperiodic.

Note that if a multiplicative topological dynamical system \((Y, S)\) is not aperiodic then there exists an additive topological dynamical system \((X, T)\) (namely a cyclic rotation on finitely many points) such that \((X, T)\) and \((Y, S)\) are not disjoint.\(^{15}\) Conversely, if

\[
y \in Y, \text{ if } b_N(n) := g(S_n x) - \frac{1}{N} \sum_{n=1}^{N} g(S_n x), \text{ then } \\
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e(n\alpha) b_N(n) = 0, \quad \forall \alpha \in \mathbb{Q}.
\]

\[(1.23)\]

\[^{12}\text{A } T\text{-invariant Borel probability measures } \mu \text{ on } (X, T) \text{ is ergodic if for any Borel measurable set } A \subset X \text{ with } \mu(A \Delta T^{-1} A) = 0 \text{ satisfies } \mu(A) \in \{0, 1\}.\]

\[^{13}\text{A } T\text{-invariant Borel probability measures } \mu \text{ on } (X, T) \text{ is totally ergodic if } (X, T^m) \text{ is ergodic for all } m \in \mathbb{N}.\]

\[^{14}\text{The fact that the aperiodicity of } (X, T) \text{ implies that all ergodic measures are totally ergodic follows rather quickly from the definition. For the proof of the other direction, assume } (X, T) \text{ is not aperiodic, i.e., there exist } x \in X, m \in \mathbb{N}, f \in C(X), \text{ and a periodic } P: \mathbb{N} \to \mathbb{C} \text{ such that } f(T^n x) \text{ and } P(n) \text{ are not asymptotically uncorrelated. This means there exists a sequence } N_1 < N_2 < \ldots \in \mathbb{N} \text{ such that } \\
\lim_{i \to \infty} \frac{1}{N_i} \sum_{n=1}^{N_i} f(T^n x) P(n) \neq \left( \lim_{i \to \infty} \frac{1}{N_i} \sum_{n=1}^{N_i} f(T^n) \right) \left( \lim_{i \to \infty} \frac{1}{N_i} \sum_{n=1}^{N_i} P(n) \right).\]

\[(1.24)\]

\[^{15}\text{If } (Y, S) \text{ is not aperiodic then for some } y \in Y, g \in C(Y), \text{ and } m \in \mathbb{N} \text{ there exists a periodic sequence } P(n) \text{ of period } m \text{ such that } b(n) = g(S_n y) \text{ and } P(n) \text{ are not asymptotically uncorrelated. It follows that rotation on } m \text{ points and } (Y, S) \text{ are not disjoint.}\]
is not aperiodic then there exists \((Y, S)\) such that \((X, T)\) and \((Y, S)\) are not disjoint. In this sense, aperiodicity is a necessary condition for disjointness between additive and multiplicative systems. The following conjecture, which is a generalization of Sarnak’s Conjecture and one of our main illustrations of heuristic (H), asserts that if \((Y, S)\) is finitely generated then aperiodicity is not just a necessary but also sufficient condition.

**Conjecture 1.** Let \((X, T)\) be an additive topological dynamical system of zero entropy and let \((Y, S)\) be a finitely generated multiplicative topological dynamical system. If either \((X, T)\) is aperiodic or \((Y, S)\) is aperiodic then \((X, T)\) and \((Y, S)\) are disjoint.

Observe that Sarnak’s Conjecture corresponds to the special case of Conjecture 1 where \((Y, S)\) is a multiplicative rotation on two points.

Assuming that \((X, T)\) is uniquely ergodic and \((Y, S)\) is strongly uniquely ergodic, we have the following aesthetically appealing variant of Conjecture 1.

**Conjecture 2.** Let \((X, \mu, T)\) be a uniquely ergodic additive topological dynamical system of zero entropy and let \((Y, \nu, S)\) be a finitely generated and strongly uniquely ergodic multiplicative topological dynamical system. If either \((X, T)\) is aperiodic or \((Y, S)\) is aperiodic then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^n x) g(S^n y) = \left( \int f \, d\mu \right) \left( \int g \, d\nu \right)
\]

for all \(x \in X\), \(f \in C(X)\), \(y \in Y\), and \(g \in C(Y)\).

Note that Theorem B corresponds to the special case of Conjecture 2 where \((X, T)\) is the trivial system. Moreover, due to Theorem B, we see that Conjecture 1 actually implies Conjecture 2.

An extension of (1.19), which constitutes a special case of Sarnak’s Conjecture, was established in [GT12] (see also [FFKaPL19]) and asserts that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^n x) \lambda(n) = 0,
\]

for all nilsystems \((X, T)\), \(x \in X\), and \(f \in C(X)\) (see Footnote 4 for the definition of a nilsystem). We have the following extension of (1.26), which establishes a special case of Conjecture 1.

**Theorem C.** Let \((Y, S)\) be a finitely generated multiplicative topological dynamical system, and let \((X, T)\) be a nilsystem. If either \((X, T)\) is aperiodic or \((Y, S)\) is aperiodic then \((X, T)\) and \((Y, S)\) are disjoint.

The following corollary of Theorem C generalizes Corollary 1.15 from the previous subsection.

**Corollary 1.24.** Let \((X, T)\) be a uniquely ergodic additive topological dynamical system and let \(\mu\) denote the corresponding unique \(T\)-invariant Borel probability measure on \(X\).
Then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e(n\alpha) f(T^n x) = \begin{cases} 
\int f \, d\mu, & \text{if } \alpha \in \mathbb{Z} \\
0, & \text{if } \alpha \in \mathbb{R} \setminus \mathbb{Z}
\end{cases}
\]

for every \( f \in C(X) \) and every \( x \in X \).

Another result related to Corollary 1.24 is the following.

**Corollary 1.25.** Let \((X, T)\) be a uniquely ergodic additive topological dynamical system and let \(\mu\) denote the corresponding unique \(T\)-invariant Borel probability measure on \(X\). Let \(a: \mathbb{N} \to \mathbb{C}\) be a Besicovitch almost periodic function\(^{16}\) and denote by \(M(a) := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} a(n)\) its mean value. Then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} a(n) f(T^n x) = M(a) \left( \int f \, d\mu \right) \tag{1.27}
\]

for every \( f \in C(X) \) and every \( x \in X \).

We remark that the indicator function of the squarefree numbers \(1_{\square \text{-free}}\) is Besicovitch almost periodic and its mean value equals \(6/\pi^2\). Therefore, choosing \(a(n) = 1_{\square \text{-free}}(n)\) in (1.27) recovers (1.6). More generally, for every \(k \geq 2\) the indicator function for the set of \(k\)-free numbers is Besicovitch almost periodic with mean value \(1/\zeta(k)\) and hence we can actually get (1.7) from (1.27).

From Theorem C we can also derive a generalization of Corollary 1.5.

**Corollary 1.26.** Let \(p(x) = c_k x^k + \ldots + c_1 x + c_0\) and \(q(x) = d_\ell x^\ell + \ldots + d_1 x + d_0\) be two polynomials with real coefficients and suppose at least one of the coefficients \(c_1, \ldots, c_k\) is irrational and at least one of the coefficients \(d_1, \ldots, d_\ell\) is irrational. Then \(\langle p(n), q(\Omega(n)) \rangle_{n \in \mathbb{N}}\) is uniformly distributed in the two-dimensional torus \(\mathbb{T}^2\).

Any sequence of the form \(f(T^n x), n \in \mathbb{N}\), where \((X, T)\) is a nilsystem, \(x \in X\), and \(f \in C(X)\) is called a nilsequence. Nilsequences naturally generalize sequences of the form \(e(Q(n))\), where \(Q\) is a polynomial, and play an important role in additive combinatorics. Note that (1.26) implies that \(\lambda(n)\) and any nilsequence are asymptotically uncorrelated. Using Theorem C we can further generalize this result.

**Corollary 1.27.** Let \((Y, \nu, S)\) be an aperiodic, finitely generated, and strongly uniquely ergodic multiplicative topological dynamical system. Let \(\eta: \mathbb{N} \to \mathbb{C}\) be a nilsequence and denote by \(M(\eta) := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \eta(n)\) its mean value. Then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \eta(n) g(S_n y) = M(\eta) \left( \int g \, d\nu \right)
\]

for every \(y \in Y\), and \(g \in C(Y)\).

\(^{16}\)A bounded arithmetic function \(a: \mathbb{N} \to \mathbb{C}\) is called Besicovitch almost periodic if for every \(\varepsilon > 0\) there exists a trigonometric polynomial \(P(n) := c_1 e^{i \alpha_1 n} + \ldots + c_L e^{i \alpha_L n}\), where \(c_1, \ldots, c_L \in \mathbb{C}\) and \(\alpha_1, \ldots, \alpha_L \in \mathbb{R}\), such that \(\limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} |a(n) - P(n)| \leq \varepsilon\).
In [BSZ13] it was shown that Sarnak’s Conjecture holds for all horocycle flows\textsuperscript{17}. We have the following generalization, which verifies yet another instance of Conjecture 1.

**Theorem D.** Let \((Y, S)\) be a finitely generated and aperiodic multiplicative topological dynamical system, and let \((X, T)\) be a horocycle flow. Then \((X, T)\) and \((Y, S)\) are disjoint.

Our next goal is to discuss analogues of Conjecture 1 for multiplicative topological dynamical systems that are not necessarily finitely generated. When dealing with non-finitely generated actions of \((\mathbb{N}, \cdot)\), new local obstructions can arise. In particular, there exist non-finitely generated multiplicative systems that are aperiodic but not disjoint from all zero entropy additive systems (for example \(S_nz = n^t\), \(z \in S^1\)). To meet this challenge, we need a strengthening of the notion of aperiodicity introduced in Definition 1.22. Let us call a bounded arithmetic function \(P: \mathbb{N} \to \mathbb{C}\) locally periodic if there exists \(m \in \mathbb{N}\) such that for all \(\varepsilon > 0\) the set \(\{n \in \mathbb{N}: |P(n + m) - P(n)| \geq \varepsilon\}\) has zero asymptotic density. Roughly speaking, this means that for all \(H \in \mathbb{N}\) and for “almost all” \(n \in \mathbb{N}\) the function \(P\) looks like a periodic function in a window \([n - H, n + H]\) around \(n\). Surely every periodic function is locally periodic. A natural class of arithmetic functions that are locally periodic but not periodic are functions of the form \(\lambda(n)n^t\), where \(\lambda\) is a Dirichlet character and \(n^t\), \(t \in \mathbb{R}\), is an Archimedean character.

**Definition 1.28.**

- We call an additive topological dynamical system \((X, T)\) locally aperiodic if for any locally periodic \(P: \mathbb{N} \to \mathbb{C}\), any \(f \in C(X)\), and any \(x \in X\) the sequences \(P(n)\) and \(a(n) = f(T^n x)\) are asymptotically uncorrelated. Equivalently, for all \(f \in C(X)\) and \(x \in X\), if \(a_N(n) := f(T^n x) - \frac{1}{N} \sum_{n=1}^{N} f(T^n x)\), then
  \[
  \lim_{H \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \left| \frac{1}{H} \sum_{h=n}^{n+H} e(h\alpha) a_N(n) \right| = 0, \quad \forall \alpha \in \mathbb{Q}. \tag{1.28}
  \]

- We call a multiplicative topological dynamical system \((Y, S)\) locally aperiodic if for any locally periodic \(P: \mathbb{N} \to \mathbb{C}\), any \(g \in C(Y)\), and any \(y \in Y\) the sequences \(P(n)\) and \(b(n) = g(S_n y)\) are asymptotically uncorrelated. Equivalently, for all \(g \in C(Y)\) and \(y \in Y\), if \(b_N(n) := g(S_n x) - \frac{1}{N} \sum_{n=1}^{N} g(S_n x)\), then
  \[
  \lim_{H \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \left| \frac{1}{H} \sum_{h=n}^{n+H} e(h\alpha) b_N(n) \right| = 0, \quad \forall \alpha \in \mathbb{Q}. \tag{1.29}
  \]

**Remark 1.29.** It was shown in [MRIT15] that the Liouville function \(\lambda(n)\) satisfies
  \[
  \lim_{H \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \left| \frac{1}{H} \sum_{h=n}^{n+H} e(h\alpha) \lambda(n) \right| = 0, \quad \forall \alpha \in \mathbb{R}.
  \]

This implies that multiplicative rotation on two points is locally aperiodic.

When considering analogues of Conjecture 1 for systems \((Y, S)\) that are not necessarily finitely generated, we propose to replace aperiodicity with local aperiodicity. This is in line with Matomäki-Radziwiłł-Tao’s “corrected Elliott conjecture” which emanated from

\textsuperscript{17}Let \(G = SL_2(\mathbb{R})\), let \(\Gamma\) be a lattice in \(G\) (i.e. a discrete subgroup of \(G\) with co-finite volume) and let \(u = [1\ 0\ 0\ 1]\). The additive topological dynamical system \((X, T)\) where \(X = G/\Gamma\) and \(T\) is given by \(T(g\Gamma) = (ug)\Gamma\) is called a horocycle flow.
their work in [MRIT15].

We conclude this introduction with two questions.

**Question 1.** Let \((X, T)\) be an additive topological dynamical system of zero entropy and let \((Y, S)\) be a distal\(^{18}\) multiplicative topological dynamical system. Is it true that if either \((X, T)\) is locally aperiodic or \((Y, S)\) is locally aperiodic then \((X, T)\) and \((Y, S)\) are disjoint?

A harder question, which includes Question 1 as a special case, is the following.

**Question 2.** Let \((X, T)\) be an additive topological dynamical system of zero entropy and let \((Y, S)\) be a multiplicative topological dynamical system with the property that for every \(p \in \mathbb{P}\) the map \(S_p : Y \to Y\) has zero entropy. Is it true that if either \((X, T)\) is locally aperiodic or \((Y, S)\) is locally aperiodic then \((X, T)\) and \((Y, S)\) are disjoint?

Even the case of Question 2 when the additive system \((X, T)\) is an irrational rotation seems to be an interesting open question.

**Structure of the paper.** In Section 2 we present a proof of Theorem A. As was mentioned above, Theorem A is a corollary of Theorem B. Since the proof of Theorem A contains the essential ideas in embryonic form and is much shorter and less technical than the proof of Theorem B, we believe that it is beneficial to the reader to see first the proof of Theorem A.

Section 3 is dedicated to the proof Theorem B.

In Sections 4 and 5 we give the proofs of Corollaries 1.5, 1.6, 1.7, 1.8, 1.9, 1.15, 1.17, and 1.18.

Section 6 contains the proofs of Theorem C (in Section 6.1), Theorem D (in Section 6.2), as well as the proofs for Corollaries 1.24, 1.25, 1.26, and 1.27 (in Section 6.3). Finally, in Section 7, we discuss topological entropy for additive and multiplicative systems and prove that finitely generated multiplicative topological dynamical systems have zero entropy.

**Acknowledgements.** We thank Tomasz Downarowicz and Alexander Leibman for providing useful references and the anonymous referees for their helpful comments. The second author is supported by the National Science Foundation under grant number DMS 1901453.

### 2. Distribution of orbits along \(\Omega(n)\)

This section is dedicated to the proof of Theorem A and is divided into two subsections. In Section 2.1 we give a proof of Theorem A conditional on three technical results, namely Propositions 2.1 and 2.2 and Lemma 2.3, whose proofs are presented afterwards in Section 2.2.

\(^{18}\) A multiplicative topological dynamical system \((Y, S)\) is *distal* if for all \(y_1, y_2 \in Y\) with \(y_1 \neq y_2\) we have \(\inf_{n \in \mathbb{N}} d(S_n y_1, S_n y_2) > 0\).
2.1. Proof of Theorem A

As was mentioned in Remark 1.1, our proof of Theorem A does not rely on technology from analytic number theory. Instead, our methods are combinatorial in nature and involve special types of averages over *almost primes* (defined below). To motivate our approach, we begin with a brief discussion of a well-known corollary of the Turán-Kubilius inequality.

Recall that \( \mathbb{P} \subseteq \mathbb{N} \) denotes the set of prime numbers and write \([N]\) for the set \( \{1, \ldots, N\} \). For a finite and non-empty set \( B \subseteq \mathbb{N} \) and a function \( a: B \to \mathbb{C} \) we denote the Cesàro average of \( a \) over \( B \) and the logarithmic average of \( a \) over \( B \) respectively by

\[
\mathbb{E}_{n \in B} a(n) := \frac{1}{|B|} \sum_{n \in B} a(n) \quad \text{and} \quad \mathbb{E}_{n \in B}^{\log} a(n) := \frac{\sum_{n \in B} a(n)/n}{\sum_{n \in B} 1/n}.
\]

As was already observed by Daboussi [Dab75, Lemma 1] and Kátai [Kát86, Eq. (3.1)], it follows from the Turán-Kubilius inequality (see for instance [Ell71, Lemma 4.1]) that

\[
\lim_{s \to \infty} \lim_{N \to \infty} \mathbb{E}_{n \in [N]} \left| \mathbb{E}_{p \in \mathbb{P} \cap [s]}^{\log} (1 - p1_{p|n}) \right| = 0, \tag{2.1}
\]

where

\[
1_{p|n} = \begin{cases} 
1, & \text{if } p \text{ divides } n, \\
0, & \text{otherwise}. 
\end{cases}
\]

One way of interpreting (2.1) is to say that for “large” \( s \) and for “almost all” \( n \in \mathbb{N} \) the number of primes in the interval \([s]\) that divide \( n \) is approximately equal to \( \sum_{p \leq s} 1/p \).

Even though (2.1) is commonly viewed as a corollary of the Turán-Kubilius inequality, we remark that its proof is significantly shorter and easier (it follows by choosing \( B = \mathbb{P} \cap [s] \) in Proposition 2.1 below).

An equivalent form of (2.1), which will be particularly useful for our purposes, states that for all \( \varepsilon > 0 \) there exists \( s_0 \in \mathbb{N} \) such that for all arithmetic functions \( a: \mathbb{N} \to \mathbb{C} \) bounded in absolute value by 1 and all \( s \geq s_0 \) one has

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} a(n) - \mathbb{E}_{p \in \mathbb{P} \cap [s]}^{\log} \mathbb{E}_{n \in [N/p]} a(pn) \right| \leq \varepsilon. \tag{2.2}
\]

We note that (2.1) is a special case of the so-called *dual form* of the Turán-Kubilius inequality, see [Ell71, Lemma 4.7], and generalizations thereof have recently found numerous fruitful applications (cf. [FH18, Tao16, TT18]). An important role in our proof of Theorem A will be played by a variant of (2.2), asserting that

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} a(n) - \mathbb{E}_{m \in B}^{\log} \mathbb{E}_{n \in [N/m]} a(mn) \right| \leq \varepsilon, \tag{2.3}
\]

for some special types of finite and non-empty subsets \( B \subseteq \mathbb{N} \). To clarify which choices of \( B \) work, besides \( B = \mathbb{P} \cap [s] \) as in (2.2), we will provide an easy to check criterion. Roughly speaking, our criterion says that \( B \) is good for (2.3) if two integers \( n \) and \( m \) chosen at random from \( B \) have a “high chance” of being coprime. The precise statement is as follows.

**Proposition 2.1.** Let \( B \subseteq \mathbb{N} \) be finite and non-empty. For any arithmetic function
a: \mathbb{N} \to \mathbb{C} bounded in modulus by 1 we have

\[ \limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} a(n) - \mathbb{E}_{m \in B} \mathbb{E}_{n \in [N/m]} a(mn) \right| \leq \left( \mathbb{E}_{m \in B} \mathbb{E}_{n \in B} \Phi(n, m) \right)^{1/2}, \quad (2.4) \]

where \( \Phi: \mathbb{N} \times \mathbb{N} \to \mathbb{N} \cup \{0\} \) is the function \( \Phi(m, n) := \gcd(m, n) - 1 \).

A proof of Proposition 2.1 can be found in Section 2.2.

The usefulness of Proposition 2.1 is that it reduces the task of finding sets for which (2.3) holds to the easier task of exhibiting sets for which \( \mathbb{E}_{m \in B} \mathbb{E}_{n \in B} \Phi(m, n) \) is very small. For example, the initial segment of the set of \( k \)-almost primes, \( \mathbb{P}_k := \{ n \in \mathbb{N} : \Omega(n) = k \} \), has this property. Indeed, one can verify that for any \( k \in \mathbb{N} \) and any \( \varepsilon > 0 \) there exists \( s_0 \in \mathbb{N} \) such that for all \( s \geq s_0 \) one has \( \mathbb{E}_{m \in \mathbb{P}_k \cap [s]} \mathbb{E}_{n \in \mathbb{P}_k \cap [s]} \Phi(m, n) \leq \varepsilon^2 \). In light of Proposition 2.1, this implies

\[ \limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} a(n) - \mathbb{E}_{m \in B} \mathbb{E}_{n \in [N/m]} a(mn) \right| \leq \varepsilon, \quad (2.5) \]

which is a natural generalization of (2.2) and perhaps of independent interest.

It is also interesting to observe that \( \mathbb{E}_{m \in \mathbb{P}_k \cap [s]} \mathbb{E}_{n \in \mathbb{P}_k \cap [s]} \Phi(m, n) \to \infty \) as \( s \to \infty \). In particular, (2.1), (2.2), and (2.5) fail severely if one tries to replace logarithmic averages with Cesàro averages.

One of the main technical ingredients in our proof of Theorem A is Lemma 2.2 below. It guarantees the existence of two finite non-empty subsets \( B_1, B_2 \subset \mathbb{N} \) with the property that for all \( n \in \mathbb{N} \) and any \( \varepsilon > 0 \) there exists \( \rho \in \mathbb{N} \cup \{0\} \) such that for all \( j \in \mathbb{N} \cup \{0\} \),

\[ |B_1 \cap [\rho^j, \rho^{j+1}]| = |B_2 \cap [\rho^j, \rho^{j+1}]| \quad \text{for all} \quad j \in \mathbb{N} \cup \{0\}; \]

(c) \( \mathbb{E}_{m \in B_1} \mathbb{E}_{n \in B_2} \Phi(m, n) \leq \varepsilon \) as well as \( \mathbb{E}_{m \in B_2} \mathbb{E}_{n \in B_2} \Phi(m, n) \leq \varepsilon \), where \( \Phi \) is as in Proposition 2.1.

The proof of Lemma 2.2 is given in Section 2.2. Before we embark on the proof of Theorem A, we need one final technical lemma whose proof is also delayed until Section 2.2.

**Lemma 2.3.** Fix \( \varepsilon \in (0, 1) \) and \( \rho \in (1, 1 + \varepsilon) \). Let \( B_1 \) and \( B_2 \) be finite non-empty subsets of \( \mathbb{N} \) with the property that

\[ |B_1 \cap [\rho^j, \rho^{j+1}]| = |B_2 \cap [\rho^j, \rho^{j+1}]| \quad \text{for all} \quad j \in \mathbb{N} \cup \{0\}. \]

Then for any \( a: \mathbb{N} \to \mathbb{C} \) with \( |a| \leq 1 \) we have

\[ \left| \mathbb{E}_{p \in B_1} \mathbb{E}_{n \in [N/p]} a(n) - \mathbb{E}_{q \in B_2} \mathbb{E}_{n \in [N/q]} a(n) \right| \leq 5\varepsilon. \quad (2.6) \]

We are now ready to prove Theorem A.

**Proof of Theorem A assuming Proposition 2.1 and Lemmas 2.2 and 2.3.** Let \( x \in X \) be arbitrary. Our goal is to show

\[ \lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{\Omega(n)} x) = \int f \, d\mu, \quad \forall f \in C(X). \quad (2.7) \]

For \( N \in \mathbb{N} \) denote by \( \mu_N \) the Borel probability measure on \( X \) uniquely determined by
Letting \( f \ d\mu_N = \mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)x) \) for all \( f \in \mathcal{C}(X) \). Then (2.7) is equivalent to the assertion that \( \mu_N \to \mu \) as \( N \to \infty \) in the weak-* topology on \( X \). Since \( (X, \mu, T) \) is uniquely ergodic, to prove \( \mu_N \to \mu \) it suffices to show that any limit point of \( \{\mu_N : N \in \mathbb{N}\} \) is \( T \)-invariant, because then all limit points of \( \{\mu_N : N \in \mathbb{N}\} \) equal \( \mu \) and hence the limit exists and equals \( \mu \). The \( T \)-invariance of any limit point of \( \{\mu_N : N \in \mathbb{N}\} \) follows from

\[
\lim_{N \to \infty} \left| \mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)x) - \mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)+1x) \right| = 0 \quad (2.8)
\]

for all \( f \in \mathcal{C}(X) \).

For the proof of (2.8), fix \( f \in \mathcal{C}(X) \). We can assume without loss of generality that \( f \) is bounded in modulus by 1. Let \( \varepsilon \in (0,1) \) and \( \rho \in (1,1 + \varepsilon] \) be arbitrary and, as guaranteed by Lemma 2.2, find two finite sets \( B_1, B_2 \subset \mathbb{N} \) satisfying conditions (a), (b), and (c). Combining (2.4) with property (c) gives

\[
\mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)x) = \mathbb{E}_{q \in B_2} \mathbb{E}_{n \in \mathbb{N}/q} f(T^\Omega(qn)x) + O(\varepsilon^{1/2}) + o_{N \to \infty}(1)
\]

as well as

\[
\mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)x) = \mathbb{E}_{p \in B_1} \mathbb{E}_{n \in \mathbb{N}/p} f(T^\Omega(pn)x) + O(\varepsilon^{1/2}) + o_{N \to \infty}(1).
\]

Since \( B_1 \) is comprised only of primes, we have \( T^\Omega(pn)x = T^\Omega(n)+1x \) for all \( p \in B_1 \). Similarly we have \( T^\Omega(qn)x = T^\Omega(n)+2x \) for all \( q \in B_2 \), because \( B_2 \) is comprised only of 2-almost primes. We conclude that

\[
\left| \mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)x) - \mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)+1x) \right| = \left| \mathbb{E}_{p \in B_1} \mathbb{E}_{n \in \mathbb{N}/p} f(T^\Omega(n)+2x) - \mathbb{E}_{q \in B_2} \mathbb{E}_{n \in \mathbb{N}/q} f(T^\Omega(n)+2x) \right| + O(\varepsilon^{1/2}) + o_{N \to \infty}(1) \quad (2.9)
\]

Finally, combining (2.9) with (2.6) from Lemma 2.3 yields

\[
\left| \mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)x) - \mathbb{E}_{n \in \mathbb{N}} f(T^\Omega(n)+1x) \right| = O(\varepsilon^{1/2}) + o_{N \to \infty}(1).
\]

Letting \( \varepsilon \) tend to 0 finishes the proof of (2.8).

\( \square \)

2.2. Proofs of Proposition 2.1 and Lemmas 2.2 and 2.3

We begin with the proof of Lemma 2.3.

Proof of Lemma 2.3. By splitting up the logarithmic averages over \( B_1 \) and \( B_2 \) into “\( p-\)
adics intervals $[\rho^j, \rho^{j+1}]$ and using the triangle inequality, we obtain

$$
\left| \mathbb{E}_{p \in B_1} \mathbb{E}_{n \in [N/p]} a(n) - \mathbb{E}_{q \in B_2} \mathbb{E}_{n \in [N/q]} a(n) \right|
= \left| \sum_{j=0}^{\infty} \left( \mathbb{E}_{p \in B_1} \mathbb{E}_{n \in [N/p]} 1_{[\rho^j, \rho^{j+1}]}(p) a(n) - \mathbb{E}_{q \in B_2} \mathbb{E}_{n \in [N/q]} 1_{[\rho^j, \rho^{j+1}]}(q) a(n) \right) \right| \quad (2.10)
\leq \sum_{j=0}^{\infty} \left| \mathbb{E}_{p \in B_1} \mathbb{E}_{n \in [N/p]} 1_{[\rho^j, \rho^{j+1}]}(p) a(n) - \mathbb{E}_{q \in B_2} \mathbb{E}_{n \in [N/q]} 1_{[\rho^j, \rho^{j+1}]}(q) a(n) \right|.
$$

Observe that for any $p, q \in [\rho^j, \rho^{j+1})$ we have

$$
| \mathbb{E}_{n \in [N/p]} a(n) - \mathbb{E}_{n \in [N/q]} a(n) | \leq \varepsilon \quad \text{and} \quad | \mathbb{E}_{n \in [N/p]} a(n) - \mathbb{E}_{n \in [N/q]} a(n) | \leq \varepsilon, \quad (2.11)
$$

because $p \leq 1 + \varepsilon$. Since $B_1 \cap [\rho^j, \rho^{j+1})$ has the same cardinality as $B_2 \cap [\rho^j, \rho^{j+1})$, we also have

$$
\mathbb{E}_{p \in B_1} \mathbb{E}_{n \in [N/p]} 1_{[\rho^j, \rho^{j+1}]}(p) \leq \frac{1}{\rho^j} |B_1 \cap [\rho^j, \rho^{j+1})| \leq \frac{1}{\rho^j} |B_2 \cap [\rho^j, \rho^{j+1})| \leq (1 + \varepsilon) \frac{1}{\rho^j} |B_2 \cap [\rho^j, \rho^{j+1})| \leq (1 + \varepsilon)^2 \mathbb{E}_{q \in B_2} \mathbb{E}_{n \in [N/q]} 1_{[\rho^j, \rho^{j+1}]}(q).
$$

Similarly, one can show that $\mathbb{E}_{p \in B_1} 1_{[\rho^j, \rho^{j+1}]}(p) \geq (1 + \varepsilon)^{-2} \mathbb{E}_{q \in B_2} 1_{[\rho^j, \rho^{j+1}]}(q)$. Since $\varepsilon < 1$, we can replace $(1 + \varepsilon)^2$ with $(1 + 3\varepsilon)$ and $(1 - \varepsilon)^{-2}$ with $(1 - 3\varepsilon)$ and obtain

$$
(1 - 3\varepsilon) \mathbb{E}_{q \in B_2} 1_{[\rho^j, \rho^{j+1}]}(q) \leq \mathbb{E}_{p \in B_1} 1_{[\rho^j, \rho^{j+1}]}(p) \leq (1 + 3\varepsilon) \mathbb{E}_{q \in B_2} 1_{[\rho^j, \rho^{j+1}]}(q). \quad (2.12)
$$

Combining (2.10), (2.11) and (2.12) proves (2.6). \qed

Next we state and prove a lemma which will be useful for the proof of Proposition 2.1.

**Lemma 2.4.** Let $B$ be a finite and non-empty subset of $\mathbb{N}$ and recall that $\Phi(m, n) = \gcd(m, n) - 1$. Then

$$
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} \left( 1 - \frac{1}{m \cdot \Phi(l, m)} \right)^2 = \mathbb{E}_{l \in B} \mathbb{E}_{m \in B} \Phi(l, m). \quad (2.13)
$$

**Proof.** By expanding the square on the left hand side of (2.13) we get

$$
\mathbb{E}_{n \in [N]} \left( 1 - \frac{1}{m \cdot \Phi(l, m)} \right)^2 = 1 - 2\Sigma_1 + \Sigma_2,
$$

where $\Sigma_1 := \mathbb{E}_{n \in [N]} \mathbb{E}_{m \in B} 1_{m \cdot \Phi(l, m)}$ and $\Sigma_2 := \mathbb{E}_{n \in [N]} \mathbb{E}_{l, m \in B} 1(l \cdot \Phi(l, m))(m \cdot \Phi(l, m))$.  

22
Note that \( \mathbb{E}_{n \in [N]} m_1 m_{|n|} = 1 + O \left( \frac{1}{N} \right) \) and therefore
\[
\Sigma_1 = 1 + O \left( \frac{1}{N} \right). \tag{2.15}
\]
Similarly, since \( \mathbb{E}_{n \in [N]} l m_1 l_{|n|} = \gcd(l, m) + O \left( \frac{1}{N} \right) \), we have
\[
\Sigma_2 = \mathbb{E}_{l \in B} \mathbb{E}_{m \in B} \log \gcd(l, m) + O \left( \frac{1}{N} \right) = 1 + \mathbb{E}_{l \in B} \mathbb{E}_{m \in B} \Phi(l, m) + O \left( \frac{1}{N} \right). \tag{2.16}
\]
Putting together (2.14), (2.15) and (2.16) completes the proof of (2.13).

**Proof of Proposition 2.1.** It follows from Lemma 2.4 and the Cauchy-Schwarz inequality that
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} \left| \mathbb{E}_{m \in B} \log \left( 1 - m_1 m_{|n|} \right) \right| \leq \left( \mathbb{E}_{l \in B} \mathbb{E}_{m \in B} \Phi(l, m) \right)^{1/2}.
\]
Thus, we have
\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} a(n) - \mathbb{E}_{m \in B, n \in [N/m]} \log a(mn) \right| = \limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} \mathbb{E}_{m \in B} \log a(n) \left( 1 - m_1 m_{|n|} \right) \right|
\leq \limsup_{N \to \infty} \mathbb{E}_{n \in [N]} \left| \mathbb{E}_{m \in B} \log \left( 1 - m_1 m_{|n|} \right) \right|.
\]
This proves (2.4).

Now that we have finished the proofs of Lemma 2.3 and Proposition 2.1, the remainder of this subsection is dedicated to the proof of Lemma 2.2. We begin with two helpful lemmas.

**Lemma 2.5.** Fix \( \varepsilon \in (0, 1) \) and let \( B \subset \mathbb{P} \) be a finite set of primes satisfying \( \sum_{m \in B} 1/m \geq \frac{1}{\varepsilon} \). Then
\[
\mathbb{E}_{m \in B} \mathbb{E}_{n \in B} \log \Phi(m, n) \leq \varepsilon.
\]

**Proof.** Since all elements in \( B \) are prime numbers, for \( m, n \in B \) the quantity \( \Phi(m, n) = \gcd(m, n) - 1 \) is non-zero if and only if \( m = n \). Hence
\[
\mathbb{E}_{m \in B} \mathbb{E}_{n \in B} \log \Phi(m, n) = \frac{\sum_{m,n \in B} \gcd(m,n) - 1}{\left( \sum_{m \in B} \frac{1}{m} \right)^2}
\leq \frac{\sum_{m \in B} \frac{1}{m^2}}{\left( \sum_{m \in B} \frac{1}{m} \right)^2}
\leq \frac{\sum_{m \in B} \frac{1}{m}}{\left( \sum_{m \in B} \frac{1}{m} \right)^2}
\leq \varepsilon.
\]
This finishes the proof.

**Lemma 2.6.** Fix \( \varepsilon \in (0, 1) \). Let \( P_1, P_2 \subset \mathbb{P} \) be finite sets of primes satisfying \( \sum_{p \in P_1} 1/p \geq \frac{3}{\varepsilon} \) and \( \sum_{q \in P_2} 1/q \geq \frac{3}{\varepsilon} \). Define \( B := \{ pq : p \in P_1, q \in P_2 \} \). Then
\[
\mathbb{E}_{m \in B} \mathbb{E}_{n \in B} \log \Phi(m, n) \leq \varepsilon.
\]
Proof. First we calculate that

\[
E_m \log E_n \log \Phi(m, n) = \sum_{m,n \in B} \frac{\gcd(m,n) - 1}{mn} \left( \sum_{m \in B} \frac{1}{m} \right)^2.
\]

Note that for \(m, n \in B\) the number \(\gcd(m,n)\) is either 1, or an element of \(P_1\), or an element of \(B\), or an element of \(B\). If it is 1 then \(\gcd(m,n) - 1 = 0\) and so this term does not contribute to \(E_m \log E_n \log \Phi(m, n)\) at all. The case where \(\gcd(m,n)\) belongs to \(B\) can only happen if \(m = n\). We can therefore write

\[
\sum_{m,n \in B} \frac{\gcd(m,n) - 1}{mn} = \sum_{m,n \in B, \gcd(m,n) \in P_1} \frac{\gcd(m,n) - 1}{mn} + \sum_{m,n \in B, \gcd(m,n) \in P_2} \frac{\gcd(m,n) - 1}{mn} + \sum_{m,n \in B, m = n} \frac{\gcd(m,n) - 1}{mn}.
\]

The third term can be bounded from above as follows:

\[
[3] \leq \sum_{m \in B} \frac{1}{m} = \left( \sum_{p \in P_1} \frac{1}{p} \right) \left( \sum_{q \in P_2} \frac{1}{q} \right).
\]

To estimate [1], note that if \(m, n \in B\) with \(\gcd(m,n) \in P_1\) then there exists \(p \in P_1\) and \(q_1, q_2 \in P_2\) such that \(m = pq_1\) and \(n = pq_2\). In this case, we have

\[
\frac{\gcd(m, n) - 1}{mn} \leq \frac{1}{pq_1 q_2}.
\]

This gives us

\[
[1] \leq \sum_{p \in P_1} \sum_{q_1, q_2 \in P_2} \frac{1}{pq_1 q_2} = \left( \sum_{p \in P_1} \frac{1}{p} \right) \left( \sum_{q \in P_2} \frac{1}{q} \right)^2.
\]

By symmetry we have

\[
[2] \leq \left( \sum_{p \in P_1} \frac{1}{p} \right)^2 \left( \sum_{q \in P_2} \frac{1}{q} \right).
\]

We conclude that

\[
\sum_{m,n \in B} \frac{\gcd(m,n) - 1}{mn} \left( \sum_{m \in B} \frac{1}{m} \right)^2 = \frac{[1] + [2] + [3]}{\left( \sum_{m \in B} \frac{1}{m} \right)^2}
\]

\[
\leq \frac{1}{\sum_{p \in P_1} \frac{1}{p} + \sum_{q \in P_2} \frac{1}{q} + \frac{1}{\sum_{p \in P_1} \frac{1}{p} \left( \sum_{q \in P_2} \frac{1}{q} \right)}
\]

\[
\leq \frac{\varepsilon}{3} + \frac{\varepsilon}{3} + \left( \frac{\varepsilon}{3} \right)^2
\]

\[
< \varepsilon.
\]

This finishes the proof.

Proof of Lemma 2.2. Fix \(\varepsilon \in (0, 1)\) and \(\rho \in (1, 1 + \varepsilon]\). It is a consequence of the Prime
Number Theorem that there exists \( j_0 \in \mathbb{N} \) and \( C > 0 \) such that
\[
|\mathbb{P} \cap [\rho^j, \rho^{j+1/2}]| \geq \frac{C \rho^j}{j}, \quad \forall j \geq j_0.
\]
Pick \( s \in \mathbb{N} \) sufficiently large such that \( \sum_{j_0 \leq l < s} C/l \geq 3/\varepsilon \), and define
\[
P_{1,l} := \mathbb{P} \cap [\rho^l, \rho^{l+1/2}) \quad \text{and} \quad P_1 := \bigcup_{j_0 \leq l < s} P_{1,l}.
\]
Observe that
\[
\sum_{p \in P_1} \frac{1}{p} = \sum_{j_0 \leq l < s} \sum_{p \in P_{1,l}} \frac{1}{p} \geq \sum_{j_0 \leq l < s} \frac{|P_{1,l}|}{\rho^l} \geq \sum_{j_0 \leq l < s} \frac{C}{l} \geq \frac{3}{\varepsilon}.
\]
Next, choose \( t \in \mathbb{N} \) sufficiently large such that \( \sum_{j \in [t]} C/(2|P_1|s_j) \geq 3/\varepsilon \). Then, for every \( j \in [t] \) let \( P_{2,j} \) be a subset of \( \mathbb{P} \cap [\rho^{s_j}, \rho^{s_j+1/2}) \) satisfying
\[
\frac{C \rho^{s_j}}{2|P_1|s_j} \leq |P_{2,j}| \leq \frac{C \rho^{s_j}}{|P_1|s_j},
\]
and define
\[
P_2 := \bigcup_{j \in [t]} P_{2,j}.
\]
A similar calculation to (2.17) shows that
\[
\sum_{j \in [t]} \frac{1}{p} \geq \frac{3}{\varepsilon}.
\]
Define \( B_2 := P_1 \cdot P_2 \). Certainly, \( B_2 \subseteq P_2 \). Moreover, combining Lemma 2.6 with (2.17) and (2.18) shows that \( \mathbb{E}^{\log}_{m \in B_2} \mathbb{E}^{\log}_{n \in B_2} \Phi(m, n) \leq \varepsilon \). Note that
\[
B_2 \cap [\rho^{s_j+l}, \rho^{s_j+l+1}) = P_{1,l} \cdot P_{2,j}
\]
for all \( j_0 \leq l < s \) and \( j \in [t] \). Therefore
\[
|B_2 \cap [\rho^{s_j+l}, \rho^{s_j+l+1})| \leq \frac{C \rho^{s_j}}{s_j} \leq |\mathbb{P} \cap [\rho^{s_j+l}, \rho^{s_j+l+1})|,
\]
which allows us to find for every \( j_0 \leq l < s \) and \( j \in [t] \) a set \( Q_{l,j} \subseteq \mathbb{P} \cap [\rho^{s_j+l}, \rho^{s_j+l+1}) \) with \( |Q_{l,j}| = |B_2 \cap [\rho^{s_j+l}, \rho^{s_j+l+1})| \). Now define \( B_1 := \bigcup_{j_0 \leq l < s} \bigcup_{j \in [t]} Q_{l,j} \). By construction, we have \( |B_1 \cap [\rho^{s_j+l}, \rho^{s_j+l+1})| = |B_2 \cap [\rho^l, \rho^{l+1})| \) for all \( j \in \mathbb{N} \cup \{0\} \). Moreover, using \( |B_1 \cap [\rho^l, \rho^{l+1})| = |B_2 \cap [\rho^l, \rho^{l+1})| \), we see that
\[
\sum_{m \in B_1} \frac{1}{m} \geq \frac{1}{\rho} \sum_{m \in B_2} \frac{1}{m} = \frac{1}{\rho} \left( \sum_{p \in P_1} \frac{1}{p} \right) \left( \sum_{q \in P_2} \frac{1}{q} \right) \geq \frac{9}{\rho \varepsilon^2} \geq \frac{1}{\varepsilon}.
\]
In light of Lemma 2.5, this shows that \( \mathbb{E}^{\log}_{m \in B_1} \mathbb{E}^{\log}_{n \in B_1} \Phi(m, n) \leq \varepsilon \). This finishes the proof that \( B_1 \) and \( B_2 \) satisfy (a), (b), and (c). \( \square \)

**Remark 2.7.** While the Prime Number Theorem was used in the proof of Lemma 2.2 to streamline its exposition, it is possible to avoid using it altogether. We refer the reader to...
3. Finitely generated and strongly uniquely ergodic systems

In this section we deal with Theorem B. In Section 3.1 we give an example which illustrates that the assumption of strong unique ergodicity imposed on the system \((Y, S)\) in Theorem B cannot be relaxed. In Section 3.2 we present a proof of Theorem B assuming the validity of a technical proposition, Proposition 3.2, whose proof is given in Section 3.3.

3.1. A counterexample

The following example describes a multiplicative topological dynamical system that is finitely generated and uniquely ergodic but not strongly uniquely ergodic. We will show that for this system there exists a function \(g \in \mathbb{C}(Y)\) and a point \(y \in Y\) such that (1.10) fails.

Example 3.1. Fix an arbitrary irrational number \(\alpha\) and denote by 
\[
\nu_2(n) := \max \{ e \in \mathbb{Z} : 2^e \mid n \}\n\]
the 2-adic valuation of a positive integer \(n\). Using \(\nu_2\), we can define a multiplicative topological dynamical system on the torus in the following way: Define for all \(n \in \mathbb{N}\) the map \(S_n : T \to T\) via
\[
S_n(x) = x + \nu_2(n)\alpha \mod 1.
\]

Since \(\nu_2(nm) = \nu_2(n) + \nu_2(m)\) for all \(m, n \in \mathbb{N}\), we have \(S_{nm} = S_n \circ S_m\) for all \(n, m \in \mathbb{N}\). In particular, \(S = (S_n)_{n \in \mathbb{N}}\) is an action of \((\mathbb{N}, \cdot)\) and \((T, S)\) is a multiplicative topological dynamical system.

Since \(S_p = \text{id}_T\) for all primes \(p > 2\), the system \((T, S)\) is finitely generated. Moreover, since \(S_2\) is rotation by \(\alpha\), any \(S\)-invariant measure on \(T\) must, in particular, be invariant under rotation by \(\alpha\). Since \(\alpha\) is irrational, the normalized Lebesgue measure is the only Borel probability measure with this property. We conclude that \((T, S)\) is uniquely ergodic. But \((T, S)\) is not strongly uniquely ergodic, because \(S_p = \text{id}_T\) for all primes \(p > 2\) and so any Borel probability measure on \(T\) pretends to be invariant under \(S\) (see Definition 1.13). To summarize, \((T, S)\) is a finitely generated multiplicative topological dynamical system that is uniquely ergodic but not strongly uniquely ergodic. We also have that for all \(y \in Y\) and \(g \in \mathbb{C}(Y)\)

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(y + \nu_2(n)\alpha) = \lim_{N \to \infty} \frac{1}{N} \sum_{0 \leq i \leq \frac{\log(N)}{\log(2)}} \frac{|\{n \in [N] : \nu_2(n) = i\}|}{N} g(y + i\alpha) = \frac{1}{2}g(y) + \frac{1}{4}g(y + \alpha) + \frac{1}{8}g(y + 2\alpha) + \frac{1}{16}g(y + 3\alpha) + \ldots,
\]

which shows that there exists no Borel probability measure \(\nu\) on \(T\) such that (1.10) holds for the system \((T, S)\) and all \(y \in Y\) and \(g \in \mathbb{C}(Y)\).
3.2. Proof of Theorem B

This subsection is dedicated to the proof of Theorem B. The main ingredient in our proof is the following technical result, which is proved in Section 3.3.

Proposition 3.2. Let \((Y, S)\) be a finitely generated multiplicative topological dynamical system and let \(R_1, \ldots, R_d\) denote the generators of \(S\). Then for every \(g \in C(Y)\), and \(e \in [d]\) with \(\sum_{p \in \mathbb{P}} S_p = R_e / p = \infty\) we have

\[
\lim_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_e S_n y) - \mathbb{E}_{n \in [N]} g(R^2_e S_n y) \right| = 0. \tag{3.1}
\]

Proof of Theorem B assuming Proposition 3.2. Let \((Y, S)\) be a finitely generated multiplicative topological dynamical system and let \(R_1, \ldots, R_d\) denote the generators of \(S\). We also assume that \((Y, S)\) is strongly uniquely ergodic, i.e., there exists only one Borel probability measure \(\nu\) on \(Y\) that pretends to be invariant under \(S\) (see Definition 1.13). For \(e \in [d]\) define \(P_e := \{p \in \mathbb{P} : S_p = R_e\}\) and let \(y \in Y\) be fixed. Our goal is to show

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} g(S_n y) = \int g \, d\nu \tag{3.2}
\]

for every \(g \in C(X)\).

Let \(\nu_N\) be the Borel probability measure on \(Y\) that is uniquely determined by \(\int g \, d\nu_N = \mathbb{E}_{n \in [N]} g(S_n y)\) for all \(g \in C(Y)\). Certainly, (3.2) is equivalent to the assertion that \(\nu_N \to \nu\) as \(N \to \infty\). Since \((Y, S)\) is strongly uniquely ergodic, to prove that \(\nu_N \to \nu\) it suffices to show that any limit point of \(\{\nu_N : N \in \mathbb{N}\}\) pretends to be invariant under \(S\), or in other words, any limit point of \(\{\nu_N : N \in \mathbb{N}\}\) is invariant under \(R_e\) for all \(e \in [d]\) for which \(\sum_{p \in P_e} 1/p = \infty\). This, in turn, follows from

\[
\lim_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(S_n y) - \mathbb{E}_{n \in [N]} g(R_e S_n y) \right| = 0. \tag{3.3}
\]

It remains to verify (3.3). Fix \(\varepsilon \in (0, 1)\) and \(e \in [d]\) for which \(\sum_{p \in P_e} 1/p = \infty\). Applying Proposition 2.1 once with \(a(n) = g(S_n y)\) and once with \(a(n) = g(R_e S_n y)\), we obtain

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(S_n y) - \mathbb{E}_{p \in B, n \in [N/p]} \mathbb{E} g(R_e S_n y) \right| \leq \left( \mathbb{E}_{m \in B} \mathbb{E} \Phi(m, n) \right)^{1/2},
\]

and

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_e S_n y) - \mathbb{E}_{p \in B, n \in [N/p]} \mathbb{E} g(R^2_e S_n y) \right| \leq \left( \mathbb{E}_{m \in B} \mathbb{E} \Phi(m, n) \right)^{1/2}.
\]

In view of Lemma 2.5, if \(s\) is sufficiently large and \(B := P_e \cap [s]\), then

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(S_n y) - \mathbb{E}_{p \in B, n \in [N/p]} g(R_e S_n y) \right| \leq \varepsilon, \tag{3.4}
\]

and

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_e S_n y) - \mathbb{E}_{p \in B, n \in [N/p]} g(R^2_e S_n y) \right| \leq \varepsilon. \tag{3.5}
\]
From Proposition 3.2 we get
\[
\lim_{N \to \infty} \frac{\sum_{n \in [N/p]} g(R_{e}S_{n}y)}{\sum_{n \in [N/p]} 1} = 0. \tag{3.6}
\]
Putting together (3.6) with (3.4) and (3.5) gives
\[
\limsup_{N \to \infty} \frac{\sum_{n \in [N]} g(S_{n}y)}{\sum_{n \in [N]} 1} \leq 2\varepsilon.
\]
Since \(\varepsilon\) can be made arbitrarily small, we get (3.3).

### 3.3. Proof of Proposition 3.2

Let us say \(A \subset \mathbb{N}\) is a DSR (Divergent Sum of Reciprocals) set if
\[
\sum_{n \in A} \frac{1}{n} = \infty.
\]
Note that DSR sets are partition regular, meaning that whenever one is partitioned into finitely many pieces, at least one of the pieces is itself DSR.

Suppose we are given a finite partition of \(\mathbb{N}\), i.e. \(\mathbb{N} = I_{1} \cup \ldots \cup I_{d}\). We define a relation \(\sim\) on the set \([d]\) of indices of this partition via
\[
e \sim e' \iff \text{at least one of the sets } I_{e} \cap I_{e'}, I_{e} \cap (I_{e'} - 1),
\]
\[
or I_{e} \cap (I_{e'} + 1) \text{ is a DSR set.}
\]
\[
\tag{3.7}
\]
The relation \(\sim\) is reflexive and symmetric, but it might not be transitive. Its transitive closure is the relation \(\approx\) defined as
\[
e \approx e' \iff \text{there exist } r \in [d] \text{ and } e_{1}, \ldots, e_{r} \in [d] \text{ such that } e_{1} = e,
\]
\[
e_{r} = e', \text{ and } e_{i} \sim e_{i+1} \text{ for all } i \in [r - 1].
\]
\[
\tag{3.8}
\]
It is not hard to see that \(\approx\) is an equivalence relation on \([d]\).

The next lemma generalizes Lemma 2.2 and is important for our proof of Proposition 3.2. Recall that \(\Phi(m, n) = \gcd(m, n) - 1\).

**Lemma 3.3.** Let \(\varepsilon \in (0, 1)\) and \(\rho \in (1, 1 + \varepsilon]\). Let \((Y, S)\) be a finitely generated multiplicative topological dynamical system and let \(R_{1}, \ldots, R_{d}\) denote the generators of \(S\). Define, for all \(e \in [d]\),
\[
P_{e} := \{p \in \mathbb{P} : S_{p} = R_{e}\} \quad \text{and} \quad I_{e} := \left\{ j \in \mathbb{N} : |P_{e} \cap [\rho^{j}, \rho^{j+1}]| \geq \frac{1}{d}|\mathbb{P} \cap [\rho^{j}, \rho^{j+1}]| \right\}.
\]
(i) For every \(e_{1} \in [d]\) with \(\sum_{p \in P_{e_{1}}} 1/p = \infty\) there exists \(e_{2} \in [d]\) for which \(I_{e_{2}}\) is a DSR set, and there exist finite and non-empty sets \(B_{1}, B_{2} \subset \mathbb{N}\) with the following properties:

(i-a) \(B_{1} \subset P_{e_{1}}\) and \(B_{2} \subset P_{e_{2}}\);

(i-b) \(|B_{1} \cap [\rho^{j}, \rho^{j+1}]| = |B_{2} \cap [\rho^{j}, \rho^{j+1}]|\) for all \(j \in \mathbb{N}\);

(i-c) \(\mathbb{E}_{n_{1} \in B_{1}} \mathbb{E}_{n_{2} \in B_{2}} \Phi(m, n) \leq \varepsilon\) and \(\mathbb{E}_{m_{1} \in B_{1}} \mathbb{E}_{n_{2} \in B_{2}} \Phi(m, n) \leq \varepsilon\).

(ii) For all \(e_{1}, e_{2} \in [d]\) with \(e_{1} \sim e_{2}\) there exist \(i \in \{-1, 0, 1\}\) and \(B_{1}, B_{2} \subset \mathbb{N}\) with the following properties:

(ii-a) \(B_{1} \subset P_{e_{1}}\) and \(B_{2} \subset P_{e_{2}}\);
Observe that for some positive constant \(\rho\), \(\rho \in [0, 2]\) for which \(\rho \geq 1\), and \(\rho \in \mathbb{N}\) have the properties
\[
\sum_{p \in P_{e_1}} 1/p = \infty.
\]

Let \(J\) denote the set of all \(j \in \mathbb{N}\) for which \(P_{e_1} \cap [\rho^j, \rho^{j+1}] \neq \emptyset\). Since \(N = \bigcup_{e \in [d]} I_e\), for every \(j \in J\) there exists \(e^{(j)} \in [d]\) such that \(j \in I_{e^{(j)}}\). Define, for \(e \in [d]\), the set
\[
Q_e := \bigcup_{e^{(j)} = e} P_{e_1} \cap [\rho^j, \rho^{j+1}].
\]

Observe that \(Q_1, \ldots, Q_d\) is a partition of \(P_{e_1}\). Since \(P_{e_1}\) is a DSR set and since DSR sets are partition regular, there exists \(e_2 \in [d]\) such that \(Q_{e_2}\) is DSR.

We claim that \(I_{e_2}\) is a DSR set. By (3.9) we have \(Q_{e_2} \cap [\rho^j, \rho^{j+1}] = \emptyset\) unless \(j \in I_{e_2}\). Therefore
\[
\sum_{p \in Q_{e_2}} \frac{1}{p} = \sum_{j \in I_{e_2}} \sum_{p \in Q_{e_2} \cap [\rho^j, \rho^{j+1}]} \frac{1}{p}.
\]

Note that
\[
\sum_{p \in Q_{e_2} \cap [\rho^j, \rho^{j+1}]} \frac{1}{p} \leq \sum_{p \in P \cap [\rho^j, \rho^{j+1}]} \frac{1}{p} \leq \frac{C}{j}
\]
for some positive constant \(C\). It follows that
\[
\sum_{p \in Q_{e_2}} \frac{1}{p} \leq C \sum_{j \in I_{e_2}} \frac{1}{j}.
\]

Since \(Q_{e_2}\) is DSR, this proves that \(I_{e_2}\) is also DSR.

Next, for every \(j \in \mathbb{N}\) let \(B_{1,j}\) be a subset of \(Q_{e_2} \cap [\rho^j, \rho^{j+1}]\) of size \(\min\{|Q_{e_2} \cap [\rho^j, \rho^{j+1}]|, |P_{e_2} \cap [\rho^j, \rho^{j+1}]|\}\) and let \(B_{2,j}\) be a subset of \(P_{e_2} \cap [\rho^j, \rho^{j+1}]\) of size \(\min\{|Q_{e_2} \cap [\rho^j, \rho^{j+1}]|, |P_{e_2} \cap [\rho^j, \rho^{j+1}]|\}\). Since both \(Q_{e_2}\) and \(P_{e_2}\) are DSR sets, it follows that \(\bigcup_{j \in \mathbb{N}} B_{1,j}\) and \(\bigcup_{j \in \mathbb{N}} B_{2,j}\) are DSR. Therefore, there exists \(s \in \mathbb{N}\) such that the sets \(B_1 := \bigcup_{j \in [s]} B_{1,j}\) and \(B_2 := \bigcup_{j \in [s]} B_{2,j}\) have the properties
\[
\sum_{m \in B_1} \frac{1}{m} \geq \frac{1}{\varepsilon} \quad \text{and} \quad \sum_{m \in B_2} \frac{1}{m} \geq \frac{1}{\varepsilon}.
\]

Therefore, in light of Lemma 2.5, the sets \(B_1\) and \(B_2\) satisfy (i-c). Since \(B_1 \subset Q_{e_2} \subset P_{e_1}\) and \(B_2 \subset P_{e_2}\), we see that \(B_1\) and \(B_2\) also satisfy (i-a). Finally, by construction, \(|B_1 \cap [\rho^j, \rho^{j+1}]| = |B_2 \cap [\rho^j, \rho^{j+1}]|\) for all \(j \in \mathbb{N}\), which implies (i-b).

Proof of Lemma 3.3, part (ii). Let \(e_1, e_2 \in [d]\) with \(e_1 \sim e_2\). This means that there exists \(i \in \{-1, 0, 1\}\) such that \(I_{e_1} \cap (I_{e_2} - i)\) is a DSR set. Let us now show how to construct
sets $B_1$ and $B_2$ satisfying (ii-a), (ii-b), and (ii-c). For every $j \in \mathbb{N}$ define
\[
   r_j := \min\{|P_{e_1} \cap [\rho^j, \rho^{j+1})|, |P_{e_2} \cap [\rho^{j+i}, \rho^{j+i+1})|\}.
\]
Note that for every $j \in I_{e_1} \cap (I_{e_2} - i)$ we have
\[
   r_j \geq \min\left\{\frac{1}{d}|P \cap [\rho^j, \rho^{j+1})|, \frac{1}{d}|P \cap [\rho^{j+i}, \rho^{j+i+1})|\right\}.
\]
(3.10)

For every $j \in \mathbb{N}$, let $B_{1,j}$ be a subset of $P_{e_1} \cap [\rho^j, \rho^{j+1})$ of size $r_j$ and let $B_{2,j}$ be a subset of $P_{e_2} \cap [\rho^{j+i}, \rho^{j+i+1})$ also of size $r_j$. We have
\[
   \sum_{j \in \mathbb{N}} \sum_{p \in B_{1,j}} \frac{1}{p} \geq \sum_{j \in \mathbb{N}} \sum_{p \in B_{1,j}} \frac{1}{r_j} \geq \sum_{j \in \mathbb{N}} \frac{r_j}{\rho^j}
\]
By (3.10) and the Prime Number Theorem we have that $r_j \geq C \varepsilon$ for all $j \in I_{e_1} \cap (I_{e_2} - i)$ and some constant $C > 0$. This, combined with the fact that $I_{e_1} \cap (I_{e_2} - i)$ is DSR, proves that the set $\bigcup_{i \in \mathbb{N}} B_{1,i}$ is DSR. An analogous argument shows that $\bigcup_{i \in \mathbb{N}} B_{2,j}$ is DSR. Therefore, there exists $s \in \mathbb{N}$ such that $B_1 := \bigcup_{j \in [s]} B_{1,j}$ and $B_2 := \bigcup_{j \in [s]} B_{2,j}$ have the properties
\[
   \sum_{m \in B_1} \frac{1}{m} \geq \frac{1}{\varepsilon} \quad \text{and} \quad \sum_{m \in B_2} \frac{1}{m} \geq \frac{1}{\varepsilon}.
\]
In light of Lemma 2.5, this means that the sets $B_1$ and $B_2$ satisfy (i-c). Moreover, by construction, we have $B_1 \subseteq P_{e_1}$ and $B_2 \subseteq P_{e_2}$, and also $|B_1 \cap [\rho^j, \rho^{j+1})| = |B_2 \cap [\rho^{j+i}, \rho^{j+i+1})|$ for all $j \in \mathbb{N}$. Therefore, $B_1$ and $B_2$ also satisfy (i-a) and (i-b).

For the proof of part (iii) of Lemma 3.3 we need another lemma.

**Lemma 3.4.** Suppose $\mathbb{N} = I_1 \cup \ldots \cup I_d$ is a partition of $\mathbb{N}$ and fix $e \in [d]$ for which $I_e$ is a DSR set. Let $C(e) := \{e' \in [d] : e' \approx e\}$ denote the $\approx$-equivalence class of an element $e \in [d]$ and define
\[
   I := \bigcup_{e' \in C(e)} I_{e'}.
\]
Then for every $\ell \in \mathbb{N}$ the set $\{n \in I : n + \ell \notin I\}$ is not a DSR set.

**Proof.** We will show that $\{n \in I : n + 1 \notin I\}$ is not DSR; from this the claim follows for $1$ replaced by arbitrary $\ell \in \mathbb{N}$. By way of contradiction, assume the set $\{n \in I : n + 1 \notin I\}$ is a DSR set. Since $\mathbb{N} \setminus I \subseteq \bigcup_{e' \notin C(e)} I_{e'}$, it follows from the partition regularity that for some $e' \notin C(e)$ the set $\{n \in I : n + 1 \in I_{e'}\}$ is DSR. But this implies $e' \approx e$, which contradicts $e' \notin C(e)$.

**Proof of Lemma 3.3, part (iii).** Fix $e_1 \in [d]$ for which $I_{e_1}$ is a DSR set. Since $I_{e_1}$ is DSR and $|P_{e_1} \cap [\rho^j, \rho^{j+1})| \geq 1/d |P \cap [\rho^j, \rho^{j+1})|$ for all $j \in I_{e_1}$, we have that
\[
   \sum_{p \in P_{e_1}} \frac{1}{p} = \infty.
\]
Pick \( s \in \mathbb{N} \) sufficiently large such that
\[
\sum_{p \in P_{e_1}, \ p < \rho^s + 1} \frac{1}{p} \geq \frac{12d^2}{\varepsilon}.
\] (3.11)

Define \( I := \bigcup_{e \in \mathcal{C}(e_1)} I_e \) and consider the set \( I' := \{ n \in I : n + 1 \in I, \ n + 2 \in I, \ldots, \ n + s \in I \} \). In view of Lemma 3.4, the set
\[
I \setminus I' = \bigcup_{\ell \in [s]} \{ n \in I : n + \ell \notin I \}
\]
is not a DSR set. In particular, this means \( I_{e_1} \setminus I' \) is not DSR, because \( I_{e_1} \subset I \). It follows that \( E := I_{e_1} \cap I' \) must be a DSR set.

By definition, every element \( n \in E \) has the property that for all \( l \in [s] \) the number \( n + l \) belongs to \( I_e \) for some \( e \) in the equivalence class of \( e_1 \). In other words, if we define the set \( K_{n,e} \subset [s] \) via

\[
l \in K_{n,e} \iff n + l \in I_e,
\]

then, as \( e \) runs through \( \mathcal{C}(e_1) \), the sets \( K_{n,e} \) exhaust \([s]\), i.e.,
\[
[s] = \bigcup_{e \in \mathcal{C}(e_1)} K_{n,e}, \quad \text{for all } n \in E.
\]

This allows us to write
\[
\sum_{p \in P_{e_1}, \ p < \rho^s + 1} \frac{1}{p} = \sum_{e \in \mathcal{C}(e_1)} \sum_{l \in K_{n,e}} \sum_{p \in P_{e_1} \cap [\rho^l, \rho^{l+1})} \frac{1}{p}.
\]

Note that \( \mathcal{C}(e_1) \) contains at most \( d \)-many elements. Therefore, by the pigeonhole principle, it follows from (3.11) that for some \( e^{(n)} \in \mathcal{C}(e_1) \) we have
\[
\sum_{l \in K_{n,e^{(n)}}} \sum_{p \in P_{e_1} \cap [\rho^l, \rho^{l+1})} \frac{1}{p} \geq \frac{12d}{\varepsilon}.
\] (3.12)

In summary, we have found for every \( n \in E \) an element \( e^{(n)} \in \mathcal{C}(e_1) \) and a subset \( K_{n,e^{(n)}} \subset [s] \) such that \( n + l \in I_{e^{(n)}} \) for every \( l \in K_{n,e^{(n)}} \) and (3.12) holds. There are only finitely many choices for both \( e^{(n)} \) and \( K_{n,e^{(n)}} \). Therefore there exists \( e_2 \in \mathcal{C}(e_1) \), \( K \subset [s] \), and \( E' \subset E \) such that \( E' \) is still a DSR set and \( e^{(n)} = e \) and \( K_{n,e^{(n)}} = K \) for all \( n \in E' \).

From (3.12) it follows that
\[
\sum_{l \in K} \sum_{p \in P_{e_1} \cap [\rho^l, \rho^{l+1})} \frac{1}{p} \geq \frac{12d}{\varepsilon}.
\]

We can write the left hand side of the above inequality as
\[
\sum_{l \in K} \sum_{p \in P_{e_1} \cap [\rho^l, \rho^{l+1})} \frac{1}{p} = \sum_{i \in \{0, 1, \ldots, 4d - 1\}} \sum_{l \in K} \sum_{p \in P_{e_1} \cap [\rho^{l+i/(4d)}, \rho^{l+(i+1)/(4d)})} \frac{1}{p}.
\]
It follows that there exists \( i_1 \in \{0, 1, \ldots, 4d - 1\} \) such that
\[
\sum_{l \in K} \sum_{p \in P_{e_1} \cap [p^{j+i_1/(4d)}, p^{j+(i_1+1)/(4d})]} \frac{1}{p} \geq \frac{3}{\varepsilon}.
\]

Define \( P' := \bigcup_{l \in K} P_{e_1} \cap [p^{j+i_1/(4d)}, p^{j+(i_1+1)/(4d})] \). Then \( P' \subset P_{e_1} \) and
\[
\sum_{p \in P'} \frac{1}{p} \geq \frac{3}{\varepsilon},
\] (3.13)

Next, observe that \( j + l \in I_{e_2} \) for all \( j \in E' \) and \( l \in K \). Since \( E' \subset I_{e_1} \), we have \( |P_{e_1} \cap [p^j, p^{j+1})| \geq 1/d |\mathbb{P} \cap [p^j, p^{j+1})| \) for all \( j \in E' \). Moreover, by the Prime Number Theorem, for all but finitely many \( j \in E' \) we have
\[
|P_{e_1} \cap [p^{j+i/(4d)}, p^{j+(i+1)/(4d})]| \leq \frac{1}{2d} |\mathbb{P} \cap [p^j, p^{j+1})|.
\]

Therefore, for all but finitely many \( j \in E' \), if we split the set \( P_{e_1} \cap [p^j, p^{j+1}) \) into \( 4d \) many pieces,
\[
P_{e_1} \cap [p^j, p^{j+1}) = \bigcup_{i \in \{0, 1, \ldots, 4d-1\}} P_{e_1} \cap [p^j+i/(4d), p^j+(i+1)/(4d})],
\]
then at least two of the pieces will have size at least \( \frac{1}{8d} |\mathbb{P} \cap [p^j, p^{j+1})| \), that is, there exist \( u_j, v_j \in \{0, 1, \ldots, 4d-1\} \) such that
\[
|P_{e_1} \cap [p^j+u_j/(4d), p^j+(u_j+1)/(4d})| \geq \frac{1}{8d} |\mathbb{P} \cap [p^j, p^{j+1})|
\]
and
\[
|P_{e_1} \cap [p^j+v_j/(4d), p^j+(v_j+1)/(4d})| \geq \frac{1}{8d} |\mathbb{P} \cap [p^j, p^{j+1})|.
\]

Since there are only finitely many choices for \( u_j \) and \( v_j \), we can pass to a subset \( E'' \subset E' \) which is still DSR and such that \( v_j = v \) and \( u_j = u \) for all \( j \in E'' \), where \( u, v \in \{0, 1, \ldots, 4d-1\} \) are fixed. By further refining \( E'' \) if necessary, we can also assume without loss of generality that \( E'' \) intersects any interval of length \( s \) in at most one point and, additionally,
\[
|\mathbb{P} \cap [p^{j+l}, p^{j+l+1})| \geq \frac{1}{8} |\mathbb{P} \cap [p^j, p^{j+1})|, \quad \forall l \in K, \forall j \in E''.
\] (3.14)

Since \( u \) and \( v \) are distinct, we either have \( u + i_1 \neq 4d - 1 \) or \( v + i_1 \neq 4d - 1 \). If the former holds, then define \( i_2 := u \), otherwise define \( i_2 := v \). Either way, we have
\[
|P_{e_1} \cap [p^{j+i_2/(4d)}, p^{j+(i_2+1)/(4d})]| \geq \frac{1}{8d} |\mathbb{P} \cap [p^j, p^{j+1})|
\]
for all \( j \in E'' \). This allows us to find \( Q_j \subset P_{e_1} \cap [p^{j+i_2/(4d)}, p^{j+(i_2+1)/(4d})] \) of size
\[
\frac{|\mathbb{P} \cap [p^j, p^{j+1})|}{16d|P'|} \leq |Q_j| \leq \frac{|\mathbb{P} \cap [p^j, p^{j+1})|}{8d|P'|}.
\] (3.15)

Since \( E'' \) is a DSR set, it follows from (3.15), combined with the Prime Number Theorem, that the set \( \bigcup_{j \in E''} Q_j \) is DSR. This implies that there exists \( t \in \mathbb{N} \) such that the set
\[ P'' := \bigcup_{j \in E'' \cap \{ t \}} Q_j \]
\[ \sum_{p \in P''} \frac{1}{p} \geq \frac{3}{\varepsilon}. \]  

(3.16)

Define \( i := \lfloor (i_1 + i_2)/4d \rfloor \). It is straightforward to calculate that

\[ P' \cdot P'' \subset \bigcup_{j \in E'' \cap K} \bigcup_{l \in K} \left[ \rho^{j+l+i}(i_1+i_2)/(4d), \rho^{j+l+i}(i_1+i_2+2)/(4d) \right]. \]

Since \( i_1 + i_2 \neq 4d - 1 \), we either have \((i_1 + i_2 + 2)/(4d) \leq 1 \) or \((i_1 + i_2)/(4d) \geq 1 \). Therefore

\[ \left[ \rho^{j+l+i}(i_1+i_2)/(4d), \rho^{j+l+i}(i_1+i_2+2)/(4d) \right] \subset \left[ \rho^{j+l+i}, \rho^{j+l+i+1} \right], \]

which implies

\[ P' \cdot P'' \subset \bigcup_{j \in E'' \cap K} \left[ \rho^{j+l+i}, \rho^{j+l+i+1} \right]. \]

Moreover, since \( E'' \) intersects all shifts of \( K \) in at most one point, we have

\[ (P' \cdot P'') \cap \left[ \rho^{j+l+i}, \rho^{j+l+i+1} \right] = Q_j \cdot \left( P_{e_1} \bigcap \left[ \rho^{j+l+i/(4d)}, \rho^{j+l+i+1/(4d)} \right] \right). \]  

(3.17)

We are now ready to construct the sets \( B_1 \) and \( B_2 \) satisfying (iii-a), (iii-b), and (iii-c). Take \( B_1 := P' \cdot P'' \). Since \( P' \subset P_{e_1} \) and \( P'' \subset P_{e_1} \), we have that \( B_1 \subset \{pq : p, q \in P_{e_1}\} \). Moreover, using Lemma 2.6 together with (3.13) and (3.16) proves that \( \mathbb{E}_{m \in B_1}^{\log} \mathbb{E}_{n \in B_1}^{\log} \Phi(m, n) \leq \varepsilon \).

Next, note that from (3.14), (3.15), and (3.17) it follows that for every \( j \in E'' \cap \{ t \} \) and every \( l \in K \) we have

\[ B_1 \bigcap \left[ \rho^{j+l+i}, \rho^{j+l+i+1} \right] \leq \frac{1}{d} | \mathbb{P} \bigcap \left[ \rho^{j+l}, \rho^{j+l+1} \right] |. \]

Moreover, since \( j + l \in I_{e_2} \), we have

\[ P_{e_2} \bigcap \left[ \rho^{j+l}, \rho^{j+l+1} \right] \geq \frac{1}{d} | \mathbb{P} \bigcap \left[ \rho^{j+l}, \rho^{j+l+1} \right] |. \]

Therefore, for all \( j \in E'' \cap \{ t \} \) and \( l \in K \), we can find \( P_{2,j,l} \subset P_{e_2} \bigcap \left[ \rho^{j+l}, \rho^{j+l+1} \right] \) with

\[ |P_{2,j,l}| = |B_1 \bigcap \left[ \rho^{j+l+i}, \rho^{j+l+i+1} \right]|. \]

Define \( P_2 := \bigcup_{j \in E'' \cap \{ t \}, l \in K} P_{2,j,l} \). Then \( B_2 \subset P_{e_2} \) and also \(|B_1 \bigcap \left[ \rho^j, \rho^{j+1} \right]| = |B_2 \bigcap \left[ \rho^{j+i}, \rho^{j+i+1} \right]| \) for all \( j \in \mathbb{N} \). Moreover, using \(|B_1 \bigcap \left[ \rho^j, \rho^{j+1} \right]| = |B_2 \bigcap \left[ \rho^{j+i}, \rho^{j+i+1} \right]| \), we see that

\[ \sum_{m \in B_2} \frac{1}{m} \geq \frac{1}{\rho} \sum_{m \in B_1} \frac{1}{m} = \frac{1}{\rho} \left( \sum_{p \in P''} \frac{1}{p} \right) \left( \sum_{q \in E''} \frac{1}{q} \right) \geq \frac{9}{\rho \varepsilon^2} \geq \frac{1}{\varepsilon}. \]

In light of Lemma 2.5, this shows that \( \mathbb{E}_{m \in B_2}^{\log} \mathbb{E}_{n \in B_2}^{\log} \Phi(m, n) \leq \varepsilon \). This finishes the proof that \( B_1 \) and \( B_2 \) satisfy (iii-a), (iii-b), and (iii-c).

Here is another lemma which we use in our proof of Proposition 3.2.

**Lemma 3.5.** Fix \( \varepsilon \in (0, 1) \) and \( \rho \in (1, 1 + \varepsilon) \) and \( i \in \{-1, 0, 1\} \). Let \((Y, S)\) be a
Proof of Lemma 3.5. Let $R_1, \ldots, R_d$ denote the generators of $S$, and define $N^k_e := \{ n \in \mathbb{N} : S_n = R^k_e \}$. Suppose there exist $k_1, k_2 \in \{1, 2\}, e_1, e_2 \in [d]$, and finite and non-empty sets $B_1, B_2 \subset \mathbb{N}$ such that

(a) $B_1 \subset N^k_{e_1}$ and $B_2 \subset N^k_{e_2}$;
(b) $|B_1 \cap [\rho^j, \rho^{j+1})| = |B_2 \cap [\rho^j, \rho^{j+1})|$ for all $j \in \mathbb{N}$;
(c) $E_{m \in B_1} \log E_{n \in B_1} \Phi(m, n) \leq \varepsilon$ and $E_{m \in B_2} \log E_{n \in B_2} \Phi(m, n) \leq \varepsilon$.

Then for every $y \in Y$ and every $g \in C(Y)$ with $\sup_{y \in Y} |g(y)| \leq 1$ we have

$$\limsup_{N \to \infty} \left| E_{n \in [N]} g(R^k_{e_1} S_n y) - E_{n \in [N]} g(R^k_{e_2} S_n y) \right| \leq 17 \varepsilon^{1/2}.$$

For the proof of Lemma 3.5 we need a variant of Lemma 2.3.

Lemma 3.6. Fix $\varepsilon \in (0, 1)$, $\rho \in (1, 1 + \varepsilon)$, and $i \in \{-1, 0, 1\}$. Let $B_1$ and $B_2$ be finite non-empty subsets of $\mathbb{N}$ with the property that $|B_1 \cap [\rho^j, \rho^{j+1})| = |B_2 \cap [\rho^j, \rho^{j+1})|$ for all $j \in \mathbb{N} \cup \{0\}$. Then for any $a : \mathbb{N} \to \mathbb{C}$ with $|a| \leq 1$ we have

$$\left| \frac{E_{p \in B_1} \log E_{n \in [N/p]} a(n)}{E_{Q \in B_2} \log E_{n \in [N/Q]} a(n)} \right| \leq 15 \varepsilon.$$

The proof of Lemma 3.6 is analogous to the proof of Lemma 2.3 and therefore omitted.

Proof of Lemma 3.5. First, in light of Proposition 2.1, it follows from assumption (c) that

$$\limsup_{N \to \infty} \left| E_{n \in [N]} g(R^k_{e_1} S_n y) - E_{n \in [N]} g(R^k_{e_2} S_n y) \right| \leq \varepsilon^{1/2},$$

$$\limsup_{N \to \infty} \left| E_{n \in [N]} g(R^k_{e_1} S_n y) - E_{n \in [N]} g(R^k_{e_1} R^k_{e_2} S_n y) \right| \leq \varepsilon^{1/2}.$$

Note that $g(R^k_{e_1} S_n y) = g(R^k_{e_2} S_n y) = g(R^k_{e_1} R^k_{e_2} S_n y)$ for all $n \in \mathbb{N}$, $p \in B_1$, and $q \in B_2$, because $B_1 \subset N^k_{e_1}$ and $B_2 \subset N^k_{e_2}$. Therefore

$$\limsup_{N \to \infty} \left| E_{n \in [N]} g(R^k_{e_1} S_n y) - E_{n \in [N]} g(R^k_{e_1} R^k_{e_2} S_n y) \right| \leq \varepsilon^{1/2},$$

$$\limsup_{N \to \infty} \left| E_{n \in [N]} g(R^k_{e_1} S_n y) - E_{n \in [N]} g(R^k_{e_1} R^k_{e_2} S_n y) \right| \leq \varepsilon^{1/2}.$$

The claim now follows from Lemma 3.6. \qed

Proof of Proposition 3.2. Let $\varepsilon \in (0, 1)$ and $\rho \in (1, 1 + \varepsilon]$ be arbitrary and define $N^k_{e} := \{ n \in \mathbb{N} : S_n = R^k_e \}$, $P_e := \{ p \in \mathbb{P} : S_p = R_e \}$, and

$$I_e := \left\{ j \in \mathbb{N} : \left| P_e \cap [\rho^j, \rho^{j+1}) \right| \geq \frac{1}{d} \left| \mathbb{P} \cap [\rho^j, \rho^{j+1}) \right| \right\}.$$

Take $e \in [d]$ such that $\sum_{p \in P_e} 1/p = \infty$. Combining part (i) of Lemma 3.3 with Lemma 3.5 we can find $e' \in [d]$ such that $I_{e'}$ is DSR and

$$\limsup_{N \to \infty} \left| E_{n \in [N]} g(R_e S_n y) - E_{n \in [N]} g(R_{e'} S_n y) \right| \leq 17 \varepsilon^{1/2} \quad (3.18)$$

uniformly over all $y \in Y$ and $g \in C(Y)$ with $\sup_{y \in Y} |g(y)| \leq 1$. Since (3.18) holds uniformly over all $g \in C(Y)$ with $\sup_{y \in Y} |g(y)| \leq 1$, we can replace $g$ with $g \circ R_e$ and $g \circ R_{e'}$ and
deduce that

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_{e}^{2}S_{n}y) - \mathbb{E}_{n \in [N]} g(R_{e}^{2}S_{n}y) \right| \leq 34 \varepsilon^{1/2}. \tag{3.19}
\]

Next, from part (iii) of Lemma 3.3 and Lemma 3.5, we know there exists \( e'' \in [d] \) with \( e' \approx e'' \) such that

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_{e'}^{2}S_{n}y) - \mathbb{E}_{n \in [N]} g(R_{e''}S_{n}y) \right| \leq 17 \varepsilon^{1/2}. \tag{3.20}
\]

Since \( e' \approx e'' \), there exist \( r \in [d] \) and \( e_1, \ldots, e_r \in [d] \) such that \( e' = e_1, e'' = e_r \), and \( e_i \sim e_{i+1} \) for all \( i \in [r - 1] \). It then follows from part (ii) of Lemma 3.3 and Lemma 3.5 that for all \( i \in [r - 1] \),

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_{e_i}S_{n}y) - \mathbb{E}_{n \in [N]} g(R_{e_{i+1}}S_{n}y) \right| \leq 17 \varepsilon^{1/2}. \tag{3.21}
\]

Using (3.21) and the fact that \( e_1 = e' \) and \( e_r = e'' \) we obtain

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_{e}^{r}S_{n}y) - \mathbb{E}_{n \in [N]} g(R_{e}S_{n}y) \right| \leq 17(r - 1) \varepsilon^{1/2}. \tag{3.22}
\]

From (3.20) and (3.22) it now follows that

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_{e}^{2}S_{n}y) - \mathbb{E}_{n \in [N]} g(R_{e}S_{n}y) \right| \leq 17 \varepsilon^{1/2}. \tag{3.23}
\]

Finally, combining (3.23) with (3.18) and (3.19) we get

\[
\limsup_{N \to \infty} \left| \mathbb{E}_{n \in [N]} g(R_{e}^{2}S_{n}y) - \mathbb{E}_{n \in [N]} g(R_{e}S_{n}y) \right| \leq 17(r + 3) \varepsilon^{1/2}.
\]

Since \( \varepsilon \) was arbitrary, this proves (3.1).

\[\square\]

4. Applications of Theorem A

The purpose of this section is to give proofs of Corollaries 1.5, 1.6, 1.7, 1.8, 1.9.

Proof of Corollary 1.5. Let \( Q(t) = c_k t^k + \ldots + c_1 t + c_0 \) be a real polynomial and assume that at least one of the coefficients \( c_1, \ldots, c_k \) is irrational. Following Furstenberg’s method (see [Fur81, pp. 68–69]) one can write, for every \( h \in \mathbb{Z} \), the sequence \( e(hQ(n)) \), \( n \in \mathbb{N} \), in the form \( f(T^n x) \), \( n \in \mathbb{N} \), using the unipotent affine transformation \( T : \mathbb{T}^k \to \mathbb{T}^k \) defined by

\[
T(x_1, \ldots, x_k) = (x_1 + c_k, x_2 + x_1, x_3 + x_2, \ldots, x_k + x_{k-1}), \quad \forall (x_1, \ldots, x_k) \in \mathbb{T}^k.
\]

Indeed, define \( p_k(t) = Q(t) \) and, for \( i = k - 1, \ldots, 1 \), define inductively the polynomial \( p_i \) as

\[
p_i(t) := p_{i+1}(t+1) - p_{i+1}(t).
\]

Also, let \( x \) denote the point \( (p_1(0), \ldots, p_k(0)) \) in \( \mathbb{T}^k \). One can verify that the orbit of the point \( x \) under \( T \) is the sequence \( (p_1(n), \ldots, p_k(n)) \). In particular, if \( h \in \mathbb{Z} \) and \( f : \mathbb{T}^k \to \mathbb{C} \) denotes the function \( f(x_1, \ldots, x_k) = e(hx_k) \), then we have

\[
f(T^n x) = e(hQ(n)), \quad n \in \mathbb{N},
\]
as well as
\[ f(T^{\Omega(n)}x) = e(hQ(\Omega(n))), \quad n \in \mathbb{N}. \]

Next, let \( X \) be the orbit closure of \( x \) under \( T \). Since \((X, T)\) is a transitive system, it is also uniquely ergodic, because all transitive unipotent affine transformations are uniquely ergodic (one way of seeing this is to note that any unipotent affine transformation is a nil-translation and for niltranslations this is a well established fact, see Proposition 6.1 below). Since one of the coefficients \( c_1, \ldots, c_k \) is irrational, we have \( \lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(hQ(n)) = 0 \) as long as \( h \) is non-zero. This implies that the integral of \( f \) with respect to the unique \( T \)-invariant Borel probability measure on \( X \) equals 0. Therefore, by Theorem A, we have

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{\Omega(n)}x) = \lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(hQ(\Omega(n))) = 0
\]

for every non-zero \( h \in \mathbb{Z} \). By Weyl’s equidistribution criterion, this implies that \( Q(\Omega(n)), n \in \mathbb{N} \), is uniformly distributed mod 1.

**Proof of Corollary 1.6.** Let \( Q : \mathbb{N} \to \mathbb{R} \) be a generalized polynomial. By Weyl’s equidistribution criterion, to prove the equivalence between the uniform distribution mod 1 of the sequences \( Q(n) \) and \( Q(\Omega(n)) \), it suffices to show that for every \( h \in \mathbb{Z} \) we have

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(hQ(n)) = \lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(hQ(\Omega(n))). \tag{4.1}
\]

Let \( h \in \mathbb{Z} \) be arbitrary. According to [BL07, Theorem A] there exists a nilmanifold \( X = G/T \), a niltranslation \( T : X \to X \), a point \( x \in X \), and a Riemann integrable function \( \tilde{F} : X \to [0,1) \) such that

\[
\{Q(n)\} = \tilde{F}(T^n x), \quad \forall n \in \mathbb{N},
\]

where \( \{Q(n)\} \) is the fractional part of \( Q(n) \). By replacing, if needed, \( X \) with \( \{T^n x : n \in \mathbb{Z}\} \), we can assume without loss of generality that the orbit of \( x \) under \( T \) is dense in \( X \). In this case the nilsystem \((X, T)\) is uniquely ergodic (see Proposition 6.1 below).

Now define the function \( F : X \to \mathbb{C} \) as \( F(y) = e(h\tilde{F}(y)) \) for all \( y \in X \). This allows us to rewrite (4.1) as

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} F(T^n x) = \lim_{N \to \infty} \mathbb{E}_{n \in [N]} F(T^{\Omega(n)} x). \tag{4.2}
\]

Since \((X, T)\) is uniquely ergodic, it follows from Theorem A that (4.2) holds when \( F \) is replaced by any continuous function. But if it holds for all continuous functions, then it also holds for Riemann integrable functions. Since \( F \) is Riemann integrable, we conclude that (4.2) is true.

**Proof of Corollary 1.7.** Fix \( q \geq 2 \) and let \( m \in \mathbb{N} \) with \( \gcd(q-1, m) = 1 \). Consider the sequence

\[
x_n := e(cs_q(n)),
\]

where \( s_q \) denotes the sum of digits of \( n \) in base \( q \) and \( c \in \mathbb{R} \). We can view \( x = (x_n) \) as an element in the space \( \mathbb{D}^\mathbb{N} \), where \( \mathbb{D} := \{z \in \mathbb{C} : |z| < 1\} \). Let \( T \) be the left-shift on \( \mathbb{D}^\mathbb{N} \), i.e., \( T \) is the map that takes a sequence \((y_n)_{n \in \mathbb{N}}\) to the sequence \((y_{n+1})_{n \in \mathbb{N}}\). Let \( X \subset \mathbb{D}^\mathbb{N} \)
denote the orbit closure of $x$ under the transformation $T$, 
$$X = \{ T^n x : n \in \mathbb{N} \cup \{0\} \}.$$ 
Then $(X, T)$ is an additive topological dynamical system. It is known (cf. [Que10, p. 122]) that if $c(q - 1)$ is not an integer, then $(X, T)$ is uniquely ergodic. Therefore, in light of Theorem A, we have for any $f \in C(X)$,
$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{\Omega(n)} x) = \lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^n x).$$
(4.3)
Note that if $f : \mathbb{D}^N \to \mathbb{D}$ is the function that maps a sequence $(y_n)$ in $\mathbb{D}^N$ onto its first coordinate $y_1$, then
$$f(T^n x) = e(cs_q(n)), \quad \text{and} \quad f(T^{\Omega(n)} x) = e(cs_q(\Omega(n))).$$
Therefore (4.3) implies
$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e\left(\frac{r}{m}s_q(\Omega(n))\right) = \lim_{N \to \infty} \mathbb{E}_{n \in [N]} e\left(\frac{r}{m}s_q(n)\right).$$
(4.4)
As we have mentioned in Section 1.1, Gelfond [Gel68] showed that if $m$ and $q - 1$ are coprime then for all $r \in \{0, 1, \ldots, m - 1\}$ the set of $n$ for which $s_q(n) \equiv r \mod m$ has asymptotic density $1/m$. This is equivalent to
$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e\left(\frac{r}{m}s_q(\Omega(n))\right) = 0, \quad \forall r \in \{1, \ldots, m - 1\}. $$
By (4.4), this implies
$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e\left(\frac{r}{m}s_q(\Omega(n))\right) = 0, \quad \forall r \in \{1, \ldots, m - 1\}, $$
which shows that the set of $n$ for which $s_q(\Omega(n)) \equiv r \mod m$ has asymptotic density $1/m$. 

Proof of Corollary 1.8. Let $(X, T)$ be a uniquely ergodic additive topological dynamical system and let $\mu$ denote the corresponding unique $T$-invariant Borel probability measure on $X$. Our goal is to prove
$$\lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq n \leq N, \text{n squarefree}} f(T^{\Omega(n)} x) = \frac{6}{\pi^2} \left( \int f \, d\mu \right)$$
(4.5)
for all $f \in C(X)$ and $x \in X$. Let $1_{\square\text{-free}}(n)$ denote the indicator function of the set of squarefree numbers. Then (4.5) can be rewritten as
$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} 1_{\square\text{-free}}(n) f(T^{\Omega(n)} x) = \frac{6}{\pi^2} \left( \int f \, d\mu \right).$$
(4.6)
Recall that $\mu : \mathbb{N} \to \{-1, 0, 1\}$ denotes the Möbius function. To prove (4.6), we utilize the
well-known fact that \( \sum_{d|n} \mu(d) = 1_{\square}\text{-free}(n) \), which implies

\[
1_{\square}\text{-free}(n) f(T^{\Omega(n)} x) = \sum_{d^2|n} \mu(d) f(T^{\Omega(n)} x) = \sum_{d} 1_{d^2|n} \mu(d) f(T^{\Omega(n)} x).
\]

Therefore, and since \( E_n[N] 1_{d^2|n} f(T^{\Omega(n)} x) = \frac{1}{d^2} E_n[N/d^2] f(T^{\Omega(d^2 n)} x) + o_{N \to \infty}(1) \), we have

\[
\lim_{N \to \infty} \frac{E}{N} 1_{\square}\text{-free}(n) f(T^{\Omega(n)} x) = \sum_{d=1}^{D} \frac{\mu(d)}{d^2} \left( \lim_{N \to \infty} \frac{E}{N} f(T^{\Omega(d^2 n)} x) \right) + o_{D \to \infty}(1).
\]

By Theorem A, we have

\[
\lim_{N \to \infty} \frac{E}{N} f(T^{\Omega(d^2 n)} x) = \int f \, d\mu
\]

for all \( d \in \mathbb{N} \), which leaves us with

\[
\lim_{N \to \infty} \frac{E}{N} 1_{\square}\text{-free}(n) f(T^{\Omega(n)} x) = \sum_{d=1}^{D} \frac{\mu(d)}{d^2} \left( \int f \, d\mu \right) + o_{D \to \infty}(1).
\]

Since \( \sum_d \mu(d)/d^2 = 6/\pi^2 \), this proves (4.6). \( \square \)

Recall that \( a : \mathbb{N} \to \mathbb{N} \) is additive if \( a(nm) = a(n) + a(m) \) for all \( n, m \in \mathbb{N} \) with \( \gcd(n, m) = 1 \) and completely additive if \( a(nm) = a(n) + a(m) \) for all \( n, m \in \mathbb{N} \). The following lemma will be useful for the proofs of Corollary 1.9 and Corollary 1.17.

**Lemma 4.1.** Suppose \( \mathcal{P} \) is a subset of \( \mathbb{P} \) with the property that \( \sum_{p \in \mathcal{P}} 1/p < \infty \). Let \( a_1 : \mathbb{N} \to \mathbb{N} \) be a completely additive function, \( a_2 : \mathbb{N} \to \mathbb{N} \) an additive function, and assume \( a_1(p) = a_2(p) \) for all \( p \in \mathbb{P}\setminus\mathcal{P} \). Let \( \mathcal{H} \) be a shift-invariant\(^{19} \) collection of bounded functions from \( \mathbb{N} \) to \( \mathbb{C} \). The following two statements hold.

(i) If \( \lim_{N \to \infty} E_{n[N]} h(a_1(n)) \) exists for all \( h \in \mathcal{H} \), then \( \lim_{N \to \infty} E_{n[N]} h(a_2(n)) \) also exists for all \( h \in \mathcal{H} \);

(ii) If \( \lim_{N \to \infty} E_{n[N]} h(a_1(n)) = L \) for all \( h \in \mathcal{H} \), then \( \lim_{N \to \infty} E_{n[N]} h(a_2(n)) = L \) for all \( h \in \mathcal{H} \).

**Proof.** Let \( B \) denote the set of integers whose prime factors all belong to \( \mathcal{P} \). Let \( C \) denote the set of integers whose prime factors all belong to \( \mathbb{P}\setminus\mathcal{P} \) and have multiplicity exactly 1. Finally, let \( D \) denote the set of integers whose prime factors all belong to \( \mathbb{P}\setminus\mathcal{P} \) and have multiplicity 2 or greater. It is straightforward to check that any \( n \in \mathbb{N} \) can be uniquely written as \( n = bcd \) for \( b \in B, c \in C, d \in D \), and \( \gcd(c, d) = 1 \). For convenience, let us write \( C_d \) for the set of all \( c \in C \) with \( \gcd(c, d) = 1 \) and \( \mathcal{P}_d = \{ p \in \mathbb{P} : \text{either } p \in \mathcal{P} \text{ or } p \mid d \} \). Observe that a natural number \( n \) belongs to \( C_d \) if and only if it is squarefree and not divisible by any \( p \in \mathcal{P}_d \). In other words,

\[
1_{C_d}(n) = \left( \prod_{p \in \mathcal{P}_d} (1 - 1_{p|n}) \right) \left( \prod_{q \in \mathcal{P}\setminus\mathcal{P}_d} (1 - 1_{q^2|n}) \right).
\]

The above expression is well-defined because for any fixed \( n \) the products involved are

---

\(^{19}\)A collection of functions \( \mathcal{H} \) from \( \mathbb{N} \) to \( \mathbb{C} \) is called shift-invariant if for any \( h \in \mathcal{H} \) and any \( t \in \mathbb{N} \) the function \( n \mapsto h(n + t) \) belongs to \( \mathcal{H} \).
finite. By expanding these products we get

\[
\prod_{p \in \mathcal{P}_d} (1 - 1_{p|n}) = \sum_{k=0}^{\infty} (-1)^k \sum_{p_1 \ldots p_k \in \mathcal{P}_d} 1_{p_1 \ldots p_k|n}
\]

and

\[
\prod_{q \in \mathcal{P} \setminus \mathcal{P}_d} (1 - 1_{q^2|n}) = \sum_{j=0}^{\infty} (-1)^j \sum_{q_1 \ldots q_j \in \mathcal{P} \setminus \mathcal{P}_d} 1_{q_1^2 \ldots q_j^2|n},
\]

which gives us

\[
1_{C_d}(n) = \sum_{k,j=0}^{\infty} (-1)^{k+j} \sum_{p_1 \ldots p_k q_1^2 \ldots q_j^2 \in \mathcal{P}_d} 1_{p_1 \ldots p_k q_1^2 \ldots q_j^2|n},
\]

(4.7)

Now, given \( h \in \mathcal{H} \), we have

\[
\mathbb{E}_{n \in [N]} h(a_2(n)) = \frac{1}{N} \sum_{b \in B} \sum_{d \in D} \sum_{n \leq N/bd} h(a_2(bdn))1_{C_d}(n)
\]

\[
= \sum_{b \in B} \sum_{d \in D} \frac{1}{bd} \left( \frac{1}{N/bd} \sum_{n=1}^{N/bd} 1_{C_d}(n) h_{bd}(a_2(n)) \right),
\]

where \( h_m(n) = h(a_2(m) + n) \) for all \( m \in \mathbb{N} \). Since \( a_2(n) = a_1(n) \) for all \( n \in C_d \subset C \), we obtain

\[
\frac{1}{N} \sum_{n=1}^{N} h(a_2(n)) = \sum_{b \in B} \frac{1}{b} \sum_{d \in D} \frac{1}{d} \left( \frac{1}{N/bd} \sum_{n=1}^{N/bd} 1_{C_d}(n) h_{bd}(a_1(n)) \right) + o_{y \to \infty}(1).
\]

Additionally, since \( \sum_{b \in B} 1/b \) and \( \sum_{d \in D} 1/d \) are both convergent sums, we have

\[
\frac{1}{N} \sum_{n=1}^{N} h(a_2(n)) = \sum_{b \in B} \frac{1}{b} \sum_{d \in D} \frac{1}{d} \left( \frac{1}{N/bd} \sum_{n=1}^{N/bd} 1_{C_d}(n) h_{bd}(a_1(n)) \right) + o_{y \to \infty}(1).
\]

Using (4.7), we can further conclude that

\[
\sum_{b \in B} \sum_{d \in D} \sum_{k,j=0}^{\infty} (-1)^{k+j} \sum_{p_1 \ldots p_k q_1^2 \ldots q_j^2 \in \mathcal{P}_d} \left( \frac{1}{N/bd} \sum_{n=1}^{N/bd} 1_{p_1 \ldots p_k q_1^2 \ldots q_j^2|n} h_{bd}(a_1(n)) \right) + o_{y \to \infty}(1)
\]

\[
= \sum_{b \in B} \sum_{d \in D} \sum_{k,j=0}^{\infty} (-1)^{k+j} \sum_{p_1 \ldots p_k q_1^2 \ldots q_j^2 \in \mathcal{P}_d} \frac{1}{bdp_1 \ldots q_j^2} \left( \frac{1}{N/bd} \sum_{n=1}^{N/bd} h_{bd}(a_1(p_1 \ldots q_j^2 n)) \right) + o_{y \to \infty}(1).
\]
Combining the above and taking the limit as \( N \to \infty \), we get

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} h(a_2(n)) = \frac{1}{P} \sum_{b \in B} \frac{1}{d} \sum_{d \in \mathbb{D}} (-1)^{k+j} \sum_{p_1 < \ldots < p_k \in \mathbb{P}_d, q_1 < \ldots < q_j \in \mathbb{P}_d} \frac{1}{p_1 \cdots q_j} \left( \lim_{N \to \infty} \mathbb{E}_{n \in \mathbb{N}} h_{bd,p_1,\ldots,q_j}(a_1(n)) \right) + o_{y \to \infty}(1),
\]

where \( h_{bd,p_1,\ldots,q_j}(n) = h_{bd}(a_1(p_1 \cdot \ldots \cdot q_j^2) + n) \). In particular, it follows that the limit on the left hand side of the above equation exists if all the limits on the right hand side exist. Likewise, the limit on the left hand side of the above equation equals \( L \) if all the limits on the right hand side equal \( L \).

\[\blacksquare\]

**Proof of Corollary 1.9.** We want to show

\[
\lim_{N \to \infty} \mathbb{E}_{n \in \mathbb{N}} f(T^{\omega(n)}x) = \int f \ dm. \quad (4.8)
\]

Since \( \lim_{N \to \infty} \mathbb{E}_{n \in \mathbb{N}} f(T^{\Omega(n)}x) = \int f \ dm \) holds for all \( f \in C(X) \) and \( x \in X \) and \( \Omega(p) = \omega(p) \) for all \( p \in \mathbb{P} \), (4.8) follows from Lemma 4.1 applied with \( a_1(n) = \Omega(n) \), \( a_2(n) = \omega(n) \), \( \mathbb{P} = \emptyset \), and \( \mathcal{H} = \{ n \mapsto f(T^{n}x) : f \in C(X), x \in X \} \).

\[\blacksquare\]

5. **Applications of Theorem B**

This section is dedicated to the proofs of Corollaries 1.15, 1.17, and 1.18. Also, as promised in the introduction, we include here a derivation from Theorem B of the fact that any bounded and finitely generated multiplicative function has a mean value (see Proposition 5.2).

**Proof of Corollary 1.15.** Let \((X, \mu, T)\) be uniquely ergodic. We want to show that

\[
\lim_{N \to \infty} \mathbb{E}_{n \in \mathbb{N}} f(T^{\Omega(mn+r)}x) = \int f \ dm. \quad (5.1)
\]

for every \( x \in X \), \( f \in C(X) \), \( m \in \mathbb{N} \), and \( r \in \{0, 1, \ldots, m - 1\} \). Fix \( m \in \mathbb{N} \), and \( r \in \{0, 1, \ldots, m - 1\} \). We can assume without loss of generality that \( m \) and \( r \) are coprime. Otherwise, there exists \( s \in \mathbb{N} \) such that \( m = sm' \) and \( r = sr' \) with \( \gcd(m', r') = 1 \) and hence

\[
\lim_{N \to \infty} \mathbb{E}_{n \in \mathbb{N}} f(T^{\Omega(mn+r)}x) = \lim_{N \to \infty} \mathbb{E}_{n \in \mathbb{N}} f(T^{\Omega(s)+\Omega(m'n+r')}x) = \int f \circ T^{\Omega(s)} \ dm = \int f \ dm.
\]

Let \( (\mathbb{Z}/m\mathbb{Z})^* = \{0 \leq s \leq m - 1 : \gcd(s, m) = 1\} \) denote the multiplicative group of primitive residue classes modulo \( m \). Define \( Y := X \times (\mathbb{Z}/m\mathbb{Z})^* \) and

\[
S_p(x, s) = \begin{cases} (Tx, ps \mod m), & \text{if } p \nmid m \\ (Tx, s \mod m), & \text{if } p \mid m \end{cases}
\]

for all \( p \in \mathbb{P} \) and \((x, s) \in Y \). The maps \((S_p)_{p \in \mathbb{P}}\) generate a multiplicative action \( S = (S_n)_{n \in \mathbb{N}} \) on \( Y \), turning \((S, Y)\) into a multiplicative topological dynamical system. Clearly, this multiplicative system is finitely generated. Additionally, using only the fact that
\(\sum_{p \equiv s \mod m} 1/p = \infty\) for all \(s \in (\mathbb{Z}/m\mathbb{Z})^*\), it is straightforward to check that \((S,Y)\) is strongly uniquely ergodic with respect to the measure \(\nu = \mu \otimes \kappa\), where \(\kappa\) denotes the normalized counting measure on \((\mathbb{Z}/m\mathbb{Z})^*\). This means that \((Y,S)\) meets all the requirements of Theorem B and so

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} g(S_n y) = \int g \, d\nu
\]

holds for all \(g \in C(Y)\) and \(y \in Y\). To conclude the proof, note that

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{\Omega(mn+r)} x) = \lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{\Omega(n)} x)
\]

\[
= \lim_{N \to \infty} \mathbb{E}_{n \in [N]} g(S_n(x,1))
\]

where \(g = f \otimes 1_{\{r\}}\). Then we have

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} g(S_n(x,1)) = \lim_{N \to \infty} \frac{m}{\varphi(m)} \mathbb{E}_{n \in [N]} g(S_n(x,1)) \prod_{p | m} (1 - \frac{1}{p})
\]

\[
= \frac{m}{\varphi(m)} \sum_{q | m} \frac{\mu(q)}{q} \lim_{N \to \infty} \mathbb{E}_{n \in [N]} g(S_{qn}(x,1))
\]

\[
= \left( \frac{m}{\varphi(m)} \sum_{q | m} \frac{\mu(q)}{q} \right) \left( \int f \, d\mu \right)
\]

\[
= \int f \, d\mu.
\]

This finishes the proof. \(\square\)

**Proof of Corollary 1.17.** It suffices to prove the corollary for the special case when \(a: \mathbb{N} \to \mathbb{N} \cup \{0\}\) is completely additive instead of just additive, because the general case will then follow from Lemma 4.1. Let \(a: \mathbb{N} \to \mathbb{N} \cup \{0\}\) be a completely additive function such that \(\{a(p) : p \in \mathbb{P}\}\) is finite and set \(P_0 := \{p \in \mathbb{P} : a(p) \neq 0\}\). Suppose \(\sum_{p \in P_0} 1/p = \infty\) and assume \((X,\mu,T^a(p))\) is uniquely ergodic for all \(p \in P_0\). Let us write for short \(T^a := (T^a(n))_{n \in \mathbb{N}}\). Then \((X,T^a)\) is a multiplicative topological dynamical system. Since \(\{a(p) : p \in \mathbb{P}\}\) is finite, the system \((X,T^a)\) is finitely generated. Moreover, since \((X,\mu,T^a(p))\) is uniquely ergodic for all \(p \in P_0\) and \(\sum_{p \in P_0} 1/p = \infty\), we conclude that \((X,T^a)\) is strongly uniquely ergodic. Therefore, we can apply Theorem B to the system \((X,T^a)\) and (1.14) follows. \(\square\)

**Proof of Corollary 1.18.** Assume \((X,\mu,T_1,\ldots,T_k)\) is totally uniquely ergodic and we are given completely additive functions \(a_1,\ldots,a_k: \mathbb{N} \to \mathbb{N} \cup \{0\}\) satisfying properties (i) and (ii) of Corollary 1.18. Define a multiplicative system \((Y,S)\) as

\[
Y = X \quad \text{and} \quad S_n = T_1^{a_1(n)} \circ \cdots \circ T_k^{a_k(n)}.
\]

(5.2)

It follows immediately from property (i) that \((Y,S)\) is finitely generated. On top of that, we claim that \((Y,S)\) is strongly uniquely ergodic. To verify this claim, it suffices to show that \(\mu\) is the only Borel probability measure on \(Y\) that pretends to be invariant under the multiplicative action \(S = (S_n)_{n \in \mathbb{N}}\). Indeed, let \(\nu\) be an arbitrary Borel probability measure
on $Y$ that pretends to be invariant under $S$. By definition, this means there exists a set $P \subset \mathbb{P}$ with $\sum_{p \in P} 1/p < \infty$ and $S_p \nu = \nu$ for all $p \in P$. Let $\Gamma := \{(n_1, \ldots, n_k) : T^{n_1} \cdots T^{n_k} \nu = \nu\}$. Observe that $\Gamma$ is a subgroup of $\mathbb{Z}^k$ containing the set $\{(a_1(p), \ldots, a_k(p)) : p \in P\}$ as a subset. Also, we cannot have $\text{rank}(\Gamma) < k$ because this would contradict property (ii). Hence $\Gamma$ must have full rank in $\mathbb{Z}^k$. Since $\Gamma$ has full rank and $\nu$ is invariant under $\Gamma$, it follows that $\nu = \mu$ because $(X, \mu, T_1, \ldots, T_k)$ is totally uniquely ergodic. This completes the proof that $(Y, S)$ is strongly uniquely ergodic. The conclusion of Corollary 1.18 now follows directly from Theorem B applied to the system $(Y, S)$ defined in (5.2).

The following variant of Lemma 4.1, where additivity is replaced by multiplicativity and shift-invariance is replaced by dilation-invariance, is needed for the proof of Proposition 5.2.

**Lemma 5.1.** Suppose $\mathcal{P}$ is a subset of $\mathbb{P}$ with the property that $\sum_{p \in \mathcal{P}} 1/p < \infty$. Let $b_1 : \mathbb{N} \to \mathbb{C}$ be a completely multiplicative function, $b_2 : \mathbb{N} \to \mathbb{C}$ a multiplicative function, and assume $b_1(p) = b_2(p)$ for all $p \in \mathbb{P}\\setminus\mathcal{P}$. Let $\mathcal{H}$ be a dilation-invariant\footnote{A collection of functions $\mathcal{H}$ from $\mathbb{C}$ to $\mathbb{C}$ is called dilation-invariant if for any $h \in \mathcal{H}$ and any $w \in \mathbb{C}$ the function $z \mapsto h(wz)$ belongs to $\mathcal{H}$.} collection of bounded functions from $\mathbb{C}$ to $\mathbb{C}$. The following two statements hold.

(i) If $\lim_{N \to \infty} E_{n \in [N]} h(b_1(n))$ exists for all $h \in \mathcal{H}$, then $\lim_{N \to \infty} E_{n \in [N]} h(b_2(n))$ also exists for all $h \in \mathcal{H}$;

(ii) If $\lim_{N \to \infty} E_{n \in [N]} h(b_1(n)) = L$ for all $h \in \mathcal{H}$, then $\lim_{N \to \infty} E_{n \in [N]} h(b_2(n)) = L$ for all $h \in \mathcal{H}$.

The proof of Lemma 5.1 is almost identical to the proof of Lemma 4.1 and is omitted.

**Proposition 5.2.** Any bounded and finitely generated multiplicative function $b : \mathbb{N} \to \mathbb{C}$ has a mean value, i.e., $\lim_{N \to \infty} E_{n \in [N]} b(n)$ exists.

**Proof.** Let $b : \mathbb{N} \to \mathbb{C}$ be a bounded and finitely generated multiplicative function. Define $Z = \{b(p) : p \in \mathbb{P}\}$ and note that $Z$ is a finite set because $b$ is finitely generated. Also, let $Z' = \{z \in Z : \sum_{b(p) = z} 1/p = \infty\}$. Any $z \in Z'$ must satisfy $|z| \leq 1$, because otherwise $b$ would be unbounded. Also, if there exists some $z \in Z'$ with $|z| < 1$ then one can show that the mean value of $b$ exists and equals zero (see [BKPLR18, Lemma 2.9] for details). Thus, it suffices to deal with the case when all $z \in Z'$ satisfy $|z| = 1$. Let $\mathcal{P} = \{p \in \mathbb{P} : b(p) \in Z'\}$ and let $b^*$ denote the completely multiplicative function uniquely determined by $b^*(p) = b(p)$ for $p \in \mathcal{P}$ and $b^*(p) = 1$ otherwise. Using part (i) of Lemma 5.1 (with $\mathcal{P}$ as we have just defined and $\mathcal{H} = \{z \mapsto wz : w \in \mathbb{C}\}$), we conclude that $b$ has a mean value if $b^*$ does. Finally, note that the multiplicative rotation $z \mapsto b^*(n)z$ defined in Remark 1.12, part (ii), is finitely generated, because $b^*$ is a finitely generated, and strongly uniquely ergodic, because the support of this multiplicative rotation is the closure of the group generated by $Z \subset S^1$, whose Haar measure is the only Borel probability measure that pretends to be invariant under the action induced by $b^*$ (cf. Definition 1.13). Therefore, it follows form Theorem B that $b^*$ has a mean value, as desired. \qed
6. Disjointness of additive and multiplicative semigroup actions

In this section we prove Theorem C (in Section 6.1), Theorem D (in Section 6.2), and Corollaries 1.24, 1.25, 1.26, and 1.27 (in Section 6.3).

6.1. Nilsystems, nilsequences, and a proof of Theorem C

Let $G$ be a Lie group with identity $1_G$. The lower central series of $G$ is the sequence

$$G = G_1 \triangleright G_2 \triangleright G_3 \triangleright \cdots \triangleright \{1_G\}$$

where $G_{i+1} := [G_i, G]$ is defined as the subgroup of $G$ generated by all commutators $aba^{-1}b^{-1}$ with $a \in G_i$ and $b \in G$. If $G_{s+1} = \{1_G\}$ for some finite $s \in \mathbb{N}$ then $G$ is called $(s$-step) nilpotent. Each $G_i$ is a closed and normal subgroup of $G$ (cf. [Lei05, Section 2.11]).

Given a $(s$-step) nilpotent Lie group $G$ and a uniform21 and discrete subgroup $\Gamma$ of $G$, the quotient space $X := G/\Gamma$ is called a $(s$-step) nilmanifold. The group $G$ acts continuously and transitively on $X$ via left-multiplication, i.e., for any $x \in X$ and $a \in G$ we have $a \cdot x = (ab)\Gamma$ where $b$ is any element of $G$ such that $x = b\Gamma$. Any map $T : X \to X$ of the form $T(x) = g \cdot x$, $x \in X$, where $g$ is a fixed element of $G$, is called a niltranslation. The pair $(X, T)$ is an additive topological dynamical system called a nilsystem. Any nilmanifold $X = G/\Gamma$ possesses a unique $G$-invariant probability measure $\mu$ called the Haar measure on $X$ (see [Rag72, Lemma 1.4]).

Let us state some classical results regarding the dynamics of niltranslation.

**Proposition 6.1** (see [AGH63, Par69] in the case of connected $G$ and [Lei05] in the general case). Suppose $(X, T)$ is a nilsystem and $\mu$ is the Haar measure on $X$. Then the following are equivalent:

(i) $(X, T)$ is transitive$^{22}$; 
(ii) $(X, \mu, T)$ is uniquely ergodic;

Moreover, the following are equivalent:

(iii) $X$ is connected and $(X, \mu, T)$ is uniquely ergodic.
(iv) $(X, \mu, T)$ is totally uniquely ergodic$^{23}$.

We will also make use of vertical characters: Let $G = G_1 \triangleright G_2 \triangleright \cdots \triangleright G_s \triangleright \{1_G\}$ be the lower central series of $G$. A function $f \in C(X)$ is called a vertical character if there exists a continuous group homomorphism $\chi : G_s \to \{z \in \mathbb{C} : |z| = 1\}$ satisfying $\chi(\gamma) = 1$ for all $\gamma \in G_s \cap \Gamma$ and such that $f(tx) = \chi(t)f(x)$ for all $t \in G_s$ and $x \in X$.

For the proof of Theorem C we will make use of the following number-theoretic orthogonality criterion.

**Proposition 6.2** (see [BKPLR19, Proposition 4] and [BSZ13, Theorem 2]; cf. also [Kát86, 21A closed subgroup $\Gamma$ of $G$ is called uniform if $G/\Gamma$ is compact or, equivalently, if there exists a compact set $K$ such that $K\Gamma = G$.

22An additive topological dynamical system $(X, T)$ is called transitive if there exists at least one point with a dense orbit.

23An additive topological dynamical system $(X, \mu, T)$ is called totally uniquely ergodic if $(X, \mu, T^m)$ is uniquely ergodic for every $m \in \mathbb{N}$.
Let $a: \mathbb{N} \to \mathbb{C}$ be bounded and $P \subset \mathbb{P}$ with $\sum_{p \in P} 1/p = \infty$. If
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} a(pn) \overline{a(qn)} = 0
\]
for all $p, q \in P$ with $p \neq q$ then
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} a(n) = 0.
\]

Proof of Theorem C. Let $(Y, S)$ be a finitely generated multiplicative topological dynamical system and let $(X, T)$ be nilsystem where $X = G/\Gamma$ for some $s$-step nilpotent Lie group $G$ and uniform and discrete subgroup $\Gamma \subset G$. Our goal is to show that
\[
\lim_{N \to \infty} \left( \mathbb{E}_{n \in [N]} f(T^n x)g(S_n y) - \mathbb{E}_{n \in [N]} f(T^n x) \mathbb{E}_{n \in [N]} g(S_n y) \right) = 0 \quad (6.1)
\]
for all $x \in X$, $f, g \in C(X)$, $y \in Y$, and $g \in C(Y)$. By replacing $X$ with the orbit closure of $x$ if necessary, we can assume without loss of generality that the orbit of $x$ is dense in $X$. According to Proposition 6.1, this implies that $(X, \mu, T)$ is uniquely ergodic, where $\mu$ is the Haar measure on $X$.

By assumption, either $(X, T)$ or $(Y, S)$ is aperiodic. Let us first deal with the case where $(X, T)$ is aperiodic. Note that in this case $(X, \mu, T)$ is totally uniquely ergodic because it is both uniquely ergodic and aperiodic.

We will prove (6.1) by induction on the nilpotency step $s$. If $s$ is zero then $(X, T)$ is the trivial system and (6.1) holds trivially. Let us therefore assume $s \geq 1$ and (6.1) has already been proven for all nilsystems of step $s - 1$. Since functions of the form $\{g \in C(Y) : |g| = 1\}$ separate points on $Y$ (for example the function $z \mapsto e^{i\frac{d_Y(z, y)}{2d_Y(x, y)}}$ separates the points $x$ and $y$, where $d_Y$ is a metric on $Y$), we have by the Stone-Weierstrass theorem that the algebra of functions generated by $\{g \in C(Y) : |g| = 1\}$ is uniformly dense in $C(Y)$. Hence, in order to prove (6.1), we can assume without loss of generality that $|g| = 1$. It is also not hard to show that the class of vertical characters separate points on $X$ and so the algebra generated by them is uniformly dense in $C(X)$. This allows us to assume that $f$ is a vertical character, which means there exists a continuous group homomorphism $\chi: G_s \to \{z \in \mathbb{C} : |z| = 1\}$ satisfying $\chi(\gamma) = 1$ for all $\gamma \in G_s \cap \Gamma$ such that $f(tx) = \chi(t)f(x)$ for all $t \in G_s$ and $x \in X$.

If $\chi$ is trivial (meaning $\chi(t) = 1$ for all $t \in G_s$) then $f$ is $G_s$-invariant and can be viewed as a continuous function on the quotient space $X/G_s$. Since $X/G_s$ is a $(s - 1)$-step nilmanifold, it follows from the induction hypothesis that (6.1) holds. Therefore we only have to deal with the case when $\chi$ is non-trivial.

It was shown in [FH17, p. 102] that if $T$ is totally uniquely ergodic and $f$ is a vertical character with non-trivial vertical frequency $\chi$ then for all pairs of distinct primes $p$ and $q$ and all $x \in X$ one has
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{pn} x) \overline{f(T^{qn} x)} = 0. \quad (6.2)
\]
In fact, the very same argument used in [FH17, p. 102] gives a little bit more. Indeed, the proof in [FH17, p. 102] utilizes the fact that the sequence $(T^{pn} x, T^{qn} x)$ distributes uniformly in a sub-nilmanifold $Y \subset X \times X$ for which it is shown that $f \otimes f$ is a vertical character. For the same reasons, $f_1 \otimes f_2$ is a vertical character of $Y$ whenever $f_1$ and $f_2$ are vertical characters of $X$. This implies the following slight strengthening of (6.2): If $T$ is totally uniquely ergodic and $f_1, f_2$ are two vertical characters with the same non-trivial
vertical frequency $\chi$ then for all pairs of distinct primes $p$ and $q$ and all $x \in X$ one has
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f_1(T^{pn}x)f_2(T^{qn}x) = 0. \tag{6.3}
\]
(Although we do not need (6.3) right away, it will be needed later on in the proof when dealing with the case when $(Y, S)$ is aperiodic.)

Let $R_1, \ldots, R_d$ denote the generators of $S$ and define $P_e := \{ p \in \mathbb{P} : S_p = R_e \}$ for all $e \in [d]$. For at least one $e \in [d]$ we must have $\sum_{p \in P_e} 1/p = \infty$. Note that for $p, q \in P_e$,
\[
f(T^{pn}x)g(S_{pn}y)f(T^{qn}x)g(S_{qn}y) = f(T^{pn}x)g(R_{e}S_{n}y)f(T^{qn}x)g(R_{e}S_{n}y) = f(T^{pn}x)f(T^{qn}x),
\]
where we have used $f(R_{e}S_{n}y)g(S_{R_{e}n}y) = 1$ because $|g| = 1$. Therefore (6.2) implies
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{pn}x)g(S_{pn}y)f(T^{qn}x)g(S_{qn}y) = 0 \tag{6.4}
\]
for all $p, q \in P_e$ with $p \neq q$. In light of Proposition 6.2, we have
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{n}x)g(S_{n}y) = 0.
\]
Since $\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{n}x) = 0$ (because $f$ is a vertical character with non-trivial $\chi$ and hence $\int f \, d\mu = 0$), (6.1) follows.

Next, let us deal with the case when $(Y, S)$ is aperiodic. By compactness, any nilmanifold has only finitely many connected components, say $X_0, X_1, \ldots, X_{m-1}$. Since $T$ acts ergodically on $X$, it cyclically permutes these connected components. In particular, after a potential reordering of $X_0, X_1, \ldots, X_{m-1}$, we have $T^n(X_i) = X_{i+n \mod m}$ for all $n \in \mathbb{N}$.

Let $\pi : G \to X$ denote the natural projection map from $G$ onto $X = G/\Gamma$ and choose $a \in G$ such that $Tx = ax$ for all $x \in X$. Let $G^0$ denote the identity component of $G$. Then $\pi(G^0) = X_0$ (cf. [Lei05, Subsection 2.1]). Let $\langle G^0, a \rangle$ denote the smallest Lie group generated by $G^0$ and $a$. Since translation by $a$ acts ergodically on the connected components, we have $\pi(\langle G^0, a \rangle) = X$. Therefore we can assume without loss of generality that $G = \langle G^0, a \rangle$.

Let
\[
G = G_1 \triangleright G_2 \triangleright G_3 \triangleright \ldots G_s \triangleright G_{s+1} = \{1_G\}
\]
be the lower central series of $G$. If $s = 1$ then $(X, T)$ is merely a group rotation, in which case (6.1) follows from
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(n\alpha)g(S_{n}y) = 0, \quad \forall \alpha \in \mathbb{R}\setminus\mathbb{Z}. \tag{6.5}
\]
Since we have already proved (6.1) for the case where $(X, T)$ is aperiodic, it follows that $\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(n\alpha)g(S_{n}y) = 0$ whenever $\alpha$ is irrational. If $\alpha$ is rational then $\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(n\alpha)g(S_{n}y) = 0$ follows directly from the aperiodicity assumption on $(Y, S)$. Therefore (6.5) holds.

It remains to deal with the case $s \geq 2$, for which we will use induction on $s$. Since $G^0$ is a normal subgroup of $G$ and $G = \langle G^0, a \rangle$, it follows that $G_2$, the second element in the lower central series of $G$, is generated by $[G^0, G^0] \cup [a^Z, G^0]$. Since $[G^0, G^0] \cup [a^Z, G^0]$ is connected and since any group generated by a connected set is connected, we conclude that $G_2$ is connected. A similar argument can be used to show that $G_i$ is connected for
all \(i \in \{2, \ldots, s\}\).

To prove (6.1) we can once again assume that \(f\) is a vertical character with a non-trivial vertical frequency, i.e., there exists a non-trivial continuous group homomorphism \(\chi: G_s \to \{z \in \mathbb{C} : |z| = 1\}\) satisfying \(\chi(\gamma) = 1\) for all \(\gamma \in G_s \cap \Gamma\) such that \(f(tx) = \chi(t)f(x)\) for all \(t \in G_s\) and \(x \in X\). Since \(G_s\) is connected, the action of \(G_s\) on \(X\) preserves the connected components \(X_0, \ldots, X_{m-1}\). Therefore the restriction of \(f\) onto the \(r\)-th connected component is a vertical character of the sub-nilmanifold \(X_r\) with a non-trivial vertical frequency. Since \(T^m\) is a totally uniquely ergodic niltranslation on \(X_r\), it follows from (6.3) with \(f_1 = f \circ T^p\) and \(f_2 = f \circ T^q\) that

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{p(n+r)}x)f(T^{q(n+r)}x) = 0.
\]

for all \(r \in \{0, 1, \ldots, m-1\}\) and all distinct primes \(p\) and \(q\). Since (6.6) holds for all \(r \in \{0, 1, \ldots, m-1\}\), it implies that

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{pn}x)f(T^{qn}x) = 0.
\]

One can now use the same argument as above to conclude that

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^n x)g(S_n y) = 0,
\]

from which (6.1) follows. \(\square\)

6.2. Horocyclic flow and a proof of Theorem D

The proof of Theorem D relies on some facts proved in [BSZ13] as well as Theorem C.

Proof of Theorem D. Let \(G := SL_2(\mathbb{R})\), let \(\Gamma\) be a lattice in \(G\), and let \(u := [\begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix}]\). Let \(X := G/\Gamma\). Let \((Y, S)\) be a finitely generated and aperiodic multiplicative topological dynamical system. We want to show that

\[
\lim_{N \to \infty} \left( \mathbb{E}_{n \in [N]} f(u^n x)g(S_n y) - \left( \mathbb{E}_{n \in [N]} f(u^n x) \right) \left( \mathbb{E}_{n \in [N]} g(S_n y) \right) \right) = 0
\]

for all \(x \in X\), \(f \in C(X)\), \(y \in Y\), and \(g \in C(Y)\).

If \(x\) is not generic\(^{24}\) for the Haar measure \(\mu\) on \(X\) then the orbit closure of \(x\) under \(u\), \([u^n x : n \in \mathbb{N}]\), is either finite or a circle. Therefore, the action of \(u\) on \([u^n x : n \in \mathbb{N}]\) is either a finite cyclic rotation or an irrational circle rotation (cf. [BSZ13, p. 14]). In this case, (6.7) follows from Theorem C. If \(x\) is generic for the Haar measure \(\mu\) then it follows from Corollaries 5 and 6 in [BSZ13] that for all \(f \in C(X)\) and all but finitely many pairs of distinct primes \(p\) and \(q\) we have

\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(u^{pn}x)g(u^{qn}x) = \int \int f(x)g(y) \, d\mu(x) \, d\mu(y) = \left| \int f \, d\mu \right|^2.
\]

Arguing as in the proof of Theorem C, we see that it suffices to prove (6.7) for the special case where \(|g(y)| = 1\) for all \(y \in Y\). Also, by replacing \(f\) with \(f - \int f \, d\mu\), we can assume without loss of generality that \(\int f \, d\mu = 0\).

\(^{24}\)In our context, we call a point \(x \in X\) generic for the Haar measure \(\mu\) if for all \(f \in C(X)\) we have \(\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(u^n x) = \int f \, d\mu\).
Let $R_1, \ldots, R_d$ denote the generators of $S$ and define $P_e := \{ p \in \mathbb{P} : S_p = R_e \}$, $e \in [d]$. For at least one $e \in [d]$ we must have $\sum_{p \in P_e} 1/p = \infty$. Note that for $p, q \in P_e$,

$$f(u^m x)g(S_{pn} y)\overline{f(u^m x)g(S_{qn} y)} = f(u^m x)g(R_e S_n y)\overline{f(u^m x)g(R_e S_n y)} = f(u^m x)\overline{f(u^m x)},$$

where we have used $g(R_e S_n y)\overline{g(R_e S_n y)} = 1$ because $|g| = 1$. Therefore (6.8) implies

$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^m x)g(S_{pn} y)\overline{f(T^m x)g(S_{qn} y)} = 0$$

for all but finitely many $p, q \in P_e$ with $p \neq q$. In light of Proposition 6.2, we thus have

$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^n x)g(S_n y) = 0.$$

Since $x$ is generic and $\int f \, d\mu = 0$ we have $\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^n x) = 0$ and so (6.7) follows.

\[\square\]

### 6.3. Proofs of Corollaries 1.24, 1.25, and 1.27

For the proofs of Corollaries 1.24 and 1.25 we need the following lemma:

**Lemma 6.3.** Let $(X, T)$ be a uniquely ergodic topological dynamical system. Then the multiplicative topological dynamical system $(X, T^\Omega)$ is aperiodic.

**Proof.** To verify that $(X, T^\Omega)$ is aperiodic we have to show that

$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(n\alpha) f(T^{\Omega(n)} x) = 0$$

(6.9)

for every $f \in C(X)$, $x \in X$, and $\alpha \in \mathbb{Q}\backslash\mathbb{Z}$. Pick $m \in \mathbb{N}$ such that $m\alpha \in \mathbb{Z}$. Then

$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(n\alpha) f(T^{\Omega(n)} x) = \mathbb{E}_{r \in [m]} e(r\alpha) \left( \lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{\Omega(mn+r)} x) \right)
= \left( \mathbb{E}_{r \in [m]} e(r\alpha) \right) \left( \int f \, d\mu \right)
= 0,$$

where the second to last equality follows from Corollary 1.15.

\[\square\]

**Proof of Corollary 1.24.** Let $(X, T)$ be a uniquely ergodic additive topological dynamical system and let $\mu$ denote the corresponding unique $T$-invariant Borel probability measure on $X$. Our goal is to show that

$$\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(n\alpha) f(T^{\Omega(n)} x) = \begin{cases} \int f \, d\mu, & \text{if } \alpha \in \mathbb{Z} \\ 0, & \text{if } \alpha \in \mathbb{R}\backslash\mathbb{Z} \end{cases}$$

(6.10)

for every $f \in C(X)$ and every $x \in X$. Since rotation by $\alpha$ is a (1-step) nilsystem and $(X, T^\Omega)$ is finitely generated and aperiodic (due to Lemma 6.3), it follows from Theorem C that

$$\lim_{N \to \infty} \left( \mathbb{E}_{n \in [N]} e(n\alpha) f(T^{\Omega(n)} x) - \left( \mathbb{E}_{n \in [N]} e(n\alpha) \right) \left( \mathbb{E}_{n \in [N]} f(T^{\Omega(n)} x) \right) \right) = 0.$$
By Theorem A we have
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} f(T^{\Omega(n)}x) = \int f \, d\mu,
\] (6.12)
whereas
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} e(n\alpha) = \begin{cases} 
1, & \text{if } \alpha \in \mathbb{Z} \\
0, & \text{if } \alpha \in \mathbb{R} \setminus \mathbb{Z}. 
\end{cases} \tag{6.13}
\]
Putting together (6.11), (6.12), and (6.13) proves (6.10).

Proof of Corollary 1.25. Let \(a: \mathbb{N} \to \mathbb{C}\) be a Besicovitch almost periodic function. In view of Corollary 1.24, for any trigonometric polynomial \(P(n) := c_1 e(n\alpha_1) + \ldots + c_L e(n\alpha_L)\) we have
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} P(n) f(T^{\Omega(n)}x) = M(P) \left( \int f \, d\mu \right)
\]
for every \(f \in C(X)\) and every \(x \in X\). Since \(a\) can be approximated by trigonometric polynomials, (1.27) follows.

Proof of Corollary 1.27. From Theorem C it follows that
\[
\lim_{N \to \infty} \left( \mathbb{E}_{n \in [N]} \eta(n) g(S_n y) - \left( \mathbb{E}_{n \in [N]} \eta(n) \right) \left( \mathbb{E}_{n \in [N]} g(S_n y) \right) \right) = 0
\]
for all \(y \in Y, g \in C(Y)\), and all nilsequences \(\eta: \mathbb{N} \to \mathbb{C}\). Since
\[
\lim_{N \to \infty} \mathbb{E}_{n \in [N]} g(S_n y) = \int g \, d\nu
\]
by Theorem B, we conclude that
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \eta(n) g(S_n y) = M(\eta) \left( \int g \, d\nu \right).
\]
This finishes the proof.

7. Entropy of finitely generated multiplicative topological dynamical systems equals zero

Let \((X, T)\) be an additive topological dynamical system. By a finite open cover of \(X\) we mean a finite collection \(\mathcal{C}\) of open non-empty sets such that \(\bigcup_{C \in \mathcal{C}} C = X\). A subcover of a finite open cover \(\mathcal{C}\) is any subset \(\mathcal{D} \subset \mathcal{C}\) that is itself a finite open cover of \(X\). Also, given a finite collection \(\mathcal{C}_1, \ldots, \mathcal{C}_t\) of finite open covers of \(X\), we denote by \(\bigvee_{i=1}^{t} \mathcal{C}_i\) the finite open cover of \(X\) given by
\[
\bigvee_{i=1}^{t} \mathcal{C}_i := \{C_1 \cap \ldots \cap C_t : C_1 \in \mathcal{C}_1, \ldots, C_t \in \mathcal{C}_t\}.
\]
Let \(H(\mathcal{C})\) be defined as
\[
H(\mathcal{C}) := \min \left\{ \frac{\log(|\mathcal{D}|)}{\log(2)} : \mathcal{D} \text{ is a subcover of } \mathcal{C} \right\}.
\]

One can show that the limit
\[
H(T, C) := \lim_{N \to \infty} \frac{1}{N} H \left( \bigvee_{n=1}^{N} T^{-n}C \right)
\]
always exists. The \textit{(topological) entropy} of the system \((X, T)\) is then defined as
\[
h(T) := \sup_{C} H(T, C),
\]
where the supremum is taken over all finite open covers \(C\) of \(X\).

For multiplicative topological dynamical systems entropy is defined similarly. A sequence \(\Phi = (\Phi_N)_{N \in \mathbb{N}}\) of finite non-empty subsets of \(\mathbb{N}\) is called a \textit{Følner sequence} for the semigroup \((\mathbb{N}, \cdot)\) if for every \(m \in \mathbb{N}\) one has
\[
\lim_{N \to \infty} \left| \Phi_N \triangle \Phi_N/m \right| \frac{1}{|\Phi_N|} = 0,
\]
where \(\Phi_N/m := \{n : mn \in \Phi_N\}\). Given a multiplicative topological dynamical system \((Y, S)\), an open cover \(C\) of \(Y\), and a Følner sequence \(\Phi = (\Phi_N)_{N \in \mathbb{N}}\) for \((\mathbb{N}, \cdot)\), consider the quantity
\[
H(S, C, \Phi) := \lim_{N \to \infty} \frac{1}{|\Phi_N|} H \left( \bigvee_{n \in \Phi_N} S_n^{-1}C \right).
\]
The \textit{(topological) entropy} of the system \((Y, S)\) is
\[
h(S) := \sup_{C} H(S, C, \Phi),
\]
where the supremum is taken over all finite open covers \(C\) of \(Y\). We remark that the quantity \(h(S)\) does not depend on the choice of Følner sequence \(\Phi = (\Phi_N)_{N \in \mathbb{N}}\) (cf. [DFR16, Theorem 6.8]).

**Proposition 7.1.** Any finitely generated multiplicative topological dynamical system has zero entropy.

**Proof.** Let \(p_n\) denote the \(n\)-th prime number. Let \((Y, S)\) be a finitely generated multiplicative topological dynamical system and \(R_1, \ldots, R_d\) its generators. Since \(h(S) = \sup_{C} H(S, C)\) is independent of the choice of \(\Phi\), let us stick for convenience to the “standard” Følner sequence
\[
\Phi_N = \{p_1^{e_1} \cdots p_N^{e_N} : 0 \leq e_1, \ldots, e_N \leq N - 1\}, \quad \forall N \in \mathbb{N}.
\]
Let \(C\) be an arbitrary finite open cover of \(Y\). Note that for \(n = p_1^{e_1} \cdots p_N^{e_N} \in \Phi_N\) we have \(S_n = S_{p_1}^{e_1} \circ \cdots \circ S_{p_N}^{e_N} \in \{R_1^{\cdot g_1} \circ \cdots \circ R_d^{\cdot g_d} : 0 \leq g_1, \ldots, g_d \leq (N - 1)^2\}\). This implies that
\[
\bigvee_{n \in \Phi_N} S_n^{-1}C \subset \bigvee_{0 \leq g_1, \ldots, g_d \leq (N - 1)^2} R_1^{-g_1} \circ \cdots \circ R_d^{-g_d}C.
\]
Since the size of the cover \(\bigvee_{0 \leq g_1, \ldots, g_d \leq (N - 1)^2} R_1^{-g_1} \circ \cdots \circ R_d^{-g_d}C\) is at most \(|C|^{N^{2d}}\), we can
estimate
\[ H \left( \bigvee_{n \in \Phi_N} S_n^{-1}C \right) \leq \frac{\log |C|^{N^{2d}}}{\log 2} = \frac{N^{2d} \log |C|}{\log 2}. \]

Since $|\Phi_N| = N^N$, we conclude that
\[ \lim_{N \to \infty} \frac{1}{|\Phi_N|} H \left( \bigvee_{n \in \Phi_N} S_n^{-1}C \right) \leq \lim_{N \to \infty} \frac{N^{2d} \log |C|}{N^N \log 2} = 0. \]

This shows that the entropy of $(Y, S)$ is zero.

\[ \square \]

References

[Ap076] T. M. Apostol, Introduction to analytic number theory, Springer-Verlag, New York-Heidelberg, 1976, Undergraduate Texts in Mathematics. https://doi.org/10.1007/978-1-4757-5579-4.

[AGH63] L. Auslander, L. Green, and F. Hahn, Flows on homogeneous spaces, With the assistance of L. Markus and W. Massey, and an appendix by L. Greenberg. Annals of Mathematics Studies, No. 53, Princeton University Press, Princeton, N.J., 1963.

[Axe10] A. Axer, Beitrag zur Kenntnis der zahlentheoretischen Funktionen $\mu(n)$ und $\lambda(n)$, Prace Matematyczno-Fizyczne 21 no. 1 (1910), 65–95 (ger). Available at http://eudml.org/doc/215297.

[BKS20] V. Bergelson, I. J. H. Knutson, and Y. Son, An Extension of Weyl’s Equidistribution Theorem to Generalized Polynomials and Applications, International Mathematics Research Notices (2020), rnaa035. https://doi.org/10.1093/imrn/rnaa035.

[BKPLR18] V. Bergelson, J. Kulaga-Przymus, M. Lemańczyk, and F. K. Richter, A Structure Theorem for Level Sets of Multiplicative Functions and Applications, Int. Math. Res. Not. (2018), rny040. https://doi.org/10.1093/imrn/rny040.

[BKPLR19] V. Bergelson, J. Kulaga-Przymus, M. Lemańczyk, and F. K. Richter, A generalization of Kátai’s orthogonality criterion with applications, Discrete & Continuous Dynamical Systems - A 39 no. 5 (2019), 2581–2612. https://doi.org/10.3934/dcds.2019108.

[BL07] V. Bergelson and A. Leibman, Distribution of values of bounded generalized polynomials, Acta Math. 198 no. 2 (2007), 155–230. https://doi.org/10.1007/s11511-007-0015-y.

[BCG01] E. R. Berlekamp, J. H. Conway, and R. K. Guy, Winning ways for your mathematical plays. Vol. 1, second ed., A K Peters, Ltd., Natick, MA, 2001. https://doi.org/10.1201/9780429487330.
G. Halász, On the distribution of additive and the mean values of multiplicative arithmetic functions, *Studia Sci. Math. Hungar.* **6** (1971), 211–233.

A. Hildebrand, On Wirsing’s mean value theorem for multiplicative functions, *Bull. London Math. Soc.* **18** no. 2 (1986), 147–152. https://doi.org/10.1112/blms/18.2.147.

I. Kátai, A remark on a theorem of H. Daboussi, *Acta Math. Hungar.* **47** no. 1-2 (1986), 223–225. https://doi.org/10.1007/BF01949145.

L. Kuipers and H. Niederreiter, *Uniform distribution of sequences*, Wiley-Interscience [John Wiley & Sons], New York-London-Sydney, 1974, Pure and Applied Mathematics.

E. Landau, *Handbuch der Lehre von der Verteilung der Primzahlen - Zweiter Band*, 2, Leipzig Und Berlin: B. G. Teubner, 1909. Available at http://name.umdl.umich.edu/ABV2766.0001.001.

E. Landau, Über die äquivalenz zweier Hauptsätze der analytischen Zahlentheorie, *Sitzungsberichte der Kaiserlichen Akademie der Wissenschaften in Wien, Mathematisch-Naturwissenschaftliche Klasse* **120** no. 2a (1911), 1–16.

E. Landau, Über einige neuere Grenzwertsätze, *Rendiconti del Circolo Matematico di Palermo* **34** no. 1 (1912), 121–131. https://doi.org/10.1007/BF03015010.

A. Leibman, Pointwise convergence of ergodic averages for polynomial sequences of translations on a nilmanifold, *Ergodic Theory Dynam. Systems* **25** no. 1 (2005), 201–213. https://doi.org/10.1017/S0143385704000215.

K. Loyd, A Dynamical Approach to the Asymptotic Behavior of the Sequence $\omega(n)$, ArXiv e-prints (2021). Available at https://arxiv.org/abs/2109.08757.

H. von Mangoldt, Beweis der Gleichung $\sum_{k=1}^{\infty} \frac{\mu(k)}{k} = 0$, *Sitzungsberichte der Königlich Preussischen Akademie der Wissenschaften zu Berlin, Zweiter Halbband – Juli bis Dezember* (1897), 835–852. Available at https://biodiversitylibrary.org/page/29982413.

K. Matomäki, M. Radziwiłł, and T. Tao, An averaged form of Chowla’s conjecture, *Algebra Number Theory* **9** no. 9 (2015), 2167–2196. https://doi.org/10.2140/ant.2015.9.2167.

W. Parry, Ergodic properties of affine transformations and flows on nilmanifolds, *Amer. J. Math.* **91** (1969), 757–771. https://doi.org/10.2307/2373350.

S. S. Pillai, Generalisation of a theorem of Mangoldt, *Proc. Indian Acad. Sci., Sect. A.* **11** (1940), 13–20.
[Que10] M. Queffélec, *Substitution dynamical systems—spectral analysis*, second ed., *Lecture Notes in Mathematics* **1294**, Springer-Verlag, Berlin, 2010. https://doi.org/10.1007/978-3-642-11212-6.

[Rag72] M. S. Raghunathan, *Discrete subgroups of Lie groups*, 1 ed., Springer-Verlag, New York-Heidelberg, 1972, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 68.

[Ric21] F. K. Richter, A new elementary proof of the Prime Number Theorem, *Bulletin of the London Mathematical Society* (2021). https://doi.org/10.1112/blms.12503.

[Sar11] P. Sarnak, *Three Lectures on the Mobius function randomness and dynamics*, 2011. Available at publications.ias.edu/sarnak.

[Sar12] P. Sarnak, Mobius randomness and dynamics, *Not. S. Afr. Math. Soc.* **43** no. 2 (2012), 89–97.

[Sel39] S. Selberg, Zur Theorie der quadratfreien Zahlen, *Math. Z.* **44** no. 1 (1939), 306–318. https://doi.org/10.1007/BF01210655.

[Sha49] H. N. Shapiro, Some assertions equivalent to the prime number theorem for arithmetic progressions, *Comm. Pure Appl. Math.* **2** (1949), 293–308. https://doi.org/10.1002/cpa.3160020208.

[Tao16] T. Tao, The logarithmically averaged Chowla and Elliott conjectures for two-point correlations, *Forum Math. Pi* **4** (2016), e8, 36. https://doi.org/10.1017/fmp.2016.6.

[TT18] T. Tao and J. Teräväinen, Odd order cases of the logarithmically averaged Chowla conjecture, *J. Théor. Nombres Bordeaux* **30** no. 3 (2018), 997–1015. https://doi.org/10.5802/jtnb.1062.

[TMF00] G. Tenenbaum and M. Mendès France, *The prime numbers and their distribution*, Student Mathematical Library **6**, American Mathematical Society, Providence, RI, 2000, Translated from the 1997 French original by Philip G. Spain. https://doi.org/10.1090/stml/006.

[Wal82] P. Walters, *An introduction to ergodic theory*, Graduate Texts in Mathematics **79**, Springer-Verlag, New York-Berlin, 1982.

[Wey16] H. Weyl, Über die Gleichverteilung von Zahlen mod. Eins, *Math. Ann.* **77** no. 3 (1916), 313–352. https://doi.org/10.1007/BF01475864.

[Wir61] E. Wirsing, Das asymptotische Verhalten von Summen über multiplikative Funktionen, *Math. Ann.* **143** (1961), 75–102.

[Wir67] E. Wirsing, Das asymptotische Verhalten von Summen über multiplikative Funktionen. II, *Acta Math. Acad. Sci. Hungar.* **18** (1967), 411–467. https://doi.org/10.1007/BF02280301.
