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Abstract

Edge computing brings several advantages, such as reduced latency, increased bandwidth, and improved locality of traffic. One aspect that is not sufficiently understood is to what extent the different communication latency experienced in the edge-cloud continuum impacts on the energy consumption of clients. We studied the energy consumption of a request-response communication scheme when an LTE node communicates with edge-based or cloud-based servers. Results show that the reduced latency of edge servers brings significant benefits in terms of energy consumption. Experiments also show how the energy savings brought by edge computing are influenced by the prevalent direction of data transfer (upload vs download), load of the server, and daytime/nighttime operation.
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1. Introduction

With edge computing, processing and storage capabilities are moved from centralized data centers to the periphery of the network, so that they can be close to the end users. The aim of edge computing is to provide low latency and high bandwidth that can be exploited to improve existing applications or to build new ones. The migration of cloud services to the edge can bring benefits in several domains. The reduced latency improves the performance of applications such as online gaming [1], augmented reality [2], and connected vehicles [3]. Real-time video analytics [4] and other traffic-intensive applications can benefit from higher bandwidth. Additionally, the edge computing paradigm allows keeping the traffic local to the access network without the need to transit through the public Internet. This may reduce the load on the core network, especially when bandwidth-intensive applications are considered. In this paper, we use the edge computing term according to its broadest meaning: an architectural solution where computing and storage resources are in proximity of the end users, without necessarily assuming that such resources must be co-located with specific elements of the network architecture, such as eNodeB or RAN infrastructure (5) describes some deployment options. The rationale is that we are interested in evaluating edge computing as an architectural design solution, without specific implementation and/or deployment details.

Both edge and cloud solutions can be beneficial for applications running on smart things [6]. Many smart devices collect data from the environment, examples include the air quality sensors in a smart city [7], intelligent cameras [8], and e-health monitoring appliances [9]. Produced information is transmitted to the server side, where it is aggregated, analyzed, and stored. The server side is typically implemented as a set of cloud services, to cope with fluctuations in computing and storage demand [10,11,12]. In the last years, also the adoption of the edge computing in combination with smart devices received significant attention [13,14,15]. Pushing computing, storage, and intelligence closer to the sources of information demonstrated its benefits in several domains, such as manufacturing [16], wearable cognitive assistance [17], and smart transportation [18]. Investigation focused on several aspects of the edge vs cloud relationship, such as service deploy-
The advantages of edge computing have almost always been quantified in terms of improved response times. An aspect that did not receive enough attention is the impact of edge computing on the energy consumption of client devices, which is definitely important as such devices are typically battery-operated. In this paper, we answer the following research question: how much energy is saved on client devices when using edge computing compared to cloud computing during communication? The study focuses on a request-response protocol, as this is the way of operating of the majority of applications that interact with the cloud (and hence also with the edge).

The client, which issues the requests, is supposed to be energy-constrained and wirelessly connected, as it happens for many smart and/or mobile devices. The server is supposed to be placed either in the edge or in the cloud, with significant differences in terms of communication latency. The communication between the two application components (client and server) is assumed to be based on LTE, as this is the technology currently used for a significant fraction of machine-to-machine communication. To answer the above research question, this work brings the following technical contributions:

- An analytical model that describes the energy consumption of a request-response protocol is provided. The model, differently from existing literature, allows application designers to understand how the various phases of the protocol, such as transmitting the data or waiting for a reply, affect the overall energy consumption when communicating with an edge server or a cloud one.

- The energy needed on client devices, when communicating with edge- and cloud-based servers, is studied when varying the most important parameters of operations. Results show that edge computing, most of the time, can reduce the energy consumption of client devices. Our results concern a request-response communication scheme, whereas existing literature on the topic mostly covers offloading of computation.

- The analytical model is fed with network traces collected in the real world to incorporate in the evaluation the complexities of the TCP protocol. Results show that edge computing can bring a significant reduction of the energy consumed on the client side, up to 55%, when the request-response communication scheme operates on top of a connection-oriented protocol. Experiments also show how the energy savings brought by edge computing can be affected by the prevalent direction of data transfer (upload vs download), load of the server, and daytime/nighttime operation.

The rest of this paper is organized as follows. The scenario of operation and the communication scheme are presented in Section 2, while the model of the LTE interface is given in Section 3. The energy consumption of the considered communication scheme is computed in Section 4, while results for connectionless and connection-oriented communication are shown in Sections 5 and 6, respectively. Section 7 discusses the main findings and the limitations of this study. Section 8 summarizes the related work. Finally, Section 9 concludes this work. To conclude, Table 1 summarizes the symbols used in the rest of this paper.

2. Scenario of Operation and Method

We assume a scenario of operation like the one depicted in Figure 1. The scenario comprises a typical network architecture where an access network provides connectivity to the terminal nodes, and an edge network hosts the edge servers and connects them to the base stations (BSs). The edge network is connected, directly or indirectly, to the public Internet from which remote cloud servers can be reached. Terminal nodes communicate with application components that can be executed either on edge servers or cloud servers. Depending on the placement of the application, various advantages can be achieved. When applications are running on edge servers, communication is generally characterized by reduced latency and higher bandwidth. On the contrary, the use of a remote cloud brings benefits in terms of available computing power and ease of operation. For
simplicity, we consider a scenario with just one edge server and one cloud server. Since our aim is to study the energy consumption solely on the client side, and how this energy consumption depends on the latency, a scenario including multiple edge or cloud servers would add unnecessary complexity to the problem, as, from our perspective, different edge or cloud servers are only characterized by different latency towards the client.

In this scenario, we consider a client-server application, represented in Figure 2. The client (C) runs on terminal nodes, while the server (S) can run either on edge or on cloud machines. The application operates according to a request-response model, whose period is equal to $T_I$. Such periodic behavior can be found in many classes of applications, e.g., a smart camera that periodically sends the collected data to a central repository or a node that checks for incoming messages or updated information according to a polling-based approach. A Machine Type Communication (MTC) traffic pattern that is of periodic nature is indicated in [24] as one of the two recurrent schemes. The other one is the event-based communication pattern, which is however outside the scope of this paper. At the beginning of each period, C sends a request to the server. This operation requires a time $T_{TX}$ that depends on multiple factors: the amount of data to be transferred, the bandwidth of the wireless segment, and the communication latency. We assume that S is always idle, thus it is always waiting for incoming requests from C, and that the received request is immediately processed in a fixed amount of time $T_{ELAB}$ (in Section 6.4, the impact of an increasing load on the server will be considered). S then sends back the response to C, e.g., a confirmation message that the request has been correctly processed. From the client’s perspective, $T_W$ is the interval between the end of the transmission of the last byte of the request and the start of the reception of the first byte of the response. The reception of the response has a duration of $T_{RX}$. Finally, C

---

| Symbol | Description |
|--------|-------------|
| $T_I$  | The application period (the interval between a request and the next one) |
| $T_{TX}$ | The time needed to transmit the data to the server |
| $T_{RX}$ | The time needed to receive the data from the server |
| $T_{ELAB}$ | The elaboration time of the server |
| $T_W$ | The time between the end of transmission and the beginning of reception |
| $T_Q$ | The time elapsed between the end of $T_{RX}$ and the end of the current application period |
| $E_I$ | The energy consumption during $T_I$, i.e. during a single request-response cycle |
| $E_{TX}$ | The energy consumption during $T_{TX}$ |
| $E_{RX}$ | The energy consumption during $T_{RX}$ |
| $E_W$ | The energy consumption during $T_W$ |
| $E_Q$ | The energy consumption during $T_Q$ |
| $T_C$ | The time spent in CR before moving to SHORT DRX in the absence of packets sent or received |
| $T_S$ | The time spent in SHORT DRX before moving to LONG DRX in the absence of packets sent or received |
| $T_L$ | The time spent in LONG DRX before moving to IDLE in the absence of packets sent or received |
| $T_{PROM}$ | The time needed to promote the interface from IDLE to CR |
| $P_C$ | The power consumption during $T_C$ |
| $P_S$ | The power consumption during $T_S$ |
| $P_L$ | The power consumption during $T_L$ |
| $P_{PROM}$ | The power consumption during $T_{PROM}$ |

---

Figure 2: The interaction between the client (C) and the server (S) during the period $T_I$. 
remains idle for a time $T_Q$ before starting a new request-response cycle.

2.1. Method

To estimate the energy consumption of the request-response communication scheme, a power model of the LTE interface of client devices is needed. The power model defines the operational states of the interface, the possible transitions between such states, and the power needed in every state. The transition between the operational states is driven by transmissions and reception of packets, or their lack of.

The model is used to study the energy consumption when communication takes place on top of a connection-less protocol or on top of a connection-oriented one. In the first case, the study is purely analytical as the communication pattern is simple and an analytical approach allows us to understand the impact of network conditions (namely the delay), and operational parameters on the different phases of the communication pattern. In the second case, the complexities of transport-level protocols (such as TCP) do not allow a purely analytical approach. Thus, the energy consumption is estimated by feeding the power model of the interface with data extracted from real world experiments.

3. Power model of an LTE interface

The power model of the LTE interface we consider is the one described in [25], both in terms of required power and duration of transitions (the technique was originally proposed in [26]). The interface operates as a Finite State Machine with four states: CR (Continuous Reception), SHORT DRX (Short Discontinuous Reception), LONG DRX (Long Discontinuous Reception), and IDLE. The possible transitions between states are shown in Figure 3. Overall, the LTE interface stays in the more energy-hungry state CR when it has to send and receive packets, and moves to the most energy efficient state IDLE when there is no traffic. DRX states are intermediate states used for transitioning in less energy-hungry states gradually, as specified in the following.

In detail, every time the interface has to send or receive a packet, it enters the CR state, which is the state with the highest power consumption. Once the transmission is completed, the LTE interface remains in CR for a time $T_C$, waiting for new packets to be sent or received. If no packet is sent or received during $T_C$, the interface moves into the SHORT DRX state. In this state, the interface alternates sleep phases and short wake-up periods. The sleeping periods reduce the amount of power consumed by the interface, but during those periods, the interface is unable to receive incoming data. Wake-up periods are used to check for possibly incoming packets. Since the interface is not always ready to receive incoming transmissions, an additional delay may affect the reception of packets. If no packet is sent or received for a time equal to $T_S$, the interface transitions into the LONG DRX state. Similarly to SHORT DRX, in LONG DRX the LTE interface alternates sleeping periods with wake-up ones. However, in LONG DRX the sleeping periods are longer, trading increased delay during reception of packets for improved energy efficiency. Finally, in the absence of transmissions and reception of packets, after a time $T_L$, the LTE module moves into the IDLE state. In this state, the interface sleeps most of the time, requiring the smallest amount of energy. Only when a new packet needs to be sent or received the interface returns into the CR state. However, the transition from the IDLE state to the CR state is not immediate, as a “promotion” period is needed to bring the interface into higher operational states. Note that the promotion period is not needed for the transitions from the SHORT DRX and the LONG DRX states to the CR state.

3.1. Parameters of Operation

As previously stated, the operational parameters of the LTE interface that we use are the ones provided in [25]. The considered interface has $T_C$, $T_S$, and $T_L$ equal to 200 ms, 400 ms, and 11000 ms, respectively. The power consumed during the sending and the receiving phases depends on the quality of the Reference Signal Received Power (RSRP). We consider a power consumption $P_{TX}$ of 1200 mW for the sending phase and a power consumption $P_{RX}$ of 1000 mW for the receiving
4. Evaluating the consumption of a request-response communication scheme

The energy $E_I$ needed by the LTE interface during a single iteration of the request-response protocol can be computed as

$$E_I = E_{TX} + E_W + E_{RX} + E_Q + E_{PROM_{TX}} + E_{PROM_{RX}}$$

where $E_{TX}$ is the energy needed to send the data to the server, $E_W$ is the energy spent to wait for a response from the server, $E_{RX}$ is the energy needed to receive the response, $E_Q$ is the energy spent to wait for the beginning of the next iteration, and $E_{PROM_{TX}}$ and $E_{PROM_{RX}}$ are the energy required to bring the LTE interface into CR before $T_{TX}$ and $T_{RX}$ respectively. The energy $E_{TX}$ can be computed as

$$E_{TX} = T_{TX} \cdot P_{TX}$$

Similarly $E_{RX}$ can be computed as

$$E_{RX} = T_{RX} \cdot P_{RX}$$

Note that during $T_{TX}$ and $T_{RX}$, the interface remains in CR since packets are continuously sent and received (e.g. outgoing TCP segments and incoming ACKs). Instead, when the interface receives no packets, e.g. during $T_W$ and $T_Q$, it may move towards the states characterized by lower energy consumption.

At the beginning of $T_W$, the LTE module is in CR, and it will remain in this state for a time $T_C$ before moving to SHORT DRX. This means that the interface will never move from CR if $T_W$ is smaller than $T_C$. In this case, the energy $E_W$ is equal to

$$E_W = T_W \cdot P_C$$

Instead, if $T_W$ is greater than $T_C$ the interface stays in CR for $T_C$, and then it enters in SHORT DRX for the residual time. If the residual time is smaller than $T_S$ the interface remains in SHORT DRX and the energy consumption can be computed as

$$E_W = T_C \cdot P_C + (T_W - T_C) \cdot P_S$$

If $T_W$ is larger, the interface remains in SHORT DRX for $T_S$, and then it goes into LONG DRX for the residual time. If the residual time is smaller than $T_L$, then $E_W$ can be expressed as

$$E_W = T_C \cdot P_C + T_S \cdot P_S + (T_W - T_C - T_S) \cdot P_L$$

Finally, when $T_W$ is even larger, the interface stays in LONG DRX for $T_L$ and then goes into the IDLE state for the remaining time, and in this case $E_W$ can be expressed as

$$E_W = T_C \cdot P_C + T_S \cdot P_S + T_L \cdot P_L + (T_W - T_C - T_S - T_L) \cdot P_I$$

To summarize, $E_W$ can be expressed as follows:

$$E_W = \begin{cases} T_W \cdot P_C & \text{if } T_W \leq T_C \\ T_C \cdot P_C + (T_W - T_C) \cdot P_S & \text{if } T_C < T_W \leq T_C + T_S \\ T_C \cdot P_C + T_S \cdot P_S + (T_W - T_C - T_S) \cdot P_L & \text{if } (T_C + T_S) < T_W \leq T_C + T_S + T_L \\ T_C \cdot P_C + T_S \cdot P_S + T_L \cdot P_L & \text{if } (T_C + T_S + T_L) < T_W \leq (T_W - T_C - T_S - T_L) \cdot P_I \\ \end{cases}$$

Table 2: The operational parameters of the LTE interface.

| Power consumption | Value (mW) |
|-------------------|------------|
| $P_{TX}$          | 1200       |
| $P_{RX}$          | 1000       |
| $P_C$             | 1000       |
| $P_S$             | 359.07     |
| $P_L$             | 163.23     |
| $P_I$             | 14.25      |
| $P_{PROM}$        | 1200       |

| Transition times | Duration (ms) |
|------------------|---------------|
| $T_C$            | 200           |
| $T_S$            | 400           |
| $T_L$            | 11000         |
| $T_{PROM}$       | 200           |

phase. In CR, outside any transmission period, a power consumption $P_C$ of 1000 mW is considered. In SHORT DRX, the interface consumes 788 mW during a wake-up time, the duration of a wake-up time is 41 ms, and the interface wakes up with a period of 100 ms. In LONG DRX, a wake-up time consumes 788 mW for 45 ms and the interface wakes up with a period of 320 ms. During the sleeping phases, the energy consumption is equal to 61 mW (for both SHORT and LONG DRX). The wake-up time in IDLE requires 570 mW with a duration of 32 ms, and the period is 1280 ms. The sleep phase in the IDLE state has negligible energy consumption. For simplicity, in SHORT DRX, LONG DRX, and IDLE we calculated the mean power consumption hereafter indicated as $P_S$, $P_L$, and $P_I$. Their values are equal to 359.07 mW, 163.23 mW, and 14.25 mW, respectively. Finally, the LTE promotion requires an average power $P_{PROM}$ equal to 1200 mW, and its duration $T_{PROM}$ is equal to 200 ms. The parameters of the LTE interface are summarized in Table 2.
\(T_Q\) can be expressed as the difference between \(T_I\), the period of operation of the application, and the time needed for a request-response phase:

\[
T_Q = T_I - T_{TX} - T_{RX} - T_W - T_{PROM_{tx}} - T_{PROM_{rx}}
\]

where \(T_{PROM_{tx}}\) and \(T_{PROM_{rx}}\) are the time required to bring back the LTE interface into the IDLE state during the phases of transmission and reception, respectively. If the LTE interface reaches the IDLE state during the service, the energy spent during this phase can be computed similarly to \(E_W\).

Thus \(E_Q\) can be expressed as:

\[
E_Q = 
\begin{cases} 
T_Q \cdot P_C & \text{if } T_Q \leq T_C \\
T_C \cdot P_C + (T_Q - T_C) \cdot P_S & \text{if } T_C < T_Q \leq (T_C + T_S) \\
(T_Q - T_C - T_S) \cdot P_I + T_S \cdot P_L & \text{if } (T_C + T_S) < T_Q \leq (T_C + T_S + T_L) \\
T_C \cdot P_C + T_S \cdot P_S + T_L \cdot P_L & \text{if } (T_C + T_S + T_L) < T_Q \\
+ (T_Q - T_C - T_S - T_L) \cdot P_I & \text{if } T_Q > (T_C + T_S + T_L)
\end{cases}
\]

Since the LTE promotion power \(P_{PROM}\) is the same for transmission and reception, as well as the promotion duration \(T_{PROM}\) we can state that:

\[
E_{PROM_{tx}} = E_{PROM_{rx}} = E_{PROM} = T_{PROM} \cdot P_{PROM}
\]

It has to be noted that \(E_{PROM_{tx}}\) is consumed only if the LTE interface enters the IDLE state during \(T_Q\), thus if \(T_Q > (T_C + T_S + T_L)\). Similarly, \(E_{PROM_{rx}}\) is consumed only if the LTE interface enters the IDLE state during \(T_W\), thus if \(T_W > (T_C + T_S + T_L)\).

From a different perspective, \(T_W\) can be rewritten as

\[
T_W = T_{ELAB} + RTT
\]

where \(RTT\) is the Round Trip Time (RTT) between the client and the server. The RTT value is going to be significantly smaller when the server is executed on the edge compared to when the server is executed in a possibly distant cloud infrastructure. Thus, the energy spent in \(T_W\) depends on the RTT. Similarly, also \(T_Q\) depends on the RTT, but in this case according to an opposite relationship: the larger the RTT, the smaller \(T_Q\) (as mentioned, we assume that the application operates according to a fixed period \(T_I\)).

5. Evaluation of Connectionless Communication

We compared the energy consumption \(E_I\) when the client interacts with both a server running on an edge node (hereafter \(E_I^E\)) and a server running in the cloud (hereafter \(E_I^C\)). In accordance with the scheme depicted in Figure 2 we consider a simple application where the client uses UDP datagrams to exchange data with a server periodically. Since UDP lacks any rate control mechanisms (such as congestion and flow control mechanisms), the time required to send data depends only on the number of bytes transferred and the interface bitrate. Then, \(T_{TX}\) can be computed as

\[
T_{TX} = \frac{8 \cdot B_{TX}}{bitrate_{uplink}}
\]

where \(B_{TX}\) is the number of bytes sent by the client interface within a single period, including the overhead introduced by the underlying network stack levels. We compute \(T_{TX}\) and \(T_{RX}\) considering an uplink bitrate of 1 Mbps and a downlink bitrate of 0.8 Mbps, respectively. With such low bandwidth bitrates, it is reasonable to assume that the bottleneck is located on the wireless segment of the path between C and S. As a consequence, we assume that packets received during \(T_{RX}\) are received back-to-back on the client interface. Then, \(T_{RX}\) can be computed as:

\[
T_{RX} = \frac{8 \cdot B_{RX}}{bitrate_{downlink}}
\]

where \(B_{RX}\) is the number of bytes received on the client interface within a single iteration, including the overhead introduced by the underlying network stack levels.

Results are presented by analyzing the ratio \(\rho = E_I^E/E_I^C\). When \(\rho\) is smaller than 1, the edge-based solution provides benefits in terms of energy consumption. The opposite occurs when \(\rho\) is larger than 1. In our analysis, we assume a fixed value for the RTT towards the edge server, \(RTT^E\), equal to 40 ms (this value is derived from a set of measurements described in [27]). In the following sections, we analyze \(\rho\) when varying the RTT towards the cloud server, \(RTT^C\), the period of operation \(T_I\), the amount of sent/received data, and the elaboration time \(T_{ELAB}\), in different combinations.

5.1. Varying the Period of Operation

First of all, we evaluated the impact of the period of operation of the application on the terminal node. We assume a fixed amount of sent/received data of 16000 B and a fixed elaboration time \(T_{ELAB}\) equal to 150 ms. Figure 3 shows \(\rho\) when varying the application period \((T_I)\), and the RTT towards the cloud server \((RTT^C)\). The red region of the 3D surface corresponds to \(\rho > 1\) values. This indicates that, for the combinations of \(T_I^C\) and \(RTT^C\) comprised in the red region, the interaction with a remote cloud requires less energy than the edge-based solution. Conversely, the blue region of
Table 3: $E_W$, $E_Q$, and $E_I$ values for both edge and cloud configurations in a connectless communication scenario, for $T_I$ values of 750 ms and 1000 ms, and $RTT^C$ values ranging from 50 ms to 300 ms. The values have been computed considering $T_{ELAB}$ equals to 150 ms, $RTT^E$ equals to 40 ms, and an amount of data transferred equal to 16000 B for both $E_TX$ and $E_RX$.

| $T_I$ (ms) | $RTT^C$ (ms) | $E_W^C$ (mJ) | $E_W^E$ (mJ) | $E_Q^C$ (mJ) | $E_Q^E$ (mJ) | $E_I^C$ (mJ) | $E_I^E$ (mJ) |
|-----------|--------------|---------------|---------------|--------------|--------------|--------------|--------------|
| 750       | 50           | 190.0         | 200.0         | 225.9        | 222.3        | 729.5        | 735.9        |
| 750       | 75           | 190.0         | 209.0         | 225.9        | 213.3        | 729.5        | 735.9        |
| 750       | 100          | 190.0         | 218.0         | 225.9        | 204.3        | 729.5        | 735.9        |
| 750       | 150          | 190.0         | 235.9         | 225.9        | 162.0        | 729.5        | 711.5        |
| 750       | 200          | 190.0         | 253.9         | 225.9        | 112.0        | 729.5        | 679.5        |
| 750       | 250          | 190.0         | 271.8         | 225.9        | 62.0         | 729.5        | 647.4        |
| 750       | 300          | 190.0         | 289.8         | 225.9        | 12.0         | 729.5        | 615.4        |
| 1000      | 50           | 190.0         | 200.0         | 315.6        | 312.0        | 819.2        | 825.6        |
| 1000      | 75           | 190.0         | 209.0         | 315.6        | 303.1        | 819.2        | 825.6        |
| 1000      | 100          | 190.0         | 218.0         | 315.6        | 294.1        | 819.2        | 825.6        |
| 1000      | 150          | 190.0         | 235.9         | 315.6        | 276.1        | 819.2        | 825.6        |
| 1000      | 200          | 190.0         | 253.9         | 315.6        | 258.2        | 819.2        | 825.6        |
| 1000      | 250          | 190.0         | 271.8         | 315.6        | 240.2        | 819.2        | 825.6        |
| 1000      | 300          | 190.0         | 289.8         | 315.6        | 222.3        | 819.2        | 825.6        |

Figure 4: The ratio ($\rho$) between $E_I^C$ and $E_I^E$ for different values of $RTT^C$ when varying the period of operation $T_I$.

The curve corresponds to the space of parameters where the edge-based approach is less energy-demanding. As can be observed, when $T_I$ is very small, the amount of energy needed to communicate with a cloud server is lower than the one needed to communicate with the edge server, especially when high $RTT^C$ values are considered. Instead, when $T_I$ becomes larger, the edge configuration becomes more energy efficient than the other one.

Let’s first understand why, for very small values of $T_I$, the cloud-based solution is more energy efficient.

It has to be noted that $E_TX$ and $E_RX$ are the same in both edge and cloud configurations. This happens because these values only depend from the transmission and reception bitrate, which we assumed fixed, and the amount of data transferred, which we also assumed fixed. Thus, the only sources of differences between the edge and the cloud configurations are $E_W$ and $E_Q$, which are influenced by the $RTT$. The $T_W$ for the edge configuration (hereafter $T_W^E$) is equal to 190 ms: 150 ms for $T_{ELAB}$ and 40 ms for the $RTT$ towards the edge (hereafter $RTT^E$). With this duration, the LTE interface remains in the CR state for the entire duration of $T_W^E$, as we recall that the LTE interface transitions from the CR state to the SHORT DRX state after 200 ms without sending or receiving a packet. In the cloud configuration instead, $RTT^C$ is higher than $RTT^E$, thus, for fixed $T_I$ values, $T_W^C$ is higher than $T_W^E$ and $T_Q^C$ is smaller than $T_Q^E$, especially for high $RTT^C$ values. Let $\Delta RTT$ be the difference between the cloud and the edge RTT:

$$\Delta RTT = RTT^C - RTT^E$$

Consequently

$$T_W^C = T_W^E + \Delta RTT$$
$$T_Q^C = T_Q^E - \Delta RTT$$

Differently from the edge configuration, in the cloud configuration, during $T_W^C$, the LTE interface stays in the CR state for 10 ms more, then it transitions to the
SHORT DRX state. This means that, in the cloud configuration, the LTE interface spends most of the additional ΔRTT of $T_{W}^C$, in a state characterized by relatively low power consumption. Thus the additional amount of energy consumed in $T_{W}^C$, with respect to the energy consumed in $T_{W}^E$ is not so high. For small values of $T_I$ and high RTT$^C$, $T_{Q}^C$ lasts only few milliseconds, which, even if LTE interface spends them in the CR state, result in a low amount of spent energy. Instead, in the edge configuration, the LTE interface spends most of the additional $\Delta RTT$ of $T_{W}^E$ in the CR state, with a high power consumption. This means that the additional energy spent by the cloud configuration in $T_{W}^C$ is lower than the additional energy spent by the edge configuration in $T_{W}^E$. As an example, Table 3 shows the values of $E_{W}$, $E_{Q}$, and $E_{I}$ for both the edge and cloud configuration, when varying RTT$^C$, for two possible values of $T_I$, 750 ms and 1000 ms, for illustrating the source of differences. For simplicity, for the edge and the cloud configurations we added to all the parameters the superscripts “E” and “C”, respectively. This notation will be kept for the rest of the paper. As can be observed, when $T_I$ is equal to 750 ms, for higher RTT$^C$ values, $E_{Q}^C$ drops down to 12.0 mJ, and $E_{I}^C$ becomes smaller than $E_{I}^E$.

Let’s now analyze why, for larger $T_I$ values, the edge-based configuration is more energy efficient (the blue area in Figure 5). When $T_I$ increases there is no impact on $T_W$, thus $E_{W}^E$ remains smaller for the edge configuration. Conversely, in both edge and cloud configurations, $T_Q$ and $E_Q$ increase as the period of operation gets larger. When $T_I$ is equal to 1 s, in the cloud configuration, the residual time $T_{Q}^C$ is barely sufficient to let the LTE interface enter the SHORT DRX state. This means that for larger $T_I$ the energy spent in $T_Q$ becomes very close for the two configurations and $E_{W}$ is the component that makes the difference.

5.2. Varying the Amount of Sent/Received Data

We now evaluate how the amount of data transferred during requests and responses impacts on the energy needed for the two configurations. Figure 5 shows the value of $\rho$ when the period of operation is fixed ($T_I$ = 5000 ms), the elaboration time is fixed ($T_{ELAB}$ = 150 ms), the amount of data sent/received during each request/response varies from few bytes to 256 KB, and the cloud RTT, RTT$^C$, varies from 50 ms to 300 ms. When the amount of transferred data is small, the edge-based configuration is always more energy efficient, especially when RTT$^C$ is high. The reasons for this behavior are similar to the ones described in Section 5.1. Since the RTT$^C$ is higher, also $T_{W}^C$ is higher. A fraction of the additional time $\Delta RTT$ is spent in the CR state, with high power consumption. When the amount of data transferred is small, $T_{TX}$ and $T_{RX}$ are small for both edge and cloud, while $T_{Q}^E$ and $T_{Q}^C$ are big enough to let the interface enter the LONG DRX state for both the configurations. This means that the parameter that most influences the energy consumption is $T_W$, which strongly depends on the RTT. Since the RTT$^C$ is higher, the energy consumption is higher in cloud configurations.

On the contrary, when a higher amount of data is sent/received, $T_{TX}$ and $T_{RX}$ are larger and, as a consequence, $T_{Q}^E$ and $T_{Q}^C$ become smaller. When $T_{Q}^E$ and $T_{Q}^C$ become so small that the LTE interface is unable to move to the lower energy states (e.g., LONG DRX), then the global consumption becomes more favorable to the cloud-based configuration.

5.3. Varying the Elaboration Time

We now evaluate the impact of the elaboration time of the server. The value of $\rho$ for different values of $T_{ELAB}$ and RTT$^C$ is shown in Figure 6. For this analysis, we set $T_I$ = 5000 ms and an amount of sent/received data of 16000 B. $T_{ELAB}$ is varied between 0 ms and 1500 ms, and RTT$^C$ between 50 ms and 300 ms. The figure shows that the edge configuration is always convenient for small $T_{ELAB}$ values. This happens because small $T_{ELAB}$ values in the edge configuration produce small $T_{W}^E$ values, which the LTE interface spends in the CR state, but for a small amount of time. In the cloud configuration instead, especially when high RTT$^C$ are considered, $T_{W}^C$ is much longer than $T_{Q}^E$, thus the amount of time spent in CR is higher. With $T_I$ = 5000 ms, both $T_{Q}^E$ and $T_{Q}^C$ are long enough to make the LTE interface stay...
in CR for the entire time, and move to less energy demanding states. When $T_{ELAB}$ is small, the total amount of time spent in CR in the cloud configuration is higher than in the edge configuration, and as a consequence also the energy spent is higher.

When $T_{ELAB}$ increases, both $T_{W}^E$ and $T_{W}^C$ increase accordingly. For a given $T_{ELAB}$ on, in the edge configuration the LTE interface is able to move into the SHORT DRX state or even in the LONG DRX state during $T_{W}$. This decreases the benefits obtained during $T_{W}$ by the edge-based solution. In fact, as can be seen, from a given $T_{ELAB}$ on, choosing either an edge or a cloud configuration does not make any difference from an energy consumption perspective.

5.4. Varying the Elaboration Time and the Application Period

Finally, we evaluate the impact of varying the elaboration time $T_{ELAB}$ and the period of operation $T_{I}$, while keeping unchanged the cloud RTT (i.e. $RTT^C$) to 170 ms, and the amount of transmitted data to 16000 B (Figure 7). The cloud-based configuration brings benefits only when $T_{I}$ is really small. For almost all the other configurations, there is almost no benefit in either the edge or the cloud solutions, except for extremely low values of $T_{ELAB}$. In this latter case, when the server is running in the edge, the energy consumption is lower. This happens because a short $T_{ELAB}$ can reduce the time spent in CR during $T_{W}$ for both configurations. When the server is in the cloud, in the $T_{W}^C$ interval, the LTE interface spends a relevant part of $\Delta RTT$ in CR, with significantly higher power consumption. Instead, when $T_{ELAB}$ becomes larger than 160 ms, the consumption during $T_{W}$ for both configurations becomes similar. In this scenario, the difference in energy consumption between the two configurations originates from $T_{D}$. For small $T_{I}$ values, the cloud-based solution is more energy efficient, as the residual time $T_{CQ}$ is smaller than the corresponding time of the edge-based solution, thus less energy demanding.

5.5. Impact of Communication Latency on Communication Costs: an Example

Let’s suppose that a terminal node produces a given amount of data $X$ every hour. Let’s also suppose that communication costs can be defined to take into account not only the energy expenditure of the terminal node, but also the delay that the data incur waiting to be transferred to the server side. Communication cost $C$ could be defined as

$$C = \alpha \cdot \frac{E}{E_{MAX}} + (1 - \alpha) \cdot \frac{D}{D_{MAX}}$$

where $E$ is the total energy needed to transfer the data, and $D$ is the time the data wait on the client side. The latency $D$ is basically the $T_{I}$ period considered so far. $\alpha$ is a coefficient that can be used to weigh the two components depending on the user’s preference for saving energy or obtaining a reduced delay. $E_{MAX}$ is the maximum total energy needed for transferring the data and $D_{MAX}$ is the maximum possible delay. Such maximum values depend on the considered space of parameters and are used to normalize the two cost components before assigning them a weight. Since the total amount of data $X$ in an hour must be always the same, the
The amount of data that must be included in a single request-response cycle is equal to $X/(3600 \text{ s}/T_I)$. The reply is supposed to be just 1 byte, to confirm the reception of data.

Figure 8 shows how $C$ changes when varying $T_I$. The latency between the terminal node and the server is supposed to be equal to 50 ms, and $X$ is equal to $10^6$ B. The three curves correspond to values of $\alpha$ equal to 0.25, 0.5, and 0.75. The minimum cost is obtained when the $T_I$ period is approximately equal to 30, 60, and 80 s, depending on the weight given to the two components.

6. Evaluation of Connection-Oriented Communication

In this section, we consider the performance of a TCP-based application. When TCP is involved, the maximum throughput achievable at the steady-state is limited by multiple factors. For example, the flow control mechanism guarantees that the amount of data sent can not exceed the receiving windows. If a device with poor receiving capabilities is considered, this mechanism can affect the throughput. Instead, if the buffer at the receiver side is sufficient to handle incoming traffic, the steady-state throughput will be determined by the congestion control mechanism.

For different TCP congestion control strategies (e.g., Reno, Vegas, CUBIC), the steady-state throughput has been shown to be always dependent on the RTT [28, 29, 30, 31], even if in different forms. The models proposed in the literature are however valid under precise assumptions and contain parameters (e.g., the packet loss probability) whose values can change over time and can only be collected through network measurements. For this reason, to overcome the limitations of an analytical analysis of TCP flows, we conducted a set of experiments aimed at obtaining the values of $T_{TX}$, $T_{RX}$, $T_W$, and $T_Q$ in a real LTE environment. These values are then included in our model to calculate $\rho$ for connection-oriented communications.

6.1. Application Models

According to the scheme of Figure 2, we consider two applications that periodically exchange data on an existing TCP connection. The first application consists of a client which sends a relatively large amount of data to a server and receives small responses. For example, this behavior can be representative of a smart camera that uploads footage data on a server and receives a confirmation message. The second application implements the opposite scenario, where a client sends small requests and receives larger responses. This second application can be representative of a device that periodically polls a centralized server and receives some updates, as many smart objects or mobile applications do. In practice, these behaviors are mapped on an HTTP POST request and an HTTP GET request, respectively (Figure 9).

(a) Uploading a file to the server. (b) Downloading a file from the server.

Figure 9: Connection-oriented application models.
$T_Q$ as the residual time required to complete the current operational period $T_I$.

6.2. Experimental Setup

To obtain the values of $T_{TX}$, $T_{RX}$, $T_W$, and $T_Q$ of both edge and cloud configurations in a realistic environment, we conducted a set of experiments using the setup of Figure 10. We used a Raspberry Pi to host the client application. The Raspberry Pi was chosen to include in the experiments the possible effects caused by a device with limited computational capabilities, as these devices are the subject of this study. The Raspberry Pi is connected to LTE connectivity through a USB connection. The client application sends HTTP requests towards an NGINX server hosted at the University of Pisa for both edge and cloud experiments. We observed approximately 75 ms of average RTT, measured with ping, between the client and the server. Then, to mimic a cloud environment, we used tc to add a 100 ms delay on the server interface for both incoming and outgoing traffic. This means that $\Delta RTT = 200$ ms was added for the cloud configuration.

The experiments have been conducted as shown in the pseudo code of Algorithm 1. At the beginning, the client starts a sniffing session between the client and the server using tshark. At this point, the client uses curl to send to the edge server two HTTP requests. The former is a POST request that implements the behavior of the first application, while the latter is an HTTP GET request that implements the behavior of the second application. Finally, the client stops the sniffing session, storing the collected trace inside a cap file for further processing. Then, the procedure is repeated using the cloud server as a target and keeping the size of the uploaded/downloaded file unchanged. Finally, once both edge and cloud metrics have been collected the whole procedure is repeated considering a larger file.

We conducted two experiments. The first experiment was run overnight to collect $T_{TX}$, $T_{RX}$, and $T_W$ values in a scenario where the cell is lightly loaded, while the second one was run during the day to collect metrics in the presence of a higher network load. Finally, the values of $T_{TX}$, $T_{RX}$, and $T_W$ are extracted from the cap file, and $T_Q$ is computed as the difference between $T_I$ and the sum of the other values. These values are then used to compute the corresponding energy values, as explained in Section 4. It must be noted that each HTTP request of the experimental phase was performed independently from the others using curl on different TCP connections, while the models considered for the two applications assume to operate on existing connections. In addition, we did not consider the packets exchanged to open and close the TCP connections.

6.3. Results

For each $T_I$ and each file size, we define $E^E_I$ and $E^C_I$ for a connection-oriented communication as the sum of the energy consumed over the 10 repetitions of each experiment involving the edge and the cloud server, respectively. We consider $T_I$ values from 20 seconds to 60 seconds. The ratio $\rho$ between $E^E_I$ and $E^C_I$ is depicted in Figure 11 for the two applications, and night and day scenarios.

First, we can notice that the value of $\rho$ is always smaller than 1. This means that the edge configuration is always convenient as it has smaller energy consumption. This happens because, as stated above, the throughput of a TCP connection depends on the RTT. Thus, the throughput is higher, and increases faster, when smaller RTT are involved, i.e., when the server is placed on the edge node. This implies a shorter time.

---

**Algorithm 1:** The client algorithm executed on the Raspberry Pi during the experimental phase.

```plaintext
1 for $i \in \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10\}$ do
2   for $f \in \{2, 4, 6, 8, 10, 12\} MB$ do
3     for $s \in \{server_{EDGE}, server_{CLOUD}\}$ do
4       Start the tshark session;
5       Send an HTTP POST request to upload on server $s$ a file of size $f$;
6       Send an HTTP GET request to download from server $s$ a file of size $f$;
7       Stop the tshark session and store the cap results;
8     end for
9   end for
10 end for
```
to upload (or download) a file, and, as a consequence, a shorter amount of time spent in the CR state, the most energy consuming state, by the client LTE interface. Therefore, the energy consumption of the edge configuration is smaller. As a confirmation, in Figure 12 we show the transmission times for uploading and downloading a file in both edge and cloud, and night and day scenarios. We can observe that the transmission times of the edge configuration are always lower than those of the cloud configuration. However, the difference between the transmission times is not always the same. For example, for the HTTP POST application, in both night time and day time, the transmission time obtained in the edge scenario grows with approximately the same slope as the transmission time obtained in the cloud scenario. For the HTTP GET application instead, the transmission times in the cloud scenario grow much faster than in the edge scenario. This reflects also in the different shapes of surfaces of Figure 11. For example, for the HTTP POST application, in the night time, the surface is basically flat (Figure 11a). In the day time instead, $\rho$ grows as the file size grows, especially for high $T_I$ times (Figure 11c). This happens because the transmission times of the edge and the cloud scenarios in the day time grow with the exact same slope, while in the night time the edge transmission times grow a bit slower. For the HTTP GET application instead, the trend is similar in both night time and day time (Figures 11b and 11d). The differences between the HTTP POST and the HTTP GET applications can be due to the different transmis-
sion technologies for downlink and uplink in LTE.

It has to be noted that the values of $\rho$ in all scenarios of Figure 11 show a trend that differs from the one obtained when a UDP-based application was considered. For example, for each $RTT^C$ considered, Figure 11 shows that the values of $\rho$ increase as the amount of exchanged data increases. In the connection-oriented model this happens only for the HTTP POST application in the day time (Figure 11c), and still the trend is not the same as in Figure 5. This can happen for mainly two reasons. Firstly, the connection-oriented experiments use the HTTP protocol implemented by existing tools that may introduce additional overhead on both the server and the Raspberry Pi. Secondly, the TCP protocol provides several mechanisms to adapt the application throughput to the status of both the endpoints and the network, while the UDP protocol lacks such mechanisms. As a consequence, the values of $T_{TX}$ and $T_{RX}$ computed for the connectionless model are independent from the server location, and the differences in the amount of energy consumed are dominated only by small differences in $T_W$ and $T_Q$. Instead, when a connection-oriented communication is considered, the throughput is affected by the RTT, which in turn depends on the server distance.

6.4. Evaluating the Impact of Multiple Clients

In this section, we evaluate how the performance of an LTE device running a connection-oriented application can be affected by the presence of other devices interacting with the same server. To this purpose, we performed a set of experiments using the setup of Figure 13. The specific goal was to collect the $T_{TX}$, $T_{RX}$, and $T_W$ values between the monitored client while the server, at the same time, communicates with other clients. The monitored client is the one described in the previous sections. The server side is implemented on top of the Express framework and it was hosted at the University of Pisa. The client periodically sends HTTP GET requests toward the Express server, asking for a resource of fixed size (100 KB). An artificial workload was generated using autocannon [32]. The latter is
a tool used to stress-test Web applications. Autocannon was executed on the same network where the Express server was located, to enable the execution of large numbers of requests. An increasing number of concurrent connections was used to simulate the presence of larger pools of clients. For each concurrent connection, autocannon executed GET requests as fast as possible. Finally, to exert a non-negligible computational load on the server the response was a randomly generated string.

Algorithm 2: The procedure followed during the experiments.

```plaintext
1 for i ∈ {1, 2, 3, 4, 5, 6} do
2     for c ∈ {0, 10, 50, 100, 150, 200} do
3         Configure the cross-traffic generator;
4         for s ∈ {server_EDGE, server_CLOUD} do
5             Start the tshark session;
6             Send an HTTP GET request to download a resource from server s;
7             Stop the tshark session and store the cap results;
5         end for
8     end for
9 end for
```

The experiments were performed according to the pseudo-code of Algorithm 2. At the beginning of each experiment, the workload generator is activated to send HTTP GET requests using c concurrent connections. Then, the client starts a tshark session and sends an HTTP GET request to download a resource from the server. The collected trace is stored for later processing. The last step is carried out for both the edge and the cloud configuration. Finally, the workload generator is re-configured to use a higher amount of concurrent connections and the whole procedure is repeated.

Figure 14 shows the time needed to download 100 KB when varying the server workload. In particular, the curves in Figure 14 are the average values obtained with 6 repetitions. As can be seen, the maximum difference between edge and cloud performance can be appreciated when there is no HTTP request sent by the cross-traffic generator. Conversely, edge and cloud performance are more similar when a high number of concurrent connections are considered. It should be noted that a high number of concurrent requests may lead to saturation of the links in the proximity of the server. Furthermore, since each response is generated randomly, a high number of requests inflict a high computational load on the server. Hence, this result could indicate that communication latency tends to become less relevant when server resources are running low.

Finally, Figure 15 shows the ratio $\rho$ computed considering different values for the application period $T_I$ and different levels of concurrent connections. As can be seen, $\rho$ values are always lower than one. This indicates that the edge configuration is always the most convenient. Then, we can see that the $\rho$ values are coherent with the $T_{RX}$ values of Figure 14. In fact, the lowest values of $\rho$ can be appreciated when $c$ is equal to zero. For such a value of $c$, the values of $T_{RX}$ is significantly different for the two configurations. Conversely, the highest $\rho$ values can be appreciated when $c$ is equal to 100.
i.e. when the values of $T_{RX}$ collected for the two configurations are close. However, this result should not surprise since the interface is in CR during $T_{RX}$. Hence, differences in the time needed to receive the data have a relevant impact on the overall power consumption.

7. Discussion

The results obtained show that, almost always, edge-based solutions allow saving energy on LTE terminal nodes. In particular, results highlight under what network conditions benefits are obtained compared to solutions that rely on a remote cloud. Reducing the energy consumption on terminal devices is a fundamental step for obtaining greener communications and a more sustainable Internet. In addition, in some domains such as Industry 4.0 and Smart Cities, the number of devices belonging to a single organization can be in the order of hundreds or thousands. More efficient communication does not only bring reduced operational costs, but also easier management of battery operated devices. In some cases, the designer just has to push the application server to the edge to achieve some benefits, in other cases some tuning of application operational parameters can be useful (as shown in Section 5.5).

Results have been obtained under a precise set of assumptions, in particular the request-response scheme, the periodic activity, and, in some cases, the use of HTTP as the application level protocol. While these assumptions can be frequently met for the considered scenario concerning smart devices, it is also possible that some applications could be characterized by a highly irregular communication pattern. These aspects have not been included in our model to keep reasonable the level of complexity and understand the main dynamics of the phenomenon. The obtained results pave the way for future work aimed at evaluating the impact of less regular communication patterns – such as when communication is event-driven – and application-level protocols not based on HTTP.

8. Related work

Our work, as mentioned, uses the energy model of the LTE interface defined in [25], which in turn was based on [20]. In particular, in [20] the authors presented a method to infer the operational parameters of an LTE interface: by sending to the device packets with opportunely calibrated intervals and observing the time to respond, the transition times and the duty cycle of DRX modes were estimated. Both the model and the parameters were validated using an hardware power monitor [33], obtaining an error rate below 6%. In [25] the LTE power model was refined and used to estimate the energy expenditure of users in the wild. The goal of the study was to understand how the energy of a smartphone is depleted by its components: CPU, GPU, WiFi, and the cellular interface. Data derived from many users showed that 24.4% of the overall energy was spent on cellular communications. The study did not consider the energy benefits brought by edge computing when compared to centralized cloud, nor evaluated the impact of latency on energy consumption. However, the significant amount of energy spent by a smartphone for cellular communication proves the need for our work.

Other studies focused on finding the optimal DRX parameters, to balance the power-saving constraints with latency requirements. In [34], the problem was faced by using Markov chains, whereas in [35] and [36] semi-Markov processes were used. Machine learning was used in [37] to predict the optimal sleeping periods of an interface. All these works highlight the importance of reducing the energy needed by an LTE interface, but according to an orthogonal approach compared to our study. Our analysis highlights that the adoption of a network architecture based on edge computing is able to reduce the energy demands of client nodes. The benefits, in terms of energy, brought by edge computing were marginally evaluated in the past, and such benefits can be added to the ones obtained by calibrating the LTE interface parameters. In other words, while the above literature studies how the parameters of operation
of an LTE interface can be tuned, we evaluated the impact of external elements, in particular the placement of the server the mobile node communicates with.

Some works focus on edge computing and energy consumption. The majority of studies at the intersection of the two topics are related to computation offloading, i.e. moving CPU-intensive tasks from mobile devices to the edge. In fact, smart devices are characterized by limited computational resources and delegating tasks to an edge server can be helpful in many domains, such as authentication [38], e-health [39], and workflow applications [40]. In addition, smart devices are typically battery-powered, thus, offloading part of the computation may bring benefits in terms of required energy. In [41] a technique based on cooperative task offloading and caching in a MEC environment is presented. The technique minimizes the energy consumption while guaranteeing proper security levels. The performance of a three-tier fog network for IoT applications has been studied in [42], considering power consumption, service latency, and CO2 emission metrics. The overall power consumption has been split into the power consumed to forward packets, perform computation, store data, and migrate applications in the cloud. Task offloading mechanisms for hierarchical edge computing networks have been analyzed in [43], and [44] where the offloading strategy is optimized to take into account both the energy costs and the task execution latency. In hierarchical edge computing networks there are different layers of edge servers, more or less powerful in terms of computational power, and more or less distant from the end users. Other works on the optimal energy-aware offloading schemes in a MEC environment can be found in [45] and [46]. However, all the above studies are based on the idea of moving part of the computation onto edge nodes. We, on the contrary, do not assume any transfer of tasks from terminal nodes to edge servers. Our study makes clear which benefits can be obtained when communicating with servers at different distances in the latency space. This information could be useful to include a refined model of communication costs, in terms of energy, in many of the studies concerning task offloading. The reader is also forwarded to [47] for a survey about energy aware edge computing, where approaches at different levels are summarized, from specific hardware designs to middleware.

An experimental evaluation of the benefits of offloading computation to edge- and cloud-based servers is presented in [48]. Different applications characterized by different levels of computing requirements were tested. The results show that, in many cases, an edge server can reduce both energy consumption and response time compared to keeping the computation local to the device or using a more distant server in the cloud. Also such work focuses on computation offloading. Our work on the contrary does not assume any offloading of computation. Not only our results are related to pure communication, but also provide an indication of why the edge (or the cloud) provides benefits in terms of needed energy. For the results provided in Section 5 and 6, we highlighted how energy is spent during the different phases of communication. This, in turn, provides a conceptual framework that allows the application designers to make their applications more energy efficient.

9. Conclusions

The introduction of edge nodes close to the terminal devices provides several advantages such as reduced latency, higher bandwidth, reduced traffic in the core network, and distributed workload among edge and cloud servers. Further, deploying application components on edge nodes may diminish the energy consumption of terminal devices, which generally are battery-powered.

We assessed the energy consumption of a terminal node operating in an edge computing infrastructure. Starting from a FSM-based model of the LTE interface, we computed the energy consumption on the terminal nodes, considering a simple client-server application. We computed energy consumption in a connectionless communication scenario analytically using the FSM, and the energy consumption in a connection-oriented communication scenario by introducing real-world measurements into the model. The results show that the edge server is always convenient in a connection-oriented scenario. This result can be mainly ascribed to the dependency of the TCP throughput from the RTT between the client and the server. When the client interacts with a remote cloud server, the throughput grows slower as it is influenced by the higher RTT experienced between the two end-points. As a result, a longer amount of time is required to send (or receive) the data. This forces the client interface to stay longer in the CR state, which is characterized by high power consumption. On the other hand, the power consumption in a connectionless communication scenario is less affected by the location of the server. The edge-based solution is still generally more favorable, but in some cases the cloud-based one proved to be a better choice. As connectionless communication protocols, such as UDP, lack of any flow and congestion control mechanisms, the time required to send (or receive) some data is independent of the server location. Differences can
be found only in idle periods, where no data is transmitted, and the interface may be in a state different than CR with lower energy consumption.
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