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Abstract

This paper is delicate to the development of high-order numerical algorithms for solving partial differential equations on point clouds. We introduce a new geometric error analysis framework which requires neither global continuity of surface patches nor exact geometric information, e.g., embedding maps, tangent spaces. The new framework provides us a fundamental tool to analyze discontinuous Galerkin (DG) methods for the Laplace-Beltrami operator on point clouds. It is illustrated using examples of an interior penalty DG method for solving the Laplace-Beltrami equation and the corresponding eigenvalue problem with numerical verification.
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1 Introduction

In recent years, there has been a surge of interest in the study of partial differential equations (PDEs) on manifolds and their numerical methods. Since the seminal work of Dziuk [20], the surface finite element method (SFEM) has been developed into a rich research direction in numerical analysis, see for instance the survey papers [10, 12, 22] and the references therein. Numerical methods for PDEs on manifolds typically involve two levels of discretization (or approximation): one is the discretization of the geometry and its differential structures; the other one is the discretization of the functions defined on the geometry. The greater part of the literature on SFEM seems to have been based on fact that the underlying geometry (manifolds) are surfaces represented by level set functions (e.g., sign distance functions). The geometry approximations are usually limited to continuous piecewise polynomial patches which interpolate underlying smooth manifolds. Using this idea, many of the well known numerical methods in planar domains have been generalized to curved spaces or even evolving manifolds. Exemplary works include SFEM, finite volume method, Crouzeix-Raviart element and so on [15, [17, 19, 21, 23, 24, 31]. Along the same line, discontinuous Galerkin (DG) methods with respect to continuously interpolated piecewise polynomial surfaces have been investigated as well [5, [13, 14. The vast majority of the geometric error estimations in the existing works are based on the fundamental results of [20] for linear SFEM and [15] for higher-order ones, which are for interpolation type discretizations. In other words, the geometric
errors are interpreted as residuals of local polynomial interpolations. In addition, for computational convenience, most of the existing works deal with the surface gradient and other differential operators based on the explicit tangential projection from the ambient space onto the tangent spaces of the manifolds. That means explicit embedding (e.g., through level set functions) of the manifolds into their ambient Euclidean spaces are assumed to be known. These assumptions are not always satisfied as for the problems we are going to study in this paper, where manifolds are discretized as point clouds. Therefore, the existing theory can not apply directly, and numerical methods for solving PDEs on such type discretized manifolds need to be developed and analyzed.

With the revolutionary development of digital technologies, point cloud becomes a standard and easy way of sampling surfaces in many real-world applications. Due to the discrete nature of point clouds, the existing numerical methods for solving PDEs on point clouds are typically meshfree methods, to name just a few [28, 29]. The method in [29] is based on local polynomial approximation of the surface. The idea is natural and easy to implement, but it is difficult to conduct theoretical analysis. The point integral method proposed in [28] was proved to be convergent while the convergence rate is low. In this paper, we are aiming at developing high-order numerical methods to solve PDEs on point clouds with solid theoretical analysis. To get a high order numerical method, first, we need a high order approximation of the underlying surface. Since the surface is given by unstructured point clouds, it is difficult to get a global high order representation. However, it is relatively easy to compute local high order approximations to the surface by polynomial fitting. But, in general, such local approximations may be inconsistent with each other, i.e., the local patches may be discontinuous. Based on the discontinuous geometric representation, the discontinuous Galerkin (DG) method becomes a natural choice. Another difficulty lies in the theoretical error analysis. The geometric assumptions from existing results are violated in this setting. Thus it calls for new ideas in both algorithm designing and numerical analysis for such problems.

In the recent works in [17, 18], the idea of using the Riemannian metric tensor for post-processing and analyzing geometric errors has been employed in gradient recovery (post-processing of numerical solutions) and tangential vector fields computation on manifolds with linear SFEM, which turns out to be successful. This motivates us to further develop the ideas in [17, 18] to higher-order SFEMs and DG methods, and to a priori error analysis. In this paper, we take the Laplace-Beltrami equations and their corresponding eigenvalue problems as background models. Different from the analysis methods widely adopted in the literature, we take an intrinsic viewpoint. By directly estimating the approximation error of the Riemannian metric tensors, the error analysis of numerical solutions, particularly for the geometric errors, becomes more transparent in comparison to existing results. Instead of working on an abstract unified DG framework as in [2, 5], we concentrate on the so-called interior penalty DG method [6, 16, 25, 32] for solving the mentioned two representative problems. Notice that convergence rates of DG methods for eigenvalue problems on planar domain have been studied, e.g., in [4], and higher-order SFEMs for eigenvalue problems were proposed and analyzed in [11]. Especially, it was observed in [11] that there is a non-synchronization phenomenon between the geometric error and the function approximation error in terms of eigenvalue convergence rates. Whether the error rates in [11] sharp or not was an open question. This paper aims to overcome the above constraints and address the open issues.

**Contribution and novelty**

The originality of this study is that it presents an algorithmic framework using DG methods for solving elliptical PDEs on point clouds and a brand new generic geometric error analysis tool. The numerical analysis is different from existing methods which are mostly based on the works in [15, 20]. Instead, the proposed approach considers approximations of the Riemannian metric tensor of the underlying manifold. The differential operators for functions on manifolds are then represented using local geometric parameterizations and their induced metric tensors. The tangential projection and the explicit embedding maps of the manifolds, which are required in many works in the literature, e.g., [15, 20], are not compulsory to know using the new framework. Moreover, it even does not require the surface patches to be continuous, therefore is capable of dealing with more general geometry and allows more flexibility in geometric approximation and numerical methods. This also serves as a starting point for us to study DG methods on point clouds. More explicitly, the error estimate of the metric tensor is established in Theorem 2.9, where a discrepancy phenomenon
between the Jacobian approximation and the metric approximation is reported. In Remark 2.10, an example is provided to justify that our geometric estimates are crucial. These results guide the compatibility of the geometric discretization with the function approximation in order to have optimal convergence rates in numerical methods. Using the intrinsic geometric representation, we are able to design flexible numerical methods and novel error analysis for problems on curved domains. In particular, using the new framework, we prove the convergence rates for high-order DG methods without global continuity of the surface patches in Theorem 3.4. For the numerical analysis of the eigenvalue problem, our approach is also different from both the two works in \cite{4,11}. We show that eigenvalues are invariant under geometric transformations. Then we use the Babuška-Osborn \cite{8} framework and apply it to DG methods on discretized manifolds in Theorem 3.8 which concludes the same theoretical rates as in \cite{11} for high-order SFEMs. Although we focus only on an interior penalty DG (IPDG) method in the analysis and in the numerical examples, our framework and ideas are applicable to other DG methods and SFEMs as well. Last but not least, using a simple example (see Remark 3.9) we argue that the theoretical rates proved in the paper for the convergence of the eigenvalue (therefore also the results in \cite{11}) is actually theoretically optimal.

Structure
The rest of the paper is organized as follows: Section 2 presents an algorithm for patch reconstruction from point clouds and also the geometric error analysis which generalizes the existing results. Section 3 analyzes the convergence rates of numerical solution of the IPDG method for Laplace-Beltrami equation and its eigenvalue problem on point clouds. Finally, the paper is concluded after numerical results and discussions in Section 4. A few technique details are deferred in Appendixes A and B.

2 Geometry reconstruction and its error analysis

In order to develop high-order numerical methods for solving PDEs on point clouds, we need first to reconstruct high-order approximations of the underlying continuous geometry. Therefore, in the following, we outline an algorithm for generating piece-wise smooth patches to approximate the unknown manifold from the point cloud. Error analysis of the reconstructed geometry will be discussed as well. We start with some preliminary on point clouds and manifolds.

2.1 On the point clouds and manifolds
Let \( \Gamma \) be a smooth (sub-)manifold. Let \( \Sigma = \{ \xi_1, \xi_2, \cdots, \xi_N \} \) be set of points which is sampled from the closed smooth (sub-)manifold \( \Gamma \) of known dimension. To make discussions concrete, we consider \( \Gamma \subset U \subset \mathbb{R}^3 \) as later on in the numerical examples. We also assume there is a closed polyhedral whose faces consist of planar triangles \( \{ \Omega_{j}^h \}_{j \in J} \) for some indices set \( J \subset \mathbb{N} \). We denote the set of triangle faces \( \Omega_h = \bigcup_j \Omega_j^h \). We will abuse a bit of notation in the paper, as later \( \Omega_j^h \) may denote both a planar triangle and also the corresponding hyperplane generated from this triangle.

Then there exist some bijective smooth mapping \( \pi : \Omega_h \rightarrow \Gamma \). On every \( \Omega_j^h \), we build a local coordinate system, so that the origin is in \( \Omega_j^h \), and \( \pi \) is a map from \( \mathbb{R}^2 \) to \( \mathbb{R}^3 \). This mapping \( \pi \) induces a metric tensor \( g \) on \( \Gamma \) through the following relation:

\[
g \circ \pi = (\partial \pi)^T \partial \pi.
\]

(2.1)

Note that \( \pi \) is not necessarily defined using the global coordinates in \( \mathbb{R}^3 \), but can be alternately defined on every local patch \( \Omega_j^h \) using the local coordinates on it. We use \( \partial \) to denote the Jacobian, e.g., \( \partial \pi \in \mathbb{R}^{3 \times 2} \) is the Jacobian of the geometry map evaluated locally based on the local coordinates on \( \Omega_j^h \). It turns out that this relationship is important for the error analysis in this paper.

It worthing noting that the mapping from \( \Omega_h \) to \( \Gamma \) is not unique. There are infinitely many different choices. However, the metric tensor \( g \) is invariant with respect to \( \pi \). In this paper, we consider the following particular mapping \( \pi : \Omega_h \rightarrow \Gamma \) in (2.2):

\[
\pi(x) = x - d(x)\nu(x) \quad \text{for every} \quad x \in \Omega_h \quad \text{in the local coordinates on} \ \Omega_h,
\]

(2.2)
where $\nu(x) = \nu(\pi(x))$ is the unit outward normal vector at the point $\pi(x)$ on $\Gamma$, and $d(x)$ is the sign distance function of $\Gamma$. Note that the expression in (2.2) is coordinate independent. We always consider a patch-wise local coordinate system where the origin is in the face of $\Omega_h$. Particularly, we assume $\Omega_h$ to be close enough to $\Gamma$, such that the mapping $\pi$ is bijective between $\Omega_h$ and $\Gamma^j_h \subset \Gamma$.

We use $\Gamma_h := \bigcup_j \Gamma^j_h$ to denote the set of curved triangles on $\Gamma$. The Jacobian can be computed by $\partial \pi(x) = P_r - d(x)H$, where $H$ is the second fundamental form, whose eigenvalues are the principal curvatures $\kappa$ of $\Gamma$. $P_r$ is the tangential projection and it satisfies $P_r \partial \pi(x) = \partial \pi(x) = \partial \pi(x)P_r$.

Provided that $ds < 1$, where $\kappa$ is the scalar curvature of $\Gamma$, we have $\pi : \Omega_h \rightarrow \Gamma_h$ is bijective. To have this fulfilled, we require the distance of $\Omega_h$ to $\Gamma_h$ to be inversely proportional to the curvature.

To develop discontinuous Galerkin methods, we shall construct piecewise polynomial patches of order $k$ approximating given point clouds. To be more specific, we use local polynomial function graphs reconstructed from local groups of points and denote such polynomial graph by $\hat{\Gamma}^{k,j}_h$. In Algorithm 1, we provide such a reconstruction from the given point cloud representation of $\Gamma$ to have $\pi^k_h : \Omega_h \rightarrow \hat{\Gamma}^{k,j}_h$. Using the parametrization map $\pi$ (or $\pi^k_h$), the gradient of scalar function on manifolds can be calculated as

$$
(\nabla g^k \circ \pi = \partial \pi(g^{-1} \circ \pi)\nabla \bar{v} \quad \text{or} \quad (\nabla g^k_{\pi} \circ \pi^k_h = \partial \pi^k_h((g^k_h)^{-1} \circ \pi^k_h)\nabla \bar{v}^k_h). \quad (2.3)
$$

Here $\bar{v} = v \circ \pi$ (or $\bar{v}^k_h = v^k_h \circ \pi^k_h$), and $\nabla$ is the gradient operator on the planar parametric domain $\Omega_h$. Note that this expression of surface gradient is different from the one used in many references for surface finite element methods like [15, 20]. It allows us to develop a brand new numerical analysis framework for investigating PDEs on surfaces or on (sub-)manifolds in general.

### 2.2 Reference mesh

To get the reference mesh, we first construct an initial triangular mesh $\Omega_{\mu} \subset U$. For this initial mesh, we only require that it lies in the reach of the surface such that the map $\pi$ given in (2.2) is well defined. This requirement is very mild. The initial mesh can be generated easily from point cloud by using surface reconstruction methods, such as screened Poisson reconstruction (SPR) [27], Gauss reconstruction [30] etc. Figure 1 gives an example of the initial triangular mesh constructed by SPR. When the initial mesh is too coarse to be used in the computation, to guarantee an optimal convergence rate, we can refine the initial mesh to a satisfactory one. First, for each triangle in the initial mesh, it is refined following the standard procedure until the size of triangles reach the filling distance $h_s$ in Definition 2.1.

**Definition 2.1.** We call $h_s$ in (2.4) the filling distance of the point cloud $\Sigma$

$$
h_s := \sup_{\psi \in \Gamma} \min_{\xi \in \Sigma} |\psi - \xi|. \quad (2.4)
$$

The refined mesh is denoted as $\tilde{\Omega}_h$. Then, for each nodal point of $\tilde{\Omega}_h$, we find its $k$-nearest neighbors ($k \geq 3$) in point cloud $\Sigma$ to fit a hyperplane and project the nodal point to the hyperplane to get a new nodal point. Finally, the reference mesh $\Omega_h$ can be obtained by connecting all the new node points. The connections are the same as those in $\tilde{\Omega}_h$. It is easy to check that the reference mesh has the property that

$$
\text{dist}(\Omega_h, \Gamma) \sim h^2_s,
$$

which will be used in the error analysis to get optimal convergence rate.

![Figure 1: Initial meshes constructed from point cloud. Left: Point cloud; Middle: Reference mesh reconstructed by SPR [27]; Right: Zoom-in of the point cloud and triangular meshes.](image)
2.3 Patch reconstruction from point cloud

Based on the reference mesh obtained in the previous section, we can construct local patch approximations following Algorithm 1.

Algorithm 1 Patch reconstruction from point cloud

Let $J$ be the total number of small triangles of $\Omega_h$. For every $j \in J$, do

1. For each $\Omega_h^i$, pick its barycenter $c^j$, and select a set of $m$ points in $\Sigma$ which are close to $\Omega_h^i$ and uniformly distributed, denoted by $\xi_1^j, \xi_2^j, \ldots, \xi_m^j$. Thus $(\xi_i^j)_{i=1, \ldots, m}$ is $O(h^2)$ close to $\Omega_h^i$.

2. Let $c^j$ be the origin, and choose a local coordinate system where the hyperplane of $\Omega_h^i$ is the transverse plane. Then we change the coordinates of $\{\xi_i^j\}_{i=1}^m$ according to the new local system. In the local coordinates, $\{\xi_i^j\}_{i=1}^m$ is represented as $(s_i^j, v_i^j)$ for $s_i^j \in \Omega_h^i$.

3. Then approximate (interpolate) the points using an $k^{th}$ order polynomial function graph defined on the hyperplane of $\Omega_h^i$. That is to find $p_{h,k,j}$ such that

$$ p_{h,k,j} = \arg\min_p \frac{1}{m} \sum_{i=1}^m |p(s_i^j) - v_i^j|^2 \text{ over } p \in P_k(\Omega_h^i). \tag{2.5} $$

The number $m$ chosen in the first step is sufficiently large, and the points are distributed uniformly, so that problem (2.5) is well-conditioned.

4. Select some interpolating points $(x_i^j)_h \subset \Omega_h^i$ in the parameter domain. Typically, those points $x_i^j$ are chosen according to the polynomial degree.

5. Compute $\psi_k^j = \pi_k^j(x_i^j)$ for those selected points $x_i^j \subset \Omega_h^i$ using the iterations described in (2.8) to get the corresponding points $\psi_k^j$.

6. Interpolate $\psi_k^j$ to get corresponding polynomial patch denoted as $\hat{\Gamma}_{h,k,j}$.

Note that $\hat{\Gamma}_{h,k,j}$ consists of piecewise polynomial patches, but no interpolating $\Gamma_h$. In Algorithm 1, $\psi_k^j$ is still yet to compute. For a given point $x \in \Omega_h^i$ over the parametric domain, we compute the point $\psi \in \Gamma_{h,k,j}$ such that $\psi(x) - x = -d_h^k(x)\nu_h^k(x)$, where $\nu_h^k$ denotes the unite outward normal vector of the local polynomial graph, and $d_h^k$ is the length of the vector $\psi - x$. Since $\psi = (\psi_1, \psi_2, \psi_3)$ is a local polynomial graph, i.e., $\psi_3 = p_{h,k,j}(\psi_1, \psi_2)$, then using this local coordinates, $x = (x_1, x_2, 0)$. Also notice that $d_h^k(x) = \sqrt{(\psi_1 - x_1)^2 + (\psi_2 - x_2)^2 + (\psi_3)^2}$, and $\nu_h^k(x) = \left(\frac{\nu_1^h, \nu_2^h, \nu_3^h}{\sqrt{(\partial_1^h)^2 + (\partial_2^h)^2 + (\partial_3^h)^2}}\right)^\top$.

This gives us the following nonlinear system

$$ \begin{align*}
\psi_3 \partial_1 p_{h,k,j}(\psi_1, \psi_2) + \psi_1 - x_1 &= 0 \\
\psi_3 \partial_2 p_{h,k,j}(\psi_1, \psi_2) + \psi_2 - x_2 &= 0 \\
\psi_3 - p_{h,k,j}(\psi_1, \psi_2) &= 0. \tag{2.6}
\end{align*} $$

We rewrite the above system in a compact form as $M(\psi) = 0$ which can then be solved using Newton’s method. For that, we reduce the above system to a two-variable equation

$$ \begin{align*}
M_1(\psi_1, \psi_2) &= p_{h,k,j}(\psi_1, \psi_2) \partial_1 p_{h,k,j}(\psi_1, \psi_2) + \psi_1 - x_1 = 0 \tag{2.7} \\
M_2(\psi_1, \psi_2) &= p_{h,k,j}(\psi_1, \psi_2) \partial_2 p_{h,k,j}(\psi_1, \psi_2) + \psi_2 - x_2 = 0.
\end{align*} $$

This system then gives rise to the following iterations for some initial guess, e.g., $(\psi_1^0, \psi_2^0)^\top = (x_1, x_2)^\top$

$$ \begin{align*}
(\psi_1^{m+1}, \psi_2^{m+1})^\top &= (\psi_1^m, \psi_2^m)^\top - (\nabla M_m)^{-1}(M_1^m, M_2^m)^\top; \\
\psi_3^{m+1} &= p_{h,k,j}(\psi_1^{m+1}, \psi_2^{m+1}). \tag{2.8}
\end{align*} $$
where $M^m_i = M_i(\psi^m_i, \psi^m_j)$, and $\nabla M^m = \begin{pmatrix} \partial_1 M_1(\psi^m_1, \psi^m_2) & \partial_1 M_2(\psi^m_1, \psi^m_2) \\ \partial_2 M_1(\psi^m_1, \psi^m_2) & \partial_2 M_2(\psi^m_1, \psi^m_2) \end{pmatrix}$ which is a symmetric matrix. Note that its inverse matrix can be explicitly calculated

$$
(\nabla M^m)^{-1} = \frac{1}{\det(\nabla M^m)} \begin{pmatrix} \partial_2 M_2(\psi^m_1, \psi^m_2) & -\partial_2 M_2(\psi^m_1, \psi^m_2) \\ -\partial_2 M_1(\psi^m_1, \psi^m_2) & \partial_2 M_1(\psi^m_1, \psi^m_2) \end{pmatrix}.
$$

The Newton iterations are terminated once an expected accuracy level is reached (in our examples, we choose it to be 10^{-14}).

**Remark 2.2.** We notice here that (4) and (5) are important for the optimal convergence rates of the algorithm. In particular, it is crucial in the geometric error analysis to prove the statement of Proposition 2.6.

### 2.4 Geometric error analysis

One difficulty in numerical analysis for problems on manifolds is that there are error sources in the discretization of both geometry and functions defined on the geometry. Much of the literature focuses on the case that the geometric error is the local polynomial interpolation residuals. However, in the case of point clouds, this is usually not true. To apply (discontinuous) Galerkin methods, we first reconstruct a set of patches from the point cloud which approximates the original manifold $\Gamma$. To proceed with the error analysis, we consider the following notation and assumptions.

**Definition 2.3.** On every local plane of $\Omega_h$, we decompose all the vectors $\xi$ to be vectors of the form $\xi_{\Omega_h}$ and $\xi_o$, which denote the components projected onto $\Omega_h$ and the orthogonal residuals, respectively, i.e.,

$$
\xi = \xi_{\Omega_h} + \xi_o, \quad \text{and} \quad \xi_{\Omega_h} \perp \xi_o.
$$

**Assumption 2.4.** We consider the following assumptions throughout the paper.

1. $\Gamma$ is $C^{k_0}$ smooth, for $k_0 \geq \max \{k, 2\}$, where $k$ is the polynomial order of the surface reconstruction, and its curvature is uniformly bounded.

2. The filling distance $h_f$ in (2.4) is small enough, and $h \geq c_k h_f$ is the largest diameter of the triangles on $\Omega_h$. Here $c_k \geq 1$ is some constant depending on $k$, which controls the lower bound of $h$ so that the polynomial reconstruction in Algorithm 1 is well-conditioned.

3. Every face of the polyhedral $\Omega_h$ is $O(h^2)$ close to the corresponding patches in $\Gamma_h$, and shape regular. This is understood in the sense that for every selected triangle pair $\Omega^i_h$ and $\Gamma^i_h$, we have $|\pi(x) - x| \leq Ch^2$ with some uniform constant $C$ independent of $h$ and $x$. Thus the points in the point cloud are also $O(h^2)$ close to $\Omega_h$ in that sense.

The bounded curvature of $\Gamma$ implies another useful estimate $|\nu_{\Omega_h}| \leq Ch$ as we see in Lemma 2.5. In the next, we do not distinguish the notation $\Gamma$ and $\Gamma_h$.

**Lemma 2.5.** Let Assumption 2.4 be fulfilled. Let $\Omega_h = \cup_{j \in J} \Omega^j_h$ be the parameter domain where $\pi : \Omega_h \to \Gamma_h$ is defined as (2.2). If the diameter of every $\Omega^j_h$ is of scale $h < 1$, then for every unit normal vector, there exists a constant $C$ independent of $h$, such that

$$
|\nu_{\Omega_h}| \leq Ch \quad \text{where } \nu_{\Omega_h} \text{ is the decomposition of } \nu \text{ given as in Definition 2.3.}
$$

**Proof.** Taking arbitrary two unit normal vectors in the same patch $\Gamma^j_h$, let us denote it by $\nu(\xi^a)$ and $\nu(\xi^b)$. The scalar curvature $\kappa$ being uniformly bounded indicates that there exist some constant $C_\kappa > 0$, such that

$$
\sup_{\xi^a \neq \xi^b \in \Gamma^j_h} \frac{|\nu(\xi^a) - \nu(\xi^b)|}{|\xi^a - \xi^b|} \leq C_\kappa.
$$

Take the three nodal points (or vertices) of the triangle $\Omega^j_h$, and find their corresponding nodal points on $\Gamma^j_h$, which forms another triangle in the plane $\hat{\Omega}^j$. Because of the assumed condition that
the triangle in $\Omega_h^i$ is $O(h^2)$ close to $\Gamma_h^i$ and shape regular, the two outward unit normal vectors of $\Omega_h^i$ and $\hat{\Omega}_h^i$, denoted by $z_h^i$ and $\hat{z}_h^i$, respectively, satisfy the error bounds

$$|z_h^i - \hat{z}_h^i| \leq C_1 h.$$  

Let us now fix $\xi_h^i \in \Gamma_h^i$ to be the point at which the unit normal vector is parallel to $\hat{z}_h^i$. Note that $(z_h^i)_{\Omega_h} = 0$. Then we have $|\nu_{\Omega_h}(\xi_h^i)| \leq |z_h^i - \hat{z}_h^i| \leq C_1 h$, and $\xi - \xi_h^i \leq ch$ for all $\xi \in \Gamma_h^i$. Finally, for every $j \in J$, we derive

$$|\nu_{\Omega_h}(\xi)| \leq |\nu_{\Omega_h}(\xi_h^i)| + |\nu_{\Omega_h}(\xi) - \nu_{\Omega_h}(\xi_h^i)| \leq C_1 h + |\nu(\xi) - \nu(\xi_h^i)| \leq C_1 h + C|\xi - \xi_h^i|. \quad (2.9)$$

The scaling constant $C$ can be further optimized with respect to the scalar curvature $\kappa$, though it is not pursued here. We now show approximation property for the nodal points $(\psi^i)_{i \in \mathbb{N}}$ reconstructed from Algorithm 1. In view of the equation in (2.6), the partial differential operators seem to reduce the approximation accuracy of the polynomial functions $p_h^i$ after the Newton iterations. In the following, we show that surprisingly this is not the case as long as the Newton algorithm (2.8) converges sufficiently.

Here and also in the following sections, we always use $C$ to denote some $h$ independent generic constant, which may take different values in different estimates. Now, we are in the position to present a fundamental approximation result.

**Proposition 2.6.** Let Assumption 2.4 be satisfied for the point cloud and $\Gamma_h$. Suppose the Newton iteration in Algorithm 2 stops with a sufficiently small error. Then the reconstructed nodal points $(\psi^i)_{i \in \mathbb{N}} \subset \hat{\Gamma}_h^i$ satisfy the following approximation property to the precise nodal points $(\xi^i)_{i \in \mathbb{N}} \subset \Gamma$

$$|\psi^i - \xi^i| \leq Ch^{k+1}. \quad (2.10)$$

In particular,

$$|\psi^i_{\Omega_h} - \xi^i_{\Omega_h}| \leq Ch^{k+2}, \quad (2.11)$$

where $\psi^i_{\Omega_h}$ and $\xi^i_{\Omega_h}$ are the nodal points of $\psi^i$ and $\xi^i$ projected onto the parametric domain $\Omega_h$, respectively.

Before we prove Proposition 2.6 we provide an auxiliary lemma on the polynomial approximation of scattering points. This is a standard result that is available in many references, e.g., [33]. For completeness, a proof is provided in Appendix A.

**Lemma 2.7.** Let the local patches be reconstructed as in Algorithm 1, which are function graphs of $k$th order polynomials, and let Assumption 2.4 be true for the point cloud. Suppose that the selected points are chosen such that the polynomial reconstruction is well-posed for every patch in Algorithm 1. Then, the fitting polynomial function satisfies

$$\left\|p_h^{k,j} - p^j\right\|_{L^\infty(\Omega_h^i)} \leq Ch^{k+1} \quad \text{and} \quad \left\|\nabla p_h^{k,j} - \nabla p^j\right\|_{L^\infty(\Omega_h^i)} \leq Ch^k \quad \text{for all} \quad j \in J. \quad (2.12)$$

where $p_h^{k,j}$ and $p^j$ are the local polynomial function and the precise function whose graph gives the exact patch on $\Gamma$, respectively.

**Proof of Proposition 2.6.** In the proof, to ease the notation, we ignore all the index $j$, but keep in mind that we always consider the estimate patch-wise. Recall the formula (2.6). Then we have

$$\psi^i_{\Omega_h} - \xi^i_{\Omega_h} = p(\xi^i_{\Omega_h})\nabla p(\xi^i_{\Omega_h}) - p_h^{k}(\psi^i_{\Omega_h})\nabla p_h^{k}(\psi^i_{\Omega_h}) \quad \text{and} \quad \psi^i_0 - \xi^i_0 = p(\xi^i_0) - p_h^{k}(\psi^i_0) \quad (2.13)$$

where $p_h^{k} : \Omega_h \to \mathbb{R}$ is the reconstructed local polynomial patch in Algorithm 1 and $p : \Omega_h \to \mathbb{R}$ is the counterpart of $p_h^{k}$ associated to the patch on $\Gamma$. Note that $p$ and $p_h^{k}$ satisfy the estimate from Lemma 2.7.

In particular, they satisfy the estimates

$$\|p\|_{L^\infty(\Omega_h)} \leq Ch^2 \quad \text{and} \quad \|p_h^{k}\|_{L^\infty(\Omega_h)} \leq Ch^2. \quad (2.14)$$
To further simply the presentation, we will ignore the $L^\infty(\Omega_h)$ norm subscript in the rest of the proof. Note that (2.14) and (2.12) together imply that both $\|\nabla p\|$ and $\|\nabla p_h^k\|$ are of order $O(h)$. Using the triangle inequality, the left equality in (2.13) leads to

$$
\|\psi_{\Delta h}^i - \xi_{\Delta h}^i\| \leq \|\nabla p(\xi_{\Delta h}^i) - p_h^k(\xi_{\Delta h}^i)\| + \|p_h^k(\xi_{\Delta h}^i) - p_h^k(\psi_{\Delta h}^i)\| + \|\nabla p(\xi_{\Delta h}^i) - \nabla p_h^k(\xi_{\Delta h}^i)\|
$$

which together with (2.12) and (2.14) confirm (2.11), i.e., $\|\psi_{\Delta h}^i - \xi_{\Delta h}^i\| \leq Ch^{k+2}$. Back to the second part of (2.13), similarly we have

$$
\|\psi_{\Delta h}^i - \xi_{\Delta h}^i\| \leq \|p_h^k(\psi_{\Delta h}^i) - p(\psi_{\Delta h}^i)\| + \|p(\psi_{\Delta h}^i) - p(\xi_{\Delta h}^i)\| \leq Ch^{k+1} + L \|\psi_{\Delta h}^i - \xi_{\Delta h}^i\|
$$

This concludes the statement in (2.10) by noticing that

$$
\|\psi^i - \xi^i\| \leq |\psi^i - \xi^i| + |\psi_{\Delta h}^i - \xi_{\Delta h}^i|.
$$

The error bounds (2.10) and (2.11) enable us to estimate further the geometric approximation errors. We remark that for continuous interpolated patches, the error in Proposition 2.6 vanishes. Recall Definition 2.3 due to the linearity of the Jacobian we immediately have

$$
\partial \pi = (\partial \pi)_o + (\partial \pi)_{\Omega_h} \quad \text{and} \quad \partial \pi_h^k = (\partial \pi_h^k)_o + (\partial \pi_h^k)_{\Omega_h}.
$$

**Lemma 2.8.** Let the same assumptions as Proposition 2.6 hold. Let $\pi : \Omega_h \to \Gamma_h$ and $\pi_h^k : \Omega_h \to \Gamma_h$ be the mapping associated to the original patches on $\Gamma$ and the reconstructed polynomial patches, respectively. The reconstruction is done by interpolating the reconstructed nodal points from Algorithm 7. Then we have the following error bounds:

$$
\|\partial \pi - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq Ch^k, \quad \|\partial \pi - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq Ch^{k+1},
$$

$$
\|\partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq Ch \quad \text{and} \quad \|\partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq Ch.
$$

**Proof.** Based on Lemma 2.7 and let $\tilde{\pi}_h^k$ be the polynomial patch by interpolating the exact nodal points $\{\xi^i\}$. Therefore we have that $\tilde{\pi}_h^k = \sum_{i=1}^m \xi^i \phi_i$ and $\pi_h^k = \sum_{i=1}^m \psi_i \phi_i$ where $m$ is the number of nodal points depending on the interpolating polynomial orders, and $(\phi_i)_i$ are the Lagrange polynomial bases. This shows that

$$
\|\partial \tilde{\pi}_h^k - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq Ch^k.
$$
To see the first estimate in (2.15), we simply use the triangle inequality and the interpolation error bounds to derive
\[
\|\partial \pi - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq \|\partial \pi - \partial \tilde{\pi}_h^k\|_{L^\infty(\Omega_h)} + \|\partial \tilde{\pi}_h^k - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq C_1 h^k.
\]
For the second estimate in (2.15), notice that \(\partial \pi_h^k - \partial \pi_h^k\) is independent of the local coordinate system, therefore, we choose both \(n^k\) and \(h\) are uniformly bounded independent of \(h\).

Theorem 2.9. Given the same condition as Lemma 2.8, we have
\[
\|\partial \pi - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq \|\partial \tilde{\pi}_h^k\|_{L^\infty(\Omega_h)} + \|\partial \pi_h^k - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq C_1 h^k.
\]

For the first term on the right hand side of (2.16), we notice that \(\partial \tilde{\pi}_h^k\) is independent of the local coordinate system, therefore, we choose both \(n^k\) and \(h\) are uniformly bounded independent of \(h\).

Proof. Recall that \(\partial \tilde{\pi}_h^k\) is independent of the local coordinate system, therefore, we choose both \(n^k\) and \(h\) are uniformly bounded independent of \(h\).

\[\|\partial \pi - \partial \pi_h^k\|_{L^\infty(\Omega_h)} \leq \|\partial \tilde{\pi}_h^k\|_{L^\infty(\Omega_h)} \leq C_1 h^k.\]

To simplify notations, we will not distinguish metric tensors \(g\) and \(g_h^k\) with \(g \circ \pi\) and \(g_h^k \circ \pi_h^k\) in the following. In Theorem 2.9, we show a surprising result that the metric tensor resulted from the reconstructed polynomial patch has one order higher accuracy than the Jacobian approximation (compare to Lemma 2.8).

Theorem 2.9. Given the same condition as Lemma 2.8, we have
\[
\begin{align*}
\|g^{-1}(g - g_h^k)\|_{L^\infty} &\leq Ch^{k+1}, \\
\left\|\frac{\sqrt{|g|} - \sqrt{|g_h^k|}}{\sqrt{|g|}}\right\|_{L^\infty} &\leq Ch^{k+1}, \\
\left\|\frac{l_{g_h^k} - l_g}{l_g}\right\|_{L^\infty} &\leq Ch^{k+1} \quad \text{and} \quad \left\|g^{-1}(\partial \pi)^	op n - (g_h^k)^{-1}(\partial \pi_h^k)^	op n_h^k\right\|_{L^\infty} \leq Ch^{k+1},
\end{align*}
\]

where \(n\) and \(n_h^k\) are the unit normal vectors on the edges of the curved triangles, which are tangential to the surfaces \(\Gamma\) and \(\tilde{\Gamma}_h\), respectively.

Proof. Recall that \(g \circ \pi = (\partial \pi)^	op \partial \pi\), and \(g_h^k \circ \pi_h^k = (\partial \pi_h^k)^	op \partial \pi_h^k\). Note that all the quantities in (2.17) are independent of the local coordinate system, therefore, we choose both \(n\) and \(n_h^k\) are functions graph on \(\Omega_h\). In this case \((\partial \pi)\) and \((\partial \pi)_o\) are orthogonal, and the same holds for \(\pi_h^k\). Then we have
\[
\begin{align*}
g^{-1}(g - g_h^k) &= g^{-1}((\partial \pi)^	op \partial \pi - (\partial \pi_h^k)^	op \partial \pi_h^k) \\
&= g^{-1}\left(\frac{1}{2}((\partial \pi)^	op + (\partial \pi_h^k)^	op)(\partial \pi - \partial \pi_h^k) + ((\partial \pi)^	op - (\partial \pi_h^k)^	op)(\partial \pi + \partial \pi_h^k)\right) \\
&= g^{-1}\left(\frac{1}{2}((\partial \pi)^	op + (\partial \pi_h^k)^	op)_o(\partial \pi - \partial \pi_h^k)_o + ((\partial \pi)^	op - (\partial \pi_h^k)^	op)_o(\partial \pi + \partial \pi_h^k)_o\right) \\
&\quad + g^{-1}\frac{1}{2}((\partial \pi)^	op + (\partial \pi_h^k)^	op)\sigma(\partial \pi - \partial \pi_h^k) + ((\partial \pi)^	op - (\partial \pi_h^k)^	op)_o(\partial \pi + \partial \pi_h^k)_o,
\end{align*}
\]

where we use the decomposition in Definition 2.3. Note that due to the assumptions on \(\Gamma\), \(g^{-1}\) is uniformly bounded independent of \(h\). Then using the estimate from Lemma 2.8 we have the following
\[
\left\|(\partial \pi - \partial \pi_h^k)\right\|_{L^\infty(\Omega_h)} \leq C h^{k+1} \quad \text{and} \quad \left\|(\partial \pi - \partial \pi_h^k)\right\|_{L^\infty(\Omega_h)} \leq C h^{k+1},
\]
and \(\|\partial \pi + \partial \pi^k h\|_{L^\infty(\Omega_h)} \leq C\) is uniformly bounded for some constant \(C\) independent of \(h\) and
\[
\|((\partial \pi)^\top + (\partial \pi^k)^\top)\|_{L^\infty(\Omega_h)} \leq Ch.
\]
These together give us the first estimate. The second and the third estimates are consequences derived immediately from the first estimate. We skip the details here. For the forth one, notice that \(n = \partial \pi e_n\) and \(n^k = \partial \pi^k e_n\), where \(e_n\) and \(e_n^k\) both are \(2 \times 1\) vectors defined on the edges of the triangles in the common planar parameter domain \(\Omega_h\). Since both \(\Gamma_h\) and \(\hat{\Gamma}_h^k\) have uniformly bounded curvature, then the lengths of \(e_n\) and \(e_n^k\) are uniformly bounded from above and also bounded away from zero. Thus
\[
g^{-1}((\partial \pi)^\top n - (g^k)^{-1}(\partial \pi^k)^\top n^k) = g^{-1}ge_n - (g^k)^{-1}g^k e_n = e_n - e_n^k.
\]
On the other hand, due to the fact that \(n\) and \(n^k\) are unitary vectors, and \(g\) is positive definite, we have
\[
e_n^T g e_n = e_n^T g^k e_n = 1 \Rightarrow (e_n - e_n^k)^T g(e_n + e_n^k) = e_n^T g^k (g^k - g) e_n
\]
Due to the positive definiteness of the metric tensor \(g\), the above relation indicates that
\[
\|e_n - e_n^k\|_{L^\infty(\Omega_h)} \leq C\|g - g^k\|_{L^\infty}
\]
which then gives us the estimate that
\[
\|g^{-1}((\partial \pi)^\top n - (g^k)^{-1}(\partial \pi^k)^\top n^k)\|_{L^\infty(\Omega_h)} = \|e_n - e_n^k\|_{L^\infty(\Omega_h)} = O(h^{k+1}).
\]

\[\Box\]

**Remark 2.10.** We note that surprisingly the two error estimates of the Jacobian \(\|\partial \pi - \partial \pi^k h\|_{L^\infty(\Omega_h)}\) and the metric tensors \(\|g - g^k\|_{L^\infty}\) are not of the same order, even though the metric tensors are represented by product of Jacobian and its transpose given in (2.1). The extra order for the metric tensor approximation is due to the assumption that the local patches parameterized by \(\Omega_h\) are in the \(O(h^2)\) neighborhood of \(\Omega_h\), which results in the estimate in (2.11). For the interpolating polynomial patches of a smooth manifold as in the literature, (2.11) is automatically fulfilled. However, it is not granted for arbitrary approximations. Notice that, with only the condition (2.10), it is in general not sufficient to prove the results in Theorem 2.9. For the interpolating polynomial patches of a smooth manifold as in the literature, (2.11) is automatically fulfilled, which seems to be not granted for arbitrary approximations. Notice that, with only the condition (2.10), it is in general not sufficient to prove the results in Theorem 2.9. An immediate example one may think is a right-angled triangle with two orthogonal edges of length \(h\), while another right-angled triangle in the same plane with two orthogonal edges of length \(h + h^{k+1}\). For such a pair, (2.10) is satisfied but not (2.11). Then the ratio of the areas of the two triangles is \(1 + 2h + h^{k+1}\), i.e.,
\[
\frac{|\sqrt{g^k} - \sqrt{g}|}{\sqrt{|g|}} \leq 2h + h^{k+1} \text{ for these two patches, which does not give the results in Theorem 2.9.}
\]
This also explains that the closeness property (2.11) in Proposition 2.6 for Algorithm 2.1 is crucial.

**Remark 2.11.** The result of Proposition 2.6 implies that to have the same error bounds in Theorem 2.7, it is not necessary to require the points from the point cloud to be on the exact manifold. We believe that (2.10) and (2.11) are the sufficient conditions to derive the error bounds of the metric tensors in such cases.

## 3 DG methods in curved domain and their error analysis

To illustrate the main idea better, we focus on two important exemplary elliptical PDEs on \(\Gamma\). The first one is the Laplace-Beltrami equation: Given \(f \in L^2(\Gamma)\), find \(u \in H^2(\Gamma)\) such that
\[
-\Delta_g u + u = f,
\]
where \(g\) is the Riemannian metric of \(\Gamma\). The weak version of problem (3.1) is to find \(u \in H^1(\Gamma)\) such that
\[
A(u, v) = (f, v), \quad \text{for all } v \in H^1(\Gamma).
\]


where
\[ A(u,v) = \int_{\Gamma} (\nabla_g u \cdot \nabla_g v + uv) dA_g, \quad \text{and} \quad f(v) = \int_{\Gamma} f v dA_g. \]

The second model equation is the eigenvalue problem associated to the Laplace-Beltrami operator on \( \Gamma \): find pairs \((\lambda, u) \in (\mathbb{R}^+, H^2(\Gamma))\) such that
\[ -\Delta_g u = \lambda u. \tag{3.3} \]

The eigenvalues are assumed to be ordered so that \(0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq \cdots\), and the corresponding eigenfunctions are normalized to satisfy \(\|u_i\|_{L^2(\Gamma)} = 1\). The weak formulation of (3.3) read as: find \((\lambda, u) \in (\mathbb{R}^+, H^1(\Gamma))\) with \(\|u\|_{L^2(\Gamma)} = 1\) such that
\[ \int_{\Gamma} \nabla_g u \cdot \nabla_g v dA_g = \lambda \int_{\Gamma} u v dA_g \quad \text{for all} \quad v \in H^1(\Gamma). \tag{3.4} \]

Well-posedness of the above problems have been discussed for instance in [7]. Our goal here is to develop numerical methods for such type of PDEs when \(\Gamma\) is given in the form of point cloud sampling.

### 3.1 DG methods for PDEs on curved domain

In this paper, we shall focus on an interior penalty discontinuous Galerkin method (IPDG) for PDEs on point cloud.

The standard formulations of DG methods in a surface setting have been studied in [5, 14], a bilinear form of which is recalled as follows:

\[ A_h^{k,j}(u_h, v_h) := \sum_j \int_{E_h^k} (\nabla g_h^j \cdot \nabla g_h^j v_h + u_h v_h) dA_{g_h^k} - \sum_{e_h^k \in \hat{E}_h} \int_{e_h^k} \left( \{(\nabla g_h^j u_h \cdot n_h^k)[v_h] + \{(\nabla g_h^j v_h \cdot n_h^k)) [u_h] - \frac{\beta}{h}[u_h][v_h] \right) dE_{g_h^k}. \tag{3.5} \]

Here \(\hat{E}_h\) denotes the edge set contains all the edges from the curved triangle faces in \(\hat{\Gamma}_h^k\), \(\beta\) denotes the stabilization parameter, and \(n_h\) is the out unit normal vector orthogonal to the edges \(e_h^k\) and tangential to \(\hat{\Gamma}_h^k\). For quantity \(q\) defined on \((e_h^k)^+ \in \partial \hat{\Gamma}_h^k\), the averaging is defined to be \([q] := \frac{1}{2}(q^+ + q^-)\) and the jump is defined to be \([q] := q^+ - q^-\). The main difference is that in [5], the exact manifolds are assumed to be known and \(\hat{\Gamma}_h^k\) is assumed to be piecewise polynomial interpolation of \(\Gamma_h\). However, different situations are confronted in general for point clouds. First of all, \(\Gamma_h\) is not known, and thus \(\hat{\Gamma}_h^k\) is not immediately available for given point clouds. We need to construct such an approximation from a set of scattered points in order to apply a Galerkin type numerical method. This shall be discussed in Section 2.3. Secondly, it might be the case that the reconstructed patches share no common edges with their neighbors. This is usually the case resulting from the local geometric reconstruction of the manifolds through point cloud. Therefore the DG methods in the literature can not be applied directly. In this regard, we need to write down a more general computational formula. To do so, we pull back all the calculations onto the parametric domain \(\Omega_h\). Then we have the following DG form for general problems on manifolds:

\[ A_h^{k,j}(u_h, v_h) := \sum_j \int_{\Omega_h} ((\nabla u_h)^{\top}(g_h^{k})^{-1}(\nabla \hat{v}_h + \hat{u}_h \hat{v}_h) \sqrt{|g_h^{k}|} dA + \frac{\beta}{h} \sum_{e_h \in \hat{E}_h} \int_{e_h} \hat{u}_h[v_h][l_{g_h^{k}}] dE + \sum_{e_h \in \hat{E}_h} \int \{(\nabla \hat{v}_h)^{\top}(g_h^{k})^{-1}(\partial \pi_h^+ \nabla \hat{v}_h l_{g_h^{k}} + \{(\nabla \hat{v}_h)^{\top}(g_h^{k})^{-1}(\partial \pi_h^- \nabla \hat{v}_h l_{g_h^{k}})[\hat{u}_h l_{g_h^{k}}] dE. \tag{3.6} \]

Note that in the parametric domain, \(e_h\) between two neighbored triangles are unique, which is similar to the standard DG methods. However, different metrics apply to the common edge. This has been reflected in the bilinear form (3.6) where \(l_{g_h^{k}}^+\) and \(l_{g_h^{k}}^-\) might be different.
In order to have a comparison with the DG bilinear form on the exact manifolds, we also consider the following parametric presentation for $\Gamma$:

$$
A^k_h(u_h, v_h) := \sum_j \int_{\Omega_h} \left( (\nabla \tilde{u}_h)^T g^{-1} \nabla \tilde{v}_h + \tilde{u}_h \tilde{v}_h \right) \sqrt{g} dA + \frac{\beta}{h} \sum_{e_h \in E_h} \int_{e_h} [\tilde{u}_h][\tilde{v}_h] g dE
$$

$$
- \sum_{e_h \in E_h} \int_{e_h} \left( \{ (\nabla \tilde{u}_h)^T g^{-1} (\partial \pi)^T n \} \tilde{v}_h + \{ (\nabla \tilde{v}_h)^T g^{-1} (\partial \pi)^T n \} [\tilde{u}_h] \right) g dE.
$$

(3.7)

In the following, we denote $\beta_h := \frac{\beta}{h}$. Note that the difference between (3.7) and (3.6) is that the edge metric scaling $l_g$ is the same on every shared edge while $l_g^h$ in general might be not coincide. In that case the formula in (3.7) is just a rewriting of the formula in (3.5) by replacing the metric tensor $g$ with $g^h$.

### 3.2 Function spaces associated to DG methods

In order to conduct error analysis for the DG method formulated in (3.6), we introduce necessary function spaces and also their associated norms. They both involve the geometry by $\hat{\Gamma}^k_h$ and $\Gamma_h$, the reconstructed piecewise polynomial patches from point cloud and the triangulated original manifold, respectively. Note that $\Gamma_h$ is just a partition of $\Gamma$ by curved triangles of diameter $h$. It is common to consider piecewise Sobolev spaces for DG methods. In particular, we use the notation $H^r_l$ to denote the broken Sobolev spaces

$$
H^r_l(\hat{\Gamma}^k_h) := \left\{ v : \hat{\Gamma}^k_h \to \mathbb{R}, \text{ and } v|_{\hat{\Gamma}^k_h} \in H^r(\hat{\Gamma}^k_h), \text{ for all } j \in J \right\},
$$

(3.8)

where $H^r$ denotes the standard Sobolev space, and $r$ is the order of the differentiation. The definition in (3.8) can similarly apply to $\Gamma$ by considering each of the corresponding curved triangles $\Gamma^k_h$. The finite element function space of DG method is given in an isoparametric way through parameter domain $\Omega_h$. Precisely we consider piecewise polynomial functions on every parametric triangle patch $\Omega^l_h$, which are then pulled back to the corresponding surface patches:

$$
\hat{S}^k_{h,l} := \left\{ v \in L^2(\hat{\Gamma}^k_h) : v|_{\hat{\Gamma}^{k,l}} = \tilde{v} \circ (\pi^k_h)^{-1} \text{ where } \tilde{v} \in P^l(\Omega^l_h) \text{ for all } j \in J \right\},
$$

(3.9)

where $l$ is the polynomial order for function values, and $k$ is the polynomial order for reconstructing the local patches from point cloud. Again this types of spaces can also constructed for the exact manifold $\Gamma_h$, in which case, we denote by

$$
S^l_{h,l} := \left\{ v \in L^2(\Gamma_h) : v|_{\Gamma^{l,h}} = \tilde{v} \circ (\pi)^{-1} \text{ where } \tilde{v} \in P^l(\Omega^l_h) \text{ for all } j \in J \right\}.
$$

(3.10)

It is not hard to see that $\hat{S}^k_{h,l} \subset H^l_l(\hat{\Gamma}^k_h)$ and $S^l_{h,l} \subset H^l_l(\Gamma_h)$, respectively. We introduce the following spaces

$$
V^l_{h,l} := H^l(\Gamma_h) + H^l_l(\Gamma_h) \quad \text{and} \quad V^k_{l,h} := H^l(\hat{\Gamma}^k_h) + H^l_l(\hat{\Gamma}^k_h).
$$

Their norms can characterize the DG spaces, which is often called DG norms. Here we write down the one for the former

$$
\|v_h\|_{V^l_{h,l}}^2 = \sum_j \|v_h\|_{H^l(\Gamma^l_j)}^2 + \sum_{e_h \in E_h} \beta_h \|v_h\|_{L^2(e_h)}^2 \quad \text{for every } v_h \in V^l_{h,l}.
$$

The one for the latter is similar and thus omitted. For simplicity, we also denote

$$
\|v_h\|_{\ast}^2 = \sum_{e_h \in E_h} \beta_h \|v_h\|_{L^2(e_h)}^2.
$$

(3.11)

To compare functions defined on $\Gamma_h$ and $\hat{\Gamma}^k_h$, we rely on the pullback and pushforward operations, which are precisely defined as follows:

$$
T^k_h u_h := u_h \circ \pi^k_h \circ (\pi)^{-1}.
$$

(3.12)

Note the pullback $T^k_h$ is a bijection and both itself and its inverse the pushforward $(T^k_h)^{-1}$ are bounded operators in the sense that:
Lemma 3.1. Let $T^k_h$ and its inverse $(T^k_h)^{-1}$ be defined as (3.12), then
\[ \|T^k_h u_h\|_{H^m(\Gamma_h)} \simeq \|u_h\|_{H^m(\hat{\Gamma}^k_h)} \quad \text{for all } 0 \leq m \leq l + 1. \] (3.13)

By $a \simeq b$ we mean that there exist positive constants $C_1$ and $C_2$ such that $a \leq C_1 b$ and $b \leq C_2 a$.

3.3 Error analysis for Laplace-Beltrami equation

To develop the convergence analysis, we follow the general strategy in [5,14], but mostly emphasize the geometric error analysis part. It shows that the geometric error are exactly caused by the approximation of the metric tensor. We shall refer to a few lemmas from [5] on DG methods.

Lemma 3.2 (DG trace inequality). For every $e^l_j \in \partial \Gamma^l_j$, and for sufficiently small $h$, we have
\[ \|v_h\|_{L^2(e^l_j)}^2 \leq C h^{-1} \|v_h\|_{L^2(\Gamma^l_j)}^2 \quad \text{and} \quad \|\nabla_g v_h\|_{L^2(e^l_j)}^2 \leq C h^{-1} \|\nabla_g v_h\|_{L^2(\Gamma^l_j)}^2. \] (3.14)

Lemma 3.3 (Boundedness and coercivity of DG bilinear form). The DG bilinear form $A^l_h$ defined on $\Gamma_h$ is bounded and coercive in DG norm provided that the stabilization parameter $\beta$ is large enough, i.e.,
\[ A^l_h(u_h, v_h) \leq \|u_h\|_{V^l_h} \|v_h\|_{V^l_h} \quad \text{and} \quad A^l_h(u_h, u_h) \geq C \|u_h\|_{V^l_h}^2. \] (3.15)

With the above preparation, we are now ready to present our main result on the error bounds of the IPDG method.

Theorem 3.4. Let $u^{k,l}_h \in \hat{S}^{k,l}_h$ be the solution by DG discretization of (3.2), and $u \in H^{l+1}(\Gamma_h)$ is the solution of (3.1). Then we have the following quantitative convergence result:
\[ \left\| \hat{u}^{k,l}_h - u \right\|_{L^2(\Gamma_h)} + h \left\| \hat{u}^{k,l}_h - u \right\|_{V^l_h} \leq C h^{\min(k,l)+1} \left( \|f\|_{L^2(\Gamma_h)} + \|u\|_{H^{l+1}(\Gamma_h)} \right), \] (3.16)
where $\hat{u}^{k,l}_h = T^{k,l}_h u^{k,l}_h$ is the pullback of the function $u^{k,l}_h$ from $\hat{\Gamma}^k_h$ to $\Gamma_h$.

Proof. We sketch some of the major steps for a proof strategy, while highlight the part which is different to the one in [5]. We first show the estimate on the DG norm of the error $\|\hat{u}^{k,l}_h - u\|_{V^l_h}$.

After that we proceed with the $L^2(\Gamma_h)$ norm error estimate.

Step 1: Using triangle inequality, this can be decomposed into:
\[ \|\hat{u}^{k,l}_h - u\|_{V^l_h} \leq \|I^l_h u - u\|_{V^l_h} + \|I^l_h u - \hat{u}^{k,l}_h\|_{V^l_h}. \] (3.17)

Step 2: The first term on the right hand side of (3.17) can be estimated using interpolation error estimate and the trace inequality (3.14). This gives
\[ \|I^l_h u - u\|_{V^l_h} \leq C h^l \|u\|_{H^{l+1}(\Gamma_h)}. \]

Be careful here we have interpolation both on the triangle faces and also on the edges.

Step 3: The second term on the right hand side of (3.17) needs a bit more work. Using the stability estimate in Lemma 3.3
\[ \|I^l_h u - \hat{u}^{k,l}_h\|_{V^l_h}^2 \leq C A^l_h(I^l_h u - \hat{u}^{k,l}_h, I^l_h u - \hat{u}^{k,l}_h), \]
where $A(\cdot, \cdot)$ is the bilinear forms induced by the DG discretization of the weak formulation of the PDEs, e.g., Laplace-Beltrami problem. Note that this is formulated on the underlying exact manifold $\Gamma_h$.

Step 4: The key point of the proof is to estimate $A^l_h(I^l_h u - \hat{u}^{k,l}_h, I^l_h u - \hat{u}^{k,l}_h)$. Recall
\[ A^l_h(I^l_h u - \hat{u}^{k,l}_h, I^l_h u - \hat{u}^{k,l}_h) \leq A^l_h(I^l_h u - u, I^l_h u - \hat{u}^{k,l}_h) + A^l_h(u - \hat{u}^{k,l}_h, I^l_h u - \hat{u}^{k,l}_h). \] (3.18)

The first term of the right hand side can be bounded by interpolation estimate and Lemma 3.3
\[ A^l_h(I^l_h u - u, v_h) \leq C h^l \|u\|_{H^{l+1}(\Gamma_h)} \|v_h\|_{V^l_h}. \] (3.19)
for $v_h \in S_h^i$. The second term on the right-hand side of (3.18) looks like a Galerkin orthogonality residual in conformal FEM. In order to analyze it, we consider the the weak formulation and the DG approximation of the Laplace-Beltrami equation, which consists of

$$A_h^i(u, v_h) = \sum_j \int_{\Gamma_h^i} f v_h dA_g$$

and

$$A_h^{k,l}(u_h^{k,l}, (T_h^k)^{-1} v_h) = \sum_j \int_{\Gamma_h^{k,l}} (T_h^k)^{-1} f(T_h^k)^{-1} v_h dA_{g_h^k},$$

where $A_h^i(\cdot, \cdot)$ and $A_h^{k,l}(\cdot, \cdot)$ denotes the DG bilinear forms on $\Gamma_h$ and $\Gamma_h^{k,l}$, respectively. Their precise forms have been given in (3.7) and (3.6).

Note that

$$\frac{dA_{g_h^k}}{dA_g} = \frac{\sqrt{g_h^k}}{\sqrt{|g|}}.$$  This shows

$$A_h^i(u, v_h) - A_h^{k,l}(u_h^{k,l}, (T_h^k)^{-1} v_h) = \sum_j \int_{\Gamma_h^i} f v_h (1 - \sigma_A) dA_g.$$

Now we consider to calculate the quantities on the parametric domain $\Omega_h$

$$A_h^i(T_h^k u_h^{k,l}, v_h)$$

$$= \sum_j \int_{\Omega_h} (\nabla \bar{u}_h^{k,l})^\top g^{-1} \nabla \bar{e}_h \sqrt{|g|} dA + \beta_h \sum_{e_h \in \mathcal{E}_h} \int_{e_h} [\bar{u}_h^{k,l}][\bar{e}_h] l_o dE$$

$$- \sum_{e_h \in \mathcal{E}_h} \int_{e_h} (\{\nabla \bar{u}_h^{k,l}\} g^{-1} \partial \pi^\top \nabla [\bar{e}_h] + \{\nabla \bar{e}_h\} g^{-1} \partial \pi^\top \nabla [\bar{u}_h^{k,l}]) l_o dE$$

while

$$A_h^{k,l}(u_h^{k,l}, (T_h^k)^{-1} v_h)$$

$$= \sum_j \int_{\Omega_h} (\nabla \bar{u}_h^{k,l})^\top (g_h^k)^{-1} \nabla \bar{e}_h \sqrt{|g_h^k|} dA + \beta_h \sum_{e_h \in \mathcal{E}_h} \int_{e_h} [\bar{u}_h^{k,l}][\bar{e}_h] l_o dE -$$

$$\sum_{e_h \in \mathcal{E}_h} \int_{e_h} \{\nabla \bar{u}_h^{k,l}\}^\top (g_h^k)^{-1} (\partial \pi_h^{k,l})^\top l_h [\bar{e}_h] + \{\nabla \bar{e}_h\}^\top (g_h^k)^{-1} (\partial \pi_h^{k,l})^\top l_h [\bar{u}_h^{k,l}] dE.$$

We define

$$R(v_h) := A_h^i(u - \bar{u}_h^{k,l}, v_h).$$

which is similar but different to the Galerkin orthogonality term. We have that

$$R(v_h) = A_h^{k,l}(u_h^{k,l}, (T_h^k)^{-1} v_h) - A_h^i(T_h^k u_h^{k,l}, v_h) + A_h^i(u, v_h) - A_h^{k,l}(u_h^{k,l}, (T_h^k)^{-1} v_h)$$

$$= A_h^{k,l}(u_h^{k,l}, (T_h^k)^{-1} v_h) - A_h^i(T_h^k u_h^{k,l}, v_h) + \sum_j \int_{\Gamma_h^i} f v_h (1 - \sigma_A) dA_g.$$
which leads to
\[
\mathcal{R}(v_h) = \\
\sum_{k,l} \int_{\Omega_h^k} \left( \nabla \bar{u}_h^{k,l} \right)^T \left( (g_h^k) - g \right) \nabla \bar{v}_h \sqrt{|g_h^k|} + \left( \nabla \bar{u}_h^{k,l} \right)^T g^{-1} \nabla \bar{v}_h \left( \sqrt{|g_h^k|} - \sqrt{|g|} \right) \, dA \\
- \sum_{e_h \in \mathcal{E}_h} \int_{e_h} \left\{ \left( \nabla \bar{u}_h^{k,l} \right)^T \left( (g_h^k)^{-1} (\partial \bar{u}_h^{k,l})^T n_h - g^{-1} (\partial \bar{u}_h^{k,l})^T n \right) \right\} [\bar{v}_h l_g] \, dE \\
- \sum_{e_h \in \mathcal{E}_h} \int_{e_h} \left\{ \left( \nabla \bar{v}_h \right)^T \left( (g_h^k)^{-1} (\partial \bar{u}_h^{k,l})^T n_h - g^{-1} (\partial \bar{u}_h^{k,l})^T n \right) \right\} [\bar{u}_h^{k,l} l_g] \, dE \\
- \sum_{e_h \in \mathcal{E}_h} \int_{e_h} \left\{ \left( \nabla \bar{v}_h \right)^T g^{-1} (\partial \bar{u}_h^{k,l})^T n \right\} [u_h^{k,l} (l_g - l_g)] \, dE \\
- \sum_{e_h \in \mathcal{E}_h} \int_{e_h} \left\{ \left( \nabla \bar{u}_h^{k,l} \right)^T g^{-1} (\partial \bar{v}_h)^T n \right\} [u_h^{k,l} (l_g - l_g)] \, dE \\
+ \beta_h \sum_{e_h \in \mathcal{E}_h} \int_{e_h} [\bar{u}_h^{k,l}][\bar{v}_h]\left\{ (l_g - l_g) \right\} \, dE + \int_{\Omega_h^k} \bar{f}_h \left( \sqrt{|g|} - \sqrt{|g_h^k|} \right) \, dA. \\
\tag{3.21}
\]
Taking into account the geometric error estimates in Theorem 2.9, each of the terms on the right-hand side of (3.21) can be estimated. The details of these estimates are given in Appendix B. To summarize all the estimates there, we derive that
\[
\mathcal{R}(v_h) \leq C_1 h^{k+1} \left\| T_h^{k+1} \right\|_{L^2(\Gamma)} \left\| v_h \right\|_{V_h^k} + C_2 h^{k+1} \left\| f \right\|_{L^2(\Gamma_v)} \left\| v_h \right\|_{L^2(\Gamma_v)}, \tag{3.22}
\]
where \( \left\| T_h^{k+1} \right\|_{V_h^k} \) is uniformly bounded independent of \( h \). Then we go back to (3.18) with (3.19) \( m = l + 1 \) and (3.22) to have the statement. In order to estimate \( \left\| \hat{v}_h^{k,l} - u \right\|_{L^2(\Gamma_h)} \), we leverage the following dual problem of (3.1):
\[
- \Delta_g z + z = \hat{u}_h^{k,l} - u \quad \text{for} \quad z \in H^2(\Gamma_h) \quad \text{and} \quad \left\| z \right\|_{H^3(\Gamma_h)} \leq C \left\| \hat{u}_h^{k,l} - u \right\|_{L^2(\Gamma_h)}. \tag{3.23}
\]
Testing with \( \hat{u}_h^{k,l} - u \) on both sides gives us that
\[
\left\| \hat{u}_h^{k,l} - u \right\|_{L^2(\Gamma_h)}^2 = A_h^I(z_h^{k,l} - z) = A_h^I(z_h^{k,l} - u, z - I_h^I z) + A_h^I(u_h^{k,l} - u, I_h^I z).
\]
Then, applying standard boundedness estimate in Lemma 3.3 to the first term on the right-hand side, we have
\[
A_h^I(z_h^{k,l} - u, z - I_h^I z) \leq \left\| \hat{u}_h^{k,l} - u \right\|_{V_h^k} \left\| z - I_h^I z \right\|_{V_h^k} \leq C h^{k+1} \left\| u \right\|_{H^{k+1}(\Gamma_h)} \left\| z \right\|_{H^2(\Gamma_h)}.
\]
For the second term, we use the estimate from (3.22),
\[
A_h^I(u_h^{k,l} - u, I_h^I z) = \mathcal{R}(I_h^I z) \\
\leq C_1 h^{k+1} \left\| T_h^{k+1} \right\|_{V_h^k} \left\| I_h^I z \right\|_{V_h^k} + C_2 h^{k+1} \left\| f \right\|_{L^2(\Gamma)} \left\| I_h^I z \right\|_{L^2(\Gamma_h)} \\
\leq C \left( C_1 h^{k+1} \left\| T_h^{k+1} \right\|_{V_h^k} + C_2 h^{k+1} \left\| f \right\|_{L^2(\Gamma)} \right) \left\| z \right\|_{H^3(\Gamma_h)}.
\]
Combining with (3.23), we end up with the expected estimates in (3.16) for the \( L^2 \) norm. This concludes the proof in combination with the DG norm estimates.

\[\Box\]

### 3.4 Error analysis for the eigenvalue problem

Let the eigenpair \((\lambda, u)\) be the solution of the eigenvalue problem (3.3), or equivalently (3.4). The DG discretization of eigenvalue problem (3.3) can be formulated as finding pairs \((\lambda_h^{k,l}, u_h^{k,l}) \in \)
Proof. The following lemma tells that the eigenvalues are invariant under geometric transformation operator \( T \):

\[
\lambda_{k,l} = \delta_{ij} \text{ where } N \text{ is the dimension of the DG function space.}
\]

Similarly, the discrete eigenvalues of discrete problem (3.24) can be ordered as \( 0 = \lambda_{h,1} < \lambda_{h,2} \leq \cdots \leq \lambda_{h,N} \), and the corresponding eigenfunctions \( u_{h,i} \) \( (i = 1, \ldots, N) \) can be normalized as \( (u_{h,i}, u_{h,j}) = \delta_{ij} \). Let \( G \) be an solution operator \( T \) such that

\[
A_h^k(u_h^{k,l}, v_h) = (\lambda_{h}^{k,l} + 1) \sum_j \int_{\Omega_h} u_{h}^{k,l} v_h \sqrt{|g_h|} |dA|, \text{ for all } v_h \in V_h^{k,l}. \tag{3.24}
\]

Let \( G : L^2(\Gamma_h) \rightarrow H^1(\Gamma_h) \subset L^2(\Gamma_h) \) be the solution operator of the Laplace-Beltrami problem (3.2) which is defined as

\[
A(Gf, v) = (f, v), \quad \forall v \in H^1(\Gamma) \tag{3.25}
\]

and \( G_h^{k,l} : L^2(\Gamma_h) \rightarrow V_h^{k,l} \subset L^2(\Gamma_h) \) be the discrete solution operator which is defined as

\[
A_h^{k,l}(G_h^{k,l} f, v_h) = ((T_h^{k,l})^{-1} f, v_h), \quad \forall v_h \in V_h^{k,l}. \tag{3.26}
\]

Both \( G \) and \( G_h^{k,l} \) are self-adjoint. Let \( \mu \) (or \( \mu_h \)) be the eigenvalue of \( G \) (or \( G_h^{k,l} \)). Then, we can relate the eigenvalue of (3.3) and the eigenvalue of the operator \( G \) by \( \mu = \frac{1}{1 + \lambda} \). Similarly, we have \( \mu_h = \frac{1}{1 + \lambda_h} \).

The following lemma tells that the eigenvalues are invariant under geometric transformation operator \( T_h \) and its inverse \( (T_h)^{-1} \).

**Lemma 3.5.** If \( \hat{G} \) is the eigenvalue of \( G \) (or \( G_h^{k,l} \)). Then, we can relate the eigenvalue of (3.3) and the eigenvalue of the operator \( G \) by \( \mu = \frac{1}{1 + \lambda} \). Similarly, we have \( \mu_h = \frac{1}{1 + \lambda_h} \).

Proof. This is shown using the fact that the operators \( (T_h)^{\pm} \) and the scalar multiplication are commutative, i.e., \( \mu_h T_h v_h = T_h \mu_h v_h \) and \( \mu_h (T_h)^{\pm} v_h = (T_h)^{\pm} \mu_h v_h \).

Using the above lemma, we have the following result.

**Lemma 3.6.** Let \( \mu_h \) be an eigenvalue of the operator \( G_h^{k,l} \) on \( \hat{\Omega}_h \) with eigenfunction \( u_h^{k,l} \). Define an solution operator

\[
\hat{G}_h^{k,l} := T_h G_h^{k,l} (T_h)^{-1} \text{ on } \Gamma_h. \tag{3.28}
\]

Then \( \mu_h \) is an eigenvalue of \( G_h^{k,l} \) and the corresponding eigenfunction is \( T_h u_h^{k,l} \).

Proof. Let \( u_h^{k,l} = T_h u_h^{k,l} \). Notice that \( G_h^{k,l} u_h^{k,l} = \mu_h u_h^{k,l} \) which implies that \( G_h^{k,l} (T_h)^{-1} u_h^{k,l} = (T_h)^{-1} \mu_h u_h^{k,l} \). It tells that \( T_h G_h^{k,l} (T_h)^{-1} u_h^{k,l} = \mu_h u_h^{k,l} \), which completes the proof.

To simplify the notation, we define

\[
\hat{E}_h^{k,l}(G) := G - \hat{G}_h^{k,l}. \tag{3.29}
\]

Using Theorem 3.4 for the source problem, we can show the operator approximation result

**Lemma 3.7.** Let \( \hat{G}_h^{k,l} : L^2(\Gamma_h) \rightarrow V_h^{k,l} \subset L^2(\Gamma_h) \) be defined as in 3.28, and \( \hat{E}_h^{k,l}(G) \) be given as 3.29. Then the following approximation properties hold:

\[
\left\| \hat{E}_h^{k,l}(G) \right\|_{L^2(\Gamma_h)} = \mathcal{O}(h^{\min(k,l) + 1}). \tag{3.30}
\]

In particular, we have

\[
\lim_{h \rightarrow 0} \left\| \hat{E}_h^{k,l}(G) \right\|_{L^2(\Gamma_h)} \rightarrow 0. \tag{3.31}
\]

Let \( \rho(G) \) (or \( \rho(\hat{G}_h^{k,l}) \)) denote the resolvent set of operator \( G \) (or \( \hat{G}_h^{k,l} \)), and \( \sigma(G) \) (or \( \sigma(\hat{G}_h^{k,l}) \)) denote the spectrum set of operator \( G \) (or \( \hat{G}_h^{k,l} \)). We define the spectral projection operator

\[
E(\mu) := \frac{1}{2\pi i} \int_{\gamma} (z - G)^{-1} dz.
\]
Here $\gamma \subset \rho(G)$ is a curve in the complex domain which encloses $\mu \in \sigma(G)$ but no other eigenvalues of $G$. Let $R(E)$ denote the range of $E$. Let $\mu$ be an eigenvalue of the operator $G$, and it has algebraic multiplicity $m$. Then, combining Theorem 9.1 in [9] and (3.31) implies that no pollution of the spectrum, i.e. $\gamma$ encloses exactly $m$ discrete eigenvalues $\{\mu_{h,k,l}\}_{h=1}^m$ of $G_{h,k,l}^{\varepsilon}$ approximating $\mu$.

Using the Babuška-Osborn spectral approximation theory [8], we have the following convergence results on eigenvalues and eigenfunctions.

**Theorem 3.8.** Let $\mu_{h,k,l}^{\varepsilon}$ be an eigenvalue converging to $\mu$. Let $\tilde{u}_{h}^{\varepsilon,k,l}$ be a unit eigenfunction of $G_{h,k,l}^{\varepsilon}$ associated with the eigenvalue $\mu_{h,k,l}^{\varepsilon}$. Then there exists a unit eigenvector $\tilde{u} \in R(E)$ such that the following estimates hold

$$\|u - \tilde{u}_{h}^{\varepsilon,k,l}\|_{L^2(\Gamma_h)} \leq C h^{\min(k,l)+1},$$

$$|\mu - \mu_{h,k,l}^{\varepsilon}| \leq C(\lambda)(h^{\min(k+1,l)})^2,$$

$$|\lambda - \lambda_{h,k,l}^{\varepsilon}| \leq C(\lambda)(h^{\min(k+1,l)}),$$

where $l \geq 1$ and $k \geq 1$ are orders of the local polynomials for function and geometry approximations, respectively.

**Proof.** For the eigenfunction approximation, Theorem 7.4 in [8] and the approximation property (3.30) already imply that

$$\|u - \tilde{u}_{h}^{\varepsilon,k,l}\|_{L^2(\Gamma_h)} \leq \|e_{h,k,l}^{\varepsilon}(G)\|_{L^2(\Gamma_h)} \leq C h^{\min(k,l)+1}.$$  

(3.35)

To establish the eigenvalue approximation result (3.33), we apply Theorem 7.3 in [8]. Let $v_1, \ldots, v_m$ be any orthonormal basis for $R(E)$. Then, Theorem 7.3 in [8] implies that there exists a constant $C$ such that

$$|\mu - \mu_h| \leq C \sum_{j,k=1}^{m} |\langle e_{h,k,l}^{\varepsilon}(G)v_j, v_k \rangle| + C \|e_{h,k,l}^{\varepsilon}(G)\|_{L^2(\Gamma_h)^2}.$$  

(3.36)

The second term can be bounded by $O(h^{2\min(k,l)+2})$. For the first term, we have

$$\left( e_{h,k,l}^{\varepsilon}(G)v_j, v_k \right) = A(Gv_j, Gv_k) - A_h^{\varepsilon}(G_h^{\varepsilon}v_j, G_h^{\varepsilon}v_k) + A_h^{\varepsilon}(G_h^{\varepsilon}v_j, G_h^{\varepsilon}v_k) - \left( G_h^{\varepsilon}v_j, v_k \right).$$  

(3.37)

Now we estimate each of the two paired terms on the right hand side of (3.37) individually. The first one gives

$$A(Gv_j, Gv_k) - A_h^{\varepsilon}(G_h^{\varepsilon}v_j, G_h^{\varepsilon}v_k) = A_h^{\varepsilon}(Gv_j - G_h^{\varepsilon}v_j, Gv_k) + A_h^{\varepsilon}(G_h^{\varepsilon}v_j, Gv_k - G_h^{\varepsilon}v_k) + A_h^{\varepsilon}(G_h^{\varepsilon}v_j, Gv_k) - \left( G_h^{\varepsilon}v_j, v_k \right).$$  

(3.38)

where the first equality holds since $Gv_j, Gv_k \in H^2(\Gamma_h)$ are continuous for two dimensional $\Gamma_h$. Notice that the third term on the last line of (3.38) can be easily estimated by

$$A_h^{\varepsilon}(e_{h,k,l}^{\varepsilon}(G)v_j, e_{h,k,l}^{\varepsilon}(G)v_k) \leq \left\| e_{h,k,l}^{\varepsilon}(G)v_j \right\|_{V_h^{1,l}} \left\| e_{h,k,l}^{\varepsilon}(G)v_k \right\|_{V_h^{1,l}}.$$  

While for the first and the second terms on last line of (3.38), we recall to (3.20), which then indicates the following

$$A_h^{\varepsilon}(G_h^{\varepsilon}v_j, G_h^{\varepsilon}v_k) - A_h^{\varepsilon}(G_h^{\varepsilon}v_j, G_h^{\varepsilon}v_k) \leq \mathcal{R}(G_h^{\varepsilon}v_j) + \mathcal{R}(G_h^{\varepsilon}v_k) \leq C h^{k+1},$$

where $\mathcal{R}(\cdot)$ is defined in (3.20) and estimated in (3.22).
For the second term on the right hand side of (3.37), we have

$$|A^k_h(G_h^{k,l}u, G_h^{k,l}v) - (\hat{G}_h^{k,l}u, v)|$$

$$\leq |A^k_h(G_h^{k,l}u, \hat{G}_h^{k,l}v) - A^k_h(G_h^{k,l}T_h^{k}u, G_h^{k,l}T_h^{k}v) + A^k_h(G_h^{k,l}T_h^{k}u, G_h^{k,l}T_h^{k}v) - (G_h^{k,l}T_h^{k}u, T_h^{k}v)|$$

$$+ |(G_h^{k,l}T_h^{k}u, T_h^{k}v) - (\hat{G}_h^{k,l}u, v)|$$

$$\leq Ch^{k+1} + |A^k_h(G_h^{k,l}T_h^{k}u, G_h^{k,l}T_h^{k}v) - (G_h^{k,l}T_h^{k}u, T_h^{k}v)| + Ch^{k+1},$$

where the first and the third terms are due to the geometric error estimates from Theorem 2.9.

Summarizing the above estimates, it concludes the proof of (3.32). (3.34) is a direct consequence of (3.33) and (3.27).

**Remark 3.9.** Note that the conclusion of Theorem 3.8 and its proof can also be applied to the continuous Galerkin method on surfaces. We notice here that the geometric approximation error and the function discretization error are not of the same order in the higher-order element cases for the eigenvalue approximation, i.e., the convergence rates of order $O(h^{n+1})$, which was observed in some numerical cases in [11]. The proven error estimates turn out to be theoretically sharp given the geometric approximation error and the function approximation error there. To see this, we consider an example on unit sphere $\Gamma$. Let the approximation manifold be another sphere $\hat{\Gamma}^k$ with radius $1 + h^{k+1}$, which satisfies the geometric approximation error $\|\pi - \pi^k\| \leq h^{k+1}$. Now we consider the Laplace-Beltrami operator on $\Gamma^k$ and its eigenvalues. Using the analytical formula of sphere harmonics, we know that the eigenvalues associated to $\hat{\Gamma}^k$ are of the following form

$$\lambda_h^k \in \left(\frac{n(n+1)}{(1+h^{k+1})} \right)^\infty_{n=1},$$

while for $\Gamma$ are $\lambda \in (n(n+1))^{\infty}_{n=1}$. The error of eigenvalue approximation is

$$|\lambda - \lambda_h^k| = \frac{n(n+1)}{(1+h^{k+1})}.$$

This shows even in this ideal case, the eigenvalues’ approximation errors of order $h^{2k}$ can not be achieved, when the geometric approximation error is of order $O(h^{k+1})$ for $k > 1$. This serves as an example to justify our results.

### 4 Numerical results

In the following, we present a series of benchmark numerical experiments to verify our theoretical findings on the error analysis of the proposed DG method on point clouds. We pick two representative manifolds, the unit sphere and a torus surface, which have genus zero and one, respectively. Before going to numerical results of the optimal convergence rates of the DG method for solving both source and eigenvalue problems of LB operator on point clouds, we first provide a validation of the geometric error bounds of Algorithm 1.

#### 4.1 Geometric error

To simplify the presentation, we introduce the following notations

$$e_n^k = \max_{i \in N} |\psi_i - \xi^i|,$$

and

$$e_l^k = \max_{i \in N} |\psi_i^l - \xi^i_l|,$$

where the superscript $k$ denotes the $k$th order polynomials used in the patch reconstruction from point cloud, and $N$ represents the number of nodal points of $\Omega_h$.

We first check the accuracy claimed for Algorithm 1 based on point cloud which is sampled from the unit sphere and is uniform distributed on its spherical coordinate. In the first test, the initial mesh is generated using CGAL [3] whose vertices are $O(h^2)$ to the unit sphere. In practice, such meshes can be generated using Poisson surface reconstruction [26] which is available in the computational geometry algorithm library CGAL [3]. To depict the convergence rates, we conduct a uniform refinement for each triangle by dividing it into four similar subtriangles. A main difference between the classical refinement for surface finite element methods [15] is that we do not ask for the precise embedding of submanifolds, e.g., the level set functions or parameterization functions. Note that Assumption 2.4 holds already due to the interpolation of the mesh in this example. For
the general case, we can adjust the vertices of the mesh using the point cloud reconstruction before proceeding with uniform refinements, and this costs no extra work.

To assess the result of Proposition 2.6, we report the difference between the reconstructed nodal points and the exact nodal ones in Table 1. Due to the structure of the sphere, the exact nodal points are obtained by stretching the reconstructed nodes along with radial directions. Note that the error bounds of $O(h^{k+1})$ can be observed except for outliers. We also list the errors after projecting the paired nodal points onto the parametric domain $\Omega_h$ in Table 2, which illustrates the $O(h^{k+2})$ convergence rate. These ally with the theoretical results established in Proposition 2.6.

Table 1: Errors of patch reconstruction from point cloud on unit sphere

| $N_p$ | $e_n^1$ | Order | $e_n^2$ | Order | $e_n^3$ | Order | $e_n^4$ | Order |
|-------|---------|--------|---------|--------|---------|--------|---------|--------|
| 222   | 1.12e-02| –      | 1.52e-05| –      | 1.35e-05| –      | 9.02e-08| –      |
| 882   | 2.95e-03| 1.94   | 1.09e-05| 0.47   | 2.68e-06| 2.34   | 4.27e-08| 1.09   |
| 3522  | 7.21e-04| 2.03   | 7.14e-07| 3.94   | 9.42e-08| 4.84   | 3.40e-10| 6.98   |
| 14082 | 1.80e-04| 2.00   | 4.65e-08| 3.94   | 4.83e-09| 4.29   | 3.56e-12| 6.58   |
| 56322 | 4.64e-05| 1.96   | 3.77e-09| 3.62   | 4.07e-10| 3.57   | 1.22e-13| 4.87   |

Table 2: Decomposed error in the parametric domain for sphere point cloud

| $N_p$ | $e_n^1$ | Order | $e_n^2$ | Order | $e_n^3$ | Order | $e_n^4$ | Order |
|-------|---------|--------|---------|--------|---------|--------|---------|--------|
| 222   | 3.88e-04| –      | 1.63e-05| –      | 1.16e-05| –      | 1.44e-07| –      |
| 882   | 1.71e-03| -2.15  | 1.16e-05| -0.16  | 5.19e-06| 1.16   | 1.15e-07| 0.33   |
| 3522  | 2.13e-04| 3.01   | 5.92e-07| 4.94   | 1.61e-07| 5.01   | 9.09e-10| 6.99   |
| 14082 | 2.69e-05| 2.98   | 1.91e-08| 4.96   | 5.41e-09| 4.90   | 8.15e-12| 6.80   |
| 56322 | 3.47e-06| 2.96   | 7.04e-10| 4.76   | 2.37e-10| 4.51   | 9.61e-14| 6.41   |

Notice that, in the sphere case, surprisingly, we can observe some geometric superconvergence phenomenon in the reconstructed patches when the even-order polynomial is employed like quadratic and quartic polynomials. This implies the superconvergence geometric approximation results in the eigenvalue problem later.

Another set of tests are implemented with point cloud presentation of a torus surface:

\[
\begin{align*}
  x &= (4 \cos(\theta) + 1) \cos(\phi), \\
  y &= (4 \cos(\theta) + 1) \sin(\phi), \\
  z &= 4 \sin(\theta).
\end{align*}
\] (4.1)

The point cloud is generated from uniformly distributed points in $(\theta, \phi)$ coordinate and then projected onto the torus.

In Table 3, we present the numerical error for the reconstructed nodal points as the first example. We can observe error bounds of order $O(h^{k+1})$ when $k$th order polynomials are used. Similarly, $O(h^{k+2})$ error bounds for the nodal pairs projected onto the parametric domain coincide with Proposition 2.6. Different from the unit sphere case, there seems no geometrical superconvergence for even polynomials, different to the previous example.

### 4.2 PDEs on point cloud of the unit sphere

Now we show the numerical results of the proposed DG method for discretizing the Laplace-Beltrami operator on the point cloud generated patches. We first give results for the Laplace-Beltrami equation (3.1). The right hand side function $f(x)$ is chosen to fit the exact solution $u(x) = x_1 x_2$. In this test, we choose the finite element degree $l$ and the geometric degree $k$ equal to some $p$ for $p \in \{1, 2, 3, 4\}$. According to the Theorem 3.4, we would expect $O(\max \{ h^{l+1}, h^{k+1} \})$ for $L_2$ error and $O(\max \{ h^{l+1}, h^{k+1} \})$ convergence for $H^1$ error for sufficiently small $h$. Without causing confusion, we use $\phi^p$ (or $D \phi^p$) to denote the $L^2$ (or $H^1$) error with $p$th order degree. The numerical results are plotted in Figure 2, where optimal convergence rates can be observed as desired.

Then we test with the DG discretizing of the Laplace-Beltrami eigenvalue problem (3.3) using the same surface patches. For the Laplace-Beltrami operator on the unit sphere, eigenvalues and
Table 3: Errors of patch reconstruction from point cloud on torus

| $N_n$ | $e_n^1$ | Order | $e_n^2$ | Order | $e_n^3$ | Order | $e_n^4$ | Order |
|-------|---------|-------|---------|-------|---------|-------|---------|-------|
| 200   | 4.67e-02|       | 1.66e-03|       | 3.17e-04|       | 6.63e-05|       |
| 800   | 1.4e-02 | -1.69 | 7.9e-04 | 1.09  | 8.62e-05| 1.88  | 9.45e-06| 2.81  |
| 3200  | 3.39e-03| 2.09  | 5.81e-05| 3.75  | 2.54e-06| 5.08  | 1.98e-07| 5.58  |
| 12800 | 9.00e-04| 1.91  | 5.81e-06| 3.32  | 1.15e-07| 4.47  | 3.92e-09| 5.66  |
| 51200 | 2.48e-04| 1.86  | 1.09e-06| 2.42  | 7.06e-09| 4.02  | 1.14e-10| 5.11  |

Table 4: Decomposed error in the parametric domain for point cloud on torus

| $N_n$ | $e_n^1/\sqrt{\tau}$ | Order | $e_n^2/\sqrt{\tau}$ | Order | $e_n^3/\sqrt{\tau}$ | Order | $e_n^4/\sqrt{\tau}$ | Order |
|-------|----------------------|-------|----------------------|-------|----------------------|-------|----------------------|-------|
| 200   | 2.92e-03             | -     | 1.37e-03             | -     | 3.48e-04             | -     | 7.41e-05             | -     |
| 800   | 1.67e-02             | -2.52 | 1.85e-03             | -0.43 | 2.22e-04             | 0.65  | 4.04e-05             | 0.88  |
| 3200  | 2.46e-03             | 2.77  | 1.25e-04             | 3.89  | 7.83e-06             | 4.82  | 6.07e-07             | 6.06  |
| 12800 | 3.17e-04             | 2.95  | 8.34e-06             | 3.90  | 2.46e-07             | 4.99  | 1.32e-08             | 5.53  |
| 51200 | 4.34e-05             | 2.87  | 6.82e-07             | 3.61  | 8.29e-09             | 4.89  | 2.42e-10             | 5.76  |

Figure 2: Numerical results of Laplace-Beltrami equation on the unit sphere. (a): $L_2$ error; (b): $H^1$ error.

eigenfunctions are known explicitly. In the experiments, we focus on the computation of the first nonzero eigenvalue $\lambda_2 = \lambda_3 = \lambda_4 = 2$. The corresponding eigenfunctions are $u_i = x_{i-1}$ for $i = 2, 3, 4$, which are called spherical harmonics [1].

According to Theorem 3.8, the eigenvalue $\lambda_i$ converges optimally at the rate of $O(\max\{h^{2l}, h^{k+1}\})$. Taking $l = 2$ as an example, we need $k = 3$ to observe the optimal convergence. The corresponding numerical results are reported in Table 3 where the expected rates can be observed.

We also test for another choice of $k$ and $l$. The numerical results for $l = 3$ and $k = 4$ are documented in Table 6. According to Theorem 3.8, we would only expect $O(h^4)$ order convergence in the eigenvalues. However, interestingly, $O(h^4)$ order convergence is observed for the eigenvalue, which is due to the superconvergence of the geometric approximation reported in the previous section. To further demonstrate this, we test the case $k = l = 2$. The numerical output are reported in Table 7. Again, improved convergence rates are observed, which support the error bounds $O(\max\{h^{2l}, h^{k+2}\})$ when $k$ is even. Surprisingly, we also observe the $O(h^{k+2})$ (or $O(h^{k+1})$) order superconvergence for eigenfunctions’ approximation in $L^2$ norm (or $H^1$ norm).

4.3 PDEs on point cloud of a torus

In the following, we present numerical solutions of the DG method on the patches reconstructed from the torus point cloud. Similar to the last example, we start with the Laplace-Beltrami equation (3.1). The cooked up exact solution is $u(x) = x_1 - x_2$ and then the right hand side function $f(x)$ can be simply computed. We set $k = l = p$ for some $p = 1, \ldots, 4$. The numerical
Table 5: Numerical result of Laplace-Beltrami eigenvalue problem on the unit sphere point cloud when \( l = 2 \) and \( k = 3 \)

| \( i \) | \( N_v \) | \( |\lambda_i - \lambda_{i,h}| \) | Order | \( \|u_i - u_{i,h}\|_{0,\Gamma_h} \) | Order | \( |u_i - u_{i,h}|_{1,\Gamma_h} \) | Order |
|-----|-------|-----------------|------|----------------|------|----------------|------|
| 2   | 222   | 3.99e-05        |      | 4.20e-04       |      | 1.07e-02       |      |
| 2   | 882   | 2.82e-06        | 3.84 | 5.26e-05       | 3.01 | 2.72e-03       | 1.99 |
| 2   | 3522  | 1.81e-07        | 3.97 | 6.59e-06       | 3.00 | 6.83e-04       | 1.99 |
| 2   | 14082 | 1.16e-08        | 3.97 | 8.27e-07       | 3.00 | 1.72e-04       | 1.99 |
| 3   | 222   | 5.18e-05        |      | 4.28e-04       |      | 1.09e-02       |      |
| 3   | 882   | 3.50e-06        | 3.91 | 5.37e-05       | 3.01 | 2.76e-03       | 1.99 |
| 3   | 3522  | 2.25e-07        | 3.97 | 6.74e-06       | 3.00 | 6.94e-04       | 1.99 |
| 3   | 14082 | 1.43e-08        | 3.98 | 8.45e-07       | 3.00 | 1.74e-04       | 1.99 |
| 4   | 222   | 6.52e-05        |      | 4.45e-04       |      | 1.12e-02       |      |
| 4   | 882   | 4.38e-06        | 3.92 | 5.58e-05       | 3.01 | 2.85e-03       | 1.99 |
| 4   | 3522  | 2.79e-07        | 3.97 | 6.98e-06       | 3.00 | 7.17e-04       | 1.99 |
| 4   | 14082 | 1.77e-08        | 3.98 | 8.75e-07       | 3.00 | 1.80e-04       | 1.99 |

Table 6: Numerical result of Laplace-Beltrami eigenvalue problem on the unit sphere point cloud when \( l = 3 \) and \( k = 4 \)

| \( i \) | \( N_v \) | \( |\lambda_i - \lambda_{i,h}| \) | Order | \( \|u_i - u_{i,h}\|_{0,\Gamma_h} \) | Order | \( |u_i - u_{i,h}|_{1,\Gamma_h} \) | Order |
|-----|-------|-----------------|------|----------------|------|----------------|------|
| 2   | 222   | 1.46e-08        |      | 2.00e-05       |      | 7.08e-04       |      |
| 2   | 882   | 8.98e-10        | 4.04 | 1.33e-06       | 3.92 | 9.35e-05       | 2.93 |
| 2   | 3522  | 1.59e-11        | 5.82 | 8.01e-08       | 4.06 | 1.14e-05       | 3.04 |
| 2   | 14082 | 1.69e-11        | -0.08| 4.59e-09       | 4.13 | 1.34e-06       | 3.09 |
| 3   | 222   | 3.15e-08        |      | 1.97e-05       |      | 6.95e-04       |      |
| 3   | 882   | 1.21e-09        | 4.72 | 1.19e-06       | 4.07 | 8.52e-05       | 3.04 |
| 3   | 3522  | 1.73e-11        | 6.14 | 7.84e-08       | 3.93 | 1.11e-05       | 2.94 |
| 3   | 14082 | 2.10e-11        | -0.28| 4.72e-09       | 4.06 | 1.36e-06       | 3.03 |
| 4   | 222   | 4.84e-08        |      | 1.77e-05       |      | 6.39e-04       |      |
| 4   | 882   | 1.48e-09        | 5.06 | 1.22e-06       | 3.87 | 8.75e-05       | 2.88 |
| 4   | 3522  | 1.88e-11        | 6.31 | 7.12e-08       | 4.11 | 1.04e-05       | 3.08 |
| 4   | 14082 | 3.30e-11        | -0.82| 4.97e-09       | 3.84 | 1.41e-06       | 2.88 |

errors are documented in Figure 3. From there we can spot the optimal convergence rates for both \( L^2 \) and \( H^1 \) errors.

For the comparison of eigenvalues for the Laplace-Beltrami operator, it is different to the unit sphere case, as the exact eigenvalues of the Laplace-Beltrami operator on a torus are not known to us. To study the convergence rates, we use the following relative error

\[
Err_i = \frac{|\lambda_{i,h_{j+1}} - \lambda_{i,h_j}|}{\lambda_{i,h_{j+1}}},
\]

where \( h_j \) is the mesh-size on the \( j \)th level of meshes. The numerical results are reported in Figure 5a for \( k = 2 \). We compare the first five nontrivial eigenvalues. What stands out in this figure is that 4th order convergence is shown up, which seems indicate \( O(\max\{h^2, h^{k+2}\}) \) bounds for eigenvalue approximation when \( k \) is even. In Figure 5b, we display the eigenvalue approximation error when \( k = l = 4 \). Superconvergence of the geometric approximations are presented again in both the even-order polynomial cases. This kind of superconvergence results may deserve further investigation.
Table 7: Numerical result of Laplace-Beltrami eigenvalue problem on the unit sphere when \(k = 2\) and \(l = 2\)

| i | \(N_v\) | \(|\lambda_i - \lambda_{i,h}|\) | Order | \(\|u_i - u_{i,h}\|_{0,\Gamma_h}\) | Order | \(\|u_i - u_{i,h}|_{1,\Gamma_h}\) | Order |
|---|---|---|---|---|---|---|---|
| 2 | 222 | 1.09e-04 | – | 2.12e-05 | – | 1.21e-03 | – |
| 2 | 882 | 7.65e-06 | 3.86 | 3.58e-06 | 2.58 | 4.83e-04 | 1.33 |
| 2 | 3522 | 4.67e-07 | 4.04 | 2.16e-07 | 4.06 | 6.08e-05 | 3.00 |
| 2 | 14082 | 2.92e-08 | 4.00 | 1.34e-08 | 4.01 | 7.62e-06 | 3.00 |
| 3 | 222 | 1.22e-04 | – | 2.42e-05 | – | 1.20e-03 | – |
| 3 | 882 | 8.28e-06 | 3.90 | 3.86e-06 | 2.66 | 4.90e-04 | 1.30 |
| 3 | 3522 | 5.14e-07 | 4.02 | 2.35e-07 | 4.04 | 6.16e-05 | 3.00 |
| 3 | 14082 | 3.22e-08 | 4.00 | 1.46e-08 | 4.00 | 7.72e-06 | 3.00 |
| 4 | 222 | 1.44e-04 | – | 2.77e-05 | – | 1.18e-03 | – |
| 4 | 882 | 9.94e-06 | 3.88 | 4.58e-06 | 2.61 | 4.99e-04 | 1.25 |
| 4 | 3522 | 6.11e-07 | 4.03 | 2.74e-07 | 4.07 | 6.27e-05 | 3.00 |
| 4 | 14082 | 3.81e-08 | 4.00 | 1.69e-08 | 4.02 | 7.86e-06 | 3.00 |

Figure 3: Numerical results of Laplace-Beltrami equation on torus point cloud. (a): \(L_2\) error; (b): \(H_1\) error.

Figure 4: Numerical results of Laplace-Beltrami eigenvalue problem on torus point cloud. (a): \(k = l = 2\); (b): \(k = l = 4\).
5 Conclusion

In this paper, we have proposed a high-order DG method for numerical solutions of PDEs on point clouds. Our particular focus is on the numerical analysis of this method since existing results in the literature are not applicable in such situations. To do so, we introduced a new error analysis framework for the geometric approximation without exact geometric information and global continuity assumptions. This framework provides a common umbrella to cover existing numerical analysis results on surface Galerkin methods (including both continuous and discontinuous finite elements) in the literature, even though it is implemented for a specific DG method only.

A A proof of Lemma 2.7

Proof. We consider first the case that \( p_{h}^{k,j} \) is produced from interpolation by the polynomial graph, let us denote by \( p_{h}^{k,j} \). This is when the number \( m \) in calculating (2.5) in Algorithm 1 equals to the number of unknown coefficients for determining the polynomial, let us denote it by \( m^* \). Then the above estimate is a direct result from approximation theory. When \( m > m^* \), we use the property that \( p_{h}^{k,j} \) is a minimizer of (2.5). It is evident that

\[
\sum_{i=1}^{m} |p^i(r_i^j) - p_{h}^{k,j}(r_i^j)|^2 \leq \sum_{i=1}^{m^*} |p^i(r_i^j) - p_{h}^{k^*,j}(r_i^j)|^2,
\]

since \( p^i(r_i^j) = \zeta_i^j \) for \( i = 1, \ldots, m \). We have \( |p^i(r_i^j) - p_{h}^{k^*,j}(r_i^j)| \leq C h^{k+1} \) for all \( i = 1, \ldots, m \), which indicates that

\[
|p^i(r_i^j) - p_{h}^{k^*,j}(r_i^j)| \leq C h^{k+1} \text{ for all } i = 1, \ldots, m.
\]

We have also that \( p_{h}^{k^*,j} \) interpolates \( p^i \). As \( p_{h}^{k^*,j} \) and \( p_{h}^{k,j} \) both be \( k \)th order local polynomials. Then we can pick \( m^* \) points out of the \( m \) points, and to have \( p_{h}^{k,j} = \sum_{i=1}^{m^*} p_{h}^{k,j}(r_i^j)\phi_i \) and \( p_{h}^{k^*,j} = \sum_{i=1}^{m^*} p^i(r_i^j)\phi_i \), where \( \{\phi_i\}_{i=1}^{m^*} \) are Lagrange polynomial bases. Since \( |p_{h}^{k,j}(r_i^j) - p_{h}^{k^*,j}(r_i^j)| \leq C h^{k+1} \), and \( |\phi_i| \leq C \) due to our assumption on the distribution of the selected reconstruction points. We have then for all \( r \in \Omega_h^j \)

\[
|p_{h}^{k,j}(r) - p_{h}^{k^*,j}(r)| \leq \sum_{i=1}^{m^*} |\phi_i(r)||p_{h}^{k,j}(r_i^j) - p_{h}^{k^*,j}(r_i^j)| \leq C h^{k+1}.
\]

This gives us the estimate using the triangle inequality

\[
|p^i(r) - p_{h}^{k^*,j}(r)| \leq |p^i(r) - p_{h}^{k^*,j}(r)| + |p_{h}^{k^*,j}(r) - p_{h}^{k,j}(r)| = O(h^{k+1}) \text{ for all } r \in \Omega_h^j.
\]

Finally, standard argument leads to the estimate on the derivatives (gradient):

\[
|\nabla p^i(r) - \nabla p_{h}^{k,j}(r)| = O(h^k) \text{ for all } r \in \Omega_h^j.
\]

\[\square\]
B  Details on the estimate for each terms in (3.21)

Note that the results of Theorem 2.9 are crucial for the estimates here. For the first term in (3.21), we have:

\[
\sum_{j} \int_{\Omega_h} (\nabla u_h^{k,l})^\top (g_h^{-1} - g^{-1}) \nabla \bar{v}_h \sqrt{|g_h^2|} + (\nabla u_h^{k,l})^\top g^{-1} \nabla \bar{v}_h \left( \sqrt{|g_h^2|} - \sqrt{|g|} \right) dA \\
\leq \|g_h^{-1} - g^{-1}\|_{L^\infty} \sum_{j} \int_{\Omega_h} (\nabla u_h^{k,l})^\top (g_h^{-1} - g^{-1}) \nabla \bar{v}_h \sqrt{|g|} \|dA| + \\
\left\| \left( \sqrt{|g_h^2|} - \sqrt{|g|} \right) \sqrt{|g|} \right\|_{L^\infty} \sum_{j} \int_{\Omega_h} (\nabla u_h^{k,l})^\top g^{-1} \nabla \bar{v}_h \sqrt{|g|} \|dA| \\
\leq Ch^{k+1} \left( \|u_h^{k,l}\|_{H^1(\Omega_h)} \|(T_h^k)^{-1} v_h\|_{H^1(\Omega_h)} + \|T_h^k u_h^{k,l}\|_{H^1(\Gamma_h)} \|v_h\|_{H^1(\Gamma_h)} \right) \\
= O(h^{k+1}) \|T_h^k u_h^{k,l}\|_{V_h^l} \|v_h\|_{V_h^l} ,
\]

where the last inequality is due to the equivalence of the norms of $H^1(\Omega_h)$ and $H^1(\Gamma_h)$ and the embedding that $H^1(\Gamma_h) \subset V_h^l$. For the second term, we have

\[
- \sum_{\epsilon_h \in \mathcal{E}_h} \int_{\epsilon_h} \left\{ (\nabla \bar{v}_h^{k,l})^\top (g_h^{-1} - g^{-1}) \nabla n_h - g^{-1} (\partial \pi_h^t)^\top n \right\} [\nabla_l g_h] dE \\
\leq \left\| \frac{l_{g_h}}{l_g} \right\|_{L^\infty} \| (g_h^{-1} - g^{-1}) \nabla n_h - g^{-1} (\partial \pi_h^t)^\top n \|_{L^\infty} \sum_{\epsilon_h \in \mathcal{E}_h} \int_{\epsilon_h} \left\{ (\nabla \bar{v}_h^{k,l})^\top \right\} [\nabla_l g_h] dE \\
\leq Ch^{k+1} \left\| \sqrt{\beta_h^{-1}} \nabla_n T_h^k u_h^{k,l} \right\|_{L^2(\partial \Omega_h)} \left\| \sqrt{\beta_h} \nabla_h \right\|_{L^2(\partial \Omega_h)} \\
= O(h^{k+1}) \left\| T_h^k u_h^{k,l} \right\|_{H^1(\Gamma_h)} \|v_h\|_* = O(h^{k+1}) \left\| T_h^k u_h^{k,l} \right\|_{V_h^l} \|v_h\|_{V_h^l} ,
\]

while the second last relation we used Cauchy–Schwarz inequality, Lemma 3.2, the norm defined in (3.11) and the relation that $\beta_h = \frac{2}{h}$. Similarly, for the third term

\[
- \sum_{\epsilon_h \in \mathcal{E}_h} \int_{\epsilon_h} \left\{ (\nabla \bar{v}_h^{k,l})^\top (g_h^{-1} - g^{-1}) \nabla n_h - g^{-1} (\partial \pi_h^t)^\top n \right\} [\nabla_l g_h] dE \\
= O(h^{k+1}) \left\| v_h \right\|_{H^1(\Gamma_h)} \left\| T_h^k u_h^{k,l} \right\|_* = O(h^{k+1}) \left\| v_h \right\|_{V_h^l} \left\| T_h^k u_h^{k,l} \right\|_{V_h^l} .
\]

The fourth and the fifth term are also quite similar, while we only have to take care of the geometric error contributed by $\left\| \frac{l_{g_h}}{l_g} - l_g \right\|_{L^\infty}$ then we will end up with the same estimate of the second and the third ones up to different constants. The rest is quite trivial and we omit the details.
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