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Abstract

Federated Learning (FL) deals with learning a central model (i.e. the server) in privacy-constrained scenarios, where data are stored on multiple devices (i.e. the clients). The central model has no direct access to the data, but only to the updates of the parameters computed locally by each client. This raises a problem, known as statistical heterogeneity, because the clients may have different data distributions (i.e. domains). This is only partly alleviated by clustering the clients. Clustering may reduce heterogeneity by identifying the domains, but it deprives each cluster model of the data and supervision of others.

Here we propose a novel Cluster-driven Graph Federated Learning (FedCG). In FedCG, clustering serves to address statistical heterogeneity, while Graph Convolutional Networks (GCNs) enable sharing knowledge across them. FedCG: i. identifies the domains via an FL-compliant clustering and instantiates domain-specific modules (residual branches) for each domain; ii. connects the domain-specific modules through a GCN at training to learn the interactions among domains and share knowledge; and iii. learns to cluster unsupervised via teacher-student classifier-training iterations and to address novel unseen test domains via their domain soft-assignment scores. Thanks to the unique interplay of GCN over clusters, FedCG achieves the state-of-the-art on multiple FL benchmarks.

1. Introduction

In Federated Learning (FL) [30], a central server model is trained using data stored locally on multiple client devices. Each client computes a local update of the model and all the client updates are then aggregated server-side to build the final model. Since no data ever leaves the client devices, the central model has no direct access to the raw data itself, a fundamental requirement for privacy-preserving applications (e.g. medical records, bank transactions, etc.). FL usually relies upon the key assumption that a single central model can work efficiently across several users [15, 22]. This may not hold in practice, since distinct clients might hold different input distributions, i.e. domains (e.g., people speaking different languages, pictures taken at different locations), with their data possibly being not identically distributed and/or unbalanced. These issues (collectively referred to as statistical heterogeneity [41]) imply that all i.i.d.

![Figure 1. In a federated scenario, clients and server exchange the parameters of the model M. Each client has access to its local data, which can be non-i.i.d. and unbalanced. In the image, each color identifies a different distribution, i.e., a domain, such as pictures of skyscrapers or sea landscapes. Our model M is made of domain-agnostic layers (in gray) and a GCN containing domain-specific parameters, added as residual. According to the domains of the input images, the corresponding nodes of the GCN are activated. At test time, new domains can be addressed as a soft combination of the discovered ones, e.g. skyscrapers over the sea.](image-url)
assumptions made in distributed optimization or centralized training are violated, and modeling the learning problem requires taking into account this new complexity.

To the best of our knowledge, statistical heterogeneity has been tackled so far with diverse approaches, but none of them has modeled the direct share of knowledge between domains. In particular, meta-learning FL techniques focused on the client-server relation [14, 17, 8, 5]; multi-task FL methods specialized parts of the models to certain clients [41, 7]; while clustering-based FL split the clients and data, learning separate models for them [40, 44].

In this work, we introduce a novel Cluster-driven Graph Federated Learning (FedCG). FedCG leverages clustering and its potential to reduce statistical heterogeneity by identifying homogeneous\(^1\). Concurrently, FedCG is the first to model the domain-domain interaction by means of a GCN, which connects domain-specific model components. In the GCN, each node consists of domain-specific model parameters, while the adjacency matrix is composed of the inverse pairwise distances between the domain-specific parameters. In this way, FedCG not only captures the specificity of each domain but also allows each domain to benefit from the updates of others, sharing knowledge at training.

Our clustering is based on unsupervised teacher-student [10] classifier-training iterations and it generalizes to unseen test-time domains. We cluster by pseudo-labels, assigned by a teacher and learned by a student, in rounds of refinements. This is accomplished within the FL training paradigm, respecting the client’s privacy. This allows to estimate soft-assignments for unseen novel test domains.

We test our model extensively on several FL benchmarks, demonstrating results above or competitive with the state-of-the-art. Our main contributions are:

1. We present the first cluster-driven GCN-based approach to address statistical heterogeneity in the FL scenario. Thanks to the interactions among domains learned by the means of a GCN, knowledge is shared across domains according to a similarity-based criterion, reducing the risk of overfitting and helping the less populated domains.

2. We introduce an iterative teacher-student clustering algorithm designed for the federated learning scenario, which allows adapting to new domains via soft-assignments. This captures the diverse domain distributions without violating the FL constraints. Each domain is assigned model-specific components, trained via GCN interactions.

3. We evaluate our model on multiple FL benchmarks, where we compare favorably or on par with respect to the state-of-the-art.

\(^1\)Homogeneous stands in this context for groupings that minimize intra-cluster vs inter-cluster variance.

2. Related Work

Although FL is a relatively new field of study, it has aroused great interest in the research community because of its wide applicability in privacy-constrained scenarios [22]. A simple but effective baseline for FL is the Federated Averaging (FedAvg) algorithm [30], where the central model is obtained as a weighted average of the models received from each client after their local updates. FedAvg has been extensively studied and extended by changing either what is averaged, or how the local models are considered in each update. For instance, FedSGD [30] bases the update on the model’s gradient instead of the weights, while in [19], the updates are parametrized with fewer variables to reduce the uplink communication cost. Similarly, in [38] the nodes only send a quantized version of their local information for reducing the uplink communication overhead. Mohri et al. [32] propose Agnostic Federated Learning (AFL) in order to reduce the bias towards specific clients. In [21], each client designs its own local model and the local information is shared by means of knowledge distillation. Our work mainly relates to [30], but we explicitly revise the FedAvg framework to account for statistical heterogeneity.

**Statistical heterogeneity in FL** Despite their effectiveness, the previous methods ignore an important problem of FL, i.e., statistical heterogeneity. Many works [23, 11, 24, 16] study this challenge in terms of convergence analysis and effects of non-i.i.d. data distributions in the federated scenario. Others address this problem from the meta-learning [33] and multitask [4] perspectives for building specialized models. Specifically, Model-Agnostic Meta-Learning [9] caught the interest of the FL community for its compatibility with any ML model trained with gradient descent [14, 17, 8, 5]. On the other hand, in Federated Multi-Task Learning (FMTL) [41, 7], each client is seen as a different task. FMTL addresses underlying similarities and structures common to some clients by learning a separate model for each device of the network. In particular, [40] and [44] cluster clients according to their data distribution, assigning a specialized model to each cluster: [40] uses the cosine similarity of the clients’ gradient update, while [44] dynamically groups clients exploiting structural similarities. Hsu et al. [12] develop FedIR and FedVC for re-sampling and re-weighting the client pools.

As in the aforementioned algorithms, in this work, we focus on addressing statistical heterogeneity in FL. Similarly to [40, 44], we seek to learn specialized models addressing the different data distributions. However, differently from [40], our clusters are built and updated during the federated communication rounds through a domain classifier, and not offline after the model convergence. This removes the requirement that all client-specific models must be stored server-side. Moreover, our method aims to identify and group distributions rather than the clients them-
selves, allowing us to model the realistic case where a client’s data may belong to multiple distributions. In addition, while the applicability of [44] is constrained to the clients seen during training, our domain model can be applied to unseen clients at test time thanks to the flexibility of our domain classifier. Finally, we explore merging FL with Graph Representation Learning to address statistical heterogeneity, using graphs to learn domain-specific parameters and to model the interactions among them.

**Graph Representation Learning** Our work employs Graph Convolutional Networks [18], using domain-specific parameters as high-dimensional features at each node of the graph. This is partly inspired from [28], where domain-specific batch normalization [13] layers are connected through a graph for addressing predictive domain adaptation. However, here we focus on a completely different problem (i.e. FL), requiring a different training paradigm, and we build our graph on arbitrary layers of the network.

In the context of FL, to the best of our knowledge, the only existing works adopting graphs as auxiliary representations are SGGN [31], ASFGNN [47] and GraphFL [43]. The first two employ graphs for a different purpose: they use a similarity-based graph neural network for improving node classification in network embeddings, while preserving user privacy. GraphFL, instead, is a semi-supervised node classification method on graphs and uses the FL scenario to solve real-world graph-based problems. Differently from these works, we use the graph-based formulation not to learn a single general model, but to capture the statistical heterogeneity while taking into account the relations among the different data distributions. Thanks to the graph, each domain can be addressed with specific parameters while still taking advantage of all local updates.

### 3. Cluster-driven Graph Federated Learning

In this section we present our approach addressing statistical heterogeneity in FL by means of GNCs. Our method is based on three ideas: i) identify the clusters of data sharing the same distribution, ii) assign specific network components to each cluster, and iii) let the components interact within a GCN. We name our full model Cluster-driven Graph Federated Learning (FedCG). Before describing FedCG, in the following we formalize the FL problem.

#### Problem Formulation.

Our goal is to learn a function \( f_\theta : \mathcal{X} \rightarrow \mathcal{Y} \), parametrized by \( \theta \), mapping samples from an input space \( \mathcal{X} \) to their corresponding semantic in an output space \( \mathcal{Y} \). Specifically, we focus on a classification task, where \( \mathcal{X} \) contains images while \( \mathcal{Y} \) are usually different in each client, e.g. given two clients \( c \) and \( k \) with \( c \neq k \), we have \( p_{XY}(T_c) \neq p_{XY}(T_k) \).

In the FL setting, the server does not have direct access to the data, but can communicate with a set \( C \) of clients, where each client \( c \in C \) has access to a local dataset \( T_c = \{(x_i, y_i)\}_{i=1}^{n_c} \) with \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \). In this scenario, we can learn \( f_\theta \) by querying clients and relying on their local updates of the parameters \( \theta \). In particular, since \( |C| \) is large, we can assume a synchronous update scheme proceeding in communication rounds, where in each round a set \( K \) of clients receives \( f_\theta \), with \( |K| \ll |C| \). Each client \( k \in K \) computes a local update of \( \theta \), i.e. \( \theta_k \), with its local dataset \( T_k \), by minimizing a given objective function. Since we consider classification tasks, we update \( \theta_k \) by minimizing the standard cross-entropy loss over \( T_k \):

\[
\theta_k = \min_{\theta} \frac{1}{n_k} \sum_{(x,y) \in T_k} \log f^y_\theta(x),
\]

where \( f^y_\theta(x) \) denotes the probability of \( x \) to belong to class \( y \) as given by \( f_\theta \).

With Eq. (1), we obtain for each client \( k \in K \) its corresponding local parameters \( \theta_k \) tuned to address the classification task of \( T_k \). At each round, the server gathers all local updates and combines them to update the central model parameters \( \theta \). A simple yet effective strategy to aggregate the local updates is FedAvg [30], that computes \( \theta \) as the weighted average of each \( \theta^k \):

\[
\theta = \frac{1}{\sum_{k \in K} n_k} \sum_{k \in K} n_k \theta_k.
\]

Heterogeneity may be a problem in FedAvg, and in general for FL strategies, due to the lack of convergence guarantees in non-i.i.d. and unbalanced data [41, 22]. In realistic applications, the joint probability distributions over \( \mathcal{X} \) and \( \mathcal{Y} \) are usually different in each client, i.e. given two clients \( c \) and \( k \) with \( c \neq k \), we have \( p_{XY}(T_c) \neq p_{XY}(T_k) \).

To address this problem, we propose an approach that i) identifies the distributions (i.e. domains) present in different clients through clustering; ii) instantiates domain-specific components to adapt the model to each domain; iii) makes the various domain-specific modules interact through a GCN, such that updating one of them can benefit the others. In the following we describe each of these elements.

#### 3.1. Federated Clustering

To address statistical heterogeneity through domain-specific modules, we need to identify the different domains present in the data. This is challenging since data are split across multiple clients and the server cannot cluster them directly. Moreover, these clusters, even if correctly identified for the training set, may not be optimal for the test set. Here we address the first problem by a clustering procedure built on two *domain classifiers*, one having the role of the teacher and the other of the student, which iteratively group images such that their grouping is easier to classify. We describe how we match clusters to the test set in Sec. 3.3.

Formally, let us assume our data contain \( D \) domains, with \( D \) being a hyperparameter. We initialize two domain
classifiers, the teacher \( g_\theta \) and the student \( g_\varphi \) parametrized by \( \phi \) and \( \varphi \) respectively. Each domain-classifier is a function, mapping images to a probability vector \( D \) defined over the \( D \) domains, i.e. \( g_i : X \rightarrow D \). Given an input image, the teacher provides domain pseudo-labels as a target to refine student’s predictions. In particular, we learn the student parameters \( \varphi_k \) by iteratively minimizing the cross-entropy loss between the teacher and student domain predictions over \( T_k \). Thus, for a cluster \( k \in K \), the parameters \( \varphi_k \) of the student are:

\[
\varphi_k = \arg \min_{\varphi} \frac{1}{n_k} \sum_{(x,y) \in T_k} \log g^d(x), \quad (3)
\]

where \( d \) is the pseudo-label given by the teacher for \( x \), i.e. \( d = \arg \max_{a \in D} g^d_a(x) \) and \( g^d_a(x) \) denotes the probability of \( x \) to belong to the \( d \)-th domain as given by \( g_a \). Eq. (3) rewards the student from being able to classify according to the pseudo-labels, and implicitly encourages agreement on the pseudo-labels, thus on the clustering, which most easily may be agreed upon. Then the domain classifier parameters \( \varphi \) are updated after each round with standard FedAvg, i.e.

\[
\varphi = \sum_{k=1}^{K} \frac{1}{n_k} \sum_{k \in K} n_k \varphi_k.
\]

The idea behind this approach is inspired from deep clustering with self-labelling [45], i.e. the teacher and the student networks would find the equilibrium once they group images in such a way so they can be more easily recognized. This reconnects to the DNNs being natural deep image priors[42], working well for image-related tasks even if just randomly initialized. And it may intuitively match that a “bad” labelling would leave no alternative to a DNN but to overfit [46], which may be hard to imitate by the student. Differently from [45], since we have no access to data and cluster labels, we use the teacher \( g_\theta \) to provide them locally in each client. Both \( \phi \) and \( \varphi \) are randomly initialized and \( \phi \) is fixed during training. After \( T \) rounds, with \( T \) being a hyperparameter, the parameters \( \phi \) of the teacher are updated with the current student ones \( \varphi \), iteratively.

Note that, unlike previous works [44], our clustering algorithm can assign unseen data to clusters at test time, thanks to the domain classifier. In particular, the cluster assignment of a test image \( x \) corresponds to the domain probabilities given by the student \( g_\varphi \). Since \( g_\varphi(x) \) is soft, we can accommodate for data belonging to unseen domains by a combination of existing ones. Additionally, in our formulation, one client’s data samples may belong to multiple clusters, considering the more general case where each client may contain more than one data distribution.

### 3.2. Cluster-specific Models

Since our model can identify data clusters through the previously described procedure, we can design a way to specialize the function \( f_\theta \) to each domain. Inspired by multi-domain learning [36, 39, 37, 27, 29], we can achieve this with domain-specific components. For simplicity, let us consider the parameters \( \theta \) to be split into two sets, i.e. \( \theta = \{ \theta_a, \theta_s \} \) where \( \theta_a \) are the domain-agnostic parameters and \( \theta_s \) the domain-specific ones. Note that \( \theta_s \) is actually a set \( \theta_s = \{ \theta^d_s \}_{d=1}^D \), where \( \theta^d_s \) are the parameters specific to the \( d \)-th domain. To tailor the model to a specific domain, we can consider multiple ways to include \( \theta_s \), such as direct influence on the agnostic parameters \( \theta_a \) [39, 27, 29] or residual activations [36, 37]. Here we follow the latter strategy, since the former relies on the robustness of \( \theta_a \), which is harder to guarantee in FL. Let us assume \( f_\theta \) to be a deep neural network with a set of layers \( L \), denoting as \( f^\ell_\theta \) the function applied at layer \( \ell \in L \). Given input from a domain and the features \( z^\ell \) extracted at the previous layer, the output of the \( \ell \)-th layer is:

\[
z^\ell = f^\ell_{\theta_a}(z) + \lambda_1 \sum_{d=1}^{D} w_d \cdot f^\ell_{\theta_d}(z), \quad (4)
\]

where \( \lambda_1 \) is a learnable parameter balancing the effect of the domain-specific components and \( w_d \) is the weight of domain \( d \). During training, we assume data to belong to a single cluster, given by the pseudo-labels of the teacher, thus \( w_d = 1 \) if \( d = d_0 \) and 0 otherwise. At test time, we want our model to deal with data from arbitrary domains by simply combining residuals of seen ones. Thus we set \( w_d = g^d_a(x) \), weighting the impact of each domain-specific component by the student output probabilities. Note that the formulation in Eq. (4) is general, with \( f^\ell_\theta \) being any layer of a standard convolutional neural network. We explored its application to either the whole network or the last layers.

Since we are in a federated scenario, also the central domain-specific parameters must be updated without access to local data and after each round. In practice, we follow Eq. (2) and we perform FedAvg on both domain-agnostic and domain-specific parameters in each training round.

### 3.3. Connecting Cluster-specific Models

We now have a model that can adapt to the specificity of each domain. Here we propose to refine the domain-specific parameters by making them interact. Specifically, we model the interaction of the domain-specific parameters of each layer \( \ell \) via a graph \( G^\ell = (\mathcal{V}^\ell, \mathcal{E}^\ell) \), where the nodes \( i \in \mathcal{V}^\ell \) are the set of all domain-specific parameters at layer \( \ell \), and \( e_{ij} \in \mathcal{E}^\ell \) are the edges connecting two domain nodes \( i \) and \( j \) which may interact together. This addresses the drawback of our formulation in Sec. 3.2, i.e. if a domain has few assigned samples, its parameters will be rarely updated and thus not robust enough to capture the specificity of the domain and generalize to unseen samples of the same domain.

We propose to use a GCN [18] to model the interaction of domain-specific parameters. Let us collect in the matrix \( \mathbf{V}^\ell \).
the value of each node, i.e. all domain-specific parameters at layer \( \ell \): \( \mathbf{V}^\ell = [\theta^\ell_1, \ldots, \theta^\ell_D]^T \in \mathbb{R}^{D \times q} \), with \( q = \lvert \theta^\ell \rvert \) the number of parameters per domain. We compute the graph-version \( \hat{\mathbf{V}}^\ell \) of the domain-specific parameters \( \mathbf{V}^\ell \) as:

\[
\hat{\mathbf{V}}^\ell = \sigma \left( \mathbf{A} \mathbf{V}^\ell \mathbf{W}^\ell \right),
\]

where \( \sigma \) is an activation function (e.g. ReLU), \( \mathbf{A} \in \mathbb{R}^{D \times D} \) is the adjacency matrix defined across the domains, and \( \mathbf{W}^\ell \in \mathbb{R}^{D \times q'} \) is a weight projection matrix, projecting the domain-specific parameters into dimension \( q' \). Here, for simplicity, we set \( q = q' \). In FedCG, we replace the domain-specific parameters of Eq. (4) with the ones computed in Eq. (5). Similarly to all other parameters of the network, we update \( \mathbf{W} \) in each training round through FedAvg. In case \( q \) is large, we implement \( \mathbf{W} \) as a multi-layer bottleneck (see implementation details).

The values in the adjacency matrix encode, for each edge, how close two domains are; since we have no priors on the structure of the graph, we model \( G^{\ell} \) as a fully-connected weighted graph. Without direct access to the data server-side, we compute the distance among two domains as a fully-connected weighted graph. With this definition, we are forcing the gradient of a domain-specific component to flow to all others through the GCN. Consequently, an update on a domain-specific component will influence all domain-specific parameters, even the ones of the domains not present in the current training round. Moreover, given two domains \( i, j \) with \( i \neq j \), the influence of \( j \) on \( i \) in each layer is directly proportional to the adjacency matrix value \( A_{ij} \). This means that the more two sets of domain-specific parameters are close, the higher is their mutual influence. Finally, while the GCN is a way to ensure information flow across domains during training, at inference we can just precompute \( \hat{\mathbf{V}}^\ell \) for each layer, to save memory usage.

4. Experiments

4.1. Datasets and implementation details

We evaluate the proposed model on image classification tasks on the LEAF benchmark [2], testing both on the CelebA [25] and Federated Extended MNIST (FEMNIST) [20, 6] datasets. Table 1 details each setting.

CelebA is a widely used dataset containing pictures of faces of several celebrities. We follow the same experimental protocol of [2], partitioning the dataset by celebrities and ignoring the ones with less than 5 images. The task is
binary classification, recognizing whether the depicted person is smiling or not. Following [2], we use 10% of the total clients for training and a separate split of 20% of them for test. We train FedAvg and our model on 100 rounds with 10 clients each, training locally for a single epoch with a batch size of 5 and a learning rate of $10^{-3}$. To perform a fair comparison we used the same architecture of [2], replacing convolutional and batch-normalization layers with their FedCG counterpart, based on a 1-layer GCN.

FEMNIST contains images depicting different characters drawn by different writers. The task is a 62-way classification problem, where the classes correspond to the uppercase and lowercase letters of the alphabet and numbers. Following the setting proposed by [2], each client corresponds to a different writer, using 60% of them for training, 20% for validation and 20% for test. We run both FedAvg and FedCG for 1000 rounds of 5 clients each, using a batch size of 10, a learning rate of $10^{-3}$ and one local epoch. We use the same and architecture of [2], replacing the last convolutional layer with our GCN-based version. In this case, we use a 2-layers GCN, modeling the projection matrix $W$ as a bottleneck dividing the features by a factor of 16.

**Implementation details** In all datasets, the domain classifiers are CNNs made of two convolutional layers of 32 and 64 features and kernel size $3 \times 3$, followed by an average pooling and a linear layer whose output dimension is the number of domains. We train the domain classifiers through an SGD optimizer without weight decay and a learning rate of $10^{-4}$. We implement FedCG on PyTorch [35], running the experiments on NVIDIA GeForce 1070 GTX GPUs. We chose PyTorch due to its higher flexibility for prototyping and experimenting the components of our model. To ensure a fair comparison, we implemented the FedAvg baseline using the same framework, architectures, hyperparameters and training protocols of [3]. Table 2 compares our results with the performance of the TensorFlow [1] implementation from the LEAF repository [3]: our FedAvg baseline outperforms the original one by almost 3% in accuracy on FEMNIST, while performing almost 2.5% less on CelebA.

Nevertheless, our main interest is to evaluate the relative improvement of the proposed model with respect to a baseline that does not exploit domain information, using the same aggregation strategy of FedAvg for federated learning. For these reasons, in the following we will take as reference the FedAvg results of the PyTorch framework, to ensure a comparison with the baseline under the exact conditions. We evaluate our results in terms of global accuracy on the test set, i.e. on the union of the images of all test devices. All experiments on the same dataset were run with the same configuration to perform a fair comparison between the considered approaches.

| Dataset    | Clients | Total samples | Samples per client | Classes |
|------------|---------|---------------|-------------------|---------|
| CelebA     | 9,343   | 200,288       | 21.14             | 62      |
| FEMNIST    | 3,550   | 805,263       | 226.83            | 62      |

Table 1. Datasets Statistics

| Dataset | TensorFlow | PyTorch |
|---------|------------|---------|
| CelebA  | 89.46      | 86.88   |
| FEMNIST | 74.72      | 77.81   |

Table 2. Accuracy of FedAvg in TensorFlow [2] and our version implemented in PyTorch.

### 4.2. Ablation study

In this section, we focus our analysis on testing the performance of the proposed model on the CelebA dataset, analyzing the various components of our approach. All referred studies and results can be found in Table 3 and 4.

#### 4.2.1 How to use domain information

To create a sanity-check for our model, we first define the domains manually, exploiting the a priori knowledge given from the images meta-data, i.e. the 40 attributes of the dataset (Table 3). This allows us to isolate the choice of how to include domain-specific information within the model, without any influence from the clustering procedure. From the 40 attributes, we select the combination of $n$ attributes leading to the most balanced subdivisions of the dataset and having a low correlation with the target feature. Since each attribute can only assume the values $\{0, 1\}$, the number of possible domains is given by all the $2^n$ combinations of the $n$ features. We choose $n = 5$, having $N = 32$ domains. The selected features are attractive, heavy makeup, high cheekbones, mouth slightly open and wavy hair.

**Domain-specific models** We start by replacing the standard single server model with $N$ separate domain-specific models, trained and tested only on the images of their specific domains. As shown in Table 3, the performance drops significantly (33.61% vs 86.88% of FedAvg), since the insufficient amount of data seen by each model leads to poor generalization. This shows that learning a single full model per each domain is not a viable strategy in this scenario.

**Modeling the relations across domains** In order to account for the relations existing among the different domains, we introduce the graph, modeled as a 1-layer GCN. To study the impact of introducing a GCN, we also test a simpler version of the model without the weight transformation matrix $W$. We analyze different choices of $A$, considering the cases where i) they are uniformly weighted (U) and ii) the domains are weighted according to a similarity criterion (H), specifically the normalized inverse of the Hamming distance [34] between the numerical representation of the domains (i.e. their binary metadata). As Table 3 shows, using a GCN consistently improves the final performance over the domain-specific models. The uniform adja-
cency matrix performs slightly better than the weighted one in this case, with both their performance improving when the projection matrix $W$ is introduced. These results confirm the importance of making the domain-specific nodes interact. However, the results are not satisfactory, being either below or just 1% above (GCN-H with $W$) FedAvg. This means that domain information is still duly exploited within the model.

**Residual domain-specific layers.** Finally, we analyze the usage of domain-specific parameters to produce residual activations ($i.e.$ Eq. (4)), as in FedCG, comparing it with the GCN when not using any domain-agnostic component. As Table 3 shows, while the model with uniform adjacency matrix ($U$) sees a decrease in performance from GCN to FedCG ($i.e.$ 87.92% vs 86.96%), the model with weighted adjacency matrix ($H$) sees a large boost, going from the 84.25% accuracy of GCN to the 88.65% of FedCG. We can draw two conclusions. First, using residual layers to refine the domain agnostic activations (FedCG) performs better than using only domain-specific components (GCN). Second, when domain-specific components are integrated as residuals, they are much more effective when connected in a weighted ($H$) rather than a uniform ($U$) fashion. This is proved by the results of FedCG-H, surpassing FedCG-U by 1.7% in accuracy. Finally, we test the importance of the ReLU non-linearity applied to the output of the residual GCN. The non-linearity improves FedCG, both when the domains are connected uniformly (+1%) and in a weighted fashion (+0.9%). The final FedCG model with 1-layer GCN filtered with a ReLU and a weighted adjacency matrix outperforms the baseline FedAvg by 2.6% accuracy, showing the effectiveness of our choices.

**4.2.2 How to identify the domains**

In the previous section, we analyzed how to integrate domain-specific components given oracle domain information. In this section, we drop the assumption of having such information and we study the effectiveness of the domains discovered through our clustering procedure on FedCG held out through the teacher-student domain classifier (cf. Sec. 3.1). We report the results of our analysis in Table 4.

**Domains extracted through clustering.** We start by comparing our domain classifier with the K-means algorithm [26] applied to the parameters of the models trained separately on each client. FedCG performs clustering locally instead, accessing only a subset of the clients at each round. As Table 4 shows, the performance of our clustering procedure is either on par ($D = 2$) or superior ($D = 3, 4$) to K-means clustering. In particular, as the number of clusters grows, the performance of K-means drops ($i.e.$ from 88.36% with $D = 2$ to 87.21 with $D = 4$), while our method - with the same residual GCN - shows performance improvements ($i.e.$ from 88.03% with $D = 2$ to 88.74 with $D = 4$). This indicates the effectiveness of our local clustering procedure that, differently from K-means, captures the presence of different domains within each client, without requiring one specific model per client.

Then, we analyze the effect of different initialization strategies for the adjacency matrix of the GCN, considering two choices, $i.e.$ domains either disconnected (identity matrix, $eye$) or randomly connected (random adjacency matrix, $rand$). From Table 4, it is easy to see our method performances are not dependent on the particular initialization strategy, achieving over 88.5% for all choices with $D = 4$. With random initialization though, the performance does not grow with the number of domains, which may indicate the importance of carefully initializing $A$ as the number of domains grows. For this reason, in the following we always consider a uniform initialization strategy. Note that such a strategy allows the model to refine the domain-specific components separately before merging them based on their distance (see Eq. (3.3)).

As a third analysis, we focus on the impact of performing a soft combination of domains at test time (as described in Section 3.2) rather than using a hard-assignment derived from the predictions of the domain classifier. In both cases, performances are close for all $D$, showing the domain classifier provides reliable domain predictions at test time. In the following, we always consider the soft-assignment due to its higher flexibility.

Finally, we test the application of the domain-specific modules only on the last layer of the network (rather than on all layers) to see whether a good performance can be achieved while reducing the number of parameters required by FedCG. As the experiments show, using domain-specific parameters on the last layer provides the best results overall (89.18% with $D = 4$), improving the best combination by 0.44%. Since this choice allows FedCG to use less parameters while still achieving good results, we limit the use of domain-specific parameters to the last layers in the next section.

**4.3. Comparison with the state of the art**

Here we compare our FedCG with state-of-the-art results on both CelebA and FEMNIST. Unfortunately, since different methods employ different settings and client splits, it is difficult to provide an extensive comparison on these datasets. For this reason, on CelebA we compare our model directly with the FedAvg baseline, while for FEMNIST we compare it with FedAvg, FedProx [23] and SCAFFOLD [16]. FedProx [23] adds a proximal term to the standard FedAvg algorithm for improving the model stability when applied over heterogeneous systems and data. SCAFFOLD [16] uses variance reduction for minimizing the impact of the drift in the updates of each client. We report the results of FedProx and SCAFFOLD shown in their original papers,
and ReLU the chosen non-linear activation.
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Table 5. Comparison with the state of the art on CelebA and FEMNIST. We separate the methods according to their setting.

200 rounds of 10 clients while SCAFFOLD performs 1000 rounds with 20 clients each. Despite that, our comparisons demonstrate that FedCG is far superior to the standard FedAvg baselines, due to its better ability to address the statistical heterogeneity across clients, while showing either superior (w.r.t. FedProx) or competitive (w.r.t. SCAFFOLD) results with other state-of-the-art algorithms trained on different settings.

As a final analysis, we verify the role of the domain-specific components by checking the final values of the \( \lambda \) scalar of Eq. (4), which weighs the importance of the domain-specific residual. Interestingly, in CelebA, where the concept of heterogeneity is less marked, the \( \lambda \) value in the last convolutional layer is 0.3. The final value for FEMNIST, instead, where the heterogeneity across clients is clearer due to the different writing styles, is 2.1. That shows FedCG tailors the use of the domain-specific residual to the specific characteristics of the target dataset and the consequent heterogeneity across the discovered domains.

5. Conclusions

In this work, we introduced FedCG, the first cluster-
driven approach addressing statistical heterogeneity in fed-
erated learning with Graph Convolutional Neural Networks. FedCG uses an iterative clustering algorithm based on teacher and student domain classifiers. This clustering procedure serves to discover different input distributions, i.e. domains, and to instantiate domain-specific parameters accordingly. The domain-specific parameters are connected through a GCN that enables them to interact and share knowledge during training. These parameters influence the activation of the main, domain-agnostic, network thanks to weighted residual activations. Thanks to the domain classifiers and connections of the GCN, new input distributions and unseen users can be addressed at test time via their domain soft-assignment scores. Experimental results show that FedCG outperforms the FedAvg on multiple benchmarks, demonstrating the efficacy of each component.
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| Model | A | W | ReLU | Acc(%) |
|-------|---|---|------|--------|
| Domain-specific models | - | - | - | 33.61 |
| GCN | U | X | X | 84.39 |
| | H | X | X | 82.10 |
| | U | X | X | 87.92 |
| | H | ✓ | X | 84.25 |
| FedCG | U | ✓ | X | 86.96 |
| | H | ✓ | X | 88.65 |
| | U | ✓ | ✓ | 87.97 |
| | H | ✓ | ✓ | 89.57 |

Table 3. Ablation studies on CelebA dataset with N = 32 do-

Table 4. Ablation studies on CelebA dataset with domains
given by a priori knowledge or online clustering procedures. In the A init column, “eye” stands for identity matrix and “rand” for random. The third column specifies the clustering, i.e. clusters generated with K-means or the teacher-student classifier (“Clf”).

| FedCG layers | A init | Clusters | D | Soft domains | Acc(%) |
|--------------|-------|----------|---|--------------|--------|
| all          | eye   | K-means 2 | X | 88.36 |
|              | eye   | K-means 3 | X | 87.97 |
|              | eye   | K-means 4 | X | 87.21 |
|              | eye   | Clf 2     | X | 88.03 |
|              | eye   | Clf 3     | X | 88.59 |
|              | eye   | Clf 4     | X | 88.74 |
|              | rand  | Clf 2     | X | 88.73 |
|              | rand  | Clf 3     | X | 88.24 |
|              | rand  | Clf 4     | X | 88.55 |
|              | eye   | Clf 2     | ✓ | 87.88 |
|              | eye   | Clf 3     | ✓ | 88.74 |
|              | eye   | Clf 4     | ✓ | 88.67 |
|              | eye   | Clf 2     | ✓ | 88.31 |
|              | eye   | Clf 3     | ✓ | 88.13 |
|              | eye   | Clf 4     | ✓ | 89.18 |
|              | eye   | Clf 32    | ✓ | 88.40 |
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