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ABSTRACT

Multiple critical scenarios need automated generation of descriptive text in low-resource (LR) languages given English fact triples. For example, Wikipedia text generation given English Infoboxes, automated generation of non-English product descriptions using English product attributes, etc. Previous work on fact-to-text (F2T) generation has focused on English only. Building an effective cross-lingual F2T (XF2T) system requires alignment between English structured facts and LR sentences. Either we need to manually obtain such alignment data at a large scale, which is expensive, or build automated models for cross-lingual alignment. To the best of our knowledge, there has been no previous attempt on automated cross-lingual alignment or generation for LR languages. We propose two unsupervised methods for cross-lingual alignment. We contribute XAlign, an XF2T dataset with 0.45M pairs across 8 languages, of which 5402 pairs have been manually annotated. We also train strong baseline XF2T generation models on XAlign. We make our code and dataset publicly available\(^1\), and hope that this will help advance further research in this critical area.
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1 INTRODUCTION

Fact-to-text (F2T) generation \([23]\) is the task of transforming structured data (like fact triples) into natural language. F2T systems are vital in many downstream applications like automated dialog systems, question answering, etc. But most of such F2T systems are English only and not available for low-resource (LR) languages. This is mainly due to lack of training data in LR languages. For example, Wikidata entries for person entities in LR languages are minuscule in number compared to that in English (1.3M in English vs total of ~128K across our 7 LR languages). In addition, the average number of facts per entity in LR language Wikidata (11.3) is almost half compared to English (22.8). Thus, monolingual F2T for LR languages suffers from data sparsity. Hence, in this work, we propose a novel task of cross-lingual F2T generation (XF2T) which takes a set of English facts\(^2\) as input and generates a sentence capturing the fact-semantics in the specified LR language.

One major challenge in training an XF2T system is the availability of aligned data where English facts are well-aligned with semantically equivalent LR text. The manual creation of such a high-quality aligned dataset requires human annotations and is quite challenging to scale. Recently various automatic alignment

\(^2\) Fact is a triple composed of subject-predicate-object
approaches have been proposed for English F2T alignment like pairing up Wikipedia sentences with Infobox [17], using distant supervision [9], finding the lexical overlap between textual and structural entities [1, 11, 13], etc. Taking inspiration, we propose two novel methods for cross-lingual F2T, and use them to create and contribute a new dataset, XALIGN. It consists of sentences from LR language Wikipedia mapped to English fact triples from Wikidata. It contains data for the following languages: Hindi (hi), Telugu (te), Bengali (bn), Gujarati (gu), Marathi (mr), Kannada (kn), Tamil (ta) and English (en). Fig. 1 shows an XF2T example from our dataset.

Overall, we make the following contributions in this work. (1) We propose the problem of XF2T alignment and generation for LR languages. (2) We contribute a high quality XF2T dataset, XALIGN, with overall 0.45M pairs (5402 human-labeled) in 8 languages. (3) We propose transfer learning and distant supervision based methods for cross-lingual alignment. (4) We train multiple multi-lingual XF2T models which lead to a best BLEU score of 25.02. We make the code and dataset publicly available³.

2 RELATED WORK

Recently, various approaches have been proposed for entity linking (link mention in a sentence to a KG entity) [4] and fact linking (link sentence to a set of facts) [15]. To the best of our knowledge, there has been no prior work on creating the XF2T dataset that requires pairing up a set of English facts with sentences in other languages. Table 1 shows basic statistics of popular F2T datasets. Some previous studies [12] on F2T collected aligned data by crowdsourcing while others have performed automatic alignment [1]. For XF2T dataset creation, we explore two different unsupervised methods to perform automated cross-lingual alignment. Unlike other datasets which are mostly on English, our dataset contains 8 languages and is a cross-lingual dataset. Most of the F2T methods can be classified as (1) template-based methods [8], (2) Seq-2-seq attention networks [17], (3) hierarchical attention networks [18], (4) pretrained Transformer methods [6, 11, 25]. Template-based methods fail for fact triples in a previously unseen domain. Also, all of these methods focus on English F2T only. We focus on XF2T.

3 DATA COLLECTION AND PRE-PROCESSING

We start by gathering a list of 85K person entities from Wikidata each of which have a link to a corresponding Wikipedia page in at least one of our 7 LR languages. This leads to a dataset D where every instance \( d_i \) is a tuple \( \langle \text{entityID}, \text{English Wikidata facts}, \text{LR language}, \text{LR-language Wikipedia URL for the entityID} \rangle \).

For each language, we use Wikiextractor [2] to extract text from the Wikipedia xml dump dated 2021-05-20. We split this main text into sentences using Indic NLP [16], with a few additional heuristics to account for Indic punctuation characters, sentence delimiters and non-breaking prefixes. We prune out (1) other language sentences using Polyglot language detector³, (2) sentences with <5 or >100 words, (3) sentences which could potentially have no factual information (i.e., sentences with no noun or verb⁴). For each sentence per Wikipedia URL, we also store the section information.

We extract facts from the Wikidata dump dated 2020-12-21 for all the 8 languages for each entity in D using the Wikidata API⁵. We gather facts corresponding to Wikidata property types like WikibaseItem, Time, Quantity, Monolingualtext which capture most of the useful factual information for person-type entities. This leads to overall ~0.91M facts for ~85K entities.

4 F2T ALIGNMENT IN XALIGN

At this point, for every (entity \( e \), language \( l \) pair), the dataset \( D \) has a set \( F_{el} \) of English Wikidata facts and a set of Wikipedia sentences \( S_{el} \) in language \( l \). Next, we build an automatic aligner to associate a sentence in \( S_{el} \) with a subset of facts from \( F_{el} \). As shown in Fig. 2, we propose a two-stage system for the automatic alignment. In the first stage (Candidate Generation), we generate (facts, sentence) candidates based on syntactic+semantic match. In the second stage (Selection), we retain only strongly aligned candidates using transfer learning and distant supervision methods.

4.1 Stage 1: Candidate Generation

Given a set of English facts \( \{f_i\}_{i=1}^{|F|} \) and set of sentences \( \{s_j\}_{j=1}^{|S|} \) in language \( l \), for every \( (f_i, s_j) \) pair, we compute a similarity score \( sim(f_i, s_j) \) that captures syntactic+semantic similarity. For syntactic match, we use TFIDF by translating either the fact to language \( l \) or the sentence to English. For semantic match, we compute cosine similarity between MuRIL [14] representations of the fact and the sentence, or between their translations. Thus, \( sim(f_i, s_j) \) is computed as average of these 4 scores: \( \text{sim-MuRIL}(f_i, s_j), \text{sim-TFIDF}(\text{translate}(f_i, l), s_j), \text{sim-TFIDF}(f_i, \text{translate}(s_j, \text{English})), \text{sim-MuRIL}(\text{translate}(f_i, l), \text{translate}(s_j, \text{English})) \). For translating sentences, we use IndicTrans [22]. When translating the facts, we retain the label of entities

³ https://polyglot.readthedocs.io/en/latest/Detection.html ⁴ For POS tagging, we use Stanza [21] for en, hi, mar, te, ta, LDC Bengali POS Tagger [3] for bn; and [20] for gu. ⁵ https://query.wikidata.org/
within the fact triple for which Wikidata multi-lingual label is available for LR language, and retain only the remaining parts of the fact. We retain a sentence \(s_j\) if the most similar fact \(f_j\) has \(\text{sim}(f_j, s_j) > \tau\). For every sentence, we retain at most top-K most similar facts. We set \(\tau = 0.65\) and \(K = 10\) for our expts empirically.

### 4.2 Manual Annotations for Ground-Truth Data

We need manually annotated data for evaluation of Stage 2 output as well as our XF2T generation. We perform manual annotation in two phases. For both the phases, the annotators were presented with (LR language sentence \(s\), \(K\) English facts) output by Stage 1. They were asked to mark facts present in \(s\). There were also specific guidelines to ignore redundant facts, handle abbreviations, etc. More detailed annotation guidelines and ethical statements are mentioned here\(^6\). In the first phase, we got 60 instances labeled per language by a set of 8 expert annotators (trusted graduate students who understood the task very well). In phase 2, we selected 8 annotators per language from the National Register of Translators\(^6\). We tested these annotators using phase 1 data as golden control set, and shortlisted up to 4 annotators per language who scored highest (on Kappa score with golden annotations). We report details of this test part of our XALIGN dataset in Table 2. On average, a sentence can be verbalized using two fact triples.

### 4.3 Stage 2: Candidate Selection

For every entity and language pair, Stage 1 outputs sentences each associated with a maximum of \(K\) facts. We use two different techniques to retain only strongly aligned (fact, sentence) pairs: transfer learning from NLI (Natural language Inference) task and distant supervision from another English-only F2T dataset. For both the methods, the input is “sentence(SEP)subject|predicate|object”.

### Transfer learning from NLI

Given a premise and a hypothesis, NLI aims to predict whether the hypothesis entails, contradicts or is neutral to the premise. Fact to sentence alignment is semantically similar to NLI where the sentence and the fact can be considered as the premise and the hypothesis resp. Hence, we could infer (fact, sentence) alignment by directly probing an NLI model. We experiment with multi-lingual NLI models like XLM-R, mT5, MuRIL. We use their Xtreme-XNLI finetuned checkpoints from Huggingface\(^7\).

### Distant supervision

Given an (English fact, LR language sentence) pair, we train a binary classifier to predict whether the fact and the sentence are strongly aligned or not, using the Knowledge Enhanced Language Modeling (KELM) [1] dataset. KELM has automatically aligned English (Wikipedia sentence, Wikidata facts) pairs. For a Wikipedia page corresponding to Wikidata entity \(e\), KELM aligns sentence \(s\) with a Wikidata fact \(f = (e, r, e')\) if \(s\) contains subject \(e\) and object \(e'\). For every sentence \(s\) in KELM, we create a positive instance for every fact aligned with \(s\). For every positive instance, we also create a negative instance as mentioned next. We order all the other sentences on the same Wikipedia page (which contains \(s\)) in decreasing order of semantic similarity and choose a sentence \(s'\) randomly from top 10. We skip top two sentences as they can be very similar to \(s\). We then use the pair (fact extracted from \(s'\), sentence \(s\)) as a negative instance. Overall, the dataset contains \(\sim 1.3M\) instances. Since our XALIGN dataset is cross-lingual but KELM is English-only, for inference on output of Stage 1 data, we experiment with cross-lingual, translate-test and translate-train settings. Translate-train performs the best and hence we report results using this setting.

Table 3 shows candidate selection F1 scores across all the languages on our golden annotated dataset. Besides our proposed transfer learning and distant supervision based models, we also compare with the KELM-style [1] and WITA-style [11] alignment baselines. All experiments were run on a machine with four 10GB RTX 2080 GPUs. We finetune for 5 epochs with L2-norm weight decay of 0.001 and dropout of 0.1. We set the learning rate of 1e-5, 2e-5 and 1e-3 for XLM-RoBERTa, MuRIL and mT5 resp. We observe that mT5 with transfer learning performs the best.

---

\(^6\) [https://www.ntm.org.in/languages/english/nrtdb.aspx](https://www.ntm.org.in/languages/english/nrtdb.aspx)

---

**Table 2:** Basic Statistics of XALIGN. \(|V|\)=# instances, \(|T|\)=avg/min/max word count, \(|F|\)=avg/min/max fact count, \(|V|\)=Vocabulary size, \(\kappa\)=Kappa score, \(|A|\)=# annotators

| Lang | \(|V|\) | \(|T|\) | \(|F|\) | \(|V|\) | \(|T|\) | \(|F|\) |
|------|------|------|------|------|------|------|
| hi   | 7503 | 9638 | 13350 | 2/3/5 | 2/3/5 | 2/3/5 |
| mr   | 49712 | 14008 | 20-4/5/9 | 2/3/5 | 2/3/5 | 2/3/5 |
| en   | 66986 | 24344 | 15-3/4/7 | 1/2/3 | 1/2/3 | 1/2/3 |
| ta   | 11424 | 5060 | 16-5/7/9 | 1-2/3 | 1-2/3 | 1-2/3 |
| bn   | 103626 | 132584 | 20-4/4/8 | 2/3/5 | 2/3/5 | 2/3/5 |
| kn   | 84995 | 1001 | 24-3/4/9 | 1-2/3 | 1-2/3 | 1-2/3 |
| te   | 278684 | 31415 | 19-3/4/9 | 2/3/5 | 2/3/5 | 2/3/5 |
| gu   | 87760 | 25441 | 19-3/4/9 | 1/2/3 | 1/2/3 | 1/2/3 |

**Table 3:** Stage-2 (Fact, Sentence) Candidate Selection F1.

**Figure 3:** Fact Count Distribution across languages

---

\(^7\) MuRIL does not support vocabulary for all XNLI languages, so we finetuned it for en, hi and ur only.
While the BLEU is decent for en, hi and bn, further work needs to be done to improve XF2T generation quality for other LR languages. 

We run mT5-transfer-learning Stage 2 aligner on Stage 1 output to generate multi-lingual text generation models. We also plan to extend this work to other LR languages.
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Table 4: Test Dataset Examples with reference text and predictions from our mT5-small model.

| Model     | hi | mr | sa | en | gu | kn | bn | Average |
|-----------|----|----|----|----|----|----|----|---------|
| Baseline  | 2.7| 2.0| 1.0| 7.7| 1.01| 9.8| 7.2| 4.3     |
| Transformer| 33.4| 17.5| 6.9| 8.8| 38.5| 11.2| 36.6| 11.2    |
| mT5       | 10.6| 20.2| 11.4| 15.6| 43.7| 16.6| 45.3| 8.7     |

Table 5: XF2T BLEU scores on XLALIGN test set.

5 XALIGN DATASET ANALYSIS AND XF2T

We run mT5-transfer-learning Stage 2 aligner on Stage 1 output to get Train+Validation part of XLALIGN. Table 2 shows dataset stats. Fig. 3 shows fact count distribution. Top 10 frequent fact properties across all languages are date of birth, occupation, position held, cast member, date of death, country of citizenship, award received, place of birth, educated at, and member of sports team.

For XF2T generation, we leverage Train+Validation part of our XLALIGN dataset to train multiple multi-lingual text generation models. We train mT5-small (finetuned on Xtreme-XNLI) a basic Transformer model, and GAT (Graph Attention Network)+Transformer model (similar to [25]) for the XF2T task. For each of these models, we concatenate the facts with the section header information in the input text. We also compare with a baseline where English facts are translated to LR language and concatenated to generate output. While translating if mapped strings for entities were present in Wikidata they were directly used.

Table 4 shows XF2T prediction examples for our best (mT5) model. Table 5 shows BLEU results across different (model, language) combinations. Naive translation baseline performs poorly, mT5 performs best with 25.0 average BLEU across all languages.

6 CONCLUSION

In this work, we proposed a novel XF2T problem, contributed a new XF2T dataset, XLALIGN, for 8 languages, proposed two novel F2T alignment methods, and reported BLEU results on strong baseline multi-lingual models. We strongly believe that our alignment models can significantly reduce human annotation costs in low-resource (LR) NLG. We also plan to extend this work to other LR languages.
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