An accurate pattern classification for empty fruit bunch (EFB) based on the age profile of oil palm tree using neural network
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1. INTRODUCTION

In 2017, Malaysia had 5.81 million hectares of planted area with oil palm trees [1]. The crop normally bears fruit within three years after planting in the field [2]. As a result, mixtures of FFB from different ages of oil palm trees were harvested, collected and transported to palm oil mills for processing. Apart from the production of palm oil, the mills also generate lignocellulosic residues that include empty fruit bunches (EFB) and mesocarp fibers (palm pressed fiber). Figure 1 illustrates the extraction of palm oil, starting from the FFB harvesting in the field to oil extraction at palm oil mill.

Based on the dry matter content, the amount of dry EFB would be 5.5 million tonnes per year. Hence the quantities at hand could make a very substantial contribution to the supply of raw materials for the production of biocomposite products that have traditionally been made of wood fibers [3]. Thus, the industry is actively looking for commercial outlets to eliminate possible pollution or disposal problems caused by these residues [4, 5]. This will indirectly help to increase the value of EFB for the palm oil millers.

This paper presents a method to classify EFB based on its ages by using a neural network technique. There will be three classes in total which are Class 1, Class 2 and class 3. Detail for each class is shown in Table 1. The age is being identified by measuring the length of EFB spikelet [6, 7]. This is done manually by MPOB employees.
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The objective of this paper work is to develop a method to classify the EFB based on its age classes by using neural network. Neural network has capability to analyze data especially when the data does not follow the same distribution pattern [8, 9]. Arduino microcontroller is used to demonstrate the result from the neural network. Furthermore, if the objective is achieved, the income of palm oil millers will be increased due to the increasing of EFB utilization in other industries. This is very crucial in the palm oil industry because classification of EFB by its age has a good value for different manufacturing industries. The EFB can be sold based on its class age and the price will be higher compared to EFB that not been classified. An example of products that can be made from the EFB are high quality printing paper, photographic paper, monetary notes, fibre mats, fibre-board, and soft board [10-12].

2. RESEARCH METHODOLOGY

2.1. Neural network implementation

The designing of the neural network is using MATLAB software. Figure 3 shows the flow chart for the neural network implementation. The data length of EFB spikelet given by MPOB was imported to MATLAB for training in the neural network. Learning Vector Quantization (LVQ) is chosen as the type of neural network in this research [13-21]. Since it is suitable to deal with a complex parameters where the operation can be implemented in supervised technique or unsupervised. By using the supervised technique, this method can reduce the number of misclassified since the variables will be reclustered according to class specification [22-24]. Figure 4 shows the network architecture for LVQ.

![Flow chart of neural network implementation](image1)

![LVQ neural network architecture](image2)
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For the setting of LVQ, a number of first-layer hidden neurons is set to 10, the learning rate is set to (0.33 0.33 0.34) and no learning function is applied. In the algorithms setting, training is set to random weight/bias rule and performance is set to mean squared error (mse) [22]. The number of iterations is set to 1000 [21, 23, 25]. The code used for the neural network for this project is shown in (1). Figure 5 shows neural network layer system design using the Matlab software.

\[
net = \text{newlvq}([\text{minmax}(p), 10, [0.33 0.33 0.34]])
\]

Figure 5. Neural network layer system

To monitor simulation of the process in Matlab, graphical user interface (GUI) is constructed as shown in Figure 6. It includes three phases which are input, processes and result.

2.2. Interface

The purpose of hardware development is to show the results of the neural network classifier. This system can be used as a reference in order to recognise the class of EFB. Three LEDs are used to indicate the successful group age class in the neural network system. Moreover, an Arduino microcontroller is used to control the LEDs and as the linkage between MATLAB software via USB port. Yellow LED indicates that Class 1 is detected, red LED indicates Class 2 is detected and green LED indicates Class 3 is detected. Figure 7 shows the circuit diagram for the hardware interface.

Figure 6. GUI for neural network

Figure 7. Circuit diagram for the hardware interface

Figure 8 shows a block diagram for the hardware interface. The Arduino is connected to laptop installed with MATLAB software via USB cable. MATLAB Support Package for Arduino is installed to enable communication between MATLAB and Arduino. Result obtained from the neural network is sent to Arduino. Yellow LED, red LED and green LED are used as the output indicator where each one of it represents Class 1, Class 2 and Class 3, respectively.
3. RESULTS AND ANALYSIS

Figure 9 shows the progress of neural network training and the result is shown through nntools along with the training performance. The number of iteration can be classified if the neural network is a fast learner or slow learner whereas the lesser the number of iteration, the lesser time taken the machine to finish the training [26]. Figure 10 shows training performance graph of epoch versus mean squared error (MSE). From the graph, the best training performance is at epoch 14, which is 0.027778 mse. Means, after it reaches the epoch 14, the training performance became consistent due to pattern recognition already able to identify the pattern.
Figure 10. Training performance of epoch versus mse

Figure 11 demonstrates the confusion matrix for the training result. Green color shows the percentage and number of successful data output for each target class. Whereas the red color indicates the percentage and number of wrongly classification data. For target Class 1, 33 out of 40 data for Class 1 is successfully been classified which give 82.5% of successful rate. Remaining 7 data of Class 1 are wrongly classified into Class 2 and Class 3 where each of it has a number of 4 and 3 data respectively. The failure of the classification is due to the insufficient of data sample data and inconsistency value of the data Class 1 during the training of the neural network.

For Class 2, the successful rate of classification is 100% where all 40 data are successfully classified into Class 2. This achievement is continued by Class 3 where all data are also successful classified. The perfect classification for Class 2 and Class 3 is due to the consistency of sample data for both classes. Out of 120 sample data from all classes, the successful rate is 94.2%. Table 2 summarizes the result of the simulation.
Table 2. Summary of result

| Target Class | Successful data detected | Percentage per target class | Accuracy per target class (out of 120 samples) |
|--------------|--------------------------|-----------------------------|-----------------------------------------------|
| 1            | 33                       | 82.5%                       | 27.5%                                         |
| 2            | 40                       | 100%                        | 33.3%                                         |
| 3            | 40                       | 100%                        | 33.3%                                         |
| Total        |                          |                             | 94.2%                                         |

The receiver operating characteristic (ROC) is plotted to show the true positive rate. The percentage per target class is shown in Figure 12 below. Training 100% able to process, the validation is 0 as well as the test ROC is linear zero. The validation and positive rate are linear and this is clearly prove that no validation should is occured.

Figure 12. Receiver operating characteristic (ROC) result

4. CONCLUSION

The main objective of the proposed method is successfully achieved where the sample of EFB from different age groups are classified into its specified group by using a neural network. Furthermore, an image processing system is recommended for automatic measurement of the EFB’s length.
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