An Analytic Solution for Riccati Matrix Delay Differential Equation using Coupled Homotopy-Adomian Approach

Khalid Hammood AL-Jizani* Jawad Kadhim K. Al-Delfi

Department of Mathematics, College of Science, Mustansiriyah University, Baghdad, Iraq

*Corresponding author: khalid.math79@uomustansiriyah.edu.iq
E-mail address: jawadaldfi@uomustansiriyah.edu.iq

Received 2/11/2020, Accepted 9/6/2021, Published Online First 20/1/2022, Published 1/8/2022

This work is licensed under a Creative Commons Attribution 4.0 International License.

Abstract:
An efficient modification and a novel technique combining the homotopy concept with Adomian decomposition method (ADM) to obtain an accurate analytical solution for Riccati matrix delay differential equation (RMDDE) is introduced in this paper. Both methods are very efficient and effective. The whole integral part of ADM is used instead of the integral part of homotopy technique. The major feature in current technique gives us a large convergence region of iterative approximate solutions. The results acquired by this technique give better approximations for a larger region as well as previously. Finally, the results conducted via suggesting an efficient and easy technique, and may be addressed to other non-linear problems.
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Introduction:
In this study, a homotopy –Adomian approach is presented for addressing the following RMDDE:

\[ \dot{G}(t) + G(t-\tau)D + D^T G(t) - G(t)PG(t) + S = 0, \]

\[ t \in [c, T], \]

by history condition:

\[ G(t) = Z_0(t), \quad c - \tau \leq t \leq c, \quad c \]

is non negative integer number.

For many years, Liao implemented the initial thoughts of homotopy in topology to suggest a semi analytic approach for non-linear equations, called Homotopy Analysis Method (HAM); 1, 2. According to homotopy of topology, the evidence of this approach exists with or without small physical parameters in the considered problem. It is an analytic approach for finding series solution of various kinds of non-linear problems 3. This technique is a strong technique used to find the solution of non-linear phenomena 3, 4.

ADM since 1980s, is an example of a semi analytic approach which can be implemented to many kinds of equations including non-linear PDEs 5, 6, 7.

It gives an effective computational manner for equations and can get results as an infinite series converging to exact solution 6, 8, 9. Authors in 8, implemented a new Adomian’s technique for finding type of Riccati and compared with original ADM.

Also, Abazari 10, found the approximate analytical approach for RMDE using DTM. Khalid et al. in 11, implemented VIM to find the analytic solution to RMDE. A modification of DTM has been made by Shaher et al. 12, to find the approximate results to FHN neurons mode. Mohammed et al. 13 found that the solution methodology lies in generating an infinite conformable chain with reliable wave pattern by minimizing the residual error functions. Mohammed et al. 14, applied the DTM to obtain results of the fractional order Lu types. Approximate results for a SEIR epidemic type by homotopy method have been conducted 15. In this study, a new implementation of homotopy-Adomian approach is implemented to obtain solve RMDDE.

A motivation in these methods provides the solution of DEs in infinite series. The most important advantages of these methods is its ability in providing us a continuous representation of the approximate solution, which allows better information of the results with whole interval. In addition it gives a highly accurate solution.
A feature for this technique as compared with the other methods for obtaining the solution, is that it is efficient not only for a small value of \(x\) but also for a larger value. Absolute residual error for each component is conducted. A suggested approach showed that it is so efficient, accurately and gives wider extent of the converge region.

2. Homotopy-Adomian Approach for RMDDE

Firstly, the standard HAM for RMDDE is reviewed. For this reason, consider the nonlinear \(m \times m\) of equation 1:

\[
\dot{G}(t) + G(t - \tau)D + D^T G(t) - G(t)PG(t) + S = 0, \quad t \in [c, T],
\]

where \(\tau > 0\) is a constant and \(c\) an arbitrary non-negative in \(R\).

where \(G, P, S\) and \(D\) are matrices \(m \times m\); \(P = P^T, S = S^T, \tau = 1\), and \(G(t)\) is a matrix, with history condition:

\[
G(t) = Z_0(t), \quad t \in [c - \tau, c].
\]

Now, by the method of successive for delay, generally to every time step \([c + i\tau, c + (i + 1)\tau]\):

\[
\dot{G}(t) + D^T G(t) - G(t)PG(t) + S^*(t) = 0,
\]

where \(S^*(t) = S(t) + Z_i(t - \tau)D\). Suppose \(\mu(t; s)\) is a matrix function of homotopy, so:

\[
V_m(\phi) = \frac{1}{m!} \left. \frac{\partial^m \mu}{\partial S^m} \right|_{s=0},
\]

is \(m\)-th order derivative \(\mu(t; s), m \geq 0\). The zero order formulation of matrix equation is:

\[
(1-s)L[\mu(t; s) - G_0(t)] = s\hbar N[\mu(t; s)],
\]

and \(m\)-th order deformation matrix equation related to (3) can see:

\[
L[G_m(t) - \chi_mG_{m-1}(t)] = \hbar V_{m-1}(N[G]), \quad m \geq 1,
\]

\[
N[G] = \dot{G}(t) + D^T G(t) - G(t)PG(t) + S^*(t),
\]

where

\[
\chi_m = \begin{cases} 
0, & m \leq 1, \\
1, & m > 1.
\end{cases}
\]

\[
G(t) = \sum_{i=0}^{\infty} G_i(t)s^i,
\]

\[
R_mG_{m-1} = \frac{\partial G_{m-1}}{\partial t} + D^T G_{m-1} - \sum_{i=0}^{m-1} G_iPG_{m-1-i} + (1 - \chi_m)(S^*).
\]

Now, the \(m\)-th order formulation matrix equation 11 after addressing the inverse operator with given history condition, for \(m \geq 1\) will transform to:

\[
G_m(t) = \chi_mG_{m-1} + \hbar \int_{0}^{T} \left( \dot{G}_{m-1}(u) + D^T \dot{G}_{m-1}(u) - \sum_{i=0}^{m-1} G_i(s)PG_{m-1-i}(u) + (1 - \chi_m)(S^*) \right) du
\]

\[
= \chi_mG_{m-1} + \hbar \left[ G_{m-1}(t) - (1 - \chi_m)G_{m-1}(0) \right] + \hbar \int_{0}^{T} \left( D^T G_{m-1}(u) - \sum_{i=0}^{m-1} G_i(u)PG_{m-1-i}(u) + (1 - \chi_m)(S^*) \right) du,
\]

\[
= (\chi_m + \hbar)G_{m-1}(t) - \hbar(1 - \chi_m)G_{m-1}(0) + \hbar \int_{0}^{T} D^T G_{m-1}(u) - \sum_{i=0}^{m-1} G_i(u)PG_{m-1-i}(u) + (1 - \chi_m)(S^*) du.
\]

Now, ADM for solving RMDDE is addressed. For this reason, hence the nonlinear RMDDE \(m \times m\) of the form:

\[
\dot{G}(t) + G(t - \tau)D + D^T G(t) - G(t)PG(t) + S(t) = 0, \quad t \in [c, T],
\]

with history condition:

\[
G(t) = Z_0(t), \quad t \in [c - \tau, c].
\]

Consider with the method of successive for delay, generally for every time step \([c + i\tau, c + (i + 1)\tau], \quad i = 0, 1, ..., N; \quad N \in R\).
\[
\dot{G}(t) + D^T G(t) - G(t) P G(t) + (S(t) + Z_i(t - \tau) D) = 0,
\]
\[
\dot{G}(t) + D^T G(t) - G(t) B G(t) + S^* (t) = 0,
\]
where we set \( S^* (t) = S(t) + Z_i(t - \tau) D \), with condition history:
\[
G(c) = Q.
\]
when \( Q \) is a matrix \( m \times m \) and \( G(t) \) is a matrix \( m \times m \) assumed to be bounded, \( \forall t \in [c, T] \), \[ g_{ij}(t) \leq M, \quad c \leq t \leq T, \quad G(t) = (g_{ij}(t))_{m \times m}, \] the noise term \( N(G) = GPG \), has polynomial matrices:
\[
N(G) = GPG = \sum_{n=0}^{\infty} F_n,
\]
and \( F_n \) can be express:
\[
F_0(t) = G_0(t) P G_0(t)
\]
\[
F_1(t) = G_0(t) P G_1(t) + G_1(t) P G_0(t)
\]
\[
; \quad F_n(t) = \frac{1}{n!} \frac{d^n}{d\tau^n} \left[ \sum_{i=0}^{\infty} \chi^i G_i(t) \right] P \left[ \sum_{i=0}^{\infty} \chi^i G_i(t) \right],
\]
\[
G_{m-1}(t) = (\chi_m + h) G_{m-1}(t) - h(1 - \chi_m) G_{m-1}(0) + h \int_0^t \left( -F^T G_{i-1} + F_{i-1} \right) ds
\]
, \( i, m = 1, 2, \ldots \)

3. Numerical Example

Now, the homotopy-Adomian approach presented above to RMDDE is applied. In the following example, the term of delay in the other part. It can be seen that this technique is very strong, effect and reliable. Hence the non-linear 2 \( \times \) 2 RMDDE:
\[
\dot{G}(t) + G(t) D + D^T G(t) - G(t) P G(t - \tau) + S = 0, \quad \tau = 1, \quad t_0 = 0,
\]
\[
\begin{pmatrix}
\dot{x}(t) & \dot{y}(t) \\
\dot{z}(t) & \dot{w}(t)
\end{pmatrix}
+ \begin{pmatrix}
x(t) & y(t) \\
z(t) & w(t)
\end{pmatrix}
\begin{pmatrix}
1 & 2 \\
1 & 2
\end{pmatrix}
+ \begin{pmatrix}
x(t) & y(t) \\
z(t) & w(t)
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
0 & 1
\end{pmatrix}
+ \begin{pmatrix}
x(t) & y(t) \\
z(t) & w(t)
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
0 & 1
\end{pmatrix}
= \begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix}.
\]
\[
4x(t) + x(t) + y(t) + z(t) + x(t)(t - 1) + 1
\]
\[
w(t) + x(t) + 3y(t) + y(t)
\]
\[
3w(t) + w(t) + y(t) + z(t) + 1
\]
\[
\begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix}.
\]
\[
F_n(t) \text{ is polynomial Adomian matrices. Where:}
\]
\[
W_n = \sum_{i=0}^{n} G_i,
\]
The implementation of ADM to the matrix equation 13 is:
\[
G(t) = \sum_{i=0}^{\infty} G_i(t),
\]
and
\[
G_0(t) = Q + L^{-1} (-S^*(t)),
\]
\[
G_i(t) = L^{-1} (-F^T G_{i-1}) + L^{-1} F_{i-1}, \quad i \geq 1.
\]
 Currently, the whole integral for HAM in equation 12 is replaced by integral of ADM in equation 18. In this case, more accurate solution, efficient, and more extend of the concourse area is obtained compare with the obtained by equation 12, means that:
\[
D = \begin{pmatrix}
2 & 1 \\
1 & 2
\end{pmatrix}, \quad P = \begin{pmatrix}
-1 & 0 \\
0 & 1
\end{pmatrix}, \quad S = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix},
\]
and stationary \( G_0(t) = \begin{pmatrix}
t & 0 \\
0 & 1
\end{pmatrix}, \quad -1 \leq t \leq 0. \)

Now, by using method of successive:
\[
\dot{G}(t) + G(t) D + D^T G(t) - G(t) P G_0(t - 1) + S = 0,
\]
equation of with initial condition \( G_0(t) = \begin{pmatrix}
0 & 0 \\
0 & 1
\end{pmatrix} \),
with Maple program, it obtained first twentieth iterate.
Conclusion:
A homotopy-Adomian approach is discussed to obtain RMDDE. All results from the table above indicate that the suggested approach award highly precise results in extended area. Results conducted by this approach award better approximations for whole interval time as well as the neighborhood of the initial condition.
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Table 1. Numerical results of HAM-ADM for RMDDE of twenty iterate

| t  | Absolute residual error of HAM-ADM for the first component $x^{20}_{11}(t)$ | Absolute residual error of HAM-ADM for the second component $x^{20}_{12}(t)$ | Absolute residual error of HAM-ADM for the third component $x^{20}_{21}(t)$ | Absolute residual error of HAM-ADM for the fourth component $x^{20}_{22}(t)$ |
|----|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| 0.1| 6.93889 x 10^{-18}                              | 0                                               | 5.55112 x 10^{-17}                               | 0                                               |
| 0.2| 1.38778 x 10^{-17}                              | 0                                               | 1.11022 x 10^{-16}                               | 6.66154 x 10^{-16} |
| 0.3| 3.4177 x 10^{-14}                               | 2.93099 x 10^{-14}                              | 3.33067 x 10^{-14}                               | 2.95319 x 10^{-14} |
| 0.4| 9.0021 x 10^{-12}                               | 7.49312 x 10^{-12}                              | 9.0028 x 10^{-12}                                | 7.49312 x 10^{-12} |
| 0.5| 7.12980 x 10^{-10}                              | 5.67208 x 10^{-10}                              | 7.12984 x 10^{-10}                               | 5.67268 x 10^{-10} |
| 0.6| 2.60291 x 10^{-8}                               | 1.98031 x 10^{-8}                               | 2.60321 x 10^{-8}                                | 1.98053 x 10^{-8} |
| 0.7| 5.57142 x 10^{-7}                               | 4.05514 x 10^{-7}                               | 5.5712 x 10^{-7}                                 | 4.05564 x 10^{-7} |
| 0.8| 8.0691 x 10^{-6}                                | 5.62152 x 10^{-6}                               | 8.07019 x 10^{-6}                                | 5.62227 x 10^{-6} |
| 0.9| 8.67334 x 10^{-5}                               | 5.78689 x 10^{-5}                               | 8.67461 x 10^{-5}                                | 5.78772 x 10^{-5} |
| 1.0| 7.36974 x 10^{-4}                               | 4.71195 x 10^{-4}                               | 7.3709 x 10^{-4}                                 | 4.71268 x 10^{-4} |
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الحل التقريبي لحل معادلة المصفوفات التفاضلية الاعتيادية التباطئية لمعادلة ريكاتي باستخدام طريقتين
الهومتوبي و الأدوميان

خالد حمود الجيزاني* جواد كاظم خلف الدلفي
قسم الرياضيات، كلية العلوم، الجامعة المستنصرية، بغداد، العراق

الخلاصة:
في هذا البحث نتناولنا طريقة فعالة و جيدة وهي النهج بين طريقتين الهومتوبي و الأدوميان مع استخدام مفهوم المعادلات التفاضلية الاعتيادية التباطئية لحل معادلة المصفوفات التبافتية لمعادلة ريكاتي و الحصول على حل تقريبي بقيق جداً قبل الخطأ و يتزود من الحل المطبق أو الحل الحقيقي. في هذه الطريقة تم الكشف على نتائج ادق خلال فترة الانتهاء التي مررت بها المعادلة. أيضاً في هذه الطريقة أن الاقتراب للحل الحقيقي يأخذ منطقه أو فترة أوسع وكلما استمرنا ب التكرارا حيث نحصل على نتائج دقيقة جداً ويكون الخطأ جداً صغير.

الكلمات المفتاحية: طريقة الأدوميان، طريقة الهومتوبي، معادلة ريكاتي التفاضلية الاعتيادية التباطئية للمصفوفات