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Abstract

We introduce a new stochastic order for the tail dependence between random variables. We then study different measures of tail dependence which are monotone in the proposed order, thereby extending various known tail dependence coefficients from the literature. We apply our concepts in an empirical study where we investigate the tail dependence for different pairs of S&P 500 stocks and indices, and illustrate the advantage of our measures of tail dependence over the classical tail dependence coefficient.
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1. Introduction and results

Estimating the level of tail dependence in a given data set is an integral part of modeling the distribution of financial and actuarial time series. Accounting for tail dependence promises to enable the statistician to identify the risk of joint extreme comovements in multivariate data sets which would not be detected if one were to rely on linear correlation alone. Not surprisingly, coefficients of tail dependence that capture the asymptotic probability of such extreme comovements have been frequently used in the empirical finance literature.

In this paper, we propose a stochastic order on the set of tail dependence functions of bivariate random vectors, discuss measures that are monotone in said order, and employ all measures of tail dependence in an extensive empirical study. For the sake of better readability, we present our findings only for the bivariate case of two random variables. We point out, however, that all the results in this paper are also valid in the multivariate case.

The interaction between random variables takes many forms and dependence modelling has introduced various concepts to describe the wide array of possible relationships. Applications include the returns of two stocks in finance or the water levels of two nearby rivers. These dependence concepts can treat the dependence as a whole, e.g. the correlation coefficient or concordance measures, or focus on specific aspects such as extremal events. A classical measure of extremal dependence is the so-called (lower) tail dependence coefficient, describing the comovement of $X$ and $Y$ in the tails of their joint distribution. Given two random variables $X$ and $Y$ with univariate distribution functions $F_X$ and $F_Y$, respectively, the (lower) tail dependence coefficient is defined as

$$\lambda := \lim_{s \downarrow 0} \frac{\mathbb{P} \left( X \leq F_X^{-1}(s) \mid Y \leq F_Y^{-1}(s) \right)}{s}.$$ 

Considering the previous two applications, the tail dependence coefficient describes the probability of jointly occurring losses or severe drought events. For an extensive introduction to tail dependence and its properties, see for example Joe (2015).

The number $\lambda$, however, captures the extremal behaviour only along the diagonal and ignores all additional information concerning the asymmetric extremal behaviour of $X$ and $Y$. This is contrary to many empirical studies in recent years, which assert a, in general, distinctly asymmetric dependence between financial assets. Therefore, in this paper, we will study the much more general (lower) tail dependence function

$$\Lambda(x, y) := \lim_{s \downarrow 0} \frac{\mathbb{P} \left( X \leq F_X^{-1}(sx) \mid Y \leq F_Y^{-1}(sy) \right)}{s},$$

with $x, y \geq 0$. In particular, the tail dependence coefficient is just one single value of the tail dependence function $\Lambda(x, y)$, namely $\lambda = \Lambda(1, 1)$. We will see that the tail dependence function is a much finer quantity than the classical tail dependence coefficient and generates a variety of tail dependence measures that can distinguish between different extremal behaviours undetected by the tail dependence coefficient.

Crucial to any systematic approach to measures of tail dependence is the existence of an underlying tail dependence order, since measures alone are not sufficient for a consistent comparison of the degree of tail dependence between two pairs of random variables. Let us explain this counterintuitive fact in the more familiar framework of dependence modelling where Spearman’s $\rho$ and Kendall’s $\tau$...
are probably the two best-established measures of concordance. It is, however, not possible to use their values for a consistent comparison of the degree of concordance between two pairs of random variables—indeed, there are \((X_1, Y_1)\) and \((X_2, Y_2)\) satisfying \(\rho(X_1, Y_1) < \rho(X_2, Y_2)\) and \(\tau(X_1, Y_1) > \tau(X_2, Y_2)\); see Strothmann (2021, Ex. 2.3.11). This inherent inconsistency can only be resolved by the choice of an underlying order with respect to which both measures \(\rho\) and \(\tau\) are monotone.

Empirically, we find the following main results. First, index/stock combinations from the S&P 500 exhibit both symmetric and asymmetric tail dependence functions. This underlines the need to take into account more than just the coefficient of tail dependence when assessing the random vector’s tail behavior. Second, we find that different measures that are monotone in our proposed stochastic order of tail dependence produce different assessments of the strength of tail dependence. Finally, we highlight the significant range some of the monotone measures can take in value for the same coefficient of tail dependence.

Our paper is related to several empirical and theoretical studies across the risk management, actuarial science, and finance literature. In actuarial science, for example, Eckert and Gatzert (2018) model extreme losses using copulas to account for tail dependence (“ruin probability”). Coefficients of (usually lower) tail dependence have also been used in asset pricing by Rodríguez (2007), Okimoto (2008), García and Tsafack (2011), Meine et al. (2016); Chabi-Yo et al. (2018); Irresberger et al. (2018) to study the risk premia for crash events. Finally, at the macro level, De Jonghe (2010) and Oh and Patton (2017, 2018) employ measures of tail dependence to estimate the probability of a crash in the financial system. None of these applied studies, however, reflect on or discuss their sole use of the coefficients of tail dependence for measuring the degree of tail dependence.

In a related strand of the literature, several studies have proposed alternative measures for total tail dependence (see Zhang 2008), heavy tailedness (see Ji et al. 2021), tail negative dependence (see Hua 2015), quadrant and intermediate tail dependence (see Hua 2017). We point out, however, that these studies focus solely on specific measures of tail dependence and do not incorporate an underlying stochastic ordering. Other approaches to extremal orderings have been proposed in the literature (see, e.g., Hua 2012 and Li 2013 and the references therein) which are, however, more restrictive than the tail dependence order proposed in the present work. Finally, Siburg et al. (2016) propose an order and measures of the asymmetry of a copula, but do not study the ordering of copulas with respect to their tail dependence.

The rest of the paper is organized as follows. Section 2 introduces our ordering of tail dependence and its key properties. A variety of new measures of tail dependence, all of them monotone in that ordering, are presented in Section 3 together with various examples comparing them to the classical tail dependence coefficient. The final Section 4 concludes our paper with an empirical study illustrating the various concepts for real financial data.

2 Tail dependence order

Suppose you are given two pairs of random variables \((X_1, Y_1)\) and \((X_2, Y_2)\)—how do you determine which of them is more tail dependent? One way to do this would be to order them by some measure, e.g., to evaluate the tail dependence coefficient on these two pairs and call that pair more tail dependent which has the larger tail dependence coefficient. Reasonable as this may seem, Figure 1 illustrates the drawbacks of such an approach. While the pairs \((X_1, Y_1)\) and \((X_2, Y_2)\) possess the same tail dependence coefficient, their overall tail behaviour varies drastically. This difficulty leads to the construction and investigation of a more comprehensive stochastic order which allows for a meaningful comparison of \((X_1, Y_1)\) and \((X_2, Y_2)\). Building upon the chosen stochastic order, one would then like to construct stochastic measures which respect that order, i.e., are monotone with respect to that order. An extensive treatment of a variety of stochastic orders and their relations can be found in Shaked and Shanthikumar (2007).

Since our aim is to investigate the tail behaviour of a pair of random variables, our proposed tail dependence order is based on the respective tail dependence functions \(\Lambda(X_i, Y_i)\) where we abbreviate

\[
\Lambda_i(x, y) := \Lambda(X_i, Y_i)(x, y)
\]

for \(i = 1, 2\). In the following, we will always assume that all pairs of random variables possess continuous univariate marginal distributions \(^2\) and admit a tail dependence function; we refer to Joe (2015) for more details.

\(^2\) See Feidt et al. (2009) for a discussion of tail dependence in the presence of discontinuous univariate marginal distributions.
Definition 2.1. We say that a pair of random variables 
\((X_1, Y_1)\) is less tail dependent than another pair \((X_2, Y_2)\), 
written \((X_1, Y_1) \leq_{td} (X_2, Y_2)\), if and only if 
\[ \Lambda_1(x, y) \leq \Lambda_2(x, y) \]
holds for all \(x, y \geq 0\).

We point out that \(\leq_{td}\) is only a preorder, i.e. a reflexive 
and transitive relation. It is neither antisymmetric 
(since all copulas with vanishing tail dependence function 
are comparable) nor total (see the example in Figure 1). 
Nevertheless, following common practice, we will call \(\leq_{td}\) 
the tail dependence order.

The tail dependence function \(\Lambda(x, y)\) of a pair of random 
variables \((X, Y)\) is, by definition, a function on \([0, \infty) \times [0, \infty)\). 
It has, however, additional properties which we will 
need later that are collected in the following proposition; 
for the proof of these properties we refer to Guidedorf and 
Segers (2010).

**Proposition 2.2.** A function \(\Lambda : [0, \infty) \times [0, \infty) \to [0, \infty)\) 
is the tail dependence function of a random pair \((X, Y)\) if and only if 
1. \(\Lambda\) is homogeneous of order 1, i.e., \(\Lambda(ax, ay) = a\Lambda(x, y)\) 
   for any \(a > 0\)
2. \(0 \leq \Lambda(x, y) \leq \min(x, y)\) for all \(x, y \geq 0\)
3. \(\Lambda\) is concave.

In particular, every tail dependence function is continuous.

**Remark 2.3.** In view of the homogeneity, we may, without 
losing any information, restrict any tail dependence 
function \(\Lambda(x, y)\) to the one-dimensional segment \(\{(x, y) \mid y = 1-x\}\). 
The induced function is a Lipschitz continuous, 
concave function on the unit interval; abusing notation, we 
still call it the tail dependence function and denote it by 
\(\Lambda(s)\) where \(s \in [0, 1]\). In this setting, the tail dependence 
coefficient is given by 
\[ \lambda = 2\Lambda(1/2). \]

The following examples show different types of such tail 
dependence functions, defined on \([0, 1]\). Note that some of 
these functions are symmetric with respect to the point 
1/2, which is the case, for instance, if the two random 
variables \(X\) and \(Y\) are exchangeable—see Definition 3.4. 
other tail dependence functions, however, exhibit a marked 
 asymmetric pattern. Note also that some of the pairs of 
tail dependence functions shown in the next examples are 
ordered, while others are not.

**Example.** 1. Let \((X, Y)\) follow a multivariate normal 
distribution with correlation \(\rho \in [-1, 1]\). Then \((X, Y)\) 
is tail independent, i.e. fulfills \(\Lambda_{(X,Y)}(x, y) = 0\) for 
all \(x, y \geq 0\), whenever \(\rho < 1\) holds and tail dependent 
with \(\Lambda_{(X,Y)}(x, y) = \min(x, y)\) in case of \(\rho = 1\).
This preorder by \( \mu \) two measures of tail dependence from Theorem 3.2 given \( \Lambda \) this construction may lead to grave inconsistencies as illus-
tal but, in general, neither symmetric nor antisymmetric. \( \mu \) ever, yields

\[
\int_0^1 \Lambda(s) \, ds
\]

4. any \( L_p \)-norm

\[
\left[ \int_0^1 (\Lambda(s))^p \, ds \right]^{1/p}
\]

with \( 1 \leq p < \infty \).

Proof. All of the above quantities are well defined since \( \Lambda(s) \) is continuous, hence integrable, in view of Proposition 2.2. The monotonicity condition is obviously satisfied by all quantities.

In fact, our approach to measuring tail dependence is quite flexible, as measures of tail dependence can be con-
structed from any of the well-known measures of concor-
dance (such as Spearman’s \( \rho \) or Kendall’s \( \tau \)). For this, given a tail dependence function \( \Lambda \), we consider the corre-
sponding extreme-value copula defined by

\[
C_{\Lambda}^{EV}(u, v) := \exp(\log u + \log v + \Lambda(-\log u, -\log v));
\]

see, e.g., [Joe (2015)]. Then, any measure of concordance applied to \( C_{\Lambda}^{EV} \) generates a measure of tail dependence. In particular, we obtain the following result.

**Theorem 3.3.** Consider pairs \((X, Y)\) of random variables with tail dependence functions \( \Lambda(s) \). Then Spearman’s \( \rho \) induces a tail dependence measure \( \mu \) via

\[
\mu(X, Y) := \rho(C_{\Lambda}^{EV}) = 12 \int_0^1 \frac{1}{(2 - \Lambda(s))^2} \, ds - 3.
\]

Note that in practical applications the choice of a mea-
sure of tail dependence will depend on the particular course of investigation—in some cases the maximal tail depen-
dence may be appropriate while in others the average is more convenient. In any case, the evaluation measures
\( \Lambda(s_0) \) for some point \( s_0 \in [0, 1] \), in particular the classical tail dependence coefficient \( \lambda \), are quite arbitrary choices. Only in very special cases does the tail dependence coefficient provide a reasonable measure of tail dependence, as we will see next.

**Definition 3.4.** Two random variables \( X \) and \( Y \) are exchangeable if and only if

\[
P(X \leq x, Y \leq y) = P(X \leq y, Y \leq x)
\]

for all \( x, y \); this is equivalent to saying that the joint distribution functions of \((X, Y)\) and \((Y, X)\) agree.

**Proposition 3.5.** If \( X \) and \( Y \) are exchangeable then

\[
\lambda = 2\Lambda(1/2) = 2 \max_{s \in [0,1]} \Lambda(s) = 2\|\Lambda(s)\|_{\infty}.
\]
Proof. \( \Lambda(s) \) is a continuous, concave function on the compact interval \( [0, 1] \) and hence attains its maximal value on a closed, convex subset of \( [0, 1] \), i.e., on some compact subinterval \( I \subset [0, 1] \). Since \( X \) and \( Y \) are exchangeable \( \Lambda(s) \) is symmetric with respect to the point 1/2, and we conclude that 1/2 \( \in I \). \( \square \)

Finally, we point out that any functional combination \( f(\mu, \nu) \) of measures of tail dependence with \( f : [0, \infty) \times [0, \infty) \to [0, \infty) \) being increasing in each argument are also measures of tail dependence themselves; a simple example is any linear combination \( a\mu + b\nu \) with \( a, b \geq 0 \). Such combinations can be useful in applications where one would like to consider different aspects of tail dependence simultaneously.

**Example.** [Frahm (2006)] introduced the so-called extremal dependence coefficient

\[
\varepsilon_L := \frac{\lambda}{2 - \lambda} = \frac{\Lambda(1/2)}{1 - \Lambda(1/2)} = f(\Lambda(1/2))
\]

with \( f(\mu) := \frac{\mu}{1 + \mu} \) which investigates the asymptotic dependence between the componentwise minima and maxima of a pair \((X, Y)\) of random variables. Since the function \( f \) is increasing, the quantity \( \varepsilon_L \) is a measure of tail dependence.

### 4. Empirical analysis

In this section, we illustrate the practical relevance of analyzing the tail dependence function as well as several alternative measures of tail dependence in a financial risk application. More precisely, we estimate the tail dependence function as well as the measures given in [Theorem 3.2] for a large set of bivariate equally-weighted portfolios consisting of the S&P 500 stock index and one of the S&P 500’s constituent individual stocks.

The financial market data we use are retrieved from EIKON Refinitiv and cover the period from Jan/9/2019 to Dec/31/2020. We select equities that are included in the S&P 500 over our full sample period and for which we have complete data. In total, our panel data sample consists of 454 individual stocks and 2,500 trading days. For each day and time series in our sample, we then compute the log return. Summary statistics for our full sample are given in Table [1]. As one can see from Table [1], the data exhibit the usual stylized facts of financial time series with mean daily log returns being close to zero, return distributions being negatively skewed, and fat tails.

Next, for each pair of the S&P 500 and a constituent stock’s log return time series, we estimate the corresponding tail dependence functions using the estimator proposed by [Schmidt and Stadtmüller (2006)] and rolling windows with a fixed length of 500 trading days. Consequently, we estimate \( 454 \times 2,000 \) tail dependence functions and then compute the three measures of tail dependence given in [Theorem 3.2].

To start our discussion of the results, we first plot three selected estimated tail dependence functions from the end of our sample period (i.e., during the Covid-19 pandemic) in Figure [3]. As one can see from the three displayed stock pairs of Domino’s Pizza, Agilent Technologies, and Celanese (each in combination with the S&P 500), empirically, we can observe all types of symmetric and asymmetric tail dependence in the cross-section of stock pairs. To get a better picture of the time-variation in the measures of tail dependence, we plot the time evolution of the three measures \( \|\Lambda\|_1, \lambda, \text{ and } \|\Lambda\|_\infty \) for the three previously studied equity/index-pairs in Figure [5]. All three pairs exhibit a considerable amount of time-variation in all three measures of tail dependence. Moreover, one can see that even though the coefficient of tail dependence \( \lambda \) is often close to the \( \|\Lambda\|_\infty \)-measure, we can observe periods of time (e.g., in 2017 for the S&P500/Celanese pair, and at the end of 2017 for the S&P500/Domino’s Pizza pair) when \( \lambda \) is considerably smaller than \( \|\Lambda\|_\infty \). Next, in Table [2] and Figure [6], we show descriptive statistics as well as the time evolution of the \( L^1 \), the \( L^\infty \), as well as the tail dependence coefficient for all bivariate pairs with the cross-sectional mean being shown as a black line and the values of the respective measures that lie between the cross-sectional 5%- and 95%-quantiles at each point in time being highlighted in gray. Not surprisingly for a well-diversified index, the stock/index-pairs show a large cross-sectional variation in the degree of tail dependence. Additionally, all three measures exhibit a high degree of time-variation during our sample period as well as sudden jumps.

Our analyses so far have shown that bivariate financial data time series exhibit a high degree of time variation in all three measures of tail dependence. Moreover, both symmetric and asymmetric tail dependence functions can be observed in our data. All three measures, however, are moving in lockstep during most of our sample period. To examine in more detail the question whether the \( L^1 \) and \( L^\infty \) actually differ from the tail dependence coefficient in empirical settings, we compare possible and estimated values of the \( L^\infty \) measure in Figure [7]. More precisely, we first estimate the tail dependence coefficient for the three bivariate stock/index pairs used in our previous analyses (Domino’s Pizza, Agilent Technologies, and Celanese). We then calculate the range of possible values of the \( L^\infty \) measure given the estimates of the tail dependence coefficient and highlight these as gray-shaded areas in Figure [7]. Finally, we estimate the \( L^\infty \) measure and include them as a black line in the Figure. The estimated values of the \( L^\infty \) measure are usually at the lower bound of the range of possible values given the estimated value of the tail dependence coefficient. However, we can observe for all three

---

3By fixing the S&P 500 as one of the two time series in our portfolios, we are able to analyze the systematic tail risk of the constituent individual stocks in the cross-section. However, as we focus on tail dependence and not correlation, our analysis differs from traditional analyses of stocks’ beta factors.
bivariate pairs time periods in which the estimated level of the $L^\infty$ measure is in the mid-range of its possible values. In addition to this, the range of possible values is far from being small: for a given level of the tail dependence coefficient, the range of possible $L^\infty$ values can have a size of up to 0.2.

5. Conclusion

In this paper, we propose a new order on the set of pairs of bivariate random vectors based on their respective tail dependence functions. We show that simple measures of maximum or average tail dependence, or any $L^p$-norm are monotone with respect to our tail dependence order. We then highlight how different measures of tail dependence can capture different aspects of the tail dependence function’s behaviour. Most notably, we stress the fact that the coefficient of tail dependence that is frequently used in empirical applications neglects most of the information on a random vector’s tail dependence.

We further compare the different tail dependence measures in an empirical study using stock returns of the constituents of the S&P 500. Our results show that all measures show significant cross-temporal and cross-sectional variation and do not necessarily move in parallel. Moreover, when fixing the coefficient of (lower) tail dependence, alternative measures of tail dependence can take on values in a large range showing the need to carefully choose the right measure of tail dependence for different empirical purposes. Our results thus emphasize the need to look beyond the classical coefficients of lower and upper tail dependence in empirical applications.

Figure 4: The figure shows three examples of empirical tail dependence functions estimated for the time period Jan/9/2019-Dec/31/2020 for three different bivariate pairs of the S&P500 index with different individual stocks.
Figure 5: The figure shows the time evolution of the $L_1$ and $L_\infty$ measures, as well as the tail dependence coefficient for three selected bivariate pairs of the S&P500 index with different individual stocks. The measures of tail dependence are estimated using 500-day rolling windows for the time period Jan/27/2011-Dec/31/2020.

(a) S&P500/Domino’s Pizza Inc.

(b) S&P500/Agilent Technologies Inc.

(c) S&P500/Celanese Corp.

Figure 6: The figure shows the time evolution of the $L_1$ (a) and $L_\infty$ (b) measures, as well as the tail dependence coefficient (c) for all bivariate pairs between the S&P500 index and the 454 constituent stocks for which we have full data in the time period Jan/27/2011-Dec/31/2020. All measures of tail dependence are estimated using 500-day rolling windows. The cross-sectional mean is shown as a black line while the values of the respective measures that lie between the cross-sectional 5%- and 95%-quantiles at each point in time are shown in gray.
Figure 7: The figure shows the possible (gray area) and estimated (black line) values of the \( \| \Lambda \|_\infty \) measure given the estimated level of the tail dependence coefficient for three selected bivariate pairs of the S&P500 index with different individual stocks. The measures of tail dependence are estimated using 500-day rolling windows for the time period Jan/27/2011-Dec/31/2020.
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### Table 1: The table presents summary statistics for the S&P 500 index as well as the 454 constituent equities that are employed in the empirical study. The sample period runs from Jan/27/2011 to Dec/31/2020 and includes 2,520 trading days.

| Statistic       | S&P500               | Individual Stocks (cross-section) |
|-----------------|----------------------|----------------------------------|
| Mean            | 0.0004               | 0.0000                           |
| Median          | 0.0006               | 0.0000, 0.0003                    |
| St. dev.        | 0.0110               | 0.0134, 0.0188                    |
| Minimum         | -0.1277              | -0.2853, -0.1907                 |
| Maximum         | 0.0897               | 0.1035, 0.1612                    |
| 5%-quantile     | -0.0164              | -0.0356, -0.0267                  |
| 95%-quantile    | 0.0147               | 0.0186, 0.0250                    |

| Statistic       | 10%-quantile | Mean        | Median | 90%-quantile | 95%-quantile |
|-----------------|--------------|-------------|--------|--------------|--------------|
| Mean            | 0.0004       | 0.0004      | 0.0009 | 0.0010       |
| Median          | 0.0006       | 0.0007      | 0.0011 | 0.0013       |
| St. dev.        | 0.0110       | 0.0188      | 0.0258 | 0.0278       |
| Minimum         | -0.1277      | -0.1907     | -0.1125| -0.1025      |
| Maximum         | 0.0897       | 0.1612      | 0.2437 | 0.2719       |
| 5%-quantile     | -0.0164      | -0.0267     | -0.0190| -0.0177      |
| 95%-quantile    | 0.0147       | 0.0250      | 0.0351 | 0.0395       |

### Table 2: Summary statistics: Tail dependence measures.

| Tail dep. measure | Statistic       | S&P500               | Individual Stocks (cross-section) |
|-------------------|-----------------|----------------------|----------------------------------|
|                   | Mean            | 0.0744               | 0.0818                           |
|                   | Median          | 0.0669               | 0.0800                           |
|                   | St. dev.        | 0.0175               | 0.0202                           |
|                   | Minimum         | 0.0000               | 0.0000                           |
|                   | Maximum         | 0.1574               | 0.1649                           |
|                   | 5%-quantile     | 0.0000               | 0.0000                           |
|                   | 95%-quantile    | 0.1431               | 0.1526                           |
| L_1               | Mean            | 0.1273               | 0.1414                           |
|                   | Median          | 0.1211               | 0.1416                           |
|                   | St. dev.        | 0.0316               | 0.0338                           |
|                   | Minimum         | 0.0000               | 0.0000                           |
|                   | Maximum         | 0.2657               | 0.2768                           |
|                   | 5%-quantile     | 0.0000               | 0.0000                           |
|                   | 95%-quantile    | 0.2365               | 0.2512                           |
| L_\infty          | Mean            | 0.1153               | 0.1267                           |
|                   | Median          | 0.1025               | 0.1300                           |
|                   | St. dev.        | 0.0327               | 0.0357                           |
|                   | Minimum         | 0.0000               | 0.0000                           |
|                   | Maximum         | 0.2523               | 0.2667                           |
|                   | 5%-quantile     | 0.0000               | 0.0000                           |
|                   | 95%-quantile    | 0.2263               | 0.2395                           |

| TDC               | Mean            | 0.1154               | 0.1267                           |
|                   | Median          | 0.1025               | 0.1300                           |
|                   | St. dev.        | 0.0327               | 0.0357                           |
|                   | Minimum         | 0.0000               | 0.0000                           |
|                   | Maximum         | 0.2523               | 0.2667                           |
|                   | 5%-quantile     | 0.0000               | 0.0000                           |
|                   | 95%-quantile    | 0.2263               | 0.2395                           |