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ABSTRACT

We present results from a statistical analysis of 173 bright radio-quiet active galactic nuclei (AGNs) selected from the Chandra Deep Field-North and Chandra Deep Field-South surveys (hereafter, CDFs) in the redshift range of $0.1 \leq z \leq 4$. We find that the X-ray power-law photon index ($\Gamma$) of radio-quiet AGNs is correlated with their 2–10 keV rest-frame X-ray luminosity ($L_X$), at the >99.5% confidence level in two redshift bins: $0.3 \leq z \leq 0.96$, and $1.5 \leq z \leq 3.3$ and is slightly less significant in the redshift bin $0.96 \leq z \leq 1.5$. The X-ray spectral slope steepens as the X-ray luminosity increases for AGNs in the luminosity range $10^{42}$ to $10^{45}$ erg s$^{-1}$. Combining our results from the CDFs with those from previous studies in the redshift range $1.5 \leq z \leq 3.3$, we find that the $\Gamma$–$L_X$ correlation has a null-hypothesis probability of $1.6 \times 10^{-9}$. We investigate the redshift evolution of the correlation between the power-law photon index and the hard X-ray luminosity, and find that the slope and offset of a linear fit to the correlation change significantly (at the > 99.9% confidence level) between redshift bins of $0.3 \leq z \leq 0.96$ and $1.5 \leq z \leq 3.3$. We explore physical scenarios explaining the origin of this correlation and its possible evolution with redshift in the context of steady corona models focusing on its dependence on variations of the properties of the hot corona with redshift.
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1. INTRODUCTION

It is important to extend the study of quasars to high redshifts in order to understand their evolution and environments. A relevant conclusion from modern studies is that the quasar luminosity function evolves positively with redshift, having a comoving space density strongly peaked at $z \approx 2$ (e.g., Schmidt 1968; Boyle et al. 1987; Warren et al. 1994). More recent findings suggest that the evolution of the space density of active galactic nuclei (AGNs) is strongly dependent on X-ray luminosity ($L_X$), with the peak space density of AGNs moving to higher redshifts for more luminous AGNs (e.g., Ueda et al. 2003; Hasinger et al. 2005).

The X-ray band probes the innermost region of the central engines of AGNs. The study of AGNs in the X-ray band provides important insights about their central engines and the evolution of the AGN luminosity function. In most AGNs, the observed X-ray continuum can be modeled using a power law of the form $N(E) = N_0(E/E_0)^{-\Gamma}$, where $\Gamma$ is the photon index. This power law is attenuated by material in our Galaxy as well as material intrinsic to the host galaxy. Several recent studies have centered on estimating the distribution of intrinsic column densities ($N_H$) and the fraction of AGNs having $N_H > 10^{23}$ cm$^{-2}$. Recent theoretical studies of AGNs (e.g., Hopkins et al. 2005) suggest that the distribution of $N_H$ is luminosity dependent; this is supported observationally with the detection of an anticorrelation between the obscuration fraction and luminosity (e.g., Steffen et al. 2003; Ueda et al. 2003; La Franca et al. 2005; Akylas et al. 2006). We note, however, recent work by Dwelly & Page (2006) reporting that the obscuration fraction may be independent of luminosity. The dependence of the obscuration fraction on redshift is a controversial issue. Some authors detect an increase of the obscuration fraction with redshift (e.g., La Franca et al. 2005; Triester & Urry 2006; Tozzi et al. 2006), while others do not find any evidence for evolution (e.g., Ueda et al. 2003; Akylas et al. 2006; Dwelly & Page 2006).

A recent mini-survey of relatively high-redshift ($1.5 < z < 4$) gravitationally lensed radio-quiet quasars (RQQs) observed with Chandra and XMM-Newton (Dai et al. 2004) indicated a possible correlation between the X-ray power-law photon index and X-ray luminosity. This correlation, characterized by an increase of $\Gamma$ with $L_X$, was found for RQQs with 2–10 keV luminosities in the range $10^{43}$ to $10^{45}$ erg s$^{-1}$. Such a correlation is not found in nearby $z < 0.1$ quasars (e.g., George et al. 2000). Several studies to date of high-redshift quasars do not have large enough sample sizes in the 2–10 keV luminosity range $10^{43}$ to $10^{45}$ erg s$^{-1}$ to place any significant constraints on a possible $\Gamma$–$L_X$ correlation (e.g., Reeves & Turner 2000; Page et al. 2005).

One of the concerns with the Dai et al. (2004) analysis was that the limited number of quasars in the sample, combined with the poor signal-to-noise ratio ($S/N$) available for several of the observations and the relatively large fraction of BAL quasars, may have led to problematic systematic effects. The number of available lensed RQQs used by Dai et al. (2004) was limited to a total of 25 sources, of which the brightest 11 had X-ray observations. In order to increase the size of the high-redshift RQQ sample, we have compiled a sample of 173 high-redshift AGNs with moderate-to-high $S/N$ spectra available from the Chandra Deep-Field-North and Chandra Deep-Field-South surveys (CDF-N and CDF-S, respectively; jointly CDFs; Giacconi et al. 2002; Alexander et al. 2003).

The main scientific goal of this work is to better constrain the $\Gamma$–$L_X$ correlation found by Dai et al. (2004). The significant
increase in sample size allows us to place tighter constraints on the significance of the correlation. We also test the correlation in narrower redshift bands which will allow us to determine the epoch by which possible changes in the average emission properties of AGNs occurred. Currently, the two deepest X-ray surveys are the CDF-N and CDF-S with $\approx 2$ Ms and $\approx 1$ Ms exposures, respectively. Both surveys cover $\approx 300$ arcmin$^2$ areas and target different regions of the sky characterized by low Galactic column densities and an absence of bright stars (Giacconi et al. 2002; Alexander et al. 2003). The CDF pointings have sufficient sensitivity to detect the X-ray emission from AGNs with moderate luminosities ($L_X \approx 10^{45}$ to $10^{44}$ erg s$^{-1}$) out to $z \approx 2$–6.

Radio-quiet AGNs (RQ AGNs) correspond to the majority of active galaxies ($\sim 90\%$) that contain a central active nucleus and show several differences in their spectral properties compared to radio-loud AGNs. Radio-loud AGNs have powerful sub-parscme jet-linked X-ray synchrotron self-Compton (SSC) emission, which introduces an additional component to their spectra. As a consequence, RQ AGNs are observed to have, on average, steeper X-ray power laws than radio-loud AGNs (e.g., Reeves et al. 1997). We therefore have chosen to exclude radio-loud AGNs from this study. Throughout this paper, we adopt a flat $\Lambda$-dominated universe with $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.7$, and $\Omega_{\Lambda} = 0.3$. The Chandra data were reduced using the CIAO version 3.3 software tools provided by the Chandra X-ray Center (CXC), and the spectral analysis was performed using XSPEC version 12.

2. SAMPLE SELECTION

Our sources were selected from the CDFs, currently the two deepest X-ray surveys. The on-axis sensitivity limits for the CDF-N are $\approx 2.5 \times 10^{-17}$ erg cm$^{-2}$ s$^{-1}$ (0.5–2.0 keV) and $\approx 1.4 \times 10^{-16}$ erg cm$^{-2}$ s$^{-1}$ (2–8 keV). These limits are around two times more sensitive than those for the CDF-S (Giacconi et al. 2002; Alexander et al. 2003). The CDFs are 50–250 times more sensitive than previous X-ray surveys, detecting $\approx 900$ point sources, of which $\approx 600$ are AGNs and galaxies with measured redshifts (Giacconi et al. 2002; Alexander et al. 2003; Barger et al. 2003; Zheng et al. 2004).

Spectroscopic and photometric redshifts were gathered from the literature (Croom et al. 2001; Barger et al. 2003; Steidel et al. 2003; Cowie et al. 2004; Mobasher et al. 2004; Shokry et al. 2004; Wirth et al. 2004; Wolf et al. 2004; Zheng et al. 2004; Alexander et al. 2005; Colbert et al. 2005; Le Fèvre et al. 2005; Vanzella et al. 2006) and vetted to remove redshifts which did not appear to belong to the most-likely optical counterpart to each X-ray source. The latter was assessed by comparing the optical and X-ray images, which were aligned to between 0.12 arcsec and 0.25 arcsec; this notably affected the redshifts from Zheng et al. (2004), where 47 ($\approx 14\%$) of the redshifts were rejected for being associated with an unlikely optical counterpart. For the $\sim 40$ faint sources still lacking redshift estimates, we used the BPZ code (Bayesian photometric redshift estimation; Benitez 2000) and available photometry (Arnouts et al. 2001; Barger et al. 2003; Giavalisco et al. 2004) to estimate crude redshifts.

The selection criteria for our sample of RQ AGNs are (1) that the sources are radio-quiet (see below), (2) that the redshifts of the sources are greater than 0.1, and (3) that the total number of photons in the full band (0.5–8 keV) is greater than $\sim 170$ counts ($S \gtrsim 170$) resulting in moderate-to-high S/N spectra. The selection of a cut-off at $\sim 170$ counts allows an accurate estimate of the photon index, which is not possible for fainter sources (Tozzi et al. 2006). Based on the condition that $S \gtrsim 170$, the on-axis flux limits of our sample in the full band (0.5–8 keV) in the CDF-N and CDF-S surveys are $\approx 1 \times 10^{-15}$ erg cm$^{-2}$ s$^{-1}$ and $\approx 2 \times 10^{-15}$ erg cm$^{-2}$ s$^{-1}$, respectively.

In Figure 1 (upper panel), we show the cumulative distribution for number of X-ray sources having more than $S$ counts (0.5–8 keV) for the CDF-N and CDF-S. The CDFs contain 205 sources with more than 170 counts at $z > 0.1$. Most of these sources are AGNs; however, in the low-redshift regime of our sample 0.1 $\la z \la 1.0$ we expect only a small fraction of starburst and “normal” galaxies (Brandt & Hasinger 2005). Following the classification scheme discussed in Section 4.1.1 of Bauer et al. (2004), we found two starburst galaxies and one “normal” galaxy, which we remove leaving 202 AGNs in our sample.

Radio-loud AGNs were classified based on a radio-loudness parameter $R \gtrsim 10$ ($R = f_{500} f_{2000}$). To find these sources, we matched the X-ray positions with radio sources using a matching radius of 2 arcsec. The flux-density at 5 GHz was obtained from the flux-density at 1.4 GHz assuming a power-law radio spectrum ($f_s \propto \nu^{-\alpha_r}$), where $\alpha_r = 0.8$ is a characteristic radio-spectral index of synchrotron radiation$^5$.

$^5$ In AGNs values of $\alpha_r$ could be flatter than the adopted $\alpha_r = 0.8$ (e.g., Richards et al. 1998; Muxlow et al. 2005), with measured standard deviations $\sim 1$ (e.g., Wadadekar 2004). We investigated how a flatter $\alpha_r$ may affect our results and find that choosing a value of $\alpha_r = 0.6$, for example, to estimate $R$ will not change our sample of RQ AGNs, whereas, a value of $\alpha_r = 0.4$ will result in the exclusion of only two sources from our sample (1% of the entire sample) in order to satisfy $R \leq 10$. We conclude that our sample selection and results of our statistical analysis are not significantly affected by values of the radio-spectral index as low as $\alpha_r = 0$. 

![Figure 1.](image-url)
The flux in the $B$ filter was obtained from Barger et al. (2003) for the CDF-N sources and from public-domain tables of the GOODS and COMBO-17 surveys for the CDF-S sources. When searching the radio catalogs provided by Richards (2000) for the CDF-N and Afonso et al. (2006) for the CDF-S, we find that 29 ($\sim 14\%$) out of the 202 X-ray detected AGNs were radio-loud. This leaves 173 RQ AGNs which we use for our analysis out of which 111 have spectroscopic redshifts.

3. SPECTRAL EXTRACTION

The X-ray spectra of the sources of the CDFs analyzed in our study were extracted using the software routine acis_extract v3.94 (hereafter ae; Townsley et al. 2003; Broos et al. 2005), included in the Tools for ACIS Real-time Analysis (TARA; 20 October 2005) software package. ae is ideal for extracting and analyzing the spectra of large numbers of point and diffuse sources observed with ACIS over multiple epochs. ae calls procedures from both CIAO (v3.3) and HEASOFT (v6.0.4) and uses calibration files that are part of the CALDB v3.2.1 product provided by the CXC.

The $\sim 2$ Ms CDF-N ($\sim 1$ Ms CDF-S) observations comprise 20 (10) event files. The event files were corrected for charge transfer inefficiency, bad columns, bad pixels, and cosmic-ray afterglows. The event files were also filtered for time intervals of acceptable aspect solution and background levels. A detailed description of the data reduction procedures are presented in Alexander et al. (2003). Background event files and exposure maps were created by excluding circular regions centered on the detected sources with radii that are a factor of 1.1 times larger than the 99% encircled energy radii of the point spread functions at $\sim 1.49$ keV. Source extraction regions were constructed to contain 90% of the point-spread function (PSF)-encircled energy derived from the CXC 1.4967 keV PSF libraries. There were two exceptions to this procedure. First, for sources with greater than 1000 counts in the Alexander et al. (2003) catalog, we used extraction regions that contained 99% of the PSF-encircled energy. Second, for sources with 90% encircled energy extraction regions that overlapped, we reduced the extraction regions to avoid overlap. Local background extraction regions were chosen as annuli centered on the source positions with inner radii equal to that of the source extraction regions and with outer radii selected such that the background region contained at least 100 background counts and had an area at least four times that of the source region.

We note that in the current analysis we made no attempt to correct for possible spectral variability over the few-year period of the observations of the CDFs. Spectra obtained are therefore time-averaged over the period of the observations.

4. SPECTRAL ANALYSIS

Two energy bands were used to fit the Chandra spectra: the 0.5–8 keV observed-frame and the 2–10 keV rest-frame. To obtain the maximum S/N, we utilized the observed-frame energy range of 0.5–8 keV. The lower energy bound was chosen because the Chandra effective area is not well calibrated below 0.5 keV, and the upper energy bound was chosen because the S/N decreases greatly above this energy for most of the sources in the sample. One advantage of using the same observed-frame energy range for every object is that the same systematic instrumental uncertainties apply to every fit. Since most of the detected spectrum is used in the analysis, the S/N is higher for cases where restricted energy ranges were used.

To test how the $\Gamma \sim L_X$ correlation might be affected by absorption and possible contamination from other emission processes, we also fitted the spectra in the rest-frame energy range of 2–10 keV. This range was selected to avoid possible contamination from soft-excess emission that is often detected in AGNs below rest-frame energies of $\sim 1$ keV. The selection of the 2–10 keV rest-frame band also aids in reducing the effects of X-ray absorption. For example, assuming a source with a power-law spectrum of $\Gamma = 1.7$, $z = 1$, $N_H \sim 10^{22}$ cm$^{-2}$, and solar abundances the fraction of absorbed photons is 30% in the 0.5–8 keV observed-frame band and 9% in the 2–10 keV rest-frame band. The 2–10 keV rest-frame also minimizes possible contamination from Compton-reflection emission from circumnuclear material that is thought to peak at a rest-frame energy of about 20 keV. In general, 2–10 keV rest-frame spectra have fewer counts than 0.5–8 keV observed-frame spectra. For fits performed in the 2–10 keV rest-frame band, we selected sources with more than 170 counts in this band, leaving a sub-sample of 144 RQ AGNs.

The total number of photon counts per source ($S$) with energies in the 0.5–8 keV observed-frame band lies in the range 170–13,000. In Figure 1 (lower panel), we present the number of $\gamma > 0.1$ radio-quiet AGNs in our sample versus the number of photons with energies in the 0.5–8 keV observed-frame band. The solid line applies to sources with spectral fits performed in the 0.5–8 keV observed-frame, and the dotted line applies to sources with spectral fits performed in the 2–10 keV rest-frame. The mean logarithm of $S$ for sources with spectral fits performed in the 0.5–8 keV observed-frame is $\langle \log S \rangle = 2.74$ with a standard deviation of $\sigma \approx 0.42$. The mean logarithm of $S$ for sources with spectral fits performed in the 2–10 keV rest-frame is $\langle \log S \rangle = 2.83$ with a standard deviation of $\sigma \approx 0.41$. Based on the fact that our sample contains sources with relatively low counts, we used the C-statistic (Cash 1979) to fit spectra as adopted in a similar study presented in Tozzi et al. (2006). In this study, the authors concluded that the C-statistic is more accurate than the $\chi^2$-statistic in estimating the spectral parameters of AGNs with low-count spectra ($\sim 100$ counts); similar arguments are presented in Nousek & Shue (1989). We also performed spectral fits in the 0.5–8 keV observed-frame band using the $\chi^2$-statistic, with a grouping of 10 counts per bin. The sole purpose of using the $\chi^2$-statistic was to apply the F-test to assess the use of more complex spectral models.

For the CDF-S and CDF-N sources of our sample, we assumed Galactic column densities of $8.8 \times 10^{19}$ cm$^{-2}$ (Stark et al. 1992) and $1.3 \times 10^{20}$ cm$^{-2}$ (Lockman 2004), respectively. The spectral analysis was performed using XSPEC version 12. The default spectral model used is a power law (PL; POW) with Galactic absorption (WABS). Additional model components were added to the default model in cases where the F-test showed an improvement in the fit at the 95% confidence level (0.5–8 keV observed-frame) when these additional components were used. We refer to models comprising the default model plus additional model components as alternative models. Alternative models included an absorbed-power-law model (APL) at the redshift of the source (WABS ZWABS POW), an ionized-absorbed-power-law model (IAPL) (WABS ABSORI POW), a partial-absorbed-power-law model (PAPL) (WABS ZPFCABS POW).

The radio surveys of Richards (2000) and Afonso et al. (2006) cover the entire CDF-N and CDF-S regions respectively. More details of the CDF-S radio observations are found in Norris et al. (2006).
Table 1
Models Used in Fitting the Spectra of the RQ AGNs of Our Sample

| Model b | No. sources | % of the whole sample |
|---------|-------------|-----------------------|
| PL      | 77          | 44.5                  |
| APL     | 76          | 43.9                  |
| PAPL    | 9           | 5.2                   |
| IAPL    | 4           | 2.3                   |
| PL+EL   | 4           | 2.3                   |
| APL+EL  | 3           | 1.7                   |

Notes.

a The selection criteria for the sample of RQ AGNs of our present study were that the redshifts of the sources were greater than 0.1 and the total number of photons in the full band (0.5–8 keV) was greater than ~170.

b PL = power-law (XSPEC model wabs(pow)); APL = absorbed power-law (XSPEC model wabs*zabsori(pow)); PAPL = partially absorbed power-law (XSPEC model wabs*zabsori(pow)); IAPL = ionized absorbed power-law (XSPEC model wabs*absori(pow)); PL+EL = power-law + emission-line (XSPEC model wabs*pow+zgauss)); APL+EL = absorbed power-law + emission-line (XSPEC model wabs*pow+zgauss)).

Table 2
Properties of Our Sample of RQ AGNs Selected from the CDFs

| Xid a | \(\alpha\) b | Counts c | \(\Gamma\) | \(N\) d | \(L_{2–10}\) | C-stat | dof | Type e | Model f |
|-------|---------------|----------|---------|-------|------------|--------|-----|--------|----------|
|       |               |          |         |       |            |        |     |        |          |
| CXOJ12352.32+621628.1 | 0.559 p | 513.4 | 1.54\(^{+0.07}_{-0.03}\) | \cdots | 42.79 | 519.2 | 510 | Non-type 1 | PL |
| CXOJ12352.77+621427.8 | 0.850 p | 183.2 | 1.19\(^{+0.12}_{-0.10}\) | 4.95\(^{+1.59}_{-1.97}\) | 43.06 | 542.0 | 509 | Non-type 1 | APL |
| CXOJ12352.95+621822.8 | 3.000 p | 205.8 | 0.81\(^{+0.24}_{-0.24}\) | \cdots | 43.93 | 516.1 | 510 | Non-type 1 | PL |
| CXOJ12353.21+621429.1 | 2.240 p | 310.5 | 1.65\(^{+0.22}_{-0.19}\) | 2.57\(^{+1.86}_{-2.57}\) | 43.80 | 467.8 | 509 | Non-type 1 | APL |
| CXOJ12353.71+621723.6 | 2.050 p | 451.1 | 1.82\(^{+0.25}_{-0.23}\) | \cdots | 43.95 | 488.5 | 510 | Type 1 | PL |
| CXOJ12353.94+621600.3 | 2.575 p | 729.8 | 1.91\(^{+0.28}_{-0.26}\) | 1.96\(^{+0.88}_{-0.75}\) | 44.33 | 489.1 | 509 | Type 1 | APL |
| CXOJ12354.07+621559.9 | 1.930 p | 242.6 | 1.09\(^{+0.20}_{-0.18}\) | \cdots | 43.49 | 474.8 | 510 | Non-type 1 | APL |
| CXOJ12354.87+621703.3 | 0.850 p | 396.8 | 1.66\(^{+0.15}_{-0.15}\) | \cdots | 42.92 | 440.5 | 510 | Non-type 1 | PL |
| CXOJ12354.83+621931.2 | 3.100 p | 226.0 | 1.29\(^{+0.26}_{-0.24}\) | \cdots | 43.95 | 439.5 | 510 | Non-type 1 | PL |
| CXOJ12355.42+621808.6 | 1.300 p | 955.9 | 1.41\(^{+0.16}_{-0.16}\) | 2.04\(^{+0.66}_{-0.62}\) | 43.95 | 518.3 | 509 | Non-type 1 | APL |

Table 2
Properties of Our Sample of RQ AGNs Selected from the CDFs

| Xid a | \(\alpha\) b | Counts c | \(\Gamma\) | \(N\) d | \(L_{2–10}\) | C-stat | dof | Type e | Model f |
|-------|---------------|----------|---------|-------|------------|--------|-----|--------|----------|
| CXOJ12352.32+621628.1 | 0.559 p | 320.5 | 1.49\(^{+0.23}_{-0.20}\) | \cdots | 42.80 | 386.6 | 349 | Non-type 1 | PL |
| CXOJ12353.21+621429.1 | 2.240 p | 256.7 | 1.80\(^{+0.20}_{-0.20}\) | 3.18\(^{+1.18}_{-1.08}\) | 43.81 | 176.0 | 165 | Non-type 1 | PL |
| CXOJ12353.71+621723.6 | 2.050 p | 365.7 | 1.85\(^{+0.24}_{-0.24}\) | \cdots | 43.94 | 220.0 | 177 | Type 1 | PL |
| CXOJ12353.94+621600.3 | 2.575 p | 604.0 | 1.84\(^{+0.42}_{-0.40}\) | 1.96\(^{+2.20}_{-1.96}\) | 44.33 | 161.0 | 149 | Type 1 | APL |
| CXOJ12354.07+621559.9 | 1.930 p | 182.6 | 0.85\(^{+0.33}_{-0.32}\) | \cdots | 43.53 | 218.8 | 184 | Non-type 1 | PL |
| CXOJ12354.87+621703.3 | 0.850 p | 261.3 | 1.60\(^{+0.26}_{-0.25}\) | \cdots | 42.91 | 268.3 | 293 | Non-type 1 | PL |
| CXOJ12355.42+621808.6 | 1.300 p | 789.5 | 1.69\(^{+0.36}_{-0.36}\) | 3.49\(^{+1.10}_{-1.09}\) | 43.99 | 274.8 | 234 | Non-type 1 | APL |
| CXOJ12355.75+621757.1 | 1.910 p | 1016.8 | 1.65\(^{+0.30}_{-0.30}\) | 1.67\(^{+0.32}_{-0.30}\) | 44.37 | 179.0 | 181 | Non-type 1 | APL |
| CXOJ12355.13+621037.3 | 1.379 p | 1329.0 | 1.82\(^{+0.30}_{-0.30}\) | 0.85\(^{+1.01}_{-0.71}\) | 44.22 | 225.8 | 226 | Type 1 | APL |
| CXOJ12355.08+621610.7 | 1.022 p | 188.7 | 1.25\(^{+0.80}_{-0.38}\) | 14.88\(^{+1.24}_{-0.43}\) | 43.29 | 341.0 | 266 | Non-type 1 | PAPL |

Notes.

a Xid with R.A.+Decl. coordinates.

b Spectroscopic (sp) and photometric (ph) redshifts gathered from the literature (see Section 2).

c Background-subtracted source counts in the 0.5–8 keV observed-frame band for fits performed in the 0.5–8 keV observed-frame band and counts in the 2–10 keV rest-frame band for fits performed in the 2–10 keV rest-frame band.

d In units of \(10^{22}\) cm\(^{-2}\).

e Based on Bauer et al. (2004), source classifications from Section 4.1.1 (http://www.astro.psu.edu/~nie/hi/hdf/hdf-chandra.html)

f PL = power-law (XSPEC model wabs(pow)); APL = absorbed-power-law (XSPEC model wabs*zabsori(pow)); PAPL = partially-absorbed-power-law (XSPEC model wabs*zabsori(pow)); IAPL = ionized-absorbed-power-law (XSPEC model wabs*absori(pow)); PL+EL = power-law + emission-line (XSPEC model wabs*pow+zgauss)); APL+EL = absorbed-power-law + emission-line (XSPEC model wabs*zabsori(pow)+zgauss)).

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
(errors at the 90% confidence level), the intrinsic column density $N_{\text{H}}$ (errors at the 90% confidence level) in units of $10^{22}$ cm$^{-2}$, and the logarithm of the hard X-ray luminosity in the rest-frame 2–10 keV band in units of erg s$^{-1}$ (hereafter referred to as $L_{2-10}$). Table 2 also includes the X-ray identification of the sources based on their R.A. and Decl. positions, the photon counts in the fitted range, the number of degrees of freedom, and the values of the $C$-statistic. The last two quantities provide an estimate of the quality of the fits.

In Figure 2, we show the distributions of 2–10 keV luminosities (upper panel) and redshifts (lower panel) of the sources in our sample with fits performed in the 0.5–8 keV observed-frame band (solid line; 173 RQ AGNs) and the 2–10 keV rest-frame band (dotted line; 144 RQ AGNs). The luminosities of the sources in our sample cover the range $3 \times 10^{41}$–$6 \times 10^{44}$ erg s$^{-1}$ where the lower limit is mostly determined by the sensitivity limit of the CDF-N survey, while the upper limit is a statistical consequence of the fact the mean redshift and mean logarithmic X-ray luminosity of the sources with fits performed in the 0.5–8 keV observed-frame band are $\langle z \rangle \simeq 1.41$ and $\langle \log L_{2-10} \rangle \simeq 43.6$, respectively. The mean redshift and mean logarithmic X-ray luminosity of the sources with fits performed in the 2–10 keV rest-frame band are $\langle z \rangle \simeq 1.38$ and $\langle \log L_{2-10} \rangle \simeq 43.6$, respectively.

In Figure 3 (upper panel), we show the distributions of the intrinsic column densities of sources with significant absorption (only sources where the $F$-test indicated significant intrinsic absorption at the >95% confidence level are included in the distributions); sources with fits performed in the 0.5–8 keV observed-frame band are indicated with the solid line (92/173), and sources with fits performed in the 2–10 keV rest-frame band are indicated with the dotted line (82/144). In the two fitted energy ranges, the peak of intrinsic column density distribution is $\log N_{\text{H}} \sim 22.6$, and there is a fraction of $\sim$40% sources from the total sample having $\log N_{\text{H}} > 22$. We note that there are likely systematic errors on these column density estimates due to unmodeled absorption complexity. These parameter values and distributions are in agreement with those found in Tozzi et al. (2006) and Dwelly & Page (2006).

In Figure 4, we present a diagram comparing estimates of $\Gamma$ obtained from fits performed in the 2–10 keV rest-frame ($\Gamma_{\text{rest}}$) and fits in the 0.5–8 keV observed-frame ($\Gamma_{\text{obs}}$). The size of each symbol in Figure 4 increases with redshift. Deviations from the straight line ($\Gamma_{\text{obs}} = \Gamma_{\text{rest}}$) are most likely statistical in nature; however, a few may be associated with the effects of intrinsic absorption, soft excesses, non-detected spectral lines, and Compton reflection.

In general, the agreement between $\Gamma_{\text{rest}}$ and $\Gamma_{\text{obs}}$ is good; this is first quantified by a high Pearson linear correlation coefficient ($\sim$0.73) and a very low null hypothesis probability ($\sim$4.8 x $10^{-23}$). Secondly, this agreement is quantified by testing whether the linear relation between $\Gamma_{\text{rest}}$ and $\Gamma_{\text{obs}}$ is consistent with $\Gamma_{\text{rest}} = \Gamma_{\text{obs}}$. To verify the later we performed a $\chi^2$ fit to the data assuming $\Gamma_{\text{rest}} = \alpha \Gamma_{\text{obs}}$, where $\alpha$ was a free parameter.8

8 A $\chi^2$ fit using the relation $y = \alpha x$ to model some bivariate sample $(x_i, y_i)$ with errors in both variables ($\sigma_{x,i}, \sigma_{y,i}$) is obtained by minimizing

$$\chi^2 = \sum \frac{(y_i - \alpha x_i)^2}{\sigma_{x,i}^2 + \sigma_{y,i}^2}$$
We considered the errors in both variables $\Gamma_{\text{rest}}$ and $\Gamma_{\text{obs}}$ when performing the least-squares fit. We obtained $\alpha = 0.996 \pm 0.08$ (error at the 68% confidence level) with $\chi^2 = 99.3$ for 143 degrees of freedom (dof). As a basic check for the luminosity dependence of the linear relation between $\Gamma_{\text{rest}}$ and $\Gamma_{\text{obs}}$ we performed $\chi^2$ fits of the model $\Gamma_{\text{rest}} = a \Gamma_{\text{obs}}$ to sources with $\log L_{2-10} \lesssim 43.6$ and sources with $\log L_{2-10} \gtrsim 43.6$. We obtained $\alpha = 0.995 \pm 0.011$ ($\chi^2 = 43.8$; dof = 70) for sources with $\log L_{2-10} \lesssim 43.6$ and $\alpha = 0.997 \pm 0.010$ ($\chi^2 = 55.6$; dof = 72) for sources with $\log L_{2-10} \gtrsim 43.6$.

5. RESULTS AND DISCUSSION

5.1. Selection Effects

We begin this section by describing several selection effects that are intrinsic to our sample. Having an exposure of $\approx 2$ times greater than the CDF-S survey, the CDF-N survey drives the sensitivity limits of our sources, so the following discussion will be focused on this survey.

Figure 4 shows the estimated best-fit column density versus the 2–10 keV luminosity (upper panel), and the 2–10 keV luminosity versus redshift (lower panel), for our $z > 0.1$ QRGNs. Spectral fits performed in the 0.5–8 keV observed-frame band and the 2–10 keV rest-frame band are shown with filled circles and open squares respectively. In the upper panel of Figure 4, the dashed line shows the maximum column density that can be detected for a source with $0.5 \leq z \leq 4.0$, and a total of 170 counts in the 0.5–8 keV observed-frame (dashed) and 2–10 keV rest-frame (dotted). In the lower panel, the lines indicate the minimum luminosity required for the detection of a source as a function of redshift. A total of 170 counts in the 0.5–8 keV observed-frame band (dashed) or a total of 170 counts in the 2–10 keV rest-frame band (dotted) is assumed.

Figure 5 shows the estimated best-fit column densities versus 2–10 keV luminosities (upper panel), and 2–10 keV luminosities versus redshifts (lower panel) of the $z > 0.1$ QRGNs. Filled circles represent sources with fits performed in the 0.5–8 keV observed-frame band, and open squares represent sources with fits performed in the 2–10 keV rest-frame band. In the upper panel, the two lines indicate the maximum column density that can be detected for a source with $0.1 \leq z \leq 4.0$, and a total of 170 counts in the 0.5–8 keV observed-frame (dashed) and 2–10 keV rest-frame (dotted). In the lower panel, the lines indicate the minimum luminosity required for the detection of a source as a function of redshift. A total of 170 counts in the 0.5–8 keV observed-frame band (dashed) or a total of 170 counts in the 2–10 keV rest-frame band (dotted) is assumed.

For luminous sources ($L_{2-10} \gtrsim 10^{44}$ erg s$^{-1}$) higher redshift AGNs ($z \sim 1$–4) establish the limit in $N_{\text{HI}}$ because these are less affected by absorption.

In the lower panel of Figure 5, the curves indicate the minimum luminosity required for the detection of a source as a function of redshift. We have assumed a source free of intrinsic absorption, positioned at the ACIS-I aim-point with an exposure time of $\approx 2$ Ms, $\Gamma = 1.6$, galactic column density of $1.3 \times 10^{20}$ cm$^{-2}$ and with 170 photon counts in the 0.5–8 keV observed-frame (dashed line) or 170 counts in the 2–10 keV rest-frame (dotted line). The threshold luminosity is $\approx 10^{45}$ erg s$^{-1}$ for $z \approx 0.5$ and $\approx 3 \times 10^{45}$ erg s$^{-1}$ for $z \approx 2.5$. The dashed curve in Figure 5 is obtained by assuming no intrinsic absorption; however, the presence of $N_{\text{HI}}$, which might be evolving (e.g., La Franca et al. 2005; Triester & Urry 2006; Tozzi et al. 2006), could be increasing the observed threshold luminosity.

5.2. Luminosity and Photon Index

One of the goals of this work is to examine a possible correlation between $L_X$ and $\Gamma$ in a sample of RQ AGNs which was previously reported by Dai et al. (2004). To improve on the Dai et al. analysis, we significantly increased the sample size using the CDFs, considered a larger redshift range, and used X-ray spectra that contained more than 170 counts in the full band (0.5–8 keV). The results of this analysis are shown in the following sections. For the following analysis, we use the X-ray luminosity in the 2–10 keV rest-frame band ($L_{2-10}$).
5.2.1. Possible Evolution of the Strength and Significance of the $\Gamma$–$L_X$ Correlation

As a first approach, we searched for a $\Gamma$–$L_X$ correlation as a function of redshift selecting sub-samples ordered in redshift. We used sub-samples containing 38 sources for fits performed in the 0.5–8 keV observed-frame band and the 2–10 keV rest-frame band (Table 2). We calculated the mean redshift of each sub-sample and computed the Spearman rank correlation coefficient and significance of the correlation between $\Gamma$ and $L_{2–10}$. This process was repeated by shifting the sampling window across the entire observed redshift range. Figure 6 shows the values of the significance of the correlations and the Spearman correlation coefficients of the $\Gamma$–$L_{2–10}$ relation as a function of the mean redshift of the sources within each sub-sample, using the best-fit parameters from Table 2. The solid line in Figure 6 corresponds to sources fitted in the 0.5–8 keV observed-frame band and the dashed line corresponds to those fitted in the 2–10 keV rest-frame band. We note that the correlation has two significant peaks ($\sim 99\%$) in both energy bands fitted, one with a mean redshift of $\sim 0.7$, and the other with a mean redshift of $\sim 2.2$.

As a second approach, we selected three independent redshift bins covering the redshift range $0.3 < z < 3.3$. The high redshift bin ($1.5 \lesssim z \lesssim 3.3$) was chosen to match the redshift range where Dai et al. (2004) found the $\Gamma$–$L_X$ correlation while the other two redshift bins ($0.3 \lesssim z \lesssim 0.96$ and $0.96 \lesssim z \lesssim 1.5$) were selected to obtain independent redshift bins with comparable numbers of sources within them. Each redshift bin contained $\sim 55$ sources in the 0.5–8 keV observed-frame band and $\sim 45$ sources in the 2–10 keV rest-frame band. In Figure 7 and Table 3, we show the Spearman rank correlation coefficient and the significance of the Spearman correlation coefficient in each bin. The upper panel of Figure 7 corresponds to fits performed in the 0.5–8 keV observed-frame and the lower panel to fits performed in the 2–10 keV rest-frame. The height of each bar is the significance of the $\Gamma$–$L_{2–10}$ Spearman correlation. The correlation for fits performed in the 0.5–8 keV observed-frame is significant for the three redshift bins; however, we find a slight decrease in the strength and significance in the second redshift bin for fits performed in the 2–10 keV rest-frame. The significance of the correlation in the first and third redshift bins is $>99.5\%$ for both fitting ranges. A significant expansion of our sample made by incorporating additional deep AGN surveys will be required to confirm the possible decrease of the strength of the correlation in the second redshift bin.

In Figure 8, we plot $\Gamma$ versus $L_{2–10}$ for sources in each redshift bin of Figure 7, for fits performed in the 0.5–8 keV observed-frame (upper panel) and the 2–10 keV rest-frame (lower panel). Sources in our sample with redshifts in the range $0.3 \lesssim z \lesssim 0.96$ have a lower mean luminosity of $\langle \log L_{2–10} \rangle \sim 43.1$ ($\sigma_{\log L_{2–10}} \sim 0.5$) than sources with redshifts in the range $1.5 \lesssim z \lesssim 3.3$ which have a mean luminosity of $\langle \log L_{2–10} \rangle \sim 44.1$ ($\sigma_{\log L_{2–10}} \sim 0.4$). The luminosity distributions for sources in the redshift bins $0.3 \lesssim z \lesssim 0.96$ and $1.5 \lesssim z \lesssim 3.3$ are shown in Figure 9. We note that the peak of the distribution of the sources in the high-redshift bin is significantly higher in luminosity than the peak of the distribution of the sources in the low-redshift bin. This shift in luminosity distributions is mainly a selection effect (see Figure 5) combined with the fact that luminous sources are more numerous at high redshift (Ueda et al. 2003; Hasinger et al. 2005). The Spearman correlation index of the $\Gamma$–$L_{2–10}$ data for the whole sample (173 RQ AGN) is $\sim 0.24$ (99.8% significance) and $\sim 0.16$ (94.1% of significance) for the 0.5–8 keV observed-frame and the 2–10 keV rest-frame spectral fits. These correlation coefficients are significantly lower than those found in the $0.3 \lesssim z \lesssim 0.96$ and $1.5 \lesssim z \lesssim 3.3$ redshift bins (see Table 3 for more details).
with spectroscopic redshifts is significant in the three redshift ranges of 0.5–8 observed-frame band. In the lower panel, we show sources with fits performed in the 0.5–8 observed-frame band. The symbol size increases with redshift. Filled squares are sources with 0.3 ≤ z ≤ 0.96, open circles are sources with 0.96 ≤ z ≤ 1.5, and filled triangles are sources with 1.5 ≤ z ≤ 3.3. The dotted line indicates the least-squares fit to sources having 0.3 ≤ z ≤ 0.96. The dashed line shows the least-squares fit to sources having 1.5 ≤ z ≤ 3.3.

In Table 4, we show the results of a test of the Γ–L_X correlation using only sources with spectroscopic redshifts. We find that the Γ–L_X correlation of the sub-sample of sources with spectroscopic redshifts is significant in the three redshift bins; however, as indicated in Table 4, this sub-sample includes a larger fraction of type 1 AGNs and contains more sources with log N_H ≤ 22 than that of the whole sample. In addition, the size of this sub-sample is significantly smaller than the whole sample. We caution that the strengths of the correlations provided by the non-parametric tests used in our analysis of sub-samples containing a small number of sources N with the present uncertainties in the photon indices may be inaccurate since the variance of the Spearman correlation coefficient is$$\sigma^2 = \frac{1}{N-1}$$. Photometric redshifts are subject to larger errors than spectroscopic ones and for sources with z > 1 the error is approximately given by $\Delta z/(1+z) = 0.05$ (e.g., Cohen et al. 2000). In our analysis, the uncertainties in the redshifts will mainly affect the estimation of the X-ray luminosities. For example, a source at z ~ 2 will have an uncertainty in the estimated luminosity of $\Delta L_X/L_X \sim 0.3$. This level of uncertainty will not significantly affect our results since our study involves estimating changes in the photon index over two orders of magnitude in X-ray luminosity.

In the following three sections, we focus on sources in the first bin (0.3 ≤ z ≤ 0.96) and the third bin (1.5 ≤ z ≤ 3.3) and test the sensitivity of the Γ–L_X correlation to the possible presence of intrinsic absorption and Compton reflection in the spectra of the sources.

### 5.2.2. Possible Evolution of the Slope and Offset of the Γ–L_X Correlation

In Figure 10, we show Γ versus L_{2–10} for sources in the ranges of 0.3 ≤ z ≤ 0.96 (upper panel), and 1.5 ≤ z ≤ 3.3 (lower panel). The values of the X-ray luminosities and spectral indices shown in Figure 10 were obtained by fitting the spectra in the observed-frame energy range of 0.5–8 keV (see Table 2). We searched for a correlation between Γ and L_X by computing the Spearman’s and Kendall’s correlations (see Table 3). We find a strong correlation between Γ and L_{2–10}, at the >99.9%
confidence, for sources having $0.3 < z < 0.96$ and $1.5 < z < 3.3$. We tested for a linear dependence between $\Gamma$ and $\log L_X$ by calculating the Pearson’s correlation and find a high significance (>99.8%) for sources within $0.3 < z < 0.96$ and $1.5 < z < 3.3$ (see Table 3). In Table 5, we also present results of linear least-squares fits to the $\Gamma-L_X$ relation with a model of the form $\Gamma = \alpha \log L_X + \beta$. For this test, we assumed that $\Gamma$ is the dependent variable with errors given at the 68% confidence level. In Table 5, we show the best-fit linear fit parameters $\alpha$ and $\beta$.

We find that the best-fit parameters $\alpha$ and $\beta$ show a significant change between the redshift bin $0.3 < z < 0.96$ and the redshift bins of $0.96 < z < 1.5$ and $1.5 < z < 3.3$. In particular, for spectral fits performed in the 0.5–8 keV observed-frame band, we find the following: the slope and offset of the linear fit to the $\Gamma-L_X$ correlation in the $0.3 < z < 0.96$ redshift range are $\alpha = 0.14 \pm 0.02$ and $\beta = -4.5 \pm 0.8$, respectively. The slope and offset of the $\Gamma-L_X$ correlation in the $1.5 < z < 0.33$ redshift range are, $\alpha = 0.23 \pm 0.03$, $\beta = -8.7 \pm 1.2$, respectively. Similar results are found for spectral fits performed in the 2–10 keV rest-frame. This change in the linear parameters can also be seen in Figure 8.

In Figure 11, we show the 68% and 99.9% confidence contours of $\alpha$ and $\beta^*$ for AGNs in the $0.3 < z < 0.96$ and $1.5 < z < 0.33$ redshift ranges and for fits performed in the 2–10 keV rest-frame band (Figure 11(a)) and in the 0.5–8 keV observed-frame band (Figure 11(b)). The parameter $\beta^*$ is obtained from fits of the model $\Gamma = \alpha \log \frac{L_{2-10}}{L_{22}} + \beta^*$. $L_{2-10}$ was re-normalized for the purpose of illustrating better the full range of the contours. The 68% and 99.9% confidence contours levels correspond to $\Delta \chi^2(\alpha, \beta^*)$ values of 2.3 and 13.81, respectively. The confidence contours indicate that the parameters of the linear fit to the $\Gamma-L_X$ correlation change at the >99.9% confidence level between the $0.3 < z < 0.96$ and $1.5 < z < 0.33$ redshift ranges.

To test the sensitivity and stability of these confidence contours to possible outliers in the data, we repeated the confidence contour analysis by excluding data points with significant deviations from the linear fit. In particular, we re-fit...
the $\Gamma-L_X$ correlation and re-calculated the confidence contours after excluding data points that deviated by more than $2\sigma$, $2.5\sigma$, and $3\sigma$ from the linear fit. In all cases, we find that the parameters of the linear fit to the $\Gamma-L_X$ correlation change between redshift bins 1 and 3 at the >99.9% and >98% confidence levels for fits performed in the 0.5–8 keV observed-frame and 2–10 keV rest-frame, respectively.

As discussed in Section 4 to test the influence of possible effects such as Compton reflection, soft excesses, and intrinsic absorption on the $\Gamma-L_X$ correlation, we also fitted the spectra in the 2–10 keV rest-frame, where these effects are expected to be smaller. The results of these spectral fits are presented in Table 2. In Figure 12, we present $\Gamma$ versus $L_{2-10}$ for sources in the redshift range of 0.3 $\lesssim z \lesssim$ 0.96 (upper panel), and in the redshift range of 1.5 $\lesssim z \lesssim$ 3.3 (lower panel) for spectral fits performed in the 2–10 keV rest-frame band. The results of our correlation analysis applied to the variables $\Gamma$ and $L_X$ are shown in Table 3. We find the Spearman, Kendall, and Pearson correlation coefficients of $\Gamma$ versus $L_{2-10}$ to be significant at the >99.9% and >99.7% confidence levels, for sources within 0.3 $\lesssim z \lesssim$ 0.96 and 1.5 $\lesssim z \lesssim$ 3.3, respectively. These results suggest that Compton reflection, soft excesses, and intrinsic absorption are most likely not driving the observed correlation between $\Gamma$ and $L_X$ in the two redshift bins analyzed in this section. In Sections 5.2.3 and 5.3.6, we provide detailed analyses to show that intrinsic absorption and Compton reflection have negligible contributions to the $\Gamma-L_X$ correlation.

5.2.3. Dependence of the $\Gamma-L_X$ Correlation on $N_H$

The estimated values of the photon indices used in our correlation analysis depend partially on the assumed spectral models used to fit the AGN spectra. In particular, the default model used in our spectral analysis assumes a simple power law that can be modified by intrinsic absorption. There is some evidence suggesting that the intrinsic column density ($N_H$) could be evolving both with X-ray luminosity (e.g., Ueda et al. 2003; Akylas et al. 2006) and redshift (e.g., Akylas et al. 2006; Triester & Urry 2006). At the same time, large values of $N_H$...
could be producing some dispersion in the estimated values of $\Gamma$. In order to analyze the effect of $N_H$ in the spectral fitting, we have performed simulations using the software command “fakeit” in XSPEC. We randomly generated 1000 fake spectra for each of five values of $N_H$ ($\log N_H = 21.5, 22, 22.5, 23,$ and $23.5$). Each simulated spectrum was created assuming an APL model with 550 counts in the 0.5–8 keV band, $\Gamma = 1.6$, and $z = 1.4$. The simulated sources were considered close to the aim-point of the Chandra ACIS-I CCD. The assumed values of the total counts, $\Gamma$ and $z$, are close to the mean values found in Section 4. We performed fits to the randomly generated spectra using the same APL model, and plot in Figure 13 (upper panel), the mean spectral slope (with standard deviation) of the 1000 fits as a function of $\log N_H$; these fits were performed both in the 0.5–8 keV observed-frame (squares) and the 2–10 keV rest-frame (circles). Based on these results, we do not find any significant bias in the estimation of $\Gamma$ with $N_H$. We do, however, find that the standard deviation shows a clear tendency to grow with $N_H$ independently of the energy band fit, as seen in Figure 13 (upper panel). In Figure 13 (lower panel), we see that in general the estimated value of $N_H$ is accurate for $\log N_H \gtrsim 22$; however, for $\log N_H < 22$ the column density is slightly overestimated and has a larger dispersion.

Using the same simulations, we estimated the effectiveness of using the $F$-test at the 95% level of significance to determine the improvement in the fit quality by using an APL model as an alternative to the default power-law (PL) model. Table 6 shows that in a simulation of 1000 fake spectra with $S = 550$, $\Gamma = 1.6$, $z = 1.4$, and $\log N_H = 22$, the $F$-test indicates absorption in $\approx 75\%$ of the spectra. For simulated spectra with $\log N_H = 22.5$, the $F$-test indicates absorption in $\approx 99\%$ of the cases and for $\log N_H > 22.5$ the $F$-test indicates absorption in more than $99.9\%$ of the cases. Based on these simulations, we conclude that the $F$-test can accurately identify absorption when $\log N_H \gtrsim 22$.

Based on our finding that highly-absorbed sources show a greater dispersion of the estimated value of $\Gamma$, we tested the sensitivity of the $\Gamma-L_X$ correlation for sources having $0.3 < z < 0.95$ and $1.5 < z < 3.3$ to intrinsic absorption, by removing sources with significant absorption ($\log N_H \gtrsim 22.5$). We also tested this correlation for sources having $\log N_H < 22$. Finally as a complementary test we analyzed the $\Gamma-L_X$ correlation for type 1 AGNs. The results of these three tests are presented in Table 7. For sources having $\log N_H \lesssim 22.5$
and log $N_H \lesssim 22$, we find in the first and third redshift bins that the Spearman correlation coefficients of $\Gamma$ versus $L_{2-10}$ are significant at the >95% confidence levels. This result holds for sources with fits performed in both the 0.5–8 keV observed-frame and in the 2–10 keV rest-frame (see Table 7). Note that sources having log $N_H \lesssim 22$ are plotted as empty squares in Figures 10 and 12.

For type 1 AGNs, we find that the $\Gamma$–$L_{2-10}$ correlation is significant at the 82% and 12% levels in the first and third redshift bins, respectively, for fits performed in the 0.5–8 keV observed-frame band; the significances are at the 98% and 72% levels, respectively, for fits performed in the 2–10 keV rest-frame band. We briefly investigate possible reasons that may explain the apparent low detection significance of the $\Gamma$–$L_{2-10}$ relation for the type 1 AGNs of our sample. First we note that the luminosity ranges of the type 1 AGNs of our sample in the first and third redshift bins are $42.6 \lesssim \log L_{2-10} \lesssim 44.7$ and $43.8 \lesssim \log L_{2-10} \lesssim 44.8$. Our sample of type 1 AGNs therefore includes relatively luminous sources in each redshift bin. For sources in the third redshift bin, as we will later see in Section 5.2.7, the values of $\Gamma$ appear to saturate above $\log L_{2-10} \sim 45$. Therefore, the type 1 AGNs detected in the third redshift bin of our sample are expected to lie on the flat part of the $\Gamma$–$L_X$ relation. We conclude that the apparent low significance of the $\Gamma$–$L_{2-10}$ correlation for the type 1 AGNs of our sample found in the third redshift bin is mainly the result of their relatively large luminosity and the limited number of type 1 AGNs in our sample. Based on the tests presented in this section, we confirm that the strong $\Gamma$–$L_X$ correlations that we find in RQ AGNs in the redshift ranges of $0.3 \lesssim z \lesssim 0.95$ and $1.5 \lesssim z \lesssim 3.3$ are not driven by intrinsic absorption.

5.2.4. Other Correlations

We searched in the redshift ranges of $0.3 \lesssim z \lesssim 0.95$ and $1.5 \lesssim z \lesssim 3.3$ for possible correlations between the photon index $\Gamma$ and other physical parameters of our sample of AGNs by computing Spearman rank correlations. The results from this correlation analysis are shown in Table 8. In the cases where the intrinsic column densities were $N_H \lesssim 10^{20}$ cm$^{-2}$, we could only obtain upper limits to $N_H$, and therefore computed the correlation coefficients using survival analysis (Isobe et al. 1986).

The selection criteria used in this work impose a luminosity limit which is redshift dependent (see Figure 5). Furthermore, the comoving density of luminous AGNs is known to increase with $z$. These two effects will produce a correlation between $L_X$ and $z$ as can be seen in Table 8. We do not find any significant correlation between $\Gamma$ and $N_H$ in any bin. The fact that $\Gamma$ is not correlated with $N_H$ provides further support that the $\Gamma$–$L_X$ correlation is not driven by $N_H$.

We also find a weak correlation between $N_H$ and $z$ in the redshift range of $1.5 \lesssim z \lesssim 3.3$ for fits in the 2–10 keV rest-frame band. This result may imply that the intrinsic column density evolves, increasing with redshift. Such a result has been reported in several studies (e.g., La Franca et al. 2005; Triester & Urry 2006); however, the evolution of $N_H$ with $z$ is still a debatable topic since other authors have not found definitive evidence for the evolution in the “obscuration fraction” (e.g., Ueda et al. 2003; Akylas et al. 2006; Dwelly & Page 2006).

A rather surprising result was the detection of a correlation between $\Gamma$ and $z$ in the third redshift bin with an apparent significance of 99.6%. A careful analysis indicates that this apparent $\Gamma$–$z$ correlation is most likely the result of selection effects. This tendency seems to be confirmed in Figure 14. This $\Gamma$ versus $z$ plot indicates that higher luminosity sources tend to group in the upper right area and lower luminosity sources in the lower left area. To test for selection effects, we performed a correlation analysis including sources with luminosities greater than the minimum luminosity of a detectable source at $z \sim 3$. This limit corresponds to $\log L_{2-10} \sim 44$ (see Figure 5). We find that the Spearman’s correlation probability of the $\Gamma$–$z$ correlation in the third redshift bin for fits performed in the 2–10 keV rest-frame, decreases to a non-significant level of $\sim 66\%$ when we only include sources with $\log L_{2-10} \gtrsim 44$ (30 RQ AGNs). We note, however, that within the same luminosity range the $\Gamma$–$L_{2-10}$ correlation is significant at the >99% ($r_c \sim 0.6$) level. Our analysis indicates that the apparent correlation between $\Gamma$ and $z$ in the third redshift bin is most likely the result of selection effects. This conclusion is also confirmed in Section 5.2.7.

5.2.5. Radio-Quiet AGNs with $0.96 \lesssim z \lesssim 1.5$

In Section 5.2.1, we showed that the $\Gamma$–$L_X$ correlation was not significant for sources having $0.96 \lesssim z \lesssim 1.5$, especially for fits performed in the 2–10 keV rest-frame where we found that the correlation was only significant at the >85% confidence level. In this section, we investigate the cause of the lower significance of the $\Gamma$–$L_X$ relation for sources having $0.96 \lesssim z \lesssim 1.5$. In Figure 15, we show $\Gamma$ versus $L_{2-10}$ for sources having $0.96 \lesssim z \lesssim 1.5$ with fits performed in the 0.5–8 keV observed-frame (upper panel) and 2–10 keV rest-frame (lower panel). The $\Gamma$ versus $L_{2-10}$ data points show a larger scatter than what is seen in the other redshift bins consistent with the lower significance found for the $\Gamma$–$L_X$ correlation. In Table 7, we present the results of our correlation analysis of the $\Gamma$–$L_X$ data for sub-samples of different intrinsic absorption. We find that sources with log $N_H \gtrsim 22$ and $0.96 \lesssim z \lesssim 1.5$ show no significant correlation between $\Gamma$ and $L_X$, whereas sources with log $N_H \lesssim 22$ and $0.96 \lesssim z \lesssim 1.5$ have a $\Gamma$–$L_X$ correlation that is significant at the >90% confidence level. We conclude that the absorbed sources with $0.96 \lesssim z \lesssim 1.5$ are possibly diluting the correlation significance found in this redshift bin. We caution, however, that the low number of sources per sub-sample used in this analysis combined with the uncertainties in the photon indices may result in inaccurate estimates of the strengths of the correlations.
Our correlation analysis between several other spectral parameters for sources with $0.96 \lesssim z \lesssim 1.5$ is included in Table 8. We find an anticorrelation between $N_H$ and $z$ at the $\sim 90\%$ confidence level for sources with $0.96 \lesssim z \lesssim 1.5$ and for fits performed in the 0.5–8 keV observed-frame and the 2–10 keV rest-frame bands. Correlations between $\Gamma$ versus $z$ and $\Gamma$ versus $N_H$ for sources in $0.96 \lesssim z \lesssim 1.5$ are found to be moderately significant for fits performed in the 0.5–8 keV observed-frame band and not significant for fits performed in the 2–10 keV rest-frame band.

5.2.6. Dependence of the $\Gamma–L_X$ Correlation on Compton Reflection

In this section, we address the possibility that the $\Gamma–L_X$ correlation found in this work is produced by a change with luminosity of the Compton-reflection component. We note that the Compton-reflection component is difficult to model accurately in low-to-medium S/N X-ray spectra and therefore inaccurate modeling of this component may result in apparent flattening of the X-ray spectra.

Several studies indicate that the equivalent width (EW) of the iron $K\alpha$ emission line in the X-ray spectra of AGNs is anticorrelated with the 2–10 keV luminosity (e.g., Iwasawa & Taniguchi 1993; Nandra et al. 1997; Page et al. 2004a; Bianchi et al. 2007). This anticorrelation is commonly referred to as the “X-ray Baldwin effect” and is also known as the “Iwasawa & Taniguchi effect.” There are several proposed physical explanations in the literature for the X-ray Baldwin effect including (1) a change in the covering factor of a Compton-thick torus with luminosity (e.g., Konigl & Kartje...
with monotonically with the EW of the iron line (e.g., George & Fabian 1991; Ghisellini et al. 1994), (2) a luminosity-dependent ionization state of the iron-emitting material (e.g., Nandra et al. 1997), and (3) variability of the continuum AGN emission assuming constant iron-line fluxes (e.g., Jiang et al. 2006). It has also been proposed that the X-ray Baldwin effect is driven mostly by changes in the Eddington ratio rather than by X-ray luminosity (e.g., Jiang et al. 2006).

Several models of AGN accretion disks assume that the iron line and Compton-reflection components originate from X-ray emission reprocessed in the accretion disk and indicate that the strength of the Compton-reflection component increases monotonically with the EW of the iron line (e.g., George & Fabian 1991; Ghisellini et al. 1994), and consequently decreases with $L_X$ as well. Therefore, under this premise, these models could possibly explain the $\Gamma - L_X$ relation found in this work, since a decrease of the Compton-reflection component with $L_X$ could result in an increase in $\Gamma$ with $L_X$ if the Compton-reflection component is not modeled accurately in our spectral analysis.

Bianchi et al. (2007) recently found a strong anticorrelation between the neutral narrow component of the iron K$\alpha$ emission line and the 2–10 keV luminosity of AGNs. These authors suggest that the neutral narrow iron-line component originates from the molecular torus and the broad iron-line component originates from reprocessing in the accretion disk. The dependences, however, of the Compton-reflection component with the 2–10 keV luminosity are still unclear (e.g., Nandra et al. 1995; Page et al. 2004b). It is also unclear whether the Compton-reflection component observed in the X-ray spectra of AGNs originates mostly from the torus or the accretion disk. If the neutral narrow iron K$\alpha$ emission line originates from the torus and the Compton-reflection component from the accretion disk then one cannot simply assume that the Compton-reflection component will follow the X-ray Baldwin effect. Variability studies of individual AGNs such as the Seyfert 1 galaxies NGC 5548 (Chiang et al. 2000) and MCG-6-30-15 (Lee et al. 2000) indicate that the Compton-reflection component increases with X-ray luminosity and the iron-line EW and the relative normalization of the Compton-reflection hump are anticorrelated. We note that the Seyfert 1 galaxies in these variability studies were observed to vary over a factor of up to $\sim 3$ in luminosity whereas our study includes objects spanning a factor of $\sim 200$ in luminosity. It is therefore difficult to extrapolate the results of these variability studies to our work.

Since observationally it is still unclear how the Compton-reflection component depends on X-ray luminosity, we have investigated the degree to which Compton-reflection can drive the $\Gamma - L_X$ relation by performing simulations and additional tests upon our data. We first simulated X-ray spectra containing Compton-reflection components with integer reflection scaling factors ranging between $0 \leq R \leq 4$. For each value of the reflection-scaling factor ($R = 0, 1, 2, 3, 4$), we simulated 1000

### Table 8

| Correlated parameters | $N^a$ | Redshift bin | Fitted energy range (keV) | $r_{S^b}$ | % sign$^c$ |
|-----------------------|-------|-------------|---------------------------|-----------|----------|
| $L_{2-10}$ versus $z$ | 53    | $0.3 \leq z \leq 0.96$ | 0.5–8 Observed-frame | 0.26      | 93.5     |
| $\Gamma$ versus $z$  | 53    | $0.3 \leq z \leq 0.96$ | 0.5–8 Observed-frame | 0.12      | 61.4     |
| $N_H$ versus $z$     | 27    | $0.3 \leq z \leq 0.96$ | 0.5–8 Observed-frame | $-0.08$  | 30.9     |
| $N_H$ versus $L_{2-10}$ | 27 | $0.3 \leq z \leq 0.96$ | 0.5–8 Observed-frame | 0.13      | 50.7     |
| $\Gamma$ versus $N_H$ | 27    | $0.3 \leq z \leq 0.96$ | 0.5–8 Observed-frame | 0.14      | 53.6     |
| $L_{2-10}$ versus $z$ | 44    | $0.3 \leq z \leq 0.96$ | 2–10 Rest-frame | 0.29      | 94.4     |
| $\Gamma$ versus $z$  | 44    | $0.3 \leq z \leq 0.96$ | 2–10 Rest-frame | 0.23      | 87.4     |
| $N_H$ versus $z$     | 25    | $0.3 \leq z \leq 0.96$ | 2–10 Rest-frame | $-0.05$  | 20.6     |
| $N_H$ versus $L_{2-10}$ | 25 | $0.3 \leq z \leq 0.96$ | 2–10 Rest-frame | 0.08      | 30.2     |
| $\Gamma$ versus $N_H$ | 25    | $0.3 \leq z \leq 0.96$ | 2–10 Rest-frame | 0.32      | 88.5     |
| $L_{2-10}$ versus $z$ | 54    | $0.96 \leq z \leq 1.5$ | 0.5–8 Observed-frame | 0.16      | 75.6     |
| $\Gamma$ versus $z$  | 54    | $0.96 \leq z \leq 1.5$ | 0.5–8 Observed-frame | $-0.24$  | 91.8     |
| $N_H$ versus $z$     | 28    | $0.96 \leq z \leq 1.5$ | 0.5–8 Observed-frame | $-0.33$  | 91.8     |
| $N_H$ versus $L_{2-10}$ | 28 | $0.96 \leq z \leq 1.5$ | 0.5–8 Observed-frame | $-0.15$  | 55.4     |
| $\Gamma$ versus $N_H$ | 28    | $0.96 \leq z \leq 1.5$ | 0.5–8 Observed-frame | $-0.35$  | 92.7     |
| $L_{2-10}$ versus $z$ | 46    | $0.96 \leq z \leq 1.5$ | 2–10 Rest-frame | 0.17      | 74.6     |
| $\Gamma$ versus $z$  | 46    | $0.96 \leq z \leq 1.5$ | 2–10 Rest-frame | $-0.08$  | 41.1     |
| $N_H$ versus $z$     | 24    | $0.96 \leq z \leq 1.5$ | 2–10 Rest-frame | $-0.36$  | 91.3     |
| $N_H$ versus $L_{2-10}$ | 24 | $0.96 \leq z \leq 1.5$ | 2–10 Rest-frame | $-0.10$  | 36.0     |
| $\Gamma$ versus $N_H$ | 24    | $0.96 \leq z \leq 1.5$ | 2–10 Rest-frame | $-0.03$  | 11.8     |
| $L_{2-10}$ versus $z$ | 57    | $1.5 \leq z \leq 3.3$ | 0.5–8 Observed-frame | 0.58      | $>99.9$ |
| $\Gamma$ versus $z$  | 57    | $1.5 \leq z \leq 3.3$ | 0.5–8 Observed-frame | 0.14      | 68.4     |
| $N_H$ versus $z$     | 34    | $1.5 \leq z \leq 3.3$ | 0.5–8 Observed-frame | 0.13      | 53.5     |
| $N_H$ versus $L_{2-10}$ | 34 | $1.5 \leq z \leq 3.3$ | 0.5–8 Observed-frame | $-0.23$  | 81.8     |
| $\Gamma$ versus $N_H$ | 34    | $1.5 \leq z \leq 3.3$ | 0.5–8 Observed-frame | $-0.11$  | 48.3     |
| $L_{2-10}$ versus $z$ | 48    | $1.5 \leq z \leq 3.3$ | 2–10 Rest-frame | 0.65      | $>99.9$ |
| $\Gamma$ versus $z$  | 48    | $1.5 \leq z \leq 3.3$ | 2–10 Rest-frame | 0.35      | 98.6     |
| $N_H$ versus $z$     | 30    | $1.5 \leq z \leq 3.3$ | 2–10 Rest-frame | 0.34      | 93.4     |
| $N_H$ versus $L_{2-10}$ | 30 | $1.5 \leq z \leq 3.3$ | 2–10 Rest-frame | $-0.02$  | 8.8      |
| $\Gamma$ versus $N_H$ | 30    | $1.5 \leq z \leq 3.3$ | 2–10 Rest-frame | $-0.1$   | 40.4     |

Notes.

$^a$ Number of RQ AGNs in each sub-sample.

$^b$ The Spearman correlation coefficient.

$^c$ The significance of the Spearman correlation coefficient.
spectra using the FAKEIT command in XSPEC. The Compton-reflection components were simulated using the PEXRAV model, assuming sources close to the aimpoint of the ACIS-I CCD, $\Gamma = 1.9$, $\log N_{th} = 22$, a total number of events per spectrum of $S = 550$, an e-folding cutoff energy of $E_{cut} = 400$ keV, and an inclination angle ($i$) of the reflector equal to 30°. The values of $E_{cut}$ and $i$ were chosen to be close to those generally used to model Seyfert galaxies (e.g., Magdziarz & Zdziarski 1995). Our results are insensitive to any reasonable value of $E_{cut}$ and changing $i$ will mostly affect the overall strength of the reflection component. We performed these simulations assuming redshifts of $z = 0.7$ and $z = 2.2$, which correspond to the mean redshifts of the sources in our sample with $0.3 \lesssim z \lesssim 0.96$ and $1.5 \lesssim z \lesssim 3.3$. We proceeded in fitting the simulated spectra with APL models to estimate the decrease in the fitted values of $\Gamma$ versus the strength of the Compton-reflection component. In Figure 16, we show the best-fit values of $\Gamma$ as a function of the reflection scaling factor for sources with redshifts of $z = 0.7$ (upper panel) and $z = 2.2$ (lower panel). In Figure 16, we also show the ratio of photons in the full band (0.5–8 keV) that originate from Compton reflection to photons from the direct power-law component ($f_R$).

As expected fits performed in the 2–10 keV rest-frame band of the high-$z$ sources are less affected by the Compton-reflection component and show a smaller change of $\Gamma$ than fits performed in the 0.5–8 keV observed-frame band. Specifically, we find apparent changes of $\Gamma$ of about 0.7 and 0.3 for fits performed in the 0.5–8 keV observed-frame and 2–10 keV rest-frame bands, respectively, for sources with $1.5 \lesssim z \lesssim 3.3$.

Our simulations indicate that if Compton reflection is producing the observed change in $\Gamma$ of about 0.5 for sources with $1.5 \lesssim z \lesssim 3.3$ (see the lower panel of Figure 10), then the mean values of $\Gamma$ derived from fits performed in the 0.5–8 keV observed-frame band should differ by about 0.2 from the mean values of $\Gamma$ derived from fits performed in the 2–10 keV rest-frame band. Our observations indicate that this is not the case. For sources in the redshift bins of $0.3 \lesssim z \lesssim 0.96$, $0.96 \lesssim z \lesssim 1.5$, and $1.5 \lesssim z \lesssim 3.3$, the differences between the weighted mean values of $\Gamma$ ($\langle \Gamma_{\text{obs}} \rangle$) obtained from fits performed in the 0.5–8 keV observed-frame and 2–10 keV rest-frame band are $-0.03 \pm 0.02$, $0.02 \pm 0.02$, and $0.01 \pm 0.03$ (1σ errors), respectively; the similarity between ($\Gamma_{\text{rest}}$) and ($\Gamma_{\text{obs}}$) is consistent with the results found in Section 4. According to our simulations, if the $\Gamma-L_X$ correlation were produced by the Compton-reflection component then these differences in the weighted mean values of $\Gamma$ would increase with redshift, reaching values close to 0.2 for sources with $1.5 \lesssim z \lesssim 3.3$.

We also expect that if Compton reflection is driving the observed $\Gamma-L_X$ relation then the strength and slope of the correlation for fits performed in the 0.5–8 keV observed-frame band should be significantly stronger and steeper than the strength and slope of the correlation for fits performed in the 2–10 keV rest-frame band, especially for the high-redshift sources. This is not the case. As shown in Table 3, the strength of the $\Gamma-L_X$ relation in the 0.5–8 keV observed-frame and 2–10 keV rest-frame bands for sources with $1.5 < z < 3.3$ is $0.45$ (at the 99.9% confidence level) and 0.43 (at the 99.8% confidence level), respectively. From Table 3, the ratio of the slopes of the $\Gamma-L_X$ relation for sources with $1.5 < z < 3.3$ is $a_{\text{obs}}/a_{\text{rest}} = 0.98 \pm 0.25$, where $a_{\text{obs}}$ and $a_{\text{rest}}$ are the slopes derived from fits performed in the 0.5–8 keV observed-frame and 2–10 keV rest-frame bands, respectively. Based on our simulations, the ratio of the slopes of the $\Gamma-L_X$ relation for source with $1.5 < z < 3.3$ would be approximately $a_{\text{obs}}/a_{\text{rest}} \sim 1.5$ if Compton reflection was driving the correlation.

5.2.7. Radio-Quiet AGNs from Other Surveys with $1.5 \lesssim z \lesssim 3.3$

We also tested the significance of the $\Gamma-L_X$ correlation in the redshift range of $1.5 \lesssim z \lesssim 3.3$ by combining results from the independent surveys of Vignali et al. (1999), George et al. (2000), Reeves & Turner (2000), Page et al. (2002), and Dai et al. (2004) with the results obtained from the CDFs. In Figure 17, we show $\Gamma$ versus $L_{2-10}$ for sources having $1.5 \lesssim z \lesssim 3.3$ combining the results of these surveys with our fits in the 0.5–8 keV observed-frame (Table 2). Sources from our survey fill in the low-luminosity range of the combined data $L_{2-10} \sim 10^{43} - 10^{45}$ erg s$^{-1}$. In this range, $\Gamma$ increases with $L_X$; however, for $L_{2-10} \gtrsim 10^{45}$ erg s$^{-1}$ it appears that this relation begins to saturate.

We find that the Pearson linear correlation coefficient reaches a maximum value for sources with $L_{2-10}$ in the range of $10^{43} - 2 \times 10^{44}$ erg s$^{-1}$, and the Spearman rank coefficient reaches a maximum value for sources with $L_{2-10}$ in the range of $10^{43} - 8 \times 10^{44}$ erg s$^{-1}$. There are 76 sources with $L_{2-10}$ in the range of $10^{43} - 2 \times 10^{45}$ erg s$^{-1}$. The Pearson’s correlation coefficient for $\Gamma-L_X$ in this luminosity range is $r_P \sim 0.52$ and is significant at the $>99.9\%$ confidence level (null hypothesis probability $1.8 \times 10^{-5}$). For reference, the values of the parameters of the best-fit model of the form $\Gamma = \alpha \log L_{2-10} + \beta$ can be found in Table 5. There are 84 sources with $L_{2-10}$ in the range of $10^{43} - 8 \times 10^{45}$ erg s$^{-1}$. The Spearman correlation coefficient in this luminosity range is $r_S \sim 0.60$ and is significant at the $>99.9\%$ confidence level (null hypothesis
Figure 17. Photon indices of $1.5 \leq z \leq 3.3$ RQ AGNs obtained from several surveys versus their 2–10 keV luminosities. Open stars are from Vignali et al. (1999), filled stars are from George et al. (2000), filled circles are from Reeves & Turner (2000), open circles are from Page et al. (2002), open squares show data from this work. The vertical dashed line corresponds to $L_{2-10} = 2 \times 10^{45}$ erg s$^{-1}$. The dot-dashed line shows the best-fit linear model over the luminosity range of $10^{44}$ to $2 \times 10^{45}$ erg s$^{-1}$.

The limits of the optimized ranges are marked in Figure 17. Figure 17 suggests two different luminosity regimes of the $\Gamma$–$L_X$ relation. In the first regime that covers the luminosity range of $L_{2-10} \sim 10^{43}$ to $2 \times 10^{45}$ erg s$^{-1}$, we find a linear relation between $\Gamma$ and $\log L_{2-10}$. In the second regime, where $L_{2-10} \geq 2 \times 10^{45}$ erg s$^{-1}$, we confirm the finding of Dai et al. (2004) that $\Gamma$ decreases with $L_{2-10}$. Specifically, for the 16 sources with $L_{2-10} \geq 2 \times 10^{45}$ erg s$^{-1}$, we found $\Gamma$ and $L_X$ to be anticorrelated with a Spearman correlation coefficient of $r_S \sim -0.50$ that is significant at the 95.4% confidence level. We also found that for the 84 X-ray luminous sources with $L_{2-10}$ in the range of $10^{43}$ to $8 \times 10^{45}$ erg s$^{-1}$, $\Gamma$ and $z$ are not correlated with a Spearman correlation coefficient of $\sim 0.09$ that is significant at the $\leq 60\%$ confidence level.

5.2.8. Physical Interpretation of the $\Gamma$–$L_X$ Relation and its Possible Evolution

AGN X-ray variability studies have proven very useful for improving our understanding of the physical structures that produce AGN X-ray spectra. Several variability studies of individual AGNs have found a positive correlation between $\Gamma$ and the X-ray luminosity (e.g., Magdziarz et al. 1998; Zdziarski et al. 2003). However, the slope of the $\Gamma$–$L_X$ correlation found in the studies of individual AGNs appears to be significantly steeper than the $\Gamma$ versus $L_X$ slope found in our current study. For example, Zdziarski et al. (2003) report that a change in $L_X$ by a factor of 10 results in an increase in $\Gamma$ of $\sim 0.6$. For a similar change in $L_X$, we find an increase in $\Gamma$ of $\sim 0.2$–0.3 (see Table 5).

To explain the $\Gamma$–$L_X$ correlation, we present two steady-state corona models proposed by Haardt et al. (1997) and Merloni & Fabian (2001). These coronal models were originally aimed to explain various X-ray variability observations of individual objects and therefore assume a constant black-hole mass. We also introduce a third model (Merloni & Fabian 2002) focused on the relative strength of the corona emission and the accretion rate. The main goal for using this model is to provide a possible connection for the results obtained in our work with the $\Gamma$–$L_{bol}/L_{Edd}$ correlations found by Wang et al. (2004) and Shemmer et al. (2006). At the end of this section, we also comment on how the $\Gamma$–$L_X$ correlation depends on the optical depth of the hot corona and its evolution with $z$.

The first model posits that the inner accretion disk is sandwiched by a hot, tenuous, and possibly patchy corona (Haardt et al. 1997). The corona is coupled to a cooler optically-thick layer (accretion disk), which provides the seed soft photons that cool the hot layer via inverse Compton scattering. The spectrum of the scattered photons is in general well fitted by a power law and accounts for a large fraction of the observed X-ray emission in AGNs. This model predicts that $\Gamma$ increases with the optical depth of the corona $\tau$, and it decreases with the temperature of the corona, $\Gamma_{\text{cor}}$. Moreover, if the corona is dominated by $e^\pm$ pairs, the optical depth of the hot phase is determined by the compactness $\ell$ alone$^9$, where $\ell$ is defined as

$$\ell \equiv \frac{\sigma_T}{m_e c^3} \frac{L_X}{R} \approx 10^4 \frac{\mathcal{L}}{r}.$$  

Here $\mathcal{L}$ is the luminosity of the corona in Eddington units, and $r$ is its size in units of Schwarzschild radii. For the case of a pair-dominated corona, this first model predicts that $\Gamma$ will increase with $L_X$. In particular, a change in $L_X$ of a factor of 10 is predicted to produce a $\Delta \Gamma \sim 0.2$. This predicted variation is consistent with that detected in our sample but slightly lower than that observed in variability studies of individual AGNs. When $\ell \gtrsim 0.1 r$ ($\ell \gtrsim 1000$), the model indicates that $\Gamma$ saturates and does not increase beyond that luminosity (Haardt & Maraschi 1993). The first model therefore predicts a flattening of the $\Gamma$–$L_X$ relation for bright sources as can be seen in Figure 17.

The second model originally proposed by Merloni & Fabian (2001) assumes a static patchy corona and is often referred to as the “thundercloud” model. The X-ray spectrum in this model is produced by thermal Comptonization in spherical regions that are raised above the disk at a given height due to magnetic flares in active regions of the corona. The thundercloud model predicts a $\Gamma$–$L_X$ correlation that is consistent with that we detect for high-redshift RQ AGNs in the case where the luminosity of an active region increases with its increasing size at a given height. Larger active regions tend to be more luminous, cooler and produce softer spectra (i.e., $\Gamma$ increases). If the size of the active region gets too large, then a saturation point is reached and the $\Gamma$–$L_X$ relation becomes flatter for luminous sources in agreement with the combined data sample (Figure 17). The luminosity of an active region is assumed to scale with its size $r$ via the relation $L_X \propto r^D$, where $D$ is a free parameter in the model which may be related to the internal structure of the region and/or radial dependence of the energy generation in the accretion disk. Any change in $D$ will directly affect the slope of the $\Gamma$–$L_X$ relation, making this model more flexible to explain both our $\Gamma$–$L_X$ correlation in high redshift AGNs and those found in variability studies of individual AGNs (Zdziarski et al. 2003).

Under the assumption that the correlation is produced by sources of similar black-hole masses, it seems natural that changes in X-ray luminosity may result from changes in the Eddington ratio $\epsilon \sim 0.1 \dot{m}$, where $\dot{m}$ is the accretion rate in units of $\dot{M}_{\text{Edd}} = L_{\text{Edd}}/c^2$. Specifically, assuming $L_X$ increases

$^9$ $e^\pm$ pair production becomes important for $\ell \gtrsim 10$ (e.g., see page 51 of Peterson 1997).
with \( L_{\text{bol}} \) (see Equation (21) of Marconi et al. 2004) and since \( L_{\text{bol}} = \epsilon L_{\text{edd}} \) we expect, for sources with similar mass, an increase in \( \epsilon \) to result in an increase in \( L_X \). A more detailed analysis is provided in Merloni & Fabian (2002) in the case of a coronal-outflow dominated accretion disk model. Under the assumption that the total power released from the accretion disk-corona system is \( L_{\text{bol}} \equiv \epsilon L_{\text{edd}} \), a fraction \( f \) will be released in the corona \( L_X \approx f \cdot L_{\text{bol}} \). Assuming that magnetic turbulence is the main source of angular momentum transport, Merloni & Fabian (2002) concluded that the relationship between \( f \) and \( \epsilon \) can be approximately modeled as a power-law \( f \propto \epsilon^{-3} \) with \( \delta \sim 0.4 \). This relation is mostly independent of the mass of the black hole, \( M_{\text{BH}} \) (Wang et al. 2004). Assuming that \( M_{\text{BH}} \) is kept constant then \( L_X \propto \epsilon^{-3} \), and therefore \( L_X \) increases with \( \epsilon \). Using these relations in combination with a steady corona model like those already described in this section, while assuming that \( \tau \) increases with \( \epsilon \), Merloni & Fabian (2002) concluded that the corona gets cooler and \( \Gamma \) increases with \( \epsilon \). This could give a plausible explanation for the correlation between \( \Gamma = L_{\text{bol}}/L_{\text{edd}} \) found by Shemmer et al. (2006). Based on the above, and assuming similar black-hole masses, variations in the Eddington ratio could also explain the correlation found in our work since the coronal-outflow dominated accretion disk model predicts that \( \Gamma \) increases with \( L_X \).

An alternative explanation is that the \( \Gamma - L_X \) correlation is driven by variations in the black-hole masses of the sources and \( \epsilon \) is constant, which is in agreement with the predictions of semi-analytic models by Kauffmann & Haehnelt (2000). It is possible that the correlation could be produced in this case if the optical depth of the corona \( \tau \) increases with the mass of the black hole \( M_{\text{BH}} \). This is equivalent to assuming that \( \epsilon \) increases with \( M_{\text{BH}} \) in the model of Haardt et al. (1997) for an \( \epsilon^\delta \) dominated corona. Since \( L \propto M_{\text{BH}} \), the previous assumption is valid if we assume that the size of the corona is kept approximately constant as \( M_{\text{BH}} \) increases (see Equation (1)). Under this assumption, both steady corona models (Haardt et al. 1997; Merloni & Fabian 2001) analyzed here will reproduce the \( \Gamma - L_X \) relation.

The possible evolution of the slope and offset of the \( \Gamma - L_X \) correlation found in this study of RQ AGNs can be explained by an evolution of the properties of the hot corona. Specifically, the slope of the \( \Gamma - L_X \) correlation depends on the optical depth and compactness parameter of the corona in the model of Haardt et al. (1997) and the optical depth of the active regions in the thundercloud model by Merloni & Fabian (2001). If AGNs within a certain redshift range contain hot coronae of similar properties, we expect them to show a significant correlation between \( \Gamma \) and \( L_X \) in this redshift range. One explanation of the possible evolution of the slope and offset of the \( \Gamma - L_X \) correlation is that the mean properties of the hot coronae of AGNs evolve resulting in a detectable change in the slope and offset of the \( \Gamma - L_X \) correlation between AGNs at \( z \sim 2.2 \) and \( z \sim 0.7 \). One possible explanation for the slight decrease in the strength of the \( \Gamma \) and \( L_X \) correlation in the second redshift bin is that this redshift interval is comprised of AGNs having a large range of coronal properties leading to a weaker correlation between \( \Gamma \) and \( L_X \). We note that the possible decrease in the significance of the \( \Gamma \) and \( L_X \) correlation in the second redshift bin needs to be confirmed with a larger sample of RQ AGNs.

6. CONCLUSIONS

In this paper, we have selected a sample of RQ AGNs (173) from the CDF surveys with moderate-to-high S/N, and have found strong evidence of a correlation between the X-ray spectral parameters \( \Gamma \) and \( L_X \). We found that the slope and offset of a linear fit to the \( \Gamma - L_X \) correlation possibly evolves for sources with \( z \geq 0.1 \). Analyzing this relation in three different redshift bins that contain a similar number of sources (~50), we conclude that this correlation is highly significant in two redshift bins, \( 0.3 \lesssim z \lesssim 0.96 \), and \( 1.5 \lesssim z \lesssim 3.3 \) and slightly less significant in the redshift bin \( 0.96 \lesssim z \lesssim 1.5 \). We note that the possible weakness of this correlation for sources with \( 0.96 \lesssim z \lesssim 1.5 \) appears to be driven by the absorbed sources in this redshift range. The \( \Gamma - L_X \) correlations in \( 0.3 \lesssim z \lesssim 0.96 \) and \( 1.5 \lesssim z \lesssim 3.3 \) are significant at the \( >99.9\% \) confidence level for fits performed in the 0.5–8 keV observed-frame and at the \( >99.5\% \) confidence level in the 2–10 keV rest-frame.

The fact that this correlation is also present when we estimate the luminosities in the 2–10 keV rest-frame, and also holds for sources with low column densities, suggests that this correlation is not artificially driven by any unmodeled complexity in the intrinsic absorption \( (N_H) \). We performed several tests to investigate whether the \( \Gamma - L_X \) correlation found in this study is produced by a change with luminosity of the Compton-reflection component. We found that the strengths and slopes of the \( \Gamma - L_X \) correlation are similar for fits performed in the 0.5–8 keV observed-frame and the 2–10 keV rest-frame bands. Our analysis indicates that the strengths and slopes would be significantly different if the correlation was driven by a Compton-reflection component. The difference between the observed weighted mean values of \( \Gamma \) obtained from fits performed in the 0.5–8 keV observed-frame and the 2–10 keV rest-frame bands is less than 0.03. Our simulations indicate that if an un-modeled Compton-reflection component was producing the observed correlation, a difference of \( \Gamma \) of about 0.2 would be expected. We conclude that a Compton-reflection component is unlikely driving the \( \Gamma - L_X \) correlation found in this study.

This correlation applies to sources with two different luminosity populations; one with \( \log L_{2-10} \sim 43.1 \pm 0.5 \) (0.3 \( \lesssim z \lesssim 0.96 \)), and the other with \( \log L_{2-10} \sim 44.1 \pm 0.4 \) (1.5 \( \lesssim z \lesssim 3.3 \)) (see Figure 9), indicating different populations of AGNs. The \( \Gamma - L_X \) relation results in a softening of the X-ray spectra as the luminosity of the AGNs increases.

The \( \Gamma - L_X \) correlation found in the redshift range of \( 1.5 \lesssim z \lesssim 3.3 \) is of special interest because it confirms a previous independent study of RQQ AGNs (Dai et al. 2004). Combining data from Dai et al. (2004) and other surveys (Vignali et al. 1999; George et al. 2000; Reeves & Turner 2000; Page et al. 2002), cited in Dai et al. (2004), we found that the \( \Gamma - L_X \) correlation becomes even more significant in the luminosity range of \( L_{2-10} \sim 10^{43} \) to \( 8 \times 10^{45} \) erg s\(^{-1}\) with a Spearman correlation coefficient of \( r_s \sim 0.6 \) significant at the \( >99.9\% \) confidence level (null hypothesis probability \( \sim 1.6 \times 10^{-6} \)).

We presented two steady-corona models (Haardt et al. 1997; Merloni & Fabian 2001) that can explain both the \( \Gamma - L_X \) correlation found in this work and the saturation observed in the \( L_{2-10} \) versus \( \Gamma \) relation using the surveys analyzed in Section 5.2.7. Based on these models, we proposed two different interpretations to explain the \( \Gamma - L_X \) correlation and its possible evolution with \( z \). The first interpretation posits that this relation is driven by changes in the Eddington ratio \( \epsilon = L_{\text{bol}}/L_{\text{edd}} \) for a population of AGNs of similar mass. The second interpretation posits that the \( \Gamma - L_X \) relation is driven by changes in the mass of the AGNs. The present analysis does not allow us to infer which of these two scenarios is primarily responsible for driving the \( \Gamma - L_X \) correlation; however, future measurements of the black-hole masses for several AGNs in our sample will allow us to resolve this issue.
To explain the detected possible evolution of the slope and offset of the linear fit to the $\Gamma - L_X$ correlation, we have proposed a simple model that posits that the mean properties of the hot corona of AGNs at $z \sim 2.2$ differ significantly from those of AGNs at $z \sim 0.7$. This model also assumes that within each redshift bin the optical depths of the hot corona of the AGNs are similar.

We note that the detected change of the $\Gamma - L_X$ correlation found in our study applies to RQ AGNs detected in the CDFs, which are two representative and normal fields. Further X-ray spectral studies of deep *Chandra* fields will test if the detected change of the $\Gamma - L_X$ correlation also applies to wider fields of view. Expanding the sample will also test the correlation in narrower redshift bands and thus better constrain the epoch at which possible changes in the average emission properties of AGNs occurred.
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