Dimensional reduction of cavities with axial symmetry:
A complete analysis of when an optical fiber is approximately one-dimensional
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Intuition dictates that a very long, very thin cavity (e.g., a fiber optic cable) could perhaps be modeled as an approximately one dimensional system. Approximations along these lines are ubiquitous in the quantum optics literature, see e.g. [1–9]. But how exactly does this dimensional reduction work technically? And under exactly what conditions is such an approximation valid? In this paper we answer these questions from the perspective of a localized probe coupling to a quantum field inside a cavity. We will model the probe with a 1 + 1 dimensional model is equivalent to making a certain change of the probe’s shape in the higher-dimensional space. The approximation is justified whenever this change of shape is “small enough”. In this light, we identify the dynamically relevant norm by which the magnitude of these changes in probe shape ought to be judged. Finally, we explore this approximation in particular setups corresponding to quantum optics and superconducting circuits.

I. INTRODUCTION

There is an intuitive sense in which a long, thin cavity (e.g., a fiber optic cable) can be modeled as an approximately one dimensional system. Approximations along these lines are ubiquitous in the quantum optics literature, see e.g. [1–9]. But how exactly does this dimensional reduction work technically? And under exactly what conditions is such an approximation valid? In this paper we answer these questions from the perspective of a probe system which couples locally to a quantum field inside of a cavity. We will model the probe with the Unruh-DeWitt (UDW) model [10,11], which has been proven to faithfully capture the main features of the light-matter interaction when the exchange of angular momentum between probe and field does not play a relevant role, and the quantum nature of the center of mass of the probe can be neglected [12,13]. The UDW model is more general than those typically used in quantum optics. Indeed, under further approximations, it recovers the typical models used in quantum optics such as spin-boson or Jaynes-Cummings models [14,16].

In this paper we will show how a D + 1 dimensional quantum field inside of a cavity can be mapped (without any approximation) to an infinite collection of massive 1 + 1 dimensional quantum fields, which we call subfields. We will discuss this subfield decomposition in sufficient generality to apply it to a wide variety of cavity geometries and boundary conditions. After this, we identify the dimensional reduction approximation as the approximation made by ignoring all but one of these subfields. It is important to note that since the subfields are generically massive (even if the D + 1 field is massless), one cannot in general approximate a 3+1 dimensional field in a very long, very thin optical fiber by a massless 1 + 1 dimensional field, as is often done. When done properly, and in the regimes where this is possible, the dimensional reduction approximates a long, thin, 3+1 dimensional cavity by a 1 + 1 dimensional theory with a mass given by the transverse modes scales [17].

The goal of this paper is not to explore when the 1 + 1 dimensional field should be thought of as massive (as was done in [17]) rather our goal is to explore when the reduction to one (or perhaps a few) of the subfields itself is justified. Given that we are attempting to justify this approximation from the perspective of a localized probe system, the question becomes: under what conditions is only one of the subfields relevant for the probe’s evolution?

As we will discuss, the subfield decomposition tells us the strength with which the probe couples to each of the subfields. These coupling strengths are fixed entirely by the size and shape of the probe in the D + 1 dimensional description. Thus, the dimensional reduction approximation—which, recall, takes the probe to couple to only one subfield—is equivalent to an approximation on the probe’s shape. Thus the question of which subfields are relevant to the probe’s dynamics reduces to the question of which changes in the probe’s shape will only minimally affect its evolution.

As we will see, the question of whether two shapes are similar enough from the perspective of a probe is non-trivial; it does not generally coincide with what we, as physicists or mathematicians (or even just as people with human eyes) may, a priori, consider similar enough. Concretely, we will discuss how the $L^1$ and $L^2$ distances between probe shapes are very ill-suited for this task. Furthermore, we will identify the dynamically relevant norm...
for the shape comparison by considering how changes in the probe’s shape affect its evolution. This new norm captures the way that the probe “sees” the space around it.

The paper is organized as follows. In Sec. II we review the Unruh-DeWitt model as a scalar analogue of the electromagnetic dipole coupling, which shall serve as our model for the interaction between light and a probe within a cavity. In Sec. III we generalize the results for a wide range of boundary conditions and cavity geometries. In Sec. IV we discuss the relationship between performing a dimensional reduction approximation and changing the probe’s shape and size. Finally, in Sec. VI we show the example of a cylindrical cavity when the dimensional reduction can be justified in quantum optics and superconducting circuits regimes. We present our conclusions in Sec. VII.

II. PROBING QUANTUM FIELDS: THE UNRUH-DEWITT MODEL AND THE LIGHT-MATTER INTERACTION

To properly model light-matter interactions one needs to consider the electromagnetic field. This, however, bears difficulties such as the vector nature and gauge aspects of the theory. Here, in turn, we will consider a common simplification of the coupling of the electromagnetic field to matter: the so-called Unruh-DeWitt model (UDW) [10, 11]. The vector field will be replaced by a massless scalar field, \( \hat{\phi} \), and matter couples to the field through a monopole moment, \( \mu \), which represents the internal degrees of freedom of an Unruh-DeWitt detector. We usually call the detector ‘the probe’ since it allows us to gather properties of the field with local measurements without a need for projective measurements applied directly on the field, which is known to be incompatible with relativity [12, 13].

It has been shown that this simplified scalar model captures the relevant features of the light-matter interaction if one neglects the exchange of angular momentum between field and detector [14, 15], and the quantum nature of the center of mass [16]. The typical models used in quantum optics for the light-matter interaction (such as Jayne-Cummings or spin-boson) are recovered under non-relativistic approximations of the UDW model [14, 16, 20].

Concretely, consider a \( D + 1 \) dimensional real (potentially massive) non-interacting scalar field of mass \( M \),

\[ \hat{\phi}(t, x), \text{ with } D \geq 1. \]

The free Hamiltonian for such a field is

\[ \hat{H}_f = \frac{1}{2} \int d^D x \ c^2 \hat{\pi}(t, x)^2 + |\nabla \hat{\phi}(t, x)|^2 + \frac{M^2 c^4}{\hbar^2} \hat{\phi}(t, x)^2, \]

where \( \hat{\pi}(t, x) \) is the canonically conjugate momentum to \( \hat{\phi}(t, x) \). We consider a probe system which is coupled locally to the field in the interaction picture via the interaction Hamiltonian

\[ \hat{H}_I(t) = g \chi(t) \int d^D x \ F(x) \hat{\mu}(t) \otimes \hat{\phi}(t, x), \]

where \( g \) is the coupling strength. \( \chi(t) \) and \( F(x) \) are the switching and smearing functions, respectively, controlling when and where the probe couples to the field.

III. DIMENSIONAL REDUCTION OF CAVITIES WITH AXIAL SYMMETRY

Consider a \( D + 1 \) dimensional real massive free scalar field, \( \hat{\phi}(t, x_1, \ldots, x_{D-1}, x_D) \), with \( D \geq 2 \) as discussed in Sec. II. We are particularly interested in such a field living in a cavity with an axial symmetry with arbitrary cross-section \( \Gamma \) (see Fig. 1). To this end, we partition the spatial dimensions as \( x = (y, z) \) with \( y = (x_1, \ldots, x_{D-1}) \) and \( z = x_D \). We take the cavity to be extended along its axial coordinate, \( z \), from \( z = 0 \) to \( z = L \). In the transverse coordinates, \( y \), we take the cavity to have an arbitrary shape defined by \( y \in \Gamma \) where \( \Gamma \subset \mathbb{R}^{D-1} \) is a bounded domain. For instance, if \( \Gamma \) defines a triangle then the cavity is a triangular prism. If \( \Gamma \) defines a disk, then the cavity is cylindrical.

We will leave the boundary conditions in the \( z \) direction (at \( z = 0 \) and \( z = L \)) unspecified: e.g. Dirichlet, Neumann, periodic, etc. For sake of introduction, we will in this section take the field to obey Dirichlet boundary

\[ \hat{\phi}(t, y, z = 0, z = L) = 0. \]

1 Note that we allow this \( D + 1 \) dimensional field to be massive only to increase the generality of our consideration. None of the conclusions or techniques discussed in this paper depend critically on having \( M \neq 0 \).
conditions in the \( y \) directions, i.e. \( \hat{\phi}(t, y, z) = 0 \) for all \( y \in \partial \Gamma \). In Sec. [IV] we will discuss the generalization to other transverse boundary conditions.

The field’s free Hamiltonian (1) written in these \((y, z)\) coordinates is

\[
\hat{H}_f = \frac{1}{2} \int_{\Gamma} dy \int_{0}^{L} dz \left( c^2 \hat{\pi}(t, y, z)^2 + |\nabla \hat{\phi}(t, y, z)|^2 \right)
\]

\[
+ \frac{M^2c^2}{\hbar^2} \hat{\phi}(t, y, z)^2,
\]

where \( \hat{\pi}(t, y, z) \) and \( \hat{\phi}(t, y, z) \) satisfy the equal-time canonical commutation relations

\[
[\hat{\phi}(t, y_1, z_1), \hat{\pi}(t, y_2, z_2)] = i \hbar \delta(y_1 - y_2) \delta(z_1 - z_2).
\]

The field-probe interaction Hamiltonian (2) reads likewise

\[
\hat{H}_i = g \chi(t) \int_{\Gamma} dy \int_{0}^{L} dz \ F(y, z) \hat{\mu}(t) \hat{\phi}(t, y, z).
\]

One may expect that if the cavity is a very thin fiber, then one should be able to approximate the interaction of the probe and the \( D + 1 \) dimensional field by a simpler interaction of the probe and an effectively \( 1 + 1 \) dimensional field. Concretely, let \( R \) be a characteristic length-scale of \( \Gamma \). (For instance, if \( \Gamma \) is a disk, \( R \) could be its radius. If \( \Gamma \) defines a polygon, \( R \) could be its inradius.) One might expect the dimensional reduction criteria to be \( L \gg R \). Certainly, in this regime the cavity looks one-dimensional from the outside, but is this what the probe sees from inside?

Our approach to answering this question is as follows: First we will show how the \( D + 1 \) dimensional field in a cavity can be recast (with no approximations) as an infinite collection of uncoupled \( 1 + 1 \) dimensional fields (what we will call subfields). We will then identify how the probe interacts with each of these \( 1 + 1 \) dimensional subfields. Viewed in this light, the desired dimensional reduction can be identified as making an approximation in which the probe couples to only one (or maybe a few) of these subfields. Perhaps surprisingly, we will see that the dimensional reduction condition is not as simple as \( L \gg R \), it also involves the size/shape of the probe as well as the duration of its interaction with the field and the initial field state.

### A. Subfield Decomposition

To map the \( D + 1 \) dimensional quantum field into a set of simpler \( 1 + 1 \) dimensional fields, we first split the derivative, \( \nabla \), into its axial and transversal components (\( \nabla = \partial_z + \nabla_{\Gamma} \)), yielding

\[
\hat{H}_f = \frac{1}{2} \int_{\Gamma} dy \int_{0}^{L} dz \left( c^2 \hat{\pi}(t, y, z)^2 + (\partial_z \hat{\phi}(t, y, z))^2 \right)
\]

\[
+ \left| \nabla_{\Gamma} \hat{\phi}(t, y, z) \right|^2 + \left( \frac{M^2c^2}{\hbar^2} \right) \hat{\phi}(t, y, z)^2.
\]

Integration by parts in the transverse directions, \( y \), gives

\[
\hat{H}_f = \frac{1}{2} \int_{\Gamma} dy \int_{0}^{L} dz \left( c^2 \hat{\pi}(t, y, z)^2 + (\partial_z \hat{\phi}(t, y, z))^2 \right)
\]

\[
+ \hat{\phi}(t, y, z) \left[ \Delta_{\Gamma} + \frac{M^2c^2}{\hbar^2} \right] \hat{\phi}(t, y, z),
\]

where \( \Delta_{\Gamma} \) is the Dirichlet Laplacian over \( \Gamma \), that is the Laplacian restricted to operating on functions which vanish on \( \partial \Gamma \). Note that we have used the boundary condition over \( \Gamma \) to remove the boundary term.

We next find the eigenfunctions \( \psi_j(y) \) and eigenvalues \( \lambda_j \) of this transversal Laplacian. These obey

\[
\Delta_{\Gamma} \psi_j(y) = -\lambda_j \psi_j(y), \quad \psi_j(y) = 0 \quad \text{for } y \in \partial \Gamma
\]

for integer \( j \geq 1 \). Since \( \Gamma \) is bounded we know the Dirichlet Laplacian has an unbounded discrete positive spectrum, \( 0 < \lambda_1 < \lambda_2 < \lambda_3 < \cdots \rightarrow \infty \), and that its eigenfunctions form an orthonormal basis with respect to the \( L^2 \) inner product [21].

Several example geometries will be considered in detail in Sec. [IV]. For now, and to start building intuition, let us focus on the simple case of a rectangular cavity. Let \( \Gamma = [0, L_1] \times [0, L_2] \times \cdots \times [0, L_d] \) for a \( d \)-dimensional rectangular cavity. The eigenfunctions and eigenvalues of the Dirichlet Laplacian are then

\[
\psi_{n_1,\ldots,n_d}(y) = \prod_{k=1}^{d} \frac{\sin \left( \frac{n_k \pi y_k}{L_k} \right)}{\left( \frac{n_k \pi}{L_k} \right)}, \quad \lambda_{n_1,\ldots,n_d} = \sum_{k=1}^{d} \left( \frac{n_k \pi}{L_k} \right)^2,
\]

for integers \( n_k \geq 1 \). Note that these eigenvalues have multiple indices, \( n_1,\ldots,n_d \). In order to be converted into the single index form \( \hat{y} \) these eigenvalues would need to be listed and sorted.

We can expand the field operators at each \( t \) and \( z \) in terms of these eigenfunctions as

\[
\hat{\phi}(t, y, z) = \sum_{j=1}^{\infty} \hat{\phi}_j(t, z) \psi_j(y),
\]

\[
\hat{\pi}(t, y, z) = \sum_{j=1}^{\infty} \hat{\pi}_j(t, z) \psi_j(y),
\]

where

\[
\hat{\phi}_j(t, z) := \int_{\Gamma} dy \hat{\phi}(t, y, z) \psi_j(y),
\]

\[
\hat{\pi}_j(t, z) := \int_{\Gamma} dy \hat{\pi}(t, y, z) \psi_j(y),
\]

are \( 1 + 1 \) dimensional fields which we will dub “subfields”. Indeed these subfields obey the equal-time canonical commutation relations

\[
[\hat{\phi}_j(t, z_1), \hat{\pi}_j(t, z_2)] = i \hbar \delta(z_1 - z_2) \delta_{ij}.
\]
The field’s free Hamiltonian can be written in terms of the subfields as

$$\hat{H}_f = \sum_{j=1}^{\infty} \frac{1}{2} \int dz \ c^2 \ \hat{\pi}_j(t,z)^2 + (\partial_z \hat{\phi}_j(t,z))^2 + \left( \frac{M^2 c^2}{\hbar^2} + \lambda_j \right) \hat{\phi}_j(t,z)^2.$$ (16)

Note that the subfields are all uncoupled from each other and each have an effective mass $M_j$ given by

$$M_j = \frac{\hbar}{c} \sqrt{\frac{M^2 c^2}{\hbar^2} + \lambda_j}.$$ (17)

Or equivalently,

$$(M c^2)^2 = (M_j c^2)^2 - (\hbar c k_j)^2, \quad \text{where} \quad \lambda_j = : k_j^2.$$ (18)

Note that even if the original field were massless, $M = 0$, the subfields are still effectively massive since $\lambda_j > 0$ (due to the transverse Dirichlet boundary conditions). Neglecting this effective mass has been shown to yield incorrect predictions for probes coupling to quantum fields in cavities, especially in relativistic regimes [17].

The masses of these subfields can be thought of as being due to a confinement effect. We note that light inside of an idealized box (small and massless with perfectly reflecting walls) behaves inertially [22]. That is, the light-box behaves in many ways exactly like a massive particle would. In actuality, our field in a cavity is confined (at least in the transverse directions). This confinement does not go away as the cavity becomes “more one-dimensional”, indeed the field is more confined in this limit/ regime. As we will discuss more in-depth soon, as the transverse scale of the cavity, $R$, becomes increasingly small, the eigenvalues $\lambda_j$ (and therefore the subfield masses $M_j$) become increasingly large. Said differently, the cavities transverse geometry does not simply “go away” in the thin cavity limit, it remains present and is encoded in the subfield masses.

B. The probe’s interaction with the subfields

Now that we have decomposed the $D+1$ dimensional field into these uncoupled massive $1+1$ dimensional subfields, we can investigate how the probe couples to each subfield. Recall that our goal is to identify under what conditions we might be able to approximate the probe’s interaction with the full field with an interaction with only one (or maybe a few) of these $1+1$ dimensional subfields.

The field-probe interaction Hamiltonian can be straightforwardly written in terms of the subfields as

$$\hat{H}_I = \sum_{j=1}^{\infty} g \chi(t) \int_0^L dz \ F_j(z) \hat{\mu}(t) \otimes \hat{\psi}_j(t,z),$$ (19)

where

$$F_j(z) := \int_\Gamma dy \ F(y,z) \hat{\psi}_j(y)$$ (20)

is the probe’s effective smearing function for the $j^{th}$ subfield. Note that for a generic smearing function $F(y,z)$ the probe will couple to every subfield to varying degrees. Given this, we may ask: under what conditions is a single (or few) subfield approximation justified? We will consider this question in detail in Sec. [V] but we can already see two hints as to why we might be able to ignore the subfields with very high index, $j$.

Firstly, if the probe’s smearing function is relatively smooth, then we can expect the probe to couple very weakly to subfields with high index $j$; the corresponding eigenfunction $\hat{\psi}_j(y)$ will be highly oscillatory and so have little overlap with the relatively smooth $F(y,z)$. (A slight wrinkle here however is that atomic probes are often modeled as being point-like, i.e., not smooth. More on this in Sec. [V]).

Secondly, these high-$j$ subfields will have high eigenvalues $\lambda_j$ and therefore high effective masses $M_j$. If the subfield’s effective mass is large compared to the energy scales associated with the probe-field coupling we expect that the coupling will not provide “enough energy” to excite (or absorb energy from) highly massive subfields. This would effectively decouple subfields with large $j$ from the probe. (The intricacy here is that in the $R \to 0$ limit where we intuitively expect to get dimensional reduction, all of the subfield masses will diverge. In this limit the probe’s interaction with every subfield will be “frozen out”. More on this in Sec. [VI]).

Before exploring in detail exactly when a single subfield approximation is justified, let us first discuss how this “subfield decomposition” can be achieved for more general cavity geometries and boundary conditions.

IV. GENERAL BOUNDARY CONDITIONS AND EXAMPLE GEOMETRIES

As we showed in the previous section, one can reduce a $D+1$ dimensional field in an axially symmetric cavity to an infinite collection of uncoupled effectively massive $1+1$ dimensional fields. We demonstrated this for a cavity with rectangular cross-section $\Gamma = [0, L_1] \times [0, L_2] \times \cdots \times [0, L_d]$ and Dirichlet boundary conditions on $\partial \Gamma$. However, as we will now discuss this reduction can be done much more generally.

Indeed, the only properties of the Dirichlet Laplacian that we used are that it has a discrete spectrum and that its eigenfunctions form a complete orthonormal basis. If $\Gamma$ is open, bounded, connected and has a piecewise smooth boundary (i.e., Lipschitz), then the Neumann Laplacian and Robin Laplacian also have these proper-
tie\textsuperscript{\ref{23,24}}. We could even consider periodic boundary conditions for $\Gamma$. More generally we could take $\Gamma$ to be any compact manifold. This possibility will be discussed further on in this section. This widens the scope of the above subfield decomposition to include a huge number of different transverse geometries and boundary conditions. All that changes case-to-case are the eigenvalues $\lambda_j$ (and so the effective masses $M_j$) and the eigenfunctions $\psi_j(y)$ (and so the effective smearing functions $F_j(z)$).

One key difference between different boundary conditions is their allowance or disallowance of a “constant” eigenfunction with eigenvalue $\lambda = 0$, i.e. a zero mode. For instance, this will always happen in the Neumann case and never in the Dirichlet case. When there is a subfield with $\lambda = 0$ and when the $D+1$ dimensional field is massless, $M = 0$, then there can be a single massless subfield.

The relationship between the eigenvalues of the Laplacians and the geometry of $\Gamma$ deserves some further comment. In particular, any eigenvalue of the Robin Laplacian is lower and upper bounded by the corresponding eigenvalues (labeled by $j$) of the Neumann and Dirichlet Laplacian, respectively. This is a consequence of the Courant minmax principle \cite{23}. It further implies domain monotonicity for Dirichlet boundary conditions (however not for Robin and Neumann) so that $\lambda_j(\Gamma_1) \geq \lambda_j(\Gamma_2)$ if $\Gamma_1 \subset \Gamma_2$ \cite{21}. Moreover, while the distribution of the eigenvalues $\lambda_j$ is fixed by the shape of $\Gamma$ and the boundary conditions, the reverse is not true. These eigenvalues do not carry complete information about the shape of $\Gamma$ \cite{24} (one cannot always hear the shape of a drum). However, the works by Kempf et al. prove that the spectrum of the Laplacian does carry a great deal of information about this shape \cite{26,27}. A standard example of the relationship between the spectrum of the Laplacian and the shape of its domain is Weyl’s law \cite{25} \cite{28} which tells us that for large $j$ the eigenvalue $\lambda_j$ scales as

$$\lambda_j \sim 4\pi^2 \left( \frac{j}{V_d |\Gamma|} \right)^{2/d},$$

where $d = D - 1$ is the dimension of the domain $\Gamma$, $V_d$ is the volume of the unit-ball in $\mathbb{R}^d$ and $|\Gamma|$ is the $d$-dimensional volume of $\Gamma$.

Note that since $|\Gamma| \sim R^d$ (where we recall $R$ is the characteristic length scale of $\Gamma$) we have that $\lambda_j \sim R^{-2}$ for small $R$. Thus for all $j$ we have that $M_j \to \infty$ as $R \to 0$ (unless of course if $\lambda_j = 0$ and $M = 0$ such that $M_j = 0$). Then in the thin cavity limit, every subfield has an infinite effective mass (except for potentially one subfield with $M = 0$). If one is to take this limit, it must be handled carefully. In particular, approximating the probe’s interaction as being with a single 1+1 dimensional massless field becomes increasingly inappropriate as $R \to 0$.

This close connection between the effective mass of the subfields and the cavity’s geometry leads to the exciting possibility of extracting detailed geometric information from measurements of our probe. Given sufficient measurement data from a probe with a known shape, $F(y, z)$, but in an unknown geometry it is not unreasonable to imagine that we could extract from this data some approximate values for $M_j$ and $F_j(z)$. From these we can approximately determine $\lambda_j$ and $\psi_j(y)$ which together tell us approximately about the geometry of $\Gamma$ and its boundary conditions.

As an extreme (but hopefully delighting) example consider a cosmology with $d = D - 1$ compactified spatial dimensions and one extended spatial direction. The inhabitants of such a cosmos may be completely unaware of these compactified dimensions. Such inhabitants would likely interpret their particle physics experiments as indicating the existence of a finite collection of 1+1 dimensional fields with some distribution of masses. Once these inhabitants learn of the compactified dimensions (maybe taking inspiration from string theory) they can reinterpret these 1+1 dimensional fields as the subfields of a single $D + 1$ dimensional field. By noting the scaling of $M_j$ for high $j$ they could (by Weyl’s law) determine the number of compactified dimensions and the $d$-dimensional volume of $\Gamma$. By guessing the geometry of $\Gamma$ they would be able to predict the masses of new yet-to-be-discovered subfields (that they may perhaps call strings?).

Connecting back to quantum optics, this tells us that it may be possible to determine similar geometric information about a fiber optic cable from the response of a probe embedded in it. For instance, one could estimate the cross sectional area of the cable or detect slight imperfections in the cable’s shape.

### A. Example Geometries

For reference, we will now list the eigenfunction and eigenvalues of the Laplacian for several simple geometries and boundary conditions.

\textsuperscript{\ref{2}} Recall that the Dirichlet (Neumann, Robin) Laplacian, is the Laplacian restricted to operating on functions which obey Dirichlet (Neumann Robin) boundary conditions, i.e. acting only on functions which obey these boundary conditions. Functions which obey Dirichlet boundary conditions vanish on the boundary: $f(x) = 0$ on $\partial \Gamma$. Neumann boundary conditions are satisfied when the function has a derivative of zero at the boundary in the direction normal to the boundary. That is, Neumann boundary conditions are satisfied when $\partial_n f(x) = 0$ on $\partial \Gamma$, where $\partial_n$ is the directional derivative in a direction normal to the boundary. Robin boundary conditions are satisfied when a certain weighted sum of the function value and the normal derivative has a certain value along the boundary. That is, $af(x) + b \partial_n f(x) = c$ on $\partial \Gamma$ for some fixed $a$, $b$, and $c$.

\textsuperscript{\ref{3}} Note that although we focus here on only one extended longitudinal dimension, there is essentially no barrier to extending the results of our paper to cases with multiple extended spatial directions.
As we mentioned in Sec. III for a $d = D - 1$ dimensional rectangle, $\Gamma = [0, L_1] \times [0, L_2] \times \cdots \times [0, L_d]$, the eigenfunctions and eigenvalues of the Dirichlet Laplacian are
\[
\psi_{n_1, \ldots, n_d}(y) = \prod_{k=1}^{d} \sqrt{\frac{2}{L_k}} \sin \left( \frac{n_k \pi y_k}{L_k} \right),
\]
\[
\lambda_{n_1, \ldots, n_d} = \sum_{k=1}^{d} \left( \frac{n_k \pi}{L_k} \right)^2,
\]
for integers $n_k \geq 1$. The eigenfunctions and eigenvalues of the Neumann Laplacian in this geometry are
\[
\psi_{n_1, \ldots, n_d}(y) = \prod_{k=1}^{d} A(k, n_k) \cos \left( \frac{n_k \pi y_k}{L_k} \right),
\]
\[
\lambda_{n_1, \ldots, n_d} = \sum_{k=1}^{d} \left( \frac{n_k \pi}{L_k} \right)^2,
\]
for integers $n_k \geq 0$ and where $A(k, n)$ is $\sqrt{2/L_k}$ for $n \neq 0$ and $\sqrt{1/L_k}$ for $n = 0$.

For a disk with radius $R$ the eigenfunctions and eigenvalues of the Dirichlet Laplacian are
\[
\psi_{m\ell, r}(r, \varphi) = \frac{1}{\sqrt{\pi R} J_{m+1}(x_{m\ell})} \exp(i m \varphi) J_m(x_{m\ell} r/R),
\]
with eigenvalues $\lambda_{m\ell} = (x_{m\ell}/R)^2$ where $J_m$ is the $m$-th Bessel function and $x_{m\ell}$ is the $\ell$-th zero of the $m$-th Bessel function. Note that each of the above expressions (except for $m = 0$) gives us two eigenfunctions, namely its real and imaginary parts. The eigenfunctions and eigenvalues of the Neumann Laplacian for a disk can be found in [21].

The eigenvalues of the Dirichlet, Neumann and Robin Laplacians for an equilateral triangle and many other related geometries are known in closed form [30, 32].

Moreover, much is known about how the spectrum of the Laplacian changes under perturbations to the domain. In the case of Dirichlet boundary conditions, the perturbed spectrum converges to the original spectrum for a wide variety of deformations [21, 28, 33]. The Neumann Laplacian, on the other hand, can be very sensitive to general perturbations [33, 34] which makes numerical stability difficult. Indeed, on certain bounded domains the Neumann spectrum may not even be discrete [35].

V. SUBFIELD TRUNCATION AS A MODIFICATION OF PROBE SHAPE

The previous sections have discussed how we can (with no approximation) rewrite the interaction of a probe with a single $D + 1$ dimensional field into the interaction of a probe with an infinite collection of $1 + 1$ dimensional fields (which we called subfields). Under what conditions can we approximate this situation as a probe interacting with only one (or perhaps a few) subfields?

This approximation can be straightforwardly achieved by truncating the sum over $j$ in the interaction Hamiltonian Eq. (19) to include only $j \in J$ for some finite set of positive integers $J$. Crucially, this truncation is equivalent to modifying the probe’s smearing function as
\[
F(y, z) = \sum_{j=1}^{\infty} F_j(z) \psi_j(y) \to F^{(\text{TR})}(y, z) := \sum_{j \in J} F_j(z) \psi_j(y).
\]

A probe with such a truncated smearing function does not couple to subfields with $j \notin J$. This also means that we can truncate the field’s free Hamiltonian without further approximation. In other words, from the perspective of the detector, the subfields with $j \notin J$ are completely invisible. Therefore if we exclude them from the description of the field, any prediction on the detector will not be altered. In summary: the effects of subfield truncation can be understood entirely in terms of modifying the “shape” of the probe.

But how well can the truncation of the subfield sum describe the actual physics of a probe in a thin cavity? One may intuit that this truncation will be justified if the corresponding change of the probe’s shape, i.e.,
\[
\Delta F^{(\text{TR})}(y, z) := F(y, z) - F^{(\text{TR})}(y, z),
\]
is “small”. That is, if $F(y, z)$ and $F^{(\text{TR})}(y, z)$ are roughly the same. Let us proceed uncritically (without delving into what “small” means) temporarily and see what we find.

For a single subfield approximation to work we would need that $F(y, z) \approx F^{(\text{TR})}(y, z) = f(z) \psi_j(y)$ for some $f(z)$ and some $j$. That is, such an approximation would be justified only if the probe’s smearing function $F(y, z)$ is sufficiently “near” to a harmonic mode of the shape $\Gamma$ and “far” from all the other harmonic modes. Such a probe would need to have non-negligible spatial support over the whole cavity (since every harmonic mode of $\Gamma$ is supported over the whole cavity). However, smearing functions for realistic probes (e.g., atoms with shapes roughly given by atomic orbitals) look nothing like these harmonic modes, they are far too localized. By this argument it may seem that a single subfield approximation is never justified for realistic atomic probes.

Indeed, in quantum optics, atoms are taken to be extremely localized, often being modeled as point-like with $F(x) \approx \delta(x - x_0)$ for some $x_0$. In this case, the severity of above described issues are drastically increased. No probe can simultaneously be highly localized (be delta-like) and couple to exactly one subfield (be $\psi_j$-like). In order for a point-like approximation and a single-subfield approximation to hold simultaneously the probe’s smearing function would have to be simultaneously “close” to two very different spatial distributions: $f(z) \psi_j(y)$ and $\delta(x - x_0)$. If we compare these distributions with
the $L^2$ norm$^4$ these functions are infinitely far apart, $\|f(z)\psi_j(y) - \delta(x - x_0)\|_2 = \infty$. Moreover, with respect to the $L^1$ norm we have

$$\|f(z)\psi_j(y) - \delta(x - x_0)\|_1 = \|f(z)\psi_j(y)\|_1 + \|\delta(x - x_0)\|_1$$

since $f(z)\psi_j(y)$ has no “volume” over $x_0$. That is, these two distributions saturate the triangle inequality; they are as far apart as possible given their finite $L^1$ norms. Surely, the smearing function $F(x)$ cannot be simultaneously close to two such distant distributions. By this argument, it appears that the point-like approximation and the single subfield approximation are incompatible.

But surely this conclusion is suspect. In quantum optics it is common to take both the point-like approximation and the 1 + 1 dimensional approximation and nothing seems to go horribly wrong there. Indeed, as we will now discuss there is something subtly wrong with the above argument; in infinite dimensional vector spaces, the notions of “near” and “far” require careful qualification. Different norms do give radically different notions of what it means to be “far”. Above we saw that $f(z)\psi_j(y)$ and $\delta(x - x_0)$ are far apart with respect to both the $L^2$ and $L^1$ norms. However, before we started discussing distances in terms of the $L^2$ and $L^1$ norms, we should have asked, “why are these the relevant norms for the comparison in this particular physical scenario?” Indeed, what is a very different shape for our eyes (or for our mathematical intuition based on the $L^1$ and $L^2$ norms) may not be that different from the perspective of a detector coupling to the field.

More concretely, let us provide some quantitative analysis on how well the $L^2$ distance between the probe’s full and truncated functions captures the actual change in the probe’s dynamics. As a benchmark for the approximation, rather than relying on our own mathematical intuition to guess the appropriate metric, maybe it is more reasonable to simply consult the probe itself how bad the approximation is. To do this, we can compute the probe’s excitation and de-excitation probabilities due to its interaction with the field using either $F(y, z)$ or $F^{(tr)}(y, z)$. If this truncation does not affect these transition probabilities much, then we can say the approximation is good.

As an example, we take the probe to be a two-level system with free Hamiltonian $H_P = \hbar \Omega \sigma_z/2$ coupled to the field via

$$\hat{\mu}(t) = e^{i\Omega t} |e\rangle\langle g| + e^{-i\Omega t} |g\rangle\langle e|. \quad (30)$$

That is, $\hat{\mu}(t)$ mediates transitions between the probe’s ground state $|g\rangle$ and excited state $|e\rangle$ which have an energy difference $\hbar \Omega$. This is the most common implementation of the Unruh-DeWitt particle detector model$^{[11]}$.

$^4$ Recall that the $L^2$ norm of a function is the integral of the modulus square of the function. By contrast the $L^1$ norm is the integral of the modulus of the function.

The transition probabilities for such a probe are well known (see, e.g., [36]). To leading order in interaction strength $g$

$$P_{\pm} = g^2 \int dt \int dx \int dt' \int dx' (\chi(t) F(x) \chi(t') F(x')) \times e^{\mp i\Omega(t-t')} W(t, x, t', x'), \quad (31)$$

where $P_\pm$ is the probability for the probe to transition from the ground to excited state, $P_-$ is the probability for the probe to transition from the excited to the ground state, and where

$$W(t, x, t', x') := \text{Tr}(\hat{\rho}_v \hat{\phi}(t, x) \hat{\phi}(t', x'))$$

is the field’s Wightman (two-point) function with $\hat{\rho}_v$ being the initial field state.

To analyze the difference in detector response for the exact smearing and the truncated one, we evaluate the relative difference in the transition probabilities:

$$\delta P_{\pm} := \frac{|P_{\pm} - P_{\pm}^{(tr)}|}{P_{\pm}}. \quad (33)$$

This figure of merit is more appropriate to analyze how “blind” the detector is to the truncation of the smearing function. Indeed, it is built directly from the difference the truncation causes in the probe’s response. It also naturally takes into account the “contextual details” of the detector’s interaction (that is, the state of the field, and the coupling strength’s dependence on time).

In Fig. 2 we compare $\delta P_-$ with the relative $L^2$ error caused by the truncation

$$\delta_{L^2} = \frac{\|F(y, z) - F^{(tr)}(y, z)\|^2_2}{\|F(y, z)\|^2_2} \quad (34)$$

for a range of different field temperatures, coupling times and probe gaps. The relative error in $L^2$ distance (dashed) is insensitive to all of these parameters. However, as Fig. 2 shows, the relative error in $P_-$ is highly sensitive to the parameters. The number of subfields needed to accurately capture probe’s spontaneous emission is highly context dependent.

For instance, consider the case (yellow in Fig. 2) of $\hbar c \beta/\sigma = \infty$, $cT/\sigma = 1$, and $\sigma \Omega/c = 1$. In this case, approximately 30 subfields are needed for convergence of the spontaneous emission probability. Moreover, an error of $\approx 90\%$ is made by the single subfield approximation. If we increase the field temperature to $\hbar c \beta/\sigma = 0.1$ (green) then only 10 subfields are needed for convergence of $P_-$ and the single subfield approximation gives only a 40% error. In all cases, the $L^2$ overestimates the number of field modes needed for convergence and overestimates the errors of a few-subfield approximation. This reveals that while the $L^2$ norm of $\Delta F^{(tr)}(y, z)$ being small may be sufficient to justify truncating the number of subfields, it is apparently not necessary.
FIG. 2. The relative error in the probe’s smearing function measured via the $L^2$ distance ($\delta_{L^2}$) is plotted together with the relative error in the probability of spontaneous emission ($\delta_{P_\infty}$) as we increase the number of subfields considered. In the $x$-axis the subfields are ordered from lowest to highest effective mass (skipping those which the probe does not couple to out of symmetry, $F_i(z) = 0$). Here the probe’s smearing function, $F(y, z)$, is a Gaussian with standard deviation $\sigma = 1$ ($h = c = 1$) located in the center of the cavity. The probe’s switching function, $\chi(t)$, is Gaussian with standard deviation $T$. The cavity has a square cross-section $\Gamma = [0, 20\pi] \times [0, 20\pi]$ and length $L = 1000\sigma$ with Dirichlet boundary conditions. The field is massless and in a thermal state with inverse temperature $\beta$. Note that we only vary the switching function, the probe’s energy gap, and the field’s temperature. We do not change the smearing function or the cavity geometry such that, for all curves in the plot, $F(y, z)$ and $F^{(\text{TR})}(y, z)$ are identical.

Ultimately, the $L^2$ distance fails because it does not account for the context dependence of the validity of the few subfield approximation. Despite the failure of the $L^1$ and $L^2$ norms to predict when a single (or few) subfield approximation may be valid, we maintain our earlier claim that this approximation can be understood entirely in terms of modifying the shape of the probe. There must be some better context-sensitive norm with which we can appropriately judge the smallness of $\Delta F^{(\text{TR})}(y, z)$. Indeed, from Eq. (31) we can identify two such norms:

$$
P_{\pm}/g^2 = \|F||^2 := \int dx \int dx' K_{\pm}(x, x') F(x) F(x'),
$$

with kernels $K_{\pm}(x, x')$ given by

$$
K_{\pm}(x, x') := \int dt \int dt' \chi(t) \chi(t') e^{\mp iH(t-t')} W(t, x, t', x').
$$

These norms naturally take into account the probe’s switching function $\chi(t)$ and the state of the field through the field’s Wightman function, $W(t, x, t', x')$. Moreover, one can check that we have

$$
\frac{\|F(y, z) - F^{(\text{TR})}(y, z)\|^2_{\pm}}{\|F(y, z)||^2_{\pm}} = \frac{|P_{\pm} - P_{\pm}^{(\text{TR})}|}{P_{\pm}}.
$$

That is, the relative error in these new norms is exactly the relative error in the transition probabilities. This confirms that, ultimately, the way that the probe “sees” space (i.e., changes in shape) is through the $\|F||_{\pm}$ norms rather than through the $L^1$ or $L^2$ norms. This framing resolves the above raised issue: How can $F(x)$ be near to both $f(z)\psi_j(y)$ and $\delta(x - x_0)$ if they are so far apart? The answer is that $f(z)\psi_j(y)$ and $\delta(x - x_0)$ are not so far apart with respect to the norms which are actually relevant for the dynamics.

We can conclude that we have to consider the change of predictions of physical observables, as compared to norms that are insensitive to the physical process, if we want to evaluate the physical impact of truncating the number of subfields. In the next section, for a concrete example of a cavity geometry, we will see in more detail under what conditions the relative difference of transition probabilities is small.

VI. DIMENSIONAL REDUCTION FOR A CYLINDRICAL CAVITY

Let us further understand under what conditions the $1 + 1$ dimensional reduction is an adequate approximation through an example. Consider a cylindrical cavity of radius $R$ and length $L$ with Dirichlet boundary conditions.

The solution to the $3 + 1$ dimensional Klein-Gordon equation yields the following mode decomposition of the quantized scalar field,

$$
\hat{\phi}(t, r, \varphi, z) = \sum_{m=0, n, \ell=1}^{\infty} \left( u_{m\ell n} \hat{a}_{m\ell n} + u_{m\ell n}^* \hat{a}_{m\ell n}^\dagger \right),
$$

where the field modes satisfying Dirichlet boundary conditions are

$$
u_{m\ell n}(t, r, \varphi, z) = A_{m\ell n} e^{im\varphi} e^{-\omega t} \sin \left( \frac{n\pi}{L} z \right) J_m \left( \frac{x_{m\ell} r}{R} \right),$$

$$A_{m\ell n} = e^{1/2} \left( R \sqrt{L/\omega} J_{m+1}(x_{m\ell}) \right)^{-1},$$

$$\omega = c \sqrt{ \frac{x_{m\ell}^2}{R^2} + \frac{n^2\pi^2}{L^2} },$$

where (see Sec. [IV.A]) $x_{m\ell}$ is the $\ell$-th zero of the $m$-th Bessel function of the first kind, $J_m$. Note that the field modes are orthonormalized with respect to the Klein-Gordon inner product.

We assume a Gaussian detector spatial profile in all directions with central localisation at $z = L/2$, $r = 0$ of
the form:

\[ F(r, \varphi, z) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{r^2}{2\sigma^2} \right) \exp \left( -\frac{(z - \frac{L}{2})^2}{2\sigma^2} \right) \]  

(41)

which is \( L^1 \)-normalized for a detector strongly localized inside the cavity.

Following the procedure laid out in Section III, we can rewrite this scenario as one in which the probe interacts with an infinite number of 1+1 dimensional fields, which we call subfields. The transverse profiles of these subfields are given by [29]. Note that in this geometry the subfields are labeled by both \( m \) and \( \ell \). These subfields have effective masses, \( \omega_m := \frac{\hbar}{\epsilon} L^2 \epsilon_m = \frac{\hbar \omega_d}{\epsilon R} \), and mode decompositions,

\[ \hat{\phi}_{m\ell}(z, t) = \sum_{n=1}^\infty (\hat{u}_{m\ell,n}(z, t) \hat{a}_n + \hat{u}^*_{m\ell,n}(z, t) \hat{a}^+_n), \]  

(42)

where

\[ \hat{u}_{m\ell,n}(z, t) = \frac{\sqrt{\frac{\epsilon}{\omega L} \sin \left( \frac{n\pi}{L} z \right)}}{\sqrt{\frac{\omega L}{\epsilon}}} \]  

(43)

and

\[ \tilde{\omega} = \epsilon \sqrt{\left( \frac{M_m c}{\hbar} \right)^2 + \left( \frac{n\pi}{L} \right)^2}. \]  

(44)

Following the procedure around Eq. (20), we can determine how strongly the probe couples to each of these subfields. We find that the probe’s smearing function for the \( m \ell \) subfield is

\[ F_{0\ell}(z) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} e^{-\frac{(z - \frac{L}{2})^2}{2\sigma^2}} \]  

(45)

for \( m = 0 \) and \( F_{m\ell} = 0 \) for \( m \neq 0 \). Indeed, since our probe is placed on the axis of symmetry of the cavity, the probe does not couple to any of the subfields with \( m \neq 0 \). Later in this section we shall relax the condition that the probe is in the cavity’s center.

Consequently, the 3+1 dimensional theory decomposes into an infinite number of 1+1 dimensional massive theories as

\[ \hat{H}_t = \sum_{\ell=1}^\infty g(t) \int_0^L dz F_{0\ell}(z) \hat{\mu}(t) \otimes \hat{\phi}_{0\ell}(z, t) \]  

(46)

One may expect that truncating the infinite sum could yield a good approximation to the probe dynamics. In particular, the case analyzed in [17] is the special case where the sum is truncated to one subfield, i.e., the interaction is dimensionally reduced to a single 1+1 dimensional theory. Let us generalize these results by studying the speed at which the transition probability of the probe converges as we consider the effect of more summands in Eq. (46).

The number of excitations \( N_{\ell n} \) in modes \((\ell, n)\) of the 3+1 dimensional model to leading order in perturbation theory is for a Gaussian and a sudden box switching function, respectively, given by (analogous to the one in Appendix B.1 of [17]):

\[ N_{\ell n} = \frac{g^2 c^2}{R^2} \int_0^\infty dt \chi(t) e^{\pm \frac{\pi n}{L} z} \int_{R^3} d^3 x \frac{F_{0\ell}(z)}{\sqrt{\omega L}} \sin \left( \frac{n\pi}{L} z \right)^2 \]  

\[ = \frac{g^2 c^2}{R^2} \int_0^\infty dt \chi(t) e^{\pm \frac{\pi n}{L} z} \int_{R^3} d^3 x \frac{F_{0\ell}(z)}{\sqrt{\omega L}} \sin \left( \frac{n\pi}{L} z \right)^2 \]  

\[ = \frac{g^2 c}{R^2 L^2 \omega \pi^2} e^{-\frac{\pi^2 x^2}{4\sigma^2}} e^{-\frac{\pi^2 z^2}{L^2}} \frac{\sin^2 \left( \frac{\pi n}{L} z \right)}{\pi^2} \times \left\{ \begin{array}{ll}
2\pi T^2 e^{-T^2 (\pm \Omega + \omega z)^2}, & \chi(t) = \exp(-t^2/(2T^2))\\
2^{-1} \cos(T(t/\Omega + \omega z)), & \chi(t) = \theta(t) - \theta(t - T) \end{array} \right. \]  

(47)

where for the + sign the initial state of the detector is the ground state and with the - sign the detector is initially excited. Then the vacuum excitation probability \( P_+ \) and the spontaneous emission probability \( P_- \) are obtained via [17]

\[ P_\pm = \sum_{\ell,n=1}^\infty N_{\ell n} = \sum_{\ell=1}^\infty \frac{g^2 c}{\pi^2} e^{-\frac{\pi^2 M_\ell^2 c^2}{R^2}} \int_{x_0} e^{-\frac{\pi x^2}{4\sigma^2}} e^{-\frac{\pi^2 z^2}{L^2}} \frac{\sin^2 \left( \frac{\pi n}{L} z \right)}{\pi^2} \times \left\{ \begin{array}{ll}
2\pi T^2 e^{-T^2 (\pm \Omega + \omega z)^2}, & \chi(t) = \exp(-t^2/(2T^2))\\
2^{-1} \cos(T(t/\Omega + \omega z)), & \chi(t) = \theta(t) - \theta(t - T) \end{array} \right. \]  

(48)

where the 1+1 dimensional transition probabilities are defined as

\[ \hat{P}_\pm = \sum_{n=1}^\infty \frac{g^2 c}{\hbar^2 L^2 \omega \pi^2} e^{-\frac{\pi^2 x^2}{4\sigma^2}} e^{-\frac{\pi^2 z^2}{L^2}} \frac{\sin^2 \left( \frac{\pi n}{L} z \right)}{\pi^2} \times \left\{ \begin{array}{ll}
2\pi T^2 e^{-T^2 (\pm \Omega + \omega z)^2}, & \chi(t) = \exp(-t^2/(2T^2))\\
2^{-1} \cos(T(t/\Omega + \omega z)), & \chi(t) = \theta(t) - \theta(t - T) \end{array} \right. \]  

(49)

Therefore the 3+1 transition probability of a detector coupled to a single massless scalar field is recast as the infinite sum of 1+1 dimensional subfields with effective mass \( M_\ell = m_\ell / (cR) \) for the corresponding \( \ell \).

As the dimensional reduction is usually justified for one spatial dimension being much larger than the remaining dimensions, we will assume \( R \ll L \). Furthermore we assume \( \sigma/R \ll 1 \), i.e., the detector is localized far away from the cavity boundaries. Two things can be stated already: Firstly, as previously shown in [17], the factors in Eq. (48) multiplying the 1+1 dimensional contributions to the probabilities are non-negligible: it would be wrong to just model the long cavity starting from a 1+1 dimensional theory naively without doing the dimensional reduction. Note also that the dimensions for \( g \) are different when starting in one spatial dimension as opposed
FIG. 3. Relative difference $\delta P_2 (N_{\text{sub}})$ as a function of interaction time in terms of $\Omega T$ for Gaussian switching. Parameters are $L/R = 10^3$ and (a)-(f) $\sigma/R = 10^{-2}$; (g, h) $\sigma/R = 10^{-6}$. Most-Resonant subfield in (c,d) is $\ell = 1$; in (e,f) $\ell = 2$; in (g,h) $\ell = 3$; in (a,b) all subfields are off-resonant. Parameters in (a,b) simulate a super-conducting cavity; (g,h) an optical cavity. For vacuum excitation, the single-field approximation will be sufficient for sufficiently long times, depending on the factor $\hbar \Omega/(M_1 c^2)$. In the case of spontaneous emission, the resonant mode will not suffice even in the long-time regime. Here, it is necessary to add the low-mass fields below the mass of the resonance mode. In (g,h) we first added the resonance modes and subsequently added the fields from $\ell = 1$ with increasing $\ell$ to compute $\delta_l$. 
to the three-dimensional case. Secondly, the frequencies Eq. (44) become \( \tilde{\omega} \approx M_0 c^2 / \hbar \) when \( R \ll L \) for small enough \( n \). For those large masses it will be very energetically costly to excite the fields and this suggests that the high mass subfields (as compared to the other scales of the problem) will be frozen out and not contribute to the detector dynamics. We will see how this is the case below.

Considering the case of Gaussian switching first, Eq. (47) together with the assumption \( R \ll L \) imply that the decay of contributions of subfields is governed by

\[
e^{-\frac{\sigma^2 r^2}{2 T^2} e^{-T^2(\pm \Omega + \tilde{\omega})^2}} \sim e^{-\sigma^2 M_0^2 c^2 / T^2} e^{-T^2(\pm \Omega + M_0 c^2 / \hbar)^2} \tag{50}
\]

for \( cT / R \gtrsim 1 \), i.e., exponentially suppressed with the effective mass of the subfield. This suppression is lower bounded by the spontaneous emission scenario. Thus, we should expect that few subfields will be required for convergence, and that for vacuum excitations convergence sets in more quickly. However, when \( cT / R \ll 1 \), fast convergence in the number of subfields is only possible if Eq. (50) is negligible for all but a small set of subfields. For the case of spontaneous emission (the minus sign in front of \( \Omega \)) this happens only if \( T \Omega > \sigma / R \). In general, we expect thus the convergence in the spontaneous emission case to be slower than the vacuum excitation one.

To quantify the required number \( N_{\text{sub}} \) of subfields, i.e. how many 1+1 dimensional fields we need to consider for sufficient accuracy in the detector dynamics, we consider the relative difference between the exact transition probability and a truncated version with only \( N_{\text{sub}} \) summands as per Eq. (53). In this case, the relative difference can be written as

\[
\delta_{\text{rel}} (N_{\text{sub}}) = 1 - \frac{1}{P_{\pm}} \sum_{\ell=1}^{N_{\text{sub}}} P_{\pm} e^{-\sigma^2 M_0^2 c^2 / T^2}. \tag{51}
\]

In Fig. 3 we plot the relative difference as a function of \( \Omega T \) for different truncations of the sum in Eq. (51) and for different parameter configurations. In particular we consider numerical values exemplary of optical and superconducting cavities. We see that for vacuum excitations, as the evolution time becomes longer, the truncated sum of 1+1D terms approximates the exact calculation better. Indeed, for vacuum excitation processes, even a single-subfield approximation is valid for long times. That can be explained with (50) which suppresses higher order summands strongly with increasing \( \ell \). For spontaneous emission, however, the number of subfields is largely governed by being in resonance, i.e. \((\Omega - \tilde{\omega})^2 \) being close to zero. The determining parameter is \( \hbar \Omega / (M_0 c^2) \), i.e. the ratio of the detector’s transition energy to the mass of the least massive subfield. We find that for increasing values of \( \hbar \Omega / (M_0 c^2) \) the convergence for a fixed number of subfields becomes slower in time. In fact, even in the long-time regime one or a few subfields will not in general suffice for spontaneous emission probabilities if \( \hbar \Omega \) is large since more subfields will be close to resonance.

Let us consider now the Gaussian switching case with a pointlike probe

\[
F^\delta (r, z) = \frac{1}{2\pi r} \delta (r) \delta (z - L/2) \tag{52}
\]

such that \( F^\delta (r, z) \) is \( L^1 \)-normalized. Note that, unlike in [17]—which considered sudden switching—we keep the Gaussian switching for this pointlike limit.

The number of excitations can be obtained from (47):

\[
N^\delta_{\text{rel}} = \lim_{\sigma \to 0} N_{\text{rel}}. \tag{53}
\]

Therefore, the suppression factor in Eq. (50) becomes

\[
e^{-T^2(\pm \Omega + M_0 c^2 / \hbar)^2}, \tag{54}
\]

i.e. there is no longer a suppression factor due to the detector size. Nonetheless, since we chose \( \sigma = 10^{-2} R \) in Fig. 3, the dominant contribution to the decay of (50) came from the remaining exponential in (54)—at least in the long-time regime when \( \hbar \Omega \geq M_0 c^2 \). Therefore, we do not expect any qualitative differences in the number of required subfields for long times when comparing to the spatially extended case.

Finally, let us now examine the relative difference in the case of a Gaussian smearing but a sudden switching function (as opposed to the adiabatic Gaussian switching above, see Eq. (49)). As seen in Fig. 4, the transition probability presents oscillatory behavior as a function of \( \Omega T \). Therefore we expect that generally more subfields will be required for a true representation of the transition probability as compared to the Gaussian switching scenario. We find that, already far off-resonance, one needs more subfields as compared to the Gaussian switching case. We also see that the relative difference does not approach zero as a function of \( \Omega T \) for a fixed number of subfields, highlighting how the suddenness of the switching prevents a few-subfield approximation even in the long-time regime.

So far we have solely considered detectors that were positioned in the cavity’s center, canceling the contribution from any subfields with \( m \neq 0 \). We will now study the influence on the convergence of the subfield sum if we relax this assumption. Before that, let us look at the case where the detector is still centred on the axis of symmetry but not centered around \( z = L/2 \). If the detector is centred around \( z = z_0 \in (0, L) \) while still assuming that

---

6 This strong suppression is a consequence of the smooth Gaussian switching. As we will see, the suppression will not be as strong for any other switching as it goes with the Fourier transform of the switching function.
number of excitations in Eq. (47): We then have that the transition probability is obtained out loss of generality ($n_{\text{sub}}$) i.e. in general the even modes in action time in terms of $\Omega T$ for sudden switching and spontaneous emission. Parameters are $L/R = 10^3$, $\sigma/R = 10^{-2}$, $\hbar \Omega/(M_0 c^2) = 0.004$. As compared to the Gaussian switching, many more subfields are needed to reduce the relative difference. Note that since we consider $\hbar \Omega \ll M_0 c^2$, emission and excitation probabilities are near-identical and so we only plotted one transition process.

$$z_0 \gg \sigma \text{ and } L - z_0 \gg \sigma,$$ then we have to carry out the following replacement in Eq. (47)$$
\sin^2 \left( \frac{n \pi}{L} \right) \rightarrow \sin^2 \left( \frac{n z_0 \pi}{L} \right),
$$
i.e. in general the even modes in $n$ will not vanish. Nonetheless, the convergence in the number of subfields is not affected. If, however, we position the detector outside of the axis of symmetry of the cavity, for example, without loss of generality $(r, \varphi) = (r_0, 0)$, the spatial smearing [11] will read

$$F(r, \varphi, z) = e^{-\left(\frac{z - z_0}{2}\right)^2/2\sigma^2} \exp \left( -\frac{r^2 + r_0^2 - 2r_0r \cos \varphi}{2\sigma^2} \right).$$

We then have that the transition probability is obtained by Eq. (48) but making the following substitution in the number of excitations in Eq. (47):

$$e^{-\frac{\sigma^2 x_0^2}{\pi}} \rightarrow e^{-\frac{\sigma^2}{2\sigma^2}},$$

where $I_m$ is the modified Bessel function of the first kind, and the integral is generally non-zero for $m > 0$. The convergence in the subfield sum with $m > 0$ is subtle and depends on the specific parameters. In general, more than just the leading $m = 0$ subfield will be required. Hence it is reasonable to say that the analysis of particle detectors in the absence of axial of symmetry cannot be dimensionally reduced to the coupling with a few 1+1D subfields in general.

FIG. 4. Relative difference $\delta p_\pi(N_{\text{sub}})$ as a function of interaction time in terms of $\Omega T$ for sudden switching and spontaneous emission. Parameters are $L/R = 10^3$, $\sigma/R = 10^{-2}$, $\hbar \Omega/(M_0 c^2) = 0.004$. As compared to the Gaussian switching, many more subfields are needed to reduce the relative difference. Note that since we consider $\hbar \Omega \ll M_0 c^2$, emission and excitation probabilities are near-identical and so we only plotted one transition process.

Particularizing for experimentally meaningful scales

Through adequate choices of parameters we are able to examine general experimental setups such as superconducting and optical cavities. In particular, if we assume for a typical superconducting cavity a radius of $R = 1$ nm and a detector modelling a superconducting qubit of size $\sigma = 10 \mu m$ and energy gap $\Omega = 10$ GHz (see, e.g., [15]), the following relations hold: $\Omega \sigma = 10^{-4}$, $\Omega R = 10^{-2}$, $\sigma/R = 10^{-2}$. Similarly for an optical cavity of radius of $R = 0.1$ nm and a detector modelling an atom of size $\sigma = 0.1$ nm and energy gap $\Omega = 100$ THz, we get $\Omega \sigma = 10^{-5}$, $\Omega R = 10$, $\sigma/R = 10^{-6}$. The scales corresponding to these two experimentally relevant settings are included in the sets of parameters analyzed in Figs. 3 and 4 for illustration.

VII. CONCLUSIONS AND OUTLOOK

In this paper we show how, for the light-matter interaction, one can decompose a $D + 1$ dimensional quantum field inside a cavity into an infinite collection of $1 + 1$ dimensional quantum fields, which we call subfields. We have discussed this subfield decomposition in sufficient generality to apply to a wide variety of cavity geometries and boundary conditions. It is important to note that this subfield decomposition is exact, not an approximation. Using the subfield decomposition that we developed we were able to identify the proper dimensional reduction approximation as the approximation made by ignoring all but one of these subfields.

One first thing that we clarify is that a naive reduction of a very long, very thin cavity (the so-called the idealized optical fiber limit in previous literature [17]) to a massless 1+1 dimensional field in a cavity is not acceptable in most regimes. This is important because this kind of intuitive (but inaccurate) dimensional reduction has arguably been commonplace in the body of literature on the light-matter interaction.

One benefit of viewing dimensional reduction in this way is that we can now access a gradation of approximations by considering different numbers of $1 + 1$ dimensional subfields. This perspective also casts light on which features of the cavity’s geometry survive the dimensional reduction and how these features shape the effective $1 + 1$ dimensional subfields; A triangular cavity and a cylindrical one remain distinguishable in the dimensional reduction limit. In particular, each subfield has an effective mass which encodes information about the cavity’s transverse geometry. It can be a grave error to treat these effective $1 + 1$ dimensional fields as being massless.

Once we made this subfield decomposition, we then investigated exactly how a localized probe system couples to each of these subfields given how it is coupled to the $D + 1$ dimensional field. In particular, we have shown that the strength with which the probe couples to
each of these subfields is fixed entirely by the size and shape of the probe in the $D+1$ dimensional description. Thus, the dimensional reduction approximation (which takes the probe to couple to only one subfield) can be understood entirely in terms of making an approximation on the probe’s shape. Concretely, there are certain special probe shapes for which the probe literally does couple to only one subfield; if we can approximate the probe’s actual shape with one of these special shapes, the dimensional reduction will follow exactly. Thus the question becomes: when is this approximation of the probe’s shape justified?

As we have seen, this question is actually rather less trivial than it may sound: for the probe to couple to only one subfield, its transverse profile must be (very near to) one of the harmonic modes of the cavity’s transverse geometry. These harmonic modes have support over the full width of the cavity. But this is not the shape we typically associate with realistic probes (e.g., atoms). Indeed, realistic probes are typically modeled as being point-like, with a distribution (very near to) a delta-function. These two shapes (harmonic modes and delta-functions) are intuitively very different. However, can the probe’s shape be very near to both of them in some meaningful sense?

As we have discussed, a preconception that a delta function is ‘very different’ from a cavity transverse mode stems from the incorrect assumption that the $L^2$ or $L^1$ norms are the relevant measures of the difference of shape. Recall that our goal is to understand when a dimensional reduction approximation is justified from the perspective of the localized probe, not the human perception. That is, we are interested in the conditions under which only one of the subfields are relevant for the probe’s evolution.

Roughly, any given subfield might be irrelevant to the probe for one of three reasons: 1) this subfield has a high effective mass (due to the cavity’s transverse shape), or 2) it does not couple strongly to the probe (due to the probe’s size and shape), or 3) the time profile of the interaction strength suppresses the coupling to some of the subfields. For the dimensional reduction approximation to be justified, these three possibilities must conspire to allow us to eliminate all but one subfield from our consideration. That is, in order for us to justify a dimensional reduction approximation we must think carefully about not only the cavity’s shape, but also the shape of the probe within that cavity and its switching function (its “shape in time”). The relevant norm for judging how far apart a $1+1$ dimensional reduction is from the exact model must be sensitive to all of these contextual factors. We have derived such a context-sensitive norm, namely Eq. \( [35] \), by considering how changes in the probe’s shape affect its transition probabilities. This norm captures the way that the probe “sees” changes in shape. According to this new norm, a single harmonic transverse mode and the delta function are, in fact, not so far apart in many cases.

Thus to summarize, introducing the notion of a subfield decomposition we have identified the dimensional reduction approximation as corresponding to a certain change of the probe’s shape (i.e., its smearing function). Moreover, we have identified the physically relevant norm by which these changes in probe shape ought to be judged. To explore concretely when this approximation is justified we have provided a numerical study with typical setups in optical cavities and superconducting circuits in Sec. [VI]

We believe the tools in this paper can be adopted in quantum optics as a quantifiable standard by which dimensional reduction approximations are justified. Moreover, we believe that the connection between a cavity’s transverse geometry and the effective mass of the subfields deserves further study/application. For instance, in detecting the shape (or defects in the shape) of optical cavities: suppose that one has developed a protocol for estimating the masses of $1+1$ dimensional fields from measurements of localized probes coupled to these fields. This exact same protocol applied to localized probes in a $3+1$ dimensional cavity, for instance, would yield detailed information about the cavity’s transverse shape.
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