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ABSTRACT

There is a shortage of multi-wavelength and spectroscopic followup capabilities given the number of transient and variable astrophysical events discovered through wide-field, optical surveys such as the upcoming Vera C. Rubin Observatory. From the haystack of potential science targets, astronomers must allocate scarce resources to study a selection of needles in real time. Here we present a variational recurrent autoencoder neural network to encode simulated Rubin Observatory extragalactic transient events using 1% of the PLAsTiCC dataset to train the autoencoder. Our unsupervised method uniquely works with unlabeled, real time, multivariate and aperiodic data. We rank 1,129,184 events based on an anomaly score estimated using an isolation forest. We find that our pipeline successfully ranks rarer classes of transients as more anomalous. Using simple cuts in anomaly score and uncertainty, we identify a pure (≈ 95% pure) sample of rare transients (i.e., transients other than Type Ia, Type II and Type Ibc supernovae) including superluminous and pair-instability supernovae. Finally, our algorithm is able to identify these transients as anomalous well before peak, enabling real-time follow up studies in the era of the Rubin Observatory.
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1. INTRODUCTION

Wide-field, optical surveys such as the Asteroid Terrestrial-impact Last Alert System (ATLAS; Jedicke et al. 2012), the All-Sky Automated Survey for Supernovae (ASAS-SN; Shappee et al. 2014), the Panoramic Survey Telescope and Rapid Response System 1 (Pan-STARRS1; Chambers et al. 2016) and the Zwicky Transient Facility (ZTF; Bellm et al. 2018) have exponentially increased the discovery rate of new transient events that vary on day to year timescales. The upcoming Vera C. Rubin Observatory (Ivezic et al. 2019) and its decade-long Legacy Survey of Space and Time (LSST) will greatly accelerate this discovery rate to millions of new transients annually. However, a limited fraction (likely ≲ 0.1%) of all events can be followed up with dedicated spectroscopic and multi-wavelength campaigns. Identifying transients worthwhile of followup will be akin to finding needles in a haystack. Adding to the challenge, we will need to identify such events quickly to capture events pre- or near-peak to fully optimize the efficiency of follow-up campaigns.

Over the past few years there have been several initial efforts aimed at photometrically classifying transients to build pure samples of known transient classes (Boone 2019; Muthukrishna et al. 2019; Pasquet et al. 2019; Hosseinzadeh et al. 2020; Sanchez-Saez et al. 2020; Villar et al. 2020). However, even the rarest transients known today, like superluminous supernovae (SLSNe) and tidal disruption events (TDEs), will be discovered by the thousands in the era of LSST (e.g., Villar et al. 2018; Bricman & Gomboc 2020). Detection and classifi-
cation algorithms sensitive to anomalous transients are essential in order to discover unexpected and even rarer phenomena.

There is a growing literature on anomaly detection for astronomy applications. For supernova (SN) light curves, Ishida et al. (2019); Pruzhinskaya et al. (2019); Aleo et al. (2020); Martínez-Galarza et al. (2020) used isolation forests and active anomaly discovery on archival datasets. Convolutional autoencoders have recently been used to search for anomalies and glitches in gravitational wave time series (Morawski et al. 2021). In the broader machine learning literature, there has been increasing interest in active anomaly detection (Chalapathy & Chawla 2019). Typically these works focus on long and well-sampled, single channel time series with anomalous periods of activities (e.g., Zhang et al. 2019; Li et al. 2019), although some recent work has focused on multivariate series (Zhao et al. 2020). There has been limited focus on anomaly detection in irregularly sampled, aperiodic, multivariate time series.

In this paper, we focus on out-of-distribution anomalies, which appear distinct from all other known transients in some feature space. By taking a completely data-driven approach to anomaly searches, our algorithm is agnostic to physics and therefore sensitive to entirely unexpected phenomena. Our anomaly detection pipeline is based on a variational recurrent autoencoder neural network (VRAENN) with no physical priors, and we search the learned encoded space for out-of-distribution events. The paper is organized as follows. In §2 we review the PLAsTiCC dataset used for training and anomaly detection, and the breakdown of SN-like transients used in this study. In §3 we present our anomaly detection pipeline and the VRAENN architecture. We discuss our results in §4 and conclude in §5.

2. DATASET AND PREPROCESSING

In this study we use PLAsTiCC (Photometric LSST Astronomical Time-Series Classification Challenge), a simulation of three years of Rubin Observatory data that includes over 3.5 million transient events from eighteen unique physical classes, extending to a redshift of $z \approx 1.5$ (Allam Jr et al. 2018; Kessler et al. 2019). Each event is observed across six broadband filters (ugrizY) following the LSST observing strategy at the time the simulation was produced. Sample light curves are shown in Figure 1). Along with the light curves, PLAsTiCC provides metadata including the redshift, Milky Way reddening, physical parameters used to generate the model, and a realistic photometric redshift estimate (see Kessler et al. 2019 for details). For this observing strat-

- Normal Type Ia SNe arise from the thermonuclear explosions of carbon-oxygen white dwarfs. The models were generated using the standard SALT-II light curve models (Guy et al. 2007), conditioned on $\approx 500$ light curves from the Joint Lightcurve Analysis (Betoule et al. 2014). Type Ia SNe represent 54.2 percent of our dataset. We consider Type Ia SNe part of the majority classes.

- Type II SNe\(^2\) are the explosions of massive stars that have retained their hydrogen envelopes. They are often characterized by long plateaus in their optical light curves. The models were generated from SED templates (Kessler et al. 2010; Anderson et al. 2014; Galbany et al. 2016; Sako et al. 2018). Type II SNe make up 25.8 percent of our dataset. We consider Type II SNe part of the majority classes.

- Type Ibc SNe are core-collapse SNe of stars with stripped hydrogen (Ib) and helium (Ic) envelopes. The models were generated using a combination of MOSFIT (Villar et al. 2017; Guillochon et al. 2018) and SED templates (Kessler et al. 2010). Type Ibc SNe make up 5.8 percent of our sample. We consider Type Ibc SNe part of the majority classes.

\(^1\)https://www.kaggle.com/c/PLAsTiCC-2018
\(^2\)In the original version, PLAsTiCC grouped normal Type II SNe and Type IIn SNe into a single class. We separate these classes due to their distinct physical origins and unique light curves.
Figure 1. Sample grizY light curves of majority SN classes (Type Ia, Ibc, II). Bold lines represent the 2D Gaussian Process mean function, with shaded regions representing 68% confidence intervals. Even when entirely missing one or more bands, our method is able to produce reasonable interpolated light curves. Note that the y-axis, the magnitudes used to train the Gaussian Process, is designed such that the light curve tends to zero as the light curve approaches the survey magnitude limit.

- **Type I Superluminous SNe** (SLSNe) are luminous, hydrogen-free events thought to be powered by rapidly spinning, highly magnetized neutron stars. SLSN models were produced using MOSFiT (Guillochon et al. 2018; Nicholl et al. 2017; Villar et al. 2018). They make up 2.2 percent of our sample. We consider SLSNe to be members of the minority classes.

- **Type Iax** are irregular Type Ia SNe with typically lower luminosities and lower velocities compared to normal Type Ia SNe (Li et al. 2003). The models were generated using available data in the Open Supernova Catalog (Guillochon et al. 2017). Type Iax SNe make up 1.8 percent of our sample. We consider Type Iax SNe to be members of the minority classes.

- **Type IIn SNe** are core-collapse SNe mainly powered by the interaction of the SN ejecta with circumstellar material (CSM). The models were generated using MOSFiT (Villar et al. 2017; Guillochon et al. 2018; Jiang et al. 2020). Type IIn SNe make up 1.8 percent of our sample. We consider Type IIn SNe to be members of the minority classes.

- **Type Ia-91bg** are fainter, faster and redder Type Ia SNe that make up ≈ 20% of the volumetric Type Ia sample (Filippenko et al. 1992; Graur et al. 2017), and ≈ 3% of the observational sample (Li et al. 2011). The model light curves are based on the spectral energy distribution (SED) templates from Nugent et al. (2002). Type Ia-91bg SNe make up 1.2 percent of our sample. We consider Type Ia-91bg SNe to be members of the minority classes.

- **Tidal Disruption Events** (TDEs) result from the tidal disruption of stars by supermassive black holes (SMBH; Rees 1988). TDE models were generated using MOSFiT (Guillochon et al. 2018; Mockler et al. 2019) and make up 0.6 percent of our sample. We consider TDEs to be members of the minority classes.

- **Ca-rich Transients** (CARTs) are intermediate luminosity transients whose spectra appear rich in calcium (Kasliwal et al. 2012). CARTs are modeled using MOSFiT, assuming they are powered by the radioactive decay of $^{56}$Ni. We note that this is the same model used to generate Type Ibc SNe, but with a distinct parameter space. CARTs make up 0.31 percent of our sample. We consider CARTs to be members of the minority classes.

- **Intermediate Luminosity Optical Transients** (ILOTs) are transients that are brighter than novae but less luminous than SNe (Kasliwal 2012). In this case, we assume that ILOTs arise from CSM interaction with low-energy eruptions (or explosions) of massive stars. ILOTs have been modelled using MOSFiT (Guillochon et al. 2017; Villar et al. 2017; Jiang et al. 2020) and represent 0.08 percent of our sample. We consider ILOTs to be members of the minority classes.

- **Pair Instability Supernovae** (PISNe) are the explosions of low-metallicity massive stars...
(\(M_{\text{ZAMS}} \sim 130 - 260 \text{ M}_\odot\)) that reach core temperatures high enough to form electron-positron pairs (Kasen et al. 2011). Compared to normal core-collapse SNe, PISNe have high kinetic energies and larger ejecta masses. PISNe are modelled using MOSFiT assuming that they are powered by the radioactive decay of \(^{56}\text{Ni}\). PISNe make up 0.07 percent of our sample. We consider PISNe to be members of the minority classes.

- **Kilonovae** (KNe) arise from the formation of radioactive rapid neutron capture elements in binary neutron star (and potentially neutron star - black hole) mergers. The models are based on theoretical calculations (Kasen et al. 2017). There are only two KNe in our sample. KNe are dim and short-lived, making them nearly impossible for LSST to discover in the WFD strategy explored here. We consider KNe to be members of the minority classes.

- **Active Galactic Nuclei** (AGN) refers generally to galaxies with active SMBHs from accreting gas. AGN have a wide range of observed behavior, although typically they vary on timescales of weeks to years at the \(\lesssim 10\%\) level. AGN variability is modeled using a damped random walk as described in MacLeod et al. (2011). AGN make up 6.3 percent of our dataset. We note that AGN are the only class that is likely not representative of the true LSST datastream; AGN will be much more numerous, with likely millions in the complete sample. Many bright AGN (which are those represented in PLAsTICC) will be identified within the first year of LSST; however, transient bright flares will be of interest to the community (Graham et al. 2017). Because AGN are distinct from SN-like transients, we consider their effects separately in an Appendix.

The breakdown of the various classes is shown in Figure 2. The observational rates of each class are a combination of the volumetric rates (intrinsic rarity) and observational effects (e.g., luminosity function, duration). The breakdown used here is designed to match what is empirically expected from a wide-field survey such as LSST (see e.g., Perley et al. 2020; Villar et al. 2020). We note that this LSST cadence simulation detects just two KNe that pass our cuts in the simulated observations, highlighting the need for target-of-opportunity observations to better capture these rare events.

We define Type Ia SNe, Type II SNe and Type Ibc SNe together as the majority classes because together they make up the bulk of the dataset (\(\approx 86\%\)). We consider all other classes (excluding AGN) to be minority classes, with fraction of \(\lesssim 2\%\) of the sample.

We pre-process the data as follows. Following Villar et al. (2020), we scale the light curve magnitudes such that zero corresponds to the magnitude limit. This is to aid the Gaussian process interpolation (which will tend towards zero before and after the supernova). We correct the light curve of each event for time dilation and convert to absolute magnitudes based on the provided photo-\(z\) values (see Villar et al. 2020 for details). The photo-\(z\) values are based on host galaxy association, and use a color-matched nearest neighbor method presented in Graham et al. (2018). This method is trained on a realistic sample of galaxies that would have spectroscopic redshifts available. About 17% of the redshift estimates are outliers, defined as \(|z_{\text{true}} - z_{\text{phot}}|/(1+z_{\text{phot}}) > 3\sigma_{\text{IQR}}\) by Kessler et al. 2019, where \(\sigma_{\text{IQR}}\) is the typical error for galaxies near \(z_{\text{true}}\). We make no cuts on redshift uncertainty, and instead we account for redshift uncertainties via a simple Monte Carlo method discussed in §3.

We additionally correct the light curves for Galactic reddening, as outlined in Villar et al. (2020). Finally, we temporally shift each event such that the observed time of peak brightness (in any filter) is considered \(t = 0\). This means that as new data are taken during an event’s rise, the time of peak luminosity will continue to shift until the true peak luminosity has been observed or the event dims. For example, if a transient first peaks in \(g\)-
band 10 days post explosion and then reaches a brighter luminosity in r-band at 15 days post explosion, the peak used by the neural network will be at 15 days post explosion; this is independent of the bolometric peak luminosity. We find that this prescription of phase (versus, for example, time since first detection) leads to better performance in the autoencoder.

2.1. Interpolation using Gaussian Processes

The PLAsTiCC light curves are irregularly sampled across time and filters, with no more than one filter observed at any given time. For the architecture discussed below, we require a flux and error estimate for each filter at every observation time. To produce this information, we use a 2D Gaussian Process (GP) to interpolate the light curve over time and filter, with a multivariate Gaussian kernel described by:

\[
\kappa(t_i, t_j, f_i, f_j; \sigma, l_t, l_f) = \sigma^2 \times \exp \left[ -\frac{(t_i - t_j)^2}{2l_t^2} \right] \times \exp \left[ -\frac{(f_i - f_j)^2}{2l_f^2} \right]
\]

where \( f \) represents the six \((ugrizY)\) filters; \( l_t \) and \( l_f \) are characteristic correlation length scales in time and filter, respectively; and \( d(f_i, f_j) \) is the Wasserstein-1 distance between each filter’s normalized throughput which we optimize to each specific light curve. This choice in the distance metric loosely measures the similarity between two distributions. Mathematically, we treat each filter as a density function in wavelength. This distance metric is minimized when filters overlap and simplifies to difference between central wavelengths in the limit of infinitely narrow passbands.

The GP interpolation both accounts for and produces error estimates for each flux measurement. Flux uncertainties are utilized in both the encoding method and anomaly scoring steps of our algorithm (see §3) in order to make our algorithm robust to low-confidence outliers. Finally, we note that during testing we implemented a similar (though less physically motivated) interpolation scheme in Villar et al. (2020) and found that the interpolation methods led to visually similar light curves.

We implement the GP pre-processing using \texttt{sklearn}, optimizing each light curve independently via the \texttt{minimize} function from \texttt{scipy}, which uses the Broyden–Fletcher–Goldfarb–Shanno optimization algorithm (Fletcher 1986). Sample light curves are shown in Figure 1. Even in cases of poorly sampled light curves, or light curves in which a band is completely missing, the GP produces reasonable flux and error estimates across all filters.

We note that our GP utilizes the complete light curve for interpolation. In reality, only the light curve up to the most recent observation will be available in real time. One may be concerned that because our GP has been conditioned on the entire light curve, it has more information than what will be available for real-time usage. This likely has no effect on our results, as each observation heavily anchors the GP prediction (see Figure 1) and the learned GP kernel sizes are similar to our priors (see e.g., Villar et al. 2020 for typical SN values).

3. VRAENN: ARCHITECTURE, TRAINING AND ANOMALY DETECTION

Following pre-processing of the training set, our anomaly detection pipeline includes two steps. First, we learn an encoded form of each light curve by training a variational recurrent autoencoder neural network (VRAENN) on the full dataset. Then, we use an isolation forest to rank each light curve’s encoded form by an anomaly score. We utilize a simple Monte Carlo method to estimate the uncertainty on this score. In this section, we describe the VRAENN architecture, the training process, the isolation forest and our error estimation method. Our code, along with all chosen hyperparameters of our model, is available via Github\(^3\).

Our novel VRAENN architecture is well-suited to the problem of searching for unknown, anomalous transients. While more traditional feature extraction via model-fitting (e.g., Villar et al. 2019; Hosseinzadeh et al. 2020) or using pre-defined quantities (Boone 2019) has been successful for classification, dozens of features are required. We want to avoid searching for anomalous events in high-dimensional data, in which distance metrics are more challenging to meaningfully define (Liu et al. 2012). Additionally, the VRAENN architecture is built without any physical models, meaning that it is sensitive to new and unexpected physical processes, which are observationally distinct from known transients.

The architecture specifically used here has three additional benefits: (i) The ability to handle unevenly sampled light curves across filters and time using recurrent neurons; (ii) the ability to produce extrapolated and interpolated light curves; and (iii) an insensitivity to noisy data and spurious outliers due to the variational architecture and error estimation.

The VRAENN architecture, based on the model presented in Villar et al. (2020), uses recurrent neurons to read in the GP light curve and estimated errors, and encodes this light curve as a vector. This is achieved by encoding the light curve into a series of smaller matrices.

\(^3\) https://github.com/villrv/vraenn
Figure 3. Summary of our anomaly detection pipeline. (1) We interpolate each $ugrizY$ light curve using a 2D Gaussian process. (2) We train the variational recurrent autoencoder in an unsupervised manner. Light curves are represented as a time series, in which each epoch is represented by 11 features: 6 flux values, 6 estimated error values, and one time. This time series (consisting of $N$ points) is encoded. The encoding layer is repeated $N$ times, each time appended with the associated time value. We use this network to encode each light curve. (3) We use an isolation forest to assign an anomaly score for each light curve using the encoded vectors. The isolation forest is represented here in one subspace of the encoded space, with anomalous events highlighted as purple stars.

until the information reaches a small bottleneck layer of size $1 \times 10$. This is an unoptimized choice of size, although Villar et al. (2020) found a similar result after a hyperparameter search of a similar architecture. This layer is known as the encoded layer, and the layers preceding it are known as the “encoder”. Each of these layers uses gated recurrent unit (GRU) neurons with a combination of hyperbolic tangent, sigmoid, relu and linear activation functions. The GRU is memory-efficient version of the Long short-term memory, the standard for RNNs (Cho et al. 2014).

Rather than using a static vector as a bottleneck, our VRAENN learns a distribution of encoding vectors. In particular, the encoding layer consists of two vectors: one that represents the mean of a multivariate Gaussian (MVG) and one that represents its diagonal covariance matrix. For each SN passed into the VRAENN, we randomly select an encoding from the MVG defined by this learned mean and variance. The “variational” aspect of our architecture refers to this process of learning a distribution of encodings rather than a singular encoding. This is helpful in generating a smooth encoding space,
in which most events will cluster, allowing us to more easily pick out anomalous events.

Before being passed into the second half of the autoencoder (the “decoder”), the encoded layer is repeated $N$ times, with each time appended as a phase relative to maximum light. This can be thought of as evaluating a SN model at specific times, where the model is specified by 10 free parameters, with an 11th parameter specifying the time. The unique repeat layer of our architecture allows us to evaluate the light curve at times not included in the real data; i.e., interpolating and extrapolating the light curve if desired (although this feature is not used in this work).

The decoder then produces the light curves at the $N$ times specified in the repeat layers. As with the encoder, the decoder uses GRU neurons with hyperbolic tangent activation functions. Figure 3 illustrates our full pipeline, including a schematic of the neural network architecture used. The VRAENN is optimized using a loss function combining the log of the weighed mean squared error and the standard Kullback–Leibler (KL) divergence (which measured how well our MVG represents our latent variable space):

$$L = \log \sum_{i=1}^{N} \frac{\left[ F_{i, \text{True}}(t, f) - F_{i, \text{Predicted}}(t, f) \right]^2}{N}$$

$$+ \sum_{i=1}^{N} -0.5 \left( 1 + \log(\sigma_i^2) - \mu_i^2 - \sigma_i^2 \right)$$

We minimize the loss function using the Adam optimizer (Kingma & Ba 2014) with standard learning parameters, $\alpha = 10^{-4}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$ using Keras (Chollet et al. 2015) with a TensorFlow backend (Abadi et al. 2016). We train our VRAENN on 1% of the sample (12,159 events), reflecting (for example) the small dataset that will be available within months of LSST coming online.

A sampled subspace of our encoding vectors is shown in Figure 4. The majority of events cluster near zero, with anomalous events (like SLSNe) forming a cloud outside of the main distribution.

3.1. Scoring Anomalies with an Isolation Forest

Once our VRAENN is trained, we can encode any PLAsTiCC light curve, partial or complete, as a $1 \times 10$ vector. We then pass these encodings into an isolation forest (Liu et al. 2012). The isolation forest works by generating a series of decision trees over a random subset of attributes. Each tree recursively splits the set. Out-of-distribution anomalous events will be isolated with very few splits, while an average event will cluster with similar events, even after many splits. The number of splits is inversely related to an anomaly score. For the sake of interpretability, we then convert this raw score to a percentile. We use sklearn to implement the isolation forest, using 1000 base estimators.

We identify several sources of possible error in the anomaly score:

- Flux uncertainty due to Poisson noise. This is provided by PLAsTiCC as a standard deviation for each flux measurement.
- Uncertainty in the flux estimates from the GP, which is also estimated by the GP.
- Photometric redshift error, reported as a standard deviation. This affects the entirety of the light curve as both an overall multiplicative flux term and a time dilation adjustment.
- Model uncertainty from the neural network converting the light curve into an encoded vector.

We account for the first three using a simple Monte Carlo method. For each transient, we generate 10 light curves that have photo-z and flux values drawn from Gaussian distributions described by the reported mean and errors. We do not account for noise from the neural network itself, which could be accomplished via an ensemble of networks. We find that, in general, the error estimated from this method is sufficient to eliminate anomalous events arising from poor data quality and incorrect photo-z estimates by making a cut on the anomaly score uncertainty.

We show how the anomaly score uncertainty changes as a function of both time and number of data points in Figure 5. We first examine how the error changes as a function of number of observations. The error grows until the light curve reaches $\approx 3$ observations and then decreases. The error is initially small because the autoencoder, with limited information, returns the mean encoding vector from the training set (i.e., only one number is needed to encode a single observation). These light curves are not flagged as anomalous. However, once the light curve reaches a sufficient number of data points, the fractional uncertainty follows the expected trend of decreasing with increasing number of observations. When translated into fractional error versus time, the fractional error rises near peak (where most light curves have few data points) and declines at late times.
Figure 4. Scatter plot of representative encoding space for various classes. Events with high anomaly scores are shown as stars. Most events cluster near the origin, while more anomalous classes are seen as clouds outside the main distribution. The anomalous Type Ia, Ibc and II SNe are those with incorrect photo-$z$ estimates.

Figure 5. Time evolution of the relative anomaly score error for a representative subsample of our test set. In the upper panel, relative errors are low before peak luminosity and subsequently rise; however, the lower panel reveals that the relative error drops with increased number of data points.

Our anomaly classification algorithm generates a ranked list of anomalous events given the full dataset. We are interested in which events the anomaly detection pipeline ranks highly, but we are also interested in understanding when and why an event becomes anomalous.

We first explore the anomaly scores of the full test set. In Figure 6, we show the cumulative distribution function (CDF) for each class in our set. Even for events that would not be labelled as anomalous by our pipeline, the anomaly score distribution matches expectations. Type Ia-like SNe (including 91bg, Iax) are the least anomalous on average. Type Ibc SNe and TDEs are largely distributed evenly across scores, with a slight tail at the upper end. While Type II SNe are, on average, more anomalous, only a small fraction have high anomaly scores. CARTs and Type IIIn SNe are also more anomalous on average. PISNe, SLSNe, ILOTs and AGN most drastically cluster at the high end of anomaly scores, indicating that they are the most likely to be classified as anomalies with our algorithm. Only two KNe were in our sample; both had moderately high anomaly scores around the 80th percentile. Reassuringly, the events which prefer higher anomaly scores do not cluster in
Figure 6. CDF of anomaly score for various classes of transients. PISNe, SLSNe, ILOTs, KNe and AGN are clustered towards the high end of anomaly score.

any obvious section of observational phase space (e.g., luminosity or duration), implying that our VRAENN has picked up on more fundamental features.

In practice, we will be limited to a small fraction (≈0.1%) of the LSST transients for follow-up. We therefore investigate several thresholds on the anomaly scores and uncertainties to search for anomalous events. The results presented here are summarized as histograms of anomaly sample breakdown and abundances in Figure 7. In short, our anomaly sample is pure, with ≤10% contamination from majority (Type Ia, Ibc, and II SNe) classes. The anomaly sample significantly over-represents minority classes.

Many of the non-anomalous transients (e.g., Type Ia SNe) with high anomaly scores have fractional uncertainties on the anomaly scores of $\sigma_A/A \gtrsim 0.1$ (due to large uncertainties on photo-$z$ estimates). We first make a strict cut on the full sample, looking only at events in the top 90, 95, and 99 percentile of anomaly scores, and with $\sigma_A/A < 0.01$. Within these cuts, we find that SLSNe make up a majority of the remaining sample. For the 95 percentile cutoff, the anomalous SLSNe that pass our cut make up ≈5% of the original sample. In contrast, just 0.03% of the original input sample for Type Ia and Type II SNe remain in our 95 percentile anomaly score cutoff. In other words, our 95 percentile cutoff removed 95% of the SLSN sample, but removed 99.97% of the Type Ia and Type II SNe samples (leading to SLSNe being over-represented in the anomalous sample by a factor of about 4.5). Similarly, PISNe make up a small fraction (≈1%) of our anomalous sample, but we retain ≈5% of the original sample in the 95 percentile cutoff. The results are similar for higher percentiles, with an even larger bias towards the more anomalous classes. This is highlighted as an abundance measurement in Figure 7.

We then explore a higher cutoff in anomaly score fractional error, keeping events with $\sigma_A/A \lesssim 4 \times 10^{-4}$ (a threshold chosen by hand to maximize the ratio of rare events, shown in the right-most column of Figure 7). Even without cuts on anomaly score itself, SLSNe dominate the sample, followed by PISNe and Type Ia-like SNe.

Noting that stringent cuts in anomaly score uncertainty lead to pure samples of minority classes, we investigate if incorrect photo-$z$ estimates are responsible for false positive detection of anomalous events in majority classes. We find that removing events with $|z_{\text{phot}} - z_{\text{true}}|/z_{\text{true}} > 2$ does improve the purity of anomalous samples for cuts with $A > 99\%$ and $A > 99.9\%$, although has a lesser effect for $A > 95\%$ cut. For all cuts, we find that removing events with incorrect photo-$z$ estimates drastically decrease the number of Type Ia SNe which pass our anomaly thresholds. For example, in the $A > 95\%$ sample, the sample fraction of Type Ia SNe drops from ≈10% to ≈3%. Reducing the number of outlier photo-$z$ estimates in LSST will likely substantially improve the purity of our anomaly sample.

We investigate why some Type Ia SNe are within the most anomalous events even with stringent cuts on anomaly score and uncertainty. All of the events which pass our 99% cutoff for anomaly score have catastrophically incorrect photo-$z$ values. Specifically, we find that these events are typically injected at relatively low redshifts ($z_{\text{true}} \lesssim 0.05$) yet have reported photometric redshifts $z_{\text{phot}} \approx 2$ with small reported uncertainties—again highlighting the need for reliable photo-$z$ estimates.

Our anomaly detection algorithm is biased towards bright events, which begs the question: Is our algorithm making a trivial cutoff on luminosity to search for anomalies? We test this hypothesis by making such a cut. We rank each event by peak luminosity (in any filter). If we keep the top 1% of brightest events, 50% of the sample is made up of Type Ia SNe and only ≈4% are SLSNe. We can further make a cut on photometric redshift uncertainties. Even with extremely aggressive cuts ($\sigma_z/z < 0.05$) which remove 99.99% of the sample, only ≈10% of the sample are SLSNe. The plurality, ≈40%, are Type Ia SNe. Our detection algorithm, although biased towards brighter events, is sensitive to all outliers regardless of luminosity.

4.1. Anomaly Detection in Live Streaming Data
Our analysis thus far has focused on the full light curves, rather than real time followup. We next turn to how the anomaly scores evolve over time for a representative subsample of $\approx 10^6$ SNe. As shown in Figure 5, most events are identified near peak luminosity ($t \approx 0$). We focus on how anomaly scores vary for the majority classes versus the minority classes. Events from the minority classes are much more likely to be triggered as anomalous before peak. In our representative sample, $\approx 60\%$ of Type Ia/Ibc/II SNe identified as anomalous are first marked as such after peak magnitude. Type Ia and Type Ibc SNe are typically flagged just around peak, while Type II SNe are flagged, on average, about a week post-peak. In contrast, $\approx 65\%$ of anomalies from minority classes are identified as anomalous before peak. They are flagged, on average, about one week before peak. However, short-lived anomalous transients (such as ILOTs and CaRTs) are flagged around or post-peak.

We visualize our findings for a representative sample of transients in Figure 8. The background histogram of the vector plot in Figure 8 shows the overall density of the anomaly scores over time. Most curves have just a few points around $t = 0$ and have low anomaly scores. The arrows show that the anomaly scores typically rise before peak but plateau after peak. This implies that, on average, the scores are steady post-peak.

Finally, we investigate if light curves often begin as anomalous and then drop to less anomalous over time. For this test, we use a 99th-percentile cutoff in anomaly score. We show a selection of representative anomaly curves over time in Figure 8; in this figure, grey curves are SNe which never reach the anomaly threshold; blue curves are members of the minority classes which reach the anomaly threshold; and orange curves are members of the majority classes which reach the anomaly threshold.

Light blue/orange curves represent members of the minority/majority classes which reach the anomaly threshold but drop below threshold before the end of the event. In contrast, dark curves are those which remain anomalous until the end of the event. We find that about $7\%$ of events reach this threshold at least once (with, by definition, $1\%$ remaining anomalous by the final observation). As previously mentioned, we find that members of the minority classes are typically flagged as anomalous before peak, while members of the majority classes are flagged after peak; this is regardless of whether or
not those events drop below the anomaly threshold by the final observation. The fact that the minority classes are flagged before peak is useful in practice, as we are much more likely to follow events caught before peak luminosity.

5. CONCLUSIONS

We presented an anomaly detection pipeline for SN-like transients in an LSST-like data stream. We re-purpose the PLAsTiCC dataset to train and test our algorithm, allowing us to analyze the how, why, and when events are tagged as anomalous. Our key results are as follows:

- We present a novel variational recurrent autoencoder neural network architecture that encodes SN-like light curves in real time into a low-dimensional vector. We train this neural network on 1% of 1,129,184 events from the PLAsTiCC dataset.
- We pair this neural network with an isolation forest to assign every transient an anomaly score. We use a Monte Carlo method to estimate our uncertainty on this score.
- We examine the efficacy of our algorithm through a series of percentile and uncertainty cuts. We find that our algorithm is successful in identifying anomalous classes, especially luminous events.
- We find that our algorithm is often limited by the photometric redshift estimate. Catastrophically incorrect redshift estimates of Type Ia SNe are especially challenging to remove from our anomaly samples.
- We find that members of minority classes (i.e., SNe which are not Type Ia, Type Ibc or Type II) are likely to be identified before peak luminosity. In contrast, erroneously flagged members of the majority classes are more likely to be flagged post-peak.

Much is left to be done to sufficiently prepare for the deluge of data which will come in the new era of the Rubin Observatory. This algorithm must be tested on real data with an active follow up campaign. Furthermore, it is possible to use the anomaly score designed here in classification methods to increase the purity of rare transient samples at the cost of completeness.
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Figure 9. Top row: Breakdown of anomalous events, given the cuts listed in each panels. Cuts are identical to those of Figure 7, but now include AGN. AGN dominate the samples in all cuts. Bottom row: Relative abundance of anomaly samples shown in top rows. AGN are, like members of the minority class, highly over-represented in the anomaly sample.

APPENDIX

Here we investigate the AGN included in the PLAsTiCC simulation. In Figure 9, we show the same anomaly samples shown in Figure 7 but including AGN. AGN dominate the anomaly sample in all cuts. Our algorithm over-represents AGN in our anomaly sample at the same rate as SLSNe and PISNe.

However, this is not likely not representative of reality. The PLAsTiCC AGN are generated via a damped random walk with a structure function to define the correlation between each filter, as described in MacLeod et al. (2011). We find that, amongst the AGN identified as “anomalous” in this study, all AGN have at least 20 data points spanning at least 60 days in duration. These events would very likely be identified as AGN via other classification methods, and be removed from our anomaly datastream. These events are an example of a simple anomaly detection, in which simple filters would likely also pick them out as distinct from SNe (see a summary of similar pitfalls in Wu & Keogh 2020).

Finally, we note that being able to identify AGN in the LSST datastream is an open problem (Shemmer et al. 2018). At first glance, our algorithm is seemingly very successful at identifying AGN; however, these are likely AGN which will be quickly identified by other means. Future studies will need to identify extreme outbursts of AGN (not explicitly simulated by PLAsTiCC) and AGN with substantial dust extinction (likely not identified in the LSST alert stream unless they undergo a significant outburst). Searching for these elusive AGN continue to be an open problem which require further development of specialized classification methods.