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Abstract

In this work, we consider the fractional Stefan-type problem in a Lipschitz bounded domain $\Omega \subset \mathbb{R}^d$ with time-dependent Dirichlet boundary condition for the temperature $\vartheta = \vartheta(x,t)$, $\vartheta = g$ on $\Omega \times ]0,T[$, and initial condition $\eta_0$ for the enthalpy $\eta = \eta(x,t)$, given in $\Omega \times ]0,T[$ by

$$\frac{\partial \eta}{\partial t} + \mathcal{L}_A \vartheta = f$$

with $\eta \in \beta(\vartheta)$,

where $\mathcal{L}_A$ is an anisotropic fractional operator defined in the distributional sense by

$$\langle \mathcal{L}_A u, v \rangle = \int_{\mathbb{R}^d} AD^s u \cdot D^s v \, dx,$$

$\beta$ is a maximal monotone graph, $A(x)$ is a symmetric, strictly elliptic and uniformly bounded matrix, and $D^s$ is the distributional Riesz fractional gradient for $0 < s < 1$. We show the existence of a unique weak solution with its corresponding weak regularity. We also consider the convergence as $s \uparrow 1$ towards the classical local problem, the asymptotic behaviour as $t \to \infty$, and the convergence of the two-phase Stefan-type problem to the one-phase Stefan-type problem by varying the maximal monotone graph $\beta$.
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1 Introduction

The classical Stefan problem, in an open bounded Lipschitz domain $\Omega \ni x = (x_1, \ldots, x_d)$ and for time $t \in [0,T]$, can be formulated in $Q_T = \Omega \times ]0,T[$ by an evolution equation involving a subdifferential operator

$$\frac{\partial}{\partial t} \beta(\vartheta) - D \cdot (AD \vartheta) \ni f,$$

where $\vartheta(x,t)$ is the temperature, $D$ is the gradient, $A = A(x)$ is a symmetric, strictly elliptic and bounded matrix, and $\beta$ corresponds to a maximal monotone graph, such that $\beta(r) = b(r) + \lambda \chi$ for $\chi \in H(\vartheta)$ for the maximal monotone graph $H(r)$ associated with the Heaviside function, i.e. $H(r) = 0$ for $r < 0$, $H(r) = 1$ for $r > 0$, $H(0) = [0,1]$, and $b$ a given continuous and strictly increasing function, $\lambda > 0$ (see Figure 1) with inverse $\gamma = \beta^{-1}$ satisfying $\lim_{r \to +\infty} \gamma(r) = +\infty$ and $\lim_{r \to -\infty} \gamma(r) = -\infty$ for the two-phase problem and $\gamma(r) = 0$ for $r \leq \lambda$ for the one-phase problem. The notation $\beta(\vartheta)$ should be understood as follows: there exists a section $\eta$ of the multifunction $\beta(\vartheta)$ which satisfies the required conditions. In turn, $\vartheta$ is easy to recover from $\eta$ since $\beta^{-1} = \gamma$ is a single-valued mapping. For works on the variational formulation of the
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Figure 1: The maximal monotone graphs $\beta$ as the inverse of the continuous monotone functions $\gamma = \beta^{-1}$ in the case of the II phases and the I phase Stefan problems.

classical Stefan problem, see for instance [38], [31], [28], Chapter V.9 of [33], Section 3.3 of [35], [19], [50], [40], [41] and [52].

We can also consider the one-phase problem (I) as the limit of the two-phase problem (II). Indeed, physically, for large Stefan number, the liquid phase only contributes exponentially small terms to the location of the solid–melt interface. Therefore, at times close to complete solidification, the temperature in the liquid essentially vanishes and the two-phase problem reduces to the one-phase problem. For more detailed discussions, see [37]. See also [49] for the one-dimensional case in the classical setting $s = 1$.

Here, we consider the corresponding fractional Stefan-type problem, given in $Q_T$ by

$$\frac{\partial}{\partial t}\beta(\varphi) + \mathcal{L}_A\varphi \ni f,$$  \hspace{1cm} (1.2)

where $\mathcal{L}_A = -D^s \cdot AD^s$ is a non-local operator defined with the distributional Riesz fractional derivatives, with anisotropy given by a measurable matrix $A = A(x)$, which is symmetric, strictly uniformly elliptic and bounded independent of time satisfying

$$a_s |z|^2 \leq A(x)z \cdot z \leq a^* |z|^2$$  \hspace{1cm} (1.3)

for almost every $x \in \mathbb{R}^d$ and all $z \in \mathbb{R}^d$. Then, the classical problem (1.1) corresponds to the case $s = 1$, i.e. (1.2) with the operator $\mathcal{L}_1$, where $D^1 = D$.

The operator $\mathcal{L}_A$ can be viewed as an anisotropic generalisation of the fractional Laplacian. Indeed, following the works of Silhavy [47], Shieh-Spector [45–46] and Comi-Stefani [16–17], the Riesz fractional $s$-gradient $(D^s)$ and the $s$-divergence $(D^s \cdot \Phi)$ are defined in integral form for sufficiently regular functions $u$ and vector fields $\Phi$, respectively, by

$$D^s u(x) := c_{d,s} \int_{\mathbb{R}^d} \frac{u(x) - u(y)}{|x - y|^{d+s}} \cdot \frac{x - y}{|x - y|} \, dy$$

and

$$D^s \cdot \Phi(x) := c_{d,s} \int_{\mathbb{R}^d} \frac{\Phi(x) - \Phi(y)}{|x - y|^{d+s}} \cdot \frac{x - y}{|x - y|} \, dy,$$

where $c_{d,s} = 2^s \pi^{d-s} \frac{\Gamma(\frac{d+s}{2})}{\Gamma(\frac{d-s}{2})}$. Then, in the distributional sense, it is well-known that

$$-D^s \cdot D^s u = (-\Delta)^s u$$
for \( u \in C^\infty_c(\Omega) \) (see for instance, [45, 47]), where \((-\Delta)^s\) is the fractional Laplacian defined as

\[
(-\Delta)^s u(x) = 2^{2s} \pi^{-\frac{d}{2}} \Gamma\left(\frac{d+2s}{2}\right) P.V. \int_{\mathbb{R}^d} \frac{u(y) - u(x)}{|x-y|^{d+2s}} \, dy \quad \text{for } 0 < s < 1.
\]

Furthermore, we have the convergence of the fractional derivatives to the classical derivatives as \( s \to 1 \), i.e.

\[
D^s u \to Du,
\]

as in Comi-Stefani [10], Bellido et al. [7] and Lo-Rodrigues [36], for \( u \in H^1(\mathbb{R}^d) \) and \( u \in H^1_0(\Omega) \).

In this work, we are concerned with the classical fractional Sobolev space \( H^s_0(\Omega) \) in a bounded domain \( \Omega \subset \mathbb{R}^d \) with Lipschitz boundary, for \( 0 < s < 1 \), defined as

\[
H^s_0(\Omega) := \overline{C^\infty_c(\Omega)}^{\| \cdot \|_{H^s}} ,
\]

where \( u \) is extended by 0 in \( \mathbb{R}^d \setminus \Omega \), so that this extension is also in \( H^s(\mathbb{R}^d) \). By the classical fractional Poincaré inequality (see Lemma 2 below), we shall consider the space \( H^s_0(\Omega) \) with the following equivalent norm

\[
\| u \|_{H^s_0(\Omega)}^2 = \| D^s u \|_{L^2(\mathbb{R}^d)}^2.
\]

We subsequently denote the dual space of \( H^s_0(\Omega) \) by \( H^{-s}(\Omega) \) for \( 0 < s \leq 1 \). Then, by the Sobolev-Poincaré inequalities, we have the compact embeddings

\[
H^s_0(\Omega) \hookrightarrow L^q(\Omega), \quad L^q(\Omega) \hookrightarrow H^{-s}(\Omega) = (H^s_0(\Omega))^\prime
\]

for \( 1 \leq q < 2^* \), where \( 2^* = \frac{2d}{d-2s} \) and \( q' > 2^# = \frac{2d}{d+2s} \) when \( s < \frac{d}{2} \), and if \( d = 1 \), \( 2^* = q \) for any finite \( q \) and \( 2^# = \frac{2}{q} \) when \( s = \frac{1}{2} \) and \( 2^* = \infty \) and \( 2^# = 1 \) when \( s > \frac{1}{2} \). We recall that those embeddings are continuous also for \( q = 2^* \) when \( s < \frac{2}{d} \) (see for example, Theorem 4.54 of [25]).

The nonlocal operator \( \mathcal{L}^s_A = -D^s \cdot AD^s \) may be defined in the duality sense for \( u \in H^s(\mathbb{R}^d) \):

\[
(\mathcal{L}^s_A u, v) := \int_{\mathbb{R}^d} AD^s u \cdot D^s v \quad \forall v \in H^s_0(\Omega),
\]

with \( v \) extended by zero outside \( \Omega \), defining an operator from \( H^s(\mathbb{R}^d) \) to \( H^{-s}(\Omega) \) since \( AD^s u \in L^2(\mathbb{R}^d) \). Also for \( u \in H^s_0(\Omega) \), since we can extend it by 0 outside \( \Omega \) to obtain a function in \( H^s(\mathbb{R}^d) \), \( \mathcal{L}^s_A : H^s_0(\Omega) \to H^{-s}(\Omega) \) can also be represented by

\[
\mathcal{L}^s_A u = -D^s \cdot (AD^s u).
\]

Given any \( \tilde{g} \in H^s(\mathbb{R}^d) \), we introduce \( g \in H^s(\mathbb{R}^d) \) defined on the whole space \( \mathbb{R}^d \) which satisfies \( g|_{\partial \Omega} = \tilde{g} \) and is \( \mathcal{L}^s_A \)-harmonic in \( \Omega \), that is to say, we solve the Dirichlet problem with \( g = \tilde{g} \) a.e. on \( \Omega^c \) for the equation

\[
\mathcal{L}^s_A g = 0 \text{ in } H^{-s}(\Omega)
\]

in a weak sense, which means

\[
\int_{\mathbb{R}^d} AD^s g \cdot D^s v = 0 \quad \forall v \in H^s_0(\Omega).
\]

Note that this is possible and defines \( g \) a.e. in \( \mathbb{R}^d \) by Lax-Milgram theorem (see Appendix A and also Theorem 1.13 of [45]), since \( A \) is strictly elliptic and bounded.

Next, we introduce the enthalpy function

\[
\eta(x,t) \in \beta(\vartheta(x,t)) \text{ for almost every } (x,t) \in Q_T
\]

with initial condition

\[
\eta(0) = \eta_0 \text{ in } H^{-s}(\Omega),
\]
and we prescribe a Dirichlet boundary condition
\begin{equation}
\vartheta(t) = \hat{g}(t) \text{ a.e. in } \Omega^c = \mathbb{R}^d \setminus \Omega, \text{ for a.e. } t \in [0,T[,
\end{equation}
for a given \( \hat{g}(t) \in H^s(\mathbb{R}^d) \). For simplicity we shall often describe this Dirichlet condition by saying that \( \vartheta(t) - \hat{g}(t) \in H^s_0(\Omega) \) for a.e. \( t \), which is certainly clear for \( s > 1/2 \), by the trace theorem, and an abuse of notation for \( s \leq 1/2 \). Now, for almost every \( t \in [0,T] \), introducing \( g(t) = \hat{g}(t) \) in \( \Omega^c \) and such that \( L^*_A g(t) = 0 \) in \( \Omega \) in the distributional sense, assuming \( f \in L^2(0,T;H^{-s}(\Omega)) \), we then have the following weak formulation of the Stefan-type problem when viewed as a single-unknown problem:
\begin{equation}
\frac{d}{dt} \langle \xi, \eta \rangle + \langle L_A(\gamma(\eta) - g), \xi \rangle = \langle f, \xi \rangle, \quad \forall \xi \in L^2(0,T;H^s_0(\Omega))
\end{equation}
with initial data (1.10), where \( \langle \cdot, \cdot \rangle \) denotes the duality between \( L^2(0,T;H^{-s}(\Omega)) \) and \( L^2(0,T;H^s_0(\Omega)) \). Here the Lipschitz graph \( \gamma \), which may have flat parts, is defined as the inverse of the maximal monotone graph \( \beta \) (see Figure 1). We call the solution \( \eta \) of (1.12) the generalised solution for the enthalpy formulation, by requiring
\begin{equation}
\eta \in H^1(0,T;H^{-s}(\Omega)) \cap L^2(Q_T) \text{ with } \gamma(\eta) - g \in L^2(0,T;H^s_0(\Omega)).
\end{equation}

By the regularity of \( \eta \), setting \( \beta = b + \lambda H \), we can write \( \eta = [b(\vartheta) + \lambda \chi] \in \beta(\vartheta) \) with \( \chi \in H(\vartheta) \) a.e. in \( Q_T \), i.e.
\begin{equation}
0 \leq \chi(\vartheta > 0) \leq \chi \leq 1 - \chi(\vartheta < 0) \leq 1 \quad \text{a.e. in } Q_T.
\end{equation}
Suppose we take a more regular test function \( \xi \) which additionally satisfies \( \xi(T) = 0 \). Then, using integration by parts in time, we also have a weak variational formulation, with \( f \in L^2(0,T;L^2(\Omega)) \) and \( \eta_0 \in L^2(\Omega) \), for the solution \( \vartheta = \gamma(\eta) \), i.e. \( \vartheta \) is the weak solution for the temperature formulation:
\begin{equation}
(\vartheta, \chi) \in [L^2(Q_T)]^2, \chi \in H(\vartheta) \quad \text{and} \quad \vartheta - g \in L^2(0,T;H^s_0(\Omega))
\end{equation}
satisfy
\begin{equation}
- \int_{Q_T} [b(\vartheta) + \lambda \chi] \frac{\partial \xi}{\partial t} + \int_{\mathbb{R}^d \times [0,T]} AD^s \vartheta \cdot D^s \xi = \int_{Q_T} f \xi + \int_{\Omega} \eta_0 \xi(0), \quad \forall \xi \in \Xi_T,
\end{equation}
where
\begin{equation}
\Xi_T := \{ \xi \in L^2(0,T;H^s_0(\Omega)) \cap H^1(0,T;L^2(\Omega)) : \xi(T) = 0 \text{ in } \Omega \}.
\end{equation}
Compare with [38], [31] and Section V.9 of [33] for the classical case with \( s = 1 \).

**Remark 1.** Note that the variational problem (1.12) incorporates the Dirichlet condition (1.11) in the original problem given in (1.2) because of the definition (1.8). Since this implies \( \int_{\mathbb{R}^d \times [0,T]} AD^s \vartheta \cdot D^s \xi = 0 \) for all \( \xi \in \Xi_T \), we obtain (1.13) without that term.

Although in general \( \eta, \vartheta \) may be nonzero outside \( \Omega \), except for the bilinear form \( \int_{\mathbb{R}^d \times [0,T]} AD^s \vartheta \cdot D^s \xi \), the other integral terms in the variational formulation (1.14) are only integrated over \( \Omega \) in space, since the test function \( \xi \) is 0 in \( \Omega^c \times [0,T[ \).
In this paper, we show the existence of a unique solution for the fractional Stefan-type problem with Dirichlet boundary conditions, where the spatial operator is a general anisotropic non-local singular operator of fractional type as given by \((1.6)\), and we keep the classical temperature-enthalpy relation illustrated in Figure 1. This relation in the classical equation \((1.1)\) incorporates, in a generalised form, the free boundary condition relating the balance between the normal velocity of the interface and the jump of the local anisotropic heat flow. In 1-dimension, the extension of the classical free boundary Stefan condition to fractional diffusion, as in the recent paper [44] with the fractional Caputo derivative in the nonlocal diffusive term, can be easily made explicit. Similar explicit formulation can be used with the 1-dimensional fractional Riesz spatial derivative when, for each fixed time, the free boundary is a point.

However, in higher dimensions, the Riesz fractional \(s\)-gradient, as proposed in [47], is an appropriate fractional operator maintaining translational and rotational invariance, as well as homogeneity of degree \(s\) under isotropic scaling, and so the \(\mathcal{L}_A^s\) operator gives a natural and appropriate anisotropic generalisation of the fractional Laplacian. Keeping the generalised Stefan condition in the evolution equation \((1.2)\) involving \((1.12)–(1.14)\) following the approach of Damlamian [18]–[19] for the classical case and definition for the fractional heat flux across the solid-liquid interface.

namely what is the physical meaning of the Stefan condition due to the lack of a convenient interpretation in the local model, when \(s\) when \(s\) when \(s\)

Furthermore, the use of this \(\mathcal{L}_A^s\) operator allows us to recover the classical Stefan problem when \(s = 1\), which is in accordance with a requirement of weak continuity from the nonlocal model to the local model, when \(s \to 1\). However, a main issue remains open in the fractional multidimensional model, namely what is the physical meaning of the Stefan condition due to the lack of a convenient interpretation and definition for the fractional heat flux across the solid-liquid interface.

In Sections 2 and 3, we employ Hilbertian techniques to show the existence of a generalised enthalpy solution and a weak temperature solution to the initial and boundary value two-phase Stefan-type problem \((1.12)–(1.14)\) following the approach of Damlamian [18]–[19] for the classical case \(s = 1\).

Making use of convergence properties of the fractional derivatives to the classical derivatives when \(s \to 1\), we show, in Section 4, that the solution of the fractional Stefan-type problem converges to the solution of the classical case corresponding to \(s = 1\). Next, we consider the asymptotic behaviour of the solution as \(t \to \infty\) in Section 5. Such convergence properties apply to both the two-phase problem, and the one-phase problem, which corresponds to the case of a nonnegative temperature. The one-phase problem (I) is recovered in Section 6 from the two-phase problem (II), when the maximal monotone graph for (II) (see Figure 1) degenerates to that of the one-phase problem (I).

Finally, we complete our paper with three appendices: \(\text{A}\) on the time dependent Dirichlet problem for the fractional operator \(\mathcal{L}_A^s\), \(\text{B}\) on the variational inequality formulation for the two-phase and the one-phase problems, and \(\text{C}\) on the stability of the eigenvalues and eigenfunctions for the operator \(\mathcal{L}_A^s\) in \(H^s_0(\Omega)\) with respect to \(s\) including the convergence \(s \to 1\).

2 Existence of the Generalised Enthalpy Solution \(\eta\)

Let \(\mathcal{L} = \mathcal{L}_A^s\) be the duality mapping defined by
\[
\langle \mathcal{L} u, v \rangle = \int_{\mathbb{R}^d} AD^s u \cdot D^s v =: [u, v]_A = (U, V),
\]
from \(H^s_0(\Omega)\) to \(H^{-s}(\Omega)\) with \(H^s_0(\Omega)\) identified to a subspace of \(L^2(\Omega)\). Here \(\langle \cdot, \cdot \rangle\) is the duality between \(H^{-s}(\Omega)\) with \(H^s_0(\Omega)\), with \(u, v\) extended by zero outside \(\Omega\). The equality of the inner product in \(H^{-s}(\Omega)\) given by \(\langle \cdot, \cdot \rangle\), with the topology endowed from \(\mathcal{L}\), with the equivalent inner product \([\cdot, \cdot]_A\) in \(H^s_0(\Omega)\) holds by Riesz representation theorem, with
\[
U = \mathcal{L} u \text{ and } V = \mathcal{L} v \text{ respectively}.
\]
This is possible by assumption \((1.3)\) and the Poincaré inequality, as long as \(\Omega\) is bounded.

In this section, we consider the two-phase problem with
\[
\gamma \text{ is Lipschitz with Lipschitz constant } C_\gamma \text{ such that } \gamma(0) = 0 \quad \text{and} \quad \liminf_{|r| \to +\infty} \frac{\gamma(r)}{r} > 0.
\]
We prove an existence theorem for the enthalpy $\eta$ similar to the classical case, as given in [19] and [18] (see also [52] for further developments). To do so, we need a result of Attouch-Damlamian [5]–[6] in the case where the Hilbert space $H$ is $H^{-s}(\Omega)$.

**Proposition 1.** (Theorem 1 of [5], and [6]) Let $(\varphi_t)_{t\in[0,T]}$ be a family of lower semi-continuous convex functions on a Hilbert space $H$. Assume that there exists a function $a$ belonging to $BV(0,T)$ such that the following holds:

\[ \varphi_t(V) \leq \varphi_\tau(V) + |a(t) - a(\tau)|(\varphi_t(V) + |V| + 1), \quad \forall 0 \leq \tau \leq t \leq T, \forall V \in H. \]  

Then, for $U_0 \in D(\varphi_0) = \{U_0 \in H : \varphi_0(U_0) < +\infty\}$ and $F \in L^2(0,T;H)$, there is a unique solution $U \in H^1(0,T;H)$ satisfying

\[ \frac{dU}{dt} + \partial\varphi_t(U) = F, \quad U(0) = U_0. \]  

Furthermore, the following estimates hold independent of $\varphi$:

\[ \|U\|_{C([0,T];H)} \leq C_1 \left( \|U_0\|_H, \|F\|_{L^1(0,T;H)}, \|a\|_{BV} \right), \]  

\[ \frac{dU}{dt} \leq C_2 \left( \|U_0\|_H, \varphi_0(U_0), \|F\|_{L^2(0,T;H)}, \|a\|_{BV} \right), \]  

\[ \|\varphi_t(U)\|_{L^\infty(0,T)} \leq C_3 \left( \|U_0\|_H, \varphi_0(U_0), \|F\|_{L^2(0,T;H)}, \|a\|_{BV} \right). \]

Making use of this proposition, we can show the following existence result.

**Theorem 1.** Let $f \in L^2(0,T;H^{-s}(\Omega))$ and $\tilde{g} \in BV(0,T;L^2(\Omega)) \cap L^2(0,T;H^s(\mathbb{R}^d))$, and define $g$ as in (1.8), so $g$ satisfies the same regularity as $\tilde{g}$ (see Appendix A). Assume $\eta_0 \in L^2(\Omega)$ and $\gamma$ satisfies (2.3). Then there exists a unique generalised enthalpy solution $\eta$ to the problem (1.12) with initial condition (1.10), such that

\[ \eta \in L^\infty(0,T;L^2(\Omega)) \cap H^1(0,T;H^{-s}(\Omega)) \]  

and it satisfies

\[ \|\eta\|_{C([0,T];H^{-s}(\Omega))} \leq C_1 \left( \|f\|_{L^1(0,T;H^{-s}(\Omega))}, \|\eta_0\|_{H^{-s}(\Omega)}, \|g\|_{BV(0,T;L^2(\Omega))} \right), \]  

\[ \frac{dn}{dt} \leq C_2 \left( \|f\|_{L^2(0,T;H^{-s}(\Omega))}, \|\eta_0\|_{L^2(\Omega)}, \|g\|_{BV(0,T;L^2(\Omega))} \right), \]  

\[ \|\eta\|_{L^\infty(0,T;L^2(\Omega))} \leq C_4 \left( \|f\|_{L^2(0,T;H^{-s}(\Omega))}, \|\eta_0\|_{L^2(\Omega)}, \|g\|_{BV(0,T;L^2(\Omega))} \right), \]

where $C_1, C_2$ are exactly the constants from (2.6)–(2.7), while $C_4$ depends on (2.8) and (2.4). Furthermore, the corresponding weak temperature solution $\vartheta = \gamma(\eta)$ satisfies

\[ \vartheta - g \in L^2(0,T;H_0^s(\Omega)) \]  

and, in addition, it solves (1.14) when $f \in L^2(0,T;L^2(\Omega))$.

**Proof.** We apply Proposition 1 with $|a(t) - a(\tau)| = \|g(t) - g(\tau)\|_{L^2(\Omega)}$ to the following functions $\phi_t$ on the Hilbert space $H^{-s}(\Omega)$ given for each $t \in [0,T]$ by

\[ \phi_t(W) = \begin{cases} \int_\Omega j(W) - g(t)W \, dx & \text{for } W \in L^2(\Omega); \\ +\infty & \text{for } W \in H^{-s}(\Omega) \setminus L^2(\Omega) \end{cases} \]  

where $j$ is the primitive of $\gamma$ such that $j(0) = 0$. Then, $j$ is quadratic and the domain $D(\phi_t)$ of $\phi_t$ is given by

\[ D(\phi_t) = \{W \in H^{-s}(\Omega) : \phi_t(W) < \infty\} = L^2(\Omega) \]
thanks to the Cauchy-Schwarz inequality and making use of the fact that $W$ lies in $L^2(\Omega)$. It is well-known (see for instance, Theorem 17 of [11]) that $\phi_t$ is lower semi-continuous, convex, proper and coercive on $H^{-s}(\Omega)$. Furthermore, there exist constants $\delta$ and $c$ such that

$$\delta \|W\|_{L^2(\Omega)}^2 \leq \phi_t(W) + c|\Omega| + \|g(\tau)\|_{L^2(\Omega)} \|W\|_{L^2(\Omega)}.$$  \hfill (2.16)

Consequently, by classical results of subdifferentials (see for instance, [11] or [32]), the subdifferential $\partial \phi_t$ is a maximal monotone operator of $H^{-s}(\Omega)$.

In fact, the subdifferential $\partial \phi_t$ is characterized as follows:

$$V \in \partial \phi_t(U) \text{ in } H^{-s}(\Omega) \quad \text{if and only if} \quad U \in L^2(\Omega) \text{ and } \mathcal{L}^{-1}(V) + g = \gamma(U) \text{ a.e. in } \Omega,$$  \hfill (2.17)

and we recall from (2.14) that

$$\gamma(U) - g = \mathcal{L}^{-1}(V) = v \in H_0^s(\Omega),$$

representing the Dirichlet condition in weak form in the trace sense for $s > \frac{1}{2}$ and more generally $\gamma(U) = g$ in $\Omega^c$. Indeed, the characterisation of the subdifferential in terms of the convex conjugate functions involving $(U, V)$ for $U, V \in H^{-s}(\Omega)$ reads as:

$$V \in \partial \phi_t(U) \iff \phi_t(U) + \phi_t^*(V) = (U, V)$$  \hfill (2.18)

where $\phi_t^*(V) = \sup_{W \in L^2(\Omega)} \{\langle W, V \rangle - \phi_t(W)\}$. Then for a given $V \in H^{-s}(\Omega)$,

$$\phi_t^*(V) = \sup_{W \in L^2(\Omega)} \{\langle W, \mathcal{L}^{-1}V \rangle - \phi_t(W)\}$$

$$= \sup_{W \in L^2(\Omega)} \left\{\langle W, \mathcal{L}^{-1}V \rangle - \int_\Omega j(W) - gW \; dx\right\}$$

$$= \sup_{W \in L^2(\Omega)} \left\{\int_\Omega W(\mathcal{L}^{-1}V + g) - \int_\Omega j(W) \; dx\right\}.$$ 

Set $J(W) = \int_\Omega j(W)$. Recognising the evaluation at the point $\mathcal{L}^{-1}V + g$ with the convex conjugate on $L^2(\Omega)$ of $j(W)$, by well-known results (see for example Lemma 1 of [12], or [39]), we can associate the convex conjugate $J^*(U)$ with $\int_\Omega j(U)$, so we have

$$\phi_t^*(V) = \int_\Omega j^*(\mathcal{L}^{-1}V + g) \; dx,$$

where $j^*$ is the convex conjugate of $j$ on $\mathbb{R}$. From (2.18), this means that

$$\int_\Omega j(U) - gU + j^*(\mathcal{L}^{-1}V + g) = \langle \mathcal{L}^{-1}V, U \rangle,$$

or

$$\int_\Omega j(U) + j^*(\mathcal{L}^{-1}V + g) - U(\mathcal{L}^{-1}V + g) = 0.$$  \hfill (2.19)

Recall (see for example, [4]) that for dual convex functions $j$ and $j^*$,

$$j(a) + j^*(b) \geq ab$$

for all numbers $a, b$. Therefore, the integrand in (2.19) must be non-negative, and so it is almost everywhere zero, i.e.

$$j(U) + j^*(\mathcal{L}^{-1}V + g) - U(\mathcal{L}^{-1}V + g) = 0.$$ 

This means that the points $U$ and $\mathcal{L}^{-1}V + g$ are conjugated, i.e. $\mathcal{L}^{-1}V + g \in \partial j(U)$. By definition of $j$ as the primitive of $\gamma$, we have $\mathcal{L}^{-1}V + g = \partial j(U) = \gamma(U)$.

Now, we are ready to apply Proposition 1 in the space $H^{-s}(\Omega)$ with the convex functions $\phi_t$. For $W \in D(\phi_t) \cap D(\phi_t) = D(\phi_t)$ since the domain $D(\phi_t)$ as given in (2.15) is independent of $t$, we have, by (2.14),

$$\phi_t(W) - \phi_t(W) = - \int_\Omega W(g(t) - g(\tau)).$$
so, by the Cauchy-Schwarz inequality,
\[ |\phi_t(W) - \phi_s(W)| \leq \|g(t) - g(\tau)\|_{L^2(\Omega)} \|W\|_{L^2(\Omega)}. \] (2.20)

Also, from (2.16), we have that
\[ \|W\|_{L^2(\Omega)} \leq C_5(1 + \phi_s(W)), \] (2.21)
where \( C_5 \) depends only on \( \delta, |\Omega| \) and \( \|g\|_{BV(0,T;L^2(\Omega))} \). Therefore, with the given regularity of \( g \) inherited from \( \tilde{g} \), (2.4) is satisfied, hence we can apply Proposition 1 to solve the Cauchy problem
\[ \frac{d\eta}{dt} + \partial\phi_t(\eta(t)) \ni f(t) \quad \text{for almost all } t \in [0,T], \quad \eta(0) = \eta_0 \text{ in } H^{-s}(\Omega) \] (2.22)
with \( \eta_0 \in D(\phi_0) \), i.e. \( \eta_0 \in L^2(\Omega) \) and \( j(\eta_0) \in L^1(\Omega) \), obtaining a unique
\[ \eta \in H^1(0,T;H^{-s}(\Omega)). \]
Moreover, the estimates in Proposition 1 and (2.21) give
\[ \eta \in L^\infty(0,T;L^2(\Omega)). \]

Also, setting \( \vartheta = \gamma(\eta) \) gives
\[ \mathcal{L}(\vartheta - g) \in L^2(0,T;H^{-s}(\Omega)), \]
so that
\[ \vartheta - g \in L^2(0,T;H^0_0(\Omega)), \]
and by (2.17),
\[ \partial\phi_t(\eta(t)) = \mathcal{L}(\gamma(\eta) - g). \]
Therefore, multiplying (2.22) by a test function \( \xi \in L^2(0,T;H^0_0(\Omega)) \), since \( \eta \in H^1(0,T;H^{-s}(\Omega)) \), we have
\[ \left\langle \frac{d\eta}{dt}, \xi \right\rangle + \langle \mathcal{L}(\gamma(\eta) - g), \xi \rangle = \langle f, \xi \rangle, \]
which is (1.12).

Finally, for \( \xi \in \Xi^T_\varsigma \), we can integrate in time by parts and obtain (1.14).

**Remark 2.** To apply Proposition 1, we see from (2.20) that it is sufficient to require \( g \in BV(0,T;L^2(\Omega)) \), as in [10]. However, we require additionally that \( g \in L^2(0,T;H^s(\mathbb{R}^d)) \) so that (1.12)-(1.14) is well-defined.

**Remark 3.** We observe that the general result of the above proposition and theorem applies to general maximal monotone operators of subdifferential type with different functions \( \gamma \), and so, besides two-phase Stefan-type problems, it applies also to other models including the porous medium equation. In fact, different assumptions on \( \gamma \) can be used (see page 12 of [18] for more details), generalising the case of the assumption (2.3).

**Remark 4.** Considering the above proposition in the case where the Hilbert space \( H \) is \( H^{-s}(\Omega) \), the solution to the Cauchy problem (2.5) in \( H^{-s}(\Omega) \) with the convex function \( \phi_t \), with domain \( L^2(\Omega) \), is obtained by considering the approximated problem with the convex function given by its Yosida approximation \( \phi_{t,\lambda}(V) = \frac{1}{\lambda} (I + (I + \lambda \partial\phi_t)^{-1})V \). Since the estimate (2.4) carries over to \( \phi_{t,\lambda} \), we can apply the Gronwall’s inequality to obtain the estimates (2.6) and (2.8) for the solutions to the approximated problem as in the Part 3 of the proof of Theorem 1 of [10]. Next, we make use of the absolute continuity of the map \( t \mapsto \phi_{t,\lambda}(V) \) to apply to the (2.5) to obtain the estimate (2.7) from the time derivative. Passing to the limit for the approximated problems give the corresponding constants \( C_1, C_2 \) and \( C_3 \) for the problem (2.5) in \( H^{-s}(\Omega) \).

Therefore, for \( \sigma \leq s \leq 1 \), recalling that we have the continuity of the inclusions \( H^{-s}(\Omega) \subset H^{-\sigma}(\Omega) \subset H^{-1}(\Omega) \) as a consequence of Lemma 3 below, we can bound the \( H^{-s}(\Omega) \) norms with the \( H^{-\sigma}(\Omega) \) norms, thereby obtaining the solution to (2.5) for all \( s, \sigma \leq s \leq 1 \) with the corresponding estimates (2.6)-(2.8) for the constants \( C_1, C_2 \) and \( C_3 \) depending only on \( \sigma \) and independent of \( s \).

Since the constant \( C_4 \) is obtained from (2.8) and (2.21), similarly, we can once again consider the problem (1.12) in \( H^{-s}(\Omega) \) for each \( s, \sigma \leq s \leq 1 \), and such that the constant \( C_4 \) in (2.12) may be chosen depending only on \( \sigma \) and not on \( s \).
Furthermore, we have the following continuous dependence result (see also Lemma 3.2 of \[20\]).

**Proposition 2.** Let \( \eta \) and \( \hat{\eta} \) denote two generalised enthalpy solutions of the fractional Stefan-type problem (1.12) corresponding to \((f, g, \eta_0)\) and \((f, g, \hat{\eta}_0)\) respectively, where \( f, \hat{f}, g, \) and \( \eta_0, \hat{\eta}_0 \) are as in the assumptions of Theorem 1. Then, for any \( 0 \leq t \leq T \):

\[
\|\eta(t) - \hat{\eta}(t)\|_{H^{-\epsilon}(\Omega)} \leq \|\eta_0 - \hat{\eta}_0\|_{H^{-\epsilon}(\Omega)} + \int_0^t \|f(\tau) - \hat{f}(\tau)\|_{H^{-\epsilon}(\Omega)} d\tau
\]  

(2.23)

and furthermore

\[
\left\| \theta - \hat{\theta} \right\|_{L^2(0,T;L^2(\Omega))} \leq \sqrt{C_\gamma} \|\eta_0 - \hat{\eta}_0\|_{H^{-\epsilon}(\Omega)} + \sqrt{\frac{3C_\gamma}{2}} \left\| f - \hat{f} \right\|_{L^2(0,T;H^{-\epsilon}(\Omega))}.
\]  

(2.24)

**Proof.** Writing \( \theta = \gamma(\eta) \) and \( \hat{\theta} = \gamma(\hat{\eta}) \), we have in \( H^{-\epsilon}(\Omega) \),

\[
\frac{d\eta}{dt}(\tau) = -\mathcal{L}_A^*(\theta(\tau) - g(\tau)) + f(\tau)
\]  

(2.25)

and

\[
\frac{d\hat{\eta}}{dt}(\tau) = -\mathcal{L}_A^*(\hat{\theta}(\tau) - g(\tau)) + \hat{f}(\tau)
\]  

(2.26)

for a.e. \( \tau \in [0, T] \). Taking the difference of these two equations and multiplying by \( \eta - \hat{\eta} \), we have

\[
\frac{d}{dt} \left( \|\eta(\tau) - \hat{\eta}(\tau)\|_{H^{-\epsilon}(\Omega)}^2 \right) = 2 \left( \eta(\tau) - \hat{\eta}(\tau) \right) \cdot \left( \mathcal{L}_A^*(\theta(\tau) - \hat{\theta}(\tau)) \right)
\]

\[
= -2 \left( \mathcal{L}_A^*(\theta(\tau) - \hat{\theta}(\tau)) \cdot \left( \eta(\tau) - \hat{\eta}(\tau) \right) \right) + 2 \left( f(\tau) - \hat{f}(\tau), \eta(\tau) - \hat{\eta}(\tau) \right)
\]

(2.27)

for a.e. \( \tau \in [0, T] \). Recalling by Theorem 1 that \( \theta(\tau) - \hat{\theta}(\tau) \in H_0^2(\Omega) \subset L^2(\Omega) \) and \( \eta(\tau) - \hat{\eta}(\tau) \in L^2(\Omega) \) for a.e. \( \tau \), observe that the Lipschitz property of \( \gamma \) give

\[
\left( \mathcal{L}_A^*(\theta(\tau) - \hat{\theta}(\tau)), \eta(\tau) - \hat{\eta}(\tau) \right) = \int_\Omega \left( \theta(\tau) - \hat{\theta}(\tau) \right) \left( \eta(\tau) - \hat{\eta}(\tau) \right) \geq \frac{1}{C_\gamma} \left\| \theta(\tau) - \hat{\theta}(\tau) \right\|_{L^2(\Omega)}^2
\]

by (2.1) and by identifying the duality \( \langle \cdot, \cdot \rangle \) with the \( L^2(\Omega) \)-inner product in the framework of the Gelfand triple \( H_0^2(\Omega) \hookrightarrow L^2(\Omega) \hookrightarrow H^{-\epsilon}(\Omega) \). Therefore, we deduce that

\[
\frac{d}{dt} \left( \|\eta(\tau) - \hat{\eta}(\tau)\|_{H^{-\epsilon}(\Omega)}^2 \right) + \frac{2}{C_\gamma} \left\| \theta(\tau) - \hat{\theta}(\tau) \right\|_{L^2(\Omega)}^2 \leq 2 \left( f(\tau) - \hat{f}(\tau), \eta(\tau) - \hat{\eta}(\tau) \right)
\]  

(2.27)

for a.e. \( \tau \in [0, T] \). Integrating both sides of (2.27) over \([0, t] \subset [0, T]\) for any \( T > 0 \) gives

\[
\|\eta(t) - \hat{\eta}(t)\|_{H^{-\epsilon}(\Omega)}^2 + \frac{2}{C_\gamma} \int_0^t \left\| \theta(\tau) - \hat{\theta}(\tau) \right\|_{L^2(\Omega)}^2 d\tau
\]

\[
\leq \|\eta_0 - \hat{\eta}_0\|_{H^{-\epsilon}(\Omega)}^2 + 2 \int_0^t \left( f(\tau) - \hat{f}(\tau), \eta(\tau) - \hat{\eta}(\tau) \right) d\tau
\]

(2.28)

by the Cauchy-Schwarz inequality. Finally, recalling (2.10), we apply these estimates and a Gronwall-type inequality (see Lemma 1 below) to obtain the result (2.23).
Furthermore, applying the Cauchy-Schwarz inequality again, we obtain, applying (2.23) to (2.28),

$$
\frac{2}{C_\gamma} \int_0^T \left\| \hat{\vartheta}(t) - \hat{\vartheta}(t) \right\|^2_{L^2(\Omega)} dt \leq \| \eta_0 - \hat{\eta}_0 \|^2_{H^{-s}(\Omega)} + 2 \| \eta_0 - \hat{\eta}_0 \|_{H^{-s}(\Omega)} \int_0^T \left\| f(t) - \hat{f}(t) \right\|_{H^{-s}(\Omega)} dt \\
+ 2 \int_0^T \left\| f(t) - \hat{f}(t) \right\|_{H^{-s}(\Omega)} \left( \int_0^t \left\| f(\tau) - \hat{f}(\tau) \right\|_{H^{-s}(\Omega)} d\tau \right) dt \\
\leq \| \eta_0 - \hat{\eta}_0 \|^2_{H^{-s}(\Omega)} + 2 \| \eta_0 - \hat{\eta}_0 \|_{H^{-s}(\Omega)} \| f - \hat{f} \|_{L^1(0,T;H^{-s}(\Omega))} \\
+ 2 \int_0^T \left\| f(t) - \hat{f}(t) \right\|_{H^{-s}(\Omega)} \left( \left\| f - \hat{f} \right\|_{L^1(0,T;H^{-s}(\Omega))} \right) dt \\
\leq 2 \| \eta_0 - \hat{\eta}_0 \|^2_{H^{-s}(\Omega)} + 3 \| f - \hat{f} \|^2_{L^1(0,T;H^{-s}(\Omega))}
$$

which gives (2.24).

Lemma 1. Let $F \in L^1(0,T)$ and $y \in L^\infty(0,T)$ be non-negative functions and $C > 0$ a constant such that

$$
y^2(t) \leq \int_0^t F(\tau)y(\tau) d\tau + C \quad \text{for } t \in [0,T].
$$

Then we have

$$
y(t) \leq \frac{1}{2} \int_0^t F(\tau) d\tau + \sqrt{C} \quad \text{for } t \in [0,T].
$$

Proof. Let $x(t) = \int_0^t F(\tau)y(\tau) d\tau + C$. Then $x' = Fy \leq F\sqrt{x}$. Integrating in time of the relation $\frac{d}{dt}(\sqrt{x}) = \frac{x'}{2\sqrt{x}} \leq \frac{F}{2}$, we have the result.

Remark 5. In general, for $\gamma \neq \hat{\gamma}$, $g \neq \hat{g}$ and an arbitrary time interval $0 \leq t_1 < t_2 \leq T$, with a similar argument we have the fractional version of the continuous dependence property corresponding to Lemma 2.2 of [20] for the classical case $s = 1$:

$$
\| \eta(t_2) - \hat{\eta}(t_2) \|^2_{H^{-s}(\Omega)} + \frac{2}{C_\gamma} \int_{t_1}^{t_2} \| \vartheta(\tau) - \gamma(\hat{\vartheta}(\tau)) \|^2_{L^2(\Omega)} d\tau + 2 \int_{t_1}^{t_2} \langle \gamma(\hat{\vartheta}(\tau)) - \hat{\vartheta}(\tau), \eta(\tau) - \hat{\eta}(\tau) \rangle d\tau \\
\leq \| \eta(t_1) - \hat{\eta}(t_1) \|^2_{H^{-s}(\Omega)} + 2 \int_{t_1}^{t_2} \left( f(\tau) - \hat{f}(\tau), \eta(\tau) - \hat{\eta}(\tau) \right) d\tau + 2 \int_{t_1}^{t_2} \int_\Omega \left( g(\tau) - \hat{g}(\tau) \right)(\eta(\tau) - \hat{\eta}(\tau)) dx. \quad (2.29)
$$

As a consequence, we immediately see that if $f = \hat{f}$, $g = \hat{g}$ and $\gamma = \hat{\gamma}$, then

$$
\| \eta(t_2) - \hat{\eta}(t_2) \|^2_{H^{-s}(\Omega)} + \frac{2}{C_\gamma} \int_{t_1}^{t_2} \| \vartheta(\tau) - \hat{\vartheta}(\tau) \|^2_{L^2(\Omega)} d\tau \leq \| \eta(t_1) - \hat{\eta}(t_1) \|^2_{H^{-s}(\Omega)}
$$

for any $0 \leq t_1 \leq t_2 \leq T$. Furthermore, in this case, the map $t \mapsto \| \eta(t) - \hat{\eta}(t) \|_{H^{-s}(\Omega)}$ is non-increasing in $t \in [0,T]$ for the same given data.

Also as a consequence of (2.29) with $\gamma = \hat{\gamma}$ and the estimates leading to (2.9) of Theorem 1, we have the following corollary:

Corollary 1. The solution of the variational Stefan-type problem (1.12) on the interval $[0,T]$ depends continuously on $f$, $g$ and $\eta_0$ in the following sense: if a sequence $f_m \in L^2(0,T;H^{-s}(\Omega))$, $g_m \in BV(0,T;L^2(\Omega)) \cap L^2(0,T;H^s(\mathbb{R}^d))$ and $\eta_{0,m} \in L^2(\Omega)$ is such that the $g_m$’s and the $\eta_{0,m}$’s are uniformly bounded in those spaces and $f_m \to f$ in $L^2(0,T;H^{-s}(\Omega))$ and $g_m \to g$ in $L^2(0,T;L^2(\Omega))$ and $\eta_{0,m} \to \eta_0$ in $H^{-s}(\Omega)$, then the solution $\eta_m$ converges to $\eta$ in $L^2(0,T;H^{-s}(\Omega))$ and $\partial_m = \gamma(\eta_m)$ converges to $\partial = \gamma(\eta)$ in $L^2(0,T;L^2(\Omega))$. 
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3 Regularity of the Weak Temperature Solution \( \vartheta \)

If we further assume that \( g \) has two time derivatives, by the Lipschitz continuity of \( \gamma \), we can achieve higher regularity of the weak temperature solution \( \vartheta = \gamma(\eta) \) in (1.14). The proof makes use of the Faedo-Galerkin method, and follows closely Chapter 6 of [18], and we include it here for completeness.

Let \((F_n)_{n \in \mathbb{N}}\) be an increasing set of finite dimensional subspaces of \( H_0^s(\Omega) \), such that their union is dense in \( H_0^s(\Omega) \), generated by the eigenvectors of the operator \( \mathcal{L}^{-1}|_{L^2(\Omega)} \). This is possible since the inverse of \( \mathcal{L} \) is compact in \( L^2(\Omega) \), by the compactness of the injection \( H_0^s(\Omega) \hookrightarrow L^2(\Omega) \). We denote \( F_n^* = \mathcal{L}(F_n) \subset H^{-s}(\Omega) \) and set

\[ \phi_{t,n} = \phi_t + I_{F_n^*} \quad \text{in} \quad H^{-s}(\Omega), \]

where \( I_{F_n^*} \) is the indicator function of \( F_n^* \), i.e. \( I_{F_n^*} = 0 \) in \( F_n^* \), \( I_{F_n^*} = +\infty \) elsewhere.

We first recall a result of Attouch (Theorem 1.10 of [13]), which relates the Mosco convergence of the convex functionals and the convergence of the solutions of the Cauchy problem in the space \( H = H^{-s}(\Omega) \).

**Proposition 3.** Let \( H \) be a real Hilbert space with a scalar product and associated norm. Let \( \varphi_n \xrightarrow{M} \varphi \) be a set of lower semi-continuous convex functions in \( L^2(0,T;H) \) that converges in the Mosco sense in \( H \). Denote \( \eta_n \) the solutions of the evolution equations

\[ \frac{d\eta_n}{dt} + \partial \varphi_n(\eta_n) \ni f_n, \quad \eta_n(0) = \eta_{0,n} \quad (3.1) \]

where \( f_n \in L^2(0,T;H) \), \( \eta_{0,n} \in \overline{D(\varphi_n)} \). Suppose that \( \eta_{0,n} \to \eta_0 \) in \( H \), \( f_n \to f \) in \( L^2(0,T;H) \). Assume also that \( \frac{d\eta_n}{dt} \) is bounded in \( L^2(0,T;H) \). Then there exists a limit \( \eta \in H^1(0,T;H) \), such that \( \eta_n \rightharpoonup \eta \) weakly in \( H^1(0,T;H) \), where \( \eta \) is the solution of

\[ \frac{d\eta}{dt} + \partial \varphi(\eta) \ni f, \quad \eta(0) = \eta_0. \quad (3.2) \]

With this proposition, our approach would be to determine the subdifferential of \( \phi_{t,n} \) and show that they converge to \( \phi_t \) in the sense of Mosco. We recall that \( \varphi_n \xrightarrow{M} \varphi \) if for every \( x \in \mathcal{D}(\varphi) \), there exists an approximating sequence of elements \( x_n \in \mathcal{D}(\varphi_n) \), converging strongly to \( x \), such that \( \limsup_{n \to \infty} \varphi_n(x_n) \leq \varphi(x) \), and for any subsequence \( \varphi_{n_k} \) of \( \varphi_n \) such that \( x_k \to x \) in \( H \), we have \( \liminf_{k \to \infty} \varphi_{n_k}(x_k) \geq \varphi(x) \). Then applying Proposition 3 to our Faedo-Galerkin approximation, and with the additional estimates we obtain from Proposition 1 we can pass to the limit to get the additional regularity to the solution for the limit problem.

For simplicity, we drop the parameter \( t \) and consider \( t \) to be fixed in \([0,T]\), and we denote \( \phi_{t,n} \) as \( \phi_n \) and \( \phi_t = \phi \). Denote \( i \) to be the compact injection of \( H_0^s(\Omega) \) into \( L^2(\Omega) \) and take \( E_n = i(F_n) \) by considering \( F_n \) as a subspace of \( H_0^s(\Omega) \). It is clear that \( i:1 \) is an isomorphism between \( E_n \) and \( F_n \), with norm depending on \( n \).

**Proposition 4.** \( \phi_n \rightharpoonup \phi \) in \( H^{-s}(\Omega) \).

**Proof.** Denote \( i^* \) to be the injection map from \( L^2(\Omega) \) to \( H^{-s}(\Omega) \). Then \( i^*(E_n) = i^* \circ i(F_n) = F_n^* \). Indeed, for an eigenvector \( u \) of \( \mathcal{L}|_{L^2(\Omega)} \) corresponding to an eigenvalue \( \mu \), we have, by definition, \( Lu = \mu u \) in \( H^{-\infty}(\Omega) \), hence the result.

For \( i^*(U) \in \mathcal{D}(\phi) \), we define \( i^*(U_n) \), where \( U_n = \mathbb{P}_{E_n^*} U \) is the projection of \( U \) into \( E_n \) in \( L^2(\Omega) \). Since \( \cup_{E_n \rightrightarrows L^2(\Omega) \text{ by construction, so } U_n \to U \text{ in } L^2(\Omega), \text{ and therefore } i^*(U_n) = \mathbb{P}_{E_n^*} i^*(U) \to i^*(U) \text{ in } H^{-s}(\Omega). \)

In addition, since \( \gamma \) satisfies the growth condition (1.13) at \( \pm \infty \), its primitive \( j \) is quadratic at \( \pm \infty \) (so that \( j(r)/|r|^2 \) and its inverse remain bounded as \( r \to \pm \infty \)). Therefore, by the dominated convergence theorem, the map \( U \mapsto \int_\Omega j(U) \) is continuous in \( L^2(\Omega) \), and since \( i^*(U_n) \in F_n^* \), so \( \phi_n(i^*(U_n)) = \phi(i^*(U_n)) \to \phi(i^*(U)). \)

On the other hand, the sequence \( \phi_n \) is decreasing (since \( F_n \) is increasing), so we conclude the Mosco convergence of \( \phi_n \) to \( \phi \) given that \( \phi \) is known to be lower semi-continuous.

Next, we want to obtain a solution of the approximate Cauchy problem for \( \eta_n \), making use of Proposition 1 as in the proof of Theorem 1.
Proposition 5. Setting $V = \mathcal{L}v$, $V \in \partial \phi_n(U)$ in $H^{-s}(\Omega)$ if and only if $U \in D(\phi) \cap F_n^*, \gamma(U) - g \in L^2(\Omega)$ and $i(v) + g - \gamma(U) \perp E_n$ in $L^2(\Omega)$.

Proof: Denote the inf-convolution of two convex functions by the composition operator $\nabla$. Then by definition, we know that the convex conjugate $\phi_n^* = (\phi^{*\nabla} I_{F_n^*})^{**}$, where the double asterisk $**$ stands for the regularized l.s.c. function of $\psi_n = \phi^{*\nabla} I_{F_n^*}$.

Since $F_n^*$ is a subspace of $H^{-s}(\Omega)$, we have $I_{F_n^*} = I_{(F_n^*)^\perp}$, where the orthogonality is inherited from the duality between $H_0^0(\Omega)$ and $H^{-s}(\Omega)$. Since $\mathcal{L}(F_n^*) = F_n^*$, $(F_n^*)^\perp$ is also the orthogonal of $F_n$ in $H_0^0(\Omega)$. We therefore have

$$
\psi_n(u) = \phi^{*\nabla} I_{F_n^*}(u) = \phi^{*\nabla} I_{(F_n^*)^\perp}(w) = \inf_{\varphi \perp (z-w)} \int_\Omega j^*(g+z).
$$

Since $\gamma$ is globally Lipschitz, $\beta$ satisfies the growth assumption (2.3) at infinity, so the function $j^*$ is quadratic at infinity and therefore $z \mapsto \int_\Omega j^*(z)$ is continuous in $L^2(\Omega)$. Furthermore, the function $z \mapsto \int_\Omega j^*(z)$ is coercive in $L^2(\Omega)$.

Henceforth, we deduce that there exists $z = z(v) \in L^2(\Omega)$, not necessarily unique, such that $\psi_n(v) = \int_\Omega j^*(g+z(v))$ with $z(v) - i(v)$ in $L^2(\Omega)$, such that $z(v) - i(v) \perp E_n$ in $L^2(\Omega)$. Indeed, $z - i(v) \perp F_n$ in $H^1(\Omega)$ so $(\mathcal{L}z - i(v)) = 0$ for all $\mathcal{L}$. Hence, taking a vector $\mathcal{L}$ in that basis, we have $\mathcal{L} = i^*(\mathcal{L}) = \mu^* \circ i(\mathcal{L})$, so $0 = \int_\Omega i(\mathcal{L})i(z-v)$ which means that $i(z) - i(v)$ is orthogonal to $E_n$ in $L^2(\Omega)$. Since $z(v)$ is the weak limit in $L^2(\Omega)$, considering a minimising sequence of such $i(z)$, we have the result.

Furthermore, using the coercivity of the integral of $j^*$ in $L^2(\Omega)$ again, we see that $\psi_n$ is lower semi-continuous in $H^1(\Omega)$, so $\psi_n^* = \phi_n^*$.

Therefore, $V \in \partial \phi_n(U)$ if and only if $i^*(U) \in F_n^*$, and there exists $z(v) \in L^2(\Omega)$ with $z(v) - i(v) \in E_n^\perp$ and, as in (2.19),

$$
\int_\Omega j(U) + j^*(g+z) = \langle U, g+z \rangle.
$$

But since $U \in D(\phi) \cap F_n^* \subset L^2(\Omega)$, we can rewrite this as

$$
\int_\Omega j(U) + j^*(g+z) - U(g+z) = 0,
$$

so, as in the proof of Theorem 1, we have that the points $U$ and $g+z$ are conjugated by $j$, thus $z(v) + g = \partial j(U) = \gamma(U)$ a.e. in $\Omega$. The reverse is also clearly true. \hfill \square

Now, setting $f_n = \mathbb{P}_{E_n} f$ for $f \in L^2(0,T;L^2(\Omega))$ and for $\eta_0 \in L^2(\Omega)$, we apply the Proposition 1 for $(\phi_{t,n})_{t \in [0,T]}$ to solve

$$
\frac{d\eta_n}{dt} + \partial \phi_{t,n}(\eta_n) \ni i^*(f_n), \quad \eta_n(0) = \eta_{0,n},
$$

where $\eta_{0,n}$ is constructed as in the proof of Proposition 1 such that $\eta_{0,n} \in D(\phi_{0,n})$ with $\eta_{0,n} \to \eta_0 \in D(\phi_0)$ strongly in $H^{-s}(\Omega)$ and $\phi_{0,n}(\eta_{0,n}) \to \phi_0(\eta_0)$. Then by (2.7), $\frac{d\eta_n}{dt}$ is bounded in $L^2(0,T;H^{-s}(\Omega))$. Moreover, as in Proposition 4, for all $U \in L^2(0,T;H^{-s}(\Omega))$, we have

$$
\varphi_n(U) := \int_0^T \phi_{t,n}(U(t)) dt \stackrel{M}{\to} \varphi(U) := \int_0^T \phi_t(U(t)) dt
$$

in the sense of Mosco.

Therefore, applying Proposition 3, we conclude that $\eta_n$ converges weakly in $H^1(0,T;H^{-s}(\Omega))$ to the solution $\eta$ of

$$
\frac{d\eta}{dt} + \partial \phi_t(\eta) \ni i^*(f), \quad \eta(0) = \eta_0.
$$

Having obtained the approximation $\eta_n \to \eta$ for the enthalpy $\eta$, we want to pass to the limit in the temperatures $\vartheta_n = \gamma(\eta_n) \to \vartheta = \gamma(\eta)$. To do so, we require some estimates on the derivative of the temperatures.
Proposition 6. Suppose \( f \in L^2(0, T; L^2(\Omega)) \) and \( \tilde{g} \in W^{2,1}(0, T; L^2(\mathbb{R}^d)) \cap L^\infty(0, T; H^s(\mathbb{R}^d)) \). Assume \( \eta_0 \in L^2(\Omega) \) and, setting \( \vartheta(0) = \gamma(\eta_0) \), assume \( \vartheta(0) - g(0) \in H^s_0(\Omega) \). Denote by \( \eta_n \in H^1(0, T; F_n^*) \) and \( \tilde{\eta}_n \in H^1(0, T; E_n) \) such that \( \eta_n = i^*(\tilde{\eta}_n) \), the generalised solution associated to the approximate Cauchy problem (3.3), corresponding to the Fcte-Galerkin method as described above. Then, the integral

\[
\int_0^T \int_{\Omega} \left\| \frac{\partial \tilde{\eta}_n}{\partial t} \right\|^2 \leq C_6, \quad \left\| \mathbb{P}_{E_n}(\gamma(\tilde{\eta}_n) - g) \right\|_{L^\infty(0, T; H^s_0(\Omega))} \leq C_7
\]

is uniformly bounded in \( n \), with the bounds \( C_6, C_7 \) dependent on the Lipschitz constant \( C_{\gamma} \) and the given data \( f, g, \eta_0 \).

Proof. Since \( \eta_n \in H^1(0, T; F_n^*) \), there exists \( \tilde{\eta}_n \in H^1(0, T; E_n) \) such that \( \eta_n = i^*(\tilde{\eta}_n) \), \( v_n = \gamma(\tilde{\eta}_n) - g \), and, by Proposition 5 applied to \( \tilde{\eta}_n \), satisfies

\[
\frac{\partial \eta_n}{\partial t} + L v_n = i^*(f_n), \quad v_n, \eta_n \in L^2(0, T; H^s_0(\Omega)) \quad \text{with} \quad (v_n) + g - \gamma(\tilde{\eta}_n) \perp E_n \quad \text{in} \quad L^2(\Omega).
\]

Since \( \gamma \) is Lipschitz, we have \( \gamma(\tilde{\eta}_n) \in H^1(0, T; L^2(\Omega)) \) and \( \gamma(\tilde{\eta}_n) - g \in H^1(0, T; L^2(\Omega)) \). Let \( h_n = \mathbb{P}_{E_n} v_n \) and \( h_n = \mathbb{P}_{E_n}(\gamma(\tilde{\eta}_n) - g) \). Then

\[
h_n \in H^1(0, T; F_n) \quad \text{and} \quad h_n \in H^1(0, T; E_n).
\]

Indeed, we have \( \gamma(\tilde{\eta}_n) - g \in H^1(0, T; L^2(\Omega)) \), so \( h_n = \mathbb{P}_{E_n}(\gamma(\tilde{\eta}_n) - g) \in H^1(0, T; E_n) \). Since \( \tilde{h}_n = \mathbb{P}_{E_n} i(v_n) \), so by the choice of \( F_n \), we have \( \mathbb{P}_{E_n} \circ i = i \circ \mathbb{P}_{F_n} \), and we deduce that \( i(h_n) = \tilde{h}_n \). Therefore, since \( i \) gives an isomorphism between \( F_n \) and \( E_n \), we obtain the properties in (3.6).

Making use of these properties, we can therefore multiply (3.5) by \( \frac{\partial h_n}{\partial t} \in L^2(0, T; F_n) \) to obtain

\[
\int_{\Omega} \frac{\partial \tilde{h}_n}{\partial t} \left[ \left( \frac{\partial h_n}{\partial t} \right)^2 \right] + \left[ \left( \frac{\partial h_n}{\partial t} \right)^2 \right]_{\text{A}} = \int_{\Omega} f_n \left( \frac{\partial h_n}{\partial t} \right)
\]

by (2.2). Now,

\[
\left[ \frac{\partial h_n}{\partial t}, v_n \right]_{\text{A}} = \left[ \frac{\partial h_n}{\partial t}, \mathbb{P}_{F_n} v_n \right]_{\text{A}} = \left[ \frac{\partial h_n}{\partial t}, h_n \right]_{\text{A}} = \int_{\mathbb{R}^d} \mathbb{A} \frac{\partial h_n}{\partial t} \cdot D^s h_n = \frac{1}{2} \frac{\partial}{\partial t} \int_{\mathbb{R}^d} \mathbb{A} \frac{\partial h_n}{\partial t} \cdot D^s h_n,
\]

and from \( f_n = \mathbb{P}_{E_n} f \), we obtain

\[
\int_{\Omega} \frac{\partial \tilde{h}_n}{\partial t} \frac{\partial h_n}{\partial t} + \frac{1}{2} \frac{\partial}{\partial t} \int_{\mathbb{R}^d} \mathbb{A} \frac{\partial h_n}{\partial t} \cdot D^s h_n = \int_{\Omega} f_n \frac{\partial h_n}{\partial t}.
\]

Now, recalling the definition of \( \tilde{h}_n \), we observe that

\[
\int_{\Omega} \left( \frac{\partial \tilde{h}_n}{\partial t} - f_n \right) \frac{\partial \tilde{h}_n}{\partial t} = \int_{\Omega} \left( \frac{\partial \tilde{h}_n}{\partial t} - f_n \right) \frac{\partial}{\partial t} \mathbb{P}_{E_n} (\gamma(\tilde{\eta}_n) - g) = \int_{\Omega} \left( \frac{\partial \tilde{h}_n}{\partial t} - f_n \right) \mathbb{P}_{E_n} \frac{\partial}{\partial t} (\gamma(\tilde{\eta}_n) - g),
\]

so since \( \frac{\partial h_n}{\partial t} - f_n \perp L^2(\Omega) \setminus E_n \), we have

\[
\int_{\Omega} \left( \frac{\partial \tilde{h}_n}{\partial t} - f_n \right) \frac{\partial}{\partial t} (\gamma(\tilde{\eta}_n) - g) + \frac{1}{2} \frac{\partial}{\partial t} \int_{\mathbb{R}^d} \mathbb{A} \frac{\partial h_n}{\partial t} \cdot D^s h_n = 0.
\]

Integrating this over \([0, t]\) for \( t \leq T \), we obtain, by the coercivity of \( A \) in (1.3) and integrating by parts in time,

\[
\int_0^t \int_{\Omega} \frac{\partial \tilde{h}_n}{\partial t} \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} + \frac{1}{2} a_* \left\| \tilde{h}_n(t) \right\|_{H^s_0(\Omega)}^2 \leq \frac{1}{2} a_* \left\| h_n(0) \right\|_{H^s_0(\Omega)}^2 + \int_0^t \int_{\Omega} f_n \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} + \int_0^t \int_{\Omega} \frac{\partial \tilde{h}_n}{\partial t} \frac{\partial g}{\partial t} - \int_0^t \int_{\Omega} \frac{\partial h_n}{\partial t} \frac{\partial g}{\partial t}
\]

\[
= \frac{1}{2} a_* \left\| h_n(0) \right\|_{H^s_0(\Omega)}^2 + \int_0^t \int_{\Omega} f_n \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} - \int_0^t \int_{\Omega} \frac{\partial g^2}{\partial t} + \int_0^t \int_{\Omega} \tilde{h}_n(t) \frac{\partial g}{\partial t} (t) - \int_0^t \int_{\Omega} \tilde{h}_n(0) \frac{\partial g}{\partial t} (0) - \int_0^t \int_{\Omega} f_n \frac{\partial g}{\partial t}.
\]
Now, we know by (2.8) that \( \phi_{t,n}(\eta_n(t)) \) is bounded independent of \( n \) and \( t \), so \( \|\tilde{\eta}_n\|_{{L^\infty(0,T;L^2(\Omega))}} \) is bounded independent of \( n \) (see also (2.10)). Then, by the Cea-type lemma (see, for instance, Proposition 2.5 of [1]) given by
\[
\|P_{F_n}w\|^2_{H^1_0(\Omega)} \leq \frac{a^*}{a_*} \|w\|^2_{H^1_0(\Omega)}, \quad \forall w \in H^1_0(\Omega),
\]
we have, by the compatibility of the initial condition giving \( h_n(0) = P_{F_n}(\gamma(\tilde{\eta}_n(0)) - g(0)) = P_{F_n}(\theta(0) - g(0)) \),
\[
\int_0^T \int_\Omega \frac{\partial \tilde{\eta}_n}{\partial t} \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} + \frac{1}{2}a_* \|h_n(t)\|^2_{H^1_0(\Omega)} \leq \frac{1}{2}a^2 \|\phi(0) - g(0)\|^2_{H^1_0(\Omega)} + \int_0^T \int_\Omega f_n \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} - \int_0^T \int_\Omega \tilde{\eta}_n \frac{\partial^2 g}{\partial t^2} \nonumber + \int_0^T \int_\Omega \tilde{\eta}_n \frac{\partial g}{\partial t}(t) - \int_0^T \int_\Omega \gamma(\tilde{\eta}_n) \frac{\partial g}{\partial t}(0) - \int_0^T \int_\Omega f_n \frac{\partial g}{\partial t}. \quad (3.11)
\]

Now, letting \( C_\gamma \) be the Lipschitz constant of \( \gamma \), we have
\[
\frac{\partial \tilde{\eta}_n}{\partial t} \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} \geq \frac{1}{C_\gamma} \left| \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} \right|^2 \text{ a.e. } Q_T. \quad (3.12)
\]

Also, observe the boundedness of \( \tilde{\eta}_n \) in \( L^\infty(0,T;L^2(\Omega)) \), since \( \eta_n \) is obtained as a solution to the Faedo-Galerkin finite dimensional approximated problem (3.3) and therefore also satisfies (2.12). Therefore, applying the Cauchy-Schwarz inequality to the term \( \int_0^T \int_\Omega f_n \frac{\partial \gamma(\tilde{\eta}_n)}{\partial t} \) and making use of the assumption \( \phi(0) - g(0) \in H^1_0(\Omega) \) gives the first uniform bound \( \|P_{F_n}(\gamma(\tilde{\eta}_n(0)) - g)\|_{{L^\infty(0,T;H^1_0(\Omega))}} = \|h_n\|_{{L^\infty(0,T;H^1_0(\Omega))}} \leq C_T \).

**Remark 6.** For fixed \( \sigma > 0 \) and \( s \) such that \( \sigma \leq s \leq 1 \), similarly to Remark [4], we observe that \( \tilde{\eta}_n \in L^\infty(0,T;L^2(\Omega)) \), and \( \tilde{\eta}_n \) can be bounded for each \( s \) by a constant depending on \( \sigma \) but independent of \( s \), by the continuity of the eigenfunctions in Appendix [4], and depending explicitly on \( T \) and \( \gamma \). Similarly, by Appendix [4] the \( \eta_n \)'s are bounded independent of \( \sigma \geq \sigma \) in \( H^1(0,T;F^s_n) \). This allows us to consider the convergence of the variational problem as \( s \) varies.

In addition, when we have a sequence of Lipschitz functions \( \gamma_n \), we can also obtain (3.12) by considering a Lipschitz constant \( C_\gamma \) given by the supremum of all the Lipschitz constants \( C_{\gamma_n} \).

Now, we can finally proceed to show the existence of more regular solutions to the variational problem (1.14). Indeed, we have the following result:

**Theorem 2.** Let \( f \in L^2(0,T;L^2(\Omega)) \) and \( \bar{g} \in W^{1,1}(0,T;L^2(\mathbb{R}^d)) \cap L^\infty(0,T;H^s(\mathbb{R}^d)) \), and define \( g \) as in (1.8) with the same regularity (see Appendix [4]). Assume \( \eta_0 \in L^2(\Omega) \), and setting \( \phi(0) = \gamma(\eta_0) \) assume \( \phi(0) - g(0) \in H^1_0(\Omega) \). Then there exists a unique weak temperature solution \( \phi \) to the variational problem (1.12) - (1.14), such that \( \phi \in L^\infty(0,T;H^s(\mathbb{R}^d)) \cap H^1(0,T;L^2(\Omega)) \).

**Proof.** From Proposition [4], \( h_n \) is bounded in \( L^\infty(0,T;H^s_0(\Omega)) \). Furthermore, if we recall the definition of \( \tilde{h}_n \) as the projection onto \( L_n \), we have
\[
\left\| \frac{\partial \tilde{h}_n}{\partial t} \right\|_{L^2(\Omega)} \leq \left\| \frac{\partial}{\partial t}(\gamma(\tilde{\eta}_n) - g) \right\|_{L^2(\Omega)},
\]
so \( \tilde{h}_n \) is bounded in \( H^1(0,T;L^2(\Omega)) \).

By Proposition [3] we know that \( \eta_n \to \eta \in H^1(0,T;H^{-s}(\Omega)) \) and \( \tilde{\eta}_n \to \tilde{\eta} \) weakly* in \( L^\infty(0,T;L^2(\Omega)) \), and
\[
\mathcal{L}(v_n) = \partial \phi_{t,n}(\eta^n) = i^*(f_n) - \frac{\partial \tilde{h}_n}{\partial t} \to i^*(f) - \frac{\partial \eta}{\partial t} = \partial \phi_t(\eta) = \mathcal{L}v \text{ in } L^2(0,T;H^{-s}(\Omega)).
\]
Therefore, on applying $L^{-1}$, $v_n$ tends to $v = \gamma(\eta) - g$ weakly in $L^2(0, T; H^s_0(\Omega))$.

Since $v_n = h_n + k_n$ for some $k_n \in F_n^1$, we deduce that $k_n \to 0$ in $L^2(0, T; H^s_0(\Omega))$ and $h_n \to \gamma(\eta) - g$ also in this space, so $\tilde{h}_n \to i(\gamma(\eta) - g)$ in $L^2(0, T; L^2(\Omega))$. Therefore, by (3.14), $\gamma(\eta) - g$ lies in $L^\infty(0, T; H^s_0(\Omega))$ and $i(\gamma(\eta) - g) \in H^1(0, T; L^2(\Omega))$. Finally as $\vartheta = \gamma(\eta)$, we have the desired regularity (3.13). \qed

**Remark 7.** It can be seen that the bounds in (3.14) can be made to depend only on $\sigma > 0$ and independent of $s$ for $\sigma \leq s \leq 1$, by the continuity of the eigenfunctions as shown in Appendix C. Then, as in Remark 6, the bounds $\|D^s(\vartheta - g)\|_{L^\infty(0, T; L^2(\mathbb{R}^d))}$ and $\|\frac{\partial \vartheta}{\partial t}\|_{L^2(0, T; L^2(\Omega))}$ in (3.13) only depend only on $\sigma$ and independent of $s$, allowing us to consider the convergence of the variational problem as $s$ varies.

## 4 Convergence to the Classical Problem as $s \to 1$

Next, as $s \to 1$ the $s$-fractional derivatives converge to the classical derivatives, we show that the corresponding solutions to the fractional Stefan-type problem converge in appropriate spaces to the classical one. We first recall the fractional Poincaré inequality.

**Lemma 2** (Fractional Poincaré inequality, Theorem 2.9 of [27]). Let $s \in (0, 1)$. Then there exists a constant $C_P = C(d, \Omega) > 0$ such that

$$
\|u\|_{L^2(\Omega)} \leq \frac{C_P}{s} \|D^s u\|_{L^2(\mathbb{R}^d)}
$$

for all $u \in H^s_0(\Omega)$.

To consider the convergence of the problem as $s \to 1$, we start with a continuous dependence property of the Riesz derivatives as $s$ varies, which can be easily shown using Fourier transform first for $u(t) \in C^\infty_c(\Omega)$, and extended by density as in Lemma 3.7 of [36].

**Lemma 3.** For $u \in L^\infty(0, T; H^s_0(\Omega))$, $D^s u$ is continuous in $L^\infty(0, T; L^2(\mathbb{R}^d))$ as $s$ varies in $[\sigma, s']$ for $0 < \sigma < s' \leq 1$. As a consequence, we have the following estimate: for $\sigma \leq s \leq 1$,

$$
\|D^s u(t)\|_{L^2(\mathbb{R}^d)} \leq c_s \|D^s u\|_{L^2(\mathbb{R}^d)},
$$

for any $u(t) \in H^s_0(\Omega)$ for a.e. $t \in [0, T]$, where the constant $c_s$ is independent of $s$ and $t$.

Consequently, we have a continuous transition from the fractional Stefan-type problem to the classical Stefan-type problem as $s \to 1$ in the following sense.

**Theorem 3.** Let $(\eta_s, \vartheta_s)$ be the solution to the fractional Stefan-type problem for $0 < \sigma \leq s < 1$ for $f_s \in L^2(0, T; L^2(\Omega))$, $g_s \in W^{2,1}(0, T; L^2(\mathbb{R}^d)) \cap L^\infty(0, T; H^s(\mathbb{R}^d))$, i.e. $\vartheta_s = \gamma(\eta_s)$ for a.e. $x, t \in Q_T$ and

$$
- \int_{Q_T} \eta_s \frac{\partial \xi}{\partial t} + \int_{\mathbb{R}^d \times [0, T]} AD^s \vartheta_s \cdot D^s \xi = \int_{Q_T} f_s \xi + \int_{\Omega} \eta_{0,s} \xi(0), \quad \forall \xi \in \Xi^n_T
$$

with Dirichlet boundary condition $\vartheta_s = g_s$ on $\Gamma^\sigma \times [0, T]$, initial condition $\eta_s(0) = \eta_{0,s} \in L^2(\Omega)$, and setting $\vartheta_s(0) = \gamma(\eta_{0,s})$ assume $\vartheta_s(0) - g_s(0) \in H^s_0(\Omega)$ is bounded uniformly in $s$ for $0 < \sigma \leq s < 1$. Suppose that there exists $\eta_0 \in L^2(\Omega)$, $f \in L^2(0, T; L^2(\Omega))$ and $\tilde{g} \in W^{2,1}(0, T; L^2(\mathbb{R}^d)) \cap L^\infty(0, T; H^1(\mathbb{R}^d))$ such that

$$
\eta_{0,s} \to \eta_0 \text{ in } L^2(\Omega),
$$

$$
f_s \to f \text{ in } L^2(0, T; L^2(\Omega)), \quad \text{and}
$$

$$
\tilde{g}_s \to \tilde{g} \text{ in } W^{2,1}(0, T; L^2(\mathbb{R}^d))-\text{weak and in } L^\infty(0, T; H^1(\mathbb{R}^d))-\text{weak*}.
$$

Then, the sequence $(\eta_s, \vartheta_s)_s$ converges weakly to $(\eta, \vartheta)$ in the sense that

$$
\eta_s \to \eta \text{ in } L^\infty(0, T; L^2(\Omega))-\text{weakly* and in } H^1(0, T; H^{-1}(\Omega))-\text{weak},
$$

and

$$
\vartheta_s \to \vartheta \text{ in } L^\infty(0, T; H^\sigma(\Omega))-\text{weak*}, \text{ in } H^1(0, T; L^2(\Omega))-\text{weak and in } C([0, T]; L^2(\Omega))
$$

as $s \to 1$. \qed
as $s \nearrow 1$, where $(\eta, \vartheta)$ solves uniquely the Stefan problem for $s = 1$ with $\vartheta = \gamma(\eta)$ and initial condition $\eta(0) = \eta_0$ in $\Omega$, and Dirichlet boundary condition $\vartheta = g$ on $\partial \Omega \times [0, T]$, and

$$- \int_{Q_T} \eta \frac{\partial \xi}{\partial t} + \int_{Q_T} AD \vartheta \cdot D \xi = \int_{Q_T} f \xi + \int_{\Omega} \eta_0 \xi(0), \quad \forall \xi \in \Xi_T. \quad (4.5)$$

**Proof.** Recall that $\eta_s \in L^\infty(0, T; L^2(\Omega)) \cap H^1(0, T; H^{-1}(\Omega))$ independent of $\phi_s$, by Remark 4. Moreover, invoking the continuity of the inclusions $H^{-s}(\Omega) \subset H^{-s}(\Omega) \subset H^{-1}(\Omega)$, we have, by (2.12),

$$\|\eta_s\|_{L^\infty(0, T; L^2(\Omega))} \leq C_4 \left( \|\eta_0.s\|_{L^2(\Omega)}, \|f.s\|_{L^2(0, T; H^{-s}(\Omega))}, \|g.s\|_{BV(0, T; L^2(\Omega))} \right) \leq C'_4$$

for a constant $C'_4$ depending on $\sigma$ but independent of $s$ by assumption (4.2). Then, by Lemma 2

$$\|f.s\|_{L^2(0, T; H^{-s}(\Omega))} \leq \frac{C'_P}{\sigma} \|f.s\|_{L^2(0, T; L^2(\Omega))}.$$ 

Similarly, by (2.11) and (4.2),

$$\frac{1}{c_1} \left\| \frac{\partial \eta_s}{\partial t} \right\|_{L^2(0, T; H^{-1}(\Omega))} \leq \left\| \frac{\partial \eta_s}{\partial t} \right\|_{L^2(0, T; H^{-1}(\Omega))} \leq C_2 \left( \|\eta_0.s\|_{L^2(\Omega)}, \|f.s\|_{L^2(0, T; L^2(\Omega))}, \|g.s\|_{BV(0, T; L^2(\Omega))} \right). \quad (4.7)$$

Therefore, $\eta_s$ is bounded in $L^\infty(0, T; L^2(\Omega)) \cap H^1(0, T; H^{-1}(\Omega))$ uniformly with respect to $s$, and, up to a subsequence, $(\eta_s)_s$ is converging in $H^1(0, T; H^{-1}(\Omega))$-weak and in $L^\infty(0, T; L^2(\Omega))$-weak* to some $\eta$ as in (4.3).

Furthermore, for $\vartheta_s - g_s \in L^\infty(0, T; H^s(\Omega))$, we have

$$\left\| D^s(\vartheta_s - g_s) \right\|_{L^\infty(0, T; L^2(\mathbb{R}^d))} \leq C$$

by (4.2) and Remarks 6 and 7 for some constant $C$ independent of $s$ depending on $\sigma \leq s$ and on the data. By the Poincaré inequality, $\vartheta_s - g_s$ is also bounded, so

$$\vartheta_s - g_s \xrightarrow{s \nearrow 1} \vartheta - g \text{ in } L^\infty(0, T; L^2(\mathbb{R}^d)) \text{-weak}^* \quad \text{and} \quad D^s(\vartheta_s - g_s) \xrightarrow{s \nearrow 1} \zeta \text{ in } L^\infty(0, T; L^2(\mathbb{R}^d)) \text{-weak}^*$$

for some $\vartheta, \zeta$.

Now, by the convergence Lemma 3 for all $\Phi \in L^2(0, T; C^\infty_c(\Omega)^d)$, denoting by $\tilde{\Phi}$ the zero extension of $\Phi$ outside $\Omega$,

$$D^s \cdot \Phi \xrightarrow{s \nearrow 1} \tilde{\Phi} = D \cdot \tilde{\Phi} \quad \text{in } L^2(0, T; L^2(\mathbb{R}^d)^d),$$

therefore,

$$\int_0^T \int_{\mathbb{R}^d} D^s(\vartheta_s - g_s) \cdot \tilde{\Phi} = - \int_0^T \int_{\mathbb{R}^d} (\vartheta_s - g_s)(D^s \cdot \tilde{\Phi}) \xrightarrow{s \nearrow 1} - \int_0^T \int_{\mathbb{R}^d} (\vartheta - g)(D \cdot \tilde{\Phi}).$$

But by the a priori estimate on $D^s(\vartheta_s - g_s)$,

$$\left\| \int_0^T \int_{\mathbb{R}^d} D^s(\vartheta_s - g_s) \cdot \tilde{\Phi} \right\| \leq C \|\tilde{\Phi}\|_{L^2(0, T; L^2(\mathbb{R}^d)^d)},$$

which implies, in the limit, that

$$\left\| \int_0^T \int_{\partial \Omega} (\vartheta - g)(D \cdot \tilde{\Phi}) \right\| \leq \int_0^T \int_{\mathbb{R}^d} (\vartheta - g)(D \cdot \tilde{\Phi}) \leq C \|\tilde{\Phi}\|_{L^2(0, T; L^2(\mathbb{R}^d)^d)}.$$
so \( \zeta = D(\vartheta - g) \). Moreover, since \( \vartheta - g = w - \lim_{s \to 1} (\vartheta_s - g_s) = 0 \) outside \( \Omega \), and the boundary of \( \Omega \) being Lipschitz, we may conclude \( \vartheta - g \in L_\infty(0, T; H^1_0(\Omega)) \).

We claim that \((\eta, \vartheta)\) satisfies the Stefan-type problem for \( s = 1 \). Indeed, for any \( \xi \in \mathbb{Z}_1^T \subset \mathbb{Z}_T^\infty \),

\[- \int_{Q_T} \eta \frac{\partial \xi}{\partial t} + \int_0^T \int_{\Omega} AD(\vartheta - g) \cdot D\xi = - \int_{Q_T} \eta \frac{\partial \xi}{\partial t} + \int_0^T \int_{\mathbb{R}^d} AD(\vartheta - g) \cdot D\tilde{\xi} \]

\[= \lim_{s \to 1} \left\{ - \int_{Q_T} \eta_s \frac{\partial \xi}{\partial t} + \int_0^T \int_{\mathbb{R}^d} AD^s(\vartheta_s - g_s) \cdot D\eta_s \right\} = \lim_{s \to 1} \left\{ \int_{Q_T} f\xi + \int_{\Omega} \eta_0 \xi(0) \right\} = \int_{Q_T} f\xi + \int_{\Omega} \eta_0 \xi(0) \]

since \( D^s(\vartheta_s - g_s) \to D(\vartheta - g) \) in \( L_\infty(0, T; L^2(\mathbb{R}^d)) \)-weak* and \( \eta_s \to \eta \) in \( L_\infty(0, T; L^2(\Omega)) \)-weak* and \( D^s\xi \to D\tilde{\xi} \) strongly in \( L^2(0, T; L^2((\mathbb{R}^d)^d)) \) by Lemma 3. Therefore, \((\eta, \vartheta)\) satisfies (4.5).

Moreover, by Remark 2 \( \frac{\partial \vartheta_s}{\partial t} \) is bounded in \( L^2(0, T; L^2(\Omega)) \), so we can take the limit as \( s \to 1 \) to obtain that

\[ \frac{\partial \vartheta_s}{\partial t} \to \frac{\partial \vartheta}{\partial t} \text{ in } L^2(0, T; L^2(\mathbb{R}^d))-\text{weak}. \]

Since \( \frac{\partial g_s}{\partial t} \to \frac{\partial g}{\partial t} \) in \( L^2(0, T; L^2(\mathbb{R}^d))\)-weak,

\[ \vartheta_s - g_s \to \vartheta - g \text{ in } L_\infty(0, T; H^1_0(\Omega))-\text{weak* and in } H^1(0, T; L^2(\Omega))-\text{weak} \]

as \( s \to 1 \), and so by compactness (see, for instance, Corollary 4 of [13]),

\[ \vartheta_s - g_s \to \vartheta - g \text{ in } C([0, T]; L^2(\Omega)), \]

giving the convergence (4.4) as desired using the convergence of \( g_s \) to \( g \) in (4.2).

Finally, it remains to show that \( \vartheta = \gamma(\eta) \) a.e. in \( \Omega \times [0, T] \), or equivalently \( \eta \in \beta(\vartheta) \). Indeed, since \( \vartheta_s = \gamma(\eta_s) \) a.e. in \( \Omega \times [0, T] \) with \( \eta_s \to \eta \) weakly in \( L^2(0, T; L^2(\Omega)) \) and \( \vartheta_s \to \vartheta \) in \( C([0, T]; L^2(\Omega)) \), by the maximal monotonicity of \( \beta \) (see, for instance, Proposition 2.5 of [13]), we have \( \eta \in \beta(\vartheta) \) and \( \eta_\infty \in \beta(\vartheta(0)) \) satisfying (4.5). Subsequently, we obtain the solution \( \vartheta = \gamma(\eta) \) a.e. in \( \Omega \times [0, T] \), with initial condition \( \vartheta(0) = \lim_{s \to 1} \gamma(\eta_0, s) = \gamma(\eta_0) \) by the convergence of \( \eta_0, s \) to \( \eta_0 \) in \( L^2(\Omega) \).

\[ \square \]

## 5  Asymptotic Behaviour as \( t \to \infty \)

In this section, we derive the asymptotic behaviour of the weak solutions as \( t \to \infty \), following the approach of the classical case in [20]. We first begin with a well-known asymptotic convergence result for the solutions of differential equations with maximal monotone operators.

**Proposition 7** (See, for instance, Theorem 3.11 of [13]). Let \( \varphi \) be a lower semi-continuous convex functional on a Hilbert space \( H \). Suppose that for all \( C \in \mathbb{R} \), the set \( \{ x \in H : \varphi(x) + |x|^2 \leq C \} \) is compact. Let \( f_\infty \in H \) and let \( f(t) \) be a function such that \( f - f_\infty \in L^1(t_0, \infty; H) \). Suppose \( U \in C(t_0, \infty; H) \) is a weak solution to the equation \( \frac{dU}{dt} = \partial \varphi(U) \supset f \). Then \( \lim_{t \to \infty} U(t) = U_\infty \in H \exists \text{ and } f_\infty \in \partial \varphi(U_\infty) \).

With this proposition, we can directly obtain the convergence of the generalised enthalpy solutions \( \eta(t) \to \eta_\infty \) in the case where \( \tilde{g}(t) = g_\infty \) for all \( t \geq t_\infty \), i.e. the Dirichlet data is independent of time, with \( f(t) - f_\infty \in L^1(t_0, \infty; H^{-s}(\Omega)) \). For more general \( \tilde{g}(t) \) converging to some \( g_\infty \), we may also have a characterisation of the asymptotic behaviour of the generalised enthalpy solution towards the stationary solution, which can be written in terms of the stationary Dirichlet problem \( \vartheta_\infty = g_\infty \in \Omega^c \) for the temperature \( \vartheta_\infty \):

\[ \int_{\mathbb{R}^d} AD^s \vartheta_\infty \cdot D\hat{x} = \langle f_\infty, \xi \rangle, \quad \forall \xi \in H^s_0(\Omega). \]  

(5.1)

**Theorem 4.** Let \( f, \tilde{g} \) and \( \eta_0 \) satisfy the assumptions in Theorem 7 such that \( f - f_\infty \in L^1(0, \infty; H^{-s}(\Omega)) \cap L^2(0, \infty; H^{-s}(\Omega)) \) and \( \tilde{g} - \tilde{g}_\infty \in W^{1,1}(0, \infty; L^2(\Omega)) \) for given \( f_\infty \in H^{-s}(\Omega) \) and \( \tilde{g}_\infty \in H^s(\mathbb{R}^d) \). (We can subsequently define \( g_\infty \) and \( g(t) \) in the same spaces using (1.8) as explained in the Appendix.) Let \( \eta \in \beta(\vartheta) \)
be the generalised enthalpy solution to the fractional Stefan-type problem \(1.12\) for all \(T > 0\). Then, there exists an \(\eta_\infty \in L^2(\Omega)\) such that
\[
\eta(t) \rightarrow \eta_\infty \text{ strongly in } H^{-s}(\Omega) \text{ and weakly in } L^2(\Omega) \text{ as } t \rightarrow \infty,
\]
where \(\eta_\infty\) is such that \(\vartheta_\infty = \gamma(\eta_\infty)\) satisfies \(5.1\) with \(\vartheta_\infty = g_\infty\) in \(\Omega^c\).

**Proof.** We first note that, while \(\eta_\infty\) is not unique in general, there exists a unique weak temperature solution \(\vartheta_\infty = \gamma(\eta_\infty)\) to \(5.1\) with \(\vartheta_\infty = g_\infty\) in \(\Omega^c\) by the Riesz representation theorem for \(A\) coercive and bounded, since we have the equivalent norms \(1.16\) in \(H^s_0(\Omega)\).

Furthermore, under our assumptions, by a similar approach to the Proposition 3.2 and its Corollary in [20], there is a positive constant \(M\) such that
\[
\sup_{t \geq 0} \|\eta(t)\|_{L^2(\Omega)} \leq M. \tag{5.2}
\]

Let \(\epsilon\) be any positive number. Since \(g\) is bounded, we can take a number \(t_\epsilon\) such that
\[
\int_{t_\epsilon}^{\infty} \|g(\tau) - g_\infty\|_{L^2(\Omega)} + \|f(\tau) - f_\infty\|_{H^{-s}(\Omega)} \, d\tau \leq \epsilon.
\]
Also, let \(w_\epsilon\) be the solution of the fractional Stefan-type problem \(1.12\) corresponding to \((f_\infty, g_\infty)\) on \([t_\epsilon, \infty]\) with initial value \(w_\epsilon(t_\epsilon) = \eta(t_\epsilon)\), i.e.
\[
\frac{dw_\epsilon}{dt}(t) + \partial \phi_\infty(w_\epsilon) = \frac{dw_\epsilon}{dt}(t) + \mathcal{L}_A^s(\gamma(w_\epsilon(t)) - g_\infty) = f_\infty. \tag{5.3}
\]
By Proposition 7 in the interval \([t_\epsilon, \infty]\) with \(H = H^{-s}(\Omega)\) and \(\varphi\) given by the convex functional \(\phi_\infty\) as defined in \(2.14\) for the Dirichlet boundary condition \(g_\infty\), since the set \(\{W \in H^{-s}(\Omega) : \phi_\infty(W) + |W|^2 \leq C\}\) is a bounded set in \(L^2\) and therefore compact in \(H^{-s}(\Omega)\), we have that \(w_\epsilon(t)\) converges in \(H^{-s}(\Omega)\) as \(t \rightarrow \infty\) to a point \(w_\infty \in L^2(\Omega)\) satisfying
\[
f_\infty \in \partial \phi_\infty(w_\infty), \quad \text{or equivalently} \quad \mathcal{L}_A^s(\gamma(w_\infty) - g_\infty) = f_\infty. \tag{5.4}
\]
Therefore, there is a number \(t'_\epsilon \geq t_\epsilon\) such that
\[
\|w_\epsilon(t) - w_\epsilon(\tau)\|_{H^{-s}(\Omega)} \leq \epsilon \quad \forall t, \tau \geq t'_\epsilon.
\]
Also, as in Remark 5 we have that
\[
\frac{1}{2} \frac{d}{dt} \|\eta(\tau) - w_\epsilon(\tau)\|^2_{H^{-s}(\Omega)} + \frac{2}{C\gamma} \|\gamma(\eta(\tau)) - \gamma(w_\epsilon(\tau))\|^2_{L^2(\Omega)} \leq 2 \left(f(\tau) - f_\infty, \eta(\tau) - w_\epsilon(\tau)\right) + 2 \int_{\Omega} (g(\tau) - g_\infty)(\eta(\tau) - w_\epsilon(\tau)),
\]
so in particular,
\[
\frac{d}{dt} \|\eta(\tau) - w_\epsilon(\tau)\|^2_{H^{-s}(\Omega)} \leq K \left(\|f(\tau) - f_\infty\|_{H^{-s}(\Omega)} + \|g(\tau) - g_\infty\|_{L^2(\Omega)}\right)
\]
for some constant \(K\) for a.e. \(\tau \geq t_\epsilon\). Integrating both sides over \([t_\epsilon, t]\), we have
\[
\|\eta(t) - w_\epsilon(t)\|^2_{H^{-s}(\Omega)} \leq K\epsilon \tag{5.5}
\]
for any \(t \geq t_\epsilon\). Therefore, if \(t, s \geq t'_\epsilon\),
\[
\|\eta(t) - \eta(s)\|_{H^{-s}(\Omega)} \leq \|\eta(t) - w_\epsilon(t)\|_{H^{-s}(\Omega)} + \|w_\epsilon(t) - w_\epsilon(s)\|_{H^{-s}(\Omega)} + \|w_\epsilon(s) - \eta(s)\|_{H^{-s}(\Omega)} \leq 2\sqrt{K\epsilon} + \epsilon.
\]
This implies that \(\eta(t)\) converges in \(H^{-s}(\Omega)\) as \(t \rightarrow \infty\) to some \(\eta_\infty \in H^{-s}(\Omega)\). Also, since \(5.5\) holds for all \(t \geq t_\epsilon\) and \(\lim_{t \rightarrow \infty} w_\epsilon(t) = w_\infty\), we have that \(w_\infty \rightarrow \eta_\infty\) in \(H^{-s}(\Omega)\) as \(\epsilon \downarrow 0\). Since \(w_\infty\) satisfies \(5.4\), so does \(\eta_\infty\).

Finally, defining \(\vartheta_\infty = \gamma(\eta_\infty)\), taking the limit in \(\epsilon\) in \(5.4\), we have \(\vartheta_\infty = (\mathcal{L}_A^s)^{-1} f_\infty + g_\infty\).
Remark 8. In addition, if we assume $f - f_\infty \in W^{1,1}(0, \infty; H^{-s}(\Omega))$, we have that the solution $\eta$ to the fractional Stefan-type problem $\text{(1.12)}$ satisfies $\eta - \eta_\infty \in H^1(0, \infty; H^{-s}(\Omega))$. This follows as in the proof of Theorem 2.1 of [27], and it can be shown that the energy functional $J(t)$ given by

$$J(t) := \phi_1(\eta(t)) + \int_0^t \left( \| \frac{d\eta}{dt}(\tau) \|_{H^{-s}(\Omega)}^2 + C \int_0^t \left( \| \frac{\partial \eta}{\partial \tau}(\tau) \|_{L^2(\Omega)} + \| \frac{d\eta}{d\tau}(\tau) \|_{H^{-s}(\Omega)} \right) \right) d\tau$$

for $t \geq 0$

is bounded and non-increasing on $[0, \infty]$. So $\lim_{t \to \infty} J(t)$ exists and

$$\frac{d\eta}{dt} \in L^2(0, \infty; H^{-s}(\Omega)). \quad (5.6)$$

We can also increase the regularity of $\bar{g}$ as in Theorem 2 to obtain the convergence of $\vartheta$.

Theorem 5. Let $f - f_\infty \in L^1(0, \infty; H^{-s}(\Omega)) \cap L^2(0, \infty; L^2(\Omega))$ and $\bar{g} - \bar{g}_\infty \in W^{2,1}(0, \infty; L^2(\mathbb{R}^d)) \cap H^1(0, \infty; L^2(\mathbb{R}^d)) \cap L^2(0, \infty; H^s(\mathbb{R}^d))$ (and so similarly with $g - g_\infty$), and $\eta_0 \in L^2(\Omega)$, where $f_\infty \in L^2(\Omega)$ and $\bar{g}_\infty \in H^s(\mathbb{R}^d)$. Suppose that $\vartheta$ is the weak temperature solution to the fractional Stefan-type problem $\text{(1.14)}$, and $\vartheta_\infty$ is the stationary weak temperature solution to $\text{(5.1)}$ with $\vartheta_\infty = g_\infty$ in $\mathcal{Q}^c$. Then

$$\vartheta(t) \to \vartheta_\infty \text{ in } L^2(\Omega) \text{ and in } H^s(\mathbb{R}^d)\text{-weak as } t \to \infty.$$  

In addition, if $f - f_\infty \in W^{1,1}(0, \infty; H^{-s}(\Omega))$, we have

$$\vartheta(t) - g(t) \to \vartheta_\infty - g_\infty \text{ strongly in } H^s_0(\Omega) \text{ as } t \to \infty.$$  

In particular, if $g(t) \to g_\infty$ in $H^s(\mathbb{R}^d)$ as $t \to \infty$, then $\vartheta(t) \to \vartheta_\infty$ strongly in $H^s(\mathbb{R}^d)$ as $t \to \infty$.

Proof. Let $(\eta, \vartheta)$ be the solution to the fractional Stefan-type problem $\text{(1.14)}$, so that their finite-dimensional approximations $(\eta_n, \gamma(\eta_n))$ satisfy the inequality $\text{(3.11)}$. Since the $\eta_n$’s are uniformly bounded in $L^\infty(0, \infty; L^2(\Omega))$ by Theorem 4 applied to the approximated problem, we have

$$\left| \int_0^\infty \int_\Omega \tilde{\eta}_n \frac{\partial^2 \bar{g}}{\partial t^2} \right| \leq \| \tilde{\eta}_n \|_{L^\infty(0, \infty; L^2(\Omega))} \left\| \frac{\partial^2 \bar{g}}{\partial t^2} \right\|_{L^1(0, \infty; L^2(\Omega))},$$

$$\lim_{t \to \infty} \int_\Omega \tilde{\eta}_n(t) \frac{\partial g}{\partial t}(t) = 0 \quad \text{since } \frac{\partial g}{\partial t} \to 0 \text{ in } L^2(\Omega),$$

$$\left| \int_\Omega \tilde{\eta}_n(0) \frac{\partial g}{\partial t}(0) \right| \leq \| \tilde{\eta}_n(0) \|_{L^2(\Omega)} \left\| \frac{\partial g}{\partial t}(0) \right\|_{L^2(\Omega)},$$

and

$$\left| \int_0^\infty \int_\Omega f_n \frac{\partial g}{\partial t} \right| \leq \| f_n \|_{L^2(0, \infty; L^2(\Omega))} \left\| \frac{\partial g}{\partial t} \right\|_{L^2(0, \infty; L^2(\Omega))}$$

$$= \| \mathcal{P} E_n f \|_{L^2(0, \infty; L^2(\Omega))} \left\| \frac{\partial g}{\partial t} \right\|_{L^2(0, \infty; L^2(\Omega))} \leq \frac{a^s}{a^s} \left\| f \right\|_{L^2(0, \infty; L^2(\Omega))} \left\| \frac{\partial g}{\partial t} \right\|_{L^2(0, \infty; L^2(\Omega))}$$

and, passing to the limit in $n$ in $\text{(3.11)}$, we conclude

$$\vartheta - g \in L^\infty(0, \infty; H^s_0(\Omega)) \cap H^1(0, \infty; L^2(\Omega)). \quad (5.7)$$

Let $w^*$ be any accumulation point of $\{\vartheta(t) - g(t)\}$ in $H^s_0(\Omega)$ for the weak topology as $t \to \infty$, and let $\{t_n\}_n$ be a sequence in $[0, \infty)$ such that $t_n \nearrow \infty$ and $\vartheta(t_n) - g(t_n) \to w^*$ weakly in $H^s_0(\Omega)$ as $n \to \infty$. Then, by the convergence of $g$ and the compactness of $H^s_0(\Omega)$ in $L^2(\Omega)$,

$$\vartheta(t_n) \to w^* + g_\infty \text{ in } L^2(\Omega).$$
Also, from Theorem 4, there exists an \( \eta_\infty \) such that
\[
\eta(t_n) \rightharpoonup \eta_\infty \text{ in } L^2(\Omega)\text{-weak.}
\]
As \( \vartheta(t_n) = \gamma(\eta(t_n)) \), by the property of maximal monotone operators in \( L^2(\Omega) \), the limit of any subsequence as \( t_n \to \infty \) satisfies
\[
w^* + g_\infty = \gamma(\eta_\infty) = \vartheta_\infty.
\]
Therefore, \( w^* = \vartheta_\infty - g_\infty \), and we have the convergence
\[
\vartheta(t) \to \vartheta_\infty \text{ in } L^2(\Omega) \text{ as } t \to \infty \tag{5.8}
\]
and
\[
\vartheta(t) - g(t) \to \vartheta_\infty - g_\infty \text{ in } H^1_0(\Omega)\text{-weak as } t \to \infty. \tag{5.9}
\]
In order to obtain the strong convergence in \( H^1_0(\Omega) \), we define the function \( E(t) \) by
\[
E(t) := \frac{1}{C_\gamma} \int_0^t \left\| \frac{\partial \vartheta(\tau)}{\partial t} \right\|_{L^2(\Omega)}^2 \, d\tau + \frac{1}{2} \left\langle \mathcal{L}_A^*(\vartheta(t) - g(t)), \vartheta(t) - g(t) \right\rangle - \int_\Omega \eta(t) \frac{\partial g(t)}{\partial t} - \left\langle f(t), \vartheta(t) - g(t) \right\rangle \tag{5.10}
\]
for \( t \geq 0 \). Then, using again the inequality \( 3.11 \) in the limit \( n \to \infty \) with the integral taken over the interval \([t_1, t_2]\) and incorporating the Lipschitz property in \( 3.12 \), we obtain
\[
\frac{1}{C_\gamma} \int_{t_1}^{t_2} \left\| \frac{\partial \vartheta(\tau)}{\partial t} \right\|_{L^2(\Omega)}^2 \, d\tau + \frac{1}{2} \left\langle \mathcal{L}_A^*(\vartheta(t_1) - g(t_2)), \vartheta(t_2) - g(t_2) \right\rangle
\]
\[
- \int_\Omega \eta(t_2) \frac{\partial g(t_2)}{\partial t} - \left\langle f(t_2), \vartheta(t_2) - g(t_2) \right\rangle
\]
\[
\leq \frac{1}{2} \left\langle \mathcal{L}_A^*(\vartheta(t_1) - g(t_1)), \vartheta(t_1) - g(t_1) \right\rangle - \int_\Omega \eta(t_1) \frac{\partial g(t_1)}{\partial t} - \left\langle f(t_1), \vartheta(t_1) - g(t_1) \right\rangle
\]
\[
- \int_{t_1}^{t_2} \left\langle \frac{\partial f(\tau)}{\partial t}, \vartheta(\tau) - g(\tau) \right\rangle \, d\tau - \int_{t_1}^{t_2} \int_\Omega \eta(\tau) \frac{\partial^2 g(\tau)}{\partial t^2} \, d\tau,
\]
or
\[
E(t_2) \leq E(t_1) - \int_{t_1}^{t_2} \left\{ \left\langle \frac{\partial f(\tau)}{\partial t}, \vartheta(\tau) - g(\tau) \right\rangle + \int_\Omega \eta(\tau) \frac{\partial^2 g(\tau)}{\partial t^2} \, d\tau \right\} \, d\tau. \tag{5.11}
\]
Recalling \( 5.2 \) and \( 5.7 \), we have \( \eta \in L^\infty(0, T; L^2(\Omega)) \) and \( \vartheta - g \in L^\infty(0, T; H^1_0(\Omega)) \), and so
\[
\int_{t_1}^{t_2} \left( \left\langle \frac{\partial f(\tau)}{\partial t}, \vartheta(\tau) - g(\tau) \right\rangle + \int_\Omega \eta(\tau) \frac{\partial^2 g(\tau)}{\partial t^2} \, d\tau \right) \, d\tau \leq K_1 \int_{t_1}^{t_2} \left\| \frac{\partial f(\tau)}{\partial t} \right\|_{H^{-1}(\Omega)} \, d\tau + K_2 \int_{t_1}^{t_2} \left\| \frac{\partial^2 g(\tau)}{\partial t^2} \right\|_{L^2(\Omega)} \, d\tau
\]
for some constants \( K_1, K_2 \geq 0 \) for any \( t_2 \geq t_1 \geq 0 \). Setting \( H \) to be the function
\[
H(\cdot) := K_1 \left\| \frac{\partial f(\cdot)}{\partial t} \right\|_{H^{-1}(\Omega)} + K_2 \left\| \frac{\partial^2 g(\cdot)}{\partial t^2} \right\|_{L^2(\Omega)} \in L^1(0, \infty),
\]
it follows that
\[
E(t_2) - \int_0^{t_2} H(\tau) \, d\tau \leq E(t_1) - \int_0^{t_1} H(\tau) \, d\tau \quad \text{for all } t_2 \geq t_1 \geq 0.
\]
This implies that \( \lim_{t \to \infty} E(t) \) exists, which we write as \( E_\infty \) and, by definition \( 5.10 \),
\[
\lim_{t \to \infty} \left\langle \mathcal{L}_A^*(\vartheta(t) - g(t)), \vartheta(t) - g(t) \right\rangle = 2E_\infty - \frac{2}{C_\gamma} \int_0^\infty \left\| \frac{\partial \vartheta(\tau)}{\partial t} \right\|_{L^2(\Omega)}^2 \, d\tau + 2 \left\langle f_\infty, \vartheta_\infty - g_\infty \right\rangle \tag{5.12}
\]
since \( \eta \) is bounded in \( L^2(\Omega) \) and \( \frac{\partial g(t)}{\partial t} \to 0 \) in \( L^2(\mathbb{R}^d) \) as \( t \to \infty \).
Next, taking a sequence \( \{ t_n \} \) with \( t_n \to \infty \) so that
\[
\frac{dn}{dt}(t_n) \to 0 \text{ in } H^{-s}(\Omega),
\]
which is always possible by (5.6), we have, recalling that \( \vartheta_\infty \) is the weak temperature solution to (5.1),
\[
L^*_A(\vartheta(t_n) - g(t_n)) = f(t_n) - \frac{dn}{dt}(t_n) \to f_\infty = L^*_A(\vartheta_\infty - g_\infty) \text{ in } H^{-s}(\Omega).
\] (5.13)

Therefore, by (5.9), (5.13) and (5.12),
\[
\langle L^*_A(\vartheta(t_n) - g(t_n)), \vartheta(t_n) - g(t_n) \rangle \to \langle L^*_A(\vartheta_\infty - g_\infty), \vartheta_\infty - g_\infty \rangle = l_\infty.
\] (5.14)

Finally, since the duality in the left hand side of (5.12) is equivalent to the square of the \( H^s_0(\Omega) \) norm of \( \vartheta(t) - g(t) \) by (2.1), we may conclude the strong convergence result
\[
\vartheta(t) - g(t) \to \vartheta_\infty - g_\infty \text{ in } H^s_0(\Omega) \text{ as } t \to \infty.
\]

**Remark 9.** Since \( \eta(t) = b(\vartheta(t)) + \chi(t), \chi(t) \in H(\vartheta(t)), \) and \( \eta(t) \xrightarrow{t \to \infty} \eta_\infty \text{ in } L^2(\Omega) \)-weak and \( \vartheta(t) \to \vartheta_\infty \text{ in } L^2(\Omega), \) we have the existence of a \( \chi_\infty \in H(\vartheta_\infty) \), such that \( \chi(t) \xrightarrow{t \to \infty} \chi_\infty \text{ in } L^\infty(\Omega) \)-weak*.

**Remark 10.** Similar asymptotic results as \( t \to \infty \) for the case \( s = 1 \) have been obtained in [20] considering other variants on the asymptotic behaviour of \( f \) and \( g \).

Earlier asymptotic behaviour results for \( s = 1 \) were obtained in Remarks 9 and 11 of [51] in the variational inequality form in a special case.

### 6 From Two Phases to One Phase

Let \( \nu \) be a parameter such that (1.14) written with the Lipschitz graph \( \gamma^\nu \) corresponds to the two-phase problem when \( \nu > 0 \), and to the one-phase problem when \( \nu = 0 \). In this section, we obtain the solution to the one-phase problem, making use of the solution to the two-phase problem.

Consider the one-phase problem given with data \( f^o, \tilde{\varphi}^o \geq 0 \) by
\[
-\int_{Q_T} \eta^o \frac{\partial \varphi}{\partial t} + \int_{\Omega} AD^s \varphi^o \cdot D^s \varphi = \int_{Q_T} f^o \varphi + \int_{\Omega} \eta^o \varphi(0), \quad \forall \varphi \in \mathbb{Z}^s_\mathbb{T}.
\] (1.14)_{ph}

with initial condition \( \eta^o(x, 0) = \eta^o_\mathbb{Z}(x) \) with regularity as in Theorem 2 and \( \varphi^o = \gamma^o(\eta^o) \) such that \( \varphi^o(0) - g^o(0) \in H^s_0(\Omega) \). In this section, we use the lower subscript \( o \) to indicate the one-phase problem, and the upper superscript \( \mathbb{Z} \) to indicate the initial condition. We first show that there exists a solution to this problem, by obtaining the solution as the limit of a sequence of solutions to two-phase problems. The main idea is that we flatten the left leg of the monotone Lipschitz graph \( \gamma \) to obtain \( \gamma^o \) which has range \([0, \infty[\). Then \( \gamma^o \) will still satisfy the same conditions (2.3) at \( r = +\infty \). Furthermore, we define the convex functional \( \phi^o \) by
\[
\phi^o(W) = \begin{cases} 
\int_{\Omega} (j^o(W) - \varphi^o(t)W) \, dx & \text{for } W \in L^2(\Omega); \\
+\infty & \text{for } W \in H^{-s}(\Omega) \backslash L^2(\Omega)
\end{cases}
\]
for the primitive \( j^o \) of \( \gamma^o \) chosen such that \( j^o \) vanishes at 0.

**Remark 11.** Observe that the image of \( \gamma^o \) is \([0, \infty[\). Therefore, given any \( \eta_0^o \in L^2(\Omega), \varphi^o(0) = \gamma^o(\eta_0^o) \geq 0 \).

This also applies to \( \eta^o(t) \in L^2(\Omega) \) at general time \( t \in [0, T] \), so we have \( \varphi^o(t) = \gamma^o(\eta^o(t)) \geq 0 \) for all \( t \). As such, it is necessary that the Dirichlet boundary condition \( g^o \) is non-negative in \( \Omega^c \times [0, T] \).
Theorem 6. Let \( f^o \in L^2(0,T;L^2(\Omega)) \) and \( \hat{g}^o \in W^{2,1}(0,T;L^2(\mathbb{R}^d)) \cap L^\infty(0,T;H^s(\mathbb{R}^d)) \), and define \( g^o \) as in (1.8) (and subsequently with the same regularity). Assume \( \eta^0_0 \in L^2(\Omega) \) and, setting \( 0 \leq \vartheta^o(0) = \gamma^o(\eta^0_0) \), assume \( \hat{g}^o \geq 0 \) in \( \Omega^c \times [0,T] \) and \( \vartheta^o(0) - g^o(0) \in H^s(\Omega) \). Then, there exist a unique generalised enthalpy solution \( \eta^o \) and a weak temperature solution \( \vartheta^o \) to the variational problem (1.1A.4) with

\[
\eta^o \in \beta^o(\vartheta^o) \quad \text{and} \quad \vartheta^o = \gamma^o(\eta^o) \geq 0,
\]
such that

\[
\eta^o \in L^\infty(0,T;L^2(\Omega)) \cap H^1(0,T;H^{-s}(\Omega))
\]
and

\[
\vartheta^o \in L^\infty(0,T;H^s(\mathbb{R}^d)) \cap H^1(0,T;L^2(\Omega))
\]
with \( \vartheta^o = g^o \) in \( \Omega^c \).

Proof. We construct \( \eta^o \) and \( \vartheta^o \) as the limit of an approximating sequence of \( \eta^{o'} \) and \( \vartheta^{o'} \). (See also the proof of Theorem A.1 in [24].)

Indeed, since \( \gamma^o \) is non-negative,

\[
\lim_{|r| \to +\infty} \frac{\gamma^o(r)}{r} \geq 0.
\]

Then, consider the strictly increasing approximation

\[
\gamma^{o'}(r) = \gamma^o(r) + \nu r
\]
for \( \nu > 0 \). Assuming \( \gamma^o \) is Lipschitz continuous, so is \( \gamma^{o'} \). Also, \( \gamma^{o'} \) clearly converges to \( \gamma^o \) uniformly on compact sets as \( \nu \) tends to zero. Furthermore,

\[
\lim_{|r| \to +\infty} \frac{\gamma^{o'}(r)}{r} \geq \nu + \lim_{|r| \to +\infty} \frac{\gamma^o(r)}{r} > 0,
\]
so (2.3) is satisfied. The corresponding maximal monotone graph \( \beta^{o'} \) is then given by

\[
\beta^{o'}(r) = \frac{1}{\nu} (r - (\nu \beta^o)^{-1}(r)),
\]
which is Lipschitz continuous with constant \( \frac{1}{\nu} \). Therefore, from Theorem 1 and Theorem 2, we obtain the unique generalised enthalpy and weak temperature solutions \( \eta^{o'} \) and \( \vartheta^{o'} \) of the approximate regularized problem with approximating compatible functions \( f^{o'} \), \( g^{o'} \) and \( \eta^{0_0} \) in the same spaces as the ones of the data

\[
\begin{aligned}
\int_{\Omega} \eta^{o'} \frac{\partial \xi}{\partial t} + \int_{\mathbb{R}^d \times [0,T]} A D^s \vartheta^{o'} \cdot D^s \xi &= \int_{\Omega} f^{o'} \xi + \int_{\Omega} \eta^{0_0} \xi(0), \quad \forall \xi \in \Xi^2, \quad (1.1A.4)
\end{aligned}
\]
such that \( \eta^{o'} = \beta^{o'}(\vartheta^{o'}) \) are uniformly bounded in \( H^1(0,T;H^{-s}(\Omega)) \cap L^\infty(0,T;L^2(\Omega)) \) for \( \nu < 1 \), since the estimates (4.6)–(4.7) are independent of \( \nu \) with

\[
\phi^{\nu}_n(\eta^{0_0}) = \int_{\Omega} (j^{\nu}(\eta^{0_0}) + g^{\nu}(0)\eta^{0_0}) + I_{F^*}
\]
\[
= \int_{\Omega} (j^{\nu}(\eta^{0_0}) + \nu |\eta^{0_0}|^2 + g^{\nu}(0)\eta^{0_0}) + I_{F^*}
\]
\[
\leq \int_{\Omega} (j^{\nu}(\eta^{0_0}) + |\eta^{0_0}|^2 + g^{\nu}(0)\eta^{0_0}) + I_{F^*}
\]
for uniformly bounded \( \eta^{0_0}, g^{\nu}(0) \in L^2(\Omega) \). We recall that \( (F_n)_{n \in \mathbb{N}} \) is an increasing set of finite dimensional subspaces of \( H^s(\Omega), F^* = L(F_n) \subset H^{-s}(\Omega), \) and \( I_{F^*} \) is the indicator function of \( F^* \), i.e. \( I_{F^*} = 0 \) in \( F^*_n \), \( I_{F^*} = +\infty \) elsewhere.

Henceforth, taking \( C_G = C_g + 1 \) in (3.12) and making use of (3.11), at the limit \( n \to \infty \), we obtain that \( \frac{\partial \vartheta^{o'}}{\partial t} \) is bounded in \( L^2(0,T;L^2(\Omega)) \) and \( \vartheta^{o'} - g^{\nu} \) is bounded in \( L^\infty(0,T;H^s(\Omega)) \) independently of \( \nu \). Passing to the limit as \( \nu \) tends to zero, since \( \vartheta^{o'} \) is bounded in \( H^1(0,T;H^{-s}(\Omega)) \) as a solution to (1.1A.4), we have \( (\eta^{o'})_{n} \)
converging in $H^1(0,T;H^{-s}(\Omega))$-weak and in $L^\infty(0,T;L^2(\Omega))$ in the weak* topology, to some $\eta^\nu$. Similarly, $(\partial^\nu)n = (\gamma^\nu(\eta^\nu)n)$ converges weakly in $H^1(0,T;L^2(\Omega)) \cap L^\infty(0,T;H^s(\mathbb{R}^d))$, and by compactness also in $C([0,T];L^2(\Omega))$, to some $\partial^\nu$ such that $\partial^\nu(t) - \partial^\nu(0) \in H^2_0(\Omega)$ a.e. $t$. Passing to the limit, $\partial^\nu$ satisfies (1.14) with the required regularity (0.2). Also, by the maximal monotonicity of $\beta^\nu$ and the Mosco convergence of $\beta^\nu$ to $\beta^\nu$, we have $\eta^\nu \in \beta^\nu(\partial^\nu)$ and $\eta^\nu_0 \in \beta^\nu(\partial^\nu(0))$ satisfying (1.14) and (6.1). Subsequently, $\partial^\nu = \gamma^\nu(\eta^\nu)$ a.e. in $\Omega \times [0,T]$ and $\partial^\nu(0) = \lim_{\nu \to 0} \gamma^\nu(\eta^\nu_0) = \gamma^\nu(\eta^\nu_0)$ by the convergence of $\eta^\nu_0$ to $\eta^\nu_0$ in $L^2(\Omega)$. Since the range of $\gamma^\nu$ is $[0,\infty]$, $\vartheta \geq 0$ and we obtain the solution of the one-phase problem. \[\square\]

Having obtained a unique solution to the limiting one-phase problem, we now show that the solutions of the two-phase problem given by

$$-\eta^\nu\int_{Q_T} \frac{\partial \xi}{\partial t} + \int_{\Omega \times [0,T]} AD^\nu(\partial^\nu - g^\nu) \cdot D^\nu \xi = \int_{Q_T} f^\nu \xi + \int_{\Omega} \eta^\nu_0 \xi(0) \quad \forall \xi \in \Xi_T \tag{1.14}_{ph}$$

with $\partial^\nu = \gamma^\nu(\eta^\nu)$ in fact converges to the one-phase problem (1.14). For the classical case of $s = 1$, see also [49], as well as the proof of Theorem 6.1 on pages 44-45 of [18].

**Theorem 7.** Assume that for each $\nu \geq 0$, $f^\nu \in L^2(0,T;L^2(\Omega))$, $\tilde{g}^\nu \in W^{2,1}(0,T;L^2(\Omega)) \cap L^\infty(0,T;H^s(\mathbb{R}^d))$ bounded independently of $\nu$, and $\eta^\nu_0 \in \tilde{D}(\tilde{g}^\nu)$. Writing $\partial^\nu = \gamma^\nu(\eta^\nu)$ for the Lipschitz graph $\gamma^\nu$ with a uniform Lipschitz constant $C$, for all $\nu \geq 0$, assume that $\eta^\nu_0 \in L^2(\Omega)$ and, setting $0 \leq \partial^\nu(0) = \gamma^\nu(\eta^\nu_0)$, assume $\tilde{g}^\nu \geq 0$ in $\Omega \times [0,T]$ and $\partial^\nu(0) - g^\nu(0) \in H^s_0(\Omega)$ is bounded uniformly in $\nu$ for $\nu \geq 0$. Let $(\eta^\nu, \partial^\nu)$ be the unique solution of the fractional two-phase Stefan-type problem (1.14) with 0 ≤ $\partial^\nu = \gamma^\nu(\eta^\nu)$. Suppose that $\eta^\nu_0 \to \eta^\nu_0$ in $L^2(\Omega)$, $f^\nu \to f^\nu$ in $L^2(0,T;L^2(\Omega))$, $g^\nu \to g^\nu$ in $W^{2,1}(0,T;L^2(\mathbb{R}^d))$-weak and in $L^\infty(0,T;H^s(\mathbb{R}^d))$-weak*, and $\gamma^\nu$ converges to $\gamma^\nu$ uniformly on compact sets as $\nu$ tends to zero. Then, $\eta^\nu \to \eta^\nu$ in $H^1(0,T;H^{-s}(\Omega))$-weak and in $L^\infty(0,T;L^2(\Omega))$-weak* as $\nu \searrow 0$ and $\partial^\nu \to \partial^\nu$ in $H^1(0,T;L^2(\Omega))$-weak, in $L^\infty(0,T;H^s(\mathbb{R}^d))$-weak* and in $C([0,T];L^2(\Omega))$ as $\nu \searrow 0$.

**Proof:** Indeed, as in the previous theorem, since $\eta^\nu \in \beta^\nu(\partial^\nu)$ is a solution to (1.14), it is bounded in $H^1(0,T;H^{-s}(\Omega))$. Passing to a subsequence, we have $(\eta^\nu_n)$ converging in $H^1(0,T;H^{-s}(\Omega))$-weak and in $L^\infty(0,T;L^2(\Omega))$ in the weak* topology, to some $\eta^\nu$.

Furthermore,

$$L^\nu_A(\gamma^\nu(\eta^\nu) - g^\nu) = \partial \phi^\nu(\eta^\nu) = f^\nu - \frac{\partial \eta^\nu}{\partial t} \to f^\nu - \frac{\partial \eta^\nu}{\partial t} = \partial \phi^\nu(\eta^\nu) = L^\nu_A(\gamma^\nu(\eta^\nu) - g^\nu) \text{ weakly in } L^2(0,T;H^{-s}(\Omega)).$$

Therefore, by applying $(L^\nu_A)^{-1}$, $w^\nu = \gamma^\nu(\eta^\nu) - g^\nu$ converges weakly to $w^\nu = \gamma^\nu(\eta^\nu) - g^\nu$ in $L^2(0,T;H^s_0(\Omega))$. But $\eta^\nu$ is in $L^\infty(0,T;L^2(\Omega))$ for each $\nu$ by Theorem 1 since $\eta^\nu$ is the generalised enthalpy solution to the Stefan-type problem (1.14), bounded independent of $\nu > 0$ for $\nu$ small enough. Therefore, by the assumptions, we can again obtain a priori estimates on $\partial^\nu = \gamma^\nu(\eta^\nu)$ in $L^\infty(0,T;H^s(\mathbb{R}^d)) \cap H^1(0,T;L^2(\Omega))$, and the conclusion follows as in the proof of the previous theorem. \[\square\]

**Remark 12.** Similarly to the convergence of the two-phase problem, it is possible to extend the results of Sections 4 and 5 to the one-phase problem.

### Appendix - The Fractional Dirichlet Problem

The function $g = g(t)$ is constructed for every fixed $t \in J$, for the interval $J = [0,T]$ for all $T < \infty$, (using Theorem 1.13 of [25]) by solving

$$\int_{\mathbb{R}^d} AD^\nu g(t) \cdot D^\nu v = 0 \quad \forall v \in H^2_0(\Omega) \tag{A.1}$$
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with the Dirichlet boundary condition given by

$$g(t) = \tilde{g}(t) \text{ in } \Omega^c,$$

with $\tilde{g}(t)$ defined on $H^s(\mathbb{R}^d)$. When $\tilde{g} \in BV(0,T;H^s(\mathbb{R}^d))$ or $H^k(0,T;H^s(\mathbb{R}^d))$ for $k = 1, 2$, by solving this Dirichlet problem, $g$ will have the same time regularity as $\tilde{g}$.

Indeed, consider $u = g - \tilde{g}$. Then $u$ satisfies $u(t) = 0$ in $\Omega^c$ and

$$\int_\mathbb{R}^d AD^*u(t) \cdot D^*v = -\int_\mathbb{R}^d AD^*\tilde{g}(t) \cdot D^*v = : \langle L\tilde{g}(t), v \rangle \quad \forall v \in H_0^s(\Omega)$$

(A.2)

Since $L : H^s(\mathbb{R}^d) \to H^{-s}(\Omega)$ with $\tilde{g}(t) \in H^s(\mathbb{R}^d)$, $L\tilde{g}(t)$ is a linear functional in $H^{-s}(\Omega)$. By the coercivity and boundedness of $L$, there exists a unique solution $u(t) \in H^s_0(\Omega)$ satisfying (A.2) for almost every $t \in J$ by the Lax-Milgram theorem. By the uniqueness of $u(t)$, there exists a unique $g(t) := u(t) + \tilde{g}(t) \in H^s(\mathbb{R}^d)$ satisfying (A.1) for almost every $t \in J$. It is clear that $g \in L^2(0,T;H^s(\mathbb{R}^d))$ if $\tilde{g} \in L^2(0,T;H^s(\mathbb{R}^d))$.

Furthermore, by linearity of $L$, considering two time slices $\{t\} \times \Omega$ and $\{\tau\} \times \Omega$, we have, taking the test function to be $u(t) - u(\tau)$,

$$a_* \left\| u(t) - u(\tau) \right\|^2_{H^s_0(\Omega)} \leq \int_{\mathbb{R}^d} AD^*u(t) \cdot D^*(u(t) - u(\tau)) - \int_{\mathbb{R}^d} AD^*u(\tau) \cdot D^*(u(t) - u(\tau))$$

$$= -\int_{\mathbb{R}^d} AD^*\tilde{g}(t) \cdot D^*(u(t) - u(\tau)) + \int_{\mathbb{R}^d} AD^*\tilde{g}(\tau) \cdot D^*(u(t) - u(\tau))$$

(A.3)

$$\leq a_* \left\| \tilde{g}(t) - \tilde{g}(\tau) \right\|_{H^{-s}(\mathbb{R}^d)} \left\| u(t) - u(\tau) \right\|_{H^s_0(\Omega)},$$

so taking the sum of all time steps in $[t, t_{n-1}] \subset [0, T]$, $u \in BV(0,T;H^s_0(\Omega))$ if $\tilde{g} \in BV(0,T;H^s(\mathbb{R}^d))$, and consequently $g = u + \tilde{g} \in BV(0,T;H^s(\mathbb{R}^d))$.

Also, from (A.3), we have the continuity of $u(t)$ in time for $t \in J$. Therefore, $u \in C(J;H^s_0(\Omega))$ if $\tilde{g}(t)$ is continuous for $t \in J$. Furthermore, we consider the problem

$$\int_{\mathbb{R}^d} AD^*w(t) \cdot D^*v = -\int_{\mathbb{R}^d} AD^*\frac{\partial \tilde{g}}{\partial t}(t) \cdot D^*v = \left\langle L \frac{\partial \tilde{g}}{\partial t}(t), v \right\rangle \quad \forall v \in H^s_0(\Omega)$$

(A.4)

when $\frac{\partial \tilde{g}}{\partial t} \in H^s(\mathbb{R}^d)$, and we can once again apply the argument above to obtain a unique solution $w \in H^s_0(\Omega)$ for almost every $t \in J$. It remains to show that

$$w(t) = \frac{\partial u}{\partial t}(t) \quad \text{a.e. } t \in H^s_0(\Omega).$$

But, as in (A.3), we have, using (A.2) and (A.4) and taking the test function to be $\frac{u(t)-u(t+h)}{h} - w(t)$,

$$a_* \left\| \frac{u(t)-u(t+h)}{h} - w(t) \right\|^2_{H^s_0(\Omega)} \leq \int_{\mathbb{R}^d} AD^*u(t) \cdot D^*\left( \frac{u(t)-u(t+h)}{h} - w(t) \right) - \int_{\mathbb{R}^d} AD^*w(t) \cdot D^*\left( \frac{u(t)-u(t+h)}{h} - w(t) \right)$$

$$= -\int_{\mathbb{R}^d} AD^*\frac{\partial \tilde{g}}{\partial t}(t) \cdot D^*\left( \frac{u(t)-u(t+h)}{h} - w(t) \right) + \int_{\mathbb{R}^d} AD^*\frac{\partial \tilde{g}}{\partial t}(t) \cdot D^*\left( \frac{u(t)-u(t+h)}{h} - w(t) \right)$$

(A.5)

$$\leq a_* \left\| \frac{\partial \tilde{g}}{\partial t}(t) - \frac{\partial \tilde{g}}{\partial t}(\tau) \right\|_{H^{-s}(\mathbb{R}^d)} \left\| \frac{u(t)-u(t+h)}{h} - w(t) \right\|_{H^s_0(\Omega)}.$$

But recall that by definition (see, for instance, Chapter 23.5 of [52]),

$$\frac{\tilde{g}(t) - \tilde{g}(t+h)}{h} \to \frac{\partial \tilde{g}}{\partial t}(t) \quad \text{in } H^s(\mathbb{R}^d) \text{ as } h \to 0.$$
Therefore, for any \( \epsilon > 0 \), take a small enough \( h > 0 \) such that \[
\left\| \frac{\bar{g}(t) - \bar{g}(t+h)}{h} - \frac{\partial g}{\partial t}(t) \right\|_{H^s(\mathbb{R}^d)} < \epsilon,
\]
then \[
\left\| \frac{u(t) - u(t+h)}{h} - w(t) \right\|_{H^s_0(\Omega)} < \frac{\epsilon}{a}.\] Since \( \epsilon \) is arbitrary,
\[
w(t) = \lim_{h \to 0} \frac{u(t) - u(t+h)}{h} \quad \text{a.e. } t \in H^s_0(\Omega),
\]
and the limit of the difference quotient is, by definition, \( \frac{\partial g}{\partial t} = w(t) + \frac{\partial \bar{g}}{\partial t}(t) \), and we have that \( g \) has the same regularity as \( \tilde{g} \) in \( H^1(0,T;H^s(\mathbb{R}^d)) \). Repeating this argument again by taking a second time derivative, we have the same result for \( g \cdot \tilde{g} \in H^2(0,T;H^s(\mathbb{R}^d)) \).

Analogously, for \( \tilde{g} \in W^{2,1}(0,T;L^2(\mathbb{R}^d)) \cap L^2(0,T;H^s(\mathbb{R}^d)) \) for \( T \in [0, \infty[, \ g \) is first constructed from \( \tilde{g} \in H^2(0,T;H^s(\mathbb{R}^d)) \), and then extended by density to obtain also \( g \in W^{2,1}(0,T;L^2(\mathbb{R}^d)) \cap L^2(0,T;H^s(\mathbb{R}^d)) \).

\section*{Appendix - The Variational Inequality Formulations}

We observe that the formulation given in (1.14) can be formally transformed into a variational inequality formulation with fractional derivatives (see for example [41] or Chapter VII of [18]). Indeed, consider an
\[
\langle \frac{\partial \bar{g}}{\partial t}(t) - \bar{g}(t), \eta \rangle = \langle \frac{\partial g}{\partial t}(t) - g(t), \eta \rangle \quad \text{for all } \eta \in H^s_0(\Omega),
\]
and defining
\[
\mathcal{K}(t) := H^s_0(\Omega) + g(t) \quad \text{for a.e. } t \in [0,T],
\]
from [B.3] with \( w = \hat{w}(t) - \frac{\partial \Theta}{\partial t}(t) \), where \( \hat{w}(t) \in \mathbb{K}(t) \), we obtain, for almost every \( t \),

\[
\int_{\Omega} b \left( \frac{\partial \Theta}{\partial t}(t) \right) \left( \hat{w} - \frac{\partial \Theta}{\partial t} \right) + \int_{\mathbb{R}^d} A D^s \Theta \cdot D^s \left( \hat{w} - \frac{\partial \Theta}{\partial t} \right) + \int_{\Omega} \lambda \hat{w}^+ - \int_{\Omega} \lambda \left( \frac{\partial \Theta}{\partial t} \right)^+ \\
\geq \int_{\Omega} (\hat{g}(t) + \eta_0) \left( \hat{w} - \frac{\partial \Theta}{\partial t} \right), \quad \forall \hat{w}(t) \in \mathbb{K}(t), \quad (B.5)
\]

which corresponds to the variational inequality formulations of Duvaut and Frémond (see [18], [50], [51] and [41]). With the same assumptions on \( f, g \) and \( \eta_0 \), we can obtain a solution \( \Theta \) to [B.5], [B.4] using the Faedo-Galerkin method (refer to [51] or Chapter 3 of [41] for a proof starting from the variational inequality formulation [B.5]), using the special basis of Appendix C. A similar result can also be obtained using the Rothe method (refer to Section 3.1 of [52]).

Similarly, for the one phase problem we can also obtain an equivalent variational inequality formulation, now of obstacle type. Indeed, governed by \( \gamma^o \), the weak temperature solution \( \theta^o \) obtained in (1.14) is non-negative at all times \( t \in [0, T] \). Therefore, its primitive

\[
\Theta^o(t) = \int_{0}^{t} \theta^o(\tau) \, d\tau
\]

is also always non-negative, and satisfies

\[
\Theta^o \in H^1(0,T; H^s(\mathbb{R}^d)), \quad \Theta^o(0) = 0 \quad \text{and} \quad \Theta^o(t) \geq 0, \quad \Theta^o(t) - \int_{0}^{t} g(\tau) \, d\tau = 0 \quad \text{in} \quad \Omega^c \quad \text{for a.e.} \quad t \in [0, T], \quad (B.4)
\]

and from [B.1], denoting \( \chi_o \in H(\partial^o) \),

\[
\int_{\Omega} b \left( \frac{\partial \Theta^o}{\partial t}(t) \right) w + \int_{\mathbb{R}^d} A D^s \Theta^o(t) \cdot D^s w + \int_{\Omega} \lambda \chi_o(t) w = \int_{\Omega} \hat{g}(t) w + \int_{\Omega} \eta_0 w, \quad \text{for a.e.} \quad t, \forall w \in H^o_0(\Omega). \quad (B.1)
\]

Now introduce

\[
\mathbb{K}^+(t) := \left\{ v \in H^s(\mathbb{R}^d) : v \geq 0 \text{ a.e. in } \Omega, v = \int_{0}^{t} g(\tau) \, d\tau \text{ in } \Omega^c \right\}, \quad \text{for a.e.} \quad t \in [0, T].
\]

Assuming that \( \chi_{\{ \theta^o(t) > 0 \}} = \chi_{\{ \theta^o(t) > 0 \}} \) and \( \chi_{\{ \theta^o(t) < 0 \}} = \chi_{\{ \theta^o(t) < 0 \}} \) for a.e. \( t \in [0, T] \), we can once again make use of the inequality [B.2] to obtain

\[
\lambda \chi_o(v - \Theta^o) \leq \lambda (v^+ - \Theta^o^+) = \lambda (v - \Theta^o)
\]

when \( v(t), \Theta^o(t) \geq 0 \). Therefore, we can rewrite the equation [B.1'] with \( w = v - \Theta^o(t) \) for \( v \in \mathbb{K}^+(t) \) as a variational inequality to obtain the following evolutionary obstacle-type problem for \( \Theta^o(t) \in \mathbb{K}^+(t) \):

\[
\int_{\Omega} b \left( \frac{\partial \Theta^o}{\partial t}(t) \right) (v - \Theta^o(t)) + \int_{\mathbb{R}^d} A D^s \Theta^o(t) \cdot D^s (v - \Theta^o(t)) \geq \int_{\Omega} (\hat{g}(t) + \eta_0 - \lambda)(v - \Theta^o(t)), \quad \forall v \in \mathbb{K}^+(t).
\]

This corresponds to the nonlocal version of the parabolic variational inequality obtained by Duvaut [26] for the one-phase Stefan problem for the classical case \( s = 1 \). See also [40], [41] or [52].

C \hspace{1em} \text{Appendix - Dependence of Eigenfunctions of} \hspace{1em} \mathcal{L}^s_{A} \hspace{1em} \text{on} \hspace{1em} 0 < s \leq 1

Here we show the continuity of the eigenfunctions of \( \mathcal{L}^s_{A} \) with respect to the parameter \( s, 0 < s \leq 1 \). A similar result on \( s > 1 \) can be found in Theorem 1.2 of [10] for the nonlocal p-Laplacian and Theorem 3.1 of [27] for other nonlocal operators.

Recalling the compact embeddings \( H^s_{\text{loc}}(\Omega) \hookrightarrow H^s(\Omega) \hookrightarrow H^0_s(\Omega) \hookrightarrow L^2(\Omega) \) for the bounded open set \( \Omega \subset \mathbb{R}^d \), with Lipschitz boundary, where \( 0 < \sigma < s < 1 \), consider the operator \( T^s : L^2(\Omega) \rightarrow H^0_s(\Omega) \rightarrow L^2(\Omega) \), which depends on \( s \), defined by \( u^s := T^s(h) \in H^0_s(\Omega) \) corresponding to the homogeneous Dirichlet condition:

\[
u \in H^0_s(\Omega) : \quad \langle \mathcal{L}^s_{A} u^s, v \rangle = \int_{\mathbb{R}^d} A D^s u^s \cdot D^s v = \int_{\Omega} hv, \quad \forall v \in H^0_s(\Omega). \quad (C.1)
\]
Then, by the Poincaré inequality, we have
\[
\|u^s\|^2_{L^2(\Omega)} \leq \frac{C_P}{s} \|\nabla u^s\|^2_{L^2(\mathbb{R}^d)} \leq \frac{C_P}{s a_*} (\mathcal{C}_{A^*} u^s, u^s) \leq \frac{C_P}{s a_*} \int_{\Omega} h u^s \leq \frac{C_P}{s a_*} \|h\|_{L^2(\Omega)} \|u^s\|_{L^2(\Omega)}.
\] 
(C.2)

Therefore, for \(\sigma < s\),
\[
\|T^s\| = \sup_{\|h\|_{L^2(\Omega)} \leq 1} \|T^s(h)\|_{L^2(\Omega)} = \sup_{h \in L^2(\Omega)} \frac{\|u^s\|_{L^2(\Omega)}}{\|h\|_{L^2(\Omega)}} \leq \frac{C_P}{s a_*} \leq \frac{C_P}{\sigma a_*}.
\]

By the estimate (C.2), for \(\sigma \leq s \leq r \leq 1\), \(u^s\) converges strongly to some \(u^*\) in \(L^2(\Omega)\). As argued in Section 3.2 of [35], \(\|\nabla u^s\|_{L^2(\mathbb{R}^d)} \leq C\) for some constant \(C\) independent of \(s\). Therefore,
\[
D^s u^s \overset{s \to r}{\longrightarrow} \zeta \quad \text{in } L^2(\mathbb{R}^d)\text{-weak}
\]
for some \(\zeta\).

Now, for all \(\Phi \in C_c^\infty(\mathbb{R}^d)\), for \(s \to r\)
\[
D^s \Phi \to D^r \Phi \quad \text{in } L^2(\mathbb{R}^d),
\]
therefore
\[
\int_{\mathbb{R}^d} D^s u^s \cdot \Phi = - \int_{\mathbb{R}^d} u^s (D^s \Phi) \overset{s \to r}{\longrightarrow} - \int_{\mathbb{R}^d} u^s (D^r \cdot \Phi).
\]
But by the a priori estimate on \(D^s u^s\),
\[
\left| \int_{\mathbb{R}^d} D^s u^s \cdot \Phi \right| \leq C \|\Phi\|_{L^2(\mathbb{R}^d)},
\]
which implies that
\[
\left| \int_{\mathbb{R}^d} u^s (D^r \cdot \Phi) \right| \leq C \|\Phi\|_{L^2(\mathbb{R}^d)} \quad \forall \Phi \in C_c^\infty(\mathbb{R}^d).
\]
This means that \(D^r u^* \in L^2(\mathbb{R}^d)\), and since \(\Omega\) has a Lipschitz boundary, \(u^* \in H_0^1(\Omega)\).

Furthermore, since \(D^s \Phi \to D^r \Phi\) strongly in \(L^2(\mathbb{R}^d)\) as \(s \to r\), so
\[
\int_{\mathbb{R}^d} D^s (u^s - u^*) \cdot \Phi = - \int_{\mathbb{R}^d} (u^s - u^*) (D^s \cdot \Phi) \rightarrow 0 \quad \forall \Phi \in C_c^\infty(\mathbb{R}^d),
\]
therefore
\[
\zeta = w - \lim_{s \to r} D^s u^s = D^r u^* \in L^2(\mathbb{R}^d).
\]

Taking test functions \(\varphi \in C_c^\infty(\Omega)\),
\[
\int_{\mathbb{R}^d} A D^r u^* \cdot D^r \varphi = \lim_{s \to r} \int_{\mathbb{R}^d} A D^s u^* \cdot D^s \varphi = \lim_{s \to r} \int_{\Omega} h \varphi = \int_{\Omega} h \varphi \quad \forall \varphi \in C_c^\infty(\Omega).
\]
Extending this by density to all test functions \(v \in H_0^1(\Omega)\), by the uniqueness of the solution to the homogeneous Dirichlet boundary problem [C.1], with \(s = r \leq 1\), we have that \(u^* = u^r\). Therefore, for every \(h \in L^2(\Omega)\), \(T^s(h)\) converges to \(T^r(h)\) in \(L^2(\Omega)\) as \(s \to r\).

**Theorem 8.** Let \(0 < \sigma \leq s, r \leq 1\). For the sequence of operators \(T^s : L^2(\Omega) \to L^2(\Omega)\) given above, \(T^s\) converges to \(T^r\) strongly in the operator norm as \(s \to r\).

**Proof.** We first claim that, for each fixed \(s\), it is possible to find an \(h^s\) in the unit ball of \(L^2(\Omega)\) achieving the supremum, i.e.
\[
\sup_{\|h\|_{L^2(\Omega)} \leq 1} \left\| T^s(h) - T^r(h) \right\|_{L^2(\Omega)} = \left\| T^s(h^s) - T^r(h^s) \right\|_{L^2(\Omega)}.
\]
Indeed, for any maximizing sequence \( \{h_m\} \), we can extract a subsequence which converges weakly to some \( h^* \) which also belongs to the unit ball of \( L^2(\Omega) \). Since the embedding from \( L^2(\Omega) \) into \( H^{-\sigma}(\Omega) \) is compact, and since \( T^s \) and \( T^r \) can also be considered continuous operators from \( H^{-\sigma}(\Omega) \) into \( H_{0}^{s}(\Omega) \) and from \( H^{-r}(\Omega) \) into \( H_{0}^{r}(\Omega) \), respectively, both operators are also completely-continuous operators in \( L^2(\Omega) \), and so taking \( m \) to infinity we have the conclusion.

Having obtained the sequence \( \{h^*_m\} \), since they are the weak limits of a uniformly bounded sequences, there exists \( h \) in the unit ball of \( L^2(\Omega) \) such that \( h^* \) converge weakly in \( L^2(\Omega) \) and strongly in \( H^{-\sigma}(\Omega) \) to \( h \). Then, by Lemma \( \[ \\] \) for \( \sigma \leq s \), we have \( \|u\|_{H^s_0(\Omega)} \leq c_{\sigma}\|u\|_{H^s_0(\Omega)} \) for \( u \in H^s_0(\Omega) \) and consequently
\[
\|h\|_{H^{-\sigma}(\Omega)} = \sup_{u \in H^s_0(\Omega)} \langle h, u \rangle_{H^s_0(\Omega)} \leq c_{\sigma}\|h\|_{H^{-\sigma}(\Omega)}.
\]

As in \( \[ \] \), if \( u = T^s(f) \) with \( f \in H^{-s}(\Omega) \), we obtain
\[
a_{\sigma}\|u\|^2_{H^s_0(\Omega)} = a_{\sigma}\|D^s u\|^2_{L^2(\mathbb{R}^d)} \leq \|L^s_a u, u\| = \int_{\Omega} f u \leq \|f\|_{H^{-s}(\Omega)}\|u\|_{H^s_0(\Omega)}, \quad \forall f \in H^{-s}(\Omega),
\]
and then
\[
\|T^s\|_{H^{-\sigma}(\Omega)} = \sup_{f \in H^{-s}(\Omega)} \frac{\|u\|_{H^s_0(\Omega)}}{\|f\|_{H^{-\sigma}(\Omega)}} \leq \frac{1}{a_{\sigma}}
\]
for the operator norm \( \|\cdot\|_s \) as an operator from \( H^{-s}(\Omega) \) to \( H^s(\Omega) \). Therefore, it follows that
\[
\|T^s\|_\sigma = \sup_{f \in H^{-s}(\Omega)} \frac{|T^s(f)|_{H^s_0(\Omega)}}{\|f\|_{H^{-\sigma}(\Omega)}} \leq c_{\sigma}^2 \sup_{f \in H^{-s}(\Omega)} \frac{|T^s(f)|_{H^s_0(\Omega)}}{\|f\|_{H^{-\sigma}(\Omega)}} = c_{\sigma}^2\|T^s\|_s \leq \frac{c_{\sigma}^2}{a_{\sigma}}.
\]

Similarly, we have
\[
\|T^r\|_\sigma \leq \frac{c_{\sigma}^2}{a_{\sigma}}.
\]

Since \( T^s(h) \) converges to \( T^r(h) \) in \( L^2(\Omega) \) for every \( h \in L^2(\Omega) \), for any \( \epsilon > 0 \), we can pick a \( \delta > 0 \) such that, for \( |s - r| \leq \delta \), we have
\[
\|h^* - h\|_{H^{-\sigma}(\Omega)} \leq \frac{c_{\sigma}a_{\sigma}}{4c_{\sigma}^2} \quad \text{and} \quad \|T^s(h) - T^r(h)\|_{L^2(\Omega)} \leq \frac{\epsilon}{2}.
\]
Therefore,
\[
\sup_{\|f\|_{L^2(\Omega)} \leq 1} \|T^s(f) - T^r(f)\|_{L^2(\Omega)} = \|T^s(h^*) - T^r(h^*)\|_{L^2(\Omega)} \\
\leq \|T^s(h) - T^r(h)\|_{L^2(\Omega)} + \|T^s(h^* - h) - T^r(h^* - h)\|_{L^2(\Omega)} \\
\leq \frac{\epsilon}{2} + (\|T^s\|_\sigma + \|T^r\|_\sigma)\|h^* - h\|_{H^{-\sigma}(\Omega)} \\
\leq \frac{\epsilon}{2} + \frac{2c_{\sigma}^2 c_{\sigma} a_{\sigma}}{4c_{\sigma}^2} = \epsilon.
\]

As a corollary, by Theorem 2.3.1 of [29], we have

**Corollary 2.** For the operators \( T^s, T^r \) as given in the previous theorem, let \( \lambda_k^s = \lambda_k^s(T^s) \) and \( \lambda_k^r = \lambda_k^r(T^r) \) be the \( k \)-th eigenvalues of \( T^s \) and of \( T^r \) respectively for \( s \) and for \( r \), \( 0 < \sigma \leq s, r \leq 1 \). Then,
\[
|\lambda_k^s - \lambda_k^r| \leq \|T^s - T^r\| := \sup_{\|f\|_{L^2(\Omega)} \leq 1} \|(T^s - T^r)(f)\|.
\]

In particular, the map \([\sigma, 1] \ni s \mapsto \lambda_k^s \in (0, \infty)\) is continuous.
For each eigenvalue $\lambda_k$, the associated eigenvector $h_k$ of $T^*$ such that $T^*(h_k) = \lambda_k h_k$. Setting $u_k := T^*(h_k)$, we have $u_k = T^*(h_k) = \lambda_k^r h_k = \lambda_k^r L_A u_k$, so $1/\lambda_k^r$ is the eigenvalue of $L_A$ with associated eigenvector $u_k$.

**Corollary 3.** Let $u_k^s$ be the corresponding eigenfunctions of $1/\lambda_k^r$ for the operator $L_A^r$ for $s \in [\sigma, r]$, $0 < \sigma < r \leq 1$. Then, the maps $[\sigma, 1] \ni s \mapsto u_k^s \in L^2(\Omega)$ and $[\sigma, 1] \ni r \mapsto u_k^r \in H_0^r(\Omega)$ are also continuous.

**Proof.** Since $\lambda_k^r$ converges, so does $1/\lambda_k^r$. Therefore,

$$a_* \|D^s u_k^s\|_{L^2(\mathbb{R}^d)}^2 \leq \langle L_A^s u_k^s, u_k^s \rangle = \frac{1}{\lambda_k^r} \|u_k^s\|_{L^2(\Omega)}^2.$$ 

Normalizing by $\|u_k^s\|_{L^2(\Omega)} = 1$, the convergence of the eigenvalues gives

$$a_* \|D^s u_k^s\|_{L^2(\mathbb{R}^d)}^2 \leq \left( \frac{1}{\lambda_k^r} - \frac{1}{\lambda_k^r} \right) + \frac{1}{\lambda_k^r} \leq 1 + \frac{1}{\lambda_k^r}$$

for $|r - s|$ sufficiently small and for $r \leq 1$ and $k$ fixed. This means that the $H_0^s(\Omega)$ norm of $u_k^s$ is bounded, so by compactness, there exists a sequence $\{s_n\}_{n \in \mathbb{N}}$ with $s_n \to r$ such that the corresponding sequence of eigenfunctions $\{u_k^s\}_{n \in \mathbb{N}}$ converges weakly in $H_0^s(\Omega)$ and strongly in $L^2(\Omega)$ to some $u_k^r$ for each $k$. This $u_k^r$ corresponds to a $h_k = \frac{1}{\lambda_k^r} u_k^r$ which is the limit of $h_k$, where $h_k$ satisfies $T^*(h_k) = \lambda_k^r h_k$. Since $\lambda_k \to \lambda_k^r$, $h_k = \frac{1}{\lambda_k^r} u_k^s$, where $u_k^s \to h_k$ strongly in $L^2(\Omega)$ as $s \to r$, and by the convergence of the operator norm $T^* \to T'$,

$$T^*(h_k^r) = T^*(h_k^s) \to T^*(h_k^r) \quad \text{and} \quad \lambda_k^r \to \lambda_k^r$$

as $s \to r$. Now, by the definition, the image of $T^*$ lies in $H_0^s(\Omega)$, so $u_k^s = \lambda_k^r h_k^s = T^*(h_k^s) \in H_0^s(\Omega)$. Consequently, $h_k = h_k^r$, so $u_k^s = u_k^r$. Therefore, for every fixed $k$ and $r$, $u_k^r$ converges strongly to $u_k^s$ in $L^2(\Omega)$ as $s \to r$, with $\|u_k^r\|_{L^2(\Omega)} = 1$, which yields the continuity of the map $[\sigma, 1] \ni s \mapsto u_k^s \in L^2(\Omega)$. Since $r > \sigma$, by the compactness of the inclusion $H_0^s(\Omega) \hookrightarrow H_0^r(\Omega)$ for all $\sigma' > \sigma$, we also have the continuity of the map $[\sigma, 1] \ni r \mapsto u_k^r \in H_0^s(\Omega)$.

\[ \square \]
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