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When phase space coordinates are noncommutative, especially including arbitrarily non-
commutative momenta, the Hall effect is reinvestigated. A minimally gauge-invariant cou-
ppling of electromagnetic field is introduced by making use of Faddeev-Jackiw formulation
for unconstrained and constrained systems. We find that the parameter of noncommutative
momenta makes an important contribution to the Hall conductivity.

§1. Introduction

Recently the idea of noncommutative structure at small length scales has been
drawn much attention in string theories and field theories including gravity. The
general expectation was that noncommutative spacetimes could introduce an effec-
tive cut-off in field theories, in analogy to a lattice. Especially interesting is a model
of open strings propagating in a constant $B$ field background. Previous studies show
that this model is related to noncommutativity of D-branes\textsuperscript{1)} and in the zero slope
limit to noncommutative Yang-Mills theory\textsuperscript{2)}. An intriguing mixing of UV and IR
theories has been also found in the perturbative dynamics of noncommutative field
theories\textsuperscript{3)}.

In this paper we consider the Hall effect, when phase space coordinates\textsuperscript{4)} are
noncommutative. By the noncommutative phase space we mean the following: We
consider here a system that a particle with charge $e$ moves on a two-dimensional
plane in the uniform external electric field $\vec{E}$ and the uniform external magnetic
field $\vec{B}$, where the direction of $\vec{E}$ is parallel to the ($x_1, x_2$) plane, while that of $\vec{B}$ is
transverse to the ($x_1, x_2$) plane. Let coordinates of the particle be $\vec{x} = (x_1, x_2)$ and
momenta be $\vec{p} = (p_1, p_2)$. By the noncommutative phase space we mean that we
have a commutation relation in matrix form

$$\left(\begin{array}{c|c|c|c|c}
[x_1, x_1] & [x_1, x_2] & [x_1, p_1] & [x_1, p_2] \\
[p_1, x_1] & [p_1, x_2] & [p_1, p_1] & [p_1, p_2] \\
[p_2, x_1] & [p_2, x_2] & [p_2, p_1] & [p_2, p_2] \\
\end{array}\right) = \frac{1}{\hbar} \eta \epsilon \begin{pmatrix}
\theta_x & e^T & -g & \theta_p \epsilon
\end{pmatrix}, \quad (1.1)$$

$$\epsilon := \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix},$$
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where $\theta_x$, $\theta_p$ are real parameters and $g$ is an arbitrary $2 \times 2$ real matrix. In this paper we use this commutator together with the Hamiltonian $H = \vec{p}^2/(2m)$.

There have so far been many papers only in the case where $\theta_x \neq 0$, $\theta_p = 0$ and $g^{Ii} = \delta^{Ii}$ (Kronecker delta), together with the Hamiltonian $H = \vec{p}^2/(2m)$. The general type of noncommutativity Eq.(1.1) is found in the open string theory with constant $B$ field background. We also know another famous example that the background $B$ field is so strong as to neglect the kinetic term of a charged particle. In these examples, constraints arise, and then Dirac brackets can be calculated. As a result, $\theta_x$ and $\theta_p$ are related with each other.

In the present paper we would like to make a step forward such that $\theta_x$ and $\theta_p$ are generally independent with each other. Especially, one can see later that the parameter $\theta_p$ of noncommutative momenta makes an important contribution to the Hall conductivity. Though one can always make $[p^I, p^J] = i\hbar \theta_p \epsilon^{IJ}$ to be zero by means of a congruent transformation, but in the same time the Hamiltonian is transformed into another complicated form. We may take this complicated Hamiltonian with the transformed commutator $[p'^I, p'^J] = 0$. However, this formulation is, of course, equivalent to the original one.

Usually the gauge-invariant Hamiltonian is obtained by the minimal substitution $\vec{p} \to \vec{p} - eA(x)$ of electromagnetic field $A(x)$ into the free Hamiltonian. However, this procedure is valid only when the commutation relations are canonical, i.e., $\theta_x = \theta_p = 0$ and $g^{Ii} = \delta^{Ii}$ in Eq.(1.1). So we should find another procedure of minimal substitution compatible with Eq.(1.1). For this purpose, in Sec.2 we follow the line of Faddeev-Jackiw formulation based on the first-order Lagrangian. In Sec.3 the gauge-invariant coupling thus obtained is applied to calculate the Hall conductivity for cases of unconstrained and constrained systems.

The final section is devoted to concluding remarks. In the Appendix A we discuss the effect of scattering off a lattice. In the Appendix B we summarize symmetries and corresponding conserved quantities of our system with the generalized Poisson bracket.

§2. A gauge-invariant coupling

To begin, let us recall the dynamical Hamilton equation of motion derived from a first-order Lagrangian one-form, which is usually taken as

$$ L \frac{dt}{\alpha} = \alpha(z) - H(z) dt, \quad (2.1) $$

where the one-form $\alpha(z) = \alpha_\mu(z) dz^\mu$ is an arbitrary function of $z$, and $H(z)$ is the Hamiltonian which is assumed to be given from the beginning. Here we have introduced the $2N$-component phase-space coordinate

$$ z^\mu = \begin{cases} x^i & \text{for } \mu = i = 1, 2, \ldots, N, \\ p^I & \text{for } \mu = I = N + 1, N + 2, \ldots, 2N. \end{cases} \quad (2.2) $$

The symplectic two-form $\omega(z)$ becomes

$$ \omega := d\alpha = \frac{1}{2} \omega_{\mu\nu}(z) \, dz^\mu \wedge dz^\nu, \quad (2.3) $$
where

\[ \omega_{\mu\nu}(z) = \partial_\mu \alpha_\nu - \partial_\nu \alpha_\mu . \]  

(2.4)

From the Lagrangian we have the Euler-Lagrange equation

\[ \omega_{\mu\nu}(z) \dot{z}^\nu = \partial_\mu H(z) . \]  

(2.5)

When \( \omega_{\mu\nu}(z) \) is nonsingular, the matrix \( \omega^{\mu\nu}(z) \) inverse to \( \omega_{\mu\nu}(z) \) exists. Then we have

\[ \dot{z}^\mu = \omega^{\mu\nu}(z) \partial_\nu H(z) , \]  

(2.6)

which can be expressed in terms of the generalized Poisson bracket

\[ \{z^\mu, z^\nu\} = \omega^{\mu\nu}(z) \]  

(2.7)

and

\[ \{A, B\} = \omega^{\mu\nu}(z) (\partial_\mu A)(\partial_\nu B) . \]  

(2.8)

Hence \( \omega_{\mu\nu}(z) \) corresponds to the generalized Lagrange bracket.

Now, let us introduce minimally the electromagnetic field. This is achieved by replacement

\[ H \rightarrow \tilde{H} = H + eV(x) \]  

(2.10)

and

\[ L dt \rightarrow \tilde{L} dt = \tilde{\alpha}(z) - \tilde{H}(z)dt \]  

(2.11)

with \( \tilde{\alpha}(z) := \alpha(z) + eA(z), \ A(z) := A_i(x)dx^i \), where \( A_i(x) \) is the vector potential and \( V(x) \) is the scalar potential. It is clear that the above minimal substitution of the electromagnetic field is gauge-invariant. According to Eq.(2.11), the symplectic two-form (2.3) is now replaced as

\[ \omega(z) \rightarrow \tilde{\omega}(z) = \omega(z) + e \ dA(z) = \omega(z) + \frac{1}{2} e \ F_{ij}(x) \ dx^i \wedge dx^j , \]  

(2.12)

where \( F_{ij}(x) := \partial_i A_j(x) - \partial_j A_i(x) \) is the field strength. This means that the generalized Lagrange bracket is replaced as

\[ \omega_{\mu\nu}(z) \rightarrow \tilde{\omega}_{\mu\nu}(z) = \begin{cases} \omega_{ij}(z) + e \ F_{ij}(x) & \text{for } i, j = 1, 2, \ldots, N \vspace{1em} \\ \omega_{\mu\nu}(z) & \text{for otherwise} \end{cases} \]  

(2.13)

Note that \( \alpha(z) \) is changed into \( \tilde{\alpha} \) above by \( A(z) \), but the form of starting Hamiltonian \( \tilde{H}(z) \) remains unchanged. The Hamilton equation of motion is then given by

\[ \dot{z}^\mu = \{z^\mu, \tilde{H}(z)\} , \]  

(2.14)

with the generalized Poisson bracket

\[ \{z^\mu, z^\nu\} = \tilde{\omega}^{\mu\nu}(z) , \]  

(2.15)

which is the inverse matrix to \( \tilde{\omega}_{\mu\nu}(z) \), if it exists.
§3. The Hall effect

The above gauge invariant formulation is applied to the Hall effect in two-dimensional configuration space \( N = 2 \). We start with the generalized Poisson bracket which is given by

\[
\{ z^{\mu}, z^{\nu} \} = \begin{pmatrix} \theta_x & e \\ -g & \theta_p \end{pmatrix}^T \epsilon, \quad \mu, \nu = 1, \ldots, 4 , \quad (3.1)
\]

in the same notation as Eq. (1.1). Throughout this paper we assume that its determinant is not zero, i.e., \( \det(\omega^{\mu\nu}) = (\det g - \theta_x \theta_p)^2 \neq 0 \). And then, the generalized Lagrange bracket is given by

\[
( \omega_{\mu\nu} ) = \frac{1}{D} \begin{pmatrix} \theta_p & e g^T \epsilon \\ -e g \epsilon & \theta_x \epsilon \end{pmatrix}, \quad D := \det g - \theta_x \theta_p \neq 0 . \quad (3.2)
\]

We have also the free Hamiltonian given by

\[
H = \frac{1}{2m} \vec{p}^2 , \quad \vec{p} = \begin{pmatrix} p^1 \\ p^2 \end{pmatrix} . \quad (3.3)
\]

According to the procedure in Sec. 3, we introduce the magnetic field \( F_{ij} = B \delta_{ij} \) into \( \omega_{ij} \)-component

\[
( \tilde{\omega}_{\mu\nu} ) = \frac{1}{D} \begin{pmatrix} \tilde{\theta}_p & e g^T \epsilon \\ -e g \epsilon & \theta_x \epsilon \end{pmatrix}, \quad \tilde{\theta}_p := \theta_p + D e B \quad (3.4)
\]

The inverse matrix to \( \tilde{\omega}_{\mu\nu} \) is also calculated to be

\[
( \tilde{\omega}^{\mu\nu} ) = \frac{1}{\lambda} \begin{pmatrix} \theta_x & e g^T \epsilon \\ -g & \tilde{\theta}_p \epsilon \end{pmatrix}, \quad \lambda := 1 - \theta_x e B \quad (3.5)
\]

where we have also assumed \( \lambda \neq 0 \). From Eqs. (3.1) and (3.3), we can see that the constant magnetic field \( B \) plays a similar role of the parameter \( \theta_p \) of noncommutative momenta, and vice versa.

According to the replacement (2.10), we introduce the electric field \( \vec{E} := (E_1, E_2)^T \) by

\[
H \rightarrow \tilde{H} = H + e V(x) = \frac{1}{2m} \vec{p}^2 - e \vec{E} \cdot \vec{x} \quad , \quad (3.6)
\]

where we have chosen a gauge \( V(x) = -\vec{E} \cdot \vec{x} \). In quantum theory, the equation of motion (2.14) and the generalized Poisson bracket (2.17) are now replaced by

\[
\dot{z}^\mu = \frac{1}{i\hbar} [z^{\mu}, \tilde{H}(z)] \quad (3.7)
\]

and

\[
[z^{\mu}, z^{\nu}] = i\hbar \tilde{\omega}^{\mu\nu} \quad , \quad (3.8)
\]
respectively. The equation (3.7) reduces to
\[ \dot{z}^{\mu} = \tilde{\omega}^{\mu\nu} \partial_{\nu} H(z), \]
or explicitly
\[ \frac{d}{dt} (\vec{x} \cdot \vec{p}) = 1 \left( \frac{\theta_x}{\theta_p} \epsilon g^T \left( -eE \right) \frac{\vec{p}}{m} \right). \] (3.9)

The solution of \( \vec{p}(t) \) is given by
\[ \vec{p}(t) = \frac{me}{\theta_p} \epsilon g \vec{E} + \left[ \vec{p}(0) - \frac{me}{\theta_p} \epsilon g \vec{E} \right] e^{i(\tilde{\omega}_c t)}, \] (3.10)
with the cyclotron frequency
\[ \tilde{\omega}_c := \frac{\theta_p}{m\lambda} = \frac{\theta_p + DeB}{m(1 - \theta_x eB)}, \] (3.11)
whereas the equation for \( \vec{x}(t) \) is
\[ \frac{d\vec{x}}{dt} = 1 \left( -\theta_x \epsilon e \vec{E} + \frac{1}{m} g^T \vec{p}(t) \right). \] (3.12)

Let us consider expectation values of Eqs.(3.10) and (3.12) for a stationary state of the Hamiltonian \( \tilde{H} \). Since the expectation value \( \langle \vec{p}(t) \rangle \) is time-independent, it follows from Eq.(3.10) that
\[ \langle \vec{p} \rangle = \frac{me}{\theta_p} \epsilon g \vec{E}. \] (3.13)

This is substituted into the expectation value of Eq.(3.12) to obtain
\[ \langle \dot{\vec{x}} \rangle = -\frac{De}{DeB + \theta_p} \epsilon \vec{E}. \] (3.14)

Here we have used a formula \( g^T \epsilon g = \epsilon (\det g) \). Hence the expectation value of current \( \langle \vec{J} \rangle := e\rho \langle \vec{x} \rangle \) with a charge density \( \rho \) is given by
\[ \langle \vec{J} \rangle = \frac{e \rho}{B} \frac{DeB}{DeB + \theta_p} \epsilon \vec{E}. \] (3.15)

From this we have the Hall conductivity
\[ \sigma = \frac{e \rho}{B} \frac{DeB}{DeB + \theta_p} \epsilon = \frac{e \rho}{B} \left( 1 - \frac{\theta_p}{eB(\det g) + \lambda \theta_p} \right) \epsilon, \] (3.16)
where \( D = \det g - \theta_x \theta_p \) as in Eq.(3.2). In the usual noncommutative case with \( \theta_x \neq 0, \theta_p = 0 \) and \( g = 1 \), the Hall conductivity (3.16) reduces to \( \sigma = (e \rho / B) \epsilon \), which is equivalent to the ordinary result in the commutative case with \( \theta_x = \theta_p = 0 \) and \( g = 1 \) and has no effect from any parameters of noncommutativity.

Thus we see that the parameter \( \theta_p \) makes an important contribution to the Hall conductivity. This is apparent from the fact that the parameter \( \theta_p \) plays a role of
an effective magnetic field. By using the effective magnetic field $B_p := \theta_p/(eD)$, the Hall conductivity is also written as

$$\sigma = \frac{ep}{B} \frac{1}{1 + B_p/B} \epsilon . \quad (3.17)$$

It is worthwhile to comment the role of $\theta_x$ on the cyclotron frequency $\tilde{\omega}_c$ given by Eq.(3.11). By the existence of $\theta_x$, the dependence of the cyclotron frequency on the magnetic field $B$ is qualitatively different from that in commutative case $\theta_x = 0$, such that at the limit of strong field $|B| \gg 1/|e\theta_x|$, $\tilde{\omega}_c$ tends to a finite value $\tilde{\omega}_c \to -D/(m\theta_x)$ and $\tilde{\omega}_c$ is singular at $B = 1/(e\theta_x)$.

**A singular case ($\lambda = 0$)**

The determinant of $\tilde{\omega}_{\mu\nu}$ in Eq.(3.14) is given by

$$\det(\tilde{\omega}_{\mu\nu}) = \frac{1 - \theta_x eB}{\det g - \theta_x \theta_p} = \frac{\lambda}{D} . \quad (3.18)$$

When $\lambda = 1 - \theta_x eB = 0$, there is no inverse matrix of $\tilde{\omega}_{\mu\nu}$, so that constraints arise. In this case the parameter $\theta_x$ is given by $\theta_x = 1/(eB)$, and then $\tilde{\omega}_{\mu\nu}$ reduces to

$$\left( \tilde{\omega}_{\mu\nu} \right) = \frac{1}{D} \begin{pmatrix} eB(\det g) & \epsilon g^T \epsilon \\ -\epsilon g \epsilon & 1/(eB) \epsilon \end{pmatrix} . \quad (3.19)$$

The variation of Lagrangian $L = \bar{\alpha}_\mu \dot{z}^\mu - \bar{H}(z)$ yields the equation of motion

$$\tilde{\omega}_{\mu\nu} \dot{z}^\nu = \partial_\mu \bar{H}(z) , \quad (3.20)$$

which reduces to

$$\frac{1}{D} \begin{pmatrix} eB(\det g) & \epsilon g^T \epsilon \\ -\epsilon g \epsilon & 1/(eB) \epsilon \end{pmatrix} \begin{pmatrix} \dot{x} \\ \dot{\bar{p}} \end{pmatrix} = \left( -e\bar{E} \right) . \quad (3.21)$$

Multiplying the matrix

$$\begin{pmatrix} 1 & 0 \\ -1 & eB \epsilon g^T \end{pmatrix} \quad (3.22)$$

to Eq.(3.21), we obtain the equation of motions

$$eB (\det g) \epsilon \dot{x} + \epsilon g^T \epsilon \dot{\bar{p}} = -D e\bar{E} , \quad (3.23)$$

and constraints

$$\bar{E} = \frac{B}{m} \epsilon g^T \dot{\bar{p}} , \quad (3.24)$$

that is, $\bar{p}$ becomes a constant vector. This reflects the fact that the matrix Eq.(3.19) has a rank two and two zero eigenvalues. Hence we can drop the second term on the L.H.S. in Eq.(3.23) to obtain

$$ep \dot{x} = \frac{ep}{B} \frac{D}{\det g} \epsilon \bar{E} . \quad (3.25)$$
By taking an expectation value for Eq.(3.25) we obtain the Hall conductivity

\[ \sigma = \frac{e \rho}{B \det g} \epsilon = \frac{e \rho}{B} \left( 1 - \frac{\theta_p}{eB \det g} \right) \epsilon . \] (3.26)

This result coincides with the value obtained by formal substitution \( \lambda = 0 \) into Eq.(3.16). From this result we see again that the parameter \( \theta_p \) makes an important contribution to the Hall conductivity.

§4. Concluding remarks

We have considered the Hall effect when phase space coordinates are noncommutative, especially including the parameter \( \theta_p \) of noncommutative momenta. First a gauge-invariant coupling of electromagnetic field has been considered when the generalized Lagrange bracket is given by \( \omega^{\mu\nu} \) in Eq.(1.1). This bracket corresponds to noncommutativity of the phase space. In order to find such a coupling, it is convenient to consider the one form of Faddeev-Jackiw \( \alpha(z) \) in Eq.(2.1), which is a generalization of conjugate momentum. The vector potential one form \( A(x) \) is then substituted into \( \alpha(z) \) as \( \alpha(z) \rightarrow \alpha(z) + eA(x) \). This is our gauge invariant minimal substitution of the gauge field. According to this substitution, the generalized Lagrange bracket is changed into \( \tilde{\omega}^{\mu\nu}(z) \) in Eq.(2.15). This formulation is applied to the Hall effect. A calculation based on \( \tilde{\omega}^{\mu\nu}(z) \) in Eq.(3.4) leads to the result Eq.(3.16). We also considered a singular case where there exists no generalized Lagrange bracket and constraints arise. The result is given in Eq.(3.26). We have found that the noncommutativity parameters, especially \( \theta_p \), make an important contribution to the Hall conductivity, because the parameter \( \theta_p \) plays a role of a constant homogeneous magnetic field.

In this paper we have neglected effects from many particle correlations and also from scattering off a lattice. The former approximation may be justified when the density of charged particle is low. For the latter it may be justified when the magnetic field \( B \) is so chosen that the inequality

\[ \left| \frac{e}{m} \left( B + \frac{\theta_p}{eD} \right) \right| \gg \frac{1}{\tau} , \] (4.1)

holds (see Appendix A), where \( \tau \) is the relaxation time due to the scattering. One can see that there is a very interesting region near \( B = 1/(\theta_x e) \) satisfying this condition.

In the Appendix B we have summarized symmetries and corresponding conserved quantities of our system with the generalized Poisson bracket (3.1) and the Hamiltonian (3.3). These symmetries are associated with time-translation, rotation, space translation and Galilei boost.
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We take into account of an dissipation by interaction with a lattice, and derive the inequality (4.1) as a condition for neglecting this effect.

In order to incorporate the dissipation phenomenologically, we add environmental degrees of freedom to our system. After integrating out the equation of motion of environment, we obtain an effective one for our system with dissipation as

\begin{equation}
\omega_{\mu\nu} \dot{z}^\nu(t) = \partial_\mu H(z) + \delta_\mu^i \delta V_{ij} \dot{x}^j(t) + \delta_\mu^i \frac{m}{\tau} \Gamma_{ij} \dot{x}^j(t) + \cdots ,
\end{equation}

where \( \delta V_{ij} \) is a constant, \( \tau \) is a relaxation time and \( \Gamma_{ij} \) are non-dimensional \( O(1) \) quantities. The second term of R.H.S. in Eq.(A.1) shows the potential renormalization effect and hereafter we discard the second term by using renormalized Hamiltonian \( H_R \). The third term stands for “Ohmic” dissipation effect, and it is incorporated by the modification of Lagrange bracket

\begin{equation}
\omega_{\mu
u} \rightarrow \omega_{\mu
u}^D = \omega_{\mu
u} - \delta_\mu^i \frac{m}{\tau} \Gamma_{ij} \delta_j^\nu .
\end{equation}

The effective equation of motion is then written as

\begin{equation}
\omega_{\mu\nu}^D \dot{z}^\nu(t) = \partial_\mu H_R(z) + \cdots .
\end{equation}

If \( \det(\omega_{\mu\nu}^D) \neq 0 \), we have the modified Poisson bracket \( \omega_{\mu\nu}^{D\mu\nu} \) including the dissipation, which is defined as the inverse matrix to \( \omega_{\mu\nu}^D \). Then Eq.(A.3) can be rewritten as

\begin{equation}
\dot{z}^\mu = \omega_{\mu\nu}^{D\mu\nu} \partial_\nu H_R(z) + \cdots .
\end{equation}

In general, the modified Lagrange bracket \( \omega_{\mu\nu}^{D\mu\nu} \) and the corresponding Poisson bracket \( \omega_{\mu\nu}^{D\mu\nu} \) cannot be anti-symmetric owing to the dissipation \( \Gamma_{\mu\nu} \). Indeed, only those symmetric parts cause energy dissipation and phase volume contraction, according to equations

\begin{equation}
\check{H}_R = \dot{z}^\mu \partial_\mu H_R + \cdots = \omega_{\mu\nu}^{(\mu\nu)} (\partial_\mu H_R) (\partial_\nu H_R) + \cdots ,
\end{equation}

\begin{equation}
\partial_\mu \dot{z}^\mu = \omega_{\mu\nu}^{(\mu\nu)} \partial_\nu \partial_\mu H_R + \cdots .
\end{equation}

When the system couples to the electromagnetic field in such a way that the generalized Lagrange bracket and the Hamiltonian are given by Eqs.(3.4) and (3.6), respectively, the modified Lagrange bracket and the equation of motion due to the dissipation become as follows:

\begin{equation}
\check{\omega}_{\mu\nu} = \omega_{\mu\nu} - \delta_\mu^i \frac{m}{\tau} \Gamma_{ij} \delta_j^\nu ,
\end{equation}

\begin{equation}
\check{\omega}_{\mu\nu} \dot{z}^\nu(t) = \partial_\mu \check{H}_R(z) + \cdots .
\end{equation}

The matrix notation of Eq.(A.7) is written by

\begin{equation}
(\check{\omega}_{\mu\nu}^D) = \frac{1}{D} \left( \begin{array}{cc} \partial_\mu \epsilon - m D \Gamma/\tau & \epsilon g^T \epsilon \\ -\epsilon g \epsilon & \partial_x \epsilon \end{array} \right), \quad \Gamma = (\Gamma_{ij}) .
\end{equation}
Therefore, we conclude that we can neglect the dissipation effect due to scattering off a lattice, if the magnetic field $B$ is so chosen that the inequality $|\tilde{\theta}_p| \gg m|D|/\tau$, or equivalently,

$$\left| \frac{e}{m} \left( B + \frac{\theta_p}{eD} \right) \right| \gg \frac{1}{\tau},$$

holds.

When $\lambda \neq 0$, the cyclotron frequency is given by $\tilde{\omega}_c = \tilde{\theta}_p/(m\lambda)$. Hence this inequality is also written as

$$|\tilde{\omega}_c \tau| \gg \left| \frac{D}{\lambda} \right| = \left| \frac{\text{det} g - \theta_x\theta_p}{1 - \theta_x eB} \right|.$$ (A.11)

### Appendix B

**Symmetries of the system with the generalized Poisson Bracket**

We summarize symmetries of the system with the generalized Poisson bracket (3.1) and the Hamiltonian (3.3). These symmetries are associated with 1) time translation, 2) rotation, 3) space translation and Galilei boost.

We can make use of the Noether’s theorem on the phase space: The variation of an action

$$S[z] = \int_{t_i}^{t_f} dt \left[ z, \dot{z}, t \right] = \int_{t_i}^{t_f} dt \left[ \alpha_\mu(z) \dot{z}^\mu - H(z) \right],$$

under the infinitesimal variations

$$t \to t' = t + \delta t(t), \quad z^\mu(t) \to z'^\mu(t') = z^\mu(t) + \delta z^\mu(t),$$

becomes

$$\delta S[z] = - \left[ J(t) \right]_{t_i}^{t_f}, \quad J(t) := - \delta t \left[ L - \delta_L z^\mu(t) \frac{\partial L}{\partial \dot{z}^\mu} \right],$$

where $\delta_L z^\mu$ is the Lie variation, $\delta_L z(t) := z'^\mu(t) - z^\mu(t) = \delta z^\mu(t) - \delta t \dot{z}^\mu(t)$ and we use the equation of motion.

Applying the above results to our Lagrangian

$$L(z, \dot{z}) = \frac{1}{2} \tilde{z}^\mu \omega_{\mu\nu} \dot{z}^\nu - H(z),$$

where $\omega_{\mu\nu}$ and $H(z)$ are given by Eqs.(3.2) and (3.3), respectively, we can show conserved quantities associated with the above four symmetries.

**1) Time translation:**

With an arbitrarily infinitesimal constant $\eta$, the time translation is given by

$$\delta t = \eta, \quad \delta z = 0 = \delta_L z^\mu + \eta \dot{z}^\mu,$$

under which the action is invariant. Therefore the corresponding conserved quantity is

$$J = \eta \left( \dot{z}^\mu \frac{\partial L}{\partial \dot{z}^\mu} - L \right) = \eta H(z).$$ (B.6)
Namely, our Hamiltonian is the conserved quantity just as in usual systems.

2) Rotation:
With an arbitrarily infinitesimal constant \( \eta \), we consider variations

\[
\delta t = 0, \quad \delta z^\mu = \delta_L z^\mu := -\eta A^\mu_{\nu} z^\nu, \quad (A^\mu_{\nu}) := -\frac{1}{\det g} \begin{pmatrix} g^T & g e \\ 0 & (\det g) e \end{pmatrix},
\]

under which the action is invariant. Where \( A^\mu_{\nu} \) holds \( \omega_{\mu\lambda} A^{\lambda}_{\nu} = \omega_{\nu\lambda} A^{\lambda}_{\mu} \).

The corresponding conserved quantity is given by

\[
J := \eta^{-1} J = \frac{1}{2} \omega_{\mu\rho} A^\rho_{\nu} z^\mu z^\nu = \frac{\theta_p}{2D} \det g \int_t^{t_f} dt \frac{1}{2} \delta z^\mu \omega_{\mu\nu} z^\nu = \frac{1}{2} \delta z^\mu \omega_{\mu\nu} z^\nu = \frac{\theta_p}{2D} \left| \vec{p} \right|^2 .
\]

In the usual Poisson bracket, the above variations reduce to \( \delta \vec{x} = \eta \epsilon \vec{x} \) and \( \delta \vec{p} = \eta \epsilon \vec{p} \), representing an infinitesimal rotation, and \( \vec{J} \) becomes the usual angular momentum \( \vec{J} = \vec{x} T \epsilon \vec{p} \).

3) space translation and Galilei boost:
With an arbitrarily infinitesimal constant vector \( (\zeta^\mu) := (d^i, m v^I) \), we consider variations

\[
\delta t = 0, \quad \delta z^\mu = \delta_L z^\mu := -\Gamma^\mu_{\nu} \zeta^\nu, \quad (\Gamma^\mu_{\nu}) := \begin{pmatrix} 1 & -\theta_p^{-1} g^T \epsilon \\ 0 & -\exp \{ (\theta_p t/m) \epsilon \} \end{pmatrix} \] .
\]

Where \( \Gamma^\mu_{\nu} \) holds \( \omega_{\mu\lambda} \Gamma^{\lambda}_{\nu} = \omega_{\nu\lambda} \Gamma^{\lambda}_{\mu} \) and \( \Gamma^\rho_{\mu} \omega_{\rho\sigma} \Gamma^{\sigma}_{\nu} = \omega_{\mu\nu} \).

Under the variation Eq.(B.10), we have

\[
\delta S[z] = \int_{t_i}^{t_f} dt \frac{1}{2} \delta z^\mu \omega_{\mu\nu} z^\nu = \int_{t_i}^{t_f} \frac{1}{2} \delta z^\mu \omega_{\mu\nu} z^\nu .
\]

Though the action is not invariant owing to the surface term, but one can define a new current

\[
\vec{J} := J(t) + \frac{1}{2} \delta z^\mu \omega_{\mu\nu} z^\nu = \delta z^\mu \omega_{\mu\nu} z^\nu = \zeta^\mu \left( z^\nu \omega_{\nu\lambda} \Gamma^\lambda_{\mu} \right) ,
\]

which is conserved.

Since \( \zeta^\mu \) is arbitrary, we have the conserved quantities \( B^\mu = (P_i, K_I) := z^\nu \omega_{\nu\lambda} \Gamma^\lambda_{\mu} \), or in vector notation

\[
\vec{P} := -\frac{\theta_p e}{D} \vec{x} + \frac{e g^T \epsilon}{D} \vec{p} ,
\]

\[
\vec{K} := \frac{e^{-1} g e}{D} \vec{x} + \frac{\sin (\theta_p t/m)}{\theta_p / m} \vec{p} + \left[ \frac{m \theta_p}{D} + \frac{1 - \cos (\theta_p t/m)}{\theta_p / m} \right] e \vec{p} .
\]
In the usual Poisson bracket, with \( \theta_x = \theta_p = 0 \) and \( g = 1 \), the above variations reduce to \( \delta \vec{x} = -\vec{d} + \vec{v} \, t \) and \( \delta \vec{p} = m \vec{v} \), representing infinitesimal translation and Galilei boost, and \( \vec{F} \) and \( \vec{K} \) become \( \vec{p} \) and \( \vec{x} - \vec{p} \, t/m \), respectively.

It is easy to show that these conserved quantities are generators of the corresponding variations

\[
\{ z^\mu, \eta J \} = \eta \Lambda_{\mu \nu} \, z^\nu = -\delta_L z^\mu , \quad \text{(B.16)}
\]

\[
\{ z^\mu, \zeta^\nu B_\nu \} = \Gamma^\mu_{\rho \sigma} \, \zeta^\nu = -\delta_L z^\mu . \quad \text{(B.17)}
\]

And then, it is worth to note that the conserved quantities holds the algebraic relations as

\[
\{ J^\mu, B_\nu \} = B_\nu \, \Lambda^\mu_{\nu} , \quad \text{(B.18)}
\]

\[
\{ B_\mu, B_\nu \} = -\Gamma^\rho_{\mu \sigma} \, \omega^{\sigma \nu} = -\omega_{\mu \nu} , \quad \text{(B.19)}
\]

that is homomorphic to the two parameters extension of two-dimensional isochronous Galilei Lie algebra.\[10\]
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