Rarity Score : A New Metric to Evaluate the Uncommonness of Synthesized Images
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Abstract

Evaluation metrics in image synthesis play a key role to measure performances of generative models. However, most metrics mainly focus on image fidelity. Existing diversity metrics are derived by comparing distributions, and thus they cannot quantify the diversity or rarity degree of each generated image. In this work, we propose a new evaluation metric, called ‘rarity score’, to measure the individual rarity of each image synthesized by generative models. We first show empirical observation that common samples are close to each other and rare samples are far from each other in nearest-neighbor distances of feature space. We then use our metric to demonstrate that the extent to which different generative models produce rare images can be effectively compared. We also propose a method to compare rarities between datasets that share the same concept such as CelebA-HQ and FFHQ. Finally, we analyze the use of metrics in different designs of feature spaces to better understand the relationship between feature spaces and resulting sparse images. Code will be publicly available online for the research community.

1 Introduction

Generative Adversarial Networks (GANs) [8] have achieved significant advancement over the past several years, enabling many computer vision tasks such as image manipulation [17, 12, 28, 9, 2], domain translation [11, 34, 6, 7, 20, 18], and image or video generation [19, 21, 15, 16, 13, 14, 29, 32, 50, 31]. In addition, the resolution and quality of images synthesized by generative models have seen rapid improvement recently in terms of quantitative metrics [3, 10, 27].

As standard evaluation metrics, inception score (IS) [27], kernel inception distance (KID) [3], and Frechét inception distance (FID) [10] are prevalent for evaluating the quality of images synthesized by generative models. These metrics evaluate the discrepancy between generated and real image sets on the feature space characterized by a generative model with respect to diversity and fidelity. The fidelity represents the quality of the generated image, and the diversity indicates that the generator creates images without mode collapse, similar to the distribution of the training datasets. To improve
the fidelity and diversity, it is required that the distribution of generated images is similar to the real image distribution [23, 24].

This learning scheme leads the generator not to synthesize much rare samples which are unique and have strong characteristics that do not account for a large proportion of the real image distribution. Examples of rare samples from public datasets include people with various accessories in FFHQ [15], white animals in AFHQ [7], and uncommon statues in Metfaces [13]. The ability to generate rare samples is important not only because it is related to the edge capability of the generative models, but also because uniqueness plays an important role in the creative applications such as virtual humans. However, the qualitative results of several recent studies seldom contain these rare examples. We conjecture that the nature of the adversarial learning scheme forces generated image distribution similar to that of a training dataset. Thus, images with clear individuality or rareness only take a small part in images synthesized by the models. If we consider the distribution of training data, it is clear that low density areas are poorly represented and thus likely to be difficult for the generator to reproduce. This is known as a significant open problem in most generative model learning [15].

As a result, several recent works have focused on improving the average image quality by drawing latent vectors from a simplified sampling space although these tricks reduce the degree of variation. One of the techniques is the truncation trick proposed by BigGAN [4], which reliably generates images normally distributed in the training dataset through a new latent vector with a truncation scale parameter \( \psi \) between one latent vector and mean latent vectors. However, it is not intended to generate rare samples in training datasets, but rather to synthesize typical images more stably. We hypothesize that existing generative models will be able to produce samples richer in the real data distribution if the generator can be induced to effectively produce rare samples.

In this paper, we propose a novel generative model evaluation metric that can represent the generative capabilities of rare samples in generative models as scores (a.k.a. rarity score). Our metric contributes to classifying rare images and typical images similar to those frequently observed in training datasets. The proposed rarity metric alleviates the open challenge problem of sparse generation of rare samples, and helps generative models synthesize rare samples without significantly losing fidelity. Additionally, we have conducted comparative experiments on which of the previous state-of-the-art models produce more rare samples with preserving quality performances. Our contributions can be summarized as follows:

- We propose a novel metric to quantify the rarity of individual generation which is infeasible from the existing metrics. Using the proposed metric, generations with the desired degree of rarity can be sampled.
- We show that the proposed metric can be used to compare between generative models in terms of the rare generation. The proposed metric can further be used to compare between datasets that share the same concept such as CelebA-HQ and FFHQ datasets.
- We show the the proposed metric can be applied on top of the various feature spaces with different point of views, by analyzing the sampled generations.

2 Preliminaries

Precision and Recall Precision and recall are commonly used performance metrics in many areas including classification tasks or natural language processing. In specific, to quantify the performance of the generative models, precision measures the fraction of the fake distribution that can be generated from the real distribution. On the other hand, recall measures the fraction of the true distribution which can be reproduced by the fake distribution. Practically, \( k \)-nearest neighbor \((k\text{-NN})\) based method is proposed to estimate the real and fake manifolds [23]. For real samples \( X_r \sim P_r \) and fake samples \( X_y \sim P_y \), we first embed them in the high-dimensional feature space using pretrained DNNs such as VGG16 [11] or the image encoder of CLIP [26] to get sets of feature vectors \( \Phi_r \) and \( \Phi_y \), respectively. The real and fake manifolds are estimated by the sets of \( k \)-NN spheres of each sample as follows.

\[
\text{manifold}_k(\Phi) = \bigcup_{\phi_i \in \Phi} B_k(\phi_i, \Phi), \quad B_k(\phi_i, \Phi) = \{ \phi | d(\phi_i, \phi) \leq NN_k(\phi_i, \Phi) \}
\]

Here, \( NN_k(\phi_i, \Phi) \) represents the distance between \( \phi_i \) and its \( k \)-th nearest neighbor in \( \Phi \). \( B_k(\phi_i, \Phi) \) is the \( k \)-NN sphere of \( \phi_i \) with the radius of \( NN_k(\phi_i, \Phi) \) defined as a set of all \( \phi \) whose distance to
\[ \phi_i \text{ is smaller than or equal to } NN_k(\phi_i, \Phi). \] For the distance metric \( d \), we use L2 distance for the rest of the paper. Then, precision and recall are respectively defined as

\[
\text{precision}(\Phi_r, \Phi_g) = \frac{1}{|\Phi_g|} \sum_{\phi_j \in \Phi_g} \mathbb{I}(\phi_j \in \text{manifold}_k(\Phi_r)),
\]

\[
\text{recall}(\Phi_r, \Phi_g) = \frac{1}{|\Phi_r|} \sum_{\phi_i \in \Phi_r} \mathbb{I}(\phi_i \in \text{manifold}_k(\Phi_g))
\]

where \( \mathbb{I} \) is indicator function. Precision often maps with the fidelity and recall maps to the diversity of the generations. However, it is nontrivial to apply both precision and recall to an individual generation as they are designed to measure on the sets of samples. To quantify the image quality of an individual generation, a realism score is proposed. The realism score measures the maximum of the inverse relative distance of a fake sample in a real \( k \)-NN sphere.

\[
\text{realism score}(\phi_j) = \max_{\phi_i \in \Phi_r} \frac{NN_k(\phi_i, \Phi_r)}{d(\phi_i, \phi_j)}
\]

where \( NN_k(\phi_i, \Phi_r) \) is the \( k \)-NN distance of \( \phi_i \) with respect to \( \Phi_r \). The realism score is high when the distance between the given fake sample and a real sample is relatively small compared to the radius of the \( k \)-NN sphere of the real sample. However, the realism score is not suitable to find rare samples as a realism score can be large even if the radius of the \( k \)-NN sphere is small when the distance between fake sample and a real sample is also very small.

**Density and Coverage** While precision and recall are commonly used, there are still several drawbacks that they are vulnerable to the outliers and computationally inefficient. To overcome the drawbacks, density and coverage are proposed [24]. While precision only counts whether the fake sample is inside the real manifold or not, density counts the number of the real \( k \)-NN spheres that contains the fake sample.

\[
\text{density}(\Phi_r, \Phi_g) = \frac{1}{|\Phi_r|} \sum_{\phi_i \in \Phi_r} \sum_{\phi_j \in \Phi_g} \mathbb{I}(\phi_j \in B_k(\phi_i, \Phi_r))
\]

If a fake sample is included in the multiple real \( k \)-NN spheres, it is more certain that the fake sample is inside the real manifold. Thus, density can be more robust to the outliers compared to the precision. On the other hand, similar to recall, coverage is relevant to the diversity of the generations. Coverage computes the number of real samples containing at least one fake sample in its \( k \)-NN sphere.

\[
\text{coverage}(\Phi_r, \Phi_g) = \frac{1}{|\Phi_r|} \sum_{\phi_i \in \Phi_r} \mathbb{I}(\exists \phi_j \in \Phi_g, \text{s.t., } \phi_j \in B_k(\phi_i, \Phi_r))
\]

If a fake sample is sparsely located, the fake manifold can be exaggerated and the recall can be overestimated. As real manifold is known to have less outliers than the fake manifold, coverage can
Figure 2: Real and fake images and their embeddings in the feature space when calculating the rarity score. The transparent circle represents the $k$-NN sphere of the corresponding real sample at the center. (a) When $g_1$ is only in $k$-NN sphere of $r_1$, $g_1$ is scored by the radius of $r_1$ ($d_1$). (b) When $g_2$ is in both $k$-NN spheres of $r_2$ and $r_3$, $g_2$ is scored by the smallest radius ($d_2$). Since $g_1$ has the higher score than $g_2$, $g_1$ looks more unique than $g_2$. (c) If a sample is out of real manifold as $g_3$, we cannot guarantee the fidelity of the image and thus exclude it from the scoring procedure.

3 Rarity Score

To evaluate the rarity of individual generation, we propose a novel metric called rarity score. Following the idea of [23, 24], we use $k$-NN to represent the manifolds of real and generated samples as in Figure 2.

We hypothesize that ordinary samples would be closer to each other whereas unique and rare samples would be sparsely located in the feature space. Figure 1 supports our assumption. Figure 1 shows the real samples with both the smallest nearest neighbor distances (NNDs) and with the largest NNDs from the training dataset. For all datasets, samples with the smallest NNDs show representative and typical images. On the contrary, the samples with the largest NNDs have strong individuality and are significantly different from the typical images with the smallest NNDs. From this intuition, we propose the rarity score as follows,

$$Rarity(g, \Phi_r) = \min_{r, s, t, \phi_g \in B_k(\phi_r, \Phi_r)} NN_k(\phi_r, \Phi_r).$$

Equation (8) measures the rarity score of the given fake sample as the radius of $k$-NN sphere of a real sample which contains the given fake sample. In Case 1 in Figure 2, $g_1$ is in the $k$-NN sphere of $r_1$, thus the rarity score of $g_1$ is the radius of the $k$-NN sphere of $r_1$, which is $d_1$. When there is more than one $k$-NN sphere containing the given fake sample, we use the minimum of the radii. If the radius of the smallest sphere is large, all other spheres containing the given fake sample will be at least as large as the smallest sphere. Then the given fake sample is at a low density region in the real manifold and we can think the given fake sample is extraordinary. By taking the minimum of the
4, while images with the high realism scores show high fidelity, the images with the high rarity scores show more extraordinary characteristics in the images.

The Choice of $k$ We show how $k$-NN parameter $k$ affects the proposed metric in terms of the Spearman rank correlation. Figure 3 shows the rank correlations among $1 \leq k \leq 10$. The left heatmap shows the rank correlation matrix for the samples included in $M_1$ where $M_i$ indicates the $i$-NN sphere. The second plot in Figure 3 shows the average rank correlation between $k = 1$ and $1 \leq k' \leq 10$. Each color indicates the target generations in $M_i$. Please note that $M_i \subset M_j$ for $i \leq j$ and the rank correlation changes dramatically for the cases in $M_j \setminus M_i$. For example, for $M_3$, the mean rank correlations have high values $\geq 0.8$ for all $k \geq 3$. While there exists slight drop in the mean rank correlation as $i$ increases, due to the change in the out-of-manifold (OOM) samples, we can see that the mean rank correlation is consistent for $k \geq i$. In other words, the rank of the proposed metric does not change much for different choices of $k$, and we can say the proposed metric is robust to the choice of $k$. However, if we decrease $k$, the number of fake samples out of the real manifold increases as we can see in the right graph in Figure 3. Considering $k \geq 3$ keep OOM samples under 30%, we set $k = 3$ for the rest of this paper.

Comparisons with Existing Methods Here, we compare our rarity with two existing methods that are most similar to ours: the realism score [23] and the truncation trick [4]. The realism score is a metric which measures the fidelity of an individual generation. While the realism score takes into account the radius of the real $k$-NN sphere, the effect of the radius is depressed by the effect of the distance between the real and the fake sample. Realism score can be high for the samples with the high density region which is assumed to be typical and thus not suitable to measure rarity. In Figure 4, while images with the high realism scores show high fidelity, the images with the high rarity scores show more extraordinary characteristics in the images.

Truncation trick is proposed to maintain high fidelity of generations by filtering out the outskirt latent codes far from the mean latent code. This method can increase the fidelity of the images, but it can compromise its versatility. If we use $\psi \geq 1$ to shift the latent code in the opposite direction from the mean latent code, we might get more diverse images. In this case, however, we cannot guarantee the fidelity of images as shown in Figure 4.

4 Experimental Results

In this section, we present the experimental results of the proposed metric for various standard GANs and datasets. We use $k = 3$ for the manifold approximation which is used as a robust choice for the size of the neighborhood in [23]. We use 30k of real images to approximate the real manifold and
calculate the rarity of 10k fake images. We use VGG16 as a feature extractor for all experiments except for Section 4.4.

4.1 Rarity of Individual Generation

Figure 4 shows generations with the top 6 highest, the top 6 lowest rarity scores and the generations in the middle. As expected, the generated images with the lowest rarity scores are the ones that are typical in the training dataset. On the other hand, the generations with the highest rarity scores are far from typical images and have various characteristics that are rare in the training dataset. For FFHQ dataset, for example, we can see clear and formal human face images in the ‘Bottom 6’ column whereas we can see elaborated face images such as face with a colorful makeup or a fancy hat in the ‘Top 6’ column. For AFHQ-Wild dataset, bottom images mostly show the faces of typical tigers while top images are mostly female lions with light-colored fur, which are far from the typical lion. Further, Metfaces dataset shows oil portraits in bottom images while top images show statues or flat paintings. However, for the datasets which are uncurated and not aligned such as LSUN datasets, the bottom 10 images are not clear as that of the aligned datasets because the training dataset contains a lot of noisy images for even human to accept.

4.2 Comparisons between Generative Models

Not only the proposed metric can be applied on an individual generation, it can be used to compare generative models on the same dataset which shares the real manifold. While there exist diversity metrics on the generative models such as LPIPS [33], our method is different in that it focuses on the ability to generate unique and rare generations while the existing metrics focus on diversity between generations.

Effects of Truncation Trick

Before comparing the generative models, we first analyze how the distribution of the rarity scores changes with the truncation parameter. As truncation parameter is known to control between the diversity and the fidelity, it can be assumed that larger truncation parameters result in higher rarity scores. The histograms in Figure 5 are consistent with the assumption. When the truncation parameter is small (ψ ≤ 0.2), the images are almost same as the standard image generated from the mean latent code. Thus, the distribution of the rarity scores is concentrated on the specific values as many generations map to the same real k-NN sphere. When the truncation parameter
Figure 5: Histograms according to the truncation parameter $\psi$ and the corresponding generations for StyleGAN2-FFHQ. Left histograms show density of our rarity scores for each model with truncation parameter $\psi$. The smaller the $\psi$, the closer the $\psi$ is to the mean latent code. In this case, therefore, diversity of generated images is reduced. See the right images for the generations corresponding to each $\psi$.

Figure 6: Mean scores of the top $p\%$ samples (left) and the top 10 images with the highest rarity scores (right). We investigate the mean scores of top $p\%$ samples for 5 models trained on FFHQ dataset; StyleGAN (stg), StyleGAN2 (stg2), StyleGAN3 (stg3), VQGAN (vqgan), and UnetGAN (unet).

parameter gets larger, the generations become more diverse and the histogram of the rarity score shifts to the right.

An Empirical Comparison between Generative Models  We further compare the generative models using the rarity score. Since our main focus is on the rare samples, we compare models by the mean rarity score of the top $p\%$ samples among 10000 samples. The left graph in Figure 6 shows the mean scores of the various models as $p$ changes from 0.1 to 1.0. The images in the right column of Figure 6 are the top 10 images with the highest scores, which corresponds to $p = 0.1$. Under $p = 0.1$, StyleGAN2 shows the highest mean score even when compared with the real images as we can see in the generations on the right. The images generated by StyleGAN2 are colorful and have diverse accessories, such as crown, mic, and hair band. On the other hand, the images from UnetGAN seem to have relatively less diversity. We can interpret that UnetGAN generates images more conservatively as its mean scores are lowest among the models for all $0 < p < 1.0$.

4.3 Comparisons between Similar Datasets

We also propose a method to compare rarity between two different datasets which share the same concept, such as CelebA-HQ and FFHQ for human faces. Rarity scores of each dataset are calculated on union of two real datasets, $\Phi_r = \Phi_{r1} \cup \Phi_{r2}$. For example, when we calculate the scores of human face datasets such as CelebA-HQ and FFHQ, the real manifold manifold$_r(\Phi_r)$ is manifold$_r(\Phi_{CelebA-HQ} \cup \Phi_{FFHQ})$. Figure 7 shows comparisons of two sets of datasets which have the same concept on normalized rarity score. In the case of human face dataset, the density of CelebA-HQ is skewed left while the density of FFHQ is widely distributed to the right. It means that FFHQ has more uncommon images than CelebA-HQ. In other words, there are not many uncommon
Figure 7: The density of rarity score for 10000 images sampled from datasets sharing the same concept (top) and images with the high rarity scores for each dataset (bottom). Rarity score is measured on the union of real manifolds for a pair of datasets.

Figure 8: StyleGAN2 generations of FFHQ with the highest rarity scores and the lowest rarity scores for various feature extractors. For the low score images, however, as CLIP is one of the self-supervised models, it captures semantics rather than structures or patterns unlike the other classifiers.

images in CelebA-HQ. This makes sense because CelebA-HQ is collected among the celebrities while FFHQ is collected among the public with the considerable variation in terms of age, ethnicity and image background. The images in Figure 7 are top scoring images in each dataset. Since the maximum rarity score of FFHQ is greater than that of CelebA-HQ, the top images of FFHQ are relatively more uncommon. Similarly, LSUN-Cat and AFHQ-Cat are both datasets on cat images where LSUN-Cat is uncurated cat images and AFHQ-Cat is curated with close-up cat faces only. In Figure 7, we can confirm that LSUN-Cat is more diverse than AFHQ-Cat as the rarity score distribution of AFHQ-Cat is more left and concentrated compared to the distribution of AFHQ-Cat.

4.4 A Study on Feature Extractors

Since the proposed metric operates in the feature space, the perspective of the rarity may vary depending on which feature extractor is used. Figure 8 presents images with high and low rarity scores for diverse feature extractors to verify the effects of the extractors. As a classifier trained on the Imagenet dataset, VGG16 focuses more on the objects and the patterns. There are many images with the colorful face painting among the high score samples with VGG16. On the other hand, ViT models such as DINO [5] are known to focus more on the structure compared to the CNN-based models [25]. This can be seen from the second column of Figure 8. The DINO-based high score images have various face angles while the low score images are mostly front-facing. In the third column of Figure 8, the baby faces appear in the low score images unlike the other two models which have formal adult images in the low score. This can be explained from the previous study that the CLIP model [26], which is a self-supervised image-text multi-modal model, can better capture semantics compared to the classifiers. We conjecture that the model may consider the baby faces more similar between them than between the other images because baby faces are less distinctive and share a lot common properties compared to the adult faces.
Figure 9: Bottom 6, Top 6, and the Middle generations of the proposed rarity score with various datasets.
5 Conclusion

In this paper, we propose a new evaluation metric called rarity score to measure how rare a synthesized image is based on the real data distribution. Each generated image is scored by estimating the density around the target image on the real manifold. Our rarity score enables several following tasks that existing metrics, such as FID and Precision&Recall, cannot do. First, the proposed metric can evaluate rarity or diversity of an individual image rather than a set of images. Second, the proposed metric can be applied to compare between generative models or datasets that share the same concept in terms of the density of the rare samples. In addition, we provide studies on feature extractors that the viewpoint of commonness for each feature extractor varies depending on its structure (e.g. fully CNN, ViT) or how it was learned (e.g. fully supervised, self-supervised).
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A  Rank Correlations

Figure 10: Rank correlations for the various models. STG2 stands for StyleGAN2.

B  Distributions According to the Truncation Parameter

Figure 11: Histograms of the rarity score for 10000 generations varying the truncation parameter $\psi$ from 1.0 to 0.2. As expected, the distribution moves to the left as $\psi$ gets smaller (less diverse).

C  Comparisons between Models

Figure 12: Top 15 samples of the highest rarity scores for the models trained on FFHQ dataset.
Figure 13: Real samples with the lowest/highest NND from FFHQ dataset (top) and fake samples generated from StyleGAN2 with the lowest/highest rarity score (bottom).
Figure 14: Real samples with the lowest/highest NND from LSUN-Car dataset (top) and fake samples generated from StyleGAN2 with the lowest/highest rarity score (bottom).
Figure 15: Real samples with the lowest/highest NND from LSUN-Cat dataset (top) and fake samples generated from StyleGAN2 with the lowest/highest rarity score (bottom).
Figure 16: Real samples with the lowest/highest NND from LSUN-Horse dataset (top) and fake samples generated from StyleGAN2 with the lowest/highest rarity score (bottom).
Figure 17: Real samples with the lowest/highest NND from MetFaces dataset (top) and fake samples generated from StyleGAN2-ADA with the lowest/highest rarity score (bottom).
Figure 18: Real samples with the lowest/highest NND from AFHQ-Wild dataset (top) and fake samples generated from StyleGAN2-ADA with the lowest/highest rarity score (bottom).
### E Examples of Out-of-Manifold Samples

| Model          | Data Set  | Example Images |
|----------------|-----------|----------------|
| StyleGAN2      | LSUN-Car  | ![Car Examples](image) |
| StyleGAN2-ADA  | LSUN-Cat  | ![Cat Examples](image) |
| StyleGAN3      | LSUN-Horse| ![Horse Examples](image) |
| AFHQ           | FFHQ      | ![AFHQ Examples](image) |
| MetFaces       | FFHQ      | ![MetFaces Examples](image) |
| MetFaces       | LSUN-Cat  | ![MetFaces Examples](image) |

Figure 19: Out-of-manifold samples for various models.
Figure 20: Fake samples with the lowest/highest rarity scores based on various feature extractors.