COLLECTIVE EXCITATIONS OF BOSE GASES IN THE MEAN-FIELD REGIME

PHAN THÀNH NAM AND ROBERT SEIRINGER

Abstract. We study the spectrum of a large system of $N$ identical bosons interacting via a two-body potential with strength $1/N$. In this mean-field regime, Bogoliubov’s theory predicts that the spectrum of the $N$-particle Hamiltonian can be approximated by that of an effective quadratic Hamiltonian acting on Fock space, which describes the fluctuations around a condensed state. Recently, Bogoliubov’s theory has been justified rigorously in the case that the low-energy eigenvectors of the $N$-particle Hamiltonian display complete condensation in the unique minimizer of the corresponding Hartree functional. In this paper, we shall justify Bogoliubov’s theory for the high-energy part of the spectrum of the $N$-particle Hamiltonian corresponding to (non-linear) excited states of the Hartree functional. Moreover, we shall extend the existing results on the excitation spectrum to the case of non-uniqueness and/or degeneracy of the Hartree minimizer. In particular, the latter covers the case of rotating Bose gases, when the rotation speed is large enough to break the symmetry and to produce multiple quantized vortices in the Hartree minimizer.
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1. Introduction

We consider a system of $N$ identical bosons moving in an open subset $\Omega \subseteq \mathbb{R}^d$, described by the Hamiltonian

$$H_N = \sum_{i=1}^{N} T_i + \frac{1}{N-1} \sum_{1 \leq i < j \leq N} w(x_i - x_j)$$

which acts on the Hilbert space $\mathcal{H}^N = \bigotimes_{\text{sym}}^N L^2(\Omega)$ of permutation-symmetric square-integrable functions. Here $T$ is the kinetic energy operator of each particle, and $T_i$ denotes the $N$-body operator $1 \otimes \cdots \otimes T \otimes 1 \otimes \cdots \otimes 1$ where $T$ acts only on the $i$-th variable. The multiplication operator $w(\cdot, -\cdot)$, with

\begin{itemize}
\item $\mathcal{H}^N = \bigotimes_{\text{sym}}^N L^2(\Omega)$
\item $\bigotimes_{\text{sym}}^N L^2(\Omega)$
\end{itemize}
$w : \mathbb{R}^d \to \mathbb{R}$ an even, measurable function, corresponds to the interactions between particles. We consider the mean-field regime where the strength of the interaction is proportional to the inverse of the number of particles.

We shall always assume that $T \geq 1$ and

$$
(w(\cdot, \cdot))^2 \leq C_0 (1 \otimes T + T \otimes 1) \quad \text{on } \mathcal{S}^2
$$

for some constant $C_0 > 0$. For a physically relevant example, the reader may think of a system in $\Omega = \mathbb{R}^3$ with the kinetic energy operator $T = -\Delta + V(x)$ where $V_\infty := \max\{-V, 0\}$ is sufficiently regular ($|V_\infty|^2 \leq -C\Delta$ is sufficient), and the Coulomb/Newton interaction $w(x - y) = \pm |x - y|^{-1}$.

Under assumption (1), it is easy to see that the interaction part in $H^N$ is infinitesimally small with respect to the kinetic energy part, and $H^N$ is a self-adjoint operator on $\bigotimes_N^{\text{sym}} \mathcal{D}(T)$ by the Kato–Rellich Theorem [15, Theorem X.13]. We are interested in the spectrum of $H^N$ when $N \to \infty$.

A crucial property of bosons is that a macroscopic fraction of particles can occupy a common quantum state. In Hartree’s theory, one assumes that all particles live in a condensate state described by a normalized vector $u \in \mathcal{S} = L^2(\Omega)$. In this case, the energy per particle is given by the Hartree functional

$$
\mathcal{E}_H(u) = \frac{\langle u \otimes N, H^N u \otimes N \rangle}{N} = \langle u, Tu \rangle + \frac{1}{2} \iint |u(x)|^2 w(x - y)|u(y)|^2 \, dx \, dy,
$$

which is well-defined on $D(T^{1/2})$, the quadratic form domain of $T$. In many situations (see e.g. [5, 13, 14, 11]), Hartree’s theory determines exactly the leading order of the ground state energy of $H^N$, namely

$$
\lim_{N \to \infty} \frac{\inf \sigma(H^N)}{N} = \inf \{ \mathcal{E}_H(u) \mid \|u\| = 1 \} =: e_H.
$$

Going beyond Hartree’s theory, Bogoliubov’s theory [3] predicts the next order of the low-energy spectrum of weakly interacting Bose gases. In the mean-field regime, Bogoliubov’s theory has been justified for the excitation spectrum of $H^N$ in the recent works [19] [7] [12] [4]. It was shown that the low-energy eigenvalues of $H^N - N\mathcal{E}_H$ converge to those of the Bogoliubov Hamiltonian, an effective quadratic Hamiltonian on Fock space which is obtained by quantizing the Hessian of the Hartree functional at its minimizer.

In the present paper, we will justify Bogoliubov’s theory for the collective excitations of $H^N$. Let $u_0$ be a stationary state of the Hartree functional; i.e., $u_0$ is a (normalized) solution to the Hartree equation

$$(T + \|u_0\|^2 w - \mu_0)u_0 = 0$$

for some real constant $\mu_0$. If $u_0$ is a Hartree minimizer, then obviously it satisfies the above Hartree equation. However, in general $u_0$ is not necessarily a Hartree minimizer and $NE_H(u_0)$ may be very far from the ground state energy of $H_N$ (their distance is of order $N$). We will investigate the connection between the eigenvalues of order 1 of $H_N - NE_H(u_0)$ and those of the corresponding Bogoliubov Hamiltonian, which is the second quantization of the Hessian of the Hartree functional at $u_0$. A result of this kind was known only in the translation invariant case [19], where collective excitations can
be obtained from the low-energy spectrum using a Galileo transformation. In general, there is no such symmetry and our result is new.

Our approach can also be used to extend the existing results on the low-energy excitation spectrum in [19, 7, 12, 4] to the case of non-uniqueness and/or degeneracy (in the sense of absence of a non-zero lower bound to the Hessian of the Hartree functional) of the Hartree minimizer. In particular, we shall consider the case of rotating Bose gases, where the system is rotation invariant with respect to a fixed axis. In this case the Hartree functional has infinitely many degenerate minimizers if the rotation speed is large enough to break the symmetry and to produce multiple quantized vortices in the Hartree minimizer.

2. Main results

In this section, we set up some notation and state our main results. All Hilbert spaces we consider are complex Hilbert spaces and their inner products are conjugate linear in the first variable and linear in the second. We always denote by \( C \) a positive constant that depends only on the constant \( C_0 \) in assumption (H) and the value \( \langle u_0, Tu_0 \rangle \), where \( u_0 \) is the relevant Hartree stationary state (two \( C \)'s in one line may refer to two different constants).

To discuss Bogoliubov’s theory, it is convenient to enlarge the \( N \)-particle space \( \mathcal{H}^N \) to the Fock space \( \mathcal{F} = \bigoplus_{m=0}^{\infty} \mathcal{H}^m = \mathbb{C} \oplus \mathcal{H} \oplus \mathcal{H}^2 \oplus \cdots \).

For every \( f \in \mathcal{H} \) one can define the annihilation operator \( a(f) \) and the creation operator \( a^\dagger(f) \), which are operators on \( \mathcal{F} \) acting as

\[
(a(f)\Psi)(x_1, \ldots, x_{m-1}) = \sqrt{m} \int \overline{f(x_m)} \Psi(x_1, \ldots, x_m) dx_m
\]

\[
(a^\dagger(f)\Psi)(x_1, \ldots, x_{m+1}) = \frac{1}{\sqrt{m+1}} \sum_{j=1}^{m+1} f(x_j) \Psi(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{m+1})
\]

for every \( \Psi \in \mathcal{H}^m \). It is straightforward to see that \( a^\dagger(f) \) is the adjoint of \( a(f) \) and that they satisfy the canonical commutation relations (CCR)

\[
[a(f), a(g)] = [a^\dagger(f), a^\dagger(g)] = 0, \quad [a(f), a^\dagger(g)] = \langle f, g \rangle
\]

for all \( f, g \in \mathcal{H} \).

We can extend the kinetic energy operator \( \sum_{i=1}^N T_i \) on \( \mathcal{H}^N \) to an operator on Fock space

\[
d\Gamma(T) := 0 \oplus \bigoplus_{m=1}^{\infty} \left( \sum_{i=1}^m T_i \right).
\]

If \( \{u_n\}_{n=0}^{\infty} \) is an orthonormal basis for \( \mathcal{H} \), we can rewrite

\[
d\Gamma(T) = \sum_{m, n \geq 0} \langle u_m, Tu_n \rangle a_m^\dagger a_n
\]
where we have denoted $a_n := a(u_n)$ for short. In particular, the sum on the right side is independent of the choice of the basis. Similarly,

$$0 \oplus 0 \oplus \bigoplus_{m=2}^{\infty} \left( \sum_{1 \leq i < j \leq m} w(x_i - x_j) \right) = \frac{1}{2} \sum_{m,n,p,q \geq 0} W_{m,n,p,q} a_m^\dagger a_n^\dagger a_p a_q$$

where $W_{m,n,p,q} := \langle u_m \otimes u_n, w u_p \otimes u_q \rangle$. Thus we can extend $H_N$ to an operator on Fock space

$$\sum_{m,n \geq 0} \langle u_m, Tu_n \rangle a_m^\dagger a_n + \frac{1}{2(N-1)} \sum_{m,n,p,q \geq 0} W_{m,n,p,q} a_m^\dagger a_n^\dagger a_p a_q.$$  \hspace{1cm} (2)

In the following, we shall always choose $u_0 \in D(T^{1/2})$ to be a stationary state of the Hartree functional, namely $u_0$ is a (normalized) solution to the Hartree equation

$$(T + |u_0|^2 \ast w - \mu_0)u_0 = 0$$  \hspace{1cm} (3)

for some real constant $\mu_0$ (which necessarily equals $\mu_0 = \langle u_0, (T + |u_0|^2 \ast w)u_0 \rangle$). Here $|u_0|^2 \ast w$ is the convolution between the functions $|u_0|^2$ and $w : \mathbb{R}^d \to \mathbb{R}$. Let $P := |u_0\rangle \langle u_0|$ be the orthogonal projection onto $u_0$ and let $Q := 1 - P$. Since the operator

$$h := T + |u_0|^2 \ast w - \mu_0$$

leaves the subspace $\mathcal{H}_+ = Q\mathcal{H}$ invariant, we shall often use the same notation for the restricted operator on $\mathcal{H}_+$.

Heuristically, Bogoliubov’s theory $[3]$ consists of the following approximation procedure. First, assuming most of the particles are in the condensate state $u_0$, we ignore all terms in (2) which are higher than quadratic in $a_m^\dagger$ and $a_n^\dagger$ with $n \neq 0$. Second, we replace $a_0$ and $a_0^\dagger$ by a scalar number $\sqrt{N_0}$

where $N_0$ is interpreted as the number of particles living in the condensate state. Finally, using $N_0 \approx N$ and the Hartree equation (3), we formally arrive at

$$H_N - N\mathcal{E}_H(u_0) \approx \mathbb{H}, \hspace{1cm} (4)$$

where

$$\mathbb{H} = d\Gamma(h + K_1) + \frac{1}{2} \sum_{m,n \geq 1} \left( \langle u_m \otimes u_n, K_2 \rangle a_m^\dagger a_n^\dagger + \langle K_2, u_m \otimes u_n \rangle a_m a_n \right). \hspace{1cm} (5)$$

Here $K_2 \in \mathcal{B}^2$ is given by

$$K_2(x, y) := u_0(x)w(x - y)u_0(y),$$

and $K_1 = Qk_1Q$, where $k_1$ is the operator defined via its integral kernel as

$$k_1(x, y) := u_0(x)w(x - y)\overline{u_0(y)}.$$  

The fact that $K_2 \in \mathcal{B}^2$ follows from (1) and $u_0 \in D(T^{1/2})$. Consequently, $k_1$ defines a Hilbert-Schmidt operator on $\mathcal{H}$.  

\textsuperscript{1}Strictly speaking, the term $a_0^\dagger a_0^\dagger a_0 a_0 = a_0^\dagger a_0(a_0^\dagger a_0 - 1)$ is replaced by $N_0(N_0 - 1)$ instead of $N_0^2$. 
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Since $h + K_1$ leaves $\mathfrak{H}_+$ invariant, the Bogoliubov Hamiltonian $\mathfrak{H}$ can be viewed as an operator on the excited Fock space

$$\mathcal{F}_+ = \mathbb{C} \oplus \mathfrak{H}_+ \oplus \mathfrak{H}_+^2 \oplus \cdots$$

(6)

On the other hand, $H_N$ is an operator on $\mathfrak{H}_N$. Therefore, the formal approximation (4) must be understood via an appropriate unitary transformation. Following [12, Prop. 14], we shall use the unitary mapping

$$U_N : \mathfrak{H}_N \rightarrow \mathcal{F}_+^N := \mathbb{C} \oplus \mathfrak{H}_+ \oplus \cdots \oplus \mathfrak{H}_N$$

$$\Psi \mapsto \bigoplus_{j=0}^N Q \otimes \left( \frac{a_0^{N-j}}{\sqrt{(N-j)!}} \Psi \right),$$

(7)

which satisfies

$$U_N^\dagger : \mathcal{F}_+^N \rightarrow \mathfrak{H}_N$$

$$\bigoplus_{j=0}^N \phi_j \mapsto \sum_{j=0}^N (\frac{a_0^*)^{N-j}}{\sqrt{(N-j)!}} \phi_j$$

(8)

and, for all $m, n \geq 1$,

$$U_N a_0^\dagger a_0 U_N^\dagger = N - \mathcal{N}_+,$$

$$U_N a_m^\dagger a_0 U_N^\dagger = a_m^\dagger \sqrt{N - \mathcal{N}_+},$$

$$U_N a_m^\dagger a_n U_N^\dagger = a_m^\dagger a_n$$

on $\mathcal{F}_+^N$, where $\mathcal{N}_+ = d\Gamma(Q)$ is the particle number operator on $\mathcal{F}_+$. The unitary operator $U_N$ provides a tool to rigorously implement the c-number substitution in Bogoliubov’s heuristic approximation. In fact, the approximate identity (4) should be understood as

$$U_N H_N U_N^\dagger - N\mathcal{E}_H(u_0) \approx \mathfrak{H}.$$  (9)

We shall call a solution to the Hartree equation (3) non-degenerate if the Hessian of the Hartree functional $\mathcal{E}_H(u)$ at $u_0$ is bounded from below by a strictly positive constant, i.e., if

$$\langle v, (h + K_1)v \rangle + \text{Re} \int \int v(x)v(y)K_2(x, y)dxdy \geq \eta \|v\|^2$$

(10)

for all $v \in \mathfrak{H}_+$ and for some constant $\eta > 0$ independent of $v$. As explained in [12, Appendix A], this non-degeneracy condition implies that the Bogoliubov Hamiltonian $\mathfrak{H}$ satisfies

$$\mathfrak{H} \geq \eta' \mathcal{N}_+ - C$$

(11)

for some $\eta' > 0$ and $C > 0$. In this case, $\mathfrak{H}$ is bounded from below and it can be properly defined as a self-adjoint operator on $\mathcal{F}_+$ using Friedrichs’ method (see [12, Theorem 1]).

When $u_0$ is a non-degenerate Hartree minimizer, the approximation (9) was justified in [12] at the level of quadratic forms. In fact, the quadratic form estimates in [12] are sufficient to analyze the low-energy spectrum of $H_N$, thanks to the min-max principle. On the other hand, since we are interested in the highly excited part of the spectrum of $H_N$ (when $u_0$ is
not a Hartree minimizer) and the degenerate case (when \( u_0 \) is a degenerate Hartree minimizer), the following operator estimate will be more useful.

**Theorem 1** (Operator bound). Assume that (1) and (3) hold and let \( \mathbb{H} \) be defined in (3). Then both \( U_N H_N U_N^\dagger \) and \( 1_{F^N_+} \mathbb{H} 1_{F^N_+} \) can be extended to self-adjoint operators on \( F^N_+ \) with the same domain

\[
D\left(1_{F^N_+} d\Gamma(QTQ) 1_{F^N_+}\right),
\]

and one has the operator inequality

\[
(U_N H_N U_N^\dagger - N E_H(u_0) - 1_{F^N_+} \mathbb{H} 1_{F^N_+})^2 \leq \frac{C}{N} \left(d\Gamma(QTQ)N^2 + 1\right).
\]

**Remark 1.** Since the square root is operator monotone, the operator bound in Theorem 1 implies the quadratic form bound in \([12, \text{Prop. 5.1}]\). On the other hand, note that our assumption (1) on \( w^2 \) is stronger than the corresponding assumption on \( w \) in \([12]\).

Theorem 1 will be proved in Section 3. From Theorem 1 and a localization argument, we obtain

**Theorem 2** (Bogoliubov to \( N \)-body excitations). Assume that (1) and (3) hold and let \( H \) be defined in (5). Assume that there exist \( m \in \mathbb{N}, \lambda \in \mathbb{R} \) and orthonormal vectors \( \{\Phi_j\}_{j=1}^m \subset F^N_+ \) satisfying

\[
\Phi_j \in \bigcap_{N \geq 1} D\left(1_{F^N_+} d\Gamma(QTQ) 1_{F^N_+}\right)
\]

and

\[
(\mathbb{H} - \lambda)\Phi_j = 0
\]

in the sense that \( 1_{F^N_+} (\mathbb{H} - \lambda) 1_{F^N_{+N+2}} \Phi_j = 0 \) for all \( N \in \mathbb{N} \). Let

\[
\delta := m \max \{1, \lambda, \max_{1 \leq j \leq m} \langle \Phi_j, N_+ \Phi_j \rangle\}.
\]

Then for every \( N \geq 3\delta \), there exists an \( \varepsilon > 0 \) satisfying

\[
\varepsilon \leq C \max \left\{\delta^{1/2} N^{-1/6}, \delta^{3/2} N^{-1/2}\right\}
\]

such that the interval \((\lambda - \varepsilon, \lambda + \varepsilon)\) contains (at least) \( m \) eigenvalues (counting multiplicity), or one element of the essential spectrum, of \( H_N - N E_H(u_0) \).

**Remark 2.** A result similar to Theorem 2 when \( \lambda \) is in the essential spectrum of \( \mathbb{H} \) also holds true. In this case, the eigenvalue equations \((\mathbb{H} - \lambda)\Phi_j = 0\) have to be replaced by the approximate ones. To be precise, we have to replace each \( \Phi_j \) by a sequence \( \{\Phi_{j,\ell}\}_{\ell=1}^\infty \) and assume that

\[
\langle \Phi_{j,\ell}, \Phi_{j',\ell} \rangle = \delta_{jj'} \left\| \lim_{\ell \to 0} \| 1_{F^N_+} (\mathbb{H} - \lambda) 1_{F^N_{+k+2}} \Phi_{j,\ell} \| = 0. \right.
\]

Theorem 2 will be proved in Section 4. It quantifies the extent to which the approximate Bogoliubov Hamiltonian \( \mathbb{H} \) predicts the part of the spectrum of \( H_N \) near the energy \( N E_H(u_0) \). Obviously, the result in Theorem 2 is only interesting if

\[
\max_{1 \leq j \leq m} \langle \Phi_j, N_+ \Phi_j \rangle < \infty.
\]
Such states $\Phi_j$ describe essentially pure condensates (with condensate wave function $u_0$) with only finitely many particles outside the condensate.

Roughly speaking, Theorem 2 provides a mapping from the spectrum of $H$ to the spectrum of $H_N$. The reverse direction of this relation is more complicated. Note that, in general, one cannot expect that an eigenvalue of $H_N$ close to $N \varepsilon_H(u_0)$ is related to the spectrum of the Bogoliubov Hamiltonian $\mathbb{H}$ at all, unless the corresponding eigenfunction displays almost complete condensation in the state $u_0$. The following result gives a mapping from those eigenvalues of $H_N$, whose eigenvectors satisfy a certain condensation assumption, to the spectrum of $H$.

**Theorem 3 (N-body to Bogoliubov excitations).** Assume that (1) and (3) hold and let $\mathbb{H}$ be defined in (4). Assume that for every $N$ large enough, there exists a wave function $\Psi_N \in \mathcal{F}_N$ such that

$$(H_N - N \varepsilon_H(u_0) - \lambda_N)\Psi_N = 0$$

and

$$\langle \Psi_N, N_+ \Psi_N \rangle + |\lambda_N| = o(N^{1/3}).$$

Then there exist normalized vectors $\Phi'_N \in \mathcal{F}^{\leq N^{1/3}}$ such that

$$\| (H - \lambda_N)\Phi'_N \| \leq \frac{C \lambda_N^2}{N^{2/3}} + \frac{C}{N^{1/3}} \langle \Phi_N, (N_+ + 1)\Phi_N \rangle.$$

In particular, $\| (H - \lambda_N)\Phi'_N \| \to 0$ as $N \to \infty$. Consequently, if $\lambda_N \to \lambda$, then $\lambda \in \sigma(H)$.

Theorem 3 will be proved in Section 5. The condition $\langle \Psi_N, N_+ \Psi_N \rangle \ll N^{1/3}$ in Theorem 2 is a technical assumption in our approach (similarly, in Theorem 2 we also need $\delta \ll N^{1/3}$ to ensure $\varepsilon \to 0$). It is presumably far from optimal, since complete Bose-Einstein condensation requires only that $\langle \Psi_N, N_+ \Psi_N \rangle \ll N$. If one is only interested in the low-energy eigenvalues of $H_N$, then by using the min-max principle and a bootstrap argument as in [12], one can show that the optimal assumption $\langle \Psi_N, N_+ \Psi_N \rangle \ll N$ is indeed sufficient to ensure the convergence of the eigenvalues of $H_N$, provided that $u_0$ is a non-degenerate Hartree minimizer. For the eigenvalues of $H_N$ which are far from the ground state energy, however, we do not know how to improve the condensation assumption $\langle \Psi_N, N_+ \Psi_N \rangle \ll N^{1/3}$, even with the non-degeneracy condition as in (10) or (11).

We note that the assumption on complete condensation is inevitable for the higher part of the spectrum. For example, if $w = 0$ (i.e., the non-interacting case) and $T$ has compact resolvent, then for two orthonormal eigenfunctions $u$ and $v$ of $T$, $u \otimes N^{1/2} \otimes v \otimes N^{1/2}$ is an eigenfunction of $H_N$, but it does not display complete condensation.

Next we restrict our attention to the low-energy spectrum of $H_N$. The results in [19, 7, 12, 4] are limited to the case when the Hartree functional has a unique, non-degenerate minimizer. However, it may happen that the Hartree functional has multiple minimizers, and one of the minimizer may be degenerate as well. For instance, in the case of attractive interactions a broken symmetry can lead to multiple minimizers [2, 8]. Also in the repulsive case, symmetry breaking can occur in rotating systems due to the appearance of quantized vortices [17, 18, 1, 6].
If the Hartree functional has only finitely many minimizers and all of them are non-degenerate, then one may still follow the approach in [12] to obtain the convergence of the low-energy spectrum of $H_N$. The only difference is that in this case, we have many possible condensate states and the whole union of the spectra of the corresponding Bogoliubov Hamiltonians contribute to the spectrum of $H_N$ at the large $N$ limit.

**Theorem 4** (Excitation spectrum with multiple condensations). Assume that $T$ has compact resolvent and that $T$ and $w$ satisfy (1). Assume that the Hartree functional $\mathcal{E}_H$ has exactly (up to a phase) $J$ (normalized) minimizers $\{f_j\}_{j=1}^J$ and all of them are non-degenerate. We associate each function $f_j$ with a Bogoliubov Hamiltonian $\mathbb{H}_j$ acting on $\mathcal{F}_{+j} = \bigoplus_{m=0}^{\infty} \bigotimes_{\text{sym}}^m \{(f_j)_{+}\}$ in the same way as in (5), with $u_0$ replaced by $f_j$. Let $\mu_1(H_N) \leq \mu_2(H_N) \leq \ldots$ be the eigenvalues of $H_N$. Let $\{\mu_k\}_{k=1}^{\infty}$ be the increasing sequence which is rearranged from the union (counting multiplicity) of the eigenvalues of the $\mathbb{H}_j$'s. Then we have

$$\lim_{N \to \infty} \left( \mu_\ell(H_N) - N e_H \right) = \mu_\ell$$

for every $\ell = 1, 2, \ldots$, where $e_H = \mathcal{E}_H(f_j)$ is the Hartree ground state energy.

Moreover, assume that $\mu_L < \mu_{L+1} = \mu_{L'} < \mu_{L'+1}$ for some $L' > L \geq 0$ (with the convention $\mu_0 = -\infty$) and that the $L' - L$ numbers $\mu_{L+1}, \ldots, \mu_{L'}$ consist of $r_j \geq 0$ eigenvalues of $\mathbb{H}_j$ (counting multiplicity) with the corresponding eigenvectors $\{\Phi_{j,i}\}_{i=1}^{r_j}$, for all $j \in \{1, 2, \ldots, J\}$. Then for every $\ell \in \{L + 1, \ldots, L'\}$, there is a subsequence of $\{\Psi_{N,\ell}\}_N$ (still denoted by $\{\Psi_{N,\ell}\}_N$ for short) satisfying

$$\lim_{N \to \infty} \left\| \Psi_{N,\ell} - \sum_{j=1}^{J} \sum_{m=1}^{r_j} \theta_{j,m} U_{N,j} \dagger \mathbb{1}_{\mathcal{F}_{+j}} \Phi_{j,m} \right\| = 0 \quad (12)$$

where the $\theta_{j,m}$'s are complex numbers satisfying $\sum_{j=1}^{J} \sum_{m=1}^{r_j} |\theta_{j,m}|^2 = 1$. Here we have denoted by $U_{N,j}$ the unitary operators defined as in (5) with $u_0$ replaced by $f_j$.

The non-degeneracy condition on the minimizers of $\mathcal{E}_H$ implies that there exists a constant $\eta > 0$ such that

$$\mathbb{H}_j \geq \eta N_{+j} - C \quad (13)$$

for $j = 1, 2, \ldots, J$, where $N_{+j} = d \Gamma(\mathbb{1}_{(f_j)_{+}})$ is the number operator on $\mathcal{F}_{+j}$. Eq. (13) ensures that each $\mathbb{H}_j$ is bounded from below on $\mathcal{F}_{+j}$ and it has a unique ground state (see [12] Theorem 1).

When $T$ has compact resolvent, the spectra of $H_N$ and the $\mathbb{H}_j$'s are all discrete. Compactness of the resolvent of $T$ corresponds to the physical situation of trapped systems, when all particles are confined by an external potential. The result of Theorem 4 can be generalized and holds even in case $T$ does not have compact resolvent, as long as a suitable binding condition for the Hartree functional holds. In fact, the only place where we shall use the compactness of the resolvent of $T$ is to obtain the condensation of the low-energy eigenfunctions of $H_N$ in Hartree minimizers. This condensation is well-known for trapped systems [5, 13, 14] thanks to the quantum de
Finetti Theorem \[20, 9\], but it also holds under more general conditions (see \[11\] Theorem 1.1).

If \( J = 1 \), i.e., when the Hartree functional has a unique minimizer, the result in Theorem 4 was already proved in \[12\]. To deal with the more general case, we utilize the quantum de Finetti theorem \[9\] for trapped systems, as in \[5, 13, 14, 11\]. It allows to split the \( N \)-body eigenfunctions into several components, which each component corresponding to a condensate in one Hartree minimizer. Each component can then be treated by adapting the method in \[12\]. We shall explain the details of the proof of Theorem 4 in Section 6.

Theorem 4 holds if the Hartree functional has finitely many non-degenerate minimizers. If \( u_0 \) is a degenerate Hartree minimizer, then the corresponding Bogoliubov Hamiltonian \( \mathcal{H} \) may have infinitely many ground states. In this case, we can still apply Theorem 2 to deduce that \( \inf \sigma(\mathcal{H}) \) is an accumulation point of the spectrum of \( H_N - N \epsilon_H \) when \( N \to \infty \), in the sense that for every \( \varepsilon > 0 \), the number of eigenvalues of \( H_N - N \epsilon_H \) (counting multiplicity) contained in \((-\varepsilon, \varepsilon)\) tends to infinity as \( N \to \infty \). However, we cannot give a full analysis for the excitation spectrum of \( H_N \) (in particular, we cannot show that \( H_N - N \epsilon_H \) is bounded from below uniformly in \( N \)). We hope to be able to come back to this problem in the future.

If the system is invariant under a certain symmetry (e.g. rotations or translations), then the Hartree functional may have infinitely many Hartree minimizers related via that symmetry, and the corresponding Bogoliubov Hamiltonians are all unitarily equivalent. In this case, the (common) ground state energy of the Bogoliubov Hamiltonian is also an accumulation point of the spectrum of \( H_N \), due to Theorem 2.

The proofs of the main theorems are given in the next sections.

3. PROOF OF THEOREM 1: OPERATOR BOUND

In this section, we give the proof of Theorem 1.

Proof. A straightforward computation as in \[12\] Eq. (44) gives

\[
U_N H_N U_N^\dagger - N \epsilon_H (u_0) - 1 \leq N \epsilon_N \leq N \leq 1 \sum_{j=0}^{5} \left( R_j + R_j^\dagger \right)
\]

(14)
where we denote $1_{F_{\leq N}^+}$ by $1_{\leq N}$ for short, and the $R_j$’s are operators on $F_{\leq N}^+$ defined as follows:

\[
R_0 = R_0^\dagger = \frac{1}{2} W_{0000} \frac{N_+ (N_+ - 1)}{N - 1},
\]

\[
R_1 = R_1^\dagger = -d \Gamma (Q(|u_0|^2 \ast w) Q + K_1) \frac{N_+ - 1}{N - 1},
\]

\[
R_2 = -2a^\dagger (Q(|u_0|^2 \ast w) u_0) \frac{N_+ \sqrt{N - N_+}}{N - 1}.
\]

\[
R_3 = \sum_{m,n \geq 1} \langle u_m \otimes u_n, K_2 \rangle a_m^\dagger a_n^\dagger \left( \frac{\sqrt{(N-N_+)(N-N_+ - 1)}}{N - 1} - 1 \right),
\]

\[
R_4 = R_4^\dagger = \frac{1}{2(N - 1)} \sum_{m,n,p,q \geq 1} W_{mnpq} a_m^\dagger a_n^\dagger a_p a_q,
\]

\[
R_5 = \frac{2}{N - 1} \sum_{m,n,p \geq 1} W_{mnp0} a_m^\dagger a_n^\dagger a_p \sqrt{N - N_+}.
\]

By the Cauchy-Schwarz inequality, we have the operator bound on $F_{\leq N}^+$

\[
\left( U_N H_N U_N^\dagger - N \mathbb{E}_{H} (u_0) - 1_{\leq N} \mathbb{E}_{\leq N} \right)^2 \leq 3 \sum_{j=0}^{5} (R_j^\dagger R_j + R_j R_j^\dagger).
\]  

(15)

Now we estimate carefully all terms on the right side of (15).

\[ j = 0: \] We can simply bound

\[
R_0^2 = \frac{1}{4} W_{0000}^2 \frac{N_+^2 (N_+ - 1)^2}{(N - 1)^2} \leq \frac{C N_+^4}{N^2}.
\]

(16)

\[ j = 1: \] Using the Cauchy-Schwarz inequality and assumption (1), we find that

\[
(|u_0|^2 \ast w)^2 \leq |u_0|^2 \ast (w^2) \leq C T.
\]

(17)

Moreover, $K_1$ is a Hilbert-Schmidt operator, and hence it is bounded. Therefore, the operator

\[
X := Q(|u_0|^2 \ast w) Q + K_1
\]

satisfies $X^2 \leq C Q T Q$. Thus

\[
(d \Gamma (X))^2 = \sum_i X_i^2 + \sum_{i \neq j} X_i X_j \leq \sum_i X_i^2 + \sum_{i \neq j} \frac{X_i^2 Q_j + X_j^2 Q_i}{2}
\]

\[
\leq C \sum_i (Q T Q)_i + C \sum_{i \neq j} \frac{(Q T Q)_i Q_j + (Q T Q)_j Q_i}{2}
\]

\[
\leq C d \Gamma (Q T Q)(N_+ + 1).
\]

(18)

Since $d \Gamma (X)$ and $N_+$ commute, we get

\[
R_1^2 \leq \frac{C}{N_+^2} d \Gamma (Q T Q)(N_+ + 1)^3.
\]

(19)

\[ j = 2: \] Because of (17), the vector $v := Q(|u_0|^2 \ast w) u_0$ is bounded in $H$. Using

\[
a(v) a^\dagger (v) = \|v|^2 + a^\dagger (v) a(v) \leq \|v|^2 (N_+ + 1)
\]
we obtain
\[
R_2^\dagger R_2 = 4 \frac{\mathcal{N}_+ \sqrt{N - \mathcal{N}_+}}{N - 1} a(v) a^\dagger (v) \frac{\mathcal{N}_+ \sqrt{N - \mathcal{N}_+}}{N - 1} \leq 4 \|v\|^2 \frac{(\mathcal{N}_+ + 1)\mathcal{N}_+^2 (N - \mathcal{N}_+)}{(N - 1)^2} \leq \frac{C\mathcal{N}_+^3}{N^2}.
\]
(20)

On the other hand, since
\[
R_2^\dagger = -2 \frac{\mathcal{N}_+ \sqrt{N - \mathcal{N}_+}}{N - 1} a(v) = -2a(v) \frac{(\mathcal{N}_+ + 1)\sqrt{N - \mathcal{N}_+ + 1}}{N - 1}
\]
we find that
\[
R_2^\dagger R_2 = 4 \frac{\mathcal{N}_+ - 1}{\mathcal{N}_+ + 1} a^\dagger (v) a(v) \frac{(\mathcal{N}_+ - 1)\sqrt{N - \mathcal{N}_+ + 1}}{N - 1} \leq \frac{C\mathcal{N}_+^3}{N^2}.
\]
(21)

\textbf{j} = 3: We can rewrite
\[
R_3 = \mathbb{K}_{cr} g(\mathcal{N}_+) = g(\mathcal{N}_+ - 2) \mathbb{K}_{cr}, \quad R_3^\dagger = g(\mathcal{N}_+) \mathbb{K}_{cr}^\dagger = \mathbb{K}_{cr}^\dagger g(\mathcal{N}_+ - 2),
\]
where
\[
\mathbb{K}_{cr} := \sum_{m,n \geq 1} \langle u_m \otimes u_n, K_2 \rangle a_m^\dagger a_n^\dagger
\]
(22)
and
\[
g(\mathcal{N}_+) := \mathbb{1}_{\{\mathcal{N}_+ \leq N - 2\}} \left( \sqrt{\frac{\mathcal{N}_+ - 1}{\mathcal{N}_+ + 1}} - 1 \right).
\]

Note that if \( \Phi_k \in \mathfrak{h}_k^+ \) with \( k \leq N - 2 \), then
\[
\mathbb{K}_{cr} \Phi_k = \frac{1}{\sqrt{k!(k + 2)!}} \sum_{\sigma \in \mathfrak{S}_{k+2}} K_2(x_{\sigma(1)}, x_{\sigma(2)}) \Phi_k(x_{\sigma(3)}, \ldots, x_{\sigma(k+2)}),
\]
and hence
\[
\|\mathbb{K}_{cr} \Phi_k\| \leq \sqrt{k!(k + 2)} \|K_2\|_2 \|\Phi_k\|_{\mathfrak{h}_k^+} \leq C(k + 1)^2 \|\Phi_k\|_{\mathfrak{h}_k^+}
\]
by the triangle inequality. Therefore,
\[
\mathbb{K}_{cr}^\dagger \mathbb{K}_{cr} \leq C(\mathcal{N}_+ + 1)^2.
\]
(23)
Consequently,
\[
R_3^\dagger R_3 = g(\mathcal{N}_+) \mathbb{K}_{cr}^\dagger \mathbb{K}_{cr} g(\mathcal{N}_+) \leq C(\mathcal{N}_+ + 1)^2 g(\mathcal{N}_+)^2 \leq \frac{C(\mathcal{N}_+ + 1)^4}{N^2}.
\]
(24)

Similarly, since
\[
\mathbb{K}_{cr} \mathbb{K}_{cr}^\dagger = \left( \sum_{m,n \geq 1} \langle u_m \otimes u_n, K_2 \rangle a_m^\dagger a_n^\dagger \right) \left( \sum_{p,q \geq 1} \langle K_2, u_p \otimes u_q \rangle a_p a_q \right)
\]
\[
\leq \left( \sum_{m,n \geq 1} |\langle u_m \otimes u_n, K_2 \rangle|^2 \right) \left( \sum_{p,q \geq 1} a_p^\dagger a_q^\dagger a_p a_q \right) \leq \|K_2\|_{L^2(\Omega^2)}^2 \mathcal{N}_+^2,
\]
(25)
we find that
\[
R_3^\dagger R_3 = g(\mathcal{N}_+ - 2) \mathbb{K}_{cr} \mathbb{K}_{cr}^\dagger g(\mathcal{N}_+ - 2) \leq \frac{C(\mathcal{N}_+ + 1)^4}{N^2}.
\]
(26)
\( j = 4 \): On \( \mathcal{F}_+^{\leq N} \), we have
\[
R_4 = \frac{1}{N-1} U_N \left( \sum_{1 \leq i < j \leq N} w'_{ij} \right) U_N^\dagger,
\]
where we have introduced the two-body operator
\[
w' = Q \otimes Q w(-.) Q \otimes Q.
\]
Therefore
\[
R_4^2 = \frac{1}{(N-1)^2} U_N \left( \sum_{1 \leq i < j \leq N} \sum_{1 \leq k < \ell \leq N} w'_{ij} w'_{k\ell} \right) U_N^\dagger.
\]
From assumption (1), get
\[
(w')^2 \leq C Q \otimes Q \left( 1 \otimes T + T \otimes 1 \right) Q \otimes Q = C \left( (QTQ) \otimes Q + Q \otimes (QTQ) \right)
\]
on \( \mathcal{H}^2 \). Consequently,
\[
\sum_{i \neq j} (w'_{ij})^2 \leq \sum_{i \neq j} C \left( (QTQ)_{ij} Q_j + Q_j(QTQ)_{ij} \right) \leq C d \Gamma(QTQ) \mathcal{N}^+.
\]
Using the Cauchy-Schwarz inequality and (27), we have
\[
\sum_{|\{i,j,\ell\}|=3} w'_{ij} w'_{j\ell} = \sum_{|\{i,j,\ell\}|=3} (w'_{ij} Q_{\ell})(w'_{j\ell} Q_i) \leq \sum_{|\{i,j,\ell\}|=3} \frac{(w'_{ij})^2 Q_{\ell} + (w'_{j\ell})^2 Q_i}{2} \leq C d \Gamma(QTQ) \mathcal{N}^2.
\]
Here, the sum with the constraint \( |\{i,j,\ell\}| = 4 \) means the sum over all mutually different indices \( i, j, k, \ell \in \{1, 2, \ldots, N\} \), and likewise for the case \( |\{i,j\}| = 3 \). Combining (27), (28) and (29), we find that
\[
R_4^2 \leq \frac{C}{N^2} U_N (d \Gamma(QTQ) \mathcal{N}^3) U_N^\dagger = \frac{C}{N^2} d \Gamma(QTQ) \mathcal{N}^3.
\]
\( j = 5 \): We can write
\[
R_5 = \frac{2}{N-1} U_N \left( \sum_{1 \leq i < j \leq N} w''_{ij} \right) U_N^\dagger,
\]
where we have introduced the two-body operator
\[
w'' = Q \otimes Q w(-.) (P \otimes Q + Q \otimes P).
\]
Thus
\[
R_5^\dagger R_5 = \frac{4}{(N-1)^2} U_N \left( \sum_{1 \leq i < j \leq N} \sum_{1 \leq k < \ell \leq N} (w'')_{ij}^{\dagger} w''_{k\ell} \right) U_N^\dagger.
\]
From assumption (1), we have

\[
(w'')^\dagger w'' = (P \otimes Q + Q \otimes P)wQ \otimes Qw(P \otimes Q + Q \otimes P) \\
\leq (P \otimes Q + Q \otimes P)w^2(P \otimes Q + Q \otimes P) \\
\leq C\left(1 \otimes (QTQ) + (QTQ) \otimes 1\right)
\]

on \( S^2 \). Consequently,

\[
\sum_{i \neq j} (w''')_{ij} w''_{ij} \leq C \sum_{i \neq j} \left((QTQ)_i + (QTQ)_j\right) \leq CNd\Gamma(QTQ),
\]

\[
\sum_{|\{i,j,\ell\}|=3} (w''')_{ij}^\dagger w''_{ij} = \sum_{|\{i,j,\ell\}|=3} ((w''')_{ij}^\dagger Q_i)(w''_{ij} Q_\ell) \\
\leq \sum_{|\{i,j,\ell\}|=3} \frac{(w''')_{ij}^\dagger w''_{ij} Q_\ell + (w''')_{ij}^\dagger w''_{ij} Q_i}{2} \\
\leq CNd\Gamma(QTQ)N_+,
\]

\[
\sum_{|\{i,j,k,\ell\}|=4} (w''')_{ik\ell}^\dagger w''_{ij} = \sum_{|\{i,j,k,\ell\}|=4} ((w''')_{ik\ell}^\dagger Q_i Q_j)(w''_{ij} Q_k Q_\ell) \\
\leq \sum_{|\{i,j,k,\ell\}|=4} \frac{(w''')_{ik\ell}^\dagger w''_{ij} Q_k Q_\ell + (w''')_{ik\ell}^\dagger w''_{ij} Q_i Q_j}{2} \\
\leq CNd\Gamma(QTQ)N^2_+
\]

where we have again used the same notation for the summation over mutually distinct indices. In summary,

\[
\sum_{1 \leq i < j \leq N} \sum_{1 \leq k < \ell \leq N} (w'')_{ij}^\dagger w''_{k\ell} \leq CNd\Gamma(QTQ)N_+^2
\]

and hence

\[
R_5^1 R_5 \leq \frac{CN}{N}d\Gamma(QTQ)N_+^2. \tag{31}
\]

On the other hand, again by assumption (1),

\[
w''(w'')^\dagger = Q \times Qw(P \otimes Q + Q \otimes P)^2wQ \otimes Q \\
\leq Q \times Qw^2Q \otimes Q \leq C\left(Q \otimes (QTQ) + (QTQ) \otimes Q\right)
\]
Thus by the Cauchy-Schwarz inequality,
\[
\sum_{i\neq j} w''_{ij}(w'')^\dagger_{ij} \leq C \sum_{i\neq j} \left((QTQ)_i Q_j + Q_i (QTQ)_j\right) \leq C \Gamma(QTQ) \mathcal{N}_+,
\]

\[
\sum_{|\{i,j,\ell\}|=3} w''_{j\ell}(w'')^\dagger_{j\ell} = \sum_{|\{i,j,\ell\}|=3} \frac{w''_{j\ell}(w'')^\dagger_{j\ell} + w''_{i\ell}(w'')^\dagger_{i\ell}}{2}
\]

\[
\leq C N \Gamma(QTQ) \mathcal{N}_+ + 1
\]

Thus, we can write
\[
R_5 R_5^\dagger = \frac{4}{(N-1)^2} U_N \left( \sum_{1 \leq i < j \leq N} \sum_{1 \leq k < \ell \leq N} w''_{ij}(w'')^\dagger_{ij} \right) U_N^\dagger \leq \frac{C}{N} \Gamma(QTQ) \mathcal{N}_+^2 + 1.
\]

(32)

**Conclusion.** We now collect all the bounds (13), (19), (20), (21), (24), (26), (30), (31) and (32). Using, in addition, that \( \mathcal{N}_+ \leq d \Gamma(QTQ) \) and \( \mathcal{N}_+ \leq N \) on \( \mathcal{F}_+ \), we obtain

\[
\sum_{j=0}^5 (R_j^\dagger R_j + R_j R_j^\dagger) \leq \frac{C}{N} \left( \Gamma(QTQ) \mathcal{N}_+^2 + 1 \right)
\]

(33)

on \( \mathcal{F}_+ \). Inserting (33) into (13), we find the desired operator inequality

\[
\left( U_N H_N U_N^\dagger - \mathcal{N}_H (u_0) - \mathbb{1}_{\mathcal{F}^{\leq N}} \mathbb{1}_{\mathcal{F}^{\geq N}} \right)^2 \leq \frac{C}{N} \left( \Gamma(QTQ) \mathcal{N}_+^2 + 1 \right).
\]

From the obtained estimates, we can also easily deduce the self-adjointness of \( U_N H_N U_N^\dagger \) and \( \mathbb{1}_{\mathcal{F}^{\leq N}} \mathbb{1}_{\mathcal{F}^{\geq N}} \). For the Bogoliubov Hamiltonian restricted to \( \mathcal{F}_+ \), we can write

\[
\mathbb{1}_{\mathcal{F}^{\leq N}} \mathbb{1}_{\mathcal{F}^{\geq N}} = \Gamma(QTQ) + \Gamma(h + K_1 - QTQ) + \mathbb{1}_{\mathcal{F}^{\leq N}} (K_{cr} + K_{cr}^\dagger) \mathbb{1}_{\mathcal{F}^{\leq N}},
\]

with \( K_{cr} \) defined in (22). Similarly to (18), we have

\[
(\Gamma(h + K_1 - QTQ))^2 \leq C \Gamma(QTQ) (\mathcal{N} + 1).
\]

Moreover, from (23) and (26) we get

\[
\mathbb{1}_{\mathcal{F}^{\leq N}} (K_{cr} + K_{cr}^\dagger) \mathbb{1}_{\mathcal{F}^{\geq N}} \mathbb{1}_{\mathcal{F}^{\geq N}} \leq \mathbb{1}_{\mathcal{F}^{\leq N}} (K_{cr} + K_{cr}^\dagger)^2 \mathbb{1}_{\mathcal{F}^{\leq N}} \leq C (\mathcal{N}^2 + 1).
\]

Thus by the Cauchy-Schwarz inequality,

\[
\left( \mathbb{1}_{\mathcal{F}^{\leq N}} \mathbb{1}_{\mathcal{F}^{\geq N}} - \Gamma(QTQ) \right)^2 \leq \frac{1}{2} (\Gamma(QTQ))^2 + C (\mathcal{N}^2 + 1)^2.
\]
on $F^\leq_N$. Similarly, from (23), (25), (33) and (34) we find that
\[
\left( U_N H_N U^\dagger_N - N\mathcal{E}_H(u_0) - d\Gamma(QTQ) \right)^2 \leq \frac{1}{2} (d\Gamma(QTQ))^2 + C(N_+ + 1)^2
\]
on $F^\leq_N$. Since $N_+$ is a bounded operator on $F^\leq_N$, the Kato–Rellich Theorem [15, Theorem X.13] allows us to conclude that $1_{F^\leq_N}\mathbb{H}1_{F^\leq_N}$ and $U_N H_N U^\dagger_N$ can be extended to self-adjoint operators on $F^\leq_N$ with the domain $D(1_{F^\leq_N}d\Gamma(QTQ)1_{F^\leq_N})$.

4. Proof of Theorem [2] Bogoliubov excitations

We shall deduce Theorem [2] from the following

**Lemma 5 (Localization).** Assume that $(H - \lambda)\Phi = 0$ (in the sense explained in Theorem [2] for some normalized vector $\Phi \in F_+$ and some $\lambda \in \mathbb{R}$. Let $f : \mathbb{R} \rightarrow [0, 1]$ be a Lipschitz function such that $f(t) = 1$ when $t \leq 1/2$ and $f(t) = 0$ when $t \geq 1$. Then for every $M \in [1, N]$,
\[
\| (U_N H_N U^\dagger_N - N\mathcal{E}_H(u_0) - \lambda) f\left(\frac{N_+}{M}\right) \Phi \|^2 
\leq C\left(\frac{M^2}{N} + \|f\|^2_{\infty} \right) \max\{1, \lambda, \langle \Phi, N_+ \Phi \rangle\}
\]

**Proof.** Let us assume $\langle \Phi, N_+ \Phi \rangle < \infty$ (otherwise there is nothing to prove). Denote $\Phi^{\leq M} := f(N_+ / M)\Phi$ for short. Note that $\Phi^{\leq M} \in F^{\leq M} \subset F^\leq_N$. By the triangle and the Cauchy-Schwarz inequality,
\[
\| (U_N H_N U^\dagger_N - N\mathcal{E}_H(u_0) - \lambda) \Phi^{\leq M} \|^2 
\leq 2\| (U_N H_N U^\dagger_N - N\mathcal{E}_H(u_0) - 1_{F^\leq_N} \mathbb{H}) \Phi^{\leq M} \|^2 + 2\| 1_{F^\leq_N} (\mathbb{H} - \lambda) \Phi^{\leq M} \|^2 
\leq 2\| (U_N H_N U^\dagger_N - N\mathcal{E}_H(u_0) - 1_{F^\leq_N} \mathbb{H}) \Phi^{\leq M} \|^2 + 2\| (\mathbb{H} - \lambda) \Phi^{\leq M} \|^2.
\]
We shall estimate each term of the right side of (36) separately. We shall denote $1_{F^\leq_N}$ by $1^{\leq N}$ for short.

**First term.** Theorem [1] implies that
\[
\| (U_N H_N U^\dagger_N - N\mathcal{E}_H(u_0) - 1^{\leq N} \mathbb{H}) \Phi^{\leq M} \|^2 
\leq \frac{C}{N} \langle \Phi^{\leq M}, (d\Gamma(QTQ)N_+^2 + 1) \Phi^{\leq M} \rangle 
\leq \frac{CM^2}{N} \langle \Phi^{\leq M}, (d\Gamma(h + K_1) + C N_+ + 1) \Phi^{\leq M} \rangle.
\]

In the last estimate we have used that $\Phi^{\leq M} \in F^{\leq M}_+$ as well as the bound $QTQ \leq C(h + K_1 + C)$, which follows from assumption [1]. From the equation $(\mathbb{H} - \lambda)\Phi = 0$, we find that
\[
d\Gamma(h + K_1) \Phi^{\leq M} = f\left(\frac{N_+}{M}\right) d\Gamma(h + K_1) \Phi = f\left(\frac{N_+}{M}\right)(\lambda - \mathbb{K}) \Phi
\]
where
\[
\mathbb{K} := \mathbb{H} - d\Gamma(h + K_1) = \frac{1}{2}(\mathbb{K}_{cr} + \mathbb{K}_{cr}^\dagger),
\]
with $K_{cr}$ defined in (22). From (23) and (25), we have
$$K^2 \leq \frac{1}{2} (K_{cr}^1 K_{cr} + K_{cr} K_{cr}^1) \leq C(N_+ + 1)^2. \quad (39)$$

Consequently, $|K| \leq C(N_+ + 1)$ and hence
$$\langle \Phi^{\leq M}, d\Gamma(h + K_1)\Phi^{\leq M} \rangle = \lambda \|\Phi^{\leq M}\|^2 - \langle f\left(\frac{N_+}{M}\right)^2 \Phi, K_1 \Phi \rangle \leq \lambda \|\Phi^{\leq M}\|^2 + \langle f\left(\frac{N_+}{M}\right)^2 \Phi, C(N_+ + 1) f\left(\frac{N_+}{M}\right)^{1/2} \langle \Phi, C(N_+ + 1) \Phi \rangle^{1/2} \leq \lambda + C \langle \Phi, N_+ \Phi \rangle.$$

Thus from (37) it follows that
$$\| (U_N H_N U_N^* - N \mathcal{E}_H(u_0) - 1 \leq N \mathbb{I}) \Phi^{\leq M} \|^2 \leq \frac{CM^2}{N} \langle \Phi, (\lambda + C N_+ + C) \Phi \rangle \leq C \frac{M^2}{N} \max\{1, \lambda, \langle \Phi, N_+ \Phi \rangle\}. \quad (40)$$

**Second term.** From the equation $(\mathbb{I} - \lambda) \Phi = 0$ we get
$$\langle \mathbb{I} - \lambda \rangle \Phi^{\leq M} = \left[ \mathbb{I}, f\left(\frac{N_+}{M}\right) \right] \Phi = \left[ K, f\left(\frac{N_+}{M}\right) \right] \Phi. \quad (41)$$

We have
$$2 \left[ K, f\left(\frac{N_+}{M}\right) \right] = \left[ K_{cr}, f\left(\frac{N_+}{M}\right) \right] + \left[ K_{cr}^1, f\left(\frac{N_+}{M}\right) \right]$$
$$= K_{cr} \left( f\left(\frac{N_+}{M}\right) - f\left(\frac{N_+ + 2}{M}\right) \right) + K_{cr}^1 \left( f\left(\frac{N_+}{M}\right) - f\left(\frac{N_+ - 2}{M}\right) \right).$$

By the Cauchy-Schwarz inequality $(A + B)^\dagger (A + B) \leq 2(A^\dagger A + B^\dagger B)$, we find that
$$-4 \left[ K, f\left(\frac{N_+}{M}\right) \right]^2 = 4 \left[ K, f\left(\frac{N_+}{M}\right) \right]^\dagger \left[ K, f\left(\frac{N_+}{M}\right) \right] \leq 2 \left( f\left(\frac{N_+}{M}\right) - f\left(\frac{N_+ + 2}{M}\right) \right) K_{cr}^1 K_{cr} \left( f\left(\frac{N_+}{M}\right) - f\left(\frac{N_+ + 2}{M}\right) \right) + 2 \left( f\left(\frac{N_+}{M}\right) - f\left(\frac{N_+ - 2}{M}\right) \right) K_{cr} K_{cr}^1 \left( f\left(\frac{N_+}{M}\right) - f\left(\frac{N_+ - 2}{M}\right) \right).$$

Using again $K_{cr}^1 K_{cr} + K_{cr} K_{cr}^1 \leq C(N_+ + 1)^2$ and the operator bound
$$\left( f\left(\frac{N_+ + 2}{M}\right) - f\left(\frac{N_+}{M}\right) \right)^2 \leq \frac{4 \| f' \|^2_\infty}{M^2} \mathbb{I} \chi_{\leq M+2},$$
we find that
$$- \left[ K, f\left(\frac{N_+}{M}\right) \right]^2 \leq \frac{C \| f' \|^2_\infty}{M^2} (N_+^2 + 1) \mathbb{I} \chi_{\leq M+2} \leq \frac{C \| f' \|^2_\infty}{\frac{M}{N}} (N_+ + 1). \quad (42)$$

Thus we deduce from (41) that
$$\| (\mathbb{I} - \lambda) \Phi^{\leq M} \|^2 \leq \frac{C \| f' \|^2_\infty}{M} (\Phi, (N_+ + 1) \Phi). \quad (43)$$

Inserting (10) and (43) into (36), we find the desired estimate. \qed
Remark 3. If we assume \( \| \mathcal{N}_+ \Phi \|^2 < \infty \) instead of \( \langle \Phi, \mathcal{N}_+ \Phi \rangle < \infty \), then by following the above argument we obtain the improved estimate
\[
\left\|(U_N H_N U_N^\dagger - N E_H(u_0) - \lambda) f \left( \frac{N_+}{M} \right) \Phi \right\|^2 \leq C \left( \frac{M^2}{N} + \frac{\|f\|^2}{M^2} \right) \max \{1, |\lambda| \|\mathcal{N}_+ \Phi\|, \|\mathcal{N}_+ \Phi\|^2\}. \tag{44}
\]
This estimate follows from the following refinements of (40) and (43), respectively:
\[
\left\|(U_N H_N U_N^\dagger - N E_H(u_0) - \mathbb{1} \leq N \mathbb{H}) \Phi \leq M \right\|^2 \leq C M \max \{1, |\lambda| \|\mathcal{N}_+ \Phi\|, \|\mathcal{N}_+ \Phi\|^2\}, \tag{45}
\]
and
\[
\left\|(\mathbb{H} - \lambda) \Phi \leq M \right\|^2 \leq \frac{CM}{M^2} \|f\|^2 \frac{\|\Phi, (\mathcal{N}_+ + 1)^2 \Phi\|}{\|\Phi, (\mathcal{N}_+ + 1)^2 \Phi\|}. \tag{46}
\]
In fact, similarly to (43), the bound (46) follows immediately from (41) and (42). To obtain (45), we can replace (37) by
\[
\left\|(U_N H_N U_N^\dagger - N E_H(u_0) - \mathbb{1} \leq N \mathbb{H}) \Phi \leq M \right\|^2 \leq C M \left\| (d \Gamma (h + K_1) + 1) \Phi \leq M \right\| \left\| (\mathcal{N}_+ + 1) \Phi \leq M \right\|
\]
and then bound \( \|d \Gamma (h + K_1) \Phi \leq M \| \) using (38) and (39).

Now we are able to give the

Proof of Theorem 2. Let us assume that \( \max_{1 \leq j \leq m} \langle \Phi_j, \mathcal{N}_+ \Phi_j \rangle < \infty \) (otherwise, there is nothing to prove). Fix a Lipschitz function \( f : \mathbb{R} \to [0, 1] \) as in Lemma 5 (we can take \( f(t) = \mathbb{1}_{[-\infty, 1/2]}(t) + 2(1 - t) \mathbb{1}_{[1/2, 1]}(t) \)). Then for every \( M \in [1, N] \) and \( j \in \{1, 2, \ldots, m\} \), from Lemma 3 one has
\[
\left\|(U_N H_N U_N^\dagger - N E_H(u_0) - \lambda) f \left( \frac{N_+}{M} \right) \Phi_j \right\|^2 \leq C \left( \frac{M^2}{N} + \frac{1}{M} \right) \max \{1, \lambda, \langle \Phi_j, \mathcal{N}_+ \Phi_j \rangle\}. \tag{47}
\]
Moreover, since \( f(t) = 1 \) when \( t \leq 1/2 \),
\[
\left| \delta_{jk} - \left\langle f \left( \frac{N_+}{M} \right) \Phi_j, f \left( \frac{N_+}{M} \right) \Phi_k \right\rangle \right| = \left| \left\langle \Phi_j, \left( \mathbb{1} - f^2 \left( \frac{N_+}{M} \right) \right) \Phi_k \right\rangle \right| \leq \frac{2}{M} \max_i \left\langle \Phi_i, \mathcal{N}_+ \Phi_j \right\rangle. \tag{48}
\]
The conclusion then follows from (47), (48) and a standard technique in spectral theory. To be precise, let us take \( \varepsilon > 0 \) and assume that the interval \( (\lambda - \varepsilon, \lambda + \varepsilon) \) contains no point of the essential spectrum and fewer than \( m \) eigenvalues (counting multiplicity) of the (self-adjoint) operator \( H_N - N E_H(u_0) \) on \( \mathcal{N}^N \). Since \( U_N : \mathcal{N}^N \to \mathcal{F}_+^\leq N \) is a unitary transformation, there exist orthonormal vectors \( \{v_k\}_{k=1}^{m-1} \subset \mathcal{F}_+^\leq N \) such that
\[
\left( U_N H_N U_N^\dagger - N E_H(u_0) - \lambda \right)^2 \geq \varepsilon^2 \left( 1 - \sum_{k=1}^{m-1} |v_k \rangle \langle v_k| \right). \tag{49}
\]
Denote
\[ \delta := m \max \{ 1, \lambda, \max_{1 \leq j \leq m} \langle \Phi_j, N_+ \Phi_j \rangle \}. \]

Combining (47), (48) and (49), we have
\[ C \delta \left( \frac{M^2}{N} + \frac{1}{M} \right) \geq \sum_{j=1}^{m} \left\| (U_N H_N U_N^\dagger - N \mathcal{E}_H(u_0) - \lambda) f \left( \frac{N_+}{M} \right) \Phi_j \right\|^2 \]
\[ \geq \varepsilon^2 \sum_{j=1}^{m} \left( \left\| f \left( \frac{N_+}{M} \right) \Phi_j \right\|^2 - \sum_{k=1}^{m-1} \left\langle v_k, f \left( \frac{N_+}{M} \right) \Phi_j \right\rangle \right)^2 \]
\[ = \varepsilon^2 \left( \sum_{j=1}^{m} \left\| f \left( \frac{N_+}{M} \right) \Phi_j \right\|^2 - \sum_{k=1}^{m-1} \sum_{j=1}^{m} \left\langle f \left( \frac{N_+}{M} \right) v_k, \Phi_j \right\rangle \right) \]
\[ \geq \varepsilon^2 \left( \sum_{j=1}^{m} \left\| f \left( \frac{N_+}{M} \right) \Phi_j \right\|^2 - \sum_{k=1}^{m-1} \left\| f \left( \frac{N_+}{M} \right) v_k \right\|^2 \right) \]
\[ \geq \varepsilon^2 \left( \sum_{j=1}^{m} \left\| f \left( \frac{N_+}{M} \right) \Phi_j \right\|^2 - m + 1 \right) \]
\[ \geq \varepsilon^2 \left( 1 - \frac{2\delta}{M} \right). \] (50)

Here we have used the orthonormality of \( \{ \Phi_j \}_{j=1}^{m} \) and the fact that \( |f| \leq 1 \).

By choosing \( M = \max\{3\delta, N^{1/3}\} \), we obtain
\[ \varepsilon \leq C \max \{ \delta^{1/2} N^{-1/6}, \delta^{3/2} N^{-1/2} \} \] (51)
and the desired conclusion follows.

Remark 4. If \( \delta' := m \max\{1, \lambda, \max_{1 \leq j \leq m} \| N_+ \Phi_j \| \} < \infty \), then using the refinement in (44) we can improve (50) to
\[ C(\delta')^2 \left( \frac{M^2}{N} + \frac{1}{M^2} \right) \geq \varepsilon^2 \left( 1 - \frac{4(\delta')^2}{M^2} \right). \] (52)

By choosing \( M = \max\{3\delta', N^{1/3}\} \), this yields the improved bound
\[ \varepsilon \leq C \max\{ \delta' N^{-1/3}, (\delta')^{3/2} N^{-1/2} \}. \]

5. Proof of Theorem \( \mathbf{3} \)  N-body excitations

In order to prove Theorem \( \mathbf{3} \), we shall need the following analogue of (42).

Lemma 6 (Commutator estimate). Let \( f : \mathbb{R} \to [0, 1] \) be a Lipschitz function as in Lemma \( \mathbf{3} \). Then for every \( M \in [1, N] \), one has
\[ - \left[ U_N H_N U_N^\dagger, f \left( \frac{N_+}{M} \right) \right]^2 \leq C \| f' \|^2 M^2 \left( \frac{1}{N} \int d\Gamma(QTQ) N_+^2 + (N_+ + 1)^2 \right) \mathbb{1} \leq M + 2 \]
on \( \mathcal{F}_+^{\leq N} \), where we have again denoted \( \mathbb{1}_{\mathcal{F}_+^{\leq k}} \) by \( \mathbb{1} \leq k \) for short.
Proof of Lemma 6. Denote
\[
\mathbb{H} = U_N H_N U_N^\dagger - N \mathcal{E}_H(u_0).
\]
We shall use again the decomposition as in (14), namely
\[
\mathbb{H} = d\Gamma(h + K_1) + \frac{1}{2} \mathbb{1}^{\leq N}(K_{cr} + K_{cr}^\dagger) + \frac{1}{2} \sum_{j=0}^5 (R_j + R_j^\dagger),
\]
with the pair-creation operator \( K_{cr} \) defined in (22). We have
\[
\left[ \mathbb{H}, f\left( \frac{N_+}{M} \right) \right] = \frac{1}{2} \sum_{j=2,3,5} \left[ R_j + R_j^\dagger, f\left( \frac{N_+}{M} \right) \right] + \frac{1}{2} \left[ \mathbb{1}^{\leq N}(K_{cr} + K_{cr}^\dagger), f\left( \frac{N_+}{M} \right) \right]
= \frac{1}{2} \left( R_2 + R_5 \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ + 1}{M} \right) \right)
+ \frac{1}{2} \left( R_2^\dagger + R_5^\dagger \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ - 1}{M} \right) \right)
+ \frac{1}{2} \left( R_3 + K_{cr} \mathbb{1}^{\leq N-2} \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ + 2}{M} \right) \right)
+ \frac{1}{2} \left( R_3^\dagger + K_{cr}^\dagger \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ - 2}{M} \right) \right).
\]
With the aid of the Cauchy-Schwarz inequality, we can bound
\[
- \left[ \mathbb{H}, f\left( \frac{N_+}{M} \right) \right]^2 = \left[ \mathbb{H}, f\left( \frac{N_+}{M} \right) \right] \left[ \mathbb{H}, f\left( \frac{N_+}{M} \right) \right]
\leq 2 \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ + 1}{M} \right) \right) \left( R_2^\dagger R_2 + R_5^\dagger R_5 \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ + 1}{M} \right) \right)
+ 2 \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ - 1}{M} \right) \right) \left( R_2 R_2^\dagger + R_5 R_5^\dagger \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ - 1}{M} \right) \right)
+ 2 \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ + 2}{M} \right) \right) \left( R_3^\dagger R_3 + \mathbb{1}^{\leq N-2} K_{cr}^\dagger K_{cr} \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ + 2}{M} \right) \right)
+ 2 \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ - 2}{M} \right) \right) \left( R_3 R_3^\dagger + K_{cr} K_{cr}^\dagger \right) \left( f\left( \frac{N_+}{M} \right) - f\left( \frac{N_+ - 2}{M} \right) \right).
\]
Thanks to (23), (25) and (33), all the terms \( R_j^\dagger R_j, R_j R_j^\dagger, K_{cr}^\dagger K_{cr} \) and \( K_{cr} K_{cr}^\dagger \) can be bounded by
\[
\frac{1}{N} d\Gamma(QTQ) N_+^2 + (N_+ + 1)^2.
\]
The desired inequality then follows from the operator bound
\[
\left( f\left( \frac{N_+ + r}{M} \right) - f\left( \frac{N_+}{M} \right) \right)^2 \leq \frac{r^2 \|f\|^2_{M^2}}{M^2} \mathbb{1}^{\leq M+2}.
\]
for \( r = 1, 2 \).

We are now able to give the

**Proof of Theorem 3.** Recall the notation (53), and let also

\[
\Phi_N := U_N \Psi_N \in \mathcal{F}^{\leq N}_+.
\]

Fix a Lipschitz function \( f : \mathbb{R} \to [0, 1] \) as in Lemma 5 (we can take again
\( f(t) = 1_{(t-1/2,1/2]}(t) + 2(1-t)1_{[0,1/2]}(t) \)). For every \( M \in [1,N] \), we denote

\[
\Phi_N^{\leq M} = f\left(\frac{N_+}{M}\right)\Phi_N.
\]

**Step 1.** From (55) and the Cauchy-Schwarz inequality, it follows that

\[
\mathbb{H}^2_N \geq \frac{1}{4}(d\Gamma(QTQ))^2 - C(N_+ + 1)^2. \tag{57}
\]

Using again the equation (57) and the equation

\[
(\mathbb{H}_N - \lambda_N)\Phi_N = U_N(H_N - N\mathcal{E}_H(u_0))\Psi_N = 0,
\]

we find that

\[
\lambda_N^2 = \|\mathbb{H}_N \Phi_N\|^2 \geq \frac{1}{4}\|d\Gamma(QTQ)\Phi_N\|^2 - C\|(\mathcal{N}_+ + 1)\Phi_N\|^2.
\]

This implies the a-priori estimate

\[
\|d\Gamma(QTQ)\Phi_N\|^2 \leq C(\lambda_N^2 + 1 + N\langle \Phi_N,\mathcal{N}_+ \Phi_N \rangle). \tag{58}
\]

Using again the equation (\( \mathbb{H}_N - \lambda_N \)\( \Phi_N = 0 \) as well as Lemma 6, we obtain

\[
\|d\Gamma(QTQ)\Phi_N^{\leq M}\|^2 \leq \left\| U_N H_N U_N, f\left(\frac{N_+}{M}\right)\Phi_N \right\|^2
\]

\[
\leq C\left\langle \Phi_N, 1^{\leq M+2}\left( N^{-1} d\Gamma(QTQ)\mathcal{N}_+^2 + \langle \mathcal{N}_+ + 1 \rangle^2 \right)\Phi_N \right\rangle
\]

\[
\leq \frac{1}{N^2}\|d\Gamma(QTQ)\Phi_N\|^2 + \frac{C}{M}\|1^{\leq M+2}\mathcal{N}_+^2\Phi_N\|^2 + \frac{C}{M^2}\|1^{\leq M+2}\langle \mathcal{N}_+ + 1 \rangle\Phi_N\|^2.
\]

Using (58) and the operator inequality \( 1^{\leq M+2}\mathcal{N}_+ \leq M + 2 \), we deduce that

\[
\|d\Gamma(QTQ)\Phi_N^{\leq M}\|^2 \leq \frac{C(\lambda_N^2 + 1)}{N^2} + \frac{C}{M}\langle \Phi_N, (\mathcal{N}_+ + 1)\Phi_N \rangle. \tag{59}
\]

**Step 2.** Using again (57) and (59) we find that

\[
\|d\Gamma(QTQ)\Phi_N^{\leq M}\|^2 \leq C\|\mathbb{H}_N \Phi_N^{\leq M}\|^2 + C\|\langle \mathcal{N}_+ + 1 \rangle\Phi_N^{\leq M}\|^2
\]

\[
\leq C(2\|\langle \mathbb{H}_N - \lambda_N \rangle\Phi_N^{\leq M}\|^2 + \lambda_N^2) + CM\langle \Phi_N, (\mathcal{N}_+ + 1)\Phi_N \rangle
\]

\[
\leq C\lambda_N^2 + CM\langle \Phi_N, (\mathcal{N}_+ + 1)\Phi_N \rangle. \tag{60}
\]

By Theorem 1 and (60),

\[
\|d\Gamma(QTQ)\Phi_N^{\leq M}\|^2 \leq \frac{C(\lambda_N^2 + 1)}{N}\langle \Phi_N^{\leq M}, (d\Gamma(QTQ)\mathcal{N}_+^2 + 1)\Phi_N^{\leq M} \rangle.
\]

\[
\leq \frac{CM}{N}\|d\Gamma(QTQ)\Phi_N^{\leq M}\|^2 + \frac{C}{NM}\|\mathcal{N}_+^2\Phi_N^{\leq M}\|^2 + \frac{C}{N}\langle \Phi_N, (\mathcal{N}_+ + 1)\Phi_N \rangle
\]

\[
\leq \frac{CM(\lambda_N^2 + 1)}{N} + \frac{CM^2}{N}\langle \Phi_N, \mathcal{N}_+ \Phi_N \rangle. \tag{61}
\]
Step 3. Combining (59) and (61), we get
\[
\|(1 - N\mathbb{H} - \lambda_N)\Phi_N^{\leq M}\|^2 \leq 2\|(\mathbb{H} - \lambda_N)\Phi_N^{\leq M}\|^2 + 2\|(\mathbb{H} - 1)\Phi_N^{\leq M}\|^2 \\
\leq \frac{CM(\lambda_2^2 + 1)}{N} + \left(\frac{C}{M} + \frac{CM^2}{N}\right)(\Phi_N, (N_+ + 1)\Phi_N).
\]
If \(M = N^{1/3} \leq N - 2\), then the latter estimate implies that
\[
\|(\mathbb{H} - \lambda_N)\Phi_N^{\leq M}\|^2 \rightarrow 0
\]
as \(N \rightarrow \infty\). Moreover, the choice \(M = N^{1/3}\) also ensures that
\[
\|\Phi_N^{\leq M}\|^2 \geq 1 - \frac{(\Phi_N, N_+\Phi_N)}{M} \rightarrow 1
\]
as \(N \rightarrow \infty\). Thus we can take \(\Phi_0 = \Phi_N^{\leq M} / \|\Phi_N^{\leq M}\|\) and complete the proof.

6. Proof of Theorem 4: Multiple condensations

In this section, we give the proof of Theorem 4. We shall use the min-max principle (see [15]), which we quickly recall below for the reader’s convenience. If \(A\) is a self-adjoint operator on a Hilbert space \(\mathfrak{H}\) and \(A\) is bounded from below, we can define the min-max values \(\mu_1(A) \leq \mu_2(A) \leq \ldots \)
\[
\mu_j(A) = \inf_{0 \leq \psi \leq \dim \mathfrak{H}} \max_{\varphi \in \mathfrak{H}, \|\varphi\| = 1} \langle \varphi, A\varphi \rangle.
\]
If \(\lim_{j \rightarrow \infty} \mu_j(A) = \infty\), then \(\{\mu_j(A)\}_{j=1}^{\infty}\) are all eigenvalues of \(A\). In particular, under the condition that \(T\) has compact resolvent, all eigenvalues of \(H_N\) and \(\mathbb{H}\) are given by the min-max values.

Proof of Theorem 4. Upper bound. We first prove the upper bound
\[
\lim_{N \rightarrow \infty} \sup_{\ell} \left(\mu_\ell(H_N) - Ne_H\right) \leq \mu_\ell
\]
for all \(\ell \in \mathbb{N}\). For every \(j \in \{1, 2, \ldots, J\}\), let \(\mu_{j,1} \leq \mu_{j,2} \leq \ldots\) be the first eigenvalues of \(\mathbb{H}_j\) and let \(\Phi_{j,1}, \Phi_{j,2}, \ldots\) be the corresponding eigenvectors in \(\mathcal{F}_{+j}\). Let \(U_{N,j} : \mathcal{H}_N^j \rightarrow \mathcal{F}_{+j}^{\leq N}\) be the unitary transformation as in (7) with \(u_0\) replaced by \(f_j\). Fix a Lipschitz function \(f : \mathbb{R} \rightarrow [0, 1]\) as in Lemma 3 (we can take \(f(t) = \mathbbm{1}_{(-\infty, 1/2]}(t) + 2(1 - t)\mathbbm{1}_{[1/2, 1]}(t)\)). Let \(M = N^{1/3}\) and let
\[
\Psi_{N,j,k} := U_{N,j}^\dagger f(\frac{N_{+}}{M}) \Phi_{j,k}.
\]
Then from Lemma 5 one has
\[
\lim_{N \rightarrow \infty} \left\|\left(\frac{H_N - Ne_H - \mu_{j,k}}{\mu_{j,k}}\right)\Psi_{N,j,k}\right\|^2 = 0
\]
for all \(j \in \{1, 2, \ldots, J\}\) and \(k \in \mathbb{N}\). Here we have used \((\Phi_{j,k}, N_+\Phi_{j,k}) < \infty\), which follows from the non-degeneracy assumption (13).
On the other hand, we will show that
\[ \lim_{N \to \infty} \langle \Psi_{N,j,k}, \Psi_{N,j',k'} \rangle = \delta_{j,j'} \delta_{k,k'} \]
for all \( j, j' \in \{1, 2, \ldots, J\} \) and \( k, k' \in \mathbb{N} \). The upper bound \( \text{(66)} \) then follows from \( \text{(64)} \) and \( \text{(65)} \) and the following consequence of the min-max principle.

**Lemma 7.** Let \( \{A_N\}_{N=1}^{\infty} \) be a sequence of self-adjoint operators on a Hilbert space. Assume that each \( A_N \) is bounded from below and let \( \mu_1(A_N), \mu_2(A_N) \) be the min-max values. Let \( \lambda_1 \leq \lambda_2 \leq \ldots \) and let \( \varphi_{N,1}, \varphi_{N,2}, \ldots \in D(A_N) \) such that

\[ \lim_{N \to \infty} (A_N - \lambda_k) \varphi_{N,k} = 0 \quad \text{and} \quad \lim_{N \to \infty} \langle \varphi_{N,k}, \varphi_{N,k'} \rangle = \delta_{k,k'} \]

for all \( k, k' \in \mathbb{N} \). Then for all \( k \in \mathbb{N} \),

\[ \limsup_{N \to \infty} \mu_k(A_N) \leq \lambda_k. \]

The proof of this lemma is elementary and is left to the reader. It remains to verify the orthogonality \( \text{(65)} \). In fact, if \( j = j' \), then using \( \text{(48)} \) we have

\[ \lim_{N \to \infty} \langle \Psi_{N,j,k}, \Psi_{N,j',k'} \rangle = \lim_{N \to \infty} \left( f\left( \frac{N+j}{M} \right) \Phi_{j,k}, f\left( \frac{N+j}{M} \right) \Phi_{j',k'} \right)_{F+j} = \delta_{k,k'} \]

for all \( k, k' \in \mathbb{N} \). Now assume \( j \neq j' \). A direct computation using \( \text{(5)} \) and the fact that \( f(t) = 0 \) when \( t \geq 1 \) shows that

\[ \Psi_{N,j,k} = \sum_{0 \leq \ell \leq M} f(\ell/M) \left( a_j^*(f_j)^{N-\ell} \right) \frac{1}{\sqrt{(N-\ell)!}} \sum_{\sigma \in S_N} U_\sigma \left( f_j^{(\ell)} \otimes 1_{\{N+\ell\}} \Phi_{j,k} \right) \]

where \( S_N \) is the permutation group on \( \{1, 2, \ldots, N\} \) and \( U_\sigma \) permutes the variables as

\[ \left( U_\sigma \left( f_j^{(\ell)} \otimes 1_{\{N+\ell\}} \Phi_{j,k} \right) \right)(x_1, x_2, \ldots, x_N) = f_j(x_{\sigma(1)} \ldots x_{\sigma(N-\ell-1)}) \left( 1_{\{N+\ell\}} \Phi_{j,k} \right)(x_{\sigma(N-\ell+1)}, \ldots, x_{\sigma(N)}). \]

For all \( j, j' \in \{1, 2, \ldots, J\} \), \( k, k' \in \mathbb{N} \), \( 0 \leq \ell, \ell' \leq M \) and \( \sigma, \sigma' \in S_N \), an application of the simple bound \( \| 1_{\{N+\ell\}} \Phi_{j,k} \| \leq 1 \) yields

\[ \left| \langle U_\sigma \left( f_j^{(\ell)} \otimes 1_{\{N+\ell\}} \Phi_{j,k} \right), U_{\sigma'} \left( f_{j'}^{(\ell')} \otimes 1_{\{N+\ell'\}} \Phi_{j',k'} \right) \rangle \right| \leq |\langle f_j, f_{j'} \rangle|^N N^{-2M}. \]

From the latter bound, the formula \( \text{(66)} \) and \( |f| \leq 1 \), we obtain

\[ \left| \langle \Psi_{N,j,k}, \Psi_{N,j',k'} \rangle \right| \leq (M+1)^2 \frac{(N!)^2}{N!(N-M)!} |\langle f_j, f_{j'} \rangle|^{N-2M} \leq (M+1)^2 N^M |\langle f_j, f_{j'} \rangle|^{N-2M} \to 0 \]

as \( N \to \infty \) when \( j \neq j' \). Here in the last convergence we have used the choice \( M = N^{1/3} \) and the fact that \( |\langle f_j, f_{j'} \rangle| < 1 \) when \( j \neq j' \). Thus \( \text{(65)} \) holds true and the upper bound \( \text{(63)} \) follows.
Lower bound. Now we prove the lower bound
\[
\liminf_{N \to \infty} \left( \mu_\ell(H_N) - NeH \right) \geq \mu_\ell. \quad (67)
\]
The proof is divided into several steps.

**Step 1** (Condensation). For every \( \ell \in \mathbb{N} \), let \( \mu_\ell(H_N) \) be the \( \ell \)-th eigenvalue of \( H_N \) and let \( \Psi_{N,\ell} \) be the corresponding eigenvectors. For every \( k \in \{1, 2, \ldots, N\} \) we can define the \( k \)-particle density matrix of \( |\Psi_{N,\ell}\rangle \langle \Psi_{N,\ell}| \) by taking the partial trace over all but the \( k \) first variables:
\[
\gamma^{(k)}_{N,\ell} := \text{Tr}_{k+1 \to N} |\Psi_{N,\ell}\rangle \langle \Psi_{N,\ell}|.
\]
Thus \( \gamma^{(k)}_{N,\ell} \) is a non-negative trace class operator on \( \mathcal{H}^k \) with \( \text{Tr} \gamma^{(k)}_{N,\ell} = 1 \).

Equivalently, we can define \( \gamma^{(k)}_{N,\ell} \) from the formula (see e.g. [10, Sec. 1.4])
\[
\langle 0| a(f_1) \cdots a(f_k) \gamma^{(k)}_{N,\ell} a^\dagger(g_1) \cdots a^\dagger(g_k) |0 \rangle = (N_k)^{-1} \langle \Psi_{N,\ell}| a^\dagger(g_k) \cdots a^\dagger(g_1) a(f_1) \cdots a(f_k) |\Psi_{N,\ell} \rangle
\]
for all \( f_1, \ldots, f_k, g_1, \ldots, g_k \in \mathcal{H} \).

Using the assumption that \( T \) has compact resolvent and the quantum de Finetti Theorem [20, 9] as in [11, Theorem 3.1], for every \( \ell \in \mathbb{N} \) we can find a subsequence of \( \Psi_{N,\ell} \), still denoted by \( \Psi_{N,\ell} \) for simplicity, and non-negative constants \( \lambda_{\ell,j} \) with \( \sum_{j=1}^J \lambda_{\ell,j} = 1 \) such that
\[
\lim_{N \to \infty} \gamma^{(k)}_{N,\ell} = \sum_{j=1}^J \lambda_{\ell,j} |f_j^{\otimes k}\rangle \langle f_j^{\otimes k}| \quad (68)
\]
in trace class for every \( k \in \mathbb{N} \). Consequently, if we denote
\[
\hat{n}_j := \frac{a^\dagger(f_j) a(f_j)}{N},
\]
then from (68) and the fact that \( \lim_{k \to \infty} \langle f_j^{\otimes k}, f_j^{\otimes k} \rangle = \delta_{jj'} \), we have
\[
\lim_{k \to \infty} \lim_{N \to \infty} \langle \hat{n}^k_j \Psi_{N,\ell}, \hat{n}^k_j \Psi_{N,\ell} \rangle = \lambda_{\ell,j} \delta_{jj'} \quad (69)
\]
Consequently,
\[
\lim_{k \to \infty} \lim_{N \to \infty} \left\| \Psi_{N,\ell} - \sum_{j=1}^J \hat{n}^k_j \Psi_{N,\ell} \right\| = 0 \quad (70)
\]
and
\[
\lim_{k \to \infty} \lim_{N \to \infty} \langle \hat{n}^k_j \Psi_{N,\ell}, (1 - \hat{n}_j) \hat{n}^k_j \Psi_{N,\ell} \rangle = 0 \quad (71)
\]
When \( \lambda_{\ell,j} \neq 0 \), the convergence (71) means that the vector \( \hat{n}^k_j \Psi_{N,\ell} / \| \hat{n}^k_j \Psi_{N,\ell} \| \) describes a Bose-Einstein condensate in \( f_j \) for large \( N \) and suitable large \( k \).
Step 2 (Splitting the energy). Using the decomposition

$$\Psi_{N,\ell} = \sum_{j=1}^{J} \hat{n}_j^k \Psi_{N,\ell} + \left( \mathds{1} - \sum_{j=1}^{J} \hat{n}_j^k \right) \Psi_{N,\ell}$$

we have

$$0 = \left\langle \Psi_{N,\ell}, (H_N - \mu_{\ell}(H_N)) \Psi_{N,\ell} \right\rangle = \sum_{j=1}^{J} \left\langle \hat{n}_j^k \Psi_{N,\ell}, (H_N - \mu_{\ell}(H_N)) \hat{n}_j^k \Psi_{N,\ell} \right\rangle$$

$$+ \left\langle \left( \mathds{1} - \sum_{j=1}^{J} \hat{n}_j^k \right) \Psi_{N,\ell}, (H_N - \mu_{\ell}(H_N)) \left( \mathds{1} - \sum_{j=1}^{J} \hat{n}_j^k \right) \Psi_{N,\ell} \right\rangle$$

$$+ \sum_{j=1}^{J} \text{Re} \left\langle X_j, (H_N - \mu_{\ell}(H_N)) \hat{n}_j^k \Psi_{N,\ell} \right\rangle$$

(72)

where

$$X_j := \sum_{i, i \neq j} \hat{n}_i^k \Psi_{N,\ell} + 2 \left( \mathds{1} - \sum_{i=1}^{J} \hat{n}_i^k \right) \Psi_{N,\ell} = \left( 2 \mathds{1} - \hat{n}_j^k - \sum_{i=1}^{J} \hat{n}_i^k \right) \Psi_{N,\ell}.$$

Let us estimate the last sum on the right side of (72). From the equation

$$(H_N - \mu_{\ell}(H_N)) \Psi_{N,\ell} = 0$$

(73)

we have

$$(H_N - \mu_{\ell}(H_N)) \hat{n}_j^k \Psi_{N,\ell} = [H_N, \hat{n}_j^k] \Psi_{N,\ell}.$$  

(74)

The commutator $[H_N, \hat{n}_j^k]$ can be estimated by following the proof of Lemma 6 with the aid of the argument in Remark 5. Since $\hat{n}_j = 1 - N_{\ell_j}/N$, the operator $\hat{n}_j^k$ can be viewed as a function of $N_{\ell_j}$, and the same bound (54) as in the proof of Lemma 6 applies. Moreover, the upper bound in (59) can simply be replaced by $C(Nd\Gamma(Q_j T Q_j) + N^2)$, here $Q_j = 1 - |f_j\rangle\langle f_j|$. Instead of (59) we can bound

$$\left( \frac{(a(f_j)^\dagger a(f_j) + r)^k - (a(f_j)^\dagger a(f_j))}{N^k} \right)^2 \leq \left( \frac{kr}{N} \hat{n}_{\ell_j}^{-k-1} + \frac{k^2r^2}{N^2} \left( \hat{n}_{\ell_j} + \frac{r}{N} \right)^{k-2} \right)^2$$

$$\leq \frac{2k^2r^2}{N^2} \hat{n}_{\ell_j}^{2k-2} + \frac{2k^4r^4}{N^4} \left( 1 + \frac{2}{N} \right)^{2k-4}$$

for $r = 1, 2$, which follows from

$$(x + y)^k - x^k \leq ky(x + y)^{k-1} \leq kxy^{k-1} + k^2y^2(x + y)^{k-2}$$

for $x \geq 0$ and $y \geq 0$. We then obtain

$$-[H_N, \hat{n}_j^k]^2 \leq C \left( \frac{d\Gamma(Q_j T Q_j)}{N} + 1 \right) \left( k^2\hat{n}_{\ell_j}^{2k-2} + \frac{k^4}{N^2} \right)$$

(75)
for \( N \geq k \). It follows from (74) and (75) that
\[
\left| \langle X_j, (H_N - \mu(\ell N))\hat{n}_j^k \Psi_{N,\ell} \rangle \right|^2
\]
\[
= \left| \langle X_j, [H_N, \hat{n}_j^k] \Psi_{N,\ell} \rangle \right|^2 \leq \left\| [H_N, \hat{n}_j^k] X_j \right\|^2
\]
\[
\leq C \left\| \left( \frac{d\Gamma(Q_i T Q_j)}{N} + 1 \right) \left( k^2 \hat{n}_j^k + \frac{k^4}{N^2} \right) X_j \right\|
\]
\[
\leq C \left\| \left( \frac{d\Gamma(Q_i T Q_j)}{N} + 1 \right) X_j \right\| \left( k^2 \hat{n}_j^k + \frac{k^4}{N^2} \right) X_j \right\|. 
\tag{76}
\]

In order to estimate the right side of (76), let us prove the simple bound
\[
\left\| d\Gamma(Q_i T Q_j) \hat{n}_j^k \Psi_{N,\ell} \right\|^2 \leq C (|\mu(\ell N)|^2 + N^2) 
\tag{77}
\]
for all \( 0 \leq k \leq N, \ell \in \mathbb{N} \) and \( i, j \in \{1, 2, \ldots, J\} \). First, when \( k = 0 \), we can use (77) and the eigenvalue equation \( H_N \Psi_{N,\ell} = \mu(\ell N) \Psi_{N,\ell} \) to bound
\[
\left\| d\Gamma(Q_i T Q_j) \Psi_{N,\ell} \right\|^2 \leq 4|\mu(\ell N)|^2 + CN^2 
\tag{78}
\]
for all \( i \in \{1, 2, \ldots, J\} \). When \( k \geq 1 \), on the other hand, we can bound
\[
\left\| d\Gamma(Q_i T Q_j) \hat{n}_j^k \Psi_{N,\ell} \right\|^2 \leq 4 \left\| H_N \hat{n}_j^k \Psi_{N,\ell} \right\|^2 + CN^2
\]
\[
\leq 8 \left\| (H_N - \mu(\ell N))\hat{n}_j^k \Psi_{N,\ell} \right\|^2 + 8|\mu(\ell N)|^2 + CN^2
\]
\[
= 8 \left\| [H_N, \hat{n}_j^k] \Psi_{N,\ell} \right\|^2 + 8|\mu(\ell N)|^2 + CN^2
\]
\[
\leq C \left\| \Psi_{N,\ell} \left( \frac{d\Gamma(Q_i T Q_j)}{N} + 1 \right) \left( k^2 \hat{n}_j^k + \frac{k^4}{N^2} \right) \Psi_{N,\ell} \right\| + 8|\mu(\ell N)|^2 + CN^2,
\]
where we used (74) and (75) in the last step. By combining the latter estimate with \( \hat{n}_j \leq 1 \) and (78), using the assumption \( k \leq N \), we obtain (77).

Finally, we turn back to the right side of (76). Using (77) and the triangle inequality, we get
\[
\left\| \left( \frac{d\Gamma(Q_i T Q_j)}{N} + 1 \right) X_j \right\| \leq C(J + 1) \left( 1 + \frac{|\mu(\ell N)|}{N} \right). 
\tag{79}
\]

Note that for any fixed \( \ell, |\mu(\ell N)|/N \) is uniformly bounded in \( N \). Moreover, from (68) and the fact that \( \langle f_i^\otimes k, f_j^\otimes k \rangle \) decays exponentially in \( k \) when \( i \neq j \), it follows that
\[
\lim_{k \to \infty} \lim_{N \to \infty} \left\| k^2 \hat{n}_j^k \Psi_{N,\ell} \right\| = 0
\]
for all \( i \neq j \), and hence
\[
\lim_{k \to \infty} \lim_{N \to \infty} \left\| \left( k^2 \hat{n}_j^k + \frac{k^4}{N^2} \right) X_j \right\| = 0.
\tag{80}
\]

From (76), (79) and (80), we conclude that
\[
\lim_{k \to \infty} \lim_{N \to \infty} \left| \langle X_j, (H_N - \mu(\ell N))\hat{n}_j^k \Psi_{N,\ell} \rangle \right| = 0 \quad \tag{81}
\]

By using this estimate, we obtain the desired estimate (76).
for all $j \in \{1, 2, \ldots, J\}$. As a consequence of (81) and (72), we have

$$\lim_{k \to \infty} \lim_{N \to \infty} \left( \sum_{j=1}^{J} \left\langle \hat{n}_{j}^{k} \Psi_{N, \ell}, (H_{N} - \mu_{\ell}(H_{N})) \hat{n}_{j}^{k} \Psi_{N, \ell} \right\rangle \right) = 0. \tag{82}$$

**Step 3** (Localization). Now we consider each term $\left\langle \hat{n}_{j}^{k} \Psi_{N, \ell}, (H_{N} - \mu_{\ell}(H_{N})) \hat{n}_{j}^{k} \Psi_{N, \ell} \right\rangle$ separately. Since $\hat{n}_{j}^{k} \Psi_{N, \ell}$ satisfies the complete condensation in $f_{j}$, in the sense of (71), it is reasonable to use the unitary transformation $U_{N,j} : \mathcal{F} \to \mathcal{F}_{+}^{\leq N}$ which is defined as in (7) with $u_{0}$ replaced by $f_{j}$. We have

$$\left\langle \hat{n}_{j}^{k} \Psi_{N, \ell}, (H_{N} - N e_{H}) \hat{n}_{j}^{k} \Psi_{N, \ell} \right\rangle = \left\langle U_{N,j} \hat{n}_{j}^{k} \Psi_{N, \ell}, \mathbb{H}_{N,j} U_{N,j} \hat{n}_{j}^{k} \Psi_{N, \ell} \right\rangle$$

where

$$\mathbb{H}_{N,j} := U_{N,j} (H_{N} - N e_{H}) U_{N,j}^{\dagger}.$$

By Theorem 1, we have the quadratic form bound

$$\mathbb{H}_{N,j} - \mathbb{I}_{\mathcal{F} \leq N} \mathbb{H}_{j} \mathbb{I}_{\mathcal{F} \leq N} \geq - \frac{C}{\sqrt{N}} (d \Gamma(Q_{j} T Q_{j}))^{1/2} N_{+j} - \frac{C}{\sqrt{N}} \geq - C \sqrt{\frac{N_{+j}}{N}} d \Gamma(Q_{j} T Q_{j}) - \frac{C}{\sqrt{N}} \tag{83}$$

on $\mathcal{F}_{+j}^{\leq N}$, where again $Q_{j} = \mathbb{I} - |f_{j}\rangle \langle f_{j}|$ and $N_{+j} = d \Gamma(Q_{j})$. Heuristically, the kinetic term $d \Gamma(Q_{j} T Q_{j})$ is of the same order as $\mathbb{H}_{j}$. In fact, the non-degeneracy condition [13] implies that (see [12, Theorem 1])

$$d \Gamma(Q_{j} T Q_{j}) \leq C(\mathbb{H}_{j} + C). \tag{84}$$

Therefore, the bound (83) is useful in the region $N_{+j} \ll N$. To proceed, we shall follow the localizing strategy in [12]. Let $f, g : \mathbb{R} \to [0, 1]$ be Lipschitz functions such that

$$f^{2} + g^{2} = 1 \quad \text{and} \quad g \mathbb{I}_{(-\infty, 1/2]} = 0 = f \mathbb{I}_{(1, \infty]}.$$

For any $M \in [1, N - 2]$, an IMS-type estimate (see [12, Lemma 24]) yields

$$\mathbb{H}_{N,j} \geq f \left( \frac{N_{+j}}{M} \right) \mathbb{H}_{N,j} f \left( \frac{N_{+j}}{M} \right) + g \left( \frac{N_{+j}}{M} \right) \mathbb{H}_{N,j} g \left( \frac{N_{+j}}{M} \right) - \frac{C}{M^{2}} (d \Gamma(Q_{j} T Q_{j}) + N).$$

On the other hand, from (83) and (84) we find that

$$f \left( \frac{N_{+j}}{M} \right) \mathbb{H}_{N,j} f \left( \frac{N_{+j}}{M} \right) \geq \left( 1 - C \sqrt{\frac{M}{N}} \right) f \left( \frac{N_{+j}}{M} \right) \mathbb{H}_{j} f \left( \frac{N_{+j}}{M} \right) - C \sqrt{\frac{M}{N}}.$$
Thus
\[ \mathbb{H}_{N,j} \geq \left( 1 - C \sqrt{\frac{M}{N}} \right) f \left( \frac{N_{+j}}{M} \right) \mathbb{H}_j f \left( \frac{N_{+j}}{M} \right) + g \left( \frac{N_{+j}}{M} \right) \mathbb{H}_{N,j} g \left( \frac{N_{+j}}{M} \right) \]
\[ - \frac{C}{M^2} (d\Gamma(Q_j T Q_j) + N) - C \sqrt{\frac{M}{N}}. \]  
(85)

Now we take the expectation of the quadratic inequality (85) against \( U_{N,j} \hat{n}_j^k \Psi_{N,\ell} \).

Note that
\[ g \left( \frac{N_{+j}}{M} \right) \mathbb{H}_{N,j} g \left( \frac{N_{+j}}{M} \right) \geq \mu_1(\mathbb{H}_{N,j}) g^2 \left( \frac{N_{+j}}{M} \right) \]
and
\[ \langle U_{N,j} \hat{n}_j^k \Psi_{N,\ell}, d\Gamma(Q_j T Q_j) U_{N,j} \hat{n}_j^k \Psi_{N,\ell} \rangle \]
\[ = \langle \hat{n}_j^k \Psi_{N,\ell}, d\Gamma(Q_j T Q_j) \hat{n}_j^k \Psi_{N,\ell} \rangle \leq C \left( k\sqrt{\ell} + \frac{3^k \sqrt{\ell}}{N} + \ell N \right) \]
due to inequality (77). Thus from (85) we obtain
\[ \langle U_{N,j} \hat{n}_j^k \Psi_{N,\ell}, \mathbb{H}_{N,j} U_{N,j} \hat{n}_j^k \Psi_{N,\ell} \rangle - \mu_1(\mathbb{H}_{N,j}) \left\| g \left( \frac{N_{+j}}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,\ell} \right\|^2 \]
\[ \geq \left( 1 - C \sqrt{\frac{M}{N}} \right) \langle f \left( \frac{N_{+j}}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,\ell}, \mathbb{H}_j f \left( \frac{N_{+j}}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,\ell} \rangle \]
\[ - \frac{C}{M^2} \left( k\sqrt{\ell} + \frac{3^k \sqrt{\ell}}{N} + \ell N \right) - C \sqrt{\frac{M}{N}}. \]  
(86)

**Step 4** (Ground state energy) Since \( H_N - \mu_1(H_N) \geq 0 \), we can deduce from (82) that for all \( j \in \{1, 2, \ldots, J\} \),
\[ \lim_{k \to \infty} \lim_{N \to \infty} \limsup \langle \hat{n}_j^k \Psi_{N,1}, (H_N - \mu_1(H_N)) \hat{n}_j^k \Psi_{N,1} \rangle \leq 0. \]

Since \( \mu_1(\mathbb{H}_{N,j}) = \mu_1(H_N) - N e_H \), the latter inequality is equivalent to
\[ \lim_{k \to \infty} \lim_{N \to \infty} \limsup \langle U_{N,j} \hat{n}_j^k \Psi_{N,1}, (\mathbb{H}_{N,j} - \mu_1(\mathbb{H}_{N,j})) U_{N,j} \hat{n}_j^k \Psi_{N,1} \rangle \leq 0. \]  
(87)

Now we choose \( M = N/k^2 \) and estimate both sides of (86). Since
\[ g^2 \left( \frac{N_{+j}}{M} \right) \leq \frac{2N_{+j}}{M} = 2k^2 (\mathbb{1} - \hat{n}_j) \]
and the convergence in (71) is exponentially fast in \( k \), we find that
\[ \lim_{k \to \infty} \lim_{N \to \infty} \left\| g \left( \frac{N_{+j}}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,1} \right\| = 0, \]  
(88)
for all \( j \in \{1, 2, \ldots, J\} \). Since \( g^2 + f^2 = 1 \), we get
\[ \lim_{k \to \infty} \lim_{N \to \infty} \left\| f \left( \frac{N_{+j}}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,\ell} \right\|^2 = \lim_{k \to \infty} \lim_{N \to \infty} \left\| \hat{n}_j^k \Psi_{N,\ell} \right\|^2 = \lambda_{j, \ell} \]  
(89)
for all \( j \in \{1, 2, \ldots, J\} \). Using (87) and (89) we can estimate the left side of (78) as
\[
\liminf_{k \to \infty} \liminf_{N \to \infty} \left( \left\langle U_{N,j} \hat{n}_j^k \Psi_{N,1}, \mathbb{H}_{N,j} U_{N,j} \hat{n}_j^k \Psi_{N,1} \right\rangle - \mu_1(\mathbb{H}_{N,j}) \left\| \frac{N_j + j}{M} U_{N,j} \hat{n}_j^k \Psi_{N,1} \right\|^2 \right)
\]
\[
= \liminf_{k \to \infty} \liminf_{N \to \infty} \left( \left\langle U_{N,j} \hat{n}_j^k \Psi_{N,1}, (\mathbb{H}_{N,j} - \mu_1(\mathbb{H}_{N,j})) U_{N,j} \hat{n}_j^k \Psi_{N,1} \right\rangle + \mu_1(\mathbb{H}_{N,j}) \left\| \frac{N_j + j}{M} U_{N,j} \hat{n}_j^k \Psi_{N,1} \right\|^2 \right)
\]
\[
\leq \lambda_{j,1} \liminf_{N \to \infty} \mu_1(\mathbb{H}_{N,j}) = \lambda_{j,1} \liminf_{N \to \infty} (\mu_1(H_N) - Ne_{\mathbb{H}})
\]
for all \( j \in \{1, 2, \ldots, J\} \). Then taking the same limit on the right side of (86) and using the simple bound \( \mathbb{H}_j \geq \mu_1(\mathbb{H}_j) \), we find that
\[
\lambda_{j,1} \liminf_{N \to \infty} (\mu_1(H_N) - Ne_{\mathbb{H}})
\]
\[
\geq \liminf_{k \to \infty} \liminf_{N \to \infty} \left( f \left( \frac{N_j + j}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,1}, \mathbb{H}_j f \left( \frac{N_j + j}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,1} \right) \geq \lambda_{j,1} \mu_1(\mathbb{H}_j) \min_{1 \leq i \leq j} \mu_1(\mathbb{H}_i)
\]
\[
(90)
\]
for all \( j \in \{1, 2, \ldots, J\} \). Taking the sum over \( j \) and using \( \sum_{j=1}^{J} \lambda_{j,1} = 1 \) we obtain the lower bound
\[
\liminf_{N \to \infty} (\mu_1(H_N) - Ne_{\mathbb{H}}) \geq \min_{1 \leq i \leq J} \mu_1(\mathbb{H}_i).
\]
Together with the upper bound (63), we then conclude that
\[
\lim_{N \to \infty} (\mu_1(H_N) - Ne_{\mathbb{H}}) = \min_{1 \leq i \leq J} \mu_1(\mathbb{H}_i).
\]
(91)

From the above proof, we can also deduce easily the structure of the ground state \( \Psi_{N,1} \). The convergence (91) implies that we always have equality in (90) for all \( j \in \{1, 2, \ldots, J\} \). Consequently, for all \( j \in \{1, 2, \ldots, J\} \) we have
\[
\lambda_{j,1} = 0 \quad \text{if} \quad \mu_1(\mathbb{H}_j) > \min_{1 \leq i \leq J} \mu_1(\mathbb{H}_i)
\]
(92)
and
\[
\lim_{k \to \infty} \lim_{N \to \infty} \left( f \left( \frac{N_j + j}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,1}, (\mathbb{H}_j - \mu_1(\mathbb{H}_j)) f \left( \frac{N_j + j}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,1} \right) = 0.
\]
The non-degeneracy condition (13) implies that \( \mu_1(\mathbb{H}_j) < \mu_2(\mathbb{H}_j) \) (see [12, Theorem 1]), and hence we can deduce from the latter convergence that
\[
\lim_{k \to \infty} \lim_{N \to \infty} f \left( \frac{N_j + j}{M} \right) U_{N,j} \hat{n}_j^k \Psi_{N,1} = \sqrt{\lambda_{j,1}} \Phi_{j,1},
\]
for all \( j \in \{1, 2, \ldots, J\} \), where \( \Phi_{j,1} \) is the unique ground state of \( \mathbb{H}_j \) (up to a complex phase). Because of (88), the latter convergence is equivalent to
\[
\lim_{k \to \infty} \lim_{N \to \infty} U_{N,j} \hat{n}_j^k \Psi_{N,1} = \sqrt{\lambda_{j,1}} \Phi_{j,1}.
\]
In combination with (70), we can conclude that

\[ \lim_{N \to \infty} \left\| \Psi_{N,1} - \sum_{j=1}^{J} \sqrt{\lambda_{j}} U_{N,j}^{\dagger} \Phi_{j,1} \right\| = 0, \tag{93} \]

where \( U_{N,j}^{\dagger} \) is extended by 0 outside \( \mathcal{F}_{+}^{\leq N} \), i.e. \( U_{N,j}^{\dagger} := U_{N,j}^{\dagger} \mathbb{1}_{\mathcal{F}_{+}^{\leq N}} \Phi_{j,1} \).

**Step 5** (Higher eigenvalues) For every \( \ell \in \mathbb{N} \), from the upper bound on \( \mu_{\ell}(H_{N}) \) in (83) and the convergence of \( \mu_{1}(H_{N}) \) in (81), it follows that \( H_{N} - \mu_{\ell}(H_{N}) \) is bounded below by a constant independent of \( N \). Therefore, using (70) we can again remove the last term of (82) and obtain

\[ \lim\sup\limsup_{k \to \infty} \sum_{j=1}^{J} \langle \hat{n}_{j}^{k} \Psi_{N,\ell}, (H_{N} - \mu_{\ell}(H_{N})) \hat{n}_{j}^{k} \Psi_{N,\ell} \rangle \leq 0. \]

This can be rewritten as

\[ \liminf_{N \to \infty} (\mu_{\ell}(H_{N}) - Ne_{H}) \geq \limsup_{k \to \infty} \limsup_{N \to \infty} \sum_{j=1}^{J} \langle \hat{n}_{j}^{k} \Psi_{N,\ell}, (H_{N} - Ne_{H}) \hat{n}_{j}^{k} \Psi_{N,\ell} \rangle \]

\[ = \limsup_{k \to \infty} \limsup_{N \to \infty} \sum_{j=1}^{J} \langle U_{N,j} \hat{n}_{j}^{k} \Psi_{N,\ell}, \mathbb{H}_{N,j} U_{N,j} \hat{n}_{j}^{k} \Psi_{N,\ell} \rangle. \tag{94} \]

Using (81) and (86) (with the same choice \( M = N/k^{2} \)), we find the following analogue of (90)

\[ \liminf_{N \to \infty} (\mu_{\ell}(H_{N}) - Ne_{H}) \geq \liminf_{k \to \infty} \liminf_{N \to \infty} \sum_{j=1}^{J} \left( f \left( \frac{N_{j+1}}{M} \right) U_{N,j} \hat{n}_{j}^{k} \Psi_{N,\ell}, \mathbb{H}_{j} f \left( \frac{N_{j+1}}{M} \right) U_{N,j} \hat{n}_{j}^{k} \Psi_{N,\ell} \right) \tag{95} \]

for all \( j \in \{1, 2, \ldots, J\} \) and \( \ell \in \mathbb{N} \). We will estimate the right side of (95) using the following min-max principle, whose proof is elementary and is left to the reader.

**Lemma 8.** Let \( A \) be a self-adjoint operator on a Hilbert space. Assume that \( A \) is bounded from below and all min-max values \( \mu_{1}(A), \mu_{2}(A), \ldots \) are eigenvalues with the corresponding eigenvectors \( \Phi_{1}, \Phi_{2}, \ldots \). Let \( \{\varphi_{N}\}_{N=1}^{\infty} \) be a sequence of normalized vectors satisfying \( \langle \Phi_{n}, \varphi_{N} \rangle \to 0 \) as \( N \to \infty \) for all \( n \in \{1, 2, \ldots, L\} \). Then

\[ \lim_{N \to \infty} \langle \varphi_{N}, A \varphi_{N} \rangle \geq \mu_{L+1}(A). \]

Moreover, if

\[ \lim_{N \to \infty} \langle \varphi_{N}, A \varphi_{N} \rangle = \mu_{L+1}(A) \]

and \( \mu_{L}(A) < \mu_{L+1}(A) = \mu_{L'}(A) < \mu_{L'+1}(A) \), then there is a subsequence of \( \varphi_{N} \) (still denoted by \( \varphi_{N} \) for short) such that

\[ \lim_{N \to \infty} \left\| \varphi_{N} - \sum_{\ell=L+1}^{L'} \theta_{\ell} \Phi_{\ell} \right\| = 0 \]

for some complex numbers \( \theta_{\ell} \) satisfying \( \sum_{\ell=L+1}^{L'} |\theta_{\ell}|^{2} = 1 \).
Recall that \( \{\mu_\ell\}_{\ell=1}^\infty \) denotes the increasing sequence which is rearranged from the union (counting multiplicity) of the eigenvalues of the \( \mathbb{H}_j \)'s. Let \( L \in \mathbb{N} \) such that \( \mu_1 < \mu_{L+1} \). We assume that the \( L \) numbers \( \mu_1, \ldots, \mu_L \) consist of \( r_j \) eigenvalues of \( \mathbb{H}_j \) (counting multiplicity) with the corresponding eigenvalues \( \{\Phi_j,\ell\}_{\ell=1}^{r_j} \) for all \( j \in \{1, 2, \ldots, J\} \). Thus \( r_j \geq 0 \) and \( \sum_{j=1}^L r_j = L \). We shall show that

\[
\lim_{N \to \infty} (\lambda_\ell(H_N) - N e_H) = \mu_\ell \tag{96}
\]

for all \( \ell \in \{1, 2, \ldots, L\} \). Moreover, we shall also show that for the corresponding eigenfunctions \( \{\Psi_{N,\ell}\}_{\ell=1}^L \) of \( H_N \) there is a subsequence (still denoted by \( \Psi_{N,\ell} \) for short) satisfying

\[
(\Psi_{N,1}, \ldots, \Psi_{N,L})^T = \mathfrak{A}_L \left( U_{N,1}^\dagger \Phi_{1,1}, \ldots, U_{N,1}^\dagger \Phi_{1,n_1}, \ldots, U_{N,J}^\dagger \Phi_{J,j}, \ldots, U_{N,J}^\dagger \Phi_{J,r_J} \right)^T + \mathfrak{R}_{N,L} \tag{97}
\]

where \( \mathfrak{A}_L \) is a \( L \times L \) complex matrix independent of \( N \), and \( \|\mathfrak{R}_{N,L}\|_{\delta N^L} \to 0 \) as \( N \to \infty \). Note that due to the orthonormality \( \langle \Psi_{N,\ell}, \Psi_{N,'\ell} \rangle = \delta_{\ell'\ell} \) and the fact that \( \lim_{N \to \infty} \langle U_{N,J}^\dagger \Phi_{j,i}, U_{N,J}^\dagger \Phi_{j',i'} \rangle = \delta_{jj'} \delta_{ii'} \) because of \( (65) \), the matrix \( \mathfrak{A}_L \) satisfying \( (97) \) must necessarily be unitary.

We shall prove \( (96) \) and \( (97) \) using an induction argument.

**Base case.** First, we take \( L \) such that \( \mu_1 = \mu_L < \mu_{L+1} \). Since \( \mu_1(\mathbb{H}_j) < \mu_2(\mathbb{H}_j) \) for all \( j \in \{1, 2, \ldots, J\} \), it follows that \( L \leq J \) and there are exactly \( L \) numbers \( i(1), i(2), \ldots, i(L) \in \{1, 2, \ldots, J\} \) such that

\[
\mu_1(\mathbb{H}_{i(1)}) = \cdots = \mu_L(\mathbb{H}_{i(L)}) = \mu_1 < \mu_{L+1} \tag{98}
\]

for all \( j \notin \{i(1), \ldots, i(L)\} \). For every \( \ell \in \{1, 2, \ldots, L\} \), from the upper bound on \( \mu_\ell(H_N) \) in \( (63) \) and the convergence of \( \mu_1(H_N) \) in \( (91) \) we have

\[
\limsup_{N \to \infty} \sup_{\ell \in \{1, 2, \ldots, L\}} |\mu_\ell(H_N) - \mu_1(H_N)| \leq \mu_\ell - \mu_1 = 0
\]

and hence \( (96) \) holds true for \( \ell \in \{1, 2, \ldots, L\} \).

Moreover, from \( (95) \), by using the same argument applied to the ground state \( \Psi_{N,1} \) in \( (43) \), we have \( \lambda_{j,\ell} = 0 \) if \( j \notin \{i(1), \ldots, i(L)\} \) and we can find complex numbers \( \theta_{j,\ell} \in \mathbb{C} \) such that \( |\theta_{j,\ell}| = \sqrt{\lambda_{j,\ell}} \) and

\[
\lim_{N \to \infty} \left\| \Psi_{N,\ell} - \sum_{j=1}^{L} \theta_{i(j),\ell} U_{N,i(j)}^\dagger \Phi_{i(j),1} \right\| = 0 \tag{98}
\]

for \( \ell \in \{1, 2, \ldots, L\} \), where \( \Phi_{j,1} \) is the unique ground state of \( \mathbb{H}_j \). We can rewrite \( (98) \) as

\[
\begin{pmatrix}
\Psi_{N,1} \\
\Psi_{N,2} \\
\vdots \\
\Psi_{N,L}
\end{pmatrix} =
\begin{pmatrix}
\theta_{i(1),1} & \cdots & \theta_{i(L),1} \\
\theta_{i(1),2} & \cdots & \theta_{i(L),2} \\
\vdots & \ddots & \vdots \\
\theta_{i(1),L} & \cdots & \theta_{i(L),L}
\end{pmatrix}
\begin{pmatrix}
U_{N,i(1)}^\dagger \Phi_{i(1),1} \\
U_{N,i(2)}^\dagger \Phi_{i(2),1} \\
\vdots \\
U_{N,i(L)}^\dagger \Phi_{i(L),1}
\end{pmatrix} + \mathfrak{R}_{N,L}
\]
where $\|R_{N,L}\|_{(N)L} \to 0$ as $N \to \infty$. Thus (97) holds true.

**Inductive step.** Now let $L, L' \in \mathbb{N}$ be arbitrary indexes such that $\mu_L < \mu_{L+1} = \mu_{L'} < \mu_{L'+1}$. We shall prove that if (96) and (97) hold true (for $L$), then (96) and (97) also hold true with $L$ replaced by $L'$.

Since (97) holds true for $L$ and $\langle \Psi_{N,\ell'}, \Psi_{N,\ell} \rangle = 0$ for all $\ell' \neq \ell$, we get

$$\lim_{N \to \infty} \langle \Psi_{N,\ell'}, U_{N,j}\Phi_{j,m} \rangle = 0 \quad (99)$$

for all $\ell' > L$, $j \in \{1, 2, \ldots , J\}$ and $1 \leq m \leq r_j$, where $r_j$ is the number of eigenvalues of $H_j$ (counting multiplicity) among $\mu_1, \ldots , \mu_L$, and $\Phi_{j,m}$ are the corresponding eigenvectors. We will show that

$$\lim_{k \to \infty} \lim_{N \to \infty} \langle \hat{n}_{j}^k \Psi_{N,\ell'}, U_{N,j}\Phi_{j,m} \rangle = 0 \quad (100)$$

for all $\ell' > L$, $j, j' \in \{1, 2, \ldots , J\}$ and $1 \leq m \leq r_j$. Because of (99), we just need to prove (100) when $j \neq j'$. In this case, (100) follows from the fact that

$$\lim_{k \to \infty} \lim_{N \to \infty} \|\hat{n}_{j}^k U_{N,j}\Phi_{j,m}\| = 0.$$  

To verify the latter convergence, we can use the fact that $U_{N,j}\Phi_{j,m}$ condenses completely on $\hat{f}_j$, in the sense that its density matrices satisfy

$$\lim_{N \to \infty} \langle \hat{f}_{\ell}^{(k)} \rangle = | \langle \hat{f}_{\ell}^{(k)} \rangle |$$

in trace class for all $k \in \mathbb{N}$, and the fact that $\langle \hat{f}_{\ell}^{(k)}, \hat{f}_{\ell'}^{(k)} \rangle \to 0$ as $k \to \infty$ when $j \neq j'$. Thus (100) holds true.

Now we come back to (95). For every $j \in \{1, 2, \ldots , J\}$ and $\ell' > L$, we obtain from (100) and (88) that

$$\lim_{k \to \infty} \lim_{N \to \infty} \langle f \left( \frac{N+j}{M} \right) U_{N,j}\hat{n}_{j}^k \Psi_{N,\ell'}, \Phi_{j,m} \rangle = 0$$

for all $1 \leq m \leq r_j$. Therefore, by the min-max principle in Lemma 8 and (89), we have

$$\liminf_{k \to \infty} \liminf_{N \to \infty} \langle f \left( \frac{N+j}{M} \right) U_{N,j}\hat{n}_{j}^k \Psi_{N,\ell'}, \Psi_{N,\ell}, \hat{\mathbb{H}}_j f \left( \frac{N+j}{M} \right) U_{N,j}\hat{n}_{j}'^k \Psi_{N,\ell} \rangle$$

$$\geq \lambda_{j,\ell'} \mu_{r_j+1}(\mathbb{H}_j). \quad (101)$$

Note that the condition $\mu_L < \mu_{L+1}$ implies that $\mu_{r_j}(\mathbb{H}_j) < \mu_{r_j+1}(\mathbb{H}_j)$, and also $\mu_{r_j+1}(\mathbb{H}_j) \geq \mu_{L+1}$. Therefore, taking the sum over $j \in \{1, 2, \ldots , J\}$ in (101) and using (95), we conclude that

$$\liminf_{N \to \infty} \langle \mu_{\ell'}(H_N) - N c_{\mathbb{H}} \rangle \geq \sum_{j=1}^{J} \lambda_{j,\ell'} \mu_{r_j+1}(\mathbb{H}_j) \geq \mu_{L+1} = \mu_{\ell'}$$

(102)

for all $\ell' \in \{L + 1, \ldots , L'\}$. Combining this with the upper bound (63), we conclude that (96) holds true with $L$ replaced by $L'$.

Now for every $j \in \{1, 2, \ldots , J\}$, let us assume that $\mu_{L+1}, \ldots , \mu_{L'}$ consist of $r_j' - r_j$ eigenvalues of $\mathbb{H}_j$. Then $r_j' \geq r_j$ and $\sum_{j=1}^{J} r_j' = L'$. The condition $\mu_{L+1} = \mu_{L'} < \mu_{L'+1}$ implies that $\mu_{r_j} < \mu_{r_j+1}(\mathbb{H}_j) = \cdots = \mu_{r_j'}(\mathbb{H}_j) < \mu_{r_j+1}(\mathbb{H}_j)$. Let $\Phi_{j,r_j+1}, \ldots , \Phi_{j,r_j'}$ be the eigenvectors corresponding to the
eigenvalues $\mu_{r_j+1}(H_j) = \cdots = \mu_{r'_j}(H_j)$ of $H_j$. Note that for all $\ell' \in \{L+1, \ldots, L'\}$, we have equality in (101). By the min-max principle in Lemma 8, there is a subsequence of $\Psi_{N,\ell}$ (still denoted by $\Psi_{N,\ell}$ for short) satisfying
\[
\lim_{k \to \infty} \lim_{N \to \infty} f\left(\sum_{j=1}^{J} r_j \sum_{m=r_j+1}^{r_j'} \theta_{j,m} \Phi_{j,m} \right) U_{N,j}^\dagger \Psi_{N,\ell} = 0
\]
for all $\ell' \in \{L+1, \ldots, L'\}$, where the $\theta_{j,m}$’s are complex numbers satisfying $\sum_{m=r_j+1}^{r_j'} |\theta_{j,m}|^2 = \lambda_{j,\ell}$. Because of (88) and (70), we obtain the following analogue of (93),
\[
\lim_{N \to \infty} \left\| \Psi_{N,\ell} - \sum_{j=1}^{J} \sum_{m=r_j+1}^{r_j'} \theta_{j,m} U_{N,j}^\dagger \Phi_{j,m} \right\| = 0
\]
for all $\ell' \in \{L+1, \ldots, L'\}$, which is the desired statement (12) in Theorem 4.

Combining the latter convergence with the system (97) for $L$, we obtain the desired system the system (97) with $L$ replaced by $L'$, namely
\[
\left(\Psi_{N,1}, \ldots, \Psi_{N,L'}\right)^T = A_{L'} \left(\Phi_{1,1}, \ldots, \Phi_{1,n_1^*}, \ldots, \Phi_{N,1}, \ldots, \Phi_{J,1}, \ldots, \Phi_{J,r_J^*}\right)^T + R_{N,L'}
\]
where $A_{L'}$ is a $L' \times L'$ complex matrix independent of $N$, and $\|R_{N,L'}\|_{(\partial N)L'} \to 0$ as $N \to \infty$. This completes the proof of Theorem 4.

Acknowledgment. We thank Nicolas Rougerie for inspiring discussions. The hospitality of the Institute for Mathematical Science of the National University of Singapore is gratefully acknowledged.

References

[1] A. Aftalion, Vortices in Bose–Einstein Condensates, Progress in nonlinear differential equations and their applications. Vol 67, Springer, 2006.
[2] W. Aschbacher, J. Fröhlich, G. Graf, K. Schnee, and M. Troyer, Symmetry breaking regime in the nonlinear Hartree equation, J. Math. Phys., 43 (2002), pp. 355–358.
[3] N. N. Bogoliubov, On the theory of superfluidity, J. Phys. (USSR), 11 (1947), p. 23.
[4] J. Dereziński and M. Napiórkowski, Excitation spectrum of interacting bosons in the mean-field infinite-volume limit, Ann. Henri Poincaré (to appear). arXiv:1305.3641.
[5] M. Fannes, H. Spohn, and A. Verbeure, Equilibrium states for mean field models, J. Math. Phys., 21 (1980), pp. 355–358.
[6] A. Fetter, Rotating trapped Bose–Einstein condensates, Rev. Mod. Phys., 81 (2009), pp. 647–691.
[7] P. Grech and R. Seiringer, The excitation spectrum for weakly interacting bosons in a trap, Commun. Math. Phys., 322 (2013), pp. 559–591.
[8] Y. Guo and R. Seiringer, On the mass concentration for Bose–Einstein condensates with attractive interactions, Lett. Math. Phys., 104 (2014), pp. 141–156.
[9] R. L. Hudson and G. R. Moody, Locally normal symmetric states and an analogue of de Finetti’s theorem, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete, 33 (1975/76), pp. 343–351.
M. Lewin, Geometric methods for nonlinear many-body quantum systems, J. Funct. Anal., 260 (2011), pp. 3535–3595.

M. Lewin, P. T. Nam, and N. Rougerie, Derivation of Hartree’s theory for generic mean-field Bose gases, Advances in Math., 254 (2014), pp. 570–621.

M. Lewin, P. T. Nam, S. Serfaty, and J. P. Solovej, Bogoliubov spectrum of interacting Bose gases, Comm. Pure Appl. Math. (2014). DOI:10.1002/cpa.21519

D. Petz, G. A. Raggio, and A. Verbeure, Asymptotics of Varadhan-type and the Gibbs variational principle, Comm. Math. Phys., 121 (1989), pp. 271–282.

G. A. Raggio and R. F. Werner, Quantum statistical mechanics of general mean field systems, Helv. Phys. Acta, 62 (1989), pp. 980–1003.

M. Reed and B. Simon, Methods of Modern Mathematical Physics. II. Fourier analysis, self-adjointness, Academic Press, New York, 1975.

M. Reed and B. Simon, Methods of Modern Mathematical Physics. IV. Analysis of operators, Academic Press, New York, 1978.

R. Seiringer, Gross-Pitaevskii theory of the rotating Bose gas, Commun. Math. Phys., 229 (2002), pp. 491–509.

R. Seiringer, Ground state asymptotics of a dilute, rotating gas, J. Phys. A, 36 (2003), pp. 9755–9778.

R. Seiringer, The excitation spectrum for weakly interacting bosons, Commun. Math. Phys., 306 (2011), pp. 565–578.

E. Størmer, Symmetric states of infinite tensor products of C∗-algebras, J. Functional Analysis, 3 (1969), pp. 48–68.