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Abstract—This paper investigates the transceiver design problem in a noisy-sensing noisy-transmission multi-input multi-output (MIMO) wireless sensor network. Consider a cluster based network, where multiple sensors scattered across several clusters will first send their noisy observations to their respective cluster-heads (CH), who will then forward the data to one common fusion center (FC). The cluster-heads and the fusion center collectively form a coherent-sum multiple access channel (MAC) that is affected by fading and additive noise. Our goal is to jointly design the linear transceivers at the CHs and the FC to maximize the signal-to-noise ratio (SNR) of the recovered signal. We develop three iterative block coordinated ascent (BCA) algorithms, all of which optimize SNR very well but each has different efficiency characteristics that are fitful for different network setups. Convergence analysis is carried out and extensive numerical results are presented to confirm our findings.

I. INTRODUCTION

Wireless sensor networks (WSN) are known to have a broad range of applications such as environmental monitoring, battlefield surveillance and space exploration [1]. A typical wireless sensor network is composed of numerous sensors with each sensor having limited on-board processing and communication capability. The sensors are usually randomly casted over a large field in space to sense the same physical event. In practice the sensing observations tend to be disturbed due to the noise from hardware device or environment. The noisy observations are collected by the fusion centers (FC), where data fusion and further processing will be performed. The large amount of sensors are usually grouped into clusters, with each cluster formed by sensors located closely within a small neighborhood. Within each cluster, a cluster-head(CH) collects observations from other sensors free of error (this is reasonable since the cluster members lie in close vicinity) and then transmit the collected data to FC. Assume that HCs and FC are equipped with multiple antennas and linear transceivers, then a central question here is how to jointly design the transceivers to transmit the data reliably. This falls in the general problem of multi-input multi-output (MIMO) transceiver beamforming) design problem, which has aroused a flurry of interest in recent years [2]–[10].

We introduce the system model shown in Fig. 1 to capture the key characteristics of the afore-mentioned practical scenario. The event of interest θ is modeled as a complex scalar and sensed by a total of \( \sum_{i=1}^{L} K_i \) sensors (cluster-members) coming from \( L \) clusters. These sensors communicate their imperfect sensing results to their respective cluster-heads. Within each cluster \( i \), the observation distortion of the \( K_i \) sensors are collectively modeled as an additive noise vector \( n_i \) (of size \( K_i \)), which may have any distribution (not necessarily Gaussian). The cluster-head \( i \) performs linear precoding \( F_i \) to data before transmission with \( N_i \) antennas. We assume that each cluster-head must conform to an individual transmission power constraint \( P_i \), in accordance to its specific power supply or battery life. The MIMO coherent-sum multiple access channel (MAC) is considered for communications between cluster-heads and fusion center, which achieves a high bandwidth efficiency. The fading channel between the \( i \)-th cluster-head and the fusion center is denoted as \( H_i \). At the fusion center, the received signal is corrupted by additive noise \( n_0 \) (of size \( M \)). The fusion center performs linear postcoding \( g^H \) to deduce an estimate \( \hat{\theta} \). Our goal is to jointly design the transceivers \( F_i \) and \( g \) to achieve a best estimate \( \theta \).

The line of beamforming design in WSN research has actually received significant attention in recent years. A good variety of system setups have been investigated in the literature [2]–[10]. Compared to these existing literature, our system model is generally more generic and complicated.

For example, [2] considers the case where each cluster has only one sensor (i.e. \( K_i = 1, \forall i \)) and all cluster-heads and fusion center are equipped with one single antenna (i.e. \( N_i = 1, \forall i \) and \( M = 1 \)). Under the total power constraint over all the cluster-heads, the transceiver design problem boils down to a power allocation problem. [3] extends the scalar
fading channel in [2] to square nonsingular matrix channels, i.e. $N_i = M$, $\forall i = 1, \ldots, L$. Still all clusters share one total power constraint. Note that the total power constraint over different clusters are usually nonrealistic since in practice different cluster-heads can be far away from each other without wired connections and are powered separately by build-in batteries. [4] extends the research by employing separate power constraints for each cluster-head, but still restricts the channel matrices $H_i$ to be square and nonsingular. Block coordinate descent (BCD) algorithm is obtained in [4] to solve the problem.

Particularly worth mentioning are several other studies [5]–[10]. [5] is the first to propose a very general wireless sensor network model, where separate power constraints are employed and each fading channel matrix $H_i$ can have arbitrary dimension ($N_i > M$, $N_i < M$ or $N_i = M$). [5] studies solutions to several special but also rather meaningful cases including scalar channels, fading but noiseless channels and nonfading but noisy channels. [6] focuses on the scalar target source with nonscalar fading and noisy channels and obtains an approximate BCD algorithm with fully closed form solution for each step. The work [7], [8] develop variant BCD algorithms to tackle the most general case proposed in [5], with convergence and closed form solutions being examined in [8]. All the above works adopt mean square error (MSE) as performance metric. Recently joint transceiver design problems aiming mutual information (MI) maximization are studied in [9], [10], where orthogonal and coherent-sum MAC are considered respectively.

The primary interest of this paper is to solve the joint transceiver design problem for the system depicted in Fig. I. The previous studies in [5]–[10] all used MSE or MI as the design criterion. Here we take the signal-to-noise ratio (SNR) at the output of the FC postcoder $g$ as a figure of merit. The SNR has long been an important performance indicator, and maximizing SNR is equivalent to maximizing the symbol error rate (SER) in the discrete-source detection, and equivalent to maximizing the channel capacity in the Gaussian signaling case.

The rest of this paper is organized as follows. The problem is formulated in Section II. The optimal linear receiver is obtained in Section III. Two different realizations of 2-block coordinated ascent (BCA) algorithm are discussed in Section IV with their convergence being carefully examined. Section V proposes a multiple-block coordinate ascent approach, which promises tremendous reduction in complexity for special system settings. Extensive simulations are carried out to verify the effectiveness of the proposed algorithms in Section VI and Section VII concludes the whole paper.

Notations: We use bold lowercase letters to denote complex vectors and bold capital letters to denote complex matrices. $\mathbf{0}$, $\mathbf{O}_{m \times n}$, and $\mathbf{I}_m$ are used to denote zero vectors, zero matrices of dimension $m \times n$, and identity matrices of order $m$ respectively. $\mathbf{A}^T$, $\mathbf{A}^*$ and $\mathbf{A}^H$ are used to denote transpose, conjugate and conjugate transpose (Hermitian transpose) respectively of an arbitrary complex matrix $\mathbf{A}$. $\text{Tr}\{\cdot\}$ denotes the trace operation of a square matrix. $|\cdot|$ denotes the modulus of a complex scalar, and $\|\cdot\|_2$ denotes the $l_2$-norm of a complex vector. vec$(\cdot)$ means vectorization operation of a matrix, which is performed by packing the columns of a matrix into a long one column. $\otimes$ denotes the Kronecker product. $\text{Diag}\{\mathbf{A}_1, \ldots, \mathbf{A}_n\}$ denotes the block diagonal matrix with its $i$-th diagonal block being the square complex matrix $\mathbf{A}_i$, $i \in \{1, \ldots, n\}$. $\text{Re}\{x\}$ and $\text{Im}\{x\}$ denote the real and imaginary part of a complex value $x$, respectively.

II. SYSTEM MODEL

We first discuss of the system model shown in Fig I and present a mathematical formulation of the optimization problem at hand.

The system is composed of $\sum_{i=1}^L K_i$ sensors with $K_i$ sensors belonging to the $i$th cluster, $L$ sensor-heads each equipped with $N_i$ transmitting antennas, and a fusion center equipped with $M$ receiving antennas. All sensors observe a common unknown source $\theta \in \mathbb{C}$, and send their observation to their respective cluster-heads. Without loss of generality, we assume $\theta$ has zero mean and unit variance, i.e. $\mathbb{E}\{|\theta|^2\} = 1$. The sensing noise and transmission noise (to the $i$th cluster-head) can be collectively modeled as an additive noise $n_i$, such that the $i$th cluster-head observes:

$$ x_i = 1_{K_i}\theta + n_i, \quad i = 1, \ldots, L, $$

where $1_{K_i}$ is a vector of dimension $K_i \times 1$ with all the entries being 1, and $n_i$ denotes the additive noise vector with zero mean and covariance matrix $\mathbb{E}\{n_in_i^H\} = \Sigma_i$, where $\Sigma_i > 0$.

Following the convention of WSN, we assume that $n_i$’s for the different clusters are mutually uncorrelated.

The noisy observation $x_i$ is beamformed by a linear pre-coder $\mathbf{F}_i \in \mathbb{C}^{N_i \times K_i}$ at each cluster-head before being sent to the fusion center. Let $\mathbf{H}_i \in \mathbb{C}^{M \times N_i}$ be the MIMO channel state information (CSI) from the $i$th cluster-head to the fusion center. Suppose all the cluster-heads form a coherent-sum MAC channel; then the fusion center receives signal $r$:

$$ r = \sum_{i=1}^L (\mathbf{H}_i\mathbf{F}_i x_i) + n_0 $$

$$ = \sum_{i=1}^L (\mathbf{H}_i\mathbf{F}_i 1_{K_i})\theta + \sum_{i=1}^L \mathbf{H}_i\mathbf{F}_in_i + n_0, $$

where $n_0$ is the additive noise at the fusion center. Without loss of generality, we assume $n_0$ has zero mean and white covariance matrix: $\mathbb{E}\{n_0n_0^H\} = \sigma_0^2 \mathbf{I}_M$. Since the fusion center is usually far away from the sensing field, $n_0$ is assumed uncorrelated with $n_i$’s.

In practice, it is highly likely that each cluster-head is provisioned with a different power supply and hence must observe a different transmission power constraint. The average transmission power for the $i$th cluster-head is $\mathbb{E}\{\mathbf{F}_i^H(1_{K_i}\theta + n_i)(1_{K_i}\theta + n_i)^H\mathbf{F}_i\} = \text{Tr}\{\mathbf{F}_i(1_{K_i}\mathbf{F}_i^H + \Sigma_i)\mathbf{F}_i^H\}$, which must be no greater than a power limit $P_i$. 
The fusion center uses a linear postcoder $g$ to perform data fusion and obtain an estimate $\hat{\theta}$:

$$\hat{\theta} = g^H r = (g^H \sum_{i=1}^{L} H_i F_i 1_{K_i}) \theta + g^H \left( \sum_{i=1}^{L} H_i F_i n_i + n_0 \right). \quad (4)$$

The merit of the recovered signal $\hat{\theta}$ can be evaluated from several different perspectives. When the source $\theta$ takes value from a continuous space, the most popular metric is the mean square error, defined as $\text{MSE} = \mathbb{E} \{ |\theta - \hat{\theta}|^2 \}$. MSE-targeted optimization has also been extensively studied in the beamforming literature (e.g. [2]-[8]). Instead of taking MSE, here we target the average SNR, another important metric widely used in the design of communication systems. When the source $\theta$ is taken from a finite discrete alphabet set (e.g. $M$-PAM or $M$-QAM), the detection accuracy is usually measured by the symbol error probability taking the form of $\text{SER} \propto c_1 Q(\sqrt{c_2 \text{SNR}})$, with $c_1$ and $c_2$ being some positive constants. When the source $\theta$ has Gaussian distribution, the system throughput is usually measured by the mutual information between $\theta$ and $\hat{\theta}$. Maximizing the SNR automatically minimizes the SER (for discrete source) or maximizes the mutual information (for Gaussian source).

From (4), the signal obtained by the fusion center (after linear postcoder $g$) is composed of a signal component and a noise component, and the average SNR can be calculated and simplified to

$$\text{SNR}(\{F_i\}_{i=1}^{L}, g) = \frac{\mathbb{E} \left\{ \left( g^H \sum_{i=1}^{L} H_i F_i 1_{K_i} \right) \theta \right\}^2}{\mathbb{E} \left\{ g^H \left( \sum_{i=1}^{L} H_i F_i n_i + n_0 \right) \right\}^2}$$

$$= g^H \left[ \sum_{i=1}^{L} H_i F_i 1_{K_i} \right] \left[ \sum_{j=1}^{L} H_j F_j 1_{K_j} \right]^H g \sigma_0^2 |g|^2 + \sum_{i=1}^{L} g^H H_i F_i \Sigma_i F_i^H H_i^T g \sigma_0^2$$

$$= g^H \left[ \sum_{i=1}^{L} H_i F_i 1_{K_i} \right] \left[ \sum_{i=1}^{L} H_i F_i 1_{K_i} \right]^H g \sigma_0^2 |g|^2 + \sum_{i=1}^{L} g^H H_i F_i \Sigma_i F_i^H H_i^T g \sigma_0^2$$

where the assumption of uncorrelated noise across the fusion center and different cluster-heads has been invoked.

Hence, the joint transceiver design problem maximizing SNR for the clustered wireless sensor network can be formulated as

$$(P0): \max_{\{F_i, g\}_{i=1}^{L}} \text{SNR}(\{F_i\}_{i=1}^{L}, g), \quad (7a)$$

s.t. $\text{Tr} \{ F_i (1_{K_i} 1_{K_i}^T + \Sigma_i) F_i^H \} \leq P_i, i = 1, \cdots, L. \quad (7b)$$

The optimization problem (P0) is nonconvex, as can be easily examined by checking the special case of scalar transceivers. In what follows, we will exploit the general principle of block coordinate ascent method to solve (P0) in an iterative manner.

III. OPTIMAL LINEAR RECEIVER

In this section, we present the optimal linear receiver $g$ which leads to the maximal SNR. The main result is as follows:

\textbf{Theorem 1.} For any predefined $\{F_i\}_{i=1}^{L}$, SNR is maximized if and only if $g^*$ has the following form

$$g^* = \alpha \left( \sigma_0^2 \mathbf{I}_M + \sum_{i=1}^{L} H_i F_i \Sigma_i F_i^H H_i^T \right)^{-1} \left( \sum_{i=1}^{L} H_i F_i 1_{K_i} \right). \quad (8)$$

where $\alpha$ is arbitrary nonzero complex scalar. The maximal SNR is given as

$$\text{SNR}^* = \left\| \left( \sigma_0^2 \mathbf{I}_M + \sum_{i=1}^{L} H_i F_i \Sigma_i F_i^H H_i^T \right)^{-1} \left( \sum_{i=1}^{L} H_i F_i 1_{K_i} \right) \right\|_2. \quad (9)$$

\textbf{Proof:} For simplicity we introduce the following notations

$$h \triangleq \sum_{i=1}^{L} H_i F_i 1_{K_i}; \quad (10a)$$

$$M \triangleq \sigma_0^2 \mathbf{I}_M + \sum_{i=1}^{L} H_i F_i \Sigma_i F_i^H H_i^T. \quad (10b)$$

With all sensors’ beamformers $\{F_i\}_{i=1}^{L}$ given, the SNR maximization problem is the following optimization problem

$$\max_{g \neq 0} \frac{g^H h h^H g}{g^H M g}. \quad (11)$$

Since $M > 0$, define $\tilde{g} \triangleq M^{1/2} g$. The above problem becomes

$$\max_{\tilde{g} \neq 0} \frac{\tilde{g}^H M^{-1/2} h h^H M^{-1/2} \tilde{g}}{\tilde{g}^H \tilde{g}}. \quad (12)$$

From variational perspective, the maximal value of the above fractional is obtained if and only if $\tilde{g}$ is aligned with eigenvector corresponding to the maximal eigenvalue of the matrix $M^{-1/2} h h^H M^{-1/2}$ [21]. Notice that matrix $M^{-1/2} h h^H M^{-1/2}$ is rank-one and has only one positive eigenvalue whose eigenvector is $\alpha M^{-1/2} h$, with $\alpha$ being any nonzero complex value. Thus the optimal solution of the above problem is $g^* = \alpha M^{-1/2} h$, from which (8) and (9) can be readily obtained.

In practice the factor $\alpha$ can be chosen as 1 for convenience.

IV. JOINTLY OPTIMIZING BEAMFORMERS AT SENSORS

After obtaining the optimal linear receiver $g$, we focus on optimizing precoders at the sensors’ side in this section. First by utilizing the identities $\text{Tr} \{ A B \} = \text{Tr} \{ B A \}$ and $\text{Tr} \{ A B C D \} = \text{vec}^H(D) \left[ C^T \otimes A \right] \text{vec}(B)$ [17], the numerator of SNR in (6) can be rewritten as follows

$$g^H \left[ \sum_{i=1}^{L} H_i F_i 1_{K_i} \right] \left[ \sum_{i=1}^{L} H_i F_i 1_{K_i} \right]^H g$$

$$= \sum_{i,j=1}^{L} \text{Tr} \left\{ (H_j^H g g^H H_i) F_i (1_{K_i} 1_{K_i}^T) F_i^H \right\} \quad (13)$$

$$= \sum_{i,j=1}^{L} \text{vec}^H(F_j) \left[ (1_{K_i} 1_{K_i}^T) \otimes (H_j^H g g^H H_i) \right] \text{vec}(F_i). \quad (14)$$
Similarly the denominator of SNR can be written as
\[
\sigma_0^2 \|g\|^2_2 + \sum_{i=1}^{L} g_i^H H_i F_i \Sigma_i F_i^H H_i^g g
\]
\[
= \sum_{i=1}^{L} \text{Tr}\left\{ (H_i^g g_i^H H_i) F_i \Sigma_i F_i^H H_i^g \right\} + \sigma_0^2 \|g\|^2_2
\]
\[
= \text{vec}^H(F_i) \left[ \Sigma_i^\ast \otimes (H_i^g g_i^H H_i) \right] \text{vec}(F_i) + \sigma_0^2 \|g\|^2_2,
\]
and the \(i\)-th power constraint is expressed as
\[
\text{Tr}\left\{ F_i \left( I_{K_i} - K_i^T \right) \right\} \}
\]
\[
= \text{vec}^H(F_i) \left[ \left( I_{K_i} - K_i^T \right) \right] \Sigma_i^\ast \otimes I_{N_i} \text{vec}(F_i) \leq P_i.
\]
Here we introduce the following notations
\[
f_i \triangleq \text{vec}(F_i), \quad i = 1, \ldots, L;
\]
\[
A_{ij} \triangleq \left[ (1_{K_j} - 1_{K_j}^T) \otimes (H_j^g g_j^H H_j) \right], \quad i, j = 1, \ldots, L;
\]
\[
B_i \triangleq \Sigma_i^\ast \otimes (H_i^g g_i^H H_i), \quad i = 1, \ldots, L;
\]
\[
C_i \triangleq \left[ \left( (1_{K_i} - 1_{K_i}^T) \right) \otimes I_{N_i} \right], \quad i = 1, \ldots, L;
\]
\[
c_0 \triangleq \sigma_0^2 \|g\|^2_2.
\]
and define the matrix \(A \triangleq [A_{ij}]_{i,j=1}^L\), (i.e. the \((i,j)\)-th elementary block of \(A\) is \(A_{ij}\)), \(B \triangleq \text{Diag}\{B_1, \ldots, B_L\}\) and \(D_i \triangleq \text{Diag}\{O_{K_j}, \ldots, O_{K_j} - 1\} \otimes C_i, O_{\sum_{i=1}^{L} K_i} \otimes I_{N_i}\) and pack all \(f_i\)'s into one vector \(f \triangleq [f_1^T, \ldots, f_L^T]^T\). Then the problem of optimizing beamformers \(\{F_i\}_{i=1}^L\) with \(g\) given is reformulated as follows
\[
(P1) : \max \ f \cdot \frac{f^H A f}{f^H B f + c_0},
\]
\[
s.t. \ f^H D_i f \leq P_i, \quad i \in \{1, \ldots, L\}.
\]

In the following we discuss methods solving the problem \((P1)\).

A. Solving \((P1)\) by Semidefinite Relaxation

In this subsection we solve problem \((P1)\) with help of recent progress in semidefinite relaxation techniques.

First we rewrite the quadratic terms \(f^H A f, f^H B f\) and \(f^H D_i f\) in \((P1)\) into inner-product forms \(\text{Tr}\{A X\}, \text{Tr}\{B X\}\) and \(\text{Tr}\{D_i X\}\) respectively by introducing an intermediate variable \(X = f f^H\). Omitting this rank-one constraint, a relaxation of \((P1)\) is obtained as follows
\[
(P2) : \max \ \frac{\text{Tr}\{A X\}}{\text{Tr}\{B X\} + c_0},
\]
\[
s.t. \ \text{Tr}\{D_i X\} \leq P_i, \quad i \in \{1, \ldots, L\},
\]
\[
X \succeq 0.
\]

The fractional SDP objective in \((P2)\) is still nonconvex. To solve it, we utilize Charnes-Cooper’s approach, which was originally proposed in [11] and were widely adopted in fractional SDP optimization problems like [12, 13], to turn \((P2)\) into the following SDP problem:
\[
(P3) : \max \ \text{Tr}\{A Y\},
\]
\[
s.t. \ \text{Tr}\{B Y\} + c_0 \nu = 1, \quad \text{Tr}\{D_i Y\} \leq P_i \nu, \quad i \in \{1, \ldots, L\}, \quad \nu \geq 0, \quad \nu \geq 0.
\]

The equivalence between \((P2)\) and \((P3)\) is established by the following lemma.

Lemma 1. The problem \((P2)\) and \((P3)\) have equal optimal values. If \(X^*\) solves \((P2)\), then \((X^*, Y)\) is an optimal solution to \((P3)\). Conversely, if \((Y^*, \nu^*)\) solves \((P3)\), then \(\nu^* > 0\) and \((X^*, \nu^*)\) solves \((P2)\).

Proof: See appendix A.

Since \((P3)\) is SDP problem, it can be solved by standard numerical solvers like CVX [29]. Remember that our goal is to solve problem \((P1)\). If the optimal solution \(Y^*\) to \((P3)\) is rank-one, then the relaxation \((P2)\) is tight to \((P1)\) and the optimal solution of \((P1)\) can be obtained by eigenvalue decomposition of \(Y^*/\nu^*\). When the optimal solution \(Y^*\) has rank larger than one, constructing a solution to \((P1)\) from \((Y^*, \nu^*)\) still needs to be addressed.

To introduce our first major conclusion we need the following lemma.

Lemma 2. The problem \((P3)\) and its dual are both solvable.

Proof: See appendix B.

For wireless sensor network with small number sensor clusters, we have the following conclusion.

Theorem 2. If the wireless sensor network has no more than \(3\) sensor clusters, i.e. \(L \leq 3\), then the relaxation \((P2)\) is tight with respect to \((P1)\). An optimal solution \((Y^*, \nu^*)\) to \((P3)\) with \(Y^*\) being rank-one can be constructed and solution to \((P1)\) can be obtained by eigenvalue-decomposing \(Y^*/\nu^*\).

Proof: The proof is inspired by theorem 3.2 of [15]. If \(Y^*\) has rank one, nothing needs to be proved. Otherwise since the problem \((P3)\) and its dual \((D3)\) are both solvable by lemma 2, theorem 3.2 of [15] is valid to invoke. Define \(r = \text{rank}(Y^*)\) and perform the following procedure:

- While \(\text{rank}(Y^*) + \text{rank}(\nu^*) > L + 1\) Do
- Step-1: Perform a full rank decomposition \(Y^* = V V^H\), where \(V \in \mathbb{C}^{(\sum_{i=1}^{L} K_i, N)}\).
- Step-2: Find a nonzero pair \((\Delta, \delta)\), where \(\Delta\) is a \(r \times r\) Hermitian matrix and \(\delta\) is a real scalar, such that the following linear equations are satisfied
  \[
  \text{Tr}\{V^H B V \Delta\} + c_0 \delta = 0; \quad \text{Tr}\{V^H D_i V \Delta\} - P_i \nu^* \delta = 0, \quad i = 1, \ldots, L;
  \]
- Step-3: Evaluate \(\kappa = \max \{ |\lambda_{\text{min}}(\Delta)|, |\lambda_{\text{max}}(\Delta)|, |\delta| \};
- Step-4: Update \(Y^* = V (\sum_{i=1}^{L} K_i, N / \kappa - \kappa \Delta) V^H, \nu^* = \nu^* (1 - \kappa \delta)\) and \(r = \text{rank}(Y^*)\);
- End While

In fact (P3) has two semidefinite variables \(Y\) and \(\nu\) (note that \(\nu\) is actually a nonnegative real scalar) and \(L + 1\) constraints. As long as the condition \(\text{rank}(Y^*) + \text{rank}(\nu^*) > L + 1\) holds, nonzero solutions to (22) and (23) exist. Thus after each repetition a new optimal solution is constructed with \(\text{rank}(Y^*)\) being reduced by at least 1. Finally we obtain \(\text{rank}(Y^*) + \text{rank}(\nu^*) \leq L + 1\). Recall that \(\nu^* > 0\) by lemma 1 so \(\text{rank}(\nu^*) = 1\) and we have \(\text{rank}(Y^*) \leq 3\). So \(\text{rank}(Y^*) = 1\) and the theorem is proved.

In the above, we have see that (P1) can be tackled by solving a SDP problem and then a finite number of linear equations when \(L \leq 3\). However the assumption that \(L \leq 3\) is still very stringent since in practice a sensor network can usually be composed of numerous clusters. A method to solve (P1) suitable for arbitrary \(L\) is still desirable. In the sequel, we proceed to discuss randomization method inspired by the recent literature [16]. Before going into details, first we modify the problem (P3) a little bit. By changing the equality constraint (21b) into inequality, we have another SDP problem (P4) as follows

\[
\begin{align}
(P4): \quad \max_{Y, \nu} & \quad \text{Tr}\{AY\}, \\
\text{s.t.} & \quad \text{Tr}\{BY\} + c_0 \nu \leq 1, \\
& \quad \text{Tr}\{DY\} \preceq P_i \nu, \quad i \in \{1, \ldots, L\} \\
& \quad Y \succ 0, \quad \nu \geq 0.
\end{align}
\]

We assert that (P3) and (P4) are equivalent and for any solution \((Y^*, \nu^*)\) to (P4), \(\nu^*\) must be positive. In fact since (P4) is a relaxation of (P3), \(\text{opt}(P4) \geq \text{opt}(P3)\). Conversely, if \((Y^*, \nu^*)\) is an optimal solution to (P4), then the constraint (24b) must indeed be active. Otherwise, \(Y^*\) and \(\nu^*\) could be simultaneously inflated with a factor \(\rho > 1\) such that \((\rho Y^*, \rho \nu^*)\) satisfies all constraints of (P4) with (24b) being active and gives an strictly larger objective, which contradicts the optimality of \((Y^*, \nu^*)\). So \((Y^*, \nu^*)\) is feasible for (P3) and thus \(\text{opt}(P4) \leq \text{opt}(P3)\). Consequently (P3) and (P4) have equal optimal value. This means solutions to either problem also solves the other one. Thus any solution \((Y^*, \nu^*)\) to (P4) is also a solution to (P3) and by lemma 1 \(\nu^* > 0\).

Assuming that we have obtained an optimal solution \((Y^*, \nu^*)\) to (P4), we now generate a sufficiently large number of independent random variables following the Gaussian distribution \(\mathcal{CN}(0, Y^*)\). The intuition behind randomization comes from the observation of the following stochastic optimization problem

\[
\begin{align}
(P5): \quad \max_{f, \nu} & \quad \mathbb{E}_{f \sim \mathcal{CN}(0, Y^*)}\{f^H A f\}, \\
\text{s.t.} & \quad \mathbb{E}_{f \sim \mathcal{CN}(0, Y^*)}\{f^H B f\} + c_0 \nu \leq 1, \\
& \quad \mathbb{E}_{f \sim \mathcal{CN}(0, Y^*)}\{f^H D_i f\} \leq P_i \nu, \quad i = 1, \ldots, L, \\
& \quad \nu \geq 0.
\end{align}
\]

By utilizing the relation \(\mathbb{E}_{f \sim \mathcal{CN}(0, Y^*)}\{ff^H\} = Y\), the stochastic problem (P5) actually becomes the SDP problem (P4). The random variable \(f \sim \mathcal{CN}(0, Y^*)\) solves the problem (P4) in expectation. Thus if we have a sufficiently large number of samples, the “best” sample should solve the problem.

The “best” sample can be found as follows. First, note that random samples are not always feasible for (P4). This issue can be addressed by the following rescaling procedure. For each sample \(f\), we define the scaling factor \(\beta(f)\) as

\[
\beta(f) = \min_{i=1, \ldots, L} \left\{ 1, \sqrt{\frac{1 - c_0 \nu^*}{f^H B f}} \sqrt{\frac{P_i \nu^*}{f^H D_i f}} \right\},
\]

and rescale the sample \(\tilde{f}\) as

\[
\tilde{f} = \frac{\beta(f)}{\nu^*} f.
\]

It is easy to check that the obtained \(\tilde{f}\) is guaranteed to be feasible for (P4). Thus by performing the above rescaling procedure we can obtain a large number of feasible samples to approximate the optimal solution \(Y^*\). Then we choose the one giving maximal objective value as solution to the problem (P1). When the number of samples is sufficiently large, the obtained best objective value of (P4) by rescaled random samples can be extremely close to true optimal value of (P4) so the randomization solution can be regarded as tight to the original problem (P1).

In retrospect to the previous discussion, the motivation of transforming the problem (P3) into its equivalent (P4) now becomes clear. For implementation there is no chance that the randomly generated samples will satisfy the equality constraint (21b). At the same time the positivity of \(\nu^*\) guarantees that the rescaling in (27) can be performed.

Up to here, we have actually come out an alternative maximization method to solve the SNR optimization problem (P0) in (7). The algorithm starts from a random feasible point. In each iteration \(g\) is optimized in a closed form by theorem 1 with \(\{F_i\}_{i=1}^L\) being fixed and \(\{F_i\}_{i=1}^L\) are optimized by solving (P3) followed by randomization-rescaling or solving linear equations with \(g\) given.

This algorithm is summarized in algorithm 1 as follows.

\[B.\text{ Iteratively Solving (P1)}\]

In the last subsection, we solve the problem (P1) with help of semidefinite relaxation by first solving its SDP relaxation and than construct the rank-one solution through solving linear equations or randomization method. In this subsection, we propose an alternative method which to solve (P1) in an iterative manner. First we have the following conclusion

**Lemma 3.** Matrix \(A\) in (P1) is rank-one. Specifically \(A = aa^H\) with the vector \(a\) being given as

\[
a \triangleq \begin{bmatrix}
1_{K_1} \otimes H_{11}^H g \\
\vdots \\
1_{K_L} \otimes H_{1L}^H g
\end{bmatrix}.
\]

**Proof:** See appendix C. □
Now looking at the fractional SDP objective of (P1) we have the following observation. For any given nonnegative real value $\gamma$, the SNR is no smaller than $\gamma$ is equivalent to the fact

$$f^H Af \geq \gamma f^H Bf + \gamma c_0.$$  

(29)

In other words, if opt(P1) $\geq \gamma$, then there exists some $f$ such that the inequality (29) and all power constraints $f^H D_i f \leq P_i$ for $i = 1, \cdots, L$ are simultaneously satisfied. If we define $u$ as follows

$$u \triangleq \max_{i=1,\cdots,L} \left\{ \frac{f^H D_i f}{P_i} \right\},$$  

(30)

then the fact that all power constraints are satisfied is equivalent to $u \leq 1$. Thus the statement opt(P1) $\geq \gamma$ holds if and only if the following optimization problem (P6$_\gamma$)

$$(P6_\gamma): \min_{f,u} u \tag{31a}$$

s.t. $$f^H Af \geq \gamma f^H Bf + \gamma c_0,$$  

(31b)

$$f^H D_i f \leq P_i,$$  

(31c)

has optimal value smaller than 1, i.e. opt(P6$_\gamma$) $\leq 1$.

Next we show that all constraints of problem (P6$_\gamma$) can be written in a second order cone form. The constraint (31b), utilizing the result of lemma 4, can be written as

$$\gamma f^H Bf + \gamma c_0 \leq |a^H f|^2$$  

(32)

Another key observation is that the optimal $f^*$ to (P6$_\gamma$) is phase invariant—$(f^*, u^*)$ is optimal solution to (P6$_\gamma$) if and only if $(e^{j\theta}f^*, u^*)$ is optimal for any real value $\theta$. So without loss of optimality we assume that $a^H f = v$ with $v$ being a nonnegative real value. Thus the constraint (32) readily becomes the second order cone $\sqrt{\gamma} \left\| \left[ f^H B^\frac{1}{2}, \sqrt{\gamma} c_0 \right] \right\|_2 \leq v$. For the $i$-th power constraint in (31c), it can also be written in a second order cone form $P_i^{-\frac{1}{2}} |D_i^\frac{1}{2} f|_2 \leq u$. Thus the problem (P6$_\gamma$) can be equivalently written in a standard SOCP form:

$$(P7_\gamma): \min_{f,u} u \tag{33a}$$

s.t. $$\left\| \left[ \sqrt{\gamma} B^\frac{1}{2} f, \sqrt{\gamma} c_0 \right] \right\|_2 \leq v,$$  

(33b)

$$\Re\{a^H f\} = v,$$  

(33c)

$$\Im\{a^H f\} = 0,$$  

(33d)

$$\left\| P_i^{-\frac{1}{2}} D_i^\frac{1}{2} f \right\|_2 \leq u, \ i=1,\cdots,L.$$  

(33e)

Thus if we know that the opt(P1) lives in some interval, then opt(P1) can be determined by a bisection search—we set $\gamma$ as middle point of the current search interval, if (opt(P7$_\gamma$) $\leq 1$, then opt(P1) can achieve higher value and $\gamma$ is a lower bound of opt(P1). Otherwise $\gamma$ upper-bounds opt(P1).

Now the remaining problem is to determine an interval containing opt(P1), from which the bisection search can start with. Since (P1) is maximization problem, any feasible solution gives a lower bound of opt(P1). The following lemma provides an upper bound of opt(P1).

**Lemma 4.** Optimal value of (P1) has an upper bound as follows

$$\text{opt}(P1) \leq c_0^{-1} \left( \sum_{i=1}^L \frac{P_i}{\lambda_{\min}(C_i)} \|H^H g\|_2^2 \right).$$  

(34)

**Proof:** See appendix D.

Thus we have obtained an alternative method to solve the original problem (P0), which also falls in the 2-block coordinate ascent framework. This algorithm is summarized in algorithm 2.

**C. Convergence and Complexity Analysis**

The two 2-block BCA algorithms developed in the previous subsections have the following convergence property:

**Theorem 3.** The sequence of SNR obtained by algorithm 1 or 2 converges. Moreover the solution sequence generated by algorithm 1 or 2 has limit points and each limit point is a stationary point of problem (P0).

**Proof:** See appendix E.

The complexity of the proposed algorithms is complicated since the whole network has too many factors ($K_i$’s and $N_i$’s) that impact the problem size. To simplify the analysis, we consider homogeneous sensor networks, where each cluster has the same number of sensors and each cluster-head has the same number of antennas, i.e. $K_i = K$ and $N_i = N$ for all $i = 1, \cdots, L$.

Using the primal-dual interior point method [24], we can show that the complexity to solve (P4) is $O(L^{4.5}K^{3.5}N^{3.5})$. The complexity to update $g$ by [3] comes primarily from the matrix inversion operation, which has a complexity $O(M^3)$.  

---

**Algorithm 1: 2-Block Coordinate Ascent Method to solve (P0) (SDR based)**

1. **Initialization:** Randomly generate nonzero feasible $\{P_i^{(0)}\}_{i=1}^L$ such that $g^{(0)}$ obtained by theorem 3 is also nonzero; $j = 0$;
2. **repeat**
   3. Solve (P3) and obtain $(Y^*, \nu^*)$;
   4. if $L \leq 3$ then
      5. Reducing rank of $Y^*$ as in theorem 2 obtain $\{P_i^{(j+1)}\}_{i=1}^L$;
   6. else
      7. Generate sufficiently large number of samples following $CN(0,Y^*)$;
      8. Rescale each sample by (26) and (27);
      9. Select among all rescaled samples the one giving maximal SNR as $\{P_i^{(j+1)}\}_{i=1}^L$;
   10. **end**
5. Update $g^{(j+1)}$ by theorem 3 $j += 1$;
6. **until** increase of SNR is small enough or predefined number of iterations is reached;

---
Algorithm 2: 2-Block Coordinate Ascent Method to solve (P0) (SOCP based)

1 Initialization: Randomly generate nonzero feasible 
\( \{ \mathbf{F}_i^{(0)} \}_{i=1}^L \) such that \( \mathbf{g}^{(0)} \) obtained by theorem 1 is also nonzero; \( j = 0; \)

2 repeat
3 Obtain \( bd_{l} = \text{SNR}(\{ \mathbf{F}_i^{(j)} \}_{i=1}^L, \mathbf{g}^{(j)}) \) and \( bd_a \) by (34);
4 repeat
5 \( \gamma = (bd_a + bd_{l})/2; \) solve (P7_{\gamma});
6 if \( \text{opt}(P7_{\gamma}) \leq 1 \) then
7 \( bd_{l} = \gamma; \)
8 else
9 \( bd_a = \gamma; \)
10 end
11 until \( (bd_a - bd_{l}) \) is small enough;
12 \( \gamma = bd_{l}; \)
13 Solve (P7_{\gamma}) to update \( \{ \mathbf{F}_i^{(j+1)} \}_{i=1}^L; \)
14 Update \( \mathbf{g}^{(j+1)} \) by theorem 1; \( j + 1; \)
15 until increase of SNR is small enough or predefined number of iterations is reached;

In general, a few thousand of random samples are sufficient to guarantee a satisfying tightness of the obtained rank-reduced solutions (usually within \( 10^{-4} \) from the true optimal value), and the required number of samples does not increase with the network size. Thus, the complexity for each outer-layer iteration of the SDP-based 2BCA algorithm is \( \tilde{O}(L^{4.5}K^{3.5}N^{3.5}+M^3) \).

From (23), the complexity for solving the SOCP problem (P7_{\gamma}) is \( \tilde{O}(L^{3.5}K^3N^3) \). Recall that each round of bisection search solves (P7_{\gamma}) once, so (P7_{\gamma}) is solved multiple times within one outer-layer iteration. Taking different channel conditions and levels of predefined precision into account, numerical results show that the number of times solving (P7_{\gamma}) varies between the narrow range [25, 35] and thus can be considered as a constant. Thus the complexity of outer-layer SOCP-based 2BCA algorithm is \( \tilde{O}(L^{3.5}K^3N^3+M^3) \).

V. MULTIPLE BLOCK FRAMEWORK TO MAXIMIZE SNR

In the previous sections, the proposed algorithms are both 2-block coordinate ascent methods where all the beamformers’ sensors are jointly updated. One problem for these algorithms is that the complexity of solving the associated SDP or SOCP problem grows intensively with the increase of the size of the wireless sensor network. Instead of jointly optimizing all beamformers, we can alternatively focus on just one sensor’s beamformer each time. This actually results in a multiple-block coordinate ascent method. As it will be seen by complexity analysis and numerical results, this method can often significantly decrease complexity. Furthermore in some special but important case each block can be updated in a closed form, which does not depend on any numerical solver and has extremely low complexity.

Now we consider the problem of optimizing the \( i \)-th beamformer \( \mathbf{F}_i \) with \( g \) and \( \{ \mathbf{F}_j \}_{j \neq i} \) being fixed. By introducing the following notations

\[
\mathbf{q}_i = \sum_{j \neq i} \mathbf{A}_{ij} \mathbf{f}_j; \quad c_i = \sum_{j \neq i} \mathbf{f}_j^H \mathbf{A}_{jk} \mathbf{f}_k; \quad d_i = \sigma_0^2 \| \mathbf{g} \|^2_2 + \sum_{j \neq i} \mathbf{f}_j \mathbf{B}_j \mathbf{f}_j,
\]

this problem is formulated as follows

\[
\begin{aligned}
\text{max} & : f_i^H \mathbf{A}_{ii} f_i + 2\text{Re}\{q_i^H f_i\} + c_i, \\
\text{s.t.} & : f_i^H \mathbf{B}_i f_i + d_i, \\
& : 0 \leq f_i \leq P_i.
\end{aligned}
\]

A. One-Shot SDR-Rank-Reduction Method

First we introduce a one-shot method to solve (P1^t), which performs semidefinite programming and rank-one matrix decomposition in tandem. This method is discussed in recent work [12] and [13].

By use of Charnes-Cooper’s transformation and rank-one relaxation we turn (P1^t) into the following relaxed version

\[
\begin{aligned}
\text{max} & : \mathbf{f}_i^H \mathbf{A}_{ii} \mathbf{f}_i + 2\text{Re}\{\mathbf{q}_i^H \mathbf{f}_i\} + c_i, \\
\text{s.t.} & : \mathbf{f}_i^H \mathbf{B}_i \mathbf{f}_i + d_i, \\
& : 0 \leq \mathbf{f}_i \leq P_i.
\end{aligned}
\]

with parameter matrices being defined as

\[
\begin{aligned}
\mathbf{Q}_1 & = \begin{bmatrix} \mathbf{A}_{ii} & \mathbf{q}_i \\ \mathbf{q}_i^H & c_i \end{bmatrix}, \\
\mathbf{Q}_2 & = \begin{bmatrix} \mathbf{B}_i & 0 \\ 0^T & d_i \end{bmatrix}, \\
\mathbf{Q}_3 & = \begin{bmatrix} \mathbf{C}_i & 0 \\ 0^T & 0 \end{bmatrix}, \\
\mathbf{Q}_4 & = \begin{bmatrix} \mathbf{O} & 0 \\ 0 & 1 \end{bmatrix}.
\end{aligned}
\]

Solving the SDP (P7^i) we obtain an solution \( (\mathbf{Z}^*, \eta^*) \). If the \( \mathbf{Z}^* \) is rank one, i.e. \( \mathbf{Z}^*/\eta^* = \mathbf{z}^* \mathbf{z}^{H*} \) with \( \mathbf{z}^* \equiv [\mathbf{z}_1^T, \mathbf{z}_2^T]^T \), then \( \mathbf{z}_2^*/\eta^* \) is an solution to (P1^t) and the relaxation (P7^i) is actually tight with respect to (P1^t). Actually the rank-one solution \( \mathbf{Z}^* \) always exists due to the recent matrix decomposition result in [14]. In fact if \( \mathbf{Z}^* \) has rank larger than one, by help of theorem 2.2 in [14], we can obtain a vector \( \mathbf{z} \) such that the equations \( \text{Tr}\{\mathbf{Q}_1 - \text{opt}(P7^i)\mathbf{Q}_2\mathbf{z}\mathbf{z}^H\} = 0 \), \( \text{Tr}\{\mathbf{Q}_3\mathbf{z}\mathbf{z}^H\} = \text{Tr}\{\mathbf{Q}_4\mathbf{Z}^*\} \) for \( j = 3, 4 \). This means \( (\mathbf{z}\mathbf{z}^H, \eta^*) \) is rank-one optimal solution to (P7^i) and thus (P1^t) can be solved.

B. Iterative Method

Besides the above one-shot method, here we propose an alternative iterative method to solve (P1^t). As we will shortly see this iterative method can give birth to extremely efficient solution to (P1^t) in specific circumstance.

For any given positive real value \( \alpha \), the fact that the SNR objective in (P1^t) is no smaller than \( \alpha \) equivalently reads

\[
f_i^H [\alpha \mathbf{B}_i - \mathbf{A}_{ii}] \mathbf{f}_i - 2\text{Re}\{\mathbf{q}_i^H \mathbf{f}_i\} + (\alpha d_i - c_i) \leq 0.
\]
This immediately implies that if the following problem with
\((P8_{i}^k) : \min_{f_i} t_i^H[aB_i-A_{ii}]f_i-2\text{Re}\{q_i^HF_i\}+(ad_i-c_i),\) \((40a)\)
\[s.t. \quad t_i^HC_if_i \leq P_i, \quad (40b)\]
with \(\alpha\) given has a nonnegative optimal value then \(\text{opt}(P1^i) \geq \alpha\). Otherwise \(\alpha\) can serve as an upper bound of \(\text{opt}(P1^i)\). Thus we can perform a bisection search to solve \((P1^i)\). Now the problem reduces to how to solve the problem \((P8_{i}^k)\)? Note that the quadratic matrix \([\alphaB_i-A_{ii}]\) can be negative semidefinite or indefinite and thus \((P8_{i}^k)\) is possibly nonconvex. The following theorem convinces us that \((P8_{i}^k)\) can always be solved regardless of the convexity of its objective.

**Theorem 4.** If the \(i\)-th sensor cluster has more than one sensor or the head is equipped with multiple antenna, i.e. \(K_i \geq 2\) or \(N_i \geq 2\), the problem \((P8_{i}^k)\) can be solved.

**Proof:** See appendix [E] [1]

Although theorem [4] shows that the problem \((P8_{i}^k)\) can be solved by SDR and thus the iterative method to solve \((P1^i)\) works, it is generally less efficient than the one-shot method discussed above. Since the former performs semidefinite programming and rank-one reductions multiple times while the latter for just once. However in the circumstance where \(K_i = 1\), the following theorem indicates that \((P8_{i}^k)\) has fully closed form solution and consequently the iterative method can become extremely efficient.

**Theorem 5.** When \(K_i = 1\) the solution \(f_i^*\) to \((P8_{i}^k)\) is
\[f_i^* = \begin{cases} \text{otherwise}, & \text{if } \alpha \sigma_i^2 > 1, \end{cases}\]
\[\frac{\beta_i^*H_i^Tg}{\sqrt{\beta_i^*H_i^Tg}} \quad \text{if } \frac{\beta_i^*}{\sigma_i^2} \leq \sqrt{P_i};\]
\[\text{with } \beta_i \text{ and } P_i \text{ being defined by equation (69) in the appendix.} \]

**Proof:** See appendix [G] [1]

Note that the closed form solution in theorem [5] neither requires matrix decomposition or solving linear equations(matrix inversion) nor depends on numerical solver. Thus iteratively solving \((P1^i)\) is easy for implementation and has very low computation cost. Comparatively the one-shot method to solve \((P1^i)\) depends on numerical solvers(like CVX) which are in fact iterative-based(interior point method) solvers and each iteration performs matrix decomposition and solving linear equations.

To start the bisection search, the latest SNR can serve as a lower bound for \(\text{opt}(P1^i)\). By equation (66) it can be shown that an upper bound for \(\text{opt}(P1^i)\) is given as
\[d_i^{-1}\left(\|H_i^Tg\|_2^2P_i\lambda_{\min}^{-1}(C_i)+2\|q_i\|_2P_i\lambda_{\min}^{-\frac{1}{2}}(C_i)+c_i\right). \quad (41)\]

Note that the above upper bound can be much tighter than the one given in (34) since it utilizes the knowledge of \(\{F_j\}_{j \neq i}\).

From the above discussion, we can utilize multiple block coordinate ascent method to solve the original SNR problem \((P0)\). For each update we optimize one separate sensor’s precoder or the FC receiver. For the \(i\)-th sensor, if \(K_i > 1\), its beamformer can be updated by the one-shot SDR-rank-reduction method. Otherwise theorem [5] can be invoked. This is summarized in algorithm [3]

**Algorithm 3: Multiple-Block Coordinate Ascent Method to solve \((P0)\)**

1 **Initialization:** Randomly generate nonzero feasible \(\{F_i(0)\}_{i=1}^L\) such that \(g(0)\) obtained by (8) is nonzero;
2 **repeat**
3 \[\text{for } i = 1, \cdots, L; \] do
4 \[\text{if } K_i > 1 \text{ then} \quad \] Solve \((P7^i)\) then perform rank-reduction by theorem 2.2 in [14]; update \(F_i\);
5 \[\text{else} \quad \] Set \(bd_i\) as current SNR; obtain \(bd_u\) by (41);
6 **repeat**
7 \[\text{if } \text{opt}(P8_{i}^k) \leq 0 \text{ then} \] Set \(\alpha = (bd_u + bd_i)/2; \quad \) Solve \((P8_{i}^k)\) by theorem [5];
8 \[\text{else} \quad \] if \(bd_i \geq \alpha \) then
9 \[\text{else} \quad \] \(bd_u = \alpha; \quad \)
10 **end**
11 until \((bd_u - bd_i)\) is small enough;
12 **end**
13 Solve \((P8_{i}^k)\) by theorem [5] update \(F_i\);
14 **end**
15 **end**
16 Update \(g\) by theorem [1];
17 **end**
18 **until** increase of SNR is small enough or predefined number of iterations is reached;

Although the multiple BCA method generates monotonically increasing SNR sequence, it is hard to prove that the limit points of its solution sequence guarantee to converge to stationary points of \((P0)\). Numerical results in section [VI] show that multiple BCA algorithm usually has a very satisfying convergence behaviors.

By primal-dual inter point method [24], the complexity of each outer-layer iteration of multiple BCA for homogeneous wireless sensor network is \(O(LK^{1.5}N^{3.5}+LM^{3})\). Particularly for homogeneous network with \(K = 1\), the complexity becomes \(O(LM^{3})\) with the help of theorem [5].

**VI. Numerical Results**

In this section, numerical results are presented to testify the proposed algorithms’ performance. In our experiments, the observation noise at each sensor is colored, which has a covariance
\[\Sigma_i = \sigma_i^2\Sigma_0, \quad i \in \{1, \cdots, L\}, \quad (42)\]
where the $K_i \times K_i$ matrix $\Sigma_0$ has the Toeplitz structure

$$
\Sigma_0 = \begin{bmatrix}
1 & \rho & & \\
\rho & 1 & \rho & \\
& \ddots & \ddots & \ddots \\
& & \rho & 1
\end{bmatrix}
$$

The parameter $\rho$ is set to 0.5 for all sensors in the following experiments. Here we define the observation signal to noise ratio at the $i$-th sensor as $\text{SNR}_i = \sigma_i^{-2}$ and the channel signal to noise ratio as $\text{SNR} = \sigma_0^{-2}$.

In figure 2 and 3 the average SNR obtained at the FC are plotted. It is assumed that the sensor network has 5 sensors and FC has 4 antennas. We set $N_1 = 3, N_2 = 4, N_3 = 5, N_4 = 4, N_5 = 5, K_1 = 3, K_2 = 4, K_3 = 5, K_4 = 6, K_5 = 6$ and $P_1 = 0.2, P_2 = 0.2, P_3 = 0.3, P_4 = 0.2, P_5 = 0.3$. For each fixed channel SNR level, 50 random channel realizations are generated with each element of channel matrix follows circularly symmetric complex Gaussian distribution with zero mean and covariance 2. With channel SNR and channel matrices given, the proposed algorithms are performed starting from one common random initial. The obtained average SNR is plotted in figure 2 and 3. The obtained average SNR of SDR based and SOCP based 2BCA algorithms are plotted in figure 2 with respect to different outer iterations. The curve associated with random initials actually represents the performance of random feasible linear transmitters. From figure 2 it is observed that optimized SNR converges in 10 outer-iterations on average. These two algorithms have identical average convergence performance, this will also be verified by figure 3. The average SNR performance obtained by multiple BCA algorithm is presented in figure 3 where SDR based 2BCA algorithm serves as a benchmark. Multiple BCA algorithm presents identical average SNR performance with the other 2 block algorithms.

In figure 4 and 5 the impact of different initial points to the algorithms are examined. The system setup is identical with the experiment in figure 2 and 3. We set the channel SNR as 2dB and fix the channel matrices with one specific random realization. The three proposed algorithms are started from 10 different random initials and each SNR itinerary with respect to number of outer-layer iterations is plotted in figure 4 and 5 where the itineraries of SDR based 2BCA algorithm serve as benchmarks. From figure 4 it can be seen that the two 2BCA algorithms have almost identical SNR itineraries. Comparatively, multiple BCA algorithm’s itineraries are usually very different but finally it will converge to identical value. Figures 4 and 5 reflect the fact that: the proposed three algorithms are initial-insensitive; they finally converge to identical SNR value; and usually 30 iterations are sufficient for these proposed algorithms to converge.

Next we present numerical results for complexity. Still we take homogeneous wireless sensor network as example. $N$ and $M$ denote the number of antennas for each sensor or sensor cluster and FC respectively and take modest values within several tens. Comparatively the number of sensors or sensor clusters can be large, and one cluster can have numerous sensors. So we focus on the impact of $L$ and $K$ on the complexity. Figure 6 and 7 represent the complexity for each outer-layer iteration for proposed algorithms with respect to $K$ and $L$ respectively. Generally SDR based 2BCA algorithm has higher complexity than the other two. The SOCP based algorithm has lowest complexity for large $K$ with small $L$ and multiple BCA algorithm has the lowest complexity for large $L$.

In the following the average execution time of proposed algorithms using MATLAB with the standard toolbox CVX
v2.1 on the same computer are presented in table I and II. The multiple BCA algorithm requires much lower time for networks with large $L$ and SOCP based 2BCA algorithm is more efficient for large $K$ and small $L$. Although the complexity of SDR-based 2BCA algorithm increases drastically with the increase of $K$, $N$, and $L$ in general, it can still be useful in specific scenarios. Note that when the size of wireless sensor network is small, the execution time of SDR based 2BCA algorithm mainly comes from random samples generation and rescaling. In the case where parallel computation is available, this procedure can requires very little time and thus competitive to the other two algorithms.

VII. CONCLUSION

This paper considers the joint transceiver design problem in cluster based wireless sensor network. To maximize the output SNR at the fusion center, the difficult original problem is decomposed into two or more subproblems and solution to each subproblem is obtained. Convergence and complexity are carefully examined. Extensive numerical results show that the proposed algorithms provide equivalently good SNR values while have different efficiency characteristics and suitable for various system settings. As an extension of current problem, robust design and decentralized algorithms are desirable and meaningful for future study.
Since it is assumed that 

\[
\sum_{i=1}^{L} D_i = 2
\]

By taking the supremum of Lagrangian function with respect to \( Y \gg 0 \) and \( \nu \geq 0 \), the dual function is obtained as

\[
g(\lambda, \{\mu_i\}_{i=1}^{L}) = \sup_{Y \gg 0, \nu \geq 0} \mathcal{L}(Y, \nu, \lambda, \{\mu_i\}_{i=1}^{L}) = \lambda
\]

with the conditions \( [A - \lambda B - \sum_{i=1}^{L} \mu_i D_i] \ll 0 \) and \( (-c_0 \lambda + \sum_{i=1}^{L} P_i \mu_i) \nu + \lambda \) satisfied. So the dual problem of (P3) can be given as

\[
(D_3): \min_{\lambda, \{\mu_i\}_{i=1}^{L}} \lambda
\]

s.t. \( \lambda B + \sum_{i=1}^{L} \mu_i D_i \geq A \), \( c_0 \lambda \geq \sum_{i=1}^{L} P_i \mu_i \), \( \mu_i \geq 0, i = 1, \cdots, L \).

Next we prove that (D3) is solvable. To do this it is sufficient to show that there exists a real value \( \gamma \) such that the level set \( \{\lambda, \{\mu_i\}_{i=1}^{L} | \lambda \leq \gamma, \{\mu_i\}_{i=1}^{L} \in \text{dom}(D3)\} \) is nonempty and bounded, where \( \text{dom}(D3) \) means feasible region of (D3). Here we choose \( \hat{\mu}_i = \lambda_{\max}(A) / \lambda_{\min}(C_i) \) for \( i = 1, \cdots, L \), where \( \lambda_{\max}(\cdot) \) and \( \lambda_{\min}(\cdot) \) represent the maximal and minimal eigenvalue of a matrix respectively. Set \( \tilde{\lambda} = c_0 (\sum_{i=1}^{L} \hat{\mu}_i P_i) \). By definition the constraints (46c) and (46d) are satisfied by \( \{\hat{\mu}_i\}_{i=1}^{L} \). Since \( B \geq 0 \) and \( \lambda \geq 0 \),

\[
\tilde{\lambda} B + \sum_{i=1}^{L} \hat{\mu}_i D_i \geq \sum_{i=1}^{L} \hat{\mu}_i D_i = \text{Diag}\{\hat{\mu}_1 C_1, \cdots, \hat{\mu}_L C_L\} \geq \lambda_{\max}(A) I_{\sum_{i=1}^{L} N_i} \geq A.
\]

Thus constraint (46d) is also satisfied by \( \{\hat{\mu}_i\}_{i=1}^{L} \). Set \( \tilde{\gamma} = \hat{\gamma} \). Combination of \( \gamma \leq \tilde{\gamma} \) and the constraint (46c) guarantees that \( \lambda \) and all \( \mu_i \)'s are bounded. So we conclude that the level set \( \{\lambda, \{\mu_i\}_{i=1}^{L} | \lambda \leq \tilde{\gamma}, \{\mu_i\}_{i=1}^{L} \in \text{dom}(D3)\} \) is nonempty and bounded. Invoking Weierstrass’ theorem proposition 3.2.1-(2) in [18], (D3) is solvable.

B. Proof of Lemma 2

Proof: First we prove that (P3) is solvable. By (21b) we have \( 0 \leq \nu \leq c_0^{-1} \), so \( \nu \) is bounded. Combining (21c) we readily obtain \( \text{Tr}(D_i Y) \leq P_i \nu \leq P_i / c_0, i \in \{1, \cdots, L\} \), which implies \( \text{Tr}(\sum_{i=1}^{L} D_i Y) \leq \sum_{i=1}^{L} P_i / c_0 \). Since \( \sum_{i=1}^{L} D_i = \text{Diag}\{C_1, \cdots, C_L\} \geq 0 \), this means \( Y \) is bounded. So the feasible region of (P3) is bounded. Obviously the feasible region of \((Y, \nu)\) is also closed. So (P3) has compact feasible region. Since the objective \( \text{Tr}\{AY\} \) always takes finite values on the whole feasible region, by Weierstrass’ theorem proposition 3.2.1-(1) in [18], (P3) is solvable.

C. Proof of Lemma 3

Proof: Recalling the definition of \( A_{ij} \) in (18b) and utilizing the identity \((AB) \otimes (CD) = (A \otimes C)(B \otimes D)\)
By Cauchy-Schwarz inequality the numerator is bounded as
\[ \lambda_{\min}(C_i) \| f_i \|^2 \leq f^H C_i f_i \leq P_i, \]
which implies
\[ \| f_i \|^2 \leq \sqrt{\frac{P_i}{\lambda_{\min}(C_i)}}, \quad i = 1, \ldots, L. \]

By Cauchy-Schwarz inequality the numerator \( f^H A f \) of SNR is bounded as
\[ f^H A f = \left| a^H f \right|^2 \leq \sum_{i=1}^L \left| f_i^H (1_{K_i} \otimes H^H \mathbf{g}) \right|^2 \]
\[ \leq \sum_{i=1}^L \| f_i \|^2 \left\| 1_{K_i} \otimes H^H \mathbf{g} \right\|^2 \]
\[ = \left( \sum_{i=1}^L \sqrt{\frac{P_i}{\lambda_{\min}(C_i)}} K_i \| H^H \mathbf{g} \|_2 \right)^2, \]
where the above first inequality utilizes lemma \( \mathbf{1} \). Combining the fact that \( f^H B f + c_0 \geq c_0 \), the upper bound in the lemma is proved.

E. Proof of Theorem \( \mathbf{3} \)

Proof: Since each update of \( \{ F_i \}_{i=1}^L \) or \( g \) is obtained by solving a maximization problem, SNR monotonically increases. At the time we note that SNR is bounded. In fact since the SNR is invariant to scaling of \( g \) we can assume that \( \| g \|_2 = 1 \). According to \( \mathbf{57} \) in the proof of lemma \( \mathbf{2} \) \( F_i \) is bounded for all \( i = 1, \ldots, L \). Thus the numerator of SNR is bounded above and the denominator of SNR is bounded away from zero, so SNR should be bounded. Consequently the objective value sequence by algorithms \( \mathbf{1} \) or \( \mathbf{2} \) converges since it is monotonically increasing and bounded.

Since \( \{ F_i \}_{i=1}^L \) are bounded, by Bolzano-Weierstrass theorem \( \mathbf{20} \) there exists a sequence \( \{ j_k \}_{k=1}^\infty \) such that \( \{ (F_{j_k})_L \}_{i=1}^\infty \) converges. Since \( g^{(j_k)} \) is updated by \( \mathbf{3} \) which is a continuous function of \( \{ (F_{j_k})_L \}_{i=1}^\infty \), thus the sequence \( \{ (F_{j_k})_L \}_{i=1}^\infty \) also converges. The existence of limit points of the solution sequence is proved.

The feasible region of \( P_0 \) is a Cartesian product \( \mathcal{X}_1 \times \mathcal{X}_2 \) with \( \mathcal{X}_1 \triangleq \{ \{ F_{j_k} \}^L_{i=1} \}_{i=1}^{\infty} \) is satisfied for \( i = 1, \ldots, L \) and \( \mathcal{X}_2 \triangleq \mathbb{C}^{M \times 1} \setminus \{ 0 \} \). Corollary 2 in \( \mathbf{19} \) states that any limit point of solution sequence generated by 2-block coordinate ascent method is stationary. It should be noted that this conclusion is obtained under the assumption that the objective function is continuously differentiable on feasible region and each block feasible region(each term in the Cartesian product) is nonempty, closed and convex set. Unfortunately the problem \( P_0 \) does not satisfy this assumption since \( \mathcal{X}_2 \) is nonconvex and not closed. In the following we will show that conclusion in \( \mathbf{19} \) still applies to our problem after appropriately adjusting its argument.

First we assert that the solution sequence always has nonzero \( g \), i.e. \( g^{(k)} \neq 0 \) for all \( k = 0, 1, \cdots \). Since algorithms \( \mathbf{1} \) or \( \mathbf{2} \) starts from \( \{ (F^{(0)}_i)_{L=1}^L, g^{(0)} \} \) with \( g^{(0)} \neq 0 \), the assertion holds for \( k = 0 \) and SNR\( (F^{(0)}_i)_{L=1}^L, g^{(0)} \) > 0. Assume that \( m \geq 1 \) is the smallest integer such that \( g^{(m)} = 0 \), then according to \( \mathbf{5} \) \( (\sum_{i=1}^L H F^{(m)}_i 1_{K_i}) \) = 0. Notice \( g^{(m+1)} \neq 0 \). By \( \mathbf{6} \) this readily implies SNR\( (F^{(m)}_i)_{L=1}^L, g^{(m+1)} \) = 0 < SNR\( (F^{(0)}_i)_{L=1}^L, g^{(0)} \), which contradicts the increasing monotonicity of SNR.

Next we assert that any limit point \( \{ (F_{i})_{i=1}^L, g \} \) of solution sequence has nonzero \( g \). By contradiction we assume that the subsequence \( \{ (F_{i})_{i=1}^L, g^{(j_k)} \} \}_{k=1}^\infty \) converges to \( \{ (F_{i})_{i=1}^L, g \} \) with \( g = 0 \). Then by \( \mathbf{5} \) \( (\sum_{i=1}^L H F^{(j_k)}_i 1_{K_i}) \) = 0. By rescaling each \( g^{(j_k)} \) to \( g^{(j_k)} \) such that \( \| g^{(j_k)} \|_2 = 1 \) for all \( k = 1, 2, \cdots \), we actually construct another solution sequence which is also generated by 2-block coordinate ascent method, since scaling of \( g \) does not change the SNR value. Now for this new solution sequence \( \{ (F_{i})_{i=1}^L, g^{(j_k)} \} \}_{k=1}^\infty \), since \( (\sum_{i=1}^L H F^{(j_k)}_i 1_{K_i}) \) → 0 while \( (g^{(j_k)}) \) → 0, the SNR is bounded away from zero, we have SNR\( (F_{i})_{i=1}^L, g^{(j_k)} \) → 0, which again contradicts the increasing monotonicity of SNR sequence.

In \( \mathbf{19} \) the closedness assumption of \( \mathcal{X}_2 \) is implicitly
invoked in its proposition 2 to ensure that any limit point of solution sequence is feasible. Through the above proof we can see that this result holds true thus proposition 2 in [19] applies to our problem.

The convexity assumption of $X_2$ is explicitly utilized in [19] in its proof of proposition 3. Here we identify the notations $i, x_{i+1}, X_{i+1}$ and $w(k, i)$ used in the original proof of proposition 3 in [19] as 1, $g$, $X_2$ and $\{F_i^{(k+1)}\}_{i=1}^{L}$ respectively in our case.

According to the proof in [19], we can find a descent direction $d_i^{(k)} = \hat{g} - g^{(k)}$ with $\hat{g} \in X_2$ and

$$\nabla g^{(k)} \cdot \text{SRN}\{\{F_i^{(k+1)}\}_{i=1}^{L}, g^{(k)}\}^T (\hat{g} - g^{(k)}) < 0. \quad (61)$$

(61) corresponds to the inequality $\nabla f(k) \cdot d_i^{(k)} < 0$ in the original proof of proposition 3 in [19], which lies under equation (11) and is not labeled with number). Then by Armijo-type line search we can update $g^{(k)}$ with $g^{(k)} + \alpha_2 d_i^{(k)}$, where $d_i^{(k)} \in X_2$ and $\alpha_2 \in [0, 1]$. The convexity of $X_2$ in [19] guarantees that $g^{(k)} + \alpha_2 d_i^{(k)} \in X_2$. Now we show that the fact $g^{(k)} + \alpha_2 d_i^{(k)} \in X_2$ still holds for our problem although our $X_2$ is nonconvex. By contradiction assume that $g^{(k)} + \alpha_2 d_i^{(k)} \notin X_2$, i.e.

$$g^{(k)} + \alpha_2 d_i^{(k)} = 0. \quad (62)$$

This is actually impossible. By substituting $d_i^{(k)} = \hat{g} - g^{(k)}$ into (62) we have

$$\alpha_2 = (\alpha_2 - 1) g^{(k)} \quad (63)$$

As a result of Armijo-type line search algorithm (refer to (3) and proposition 1 in [19]), $(\alpha_2 - 1) \in [0, 1]$. If $\alpha_2 = 1$, then $\hat{g} = 0$, which contradicts the fact $\hat{g} \in X_2$. If $\alpha_2 < 1$, then $\hat{g} = \frac{(\alpha_2 - 1) g^{(k)}}{\alpha_2}$. This is also impossible since since SNR is invariant to scaling of $g$ and thus $\nabla g^{(k)} \cdot \text{SRN}\{\{F_i^{(k+1)}\}_{i=1}^{L}, g^{(k)}\}^T (\hat{g} - g^{(k)}) = 0$, which contradicts the fact (61). Thus the proposition 3 in [19] also stands for our problem.

As a direct implication of proposition 2 and 3, the corollary 2 in [19] holds true and thus any limit point provided by algorithm 1 or 2 is stationary point of (P0).

F. Proof of Theorem 4

**Proof:** Since the problem (P8n) is a quadratic problem with one quadratic constraint and is obviously strictly feasible, the result of Appendix B.1 in [22] is valid to invoke, which states that (P8n) has the following relaxation

$$\begin{align*}
\min_{X, x} & \quad \text{Tr}\{[\alpha A_i - \sigma_i X] - 2 \text{Re}(q_i h_i x)\} + (\alpha d_i - c_i), \\
\text{s.t.} & \quad \text{Tr}\{C_i X\} - P_i \leq 0, \\
& \quad \begin{bmatrix} X & x \\ x' & 1 \end{bmatrix} \succeq 0.
\end{align*} \quad (64a)$$

(64b)

$$\begin{align*}
\text{with } \text{opt}\{\text{P9}_n\} = \text{opt}\{\text{P8}_n\}. \quad \text{We replace the variables } (X, x) \text{ in } (\text{P9}_n) \text{ by one matrix variable } \tilde{X} \text{ and rewrite it into a SDP form}
\end{align*}$$

$$\begin{align*}
\min_{\tilde{X}} & \quad \text{Tr}\{P_1 \tilde{X}\}, \\
\text{s.t.} & \quad \text{Tr}\{P_2 \tilde{X}\} \leq P_t, \\
& \quad \text{Tr}\{P_3 \tilde{X}\} = 1,
\end{align*} \quad (65a)$$

with the parameter matrices being defined as

$$\begin{align*}
P_1 = \left[ \begin{array}{ccc} \alpha B_i - A_i & -q_i & -q_i \\ -q_i & -q_i & -q_i \\ -q_i & -q_i & -q_i \end{array} \right], P_2 = \left[ \begin{array}{ccc} C_i & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right], P_3 = \left[ \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right].
\end{align*}$$

Since $C_i > 0$, the feasible set of (P10n) is bounded. Obviously the objective of (P10n) takes finite value over the feasible set, so (P10n) is solvable by Weierstrass theorem (proposition 3.2.1-(1) in [18]).

Assume that $\tilde{X}^*$ is one optimal solution. Obviously $\tilde{X}^*$ is non-zero(otherwise constraint $P_3 \tilde{X}^* = 1$ would fail). Since $\tilde{X}^*$ has dimension $K_i N_i + 1 \geq 3$, evoking theorem 2.2 of [14], we can obtain a vector $\tilde{x}$ such that $\text{Tr}\{P_1 \tilde{x} \tilde{x}'\} = \text{Tr}\{P_2 \tilde{x} \tilde{x}'\}$ for $j = 1, 2, 3$. Denote $\tilde{x} = [\tilde{x}_1', \tilde{x}_2']$. Notice that $\tilde{x}_2$ is non-zero(otherwise the constraint $\text{Tr}\{P_3 \tilde{x} \tilde{x}'\} = |\tilde{x}_2|^2 = 1$ would fail). Define $\tilde{x} = [\tilde{x}_1', \tilde{x}_2']$, it is easy to check that

$$\begin{align*}
f_0(\tilde{x}_1) &= \text{Tr}\{P_1 \tilde{x} \tilde{x}'\} = \text{Tr}\{P_2 \tilde{x} \tilde{x}'\} = \text{Tr}\{P_2 \tilde{x} \tilde{x}'\}, \\
f_1(\tilde{x}_1) &= \text{Tr}\{P_1 \tilde{x} \tilde{x}'\} = \text{Tr}\{P_2 \tilde{x} \tilde{x}'\} = \text{Tr}\{P_2 \tilde{x} \tilde{x}'\} \leq P_t.
\end{align*}$$

where $f_0(\cdot)$ denotes the objective function of (P8n) and $f_1(\cdot) = \tilde{x}_1'^T H C \tilde{x}_1$. The above two equations imply that $\tilde{x}_1/\tilde{x}_2$ is an optimal solution to (P8n) since which gives optimal value opt(P10n) and is feasible.

G. Proof of Theorem 5

**Proof:** When $K_i = 1$, the covariance matrices $\Sigma_s$ and $\{\Sigma_i\}_{i=1}^{L}$ become scalars $\sigma_i^2$ and $\{\sigma_i^2\}_{i=1}^{L}$ respectively and we have

$$\begin{align*}
A_i &= H_i^T g g^T H_i, \\
B_i &= \sigma_i^2 H_i^T g g^T H_i, \\
C_i &= (\sigma_i^2 + \sigma_j^2) I_{N_i}, \\
A_j &= I_{K_j} \otimes (H_i^T g g^T H_i), \\
B_j &= \sigma_i^2 I_{K_j} \otimes g^T H_j, \\
q_i &= \sum_{j \neq i} A_{ij} f_j = H_i^T g \left( \sum_{j \neq i} \left( I_{K_j} \otimes g^T H_j \right) f_j \right), \\
q_j &= \sum_{j \neq i} A_{ij} f_j = H_i^T g \left( \sum_{j \neq i} \left( I_{K_j} \otimes g^T H_j \right) f_j \right) = \sum_{j \neq i} A_{ij} f_j.
\end{align*}$$

(68a)

(68b)

(68c)

(68d)

(68e)

(68f)

(68g)

(68h)

(68i)

(68j)

(68k)

(68l)

(68m)

Now the following discussion, we introduce the notations

$$\begin{align*}
\beta_i \triangleq \sum_{j \neq i} f_j^T \left( I_{K_j} \otimes H_j^T g \right) f_j, \quad P_i \triangleq \frac{P_i}{\sigma_i^2 + \sigma_j^2}.
\end{align*}$$

(69)

Then the problem (P8n) in (40) is expressed as

$$\begin{align*}
\min_{f_i} & \quad \left( \alpha \sigma_i^2 - 1 \right) f_i^T H_i^T g g^T H_i f_i - 2 \text{Re}\{\beta_i g^T H_i f_i\} + (\alpha d_i - c_i), \\
\text{s.t.} & \quad ||f_i||^2 \leq P_i.
\end{align*}$$

(70a)

(70b)
The key observation is that the quadratic matrix $H_i^H g g^H H_i$ in the objective function has rank one and thus an eigenvalue decomposition as follows
\[ H_i^H g g^H H_i = U \begin{bmatrix} g^H H_i H_i^H & 0 \end{bmatrix} U^H, \] (71)
with $U \triangleq [u_1, u_2, \ldots, u_{N_i}]$ being eigenvectors of $H_i^H g g^H H_i$. The first eigenvector $u_1$ corresponds to the unique nonzero eigenvalue and the other eigenvectors span the null space of $H_i^H g g^H H_i$. In other words, we have
\[ u_1 = \frac{H_i^H g}{\|H_i^H g\|_2}, \quad u_j^H H_i^H g = 0, \quad j = \{2, \ldots, N_i\}. \] (72)
Since $\{u_j\}_{j=1}^{N_i}$ is an orthonormal basis, $f_i$ can be represented as $f_i = \sum_{j=1}^{N_i} \alpha_j u_j$ with vector $\tau_j$ being the coordinates in terms of basis $\{u_j\}_{j=1}^{N_i}$.

By (72) the objective of (P11) is independent of $\{\tau_j\}_{j=2}^{N_i}$. To save power, we should set all $\{\tau_j\}_{j=2}^{N_i}$ as zero, which means $f_i = \tau_1 \frac{H_i^H g}{\|H_i^H g\|_2}$. Thus, the problem (P11) boils down to the following problem with respect to one complex scalar $\tau_1$
\[
(P12)_{\alpha_1} : \min_{\tau_1} \frac{g(\tau_2)}{\|H_i^H g\|_2^2} \left| \tau_1 \right|^2 + 2\left| \|H_i^H g\|_2 \beta_1 \right|^2 + \omega \left( \beta_1 \right), \quad \text{s.t.} \left| \tau_1 \right|^2 \leq \bar{P}_i. \]

Based on the sign of $\left( \sigma_2^2 - \alpha \right)$, the problem (P12) can be tackled in the following three cases:

**CASE (I):** $\alpha = \sigma_2^2$. In this case, the objective function in (P12) degenerates to an affine function
\[ g(\tau_1) = -2\sigma_2^2 \|H_i^H g\|_2^2 \beta_1 + (\alpha d_i - c_i). \] (74)
By the Cauchy-Schwarz inequality, the optimal $\tau_1^* \text{ and } \min$ objective is obtained as
\[ \tau_1^* = \frac{\bar{P}_i \beta_1}{|\beta_1|}; \quad g(\tau_1^*) = -2\sigma_2^2 \|H_i^H g\|_2^2 |\beta_1| \sqrt{\bar{P}_i} + (\alpha d_i - c_i); \] (75)
When $\alpha \neq \sigma_2^2$ by denoting
\[ \zeta_i = (\alpha d_i - c_i) - \frac{|\beta_1|^2}{\sigma_1^2 - 1}, \] (76)
the objective function is equivalently written as
\[ g(\tau_1) = (\alpha \sigma_2^2 - 1) \|H_i^H g\|_2^2 \left( \frac{\beta_1}{\|H_i^H g\|_2 \sigma_1^2 - 1} \right)^2 + \zeta_i. \] (77)

**CASE (II):** $\alpha > \sigma_2^2$. To minimize $g(\tau_1)$, $\tau_1$ should be along the direction of $\beta_1^*$. Depending on whether the zero point of the absolute term in (77) satisfies the power constraint, two subcases are examined:

i) If $\frac{|\beta_1|^2}{\|H_i^H g\|_2 (\alpha \sigma_2^2 - 1)} \leq \sqrt{\bar{P}_i}$, the optimum is given as
\[ \tau_1^* = \frac{\beta_1^*}{\|H_i^H g\|_2 (\alpha \sigma_2^2 - 1)}; \quad g(\tau_1^*) = \zeta_i; \] (78)

ii) If $\frac{|\beta_1|^2}{\|H_i^H g\|_2 (\alpha \sigma_2^2 - 1)} > \sqrt{\bar{P}_i}$, the optimum is given as
\[ \tau_1^* = \frac{\bar{P}_i \beta_1^*}{|\beta_1|}; \quad g(\tau_1^*) = (\alpha \sigma_2^2 - 1) \|H_i^H g\|_2^2 \sqrt{\bar{P}_i} - \frac{|\beta_1|^2}{\|H_i^H g\|_2 (\alpha \sigma_2^2 - 1)} \left( \alpha \sigma_2^2 - 1 \right) + \zeta_i. \] (79)

**CASE (III):** $\alpha < \sigma_2^2$. Still $\tau_1$ should be along the direction of $\beta_1^*$, and takes full power. At this time the optimum is literally identical with (79) in the above.

Remember that optimal $f_i^*$ to (P8) is obtained by $f_i^* \triangleq \tau_1^* \frac{H_i^H g}{\|H_i^H g\|_2}$, the proof is complete.
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