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Abstract
The incorporation of Artificial Intelligence algorithms in Intelligent Transportation Systems gives rise to new opportunities for a more sustainable urban mobility. However, one of the main challenges is to decide when and where these techniques should be applied; several options appear, such as cloud computing, fog computing, edge computing, or even edge devices. In this paper, an Internet of Things-based solution for smart traffic management is presented. Using the lightweight Random Early Detection for Vehicles Dynamic mechanism as a basis, we optimize using evolutionary algorithms. Random Early Detection for Vehicles Dynamic can be applied in signaled intersections to proactively detect incipient congestion and set the best cycle and phases of traffic lights. Then, the authors demonstrate that once Random Early Detection for Vehicles Dynamic has been appropriately optimised offline, it can be later used in unknown traffic scenarios without the burden of applying Artificial Intelligence in constrained Internet of Things devices. The performance of this mechanism is widely tested with the SUMO simulation tool. Results show that this improved version, called iREDVD, notably reduces the vehicles’ waiting time, average trip time, fuel consumption, and emission of particles and gaseous pollutants compared with other proposals.

1 | INTRODUCTION

Intelligent Transportation Systems (ITS) are witnessing a paradigm shift in their modus operandi. Intelligence, understood as the capability of a system to assist, manage, and make decisions to improve key performance metrics, is entering a new reality. One of the reasons lies in prompt advances in traffic data acquisition [1]. This increasing amount of available data allows better and more responsible use of resources. And the origin of these data is vast. Still, in general, we can affirm that either from sensor devices or from Road Side Units (RSU), in-vehicle communication, Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I), Vehicle-to-Everything (V2X), etc. is being transformed thanks to IoT devices. These IoT devices can be embedded in practically any system or device, offering the ability to communicate, provide information, or automate tasks. Besides, these IoT devices have low energy consumption, which allows them to be integrated into battery-powered devices, thus extending their useful life.

Traffic management, as a part of traffic control, represents a relevant segment of the studies carried out in ITS. The Panel on Future Directions in Control, Dynamics, and Systems identified in [2] several challenges for control systems with a straightforward application in ITS: the notion of operating in a distributed system and the need for coordination and autonomy. Currently, ITS are distributed by nature; hence an effort is needed to visualize the system as such [3]. A distributed system is usually defined as a set of independent computing elements whose hardware and software components communicate and coordinate their actions only through passing messages, appearing to the final user as a whole system (transparency). Among others, design challenges in distributed systems include performance, robustness, and reliability, with emphasis on achieving these features in the context of communication within ITS. Regarding coordination and autonomy, Murray et al. explain in [2] that the study and development of robust control systems require more elaboration in order to realize higher level decision-making systems. The benefits of such decisions are enormous: to enhance
the efficiency of the vehicle transportation system by improving safety, reducing pollution (particle and noise), decreasing fuel consumption, and increasing service quality (e.g. with shorter vehicles’ travel and waiting times). For instance, according to the National Highway Traffic Safety Administration data [4], incorrect driver decisions account for 33% of accidents, being driver recognition the top one reason (41%). These figures are expected to be significantly reduced with proper processing of collected data, and an adequate system-intelligence applied.

For intelligent and autonomous traffic light control at intersections, researchers have explored a wide range of approaches. The general methods that have been used to create smart, autonomous control systems for signaled intersections have been diverse, such as fuzzy logic [5–7], reservation and market-based system [8–10], neural networks [11–13], reinforcement learning [14–18], and swarm intelligence and evolutionary computation [19–21].

The main problem with most of these algorithms is that they are complex to run in real-time on IoT devices, demanding the resources of cloud computing [22]. But with the rise of Smart Cities, autonomous cars, 5G, and ITS, using the advantages offered by IoT (integration, embedded, speed, simplicity, etc.) can be a definite advantage for the development of intelligent traffic light control systems. In this paper, we face the problem of combining IoT with intelligent algorithms. Random Early Detection for Vehicles Dynamic (REDVD) is a very simple and efficient mechanism that optimizes the phases and cycles of traffic lights in signaled intersections [23]. However, REDVD outperforms other mechanisms in a stand-alone intersection, it does not behave as expected in more complex scenarios. The reason lies in the number of configuration parameters that influence its performance. Therefore, we propose to use an evolutionary algorithm (EA) to obtain the best parameter configuration of REDVD. Then, the performance of this new enhanced version, called improved REDVD (iREDVD), is tested under complex and previously-unknown traffic scenarios. The Key Performance Indicators (KPI) used in this study are: waiting time, trip time, travel speed, emissions (specifically, CO, CO2, HC, PMx, and NOx), and fuel consumption. In the light of our outcomes, iREDVD is a light-by-design method that can be deployed in IoT devices and outperforms not only REDVD but also other well-known traffic management methods in all the KPI under study.

The rest of the paper is organised as follows. In Section 2, we briefly summarise the state of the art. Section 3 describes our proposal. In Section 4, the optimization process is detailed. The methodology followed for the performance evaluation is explained in Section 5. In Section 6, we show and discuss the obtained results. The paper ends summarising the most important outcomes.

## 2 RELATED WORKS

Within evolutionary computation, there are two main branches. First, we have those that use genetic algorithms (GAs) to represent the phases and timing of traffic lights as a set of chromosomes and perform optimisation directly on these chromosomes (could also be included within the fuzzy logic). Second, we have those that use GA as an optimisation algorithm to optimise a traffic light control system with a large number of parameters, which is unfeasible to optimise otherwise. The main advantage of these algorithms is that they are light to run but require a large computational load for training or for adjusting their parameters. However, this disadvantage can be mitigated by working in the cloud during a training phase and updating the algorithm easily once finished.

Within the first group, it stands out the work carried out by Sánchez et al. [24], where GA is used to encode a fuzzy logic controller in the chromosomes and find the optimal parameters according to the number of cars waiting. Also, similar works on optimising traffic light timings using GA are presented in [21], [25]. An approach linking GAs with device communication (D2D) can be found in [26]. This D2D approach is used to collect information from sensors and actuators, as well as to try to reduce the response time.

Concerning the second group, it is within this one that our work is encompassed, since we use a GA to optimise the traffic light control algorithm. The advantage of this method is that it allows us to shift the complexity of the search for the parameters of the control algorithm to a training scenario. This allows us to adapt the control algorithm to numerous scenarios and changes in the environment and act in advance to planned changes to be able to study the scenario beforehand. Other works use optimisation algorithms similar to GAs, such as ant colony optimization (ACO) algorithms. An ACO algorithm is a probabilistic technique for solving computational problems that can be reduced to find good paths through graphs. Within this category, the work done by Abdul Rehman et al. [27] and Kponyo Jerry et al. [28] stand out, where both solve the traffic congestion problem applying ACO.

Differing from previous works in the existing literature, our work focuses on optimising an adaptive traffic light control algorithm known as REDVD by means of a GA. Our improved version of this algorithm is called iREDVD. The novelty lies in the use of GAs for the optimisation process, facilitating the task of setting the best values for the numerous configuration parameters that the algorithm has. To the best of our knowledge, whereas most works from the related literature include GAs in traffic management procedures themselves, we only use it as an offline step. Then, we demonstrate that once the parameters are set, iREDVD works successfully under unknown traffic scenarios keeping its lightness feature and without the burden of AI. Therefore, it is possible to use it in IoT devices.

## 3 RANDOM EARLY DETECTION FOR VEHICLES

As seen in the previous section, there are several approaches to traffic light controlled intersection control algorithms. In this section, we will show the basis of the ITS proposed in [23], namely REDVD, which serves as the basis for this work.
The operating principle of REDVD is the Random Early Detection (RED) [29] algorithm, used for congestion control in communications networks. RED is a congestion control technique extensively used in packet-switching communication networks. It is used to detect and avoid congestion and delay at an early stage and to improve the throughput rate. RED avoids congestion by randomly discarding packets, depending on the number of packets waiting to be processed in the router. These packets can be dropped if the packet queue to be processed exceeds a certain threshold; the dropping probability increases as the queue size increases. By doing so, congestion can be avoided even before it occurs. For more information about RED, please refer to [29].

Note that the concept of a queue at a router and a queue at a traffic light in a signalled intersection are analogous. As proposed in [23], the analogy with intersections occurs when, instead of discarding packets, we increase the green-time when many vehicles are queuing to cross an intersection. With this, we can get more vehicles crossing the intersection. The first adaptation of RED for traffic control in urban scenarios was introduced in [23] and was called RED for Vehicles (REDV). REDV adapts the RED algorithm to the particularities of vehicles and signalled intersections. The idea was as follows. In REDV, the number of vehicles waiting to cross at each intersection branch is similar to the number of packets queued for processing in a router. Instead of dropping a packet with a certain probability that depends on the number of packets to be processed, what REDV does is to increase or decrease the green time of each intersection branch with a probability that depends on the number of cars waiting to cross. Thus, when there are many cars on a branch, the green time for that branch increases frequently. Otherwise, when there are too few cars waiting to cross, the green time is likely reduced. In any case, the total cycle of the intersection was a fixed value. REDV demonstrated significant performance as an adaptive control system, managing incipient congestion at isolated intersections proactively.

To deal with changes in the traffic flow rate i.e. in the number of vehicles crossing the intersection per unit of time, it was necessary to adapt the total cycle. The idea was to provide long cycles to accommodate a large volume of traffic and short cycles when the volume of traffic was small. Consequently, the same authors introduced in [23] a new version called REDV Dynamic (REDVD). Although the performance in terms of traffic metrics was improved, this adaptation added new adjustable parameters to the configuration, parameters that need to be appropriately tuned for the algorithm’s optimal performance. Table 1 includes all the configuration parameters of REDVD.

These new parameters contribute to higher flexibility in traffic control, being adaptive to continuously changing traffic conditions. However, the process of optimising this large set of parameters is not trivial. Indeed, the values used in [23] for configuring REDVD were obtained empirically. For this reason, one of the goals of this work is to find out the optimal configuration able to offer the best performance in terms of the average waiting time per intersection for each vehicle. This optimisation will be carried out using an EA, more specifically, employing a GA, which is the most popular type of EA. This version optimised by means of a GA is called iREDVD. The entire optimisation process is described in the following section.

### 4 | OPTIMISATION PROCESS

A GA consists of a series of mechanisms inspired by the theory of evolution to optimise a set of parameters within a problem. It allows us to optimise that problem, a priori complicated, using a set of light procedures with a low computation load, which derives in a fast parameter optimisation [30], [31].

The general procedure consists of four phases: initialize population, fitness calculation, selection, and crossover, which form a generation. The overall optimisation process will take as many generations as needed. A population is a set of individuals. The number of genes that each individual contains is determined by the number of parameters to be optimized. In our case, the parameters are included in Table 1. And each gene contains the coded information of each parameter; e.g. in our case, the maxp parameter will be a float number between 0 and 1. As an example, in a problem with six binary parameters to optimise (such as the knapsack problem [32]), an example of population would be the one shown in Figure 1. In this figure, it can be seen a population of four individuals (I1 to I4), each one with six parameters to optimise (P1 to P6), and each of these parameters is coded in binary (0 or 1) in each gene.

For each generation, the best-adapted individuals to the environment are selected so that the next generation individuals contain their genes. The meaning of “better adapted to the

| Parameter | Description |
|-----------|-------------|
| minth     | The minimum threshold of vehicles to increase the green-time phases probabilistically. |
| maxth     | The maximum threshold of vehicles to increase the green-time phases probabilistically. |
| delta     | The increase/decrease of the green-time phase, either because it is above/below the maxth/minth thresholds, respectively or because of a probabilistic increase when it is between these thresholds. |
| min_greentime | The minimum time for a green-time phase. |
| max_greentime | The maximum time for a green-time phase. |
| liminc    | Number of consecutive times the green-time phase must be increased, taking into account both arteries to increase the cycle for all phases. |
| limdec    | Number of consecutive times the green-time phase must be decreased, taking into account both arteries to decrease the cycle for all phases. |
| delta_cycle | The increase/decrease of the cycle for all phases. |
| min_cycle | The minimum cycle for all phases. |
| max_cycle | The maximum cycle for all phases. |
| w_q       | Factor that determines the weight of the historical value versus the current value in the queue length. |
| maxp      | Factor used in RED algorithm. |
environment” is given by the fitness function, which numerically measures how well an individual can adjust to the problem being optimised. For example, in tasks of humanoid robots learning to walk where genes encode the movement of joints and muscles, the fitness function will be the distance travelled, and those individuals who have gone the furthest will be most likely to be selected. Next, we describe the four phases of the general optimisation procedure in detail (see Figure 2).

4.1 | Initialize population

The procedure starts by initialising the population of individuals with random genes (although other approaches can be followed in order to reduce the convergence time [33], [34]). The population’s size is a crucial factor for the correct convergence of the GA because it causes more diversity in the population and ensures that a large amount of the parameter space is being explored.

Nevertheless, there is an important trade-off between the population’s size, genetic diversity, and convergence speed. If the population size is considerable, then we have great genetic diversity by exploring a wide range of the parameter space at random. Still, it will take a long time to get the fitness of all the individuals in the population. The size of the population depends strongly on the problem studied as to cover a considerable range of the parameters, it is necessary to increase the population’s size exponentially. A basic (minimum) recommendation is to have twice more individuals than the parameters studied. Typical population sizes can be between 20 and 100 individuals [30], [35], [36].

4.2 | Fitness calculation

Each individual in the population is evaluated, and its level of fitness is obtained with its parameter settings. For instance, if we are designing a robot that is able to walk, the fitness of each individual would be how far it can walk [37], or in the knapsack problem [32] the adjustment would be the benefit obtained by the objects inside the knapsack that minimize the weight. In our case, it will be the average waiting time per intersection for each vehicle.

4.3 | Selection

Once all the individuals in the population have been evaluated, the next step is to select the subset of individuals that are best-adapted to the environment. There are various mechanisms for selecting the best individuals [38–40] e.g. roulette wheel selection, Boltzmann selection, tournament selection, rank selection, steady-state selection, or Elitism selection, among others. One of the simplest and most effective methods is to select the percentage of individuals who have the highest level of fitness. With this mechanism, the subset of best-adapted individuals to the environment will be obtained in the current generation. These selected individuals are known as parents and will be the ones from whom the children are generated.

The percentage of individuals selected is crucial for the correct functioning of the GA. A very high value will prevent rapid convergence, but a very low value will nevertheless lead to low genetic diversity and a high possibility of converging towards a local minimum. Typical values are between 5% and 10%, depending on the population size [30], [35], [36]. The remaining individuals (children) will be generated from these parents to obtain the total population employing crossover and mutation mechanisms.

Although there are very sophisticated methods for the selection mechanism, it is recommended [41] to use rank selection in the first generations to quickly obtain preliminary results. More sophisticated techniques can be found in [40].

4.4 | Crossover

Crossover is a mechanism by which new individuals (children) are generated from two or more parents’ direct mating. This mechanism is done to obtain children with the genes of those
parents with a good fitness value. The basic operation of this mechanism consists of randomly selecting genes from different parents to generate new children. There are various crossover mechanisms, such as the selection of a single crossover point, the selection of multiple crossover points, or the gene-by-gene combination [42–45]. The mechanism used in this work is the single crossover point due to its simplicity and good results [44]. In this mechanism, a crossing point is selected. Then, from the beginning of the genes to the crossing point is transferred from one parent and the rest is transferred from the second parent.

The crossover rate indicates how often parents are crossed over to get new children, so it controls what percentage of the children are exact copies of the parents and which ones are crossed over. That is, if the crossover rate is 100%, all the children are obtained by crossing the parents. However, if the crossover rate is 0%, all the children are exact copies of the parents. This 0% does not mean that the new generation will be identical to the parents since, after the crossover, the genes of these created children can be mutated. The crossover rate should generally be high, between 80% and 95% [30], [35], [36].

4.5 | Mutation

In order to obtain a high genetic diversity, mutation mechanisms can be applied to a small percentage of genes in the population. This mutation means that the value of each gene can vary randomly with a small probability. The mutation prevents the GA from converging to a local optimum, as it allows other combinations of genes that can achieve better fitness levels to be explored at random [46], [47]. However, this mutation should not occur very often, since then it would become a random search.

The mutation rate indicates how often an individual’s gene will be mutated. If the mutation rate is 0%, the population created after the crossover does not mutate. However, if the mutation rate is 100%, all the offspring’s genes are changed randomly, within a range of change, which depends on the scenario. This margin of change should be less than 20% of the allowed range for each gene [47]. In turn, the mutation rate should remain around 0.1% and 1%, to enable the exploration of a wider space of parameters, obtaining genetic diversity, but without falling into exploring the entire parameter space at random [48], [49]. In addition, it is advisable to decrease the mutation rate, as well as the margin of change of the parameters, as the generations go by, in order to obtain a rapid convergence [30], [35], [36]. Figure 2 shows the general procedure followed by the GA until the convergence condition is satisfied.

For iREDVD, we choose a population size of 256 individuals, 16 selected parents, a crossover rate of 80%, a mutation rate of 0.1%, and up to 20 generations.

5 | MATERIALS, SCENARIOS, AND METHODS

The algorithms under study have been evaluated via computer simulations. All methods were programmed in Python v3.7. To compare the different proposals, these scripts were coupled to the microscopic traffic simulator SUMO [50] v1.0.1 with TraCI (Traffic Control Interface). SUMO is a valuable tool as it allows flexible simulations in customizable scenarios and editable traffic patterns. The CPU used was an Intel Xeon 16 cores @ 2.6GHz. Three scenarios were used in this work, one for training and two for testing. The details of each scenario can be seen in Table 2. These three scenarios share some characteristics and differ in others, which are described in the next subsections.

On the one hand, the training scenario consists of a grid of 4×4 intersections (in total 16 intersections) with 2 lanes for each direction, and a distance between intersections of 300 m (see Figure 3). The vehicle flow rate fluctuated over time, remaining constant for one hour and following the pattern shown in Figure 4 afterward. The low flow rate was 600 vehicles/hour/branch, the medium flow rate 1200 vehicles/hour/branch, and the high flow rate 1600 vehicles/hour/branch. The north (N) and south (S) branches had identical flow rates, and the same applies to the east (E) and west (W) branches. As shown in Figure 4, there are times when the flow rate is symmetric (e.g. hours 0, 1, and 2) and others when is asymmetric (e.g. hours 3, 4, and 5).

On the other hand, the testing scenarios are used to evaluate the performance in new conditions i.e. situations the algorithm has not been trained for. Simulations run in the testing scenarios

| Scenario | Number of intersections | Intersection layout | Distance between intersections | Simulation duration |
|----------|-------------------------|---------------------|-------------------------------|-------------------|
| Test1    | 5                       | 1×5                 | 200m                          | 12h               |
| Test2    | 100                     | 10×10               | 250m                          | 12h               |
use the optimal parameters obtained previously in the training. The test scenario 1 consists of a large avenue of 5 intersections (1×5) separated by 200 m between each intersection, as shown in Figure 5(a). The test scenario 2 consists on a 10×10 Manhattan grid, with a total of 100 intersections, as can be seen in Figure 5(b).

Both test scenarios have the same vehicle flow rate, depicted in Figure 6. The vehicle flow rate is more chaotic than in the training scenario, hence, stressing the different algorithms under study. As depicted in Figure 6, the constant vehicle flow rate stretches are maintained for 15 min, and the low, medium, and high flow rates are 700, 1000, and 1800 vehicles/hour/branch, respectively. With these test scenarios, we check that iREDVD algorithm is not overfitted to the training scenario.

In all scenarios, the selected vehicle distribution was based on the fleet of vehicles of the city of Madrid (Spain) [51]. This distribution can be seen in Table 3. Also, in order to obtain both fuel consumption and pollutant emissions from vehicles, the pollution model used was the HBEFA [52]. HBEFA is an emission factor database for road vehicles and provides emission factors (hot start, cold start, evaporation) for all regulated and important unregulated air pollutants as well as for fuel consumption.

Similarly, each intersection had four traffic lights that control each branch of the intersection (North, South, East, West) in all scenarios. Each intersection had two lanes on each branch. An example of an intersection is depicted in Figure 7. For simplicity, only the straight forward and the right-turn movements were allowed (see Figure 7). This constrain can be found in numerous articles [53–57]. Mainly, it allows a quickly/simple implementation of a new concept to study the advantages and disadvantages it can offer. When adding the left turn, only one new phase needs to be incorporated in the whole cycle, thus allowing the vehicles to turn left. Therefore, we consider that the selected configuration is appropriate to show the benefits of the
optimization process using the GA and the robust performance of iREDVD. The phases of the traffic lights were coupled (North with South and East with West) and were opposite (North and South vs. East with West) between each couple. In other words, if the traffic lights in the North and South branches were green, it means that East and West branches were red. Figure 8 illustrates an example of a cycle. The yellow-time interval of the traffic lights was set to 3 seconds and the all-red time to 2 seconds, for safety and realism. The safety distance used between cars was 1.5 m. A Poisson distribution was used to generate the traffic flows.

In order to compare the performance of iREDVD with other algorithms for traffic control, we also implement and evaluate the performance of a system with fixed cycle (FX) time and with pre-set offsets between consecutive intersections, known as Green Wave (GW). This offset is obtained as the time that a vehicle needs to move between two intersections once the green phase starts (i.e. in a coordinated manner like a green wave). Three different versions were studied for the FX and GW algorithms, which also modify the total cycle time. The cycle times of 30, 45, and 60 seconds were studied. The nomenclature used for each algorithm is expressed as the algorithm used and the cycle time; so, for example, FX45 corresponds to the fixed algorithm with a cycle time of 45 seconds, equally divided between the branches. In all cases, 10 experiments were run for each algorithm under study in each scenario, obtaining the mean value and its standard deviation.

Finally, the optimised metric was the normalised waiting time (the time per intersection, although trip time, average speed, CO, CO2, HC, PMx and NOx emissions, and fuel consumption were also studied. The normalised waiting time eliminates the influence of the number of intersections crossed by vehicles in each flow. Therefore, we obtain for each vehicle the average waiting time and the number of intersections crossed during the travel.

6 | PERFORMANCE EVALUATION
RESULTS

6.1 | Training scenario

Figure 9 illustrates the value of the normalised waiting time of the vehicles per intersection during the optimisation process carried out by the GA in the training phase. As it is shown, after about five generations, the GA achieves promising values for most of the simulated individuals. Although the simulation could have been stopped at that time, we left it more to find a robust set of parameters, which over time are able to demonstrate their superiority over the rest. The time required for each of the simulations in the optimisation process for the test scenario was approximately 1 min. This means that simulating the 256 individuals for 21 generations (the initial one plus the next 20 generations) on a server with 16 processing cores (i.e. 16 simulations were simulated in parallel) required approximately 48 hours. Each simulation was repeated 10 times, and the mean value and standard deviation of each variable under study were obtained. Once the best parameter configuration has been obtained, the execution of the traffic light control algorithm is almost instantaneous since it no longer requires any artificial intelligence algorithm since it is based on a light, fast, and quick
method that can be rapidly executed by low power IoT devices. Further information can be found in [23].

The values of the optimised parameters after training are shown in Table 4. The optimisation process shows very interesting values. The parameter limdec indicates how many times the green time of the traffic lights is reduced so that the total cycle of the intersection is reduced. The fact that limdec is 1, means that if a reduction in traffic is detected, even a slight one, it is worthwhile to shorten the total cycle time (and therefore the green time) quickly. However, the opposite is true for the increase in total cycle time. The parameter limint controls the increase in the total cycle time of the traffic lights when traffic increases. With a high value of 5, it means that iREDVD should be very sure before increasing the total cycle time.

The results obtained in the training scenario (see Table 5) corroborate that iREDVD has an improvement of more than 50% (reduction in almost 25 seconds) in the average waiting time of the vehicles per intersection when compared to the traditional algorithms (Fixed 30, Fixed 45, Fixed 60, GreenWave 30, GreenWave 45, and GreenWave 60).

Compared with the original REDV algorithm proposed in [23], our improvement is still visible. This reinforces the fact that adjusting the parameters is necessary for the proper functioning of the algorithm. Finally, compared to the original REDVD variant also presented in [23], there is an improvement of 27%, which means a reduction of more than 8 seconds in the average normalised waiting time. Regarding other key performance metrics, such as average travel time, average speed, average CO, CO2, HC, PMx and NOx emissions, and average fuel consumption, we can see that the iREDVD improves in all of these KPI in the range of 7%–45%; most notably an increase in speed of 16%–26%, a decrease in average CO emissions of 13%–46%, and a decrease in average fuel consumption of 7%–18%, compared to traditional algorithms.

### 6.2 Testing scenarios

After the training, we stressed the algorithm in the testing scenarios using the optimised values for the configuration parameters. It can be seen from the results shown in Tables 6 and 7 that improvements are very similar to those obtained in the training scenario. This corroborates that iREDVD is able to adjust to unknown conditions (scenarios that it was not trained for), showing its robustness to be applied in real deployments.

For example, iREDVD achieves a reduction in average normalised waiting time of 34%–49% in Test 1 and 78%–82% in Test 2, compared to other control techniques, which is equivalent to reducing the average waiting time of vehicles at each intersection crossed by more than 6–100 seconds. This improvement is also reflected in other metrics, such as the reduction of average CO emissions by around 25% or a reduction in average fuel between 6%–17%.

### 6.3 Final remarks

The excellent performance of the optimised iREDVD is due to the ability to adapt to road conditions. In Figure 10(a) and Figure 10(b), it can be observed how iREDVD proactively adapts the cycle time according to the simulated traffic flow rate, not only in training Figure 10(a), but also under unknown conditions in the testing Figure 10(b). The cycle increases when the flow rate of vehicles passing through the intersection increases, and vice versa. In addition, we can see in Figure 10(a) and Figure 10(b) that the time assigned to each branch is independent, since when the traffic is asymmetric [see Figure 10(b) hour 4] iREDVD obtains a time for each branch that is different, self-adjusting to the traffic conditions. This independence allows iREDVD a better time distribution and a reduction of waiting time.

### 7 CONCLUSION

With the growing number of vehicles, the massification of large cities, and the rise of the IoT, there is a growing need for orchestration for smart cities. The use of ITS allows for efficient traffic control when applied to traffic-light managed intersections, improving traffic flow, and diminishing pollution and fuel use. In this work, we have presented the optimisation and performance of the iREDVD ITS method using an EA as the optimisation tool. iREDVD is a lightweight, optimised, and fast algorithm capable of being executed in IoT devices with limited requirements, whereas controls signaled intersections in a very efficient way. We have shown that iREDVD outperforms traditional traffic light control techniques, as well as its different previous versions. Compared to traditional control techniques, it showed reductions between 24 to 100 seconds in the waiting time of vehicles per intersection travelled through, equivalent to between 50% and 80% reduction in the waiting time of vehicles at traffic lights. Compared to the original REDV, iREDVD reduces the waiting time at each intersection by more than 27%. Besides, iREDVD reduces both the pollutant emissions and fuel consumption between 7%–38% and between 7%–14%, respectively.

In conclusion, the use of these ITS will allow future smart cities to orchestrate the different actors better, allowing for
| Algorithm      | Avg. norm. waiting time (s) | Avg. trip time (s) | Avg. speed (m/s) | Avg. CO emissions (mg) | Avg. CO2 emissions (g) | Avg. HC emissions (mg) | Avg. PMx emissions (mg) | Avg. NOx emissions (mg) | Avg. Fuel consumption (ml) |
|----------------|----------------------------|--------------------|------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| Traditional    | 51.5 ± 0.11                | 213.96 ± 0.23      | 7.25 ± 0.01      | 6642.68 ± 21.51        | 783.90 ± 4.49          | 131.83 ± 1.08          | 62.75 ± 0.56           | 3988.72 ± 31.07        | 315.59 ± 1.79           |
| FX45           | 48.3 ± 0.04                | 201.81 ± 0.09      | 7.61 ± 0.02      | 6184.13 ± 24.62        | 739.80 ± 3.07          | 122.93 ± 0.22          | 58.39 ± 0.14           | 3749.9 ± 15.14         | 297.69 ± 1.11           |
| FX60           | 46.13 ± 0.06               | 204.76 ± 0.10      | 7.53 ± 0.01      | 6463.22 ± 50.19        | 739.23 ± 2.78          | 124.46 ± 1.42          | 58.87 ± 0.69           | 3754.17 ± 26.77        | 297.47 ± 1.19           |
| GW30           | 50.02 ± 0.04               | 206.29 ± 0.07      | 7.64 ± 0.01      | 6427.96 ± 20.95        | 748.24 ± 2.40          | 125.86 ± 0.89          | 59.63 ± 0.43           | 3796.72 ± 19.92        | 301.2 ± 0.99            |
| GW45           | 47.4 ± 0.07                | 199.45 ± 0.07      | 7.82 ± 0.02      | 6178.43 ± 18.74        | 725.66 ± 5.34          | 120.27 ± 1.06          | 56.98 ± 0.52           | 3665.26 ± 34.72        | 291.95 ± 2.11           |
| REDV original  | 62.07 ± 4.01               | 234.22 ± 7.61      | 7.22 ± 0.09      | 7560.28 ± 363.68       | 819.66 ± 15.15         | 143.19 ± 5.02          | 67.75 ± 2.21           | 4221.82 ± 96.23        | 4221.82 ± 96.23         |
| REDVD original | 29.58 ± 0.33               | 184.06 ± 0.67      | 8.27 ± 0.03      | 4708.8 ± 27.36         | 723.41 ± 1.67          | 107.39 ± 1.00          | 52.51 ± 0.51           | 3573.78 ± 16.83        | 3573.78 ± 16.83         |
| iREDVD         | 21.37 ± 1.86               | 167.2 ± 2.91       | 9.14 ± 0.16      | 4074.01 ± 138.67       | 672.11 ± 10.13         | 96.01 ± 2.35           | 46.96 ± 1.15           | 3275.5 ± 59.96         | 3275.5 ± 59.96         |

**Improvement of iREDVD vs traditional.**

| Abs  | -24.76 | -32.25 | 1.32  | -1942.82 | -53.54  | -24.27 | -10.02 | -389.76 | -21.83 |
| %    | 53.67  | 16.16  | 16.87 | 32.28    | 7.37    | 20.18  | 17.58  | 10.63   | 7.47   |

**Improvement of iREDVD vs REDV original.**

| Abs  | -40.7  | -67.02 | 1.92  | -3486.27 | -147.54 | -47.19 | -20.79 | -946.32 | -59.92 |
| %    | 65.57  | 28.61  | 26.59 | 46.11    | 18.01   | 32.96  | 30.68  | 22.42   | 18.15  |

**Improvement of iREDVD vs REDVD original.**

| Abs  | -8.21  | -16.86 | 0.87  | -634.79  | -51.29  | -11.39 | -5.55  | -298.28 | -20.85 |
| Improvement % | 27.75  | 9.16   | 10.51 | 13.48    | 7.09    | 10.56  | 8.34   | 7.16    |
| Algorithm          | Avg. norm. waiting time (s) | Avg. trip time (m/s) | Avg. speed (m/s) | Avg. CO emissions (mg) | Avg. CO2 emissions (g) | Avg. HC emissions (mg) | Avg. PMx emissions (mg) | Avg. NOx emissions (mg) | Avg. Fuel consumption (ml) |
|--------------------|-------------------------------|----------------------|-----------------|------------------------|------------------------|------------------------|------------------------|-------------------------|---------------------------|
| Traditional        |                               |                      |                 |                        |                        |                        |                        |                         |                           |
| FX30               | 21,22 ± 0,25                 | 169,9 ± 1,21         | 7,34 ± 0,02     | 5395,94 ± 65,59        | 597,56 ± 4,11          | 102,91 ± 0,73          | 48,99 ± 0,32           | 3073,18 ± 23,29          | 240,61 ± 1,6               |
| FX45               | 19,2 ± 0,03                  | 150,47 ± 0,16        | 7,72 ± 0,01     | 4756,42 ± 23,49        | 551,99 ± 1,54          | 92,4 ± 0,27            | 44,06 ± 0,15           | 2814,95 ± 5,68           | 222,12 ± 0,58              |
| FX60               | 21,74 ± 0,01                 | 153,05 ± 0,08        | 7,58 ± 0,02     | 5047,54 ± 20,13        | 555,22 ± 3,02          | 95,51 ± 0,8            | 45,26 ± 0,42           | 2844,12 ± 23,67          | 223,56 ± 1,17              |
| GW30               | 17,68 ± 0,39                 | 154,05 ± 1,79        | 7,81 ± 0,04     | 4586,92 ± 69,72        | 558,36 ± 3,49          | 91,28 ± 0,91           | 43,83 ± 0,41           | 2829,06 ± 20,56          | 224,73 ± 1,4               |
| GW45               | 19,25 ± 0,03                 | 151,67 ± 0,15        | 7,83 ± 0,05     | 4803,28 ± 19,67        | 554,43 ± 3,27          | 92,62 ± 0,74           | 44,21 ± 0,38           | 2825,08 ± 21,72          | 223,09 ± 1,28              |
| GW60               | 21,36 ± 0,02                 | 151,66 ± 0,12        | 7,75 ± 0,03     | 4919,4 ± 18,56         | 555,01 ± 3,09          | 93,9 ± 1,19            | 44,67 ± 0,55           | 2839,66 ± 22,56          | 223,32 ± 1,19              |
| REDV original      | 25,38 ± 0,71                 | 152,55 ± 2,94        | 7,73 ± 0,05     | 4663,73 ± 120,77       | 547,49 ± 5,15          | 91,42 ± 1,91           | 43,61 ± 0,86           | 2789,18 ± 34,95          | 220,32 ± 2,14              |
| REDVD original     | 17,66 ± 0,47                 | 172,52 ± 2,99        | 7,49 ± 0,08     | 4771,9 ± 84,21         | 580,91 ± 7,70          | 95,48 ± 1,86           | 45,93 ± 0,91           | 2953,28 ± 51,28          | 233,81 ± 3,08              |
| iREDVD             | 11,6 ± 0,27                  | 132,6 ± 1,65         | 8,38 ± 0,06     | 3406,27 ± 66,39        | 511,34 ± 3,07          | 77,09 ± 1,56           | 37,62 ± 0,7            | 2536,01 ± 23,01          | 205,74 ± 1,36              |

*Improvement compared to the best traditional algorithm.

Note: mean ± std of 10 test
| Algorithm         | Avg. norm. waiting time (s) | Avg. trip time (s) | Avg. speed (m/s) | Avg. CO emissions (mg) | Avg. CO2 emissions (g) | Avg. HC emissions (mg) | Avg. PMx emissions (mg) | Avg. NOx emissions (mg) | Avg. fuel consumption (ml) |
|-------------------|-----------------------------|-------------------|------------------|------------------------|------------------------|------------------------|-------------------------|-------------------------|---------------------------|
| Traditional       | 139.05 ± 0.04               | 428.63 ± 0.43     | 6.49 ± 0.01      | 14273.45 ± 55.48       | 1508.16 ± 10.14        | 266.46 ± 1.25          | 125.60 ± 0.33           | 7738.98 ± 7.48          | 608.09 ± 0.87             |
| FX45              | 131.08 ± 0.07               | 400.10 ± 0.85     | 6.85 ± 0.02      | 13064.96 ± 44.84       | 1415.19 ± 4.25         | 246.19 ± 0.84          | 116.05 ± 1.15           | 7274.22 ± 10.44         | 569.66 ± 2.15             |
| FX60              | 134.60 ± 0.21               | 399.23 ± 0.37     | 6.90 ± 0.05      | 13388.89 ± 14.35       | 1396.32 ± 7.19         | 246.41 ± 3.44          | 115.58 ± 0.88           | 7181.57 ± 8.21           | 561.98 ± 1.49             |
| GW30              | 122.31 ± 0.18               | 403.24 ± 0.59     | 6.69 ± 0.05      | 12634.05 ± 43.01       | 1443.93 ± 13.25        | 245.45 ± 2.25          | 116.67 ± 0.91           | 7738.98 ± 4.97           | 581.48 ± 0.45             |
| GW45              | 136.20 ± 1.01               | 407.89 ± 0.89     | 6.97 ± 0.02      | 13394.84 ± 24.12       | 1435.91 ± 6.84         | 252.15 ± 0.98          | 118.97 ± 1.01           | 7274.22 ± 11.02          | 577.83 ± 1.04             |
| GW60              | 122.79 ± 0.50               | 382.22 ± 1.21     | 7.28 ± 0.01      | 12415.55 ± 33.21       | 1348.19 ± 9.50         | 231.86 ± 1.21          | 109.01 ± 2.45           | 7185.77 ± 6.81           | 542.51 ± 0.76             |
| REDV original     | 140.69 ± 2.15               | 421.36 ± 8.16     | 5.98 ± 0.11      | 15584.88 ± 33.86       | 1550.40 ± 3.46         | 308.69 ± 3.48          | 130.18 ± 2.38           | 7911.04 ± 15.01          | 624.14 ± 1.24             |
| REDVD original    | 99.22 ± 8.33                | 374.45 ± 5.74     | 8.12 ± 0.18      | 8847.37 ± 76.84        | 1321.84 ± 2.62         | 212.11 ± 1.12          | 99.01 ± 1.22            | 6812.88 ± 21.66          | 539.69 ± 4.18             |
| iREDVD            | 21.45 ± 0.24                | 286.85 ± 0.15     | 9.39 ± 0.11      | 6764.93 ± 27.11        | 1286.49 ± 0.96         | 178.71 ± 1.52          | 89.27 ± 0.69            | 6249.30 ± 25.21          | 517.07 ± 0.59             |

**Improvement of iREDVD vs traditional.**

| Abs   | -101.34   | -95.37   | 2.11  | -5650.62 | -61.70 | -53.15 | -19.74 | -932.27 | -25.44 |
|-------|-----------|----------|-------|----------|--------|--------|--------|--------|--------|
| %     | 82.46     | 24.95    | 28.98 | 45.51    | 4.58   | 22.92  | 18.11  | 12.98  | 4.69   |

**Improvement of iREDVD vs REDV original.**

| Abs   | -119.24   | -134.53  | 3.41  | -8829.95 | -263.91 | -128.98 | -40.91 | -1661.74 | -107.07 |
|-------|-----------|----------|-------|----------|---------|---------|--------|---------|---------|
| %     | 84.75     | 31.93    | 57.02 | 56.62    | 17.02   | 42.11   | 31.43  | 21.01   | 17.15   |

**Improvement of iREDVD vs REDVD original.**

| Abs   | -77.77    | -87.60   | 1.27  | -2082.44 | -35.35 | -33.39 | -9.74  | -563.58 | -22.62 |
|-------|-----------|----------|-------|----------|--------|--------|--------|--------|--------|
| %     | 78.38     | 23.39    | 16.64 | 23.54    | 2.67   | 15.74  | 9.83   | 8.27   | 4.19   |

*Improvement compared to the best traditional algorithm.

Note: mean ± std of 10 test
increased safety, reduced pollution, and optimised transportation systems. As future work, research is being carried out on the integration of ITS with 5G technology, to obtain a fully connected traffic management ecosystem.
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