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LAND use and land cover (LULC) classification [1] using Earth observation (EO) data, e.g., hyperspectral (HS) [2], synthetic aperture radar (SAR) [3], light detection and ranging (LiDAR) [4], etc. is a challenging topic in geoscience and remote sensing (RS). Characterized by their rich and detailed spectral information, HS images allow discriminating the objects of interest more effectively (particularly those in spectrally similar classes) by capturing more subtle discrepancies from the contiguous shape of the spectral signatures associated to their pixels. HS imagery enables the detection and recognition of the materials on the Earth’s surface at a more fine and accurate level compared to RGB and multispectral (MS) data. However, the high spectral mixing between materials [5] and spectral variability and complex noise effects [6] bring difficulties in extracting discriminative information from such data.

Over the past decades, a variety of hand-crafted and learning-based feature extraction (FE) algorithms [7]–[15] (either unsupervised or supervised) have been successfully designed for HS image classification. Among them, morphological profiles (MPs) [16] are an effective tool that allows us to manually extract spatial-spectral features from HS images. In [17], Fauvel et al. used MPs as input vectors for a support vector machine (SVM) classifier, achieving satisfactory classification results. Samat et al. [18] designed new maximally stable extremal region-guided MPs, yielding a high classification performance on multispectral images. Other works based on morphological operations have been developed to further enhance feature representations, including attribute profiles (APs) [19], invariant APs [20], [21]. Another typical FE strategy is subspace-based learning, e.g., sparse representation [22], [23] and manifold learning [11], [24]. These methods learn transformations or projections by managing the high-dimensional original space using a new, latent, low-dimensional subspace representation. Although the aforementioned approaches have been proven to be effective in HS classification tasks, feature discrimination still remains limited due to the lack of powerful data fitting and representation ability.

Inspired by the success of deep learning (DL) techniques, significant progress has been made in the area of HS image classification by using various advanced deep networks [25]. Chen et al. [26] applied stacked auto-encoder networks to dimensionally-reduced HS images obtained by principal component analysis (PCA) for HS image classification. Fur-
The high computational cost (resulting from the construction of the adjacency matrix) is a significant bottleneck of GCNs in the HS image classification task, particularly when using large-scale HS image data.

- GCNs only allow for full-batch network learning, that is, feeding all samples at once into the network. This might lead to large memory costs and slow gradient descent, as well as the negative effects of variable updating.
- Last but not least, a trained GCN-based model fails to predict the new input samples (i.e. out-of-samples) without re-training the network, which has a major influence on the use of GCNs in practice.

To overcome these difficulties, in this work we introduce a simple but effective mini-batch GCN (called miniGCN). Similar to CNNs, miniGCNs can effectively train the network for classification on a downsampled graph (or topological structure) in mini-batch fashion, and meanwhile the learned model can be directly used for prediction purposes on new data. In addition, with our newly proposed miniGCNs, we aim to make a side-by-side comparison between CNNs and GCNs (both qualitatively and quantitatively) and raise an interesting question: which one between CNNs and GCNs can assist more in the HS image classification task? It is well known that CNNs and GCNs can extract and represent spectral information from HS images using different perspectives, i.e., spatial-spectral features of CNNs, graph (or relation) representations of GCNs, etc. This naturally motivates us to jointly use them by investigating different fusion strategies, making them even more suitable for HS image classification. More specifically, the main contributions of this paper are three-fold:

- We systematically analyze CNNs and GCNs with a focus on HS image classification. To the best of our knowledge, this is the first time that the potentials and drawbacks of GCNs (in comparison with CNNs) are investigated the community.
- We propose a novel supervised version of GCNs: miniGCNs, for short. As the name suggests, miniGCNs can be trained in mini-batch fashion, trying to find a better and more robust local optimum. Unlike traditional GCNs, our miniGCNs are not only capable of training the networks using training set, but also allow for a straightforward inference of large-scale, out-of-samples using the trained model.
- We develop three fusion schemes, including additive fusion, element-wise multiplicative fusion, and concatenation fusion, to achieve better classification results in HS images by integrating features extracted from CNNs and our miniGCNs, in an end-to-end trainable network.

The remaining of the paper is organized as follows. Section II deeply reviews GCN-related knowledge. Section III elaborates on the proposed miniGCNs and introduces three different fusion strategies in the context of a general end-to-end fusion network. Extensive experiments and analyses are given in section IV. Section V concludes the paper with some remarks and hints at plausible future research work.

II. REVIEW OF GCNs

In this section, we provide some preliminaries of GCNs by reviewing the basic definitions and notations, including graph construction and several important theorems and proofs for graph convolution in the spectral domain.

A. Definition of Graph

A graph is a complex nonlinear data structure, which is used to describe a one-to-many relationship in a non-Euclidean space. In our case, the relations between spectral signatures can be represented as an undirected graph. Let $G = (\mathcal{V}, \mathcal{E})$ be an undirected graph, where $\mathcal{V}$ and $\mathcal{E}$ denote the vertex and edge sets, respectively. In our context, the vertex set consists of HS pixels, while the edge set is composed of the similarities between any two vertexes, i.e., $\mathcal{V}_i$ and $\mathcal{V}_j$. 

![Fig. 1. Comparison of CNN and GCN architectures in HS image classification tasks. The variables of $V$, $Z$, $H$, $S$, and $Y$ in GCNs denote vertexes, hidden representations via GCN layer, hidden representations via ReLU layer, hidden representations via softmax layer, and labels, respectively.](image-url)
B. Construction of the Adjacency Matrix

The adjacency matrix, denoted as \( A \), defines the relationships (or edges) between vertexes. Each element in \( A \) can be generally computed by using the following radial basis function (RBF):

\[
A_{i,j} = \exp\left(-\frac{\|x_i - x_j\|^2}{\sigma^2}\right),
\]

where \( \sigma \) is a parameter to control the width of the RBF. The vectors \( x_i \) and \( x_j \) denote the spectral signatures associated to the vertexes \( v_i \) and \( v_j \). Once \( A \) is given, we create the corresponding graph Laplacian matrix \( L \) as follows:

\[
L = D - A,
\]

where \( D \) is a diagonal matrix representing the degrees of \( A \), i.e., \( D_{i,i} = \sum_j A_{i,j} \) [36], [37]. To enhance the generalization ability of the graph [38], the symmetric normalized Laplacian matrix \( L_{sym} \) can be used as follows:

\[
L_{sym} = D^{-\frac{1}{2}}LD^{-\frac{1}{2}} = I - D^{-\frac{1}{2}}AD^{-\frac{1}{2}}, \tag{3}
\]

where \( I \) is the identity matrix.

C. Graph Convolutions in the Spectral Domain

Given two functions \( f \) and \( g \), their convolution can be then written as:

\[
f(t) \ast g(t) \triangleq \int_{-\infty}^{\infty} f(\tau)g(t-\tau)d\tau, \tag{4}
\]

where \( \tau \) is the shifting distance and \( \ast \) denotes the convolution operator.

**Theorem 1.** The Fourier transform of the convolution of two functions \( f \) and \( g \) is the product of their corresponding Fourier transforms. This can be formulated as

\[
\mathcal{F}[f(t) \ast g(t)] = \mathcal{F}[f(t)] \cdot \mathcal{F}[g(t)], \tag{5}
\]

where \( \mathcal{F} \) and \( \cdot \) denote the Fourier transform and point-wise multiplication, respectively.

**Theorem 2.** The inverse Fourier transform \( (\mathcal{F}^{-1}) \) of the convolution of two functions \( f \) and \( g \) is equal to \( 2\pi \) the product of their corresponding inverse Fourier transforms:

\[
\mathcal{F}^{-1}[f(t) \ast g(t)] = 2\pi \mathcal{F}^{-1}[f(t)] \cdot \mathcal{F}^{-1}[g(t)]. \tag{6}
\]

By means of the above two well-known Theorems [39], i.e., Eqs. (5) and (6), the convolution can be generalized to the graph signal as:

\[
f(t) \ast g(t) = \mathcal{F}^{-1}\{\mathcal{F}[f(t)] \cdot \mathcal{F}[g(t)]\}. \tag{7}
\]

Hence, the convolution operation on a graph can be converted to define the Fourier transform \( (\mathcal{F}) \) or to find a set of basis functions.

**Lemma 1.** The basis functions of \( \mathcal{F} \) can be equivalently represented by a set of eigenvectors of \( L \).

**Proof.** By referring to [39], we have the following proof. For many functions that do not converge in domain, e.g., \( y(t) = t^2 \), we can always find a real-valued exponential function \( e^{-\sigma t} \) to make \( y(t)e^{-\sigma t} \) converge, thereby satisfying the Dirichlet condition of \( \mathcal{F} \), i.e.,

\[
\int_{-\infty}^{\infty} |y(t)e^{-\sigma t}|dt < \infty. \tag{8}
\]

Plugging \( y(t)e^{-\sigma t} \) into \( \mathcal{F} \), we have:

\[
\int_{-\infty}^{\infty} y(t)e^{-\sigma t}e^{-2\pi i xt}dt, \tag{9}
\]

and we can rewrite Eq. (9) as:

\[
\int_{-\infty}^{\infty} y(t)e^{-st}dt, \tag{10}
\]

where \( s = \sigma + 2\pi i x \). Note that Eq. (10) is the Laplace transform. In other words, the eigenvectors of \( L \) are identical to the basis functions of \( \mathcal{F} \).

Given **Lemma 1**, we can perform spectral decomposition on \( L \). We then have:

\[
L = UU^{-1}, \tag{11}
\]

where \( U = (u_1, u_2, \ldots, u_n) \) is the set of eigenvectors of \( L \), that is, the basis of \( \mathcal{F} \). As \( U \) is the orthogonal matrix, i.e., \( U^TU = E \), Eq. (11) can be also written as:

\[
L = UAU^{-1} = UAU^T. \tag{12}
\]

According to Eq. (12), \( \mathcal{F} \) of \( f \) on a graph is \( \mathcal{G}f = U^{-1}f \), and the inverse transform becomes \( f = U\mathcal{G}f \). In analogy with Eq. (7), the convolution between \( f \) and \( g \) on a graph can be expressed as:

\[
\mathcal{G}[f \ast g] = U[\mathcal{U}f \cdot \mathcal{U}g]. \tag{13}
\]

If we write \( \mathcal{U}g \) as \( g_0 \), the convolution on a graph can be finally formulated as:

\[
\mathcal{G}[f \ast g_0] = Ug_0U^Tf, \tag{14}
\]

where \( g_0 \) can be regarded as the function of the eigenvalues \( \Lambda \) of \( L \) with the respect to the variable \( \theta \), i.e., \( g_0(\Lambda) \).

To reduce the computational complexity of Eq. (14), Hammon [40] approximately fitted \( g_0 \) by applying the \( K \)th order truncated expansion of Chebyshev polynomials. By doing so, Eq. (14) can be rewritten as:

\[
\mathcal{G}[f \ast g_0] \approx \sum_{k=0}^{K} \theta_k^\prime T_k(\widetilde{L})f, \tag{15}
\]

where \( T_k(\bullet) \) and \( \theta_k^\prime \) are the Chebyshev polynomials with respect to the variable \( \bullet \) and the Chebyshev coefficients, respectively. \( \widetilde{L} = \frac{1}{\lambda_{\text{max}}}L_{\text{sym}} - I \) denotes the normalized \( L \).

By limiting \( K = 1 \) and assigning the largest eigenvalue \( \lambda_{\text{max}} \) of \( L \) to 2 [32], Eq. (15) can be further simplified to:

\[
\mathcal{G}[f \ast g_0] \approx \theta(I + D^{-\frac{1}{2}}A D^{-\frac{1}{2}})f. \tag{16}
\]

Using Eq. (16) we have the following propagation rule for GCNs:

\[
H^{(t+1)} = h(D^{-\frac{1}{2}}A D^{-\frac{1}{2}})H^{(t)}W^{(t)} + b^{(t)}, \tag{17}
\]
where $\tilde{A} = A + I$ and $\tilde{D}_{i,i} = \sum_j \tilde{A}_{i,j}$ are defined as the renormalization terms of $A$ and $D_i$, respectively, to enhance stability in the process of network training. Moreover, $H^{(l)}$ denotes the output in the $l$th layer and $h(\cdot)$ is the activation function (e.g., ReLU, used in our case) with respect to the weights to-be-learned $\{W^{(l)}\}_{l=1}^p$ and the biases $\{b^{(l)}\}_{l=1}^p$ of all layers ($l = 1, 2, \ldots, p$).

III. METHODOLOGY

In this section, we systematically analyze CNNs and GCNs from four different perspectives and further develop an improvement of existing GCNs called miniGCNs, making them better applicable to the HS image classification task. Finally, we introduce three different fusion strategies, yielding a general end-to-end fusion network.

A. CNNs versus GCNs: Qualitative Comparison

1) Data Preparation: It is well known that the input of CNNs is patch-wise in HS image classification, and the output is the set of one-shot encoded labels. Unlike CNNs, GCNs feed pixel-wise samples into the network with an adjacency matrix that models the relations between samples and needs to be computed before the training process starts.

2) Feature Representation: CNNs can extract rich spatial and spectral information from HS images in a short-range region, while GCNs are capable of modeling middle-range and long-range spatial relations between samples by means of their graph structure. Fig. 2 illustrates such short-range, middle-range, and long-range relations in a HS scene.

3) Network Training: CNNs, as the main member of the DL family, are normally trained through the use of mini-batch strategies. Conversely, GCNs only allow for full-batch network training, since all samples need to be simultaneously fed into the network.

4) Computational Cost: The computational cost of CNNs and GCNs in one layer is mainly dominated by matrix products, yielding an overall $O(NDP)$ and $O(NDP + N^2D)$, respectively. $N$, $D$, and $P$ denote the sample number, and the dimensions of the input and output features, respectively. Evidently, GCNs are computationally complex. As compared to CNNs due to the large-sized matrix multiplication. To this end, a feasible solution might be the mini-batch strategy performed in GCNs. If possible, the complexity of GCNs can be greatly reduced to $O(NDP + NMD)$, where $M \ll N$ denotes the size of mini-batches, thus having approximately same order as CNNs with respect to $N$.

B. Proposed MiniGCNs

According to subsections III-A3 and III-A4, the computational cost of GCNs becomes high with an increase in the size of the graphs. To circumvent the computational burden on large graphs, a feasible solution (in analogy to CNNs) is to use mini-batch processing. Inspired by inductive learning [41], we propose miniGCNs, making GCNs trainable in a mini-batch fashion. Note that our inductive setting neither exploits features nor graph information of testing nodes in the training process.

Before presenting the new update rule of graph convolution in the proposed miniGCNs, we first cast a proposition – proved in [42] – to theoretically guarantee the applicability of the mini-batch training strategy used in our miniGCNs. Given a full graph $\mathcal{G}$ with $|\mathcal{V}| = N$ on the labeled set, we
construct a random node sampler with a budget $M$ ($M \ll N$). Before training each epoch, we repeatedly apply the sampler to $\mathcal{G}$ until each node is sampled, yielding a set of subgraphs $\mathcal{G} = \{\mathcal{G}_s = (\mathcal{V}_s, \mathcal{E}_s) | s = 1, \ldots, \lceil \frac{N}{M} \rceil \}$, where $\lceil \cdot \rceil$ denotes the ceiling operation.

**Proposition 1.** Given a node $v$ sampled from a certain subgraph $\mathcal{V}_s$, i.e., $v \in \mathcal{V}_s$, an unbiased estimator of the node $v$ in the full-batch $\ell$th GCN layer, denoted as $z^{(\ell+1)}_v$, can be computed by aggregating features between $v$ and all nodes $u \in \mathcal{V}_s$ in the $\ell$th layer:

$$z^{(\ell+1)}_v = \sum_{u \in \mathcal{V}_s} \frac{(D^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}})_{uv} z^{(\ell)}_u}{e_{uv}} W^{(\ell)} + b^{(\ell)}_u,$$

i.e., $E(z^{(\ell+1)}_v) = \sum_{u \in \mathcal{V}_s} (D^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}})_{uv} z^{(\ell)}_u W^{(\ell)} + b^{(\ell)}_u$, if the constant of normalization $e_{uv}$ is set to $C_{uv}/C_v$, where $C_{uv}$ and $C_v$ are defined as the number of times that node or edge occurs in all sampled subgraphs.

With Proposition 1 in mind, our miniGCNs can perform graph convolution in batches, just like CNNs. Using Eq. (17), the update rule in one batch can be directly given by:

$$\tilde{H}^{(\ell+1)}_s = h(\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \tilde{H}^{(\ell)}_s W^{(\ell)} + b^{(\ell)}),$$

where $s$ is not only the $s$th subgraph, but also the $s$th batch in the network training. Note that we consider a special case of Proposition 1: random node sampling without replacement, by simply setting $C_{uv} = C_v = 1$, i.e., $e_{uv} = 1$.

By collecting the outputs of all batches, the final output in the $(\ell+1)$th layer can be reformulated as:

$$H^{(\ell+1)} = [\tilde{H}^{(\ell+1)}_1, \ldots, \tilde{H}^{(\ell+1)}_s, \ldots, \tilde{H}^{(\ell+1)}_{\lceil \frac{N}{M} \rceil}].$$

Fig. 3 illustrates the process of batch generation in the proposed miniGCNs. This batch process is similar to the one adopted in CNNs, and the main difference lies in the fact that the graph or adjacency matrix in the obtained batch needs to be reassembled according to the connectivity of $\mathcal{G}$ after each sampling.

**C. MiniGCNs meet CNNs: End-to-end Fusion Networks**

Different network architectures are capable of extracting distinctive representations of HS images, e.g., spatial-spectral features in CNNs or topological relations between samples in GCNs. Generally speaking, a single model may not provide optimal results in terms of performance due to the lack of feature diversity.

In this subsection, we naturally propose to fuse different models or features to enhance feature discrimination ability by jointly training CNNs and GCNs. Unlike traditional GCNs, the proposed miniGCNs can perform mini-batch learning and be combined with standard CNN models. This yields an end-to-end fusion network, called FuNet hereinafter. Three fusion strategies: additive (A), element-wise multiplicative (M), and concatenation (C) are considered. The three fusion models (A, M, and C) can be respectively formulated as follows:

$$H^{(\ell+1)}_{\text{FuNet-A}} = H^{(\ell)}_{\text{CNNs}} \oplus H^{(\ell)}_{\text{miniGCNs}},$$

$$H^{(\ell+1)}_{\text{FuNet-M}} = H^{(\ell)}_{\text{CNNs}} \odot H^{(\ell)}_{\text{miniGCNs}},$$

$$H^{(\ell+1)}_{\text{FuNet-C}} = \{H^{(\ell)}_{\text{CNNs}}, H^{(\ell)}_{\text{miniGCNs}}\},$$

where the operators $\oplus, \odot$, and $\{,\}$ respectively denote the element-wise addition, element-wise multiplication, and concatenation. Accordingly, $H^{(\ell)}_{\text{CNNs}}$ and $H^{(\ell)}_{\text{miniGCNs}}$ are represented as the $\ell$th layer features extracted from CNNs and miniGCNs, respectively.

Fig. 4 illustrates one batch training iteration of CNNs and miniGCNs in our newly proposed end-to-end fusion networks. As it can be seen, it comprises feature extraction and fusion modules, where the former can extract different kinds of features (using both CNNs and miniGCNs) and the latter combines the resulting features using different fusion strategies before the final classification.

**IV. EXPERIMENTS**

**A. Data Description**

Three widely used HS datasets are adopted to assess the classification performance of our proposed algorithms, both quantitatively and qualitatively.
Table I
Land-cover classes of the Indian Pines dataset, with the number of training and test samples shown for each class.

| Class No. | Class Name      | Training | Testing |
|-----------|-----------------|----------|---------|
| 1         | Corn Notill     | 50       | 1384    |
| 2         | Corn Mintill    | 50       | 784     |
| 3         | Corn            | 50       | 184     |
| 4         | Grass Pasture   | 50       | 447     |
| 5         | Grass Trees     | 50       | 697     |
| 6         | Hay Windrowed   | 50       | 439     |
| 7         | Soybean Notill  | 50       | 918     |
| 8         | Soybean Mintill | 50       | 2418    |
| 9         | Soybean Clean   | 50       | 564     |
| 10        | Wheat           | 50       | 162     |
| 11        | Woods           | 50       | 1244    |
| 12        | Buildings       | 50       | 330     |
| 13        | Stone Steel     | 50       | 45      |
| 14        | Alfalfa         | 15       | 39      |
| 15        | Grass Pasture Mowed | 15   | 11      |
| 16        | Oats            | 15       | 5       |
| **Total** |                 | 695      | 9671    |

Table II
Land-cover classes of the Pavia University dataset, with the number of training and test samples shown for each class.

| Class No. | Class Name       | Training | Testing |
|-----------|------------------|----------|---------|
| 1         | Asphalt          | 548      | 6304    |
| 2         | Meadows          | 540      | 18146   |
| 3         | Gravel           | 392      | 1815    |
| 4         | Trees            | 524      | 2912    |
| 5         | Metal Sheets     | 265      | 1113    |
| 6         | Bare Soil        | 532      | 4572    |
| 7         | Bitumen          | 375      | 981     |
| 8         | Bricks           | 514      | 3364    |
| 9         | Shadows          | 231      | 795     |
| **Total** |                 | 3921     | 40002   |

Table III
Land-cover classes of the Houston2013 dataset, with the number of training and test samples shown for each class.

| Class No. | Class Name           | Training | Testing |
|-----------|----------------------|----------|---------|
| 1         | Healthy Grass        | 198      | 1053    |
| 2         | Stressed Grass       | 190      | 1064    |
| 3         | Synthetic Grass      | 192      | 505     |
| 4         | Tree                 | 188      | 1056    |
| 5         | Soil                 | 186      | 1056    |
| 6         | Water                | 182      | 143     |
| 7         | Residential          | 196      | 1072    |
| 8         | Commercial           | 191      | 1053    |
| 9         | Road                 | 193      | 1059    |
| 10        | Highway              | 191      | 1036    |
| 11        | Railway              | 181      | 1054    |
| 12        | Parking Lot1         | 192      | 1041    |
| 13        | Parking Lot2         | 184      | 285     |
| 14        | Tennis Court         | 181      | 247     |
| 15        | Running Track        | 187      | 473     |
| **Total** |                     | 2832     | 12197   |

1) Indian Pines Dataset: The first HS dataset was acquired by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor over western Indiana, USA. The scene comprises of $145 \times 145$ pixels with a ground sampling distance (GSD) of 20 $m$ and 220 spectral bands in the wavelength range from 400 $nm$ to 2500 $nm$, at 10 $nm$ spectral resolution. We retain 200 channels by removing 20 noisy and water absorption bands, i.e., 104-108, 150-163, and 220. Table I lists 16 main land-cover categories involved in this studied scene, as well as the number of training and testing samples used for the classification task. Correspondingly, Fig. 5 shows a false-color image of this scene and the spatial distribution of training and test samples.

2) Pavia University Dataset: The second HS scene is the well-known Pavia University, which was acquired by the Reflective Optics System Imaging Spectrometer (ROSIS) sensor. The ROSIS sensor acquired 103 bands covering the spectral range from 430$nm$ to 860$nm$, and the scene consists of 610 $\times$ 340 pixels at GSD of 1.3 $m$. Moreover, there are 9 land cover classes in the scene. The class name and the number of training and test sets are detailed in Table II, while the distribution of these samples is shown in Fig. 5.

3) Houston2013 Dataset: This dataset was used for the 2013 IEEE GRSS data fusion contest1, and was collected using the ITRES CASI-1500 sensor over the campus of University of Houston and its surrounding rural areas in Texas, USA. The image size is 349 $\times$ 1905 pixels with 144 spectral bands ranging from 364 $nm$ to 1046 $nm$, at 10 $nm$ spectral resolution. It should be noted that the used dataset is a cloud-free HS product, processed by removing some small structures according to the illumination-related threshold maps computed based on the spectral signatures2. Table III lists 15 challenging land-cover categories and the training and test sets. In Fig. 5, we show a false-color image of the HS scene and the corresponding distribution of the training and test samples.

B. Experimental Setup

1) Implementation details: All networks considered in this paper are implemented using the Tensorflow platform, and Adam [43] is used to optimize the networks. By following the “exponential” learning rate policy, the current learning rate can be dynamically updated by multiplying a base learning rate (e.g., 0.001) by $(1 - \frac{iter}{maxIter})^{0.5}$ at intervals of 50 epochs. In the process of network training, the maximum number of

1http://www.grss-ieee.org/community/technical-committees/data-fusion/2013-ieee-grss-data-fusion-contest/

2The data were provided by Prof. N. Yokoya from the University of Tokyo.
epochs is set to 200. Batch normalization (BN) [44] is adopted with the 0.9 momentum, and the batch size in the training phase is set to 32. Moreover, the ℓ2-norm regularization, set to 0.001, is employed on weights to stabilize the network training and reduce overfitting.

Note that the size for each layer and the hyperparameters in networks, such as learning rate and regularization, can be determined by 10-fold cross-validation, e.g., using a grid search on the validation set. Ten replications are performed to randomly separate the original training set into the new training set and validation set, with a percentage of 80%-20%. More specifically, we perform cross-validation to select the size of each layer and hyperparameters in the range of \{16, 32, 64, 128, 256\} and \{0.0001, 0.001, 0.01, 0.1, 1\}, respectively. More details regarding the parameter settings can refer to our toolbox (or codes) that will be released after publication.

Furthermore, three commonly-used indices, i.e., Overall Accuracy (OA), Average Accuracy (AA), Kappa Coefficient (κ), are used to evaluate the classification performance quantitatively.

2) Comparison with state-of-the-art baseline methods: Several state-of-the-art baseline methods have been selected for comparison, including K-nearest neighbor (KNN) classifier, random forest (RF), 1-D CNN, 2-D CNN, GCN, and our proposed miniGCN, as well as three different fusion network with different strategies: FuNet-A, FuNet-M, FuNet-C. The parameter settings are described below:

- For the KNN, we set the number of nearest neighbors (K) to 10, to be consistent with that of K in GCN-related methods, e.g., GCN, miniGCN, and FuNet.
- For the RF, 200 decision trees are used in the classifier.
- For the SVM, the well-known libsvm toolbox3 is used for implementation in our case. The considered SVM uses the RBF kernel, whose two optimal hyperparameters σ and λ (the regularization parameter to balance the training and testing errors) can be determined by five-fold cross validation in the range \(σ = [2^{-3}, 2^{-2}, \ldots, 2^{4}] \) and \(λ = [10^{-2}, 10^{-1}, \ldots, 10^{4}]\).
- For the 1-D CNN, we use one convolutional block including a 1-D convolutional layer with a filter size of 128, a BN layer, a ReLU activation layer, and a softmax layer with the size of \(P\), where \(P\) denotes the dimension of network output.
- For the 2-D CNN (similar to 1-D CNN), the architecture is composed of three 2-D convolutional blocks and a softmax layer. Each convolutional block involves a 2-D conventional layer, a BN layer, a max-pooling layer, and a ReLU activation layer. Moreover, the receptive fields along the spatial and spectral domains for each convolutional layer are \(3 \times 3 \times 32, 3 \times 3 \times 64\), and \(1 \times 1 \times 128\), respectively.
- For the 3-D CNN, we adopt the same network architecture as the one in [27]. The only difference lies in that we remove the dropout layer in each block to make a fair comparison with other networks, e.g., 2-D CNN.
- For the GCN, similar to [32], a graph convolutional hidden layer with 128 units is implemented in the GCN before feeding the features into the softmax layer, where the adjacency matrix \(\tilde{A}\) can be computed by means of KNN-based graph (\(K = 10\) in our case). The graph convolution, GCN, and 1-D CNN share the same network configuration for a fair comparison.

Our miniGCN has the same architecture as the GCN. The main difference between GCN and miniGCN lies in the fact that miniGCN is capable of training the networks in batch-wise fashion, and tends to reach a better local optimum of networks.

To better exploit diverse information of HS images, e.g., features extracted from CNNs or GCNs, our FuNets with A, M, and C different fusion strategies are developed by additionally adding a fully-connected (FC) fusion layer behind CNNs and miniGCNs. Table IV details the configuration of our FuNet for the layer-wise network architecture.

---

3https://www.csie.ntu.edu.tw/~cjlin/libsvm/
TABLE V
Quantitative comparison of different algorithms in terms of OA, AA, and \( \kappa \) on the Indian Pines dataset. The best one is shown in bold.

| Class No. | KNN RF SVM 1-D CNN 2-D CNN 3-D CNN GCM | miniGCN FuNet-A FuNet-M FuNet-C |
|----------|------------------------------------------------|---------------------------------|
| 1        | 45.45 57.80 67.34 47.83 65.90 66.26 65.97 | 72.54 68.64 69.51 68.50 |
| 2        | 46.94 56.51 67.86 42.35 76.66 71.94 72.70 | 55.99 80.99 82.40 79.59 |
| 3        | 77.72 80.98 93.48 60.87 92.39 97.28 87.50 | 92.93 95.11 94.57 99.46 |
| 4        | 84.56 85.68 94.63 89.49 93.96 95.08 93.74 | 92.62 96.64 96.42 95.05 |
| 5        | 80.06 79.34 88.52 92.40 87.23 88.09 91.39 | 94.98 95.41 96.99 95.70 |
| 6        | 97.49 95.44 94.76 97.04 97.27 98.18 97.49 | 98.63 99.32 99.54 99.54 |
| 7        | 64.81 77.56 73.86 59.69 77.23 75.38 75.38 | 64.71 72.98 76.80 75.93 |
| 8        | 48.68 58.85 52.07 65.38 57.03 56.29 51.70 | 68.78 70.31 58.97 68.90 |
| 9        | 44.33 62.23 72.70 93.44 72.87 78.01 62.77 | 69.33 74.82 74.82 71.63 |
| 10       | 96.30 95.06 98.77 99.38 100.00 100.00 96.91 | 98.77 99.38 99.38 99.38 |
| 11       | 74.28 88.75 85.17 84.00 92.85 90.59 86.25 | 87.78 85.93 79.50 89.95 |
| 12       | 15.45 54.24 71.82 86.06 88.18 90.30 66.97 | 50.00 93.03 91.21 91.52 |
| 13       | 91.11 97.78 95.56 91.11 100.00 100.00 95.56 | 100.00 100.00 100.00 100.00 |
| 14       | 33.33 56.41 82.05 84.62 84.62 74.36 71.79 | 48.72 79.49 82.05 94.87 |
| 15       | 81.82 81.82 90.91 100.00 100.00 100.00 81.82 | 72.73 100.00 100.00 100.00 |
| 16       | 40.00 100.00 100.00 100.00 100.00 100.00 100.00 | 80.00 100.00 100.00 100.00 |

OA (%) | 59.17 69.80 72.36 70.43 75.89 75.48 71.97 | 75.11 79.76 76.76 79.89 |
AA (%) | 63.90 76.78 83.16 79.60 86.64 86.36 81.12 | 78.03 88.25 87.64 89.35 |
\( \kappa \) | 0.5395 0.6591 0.6884 0.6642 0.7261 0.7240 0.6852 | 0.7164 0.7698 0.7382 0.7716 |

It should be noted, however, that the patch centered by a pixel is usually used as the input of CNNs in HS image classification. In this connection, the original HS image is extended by the “replicate” operation, i.e., copying the pixels...
within the image to that out of the original image boundary, to solve the problem of the boundaries in the CNNs-related experiments.

C. Parameter Analysis on $\tilde{A}$ Generation

Since the performance of GCNs depends (to some extent) on the quality of adjacency matrix, i.e., $\tilde{A}$, it is important to investigate the performance gains that can be obtained by adjusting the two parameters: number of neighbors ($K$) and width of RBF function ($\sigma$) of $\tilde{A}$ [see Eq. (1)]. For this purpose, we show the changing trend (in terms of OA) for different combinations of the two parameters in the Indian Pines data. More specifically, GCNs and miniGCNs are selected to analyze the parameter sensitivity. As it can be seen from Fig. 6, the parameter $K$ (to a large extent) dominates the performance gain. Nevertheless, the OAs of GCNs and miniGCNs remain stable with an increase of $K$ value. On the other hand, varying the parameter $\sigma$ only yields a slight performance fluctuation, indicating that this parameter might not be correctly fine-tuned. Most importantly, we observed that the performance gain or derogation in miniGCNs is relatively slow and gentle with the gradual change of the two parameters. In turn, with different parameter combinations, the GCNs leads to comparatively more perturbed results. Moreover, the whole classification performance of GCNs also seems to reach a bottleneck, because its full-batch training strategy usually fails to find a better local optimum. Comprehensively, the parameter combination of $(K, \sigma)$ in our case is set to $(10, 1)$, since this parameter range is relatively stable and, hence, it is applied to the rest of considered datasets for simplicity.

D. Quantitative Evaluation

Tables V, VI, and VII quantitatively report the classification scores obtained by different methods in terms of OA, AA, and $\kappa$, as well as the individual class accuracies for the Indian Pines, Pavia University, and Houston2013 datasets, respectively.

Overall, KNN, RF, and SVM obtain similar classification results on the Pavia University and Houston2013 datasets, while the classification performance of the KNN classifier is inferior to that achieved using the RF on the Indian Pines dataset. This might be explained by a few noisy training samples. Please note that there is a similar trend between RF and SVM in classification performance. By means of the powerful learning ability of DL techniques, 1-D CNN, 2-D CNN, 3-D CNN, and GCN perform better than traditional classifiers (KNN, RF, and SVM). Unlike 1-D CNN and GCN, that only consider pixel-wise network input, 2-D CNN and 3-D CNN can extract the spatial-spectral information from HS images more effectively, yielding higher classification accuracies. Not surprisingly, the performance of 3-D CNN is generally superior to that of 2-D CNN, owing to the additional local convolution on the spectral domain. We have to point out, however, that the 3-D CNN requires additional network parameters to be estimated, and tends to suffer from overfitting problems (particularly with limited training samples). The resulting accuracies on the Indian Pines dataset demonstrate these potential problems. Moreover, GCN brings moderate increments of at least 1\% OA, AA, and $\kappa$ over the 1-D CNN, since the spatial relation between samples can be well-modeled in the form of a graph structure by GCNs.

Remarkably, our miniGCN achieves stable performance improvements when compared to either GCN or 1-D CNN, even making it comparable to 2-D CNN to some extent, e.g., on the Indian Pines and Houston2013 datasets. As expected, the FuNet (that combines the benefits of CNNs and GCNs) outperforms those single models, demonstrating its ability to fuse different spectral representations. More specifically, a comparison between the three commonly-used fusion strategies reveals that FuNet-C tends to obtain better classification performance compared to FuNet-A and FuNet-M, particularly on the Indian Pines and Pavia University, where there is a dramatic performance improvement (cf. Tables V and VI).

Furthermore, for those classes that have very few samples, e.g., Alfalfa, Grass Pasture Mowed, Oats on Indian Pines, or unbalanced samples e.g., Road, Parking Lot2 on Houston2013, the 2-D CNN and 3-D CNN can obtain higher classification accuracies by considering the contextual information in both the spatial and spectral domains. On the contrary, the GCN-based models fail to accurately model those classes. But it is worth noting that the fused networks are capable of better identifying these challenging classes, due to the joint use of spatial-spectral (2-D CNN) and relation-augmented (miniGCN) features.
E. Visual Comparison

We also make a visual comparison between different classification methods in the form of classification maps, as shown in Figs. 7, 8, and 9. In general, pixel-wise classification models (e.g., KNN, RF, SVM, 1-D CNN) result in salt and pepper noise in the classification maps. Although the GCN considers the spatial relation modeling between samples, the use of large graphs constructed based on all samples (and full-batch network training) limits its performance to a great extent, thereby yielding relatively poor classification maps. Our proposed miniGCN extracts the HS features by locally preserving the graph (or manifold) structure in one batch, leading to results that are comparable to those obtained by the 2-D CNN and 3-D CNN. This means that we can achieve relatively robust representations compared to full graph preservation, since the batch-wise strategy can eliminate some errors resulting from the manually-computed adjacency matrix, and further reduce the error accumulation and propagation between layers. As expected, the FuNet-based methods obtain smoother and more detailed maps in comparison with other competitors, mainly due to the effective combination of different features that further enhance the HS representation ability. It should be noted, however, that the batch-wise input in CNNs could lead to losing some edge details to some extent (e.g., 2-D CNN, and 3-D CNN). This explains why the classification maps obtained by FuNets are not as sharp (in terms of edge delineation) as those obtained by only using miniGCNs.

V. Conclusion

Owing to the embedding of graph (or topological) structure, GCNs can properly characterize the underlying data structure of HS images in high-dimensional space, but inevitably introduce some drawbacks, e.g., high storage and computational cost when computing the adjacency matrix, gradient exploding or vanishing problems (due to full-batch network training), and the need to re-train these networks when new data are fed. In order to address these problems, in this paper we develop a new supervised version of GCNs, called miniGCNs, which allows us to train large-scale graph networks in a mini-batch fashion. Owing to their batch-wise network training strategy, our newly proposed miniGCNs are more flexible, in the sense that they not only yield lower computational cost and stable local optima in the training phase, but also can directly predict the new input samples, i.e., the out-of-sample cases, with no need to re-train the network. More significantly, our trainable mini-batch strategy makes it possible to jointly use CNNs and GCNs for extracting more diverse and discriminative feature representations for the HS image classification task. To exploit this property, we have further investigated several fusion modules: A, M, and C, that integrate CNNs and miniGCNs in an end-to-end trainable fashion. Our experimental results, conducted on three widely used HS datasets, demonstrate the effectiveness and superiority of our newly proposed miniGCNs as compared to the traditional GCNs. Also, the FuNet (with different fusion strategies) has been shown to be superior to using single model (e.g., CNNs, miniGCNs).

In the future, we will investigate the possible combination of different deep networks and our miniGCNs, and also develop more advanced fusion modules, e.g., weighted fusion, to fully exploit the rich spectral information contained in HS images.
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