Abstract

Eigenvalue distributions are important dynamical quantities in matrix models, and it is an interesting challenge to study corresponding quantities in tensor models. We study real tensor eigenvalue/vector distributions for real symmetric order-three random tensors with the Gaussian distribution as the simplest case. We first rewrite this problem as the computation of a partition function of a four-fermi theory with $R$ replicated fermions. The partition function is exactly computed for some small-$N$, $R$ cases, and is shown to precisely agree with Monte Carlo simulations. For large-$N$, it seems difficult to compute it exactly, and we apply an approximation using a self-consistency equation for two-point functions and obtain an analytic expression. It turns out that the real tensor eigenvalue distribution obtained by taking $R = 1/2$ is simply the Gaussian within this approximation. We compare the approximate expression with Monte Carlo simulations, and find that, if an extra overall factor depending on $N$ is multiplied to the expression, it agrees well with the Monte Carlo results. It is left for future study to improve the approximation for large-$N$ to correctly derive the overall factor.
1 Introduction

Eigenvalue distributions are important dynamical quantities in matrix models. The distributions give quantitative/qualitative insights into complex dynamical systems with strongly coupled degrees of freedom, such as atomic systems [1]. Topological transitions of the distributions [2, 3] give important insights into the properties of gauge theories and two-dimensional quantum gravity, such as phase structures in particular. The distributions are also important as one of the main tools to solve the matrix models [4].

Considering recent attentions to tensor models [5, 6, 7, 8] it would be interesting to study corresponding quantities and their roles in tensor models. While, in various applications [9], it is important to develop techniques to obtain eigenvalues/vectors [11, 12, 13] for given tensors, it is rather more important to understand statistical properties of tensor eigenvalues/vectors for ensembles of tensors in tensor models, where tensors are dynamical. In fact, not many results are known about their statistical properties: The expectation values of the numbers of real eigenvalues are computed for random real tensors [14, 15]; the sizes of the largest eigenvalues are estimated for random tensors [16]; Wigner semi-circle law in matrix models has been extended to tensor models [17].

A basic question about eigenvalues/vectors in tensor models is their distributions. In a previous study [18], the present author derived an exact formula for signed distributions of real eigenvectors for real symmetric order-three random tensors with the Gaussian distribution: Each eigenvector contributes to the distribution by $\pm 1$ depending on the sign of an associated Hessian matrix. An interesting intermediate step was that the problem was rewritten as the computation of a partition function of a four-fermi theory. This was achieved by Gaussian integrations over bosonic variables after rewriting the problem as a partition function of a system of bosonic and fermionic variables. The final formula was obtained by exactly computing the partition function of the four-fermi theory.

The above procedure of the previous paper can be extended to other kinds of eigenvalue/vector distributions. The purpose of the present paper is to extend it to the distribution of real eigenvalues/vectors for real symmetric order-three random tensors with the Gaussian distribution. In the previous paper, we only dealt with one couple of fermions, but, in this paper, we deal with $R$ replicas of fermions, and the eigenvector/value distribution is supposed to be obtained by an analytic continuation to $R = 1/2$. We derive a four-fermi theory with the replicated fermions, which is more complex than that of the previous paper. We exactly compute the partition function of the four-fermi theory for some small-$N, R$ cases and show the precise agreement with Monte Carlo results. On the other hand, for large-$N$, we apply an approximation using the Schwinger-Dyson equation (See Appendix A), and obtain the eigenvalue/vector distribution by formally taking $R = 1/2$. We find that the obtained approximate analytic expression has good agreement with Monte Carlo results, if we multiply an extra overall factor depending on $N$ to the expression, where $N$ denotes the range of the tensor indices.

---

1 See for example [10] for the tensor model perspectives on such applications.
2 The formula is expressed with the confluent hypergeometric function of the second kind.
This paper is organized as follows. In Section 2, we define the distribution of the real tensor eigenvalues/vectors of the Gaussian tensor model, and rewrite the distribution as a partition function of a system of bosonic and fermionic variables. In Section 3, by Gaussian integrations over the bosonic variables of the system, we obtain a four-fermi theory. In Section 4, we exactly compute the partition function of the four-fermi theory for some small-\(N, R\) cases. In Section 5, we compute the partition function of the four-fermi theory for large-\(N\) by applying an approximation using the Schwinger-Dyson equation for two-point functions, and obtain an approximate analytic expression of the eigenvalue/vector distribution by formally taking \(R = 1/2\). In Section 6, we perform some Monte Carlo simulations. The exact computations for small-\(N, R\) are shown to precisely agree with the Monte Carlo results. On the other hand, we find that the approximate analytic expression of the eigenvalue/vector distribution agrees well with the Monte Carlo result, if it is multiplied by an extra factor depending on \(N\). The final section is devoted to a summary and future problems. In Appendix C, we explain an overlap between the main result of Section 5 and a known result from random matrix theory.

2 Real tensor eigenvalue/vector distributions

In this paper, we restrict ourselves to the symmetric real tensors with three indices, \(C_{abc} = C_{bac} = C_{bca} \in \mathbb{R} (a, b, c = 1, 2, \ldots, N)\), as the simplest case. There are several different definitions of tensor eigenvalues/vectors [11, 12, 13]. In this paper we employ the definition that real eigenvectors of a given \(C\) are defined by \(v\)'s satisfying

\[ C_{abc} v_b v_c = v_a, \quad v \in \mathbb{R}^N. \]  

(1)

Here repeated indices are assumed to be summed over, as will also be assumed throughout this paper. Then the real eigenvector distribution for a given \(C\) is given by

\[ \rho(v, C) = \sum_{i=1}^{N_{\text{sol}(C)}} \prod_{a=1}^{N} \delta(v_a - v_i^a), \]  

(2)

where \(v_i^a (i = 1, 2, \ldots, N_{\text{sol}(C)})\) are all the solutions of (1).

The expression (2) can be rewritten as

\[ \rho(v, C) = |\det M| \prod_{a=1}^{N} \delta (v_a - C_{abc} v_b v_c), \]  

(3)

where \(\det\) represents taking the determinant, \(|\cdot|\) is to take the absolute value, and \(M\) is a matrix defined by

\[ M_{ab} = \frac{\partial}{\partial v_a} (v_b - C_{bca} v_c v_d) = \delta_{ab} - 2C_{abc} v_c. \]  

(4)
Suppose the tensor $C$ is randomly distributed with the Gaussian distribution. Then the distribution of $v$ is given by

$$\rho(v) = \langle \rho(v, C) \rangle_C = A^{-1} \int_{\mathbb{R}^{D_C}} dC \, e^{-\alpha C^2} \rho(v, C), \quad (5)$$

where $dC = \prod_{a \leq b \leq c=1}^N dC_{abc}$, $C^2 = C_{abc}C_{abc}$, $\alpha$ is a positive real number, $A = \int_{\mathbb{R}^{D_C}} dC \, e^{-\alpha C^2}$, and $D_C = N(N + 1)(N + 2)/6$, i.e., the total number of independent components of $C$.

In the previous paper [18], we computed a similar quantity which has $\det M$ instead of $|\det M|$ in (3). The previous quantity was easier to compute, since it can simply be expressed by a couple of fermions by using the formula, $\det M = \int d\bar{\psi} \psi e^{\bar{\psi} M \psi} [19]$. On the other hand, what makes the expression (3) difficult to deal with is that $|\det M|$ is not analytic. One way to turn it to an analytic expression is to consider a quantity,

$$\rho(v, C, R, \epsilon) = \left( \det \left( M^2 + \epsilon I \right) \right)^R \prod_{a=1}^N \delta \left( v_a - C_{abc} v_b v_c \right),$$

where $\epsilon > 0$ is a regularization parameter, and $I$ is the identity matrix, $I_{ab} = \delta_{ab}$. Note that the regularization parameter keeps the $O(N)$ invariance of the system. Then, for random $C$ with the Gaussian distribution, we have

$$\rho(v, R, \epsilon) = \langle \rho(v, C, R, \epsilon) \rangle_C = A^{-1} \int_{\mathbb{R}^{D_C}} dC \, e^{-\alpha C^2} \left( \det \left( M^2 + \epsilon I \right) \right)^R \prod_{a=1}^N \delta \left( v_a - C_{abc} v_b v_c \right). \quad (7)$$

The expression corresponding to (5) can be obtained by putting $R = 1/2$ and taking the $\epsilon \to +0$ limit:

$$\rho(v) = \rho(v, 1/2, +0). \quad (8)$$

As we will find in Section 5, the regularization parameter $\epsilon$ is necessary for the large-$N$ approximate computation, to unambiguously obtain an expression which is valid in all the region of $v$. Directly starting from the expression with $\epsilon = 0$ has a singularity and it is not clear how the expression should be extended to the whole region.

The real eigenvalues accompanied with real eigenvectors (Z-eigenvalues in the terminology of [14]) for a real symmetric order-three tensor $C$ are the $z$’s satisfying

$$C_{abc}w_b w_c = z \, w_a, \quad (9)$$

where $z \in \mathbb{R}$, $w \in \mathbb{R}^N$ with $|w| = 1$ ($|w| = \sqrt{w_a w_a}$). The relation to (1) is $w = v/|v|$ and $z = 1/|v|$. Therefore, once we obtain $\rho(v)$, the Z-eigenvalue distribution is obtained by

$$\rho_{\text{eigenvalue}}(z) = \rho(v) S^{N-1}|v|^{N-1} \frac{d|v|}{dz} = \rho(1/z) S_{N-1} z^{-N-1}, \quad (10)$$

$^3$The system is invariant under the orthogonal transformation in the vector space associated to the lower index.
where \( S_{N-1} = \frac{2\pi^{N/2}}{\Gamma(N/2)} \) is the surface volume of a unit sphere in an \( N \)-dimensional space. To derive this expression, we have used that \( \rho(v) \) actually depends only on \(|v|\), because of the \( O(N) \)-invariance of \( \rho \), and have used \( d^N v = S_{N-1}|v|^{N-1}d|v| \). Note that we have abusively written \( 1/z \) as the argument on the righthand side of (10) to represent an arbitrary vector of size \( 1/z \).

3 A four-fermi theory with \( R \) replicas

By using the well-known formulas, \( \int_{\mathbb{R}} dx e^{ixy} = 2\pi \delta(y) \) and \( \int d\bar{\psi}\psi e^{\bar{\psi}aT_{ab}\psi_b} = \det T \) [19], the expression (7) can be rewritten as

\[
\rho(v, R, \epsilon) = A^{-1}(2\pi)^{-N} \int dC d\lambda d\bar{\psi} d\psi e^{S_1},
\]

where

\[
S_1 = -\alpha C^2 + i\lambda_a (v_a - C_{abc} v_b v_c) + \bar{\psi}_a M_{ab}^2 \psi_b + \epsilon \bar{\psi}_a \psi_a.
\]

Here we have assumed \( R \) to be integer, \( \bar{\psi}_a, \psi_{ai} (a = 1, 2, \ldots, N; i = 1, 2, \ldots, R) \) are fermionic, and \( \lambda_a (a = 1, 2, \ldots, N) \) are bosonic with the integration region \( \mathbb{R}^N \). Note that the paired new indices (namely, \( i \)) are also assumed to be summed over in the above expression, as will be assumed throughout this paper. Note also that the system (11) is invariant under the following \( GL(R) \) transformation concerning the new index:

\[
\psi'_{ai} = G_i^j \psi_{aj}, \quad \bar{\psi}'_a = \bar{\psi}_a G^{-1}_{ij},
\]

for \( G \in GL(R) \). Another comment is that the appearance of the imaginary number in (12) does not violate the reality of the integral, since the integral is symmetric under \( \lambda \rightarrow -\lambda \).

In the similar manner as the procedure taken in the previous paper [18], we want to first integrate over the bosonic variables, \( C \) and \( \lambda \), to obtain a fermionic theory. However, \( M^2 \) contains \( C \) in a quadratic manner and is not straightforward to deal with. To circumvent this matter, let us introduce another pair of fermions \( \bar{\varphi}, \varphi \) to rewrite (12) into an expression linear in \( M \):

\[
\rho(v, R, \epsilon) = A^{-1}(2\pi)^{-N} (-1)^{NR} \int dC d\lambda d\bar{\psi} d\psi d\bar{\varphi} d\varphi e^{S_2},
\]

where

\[
S_2 = -\alpha C^2 + i\lambda_a (v_a - C_{abc} v_b v_c) - \bar{\varphi}_a \varphi_{ai} + \epsilon \bar{\varphi}_a \psi_{ai} - \bar{\psi}_a M_{ab}^2 \varphi_{bi} - \bar{\varphi}_a M_{ab} \psi_{bi}.
\]

The equivalence between (11) and (14) can be shown by

\[
\int d\bar{\varphi} d\varphi e^{-\bar{\varphi}_a \varphi_{ai} - \bar{\psi}_a M_{ab} \psi_{bi} - \bar{\varphi}_a M_{ab} \psi_{bi}} = \int d\bar{\varphi} d\varphi e^{-(\varphi_a + \bar{\psi}_b M_{ba})(\varphi_a + M_{ac} \psi_c) + \bar{\psi}_a M_{ab}^2 \psi_b} = (-1)^N e^{\bar{\psi}_a M_{ab}^2 \psi_b}.
\]
Now let us first integrate over $C$, assuming that the final result does not depend on this change of the order of the integrations. The terms containing $C$ in (15) are

$$S_C = -\alpha C^2 - iC_{abc}\lambda_a v_b v_c + 2C_{abc}\bar{\psi}^i A_i + C_{abc}\bar{\psi}^i A_i.$$

Therefore the integration over $C$ is just a Gaussian integration and we obtain

$$\int_{\mathbb{R}^D} dC e^{S_C} = A e^{\delta S_C},$$

where

$$\delta S_C = \frac{1}{\alpha} \left( \frac{1}{6} \sum_{\sigma} \left( -\frac{i}{2} \lambda_{\sigma_a} v_{\sigma_b} v_{\sigma_c} + \bar{\psi}^i_{\sigma_a} \bar{\varphi}_{\sigma_b} v_{\sigma_c} + \bar{\varphi}^i_{\sigma_a} \bar{\psi}_{\sigma_b} v_{\sigma_c} \right) \right)^2.$$  

(19)

Here the summation over $\sigma$ is over all the permutations of $a, b, c$, the necessity of which comes from that $C$ is a symmetric tensor. Explicitly expanding the expression (19), we obtain

$$\delta S_C = -\frac{|v|^4}{12\alpha} \lambda_a B_{ab} \lambda_b - i\lambda_a D_a + E.$$  

(20)

with

$$B_{ab} = \delta_{ab} + 2\hat{v}_a \hat{v}_b = I_{\perp ab} + 3I_{|| ab},$$  

(21)

$$D_a = \frac{|v|^3}{3\alpha} \left( \bar{\psi}^i_{|| \sigma_a} + \bar{\varphi}^i_{|| \sigma_a} \right) \hat{v}_a + \frac{|v|^3}{3\alpha} \left( \bar{\psi}^i_{\perp \sigma_a} + \bar{\varphi}^i_{\perp \sigma_a} \right),$$  

(22)

$$E = \frac{1}{\alpha} \left( \frac{1}{6} \sum_{\sigma} \left( \bar{\psi}^i_{\sigma_a} \bar{\varphi}_{\sigma_b} v_{\sigma_c} + \bar{\varphi}^i_{\sigma_a} \bar{\psi}_{\sigma_b} v_{\sigma_c} \right) \right)^2,$$  

(23)

where $\hat{v}_a = v_a/|v|$, and $||$ denotes the projection to $\hat{v}$, namely, $\psi_{||} = \psi_a \hat{v}_a$, and so on. As above, the matrix $B$ can be rewritten as a linear sum of the projection operators, where $I_{||}$ is the projection operator to the one-dimensional linear subspace spanned by $\hat{v}$, and $I_{\perp}$ is to the subspace transverse to $\hat{v}$.

From (15) and (20), the remaining terms containing $\lambda$ are

$$S_\lambda = -\frac{|v|^4}{12\alpha} \lambda_a B_{ab} \lambda_b + i\lambda_a (v_a - D_a).$$  

(24)

Integrating over $\lambda$ gives

$$\int_{\mathbb{R}^N} d\lambda \ e^{S_\lambda} = (12\pi \alpha)^N |v|^{-2N} (\det B)^{-\frac{1}{2}} e^{\delta S_\lambda},$$  

(25)

with

$$\delta S_\lambda = -3\alpha |v|^{-4} (v_a - D_a) B_{ab}^{-1} (v_b - D_b)$$

$$= -3\alpha |v|^{-4} \left( D_{\perp} \cdot D_{\perp} + \frac{1}{3} (|v| - D_{||})^2 \right)$$

$$= -\frac{\alpha}{|v|^2} + 2 \left( \bar{\psi}^i_{|| \varphi} + \bar{\varphi}^i_{|| \psi} \right) - 3\alpha |v|^{-4} \left( D_{\perp} \cdot D_{\perp} + \frac{1}{3} D_{||}^2 \right)$$  

(26)
where we have used \( B^{-1} = I_\perp + \frac{1}{3} I_\parallel \), and from (22) the projections of \( D \) to the parallel and transverse directions to \( \hat{v} \) are respectively given by

\[
D_\perp = \frac{|v|^3}{3\alpha} \left( \bar{\psi}_i^\perp \varphi_i^\parallel + \bar{\varphi}_i^\perp \psi_i^\parallel + \bar{\varphi}_i^\perp \psi_i^\perp \right),
\]

\[
D_\parallel = \frac{|v|^3}{\alpha} \left( \bar{\psi}_i^\parallel \varphi_i^\parallel + \bar{\varphi}_i^\parallel \psi_i^\parallel \right).
\]

While the last term of (26) gives some four-fermi interaction terms, the second term gives some corrections to the quadratic terms in the parallel direction.

Collecting all the results above and using \( \det B = 3 \), we obtain a four-fermi theory,

\[
\rho(v, R, \epsilon) = 3^{N-1} \pi^{-\frac{N}{2}} \alpha^\frac{N}{2} |v|^{-2N} e^{-\frac{\alpha}{|v|^2}} (-1)^N R \int d\bar{\psi} d\psi d\bar{\phi} d\phi e^{K + K_\parallel + V},
\]

where the quadratic term \( K, K_\parallel \) and the four-fermi interaction terms \( V \) are respectively given by

\[
K = \left( \begin{array}{cc} \epsilon & -1 \\ -1 & -1 \end{array} \right) \left( \begin{array}{c} \psi_{i\perp} \\ \varphi_{i\parallel} \end{array} \right),
\]

\[
K_\parallel = \left( \begin{array}{cc} \epsilon & 1 \\ 1 & -1 \end{array} \right) \left( \begin{array}{c} \psi_{i\parallel} \\ \varphi_{i\parallel} \end{array} \right),
\]

\[
V = -3\alpha |v|^{-4} \left( D_\perp \cdot D_\perp + \frac{1}{3} D_\parallel^2 \right) + E
\]

\[
= -\frac{|v|^2}{6\alpha} \left( \bar{\psi}_i^\perp \cdot \bar{\psi}_j^\perp \varphi_{i\parallel} \cdot \varphi_{j\parallel} + \bar{\psi}_j^\perp \cdot \varphi_{i\perp} \bar{\psi}_i^\perp \cdot \varphi_{j\parallel} + \bar{\varphi}_i^\perp \cdot \varphi_{j\perp} \bar{\psi}_i^\perp \cdot \psi_{j\perp} + \psi_{i\perp} \cdot \varphi_{j\perp} \psi_{i\parallel} \cdot \psi_{j\parallel} + 2\bar{\psi}_i^\perp \cdot \varphi_{j\perp} \bar{\psi}_i^\perp \cdot \psi_{j\perp} + 2\bar{\psi}_i^\perp \cdot \psi_{j\perp} \bar{\varphi}_j^\perp \cdot \phi_{i\parallel} \right).
\]

What is surprising in \( V \) in (29) is that the parallel components are not contained. Therefore, the parallel components are free theory and can trivially be integrated over:

\[
\int d\bar{\psi}_\parallel d\psi_\parallel d\bar{\varphi}_\parallel d\varphi_\parallel e^{K_\parallel} = (-1)^R,
\]

where we have already taken the \( \epsilon \to +0 \) limit, since this is smooth. Then we finally obtain a four-fermi theory containing only the transverse components,

\[
\rho(v, R, \epsilon) = 3^{N-1} \pi^{-\frac{N}{2}} \alpha^\frac{N}{2} |v|^{-2N} e^{-\frac{\alpha}{|v|^2}} (-1)^{(N-1)} R \int d\bar{\psi}_\perp d\psi_\perp d\bar{\varphi}_\perp d\varphi_\perp e^{K + V}.
\]

4 Exact computations for small-\( N, R \)

Simple crosschecks of the formula, (31), with (29), can be performed by exactly computing it. In the \( N = 1 \) case, we have no transverse directions, and hence (31) gives

\[
\rho_{N=1}(v, R, 0) = \pi^{-\frac{1}{2}} \alpha^{\frac{1}{2}} v^{-2} e^{-\frac{\alpha}{|v|^2}}.
\]
Indeed, from that the eigenvector is given by \( v = 1/C \) for \( N = 1 \), the Gaussian distribution of \( C \) is the same as \([32]\), because \( \pi^{-\frac{1}{2}} \alpha^\frac{1}{2} e^{-\alpha C^2} dC = \rho_{N=1}(v, R, 0) dv \).

Another obvious consequence is that, for integer \( R \), the four-fermi theory \([31]\) can in principle be computed by expanding the exponential in \( K, V \):

\[
\int d\bar{\psi}_1 d\psi_1 d\varphi_1 d\varphi_\perp e^{K+V} = \sum_{n=0}^{(N-1)/2} \frac{1}{n!(2(N-1)R-2n)!} \int d\bar{\psi}_1 d\psi_1 d\varphi_1 d\varphi_\perp V_n K^{2(N-1)R-2n}.
\]

This formula comes from the fact that each term of the integrand must be a product of exactly \( 4(N-1)R \) fermions for the fermionic integral to be non-zero \([19]\). The \( \epsilon \to +0 \) limit of \([33]\) is straightforward, and, for integer \( R \), \([31]\) generally has the form,

\[
\rho(v, R, 0) = 3^{\frac{N-1}{2}} \pi^{-\frac{N}{2}} \alpha^\frac{N}{2} |v|^{-2N} e^{-\frac{\alpha}{|v|^2}} L_{N,R},
\]

where \( L_{N,R} \) is a polynomial function of \( x = |v|^2/(6\alpha) \), \( L_{N,R} = 1 + c_1 x + c_2 x^2 + \cdots + c_{(N-1)R} x^{(N-1)R} \), where \( c_i \) are some coefficients depending on \( N, R \). Then, as in \([8]\), \( \rho(v) \) could be obtained by taking the analytic continuation of \( \rho_{N,R} \) to \( R = 1/2 \).

However, the exact computation of \( \rho_{N,R} \) for general \( N, R \) seems to be a difficult task. It becomes more and more cumbersome very quickly, as \( N, R \) increase. Still it is doable for some small \( N, R \) by using computers. By a Mathematica package for Grassmann variables \([20]\), we obtain

\[
L_{N=2,R=1} = 1 + 4x,
L_{N=3,R=1} = 1 + 4x + 28x^2,
L_{N=2,R=2} = 1 + 24x + 48x^2,
L_{N=3,R=2} = 1 + 40x + 552x^2 + 1248x^3 + 5136x^4.
\]

The formula \([34]\) with \([35]\) will be checked by Monte Carlo simulations in Section 6.

5 Approximate computations for large-\( N \)

As was demonstrated in the last part of Section 4, the expression \([31]\) can in principle be computed for general integer \( N, R \), and \( R = 1/2 \) could be taken by analytic continuation. However, this does not seem straightforward in practice. Therefore, in this section, we apply the Schwinger-Dyson equation to the four-fermi theory, assuming the factorization of the four-point correlation functions into the products of two-point functions. A self-contained brief explanation of the approximation is given in Appendix A.

The four-fermi theory \([31]\) has the following symmetry, \( O(N-1) \times GL(R) \), for the transverse variables \( X, \bar{X} (X = \psi_\perp, \varphi_\perp) \):

\[
X'_{ai} = g_1a' g_2i' X_{a'i'}, \bar{X}'_{ai} = g_1a' \bar{X}^\dagger_{a'i'} g_2^{-1} i',
\]

(36)
where $g_1$ belongs to the defining representation of $O(N-1)$ in the subspace transverse to $\hat{v}$, and $g_2$ belongs to the defining representation of $GL(R)$. Assuming that these symmetries do not break down in the large-$N$ limit, we can assume the following forms of the two point functions:

\[
\begin{align*}
\langle \bar{\psi}_{\perp a}^i \psi_{\perp b}^j \rangle &= Q_{11} I_{\perp ab} \delta_{ij}, \\
\langle \bar{\psi}_{\perp a}^i \varphi_{\perp b}^j \rangle &= Q_{12} I_{\perp ab} \delta_{ij}, \\
\langle \bar{\varphi}_{\perp a}^i \psi_{\perp b}^j \rangle &= Q_{21} I_{\perp ab} \delta_{ij}, \\
\langle \bar{\varphi}_{\perp a}^i \varphi_{\perp b}^j \rangle &= Q_{22} I_{\perp ab} \delta_{ij}, \\
\text{Others} &= 0,
\end{align*}
\]

where $Q_{ij}$ are some numbers. From (67) in Appendix A, the effective action written in terms of $Q_{ij}$ is given by

\[
S_{\text{eff}} = \langle K + V \rangle - (N-1)R \log(-\det Q) = (N-1)R \left(\epsilon Q_{11} - Q_{12} - Q_{21} - Q_{22} - \frac{|v|^2(N-1)}{6\alpha} (Q_{12}^2 + Q_{21}^2 + 2Q_{11}Q_{22}) - \log(-\det Q)\right)
\]

in the leading order of $N-1$. Here the minus sign in the logarithm is appropriate for the current computation, since the solution of $Q_{ij}$ below gives $\det Q < 0$. In the derivation of (38), we have used the factorizations into two-point functions and (37), such as

\[
\langle \bar{\psi}_{\perp a}^{i} \varphi_{\perp b}^{j} \bar{\psi}_{\perp a} \varphi_{\perp b} \rangle = \langle \bar{\psi}_{\perp a}^{i} \varphi_{\perp b} \varphi_{\perp a} \rangle - \langle \bar{\psi}_{\perp a}^{i} \varphi_{\perp b} \varphi_{\perp a} \rangle
\]

and have taken only the leading order terms in $N-1$.

The stationary equations,

\[
\frac{\partial S_{\text{eff}}}{\partial Q_{11}} = \frac{\partial S_{\text{eff}}}{\partial Q_{12}} = \frac{\partial S_{\text{eff}}}{\partial Q_{21}} = \frac{\partial S_{\text{eff}}}{\partial Q_{22}} = 0,
\]

have four independent solutions, and, among them, we should choose a solution which reproduces the $v = 0$ limit (this is a free theory limit, since $V = 0$) given by

\[
Q_{11} = \frac{1}{1+\epsilon}, \quad Q_{12} = Q_{21} = \frac{-1}{1+\epsilon}, \quad Q_{22} = \frac{\epsilon}{1+\epsilon}, \quad \text{for } v = 0.
\]

The explicit expression of the solution is given in Appendix B with $x = v^2(N-1)/(3\alpha)$. The $\epsilon \to +0$ limit has a singularity at $x = 1/4$, and for each region, we obtain for $\epsilon \to +0$

- $0 < x < 1/4$

\[
\begin{align*}
Q_{11} &= \frac{-\sqrt{1-4x} + 1}{2x\sqrt{1-4x}}, \\
Q_{12} &= Q_{21} = \frac{1 - \sqrt{1-4x} - 4x}{2x\sqrt{1-4x}}, \\
Q_{22} &= 0,
\end{align*}
\]

where $\hat{v}$ belongs to the defining representation of $O(N-1)$ in the subspace transverse to $\hat{v}$, and $g_2$ belongs to the defining representation of $GL(R)$. Assuming that these symmetries do not break down in the large-$N$ limit, we can assume the following forms of the two point functions:
\( x > 1/4 \)

\[
Q_{11} = \frac{\sqrt{-1 + 4x}}{2\sqrt{\epsilon}x} - \frac{1}{2x} + \mathcal{O}(\sqrt{\epsilon}), \\
Q_{12} = Q_{21} = -\frac{1}{2x} + \frac{\sqrt{\epsilon}}{2x\sqrt{-1 + 4x}} + \mathcal{O}(\epsilon^{3/2}), \\
Q_{22} = -\frac{\sqrt{\epsilon}\sqrt{-1 + 4x}}{2x} + \frac{\epsilon}{2x} + \mathcal{O}(\epsilon^{3/2}).
\]

The latter solution is not well-defined in \( \epsilon \to +0 \), but the \( S_{\text{eff}} \) for those solutions has well-defined limits in both regions:

\[
S_{\text{eff} = +0}^{(\epsilon)}(x) = \begin{cases} 
\frac{(N-1)R}{2x} (2 + \log(16) + \frac{1}{x} - \frac{1}{\sqrt{1-x}} - 4 \log 1 - \sqrt{1-4x} + 4 \log(x)) & \text{for } 0 < x < \frac{1}{4}, \\
\frac{(N-1)R}{2x} (1 + 2x + 2x \log(x)) & \text{for } \frac{1}{4} < x.
\end{cases}
\]

Then from \([69]\) we obtain for large-\( N \)

\[
\rho(v, R, +0) = 3^{\frac{N}{2}-1} \pi^{-\frac{N}{2}} \alpha^{\frac{N}{2}} |v|^{-2N} e^{-\frac{\alpha}{4|v|^2}} e^{S_{\text{eff} = +0}^{(\epsilon)}(x) - 2(N-1)R},
\]

where the subtraction in the exponent is due to \( S_{\text{eff} = +0}^{(\epsilon)}(0) = 2(N-1)R \). Note that, in the above computation, the limiting process of \( \epsilon \to +0 \) is independent from taking \( R = 1/2 \), and therefore the result does not depend on the order of them.

A delicate matter concerning taking \( R = 1/2 \) is that \( R \) in the above computation is assumed to be positive integers, since \( R \) is the number of replicas. Therefore we do not know whether this expression can truly be analytically extended to \( R = 1/2 \). This is generally a difficult question to answer, which is often raised in applying the replica trick. However, as is shown in Appendix C, the above result \([45]\) with \([44]\) can be shown to agree with a large-\( N \) expression computed by random matrix theory in another context.

Finally, we want to argue that only the expression at \( x > 1/4 \) in \([44]\) practically matters, when \( N \) is large. The reason is as follows. Because of the exponential damping factor \( e^{-\frac{\alpha}{4|v|^2}} \), \( \rho(v, R, +0) \) takes significant values only in the region \( |v| \gtrsim \sqrt{\alpha} \). This means that the relevant region satisfies \( x = |v|^2(N-1)/(3\alpha) \gtrsim (N-1)/3 > 1/4 \) for large \( N \). Therefore, we can practically use \( S_{\text{eff} = +0}^{(\epsilon)} \) at \( x > 1/4 \) for all the region of \( x \) for large-\( N \). By doing this, we finally obtain, for large-\( N \) and \( R = 1/2 \),

\[
\rho(v) = \rho(v, 1/2, +0) = (N-1)^{\frac{N-1}{2}} \pi^{-\frac{N-1}{2}} \alpha^{\frac{N}{2}} \frac{1}{\pi} |v|^{-N-1} e^{-\frac{\alpha}{4|v|^2}}.
\]

The result \([46]\) is for the distribution of vector \( v \). For comparison with Monte Carlo simulations, it is more convenient to transform it to the distribution of the size \( |v| \). Since \( d^N v = S_{N-1} |v|^{N-1} d|v| \) with \( S_{N-1} = 2\pi^{N/2}/\Gamma(N/2) \) being the surface volume of a unit sphere in \( N \)-dimensions, we obtain for large-\( N \)

\[
\rho_{\text{size}}(|v|) = \frac{2(N-1)^{\frac{N-1}{2}} e^{-\frac{N-1}{2} \frac{1}{\alpha^{1/2}}}}{\Gamma \left( \frac{N}{2} \right)} |v|^{-2} e^{-\frac{\alpha}{4|v|^2}}.
\]
One can also transform the result to the real eigenvalue distribution (Z-eigenvalues in the terminology of [11]), using (10): For large-$N$, 
\[ \rho_{\text{eigenvalue}}(z) = \frac{2(N - 1)^{N-1} e^{-\frac{N-1}{2} \alpha^2}}{\Gamma\left(\frac{N}{2}\right)} e^{-\frac{\alpha}{4} z^2}. \]

Interestingly, the real eigenvalue distribution is just given by the Gaussian function in this approximation.

6 Comparison with Monte Carlo simulations

In this section, we perform some Monte Carlo simulations, and compare the results with the exact small-$N$ and the approximate large-$N$ results, which are respectively obtained in Sections 4 and 5.

The eigenvector equations (1) are a system of polynomial equations, which can be solved by appropriate polynomial equation solvers. We use Mathematica 12 for this purpose. It generally produces all the solutions including complex ones, and we pick up all the real ones out of them. Whether all the real eigenvectors are covered can be guaranteed by checking whether the number of all the generally complex solutions agrees with the known formula, $2^N - 1$ [13].

With the above way of obtaining real eigenvectors, our procedure of numerical simulations can be summarized as follows.

- Randomly generate $C$ with the Gaussian distribution: Each independent component is randomly generated by $C_{ijk} = \frac{\sigma_{ijk}}{\sqrt{d(i,j,k)}}$, $(i \leq j \leq k)$. Here $\sigma_{ijk}$ is a random number following the normal distribution of mean value zero and standard deviation one. $d(i,j,k)$ is a degeneracy factor defined by

\[ d(i,j,k) = \begin{cases} 1, & i = j = k \\ 3, & i = j \neq k, i \neq j = k, k = i \neq j \\ 6, & i \neq k \neq j \neq i \end{cases}. \]

The above distribution corresponds to choosing $\alpha = 1/2$ in (5), since

\[ C^2 = C_{abc} C_{abc} = \sum_{i,j,k=1}^{N} d(i,j,k) C^2_{ijk} \]

due to $C$ being a symmetric tensor.

- Pick up all the real eigenvectors by the way mentioned above.

- Store the size $|v|$ and the value of $\det M$ for each of all the real eigenvectors.
Figure 1: Some non-trivial checks of the general formula (31) with (29). The analytical results, \( \rho_N \) with (35) for \( \alpha = 1/2 \), (solid lines) and the results from the Monte Carlo simulations (51) (dots) for \( (N, R) = (2, 1), (3, 1), (2, 2), (3, 2) \) from the left to the right panels are compared. \( \delta v = 0.03 \). \( N_C = 3 \cdot 10^4 \) for the former two, and \( N_C = 10^5 \) for the latter two.

- Repeat the above processes.

By the above repeating procedure we obtain a data of \( (|v_i|, \det M_i) \) \( (i = 1, 2, \ldots, L) \), where \( L \) is the total number of real eigenvectors generated. For the general case of \( R \), we define

\[
\rho_{\text{size}}^R((k+1/2)\delta v) = \frac{1}{\delta v N_C} \sum_{i=1}^{L} \theta(k\delta v < |v_i| \leq (k+1)\delta v),
\]

(51)

where \( N_C \) denotes the total number of randomly generated \( C \), \( \delta v \) is a bin size, \( k = 0, 1, 2, \ldots \), and \( \theta \) is a support function which takes 1 if the inequality of the argument is satisfied, but zero otherwise. This quantity corresponds to \( \rho(v, R, 0)S_{N-1}|v|^{N-1} \) with \( \alpha = 1/2 \) of the analytical result by a derivation similar to that of (47). The \(-1\) in the exponent of \( \det M \) in (51) comes from the consideration of the measure associated to the delta functions, namely, the difference between (2) and (3).

In Figure 1, the numerical datas (51) for \( N = 2, 3, R = 2, 3 \), and the analytical results, \( \rho(v, R, 0)S_{N-1}|v|^{N-1} \) with \( \rho(v, R, 0) \) being given by (34) with (35) for \( \alpha = 1/2 \), are compared. They precisely agree. The agreement includes the allover numerical factor, and gives non-trivial checks of the general formula (31) with (29).

For \( R = 1/2 \) in (51), we have

\[
\rho_{\text{size}}^R((k+1/2)\delta v) = \frac{1}{\delta v N_C} \sum_{i=1}^{L} \theta(k\delta v < |v_i| \leq (k+1)\delta v).
\]

(52)

For large-\( N \), this is the numerical quantity corresponding to (47) with \( \alpha = 1/2 \).

In the left panel of Figure 2, the analytical result (47) and the numerical result (52) are compared. In this figure, the analytical result is multiplied by an extra allover numerical factor, which means that the overall factor is not correctly computed in the analytical result, while the functional form agrees well with the numerical data. As shown in the right panel, the extra factor \( \kappa \) needed to have good agreement is dependent on \( N \). As far as the fitting line implies, the factor seems to asymptotically diverge in \( N \to \infty \).
Figure 2: Left: (52) from a Monte Carlo simulation for $N = 14$ is plotted by dots. $N_C = 400$, $\delta v = 0.01$. This is compared with $\kappa \rho_{\text{size}}$ from (47) with $\kappa = 5.27$ (the best fitting value), which is plotted by a solid line. Right: The overall factors $\kappa$ needed for the best fitting for various $N$ are plotted by dots. The fitting line is $-3.6 + 3.2N^{0.38}$.

Figure 3: The numerical result (53) and the analytical result (48) for large-$N$ are compared for $N = 14$. $N_C = 400$, $\delta v = 0.02$, and $\kappa = 5.6$ (the best fitting value).
In a similar manner, one can obtain the real eigenvalue (Z-eigenvalue) distribution from the numerical data by using the relation $z = 1/|v|$ mentioned in a sentence above (10):

$$\rho_{\text{eigenvalue}}^\text{sim}((k + 1/2)\delta z) = \frac{1}{\delta z N_C} \sum_{i=1}^{L} \theta \left( k\delta z < \frac{1}{|v_i|} \leq (k + 1)\delta z \right).$$  (53)

For large-$N$ this corresponds to the analytic expression (48), and they are compared in Figure 3. We again find good agreement on the functional form, which is simply the Gaussian.

The mismatch of the overall factor may be corrected by the next-leading order computation. As shown in (43), $Q_{ij}$ are in the order of $1/\sqrt{N}$. Then the next-leading order corrections would be $\delta Q_{ij} \sim 1/N$ or $1/N^{3/2}$. Putting this correction to (38) can produce a substantial correction to $S^\text{eff}_{11}$, which can change the overall factor. There are also some other potential sources of corrections, and it will be a complex task to compute all of them, because of the many interaction terms of $V$ in (29).

7 Summary and future problems

Considering the important roles of the eigenvalue distributions in matrix models, it would be interesting to compute corresponding quantities in tensor models and study their properties and roles. In this paper, we have studied the real tensor eigenvalue/vector distributions for random real symmetric order-three tensors with the Gaussian distribution. We first rewrote the problem as the computation of a partition function of a four-fermi theory with $R$ replicated fermions. We exactly computed the partition function for some small-$N,R$ cases, and found precise agreement with the Monte Carlo results. For large-$N$ we approximately computed the partition function by using a Schwinger-Dyson equation for the two-point functions. Interestingly the real eigenvalue distribution obtained by taking $R = 1/2$ turned out to be simply the Gaussian within this approximation. The comparison with the Monte Carlo simulations showed that, by multiplying an overall numerical factor depending on $N$, the approximate analytic expression was in good agreement with the numerical results.

An obvious future problem is to improve the approximate computation of the partition function of the four-fermi theory for large-$N$ so that the overall factor is also correctly derived. In this paper, we used a Schwinger-Dyson equation for the two-point functions, but it is feasible to extend it to include higher-point functions, though this will be much more complicated because of the presence of many terms of the four-fermi interactions. Another possible direction is that, while we considered a replicated fermion system to take analytic continuation to the wanted case, it is also possible to consider a fermion-boson system to directly compute the distribution without analytic continuation. It will be useful for future extended study to figure out which ways of computations give correct results efficiently. It also seems important to check whether the simple Gaussian distribution of the real eigenvalues is robust against the improvement.

Another interesting direction will be to extend the Gaussian tensor model we considered to more general tensor models. In particular, an interesting phenomenon which occurs in matrix
models is the topological change of eigenvalue distributions. As for tensor models, first of all, it is unknown whether there exists such a topological transition in tensor eigenvalue/vector distributions, and, if it exists, how this is related to the dynamics of tensor models is also an interesting question. It would be worth mentioning that a similar phenomenon with topological changes of distributions of dynamical variables was observed in the analysis of the wave function of a tensor model in the Hamiltonian formalism [21, 22]. We would therefore expect that such phenomena could be universal across matrix and tensor models, and this could be studied by extending the current work to more general cases.
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Appendix A Approximate computations with the Schwinger-Dyson equation

In this appendix, we explain the approximation using the Schwinger-Dyson equation, which we employ in the text. The content of this section is rather standard, and is therefore supposed to be for some unfamiliar readers.

The problem we are dealing with is a four-fermi theory which can generally be written in the form,

\[ S = \psi_a K_{ab} \psi_b + gB_{abcd} \bar{\psi}_a \bar{\psi}_b \psi_c \psi_d, \quad (54) \]

where \( g \) is a coupling, and \( B \) is assumed to satisfy the partially antisymmetry condition given by

\[ B_{abcd} = -B_{bacd} = -B_{abdc}, \quad (55) \]

due to the fermionic property of the variables. The action \( S \) is invariant under a scaling transformation,

\[ \bar{\psi}_a' = s \bar{\psi}_a, \quad \psi_a' = s^{-1} \psi_a, \quad (56) \]

where \( s \) can be an arbitrary number. The partition function is defined by

\[ Z = \int d\bar{\psi}d\psi e^S, \quad (57) \]

where the integration measure is defined so that [19]

\[ \int d\bar{\psi}d\psi e^{\bar{\psi}_a K_{ab} \psi_b} = \det K. \quad (58) \]
Since an integral of a total derivative identically vanishes for the fermionic integration, we can write down the following consistency equation,

$$0 = \int d\bar{\psi} d\psi \frac{\partial}{\partial \bar{\psi}_a} (\bar{\psi}_b e^S) = \int d\bar{\psi} d\psi \left( \delta_{ab} - K_{ac} \bar{\psi}_b \psi_c - 2g B_{acde} \bar{\psi}_b \bar{\psi}_c \psi_d \psi_e \right) e^S,$$

(59)

where the minus signs are due to the fermionic property. By dividing by $Z$, we obtain a Schwinger-Dyson equation,

$$K_{ac} \langle \bar{\psi}_b \phi_c \rangle + 2g B_{acde} \langle \bar{\psi}_b \bar{\psi}_c \psi_d \psi_e \rangle = \delta_{ab},$$

(60)

where $\langle O \rangle$ denotes correlation functions defined by

$$\langle O \rangle = \frac{1}{Z} \int d\bar{\psi} d\psi O e^S.$$

(61)

The four-point function in (60) may be expanded in terms of connected correlation functions,

$$\langle \bar{\psi}_b \bar{\psi}_c \psi_d \psi_e \rangle = -\langle \bar{\psi}_b \psi_d \rangle \langle \bar{\psi}_c \psi_e \rangle + \langle \bar{\psi}_b \bar{\psi}_c \psi_d \psi_e \rangle + \langle \bar{\psi}_b \bar{\psi}_c \psi_d \psi_e \rangle_c,$$

(62)

where $\langle O \rangle_c$ denotes the connected correlation functions. Here we have assumed that only the correlation functions with the same number of $\bar{\psi}$ and $\psi$ remain non-zero due to the symmetry (56). Now assuming that we can ignore the four-point connected correlation functions as higher-order terms, $\langle \bar{\psi}_b \bar{\psi}_c \psi_d \psi_e \rangle_c \simeq 0$, (60) and (62) lead to a consistency equation for the two-point functions,

$$K_{ac} \langle \bar{\psi}_b \phi_c \rangle + 4g B_{acde} \langle \bar{\psi}_b \bar{\psi}_c \psi_d \psi_e \rangle = \delta_{ab}.$$

(63)

In fact, the equation (63) can be written in another way. Let us denote $G_{ab} = \langle \bar{\psi}_a \psi_b \rangle$. Then, by applying $G^{-1}$ on both sides of (63), we obtain

$$K_{ab} + 4g B_{acdb} G_{cd} = G_{ba}^{-1}.$$

(64)

By solving this equation one can determine $G$.

Once we know $G$, the partition function $Z$ can be computed in the following manner. We first note that

$$\frac{d}{dg} \log Z = B_{abcd} \langle \bar{\psi}_a \bar{\psi}_b \psi_c \psi_d \rangle = 2B_{abcd} G_{ad} G_{bc}$$

(65)

by applying the approximation taken above. Therefore one can determine $Z$ by solving the equation (65) with the initial condition,

$$Z(g = 0) = \det K.$$

(66)
The procedure above can be summarized as a more intuitive process. Let us define

\[ S_{\text{eff}} = \langle S \rangle - \log \det G \]
\[ = K_{ab} G_{ab} + 2g B_{abcd} G_{ad} G_{bc} - \log \det G, \]  
(67)

where \( \langle S \rangle \) in (67) has been computed with the approximation taken above. Here it may be more appropriate to replace \( \log \det G \) with \( \log(\det G) \), depending on the sign of \( \det G \) of a solution. In (38) it is chosen to be the latter because the solution turns out to give \( \det G < 0 \). Anyway, the difference is a constant and hence does not essentially affect the discussions below.

Then we consider the stationary condition with respect to \( G \):

\[ 0 = \frac{\partial}{\partial G_{ab}} S_{\text{eff}} \]
\[ = K_{ab} + 4g B_{acdb} G_{cd} - G_{ba}^{-1}. \]  
(68)

This indeed agrees with (64).

Moreover, let us define

\[ Z_{\text{eff}}^0 = \det K e^{S_{\text{eff}}^0 - S_{\text{eff}}^0 (g=0)}, \]  
(69)

where \( S_{\text{eff}}^0 \) is defined by inserting the solution \( G = G^0 \) of (68) (or (64)) into (67). Then we can find that

\[ \frac{d}{dg} \log Z_{\text{eff}}^0 = \frac{\partial S_{\text{eff}}^0}{\partial g} + \frac{\partial S_{\text{eff}}^0}{\partial G_{ab}^0} \frac{d G_{ab}^0}{dg} = 2g B_{abcd} G_{ad}^0 G_{bc}^0, \]  
(70)

where we have used the stationary condition (68). Indeed (70) agrees with (65). We also find \( Z_{\text{eff}}^0 (g = 0) = \det K \). Therefore, \( Z_{\text{eff}}^0 \) gives the partition function in this approximation.
Appendix B  The solution to (40)

The solution to (40) reproducing (41) at $v = 0$ is given by

\[
Q_{11} = \frac{-2 + \sqrt{2} \sqrt{-1 + \epsilon + 4x + \sqrt{1 + \epsilon - 4x}^2 + 16\epsilon x}}{4x},
\]
\[
Q_{12} = Q_{21} = \frac{1}{8x} \left( -4 + \sqrt{2} \sqrt{-1 + \epsilon + 4x + \sqrt{1 + \epsilon - 4x}^2 + 16\epsilon x} \right)
\]
\[
- \sqrt{2} \epsilon \sqrt{-1 + \epsilon + 4x + \sqrt{1 + \epsilon - 4x}^2 + 16\epsilon x}
\]
\[
- 4\sqrt{2} \epsilon \sqrt{-1 + \epsilon + 4x + \sqrt{1 + \epsilon - 4x}^2 + 16\epsilon x}
\]
\[
+ \sqrt{2} \sqrt{1 + \epsilon - 4x}^2 + 16\epsilon x \left( \frac{-1 + \epsilon + 4x + \sqrt{1 + \epsilon - 4x}^2 + 16\epsilon x}{\epsilon} \right)
\]
\[
Q_{22} = -\frac{\epsilon}{4x} \left( -2 + \sqrt{2} \sqrt{-1 + \epsilon + 4x + \sqrt{1 + \epsilon - 4x}^2 + 16\epsilon x} \right).
\]

Appendix C  Relation to the spherical $p$-spin model

In this appendix, we explain the relation between the tensor eigenvalue problem and the computation of the complexity in the spherical $p$-spin model \cite{24, 25}. In the end, we will find that (44) agrees with the large-$N$ result given in \cite{26}, which was computed by random matrix theory. In this appendix, we limit ourselves to $p = 3$, following our limited setting.

The Hamiltonian of the spherical $p$-spin model (with $p = 3$) is given by

\[
H = -\frac{1}{N} J_{abc} \sigma_a \sigma_b \sigma_c,
\]

with the continuous spin variable $\sigma \in \mathbb{R}^N$ which is constrained by

\[
\sigma_a \sigma_a = N.
\]

Here the symmetric real tensor $J$ has the standard Gaussian distribution and can be identified with $C$ with $\alpha = 1/2$ in our notation. To match (73) with our notation, we perform

\[
\sigma_a = \sqrt{N} w_a,
\]

\footnote{See for example \cite{23} for a review.}
and then we have

\[ H = -\sqrt{NC_{abc}w_a w_b w_c} \text{ with } w_aw_a = 1. \]  \hspace{1cm} (75)

The problem of the complexity of the \( p \)-spin spherical model is to count the number of local minima (and stationary points) of the above Hamiltonian. By using the method of Lagrange multiplier, counting the stationary points is equivalent to solve

\[ \sqrt{NC_{abc}w_b w_c} = -Nu w_a, \]  \hspace{1cm} (76)

where \( u \in \mathbb{R} \), and the factor of \( N \) and the minus sign on the righthand side are for later convenience. Physically \( u \) can be interpreted as the mean energy per site, since \( u = H/N \) at the stationary points. (76) is indeed the same as the Z-eigenvalue equation (9) by the identification,

\[ z = -\sqrt{Nu}. \]  \hspace{1cm} (77)

Now one of the main results stated in [26] is

\[ \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} \text{Crt}_N(u) = \Theta_p(u), \]  \hspace{1cm} (78)

where

\[ \Theta_p(u) = \begin{cases} \frac{1}{2} \log(p - 1) - \frac{p-2}{4(p-1)}u^2 - I_1(u), & \text{if } u < -E_\infty, \\ \frac{1}{2} \log(p - 1) - \frac{p-2}{4(p-1)}u^2, & \text{if } -E_\infty \leq u < 0, \\ \frac{1}{2} \log(p - 1), & \text{if } 0 \leq u. \end{cases} \]  \hspace{1cm} (79)

Here \( \mathbb{E} \text{Crt}_N(u) \) denotes the expectation value of the number of the critical (stationary) points below energy \( Nu \) of the Hamiltonian (72), \( E_\infty = 2\sqrt{(p-1)/p} \), and

\[ I_1(u) = -\frac{u}{E_\infty^2} \sqrt{u^2 - E_\infty^2} - \log(-u + \sqrt{u^2 - E_\infty^2}) + \log E_\infty. \]  \hspace{1cm} (80)

Since \( \mathbb{E} \text{Crt}_N(u) \sim e^{N\Theta_p(u)} \) from (78), the distribution of critical points would be given by \( \rho(u)du \sim d(e^{N\Theta_p(u)}) \sim e^{N\Theta_p(u)}du \) in the leading large-\( N \) order of the exponent.

On the other hand, the corresponding distribution in our computation is given by

\[ \rho(v, R = 1/2, +0) S_{N-1} v^{N-1} dv, \]  \hspace{1cm} (81)

where \( v = |v| \), the volume factor has been multiplied, \( S_{N-1} = 2\pi^{N/2}/\Gamma(N/2) \), and \( \rho(v, R, +0) \) is given in (45) with (44). From (77) and \( z = 1/v \) (see a sentence below (9)), our parameters are related to \( u \) by

\[ v = -\frac{1}{\sqrt{Nu}}, \]  \hspace{1cm} (82)

and hence \( x = 2/(3u^2) \). Putting them into (81), it indeed agrees with \( e^{N\Theta_{p-3}(u)}du \) in the leading large-\( N \) order of the exponent.
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