Assessment of predictive control performance using fractal measures
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Abstract This paper presents novel approach to the task of control performance assessment. Proposed approach does not require any a priori knowledge on process model and uses control error time series data using nonlinear dynamical fractal persistence measures. Notion of the rescaled range $R/S$ plots with estimation of Hurst exponent is applied. Crossover phenomenon is observed in data being investigated and discussed. Paper starts with industrial engineering rationale. Review of the control error histogram is followed by statistical analysis of probabilistic distribution functions (PDFs). Lévy $\alpha$-stable PDF parameters seem to be best fitted. They directly lead to the fractal analysis using Hurst exponents and $R/S$ plot crossover points. The evaluation aims at performance of the generalized predictive control (GPC) and discusses freshly introduced loop performance quality sensitivity against design parameters of the GPC controller.
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1 Introduction

Presented work combines observations from different contexts: CPA [24], model predictive control (MPC) [6], non-Gaussian statistics [19] and fractal nonlinear analysis [36]. The main research interests focus on the subject of control quality for SISO loop using predictive controller (GPC).

Predictive MPC algorithms gain popularity in industrial process control. Although they are more complicated and require specific knowledge, they allow to address issues that are unattained by PID loops. It may coordinate multivariate installations that are subject to delays and technology constraints. Real processes are mostly non-stationary, time-varying complex systems. Application of MPC may significantly improve control quality. It is compensated with more extensive tuning effort due to the larger number of parameters. Additionally, system sensitivity to unmodeled dynamics or internal model misfit increases. It may unexpectedly level down accomplishments. Improper or inexistent maintenance may significantly deteriorate any positive results [39].

Thus, loop quality and control system performance plays crucial role in achieving operational. Improperly selected philosophy of regulation or poor tuning affects or even may fully destroy overall process performance. Control performance monitoring and diagnostic tools are inevitable elements properly designed I&C infrastructure. This subject is even more important in case of advanced process control (APC) solutions.
MPC approach consists of many algorithms being variants of backbone predictive philosophy [28]. It uses embedded model supporting controller with predictions and optimization algorithm to choose optimal scenario. Control evaluation is repeated each step (sampling period). GPC algorithm is one of them. It was introduced in 1987 [9]. Although the algorithm is well established and there are a lot of variants and reported successful implementations, its design, tuning and maintenance are still challenging.

Reviews show that a large number of industrial loops perform poorly with 60% featuring bad tuning and more (85%) facing wrong design [25]. The need for control quality assessment is strong. CPA is closely connected with life cycle of control system. It uses specific indexes allowing measuring and benchmarking. There are several methods to evaluate and further interpret results. Data analysis may be performed with several different approaches starting from time trends, through statistical, minimum variance, frequency domain, orthogonal functions, wavelets, fractals, entropy and many others.

Historically, each control engineer used his own approach to quantify loop quality. They gathered unique knowledge based on personal experience, and it was rarely shared. Increasing quantity of applications accompanied with still limited number of experts forced the need for knowledge sharing. First reported loop performance assessment was applied to paper machine in 1967 [2]. The research continued gaining increased interest in 1989 with minimum variance (MinVar) index [21]. CPA interest grew up fast starting from that moment. Actually research covers almost all aspects of control, i.e., MIMO structures [51], nonlinear processes [23], large-scale systems [30], predictive systems [18,34].

Moreover, there are developed new methodologies using frequency domain [35], wavelets [29], persistence measures [33], orthonormal functions [25], entropy [50]. It is interesting to notice that soft computing or artificial intelligence approach is rare. Scientific research is accompanied with industrial methods and commercial software packages.

Most methods assumes Gaussian properties. Normal probabilistic distribution function (PDF) approach is the most popular. But there are a lot of other functions offering interesting interpretations. It also appears that properties of many industrial examples are not so unambiguous. Extension of Gaussian approach opens new opportunities. It seems that fat-tail properties exist in the control error data [15]. Stable distributions may address real issues. Lévy $\alpha$-stable PDF seems to be one possible alternative. It is described by several parameters reflecting distribution position, stability, scale and skewness factors. There exist relations between fat-tail properties and a phenomenon of fractality [36].

Thus, there is only single step to apply fractal analysis. Approach was first proposed by Mandelbrot in 70’s [27]. Self-similarity is the underlying concept behind fractals meaning invariance against changes in scale or size [36]. Two other main distinctive properties are Hausdorff dimension larger then topological one and simple recursive definition.

Fractal time series analysis started to be developed in the world of economy. In economy there exists effectiveness hypothesis assuming that if prices reflect all publicly available information, new prices are only caused by new information. Thus, the prices should hold properties of the Brownian motion. It assumes that future is independent on past and the present. However, practice does not reflect it. Information is neither complete nor a priori known. We do not react immediately and simultaneously. Thus, we obtain rather fractional Brownian motion. Research shows that similar behavior and results are observed in many different areas. Fractal methods have found several applications in meteorology, seismology, biology, medicine, telecommunication, networking, etc. Analysis of control engineering time series originating from real complex industrial systems reveals similar properties [15,17].

Unfortunately, there are only a few reported applications in control engineering. Authors in [41] address the subject of using Hurst exponent in the assessment of PI and PID controller. In [10] scaling exponent is used to assess Kalman filter performance. In the recent works authors [11] perform diagnosis of MIMO control loops with Hurts exponent evaluated through detrended fluctuation analysis (DFA) algorithm using Mahalanobis distance. The same approach is applied also to the disturbed univariate and multivariate systems with disturbances [12]. Methodology investigated in the paper performs comprehensive approach to the fractal methodology analyzing different persistence measures (not only single Hurst exponent).

Research considering performance assessment for predictive control strategies was conducted for several years. First works used knowledge-based system
applied to the DMC-like predictive controller [34]. Further works continued in various directions. Model-based approaches [3,7,42] are accompanied with minimum variance methods [47,48] that also require some process knowledge. Statistical approach through correlation analysis of optimal and working controller was proposed in [3], while prediction error benchmarking was used in [49]. Different aspect of economic, not dynamic, controller performance was addressed in [1]. Comprehensive review of various approaches is presented in [18].

We see that some of the previous methods use data-driven approach with covariance analysis. And most of them considers GPC structures. Algorithm proposed in this paper does not require any knowledge on controller neither embedded model and is purely based on historical data without any assumptions on its character. Thus, it may be commonly applied in industrial cases. In fact, it may be used to other control strategies. PID loop assessment is considered in [14].

SISO linear case is considered in paper. Such a selection is intentional. Its applicability has been already observed and effectively used in real industrial cases [17] with nonlinear complex process witnessing strong and unknown disturbances. Simple case enables clear and direct analysis of the investigated phenomena. The goal is to identify method potential and weaknesses. First works have shown approach applicability with simulated PID controllers. This work forms natural next step that (if successful) may be followed by further, in-depth (nonlinear, MIMO, complex) research. It is rather expected that nonlinear cases will be more suitable for fractal approach as it is just nonlinear. Research conducted on real industrial data confirms such a premise. In fact, there is no much difference in approach extension toward MIMO structures. The system uses control error; thus, it may monitor and assess independently all the channels (CVs—controlled variables).

Paper starts with the presentation of GPC algorithm (Sect. 2) and standard CPA approaches (Sect. 3). It is followed by introduction to stable distributions and their connections with fractal and persistence properties. Main part of the paper consists of simulation scenarios including varying GPC configuration (Sect. 4). Paper concludes with Sect. 5 consisting of observations and open issues requiring further attention.

### 2 Generalized predictive control

#### 2.1 Predictive task formulation

Let assume that process input (MV—manipulated variable) is $u$ and the output (CV—controlled variable) $y$. Classical PID algorithm calculates only value of manipulated variable at current sampling moment $k$, i.e., $u(k)$. In contrast, MPC algorithms [6] calculate a whole set of future controls for each consecutive moment $k$.

$$\Delta u(k) = [\Delta u(k|k) \Delta u(k + 1|k) \ldots \Delta u(k + N_u - 1|k)]^T$$

(1)

Number of decision variables is defined by control horizon length $N_u$ and increments by:

$$\Delta u(k + p|k) = \begin{cases} u(k|k) - u(k - 1) & \text{if } p = 0 \\ u(k + p|k) - u(k + p - 1|k) & \text{if } p \geq 1 \end{cases}$$

We assume $\Delta u(k + p|k) = 0$ for $p \geq N_u$, i.e., $u(k + p|k) = u(k + N_u - 1|k)$ for $p \geq N_u$. Future increments in MV (1) are calculated from optimization, in which predicted control quality is maximized and constraints regarded. Typically, quality is defined as predicted control errors over prediction horizon $N \geq N_u$, i.e., differences between setpoint $y^{sp}(k + p|k)$ and predicted process output $\hat{y}(k + p|k)$ for $p = 1, \ldots, N$.

Constraints are imposed on the range of MV defined by $u^{\min}, u^{\max}$, constraints on MV rate of change by $\Delta u^{\min}, \Delta u^{\max}$ and constraints limiting the range of predicted CV are $y^{\min}, y^{\max}$. MPC optimization may be expressed in a vector–matrix notation

$$\min_{\Delta u(k)} \left\{ \| y^{sp}(k) - \hat{y}(k) \|^2 + \| \Delta u(k) \|^2 \right\}$$

subject to

$$\begin{align*}
\Delta u^{\min} & \leq J \Delta u(k) + u(k - 1) - u^{\max} - \Delta u^{\max} \\
& \leq \Delta u(k) \leq \Delta u^{\max} y^{\min} \leq \hat{y}(k) \Delta u(k) \leq y^{\max}
\end{align*}$$

(2)

where the norms are defined as $\| x \|^2 = x^T x$ and $\| x \|_A^2 = x^T A x$, the setpoint trajectory vector is defined as $y^{sp}(k) = [y^{sp}(k + 1|k) \ldots y^{sp}(k + N|k)]^T$, and the
predicted trajectory vector \( \hat{y}(k) = [\hat{y}(k+1|k) \ldots \hat{y}(k+N|k)]^T \) and the output constraint vectors \( y^{\text{min}} = [y_{\text{min}}^{\text{min}} \ldots y_{\text{min}}^{\text{max}}]^T, y^{\text{max}} = [y_{\text{max}}^{\text{min}} \ldots y_{\text{max}}^{\text{max}}]^T \) are of length \( N \). The input constraint vectors \( u^{\text{min}} = [u_{\text{min}}^{\text{min}} \ldots u_{\text{min}}^{\text{max}}]^T, u^{\text{max}} = [u_{\text{max}}^{\text{min}} \ldots u_{\text{max}}^{\text{max}}]^T \), \( \Delta u^{\text{max}} = [\Delta u_{\text{max}}^{\text{max}} \ldots \Delta u_{\text{max}}^{\text{max}}]^T \) and the vector \( u(k-1) = [u(k-1) \ldots u(k-1)]^T \) are of length \( N_u \), matrices \( A = \text{diag}(\lambda, \ldots, \lambda) \) and \( J \) are of size \( N_u \times N_u \).

Optimization (2) is solved online. Future control increments (1) are calculated, but only first element of the sequence is applied to the process, i.e., \( u(k) = \Delta u(k|k) + u(k-1) \). At next moment \( k+1 \), prediction is shifted one step forward and the procedure is repeated. Second part of the minimized cost function is a penalty term (weight \( \lambda > 0 \)), which is used to calm down trajectories (the bigger the value of \( \lambda \), the slower the trajectories) and obtain good numerical properties.

2.2 GPC implementation issues

In all MPC algorithms dynamic model of the controlled process is used to predict the future values of the output variable, \( \hat{y}(k+p|k) \), over the prediction horizon, i.e., for \( p = 1, \ldots, N \). In the GPC algorithm process model has the form of a discrete difference equation

\[ A(q^{-1})y(k) = B(q^{-1})u(k-1) + C(q^{-1})\frac{\epsilon(k)}{\Delta} \]  

(3)

with polynomials in the backward shift operator \( (q^{-1}) \)

\[ A(q^{-1}) = 1 + a_1 q^{-1} + \ldots + a_{N_1} q^{-n_1} \]  

(4)

\[ B(q^{-1}) = b_1 q^{-1} + \ldots + b_{n_B} q^{-n_B} \]  

(5)

\[ C(q^{-1}) = 1 + c_1 q^{-1} + \ldots + c_{n_C} q^{-n_C} \]  

(6)

Vector of white noises with zero mean is \( \epsilon(k) \), and \( \Delta = 1-q^{-1} \) means backward difference operator \( (1/\Delta) \) is integration. Model (3) may be called autoregressive integrated moving average with exogenous input (ARIMAX) or controlled autoregressive integrated moving average (CARIMA) [44]. Assuming that the process is affected by integrated white noise, i.e., \( C(q^{-1}) = 1 \), model (3) becomes

\[ A(q^{-1})y(k) = B(q^{-1})u(k-1) + \frac{\epsilon(k)}{\Delta} \]  

(7)

Above model is usually applied in practical implementations of the GPC algorithm. Assumption that \( C(q^{-1}) = 1 \) makes it possible to easily derive prediction equations in comparison with the general case of \( C(q^{-1}) \neq 1 \), i.e., when the integrated noise is colored. Model (7) is used to derive the prediction equation [9]

\[ \hat{y}(k) = G\Delta u(k) + y^0(k) \]  

(8)

where dynamic matrix \( G \) (calculated once) of dimensionality \( N \times N_u \) consists of step response coefficients of model (7) and the free trajectory vector \( y^0(k) = [y^0(k+1) \ldots y^0(k+N)]^T \) (calculated at each sampling instant \( k \)) is obtained from

\[ y^0(k) = Fy^{PG}(k) + G^{PG}\Delta u^{PG}(k). \]  

(9)

The vectors \( y^{PG}(k) = [y(k) \ldots y(k-n_A)]^T \) and \( u^{PG}(k) = [\Delta u(k-1) \ldots \Delta u(k-n_B)]^T \) are of length \( n_A + 1 \) and \( n_B \), respectively, and the matrices \( F \) and \( G^{PG} \) of size \( N \times (n_A + 1) \) and \( N \times n_B \) are calculated from the model Eq. (7) solving Diophantine equations [44]. From Eqs. (8) and (9), GPC prediction equation is derived

\[ \hat{y}(k) = G\Delta u(k) + Fy^{PG}(k) + G^{PG}\Delta u^{PG}(k) \]  

(10)

It is necessary to notify that according to the GPC prediction Eq. (10) the future predictions of the controlled variable form linear functions of the calculated decision vector \( \Delta u(k) \), and the free trajectory depends only on the past. Using Eq. (10), from the general MPC optimization problem (2), one obtains the GPC quadratic optimization task

\[ \min_{\Delta u(k)} \left\{ \left\| y^0(k) - G\Delta u(k) - Fy^{PG}(k) - G^{PG}\Delta u^{PG}(k) \right\|^2 + \left\| \Delta u(k) \right\|^2 \right\} \]

subject to

\[ u_{\text{min}} \leq J\Delta u(k) + u(k-1) \leq u_{\text{max}} \]

\[ -\Delta u_{\text{max}} \leq \Delta u(k) \leq \Delta u_{\text{max}} \]

\[ y^{\text{min}} \leq G\Delta u(k) + Fy^{PG}(k) + G^{PG}\Delta u^{PG}(k) \Delta u(k) \leq y^{\text{max}} \]

(11)

In the GPC quadratic optimization problem (11), which is solved online at each sampling instant \( k \) to calculate the vector of the increments of the future values of the manipulated variable, i.e., the vector \( \Delta u(k) \), the minimized cost function is quadratic in terms of \( \Delta u(k) \) and all the constraints are linear in terms of \( \Delta u(k) \). That is why it may be solved online very efficiently using the available solvers, e.g., the active set or interior point algorithms. It is important to emphasize that due to the quadratic nature of the GPC optimization problem, the global solution is found at all sampling instants \( k \).
3 Control loop quality measures

Control performance assessment methods that are used in the analysis are described in the following paragraphs.

3.1 Time-domain CPA methods

Time-domain approach is straightforward and is commonly used. It may be based on data gathered from specific test experiment data (like step test) or from normal operation time trends. Step test measures are very informative [40] (area index, output index, R-index, idle index), but they have limited applicability. Industry is not eager to allow dedicated experiments disturbing normal operation, because of lost profits and safety issues. On the other hand, integral indexes based on data from normal operation are widely used. Three of them will be evaluated and compared further:

- Mean square error (MSE):
  \[ \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y^* - y_i)^2, \]  
  where \( N \)-number of samples, \( y^* \)-setpoint (reference signal), \( y \)-process output.

- Integral of absolute error (IAE):
  \[ \text{IAE} = \frac{1}{N} \sum_{i=1}^{N} |y^* - y_i|, \]  

- And amplitude index (AMP):
  \[ \text{AMP} = \max (y^*_i - y_i) - \min (y^*_i - y_i). \]  

MSE and IAE are frequently used alternately. However, they focus on different aspects. It was shown [37] that tuning minimizing MSE punishes large setpoint deviations and generates aggressive control, while IAE has closest relationship to economic considerations [38]. Both of them will be considered in this work.

3.2 Statistical indexes

Statistical factors of Gaussian normal distribution deliver number of KPIs. Mean value \( x_0 \) and standard deviation \( \sigma \) are commonly used. They are frequently followed by higher-order statistics [8]. Their meaning and importance are unquestionable, and the majority of researchers and practitioners use them. However, we have to remember that they are valid, while signal properties are Gaussian.

It was shown [13] that only small amount (≈6%) of industrial loops holds normal properties. Majority of them have fat-tail characteristics. Mostly Lévy \( \alpha \)-stable distribution is the best fitted (>60%) (see Fig. 2), with the rest covered by Cauchy distribution (see Fig. 1). Lévy \( \alpha \)-stable distribution forms feasible alternative for control error fitting. It has more degrees of freedom (15) as it is parametrized by four parameters.

\[ \varphi_{\alpha, \beta, \delta, \gamma}(t) = e^{i\delta} \left| t \right|^{\alpha (1-i\beta t)}, \]  

\[ l(t) = \begin{cases} \text{sgn}(t) t g \left( \frac{\alpha}{2} \right) & \text{for } \alpha \neq 1 \\ -\text{sgn}(t) \frac{\pi}{2} \ln |t| & \text{for } \alpha = 1 \end{cases}, \]  

\( 0 < \alpha \leq 2 \) stability index, \( |\beta| \leq 1 \) skewness, \( \delta \in \mathbb{R} \) location and \( \gamma > 0 \) scale factor.
3.3 Nonlinear (fractal) analysis

There are several factors to verify fractal hypothesis. One is to calculate value of the Hurst exponent $H$ measuring persistence. Hurst exponent is defined as the asymptotic property of the rescaled range $R/S$ factor

$$\left( \frac{R}{S} \right)_n = cn^H, \quad n \to \infty$$

(16)

where $S$—standard deviations in time slot $n$, $c$—positive constant, $n$—number of observations, $H$—Hurst exponent. $H$ is calculated using logarithms

$$\ln E(R/S)_n = \ln c + H \ln n$$

(17)

plotted in double logarithmic scale $E(R/S)_n$ from $n$ estimating $H$ as the line slope. Meaning of $H$ value is as follows:

- $H = 0.5$ means that all observations are statistically independent and process is stochastically uncorrelated.
- $0 < H < 0.5$ means anti-persistent time series. Decrease in the past suggests increase in the future and opposite.
- $0.5 < H \leq 1$ means persistent process, i.e., data increase or decrease in the past implies increase/decrease in future, respectively.
- For higher values, i.e., $H > 1$ processes are said to have no dependency in time domain.

$R/S$ plot is the basic approach to estimate $H$. It enables to evaluate not only single scaling exponent, but also reveals additional features of multiple scales and crossover points. Apart from above Hurst exponent evaluation method, there are other algorithms, as in historical order. Selected ones (among many others) are used: periodogram [20], boxed or modified periodogram method [22], aggregated variance method [5], detrended fluctuation analysis (Peng) [31], absolute value method [43] and differential variance [45].

Finally, there exists hypothesis that Hurst exponent may be equivalent to the inverse of $\alpha$ parameter of the Lévy $\alpha$-stable distribution characteristics equation [32]. There exist several assumptions on data properties limiting validity of this result. The comparison and sensitivities of chosen methods are not the direct goal for this paper, but some such aspects will be addressed.

4 Simulations

4.1 Simulation example

The following continuous-time dynamic system is used:

$$G(s) = \frac{K}{(T_1s + 1)(T_2s + 1)} e^{-T_0s}$$

(18)

with parameters: $K = 2$, $T_0 = 4$, $T_1 = 3$, $T_2 = 10$. During GPC algorithm simulations constraints imposed on the range of $MV$ are taken into account, $\mu^\min = -1$, $\mu^\max = 1$, as well as change rate limits of $MV$ $\Delta \mu^\min = -0.05$, $\Delta \mu^\max = 0.05$. It has been determined that control horizon should be $N_u = 3$, prediction horizon should be $N = 25$ and penalty term $\lambda = 0.5$ [its value is found experimentally, and it leads to no problems with online solution of the quadratic optimization GPC task (11)]. For tuning of the GPC algorithm no plant–model mismatch is assumed, i.e., the model is perfect. Simulation loop diagram is sketched in Fig. 3.

Simulation control loop is also exposed to disturbances. Disturbance $z(t)$ with $\alpha$-stable properties is
added before the process, while Gaussian noise \( d(t) \) is added at the process output. In order to investigate how disturbances which affect the process and model-
ing inaccuracy result in deterioration of control quality, four scenarios are run:

(Sc1) Seven real process gains are applied: 0.4, 0.8, 1.2, 2.0, 2.8, 3.2 and 3.6.

(Sc2) GPC applied prediction horizon length different from the tuned one \( N = 25 \). Altogether seven values are considered: 5, 10, 15, 20, 25, 30 and 35.

(Sc3) Real process delay value differs from that of the model used for GPC design, \( T_0 = 8 \). Nine different process delays are used: 4, 5, 6, 7, 8, 9, 10, 11 and 12.

(Sc4) Real value of time constant, \( T_2 \) being different from the tuning value \( T_2 = 10 \). Seven values are checked: 0.5, 1, 5, 10, 15, 20 and 40.

In addition to above experiments, three different sce-
narios of disturbances are considered:

1. Process is not exposed to any disturbance.
2. Control loop is affected by additive input distur-
bances in the form of random values with normal distribution and amplitude of 0.008.
3. Control loop is affected by additive input distur-
bances in the form of random values. It has a \( \alpha \)-stable distribution with amplitude of 0.04.

Additionally, nominal GPC loop was simulated with different noise characteristics, i.e., no disturbances, three levels of normal noise (small, medium and large) and stability factors \( \alpha = 1.5, 1.75, 2 \) of stable distribution. Those scenarios are used to answer questions and check the following hypotheses:

(H0) Are the measures independent on disturbance characteristics? Can we evaluate loop quality despite disturbances?

(H1) Does setpoint impact results of loop quality assessment?

(H2) Can we identify whether GPC model gain is appropriate?

(H3) Can we estimate whether GPC horizon is set properly?

(H4) Can we confirm whether GPC model delay is appropriate?

(H5) Can we say assess GPC model dynamics?

On the other hand, this model embeds several common features of real process, i.e., different scales in dynamics and significant delays. Complexity and detection difficulties are imposed by selected fat-tail disturbances that may easily and often shadow any detection possibility.

4.2 Results

The main goal is to investigate behavior of fractal mea-
sures. However, its analysis without any references would not be comparable. At first all the indexes are simply correlated against each other to see if there is any consistency. This analysis is done on all available data (see Table 1).

Analysis of correlation data enables to formulate initial observations. We see that crossover point (cross) is rather uncorrelated with other measures. It seems that this factor carries on other information. Also short-
history Hurst exponent for two memory scales \( R/S \) plot is not correlated. In fractal domain \( H \) calculated as \( 1/\alpha \) is not in line with other Hurst estimates or CPA indexes. We may also notice that Hurst exponents calculated from \( R/S \) plot are not strongly correlated with other \( H \) measures. Those measures are intercorrelated, and additionally, it seems that they may reflect similar behavior as AMP and integral indexes IAE and MSE.

We see that statistical scale factors of non-Gaussian functions are closely coupled. Lévy stability parameter \( \alpha \) seems to keep similar information. Thus, for further analysis only two statistical factors of \( \alpha \)-stable distribution are used, i.e., stability and scale factor.

4.2.1 H0: impact of disturbances

Ability to detect and identify controller tuning good-
ness despite any disturbances should be one of the main features of perfect loop quality assessment. From that perspective of controller the measure value should be invariant. We consider 13 scenarios of different distur-
bances (see Table 2).

Analysis starts with comparison of undisturbed value with mean and variance of disturbed values for any measure. Six different simulations are considered: optimal GPC model with horizons equal to 12 and 25, internal model with too small gain \( K = 1.6 \) for both horizons. Analogously, two simulations are run with too large gain \( K = 2.4 \) for both horizons.
Table 1 Correlation table ($H^{RS}$: single memory scale Hurst exponent, $n^{(cross)}$: crossover, $H^{(short)}$: short-history exponent for two scales, $H^{(long)}$: long-history exponent for two scales)

|       | $\sigma$ | $L_\alpha$ | $L_\beta$ | $L_\gamma$ | $L_\delta$ | $n^{(cross)}$ | $H^{(short)}$ | $H^{(long)}$ | $H^{RS}$ |
|-------|----------|------------|-----------|------------|------------|---------------|---------------|--------------|----------|
| $\alpha$ | 1       |            |           |            |            |               |               |              |          |
| $L_\alpha$ | 0.104  | 1          |           |            |            |               |               |              |          |
| $L_\beta$  | -0.517 | -0.375     | 1         |            |            |               |               |              |          |
| $L_\gamma$ | 0.348  | 0.891      | -0.547    | 1          |            |               |               |              |          |
| $L_\delta$ | -0.182 | -0.050     | 0.461     | -0.056     | 1          |               |               |              |          |
| $n^{(cross)}$ | -0.574 | -0.412     | 0.191     | -0.583     | -0.214     | 1             |               |              |          |
| $H^{(short)}$ | 0.621  | 0.108      | -0.258    | 0.304      | -0.134     | -0.747        | 1             |              |          |
| $H^{(long)}$ | 0.452  | 0.727      | -0.493    | 0.890      | -0.144     | -0.748        | 0.616         | 1            |          |
| $H^{RS}$   | 0.535  | 0.558      | -0.483    | 0.747      | -0.221     | -0.755        | 0.818         | 0.947        | 1         |
| $1/\alpha$ | -0.038 | -0.664     | -0.009    | -0.400     | -0.028     | 0.390         | -0.146        | -0.367       | -0.286    |
| AbsVal    | -0.173 | 0.228      | -0.047    | 0.263      | 0.019      | -0.345        | 0.191         | 0.319        | 0.288     |
| AggVar    | 0.002  | 0.262      | -0.130    | 0.341      | -0.004     | -0.494        | 0.364         | 0.443        | 0.437     |
| DiffVar   | -0.172 | 0.279      | -0.061    | 0.314      | 0.057      | -0.370        | 0.185         | 0.357        | 0.311     |
| Per       | 0.035  | -0.300     | 0.138     | -0.369     | -0.003     | 0.430         | -0.210        | -0.402       | -0.344    |
| BoxPer    | 0.022  | -0.360     | 0.136     | -0.415     | -0.036     | 0.459         | -0.149        | -0.421       | -0.321    |
| Peng      | 0.076  | -0.356     | 0.126     | -0.411     | -0.056     | 0.445         | -0.183        | -0.435       | -0.354    |
| AMP       | 0.220  | -0.348     | 0.104     | -0.373     | -0.047     | 0.308         | -0.088        | -0.360       | -0.282    |
| IAE       | 0.242  | -0.297     | 0.043     | -0.313     | -0.056     | 0.304         | -0.080        | -0.319       | -0.244    |
| ISE       | 0.262  | -0.350     | 0.058     | -0.361     | -0.061     | 0.299         | -0.058        | -0.348       | -0.259    |
| $1/\beta$ |          |            |           |            |            |               |               |              |          |
| AbsVal    | -0.228 | 1          |           |            |            |               |               |              |          |
| AggVar    | -0.264 | 0.978      | 1         |           |            |               |               |              |          |
| DiffVar   | -0.252 | 0.995      | 0.974     | 1         |            |               |               |              |          |
| Per       | 0.257  | -0.979     | -0.977    | -0.975     | 1          |               |               |              |          |
| BoxPer    | 0.313  | -0.944     | -0.944    | -0.944     | 0.984      | 1             |               |              |          |
| Peng      | 0.301  | -0.972     | -0.971    | -0.977     | 0.990      | 0.987         | 1             |              |          |
| AMP       | 0.245  | -0.976     | -0.934    | -0.983     | 0.962      | 0.933         | 0.963         | 1            |          |
| IAE       | 0.249  | -0.989     | -0.948    | -0.991     | 0.973      | 0.950         | 0.975         | 0.992        | 1         |
| ISE       | 0.264  | -0.977     | -0.932    | -0.984     | 0.962      | 0.941         | 0.969         | 0.995        | 0.997     |

Bold values describe only correlation equal to 1

Stability factor $\alpha$ is sketched in Fig. 4 and scaling $\gamma$ in Fig. 5. Very clear separation is visible with worse tuning for both parameters. Unfortunately, GPC regulation with optimal model is not well detected.

Next fractal measures are presented. For all cases rescaled range $R/S$ plots are prepared. It has been noticed that all of them witness crossover behavior. $R/S$ plot for the best GPC controller (ideal model) with no disturbances is presented in Fig. 6 as an example.

We clearly see two persistence scales separated with single crossover point. Short-memory Hurst exponent is close to the value of uncorrelated process $H^{(short)} = 0.544$, while long-memory Hurst exponent (starting after crossover point $n^{(cross)} = 504$) is definitely anti-persistent with $H^{(long)} = 0.157$. Comparison of plots confirms the same pattern for all considered scenarios.

Above results are very interesting. Short-memory exponent $H^{(short)}$ is close to 0.5, i.e., independent stochastic process of Brownian motion. It would con-
Table 2  Scenarios for disturbance invariance investigation

| DistScen | $\varepsilon(t)$ | $d(t)$ |
|----------|------------------|--------|
| D0       | –                | –      |
| D1       | $\alpha = 2.00$, Ampl = average | –      |
| D2       | $\alpha = 1.50$, Ampl = average | –      |
| D4       | $\alpha = 1.75$, Ampl = average | –      |
| D5       | $\alpha = 2.00$, Ampl = large   | –      |
| D6       | $\alpha = 1.50$, Ampl = large   | –      |
| D7       | $\alpha = 1.75$, Ampl = large   | –      |
| D8       | –                | $\alpha = 2.00$, Ampl = average |
| D9       | –                | $\alpha = 1.50$, Ampl = average |
| D10      | –                | $\alpha = 1.75$, Ampl = average |
| D11      | –                | $\alpha = 2.00$, Ampl = large   |
| D12      | –                | $\alpha = 1.50$, Ampl = large   |
| D13      | –                | $\alpha = 1.75$, Ampl = large   |

Discussion prepares hypotheses for further analysis. 
As $R/S$ plot is characterized by two persistence scales separated with single crossover point, the evaluation of single Hurst indexes with other then $R/S$ plot algorithms is not justified. Thus, only parameters of two memory scales $R/S$ plot will be further taken into consideration, i.e., $H^{(\text{cross})}$, $H^{(\text{short})}$ and $H^{(\text{long})}$.

Crossover phenomenon impact is presented in Fig. 7. We may see that crossover seems to be relatively independent of noise and is worth to be considered in further evaluations.

Both Hurst exponents $H^{(\text{short})}$ and $H^{(\text{long})}$ are sketched on two following plots (Figs. 8, 9). Both present similar properties despite loop disturbances. One may notice from those plots’ behavior similar to the one from non-Gaussian statistics. There is more clear distinction between GPC model fitting for worse controller, rather than for the ideal one.

The analysis presented in that paragraph evaluated potential robustness of the considered loop quality measures against disturbances embedded into the close loop. It seems that the parameters are mostly able to
indexes are of no use and their estimation is not useful. Following indexes are further used:

- statistical indexes: Gauss standard deviation $\sigma$ together with $\alpha$ and $\gamma$ of $\alpha$-stable PDF,
- integral indexes of IAE and MSE,
- fractal measures originating from $R/S$ plot: $n^{(\text{cross})}$, $H^{(\text{short})}$ and $H^{(\text{long})}$.

4.2.2 $H1$: effect of setpoint shape

During evaluation of above results there has been formulated hypothesis that results may be biased by the shape of setpoint. At first setpoint is in the form of rectangular wave with varying amplitude. Second set of the same experiments is run to exclude that effect with setpoint filtered by first-order inertia. It is to verify hypothesis that setpoint shape may affect results, especially through length of transient period in relation to steady-state time. Minimum, maximum, average and standard deviations of the measure error $\Delta \eta$ for each index are calculated. Results are presented in Table 3.

We see good robust behavior of scale factor $\gamma$. We also observe that stability parameter $\alpha$ has the largest standard deviation (variability). The reason for that may originate from multi-persistent nature of the $R’S$ plot with two distinct scales. Short-memory Hurst exponent $H^{(\text{short})}$ is the most robust one from the perspective of robustness. Its value is practically invariant against setpoint shape. It is in clear contrary to the long-memory exponent $H^{(\text{long})}$. It somehow confirms hypothesis that long-memory effect is connected with steady state. It is reflected in long-memory Hurst exponent, as setpoint shape affects steady-state operation. Crossover position is indecisive, and it remains for further evaluations, while $H^{(\text{long})}$ is excluded.

We main formulated some working hypothesis that detailed analysis of $R/S$ plot may new indications on loop behavior, like for instance about steady-state oper-

| Table 3 Statistical properties of the measure errors |
|-----------------|--------|--------|--------|
|                | Min    | Max    | Mean   | SD     |
| $\alpha$ Lévy   | −39.16 | 28.40  | −3.25  | 9.47   |
| $\gamma$ Lévy   | −10.64 | 7.62   | 1.65   | 3.47   |
| $n^{(\text{cross})}$ | −17.86 | 14.29  | −1.82  | 5.37   |
| $H^{(\text{short})}$ | −1.55  | 3.71   | 0.40   | 1.01   |
| $H^{(\text{long})}$ | −19.60 | 8.43   | −5.58  | 3.95   |
ation. While $H^{\text{short}}$ holds information about transient period properties, $H^{\text{long}}$ supplements us with steady-state information.

### 4.2.3 $H2$: impact of model gain

Experiments to verify hypothesis $H2$ are organized as follows. We check whether selected measures can detect proper selection of the GPC embedded model gain. Thus, nine different gain values are tested: 0.4, 0.8, 1.2, 1.6, 2.0, 2.4, 2.8, 3.2 and 3.6. For each one three different disturbance scenarios are tested: no disturbances, Gaussian noise added before the process and $\alpha$-stable disturbance after the controller.

As we know the real value of the model gain is 2.0. Thus, the plots should be able detect that value with minimum index value. It is very clearly seen that all but $\alpha$ curves indicate that point. Stability parameter (Fig. 11) fails in this task. Scale factor is exact in detection (Fig. 10). Fractal parameters originating from $R/S$ plot, i.e., crossover point (Fig. 12) and Hurst exponent $H^{\text{short}}$ (Fig. 13), also have similar ability. Crossover indicates exact point, while $H^{\text{short}}$ detect slightly overestimated value of $K = 2.4$.

![Fig. 10 Dependence of Lévy’s $\gamma$ on GPC model gain](image)

![Fig. 11 Dependence of Lévy’s $\alpha$ on GPC model gain](image)

![Fig. 12 Dependence of $R/S$ crossover $n^{\text{(cross)}}$ on GPC model gain](image)

![Fig. 13 Dependence of Hurst exponent $H^{\text{short}}$ on GPC model gain](image)

![Fig. 14 Dependence of $\gamma$ of Lévy distribution on GPC model delay](image)

### 4.2.4 $H3$: impact of model delay

Similar analysis is used to verify whether selected measures can detect selection of the GPC controller model delay. Thus, nine different delay values are tested: 4, 5, 6, 7, 8, 9, 10, 11 and 12. For each of the delays three disturbance scenarios are tested: no disturbances, Gaussian noise added before the process and $\alpha$-stable disturbance inputted after the controller.

Real value of the model delay is 8.0. Thus, plots should somehow enable finding out of this value.
Unfortunately, in that case detection is not straightforward. It works only in one case, i.e., when there are no disturbances in the loop. It is especially visible for both stable PDF $\gamma$ (Figs. 14, 15) indexes. Curve for undisturbed loop is in compliance with our expectation. First the index diminishes up to ideal value and then starts to rise in linear way. We may clearly find out optimal value of the delay and additionally see that increase in the model delay constantly degrades control. However, simultaneously relations for disturbed loops are just flat. The measures are independent on model delay. It seems that loop disturbances screen effect of model delay misfit.

The curves for fractal measures, i.e., crossover point (Fig. 16) and Hurst exponent $H^{(\text{short})}$ (Fig. 17), are indecisive. First of all they show something only for undisturbed loop. Disturbances shadow delay misfit. They both also degrade with overestimated delay. Thus, they detect to large delay. But they fail to change their value for underestimated model delay. Concluding, we see that appropriate model delay value is hardly detected. Strange behavior is observed in presence of disturbances. All the curves flatten and show nothing.

4.2.5 H4: impact of model dynamics

Next the same methodology is applied to verification whether selected measures can detect proper GPC embedded model dynamics. Seven different values for time constant $T_2$ are tested: 0.5, 1, 5, 10, 15, 20 and 40. Three different disturbance scenarios are tested, i.e., no disturbances, Gaussian noise added before the process and $\alpha$-stable disturbance inputted after the controller for each time constant.
Fig. 20 Dependence of $R/S$ crossover $n^{(cross)}$ on GPC model time constant $T_2$

Fig. 21 Dependence of Hurst exponent $H^{(short)}$ on GPC model time constant $T_2$

Real value of the model delay is 10. Thus, the plots should be able to detect that value. Observing the plots we notice two different curve types. First, for stable PDF $\gamma$ (Fig. 18) we see clear ability to show the right value, while $\alpha$ (Fig. 19) totally fails.

We see that too small values of dynamics do not deteriorate control quality significantly (in sense of the measure considered). In contrary, for too high values of $T_2$ indexes rapidly increase suggesting fast degradation of control quality. This behavior is interpreted that underestimated dynamics is not so dangerous for GPC control as a too slow ones.

There is also observed that detection is better for disturbed loops, than for undisturbed ones. This is in contrary to previous scenario (H3: impact of model delay). It seems that more excited trends (due to the disturbances) enable better exposure of dynamics misfit effect.

Curves for parameters originating from $R/S$ plot, crossover point (Fig. 20) and Hurst exponent $H^{(short)}$ (Fig. 21) have different properties. Both of them are monotonic. Crossover point decreases, while Hurst exponent has positive slope. They keep the same shape despite loop disturbances.

This effect requires discussion. Some explanations may be proposed for the Hurst exponent. As it was already cited [40], Hurst exponent value shows different kinds of tunings. It changes from anti-persistent $H < 0.5$ oscillatory behavior, through neutral Brownian motion with independent stochastic process ($H = 0.5$) up to persistent properties ($H > 0.5$) reflecting sluggish tuning. From that perspective limiting (min or max) index values does not have to reflect anything. We see that for model gain impact all the $H^{(short)}$ values are larger than 0.5, and thus, minimal value is the closest to independent stochastic process $H^{(short)} \approx 0.54$.

For model delay impact analysis we had similar values for $H^{(short)} > 0.5$ with similar minimum of close to independent stochastic process $H^{(short)} \approx 0.54$.

Following above, optimal value of the Hurst exponent should not be extremum necessarily. It should lie at the crossing with Hurst exponent optimum value. Its first estimate is 0.5, but other research shows that it does not have to be exactly that value. Thus, lack of extremum does not mean wrong detection. Hurst index is more reach in information showing not only whether control is good or bad, it also give us indication what kind of wrong tuning we are witnessing (sluggish or aggressive). Hypothetically, it might be possible that similar effect is observed on the crossover curve but this hypothesis requires further investigation.

4.2.6 H5: impact of GPC controller horizon

Finally, similar analysis is used to verify whether selected measures can detect proper selection of the GPC controller horizon. Thus, seven different horizon values are tested: 10, 12, 15, 20, 25, 30 and 35. For each of the horizons three different disturbance scenarios are tested: no disturbances, Gaussian noise added before the process and $\alpha$-stable disturbance inputted after the controller.

In this case different kind of results is expected. Theoretical speculations about predictive controller clearly say that the horizon should not be too short against process delay and dominant time constant. We should not loose dynamics. However, there is nothing wrong about overestimated horizon length. It will only result in larger calculation effort without deterioration of control quality.
As we look at figures of $\gamma$ (Fig. 22) and $\alpha$ (Fig. 23), we explicitly see expected behavior. First, the measure curve rapidly decreases up to value of $\sim 20$ and after that saturates. It means that there is no reason to increase further GPC horizon. We are unable to improve control performance behind this value. Additionally, it is detected despite loop disturbances. Proper horizon value is identified despite minor differences for stability index.

Crossover point (Fig. 24) impact analysis does not give us any explicitly clear indication. We see measure value saturation for horizon $> 20$ and tendency for lower values for smaller horizon lengths. These observations are independent on loop disturbances. Proper horizon value is identified despite minor differences for stability index.

Less clear detection is for short-memory exponent $H^{(short)}$ (Fig. 25). First of all its values vary in a very narrow range ($0.54 \div 0.58$). Despite shape disruption for the shortest horizon considered (horizon = 10) the shape gives indication. This unexplained behavior for short horizon is not so disturbing for crossover point as it varies in relatively wider range. This effect disturbs proper detection with Hurst exponent. This scenario closes simulation analysis.

4.3 Method application scheme

Applicability of the proposed methods and measures may help to extend current schemes, allowing for more degrees of freedom. We may imagine two possible scenarios:

1. the tuning (implementation) of the MPC controller,
2. monitoring of the already working MPC algorithm.

The methodology differs in each of the above scenarios. The proposed measures show ability to reflect misfitting in the parameters of the MPC embedded model. But the measures itself do not show direction of the required change. We can investigate it through several tests evaluating the trends of the indexes. Moreover, the changes in measures do not show the source of the results. It is difficult to distinguish between the gain or dynamics misfit. The one possible method of their use is described below. We select three measures for observation: $\alpha$-stable PDF scaling $\gamma$, stability factor $\alpha$ and short-memory Hurst exponent $H^{(short)}$. 
4.3.1 MPC tuning

The tuning of the MPC controller is not an easy task. The embedded model and the prediction horizon are among the most important settings.

1. At first the process model is identified, most often during the process of process parametric tests and a separate identification. This model allows MPC operation; however, its fine tuning is most probably required.

2. Next, the horizon should be set. As we are changing only one MPC parameter in a time, we can try to lower the horizon length and observe the according changes in the scaling $\gamma$. We select the shortest horizon length, when the scaling value stops to diminish.

3. Model delay is not well reflected by the measures in case of high disturbance ratio. If the disturbances are significant, we have to use other methods or rely on the initially identified value. In case of minor disturbance impact, it can be tuned with the aid of scaling $\gamma$.

4. Tuning of the model gain should be done next. We select the gain for the minimum value of the scaling factor $\gamma$.

5. We perform the fine tuning of the model dynamics (time constants) in the same way as for the model gain.

6. The above steps are using scaling factor $\gamma$ only intentionally. During the whole process the stability $\alpha$ is observed. It is responsible for the fat tails, and its desired value is $\alpha = 2$. We use it to distinguish between tunings of the very similar performance (from the perspective of scaling) to select the one with stability closest to 2.

7. Finally, the Hurst exponent should be discussed. Actually it is not actively used during the process. But it should be measured continuously and matched with the obtained control qualities, both good, sluggish and aggressive. This relation is used to determine what value of the Hurst exponent relates to the best case tuning.

8. Hurst exponent is then used for further process monitoring. We may distinguish between selected “good” operation and undesirable sluggish or aggressive one through observation of its fluctuations.

4.3.2 MPC assessment

During the monitoring of the already operating loop we are facing the situation, when the process fluctuates. It is the most probably associated with the non-stationary variations in the process dynamic characteristics. This causes misfitting in the MPC embedded model.

We need to observe time trends scaling factor $\gamma$ and short-memory Hurst exponent for that purpose. Lasting increase in scaling may indicate the effect of process dynamic fluctuations and MPC embedded model misfit. Simultaneously observing direction of changes in Hurst exponent we may determine, in which direction these changes go, i.e., sluggish or aggressive. It is worth to perform online monitoring activity. This subject is discussed in details in [16].

Following the observations of the online monitoring, the appropriate tuning initiative may be started using the schemes proposed in the description of the MPC tuning.

5 Conclusions and further research issues

This paper presents results of the research on alternative CPA measures applied to control quality assessment for SISO loop with GPC controller. Analysis is based on simulations, even though the subject has appeared and grown up in real, industrial cases. All considered measures have been calculated using control error variable as it is the best loop signal available for analysis. First, its optimal value is zero, so any nonzero mean value at once indicates steady-state error. Any skewness clearly suggests asymmetric control, possibly due to the process nonlinearities or constraints. Finally, it should not be subject to any external trends, like for instance process output variable. Thus, no detrending is required.

Investigation starts with comparison of three CPA measures’ groups: statistical ones (both Gaussian and non-Gaussian), integral indexes based on time trends and fractal persistence measures using Hurst exponent. The goal is to find indexes invariant to loop external environment (disturbances, setpoint, etc.). Analysis enables selection of four promising indexes: two parameters of $\alpha$-stable distribution (stability and scale factor), $n(cross)$—crossover point of the $R/S$ plot for the control error and $H(\text{short})$—short-memory Hurst exponent.
The approach to the estimation of Hurst exponent is general. It does not assume whether we face single or multiple persistence scales. It may work in case of any loop performance, like oscillation. Its deficiency lies in fact that it is not automatic. Close visual inspection of rescaled range plots is required, at least at the early stage of assessment. However, in opinion of authors, it is advantage as such review may disclose aspects otherwise omitted.

Next, they are used to verify ability to detect tuning quality of the GPC controller: impact of model gain, effect of model delay, influence of model dynamics and impact of GPC controller horizon. Comparison of results shows that:

1. Gaussian standard deviation is biased by the character of setpoint signal. The same effect happens with stability parameter \( \alpha \). In contrary scale factor of the \( \alpha \)-stable distribution seems to be robust as control error histogram is strongly fat-tailed.

2. Fractal analysis through rescaled range \( R/S \) plot and Hurst exponents show that it has crossover properties with two strict Hurst exponents: short and long memory. Analysis suggests that crossover and short-scale Hurst exponent are invariant and informative. It is proposed that short-range exponent is responsible for transient period performance (controller tuning), while long-range one informs about steady-state stabilization.

3. It is not suggested to calculate single Hurst exponent without review of \( R/S \) plot.

4. Lévy’s \( \gamma \) is able to detect model gain, dynamics misfit and GPC horizon length. It only has problems with model delay. In that case any loop disturbance screens detection.

5. Short-range Hurst exponent behaves in different way. We are not searching for its minimum, nor maximum value. Its best value is expected to be at values \( \sim 0.5 \) with smaller values informing about control loop aggressiveness and higher ones detecting sluggish tuning. Thus, Hurst exponent is more informative. It not only says whether control is better or worse, but indicates the reason. We may also have another degree of freedom. Value 0.5 does not have to be optimal. It depends on control requirements. If we allow overshoot, it may be shifted down and in opposite case biased up.

6. Crossover behavior and its detection ability are still open and undecided. It seems to be good indicator, independent on external loop influences. However, its optimal value does not have to be at extremum. It may also hold information about reasons for wrong tuning. As for Hurst exponent the best value may be estimated as uncorrelated stochastic process, it is not evident what value is the best for crossover point.

7. Detection ability fails with model delay misfit. It works only in case of no disturbances.

8. Stability factor of Lévy distribution is altered by two memory scales in \( R/S \) plot and needs more investigation.

Above analysis addresses the subject of performance monitoring of a closed-loop dynamic system. The approach originates from process industry needs, when some complex system is controlled. The paper shows that application of chaos-based methods brings benefits. It would be extremely interesting to see whether such persistence and fractal measures may be used to evaluate quality of a control for chaotic systems, like [46].

Analysis reveals open subject that requires closer insight. Delay misfit detection is probably the most important one. It is the only parameter of the GPC controller, for which approximation misfit is hardly detected. Potential hypothesis that it may be caused by disturbance shadowing effect requires attention. Next, statistical properties of the control error signal should be investigated. It would be worth to confront such a simulation analysis with industrial process time trends. Last open issues are associated with fractal properties.

- Crossover phenomenon requires closer attention. Further research will focus on its origins and meaning. It will be analyzed how process complexity affects the number of crossover points and their position, as complex dynamics frequently causes multiple scaling exponents in the same range of scales [4].

- Finally, the paper did not addressed eventual multifractal properties of the control error time series. The authors assumed mono-fractal behavior. The data will be analyzed to see, whether multi-fractal properties exist in control time trends data.

Above results and observations are accomplished with simple linear SISO case. It is worth to investigate more complex scenarios, like nonlinear, MIMO and
Assessment of predictive control performance

systems with significant delays cases to verify method applicability and effectiveness.
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References

1. Agarwal, N., Huang, B., Tamayo, E.C.: Assessing model prediction control (MPC) performance. 2. Bayesian approach for constraint tuning. Ind. Eng. Chem. Res. 46(24), 8112–8119 (2007)
2. Astrom, K.J.: Computer control of a paper machine-an application of linear stochastic control theory. IBMJ. 11, 389–405 (1967)
3. Badwe, A.S., Gudi, R.D., Patwardhan, R.S., Shah, S.L., Patwardhan, S.C.: Detection of model-plant mismatch in [MPC] applications. J. Process Control 19(8), 1305–1313 (2009)
4. Bardet, J.M., Bertrand, P.: Identification of the multiscale fractional brownian motion with biomechanical applications. J. Time Ser. Anal. 28(1), 1–52 (2007)
5. Beran, J.: Statistics for Long-Memory Processes, 1st edn. CRC Press, Boca Raton (1994)
6. Camacho, E.F., Bordons, C.: Model Predictive Control. Springer, London (1999)
7. Carelli, A.C., da Souza Jr., M.B.: [GPC] controller performance monitoring and diagnosis applied to a diesel hydrotreating reactor. IFAC Proc. Vol. 42(11), 976–981 (2009)
8. Choudhury, M.A.A.S., Shoukat, A., Shah, S.L., Thornhill, N.F.: Diagnosis of poor control-loop performance using higher-order statistics. Automatica 40(10), 1719–1728 (2004)
9. Clarke, W., Mohtadi, C., Tuffs, P.S.: Generalized predictive control—i. the basic algorithm. Automatica 23(2), 137–148 (1987)
10. Das, L., Srinivasan, B., Rengaswamy, R.: Data driven approach for performance assessment of linear and nonlinear kalman filters. In: 2014 American Control Conference, pp. 4127–4132 (2014)
11. Das, L., Srinivasan, B., Rengaswamy, R.: Multivariate control loop performance assessment with Hurst exponent and Mahalanobis distance. IEEE Trans. Control Syst. Technol. 24(3), 1067–1074 (2016)
12. Das, L., Srinivasan, B., Rengaswamy, R.: A novel framework for integrating data mining with control loop performance assessment. AIChE J. 62(1), 146–165 (2016)
13. Domanski, P.D.: Non-Gaussian properties of the real industrial control error in SISO loops. In: Proceedings of the 19th International Conference on System Theory, Control and Computing (2015)
14. Domanski, P.D.: Fractal measures in control performance assessment. In: Proceedings of IEEE International Conference on Methods and Models in Automation and Robotics MMR, pp. 448–453. Miedzyzdroje, Poland (2016)
15. Domanski, P.D.: Non-Gaussian and persistence measures for control loop quality assessment. Chaos: Interdiscip. J. Nonlinear Sci. 26(4), 043,105 (2016)
16. Domanski, P.D.: On-line control loop assessment with non-Gaussian statistical and fractal measures. In: Proceedings of 2017 American Control Conference. Seattle, WA (2017). Accepted for publication
17. Domanski, P.D., Golonka, S., Jankowski, R., Kalbarczyk, P., Moszowski, B.: Control rehabilitation impact on production efficiency of ammonia synthesis installation. Ind. Eng. Chem. Res. 55(39), 10366–10376 (2016)
18. Duarte-Barros, R.L., Park, S.W.: Assessment of model predictive control performance criteria. J. Chem. Eng. 9, 127–135 (2015)
19. Eisenhart, C.: Laws of error–III: later non-Gaussian distributions. In: Kotz, S., Read, C.B., Balakrishnan, N., Vidakovic, B. (eds.) Encyclopedia of Statistical Sciences, chap. 6. Wiley, New York (2006)
20. Geweke, J., Porter-Hudak, S.: The estimation and application of long memory time series models. J. Time Ser. Anal. 4, 221–238 (1983)
21. Harris, T.: Assessment of closed loop performance. Can. J. Chem. Eng. 67, 856–861 (1989)
22. Hassler, U.: Regression of spectral estimators with fractionally integrated time series. J. Time Ser. Anal. 14(4), 369–380 (1993)
23. Horch, A., Isaksson, A.J.: A modified index for control performance assessment. In: Proceedings of the 1998 American Control Conference, vol. 6, pp. 3430–3434 (1998)
24. Jelali, M.: An overview of control performance assessment technology and industrial applications. Control Eng. Pract. 14(5), 441–466 (2006)
25. Jelali, M.: Control Performance Management in Industrial Automation: Assessment, Diagnosis and Improvement of Control Loop Performance. Springer, Berlin (2013)
26. Koutrouvelis, I.A.: Regression-type estimation of the parameters of stable laws. J. Am. Stat. Assoc. 75(372), 918–928 (1980)
27. Mandelbrot, B.B.: Les objets fractals: forme, hasard, et dimension. Flammarion, Paris (1975)
28. Mayne, D.Q.: Model predictive control: recent developments and future promise. Automatica 50(12), 2967–2986 (2014)
29. Nesic, Z., Dumont, G.A., Davies, M.S., Brewster, D.: Cd control diagnostics using a wavelet toolbox. In: Proceedings CD Symposium, IMEKO, vol. XB, pp. 120–125 (1997)
30. Paulonis, M.A., Cox, J.W.: A practical approach for large-scale controller performance assessment, diagnosis, and improvement. J. Process Control 13(2), 155–168 (2003)
31. Peng, C.K., Buldyrev, S.V., Havlin, S., Simons, M., Stanley, H.E., Goldberger, A.L.: Mosaic organization of DNA nucleotides. Phys. Rev. E 49(2), 1685–1689 (1994)
32. Peters, E.E.: Chaos and Order in the Capital Markets A New View of Cycles, Prices, and Market Volatility, 2nd edn. Wiley, New York (1996)
33. Pillay, N., Govender, P.: A data driven approach to performance assessment of PID controllers for setpoint tracking. Proc. Eng. 69, 1130–1137 (2014)
34. Schäfer, J., Cinar, A.: Multivariable MPC system performance assessment, monitoring, and diagnosis. J. Process Control 14(2), 113–129 (2004)
35. Schlegel, M., Skarda, R., Cech, M.: Running discrete Fourier transform and its applications in control loop performance assessment. In: 2013 International Conference on Process Control (PC), pp. 113–118 (2013)
36. Schröder, M.: Fractals, Chaos, Power Laws: Minutes from an Infinite Paradise. W. H. Freeman and Company, New York (1991)
37. Seborg, D.E., Mellichamp, D.A., Edgar, T.F., Doyle, F.J.: Process dynamics and control. Wiley, New York (2010)
38. Shinskey, F.G.: Process control: as taught vs as practiced. Ind. Eng. Chem. Res. 41, 3745–3750 (2002)
39. Smuts, J.F., Hussey, A.: Requirements for successfully implementing and sustaining advanced control applications. In: ISA POWID Conference. ISA (2011)
40. Spinner, T., Srinivasan, B., Rengaswamy, R.: Data-based automated diagnosis and iterative retuning of proportional-integral (PI) controllers. Control Eng. Pract. 29, 23–41 (2014)
41. Srinivasan, B., Spinner, T., Rengaswamy, R.: Control loop performance assessment using detrended fluctuation analysis (DFA). Automatica 48(7), 1359–1363 (2012)
42. Sun, Z., Qin, S.J., Singhal, A., Megan, L.: Performance monitoring of model-predictive controllers via model residual assessment. J. Process Control 23(4), 473–482 (2013)
43. Taqqu, M.S., Teverovsky, V., Willinger, W.: Estimators for long-range dependence: an empirical study. Fractals 03(04), 785–798 (1995)
44. Tatjewski, P.: Advanced control of industrial processes, structures and algorithms. Springer, London (2007)
45. Teverovsky, V., Taqqu, M.S.: Testing for long-range dependence in the presence of shifting means or a slowly declining trend using a variance type estimator. J. Time Ser. Anal. 18, 279–304 (1997)
46. Wang, C., Chu, R., Ma, J.: Controlling a chaotic resonator by means of dynamic track control. Complexity 21(1), 370–378 (2015)
47. Xu, F., Huang, B., Akande, S.: Performance assessment of model predictive control for variability and constraint tuning. Ind. Eng. Chem. Res. 46(4), 1208–1219 (2007)
48. Xu, F., Huang, B., Tamayo, E.C.: Assessment of economic performance of model predictive control through variance/constraint tuning. IFAC Proc. Vol. 39(2), 899–904 (2006)
49. Yu, J., Qin, S.J.: Statistical MIMO controller performance monitoring. Part II: performance diagnosis. J. Process Control 18(3–4), 297–319 (2008)
50. Zhang, J., Jiang, M., Chen, J.: Minimum entropy-based performance assessment of feedback control loops subjected to non-gaussian disturbances. J. Process Control 24(11), 1660–1670 (2015)
51. Zhuo, H.: Research of performance assessment and monitoring for multivariate model predictive control system. In: 2009 4th International Conference on Computer Science and Education, pp. 509–514 (2009)