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Abstract—Objective: Surface electromyogram (EMG) signals have typically been assumed to follow a Gaussian distribution. However, the presence of non-Gaussian signals associated with muscle activity has been reported in recent studies, and there is no general model of the distribution of EMG signals that can explain both non-Gaussian and Gaussian distributions within a unified scheme. Methods: In this paper, we describe the formulation of a non-Gaussian EMG model based on a scale mixture distribution. In the model, an EMG signal at a certain time follows a Gaussian distribution, and its variance is handled as a random variable that follows an inverse gamma distribution. Accordingly, the probability distribution of EMG signals is assumed to be a mixture of Gaussians with the same mean but different variances. The EMG variance distribution is estimated via marginal likelihood maximization. Results: Experiments involving nine participants revealed that the proposed model provides a better fit to recorded EMG signals than conventional EMG models. It was also shown that variance distribution parameters may reflect underlying motor unit activity. Conclusion: This study proposed a scale mixture distribution-based stochastic EMG model capable of representing changes in non-Gaussianity associated with muscle activity. A series of experiments demonstrated the validity of the model and highlighted the relationship between the variance distribution and muscle force. Significance: The proposed model helps to clarify conventional wisdom regarding the probability distribution of surface EMG signals within a unified scheme.

Index Terms—Electromyogram (EMG), stochastic model, scale mixture model, variance distribution, non-Gaussianity, motor unit activity.

I. INTRODUCTION

SURFACE electromyogram (EMG) signals are the summation of individual action potentials generated from motor units. EMG signals are recorded from the skin surface and reflect the internal state of muscle activity. As they can be recorded noninvasively, these signals have been applied in a wide range of fields, including motion analysis [1]–[3], neuromuscular system analysis [4]–[6], neuromuscular disease diagnosis [7]–[9], and prosthetic control [10]–[12].

In general, EMG signals are treated as a stochastic process because individual motor unit firing activities can be considered probabilistic events. There have been many attempts to extract their features by modeling the stochastic properties of EMG signals, which are typically assumed to follow a Gaussian distribution [13]–[15]. Parker et al. experimentally showed that measured EMG signals can be fitted using a Gaussian distribution [13]. Hogan and Mann modeled the relationship between EMG signals and muscle force based on a Gaussian distribution [14]. They assumed that the EMG variance was constant under a constant-force condition and estimated the variance using the maximum-likelihood method.

EMG signals, however, do not always follow a steady Gaussian distribution, even under constant-force conditions [16]–[21]. Milner-Brown and Stein showed that the distributions of EMG signals recorded from the first dorsal interosseous (FDI) muscle under a constant-force condition are sharper than a Gaussian distribution and peak near zero [16]. The same tendency was observed in EMG signals recorded from the biceps brachii (BB) muscle [17]. Clancy and Hogan experimentally observed that the probability distribution of EMG signals falls between a Gaussian and a Laplacian distribution [18]. To analyze the non-Gaussianity of EMG signals, high-order statistics, such as the kurtosis and bispectrum approaches, have recently been used [20]–[23]. This approach revealed that EMG signals have a heavier-tailed distribution than in the Gaussian case at low contraction levels [20], [21]. Some simulation studies have also reported that the non-Gaussianity of EMG signals varies depending on the muscle contraction level such that the increase in the contraction level shifts the probability distribution of EMG signals towards the Gaussian distribution [22], [23]. Despite these experimental reports, there is no general consensus on the distribution of EMG signals, and a stochastic model that can represent the non-Gaussianity of EMG signals depending on muscle activity has not been developed.

Hayashi et al. focused on the uncertainty of EMG variance (i.e., EMG amplitude) and proposed an EMG signal model under the assumption that the variance is a random variable [24]. In this variance distribution model, the EMG signals follow a non-Gaussian distribution with a heavy tail because the variance of EMG signals at a certain time is randomly determined. However, this model does not allow a wide-ranging variance distribution because one variance distribution parameter is fixed to enable real-time estimation. In addition, the relationship between the muscle contraction level and variance distribution as well as the goodness-of-fit of the model to real EMG signals have not been revealed. If we...
could identify these, a novel stochastic modeling framework for EMG signals would be established.

Here, we interpret the variance distribution model as a scale mixture model for the variance and outline the estimation and analysis of the EMG variance distribution. In the proposed scale mixture model, an EMG signal at a certain time follows a Gaussian distribution, and its variance is handled as a random variable that follows an inverse gamma distribution. The EMG variance distribution, based on such a relationship, is estimated via marginal likelihood maximization without fixed distribution parameters. This allows an estimation to determine the variance distribution parameters where the observed EMG signals are most likely to occur. In the experiments, the goodness-of-fit of the model is evaluated using EMG signals measured from FDI and BB muscle. The relationship between the variance distribution and muscle activity is also examined through the change in variance distribution parameters according to muscle force.

The reminder of this paper is organized as follows. Section II outlines the structure of the scale mixture model and the parameter estimation method, before Section III details the experimental setup for the model verification and EMG analysis experiments. Section IV presents the results of these experiments, and Section V provides related discussion. Finally, Section VI states the conclusions to this study.

II. SCALE MIXTURE MODEL OF SURFACE EMG SIGNALS

A. Model Structure

Fig. 1 shows the stochastic relationship between the EMG signal \( x \) and its variance \( \sigma^2 \) as a graphical model. \( x \) is handled as a random variable that follows a Gaussian distribution with a mean of zero and a variance of \( \sigma^2 \). The variance is also a random variable for which the distribution is determined by the shape parameter \( \alpha \) and the scale parameter \( \beta \). In the model, the variance \( \sigma^2 \) is interpreted as a latent variable because it is not directly observed. Note that the frequency components of EMG signals are ignored in the model; only their variance is considered.

First, the conditional distribution of an EMG signal \( x \) given \( \sigma^2 \) is expressed via the following Gaussian distribution:

\[
P(x|\sigma^2) = \mathcal{N}(x|\sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left[-\frac{x^2}{2\sigma^2}\right].
\] (1)

Considering that \( \sigma^2 > 0 \), the variance is assumed to obey an inverse gamma distribution \( \text{IG}(\sigma^2; \alpha, \beta) \), which is known as a conjugate distribution for the variance of a Gaussian distribution [24, 25]:

\[
P(\sigma^2) = \text{IG}(\sigma^2; \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} (\sigma^2)^{-(\alpha+1)} \exp\left[-\frac{\beta}{\sigma^2}\right].
\] (2)

From equation (3), \( P(x) \) is obtained by summing an infinite number of Gaussian distributions having the same mean but different variances. This can be interpreted as an infinite mixture of Gaussian distributions for the scale parameter (i.e., variance).

Note that this model describes the macroscopic electrical activity of muscle. Underlying structural processes, such as firing and the recruitment patterns of motor units, are not explicitly formulated, but the sum of such individual events is assumed to be included as part of the random processes. Therefore, the EMG variance distribution and its parameters, which characterize the stochastic properties of EMG variance, may reflect the underlying characteristics of muscle activities. Hayashi et al. assumed that the shape parameter \( \alpha \) remains constant regardless of muscle activities and introduced an estimation method for the variance distribution using rectified/smoothed EMG signals to enable real-time estimation [24]. In this method, only the scale parameter \( \beta \) is estimated. In contrast, Furui et al. examined the relationship between muscle force and the variance distribution parameters and indicated that both \( \alpha \) and \( \beta \) change according to muscle force. Therefore, this paper estimates the variance distribution via the marginal likelihood maximization of EMG signals without fixed distribution parameters, thereby allowing a wide range of distribution shapes to be determined. The next subsection outlines a method for the estimation of \( \alpha \) and \( \beta \) from EMG signals.
B. Variance Distribution Estimation Based on Marginal Maximum Likelihood

Let us consider the estimation of $\alpha$ and $\beta$, given $N$ samples of EMG signals $X = \{x_n\}_{n=1}^N$. The parameters where observations are most likely to occur can be estimated by maximizing the marginal likelihood $P(X) = \prod_{n=1}^N P(x_n)$. Hayashi et al. maximized this using the steepest descent method [24], but the convergence stability of this approach is sensitive to the initial values and step size. This is because direct optimization of marginal likelihood is generally problematic [26]. Therefore, we conduct this optimization based on the expectation maximization (EM) algorithm [25], which is an effective approach for models having latent variables. In this algorithm, marginal likelihood is maximized indirectly by maximizing the expectation of the complete-data log likelihood, as this is equivalent to maximizing the lower bound of the marginal likelihood [26]. The EM algorithm is iterated via application of an expectation step (E-step) and a maximization step (M-step).

Equation (5) is transformed via the introduction of the new parameterization $\nu = 2\alpha$ and $s = \beta/\alpha$, with the latent variable redefined as $\tau_n = \sigma^2 \alpha / \beta$. Marginal distribution can then be expressed as

$$P(x_n) = \int N(x_n|\nu s \tau_n) IG(\tau_n; \nu/2, \nu/2) d\tau_n$$

$$= \frac{\Gamma \left( \frac{\nu+1}{2} \right) s^{-\frac{\nu}{2}}}{\sqrt{\pi \nu} \Gamma \left( \frac{\nu}{2} \right) (1 + \frac{x_n^2}{\nu s})^{\frac{\nu+1}{2}}}.$$  \hspace{1cm} (5)

This expression is equivalent to Student’s t-distribution with a mean of zero, in which $\nu$ is the degree of freedom and $s$ is the scale parameter of the t-distribution [26]. Here, the posterior distribution of the latent variable is given by

$$P(\tau_n|x_n) \propto N(x_n|\nu s \tau_n) IG(\tau_n; \nu/2, \nu/2)$$

$$\propto IG \left( \tau_n; \frac{\nu + 1}{2}, \frac{\nu + x_n^2 / s}{2} \right).$$  \hspace{1cm} (6)

The parameters $[\nu, s]$ are estimated as outlined below based on the EM algorithm.

(i) Initialize $\nu$ and $s$ with the selection of arbitrary starting values.

(ii) E-step. Calculate the expectation of the complete-data log likelihood. This expectation, denoted as $Q(\nu, s)$, is given by

$$Q(\nu, s) = \mathbb{E} \left[ \ln \prod_{n=1}^N N(x_n|\nu s \tau_n) IG(\tau_n; \nu/2, \nu/2) \right]$$

$$= \sum_{n=1}^N \left\{ -\frac{1}{2} \ln(2\pi) - \frac{1}{2} \ln s - \frac{x_n^2}{2s \omega_n} + \frac{\nu}{2} \ln \frac{\nu}{2} \right. $$

$$- \ln \Gamma \left( \frac{\nu}{2} \right) - \frac{\nu}{2} \omega_n - \left( \frac{\nu}{2} + \frac{3}{2} \right) \lambda_n \right\}$$  \hspace{1cm} (7)

where $\omega_n$ and $\lambda_n$ are derived as follows by calculating the posterior distribution of the latent variable from (6).

$$\omega_n := \mathbb{E} [\tau_n^{-1}|x_n] = \frac{\nu + 1}{\nu + x_n^2 / s},$$  \hspace{1cm} (8)

$$\lambda_n := \mathbb{E} [\ln \tau_n|x_n]$$

$$= - \ln \omega_n + \ln \left( \frac{\nu + 1}{2} \right) - \psi \left( \frac{\nu + 1}{2} \right)$$  \hspace{1cm} (9)

where $\psi(\cdot)$ is a digamma function.

(iii) M-step. Update the parameters by maximizing $Q(\nu, s)$. By setting the derivative of $Q(\nu, s)$ with respect to $s$ equal to zero, the new scale parameter is obtained as

$$s_{\text{new}} = \frac{1}{N} \sum_{n=1}^N \omega_n x_n^2.$$  \hspace{1cm} (10)

There is no closed-form expression for the degree of freedom. Hence, it is updated by finding $\nu$, where $Q(\nu, s)$ is maximized numerically based on a line search.

$$\nu_{\text{new}} = \arg \max_{\nu} Q(\nu, s_{\text{new}}).$$  \hspace{1cm} (11)

(iv) Evaluate the log-marginal likelihood

$$\ln P(X) = \ln \prod_{n=1}^N P(x_n)$$  \hspace{1cm} (12)

and determine whether the convergence of the estimation is reached when the relative change in the log-marginal likelihood between iterations falls below the predetermined threshold $\varepsilon$. If the convergence criterion is not satisfied, return to step (ii).

As each cycle of the EM algorithm will increase the log-marginal likelihood monotonically [26], the convergence of parameter estimation is guaranteed. The estimated $t$-distribution parameters are finally transformed to variance distribution parameters using $\alpha = \nu / 2$ and $\beta = \nu s / 2$. Using this procedure, the variance distribution can be estimated from measured EMG signals.

III. EXPERIMENTS

A. Simulation

To evaluate the accuracy of the estimated variance distribution, we performed a simulation experiment using artificially generated EMG signals. First, a discrete series $\{\sigma_t^2; t = 1, \ldots, T\}$ was produced from random numbers following an inverse gamma distribution $IG(\alpha_0, \beta_0)$, and a random number $\{x_t\}$ following a Gaussian distribution with a mean of zero and a variance of $\sigma_t^2$ was then generated for each value of $t$. The $\{x_t\}$ values were regarded as a time series of an EMG signal measured at a sampling frequency of $F_s$ Hz. The accuracy of the distribution estimation was verified by comparing the true values $\alpha_0$ and $\beta_0$ with the estimated values $\alpha$ and $\beta$. As an index of the estimation accuracy, the absolute percentage error was defined as $|\text{true value} - \text{estimated value}| / \text{(true value)} \times 100$.

In the estimation of $\alpha$ and $\beta$, the last $L$ values of the signals $\{x_t\}$ were used. The window length $L$ took values of 100,
50, 10, 5, 2, and 1 s. The average absolute percentage errors were calculated by changing the true values 400 times ($\alpha_0 = 0.5, 1.0, 1.5, \ldots, 10.0$, $\beta_0 = 0.05, 0.10, 0.15, \ldots, 1.00$). To examine the estimation accuracy with respect to variations in the true values $\alpha_0$ and $\beta_0$, the average absolute percentage errors were also calculated for each value of $\alpha_0$ and $\beta_0$ with a fixed value of $L = 5$ s. The $T$ and $F_s$ values in this experiment were set as 100 s and 2,000 Hz. The initial parameter values in estimation were set using uniform random numbers in the range of $(0, 50)$, and the convergence threshold was set to $\varepsilon = 10^{-7}$.

**B. EMG Analysis**

To analyze the variance distribution observed with changes in muscle force, estimation experiments for the EMG variance distribution were conducted using FDI and BB muscle. Nine healthy young adults (males, right-handed, age range: 22–25 years; mean age: 23.4±0.9) were voluntarily recruited to conduct an independent task for each muscle. All participants were in good general health with no self-reports of physical, neurological, or sensory disorders and no history of intense exercise in the previous 24 hours. They were told the aim of the study and provided written informed consent before participating in the trial. The experiments were approved by the Hiroshima University Ethics Committee (Registration number: E-840).

During the FDI task, participants were seated with their right upper arm pointing downward, the right shoulder was abducted at 45° and the elbow was flexed at 90°. The right forearm was pronated and immobilized on the desk. The fingers were also fixed, except for the index finger (Fig. 2(a)). The abduction force produced by the contraction of the FDI muscle was measured using a force sensor (Leprino, CFS018CA101U; 16-bit A/D; sampling frequency: 1,200 Hz) fixed on the table with the right wrist. EMG signals were recorded from the electrode attached on the skin surface of each muscle using a wireless measurement system (Delsys, Trigno; 16-bit A/D; sampling frequency: 2,000 Hz; cutoff frequency: 20–450 Hz). The experimental protocol was the same for both muscle tasks.

First, each participant performed at least two maximum voluntary contraction (MVC) trials. The trials were repeated until the peak forces of two MVCs were within 5% of each other. Participants rested for at least 2 min between MVC trials. The greatest peak force of all conducted trials was determined as the MVC force. Next, participants were instructed to exert constant isometric force at 5%, 10%, 15%, 30%, 50%, 70%, and 80% of MVC force in a random order. The participants were presented with the exerted force in the form of a bar graph in real time. The participants were instructed to gradually exert force and increase it to match the target force within 3 s. When the target was reached, the participants were instructed to maintain that force. After 5 s, visual feedback of the exerted force was removed, and the participants were asked to maintain a constant effort for an additional 6 s. The latter 5 s of the recorded data without visual feedback was used for EMG analysis. Three trials were conducted for each target force. A minimum of 1 min of rest was taken between each measurement to avoid muscle fatigue.

The variance distribution parameters [$\alpha$, $\beta$] were estimated from the measured EMG signals for each target force. The settings of the initial values and the convergence threshold in parameter estimation were as per the simulation experiment. A goodness-of-fit test was then conducted to validate the proposed scale mixture model for the real EMG data. To evaluate the goodness-of-fit, the AD statistic [27] was used. This measures how well data fit a particular distribution and is calculated as

$$A^2 = -n - \sum_{i=1}^{n} \frac{2i-1}{n} \ln(F(x_i)) + \ln(1 - F(x_{n+1-i}))$$

(13)

where $n$ is the sample size, $\{x_1 < \cdots < x_n\}$ are the ordered sample data, and $F(\cdot)$ is the cumulative distribution function of the specified distribution. Smaller values of $A^2$ indicate a better fit to the specified distribution. $A^2$ was calculated by fitting the measured data to the scale mixture model based on the estimated variance distribution. For comparison, the model was also calculated by fitting the data to a Gaussian distribution model [14], a Laplacian distribution model [18], and the previous model proposed by Hayashi et al. [24]. The parameters of the Gaussian and Laplacian distribution models were estimated based on maximum-likelihood estimation. In the previous model, variance distribution parameters were estimated based on an approximation method using rectified/smoothed EMG signals. This method requires a prior shape parameter $\phi^{pre}$, which is calculated from pre-measured EMG signals $X^{pre}$ and is fixed in advance for each participant. Accordingly, 10,000 samples were randomly sampled from the measured EMG signals of all trials for the target force of 80%
IV. Results

A. Simulation

Fig. 3 shows time-series waveforms of artificial EMG signals with the data generation parameter \( \alpha_0 \) set to 2.5, 5.0, and 10.0, and \( \beta_0 \) changed to 0.01, 0.10, and 0.20 for each value of \( \alpha_0 \). The vertical and horizontal axes indicate the signal values and time, respectively. For each condition of true values, variance distribution parameters were estimated using a number of initial values selected on the basis of uniform random numbers. In the results, the estimations converged to the same values.

Fig. 4 shows the average absolute percentage errors for each window width \( L \) in the estimation of \( \alpha \) and \( \beta \). Error bars represent 95% confidence intervals for all trials.

MVC, and were handled as \( X^{\text{pre}} \).

B. EMG Analysis

Fig. 5 shows the experimental distributions of \( \alpha \) and \( \beta \) as estimated from measured EMG signals for FDI and BB muscle. These were calculated for all participants and all target forces using kernel density estimation with a Gaussian kernel. In this figure, \( \alpha \) and \( \beta \) are below 4.73 and 0.96, respectively. Fig. 7(a) shows examples of measured EMG signals for target forces of 5, 30, 50, and 80% MVC. Fig. 7(b) shows density histograms of these measured EMG signals. Fitted distributions with the scale mixture model, the previous model, the Laplacian model, and the Gaussian model are also shown as solid lines, dashed lines, dotted lines, and dash-dotted lines, respectively. Fig. 8 shows the AD statistics for FDI and BB muscle. The statistical test results based on the Wilcoxon signed rank test with the Holm-Bonferroni adjustment are also presented. For FDI muscle, there were significant differences between the scale mixture model and both the previous model and the Gaussian model for all target forces. A significant difference between the scale mixture model and the Laplacian model was observed only for a target force of 5% MVC. For BB muscle, the AD statistics of the scale mixture model were significantly lower than those of the other methods.

Fig. 9 shows the example of the estimated variance distribution \( P(\sigma^2) \) in the FDI task, with the distributions of all target forces shown overlapping. Note that each distribution was normalized based on division by each peak value to adjust the vertical axis scale. Fig. 10 summarizes the mean of \( \alpha \) and \( \beta \) estimated from FDI muscle and BB muscle in all participants for each target force. In this figure, each estimated parameter was normalized to remove individual differences (e.g., skin
V. DISCUSSION

In the simulation experiment, the estimation results for $\alpha$ and $\beta$ converged to the same values starting from several different initial values. Thus, convergence to a global maximum appears to have occurred. This indicates that the proposed parameter estimation method is robust regardless of the setting of initial values.

In Fig. 5 the average absolute percentage errors in the estimation of $\alpha$ and $\beta$ at $L = 100$ are approximately 2%, indicating that the variance distribution could be estimated accurately. The estimation accuracy, however, decreased as the window length $L$ decreased, and the error rate exceeded 24% at $L = 1$ s, indicating that the estimation accuracy of the variance distribution parameters depends on the estimation window length $L$. Thus, using more samples will improve the accuracy of the estimation. In this paper, the variance distribution parameters are estimated by a maximum-likelihood method based on the EM algorithm. Hence, based on the law of large numbers, a large number of samples are required for accurate estimation. These results show that at least 5 s of EMG signals are needed to estimate the variance distribution with an error rate less than 10%.

Fig. 5 shows that the estimation accuracy of the variance distribution parameters decreases as the true value of the shape parameter $\alpha_0$ increases. In contrast, the true value of the scale parameter $\beta_0$ does not significantly affect the estimation accuracy. Here, the shape parameter $\alpha$ corresponds to the degree of freedom $\nu$ in Student’s $t$-distribution (recall the change of variable in the derivation of the parameters estimation method). Therefore, $\nu$ reflects the Gaussianity of the distribution, and the distribution becomes closer to a Gaussian form as $\nu$ increases. Thus, if the true value of $\alpha$ is large, it may be difficult to discriminate between the true distribution of the data and the Gaussian distribution, resulting in the estimation accuracy of the parameters decreasing.

In the EMG analysis experiment, the variance distribution parameters estimated from the measured EMG signals were within the ranges of the true values used in the simulation experiment (Fig. 6). This result suggests that variance distribution can also be estimated with real EMG signals at an accuracy of approximately 5–10% as verified by the simulation experiment.

In Fig. 7(b), the density histograms of the measured EMG signals are more peaked near zero than the Gaussian distributions, and their tails are wider. These differences are notable when the target force is small, in which case the measured EMG signals exhibit characteristics similar to those of the Laplacian distribution, whereas they tend to approach the Gaussian distribution as the target force increases. These results are in agreement with previous findings reported by Clancy and Hogan [18]. The scale mixture model successfully reflects the distribution characteristics of the measured EMG signals at all target forces and obtains a better fit. This can be confirmed from the results of the goodness-of-fit test shown in Fig. 8. The AD statistics for the scale mixture model are significantly lower than those of the previous model proposed by Hayashi et al. [24] and the Gaussian model for all target forces in both muscles. The scale mixture model also gives a significantly better fit than the Laplacian model at 5% MVC in FDI muscle and at all target forces in BB muscle. This is because the scale mixture model considers the variance distribution parameters $\alpha$ and $\beta$ to reflect the variability of EMG variance by introducing the variance distribution and can represent the varying tail weight of the distributions, i.e., the change in non-Gaussianity. In contrast, the Gaussian model only has a variance parameter, meaning its tail weight is treated as a constant. The Laplacian model has a heavier tail than the Gaussian model and gives better fitting results than the Gaussian distribution. However, the Laplacian model cannot represent the change in non-Gaussianity according to muscle activity because it also has a constant tail weight. The goodness of fit of the previous model fell between those of the Gaussian model and the Laplacian model. Although the previous model also has a heavier tail than the Gaussian model, its tail weight is constant because the shape parameter $\alpha$ controlling non-Gaussianity is fixed in advance. Consequently, the previous model showed worse fitting results than the proposed model. This suggests that accurate evaluation of
changes in EMG signal distribution shape requires estimation of both $\alpha$ and $\beta$, which is achievable with the proposed model. The previous model based on approximate estimation using rectified/smoothed EMG signals is therefore effective only when the actual shape parameter is known.

Based on the above, it can be concluded that the scale mixture model enables better fitting to real EMG signals than the previous model [24] and other conventional stochastic EMG models. In previous studies reporting that the probability distribution of EMG signals falls between a Gaussian and a Laplacian distribution [18], [21], it was difficult to identify the switching point of these distributions because the non-Gaussianity of such signals continuously varies with muscle force. By contrast, the proposed scale mixture model enables description of changes in the non-Gaussianity of EMG signals associated with muscle activity within the unified scheme. Further, accurate modeling of the stochastic properties of EMG signals is important in extracting the features of such signals and quantitatively evaluating neuromuscular activity. Recent studies have suggested that the non-Gaussianity of EMG signals serves as a potentially important index for EMG pattern classification [29], muscular-activity detection [30], and evaluation of neuromuscular disease [31]. Accordingly, higher performance may be realized in application fields such as prosthesis control if novel EMG processing techniques can be developed using the scale mixture model.

In Fig. 9 the variance distributions $P(\sigma^2)$ shift to the right and spread horizontally as the muscle force increases, indicating that the absolute dispersion of EMG variance increases in response to increased muscle force. Such a change in variance distribution shape is caused by the combination of changes in $\alpha$ and $\beta$ [25]. In Fig. 10 both $\alpha$ and $\beta$ increase as the target force increases in the FDI and BB muscles. The scale parameter $\beta$ shows exponential increases in both muscles, and there are no significant differences between FDI muscle and BB muscle. As $\beta$ determines the spread of the variance distribution, this may be influenced by increases in EMG variance (i.e., amplitude) according to muscle force.
Normalized value of $P(\sigma^2)$

| Force (%) MVC | $0$ | $0.2$ | $0.4$ | $0.6$ | $0.8$ | $1.0$ | $1.2$ |
|--------------|-----|-------|-------|-------|-------|-------|-------|
| 5%           |     |       |       |       |       |       |       |
| 10%          |     |       |       |       |       |       |       |
| 15%          |     |       |       |       |       |       |       |
| 30%          |     |       |       |       |       |       |       |
| 50%          |     |       |       |       |       |       |       |
| 70%          |     |       |       |       |       |       |       |
| 80%          |     |       |       |       |       |       |       |

Fig. 9. Example of variance distribution $P(\sigma^2)$ for measured EMG signals from FDI muscle. The distributions of all target forces are normalized by their respective peak values of $P(\sigma^2)$ and shown overlapping.
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Fig. 10. Mean of estimated variance distribution parameters $\alpha$ and $\beta$ for each target force. (a) FDI muscle. (b) BB muscle. Each estimated parameter was normalized based on division by the mean value for each participant. Error bars represent 95% confidence intervals for all participants. The post hoc test results for $\alpha$ based on the paired two-tailed $t$-test with the Holm-Bonferroni adjustment are also shown (*: $p < 0.05$).

Although $\alpha$ also increases with the target force, it exhibits a different tendency in FDI muscle than in BB muscle. This is also suggested by the significant interaction (muscle $\times$ target force) in the results for $\alpha$. This intermuscular difference in the variance distribution parameter $\alpha$ is a novel finding, as experiments in previous studies were performed only for BB muscle [24], [25].

Note that $\alpha$ determines the Gaussianity of the EMG distribution, as described above. Thus, the changes in $\alpha$ shown in Fig. 10 indicate changes in the Gaussianity of the EMG signals, and the distribution of the EMG signals approaches the Gaussian distribution as the muscle force increases. This is a result of the central limit theorem (CLT), whereby the EMG signals become more Gaussian as the muscle force increases because of the larger number of (independent) motor units firing [16], [21], [32]. In contrast, if the muscle force is small, only a small number of motor units are recruited, and the EMG signals are the summation of a sparse pattern of motor units firing [33]. In this case, the individual motor unit firings can be considered discrete events separated by time periods. Hence, the EMG signals have outlier-like variance, resulting in the non-Gaussian and non-stationary features of EMG signals. Such changes in EMG signals can also be seen from the features of the measured waveform shown in Fig. 7(a).

Based on the CLT hypothesis, the different behavior of $\alpha$ between FDI muscle and BB muscle may be attributed to the difference in the recruitment strategies of the motor units in each muscle. In the case of FDI muscle, the upper limit of motor unit recruitment is approximately 50–75% MVC [34]. Hence, the change in the Gaussianity of the EMG signals is expected to occur up to approximately 60% MVC. In fact, the increases in $\alpha$ in FDI muscle are only confirmed at relatively low target forces, and $\alpha$ remains almost constant for target forces above 50% MVC. Fig. 10(a) shows that the value of $\alpha$ in FDI muscle are only confirmed at relatively low target forces, and $\alpha$ remains constant. In contrast, the upper limit of motor unit recruitment in BB muscle is known to be at least 85% MVC [35]. Hence, it is expected that the Gaussianity of the EMG signals will change up to approximately 50% MVC (Fig. 10(a)). In contrast, the upper limit of motor unit recruitment in BB muscle is known to be at least 85% MVC [35]. Hence, it is expected that the Gaussianity of the EMG signals will change up to approximately this MVC. Fig. 10(b) shows that the value of $\alpha$ in BB muscle increases over a wide range of target forces and continues to increase linearly up to 80% MVC. Therefore, the change in the Gaussianity of the measured EMG signals, as characterized by $\alpha$, is related to the recruitment patterns in motor units, as has been experimentally reported in previous studies. From the above observations, the variance distribution parameter $\alpha$ in the scale mixture model may reflect the changes in the number of recruited motor units according to the muscle force.
VI. CONCLUSION

In this paper, we modeled surface EMG signals using a scale mixture model with a variance distribution. In the model, the EMG variance is handled as a random variable that follows an inverse gamma distribution, and the probability distribution of EMG signals is assumed to be an infinite mixture of Gaussians having the same mean but different variances. The scale mixture model involves the assumption that the non-Gaussianity of EMG signals is caused by stochastic fluctuations in EMG variance. This helps to clarify changes in the non-Gaussianity of EMG signals associated with muscle activity.

Simulations using artificially generated EMG signals revealed that the estimation accuracy of the variance distribution depends on the number of samples used for the estimation. The EMG analysis experiment using FDI and BB muscle revealed that the scale mixture model provides a better fit to the measured EMG signals than conventional EMG models. Moreover, this experiment shows that the variance distribution parameters may reflect underlying motor unit activity based on the relationship between the Gaussianity of the EMG signal distribution and the muscle force.

In the measurement experiments conducted in this study, EMG signals were measured from healthy participants under constant-force and non-fatigue conditions. However, the firings and recruitment patterns of motor units are changed by physiological factors such as neural disorders and fatigue [36–38]; hence, these factors may influence the EMG variance distribution and its parameters. Therefore, in future research, the authors plan to investigate the characteristics of EMG variance distributions in relation to other muscle conditions (e.g., muscular fatigue). In addition, we will analyze the relationship between the recruitment pattern of motor units and the variance distribution parameters in detail through the simultaneous measurement of surface and intramuscular EMG signals.
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