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Abstract: The Schur orthogonality relations are a cornerstone in the representation theory of groups. We utilize a generalization to weak Hopf algebras to provide a new, readily verifiable condition on the skeletal data for deciding whether a given bimodule category is invertible and therefore defines a Morita equivalence. Ultimately, the condition arises from Schur orthogonality relations on the characters of the annular algebra associated to a module category. As a first application, we provide an algorithm for the construction of the full skeletal data of the invertible bimodule category associated to a given module category, which is obtained in a unitary gauge when the underlying categories are unitary. As a second application, we show that our condition for invertibility is equivalent to the notion of MPO-injectivity, thereby closing an open question concerning tensor network representations of string-net models exhibiting topological order. We discuss applications to generalized symmetries, including a generalized Wigner-Eckart theorem.
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1. **Introduction**

Fusion categories, and their representation theory, have a wide variety of applications, both in mathematics and physics. In particular, fusion categories are the categories of representations of (weak) Hopf algebras [1–4], while in physics, they can be used to define a large class of 3-dimensional topological field theories [5–10] and provide a classification of 2-dimensional rational conformal field theories [11–13]. It is often convenient, particularly for physical applications, to specify a fusion category in terms of its **skeletal data**.

Providing skeletal data is a very concrete way to specify a fusion category. It involves a finite list of numbers, which encode the associator isomorphisms of the category. This concreteness can be advantageous for various computational tasks, for example, computing the monoidal center. Additionally, it allows for verification of various properties/structures, with perhaps the most common example being unitarity of the underlying fusion category. In addition to specifying fusion categories via skeletal data, associated module/bimodule categories can be specified similarly.

A pair of fusion categories $C$ and $D$ are called **Morita equivalent** if there exists an invertible bimodule category between them [14]. Morita equivalent categories give equivalent Turaev-Viro invariants of 3-manifolds [14,15], or, physically, Levin-Wen models in the same phase [16–18]. Although the output data is the same, it may be far more straightforward to compute these invariants given some inputs than other, Morita equivalent ones.

Many physical models have symmetries described by fusion categories and their (bi)modules. A class of methods based around tensor networks [19] are central to the study of these models. In Ref. [20], a condition on the tensors, called **MPO-injectivity**, was introduced as a necessary condition to ensure a constant bound on the ground state degeneracy. In Ref. [21], it was conjectured that this condition is equivalent to invertibility of the bimodule category describing the model.

**1.1. Central question.** In this work, we ask the following question: ‘Given the data for a bimodule category, is there a simple way to check invertibility?’

We answer affirmatively:

**Theorem 1.** Let $C$, $D$ be unitary, skeletal, fusion categories, and $C \mathcal{M}_D$ an indecomposable, unitary, finitely semisimple, skeletal bimodule category. Then $C \mathcal{M}_D$ is invertible as a $(C, D)$ bimodule category if and only if: $\text{FPdim } C = \text{FPdim } D$ and

$$\frac{1}{\text{rk } \mathcal{M}} \sum_{a,b,d} \sum_{\alpha, \beta, \mu, \nu} \frac{d_{\alpha}}{d_{\beta}} \left[ \left[ \sum_{a,b,c} F_{d_{ab}}^{d_{abc}} \right]_{a\alpha} \left[ \sum_{b,c,d} F_{d_{abc}}^{d_{abcd}} \right]_{b\beta} \right] = \delta_{c\epsilon},$$

(1)
where $\triangledown \lhd F$ denotes the bimodule associator.

**Strategy**  There has been a great deal of prior work on characterizing Morita equivalence of classes of tensor categories, for example Refs. [22–24]. Although one could conceive of alternate techniques, such as explicitly computing the product of bimodule categories [25], each of these results is obtained by considering the dual category $\mathcal{C}^\ast_{\mathcal{M}} \cong \text{End}_{\mathcal{C}} (\mathcal{M})$ of $\mathcal{C}$-module endofunctors. Given a left module category $\mathcal{C} \mathcal{M}$, the dual category is the unique fusion category such that $\mathcal{C} \mathcal{M} \mathcal{C}^\ast_{\mathcal{M}}$ is invertible. Refs. [22,23] ask: when the input category $\mathcal{C}$ is pointed, under what conditions the dual is also pointed. This places constraints on the skeletal data, which can be used to compute Morita equivalences in small examples [26,27].

Our work follows a similar strategy. We make use of the annular algebra associated to $\mathcal{C} \mathcal{M}$, whose representation category is equivalent to the dual. Utilizing this representation theory, we obtain constraints on the skeletal data.

In particular, we show that orthogonality of characters of the annular algebra, with respect to the natural inner product, is equivalent to invertibility of the bimodule category.

### 1.2. Overview

The remainder of this manuscript is structured as follows. In Sect. 2, we provide a number of preliminaries, including definitions of the algebraic gadgets used throughout the remainder of this work. In Sect. 3, we discuss representations of the annular algebra, which are central to our work. In Sect. 4, we prove the main result of the work. In Sect. 5, we discuss how Schur orthogonality is manifested for invertible bimodules. Section 6 contains two applications of these results: In Sect. 6.1, we show how the perspective taken in this work allows all skeletal data to be calculated. Some implications of orthogonality to the theory of tensor networks are discussed in Sect. 6.2. We conclude in Sect. 7.

We provide a number of appendices to clarify various aspects of the work. A summary of the notation used in this work is provided in section Appendix A. In Appendix B, we review the weak Hopf algebra structure on the module annular algebra. This is essential to our main result. In Appendix C, we discuss the special case of finite groups and their representations to connect to classical results.

### 2. Preliminaries

In this manuscript, we work exclusively over $\mathbb{C}$, all categories discussed are assumed to be finite, $\mathbb{C}$-linear and semisimple. Given a category $\mathcal{A}$, the space of morphisms $a \to b$ is denoted $\mathcal{A} (a, b)$.

**Fusion category.** A fusion category $\mathcal{A}$ is a finitely semisimple rigid tensor category with simple unit. The category $\mathcal{A}$ is skeletal if each isomorphism class contains a single object. A unitary fusion category is a unitary tensor category equipped with the canonical spherical structure. From here, fusion category will act as shorthand for unitary, skeletal fusion category.

We denote the Frobenius-Perron dimension of an object $a$ by $d_a$, and of $\mathcal{A}$ by $\text{FPdim} \, \mathcal{A} := \sum_{a \in \text{Irr} \, \mathcal{A}} d_a^2$, where $\text{Irr} \, \mathcal{A}$ is the set of simple objects. We denote the dimension of the Hom-space $\mathcal{A} (a \otimes b, c)$ by $N^c_{ab}$, and refer to these spaces as fusion spaces.
(Bi)module category. Given a fusion category $\mathcal{C}$, a (left) $\mathcal{C}$-module category $\mathcal{CM}$ is a finitely semisimple, $\mathcal{C}$-linear category equipped with a functor $\triangleright : \mathcal{C} \times \mathcal{M} \to \mathcal{M}$, and a natural isomorphism $(- \otimes -) \triangleright - \simeq - \triangleright (- \triangleright -)$, encoding associativity, obeying coherence conditions specified in Ref. [28, Def. 7.1.1]. The $\mathcal{C}$-module category is called unitary if it is equipped with a $\mathcal{C}^*$-structure compatible with that of $\mathcal{C}$. From here, module category will act as shorthand for unitary, skeletal module category.

Given a pair of fusion categories $\mathcal{C}, \mathcal{D}$, a $(\mathcal{C}, \mathcal{D})$-bimodule category $\mathcal{CM}_D$ is simultaneous a left $\mathcal{C}$ and right $\mathcal{D}$ module category. Additionally, $\mathcal{M}$ is equipped with a natural isomorphism $(- \triangleright -) \triangleleft - \simeq - \triangleright (- \triangleleft -)$ obeying coherence conditions specified in Ref. [28, Def. 7.1.7].

The Frobenius-Perron dimension of an object $b$ is defined as the unique positive solution to:

$$d_a b = \sum_{c \in \text{Irr } \mathcal{M}} N^c_{ab} d_c$$

$$\sum_{a \in \text{Irr } \mathcal{M}} d_a^2 = \text{FPdim } \mathcal{C},$$

where $N^c_{ab} := \text{dim } \mathcal{M} (a \triangleright b, c)$ [25]. In analogy to the fusion category, we define the dimension of $\mathcal{M}$ to be $\text{FPdim } \mathcal{M} := \sum_{a \in \text{Irr } \mathcal{M}} d_a^2$. Objects of $\mathcal{C}$ and $\mathcal{M}$ are colored red and blue respectively throughout this work, however they can also be identified from context.

We say that a bimodule category $\mathcal{CM}_D$ is invertible, if it is invertible as a 1-morphism in the Morita 3-category of fusion categories [25, Def. 4.5]. More concretely, this means there exist bimodule equivalences $\mathcal{M} \boxtimes \mathcal{D} \mathcal{M}^{\text{op}} \cong \mathcal{C}$, $\mathcal{M}^{\text{op}} \boxtimes \mathcal{C} \mathcal{M} \cong \mathcal{D}$, where $\mathcal{M}^{\text{op}}$ is the $(\mathcal{D}, \mathcal{C})$ bimodule category opposite to $\mathcal{M}$ [25].

Skeletal data. We will make extensive use of the string diagram notation for skeletal categories. We refer to Refs. [8,29,30] for an introduction.

With bases fixed for all fusion spaces, the associativity isomorphisms are realized as explicit matrices. Given a bimodule $\mathcal{CM}_D$, we denote these by

$$d_a b = \sum_{c \in \text{Irr } \mathcal{M}} N^c_{ab} d_c$$

$$\sum_{a \in \text{Irr } \mathcal{M}} d_a^2 = \text{FPdim } \mathcal{C},$$

where $N^c_{ab} := \text{dim } \mathcal{M} (a \triangleright b, c)$ [25]. In analogy to the fusion category, we define the dimension of $\mathcal{M}$ to be $\text{FPdim } \mathcal{M} := \sum_{a \in \text{Irr } \mathcal{M}} d_a^2$. Objects of $\mathcal{C}$ and $\mathcal{M}$ are colored red and blue respectively throughout this work, however they can also be identified from context.

We say that a bimodule category $\mathcal{CM}_D$ is invertible, if it is invertible as a 1-morphism in the Morita 3-category of fusion categories [25, Def. 4.5]. More concretely, this means there exist bimodule equivalences $\mathcal{M} \boxtimes \mathcal{D} \mathcal{M}^{\text{op}} \cong \mathcal{C}$, $\mathcal{M}^{\text{op}} \boxtimes \mathcal{C} \mathcal{M} \cong \mathcal{D}$, where $\mathcal{M}^{\text{op}}$ is the $(\mathcal{D}, \mathcal{C})$ bimodule category opposite to $\mathcal{M}$ [25].

Skeletal data. We will make extensive use of the string diagram notation for skeletal categories. We refer to Refs. [8,29,30] for an introduction.

With bases fixed for all fusion spaces, the associativity isomorphisms are realized as explicit matrices. Given a bimodule $\mathcal{CM}_D$, we denote these by

$$d_a b = \sum_{c \in \text{Irr } \mathcal{M}} N^c_{ab} d_c$$

$$\sum_{a \in \text{Irr } \mathcal{M}} d_a^2 = \text{FPdim } \mathcal{C},$$

where $N^c_{ab} := \text{dim } \mathcal{M} (a \triangleright b, c)$ [25]. In analogy to the fusion category, we define the dimension of $\mathcal{M}$ to be $\text{FPdim } \mathcal{M} := \sum_{a \in \text{Irr } \mathcal{M}} d_a^2$. Objects of $\mathcal{C}$ and $\mathcal{M}$ are colored red and blue respectively throughout this work, however they can also be identified from context.

We say that a bimodule category $\mathcal{CM}_D$ is invertible, if it is invertible as a 1-morphism in the Morita 3-category of fusion categories [25, Def. 4.5]. More concretely, this means there exist bimodule equivalences $\mathcal{M} \boxtimes \mathcal{D} \mathcal{M}^{\text{op}} \cong \mathcal{C}$, $\mathcal{M}^{\text{op}} \boxtimes \mathcal{C} \mathcal{M} \cong \mathcal{D}$, where $\mathcal{M}^{\text{op}}$ is the $(\mathcal{D}, \mathcal{C})$ bimodule category opposite to $\mathcal{M}$ [25].
where Greek letters denote basis vectors in the appropriate Hom-space, and we refer to the associator matrices as $F$-symbols. A bimodule category is specified by supplying the full set of skeletal data

\[(\otimes F, \circledast F, \cdot\cdot\cdot F, \circ F, \circ F)\].

Given an $F$-symbol, we denote the inverse by lowering the label, for example

\[
\sum_{\mu, f, v} \delta_{\beta}^{\beta'} e'_{\alpha'} d_{\alpha}^e \left[\circ F_{abc}^d \right] f_{\mu}^v e'_{\alpha'} d_{\alpha}^e = \delta_{\alpha}^{\alpha'} \delta_{e}^{e'} \delta_{\beta}^{\beta'} .
\]

Finally, we note that there is a freedom, referred to as gauge freedom, in specifying $F$-symbols arising from changing basis on the Hom-spaces. We will always choose a basis in which the matrices are unitary (i.e. the inverse is the conjugate transpose), and the other gauge conditions outlined in Ref. [31] also hold.

**Module annular algebra.** The algebraic gadget central to our work is the module annular algebra [17,31–35].

**Definition 1 (Module annular algebra).** Given a (unitary) module category $\mathcal{C}$, the associated annular algebra $\text{Ann}_C(\mathcal{M})$ is the algebra with basis consisting of diagrams (up to planar isotopy)

\[
\left\{ \begin{array}{c}
\begin{array}{c}
\epsilon \\
\alpha \\
\beta \\
\gamma \\
\delta \\
\eta \\
\zeta \\
\iota \\
\kappa \\
\lambda \\
\mu \\
\nu \\
\xi \\
\rho \\
\sigma \\
\tau \\
\phi \\
\varphi \\
\psi \\
\omega \\
\Pi \\
\Lambda \\
\Theta \\
\Xi \\
\Omicron \\
\Psi \\
\Omega
\end{array}
\end{array}
\right. \quad x \in \text{Irr} \mathcal{C}, a, b, c, d \in \text{Irr} \mathcal{M}, 1 \leq \alpha \leq N_c^e, 1 \leq \beta \leq N_d^d ,
\]

where $\text{Irr}$ denotes the set of simple objects, and $N_c^e$ is the dimension of $\mathcal{M}(a \triangleright b, c)$. The product is given by concentric stacking, with the local relations Eq. (3a) being used to reduce the result to the picture basis defined in Eq. (6).

**Weak Hopf algebras.** In addition to being associative algebras, annular algebras can be equipped with the additional structure of a pure $C^*$-weak Hopf algebra (WHA). Since this structure will be an important part of this work, we present the action of the WHA maps in Appendix B, and here review some important properties we will make use of. We refer to Ref. [36] for a more complete introduction to WHAs.

A weak bialgebra with underlying (finite dimensional) vector space $A$ is simultaneously an associative algebra $(A, \mu, \eta)$, and a coassociative coalgebra $(A, \Delta, \varepsilon)$. Compatibility between the (co)multiplication maps $\mu$ and $\Delta$ is preserved, with the conditions on the (co)unit being relaxed, see Refs. [3,36]. In addition, a $C^*$-WHA is equipped with a $*$-structure, and an anti-isomorphism $S$ called the antipode. We refer to Ref. [36] for the compatibility relations on these maps. Where it does not cause confusion, we will refer to $A$ as a WHA. Finally, by an $A$-module, we mean a module over the algebra $(A, \mu, \eta)$ for which the unit acts as the identity.

We will need several results concerning $C^*$-WHAs and their representations. We refer to Refs. [3,36,37] for more details. In the following, we label the trivial representation by 1. In the remainder of this manuscript, we assume all WHAs are pure (also called
connected [3]), meaning the trivial representation is indecomposable. Additionally, we assume they are finite and semisimple.

The categories of representations of semisimple weak Hopf algebras are rigid multitensor categories. In the finite, pure case, these are fusion categories [3]. Given an irreducible representation \( a \), we will denote the dual representation by \( \bar{a} \), since it corresponds to the dual object in the associated fusion category.

In the following, \( \hat{A} \) is a finite, semisimple \( C^* \)-WHA.

**Claim 1.** Let \( \chi_a \in \hat{A} \) be the irreducible characters of \( A \). Then \( \chi_a^* = \chi_{\bar{a}} \).

**Proof.**

\[
\chi_a^*(x) := \overline{\chi_a (S(x)^*)} = \chi_a (S(x)) = \chi_{\bar{a}} (x),
\]
where the second equality follows from \( a \) labeling a \(*\)-representation, so \( \langle v, S(x)^* \cdot w \rangle_{V_a} = \langle S(x) \cdot v, w \rangle_{V_a} = \langle w, S(x) \cdot v \rangle_{V_a} \). The final equality arises from Ref. [37, Section 2.2]. \qed

As a straightforward consequence of Ref. [36, Lemma 4.8], we have

**Claim 2.** Denote the Haar integral of \( A \) by \( \Lambda \). Let \( a \) label a simple, finite dimensional \( A \)-module, then

\[
\chi_a(\Lambda) = \delta_{a,1}.
\]

The coproduct gives a natural action of a WHA on the tensor product of \( A \)-modules. To ensure the action is non-degenerate (i.e. the unit acts as the identity), the tensor product of modules is defined as [37]

\[
V \otimes W := \{ x \in V \otimes W \mid \Delta(1)x = x \}.
\]

Since the category of representations of a WHA is a fusion category, we can decompose the tensor product into irreducible representations

\[
V_a \otimes V_b \simeq \bigoplus_{c \in \text{Irr} \text{Rep}(A)} N_{ab}^c V_c,
\]
where the \( N_{ab}^c \) are the multiplicities. The trivial representation (denoted 1) is the tensor unit, and each irrep \( a \) has a dual \( \bar{a} \) such that \( N_{1a}^{\bar{a}} = N_{1a}^{\bar{a}} = \delta_{a,\bar{a}} \).

### 3. Representations and the Dual Category

Given any bimodule category \( \mathcal{M}_D \), we can construct representations of \( \text{Ann}_C(\mathcal{M}) \) as follows: For each object \( b \in \mathcal{D} \), we can construct a (graded) vector space

\[
V_b := \bigoplus_{a,c \in \text{Irr} \mathcal{M}} \mathcal{M}(a \triangleright a, b, c).
\]

It will be convenient to work with two graded bases for \( V_b \), related by a rescaling

\[
\begin{align*}
\begin{bmatrix}
\delta_{a,\alpha} c \\
\alpha \end{bmatrix}_b &= \left[X_{ab}^c \right]_{\alpha a}^c \\
\end{align*}
\]
We make this distinction because the ‘string diagram basis’ on the right side of Eq. (12) is part of the data of $\mathcal{C}$, while for the purposes of representations, it is convenient to use an orthonormal basis referred to as the ‘dot basis’. From this identification, we can define the action of $\text{Ann}_C(M)$ on $V_c$:

\[
\begin{array}{c}
\vphantom{a}
\end{array}
\]

In the representation $V$, we will denote the matrix elements of a diagram $T$ by $\rho_V(T)_{(e',\beta,d'),(b',\mu,f')}$. If the category $\mathcal{D}$ is chosen to be (equivalent to) the category of representations of $\text{Ann}_C(M)$, we denote it by $\mathcal{C}_M$, and refer to it as the dual [4,28]. Choosing $\mathcal{D} \cong \mathcal{C}_M$ is the unique way to extend $\mathcal{C}_M$ to an invertible bimodule category. In that case, irreducible representations are labeled by simple objects, and morphisms in $\mathcal{C}_M$ are given by $\text{Ann}_p(C(M))$-module maps.

The tensor product $\boxtimes$ defined on representations corresponds to vertical stacking of vectors, with $\Delta_1(x) = x$ forcing matching of the common label, for example

\[
\begin{array}{c}
\vphantom{a}
\end{array}
\]

When $\mathcal{D} \cong \mathcal{C}_M$, this tensor product will decompose into simple modules, labeled by simple objects in $\mathcal{C}_M$. The structure constants of $V_b \boxtimes V_c$ can be computed using the data of $\mathcal{D}$ using Eq. (12), with the associators $\triangleleft F$ intertwining between the product representation and its decomposition in terms of irreps. Since $\mathcal{C}_M$ was a bimodule category, the product $\boxtimes$ is automatically compatible with the product in $\mathcal{D}$. We therefore say that $\triangleleft F$ isomorphisms witness that this is a tensor equivalence. In Sect. 6.1, we utilize this to compute $\triangleleft F$.

Our main results will be based around generalizing/applying Schur’s orthogonality theorems to these annular algebras. The first orthogonality theorem involves irreducible characters. The character of an annular diagram in the module labeled by $c \in \mathcal{D}$, obtained by tracing over Eq. (13), is

\[
\chi_c \left( \begin{array}{c} a \\ b \\ c \end{array} \right) = \delta_d^{e'} \delta_f^{\nu'} \sqrt{d_a} \sum_{\zeta} \zeta_{\nu'} \left[ \triangleleft F_{abc} \right]_{a \nu'}^d \delta_d^{f'} \delta_f^{\nu'} \left[ \nabla \right]_{p}^{d} 
\]

which is an irreducible character exactly when $\mathcal{D} \cong \mathcal{C}_M$.

4. Invertibility of Bimodules

In this section, we prove our main result. Taking inspiration from Schur’s orthogonality theorems, we proceed by introducing an inner product on the space of characters. After arguing that irreducible characters are orthonormal with respect to this inner product,
we show how this allows us to prove, or rule out, invertibility in the case the WHA is an annular algebra.

We begin with the inner product:

**Lemma 1** (Orthogonality of characters). Let $A$ be a finitely semisimple, pure $C^*$-weak Hopf algebra with Haar integral $\Lambda$. Let $a$ and $b$ label simple, finite dimensional $A$-modules, then

$$\langle \chi_a, \chi_b \rangle := \langle \chi_a^*, \chi_b, \Lambda \rangle = \delta^b_a. \quad (16)$$

**Proof.**

$$\chi_a^* \chi_b = \chi_{\bar{a}} \chi_b = \sum_c N_{ab}^c \chi_c, \quad (17)$$

where $N_{ab}^c$ is the multiplicity of the simple module $V_c$ in $V_a \boxtimes V_b$. We therefore have

$$\langle \chi_a, \chi_b \rangle = \sum_c N_{ab}^c \chi_c(\Lambda) = \sum_c N_{ab}^c \delta^1_c = \delta^b_a, \quad (18)$$

where the second equality follows from Claim 1.

In the case of an annular algebra, Lemma 1 allows us to prove, or rule out, invertibility of the bimodule.

**Theorem 2** (Invertibility). Let $\mathcal{C}, \mathcal{D}$ be unitary, fusion categories, and $\mathcal{C} \boxtimes \mathcal{D}$ an indecomposable, unitary, finitely semisimple, skeletal bimodule category. Then $\mathcal{M}$ is invertible as a $(\mathcal{C}, \mathcal{D})$-bimodule category if and only if

$$\text{FPdim } \mathcal{C} = \text{FPdim } \mathcal{D} \quad \text{and} \quad \frac{1}{\text{rk } \mathcal{M}} \sum_{a \in \text{Irr } \mathcal{C}, b, d \in \text{Irr } \mathcal{M}} \frac{d_a}{d_b} \sum_{\alpha, \beta, \mu, \nu} F_{\alpha \beta \mu \nu}^{abcd} \delta_{\alpha \beta}^{\mu \nu} = \delta_{c' c}, \quad (19)$$

for all $c, c' \in \text{Irr } \mathcal{D}$.

**Proof.**

$\implies$ : If $\mathcal{M}$ is invertible, then $\mathcal{D} \cong C^*_\mathcal{M}$. In that case, (distinct) simple objects of $\mathcal{D}$ label (non-isomorphic) irreducible representations of $\text{Ann}_\mathcal{C}(\mathcal{M})$, so the associated irreducible characters are orthonormal by Lemma 1. From Eqs. (B5) and (B9a), we have

$$\Delta \Lambda = \sum_{a \in \text{Irr } \mathcal{C}, b, d \in \text{Irr } \mathcal{M}} \frac{1}{d_b d'_b} \frac{d_a}{\text{rk } \mathcal{M}} \otimes \chi_{c'}^{d'_b} \otimes \chi_{c}^{d_b}, \quad (20)$$

from which we can evaluate

$$\langle \chi_c, \chi_{c'} \rangle = \langle \chi_c^*(\Lambda(1)) \chi_{c'}(\Lambda(2)) = \chi_c(S(\Lambda(1)^*)) \chi_{c'}(\Lambda(2)) \rangle \quad (21)$$
\[
\sum_{a \in \text{Irr } C} \sum_{b,b',d,d' \in \text{Irr } M} \frac{\delta_{b}^{b'} \delta_{d}^{d'}}{d_{b}' \text{rk } M} \delta_{a}^{\nu} F_{abc}^{d} \delta_{b'}^{d'} \delta_{d}^{\nu} \alpha_{v} \text{rk } M \sqrt{d_{b}d_{b'}d_{d}d_{d'}} \sum_{c} \beta_{c}^{\nu} F_{abc}^{d} \delta_{b}^{d} \delta_{d}^{c} \]
\]

which yields Eq. (19b) via two applications of Lemma 5 to the indicated terms. Since \( C \) and \( D \) are Morita equivalent, \( \text{FPdim } C = \text{FPdim } D \) [14].

\( \text{\footnotesize‘} \iff \text{\footnotesize‘} \)’: To simplify notation, we denote the category \( A := \text{Rep } (\text{Ann } C (M)) \) in the following.

In Eqs. (11) and (13), we have established a faithful tensor functor, which acts on simple objects \( d \) via

\[
V: D \rightarrow A
\]

\[
d \mapsto Vd
\]

\[
(\alpha \text{id}_{d}: d \rightarrow d) \mapsto \alpha \text{id}_{Vd},
\]

where \( \alpha \in \mathbb{C} \). In order to make \( V \) a tensor (rather than only linear) functor, it is necessary to supply a natural isomorphisms \( V_{d_{1}} \otimes V_{d_{2}} \simeq V_{d_{1}d_{2}} \). It can be readily verified that the associators \( [\sim F_{ad_{1}d_{2}}] \) provide such isomorphisms. The pentagon relations obeyed by \( \sim F \) ensure the compatibility relations (Ref. [28, Eq. 2.23]) are satisfied. The module category is invertible if and only if this tensor functor is an equivalence [25, Prop 4.2].

Assume that \( M \) is not invertible. Recalling that \( D \) is skeletal, given a pair of simple objects \( d_{1}, d_{2} \in \text{Irr } D \), we have

\[
D (d_{1}, d_{2}) \simeq \begin{cases} 
\mathbb{C} & d_{1} = d_{2} \\
\{ 0 \} & \text{otherwise.}
\end{cases}
\]

If \( V \) fails to be full, then for some \( d_{1}, d_{2} \in \text{Irr } D \), \( D (d_{1}, d_{2}) \not\simeq A (V_{d_{1}}, V_{d_{2}}) \). First, assume that \( d_{1} \neq d_{2} \), but \( A (V_{d_{1}}, V_{d_{2}}) \not\simeq \{ 0 \} \). In the case that \( V_{d_{1}}, V_{d_{2}} \) are both irreducible we can conclude, by Schur’s lemma, that \( V_{d_{1}} \simeq V_{d_{2}} \), and therefore that \( (\chi_{d_{1}}, \chi_{d_{2}}) \neq 0 \). In the case that one of the \( V_{d_{i}} \) are reducible, we have \( (\chi_{d_{i}}, \chi_{d_{i}}) > 1 \). Both cases violate Eq. (19b).

Now assume that \( d_{1} = d_{2} \), but \( A (V_{d_{1}}, V_{d_{1}}) \not\simeq \mathbb{C} \). It follows that \( V_{d_{1}} \) must be reducible and, as above, \( (\chi_{d_{1}}, \chi_{d_{1}}) > 1 \). This again leads to the failure of Eq. (19b).

If \( V \) fails to be essentially surjective, then there is some irreducible representation \( \rho \) of the annular algebra that is not obtained as \( V_{d} \). An example is when \( D \) is a proper fusion subcategory of \( C_{\mathcal{M}}^{*} \). In this case, Eq. (19b) may still hold, but Eq. (19a) will fail.

\( \square \)
5. Schur Orthogonality for Invertible Bimodules

The results in Sect. 4 are Schur’s orthogonality relations for characters of WHAs. In this section, we discuss orthogonality relations for matrix elements of $\text{Ann}_C(M)$. In addition to their intrinsic importance, these relations have application in physics. We discuss these applications in Sect. 6.2. We note that these relations appeared in a different context in Ref. [38].

**Theorem 3.** (Orthogonality of matrix elements) Let $C$ be a unitary fusion category, and $C^* \mathcal{M}$ an indecomposable, unitary, finitely semisimple, invertible bimodule category. Let $c, c'$ be simple objects in $C^* \mathcal{M}$, then

$$
\sum_{\alpha, \nu} d_{\alpha}^{\beta} \left[ \sum_{a, b, c} F_{abc} d_{\alpha}^{d} \right]_{\alpha}^{\beta} F_{ab}^{\nu} = \delta_{\alpha}^{\delta_{\beta}} \delta_{\beta}^{\delta_{\mu}} \frac{d_{\epsilon} d_{f}}{d_{c}}.
$$

To prove this, we will need several results. The first allows us to ‘change variables’ in expressions involving the Haar integral. 1

**Lemma 2.** Let $A$ be a WHA with Haar integral $\Lambda$, then

$$
S(\Lambda(1)) \otimes \Lambda(2) x = x S(\Lambda(1)) \otimes \Lambda(2), \tag{25}
$$

for all $x \in A$.

**Proof.** Let $y = S^{-1}(x)$, then Eq. (25) becomes

$$
S(\Lambda(1)) \otimes \Lambda(2) S(y) = S(y) S(\Lambda(1)) \otimes \Lambda(2) = S(\Lambda(1) y) \otimes \Lambda(2). \tag{26a}
$$

It is therefore sufficient to show that

$$
\Lambda(1) \otimes \Lambda(2) S(y) = \Lambda(1) y \otimes \Lambda(2), \tag{27}
$$

which is the right integral version of Ref. [36, Lemma 3.2]. □

We also need to understand $A$-module homomorphisms.

**Lemma 3.** Let $V, W$ be simple $A$ modules, with action $\rho_V, \rho_W$. Let $M \in \mathbb{M}_{\dim W \times \dim V}$. Define

$$
X_M := \rho_W \left( S(\Lambda(1)) \right) M \rho_V \left( \Lambda(2) \right), \tag{28}
$$

then $X_M \in \text{Hom}_A(V, W)$, and

$$
X_M = \delta_{W}^{V} \frac{\text{Tr} X_M}{\dim V} \mathbb{I}_V. \tag{29}
$$

---

1 Lemma 2 generalizes $\sum_g g^{-1} \otimes g x = \sum_g x g^{-1} \otimes g$, familiar from finite groups.
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**Proof.** From Lemma 2, we have

\[
\rho_W(x) X_M = \rho_W(x) \rho_W(S(\Lambda_1)) M \rho_V(\Lambda_2) \tag{30a}
\]

\[
= \rho_W(xS(\Lambda_1)) M \rho_V(\Lambda_2) = \rho_W(S(\Lambda_1)) M \rho_V(\Lambda_2) x \tag{Lemma 2}
\]

\[
= \rho_W(S(\Lambda_1)) M \rho_V(\Lambda_2) \rho_V(x) = X_M \rho_V(x), \tag{30b}
\]

for any \(x \in A\), so \(X_M \in \text{Hom}_A(V, W)\). By Schur’s lemma, we know that

\[
X_M = \delta_V^W c_M 1_V, \tag{31}
\]

for some \(c_M \in \mathbb{C}\). Taking the trace of Eq. (31) completes the proof. \(\Box\)

To understand the form of \(c_M\), we need another result.

**Lemma 4.** Let \(V\) label a simple module, then

\[
\rho_V(\Lambda_2) S(\Lambda_1) = \frac{\dim V}{\epsilon(1)d_V} \rho_V(g^{-1}), \tag{32}
\]

where \(g\) is the canonical grouplike element in the WHA [36].

**Proof.** Choose a set of matrix units \(e_{ij}^r\) for the irreducible representations \(r\) of \(A\).

\[
S(\Lambda_1) \otimes \Lambda_2 = \sum_{r \in \text{Irr} \text{Rep}(A)} \frac{1}{\epsilon(1)d_r} \sum_{i,j} e_{ij}^r g^{-1/2} \otimes g^{-1/2} e_{ji}^r \tag{33a}
\]

\[
\Rightarrow \Lambda_2 S(\Lambda_1) = \sum_{r \in \text{Irr} \text{Rep}(A)} \frac{1}{\epsilon(1)d_r} \sum_{i,j} g^{-1/2} e_{ji}^r e_{ij}^r g^{-1/2} \tag{33b}
\]

\[
= \sum_{r \in \text{Irr} \text{Rep}(A)} \frac{1}{\epsilon(1)d_r} \sum_{i,j} g^{-1/2} e_{jj}^r g^{-1/2} \tag{33c}
\]

Using Lemma 4, we have

\[
c_M = \frac{1}{\epsilon(1)d_V} \text{Tr} \left( \rho_V(g^{-1}) M \right), \tag{34a}
\]

\[
X_M = \delta_V^W \frac{\text{Tr} \left( \rho_V(g^{-1}) M \right)}{\epsilon(1)d_V} 1_V. \tag{34b}
\]

Finally, we can prove Theorem 3.

**Proof of Theorem 3.** In Eq. (13), we introduced a representation of \(\text{Ann}_C(M)\). In this representation, the grouplike element (see Eq. (B10a)) has matrix entries

\[
\rho_V(g^{-1})(k_0, \kappa, k_1, (j_0, \varphi, j_1)) = \delta_{k_0}^{k_0} \delta_{j_0}^{j_0} \delta_{\varphi}^{\varphi} \frac{d_{j_1}}{d_{j_0}}. \tag{35}
\]
Specializing to $M = e_{(j_0, \varphi, j_1), (k_0, \kappa, k_1)}$, we have

$$X_M = \delta_c^c \frac{1}{\varepsilon(1)d_c} \delta_{j_0}^{k_0} \delta_{j_1}^{k_1} \delta_{\varphi}^\varphi \delta_{\kappa}^\kappa \delta_{j_0}^{d_{j_0}} \delta_{j_1}^{d_{j_1}} V_c$$

(36a)

$$= \delta_c^c \frac{1}{rk M d_c} \delta_{j_0}^{k_0} \delta_{j_1}^{k_1} \delta_{\varphi}^\varphi \delta_{\kappa}^\kappa \delta_{j_0}^{d_{j_0}} \delta_{j_1}^{d_{j_1}} V_c.$$  

(36b)

The result holds by computing matrix elements of $X_M$ on both sides of Eq. (28). □

6. Applications

We now discuss two applications of the results in Sects. 4. and 5, the first concerns fusion category data and the second is a physical application.

6.1. Computing data. In this section, we discuss how the representation theoretic definition of the dual category allows computation of all skeletal data for an invertible bimodule category. This extends the work initiated in Refs. [31,39], where only the computation of $\circ F$ was considered.

As input, we require $(\otimes F, \Join F)$, the skeletal data for a unitary module category $\mathcal{C}$. After running the algorithm we describe, one obtains $(\Join \Join F, \Join F, \circ F)$ for the invertible bimodule category $\mathcal{CM}_{\mathcal{C}^\ast M}$ in a unitary gauge. This data is crucial, for example, in the tensor networks discussed in Ref. [21], and in Sect. 6.2, as it is the input data to those constructions.

The algorithm proceeds as follows:

1. Compute all irreducible representations of $\text{Ann}_\mathcal{C}(\mathcal{M})$, with an orthonormal basis.
2. Compute $\Join \Join F$ using Eq. (13).
3. Compute $\Join F$ as trivalent intertwining maps.
4. Compute $\circ F$ as discussed in Ref. [31].

The irreducible representations can be computed as discussed in Ref. [31]. Here, unlike the previous work, we insist the basis for each representation is chosen to be orthonormal. Additionally, we choose a $\ast$-representation, so $\langle v, Tw \rangle = \langle T^\ast v, w \rangle$, for each annular diagram $T$ and pair of vectors $v, w$ in the representation. With these bases fixed, $\Join \Join F$ is given by the structure constants of the representation via Eq. (13).

Given explicit representations $a$, $b$, $c$, intertwining maps $V_{ab}^{c,\alpha}$, which embed $c$ into $a \otimes b$, can be chosen (see Ref. [31]). To ensure unitarity, they should be chosen to embed the representations isometrically. The matrix elements of these maps determine $\Join F$:

$$\left[ V_{bc}^{f, \mu} \right]_{i,j} = \left[ \hat{V}_{f, \mu}^{abc} \right]_{\hat{i}, \hat{j}},$$

(37)

where

$$\hat{i} = \frac{I}{\| I \|}, \quad \hat{j} = \frac{J}{\| J \|}, \quad I = \left[ \begin{array}{c} d (c, \beta) \\ e (b, \chi) \\ a \end{array} \right], \quad J = \left[ \begin{array}{c} d (f, \nu) \end{array} \right].$$

(38)

Finally, $\circ F$ can be computed by relating these intertwiners as discussed in Ref. [31]. Isometricity of the intertwining maps $V$ fixes unitarity of $\circ F$ [31]. Expressing the $V$’s with respect to an orthonormal basis ensures unitarity of $\Join F$, while unitarity of $\Join \Join F$ is fixed by choosing the representations to be compatible with the $\ast$-structure on $\text{Ann}_\mathcal{C}(\mathcal{M})$. 

Unitarity of $\sqcap \nabla F$ Let $c$ label some irreducible representation of $\text{Ann}_C(\mathcal{M})$, and define the inner product on $V_c$ so that the ‘dot basis’ (left side in Eq. (12)) is orthonormal, then for the action of annular diagrams to respect the $\ast$-structure

$$
\sum_{e, \alpha} \sqrt{d_e} \langle \begin{array}{c} d \alpha \cr \alpha \end{array} \odot_{\mathcal{M}} \begin{array}{c} f \\ (c, \mu) \cr b \\ d \alpha \cr \alpha \end{array} , \begin{array}{c} d \alpha \cr \alpha \end{array} \odot_{\mathcal{M}} \begin{array}{c} f' \\ (c, \mu') \cr b \\ d \alpha \cr \alpha \end{array} \rangle 
= \sum_{e, \alpha} \sqrt{d_e} \langle \begin{array}{c} d \alpha \cr \alpha \end{array} \ast \odot_{\mathcal{M}} \begin{array}{c} f' \\ (c, \mu') \cr b \\ d \alpha \cr \alpha \end{array} , \begin{array}{c} d \alpha \cr \alpha \end{array} \odot_{\mathcal{M}} \begin{array}{c} f \\ (c, \mu) \cr b \\ d \alpha \cr \alpha \end{array} \rangle
$$

(39a)

$$
\Rightarrow \sum_{e, \alpha, \beta} \beta [\sqcap \nabla F_{abc}]_{\alpha}^{\mu} \beta [\sqcap \nabla F_{abc}]_{\alpha}^{\mu'} \sqrt{d_{b}d_{f}} \frac{d_{f}^{\ast}}{d_{e}^{\ast}} \frac{X_{bc}^{f}}{X_{bc}^{f}} \frac{X_{bc}^{f}}{X_{bc}^{f}} = \delta_{f, f'} \delta_{\mu, \mu'} \delta_{\nu, \nu'}.
$$

(39b)

Choosing

$$
[ X_{ab}^{c} ]_{\alpha} = \frac{\tau_b}{(d_{a}d_{c})^{1/4}},
$$

(40)

where $\tau_b$ is arbitrary, means that $\sqcap \nabla F$ is unitary, and the representation is a $\ast$-representation.

In Ref. [40], we provide a Mathematica package for computing the data in the case $\mathcal{C} = \text{Vec}_G$, for finite groups $G$.

6.2. MPO-injectivity. We now turn to an application of the generalized Schur orthogonality condition to the theory of topological order and tensor networks. In (2+1)-dimensions, it has been understood that tensor network representations of topologically ordered ground states, represented as projected entangled pair states (PEPS), satisfy a condition called MPO-injectivity [20]. Generalizing the notion of $G$-injectivity [41], it states that when interpreted as a map from the virtual to the physical space, the PEPS tensors are injective on a subspace of the virtual, and that the projector onto this subspace is given in terms of a projector matrix product operator (MPO). A key feature of MPO-injective PEPS is that the ground state degeneracy does not grow with the system size. This is a necessary condition for topologically ordered fixed point models where the degeneracy should only depend on the topology of the underlying manifold. Additionally, these topologically ordered PEPS exhibit virtual MPO symmetries; string-like operators that can be moved freely through the lattice. The ground states spanned by the PEPS tensors can be characterized using these virtual MPO symmetries via their Ocneanu tube algebra [42], and MPO-injectivity guarantees that the number of distinct ground states is upper bounded by the number of irreps of this algebra.

In Ref. [43], it was shown that such projector MPOs are characterized by fusion categories, and in Ref. [21], a general description of PEPS representations of string-net models and their MPO symmetries was provided in terms of the skeletal data of bimodule categories. For a string-net model based on an input fusion category $\mathcal{D}$, PEPS realizations of the ground state are determined by a choice of (right) module category.
while their symmetries are described by a fusion category $\mathcal{C}$ such that $\mathcal{C} \mathcal{D}$ is a $(\mathcal{C}, \mathcal{D})$-bimodule category. Explicitly, the nonzero components of the PEPS tensors evaluate to

$$\begin{align*}
\alpha & \quad b \\
\beta & \quad c \\
\mu & \quad d \\
\gamma & \quad f
\end{align*}
\begin{align*}
\left(abc, \alpha\right) & \quad \left(ecd, \beta\right) \\
\left(afd, \nu\right) & \quad \left(bc f, \mu\right)
\end{align*},
$$

while the nonzero components of the MPO tensors are given by

$$\begin{align*}
\alpha & \quad b \\
\beta & \quad c \\
\mu & \quad f \\
\nu & \quad d
\end{align*}
\begin{align*}
\left(ecd, \beta\right) & \quad \left(ecd, \beta\right) \\
\left(abc, \alpha\right) & \quad \left(abc, \alpha\right) \\
\left(bc f, \mu\right) & \quad \left(bc f, \mu\right)
\end{align*},
$$

It is well known that the distinct ground-states of a string-net model $\mathcal{D}$ are in correspondence with the monoidal center $\mathcal{Z}(\mathcal{D})$. On the other hand, as mentioned above, the distinct ground states are also characterized as irreps of the MPO symmetry annular algebra, which are equivalent to $\mathcal{Z}(\mathcal{C})$. In order for these two characterizations to coincide, we need $\mathcal{C}$ and $\mathcal{D}$ to be Morita equivalent. We will now show that the Morita equivalence follows from imposing MPO-injectivity. Using the diagrammatic notation for tensor networks, the MPO-injectivity condition can graphically be depicted as

$$\begin{align*}
\frac{d_e d_f}{\text{FPdim } \mathcal{D}} & = \sum_a \frac{d_a}{\text{FPdim } \mathcal{C}}
\end{align*}$$

$^{2}$ The factors $d_e, d_f$ are added in accordance to the convention where we insert quantum dimensions for closed loops [44], and the factor $d_{e'}$ is a normalization factor of the PEPS tensors that ensures the LHS is a projector.
which when written out explicitly becomes
\[
\frac{d_e d_f}{d_{c'}} \text{FPdim } \mathcal{D} \sum_{\zeta} \frac{\epsilon_1}{\gamma} \left[ \langle x f g h \rangle \right]_{\zeta} \left[ \langle y e g h \rangle \right]_{\zeta} \left[ \langle z d f g h \rangle \right]_{\zeta} = \sum_{a, \tilde{v}, \nu} \frac{d_a}{\text{FPdim } \mathcal{C}} \left[ \langle \langle y f g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y e g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y d f g h \rangle \rangle \right]_{\nu}.
\] (44)

Among others, the PEPS and MPO tensors satisfy three consistency conditions derived from the left/right invertibility of $\langle x F \rangle$ and the pentagon equations involving $\langle \langle y F \rangle \rangle$ and $\langle \langle x F \rangle \rangle$ respectively:

Using these, we can rewrite the MPO injectivity condition as

\[
\frac{d_e d_f}{d_{c'}} \text{FPdim } \mathcal{D} \left[ \langle \langle y e g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y f g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y d f g h \rangle \rangle \right]_{\nu} = \sum_{a, \tilde{v}, \nu} \frac{d_a}{\text{FPdim } \mathcal{C}} \left[ \langle \langle y f g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y e g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y d f g h \rangle \rangle \right]_{\nu},
\] (46a)

\[
\frac{d_e d_f}{d_{c'}} \text{FPdim } \mathcal{D} \left[ \langle \langle y e g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y f g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y d f g h \rangle \rangle \right]_{\nu} = \sum_{a, \tilde{v}, \nu} \frac{d_a}{\text{FPdim } \mathcal{C}} \left[ \langle \langle y f g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y e g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y d f g h \rangle \rangle \right]_{\nu},
\] (46b)

the nontrivial part of which evaluates to

\[
\delta_c \delta_{\tilde{v}} \delta_{\mu} \frac{d_e d_f}{d_c} = \sum_{a, \tilde{v}} d_a \left[ \langle \langle y f g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y e g h \rangle \rangle \right]_{\nu} \left[ \langle \langle y d f g h \rangle \rangle \right]_{\nu}.
\] (47)
This is exactly the Schur orthogonality condition Eq. (24). Together with the dimensionality condition, it guarantees that the fusion categories $C$ and $D$ are Morita equivalent (i.e., $CM_D$ is invertible), or equivalently, they have tensor-equivalent Drinfel’d centers $Z(C) \cong Z(D)$ [14,25,45,46].

7. Remarks

The Schur orthogonality conditions are a cornerstone in the representation theory of finite groups and as such play an important role in physics. A particular incarnation is known as the Wigner-Eckart theorem, stating that a generic $G$-symmetric tensor operator can be decomposed into Clebsch-Gordan coefficients. Recently there has been much interest in a generalized notion of symmetries, which in (1+1)-dimensions is described by fusion categories. In lattice models, these symmetries are represented as MPOs, which in turn are described by bimodule categories. In this context, the generalized Schur orthogonality conditions play the same role as for ordinary finite group symmetries, and they allow one to show a generalized Wigner-Eckart theorem, the proof of which parallels the derivation of the MPO-injectivity condition. The generalized Wigner-Eckart theorem allows one to interpret the tensors Eq. (41) as generalized Clebsch-Gordan coefficients, an insight which has recently been exploited to provide a comprehensive picture of dualities in (1+1)-dimensions [47].

Generalizations of Schur orthogonality conditions from finite groups to compact groups proceed in a fairly straightforward way by replacing the sum over group elements to a Haar integral over the group, and follow from the Peter-Weyl theorem. Many physical systems have symmetries described by compact Lie groups, and it would be interesting to investigate the orthogonality conditions for invertible bimodule categories that go beyond the standard representation theory case, discussed in Appendix C for finite groups.

A further generalization is obtained by categorification, in which case the central question we addressed in this work amounts to asking what the conditions are on the skeletal data of a bimodule 2-category for it to be invertible. There are several difficulties associated to this, the most obvious being that the skeletal approach for fusion 2-categories is not yet well established. Furthermore, to generalize our proof of the orthogonality conditions one would require the notion of a weak Hopf 2-algebra and its representation theory, which again has not yet been worked out in the literature.
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Appendix A: Notation

- $\text{Irr } C$ The set of simple objects of the category $C$
- $\text{rk } C$ The number of (isomorphism classes of) simple objects of the category $C$
- $\bar{a}$ The object dual to $a \in \text{Irr } C$
- $C(a, b)$ The space of morphisms from $a$ to $b$ in the category $C$
- $\sum_a$ Shorthand for $\sum_{a \in \text{Irr } \mathcal{X}}$, where $\mathcal{X}$ is the appropriate category
- $N^c_{ab}$ Vector space dimension of $C(a \otimes b, c)$.
- $e_{ij}^a$ Matrix unit, multiplying as $e_{ij}^a e_{kl}^b = \delta_{jk} \delta_{ai} e_{il}^c$

Dimensions
- $d_X$ Frobenius-Perron dimension of object $X$
- FPdim $C$ Frobenius-Perron dimension of category $C$
- $\text{dim } V$ Dimension of $V$ as a $\mathbb{C}$-vector space

Associators
- $\otimes F$ $F$-symbol in category $C$
- $\triangleright F$ Left module associator of $\mathcal{CM}$
- $\triangleright F$ Bimodule associator of $\mathcal{CM}_D$
- $\triangleright F$ Right module associator of $\mathcal{M}_D$
- $\triangleright F$ $F$-symbol in category $D$

Weak Hopf algebra (See Ref. [36] for definitions)
- $\hat{A}$ Dual space $\text{Hom}(A, \mathbb{C})$
- $\mu$ Product (usually written as juxtaposition)
- $\eta$ Unit
- $\Delta$ Coproduct
- $\varepsilon$ Counit
- $S$ Antipode
- $\Lambda$ Haar integral
- $\lambda$ Haar measure in $\hat{A}$
- $x_{(1)} \otimes x_{(2)}$ Sweedler notation for $\Delta x$

Representations and modules
- $a \cdot v$ Action of $a$ on $v$
- $\rho_x(a)$ Map in $\text{End}(V_x)$ which implements $a \cdot v$
- $\chi_x$ Character in representation labeled by $x$
- $V \otimes W$ Product on modules $\{x \in V \otimes W | \Delta(1)x = x\}$

Appendix B: The Weak Hopf Algebra Structure of $\text{Ann}_C(\mathcal{M})$

Given a unitary module category $\mathcal{CM}$, the module category $\text{Ann}_C(\mathcal{M})$ can be equipped with the structure of a weak Hopf algebra [17]. We refer to Ref. [36] for a definition of weak Hopf algebras.

In this section, we review this, providing explicit actions of all maps in terms of the ‘picture basis’. The underlying vector space is

$$A = \text{span}_C \left\{ x_{(1)} \otimes x_{(2)} | a, b, c, d \in \text{Irr } \mathcal{M}, x \in \text{Irr } C, 1 \leq \alpha \leq N^c_{xa}, 1 \leq \beta \leq N^d_{xb} \right\},$$

(B1)
which has dimension
\[
\dim(A) = \sum_{a,b,c,d \in \text{Irr} \, \mathcal{C}} N^c_{x_a} N^d_{x_b}.
\]  
(B2)

Multiplication is defined by concentrically stacking the diagrams (introduced in Eq. (6)). Such a product can only be nonzero if the marked boundary points match. The associator isomorphisms can be used to reduce the composite diagram to the picture basis:

\[
\mu : \begin{array}{c}
\includegraphics{diagram1} \\
\end{array} \otimes \begin{array}{c}
\includegraphics{diagram2} \\
\end{array} \mapsto \begin{array}{c}
\delta^a_c \delta^b_d \sum_{\gamma, \xi, \mu, \nu} \sqrt{\delta^c_d \delta^d_c \sum_{\alpha} \partial F'_{x' \times a} \partial F'_{x' \times b}} \partial F'_{x' \times a} \partial F'_{x' \times b}.
\end{array}
\]  
(B3)

The unit on \(A\) is given by

\[
\eta : 1 \mapsto \begin{array}{c}
\includegraphics{diagram3} \\
\end{array}.
\]  
(B4)

With these maps, \((A, \mu, \eta)\) is an associative, unital algebra. Additionally, we can equip \(\text{Ann}_C(\mathcal{M})\) with a coproduct

\[
\Delta : \begin{array}{c}
\includegraphics{diagram4} \\
\end{array} \mapsto \frac{1}{\sqrt{\partial x}} \sum_{e, f, \mu} \begin{array}{c}
\includegraphics{diagram5} \\
\end{array} \otimes \begin{array}{c}
\includegraphics{diagram6} \\
\end{array},
\]  
(B5)

and counit

\[
\varepsilon : \begin{array}{c}
\includegraphics{diagram7} \\
\end{array} \mapsto \delta^b_d \delta^b_d \delta^c_d \sqrt{\partial x}.
\]  
(B6)

The triple \((A, \Delta, \varepsilon)\) is a coassociative, counital algebra, and \((A, \mu, \eta, \Delta, \varepsilon)\) is a weak bialgebra.

The antipode on \(\text{Ann}_C(\mathcal{M})\) is defined by

\[
S : \begin{array}{c}
\includegraphics{diagram8} \\
\end{array} \mapsto \begin{array}{c}
\includegraphics{diagram9} \\
\end{array} \sum_{\mu, \nu} \partial F'_{x' \times a} \partial F'_{x' \times b} \partial F'_{x' \times a} \partial F'_{x' \times b}.
\]  
(B7)

We remark that \(\text{Ann}_C(\mathcal{M})\) becomes a true Hopf algebra, exactly when \(\mathcal{M}\) has a single simple object.

Since the underlying module category is unitary, \(\text{Ann}_C(\mathcal{M})\) is a \(*\)-WHA, with

\[
* : \begin{array}{c}
\includegraphics{diagram10} \\
\end{array} \mapsto \begin{array}{c}
\includegraphics{diagram11} \\
\end{array} \sqrt{\partial x} \sum_{\mu, \nu} \partial F'_{x' \times a} \partial F'_{x' \times b} \partial F'_{x' \times a} \partial F'_{x' \times b}.
\]  
(B8)
By manipulating string diagrams, it can be readily verified that

$$\Lambda := \sum_{a, b} \frac{\sqrt{d_a}}{d_a d_b} \text{rk } M \odot A$$

(B9a)

$$\lambda : \begin{pmatrix} b \\ a \\ c \end{pmatrix} \mapsto \delta_1^a \delta_1^b \delta_1^c \delta_1^d \text{rk } M d_a^2,$$

(B9b)

are a dual pair of Haar integrals. By Ref. [36, Theorem 3.27], this establishes semisimplicity of $\text{Ann}_C (M)$. Finally, $\text{Ann}_C (M)$ has a faithful $\ast$-representation, namely the regular representation equipped with the inner product $\langle x, y \rangle_A = \lambda (x^* y)$, as so is a $C^*$-WHA.

In addition to the Haar integrals, we need the canonical grouplike element [36], and its inverse

$$g = \sum_{a, b} \frac{d_a}{d_b} \begin{pmatrix} b \\ a \end{pmatrix},$$

(B10a)

$$g^{-1} = \sum_{a, b} \frac{d_b}{d_a} \begin{pmatrix} b \\ a \end{pmatrix}.$$

(B10b)

1. A relation on the skeletal data. To prove that the representations of $\text{Ann}_C (M)$ are compatible with the $\ast$ on the WHA, we require the following relation:

**Lemma 5.** Given a unitary bimodule category $\mathcal{C} \mathcal{M}_D$ with compatible spherical structures, the following relation on the skeletal data holds

$$\begin{align*}
\frac{d_a}{d_b} & \frac{d_f}{d_d} \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right] = \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right].
\end{align*}
$$

(B11)

**Proof.** The relation follows from compatibility between the spherical and unitary structure:

$$\begin{align*}
\frac{d_a}{d_b} & \frac{d_f}{d_d} \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right] = \left\langle \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right], \right\rangle = \left\langle \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right], \right\rangle = \left\langle \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right], \right\rangle = \left\langle \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right], \right\rangle.
\end{align*}
$$

(B12a)

$$\begin{align*}
\frac{d_a}{d_b} & \frac{d_f}{d_d} \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right] = \left\langle \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right], \right\rangle = \left\langle \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right], \right\rangle = \left\langle \sum_{\sigma, \tau} \left[ \frac{\delta_1^a \delta_1^b \delta_1^c \delta_1^d}{\delta_1^f \delta_1^d} \right], \right\rangle.
\end{align*}
$$

(B12b)
where

\[
\alpha \begin{bmatrix} \sigma A_{ab}^c \end{bmatrix}_\beta = \alpha \begin{bmatrix} \sigma A_{ab}^c \end{bmatrix}^*_\beta := \sqrt{\frac{d_a d_b}{d_c}} \begin{bmatrix} \sigma F_{\Delta ab}^b \end{bmatrix}^*_\beta \tag{B13a}
\]

\[
|\sigma_a| = 1. \tag{B13b}
\]

\[\Box\]

**Appendix C: Example: Vec\_G**

Let \(G\) be a finite group. The category of \(G\)-graded (finite dimensional) vector spaces is denoted Vec\_G. The simple objects are one-dimensional vector spaces in degree \(g\), for each \(g \in G\). By a slight abuse of notation, we will denote these objects by their group label. Fusion rules for Vec\_G are given by the group multiplication, so the valid trivalent vertices for simple objects are

\[
g h \\
g h \downarrow \shift{g}{h},
\]

all with multiplicity 1. All \(\otimes F\)-symbols are +1 when allowed by the fusion rules. For all \(G\), the category of finite dimensional vector spaces (denoted Vec) can be equipped with the structure of a module category over Vec\_G. We will denote the single simple object of Vec by \(*\). All fusion spaces Vec (\(g \triangleright * \triangleright *\)) are one-dimensional, and all \(\triangleright F\)-symbols are +1. The module object has Frobenius-Perron dimension \(d_\star = \sqrt{|G|}\).

For groups with non-trivial projective representations, we can twist the group action, giving \(\otimes F\) symbols

\[
\begin{bmatrix} \sigma F_{gh\star} \end{bmatrix}^* = \delta^k_{gh} \phi(g, h),
\]

(Twisted group action)

where \(\phi \in H^2(G, \mathbb{C}^\times)\) is a normalized 2-cocycle.

With this data fixed, the first pentagon equation governing \(\triangleright F\) is given by

\[
\sum_\zeta \begin{bmatrix} \sigma F_{g\star\pi} \end{bmatrix}^*_{\zeta} \begin{bmatrix} \sigma F_{h\star\pi} \end{bmatrix}^*_{\zeta} \begin{bmatrix} \sigma F_{gh\star\pi} \end{bmatrix} = \begin{bmatrix} \sigma F_{gh\star\pi} \end{bmatrix}^*_{\zeta} \begin{bmatrix} \sigma F_{gh\star\pi} \end{bmatrix}^*_{\zeta},
\]

\[\tag{C2}\]

which specifies that \(\begin{bmatrix} \sigma F_{g\star\pi} \end{bmatrix}^*_{\zeta} \) are the matrix elements of a representation \(\pi\) of \(G\)

\[
\begin{bmatrix} \sigma F_{g\star\pi} \end{bmatrix}^*_{\zeta} = [\rho_\pi(g)]_{\alpha\beta},
\]

\[\tag{C3}\]

For this special case, our results reduce to familiar expressions. Invertibility of Vec (Eq. (19)) occurs when

\[
\frac{1}{|G|} \sum_{g \in G} \chi_c(g) \overline{\chi_c}(g) \equiv \delta'_c,
\]

\[\tag{C4}\]
which is Schur’s orthogonality relation for (irreducible) characters of finite groups. In particular, this shows that the dual category \((\text{Vec}_G)^\ast\) is \(\text{Rep}(G)\) as expected. The matrix element condition of Theorem 3 also reduces to the familiar expression

\[
\sum_{g \in G} [\rho_c(g)]_{ab} [\rho_c'(g)]_{a'b'} = \frac{|G|}{\dim V_c} \delta^c_{c'} \delta^a_{a'} \delta^b_{b'},
\]  

(C5)

for orthogonality of matrix elements of irreducible representations. The intertwining maps expressing the tensor product of representations in terms of irreps solve the next pentagon equation

\[
[\rho_\sigma(g)]_{aa'} [\rho_\tau(g)]_{b'b'} = \sum_{\pi \in \sigma \otimes \tau} \delta_{ab}^{\pi} [\rho_\pi(g)]_{\alpha\beta'} [\rho_\pi(g)]_{\beta\tau'},
\]  

(C6)

which recover the Clebsch-Gordan coefficients

\[
\delta_{ab}^{\pi} [\rho_\pi(g)]_{\alpha\beta} = \left( \begin{array}{c c} a & b \\ \alpha & \beta \end{array} \right).
\]  

(Clebsch-Gordan coefficients)

Finally, the remaining skeletal data is

\[
\delta_{ab}^{\pi} [\rho_\pi(g)]_{\alpha\beta} = W.
\]  

(Racah W-coefficients/ 6j symbols)

1. **Example:** \(\text{Vec}_G^{\omega_1, \omega_2} M(K, \psi) \overset{\phi_1, \phi_2}{\longrightarrow} \text{Vec}_H^{\omega_1, \omega_2} \).

- \(K \subseteq G \times H\),
- Simple objects of \(M(K, \psi)\) are cosets. There’s no multiplicity and all fusions are abelian,
- \(\text{rk } M = |G| |H| / |K|\),
- \(d_\alpha = \sqrt{|K| |H|} / \alpha \) for all module objects \(x\).

\[
\omega_1 (g_0, g_1, g_2) = \frac{\omega_1 (g_0, g_1, g_2 g_3) \omega_1 (g_0 g_1, g_2, g_3)}{\omega_1 (g_0, g_1 g_2, g_3) \omega_1 (g_1, g_2, g_3)},
\]  

(C7a)

\[
\omega_1 (g_0, g_1, g_2) = \frac{\phi_1 (g_0, g_1, g_2 m) \phi_1 (g_0 g_1, g_2, m)}{\phi_1 (g_0, g_1 g_2, m) \phi_1 (g_1, g_2, m)},
\]  

(C7b)

\[
\psi (g_1, m, h) = \frac{\phi_1 (g_0, g_1, m h) \psi (g_0 g_1, m, h)}{\phi_1 (g_0, g_1, m) \psi (g_0, g_1 m, h)},
\]  

(C7c)

\[
\psi (g, m, h_0) = \frac{\phi_2 (g m, h_0, h_1) \psi (g, m, h_0 h_1)}{\phi_2 (m, h_0, h_1) \psi (g m, h_0, h_1)},
\]  

(C7d)

\[
\omega_2 (h_0, h_1, h_2) = \frac{\phi_2 (m, h_0, h_1 h_2) \phi_2 (m, h_0 h_1, h_2)}{\phi_2 (m, h_0, h_1) \phi_2 (m, h_0 h_1, h_2)},
\]  

(C7e)

\[
\omega_2 (h_0, h_1, h_2) = \frac{\omega_2 (h_0, h_1, h_2 h_3) \omega_2 (h_0 h_1, h_2, h_3)}{\omega_2 (h_0, h_1 h_2, h_3) \omega_2 (h_1, h_2, h_3)}.
\]  

(C7f)
When $K = G \times H$, $\mathcal{M}(K, \psi)$ reduces to $\text{Vec}$:

\[
\omega_1 (g_0, g_1, g_2) = \frac{\omega_1 (g_0 g_1, g_2 g_3) \omega_1 (g_0 g_1, g_2, g_3)}{\omega_1 (g_0, g_1, g_2, g_3)} \quad (\omega_1 \in \mathcal{H}^3(G, \mathbb{C}^\times))
\]

\[
\omega_1 (g_0, g_1, g_2) = \frac{\phi_1 (g_0 g_1, g_2) \phi_1 (g_0, g_1)}{\phi_1 (g_0, g_1 g_2, g_2) \phi_1 (g_1, g_2)} \quad (\omega_1 \text{ a coboundary})
\]

\[
\psi (g_0, h) \psi (g_1, h) = \psi (g_0 g_1, h) \quad (\psi \text{ a bicharacter})
\]

\[
\psi (g, h_0) \psi (g, h_1) = \psi (g, h_0 h_1) \quad (\psi \text{ a bicharacter})
\]

\[
\omega_2 (h_0, h_1, h_2) = \frac{\phi_2 (h_0, h_1 h_2) \phi_2 (h_1, h_2)}{\phi_2 (h_0, h_1 h_2, h_2) \phi_2 (h_0 h_1, h_2)} \quad (\omega_2 \text{ a coboundary})
\]

\[
\omega_2 (h_0, h_1, h_2) = \frac{\omega_2 (h_0, h_1 h_2 h_3) \omega_2 (h_0 h_1, h_2 h_3)}{\omega_2 (h_0, h_1 h_2 h_3) \omega_2 (h_1, h_2 h_3)} \quad (\omega_2 \in \mathcal{H}^3(H, \mathbb{C}^\times))
\]

Invertibility implies $\psi$ is non-degenerate bicharacter:

\[
\frac{1}{|G|} \sum_{g \in G_1} \frac{\psi (g, h)}{\psi (g, h')} = \delta_{h, h'}. \tag{C9}
\]

In turn, this implies that $G \simeq H$, are abelian.
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