Critical review and economic feasibility analysis of electric energy storage technologies suited for grid scale applications
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Abstract. Radical changes in production paradigms are affecting electric systems. This is due to Renewable Energy Sources (RES) introduction, which changed production from being centralized and dispatchable, to be more decentralized and unpredictable. Further transformations are expected as the RES share into electric grids will increase. RES further development will likely rely mostly on additional solar PV capacity, then relevant energy quantities will be needed to be shifted from day hours to evening and night hours. Such “Load Shifting” could be performed with Electric Energy Storage (EES) technologies. Few technologies suited for this are already commercially available, whereas others have been proposed. In this paper, the EES technologies suited for load shifting are reviewed with a focus on economic costs. After that, current and future EES economic feasibility are assessed by using Italian hourly energy prices from 2018. Since EES resulted to be currently uneconomic, the minimum price modification required to make EES feasible is calculated.

1 Introduction

Nowadays, electric systems are changing due to non-dispatchable RES introduction, mostly wind energy and solar PV. Since non-dispatchable RESs are rigid energy sources, their impact is making the grids less flexible. Furthermore, RESs are prioritized on energy markets, hence they are superseding traditional power plants. These are forced to provide the additional flexibility required by non-dispatchable RES by operating in part load and by doing frequent start-ups [1]. Storage might partly solve these issues, because it may smooth RES fluctuations, thus reducing traditional power plant need for part loads and start-ups. Unfortunately, suited sites for Pumped Hydro Energy Storage (PHES) are already exploited [2] and no new storage technologies have been deployed to date. In this situation, as non-dispatchable RESs grow, electric systems might become more and more rigid, up to the point of lacking the flexibility required to be safely operated.

Since most of RES additional capacity will likely come from solar PV [3], traditional power plants might be forced to fast ramping during evening hours to replace solar production. Traditional power plants could be supported in this task by EESs, which could shift energy from daytime to evening. To do that, storages that are able to charge at full power for 4/6 hours to absorb energy during solar production peaks might be required [4]. Such EESs would be characterized by a power/capacity ratio equal to 1/6 – 1/4 h⁻¹. However, not all the EESs may achieve this configuration efficiently from the economic point of view, since their capacity-related costs are higher than their power-related ones. Current EESs suited for this are: PHES, Compressed Air Energy Storage (CAES), Liquified Air Energy Storage (LAES), Pumped Thermal Energy Storage (PTES), molten salt (NaS) batteries and Flow batteries. These technologies are here briefly reviewed. By focusing on the economic aspects, current and future economic feasibility of such EESs is assessed. In conclusion, the main contributions of the present analysis are:

• an EES technology review is performed, by including also some often-overlooked technologies like PTES and PHES-based systems like Sea Water PHES (SWPHES) and Underground PHES (UPHES);

• costs are reported and used for assessing economic feasibility of each EES technology in a realistic environment represented by an Italian case study. Based on this estimation, a recommendation on which technologies are the most the suited ones from the economic point of view is provided.

2 EES technologies overview

• Pumped hydro energy storage (PHES) plants are made up of an upper and a lower reservoir, which are connected by one or more penstocks. The storage is charged by pumping water and it is discharged by turbining water. It could seem that the recent interest for storage stems from the fact that easily exploitable sites suited for PHES are already depleted [2]. Actually, PHES has some major drawbacks like the large use of land area and the large impact on river course and flow rates. The use of sea water reservoirs and cliffs (SWPHES), has been proposed to overcome the lack of easily exploitable sites [5], whereas by using abandoned caves and mines as lower reservoirs [6] (UPHES), the environmental impact could be largely reduced. To date,
only one SWPHES pilot plant has been built (30 MW facility in Okinawa, Japan [7]), but some other facilities are planned [5]. In UPHES, the higher reservoir may be built on top of the facility, thus using an already exploited terrains with no value. Furthermore, by using the water in closed loop, the environmental impact of the facility could be furtherly reduced.

- Compressed Air Energy Storage (CAES) stores electric energy by compressing environment air and by storing it under pressure. The air is then discharged and used to feed a gas turbine combustion chamber. Two CAES are currently in operation: Huntorf (Germany), commissioned in 1969 and McIntosh in Alabama (USA), commissioned in 1991 [8]. Both facilities use natural gas to power up the turbine during the discharge phase. To cut the costs, salt domes, rocky caves and aquifers are proposed as pressurized air storages, but this makes CAES site dependent [8]. To solve this issue, Under Water CAES (UWCAES), which use sea/lake water hydraulic head to pressurize the storage [9], has been proposed. To date, only one UWCAES pilot plant has been commissioned in Lake Ontario (Toronto, Canada) [8]. To avoid using fossil fuel, Adiabatic CAES (ACAES) has been proposed. ACAES stores the excess thermal energy from the compression and use it to preheat air during discharge. The first pilot scale ACAES implementation (500 kW, 4 h) achieved a promising efficiency around 64% [4], whereas the first grid scale facility (90 MW, 360 MWh) is planned for commissioning [4]. Heat recovery in ACAES can be also done by using water sprays and liquid piston compression/expansion to operate nearly isothermal transformations (isothermal CAES: ICAES) [10].

- Liquified air energy storage (LAES) stores electric energy in form of cryogenic energy by liquefying air, which is stored and then pumped, heated and expanded in a turbine during discharge phase [7]. Basic LAES are based on Linde cycle, whereas most recent systems are based on Claude or Kapitza cycles. To date, only one LAES pilot plant (300 kW, 2.5 MWh) has been successfully commissioned [11]. Improvements to basic LAES comprise: internal regenerations and turbine outlet waste heat recovery with ORCs, Brayton cycles or Absorption cooling systems [12]. To cut energy consumption and costs, alternative fluids like CO2 have been proposed [13]. In fact, Liquified Carbon-dioxide Energy Storage (LCES) might be cheaper as it uses much more compact equipment. LAES has some advantages over CAES, like higher energy density and site independency. However, LAES generally achieves lower efficiency than CAES and PHES. This problem may be overcome by using non-standard configurations, which, however, might increase costs and start-up times, due to added thermal inertia.

- Sodium sulfur (NaS) battery energy storage use molten sodium (Na) and molten sulfur (S) as negative and positive electrodes. The two electrodes are divided by a solid electrolyte of β-alumina which allows for the ionic conduction. NaS batteries are commercially available and they count several MW scale applications [14]. NaS batteries are cheap and their building materials are largely recyclable [4]. NaS batteries feature high energy density, fast response, long cycle life (> 2500 cycles at 80 – 100% DOD) and good efficiency [4]. NaS batteries operate between 290 – 350 °C, to maintain electrodes liquid. During discharge phase, losses induced by internal resistance provide the necessary heat, whereas during idle or charge phase, the heat must be provided from the external and this may lead to parasitic losses up to 20% per day [15]. Cold start-up may take up to 15 h to allow electrodes to molten [15]. NaS batteries are very promising even though their use may be discouraged by electrodes corrosive behavior, by costs, which are higher than PHES and CAES ones, and by operating temperatures, which should be lower to operate more safely and with lower parasitic losses.

- Flow batteries use liquid electrolytes with dissolved active species, which are pumped through an electrochemical cell that converts chemical energy into electric energy. Electrolytes are stored in tanks, whose size determines battery capacity rating. Similarly, battery power rating is determined by the pumping capacity of the system. Therefore, capacity and power are decoupled, and this is a major advantages over traditional batteries [4,14]. Flow batteries have high efficiency, very quick response, very long cycle life and maximum discharge depth of 100% [4,7]. On the other hand, flow batteries have high cost, low density and greater complexity if compared to other batteries. Flow batteries are commercially available (Vanadium batteries) and they count several MW scale applications [7]. One of the largest (25 MW and 100 MWh) is in Astana (Kazakhstan) [4].

- Pumped Thermal Electricity Storage (PTES) stores electric energy as thermal energy, which is later converted back into electricity. The charge is performed with heat pumps, whereas discharge phase is performed with heat engines. Thermal energy is stored as sensible or latent heat. Both hot and cold reservoirs are used, but sometimes one is replaced by the environment, or by alternative heat sources/sinks. Compared to PHES and CAES, PTES usually has lower efficiency, but it is site independent. PTES technology may use both Brayton cycles (direct and inverse) and Rankine cycles (direct and inverse) [16]. Br-PTES most often uses packed bed sensible heat storage, usually made up of Al2O3, which has good conductivity/heat capacity ratio. Br-PTES is characterized by high energy density and very low estimated prices. Ra-PTES could be a valid alternative as it generally achieves higher densities and it stores energy at much lower temperature (~200 °C vs. ~1000 °C), which may allow for the use of phase change materials and the integration of additional low-grade/waste thermal sources to improve efficiency [16]. A summary of the technical and economical features of the reviewed EES technology is reported in Table 1.

### 3 EES economic feasibility analysis

Based on Table 1 data, the economic feasibility of EES technology can be assessed. Calculations use the 2018 Italian hourly energy prices, taken from [17]. Storage optimal operation is calculated by means of a Mixed
Table 1. EES technical and economic features. η_d: roundtrip efficiency; τ: response time; ρ_d: energy density; L: operating life; η_p: power cost; η_c: capacity cost.

| Technology | η_p [€/kWh] | η_c [€/kWh] | ρ_d [kWh/m³] | τ [min] | η_p [%] | L [y] | References |
|------------|-------------|-------------|--------------|---------|---------|------|-----------|
| PHES       | 400/600 – 1000/2000 | 1/5 – 100 | 0.5 – 1.5 | 1 – 3 | 65 – 85 | 30 – 40+ | [4,7,15,16,18] |
| UPHES      | 400/600 – 1000/2000 | 85 | 0.5 – 1.5 | 1 – 3 | 70 – 85 | 30 – 40 | [6,15,16,18] |
| SWEHES     | 720 – 2200 | 25 – 30 | 0.3 – 0.4 | 1 – 3 | 70 – 85 | 15 + | [5,7] |
| CAES       | 400/500 – 800/1000 | 1/2 – 50/100/200 | 3 – 12 | 10 – 15 | 40 – 60 | 20 – 40 | [8,15,16,18] |
| AICAES     | 700 – 1000 | 40 – 80 | 0.5 – 20 | 10 – 15 | 60 – 70 | 20 – 40 | [4,15] |
| UWCAES     | 750 – 2000 | 40 – 200 | 0.3 – 5 | 10 – 15 | 60 – 70 | 20 | [15,19] |
| ICAES      | 500 – 1000 | 10 – 100 | 1 – 25 | 1 – 5 | 60 – 80 | 20 – 40 | [8,15] |
| LAES       | 900/1000 – 2000 | 260 – 530 | 50 | 5 – 10 | 50 – 60 | 20 – 40 | [4,15,16] |
| Br-PTEs    | 600 – 800 | 20/90 – 60/180 | 110 – 200 | 1 – 3 | 50 – 70 | 20 – 40 | [15,16,20] |
| R-a-PTEs   | 225/390 – 450 | 45 – 95/120 | 140 – 170 | 1 – 3 | 40 – 60 | 20 – 40 | [15,21-23] |
| NaS Batt.  | 150/200 – 300/900 | 100/200/300 – 500/600 | 150 – 250 | <0.005 | 70 – 90 | 10 – 15 | [4,15,18] |
| Flow Batt. | 300/600 – 500/1500 | 150/400 – 750/1000 | 16 – 60 | <0.001 | 60 – 85 | 5 – 15 | [4,15,18,24] |

Integer Linear Programming (MLP) optimization problem. This allows to find the optimal sequence of storage charges and discharges to be performed each day in order to maximize the economic profit. Problem variables are discharge and charge power $P_{dc}$ in each $i$-th hour of the day. Problem objective function is the net daily revenue $R_{\text{day}}$ (Eq. 1):

$$R_{\text{day}} = \sum_{i=1}^{24} P_{d,i} \cdot \eta_d \cdot \tau - \sum_{i=1}^{24} P_{c,i} \cdot \eta_c \cdot \tau$$

(1)

where $\tau$ is equal to 1 h and $\pi$ is the hourly energy price in €/MWh. Problem constraints are (Eq. 2):

$$0 \leq P_{d,i} \leq P_{\text{nom}}$$

$$0 \leq P_{c,i} \leq P_{\text{nom}}$$

$$0 \leq \tau \cdot \eta_d \cdot \sum_{i=1}^{24} P_{c,i,n} - \frac{\tau}{\eta_d} \sum_{i=1}^{24} P_{c,i,n} + C_0 \leq C_{\text{nom}}$$

$$\tau \cdot \eta_c \cdot \sum_{i=1}^{24} P_{c,i,n} - \frac{\tau}{\eta_c} \sum_{i=1}^{24} P_{d,i,n} = 0$$

where charge and discharge efficiency $\eta_d = \eta_c = \sqrt{\eta_{\text{rt}}}$ and $C_0$ is equal to 0 and $P_{\text{nom}} = 10 MW$ and $C_{\text{nom}} = 40 MWh$ are the nominal dimensions of the analysed EES. The listed constraints ensure that the storage cannot charge/discharge more than what is allowed by its nominal power and capacity ratings and that the storage is emptied at the end of each day. Not all the storages have $\eta_d = \eta_c$ or minimum charge level equal to 0. For the sake of simplicity, all the EES technologies are treated equally and these hypotheses are enough for first order estimation purposes. By summing the daily revenue over the year, the annual revenue $R$ is found. $R$ may be compared with annualized cost of storage $A$, which is calculated as in Eq. 3:

$$A = \frac{r \cdot (1+r)^L}{(1+r)^L-1} \left( P_{\text{nom}} \cdot \tau_p + C_{\text{nom}} \cdot \tau_c \right) \cdot 1000$$

(3)

where $r = 0.07$ is the interest rate and $L$ is the storage operating life. Therefore, different EESs have different revenue, as they have different efficiencies, and different annualized costs, as they have different specific costs and operating lives. In Table 1 a range is reported for $\eta_d$, $L$, $\tau_p$ and $\tau_c$, then a range for $A$ and $R$ may be defined as well. The Extrema of these ranges represent the best and the worst cases for these quantities. In addition to these, an average value, calculated with the average of each range is investigated. The results regarding the comparison between $A$ and $R$ are reported in Figure 1, where three cost scenarios are reported: base case (Eq 3), 25% discount and 50% discount. This allows to consider the impact of price reductions or the effect of subsidies. Several conclusions may be drawn from Figure 1:

- None of the listed technologies achieved parity between $A$ and $R$, not even in the case of 50% cost reduction. Therefore, none of the listed technologies is currently economically viable, in the selected case study;
- All the technologies have $A$ that is around one order of magnitude higher than $R$. Therefore, the listed technologies are far from economic feasibility;
- The higher the efficiency, the higher the revenue, therefore batteries should be advantaged. However, since the incomes are well under the required ones, Flow and NaS batteries are actually among the worst performing due to their high costs. This demonstrates that cost and operating life may be more impactful than efficiency, in the context of grid scale load shifting. In other words, the NaS and Flow batteries cost is disproportionately, if compared to benefits brought by their efficiency;
- by calculating to $A_{\text{ave}}$ and $R_{\text{ave}}$ difference, the most promising technologies can be determined; they are R-a-PTEs, ICAES, AICAES and Br-PTEs and this justifies the research interest towards these alternative EES. On the other hand, the least promising technologies, i.e. those that have the larger difference between $A_{\text{ave}}$ and $R_{\text{ave}}$, are Flow batteries, NaS batteries and LAES. Based on Figure 1 results, it may be interesting to calculate how much the energy prices should change to make the EES technologies able to repay themselves. To do this, it can be observed that daily revenue $R_{\text{day}}$ may be modelled as in Eq. 4:

$$R_{\text{day}} \approx R_{\text{model}} = \max[0, \beta \cdot (\eta_d \cdot \pi_{d} - \pi_{c})]$$

(4)

where $\beta$ is an empirical constant to be fitted from data, and $\pi_{d,c}$ are the average energy prices at which the energy is charged and discharged. The data for $\beta$ estimation come from the solution of Eq. 1 and 2optimization problem, whereas $\pi_{d}$ and $\pi_{c}$ are calculated by averaging the lowest and highest four $\pi$ values for each day. This may be justified by considering that the storage has a power/capacity ratio equal to $\frac{4}{5}$ h$^{-1}$, therefore it charges and discharges for approximately four hours per day.
The results related to the fit of the Eq. 4 model are reported in Figure 2, where it is shown how the model can explain reasonably well the daily revenue values. By using $R_{\text{model}}$, the $\pi_d$ and $\pi_c$ values that yield the current average daily revenue may be calculated from Eq. 5:

$$R_{\text{mean}} = \frac{\sum_{j=1}^{365} R_{\text{day},j}}{365} = \beta \cdot (\eta_{\text{rt}} \cdot \pi_d - \pi_c).$$

(5)

Similarly, the $\pi_d$ and $\pi_c$ values that yield a daily average revenue, such that the annual revenue is equal to the annuity $A_{\text{ave}}$, may be calculated from Eq. 6:

$$A_{\text{ave}} = \frac{\beta \cdot (\eta_{\text{rt}} \cdot \pi_d - \pi_c)}{365}.$$  

(6)

If $\pi_c$ is set, two values of $\pi_d$ that satisfies respectively Eq. 5 and 6 may be found. These values are function of $\eta_{\text{rt}}$, then three cases for each may be defined according to maximum, average and minimum $\eta_{\text{rt}}$ values from Table 1. By comparing the two resulting $\pi_d$ values from Eq. 5 and 6, the price changes required to make the reviewed EES technology viable may be estimated. From Figure 1, it is already known which technology are the most promising ones from the economic point of view. In this regard, by calculating $\pi_d$ a different estimation may be done. In fact, $\pi_d$ values from Eq. 5 give an idea of what are the current price situation on the Italian market. On the other hand, $\pi_d$ values from Eq. 6 provide an estimation of what should be the peak prices on the average for the market to being able to sustain the EES. Of course, in market situations with a strong shortage of dispatchable production, very high prices may arise. Nonetheless, these extreme scenarios may be avoided, or discouraged, by system operators by means of economic incentives, like Capacity Markets, or others. Therefore, it is unclear what $\pi_d$ values may be realistically achieved. Furthermore, very high $\pi_d$ values will not suddenly appear on the markets, as the RES development is a slow and steady process. This might be a problem for storage development, as the required economic driver might be absent in all the intermediated steps that divide the current situation from a hypothetical high-RES penetration scenario. A vicious circle might arise, in which storage might be feasible only if a large share of productive capacity is represented by non-dispatchable RESs, but RESs cannot develop up to that point because they would need storage to foster their integration. From this point of view, the fact that none of the current technologies might be economically feasible is very concerning, since it may hinder the RES development and, with this, the power production sector decarbonization.
The results related to the calculation of $\pi_d$ through Eq. 5 and 6 are reported in Figure 3. A very interesting case is that with $\pi_c = 0$. As a matter of fact, in a high RES-penetration scenario, charge would occur in the moment of maximum RES production. Due to the large overcapacity required to power up a nation-wide electric system almost with RESs, the demand should not be able to accommodate all the produced energy during production peaks. Therefore, in these moments, energy prices will be very low and even negative, if allowed to be so. Since negative prices are common only in few energy markets, this possibility is disregarded here, and the minimum considered charging price is equal to 0.

With $\pi_c = 0$ and $A_{\text{min}}$, all the reviewed technologies, except Flow batteries and LAES, can repay their own costs with an average $\pi_d < 100 \, \text{€/MWh}$. Even in the case of $\pi_c = 0$ and $A_{\text{ave}}$, some technologies are still able to repay themselves with an average $\pi_d$ slightly lower than 100 €/MWh. These technologies are: PHES, UPHES, ACAES, ICAES, Br-PTES and Ra-PTES. In this case, NaS battery would require an average $\pi_d$ equal to 200 €/MWh. Finally, for the third case, i.e. $\pi_c = 0$ and $A_{\text{max}}$, few technologies should be able to sustain they self with a minimum $\pi_d$ lower than 150 €/MWh. These technologies are: ACAES, ICAES, Br-PTES and Ra-PTES, thus confirming the strong potentiality of these technologies, based on different operating principles than batteries.

It is worth noting that energy prices around 100 – 150 €/MWh should not be considered unrealistically high, as they are currently occurring in several energy market, the Italian one included. However, such prices are not common nowadays, therefore storages cannot gain enough to self-sustain in current market scenarios. The resulting $\pi_d$ values may be considered as compatible with realistic future market and energy mix scenarios. Therefore, some EES technologies like PTES, some forms of CAES and some of PHES may realistically become viable in the future. Other technologies like NaS and Flow batteries might encounter much more difficulties in achieving the economic feasibility, even in very positive scenarios.

Finally, as Figure 3 reports, $\pi_d$ is linear with $\pi_c$, therefore all the discussed price threshold should be adjusted, if other values of $\pi_c$ are considered. For example, if $\pi_c = 10 \, \text{€/MWh}$ the only technologies that could achieve the economic parity in the worst-case scenario ($A_{\text{max}}$), without surpassing the threshold of $\pi_d = 150 \, \text{€/MWh}$ are: ACAES, ICAES and Ra-PTES.

3 Conclusive remarks

In this paper a review of EES technologies suited for load shifting was performed. As a result of the review, a range of values for power and capacity costs, roundtrip efficiencies and operating lifetimes were defined for each technology. These data were used to assess the economic feasibility of the reviewed technologies in a realistic European case study (Italian 2018 hourly energy prices). As it resulted, none of the reviewed technologies is currently feasible from an economic point of view and often the annualized costs are of one order of magnitude higher than the revenues.

Based on these results, a simplified model that links daily revenues with the roundtrip efficiency and the charging and discharging energy prices is defined and tuned. By means of this model, the average energy prices required for covering the annualized costs were calculated in function of the charging energy prices. For low and very low charging energy prices, the most promising technologies resulted to be ACAES, ICAES, Br-PTES and Ra-PTES. All these technologies might become viable with average maximum daily energy prices lower than 150 €/MWh. Such values are higher than the current energy prices, but they might be realistically achieved for future energy mixes, as similar prices already occur in few days per year even today.
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