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We continue our study of effective field theory via homotopy transfer of $L_\infty$-algebras, and apply it to tree-level non-Wilsonian effective actions of the kind discussed by Sen in which the modes integrated out are comparable in mass to the modes that are kept. We focus on the construction of effective actions for string states at fixed levels and in particular on the construction of weakly constrained double field theory. With these examples in mind, we discuss closed string theory on toroidal backgrounds and resolve some subtle issues involving vertex operators, including the proper form of cocycle factors and of the reflector state. This resolves outstanding issues concerning the construction of covariant closed string field theory on toroidal backgrounds. The weakly constrained double field theory is formally obtained from closed string field theory on a toroidal background by integrating out all but the ‘doubly massless’ states and homotopy transfer then gives a prescription for determining the theory’s vertices and symmetries. We also discuss consistent truncation in the context of homotopy transfer.

1. Introduction

The Wilsonian effective action is obtained by integrating out all heavy degrees of freedom above a certain mass scale to obtain an effective description of the remaining light modes. This paper, which is a continuation of [1], explores more general effective field theories obtained by integrating out a subsector of the degrees of freedom without the requirement that they be heavier than the modes that are kept. Our goal here is to explore and clarify the issues that arise in the construction of such effective theories, following [2], and then to apply this to string theory with a particular focus on the construction of double field theory.

We use the formulation of classical or tree-level field theories in terms of $L_\infty$-algebras, which encode the theory’s interactions and symmetries according to the general dictionary of [3], and using the notion of homotopy transfer explained in our previous paper [1]. (The case beyond tree-level requires an extension to loop $L_\infty$-algebras, which will be explored in a subsequent paper.) We argued in [1] that the field theory procedure of integrating out a set of modes at tree-level is described algebraically in terms of homotopy transfer; see also the related publications [4,5]. In particular, homotopy transfer provides an algebraic construction of the $L_\infty$-algebra encoding the effective theory’s interactions and symmetries from that of the original theory. Aspects of the relation between integrating out degrees of freedom and homotopy transfer appear to have been known to experts, with instances of this relation being explored for particular models in e.g. [6–8], and in the $A_\infty$ framework relevant for open string theory in [9,10], but to the best of our knowledge it was only in [1, 4, 5] that the role of homotopy transfer for general field theories requiring $L_\infty$-algebras has been discussed explicitly. Apart from being of conceptual interest, this relation is of importance for applications starting from (classical) closed string field theory, which in Zwiebach’s covariant formulation is governed by an $L_\infty$-algebra [11].

The main example we have in mind is that of the construction of a double field theory as an effective field theory for closed string theory on a toroidal background [12–16]. On a toroidal background, the metric, B-field and dilaton all become double fields depending on both momentum and winding number and the question is whether there is a ‘true double field theory’ for these double fields obtained from integrating out all other degrees of freedom. Such theories are referred to in the literature as being weakly constrained, but so far most of the work in the field has been on the strongly constrained theory, which is a small sub-theory that essentially
captures only the local supergravity theory and misses much of the stringy physics. The strongly constrained theory was originally constructed by Siegel [12,13] and further discussed in [16], where its relation to the weakly constrained theory was emphasized. It would be of great interest to write a weakly constrained double field theory explicitly, since it would describe genuinely stringy effects due to the presence of fields beyond the supergravity sector and would have manifest T-duality invariance. The construction of such a theory was one of the central goals of [16], where the theory was constructed to cubic order in the fields, and it was argued that at higher order in the fields such a theory is non-local. It was shown by Sen that such general effective field theories can be obtained from closed string field theory by integrating out the appropriate fields [2].

Integrating out massive fields typically results in a theory with non-local interactions for the remaining fields. At energy scales that are small compared to the masses of the fields that are integrated out, one can typically recover a local field theory description. Concretely, upon introducing a cut-off at an energy scale $\Lambda$ which is small compared to the mass scale $M$ of the fields that are integrated out, the non-localities are suppressed by factors of $\Lambda/M$ and vanish in the limit $\Lambda/M \to 0$. In the literature, the term “effective field theory” is sometimes used for the theory obtained by integrating out a subset of fields, which is typically non-local, and the term is sometimes used for the local field theory that arises from this in a limit such as the one discussed above. In this paper, we will use effective field theory for the former, the non-local theory that arises from integrating out a subset of fields. As we shall discuss below, there are other ways in which a local field theory can be extracted from a non-local effective field theory, and these will be of particular interest.

In this paper, we only discuss the tree-level effective action. Integrating out fields at tree level amounts to setting each field being integrated out to a solution of its classical field equations. Moreover, we work in perturbation theory here, so that we only consider perturbative classical solutions constructed around a solution of the linearised field equations.

We emphasize that homotopy transfer typically leads to a non-local theory, as expected from integrating out a subset of fields. We do not mean to imply that non-local theories obtained in this fashion are free from any physical pathologies. Rather, we are making the technical point that reasonable field theory procedures of integrating out fields are precisely captured (at tree level) by homotopy transfer, whether or not the effective field theory may be problematic on other grounds.

In this paper we explore and clarify the relation between effective field theory and homotopy transfer. In section 2 we illustrate this relation in some field theory models by integrating out massive modes, discussing the relation to consistent truncations and some of the issues arising from gauge symmetries. In integrating out, particular attention must be paid to zero modes, which are states that live in the kernel of the linearised gauge-fixed kinetic operator and hence render the kinetic operator non-invertible. In section 3 we turn to the zero mode issue and examine the effect of zero modes in homotopy transfer generally, and give a criterion for the consistency of their truncation. In section 3 we also discuss the relation between the $L_\infty$-algebra encoding the full theory to the $L_\infty$-algebra of the effective field theory in more detail.

In the remainder of this paper we focus on the double field theory sector in order to prove that there is a homotopy transfer from the full closed string field theory to a true or ‘weakly constrained’ double field theory featuring massive Kaluza-Klein and winding modes but no other string modes. To this end we review in section 4 some pertinent features of string theory on toroidal backgrounds.

Our main new results are given in section 5, 6 and 7. In section 5 we resolve the issue of “cocycle sign” insertions in the reflector state for covariant string field theory [11] on a torus. (The reflector is essentially the BV antibracket of string field theory, as we will review.) The possibility of these insertions reflects an ambiguity in free closed string field theory, which potentially could lead to inconsistencies when interactions are introduced, even at the cubic level [17–19]. In section 5, we study vertex operators and find necessary conditions on these signs that fix this ambiguity; we then conjecture that these signs are correct for the fully interacting theory. This free field theory result is sufficient in order to check the requirements for homotopy transfer in string theory, to which we turn in section 6. There we develop homotopy transfer in closed string theory, considering the low-energy effective action in Minkowski space and the effective action for string modes of fixed level. In section 7, we establish the existence of a weakly constrained double field theory obtained by homotopy transfer from closed string field theory. The resulting theory is specified by its $L_\infty$ brackets that can in principle be derived via the homotopy transfer formulas of [1] from the $L_\infty$ brackets of the closed string field theory on toroidal backgrounds. However, the complexity of the brackets (see e.g. [18] for the 3-point vertex in a non-covariant string field theory) make this difficult to do explicitly and we do not attempt this here.

2. Integrating out Massive Fields

In this section we discuss and review various issues related to integrating out massive fields (at tree-level) in general, i.e., irrespective of whether the remaining states are lighter or not. We illustrate this with a simple $U(1)$ Higgs model and give an interpretation in terms of homotopy transfer of the corresponding $L_\infty$-algebras.

2.1. Effective Field Theories

Consider a field theory in which we wish to integrate out some subset of fields to obtain an effective field theory. This requires inverting the kinetic operator of the fields to be integrated out, in order to have a well-defined propagator to perform the perturbative path integral. Equivalently, integrating out at tree-level is equivalent to solving the equations of motion of the fields to be eliminated and plugging back the solution into the action; such a solution can be found perturbatively whenever the linearised gauge-fixed kinetic operator is invertible.

Let us then start with a short discussion of the possible issues with this inversion. The linearised kinetic operator $\mathcal{O}$ is not invertible whenever there are solutions to the equation $\mathcal{O} \alpha = 0$, which we will refer to as zero-modes. These come in three qualitatively different kinds:
• They can be pure gauge modes. Those can be dealt with by the usual field-theoretical gauge-fixing procedure or by homotopy transfer to gauge invariant variables [20]. In our context, the Batalin-Vilkovisky field-antifield formalism [21,22] is particularly well suited for gauge-fixing, given its natural link with $L_\infty$-algebras; see e.g. [1], section 5.2 for an explicit example.
• There will be zero-modes corresponding to physical states of mass $m$ with $p^2 = m^2$. These can be eliminated (as is customary in field theory) by Wick rotating to Euclidean space or, equivalently, by introducing Feynman’s $ie$. After the integrating out is performed, one then needs to Wick rotate back to find an effective field theory in Lorentzian signature.
• There can be a further finite-dimensional space of zero-modes even in the Euclidean gauge-fixed theory, for example constant massless fields or, for anti-symmetric tensor gauge fields, harmonic forms. These are non-normalisable on non-compact spaces. To deal with these zero-modes, we decompose the field space into the space of zero-modes and its complement, and consider the path integral over non-zero-modes only, using the fact that the Euclidean gauge-fixed kinetic operator is invertible on that space. The effect of the remaining zero-modes then depends on the precise theory at hand: the finite-dimensional integral over those zero-modes would give an infinite volume factor if the zero-modes do not appear in the interactions, it would give constraints if they appear linearly as Lagrange multipliers while if they appear non-linearly, they would act as constant auxiliary fields. These issues are discussed in further detail in section 3.

In inverting the kinetic operator, integrating out a field of mass $m$ will then typically induce non-localities involving $(p^2 + m^2)^{-1}$. These are non-singular in Euclidean signature but have a pole in Lorentzian signature. (These could formally be avoided by including a small $ie$ term, moving the poles off the real axis.) If the momenta are restricted to the low energy regime in which $|p^i| < A^2$ where the cut-off $A$ is less than the mass of each field that is integrated out, then the poles are avoided and the low-energy effective action is non-singular. The propagators can then be expanded as

$$\frac{1}{p^2 + m^2} = \frac{1}{m^2} \left[ 1 - \frac{p^2}{m^2} + \left( \frac{p^2}{m^2} \right)^2 + \ldots \right]$$

(2.1)

to give a derivative expansion. In particular, if $|p^i| << m^2$ then the propagator can be approximated by $1/m^2$ and a local low-energy effective action emerges. However, motivated by Sen’s discussion in the string theory context, [2] we will consider the full non-local result in the examples that follow.

2.2. A Toy Model for the Toy Model

Before turning to the Higgs model we briefly illustrate the main point with a model without gauge symmetries for two massive scalars $\phi$ and $\varphi$. Consider the action

$$S = \int d^4x \left( \frac{1}{2} \phi \Box \phi - \frac{1}{2} M^2 \phi^2 + \frac{1}{2} \phi \Box \varphi - \frac{1}{2} m^2 \varphi^2 + g \phi j(\varphi) \right),$$

(2.2)

where $j(\varphi)$ is an arbitrary (local) function of $\varphi$. Our goal is to integrate out $\phi$ in order to obtain an effective action for $\varphi$. It is convenient to rescale $\phi \rightarrow M \phi$ and $g \rightarrow \frac{1}{M^2} g$, after which the action can be written as

$$S = \int d^4x \left( \frac{1}{2} \phi \Box \phi + \frac{1}{2} \varphi \Box \varphi - \frac{1}{2} m^2 \varphi^2 + g \phi j(\varphi) \right),$$

(2.3)

where we have defined the operator

$$\mathcal{O} \equiv 1 - \frac{1}{M^2} \Box.$$

(2.4)

Integrating out $\phi$ at tree-level amounts to solving the field equations for $\phi$ in terms of $\varphi$ and reinserting into the action. The field equations for $\varphi$ read $\mathcal{O} \varphi = gJ(\varphi)$, and assuming that the operator $\mathcal{O}$ can be inverted we can solve for $\varphi$:

$$\varphi = g \mathcal{O}^{-1} J(\varphi).$$

(2.5)

Formally we can write the inverse of (2.4) as a geometric series, as in (2.1):

$$\mathcal{O}^{-1} = 1 + \frac{1}{M^2} \Box + \frac{1}{M^4} \Box^2 + \frac{1}{M^6} \Box^3 + \ldots.$$

(2.6)

Reinsertion of (2.5) into the action yields

$$S = \int d^4x \left( \frac{1}{2} \varphi \Box \varphi - \frac{1}{2} m^2 \varphi^2 + \frac{1}{2} g^2 J(\varphi) \mathcal{O}^{-1} J(\varphi) \right).$$

(2.7)

We obtain a non-local action for the scalar $\varphi$ whose mass $m$ need not be smaller than the mass $M$ of the scalar $\phi$ we have integrated out. This procedure therefore does not comply with the usual Wilsonian paradigm according to which only those modes should be integrated out whose mass scale exceeds the typical scale of processes we are interested in. The Wilsonian picture is recovered in the limit $M^2 \rightarrow \infty$ (keeping $m^2$ and the rescaled $g$ finite) for which the action reduces to

$$S\big|_{M^2 \rightarrow \infty} = \int d^4x \left( \frac{1}{2} \varphi \Box \varphi - \frac{1}{2} m^2 \varphi^2 + \frac{1}{2} g^2 J(\varphi)^2 \right).$$

(2.8)

The effect of integrating out $\phi$ in this limit is the appearance of a new interaction term for $\varphi$ proportional to $g^2$ that is completely local. (For instance, if the original action is cubic integrating out $\phi$ induces a quartic interaction term.) As an aside we remark that it is known that in string field theory massive string modes have to be integrated out, along the lines above, in order to produce the higher interaction vertices for massless fields (such as the quartic vertex of Yang-Mills theory, which follows from cubic string field theory) [23].

2.3. A Higgs Model

After these general remarks we now turn to a more realistic model with gauge symmetries in which case the homotopy $L_\infty$-algebra interpretation will become more subtle and interesting. We consider a Higgs model with $U(1)$ gauge symmetry, with the
fields being a $U(1)$ gauge field $A_\mu$ and a complex scalar $\phi$. The
Lagrangian reads
\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} \partial^\nu \phi^* \partial_\nu \phi - V(\phi),
\]  
where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is the abelian field strength, and the covariant
derivatives and scalar potential
are
\[
\partial_\nu \phi = i A_\nu \phi, \quad V(\phi) = -\frac{1}{2} \mu \phi^2 \phi + \frac{\lambda}{4} (\phi^* \phi)^2.
\]  
This model is gauge invariant under $A_\mu \rightarrow A'_\mu = A_\mu + \delta_\mu A$, \( \phi \rightarrow \phi' = e^{i\Lambda} \phi, \) \( \Lambda \in \mathbb{R} \), or, infinitesimally, under
\[
\delta A_\mu = \partial_\mu \Lambda, \quad \delta \phi = i \Lambda \phi.
\]  
It is convenient to split the complex scalar into two real scalars, one of which is gauge invariant, the other pure gauge. Writing
\[
\phi = r e^{i \rho},
\]  
the gauge transformations become
\[
\delta \rho = \Lambda, \quad \delta r = 0.
\]  
confirming that $r$ is gauge invariant. Writing out the covariant derivatives and using the parametrization (2.12) the action reduces to
\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} r^2 \partial^\nu \phi \partial_\nu \phi
\]
\[
- \frac{1}{2} \partial^\nu \rho \partial_\nu \rho - V(r),
\]  
with current and scalar potential
\[
J^\nu = r^2 \partial^\nu \phi, \quad V(r) = -\frac{1}{2} \mu r^2 + \frac{\lambda}{4} r^4.
\]  
We will next expand the above action about a (constant) vacuum solution $\langle \phi \rangle = \langle r \rangle = v$ that spontaneously breaks the $U(1)$. Specifically, assuming $\mu, \lambda > 0$ we can pick a vacuum with $v^2 = \frac{\mu}{\lambda}$ that minimizes the potential energy and then expand
\[
r = v + \rho, \quad v = \sqrt{\frac{\mu}{\lambda}},
\]  
where the fluctuation $\rho$ is the Higgs field. Note that $\varphi$, which does not receive a vacuum expectation value, is treated as a pure perturbation. This yields the action
\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} v^2 \partial^\nu A_\mu + v \partial^\mu A_\nu \partial_\nu \phi - \frac{1}{2} v^2 \partial^\nu \phi \partial_\nu \phi
\]
\[
- \frac{1}{2} \partial^\nu \rho \partial_\nu \rho - \mu \rho^2
\]
\[
- v \partial^\mu A_\mu \partial_\nu \phi - v^2 \partial^\nu \partial_\nu \rho - v \rho \partial^\nu \phi \partial_\nu \phi + \lambda v \rho^2
\]
\[
- \frac{\lambda}{4} \rho^4 - \frac{1}{2} v^2 \partial^\nu A_\mu + v^2 \partial^\nu A_\mu \partial_\nu \phi - \frac{1}{2} v^2 \partial^\nu \phi \partial_\nu \phi,
\]  
where the first line consists of terms quadratic in the fields, the second line has cubic terms and the third line has quartic terms. At this stage it is customary to pick unitary gauge by setting $\varphi = 0$, which of course simplifies the analysis, but in order to explore how the integrating out of degrees of freedom interferes with gauge symmetries it will be instructive to keep the gauge redundant formulation with fields $A_\mu, \varphi$ and $\rho$. The physical content can, however, still be brought out by noting that in terms of
\[
A'_\mu = A_\mu - \partial_\mu \varphi,
\]  
with field strength $F = dA' = dA$, the action (2.17) can be written as
\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} v^2 A_\mu A'_{\mu} - \frac{1}{2} \partial^\nu \rho \partial_\nu \rho - \mu \rho^2
\]
\[
- v \partial^\mu A_\mu A'_{\mu} - \lambda v \rho^3 - \frac{\lambda}{4} \rho^4 - \frac{1}{2} v^2 A_\mu A'_{\mu} A_{\mu}.
\]  
The combination (2.18) is gauge invariant under (2.11), (2.13), as is the Higgs field $\rho$, and so this action is manifestly gauge invariant. The free action in turn displays the propagating degrees of freedom: a massive gauge boson $A'_\mu$ (in the Stückelberg formulation of Proca theory) and a massive scalar $\rho$ (the Higgs boson).

Our first goal is now to integrate out the massive gauge boson to obtain an effective action for the Higgs boson. We start from the quadratic part of the action, which we rewrite as
\[
\mathcal{L}^{(2)} = -\frac{1}{2} A_\mu \partial^\nu A_\nu - v^2 A_\mu \partial^\nu \phi \partial_\nu \phi - \frac{1}{2} v^2 \partial^\nu \phi \partial_\nu \phi - \frac{1}{2} \partial^\nu \rho \partial_\nu \rho - \mu \rho^2,
\]  
where we defined the operator
\[
\partial^\nu \equiv v^2 (\partial^\nu - v^2 P^\nu ), \quad P^\nu \equiv \Box P^\nu - \partial_\nu \partial^\nu ,
\]  
in terms of the Maxwell operator that encodes the Maxwell equations as $P^\nu A_\nu = 0$. The free field equations for $A_\mu$ then read
\[
\partial^\nu \partial_\nu A_\nu = v^2 \partial_\nu \varphi,
\]  
We now assume again invertibility of $\partial^\nu$, whose inverse exists at least formally as a geometric series:
\[
(\partial^\nu)^{-1} \partial_\nu = v^2 \partial_\nu - v^4 P^\nu + v^6 P^\nu P^\nu + \cdots.
\]  
Note, in particular, that it is not an issue that the Maxwell kinetic operator $P^\nu$ is not invertible due to gauge invariance (it is subject to the identity $P^\nu \partial_\nu \phi \equiv 0$). The lowest-order equation (2.22) can now be solved for $A_{\mu}$:
\[
A_{\mu} = v^2 (\partial^\nu)^{-1} \partial_\nu \varphi.
\]  
Due to the identity $P^\nu \partial_\nu \varphi \equiv 0$ noted above we now observe that, using (2.23), only the first term survives, so that the exact solution actually takes the local form
\[
A_{\mu} = \partial_\mu \varphi.
\]
Re-substituting this into (2.20) all \( \phi \)-dependent terms cancel, leaving only the kinetic term for the Higgs field \( \rho \). The same result would of course follow in the gauge fixed formulation with \( \varphi = 0 \) (or equivalently after the field redefinition to gauge invariant variables (2.18)), for which \( A_\mu \) (or the gauge invariant \( A'_\mu \)) is set to zero directly. It is, however, reassuring to see that the procedure of integrating out massive modes works consistently without the need to fix a gauge.

We will now show that integrating out \( A_\mu \) amounts to re-substituting (2.25) in the action to all orders, as indeed is clear in the gauge-fixed formulation. The exact field equations for \( A_\mu \) following from (2.17) are given by

\[
O_\mu^i A_i = v^2 \partial_i \varphi - 2v \rho \partial_i \varphi - \rho^2 A_i + \rho^2 \partial_i \varphi .
\]  
(2.26)

We now solve this equation perturbatively by making the ansatz

\[
A_\mu = A_\mu^{(1)} + A_\mu^{(2)} + A_\mu^{(3)} + \ldots
\]  
(2.27)

with the superscript denoting the power of fields that are kept (i.e. \( \varphi \) and \( \rho \)). By (2.25) we have to lowest order \( A_\mu^{(1)} = \partial_\mu \varphi \). Evaluating the equation to the next two orders yields

\[
O_\mu^i A_i^{(1)} = -2v \rho \partial_\mu \varphi ,
\]  
(2.28)

\[
O_\mu^i A_i^{(2)} = -2v \rho A_\mu^{(1)} + \rho^2 A_i^{(1)} + \rho^2 \partial_\mu \varphi .
\]  
(2.29)

Using \( A_i^{(2)} = \partial_\mu \varphi \) in the first equation gives \( O A^{(2)} = 0 \) and hence \( A^{(2)} = 0 \). Using this again in the second equation one finds \( O A^{(3)} = 0 \) and hence \( A^{(3)} = 0 \). Therefore, (2.25) is the exact (perturbative) solution. Inserting this into the full action (2.17) one obtains

\[
L = -\frac{1}{2} \partial_\mu \rho \partial_\mu \rho - \mu \rho^2 - \lambda \rho^4 - \frac{\lambda}{4} \rho^4 .
\]  
(2.30)

The claim is that this is the effective tree-level action for the Higgs field alone, i.e., the correct action for processes whose external states involve only the Higgs mode \( \rho \). This can also be seen directly by inspecting the Lagrangian in the form (2.19): Since \( A'_\mu \) appears only quadratically there are no tree-level diagrams with internal lines for \( A'_\mu \) and only external \( \rho \) states. Thus, the tree-level effective action for \( \rho \) can be obtained by setting \( A'_\mu = 0 \). Note that this is in contrast to integrating out \( \varphi \), which couples linearly to \( A'_\mu \), so that \( \rho \) can appear in internal lines for tree-level diagrams with external \( A'_\mu \) states, and hence it is inconsistent to set \( \rho = 0 \).

Let us then turn to the problem of integrating out the Higgs field \( \rho \) in or order to obtain an effective action for the massive gauge boson alone. Focusing on the terms up to cubic order involving the Higgs field (and finally suppressing the prime on \( A_\mu \)) we read off from (2.19):

\[
L_\rho = -\frac{1}{2} \rho D \rho - v \rho A^\mu A_\mu - \lambda \rho^4 + \ldots,
\]  
(2.31)

and the ellipsis denotes quadratic terms for \( \rho \) and all quartic couplings. The equation of motion for \( \rho \) then reads

\[
\mathcal{D} \rho = -v A^\mu A_\mu - 3 \lambda \rho^3 + \ldots.
\]  
(2.32)

Making a perturbative ansatz as above, writing \( \rho = \rho^{(1)} + \rho^{(2)} + \ldots \), this is solved by \( \rho^{(3)} = 0 \) and

\[
\rho^{(2)} = -v D^{-1} (A^\mu A_\mu) .
\]  
(2.33)

Here the inverse of \( D \) can again be defined formally via a geometric series:

\[
D^{-1} = \frac{1}{2 \mu} \left( 1 + \frac{1}{2 \mu} \Box + \frac{1}{4 \mu^2} \Box^2 + \ldots \right) .
\]  
(2.34)

Reinserting (2.33) into the action we obtain the effective action for the massive gauge bosons,

\[
L = -\frac{1}{4} F^\mu \nu F_{\mu \nu} - \frac{1}{2} v^2 A^\mu A_\mu + \frac{1}{2} v^2 A^\mu A_\mu D^{-1} (A^\mu A_\mu) + \ldots ,
\]  
(2.35)

where the ellipsis denotes terms of quintic and higher order, which indeed will be induced by the higher order terms of the solution of (2.32). This is the non-local effective action for the massive gauge boson. We may also take the limit in which the Higgs mass is send to infinity, keeping \( v \) and hence the mass of the gauge boson finite. To this end we rescale \( A \to \lambda^{-1} A \) and \( \mathcal{L} \to \lambda^{-1} \mathcal{L} \) to obtain

\[
L = -\frac{1}{4} F^\mu \nu F_{\mu \nu} - \frac{1}{2} v^2 A^\mu A_\mu - v^2 \lambda A^\mu A_\mu D^{-1} (A^\mu A_\mu) + \ldots ,
\]  
(2.36)

so that, with (2.34) and recalling \( v^2 \lambda = \mu \), we find that in the limit \( \mu \to \infty \)

\[
L \big|_{\mu \to \infty} = -\frac{1}{4} F^\mu \nu F_{\mu \nu} - \frac{1}{2} v^2 A^\mu A_\mu + \frac{1}{4} (A^\mu A_\mu)^2 + \ldots .
\]  
(2.37)

The ellipsis again denote higher order terms in \( A \), which here start with sixth order terms of the form \( \frac{1}{4} (A^\mu A_\mu)^3 \). This is the conventional (and hence local) Wilsonian effective action in the limit that the mass of the Higgs is much larger than the mass of the gauge boson.

Let us summarize the general lessons illustrated by the above analysis for the integrating out of a (massive) field at tree-level. If the field to be integrated out does not couple linearly to the remaining fields then we may simply set it to zero. At tree-level it is clear that the resulting action captures any processes whose external states involve only the states that have been kept. Relatively, the classical theory thus obtained is a consistent truncation of the original theory in the sense that any solution of the truncated theory is a solution of the original theory (with the truncated field set to zero). If, on the other hand, the field to be truncated couples linearly to the remaining fields it is not consistent to set it to zero since the linear coupling induces a source term in the field equation of the truncated field that depends only on fields that are kept. Rather, the field to be truncated has to be integrated out as above, which in general leads to new and non-local interaction terms.
2.4. Homotopy Transfer Interpretation

We now verify that the homotopy transfer of the $L_{\infty}$-algebra encoding the Higgs model leads to the $L_{\infty}$-algebra encoding the effective field theory in which the appropriate massive modes have been integrated out. We begin by describing the free theory (2.20) and its gauge symmetries in terms of a chain complex: a chain of vector spaces $X_i$ with maps $\partial_i : X_i \to X_{i-1}$ that square to zero in that $\partial_{i-1} \circ \partial_i = 0$. For the $U(1)$ Higgs model the chain complex reads

$$
\begin{align*}
X_1 & \rightarrow X_0 \rightarrow X_{-1} \rightarrow X_{-2} \\
\{A\} & \rightarrow \{A\} \rightarrow \{E\} \rightarrow \{G\}
\end{align*}
$$

(2.38)

where $X_i$ is the space of gauge parameters $\Lambda$, $X_0$ is the space of fields denoted collectively $\mathcal{A} \equiv (A_\mu, \varphi, \rho)$, $X_{-1}$ is the space of field equations $\mathcal{E} \equiv (E_\mu, E_\nu, E_\sigma)$ and $X_{-2}$ is the space of Noether identities. The differential $\partial_1$ mapping gauge parameters to fields is given by

$$
\partial_1(\Lambda) = \begin{pmatrix} \partial_1 \Lambda \\ \Lambda \\ 0 \end{pmatrix},
$$

(2.39)

so that the linearized gauge transformations are encoded in $\partial_1(\Lambda)$. The differential $\partial_0$ mapping fields to field equations is given by

$$
\partial_0(\mathcal{A}) = \partial_0 \begin{pmatrix} A_\mu \\ \varphi \\ \rho \end{pmatrix} = \begin{pmatrix} -\partial_\mu A_\lambda + v^2 \partial_\mu \varphi \\ v^2 (\Box \varphi - \partial_\mu \varphi) \\ (\Box - 2 \mu) \rho \end{pmatrix},
$$

(2.40)

so that the linearized field equations are encoded in $\partial_0(\mathcal{A}) = 0$. The nilpotency of the differential, $\partial_0 \circ \partial_1 = 0$, then encodes the linearized gauge invariance of the free theory. Finally, the differential on the space of field equations reads

$$
\partial_{-1}(\mathcal{E}) = \partial^\mu (E_\mu)_\mu - E_\varphi,
$$

(2.41)

and the Noether identity following from gauge invariance is encoded in $\partial_{-1}(\partial_0(\mathcal{A})) = 0$.

The above data defining the free theory is sufficient to establish the existence of homotopy transfer, but in order to compute the non-linear effective action from the homotopy transfer theorem explicitly we need to define the full $L_{\infty}$-algebra on the chain complex (2.38). The $L_{\infty}$ brackets can be determined by demanding that the field equations take the $L_{\infty}$ Maurer-Cartan form

$$
0 = \partial_1 A + \frac{1}{2} [\mathcal{A}, \mathcal{A}] + \frac{1}{3} [\mathcal{A}, \mathcal{A}, \mathcal{A}] + \ldots,
$$

(2.42)

which in this example stops with the three-bracket. Similarly, we can write the action in terms of the $L_{\infty}$ brackets by defining the inner product between fields and field equations as $\langle \mathcal{A}, \mathcal{E} \rangle = \int d^4x (A_\mu E^\mu + \varphi E_\varphi + \rho E_\rho)$,

$$
S = \frac{1}{2} \langle \mathcal{A}, \partial_1 \mathcal{A} \rangle + \frac{1}{3} ! \langle \mathcal{A}, [\mathcal{A}, \mathcal{A}] \rangle + \frac{1}{4} ! \langle \mathcal{A}, [\mathcal{A}, \mathcal{A}, \mathcal{A}] \rangle .
$$

(2.43)

For the free (quadratic) action one may verify using (2.40) that this indeed reproduces (2.20). The cubic terms in turn are defined by the 2-bracket

$$
[A, A] = \begin{pmatrix} -4v \varphi A_\mu' \\ -4v \varphi \rho A_\mu' - 4v \varphi \rho A_\lambda' \\ -2v \rho A_\nu A_\mu' - 31 \lambda \rho^2 \end{pmatrix},
$$

(2.44)

where we use the short-hand notation $A_\mu' = A_\mu - \partial_\mu \varphi$, and the quartic terms are defined by the 3-bracket

$$
[A, A, , A] = \begin{pmatrix} -31 \rho^2 A_\mu' \\ -31 \rho^2 A_\nu A_\mu' - 12 \rho \varphi \rho A_\nu' \\ -31 \lambda \rho^3 - 31 \rho A_\nu A_\mu' \end{pmatrix}.
$$

(2.45)

Let us note that even though the match with the field equations only determines the $L_{\infty}$ brackets on fields for diagonal arguments (all arguments being equal), the general brackets may always be reconstructed from polarization identities like [3]

$$
[A_1, A_2] = \frac{1}{2} \left( [A_1 + A_2, A_1 + A_2] - [A_1, A_1] - [A_2, A_2] \right).
$$

(2.46)

Since the gauge symmetry is abelian there are no higher $L_{\infty}$ brackets (i.e. with two or more arguments) mixing gauge parameters with fields or fields with field equations.

Having defined the $L_{\infty}$-algebra encoding the $U(1)$ Higgs model let us now discuss the homotopy transfer. We begin with the case corresponding to integrating out the massive gauge boson. The homotopy transfer maps the full $L_{\infty}$-algebra to the $L_{\infty}$-algebra on the subset of fields that are kept, which here is the Higgs boson $\rho$. Formally, this is encoded in the projection and inclusion maps (on the space of fields)

$$
p \begin{pmatrix} A_\mu \\ \varphi \\ \rho \end{pmatrix} = \begin{pmatrix} A_\mu \\ \varphi \\ \rho \end{pmatrix}, \quad i(\rho) = \begin{pmatrix} 0 \\ 0 \\ \rho \end{pmatrix},
$$

(2.47)

which obey $pi = 1$ acting on $\rho$. However, $vp$ does not equal the identity; rather, homotopy transfer requires that there are degree +1 homotopy maps $h_{-1} : X_{-1} \to X_0$ and $h_0 : X_0 \to X_1$ so that

$$
\rho = 1_\rho + h_0 \circ h_{-1} \circ \partial_0,
$$

(2.48)

where the subscripts display the spaces on which these maps act. In order to find the homotopy maps we evaluate $vp - 1$ acting on fields:

$$
(vp - 1) \begin{pmatrix} A_\mu \\ \varphi \\ \rho \end{pmatrix} = \begin{pmatrix} -A_\mu \\ -\varphi \\ 0 \end{pmatrix}.
$$

(2.49)

The homotopy relation (2.48) requires this to be equal to

$$
\partial_1 \circ h_0 \begin{pmatrix} A_\mu \\ \varphi \\ \rho \end{pmatrix} + h_{-1} \circ \partial_0 \begin{pmatrix} A_\mu \\ \varphi \\ \rho \end{pmatrix} = \begin{pmatrix} \partial_1 h_0 (A) \\ \varphi \\ 0 \end{pmatrix} + \begin{pmatrix} -\partial_\mu A_\lambda \\ v^2 \partial_\mu \varphi \\ (\Box - 2 \mu) \rho \end{pmatrix}.
$$

(2.50)
We claim that this equality holds for
\[ h_{-1}(E) \equiv \begin{pmatrix} (\mathcal{O}^{-1})_{\mu}^{\nu}(E_{\mu}), & 0 \\ 0 & 0 \end{pmatrix}, \quad h_{0}(A) = h_{0} \begin{pmatrix} A_{\mu} \\ \varphi \end{pmatrix} = -\varphi. \quad (2.51) \]

To check this, we note that (2.23) implies \((\mathcal{O}^{-1})_{\mu}^{\nu} v^\nu \partial_\mu \varphi = \partial_\mu \varphi\) so that
\[ (\mathcal{O}^{-1})_{\mu}^{\nu} (\partial_\mu A_\nu + v^\nu \partial_\mu \varphi) = -A_\mu + \partial_\mu \varphi, \quad (2.52) \]
giving the first component of (2.50). We next complete the definition of the projector to the chain complex and verify the homotopy relation. On gauge parameters we set \(p(\Lambda) = 0\) (as it should be since the projected theory has no gauge symmetries left), and so the homotopy relation requires
\[ (p - 1)(\Lambda) = -\Lambda = h_{0}(\partial_\mu \Lambda). \quad (2.53) \]

If follows immediately with (2.39) and (2.51) that this relation is satisfied. Finally, defining the projector on the space of field equations
\[ p(E) = E_{\mu}, \quad (2.54) \]
alogously to (2.47), i.e., picking out only \(E_{\mu}\), it is straightforward to verify that the homotopy relation holds provided we define the new homotopy map
\[ h_{-2}(G) = \begin{pmatrix} 0 \\ G \\ 0 \end{pmatrix} \quad (2.55) \]
from the space of Noether identities \(X_{-2}\) to the space of field equations \(X_{-1}\). We note, in particular, that it was crucial to introduce the space of Noether identities in order for the homotopy transfer to work consistently. However, this homotopy map will not be needed explicitly in what follows.¹

Let us now discuss the transported \(L_\infty\)-brackets on the projected space of the effective field theory. In order to determine the 2-bracket one uses the inclusion map to lift the arguments to the original space, then takes the 2-bracket there and finally projects back to the space of the effective theory. The first step yields with (2.44) and the inclusion (2.47)
\[ [\mathcal{I}(\rho), \mathcal{I}(\rho)] = \begin{pmatrix} 0 \\ 0 \\ -3!1! A \varphi \end{pmatrix}. \quad (2.57) \]

Thus, the transported 2-bracket reads
\[ [\rho, \rho] = p([\mathcal{I}(\rho), \mathcal{I}(\rho)]) = -3!1! A \varphi \quad (2.58) \]
where by a slight abuse of notation we denote by \([\cdot, \cdot]\) also the 2-bracket on the projected space. The upshot of all this is that the cubic couplings are simply obtained by setting \(A_{\rho}^{\mu} = 0\). Similarly, for the 3-bracket one finds [1]
\[ [\rho, \rho, \rho] = p([\mathcal{I}(\rho), \mathcal{I}(\rho), \mathcal{I}(\rho)]) + 3 p([\mathcal{I}(\mathcal{I}(\mathcal{I}(\rho)), \mathcal{I}(\rho))], \mathcal{I}(\rho)) \]
\[ = -3!1! A \varphi \quad (2.59) \]
using that \(h_{-1}\) (c.f. (2.51)) acting on (2.57) gives zero. Thus, homotopy transfer tells us that the action is obtained by setting \(A_{\rho}^{\mu} = 0\), in agreement with our field theory analysis.

We next turn to the case of integrating out the massive Higgs boson. Since above we have seen that, as was to be expected, the \(L_\infty\) formulation of integrating out fields works well in the presence of gauge symmetries we can now simplify by eliminating the gauge redundancy, say by fixing a gauge or by passing over to gauge invariant variables. In fact, the passing over to gauge invariant variables can also be interpreted as homotopy transfer [20]. In the present case this homotopy transfer is defined by the projection and inclusion maps
\[ p \begin{pmatrix} A_{\rho} \\ \varphi \end{pmatrix} = \begin{pmatrix} A_{\rho} - \partial_\rho \varphi \\ 0 \end{pmatrix}, \quad \mathcal{I} \begin{pmatrix} A_{\rho} \\ \varphi \end{pmatrix} = \begin{pmatrix} A_{\rho} \\ 0 \end{pmatrix}. \quad (2.60) \]

This satisfies the homotopy relation provided we define the homotopy map as in the second equation of (2.51), i.e., \(h(A) = -\varphi\). The homotopy transfer then yields the full theory written in the gauge invariant form (2.19). The upshot is that the chain complex has been reduced to two terms, the space of fields and the space of field equations, with the only differential acting between them being
\[ \partial A = \partial \begin{pmatrix} A_{\rho} \\ \varphi \end{pmatrix} = \begin{pmatrix} \partial_\rho F_{\rho}^{\mu} + v^\nu A_{\rho}^{\nu} \\ -D \varphi \end{pmatrix}. \quad (2.61) \]
where we recall the notation \(D = 2\mu - \Box\). The \(L_\infty\) brackets on this reduced chain complex follow in the obvious fashion from (2.44), (2.45), e.g., the 2-bracket reads
\[ [A_{\rho}, A_{\rho}] = \begin{pmatrix} -2v(\rho_{1} A_{\rho}^{\mu} + \rho_{2} A_{\rho}^{\mu}) \\ -2v A_{\rho}^{\mu} A_{\rho}^{\nu} A_{\rho}^{\nu} \end{pmatrix}, \quad (2.62) \]
which we wrote for general (non-diagonal) arguments using the polarization identity (2.46).

Let us then inspect the homotopy transfer that corresponds to integrating out the Higgs boson, starting from this reduced \(L_\infty\)-algebra. The projection and inclusion are
\[ p \begin{pmatrix} A_{\rho} \\ \varphi \end{pmatrix} = A \quad \mathcal{I}(A) = \begin{pmatrix} A_{\rho} \\ 0 \end{pmatrix}. \quad (2.63) \]

¹ As a side remark we note that the detailed formulation of the homotopy transfer is not unique. For instance, we can truncate only \(A_{\mu}\) and keep \(\varphi\) but modify the inclusion map:
\[ p \begin{pmatrix} A_{\rho} \\ \varphi \end{pmatrix} = \begin{pmatrix} \varphi \\ \varphi \end{pmatrix}, \quad \mathcal{I} \begin{pmatrix} \varphi \\ \varphi \end{pmatrix} = \begin{pmatrix} \varphi \\ \varphi \end{pmatrix}. \quad (2.64) \]
The homotopy relations are then satisfied with only the first homotopy map in (2.51), as follows with the same computation (2.52).
and the homotopy relations are obeyed upon choosing the following homotopy map

\[ h(E) = \begin{pmatrix} 0 \\ D^{-1} E\rho \end{pmatrix}, \quad (2.64) \]

which follows as above. The transported 2-bracket on the projected space of only massive gauge bosons \( A \) then becomes

\[ [A, A] = p \left( [i(A), i(A)] \right) = p \left( \begin{pmatrix} A \\ \rho \end{pmatrix} \cdot \begin{pmatrix} A \\ 0 \end{pmatrix} \right) = p \begin{pmatrix} 0 \\ -2vA^\mu A_\mu \end{pmatrix} = 0, \quad (2.65) \]

where we used (2.62). We find that the transported 2-bracket vanishes. This means that there are no cubic couplings, which is in agreement with our field theory result (2.36). Next, we can compute the transported 3-bracket as in (2.59), using (2.62) and that the original 3-bracket (2.45) vanishes upon setting \( \rho = 0 \):

\[ [A, A, A] = 3p \left( [h([i(A), i(A)]), i(A)] \right) = 3p \left( \begin{pmatrix} h \\ -2vA^\mu A_\mu \end{pmatrix} \cdot \begin{pmatrix} A \\ 0 \end{pmatrix} \right) = 3p \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} = 12v^2D^{-1}(A^\mu A_\mu)A_\mu. \]

This 3-bracket in turn determines the quartic action according to (2.43).

\[ \mathcal{L}_{\text{quartic}} = \frac{1}{4!} (A, [A, A, A]) = \frac{1}{2} v^2 A^\mu A_\mu D^{-1} (A^\nu A_\nu). \quad (2.67) \]

This agrees with the quartic couplings induced by the standard field theory procedure of integrating out the Higgs, c.f. (2.35). We have thus confirmed that integrating out massive fields in field theory (be it in presence of gauge redundancies or not) is completely captured by the algebraic procedure of homotopy transfer.

3. Zero Modes and Homotopy Transfer

3.1. General Discussion

In this section we briefly discuss the issue of zero-modes in the \( L_\infty \) language, and the consistency conditions that a truncation of these zero modes must obey in order to lead to a consistent field theory formulated in terms of an \( L_\infty \)-algebra. As discussed in section 2.1, the issue of zero modes of ‘kinetic operators’ of fields to be integrated out (such as \( \partial \) appearing in the previous section) arises as follows: in order to define the homotopy maps the inverse of \( \partial \) is needed, but if \( \partial \) has a non-trivial kernel then the inverse does not exist.

In the \( L_\infty \) language, recall that the free equations of motion read \( \partial A = 0 \) for \( A \in X_0 \), with pure gauge solutions \( A = \partial A \) for \( A \in X_\infty \). Hence, pure gauge solutions are trivial in the homology \( H(X) \) of the 1-bracket \( \partial \), and the non-trivial elements of \( H(X) \) at degree zero are exactly the non-trivial solutions of \( \partial A = 0 \) modulo gauge transformations. These include both the on-shell states and the constant modes discussed in section 2.1. Therefore, in Lorentzian signature the homology \( H(X) \) encodes the spectrum of physical degrees of freedom.

In order to understand the significance of this observation we recall that homotopy transfer has the characteristic property of preserving the homology of the underlying chain complex. This means that two theories related by homotopy transfer should have the same homology and hence the same physical spectrum. As the original theory and effective field theory in general have different spectra, the relation between them cannot be precisely that of homotopy transfer. This is also true in Euclidean signature in general, where despite the absence of physical on-shell states there could still be zero-modes of the third kind discussed in section 2.1, i.e. constant or harmonic fields. We now turn to discuss the precise relationship.

We introduce a projector \( P : X \rightarrow X \) on \( X \) that, when restricted to \( X_0 \), annihilates the fields that are to be integrated out. We require that it commutes with \( \partial \) and this will then restrict the action of \( P \) on the other spaces \( X \) to also project out the associated gauge parameters, equations of motion etc., as was seen in the examples of the previous section. This may not fix \( P \) uniquely, but for the moment we take any \( P \) satisfying these requirements. The complex \( X \) then splits into a direct sum

\[ X = PX \oplus (1 - P)X, \quad (3.1) \]

and the homology \( H(X) \) splits similarly,

\[ H(X) = H(PX) \oplus H((1 - P)X). \quad (3.2) \]

Consider now the case in which the homology of the sector to be integrated out is non-trivial, \( H((1 - P)X) \neq 0 \). Then, \( X \) and \( PX \) have different homologies, so there exists no homotopy map \( h : X \rightarrow X \) satisfying the homotopy relation \( P = 1 + h\delta + \delta h \). Therefore, homotopy transfer cannot be used to produce an \( L_\infty \)-algebra structure on the subspace \( PX \) of effective degrees of freedom.

To construct an effective field theory on \( PX \) through homotopy transfer, we look for a way to eliminate the homology \( H((1 - P)X) \) in a consistent way. In field theory language, this requires that the truncation of zero modes is a “consistent truncation” in the usual physical sense: solutions of the truncated theory must also be solutions of the full theory. This criterion has a natural analogue in the language of \( L_\infty \)-algebras.

Let us then make a small detour and discuss this natural consistency criterion in the \( L_\infty \)-algebra language. Let \( (Z, \partial_Z, \ldots) \) be an \( L_\infty \)-algebra and \( Y \) a subcomplex of \( Z \). We call \( Y \) a consistent \( L_\infty \) truncation of \( Z \) if two criteria are met:

1. \( Y \) should carry an \( L_\infty \) structure; and
2. there exists an injective morphism of \( L_\infty \)-algebras \( E : Y \rightarrow Z \).

An injective \( L_\infty \) morphism takes the form

\[ E = \iota + \ldots, \quad (3.3) \]
where the linear map \( r : Y \rightarrow Z \) is an inclusion of \( Y \) in \( Z \), and the omitted terms are multilinear maps from \( Y \) to \( Z \) (see e.g. [[1], section 2.1]). \( Y \) is then a subspace of \( Z \) but in general is not a subalgebra of \( Z \), as the brackets will in general be different from the ones that would be inherited from \( Z \). However in the special case in which the morphism is the inclusion map, \( E = r \), \( Y \) is a subalgebra of \( Z \). Indeed, when \( E = r \) the condition that \( E \) is a morphism is equivalent to the closure of the \( L_\infty \)-brackets of \( Z \) on the subspace \( Y \). In the field theory language, the first requirement is just the fact that the truncated theory is consistent by itself, and the second requirement is the \( L_\infty \) translation of what we refer to as “consistent truncation” in the following. It should be emphasized that this use of consistent truncation may deviate from a direct interpretation that views a truncation as setting to zero a subset of fields or modes. Here we allow for a more general interpretation in which such modes are not necessarily set to zero but may instead be (generally non-linear) functions of the modes that are kept, such that any solution of the “truncated” theory up-lifts to a solution of the full theory. (While perhaps somewhat unconventional this use of consistent truncation is standard in the context of Kaluza-Klein truncations, for instance.) Indeed, a morphism \( E \) of \( L_\infty \)-algebras carries solutions to the \( L_\infty \)-Maurer-Cartan equation (2.42) (modulo gauge transformations) for the truncated algebra \( Y \) to solutions of the \( L_\infty \)-Maurer-Cartan equation for the original algebra \( Z \) (see e.g. [[22], Theorem 7.8]). This is easy to see in the case of no interactions, where the only brackets are the 1-brackets \( \partial_x \) and \( \partial_{t^i} \); then \( E = r \) and the morphism condition reads

\[
\partial_x r = \partial_x r_0 I,
\]

from which we see that if \( \psi \in Y_0 \) solves \( \partial_t \psi = 0 \), then \( \psi \in Z_0 \) solves \( \partial_x \psi = 0 \).

We now return to the construction of effective theories. Starting from the \( L_\infty \)-algebra on \( X \) for the full theory, we will sketch two ways of eliminating the homology of \( (1 - P)X \) to construct an effective theory on \( PX \). We begin by identifying the homology \( H(X) \) with a linear subspace of \( X \). This requires a non-canonical choice of representatives, like a gauge choice, in order to define an injective linear map \( i : H(X) \rightarrow X \) satisfying \( \psi i = 1_{H(X)} \), where \( \psi(x) = [x] \) is the canonical map from \( X \) to \( H(X) \) mapping \( x \) to its equivalence class \([x] \). This condition simply says that a homology class \( c \in H(X) \) is mapped to an element \( i(c) \in X \) that indeed belongs to the class \( c \). This then defines a projector

\[
\Pi = i \circ \psi,
\]

such that we have the following identification between \( H(X) \) and the linear subspace

\[
\Pi X \cong H(X).
\]

The projector property \( \Pi^2 = \Pi \) follows from \( \psi i = 1_{H(X)} \). The injection \( i \) is a splitting of the exact sequence

\[
0 \rightarrow \text{im} \partial \rightarrow X \rightarrow H(X) \rightarrow 0.
\]

The projector \( \Pi \) yields the direct sum \( X = \Pi X \oplus (1 - \Pi)X \). It satisfies \( \partial \Pi = \Pi \partial = 0 \), and we will also assume \( \Pi \) commutes with \( P \).

We now present our first way of obtaining an \( L_\infty \) structure on \( PX \). Our first step retains the homology of \( (1 - P)X \). We define the projector

\[
\hat{P} = P + (1 - P)\Pi.
\]

The resulting subspace \( \hat{P}X \) is bigger than \( PX \), and we have

\[
H(\hat{P}X) = H(X).
\]

Therefore, homotopy transfer from \( X \) to \( \hat{P}X \) is possible [[1], section 5.1], and this corresponds to integrating out the non-zero modes in \((1 - P)X \) only. As a second step, it is necessary to check whether the truncation from \( \hat{P}X \) to \( PX \) is consistent (in the sense described above with \( Z = \hat{P}X \) and \( Y = PX \)). If it is consistent, this leads to an \( L_\infty \)-algebra structure on \( PX \). If it is not, we only obtain an \( L_\infty \) structure on \( PX \). While the first step is always possible, this second step (the existence of a consistent truncation) must be analysed on a case-by-case basis: in general, the zero-modes of the fields to be integrated out must be kept and can lead to the various effects discussed in section 2.1. This is the strategy that we employ in sections 6 and 3.2.

In our second way of obtaining an \( L_\infty \) structure on \( PX \), we first attempt to truncate the homology of \( (1 - P)X \). The relevant projector is

\[
\overline{P} = 1 - \Pi(1 - P)\,,
\]

which only projects out \( H((1 - P)X) \), and we have

\[
H(\overline{P}X) = H(PX).
\]

Provided this is a consistent \( L_\infty \) truncation of \( X \) (in the sense described above with \( Z = X \) and \( Y = \overline{P}X \)), one can now use homotopy transfer from \( \overline{P}X \) to \( PX \) to construct an effective theory on \( PX \).

Let us reiterate that this issue of zero-modes is not specific to the \( L_\infty \) language but already exists in the field theory setting. In the following subsection we will illustrate this with an example in which the zero modes can be separated explicitly, both in field theory and in the \( L_\infty \) formulation.

### 3.2. Antisymmetric Tensor Gauge Fields on a Compact Riemannian Manifold

An illustrative example is provided by \( r \)-form gauge fields on a compact Riemannian manifold without boundary \( \mathcal{M} \), where the zero-modes are given by harmonic forms.

\[\text{The first of those follows from } \partial \psi = 0, \text{ which holds since each representative of a homology class is closed. The second follows from } i \psi \partial = 0, i \partial i = 0.\]
Short review of Hodge theory: Let us start with a short review of relevant facts in Hodge theory in order to be self-contained and fix our notation (see e.g. [25], section 7.9) for an accessible introduction. The standard inner product for $r$-forms is

$$ (\alpha, \beta) \equiv \int_M \alpha \wedge (\ast \beta) \quad (3.12) $$

and it is positive-definite in Euclidean signature, i.e. $(\alpha, \alpha) \geq 0$ for all $\alpha$ in $\Omega^r(M)$ with equality iff $\alpha = 0$. The adjoint $d^\dagger$ to $d$ is defined by

$$ (d\beta, \alpha) = (\beta, d^\dagger \alpha). \quad (3.13) $$

It reads explicitly $d^\dagger = (-1)^{mr+1} \ast d \ast$ when acting on $r$-forms, with $m = \dim M$, and satisfies $(d^\dagger)^2 = 0$ just like $d$. The Laplacian is then

$$ \Delta = dd^\dagger + d^\dagger d \quad (3.14) $$

and a form $\omega$ is harmonic if

$$ \Delta \omega = 0. \quad (3.15) $$

The set of harmonic forms is denoted by $\text{Harm}'(M)$. In Euclidean signature, a form is harmonic if and only if it is both closed, $d\omega = 0$, and co-closed, $d^\dagger \omega = 0$. One direction follows immediately from (3.14), and the other follows from the identity

$$ (\omega, \Delta \omega) = (d\omega, d\omega) + (d^\dagger \omega, d^\dagger \omega) \quad (3.16) $$

together with the positive-definiteness of the inner product.

The Hodge decomposition theorem states that the vector space $\Omega^r(M)$ of $r$-forms can be decomposed as

$$ \Omega^r(M) = d\Omega^{r-1}(M) \oplus d^\dagger \Omega^{r+1}(M) \oplus \text{Harm}'(M), \quad (3.17) $$

i.e. any $r$-form $\alpha$ can be written uniquely as the sum of an exact form, a coexact form and a harmonic form:

$$ \alpha = d\Lambda + d^\dagger \beta + A_0 \quad (3.18) $$

for some $\Lambda \in \Omega^{r-1}(M)$, $\beta \in \Omega^{r+1}(M)$ and $A_0 \in \text{Harm}'(M)$. Here, ‘uniquely’ means that the $r$-forms $d\Lambda$ and $d^\dagger \beta$ are unique; this is of course not the case for $\Lambda$ and $\beta$ themselves, which are only defined up to an exact (resp. coexact) form. This decomposition is orthogonal with respect to the inner product (3.12).

It turns out that the vector space $\text{Harm}'(M)$ is in fact finite-dimensional and the dimension of this space, the number of linearly independent harmonic $r$-forms, is exactly the $r$'th Betti number $b_r$. We shall restrict ourselves to cases in which this is non-zero. This is because each de Rham cohomology class has a unique harmonic representative, so that

$$ \text{Harm}'(M) \cong H^r(M) \quad (3.19) $$

(Hodge’s theorem) and in particular $\dim \text{Harm}'(M) = \dim H^r(M) \equiv b_r$.

We use the notation $\overline{\text{Harm}}(M) = d\Omega^{r-1}(M) \oplus d^\dagger \Omega^{r+1}(M)$ for the complement of $\text{Harm}'(M)$, which is infinite-dimensional. Using the Hodge decomposition (3.18), one sees that the image of the Laplacian is contained in $\overline{\text{Harm}}(M)$, since $\Delta \Lambda = (d(d^\dagger A) + d^\dagger (dA))$ by (3.14). The restriction of the Laplacian to this space is then well-defined, and we denote it by

$$ \Delta' : \overline{\text{Harm}}(M) \to \overline{\text{Harm}}(M). \quad (3.20) $$

While the full Laplacian $\Delta : \Omega^r(M) \to \Omega^r(M)$ is in general not invertible due to the existence of harmonic forms, the operator $\Delta'$ is invertible.

We now use the operator $(\Delta')^{-1}$ to realise the decomposition (3.18) more explicitly. Let us call $\Pi$ the projector onto harmonic $r$-forms,

$$ \Pi : \Omega^r(M) \to \text{Harm}'(M) : \omega \mapsto \Pi \omega. \quad (3.21) $$

We decompose $\omega$ into

$$ \omega = \omega_0 + \omega', \quad (3.22) $$

where $\omega_0$ is harmonic and $\omega'$ is in $\overline{\text{Harm}}(M)$. Now acting with $\Delta$ gives

$$ \Delta \omega = \Delta \omega_0 = \Delta' \omega', \quad (3.23) $$

and as $\Delta'$ is invertible on $\text{Harm}'(M)$ we have

$$ \omega' = (\Delta')^{-1} \Delta \omega. \quad (3.24) $$

But this is also $(1 - \Pi)\omega$, so we conclude that the projector $\Pi$ is

$$ \Pi = 1 - (\Delta')^{-1} \Delta. \quad (3.25) $$

As the image of $\Delta$ is in $\overline{\text{Harm}}(M)$, this is well-defined. Lastly, since $\omega' \in \overline{\text{Harm}}(M)$ we can write

$$ \omega' = \Delta(\Delta')^{-1} \omega' = d(d^\dagger(\Delta')^{-1} \omega') + d^\dagger(d(\Delta')^{-1} \omega') \quad (3.26) $$

and this finishes the Hodge decomposition $\omega = d\Lambda + d^\dagger \beta + \omega_0$ of $\omega$: using the projector $\Pi$ defined in (3.25), on can take $\omega_0 = \Pi \omega$, $\Lambda = d(\Delta')^{-1}(1 - \Pi)\omega$ and $\beta = d(\Delta')^{-1}(1 - \Pi)\omega$.

A field theory model: We now turn to $r$-form gauge fields on $M$. We introduce an $r + 1$ form field strength $F$ which is closed,

$$ dF = 0. \quad (3.27) $$

The free action is given by

$$ S_0 = \frac{1}{2} \langle F, F \rangle. \quad (3.28) $$

Then by the Hodge decomposition theorem $F$ has a unique decomposition as

$$ F = dA + F_0 \quad (3.29) $$

where $A$ is a globally defined $r$-form and $F_0$ is a harmonic $r + 1$ form. $F_0$ determines the cohomology class $[F]$ of $F$ and then
the theory is parameterised by the globally defined $r$-form $A$. The action is now

$$S_0 = \frac{1}{2}(dA, dA) + \frac{1}{2}(F_\phi, F_\phi)$$  \quad (3.30)

and $(F_\phi, F_\phi)$ is a constant depending only on the cohomology class $[F]$. There is a gauge symmetry

$$\delta A = d\Lambda$$  \quad (3.31)

and the field equation for $A$ is

$$d' dA = 0.$$  \quad (3.32)

The gauge symmetry is $(r-1)$-stage reducible, so that there are "gauge symmetries for gauge symmetries". Indeed, the variation $\delta A = d\Lambda$ leaves $\delta A$ invariant, and the variation $\delta \lambda = d\rho$ leaves $\delta \lambda$ invariant, and so on. The form degree of the gauge-for-gauge parameters is reduced by one at each stage, so that this chain eventually terminates with a scalar parameter (see diagram (3.47) below). This implies some subtleties upon gauge-fixing which we will discuss briefly below.

Now, since $A$ is a globally defined form, we can use the Hodge decomposition theorem and write

$$A = d\Lambda + d' \beta + A_0$$  \quad (3.33)

for some $\Lambda \in \Omega^{r-1}(\mathcal{M})$, $\beta \in \Omega^{r-1}(\mathcal{M})$ and $A_0 \in \text{Harm}'(\mathcal{M})$. Then the field equation implies that $d' \beta = 0$: indeed, it reduces to

$$d' dA = d' dd' \beta = \Delta(d' \beta) = 0$$  \quad (3.34)

since $d\Lambda$ and $A_0$ are closed and $d' \beta$ is co-closed. This says that $d' \beta$ is harmonic, and therefore it must be zero (in the decomposition (3.33), the harmonic part of $A$ is only contained in $A_0$). Therefore, the general solution of the field equation is

$$A = d\Lambda + A_0 \quad \Delta A_0 = 0.$$  \quad (3.35)

Thus the solutions are harmonic forms modulo gauge transformations and the space of solutions is then the space of cohomology classes of harmonic forms. However, each cohomology class has a unique harmonic representative so that the space of solutions is precisely the de Rham cohomology space $H^r(\mathcal{M})$.

We can now enlarge this model by introducing further fields, denoted generically by $\phi$, with the action

$$S = \frac{1}{2}(dA, dA) + S_\phi + (A, J)$$  \quad (3.36)

with general solution

$$A' = -(\Delta')^{-1} J' + d\Lambda.$$  \quad (3.37)

$\phi$  \quad (3.38)

where

$$A_0 = \Pi A \in \text{Harm}'(\mathcal{M})$$  \quad (3.39)

is the harmonic part of $A$ and

$$A' = (1-\Pi) A \in \text{Harm}'(\mathcal{M}).$$  \quad (3.40)

The action then becomes

$$S = \frac{1}{2}(dA', dA') + S_\phi + (A', J') + (A_0, J_0)$$  \quad (3.41)

where we have used the orthogonality of the Hodge decomposition, the fact that $A_0$ is closed since it is harmonic, and defined

$$J_0 = \Pi J, \quad J' = (1-\Pi) J.$$  \quad (3.42)

Note that the field $A'$ has a kinetic term, while the zero-mode part $A_0$ only appears as a Lagrange multiplier imposing the constraint $J_0(\phi) = 0$ on the fields $\phi$. The equation of motion for $A'$ reads

$$d' dA' + J' = 0,$$  \quad (3.43)

with general solution

$$A' = -(\Delta')^{-1} J' + d\Lambda.$$  \quad (3.44)

So, $A'$ is determined in terms of $J'$ only up to a gauge transformation, as expected: because of the gauge symmetry, the kinetic operator $d' d$ appearing here is not invertible. Reinserting the general solution (3.44) into the action, the $\Lambda$ contributions drop out as a consequence of gauge invariance, leaving

$$\hat{S} = S_\phi - \frac{1}{2}(J', (\Delta')^{-1} J') + (A_0, J_0)$$  \quad (3.45)

where one must use $d' J' = 0$ and the fact that $\Delta'^{-1} \Delta' = 1$ with $d$ and $d'$. In the following we will briefly explain how to obtain this, first, via homotopy transfer and, second, via a careful BV-BRST analysis using gauge fixing.

**Homotopy transfer:** We will now realize the integrating out of $A'$ as homotopy transfer. The underlying chain complex for the $r$-form gauge fields reads

$$0 \rightarrow \Omega^2 \overset{d}{\rightarrow} \Omega^1 \overset{d}{\rightarrow} \cdots \overset{d}{\rightarrow} \Omega^{r-1} \overset{d}{\rightarrow} \Omega^r \overset{d' d}{\rightarrow} \cdots \rightarrow 0,$$  \quad (3.46)

1 A formal proof proceeds as follows. From the definition of the Laplacian (3.14) it immediately follows that $d\alpha = d\delta\alpha$, and therefore $d\Delta' = \Delta' d$ using the Hodge decomposition theorem. Acting on $\Delta' (\Delta')^{-1} d = \delta d'$ from the left and the right we have $d\Delta' (\Delta')^{-1} = \Delta' (\Delta')^{-1} d$ and so

$$\Delta' (\Delta')^{-1} = \Delta' (\Delta')^{-1} d.$$  \quad (3.47)

which implies $d(\Delta')^{-1} = (\Delta')^{-1} d$. The same holds for $d'$. 

where, as above, $\Omega^p$ denotes the space of $p$-forms. Here, $\Omega^r$ is interpreted as the space of $r$-form gauge fields but also as the space of its $r$-form field equations. Furthermore, the $\Omega^i$ for $i \leq r - 1$ are interpreted as the space for gauge parameters, gauge for gauge parameters, etc., on the left half of the diagram, while they are interpreted as the spaces of Noether identities, Noether for Noether identities, etc., on the right half of the diagram. Thus, in terms of our $L_\infty$ conventions, the chain complex $(X, \partial)$ is defined by

$$\begin{array}{ll}
i \geq 1 : & X_i = \Omega^{r-i}, \quad \partial = d, \\
i = 0 : & X_0 = \Omega^r, \quad \partial = d'd, \\
i \leq -1 : & X_i = \Omega^{r+i+1}, \quad \partial = d'.
\end{array}$$

(3.48)

Note, in particular, this is not the usual de Rham complex, as the differentials are only on the left half of the diagram given by the de Rham differential. Nevertheless, the above differential obeys $\partial_i \partial_{i+1} = 0$ for all $i$, as a consequence of $d^2 = 0$ and $(d')^2 = 0$.

In order to formulate homotopy transfer we first define the projector $p : X \to \bar{X}$ for an arbitrary form $\omega$ in the above complex as

$$p(\omega) \equiv \Pi(\omega) = \omega_0,$$

(3.49)

where, as above, $\omega_0$ denotes the harmonic part. The inclusion $i : \bar{X} \to X$ is trivial, just viewing a harmonic form as an element of the space of general forms. We then have $p \circ i = 1_\bar{X}$. On the other hand,

$$(p-1)(\omega) = -(1 - \Pi)\omega = -\omega',$$

(3.50)

and we now have to define homotopy maps $h_i : X_i \to \bar{X}_{i+1}$, so that the homotopy relations are obeyed. These maps are given by

$$h_i = - (\Delta')^{-1} d'$$

for $i = 0, 1, 2, \ldots$,  

$$h_{-1} = -(\Delta')^{-1} (1 - \Pi),$$

$$h_i = - (\Delta')^{-1} d$$

for $i = -2, -3, -4, \ldots$.

Note that $(\Delta')^{-1}$ is always well-defined, since both $d$ and $d'$ map into the space of non-zero modes and since for $h_{-1}$ the projector $(1 - \Pi)$ onto the space of non-zero modes was inserted. We now verify the homotopy relation acting on $\omega \in X_i$ for $i \geq 1$, in which case $\partial = d$ and $h = -(\Delta')^{-1} d'$:

$$\partial(\omega h) + h(\partial \omega) = d( - (\Delta')^{-1} d' \omega) - (\Delta')^{-1} d' d \omega,$$

(3.52)

$$= - (\Delta')^{-1} (d d' + d' d) \omega,$$

$$= - (\Delta')^{-1} \Delta \omega,$$

$$= - (\Delta')^{-1} \Delta' \omega',$$

$$= - \omega',$$

where we used that $d$ and $(\Delta')^{-1}$ commute. This agrees with (3.50) and we have verified the homotopy relation on $X_i$ for $i \geq 1$. For $\omega \in X_i$ with $i \leq -2$, in which case $\partial = d'$ and $h = -(\Delta')^{-1} d'$,

the proof is precisely analogous. Special care is required for the borderline cases $X_0$ and $X_{-1}$. For $\omega \in X_0$ we have

$$\partial_i (h_i \omega) + h_{-1} \partial \omega = d( - (\Delta')^{-1} d' \omega) - (\Delta')^{-1} (1 - \Pi) d' d \omega,$$

$$= - (\Delta')^{-1} \Delta' \omega',$$

$$= - \omega',$$

where we used that $(1 - \Pi)$, which projects onto the non-zero modes, acts as the identity on $d' d \omega$. This establishes the homotopy relation on $X_0$. The proof of the homotopy relation on $X_{-1}$ is similarly straightforward, thereby completing the proof that the projector (3.49) onto harmonic forms together with (3.51) defines a homotopy transfer.

Having shown that the projection to harmonic forms (zero modes) can be interpreted as homotopy transfer we now sketch how to obtain from this the effective action (3.45) obtained after integrating out $A'$. We first note that the chain complex has to be extended by the extra fields $\Phi$, together with their gauge parameters, etc., if present. We denote the fields collectively by $A = (A, \Phi)$. Consider, for simplicity, the case where the current $J$ is bilinear in $\Phi$. We then have a 2-bracket $[A, A]$ on fields whose projection onto the $r$-form part is given by $-2J$, so as to match the dictionary (2.42) and to yield the cubic couplings $(A, J)$ in the action. The projection on the full field space is given by $p(A) = \bar{A} = (A_0, \Phi)$ (together with a suitable extension to the full chain complex). We recall that the homotopy transported 2-bracket is given by

$$\{A, \bar{A}\} = p(t(A), i(\bar{A})),$$

(3.54)

where $p$ projects onto the harmonic part. This implies that the current is projected onto the harmonic part, so that the cubic couplings reduce to $(J_\Phi, A_0)$, as expected from (3.45). Similarly, there will be an induced quartic coupling encoded in the transported 3-bracket, in precise analogy to the models in the previous section (see the discussion starting with (2.66)).

**BV-BRST analysis:** In order to integrate out $A'$ in the path-integral formalism, we must gauge-fix the gauge symmetry. The most convenient for our purposes is to use the Gaussian gauge-fixing term $\frac{1}{2}\langle d'A', d'A' \rangle$, which gives the kinetic term

$$\frac{1}{2}\langle d'A', d'A' \rangle + \frac{1}{2}\langle d' d'A', d' d'A' \rangle = \frac{1}{2}\langle A', d' d'A' \rangle + \frac{1}{2}\langle A', d' d'A' \rangle,$$

(3.55)

$$= \frac{1}{2}\langle A', \Delta' A' \rangle,$$

(3.56)

where $A_0$ again drops out since it is co-closed. The action (3.41) then becomes

$$S_{gf} = \frac{1}{2}\langle A', \Delta' A' \rangle + S_\Phi + \langle A', J' \rangle + (A_\Phi, J_\Theta) + S_{ghost},$$

(3.57)

where $S_{ghost}$ is the action for the whole spectrum of ghosts (including extraghosts, ghosts-for-ghosts etc.) necessary to properly

---

Note: This follows from the Hodge decomposition theorem: the form $d'(d\omega)$ is coexact and therefore has no harmonic component, so $\Pi d'd\omega = 0$. 

---
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implement this gauge-fixing procedure in the case of a reducible theory. For example, in the case \( r = 2 \) one has two one-form ghosts \( C, \bar{C} \) of degree 1 and \(-1\), and three scalar (0-form) ghosts \( c, \bar{c}, \eta \) of degree 2, \(-2\) and 0 (see e.g. [22] or [26] where this example is treated in detail). The ghost action then simply reads

\[
S_{\text{ghost}} = \frac{1}{2} \langle \bar{c}, \delta c \rangle + \frac{1}{2} \langle c, \delta \bar{c} \rangle + \frac{1}{2} \langle \eta, \delta \eta \rangle \tag{3.58}
\]

with invertible kinetic operators for all the fields. In these models, they are decoupled from all the other fields (this would not be the case if the gauge symmetry were non-abelian or would only close off-shell, for example).

Now, the equation of motion for \( A' \) simply reads \( \delta A' + J' = 0 \), with unique solution \( A' = -(\delta \eta)^{-1} J' \). Plugging this solution back into the action then gives the effective action

\[
\hat{S} = S_0 - \frac{1}{2} \langle J'(\delta \eta)^{-1} J' \rangle + (A_0, J_0) \tag{3.59}
\]

where we also integrated out the corresponding ghost sector, which in this case simply corresponds to setting them all to zero.

This coincides with the result (3.45) obtained previously, as it should. This action still contains the zero-modes \( A_0 \). As mentioned above, they appear as a Lagrange multiplier imposing the constraint

\[
J_0(\phi) = 0 . \tag{3.60}
\]

Of course, if the specific form of \( J \) is such that this is identically satisfied, then the last term of (3.59) is absent and \( A_0 \) simply drops out from the action.

**Truncating zero-modes and homotopy transfer.** Let us now make the link with the notation of section 3.1.

When attempting to integrate out \( A \) in its entirety from action (3.36), or its gauge-fixed version (3.57), the projector \( P \) acts as

\[
PA = 0 , \quad PP = \phi , \quad PC = 0 \tag{3.61}
\]

where \( C \) denotes any of the ghost fields. Then, the projector \( \hat{P} = P + (1 - P) \Pi \) acts as

\[
\hat{P}A = A_0 , \quad \hat{P} \phi = \phi , \quad \hat{P}C = C_0 \tag{3.62}
\]

i.e. projects out \( A', C' \) but keeps the zero-modes of the sector to be integrated out. As shown above (where indeed \( \psi = \hat{P}J \)), homotopy transfer then produces the \( L_{\infty} \) algebra of the action \( \hat{S} \) of (3.45), where \( A_0 \) still appears since the homology did not change.

Now, if \( J_0 = 0 \) identically, the zero-modes \( A_0 \) drop out from the action and they can be consistently truncated out in the sense of section 3.1, leading to a compatible \( L_{\infty} \)-algebra structure on \( PX \) with morphism \( E \) given by the natural inclusion. If \( J_0 \neq 0 \), however, setting \( A_0 = 0 \) is inconsistent. This illustrates the fact that, while homotopy transfer to \( \hat{P}X \) is always possible, the consistency of the truncation of zero-modes depends on the precise theory at hand.

Lastly, the projector \( \tilde{P} = 1 - \Pi(1 - P) \) of section 3.1 acts as

\[
\tilde{P}A = A' , \quad \tilde{P} \phi = \phi , \quad \tilde{P}C = C' \tag{3.63}
\]

i.e. it only projects out the zero-modes \( A_0, C_0 \) of the sector to be integrated out. Again, when \( J_0 = 0 \) there is an \( L_{\infty} \)-algebra structure on \( \tilde{P}X \) which is a consistent truncation, corresponding to the action (3.41) without the last term. Homotopy transfer can then be used to integrate out \( A', C' \) and produce the \( L_{\infty} \)-structure on \( PX \).

### 4. Closed Strings on a Torus

In this section we briefly review some general facts about string theory in toroidal backgrounds, establishing our notation. We follow the textbook [27]; our formulas agree with those given there if we set \( h = 1, a' = 2 \). Our conventions are also compatible with those of the paper [11].

Consider the closed bosonic string propagating in a target space metric that is the direct product of \( n \)-dimensional Minkowski space with a \( d \)-dimensional torus, with constant target space metric \( G_{ij} \) and vanishing \( B \)-field. The classical worldsheet action with worldsheet metric \( \gamma_{\alpha \beta} \) and coordinates \( \sigma^\alpha = (t, \sigma) \) then reads

\[
S = -\frac{1}{8\pi} \int_0^{2\pi} d\sigma \int d\tau \sqrt{\gamma} \gamma^\alpha_{\beta \gamma} \partial_t X^\gamma \partial^\beta X^\gamma G_{\gamma \delta} , \tag{4.1}
\]

where \( \sigma \) has period \( 2\pi \).

\[
\sigma \sim \sigma + 2\pi . \tag{4.2}
\]

We then split indices and the embedding scalars \( X: \Sigma \rightarrow T^d \times \mathbb{R}^a \) according to

\[
X^i = \{ X^\alpha, X^a \} , \quad i = 0, 1, \ldots, 25 , \quad a = 1, 2, \ldots, d , \tag{4.3}
\]

where \( X^\alpha \) are the Minkowski coordinates and \( X^a \) are the toroidal coordinates, subject to the periodicity

\[
X^a \sim X^a + 2\pi . \tag{4.4}
\]

Note that the \( X^i \) are dimensionless in our conventions. The \( (d + n) \)-dimensional spacetime metric \( G \), which encodes in particular all information of the torus geometry including physical lengths, has the block diagonal decomposition

\[
G_{ij} = \begin{pmatrix} \eta_{\alpha \beta} & 0 \\ 0 & G_{ab} \end{pmatrix} . \tag{4.5}
\]

Here \( \eta_{\alpha \beta} \) is the Minkowski metric and \( G_{ab} \) is the torus metric (where, in our convention, the rectangular torus at the self-dual radius corresponds to \( G_{ab} = 2\delta_{ab} \)).

We now turn to the quantisation of this theory, assuming a Euclidean worldsheet metric, and using radial quantisation with the usual holomorphic coordinate

\[
z = \exp(\tau - i\sigma) , \tag{4.6}
\]
where \( t \) is Euclidean time.\(^5\) The embedding scalars \( X^i = X^i(z, \bar{z}) \) decompose into holomorphic and anti-holomorphic parts,
\[
X^i(z, \bar{z}) \equiv X^i(z) + \bar{X}^i(\bar{z}),
\]
which may be expanded into modes as follows
\[
X^i(z) \equiv x^i - i \log(z) a^i_0 + i \sum_{n \neq 0} \frac{1}{n} a^i_n, \quad \bar{X}^i(\bar{z}) \equiv \bar{x}^i - i \log(\bar{z}) \bar{a}^i_0 + i \sum_{n \neq 0} \frac{1}{n} \bar{a}^i_n.
\]
As usual, the operator
\[
i\partial X^i(z) = \sum_n z^{-i} \frac{\alpha^i_n}{z^n}
\]
is a conformal primary of conformal weights \( h = 1, \bar{h} = 0 \). The oscillators \( \alpha^i_n \) satisfy the commutation relations
\[
[a^i_n, a^j_m] = mg^{ij} \delta_{m+n}, \quad m, n \in \mathbb{Z},
\]
and the antiholomorphic oscillators \( \bar{a}^i_n \) satisfy similar relations.

We choose conformal gauge and introduce the usual commutator relations between the Virasoro generators and the oscillators:
\[
\{b^i_m, c_n\} = \delta_{m+n}.
\]
The oscillator commutators (4.10) and (4.12) are the same for a non-compactified background and a toroidal background. The difference lies in the zero modes of the matter oscillators. If all dimensions were non-compact, we would have \( \alpha^i_0 = \bar{a}^i_0 \propto G^i \partial \), where \( \partial \) is the string momentum. For our toroidal background, the presence of winding modes make the holomorphic and anti-holomorphic zero-modes for the torus independent:
\[
\bar{a}^i_0 - a^i_0 = w^i, \quad a^i_0 + \bar{a}^i_0 = 2p_b G^i \partial, \quad a^i_n = \bar{a}^i_n = \eta^{mn} p_n.
\]
The torus momentum and winding operators
\[
p_a = \frac{1}{2} G_{ab} a^b_0 + \bar{a}^b_0, \quad w^a = \bar{a}^a_0 - a^a_0,
\]
are independent and have integer eigenvalues in our conventions. The torus momentum is the canonical conjugate to the string centre-of-mass position
\[
x^0 = x^0 + \bar{x}^0.
\]
and \( w^a \) is conjugate to the dual coordinate
\[
\delta_a = \frac{1}{2} G_{ab} (\bar{x}^b - x^b).
\]
The factors of \( 2 \) in these formulae reflect the fact that the self-dual radius is at \( G_{ab} = 2 \) in our convention with \( \alpha' = 2 \). It will also be convenient to express these in terms of independent (anti)holomorphic zero-modes
\[
p_a = G_{ab} a^b_0, \quad \bar{p}_a = G_{ab} \bar{a}^b_0, \quad p_a = \frac{1}{2} (p_a + \bar{p}_a),
\]
with
\[
[x^a, p_b] = i \delta^{ab}, \quad [\bar{x}^a, \bar{p}_b] = i \delta^{ab},
\]
It is sometimes interesting to consider an alternative quantisation procedure in which the toroidal position zero-modes are taken to be non-commutative with
\[
[x^a, \bar{x}^b] = ic \ G^{ab}, \quad c \in \mathbb{R},
\]
where \( c \) is a new parameter, so that the familiar commutative case is recovered in the limit \( c \to 0 \); see [28] for a discussion and [14, 29] for related ideas. The formulas (4.10), (4.12), (4.18), and (4.19) collect the non-vanishing commutators for this system. Here we will use the usual commutative \((c = 0)\) quantisation but we will comment on the alternative quantisation where relevant.

Next, we collect formulas for the holomorphic (antiholomorphic) Virasoro generators \( L_n (\bar{L}_n) \) and the BRST charge \( Q \):
\[
L_n \equiv L_n^{\text{matter}} + L_n^{\text{ghost}}, \quad \bar{L}_n \equiv \sum_m \bar{G}_{nm} c_m, \quad Q_n \equiv \sum_n c_n (L_n^{\text{matter}} + \frac{1}{2} L_n^{\text{ghost}}) + \text{antiholomorphic}.
\]
Here : : denotes conformal normal ordering (see [[ [27], section 4.2]] for details), so that e.g.
\[
L_0^{\text{ghost}} = -1 + \sum_{n \neq 0} n (b_{-n} c_n + c_{-n} b_n).
\]
The number operators \( N \) and \( \bar{N} \) are defined as
\[
N = \sum_{n \neq 0} a^i_n G_i a^j_n + n (b_{-n} c_n + c_{-n} b_n), \quad \bar{N} = \sum_{n \neq 0} \bar{a}^i_n G_i \bar{a}^j_n + n (\bar{b}_{-n} \bar{c}_n + \bar{c}_{-n} \bar{b}_n).
\]
In terms of these, \( L_0 \) and \( \bar{L}_0 \) can be written as
\[
L_0 = N - 1 + \frac{1}{2} a^i_0 G_i a^j_0, \quad \bar{L}_0 = \bar{N} - 1 + \frac{1}{2} \bar{a}^i_0 G_i \bar{a}^j_0.
\]
Defining \( L^a_0 = L_0 + \bar{L}_0 \) and \( L^a_0 = L_0 - \bar{L}_0 \) one may express the string mass-shell condition as \( L^a_0 = 0 \) and the level-matching
constraint as \( L_0 = 0 \). Written in terms of momenta and winding we have
\[
L^+_0 = (N + \bar{N} - 2) + p_a p_b \eta^{ab} + p_a p_b G_{ab} + \frac{1}{2} w^a w^b G_{ab},
\]
\[
L^-_0 = (N - \bar{N}) - p_a w^a. \tag{4.24}
\]

Note that only compact momenta \( p_a \) and windings \( w^a \) appear in the level-matching condition, while the full set of momenta and windings appear in the mass-shell condition. (The numerical factors in \( L_0^+ \) correspond to the self-dual radius being \( G_{ab} = 2 \) in our conventions.) The expression for \( L^-_0 \) does not depend on the torus metric, while \( L^+_0 \) does.

The \( SL(2; C) \)-invariant vacuum state \(|0\rangle \) is annihilated by \( L_0^+ \), \( L_1^- \), and \( L_2^- \). It can be regarded as the vacuum in the asymptotic past (at \( z = 0 \)), with no operator insertions. The \( SL(2; C) \)-invariant vacuum \(|0\rangle \) is annihilated by oscillators with high enough mode number:
\[
\alpha_n^a |0\rangle = b_{-n-1} |0\rangle = c_{n+2} |0\rangle = 0 \quad \forall n \geq 0, \tag{4.25}
\]
as well as the analogous conditions involving barred oscillators. The standard physical vacuum is then
\[
|\downarrow\rangle = c_1 \bar{c}_1 |0\rangle. \tag{4.26}
\]

If (as in [11]) \(|0\rangle \) is taken to have ghost number zero, then \(|\downarrow\rangle \) has ghost number 2. States with momentum \( p_a = (p_0, p_0) \) and winding number \( w^a = (p_0, w^a) \in \mathbb{R}^n \) can be obtained by acting with
\[
\exp(i k \hat{\chi}) \exp(i \bar{k} \hat{\bar{\chi}}) \tag{4.27}
\]
where
\[
k_a = p_a - \frac{1}{2} w^a G_{ab}, \quad \bar{k}_a = p_a + \frac{1}{2} w^a G_{ab}, \quad k_\mu = \bar{k}_\mu = \frac{1}{2} p_\mu. \tag{4.28}
\]
For example
\[
|0; p, w\rangle \equiv \exp(i k \hat{\chi}) \exp(i \bar{k} \hat{\bar{\chi}}) |0\rangle, \tag{4.29}
\]
while
\[
|\downarrow; p, w\rangle \equiv \exp(i k \hat{\chi}) \exp(i \bar{k} \hat{\bar{\chi}}) |\downarrow\rangle \tag{4.30}
\]
is a tachyon state with momentum \( p_0 \) and winding \( w^a \). Other string states are then obtained by acting on this state with oscillators. The “doubly massless” states \(|\Psi\rangle\) at level \( N = \bar{N} = 1 \) (with \( b_0 = \bar{b}_0 = 0 \)) will be especially important for us. They are constructed via oscillators as
\[
|\Psi\rangle = \int \left[ dp dw \right] \left( -\frac{1}{2} c_{-1} \bar{c}_{-1} \hat{a}_1 \hat{\bar{a}}_1 + e c_1 \bar{c}_{-1} + \bar{e} \bar{c}_1 \bar{c}_{-1} \\
+ if_{-1} c_{-1} \hat{a}_1 + \bar{f}_{-1} \bar{c}_{-1} \bar{a}_1 \right) |0; p, w\rangle, \tag{4.31}
\]
where the coefficients \([e_{ij}, f_{ij}], \bar{e}_{ij}, \bar{f}_{ij}\] all depend on the momenta and windings \( p, w, \) and \( \int [dp dw] \) is an integral over the \( n \) non-compact momenta and the \( 2d \) compact momenta and windings.

The dual \( SL(2; C) \)-invariant vacuum \(|0\rangle \) is a state in the dual space representing the vacuum in the asymptotic future (\( z = \infty \)) satisfying
\[
\langle 0 | \alpha_n^a = \langle 0 | b_{-n-1} = \langle 0 | c_{n+2} = 0 \quad \forall n \geq 0. \tag{4.32}
\]
The duality pairing is
\[
\langle 0 | c_1 \bar{c}_{-1} c_0 \bar{c}_0 c_1 \bar{c}_1 |0\rangle = 1 \tag{4.33}
\]
Introducing momentum and winding, we then have the basic overlap
\[
\langle 0; p', w' | c_1 \bar{c}_{-1} c_0 \bar{c}_0 c_1 \bar{c}_1 |0; p, w\rangle \equiv (2\pi)^{n+2d} \delta^{\mu \nu} (p_\mu - p'_\mu) \delta^{\nu \lambda} (w^\mu - w'^\mu) \tag{4.34}
\]
that agrees with reference [16] (up to a sign).

5. Closed String Fields on a Torus

We set up non-polynomial covariant closed string field theory [11,30] for the torus CFT in order to address the construction of Double Field Theory later. Homotopy transfer only requires explicit knowledge of the quadratic genus-zero structure, which makes this discussion relatively straightforward. However, we will encounter some new subtleties around the reflector state on toroidal backgrounds, closely related to the (non)commutativity of vertex operators. The reflector state appears from the \( L_0^- \)-algebra point of view through the cyclic inner product.

We begin with general features of the construction of the \( L_0^- \)-algebra. The basic result of tree-level covariant bosonic closed string field theory [11] is that

**Proposition.** Given a “matter” CFT of central charge \(+26 \) (along with the universal \( \mathfrak{bc}, \mathfrak{bc} \) Virasoro ghost sector of charge \( -26 \)), there exist (graded symmetric, multilinear) brackets \( \{b_n : X^n \to X\}

\( b_0 = \partial, b_2, b_3, \ldots \) \tag{5.1}

and a non-degenerate, complex-linear inner product \( \kappa \)
\[
\kappa : X \times X \to \mathbb{C} \tag{5.2}
\]
on the space \( X \) of string states that satisfy the level matching and \( b_0 = 0 \) constraints
\[
x \in X \Rightarrow (L_0 - \bar{L}_0)x = (b_0 - \bar{b}_0)x = 0, \tag{5.3}
\]
so that
\[
(X, \{b_n\}, \kappa) \tag{5.4}
\]
together define a cyclic \( L_0^- \)-algebra.

This \( L_0^- \)-algebra provides a Lagrangian whose tree-level scattering amplitudes are the genus-zero string amplitudes. (The generalisation including arbitrary genus brackets is treated in [11]; the algebraic structure is that of a “loop” or “quantum” \( L_0^- \)-algebra.) For our purposes we do not need to display the brackets \( b_{n \geq 2} \).
since the conditions for the validity of homotopy transfer onto a sub-complex of states only involve the 1-bracket \( \partial \) and inner product \( \kappa \) explicitly.

The grading on \( X \) that is respected by the brackets \( b \) and inner product \( \kappa \) in the usual way is essentially the same as the group number:

\[
\text{gh } x = 2 - \deg x,
\]

where we employ the homological degree convention on the \( L_{\omega} \)-algebra side, so all brackets \( b \) have \( \deg = -1 \) (as in Section 2 of the prequel [1]).

The 1-bracket \( \partial \) is the worldsheet BRST charge \( Q_b \) given in (4.20) for the torus CFT:

\[
\partial \equiv Q_b = c_0 \hat{L}_0 + \tilde{c}_0 \tilde{L}_0 + \ldots
\]

Since \( \{b_0, Q_b\} = I_0 \), \( \{\tilde{b}_0, Q_b\} = I_0 \) due to general properties of the ghost system, \( Q_b \) is well defined on the space \( X \) of string states (5.3) with level-matching and \( b_0 - \tilde{b}_0 \) constraints. The cyclic inner product \( \kappa \) is defined via what is often called a reflector state \( R \) by

\[
\kappa(x_1, x_2) \equiv R \left( x_1, \frac{1}{2}(c_0 - \tilde{c}_0)x_2 \right). \tag{5.7}
\]

\( R \) is a bilinear form \( R : X \times X \to \mathbb{C} \) that is graded-symmetric

\[
R(x_1, x_2) = (-1)^{x_1}x_1 R(x_2, x_1)
\]

and of degree +2 (or equivalently of ghost number \(-6\)). With these degree assignments, the bilinear form

\[
(x_1, x_2) \to \kappa(\partial x_1, x_2)
\]

is of degree zero. This defines the string field kinetic term. The cyclic inner product \( \kappa \) and 1-bracket \( \partial \) are mutually compatible if this bilinear form is graded symmetric:

\[
\kappa(\partial x_1, x_2) = (-1)^{x_1}x_1 \kappa(\partial x_2, x_1). \tag{5.10}
\]

We refer to [11] for a proof of this relation via the definition (5.13) of the reflector state.

The reflector state is defined for any CFT through the state-operator correspondence and conformal inversion:

\[
I(z) = -e^{i\phi}z^{-1}, \quad I(\bar{z}) = -e^{-i\phi}z^{-1}. \tag{5.11}
\]

Here the phase \( \phi \) is an arbitrary constant. If the state \( x \) is created by the operator \( \mathcal{O}_1(z, \bar{z}) \) acting on the \( SL(2; \mathbb{C}) \)-invariant vacuum \( |0\rangle \):

\[
x_1 = \lim_{z, \bar{z} \to 0} \mathcal{O}_1(z, \bar{z})|0\rangle, \tag{5.12}
\]

and similarly for \( x_2 \), then

\[
R(x_1, x_2) \equiv \lim_{z, \bar{z}, u, \bar{u} \to 0} \langle 0|\mathcal{O}_1(z, \bar{z})\mathcal{O}_2(w, \bar{w})|0\rangle. \tag{5.13}
\]

where \( \mathcal{O} \) is the action of conformal inversion (5.11) on operators, which acts on the argument but also involves a transformation of the operator itself that depends on the conformal weight. The reflector state therefore depends on an arbitrary choice of phase \( \phi \), but there are further ambiguities that we discuss shortly.

The adjoint \( \mathcal{O}^T \) with respect to \( R \) is known as the BPZ conjugate [31]. (This is complex-linear as the \( T \) notation suggests, since \( R \) and \( \kappa \) are linear in both arguments.) On states \( x \in X \) we define

\[
x^T \equiv R(x, -) \in X^*. \tag{5.14}
\]

In the convention

\[
R(\mathcal{O}x_1, x_2) = (-1)^{\kappa\mathcal{O}} R(x_1, \mathcal{O}^T x_2), \tag{5.15}
\]

we find the rules

\[
(\mathcal{O}x)^T = (-1)^{\kappa\mathcal{O}} x^T \mathcal{O}^T, \quad (\mathcal{O}_1^T \mathcal{O}_2^T) = (-1)^{\kappa\mathcal{O}} \mathcal{O}_2^T \mathcal{O}_1^T
\]

which lead to the usual formula for the BPZ conjugate of a string of normal-ordered oscillators hitting the vacuum state:

\[
(\lambda_{\alpha_1} \lambda_{\alpha_2} \cdots |0\rangle)^T = (0|\lambda_{\alpha_1}^T \lambda_{\alpha_2}^T \cdots |0\rangle, \quad \lambda \in \mathbb{C}. \tag{5.16}
\]

Given the collection of primary operators in the CFT, whose transformation under inversion \( \mathcal{O} \) is known by definition, one can calculate the BPZ conjugate of any state via the rules (5.16) and therefore calculate the reflector state \( R \). Specifying the BPZ conjugation \( \mathcal{O}^T \) is equivalent to specifying the reflector state \( R \).

Easy oscillator gymnastics, along with the overlap (4.34) and the anticommutator

\[
[b_0^+, c_0^+] = 1, \quad b_0^+ = b_0 + \tilde{b}_0, \quad c_0^+ = \frac{1}{2}(c_0 + \tilde{c}_0), \tag{5.18}
\]

suffice to prove the following general properties of the cyclic inner product \( \kappa \):

\[
\text{Proposition. 1. The subspaces im } b_0^+ \text{ and im } c_0^+ \text{ are each maximally isotropic for } \kappa:\n\]

\[
\kappa(b_0^+ x, b_0^+ y) = \kappa(c_0^+ x, c_0^+ y) = 0 \quad \forall x, y \in X \tag{5.19}
\]

2. The Virasoro generator (4.20) \( L_0 \) and level operator \( N \) \( \text{are BPZ self-conjugate, and} \)

\[
\kappa(L_0 x, y) = \kappa(x, L_0 y), \quad \kappa(Nx, y) = \kappa(x, Ny) \quad \forall x, y \in X. \tag{5.20}
\]

5.1 Ambiguities in the Reflector, Cocycles, and Non-Commutativity

The definition of the reflector state and of BPZ conjugation suffers from an ambiguity beyond the choice of phase \( \phi \) in (5.11). For the torus CFT this leads to a sign ambiguity for the BPZ conjugates of certain states carrying both momentum and winding. The resolution will suggest a recipe for cocycle sign insertions in all string vertices.

This subtlety is closely related to the old issue of momentum- and winding-dependent sign factors in the string vertices, known as “cocycle” sign factors, which affect the form of the reflector state.
and string vertices for the torus background relative to those for an uncompactified background. Direct calculations in covariant HIKKO string field theory [32,33] showed the Jacobi identities and the symmetry of (at least) the binary brackets are violated unless cocycle signs are inserted in both the binary bracket (cubic vertex) and the reflector state [17,18]. A recipe for the insertion of cocycle signs in the quartic vertex and beyond appears missing from the literature.

Definition (5.13) of $R(x_1, x_2)$ is ambiguous because the operators $O_0(z, \bar{z})$, $O_\ell(z, \bar{z})$ that respectively create the states $x_1, x_2$ are not uniquely specified. For a torus background, but not e.g. for a Minkowski one, there are indeed multiple choices of vertex operators creating them do not obey bosonic commutation relations. Therefore, even though these states are bosonic, the quadratic form on the lattice of momenta and windings. (We assumed here as is conventional that the position zero-modes commute.) Therefore, even though these states are bosonic, the operators creating them do not obey bosonic commutation relations.

This is an old issue and its resolution has been known for a long time [34–44]. The cure is to dress the naive vertex operator with a cocycle operator $C_{k,\ell}$:

$$Y_{k,\ell}(z, \bar{z}) \equiv Y_{k,\ell}^\text{naive}(z, \bar{z})C_{k,\ell}.$$  \hfill (5.24)

We will see shortly that $C_{k,\ell}$ can be chosen to satisfy

$$C_{k,\ell}|\psi\rangle = |\psi\rangle, \quad \langle \psi |C_{k,\ell} = \langle \psi |$$ \hfill (5.25)

so $Y_{k,\ell}^\text{naive}$ and $Y_{k,\ell}$ create the same ket state (5.22). However,

$$\lim_{z,\bar{z} \to 0} \langle \psi |(\omega Y_{k,\ell}^\text{naive})|z, \bar{z}\rangle \neq \lim_{z,\bar{z} \to 0} \langle \psi |(\omega Y_{k,\ell})|z, \bar{z}\rangle,$$ \hfill (5.26)

because $C_{k,\ell}$ produces a phase upon moving to the left past $Y_{k,\ell}^\text{naive}$. Therefore, definition (5.13) of the reflector state/BPZ conjugate is ambiguous, since the state (5.22) does not carry any information on which of the two vertex operators ($Y_{k,\ell}^\text{naive}$ versus $Y_{k,\ell}$) was used to create it. (In fact the ambiguity is present for states with $p_w w = 1 \mod 2$.)

We fix the ambiguity by simultaneously specifying the triple of: the reflector state $R$, a choice of $C_{k,\ell}$ and vertex operator creating any state of the form (5.22), and the arbitrary phase parameter $\varphi$ in the conformal inversion (5.11) defining the reflector:

$$R, \quad Y_{k,\ell}(z, \bar{z}) = Y_{k,\ell}^\text{naive}(z, \bar{z})C_{k,\ell}, \quad I(z) = -e^{i\varphi}z^{-1}. \quad (5.27)$$

These are subject to the following requirements:

1. Mutual locality: operators commute at equal (Euclidean) times $|z| = |w|

$$Y_{k,\ell}(z, \bar{z})Y_{\ell',\bar{\ell}'}(w, \bar{w})|z = |w \rangle = Y_{\ell',\bar{\ell}'}(w, \bar{w})Y_{k,\ell}(z, \bar{z})|z = |w \rangle \quad (5.28)$$

2. Covariance under global conformal transformations: under $z \to \tilde{I}(z)$.

$$(\omega Y_{\ell,\bar{\ell}})(z, \bar{\omega}) = (e^{i\varphi}z^{-1})^\ell(e^{-i\varphi}z^{-2})\tilde{I}(z) \equiv \tilde{I}(z), \quad (5.29)$$

where $h = \frac{1}{2}G_{ab}k_ak_b, \tilde{h} = \frac{1}{2}G_{ab}k_{\bar{a}}k_{\bar{b}}$ are the conformal weights of $Y_{k,\ell}$.

3. Compatibility of the reflector with inversion:

$$\omega \varphi = \varphi^T. \quad (5.30)$$

Given the specific choices for $C_{k,\ell}$ (A.12) known to satisfy requirement 1, we derive explicit formulas (5.64) and (5.43) for BPZ conjugation in the remainder of this section, so all three requirements are satisfied.

Remarks:

- Requirement 1 can be satisfied in two equivalent ways. If, as is conventional, the position and dual position zero-mode operators commute, then we need $C_{k,\ell} \neq 1$ to cure the non-commutativity (5.23) of vertex operators. The second possibility is to have non-commutative positions, which allows $C_{k,\ell} = 1$ [28,29,41]; in effect one has absorbed $C_{k,\ell}$ into a redefinition of the position zero-modes. Our derivation of the BPZ conjugation formula (5.64) is agnostic with respect to which of the two possibilities is realised. However, when we check consistency of BPZ conjugation in Appendix A, we need to consider each possibility separately.

- Requirement 2 (5.29) follows from the definition of the transformation law for a primary operator of weights $h, \tilde{h}$. We mention it separately here for the following reason: when inversion is implemented via a reflector state per requirement 3 (5.30), the transformation of e.g. the naive vertex operator $Y_{k,\ell}^\text{naive}$ is not of the form (5.29). The same is true for any $Y_{k,\ell}$ corresponding to a different choice of cocycle operator $C_{k,\ell}$. The reason is the explicit appearance of $C_{k,\ell}$ in the BPZ conjugation rule (5.64).

- Although we only discuss the states (5.22), this suffices to completely specify the reflector. This is easily seen in the oscillator picture: since all oscillators arise in the mode expansion of conformal primary operators, their transformation rule under conformal inversion is fixed. Therefore, only the transformation of the states (5.22) is ambiguous.

---

7 We especially profited from the recent discussion of Freidel, Leigh and Minic [28], and from unpublished notes of Barton Zwiebach.
Since the choice of reflector state is correlated with the choice of cocycle operator \( C_{t,j} \), and the reflector state as well as the state-operator correspondence is employed extensively in the construction of the string field interaction vertices, we conclude we should be using \( \mathcal{V}_{t,j}(z, \bar{z}) = V_{t,j}^{\text{naive}}(z, \bar{z}) C_{t,j} \) in the construction of the vertices. This introduces cocycle sign factors in two ways: firstly through \( R \) (as we will see shortly), and secondly through \( \mathcal{V}_{t,j} \) which appears inside the CFT correlator that defines the string vertices in the formalism of Zwiebach [11]. It is natural to conjecture that these are the insertions required for consistency with gauge invariance to all orders.

We display the result for the reflector state for the choices

\[
\varphi = 0, \quad C_{t,j} \equiv \exp(i \frac{\pi}{2} (k - \bar{k})(\hat{p} + \bar{\hat{p}})). \tag{5.31}
\]

This is the cocycle operator employed in [28]. The BPZ conjugate of the state (4.29) is

\[
\left( e^{i k x} e^{i \bar{k} \bar{x}} |0\right) = \left(-1\right)^{|x||\bar{x}|} \frac{1}{\sqrt{2 \pi}} e^{-i k x} e^{-i \bar{k} \bar{x}}, \tag{5.32}
\]

or in terms of positions \( x' \equiv \frac{x + \bar{x}}{2} \), dual positions \( \xi = G_0(\bar{x} - x)/2 \), momenta, and windings (see (4.28)),

\[
\left(|0; p, w\right) = \left(-1\right)^{h w} \left|0; -p, -w\right). \tag{5.33}
\]

The inversion (5.11) along with the known transformation properties of the conformal primaries \( i\partial X(z, \bar{z}), h(z), c(z) \) implies the following transformation properties for the oscillators appearing in their respective mode expansions:

\[
(a_i^+)^T = \left(-1\right)^{n+1} a_i^+, \quad (b_n)^T = \left(-1\right)^{n} b_{-n}, \quad (c_{-n})^T = \left(-1\right)^{n+1} c_{-n}. \tag{5.34}
\]

Using (5.16) we define the reflector state \( R \) — and thereby the \( L_{\omega} \) algebra cyclic inner product \( \kappa \) — on the entire space. They agree with the reflector state of Kugo and Zwiebach, [18] obtained in HIKKO string field theory.

### 5.2. Construction of the Reflector State for the Torus CFT

We now examine possible reflector states for the torus CFT via their equivalent presentation in terms of BPZ conjugation maps.

**General features of BPZ conjugation:** We will be defining BPZ conjugation for the entire class of inversion maps depending on a phase \( \exp(\varphi) \):

\[
I(z) \equiv -e^{-i \varphi} z^{-1}, \quad I(\bar{z}) = -e^{-i \varphi} \bar{z}^{-1}. \tag{5.35}
\]

The point of allowing a variable phase is that it suggests how to proceed in order to avoid branch cuts associated with expressions like \((-1)^{\varphi} \). This transformation is involutive for arbitrary values of \( \varphi \):

\[
I^2(z) = z. \tag{5.36}
\]

A conformal primary \( \mathcal{O}(z, \bar{z}) \) of weights \( h, \bar{h} \) must transform such that

\[
(I \circ \mathcal{O})(I(z), I(\bar{z}))(dI(z))^h(dI(\bar{z}))^{\bar{h}} = \mathcal{O}(z, \bar{z}) dz^h d\bar{z}^{\bar{h}}, \tag{5.37}
\]

\[
\iff \quad (I \circ \mathcal{O})(I(z), I(\bar{z}))(e^{i \varphi z^{-1}})^h(e^{i \varphi \bar{z}^{-1}})^{\bar{h}} = \mathcal{O}(z, \bar{z}). \]

We will be assuming that the weights are real and satisfy the integrality condition

\[
\bar{h} - h \in \mathbb{Z}, \tag{5.38}
\]

which is always true for the torus CFT. This will ensure the absence of branch cuts. For example,

\[
(e^{i \varphi z^{-1}})^h(e^{i \varphi \bar{z}^{-1}})^{\bar{h}} = \exp(-i \varphi) |z|^{-2\Delta} (z/\bar{z})^s, \tag{5.39}
\]

where we wrote \( h, \bar{h} \) in terms of scale dimension \( \Delta \) and spin \( s \):

\[
\Delta = h + \bar{h} \in \mathbb{R}, \quad s = \bar{h} - h \in \mathbb{Z}. \tag{5.40}
\]

This leads to a sensible formula for the transformation of a conformal primary \( \mathcal{O} \):

\[
(I \circ \mathcal{O})(z, \bar{z}) = (e^{i \varphi z^{-1}})^h(e^{i \varphi \bar{z}^{-1}})^{\bar{h}} \mathcal{O}(I(z), I(\bar{z}))
\]

\[
= e^{-i \varphi} |z|^{-2\Delta} (z/\bar{z})^s \mathcal{O}(I(z), I(\bar{z})). \tag{5.41}
\]

Given the mode expansion (valid in the Neveu-Schwarz sector)

\[
\mathcal{O}(z, \bar{z}) = \sum_{n,s} \frac{\mathcal{O}_{n,s}}{z^{n+\bar{h}+\bar{n}+\bar{h}}}, \tag{5.42}
\]

we deduce the transformation of the modes:

\[
I \circ \mathcal{O}_{n,s} = (-1)^{n \bar{h}+s} \exp(-i \varphi)(-1)^{\bar{h}} \mathcal{O}_{n-s, \bar{n}+s}. \tag{5.43}
\]

This requires writing \(-e^{-i \varphi} = \exp(-i \varphi + s)\) inside \( I(z) \) in the mode expansion:

\[
(-e^{-i \varphi})^{n \bar{h}+s} = \exp(i \varphi + s)(-1)^{\bar{h}}. \tag{5.44}
\]

Notwithstanding the presence of \( \varphi \), (5.43) differs from the literature in the factor \((-1)^{\bar{h}+s}\) (instead of \((-1)^{\bar{h}}\)). Since \( h - \bar{h} \) is an integer, there is no branch cut.

**BPZ conjugation of the state (4.29):** The “naive” vertex operator reads

\[
V_{t,j}^{\text{naive}}(z, \bar{z}) \equiv \exp(i k, \bar{X}(z)) : e^{i \varphi} \exp(i \bar{k}, \bar{X}(\bar{z})) :. \tag{5.45}
\]

Conformal normal ordering is actually ambiguous as far as this expression is concerned, as it does not specify the ordering of position zero-modes with respect to momentum zero-modes \( a_0, \bar{a}_0 \). (This was also pointed out in [28].) Resolving the ambiguity by declaring the momentum zero-modes to be annihilation operators leads to the explicit expression

\[
: \exp(i k, \bar{X}(z)) : \equiv V_1^-(z) \exp(i k, \bar{X}(z)) z^{k_0} V_1^+(z), \quad V_1^-(z) = \exp \left( \sum_{n=0}^{\infty} -\frac{1}{n} \frac{k}{\bar{k}} a_{n}^\dagger z^n \right), \quad V_1^+(z) = \exp \left( \sum_{n=0}^{\infty} \frac{1}{n} \frac{k}{\bar{k}} a_{n}^\dagger z^n \right). \tag{5.46}
\]
and the analogous expression for the antiholomorphic operator. We will henceforth set the non-compact momenta to zero, omit indices and factors of $G_{ij}$, and write $a_0 = p$, $\bar{a}_0 = \bar{p}$ (where the conjugate momenta $p, \bar{p}$ to $x, \bar{x}$ were defined in (4.17)).

Since $\partial \bar{X}(z), \bar{\partial} X(\bar{z})$ are conformal primaries of weights $h = 1$, $\bar{h}$ respectively, (5.43) yields

$$Ia_n = -(-e^{i\phi})^n a_n, \quad I\bar{a}_n = -(-e^{-i\phi})^n \bar{a}_n.$$  

(5.47)

In particular

$$a_0^T = -a_0$$  

(5.48)

for all $\phi$, which implies

$$p^T = -p, \quad \bar{p}^T = -\bar{p}$$  

(5.49)

for the (anti)holomorphic momenta (4.17).

We now proceed to solve the requirements (5.29) and (5.30) for the vertex operator $V_{k,\bar{k}}$ that includes the following $C_{k,\bar{k}}$ insertion (which we leave arbitrary for the moment)

$$V_{k,\bar{k}}(z, 2) \equiv V_{k,\bar{k}}^{wave}(z, 2) C_{k,\bar{k}}.$$  

(5.50)

Together, they are equivalent to the following equality:

$$\left(V_{k,\bar{k}}(z, 2)\right)^T = (e^{i\phi} z^{-1})^i (e^{-i\phi} \bar{z}^{-1})^i \Theta(I(z), i\bar{z})),$$  

(5.51)

for weights

$$h = \frac{1}{2} C_{k,\bar{k}} k_0, \quad \bar{h} = \frac{1}{2} C_{k,\bar{k}} \bar{k}_0.$$  

(5.52)

Formula (4.28) implies $h - \bar{h}$ is indeed an integer:

$$h - \bar{h} = p w^u.$$  

(5.53)

Given the transformation of the matter oscillators (5.47), we easily find that the non-zero mode contributions transform as desired:

$$\left(V_{k,\bar{k}}^c(z)\right)^T = V_{k,\bar{k}}^c(I(z)).$$  

(5.54)

If we abbreviate

$$I(z) = z', \quad i\bar{z}(z) = \bar{z'},$$  

(5.55)

then $V_{k,\bar{k}}(I(z), i\bar{z}(z))$ reads

$$V_{k,\bar{k}}(z', \bar{z}') = V_{k,\bar{k}}(z') V_{k,\bar{k}}(z') e^{i\phi} (z') e^{i\phi} (\bar{z'}) e^{i\phi} (\bar{z'}) e^{i\phi} C_{k,\bar{k}} V_{k,\bar{k}}^c(z') V_{k,\bar{k}}^c(z').$$  

(5.56)

while the left-hand side of (5.51) is (using the transposition rules (5.16) and (5.54))

$$\left(V_{k,\bar{k}}(z, 2)\right)^T = V_{k,\bar{k}}^c(\bar{z'}) V_{k,\bar{k}}(z') \left(e^{i\phi} - z' e^{-i\phi} \bar{z'} e^{i\phi} C_{k,\bar{k}} \right)^T V_{k,\bar{k}}(z') V_{k,\bar{k}}^c(\bar{z'}).$$  

(5.57)

We moved $C_{k,\bar{k}}$ past the non-zero mode contributions in both formulas, which is legal because it only depends on the operators $p, \bar{p}$. We find condition (5.51) is equivalent to a condition on zero-modes alone:

$$\left(e^{i\phi} - z' e^{-i\phi} \bar{z'} e^{i\phi} C_{k,\bar{k}} \right)^T z' / z = h.$$  

(5.58)

We proceed to solve this for $(e^{i\phi} e^{i\phi})^T$.

The left-hand side is

$$\left(e^{i\phi} - z' e^{-i\phi} \bar{z'} e^{i\phi} C_{k,\bar{k}} \right)^T z' / z = e^{i\phi} \bar{z'} e^{i\phi} C_{k,\bar{k}}.$$  

(5.59)

Since $[x, \bar{p}] = 0 \Rightarrow [x^T, \bar{p}] = 0$, we can act with $z'\bar{z'}$ from the left and get

$$e^{i\phi} \bar{z'} e^{i\phi} C_{k,\bar{k}}.$$  

(5.60)

On the right-hand side of (5.58), acting with $z'\bar{z'}$ from the left leads to terms

$$z' e^{i\phi} \bar{z'} e^{i\phi} = z' e^{i\phi} \bar{z'} e^{i\phi} = C_{k,\bar{k}}.$$  

(5.61)

and the analogous ones for the barred sector (for $h, \bar{h}$ of (5.52)). Writing $e^{i\phi} e^{i\phi}$ to manage objects raised to $h, \bar{h}$, we find

$$z' e^{i\phi} \bar{z'} e^{i\phi} = e^{i\phi} \bar{z'} e^{i\phi} C_{k,\bar{k}}.$$  

(5.62)

Rewriting the operator in the exponent using (4.28) and (4.13),

$$kp - \bar{k}p = -(p, \bar{w}' + w') ,$$  

(5.63)

we see it takes values in $\mathbb{Z}$, which shows the expression is well-defined.

Altogether, we have found that the requirement (5.51) is equivalent to

$$\left(e^{i\phi} e^{i\phi}\right)^T = e^{i\phi} e^{i\phi} C_{k,\bar{k}}.$$  

(5.64)

This formula must be true irrespective if the positions are commutative (in which case the cocycles are present) or non-commutative (in which case they can be omitted), because we never moved $x$ or $\bar{x}$ past either. We explicitly check in appendix A that the assignment (5.64) is consistent in that

$$\left(e^{i\phi} e^{i\phi}\right)^T = e^{i\phi} e^{i\phi}, \quad [x, \bar{x}]^T = [x^T, \bar{x'}].$$  

(5.65)

### 6. Homotopy Transfer in Closed String Field Theory

In Sen’s work, [2] it was suggested that any projector $P$ satisfying

$$[P, b_n^u] = [P, L_n^u] = [P, Q_n] = 0$$  

(6.1)

could be used to construct an effective theory of string states in the image $im(P)$ of $P$, whose effective Lagrangian is calculated through a Feynman diagram expansion with (Siegel gauge)
propagators involving only states in \( \ker(P) = \text{im}(1 - P) \). In this section, we apply the machinery of homotopy transfer to realise this idea.

As reviewed in [1] and sections 2 and 3, given a projector \( P \) in a generic field theory one must construct a homotopy map \( h \) satisfying the relation

\[
P = 1 + h\partial + \partial h
\]  

(6.2)

along with the following compatibility conditions with the cyclic structure:

\[
\kappa(Px_1, (1 - P)x_2) = 0, \quad \kappa(hx_1, hx_2) = 0 \quad \forall x_1, x_2 \in X.
\]  

(6.3)

Additionally, technical simplifications occur when \( h \) satisfies the ‘side conditions’

\[
h^2 = hP = Ph = 0
\]  

(6.4)

which can always be assumed to hold (possibly by redefining \( h \)).

In the closed string field theory context, the 1-bracket is \( \partial = Q_0 \) and the cyclic inner product is \( \kappa(-, -) = R(-, c_{-}) \). For the gauge-fixed Euclidean theory, as in [2], the existence of a homotopy map \( h \) satisfying (6.2) and (6.4) follows from the conditions (6.1). The additional conditions (6.3) only have to be imposed when a cyclic structure is present. We discuss the general situation in the next subsections.

### 6.1. Integrating out in String Theory

We begin with a few general remarks. String theory in Minkowski space can be regarded as a field theory with an infinite set of fields, and integrating out a set of massive fields can be treated in the way outlined in sections 2 and 3. For any of the superstring theories in 10-dimensional Minkowski space, there is a massless sector consisting of the relevant supergravity theory together with an infinite tower of massive fields with masses given by the square root of an integer times the string mass \( m \). The effective Euclidean supergravity theory is obtained by first Wick rotating to Euclidean signature then integrating out all the massive fields and in particular would inherit any \( L_\infty \) structure that may be present in the Euclidean superstring theory. On Wick rotating back to Lorentzian signature, the effective supergravity will have poles given by the masses of the fields that are integrated out and the low-energy effective action for which \( |p^2| \ll m^2 \) will be non-singular and will have a derivative expansion, giving the supergravity action plus higher derivative corrections.

For the bosonic string in 26-dimensional Minkowski space, there is a tachyon field in addition to the massless fields and infinite tower of massive fields. The massive fields can be integrated out as before to give an effective field theory for the massless fields and tachyons. Integrating out the tachyon is problematic, however, as there is a zero-mode even in Euclidean space, reflecting the pathology of a theory with a tachyon.

Similar results arise for string theory compactified on a torus, with all massive modes (including Kaluza-Klein modes and winding modes) integrated out. However, there is a subtlety arising in the heterotic, type I and bosonic string theories as extra massless fields arise at special points in the torus moduli space as a result of symmetry enhancement. If one constructs the effective field theory at a generic point in moduli space, then it can have singularities at the points in moduli space at which symmetry enhancement occurs. An alternative is to keep all modes that become massless at some point in moduli space, as envisaged in [45, 46]; this involves an infinite number of fields, but at any given point in moduli space only a finite number will be massless.

### 6.2. Propagator

Let us now come back to the homotopy formulation. The homotopy map satisfying the conditions (6.2)–(6.4) is constructed as the propagator for the states in \( \ker(P) \). The usual propagator in string field theory for states of physical ghost number is the Siegel gauge propagator [47], often written \( G = b_0^\dagger(L_0 + L^\dagger)^{-1} = b_0^\dagger(L_0^+)^{-1} \). After continuing to Euclidean signature, \( L_0^+ \) has no zero-modes (other than the trivial ones from zero-momentum massless fields, as in section 2.1) and is invertible on the non-trivial sector. However, in Lorentzian signature all the physical states are in the kernel of \( L_0^+ \).

To discuss Lorentzian signature homotopy transfer and deal with the zero-modes of \( L_0^+ \), one introduces a projector \( \Pi : X \to X \) onto \( \ker(L_0^+) \) as in section 3. Since \( L_0^+ \) is diagonal in the Fock space basis:

\[
[L_0^+, \phi_n] = -n \phi_n
\]  

(6.5)

for any oscillator \( \phi_n \) of mode number \( n \), there exists a canonical choice for \( \Pi \) which is diagonal in the Fock space basis. We can now write down a well-defined operator \( G : X \to X \):

\[
G \equiv b_0^\dagger(L_0^+)^{-1}(1 - \Pi).
\]  

(6.6)

i.e. \( G = b_0^\dagger(L_0^+)^{-1} \) on \( (1 - \Pi)X \) and \( G = 0 \) on \( \Pi X \). This Siegel gauge propagator realises a homotopy \( X \to \text{im}(1 - \Pi) \) since

\[
(b_0^\dagger, Q_0) = L_0^+, \quad (b_0^\dagger)^2 = 0, \quad (Q_0)^2 = 0,
\]  

(6.7)

both \( b_0^\dagger \) and \( Q_0 \) commute with \( L_0^+ \), and thus also with \( \Pi \). Therefore

\[
G\partial + \partial G = (1 - \Pi) \iff \Pi = 1 + \partial(-G) + (-G)\partial.
\]  

(6.8)

In fact \( -G \) and \( \Pi \) clearly satisfy the side condition (6.4) and orthogonality conditions (6.3) (the latter due to (5.19) and (5.20)), and this ensures the existence of a cyclic \( L_\infty \)-algebra structure on \( \ker(L_0^+) \).

The Siegel gauge propagator of string field theory is subtly different from the propagator of \([1, 48]\). There, the propagator realises a homotopy onto the homology \( H(X) \) and the obtained \( L_\infty \)-algebra structure is thus minimal, i.e. with a vanishing 1-bracket. The case of homotopy transfer to \( H(X) \) is known as the minimal model theorem. It has been shown that minimal models of the \( L_\infty \)-algebra are identified with S-matrix elements, see e.g. \([48–52]\). This is a very general statement shown recently not just for classical but also for quantum field theories \([48, 51]\). In the formulation of \([48]\) this can be summarised succinctly as the statement that LSZ reduction formulas realise homotopy transfer onto \( H(X) \). An analogous statement is known in string field theory: it has been
argued that minimal models of the associated homotopy algebras correspond to string scattering amplitudes [9, 53–55]. (In fact the last statement predates the general QFT ones mentioned above.)

What is different in string field theory for the Siegel gauge propagator is that the space of worldsheet BRST cohomology classes \( H(X) \) is identified with a proper subspace of \( \ker(L_0^+) \):

\[
iH(X) \subset \ker(L_0^+) \tag{6.9}
\]

with \( i \) the inclusion as in the discussion above (3.6). In fact, \( \ker(L_0^+) \) contains states which are not BRST-closed, for example at degree zero (i.e. physical ghost number 2) states that are not annihilated by the Virasoro generators \( L_n \) with \( n > 0 \). Since the Siegel gauge propagator provides a homotopy onto \( \ker(L_0^+) \), it realises an instance of homotopy transfer that is not the minimal model theorem. It is argued however in [9, section 5.2] and [56], sections 3.2–3.3 for the model theorem. It is argued however in [9, section 5.2] and [56], sections 3.2–3.3 [for the \( A_\infty \) algebra of open (super)strings] that the resulting \( A_\infty \)-brackets generally vanish for the states with \( L_0 = 0 \) but \( Q_0 \neq 0 \), and the obtained \( A_\infty \)-algebras were accordingly denoted “almost minimal models” in the latter reference. This point was also discussed more recently in [4, section 3.1]. For our purposes this subtlety simply amounts to replacing \( H(X) \) by \( \ker(L_0^+) \) appropriately for the projector \( \Pi \) of section 3.

6.3. Homotopy Transfer onto Fixed Level

Following [2], in this section we consider integrating out all fields except those of levels \( N = \ell \) and \( \bar{N} = \ell \) from (super)string theory. (If this were in Minkowski space, level matching would require \( \ell = \ell \), but different values are possible for toroidal compactifications.) The resulting effective action could be useful in discussing the scattering of massive states [2].

We start with projectors

\[
P_\ell \equiv \int_0^{2\pi} \frac{d\theta}{2\pi} \exp(i\theta(N - \ell)) , \quad \bar{P}_\ell \equiv \int_0^{2\pi} \frac{d\theta}{2\pi} \exp(i\theta(\bar{N} - \bar{\ell})) ,
\]

\( \ell, \bar{\ell} \in \mathbb{Z} \), \tag{6.10}

to levels \( N = \ell \) and \( \bar{N} = \ell \). Since \( (N - \ell) \) and \( (\bar{N} - \bar{\ell}) \) are both diagonal with integer eigenvalues, those are indeed projectors satisfying the properties \( P_\ell P_\ell = 0 \) for \( \ell \neq \ell' \) and \( P_\ell^2 = P_\ell \). Separate projectors in the holomorphic and antiholomorphic sectors are necessary because the level-matching condition (5.3) does not imply \( N = \bar{N} \) in a toroidal background, as can be seen from (4.24). By \( \{ b_0, Q_0 \} = L_0 \), \( \{ \bar{b}_0, Q_0 \} = \bar{L}_0 \), and the formulas (4.23), \( P_\ell, \bar{P}_\ell \) commute with each other, the propagator \( G \), and the \( L_0^+ \) projector \( \Pi \). We can thus write a projector \( P \) onto equal left and right levels \( \ell' \):

\[
P = P_\ell \bar{P}_{\ell'} \tag{6.11}
\]

and a candidate homotopy

\[
h = -G(1 - P) \tag{6.12}
\]

that satisfies the homotopy relation \( \bar{P} = 1 + h\partial + \partial h \) for the projector \( \bar{P} \)

\[
\bar{P} = P + (1 - P)\Pi \tag{6.13}
\]

The above is essentially the situation of section 3 (c.f. (3.8)), with the zero modes of \( L_0^+ \) replacing the homology of \( \partial \) on account of the subtlety discussed around formula (6.9): homotopy transfer with a homotopy of the form (6.12) cannot eliminate states in \( \ker(L_0^+) \), so \( \bar{P} \) is a projector to states of level \( \ell = \ell \) or states in \( \ker(L_0^+) \) (and their linear combinations). The homotopy (6.12) also satisfies the side conditions (6.4), since – \( G \) does:

\[
h^2 = G(1 - P)G(1 - P) = G^2(1 - P) = 0 , \tag{6.14}
\]

\[
hP = -G(1 - P)\Pi = -G\Pi(1 - P) = 0 , \tag{6.15}
\]

\[
Ph = -PG(1 - P) - (1 - P)\Pi G(1 - P) = 0 . \tag{6.16}
\]

Since \( P_\ell \) and \( \bar{P}_{\ell'} \) (and thus \( P \)) are all compatible with the cyclic inner product \( \kappa \) (due to (5.20)), the orthogonality conditions (6.3) are also satisfied.

We have thus shown that for \( h, P \) as above, the assumptions for homotopy transfer are satisfied. Therefore, the constructions of the prequel paper [1] produce a cyclic \( L_\infty \)-algebra structure describing the tree-level (in string coupling) effective action. The effective degrees of freedom are string states satisfying the level-matching conditions (5.3), as well as at least one of the conditions

- \( N = \bar{N} = \ell \), or
- \( L_0^+ = 0 \).

In particular, we are left with arbitrary on-shell states (i.e. in \( \ker(L_0^+) \)).

For example, the transferred binary bracket reads, for \( x, y \in PX \),

\[
b_{\ell}(x, y) = \bar{P}b_{\ell}(x, y) = P_{\bar{\ell}}b_{\ell}(x, y) + (1 - P)\Pi b_{\bar{\ell}}(x, y) , \tag{6.17}
\]

where we see explicitly the appearance of zero-modes in the latter term. Similarly, the homotopy transfer formula for the 3-bracket now yields ([1], formula (2.98))

\[
b_{3}(x_1, x_2, x_3) = \bar{P}b_{3}(x_1, x_2, x_3)
\]

\[
+ \bar{P} ( h[x_1, x_2], x_3 ) + (-1)^{\varsigma x_3} h[x_1, x_3], x_2
\]

\[
+ (-1)^{\varsigma x_1 + \varsigma x_3} h[x_2, x_3], x_1 \right)
\]

for the quartic vertex, in terms of the string field theory brackets \( b_{\ell} \equiv [\cdot, \cdot] \) and \( b_{\bar{\ell}} \).

In Euclidean signature, \( L_0^+ \) is essentially invertible so that \( \Pi = 0 \) and \( \bar{P} = P \) (ignoring trivial zero modes from constant massless fields). Then the only properties of the projector \( P \) that are needed to prove the homotopy relation (6.2) and side conditions (6.4) for the homotopy \( h = -b_{\ell}(L_0^+)^{-1}(1 - P) \) are Sen’s conditions (6.1). Then, as claimed below (6.4), the assumptions for homotopy transfer are satisfied and we have a cyclic \( L_\infty \)-algebra structure describing the Euclidean tree-level effective action.
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As discussed in [2], this construction of an effective action for fixed level becomes problematic beyond tree-level due to tadpoles involving massless fields. Following Sen’s suggestion [2], we could instead project onto the states of levels \( N = \ell' \) and \( \bar{N} = \ell \) and the massless states. This would require modification of the projector \( P \) but otherwise the analysis would go through as before for this case.

7. Double Field Theory from Closed String Field Theory

String theory on the product of a torus and a Minkowski space can be regarded as a theory of an infinite set of doubled fields depending on both moment and winding [12,13,16]. The doubled momentum can be regarded as a theory of an infinite set of doubly-massless modes was determined to all orders [57,58]. However the resulting strongly constrained theory describes doubly-massless modes was determined to all orders [57,58].

This formula provides the quartic vertex of weakly constrained DFT (with extra states in bosonic string theory) in terms of the string field theory brackets \( b_2 \) and \( b_1 \).
8. Conclusions

In this paper we have revisited weakly constrained double field theory. Such a theory can be formally constructed by integrating out all massive string modes except for the massive modes on toroidal backgrounds that arise from massless fields in 10 or 26 dimensions. It cannot be thought of as a Wilsonian low-energy effective field theory as the modes that are integrated out have masses that are comparable (or sometimes less than) the masses of the degrees of freedom that are kept. This construction was addressed by Sen a few years ago, in the context of closed string field theory, and he argued that it is indeed possible to integrate out all massive modes except for the fields of a weakly constrained double field theory [2]. In this paper, we confirmed and clarified this conclusion and further elaborated on the technical details of this procedure. In particular, we showed how the algebraic structure of the interactions and symmetries of the weakly constrained double field theory arise from those of the original string theory.

Concretely, we used the formulation of classical (tree-level) field theories in terms of $L_{\infty}$-algebras, in which the integrating out of modes can be interpreted algebraically as homotopy transfer. Importantly, the existence of a homotopy transfer can be established on the basis of the free field theory alone. To this end, we revisited the free covariant closed string field theory on toroidal backgrounds.

The definition of free covariant closed string field theory on toroidal backgrounds involves some subtle technical issues concerning vertex operators, the proper form of cocycle factors and the reflector state that to our knowledge had not been fully given in the literature. In this paper, we gave a careful treatment giving full details of the construction. The reflector state is the bilinear form on the space of string states that, together with the worldsheet BRST charge, defines the kinetic term. In $L_{\infty}$ language it is the inner product on the associated $L_{\infty}$-algebra (up to a ghost zero mode insertion; see (5.7)). It is known that for closed string fields on a torus background, consistency of the interaction vertices and the reflector requires the insertion of cocycle (sign) factors: momentum and winding-dependent signs that are absent on uncompactified backgrounds, and ensure gauge invariance on compactified backgrounds. However the correct insertions have only been determined in certain non-covariant cubic string field theories, [17–19] and a prescription for the non-polynomial covariant theory of Zwiebach [11] has so far been missing. We provided an unambiguous prescription that determines the cocycle factors in the reflector, which depends sensitively on details of the state-operator map and the commutation relations of vertex operators on torus backgrounds, that are also afflicted by cocycle signs. (These last signs also appear in relatively recent discussions of subtleties in T-duality [44] and non-commutativity [28] of closed strings on torus backgrounds.) Our construction of the reflector unambiguously defines the free covariant closed string field theory of [11] on a torus background, and provides correct sign insertions for the interaction vertices.

We have elaborated on our discussion in [1] of the interpretation of integrating out degrees of freedom in terms of homotopy transfer, giving details on the role of gauge redundancies and zero modes. With regard to the latter, we introduced the concept of consistent $L_{\infty}$ truncation, which is a criterion that identifies when a theory can be viewed as a consistent subsector of a bigger theory in a broad sense. The degrees of freedom of the theory are a subsector of the degrees of freedom of the bigger theory, but the relation between the interactions is more subtle: the construction can be viewed as providing a consistent embedding of the smaller theory into the bigger one. Homotopy transfer can be seen as an algorithm that constructs such a truncation given a subset of the original degrees of freedom. However, a theory can be a consistent $L_{\infty}$ truncation of another even when no homotopy transfer can exist, which is the case when the zero mode sectors are different, as we have seen.

To do the integrations needed to obtain double field theory from closed string field theory, the string field theory is first Wick-rotated to Euclidean space (and gauge-fixed where necessary). This ensures that there are no issues with zero modes. There is then a definite procedure of integrating out the relevant modes to arrive at a weakly constrained double field theory in Euclidean signature. The formulas of homotopy transfer provide an algorithmic procedure to determine, starting from the interaction vertices of the full closed string field theory, the vertices of double field theory to arbitrary order in fields. It would also determine the symmetries of the double field theory from those of the string theory. Unfortunately, the interaction vertices of closed string field theory are too involved for this to be a straightforward procedure. We hope to return to the explicit construction of the weakly constrained double field theory elsewhere.

This gives the algebraic structure of the Euclidean double field theory in terms of that of the Wick-rotated string theory. The final step is to analytically continue the double field theory to Lorentzian signature. We do not anticipate any obstruction to doing so (at least for the classical theory arising from the tree-level effective action). We emphasize that, in our opinion, the explicit construction of a genuine (weakly constrained) double field theory would be already a major advance even in Euclidean signature. It would be an important first step towards such a theory in Lorentzian signature. Indeed one may also view the Euclidean theory as a subsector of a larger Lorentzian theory yet to be constructed. To see this, imagine that we perform a time/space split of a gravity theory, for instance as the first step towards obtaining the Hamiltonian formulation. The resulting action will have ‘potential terms’ involving purely spatial derivatives plus terms involving time derivatives. The potential terms are separately invariant under spatial diffeomorphisms and can hence be viewed as defining Euclidean gravity. Similarly, one may subject any double field theory to a time/space split (see, e.g., section 3 of [20]). The potential terms then take the form of a Euclidean double field theory that is invariant under spatial (generalized) diffeomorphisms. It is this subsector of a Lorentzian weakly constrained double field theory that is guaranteed to exist by the homotopy transfer procedure.

While we focus on the double field theory sector of closed string field theory, from the viewpoint of this paper there is nothing special about this subsector. Much of the algebraic machinery could equally be applied to another subsector, such as that arising from the projection to a fixed level, or more generally to the effective theory obtained from integrating out an arbitrary subsector of a field theory. It is to be hoped, however, that
there is something special about the double field theory subsector, given that it is closed under the T-duality group \(O(d, d, \mathbb{Z})\). For instance, it could be that the non-localities arising are in some sense milder than for a generic subsector. (A weakly constrained double field theory cannot be completely local, however, since the product of fields obeying the level-matching constraint must be projected to be level-matched, which is a non-local operation [16].) To see that something like this is possible, we recall that there are interesting cases where there are elegant non-Wilsonian effective field theories for modes that do not constitute a low energy subsector. Examples of this arise for Kaluza-Klein truncations. Consider type IIB supergravity on \(AdS_5 \times S^5\), for which the radius of the \(S^5\) is comparable to the \(AdS\) radius. There is then no separation between massless modes and modes that are much heavier, yet there is a perfectly local field theory for the lowest multiplet: maximal \(SO(6)\) gauged supergravity, as proved in [66]. 

For gravity supermultiplets on a circle with a twist by a duality symmetry [67] (so that there is a monodromy on the circle given by a duality transformation), then the Scherk-Schwarz reduction [68] gives a lower-dimensional supergravity that is a truncation of the full Kaluza-Klein reduction with a duality twist. For a geometric twist this can be viewed as a compactification on a twisted torus [69] which then defines the Kaluza-Klein spectrum. In the simplest examples there are two mass scales in this, one is the Scherk-Schwarz mass given by the duality twist and the other is set by the radius of the circle. The truncation keeps modes whose mass is set by the Scherk-Schwarz scale and truncates out those set by the compactification scale, even though this may be comparable or smaller. It would be interesting to see if something similar to these examples happens for weakly constrained double field theory or to try to understand systematically under which conditions such ‘non-Wilsonian’ effective field theories take a manageable form. These and other questions we leave for future work.

### Appendix

#### A. Consistency of the Transpose

We now check the somewhat bizarre rule (5.64) for consistency. Firstly, it follows from (5.16) that \((\Omega^T)^T = \Omega\). By moving \(C_{\ell \bar{k}}\) past momenta again, we calculate

\[
\left( e^{i k x} e^{i \bar{k} \bar{x}} \right)^T = e^{2i \omega(h - \bar{h})} e^{(\bar{k} x + \bar{x} k) - \frac{1}{2} x k} e^{i k x} e^{i \bar{k} \bar{x}} = e^{i k x} e^{i \bar{k} \bar{x}} = e^{i k x} e^{i \bar{k} \bar{x}}
\]

since \(\bar{h} - h \in \mathbb{Z}\).

It remains to check consistency with respect to the assumed zero-mode commutation relations

\[
[x, \bar{x}] = ic, \quad [x, p] = i = [\bar{x}, \bar{p}], \quad [x, \bar{p}] = [\bar{x}, p] = 0.
\]  

It is actually more convenient to define (for wavenumbers \(\ell, \bar{\ell}\))

\[
U_{\ell, \bar{\ell}} = e^{i \ell \bar{\ell}} e^{i \bar{\ell} \ell} \quad \Rightarrow \quad U_{\ell, \bar{\ell}}^T = U_{\ell, \bar{\ell}}^{-1}
\]

and

\[
V_{\ell, \bar{k}} = e^{i k x} e^{i \bar{k} \bar{x}} ;
\]

Formula (5.64) then specifies \(V_{\ell, \bar{k}}^T\): \(k\)

\[
V_{\ell, \bar{k}}^T = e^{i (\ell - \bar{\ell}) \bar{k}} e^{i (\bar{k} - \ell) \ell} (C_{\ell \bar{k}})^{-1} V_{\bar{k}, \ell} C_{\ell \bar{k}}.
\]

Due to the position-position commutation relation \([x, \bar{x}] = ic\), the inverse is

\[
V_{\ell, \bar{k}}^{-1} = e^{i \ell \bar{\ell}} V_{-\ell, -\bar{\ell}} \cdot
\]

To check the position-momentum commutation relations, we calculate

\[
U_{\ell, \bar{\ell}} V_{\ell, \bar{k}} U_{\ell, \bar{\ell}}^{-1} = e^{i (\ell \bar{k} + \bar{\ell} \ell)} V_{\ell, \bar{k}}.
\]

Taking the transpose on both sides gives

\[
\left( U_{\ell, \bar{\ell}} V_{\ell, \bar{k}} U_{\ell, \bar{\ell}}^{-1} \right)^T = e^{i (\ell \bar{k} + \bar{\ell} \ell)} (V_{\bar{k}, \ell})^T.
\]

which is easily confirmed to be consistent with (5.64) when \(C_{\ell \bar{k}}\) commutes past momenta.

Finally, we need to check consistency of (5.5) with the position-position commutation relation. For this we calculate

\[
V_{\ell, \bar{k}} V_{\ell, \bar{k}} = \exp(ic(\ell \bar{k} - \bar{\ell} \ell)) V_{\ell, \bar{k}} V_{\ell, \bar{k}}.
\]

Taking the transpose leads to

\[
V_{\ell, \bar{k}}^T V_{\ell, \bar{k}}^T = \exp(ic(\ell \bar{k} - \bar{\ell} \ell)) V_{\ell, \bar{k}}^T V_{\ell, \bar{k}}^T.
\]

This check is somewhat more involved. We will need the “braiding” identity

\[
V_{\ell, \bar{k}} e^{i (p + c)(\bar{k} - \ell)} = e^{i (p + c)(\bar{k} - \ell)} e^{i (p + c)(\bar{k} - \ell)} V_{\ell, \bar{k}}.
\]

To proceed with the check, we will specialise to two cases:

1. \(c \neq 0\) and \(C_{\ell \bar{k}} = 1\) (non-commutative positions without cocycle operator), or
2. \(c = 0\) and the cocycle operator

\[
C_{\ell \bar{k}} \equiv \exp(i \frac{1}{2} \pi (k + \bar{k})(\bar{p} + \bar{\ell})).
\]  

For the up sign this is the operator (5.31). For the down sign, this can be seen as the same operator defined in a dual frame.
In both cases, the corrected vertex operators (5.24) are known to satisfy bosonic equal-time commutation relations (5.28). 9

Case 1. (non-commutative positions): The left-hand side of (A.10) is (after writing $h_3 = k^2/2$, $h_5 = k^2/2$ etc. for the conformal weights)

$$e^{i\phi(k^{-2}+\ell^2-\ell')/2} e^{i\phi(k^2+\ell^2-\ell')/2} V_{kk'} V_{kk} V_{\ell\ell'} V_{\ell'k} .$$

(A.13)

Moving $V_{kk}$ to the right first gives a phase

$$e^{-i\pi(k^2-\ell^2)} \alpha(x) \alpha(x') V_{kk'},$$

(A.14)

due to (A.11) and the noncommutativity (A.9) of $V_{kk'}$ and $V_{\ell\ell'}$. Therefore we find

$$e^{-i\pi(k^2-\ell^2)} \alpha(x) \alpha(x') e^{i\pi(k^2-\ell^2-\ell')/2} e^{i\phi(k^2+\ell^2-\ell')} \propto e^{i\phi(k^2+\ell^2-\ell')/2} V_{kk'} V_{\ell\ell'} V_{kk},$$

(A.15)

Moving $e^{i\phi(k^2+\ell^2)}$ past factors to the right past $V_{kk'}$ picks up another phase due to the braiding formula (A.11), which cancels the $(\phi + x)$ dependent phase. We have thus found that the left-hand side of (A.10) is

$$V_{kk'} V_{kk} V_{mm'} V_{mm},$$

which is consistent with (A.10) if

$$\exp(2i\pi(k^2-\ell^2)) = 1 .$$

(A.17)

Expressing the wavenumbers $k$, $\ell$, and $\ell'$ in terms of integer-valued momenta and windings via (4.28) yields

$$(k^2 - \ell^2) = p_k w_k - p_{\ell'} w_{\ell'},$$

(A.18)

which leads to a quantisation condition on the non-commutativity parameter $c$:

$$c \in \pi \mathbb{Z} .$$

(A.19)

Fortunately, this is consistent with the value $c = \pi$ or

$$[x, y] = i \pi$$

(A.20)

found by Freidel, Leigh, and Minic [28] by demanding correct equal-time vertex operator commutation relations (5.28).

Case 2. (commutative positions with cocycle operator): Notwithstanding overall pure phases that always commute, (A.5) implies

$$V_{kk'} V_{kk} V_{\ell\ell'} V_{\ell'k} \propto e^{i\phi(k^2+\ell^2-\ell')} C_{kk'} C_{kk} e^{i\phi(k^2+\ell^2-\ell')} C_{\ell\ell'} C_{\ell'k} C_{\ell'k} C_{\ell\ell} .$$

(A.21)

and consistency of the transpose (A.10) holds if this equals $V_{kk'} V_{\ell\ell'}$. We divide the argument into two parts. Firstly we assume the nontrivial identity

$$C_{kk'} C_{kk} C_{\ell\ell'} C_{\ell'k} = C_{\ell'k} C_{\ell\ell'} C_{kk} C_{kk'} .$$

(A.22)

If we use (A.22) to commute factors involving $k$ past factors involving $\ell'$, the only phases we find are the ones from the braiding formula (A.11) from commuting $V_{kk}$ past $e^{i\phi(x)k(p^2)}$ towards the right, and $V_{\ell\ell'}$ past $e^{i\phi(x')k(p^2)}$ towards the left. These cancel.

Proving (A.22) involves another braiding formula

$$C_{kk'} C_{\ell\ell'} = \exp\left(i\pi k(p^2)\right) C_{kk'} C_{\ell\ell'},$$

(A.23)

and also

$$C_{kk'} C_{\ell\ell'} = \exp\left(-i\pi k(p^2)\right) C_{kk'} C_{\ell\ell'},$$

(A.24)

both of which follow due to the explicit form (A.12) of $C_{kk'}$. In re-arranging the left-hand side of (A.22) to resemble the right-hand side, we pick up a phase from moving $C_{kk'}$ past $V_{kk}$ to the right twice, and $C_{\ell\ell'}$ past $V_{kk}$ to the left, also twice. Therefore, the overall phase is

$$\exp\left(i\pi k(p^2)\right) C_{kk'} C_{\ell\ell'},$$

which is consistent in both cases.
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