We analyze an optimized artificial fixed-stress iteration scheme for the numerical approximation of the Biot system modelling fluid flow in deformable porous media. The iteration is based on a prescribed constant artificial volumetric mean total stress in the first half step. The optimization comes through the adaptation of a numerical stabilization or tuning parameter and aims at an acceleration of the iterations. The separated subproblems of fluid flow, written as a mixed first order in space system, and mechanical deformation are discretized by space-time finite element methods of arbitrary order. Continuous and discontinuous discretizations of the time variable are encountered. The convergence of the iteration schemes is proved for the continuous and fully discrete case. The choice of the optimization parameter is identified in the proofs of convergence of the iterations. The analyses are illustrated and confirmed by numerical experiments.
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1 Introduction and mathematical model

Many physical and technical problems in mechanical, environmental and petroleum engineering as well as in biomechanics and biomedicine involve interactions between flow and mechanical deformation in porous media. Therefore, the ability to simulate coupled mechanical deformations and fluid flow in such media is of particular importance from the point of view of physical realism. Numerical modelling of such coupled processes is complex due to the structure of the equations and continues to remain a challenging task.
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We consider modelling flow in deformable porous media by the quasi-static Biot system [26],

\[-\nabla \cdot \boldsymbol{\sigma}(\mathbf{u}, p) = \rho_f \mathbf{g}, \quad (1.1)\]

\[\partial_t \left( \frac{1}{M} \mathbf{b} + \nabla \cdot (b \mathbf{u}) \right) + \nabla \cdot \mathbf{q} = \mathbf{f}, \quad \mathbf{q} = -\frac{\mathbf{K}}{\eta} (\nabla p - \rho_f \mathbf{g}), \quad (1.2)\]

\[p(0) = p_0, \quad \mathbf{u}(0) = \mathbf{0}, \quad (1.3)\]

with supplemented boundary conditions and the total stress \(\boldsymbol{\sigma}(\mathbf{u}, p) = \boldsymbol{\sigma}_0 + \mathbf{C} : \varepsilon(\mathbf{u}) - b(p - p_0)\mathbf{I}\), to be satisfied in the bounded Lipschitz domain \(\Omega \subset \mathbb{R}^d\), with \(d = 2\) or \(d = 3\), and for the time \(t \in I = (0, T]\). In \((1.1) - (1.3)\), we denote by \(\mathbf{u}\) the unknown displacement field, \(p\) the unknown fluid pressure, \(\varepsilon(\mathbf{u}) = (\nabla \mathbf{u} + (\nabla \mathbf{u})^\top)/2\) the linearized strain tensor, \(\mathbf{C}\) the Gassmann rank-4 tensor of elasticity, \(\boldsymbol{\sigma}_0\) the reference state stress tensor, \(b\) Biot’s coefficient, \(\rho_b = \phi \rho_f + (1 - \phi) \rho_s\) the bulk density with porosity \(\phi\) and fluid and solid phase density \(\rho_f\) and \(\rho_s\), \(p_0\) the reference state fluid pressure, \(M\) Biot’s modulus and, finally, by \(\mathbf{q}\) Darcy’s velocity or the fluid flux. Eq. \((1.1)\) models conservation of momentum and the first of the equations \((1.2)\) describes conservation of mass. The second of the equations \((1.2)\) is the well-known Darcy law with permeability field \(\mathbf{K}\) and fluid viscosity \(\eta\). Further, \(\mathbf{g}\) denotes gravity or, in general, some body force and \(\mathbf{f}\) is a volumetric source. The quantities \(\eta, M, \rho_f\) and \(\rho_s\) are positive constants. The matrix \(\mathbf{K}\) is supposed to be symmetric and uniformly positive definite. For any symmetric matrix \(\mathbf{B}\) we assume that \((\mathbf{CB}) : \mathbf{B} \geq a|\mathbf{B}|^2 + \lambda \tau(\mathbf{B})^2\) is satisfied with some constant \(a > 0\) and the drained bulk modulus \(\lambda\); cf. [28]. We assume that \(\rho_f\) is independent of time and that \(\rho_b \mathbf{g} = -\nabla \cdot \boldsymbol{\sigma}_0\). Here, the quasi-static feature is due to the negligence of the solid’s acceleration in problem \((1.1)\) of mechanical deformation. This prevents the applicability of the model \((1.1) - (1.3)\) to classes of problems for that the contrast coefficients, the ratio between the intrinsic characteristic time and the characteristic time scale of the domain, are not close to the singular limit of vanishing numbers. In [39] an existence, uniqueness and regularity theory is presented for the Biot system \((1.1) - (1.3)\) in a Hilbert space setting. In [40] the well-posedness is shown for a wider class of diffusion problems in poro-elastic media with more general material deformation models.

Iteratively coupled solution methods for the system \((1.1) - (1.3)\) of coupled fluid flow and mechanical deformation have recently attracted researchers’ interest; cf. [3, 8, 9, 21, 26, 27, 28, 30, 38] and the references therein. Iterative coupling is a sequential approach, in that either the problem of flow or the mechanics is solved first followed by solving the other system using the already calculated information. At each time step this is repeated until a converged solution within a prescribed numerical tolerance is obtained. In [21] it’s shown by an analysis that some of the splitting approaches may exhibit stability problems. Iterative coupling offers the appreciable advantage over the fully coupled method that existing and highly developed discretizations and algebraic solver technology, for instance preconditioning methods, as well as existing software tools can be reused. The construction of efficient preconditioning techniques for solving the arising algebraic systems of equations of fully coupled approaches to poroelasticity has not been satisfactorily solved yet and continues to remain a field of active research [42]. In particular, this applies to the case in that higher order space and time discretization techniques are involved.

In this work we analyze a ”fixed-stress split” type iterative method; cf. [21, 27]. The fixed-stress split iterative method is based on imposing constant volumetric mean total stress \(\sigma_v = \sigma_0 + \lambda \nabla \cdot \mathbf{u} - b(p - p_0)\) in the first half step of fluid flow. In our approach we use some optimized fixed-stress split by prescribing a constant artificial volumetric mean total stress that is given
for $\sigma_0 = 0$ and $p_0 = 0$ by $\sigma_v = \lambda \nabla \cdot u - L \lambda b^{-1} p$ with some additional numerical parameter $L > 0$ that has to be tuned to accelerate the iteration procedure and to reduce the numbers of iterations that are required for the adherence of a prescribed numerical tolerance. In contrast to [27], a mixed formulation of the flow problem (1.2) is considered here. In this paper we proof the convergence of the proposed iteration scheme by a fixed point argument and identify an optimal choice for the numerical parameter $L$. This is done for the continuous case of the iteratively coupled subproblems of partial differential equations and for the fully discrete case of space-time finite approximations of the subproblems. Our analysis yields the same choice for the numerical parameter $L$ for the either cases, even though completely different techniques of proof are used. Therefore, the acceleration of the iteration’s convergence is not impacted by the time or space step size or the polynomial degree of the finite element methods in time and space. Our numerical tests nicely confirm the choice of the acceleration parameter $L$ that is suggested by our numerical analysis of the schemes. The numerical results show that the number of required iterations can strongly be reduced by using the proposed optimized fixed-stress split iterative method along with the suggested choice of the tuning parameter $L$.

For the numerical approximation of the separated subproblems of fluid flow and mechanical deformation we use space-time finite element methods. Continuous and discontinuous finite element discretizations of the time variable are studied. For the spatial discretization of the flow problem mixed finite element methods (cf. [10]) ensuring local mass conservation and an inherent approximation of the flux variable are used. Due to these properties, mixed finite element methods have shown in numerous works their superiority over standard conforming methods for the numerical simulation of fluid flow in porous media; cf. [19] for its application to reservoir geomechanics. For the spatial discretization of the displacement variable a standard conforming approach is used in order to simplify the analysis. In the future we will use discontinuous Galerkin methods for the discretization of the displacement field and the approximation of the subproblem of mechanical deformation since we expect from our former works (cf. [22, 23]) on discontinuous Galerkin methods significant advantages for future generalizations of the underlying Biot model, for instance, to the Biot–Allard system [26]. Moreover, the discontinuous Galerkin discretization of the displacement variable helps to avoid locking phenomena. For a discussion of locking phenomena arising in poroelasticity and remedies we refer to [24, 29, 31, 32, 36] and the references therein.

Since recently, variational time discretization schemes based on continuous or discontinuous finite element techniques have been developed to the point that they can be put into use (cf., e.g., [1, 2, 6, 13, 18, 23, 15] and the references therein) and demonstrated their significant advantages. Higher order methods are naturally embedded in these schemes and the uniform variational approach simplifies stability and error analyses. Further, goal-oriented error control [4] based on the dual weighted residual approach relies on variational space-time formulations and the concepts of adaptive finite element techniques for changing the polynomial degree as well as the length of the time intervals become applicable. However, in the context of numerical modelling flow in porous or deformable media higher order space-time finite element methods or even only higher order time discretizations have rarely been used in practice so far. However, for applications with strong fluctuations of physical quantities and involved highly dynamical processes, for instance in vibro acoustics and reactive multicomponent and multiphase subsurface flow, as well as for future generalizations to more complex models like the Biot–Allard system [26] the needfulness of developing and analyzing higher order techniques is evident.

The paper is organized as follows. In Sec. 2 we introduce the iterative coupling scheme of
subproblems of partial differential equations for fluid flow and mechanical deformation and prove its convergence. In Sec. 2, the space-time finite element discretization of the subproblems is introduced for a continuous and a discontinuous approximation of the time variable. In Sec. 3, we prove convergence of the iterations for both families of space-time finite element approximations. Sec. 4 illustrates the given analyses by numerical computations and confirms our theoretical observations. Sec. 5 summarizes the results of this work.

Throughout the paper, our notation is standard. We denote by $H^m(\Omega)$ the Sobolev space of $L^2$ functions with derivatives up to order $m$ in $L^2(\Omega)$. By $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ denote the inner product and norm in $L^2(\Omega)$, respectively, where we do not differ in the notation between inner products and norms of scalar- and vector-valued functions. For rank-2 tensors $A, B \in \mathbb{R}^{d,d}$ we use the notation $\langle A, B \rangle = \int_\Omega \sum_{i,j=1}^d A_{ij} B_{ij} \, dx$. Further, let $H^1_0(\Omega) = \{ u \in H^1(\Omega) \mid u = 0 \text{ on } \partial \Omega \}$. For the mixed problem formulation of the flow problem (1.2) we put

$$V = H(\text{div}; \Omega), \quad W = L^2(\Omega),$$

where $H(\text{div}; \Omega) = \{ q \in L^2(\Omega) \mid \nabla \cdot q \in L^2(\Omega) \}$. Let $X_0 \subset X \subset X_1$ be three reflexive Banach spaces with continuous embeddings. Then we consider the following set of spaces,

$$C(\Gamma; X) = \{ w : [0,T] \rightarrow X \mid w \text{ is continuous} \},$$

$$L^2(I; X) = \left\{ w : (0,T) \rightarrow X \mid \int_0^T \| w(t) \|^2_X \, dt < \infty \right\},$$

$$H^1(I; X_0, X_1) = \{ w \in L^2(I; X_0) \mid \partial_t w \in L^2(I; X_1) \},$$

that are equipped with their naturals norms (cf. [14]) and where the time derivative $\partial_t$ is understood in the sense of distributions on $(0, T)$. In particular, every function in $H^1(I; X_0, X_1)$ is continuous on $[0,T]$ with values in $X$; cf. [14]. For $X_0 = X = X_1$ we simply write $H^1(I; X)$.

### 2 Iterative coupling scheme and proof of convergence

In this section we introduce our iterative coupling scheme of subproblems of partial differential equations and prove its convergence. The fully discrete counterpart of the scheme and its convergence is treated below in Sec. 3 and 4 respectively. In our analysis of the scheme we restrict ourselves to homogeneous Dirichlet boundary conditions. In our numerical experiments (cf. Section 5) more general boundary conditions are also encountered. Without loss of generality, we assume vanishing initial conditions $p_0 = 0$ and $u_0 = 0$. We put $\sigma_0 = 0$ and assume that $g(0) = 0$. Further, we prescribe an isotropic material behavior such that the Gassmann rank-4 tensor of elasticity $C$ is given by $c_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})$ and the total stress reads as $\sigma(u, p) = 2\mu \varepsilon(u) + \lambda \nabla \cdot u I - b p I$ with $\mu > 0$ and $\lambda$ denoting the Lamé parameters. We let $\lambda > 0$ which is satisfied for most of the materials. These assumptions can be relaxed further to study more complex and non isotropic material behavior. To simplify the notation, we write $K$ instead of $K/\eta$ and add the gravity term of (1.2) to the right-hand side term $f$. Under these assumptions Eqs. (1.1)–(1.3) read as

$$-\nabla \cdot (2\mu \varepsilon(u) + \lambda \nabla \cdot u I - b p I) = \rho_0 g,$$  \hspace{1cm} \text{(2.1)}

$$\partial_t \left( \frac{1}{M} p + \nabla \cdot (bu) \right) + \nabla \cdot q = f, \quad q = -K \nabla p,$$  \hspace{1cm} \text{(2.2)}

$$p(0) = 0, \quad u(0) = 0$$  \hspace{1cm} \text{(2.3)}
for $\mathbf{x} \in \Omega$ and $t \in I$ with the boundary conditions

$$p = 0 \quad \text{and} \quad \mathbf{u} = 0 \quad \text{on } \partial \Omega \times I. \quad (2.4)$$

For the data $\mathbf{g}$, $f$ and $K$ we assume at first that the conditions $\mathbf{g} \in L^2(I; L^2(\Omega))$, $f \in L^2(I; L^2(\Omega))$ and $K \in L^\infty(\Omega)$ are satisfied.

For $\Omega = (0, l)^d$ and under periodic boundary conditions for $\mathbf{u}$ and $p$ with period $l$ and for smooth $l$-periodic functions $p_0$, $f$ and $\sigma_0$ it is shown in [26] that the system $(1.1)-(1.3)$ admits a unique periodic solution $\{\mathbf{u}, p\} \in C(T; H^1_{\text{per}}(\Omega) \cap L^2(\Omega)) \times H^1(\Omega \times I) \cap C(T; H^1_{\text{per}}(\Omega))$.

Further, for $\mathbf{g} \in C^\infty_0(\mathbb{R}^+; L^2(\Omega))$ and homogeneous initial conditions the solution of the system is smooth in time with $\{\mathbf{u}, p\} \in H^k(I; H^1_{\text{per}}(\Omega)) \times H^k(I; H^1_{\text{per}}(\Omega))$, for all $k \in \mathbb{N}_+$, cf. [26].

To solve the equations $(2.1)-(2.4)$ we use a fixed-stress iterative splitting scheme; cf. [27]. This scheme consists in imposing a constant artificial volumetric mean total stress $\sigma_v = \lambda \nabla \cdot \mathbf{u} - L \lambda b^{-1} p$ in the first half step. Here, the parameter $L > 0$ is a free to be chosen constant that is specified below. The supplement "artificial", that is used here, is due to the additional parameter $L$ in contrast to the proper definition of the volumetric mean total stress given by $\sigma_v = \lambda \nabla \cdot \mathbf{u} - b p$. By adding the parameter $L$ we aim to find an iteration scheme with smaller fixed-stress and optimal contraction number compared to the standard definition of $\sigma_v$; cf. [27].

Supposing a constant artificial volumetric mean total stress then yields in the first half step of fluid flow

$$\left(\frac{1}{M} + L\right) \partial_t p^{k+1} + \nabla \cdot \mathbf{q}^{k+1} = f - b \nabla \cdot \partial_t \mathbf{u}^k + L \partial_t p^k, \quad \mathbf{q}^{k+1} = -K \nabla p^{k+1} \quad (2.5)$$
on $\Omega \times I$, $p^{k+1}(0) = 0$ in $\Omega$ and $p^{k+1} = 0$ on $\partial \Omega \times I$. In each iteration step problem $(2.5)$ of fluid flow is thus decoupled from the mechanical deformation subproblem and can be solved independently. In the second half step the effective deformation is then obtained by solving

$$-\nabla \cdot \left(2 \mu \varepsilon(u^{k+1}) + \lambda \nabla \cdot u^{k+1} \mathbf{I}\right) = \rho_b \mathbf{g} - b \nabla p^{k+1} \quad (2.6)$$
on $\Omega \times I$, where $\mathbf{u}^{k+1}(0) = 0$ and $u^{k+1} = 0$ on $\partial \Omega \times I$.

The weak formulation of problem $(2.5)$ in the space-time framework then reads as follows: Let $\tilde{f}^k := f - b \nabla \cdot \partial_t \mathbf{u}^k + L \partial_t p^k$ with $\tilde{f}^k \in L^2(I; W)$ be given. Find $p^{k+1} \in H^1(I; W)$ and $\mathbf{q}^{k+1} \in L^2(I; V)$ such that $p^{k+1}(0) = 0$ and

$$\left(\frac{1}{M} + L\right) \int_I (\partial_t p^{k+1}, w) \, dt + \int_I (\nabla \cdot q^{k+1}, w) \, dt = \int_I (\tilde{f}^k, w) \, dt, \quad (2.7)$$

$$\int_I (K^{-1} q^{k+1}, v) \, dt - \int_I (p^{k+1}, \nabla \cdot v) \, dt = 0 \quad (2.8)$$

for all $w \in L^2(I; W)$ and $v \in L^2(I; V)$.

The weak form of problem $(2.6)$ reads as follows: Let $p^{k+1} \in H^1(I; W)$ be given. Find $u^{k+1} \in H^1(I; H^1(\Omega)) \cap L^2(I; H^1_0(\Omega))$ such that $\mathbf{u}(0) = 0$ and

$$\int_I 2\mu \varepsilon(u^{k+1}), \varepsilon(z) \rangle \, dt + \int_I \lambda (\nabla \cdot u^{k+1}, \nabla \cdot z) \, dt$$

$$= \rho_b \int_I (g, z) \, dt + b \int_I (p^{k+1}, \varepsilon(z)) \, dt \quad (2.9)$$

for all $z \in L^2(I; H^1_0(\Omega))$. 
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To simplify the notation, we put

\[ \mathcal{W} = \{ w \in H^1(I; H^1(\Omega)) \mid w \in C(\bar{T}; H^1_0(\Omega)) \}, \]

\[ \mathcal{V} = \{ v \in L^2(I; \mathcal{V}) \mid v \in C(\bar{T}; L^2(\Omega)) \}, \]

\[ \mathcal{Z} = \{ z \in H^1(I; H^1(\Omega)) \mid z \in C(\bar{T}; H^1_0(\Omega)) , \partial_t u \in L^2(I; H^2(\Omega)) \}. \]

The following theorem shows the convergence of the iteration scheme (2.7) to (2.9). In contrast to [27], our proof is based on a mixed formulation of the flow problem. Moreover, the proof is presented explicitly here in order to show that the convergence proofs for the iteration scheme on the continuous and discrete level lead to the same optimal parameter \( L \), even though completely different techniques of proof are used.

**Theorem 2.1** Suppose that \( \partial \Omega \) and the permeability field \( K \) are sufficiently regular. Let \( f \in L^2(I; H^1(\Omega)) \) and \( q \in H^1(I; L^2(\Omega)) \) be satisfied. Then, for any \( L \geq b^2/(2\lambda) \) the operator \( S : (p^k, q^k, u^k) \mapsto (p^{k+1}, q^{k+1}, u^{k+1}) \) maps \( \mathcal{D} = \{ (p, q, u) \in \mathcal{W} \times \mathcal{V} \times \mathcal{Z} \mid p(0) = 0, u(0) = 0 \} \) into itself and is a contraction mapping on \( \mathcal{D} \). Therefore, the operator \( S \) has a unique fixed point in \( \mathcal{D} \). The contraction constant is smallest for \( L = b^2/(2\lambda) \) with value \( LM/(LM + 1) \).

**Proof.** Firstly, we show that \( S \) maps \( \mathcal{D} \) into itself. For this, let \( \{ p^k, q^k, u^k \} \in \mathcal{W} \times \mathcal{V} \times \mathcal{Z} \) be given. Under the assumptions of the theorem it follows that

\[ \tilde{f}^k \in L^2(I; H^1(\Omega)) \quad \text{for} \quad \tilde{f}^k = f - b \nabla \cdot \partial_t u^k + L \partial_t p^k. \]

The variational problem (2.7), (2.8) then admits a unique solution \( p^{k+1} \in \mathcal{W} \) and \( q^{k+1} \in \mathcal{V} \). This directly follows from parabolic regularity theory; cf., e.g., [16]. For \( p^{k+1} \in H^1(I; H^1(\Omega)) \) the second of the right-hand side terms in Eq. (2.9) can be rewritten as

\[ \int_I \langle p^{k+1} I, \varepsilon(z) \rangle \, d\tau = \int_I \langle \nabla p^{k+1}, z \rangle \, d\tau. \]

By means of elliptic regularity theory the variational problem (2.9) then admits a unique solution \( u^{k+1} \in \mathcal{Z} \); cf., e.g., [11]. We note that \( p^{k+1} \in \mathcal{W}, q^{k+1} \in \mathcal{V} \) and \( u^{k+1} \in \mathcal{Z} \) are even strong solutions of the problems (2.5) and (2.6), respectively.

Secondly, we now show that the operator \( S \) is a contraction mapping on \( \mathcal{D} \). With

\[ \sigma_v = \lambda \nabla \cdot u - \frac{L \lambda}{b} p \]

and \( S_{p}^{k+1} = p^{k+1} - p^k, S_{q}^{k+1} = q^{k+1} - q^k, S_{u}^{k+1} = u^{k+1} - u^k, S_{\sigma_v}^{k} = \sigma_v^k - \sigma_v^{k-1} \) for the differences of the iterates we get from the first of the equations (2.7) that

\[ \left( \frac{1}{M} + L \right) \int_0^t \langle \partial_t S_{p}^{k+1}, w \rangle \, d\tau + \int_0^t \langle \nabla \cdot S_{q}^{k+1}, w \rangle \, d\tau = - \int_0^t \frac{b}{\lambda} \langle \partial_t S_{\sigma_v}^{k}, w \rangle \, d\tau \]

for all \( w \in L^2(I; W) \). Choosing \( w = S_{p}^{k+1} \) in Eq. (2.11) and using the inequalities of Cauchy–
Applying the algebraic identity
\[
\left( \frac{1}{M} + L \right) \frac{b^2}{L^2 \lambda^2} \int_0^t \int_\Omega \left| \frac{L \lambda}{b} \partial_t S_{k+1}^q \right|^2 \, dx \, d\tau + \int_0^t \left\langle \nabla \cdot S_{k+1}^q, \partial_t S_{k+1}^q \right\rangle \, d\tau
\]

\[
= - \int_0^t \frac{b}{\lambda} \left\langle \partial_t S_{k+1}^q, \partial_t S_{k+1}^q \right\rangle \, d\tau
\]

\[
\leq \frac{\varepsilon}{2} \frac{b^2}{L^2 \lambda^2} \int_0^t \int_\Omega \left| \frac{L \lambda}{b} \partial_t S_{k+1}^q \right|^2 \, dx \, d\tau + \frac{b^2}{2 \lambda^2} \int_0^t \int_\Omega \left| \partial_t S_{k+1}^q \right|^2 \, dx \, d\tau.
\]

Choosing \( \varepsilon = L + \frac{1}{M} \), we then get that
\[
\int_0^t \int_\Omega \left| \frac{L \lambda}{b} \partial_t S_{k+1}^q \right|^2 \, dx \, d\tau + \gamma \int_0^t \left\langle \nabla \cdot S_{k+1}^q, \partial_t S_{k+1}^q \right\rangle \, d\tau
\]

\[
\leq \left( \frac{L}{L + 1/M} \right)^2 \int_0^t \int_\Omega \left| \partial_t S_{k+1}^q \right|^2 \, dx \, d\tau
\]

with \( \gamma = \frac{2L^2 \lambda^2}{b^2} \cdot \frac{1}{L + 1/M} > 0 \).

Next, taking the time derivative of the second of the equations (2.5) and testing the resulting identity with \( v = S_{k+1}^q \), we have that
\[
\int_0^t \left\langle K^{-1} \partial_t S_{k+1}^q, S_{k+1}^q \right\rangle \, d\tau - \int_0^t \left\langle \nabla \cdot S_{k+1}^q, \partial_t S_{k+1}^q \right\rangle \, d\tau = 0.
\]

By means of \( \frac{1}{2} \frac{d}{d\tau} \langle a, a \rangle = \langle \partial_t a, a \rangle \) we conclude from the previous equation that
\[
\int_0^t \left\langle \nabla \cdot S_{k+1}^q, \partial_t S_{k+1}^q \right\rangle \, d\tau = \int_0^t \frac{1}{2} \frac{d}{d\tau} \left\langle K^{-1} S_{k+1}^q, S_{k+1}^q \right\rangle \, d\tau
\]

\[
= \frac{1}{2} \left\langle K^{-1} S_{k+1}^q(t), S_{k+1}^q(t) \right\rangle - \frac{1}{2} \left\langle K^{-1} S_{k+1}^q(0), S_{k+1}^q(0) \right\rangle
\]

\[
= \frac{1}{2} \left\| K^{-1/2} S_{k+1}^q(t) \right\|^2.
\]

We note that by definition and Eq. (2.5) along with the regularity conditions of \( D \) it holds that \( S_{k+1}^q(0) = -K \nabla p_0 + K \nabla p_0 = 0 \).

Finally, taking the time derivative of Eq. (2.6) and testing the resulting equation with \( z = \partial_t S_{k+1}^q \) we get that
\[
\frac{2L^2 \lambda^2}{b^2} \int_0^t \int_\Omega \left| \varepsilon \partial_t S_{k+1}^q \right|^2 \, dx \, d\tau + \frac{2 \lambda L \lambda^2}{b^2} \int_0^t \int_\Omega \left| \nabla \cdot \partial_t S_{k+1}^q \right|^2 \, dx \, d\tau
\]

\[
= 2 \int_0^t \left\langle \frac{L \lambda}{b} \partial_t S_{k+1}^q, \lambda \nabla \left( \partial_t S_{k+1}^q \right) \right\rangle \, d\tau.
\]

Applying the algebraic identity
\[
2\langle a, b \rangle = \langle a, a \rangle + \langle b, b \rangle - \langle a - b, a - b \rangle
\]
to the right-hand side of Eq. (2.14) and recalling definition (2.10) we find that

$$\frac{2L^2\lambda}{b^2} \int_0^t \int_\Omega 2\mu \left| \epsilon(\partial_t S_{u}^{k+1}) \right|^2 \, dx \, dt + \frac{2L\lambda}{b^2} \int_0^t \int_\Omega \left| \lambda \nabla \cdot \partial_t S_{u}^{k+1} \right|^2 \, dx \, dt$$

$$= \int_0^t \int_\Omega \left| L \frac{\lambda}{b} \partial_t S_{\sigma_v}^{k+1} \right|^2 \, dx \, dt + \int_0^t \int_\Omega \left| \lambda \nabla \cdot \partial_t S_{u}^{k+1} \right|^2 \, dx \, dt$$

$$- \int_0^t \int_\Omega \left| \partial_t S_{\sigma_v}^{k+1} \right|^2 \, dx \, dt. \quad (2.15)$$

Finally, summing up the relations (2.12), (2.13) and (2.15) yields that

$$\int_0^t \int_\Omega \left| \partial_t S_{\sigma_v}^{k+1} \right|^2 \, dx \, dt + \frac{2L^2\lambda}{b^2} \int_0^t \int_\Omega \left| \epsilon(\partial_t S_{u}^{k+1}) \right|^2 \, dx \, dt$$

$$+ \left( \frac{2L}{b^2} - 1 \right) \int_0^t \int_\Omega \left| \lambda \nabla \cdot \partial_t S_{u}^{k+1} \right|^2 \, dx \, dt + \frac{\gamma}{2} \left\| K^{-1/2} S_{q}^{k+1}(t) \right\|^2$$

$$\leq \left( \frac{L}{L + 1/M} \right)^2 \int_0^t \int_\Omega \left| \partial_t S_{\sigma_v}^{k} \right|^2 \, dx \, dt. \quad (2.16)$$

Inequality (2.16) yields a contraction map only if $L \geq b^2/(2\lambda)$. The contraction constant is smallest for $L = b^2/(2\lambda)$.

On the space $D$ the expression on the left-hand side of (2.16) defines a metric by

$$d_D((u, p, q), (0, 0, 0))$$

$$= \frac{4L^2\mu}{b^2} \| \epsilon(\partial_t u) \|^2_{L^2(\Omega \times I)} + \left( \frac{2L}{b^2} - 1 \right) \| \lambda \nabla \cdot \partial_t u \|^2_{L^2(\Omega \times I)}$$

$$+ \left\| \partial_t \left( \lambda \nabla \cdot u - \frac{L\lambda}{b} p \right) \right\|^2_{L^2(\Omega \times I)} + \frac{\gamma}{2} \max_{0 \leq t \leq T} \| K^{-1/2} q(t) \|_{L^2(\Omega)}.$$

Summarizing the previous steps, we note that the operator $S$ maps to $D$ into itself and, by inequality (2.16), satisfies

$$d_D((u^{k+1}, p^{k+1}, q^{k+1}) - (u^k, p^k, q^k)) \leq \delta d_D((u^k, p^k, q^k) - (u^{k-1}, p^{k-1}, q^{k-1}))$$

with $\delta = \frac{L}{L + 1/M}$. Therefore, the operator $S$ is a contraction mapping and by the contraction mapping principle, it has a unique fixed point.

3 Space-time discretization

In this section we introduce our space time finite approximation of the subproblems (2.7), (2.8) and (2.9) of fluid flow and mechanical deformation by space-time finite element techniques. For the discretization of the time variable we consider using continuous and discontinuous finite element methods. For the spatial discretization of the subproblem of fluid flow mixed
finite element techniques are applied. Standard conforming finite element methods are used for the spatial discretization of the subproblem of mechanical deformation. The derivation of the discrete systems is done briefly here. For the application of space-time finite element methods to the subproblems of our iteration scheme and the derivation of their algebraic formulations as well as for the construction of appropriate iterative linear solvers and preconditioning techniques we refer to [6] [23].

We decompose the time interval $[0, T]$ into $N$ subintervals $I_n = (t_{n-1}, t_n]$, where $n \in \{1, \ldots, N\}$ and $0 = t_0 < t_1 < \cdots < t_{n-1} < t_n = T$ and $\tau = \max_{n=1,\ldots,N}(t_n - t_{n-1})$. Further we denote by $\mathcal{K}_h$ a finite element decomposition of mesh size $h$ of the polyhedral domain $\Omega$ into closed subsets $K$, quadrilaterals in two dimensions and hexahedrals in three dimensions. For the spatial discretization of (2.5) we use a mixed finite element approach. We choose the class of Raviart–Thomas elements for the two-dimensional case and the class of Raviart–Thomas–Nédélec elements in three space dimensions, where $W_h^s \subset L^2(\Omega)$ with $W_h^s = \{ w_h \in L^2(\Omega) \mid w_h|_K \circ T_K \in Q_s \}$ and $V_h^s \subset H(\text{div}; \Omega)$ denote the corresponding inf-sup stable pair of finite element spaces; cf. [6] [10] [34] for the exact definition of $V_h^s$. Here, $Q_s$ is the space of polynomials that are of degree less than or equal to $s$ with respect to each variable $x_1, \ldots, x_d$ and $T_K$ is a suitable invertible mapping of the reference cube $K$ to the element $K$ of the triangulation $\mathcal{T}_h$. For the spatial approximation of the displacement field $u$ of (2.6) we discretize the space variables by means of a conforming Galerkin method with finite element techniques applied. Standard conforming finite element methods are used for functions not necessarily being continuous in time, are then defined by

\[ W_{r,h}^{r,s} = \{ w_{r,h} \in C(\tilde{T} ; L^2(\Omega)) \mid w_{r,h}|_I \in \mathcal{P}_r(I; W_h^{s}) \}, \tag{3.1} \]
\[ V_{r,h}^{r,s} = \{ v_{r,h} \in C(\tilde{T} ; H(\text{div}; \Omega)) \mid v_{r,h}|_I \in \mathcal{P}_r(I; V_h^{s}) \}, \tag{3.2} \]
\[ Z_{r,h}^{r,l} = \{ z_{r,h} \in C(\tilde{T} ; H^1_0(\Omega)) \mid z_{r,h}|_I \in \mathcal{P}_r(I; H^1_h) \}, \tag{3.3} \]

where $\mathcal{P}_r(I; X)$ denotes the space of all polynomials in time up to degree $r \geq 0$ on $I_n$ with values in $X$. We choose $l = s+1$ to equilibrate the convergence rates of the spatial discretization for the three unknowns $p, q$ and $u$; cf. [30] Part I, Thm. 5.2. For short, we will also use the abbreviations $W_h = W_h^s$, $V_h = V_h^s$ and $H_h = H_h^{s+1}$ in the sequel.

Discontinuous counterparts $\tilde{W}_{r,h}^{r,s}$, $\tilde{V}_{r,h}^{r,s}$ and $\tilde{H}_{r,h}^{r,l}$ of the spaces (3.1)–(3.3), consisting of functions not necessarily being continuous in time, are then defined by

\[ \tilde{W}_{r,h}^{r,s} = \{ w_{r,h} \in L^2(I; L^2(\Omega)) \mid w_{r,h}|_I \in \mathcal{P}_r(I; W_h^{s}), \ w_{r,h}(0) \in W_h^{s} \}, \tag{3.4} \]
\[ \tilde{V}_{r,h}^{r,s} = \{ v_{r,h} \in L^2(I; H(\text{div}; \Omega)) \mid v_{r,h}|_I \in \mathcal{P}_r(I; V_h^{s}), \ v_{r,h}(0) \in V_h^{s} \}, \tag{3.5} \]
\[ \tilde{Z}_{r,h}^{r,l} = \{ z_{r,h} \in L^2(I; H^1_0(\Omega)) \mid z_{r,h}|_I \in \mathcal{P}_r(I; H^1_h), \ z_{r,h}(0) \in H^1_h \}. \tag{3.6} \]

### 3.1 The cGP($v$)–MFEM($s$)cG($s+1$) approach.

The space-time finite element approximation of the flow problem (2.7), (2.8) by a continuous finite element approach in time reads as follows: Let $u_{r,h}^k \in Z_{r,h}^{r,s+1}$, $p_{r,h}^k \in W_{r,h}^{r,s}$ be given and

\[ t_{h}^k (w_{r,h}) = \left< f - b \nabla \cdot \partial_t u_{r,h}^k + L \partial_t p_{r,h}^k, w_{r,h} \right>, \]
Then we replace the variational problems (3.7), (3.8) and (3.9) by the following system of equations:

\[
\begin{align*}
\sum_{n=1}^{N} \left\{ \int_{t_{n-1}}^{t_n} \left( \frac{1}{M} + L \right) \langle \partial_t p_{\tau,h}^{k+1}, w_{\tau,h} \rangle \, dt + \int_{t_{n-1}}^{t_n} \langle \nabla \cdot q_{\tau,h}^{k+1}, w_{\tau,h} \rangle \, dt \right\} &= \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} l^k_p(w_{\tau,h}) \, dt, \quad (3.7) \\
\sum_{n=1}^{N} \left\{ \int_{t_{n-1}}^{t_n} \langle K^{-1} q_{\tau,h}^{k+1}, v_{\tau,h} \rangle \, dt - \int_{t_{n-1}}^{t_n} \langle p_{\tau,h}^{k+1}, \nabla \cdot v_{\tau,h} \rangle \, dt \right\} &= 0 \quad (3.8)
\end{align*}
\]

for all \(w_{\tau,h} \in W_{\tau,h}^{r-1,s}\) and \(s_{\tau,h} \in \tilde{W}_{\tau,h}^{-1,s}\).

The corresponding space-time finite element approximation of the problem (2.9) of mechanical deformation reads as follows: Let \(p_{\tau,h}^{k+1} \in W_{\tau,h}^{r,s}\) be given and find \(\tau_{\tau,h}^{k+1}(z_{\tau,h}) = b(p_{\tau,h}^{k+1}, \nabla \cdot z_{\tau,h})\)

for \(z_{\tau,h} \in \tilde{Z}_{\tau,h}^{r,s+1}\). Find \(u_{\tau,h}^{k+1} \in Z_{\tau,h}^{r,s+1}\) with \(u_{\tau,h}^{k+1}(0) = 0\) such that

\[
\begin{align*}
\sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} 2\mu \langle \varepsilon(u_{\tau,h}^{k+1}), \varepsilon(z_{\tau,h}) \rangle \, dt + \int_{t_{n-1}}^{t_n} \lambda \langle \nabla \cdot u_{\tau,h}^{k+1}, \nabla \cdot z_{\tau,h}^{k+1} \rangle \, dt = 0 \quad (3.9)
\end{align*}
\]

for all \(z_{\tau,h} \in \tilde{Z}_{\tau,h}^{r-1,s+1}\).

On the subinterval \(I_n\) we expand the discrete functions \(p_{\tau,h}^{k} \in W_{\tau,h}^{r,s}\), \(q_{\tau,h}^{k} \in \mathcal{V}_{\tau,h}^{r,s}\) and \(u_{\tau,h}^{k} \in \mathcal{H}_{\tau,h}^{r,s+1}\) in terms of Lagrangian basis functions \(\varphi_{n,j}\) with respect to \(r+1\) nodal points \(t_{n,j} \in I_n\), \(j = 0, \ldots, r\), for the time variable such that they admit the representations

\[
p_{\tau,h|I_n}(t) = \sum_{j=0}^{r} P_{n,h}^{j,k} \varphi_{n,j}(t), \quad q_{\tau,h|I_n}(t) = \sum_{j=0}^{r} Q_{n,h}^{j,k} \varphi_{n,j}(t), \quad u_{\tau,h|I_n}(t) = \sum_{j=0}^{r} U_{n,h}^{j,k} \varphi_{n,j}(t) \quad (3.10)
\]

for \(t \in I_n\) with coefficient functions \(P_{n,h}^{j,k} \in W_h\), \(Q_{n,h}^{j,k} \in \mathcal{V}_h\) and \(U_{n,h}^{j,k} \in \mathcal{H}_h\) for \(j = 0, \ldots, r\). Then we replace the variational problems (3.7), (3.8) and (3.9) by the following system of equations: Let \(n \in \{1, \ldots, N\}\). Find coefficient functions \(P_{n,h}^{j,k+1} \in W_h\) for \(i = 0, \ldots, r\) and \(U_{n,h}^{j,k+1} \in \mathcal{H}_h\), \(Q_{n,h}^{i,k+1} \in \mathcal{V}_h\) for \(i = 1, \ldots, r\) such that

\[
\left( \frac{1}{M} + L \right) \sum_{j=0}^{r} \alpha_{ij} \langle P_{n,h}^{j,k+1}, w_h \rangle + L \sum_{j=0}^{r} \alpha_{ij} \langle P_{n,h}^{j,k+1} - P_{n,h}^{j,k}, w_h \rangle + \tau_n \beta_{ii} \langle \nabla \cdot Q_{n,h}^{i,k+1}, w_h \rangle = \tau_n \beta_{ii} \langle f(t_{n,i}), w_h \rangle - b \sum_{j=0}^{r} \alpha_{ij} \langle \nabla \cdot U_{n,h}^{j,k}, w_h \rangle, \quad (3.11)
\]

\[
\langle K^{-1} Q_{n,h}^{i,k+1}, v_h \rangle - \langle P_{n,h}^{i,k+1}, \nabla \cdot v_h \rangle = 0, \quad (3.12)
\]

\[
2\mu \langle \varepsilon(U_{n,h}^{j,k+1}), \varepsilon(z_h) \rangle + \lambda \langle \nabla \cdot U_{n,h}^{j,k+1}, \nabla \cdot z_h \rangle - b \langle P_{n,h}^{j,k+1}, \nabla \cdot z_h \rangle = 0 \quad (3.13)
\]
for all \( w_h \in W_h, v_h \in V_h, z_h \in H_h \) and \( i = 1, \ldots, r \), where \( P_{n,h}^{0,k+1} \) is defined by the continuity constraint in time of the discrete solution \( p_{r,h}^{k+1} \in W_{\tau,h}^{r,s} \), i.e. \( P_{n,h}^{0,k+1} = \lim_{l \to \infty} p_{r,h}^{l}(t_{n-1}) \) for \( n > 1 \) and \( P_{n,h}^{0,k+1} = 0 \) for \( n = 1 \).

The coefficients \( \alpha_{ij} \) and \( \beta_{ii} \) in (3.11)–(3.13) are defined by

\[
\alpha_{ij} = \int_{I_n} \varphi_{n,j}(t) \cdot \varphi_{n,i}(t) \, dt, \quad \beta_{ii} = \int_{I_n} \varphi_{n,i}(t) \cdot \varphi_{n,i}(t) \, dt, \quad i = 1, \ldots, r, \quad j = 0, \ldots, r.
\]

**Remark 3.1**

- The scheme (3.7)–(3.9) defines a Galerkin–Petrov method, since the trial spaces (3.1)–(3.3) and test spaces (3.4)–(3.6) differ.

- For all technical details of the derivation of the semi-algebraic equations (3.11)–(3.13) we refer to, e.g., [6, 7, 23, 37].

- We note that (3.11)–(3.13) is not the local counterpart of (3.7)–(3.9) on \( I_n \), i.e. the formulation of (3.11)–(3.13) on the subinterval \( I_n \) by a suitable choice of a test basis in time with support in \( I_n \) (cf. [6, 7, 23, 37]), since in (3.7)–(3.9) the iteration process is performed globally on \( I \). In contrast to this, the scheme (3.11)–(3.13) is based on iterating on each of the subintervals \( I_n \) before proceeding to the next one.

- For the treatment of the continuity constraint in time we put \( t_{n,0} = t_{n-1} \) for the nodal points of the Lagrangian basis functions. The other points \( t_{n,1}, \ldots, t_{n,r} \) are chosen as the quadrature points of the \( r \)-point Gauss quadrature formula on \( I_n \) which is exact if the function to be integrated is a polynomial of degree less or equal to \( 2r - 1 \). In particular, there holds that \( \varphi_{n,j}(t_{n,i}) = \delta_{i,j} \) for \( i, j = 0, \ldots, r \).

- The variational formulations (3.11)–(3.13) solely depend on the values of the flux and the displacement variable in the Gauss quadrature points as Eqs. (3.11) and (3.13) show, i.e. they depend on \( Q_{n,h}^{i,k+1} \) and \( U_{n,h}^{i,k+1} \) for \( i = 1, \ldots, r \). We then define the flux and the displacement variable in the grid points by extrapolation, in this way also ensuring the continuity in time, i.e. \( Q_{n,h}^{0,k+1} = q_{r,h}|_{t_{n-1}}(t_{n-1}) \) and \( U_{n,h}^{0,k+1} = u_{r,h}|_{t_{n-1}}(t_{n-1}) \); cf. [6, 7, 23, 37].

- We define the discrete initial flux as a suitable finite element approximation in \( V_h \) of \( q(0) = -K\nabla p_0 \), if \( p_0 \) is sufficiently regular. If this is not the case we take a regular approximation. The discrete initial flux is only needed for having a consistent notation and the extrapolation argument of the previous item in the first subinterval \( I_1 \). The discrete initial flux is of no relevance for the analysis of the scheme.

### 3.2 The dG(r)–MFEM(s)cG(s+1) approach.

The space-time finite element approximation of the flow problem (2.7), (2.8) by a discontinuous finite element approach in time (cf. [13, 41, 6, 22]) reads as follows: Let \( u_{r,h}^{k} \in Z_{\tau,h}^{r,s+1} \), \( p_{r,h}^{k} \in \tilde{W}_{\tau,h}^{r,s} \) be given and

\[
I_{\tau,h}^{k}(w_{r,h}) = \left\langle f - b\nabla \cdot \partial_t u_{r,h}^{k} + L\partial_t p_{r,h}^{k}, w_{r,h} \right\rangle,
\]

for \( w_{r,h} \in \tilde{W}_{\tau,h}^{r,s} \). Find \( p_{r,h}^{k+1} \in \tilde{W}_{\tau,h}^{r,s} \) and \( q_{r,h}^{k+1} \in \tilde{V}_{\tau,h}^{r,s} \) with \( p_{r,h}^{k+1}(0) = 0 \) such that
Let \( u \) and analogously for the displacement field of equations:

\[
\sum_{n=1}^{N} \left\{ \int_{t_{n-1}}^{t_n} \left( \frac{1}{M} + L \right) \left( \partial_t p_{\tau,h}^{k+1} , w_{\tau,h} \right) dt + \int_{t_{n-1}}^{t_n} \left( \nabla \cdot q_{\tau,h}^{k+1} , w_{\tau,h} \right) dt \right\} \\
+ \left( \frac{1}{M} + L \right) \left[ p_{\tau,h}^{k+1} \right]_{n-1} , w_{\tau,h}(t_{n-1}^+) \right) \right) = \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} t_p^k (w_{\tau,h}) dt \\
+ L \left[ [p_{\tau,h}^k]_{n-1} , w_{\tau,h}(t_{n-1}^+) \right) - \left( [\nabla \cdot u_{\tau,h}^k]_{n-1} , w_{\tau,h}(t_{n-1}^+) \right), \\
\sum_{n=1}^{N} \left\{ \int_{t_{n-1}}^{t_n} \left( K^{-1} q_{\tau,h}^{k+1} , v_{\tau,h} \right) dt - \int_{t_{n-1}}^{t_n} \left( p_{\tau,h}^{k+1} , \nabla \cdot v_{\tau,h} \right) dt \right\} = 0 \\
\tag{3.15}
\]

for all \( w_{\tau,h} \in \tilde{W}_{\tau,h}^{r,s} \) and \( v_{\tau,h} \in \tilde{V}_{\tau,h}^{r,s} \).

Here we use the notation

\[
p_{\tau,h}^k(t_n) = \lim_{t \to t_n-0} p_{\tau,h}^k(t), \quad p_{\tau,h}^k(t_n) = \lim_{t \to t_n+0} p_{\tau,h}^k(t), \quad [p_{\tau,h}^k]_n = p_{\tau,h}^k(t_n^+) - p_{\tau,h}^k(t_n^-),
\]

and analogously for the displacement field \( u_{\tau,h}^k \).

The corresponding space-time finite element approximation of the problem (2.9) of mechanical deformation reads as follows: Let \( p_{\tau,h}^{k+1} \in \tilde{W}_{\tau,h}^{r,s} \) be given and

\[
t_{u}^{k+1}(z_{\tau,h}) = b(p_{\tau,h}^{k+1}, \nabla \cdot z_{\tau,h})
\]

for \( z_{\tau,h} \in \tilde{Z}_{\tau,h}^{r,s+1} \). Find \( u_{\tau,h}^{k+1} \in \tilde{Z}_{\tau,h}^{r,s+1} \) with \( u_{\tau,h}^{k+1}(0) = 0 \) such that

\[
\sum_{n=1}^{N} \left\{ \int_{t_{n-1}}^{t_n} 2\mu(\varepsilon(u_{\tau,h}^{k+1})), \varepsilon(z_{\tau,h}) \right) dt + \int_{t_{n-1}}^{t_n} \lambda(\nabla \cdot u_{\tau,h}^{k+1}, \nabla \cdot z_{\tau,h}) dt \right\} \\
= \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} t_u^{k+1}(z_{\tau,h}) dt \\
\tag{3.16}
\]

for all \( z_{\tau,h} \in \tilde{Z}_{\tau,h}^{r,s+1} \).

On \( I_n \) we expand the discrete functions \( p_{\tau,h}^k \in \tilde{W}_{\tau,h}^{r,s} \), \( q_{\tau,h}^k \in \tilde{V}_{\tau,h}^{r,s} \) and \( u_{\tau,h}^k \in \tilde{Z}_{\tau,h}^{r,s+1} \) in time in terms of Lagrangian basis functions \( \varphi_{n,j} \) with respect to \( r+1 \) nodal points \( t_{n,j} \in I_n \),

\[
p_{\tau,h}^k|_{I_n}(t) = \sum_{j=0}^{r} P_{n,h}^{j,k} \varphi_{n,j}(t), \quad q_{\tau,h}^k|_{I_n}(t) = \sum_{j=0}^{r} Q_{n,h}^{j,k} \varphi_{n,j}(t), \quad u_{\tau,h}^k|_{I_n}(t) = \sum_{j=0}^{r} U_{n,h}^{j,k} \varphi_{n,j}(t) \\
\tag{3.17}
\]

for \( t \in I_n \) with coefficient functions \( P_{n,h}^{j,k} \in W_h \), \( Q_{n,h}^{j,k} \in V_h \) and \( U_{n,h}^{j,k} \in H_h \) for \( j = 0, \ldots, r \). The nodal points \( t_{n,j} \), with \( j = 0, \ldots, r \), are chosen as the quadrature points of the \( r+1 \)-point Gauss quadrature formula on \( I_n \) which is exact for polynomials of degree less or equal to \( 2r+1 \).

Then we replace the variational problems (3.14), (3.15) and (3.16) by the following system of equations: Let \( n \in \{1, \ldots, N\} \). Find coefficient functions \( P_{n,h}^{k+1} \in W_h \), \( U_{n,h}^{j,k+1} \in H_h \) and

\[
\sum_{n=1}^{N} \left\{ \int_{t_{n-1}}^{t_n} 2\mu(\varepsilon(u_{\tau,h}^{k+1})), \varepsilon(z_{\tau,h}) \right) dt + \int_{t_{n-1}}^{t_n} \lambda(\nabla \cdot u_{\tau,h}^{k+1}, \nabla \cdot z_{\tau,h}) dt \right\} \\
= \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} t_u^{k+1}(z_{\tau,h}) dt \\
\tag{3.16}
\]

for all \( z_{\tau,h} \in \tilde{Z}_{\tau,h}^{r,s+1} \).
\( Q_{n,h}^{i,k+1} \in V_h \) for \( i = 0, \ldots, r \) such that

\[
\frac{1}{M} \sum_{j=0}^{r} \alpha_{ij} \langle P_{n,h}^{j,k+1}, w_h \rangle + L \sum_{j=0}^{r} \alpha_{ij} \langle P_{n,h}^{j,k+1} - P_{n,h}^{j,k}, w_h \rangle + \tau_n \beta_{ii} \langle \nabla \cdot Q_{n,h}^{i,k+1}, w_h \rangle = \tau_n \beta_{ii} \langle f(t_{n,i}), w_h \rangle - b \sum_{j=0}^{r} \alpha_{ij} \langle \nabla \cdot U_{n,h}^{i,k}, w_h \rangle
\]

\[
= \tau_n \beta_{ii} \langle f(t_{n,i}), w_h \rangle - b \sum_{j=0}^{r} \alpha_{ij} \langle \nabla \cdot U_{n,h}^{i,k}, w_h \rangle
\]

\[
+ \gamma_i \frac{1}{M} \langle p_{\tau,h}^{-1}(t_{n-1}), w_h \rangle + \gamma_i \langle b \nabla \cdot u_{\tau,h}^{-1}(t_{n-1}), w_h \rangle,
\]

\[
(K^{-1} Q_{n,h}^{i,k+1}, v_h) - \langle P_{n,h}^{i,k+1}, \nabla \cdot v_h \rangle = 0,
\]

\[
2\mu \langle \varepsilon(U_{n,h}^{i,k+1}), \varepsilon(z_h) \rangle + \lambda \langle \nabla \cdot U_{n,h}^{i,k+1}, \nabla \cdot z_h \rangle - b \langle P_{n,h}^{i,k+1}, \nabla \cdot z_h \rangle = 0
\]

for all \( w_h \in W_h, v_h \in V_h, z_h \in H_h \) and \( i = 0, \ldots, r \), where \( p_{\tau,h}^{-1}(t_{n-1}) = \lim_{t \to -\infty} p_{\tau,h}(t_{n-1}) \) and \( u_{\tau,h}^{-1}(t_{n-1}) = \lim_{t \to -\infty} u_{\tau,h}(t_{n-1}) \) for \( n > 1 \) as well as \( p_{\tau,h}(t_{n-1}) = 0 \) and \( u_{\tau,h}(t_{n-1}) = 0 \) for \( n = 1 \).

The coefficients \( \tilde{\alpha}_{ij}, \tilde{\beta}_{ii} \) \( \alpha_{ij} \) and \( \gamma_i \) are defined by

\[
\tilde{\alpha}_{ij} = \alpha_{ij} + \gamma_i \cdot \gamma_j, \quad \tilde{\beta}_{ii} = \beta_{ii}, \quad \gamma_i = \varphi_{n,i}(t_{n-1})^+
\]

with

\[
\alpha_{ij} = \int_{I_n} \varphi_{n,j}(t) \cdot \varphi_{n,i}(t) \, dt, \quad \beta_{ii} = \int_{I_n} \varphi_{n,i}(t) \cdot \varphi_{n,i}(t) \, dt
\]

for \( i, j = 0, \ldots, r \).

## 4 Convergence of the iteration schemes

Now we prove the convergence of the iterative splitting schemes that we introduced in Sec. 3.

### 4.1 The cGP(\( r \))-MFEM(\( s \))cG(\( s+1 \)) approach.

In this subsection we prove the (linear) convergence of the splitting schemes \([3.11]-[3.13]\) based on a continuous Galerkin discretization of the time variable. For this we show that the scheme is subject to a contraction principle such that a unique fixed point is obtained. This convergence is proved in strong energy norms.

In the sequel, we denote by \( p_{\tau,h} \in W_{\tau,h}^{r,s}, q_{\tau,h} \in V_{\tau,h}^{r,s} \) and \( u_{\tau,h} \in Z_{\tau,h}^{r,s+1} \), with

\[
p_{\tau,h|I_n}(t) = \sum_{j=0}^{r} P_{n,h}^j \varphi_{n,j}(t), \quad q_{\tau,h|I_n}(t) = \sum_{j=0}^{r} Q_{n,h}^j \varphi_{n,j}(t), \quad u_{\tau,h|I_n}(t) = \sum_{j=0}^{r} U_{n,h}^j \varphi_{n,j}(t)
\]

for \( t \in I_n \), the space-time finite element approximation of the Biot system \([2.1]-[2.4]\) that is defined by skipping the upper indices in the problems \([3.7], [3.8] \) and \([3.9] \), respectively. Thus we tacitly suppose that the coupled system that is obtained by discretizing the Biot model \([2.1]-[2.4]\) in the space-time finite element spaces \([3.1]-[3.3]\) admits a unique solution. By means of our variational framework for the time discretization the existence and uniqueness of the solution can be shown along the lines of \([30] \) Part I, Sec. 4], where the proof is given for the spatially semidiscretized problem.
For the sake of brevity, we define the following variables quantifying the errors between this space-time finite element approximation of the Biot system (2.1)–(2.4) and its approximation after \( k \) iterations of the proposed scheme (3.11)–(3.13). For fixed \( n \in \{1, \ldots, N\} \) we put

\[
E_{p}^{j,k} = p_{n,h}^{j,k} - p_{n,h}^{j}, \quad j \in \{0, \ldots, r\}, \quad e_{p}^{k}(t) = \sum_{j=0}^{r} E_{p}^{j,k} \varphi_{n,j}(t), \quad t \in T_{n},
\]

\[
E_{q}^{j,k} = q_{n,h}^{j,k} - q_{n,h}^{j}, \quad j \in \{0, \ldots, r\}, \quad e_{q}^{k}(t) = \sum_{j=0}^{r} E_{q}^{j,k} \varphi_{n,j}(t), \quad t \in T_{n},
\]

\[
E_{u}^{j,k} = u_{n,h}^{j,k} - u_{n,h}^{j}, \quad j \in \{0, \ldots, r\}, \quad e_{u}^{k}(t) = \sum_{j=0}^{r} E_{u}^{j,k} \varphi_{n,j}(t), \quad t \in T_{n}.
\]

In order to simplify the notation below, we further introduce the abbreviations

\[
S_{p}^{i,k+1} = \sum_{j=0}^{r} \alpha_{ij} E_{p}^{j,k+1}, \quad S_{q}^{i,k+1} = \sum_{j=0}^{r} \alpha_{ij} E_{q}^{j,k+1}, \quad S_{u}^{i,k+1} = \sum_{j=0}^{r} \alpha_{ij} E_{u}^{j,k+1}
\]

with \( S_{p}^{i,k+1} \in W_{h}, S_{q}^{i,k+1} \in V_{h} \) and \( S_{u}^{i,k+1} \in H_{h} \) for \( i = 1, \ldots, r \).

**Remark 4.1** Due to the continuity constraint in time that is imposed by the definition of the space-time finite element spaces (3.1)–(3.3) and incorporated into the scheme (3.11)–(3.13) there holds that

\[
E_{p}^{0,k} = 0, \quad E_{q}^{0,k} = 0, \quad E_{u}^{0,k} = 0
\]

for any iteration index \( k \in \mathbb{N} \).

**Theorem 4.2** Let \( p_{r,h} \in W_{r,h}^{r,s}, q_{r,h} \in V_{r,h}^{r,s} \) and \( u_{r,h} \in E_{r,h}^{r,s+1} \) denote the fully discrete space-time finite element approximation of the Biot system (2.1)–(2.4). On \( I_{h} \) let \( \{p_{r,h}, q_{r,h}, u_{r,h}\} \) be represented by (4.1) and let \( \{p_{r,h}^{k}, q_{r,h}^{k}, u_{r,h}^{k}\} \) be defined by (3.10) with coefficient functions being given by the scheme (3.11)–(3.13). Then, for any \( L \geq b^{2}/(2\lambda) \) the sequence \( \{S_{p}^{i,k}\}_{k} \), for \( i = 1, \ldots, r \), converges geometrically in \( W_{h} \). For \( n = 1, \ldots, N \) this implies the convergence of \( \{p_{r,h}(t_{n}), q_{r,h}(t_{n}), u_{r,h}(t_{n})\} \) to \( \{p_{r,h}(t_{n}), q_{r,h}(t_{n}), u_{r,h}(t_{n})\} \in W_{h} \times V_{h} \times H_{h} \) for \( k \to \infty \).

**Proof.** We split the proof into several steps.

1. **Step (Error equations).** By subtracting equations (3.11)–(3.13) from the system that is obtained by discretizing the coupled Biot model (2.1)–(2.4) in the space-time finite element spaces (3.1)–(3.3), respectively, we obtain the error equations

\[
\frac{1}{M} \sum_{j=0}^{r} \alpha_{ij} \langle E_{p}^{j,k+1}, w_{h} \rangle + L \sum_{j=0}^{r} \alpha_{ij} \langle E_{p}^{j,k+1} - E_{p}^{j,k}, w_{h} \rangle + \tau_{n} \beta_{ii} \langle \nabla \cdot E_{q}^{j,k+1}, w_{h} \rangle = -b \sum_{j=0}^{r} \alpha_{ij} \langle \nabla \cdot E_{u}^{j,k}, w_{h} \rangle,
\]

\[
\langle K^{-1} E_{q}^{j,k+1}, v_{h} \rangle - \langle E_{p}^{j,k+1}, \nabla \cdot v_{h} \rangle = 0,
\]

\[
2\mu \langle \varepsilon(E_{u}^{j,k+1}), \varepsilon(z_{h}) \rangle + \lambda \langle \nabla \cdot E_{u}^{j,k+1}, \nabla \cdot z_{h} \rangle - b \langle E_{p}^{j,k+1}, \nabla \cdot z_{h} \rangle = 0
\]
for all \( w_h \in W_h, v_h \in V_h, z_h \in H_h \) and \( i = 1, \ldots, r \).

In the next steps we choose appropriate test functions in the Eqs. (4.4)–(4.9), respectively, and sum up resulting identities.

2. Step (Choice of test function in Eq. (4.4)). We test Eq. (4.4) with \( w_h = \sum_{j=0}^{r} \alpha_{ij} E_p^{j,k+1} \) to get that

\[
\frac{1}{M} \left\| \sum_{j=0}^{r} \alpha_{ij} E_p^{j,k+1} \right\|^2 + L \left\langle \sum_{j=0}^{r} \alpha_{ij} (E_p^{j,k+1} - E_p^{j,k}), \sum_{j=0}^{r} \alpha_{ij} E_p^{j,k+1} \right\rangle \\
+ \tau_n \beta_{ii} \left\langle \nabla \cdot E_p^{j,k+1}, \sum_{j=0}^{r} \alpha_{ij} E_p^{j,k+1} \right\rangle = -b \left\langle \nabla \cdot E_q^{j,k+1}, \sum_{j=0}^{r} \alpha_{ij} E_p^{j,k+1} \right\rangle
\]

for any \( i \in \{1, \ldots, r\} \). Using the notation (4.2), we can rewrite Eq. (4.7) as

\[
\frac{1}{M} \left\| S_p^{i,k+1} \right\|^2 + L \left\langle S_p^{i,k+1} - S_p^{i,k}, S_p^{i,k+1} \right\rangle + \tau_n \beta_{ii} \left\langle \nabla \cdot S_q^{i,k+1}, S_p^{i,k+1} \right\rangle \\
= -b \left\langle \nabla \cdot S_q^{i,k+1}, S_p^{i,k+1} \right\rangle.
\]

We note that \( \beta_{ii} > 0 \) for \( i = 0, \ldots, r \); cf. [7, Lemma 2.2]. Now, dividing Eq. (4.8) by \( \beta_{ii} \) and using the algebraic identity

\[
\langle x - y, x \rangle = \frac{1}{2} \left\| x \right\|^2 + \frac{1}{2} \left\| x - y \right\|^2 - \frac{1}{2} \left\| y \right\|^2
\]

we recover Eq. (4.8) in the equivalent form that

\[
\left( \frac{1}{M \beta_{ii}} + \frac{L}{2 \beta_{ii}} \right) \left\| S_p^{i,k+1} \right\|^2 + \frac{L}{2 \beta_{ii}} \left\| S_p^{i,k+1} - S_p^{i,k} \right\|^2 - \frac{L}{2 \beta_{ii}} \left\| S_p^{i,k} \right\|^2 \\
+ \tau_n \left\langle \nabla \cdot E_q^{i,k+1}, S_p^{i,k+1} \right\rangle = -\frac{b}{\beta_{ii}} \left\langle \nabla \cdot S_q^{i,k}, S_p^{i,k+1} \right\rangle
\]

for \( i = 1, \ldots, r \).

3. Step (Summation of Eq. (4.5) and choice of test function). Firstly, we note that Eq. (4.5) is also satisfied for \( i = 0 \) by means of the observation (4.3). Changing the index \( i \) in Eq. (4.5) to \( j \), multiplying the resulting equation with \( \alpha_{ij} \) and, then, summing up from \( j = 0 \) to \( r \) and recalling Eq. (4.2) yields that

\[
\langle K^{-1} S_q^{i,k+1}, v_h \rangle - \langle S_p^{i,k+1}, \nabla \cdot v_h \rangle = 0
\]

for all \( v_h \in V_h \) and \( i = 1, \ldots, r \). Testing Eq. (4.10) with \( v_h = \tau_n E_q^{i,k+1} \in V_h \) we get that

\[
\tau_n \langle K^{-1} S_q^{i,k+1}, E_q^{i,k+1} \rangle - \tau_n \langle S_p^{i,k+1}, \nabla \cdot E_q^{i,k+1} \rangle = 0.
\]

Adding Eq. (4.11) to Eq. (4.9) then gives that

\[
\left( \frac{1}{M \beta_{ii}} + \frac{L}{2 \beta_{ii}} \right) \left\| S_p^{i,k+1} \right\|^2 + \frac{L}{2 \beta_{ii}} \left\| S_p^{i,k+1} - S_p^{i,k} \right\|^2 - \frac{L}{2 \beta_{ii}} \left\| S_p^{i,k} \right\|^2 \\
+ \tau_n \langle K^{-1} S_q^{i,k+1}, E_q^{i,k+1} \rangle = -\frac{b}{\beta_{ii}} \langle \nabla \cdot S_q^{i,k}, S_p^{i,k+1} \rangle
\]
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for all $i = 1, \ldots, r$.

4. **Step (Summation of Eq. (4.6) and choice of test function).** Similarly, we note that Eq. (4.6) is also satisfied for $i = 0$ by means of the observation (4.3). Changing the index $i$ in Eq. (4.6) to $j$, multiplying the resulting equation with $\alpha_{ij}$ and, then, summing up from $j = 0$ to $r$ and recalling Eq. (4.2) yields that

\[
2\mu (\varepsilon (S_{u}^{i,k+1}), \varepsilon (z_{h})) + \lambda (\nabla \cdot S_{u}^{i,k+1}, \nabla \cdot z_{h}) - b (S_{p}^{i,k+1}, \nabla \cdot z_{h}) = 0 \tag{4.13}
\]

for all $z_{h} \in H_{h}$ and $i = 1, \ldots, r$. Testing Eq. (4.13) with $z_{h} = \frac{1}{\beta_{ii}} S_{u}^{i,k} \in H_{h}$ yields that

\[
2\mu (\varepsilon (S_{u}^{i,k+1}), \varepsilon (S_{u}^{i,k})) + \frac{\lambda}{\beta_{ii}} (\nabla \cdot S_{u}^{i,k+1}, \nabla \cdot S_{u}^{i,k}) - \frac{b}{\beta_{ii}} (S_{p}^{i,k+1}, \nabla \cdot S_{u}^{i,k}) = 0 \tag{4.14}
\]

for $i = 1, \ldots, r$, where we again used that $\beta_{ii} > 0$; cf. [7, Lemma 2.2]. Adding Eq. (4.14) to Eq. (4.12) leads to

\[
\left( \frac{1}{M\beta_{ii}} + \frac{L}{2\beta_{ii}} \right) \|S_{p}^{i,k+1}\|^2 + \frac{L}{2\beta_{ii}} \|S_{p}^{i,k+1} - S_{p}^{i,k}\|^2 + \tau_{n} (K^{-1} S_{q}^{i,k+1}, F_{q}^{i,k+1}) + \frac{2\mu}{\beta_{ii}} (\varepsilon (S_{u}^{i,k+1}), \varepsilon (S_{u}^{i,k})) + \frac{\lambda}{\beta_{ii}} (\nabla \cdot S_{u}^{i,k+1}, \nabla \cdot S_{u}^{i,k}) = \frac{L}{2\beta_{ii}} \|S_{p}^{i,k}\|^2 \tag{4.15}
\]

for $i = 1, \ldots, r$.

In the next step we consider the resulting incremental equation that is obtained by substracting Eq. (4.13) written for two consecutive iteration indices from each other.

5. **Step (Formation of incremental equation for (4.13), choice of test function and summation).** We return to Eq. (4.13), write it for two consecutive iterations, $k$ and $k + 1$, and substract the resulting equations from each other to obtain that

\[
2\mu (\varepsilon (S_{u}^{i,k+1} - S_{u}^{i,k}), \varepsilon (z_{h})) + \lambda (\nabla \cdot (S_{u}^{i,k+1} - S_{u}^{i,k}), \nabla \cdot z_{h}) - b (S_{p}^{i,k+1} - S_{p}^{i,k}, \nabla \cdot z_{h}) = 0 \tag{4.16}
\]

for all $z_{h} \in H_{h}$ and $i = 1, \ldots, r$. Choosing $z_{h} = S_{u}^{i,k+1} - S_{u}^{i,k} \in H_{h}$ in Eq. (4.16), we find that

\[
2\mu \|\varepsilon (S_{u}^{i,k+1} - S_{u}^{i,k})\|^2 + \lambda \|\nabla \cdot (S_{u}^{i,k+1} - S_{u}^{i,k})\|^2 = b (S_{p}^{i,k+1} - S_{p}^{i,k}, \nabla \cdot (S_{u}^{i,k+1} - S_{u}^{i,k})) \tag{4.17}
\]

for $i = 1, \ldots, r$. By dividing Eq. (4.17) by $\beta_{ii} > 0$ and summing up the resulting identity from $i = 1$ to $r$ we obtain that

\[
\sum_{i=1}^{r} \frac{2\mu}{\beta_{ii}} \|\varepsilon (S_{u}^{i,k+1} - S_{u}^{i,k})\|^2 + \sum_{i=1}^{r} \frac{\lambda}{\beta_{ii}} \|\nabla \cdot (S_{u}^{i,k+1} - S_{u}^{i,k})\|^2 = \sum_{i=1}^{r} \frac{b}{\beta_{ii}} (S_{p}^{i,k+1} - S_{p}^{i,k}, \nabla \cdot (S_{u}^{i,k+1} - S_{u}^{i,k})). \tag{4.18}
\]

Further, from Eq. (4.17) we get by means of the inequality of Cauchy-Schwarz that

\[
\lambda \|\nabla \cdot (S_{u}^{i,k+1} - S_{u}^{i,k})\| \leq b \|S_{p}^{i,k+1} - S_{p}^{i,k}\| \tag{4.19}
\]
for \( i = 1, \ldots, r \).

Next, we combine the derived relations.

6. Step (Summation of Eq. (4.15) over \( i \) and combination with derived relations).

Using the algebraic identity

\[
\langle x, y \rangle = \frac{1}{4} \| x + y \|^2 - \frac{1}{4} \| x - y \|^2,
\]

we get from Eq. (4.15) that

\[
\left( \frac{1}{M \beta_{ii}} + \frac{L}{2 \beta_{ii}} \right) \| S^{i,k+1}_p \|^2 + \frac{L}{2 \beta_{ii}} \| S^{i,k+1}_p - S^{i,k}_p \|^2 + \tau_n (K^{-1} S^{i,k+1}_q, E^{i,k+1}_q)
\]

\[
+ \frac{\mu}{2 \beta_{ii}} \| \varepsilon (S^{i,k+1}_u + S^{i,k}_u) \|^2 + \frac{\lambda}{4 \beta_{ii}} \| \nabla \cdot (S^{i,k+1}_u + S^{i,k}_u) \|^2 - \frac{\mu}{2 \beta_{ii}} \| \varepsilon (S^{i,k+1}_u - S^{i,k}_u) \|^2 - \frac{\lambda}{4 \beta_{ii}} \| \nabla \cdot (S^{i,k+1}_u - S^{i,k}_u) \|^2 = \frac{L}{2 \beta_{ii}} \| S^{i,k}_p \|^2
\]

for \( i = 1, \ldots, r \). Summing up Eq. (4.20) from \( i = 1 \) to \( r \) and using the relations (4.18) and (4.19), we find that

\[
\sum_{i=1}^{r} \left\{ \left( \frac{1}{M \beta_{ii}} + \frac{L}{2 \beta_{ii}} \right) \| S^{i,k+1}_p \|^2 + \frac{L}{2 \beta_{ii}} \| S^{i,k+1}_p - S^{i,k}_p \|^2 + \tau_n (K^{-1} S^{i,k+1}_q, E^{i,k+1}_q) \right\}
\]

\[
+ \sum_{i=1}^{r} \left\{ \frac{\mu}{2 \beta_{ii}} \| \varepsilon (S^{i,k+1}_u + S^{i,k}_u) \|^2 + \frac{\lambda}{4 \beta_{ii}} \| \nabla \cdot (S^{i,k+1}_u + S^{i,k}_u) \|^2 \right\}
\]

\[
\leq \sum_{i=1}^{r} \frac{L}{2 \beta_{ii}} \| S^{i,k}_p \|^2 + \sum_{i=1}^{r} \frac{b}{4 \beta_{ii}} \| S^{i,k+1}_p - S^{i,k}_p \|^2 + \sum_{i=1}^{r} \frac{b^2}{4 \lambda \beta_{ii}} \| S^{i,k+1}_p - S^{i,k}_p \|^2.
\]

From [7 Lemma 2.3] we conclude that

\[
\sum_{i=1}^{r} (K^{-1} S^{i,k+1}_q, E^{i,k+1}_q)
\]

\[
= \frac{1}{2} (K^{-1} e^{k+1}_q(t_n), e^{k+1}_q(t_n)) - \frac{1}{2} (K^{-1} e^{k+1}_q(t_{n-1}), e^{k+1}_q(t_{n-1}))
\]

\[
= \frac{1}{2} (K^{-1} e^{k+1}_q(t_n), e^{k+1}_q(t_n)) \geq \frac{k}{2} \| e^{k+1}_q(t_n) \|^2;
\]

due to \( e^{k+1}_q(t_{n-1}) = 0 \) by means of Eq. (4.3). In Eq. (4.22) the constant \( k \) denotes the lower bound of the uniformly positive definite matrix \( K^{-1} \).

We are now in a position to perform our final contraction argument.
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7. Step (Contraction argument). Combining Eq. (4.21) with Eq. (4.22) shows that

\[
\sum_{i=1}^{r} \left( \frac{1}{M} \beta_{ii} + \frac{L}{2} \right) \|S_{i+1}^{k} - S_{i}^{k}\|^2 + \sum_{i=1}^{r} \frac{L}{2} \beta_{ii} \|S_{i}^{k+1}\|^2 + k \frac{\tau}{2} \|e^{k+1}(t_n)\|^2 \\
\leq \sum_{i=1}^{r} \frac{L}{2} \beta_{ii} \|S_{i}^{k}\|^2 + \sum_{i=1}^{r} \frac{b^2}{4} \beta_{ii} \|S_{i}^{k+1} - S_{i}^{k}\|^2.
\]

(4.23)

The inequality (4.23) shows the geometric convergence of the iterates \( S_{i}^{k} \) in \( W_h \), for \( i = 1, \ldots, r \), for any parameter \( L \geq b^2/(2\lambda) \). The optimal choice of \( L \), still ensuring the geometric convergence, is thus given by \( L = b^2/(2\lambda) \). The geometric convergence of \( S_{i}^{k} \) along with Eq. (4.23) then implies the convergence of \( e_{q}^{k}(t_n) \) to \( 0 \) for \( k \to \infty \).

By using error equation (4.5) for Darcy’s law together with the convergence of \( e_{q}^{k}(t_n) \) to \( 0 \) for \( k \to \infty \) we directly get the convergence of \( e_{p}^{k}(t_n) \) to \( 0 \) for \( k \to \infty \). Moreover, the error equation (4.6) for the subproblem of mechanics deformation along with the previous convergence results then implies the convergence of \( e_{u}^{k}(t_n) \) to \( 0 \) for \( k \to \infty \). This proves the assertion of the theorem.

\[ \square \]

Remark 4.3 The optimal constant \( L = b^2/(2\lambda) \) identified in the previous proof is the same as the one that is obtained in Thm. 2.1 for the iteration scheme (2.7), (2.8) and (2.9) on the level of the partial differential equations, even though different techniques of proof are applied in Thm. 2.1 and Thm. 4.2 respectively. We note that the optimal choice of \( L \) does not depend on the time stepping scheme, i.e. on the particular choice of the parameter \( r \). Moreover, our result is consistent to the analysis given in [27] where a convergence proof is given for the continuous case of subproblems of partial differential equations with the flow problem being written in a non-mixed setting.

Corollary 4.4 For \( j = 0, \ldots, r \), the iterates \( \{p^{j,k}_{n,h}, Q^{j,k}_{n,h}, U^{j,k}_{n,h}\} \) converge to \( \{p^{j}_{n,h}, Q^{j}_{n,h}, U^{j}_{n,h}\} \) for \( k \to \infty \) in \( W_h \times V_h \times H_h \). This implies the convergence of \( p^{k}_{r,h}, q^{k}_{r,h}, u^{k}_{r,h} \) in \( L^2(I_n; W) \) and \( L^2(I_n; L^2(\Omega)) \), respectively.

Proof. From [7] Lemma 2.3 along with the first of the identities (4.3) we conclude that

\[
\frac{1}{2} \|E_{p}^{k}(t_n)\|^2 = \int_{t_{n-1}}^{t_n} \langle \partial_t e_{p}^{k}, e_{p}^{k} \rangle \, dt = \sum_{i=1}^{r} \sum_{j=1}^{r} \alpha_{ij} \langle E_{p}^{i,k}, E_{p}^{j,k} \rangle.
\]

(4.24)

Since the matrix \( (\alpha_{ij})_{i,j=1,\ldots,r} \) in Eq. (4.24) is positive definite (cf. [20] p. 1784]) it follows that

\[
\frac{1}{2} \|E_{p}^{k}(t_n)\|^2 \geq \alpha_0 \sum_{j=1}^{r} \|E_{p}^{i,k}\|^2
\]

(4.25)

with some constant \( \alpha_0 > 0 \). From (4.25) along with Thm. 4.2 we conclude the convergence of \( P^{j,k}_{n,h} \) in \( W_h \). The convergence of \( E_{q}^{k} \) and \( E_{u}^{k} \) to \( 0 \) for \( k \to \infty \) is then a direct consequence of (4.5) and (4.6), respectively. Finally, the convergence of \( p^{k}_{r,h} \) in \( L^2(I_n; W) \) and of \( q^{k}_{r,h}, u^{k}_{r,h} \) in \( L^2(I_n; L^2(\Omega)) \) follows from the second result in [7] Lemma 2.3.

\[ \square \]
4.2 The dG(r)–MFEM(s)cG(s+1) approach.

In this subsection we prove the (linear) convergence of the splitting schemes \([3.18]–[3.20]\) based on a discontinuous Galerkin discretization of the time variable. Again, we show that the scheme is subject to a contraction principle such that a unique a fixed point is obtained.

In the sequel, we denote by \(p_{r,h} \in \hat{W}_{r,h}^{p,s}\), \(q_{r,h} \in \hat{V}_{r,h}^{p,s}\) and \(u_{r,h} \in \hat{Z}_{r,h}^{p,s+1}\), with

\[
p_{r,h}|_{I_n}(t) = \sum_{j=0}^{r} P_{n,h,j}(t) \quad q_{r,h}|_{I_n}(t) = \sum_{j=0}^{r} Q_{n,h,j}(t) \quad u_{r,h}|_{I_n}(t) = \sum_{j=0}^{r} U_{n,h,j}(t)
\]

for \(t \in I_n\), the space-time finite element approximation of the Biot system \([2.1]–[2.4]\) that is defined by skipping the upper indices in the problems \([3.14], [3.15], [3.16]\), respectively. Thus we tacitly suppose that the coupled system that is obtained by discretizing the Biot model \([2.1]–[2.4]\) in the space-time finite element spaces \([3.4]–[3.6]\) admits a unique solution.

**Theorem 4.5** Let \(p_{r,h} \in \hat{W}_{r,h}^{p,s}\), \(q_{r,h} \in \hat{V}_{r,h}^{p,s}\) and \(u_{r,h} \in \hat{Z}_{r,h}^{p,s+1}\) denote the fully discrete space-time finite element approximation of the Biot system \([2.1]–[2.4]\). On \(I_n\) let \(\{p_{r,h}, q_{r,h}, u_{r,h}\}\) be represented by \([4.26]\) and let \(\{p_{r,h}^{k}, q_{r,h}^{k}, u_{r,h}^{k}\}\) be defined by \([3.17]\) with coefficient functions being given by the scheme \([3.18]–[3.20]\). Then, for any \(L \geq b^2/(2\lambda)\) the sequence \(\{S_{p}^{k}\}_{k}\), for \(i = 1, \ldots, r\), converges geometrically in \(W_h\). For \(n = 1, \ldots, N\) this implies the convergence of \(\{p_{r,h}(t_n), q_{r,h}(t_n), u_{r,h}(t_n)\}\) to \(\{p_{r,h}(t_n), q_{r,h}(t_n), u_{r,h}(t_n)\}\) in \(W_h \times V_h \times H_h\) for \(k \to \infty\).

**Proof.** The proof follows the lines of the proof of Thm. 4.2 Therefore, we restrict ourselves to presenting the differences only. We use the notation and abbreviations of Subsec. 4.1

We put

\[
S_{p}^{i,k+1} = \sum_{j=0}^{r} \tilde{\alpha}_{ij} E_{p}^{i,k+1}, \quad S_{q}^{i,k+1} = \sum_{j=0}^{r} \tilde{\alpha}_{ij} E_{q}^{i,k+1}, \quad S_{u}^{i,k+1} = \sum_{j=0}^{r} \tilde{\alpha}_{ij} E_{u}^{i,k+1}
\]

with \(S_{p}^{i,k+1} \in W_h\), \(S_{q}^{i,k+1} \in V_h\) and \(S_{u}^{i,k+1} \in H_h\) for \(i = 0, \ldots, r\). By the same arguments as in the proof of Thm. 4.2 we find that

\[
\sum_{i=0}^{r} \left\{ \left( \frac{1}{M_{\beta_{ii}}} + \frac{L}{2\beta_{ii}} \right) \|S_{p}^{i,k+1}\|^2 + \frac{L}{2\beta_{ii}} \|S_{p}^{i,k+1} - S_{p}^{i,k}\|^2 + \tau_n \|K^{-1}S_{q}^{i,k+1}, E_{q}^{i,k+1}\|^2 \right\}
\]

\[
+ \sum_{i=0}^{r} \left\{ \frac{\mu}{\beta_{ii}} \| \varepsilon(S_{u}^{i,k+1} + S_{u}^{i,k}) \|^2 + \frac{\lambda}{4\beta_{ii}} \| \nabla \cdot (S_{u}^{i,k+1} + S_{u}^{i,k}) \|^2 \right\}
\]

\[
\leq \sum_{i=0}^{r} \frac{L}{2\beta_{ii}} \|S_{p}^{i,k}\|^2 + \sum_{i=0}^{r} \frac{b^2}{4\beta_{ii}} \|S_{p}^{i,k+1} - S_{p}^{i,k}\|^2
\]

(4.27)
From \[7, \text{Lemma 2.3}\] we get

\[
\sum_{i=0}^{r} \langle K^{-1} S_q^{i,k+1}, E_q^{i,k+1} \rangle
\]

\[
= \sum_{i=0}^{r} \left( K^{-1} \sum_{j=0}^{r} \alpha_{ij} E_q^{i,k+1}, E_q^{i,k+1} \right) + \sum_{i=0}^{r} \left( K^{-1} \sum_{j=0}^{r} \gamma_{ij} E_q^{j,k+1}, E_q^{i,k+1} \right)
\]

\[
= \frac{1}{2} \langle K^{-1} E_q^{k+1}(t_n^-), e_q^{k+1}(t_n^-) \rangle - \frac{1}{2} \langle K^{-1} e_q^{k+1}(t_{n-1}^-), e_q^{k+1}(t_{n-1}^-) \rangle
\]

\[
+ \left( K^{-1} \sum_{j=0}^{r} \gamma_{j} E_q^{j,k+1}, \sum_{i=0}^{r} \gamma_{i} E_q^{i,k+1} \right)
\]

\[
= \frac{1}{2} \langle K^{-1} e_q^{k+1}(t_n^-), e_q^{k+1}(t_n^-) \rangle + \frac{1}{2} \langle K^{-1} e_q^{k+1}(t_{n-1}^-), e_q^{k+1}(t_{n-1}^-) \rangle ,
\]

where we used that

\[
\left( K^{-1} \sum_{j=0}^{r} \gamma_{j} E_q^{j,k+1}, \sum_{i=0}^{r} \gamma_{i} E_q^{i,k+1} \right) = \langle K^{-1} e_q^{k+1}(t_{n-1}^-), e_q^{k+1}(t_{n-1}^-) \rangle.
\]

We are now in a position to perform our final contraction argument. Combining Eq. \[(4.27)\] with Eq. \[(4.28)\] shows that

\[
\sum_{i=0}^{r} \left( \frac{1}{M \beta_{ii}} + \frac{L}{2 \beta_{ii}} \right) \| S_p^{i,k+1} \|^2 + \sum_{i=0}^{r} \frac{L}{2 \beta_{ii}} \| S_p^{i,k+1} - S_p^{i,k} \|^2
\]

\[
+ k \frac{7n}{2} \| e_q^{k+1}(t_n^-) \|^2 + k \frac{7n}{2} \| e_q^{k+1}(t_{n-1}^-) \|^2
\]

\[
\leq \sum_{i=0}^{r} \frac{L}{2 \beta_{ii}} \| S_p^{i,k} \|^2 + \sum_{i=0}^{r} \frac{b^2}{4 \lambda \beta_{ii}} \| S_p^{i,k+1} - S_p^{i,k} \|^2 .
\]

The inequality \[(4.29)\] shows the geometric convergence of the iterates \( S_p^{i,k} \) in \( W_h \), for \( i = 0, \ldots, r \), for any parameter \( L \geq b^2/(2A) \). Again, the optimal choice of \( L \) is given by \( L = b^2/(2A) \). The geometric convergence of \( S_p^{i,k} \) along with Eq. \[(4.29)\] then implies the convergence of \( e_q^{k}(t_{n-1}^-) \) and \( e_q^{k}(t_n^-) \) to \( 0 \) for \( k \to \infty \).

By using error equation \[(4.5)\] for Darcy’s law together with the convergence of \( e_q^{k}(t_{n-1}^-) \) to \( 0 \) for \( k \to \infty \) we directly get the convergence of \( e_p^{k}(t_n^-) \) to \( 0 \) for \( k \to \infty \). Moreover, the error equation \[(4.6)\] for the subproblem of mechanics deformation along with the previous convergence results then implies the convergence of \( e_u^{k}(t_{n-1}^-) \) to \( 0 \) for \( k \to \infty \). The convergence of \( e_p^{k}(t_{n-1}^-) \) to \( 0 \) and \( e_u^{k}(t_{n-1}^-) \) to \( 0 \) for \( k \to \infty \) follow similarly.

**Corollary 4.6** For \( j = 0, \ldots, r \), the iterates \( \{ P_{n,h}^{j}, Q_{n,h}^{j}, U_{n,h}^{j} \} \) converge to \( \{ P_{n,h}^{j}, Q_{n,h}^{j}, U_{n,h}^{j} \} \) for \( k \to \infty \) in \( W_h \times V_h \times H_h \). This implies the convergence of \( p_{r,h}^{k} \), \( q_{r,h}^{k} \) and \( u_{r,h}^{k} \) in \( L^2(I_n; W) \) and \( L^2(I_n; L^2(\Omega)) \), respectively.
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(a) Test setting
(b) Pressure p for t = 0.26
(c) Displacement u for t = 0.26

Figure 5.1: Test setting, pressure and magnitude of displacement field at t = 0.26 for time step size τ_n = 0.02 and solver cGP(2)–MFEM(1)cG(2); cf. Sec. 3.1.

Proof. From [7, Lemma 2.3] we conclude that
\[
\frac{1}{2} \|e^k_p(t_n^-)\|^2 - \frac{1}{2} \|e^k_p(t_{n-1}^+)\|^2 = \int_{t_{n-1}}^{t_n} \langle \partial_t e^k_p, e^k_p \rangle \, dt = \sum_{i=0}^r \sum_{j=0}^r \alpha_{ij} \langle E^{i,k}_p, E^{i,k}_p \rangle. \tag{4.30}
\]

Since the matrix \((\alpha_{ij})_{i,j=0,\ldots,r}\) in Eq. (4.30) is positive definite (cf. [20, p. 1784]) it follows that
\[
\frac{1}{2} \|e^k_p(t_n^-)\|^2 - \frac{1}{2} \|e^k_p(t_{n-1}^+)\|^2 \geq \alpha_0 \sum_{j=0}^r \|E^{i,k}_p\|^2
\]
with some constant \(\alpha_0 > 0\). Thm. 4.5 then implies the convergence of \(P_j^{i,k}\) to \(P_j^i\) for \(k \to \infty\) and \(j = 0, \ldots, r\). The convergence of \(\{Q_j^{i,k}, U_j^{i,k}\} \to \{Q_j^{i,n}, U_j^{i,n}\}\) is now a direct consequence of (3.19) and (3.20), respectively. Finally, the convergence of \(e_{q_j}, e_{u_k}\) and \(e_{u_j}\) to zero in \(L^2(I_n; W)\) and \(L^2(I_n; L^2(\Omega))\), respectively, follows from the exactness of the \(r+1\)-point Gauss quadrature formula on \(I_n\) all for polynomials of maximum degree \(2r + 1\).

5 Numerical experiments

In this section we study the numerical performance properties of the fixed-stress iteration schemes (3.7)–(3.9) and (3.14)–(3.15), respectively, along with with the proposed choice of our analyses \(L = b/(2\lambda)\) for the numerical parameter \(L\). For the time discretization we consider a continuous approximation with piecewise linear and quadratic polynomials, i.e. a cGP(1) and cGP(2) approach (cf. Sec. 3.1), as well as a discontinuous approximation with piecewise constant and linear polynomials, i.e. a dG(0) and dG(1) approach (cf. Sec. 3.2). In our computations we shall study numerically the sharpness of our theoretical result of Sec. 4 that \(L = b^2/(2\lambda)\) provides an optimal choice of \(L\) with respect to an acceleration of the convergence behaviour of the fixed point iterations. The implementation of the schemes is done in our front-end simulation tool for the latest deal.II version 8 library and allows distributed-parallel numerical simulations; cf. [12, 23, 6] for details.
The problem setting of our test configuration with an L-shaped domain is sketched in Fig. 5.1. We consider solving the Biot problem in the time interval \( I = (0, 0.5) \). We prescribed homogeneous initial conditions. The solid lines describe an undrained flow boundary (i.e. \( \mathbf{q} \cdot \mathbf{n} = 0 \) with outer unit normal vector \( \mathbf{n} \)) and the dashed line on the top describes a open flow boundary with a prescribed pressure value \( \mathbf{p} = 0 \). At the open flow boundary at the top we prescribe a time-dependent traction boundary condition for mechanical deformation given by \( \sigma \mathbf{n} = (0, h(t))^\top \), with \( h(t) = -2560 t^2 (t - 0.5)^2 \). At the lower right boundary a homogeneous traction boundary condition is imposed. At all remaining boundaries we prescribe one displacement component to fulfill a homogeneous Dirichlet condition and the remaining component to fulfill a homogeneous traction boundary condition. The physical parameters are chosen as \( M = 100, b = 100, \mu = E/(2 \cdot (1 + \nu)) \) and \( \lambda = E\nu/((1 - 2\nu) \cdot (1 + \nu)) \) with \( E = 100 \) and \( \nu = 0.35 \) such that \( \mu = 37.037 \) and \( \lambda = 86.42 \). Further we put \( K = 0.1 \cdot I \) with the identity matrix \( I \). Gravity is not considered, i.e. \( g \equiv 0 \). The calculated profiles for fluid pressure and magnitude of displacement are illustrated exemplarily for \( t = 0.26 \) in Fig. 5.1. For the pressure distribution the green coloured region corresponds to \( p(\cdot, 0.26) = 0 \) and rises up to \( p(\cdot, 0.26) \approx 0.5 \) in the orange coloured regions. For the displacement field magnitude distribution the blue coloured region corresponds to \( \| \mathbf{u}(\cdot, 0.26) \|_2 = 0 \) and rises up to \( \| \mathbf{u}(\cdot, 0.26) \|_2 \approx 0.06 \) in the red coloured region at the top of the domain.

As a stopping criterion for the fixed-stress iteration we prescribed a tolerance of \( \text{tol}_{\text{fixed}} = 1e-8 \), measured in the \( L^2 \) norm, between two successive solution vectors for each of the unknown variables, i.e. pressure, flux and displacement field. For the lower order time discretizations \( \text{dG}(0) \) and \( \text{cG}(1) \) we chose \( \text{tol}_{\text{low}} = 1e-14 \) and \( \text{tol}_{\text{mechanics}} = 1e-12 \) for the iterative solvers of the subproblems. For the higher order time discretisations \( \text{dG}(1) \) and \( \text{cG}(2) \) we put \( \text{tol}_{\text{low}} = 1e-12 \), and \( \text{tol}_{\text{mechanics}} = 1e-12 \) for the iterative solver tolerances.

In our first numerical study the sensitivity (cf. Fig. 5.2) of the iteration process with respect to choice of the spatial discretization step size \( h \) is analyzed. This is done for a lowest order in time discontinuous Galerkin discretization \( \text{dG}(0) \) and a MFEM(0)cG(1) approximation in space; cf. Sec. 3.2. In Fig. 5.2 the total number of iterations for all time steps in the interval \( I \) and step size \( \tau_n = 0.01 \) is illustrated versus a perturbation \( \omega \) of our optimal choice of the numerical tuning parameter. Precisely, we performed our iterations with \( L = \omega \hat{L} \) where \( \hat{L} = b^2/(2\lambda) \) is the choice that is proposed by our analysis such that \( \omega = 1 \) represents the theoretically expected result for the best performance of the iteration scheme with a minimum number of iterations. In Fig. 5.2 we observe a convergence behaviour that is almost independent of the refinement level \( m \) with \( h = 2^{-(m+1)} \). For all refinement levels the computations show the optimal convergence behaviour for values slightly greater than one for the perturbation parameter, \( \omega \approx 1.05 \), such that our proposed choice of Sec. 4 corresponding to \( \omega = 1 \) fits quite well. We note that for stronger perturbations of \( \omega = 1 \) the number of required iterations increases strongly which leads to additional numerical costs.

In our second numerical study the sensitivity (cf. Fig. 5.3) of the iteration process with respect to a variation of the polynomial degree \( s \) of the spatial discretization is analyzed; cf. Sec. 3.1. We vary the parameter \( s \) from \( s = 1 \) to \( s = 4 \). For the time discretization the lowest order continuous Galerkin approach cGP(1) is applied; cf. Sec. 3.1. In Fig. 5.3 we illustrate the total number of iterations for all time steps in the time interval \( I \) versus a perturbation of our proposed choice of the tuning parameter. As before, \( \omega = 1 \) corresponds to the proposed value of our analysis in Sec. 4. Again, in our computations the iterations show strong robustness with respect to the choice of \( s \). Therefore, the result of our analysis, corresponding to \( \omega = 1 \), is close to the optimal point of a minimum number of iterations. For the higher order variants
Figure 5.2: Total fixed-stress iterations for varying mesh size $h = 2^{-(m+1)}$ for $dG(0)$ in time.

Figure 5.3: Total fixed-stress iterations for varying polynomial degree $s$ for $cGP(1)$ in time.
a value of $\omega$ slightly greater than $\omega = 1$ seems to be advantageous. Nevertheless, the great impact of our analysis for the choice of the optimal numerical parameter $L$ is obvious.

Next, in our third numerical study the sensitivity (cf. Fig. 5.4) of the iteration process with respect to the choice of the time step size is analyzed. This is done for the dG(1) time discretization scheme; cf. Sec. 3.2. Halving the time step size and thereby doubling the number of time steps doubles the total number of iterations for the fixed-stress splitting solution in the interval $I$. Again, the results of our analyses in Sec. 2 for the continuous case and in Sec. 4 for the discrete case are confirmed by the illustrated dependence of the number of iterations on the perturbation $\omega$. No significant difference is observed in the convergence behavior whether a continuous cGP(1) or discontinuous dG(1) time discretization is applied.

Finally in Fig. 5.5 the same study is presented for the higher order cGP(2) approach with a continuous approximation in time with piecewise quadratic polynomials. For comparison the total number of iterations depending on the perturbation $\omega$ are illustrated for the cGP(1) and cGP(2) approach. No significant deviations are observed.

Summarizing, we can state that the numerical results nicely confirm our analyses and conjectures given in Sec. 2 and in Sec. 4 respectively. An almost optimal choice of the numerical tuning parameter $L$ in the fixed-stress iteration schemes (2.7)–(2.9) as well as (3.7)–(3.8) and (3.14)–(3.16) is given by $L = b^2/(2\lambda)$. This choice only depends on modelling and not on discretization parameters.

6 Summary

In this work we presented and analyzed an iterative splitting scheme for the numerical approximation of the quasi-static Biot system of poroelasticity. For the discretization of the separated subproblems of fluid flow and mechanical deformation space-time finite element methods of arbitrary polynomial order are used. For the approximation of the time variable continuous and discontinuous Galerkin approaches are considered. The convergence of the iterative coupling scheme is shown for the continuous model of partial differential equations and the fully discrete set of algebraic equations. For both cases our analyses propose the same optimal choice of an inherent stabilization or tuning parameter of the iterative approach. In particular, the parameter is independent of the numerical discretization parameters. Our presented numerical results nicely confirm the theoretical results and the expected convergence behaviour. Moreover, they underline the efficiency and stability of the proposed approaches for simulating flow in deformable porous media modelled by the Biot system. Next, we plan to apply the optimized fixed-stress iterative coupling strategy to more complex physical models of flow in deformable porous media. In particular, variably saturated and multiphase flow [25, 33, 35] as well as non-linear poroelasticity are in the scope of our interest.
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Figure 5.4: Total fixed-stress iterations for varying step length size $\tau_n$ for $dG(1)$ in time.

Figure 5.5: Total fixed-stress iterations for varying step length size $\tau_n$ for $cGP(2)$ in time.
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