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Abstract—Modern technologies are generating ever-increasing amounts of data. Making use of these data requires methods that are both statistically sound and computationally efficient. Typically, the statistical and computational aspects are treated separately. In this paper, we propose an approach to entangle these two aspects in the context of regularized estimation. Applying our approach to sparse and group-sparse regression, we show that it can improve on standard pipelines both statistically and computationally.
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I. INTRODUCTION

Contemporary data sets are often large and high-dimensional: they contain many parameters and samples, and the number of parameters rivals or even exceeds the number of samples. On the other hand, one can often assume that the data generating model is sparse or group sparse, that is, that only a small number of parameters or a small number of groups of parameters, respectively, are relevant. A standard objective in the analysis of large and high-dimensional data is the selection of these relevant parameters or groups of relevant parameters in a computationally feasible and mathematically reliable way. We call these objectives feature selection and group-feature selection, respectively.

Standard approaches for these objectives such as the lasso [1] and the group lasso [2], [3] are equipped with abundant statistical theories [4], [5], [6]. But these theories concern minimizers of objective functions that can be optimized only approximately in practice, and it is unclear how replacing the true minimizers with computational surrogates impacts the theories. Moreover, these theories often assume that the tuning parameters take specific values that are not necessarily known in practice. We are, therefore, interested in interlacing statistical aspects, computational aspects, and tuning parameter calibration.

In this paper, we interweave optimization theory and statistical theory via oracle inequalities. This approach allows us to develop a general algorithm and corresponding statistical theories that account for the optimization aspect and for tuning-parameter calibration. In effect, we obtain lasso- and group-lasso-type methods that are faster and more accurate than competing methods and equipped with more comprehensive statistical guarantees.

A. Related Work and Contributions

One basis of our paper are so-called oracle inequalities. Oracle inequalities are bounds for the statistical errors of estimators [4]. Usually, these bounds hold “with high-probability,” that is, they hold on an event that is increasing with the sample size. Two main problems with standard oracle inequalities are that they (i) assume tuning parameters that depend on unknown parameters (such as the distribution of the noise) and (ii) do not account for any optimization aspects.

A solution for the first problem has been proposed in Chichignoud et al. [7]. Indeed, the AV method in Chichignoud et al. [7, Algorithm 1] provides tuning-parameter calibration that leads to—in some sense optimal—oracle inequalities [7, Theorem 3]. The original AV method was designed for lasso in linear regression; in the meantime, extensions to logistic regression, graphical models, personalized medicine, and refitted estimation in linear regression have been established [8], [9], [10], [11]. However, these theories still assume that the estimators are computed perfectly, that is, they still do not solve the second problem mentioned above.

In Section II, we extend the above works to solve both mentioned problems. In other words, we establish a general algorithm (Algorithm 1) satisfying oracle inequalities (Theorem 1) accounting both for tuning-parameter calibration and for potentially inaccurate optimization.

In Section III, we exemplify our general approach in linear regression and logistic regression. We find that the approach not only leads to favorable oracle inequalities but also makes lasso- and group-lasso-type estimation and feature selection faster and more accurate.

B. Notation

For any set \( A \) and any vector \( \beta \in \mathbb{R}^p \), we denote by \( \beta_A \in \mathbb{R}^p \) the vector that equals \( \beta \) on the coordinates in \( A \) and is zero on the coordinates in the complement of \( A \), and for any given matrix \( X \in \mathbb{R}^{n \times p} \), we denote by \( X_A \in \mathbb{R}^{n \times |A|} \) the
submatrix of $X$ with column indices in $A$. For any vector $\beta \in \mathbb{R}^p$, we define the support set of $\beta$ as $\supp(\beta) := \{ j \in \{1, \ldots, p\} : \beta_j \neq 0 \}$. We denote the $\ell_q$-norm for vectors by $\| \cdot \|_q$ for $q \in [1, \infty]$. For any matrix $Q \in \mathbb{R}^{n \times p}$, we define the matrix norm induced by the $\ell_q$-norm, denoted by $\| \cdot \|_q$ as follows:

$$
\|Q\|_q := \sup_{x \neq 0_p} \frac{\|Qx\|_q}{\|x\|_q}.
$$

The minimal eigenvalue of a square matrix is denoted by $\Omega_{\min}(\cdot)$.

To disentangle theory and practice, we use bars $\bar{\cdot}$ to refer to theoretical estimators (for example, one cannot compute an exact lasso solution in finite time) and tildes $\tilde{\cdot}$ to practical surrogates (for example, one can approximate a lasso solution within any non-zero tolerance). To avoid heavy notation, some notation can have different meanings depending on whether we treat linear or logistic regression.

II. METHODOLOGY

In this section, we state the statistical framework and introduce our estimation approach along with guarantees for it.

A. Motivation

Consider a standard linear regression model

$$
y = X\beta^* + u
$$

with $y \in \mathbb{R}^n$, $X \in \mathbb{R}^{n \times p}$, $\beta^* \in \mathbb{R}^p$, and $u \in \mathbb{R}^n$. In genomics, for example, $y$ could contain the levels of a biomarker, $X$ the counts of different SNPs, $\beta^*$ the statistical associations between the SNPs and the biomarker, and $u$ the measurement errors, batch effects, non-linearities, etc. The number of SNPs in typical studies is in the millions, while the number of study subjects is much smaller: $p \gg n [12]$. We call such settings high-dimensional.

In high-dimensional regression, classical estimators such as the least-squares estimator are prone to overfitting. More appropriate are regularized approaches such as the lasso [1]

$$
\hat{\beta}^* \in \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \| y - X\beta \|^2_2 + r|\beta|_1 \right\},
$$

which is a family of $\ell_1$-regularized least-squares estimators indexed by a tuning parameter $r \in [0, \infty)$. A feature of the lasso family is that it can provide small models: $\#\{ (\hat{\beta}^*)_j \neq 0 \} \ll p$. In genomics, for example, this means that the number of SNPs the estimator deems relevant is small, which can facilitate interpretation and further processing. In general, we call the identification of the most relevant predictors feature selection.

But regularized approaches such as the lasso spawn three objectives:

1) Selecting the tuning parameter $r$

Large tuning parameters can prevent overfitting, but they also introduce a large bias. A selection scheme must, therefore, balance these two aspects.

2) Computing the estimators The lasso's objective function, for example, is convex and “almost smooth” but rarely has a minimizer in closed-form. More generally, regularized estimators can usually be computed only approximately with descent algorithms such as proximal gradient or coordinate descent. But these descent algorithms involve another tuning parameter, namely, the number of descent steps. Picking a large number of steps ensures that the outputs approximate the actual minimizer well, but this also renders computations slow or even infeasible. So a good strategy for calibrating the number of descent steps is needed.

3) Choosing cutoffs for feature selection Regularized estimators often undergo further treatment such as thresholding. Thresholding can remove numerical and statistical artifacts and, therefore, reduce the number of false positives. But thresholding involves yet another tuning parameter, namely, the cutoff. Large cutoffs remove false positives effectively but can also lead to a large number of false negatives. Hence, a sound way to calibrate the cutoff is also in order.

In the context of the lasso, each of the three objectives individually is understood at least to some extent: for objective 1, see [7], [13], for example; for objective 2, see [14], [15], for example; for objective 3, see [7], [11], for example. In this paper, however, we address all three objectives simultaneously, leading to more comprehensive guarantees in theory and to faster and better performances in practice.

B. Statistical Framework

We now move from the lasso to a more general statistical framework. Our goal is to estimate an unknown target $\beta^* \in B$ in a non-empty set $B$. We consider a family of “theoretical” estimators $\mathcal{F}_{\mathcal{R}} := \{ \beta^* : r \in \mathcal{R} \}$ indexed by a non-empty set of tuning parameters $\mathcal{R} \subset \mathbb{R}$ and a corresponding family of “practical” estimators $\mathcal{F}_{\bar{\mathcal{R}}} := \{ \bar{\beta}^* : r \in \bar{\mathcal{R}} \}$. The rationale beyond this distinction is that statistical theory in high dimensions is typically formulated for infeasible estimators (such as the lasso) but that these infeasible estimators can be approximated well by practical algorithms (such as proximal gradient descent).

Our starting point is the statistical and computational theory that is typically available in high dimensions.

Assumption 1 (Theory Basis): Consider a function $d : \mathcal{B} \times \mathcal{B} \to [0, \infty)$ that is symmetric and satisfies the triangle inequality, and consider functions $f, g : \mathcal{R} \to [0, \infty)$ that are increasing. Given an oracle parameter $\beta^* \in \mathcal{B}$ and an oracle tuning parameter $r^* \in \mathcal{R}$, we assume the “statistical” bound

$$
d(\hat{\beta}^*, \beta^*) \leq f(r) \quad \forall r \geq r^* \tag{1}
$$

and the “computational” bound

$$
d(\bar{\beta}^*, \hat{\beta}^*) \leq g(r) \quad \forall r \geq r^*. \tag{2}
$$

Broadly speaking, Assumption (1) ensures that there is a theoretical guarantee for large enough tuning parameters. Such guarantees are abundant in high-dimensional statistics [4].
Assumption (2) ensures that the theoretical estimators can be approximated well. In other words, Assumption (2) specifies what we mean by “practical estimators”: these are estimators that are close to their theoretical counterparts in terms of the distance $d$. Such guarantees, unfortunately, are rare in the literature. However, in the applications in Section III, we relate these guarantees to guarantees in terms of the objective function, which can then be readily checked by the algorithms. It would also be very interesting to relate the $d$-guarantees to criteria other than the value in objective function, such as run times of the algorithm, in future work. In any case, note that different algorithms might lead to different bounds $g(r)$.

The function $d$ is the distance function. Typical examples in linear regression are $d : (\beta, \beta^*) \mapsto \|\beta - \beta^*\|_q$ for a $q \in [1, \infty]$. The oracle parameter $\beta^*$ is the “true” parameter or any surrogate of it. A generic example in linear regression is the true regression vector.

The oracle tuning parameter $r^*$ can be any tuning parameter in $\mathcal{R}$ that makes Assumption 1 go through. This seems quite abstract here in the general setup but will clarify in the specific applications in the later sections. In linear regression with the lasso, for example, it is straightforward to identify $r^* = 2\|X^\top u\|_\infty$ (or the closest surrogate of it in $\mathcal{R}$) as a natural choice—we will come back to this on Page 320. Important here is that $r^*$ does not need to be known in practice.

C. Proposed Method and Theoretical Results

We now propose a pipeline that deals with our Objectives 1.–3. stated earlier. Given a family of theoretical estimators $\mathcal{F}_\mathcal{R}$ and a corresponding family of practical estimators $\tilde{\mathcal{F}}_\mathcal{R}$, a distance function $d$, and functions $f$ and $g$ as specified in Assumption 1, our first goal is selecting a practical estimator $\tilde{\beta}$ that is guaranteed to have a small distance $d(\tilde{\beta}, \beta^*)$. The best possible guarantee in the sense of Assumption 1 is

$$d(\tilde{\beta}^*, \beta^*) \leq f(r^*) + g(r^*).$$

But since neither $\beta^*$ nor $r^*$ are known in practice, we have to make a data-driven selection of $r$.

Our proposal for this selection is summarized in Algorithm 1. The general idea is as follows: Estimators that correspond to tuning parameters that are sufficiently large are “steady,” while estimators that correspond to tuning parameters that are too small behave “erratically” in high-dimensional settings (think of unregularized estimators in the limit). The algorithm detects this transition by comparing differences between estimators.

Algorithm 1 General Approach

| Inputs | $\mathcal{R}, d, f, g$ |
| Outputs | $\hat{\beta} \in B$ |

1. Initialize tuning parameter: $\hat{r} \leftarrow \max\{r \in \mathcal{R}\}$;

2. Compute $\tilde{\beta}$;

3. while $\hat{r} \neq \min\{r \in \mathcal{R}\}$ and $\beta, r \in \mathcal{R} \setminus [-\infty, \hat{r}]$

$$d(\tilde{\beta}, \beta) > f(r) + g(r) + f(\hat{r}) + g(\hat{r})$$

4. Update outputs: $\hat{r} \leftarrow \tilde{r}; \tilde{\beta} \leftarrow \beta$;

5. Go to next tuning parameter:

$$\hat{r} \leftarrow \max\{r \in \mathcal{R} \setminus [\hat{r}, \infty]\};$$

6. Compute $\tilde{\beta}$;

7. end

On a technical level, for the while-loop to make sense and to ensure that the algorithm converges, we assume here and in the following that the set of tuning parameters $\mathcal{R}$ is finite—but, importantly, it can be arbitrarily large. (We will show later that the specific construction of this set is of minor importance.)

We find the following guarantee for Algorithm 1.

**Theorem 1 (Guarantee for $\hat{r}$ and $\tilde{\beta}$):** Under Assumption 1, the outputs $\hat{r}$ and $\tilde{\beta}$ of Algorithm 1 satisfy

$$\hat{r} \leq r^*, \quad (3)$$

and

$$d(\tilde{\beta}, \beta^*) \leq 3f(r^*) + 3g(r^*), \quad (4)$$

The proof of Theorem 1 is deferred to Appendix A. There, we also state a generalization that allows for deviations from $r^*$ (see Lemma 10).

Inequality (3) states that the estimated tuning parameter is bounded by the optimal tuning parameter; this result will be useful in thresholding small coefficients. Inequality (4) states that the selected estimator reaches the best possible bound up to the constant factor 3. Inequality (5) states the same in expectation.

Note that Inequalities (3) and (4) are entirely “deterministic”: they always hold under the stated assumptions. All probabilistic aspects are summarized in the typically random quantity $r^*$—see the following sections with the examples. The feature of being “deterministic” keeps the bounds very general and allows us to derive Inequality (5) in a rather trivial fashion.

The oracle quantities $\beta^*$ and $r^*$ are usually unknown. But, quite strikingly, our method is guaranteed to be essentially optimal even without knowing these quantities. (Yet, not knowing $r^*$, we cannot derive confidence intervals from the theorem.) On the other hand, the functions $d, f$, and $g$ need to be specified beforehand. We exemplify the pipeline for common choices of these functions in the following section. The choice of the set of tuning parameters $\mathcal{R}$ is usually secondary: in practice, one can just choose an ad-hoc, “standard” grid over the relevant values. This is not completely obvious but
follows from a detailed look at our theories and the typical way the practical estimators are computed: In our theoretical guarantees, the set $R$ only appears through $r^*$, that is, the finer the grid $R$, the better its best representative $r^* \in R$. In other words, the finer the grid, the better the guarantees. In practice, on the other hand, fine grids also require the computation of many estimators. But since the estimators are usually computed with warmstarts, additional estimators are typically fast to compute. Moreover, given the structure of the algorithm, estimators with $r \leq \hat{r}$ do not need to be computed altogether. We find in the numerical experiments described in the following section that “standard” tuning parameter sets such as logarithmically spaced grids with 100 elements give excellent performance. Also, additional simulations illustrate the limited influence of the specific choice of the tuning parameter set (see Appendix B-C). An open question at this point, however, is how to choose $R$ optimally.

The above bounds parallel those in [7, Theorem 3]. But besides generalizing the bounds to our framework, Theorem 1 contains another, more subtle, improvement: while Chichignoud et al. [7, Theorem 3] set the oracle tuning parameter to quantiles of the effective noise $2|X^\top u|_{\infty}$, our theorem here also allows for setting $r^* = 2|X^\top u|_{\infty}$ directly. The latter choice seems more natural and avoids the introduction of quantiles and corresponding levels. Moreover, it allows us to state bounds in expectation.

The above theories are not only useful for the selection of the tuning parameter $r$, but they also motivate approaches to our Objectives 2. (descent steps) and 3. (cutoff). More precisely, the proposed algorithm and its theoretical guarantees motivate a holistic approach that covers all three Objectives 1–3, simultaneously. Increasing the number of descent steps improves the approximations, that is, decreases $g$, but also adds a computational burden. Bounds (4) and (5) motivate to calibrate the number of steps such that $g = f$: this choice (i) ensures that the practical estimators are equipped with the same statistical bounds as the theoretical estimators up to a factor of two and, as we will see in the example section, (ii) leads to a large increase in computational speed in comparison to pipelines that attempt to descend “until convergence”.

The bounds (4) and (5) also motivate a cutoff for feature selection. Say $B \subset \mathbb{R}^p$. Feature selection, or more generally group-feature selection consists of estimating the support set $S := \text{supp}(\beta^*) = \{j \in \{1, \ldots, k\} : \beta^*_G \neq 0\}$, where $G^1, \ldots, G^p$ is a partition of $\{1, \ldots, p\}$ and $p_j$ is the size of group $G^j$. Typical measures of estimation accuracy $d$ are the metrics induced by the $\ell_{q,\infty}$-norm with $q \in [1, \infty]$ [16]:

$$d(\beta, \beta') := \|\beta - \beta\|_{q,\infty} := \max_{j \in \{1, \ldots, k\}} \left( \sum_{G_j} |\beta_j - \beta'_j|^q \right)^{1/q} \quad \forall \beta, \beta' \in \mathbb{R}^p.$$  

We then propose feature selection with the thresholding scheme

$$\hat{S} := \{j \in \{1, \ldots, k\} : |\beta^*_G\|_q > 3f(\hat{\epsilon}) + 3g(\hat{\epsilon}) \},$$

where $\hat{\epsilon}$ and $\hat{\beta}^\epsilon$ are the outputs of Algorithm 1. And we can find the following guarantee for $\hat{S}$.

**Lemma 2 (Group-Feature Selection):** Assume the beta-min condition

$$\min_{j \in \hat{S}} |\beta_{G_j}^\epsilon\|_q > 6f(r^*) + 6g(r^*).$$

Then, it holds that

$$\hat{S} = S.$$

Hence, as long as the $\ell_q$-norms of the non-zero groups of the true vector are not too small, one can safely threshold each group of $\hat{\beta}^\epsilon$ with the cutoff $3f(\hat{\epsilon}) + 3g(\hat{\epsilon})$ without increasing the number of false negatives.

Note that Lemma 2 as well as Theorem 1 are stochastic: the randomness of the data is reflected in the oracle tuning parameter $r^*$.

### III. Examples

In this section, we exemplify our general approach. We consider $B := \mathbb{R}^p$ and a measure of accuracy $d$ that is induced by a norm: $d(\beta, \beta') := \|\beta - \beta\|_1$. The theoretical estimators are defined by

$$\tilde{\beta} \in \arg\min_{\beta \in \mathbb{R}^p} \ell(\beta, r)$$

for $r \in \mathbb{R} \subset [0, \infty)$ and $\ell(\beta, r) := L(\beta) + rR(\beta)$ with a convex and differentiable function $L : \mathbb{R}^p \rightarrow [0, \infty)$. Specifically, we take $L$ as the least-squares loss (Section III-A) and the logistic loss (Section III-B). Our conditions on the regularizer—besides it being a norm is: 1. decomposability with respect to the support $S = \text{supp}(\beta^*)$ of the target $\beta^*$, that is, $|\beta^*| = |\beta_G^*| + |\beta_{SE}|$ for all $\beta \in \mathbb{R}^p$, which holds for many standard regularizers, for example, see [17, Section 2.2] and [18, Section 3.2] and 2. the regularizer is the dual norm of $\| \cdot \|$ (induced norm in the measure of accuracy $d$).

#### A. Linear Regression

Here, we specify our approach to regularized linear regression. In Section III-A.1, we provide sufficient conditions for Assumption (1) and Assumption (2) (see Lemma 3 and Lemma 4, respectively), and we exemplify the results by considering group-feature selection with the group lasso. In Section III-A.2, we specify the implementation for group-feature selection (see Algorithm 2), and in Section III-A.3, we demonstrate the empirical efficiency of our approach both on simulated and real data.

1) **Method:** We can apply our general scheme in Algorithm 1 to the linear regression model

$$y = X\beta^* + u,$$

where $y \in \mathbb{R}^n$ is the outcome, $X \in \mathbb{R}^{n \times p}$ the design matrix, $\beta^* \in \mathbb{R}^p = B$ the regression vector with support $S = \text{supp}(\beta^*) \subset \{1, \ldots, p\}$, and $u \in \mathbb{R}^n$ the random noise. To estimate $\beta^*$, we consider the objective function

$$\ell(\beta, r) := L(\beta) + r\|\beta\|_1,$$
where $\beta \in \mathbb{R}^p$, $r \in [0, \infty) =: \mathcal{R}$, and $L(\beta) := \|y - X\beta\|^2/2$. We then propose to use the estimators $\mathcal{F}_\mathcal{R} = \{\hat{\beta}^r : r \in \mathcal{R}\}$ with
\begin{equation}
\hat{\beta}^r \in \arg\min_{\beta \in \mathbb{R}^p} \ell(\beta, r).
\end{equation}

A sufficient condition for satisfying the statistical bound in Assumption (1) for the estimators in Display (9) is as follows:

**Lemma 3 (f in Regularized Linear Regression):** Assume there is a constant $c \in (0, \infty)$ such that
\[ |\mathbf{v}| \leq \frac{\|X^\top X\mathbf{v}\|}{nc} \quad \forall \mathbf{v} \in \mathbb{R}^p : \|\mathbf{v}_{S^c}\|^2 \leq 3\|\mathbf{v}_S\|^2. \]

Then, $\mathcal{F}_\mathcal{R}$ satisfies
\[ |\beta^* - \hat{\beta}^r| \leq f(r) \quad \forall r \geq r^*, \]
for $f(r) := 3r/(2nc)$ and $r^* := 2\|X^\top \mathbf{u}\|$. The condition in the upper display of the lemma is a variant of the classical compatibility condition [19], [20]. If $\| \cdot \| \equiv \| \cdot \|_\infty$, for example, it coincides with the $\ell_\infty$-restricted eigenvalue condition formulated in [7, Equation (7)]; in this sense, Lemma 3 is a generalization of their Lemma 5. We defer the proof of Lemma 3 to Appendix A.

The lemma also clarifies the choice of the oracle tuning parameter $r^*$ in linear regression. Recall that in the abstract setup of Section II, the oracle tuning parameter could be any tuning parameter that makes the assumptions go through; here, we identify $r^* := 2\|X^\top \mathbf{u}\|$ as a valid choice in linear regression. In the lasso case, where $\| \cdot \| \equiv \| \cdot \|_\infty$, the value of the oracle tuning parameter coincides with the usual value in the literature—see, for example, [21, Pages 1–2], Lederer et al. [22, Page 9], and Lederer [4, Page 112]. Thus, in line with that standard literature, we can interpret $r^*$ as the “best” tuning parameter in the sense that it is the smallest tuning parameter that controls the effective noise [23, Section 4].

A sufficient condition for satisfying the computational bound in Assumption (2) for estimators in Equation (9) is as follows:

**Lemma 4 (g in Regularized Regression):** For given $b \in [0, \infty)$, assume there is a constant $z \in [0, \infty)$ such that
\[ L(\beta + \mathbf{v}) - L(\beta) - \langle \nabla L(\beta), \mathbf{v} \rangle \geq zn\|\mathbf{v}\|^2 \]
for all $\beta \in \mathbb{R}^p$ and $\mathbf{v} \in \mathbb{R}^p$ that satisfy $\|\mathbf{v}_{S^c}\|^2 \leq 3\|\mathbf{v}_S\|^2 + 4|\mathbf{v}_S\|^2 + b/r$. Assume also that $\| \cdot \| \equiv \| \cdot \|_\infty$. Then, we have
\[ |\hat{\beta}^r - \beta^*| \leq g(r) \quad \forall r \in [r^*, \infty) \]
for $g(r) := \sqrt{b/(zn)} + r/(zn)$ and every $\hat{\beta} \in \mathbb{R}^p$ with $\ell(\hat{\beta}, 2r) \leq \ell(\hat{\beta}, 2r) + b$.

Above lemma gives a tool to check whether the “computational bound” is reached by using the objective’s value: once $\ell(\hat{\beta}, 2r) \leq \ell(\hat{\beta}, 2r) + b$ is verified, then, we can make sure that $|\hat{\beta}^r - \beta^*| \leq g(r)$ is verified as well for $g(r) := \sqrt{b/(zn)} + r/(zn)$. The result is formulated for general convex and differentiable loss functions to make it useful also for the case of logistic regression in the next section. The condition in the upper display of the lemma is a slightly stronger version of restricted strong convexity [24, Pages 291ff], [6, Pages 277ff] (see Section B-A for details).

Now, plugging Lemma 3 and Lemma 4 into Theorem 1 yields the following result.

**Corollary 5 (Estimation in Regularized Linear Regression):** Suppose that the conditions of Lemma 3 are met and $g = f$. Then, the outputs of Algorithm 1 satisfy
\[ \hat{r} \leq r^*, \quad d(\hat{\beta}^r, \beta^*) \leq 9r^*/(nc), \]
and
\[ \mathbb{E}[d(\hat{\beta}^r, \beta^*)] \leq \mathbb{E}[9r^*/(nc)]. \]

This equips the proposed algorithm with guarantees for its estimation error in linear regression models.

Besides estimation, our approach can also be applied to feature selection. Specifically suited base estimators for feature selection are sparsity-inducing methods, such as the group lasso:
\[ \hat{\beta}^r \in \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2}\|y - X\beta\|^2 + r \sum_{j=1}^k \sqrt{\nu_j} |\beta_{G_j}|_2 \right\}, \]
which corresponds in our framework to the distance
\[ d(\beta, \hat{\beta}^r) := \max_{j \in \{1, \ldots, k\}} |\beta_{G_j} - \hat{\beta}_{G_j}|_2/\sqrt{\nu_j} \quad \forall \beta, \hat{\beta} \in \mathbb{R}^p. \]

An estimate of the support with our thresholding scheme is
\[ \hat{S} := \{ j \in \{1, \ldots, k\} : |\hat{\beta}_{G_j}|_2/\sqrt{\nu_j} > 9r^*/(nc) \}, \]
where $\hat{r}$ and $\hat{\beta}$ are the outputs of Algorithm 1 with $f(r) := g(r) := 3r/(2nc)$. Assuming the above-mentioned compatibility condition and an equally standard beta-min condition [4, 5]
\[ \min_{j \in \hat{S}} |\beta_{G_j}|_2/\sqrt{\nu_j} > \frac{18r^*}{nc}, \]
we obtain a sharp guarantee for $\hat{S}$:

**Corollary 6 (Group-Feature Selection in Regularized Linear Regression):** Under the stated conditions, it holds that
\[ \hat{S} = S. \]

This guarantee takes both the tuning parameter calibration and the computational tolerances of the implementations into account; in other words, Equation (10) is a theoretically justified thresholding scheme.

2) Algorithm: Algorithm 2 is a specification of our general scheme for group-feature selection in linear regression. Recall that bars “ refer to theoretical estimators, while tildes “ refer to computable surrogates. We call the algorithm group-FOS (group-Fast and Optimal Selection) for convenient reference. The three challenges described earlier are addressed as follows: (1) The stopping point on the tuning parameter path is determined via AV-tests [7], which contrasts estimators in terms of the distance function (line 19 of Algorithm 2). Note that here, Equation (6) is used as the distance function. (2) We use the duality gap to ensure that the computational bound is reached. For any regression vector $\beta$ and any feasible dual variable $\hat{\nu}$, the duality gap is $\Delta(\beta, \hat{\nu}) := \ell(\beta, 2r) - D(\hat{\nu}, 2r)$.
where $D(\hat{\nu}, 2r)$ is the dual function, and it is well known [25] that $\Delta(\hat{\beta}, \hat{\nu})$ is an upper bound of $\ell(\hat{\beta}, 2r) - \ell(\hat{\beta}^2, 2r)$. Since $\ell(\hat{\beta}^2, 2r) \leq \ell(\hat{\beta}, 2r)$, we conclude that $\Delta(\hat{\beta}, \hat{\nu})$ is also an upper bound of $\ell(\hat{\beta}, 2r) - \ell(\hat{\beta}^2, 2r)$. This upper bound ensures that the required precision is reached. Importantly, we do not need to solve the dual problem of the group lasso, but instead, we only require a dual point, which can be found with an explicit expression. We refer to Lemma 4 to show the connection between computational bound and duality gap and Appendix B-B regarding the construction of feasible dual points. Setting $f(r) := g(r) := 3r^2/(2nc)$, which, by Lemma 4, gives the stopping criterion as $\Delta(\hat{\beta}, \hat{\nu}) \leq b := r^2(3z/(2c) - 1)^2/(2n)$. As the optimization algorithm, one could select proximal gradient descent [26], coordinate descent [14], or other techniques. We opted for the first one; the corresponding updates in line 14 then read for each group

$$\hat{\beta}_{Gj} \leftarrow T_{\sqrt{\pi}/m}(\hat{\beta}_{Gj} - \frac{1}{m}X_{Gj}^T(X\hat{\beta} - y)),$$

where $T$ is the block soft-thresholding operator defined by $T_r(a_{Gj}) := \max(1 - t/|a_{Gj}|, 0)a_{Gj}$ for $j \in \{1, \ldots, k\}$ and where $m \in (0, \infty)$ is the step size determined by backtracking. (3) We finally use Equation (10) for thresholding, which guarantees correct (group) feature selection (see Corollary 6).

Neglecting all the intricate details, our method is simply a roughly computed group lasso estimate with subsequent thresholding of the elements.

As initialization, we choose the all-zeros vector in $\mathbb{R}^p$, reflecting our assumption that many groups are inactive. Since we are limited to finitely many computations in practice, we consider finite sequences $r_1 = \ldots = r_\max > r_2 > \ldots > r_{M} = r_\min > 0$. The concrete choice follows the ones used in standard implementations [14]: we use a logarithmically spaced grid of size $M = 100$, set $r_\max := \max_{j \in \{1, \ldots, k\}} |X_{Gj}^T y|/\sqrt{|T|}$ to the smallest tuning parameter such that $\hat{\beta} = 0_p$, and define $r_\min := r_\max/h$ as a fraction of $r_\max$. Standard choices for $h$ range from 100 to 10 000. On a very high level, assuming bounded group sizes, it holds that $r_\max/\max_{j} \approx \max_{j} |X_{Gj}^T y|/\sqrt{|T|}$ to every 1 iteration in the optimization function. FOS is implemented using the SPAMS package [29] coded in C++, which uses the memory restrictions in MATLAB®; a future C/Fortran implementation could remove this limitation). We continue by learning a biological network with a neighborhood selection scheme. Each of the corresponding regressions compromises only 500 samples and 1000 parameters, but since 1000 such regressions are needed, the computational complexity can easily render standard methods ineffective. Finally, we show the efficiency of group-FOS in classification on biological data.

All computations are conducted with MATLAB® and run on an Intel Core(TM) i5-3470 CPU(3.20GHz). FOS and group-FOS are implemented using the SPAMS package [29] coded in C++, which uses the memory restrictions in MATLAB®; a future C/Fortran implementation could remove this limitation). We continue by learning a biological network with a neighborhood selection scheme. Each of the corresponding regressions compromises only 500 samples and 1000 parameters, but since 1000 such regressions are needed, the computational complexity can easily render standard methods ineffective. Finally, we show the efficiency of group-FOS in classification on biological data.

3) Empirical Performance: We now demonstrate the computational efficiency and the empirical accuracy of the proposed method. To obtain a comprehensive overview, we consider a variety of experiments for feature selection and group-feature selection, including biological and financial applications as well as synthetic data. Group-FOS can be adapted easily to handle data without structure; we call this version FOS for convenient reference. We compare FOS to the lasso with Cross-Validation (lassoCV), which is currently the most popular method for feature selection, and with the non-convex approaches SCAD [27] and MCP [28]; and we compare group-FOS with the group lasso with Cross-Validation (group-lassoCV). We start by synthetic data sets to verify the efficiency of FOS and group-FOS in regressions with moderately large data (up to 10 000 samples and parameters). Then, we show the scalability of FOS by analyzing a financial data set with more than 150 000 parameters. The application to even larger regression data is currently limited by the memory restrictions in MATLAB®; a future C/Fortran implementation could remove this limitation). We continue by learning a biological network with a neighborhood selection scheme. Each of the corresponding regressions comprises only 500 samples and 1000 parameters, but since 1000 such regressions are needed, the computational complexity can easily render standard methods ineffective. Finally, we show the efficiency of group-FOS in classification on biological data.
contain a second tuning parameter that determines the shape of the penalty: for SCAD, it is set to 3.7, which minimizes the Bayes risk; for MCP, it is set to 3, the default value in the SPAMS toolbox. group-lassoCV is implemented analogously to group-FOS, using the SPAMS package and a 10-fold Cross-Validation with warm starts.

Code can be found under github.com/LedererLab.

a) Synthetic data: In this part, we use synthetic data to demonstrate the empirical performance of FOS and group-FOS. For FOS, data are generated from linear regression models with \( n = 500 \) and \( p = 1000 \) and with \( n = 5000 \) and \( p = 10000 \). Each row of the design matrix \( X \in \mathbb{R}^{n \times p} \) is sampled independently from a \( p \)-dimensional normal distribution with mean 0 and covariance matrix \((1 - \rho)I + \rho I\), where \( I \) is the identity matrix, \( I \) the matrix of ones, and \( \rho = 0.3 \) the correlation among the features. The design matrix is then normalized such that its columns have Euclidean norm equal to \( \sqrt{n} \). The entries of the noise \( u \in \mathbb{R}^n \) are generated according to a one-dimensional standard normal distribution.

The entries of \( \beta^{*} \) are first set to 0 except for 10 uniformly at random chosen entries that are each set to 1 or \(-1\) with equal probability; the whole vector \( \beta^{*} \) is then rescaled such that the signal-to-noise ratio \( \| X \beta^{*} \|_2^2/n \) is equal to 5.

For group-FOS, the same setup is used except for the selection of non-zero parameters: the index set is partitioned into groups of equal length, and the non-zero parameters are those in the uniformly at random chosen “active” groups. To obtain a wider range of cases, data size, group lengths, and numbers of activated groups are also modulated.

We summarize the results for feature selection and group-feature selection in Table I and Table II, respectively. For each setting, that is, for each a combination of \( n, p \), group length, and number of activated groups, we recorded the timings of each method. The computational efficiency is measured in average timing (in seconds) over 10 independent runs; the statistical accuracy is measured in average Hamming distance, which is the sum of the number of false positives and the number of false negatives, and in average estimation error, which is \( \| \hat{\beta} - \beta^{*} \|_\infty \). If a method timed out on our machines, we put an “NA.” We observe that FOS outperforms lassoCV\textsubscript{SPAMS}, lassoCV\textsubscript{glmnet}, SCAD, and MCP and that group-FOS outperforms group-lassoCV\textsubscript{SPAMS} both in computational efficiency and in statistical accuracy. For large data sets, lassoCV\textsubscript{SPAMS} and group-lassoCV\textsubscript{SPAMS} timed out on our machine, which means that the run time for the first run is one hour or more. We also compared FOS with AV approach [7, Algorithm 1] in Table VI (of Appendix B-C).

The two computational benefits of our proposed method are illustrated in Fig. 1. First, we observe that even with warm starts, lassoCV\textsubscript{SPAMS} requires a large number of iterations to
TABLE I

| Method            | Timing   | Hamming distance | Estimation error | Timing   | Hamming distance | Estimation error |
|-------------------|----------|------------------|------------------|----------|------------------|------------------|
| lassoCV\textsubscript{SPAMS} | 132.72 ± 16.14 | 71.10 ± 18.17 | 0.19 ± 0.04 | NA       | NA               | NA               |
| lassoCV\textsubscript{glmnet} | 3.61 ± 1.10 | 55.10 ± 18.89 | 0.20 ± 0.04 | 32.92 ± 7.12 | 56.80 ± 25.42 | 0.07 ± 0.01 |
| SCAD              | 103.50 ± 4.65 | 70.40 ± 23.51 | 0.20 ± 0.03 | 1410.60 ± 87.40 | 145.40 ± 43.96 | 0.08 ± 0.00 |
| MCP               | 100.22 ± 5.84 | 77.60 ± 19.50 | 0.19 ± 0.03 | 1420.60 ± 97.30 | 139.40 ± 42.15 | 0.07 ± 0.01 |
| FOS               | 0.12 ± 0.08 | 1.00 ± 2.82 | 0.19 ± 0.04 | 5.72 ± 2.69 | 0.00 ± 0.00 | 0.10 ± 0.02 |

TABLE II

| Method            | Timing   | Hamming distance | Estimation error | Timing   | Hamming distance | Estimation error |
|-------------------|----------|------------------|------------------|----------|------------------|------------------|
| group-lassoCV\textsubscript{SPAMS} | 259.25 ± 43.03 | 133.50 ± 47.15 | 0.53 ± 0.08 | 333.87 ± 29.95 | 671.50 ± 109.31 | 0.20 ± 0.02 |
| group-FOS       | 5.14 ± 0.81 | 0.00 ± 0.00 | 0.14 ± 0.03 | 2.88 ± 0.93 | 195.50 ± 5.50 | 0.21 ± 0.02 |

b) Financial data: Now, we consider a large data set to demonstrate the scalability of FOS. The data \cite{31} comprises \( n = 16,087 \) samples and \( p = 150,348 \) predictors. The goal is to use financial reports of companies to predict the volatility of stock returns. The feature representation of the financial reports is based on the calculation of TF-IDF (term frequency and inverse document frequency) of unigrams. There is no ground truth available for verifying statistical accuracies, but the data is ideal for verifying the algorithm's scalability. The computational time of lassoCV\textsubscript{glmnet} is 124.56s and of FOS 1.94s. In contrast, lassoCV\textsubscript{SPAMS}, SCAD, and MCP timed out on our machine, which again means more than one hour of computation. This shows that our methodology is indeed highly scalable to large data.

c) Lung cancer data set: FOS can also be applied to network learning problems by estimating the local neighborhood of each node via high-dimensional regressions. In this specific application, the goal is to understand the interaction

![Figure 1](image-url)
Hamming distance is the sum of the falsely included edges and the falsely omitted edges. We find that our pipeline outmatches the standard one both in speed and accuracy.

d) Breast cancer data set: Here, we consider a large data set that contains gene expressions from 60 patients with estrogen-positive breast cancer [35]. The patients were treated for five years and then classified into two categories (labeled by 1 or −1) according to whether the cancer recurred or not. The original data is pre-processed as follows: first, the genes with more than 50 percent missingness are removed and all other missing values are filled by mean imputation. This reduces the number of genes from 22 575 to 12 071. Then, the genes are grouped using cytogenetic position data, namely the C1 set from the GSEA method [36]. The genes that are not recorded in the C1 set are removed, which yields a total of 4989 genes in 270 groups, with an average group size of 18.5 genes. Finally, the data is split via 10-fold Cross-Validation and group-lassoCV_{SPAMS} and group-FOS are applied. The classification is then performed by taking the signum function on the predicted values. We report the classification errors in Fig. 3. We find that group-FOS outperforms group-lassoCV_{SPAMS} in computational efficiency and accuracy.

B. Logistic Regression

Here, we specify our approach to ℓ₁-regularized logistic regression. In Section III-B.1, we provide sufficient conditions for Assumption (1) (see Lemma 7). In Section III-B.2, we specify the implementation for feature selection (see Algorithm 3), and in Section III-B.3, we demonstrate the empirical efficiency of our approach both on simulated and real data.

1) Method: The logistic regression model is

\[
\Pr(y_i = 1 | x_i) = \frac{\exp(x_i^T \beta^*)}{1 + \exp(x_i^T \beta^*)} \quad i \in \{1, \ldots, n\},
\]

where \( y = (y_1, \ldots, y_n)^T \in \{0, 1\}^n \) is a binary vector outcome, \( x_1, \ldots, x_n \) are the rows of the design matrix \( X \in \mathbb{R}^{n \times p} \), and \( \beta^* \in \mathbb{R}^p := : B \) the regression vector with support \( \mathcal{S} = \text{supp}(\beta^*) \subset \{1, \ldots, p\} \).

To estimate \( \beta^* \), we consider the objective function

\[
\ell(\beta; r) := L(\beta) + r \|\beta\|_1, \tag{11}
\]

where \( \beta \in \mathbb{R}^p, r \in [0, \infty) =: \mathcal{R} \), and

\[
L(\beta) := (\sum_{i=1}^n \log(1 + \exp(x_i^T \beta)) - y_i x_i^T \beta)/n.
\]

We recall that the \( \ell_1 \)-regularization allows us to control the \( \ell_\infty \)-distance of our estimators. This corresponds in our framework to the measure of accuracy \( d_1(\beta, \beta') := \|\beta - \beta'\|_\infty \). To avoid digression, we focus on \( \ell_1 \)-norm regularization; it is straightforward to extend the results in this section to more general classes of regularizers as in Section III-A. We then propose to use the estimators \( \mathcal{F}_\mathcal{R} = \{\hat{\beta}^* : r \in \mathcal{R}\} \) with

\[
\hat{\beta}^* \in \arg\min_{\beta \in \mathcal{R}^p} \ell(\beta; r). \tag{12}
\]

For vectors \( u, v \) of the same length, we define the function

\[
u(u, v) := \exp(u^T v)/(1 + \exp(u^T v))^2 \]

and we denote by \( W \) the diagonal matrix of size \( n \times n \) with \( (i, i) \)th entry \( w(x_i, \beta^*) \). The residuals are defined as \( u_i := y_i - \Pr(y_i = 1 | x_i) \) for \( i \in \{1, \ldots, n\} \). A sufficient condition for satisfying the statistical bound in Assumption (1) for estimators in Equation (12) is provided by Li and Lederer [11, Theorem 1] as follows:

**Lemma 7 (f in \( \ell_1 \)-Regularized Logistic Regression):**

Assume

\[
\epsilon_{\min} := \Omega_{\min}(X_S^T W X_S/n) > 0 \tag{13}
\]

and

\[
a := 1 - \|X_S^T W X_S\|^{-1} X_S^T W X_S e_\infty > 0. \tag{14}
\]

Then, \( \mathcal{F}_\mathcal{R} \) satisfies

\[
\|\beta^* - \hat{\beta}^*\|_\infty \leq f(r) \quad \forall r \geq r^*,
\]

for \( f(r) := c_{\log} r \) with

\[
c_{\log} := 1.5 \|X_S^T W X_S\|^{-1}\|X_S^T W X_S\|^{-1}_2 e_{\min},
\]

and \( r^* := 4(2 - a)\|X^T u\|_\infty/(na) \). This result implies that for a suitable tuning parameter \( r \), the estimator \( \hat{\beta}^* \) is uniformly close to the regression vector \( \beta^* \). Condition (13) is a modified version of the minimal eigenvalue condition commonly used in the theory for linear regression [24, Equation (11.29)], [11, Assumption 1] and ensures that the relevant covariates are only mildly correlated.

Condition (14) is a modified version of irrepresentability condition commonly used in the theories about the lasso [24, Equation (11.27)], [11, Assumption 2], [37] and prevents the relevant covariates from being strongly correlated with the irrelevant covariates. Note that these assumptions are slightly different to (and potentially more stringent than) the assumptions in the linear-regression case; it would be interesting to try relaxing these assumptions—especially in view of our simulations showing that our proposed method performs well even for data with larger correlations (see Appendix B-C)—but this is beyond the scope of the current paper.

A sufficient condition for satisfying the computational bound in Assumption (2) for the estimators in Equation (12) follows again from Lemma 4.

Plugging Lemma 7 and Lemma 4 into Theorem 1 yields the following result.

**Corollary 8 (Estimation in \( \ell_1 \)-Regularized Logistic Regression):** Suppose that the conditions of Lemma 7 are met and \( g = f \). Then, the outputs of Algorithm 1 satisfy

\[
\hat{r} \leq r^*,
\]

\[
\|\hat{\beta}^* - \beta^*\|_\infty \leq 6c_{\log} r^*,
\]

and

\[
\mathbb{E}[\|\hat{\beta}^* - \beta^*\|_\infty] \leq \mathbb{E}[6c_{\log} r^*].
\]

This equips the proposed algorithm with guarantees for its estimation error in logistic regression.

An estimate of the support is

\[
\hat{S} := \{j \in \{1, \ldots, p\} : |\hat{\beta}^*_j| > 6c_{\log} \hat{r}\}, \tag{15}
\]

where \( \hat{r} \) and \( \hat{\beta}^*_j \) are the outputs of Algorithm 1. Now, assuming the conditions of Lemma 7 and again a standard beta-min condition

\[
\min_{j \in \hat{S}} |\hat{\beta}^*_j| > 12c_{\log} \hat{r}^*,
\]

we obtain a guarantee for \( \hat{S} \).
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SPAMS package and a 10-fold Cross-Validation with warm \text{log-lassoCV} is implemented analogously to \text{log-FOS} using the \text{log-FOS} to the \text{log-lasso} with Cross-Validation (\text{log-lassoCV}).

proposed method on simulated and real data. We compare finally, impact on our results (see Tables X and XI).

Finally, \text{algorithm log-FOS} for convenient reference.

\begin{algorithm}[h!]
\caption{Feature Selection in $\ell_1$-Regularized Logistic Regression}
\label{alg:log-FOS}
\begin{algorithmic}
\State \textbf{Inputs} : $y \in \{0,1\}^n$; $X \in \mathbb{R}^{n \times p}$;
\State $r_1 = r_{\max} > r_2 > \ldots > r_M > 0$
\State \textbf{Outputs}: $\hat{\beta} \in \mathbb{R}^p$; $\mathcal{S} \subset \{1, \ldots, p\}$
\State \textbf{Initialization} : $\text{statCont} := \text{true}$; $\text{statsIt} := 1$;
\State $\hat{\beta}^{r_1} := 0_p$; $\hat{\nu} := r_M$;
\While{$\text{statCont} = \text{true}$ AND $\text{statsIt} < M$}
\State $\text{statsIt} := \text{statsIt} + 1$;
\State $\text{compCont} := \text{true}$;
\State $\betaold := \hat{\beta}^{\text{statsIt} - 1}$;
\While{$\text{compCont} = \text{true}$}
\State Compute a feasible dual point $\hat{\nu}^{\text{statsIt}}$;
\State Compute the duality gap $\Delta(\hat{\beta}^{\text{statsIt}}, \hat{\nu}^{\text{statsIt}})$;
\If{$\Delta(\hat{\beta}^{\text{statsIt}}, \hat{\nu}^{\text{statsIt}}) \leq b$}
\State $\beta^{\text{statsIt}} := \betaold$;
\State $\text{compCont} := \text{false}$;
\Else
\State $\beta^{\text{statsIt}} := \text{one iteration of Solver applied to}$
\State $\betaold$;
\State $\betaold := \beta^{\text{statsIt}}$;
\EndIf
\EndWhile
\State $\text{statsCont} := \prod_{i=1}^{\text{statsIt}} 1\{|\beta^{\text{statsIt}} - \hat{\beta}^{r_i}|/\sqrt{\text{statsIt} + r_i} - 2c_{\log} \leq 0\}$;
\EndWhile
\If{$\text{statsCont} = \text{false}$}
\State $\hat{r} := r_{\text{statsIt} - 1}$;
\EndIf
\State $\hat{S} := \{j \in \{1, \ldots, p\} : |\beta^{\hat{r}}_j| > 6c_{\log} \hat{r}\}$
\end{algorithmic}
\end{algorithm}

Corollary 9 (Feature Selection in $\ell_1$-Regularized Logistic Regression): Under the stated conditions, it holds that

\[ \hat{S} = S. \]

Hence, the feature selection scheme in (15) is equipped with a sharp guarantee that takes both the tuning parameter calibration and the computational tolerances of implementations into account.

2) \textbf{Algorithm}: Algorithm 3 is a specification of our general scheme for feature selection in $\ell_1$-regularized logistic regression. We call the algorithm log-FOS for convenient reference. The three challenges described earlier are now addressed as follows: (1) The stopping point on the tuning parameter path is determined via AV-tests. (2) To ensure that the computational bound is reached, we follow the same approach as in linear regression case (see Section III-A.2). Setting $f(r) := g(r) := c_{\log} r$, which by Lemma 4, gives the stopping criterion as $\Delta(\beta, \nu) \leq b := zn^2(c_{\log} - (1/zn))^2$. (3) We finally use Equation (15) for thresholding, which guarantees correct feature selection (see Corollary 9). As initialization, we choose the all-zeros vector in $\mathbb{R}^p$, reflecting our assumption that many features are inactive. Since we are limited to finitely many computations in practice, we consider finite sequences $r_1 = r_{\max} > r_2 > \ldots > r_M = r_{\min} > 0$. The concrete choice follows the ones used in Li and Lederer [11, Section 3]. We consider $M = 500$ tuning parameters that are equally spaced on $[r_{\min}, r_{\max}]$, where $r_{\min} := 0.0001 r_{\max}$ and $r_{\max} := 10 \log(p)/n$ ensure a large spread of outcomes. Finally, $c_{\log} = 6$ and $z = 1$ are considered global constants, see Li and Lederer [11, Section 3] for more details regarding $c_{\log}$. We show later that changing these constants has minor impact on our results (see Tables X and XI).

3) \textbf{Empirical Performance}: We now demonstrate the computational efficiency and the empirical accuracy of the proposed method on simulated and real data. We compare log-FOS to the log-lasso with Cross-Validation (log-lassoCV). log-lassoCV is implemented analogously to log-FOS using the SPAMS package and a 10-fold Cross-Validation with warm starts. We call this implementation log-lassoCV

\begin{figure}[h!]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{Run times (in seconds) and Hamming distances (in % of the total number of possible edges) for lassoCV

and for FOS on the lung cancer data set. The results illustrate that FOS is both faster and more accurate than lassoCV.}
\end{figure}

a) \textbf{Synthetic data}: We first use synthetic data to demonstrate the empirical performance of log-FOS. Data are generated from the logistic regression model with $n = 200$
TABLE III
AVERAGE RUN TIMES (IN SECONDS), HAMMING DISTANCES, AND ESTIMATION ERRORS FOR LOG-LASSO CV SPAMS AND LOG-FOS, WITH $M = 500$. FOR LARGE DATA SET, LOG-LASSO CV SPAMS TIMED OUT ON OUR MACHINE, WHICH MEANS THAT LOG-LASSO CV SPAMS TOOK MORE THAN ONE HOUR FOR THE FIRST RUN. THE RESULTS ILLUSTRATE THAT LOG-FOS IS BOTH FASTER AND MORE ACCURATE THAN LOG-LASSO CV SPAMS ACROSS ALL SETTINGS.

| Method       | $\rho = 0.25$ | $\rho = 0.5$ |
|--------------|---------------|--------------|
|              | $n = 200$, $p = 200$, $s = 8$ | $n = 200$, $p = 200$, $s = 8$ |
|              | $n = 200$, $p = 500$, $s = 8$ | $n = 200$, $p = 500$, $s = 8$ |
|              | $n = 1000$, $p = 5000$, $s = 8$ | $n = 1000$, $p = 5000$, $s = 8$ |
| log-lasso CV SPAMS | 13.96 ± 0.59 | 2.89 ± 0.57 |
|               | 7.80 ± 3.04  | 10.80 ± 2.29 |
|               | 3.10 ± 1.79  | 5.60 ± 2.11  |
|               | 2.04 ± 0.59  | 2.96 ± 0.57  |
|               | 0.58 ± 0.03  | 2.35 ± 0.69  |
| log-FOS      | 0.36 ± 0.06  | 1.60 ± 0.87  |
|               | 3.10 ± 1.79  | 1.96 ± 1.27  |
|               | 2.04 ± 0.59  | 2.35 ± 0.69  |
|               | 0.58 ± 0.03  | 2.10 ± 0.57  |
|               | 1.60 ± 0.87  | 1.96 ± 1.27  |
|               | 2.04 ± 0.59  | 2.35 ± 0.69  |
|               | 0.58 ± 0.03  | 2.10 ± 0.57  |

Fig. 4. Run times (in seconds) and classification error for log-lasso CV SPAMS and log-FOS on the melanoma patients illustrate that log-FOS is both faster and more accurate than log-lasso CV SPAMS.

and $p = 200$, $n = 200$ and $p = 500$, and also $n = 1000$ and $p = 5000$. Each row of the design matrix $X \in \mathbb{R}^{n \times p}$ is sampled independently from a $p$-dimensional normal distribution with mean 0 and covariance matrix $(1 - \rho)I + \rho 11^T$, where $I$ is the identity matrix, $1$ the matrix of ones, and $\rho \in \{0.25, 0.5\}$ the population correlation among the features. The design matrix is then normalized such that its columns have Euclidean norm equal to $\sqrt{n}$. The entries of $\beta^*$ are first set to 0 except for $s = 8$ uniformly at random chosen entries that are set to 1 or $-1$ with equal probability. The computational efficiency is measured in average timing (in seconds) over 10 independent runs; the statistical accuracy is measured in average Hamming distance and in average estimation error, which is $||\hat{\beta} - \beta^*||_\infty$. Table III reports the results for data generated with different size and correlation, which is $||\hat{\beta} - \beta^*||_\infty$. Table III reports the results for data generated with different size and correlation. We find that log-FOS outperforms log-lasso CV SPAMS in computational efficiency and accuracy. The results for the other correlation and sparsity levels are deferred to the Appendix B-C. We also compared log-FOS with Li and Lederer [11] in Table VII (of Appendix B-C).

b) Melanoma patients: We compare the performance of log-FOS against log-lasso CV SPAMS classifying melanoma patients [38], including $n = 205$ mass spectrometry scans of serum samples collected from 101 patients with early-stage melanoma and 104 patients with advanced stage melanoma. Each scan measures the intensities for 18 856 mass over charge (m/Z) values. Finding m/Z values associated with the stage of the disease is of our interest for classifying data. We fit a logistic regression model with the same data pre-processing step as in Lederer and Müller [39]: We start with a peak filtering algorithm to extract $p = 500$ most relevant m/Z values. We also fill $y \in \{-1, 1\}^{205}$ with $y_i = -1$ for $i = 1, \ldots, 101$ (early-stage) and $y_i = 1$ for $i = 102, \ldots, 205$ (advanced stage). Finally, we use 10-fold Cross-Validation splitting data and log-lasso CV SPAMS and log-FOS are applied. Fig. 4 reports the mean 10-fold CV classification errors by log-FOS and log-lasso CV SPAMS, as well as their run times. We find that log-FOS outperforms log-lasso CV SPAMS in computational efficiency and accuracy.

IV. DISCUSSION

In view of the theoretical and empirical evidence provided above, the presented approach provides competitive methods for feature selection and group-feature selection with large and high-dimensional data. In particular, there are no comparable theoretical guarantees that provide a connection between statistical and computational accuracy, and in our simulations and real data applications, the algorithm rivals or outmatches its competitors in terms of speed and accuracy.

Our theories do not discuss the optimal choice of the set of tuning parameters over which to optimize; this might be a direction for future research.

APPENDIX A

PROOFS

We provide proofs of our main results and derive one property of vectors that are close to a solution $\bar{\beta}^r$ of (9).
and \( (12) \): in Lemma 12, we show that their error belongs to a cone.

**Proof:** [Theorem 1] We prove the three claims in order.

**Claim 1:** We first prove that \( \tilde{d} \leq d^\ast \). We show this by contradiction and assume that \( \tilde{d} > d^\ast \). By definition of \( \tilde{d} \), this means that there are tuning parameters \( r', r'' \geq d^\ast \) such that
\[
d(\tilde{\beta}', \tilde{\beta}'') > f(r') + g(r') + f(r'') + g(r'').
\]
On the other hand, by the assumed symmetry and triangle inequality of \( d \), it holds that
\[
d(\tilde{\beta}', \tilde{\beta}'') \leq d(\tilde{\beta}', \beta^\ast) + d(\tilde{\beta}'', \beta^\ast).
\]
Using the symmetry and triangle inequality of \( d \) again and combining with Assumptions (1) and (2) (statistical and computational bounds) yields for the first term
\[
d(\tilde{\beta}', \beta^\ast) \leq d(\tilde{\beta}', \beta^\ast) + d(\tilde{\beta}', \beta^\ast) \leq f(r') + g(r'),
\]
and similarly for the second term
\[
d(\tilde{\beta}'', \beta^\ast) \leq f(r'') + g(r'').
\]
It follows that
\[
d(\tilde{\beta}', \beta^\ast) \leq f(r') + g(r') + f(r'') + g(r''),
\]
which contradicts the initial display, and thus concludes the proof of the first inequality.

**Claim 2:** We now prove that
\[
d(\tilde{\beta}', \beta^\ast) \leq 3f(r^\ast) + 3g(r^\ast).
\]
For this, we first use the symmetry and triangle inequality of \( d \) to find
\[
d(\tilde{\beta}', \beta^\ast) \geq d(\beta^\ast, \beta^\ast) + d(\tilde{\beta}', \beta^\ast).
\]
The first term can be bounded similarly as in Claim 1. We find
\[
d(\tilde{\beta}', \beta^\ast) \leq f(r^\ast) + g(r^\ast).
\]
The second term can be bounded by virtue of the definition of the test and \( \tilde{r} \leq r^\ast \) according to the Claim 1. We find
\[
d(\beta^\ast, \beta^\ast) \leq f(r^\ast) + g(r^\ast) + f(\hat{r}) + g(\hat{r}).
\]
We can now combine the terms and use that \( \tilde{r} \leq r^\ast \) and that \( f, g \) are increasing to find
\[
d(\tilde{\beta}', \beta^\ast) \leq 3f(r^\ast) + 3g(r^\ast),
\]
as desired.

**Claim 3:** We finally prove that
\[
E[d(\tilde{\beta}', \beta^\ast)] \leq 3E[f(r^\ast)] + 3E[g(r^\ast)].
\]
This follows directly from Claim 2 by taking expectations.  

**Lemma 10 (Related Guarantee for \( \hat{d} \) and \( \beta^\ast \)):** Under Assumption 1, any estimator \( \hat{\beta} \), \( r \geq \hat{r} \) with \( \hat{r} \) from Algorithm 1, satisfies
\[
d(\hat{\beta}, \beta^\ast) \leq 3f(\max\{r^\ast, r\}) + 3g(\max\{r^\ast, r\}).
\]

**Proof:** [Lemma 10] By the symmetry and triangle inequality of \( d \),
\[
d(\hat{\beta}', \beta^\ast) \leq d(\tilde{\beta}', \beta^\ast) + d(\tilde{\beta}', \beta^\ast).
\]
The first term can be bounded as in the earlier proof:
\[
d(\tilde{\beta}', \beta^\ast) \leq f(r^\ast) + g(r^\ast).
\]
For the second term, we use that \( \hat{r} \leq r, r^\ast \) by assumption/earlier proof and the tests in Algorithm 1 to deduce that
\[
d(\tilde{\beta}', \beta^\ast) \leq f(r^\ast) + g(r^\ast) + f(\hat{r}) + g(\hat{r}).
\]
Collecting the pieces and using that \( f, g \) are increasing yields
\[
d(\tilde{\beta}', \beta^\ast) \leq 3f(\max\{r^\ast, r\}) + 3g(\max\{r^\ast, r\}),
\]
as desired.

**Proof:** [Lemma 2] We will first prove that \( \tilde{S}^\ast \subset S^\ast \). For this, consider \( j \in S^\ast \) and note that by the triangle inequality
\[
|\beta^\ast_G|_q = |\beta^\ast_G - \tilde{\beta}^\ast_G + \tilde{\beta}^\ast_G|_q
\]
\[
\leq |\beta^\ast_G - \tilde{\beta}^\ast_G|_q + |\tilde{\beta}^\ast_G|_q.
\]
The first term can be bounded by using Theorem 1, Result (4):
\[
|\beta^\ast_G - \tilde{\beta}^\ast_G|_q \leq |\beta^\ast - \tilde{\beta}^\ast|_q, \forall \beta \leq 3f(r^\ast) + 3g(r^\ast).
\]
The second term can be bounded by using \( j \in S^\ast \) and the definition of \( \tilde{S} \):
\[
|\tilde{\beta}^\ast_G|_q \leq 3f(\hat{r}) + 3g(\hat{r}).
\]
Collecting the pieces and using that \( \hat{r} \leq r^\ast \) (Theorem 1, Result (3)) gives
\[
|\beta^\ast_G|_q \leq 3f(r^\ast) + 3g(r^\ast) + 3f(r^\ast) + 3g(r^\ast)
\]
\[
= 6f(r^\ast) + 6g(r^\ast),
\]
which means by virtue of the beta-min condition that \( j \in S^\ast \). This concludes the proof of the first part.

Next, we prove that \( S^\ast \subset \tilde{S} \). Using \( j \in S^\ast \), that is \( \beta^\ast_G = 0_p \), we obtain
\[
|\beta^\ast_G|_q = |\beta^\ast_G - \beta^\ast_G|_q \leq 3f(r^\ast) + 3g(r^\ast),
\]
where the inequality is obtained similarly to the first part of the proof.

**Lemma 11 (Subdifferential of Regularizer):** For all \( \kappa' \in \partial ||\beta'||^1 \), where \( \partial ||\beta'||^1 \) is the subdifferential of the regularizer at \( \beta' \in R^p \), we have \( ||\kappa'||_1 \leq 1 \) (recall that \( ||\cdot||_1 \) is the dual norm of \( ||\cdot||^1 \)).

**Proof:** [Lemma 11] We prove that \( ||\kappa'||_1 \leq 1 \) for all \( \kappa' \in \partial ||\beta'||^1 \).

Since \( \kappa' \in \partial ||\beta'||^1 \), by definition we have for all \( \beta \in R^p \)
\[
||\beta'||^1 \geq ||\beta'||^1 + \langle \kappa', \beta - \beta' \rangle
\]
and by some rearranging we have
\[
\langle \kappa', \beta' \rangle - ||\beta'||^1 \geq \langle \kappa', \beta - \beta' \rangle
\]
Because above inequality holds for all \( \beta \in R^p \), we also obtain
\[
\langle \kappa', \beta' \rangle - ||\beta'||^1 \geq \sup_{\beta \in R^p} \{ \langle \kappa', \beta - \beta' \rangle \}.
\]
The right hand side of the inequality above represents the Fenchel conjugate of $\| \cdot \|^\dagger$ at $\kappa'$. We use Bach et al. [40, Proposition 1.4] to obtain

$$\langle \kappa', \beta' \rangle - \| \beta' \|^\dagger \geq \sup_{\beta \in \mathbb{R}^p} \left\{ \langle \kappa', \beta \rangle - \| \beta \|^\dagger \right\}$$

$$= \begin{cases} 0 & \| \kappa' \| \leq 1; \\ +\infty & \text{otherwise}. \end{cases}$$

The left-hand side of the display is finite for each given $\beta', \kappa'$; hence, it must hold that $\| \kappa' \| \leq 1$.

Proof: [Lemma 3] We prove the result in two steps.

Step 1: We first prove that $\delta := \beta^* - \beta^r$ satisfies

$$\| \delta \|^\dagger \leq 3 \| \delta \|^\dagger.$$

By definition of $\beta^r$, we find the basic inequality

$$\frac{1}{2} \| y - X \beta^r \|^2 + r \| \beta^r \|^\dagger \geq \frac{1}{2} \| y - X \beta^* \|^2 + r \| \beta^r \|^\dagger.$$

We can now rewrite $\| y - X \beta^r \|^2/2$ as follows:

$$\frac{1}{2} \| y - X \beta^r \|^2$$

$$= \frac{1}{2} \| y - X \beta^* - X \beta^r \|^2$$

$$= \frac{1}{2} \| y - X \beta^* \|^2 + \langle y - X \beta^r, X \beta^* - X \beta^r \rangle$$

$$+ \frac{1}{2} \| X \beta^r - X \beta^r \|^2$$

$$= \frac{1}{2} \| y - X \beta^* \|^2 + \langle X^\top (y - X \beta^*), \beta^* - \beta^r \rangle$$

$$+ \frac{1}{2} \| X \beta^r - X \beta^r \|^2.$$

Combining the two displays yields

$$r \| \beta^* \|^\dagger \geq \langle X^\top (y - X \beta^r), \beta^* - \beta^r \rangle + \frac{1}{2} \| X \beta^r - X \beta^r \|^2 + r \| \beta^r \|^\dagger.$$

We now use that $\| X \beta^r - X \beta^r \|^2/2 \geq 0$ and invoke the model $y = X \beta^r + u$ to find

$$r \| \beta^* \|^\dagger \geq \langle X^\top u, \beta^* - \beta^r \rangle + r \| \beta^r \|^\dagger.$$

This can be rearranged to

$$r \| \beta^r \|^\dagger \leq \langle X^\top u, \beta^* - \beta^r \rangle + r \| \beta^r \|^\dagger.$$

Invoking Hölder's inequality and the assumption that $r \geq 2 \| X^\top u \|$ provides us with

$$\langle X^\top u, \beta^* - \beta^r \rangle \leq \| X^\top u \| \| \beta^* - \beta^r \|^\dagger$$

$$\leq \frac{r}{2} \| \beta^* - \beta^r \|^\dagger.$$

Together with the above inequality, we thus find

$$r \| \beta^r \|^\dagger \leq \frac{r}{2} \| \beta^* - \beta^r \|^\dagger + r \| \beta^r \|^\dagger.$$

We then divide both sides by $r \in (0, \infty)$ and find

$$\| \beta^r \|^\dagger \leq \frac{1}{2} \| \beta^* - \beta^r \|^\dagger + \| \beta^r \|^\dagger.$$

According to the assumed decomposability of $| \cdot |^\dagger$ with respect to $S$, we can now decompose each of these vectors into their parts on $S$ and $S^c$:

$$\| \beta^r_S \|^\dagger + | \beta^r_{S^c} \|^\dagger \leq \frac{1}{2} \| \beta^r_S \|^\dagger + \frac{1}{2} \| \beta^r_{S^c} \|^\dagger$$

$$+ \| \beta^r_{S^c} \|^\dagger \leq \frac{1}{2} \| \beta^r_S \|^\dagger + \| \beta^r_{S^c} \|^\dagger$$

$$= \frac{1}{2} \| \beta^r_S - \delta_S \|^\dagger + \frac{1}{2} \| \beta^r_{S^c} \|^\dagger + \| \beta^r_S \|^\dagger.$$

We can rearrange the terms and find

$$\frac{1}{2} \| \beta^r_S \|^\dagger \leq \frac{1}{2} \| \beta^r_S - \delta_S \|^\dagger + \| \beta^r_S \|^\dagger.$$

Using the reverse triangle inequality, this becomes

$$\| \delta_S \|^\dagger \leq \frac{3}{2} \| \beta^r_S - \delta_S \|^\dagger.$$

Finally, setting $\delta := \beta^* - \beta^r$ and multiplying both sides by 2 gives the desired inequality

$$\| \delta \|^\dagger \leq 3 \| \delta \|^\dagger.$$

Step 2: We now prove that $\mathcal{F}_\kappa$ satisfies

$$\| \beta^* - \beta^r \|^\dagger \leq \frac{3r}{2nc} \quad \text{for all } r \geq 2 \| X^\top u \|.$$

For this, we first observe that the KKT conditions for the objective function at $\beta^r$ are

$$-X^\top (y - X \beta^r) + r \kappa = 0_p,$$

where $\kappa \in \partial | \beta^r |^\dagger$ (where $\partial | \beta^r |^\dagger$ is the subdifferential of regularizer at $\beta^r$). Using the model, we have

$$-X^\top (X \beta^* + u - X \beta^r) + r \kappa = 0_p,$$

and rearranging yields

$$X^\top (X \beta^* - \beta^r) = r \kappa - X^\top u.$$

Applying the norm on both sides and using the linearity and triangle inequality for norms gives

$$\| X^\top (X \beta^* - \beta^r) \| = \| r \kappa - X^\top u \|$$

$$\leq r \| \kappa \| + \| X^\top u \|.$$

Using now that $\| \kappa \| \leq 1$ ($\kappa \in \partial | \beta^r |^\dagger$ and we use our Lemma 11) and $r \geq 2 \| X^\top u \|$ (by assumption) gives

$$\| X^\top (X \beta^* - \beta^r) \| \leq r + \frac{r}{2} = \frac{3r}{2}.$$

Now, we recall that $\delta := \beta^* - \beta^r$ satisfies $\| \delta_S \|^\dagger \leq 3 \| \delta_S \|^\dagger$ according to Step 1. Thus, the assumption given in the lemma entails $| \beta^* - \beta^r | \leq \| X^\top (X \beta^* - \beta^r) |/(nc)$, so that

$$| \beta^* - \beta^r | \leq \frac{3r}{2nc},$$

as desired.

**Lemma 12 (Cone Constraint in Regularized Regression):**

Let $b \in [0, \infty)$ be a constant and $\beta \in \mathbb{R}^p$ any vector that satisfies $\ell(\beta, 2r) \leq \ell(\beta, 2r) + b$. Then $\delta := \beta - \beta^r$ belongs to the cone

$$\mathcal{C}(S) := \left\{ \nu \in \mathbb{R}^p : \| \nu_{S^c} \|^\dagger \leq 3 \| \nu_{S^c} \|^\dagger + 4 \| \beta^r_{S^c} \|^\dagger + \frac{b}{r} \right\}.$$
Proof: [Lemma 12] Since \( \ell(\beta, 2r) \leq \ell(\beta^*, 2r) + b \), we find the basic inequality
\[
L(\beta^* + \delta) + 2r|\beta^* + \delta|^1 \leq L(\beta^*) + 2r|\beta^*|^1 + b.
\]
This inequality is equivalent to
\[
L(\beta^* + \delta) - L(\beta^*) + 2r|\beta^* + \delta|^1 - 2r|\beta^*|^1 \leq b.
\]
Next, we find a lower bound for the left-hand side of the above display in two steps:

**Step 1:** First, we show that
\[
L(\beta^* + \delta) - L(\beta^*) \geq -r(|\delta_S|^1 + |\delta_{SE}|^1).
\]
By convexity of the loss function \( L \), we have
\[
L(\beta^* + \delta) - L(\beta^*) \geq \langle \nabla L(\beta^*), \delta \rangle \geq -|\langle \nabla L(\beta^*), \delta \rangle|.
\]
The KKT condition for \( \beta^* \) provides us with \( \nabla L(\beta^*) = -r\kappa \), for some vector \( \kappa \in \partial|\beta^*|^1 \). Invoking Hölder’s inequality, applying the decomposability of \( | \cdot |^1 \) with respect to \( S \), and using that \( |\kappa| \leq 1 \) (by Lemma 11) yields
\[
L(\beta^* + \delta) - L(\beta^*) \geq -r|\kappa|(|\delta_S|^1 + |\delta_{SE}|^1)
\geq -r(|\delta_S|^1 + |\delta_{SE}|^1).
\]

**Step 2:** Now we prove that
\[
|\beta^* + \delta|^1 - |\beta^*|^1 \geq |\delta_S|^1 - 2|\delta_{SE}|^1.
\]
Using that \( |\beta^* + \delta|^1 = |\beta_S + \beta_{SE} + \delta_S + \delta_{SE}|^1 \) and applying the triangle inequality gives
\[
|\beta^* + \delta|^1 \geq |\beta_S + \delta_S| + |\delta_{SE}| + |\beta_{SE}| + |\delta_{SE}|.
\]
Subtracting \( |\beta^*| \) from both sides of the above inequality and using decomposability condition, we obtain
\[
|\beta^* + \delta|^1 - |\beta^*|^1 
\geq |\delta_S + |\beta_{SE}| - |\beta_S| - |\beta_{SE}| - |\delta_{SE}| - |\delta_{SE}|.
\]
Combining the results of Step 1 and Step 2 gives
\[
L(\beta^* + \delta) - L(\beta^*) + 2r|\beta^* + \delta|^1 - 2r|\beta^*|^1 
\geq -r(|\delta_S|^1 + |\delta_{SE}|^1 + 2r|\delta_{SE}|^1
- 4r|\delta_{SE}|^1 - 2r|\delta_S|^1
= r|\delta_{SE}|^1 - 3r|\delta_S|^1 - 4r|\beta_{SE}|^1.
\]
Finally, plugging this into the basic inequality and rearranging, we find
\[
|\delta_{SE}|^1 \leq 3|\delta_S|^1 + 4|\beta_{SE}|^1 + \frac{b}{r},
\]
as desired.

**Proof:** [Lemma 4] Since \( \ell(\beta, 2r) \leq \ell(\beta^*, 2r) + b \), we find the basic inequality
\[
L(\beta^*) + 2r|\beta^*|^1 \leq L(\beta^*) + 2r|\beta^*|^1 + b.
\]
We now recall that the KKT conditions read
\[
\nabla L(\beta^*) + r\kappa = 0_p,
\]
for some vector \( \kappa \in \partial|\beta^*|^1 \). Adding a null term to the right-hand side of the previous display gives
\[
L(\beta^*) + 2r|\beta^*|^1 \leq L(\beta^*) + 2r|\beta^*|^1 + b
+ \langle \nabla L(\beta^*) + r\kappa, \beta - \beta^* \rangle.
\]
Rearranging yields
\[
L(\beta^*) - L(\beta^*) - \langle \nabla L(\beta^*), \beta - \beta^* \rangle 
\leq (r\kappa, \beta - \beta^*) - 2r|\beta|^1 + 2r|\beta^*|^1 + b.
\]
Using that \( |\kappa| \leq 1 \) (Lemma 11) and \( \kappa^T \beta^* = |\beta^*|^1 \), we get
\[
L(\beta^*) - L(\beta^*) - \langle \nabla L(\beta^*), \beta - \beta^* \rangle 
\leq r|\kappa| \beta - |\beta|^1 - r|\beta|^1 + r|\beta^*|^1 + b,
\]
and by Hölder’s inequality, \( \kappa^T \beta \leq |\kappa||\beta|^1 \leq |\beta|^1 \). Therefore,
\[
L(\beta^*) - L(\beta^*) - \langle \nabla L(\beta^*), \beta - \beta^* \rangle 
\leq r|\beta|^1 - r|\beta^*|^1 + b,
\]
so that with the reverse triangle inequality
\[
L(\beta^*) - L(\beta^*) - \langle \nabla L(\beta^*), \beta - \beta^* \rangle 
\leq r|\beta| - r|\beta^*|^1 + b.
\]
We finally get, setting \( \delta := \beta - \beta^* \),
\[
L(\beta^*) - L(\beta^*) - \langle \nabla L(\beta^*), \delta \rangle 
\leq r|\delta|^1 + b.
\]
Moreover, Lemma 12 guarantees that \( \delta \in C(S) \) and thus allows us to apply the condition in the upper display of the lemma. So we also find
\[
L(\beta^*) - L(\beta^*) - \langle \nabla L(\beta^*), \delta \rangle 
\geq zn|\delta|^2.
\]
Combining these two inequalities gives us
\[
zn|\delta|^2 \leq r|\delta|^1 + b.
\]
Dividing both sides of the inequality by \( zn > 0 \), adding \( r^2/(2zn^2) \), and rearranging gives
\[
|\delta|^2 - r\frac{zn}{2zn}|\delta| + \left(\frac{r}{2zn}\right)^2 \leq \frac{b}{zn} + \left(\frac{r}{2zn}\right)^2.
\]
Rewriting the previous display yields
\[
\left(\frac{|\delta|}{zn}\right)^2 - \frac{r}{zn} \frac{|\delta|}{zn} + \left(\frac{r}{2zn}\right)^2 \leq \frac{b}{zn} + \left(\frac{r}{2zn}\right)^2.
\]
and
\[
|\delta|^1 \leq \sqrt{\frac{b}{zn} + \left(\frac{r}{2zn}\right)^2} + \frac{r}{2zn}.
\]
Finally, using the assumption that \( | \cdot | \leq \| \cdot \|_1 \), we obtain
\[
|\delta| \leq \sqrt{\frac{b}{zn} + \left(\frac{r}{2zn}\right)^2} + \frac{r}{2zn} \leq \sqrt{\frac{b}{zn} + \frac{r}{zn}},
\]
as desired.

**APPENDIX B**

**ADDITIONAL MATERIALS**

We finally provide additional theoretical and empirical results.
A. On the Condition of Lemma 4

We have stated in the main part of the paper that the condition in Lemma 4 is a slightly stronger version of restricted strong convexity. Here, we corroborate that statement. We specify the setup of Section III-A a bit further: we (i) assume Gaussian noise \( u \sim \mathcal{N}(0, \sigma^2 I) \), (ii) impose slightly more restrictive assumptions on the design (the irrepsentability condition \cite[Assumption 7.3.1]{4}), (iii) assume \( \ell_1 \)-regularization (\( \| \cdot \|_1 = \| \cdot \|_\infty \)), and (iv) redefine the optimal tuning parameter slightly (\( r^* := 4\|X^\top u\|_\infty \)). These additional specifications facilitate the derivations and help us to focus on the main ideas.

Assumption (iii) allows us to use the primal-dual witness approach as detailed in Lederer \cite[Section 7.3]{4} to show that \( \|\hat{\beta}_{S^{\text{RSC}}}\|_1 = 0 \) for all \( r \geq r^* \). Thus, the condition in the lemma simplifies to

\[
L(\beta + \nu - L(\beta) - \langle \nabla L(\beta), \nu \rangle) = \|X\nu\|_2^2 \geq zn\|\nu\|_1^2
\]

for all \( \beta \in \mathbb{R}^p \) and \( \nu \in \mathbb{R}^p \) that satisfy \( \|\nu_{S^{\text{RSC}}}\|_1 \leq 3\|\nu_S\|_1 + b/r \).

We now distinguish two cases:

Case 1: \( \|\nu_S\|_1 \geq b/r \)

Since

\[
\|\nu\|_1 \leq \|\nu_S\|_1 + \|\nu_{S^{\text{RSC}}}\|_1 \leq \|\nu_S\|_1 + 3\|\nu_S\|_1 + b/r \leq 5\|\nu_S\|_1 \leq 5\sqrt{|S|}\|\nu_S\|_2 \leq 5\sqrt{|S|}\|\nu\|_2,
\]

the condition stated in the lemma becomes (note that using the argument above, we are considering the worst case of our curvature assumption)

\[
\|X\nu\|_2^2 \geq 25zn|S|\|\nu\|_2^2,
\]

which equals the usual restricted strong convexity up to a rescaling of the constant \( z \) by \( 25|S| \) \cite[Pages 291ff]{24}.

(Whether that rescaling can be avoided or is intrinsic to the problem of connecting statistical and computational bounds would be an interesting topic for further research.)

Case 2: \( \|\nu_S\|_1 < b/r \)

We find using 1. the assumed decomposability of the \( \ell_1 \)-norm, 2. the “cone condition” for \( \nu \), and 3. the assumption \( \|\nu\|_1 < b/r \) that

\[
\|\nu\|_1 = \|\nu_S\|_1 + \|\nu_{S^{\text{RSC}}}\|_1 \\
\leq \|\nu_S\|_1 + 3\|\nu_S\|_1 + b/r \\
\leq 5\|\nu_S\|_1 \\
\leq 5\sqrt{|S|}\|\nu_S\|_2 \\
\leq 5\sqrt{|S|}\|\nu\|_2,
\]

Now, since \( \nu := \hat{\beta} - \bar{\beta} \) satisfies \( \|\nu_{S^{\text{RSC}}}\|_1 \leq 3\|\nu_S\|_1 + b/r \) according to Lemma 12, we find \( \|\beta - \beta^{\text{RSC}}\|_1 \leq 5b/r \) for any vector \( \beta \in \mathbb{R}^p \) that satisfies \( \ell(\beta, 2r) \leq \ell(\bar{\beta}, 2r) + b \). Hence, with our choice \( b = r^2/(zn) \), we find a suitable computational bound (cf. Lemma 3)

\[
\frac{d(\hat{\beta}, \bar{\beta})}{\|\beta - \beta^{\text{RSC}}\|_\infty} \leq 5r/(zn) \quad \forall r \in \mathcal{R}
\]

without any restrictions altogether.

The two cases combined illustrate that the condition in Lemma 4 is stronger but still comparable to restricted strong convexity. It would be interesting to study questions of optimality in this context, but this is beyond the scope of this paper.

B. Additional Optimization Theory

Our approach requires the construction of a feasible dual point for the approximated estimator \( \hat{\beta} \). In the following, we describe how to find an explicit expression for such a point. Observe that a dual formulation of the primal objective (9) is \cite{25, 41}

\[
\nu^\ast := \arg\max_{\nu \in \mathbb{R}^n} D(\nu, r) := -\frac{r^2}{2}\|\nu - y\|_2^2 + \frac{1}{2}\|y\|_2^2 \quad \text{subject to } \|X^\top \nu\|_1 \leq 1.
\]

A primal solution of (9) and the dual solution \( \nu^\ast \) above are linked by

\[
X\hat{\beta} = y - r\nu^\ast.
\]

This suggests choosing as feasible dual point a rescaled version of the residuals. Given a current primal estimate \( \beta \), this yields \( \nu = s(y - X\beta) \), where \( s \) is given by \cite{42}

\[
s := \min\left\{ \max\left\{ \frac{-1}{\|X^\top (y - X\beta)\|_r}, \frac{y^\top (y - X\beta)^\top}{\|y - X\beta\|_2^2}, \frac{1}{\|X^\top (y - X\beta)\|_r} \right\} \right\},
\]

TABLE IV

\begin{table}[h]
\centering
\caption{The Average Run Times (in Seconds) and Average Hamming Distances in These Settings Illustrate the Limited Influence of the Specific Choice of the Tuning Parameter Set}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Method & Timing & Hamming distance & Timing & Hamming distance \\
\hline
\text{lassoCV}^{\text{SEMS}} & 313.34 \pm 21.93 & 50.80 \pm 16.07 & 578.00 \pm 43.15 & 50.60 \pm 16.20 \\
\text{SCAD} & 74.91 \pm 13.56 & 55.00 \pm 30.98 & 173.19 \pm 50.32 & 56.20 \pm 15.35 \\
\text{MCP} & 77.36 \pm 13.42 & 54.80 \pm 38.15 & 177.97 \pm 51.46 & 49.40 \pm 6.65 \\
\text{POS} & 0.21 \pm 0.09 & 1.00 \pm 3.16 & 0.53 \pm 0.14 & 1.39 \pm 4.11 \\
\hline
\text{lassoCV}^{\text{SEMS}} & 324.21 \pm 107.43 & 67.00 \pm 13.29 & NA & NA \\
\text{SCAD} & 361.54 \pm 121.90 & 57.50 \pm 5.74 & NA & NA \\
\text{MCP} & 1.91 \pm 0.52 & 1.30 \pm 4.11 & 13.88 \pm 3.85 & 1.50 \pm 4.74 \\
\end{tabular}
\end{table}
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TABLE V

| Method          | Timing   | Hamming distance | Timing   | Hamming distance |
|-----------------|----------|------------------|----------|------------------|
| $n = 200$, $p = 500$, $s = 15$ | $\rho = 0.0$ | 19.97 ± 0.76 | 11.50 ± 5.44 | 22.94 ± 0.70 | 14.60 ± 3.94 |
| log-lassoCV$_{SPANS}$ | log-POS   | 0.89 ± 0.10 | 9.30 ± 4.19 | 0.86 ± 0.05 | 10.60 ± 6.22 |
| $n = 200$, $p = 500$, $s = 15$ | $\rho = 0.25$ | 24.61 ± 2.23 | 15.40 ± 2.11 | 24.24 ± 3.10 | 16.70 ± 2.94 |
| log-lassoCV$_{SPANS}$ | log-POS   | 0.85 ± 0.07 | 10.90 ± 2.76 | 0.85 ± 0.07 | 14.70 ± 2.35 |

TABLE VI

| Method          | Timing   | Hamming distance | Timing   | Hamming distance |
|-----------------|----------|------------------|----------|------------------|
| $n = 1000$, $p = 5000$, $s = 15$ | $\rho = 0.0$ | 25.95 ± 3.93 | 7.20 ± 3.70 | 30.50 ± 2.99 | 6.80 ± 2.14 |
| log-lassoCV$_{SPANS}$ | log-POS   | NA              | NA       | NA              |
| $n = 1000$, $p = 5000$, $s = 15$ | $\rho = 0.25$ | 41.84 ± 4.67 | 8.30 ± 1.94 | 33.89 ± 1.64 | 12.40 ± 2.54 |
| log-lassoCV$_{SPANS}$ | log-POS   | NA              | NA       | NA              |

TABLE VII

| Method          | Timing   | Hamming distance | Timing   | Hamming distance | Estimation error |
|-----------------|----------|------------------|----------|------------------|------------------|
| $n = 500$, $p = 5000$ | $\rho = 0.25$ | 0.35 ± 0.13 | 2.30 ± 0.82 | 0.39 ± 0.02 | 63.28 ± 11.20 | 0.60 ± 0.84 | 0.31 ± 0.02 |
| FOS            | 0.08 ± 0.07 | 1.00 ± 2.82 | 0.19 ± 0.04 | 5.80 ± 3.06 | 0.00 ± 0.00 | 0.10 ± 0.02 |

TABLE VIII

| Method          | Timing   | Hamming distance | Timing   | Hamming distance | Estimation error |
|-----------------|----------|------------------|----------|------------------|------------------|
| $n = 200$, $p = 200$, $s = 8$ | $\rho = 0.25$ | 2.09 ± 0.33 | 2.90 ± 1.19 | 2.25 ± 0.60 | 2.80 ± 0.37 | 5.3 ± 1.63 | 2.50 ± 0.68 |
| log-FOS | 0.36 ± 0.06 | 3.10 ± 1.79 | 2.04 ± 0.59 | 0.58 ± 0.03 | 5.6 ± 2.11 | 2.35 ± 0.69 |
| $n = 200$, $p = 500$, $s = 8$ | $\rho = 0.5$ | 3.89 ± 0.46 | 3.6 ± 1.34 | 2.57 ± 0.17 | 6.43 ± 0.89 | 5.5 ± 1.58 | 2.73 ± 0.34 |
| log-FOS | 1.22 ± 0.07 | 4.4 ± 1.95 | 2.36 ± 0.16 | 1.09 ± 0.04 | 8.6 ± 3.83 | 2.56 ± 0.36 |
| $n = 1000$, $p = 5000$, $s = 8$ | $\rho = 0.25$ | 142.50 ± 53.98 | 7.9 ± 0.31 | 2.93 ± 0.58 | 314.29 ± 150.60 | 7.0 ± 1.05 | 2.98 ± 0.58 |
| log-FOS | 33.64 ± 4.69 | 4.7 ± 1.33 | 2.48 ± 0.58 | 25.95 ± 4.23 | 3.8 ± 1.68 | 2.54 ± 0.57 |
| $n = 1000$, $p = 5000$, $s = 8$ | $\rho = 0.5$ | 142.50 ± 53.98 | 7.9 ± 0.31 | 2.93 ± 0.58 | 314.29 ± 150.60 | 7.0 ± 1.05 | 2.98 ± 0.58 |

TABLE IX

| Method          | Timing   | Hamming distance | Timing   | Hamming distance | Estimation error |
|-----------------|----------|------------------|----------|------------------|------------------|
| $n = 500$, $p = 1000$, $s = 2$ | $\rho = 0.25$ | 0.12 ± 0.08 | 1.0 ± 2.82 | 0.19 ± 0.04 |
| log-FOS | 0.09 ± 0.05 | 0.6 ± 1.57 | 0.19 ± 0.04 |
| $n = 500$, $p = 1000$, $s = 1$ | $\rho = 0.5$ | 0.12 ± 0.08 | 1.0 ± 2.82 | 0.19 ± 0.04 |
| log-FOS | 0.09 ± 0.05 | 0.6 ± 1.57 | 0.20 ± 0.04 |

This choice for the coefficient $s$ ensures that $\hat{\nu}$ is the closest (in $\ell_2$-norm) point to $y/r$ in the feasible set $\{\nu \in \mathbb{R}^n : \|X^T \nu\|_2 \leq 1\}$.

C. Additional Simulations

In this section, we give additional simulation results for the settings of Sections III-A.3.a and III-B.3.a.
Table IV contains results for the setting of Section III-A.3.a with varying sizes $M$ of the tuning parameter set. The results show that all methods are robust with respect to the specific choice of the tuning parameter set.

Table V contains results for the setting of Section III-B.3.a with varying correlation $\rho$. The results show that our method also works for correlated data.

Table VI contains results for the setting of Section III-A.3.a to compare FOS with Chichignoud et al. [7, Algorithm 1] (we call it AV-test), which corresponds to running FOS with $b$ close to zero (we set $b = 1e - 7$). The results suggest that FOS is much faster and more accurate than AV-test.

Table VII contains results for the setting of Section III-B.3.a to compare log-FOS with Li and Lederer [11] (we call it LI), which corresponds to running log-FOS with $b$ close to zero (we set again $b = 1e - 7$). The results suggest that log-FOS is much faster than LI in all settings and similarly accurate.

Tables VIII and IX contain results for the setting of Section III-A.3.a with varying constants $z$ and $c$, respectively. The results show that changing $z$ and $c$ has minor impact on our results.

Tables X and XI contain results for the setting of Section III-B.3.a with varying constants $z$ and $c_{log}$, respectively. The results show that changing $z$ and $c_{log}$ has minor impact on our results.
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