Research Article
Dual-Level Attention Based on a Heterogeneous Graph Convolution Network for Aspect-Based Sentiment Classification

Peng Yuan, Lei Jiang, Jianxun Liu, Dong Zhou, Pei Li, and Yang Gao

School of Computer Science and Engineering, Hunan University of Science and Technology, 411201, China

Correspondence should be addressed to Lei Jiang; jleihn@hotmail.com

Received 28 December 2020; Accepted 26 April 2021; Published 27 May 2021

Academic Editor: Yan Huang

Copyright © 2021 Peng Yuan et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the development of 5G, the advancement of basic infrastructure has led to considerable development in related research and technology. It also promotes the development of various smart devices and social platforms. More and more people are now using smart devices to post their reviews right after something happens. In order to keep pace with this trend, we propose a method to analyze users’ sentiment by using their text data. When analyzing users’ text data, it is noted that a user’s review may contain many aspects. Traditional text classification methods used by smart devices, however, usually ignore the importance of multiple aspects of a review. Additionally, most algorithms usually ignore the network structure information between the words in a sentence and the sentence itself. To address these issues, we propose a novel dual-level attention-based heterogeneous graph convolutional network for aspect-based sentiment classification which minds more context information through information propagation along with graphs. Particularly, we first propose a flexible HIN (heterogeneous information network) framework to model the user-generated reviews. This framework can integrate various types of additional information and capture their relationships to alleviate semantic sparsity of some labeled data. This framework can also leverage the full advantage of the hidden network structure information through information propagation along with graphs. Then, we propose a dual-level attention-based heterogeneous graph convolutional network (DAHGCN), which includes node-level and type-level attentions. The attention mechanisms can analyze the importance of different adjacent nodes and the importance of different types of nodes for the current node. The experimental results on three real-world datasets demonstrated the effectiveness and reliability of our model.

1. Introduction

With the introduction of 5G, the combination of 5G and artificial intelligence promotes information integration and improves people’s smart device experience [1]. For example, China Mobile proposed the “5G+ACIDE” plan. This also makes it more convenient for people to use smart devices to express their reviews. For instance, on Yelp and Meituan [2, 3], the number of user-generated reviews has increased dramatically. When analyzing users’ text data, it is noted that a user’s review may contain many aspects. Traditional text classification methods used by smart devices usually ignore the importance of multiple aspects of the information. The addition of aspect-based information can increase the accuracy of text data analysis. For example, by collecting Yelp restaurant review data to analyze what the user’s attitudes implied in it are, we can infer whether the restaurant is worth going to and which aspect of the restaurant can be improved. In recent years, people have proposed an aspect-based sentiment analysis task, which is a subtask of sentiment analysis [4, 5]. It is aimed at identifying the sentiment polarity towards a given aspect and providing more detailed feedback information than traditional sentiment analysis jobs [6–9]. An example of a user-generated review is shown in Figure 1. “Great food, but the service is dreadful.” We can find that “great” is a specific sentiment word towards foods and “service” is the sentiment word corresponding to the given aspect service. It is helpful for the restaurant to attract customers by improving their dining experience through sentiment analysis by extracting their evaluation of all aspects of the restaurant. With the rapid development of the Internet, the Internet of Things, and cloud computing, data in each
Field has increased tremendously, e.g., science, technology, software industry, and business. The Internet of things here means machines embedded with iBeacon or sensors that collect and store data for analysis [10–13]. The wave of big data generated by the Internet of things will drive the growing demand for data analysis. Big Data Sentiment Analysis (BDSA) has developed into a very hot topic, attracting wide attention from all investors and stakeholders from the global academic community, industry, and government. All of these also apply to IoT datasets [9, 14–17]. The Internet of things (IoT) enables massive terminal connections and generates massive amounts of data through high-speed Internet and sensor technologies [18]. As shown in Figure 2, we can see the relationship between IoT/sensor network and sentiment analysis. We have also found that with the development of the blockchain which is a pioneer cryptocurrency [15, 19–22], media and public opinions show increased usage of text analysis [23, 24]. Blockchain is considered to be an innovative technology with epoch-making significance in recent years. Blockchain is a peer-to-peer distributed ledger based on cryptography and network sharing system, which is decentralized, transparent, and open [25]. The research and application of sentiment analysis in these different emerging research fields show that the field of sentiment analysis is also expanding and has a positive impact on practical applications.

The overall flowchart of sentiment analysis is shown in Figure 3. We can know that sentiment classification is performed by sentiment identification and feature selection of the user comments. Previously, most existing methods leverage the neural networks to extract contextual information and the representations of aspect categories, such as long-short-term memory network (LSTM) [26, 27] and recurrent neural network (RNN) [28, 29], which usually lead to mismatching of the sentiment polarity with the target aspect. Recently, with widespread application of attention mechanisms in NLP, we noticed that lots of ASC (aspect-level sentiment classification) models combine the attention mechanisms with RNN and achieve great performance [18, 21, 30–34]. Chen et al. [35] applied multiattention mechanisms to capture the correlation between sentiment word and the target aspect separated by a long distance. Tang et al. [36] incorporated the attention mechanisms to focus on different parts of a sentence when different aspects are taken as input. These models use attention mechanisms to capture semantic information between aspect features and context. The method of combining attention models can further improve the performance of the model. However, it ignores the network structure. In addition, it may end up with suboptimal performance if inherent noises are introduced in the attention mechanisms.

Recently, a hierarchical attention network proposed by Cheng et al. [37] and Gao et al. [38] introduced the location relation and uses the aspect features to extract the sentiment features. However, there is no explanation for the relationship between syntactic constraints and long-distance dependency. Due to few labeled data and a large amount of unlabeled data, existing aspect-based sentiment classification methods still have the problem of semantic sparsity in modeling. In addition, the previous studies did not consider how to add additional information to mine and enrich semantic information.

To address the above issues, we propose a novel dual-level attention based on a heterogeneous graph convolutional network for aspect-based sentiment analysis. Firstly, we propose a flexible HIN (heterogeneous information network) framework to model the review to alleviate semantic sparsity and enrich semantic information. It can integrate several amounts of additional information and learn the hidden network structure information. In this paper, we introduce two types of additional information (e.g., aspect term and sentiment term) which greatly enriches the semantic information. Then, we propose a dual-level attention based on a heterogeneous graph convolutional network for aspect-based sentiment analysis. Due to the heterogeneity between the different types of information, HIN cannot be directly embedded into GCN. So we adopt GCN’s improved model HGCN and embed HIN into HGCN. And we apply a dual-level attention to learn the importance of different adjacent nodes and the importance of different types of nodes to the current node. In this way, by adjusting the weights of different types of nodes to learn the relationship between aspect items and sentiment items, it can alleviate the long-distance dependence between aspect items and sentiment items. By increasing the weights of different types of nodes and learning the relationship between aspect item and sentiment item, it can alleviate long-distance dependency between aspect item and sentiment item. Experimental results on SemEval competition datasets demonstrate the effectiveness and reliability of our approach.

The remainder of this article is organized as follows. Section 2 introduces related works. Section 3 introduces the framework and details of the DAHGCN model. Section 4 presents the experimental evaluation results and discussion. Finally, the main conclusions are summarized in Section 5.
Figure 3: Sentiment analysis process on product reviews.

2. Related Work

Aspect-based sentiment analysis is aimed at identifying the specific sentiment word towards the target aspect, which is a fine-grained task in the ABSA task. We will introduce the development of aspect-based sentiment analysis in the following three periods.

Early studies mainly focus on training a classifier including SVM (support vector machine), and some improved models of SVM. They feed the feature vector of text into the classifier and then obtain the classification results. For example, Wagner et al. [39] introduced the relationship between a sentiment word and target aspect to assist in training an improved SVM classifier.

Later, the recurrent neural network (RNN) abstracts more attention with widespread application in NLP [40–42]. Lots of studies introduce RNN into aspect-based sentiment analysis and achieve better performance [27, 36, 43–45]. For instance, Tang et al. [36] used two LSTMs to model the bidirectional semantic context of a given aspect. Ruder et al. [35] implemented a hierarchical bidirectional LSTM model to learn the sentences’ contextual information. These RNN-based models achieve better classification results because RNN has many advantages; i.e., the LSTM is better at extracting short-range dependencies among words in sentences [29, 46, 47]. However, these RNN-based methods cannot extract potential correlations between sentiment words and aspect words that are relatively far away in complex sentences.

Recently, lots of studies indicate that the introduction of attention mechanisms can alleviate the aforementioned problem [24, 30–34]. A complex sentence may contain several aspects, each word in a sentence may be associated with one or more aspect terms, and a phrase in a sentence may convey sentiment information about a particular aspect term. By introducing the attention mechanism, we can capture the detailed sentiment features towards the specific aspect in the complex sentences. In particular, Wang et al. [31] proposed the ATAE-LSTM model which combines LSTM and attention mechanisms. It takes the aspect of embedding to calculate the attention weights. Ma et al. [44] proposed a model with bidirectional attention mechanisms for effective learning context and attention weights of aspect terms, respectively. Obviously, these models further improve the accuracy of sentiment analysis. But, while introducing attention mechanisms, they also introduce its inherent noise. In particular, they ignore the network structure information between the words in the comment text and the comment text itself.

Moreover, all these models lack an explanation of syntactic constraints and long-distance dependence. Due to the short review text and the few labeled data, most existing methods have the problem of semantic sparsity while modeling text. And these studies do not consider integrating additional information for enriching semantic information. Thus, we propose a novel dual-level attention based on a heterogeneous graph convolutional network for aspect-based sentiment analysis.

3. DAHGCN Model

In this paper, we propose a novel dual-level attention based on a heterogeneous graph convolutional network for aspect-based sentiment analysis which leverages the full advantage of the few labeled data by allowing the information propagation along with the graph. Our method involves two steps. First, in order to address the semantic sparsity and mind the hidden network structure information, we propose a flexible HIN (heterogeneous information network) [13, 48, 49] framework. It also can integrate several amounts of additional information to greatly enrich the semantic information. Then, we propose the DAHGCN model which uses both type-level and node-level attentions to learn the relationship between the aspect term and sentiment term. It can not only improve the ability to learn the importance of different nodes by reducing the weights of noisy information but also learn the importance of different node types.

3.1. HIN for a User-Generated Review. We first present the HIN framework for modeling the review texts which alleviates the semantic sparsity by integrating some additional information and greatly enriches the semantic information among the review text and additional information. It is also helpful for smart devices to conduct the analysis of users’ text data by reviewing multiple aspects of the information.

Previous studies usually adopt the topic of the text and external knowledge to enrich semantic information. However, it does not apply to the ABSA task. In this paper, we introduce the relationship between aspect features and sentiment features to enrich the semantic information. Thus, we consider two types of additional information, i.e., aspect term and sentiment term. As shown in Figure 4, the HIN is constructed as $G = (V, E)$, which contains the review texts $T = \{t_1, t_2, \ldots, t_n\}$, aspect term $A = \{a_1, a_2, \ldots, a_m\}$, and sentiment term $S = \{s_1, s_2, \ldots, s_e\}$ as nodes, where $V = T \cup A \cup S$ is a set of edges representing the structural relationships between two nodes. We will show the details of HIN as follows.

The construction of the HIN mainly includes two steps. First, we recognize the aspect term in the review text and map them to Wikipedia with the linking tool TAGME. And we take the aspect term as a whole word and learn the embeddings of the aspect term. In order to enrich the
semantic information, we introduce the similarity among the aspect terms; if the score that is computed by their embeddings between two aspect terms is above a predefined value $\delta_p$, we build a link for them. Second, in the same way, we recognize the sentiment term in the review text and map them to Wikipedia. And we also take the sentiment term as a whole word, learn the embeddings of the sentiment term, define a value $\delta_b$, and compute the similarity between two sentiment term embeddings. If the score is above $\delta_b$, we link them through an edge.

We can learn the relationship among the aspect terms, texts, and sentiment terms, relationships between sentiment terms, and relationship between aspect terms by integrating both additional information of the aspect term and sentiment term, as shown in Figure 4. It greatly enriches the information of the review texts and improves the performance of the ABSA task.

3.2. DAHGCN. As shown in Figure 5, we propose a novel dual-level attention based on a heterogeneous graph convolutional network for aspect-based sentiment analysis. It contains node-level attention and type-level attention. We first embed the HIN into HGCN. Then, we introduce the dual-level attention mechanisms to compute the attention weights of different adjacent nodes and different types of nodes. Finally, we use a softmax layer to give prediction results of sentiment classification.

3.3. HGCN (Heterogeneous Graph Convolution Network). In this paper, the HIN framework integrates two kinds of additional information. Due to the heterogeneity among the different types of nodes, the HIN framework cannot directly apply to traditional GCN (graph convolutional network) [50]. To address this issue, we introduce HGCN (heterogeneous graph convolutional network) which is an improved model of GCN.

Hu et al. [51] first propose a multilayer neural network which can operate in a homogeneous graph. Usually, for a graph $G = (V, e)$, where $V$ and $e$ represent the set of nodes and edges, respectively, it makes $X \in \mathbb{R}^{|V| \times d}$ represent the matrix of all nodes with their nodes, where $|V|$ is the number of nodes and $d$ is the dimension of the feature vectors. Each row of the matrix represents a feature vector $x_v$ of a node. In a graph, due to the self-connection of each node, we set the adjacent matrix $A = A + I$, where $M_i = \sum_j A_{ij}$.

The layer-wise propagation of GCN is defined as follows:

$$H^{(l+1)} = \sigma(\tilde{A} \cdot H^{(l)} \cdot W^{(l)})$$

where $\sigma$ is an active function, $\tilde{A}$ is the normalized adjacency matrix of $A$, and $H^{(l)} \in \mathbb{R}^{|V| \times d}$ is the hidden state of all nodes in the $l$th layer. Initially, $H^{(0)} = X$ and $W^{(l)}$ are layer-specific trainable transformation matrices. HGCN considers the heterogeneity of all types of nodes and projects them into an implicit common space with their respective transformation matrices. The layer-wise propagation of HGCN is defined as follows:

$$H^{(l+1)} = \sigma\left(\sum_{\tau} \tilde{A}_{\tau} \cdot H_{\tau}^{(l)} \cdot W_{\tau}^{(l)}\right)$$

where $\tilde{A}_{\tau} \in \mathbb{R}^{|V| \times d}$ is the submatrix of $\tilde{A}$ and rows and columns represent all nodes and their neighboring nodes with type $\tau$, respectively. The node representations $H^{(l+1)}$ are obtained by aggregating information from the features of their neighboring nodes $H_{\tau}^{(l)}$ with different types $\tau$ using different transformation matrices $W_{\tau}^{(l)} \in \mathbb{R}^{d_{\tau} \times d_{\tau}}$. The transformation matrix $W_{\tau}^{(l)}$ considers the difference of different feature spaces and projects them into an implicit common space $\mathbb{R}^{d_{\tau}}$. Initially, $H^{(0)} = X$.

3.4. Dual-Level Attention Mechanism. Particularly, given a target node, it will bring different impacts on the target node by different adjacent nodes with different types. For instance, adjacent nodes with different types may supply more valuable information. Moreover, different adjacent nodes with the same type may have different information. In order to characterize relationships between terms at the node level and type level, we propose novel dual-level attention mechanisms.
3.4.1. Type-Level Attention. For a target node \(v\), type-level attention can learn the weights of adjacent nodes of different types. Particularly, we first use the embedding vector \(h^\tau = \sum_v A^\tau \cdot h^\tau v\) to represent the type \(\tau\); it represents the sum of adjacent node features with type \(\tau\). Then, we leverage the target node embedding vector \(h^v\) and type embedding vector \(h^\tau\) to calculate the type-level attention score.

\[
\alpha^\tau = \sigma(\mu^\tau \cdot [h^v | h^\tau]),
\]

where \(\mu^\tau\) is the attention vector of type \(\tau\) and | is the “concatenate.” After normalizing the attention weights of all types, the attention weights are defined as

\[
\alpha^\tau = \frac{\exp (\alpha^\tau)}{\sum_{\tau' \in \Gamma} \exp (\alpha^\tau')}.
\]

3.4.2. Node-Level Attention. We introduce node-level attention to learn the importance of different adjacent nodes and reduce the weights of the noise information. Particularly, given a target node \(v\) and its neighboring nodes \(v'\), we use the embedding vector \(h^v\) of node \(v\), the embedding vector \(h^{v'}\) of node \(v'\), and the type-level attention score of a node as the input to calculate the node-level attention score. It is defined as

\[
b^{v'}_{v} = \sigma(v^T \cdot \alpha^\tau \cdot [h^v | h^{v'}]),
\]

where \(v^T\) is the attention vector of node \(v\). After normalizing the attention weights of all neighboring nodes, the attention weights are defined as

\[
\beta^{v'}_{v} = \frac{\exp (b^{v'}_{v})}{\sum_{i \in N_v} \exp (b^{v'}_{v})}.
\]

Finally, we add the dual-level attention into the HGCN.

\[
H^{(l+1)} = \sigma \left( \sum_{\tau \in \Gamma} B^{\tau} \cdot H^{(l)} \cdot W^{\tau} \right),
\]

where \(B^{\tau}\) is the attention weight matrix of all nodes; we use \(\beta^{v'}_{v}\) to represent the element in the \(v\)th row \(v'\) column of the matrix.

3.5. Prediction of Aspect-Based Sentiment Analysis and Loss Function

3.5.1. Aspect-Based Sentiment Classification Prediction. Based on DAHGCN, we can obtain the text embeddings \(H^{(l)}\) of review text in HIN. Then, we train the embedding into softmax for classification.

\[
Z = \text{softmax}(H^{(l)}).
\]

We use the \(L_2\)-norm as the loss function in our model training, and it is defined as

\[
L = - \sum_{i \in D_{\text{train}}} \sum_{j=1}^{C} Y_{ij} \log Z_{ij} + \eta ||\Theta||_2,
\]

where \(C\) is the number of sentiment polarity categories, \(D_{\text{train}}\) is the set of review numbers for training, \(\eta\) is the \(L_2\) -regularization term, and \(\Theta\) is the parameter set.
4. Experiments

4.1. Datasets and Experiment Settings. We use the SemEval competition dataset to evaluate the DAHGCN model at aspect-level sentiment classification. It includes task 4 of the SemEval 2014 competition, task 12 of SemEval 2015 competition, and task 5 of the SemEval 2015 competition. The dataset contains user-generated reviews of restaurants. Each dataset contains a target aspect, an aspect term, and the aspect-specific sentiment polarity. They are labeled as {positive, negative, neutral}. The datasets are detailed in Table 1, where Rest represents restaurant reviews and 14, 15, and 16 [52–54] indicate the year the datasets came from.

Table 2: The entity and attribute of datasets.

| Entity labels                        | Restaurant, food, drinks, ambience, service, location |
|--------------------------------------|------------------------------------------------------|
| Attribute labels                     | General, prices, quality, style_options, miscellaneous |

Table 3: The output of classification.

|       | 1   | 0   |
|-------|-----|-----|
| True positive | 80.9 | 85.1 |
| False negative | 89.0 | 84.9 |

Table 4: Accuracy on aspect-level sentiment classification. Bin. indicates binary prediction. Thr. stands for 3-class prediction. Best scores are in bold.

| Model  | Rest14 | Rest15 | Rest16 |
|--------|--------|--------|--------|
| AT-LSTM | 89.6   | 83.1   | 81.0   | 77.2   | 87.6   | 83.0   |
| ATAE-LSTM | 89.9   | 84.0   | 80.9   | 77.4   | 87.2   | 82.7   |
| HEAT-BiGRU | 90.1   | 85.3   | 82.6   | 80.2   | 89.8   | 86.7   |
| ASGCN   | 89.3   | 85.2   | 83.3   | 80.4   | 89.3   | 86.3   |
| HGCN    | 89.6   | 85.5   | 83.7   | 80.6   | 89.8   | 86.4   |
| TD-GAT  | 89.5   | 85.4   | 83.6   | 80.7   | 89.7   | 86.7   |
| DHGCN   | **90.3** | **86.2** | **84.2** | **80.9** | **90.5** | **87.3** |

Table 5: Recall on aspect-level sentiment classification. Bin. indicates binary prediction. Thr. stands for 3-class prediction. Best scores are in bold.

| Model  | Rest14 | Rest15 | Rest16 |
|--------|--------|--------|--------|
| AT-LSTM | 81.5   | 70.8   | 74.6   | 53.4   | 78.8   | 58.6   |
| ATAE-LSTM | 81.3   | 71.3   | 74.8   | 53.8   | 78.5   | 57.6   |
| HEAT-BiGRU | 81.8   | 71.7   | 75.5   | 54.3   | 79.7   | 59.3   |
| ASGCN   | 81.2   | 71.6   | 75.2   | 54.5   | 79.5   | 59.1   |
| HGCN    | 81.5   | 72.3   | 75.4   | 54.7   | 79.8   | 59.4   |
| TD-GAT  | 82.1   | 72.6   | 76.2   | 54.9   | 79.7   | 59.6   |
| DHGCN   | **82.5** | **73.2** | **76.6** | **55.3** | **80.4** | **60.2** |

Table 6: Macro-F1 on aspect-level sentiment classification. Bin. indicates binary prediction. Thr. stands for 3-class prediction. Best scores are in bold.

| Model  | Rest14 | Rest15 | Rest16 |
|--------|--------|--------|--------|
| AT-LSTM | 83.7   | 74.4   | 78.7   | 58.7   | 82.4   | 60.7   |
| ATAE-LSTM | 83.6   | 75.1   | 78.9   | 59.4   | 82.1   | 60.2   |
| HEAT-BiGRU | 84.1   | 75.4   | 80.2   | 60.2   | 83.8   | 61.2   |
| ASGCN   | 83.8   | 74.3   | 79.7   | 59.8   | 83.5   | 61.3   |
| HGCN    | 84.0   | 74.8   | 81.2   | 60.4   | 84.2   | 61.7   |
| TD-GAT  | 84.3   | 75.2   | 81.6   | 60.6   | 84.4   | 62.5   |
| DHGCN   | **84.7** | **75.6** | **82.3** | **60.7** | **84.9** | **63.1** |

And Table 2 shows the entity labels and attribute labels of datasets. The baseline dataset of each classification is divided into a training set (70%) and a test set (30%) by using the random segmentation tool in Sklearn.

We selected accuracy, recall, and macro-F1 to compare and evaluate each method [55]. They are defined with reference to Table 3, and their formulas are as follows:

\[
\text{recall} = \frac{\text{true positive}}{\text{true positive} + \text{false negative}}, \quad (10)
\]

\[
\text{precision} = \frac{\text{true positive}}{\text{true positive} + \text{false positive}}, \quad (11)
\]

\[
\text{F1_score} = 2 \times \frac{\text{recall} \times \text{precision}}{\text{recall} + \text{precision}}, \quad (12)
\]

\[
\text{macro_F1} = \frac{\sum_{i=1}^{n} \text{F1_score}_i}{n} \quad (13)
\]

4.2. Model for Comparison

(1) AT-LSTM: it adopts the attention mechanism in LSTM to generate a weighted representation of a sentence [31].

(2) ATAE-LSTM: this method is an extension of AT-LSTM. This model appends input aspect embedding into each word input vector to model the interdependence between words and the input aspect [31].

(3) HEAT-BiGRU: the model captures the aspect information of a text and uses the aspect information to capture the aspect-specific sentiment information [37].

(4) ASGCN: it builds a graph convolutional network (GCN) on the sentence’s dependency tree. It uses syntactic information and word dependencies to resolve errors and identify grammatically unrelated context words as clues for judgment emotion [56].

(5) TD-GAT: it applies a graph to make explicit use of the dependency relationships between words to directly spread emotional features from the syntactic...
context of aspect targets and to classify aspect-level emotion [57].

(6) DAHGCN: an aspect-level sentiment classification model of a heterogeneous graph convolutional network (HGCN) based on a two-level attention mechanism, which includes node-level attention and type-level attention, embeds HIN into aspect-level sentiment classification

4.3. Evaluation and Analysis. As shown in Tables 4, 5, and 6, the accuracy, recall, and macro-F1 of our method DAHGCN are better than those of other models. It is also easy for us to draw this conclusion from Figures 6, 7, 8, 9, 10, and 11. We argue that it benefited from HIN, which integrates two types of additional information: aspect and emotion. The additional information greatly enriches the semantic information of the nodes, which effectively reduces the semantic sparseness. In addition, the node-level and type-level attention mechanisms we adopted enable the model to fully learn the importance of different neighbor nodes and different types of nodes to the current node. At the same time, these attention mechanisms also alleviate noise. These may be the reason why DAHGCN’s results are the best.

Firstly, we analyze these algorithms from the attention mechanism. AT-LSTM, ATAE-LSTM, and HEAT-BiGRU all used attention mechanisms to learn the relationship between aspects and emotions, but they do not consider the relationship between sentences. DAHGCN adds node-level attention, and it can effectively learn the importance of
adjacent nodes to the current node so it is able to capture the dependency relationships between sentences. Therefore, DAHGCN can obtain better classification results. It is shown in Table 4 that the accuracy of DAHGCN is better than that of the above algorithm, and the results in Tables 5 and 6 also support this conclusion. We can see that accuracy results of DAHGCN are 0.7%, 0.4%, and 0.2% higher than those of AT-LSTM, ATAE-LSTM, and HEAT-BiGRU, respectively. Recall results of DAHGCN are 1.0%, 1.2%, and 0.7% higher than those of AT-LSTM, ATAE-LSTM, and HEAT-BiGRU, respectively. Macro-F1 results of DAHGCN are 1.0%, 1.1%, and 0.6% higher than those of AT-LSTM, ATAE-LSTM, and HEAT-BiGRU, respectively. Secondly, we discuss DHGCN from the perspective of HIN. It can be seen from the classification results of each dataset in Table 4 that the accuracy of HGCN is generally better than that of ASGCN, AT-LSTM, ATAE-LSTM, and HEAT-BiGRU. It is also shown in recall and macro-F1 (Tables 5 and 6) that HGCN results are better than those of ASGCN, AT-LSTM, ATAE-LSTM, and HEAT-BiGRU. Specifically, as seen intuitively from Figure 12, HEAT-BiGRU performs slightly better than HGCN in binary prediction and HGCN is better than AT-LSTM and ATAE-LSTM, but we can see that HGCN performs better in 3-class prediction. Adding heterogeneous information and supplementing classification judgment information enable HGCN to perform more stably. Compared with other algorithms, we argue that the main reason is that HGCN uses HIN to further mine the semantic...
information of the text. In this way, its node feature representation is more accurate, so its results are better. In summary, DAHGCN adopts the HIN mechanism and improves the attention mechanism, so its result is the best among all algorithms.

From the perspective of the attention mechanism, AT-LSTM, ATAE-LSTM, and HEAT-BiGRU all use attention mechanisms to learn the relationships between aspects and sentiments, but they do not consider the relationship between sentences. However, DAHGCN uses node-level attention to effectively learn the importance of neighboring nodes to the current node, so as to learn the relationship between sentences, so as to get better classification results, as shown in Table 4, from Rest14 data. The results of the second classification of the set can be seen that the accuracy of DAHGCN is better than that of ASGCN (1.0%), AT-LSTM (0.6%), ATAE-LSTM (0.4%), HEAT-BiGRU (0.2%), and TD-GAT (0.8%). The results in Tables 5 and 6 also show the excellence of DAHGCN. As we know, the attention mechanism can extract information about keywords in a sentence. Extracting attention weights for classification can improve the classification effect. Experiments have proven that using the attention mechanism can achieve good results. However, as the amount of information contained in the data and the complexity increase, more information needs to be considered. In this paper, by establishing a graph network, supplementing information, and filtering information by designing a dual-level attention mechanism, a better
An experimental effect was obtained. For some complex situations, the attention mechanism will also have difficulties. This difficulty will be mentioned below.

In order to have an intuitive understanding on how DAHGNCN works, we present a case study to show it. For instance, the sentence “Great food but the service was dreadful” contains two aspects which may result in sentiment mismatch by using the model combining attention and recurrent neural network. The other sentence “If the service is nice, I will go back again” uses a word “if,” bringing extra difficulty in detecting implicit semantics.

For the first sentence, our model can easily supervise the sentiment words and enable the model to allocate more attentions to the aspect-specific sentiment words. In particular, “Great” is the sentiment term towards food, and “dreadful” is the sentiment term corresponding to service. But our model has difficulty learning the logical information in a sentence. For the second sentence “if the service is nice, I will go back again,” it expresses negative feelings towards the service, but there are no obvious negative words; it is difficult to make a correct prediction. Our approach can easily extract the sentiment information “nice” but cannot learn the word “if.” In this case, the attention mechanism is difficult to learn. In the process of learning, it is difficult for attention to associate sentiment words with the label; i.e., it is difficult to learn attention weights. This is also the direction we need to study in the future.

As can be seen from Figures 6, 7, and 8, the comparison method performs worse on the dataset Rest15 than on Rest14 and Rest16. This is because the data of Rest15 is relatively large, and you can see from Table 1 that the sentiment information of the Rest15 dataset is less. So the result of the comparison method is relatively poor on this dataset. The same results can be seen from Figures 9, 10, and 11. Of course, there are differences in the performance of the comparison method between binary prediction and 3-class prediction. 3-class prediction requires more integrated information for judgment, and at the same time, sentences like “if the service is nice, I will go back again” will affect the classification judgment more.

From the results, it is evident that the proposed model has a comparable performance that is superior to that of the other models. By combining with the previous experiments, it can be proven that the proposed model can achieve relatively high classification performance.

5. Conclusion and Future Work

In this paper, we propose a novel dual-level attention model based on a heterogeneous graph convolutional network for aspect-based sentiment analysis. We first propose a HIN framework that integrates two kinds of additional information (aspect term and sentiment term). To mine the hidden network information and semantic information, we construct a heterogeneous graph network which can also address the semantic sparsity. By leveraging the HGCN, the embedding information of a word and review text can be learned. And we introduce a dual-level attention mechanism to learn the importance of different adjacent nodes and different types of nodes. Finally, the aspect sentiment classification is transformed into node classification. The experimental results show that the results after we add aspect information to HGCN are better than those of other methods in terms of accuracy, recall, and macro-F1 measures. It facilitates analysis of multiple aspects of user text by smart devices. In the future work, we will make use of the grammatical structure and the dependence between different sentiments in the review text to improve the effect of sentiment analysis at the aspect level.
Data Availability

In this paper, we used the open-source dataset and cited it. Data of these datasets is mainly used for sentiment analysis. The data file of datasets uses XML format. There are no restrictions on data download. Download links are as follows: Rest14 (https://alt.qcri.org/semeval2014/task4/index.php?id=data-and-tools), Rest15 (https://alt.qcri.org/semeval2015/task12/index.php?id=data-and-tools), and Rest16 (https://alt.qcri.org/semeval2016/task5/index.php?id=data-and-tools).
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