Stochastic inflation at all order in slow-roll parameters: foundations
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In this paper we develop the formalism for the stochastic approach to inflation at all order in slow-roll parameters. This is done by including the momentum and Hamiltonian constraints into the stochastic equations. We then specialize to the widely used Starobinski approximation where interactions between IR and UV modes are neglected. We show that, whenever this approximation holds, no significant deviations are observed when comparing the two-point correlation functions (power spectrum) calculated with stochastic methods, to the ones calculated with the QFT approach to linear theory. As a byproduct, we argue that: a) the approaches based on the Starobinski approximation, generically, do not capture any loop effects of the quantum scalar-gravity system; b) correlations functions can only be calculated in the linear theory regimes, thus, no non-perturbative statistics can be extracted within this approximation, as commonly claimed.

I. INTRODUCTION

The possibility that Primordial Black Holes (PBHs) can be a significant fraction (if not all) of the Dark Matter (DM) has been a source of interest for almost 50 years [1].

A possible PBHs formation mechanism is through the gravitational collapse of large (non-perturbative) over-densities generated during an inflationary epoch of the universe. Those perturbations are produced by the quantum fluctuations of the inflaton and are exponentially rare [2]. Thus, in order to predict the abundance of PBHs, a precise statistical knowledge of inflationary perturbations is highly desirable.

The hope of the stochastic approach to inflation is that it incorporates quantum corrections to the inflationary dynamics in a non-perturbative way [3]. However, as we shall see in this paper, the current realization of it generically fails to achieve this goal.

In this approach, wavelengths that are well outside the cosmological horizon (the horizon from now on) are approximated in powers of spatial gradients rather than on amplitudes (as in linear theory). At the same time though, those modes are influenced by the quantum sector by receiving quantum-kicks from stochastic forces generated by the perturbative sub-horizon modes. The success of the stochastic formalism resides on the fact that it allows to reduce a quantum problem into a statistical one and it has been widely used in the literature [4][11].

By exploring the foundation of the stochastic formalism, we will identify two important limitation that the current realization of it has:

1. The use of the separate universe approach, which makes the formalism generically valid only at leading order in slow-roll parameters.
2. The white noises construction, which is only possible in the linear regime.

While we will leave the issue related with the white noise for future work, in this paper we will solve the first limitation, improving the original formulation of the stochastic approach to a novel one that leads to unprecedentedly precise predictions for the perturbative statistics of inflation.

II. GRADIENT EXPANSION AT ALL ORDER IN SLOW-ROLL

In the ADM (3 + 1)-decomposition, the metric related to scalar sources is expressed as [12]:

\[ ds^2 = g_{\mu\nu}dx^\mu dx^\nu = -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt), \]
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where the spatial metric can be redefined as $\tilde{\gamma}_{ij} = a^2 e^{2\zeta} \gamma_{ij}$ with $\det(\tilde{\gamma}_{ij}) = 1$. Here $a = a(t)$ is the scale factor.

Using the metric (1), the Einstein-Hilbert action with a minimally coupled scalar field, takes the following form

$$S = \frac{1}{2} \int \sqrt{h} \left[ \frac{M_{PL}^2}{2} \left( R^{(3)} + \alpha^{-1} (K_{ij} K_{ij} - K^2) \right) - 2\alpha V + \alpha^{-1} (\dot{\phi} - \beta^i \partial_i \phi)^2 - \alpha \gamma^{ij} \partial_i \phi \partial_j \phi \right],$$

(2)

where $R^{(3)}_{ij}$ is the Ricci tensor of the spatial metric, $K_{ij}$ is its extrinsic curvature and $M_{PL}$ is the Planck mass. Explicitly

$$K_{ij} = \frac{1}{2\alpha} (\partial_t \gamma_{ij} - D_i \beta_j - D_j \beta_i); \quad K = \gamma^{ij} K_{ij},$$

(3)

where $D_i$ represents the covariant derivative with respect to the spatial metric $\gamma_{ij}$.

It is convenient to decompose the extrinsic curvature into its trace and traceless part as

$$K_{ij} = \frac{\gamma_{ij}}{3} K + a^2 A_{ij},$$

(4)

where $\gamma_{ij} A_{ij} = 0$. We will also define $\dot{A}_{ij} \equiv e^{-2\zeta} A_{ij}$ for later purposes.

In the ADM formalism, $\gamma_{ij}$ and $\phi$ are the dynamical variables. Whereas, $\alpha$ (the lapse) and $\beta^i$ (the shift vector) are Lagrange multipliers for the action (2) which generate the following Hamiltonian and momentum constraints of the scalar-gravity system

$$R^{(3)} - \dot{A}_{ij} \dot{A}^{ij} + \frac{2}{3} K^2 = 16\pi G E,$$

(5)

$$D^i \dot{A}_{ij} - \frac{2}{3} D_i K = 8\pi G J_i,$$

(6)

where $E \equiv T_{\mu \nu} n^\mu n^\nu$ and $J_i \equiv -T_{\mu j} n^\mu \gamma^j_i$ and $n_\mu = (-\alpha, 0, 0, 0)$ is the form orthogonal to the time slice.

For completeness the basic equations of this formalism are written in appendix A.

### A. Inflationary scenarios and slow-roll parameters

As we have already mentioned, PBHs represent natural candidates for dark matter (DM) (latest constraints on this idea can be found in [13]). However, to statistically generate enough PBHs for this to hold one needs, at least, a power spectrum of primordial curvature perturbations several order of magnitudes larger than the one observed in the cosmic microwave background (CMB).

It is known that a period of Slow-Roll (SR), of which the predictions of the CMB are based upon, cannot lead to the appropriate power spectrum necessary to generate enough PBHs to match the DM abundance [14]. Thus, one necessarily needs an inflationary epoch evolving beyond SR. A possibility is the introduction of an inflection point in the inflationary potential [16]. This, leads the inflaton to undergo a so-called Ultra-Slow-Roll (USR) phase of inflation [17, 18]. Taking into account that the statistics of PBHs from non-gaussian fluctuations has yet to be fully developed, the single field USR option with standard kinetic term seems then to be the best [19].

The evolution of a scalar field ($\phi$) in an exactly homogeneous and isotropic universe described by a Friedman-Lemaitre-Robertson-Walker (FLRW) metric

$$ds^2 = -dt^2 + a(t)^2 d\vec{x} \cdot d\vec{x},$$

(7)

has the following equation of motion:

$$\ddot{\phi} + 3H \dot{\phi} + V_\phi (\phi) = 0,$$

(8)

where $V_\phi \equiv \frac{\partial V}{\partial \phi}$, $H \equiv \frac{\dot{a}}{a}$ is the Hubble parameter, and a dot denotes a derivative with respect to the cosmic time $t$.

1 We are using units $c = 1$.
2 For the non-linear relation between the inflationary power spectrum and PBHs abundance, under the assumption of gaussianity, the interested reader can see [15].
The Friedmann equation is

\[ H^2 = \frac{1}{3M_{PL}^2} \left( \frac{\dot{\phi}^2}{2} + V(\phi) \right). \]  

(9)

The Slow-Roll (SR) parameters \( \epsilon_i \) define the rate of change of the Hubble parameter:

\[ \epsilon_1 \equiv -\frac{\dot{H}}{H^2} = \frac{\dot{\phi}^2}{2H^2M_{PL}^2} \ll 1; \quad \epsilon_{i+1} \equiv \frac{\dot{\epsilon}_i}{H\epsilon_i} \quad \text{with} \quad i \geq 1, \]  

(10)

where, to write the final expressions, we have used the Friedmann equation and the equation of motion of the field. We can now define different inflationary regimes depending on the values of the \( \epsilon_i \)s:

- Slow-Roll (SR): The field is slowly rolling down a potential with an almost constant velocity, which makes the acceleration negligible. In this case the equation of motion (8) are approximately

\[ 3H\dot{\phi} + V_{,\phi}(\phi) \approx 0. \]  

(11)

The SR parameters are much smaller than one (\( \epsilon_i \ll 1 \)) and can be written in terms of the potential as

\[ \epsilon_{SR}^1 \approx \frac{1}{2M_{PL}^2} \left( \frac{V_{,\phi}}{V} \right)^2; \quad \epsilon_{SR}^2 \approx \frac{2}{M_{PL}^2} \left( \frac{V_{,\phi\phi}}{V} \right) - 4\epsilon_{SR}^1. \]  

(12)

- Ultra-Slow-Roll (USR): The field is moving along an exactly flat potential (\( V_{,\phi} = 0 \)), which makes the acceleration relevant. In this case the equation of motion (8) is

\[ \ddot{\phi} + 3H\dot{\phi} = 0. \]  

(13)

From (13) one can infer that the velocity of the field (and hence \( \epsilon_1 \)) exponentially decreases, which makes some \( \epsilon_i \sim \mathcal{O}(1) \). More precisely:

\[ \epsilon^\text{USR}_i = -6 + 2\epsilon^\text{USR}_1 \quad \text{when } i \text{ even}; \quad \epsilon^\text{USR}_i = 2\epsilon^\text{USR}_1 \quad \text{when } i > 1 \text{ and odd}. \]  

(14)

An exponential decrease of \( \epsilon_1 \) makes the power spectrum of curvature perturbation increase.

- Both SR and USR are, at least approximately, sub-cases of Constant-Roll (CR). Here \( \frac{\ddot{\phi}}{H\dot{\phi}} = \kappa \) where \( \kappa \) is a constant. SR is realized when \( \kappa = 0 \) while USR when \( \kappa = -3 \). We will not analyse further this generic case.

It is important to remark that, given a potential related to PBH formation, the SR and USR phases alternate. Thus, the equations of motion (11) and (13) will always be an approximation of the system.

### B. Gradient expansion

The gradient expansion approximation [20, 21], consists in considering small patches of the Universe which can be approximately described by a local Friedman geometry. By choosing some local coordinates \((t_l, \vec{x}_l)\), this geometry may be described by a FLRW metric

\[ ds^2_l = -dt_l^2 + a_l(t_l)^2 \delta_{ij}dx_i^l dx_j^l. \]  

(15)

We define the local Hubble expansion as \( H_l = \frac{\dot{a}_l}{a_l} \).

The patch is chosen in a way that the characteristic scale of inhomogeneities, which we call it \( L \), is much larger than \( H_l^{-1} \). One can then define an expansion parameter \( \sigma \equiv (H_lL)^{-1} \ll 1 \).
Reversing the argument, at leading order in \( \sigma \), each patch of the universe of size \((\sigma H_t)^{-1}\) (the coarse grained scale) is approximately described by an homogeneous Friedman universe. Higher order terms in \( \sigma \) expansion will instead capture local inhomogeneities.

Contrary to the linear theory approach to cosmological perturbations, the gradient expansion is valid for any amplitude of local over-densities, as long as the patch is taken small enough for the gradients to be negligible. This aspect, lead many authors to claim that the stochastic approach to cosmological perturbations may give non-perturbative information on scalar correlations functions \([21,22,23]\). However, as we shall discuss, the way those correlations are calculated via the stochastic methods, can only give information about the linear approximation regimes.

We conclude this section by stressing that the assumption of which the gradient expansion is based upon, is that a patch can be found such that any spatial gradient would only introduces an order \( \sigma \). In other words, for any generic function \( X, \partial_t X \sim H_t X \times O(\sigma) \) in the patch chosen.

### C. Background versus local metrics

In absence of quantum fluctuations of the scalar-metric system (we have in mind inflation), one can define a global background metric with coordinates \( t \) and \( x^i \):

\[
d s_b^2 = -dt^2 + a(t)^2 \delta_{ij} dx^i dx^j ,
\]

where generically \( a \) does not coincide with \( a_1 \).

It is straightforward to show that in any local patch, by considering only scalar perturbations and in isotropic spatial coordinates, we can always rewrite the metric \([15]\) as

\[
d s_l^2 = -(0)\alpha^2 dt_p^2 + (0)\gamma_{ij} (dx_p^i + (0)\beta^i dt_p) (dx_p^j + (0)\beta^j dt_p) ,
\]

with the conditions

1. \((0)\alpha = (0)\alpha(t_p)\),
2. \((0)\beta^i = b(t_p) x^i_p\), and finally
3. \((0)\gamma_{ij} = \gamma(t_p)\delta_{ij} \).

In the metric \([17]\) we have used the sub-script \((0)\) to remind the reader that we are at zeroth order in gradient expansion and \((t_p, x_p)\) to define generic coordinates for the patch chosen.

The functions \((0)\alpha(t_p), \gamma(t_p)\) and \(b(t_p)\) depend on the gauge chosen and the solution of the Einstein equations.

There is no loss of generality in defining \(\gamma(t_p) = a(t_p)^2 e^{2(0)\zeta(t_p)}\) where \(a(t_p)\) has the same functional form of the background scale factor and \((0)\zeta(t_p)\) (called curvature perturbation in linear theory) is a generically non-vanishing function introduced because, generically, \(\gamma(t_p) \neq a(t_p)\).

Note that the local and background metrics live on two different spaces. Thus, there is no any coordinate transformation relating them. However, to simplify notation, from now on we will set \(x^i_p \to x^i\) being careful to treat \(a(t)\) as the solution of the Einstein equations in absence of any quantum over-density. With this, we also define the “background” Hubble parameter \(H^b(t) \equiv \frac{\dot{a}a(t)}{a(t)}\).

With those definitions, the local patch metric reads

\[
d s_l^2 = -(0)\alpha^2 dt^2 + a(t)^2 e^{2(0)\zeta} \delta_{ij} (dx^i + (0)\beta^i dt) (dx^j + (0)\beta^j dt) .
\]

Because of the over-densities, the metric \([18]\) and \([16]\) must differ: Suppose that \([18]\) was obtained by employing the so-called spatially flat gauge, where \((0)\zeta = 0\). Then, one immediately see that either \((0)\alpha \) or \(b(t)\) (or both) must be different from their background value. This is a well known result from perturbation theory: the perturbed lapse and shift functions have, generically, an homogeneous time dependent part (see e.g. \([26]\)). Setting \((0)\alpha = 1, (0)\zeta = 0\) and \((0)\beta^i = 0\), as they are in the local patch coordinates, would then introduce errors which we will quantify later on.

At the next to leading order in gradient expansion, the metric in the local patch can still be written in the ADM form. With the identification \(\gamma_{ij} \equiv a(t)^2 e^{2(0)\zeta} \delta_{ij}\), we have

\[
d s_l^2 = -\alpha^2 dt^2 + a(t)^2 e^{2(0)\zeta} \delta_{ij} (dx^i + \beta^i dt) (dx^j + \beta^j dt) ,
\]
where, as we have already discussed,
\[
(0)\alpha(t) \sim \mathcal{O}(\sigma^0) \quad (0)\zeta(t) \sim \mathcal{O}(\sigma^0) \quad (0)\partial_i\beta^i(x^i, t) \sim \mathcal{O}(\sigma^0) \quad \tilde{\gamma}_{ij} - \delta_{ij} \sim \mathcal{O}(\sigma) \quad (0)\phi \sim \mathcal{O}(\sigma^0). \tag{20}
\]

The last term has been added to take into account the expansion of the scalar field, which is generically non-zero at the background level.

D. The importance of constraints

In this section we will briefly justify why the momentum constraint plays a very important role to capture slow-roll suppressed terms.

Let us do a step back and considering the case of linear perturbation theory. Suppose again we consider the spatially flat gauge ($\gamma_{ij} = a^2 \delta_{ij}$ for any order in gradient expansion): the only remaining scalar degree of freedom is $\delta\phi$. The Hamiltonian and momentum constraints are simultaneously satisfied if and only if
\[
\alpha \simeq 1 + \sqrt{\frac{\epsilon_1}{2M_{\text{Pl}}} \delta\phi} \tag{21}
\]
and
\[
\partial_i\beta^i \simeq -\left(aH^b\right) \sqrt{\frac{\epsilon_1}{2M_{\text{Pl}}}} \left[\delta\dot{\phi} - H^b\frac{\epsilon_2}{2}\delta\phi\right], \tag{22}
\]
which obviously contain long wavelength terms which are the would-be equivalent to $(0)\alpha$ and $(0)\partial_i\beta^i$.

Let us now go back to gradient expansion. At next to leading order in $\sigma$ the momentum constraint, as we shall show later on, has the following functional form
\[
\partial_i \left(F(\alpha, \partial_i\beta^i, \phi)\right) = \partial_i \left(G(\alpha, \partial_i\beta^i, \phi)\right) + \mathcal{O}(\sigma^2), \tag{23}
\]
where $F$ and $G$ are generic functions that we do not specify here. It would seem reasonable that the momentum constraint, at zeroth order in $\sigma$, is automatically satisfied leading to $(0)\alpha = 1$, $(0)\zeta = 0$ and $(0)\beta^i = 0$ from the Hamiltonian constraint. However, this would be in clear contradiction to the results of perturbation theory and with the fact that $(18)$ and $(16)$ must differ.

Thus, necessarily, the momentum constraint must contain terms at order zero in gradient expansion. This is what actually happens in perturbation theory. Generically, the shift, entering in the momentum constraint, is non-local $[26]$.

1. SR as an exception (separate universe approach)

The way the difference between $(18)$ and $(16)$ is usually introduced in the literature $[27]$ is by setting $\partial_i(0)\beta^i = 0$ while allowing $(0)\alpha$ to be a homogeneous function of time. As we have already said this is in odds with $(22)$. Nevertheless, during a SR regime, one can check that (see equations $(B38)-(B40)$ of appendix B for details):
\[
\frac{\delta\dot{\phi}}{H\delta\phi} \simeq \frac{\epsilon_2}{2} + \mathcal{O}(\epsilon_1^2),
\]
which makes $\partial_i(0)\beta^i$ to be of higher order in gradient expansion up to an accuracy of next-to leading order in $\epsilon_1$. Thus, in this case, the momentum constraint give information only at next-to-next-to leading order in $\epsilon_1$ and can therefore be discarded within the SR approximation. The same is not true in regimes beyond SR where $\partial_i(0)\beta^i$ is of the same order as $(0)\alpha - 1$.

Three very important aspects are worthy to remark here:

1. Whenever we are setting $\partial_i(0)\beta^i = 0$, we are also discarding the momentum constraint. This is because otherwise, momentum and Hamiltonian constraints on superhorizon scales would be incompatible.
2. Discarding the momentum constraint introduces an error in the system that can be quantified in terms of the slow-roll parameters and it depends on the regime of inflation:

- During a SR regime, the error appears at next-to-next-to leading order in $\epsilon_1$.
- During any other regime, the error appears at leading order in $\epsilon_1$, which is equivalent to not considering gravity backreactions.

3. Discarding the momentum constraint also means that we are not considering information about the interaction between the different Hubble patches. Neglecting the momentum constraint at leading order in gradient expansion is then equivalent to study an ensemble of Hubble patches that evolve as separate FLRW universes. This approximation is the so-called separate universe approach.

Although it could seem that the separate universe approach has nothing to do with the expansion in slow-roll parameters, we have seen in this subsection that they are closely related. This is because the separate universe approach resides in two main approximations: a) leading order in gradient expansion and b) discarding the momentum constraint. While the former is valid at all orders in slow roll parameters, the second is not. This statement is not in disagreement with some previous works remarking the wide applicability of the separate universe approach [28, 29]: the conclusions of [28] are valid under the assumption of locality while the conclusions of [29] can only be applied to an attractor inflationary regime, both conditions are not generically satisfied. Specifically, for example in the spatially flat gauge, the shift vector is non-local [26] and an USR (or constant-roll) regime does not have an attractor behaviour. In slow-roll, however, the non-locality appears only at next-to-next to leading order in $\epsilon_1$.

III. STOCHASTIC FORMALISM: FOUNDATIONS

The idea of the stochastic approach to inflation is to reduce the evolution of the full quantum scalar-gravity system to an equivalent stochastic problem [30]. Considering the Fourier decomposition of the metric and scalar field, this is done by splitting the variables of interest (let us say $X$) into two parts: a long-wavelength part (also said Infra-Red (IR)) in which $\frac{k}{\sigma a H} < 1$ (where $k$ is the Fourier mode of the function $X$), and a short-wavelength part (also said Ultra-Violet (UV)). The UV part evolves well inside the Hubble radius and, in agreement with the on-set of inflation, is perturbatively small. Thus, one can use linear perturbation theory for the UV.

The IR part instead can be large. It can be thought that the IR part is a result of a “condensate” of UV modes. However, because the IR part only contains long-wavelengths, the gradient expansion can be there used. In principle, the gradient expansion can give information at all order in perturbation theory or even about non-perturbative regimes (which are relevant for PBHs). This is the reason why the local universe approach is so appealing.

A. An explanatory example: stochastic formalism in spatially flat gauge

The Stochastic formalism is based on three main approximations. To illustrate this we will consider the Hamiltonian constraint (5) in spatially flat gauge where $\gamma_{ij} = a^2 \delta_{ij}$.

We have

$$-\left(\dot{A}_i\right)_{ij} \left(\dot{A}_i\right)^{ij} + \frac{2}{3} K^2 - \frac{2}{M_p^2} (T_i)_{\mu\nu} n^\mu n^\nu = 0,$$

where $n^\mu = g^{\mu\nu} n_\nu = \left(\frac{1}{\sigma i}, -\frac{(\phi_i)}{\sigma i}\right)$. Note that we have introduced a sub-index “$f$” to specify that all quantities are calculated in the spatially flat gauge.

Eq. (24) can be written in terms of the metric variables $\alpha_i$ and $\left(\beta_i\right)_i$ and the scalar field $\phi_i$, using the definitions of $\dot{A}_{ij}$ and $K$ given in the introduction. The result is the following:
\[ -\frac{1}{4\alpha_i^2} \left[ \delta^{ik} \partial^i (\beta_3^i) + \delta^{jk} \partial^i (\beta_3^j) - \frac{2}{3} \delta^{ij} \partial^k (\beta_3^k) \right] \left[ \delta_{ik} \partial_j (\beta_3^i) + \delta_{jk} \partial_i (\beta_3^j) - \frac{2}{3} \delta_{ij} \partial_k (\beta_3^k) \right] \]

\[ + \frac{2}{3} \left( -\frac{H_b^b}{\alpha_i} + \frac{1}{\alpha_i} \partial_k (\beta_3^k) \right)^2 \]

\[ - \frac{2}{M_P^2} \left[ \frac{\dot{\phi}_i^2}{2\alpha_i^2} - \frac{\dot{\phi}_i (\beta_3^i) \dot{\partial}_i \dot{\phi}_i}{\alpha_i^2} + \frac{(\beta_3^i)^2 \partial_i \partial^i \partial_j \dot{\phi}_i \dot{\phi}_j}{2\alpha_i^2} + V (\dot{\phi}_i) + \frac{\partial^i \dot{\phi}_i \partial^i \dot{\phi}_i}{2} \right] = 0. \quad (25) \]

Equation (25) is a bit cumbersome but it is very helpful to understand the way stochastic approach to inflation is constructed. As anticipated at the beginning of this section, the first thing to do is to split the variables of interest into their \( IR \) and \( UV \) parts.

In spatially flat gauge we have only three variables to split:

\[ \alpha_i = \alpha_i^R + \alpha_i^V \]

\[ (\beta_3^i)^i = (\beta_3^R)^i + (\beta_3^V)^i \]

\[ \phi_i = \phi_i^R + \phi_i^V \]  \quad (26)

We are now ready to construct the stochastic system:

- Due to the perturbative nature of the \( X^{UV} \) variables, we will expand the Hamiltonian constraint keeping only linear terms in \( UV \) and isolate them in the right hand side of the equation, getting

\[ \begin{align*}
- & \frac{1}{4(\alpha_i^R)^2} \left[ \delta^{ik} \partial^i (\beta_3^R) + \delta^{jk} \partial^i (\beta_3^j) - \frac{2}{3} \delta^{ij} \partial^k (\beta_3^k) \right] \left[ \delta_{ik} \partial_j (\beta_3^i) + \delta_{jk} \partial_i (\beta_3^j) - \frac{2}{3} \delta_{ij} \partial_k (\beta_3^k) \right] \\
+ & \frac{2}{3} \left( -\frac{H_b^b}{\alpha_i^R} + \frac{1}{\alpha_i^R} \partial_k (\beta_3^k) \right)^2 \\
- & \frac{2}{M_P^2} \left[ \frac{\dot{\phi}_i^R (\beta_3^R)}{2(\alpha_i^R)^2} - \frac{\dot{\phi}_i^R (\beta_3^R)^i \partial_i^R \partial_i^R \partial_i^R \partial_i^R}{2(\alpha_i^R)^2} + V (\phi_i^R) + \frac{\partial^i \dot{\phi}_i^R \partial^i \dot{\phi}_i^R}{2} \right] \\
= & \frac{\alpha_i^UV}{2(\alpha_i^R)^3} \left[ \delta^{ik} \partial^i (\beta_3^R) + \delta^{jk} \partial^i (\beta_3^k) \right] \left[ \delta_{ik} \partial_j (\beta_3^i) + \delta_{jk} \partial_i (\beta_3^j) \right] + \frac{2}{3} (\alpha_i^R)^2 \partial_i (\beta_3^R)^i \right)^2 - \frac{1}{3} (\alpha_i^R)^2 \partial_i (\beta_3^R)^i \right)^2 \\
+ & \frac{2}{M_P^2} \left[ \partial^i \dot{\phi}_i^R \partial_i \phi_i^UV + \frac{\dot{\phi}_i^R (\beta_3^R)^i \partial_i^R \dot{\phi}_i^R \partial_i^R \phi_i^UV}{(\alpha_i^R)^2} \right] \\
+ & \frac{1}{\alpha_i^R} \partial_i \phi_i^UV - \frac{\dot{\phi}_i^R \partial_i \phi_i^R (\beta_3^R)^i \partial_i \phi_i^UV}{(\alpha_i^R)^2} \right] \\
- & \frac{\partial_i \phi_i^R \phi_i^R (\beta_3^R)^i (\beta_3^R)^j}{\alpha_i^R} \right] \\
\end{align*} \]  \quad (27)

- Secondly, since the \( IR \) variables are well outside the Hubble horizon, a gradient expansion can be performed over them. Keeping ourselves at leading order in gradient expansion (see section II B for details), equation (27) becomes:

\[ \text{We thank Aichen Li for pointing out a typo in the equation (27).} \]
\[
- \frac{1}{4} (\alpha_t^{IR})^2 \left[ \delta^{ij} \partial_j (\phi^{IR})_k + \delta^{jk} \partial_j (\phi^{IR})_i - \frac{2}{3} \delta^{ij} \partial_k (\phi^{IR})_i \right] \\
\times \left[ \delta_{ik} \partial_j (\phi^{IR})_k + \delta_{jk} \partial_i (\phi^{IR})_k - \frac{2}{3} \delta_{ij} \partial_k (\phi^{IR})_k \right] \\
+ \frac{2}{3} \left( -3 \frac{H^b}{(\alpha_t^{IR})} + \frac{1}{(\alpha_t^{IR})^2} \partial_k (\phi^{IR})_k \right)^2 \\
- \frac{2}{M_{PL}^2} \left[ \frac{\left( \alpha_t^{IR} \right)^2}{2 \left( \alpha_t^{IR} \right)^2} \partial_i (\phi^{IR})_k \partial_j (\phi^{IR})_i + \frac{\left( \alpha_t^{IR} \right)^2}{2 \left( \alpha_t^{IR} \right)^2} \partial_i (\phi^{IR})_j \partial_j (\phi^{IR})_i \right] \\
= \frac{\alpha_t^{UV}}{2(\alpha_t^{IR})^3} \left[ \delta^{ij} \partial_j (\phi^{IR})_k + \delta^{jk} \partial_j (\phi^{IR})_i \right] \left[ \delta_{ij} \partial_l (\phi^{IR})_k + \delta_{ij} \partial_l (\phi^{IR})_k \right] \\
- \frac{1}{2(\alpha_t^{IR})^2} \left[ \delta_{ij} \partial_l (\phi^{IR})_k + \delta_{ij} \partial_l (\phi^{IR})_k \right] \left[ \delta^{jk} \partial_t (\phi^{IR})_i + \delta^{jk} \partial_t (\phi^{IR})_i \right] \\
+ \frac{2}{3} \left( \frac{H^b}{(\alpha_t^{IR})^3} \alpha^{UV} - \frac{2}{3} \frac{H^b}{(\alpha_t^{IR})^2} \partial_j (\phi^{UV})_i \right) + \left( \frac{2(\alpha_t^{IR})^2}{(\alpha_t^{IR})^3} - \delta^{ij} \partial_j (\phi^{IR})_i \right) \alpha^{UV} + \frac{4H^b}{(\alpha_t^{IR})^2} \partial_j (\phi^{UV})_i \\
+ \frac{2}{M_{PL}^2} \left[ \frac{\left( \alpha_t^{IR} \right)^2}{(\alpha_t^{IR})^2} \partial_i (\phi^{IR})_k \partial_j (\phi^{IR})_i + \frac{2}{(\alpha_t^{IR})^2} \partial_i (\phi^{IR})_k \partial_j (\phi^{IR})_i \right] \\
= \frac{\alpha_t^{UV}}{2(\alpha_t^{IR})^3} \left[ \delta^{ij} \partial_j (\phi^{IR})_k + \delta^{jk} \partial_j (\phi^{IR})_i \right] \left[ \delta_{ij} \partial_l (\phi^{IR})_k + \delta_{ij} \partial_l (\phi^{IR})_k \right] \\
- \frac{1}{2(\alpha_t^{IR})^2} \left[ \delta_{ij} \partial_l (\phi^{IR})_k + \delta_{ij} \partial_l (\phi^{IR})_k \right] \left[ \delta^{jk} \partial_t (\phi^{IR})_i + \delta^{jk} \partial_t (\phi^{IR})_i \right] \\
+ \frac{2}{3} \left( \frac{H^b}{(\alpha_t^{IR})^3} \alpha^{UV} - \frac{2}{3} \frac{H^b}{(\alpha_t^{IR})^2} \partial_j (\phi^{UV})_i \right) + \left( \frac{2(\alpha_t^{IR})^2}{(\alpha_t^{IR})^3} - \delta^{ij} \partial_j (\phi^{IR})_i \right) \alpha^{UV} + \frac{4H^b}{(\alpha_t^{IR})^2} \partial_j (\phi^{UV})_i + \frac{2}{M_{PL}^2} \left[ \frac{\left( \alpha_t^{IR} \right)^2}{(\alpha_t^{IR})^2} \partial_i (\phi^{IR})_k \partial_j (\phi^{IR})_i + \frac{2}{(\alpha_t^{IR})^2} \partial_i (\phi^{IR})_k \partial_j (\phi^{IR})_i \right] \right] \tag{28}
\]

where we have inserted and extra subindex \( (\circ) \) to indicate that we are at leading order in gradient expansion.

Using Fourier analysis, we can now define more rigorously the IR and UV modes. If we choose the Heaviside theta as the window function to split these two modes (as done in the stochastic approaches to inflation) we have

\[
X^{IR}(t, x) = \int \frac{dk}{(2\pi)^{3/2}} \Theta(\sigma a_i(t)H_i(t) - k) \mathcal{X}_k(x, t),
\]

\[
X^{UV}(t, x) = \int \frac{dk}{(2\pi)^{3/2}} \Theta(k - \sigma a_i(t)H_i(t)) \mathcal{X}_k(x, t). \tag{29}
\]

Note that, in the spirit of gradient expansion, the splitting is done on the local cosmological horizon \( a_i H_i \) which generically differs from the one of the background.

Note also that in spatially flat gauge and at leading order in gradient expansion we have the following:

\[
a_i = a(t) e^{-\int \frac{1}{2} \partial_t (\phi^{IR})^2 dt}; \quad H_i = \frac{H^b}{(\alpha_t^{IR})} - \frac{1}{3(\alpha_t^{IR})} \partial_t (\phi^{IR})^2. \tag{30}
\]

This has been obtained by noticing that the three-dimensional scalar \( K \equiv -3H_i \).

Inserting the definition of \( X^{UV} \) of equation (29) into (28) we get the following expression:
\[- \frac{1}{4 (\alpha^i_1)^2} \left[ \delta^{ik} \partial^j (\alpha^i_1 (\beta^I_R)_k) + \delta^{jk} \partial^i (\alpha^i_1 (\beta^I_R)_k) - \frac{2}{3} \delta^{ij} \partial^k (\alpha^i_1 (\beta^I_R)_k) \right] \]

\[ \times \left[ \delta_{ik} \delta_j (\alpha^i_1 (\beta^I_R)_k) + \delta_{jk} \delta_i (\alpha^i_1 (\beta^I_R)_k) - \frac{2}{3} \delta_{ij} \delta_k (\alpha^i_1 (\beta^I_R)_k) \right] \]

\[+ \frac{2}{3} \left( -3 \frac{H^b}{\alpha^i_1} + \frac{1}{(\alpha^i_1)^2} \partial_k (\alpha^i_1 (\beta^I_R)_k) \right)^2 - \frac{2}{M^2_P L} \left[ (\alpha^i_1 (\phi^I_R)) \right] - V (\alpha^i_1 (\phi^I_R)) \]

\[= - \partial_t (\alpha^i_1 H(t)) \int \frac{dk}{2\pi^{3/2}} \delta(k - \alpha^i_1 H(t)) (\varphi^{UV}_k) \left\{ \frac{2}{M^2_P L (\alpha^i_1)^2} \left[ (\alpha^i_1 (\phi^I_R)) \right] - \left( \frac{2}{3} \partial_i (\alpha^i_1 (\phi^I_R)) \right) \right\} \]

\[+ \int \frac{dk}{2\pi^{3/2}} \Theta(k - \alpha^i_1 H(t)) \left\{ \left( \frac{2}{M^2_P L (\alpha^i_1)^2} \right) \left[ (\alpha^i_1 (\phi^I_R)) \right] - \left( \frac{2}{3} \partial_i (\alpha^i_1 (\phi^I_R)) \right) \right\} \]

\[+ \frac{2}{M^2_P L} \left[ (\alpha^i_1 (\phi^I_R)) \right] - \left( \frac{2}{3} \partial_i (\alpha^i_1 (\phi^I_R)) \right) \]

\[= - \partial_t (\alpha^i_1 H(t)) \int \frac{dk}{2\pi^{3/2}} \delta(k - \alpha^i_1 H(t)) (\varphi^{UV}_k) \left\{ \frac{2}{M^2_P L (\alpha^i_1)^2} \left[ (\alpha^i_1 (\phi^I_R)) \right] - \left( \frac{2}{3} \partial_i (\alpha^i_1 (\phi^I_R)) \right) \right\} \]

\[\text{(31)}\]

where \((\varphi^{UV}_k)\), \((\alpha^{UV}_k)\) and \((\beta^{UV}_k)\) are operators defined as in [35].

The right hand side of (31) has two different terms:

- The second integral (terms multiplying \(\Theta(k - \alpha^i_1 H(t))\)) is the Hamiltonian constraint at sub-horizon scales. Assuming it is satisfied once the Bunch-Davies vacuum is chosen, it can be consistently set to zero.

- In this respect, the first integral, proportional to a Dirac delta, can be seen as a boundary condition for the IR Hamiltonian.

We then get

\[- \frac{1}{4 (\alpha^i_1)^2} \left[ \delta^{ik} \partial^j (\alpha^i_1 (\beta^I_R)_k) + \delta^{jk} \partial^i (\alpha^i_1 (\beta^I_R)_k) - \frac{2}{3} \delta^{ij} \partial^k (\alpha^i_1 (\beta^I_R)_k) \right] \]

\[\times \left[ \delta_{ik} \delta_j (\alpha^i_1 (\beta^I_R)_k) + \delta_{jk} \delta_i (\alpha^i_1 (\beta^I_R)_k) - \frac{2}{3} \delta_{ij} \delta_k (\alpha^i_1 (\beta^I_R)_k) \right] \]

\[+ \frac{2}{3} \left( -3 \frac{H^b}{\alpha^i_1} + \frac{1}{(\alpha^i_1)^2} \partial_k (\alpha^i_1 (\beta^I_R)_k) \right)^2 - \frac{2}{M^2_P L} \left[ (\alpha^i_1 (\phi^I_R)) \right] - V (\alpha^i_1 (\phi^I_R)) \]

\[= - \partial_t (\alpha^i_1 H(t)) \int \frac{dk}{2\pi^{3/2}} \delta(k - \alpha^i_1 H(t)) (\varphi^{UV}_k) \left\{ \frac{2}{M^2_P L (\alpha^i_1)^2} \left[ (\alpha^i_1 (\phi^I_R)) \right] - \left( \frac{2}{3} \partial_i (\alpha^i_1 (\phi^I_R)) \right) \right\} \]

\[\text{(32)}\]

In order to interpret (32) as a stochastic equation, the right hand side should be, at least approximately, a white noise.

The IR and UV modes are coupled in the Hamiltonian constraint of \((\varphi^{UV}_k)\). Thus, at least at the exact level, one cannot interpret \((\varphi^{UV}_k)\) as a quantum Gaussian variable, as it would be in linear theory.
More technically, the dynamics of the system becomes non-Markovian, namely, the noises themselves, modify the local background in which they are computed. This is very difficult to treat and, as far as we know, the only attempt to do that has been done in [31].

To circumvent this problem, it is commonly assumed (we will call this the Starobinski approximation [30]) that $Y^{IR}X^{UV} = Y^{b}X^{UV} + \mathcal{O}((X^{UV})^{2})$. Here, $X^{UV}$ and $Y^{IR}$ are any UV and IR functions. We then define $Y^{b}$ as the equivalent background function of $Y^{b}$ to do that has been done in [31].

Having adopted the Starobinski approximation we are now ready to interpret (32) as a stochastic equation. First of all we now define “the noise” as $\delta\phi_{i}(t)$ by the hermitian operator $\delta_{ij}\partial_{j}Y^{IR}$.

The reason is the well known fact that at super-horizon scales the quantum system is in a squeezed state [32, 33]. Because we are in inflation, the UV modes evolve fully quantum-mechanically and the IR ones do it stochastically.

The integral of (33) evaluates the field fluctuations at the coarse-grained scale. Here, the UV modes are generically defined as the solution of the evolution equations in the global background and at deep sub-horizon scales.

The noise can then be calculated by considering that the quantum evolution of the UV modes are generically defined as

$$
\delta\phi_{i}(t) = -\sigma a (H^{b})^{2} (1 - \epsilon_{1}) \int \frac{d^{3}k}{(2\pi)^{3/2}} \delta(k - \sigma a H^{b}) \delta\varphi_{k|i},
$$

where $\delta\varphi_{k|i}$ is the fluctuation of the scalar field on the background calculated in the spatially flat gauge. With this we have that (32) can be approximately written as

$$
-\frac{1}{4} \left[ \delta^{ik} \partial_{j} \left( (0)\beta^{IR}_{i} \right)_{k} + \delta^{jk} \partial_{i} \left( (0)\beta^{IR}_{j} \right)_{k} - \frac{2}{3} \delta^{ij} \partial_{k} \left( (0)\beta^{IR}_{i} \right)_{k} \right]
\times \left[ \delta^{ik} \partial_{j} \left( (0)\beta^{IR}_{i} \right)_{k} + \delta^{jk} \partial_{i} \left( (0)\beta^{IR}_{j} \right)_{k} - \frac{2}{3} \delta^{ij} \partial_{k} \left( (0)\beta^{IR}_{i} \right)_{k} \right]
+ \frac{2}{3} \left[ \left( (0)\phi^{IR}_{i} \right)^{2} - \frac{2M_{PL}^{2}}{(0)\alpha_{IR}^{2}} \right]
\xi_{i}(t)|_{i} = \frac{2}{M_{PL}^{2}} \left( (0)\phi^{IR}_{i} \right)^{2} \xi_{i}(t)|_{i}.
$$

Because we are in inflation, the UV modes evolve fully quantum-mechanically and the IR ones do it stochastically. The reason is the well known fact that at super-horizon scales the quantum system is in a squeezed state [32, 33].

The noise can then be calculated by considering that the quantum evolution of the UV modes are generically defined by the hermitian operator $\lambda^{UV}_{k}(x,t)$:

$$
\lambda^{UV}_{k}(x,t) = \epsilon^{-ikx} X_{k}(t) a_{k} + \epsilon^{ikx} X^{*}_{k}(t) a_{k}^{\dagger},
$$

where $a_{k}$ and $a_{k}^{\dagger}$ are the usual creation and annihilation operators related to $\lambda^{UV}_{k}(x,t)$. Finally, $X_{k}(t)$ is the solution of the evolution equations in the global background and at deep sub-horizon scales.

The integral of (33) evaluates the field fluctuations at the coarse-grained scale. Here, the UV perturbations, that started from a coherent vacuum state, have evolved into a highly squeezed state in which the variable $(\phi^{UV}_{k})_{i}$ can take any value with corresponding probability $(\phi^{UV}_{k})_{i}^{2}$.

We would like to end this section by warning the reader that the stochastic equation (34) is still slightly inconsistent. The point is that, by the same Starobinski approximation adopted on the right hand side, the left hand side should also be linearized. We will nevertheless bare this inconsistency as long as the correlations functions calculated with stochastic means will coincide, up to second order in perturbation theory, to the ones calculated in linear perturbation theory with QFT methods. On the contrary, while the result of the stochastic method will be un-physical, inconsistencies between the two approaches will signal the break-down of perturbation theory.

From now on, the rest of the paper is devoted to check whether, in all cases of interest, the stochastic formalism is equivalent to linear perturbation theory at all order in slow roll parameters.

By the help of the momentum constraint, we will then construct a stochastic formalism which is valid at all orders in $\epsilon_{i}$ and will call this the “new” stochastic formalism. Our “new” stochastic formalism can be thought as a nontrivial
check of the linear QFT results and, at the same time, it is easier to implement numerically, especially for the calculation of higher correlations functions.

Before doing so, we will illustrate the stochastic method to inflation used so far and call it the “old” stochastic formalism. As we shall see, this method make use of the separate universe approach and hence it is generically only valid at leading order in $\epsilon$ as explained in section [1D1]

B. “Old” stochastic formalism: spatially flat gauge with $\partial_i \left( \langle 0 \rangle \beta^i \right) = 0$.

The fact that under the Starobinski approximation, stochastic inflation can only reproduce linear perturbation theory, has not been made explicit until now, as far as we know. This lack of awareness, has made of the stochastic formalism one of the most used framework to study non-linear effects during inflation. It has been used in the cases of Slow-Roll [8, 9] and beyond Slow-Roll [4–7] for single field inflationary models, or in multifield inflation [10, 11].

The gauge typically used for the stochastic approach to inflation is the spatially flat gauge [24, 34] with the further approximation $\partial_i \left( \langle 0 \rangle \beta^i \right) = 0$. As we have already mention in section [1D1] this further approximation is only consistent in a SR regime up to next-to leading order in $\epsilon_1$, although it has been used, inconsistently, also in other contexts. Another approach used in the literature has been to compute the noises within spatially flat gauge while only at zeroth order in $\epsilon$ one of the most used framework to study non-linear effects during inflation. It has been used in the cases of Slow-Roll [8, 9] and beyond Slow-Roll [4–7] for single field inflationary models, or in multifield inflation [10, 11].

The background number of e-folds $dN = H^b dt$ as a time variable and neglecting all terms proportional to $\epsilon_1$ (in order to be consistent with $\partial_i \left( \langle 0 \rangle \beta^i \right) = 0$) we will arrive to the following SR stochastic equation (see Appendix [C] for the derivation):

$$\frac{\partial \phi^IR}{\partial N} + 3M^2 P_L \frac{V_\phi (\phi^IR)}{V (\phi^IR)} = \frac{H^b}{2\pi} \xi(N)|_f.\quad (36)$$

where $\langle \xi(N_1)|_f \xi(N_2)|_f \rangle = \delta (N_1 - N_2)$. Note that, in order to be consistent with the Starobinsky approximation the noises has been calculated at leading order in $\epsilon_1$.

We would like to stress once more that this equation is only valid in the linear regime in which $\phi^IR - \phi_b = O(\delta \phi^I)$ and at leading order in slow roll. Thus it is less precise than perturbation theory, contrary to what commonly stated.

At zeroth order in $\epsilon_1$ for the lapse, i.e. taking $\langle 0 \rangle \alpha^I = 1$, the approximation $\partial_i \left( \langle 0 \rangle \beta^i \right) = 0$ is also always consistent. In this respect, one can write the stochastic USR system as

$$\langle 0 \rangle \pi^IR = \frac{\partial \phi^IR}{\partial N} + \frac{H^b}{2\pi} \xi(N)|_f,$$

$$\frac{\partial \langle 0 \rangle \pi^IR}{\partial N} = -3 \langle 0 \rangle \pi^IR.\quad (37)$$

In the next section we will construct a “new” stochastic formalism which is valid at all order in $\epsilon_1$. This, as we have already mentioned, will be achieved by making use of the momentum constraint. It turns out that the simplest gauge to study the momentum constraint is the uniform Hubble gauge, thus, our stochastic equations will be written in this gauge rather than the spatially flat one, as used until now in the literature.

IV. “NEW” STOCHASTIC FORMALISM

In this section we will use the so called uniform Hubble gauge [36], where $K = -3 \frac{\dot{a}}{a} = -3 H^b$. This gauge does not fix the coordinates uniquely and one can further impose $\beta^i = 0$. Note that this gauge bypasses immediately all the issues related to the correct estimation of the gradient order of the shift vector.

The procedure to follow is exactly the same as the one explained in the section [IIF1A] and the details can be found in the appendix [D]. Here we will only write the main results. Moreover, to make reading easier, we are also going to suppress the sub-indices and super-indices indicating the gauge and the gradient expansion orders. This means that an $\alpha$ here will mean $\langle 0 \rangle \alpha^IR$, where $\delta K \equiv K + 3H^b = 0$ specifies the gauge, and so on. Moreover, as a further simplification of notation we will now use $H \equiv H^b$.

The full stochastic system is the following set of coupled equations:

$$\begin{align*}
\frac{\partial \phi^IR}{\partial N} &= \frac{V_\phi (\phi^IR)}{V (\phi^IR)} - \frac{H^b}{2\pi} \xi(N)|_f, \\
\frac{\partial \langle 0 \rangle \pi^IR}{\partial N} &= -3 \langle 0 \rangle \pi^IR.\quad (37)\end{align*}$$
The evolution equation for the spatial metric (A4):

\[ \frac{\partial \xi}{\partial N} - (\alpha - 1) = - \xi_4(N)|_{\delta K=0}, \]  

(38)

where \( \xi_4(N)|_{\delta K=0} \) is given in appendix D.

- Scalar field equation for the field (A1):

\[ \pi \equiv \frac{1}{\alpha} \frac{\partial \phi}{\partial N} + \xi_1(N)|_{\delta K=0} = \frac{\partial \tilde{\phi}}{\partial N} + \xi_1(N)|_{\delta K=0}. \]

(40)

- Hamiltonian constraint (A2):

\[ H^2 = \frac{V(\phi)}{3M_{PL}^2 - \frac{1}{2} \left( \frac{\partial \phi}{\partial N} \right)^2 - \frac{\partial \phi}{\partial N} \xi_1(N)|_{\delta K=0}} = \frac{V(\phi^b)}{3M_{PL}^2 - \frac{1}{2} \left( \frac{\partial \phi}{\partial N} \right)^2}. \]

(41)

- Evolution equation for the trace of the extrinsic curvature (A6):

\[ \left( \frac{\partial \phi}{\partial N} \right)^2 = \alpha \left( \frac{\partial \tilde{\phi}}{\partial N} \right)^2 + \frac{2}{3} (2 + \alpha) \frac{\partial \phi}{\partial N} \xi_1(N)|_{\delta K=0}. \]

(42)

This equation, together with the Hamiltonian constraint (41), gives an exact solution for \( \alpha \):

\[ \alpha = \frac{3 \left( \frac{\partial \phi}{\partial N} \right)^2 - 4 \frac{\partial \phi}{\partial N} \xi_1(N)|_{\delta K=0}}{18M_{PL}^2 \left( 1 - \frac{V(\phi)}{V(\phi^b)} \right) + \frac{V(\phi)}{V(\phi^b)} \left( \frac{\partial \phi}{\partial N} \right)^2 - 4 \frac{\partial \phi}{\partial N} \xi_1(N)|_{\delta K=0}}. \]

(43)

Making use of the Starobinski approximation we get

\[ \alpha = 1 + \left( 1 - \frac{V(\phi)}{V(\phi^b)} \right) - \frac{6M_{PL}^2}{\left( \frac{\partial \phi}{\partial N} \right)^2} \left( 1 - \frac{V(\phi)}{V(\phi^b)} \right). \]

(44)

- Because of the novelty of the momentum constraint in the stochastic framework we will here make explicit all steps. We start from (A3). As explained in section II C, the way of extracting some information from the momentum constraint at leading order in gradient expansion is by going to next to leading order in gradient expansion and then applying the limit \( \sigma \rightarrow 0 \) (see [37]). This is the reason we consider the exact momentum constraint valid at all orders in \( \sigma \):

\[ D^j_{(n)} \tilde{A}_{ij} = - H^b \frac{\partial (n) \phi}{\partial N} (n) \alpha M_{PL} \partial_i (n) \phi. \]

(45)

The sub-index \( (n) \) means that we are at all orders in gradient expansion. The momentum constraint can be written in a more convenient way as

\[ e^{-3 (n) \xi} \partial^j \left( e^{3 (n) \xi} (n) \tilde{A}_{ij} \right) = - H^b \frac{\partial (n) \phi}{\partial N} (n) \alpha M_{PL} \partial_i (n) \phi. \]

(46)
Moreover, $(n)\tilde{A}_{ij}$ can be written in terms of the time derivative of $(n)\tilde{\gamma}_{ij}$ using (A5) getting:

\[
\frac{1}{2} \left[ 3\partial_{i}^{\dagger}(n)\zeta_{N} \left( (n)\tilde{\gamma}_{ij} - \delta_{ij} \right) - \frac{\partial_{i}^{\dagger}(n)\alpha}{(n)\alpha} \partial_{N} \left( (n)\tilde{\gamma}_{ij} - \delta_{ij} \right) + \partial_{N} \partial_{i}^{\dagger} \left( (n)\tilde{\gamma}_{ij} - \delta_{ij} \right) \right] = \frac{\partial_{i}^{\dagger}(n)\phi}{M_{PL}^{2}} \partial_{i}(n)\phi. \tag{47}
\]

We now split between IR and UV by at the same time keeping only terms up to $O(\sigma)$: The new stochastic framework we have worked out is now valid at all order in $\epsilon$, where $\epsilon$ is an arbitrary function. In this case we have:

\[
\partial_{i} \left( \frac{\partial_{N}^{\dagger}}{2 M_{PL}^{2}} \phi \right) = -\partial_{i} \xi_{5}(N) |_{\delta K=0}. \tag{49}
\]

The key point now is that the leading order in gradient expansion is related to the longest wavelength of the perturbations. In Fourier modes, this means that we are considering the limit $k \to 0$ while keeping $k \neq 0$. Thus, (49) is not identically satisfied. Because the $k = 0$ mode represents the background, the solution of (49) is

\[
\frac{\partial}{\partial N} \nabla^{2} C + 3 \frac{\partial_{N}^{\dagger} \phi}{2 M_{PL}^{2}} (\phi - \phi_{b}) = -\xi_{5}(N) |_{\delta K=0}. \tag{50}
\]

We will see that, although this information does not enter in the evolution equations at zeroth order in gradient expansion, it does in the calculation of the perturbations correlators via the variable [38, 39]:

\[
\zeta^{NL} \equiv \zeta + \frac{\nabla^{2} C}{3}. \tag{51}
\]

The reason is that the correlators we want to calculate, like the power spectrum, carry information about the long wavelength limit of the curvature perturbations, which is precisely the information stored in the momentum constraint.

Equations [38, 39, 41, 42] and (50) represent a closed and solvable system of stochastic equations. It is interesting to note that in this gauge, contrary to the spatially flat one, the momentum constraint is decoupled from the rest of the stochastic system.

The “new” stochastic framework we have worked out is now valid at all order in $\epsilon$, which represents one of the main results of this paper. In the spatially flat gauge, the same would have been only achieved by considering $\partial_{i} \beta^{i} = O(\sigma) \neq 0$, whereas by fixing $\partial_{i} \beta^{i} = 0$, one easily get the old stochastic formalism at leading order in $\epsilon$ as shown in appendix C.

Note that, when talking about non-linear variables, we cannot write $\frac{\partial_{N}^{\dagger}}{M_{PL}^{2}} \partial_{i}(\phi)$ as a total derivative, this is only true under the Starobinsky approximation, where $\frac{\partial_{N}^{\dagger}}{M_{PL}^{2}} \partial_{i}(\phi) \approx \frac{\partial_{N}^{\dagger}}{M_{PL}^{2}} \partial_{i}(\phi)$. 

4 Take for example $C = x \cdot x g(t, \sigma x)$, where $g$ is an arbitrary function. In this case we have:

\[
\partial_{i} \partial_{j} C - \frac{1}{3} \delta_{ij} \nabla^{2} C = O(\sigma)
\]

and hence both $\partial_{i} \partial_{j} C - \frac{1}{3} \delta_{ij} \nabla^{2} C$ and $\partial^{i} \left( \partial_{i} \partial_{j} C - \frac{1}{3} \delta_{ij} \nabla^{2} C \right) = \partial^{i} \left( \frac{1}{3} \nabla^{2} C \right)$ are of order $\sigma$.

5 Take for example $C = x \cdot x g(t, \sigma x)$, where $g$ is an arbitrary function. In this case we have:

\[
\frac{\partial_{i} \phi}{\partial N} \approx \frac{\partial_{i} \phi}{\partial N}.
\]
A. Non-linear curvature perturbation

Now that we managed to write the evolution equations for the stochastic system we need to define an observable. In linear perturbation theory where the scalarly perturbed metric can be written in the form

\[ ds^2 = -(1 + 2\epsilon)dt^2 + 2a\partial_i Bdx^i dt + a^2 \left[(1 + 2D)\delta_{ij} - 2E_{ij}\right] dx^idx^j, \]

it exists a gauge invariant variable that encompasses all the scalar perturbations, this variable is called the Mukhanov-Sasaki variable and it is defined as:

\[ Q^\text{lin} \equiv \delta \phi + \frac{\partial \phi}{\partial N} \left( D + \frac{1}{3} \nabla^2 E \right). \]

A non-linear gauge invariant variable at leading order in gradient expansion was defined in [40, 41] as:

\[ Q^\text{NL}_i = \partial_i \phi + \frac{1}{\alpha} \frac{\partial \phi}{\partial N} \partial_i \zeta. \]

However, the \( Q^\text{NL}_i \) in its linearisation, does not include the term \( \propto \nabla^2 E \).

One can however straightforwardly generalise \( Q^\text{NL}_i \) by replacing \( \zeta \rightarrow \zeta^\text{NL} \) as suggested in [38, 39, 12] and define:

\[ Q^\text{IR} = \phi - \phi^b + \frac{1}{\alpha} \frac{\partial \phi}{\partial N} \zeta^\text{NL}. \]

It is then straightforward to check that, once the background is substracted, this new variable precisely matches \( Q^\text{lin} \). Whether or not \( Q^\text{IR} \) is the corresponding non-linear generalisation of \( Q^\text{lin} \) is not our concern here. As stressed many times, we can indeed only trust our stochastic equations in the linear regime (or in the Starobinski approximation) where \( \langle Q^\text{lin}_i \ldots Q^\text{lin}_j \rangle \sim \langle Q^\text{IR}_i \ldots Q^\text{IR}_j \rangle \). Thus, whenever this holds, the \( Q^\text{IR} \) constructed from our non-linear stochastic variables, will be approximately the same observable as \( Q^\text{lin} \).

In section VI we will apply this “new” stochastic formalism to different regimes of inflation comparing it with the “old” stochastic formalism and linear perturbation theory.

V. NUMERICAL IMPLEMENTATION

It is important to realize that we will be comparing two different results from different theories: (a) linear perturbation theory and (b) stochastic approaches. The results coming from the “old” stochastic formalism must be compared with linear perturbation theory at leading order in \( \epsilon_1 \) whereas results coming from the “new” stochastic formalism must be compared with linear perturbation theory at all orders in \( \epsilon_i \).

The quantity we want to compute in both theories is the real space correlator of the Long-Wavelength scalar variable \( Q^\text{IR} \) as a function of the number of e-folds \( N \). In particular in this paper we will focus to the two-point correlation function (related to the power spectrum in Fourier space).

A. Linear perturbation theory

In linear perturbation theory we have:

\[ \langle Q^\text{lin}_i(N,x)Q^\text{lin}_j(N,x) \rangle = \int_{\sigma_a(N)H(N)=0}^{\sigma_a(N)H(N)} \frac{dk}{k} P_Q(k,N) = \int_{\log(\sigma_a(N)H(N))}^{\log(\sigma_a(N)H(N))} P_Q(k,N) d\log k, \]

where we are introducing the power spectrum evaluated at the same spatial point \( x \):

\[ P_Q(k,N) = \frac{k^3}{2\pi^2} |Q_k(N)|^2, \]

where \( Q_k \) is the solution of the Mukhanov-Sasaki (MS) equation for the scalar perturbations (see [B33] in appendix B). The limits in \( 56 \) correspond to the selection of modes inside the coarse grained scale (defined by \( k = \sigma_a(N)H(N) \)) from the beginning of inflation (\( N = 0 \)). This anti-Fourier transformation from the power spectrum is needed in order to compare \( 56 \) with the real space correlator coming from the stochastic formalism.

In order to find \( 57 \) we numerically solve the MS equation for many values of \( k \) between the two integration limits in \( 56 \). After that, we perform a numerical integration in the \( k \) direction. In Fig. 1 this procedure is explained.

In the stochastic formalism, the IR part of the field receives stochastic kicks from \( N = 0 \) onward. Thus the first \( k \)-mode from which the IR field receives a kick is the one with \( k = \sigma_a(N = 0)H(N = 0) \).
FIG. 1. Numerical procedure followed in order to compute (56): each blue line corresponds to the solution of the MS equation \( Q_k(N) \) with fixed wave number \( k \) in a generic Slow-Rolling background. The grey plane represents the plane in which each \( k \)-mode exits the coarse-grained scale. The idea is to integrate from \( k = \sigma a H(N) = \sigma e^N H(N) \) i.e. in the direction followed by the grey arrow. This means that the value of \( \langle Q_{lin}(N) Q_{lin}(N) \rangle \) at time \( N \) will be the integral of the exponential of the blue surface (it is the exponential because we have plotted the log of the power spectrum for better visualization) from the \( \log(\sigma H(0)) \) plane up to the grey plane along the line where \( N = N_\star \). For example, for \( N_\star = 10 \) we will be integrating the red line.

Whenever \( P_Q(k, N) \) does not depend on \( N \), one can do a very useful approximation, which consists in evaluating the power spectrum at coarse-grained scale crossing, i.e. at \( k = \sigma a H \), and assume that this value does not change with time. This would allow us to write (56) as

\[
\langle Q_{lin}(N) Q_{lin}(N) \rangle = \int_0^N P(k = \sigma a(N') H(N')) dN'.
\]

(58)

In this case one could write the power spectrum as the derivative with respect of the number of e-folds \( N \) of the correlator in real space.

\[
P(k) = \frac{d}{dN} \langle Q_{lin}(N) Q_{lin}(N) \rangle,
\]

(59)

Graphically, this would correspond to perform the integral (58) in the direction \( N \) (x axis in Fig 1) by calculating the value of power spectrum only in the point in which blue and grey surfaces of Fig. 1 cross.

However, this technique cannot be used if the power spectrum evolves with time. Thus, unfortunately, the approximation (59) cannot be used with the full numerical result. However, it can be used at zeroth order in \( \epsilon_1 \) in SR and USR but not in any transition between them.

B. Stochastic evolutions

In the stochastic approach, where the variables are statistical and non-linear, we can define a “non-linear” perturbation as \( \Delta Q^{IR} = Q^{IR} - \overline{Q^{IR}} \), where \( \overline{Q^{IR}} \) is the mean value of the variable \( Q^{IR} \). With this definition it is clear that the correlator in real space at the same time \( N \) is the statistical variance of the stochastic variable \( Q^{IR} \).

We will compute \( \text{Var}(Q^{IR}(N)) \) by simulating the system of stochastic equations many times where the noises will take values distributed gaussianly with variances defined in (C4) (if we are using the “old” stochastic formalism) or the corresponding ones in uniform Hubble gauge (if we are using the “new” stochastic formalism).

---

6 Within the “new” stochastic formalism, the variances of the noises are calculated numerically. For example, the variance of the noise \( \xi_{l,k=0} \) at time \( N \) is the (numerically obtained) power spectrum of \( \delta \phi_{l,k=0} \) evaluated at the wave number \( k = \sigma a(N) H(N) \) and at coarse-grained crossing time, i.e. when blue and grey surfaces of Fig. 1 cross.
We will then run the system of stochastic equations many times until we have enough statistics to give a trustworthy value for \( \text{Var}(Q_{IR}(N)) \).

Since with the “new” stochastic formalism we are able to compute variables with precision \( \epsilon \ll 1 \), we will use a Runge-Kutta method of third order adapted for stochastic equations, which was first developed in [43]. Note that the adaptation of Runge-Kutta methods to stochastic equations is not trivial [44]. We write down in \( \text{V B} \) the algorithm used in our simulation, where the noises are always additive (meaning that their variance only depend on the time variable and not on the stochastic variables themselves) and completely correlated (which means that there is effectively only one noise).

1. Numerical algorithm for the stochastic simulation

We denote by \( X = (X_t)_{t \in I} \) (where \( I = [t_0, T] \) for some \( 0 \leq t_0 < T < \infty \)) the solution of the \( d \)-dimensional system of stochastic differential equations (SDE) (60).

\[
X_t = X_{t_0} + \int_{t_0}^{t} a(s, X_s) \, ds + \sum_{j=1}^{m} \int_{t_0}^{t} b_j(s, X_s) \, dW_s^j, \quad (60)
\]

with an \( m \)-dimensional driving Weiner process \( (W_t)_{t \geq 0} = ((W^1_t, ..., W^m_t)_T)_{t \geq 0} \).

In our case we have completely correlated noises and hence \( m = 1 \). A further simplification can be done to (60) by imposing the additivity of the noises, which translates into \( b(s, X_s) = b(s) \). Under these simplifications, the algorithm used in order to numerically solve (60) is an order 1.5 strong Stochastic Runge-Kutta (SRK) method defined by \( Y_0 = X_{t_0} \) and:

\[
Y_{n+1} = Y_n + \sum_{i=1}^{s} \alpha_i a \left( t_n + c_i(0) h_n, H_i^{(0)} \right) + \sum_{i=1}^{s} \left( \beta_i^{(1)} I_{(1)} + \beta_i^{(2)} \frac{I_{(1,0)}}{h_n} \right) b \left( t_n + c_i(1) h_n \right), \quad (61)
\]

for \( n = 0, 1, ..., N - 1 \) with stages

\[
H_i^{(0)} = Y_n + \sum_{j=1}^{s} A_{ij}^{(0)} a \left( t_n + c_i(0) h_n, H_j^{(0)} \right) h_n + \sum_{j=1}^{s} B_{ij}^{(0)} b \left( t_n + c_j(1) h_n \right) \frac{I_{(1,0)}}{h_n}, \quad (62)
\]

for \( i = 1, ..., s \). In the algorithm described above \( h_n \) is the time step, \( I_{(1)} \) and \( I_{(1,0)} \) are some \( \text{Itô} \) stochastic integrals that will be specified in [63], and \( \alpha_i, c_i(0), c_i(1), \beta_i^{(1)}, \beta_i^{(2)}, A_{ij}^{(0)} \) and \( B_{ij}^{(0)} \) are some constants that characterize the method, they are usually written in a compact way using the so-called Butcher tableau:

\[
\begin{array}{ccc|ccc|ccc}
A^{(0)} & B^{(0)} & c^{(1)} \\
\alpha & \beta^{(1)} & \beta^{(2)} & \beta^{(1)} & \beta^{(2)} & \beta^{(1)} & \beta^{(2)} & \beta^{(1)} & \beta^{(2)}
\end{array}
\]

TABLE I.

The specific entries of the Butcher tableau of TABLE II used in the SRK method of order 3 (in the deterministic part) are written down in TABLE II

\[
\begin{array}{c|c|c|c|c|c|c|c|c|c|c|c}
0 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 \\
2 & 2 & 2 & 1 & 0 & 1 & 0
\end{array}
\]

TABLE II.

Once the Butcher tableau is specified, the only thing left is to define the stochastic \( \text{Itô} \) integrals \( I_{(1)} \) and \( I_{(1,0)} \)
\[ I(1) = \int_{t_n}^{t_{n+1}} dW_s; \quad I(1,0) = \int_{t_n}^{s} dW_u ds. \quad (63) \]

One can easily compute the expected value, the variance and the correlation of the integrals defined in (63) getting:

\[
E(I(1)) = 0 \quad E(I^2(1)) = h^2_n \quad E(I(1,0)) = 0 \quad E(I^2(1,0)) = \frac{1}{3} h^3_n \quad E(I(1,0)I(1)) = \frac{1}{2} h^2_n. \quad (64)
\]

The statistical behavior of (64) can be implemented numerically by defining two independent \( \mathcal{N}(0; 1) \) random variables \( U_1 \) and \( U_2 \). In this case we have:

\[
I(1) = U_1 \sqrt{h_n} \quad I(1,0) = \frac{1}{2} h^{3/2}_n \left( U_1 + \frac{1}{\sqrt{3}} U_2 \right) \quad (65)
\]

It is important to remark that if one do a naive extension of the Runge-Kutta method from deterministic equations to stochastic equations one would get a precision similar to the Euler-Maruyama method, which is of weak order 1. This was firstly noticed in [45] and it can be numerically seen in Fig. 2.

**FIG. 2.** Analytical solution (in magenta) of the stochastic equation \( dX(t) = \lambda X(t) dt + \nu X(t) dW_t \) where \( \lambda = 2, \nu = 1 \) and \( X(0) = 1 \), \( W_t \) represents a brownian motion. The dashed lines represent numerical simulations of the same equation. One can clearly see that both the Euler-Maruyama method (red line) and a naive stochastic extension of the Runge-Kutta of third order for deterministic equations (blue line) give a similar precision. The precision is highly improved if we use the stochastic Runge-Kutta method proposed in [43], which is the method used in this paper.

## VI. COMPARISONS

In this section we will compare the real space power spectrum of the “old” and the “new” stochastic frameworks with linear perturbation theory.

\(^7\) \( \mathcal{N}(0; 1) \) refers to a random variable that follows a normal distribution with mean 0 and variance 1
For each model of inflation we consider, that are characterized by the inflationary potential, we will show at least the following two figures: a) the comparison between the four different real space correlators; b) the relative difference between the real space correlator calculated using the “new” stochastic formalism and the one using numerical linear perturbation theory for two different $M$, where $M$ is the number of stochastic realizations to be averaged. This plot has the goal of showing that the more precise is the stochastic correlator (higher $M$), the closer we are to the linear perturbation theory correlator.

A. Quadratic Slow Roll

The first model is the prototype of SR inflation in which the potential is

$$V(\phi) = \frac{1}{2}m^2 \phi^2.$$  \hfill (66)

In the numerical implementation we have chosen $m^2 = 1 \times 10^{-9}$, and, from now on, we use units $M_{PL} = 1$.

In this case the real space correlator $\langle \delta \phi^2 \rangle$ calculated using the “old” stochastic formalism (purple line of Fig. 3) is simulated using equation (36). The real space correlator $\langle \delta \phi^2_{lin} \rangle$ calculated using linear perturbation theory at zeroth order in $\epsilon_1$ (green dashed line of Fig. 3) is:

$$\langle \delta \phi^2_{lin}(N) \rangle = \int_{\sigma_a(N=0)H}^{\sigma_a(N)H} \frac{dk}{k} P_Q(k, N) = \int_{\sigma_a(N=0)H}^{\sigma_a(N)H} \frac{dk}{k} \frac{k^3}{2\pi^2} |Q_k(N)|^2 = \left( \frac{H}{2\pi} \right)^2 N$$  \hfill (67)

where $H$ is taken as a constant, consistently to the zeroth order in $\epsilon_1$. In passing we note that the solution (67) is valid for any slow-roll potential (like the Hilltop potential studied in subsection VI B), but also for a USR regime.

In Fig. 3 and Fig. 4 we show that there are no appreciable differences between the three different approaches.
FIG. 4. During quadratic slow-roll, the relative difference between the real space correlator at all orders in $\epsilon_i$ calculated with the stochastic formalism and with the linear theory decreases as the number of statistics increases. We expect these two theories to exactly coincide at $M \to \infty$.

B. Absence of quantum diffusion

In this section we will study the model of Hilltop inflation \[46\], in which inflation is supposed to take place near a maximum of a potential. The potential can then be written as follows

$$V(\phi) = V_0 - \frac{1}{2} m^2 \phi^2,$$  \hspace{1cm} (68)

where we have chosen $V_0 = 0.1$ and $m^2 = 0.001$.

The reason we want to study a potential like (68) is because it was claimed in \[22\] that whenever $s \equiv \frac{1}{24\pi^2} \left| 2V - \frac{V_{\phi\phi}}{V_\phi^2} \right| > 1$, stochastic effects will be important. With the initial value of the field at $\phi(0) = 0.1$, $s \sim O(10)$. Note that this is still SR.

In Fig. 5 and Fig. 6 we show the comparisons between the different approaches. As we can see the correlator from the “new” stochastic formalism exactly coincides with linear perturbation theory at all order in SR parameters. Fig. 5 present some notable differences between the rest of correlators, we will explore those differences in the following showing that none of them are due to something that could be interpreted as a signal of quantum diffusion.

1. Perturbation theory: leading order versus all orders in $\epsilon_i$

The difference between the correlators calculated with the full numerical solution of $Q_k$ (blue and yellow dashed lines) and the correlators at zeroth order in $\epsilon_i$, is mainly due to the coarse-grained scale $\sigma$.

Schematically, the analytical expression for the power spectrum in the Slow-Roll approximation is

$$P_Q(k, N) = \frac{H^2}{4\pi^2} \left( \frac{k}{a H} \right)^{O(\epsilon_i)}.$$  \hspace{1cm} (69)

The real space correlator is then calculated as

$$\langle \delta \phi_{\text{lin}}^2 (N, \sigma) \rangle = \int_{\sigma(\sigma=0)H}^{\sigma(N)H} \frac{dk}{k} \frac{H^2}{4\pi^2} \left( \frac{k}{a H} \right)^{O(\epsilon_i)}.$$  \hspace{1cm} (70)
FIG. 5. During Hilltop inflation, no important differences are seen between linear perturbation theory at all orders in $\epsilon_1$ (yellow dashed line) and “new” stochastic formalism (blue line). Stochastic correlator at zeroth order (purple line) and linear correlator at zeroth order (dashed green line) both slightly differ from the two correlators enumerated at the beginning of the caption, this difference is due to the dependence of numerical noises on the coarse grained scale $\sigma$. Finally, the difference between the purple and the dashed green lines is due to the dynamics of the IR field as explained in the main text.

FIG. 6. During Hilltop inflation, the relative difference between the real space correlator at all orders in $\epsilon_1$ calculated with the stochastic formalism and with the linear theory decreases as the number of statistics increases. We expect these two theories to exactly coincide at $M \to \infty$.

leading to

$$\frac{\langle \delta \phi_{\text{lin}}^2 (N, \sigma) \rangle - \langle \delta \phi_{\text{lin}}^2 (N) \rangle}{\langle \delta \phi_{\text{lin}}^2 (N, \sigma) \rangle} \approx 1 - \sigma^{O(\epsilon_i)} ,$$  \hfill (71)

where $\langle \delta \phi_{\text{lin}}^2 (N) \rangle$ is the correlator calculated at leading order in $\epsilon_i$, i.e.

$$\langle \delta \phi_{\text{lin}}^2 (N) \rangle = \int_{\sigma_{(N=0)H}}^{\sigma_{(N)H}} \frac{dk}{k} \frac{H^2}{{4\pi}^2} .$$  \hfill (72)

It is easy to prove that the difference in (71) is much larger than $\epsilon_i$, which is what it is shown in Fig. 5. In fact,
\[ \sigma^{\mathcal{O}(\epsilon_i)} - 1 \gg \epsilon_i \] is equivalent to \[ \left| \log(\sigma) \right| \gg \mathcal{O}(1) \], which is always satisfied.

One could be lead to think that a result strongly dependent on \( \sigma \) is nonphysical. However, both linear theory and the new stochastic approach have the exact same dependence on \( \sigma \) which is removed in Fourier space. In other words, the \( \sigma \) dependence in real space simply translates to a \( k \)-dependence in Fourier space.

### 2. Linear perturbation theory versus stochastic formalism at leading order in \( \epsilon_i \)

The difference between the linear theory at zeroth order and the old stochastic formalism (purple solid and green dashed lines, respectively, observed in Fig. 5) is once again rooted in the \( k \) dependence of the power spectrum. We will see that the old stochastic formalism captures, in the correlator, the next to leading order in \( \epsilon_i \) with respect to linear theory. Thus no non-perturbative effects from the stochastic inflation should be searched to explain this difference.

We can define, in our model, the parameter \( x = \frac{m^2 V_0}{10} = 0.01 \ll 1 \) and compute the real space correlators in linear theory and in the "old" stochastic approach, to first order in \( x \). Within this approximation, the background equations are

\[ \frac{\partial \phi^b}{\partial N} - x \phi^b \simeq 0; \quad \epsilon_1 \simeq 0; \quad \epsilon_2 \simeq 2x. \]  

(73)

Using (73), the "old" stochastic equation (36) reduces to

\[ \frac{\partial \phi^R_1}{\partial N} - x \phi^R_1 = \frac{H}{2\pi} \xi(N), \]  

(74)

where \( \langle \xi(N_1)\xi(N_2) \rangle = \delta(N_1 - N_2) \). From (74), \( \text{Var}(\phi^R_1) \) is then straightforwardly computed:

\[ \text{Var}(\phi^R_1) = \frac{H^2}{4\pi^2 N} (1 + xN). \]  

(75)

Eq (75) corresponds to the purple solid line of Fig. 5.

The real space correlator in linear theory, at zeroth order in \( x \), would instead give

\[ \langle \delta \phi_{lin}^2 \rangle \bigg|_{x=0} = \int \sigma_a(N)^H \frac{dk}{k} \frac{H^2}{4\pi^2} = \frac{H^2}{4\pi^2} N, \]  

(76)

missing the additional term \( \propto xN^2 \) in (75).

If we now instead use the definition of the real space correlator (56), and compute it up to first order in \( x \), we get:

\[ \langle \delta \phi_{lin}^2 \rangle \simeq \int \sigma_a(N)^H \frac{dk}{k} \frac{H^2}{4\pi^2} \left( \frac{k}{\sigma a H} \right)^{-2x} = \frac{H^2}{4\pi^2} N (1 + xN). \]  

(77)

which precisely matches the result of the old stochastic framework.

### C. Ultra Slow Roll

In an Ultra Slow Roll phase, the inflaton moves in an exactly flat potential \( (V = V_0) \), this means that its velocity decreases exponentially and so \( \epsilon_1 \). Due to this exponential decreasing, the procedure explained in section V A leads to large numerical errors. Thus, in this subsection we will only use the approximate analytical solutions for \( Q_k \) both at zeroth and a first order in \( \epsilon_1 \). Because of the smallness of \( \epsilon_1 \) these approximations will be exponentially precise. The way of solving the MS equation up to \( \epsilon_1 \) precision in a USR regime is explained in Appendix E.

The real space variances computed both in linear perturbation theory and within the stochastic formalism at zeroth and first order in \( \epsilon_1 \), are shown in Fig. 7. We see that they give all approximately equal results.
FIG. 7. During an Ultra Slow Roll phase, no important differences are seen between linear perturbation theory and stochastic formalism. Differences between zeroth and first order in $\epsilon_1$ correlators are just due to $\epsilon_1(N = 0)$ terms. This dependence on the value of $\epsilon_1$ at $N = 0$ is explained (within the framework of linear theory) in appendix E.

At zeroth order in $\epsilon_1$, one can compute the correlator in the “old” stochastic formalism analytically as follows:

The stochastic system of equations to solve is:

$$\pi^{IR}_f = \frac{\partial \phi^{IR}_f}{\partial N} + \frac{1}{2\pi} \sqrt{\frac{V_0}{3}} \xi(N) \frac{\partial \pi^{IR}_f}{\partial N}$$

The second moments of the variables $\phi^{IR}_f$ and $\pi^{IR}_f$ follow a system of stochastic equations:

$$\begin{pmatrix}
\frac{\partial \langle \phi^{IR}_f(N) \pi^{IR}_f(N) \rangle}{\partial N} \\
\frac{\partial \langle \phi^{IR}_f(N) \pi^{IR}_f(N) \rangle}{\partial N} \\
\frac{\partial \langle \phi^{IR}_f(N) \pi^{IR}_f(N) \rangle}{\partial N}
\end{pmatrix} = \begin{pmatrix}
-3 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
\langle \phi^{IR}_f(N) \pi^{IR}_f(N) \rangle \\
\langle \phi^{IR}_f(N) \phi^{IR}_f(N) \rangle \\
\langle \phi^{IR}_f(N) \phi^{IR}_f(N) \rangle
\end{pmatrix}$$

Using that $\langle \phi^{IR}_f(N) \rangle = \phi^b(N)$ and $\langle \pi^{IR}_f(N) \rangle = \frac{\partial \phi^b(N)}{\partial N}$ we can easily obtain:

$$\text{Var} \left( \phi^{IR}_f(N) \right) = \frac{V_0}{12\pi^2} N.$$  \hspace{1cm} (79)

The correlator (79) exactly coincides with (67) in a USR regime as already shown in [47]. There is no doubt then that, at zeroth order in $\epsilon_1$ and during a USR phase, both the stochastic formalism and linear perturbation theory give the exact same real space correlator and hence the same power spectrum. This fact also allow us to eliminate statistical errors when comparing the “new” stochastic formalism with linear perturbation theory at first order in $\epsilon_1$ as shown in Fig 8.

D. Transition between SR and USR

Finally, we will study the more realistic case in which a SR phase is followed by an USR. The transition between these two phases is quite interesting as it is the regime in which we could expect some difference between the IR part of “old” and “new” stochastic equations. This is because the inflaton field is overshoot [16] making $\epsilon_1$ only slightly smaller than one.
FIG. 8. During an Ultra Slow Roll phase, the relative difference between the real space correlator at first order in ϵ calculated with the “new” stochastic formalism and the real space correlator at first order in ϵ calculated with linear theory decreases as the number of statistics increases up to the yellow line, where we have used the fact that the “old” stochastic formalism and linear theory must coincide at zeroth order to eliminate most of the statistical fluctuations. We can see that the yellow line is $O(\epsilon^2 N = 0)$, which is expected since we are only computing noises up to $O(\epsilon_1(N = 0))$.

The potential used to simulate the SR-USR-SR transition is a cubic potential containing an inflection point at $\phi = \phi_0 = 1$, i.e.

$$V(\phi) = V_0 \left(1 + \beta (\phi - \phi_0)^3\right),$$  

(80)

where the parameters chosen are $V_0 = 1 \times 10^{-8}$ and $\beta = 0.8$.

In this regime, the zeroth order solution for $Q_k$ (the one obtained using the SR approximation) has quite poor precision. We illustrate this in Fig. 9 where this bad approximation would show huge stochastic effects. In Fig. 10 we show instead that the fully numerical linear perturbation theory correlator, exactly coincides with the correlator from the “new” stochastic formalism while disagreeing with the old one. In Fig. 11, as we expect, we plot the relative difference between linear theory and stochastic formalism and show that it decreases with the number of realizations.

**VII. CONCLUSIONS**

In this paper we have firstly elucidated that, under the Starobinsky approximation or, equivalently, under the white noise construction, a stochastic framework to inflation might only be developed in the linear perturbation regimes. Thus, the stochastic approach to inflation is incapable to give more information than perturbation theory.

In fact, in its standard form, it is even less precise than perturbation theory. The reason is that what we called “old” stochastic inflation is only consistent at leading order in slow-roll parameters.

By introducing the momentum constraint of Einstein equations in the stochastic framework, we have developed a “new” stochastic formalism valid at all orders in $\epsilon_i$. We have shown that the “new” stochastic formalism exactly reproduces the power spectrum calculated via linear perturbation theory in different inflationary scenarios. In particular, we have shown that there are no “quantum diffusion” dominated regimes in the realm of slow-roll and ultra-slow-roll inflation and, in the case of a transition between a slow-roll and an ultra-slow-roll regime (a relevant
FIG. 9. At leading order in $\epsilon_1$ and during the transition between SR and USR, there seems to be huge stochastic effects in the two-point correlator (purple solid line) with respect to the one computed within linear perturbation theory (green dashed line). However, results at zeroth order are not a good approximation at all in this case so they should not be trusted. We show this plot just for completeness.

FIG. 10. During the transition between SR and USR, the correlator coming from the “new” stochastic equations (blue solid line) exactly coincides with the one got from linear perturbation theory (yellow line). It has been also plotted the zeroth order stochastic correlator of Fig. 9 to better visualize the huge difference.

case for primordial black hole formation) the old stochastic formalism would lead to largely un-physical results, while, once again, our “new” stochastic formalism would reproduce linear theory very accurately.

Finally, we would like to stress that our framework is only valid whenever the perturbations are in the linear regime. Nevertheless, any discordance between our new stochastic inflation and linear theory, would point out to non-perturbative effects that, unfortunately, cannot be captured by any stochastic methods.

ACKNOWLEDGMENTS

We would like to thank Misao Sasaki and Vincent Vennin for the many correspondences and help in understanding the gradient expansion method and the “old” stochastic formalism. We also thank Aichen Li for re-checking all the computations. In the first part of the development of this paper CG was supported by the Ramon y Cajal program. DC is supported by the Spanish MECD fellowship PRE2018-086135. We are also supported by the Unidad de Excelencia Maria de Maeztu Grants No. MDM-2014-0369 and CEX2019-000918-M, and the Spanish national grants FPA2016-76005-C2-2-P, PID2019-105614GB-C22 and PID2019-106515GB-I00.
During the transition between SR and USR, the relative difference between the real space correlator at all orders in $\epsilon$ calculated with the stochastic formalism and with the linear theory decreases as the number of statistics increases. We expect these two theories to exactly coincide at $M \to \infty$.

Appendix A: ADM equations

Here we present the basic equations for non-linear quantities coming from the ADM formalism \cite{12}. The Klein-Gordon equation is

$$
\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^\mu} \left[ \sqrt{-g} g^{\mu \nu} \frac{\partial \phi}{\partial x^\nu} \right] - V_\phi = 0, \tag{A1}
$$

where $V_\phi = \frac{dV(\phi)}{d\phi}$.

As it is written in the main text, $\alpha$ and $\beta_i$ are Lagrange multipliers, the constraints associated to them are the energy and momentum constraints:

$$
R^{(3)} - \tilde{A}_{ij} \tilde{A}^{ij} + \frac{2}{3} K^2 = 16\pi G E, \tag{A2}
$$

$$
D^i \tilde{A}_{ij} - \frac{2}{3} D_i K = 8\pi G J_i, \tag{A3}
$$

where $E \equiv T_{\mu \nu} n^\mu n^\nu$ and $J_i \equiv -T_{\mu \nu} n^\mu \gamma_i^\nu$.

The evolution equations for the dynamic variable $\gamma_{ij}$ are

$$
(\partial_t - \beta^k \partial_k) \tilde{\zeta} + \frac{\dot{a}}{a} = -\frac{1}{3} (\alpha K - \partial_k \beta^k), \tag{A4}
$$

$$
(\partial_t - \beta^k \partial_k) \tilde{\gamma}_{ij} = -2\alpha \tilde{A}_{ij} + \tilde{\gamma}_{ik} \partial_j \beta^k + \tilde{\gamma}_{jk} \partial_i \beta^k - \frac{2}{3} \tilde{\gamma}_{ij} \partial_k \beta^k. \tag{A5}
$$

Finally, the evolution equations for $K_{ij}$ are:

$$
(\partial_t - \beta^k \partial_k) K = \alpha \left( \tilde{A}_{ij} \tilde{A}^{ij} + \frac{1}{3} K^2 \right) - D_k D^k \alpha + 4\pi G \alpha (E + S_k^i), \tag{A6}
$$
where $S_{ij} = T_{ij}$ and $S^k_k = \gamma^{kl} S_{lk}$.

**Appendix B: Linear perturbation theory**

In this appendix we will explore the well known linear perturbation theory during inflation \[48\], paying special attention to the uniform-Hubble gauge.

1. **Linear perturbation theory in a generic gauge**

The scalar sector of the perturbed FLRW metric is

$$ds^2 = -(1 + 2A)dt^2 + 2\partial_i Bdx^i dt + a^2 \left[(1 + 2D)\delta_{ij} - 2E_{ij}^s\right] dx^i dx^j,$$

where

$$E_{ij}^s = \left(\partial_i \partial_j - \frac{1}{3} \delta_{ij} \nabla^2\right) E.$$  

We can now define the linear curvature perturbation as

$$\psi \equiv D + \frac{1}{3} \nabla^2 E.$$  

The usual gauge-invariant Mukhanov-Sasaki (MS) variable is

$$Q \equiv \delta \phi + \frac{\dot{\phi}^b}{H} \left(D + \frac{1}{3} \nabla^2 E\right) = \delta \phi + \frac{\dot{\phi}^b}{H} \psi.$$  

With metric \[B1\] perturbed Einstein equations in an universe filled with a single scalar field in an arbitrary gauge are:

$$3H^b (H^b A - \dot{D}) + \frac{\nabla^2}{a^2} \left[D + \frac{1}{3} \nabla^2 E + H^b a B\right] = -\frac{1}{2M^2_{PL}} \left[\dot{\phi}^b (\delta \dot{\phi} - \dot{\phi}^b A) + V_{\phi} \delta \phi\right],$$

$$\dot{\delta} \left(H^b A - \dot{D} - \frac{1}{3} \nabla^2 E\right) = \frac{1}{2M^2_{PL}} \dot{\phi}^b \delta \dot{\phi},$$

$$\left\{H^b \ddot{A} + 2H^b \dot{A} + 3 (H^b)^2 A - \ddot{D} - 3H^b \dot{D} - H^b \nabla^2 E + \frac{1}{2} \nabla^2 \left[A + D + \frac{1}{3} \nabla^2 E + 2H^b (aB + a^2 E) + a \frac{d}{dt} (B + a \dot{E})\right]\right\} \delta^i_j,$$

$$-\frac{1}{2a^2} \partial_i \partial_j \left[A + D + \frac{1}{3} \nabla^2 E + 2H^b (aB + a^2 E) + a \frac{d}{dt} (B + a \dot{E})\right] = \frac{1}{2M^2_{PL}} \left[\dot{\phi}^b (\delta \dot{\phi} - \dot{\phi}^b \alpha) - V_{\phi} \delta \phi\right] \delta^i_j.$$  

Perturbed KG equation is

$$\ddot{\delta} + 3H^b \dot{\delta} + \left(V_{\phi \phi} - \frac{\nabla^2}{a^2}\right) \delta = -2V_{\phi} A + \dot{\phi}^b \left[A - 3 \ddot{D} + \frac{\nabla^2}{a} B\right].$$  

After some manipulations, one can get an equation of motion for the MS variable \[B4\]:

$$\ddot{Q} + 3H \dot{Q} + \left(\frac{\nabla^2}{a^2} + H^2 \left(-\frac{3}{2} \epsilon_2 + \frac{1}{2} \epsilon_1 \epsilon_2 - \frac{1}{4} \epsilon_2^2 - \frac{1}{2} \epsilon_2 \epsilon_3\right)\right) Q = 0.$$  

Finally, we will introduce the overall expansion rate (or trace of extrinsic curvature) as:

\[ K = \nabla_\mu n^\mu = 3 \left( H^b - H^b A + \dot{D} - \frac{1}{3} \frac{\nabla^2}{a} B \right), \]  

where \( n \) is the linearized unit time-like vector.

2. Linear perturbation theory in \( \delta K = 0 \) gauge

Since the trace of the extrinsic curvature \( K \) is defined as \( K \equiv 3H \), it is now trivial to write down the linear version for the uniform Hubble gauge (where \( H = H^b \)):

\[ H^b A_{\delta K=0} - \dot{D}_{\delta K=0} + \frac{1}{3} \frac{\nabla^2}{a} B_{\delta K=0} = 0. \]  

(B11)

As also done when studying \( \delta K = 0 \) gauge in gradient expansion, we can use the residual gauge freedom to set \( B = 0 \). This is the so-called time-slice-orthogonal threading \[49\]

\[ H^b A_{\delta K=0} - \dot{D}_{\delta K=0} = 0, \]

\[ B_{\delta K=0} = 0. \]  

(B12)

Once specified the gauge, equations (B13)-(B7) are:

\[ \nabla^2 a^4 \left[ D_{\delta K=0} + \frac{1}{3} \nabla^2 E_{\delta K=0} \right] = -\frac{1}{2M_{PL}^2} \left[ \phi^b (\delta \dot{\phi}_{\delta K=0} - \dot{\phi}^b A_{\delta K=0}) + V_\phi \delta \phi_{\delta K=0} \right], \]  

(B13)

\[ \frac{1}{3} \nabla^2 \dot{E}_{\delta K=0} = -\frac{1}{2M_{PL}^2} \phi^b \delta \phi_{\delta K=0}, \]  

(B14)

\[ \dot{H}^b A_{\delta K=0} - \frac{1}{3} \nabla^2 \dot{E}_{\delta K=0} - H^b \nabla^2 \dot{E}_{\delta K=0} = -\frac{1}{2M_{PL}^2} \left[ \phi^b (\delta \dot{\phi}_{\delta K=0} - \dot{\phi}^b A_{\delta K=0}) - V_\phi \delta \phi_{\delta K=0} \right], \]  

(B15)

\[ A_{\delta K=0} + D_{\delta K=0} + \frac{1}{3} \nabla^2 E_{\delta K=0} + 3H^b a^2 \dot{E}_{\delta K=0} + a^2 \dot{E}_{\delta K=0} = 0, \]  

(B16)

where (B15) and (B16) are the diagonal and non-diagonal part of (B7), respectively. Now we can use \( \dot{H}^b = -\frac{(\dot{\phi}^b)^2}{2M_{PL}^2} \) in (B15) and after manipulating (B13), (B15) and (B16) we arrive to a result for \( A_{\delta K=0} \):

\[ \nabla^2 a^4 A_{\delta K=0} = \frac{1}{2M_{PL}^2} \left( 4 \phi^b \delta \dot{\phi}_{\delta K=0} - 2V_\phi \delta \phi_{\delta K=0} - \left( \frac{\dot{\phi}^b}{a^2} \right)^2 A_{\delta K=0} \right), \]  

(B17)

which can be written in Fourier space as [36]:

\[ A_k |_{\delta K=0} = \frac{1}{2M_{PL}^2} \left( \phi^b \delta \dot{\phi}_{\delta K=0} \bigg|_{\delta K=0} - 2V_\phi \delta \phi_{\delta K=0} - \left( \frac{\dot{\phi}^b}{a^2} \right)^2 A_{\delta K=0} \right). \]  

(B18)

It is also convenient to use the gauge condition (B12) in the perturbed KG equation.

\[ \delta \ddot{\phi}_{\delta K=0} + 3H^b \delta \dot{\phi}_{\delta K=0} + \left( V_{\phi \phi} - \frac{\nabla^2}{a^2} \right) \delta \phi_{\delta K=0} = -2V_\phi A_{\delta K=0} + \phi^b \left[ A_{\delta K=0} - 3H^b A_{\delta K=0} \right]. \]  

(B19)

Finally, and for completeness, we will write an evolution equation for \( \psi \) using (B12) and (B14):

\[ \psi_{\delta K=0} = -\frac{1}{2M_{PL}^2} \phi^b \delta \phi_{\delta K=0} + H^b A_{\delta K=0}. \]  

(B20)
3. Linear gauge transformation between spatially flat and $\delta K = 0$ gauges

In this appendix we will also calculate the variables $\delta \phi_{|\delta K=0}$ and $\psi_{|\delta K=0}$ that we use in “new” stochastic formalism. In order to do so, we will make a gauge transformation between spatially flat gauge and uniform Hubble gauge. The reason is that we know that $\delta \phi_1 = Q$ (because of (B1)). This means that to perform the gauge transformation $\delta \phi_1 \rightarrow \delta \phi_{\delta K=0}$ allow us to write $\delta \phi_{\delta K=0}$ in terms of the gauge invariant quantity $Q$, as we will see.

In order to do so we define an infinitesimal vector as $\lambda = (\lambda^i, \lambda^b)$, where we decompose $\lambda^i = \lambda^i_+ + \delta^i \eta$, where $\lambda^i_+$ is a 3-vector with zero divergence and $\eta$ is a scalar function, then a scalar quantity transforms under an infinitesimal gauge transformation as:

$$\delta \phi \rightarrow \delta \phi = \delta \phi + \phi' \lambda^0.$$  \hspace{1cm} (B21)

Imposing gauge invariance of (B1) we get the transformation rules for the different parameters in the metric

$$D \rightarrow \tilde{D} = D + \mathcal{H} \lambda^0 + \frac{1}{3} \nabla^2 \eta,$$
$$A \rightarrow \tilde{A} = A + \mathcal{H} \lambda^0 + \lambda^b,$$
$$E \rightarrow \tilde{E} = E - \eta,$$
$$B \rightarrow \tilde{B} = B + \eta - \lambda^0,$$  \hspace{1cm} (B22)

where, as before, $(')$ means a derivative with respect to the conformal time $(dt = ad\tau)$, and $\mathcal{H} = \frac{\dot{a}}{a} = aH$.  

From the definition of the overall expansion rate $\theta = H^b + \delta K$ and (B10) we deduce that $\delta K = -H^b A + \dot{D} - \frac{1}{3} \nabla^2 B$ or $\delta \mathcal{H} = -\mathcal{H} A + D' - \frac{1}{2} \nabla^2 B$. Performing a gauge transformation we get:

$$\delta \mathcal{H} \rightarrow \tilde{\delta} \mathcal{H} = \delta \mathcal{H} - \mathcal{H}^2 \lambda^0 + \mathcal{H}' \lambda^0 + \frac{1}{3} \nabla^2 \lambda^0,$$  \hspace{1cm} (B23)

In order to find the gauge transformation parameter $\lambda^0_{|\delta K=0}$ between flat (f) and $\delta K = 0$ gauges we need to set $\delta \mathcal{H} = 0$ and $\delta \mathcal{H} = \delta \mathcal{H}_f = -\mathcal{H} A_f - \frac{1}{3} \nabla^2 B_f$ (spatially flat gauge, or $\psi = 0$, implies, from (B3), that both $D$ and $E$ are 0) in (B23) obtaining:

$$-3\lambda^0_{|\delta K=0} \mathcal{H}^2 \epsilon_1 + \nabla^2 \lambda^0_{|\delta K=0} = S,$$  \hspace{1cm} (B24)

where $S = -3\delta \mathcal{H}_f$ we have used the definition of $\epsilon_1$ in conformal time i.e. $\epsilon_1 = 1 - \frac{H'}{H}$.  

The only thing left to do is to specify $S$, in order to do so we use energy and momentum constraints (B5) and (B6) in spatially flat gauge (i.e setting $D = 0$ and $E = 0$).

$$\mathcal{H} (3 \mathcal{H} A_t + \nabla^2 B_t) = -\frac{1}{2M^2_{PL}} \left[ \phi'^b (\delta \phi'_t - \phi'^b A_t) + a^2 V_{\phi} \phi \delta \phi_t \right],$$  \hspace{1cm} (B25)

$$\mathcal{H} A_t = \frac{1}{2M^2_{PL}} \phi'^b \delta \phi_t.$$  \hspace{1cm} (B26)

We now can see that the left-hand side of (B25) is nothing more than $\mathcal{H} S$. Using (B26) to substitute $A_t$ in (B25) we get a solution for $S$:

$$S = -\frac{Q}{2M^2_{PL} \mathcal{H}} \left( a^2 V_{\phi} + \phi'^b \frac{Q'}{Q} - \phi'^b \mathcal{H} \epsilon_1 \right),$$  \hspace{1cm} (B27)

where we have already used $\delta \phi_1 = Q$.

The next step is to solve (B24) for $\lambda^0|_{\delta K=0}$ in Fourier space:

$$\lambda^0_{|\delta K=0} = -\frac{S_k}{3\mathcal{H}^2 \epsilon_1 + k^2} = \frac{Q_k}{2M^2_{PL} \mathcal{H}} \left( a^2 V_{\phi} + \phi'^b \frac{Q}{Q} - \phi'^b \mathcal{H} \epsilon_1 \right),$$  \hspace{1cm} (B28)

where $k = |k|$.
Finally, using \([\text{B21}]\), the field perturbation in uniform Hubble gauge is

\[
\delta \phi_k|_{\delta K=0} = Q_k + \phi^{br} \lambda_k^{PL}|_{\delta K=0} = Q_k \left[ 1 - \frac{3 \epsilon_1 + \frac{1}{2} \epsilon_1 \epsilon_2 - \epsilon_1 \frac{Q_k^2}{\mathcal{H} Q_k}}{(\frac{H}{\nu})^2 + 3 \epsilon_1} \right].
\]

(B29)

This result together with the definition of the MS variable gives the value of \(\psi_k|_{\delta K=0}\)

\[
\psi_k|_{\delta K=0} = \frac{\mathcal{H}}{\phi^{br}} (Q_k - \delta \phi_k|_{\delta K=0}) = \frac{\mathcal{H} Q_k}{\phi^{br}} \left[ \frac{3 \epsilon_1 + \frac{1}{2} \epsilon_1 \epsilon_2 - \epsilon_1 \frac{Q_k^2}{\mathcal{H} Q_k}}{(\frac{H}{\nu})^2 + 3 \epsilon_1} \right].
\]

(B30)

In order to conclude this appendix we are going to study some properties of \([\text{B29}]\) and \([\text{B30}]\) in the long-wavelength limit i.e. when \(\frac{k}{\mathcal{H}} = \frac{k}{\nu} = \sigma \ll 1\). We want to study this limit because as one can clearly see, it is the same limit we have used both in the gradient expansion as in the stochastic formalism.

In this limit we can use the expansion parameter \(\frac{z^2}{3 \epsilon_1} \ll 1\). The result is:

\[
\delta \phi_k|_{\delta K=0} = \frac{Q_k}{6} \left[ \left( 2 \frac{Q_k^2}{\mathcal{H} Q_k} - \epsilon_2 \right) + \left( 6 + \epsilon_2 - 2 \frac{Q_k^2}{\mathcal{H} Q_k} \right) \left( \frac{\sigma^2}{3 \epsilon_1} \right) \right],
\]

\[
\psi_k|_{\delta K=0} = \frac{Q_k}{6 \phi^{br}} \left[ \left( 6 + \epsilon_2 - 2 \frac{Q_k^2}{\mathcal{H} Q_k} \right) + \left( 2 \frac{Q_k^2}{\mathcal{H} Q_k} - 6 - \epsilon_2 \right) \left( \frac{\sigma^2}{3 \epsilon_1} \right) \right].
\]

(B32)

Equation \([\text{B32}]\) is enough for the numerical implementation of the stochastic formalism we present in the main text. Note that the expansion done in \([\text{B32}]\) requires \(\epsilon_1 \neq 0\), indeed, if we impose \(\epsilon_1 = 0\) in \([\text{B29}]\) and \([\text{B30}]\), we get that uniform Hubble and spatially flat gauges are equivalent and hence we recover the noises from the “old” stochastic formalism.

As an example we can write an analytical expression for \(\delta \phi_k|_{\delta K=0}\) and \(\psi_k|_{\delta K=0}\) in SR at first order in \(\epsilon_1\).

If we write the MS equation \([\text{B9}]\) using the conformal time \(\tau\) defined as \((\tau = \int \frac{dt}{a})\) as time variable, we get:

\[
Q_k'' + 2 \mathcal{H} Q_k' + \left( k^2 + \mathcal{H}^2 (2 - \epsilon_1) + \frac{z''}{z} \right) Q_k = 0,
\]

(B33)

where \(\cdot\) denotes a derivative with respect to \(\tau\) and we have defined \(z = a \phi^{br} = a \sqrt{2 \epsilon_1} M_{PL}\) such that \(\frac{z''}{z}\) can be written in terms of SR parameters:

\[
\frac{z''}{z} = a^2 H^2 \left( 2 - \epsilon_1 + \frac{3}{2} \epsilon_2 + \frac{1}{4} \epsilon_2^2 - \frac{1}{2} \epsilon_1 \epsilon_2 + \frac{1}{2} \epsilon_2 \epsilon_3 \right).
\]

(B34)

The solution of \([\text{B33}]\) provided that \(\nu^2 = \frac{1}{4} + \tau \frac{z''}{z}\) is constant up to the level of precision we are looking for (in our case \(\nu\) must be constant up to \(\mathcal{O}(\epsilon_1)\)) is:

\[
Q_k = \delta \phi_k|_f = \frac{e^{\frac{i}{4} (\nu + \frac{i}{4})}}{a} \sqrt{\frac{\pi}{2}} \sqrt{-\tau} H^{(1)}_{\nu}(-k\tau),
\]

(B35)

where we have used the Bunch-Davies vacuum \([\text{51}]\) as a initial condition. \(H^{(1)}_{\nu}\) is the Hankel function of first class.

Using the expansion of the Henkel function when \((-k\tau) \simeq \sigma \ll 1\) and \(\nu > 1\) (always the case in SR) we have

\[
H^{(1)}_{\nu}(-k\tau) = \frac{i}{\pi} 2^\nu (-k\tau)^{-\nu} \left( \Gamma[\nu] + \frac{1}{4} \Gamma[\nu + 1] (-k\tau)^2 \right),
\]

(B36)

---

\(^8\) The condition \(\sigma \ll 1\) is automatically satisfied as soon as our coarse-grained scale is big enough, however, \(\epsilon_1\) is also very small during inflation so this expansion could cease to be valid at some point. In order to use our stochastic formalism one has to be sure that \(\frac{z^2}{3 \epsilon_1} \ll 1\), this does not represent a problem since it is easy to check that one can always choose a value for \(\sigma\) such that:

\[
\exp \left( -\frac{1}{4 \epsilon_1} \right) = \sigma \ll \sqrt{3 \epsilon_1},
\]

(B31)

where the lower limit was first obtained in \([\text{3}]\) and later refined in \([\text{50}]\).
we obtain the following expression for $Q_k$ up to $(-k\tau)^2$:

$$Q_k = \delta \phi_k \big|_{\delta K=0} \equiv -i \frac{e^{\frac{i}{2} \tau (\nu + \frac{1}{2})}}{\sqrt{\pi}} \sqrt{-\tau} (-k\tau)^{-\nu} \left( \Gamma[\nu] - \frac{1}{4} \Gamma[\nu - 1] (-k\tau)^2 \right),$$  \hspace{1cm} (B37)

and hence for $\frac{Q_k}{\mathcal{H}Q_k}$ up to $(-k\tau)^2$ is:

$$\frac{Q_k}{\mathcal{H}Q_k} \simeq \frac{1 - 2\nu - 2\mathcal{H}\tau}{2\mathcal{H}\tau} + \frac{1}{2\mathcal{H}\tau (\nu - 1)} (-k\tau)^2,$$  \hspace{1cm} (B38)

Finally one can integrate by parts $\tau = \int \frac{dt}{a}$ up to order $\epsilon_1$ as done in appendix E. This gives a result in SR of

$$\tau^{SR} \simeq -\frac{1}{\mathcal{H}} (1 + \epsilon_1),$$  \hspace{1cm} (B39)

which, together with the definition of $\nu$, give us the expression of $\nu$ in SR up to $O(\epsilon_i)$:

$$\nu^{SR} = \frac{3}{2} + \epsilon_1 + \frac{\epsilon_2}{2}.$$  \hspace{1cm} (B40)

After inserting (B38), (B39) and (B40) into (B32) one gets:

$$\left\{ \begin{array}{l}
\delta \phi_k^{SR} \big|_{\delta K=0} \simeq \mathcal{O} \left( \frac{\sigma^2}{\epsilon_1} \right) \\
\psi^{SR} \big|_{\delta K=0} \simeq \frac{\mathcal{H}Q_k}{\mathcal{H}} + \mathcal{O} \left( \frac{\sigma^2}{\epsilon_1} \right)
\end{array} \right.$$  \hspace{1cm} (B41)

where $Q^{(c)}_k$ stands for $Q_k$ but expanded at first order in $\epsilon_1$. In a SR regime, comoving gauge ($\delta \phi = 0$) and uniform Hubble gauge are equivalent up to $O(\epsilon_i)$ and $O(\sigma^2)$, provided that $\epsilon_1 \ll 1$ but $\epsilon_1 \neq 0$.

Note that in order to study analytical solutions in other regimes like USR one must know the solution of (B33) up to precision $O(\epsilon_1)$, however, there is not analytical solution for (B33) when $\nu$ is not a constant. This is precisely the case in USR up to precision $O(\epsilon_1)$, this is because in USR we have $\frac{d}{dN} \sim O(\epsilon_1)$. In appendix E we will present an alternative approximation in order to get an analytical solution for the MS equation for regimes beyond SR and up to $O(\epsilon_1)$. Using results from appendix E together with $\epsilon_2^{USR} \simeq -6$, we can write (B32) in USR:

$$\left\{ \begin{array}{l}
\delta \phi_k^{USR} \big|_{\delta K=0} \simeq Q_k + \mathcal{O} \left( \frac{\sigma^2}{\epsilon_1} \right) \\
\psi^{USR} \big|_{\delta K=0} \simeq \mathcal{H}Q_k + \mathcal{O} \left( \frac{\sigma^2}{\epsilon_1} \right)
\end{array} \right.$$  \hspace{1cm} (B42)

### Appendix C: Derivation of the “old” stochastic formalism.

In this appendix we will derive equations (36) and (37) by using spatially flat gauge with the further assumption of $\partial_i \left( \langle 0 | \bar{\beta} \rangle \right)^4 = 0$. In this case, the Hamiltonian constraint (34) simplifies considerably:

$$\left( \frac{H^b}{\langle 0 | \phi^{IR}_i \rangle} \right) \left( \frac{H^b}{\langle 0 | \phi^{IR}_i \rangle} \right) = \frac{V \left( \langle 0 | \phi^{IR}_i \rangle \right)}{3M_{PL}^2} \left( \frac{2 \langle 0 | \phi^{IR}_i \rangle \frac{\delta}{\delta N} }{\langle 0 | \phi^{IR}_i \rangle} \right)^2 - \frac{\phi^b \xi_1(N)\big|_\ell}{3M_{PL}^2 - \left( \frac{\langle 0 | \phi^{IR}_i \rangle}{\langle 0 | \phi^{IR}_i \rangle} \right)^2},$$  \hspace{1cm} (C1)

where in the last equality we have defined the auxiliary variable $\langle 0 | \pi^{IR}_i \rangle$ as:

$$\langle 0 | \pi^{IR}_i \rangle = \frac{\partial \langle 0 | \phi^{IR}_i \rangle}{\partial N} + \xi_1(N)\big|_\ell$$  \hspace{1cm} (C2)

Once we have seen how the stochastic equation for the Hamiltonian constraint is derived we can follow the same procedure to write the whole set of ADM equations of appendix A. After a straightforward calculation, one can see that the only equations of interest at leading order in gradient expansion are:
• The Klein-Gordon equation for the field (A1)

\[
\frac{\partial (0)\pi^R_i}{\partial N} = -\left(3 + \frac{\partial}{\partial N} \left(\frac{H^b}{(0)\alpha_I^P}\right)\right) (0)\pi^R_i - \frac{V_\phi \left((0)\phi^R_i\right)}{(H^b/(0)\alpha_I^P)} - \xi_2(N)|_t + \frac{\partial \phi^b}{\partial N} \xi_3(N)|_t,
\]

where, in the same way as we did with \(\xi_1\) we define the white noises \(\xi_2\) and \(\xi_3\) (Note that they are now written using \(N\) as time variable).

\[
\xi_2(N)|_t = -\sigma aH^b(1 - \epsilon_1) \int \frac{d^3k}{(2\pi)^{3/2}} \delta(k - \sigma aH^b) \frac{\delta \varphi_k}{\partial N}|_t,
\]

\[
\xi_3(N)|_t = -\sigma aH^b(1 - \epsilon_1) \int \frac{d^3k}{(2\pi)^{3/2}} \delta(k - \sigma aH^b) A_k|_t,
\]

(C4)

• Evolution equation for the trace of the extrinsic curvature \(K\) (A6)

\[
\frac{\partial}{\partial N} \left(\frac{H^b}{(0)\alpha_I^P}\right) = -\left(\frac{(0)\pi^R_i}{2M_P^2}\right)^2
\]

(C5)

Note that we have not taken into account the momentum constraint because we are at leading order in \(\epsilon_1\). It is now easy to realize that (C1), (C3) and (C5) can be written in a compact way:

\[
(0)\pi^R_i = \frac{\partial (0)\phi^R_i}{\partial N} + \xi_1(N)|_t
\]

\[
\frac{\partial (0)\pi^R_i}{\partial N} = -\left(3 - \frac{(0)\pi^R_i}{2M_P^2}\right) (0)\pi^R_i - \frac{V_\phi \left((0)\phi^R_i\right)}{(0)\phi^R_i} \left(3M_P^2 - \frac{(0)\pi^R_i}{2}\right) - \xi_2(N)|_t + \frac{\partial \phi^b}{\partial N} \xi_3(N)|_t
\]

(C6)

In order to solve (C6) it is necessary to calculate the variance of the noises (33) and (C4).

\[
\langle \xi_1(N_1)|_t \xi_1(N_2)|_t \rangle = \frac{(\sigma aH^b)^3}{2\pi^2} (1 - \epsilon_1) |Q_k|_{k=\sigma aH^b}^2 \delta(N_1 - N_2),
\]

\[
\langle \xi_2(N_1)|_t \xi_2(N_2)|_t \rangle = \frac{(\sigma aH^b)^3}{2\pi^2} (1 - \epsilon_1) \left|\frac{\partial Q_k}{\partial N}\right|_{k=\sigma aH^b}^2 \delta(N_1 - N_2),
\]

\[
\langle \xi_3(N_1)|_t \xi_3(N_2)|_t \rangle = \frac{(\sigma aH^b)^3}{2\pi^2} (1 - \epsilon_1) \left|A_k\right|_{k=\sigma aH^b}^2 \delta(N_1 - N_2) = \epsilon_1 \langle \xi_1(N_1)|_t \xi_1(N_2)|_t \rangle,
\]

\[
\langle \xi_1(N_1)|_t \xi_2(N_2)|_t \rangle = \frac{(\sigma aH^b)^3}{2\pi^2} (1 - \epsilon_1) \left(Q_k \frac{\partial Q_k}{\partial N}\right)_{k=\sigma aH^b} \delta(N_1 - N_2),
\]

(C7)

where the last equality in the third line comes from using momentum constraint (B26) in spatially flat gauge. Note that we have also written the correlators in terms of the Mukhanov-Sasaki variable \(Q_k = 0\) \(k=\sigma aH^b\) because in spatially flat gauge we have \(Q_k = \delta \phi_k\).

Another important aspect to remark from (C7) is that they are completely correlated (or completely anti-correlated, depending on the values of the correlation matrix whose entries are (C7) noises). This is because they all come from linear perturbation theory. This means that the sign before the noises in the stochastic formalism is important, which is a crucial aspect to take into account when doing numerics with the stochastic formalism as in section VI.

Eq (C6) is not consistent because it should not include any term of leading order in \(\epsilon_1\). This is why we should rewrite (C6) as:
\[(0)\pi^{IR}_l = \frac{\partial (0)\phi^{IR}_l}{\partial N} + \xi_1(N)|_l, \quad \text{in USR}\]
\[
\frac{\partial (0)\pi^{IR}_l}{\partial N} = -3(0)\pi^{IR}_l - \xi_2(N)|_l, \quad \text{in USR}\]

\[3\frac{\partial \phi^{IR}_l}{\partial N} = -3M^2_{PL}\frac{V_\phi(\phi^{IR}_l)}{V(\phi^{IR}_l)} - 3\xi_1(N)|_l - \xi_2(N)|_l, \quad \text{in SR (C8)}\]

Finally, \(\xi_1\) and \(\xi_2\) must also be computed at leading order in \(\epsilon_1\), which results into \(\langle \xi_1(N_1)\xi_1(N_2) \rangle = \left(\frac{H^b}{2\pi}\right)^2 \delta(N_1 - N_2)\) and \(\langle \xi_2(N_1)\xi_2(N_2) \rangle = 0\). This allow us to perform the noise redefinition \(\xi_1(N)|_l \rightarrow H^b\frac{\pi}{2\pi}\xi_1(N),\) where \(\langle \xi_1(N_1)\xi_1(N_2) \rangle = \delta(N_1 - N_2)\). Inserting the definition of \(\xi_1(N)\) into (C8) we arrive to:

\[(0)\pi^{IR}_l = \frac{\partial (0)\phi^{IR}_l}{\partial N} + \left(\frac{H^b}{2\pi}\right)\xi(N)|_l, \quad \text{in USR}\]

\[
\frac{\partial (0)\pi^{IR}_l}{\partial N} = -3(0)\pi^{IR}_l, \quad \text{in USR}\]

\[
\frac{\partial \phi^{IR}_l}{\partial N} = -M^2_{PL}\frac{V_\phi(\phi^{IR}_l)}{V(\phi^{IR}_l)} - \left(\frac{H^b}{2\pi}\right)\xi_1(N)|_l, \quad \text{in SR (C9)}\]

which are Eq \((37)\) and \((36)\), respectively.

**Appendix D: Derivation of the “new” stochastic formalism**

In this appendix we will derive each one of the equations of the “new” stochastic formalism. Since we are always using the Starobinski approximation we will directly write the linear perturbation theory equation for the UV side. We will follow the same order as in the main text:

- The evolution equation for the spatial metric \((A4)\) in uniform Hubble gauge is:

\[
\frac{\partial (n)\zeta}{\partial N} - (n)\alpha - 1 = 0, \quad (D1)\]

where, as in the main text, a subindex \((n)\) means that we are at all orders in \(\sigma\) so the above equation is exact. When we split it between \(IR\) and \(UV\) we get:

\[
\frac{\partial \zeta}{\partial N} - (\alpha - 1) = -\frac{\partial D}{\partial N} + A, \quad (D2)\]

where, as already noted, we have adopted the notation of linear perturbation theory \((D\) and \(A\) instead of \(\xi^{UV}\) and \(\alpha^{UV}\)) because we are already assuming Starobinski approximation.

Finally, when including the Fourier splitting \((29)\) into \((D2)\) we get:

\[
\frac{\partial \zeta}{\partial N} - (\alpha - 1) = -\xi_4(N)|_{\delta K=0}, \quad (D3)\]

where \(\xi_4(N)|_{\delta K=0}\) is defined as:

\[
\xi_4(N)|_{\delta K=0} = -\sigma aH^b(1 - \epsilon_1)\int \frac{d^3k}{(2\pi)^3/2}\delta(k - \sigma aH^b) D_k|_{\delta K=0}, \quad (D4)\]
The scalar field equation of motion (A1) in uniform Hubble gauge once the splitting between IR and UV has been done is:

\[
\frac{1}{\alpha} \left[ \frac{\partial^2 \phi}{\partial N^2} + \left( 3 - \epsilon_1 - \frac{1}{\alpha} \frac{\partial \alpha}{\partial N} - \frac{\partial \zeta}{\partial N} \frac{\partial \phi}{\partial N} \right) \right] + \alpha \frac{V_\phi}{H^2} =
\]

\[
\frac{\partial^2 \delta \phi}{\partial N^2} + (3 - \epsilon_1) \frac{\partial \delta \phi}{\partial N} + \left( V_{\phi\phi} - \frac{\nabla^2}{a^2} \right) \delta \phi + 2V_\phi A + \frac{\partial \phi^b}{\partial N} \left[ \frac{\partial A}{\partial N} - 3A \right]
\]

(D5)

If we now include the Fourier splitting (29) into (D5) we get:

\[
\frac{1}{\alpha} \left[ \frac{\partial^2 \phi}{\partial N^2} + \left( 3 - \epsilon_1 - \frac{1}{\alpha} \frac{\partial \alpha}{\partial N} + 3 \frac{\partial \zeta}{\partial N} \frac{\partial \phi}{\partial N} \right) \right] + \alpha \frac{V_\phi}{H^2} =
\]

\[- (3 - \epsilon_1) \xi_1(N)_{|_{\delta K=0}} - \frac{\partial \xi_1(N)}{\partial N} - \xi_2(N)_{|_{\delta K=0}} + \frac{\partial \phi^b}{\partial N} \xi_3(N)_{|_{\delta K=0}},
\]

(D6)

where \( \xi_2(N)_{|_{\delta K=0}} \) and \( \xi_3(N)_{|_{\delta K=0}} \) are defined as:

\[
\xi_1(N)_{|_{\delta K=0}} \equiv -\sigma a H^b (1 - \epsilon_1) \int \frac{d^3k}{(2\pi)^{3/2}} \delta(k - \sigma a H^b) \frac{\partial \varphi_k}{|_{\delta K=0}},
\]

\[
\xi_2(N)_{|_{\delta K=0}} \equiv -\sigma a H^b (1 - \epsilon_1) \int \frac{d^3k}{(2\pi)^{3/2}} \frac{\partial \varphi_k}{|_{\delta K=0}},
\]

\[
\xi_4(N)_{|_{\delta K=0}} \equiv -\sigma a H^b (1 - \epsilon_1) \int \frac{d^3k}{(2\pi)^{3/2}} \frac{\partial \varphi_k}{|_{\delta K=0}},
\]

(D7)

Finally, we can use (D7) in order to eliminate \( \frac{\partial \zeta}{\partial N} \) and a redefinition of the velocity of the field in order to eliminate \( \frac{\partial \xi_1(N)_{|_{\delta K=0}}}{\partial N} \) in (D7) getting:

\[
\frac{\partial \pi}{\partial N} + (3\alpha - \epsilon_1) \frac{\partial \tilde{\phi}}{\partial N} + \alpha \frac{V_\phi}{H^2} = -(3 - \epsilon_1) \xi_1(N)_{|_{\delta K=0}} - \xi_2(N)_{|_{\delta K=0}} + \frac{\partial \phi^b}{\partial N} (\xi_4(N)_{|_{\delta K=0}} + 3 \xi_4(N)_{|_{\delta K=0}}),
\]

(D8)

\[
\pi \equiv \frac{1}{\alpha} \frac{\partial \tilde{\phi}}{\partial N} + \xi_1(N)_{|_{\delta K=0}} = \frac{\partial \tilde{\phi}}{\partial N} + \xi_1(N)_{|_{\delta K=0}}.
\]

(D9)

The Hamiltonian constraint (A2) already separated between IR and UV is:

\[
H^2 - \frac{1}{3M_{\text{Pl}}^2} \left[ V(\phi) + H^2 \frac{1}{2} \left( \frac{\partial \phi}{\partial N} \right)^2 \right] = -\frac{2}{3} \frac{\nabla^2}{a^2} \left[ D + \frac{1}{3} \frac{\nabla^2}{a^2} \right] + \frac{1}{3M_{\text{Pl}}^2} \left[ H^2 \frac{\partial \phi^b}{\partial N} \left( \frac{\partial \phi}{\partial N} - \frac{\partial \phi^b}{\partial N} A \right) + V_\phi \delta \phi \right].
\]

(D10)

Using the splitting in Fourier space once again and using the fact that due to the gauge chosen, the Hamiltonian constraint must coincide with the Hamiltonian constraint of the background system we can write:

\[
H^2 = \frac{V(\phi^b)}{3M_{\text{Pl}}^2 - \frac{1}{2} \left( \frac{\partial \phi^b}{\partial N} \right)^2} = \frac{V(\phi)}{3M_{\text{Pl}}^2 - \frac{1}{2} \left( \frac{\partial \phi}{\partial N} \right)^2 - \frac{\partial \phi}{\partial N} \xi_1(N)_{|_{\delta K=0}}).
\]

(D11)

Now we do the same with the evolution equation for the trace of the extrinsic curvature (A0):
\[-3H \frac{\partial H}{\partial N} - 3H^2 \alpha - \frac{\alpha}{M_{PL}^2} \left( H^2 \frac{\partial^2 \phi}{\partial N^2} - V(\phi) \right) = \frac{1}{M_{PL}^2} \left( \frac{3}{2} H^2 \frac{\partial \phi}{\partial N} A + 2H^2 \frac{\partial \phi}{\partial N} \frac{\partial \phi}{\partial N} - V_0 \frac{\partial \phi}{\partial N} \right). \quad (D12)\]

If we write the UV part in Fourier space we get the noise:

\[-3H \frac{\partial H}{\partial N} - 3H^2 \alpha - \frac{\alpha}{M_{PL}^2} \left( H^2 \frac{\partial^2 \phi}{\partial N^2} - V(\phi) \right) = \frac{H^2}{M_{PL}^2} \frac{\partial \phi}{\partial N} \xi_1(N)_{\delta K=0}. \quad (D13)\]

Finally we can substitute \( \frac{\partial H}{\partial N} \) by its background value and eliminate \( 3H^2 \alpha \) using eq \((D11)\). The result is:

\[
\left( \frac{\partial \phi}{\partial N} \right)^2 = \alpha \left( \frac{\partial \hat{\phi}}{\partial N} \right)^2 + \frac{2}{3} (2 + \alpha) \frac{\partial \phi}{\partial N} \xi_1(N)_{\delta K=0}. \quad (D14)\]

* The last equation to derive is the momentum constraint. However, since we have derived it in the main text we will only write here the value for the noise \( \xi_3(N)_{\delta K=0} \):

\[
\xi_3(N)_{\delta K=0} = -\sigma aH^b(1 - \epsilon_1) \int \frac{d^3k}{(2\pi)^{3/2}} \delta(k - \sigma aH^b) k^2 \xi_k|_{\delta K=0}, \quad (D15)\]

**Appendix E: Appendix E: Solution of the MS equation for USR and CR regimes**

This appendix is devoted to the study of solutions for the MS equation for the cases in which \( \nu^2 = \frac{1}{4} + \frac{\nu^2}{\tau^2} \) cannot be assumed to be a constant (see discussion below \([B33]\)). First of all, we will rewrite \((B33)\) in terms of \( u_k = aQ_k \), where \( a \) is the scale factor and \( Q_k \) is the MS variable defined in \((B4)\).

\[
u''(\tau) + \left( k^2 - \frac{z''}{z} \right) u_k(\tau) = 0, \quad (E1)\]

where we have defined \( z = a^2 H^2 = a^2 \sqrt{2\epsilon_1 M_{PL}} \) such that \( \frac{z''}{z} \) can be written in terms of SR parameters:

\[
\frac{z''}{z} = a^2 H^2 \left( 2 - \epsilon_1 + \frac{3}{2} \epsilon_2 + \frac{1}{4} \epsilon_3 - \frac{1}{2} \epsilon_1 \epsilon_2 + \frac{1}{2} \epsilon_2 \epsilon_3 \right). \quad (E2)\]

In order to have an analytical solution in terms of Henkel functions as in \([B35]\) we need \( \nu^2 = \frac{1}{4} + \frac{z''}{z} \tau^2 \) to be a constant. Let us study when this is the case:

First of all it is very convenient to write \( \tau \) in terms of \( aH \) or vice versa to see if the term \( \frac{z''}{z} \tau^2 \) is a constant. We will do this up to \( O(\epsilon_1) \).

From the definition of \( \epsilon_1 = -\frac{\dot{H}^b}{(H^b)^2} \) and \( \epsilon_2 = \frac{\dot{R}^b}{H^b H} - 2 \frac{\dot{H}^b}{(H^b)^2} \), together with the background equation of motion of the field we can write:

\[
\epsilon_2 = -6 \left( 1 + \frac{V_0}{3H\phi} \right) + 2\epsilon_1, \quad (E3)\]

and since \( \frac{\dot{\phi}}{\phi} = H\epsilon_2 \) we can write \( \epsilon_1 \) as

\[
\epsilon_1 = \epsilon_1^0 a^{-6} \exp \left[ -6 \int \left( \frac{V_0}{3\phi} - \frac{H\epsilon_1}{3} \right) dt \right], \quad (E4)\]

where \( \epsilon_1^0 \) is the initial value of \( \epsilon_1 \) and we have used \( N = \log a \).
The next step is to use the definition of $\tau$ and integrate by parts:

$$
\tau = -\frac{1}{aH} + \int \frac{da}{a^2 H} \epsilon_1.
$$

(E5)

We now have to integrate by parts again the last term in (E5) taking into account the result (E4), after a straightforward computation we get:

$$
\int \frac{da}{a^2 H} \epsilon_1 = -\frac{\epsilon_1}{7H} - \frac{6}{7} \int \frac{da}{Ha^2} \left( \frac{V_{\phi}}{3H} \right) \epsilon_1 + \frac{3}{7} \int \frac{da}{Ha^2} \epsilon_1^2.
$$

(E6)

The last term in (E6) is second order in $\epsilon_1$ so we will neglect it. If we keep integrating by parts we will find terms proportional to $\frac{d}{dt} \left( \frac{V_{\phi}}{3H} \right) \epsilon_1$. However, for the regimes of interest (SR, USR or CR) we have $\left( \frac{V_{\phi}}{3H} \right) = \epsilon_1 + \mathcal{O}(\epsilon_1)$, so we can neglect all these terms and write an formula for $\tau$ valid up to first order in $\epsilon_1$.

$$
\tau \simeq -\frac{1}{Ha} \left\{1 + \sum_{i=0}^{\infty} \frac{(-1)^i 6^i}{7^i+1} \left( \frac{V_{\phi}}{3H} \right)^i \right\} \epsilon_1 = -\frac{1}{Ha} \left(1 + \frac{1}{7} + \frac{1}{15} \right) \epsilon_1 = -\frac{1}{Ha} \left(1 + \frac{1}{7} + \frac{1}{2\kappa} \epsilon_1 \right).
$$

(E7)

Once we have the general expansion of $\tau$ it is easy to get $\nu$ from (E2), the result is

$$
\nu = \frac{3}{2} \sqrt{1 - 4 \frac{V_{\phi\phi}}{9 H^2} - \frac{3}{3 + 2\kappa} \sqrt{1 - 2 \frac{V_{\phi\phi}}{9 H^2}} \epsilon_1},
$$

(E8)

where we have used the definition of $\nu^2 = \frac{1}{4} + \frac{\kappa''}{2} \tau^2$ together with the following result:

$$
\frac{V_{\phi\phi}}{H^2} = \left(6\epsilon_1 - \frac{3}{2} \epsilon_2 - 2\epsilon_2 + \frac{5}{2} \epsilon_1 \epsilon_2 - \frac{1}{4} \epsilon_2 - \frac{1}{2} \epsilon_3 \right) = -3\kappa - \kappa^2 + \mathcal{O}(\epsilon_1).
$$

(E9)

Let us finally apply (E8) to SR and USR.

- **SR**: At leading order in SR $\kappa \simeq -3$ and $\frac{V_{\phi\phi}}{H^2} \simeq 6\epsilon_1 - \frac{3}{2} \epsilon_2$

$$
\nu_{SR} = \frac{3}{2} + \epsilon_1 + \frac{1}{2} \epsilon_2 = \frac{3}{2} + 2\epsilon_1^0.
$$

(E10)

- **USR**: The potential is exactly flat i.e. $\kappa = V_{\phi\phi} = 0$

$$
\nu_{USR} = \frac{3}{2} - \frac{15}{7} \epsilon_1 = \frac{3}{2} - \frac{15}{7} \epsilon_1^0 H^6.
$$

(E11)

In the last equality of each regime we have used the results (E3) and (E4) together with $\tau = -\frac{1}{aH} (1 + \mathcal{O}(\epsilon_1))$ (where $H = constant$). These results obviously coincide with known results (see for example [35]).

It is then obvious that the solution in terms of Henkel functions is valid at zeroth and first order in $\epsilon_1$ for SR but it is only valid at zeroth order in $\epsilon_1$ for USR and CR, this is because at order $\epsilon_1$, $\nu_{USR}$ is not a constant. The aim of this appendix is to give a solution for (E1) up to $\epsilon_1$ which is valid for USR. The procedure to follow is very simple:

1. First we write the MS equation (E1) at first order in $\epsilon_1$ using (E7)

$$
u''_k(\tau) + \left( k^2 - \frac{1}{\tau^2} \left( 2 - \frac{45}{7} \epsilon_1 \right) \right) u_k(\tau) = 0.
$$

(E12)

2. We then write explicitly the time dependence of $\epsilon_1$.

$$
u''_k(\tau) + \left( k^2 - \frac{2}{\tau^2} + \frac{45}{7} \epsilon_1^0 H^6 \tau^4 \right) u_k(\tau) = 0.
$$

(E13)
3. Eq. (E13) does not have analytical solution, however we know that the solution up to order $\epsilon_1$ must be of the form $u_k(\tau) = u_k^{(0)}(\tau) + \epsilon_1 u_k^{(1)}(\tau)$. The equation that will follow each of the parts of the solution is:

$$
\left( u_k^{(0)} \right)^{\prime\prime}(\tau) + \left( k^2 - \frac{2}{\tau^2} \right) u_k^{(0)}(\tau) = 0,
$$

$$
\left( u_k^{(1)} \right)^{\prime\prime}(\tau) + \left( k^2 - \frac{2}{\tau^2} \right) u_k^{(1)}(\tau) + \frac{45}{7} H^6 \epsilon_1 u_k^{(0)}(\tau) = 0. \tag{E14}
$$

4. The final solution $u_k(\tau)$ for USR is with the Bunch-Davies vacuum as initial condition is:

$$
u_k(\tau) = e^{ik\tau} \sqrt{2k} \left[ 1 + \frac{i}{k\tau} + \frac{45}{7} \epsilon_0 H^6 \tau^6 \left( \frac{i}{5k\tau} - \frac{7}{10(k\tau)^2} - \frac{7i}{6(k\tau)^3} + \frac{7}{6(k\tau)^4} + \frac{7}{4(k\tau)^6} + \frac{7i}{4(k\tau)^7} \right) \right]. \tag{E15}
$$

From (E15) we can write the solution for $Q_k = \frac{a}{a}$ as:

$$
Q_k(\tau) = -\frac{e^{ik\tau} H}{\sqrt{2k}} \left( 1 - \frac{1}{7} \epsilon_0 H^6 \tau^6 \right) \left[ 1 + \frac{i}{k\tau} + \frac{45}{7} \epsilon_0 H^6 \tau^6 \left( \frac{i}{5k\tau} - \frac{7}{10(k\tau)^2} - \frac{7i}{6(k\tau)^3} + \frac{7}{6(k\tau)^4} + \frac{7}{4(k\tau)^6} + \frac{7i}{4(k\tau)^7} \right) \right]. \tag{E16}
$$

When evaluating $k = \sigma a(N_*) H$ and applying the limit $\sigma \to 0$ we are left with the following expression:

$$
Q_k(N_*) = -\frac{e^{-i \sigma (1 + \frac{1}{7} \epsilon_1)}}{\sqrt{2} (\sigma a H)^{3/2}} \left( 1 - \frac{1}{7} \epsilon_1 \right) \left[ i + \frac{45}{4} \epsilon_1 \right]
$$

Eq (E17) is written in terms of the time used for the stochastic simulation $N_*$, if we want to relate it with the background we must shift the time variable according to $N = N_* + \log(\sigma)$ (see discussion below (69)). The final expression is:

$$
Q_k(N) = -\frac{e^{-i \sigma}}{\sqrt{2} (a H)^{3/2}} \left[ i + \frac{45}{4} \epsilon_1 \right]
$$
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