Bayesian Estimation Approach for Linear Regression Models with Linear Inequality Restrictions
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Abstract: Univariate and multivariate general linear regression models, subject to linear inequality constraints, arise in many scientific applications. The linear inequality restrictions on model parameters are often available from phenomenological knowledge and motivated by machine learning applications of high-consequence engineering systems (Agrell, 2019; Veiga and Marrel, 2012). Some studies on the multiple linear models consider known linear combinations of the regression coefficient parameters restricted between upper and lower bounds. In the present paper, we consider both univariate and multivariate general linear models subjected to this kind of linear restrictions. So far, research on univariate cases based on Bayesian methods is all under the condition that the coefficient matrix of the linear restrictions is a square matrix of full rank. This condition is not, however, always feasible. Another difficulty arises at the estimation step by implementing the Gibbs algorithm, which exhibits, in most cases, slow convergence. This paper presents a Bayesian method to estimate the regression parameters when the matrix of the constraints providing the set of linear inequality restrictions undergoes no condition. For the multivariate case, our Bayesian method estimates the regression parameters when the number of the constrains is less than the number of the regression coefficients in each multiple linear models. We examine the efficiency of our Bayesian method through simulation studies for both univariate and multivariate regressions. After that, we illustrate that the convergence of our algorithm is relatively faster than the previous methods. Finally, we use our approach to analyze two real datasets.
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1. Introduction

Recently, the univariate and multivariate general linear regression models (MGLM) have found a wide range of applications in various fields. Izenman (2008) gives an example from machine learning theory, which includes discrimination and classification problems as well as artificial intelligence. Another one can be found in psychology and education (Timm, 2002), as well as in discovering gene expression patterns (Zapala et al., 2005). We can also find the application of MGLMs in econometrics, genomics (Kim et al., 2009; Lee and Liu, 2012; Wang, 2013), chemometrics (Srivastava and T. K. Solanky, 2003), bioinformatics (Meng et al., 2014), and other fields.

Some recent studies focus on the possibility of having uncertain prior information on some of the model parameters. They often incorporate the uncertainty in the model by assuming that the regression coefficient vector \( \beta \) is subject to a set of linear inequality constraints. For example, they suppose \( H\beta \leq G \) where \( H \) is called the restriction matrix, or in a more general case, they assume that some coefficient parameters or known linear combination of the coefficient parameters are restricted between upper and lower bounds. In applied econometrics, we deal with the situation in which some coefficient parameters should be non-negative or non-positive (Pindyck and Rubinfeld, 1981; Bails and Peppers, 1982). In hyperspectral imaging (Manolakis and Shaw, 2002), due to physical considerations, the coefficient parameters should be non-negative. Zhu et al. (2005) provides another example of these restrictions in geodesy.

Statistical inference of the linear regression model is commonly carried out using the ordinary least square estimator, which coincides with the maximum likelihood estimator. However, the traditional least square method may not always satisfy the restrictions and so various studies have been done to improve the MLEs while linear equality restrictions are held (see for instance Ahmed (2014); Bahadir et al. (2017); Kim and Timm (2007) and Chitsaz and Ahmed (2012a,b)). In the classical inference of the univariate regression models, Judge and Takayama (1966) gave the inequality constrained least square (ICLS) estimate of the regression coefficients using the Dantzig-Cottle algorithm. They showed that for a sufficiently large sample, this estimator mimics the ordinary least square estimator. Then Escobar and Skarpness (1987), and Ohtani (1987) obtained some properties of this estimator such as the bias (Escobar and Skarpness, 1986), the mean square error, and the efficiency over inequality restrictions.
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When the preliminary information represented by the restrictions is uncertain, investigators often implement a pre-test to examine the validity of the restrictions. A great deal of research has been done on testing under inequality restrictions for linear models such as Wolak (1987, 1989), Gourieroux et al. (1982), Geng and Wan (2000), Fonseca et al. (2015) and Zhu and Zhou (2014). This paper focuses on Bayesian methods whose estimation procedure uses the information obtained from observations and historical data or other sources. Geweke (1986) had a Bayesian approach to the problem of the univariate linear model subject to the inequality restrictions on the coefficient parameters. He considered a prior distribution on the parameters consisting of a non-informative distribution and an indicator function presenting the restrictions on parameters. Geweke (1986) used the importance sampling method to estimate the parameters. However, Geweke (1986)’s process of estimating might be slow in terms of the MCMC convergence when the number of the coefficient parameters increases or when the posterior probability of the inequality restrictions is low. Furthermore, Geweke (1996) studied the linear inequality restrictions and expanded the study of Davis (1978), Chamberlain and Leamer (1976) and Leamer and Chamberlain (1976) by implementing the Gibbs algorithm to estimate the coefficient parameters. This method converges faster and gives more accurate approximations to the posterior moments. However, Geweke (1996)’s algorithm is practicable whenever the restriction matrix is a square and invertible matrix. This condition is possible when the number of linear restrictions is equal to the dimension of the coefficient vector. The invertibility of the restriction matrix is also possible when the summation of the number of the linear constrains is equal to the coefficient vector length. In other cases, we fail to use the Geweke (1996)’s algorithm. Rodriguez-Yam et al. (2002, 2004)’s also used a Gibbs sampler algorithm that needs to transform the general restrictions into a one-sided inequality. This paper introduces a Bayesian method of estimating the univariate and multivariate regression parameters when the restriction matrix has any form (a square matrix or non-square matrix). For the multivariate regression model, the number of restrictions on coefficient parameters of each multiple linear models is less than the number of coefficient parameters. By partitioning the restriction matrix into two matrixes, one of which is full rank and non-singular, we reduce the number of the parameters estimated by the Gibbs algorithm. Due to this strategy, our algorithm is less time-consuming compared to the previously presented algorithms.

The structure of the remainder of the text is as follows: Section 2 covers a description of our univariate and multivariate regression models. In Section 3, we then proceed with the method of the partitioning of the restriction matrix, the choice of the prior distributions for the model parameters, and the posterior distributions. After that, we describe our MCMC algorithm. In Section 4, we illustrate the performance of our method through simulation studies for both univariate and multivariate regressions. Then we perform a comparison between the performance of our approach and Geweke’s method for the univariate case. Finally, we provide the analysis of two real datasets in Section 5.

2. Linear Regression Models

2.1. Univariate case :

Univariate linear regression model is defined as follows;

\[ y_i = X_i\beta + \varepsilon_i, \quad i : 1, 2, \cdots, n \]  

where \( \beta \in \mathbb{R}^p \) is the coefficient vector and the error term \( \varepsilon_i \) has a normal distribution, \( \varepsilon_i \sim \mathcal{N}(0, \sigma^2) \). This model in matrix form is then given by:

\[ Y = X\beta + \varepsilon, \]  

where \( Y = (y_1, y_2, \cdots, y_n)' \) is the response vector, \( X \) is the design matrix of size \( n \times p \), \( \beta = (\beta_1, \beta_2, \cdots, \beta_p)' \) is a \( p \)-length vector of the regression coefficients and \( \varepsilon = (\varepsilon_1, \varepsilon_2, \cdots, \varepsilon_n)' \) is the error vector. In this paper, we consider a general framework in which the coefficient parameter vector \( \beta \) is subjected to a set of \( q \) independent linear inequality restrictions as

\[ K \leq H\beta \leq G \]  

where \( H \) is a matrix of size \( q \times p \) with \( q \leq p \) and \( G \) and \( K \) are two vectors of length \( q \).

2.2. Multivariate case :

Multivariate general linear models (MGLMs) are a generalized form of multiple linear models in which a set of explanatory variables or covariates is used to predict several response variables:

\[ Y_{(n,k)} = X_{(n,p)}B_{(p,k)} + E_{(n,k)} \]
where \( \mathbf{Y} \) is the \( n \times k \) response matrix; \( \mathbf{X} \) is a fixed and know matrix of size \( n \times p \) such that all entries of the first column are 1s and it contains \( k-1 \) predictors; \( \mathbf{B} \) is a \( p \times k \) matrix of the regression parameters (one column for each response variable); and \( \mathbf{E} \) is a matrix of the model errors. We assume that \( \mathbf{X} \) and \( \mathbf{E} \) are independent. If \( \mathbf{e}_i' \) represents the \( i \)th row of the error matrix \( \mathbf{E} \), then we suppose that

\[
\mathbf{e}_i' \sim \mathcal{N}(\mathbf{0}, \mathbf{\Sigma}), \quad \forall i \neq j: \mathbf{e}_i' \text{ and } \mathbf{e}_j' \text{ are independent.}
\]

where \( \mathbf{\Sigma} \) is a \( k \times k \) non-singular covariance matrix. We can then write

\[
\text{vec}(\mathbf{E}) = \mathcal{N}(\mathbf{0}, \mathbf{\Sigma} \otimes \mathbf{I}_n),
\]

in which \( \mathbf{0} \) is a vector of length \( nk \) of 0s, the vec ravel\( s \) the error matrix column-wise into a vector and \( \mathbf{I}_n \) is the identity matrix, and \( \otimes \) stands for the right knocker product operation. The general form of the restrictions can be considered as follows in this case:

\[
\mathbf{K} \preceq \mathbf{RB} \preceq \mathbf{G}
\]

where \( \mathbf{R}, \mathbf{K} \) and \( \mathbf{G} \) are the matrixes of sizes \( q \times p, q \times k \) and \( q \times k \), respectively.

3. Bayesian Inference of the Models

3.1. Prior Specification

When making a Bayesian inference, the prior distribution should take into account all prior information that we have on the model parameter. If the elements of the matrix \( H \), the vector \( \mathbf{\beta}, \mathbf{G} \) and \( \mathbf{K} \) are defined as

\[
H_{(q,p)} = \begin{pmatrix} h_{1,1} & h_{1,2} & \cdots & h_{1,p} \\ h_{2,1} & h_{2,2} & \cdots & h_{2,p} \\ \vdots & \vdots & \ddots & \vdots \\ h_{q,1} & h_{q,2} & \cdots & h_{q,p} \end{pmatrix}, \quad \mathbf{\beta} = \begin{pmatrix} \beta_1 \\ \beta_2 \\ \vdots \\ \beta_p \end{pmatrix}, \quad \mathbf{G}_{(q,1)} = \begin{pmatrix} g_1 \\ g_2 \\ \vdots \\ g_q \end{pmatrix}, \quad \mathbf{K}_{(q,1)} = \begin{pmatrix} k_1 \\ k_2 \\ \vdots \\ k_q \end{pmatrix}
\]

the equation \( \mathbf{K} \preceq H\mathbf{\beta} \preceq \mathbf{G} \) can then represent a system of \( q \) linear equations with \( p \) unknowns as

\[
k_1 \leq h_{1,1}\beta_1 + h_{1,2}\beta_2 + \cdots + h_{1,p}\beta_p \leq g_1 \\
k_2 \leq h_{2,1}\beta_1 + h_{2,2}\beta_2 + \cdots + h_{2,p}\beta_p \leq g_2 \\
\vdots \\
k_q \leq h_{q,1}\beta_1 + h_{q,2}\beta_2 + \cdots + h_{q,p}\beta_p \leq g_q
\]

in which for \( i = 1, \ldots, q \) and \( j = 1, \ldots, p \), the constants \( h_{i,j} \) are the coefficients of the system, and \( g_i \) and \( k_i \) are the constant terms.

For the multivariate general linear models, the restriction system and the matrixes \( \mathbf{R}, \mathbf{B}, \mathbf{K} \) and \( \mathbf{G} \) are defined as following :

\[
\mathbf{R}_{(q,p)} = \begin{pmatrix} R_{11} & R_{12} & \cdots & R_{1p} \\ R_{21} & R_{22} & \cdots & R_{2p} \\ \vdots & \vdots & \ddots & \vdots \\ R_{q1} & R_{q2} & \cdots & R_{qp} \end{pmatrix}, \quad \mathbf{B}_{(p,k)} = \begin{pmatrix} \beta_{11} & \beta_{12} & \cdots & \beta_{1k} \\ \beta_{21} & \beta_{22} & \cdots & \beta_{2k} \\ \vdots & \vdots & \ddots & \vdots \\ \beta_{p1} & \beta_{p2} & \cdots & \beta_{pk} \end{pmatrix}
\]

and

\[
\mathbf{G}_{(q,k)} = \begin{pmatrix} G_{11} & G_{12} & \cdots & G_{1k} \\ G_{21} & G_{22} & \cdots & G_{2k} \\ \vdots & \vdots & \ddots & \vdots \\ G_{q1} & G_{q2} & \cdots & G_{qk} \end{pmatrix}, \quad \mathbf{K}_{(q,k)} = \begin{pmatrix} K_{11} & K_{12} & \cdots & K_{1k} \\ K_{21} & K_{22} & \cdots & K_{2k} \\ \vdots & \vdots & \ddots & \vdots \\ K_{q1} & K_{q2} & \cdots & K_{qk} \end{pmatrix}
\]
Note that in this case, the equation \( K \leq RB \leq G \) can represent a system of \( q \times k(q \leq p) \) linear equations with \( p \times k \) unknown parameters.

For the model (2), in order to determine the prior distribution of \( \beta \) under the condition (6), we first partition the matrix \( H \) into two sub-matrixes \( H_S \) and \( H_{S'} \) by a collection of groups. Suppose that \( P = \{1, \ldots, p\} = S \cup S' \) is a set of the indices of the matrix \( H \) and \( S = \{j : h_{ij} \in H_S; i = 1, \ldots, q\} \subset P \) is a subset of the indices of the columns of \( H \) for which the block \( H_S \) is a full rank matrix. The matrix \( H_S \) is then a \( q \times q \) full rank block of \( H \), and \( H_{S'} \) is a \( q \times (p-q) \) sub-matrix including the rest of \( H \). The cardinality of \( S \) is then \( |S| = q \) and that of \( S' \) is \( |S'| = p-q \). In the same way, the coefficient vector \( \beta \) is partitioned into two sub-vectors, a \( q \)-length vector \( \beta_S \) and a \( (p-q) \)-length vector \( \beta_{S'} \). We can therefore rewrite the system (6) as follows

\[
K \leq \begin{pmatrix} H_{S(q,q)} & H_{S'(q,p-q)} \end{pmatrix} \begin{pmatrix} \beta_{S(q,1)} \\ \beta_{S'(p-q,1)} \end{pmatrix} \leq G
\]

\[
K \leq H_S \beta_S + H_{S'} \beta_{S'} \leq G, \quad \text{and then} \quad K - H_S \beta_S \leq H_S \beta_S \leq G - H_{S'} \beta_{S'} \tag{7}
\]

Under the definition (7), the prior distribution of the parameters \( \beta_S \) depends on that of \( \beta_{S'} \). In other words, if \( \beta_{S'} \in \mathbb{R}^{p-q} \), then the support of \( \beta_S \) is a subspace of \( \mathbb{R}^q \) for which \( K - H_S \beta_S \leq H_S \beta_S \leq G - H_{S'} \beta_{S'} \) holds.

In the same manner, we can then generalize the partitioning procedure of the restriction matrix \( R \) and the parameter matrix \( B \) for the multivariate model as follows:

\[
K \leq \begin{pmatrix} R_{S(q,q)} & R_{S'(q,p-q)} \end{pmatrix} \begin{pmatrix} B_{S(q,k)} \\ B_{S'(p-q,k)} \end{pmatrix} \leq G
\]

\[
K \leq R_S B_S + R_{S'} B_{S'} \leq G, \quad \text{and then} \quad K - R_S B_S \leq R_S B_S \leq G - R_{S'} B_{S'} \tag{8}
\]

A classical choice for the prior distribution of the regression coefficients \( \beta_{S'} \) and \( \sigma^2 \) is the conjugate prior distributions given by

\[
\sigma^2 \sim J_{q} \left( \frac{a}{2}, \frac{b}{2} \right),
\]

\[
\beta_{S'}|\sigma^2 \sim \mathcal{N}(\mu_{\beta_{S'}}, \sigma^2 C_{\beta_{S'}}),
\tag{9}
\]

where \( a, b \) and \( \mu_{\beta_{S'}} \) are supposed to be known and \( C_{\beta_{S'}} \) is a \( (p-q) \times (p-q) \) positive definite symmetric and known matrix. In order to choose a prior distribution for the parameter \( \beta_S \) that depends on the prior information in (7), we consider

\[
\beta_S|\sigma^2 \sim \mathcal{N}(\mu_{\beta_S}, \sigma^2 C_{\beta_S}),
\tag{10}
\]

in which

\[
\mathcal{F} = \{ \beta_S \in \mathbb{R}^q | K - H_S \beta_S \leq H_S \beta_S \leq G - H_{S'} \beta_{S'} \}.
\]

\( \mu_{\beta_S} \) is supposed to be known and \( C_{\beta_S} \) is a \( q \times q \) positive definite symmetric and known matrix. The distribution \( \mathcal{N}_{\mathcal{F}} \) indicates a multivariate truncated normal distribution over \( \mathcal{F} \) (See Horrace (2005) for more details). For the MGLM case, we consider an Inverse Wishart distribution for the matrix \( \Sigma \) and a multivariate Gaussian distribution for the regression coefficients \( \beta_{S'} \) and \( \beta_S \) as follows:

\[
\Sigma \sim \mathcal{W}_k(r, Q),
\]

\[
B_{S'}|\Sigma \sim \mathcal{N}(M_{B_{S'}}, \Sigma \otimes D_{B_{S'}}),
\tag{12}
\]

where \( M_{B_{S'}} \) and \( D_{B_{S'}} \) are a \( (p-q) \times k \) matrix and a \( (p-q) \times (p-q) \) positive definite symmetric matrix, respectively. Note that, both matrixes \( M_{B_{S'}} \) and \( D_{B_{S'}} \), are supposed to be known. We have then

\[
B_{S'}|\Sigma \sim \mathcal{N}_{\mathcal{F}}(M_{B_{S'}}, \Sigma \otimes D_{B_{S'}}),
\tag{13}
\]

in which

\[
\mathcal{F} = \{ B_S \in \mathbb{R}^{q \times k} | K - R_S B_{S'} \leq R_S B_S \leq G - R_{S'} B_{S'} \}.
\]

\[
and \ M_{B_S} \text{ and } D_{B_S} \text{ are a } q \times k \text{ matrix and a } q \times q \text{ positive definite symmetric matrix, respectively, and supposed to be known.}
\tag{14}
\]
3.2. Posterior Distributions

3.2.1. Univariate linear regression model:

If we suppose that \( \mathbf{\beta}_{S,S'} \) is defined as \( \mathbf{\beta}_{S,S'} = \begin{pmatrix} \mathbf{\beta}_S \\ \mathbf{\beta}_{S'} \end{pmatrix} \), then \( \mathbf{\beta}_{S,S'} \) is possibly equal to \( \mathbf{\beta} \) or it may be a vector of the regression coefficients, \( \mathbf{\beta}_j; j = 1, \ldots, p \), whose elements are a permutation of the elements of \( \mathbf{\beta} \). We therefore rewrite the model (2) according to \( \mathbf{\beta}_{S,S'} \) in order to calculate the posterior distribution of the regression coefficients based on the prior distribution defined in (9) and (10). Suppose that the columns of the explanatory variable matrix \( \mathbf{X} \) are permuted according to the order of the indices of the elements of \( \mathbf{\beta}_{S,S'} \) and \( \mathbf{X}_{S,S'} = (\mathbf{X}_{S(n,q)} \quad \mathbf{X}_{S'(n,p-q)}) \) indicates this column-permuted matrix. Then the model (2) is therefore rewritten as

\[
Y = \mathbf{X}_S \mathbf{\beta}_S + \mathbf{X}_{S'} \mathbf{\beta}_{S'} + \mathbf{\epsilon}
\]

By using the prior distributions (9) and (10), we obtain the posterior distributions for the parameters of the model (15) as follows:

- The marginal posterior distribution of \( \sigma^2 \):

\[
\sigma^2 | Y, \mathbf{X}_{S,S'} \sim \mathcal{G} (\tilde{\nu}, \tilde{\eta}) \tag{16}
\]

with \( \tilde{\nu} = \frac{n + a}{2} \) and \( \tilde{\eta} = \frac{1}{2} \left[ (b + Y^T Y + \tilde{\mu}_S^T \mathbf{C}_{\mathbf{\beta}_S}^{-1} \tilde{\mu}_S + \tilde{\mu}_{\mathbf{\beta}_{S'}}^T \mathbf{C}_{\mathbf{\beta}_{S'}}^{-1} \tilde{\mu}_{\mathbf{\beta}_{S'}}) - (\tilde{\mu}_S^T \tilde{\mathbf{C}}_{\mathbf{\beta}_S}^{-1} \tilde{\mu}_S) - W^T \tilde{\mathbf{C}}_{\mathbf{\beta}_S} W \right]

where

\[
\begin{align*}
\mathbf{C}_{\mathbf{\beta}_S}^{-1} &= \mathbf{X}_S^T \mathbf{X}_S + \mathbf{C}_{\mathbf{\beta}_{S'}}^{-1} - (\mathbf{X}_S^T \mathbf{X}_{S'})^T \mathbf{C}_{\mathbf{\beta}_S} (\mathbf{X}_S^T \mathbf{X}_{S'}) \\
\mathbf{C}_{\mathbf{\beta}_{S'}}^{-1} &= (\mathbf{X}_S^T \mathbf{X}_S + \mathbf{C}_{\mathbf{\beta}_S}^{-1}) \\
W &= \mathbf{X}_S^T Y + \mathbf{C}_{\mathbf{\beta}_S}^{-1} \tilde{\mu}_S \\
\tilde{\mu}_{\mathbf{\beta}_{S'}} &= \tilde{\mathbf{C}}_{\mathbf{\beta}_{S'}} (\mathbf{C}_{\mathbf{\beta}_{S'}}^{-1} \tilde{\mu}_{\mathbf{\beta}_{S'}} + \mathbf{X}_S^T Y - (\mathbf{X}_S^T \mathbf{X}_{S'}) \tilde{\mathbf{C}}_{\mathbf{\beta}_S} W)
\end{align*}
\]

- The conditional posterior distribution of \( \mathbf{\beta}_{S'} \):

\[
\mathbf{\beta}_{S'} | \sigma^2, Y, \mathbf{X}_{S,S'} \sim \mathcal{N} (\tilde{\mu}_{\mathbf{\beta}_{S'}}, \sigma^2 \tilde{\mathbf{C}}_{\mathbf{\beta}_{S'}}) \tag{17}
\]

- The conditional posterior distribution of \( \mathbf{\beta}_S \) which is given by

\[
\mathbf{\beta}_S | \mathbf{\beta}_{S'}, \sigma^2, Y, \mathbf{X}_{S,S'} \sim \mathcal{N} (\tilde{\mu}_S, \sigma^2 \tilde{\mathbf{C}}_S) \tag{18}
\]

\[
\tilde{\mu}_S = \tilde{\mathbf{C}}_S (W - \mathbf{X}_S^T \mathbf{X}_{S'} \mathbf{\beta}_{S'}) \tag{19}
\]

See Appendix A for more details about the computation of the conditional posteriors obtained in (16), (17) and (18). We call this Bayesian approach, **BKS-approach**.

3.2.2. Multivariate general linear regression model:

In the same way as for the univariate case, if we assume that \( \mathbf{B}_{S,S'} = \begin{pmatrix} \mathbf{B}_S \\ \mathbf{B}_{S'} \end{pmatrix} \) and \( \mathbf{X}_{S,S'} = (\mathbf{X}_{S(n,q)} \quad \mathbf{X}_{S'(n,p-q)}) \), then the model (4) can be rewritten as

\[
Y = \mathbf{X}_S \mathbf{B}_S + \mathbf{X}_{S'} \mathbf{B}_{S'} + \mathbf{\epsilon}
\]

and by using the prior distributions (12), (13), we obtain the marginal distribution of \( \Sigma \), the conditional posterior distributions of \( \mathbf{B}_{S'} \) and \( \mathbf{B}_S \) as follows:
\[ \Sigma | Y, X_{S,S'} \sim \mathcal{W}_k(n + r, V) \]  

(21)

where

\[ V = Q + Y^T Y + M_{B_S}^{-1} D_{B_S}^{-1} M_{B_S} + M_{B_S}^{-1} D_{B_S}^{-1} M_{B_S} - W^T D_{B_S} W - M_{B_S}^{-1} \tilde{D}_{B_S} M_{B_S} \]

\[ \tilde{D}_{B_S} = D_{B_S}^{-1} + X_S^T X_S - (X_S^T X_S^T) D_{B_S} (X_S^T X_S^T) \]

\[ \tilde{D}_{B_S} = D_{B_S}^{-1} + X_S^T X_S \]

\[ \tilde{M}_{B_S} = \tilde{D}_{B_S} (X_S^T Y + X_S^T X_{S'} - (X_S^T X_S^T) \tilde{D}_{B_S} W) \]

\[ W = X_S^T Y + X_S^T \tilde{M}_{B_S} \]

and

\[ B_{S'} | \Sigma, \bar{Y}, X_{S,S'} \sim \mathcal{N}(\tilde{M}_{B_S}, \Sigma \otimes \tilde{D}_{B_S}) \]

(22)

and

\[ B_S | B_{S'}, \Sigma, Y, X_{S,S'} \sim \mathcal{N}(\tilde{M}_{B_S}, \Sigma \otimes \tilde{D}_{B_S}) \]

(23)

where

\[ \tilde{M}_{B_S} = \tilde{D}_{B_S} (W - X_S^T X_S B_{S'}) \]

More details about the computation of the conditional posteriors are provided in Appendix C.

The next step is then to propose a Bayesian estimation procedure to estimate the parameters of our models, based on the obtained posterior distributions and a loss function. While only the conditional posterior distributions of the regression parameters derived from the joint posterior distributions are tractable, the Bayesian estimation procedure leads us subsequently to use MCMC algorithms. Here, we implement a Collapsed Gibbs Sampler algorithm (Dyk and Park, 2008; Ekvall and Jones, 2020) to draw samples from the obtained conditional posterior distributions.

### 3.3. MCMC algorithm

In order to draw samples from the target posterior distributions, the implementation of the Collapsed Gibbs sampler algorithm is described as follows:

#### 3.3.1. Univariate case:

- Initialize \( \beta^{(0)} \) using (3) and \( \sigma^{(0)} \).
- Update \( \beta^{(t)} \) and \( \sigma^{(t)} \) for \( t = 1, 2, \ldots \) following the below steps:
  1. Step 1: Draw \( \sigma^{2(t)} \) from the distribution of \( \sigma^2 | Y, X_{S,S'} \sim \mathcal{W}(\bar{v}, \bar{n}) \).
  2. Step 2: Draw \( \beta^{(t)}_{S'} \) from the distribution of \( \beta_{S'} | \sigma^{2(t)}, Y, X_{S,S'} \sim \mathcal{N}(\bar{\mu}_{\beta_{S'}}, \sigma^{2(t)} \bar{C}_{\beta_{S'}}) \).
  3. Step 3: Calculate the bound and the mean of \( \beta_S \) from the following equation:

\[ \mathcal{J}^{(t)} = \{ \beta_S \in \mathbb{R}^q | K - H_S \beta^{(t)}_{S'} \leq H_S \beta_S \leq G - H_S \beta^{(t)}_{S'} \} \]

\[ \bar{\mu}_{\beta_S} = \bar{C}_{\beta_S} (W - X_S^T X_S \beta^{(t)}_{S'}) \]

Step 4: Draw \( \beta^{(t)}_{S'} \) from the distribution of \( \beta_S | \beta^{(t)}_{S'}, \sigma^{2(t)}, Y, X_{S,S'} \sim \mathcal{N}(\mathcal{J}^{(t)}(\beta^{(t)}_{S'}, \sigma^{2(t)} \bar{C}_{\beta_{S'}})) \).
3.3.2. Multivariate case:

- Initialize $B^{(0)}$ using (8) and $\Sigma^{(0)}$,
- Update $B^{(t)}$ and $\Sigma^{(t)}$ for $t = 1, 2, \cdots$ following the below steps:

  Step 1: Draw $\Sigma^{(t)}$ from the distribution of $\mathcal{N}/n(r, V)$.

  Step 2: Draw $B^{(t)}_{S}$ from the distribution of $\mathcal{N}(\bar{M}_{B_{S}}, \bar{\Sigma}^{(t)} \otimes D_{S})$.

  Step 3: Calculate the posterior mean and the restriction inequality bounds of $vec(B^{(t)}_{S})$ from the following equation as the vector form:

$$vec(\bar{M}_{B_{S}}^{(t)}) = vec \left( D_{B_{S}} \left( W - X_{S}^{T}X_{S}B^{(t)}_{S} \right) \right),$$

and

$$\mathcal{S}^{(t)} = \{ vec(B_{S}) \in \mathbb{R}^{nk} | vec(K - R_{S}B^{(t)}_{S}) \leq (I_{k} \otimes R_{S})vec(B^{(t)}_{S}) \leq vec(G - R_{S}B^{(t)}_{S}) \}.$$  

  Step 4: Draw $vec(B^{(t)}_{S})$ from the distribution of $\mathcal{N}(\bar{M}_{B_{S}}^{(t)}), \bar{\Sigma}^{(t)} \otimes D_{B_{S}}$.

See Geweke (1991); Breslaw (1994); Geweke (1996)’s procedures for more details about the random sampling from the truncated Multivariate Normal Distribution in the last step of both algorithms.

4. Simulation Studies

This study aims to evaluate the performance of the suggested method to estimate the regression model parameters.

4.1. Univariate linear regression model:

Example 4.1 In this example, we consider the following linear regression model

$$y_{i} = \beta_{1} + \beta_{2}x_{i1} + \beta_{3}x_{i2} + \beta_{4}x_{i3} + \beta_{5}x_{i4} + \varepsilon_{i} \quad i : 1, 2, \cdots, n$$

where $\varepsilon_{i}$; $i : 1, 2, \cdots, n$ are i.i.d that follows $\mathcal{N}(0, \sigma^{2})$ and we generated the independent variables from the standard normal distribution. The values of the parameters considered to simulate a dataset of size $n = 20$ are

$$\beta = (-0.5, 1, -2, 3, 4)^{T}, \quad \sigma^{2} = 1.$$  

(24)

We considered two following restrictions:

Restriction 1.

$$\beta_{2} + \beta_{3} \leq -0.5$$
$$\beta_{2} + \beta_{4} - \beta_{5} \leq 0.2$$
$$\beta_{3} + \beta_{5} \leq 2.2$$

(25)

Restriction 2.

$$\beta_{2} + \beta_{1} \leq -0.5$$
$$\beta_{1} \leq -1.5$$
$$\beta_{4} \geq 2$$

(26)

Based on the above restrictions, the matrixes $H$ and $G$ would be

$$H^{[1]} = \begin{pmatrix} 0 & 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & -1 \\ 0 & 0 & 1 & 0 & 1 \end{pmatrix}, \quad G^{[1]} = \begin{pmatrix} -0.5 & 0.2 \\ 2.2 \end{pmatrix}, \quad H^{[2]} = \begin{pmatrix} 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{pmatrix}, \quad G^{[2]} = \begin{pmatrix} -0.5 & -1.5 \\ 2 \end{pmatrix}.$$
where $H^{(i)}$ and $G^{(i)}$ are related to the Restriction $i$, $i = 1, 2$. We choose the matrices $H_S^{[1]}$ and $H_S^{[2]}$ for both Restriction 1. and Restriction 2., respectively, as follows

\[
H_S^{[1]} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & -1 \\ 1 & 0 & 1 \end{pmatrix}, \quad H_S^{[2]} = \begin{pmatrix} 0 & 1 \\ 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad H_S^{[3]} = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad H_S^{[4]} = 0_{(3,2)}
\]

By these definitions, $\beta_S$ and $\beta_S'$ would be

\[
\beta_S^{[1]} = (\beta_3, \beta_4, \beta_5)^T, \quad \beta_S^{[2]} = (\beta_1, \beta_2, \beta_3, \beta_4)^T, \quad \beta_S^{[3]} = (\beta_1, \beta_5)^T
\]

\[
x_S^{[1]} = (X_2 \quad X_3 \quad X_4), \quad x_S^{[1]} = (1_n \quad X_i), \quad x_S^{[2]} = (X_1 \quad X_2 \quad X_3), \quad x_S^{[2]} = (1_n \quad X_4)
\]

$1_n$ is an $n$-length vector of ones and $X_i$ is an $n$-length vector of the observations for $i$th independent variable. We then consider the following matrices

\[
H_G = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad G_G = \begin{pmatrix} +\infty \\ -0.5 \\ -1.5 \\ -2 \\ +\infty \end{pmatrix}
\]

in order to apply the Geweke’s method for the Restriction 2. and to compare it with our approach. For both cases, we consider then the following prior distributions

\[
\sigma^2 \sim \mathcal{I}(3,1), \\
\beta_S' | \sigma^2 \sim \mathcal{N}(\mu_S', \sigma^2 (X_S'X_S)^{-1}) \\
\beta_S | \beta_S', \sigma^2 \sim \mathcal{N}(\mu_S, \sigma^2 (X_S'X_S)^{-1}).I_{\mathcal{H}}(\beta_S)
\]

(27)

where $\mu_S'$ and $\mu_S$ have been determined using the corresponding elements of the ordinary least square estimation of the parameter $\beta$,

\[
\hat{\beta}_{OLS} = (X^T X)^{-1}X^T y,
\]

and

\[
\mathcal{H} = \{ \beta_S \in \mathbb{R}^3 | H_S \beta_S \leq G_{BKS} - H_S \hat{\beta}_S \}.
\]

Based on the square loss function, we computed the posterior estimations using the samples drawn from the Gibbs sampler algorithm described in Section 3.3 based on $10^4$ iterations. We tested the convergence of the Markov chains using the Heidelberg and Welch diagnostics for both restrictions. We then chose this iteration number (See Appendix B that illustrates the adequacy of the generated Markov chains). We repeated this experiment 20000 times to calculate the standard error and the mean square error. We used the following function to find the mean square error (MSE) of the estimators

\[
MSE(\hat{\beta}) = \frac{1}{m} \sum_{k=1}^{m} \sum_{j=1}^{r} (\hat{\beta}_{jk} - \beta_{jreal})^2
\]

(28)

where $m$ is the number of the replications and $\hat{\beta}_{jk}$ and $\beta_{jreal}$ are respectively the estimation and the real value of the parameter $\beta_j$ in $m$-th replication.

By comparing the results shown in Table 1 with the true values of the vector $\beta$ and $\sigma^2$, (24), we can see that the posterior estimations of the parameters are very close to the true values. We therefore conclude that the Bayesian approach accurately estimates the model parameters, which is highly due to integrating the accurate prior information into the likelihood. Note that the analyses carried out in this example are based on the assumption of having enough information to determine Restriction 1. , Restriction 2. A scenario is to assume, however, that the probability that the restrictions may not have the forms defined in Restriction 1. , Restriction 2. is not zero. An example is the case where we have the following restrictions for instance:

\[
\beta_2 + \beta_3 \leq -0.5 \\
\beta_2 + \beta_3 - \beta_4 \leq 0.2 \\
\beta_3 + \beta_5 \leq 2.2 + \delta
\]

(29)
To simplify the comparison of the restricted Bayesian estimator \((\hat{\beta}_{RE})\) (computed using (27)) to the unrestricted Bayesian estimator \((\hat{\beta}_{UN})\) computed based on the following prior modeling,

\[
\sigma^2 \sim \mathcal{IG}(3, 1),
\]

\[
\beta \mid \sigma^2 \sim \mathcal{N}(\hat{\beta}_{OLS}, \sigma^2(X'X)^{-1})
\]

we calculated the relative efficiency defined as follows

\[
RE = \frac{\text{MSE}(\hat{\beta}_{UN})}{\text{MSE}(\hat{\beta}_{RE})}.
\]

If \(\delta \in [-1, 1]\), this deviation added to the upper bound of the third restriction in (25) has two consequences. When \(\delta\) takes value in \([-0.2, 1]\), the real value of \(\beta_3 + \beta_5\) (that is 2) is in the third restriction range (29). However, when \(\delta \in [-1, 0.2]\), the third restriction range does not contain the real value of \(\beta_3 + \beta_5\). Figure 4 displays a comparison between the restricted Bayesian estimator \((\hat{\beta}_{RE})\) and the unrestricted Bayesian estimator \((\hat{\beta}_{UN})\) using the relative efficiency for different values of \(\delta\). The figure illustrates that the maximum value of the relative efficiency is located in the interval from \(-0.2\) to \(0.2\), and when \(\delta\) exceeds the limit \(0.2\), the relative efficiency reduces although that interval still contains the true value of \(\beta_3 + \beta_5\). These results, therefore, show the impact of the prior information that we have on the restrictions and highlight the role of one’s use of this information in determining the parameter estimators. In other words, when the \(\delta \in [-0.2, 1]\), the integration of this a priori accurate information into the model by the Bayesian method, improves the parameter estimations. Then the MSE of the restricted Bayesian estimator is consequently more minor than that of the unrestricted Bayesian estimator. In the case where we suppose \(\delta \in [-1, 0.2]\), the MSE of the unrestricted Bayesian estimator is less than that of the restricted Bayesian estimator because of the integration of false information in the restriction.

In addition to this, for the Restriction 2, the results shown in Table 1 display that despite a slight difference between the standard errors and MSE of both methods of estimating, the computing time for the BKS-method is significantly less than that of the Geweke’s process.

### Table 1

Bayesian estimations of the regression model parameters, denoted by \(\hat{\beta}_j\) and \(\hat{\sigma}^2\), and the standard error, SE, obtained by using the BKS-method and Geweke’s method. MSEs are computed using (28), and the time is calculated per minute.

| \(\beta_j\) | \(\hat{\beta}_j\) | SE | \(\hat{\beta}_j\) | SE | \(\hat{\beta}_j\) | SE |
|------------|------------------|----|------------------|----|------------------|----|
| \(\beta_1\) | -0.5016          | 0.2545 | -0.4984          | 0.2527 | -0.4997          | 0.2556 |
| \(\beta_2\) | 1.0013           | 0.2614 | 0.9853           | 0.2387 | 0.9720           | 0.2396 |
| \(\beta_3\) | -2.0002          | 0.2019 | -2.0301          | 0.2205 | -2.0342          | 0.2270 |
| \(\beta_4\) | 2.9983           | 0.2216 | 3.0018           | 0.2630 | 2.9955           | 0.2637 |
| \(\beta_5\) | 4.0025           | 0.1831 | 4.0009           | 0.2580 | 4.0002           | 0.2608 |
| \(\sigma^2\) | 0.7576           | 0.2559 | 0.7694           | 0.2657 | 0.7611           | 0.2644 |
| MSE        | 0.0557           | -    | 0.0602           | -    | 0.0827           | -    |
| Time       | 66.54            |     | 82.64            |     |                  |     |

4.2. Multivariate general linear regression model :

**Example 4.2** We consider the following multivariate general linear model :

\[
\gamma_{ij} = \beta_{1j} + \beta_{2j}x_{i1} + \beta_{3j}x_{i2} + \beta_{4j}x_{i3} + \beta_{5j}x_{i4} + e_{ij}; \quad i: 1, 2, \cdots, 20 \quad \text{and} \quad j: 1, 2
\]
The true value of $\mathbf{B}$ and $\mathbf{\Sigma}$ are:

$$\mathbf{B} = \begin{pmatrix} 2 & -1 & 0.5 & 1 & 0.5 \\ -1 & 1.5 & 1 & 1 & 0.7 \end{pmatrix}^T, \quad \mathbf{\Sigma} = \begin{pmatrix} 1 & 0.5 \\ 0.5 & 1 \end{pmatrix}. $$

We consider following matrixes for $\mathbf{R}$ and $\mathbf{G}$:

$$\mathbf{R} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & -1 & 1 \end{pmatrix}, \quad \mathbf{G} = \begin{pmatrix} 0 & 0 \\ 0.5 & 0 \\ 0.5 & 1 \end{pmatrix}. $$

and the partitions of $\mathbf{R}$ are:

$$\mathbf{R}_S = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & -1 & 1 \end{pmatrix}, \quad \mathbf{R}_S' = \begin{pmatrix} 0 & 1 \\ 0 & 1 \\ 0 & 0 \end{pmatrix}.$$  

By these partitions, $\mathbf{B}_S$ and $\mathbf{B}_S'$ would be

$$\mathbf{B}_S = \begin{pmatrix} \beta_{31} & \beta_{32} \\ \beta_{41} & \beta_{42} \\ \beta_{51} & \beta_{52} \end{pmatrix}, \quad \mathbf{B}_S' = \begin{pmatrix} \beta_{11} & \beta_{12} \\ \beta_{21} & \beta_{22} \end{pmatrix}.$$  

The corresponding partitions of the model matrix, $\mathbf{X}$, are

$$\mathbf{X}_S = (X_2 \ X_3 \ X_4) \quad \text{and} \quad \mathbf{X}_S' = (1_n \ X_1)$$

where $1_n$ is a $n$-length vector of ones and $X_i$ is the simulated $i$th independent variable. We consider then the following prior distributions for the parameters

$$\mathbf{\Sigma} \sim \mathcal{W}_k(2, \mathbf{Q}), \quad \mathbf{Q} = \frac{1}{20}(\mathbf{Y} - \mathbf{X}\hat{\mathbf{B}}_{OLS})^T(\mathbf{Y} - \mathbf{X}\hat{\mathbf{B}}_{OLS})$$

$$\mathbf{B}_S|\mathbf{\Sigma} \sim \mathcal{N}(\mathbf{M}_{B_S}, \mathbf{\Sigma} \otimes (\mathbf{X}_S^T\mathbf{X}_S)^{-1}),$$

and

$$\mathbf{B}_S|\mathbf{B}_S',\mathbf{\Sigma} \sim \mathcal{N}(\mathbf{M}_{B_S}, \mathbf{\Sigma} \otimes (\mathbf{X}_S^T\mathbf{X}_S)^{-1})$$
where $\mathbf{M}_{B_S}$ and $\mathbf{M}_{B_S}$ are chosen from $\hat{\mathbf{B}}_{\text{OLS}}$ and 

$$\mathcal{M} = \{ \mathbf{B}_S \in \mathbb{R}^{3 \times 2} | \mathbf{R}_3 \mathbf{B}_S \leq \mathbf{G} - \mathbf{R}_8 \mathbf{B}_S \}.$$ 

We use the CholWishart and MixMatrix packages in R programming language, respectively, written by Thompson et al. (2019b) and Thompson et al. (2019a), to draw random samples from the Inverse Wishart and Matrix normal distribution.

Based on the square loss function and the algorithm explained in subsection 3.3, we compute the Bayesian parameter estimations using $10^4$ MCMC sample draws. Appendix D displays the related trace plots and the sample ACF plots for the regression parameters, which illustrates the convergence of the produced Markov chains. In order to compute the standard error and the mean square error, we repeat this experiment 2000 times. We use the following function to calculate the MSE of the estimators

$$\text{MSE}(\hat{\mathbf{B}}) = \frac{1}{2000} \sum_{m=1}^{2000} \sum_{i=1}^{p} \sum_{j=1}^{k} \left( \hat{\beta}_{ij(m)} - \beta_{ij}^{\text{real}} \right)^2,$$ \hspace{1cm} (32)

where $\hat{\beta}_{ij(m)}$ is the estimation of $\beta_{ij}$ in the $m$th repetition.

| Parameters | Estimates | SE  |
|------------|-----------|-----|
| $\beta_{11}$ | 2.0015 | 0.2527 |
| $\beta_{21}$ | -1.0029 | 0.2499 |
| $\beta_{31}$ | 0.4990 | 0.2249 |
| $\beta_{41}$ | 0.9997 | 0.2381 |
| $\beta_{51}$ | 0.5043 | 0.2215 |
| $\beta_{12}$ | -1.0017 | 0.2510 |
| $\beta_{22}$ | -1.5059 | 0.2529 |
| $\beta_{32}$ | 0.9908 | 0.2149 |
| $\beta_{42}$ | 0.9989 | 0.2230 |
| $\beta_{52}$ | 0.7024 | 0.1952 |
| $\Sigma$ | 0.5603 |

| \(\Sigma\) | \(\sigma_{11}\) | 0.8859 | 0.2545 |
| \(\Sigma\) | \(\sigma_{12}\) | 0.4429 | 0.1973 |
| \(\Sigma\) | \(\sigma_{21}\) | 0.4429 | 0.1973 |
| \(\Sigma\) | \(\sigma_{22}\) | 0.8830 | 0.2471 |
| MSE | 0.3321 |

Bayesian estimations of the multivariate regression parameters, $\mathbf{B}$ and $\Sigma$, and the standard errors, SE, obtained based on $10^4$ Gibbs iterations (algorithm described in Subsection 3.3). The MSEs are computed using (32).

The simulation results shown in Table 2 illustrate that the posterior estimations are very close to the true values we considered to simulate our dataset. Thus, our restricted Bayesian approach efficiently estimates the parameters of the multivariate regression model $\mathbf{B}$ and $\Sigma$.

5. Application to Real Data

5.1. Real dataset 1. Bayesian analysis by applying a univariate linear regression model:

Following the illustration provided by Pindyck and Rubinfeld (1981), pp. 44, the real dataset we consider here, contains 32 observations on rent paid, number of occupants, number of rooms rented, distance from campus in blocks and sex for undergraduates at the University of Michigan. The model considered by Geweke (1986, 1996) is

$$y_i = \beta_1 + \beta_2 s_i + \beta_3 (1 - s_i) r_i + \beta_4 s_i d_i + \beta_5 (1 - s_i) d_i + \epsilon_i \hspace{1cm} i : 1, 2, \cdots, 32 \hspace{1cm} (33)$$

where $y_i$ denotes rent paid per person, $s_i$ is a dummy variable representing gender (one for male and zero for female), $r_i$ number of rooms per person, $d_i$ distance from campus in blocks, $\epsilon_i$ is normally distributed error with mean 0 and variance $\sigma^2$. The restrictions considered on the parameter $\beta$ are

$$\beta_2 \geq 0, \beta_3 \geq 0, \beta_4 \leq 0, \beta_5 \leq 0 \hspace{1cm} (34)$$
In the BKS-method, we can write the restrictions in the form of \( H_{BKS} \beta \leq G_{BKS} \) when the matrix \( H_{BKS} \) and the vector \( G_{BKS} \) are as follows

\[
H_{BKS} = \begin{pmatrix}
0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}, \quad G_{BKS} = \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\] (35)

and therefore, we set \( H_S \) and \( H_{S'} \)
as

\[
H_S = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad H_{S'} = \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\] (36)

For the hyperparameters of the prior distributions (9) and (10), we consider then:

\[
a = b = 0.001, \quad \mu_S = \begin{pmatrix}
130.0 \\
123.0 \\
0.0 \\
-1.153
\end{pmatrix}, \quad \mu_{S'} = 37.63, \quad C_S = (X_S^T X_S)^{-1}, \quad C_{S'} = (X_{S'}^T X_{S'})^{-1}
\] (37)

where \( \mu_S \) and \( \mu_{S'} \) are chosen based on the MLE of \( \beta \) in the model (33) (Geweke (1986)), \( \hat{\beta}_{MLE} = (37.63, 130.0, 123.0, 0.0, -1.153)^T \).

We also implement Geweke’s method by considering

\[
H_G = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}, \quad G_G = \begin{pmatrix}
+\infty \\
0 \\
0 \\
0 \\
0
\end{pmatrix}, \quad \mu_{\beta} = \hat{\beta}_{MLE} \quad C_{\beta} = (X^T X)^{-1}
\] (38)

### Table 3

| Parameters | BKS-method | Geweke’s method |
|------------|------------|-----------------|
| \( \beta_1 \) | 37.7037 (5.1998) | 37.8017 (21.9386) |
| \( \beta_2 \) | 134.8952 (9.8633) | 134.9228 (24.4277) |
| \( \beta_3 \) | 122.7444 (9.7056) | 122.7571 (25.3568) |
| \( \beta_4 \) | -0.6447 (0.5692) | -0.6573 (0.5787) |
| \( \beta_5 \) | -1.1448 (0.3872) | -1.1522 (0.3938) |
| \( \sigma^2 \) | 1316.165 (349.1228) | 1323.586 (353.8908) |

Bayesian estimations and corresponding standard deviations (number displayed in brackets) obtained by using the BKS-method and Geweke’s method based on \( 10^4 \) MCMC iterations.

The results presented in Table 3 show that the estimation of the parameters in both Geweke’s method and BKS-method are slightly different while the standard deviation of the BKS-method estimates is substantially smaller than that of Geweke’s method.

### 5.2. Real dataset 2. Bayesian analysis by applying a multivariate linear regression model:

As an example of the multivariate general linear model, we consider the chemical reaction data introduced by Box and Youle (1995) and assessed by Rencher (2002) and Fujikoshi et al. (2010). The explanatory variables are: temperature \( (X_1) \), concentration \( (X_2) \), time \( (X_3) \) and the response variables are: percentage of unchanged starting material \( (Y_1) \), percentage converted to the desired product \( (Y_2) \), percentage of unwanted by-product \( (Y_3) \). We set the following matrixes for defining the restrictions on the coefficient parameters:

\[
R = \begin{pmatrix}
0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad G = \begin{pmatrix}
-1 & 0.6 & 1.0 \\
-2 & 1.5 & 1.5
\end{pmatrix}
\]
and then choose the partitions of $R$ as:

$$
R_S = \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix}, \quad R_S' = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
$$

By these partitions, $B_S$ and $B_S'$ would be

$$
B_S = \begin{pmatrix} \beta_{31} & \beta_{32} & \beta_{33} \\ \beta_{41} & \beta_{42} & \beta_{43} \end{pmatrix}, \quad B_S' = \begin{pmatrix} \beta_{11} & \beta_{12} & \beta_{13} \\ \beta_{21} & \beta_{22} & \beta_{23} \end{pmatrix}.
$$

The corresponding partitions of the model matrix $X$ are

$$
X_S = (X_2 \quad X_3) \quad \text{and} \quad X_S' = (1_n \quad X_i)
$$

where $1_n$ is an $n$-length vector of ones and $X_i$ is the $i$th independent variable. We then specify the hyperparameters of the prior distributions as follows:

$$
\Sigma \sim \mathcal{W}(3, Q), \quad Q = \frac{1}{19}(Y - X\hat{B}_{OLS})^T(Y - X\hat{B}_{OLS})
$$

and

$$
B_S' | \Sigma \sim \mathcal{N}(M_{B_S'}, \Sigma \otimes (X_S'^T X_S')^{-1}),
$$

and

$$
B_S | B_S', \Sigma \sim \mathcal{N}(M_{B_S}, \Sigma \otimes (X_S^T X_S)^{-1})
$$

where $M_{B_S}$ and $M_{B_S'}$ are two matrices of size $2 \times 3$ derived from the MLE, $\hat{B}_{OLS}$, and

$$
\mathcal{M} = \{B_S \in \mathbb{R}^{2 \times 3} | R_S B_S \leq G - R_S B_S' \}.
$$

We computed the posterior means of the model parameters and their standard deviations using the samples of size $10^4$ drawn by implementing the Gibbs sampler algorithm described in subsection 3.3. Table 4 displays the simulation results including the point estimations of the model parameters and their standard deviations.

| Parameters | Estimates | Sd   |
|------------|-----------|------|
| $\beta_{11}$ | 332.1186 | 9.1182 |
| $\beta_{21}$ | -1.5460  | 0.0544 |
| $\beta_{31}$ | -1.5369  | 0.0974 |
| $\beta_{41}$ | -2.0097  | 0.0107 |
| $\beta_{12}$ | -25.9678 | 15.8022 |
| $\beta_{22}$ | 0.4041   | 0.0944 |
| $\beta_{32}$ | 0.2401   | 0.1441 |
| $\beta_{42}$ | 1.2626   | 0.0940 |
| $\beta_{13}$ | -164.1275| 15.2907 |
| $\beta_{23}$ | 0.9142   | 0.0913 |
| $\beta_{33}$ | 0.9404   | 0.1213 |
| $\beta_{43}$ | 1.2491   | 0.1123 |

| $\sigma_{11}$ | 4.0024 | 1.2713 |
| $\sigma_{12}$ | -1.0698| 1.5922 |
| $\sigma_{13}$ | -3.3008| 1.6979 |
| $\sigma_{22}$ | 12.4211| 3.9347 |
| $\sigma_{23}$ | -8.9508| 3.3254 |
| $\sigma_{33}$ | 11.5510| 3.6744 |

**Table 4**

Bayesian estimations of the regression parameters, $B$ and $\Sigma$, and the standard deviation obtained based on $10^4$ MCMC iterations provided by the implementation of the algorithm described in Subsection 3.3.
Conclusion

This paper focuses on the Bayesian inference of the univariate and multivariate linear regression models in which the coefficient parameters are subject to linear inequality restrictions. For the univariate case, contrary to Geweke’s method, our approach is applicable when the number of the linear constraints on the parameters is less than the number of regression coefficient parameters. In other words, the Bayesian method proposed in this paper leads us to estimate the regression parameters in the case where the restriction matrix is a non-square or non-invertible matrix. We have thus partitioned the restriction matrix of the model coefficients into two matrixes, one of which is square and invertible. This partitioning strategy allows us to implement a Gibbs sampling algorithm with the number of parameters to estimate less than the algorithm proposed by Geweke sequentially. Therefore, by decreasing the number of the Gibbs steps, we consequently reduced the running time of the MCMC algorithm using our prior modeling. We have evaluated the efficiency of the suggested method with some numerical examples. Finally, we applied the BKS-approach to two empirical datasets. The results have shown that the standard deviation of the MCMC samples generated by our suggested method is smaller than that simulated by Geweke’s method.
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Appendix A: Computing the conditional posterior distributions of the restricted regression model (15)

The likelihood function of the model (15) is given by
\[
\ell(\beta_{S, S'}, \sigma^2 | Y, X_{S, S'}) = \frac{1}{(2\pi)^{\frac{n}{2}}|\sigma^2|^\frac{n}{2}} \exp \left( -\frac{1}{2\sigma^2} (Y - X_S \beta_S - X_{S'} \beta_{S'})^T (Y - X_S \beta_S - X_{S'} \beta_{S'}) \right)
\]
(39)

By the definition, the joint posterior distribution \(\pi(\beta_{S, S'}, \sigma^2 | Y, X_{S, S'})\) is then
\[
\pi(\beta_{S, S'}, \sigma^2 | Y, X_{S, S'}) = \ell(\beta_{S, S'}, \sigma^2 | Y, X_{S, S'}) \pi(\beta_{S, S'}, \sigma^2) \pi(\sigma^2) \pi(\beta_S)
\]
\[
\approx \frac{1}{|\sigma^2|^\frac{n}{2}} \exp \left( -\frac{1}{2\sigma^2} (Y - X_S \beta_S - X_{S'} \beta_{S'})^T (Y - X_S \beta_S - X_{S'} \beta_{S'}) \right)
\]
\[
\times \frac{1}{|\sigma^2|^\frac{m}{2}} \exp \left( -\frac{1}{2\sigma^2} (\beta_{S'} - \mu_{\beta_{S'}})^T C_{\beta_{S'}}^{-1} (\beta_{S'} - \mu_{\beta_{S'}}) \right)
\]
\[
\times \frac{1}{|\sigma^2|^\frac{1}{2}} \exp \left( -\frac{1}{2\sigma^2} (\beta_S - \mu_{\beta_S})^T C_{\beta_S}^{-1} (\beta_S - \mu_{\beta_S}) \right) I(\theta)
\]
\[
\times \frac{1}{|\sigma^2|^\frac{1}{2}} \exp \left( -\frac{b}{2\sigma^2} \right)
\]

After some calculation, we obtain
\[
\pi(\beta_{S, S'}, \sigma^2 | Y, X_{S, S'}) \approx |\sigma^2|^{-\frac{n+m+1}{2}} \exp \left( -\frac{1}{2\sigma^2} (b + Y^T Y + \mu_{\beta_{S'}}^T C_{\beta_{S'}}^{-1} \mu_{\beta_{S'}} + \mu_{\beta_S}^T C_{\beta_S}^{-1} \mu_{\beta_S}) \right)
\]
\[
\times \exp \left( -\frac{1}{2\sigma^2} (\beta_{S'} - \bar{\mu}_{\beta_S})^T C_{\beta_S}^{-1} (\beta_{S} - \bar{\mu}_{\beta_S}) \right) I(\theta)
\]
\[
\times \exp \left( -\frac{1}{2\sigma^2} (\beta_S - \bar{\mu}_{\beta_S})^T C_{\beta_S}^{-1} (\beta_S - \bar{\mu}_{\beta_S}) \right) I(\theta)
\]
(40)

in which
\[
\bar{\mu}_{\beta_S} = C_{\beta_S} (W - X_S^T X_S \beta_{S'})
\]
\[
\bar{\mu}_{\beta_S} = C_{\beta_S} (W - X_S^T X_S \beta_{S'})
\]

If we suppose that
\[
\bar{\mu}_{\beta_S} = C_{\beta_S} (W - X_S^T X_S \beta_{S'})
\]
then the second line of the joint posterior distribution (40) can be rewritten as follows
\[
\exp \left( -\frac{1}{2\sigma^2} (\beta_S - \bar{\mu}_{\beta_S})^T C_{\beta_S}^{-1} (\beta_S - \bar{\mu}_{\beta_S}) + \frac{1}{2\sigma^2} (W - X_S^T X_S \beta_{S'})^T C_{\beta_S} (W - X_S^T X_S \beta_{S'}) \right) I(\theta)
\]
(41)

and by replacing the expression (41) in (40), we get
\[
\pi(\beta_{S, S'}, \sigma^2 | Y, X_{S, S'}) \approx |\sigma^2|^{-\frac{n+m+1}{2}} \exp \left( -\frac{1}{2\sigma^2} (b + Y^T Y + \mu_{\beta_{S'}}^T C_{\beta_{S'}}^{-1} \mu_{\beta_{S'}} + \mu_{\beta_S}^T C_{\beta_S}^{-1} \mu_{\beta_S}) \right)
\]
\[
\times \exp \left( -\frac{1}{2\sigma^2} (\beta_S - \bar{\mu}_{\beta_S})^T C_{\beta_S}^{-1} (\beta_S - \bar{\mu}_{\beta_S}) \right) I(\theta)
\]
\[
\times \exp \left( -\frac{1}{2\sigma^2} (W - X_S^T X_S \beta_{S'})^T C_{\beta_S} (W - X_S^T X_S \beta_{S'}) \right)
\]
\[
\times \exp \left( -\frac{1}{2\sigma^2} (\beta_S^T (X_S^T X_S + C_{\beta_S}^{-1}) - \beta_S^T (C_{\beta_{S'}}^{-1} \mu_{\beta_{S'}} + X_S^T Y - (C_{\beta_{S'}}^{-1} \mu_{\beta_{S'}} + X_S^T Y)^T \beta_{S'}) \right)
\]
(42)
and by supposing

\[ \tilde{\beta}^{-1} = X_S^TX_S + C_{\beta_S}^{-1} - (X_S^TX_S)' \tilde{C}_{\beta_S}(X_S^TX_S) \]

\[ \beta_{\beta_S} = \tilde{C}_{\beta_S}(C_{\beta_S}^{-1}\mu_{\beta_S} + X_S^TY - (X_S^TX_S)\tilde{C}_{\beta_S}W) \]

the joint posterior distribution (42) can then be rewritten as follows

\[
\pi(\beta_S, \sigma^2 | Y, X_{S}, S) \propto \left(\sigma^2\right)^{-\frac{n+a+p}{2}} \exp\left(-\frac{1}{2\sigma^2}(b + Y^TY + \mu_{\beta_S} C_{\beta_S}^{-1}\mu_{\beta_S} + \mu_{\beta_S} C_{\beta_S}^{-1}\mu_{\beta_S})\right) \\
\times \exp\left(-\frac{1}{2\sigma^2}(\beta_S - \tilde{\beta}_{S})' \tilde{C}_{\beta_S} (\beta_S - \tilde{\beta}_{S}) I_\beta (\beta_S) \right) \\
\times \exp\left(-\frac{1}{2\sigma^2}(\beta_{\beta_S} - \tilde{\beta}_{\beta_S})' \tilde{C}_{\beta_S}^{-1}(\beta_{\beta_S} - \tilde{\beta}_{\beta_S}) + \frac{1}{2\sigma^2}(\mu_{\beta_S} C_{\beta_S}^{-1}\mu_{\beta_S} + \mu_{\beta_S} C_{\beta_S}^{-1}\mu_{\beta_S}) + \frac{1}{2\sigma^2}W' \tilde{C}_{\beta_S}W\right)\]  

(43)

From the joint posterior distribution (43), we can easily deduce the marginal posterior distributions (16), (17) and (18).
Appendix B: Appendix: Trace and sample ACF plots of the simulated Markov Chains in section 4

Fig 2: Trace plots and the sample ACF plots of $10^4$ MCMC iterations simulated from the posterior distribution of $\beta$ in the Restriction 1, using the algorithm described in subsection 3.3.
Fig 3: Trace plots and the sample ACF plots of $10^4$ MCMC iterations simulated from posterior distribution of $\beta$ in the Restriction 2, using the algorithm described in subsection 3.3.

Appendix C: Appendix: Computing the conditional posterior distributions of the regression parameters for the model (20)

The likelihood function of the model (20) is given by

$$
\ell(B_{S,S'}, \Sigma | Y, X_{S,S'}) \propto |\Sigma|^{-\frac{n}{2}} \exp \left( -\frac{1}{2} tr \{ \Sigma^{-1} (Y - X_S B_S - X_{S'} B_{S'})^T (Y - X_S B_S - X_{S'} B_{S'}) \} \right)
$$

(44)
By the definition, the posterior distribution \( \pi(B_{S,S'}, \Sigma | Y, X_{S,S'}) \) is then

\[
\pi(B_{S,S'}, \Sigma | Y, X_{S,S'}) = \ell(B_{S,S'}, \Sigma | Y, X_{S,S'}) \pi(B_s | \Sigma) \pi(B_{S'} | \Sigma) \pi(\Sigma)
\]

\[
\propto |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (Y - X_S B_S - X_{S'} B_{S'})^T (Y - X_S B_S - X_{S'} B_{S'}) \right) \right)
\]

\[
\times |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (B_{S'} - \tilde{M}_{B_{S'}})^T D_{B_{S'}}^{-1} (B_{S'} - \tilde{M}_{B_{S'}}) \right) \right)
\]

\[
\times |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (B_{S} - \tilde{M}_{B_{S}})^T D_{B_{S}}^{-1} (B_{S} - \tilde{M}_{B_{S}}) \right) \right) J_{\mathcal{F}}(B_{S})
\]

\[
\times |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} Q \right) \right)
\]

and then, we obtain

\[
\pi(B_{S,S'}, \Sigma | Y, X_{S,S'}) \propto |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (Q + Y^T Y + M_{B_{S'}}^T D_{B_{S'}}^{-1} M_{B_{S'}} + M_{B_{S}}^T D_{B_{S}}^{-1} M_{B_{S}}) \right) \right)
\]

\[
\times \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (B_{S'}^T D_{B_{S'}}^{-1} B_{S'} - B_{S'}^T (W - X_S^T X_S B_{S'}) - (W - X_S^T X_S B_{S'})^T B_{S'}) \right) \right) J_{\mathcal{F}}(B_S)
\]

\[
\times \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (B_{S}^T (X_S^T X_S + D_{B_{S}}) B_{S} - (W - X_S^T X_S B_{S'})^T D_{B_{S}} (W - X_S^T X_S B_{S'}) \right) \right)
\]

(45)

in which

\[
D_{B_{S'}}^{-1} = (X_S^T X_S + D_{B_{S}})
\]

\[
W = X_S^T Y + D_{B_{S}} M_{B_{S}}.
\]

If we suppose that

\[
\hat{M}_{B_{S}} = D_{B_{S}}^{-1} (W - X_S^T X_S B_{S'})
\]

(46)

then the second line of (45) can be written as

\[
\exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (B_{S'}^T - \hat{M}_{B_{S'}})^T D_{B_{S'}}^{-1} (B_{S'}^T - \hat{M}_{B_{S'}}) - (W - X_S^T X_S B_{S'})^T D_{B_{S}} (W - X_S^T X_S B_{S'}) \right) \right) J_{\mathcal{F}}(B_S)
\]

(47)

and finally, by replacing (47) in (45) and supposing that

\[
D_{B_{S'}}^{-1} = X_S^T X_S + D_{B_{S'}} - (X_S^T X_S)^T D_{B_{S}} (X_S^T X_S)
\]

\[
\hat{M}_{B_{S}} = D_{B_{S}}^{-1} M_{B_{S}} + X_S^T Y - X_S^T X_S \delta_{B_{S}} W
\]

\[
V = Q + Y^T Y + M_{B_{S}}^T D_{B_{S}}^{-1} M_{B_{S}} + M_{B_{S}}^T D_{B_{S}}^{-1} M_{B_{S}} - W^T D_{B_{S}} W - \hat{M}_{B_{S}}^T D_{B_{S}}^{-1} \hat{M}_{B_{S'}}
\]

the joint posterior distribution will be

\[
\pi(B_{S,S'}, \Sigma | Y, X_{S,S'}) \propto |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} V \right) \right)
\]

\[
\times |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (B_{S'}^T - \hat{M}_{B_{S'}})^T D_{B_{S'}}^{-1} (B_{S'}^T - \hat{M}_{B_{S'}}) \right) \right) J_{\mathcal{F}}(B_S)
\]

\[
\times |\Sigma|^{-\frac{\nu}{2}} \exp \left( -\frac{1}{2} tr \left( \Sigma^{-1} (B_{S}^T - \hat{M}_{B_{S}})^T D_{B_{S}}^{-1} (B_{S}^T - \hat{M}_{B_{S}}) \right) \right)
\]
Appendix D: Appendix: Trace and sample ACF plots of the simulated Markov Chains in Section 4

Fig 4: Trace plots and the sample ACF plots of $10^4$ MCMC iterations from posterior distributions using the algorithm described in subsection 3.3 for coefficient parameters of response variable $Y_1$. 
Fig 5: Trace plots and the sample ACF plots of $10^4$ MCMC iterations from posterior distributions using the algorithm described in subsection 3.3 for coefficient parameters of response variable $y_2$. 
Fig 6: Trace plots and the sample ACF plots of $10^4$ MCMC iterations from posterior distributions using the algorithm described in subsection 3.3 for $\Sigma$. 