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Abstract. Social robots have been used to assist with mental well-being in various ways such as to help children with autism improve on their social skills and executive functioning such as joint attention and bodily awareness. They are also used to help older adults by reducing feelings of isolation and loneliness, as well as supporting mental well-being of teens and children. However, existing work in this sphere has only shown support for mental health through social robots by responding interactively to human activity to help them learn relevant skills. We hypothesize that humans can also get help from social robots in mental well-being by releasing or sharing their mental health data with the social robots. In this paper, we present a human-robot interaction (HRI) study to evaluate this hypothesis. During the five-day study, a total of fifty-five (n=55) participants shared their in-the-moment mood and stress levels with a social robot. We saw a majority of positive results indicating it is worth conducting future work in this direction, and the potential of social robots to largely support mental well-being.
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1 Introduction

Apart from genetic or birth related causes, any kind of mental health issues in our daily lives are usually caused by some kind of trouble such as stressful events, grief from accidents or deaths, and trauma from tragic or fearful incidents [19]. Research shows that sharing these troubling experiences helps gain insights from others which helps develop coping skills, and makes one feel less alone in pain which helps to tackle trouble more effectively [3][12]. Therefore, sharing about trouble can potentially help treat or lessen mental health issues. However, people are not always willing to share their mental health with others or publicly, even with their family members, let alone outside community
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members due to social stigma, personal beliefs or limitations [18]. Therefore, to tackle mental health issues, the main source of support is usually individualized therapy, which is expensive and thus inaccessible to many [7][17]. Digital therapy is a relatively more accessible option compared to in-person therapy because of lower cost and availability in any location [1][20]. However, digital therapy has drawbacks, such as lack of face-to-face interaction, user disengagement, and software incompatibility [8]. So, we hypothesize that sharing mental health with an endearing social robot that overcomes these challenges of therapy options can help support mental health.

2 Related Work

When people share their personally relevant emotions in social media like Facebook, they experience satisfaction causing positive mental state [3]. People tend to be discreet about sharing their emotional data, as we see Facebook users share more intense and negative emotions in private messages [3]. Prior work that looked into sharing one’s emotions through technologies like a virtual mood wall reported a positive relation between online emotional sharing and comfort in negative emotions [12]. Social robots are often perceived as friendly or pet-like companions by humans for their endearing appearances (e.g., outfit, facial expressions) and capabilities that can include haptics, sounds, and movements [16]. Such perceptions or relationships boost user engagement with social robots [4]. Thus, social robots can better foster emotional support with mental health data compared to other technologies (e.g., smartphone apps, websites rendered by touch screen devices) [6]. In a study conducted by Björling et al. [5], teens reported social robots as a plausible source of emotional support. Additionally, social robots have been studied in the context of assisting mental healthcare by sharing its emotions with people [11], having behavioral models fulfilling user needs [15], and providing companionship [9].

To the best of our knowledge, the existing literature in this domain does indicate that social robots have not yet been used as a means for collecting mental health data from humans, which makes this research direction a novel one in HRI.

3 Sharing Mental Health Data with a Social Robot

3.1 Study Setup

We conduct a five-day study with some people showing to share their mental health data with a social robot, and based on their reactions, we analyzed the potential of such interactions in improving mental well-being. The goal of this study is to evaluate our hypothesis as stated before. The research questions are:

(A) How will participants feel about sharing their mental health data with a social robot?

(B) What information can we get about a community’s mental health from its participants’ shared mental health data with a social robot?
We plan to investigate these research questions with findings from the study results as discussed later.

Fig. 1. Participants sharing mental health data with a social robot during the study.

3.2 Sample

We conducted the study with a total of fifty-five (n=55) participants in an American university campus, specifically a top Computer Science & Engineering (CSE) school. The location chosen was the main entrance atrium of the CSE department easily accessible to students and staff to interact with the robot. Participants interacted with a social robot shown in Fig. 1 to share their mental health data in this five days’ study.

3.3 Procedure

We asked the participants to share their mood and stress levels as a means to share their mental health data with a social robot. A previous study conducted by our lead author [10] showed that rather than using English words like “Good”, “Bad”, and “Fine” to express different mood and stress levels, using an emoji Likert scale can enhance coherence and accessibility by reducing the need to read text and increase dependency on globally understandable graphics and symbols, especially in diverse communities like in the United States. Thus we used an emoji likert scale with 3 buttons expressing 3 different levels of mood or stress data.

Before performing the study in the CSE department, we conducted a pilot study with a female participant in order to ensure that the planned experimental interaction can help us find out more about the participants’ shared mental health

A video of the pilot study of the mental health data sharing interaction by one participant with a social robot can be found here: https://youtu.be/J6srKDg6GE0
data as expected. The brief (about 20 seconds) interaction had 3 stages: greeting, mood and stress data sharing, and exit. In the data sharing or second stage, participants were asked to input their mood and stress data by clicking on the appropriate emoji as answers to these two questions, respectively: “How do you feel today?” and “Are you stressed today?” Their shared data responses were then stored in a secured Firebase database\footnote{Firebase: \url{https://firebase.google.com/}}. We decorated the robot with a colorful hat and body frame to make it look endearing (see Fig. 1). Apart from showing the questions in its belly screen, there were sounds incorporated in the robot that asked the questions aloud in a female voice in English language. The robot also had head and neck movements in different stages of the interaction. The first three authors of this paper invited passerby on different days verbally to participate in the study. After each passerby completed the interaction, they were interviewed to respond either verbally or by writing in post-its to a prompt as shown in Fig. 2.

### 3.4 Results

The results of the study include participants’ comments responding to the prompt of “Sharing my mental health data makes me feel . . . .” (see Fig. 2) and the shared mood and stress level data through emoji counts. We observed in these data that a positive mood was prevalent on Monday, Tuesday, Thursday, and Friday. A neutral mood was prevalent on Wednesday and Friday. A negative mood was not prevalent in this community on any days in that week. In terms of stress data, high stress was prevalent on Wednesday, medium stress was prevalent on Monday, Tuesday, Thursday, and Friday, and low stress was prevalent on Thursday. Of course, these observations are true for that specific week, and might not necessarily hold true for other weeks. We saw the lowest positive comments on Friday, which may mean this community is exhausted after a long busy week, and thus did not think much or see many positive aspects of this new type of interaction.

### 3.5 Analysis

The lead author of this paper conducted a thematic analysis of the study data containing prompt responses of the study participants as shown in Fig. 2. A specific theme was assigned based on the nature of prompt response. For instance, comments like “Sharing my mental health data makes me feel more aware of my stress.” has been assigned to the theme of “self-awareness”. And comments like “I am a bit scared about sharing my data but hope it will go towards a good cause.” has been assigned to the theme of “privacy” as it shows concerns about how participants’ data will be used and possible risks to their privacy. The themes are mostly positive supporting our hypothesis that sharing mental health data with a social robot can support mental healthcare. The only negative themes involved privacy concerns about data sharing and feedback for
Fig. 2. Written Prompt Used in the Study & Responses in Post-its.
improvement on robot design. We can mitigate these negative themes by incorporating participants’ feedback on the robot’s design and ensuring participants about the privacy of their shared data in our secured data storage. One observation we made was that this community is part of an academically competitive department, so these results seem to align with this competitive mentality. For instance, from overall community counts, it seems this community most commonly has a good or positive mood and medium stress. Good mood could be a result of the satisfaction and achievement that comes with being part of a prestigious academic department, and being able to pursue the profession they are very passionate about in a competitive place. The medium stress might result from the busy nature of academic or engineering work—deadlines of homework, projects, papers, presentations, demos, etc., that all are constantly working on.

We discuss specific themes below:

**Theme 1: Emotional Sharing**

Emotions revealed by users’ post-interaction comments ranged between positive (e.g., “happy”, “good, could be myself”), unchanged (e.g., “Neutral. No change in how I feel”, “didn’t feel anything”), and validated (e.g., “Accepted”, “welcomed, nice to check-in with someone”, “Heard, seen, like someone cares :()”).

Implications: This theme reinforces that sharing humans’ mental health data with a social robot can indeed have various effects in their emotions. These findings can inform future designs of data sharing interaction with social robots targeted to impact the users’ mental health for the better.

**Theme 2: Robot Interaction**

Some users expressed how they felt interacting with a robot specifically while sharing their mental health data. One type of comments expressed the robot’s figure positively impacting mental health: “I feel relaxed by the face”, “It made my day to share with the robot”.

Another type of comments expressed doubts in the robot’s capability: “As it’s a robot, I know that it will lack human level empathy. The set of responses would be fixed. I knew it won’t be capable of doing much like releasing my stress.”, “confused, not sure what happened or what’s happening here, does it have voice and movements”.

Implications: These findings indicate the need to design or use social robots that can transparently and positively support mental health data sharing interaction. In general, the term “creepy technology” is increasingly appearing in literature along with concerns for ethical boundaries, cybersecurity, privacy, and mistaken identity [13]. Creepiness has been noted to have three core factors—implied malice, undesirability, and unpredictability—in the first work that devoted detailed attention to creepiness in the context of interactive technologies [22]. Therefore, when designing these interactions, ensuring transparency, desirability, predictability, and privacy can help avoid the robot being perceived as creepy.

**Theme 3: Inward-Looking**

This theme is comprised of comments that show users contemplating themselves during the interaction. Some keywords users conveyed: “reflective”, “Transparent”, “introspective”.
Implications: These findings suggest this interaction’s ability to compel humans for self-reflection, which can inform future design of such interactions to allow space for reflection.

**Theme 4: Impact on Stress Level**
This theme reveals how this interaction impacts users’ stress levels. Some comments demonstrated alleviation in stress: “Less Stressed”, “like some weight has been lifted off of me”, whereas one comment shows no change in stress level: “same level of stress”.

Implications: These findings show potential for this type of interaction as a means of alleviating stress. Future research needs to be conducted to solidify this possibility. Diverse communities, targeted interaction experiments, and a larger number of participants can be used to conduct further research in different settings.

**Theme 5: Community Benefit**
This theme suggests how this interaction could be beneficial to the community. One comment towards this: “helpful to others”.

Implications: These findings point out the need to conduct further research to evaluate how this interaction can be beneficial for people or communities. Depending on in what ways these can be beneficial, the design of such interactions or used social robots could be modified for maximum benefit in specific contexts.

**Theme 6: Feedback**
This theme contains comments by users as suggestions for improvement. Some comments on interactions: “weird...as I’m not sure if my mental health can be quantified by data alone”, “unusual”, and one comment on robot design: “It didn’t feel like a robot. Maybe one integrated system might make it feel like a robot. A frame around the belly might help hide the belly ipad, and make it look like an integrated system. But, you can think more about it like arms coming out, or to make it more humanoid; maybe remove distance between face and belly. If the question appears in the face and I answer in the belly, it might be more like an integrated or full system interaction.”

Implications: These findings indicate some concrete areas for improvement in this interaction and robot design. In general, mental health is a bit abstract and it can be hard to design convincing short (e.g., 20-seconds) interactions to collect accurate mental health data. Incorporating these feedback and conducting further research might lead to new developments in this regard.

**Theme 7: Self-Awareness**
This theme shows user comments with regards to increased awareness in various ways, such as: “more aware of my stress”, “more conscious about my overall health, since mental health is even more important than physical health in my opinion :)”, “I feel more self-aware”.

Implications: These findings are promising in the context of using this type of interactions in different communities as a means of raising awareness of mental health care or fighting associated stigma.

**Theme 8: Privacy**
This theme indicates users’ feelings when sharing their “private” mental health
data in this interaction. Some comments didn’t express any concerns: “I typically don’t like sharing my data, but I liked this one. I liked that there were options given that I could choose from, so I didn’t have to think a lot about my mood, etc.”, “I am not concerned at all about sharing my data this way, as it seems low granularity. Not invasive.” Some other comments showed users’ concerns: “I am a bit scared about sharing my data but hope it will go towards a good cause.”, “I’m sort of uncomfortable w/ it but it’s probably better if I do share.” Implications: These findings demonstrate the need for further work in making users feel comfortable and gaining their trust with their private data shared with a robot. Establishing a good relationship with users may increase effectiveness of such interactions.

4 Limitations

As shown in Fig. 1, the robot used in this study had a belly and a face covered with external outfits which made it look a bit like a humanoid robot [14] perhaps making participants feel they are sharing their mental health data with a human-like companion or friend. Prior work showed humans prefer interacting with human-looking robots [2]. So, the results of this study might be biased towards this type of robot compared to that of a non-humanoid robot design like a Knightscope robot [21]. Therefore, based on robot designs this study results might vary, and thus we cannot claim this study’s inferences are true for all social robots. Another potential limitation is data bias. As we collected data through the robot placed in an open space of a community, this might have caused data bias. For instance, if the user is aware that the study coordinators or other community members can observe them when they are entering their data, they might not be truthful (especially if it’s negative or sensitive mental health data, they might feel hesitation or shame to share that in public). This could be the reason why we didn’t get very high counts of negative data (high stress, negative mood, or negative comments about mental health). One way to avoid this bias might be to experiment with data collection in a closed space. For example, placing the robot in a closed room, where only the user can enter to share their data, or placing a cover around the belly of the robot that will not allow the user’s interaction (or at least what data they are entering) to be seen. Lastly, the medium of data collection can pose limitations. Instead of using an emoji Likert scale, if we had used a 10-pt slider scale on a 0-9 range, we might have more nuanced data of mood and stress levels indicated by specific values (e.g., 7) as well as provided participants with more options to accurately express their mental health data.

5 Conclusion & Future Directions

To conclude, our study findings revealed mostly positive feelings about this type of human-robot mental health data sharing interaction among participants,
as well as different arousal this interaction can have on people such as self-awareness, emotional sharing, etc. as discussed in the “Analysis” section above. The majority of positive results indicate such interactions with social robots need to be studied further in different settings to evaluate their potential in mental healthcare holistically. Future studies can be conducted with some changed variables in current study settings such as a different location (e.g., hospital, high schools, public library, online), population (e.g., teens, seniors, wheelchair users), and robot (e.g., NAO, Moxi). It would also be interesting to gather information about participant demographics (e.g., age, ethnicity, citizenship, gender), and experience or attitude towards robotic technologies. Furthermore, conducting studies in a closed space to give participants a bit more comfort in sharing personal data, and informing them about their data security in our secure storage might produce more positive or interesting results. Another consideration in future studies is to have the robot respond based on participants’ shared data as a two-way interaction, since valuable responses tying to their mental health can be impactful [3].
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