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Fig. 1. Our Proposed Framework, consisting of a pooling scheme and the Fundamental Forms representation (a), based on the MeshCNN [2019] backbone. Our representation demonstrates high activations in salient and indicative regions (b). Using this scheme, the network indeed focuses on salient regions in deep layers (c). Our Pooling scheme results in more coherent pooling process (d).

Mesh-based learning is one of the popular approaches nowadays to learn shapes. The most established backbone in this field is MeshCNN. In this paper, we propose infusing MeshCNN with geometric reasoning to achieve higher quality learning. Through careful analysis of the way geometry is represented throughout the network, we submit that this representation should be rigid motion invariant, and should allow reconstructing the original geometry. Accordingly, we introduce the first and second fundamental forms as an edge-centric, rotation and translation invariant, reconstructable representation. In addition, we update the originally proposed pooling scheme to be more geometrically driven. We validate our analysis through experimentation, and present consistent improvement upon the MeshCNN baseline, as well as other more elaborate state-of-the-art architectures. Furthermore, we demonstrate this fundamental forms-based representation opens the door to accessible generative machine learning over meshes.

1 INTRODUCTION

What is a good representation for 3D geometry? This question stands at the core of the Computer Graphics field. A meaningful representation leads to powerful solutions to shape-related task, such as retrieval, analysis, manipulation, and generation. As in many other fields, the revolution of Deep Learning has led to many advancements, due to neural networks’ semantic understanding and generalization capabilities. Since geometric deep learning is highly non-trivial [Bronstein et al. 2017], several recent research directions have emerged, employing different geometric representations [Çiçek et al. 2016; Hanocka et al. 2019; Maturana and Scherer 2015; Mildenhall et al. 2020; Park et al. 2019; Qi et al. 2017b].

We focus our discussion on learning over 2-manifold triangular meshes. Triangle meshes are the most popular choice for rendering and geometry processing pipelines. Their sparse yet continuous surface representation offers completeness and scalability. While currently not displaying state-of-the-art performance for shape analysis tasks, this representation has drawn notable attention over the last few years [Hanocka et al. 2019; Lahav and Tal 2020; Milano et al. 2020; Monti et al. 2018; Smirnov and Solomon 2021]. Perhaps the most seminal work in the field is MeshCNN [Hanocka et al. 2019]. This work defines edge-centric convolution and pooling operations for meshes, along with a set of features that describe the mesh for each edge. This work has inspired many follow-up research, proposing anything from novel attention layers [Milano et al. 2020], to employing the network’s concepts for mesh editing tasks [Hertz et al. 2020; Liu et al. 2020].

In this paper, we analyze the way geometry is represented throughout the MeshCNN network, and introduce higher quality learning through geometric reasoning. We start by experimenting with the five features proposed by the MeshCNN framework that describe the geometry, and quickly realize that, as can be expected, not all features are created equal. Through these experiments, along with investigations of explicit...
and differential coordinates, we submit that features fed to the network should have two key ingredients: they should be rotation and translation invariant, and should be reconstructable, i.e., should provide enough geometric description that at least allows for the reconstruction of the original geometry. As demonstration, we propose the minimal yet elegantly fitting representation of the first and second fundamental forms [Keenan 2015] — namely the length and dihedral angle of each edge. As we demonstrate in Section 5, these features yield higher accuracy for most of the popular mesh analysis tasks. In addition, since the fundamental forms naturally lend themselves better to geometric functions, they enable learning reconstructable representations, or in other words, they open the door to better mesh generation capabilities. We demonstrate this claim through de-noising experiments, where the network is asked to reconstruct a noisy input mesh through a vanilla auto-encoder paradigm.

We argue that since the network should understand 3D geometric shapes, equipping it with geometry-driven processes acts as powerful guidance. Under this light, we inspect the pooling operation as well. Observing that the pooling layer’s decision making process does not follow geometric reason, we adapt its scheme to achieve consistent performance improvement across all our experiments.

Our main contributions can be summarized as follows:

- Introduction of the first and second fundamental forms as a representation fitting for learning meshes.
- Analysis of the properties this representation holds that lend themselves to learning shape analysis tasks, as well as generative ones.
- Enhancing the pooling layer to update the mesh after each edge collapse, thus better preserving the accumulated information throughout the process.

2 RELATED WORK

The success of deep neural networks in the realm of 2D image processing and machine vision has inspired many to investigate applying these techniques to various tasks over 3D geometry. The differences between the various approaches primarily stem from the geometric representations used by each one. Next we briefly introduce the works done along these axes. For an in depth survey of recent work in geometric deep learning, we refer the reader to Gezawa et al. [2020].

Image-Based Representations. Perhaps the most natural way to apply established 2D methods to 3D data is to render the geometry into a set of 2D images, and learn from them. The first works rendered the geometry from several directions and stacked the results together for a network to learn [Bai et al. 2016; Boulch et al. 2017; Feng et al. 2018; He et al. 2018; Kanazaki et al. 2018; Qi et al. 2018; Yavartano et al. 2018]. Later approaches added other modalities, such as depth maps or planar parameterization techniques in order to add more geometric meaning to the 2D images [Eruz et al. 2017; Gomez-Donoso et al. 2017; Haim et al. 2019; Maron et al. 2017; Sarkar et al. 2018; Zanuttigh and Minto 2017]. While still an active field of research [Han et al. 2019; Wang et al. 2019c], we argue that 2D images are inherently unfit to represent 3D geometry. Their regular sampling rate does not represent different frequencies well, e.g. gaps or sharp corners. In addition, proper representation of a geometry typically requires several images, which burdens the process in terms of computational load and memory footprint.

Volumetric Representation. Another natural approach is to extend the established 2D convolutions neural networks employ so well to 3D ones. This typically means equally dividing the space into a 3D grid, or a voxel grid, and employing 3D convolutions over the regularly sample data [Brock et al. 2016; Cicek et al. 2016; Park et al. 2019; Sedaghat et al. 2016; Wang et al. 2019a; Wu et al. 2015]. While this approach is a better fit for 3D geometric, as it is inherently structured to reflect 3D relations, it still suffers from the curse of dimensionality. An image of 4K resolution (i.e., roughly eight million pixels) bears the same amount of elements as a 200 × 200 × 200 voxel grid. Hence, the complexity of voxel grids inhibit their practicality. Some works have started exploiting tree structures to significantly reduce memory footprint through adaptive cell sizes [Roynard et al. 2018; Wang et al. 2017, 2018]. These works essentially seek to balance the networks’ need for regular sampling with the data’s typical irregularity. However, as of now no such method has presented a practical, scalable and highly accurate model the is successful in finding this balance.

Point clouds. Point clouds are the currently leading representation in terms of accuracy of the models that employ them. Point clouds are sets of points (and optionally normals) that reside on the objects boundary. Their dense sampling rate lends itself naturally to the neural networks’ preference for regular data, while the fact that they only reside on the surface provides sparsity. The challenge pointclouds hold for neural networks is that they are unordered, implying that the learned model should be permutation invariant. PointNet [Qi et al. 2017a] was the first to introduce a permutation invariant model for geometric learning of pointclouds. Since then this core concept has been utilized and developed further many times, employed for tasks such as classification and segmentation [Atzmon et al. 2018; Ben-Shabat et al. 2018; Engelmann et al. 2020; Guerrero et al. 2018; Li et al. 2018; Liu et al. 2019a,b; Qi et al. 2017b; Tchapmi et al. 2017; Thomas et al. 2019; Wang et al. 2019b], but also for generation [Li et al. 2019; Shu et al. 2019; Wang et al. 2019b]. Even though the state-of-the-art in shape analysis and generation lies with this representation, we argue that it still holds inherent drawbacks. First, even though its dense sampling rate is orders of magnitude more efficient than voxel grids, it is still wasteful. More often than not, shapes are composed of regions with much variation and features, but also with large regions that are flat or are otherwise less informative. A geometry-aware adaptive sampling rate is something current networks are not able to handle. Secondly, pointclouds do not describe connectivity. Typically in pointclouds, connectivity is implicitly assumed through local proximity to other points. While this prior is usually accurate, it fails to describe well highly curved regions, or different parts of the shape that are very close to each other. Meshes, on the other hand, offer solutions to these two drawbacks.

Graph Representations. A natural approach to learning on 3D triangular meshes is to view them as graphs, which allows employing variants of GCNs (Graph Convolutional Networks) [Henaff et al.
Mesh Representations. Convolutions that exploit mesh connectivity structures were first introduced by Masci et al. [2015]. Since then, several approaches addressed the irregularity of the mesh structure and sampling rate, proposing ideas such as sampling the neighborhood of each vertex uniformly, or achieving regularity through spectral decomposition [Boscaini et al. 2016; Gong et al. 2019; Lim et al. 2018; Poulenard and Ovsjanikov 2018; Schult et al. 2020; Verma et al. 2018; Zhou et al. 2020]. The seminal work of MeshCNN [Hanocka et al. 2019], which we base our investigation on, proposed a novel convolution and pooling operations that exploited the mesh structure, yielding a rotation invariant, simple, and highly accurate shape analysis architecture. Using the ideas of this work as a backbone, several publications have applied this engine to downstream applications, such as mesh super-resolution and geometric texture synthesis [Hanocka et al. 2020; Liu et al. 2020]. Being innovative, MeshCNN is a proof-of-concept, and is not thoroughly optimized in terms of architecture and features. For example, follow-up work has suggested adding attention layers to it [Milano et al. 2020]. While we compare our accuracy to the latter work, we argue it is orthogonal to the claim of this paper, as one could also add additional layers and tweaks to the system we propose. Furthermore, unlike GCNs, MeshCNN and its followup cannot currently perform tasks which require recovering the mesh geometry at the output - such as de-noising. Another recently proposed novel approach suggests accumulating geometric features over a random walk performed over a mesh using an RNN paradigm [Lahav and Tal 2020]. This approach poses several advantages, such as low memory footprint, accuracy and robustness. However, besides the burden of training the notoriously hard to train RNN architecture, this approach can not be used for generative downstream tasks, and because the machinery described works for any type of graph, it is less geometrically motivated and fails to exploit strong priors existing in triangle meshes like regularity of the edge or face neighborhoods. Hence again, we compare our performance to this work, but again make the same claim of orthogonality. Lastly, we note the difference between this line of work, which we belong to, that seeks to understand the structure and connectivity of the mesh, to the approaches that deform the same mesh throughout the process (i.e., networks that learn to manipulate the geometry of a constant connectivity) [Gupta and Chandraker 2020; Yuan et al. 2020; Zhou et al. 2020]. Most real work application cannot be efficiently described using a constant connectivity.

3 PRELIMINARIES

3.1 MeshCNN Review

For the sake of completeness, we give a brief overview of the MeshCNN pooling and convolution layers[Hanocka et al. 2019]. For full details, we refer the reader to the original paper.

3.1.1 Convolutions. MeshCNN is based on the observation that every edge in a watertight 2-manifold mesh has a fixed amount of incident faces. Therefore, unlike previous art, MeshCNN defines the convolution on the edges of the mesh. For every edge $e$, the convolution is performed on its 1-ring neighborhood (i.e., on all edges of the incident triangles), in counter clockwise order (see Figure 2, left). This creates an ambiguity as the order can be either $(a, b, c, d)$ or $(c, d, a, b)$. To resolve this, the convolution operator is defined to be the order invariant functions:

$$e \cdot \theta_0 + \sum_{j=1}^4 \theta_j \cdot e^j, \quad (e^1, e^2, e^3, e^4) = ([a - c], a + c, [b - d], b + d),$$

where $\theta_i$ are the learned weights.

3.1.2 Pooling. One of the distinguishing features of MeshCNN is its pooling layer, which collapses edges according to their feature norms. A strong feature norm signals an area with important information for the next layer, so the pooling layer chooses the weakest ones and removes them according to a simple mesh simplification scheme [Hoppe 1997]. After all the edges to-be-pooled are chosen (i.e. the target number of edges is reached), the pooling layer updates to features on the edges by averaging the features in the collapsed 1-ring, as shown in Figure 2, middle.

3.1.3 Representation. As portrayed in Figure 2, right, each edge is represented by five features:

- The angle between the normal vectors of its two incident faces.
- The two angles opposite to the edge.
• The two ratios between the edge length and the corresponding triangle’s height.

These features are invariant to rotation, translation and uniform scaling (although scaling invariance can always be achieved through bounding box normalization).

3.2 Fundamental Forms

Intuitively, the first fundamental form $I$ measures lengths on the surface induced by the euclidean metric, and the second fundamental form $II$ measures the rate of change of the normal field. The two fundamental forms are established measures, known to be coordinate invariant and to fully characterize the shape up to translation and rotation. In the continuous case, for a surface $M$ with a parameterization $(u^1, u^2)$, if there is a local embedding $x$ in $\mathbb{R}^3$, $I$ can be induced by $I_{\alpha\beta} = (x_{\alpha}, x_{\beta})$ and $II$ is induced by $II_{\alpha\beta} = (x_{\alpha\beta}, N)$, where $x$ is a position on the surface, $\alpha, \beta = 1, 2$ are indices of the parameterization, and an index after comma denotes a partial derivative with respect to the index. In the discrete case of a triangular mesh, it turns out that the fundamental forms conveniently reside on mesh edges, are simply the edge length, and the edge dihedral angles respectively [Wang et al. 2012].

4 METHOD

The premise of this report is that since the network is expected to learn geometry, imposing upon it geometrically consistent operations would offer powerful guidance for the training process. We investigate and apply this principle to two points in the MeshCNN framework — its pooling operation and its geometric representation. In the following, we describe the investigation, the conclusion, and its application for each of the two aspects.

4.1 Representing Geometry

The investigation begins with examining the features proposed by the original work (see Section 3.1). As a test-bed we inspect the task of mesh classification, using the SHREC dataset [Lian et al. 2011]. The performance of various combinations of the proposed features are listed in Table 1. The results clearly indicate that the features are not equal. The opposite angle features yield the best accuracy, while the other two yield lower scores. In contrast, we that the dihedral angle is more effective in conjunction with the other two features, while they do not contribute to one another. Following the main premise of geometric reasoning, we observe that the effects on accuracy corresponds to geometry reconstructability, i.e., features that allow recovering the mesh geometry will perform better. For this reason, the opposite angles and length ratios do not contribute to each other; since they accordingly do not contribute much to reconstructing the geometry. We hence postulate that reconstructability is a good measure of the potential information the features contribute to the learning process. We argue that features that provide full reconstructability also provide useful information to the network. Indeed, inspecting the behavior of the originally proposed features reinforces the suspicion that these non-reconstructable features convey weaker signals to the learner. Attacking this from another angle, we visually inspect the spatial distribution of the information conveyed by the originally proposed features. Figure 4 top, portrays the $L_2$ norms of the five features on each edge. No observable pattern can be seen in regions that are expected to be unique or indicative. This again cues that these features are less informative for the network, in correlation to reconstructability.

We therefore propose using more traditional reconstructable features, such as the coordinates themselves, or the widely established Laplacian coordinates. Laplacian coordinates are vectors which give the difference between the vertex and its neighbors’ (possibly weighted) average, and are employed in countless geometry processing operations [Sorkine 2005]. By definition, the norm of these coordinates is directly linked to the local rate of change (See heat-map in inset). The results of these experiments over the same aforementioned setup are depicted in Table 2. In contradiction to the aforementioned suspicion, these reconstructable features do not yield better performance. Our insight is that the reason is rotation and (or) translation invariance. These transformations are natural symmetries for the task, since a rotated chair is still as it perceived by us. Indeed, as can be seen, when adding random rotations to the test and training process, the performance of these features is lowered. Even more so, we see that when converting the explicit coordinates to rotation invariant ones, simply by taking their dot products and average of norms instead of a simple average, accuracy is dramatically improved. This is even though the latter operations reduce how descriptive the representation is. This strongly indicates that rotation and translation invariance is a necessity.

To validate this claim, we propose the slimmest representation that is both rotation and translation invariant, and is reconstructable — the first and second fundamental forms. Indeed, when examining this representation’s spatial behavior, we can observe a strong correlation between it and salient and distinctive regions in the mesh (see Figure 4 bottom). As we demonstrate in Section 5, these two numbers alone induce higher quality learning than the alternatives. In addition, we also demonstrate that since this representation is reconstructable, it naturally lends itself to tasks of reconstruction or generation.

Table 1. Feature Combinations. The accuracy results on SHREC test set using various features.

| Method                  | Accuracy  |
|-------------------------|-----------|
| Dihedral angle          | 85.0%     |
| Length ratios           | 85.0%     |
| Opposite angles         | 90.83%    |
| Opposite + ratios       | 91.67%    |
| Dihedral + ratios       | 96.6%     |
| Dihedral + Opposite     | 95.0%     |
| MeshCNN                 | **98.6%** |


We perform several experiments to validate our results. We employ the proposed update the features after each edge collapse. Since the collapse operation is local, so is the required update after each iteration, making the computational load of the update operation to be negligible. As we demonstrate in Section 5, this lightweight step consistently improves accuracy across all our experiments. In addition, when qualitatively following the collapsed edges throughout the network, a clearer representation of the shape can be observed using the updated pooling scheme compared to the original one, as depicted in Figure 6. This indicates the model is more attentive to the entire shape during classification, suggesting robustness to disturbances.

5 RESULTS

We perform several experiments to validate our results. We employ our system for classification on the SHREC [Lian et al. 2011] and Cube engraving [Hanocka et al. 2019] datasets. We then perform segmentation on the Human Segmentation dataset prepared in an identical fashion as Hanocka et al. [2019]. Importantly we use identical network architectures that were used by Hanocka et al. [2019], to isolate the effects of the discussed aspects alone (i.e., the representation and pooling scheme). Additionally, we compare our results to state-of-the-art works [Lahav and Tal 2020; Milano et al. 2020; Smirnov and Solomon 2021] when applicable. Finally, we perform ablation studies, and demonstrate the ability to perform a generative task of mesh de-noising.

5.1 SHREC classification

We first test our performance on the SHREC dataset [Lian et al. 2011], and similarly to [Hanocka et al. 2019] split the dataset into 16/4 training/test examples per class (Split 16) and 10/10 split as well (Split 10). The total amount of samples is 600. We train using the exact setup and hyper parameters proposed by Hanocka et al. [2019], only replacing the features and the pooling layer with ours.
for fairness. See Table 3 for summary of results. It is worthy to note that the SHREC classification dataset is relatively well aligned globally and ablation studies performed by [Hanocka et al. 2019] have shown that using naive Cartesian coordinates as features yield quite good results. This would not be the case were the input meshes were randomly rotated. See section 5.6 for more information.

5.2 Cubes Engraving classification
This dataset contains 23 classes of shapes embossed into a random face of a cube, consisting of 4600 meshes. Although being somewhat contrived, the connectivity element of the 3d structure plays a much more important role for these sort of meshes (the engraved areas). Attempts to solve this task using a topology agnostic solution yield inferior results. It is clear from the results (Table 3) that using our features and pooling layer improves accuracy with respect to [Hanocka et al. 2019], to the extent that it surpasses all other state-of-the-art as well.

5.3 Human Segmentation
This dataset contains 370 models of humans for training from SCAPE [Anguelov et al. 2005], FAUST [Bogo et al. 2014], MIT [Vlasic et al. 2008] and Adobe Fuse [ado 2020], and the test set consists of 18 models from SHREC07 [Giorgi et al. 2007] humans dataset. The models are annotated with a per-face labels segmented using Kalogerakis et al. [2010]. The 3D meshes include humans in various poses, with the same topological properties: 752 vertices, 2252 edges and 1500 faces. Note The meshes are all manifolds with genus zero, with no self intersecting faces. See Table 3 for results. Note we use soft edge labels as in Hanocka et al. [2019] that take into account edge lengths. The results for Milano et al. [2020] were taken from their supplementary material.

5.4 Mesh De-noising
For mesh de-noising, we use the SHREC dataset. In addition, we employ the segmentation architecture of MeshCNN, only instead of outputting \( L \) channels that correspond to the \( L \) labels of the segmentation, we output the geometry for every edge. We compare using explicit XYZ coordinates as output to our reconstructable fundamental forms. Quantitative results for the test set are reported in Table 4. As can be seen, learning the fundamental forms is significantly simpler for the network, compared to trying to figure out the explicit coordinates. In fact, the explicit XYZ coordinates even fail to achieve the precision a simple identity reconstruction would have. This results continues reinforcing our rotation and translation invariance claim. In contrast, generating the Fundamental Form representation is significantly simpler for the training process to learn, yielding an error that is 10 times smaller than the identity. The proposed fundamental forms also bear merit over employing the representation proposed by MeshCNN.

5.5 Feature Validation and Comparisons
Of course, many choices exist for reconstructable features. In this work we choose the simplest possible ones, to demonstrate their effectiveness. We compare this representation to a few popular alternatives.

**Cartesian Coordinates.** The most naive choice is to simply use the Cartesian midpoint of each edge as its features, namely, 3 input channels corresponding the \( x, y \) and \( z \) coordinate value respectively. This was attempted in the original meshCNN paper, and achieved a surprisingly good result of 91% test accuracy. Upon further examination, we have found this result is largely due to the alignment between meshes in the SHREC dataset. Randomly rotating the meshes during training lowers the training accuracy to 70%.

We have also experimented with a rotation invariant version of this representation - through taking the dot product of the two incident vertices, and the average of their norms. Significant improvement can been seen by this seemingly less informative representation, which strongly indicates the need for rotation invariance.

**Laplace Coordinates.** Laplace coordinates \( \delta \), are the result of multiplying the Laplacian matrix \( L \), with the Cartesian coordinates \( V \). Laplacian coordinates are vectors which give the difference between the vertex and its neighbors’ (possibly weighted) average. Nevertheless the coordinates themselves are not rotation and translation invariant, which hinders performance on datasets without mesh alignment.

**MeshCNN Features.** Additionally, we try using several combinations the originally proposed features. The conclusions from these experiments are depicted in Section 4.1.

Test accuracy results on the SHREC16 dataset for each of these experiments is given in Tables 2 and 4.
5.6 Ablation Study

We perform an ablation study that verifies incremental improvement from Hanocka et al. [2019] by using our enhanced pooling layer (PL) and by using the fundamental forms as features (FF). See Table 5 for detailed results.

6 DISCUSSION AND FUTURE WORK

We presented a representation and geometric reasoning to introduce better learning to the decorated MeshCNN framework [Hanocka et al. 2019]. Our contributions are in the form of a reconstructable representation and a better pooling mechanism. Another benefit of our work is enabling generative tasks to be carried out using the MeshCNN backbone, and are anxious to see what this line of work could yield in the near future.


can be seen, the network learns to focus on distinctive features in the engravings (and not on the engraved cube itself) such as the octopus’s legs and the elephant’s trunk.

MeshCNN

| Method    | SHREC Split 16 | SHREC Split 10 | Cubes Engraving | Human Seg. |
|-----------|----------------|----------------|-----------------|------------|
| MeshCNN   | 98.6%          | 91.0%          | 92.16%          | 92.3%      |
| PL        | 100%           | 96.33%         | 96.5%           | 91.5%      |
| FF        | 100%           | 99.33%         | 94.08%          | 92.49%     |
| Ours (PL, FF) | 100%       | 99.33%         | 99.24%          | 93.23%     |
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