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Abstract

Multi-parallel corpora provide a potentially rich resource for machine translation. This paper surveys existing methods for utilizing such resources, including hypothesis ranking and system combination techniques. We find that despite significant research into system combination, relatively little is known about how best to translate when multiple parallel source languages are available. We provide results to show that the MAX multilingual multi-source hypothesis ranking method presented by Och and Ney (2001) does not reliably improve translation quality when a broad range of language pairs are considered. We also show that the Pseudo multilingual multi-source hypothesis ranking method of Och and Ney (2001) cannot be used with standard phrase-based translation engines, due to a high number of unreachable hypotheses. Finally, we present an oracle experiment which shows that current hypothesis ranking methods fall far short of the best results reachable via sentence-level ranking.

1 Introduction

To date, the vast majority of research in machine translation has focused on the task of translating from a single source language into a single target language. Yet governments, companies, and other international organizations commonly translate documents into many languages. In general, documents translated into more than one language will likely be translated into many more languages (Kay, 2000).

The recent development of large multi-parallel corpora has made research into multilingual translation practical. A multi-parallel corpus contains the same texts in more than two languages. The Europarl (Koehn, 2005), Acquis Communautaire (Steinberger et al., 2006), and News Commentary (Callison-Burch et al., 2007) corpora are freely available multi-parallel corpora that together include most European languages. Other multi-parallel corpora available in machine-readable format include many United Nations documents (UN, 1994), the Bible (Resnik et al., 1999), and George Orwell’s novel 1984 (Erjavec, 2004).

Multi-parallel texts provide a rich source of information which could be exploited to reduce ambiguity and improve translation choices. This paper surveys the current state of the art in techniques to exploit multi-parallel corpora and techniques for using multiple source languages in statistical machine translation and presents experiments which show the limitations of existing hypothesis ranking methods.

The main contributions of this paper are as follows. We show that significant gains in translation quality are reachable by simply selecting the best output hypotheses from a list of system output hypotheses, without performing any word-level or phrase-level system combination. We show that the MAX ranking technique of Och and Ney (2001) does not reliably improve translation quality, in contradiction to the results initially reported for this technique. Finally, we show that the Pseudo ranking technique is impractical to use with current phrase-based translation, primarily due to problems regarding unreachable hypotheses.

The remainder of this paper is structured as fol-
Section 2 reviews related translation techniques that exploit multilingual resources and multiparallel corpora. Section 3 presents oracle experiments which illustrate the gains possible by sentence-level hypothesis ranking.

Section 4 examines existing techniques for selecting the best hypothesis from multiple translation engines, with particular attention paid to the MAX and PROD ranking techniques of Och and Ney (2001). We present new experiments that show the limits of the MAX ranking method for many language pairs, and show that the PROD ranking method of Och and Ney (2001) cannot be directly applied when using a standard phrase-based decoder. The results in this section show that the MAX and PROD ranking methods fall far short of the best results reachable via system output ranking.

Finally, section 5 explores additional methods concerning how multiple sources could be incorporated during translation.

2 Related Work

While relatively little research has examined how multiple source languages can explicitly be used to find a higher quality target translation, numerous existing techniques use multilingual resources to enhance bilingual translation resources.

Simard (1999) presents techniques for aligning sentences in a multi-parallel corpus. Kumar et al. (2007) describe a technique for word alignment in a multi-parallel sentence-aligned corpus and show that this technique can be used to obtain higher quality bilingual word alignments than traditional bilingual word alignment techniques.

Multilingual resources can also be used to directly improve the quality of a bilingual translation phrase table. Callison-Burch (2002) presents a technique in which the best output of several translation systems is used as additional training data, leading to an improvement in translation quality.

Eisele (2006) proposes that existing bilingual translation systems which share one or more common pivot languages can be coupled to build translation systems for language pairs for which no parallel corpus exists; using this approach, for example, existing Arabic-English, Arabic-Spanish, Spanish-Chinese, and English-Chinese systems could together be used to effect an Arabic-Chinese translation system. Wu and Wang (2007) report positive results using a similar technique with a single pivot language in conjunction with a small bilingual training corpus. Utiyama and Isahara (2007) show that in addition to sentence-based pivot methods, phrase translation tables can be built directly from phrase tables that share a pivot language.

Cohn and Lapata (2007) present another pivot approach centered on phrase tables, which they call triangulation. This technique maintains separate phrase tables for each language pair; during decoding, source phrases are translated into multiple intermediate language phrases, which are finally translated into target language phrases.

In contrast to pivot-based techniques, consensus network decoding (Mangu et al., 2000) attempts to improve translation quality by finding a novel, higher quality hypothesis based on the hypotheses produced by multiple translation systems. Much recent research (Frederking and Nirenburg, 1994; Bangalore et al., 2001; Jayaraman and Lavie, 2005; Rosti et al., 2007) has explored consensus decoding where all systems translate the same language pair. Matusov et al. (2006) adapts this approach to a multilingual setting, performing consensus decoding when translating Japanese and Chinese into English; gains of 4.8 BLEU higher than the single best system are reported. Callison-Burch et al. (2008) report preliminary results that indicate promising results when applying system combination techniques on the multi-source News Commentary corpus.

Alternatively, hypothesis ranking techniques attempt to select the single best hypothesis from a list of output hypotheses produced by different translation systems. Several techniques designed for bilingual sentence-level system combination could be applied with no changes to the multi-source task. Kaki et al. (1999) and Callison-Burch and Flournoy (2001) use only the target language model to rank the hypotheses. This approach follows the intuition that the hypothesis with the highest language model score will be the most fluent. Nomoto (2004) take this one step further by using multiple language models which vote on candidate hypotheses. Och and Ney (2001) present two techniques, called MAX and PROD, designed specifically for multi-source translation.
3 Oracle Experiments

The two techniques that have been used successfully for multi-source translation are sentence-level hypothesis ranking (Och and Ney, 2001) and consensus decoding (Matusov et al., 2006). In this work we are interested in determining whether the techniques presented in Och and Ney (2001) can be replicated using current multi-parallel corpora with long sentences and modern phrase-based decoders, and measuring the translation quality of these techniques against current metrics.

In order to provide a context for the possible gains from the hypothesis ranking methods of Och and Ney (2001), it is worth examining the maximum possible gains in translation quality which these methods can achieve.

To begin, ten bilingual translation systems were trained on the Europarl corpus. The standard phrase-based Moses decoder (Koehn et al., 2007) was used for all ten systems. The system parameters were tuned using minimum error rate training (Och, 2003) to optimize BLEU (Papineni et al., 2001) on the dev2006 development set. The target language for all systems was English. Table 1 shows results for these ten systems on the in-domain Europarl test05 data. Scores are listed for the TER (Snover et al., 2006) and METEOR (Banerjee and Lavie, 2005) metrics in addition to BLEU. We observe that the Swedish and Spanish systems perform the best according to all three metrics. The Dutch and Finnish systems perform the worst. In all experiments, each test sentence had only one reference translation.

Two oracle experiments were conducted to estimate the maximum possible gains in translation quality achievable by hypothesis ranking techniques. All hypothesis ranking methods by definition simply choose one target sentence from a list of two or more possible hypotheses. The best such method is one that always chooses the target sentence which represents the best translation from the available options. In each experiment, an oracle selected the best target sentence from the available hypotheses by selecting the one with the lowest word error rate (WER) when compared with the reference.

| languages  | BLEU | TER | METEOR |
|-----------|------|-----|--------|
| da-en     | 28.4 | 57.5| 52.9   |
| de-en     | 27.3 | 58.9| 52.4   |
| el-en     | 29.3 | 56.4| 53.6   |
| es-en     | **32.5** | **52.8** | **56.3** |
| fi-en     | 24.6 | 62.1| 50.4   |
| fr-en     | 31.9 | 53.1| 55.8   |
| it-en     | 29.2 | 57.1| 53.7   |
| nl-en     | 25.7 | 62.7| 50.4   |
| pt-en     | 31.8 | 53.7| 56.0   |
| sv-en     | **32.7** | **52.3** | **56.6** |

Table 1: Results of ten bilingual phrase based decoders into English. All systems were trained on Europarl v3. Test set is Europarl test05. Best results are bold.

| languages  | BLEU | TER | METEOR |
|-----------|------|-----|--------|
| oracle-all| 40.8 | 40.5| 62.5   |

Table 2: Scores after combining results of ten bilingual phrase based decoders into English, using a WER-based oracle to choose which system output to select.

The first oracle experiment examined the possible gains when all ten bilingual systems are combined using sentence-level hypothesis ranking. For each test sentence, the oracle selected the hypothesis from the list of system output hypotheses with the lowest WER against the reference. Table 2 lists the results. The oracle BLEU score achieved here is 8.3 BLEU higher than the best individual system. This indicates that the combined translation systems together provide substantial additional information to positively influence translation quality.

| system   | % selected |
|----------|------------|
| da-en    | 14.1       |
| de-en    | 9.6        |
| el-en    | 10.3       |
| es-en    | 14.0       |
| fi-en    | 4.0        |
| fr-en    | 12.9       |
| it-en    | 7.2        |
| nl-en    | 5.5        |
| pt-en    | 9.8        |
| sv-en    | 12.9       |

Table 3: Percentage of time that sentences from each system were selected in an All-English oracle WER experiment. Score for overall oracle output was 43.8 WER and 40.8 BLEU.
Table 4: Absolute change in BLEU after combining two languages using oracle compared with the best BLEU of either language individually. The largest increases come from combining da & el, el & it, es & sv, fr & sv (each +3.7) and da & it (+4.0). The smallest increases come from combining fr & fi (+1.0) and fi & sv (+0.6). Best results in bold.

|     | da | de | el | es | fi | fr | it | nl | pt | sv |
|-----|----|----|----|----|----|----|----|----|----|----|
| da  | —  | 3.2| —  | 2.4| 1.9| 2.6| 4.0| 2.4| 2.4| 1.7|
| de  | 2.7| 2.0| 1.9| 2.0| 3.3| 2.7| 2.1| 1.6|    |    |
| el  | —  | 2.1| 1.8| 2.3| 3.7| 2.6| 2.5| 2.5|    |    |
| es  | —  | 1.2| 3.1| 2.4| 1.7| 3.1| 3.7|    |    |    |
| fi  | —  | 1.0| 1.9| 2.7| 1.1| 0.6|    |    |    |    |
| fr  | —  | 2.4| 1.6| 3.5| 3.7|    |    |    |    |    |
| it  | —  | 2.4| 2.5| 2.7|    |    |    |    |    |    |
| nl  | —  | 1.8| 1.3|    |    |    |    |    |    |    |
| pt  | —  |    |    |    |    |    |    |    |    |    |
| sv  | —  |    |    |    |    |    |    |    |    |    |

This oracle experiment also tracked for each system the number of times its hypothesis was selected as the best overall hypothesis. Table 3 lists these percentages. This distribution is flatter than we anticipated. It is not surprising that the systems which performed the best individually (sv-en, fr-en, and es-en) were chosen a large percentage of the time. However, the da-en system, which ranked seventh individually, was chosen by the oracle more often than any other. Even fi-en and nl-en, systems which performed substantially worse than the others individually, were selected a reasonable number of times. This data suggests that additional research is warranted to investigate the types of sentences for which bilingual systems with different source languages perform well.

The second experiment calculated oracle hypotheses for each pair of systems. In this experiment each of the 45 pairs of systems were combined by the WER oracle to simulate ideal sentence-level hypothesis ranking. Table 4 lists the absolute increase in BLEU score achieved by the oracle on the test set compared with the best BLEU score achieved by either system individually.

The difference between the best BLEU score for each pair and the oracle score was substantial for nearly all pairs of systems. The lowest absolute increase in BLEU scores (0.6) is seen when combining the worst individual system, Finnish, with the best individual system, Swedish. The mean and median increase in BLEU score for the 46 system pairs is 2.4 BLEU. The average difference between oracle BLEU and the score achieved by the MAX method for the same system pair is 3.3 BLEU (median 3.4 BLEU). This data shows that substantial gains are achievable from sentence-level hypothesis ranking methods, even when only two systems are combined.

4 Multi-Source Translation as a Hypothesis Ranking Problem

Given that significant gains in translation quality are possible through sentence-level hypothesis ranking, this section considers the MAX and PROD ranking methods proposed by Och and Ney (2001).

The original work is limited in the scope of its experiments. At the time, no large multi-parallel corpus was available. The authors assembled a training corpus from the Bulletin of the European Union with 117k-139k sentences per language for eleven European languages. Their test set was restricted to sentences 10 to 14 words in length. The metrics in common use today, including BLEU, METEOR, and TER, had not been developed. Results were reported in terms of word error rate (WER) and position-independent word error rate (PER). Their decoder used the alignment template system (Och et al., 1999).

In the following sections, we attempt to reproduce the techniques and results presented in Och and Ney (2001). We do this to answer three important questions:
• Can the techniques for multi-source translation presented in Och and Ney (2001) be replicated using current phrase-based decoders?
• Can the positive results they report be replicated on a larger data set which includes longer sentences?
• And finally, do the results presented for WER correlate with current automatic evaluation metrics?

4.1 Ranking Method MAX
Och and Ney (2001) propose that the best output translation from distinct bilingual translation systems can be chosen by taking the hypothesis with the highest score according to a noisy channel model. Given \( n \) source languages, the best translation \( \hat{e} \) is defined using both the language model and a translation model as

\[
\hat{e} = \arg \max_{e} \{ p(e) \cdot \max_{n} p(f_n|e) \} \quad (1)
\]

\[
= \arg \max_{e,n} \{ p(e) \cdot p(f_n|e) \} \quad (2)
\]

This method is straightforward, and has the advantage that no modifications to the bilingual decoders are needed. The decoders must simply be capable of reporting language model and translation model probabilities along with each hypothesis. We note that the translation model probability reported by the decoder is in fact an approximation of \( p(f|e) \) as \( p(f|e, d) \) where \( d \) is the derivation selected by the decoder.

Because the translation model probabilities from various systems are not necessarily comparable, it might be valuable to train weights for each system. Och and Ney (2001) report that such weights did not diverge much from one in their experiments. Due to time constraints, we did not perform system weightting.

4.2 Experiments using MAX
To examine how well MAX performs, we can take the output hypotheses produced by the bilingual translation systems, and apply the method using the translation model probabilities and language model probabilities reported by the decoder. We begin by selecting the translation system which produced the highest BLEU score, then added the system which gave the highest incremental gain. Table 5 reports results for the MAX method when applied with an increasing number of source languages. Och and Ney (2001) report the highest gains from MAX by combining three languages, French, then Swedish, then Spanish. We see the same three languages in our results, but with Swedish placed before French.

Because Och and Ney (2001) report only WER and PER, we report those metrics in addition to current metrics so that our results can be more directly compared with theirs. We see that our best results using MAX (58.8 WER for sv+es+fr) are significantly worse than their best result (52.0 WER for fr+sv+es). Most of this discrepancy is likely due to our use of a different corpus with longer sentences.

We also performed MAX ranking on all 45 system pairs, using every pair of foreign languages to translate into English. Table 6 shows the absolute change in BLEU score for the MAX ranking compared with the best BLEU score for either input system. For comparison with the results in Och and Ney (2001), table 7 presents this data in terms of WER. Our experiment reports results for all available languages, including German and Finnish; results for those two languages were not included in Och and Ney (2001).

Och and Ney (2001) show positive results using the MAX method for all 21 language pairs on which they report results. They report positive results showing absolute decreases in WER ranging from -0.5 (fr & it) to -4.3 (da & nl). Even if Finnish and German are excluded, we observe a wide range of mostly negative results (+5.0 for fr & nl, -2.0 for da & it). In total, 56% of combinations (25 out of 44) resulted in higher word error rate. Fully 80% of combinations (35 out of 44) resulted in an decrease in BLEU.

The results above show that the simple MAX approach simply does not improve translation quality for the majority of language pairs. In addition, Akiba et al. (2002) report (in a bilingual setting) that the hypothesis chosen by MAX ranking often differs from the hypothesis chosen by a human performing manual ranking.

For many MAX combinations, an improvement in WER was matched by an improvement in BLEU, and an increase in WER was matched with a lower
### Table 5: Combination using MAX ranking method.

| languages   | BLEU | WER | PER | TER | METEOR |
|-------------|------|-----|-----|-----|--------|
| sv          | 32.7 | 60.2| 53.6| 52.3| 56.6   |
| sv+es       | 33.1 | 59.2| 52.6| 51.2| **56.9**|
| sv+es+fr    | 33.0 | **58.8**| 52.1| 50.9| 56.8   |
| sv+es+fr+el | 32.6 | 58.9| 52.3| 51.0| 56.3   |

### Table 6: Absolute change in BLEU after combining two languages using MAX ranking method compared with the best BLEU of either language individually. Best results come from combining es & sv (+0.4), es & fr (+0.5), and el & it (+0.6). Worst results come from combining fi & fr (-2.9), nl & sv (-2.9), and fr & nl (-3.7). Only 20% of MAX pairwise combinations led to an improvement in BLEU. Results which indicate an improvement in BLEU are bold.

|     | da | de | el | es | fi | fr | it | nl | pt | sv |
|-----|----|----|----|----|----|----|----|----|----|----|
| da  | —  | 0.4| -0.8 | -1.3 | -1.3 | 0.3 | -1.4 | -0.7 | -1.6 |
| de  | —  | -0.2| -0.6 | -0.8 | -2.0 | -0.1 | -0.8 | -0.8 | -1.1 |
| el  | —  | -0.2| -1.8 | -1.0 | **0.6**| -1.9 | -0.3 | -0.5 |
| es  | —  | -1.5| **0.5**| -0.9 | -2.6 | **0.1**| **0.3**|     |     |
| fi  | —  | -2.9| -1.3 | -0.3 | -1.9 | -2.3 |     |     |     |
| fr  | —  | -1.6| -3.7 | **0.2**| **0.2**|     |     |     |     |
| it  | —  | -1.5| -1.0 | -1.0 |     |     |     |     |     |
| nl  | —  |     | -2.4| -2.9 |     |     |     |     |     |
| pt  | —  |     | -0.1|     |     |     |     |     |     |
| sv  | —  |     |     |     |     |     |     |     |     |

### Table 7: Absolute change in WER after combining two languages using MAX ranking method compared with the best WER of either language individually. Best results come from combining da & it (-2.0) or from fi & nl (-2.0). Worst results come from combining fr with nl (+5.0) or with fi (+5.1). Only 44% of MAX pairwise combinations led to an improvement in WER. Results which indicate an improvement in WER are bold.

|     | da | de | el | es | fi | fr | it | nl | pt | sv |
|-----|----|----|----|----|----|----|----|----|----|----|
| da  | —  | -0.8| -1.1 | -0.1 | 2.1 | 0.6 | -2.3 | 1.6 | -0.7 | 1.1 |
| de  | —  | 0.6| 0.0 | 0.7 | 3.1 | **-1.0**| 0.1 | 0.2 | 1.2 |
| el  | —  | -1.0| 3.4 | 0.2 | **-1.5**| 2.9 | -0.9 | -0.2 |     |     |
| es  | —  | 2.0| **-2.0**| **-0.2**| 2.6 | -1.6 | **-1.0**|     |     |     |
| fi  | —  | 5.1| 1.2 | **-2.3**| 2.4 | 3.5 |     |     |     |     |
| fr  | —  | 1.5| 5.0 | **-1.0**| -1.0 |     |     |     |     |     |
| it  | —  | 0.9| **-0.2**| 0.3 |     |     |     |     |     |     |
| nl  | —  | 2.4| 3.6 |     |     |     |     |     |     |     |
| pt  | —  | —  | **-0.6**|     |     |     |     |     |     |     |
| sv  | —  |     |     |     |     |     |     |     |     |     |
Table 8: Absolute change in BLEU after combining two languages using MAXLL ranking method compared with the best BLEU of either language individually.

|  | da | de | el | es | fi | fr | it | nl | pt | sv |
|---|----|----|----|----|----|----|----|----|----|----|
| da | —  | 0.9 | -0.4 | -2.6 | -1.8 | -2.8 | 0.3 | -1.5 | -2.0 | -1.4 |
| de | —  | -1.4 | -3.1 | -1.3 | -3.5 | 0.3 | -1.1 | -1.9 | -0.5 |
| el | —  | 0.0 | -2.9 | -1.0 | 0.2 | -3.1 | -0.1 | -0.2 |
| es | —  | -4.4 | 0.3 | -2.8 | 0.3 | -2.8 | 0.2 | -0.2 |
| fi | —  | -4.3 | -0.8 | -0.1 | -4.1 | -0.0 | -0.2 | -0.4 |
| fr | —  | -2.3 | -5.4 | 0.2 | 0.1 |
| it | —  | -0.8 | -2.2 | -2.1 |
| nl | —  | -4.7 | -3.9 |
| pt | —  | 0.4 |
| sv | —  | |

BLEU score. However, 26% of language pairs showed an improvement in WER but a decline in BLEU.

4.3 Extending MAX to a Log-linear Framework

Given that most current statistical translation systems are based on a log-linear combination of features rather than a noisy channel model, the question immediately arises whether MAX might work if the log-linear score of each sentence is used in the argmax calculation (equation 2) instead of the noisy channel product. We define MAXLL as follows:

\[
\hat{e} = \arg \max_e \{ \max_n \exp(\sum_i \lambda_i h_i(e, f_n)) \} (3)
\]

\[
= \arg \max_{e,n} \{ \exp(\sum_i \lambda_i h_i(e, f_n)) \} (4)
\]

To test this method, we combine all 45 system pairs (as in section 4.2) but use MAXLL in place of MAX. This method performs quite badly. The number of systems for which BLEU increases is the same as for MAX (9 out of 45 pairs); however, for pairs in which MAXLL does poorly, it performs worse than MAX. The worst performance comes from the es & nl pair, where MAXLL scores -5.7 BLEU worse than the best of either system individually. This poor performance should not be surprising, as the scores returned by each system are not comparable.

4.4 Ranking Method PROD

The MAX method provides a simple method to choose the best output from among two or three bilingual translation systems. However, it fails to effectively make use of larger numbers of source languages; in fact, translation quality degrades when additional source languages are incorporated. The PROD method presented in Och and Ney (2001) addresses this shortcoming in MAX. Kay (1997) observed that if multiple translation engines independently produce the same hypothesis, that is strong evidence that the hypothesis is a good one. The PROD method follows this insight.

The PROD method attempts to approximate a true multi-source decoding algorithm by incorporating probabilities associated with each bilingual translation model. In this approach, given \( n \) source languages, the best translation \( \hat{e} \) is defined as

\[
\hat{e} = \arg \max_e \{ p(e) \cdot \prod_{n=1}^N p(f_n|e) \} (5)
\]

Paul et al. (2005) explore a related technique in the bilingual setting, where a hypotheses is selected if its average translation model times language model score is significantly higher than competing hypotheses.

4.5 Constraint Decoding

The PROD method requires that for each target hypothesis \( e \), a translation probability \( p(f_n|e) \) must be calculated for each source language sentence \( f_n \).
Each target hypothesis $e$ is produced by one of the bilingual decoders described earlier in section 4. Each sentence $f_n$ is given as a source sentence.

The standard phrase-based decoder produces a 1-best or n-best list of hypotheses when given a source sentence. There is no guarantee that a particular target sentence $e$ will appear in a decoder’s n-best list of hypotheses. So, in order to calculate $p(f_n|e)$ for every source language $n$, we modified the Moses decoder to permit constraint decoding. When constraint decoding is used, the phrase-based search is constrained so that only hypotheses which are consistent with the desired target output are considered.

The standard phrase-based decoding model (Koehn, 2004) creates “stacks” of translation options that cover contiguous phrases in the input sentence. Each translation option stores a target language phrase. The decoder attempts to trace a path through the translation options, creating partial hypotheses as it proceeds, in such a way that all source words are covered by a translation option, resulting in a complete hypothesis.

Each partial hypothesis represents a partial translation into the target language. Constraint decoding is defined by restricting the creation of partial hypotheses. Whenever a partial hypothesis would be constructed, the partial translation for that partial hypothesis is examined. If the partial translation is compatible with the desired target sentence, the partial hypothesis is constructed. If the partial translation is not compatible, meaning it is not a prefix to the desired target sentence, the partial hypothesis is pruned.

In this way, a desired target sentence can be provided to the decoder as a constraint; the desired target sentence will be produced as the result as long as the decoder’s model and parameters are capable of reaching the desired target sentence.

4.6 Experiments using PROD

The decoder provides feature values, including $p(f|e)$, for each sentence that it successfully translates. By using constraint decoding, and providing the decoder with both source sentence and desired target sentence, the translation model probabilities required for PROD can be obtained.

Unfortunately, the vast majority of target sentences presented to the constraint decoder resulted in failure. In these cases, the decoder was not able to reach the desired target sentence from the provided source sentence given the translation model, the language model, and the feature parameters. Table 9 presents a sample of results that illustrate this problem.

|    | da-en | de-en | es-en | fr-en |
|----|-------|-------|-------|-------|
| % reachable | 10.5 | 9.8 | 11.5 | 10.6 |

Table 9: Percentage of sentences reachable by the Swedish-English system when constrained by the output of the listed systems.

Attempts to increase the number of reachable constraint sentences by turning off all pruning during constraint decoding did not lead to a substantial increase in the number of reachable sentences. Even worse, the particular sentences reachable in the test set was not the same across the various translation systems. As a result, the decoder was unable to provide $p(f_n|e)$ for all required source languages $n$ in the vast majority of test sentences.

It is reasonable to ask whether the PROD method could be applied for those minority of sentences which are reachable. What conditions are necessary in order to apply the PROD method when just two source languages are used? In other words, are we able to use equation 5 to determine $\hat{e}$? Equation 5 requires that we know $p(f_{n}|e)$. Consider the concrete example where Spanish-English and French-English outputs are to be ranked using the PROD method. The Spanish system translates the Spanish input into English hypothesis $e_{es}$ and provides $p(f_{es}|e_{es})$. Likewise the French system translates the French input into English hypothesis $e_{fr}$ and provides $p(f_{fr}|e_{fr})$. If the Spanish system is able to successfully translate the Spanish source sentence $f_{es}$ into $e_{fr}$ using constraint decoding, $p(f_{es}|e_{fr})$ becomes available. Likewise $p(f_{fr}|e_{es})$ becomes available if the French system is able to translate $f_{fr}$ into $e_{es}$. Only a very small number of test sentences fulfill these conditions for each pair of systems. For three or more systems, the problem is even worse.

4.7 Discussion on PROD

Och and Ney (2001) do not discuss the problem of unreachable sentences when calculating $p(f_{n}|e)$ for PROD. We now briefly examine why our experi-
ments found so few sentences to be reachable by a constrained phrase based decoder, while no such problem was reported by Och and Ney (2001).

The first possible factor that presents itself is the data used in the experiments. The test corpus used by Och and Ney (2001) was extracted from the Bulletin of the European Union and was restricted so that all reference sentences in the test set were 10 to 14 words long. By contrast, the Europarl test05 test set includes reference sentences up to 135 words long. In the experiments in section 4.6, the sentences reachable during constraint decoding have an average length of 14.2 words. We note that this is longer than the maximum sentence length used by Och and Ney (2001). The average reference sentence length in our complete test set is 29.0 words.

If we restrict our test set to only those sentences where the reference has 10-14 words, the percentage of reachable sentences increases from approximately 10% of the entire test corpus to approximately 25% of the subset of 10-14 word sentences for a given pair of systems. In other words, even when only short sentences are considered, a large majority cannot be reached during constraint decoding.

The second possible factor is the choice of translation search algorithm. The experiments presented in this paper used the standard phrase based Moses decoder, modified to allow constraint decoding.

Phrase based translation allows a single word to be translated as a phrase only if the word and phrase were aligned during training. Consider the case where the decoder needs to translate source word a, and adjacent target words xyz still need to be generated; no phrase a → xyz exists in the phrase table, but entries for a → x, a → y, and a → z all do exist. A word based decoder might be able to deal with this by assigning a a fertility of three, then translating the three words individually, but a phrase-based system cannot.

Och and Ney (2001) use an alignment template decoder which implements an early phrase-based translation model. We hypothesize that the use of word classes in the alignment template approach may have allowed more hypotheses to be reachable during constraint decoding, which could allow $p(f_n|e)$ to be obtained for PROD calculations.

Given the positive results initially reported for PROD, we believe that there is still value in replicating this technique, at minimum for use as a baseline as more advanced techniques are developed.

5 Conclusion & Future Work

We have shown that significant gains in translation quality are possible using hypothesis ranking, but that the MAX technique is not a reliable method for hypothesis ranking. We have also shown that limitations in current decoding techniques prevent the use of PROD with phrase-based systems. Our findings show a limit to the claim by Och and Ney (2001) that this method for combining multiple source languages is independent of translation models. In particular, PROD is useful only insofar as $p(f_n|e)$ can be reasonably approximated for an arbitrary source language sentence $f_n$ when constrained by an arbitrary target language sentence $e$.

As part of our research into multi-source translation, we are looking at methods for finding the closest reachable hypothesis to a specified target sentence; this should make a more thorough examination of PROD possible. We are currently undertaking a more thorough examination of consensus decoding in multi-source translation than has been previously published. We also believe that significant gains can be found by integrating multiple source into the actual decoding process. One promising area where we are currently working is the use of lattice inputs (Dyer et al., 2008) where multiple source language inputs are encoded in the input lattice.
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