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ABSTRACT

Background: Clinicians and researchers may rely on medical coding systems such as International Classification of Diseases (ICD) to identify patients with specific diseases from Electronic Health Records (EHRs). However, due to the lack of detail and specificity as well as a probability of miscoding, recent studies suggest the ICD codes often cannot characterise patients accurately for specific diseases in real clinical practice, and as a result, using them to find patients for studies or trials can result in high failure rates and missing out on uncoded patients. Manual inspection of all patients at scale is not feasible as it is highly costly and slow.

Methodology: This paper proposes a scalable workflow which leverages both structured data and unstructured textual notes from EHRs with techniques including Natural Language Processing (for phenotyping), AutoML and Clinician-in-the-Loop mechanism to build machine learning classifiers to identify patients at scale with given diseases, especially those who might currently be miscoded or missed by ICD codes.

Results: Case studies in the MIMIC-III dataset were conducted where the proposed workflow demonstrates a higher classification performance in terms of F1 scores compared to simply using ICD codes on gold testing subset to identify patients with Ovarian Cancer (0.901 vs 0.814), Lung Cancer (0.859 vs 0.828), Cancer Cachexia (0.862 vs 0.650), and Lupus Nephritis (0.959 vs 0.855). Also, the proposed workflow that leverages unstructured notes consistently outperforms the baseline that uses structured data only with an increase of F1 (Ovarian Cancer 0.901 vs 0.719, Lung Cancer 0.859 vs 0.787, Cancer Cachexia 0.862 vs 0.838 and Lupus Nephritis 0.959 vs 0.785). Experiments on the large testing set also demonstrate the proposed workflow can find more patients who are miscoded or missed by ICD codes. Moreover, interpretability studies are also conducted to clinically validate the top impact features behind the decision-making of the classifiers.

Conclusions: The proposed workflow can more accurately identify patients with specific diseases than simply using ICD codes. We also find the phenotypic features extracted from unstructured textual notes are beneficial for better accuracy and interpretability of classifiers. Moreover, the proposed workflow is scalable to other diseases and use cases as Clinician-in-the-Loop and AutoML enable rapid configuration of new machine learning classifiers.
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1 Introduction

The accumulation of healthcare data has recently reached unprecedented levels, with the National Health Service (NHS) in the UK recording approximately 560 million patient interactions each year. The collection of this information is critical for research and development in the medical domain, such as developing new drugs, treatments or therapies; understanding the characteristics and comorbidities of rare diseases; techniques for the earlier detection of certain diseases. For all these use cases, it is critical to identify the target patients first at scale, either for recruitment into studies, or a deeper analysis of the data of patients and diseases.

A commonly used method to identify such target patients is to use medical coding systems like International Classification of Diseases (ICD). However, several studies have highlighted flaws in their real-world application which make them unsuitable for classifying patients, especially with rare and/or highly specific diseases in real practice. One study conducted a thorough
investigation involving 200 General Practitioners (GPs) in the Saxony region to evaluate the inter-rater agreement between two coders on the same patient’s health record, and came to the conclusion that ICD was not reliable in primary care. Another large-scale survey of 250 clinicians from 12 countries reported that the majority of the respondents found that ICD codes had no clustering mechanisms, lacked specificity, had no terms for describing complications or adverse events, and had vague term definitions. A more recent study evaluated the accuracy of ICD-9-CM codes in determining the genotypes for Sickle Cell Disease for healthcare quality studies, and found that ICD codes displayed an accuracy as low as 23% for certain SCD genotypes, making them unsuitable for research purposes. A similar study for Crohn’s disease and diabetes analysed the accuracy and completeness of ICD codes in ambulatory visits by analysing the coding performed by 23 clinicians and found that over 25% of the appropriate codes were not recorded and omitted, leading to an incorrect and incomplete characterisation of the patients’ conditions. ICD codes are also prone to miscoding as a recent study conducted in the context of pulmonary embolisms found that up to 18% of patients coded with ICD-10 were false positives, and 9% were false negatives. The authors attributed these errors to the vague documentation for physicians responsible for assigning codes. Overall, as the ICD codes may not be reliable for a number of diseases and manual inspection of thousands of or even millions of patients by clinical experts is highly costly and time-consuming, an automatic pipeline with machine learning and specific expert guidelines can be useful to standardise, scale-up and accelerate the identification of patients with rare and complex diseases.

Recent studies have demonstrated the feasibility of using machine learning (including deep learning) models to classify patients with specific diseases. The majority of such previous studies utilise structured data (e.g., blood test results, laboratory data, demographics) without using unstructured textual data (e.g., clinical notes, discharge summaries, radiology reports). For example, structured variables collected from renal biopsies are used to predict the onset of renal flares in known cases of Lupus Nephritis and gene expression data to predict lupus disease. However, the unstructured textual data contains rich clinical information and studies show that up to 80% of data in EHRs is unstructured. Moreover, despite the flaws of ICD code assignment in real clinical practice, recent studies still use ICD codes of Electronic Health Records (EHRs) as target labels for the training and evaluation of machine learning models to predict disease diagnosis but we believe the involvement of clinicians in a study to revise patient diagnosis labels is necessary.

Therefore, we propose a machine learning workflow with the Clinician-in-the-Loop mechanism that leverages both structured data and unstructured textual data from EHRs to find (1) critical clinical features that help characterise a disease, especially for rare diseases which are not well defined and understood; (2) relevant patients meeting the precise criteria of the disease. More precisely, to leverage the rich clinical information from unstructured textual data, we incorporate a state-of-the-art phenotyping algorithm with Natural Language Processing (NLP) to extract phenotypic features of patients. The phenotypic features are then enriched with the features from structured data for predictive modelling by Automated Machine Learning (AutoML) to classify the patients. AutoML is a framework for efficient and automated feature, classifier type, and hyper-parameter selection of machine learning classifiers. The classifiers are iteratively improved with gold diagnosis labels and feedback on features from clinicians via the Clinician-in-the-Loop mechanism. We evaluate the proposed workflow on four diseases including Ovarian Cancer, Lung Cancer, Cancer Cachexia and Lupus Nephritis and show superior performance to baseline methods.

Different from the work, the proposed workflow does not use ICD codes as input features given their flaws. In addition, we build the disease classifiers with AutoML which use phenotypes as input features because the diagnosis of diseases may rely on a combination of multiple phenotypes (such as the American College of Rheumatology Classification Criteria for systemic lupus erythematosus (SLE)) even though the diseases themselves may not be explicitly mentioned in clinical notes. This also suggests that using phenotyping NLP algorithms like Clinphen, NCBO, cTAKES, MetaMap and solely without classifiers is not sufficient to perform inference and identify patients with specific diseases.

In summary, our main contributions of this work are as follows:

1. We propose a scalable workflow with phenotyping, AutoML and Clinician-in-the-Loop to identify patients of specific diseases accurately which can be potentially applied to multiple diseases.
2. We demonstrate that using phenotypic features from unstructured textual data leads to higher accuracy of patient identification and better interpretability of the profile of the patients at risk.
3. We demonstrate that AutoML is an efficient and effective solution to build machine learning classifiers for patient identification.
4. We also demonstrate that the Clinician-in-the-Loop mechanism improves the training set and incorporates clinically relevant features into classifiers which leads to better accuracy and interpretability of classifiers.

---

1In this study, the word “phenotype” refers to deviations from normal morphology, physiology, or behaviour, as defined by the study.
2 Methodology

In this section, we will introduce the proposed workflow which is shown in Figure 1. As an overview, the workflow mainly consists of three steps modules. First, the data preprocessing module gathers raw data from the database for each disease and prepare unstructured textual data (such as discharge summaries, nursing notes, and radiology reports) and structured data (such as blood test results, temperature, and heart rate) from the raw data. Second, we run a pre-trained state-of-the-art phenotyping algorithm to extract phenotypic features of patients from unstructured textual data. Third, the phenotypic features are combined with structured data together as the aggregated features of patients which will be fed into the disease classifier. The disease classifier works as a binary classifier for each specific disease which is built based on gold diagnosis labels and feedback from clinicians on the training set and then evaluated on the testing set. The three steps will be elaborated in the following subsections.

2.1 Data Preprocessing

In this study, we use the publicly available EHR dataset MIMIC-III for better reproducibility. For the unstructured textual data, we collect discharge summaries which are provided to patients at the end of admissions and contain extensive clinical information, especially phenotypes about the patients. For the structured data, we follow the practice and collect 17 clinical features such as weight, temperature, heart rate, blood pressure and respiratory rate. The structured data is aggregated across the entire admission of a patient and mean imputation is applied to missing values. The units for the same structured feature are unified, for example, Fahrenheit to Celsius for the feature temperature.

2.2 Pre-trained Context-aware Phenotyping NLP Algorithm

The unstructured clinical notes, such as discharge summaries, nursing notes and radiology reports, are rich in phenotype information as the clinicians naturally describe phenotypic abnormalities of patients in the narratives of notes. Previous studies have demonstrated leveraging the phenotype information to improve the understanding of disease diagnosis, disease pathogenesis, patient outcomes and genomic diagnostics, and subsequently, the automatic phenotype annotation from clinical notes has become an important task in clinical Natural Language Processing (NLP).

In the proposed workflow, we use the state-of-the-art phenotyping NLP algorithm developed by the recent work to extract a list of phenotypes from unstructured clinical notes. The algorithm uses Human Phenotype Ontology (HPO) to standardize over 15,000 phenotype concepts and leverages self-supervised pre-training techniques, contextualized word embeddings by the Transformer model and data augmentation techniques (paraphrasing and synthetic text generation) to capture names (like hypertension), synonyms (like high blood pressure), abbreviations (like HTN) and, more importantly, contextual synonyms of phenotypes. For example, descriptive phrases like “rise in blood pressure”, “blood pressure is increasing” and “BP of 140/90” are considered as contextual synonyms of Hypertension (HP:0000822) and finding such contextual synonyms require an understanding of context semantics. As a result of the contextual detection of phenotype, the phenotyping NLP algorithm...
We use 58,976 Electronic Health Records (EHRs) from MIMIC-III database to build a disease classifier, we use Automated Machine Learning (AutoML) to build a disease classifier on the training set and evaluate the disease classifier on the testing set.

### 2.3 Disease Classifier

In the proposed workflow as shown in Figure 1, the list of phenotypes that are extracted from unstructured clinical notes by the phenotyping NLP algorithm will be combined with the 17 structured clinical features (as mentioned in section 2.1) together as the aggregated features of patients. For instance, the aggregated features of a patient may have a list of phenotypes like weight loss (HP:0001824) and malnutrition (HP:0004395) and structured clinical features like temperature 36.6 and heart rate 86. The aggregated clinical features of patients will be then used as input features in the subsequent step which leverages Automated Machine Learning (AutoML) and Clinician-in-the-Loop mechanism to build a disease classifier on the training set and evaluate the disease classifier on the testing set.

#### 2.3.1 Automated Machine Learning (AutoML)

To build a disease classifier, we use Automated Machine Learning (AutoML) which provides efficient and scalable solutions to build machine learning classifiers with minimal human assistance. In convention, building a machine learning model (including deep learning) involves a pipeline of steps that require human expertise including feature engineering, model selection, model architecture search, hyper-parameter tuning, model evaluation and more. Given the complexity of the steps, it is usually time-consuming to manually find the best configuration of a machine learning classifier and requires expertise from machine learning engineers. Therefore, AutoML is designed to automate the pipeline within a time budget by using strategies such as grid search, Bayesian Optimization and meta-learning.

More specifically, we develop an AutoML framework based on the HpBandSter library. This framework automatically searches for the most suitable classifier model from candidates including Support Vector Machine (SVM), Random Forest, Gradient Boosting, Logistic Regression, and Multi-layer Perceptron as well as their respective hyper-parameters. The AutoML framework also incorporates feature engineering from scikit-learn which, in practice, automatically selects top features from the aggregated features of patients. For example, weight loss (HP:0001824) is selected as the top indicative feature for Cancer patients with Cachexia as shown in Figure 3.

#### 2.3.2 Clinician-in-the-Loop Mechanism

Building disease classifiers by machine learning algorithms is restricted by two challenges: (1) lack of accurate and gold standard labels from medical experts to train and evaluate the models, for example, ICD codes in EHR database may not be accurate as discussed in Section 1 and manually labelling EHRs at scale is highly costly; (2) lack of interpretability and clinical validity behind the decision made by the models. Therefore, we leverage Clinician-in-the-Loop mechanism, by which clinicians can iteratively work with the models and provide feedback for enhancement, to address the two challenges by collecting gold diagnosis labels for patients and validating clinically relevant features of diseases with clinicians.

In the training stage, we first request three clinicians to create gold diagnosis labels for patients with consensus. The annotation guideline instructs the clinicians to provide a binary label for each patient on whether the patient suffers from, has a recent history of, or is at risk of a specific disease or not. The labels provided by the clinicians are collected as the gold diagnosis labels, which are used as the targets to train disease classifiers by AutoML.

Meanwhile, we also iteratively request the clinicians to validate the top features that a disease classifier relies on to identify patients. The importance of features is quantified by SHAP values which measure how much a feature positively or negatively impacts the decision of a classifier. The features that have the highest absolute SHAP values are taken as top features and sent to the clinicians to assess their clinical relevance to the disease. The clinically irrelevant features will be removed from the input features of patients while the relevant features will be retained. The removal of such statistically correlated but clinically irrelevant features can potentially help prevent overfitting and improve the interpretability of model predictions. The final disease classifier is trained after several iterations of feature validation until the model performance is stable (typically within 3 iterations in practice).

In the testing stage, after the final disease classifier is obtained, it will be applied to the testing data to predict the patients at high risk of the disease. The evaluation method will be explained in Section 2.5.

### 2.4 Dataset and Gold Labelling

We use 58,976 Electronic Health Records (EHRs) from MIMIC-III database which corresponds to 58,976 admissions from 46,520 unique patients in Intensive Care Units (ICU). Each EHR in MIMIC-III is assigned with relevant ICD-9 codes. The EHRs are randomly split into the training set with 29,637 EHRs and the testing set with 29,339 EHRs, and the workflow makes one prediction for each EHR. Please note the EHRs of the same unique patients will be all in either the training set or the testing set to avoid data leakage.
We conduct experiments on four diseases including Ovarian Cancer, Lung Cancer, Cancer Cachexia, and Lupus Nephritis. The definitions of these diseases based on ICD-9 codes in this study are shown in Table 1. The ICD-based criteria are then used as “noisy” labels for EHRs and as a baseline method to identify patients.

| Disease Name          | ICD-9 Codes for Positive Cohort | ICD-9 Codes for Negative Cohort |
|-----------------------|---------------------------------|---------------------------------|
| Ovarian Cancer        | 183.0                           | otherwise                       |
| Lung Cancer           | any subcode of 162              | otherwise                       |
| Cancer Cachexia       | any subcode 140–239 and (799.3 or 799.4) | any subcode 140–239 but not 799.3 nor 799.4 |
| Lupus Nephritis       | 710.0 and any subcode of 580    | otherwise                       |

Table 1. The ICD code-based criteria to define positive and negative cohorts for each disease in the training and testing set. Please note the Cancer Cachexia setup requires patients to have cancer as the background condition for both positive and negative cohorts.

| Disease Name          | Entire Training Set by ICD Labels | Training Subset by Gold Labels | Entire Testing Set by ICD Labels | Testing Subset by Gold Labels |
|-----------------------|----------------------------------|-------------------------------|----------------------------------|-------------------------------|
|                      | Positive | Negative | Positive | Negative | Positive | Negative | Positive | Negative |
| Ovarian Cancer        | 43       | 29,594   | 57       | 43       | 38       | 29,301   | 52       | 48       |
| Lung Cancer           | 586      | 29,051   | 62       | 38       | 585      | 28,754   | 66       | 34       |
| Cancer Cachexia*      | 42       | 4,449    | 59       | 33       | 51       | 4,370    | 70       | 27       |
| Lupus Nephritis       | 86       | 29,551   | 42       | 58       | 63       | 29,276   | 62       | 38       |

Table 2. The number of positive and negative EHRs in the entire training set and entire testing set based on the ICD-based criteria defined by Table 1, as well as the training subset and testing subset which have gold diagnosis labels created via the Clinician-in-the-Loop mechanism. Please note the training (testing) subset with gold labels is fully included by the entire training (testing) set. The disease classifiers will be trained to differentiate the positive and negative EHRs. * The number of EHRs with gold labels in the training and testing subset for Cancer Cachexia is fewer than 100 because a few patients who do not have cancer as the background condition are discarded.

Table 2 summarises the number of positive and negative EHRs in the entire training and testing set based on the ICD-based criteria which also shows that the prevalence of these diseases is low in MIMIC-III. However, the ICD codes cannot be used as the gold diagnosis labels given their multiple flaws, so we use the Clinician-in-the-Loop mechanism to create the gold diagnosis labels for EHRs. As manually creating large-scale gold labels on entire MIMIC-III datasets with clinicians is not feasible in practice, only small-scale EHRs can be selected for gold labelling and ideally, the selected EHRs should be relatively balanced (i.e., around half EHRs are positive for the disease and the other half are negative).

To create the relatively balanced gold set, an initial yet imperfect disease classifier (a Random Forest classifier) is first trained solely based on the entire training set by using ICD codes as the learning target (i.e., positive and negative cohorts are decided by ICD criteria in Table 1). Then, 100 EHRs are selected from the training set by randomly sampling 25 EHRs from each of the following four patient groups: (1) EHRs that are predicted/labelled as positive by the initial classifier and ICD; (2) EHRs that are predicted as positive by the initial classifier but labelled as negative by ICD; (3) EHRs that are predicted as negative by the initial classifier but labelled as positive by ICD; (4) EHRs that are predicted/labelled as negative by the initial classifier and ICD. Similarly, another 100 EHRs are selected from the entire testing set by applying the same initial classifier. As opposed to selecting EHRs based on ICD codes directly, using the initial classifier with the four patient groups encourages finding EHRs that are mislabelled by ICD codes. Please note the initial classifier is preliminary and only used to select these 200 EHRs. Next, the 200 EHRs are manually labelled via the Clinician-in-the-Loop mechanism following the annotation guideline. Table 2 also summarises the statistics of the training subset and testing subset which have gold diagnosis labels.

2.5 Evaluation Methods and Baselines
We consider two evaluation methods for the disease classifier. The first evaluation method is to compare the disease classifier created by the proposed workflow with baseline methods on the gold testing set. We consider the following baseline methods. (1) ICD codes: we use the inclusion and exclusion criteria based on ICD codes as defined by Table 1 to classify EHRs. (2) Structured data only: using the 17 clinical features from structured data only as patient features to AutoML without considering phenotypic features in unstructured notes. (3) Structured + NCR: To compare with other phenotyping NLP algorithms, we
also aggregate the structured clinical features with the phenotypes that are extracted from clinical notes by NCR and then we use AutoML to build disease classifiers. (4) Structured + ClinicalBERT: this is similar to the previous baseline method but the phenotypes are extracted by ClinicalBERT which are fine-tuned for phenotyping following the work. On the gold testing set, we report Area Under the Curve of Receiver Operating Characteristic (AUC-ROC) and Area Under the Curve of Precision-Recall (AUC-PR) in addition to precision, recall, F1, and specificity which use 0.5 as the threshold. Please note AUC-ROC and AUC-PR are not applicable to ICD codes as the labels of ICD codes are discrete in binary (either 0 or 1) rather than continuous in probability.

As the gold testing set has only 100 EHRs in total for each disease, the insights from the first evaluation method may not be comprehensive. Therefore, we use the second evaluation method, which runs the disease classifier on the entire testing set which has 29,339 EHRs. We report the number of EHRs \(N_{\text{pred}}\) which are predicted as positive by the disease classifier and the estimated precision \(P_{\text{est}}\). To calculate the estimated precision, we first randomly select 100 EHRs that are predicted as positive and request validation from three clinicians with consensus if the 100 EHRs have true patients. The estimated precision is then computed by dividing the number of EHRs that have true patients by 100. Moreover, we estimate the number of actual positive EHRs that are found by the disease classifier by \(N_{\text{pred}} \times P_{\text{est}}\) with rounding to the nearest integer. The second evaluation method is more challenging than the first evaluation method as the prevalence of the four diseases is very low in the entire testing set according to Table 2.

### 3 Results

| Disease Name     | Method                      | Precision | Recall | F1      | Specificity | AUC-PR | AUC-ROC |
|------------------|-----------------------------|-----------|--------|---------|-------------|--------|---------|
| Ovarian Cancer   | ICD Codes                   | 0.946     | 0.714  | 0.814   | 0.957       | 0.834  | 0.836   |
|                  | Structured Data Only        | 0.605     | 0.885  | 0.719   | 0.375       | 0.595  | 0.630   |
|                  | Structured + NCR           | 0.797     | 0.981  | 0.879   | 0.729       | 0.792  | 0.855   |
|                  | Structured + ClinicalBERT   | 0.768     | 1.000  | 0.811   | 0.708       | 0.788  | 0.854   |
|                  | Ours                        | 0.847     | 0.962  | 0.901   | 0.813       | 0.821  | 0.877   |
| Lung Cancer      | ICD Codes                   | 0.960     | 0.727  | 0.828   | 0.941       | 0.878  | 0.834   |
|                  | Structured Data Only        | 0.702     | 0.894  | 0.787   | 0.265       | 0.698  | 0.579   |
|                  | Structured + NCR           | 0.780     | 0.970  | 0.865   | 0.471       | 0.777  | 0.720   |
|                  | Structured + ClinicalBERT   | 0.800     | 0.909  | 0.851   | 0.559       | 0.787  | 0.734   |
|                  | Ours                        | 0.887     | 0.833  | 0.859   | 0.794       | 0.849  | 0.814   |
| Cancer Cachexia  | ICD Codes                   | 0.780     | 0.557  | 0.650   | 0.593       | 0.754  | 0.575   |
|                  | Structured Data Only        | 0.722     | 1.00   | 0.838   | 0            | 0.722  | 0.500   |
|                  | Structured + NCR           | 1.000     | 0.211  | 0.348   | 1.000       | 0.661  | 0.605   |
|                  | Structured + ClinicalBERT   | 0.857     | 0.105  | 0.188   | 0.977       | 0.600  | 0.541   |
|                  | Ours                        | 1.000     | 0.757  | 0.862   | 1.000       | 0.932  | 0.878   |
| Lupus Nephritis  | ICD Codes                   | 0.979     | 0.758  | 0.855   | 0.974       | 0.892  | 0.866   |
|                  | Structured Data Only        | 0.933     | 0.677  | 0.785   | 0.921       | 0.832  | 0.799   |
|                  | Structured + NCR           | 0.981     | 0.855  | 0.914   | 0.974       | 0.929  | 0.914   |
|                  | Structured + ClinicalBERT   | 0.919     | 0.919  | 0.919   | 0.868       | 0.895  | 0.894   |
|                  | Ours                        | 0.967     | 0.952  | 0.959   | 0.947       | 0.950  | 0.949   |

Table 3. Comparison of the disease classifier created by the proposed workflow with baseline methods on the gold testing subset. The method with the highest F1 score and AUC-ROC for each disease is highlighted in bold. Please note all methods except ICD Codes use our AutoML to build disease classifiers.

Table 3 compares the proposed workflow with the baseline methods. While the ICD codes tend to have high precision except for Cancer Cachexia, the proposed workflow achieves significantly higher recall than the ICD codes for Ovarian Cancer (0.962 vs 0.714), Lung Cancer (0.833 vs 0.727), Cancer Cachexia (0.757 vs 0.557), and Lupus Nephritis (0.952 vs 0.758), which suggests the disease classifier is more sensitive and tends to find more positive patients. This also leads to a higher F1 score of the disease classifiers for Ovarian Cancer (0.901 vs 0.814), Lung Cancer (0.859 vs 0.828), Cancer Cachexia (0.862 vs 0.650) and Lupus Nephritis (0.959 vs 0.855). In addition, the benefit of leveraging phenotypic features from unstructured notes by phenotyping NLP algorithms is also observed as the proposed workflow achieves significantly higher F1, AUC-PR and AUC-ROC than the baseline method which uses structured data only across all four diseases. Moreover, the phenotyping NLP algorithm used by the proposed workflow outperforms other phenotyping NLP algorithms, namely NCR and fine-tuned...
ClinicalBERT, for patient identification with consistently better AUC-ROC across four diseases.

| Disease Name         | Method | Number of Predicted Positive EHRs $N_{pred}$ | Estimated Precision $P_{est}$ | Estimated Number of Actual Positive EHRs $N_{pred} \times P_{est}$ |
|----------------------|--------|---------------------------------------------|-----------------------------|---------------------------------------------------------------|
| Ovarian Cancer       | ICD Codes | 38                                          | 0.946                      | 36                                                            |
|                      | Ours    | 143                                         | 0.776                      | 111                                                           |
| Lung Cancer          | ICD Codes | 585                                         | 0.960                      | 562                                                           |
|                      | Ours    | 1209                                        | 0.766                      | 926                                                           |
| Cachexia in Cancer   | ICD Codes | 51                                          | 0.780                      | 40                                                            |
|                      | Ours    | 326                                         | 0.969                      | 316                                                           |
| Lupus Nephritis      | ICD Codes | 63                                          | 0.979                      | 62                                                            |
|                      | Ours    | 142                                         | 0.758                      | 108                                                           |

Table 4. Comparison of the disease classifier created by the proposed workflow with baseline methods on the entire testing set. Please note $P_{est}$ of ICD Codes is taken from Table 3 while $P_{est}$ of our proposed workflow is computed following the second evaluation method in section 2.5.

Table 4 evaluates the proposed workflow on the entire testing set which has 29,339 EHRs. The estimated precision of the proposed workflow is computed based on validation from clinicians while the estimated precision of ICD codes is taken from Table 3. For Cancer Cachexia, the proposed workflow achieves higher estimated precision and a larger number of positive predictions than the ICD codes. This leads to a significantly higher estimation of actual positive EHRs founded by the proposed workflow than the ICD codes (316 vs 40) which is 690% more EHRs. For Ovarian Cancer, Lung Cancer and Lupus Nephritis, the proposed workflow has lower estimated precision but predicts much more EHRs as positive than ICD codes, which overall lead to finding more actual positive EHRs.

4 Discussion

This work conceptualises a machine-learning based approach to screen patient records automatically to identify miscoded, undiagnosed or at-risk patients at scale across multiple diseases with minimal technical and clinical input required for configuration and validation. Subject to validation by clinicians, the identified patients can be recruited to conduct epidemiological investigations, clinical trials, new treatment, and early interventions which can potentially improve patient outcomes. The section further discusses the insights of this study.

4.1 Feature Analysis

The contribution of critical features to the decision-making of the machine-learning disease classifiers for the four diseases is measured by SHAP values\textsuperscript{48}. SHAP value is designed based on Shapley values to explain black-box models by quantifying the importance of an input feature and whether it impacts positively or negatively the outcome. Intuitively, the impact of a feature is measured by the variation of the model output when a given feature is observed versus when it is discarded.

Figure 2 highlights the top features for the Lupus Nephritis classifier based on SHAP values. The classifier identifies several key markers of lupus such as systemic lupus erythematosus (SLE), discoid lupus rash and skin rash, as well as kidney diseases like nephritis. These affirm that the proposed workflow with AutoML (which selects top features automatically) and Clinician-in-the-Loop (which validates clinically relevant features) can build disease classifiers with interpretability and clinical validity. Similarity, the Ovarian Cancer classifier finds ovarian neoplasm, ascites, pelvic mass and more as top features, the Lung Cancer classifier finds the neoplasm of the lung, small cell lung carcinoma and more as top features, and the Cancer Cachexia classifier finds cachexia, neoplasm, poor appetite, weight loss and more as top features.

Figure 3 demonstrates the impact of top features on the decision making for one individual patient based on SHAP values. As the patient is recorded to have weight loss with the background condition of cancer, the Cancer Cachexia classifier predicts a high risk for the patient. Similarly, the decision making behind other disease classifiers for each patient can also be interpreted by SHAP values.

4.2 The Benefits of Leveraging Phenotypes from Unstructured Textual Data

Our results highlight the benefits of leveraging the phenotypic features from unstructured notes in identifying patients with diseases. Using clinical features from structured data alone results in poor performance as shown in Table 3, likely due to a large number of missing values (for example, only 36% of patients had both height and weight data), mistakes and inconsistency of measurement units. For example, some patients have body weights and temperatures negative or in the millions. The units
Figure 2. A beeswarm plot of SHAP values highlighting the key features for the Lupus Nephritis classifier. Each dot on this plot represents one patient with blue corresponding to lower values or absence and red to higher ones or presence of clinical features.

Figure 3. A plot showing the impact of top features on the decision making for one patient. As shown, the presence of weight loss and its related phenotypes and neoplasm for this patient drastically increases the risk of Cancer Cachexia. The red bar represents the presence or higher values of a feature and blue represents absence or lower values.

are also inconsistent between kilograms to pound and Celcius to Farenheit for body weight and temperature, respectively. Although the data preprocessing steps clean the dataset to impute remove extreme values and unify units, this suggests potential inconsistencies and mistakes present in the structured fields. Thus, there is great value in extracting the phenotypes directly
Another benefit of extracting phenotypes from clinical text is that it allows for patients to be identified based on a known phenotypic profile, instead of simply querying for patients based on ICD codes. In other words, the disease classifier in Figure 1 can be constructed by a number of inclusive and exclusive pre-defined criteria based on phenotypes rather than AutoML. For example, the work identifies patients with coronary artery disease, rheumatoid arthritis, Crohn’s disease, and ulcerative colitis based on four specific phenotypes, respectively. Though such a method requires prior clinical knowledge of diseases and explicit phenotype mentions in unstructured notes for all inclusive and exclusive criteria, the method does not require any retrospective labelled data for training and can be applied directly to a prospective cohort to identify suitable patients. However, for diseases whose diagnosis criteria may not be clear yet, AutoML can be useful to provide statistical insights on phenotypic profiles of positive patient cohorts to understand the diseases better.

4.3 The Benefits of Incorporating Gold Labels into Training via Clinician-in-the-Loop
Our approach also underscores the benefits of incorporating gold standard labels via Clinician-in-the-Loop. Since it is not feasible to create manually validated large-scale datasets to train classifiers, the proposed workflow minimises the required input from experts, producing improved classification performance. Such an approach can be deployed on both prospective and retrospective data depending on the use cases. Given the multiple flaws of common medical coding systems (such as ICD) highlighted in this paper, the proposed workflow is highly suited for the identification of suitable patients for clinical trials from a patient dataset, finding more patients than otherwise found by querying medical codes. Such classifiers (once trained) can also be deployed as a clinical decision support tool to alert clinicians of patients potentially at risk such that they can be taken through appropriate screening and treatment pathways earlier, with a direct improvement in patient experience and outcomes.

4.4 Future Work
The proposed workflow can be applied to other, general hospital admission datasets for not only the identification of patients with target diseases, but also for the early prediction of diseases by training these classifiers on retrospective longitudinal data. The advantage of the proposed workflow is that it is designed to be use-case and disease agnostic.

This workflow could be further extended by extracting demographic variables (such as age, gender, ethnicity, dates) and social factor variables (such as smoking habit, and alcohol consumption) directly from the clinical notes themselves. Due to the limitations of the MIMIC-III dataset used (which adds significant noise to some demographic variables to preserve anonymity), there is little value in extracting such variables for this study. However, the critical next step for this work is to apply the approach to more real-world data obtained from hospital admissions and conduct a prospective evaluation, using a greater number of patients for testing and evaluation.

Moreover, some components in the proposed workflow can be further explored by using alternative approaches. For example, the disease classifiers can be deep neural networks or reinforcement learning models; the clinician-in-the-loop mechanism may consider using active learning strategies to reduce the number of gold labels required for training.

5 Conclusions
This work thus presents a workflow to build machine learning classifiers to identify patients with certain diseases from EHRs. There is expert-involvement via Clinician-in-the-Loop of this workflow and the feedback process helps the machine learning classifiers evolve with clinical feedback about relevant clinical features and gold diagnosis labels. The performance of the proposed workflow has been demonstrated to be superior to the ICD-code baseline, with the machine-learning based approach finding significantly more patients than if only ICD codes are used.

This work also demonstrates the importance of extracting phenotypic information from unstructured textual data. Structured clinical features alone have poor performance (when used in a classifier), due to missing and often unreliable values. Extracting phenotypes from clinical text allows for significantly more information to be retrieved from EHRs which results in improved classification accuracy and better interpretation of top impact features.

The approach presented in this work is designed to be disease and use-case agnostic, and can potentially be applied at scale across multiple diseases in future works. The Clinician-in-the-Loop and AutoML framework lead to rapid configuration of models, minimising clinicians’ and engineers’ inputs, while maintaining good accuracy and clinical validity.

6 Ethics Considerations
The research has been carried out in accordance with relevant guidelines and regulations for the MIMIC-III data. Clinical experts support us annotating data and validating model predictions and relevant features. The ultimate objective of the proposed method is to identify patients at high risk of particular diseases earlier and at scale to assist clinicians in their decisions. Before
the deployment of the proposed method in the actual clinical setting, the proposed method is subject to systematic debugging, extensive simulation, testing and validation under the supervision of expert clinicians following related regulatory guidelines.

7 Code and Data Availability

The MIMIC-III dataset is publicly available at https://mimic.mit.edu/ (accessed in November 2021) and the code for preprocessing is published30. The source code of the workflow and gold labels can not be shared publicly due to their proprietary nature, however, the methodology and the annotation guideline of the gold labels are described in Section 2.
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