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Abstract:

Purpose: The purpose of this study is to introduce and evaluate the mixed structure regularization (MSR) approach for a deep sparse autoencoder aimed at unsupervised abnormality detection in medical images. Unsupervised abnormality detection based on identifying outliers using deep sparse autoencoders is a very appealing approach for computer aided detection systems as it requires only healthy data for training rather than expert annotated abnormality. However, regularization is required to avoid over-fitting of the network to the training data.

Methods: We used Coronary Computed tomography Angiography (CCTA) datasets of 90 subjects with expert annotated centerlines. We segmented coronary lumen and wall using an automatic algorithm with manual corrections where required. We defined normal coronary cross-section as cross-sections with a ratio between lumen and wall areas larger than 0.8. We divided the datasets into training, validation, and testing groups in a 10-fold cross validation scheme. We trained a deep sparse overcomplete autoencoder model for normality modeling with random structure and noise augmentation. We assessed the performance of our deep sparse autoencoder with mixed structure regularization without denoising (SAE-MSR) and with denoising (SDAE-MSR) in comparison to deep sparse autoencoder (SAE), and deep sparse denoising autoencoder (SDAE) models in the task of detecting coronary artery disease from CCTA data on the test group.

Results:
The SDAE-MSR achieved the best aggregated Area Under the Curve (AUC) with a 20% improvement and the best aggregated Average Precision (AP) with a 30% improvement.
upon the SAE and SDAE (AUC: 0.78 to 0.94, AP: 0.66 to 0.86) in distinguishing between coronary cross-sections with mild stenosis (stenosis grade<0.3) and coronary cross-sections with severe stenosis (stenosis grade>0.7). The improvements were statistically significant (Mann-Whitney U-test, p<0.001).

Similarly, The SDAE-MSR achieved the best aggregated AUC (AP) with an 18% (18%) improvement upon the SAE and SDAE (AUC: 0.71 to 0.84, AP: 0.68 to 0.80). The improvements were statistically significant (Mann-Whitney U-test, p<0.05).

**Conclusion:** Deep sparse autoencoders with mixed structure regularization (MSR) in addition to explicit sparsity regularization term and stochastic corruption of the input data with Gaussian noise have the potential to improve unsupervised abnormality detection using deep-learning compared to common deep autoencoders.

**Keywords:** Deep sparse overcomplete auto encoder, regularization, abnormality detection, Coronary Computed Tomography Angiography.
**Introduction:**

Automatic detection of abnormalities in medical images has the potential to provide objective and accurate analysis of medical images, reduce radiologists workload and overall health-related costs.\(^1\)\(^2\) Traditionally, discriminative machine-learning approaches were used to design algorithms that are capable to distinguish between normal and abnormal samples.\(^3\)\(^-\)\(^9\) In the past few years, discriminative deep-learning approaches demonstrated substantial improvement over traditional machine learning approaches in different tasks including image classification\(^10\) and segmentation.\(^11\) Similarly, such approaches were applied successfully for abnormality detection in medical images.\(^10\)\(^,\)\(^12\)\(^,\)\(^13\) For a general review of deep-learning approaches for computer aided detection of abnormalities in medical images we refer the reader to the review by Hoo-Chang et al.\(^14\)

However, these discriminative deep-learning approaches rely heavily upon the availability of vast amounts of both normal and abnormal samples with explicit annotation by experts which is very challenging to collect. Moreover, due the large variability of abnormal samples, these models usually require specific training tuned to detect each abnormality. These requirements are identified as significant barriers in developing reliable large-scale models which can be utilized in the clinic.\(^1\)\(^,\)\(^2\)\(^,\)\(^14\)

Recently, deep autoencoder models were suggested as an alternative to discriminative deep-learning approach for abnormality detection.\(^15\) The autoencoder models learn a representation of normal data by encoding it into a small number of features, and then restore the data using a decoder which takes the encoded features and expand them. The abnormalities are implicitly characterized as outliers from the distribution of normal patients. The main advantage of deep autoencoders is that their training requires
normal samples only, without any additional expert annotation of abnormalities. In addition, by modeling abnormalities as outliers the generative models has the potential to cope better with abnormalities heterogeneity compared to the discriminative models.\textsuperscript{16}

In their simplest form, autoencoders learn an underlying compact representation by enforcing a bottleneck of a small number of features between the encoder and the decoder components.\textsuperscript{17} However, more modern autoencoders employed an overcomplete representation approach in which the autoencoder encode the input data into a rich higher-dimensional representation. In this setup, regularization is required to prevent the autoencoder from converging into representations that are over-fitted to the specific training data.

A common regularization technique is to add a sparsity term to the loss function minimized during the training session (SAE).\textsuperscript{17,18} The additional sparsity term explicitly encourage the model to generate representations that are sparse. In contrast, Vincent et al\textsuperscript{19} propose the denoising autoencoders (DAE) in which the input data is stochastically corrupted by some type of noise. The DAE implicitly yields a sparse higher level representations through its training criteria: a robust reconstruction of the uncorrupted example. Specifically, they considered three types of noise: 1) Additive isotropic Gaussian noise, 2) Masking noise, and 3) Salt & Pepper noise. However, by corrupting the input data with noise, the DAE may learn how to denoise the input data rather than being more sensitive to the underlying structure of interest.

To overcome this limitation we introduce in this work the “mixed structure regularization” (MSR) approach to regularize deep-learning sparse overcomplete autoencoders. We implicitly encourage the model to learn a sparse representation by
stochastically corrupting the input data with randomly added structure sampled form the training data set rather than corrupting with random noise as suggested by Vincent et al.\textsuperscript{19}

We evaluate the added value of the proposed MSR approach in unsupervised coronary stenosis detection from Cardiac Computed Tomography Angiography (CCTA) data compared to the sparse DAE (SDAE) and SAE.

**Materials and methods:**

**Datasets:**

The dataset we used in this study consists of retrospectively collected CCTA data of 90 subjects who underwent a CCTA exam due to suspected CAD. Patients with prior myocardial infarction (MI) or percutaneous coronary intervention (PCI) were excluded from the study. CCTA data was acquired using either Philips Brilliance iCT or Philips Brilliance 64. Acquisition mode was either helical retrospective ECG gating (N=48) or prospectively-gated axial scans (“Step & Shoot Cardiac”) (N=42). The kVp range was 80-140 kV and the tube output range was 600-1000 mAs for the helical retrospective scans and 200-300 mAs for the prospectively-gated scans. The voxel size range was: $[0.28 - 0.48] \times [0.28 - 0.48] \times [0.67 - 0.9] \text{mm}^3$.

**Methods:**

**Data preparation**

We computed the coronary artery centerlines and the aorta segmentation automatically with a commercially available software dedicated for cardiac image analysis (Comprehensive Cardiac Analysis, IntelliSpace Portal 6.0, Philips Healthcare). We further
manually adjusted the result of the automatic software to improve overall centerlines quality using its graphical user interface.

Next, we segmented the coronary lumen and wall using the automatic coronary lumen segmentation algorithm of Freiman et al\cite{20} with manual adjustments where required.

We then extracted 3D coronary cross-sectional patches of size 80x80x8 mm along the coronary centerline using an in-house software. Inspired by Kitamura et al\cite{21}, we calculate the ratio between the wall area (\(W_a\)) and lumen area (\(L_a\)) for each coronary cross-section and define a cross-sectional stenosis grade as:

\[
1 - \frac{L_a}{W_a}
\]

Finally, we select coronary cross-sections with stenosis grade < 0.2 from the training datasets and used them to train the neural networks.

**Deep sparse autoencoder**

The basic autoencoder (AE) is a combination of an encoder and a decoder. A single layer in the encoder is defined as:

\[
h = f(x) = s_f(W_E x + b_E)
\]

where \(x\) is the input data, \(W_E\) represents the convolutional weights, \(b_E\) is the bias component, and \(s_f\) is a non-linear activation function. A single layer of the decoder is defined as:

\[
y = g(h) = s_g(W_D h + b_D)
\]

where \(h\) is the output of the encoder, \(W_D\) represents the decoder convolutional weights and \(b_D\) is the bias component.
A deep autoencoder is built by stacking multiple encoding layers for the encoder and decoding layers for the decoder.

The autoencoder training process consists in finding the set of parameters $\theta = \{W_E, W_D, b_h, b_y\}$ that minimize a reconstruction error on a training set of examples $D_n$. Formally:

$$\hat{\theta} = \arg \min_{\theta} \sum_{x \in D_n} L\left(x, g\left(f\left(x\right)\right)\right)$$

where $L$ is the reconstruction error $\|x - g\left(f\left(x\right)\right)\|$.

Regularized autoencoder\textsuperscript{17} avoids overfitting by adding a regularization term that penalizes for large values of $W = \{W_E, W_D\}$:

$$\hat{\theta} = \arg \min_{\theta} \sum_{x \in D_n} L\left(x, g\left(f\left(x\right)\right)\right) + \lambda R\left(W\right)$$

where $R$ is a regularization function such as the L1 or the L2 norms and $\lambda$ is a meta-parameter that controls the influence of the regularization.

Ng et al proposed the Sparse autoencoder (SAE)\textsuperscript{17,18} which seek to find a sparse representation $h$ in a higher dimensional space, by allowing the number of features in $h$ to be larger than in the input data $x$, but penalizing also for non-sparse representations:

$$\hat{\theta} = \arg \min_{\theta} \sum_{x \in D_n} L\left(x, g\left(f\left(x\right)\right)\right) + \lambda R\left(W\right) + \gamma S\left(f\left(x\right)\right)$$

where $S$ is the sparsity penalty and $\gamma$ is a meta-parameter that controls the influence of the sparsity regularization.

Vincent et al\textsuperscript{19} proposed the denoising autoencoder (DAE) which implicitly encourage sparse representation by corrupting the input data during the training procedure with some noise. Formally, the training of DAE is defined as:

$$\hat{\theta} = \arg \min_{\theta} \sum_{x \in D_n} L\left(x, g\left(f\left(\tilde{x}\right)\right)\right) + \lambda R\left(W\right)$$
where in the case of additive random Gaussian noise:

\[ \bar{x} = x + z_i, \quad z_i \sim \mathcal{N}(0,1). \]

Similarly to the added noise in DAE we propose the mixed-structure regularization (MSR), in which \( \bar{x} \) is a weighted combination of the original input and other randomly chosen input sample:

\[ \bar{x} = (1 - \alpha)x + \alpha x_r \]

where \( x_r \in D_n, x_r \neq x \), and \( \alpha \) is a meta-parameter controlling the amount of the random structure that is added to the input.

Finally, we can combine the different regularization approaches together in the training process which now will seek to find the network parameters \( W \) that minimize the corresponding loss function as follows:

\[ \hat{\theta} = \arg \min_{\theta} \sum_{x \in D_n} L\left(x, g\left(f\left(\bar{x}\right)\right)\right) + \lambda R(W) + \gamma S(f(x)) \]

where:

\[ \bar{x} = (1 - \alpha)x + \alpha x_r + z_i, \quad z_i \sim \mathcal{N}(0, \sigma). \]

The architecture of our deep sparse autoencoder is illustrated in Figure 1. Our deep autoencoder architecture consists of two layers of encoding and two layers of decoding. Each encoding layer consists of 3x3x3 convolutional layer followed by non-linear activation function of the form of parametric rectified linear unit and max-pooling with sampling factor of 2. Each decoding layer consists of 3x3x3 convolutional layer followed by non-linear activation function of the form of parametric rectified linear unit and upsampling by factor of 2. At the final layer a 1x1x1 convolution is used to map each component feature vector to the output pixel value.
Abnormality detection

We define the group of normal samples from the validation set ($S_{\text{normal}}$). For each sample in $S_{\text{normal}}$, we calculate L1 reconstruction error of the autoencoder:

$$\text{err}(x) = |x - g(f(x))|$$

where $x \in S_{\text{normal}}$ are the input patches, $g(f(x))$ are the output patches generated by the auto-encoder.

Finally, we calculate the mean and standard deviation ($\mu_{\text{normal\_err}}, \sigma_{\text{normal\_err}}$) over all reconstruction errors $\text{err}(x), x \in S_{\text{normal}}$.

Next, we detect abnormalities by:

1) feeding the network with the patient image patches ($x$),

2) computing the L1 reconstruction error between the input and the output images (Eq. 12)

3) calculating the abnormality grade as the number of pixels with reconstruction error

$$> \mu_{\text{normal\_err}} + 3 \sigma_{\text{normal\_err}}.$$
Fig. 1: The deep autoencoder architecture. Left side is the encoder and right side is the decoder.

Evaluation methodology:

We used 3D image patches of dimension 80x80x8, sampled from the straight multi-planar reformatted CCTA data along the coronary centerline.

We divided the data into ten groups of 9 subjects each. Following a 10-fold cross-validation scheme, we generated 10 datasets, each consists of a training dataset (54 cases), validation dataset (18 cases) and test dataset (18 cases).

We trained the autoencoder using a momentum stochastic gradient decent algorithm with momentum of 0.9. We used a hierarchical training approach, in which the number of minibatches, the number of epochs, and the learning parameters were modified at each stage to accelerate and stabilize the convergence of the training procedure. Minibatch size of 32 samples was used for all stages. Table 1 summarizes the learning parameters.
We optimized the value of the hyper-parameters $\lambda, \gamma, \alpha, \sigma$ using the validation data using a grid-search approach. Table 2 summarizes the values of the hyper-parameters for each autoencoder version that we evaluated.

We first evaluated the added-value of the mixed structure regularization (MSR) and additive Gaussian noise in addition to the explicit sparsity term in the loss function in distinguishing between coronary cross-sections with no or mild stenosis (stenosis grade $< 0.3$) and coronary cross-sections with severe stenosis (stenosis grade $> 0.7$) using the test dataset (20 cases) for each fold of the 10-fold cross-validation scheme.

Next, we assessed the performance of the MSR autoencoder in detecting coronary cross-sections with at least intermediate stenosis grade (0.4 and above) using each test dataset for each fold of the 10-fold cross-validation scheme.

We used aggregated Receiver Operation Characteristics (ROC) curves with area under the curve (AUC) and Precision-Recall (PR) curves to analyze the performance of each regularization approach. We also used box-plots to summarize the distribution of the AUC and PR for the different folds along with the Mann-Whitney U-test to assess the statistical significance of the difference between the various regularization approaches.

**Results:**

Table 3 summarizes the distribution of the stenosis grades in our dataset. Fig. 2 presents representative coronary sections from the training dataset (stenosis grade $< 0.2$) with the noise and random noise structure used during the training phase of the different encoders. Fig. 3 depicts representative coronary cross sections with stenosis grades of 0.2, 0.5, and 0.8 along with their reconstruction results using the SDAE-MSR autoencoder.
### Table 1: Summary of the learning parameters for each stage of the training procedure

| Stage | Number of epochs | Number of minibatches per epoch | Learning rate |
|-------|------------------|-------------------------------|---------------|
| 1     | 100              | 100                           | 0.001         |
| 2     | 80               | 200                           | 0.0005        |
| 3     | 60               | 300                           | 0.00025       |
| 4     | 40               | 500                           | 0.0001        |

### Table 2: Hyper-parameter settings for each type of autoencoder

| Autoencoder type | λ    | γ    | α    | σ    |
|------------------|------|------|------|------|
| SAE              | 0.001| 0.0005| 0.0 | 0.0 |
| SDAE             | 0.001| 0.0005| 0.0 | 0.1 |
| SAE-MSR          | 0.001| 0.0005| 0.1 | 0.0 |
| SDAE-MSR         | 0.001| 0.0005| 0.1 | 0.001|

### Table 3: Stenosis grades distribution in our database by group (average, [range]).

| Total | < 0.2 | < 0.3 | > 0.7 | < 0.4 | >= 0.4 |
|-------|-------|-------|-------|-------|--------|
| Training | 8892  | 8892  | -     | -     | -      |
| [8234-9866] |       |       |       |       |        |
| Validation | 7586  | 2817  | 1132  | 4229  | 3357   |
| [6631-8619] | [2046-3382] | [858-1405] | [3268-5211] | [2881-3936] |
| Test   | 7586  | 2817  | 1132  | 4229  | 3357   |
| [6631-8619] | [2046-3382] | [858-1405] | [3268-5211] | [2881-3936] |
Fig. 4 presents straight multi-planar reformatted images of representative coronary arteries at different viewing angles along with the abnormality grade that was given by SDAE-MSR.

Fig. 5 presents the aggregated performance curves for the different autoencoders in distinguishing between coronary cross-sections with mild or below stenosis (stenosis grade < 0.3) and coronary cross-sections with severe stenosis (stenosis grade > 0.7) along with box-plot representations of the distribution of the AUC and AP for the different folds. The SDAE-MSR achieved the best aggregated AUC (AP) with a 20% (30%) improvement upon the SAE and SDAE (AUC: 0.78 to 0.94, AP: 0.66 to 0.86). The improvements in the AUC (AP) achieved by the SDAE-MSR and SAE-MSR compared to the AUC of the SAE or the SDAE were statistically significant (Mann-Whitney U-test, p<0.001). The combination of all sparsity promotion approaches in the SDAE-MSR improved the aggregated AUC from 0.93 to 0.94. However, the difference was not statistically significant. Similarly, the SDAE did not improve AUC and AP upon the SAE.

Fig. 6 presents the aggregated performance curves for the different autoencoders in detecting coronary cross-sections with moderate or above stenosis (stenosis grade > 0.4) along with box-plot representations of the distribution of the AUC and AP for the different folds. The SDAE-MSR achieved the best aggregated AUC (AP) with a 18% (18%) improvement upon the SAE and SDAE (AUC: 0.71 to 0.84, AP: 0.68 to 0.80). There was not difference in aggregated AUC and AP between the SDAE-MSR and the SAE-MSR. The improvements in the AUC (AP) achieved by the SDAE-MSR and SAE-MSR compared to the AUC of the SAE or the SDAE were statistically significant (Mann-Whitney U-test, p<0.05).
Fig. 2: (a) Representative coronary cross-sections from the training set (stenosis grades < 0.2), along with their synthesized versions: (b) added random noise (c) mixed structure, (d) combined mixed structure and random noise, (e) the structure used in the synthesized version, and; (f) the random noise used in the synthesized version. Note that since the weights of the added structure or noise are very small, their effect on the patch is almost non-visible to the human eye.
Fig. 3: Representative coronary cross-sections (left column) with stenosis grades of 0.2 (top row), 0.5 (middle row) and 0.8 (bottom row) along with their reconstruction results using the SDAE-MSR autoencoder (middle column) and the difference between the input cross-section and the reconstructed cross-section (right column).
Fig. 4: Representative straight multi-planar reformatted coronary arteries at different viewing angles ($0^0, 60^0, 120^0, 1^{st}-3^{rd}$ rows), along with the abnormality grade given by our SDAE-MSR autoencoder ($4^{th}$ row). High abnormality grade indicate potential stenosis in the coronary.
Fig. 5: Performance summary for the different autoencoders in distinguishing between coronary cross-section with mild stenosis or below (stenosis grade<0.3), and coronary cross-section with severe stenosis (stenosis grade>0.7). (a) aggregated ROC curve, (b) aggregated Precision-Recall curve, (c) fold-wise AUC, and; (d) fold-wise AP.

The MSR improve overall AUC and AP significantly (*** p-value<0.0001, ** p-value<0.001). Added random noise did not show a significant improvement.
Fig. 6: Performance summary for the different autoencoders in detecting coronary cross-section with moderate or above stenosis (stenosis grade > 0.4). (a) aggregated ROC curve, (b) aggregated Precision-Recall curve, (c) fold-wise AUC, and; (d) fold-wise AP. The MSR improve overall AUC and AP significantly (** p-value < 0.001, *** p-value < 0.0001). Added random noise did not show a significant improvement.
**Discussion:**

Our study demonstrates the potential of mixed structure regularization (MSR) in regularizing deep sparse autoencoders used for unsupervised abnormality detection.

Differentiating abnormal appearance of pathologies in medical images from normal appearance by reliably modeling the normal appearance has several advantages over explicit classification of abnormalities in medical images. Examples include: 1) The need for normal data only without any expert annotation on it. 2) Ability to cope with multiple types of abnormalities rather than explicitly model each abnormality. 1,2,14

Several deep-learning based models have been recently suggested for unsupervised abnormality detection. Schlegl et al.25 used generative adversarial network (GAN) to detect abnormalities. In the training phase, they trained a GAN to map random samples from a latent space to the normal data. Then, they detect abnormalities by finding the latent representation of the given image. Finally, the distance between the image reconstructed by the GAN and the input image was used to determine the presence of abnormality in the image.

More recently, deep autoencoders were suggested as an efficient tool to model normal appearance in medical images. Sato et al26 used a spatial autoencoder in which the dimension of the latent space is smaller than the dimension of the input space, thus ensuring compressed representation, to model normal appearance in CT images of the brain.

In contrast, overcomplete autoencoders allow a higher dimensional latent space which has the potential to better represent the input image. Several studies suggested that overcomplete auto-encoders may learn a more generalizable representation of the
input and therefore yield improved performance in various tasks. For example, Vincent et al\textsuperscript{19} show that overcomplete auto-encoders regularized by noise learn a meaningful hidden representation of images while bottleneck autoencoders were not successful in learning a meaningful underlying representation. More recently, Watkins et al\textsuperscript{27} show that overcomplete sparse autoencoders performed better than bottleneck autoencoders for image compression tasks.

However, some form of regularization is required to avoid overfitting of the overcomplete auto-encoder to the training data. Baur et al\textsuperscript{15} propose a combination of pixel-wise reconstruction error based on an $L_p$ distance with an explicit sparsity term\textsuperscript{17} and an adversarial loss to improve the quality of the reconstructed images during the training phase, therefore obtaining a better representation of the appearance of normal data. Bergmann et al\textsuperscript{28} suggest to replace the pixel-wise reconstruction error based on an $L_p$ distance with overall image structural similarity index (SSIM).\textsuperscript{29}

Denoising autoencoders (DAE), proposed by Vincent et al\textsuperscript{19}, stochastically corrupt the input data by some type of noise and aim to minimize a reconstruction error suggest an alternative implicit regularization scheme. However, both explicit sparsity terms and corruption with added random noise may result in overly smoothed reconstructed images which may reduce the capability of the autoencoder to detect abnormalities.

In this work we introduce the ‘mixed structure regularization’ (MSR), in which the original input image is corrupted by additional random structure, sampled randomly from the training data. The image corruption by additional structure encourages the autoencoder to be more robust to image variability while avoiding over-smoothing of unrelated noise.
We demonstrated the added value of the MSR in the specific task of unsupervised detection of coronary stenosis from CCTA data. Our experiments show that while SDAE and SAE performed about the same in both distinguishing between coronary cross-sections with mild stenosis (stenosis grade<0.3) and coronary cross-sections with severe stenosis (stenosis grade>0.7) and in detecting coronary cross-sections with moderate or above stenosis (stenosis grade>0.4), adding the MSR improved the performance of the SAE (SAE-MSR). Moreover, by corrupting the input with both MSR and random Gaussian noise (SDAE-MSR), we further improved the performance of the AE in both tasks.

These results suggest that MSR may have the potential to further improve the ability of deep sparse autoencoder to reliably learn sparse representations and to improve AE performance in various applications.

Several studies suggested to use the features generated by auto-encoders as input in the setting of supervised classification. For example, Chen et al\textsuperscript{12,13} suggested to use features generated by stacked denoising auto-encoder as input to a multi-task regression system in order to classify lung pulmonary nodules from CT data. Future extensions of the MSR can include utilized MSR based autoencoders as features generators for subsequent supervised classification systems.

Our study has several limitations: First, we evaluated the added value of the mixed structure regularization on the context of unsupervised abnormality detection, and more specifically on the task of unsupervised coronary stenosis detection from CCTA. While our result show the added value of the MSR, there is a room to explore the added value of the MSR in other tasks in which deep autoencoders are applied to.
Second, we focused our experiments on demonstrating the added value of the MSR in regularizing deep sparse autoencoder for unsupervised abnormality detection. A more comprehensive system with additional components such as data augmentation, adversarial training\(^{25}\), and supervised training\(^{12,13}\) may be used in practice to achieve higher accuracy in the abnormality detection task.

Finally, we defined the reference stenosis grading for the experiments based on the results of an automatic segmentation of the coronary lumen and wall in order to facilitate the generation of large amounts of data as required for deep neural networks training and reliable evaluation. Although the segmentation results reviewed by expert to ensure correctness, there is a room for more accurate data with a detailed expert stenosis grading in a clinical setting to improve the overall performance of the abnormality detection algorithm.

In conclusion, we have presented the mixed structure regularization approach for regularizing deep sparse autoencoders. Deep sparse autoencoders have the potential to enable automatic medical abnormality detection by training solely on normal data. We demonstrated the added value of mixed structure regularization in addition to other techniques including explicit sparsity term, and denoising autoencoder in detecting coronary stenosis from CCTA data. The proposed regularization approach has the potential to improve the performance of deep sparse autoencoders.
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