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Abstract
In this paper we analyze a virtual element method for the two dimensional elasticity problem allowing small edges. With this approach, the classic assumptions on the geometrical features of the polygonal meshes can be relaxed. In particular, we consider only star-shaped polygons for the meshes. Suitable error estimates are presented, where a rigorous analysis on the influence of the Lamé constants in each estimate is presented. We report numerical tests to assess the performance of the method.
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1 Introduction

The virtual element method (VEM) is a numerical approach that has taken relevance in the community of numerical analysis in the nowadays, since it allows to approximate the solutions of partial differential equations with accuracy together with a computational implementation that results to be easy to handle. Moreover, the flexibility of this method on the geometrical assumptions on the elements of the meshes,
which permits arbitrary polygonal elements such as convex and nonconvex polygons, and hanging nodes, that are not allowed in the finite element approach, just for mention the most relevant. These considerations, lead the VEM to be a suitable alternative to approximate physical phenomena that the standard finite element method is not possible to consider, such as domains with fractures, cusps, holes, etc. A full treatment of the basic elements of the VEM is available in [6, 7].

In recent years, different studies have been carried out that demonstrate the good performance of VEM on different problems arising from continuum mechanics, such as evolutionary problems, spectral problems, nonlinear problems, among others. For a better knowledge of the recent state of art we resort to [2]. Now, in the continuous advance in the research of virtual methods, a new approach has been developed that allows the use of even more general and flexible meshes. This new approach for the VEM is now related to consider small edges for the polygonal elements on the meshes, as is presented in [8, 10, 12]. More precisely, depending on the regularity of the solution of the partial differential equations, is possible to only consider star shaped polygonal elements, or a bounded number of edges for the polygons. In both cases these assumptions are enough to allow sufficiently small sides on the elements. To make matter precise, in [8] the authors have developed this new strategy considering the Laplace operator in two dimensions, whereas in [10] have been capable to extend the ideas for three dimensions, proving that VEM with small edges also works when more complicated domains are considered.

The aim now is to analyze the performance of the VEM with small edges in other contexts, in fact, this research is in ongoing progress. For instance, in [17] an application of this new approach in eigenvalue problems has shown the accuracy of the approximation of the spectrum for the Steklov eigenvalue problem, in [24] for elliptic interface problems, [14] for three dimensional problems considering polytopal meshes, etc.

In the present paper, our contribution is to apply the methodology of small edges for the two dimensional linear elasticity problem. The bibliography related to numerical methods to approximate the displacement of some elastic structure is abundant, where different method as been proposed, as [5, 11, 13, 15, 18, 19, 25], where mixed finite element methods, mixed virtual element methods, stabilized methods, discontinuous Galerkin methods, just for mention some of them, have been considered. Regarding the study of VEM applied to elasticity problems, we can cite the following works [3, 4, 20, 22, 23, 26, 27]. In particular, a VEM for the primal formulation of the elasticity eigenvalue problem as been proposed in [20], where the proposed virtual spaces on this reference are a suitable alternative for the load problem. These virtual spaces for the elasticity equations, together with the small edges approach, are the core of our contribution.

In our paper, we are interested in the primal formulation of the linear elasticity equations with vanishing Dirichlet boundary condition. This boundary condition is needed for our purposes, since lead to the precise regularity that the small edges approach needs to be performed.

It is well known that the primal formulation for linear elasticity leads to the so called locking phenomenon when finite element families to discretize $H^1$ are implemented, which not occurs when mixed formulations are considered. This
locking is due to the effects of the Poisson ratio, which we denote by \( \nu \), on the computation of the Lamé coefficient \( \lambda_S \): if \( \nu \) tends to \( 1/2 \), then \( \lambda_S \) goes to infinity. Then, it is important to have a correct control and knowledge on the constants that appear on the estimates when the mathematical analysis is performed. Moreover, the numerical tests that we will present lead to the conclusion that, regardless of the family of polygonal mesh under consideration, the convergence errors are not deteriorated; however, when \( \nu \) tends to \( 1/2 \), the deterioration of the error curves is observed.

With this consideration, for the small edges approach we need to take care on this Lamé coefficient as with any other family of elements that discretizes \( \mathbb{H}^1 \). Moreover, the small edges approach that we will consider to run the analysis is based in the results of [10]. Hence, we need to adapt the theory, already available for the Laplace operator, for the elasticity operator. This obligates to have a special treatment on this context due the Lamé constants, specially \( \lambda_S \).

The outline of this manuscript is as follows. In Sect. 2 the model problem that we consider in our paper, summarizing the results that are needed along our studies, together with definitions and notations to develop the mathematical analysis. The core of our manuscript is contained in Sect. 3, where we introduce the virtual element method of our interest. Under the assumption that the meshes allow small edges for the elements, we prove a series of technical results that are needed for the elasticity operator. These results contain important information related to how the physical parameters, inherent on the linear elasticity equations, are involved on the estimates associated to projections, interpolant operators and error estimates, among others. Finally, in Sect. 4, we report numerical tests, that illustrate the theory and exhibit the performance of the proposed method.

2 The model problem

Let \( \Omega \subset \mathbb{R}^2 \) be a convex, bounded, and open Lipschitz domain with boundary \( \partial \Omega \). The linear elasticity problem is as follows

\[
\begin{cases}
\text{div}(\sigma(u)) = -\rho f & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]  

(1)

where \( u \) represents the displacement of the solid, \( f \) is an external load, \( \rho \) represents the density of the material that we assume constant, \( \varepsilon \) represents the strain tensor, and \( \sigma \) is the Cauchy tensor. The strain and Cauchy tensors are related through the operator \( \mathcal{C} \), where \( \sigma(u) = \mathcal{C} \varepsilon(u) \) and, which according to Hooke’s law, \( \mathcal{C} \) is defined by

\[
\mathcal{C} \tau := 2\mu_S \tau + \lambda_S \text{tr}(\tau) \mathbb{I},
\]

where \( \mathbb{I} \in \mathbb{R}^{2 \times 2} \) is the identity matrix, and \( \mu_S \) and \( \lambda_S \) are the Lamé coefficients defined by
\[ \mu_S = \frac{E}{2(1 + \nu)} \quad \text{and} \quad \lambda_S = \frac{E\nu}{(1 + \nu)(1 - 2\nu)}. \]

where \(E\) is the Young’s modulus and \(\nu\) is the Poisson ratio. Let us remark that when \(\nu \to 1/2\), then \(\lambda_S \to \infty\), which is an important issue that we need to take in consideration for our purposes. The variational formulation of (1) is the following: Given \(f \in L^2(\Omega)\), find \(u \in H^1_0(\Omega)\) such that

\[ \int_{\Omega} \sigma(u) : \epsilon(v) = \int_{\Omega} \phi f \cdot v \quad \forall \, v \in H^1_0(\Omega). \tag{2} \]

Let us define the symmetric and continuous bilinear form

\[ a : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R}, \quad a(w, v) := \int_{\Omega} \sigma(w) : \epsilon(v) \quad \forall w, v \in H^1_0(\Omega), \tag{3} \]

and the linear functional

\[ F : H^1_0(\Omega) \to \mathbb{R}, \quad F(v) := \int_{\Omega} \phi f \cdot v \quad \forall v \in H^1_0(\Omega). \tag{4} \]

Note that \(|a(w, v)| \lesssim \max\{\lambda_S, \mu_S\} ||w||_{1, \Omega} ||v||_{1, \Omega}\), and \(F(v) \leq \phi ||f||_{0, \Omega} ||v||_{1, \Omega}\), proving that \(a(\cdot, \cdot)\) and \(F(\cdot)\) are bounded. Now, with (3) and (4) at hand, we rewrite (2) as follows

**Problem 1** Given \(f \in L^2(\Omega)\), find \(u \in H^1_0(\Omega)\) such that

\[ a(u, v) = F(v), \quad \forall \, v \in H^1_0(\Omega). \]

From Korn’s inequality and Lax–Milgram’s lemma we have that Problem 1 is well posed and its solution satisfies \(||u||_{1, \Omega} \leq \frac{1}{\hat{C}} ||f||_{0, \Omega}\), where \(\hat{C} > 0\) is independent of \(\lambda_S\). Moreover, from [16], the following regularity holds.

**Lemma 2.1** For every \(f \in L^2(\Omega)\), the solution of Problem 1 is such that \(u \in H^2(\Omega)\). Moreover, there exists \(C > 0\) such that \(||u||_{2, \Omega} \leq C ||f||_{0, \Omega}\).

### 3 The virtual element method

In the present section we introduce the virtual element method that we consider to approximate the solution of Problem 1. To do this task, we will consider a more relaxed conditions compared with those introduced in [6] for the classic VEM, where there is no possible to assume more general polygonal meshes allowing arbitrary edges, more precisely, small edges. Hence, and inspired in [8], if \(\{T_h\}_{h>0}\) represents a family of polygonal meshes to discretize \(\Omega\), \(E \in T_h\) is an arbitrary element of the mesh, and \(h := \max_{E \in T_h} h_E\) represents the mesh size. On the other hand, let
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If \( a \leq Cb \) and \( b \leq Ca \) with \( C \in \mathbb{R}^+ \), we define the relation \( a \simeq b \). Then, from now and on, we will assume that for \( E \in T_h \), there holds that \( |E| \simeq h_E^2 \) and \( |\partial E| \simeq h_E \).

Let us assume the following assumption on \( T_h \):

**A1.** There exists \( \gamma \in \mathbb{R}^+ \) such that each polygon \( E \in \{ T_h \}_{h>0} \) is star-shaped with respect to a ball \( B_E \) with center \( x_E \) and radius \( \rho_E \geq \gamma h_E \).

We denote by \( N \) the number of vertices of \( T_h \).

Let us write the bilinear form \( a(\cdot, \cdot) \) and the functional \( F(\cdot) \) as follows

\[
\begin{align*}
  a(w, v) &= \sum_{E \in T_h} a^E(w, v) \quad \text{where} \quad a^E(w, v) := \int_E \sigma(w) : \epsilon(v) \quad \forall \, w, v \in H^1_0(\Omega), \\
  F(v) &= \sum_{E \in T_h} F^E(v) \quad \text{where} \quad F^E(v) := \int_E \rho f \cdot v \quad \forall \, v \in H^1_0(\Omega).
\end{align*}
\]

### 3.1 Virtual spaces

Now we introduce the virtual spaces of our interest. Following [1, 8], we introduce the following local spaces

\[
\begin{align*}
  \mathcal{B}_{\partial E} &:= \{ v_h \in C^0(\partial E) : \, v_h|_e \in \mathbb{P}_k(e) \, \forall \, e \subset \partial E \}, \\
  \mathcal{W}^E_h &:= \{ v_h \in H^1(E) : \, \Delta v_h \in [\mathbb{P}_k(E)]^2 \, \forall \, v_h|_{\partial E} \in \mathcal{B}_{\partial E} \}.
\end{align*}
\]

For each \( E \in \{ T_h \}_{h>0} \), we introduce the projection \( \Pi_{k,E} : \mathcal{W}^E_h \rightarrow [\mathbb{P}_k(E)]^2 \), defined for every \( v_h \in \mathcal{W}^E_h \) as the solution of (see [27] for instance)

\[
\begin{align*}
  a^E(v_h - \Pi_{k,E} v_h, p) &= 0 \quad \forall \, p \in [\mathbb{P}_k(E)]^2, \\
  \int_{\partial E} v_h - \Pi_{k,E} v_h &= 0, \\
  \int_E \text{rot}(v_h) - \text{rot}(\Pi_{k,E} v_h) &= 0.
\end{align*}
\]

**Definition 1** We define the local virtual space by

\[
\mathcal{V}^E_h := \left\{ v_h \in \mathcal{W}^E_h : \int_E p \cdot (v_h - \Pi_{k,E} v_h) = 0, \forall \, p \in [\mathbb{P}_k(E)]^2/\mathbb{P}_k(E)^2 \right\},
\]

where the space \([\mathbb{P}_k(E)]^2/\mathbb{P}_k(E)^2\) denotes the polynomials in \([\mathbb{P}_k(E)]^2\) in which are orthogonal to \([\mathbb{P}_k(E)]^2\) with respect to the \(L^2(E)\) product. We choose the same
degrees of freedom as those in [6, Section 4.1] for the local virtual space defined above.

Now we are in position to introduce the global virtual space which we define by

$$\mathcal{V}_h := \{ v_h \in H^1_0(\Omega) : v_h|_E \in \mathcal{V}_E^h \}. $$

For the analysis of the VEM allowing small edges, we introduce the following seminorm which is induced by the stability term $|||\cdot|||_{k,E} : H^1(E) \to \mathbb{R}$ defined by (see [10, equation (3.9)])

$$|||\xi|||_{k,E}^2 := |||\Pi^0_{k-2,E}\xi|||^2_{0,E} + h_E \sum_{e \in \mathcal{E}_E} |||\Pi^0_{k-1,e}\xi|||^2_{0,e} \quad \forall \xi \in H^1(E),$$

(5)

where $\mathcal{E}_E$ represents the set of edges of $E$, $\Pi^0_{k-1,e}$ is the $L^2(e)$ orthogonal projection onto the space $[\mathbb{P}_{k-1}(e)]^2$ and $\Pi^0_{k-2,E}$ is the $L^2(E)$ orthogonal projection onto the space $[\mathbb{P}_{k-2}(E)]^2$. This seminorm will appear naturally when we operate to control the approximation errors of the virtual solutions, in particular to bound the norms of the polynomial projectors and the interpolations of the solutions. From the following trace inequality

$$||\xi||^2_{0,\partial E} \lesssim h^{-1}_E ||\xi||^2_{0,E} + h_E |\xi|^2_{1,E} \quad \forall \xi \in H^1(E),$$

(6)

and (5), there holds that

$$|||\xi|||_{k,E} \lesssim ||\xi||_{0,E} + h_E |\xi|_{1,E} \quad \forall \xi \in H^1(E).$$

On the other hand, from Korn’s inequality and the fact that $a(\cdot, \cdot)$ is bounded, we have

$$||\Pi_{k,E}v_h||_{1,E} \lesssim \max\{ \lambda_S \mu^{-1}_S, 1\} |v_h|_{1,E} \quad \forall v_h \in \mathcal{V}_E^h.$$  

(7)

The following result is an adaptation of [10, Lemma 3.4] to our case, and gives an estimate for $\Pi_{k,E}$ in terms of $|||\cdot|||_{k,E}$.

**Lemma 3.1** There holds

$$||\Pi_{k,E}\xi||_{0,E} \lesssim \max\{ \lambda_S \mu^{-1}_S, 1\} |||\xi|||_{k,E} \quad \forall \xi \in H^1(E),$$

where the hidden constant is independent of $h_E$.

**Proof** Let $\xi \in H^1(E)$. Then, using the definition of $\Pi_{k,E}$, integration by parts, the definitions of $\Pi^0_{k-2,E}$ and $\Pi^0_{k-1,e}$, inverse estimates and trace inequalities, we have

\[\text{Springer}\]
\[ |\Pi_{k,E}\zeta|_{1,E}^2 \leq \int_E \varepsilon(\Pi_{k,E}\zeta) : \varepsilon(\Pi_{k,E}\zeta) \]
\[ \leq \mu_1^{-1} \int_E \sigma(\Pi_{k,E}\zeta) : \varepsilon(\Pi_{k,E}\zeta) = \mu_1^{-1} \int_E \sigma(\Pi_{k,E}\zeta) : \varepsilon(\zeta) \]
\[ = \mu_1^{-1} \left( - \int_E \Pi_{k-2,E}^0 \zeta \cdot \text{div} \left( \sigma(\Pi_{k,E}\zeta) \right) + \sum_{e \in \mathcal{E}_E} \int_e \left( \sigma(\Pi_{k,E}\zeta) \cdot n_E \right) \cdot \Pi_{k-1,E}^0 \zeta \right) \]
\[ \leq \mu_1^{-1} \left( \|\Pi_{k-2,E}^0 \zeta\|_{0,E} \|\text{div} \left( \sigma(\Pi_{k,E}\zeta) \right)\|_{0,E} + \sum_{e \in \mathcal{E}_E} \|\Pi_{k-1,E}^0 \zeta\|_{0,E} \|\sigma(\Pi_{k,E}\zeta)\|_{0,e} \right) \]
\[ \leq h_E^{-1} \mu_1^{-1} \|\sigma(\Pi_{k,E}\zeta)\|_{0,E} \left( \|\Pi_{k-2,E}^0 \zeta\|_{0,E} + h_E^{1/2} \left( \sum_{e \in \mathcal{E}_E} \|\Pi_{k-1,E}^0 \zeta\|_{0,e}^2 \right)^{1/2} \right) \]
\[ \leq h_E^{-1} \mu_1^{-1} \|\sigma(\Pi_{k,E}\zeta)\|_{0,E} \|\zeta\|_{k,E}. \]

From the definition of \( \sigma \) we have
\[ \|\sigma(\Pi_{k,E}\zeta)\|_{0,E} \leq \max(\lambda_S, \mu_S) \|\varepsilon(\Pi_{k,E}\zeta)\|_{0,E}, \]
and invoking the estimate \( \|\varepsilon(\Pi_{k,E}\zeta)\|_{0,E} \leq |\Pi_{k,E}\zeta|_{1,E} \) we obtain directly the following estimate for the seminorm of the projection
\[ |\Pi_{k,E}\zeta|_{1,E} \leq h_E^{-1} \max(\lambda_S \mu_S^{-1}, 1) |||\zeta|||_{k,E}. \] (8)

On the other hand, notice that from the definition of \( |||\cdot|||_{k,E} \), the definition of \( \Pi_{k,E} \) and the fact that \( |\partial E| \approx h_E \), we have
\[ \left| \int_{\partial E} \Pi_{k,E}\zeta \right| = \left| \int_{\partial E} \sum_{e \in \mathcal{E}_E} \Pi_{0,e}^0 \zeta \right| \approx \left( h_E \sum_{e \in \mathcal{E}_E} \|\Pi_{k-1,E}^0 \zeta\|_{0,e}^2 \right)^{1/2} \leq |||\zeta|||_{k,E}, \] (9)

where in the first inequality, we have used Cauchy–Schwarz inequality and the fact that \( \|\Pi_{0,e}^0 \zeta\|_{0,e} \leq \|\Pi_{k-1,E}^0 \zeta\|_{0,e} \). Hence, from the following Poincaré–Friedrich inequality
\[ \|\zeta\|_{0,E} \leq \left| \int_{\partial E} \zeta \right| + h_E |\zeta|_{1,E} \quad \forall \zeta \in H^1(E), \] (10)
and using (8) and (9), we obtain
\[ |\Pi_{k,E}\zeta|_{0,E} \leq \left| \int_{\partial E} \Pi_{k,E}\zeta \right| + h_E |\Pi_{k,E}\zeta|_{1,E} \leq \max(\lambda_S \mu_S^{-1}, 1) |||\zeta|||_{k,E}. \]

This concludes the proof. \( \square \)

Now we need approximation properties for \( \Pi_{k,E} \). In the following result we derive such an estimates, that are an adaptation of those in [10, Lemma 3.5], in which we emphasize that the estimates depends on the Lamé coefficients.
Lemma 3.2. The following estimates hold

(i) For all $\zeta \in H^{\ell+1}(E)$ and $0 \leq \ell \leq k$, there holds
\[
\|\zeta - \Pi_{k,E}\zeta\|_{0,E} \lesssim \max\{\lambda_S^{-1}, 1\} h_E^{\ell+1} |\zeta|_{\ell+1,E},
\]

(ii) For all $\zeta \in H^{\ell+1}(E)$ and $1 \leq \ell \leq k$, there holds
\[
|\zeta - \Pi_{k,E}\zeta|_{1,E} \lesssim \max\{\lambda_S^{-1}, 1\} h_E^\ell |\zeta|_{\ell+1,E},
\]

(iii) For all $\zeta \in H^{\ell+1}(E)$ and $1 \leq \ell \leq k$, there holds
\[
|\zeta - \Pi_{k,E}\zeta|_{2,E} \lesssim \max\{\lambda_S^{-1}, 1\} h_E^{\ell-1} |\zeta|_{\ell+1,E},
\]

where in each estimate, the hidden constants are independent of $h_E$.

Proof Let us recall the following Bramble–Hilbert estimate
\[
\inf_{q \in [P_{\ell}(E)]^2} |\zeta - q|_{m,E} \lesssim h_E^{\ell+1-m} |\zeta|_{\ell+1,E} \quad \forall \zeta \in H^{\ell+1}(E). \tag{11}
\]

We begin by proving (ii). To do this task, given $q \in [P_{\ell}(E)]^2$ arbitrary, and invoking estimate (7) we have
\[
|\Pi_{k,E}\zeta - q|_{1,E} = |\Pi_{k,E}(\zeta - q)|_{1,E} \leq \max\{\lambda_S^{-1}, 1\} |\zeta - q|_{1,E}.
\]

From triangle inequality and (11), we have
\[
|\zeta - \Pi_{k,E}\zeta|_{1,E} \lesssim \max\{\lambda_S^{-1}, 1\} h_E^\ell |\zeta|_{\ell+1,E}.
\]

Now to derive (i), invoking (10), (ii) and the definition of $\Pi_{k,E}$, for each $\zeta \in H^{\ell+1}(E)$ we have
\[
\|\zeta - \Pi_{k,E}\zeta\|_{0,E} \lesssim \int_{\partial E} (\zeta - \Pi_{k,E}\zeta) + h_E |\zeta - \Pi_{k,E}\zeta|_{1,E}
= h_E |\zeta - \Pi_{k,E}\zeta|_{1,E} \lesssim \max\{\lambda_S^{-1}, 1\} h_E^{\ell+1} |\zeta|_{\ell+1,E}.
\]

Finally, from the following polynomial approximation property (see [9, (4.5.3) Lemma])
\[
|p|_{1,\Omega} \lesssim h_E^{-1} \|p\|_{0,E} \quad \forall p \in [P_k(E)]^2, \tag{12}
\]

together with (7), yields to
\[
|\Pi_{k,E}\zeta|_{2,E} \lesssim h_E^{-1} |\Pi_{k,E}\zeta|_{1,E} \lesssim \max\{\lambda_S^{-1}, 1\} h_E^{-1} |\zeta|_{1,E}.
\]

Then, given $q \in [P_k(E)]^2$ arbitrary, triangle inequality and (11), we obtain
\[
|\zeta - \Pi_{k,E}\zeta|_{2,E} \lesssim \max\{\lambda_S^{-1}, 1\} h_E^{\ell-1} |\zeta|_{\ell+1,E},
\]

concluding (iii) and hence, the proof. □
In the previous result, we have made clear the dependence of the Lamé constants on the estimates. This is important to take into account, since in particular $\lambda_S$ leads to numerical locking. Now, we are going to analyze stability and approximation properties for the $L^2(E)$ orthogonal projector $\Pi^0_{k,E}$ onto the space $[\mathbb{P}_k(E)]^2$.

**Remark 3.1** The following estimate for $\Pi^0_{k,E}$ holds

$$\|\Pi^0_{k,E}\xi\|_{0,E} \leq \|\xi\|_{0,E}. \quad (13)$$

Moreover, since $\Pi^0_{k,E}p = p$ for all $p \in [\mathbb{P}_k(E)]^2$, as a consequence of (11) there holds

$$\|\xi - \Pi^0_{k,E}\xi\|_{0,E} \leq h^{{\ell + 1}}|\xi|_{\ell + 1,E} \quad \forall \xi \in H^{\ell + 1}(E), \quad 0 \leq \ell \leq k. \quad (14)$$

The following lemma is adapted from [10, Lemma 3.6] to our case, and states an estimate for the seminorm $|\cdot|_{1,E}$ of $\Pi^0_{k,E}$.

**Lemma 3.3** There holds

$$|\Pi^0_{k,E}\xi|_{1,E} \leq \max\{\lambda_S\mu_S^{-1}, 1\}|\xi|_{1,E} \quad \forall \xi \in H^1(E),$$

where the hidden constant is independent of $h_E$.

**Proof** Let $\xi \in H^1(E)$. From triangle inequality, (12), (7), and item (i) of Lemma 3.2, we obtain

$$|\Pi^0_{k,E}\xi|_{1,E} \leq |\Pi^0_{k,E}\xi - \Pi_{k,E}\xi|_{1,E} + |\Pi_{k,E}\xi|_{1,E}$$

$$\leq h^{-1}_E|\Pi^0_{k,E}\xi - \Pi_{k,E}\xi|_{0,E} + \max\{\lambda_S\mu_S^{-1}, 1\}|\xi|_{1,E}$$

$$\leq h^{-1}_E(|\Pi^0_{k,E}\xi - \xi|_{0,E} + |\xi - \Pi_{k,E}\xi|_{0,E}) + \max\{\lambda_S\mu_S^{-1}, 1\}|\xi|_{1,E}$$

$$\leq h^{-1}_E|\xi|_{1,E} + \max\{\lambda_S\mu_S^{-1}, 1\}|\xi|_{1,E} \leq \max\{\lambda_S\mu_S^{-1}, 1\}|\xi|_{1,E},$$

which concludes the proof. \hfill \Box

The following result is adapted from [10, Lemma 3.7], and gives us an approximation for $\Pi^0_{k,E}$ in seminorm $|\cdot|_{1,E}$.

**Lemma 3.4** The following estimate holds

$$|\xi - \Pi^0_{k,E}\xi|_{1,E} \leq \max\{\lambda_S\mu_S^{-1}, 1\}h^{{\ell + 1}}|\xi|_{1+\ell,E}, \quad 1 \leq \ell \leq k,$$

where the hidden constant is independent of $h_E$.

**Proof** Let $1 \leq \ell \leq k$ and $\xi \in H^{\ell + 1}(E)$. Then, we obtain the result for a given $q \in [\mathbb{P}_\ell(E)]^2$, triangle inequality, (11) and Lemma 3.3. \hfill \Box
Now we prove a stability result for $L^2$ norm of the projection $\Pi_{k,E}^0$ with respect to the triple norm $\|\cdot\|_{k,E}$, for virtual functions. A similar result can be found in [10, Lemma 3.8] for the Laplace problem.

**Lemma 3.5** There holds

$$\|\Pi_{k,E}^0 v_h\|_{0,E} \lesssim \max\{\lambda S \mu_S^{-1}, 1\} \|v_h\|_{k,E} \quad \forall v_h \in \mathcal{V}_h,$$

where the hidden constant is independent of $h_E$.

**Proof** Given $v_h \in \mathcal{V}_h$, from the definition of $\Pi_{k-2,E}^0$ we have

$$\int_E \Pi_{k-2,E}^0 v_h \cdot (\Pi_{k-2,E}^0 v_h - \Pi_{k,E}^0 v_h) = 0.$$

Hence, from Pythagoras Theorem, the definition of $\mathcal{V}_h$, (5), and Lemma 3.1 we obtain

$$\|\Pi_{k,E}^0 v_h\|_{0,E} = \|\Pi_{k-2,E}^0 v_h\|_{0,E}^2 + \|\Pi_{k,E}^0 - \Pi_{k-2,E}^0\|_{0,E}^2 \|v_h\|_{k,E}^2 \lesssim \max\{\lambda S \mu_S^{-1}, 1\} \|v_h\|_{k,E}^2$$

concluding the proof. $\square$

To prove the following result, we need to adapt the arguments of the proof of [10, Lemma 3.9] for the vectorial case, taking into account that now, in the estimates, the Lamé constants appear naturally.

**Lemma 3.6** Assume that A1 holds. Then, there exists a constant $C > 0$ depending on $\rho_E$ and $k$ such that

$$|v_h|_{k,E} \leq C \max\{\lambda S \mu_S^{-1}, 1\} (h_E^{-1} \|v_h\|_{k,E} + |v_h|_{1/2, \partial E}) \quad \forall v_h \in \mathcal{V}_h.$$

**Proof** The proof is similar to what was done in [10, Lemma 3.9], since the two-dimensional case is direct. Then, we have

$$\|p\|_{0,E} \lesssim \|\Pi_{k,E}^0 v_h - w_h\|_{0,E},$$

where $w_h := \Upsilon(v_h)$, the operator $\Upsilon$, called *lifting operator*, was introduced in [10, Section 2.7], and $p$ was defined in the proof of [10, Lemma 3.9]. Therefore, from triangle inequality and Lemma 3.5 we have

$$\|p\|_{0,E} \lesssim \max\{\lambda S \mu_S^{-1}, 1\} (\|v_h\|_{k,E} + |v_h|_{1/2, \partial E}). \tag{15}$$

Hence, we conclude that
where \( \zeta \) was defined in the proof of [10, Lemma 3.9], and (16) is obtained from [10, Lemma 3.9], together with (15).

As a direct consequence of lemma above, we have the following result.

**Corollary 3.1** Assume that \( A1 \) holds. Then, there exists \( C > 0 \) depending on \( p_E \) and \( k \), such that

\[
|v_h|_{1,E} \leq C \max\{ \lambda_S \mu_S^{-1}, 1 \} \left( h^{-1}_E \|v_h\|_{k,E} + h^{1/2}_E \|\partial_n v_h\|_{0,\partial E} \right) \quad \forall v_h \in \mathcal{V}_h^E,
\]

where \( \partial_n v_h \) denotes the tangential derivative of \( v_h \).

**Proof** To derive the result, it is enough to apply Lemma 3.6, together with the inverse estimate

\[
|\zeta|_{1/2,\partial E} \lesssim h^{-1/2}_E \|\partial_n \zeta\|_{0,\partial E} \quad \forall \zeta \in H^1(\partial E).
\]

\( \square \)

### 3.2 The interpolation operator \( I_{k,E} \)

In order to obtain error estimates for our numerical method, and interpolation operator is needed. This operator is defined locally, and its construction is based in the references [8, 21], where this last reference makes the construction of this operator for the small edges approach.

We consider for \( s > 1 \) the interpolation operator \( I_{k,E} : H^s(E) \longrightarrow \mathcal{V}_h^E \), which satisfies that the degrees of freedom of \( \zeta \) and \( I_{k,E} \xi \) are the same, together with the identity \( \Pi^{0}_{k-2,E} I_{k,E} \xi = \Pi^{0}_{k-2,E} \xi \) and \( I_{k,E} q = q \quad \forall q \in [P_k(E)]^2 \).

The following result is a stability estimate for \( I_{k,E} \) in \( |||\cdot|||_{k,E} \) norm and its proof is straightforward from [10, Lemma 3.12].

**Lemma 3.7** Assume that \( A1 \) holds. Then, there holds

\[
||| I_{k,E} \xi |||_{k,E} \lesssim \left( \|\xi\|_{0,E} + h_E|\xi|_{1,E} + h^2_E|\xi|_{2,E} \right) \quad \forall \xi \in H^2(E),
\]

where the hidden constant depends on \( p_E \) and \( k \), but not on \( h_E \).

We have the following estimate for \( |I_{k,E} \xi|_{1,E} \). This result is adapted from [10, Lemma 3.13] to our case.
Lemma 3.8 The following estimate hold

\[ | \mathbf{I}_{k,E} \zeta |_{1,E} \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \} \left( | \zeta |_{1,E} + h_E | \zeta |_{2,E} \right) \quad \forall \zeta \in \mathbf{H}^2(E), \]

where the hidden constant depends on \( \rho_E \) and \( k \).

Proof Given \( \zeta \in \mathbf{H}^2(E) \), let us define

\[ \overline{\zeta}_E := \frac{1}{| \partial E |} \int_{\partial E} \zeta. \]

Invoking Corollary 3.1 and Lemma 3.7 we obtain

\[
| \mathbf{I}_{k,E} \zeta |^2_{1,E} = | \mathbf{I}_{k,E} (\zeta - \overline{\zeta}_E) |_{1,E}^2 \\
\quad \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \}^2 \left( h_E^{-2} \| \mathbf{I}_{k,E} (\zeta - \overline{\zeta}_E) \|_{k,E}^2 + h_E \| \partial_s \mathbf{I}_{k,E} \zeta \|_{0,E}^2 \right) \\
\quad = \max \{ \lambda_S \mu_S^{-1}, 1 \}^2 \left( h_E^{-2} \| \zeta - \overline{\zeta}_E \|_{0,E}^2 + | \zeta |_{1,E}^2 + h_E^2 | \zeta |_{2,E} + h_E \| \partial_s \mathbf{I}_{k,E} \zeta \|_{0,E}^2 \right).
\]

Now, from (6) and standard interpolation estimates we obtain

\[
h_E \| \partial_s \mathbf{I}_{k,E} \zeta \|_{0,\partial E} \lesssim \sum_{e \in \mathcal{E}_k} h_e \| \partial_s \zeta \|_{0,e} \lesssim | \zeta |_{1,E}^2 + h_E^2 | \zeta |_{2,E}.
\]

Hence, using the estimate \( \| \zeta - \overline{\zeta}_E \|_{0,E} \lesssim h_E | \zeta |_{1,E} \), we obtain

\[
| \mathbf{I}_{k,E} \zeta |^2_{1,E} \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \}^2 \left( | \zeta |_{1,E}^2 + h_E^2 | \zeta |_{2,E}^2 \right).
\]

This concludes the proof.

We also have a stability result for \( \mathbf{I}_{k,E} \zeta \) in \( \| \cdot \|_{0,E} \) norm, which is adapted from [10, Lemma 3.14].

Lemma 3.9 The following estimate hold

\[ \| \mathbf{I}_{k,E} \zeta \|_{0,E} \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \} \left( \| \zeta \|_{0,E} + h_E | \zeta |_{1,E} + h_E^2 | \zeta |_{2,E} \right) \quad \forall \zeta \in \mathbf{H}^2(E), \]

where the hidden constant depends on \( \rho_E \) and \( k \).

Proof Let \( \zeta \in \mathbf{H}^2(\Omega) \). From triangle inequality we obtain

\[
\| \mathbf{I}_{k,E} \zeta \|_{0,E} \leq \| \mathbf{I}_{k,E} \zeta - \mathbf{I}_{k,E} \mathbf{I}_{k,E} \zeta \|_{0,E} + \| \mathbf{I}_{k,E} \mathbf{I}_{k,E} \zeta \|_{0,E}.
\]

Now the aim is to estimate each term on the right hand side of (17). Invoking item (i) of Lemma 3.2 with \( \ell = 0 \) and Lemma 3.8, we have
\[ \|I_{k,E} \xi - \Pi_{k,E} I_{k,E} \xi\|_{0,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} h_E \|I_{k,E} \xi\|_{1,E} \]
\[ \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} \left( h_E \|\xi\|_{1,E} + h_E^2 \|\xi\|_{2,E} \right). \quad (18) \]

On the other hand, from Lemmas 3.1 and 3.7 we have
\[ \|\Pi_{k,E} I_{k,E} \xi\|_{0,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} \|I_{k,E} \xi\|_{k,E} \]
\[ \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} \left( \|\xi\|_{0,E} + h_E \|\xi\|_{1,E} + h_E^2 \|\xi\|_{2,E} \right). \quad (19) \]

Finally, replacing (18) and (19) in (17), we conclude the proof.

The following result establishes approximation properties for \(I_{k,E}\). These results are adapted from those in [10, Lemma 3.15], and we again emphasize that the Lamé coefficients appears in our estimates.

**Lemma 3.10**  For \(1 \leq \ell \leq k\) and \(\xi \in H^{\ell+1}(E)\), the following estimates hold

\(\begin{aligned}
(i) & \quad \|\xi - I_{k,E} \xi\|_{0,E} + \|\xi - \Pi_{k,E} I_{k,E} \xi\|_{0,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} h_E^{\ell+1} \|\xi\|_{\ell+1,E}, \\
(ii) & \quad \|\xi - I_{k,E} \xi\|_{1,E} + \|\xi - \Pi_{k,E} I_{k,E} \xi\|_{1,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} h_E^\ell \|\xi\|_{\ell+1,\Omega}, \\
(iii) & \quad \|\xi - \Pi_{k,E} I_{k,E} \xi\|_{2,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} h_E^{\ell-1} \|\xi\|_{\ell+1,E},
\end{aligned}\)

where the hidden constants depend on \(\rho_E\) and \(k\).

**Proof**  First we prove (i). We observe that, from Lemmas 3.1, 3.7 and 3.8, we have the estimate
\[ \|I_{k,E} \xi\|_{0,E} + \|\Pi_{k,E} I_{k,E} \xi\|_{0,E} \lesssim \|I_{k,E} \xi\|_{0,E} + \max\{\lambda_S \mu_S^{-1}, 1\} \|I_{k,E} \xi\|_{k,E} \]
\[ \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} \left( \|\xi\|_{0,E} + h_E \|\xi\|_{1,E} + h_E^2 \|\xi\|_{2,E} \right). \]

Therefore, applying triangular inequality and invoking (11), we conclude that
\[ \|\xi - I_{k,E} \xi\|_{0,E} + \|\xi - \Pi_{k,E} I_{k,E} \xi\|_{0,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} h_E^{\ell+1} \|\xi\|_{\ell+1,E}. \]

To prove (ii), we invoke (7) and Lemma 3.8, in order to obtain
\[ \|I_{k,E} \xi\|_{1,E} + \|\Pi_{k,E} I_{k,E} \xi\|_{1,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} \left( \|\xi\|_{1,E} + h_E \|\xi\|_{2,E} \right). \]

Hence, applying triangular inequality and invoking (11), we obtain
\[ \|\xi - I_{k,E} \xi\|_{1,E} + \|\xi - \Pi_{k,E} I_{k,E} \xi\|_{1,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} h_E^\ell \|\xi\|_{\ell+1,E}. \]

Finally, for (iii), we use (12), (7) and Lemma 3.8 to obtain
\[ \|\Pi_{k,E} I_{k,E} \xi\|_{2,E} \lesssim h_E^{-1} \|\Pi_{k,E} I_{k,E} \xi\|_{1,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} \left( h_E \|\xi\|_{1,E} + \|\xi\|_{2,E} \right). \]

Therefore, applying triangular inequality and (11), we have
\[ \|\xi - \Pi_{k,E} I_{k,E} \xi\|_{2,E} \lesssim \max\{\lambda_S \mu_S^{-1}, 1\} h_E^{\ell-1} \|\xi\|_{\ell+1,E}. \]
This concludes the proof. □

The following result is adapted from [10, Lemma 3.16] to our case, and gives us an approximation property for the interpolation operator $I_{k,E} \zeta$, when $\zeta \in H^2(\Omega)$. We will need this result to demonstrate properties about the operator $F(\cdot)$ and its discrete counterpart.

**Lemma 3.11** The following estimate holds

$$
\|I_{k,E} \zeta - \Pi^0_{1,E} I_{k,E} \zeta\|_{0,E} \lesssim \max\{\lambda_S \mu^{-1}_S, 1\}^2 h^2_E \|\zeta\|_{2,E} \quad \forall \zeta \in H^2(\Omega),
$$

where the hidden constant depends on $\rho_E$ and $k$.

**Proof** Let $\zeta \in H^2(E)$. From Lemma 3.9 and (13) we obtain

$$
\|I_{k,E} \zeta\|_{0,E} + \|\Pi^0_{1,E} I_{k,E} \zeta\|_{0,E} \lesssim \max\{\lambda_S \mu^{-1}_S, 1\}^2 \left(\|\zeta\|_{0,E} + h_E \|\zeta\|_{1,E} + h^2_E \|\zeta\|_{2,E}\right).
$$

Hence, using triangle inequality and (11) with $\ell = 1$, we obtain

$$
\|I_{k,E} \zeta - \Pi^0_{1,E} I_{k,E} \zeta\|_{0,E} \lesssim \max\{\lambda_S \mu^{-1}_S, 1\}^2 h^2_E \|\zeta\|_{2,E},
$$

which concludes the proof. □

The following result is straightforward from [10, Lemma 3.18] which is essential to prove that the discrete bilinear form $a_h(\cdot, \cdot)$ is elliptic in $V_h$.

**Lemma 3.12** The following estimate holds

$$
\||v||_{k,E}^2 \lesssim h_E \sum_{e \in E} \|\Pi^0_{k-1,E} v\|_{0,e}^2 \quad \forall v \text{ such that } \Pi_{k,E} v = 0,
$$

where the hidden constant is independent of $h_E$.

The following result establishes an estimate for $\|v_h\|_{0,\partial E}$, with $v_h \in B_{\partial E}$, and its proof is naturally extended to our vectorial case, from the proof of [10, Lemma 3.19].

**Lemma 3.13** For every $v_h \in B_{\partial E}$ that vanishes in some part of $\partial E$, there holds

$$
\|v_h\|_{0,\partial E} \lesssim h_E \|\partial_s v_h\|_{0,\partial E},
$$

where the hidden constant depends only on $k$.

**Remark 3.2** Let $v \in H^1(E)$ be such that $\Pi_{k,E} v = 0$. Then

$$
\int_{\partial E} v = 0,
$$
which implies that \( v \) vanishes in some part of \( \partial E \). Then, invoking Corollary 3.1, Lemmas 3.12 and 3.13, we obtain that

\[
|v|_{1,E} \lesssim \max\{ \lambda_S \mu_S^{-1}, 1 \} h_E^{1/2} \| \partial_s v \|_{0,\partial E}. \tag{20}
\]

Let us introduce the following stabilization term \( S^E(\cdot, \cdot) \) defined for \( w_h, v_h \in \mathcal{V}_h \) by

\[
S^E(w_h, v_h) := h_E \int_{\partial E} \partial_s w_h \partial_s v_h,
\]

which corresponds to a scaled inner product between \( \partial_s w_h \) and \( \partial_s v_h \) in \( L^2(\partial E) \). Let us introduce the discrete bilinear form \( a_h(\cdot, \cdot) : \mathcal{V}_h \times \mathcal{V}_h \to \mathbb{R} \) defined by

\[
a_h(w_h, v_h) := \sum_{E \in T_h} \left[ a^E(\Pi_{k,E} w_h, \Pi_{k,E} v_h) + S^E(w_h - \Pi_{k,E} w_h, v_h - \Pi_{k,E} v_h) \right].
\]

Now we define the following discrete operator

\[
F_h(v_h) := \int_{\Omega} f \cdot \Xi_h v_h,
\]

where \( \Xi_h : \mathcal{V}_h \to \mathcal{P}_{k,h} \) is defined by

\[
\Xi_h = \begin{cases} 
\Pi_{1,h}^0 & \text{if } k = 1, 2, \\
\Pi_{k-2,h}^0 & \text{if } k \geq 3.
\end{cases}
\]

where \( \mathcal{P}_{k,h} \) is the piecewise discontinuous polynomial space of degree \( k \) respect to \( T_h \) and \( \Pi_{k,h}^0 \) is the global \( L^2(\Omega) \)-projector, such that \( \Pi_{k,h}^0|_E = \Pi_{k,E}^0 \). Finally, \( \Pi_{k,h} \) is the global projector with respect to \( a(\cdot, \cdot) \), such that \( \Pi_{k,h}|_E = \Pi_{k,E} \).

Now, we can write the virtual element discretization of Problem 1.

**Problem 2** Given \( f \in L^2(\Omega) \), find \( u_h \in \mathcal{V}_h \) such that

\[
a_h(u_h, v_h) = F_h(v_h) \quad \forall \ v_h \in \mathcal{V}_h.
\]

**Remark 3.3** Observe that from triangle inequality and (20), there holds

\[
|v_h|_{1,E}^2 \lesssim \max\{ \lambda_S^2 \mu_S^{-2}, \mu_S^{-1}, 1 \} a^E_h(v_h, v_h).
\]

Moreover, the following estimate holds

\[
|v_h|_{1,\Omega}^2 \lesssim \max\{ \lambda_S^2 \mu_S^{-2}, \mu_S^{-1}, 1 \} a_h(v_h, v_h). \tag{22}
\]

It is easy to check that \( a_h(\cdot, \cdot) \) is elliptic in \( \mathcal{V}_h \) and hence, we deduce that Problem 2 has unique solution as a consequence of Lax–Milgram’s Lemma.

Now for the functional \( F(\cdot) \) defined in (4) and its discrete counterpart \( F_h(\cdot) \) defined in (21), we have the following approximation result (see [10, Lemma 4.1]).
Lemma 3.14 Let $1 \leq \ell' \leq k$. The following estimates hold true:

(i) For all $f \in \mathbf{H}^{\ell-1}(\Omega)$ and for all $w_h \in \mathbf{V}_h$,
\[ |F(w_h) - F_h(w_h)| \lesssim h^\ell |f|_{\ell-1,\Omega} |w_h|_{1,\Omega}. \]

(ii) For all $f \in \mathbf{H}^{\ell-1}(\Omega)$ and for all $\zeta \in \mathbf{H}^2(\Omega)$,
\[ |F(I_{k,h}\zeta) - F_h(I_{k,h}\zeta)| \lesssim \max\{\lambda S\mu_S^{-1}, 1\} \frac{1}{2} h^{\ell'+1} |f|_{\ell-1,\Omega} |\zeta|_{2,\Omega}, \]
where the hidden constants are independent of $h$.

**Proof** The result follows from adapting the proof of [10, Lemma 4.1] together with the aid of Lemma 3.11. \qed

To conclude this section, we introduce the broken $\mathbf{H}^1$-seminorm with respect to $T_h$, given by
\[ |v|_{1,h}^2 := \sum_{E \in T_h} |v|_{1,E}^2 \quad \forall v_h \in \mathbf{V}_h, \]
and let us recall the following standard estimate (see [9] for instance)
\[ \|u - u_h\|_h \leq \inf_{v_h \in \mathbf{V}_h} \|u - v_h\|_h + \sup_{v_h \in \mathbf{V}_h} \frac{a_h(u, v_h) - F_h(v_h)}{\|v_h\|_h}. \tag{23} \]

The main task now is to estimate correctly the supremum in (23). With this aim in mind, we begin with the following result that states an approximation for the elliptic projector $\Pi_{k,h}$ in the energy norm.

**Remark 3.4** For any $v_h \in \mathbf{V}_h$, from the definition of $\Pi_{k,h}$ and $a_h(\cdot, \cdot)$, the following estimate holds
\[ \|v_h - \Pi_{k,h} v_h\|_h \leq \|v_h\|_h \quad \forall v_h \in \mathbf{V}_h. \tag{24} \]

Let us recall estimate (23). Now our task is to estimate each of the terms on its right hand side. With this goal in mind, let us begin by recalling that from the definition of $\Pi_{k,E}$ and for each $v_h \in \mathbf{V}_h$ we have
\[ a_h(u, v_h) = \sum_{E \in T_h} \left[ a^E(\Pi_{k,E} u - u, v_h - \Pi_{k,E} v_h) + S^E(u - \Pi_{k,E} u, v_h - \Pi_{k,E} v_h) \right] + F(v_h). \]
Therefore, applying the Cauchy Schwarz inequality, (24) and the continuity of \( a^E(\cdot, \cdot) \), we obtain

\[
a_h(u, v_h) - F_h(v_h) = \sum_{E \in \mathcal{T}_h} \left[ a^E(\Pi_{k,E}u - u, v_h - \Pi_{k,E}v_h) + S^E(u - \Pi_{k,E}u, v_h - \Pi_{k,E}v_h) + F(v_h) - F_h(v_h) \right]
\]

\[
\leq \max\{\lambda_S, \mu_S\} \left( |\Pi_{k,E}u - u|_{1,h} + |u - \Pi_{k,E}u|_h + |v_h|_h \right) + \max\{\lambda_S, \mu_S\} |\Pi_{k,E}v - v_h|_h.
\]

where \( \mathcal{R}_h := \sup_{v \in \mathcal{V}_h} \frac{F(v_h)}{|v_h|_1,\Omega} \). Hence, we have

\[
\frac{a_h(u, v_h) - F_h(v_h)}{|v_h|_h} \leq C_1(\lambda_S, \mu_S) \left( |\Pi_{k,E}u - u|_{1,h} + |u - \Pi_{k,E}u|_h + \mathcal{R}_h \right),
\]

with \( C_1(\lambda_S, \mu_S) := \max\{\lambda_S, \mu_S\} \left( |\Pi_{k,E}v - v_h|_h \right) \). On the other hand, there holds

\[
\inf_{v_h \in \mathcal{V}_h} |u - v_h|_h \leq |u - I_{k,h}u|_h,
\]

and therefore we obtain

\[
|u - u_h|_h \leq C_1(\lambda_S, \mu_S) \left( |\Pi_{k,h}u - u|_{1,h} + |u - \Pi_{k,h}u|_h + \mathcal{R}_h + |u - I_{k,h}u|_h \right).
\]

(25)

Now, using the results of the previous sections, we can give an error estimate in \( \| \cdot \|_h \) norm, under the assumption that \( u \) belongs to \( H^{\ell+1}(\Omega) \), with \( 1 \leq \ell \leq k \). From (i) of Lemma 3.14 and (1), we have

\[
\mathcal{R}_h \leq h^\ell |\text{div}(\sigma(u))|_{\ell-1,\Omega} \leq h^\ell |\sigma(u)|_{\ell,\Omega} \leq \max\{\lambda_S, \mu_S\} h^\ell |u|_{\ell+1,\Omega}.
\]

(26)

On the other hand, from (ii) of Lemma 3.2, there holds

\[
|u - \Pi_{k,h}u|^2_{1,h} \leq \max\{\lambda_S, \mu_S\} 1^2 \sum_{E \in \mathcal{T}_h} h^{2\ell} |u|_{\ell+1,\Omega}^2 \leq \max\{\lambda_S, \mu_S\} 1^2 h^{2\ell} |u|_{\ell+1,\Omega}^2,
\]

in which we derive

\[
|u - \Pi_{k,h}u|_{1,h} \leq \max\{\lambda_S, \mu_S\} 1 h^{\ell} |u|_{\ell+1,\Omega}.
\]

(27)

Now, to estimate \( |u - I_{k,h}u|_h \), we put \( j := u - I_{k,h}u \) and \( j_E := u - I_{k,E}u \). Then, we have

\[
\|j\|_h^2 = \sum_{E \in \mathcal{T}_h} \left[ a^E(\Pi_{k,E}j_E, j_E) + S^E(j_E - \Pi_{k,E}j_E, j_E - \Pi_{k,E}j_E) \right]
\]

\[
\leq \sum_{E \in \mathcal{T}_h} \max\{\lambda_S, \mu_S\} |\Pi_{k,E}j_E|^2_{1,E} + \sum_{E \in \mathcal{T}_h} h_E^2 \|\partial_N j_E\|_{0,\partial E}^2 + \sum_{E \in \mathcal{T}_h} h_E^2 \|\partial_N \Pi_{k,E}j_E\|_{0,\partial E}^2.
\]
First, from item (ii) of Lemma 3.10 and (7), we obtain
\[
\sum_{E \in T_h} \max \{ \lambda_S, \mu_S \} |\Pi_{k,E} e|_{1,E}^2 \lesssim \max \{ \lambda_S, \mu_S \} \max \{ \lambda_S \mu_S^{-1}, 1 \}^3 h^{2\ell} |u|_{\ell+1, \Omega}^2.
\]

On the other hand, using the estimate
\[
|\xi|_{1/2, \partial E} \lesssim |\xi|_{1, E} \quad \forall \xi \in H^1(E),
\]
applied to the \(\ell\)-order derivatives of \(u\), and standard interpolation estimates, we obtain
\[
\sum_{E \in T_h} h_E \| \partial_s s_E \|_{0, \partial E}^2 = \sum_{E \in T_h} h_E \| \partial_s (u - I_{k,E} u) \|_{0, \partial E}^2 \lesssim \sum_{E \in T_h} h_E \sum_{e \in \mathcal{E}_k} h_e^{2\ell-1} \| \partial_s u \|_{1/2, e}^2 \lesssim h^{2\ell} |u|_{\ell+1, \Omega}^2.
\]

Finally, applying the polynomial estimate \(\| p \|_{0, \partial E}^2 \lesssim h_E^{-1} \| p \|_{0, E}^2\) together with (7) and (ii) of Lemma 3.10, we obtain
\[
\sum_{E \in T_h} h_E \| \partial_s \Pi_{k,E} s_E \|_{0, \partial E}^2 = \sum_{E \in T_h} h_E \| \partial_s \Pi_{k,E} (u - I_{k,E} u) \|_{0, \partial E}^2 \lesssim \sum_{E \in T_h} \| \Pi_{k,E} (u - I_{k,E} u) \|_{1,E}^2 \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \} \sum_{E \in T_h} \| u - I_{k,E} u \|_{1,E}^2 \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \}^3 h^{2\ell} |u|_{\ell+1, \Omega}^2.
\]

Then, there holds
\[
\| u - I_{k,h} u \|_{h} \lesssim C_2(\lambda_S, \mu_S) h^{\ell} |u|_{\ell+1, \Omega}.
\]  
(28)

with \(C_2(\lambda_S, \mu_S) := \max \{ \lambda_S \mu_S^{-1}, 1 \}^{3/2} \max \{ \lambda_S^{1/2}, \mu_S^{1/2}, 1 \} \).

As a final task, we provide an estimate for \(\| u - \Pi_{k,h} u \|_{h} \). From the definition of \(\| \cdot \|_{h}\) and \(S^E(\cdot, \cdot)\), (6) and Lemma 3.2, we have
\[
\| u - \Pi_{k,h} u \|_{h}^2 = \sum_{E \in T_h} S^E(u - \Pi_{k,h} u, u - \Pi_{k,h} u) = \sum_{E \in T_h} h_E \| \partial_s (u - \Pi_{k,E} u) \|_{0, \partial E}^2 
\]
\[
\lesssim \sum_{E \in T_h} \| u - \Pi_{k,E} u \|_{1,E}^2 + h_E^2 \| u - \Pi_{k,E} u \|_{2,E}^2 \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \}^{2} h^{2\ell} |u|_{\ell+1, \Omega}^2.
\]

Hence, we derive the estimate
\[
\| u - \Pi_{k,h} u \|_{h} \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \} h^{\ell} |u|_{\ell+1, \Omega}.
\]  
(29)

The above estimates give us the following result, that is an adaptation of [10, Theorem 4.1], and we emphasize that the Lamé coefficients appears.

**Theorem 3.1** Assuming that the solution \(u\) of Problem 1 belongs to \(H^{\ell+1}(\Omega)\) for \(1 \leq \ell \leq k\). Then, the following estimate holds.
\[ \| \mathbf{u} - \mathbf{u}_h \|_h \lesssim C(\lambda_S, \mu_S) h^\ell \| \mathbf{u} \|_{\ell + 1, \Omega}, \]

where the constants \( C(\lambda_S, \mu_S) \) is given by

\[ C(\lambda_S, \mu_S) := C_1(\lambda_S, \mu_S) \widetilde{C}_2(\lambda_S, \mu_S), \]

and \( \widetilde{C}_2(\lambda_S, \mu_S) := \max\{ C_2(\lambda_S, \mu_S), \lambda_S \mu_S^{-1}, 1 \} \),

and the hidden constant is independent of \( h \).

**Proof** The proof follows by replacing (26), (27), (28) and (29) in (25).

We also have the following result, that give us an error estimate for \( \Pi_{k,h} \mathbf{u}_h \) and \( \Pi_{k,h}^0 \mathbf{u} \) in \( \| \cdot \|_{1, \Omega} \) seminorm. This result is adapted from [10, Theorem 4.2] to our case.

**Theorem 3.2** Assuming that the solution \( \mathbf{u} \) of Problem 1 belongs to \( H^{\ell + 1}(\Omega), 1 \leq \ell \leq k \). Then, there holds

\[ |\mathbf{u} - \mathbf{u}_h|_{1, \Omega} + |\mathbf{u} - \Pi_{k,h} \mathbf{u}_h|_{1,h} + |\mathbf{u} - \Pi_{k,h}^0 \mathbf{u}|_{1,h} \lesssim K(\lambda_S, \mu_S) h^\ell |\mathbf{u}|_{\ell + 1, \Omega}, \]

where \( K(\lambda_S, \mu_S) \) is a positive constant depending on the Lamé coefficients.

**Proof** Note that, from the definition of \( \| \cdot \|_h \) and Theorem 3.1, we have

\[ |\Pi_{k,h}(\mathbf{u} - \mathbf{u}_h)|_{1,h}^2 \leq \sum_{E \in T_h} \mu_S^{-1} d^E(\Pi_{k,E}(\mathbf{u} - \mathbf{u}_h), \Pi_{k,E}(\mathbf{u} - \mathbf{u}_h)) \]

\[ \lesssim \mu_S^{-1} \| \mathbf{u} - \mathbf{u}_h \|_h^2 \lesssim \mu_S^{-1} C(\lambda_S, \mu_S)^2 h^{2\ell} \| \mathbf{u} \|_{\ell + 1, \Omega}^2. \]

This gives us the following estimate

\[ |\Pi_{k,h}(\mathbf{u} - \mathbf{u}_h)|_{1,h} \lesssim \mu_S^{-1/2} C(\lambda_S, \mu_S) h^\ell \| \mathbf{u} \|_{\ell + 1, \Omega}. \]

Therefore, applying triangular inequality and (27), we obtain

\[ |\mathbf{u} - \Pi_{k,h} \mathbf{u}_h|_{1,h} \leq |\mathbf{u} - \Pi_{k,h} \mathbf{u}|_{1,h} + |\Pi_{k,h}(\mathbf{u} - \mathbf{u}_h)|_{1,h} \lesssim C_3(\lambda_S, \mu_S) h^\ell \| \mathbf{u} \|_{\ell + 1, \Omega}, \]

(30)

where \( C_3(\lambda_S, \mu_S) := \max\{ \lambda_S \mu_S^{-1}, 1, \mu_S^{-1/2} C(\lambda_S, \mu_S) \} \). On the other hand, applying triangular inequality, Lemma 3.3 and (27), we deduce that

\[ |\mathbf{u} - \Pi_{k,h}^0 \mathbf{u}|_{1,h} \leq |\mathbf{u} - \Pi_{k,h} \mathbf{u}|_{1,h} + |\Pi_{k,h}(\mathbf{u} - \Pi_{k,h}^0 \mathbf{u})|_{1,h} \lesssim \max\{ \lambda_S^2 \mu_S^{-2}, 1 \} h^\ell \| \mathbf{u} \|_{\ell + 1, \Omega}. \]

(31)

Finally, from triangular inequality, (22), (28), Theorem 3.1, and (ii) of Lemma 3.10, we obtain

\[ |\mathbf{u} - \mathbf{u}_h|_{1, \Omega} \lesssim |\mathbf{u} - \mathbf{I}_{k,h} \mathbf{u}_h|_{1, \Omega} + \max\{ \lambda_S \mu_S^{-1}, \mu_S^{-1/2}, 1 \} \| \mathbf{I}_{k,h} \mathbf{u} - \mathbf{u}_h \|_h \]

\[ \lesssim |\mathbf{u} - \mathbf{I}_{k,h} \mathbf{u}_h|_{1, \Omega} + \max\{ \lambda_S \mu_S^{-1}, \mu_S^{-1/2}, 1 \} \left( \| \mathbf{I}_{k,h} \mathbf{u} - \mathbf{u}_h \|_h + \| \mathbf{u} - \mathbf{u}_h \|_h \right) \]

\[ \lesssim C_4(\lambda_S, \mu_S) h^\ell \| \mathbf{u} \|_{\ell + 1, \Omega}. \]

(32)
with
\[
C_4(\lambda_S, \mu_S) := \max \{ \lambda_S \mu_S^{-1}, 1, \widetilde{C}_4(\lambda_S, \mu_S) \},
\]
\[
\widetilde{C}_4(\lambda_S, \mu_S) := \max \{ \lambda_S \mu_S^{-1}, \mu_S^{-1/2}, 1 \} \max \{ C(\lambda_S, \mu_S), C_2(\lambda_S, \mu_S) \}.
\]
Therefore, we conclude the proof from (30)–(32).

Now, we will prove two results involving the stability term $S(\cdot, \cdot)$. These results are adapted respectively from [10, Lemma 4.2] and [10, Lemma 4.3], to our case.

**Lemma 3.15** For all $\zeta \in H^1_0(\Omega) \cap H^2(\Omega)$, there holds
\[
\sum_{E \in T_h} S^E(\zeta - \Pi_{k,E} I_{k,E} \zeta, \zeta - \Pi_{k,E} I_{k,E} \zeta) \leq \max \{ \lambda_S \mu_S^{-1}, 1 \}^2 h^2 \| \zeta \|_{2, \Omega}^2.
\]

**Proof** From the definition of $S^E(\cdot, \cdot)$, (6), and Lemma 3.10 with $\ell' = 1$, we have
\[
\sum_{E \in T_h} S^E(\zeta - \Pi_{k,E} I_{k,E} \zeta, \zeta - \Pi_{k,E} I_{k,E} \zeta) \leq \sum_{E \in T_h} h_E \| \| \zeta - \Pi_{k,E} I_{k,E} \zeta \| \|_{0, \Omega}^2
\]
\[
\leq \sum_{E \in T_h} \left( \| \zeta - \Pi_{k,E} I_{k,E} \zeta \|_{1, \Omega}^2 + h_E^2 \| \zeta - \Pi_{k,E} I_{k,E} \zeta \|_{2, \Omega}^2 \right) \leq \max \{ \lambda_S \mu_S^{-2}, 1 \} h^2 \| \zeta \|_{2, \Omega}^2.
\]
This concludes the proof.

**Lemma 3.16** Assume that $u \in H^{\ell+1}(\Omega), 1 \leq \ell' \leq k$. Then there holds
\[
\sum_{E \in T_h} S^E(u_h - \Pi_{k,E} u_h, u_h - \Pi_{k,E} u_h) \leq C(\lambda_S, \mu_S) h^{2\ell} \| u \|_{\ell'+1, \Omega}^2,
\]
where $C(\lambda_S, \mu_S)$ is a positive constant depending on the Lamé coefficients.

**Proof** From triangle inequality, the continuity of $a^E(\cdot, \cdot)$, Theorem 3.1, and (29) we obtain
\[
\sum_{E \in T_h} S^E(u_h - \Pi_{k,E} u_h, u_h - \Pi_{k,E} u_h) = \| u_h - \Pi_{k,h} u_h \|_{h}^2
\]
\[
\leq \| u - u_h \|_{h}^2 + \| u - \Pi_{k,h} u \|_{h}^2 + \| \Pi_{k,h} (u - u_h) \|_{h}^2
\]
\[
\leq (C(\lambda_S, \mu_S)^2 + \max \{ \lambda_S \mu_S^{-2}, 1 \}) h^{2\ell} \| u \|_{\ell'+1, \Omega} + \| \Pi_{k,h} (u - u_h) \|_{h}^2.
\]
On the other hand, from the definition of $\| \cdot \|_{h}$, (7), and Theorem 3.2, we have
\[ \| \Pi_{k,h}(u - u_h) \|_h^2 = \sum_{E \in T_h} a^E(\Pi_{k,E}(u - u_h), \Pi_{k,E}(u - u_h)) \]
\[ \leq \max \{ \lambda_S^3 \mu_S^{-2}, \lambda_S^2 \mu_S^{-1}, \lambda_S, \mu_S \} \sum_{E \in T_h} |u - u_h|_{1,E} \]
\[ \leq C_S(\lambda_S, \mu_S) h^{2 \ell} |u|_{\ell+1,\Omega}^2, \]

where \( C_S(\lambda_S, \mu_S) := \max \{ \lambda_S^3 \mu_S^{-2}, \lambda_S^2 \mu_S^{-1}, \lambda_S, \mu_S \} (K(\lambda_S, \mu_S))^2 \). Hence, replacing this into (33) we obtain
\[ \sum_{E \in T_h} S^E(u_h - \Pi_{k,E}u_h, u_h - \Pi_{k,E}u_h) \leq C(\lambda_S, \mu_S) h^{2 \ell} |u|_{\ell+1,\Omega}^2, \]

where \( C(\lambda_S, \mu_S) := \max \{ C(\lambda_S, \mu_S)^2, C_S(\lambda_S, \mu_S), \max \{ \lambda_S^2 \mu_S^{-2}, 1 \} \} \). This concludes the proof.

The following lemma is adapted from [10, Lemma 4.4], and gives us a consistency result.

**Lemma 3.17** Assuming that \( u \in H^{\ell+1}(\Omega) \) with \( 1 \leq \ell \leq k \). Then, there holds
\[ a(u - u_h, I_{k,h} \zeta) \leq D(\lambda_S, \mu_S) h^{\ell+1} |u|_{\ell+1,\Omega} |\zeta|_{2,\Omega} \quad \forall \zeta \in H^2(\Omega) \cap H^1_0(\Omega), \]

where \( D(\lambda_S, \mu_S) \) is a positive constant depending on the Lamé coefficients.

**Proof** From the linearity of \( a(\cdot, \cdot) \), the definition of \( a_h(\cdot, \cdot) \), Problems 1 and 2, we have
\[ a(u - u_h, I_{k,h} \zeta) = a(u, I_{k,h} u) - \sum_{E \in T_h} a^E(u_h, I_{k,h} \zeta) \]
\[ = F(I_{k,h} \zeta) - F_h(I_{k,h} \zeta) + \sum_{E \in T_h} S^E(u_h - \Pi_{k,E}u_h, I_{k,E} \zeta - \Pi_{k,E} I_{k,E} \zeta) \]
\[ + \sum_{E \in T_h} a^E(\Pi_{k,E}u_h - u_h, I_{k,h} \zeta - \Pi_{k,E} I_{k,E} \zeta). \]

Now, from item (ii) of Lemma 3.14 we have
\[ |F(I_{k,h} \zeta) - F_h(I_{k,h} \zeta)| \leq \max \{ \lambda_S \mu_S^{-1}, 1 \} h^{\ell+1} |u|_{\ell+1,\Omega} |\zeta|_{2,\Omega}. \]

(35)

On the other hand, applying Cauchy Schwarz inequality, and Lemmas 3.15 and 3.16, we obtain
\[ \sum_{E \in T_h} S^E(u_h - \Pi_{k,E}u_h, I_{k,E} \zeta - \Pi_{k,E} I_{k,E} \zeta) \leq C_6(\lambda_S, \mu_S) h^{\ell+1} |u|_{\ell+1,\Omega} |\zeta|_{2,\Omega}, \]

(36)

with \( C_6(\lambda_S, \mu_S) := \max \{ \lambda_S \mu_S^{-1}, 1 \} \sqrt{C(\lambda_S, \mu_S)} \). Finally, invoking the Cauchy Schwarz inequality, Theorems 3.1 and 3.2, and part (ii) of Lemma 3.10 yields to
\[
\sum_{E \in T_h} a^E(\Pi_{k,E} u_h - u_h, I_{k,h} \zeta - \Pi_{k,E} I_{k,h} \zeta)
\leq \max \{ \lambda_S^2, \mu_S^2 \} (|u_h - \Pi_{k,h} u_h|_{1,h}) (|I_{k,h} \zeta - \Pi_{k,h} I_{k,h} \zeta|_{1,h})
\leq \max \{ \lambda_S^2, \mu_S^2 \} (|u_h - u|_{1,\Omega} + |u - \Pi_{k,h} u_h|_{1,h}) (|I_{k,h} \zeta - \zeta|_{1,\Omega} + |\zeta - \Pi_{k,h} I_{k,h} \zeta|_{1,\Omega})
\leq C_7(\lambda_S, \mu_S) h^{\ell+1} |u|_{\ell+1,\Omega} |\zeta|_{2,\Omega}.
\]

(37)

where \( C_7(\lambda_S, \mu_S) := \max \{ \lambda_S^3 \mu_S^{-1}, \lambda_S \mu_S, \lambda_S^2, \mu_S^2 \} \) \max \{ C(\lambda_S, \mu_S), K(\lambda_S, \mu_S) \} . \) Thus, (34), (35), (36) and (37) allows us to conclude

\[
a(u - u_h, I_{k,h} \zeta) \leq \mathcal{D}(\lambda_S, \mu_S) h^{\ell+1} |u|_{\ell+1,\Omega} |\zeta|_{2,\Omega},
\]

with \( \mathcal{D}(\lambda_S, \mu_S) := \max \{ C_S(\lambda_S, \mu_S), C_7(\lambda_S, \mu_S), \max \{ \lambda_S \mu_S^{-1}, 1 \}^2 \} \). This concludes the proof.

The following result is an adaptation of [10, Theorem 4.3] to our case, and gives us an error estimate in \( L^2(\Omega) \) norm.

**Theorem 3.3** Assuming that \( u \in H^{\ell+1}(\Omega), 1 \leq \ell \leq k \), there holds

\[
|u - u_h|_{0,\Omega} \leq \mathcal{R}(\lambda_S, \mu_S) h^{\ell+1} |u|_{\ell+1,\Omega},
\]

where the hidden constant depends on \( \Omega \) and not on \( h \), and \( \mathcal{R}(\lambda_S, \mu_S) \) is a positive constant depending on the Lamé coefficients.

**Proof** Let \( \zeta \in H^1_0(\Omega) \) the solution of

\[
a(v, \zeta) = \int_\Omega v(u - u_h) \quad \forall v \in H^1_0(\Omega).
\]

Then, we have

\[
|u - u_h|^2_{0,\Omega} = a(u - u_h, \zeta) = a(u - u_h, \zeta - I_{k,h} \zeta) + a(u - u_h, I_{k,h} \zeta).
\]

Since we are assuming that \( \Omega \) is convex, and invoking Lemma 2.1, we have the following estimate for the \( H^\ell \) seminorm

\[
|\zeta|_{2,\Omega} \leq |\zeta|_{2,\Omega} \leq C_\Omega |u - u_h|_{0,\Omega}. \quad (38)
\]

Then, from the continuity of \( a(\cdot, \cdot) \), part (ii) of Lemma 3.10, and Theorem 3.2 we obtain

\[
a(u - u_h, \zeta - I_{k,h} \zeta) \leq \max \{ \lambda_S, \mu_S \} |u - u_h|_{1,\Omega} |\zeta - I_{k,h} \zeta|_{1,\Omega}
\leq C_8(\lambda_S, \mu_S) h^{\ell+1} |u|_{\ell+1,\Omega} |\zeta|_{2,\Omega},
\]

where \( C_8(\lambda_S, \mu_S) := \max \{ \lambda_S^2 \mu_S^{-1}, \lambda_S, \mu_S \} K(\lambda_S, \mu_S) . \) Therefore, from (38) and Lemma 3.17 we obtain
\[ \| \mathbf{u} - \mathbf{u}_h \|_{0, \Omega}^2 \lesssim \max \{ C_8(\lambda_S, \mu_S), \mathfrak{D}(\lambda_S, \mu_S) \} h^{\ell+1} |\mathbf{u}|_{\ell+1, \Omega} \| \zeta \|_{2, \Omega} \lesssim \Re(\lambda_S, \mu_S) h^{\ell+1} |\mathbf{u}|_{\ell+1, \Omega} \| \mathbf{u} - \mathbf{u}_h \|_{0, \Omega}, \]

where \( \Re(\lambda_S, \mu_S) := C_\Omega \max \{ \mathfrak{D}(\lambda_S, \mu_S), C_8(\lambda_S, \mu_S) \} \). This concludes the proof. \( \square \)

Finally, we conclude this section with the following result, that gives us an error estimate for \( \Pi^0_{k,h} \mathbf{u}_h \) and \( \Pi_{k,h} \mathbf{u}_h \) in \( \| \cdot \|_{0, \Omega} \) norm. This result is adapted from [10, Theorem 4.4] to our case.

**Theorem 3.4** Assuming that \( \mathbf{u} \in H^{\ell+1}(\Omega), 1 \leq \ell \leq k \), there holds
\[ \| \mathbf{u} - \Pi^0_{k,h} \mathbf{u}_h \|_{0, \Omega} + \| \mathbf{u} - \Pi_{k,h} \mathbf{u}_h \|_{0, \Omega} \lesssim C(\lambda_S, \mu_S) h^{\ell+1} |\mathbf{u}|_{\ell+1, \Omega}, \]
where \( C(\lambda_S, \mu_S) \) is a positive constant depending on the Lamé coefficients.

**Proof** First, using triangular inequality, (14) and Theorem 3.3, we obtain
\[ \| \mathbf{u} - \Pi^0_{k,h} \mathbf{u}_h \|_{0, \Omega} \leq \| \mathbf{u} - \Pi_{k,h} \mathbf{u}_h \|_{0, \Omega} + \| \mathbf{u} - \mathbf{u}_h \|_{0, \Omega} \lesssim \max \{ \Re(\lambda_S, \mu_S), 1 \} h^{\ell+1} |\mathbf{u}|_{\ell+1, \Omega}. \] (39)

On the other hand, applying triangular inequality again, we have
\[ \| \mathbf{u} - \Pi_{k,h} \mathbf{u}_h \|_{0, \Omega} \leq \| \mathbf{u} - \Pi_{k,h} \mathbf{I}_{k,h} \mathbf{u} \|_{0, \Omega} + \| \Pi_{k,h} (\mathbf{I}_{k,h} \mathbf{u} - \mathbf{u}_h) \|_{0, \Omega}. \]

Hence, from Lemma 3.1, (5) and (6), we deduce that
\[ \| \Pi_{k,h} (\mathbf{I}_{k,h} \mathbf{u} - \mathbf{u}_h) \|_{0, \Omega}^2 \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \} \sum_{E \in T_h} \| \mathbf{I}_{k,E} \mathbf{u} - \mathbf{u}_h \|_{k,E}^2 \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \} \left( \| \mathbf{I}_{k,h} \mathbf{u} - \mathbf{u}_h \|_{0, \Omega}^2 \right. \]
\[ \left. + \| \mathbf{u} - \mathbf{u}_h \|_{0, \Omega}^2 + h^2 |\mathbf{I}_{k,h} \mathbf{u} - \mathbf{u}|_{1, \Omega}^2 + h^2 |\mathbf{u} - \mathbf{u}_h|_{1, \Omega} \right). \]

Therefore, we obtain the estimate
\[ \| \Pi_{k,h} (\mathbf{I}_{k,h} \mathbf{u} - \mathbf{u}_h) \|_{0, \Omega} \lesssim \max \{ \lambda_S \mu_S^{-1}, 1 \} \left( \| \mathbf{u} - \mathbf{u}_h \|_{0, \Omega} \right. \]
\[ \left. + \| \mathbf{u} - \mathbf{I}_{k,h} \mathbf{u} \|_{0, \Omega} + h |\mathbf{u} - \mathbf{I}_{k,h} \mathbf{u}|_{1, \Omega} + h |\mathbf{u} - \mathbf{u}_h|_{1, \Omega} \right). \] (40)

Now, from Lemma 3.10 we obtain
\[ \| \mathbf{u} - \mathbf{I}_{k,h} \mathbf{u} \|_{0, \Omega} + h |\mathbf{u} - \mathbf{I}_{k,h} \mathbf{u}|_{1, \Omega} \lesssim \max \{ \lambda_S^2 \mu_S^{-2}, 1 \} h^{\ell+1} |\mathbf{u}|_{\ell+1, \Omega}, \] (41)
and invoking Theorems 3.2 and 3.3, there holds
\[ \| \mathbf{u} - \mathbf{u}_h \|_{0, \Omega} + h |\mathbf{u} - \mathbf{u}_h|_{1, \Omega} \lesssim C_9(\lambda_S, \mu_S) h^{\ell+1} |\mathbf{u}|_{\ell+1, \Omega}, \] (42)
with \( C_9(\lambda_S, \mu_S) := \max \{ \Re(\lambda_S, \mu_S), K(\lambda_S, \mu_S) \} \). Hence, from (40), (41) and (42) we conclude that
\[ \square \]
\[ \| \Pi_{k,h}(I_{k,h}u - u) \|_{0,\Omega} \lesssim C_9(\lambda_S, \mu_S) h^{\ell + 1} |u|_{\ell + 1,\Omega}, \]  

(43)

where \( \tilde{C}_9(\lambda_S, \mu_S) := \max\{\lambda_S^{-1}, 1\} \max\{C_9(\lambda_S, \mu_S), \max\{\lambda_S^2 \mu_S^{-2}, 1\}\} \). Finally, from (1) of Lemma 3.10, we derive

\[ \| u - \Pi_{k,h}I_{k,h}u \|_{0,\Omega} \lesssim \max\{\lambda_S^2 \mu_S^{-2}, 1\} h^{\ell + 1} |u|_{\ell + 1,\Omega}. \]  

(44)

Therefore, from (43) and (44) we obtain

\[ \| u - \Pi_{k,h}u \|_{0,\Omega} \lesssim C_{10}(\lambda_S, \mu_S) h^{\ell + 1} |u|_{\ell + 1,\Omega}, \]  

(45)

with \( C_{10}(\lambda_S, \mu_S) := \max\{\tilde{C}_9(\lambda_S, \mu_S), \max\{\lambda_S^2 \mu_S^{-2}, 1\}\} \). Hence, we conclude from (39) and (45) that

\[ \| u - \Pi_{k,h}^0 u \|_{0,\Omega} + \| u - \Pi_{k,h}u \|_{0,\Omega} \lesssim \mathcal{C}(\lambda_S, \mu_S) h^{\ell + 1} |u|_{\ell + 1,\Omega}, \]

where \( \mathcal{C}(\lambda_S, \mu_S) := \max\{C_{10}(\lambda_S, \mu_S), \max\{\mathcal{R}(\lambda_S, \mu_S), 1\}\} \). This concludes the proof.

\( \square \)

4 Numerical experiments

In the following section we report a series of numerical experiments in which we illustrate the performance of the proposed numerical method. The results have been obtained with a MATLAB code.

To make matters precise, we are interested in the computation of experimental rates of convergence for the load problem, where we measure the error of approximation in the \( L^2 \) and \( H^1 \) norms. Moreover, as we have claimed through our study, the Poisson ratio \( \nu \) is not allowed to be equal to 1/2, since the Lamé coefficient \( \lambda_S \) tends to infinity. Then, we will focus on values of \( \nu \) far enough from 1/2, in order to obtain the desire results, and avoid the locking phenomenon. Let us remark that in all our numerical tests, we have taken as material density \( \rho = 1 \) and Young modulus \( E = 1 \).

4.1 The unit square

We begin with a simple convex domain as the unit square \( \Omega := (0, 1)^2 \). The boundary condition for the forthcoming tests is \( u = 0 \) on the whole boundary \( \partial \Omega \). This configuration for the domain leads to solutions that are smooth enough on \( \Omega \), except for values of \( \nu \), too close to 1/2.

The polygonal meshes that we will consider for our tests are the following:

- \( T_h^1 \): Triangles with small edges.
- \( T_h^2 \): Deformed triangles with middle points.
- \( T_h^3 \): Deformed squares.
- \( T_h^4 \): Voronoi,
and in Fig. 1 we present examples of these meshes.

Let us mention that the particularity that, for some element $E \in \mathcal{T}_h^1$, the vertices are admissible to be very close between them, in order to almost collapse. This characteristic that can be observed in Fig. 2 is the flexibility that the meshes with small edges allows, making a significant improvement from the classically admissible meshes. In Fig. 2, we present the way in which the elements on $\mathcal{T}_h^1$ are constructed: From a triangular mesh, we consider the middle point of each edge of the element $E$ as a new degree of freedom. Then, we move such a point on each edge to a distance $h_e/50$ from one vertex of $E$ and $1 - h_e/50$ from the other where $h_e$ is the length of the edge $e$, resulting a 6 edges polygon.

We remark that each of these meshes have the condition of our interest: the polygons are allowed to consider small edges as is claimed in assumption A1.

We begin by comparing the performance of the proposed method with two different stabilizations $S(\cdot, \cdot)$, in order to observe if there are significant differences when the small edges method is considered.
4.2 The derivative stabilization

The following results have been obtained with the following stabilization term

\[ S(w_h, v_h) = \sum_{E \in \mathcal{T}_h} S_E(w_h, v_h), \quad S_E(w_h, v_h) = h_E \int_{\partial E} \partial_s w_h \cdot \partial_s v_h. \]  

(46)

This stabilization is the one considered in, for instance, [8] for the Laplace source problem and [17] for the Steklov eigenvalue problem. With this stabilization, we perform the computation of the convergence orders for the elasticity problem for different values of the Poisson ratio and hence, different values of the Lamé coefficient \( \lambda_S \). We remark that each load term \( f \) is different for each value of \( \nu \).

In Figs. 3 and 4 we report error curves for our method, where the meshes presented in Fig. 1 have been considered. In these figures, the Poisson ratio takes the values \( \nu \in \{0.35, 0.45, 0.47, 0.49\} \) and we observe that the error of the displacement...
in the $L^2$ norm and the seminorm decay when the mesh is refined. Moreover, this decay of the error occurs with the optimal order, as is expected according to our theory. However, we observe that when $\nu = 0.49$ and $T_h^4$ are considered, the error estimate is not completely optimal. This is expectable since as we have claimed along our paper, when $\nu$ is close to 1/2 the method is unstable. Moreover, $T_h^4$ is not an uniform mesh compared with the rest of the considered meshes, leading to geometrical issues that also may affect the convergence order for a Poisson ratio close to 1/2.

These results allow us to infer that the small edges approach, together with the stabilization term (46), perform an accurate approximation of the solution, independently of the polygonal mesh under consideration.

### 4.3 The classic stabilization

Now our aim is to compare the results obtained with the stabilization defined in (46), with the classic stabilization that we used in the VEM. To make matters precise, the stabilization term for the following tests is given by

$$S(w_h, v_h) = \sum_{E \in T_h} S^E(w_h, v_h), \quad S^E(w_h, v_h) = \sum_{i=1}^{N_E} w_h(V_i)v_h(V_i),$$

which corresponds to the evaluation on the vertices of the polygons.

In what follows, we report error curves for the $L^2$ norm and $H^1$ seminorm when the stabilization (47) is considered. These results have obtained, once again, for $\nu \in \{0.35, 0.45, 0.47, 0.49\}$ and the meshes presented in Fig. 1.

From Figs. 5 and 6 we observe that the error in norm and seminorm behave according to the theory, when the different Poisson ratios are involved in the computation of the solution. This allows us to conclude that our small edges approach for the elasticity equations, works well independent of the stabilization implemented on the computation al codes, reinforcing the idea that the VEM, and particularly the
small edges approach, is a versatile tool that approximates accurately the solutions of the elasticity equations.

Finally in Figs. 7 and 8 we present plots of the magnitude of the displacement, where components of the approximated and exact solutions are presented.

In order to confirm the robustness of the method, we present an additional experiment where we consider a mesh that we denote by $T_{h}$, which consists in the union of three different Voronoi mesh. This mesh has the particularity that, where the meshes are glued, the nodes are sufficiently close each other, appearing polygons with arbitrary small edges. In Fig. 9 we present an example of this mesh.

In Fig. 10, we present the plots of computed error for $T_{h}$ mesh and different values of Poisson ratio, namely $\nu \in \{0.35, 0.45, 0.47, 0.49\}$. Also, we present this experiment considering both stabilization terms (46) and (47).
The results clearly show that the method is strongly precise with this more general mesh and for the Poisson ratios. More precisely, there are no significant differences for these meshes when we compare the results with the ones obtained when $T_{1h}, T_{2h}, T_{3h}$, and $T_{4h}$ are considered. Moreover, the stabilizations (46) and (47) work similarly.

**Fig. 7** First components of the displacement $u_1$. Left: exact solution, right: approximated solution, both computed with $\nu = 0.35$

**Fig. 8** Second components of the displacement $u_2$. Left: exact solution, right: approximated solution, both computed with $\nu = 0.35$
4.4 Nonconvex domain

Now we perform a test that goes beyond the theory that we have developed, which assumes the convexity of the domain $\Omega$ in order to obtain optimal order of convergence for the proposed VEM method. For this test, we consider a nonconvex domain that we call the L-shaped domain as is defined by $\Omega := (0, 2)^2 \setminus [1, 2]^2$. Clearly the geometry of this domain presents a geometrical singularity that leads
A virtual element method for the elasticity problem allowing to approximate a solution for the elasticity problem that is not sufficiently smooth. Hence, the VEM method will be not capable to achieve the optimal order of convergence under this configuration.

The polygonal meshes that we will consider for our tests are the following:

- $T^1_h$: Triangles with small edges.
- $T^2_h$: Deformed triangles with middle points.
- $T^3_h$: Voronoi-squares-deformed squares mixed.
- $T^4_h$: Voronoi.

In Fig. 11 we present examples of these meshes when the L-shaped domain is considered.

For our experiments, we will consider the classic stabilization term (47). In what follows, we report error curves for the $L^2$ norm and
Fig. 12  Plots of computed errors for different polygonal meshes. Left: Poisson ratio $\nu = 0.35$, right: Poisson ratio $\nu = 0.45$, and stabilization (47)

Fig. 13  Plots of computed errors for different polygonal meshes. Left: Poisson ratio $\nu = 0.47$, right: Poisson ratio $\nu = 0.49$, and stabilization (47)

Fig. 14  First components of the displacement $u_1$. Left: exact solution, right: approximated solution, both computed with $\nu = 0.35$
seminorm when the stabilization (47) is considered. These results have obtained for $\nu \in \{0.35, 0.45, 0.47, 0.49\}$ and the meshes presented in Fig. 11 (Figs. 12, 13).

Finally in Figs. 14 and 15 we present plots of the magnitude of the displacement, where components of the approximated and exact solutions are presented.
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