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In this paper, we derive the general solution of the unsteady Stokes equations for an unbounded fluid in spherical polar coordinates, in both time and frequency domains. The solution is an expansion in vector spherical harmonics and given as a sum of a particular solution, proportional to pressure gradient exhibiting power-law spatial dependence, and a solution of vector Helmholtz equation decaying exponentially in far field, the decomposition originally introduced by Lamb. The proposed solution representation resembles the classical Lamb’s decomposition of the steady Stokes equations solution: the series coefficients are projections of radial component, divergence and curl of the boundary velocity on scalar spherical harmonics. The proposed general representation solution can be applied to construct the transient exterior flow induced by an arbitrary velocity distribution at the spherical boundary, such as arising in the squirmer model of a microswimmer. It can also be used to construct solutions for transient flows driven by initial conditions, unbounded flows driven by volume forces or disturbance to the unsteady flow due to a stationary spherical particle. The long-time behavior of solution is controlled by the flow component corresponding to average (or collective) motion of the boundary. This conclusion is illustrated by the study of decay of transversal wave in the presence of a fixed sphere. We further show that the general representation reduces to the well-known solutions for unsteady flow around a sphere undergoing oscillatory rigid-body (translation and rotation) motion. The proposed solution representation provides an explicit form of the velocity potential far from an oscillating body (“generalized” Darcy’s law) and high- and low-frequency expansions. The leading-order high-frequency expansion yields the well-known ideal (inviscid) flow approximation, and the leading-order low-frequency expansion yields the steady Stokes equations. We derive the higher-order corrections to these approximations and discuss d’Alembert paradox. Continuation of the general solution to imaginary frequency yields the general solution of the Brinkman equations describing viscous flow in porous medium.

I. INTRODUCTION

The method of spherical harmonics expansion is a standard method for solving the Laplace equation widely used in the various fields. In this work, we derive a similar expansion for the unsteady Stokes equations describing low-Reynolds-number ($Re < 1$) transient or unsteady flows of incompressible viscous fluid \cite{Lamb1932}. The smallness of $Re$ allows to drop the nonlinear (quadratic) term in the full Navier-Stokes equations yielding the linear unsteady Stokes equations, possessing a general solution. In the present paper we describe the methods of construction of the general solutions of the unsteady Stokes equations and study their properties.

Low-Reynolds-number (viscous) hydrodynamics distinguishes between steady Stokes equations, obtained by dropping all inertia terms (i.e., due to the material derivative of the velocity) in the Navier-Stokes equations, and unsteady Stokes equations obtained by keeping the velocity time-derivative (i.e., the Eulerian acceleration term). The steady Stokes equations read $\eta \nabla^2 \mathbf{v} = \nabla p$, where $\mathbf{v}$ is the incompressible (solenoidal) fluid’s velocity field, $p$ is the pressure distribution and $\eta$ is the dynamic viscosity of the fluid; they contain no explicit time dependence and the quasi-static approximation applies. There are several known representations of the general solution of the steady Stokes equations. The seminal Lamb’s solution \cite{Lamb1932} is a sum of three series, whose terms are composed from solid spherical harmonics (see, e.g., \cite{Lamb1932}). The first series is a particular solution of the Stokes equations due to the source $\nabla p$, and the remaining two series provide a general solenoidal solution of the vector Laplace equation $\nabla^2 \mathbf{v} = 0$ (see \cite{Lamb1932}). Another form of the general solution is given by the so-called adjoint method that uses the expansion of an arbitrary vector field into a complete set of vector functions derived from the spherical harmonics \cite{Lamb1932}. This set is rather similar to vector spherical harmonics (VSH) employed here (see \cite{Lamb1932}), however has somewhat more cumbersome orthogonality relations. Other forms of the general solution of the Stokes equations are the Papkovich-Neuber \cite{Papkovich1911} \cite{Neuber1911} and the Naghdhi-Hsu \cite{Naghdhi1954} \cite{Hsu1955} and the Boussinesq-Galerkin \cite{Boussinesq1880} \cite{Galerkin1928} formulations. Finally, \cite{BorisRubinstein2008} provided a general solution derived from poloidal-toroidal decomposition of incompressible flow \cite{BorisRubinstein2008} \cite{Rubinstein2009} (see also \cite{Rubinstein2010}). Lamb’s decomposition is by far the most useful, see, e.g., \cite{Lamb1932} for numerical implementation for many-particle systems.

In striking contrast to the steady Stokes equations,
the general solutions of the unsteady Stokes equations, given in the frequency domain by $-i\omega \mathbf{v} = \nabla \times \mathbf{v} - \nabla p$, attracted far less attention. Here $\rho$ is the fluid’s density, $\omega$ is the frequency and $i$ is the imaginary unit. The main reason for less attention is that typically the time and convective derivative terms are of the same order of magnitude. The unsteady Stokes equations apply when the flow is periodic and/or has significant time dependence. The general solution for axially symmetric case was provided in \[19\] in terms of the stream-function. For non-axisymmetric flows, there are two known representations of the general solution. One possible decomposition of the solution is similar to that by Lamb for steady Stokes equations. It was reported by Lamb \[4\] and is constructed as a sum of a solution for an oscillating body the flow is potential \[3\]. This property can be demonstrated by using integral representation of the surface where it is generated (alternatively, this property was provided in \[19\]). Another decomposition of the general solution uses the poloidal-toroidal decomposition \[21\]. The former seems more transparent and will be used below.

A main contribution of this paper is derivation of an explicit form of the solution of unsteady Stokes equations, that allows the detailed study of its properties. That solution provides the flow in terms of prescribed velocity distribution on the surface of a sphere. This is equivalent to the general solution of unsteady Stokes equations in the exterior of a given sphere, because any solution can be reduced to a sum of a solution for unbounded fluid and a solution driven by a non-trivial boundary condition on the sphere surface. We use the standard fundamental set of solutions of the vector Helmholtz equation with real-valued coefficients, $-k^2 \mathbf{v} = \nu \nabla^2 \mathbf{v}$, that is provided by the VSH (see, e.g., \[22, 23\]). The radial dependence of the set’s functions is given by spherical Bessel functions. The extension to imaginary coefficient leads to Bessel functions of imaginary argument or modified Bessel functions, which can be reduced to polynomials. The resulting solution of the Helmholtz equation decays exponentially fast away from the origin and is given by the elementary functions. Here we only consider the solution of the exterior problem, or the flow external to a sphere, while the corresponding interior problem was solved in \[24\].

The proposed representation provides some important insights. For example, it is well known that at distances beyond the viscous penetration depth $\delta \approx (2\nu/\omega)^{1/2}$ from an oscillating body the flow is potential \[3\]. This property readily follows from the fact that the vorticity $\zeta \equiv \nabla \times \mathbf{v}$ obeys the vector Helmholtz equation $-i\omega \zeta = \nu \nabla^2 \zeta$, and thus decays exponentially fast away from the object’s surface where it is generated (alternatively, this property can be demonstrated by using integral representation of the flow and properties of the fundamental solution \[22\]).

In our approach, the emergence of the potential flow is an immediate consequence of the exponential decay of solutions of the Helmholtz equation and a simple, yet fundamental connection between the flow and the pressure, $\mathbf{v} \approx -i\omega^{-1} \nabla (p/\rho)$, at distances larger than $\delta$. This result can also be obtained by rewriting the flow equation as $i\omega \mathbf{v} - \rho^{-1} \nabla p = \nu \nabla \times \zeta$ and considering the exponential decay of the right-hand-side (RHS) far from the body. It seems that both representations derived here, $\mathbf{v} \approx -i\omega^{-1} \nabla (p/\rho)$ and the expression for $p$ via the boundary conditions, are missing in the literature. We provide the solution in the time domain via non-trivial memory kernels, more complex than scalar kernels derived previously in the axially symmetric case \[20\]. We demonstrate that the long-term memory is determined by the lowest order terms in the solution series. Thus, the solution obeys universal long-time asymptotic behavior that is determined by the collective velocity of the boundary To illustrate this notion, we provide below the solution for decay of a transversal wave in the presence of a fixed sphere.

The limit of an ideal (or inviscid) flow is a fundamental topic in fluid mechanics \[3, 27\]. In this limit, $\delta$ tends to zero and the above considerations imply that $\mathbf{v} \approx -i\omega^{-1} \nabla (p/\rho)$ holds everywhere, in accord with the ideal flow approximation. Within this approximation, the potential $-i\omega^{-1} p/\rho$ is obtained as the solution of the Laplace equation, whose normal derivative at the surface coincides with the corresponding component of the velocity at the boundary (see, e.g., \[25, 28\]). We are not aware of a rigorous proof of this representation of the potential. We show here that the ideal flow approximation is the leading term of the expansion of the general solution in the viscosity coefficient. The expansion parameter is $\sqrt{\nu}$, rather than $\nu$, indicating that adding viscosity yields a singular perturbation. The dimensionless expansion parameter is $1/\sqrt{Ro}$ where $Ro = a^2 \omega / \nu$ is the Roshko number defined with the radius $a$ of the sphere at which the boundary conditions are prescribed. This asymptotic series can alternatively be considered as the high-frequency expansion.

The Roshko number, $Ro$, provides an estimate for the ratio of the Eulerian time-derivative and viscous terms in the unsteady Stokes equations and can be written as product of the Strouhal number, $Sl = t_s / T$, and Reynolds number, $Re = \nu a / \nu$. Here $t_s = a / \nu$ is the Stokes time with $\nu$ being a characteristic velocity and $T$ is the characteristic time $1/\omega$. If $Ro \ll 1$, then the quasi-static (low-frequency) approximation provided by the Stokes equations applies. We demonstrate below that both the Lamb’s and the adjoint method’s solutions of the Stokes equation can be obtained in the limit $Ro \to 0$. However, we demonstrate that care needs to be exercised when applying the approximation. Corrections to the low-frequency quasi-static approximation are given by a series expansion in $\sqrt{Ro}$. Therefore, similarly to the high-frequency expansion, low-frequency expansion also proves to be singular. Moreover, the expansion is as well non-uniform in space.

We notice that the reduced form of the unsteady Stokes equations in the frequency domain, $\mathbf{v} \approx -i\omega^{-1} \nabla (p/\rho)$, that holds at large distances from the body is remarkably
similar to the Darcy’s law governing the flow through porous medium [29]. In fact, it can be called the generalized Darcy’s law because it constitutes its analytic continuation, as we demonstrate in Sec. X via the general solution of Brinkman equations [29, 30].

We believe that our work is a significant step towards general understanding of the unsteady Stokes equations and several important closely related topics in viscous hydrodynamics. An application to a model for microswimming is considered in Sec. XII while other potential applications are discussed in the Conclusions section.

II. GENERAL SOLUTION OF UNSTEADY STOKES EQUATIONS

In this work, we derive the general solution of unsteady Stokes equations

$$\partial_t \mathbf{v}(t, \mathbf{x}) = -\rho^{-1} \nabla p + \nu \nabla^2 \mathbf{v}, \quad \nabla \cdot \mathbf{v} = 0,$$

in spherical coordinates. We shall study the solution in the exterior of a sphere with radius $a$. The solution for the interior problem was provided in [24]. The exterior and interior problems are quite different due to the presence of the far-field region in the former case.

The equations (1) are dissipative, so we can assume with no loss of generality that the flow vanishes at $|\mathbf{r}| = \infty$. We also assume that the fluid velocity is prescribed at the surface of the sphere at $r = a$, where $r$ is the radial coordinate, and that the fluid is quiescent at infinity, $r \to \infty$.

We shall demonstrate below that the most general formulation in Eqs. (1) can be reduced to the boundary value problem, so that the solution studied here provides the universal description of the unsteady Stokes flow exterior to a spherical boundary.

A. Reduction of a general unsteady flow to the boundary value problem

In this subsection, we shall demonstrate how various unsteady Stokes flows can be reduced to the solution to the boundary value problem. We start from considering solutions of Eqs. (1) generated by prescribed initial data. We assume that at $t = 0$ a given exterior flow at $r > a$ is prescribed, while we are interested in its evolution at $t > 0$. We may assume, with no loss of generality, that on the surface of the sphere the velocity vanishes due to the no-slip (i.e., homogeneous Dirichlet) boundary condition. If there is a flow prescribed on the sphere, then the solution can be constructed as a superposition of the flow generated by the initial conditions with homogeneous Dirichlet boundary conditions on the sphere’s surface, and the flow generated by the nonhomogeneous velocity distribution at the sphere surface.

Thus, we have the problem of the flow decay of the fluid confined between the stationary boundary at $r = a$ and infinity. This problem corresponds to introducing a source proportional to the Dirac $\delta-$function (that describes instantaneous injection of momentum into the fluid) into Eqs. (1)

$$\partial_t \mathbf{v} = -\rho^{-1} \nabla p + \nu \nabla^2 \mathbf{v} + \delta(t)\mathbf{v}_0(\mathbf{x}), \quad \nabla \cdot \mathbf{v} = 0,$$

$$\mathbf{v}(r = a) = 0,$$

where $\mathbf{v}(t < 0) = 0$ and $\mathbf{v}_0(\mathbf{x})$ are the initial conditions. We can construct the solution, as $\mathbf{v}(t, \mathbf{x}) = \mathbf{v}_{\infty}(t, \mathbf{x}) + \mathbf{v}'(t, \mathbf{x})$. Here $\mathbf{v}_{\infty}(t, \mathbf{x})$ is the solution in the unbounded fluid that is well-known from statistical physics near equilibrium, see, e.g., [31]. The remaining component $\mathbf{v}'(t, \mathbf{x})$ solves Eqs. (1) with the boundary conditions $\mathbf{v}'(t, r = a) = -\mathbf{v}_{\infty}(t, r = a)$. Thus the initial problem is reduced to the boundary value problem.

The above reduction can be extended to the case, where the flow is driven by an arbitrary distributed volume force. In this case the $\delta(t)\mathbf{v}_0(\mathbf{x})$-term in the RHS of the unsteady Stokes equations is replaced by an arbitrary time- and space-dependent force field. The solution is obtained as a sum of the corresponding flow in unbounded fluid and the flow generated by the boundary conditions.

Finally the unsteady Stokes flow can be disturbed by a stationary particle. In this case, one can construct the solution as a superposition of the exterior flow and the disturbance flow. The disturbance flow satisfies a boundary value problem, see, e.g., [29].

We shall consider below the decay of the transversal wave in presence of a fixed sphere. In the absence of the sphere the transverse wave is given by $\mathbf{v}_0 = \hat{y} \cos(kx) \exp(-\nu k^2 t)$ and $p = 0$, which solves the unsteady Stokes equations [31]. In the presence of the sphere, the solution satisfies the unsteady Stokes equations with the boundary conditions $\mathbf{v}(t, r \to \infty) = \mathbf{v}_0$ and $\mathbf{v}(r = a) = 0$. Looking for the solution as superposition $\mathbf{v} = \mathbf{v}_0 + \mathbf{v}'$, where $\mathbf{v}'$ vanishes at infinity and satisfies the unsteady Stokes equations with the boundary condition:

$$\mathbf{v}'(r = a) = -\hat{y} \cos(kx) \exp(-\nu k^2 t) H(t),$$

where $H(t)$ is the step function. We will provide the solution to this example in subsection XIV.

To conclude, the solution of the boundary value problem with an arbitrary velocity distribution at $r = a$ can be used to construct the general solution of unsteady exterior Stokes Eqs. (1) for different settings. Thus, in what follows we shall focus on the boundary value problem.

B. Fourier space formulation and dimensionless variables

We use the Fourier-transformed variables, e.g., the velocity

$$\mathbf{v}(\omega, \mathbf{x}) \equiv \int \mathbf{v}(t, \mathbf{x}) e^{-i \omega t} dt,$$

where the same symbol $\mathbf{v}$ is used for variables in time and frequency domains throughout the paper with no
ambiguity. The Fourier-transformed flow equations then read

\[ -i\omega \mathbf{v} = -\rho^{-1} \nabla p + \nu \nabla^2 \mathbf{v}, \ \nabla \cdot \mathbf{v} = 0. \quad (5) \]

Here we used the fact that the flow vanishes at \(|t| = \infty\), which allows integration by parts while Fourier-transforming Eqs. (1).

Below, the study of the above equation is performed assuming \(\omega > 0\). The solution for \(\omega < 0\) can then be obtained by a simple transformation, cf. [3], described in Sec. 11. Once the solution in frequency domain is determined, we can readily obtain the solution in time domain applying the inverse Fourier transform.

\[ \mathbf{v}(t, \mathbf{x}) = \int_{-\infty}^{\infty} \mathbf{v}(\omega, \mathbf{x}) e^{-i\omega t} \, \frac{d\omega}{2\pi}. \quad (6) \]

For given frequency, \(\omega\) the solution can be characterized by the viscous penetration depth, \(\delta = \frac{\sqrt{2\nu}}{\omega}\). It provides the typical attenuation length of vorticity generated at the sphere’s surface into the fluid bulk, see e.g. [3]. The relative importance of the frequency term and the viscosity term in Eqs. (1) is estimated by the dimensionless Rossho number, \(Ro \equiv \frac{a^2 \omega}{\nu}\), see the Introduction. For \(Ro \gtrsim 1\), the unsteady term cannot be neglected.

The limit of Stokes equations holds at \(Ro \to 0\). In the small frequency limit, one could attempt to construct the solution of Eqs. (6) as a perturbation series in \(\nu\). This would lead to divergent integral in the first order correction (although in the presence of infinite boundaries the series does converge [23]). As mentioned in the Introduction, the true expansion parameter at small frequency, similarly to the fundamental solution [1], is \(\sqrt{Ro} \ll 1\), rather than \(Ro \ll 1\).

Dimensionless variables – We define dimensionless variables scaling the velocity with \(v_0\), pressure with \(\eta v_0/\nu\) and distance with \(a\), where \(v_0\) is some characteristic velocity. The dimensionless equations velocity \(\mathbf{u}\) and pressure \(p\) (we use the same letters with no ambiguity) read:

\[ \lambda^2 \mathbf{u} = -\nabla p + \nu^2 \mathbf{u}, \ \nabla \cdot \mathbf{u} = 0; \quad \lambda^2 = -i\nu \frac{2\omega}{\nu}, \quad (7) \]

where \(\lambda = (1-i)\sqrt{Ro/2}\). We seek for the general solution of Eqs. (7) in spherical coordinates. The solution involves arbitrary constants that have to be determined using the prescribed value of \(\mathbf{u}\) at the sphere surface at \(r=1\).

General form of the pressure solution – By taking divergence of the first of Eqs. (7) we can readily see that the pressure is a harmonic function. Therefore, it can be represented as,

\[ p(\omega, \mathbf{x}) = \sum_{lm} c_{lm}(\omega) Y_{lm}(\theta, \phi) \frac{\rho^{l+1}}{\sqrt{4\pi (l+m)!P_l^m}} \exp(i\omega t), \quad (8) \]

where we assumed that it vanishes at infinity; the spherical harmonics \(Y_{lm}(\theta, \phi)\) are defined by

\[ Y_{lm} = \sqrt{\frac{(2l+1)(l-m)!}{4\pi (l+m)!}} \frac{P_l^m}{P_l^m} \cos(\theta) \exp(i\phi), \quad (9) \]

where \(P_l^m\) are the associated Legendre polynomials. We use the multiplicative factor of \(\rho^{l+1}\) in the definition of \(Y_{lm}(\theta, \phi)\), so the following orthogonality relations hold:

\[ \int Y_{lm} Y_{lm'}^* \, d\Omega = \int_0^\pi \sin \theta d\theta \int_0^{2\pi} d\phi Y_{lm} Y_{lm'}^* = \delta_{ll'} \delta_{mm'}. \]

The zero-order term corresponding to \(l = 0\) is omitted in Eq. (8), given that there is no net mass flux at infinity (i.e. there is no mass source or sink). The \(\lambda\)-dependent coefficients \(c_{lm}\) should be determined from given boundary conditions for the velocity, \(\mathbf{u}(r = 1)\).

C. Solution decomposition and its far-field behavior

A particular solution of Eqs. (7) for \(\mathbf{u}\), where \(p\) is considered as a source, is \(-\nabla p/\lambda^2\). This solution was originally introduced by Lamb, see article 353 in [4], however its use was rather limited, cf. [20, 34]. One can readily see that this solution diverges at \(\omega \to 0\) and does not reduce to the analogous Lamb’s particular solution of the Stokes equations (see e.g., [1]). Yet, the use of the particular solution in such form in comparison to others is advantageous, since it provides a straightforward decomposition of \(\mathbf{u}\) into two contributions that possess qualitatively different spatial behavior. The general solution of Eqs. (7) can therefore be constructed as superposition of \(-\nabla p/\lambda^2\) and a solenoidal field \(\mathbf{u}_s\), satisfying the Helmholtz equation [4]

\[ \mathbf{u} = \mathbf{u}_s - \frac{\nabla p}{\lambda^2}, \ \lambda^2 \mathbf{u}_s = \nabla^2 \mathbf{u}_s, \ \nabla \cdot \mathbf{u}_s = 0. \quad (10) \]

Solutions of the Helmholtz equation are known to decay exponentially away from the source with exponent given by the real part of \(\lambda\), (e.g., \(|\mathbf{u}_s| \sim \exp(-\lambda r)\) at large distances \(r\)). Thus, considering the boundary conditions on the sphere as the source, contribution to the far-field solution is negligible at distances \(r - 1\) from the sphere’s surface that are much larger than the dimensionless penetration depth \(\delta/a\) (notice that taking the real part of \(\lambda\) gives \(\Re \lambda = \sqrt{Ro/2} = a/\delta\)). The far-field flow is therefore given by \(\mathbf{u} \approx -\nabla p/\lambda^2\) which is potential and decays as a power law, see Eq. (8). It is quite remarkable that this conclusion can be drawn by inspection, using the above solution decomposition solely.

D. Vector spherical harmonics

To complete the solution of the unsteady Stokes equations, one has to determine the general solution of the vector Helmholtz equation, see Eqs. (8) and (11). This is often achieved by using the vector spherical harmonics (VSH) which generalize the standard (scalar) spherical harmonics [22, 23, 32]. We use the definitions of the
VSH given in [18],

\[ Y_{lm} = \tilde{r} Y_{lm}, \quad \Psi_{lm} = r \nabla \tilde{Y}_{lm} = \tilde{\theta} \partial_{\theta} Y_{lm} + \frac{\partial}{\partial \theta} \frac{Y_{lm}}{\sin \theta}, \]

\[ \Phi_{lm} = r \times \nabla Y_{lm} = -\nabla \times (r Y_{lm}) = \frac{\tilde{\phi}}{\sin \theta} Y_{lm} - \frac{\partial}{\partial \theta} \frac{Y_{lm}}{\sin \theta}, \]  

(11)

where \( \nabla \) is the three-dimensional gradient operator and \( \tilde{r}, \tilde{\theta}, \tilde{\phi} \) are the unit vectors of the spherical coordinate system. For instance, for \( l = 1, m = 0 \) we have:

\[ Y_{10} = \sqrt{\frac{3}{4\pi}} \cos \theta, \quad \Psi_{10} = -\tilde{\theta} \sqrt{\frac{3}{4\pi}} \sin \theta. \]  

(12)

We find that

\[-\nabla \left( \frac{Y_{lm}}{r^{l+1}} \right) = \frac{(l + 1) Y_{lm} - \Psi_{lm}}{r^{l+2}}. \]  

(13)

Thus, the particular solution \(-\nabla p / \lambda^2\) takes the form:

\[-\nabla \frac{p}{\lambda^2} = \sum_{lm} c_{lm} \left( \frac{(l + 1) Y_{lm} - \Psi_{lm}}{\lambda^2 r^{l+2}} \right). \]  

(14)

Any vector field can be represented as a series in VSH [18] and we can write:

\[ u_s = \sum_{lm} \left( c_{lm}^{(r)}(r) Y_{lm} + c_{lm}^{(i)}(r) \Psi_{lm} + c_{lm}^{(2)}(r) \Phi_{lm} \right), \]  

(15)

where \( c_{lm}^{(r)}(r), c_{lm}^{(i)}(r) \) are some functions of the radial variable \( r \) only. The \( l = 0 \)-term is omitted since \( \Psi_{00} \) and \( \Phi_{00} \) vanish identically and \( c_{00}^{(r)} = 0 \) (see below and Appendix A).

### E. General solution in VSH

We determine the solution of the Helmholtz equation for \( u_s \) by using its expansion in terms of VSH in Eq. (15), and solving the resulting system of linear ordinary differential equations for \( c_{lm}^{(r)}(r), c_{lm}^{(i)}(r) \). These \( r \)-dependent coefficients can be written via elementary functions, yielding the general solution (the details are provided in Appendix A):

\[ u_s = \frac{\exp(-\lambda r)}{r} \sqrt{\frac{\pi}{2\lambda}} \sum_{lm} \left[ \sum_{k=0}^{l} \frac{(l + k)!}{k!((l-k)!(2\lambda r)^k} \right. \]

\[ \left. \times \left( \frac{\tilde{c}_{lm}^{(r)} Y_{lm}}{r} + \tilde{c}_{lm}^{(i)} \Psi_{lm} \right) - \tilde{c}_{lm}^{(r)} \frac{\Psi_{lm}}{r^{l+1}} \frac{(l + k)!}{k!(l-k)!(2\lambda r)^k} \right] \]

\[ + \frac{1}{2l} \sum_{k=0}^{l-1} \frac{(l - 1 + k)!}{k!(l - 1 - k)!(2\lambda r)^{k-1}} \]  

(16)

The solution involves two sets of constant coefficients \( \tilde{c}_{lm}^{(r)} \) and \( \tilde{c}_{lm}^{(i)} \) (one out-of-three for vector solutions is not shown due to solenoidality). Defining the polynomials:

\[ P_l(x) = \sum_{k=0}^{l} \frac{x^k(2l-k)!}{k!(l-k)!(2\lambda r)^k} = x^l \sum_{k=0}^{l} \frac{(l+k)!}{k!(l-k)!(2\lambda r)^k}, \]  

(17)

where \( k' = l - k \), it can be readily seen that the solution is given by \( \exp(-\lambda r) \) times a series which looks quite similar to the solution of the Laplace equation, apart from the fact that each \( lm \)-term involves a polynomial \( P_l(\lambda r)/r^l \) in negative integer powers of \( r \) and not just a single power. The polynomial \( P_l(x) \) originates from the modified Bessel functions \( K_{l+1/2}(x) \) encountered in the solution of the Helmholtz equation with imaginary coefficient,

\[ K_{l+1/2}(x) = \sum_{k=0}^{l} \frac{\sqrt{(l+k)!}\exp(-x)}{k!(l-k)!(2x)^{k+1/2}} = \sqrt{\frac{\pi}{2}} e^{-x} P_l(x) x^{l+1/2} \]  

(18)

Thus, elementary solutions of the scalar Helmholtz equation which vanish at infinity are

\[ \chi_{lm}^{\lambda} = -\frac{K_{l+1/2}((\lambda r)Y_{lm}(\theta, \phi))}{\sqrt{r}}; \quad \nabla^2 \chi_{lm}^{\lambda} = \lambda^2 \chi_{lm}^{\lambda}. \]  

(19)

Therefore, we can rewrite Eq. (16) in terms of the modified Bessel functions as

\[ u_s = \sum_{lm} \left( \frac{\tilde{c}_{lm}^{(r)} K_{l+1/2}(\lambda r) Y_{lm}}{r^{3/2}} + \frac{c_{lm} K_{l+1/2}(\lambda r) \Psi_{lm}}{\sqrt{r}} \right) - \frac{\tilde{c}_{lm}^{(r)}}{l(l+1)r} \frac{(lK_{l+1/2}(\lambda r))}{\sqrt{r}} \left( \Psi_{lm} + \lambda r^{1/2} K_{l-1/2}(\lambda r) \right). \]  

(20)

The Bessel functions are also showing in the general solution of the unsteady Stokes equations in the axially symmetric [19] and general [21] cases. The use of \( P_l(x) \) emphasizes that the solution is given in terms of the elementary functions and does not involve fractional powers of \( r \). (We found the relation between modified Bessel functions of half-integer order and Bell polynomials [32] less useful.) The full solution, given by the superposition in Eq. (10) reads

\[ u(\omega, x) = \sum_{lm} \left[ \frac{\tilde{c}_{lm}^{(r)} K_{l+1/2}(\lambda r)}{r^{3/2}} + \frac{(l + 1)c_{lm} K_{l+1/2}(\lambda r) \Psi_{lm}}{\sqrt{r} \lambda^2 r^{l+2}} \right] Y_{lm} \]

\[ + \frac{\tilde{c}_{lm}^{(i)}}{\sqrt{r} \lambda^2 r^{l+2}} \Phi_{lm} - \Psi_{lm} \left\{ \frac{c_{lm} K_{l+1/2}(\lambda r) \Psi_{lm}}{\sqrt{r} \lambda^2 r^{l+2}} + \frac{\tilde{c}_{lm}^{(r)}}{l(l+1)r} \frac{(lK_{l+1/2}(\lambda r))}{\sqrt{r}} \right\}. \]  

(21)

We shall now proceed to calculation of the coefficients.

### F. Coefficients of expansion

The constant coefficients \( c_{lm}, \tilde{c}_{lm}^{(r)} \) and \( \tilde{c}_{lm}^{(i)} \) in Eq. (21) have to be determined from the boundary conditions. We consider the case when these are given by the prescribed velocity at the surface of the unit sphere at \( r = 1 \). We find by projecting the general solution Eq. (21) onto the VSH and using VSH orthogonality relations [6] that these
coefficients satisfy:
\[ \int \mathbf{u} \cdot \mathbf{Y}_{lm}^* d\Omega = \int u_r Y_{lm}^* r d\Omega = \frac{c_{lm}}{\lambda^2} \left[ K_{l+1/2}(\lambda) + \frac{(l+1)c_{lm}}{\lambda^2} \right], \]
\[ \int \mathbf{u} \cdot \Phi_{lm}^* d\Omega = - \frac{c_{lm}}{\lambda^2} \left[ (l+1)K_{l+1/2}(\lambda) \right] \]
\[ c_{lm}(l+1) \]
\[ \int \mathbf{u} \cdot \Phi_{lm}^* d\Omega = (l+1) \bar{c}_{lm} K_{l+1/2}(\lambda), \tag{22} \]
where we used \( \mathbf{u} \cdot \mathbf{Y}_{lm}^* = u_r Y_{lm}^* \) and \( d\Omega \) stands for integration over the solid angle. Multiplying the first of the equations by \( l \) and combining it with the second equation gives
\[ \bar{c}_{lm} = - \frac{l}{l+1} \int u_r Y_{lm}^* r d\Omega + \int \mathbf{u} \cdot \Phi_{lm}^* d\Omega. \tag{23} \]
Next we find:
\[ c_{lm} = \frac{\lambda}{l+1} \int u_r Y_{lm}^* r d\Omega - \frac{\lambda K_{l+1/2}(\lambda)}{l+1} \int \mathbf{u} \cdot \Phi_{lm}^* d\Omega. \tag{24} \]
The simple relationship between the coefficients \( c_{lm} \) and \( \bar{c}_{lm} \) can be readily found:
\[ c_{lm} = \frac{\lambda^2}{l+1} \int u_r Y_{lm}^* r d\Omega - \frac{\lambda K_{l+1/2}(\lambda) \bar{c}_{lm}}{l+1}. \tag{25} \]
Eqs. (22), (24) provide the coefficients of the expansion via projections of the surface velocity onto the VSH. These projections involve vectors, and their direct derivation is cumbersome. The calculations are simplified by using the following identities
\[ \int Y_{lm}^* \nabla_s \cdot \mathbf{u} d\Omega = 2 \int Y_{lm}^* u_r d\Omega - \int \mathbf{u} \cdot \Phi_{lm}^* d\Omega, \]
\[ \int Y_{lm}^* (\nabla \times \mathbf{u})_r d\Omega = - \int \mathbf{u} \cdot \Phi_{lm}^* d\Omega, \tag{26} \]
derived in Appendix [1]. The operator \( \nabla_s \cdot \mathbf{u} \) taken at the sphere surface at \( r = 1 \) is known as surface divergence and can be written as [1]:
\[ \nabla_s \cdot \mathbf{u} = \nabla \cdot \mathbf{u} - \frac{\partial u_r}{\partial r} = 2u_r + \frac{\partial u_\theta}{\sin \theta} + \frac{\partial u_\phi}{\sin \theta} \tag{27} \]
The first of the above representations of the surface divergence involves \( \partial u_r(r = 1) \) which is not readily available from the boundary conditions. This value can be obtained by arbitrary continuation of \( u_r \) to \( r > 1 \), as the result is independent of that continuation, as seen from the second representation in (27). In practical problems, such continuation is often straightforward and therefore the first representation in Eq. (27) is quite useful (see examples below). We notice that the radial component of the curl of the flow \( \nabla \times \mathbf{u} \) is determined uniquely by the given surface velocity \( \mathbf{u} \) at \( r = 1 \). The above formulas allow to find the coefficients of the solution by projecting the scalar functions onto the usual spherical harmonics. We have using Eq. (18) for the coefficients \( c_{lm} \) in Eq. (8) for the pressure
\[ c_{lm} = \frac{(l+2)P_1(\lambda)}{(l+1)P_{l-1}(\lambda)} \int Y_{lm}^* u_r d\Omega \]
\[ - \frac{P_1(\lambda)}{(l+1)P_{l-1}(\lambda)} \int Y_{lm}^* \nabla_s \cdot \mathbf{u} d\Omega. \tag{28} \]
We notice that the ratio \( P_1(\lambda)/P_{l-1}(\lambda) \) fully determines the non-trivial frequency dependence of the prefactor. Eqs. (8), (23) constitute remarkable concise result for the pressure, whose form in the time domain is provided later. Similarly we find
\[ \bar{c}_{lm} = - \frac{1}{l(l+1)K_{l+1/2}(\lambda)} \int Y_{lm}^* (\nabla \times \mathbf{u})_r d\Omega, \tag{29} \]
and
\[ \bar{c}_{lm} = \int Y_{lm}^* \nabla_s \cdot \mathbf{u} d\Omega - (l+2) \int u_r Y_{lm}^* d\Omega \]
\[ \lambda K_{l+1/2}(\lambda) \lambda \tag{30} \]
The above equations for the coefficients show the analogy between the unsteady and steady Stokes equations, as the expansion of Lamb’s solution is determined by the same projections of the surface flow involving \( \mathbf{r} \cdot \nabla_s \) and \( \mathbf{r} \cdot (\nabla \times \mathbf{r}) \).[1]

G. Coefficients of the net motion: \( l = 1 \)

The coefficients with \( l = 1 \) can be expressed via moments of velocity distribution over the sphere boundary. Thus \( \bar{c}_{10} \) and \( \bar{c}_{10} \) can be written in terms of the average boundary linear \( \mathbf{u} \) and angular \( \mathbf{u} \) velocities, defined by
\[ U \equiv \int \frac{u_r d\Omega}{4\pi} \quad \Omega \equiv \int \frac{r \times u d\Omega}{4\pi}. \tag{31} \]
The derivation is somewhat tedious and omitting the technical details the averaged (over the solid angle) velocity components read:
\[ \int u_z d\Omega = \int (u_r \cos \theta - u_\theta \sin \theta) d\Omega = \sqrt{\frac{4\pi}{3}} \int u \cdot (Y_{10} + \Phi_{10}) d\Omega, \]
\[ \int u_x d\Omega = \int d\Omega (u_r \sin \theta \cos \phi + u_\theta \cos \theta \cos \phi - u_\phi \sin \phi) = - \sqrt{\frac{2\pi}{3}} \int u \cdot (Y_{11}^* - Y_{11}^{*-1} + \Phi_{11}^* - \Phi_{11}^{*-1}) d\Omega; \]
\[ \int u_y d\Omega = \int (u_r \sin \theta \sin \phi + u_\theta \cos \theta \sin \phi + u_\phi \cos \phi) d\Omega = - i \sqrt{\frac{2\pi}{3}} \int u \cdot (Y_{11}^* + Y_{11}^{*-1} + \Phi_{11}^* + \Phi_{11}^{*-1}) d\Omega. \tag{32} \]
where we used Eqs. (9), (11) and
\[ Y_{11} = -\sqrt{\frac{3}{8\pi}} \sin \theta \exp (i\phi) = -Y_{1,-1}^* . \] (33)

Similarly, we have by using \( r = 1 \) and the formula for Cartesian unit vectors \((\hat{x}, \hat{y}, \hat{z})\) via \((\hat{r}, \hat{\theta}, \hat{\phi})\) that
\[
\int (r \times u)_z \, d\Omega = \int u \cdot (\hat{z} \times r) \, d\Omega = \int \sin \theta u_\theta d\Omega = -\sqrt{\frac{4\pi}{3}} \int u \cdot \Phi_1^0 d\Omega,
\]
\[
\int (u \times r)_x d\Omega = \int \frac{1}{\rho} \left( u_\phi \cos \theta \cos \phi + u_\theta \sin \phi \right) \, d\Omega
= -\sqrt{\frac{2\pi}{3}} \int u \cdot \left( \Phi_{1,-1}^* - \Phi_{1,-1}^* \right) d\Omega,
\]
\[
\int (r \times u)_y d\Omega = \int u \cdot (\hat{y} \times r) \, d\Omega
= \int (u_\theta \cos \phi - u_\phi \cos \theta \sin \phi) \, d\Omega = i \sqrt{\frac{2\pi}{3}} \int u \cdot \left( \Phi_{11}^* + \Phi_{-1,-1}^* \right) d\Omega. \] (34)

We conclude by using the equations above, the last of Eqs. (22) and Eq. (23) that
\[ c_{10} = -2U e^\lambda \sqrt{\frac{6}{\lambda}}, \quad c_{1,\pm1} = 2(\pm U_x - i U_y) e^\lambda \sqrt{\frac{3}{\lambda}}, \] (35)
\[ \hat{c}_{10} = -\frac{\lambda \Omega_\phi \sqrt{6\lambda}}{1 + \lambda} e^{-\lambda}, \quad \hat{c}_{1,\pm1} = \frac{\lambda (\pm \Omega_\phi - i \Omega_y) \sqrt{3\lambda}}{1 + \lambda} e^{-\lambda}, \]
where we used \( \lambda K_{1/2}(\lambda) = \sqrt{\pi \lambda / 2} e^{-\lambda} \) and \( K_{3/2}(\lambda) = \sqrt{\pi / (2\lambda^3)} (1 + \lambda) e^{-\lambda} \), see Eqs. (17)–(18).

Similarly \( c_{1m} \) can be written in terms of \( U \) and the average radial flow
\[ \bar{U} = \langle u \rangle = \int u \frac{d\Omega}{4\pi}, \quad \bar{u} = u_r \hat{r}. \] (36)

Using Eqs. (26) and (36) we have:
\[ c_{10} = \sqrt{3\pi} \left[ \lambda^2 \hat{U}_z + (1 + \lambda) U_z \right], \] (37)
\[ c_{1,\pm1} = -\frac{3\pi}{2} \left[ \lambda^2 (\pm \hat{U}_x - i \hat{U}_y) + (1 + \lambda) (\pm U_x - i U_y) \right]. \]

The coefficients with \( l = 1 \) correspond to average or “rigid body” motion of the boundary. This notion will be further discussed in Sec. VI.

III. LAMB-TYPE FORM OF THE SOLUTION

In this section, we show that our solution can be written in the form similar to Lamb’s solution [4] of the steady Stokes equations \( \nabla p = \nabla^2 u \). Lamb’s solution could be obtained in a way similar to our approach above. Again, pressure is a harmonic function that for solutions vanishing at infinity can be written as \( p = \sum_{l=1}^{\infty} p_{l-1} \). Here \( p_{l-1} \) are solid spherical harmonics given by linear combination of \( r^{l-1} Y_{lm} \) with \( m \) ranging from \(-l\) to \( l \), see Eq. (8) and [11]. The particular, solenoidal solution of the Stokes equations \( \nabla^2 u_n = \nabla p_n = \alpha_0 \left( r^2 \nabla p_n - 2 n r p_n / (n + 3) \right) \) where \( 2 \alpha_0 (2n + 3)(n + 1) = n + 3 \), see Exercise 4.1 in [11]. The general solution for the steady Stokes flow vanishing at \( r \to \infty \) is then written as
\[ u_{Lamb} = \sum_{l=1}^{\infty} \left( -\frac{(l - 2) n^2 \nabla p_{l-1}}{2l(2l - 1)} + \frac{(l + 1) r p_{l-1}}{l(2l - 1)} \right) + \nabla \Phi_{l-1} + \nabla \times (r \chi_{l-1}) \] (38)

The first two terms involving \( p_{l-1} \) give a particular solution of the Stokes equation \( \nabla^2 u = \nabla p \), while the last two terms provide the general solenoidal solution of the vector Laplace equation \( \nabla^2 u = 0 \) with \( \Phi_{l-1}, \chi_{l-1} \) being solid spherical harmonics, see [11].

**Generalization of Lamb’s solution to non-zero frequency**—A main result of the present work is that the general solution of the unsteady Stokes equations [24] can be written in the form similar to Lamb’s general solution of steady Stokes equations:
\[ u = -\nabla p + e^{\lambda(1-r)} u^H + \nabla \times (r e^{\lambda(1-r)} X), \] (39)
in terms of some vector, \( u^H \), and scalar, \( X \), fields. Similarly to Lamb’s solution, the first term is a particular solution and the last two terms compose the solution of the homogeneous equation, where one of the terms is toroidal i.e. is given by a curl of radial vector field. Notice that this decomposition differs from the decomposition used by Lamb for unsteady Stokes equations.

**Toroidal component**—By using the definition \( \Phi_{lm} = -\nabla \times (r Y_{lm}) \) we can write
\[ \sum_{lm} \tilde{c}_{lm} K_{l+1/2}^r(\lambda r) \Phi_{lm} = \sum_{lm} \tilde{c}_{lm} \nabla \times (r X_{lm}^r), \] (40)
where we used \( X_{lm}^r \) defined in Eq. (14). The last term provides simple generalization of the last term in Lamb’s solution given by Eq. (38) to unsteady Stokes equations. Notice that elementary solutions \( X_{lm}^r \) of the scalar Helmholtz equation generate elementary solenoidal solutions \( \nabla \times (r X_{lm}^r) \) of the vector Helmholtz equation, and therefore, the emergence of the toroidal component in the solution seems natural. Using the identity in Eq. (29), one can rewrite the solution for \( u_s \) in Eq. (20) as
\[ u_s = \nabla \times (r e^{\lambda(1-r)} X) + e^{\lambda(1-r)} u^H, \] (41)
where \( X \) in the toroidal component and \( u^H \) are given,
respectively, by

\[ X \equiv e^{\lambda(r-1)} \sum_{lm} c_{lm} \chi_{lm}, \]

\[ u^H \equiv e^{\lambda(r-1)} \sum_{lm} \frac{c_{lm}^*}{r^{l+2}} \left( K_{l+1/2}(\lambda r) Y_{lm} \right) \left( \frac{(l+1)K_{l+1/2}(\lambda r) + \lambda r K_{l-1/2}(\lambda r)}{l(l+1)} \right). \]  

(42)

The superscript \( H \) refers to the fact that \( e^{\lambda(1-r)} u^H \) represents a solenoidal solution of the vector Helmholtz equation, \( \nabla^2 (e^{\lambda(1-r)} u^H) = \lambda^2 e^{\lambda(1-r)} u^H \). It follows from Eqs. (15) and (20) that \( X \) can be written as

\[ X = \sum_{lm} c_{lm}^* P_l(\lambda) Y_{lm}(\theta, \phi) r^{l+1}. \]  

(43)

where we singled out the frequency dependence in the coefficients so that \( c_{lm}^* \) are frequency-independent:

\[ c_{lm}^* = \frac{1}{l(l+1)} \int r \ Y_{lm}(\nabla \times u)_r d\Omega. \]  

(44)

From the definition of the polynomials in Eq. (14), it follows that at \( \lambda \to 0 \) we have \( P_l(\lambda r)/P_l(\lambda) = 1 \). Therefore, \( X \) is regular in the limit of vanishing \( \lambda \), reproducing Lamb’s toroidal term in Eq. (15) as

\[ \sum_{l=1}^{\infty} \chi_{l-1} = X(\lambda = 0) = \sum_{lm} c_{lm}^* Y_{lm}(\theta, \phi) r^{l+1}. \]  

(45)

Thus, the toroidal contribution in Eq. (11) can be considered as analytic continuation of the corresponding term in Lamb’s solution to finite frequency. This term is associated with oscillatory surface velocity, see the solution for oscillatory rotation of a rigid sphere in Section 3.5.1.

**Recovering Lamb’s solution from the finite-frequency solution** – Opposite to the toroidal term, the first two terms in the RHS of Eq. (39) cannot be obtained from analytic continuation to finite frequency of the corresponding terms in Lamb’s solution in Eq. (38). For instance, the particular solution given by the first term in the RHS of Eq. (39), diverges at \( \lambda \to 0 \). It can be shown, however, that the sum of the first two terms in Eq. (39) does converge to the sum of the first two terms in Eq. (38). Using the above definition of \( u^H \) and Eqs. (8) and (25) for \( p \), gives:

\[ e^{\lambda(1-r)} u^H - \frac{\nabla p}{\lambda^2} = -\nabla \sum_{lm} Y_{lm}(\theta, \phi) \frac{u_r Y_{lm}^* d\Omega}{(l+1)r^{l+1}}, \]

\[ + \sum_{lm} C_{lm}^* \delta(r) \frac{Y_{lm}(\theta, \phi) \hat{r}}{\lambda K_{l+1/2}(\lambda r)} \frac{\nabla Y_{lm}(\theta, \phi) K_{l-1/2}(\lambda r)}{K_{l+1/2}(\lambda r)} \left( \frac{r^{1/2} K_{l-1/2}(\lambda r)}{l(l+1)} \right). \]  

(46)

Here we introduced \( \delta(r) \equiv r^{l+1/2} K_{l+1/2}(\lambda r) - K_{l+1/2}(\lambda r) \) that vanishes at the surface \( r = 1 \), and rescaled coefficients \( C_{lm}^* = c_{lm}^* \lambda K_{l-1/2}(\lambda) \) that by Eq. (20) obey

\[ C_{lm}^* = \int Y_{lm}^* \nabla_s u d\Omega - (l+2) \int u_r Y_{lm}^* d\Omega. \]  

(47)

We consider the zero frequency limit of Eq. (46). The leading terms of the Taylor expansion are

\[ \lambda K_{l+1/2}(\lambda r) P_l(\lambda) = \frac{\exp(\lambda(l-r)) P_l(\lambda)}{r^{l+1/2} P_{l-1}(\lambda)} = \frac{2l-1}{l^{1/2}} \]

\[ + \frac{\lambda^2}{2} \left( \frac{2l-1}{(2l-3)r^{l+1/2}} - \frac{1}{r^{3/2}} \right) + o(\lambda). \]  

(48)

The derivatives of the function in the LHS of the above equation at \( \lambda = 0 \) are obtained by using the identity

\[ \lambda K_{l+1/2}(\lambda r) K_{l-3/2}(\lambda) - \lambda r K_{l-1/2}(\lambda r) K_{l-1/2}(\lambda r), \]

where the subscript \( \lambda \) stands for the partial derivative. This equation can be derived by using the relations for derivatives of the modified Bessel functions. We find that

\[ e^{\lambda(1-r)} u^H - \frac{\nabla p}{\lambda^2} = \sum_{lm} \left( -\nabla Y_{lm}(\theta, \phi) \frac{u_r Y_{lm}^* d\Omega}{(l+1)r^{l+1}} \right) + C_{lm}^* \frac{\hat{r} Y_{lm}}{2r} \left( -\frac{1}{r-2} + \frac{\lambda^2}{2} \left( \frac{2l-1}{(2l-3)r^{l+1/2}} - \frac{1}{r^{3/2}} \right) \right) \]  

(49)

The pressure representation \( p = \sum_{l=1}^{\infty} p_{l-1} \) (valid at any frequency), where \( p_{l-1} = -l^{-1} \sum_{m=-l}^{l} c_{lm} Y_{lm} \), see Eq. (8), gives at \( \lambda = 0 \)

\[ \sum_{l=1}^{\infty} \left( -\frac{l(l+1)r^{l-1}}{2(l-1)} \right) \]

\[ = \sum_{lm} C_{lm}^* \frac{\hat{r} Y_{lm}}{2r} \frac{-l(l+1)r^{l-1}}{2(l+1)}. \]  

(50)

where we used that Eq. (25) gives \( c_{lm} = -(2l-1) C_{lm}^*/(l+1) \). Thus, we conclude that

\[ \lim_{\lambda \to 0} \left( e^{\lambda(1-r)} u^H - \frac{\nabla p}{\lambda^2} \right) = \sum_{l=1}^{\infty} \left( -\frac{l(l+1)r^{l-1}}{2(l-1)} \right) \]

\[ = \sum_{lm} C_{lm}^* \frac{\hat{r} Y_{lm}}{2r} \frac{-l(l+1)r^{l-1}}{2(l+1)}. \]  

(51)

which is the same as Lamb’s solution in Eq. (38); here we introduced:

\[ \Phi_{l-1} = \sum_{m=-l}^{l} Y_{lm}(\theta, \phi) \left( \int u_r Y_{lm}^* d\Omega + C_{lm}^* \frac{\hat{r} Y_{lm}}{2} \right). \]  

(52)

Thus we showed that in the limit of \( \lambda \to 0 \) our solution reproduces the Lamb’s solution given by Eq. (38), with components provided by Eqs. (44)-(55), (47), (50) and (52).

**Difficulties in analytic continuation of Lamb’s solution** – Although we demonstrated that Eq. (39) generalizes Lamb’s solution for a finite frequency, this continuation
is not straightforward. The reason for that is the fact that finite frequency is a singular perturbation of the solution of steady Stokes equations. The solution considered as a function of the frequency $\omega$, is non-analytic at $\omega = 0$, see Sec. [1] Other manifestation of the perturbation’s singularity is that at distances larger than the viscous penetration depth, $\delta$, the finite-frequency and zero-frequency solutions are very different regardless of how small $\lambda$ is. Notice also that, as mentioned above and demonstrated here explicitly, the first term in Eq. (39) possesses a power-law dependence, while the remaining terms decay exponentially with $r$, as both terms, $X$ and $u^H$ decay algebraically with $r$, see Eq. (43) and the equivalent form of $u^H$ given by

\[ u^H = \sum_{lm} C^l_{lm} \left( \frac{\hat{P}_l(\lambda r)}{\lambda^2 P_{l-1}(\lambda)} \right) \left( Y_{lm}(\theta, \phi) \right) \left( -\frac{1}{2} \frac{\partial^2 P_{l-1}(\lambda r)}{\partial r^2} - \frac{1}{P_{l-1}(\lambda)} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial P_{l-1}(\lambda r)}{\partial r} \right) \right) \],

as can be seen from Eqs. (17), (18), (21) and (20). The difference in spatial behavior holds because the pressure at finite frequency yet solves the Laplace equation, while the other two terms in Eq. (39) solve the vector Helmholtz equation. Finally, we notice that gradients of elementary solutions in Eq. (19), $\nabla Y_{lm}$, solve the vector Helmholtz equation, but exhibit finite divergence at nonzero frequency. This is the reason why $u^H$-term cannot be constructed as superposition of $\nabla Y_{lm}$ terms.

IV. SOLUTIONS IN THE TIME DOMAIN

In this Section, we consider solutions in the time domain. Throughout the previous calculations we implicitly assumed $\omega > 0$, cf. [3]. Here, to perform the inverse Fourier transform of the solution one has to consider negative frequencies also. Thus, in this Section $\lambda$ is defined with the absolute value of frequency, $\lambda \equiv (1 - i)d\sqrt{\omega/(2\nu)}$. With this definition, the solution for $\omega < 0$ or, equivalently, $\omega = -|\omega|$ can be obtained by replacing $\lambda$ with its complex conjugate $\lambda^*$ in all formulas of the previous Sections. Indeed, we have then $(\lambda^*)^2 = -\lambda^2$ so that Eqs. (7) holds for $-|\omega|$ replacing $\omega$. We also have that $\text{Re} \lambda^* = \text{Re} \lambda > 0$ so that the conditions of decay at infinity holds (one could also use complex conjugation of the solution itself, which however is less useful below).

The solution, presented in the previous Sections, is determined uniquely by flow values on any spherical boundary. The uniqueness holds also if the values are prescribed on a surface of any other shape. This fact is similar to that for solutions of the Laplace equation where harmonic functions are fully determined by their values on the boundaries and it could also be demonstrated via Green’s type identities. In this work we focus on (Dirichlet) boundary conditions on the sphere whose radius is set to one. It is useful to describe these conditions by using the projection coefficients in time and frequency domains, respectively, defined by

\[ I^t_{lm}(W) = \int_{t=1} u(t, x) \cdot W^*_{lm} d\Omega, \]

\[ I^\omega_{lm}(W) = \int_{t=1} u(\omega, x) \cdot W^*_{lm} d\Omega, \]

where $W$ is an arbitrary vector spherical harmonics, see the definition in Eq. (4). We have from Eqs. (20)

\[ I_{lm}(Y) = \int Y^*_{lm} u_d d\Omega; \quad I_{lm}(\Phi) = -\int Y^*_{lm}(\nabla \times u)_r d\Omega, \]

\[ 2I_{lm}(Y) - I_{lm}(\Psi) = \int Y^*_{lm} \nabla \cdot (u^H \Phi) d\Omega, \]

where we do not write the superscript in Eq. (55) since the relations hold both in $t$ and $\omega$ domains.

The solution in the frequency domain provided in the previous sections furnishes the general form of periodic solutions of the unsteady Stokes equations, as given by the real part of $e^{-i\omega t} \psi(x)$. This is the case of time-periodic $I^\omega_{lm}(W)$. In the case where $I^\omega_{lm}(W)$, defined in Eq. (54), and thus also the flow itself, are general time-dependent functions, the solution in the time domain is obtained by the inverse Fourier transform, see Eq. (4). This leads to quite cumbersome calculations which provide the form of the solution in the time domain described below.

A. The pressure field

The inverse Fourier transform of the pressure field requires transforming the coefficients $c_{lm}(\omega)$, cf. Eq. (8). These coefficients are given by Eq. (28) and can be rewritten via $I_{lm}$ as (here $\omega > 0$)

\[ c_{lm}(\omega) = \frac{\lambda^2 I_{lm}(Y)}{(l+1) P_{l-1}(\lambda)} + \frac{1}{l+1} I^\omega_{lm}(\Psi) + \frac{1}{l+1} I^\omega_{lm}(Y), \]

where we used the first of Eqs. (20) and stressed the frequency dependence of $c_{lm}$. We introduce into the above expression the factor of one in the form of $(-i\omega)/(\epsilon - i\omega)$ where $\epsilon$ is infinitesimal convergence factor introduced in order to have well-defined inverse Fourier transform, see below and cf. [3]. Inverse Fourier transform of Eq. (56) gives by using the definition of $\lambda^2$ and Eq. (8)

\[ p(t, x) = \sum_{lm} \frac{c_{lm}(t) Y_{lm}(\theta, \phi)}{\nu(l+1)}; \quad c_{lm}(t) = \frac{a^2}{\nu(l+1)} \frac{dI^t_{lm}(Y)}{dt} + \int_{t=0}^\infty q_l \left( \frac{\nu(t-t')}{a^2} \right) \frac{d}{dt} \left( I^t_{lm}(Y) + I^\omega_{lm}(\Psi) \right) dt'. \]

where we defined the memory kernel ($\tau \equiv \nu t/a^2$)

\[ q_l(\tau) \equiv -\text{Im} \int_0^\infty \frac{P_l \left( (1 - i) \sqrt{\omega/2} \right) e^{-i\omega \tau} d\omega}{\pi(\omega + i\epsilon)(l+1)P_{l-1} \left( (1 - i) \sqrt{\omega/2} \right)}. \]
We used that \(c_{lm}(-|\omega|)\) are obtained by changing \(\lambda\) with \(\lambda^*\) in \(c_{lm}(|\omega|)\). It is seen that the convergence factor is necessary since \(P_1(0)/P_{-1}(0) = 2l - 1\), see Eq. (17), and at \(\epsilon = 0\) the integral diverges. For \(\tau < 0\) we can close the contour in the upper half plane so that the integral equals that found by introducing \(\omega = i\epsilon\), giving

\[
q_i(\tau) = -\text{Im} \int_0^\infty \frac{P_i(\sqrt{x}) e^{-|\omega|}}{(x+\epsilon)(l+1)P_{l-1}(\sqrt{x})} \frac{dx}{\pi} = 0,
\]

where we used that \(P_l(\sqrt{x})\) is real. The above equation demonstrates that the integral in Eq. (7) is over \(t' < t\) only, obeying the causality demand.

For \(\tau > 0\), we cannot close the contour in the lower half plane at the imaginary axis due to the pole at \(\omega = -i\epsilon\). Thus we rewrite Eq. (58) as

\[
q_i(\tau) = -\text{Im} \int_0^\infty \left[ \frac{P_l((1-i)\sqrt{\omega}/2)}{P_{l-1}((1-i)\sqrt{\omega}/2)} - \frac{P_l(0)}{P_{l-1}(0)} \right] e^{-i\omega t} \frac{d\omega}{\pi\omega(l+1)}
\]

where the last integral obeys

\[
\text{Im} \int_0^\infty \frac{e^{-i\omega t} d\omega}{\omega + i\epsilon} = \frac{1}{\epsilon},
\]

whereas for the first line in Eq. (60) we can transform the contour in the lower half-plane and use \(\omega = -i\epsilon\). We obtain

\[
q_i(\tau) = -\int_0^\infty \text{Im} \frac{P_l((-i\sqrt{x}) e^{-xt}}{(l+1)P_{l-1}(-i\sqrt{x})} \frac{dx}{2\pi i} + \frac{2l-1}{l+1},
\]

where we used \(\text{Im} P_l(i\sqrt{x})/P_{l-1}(i\sqrt{x}) = 0\) at \(x = 0\).

We can also rewrite Eq. (60) by using an infinitesimal parameter \(\delta\) as

\[
q_i(\tau) = 2\int_0^\infty \frac{dx}{\pi(x+\delta)} P_l(\sqrt{x}) e^{-xt} \frac{dx}{\pi(x+\delta) + 1} + \frac{2l-1}{l+1},
\]

that has the form of inverse Laplace transform. Similar form was reported in the study of axially symmetric solutions of unsteady Stokes equations [20], where the Laplace transform was applied instead of the Fourier transform used here. Although this representation is not used here, it shall be exploited later on.

The analysis of \(q_i(\tau)\) below bears much similarity with [20], providing somewhat more details. We first consider \(l = 1\) which is different from the case \(l > 1\). We have, using the definition in Eq. (18), that \(P_l(\lambda) = (1+\lambda)P_0(\lambda)\) and substitution in Eq. (62) gives

\[
q_1(\tau) = \int_0^\infty e^{-\frac{y^2}{2} - \frac{1}{2}} - \frac{1}{2} \text{erfc}(\frac{\sqrt{\tau} a_{k-1}}{2})
\]

It can be readily shown that Eq. (63) produces the same result. The \(l = 1\) component determines the leading order far-field behavior of the pressure

\[
p(t, x) \approx \frac{c_{lm}(t) Y_{lm}(|\theta, \phi|)}{r^2}; \quad r \gg 1,
\]

where from Eq. (67) we have

\[
c_{lm}(t) = \frac{a_l^2 I_{lm}^{(2)}(Y) + I_{lm}^{(2)}(Y)}{2} + \int_{-\infty}^t a(t) \left[ I_{lm}^{(2)}(Y) + I_{lm}^{(2)}(Y) \right] dt'.
\]

This compact formula allows to determine far-field pressure from the boundary conditions. We see from the above equation that the memory kernel is given by the usual Basset history term [1, 2].

We next consider \(l > 1\). Using the recurrence relation \(\lambda K_{l+1/2}(\lambda) - 2(l-1/2)K_{l-1/2}(\lambda) = \lambda K_{l-3/2}(\lambda)\), and the definition in Eq. (18) we find that

\[
\lambda K_{l+1/2}(\lambda) - 2(l-1)K_{l-1/2}(\lambda) = \lambda^2 P_{l-2}(\lambda).
\]

The last ratio in Eq. (67) was studied in [20]. We obtain from Eq. (62) using Eqs. (28) and (67) that

\[
q_i(\tau) = \int_0^\infty \frac{dx}{\pi} \frac{P_{l-1}(-i\sqrt{x}) e^{-xt} P_{l-1}(i\sqrt{x})}{(l+1)\pi}.
\]

We find that \(l\) roots of \(P_l(\lambda)\) are negative, real and simple so that \(P_l(\lambda) = \prod_{k=1}^{l} (\lambda + a_k^l)\) where we designated the roots by \(-a_k^l\) with \(a_k^l > 0\) (these zeros are of course also zeros of \(K_{l+1/2}(\lambda)\), see Eq. (18). This implies that the partial fraction decomposition for the ratio of two polynomials is

\[
P_{l-1}(\lambda)/P_1(\lambda) = \sum_{k=1}^l c_k^l \frac{\lambda + a_k^l}{\prod_{m=1, m \neq k} (\lambda - a_m^l)},
\]

where \(c_k^l\) are real constants, cf. [20]. It therefore follows that

\[
q_i(\tau) = \int_0^\infty \frac{e^{-\frac{y^2}{2} - \frac{1}{2}} - \frac{1}{2} \text{erfc}(\frac{\sqrt{\tau} a_{k-1}}{2})}{2\pi i y^2} \frac{dy}{a_{k-1}^l - i\sqrt{x}} (l+1)\pi
\]

\[
= \sum_{k=1}^{l-1} c_k^l \int_0^\infty e^{-\frac{y^2}{2} - \frac{1}{2}} \frac{dy}{a_{k-1}^l - i\sqrt{x}} (l+1)\pi
\]

The last integral gives

\[
q_i(\tau) = \int_0^\infty \frac{\sum_{k=1}^{l-1} c_k^l - \frac{1}{2}}{(l+1)\sqrt{\tau}} e^{\tau(a_{k-1}^l)^2 - \frac{1}{2}} \text{erfc}(\frac{\sqrt{\tau} a_{k-1}^l})
\]
where \( \text{erfc} \, x = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-t^2} \, dt \) is the complementary error function, cf. the derivation of this kernel in \([13, 26]\).

We have found that the pressure expansion coefficients \( c_{lm}(t) \) with \( l > 1 \) in Eq. \((57)\) are given by

\[
c_{lm}(t) = \frac{a^2 H_{lm}^1(Y)}{\nu(l+1)} + \sum_{k=1}^{l-1} \frac{c_k^l}{l+1} \int_{-\infty}^t \left( I_{lm}^1(Y) + i I_{lm}^r(\Psi) \right) \left[ a \sqrt{\pi \nu(l-t')} - a_k^l \exp \left( \frac{\nu(t-t')(a_k^l)^2}{2a^2} \right) \right] \text{erfc} \left( \frac{\sqrt{\nu(t-t')} a_k^l}{a} \right) \, dt' + \frac{(2l-1)(2I_{lm}^1(Y) + i I_{lm}^r(\Psi))}{l+1}.
\]

(72)

In the limit of steady flow, the terms with \( \dot{I} \) drop. The last term then provides the solution for the steady Stokes flow, considered in more detail in the next section.

Notice that \( q_l(\tau) \) for \( l > 1 \) differs significantly from \( q_l(\tau) \). The asymptotic behavior at small \( \tau \),

\[
q_l(\tau) \sim \frac{\sum_{k=1}^{l-1} c_k^l}{l+1}\frac{l-1}{\sqrt{\pi l(l+1)^{3/2}}} \frac{2l-1}{l+1} \quad \tau \to 0,
\]

(73)

is similar to that for \( l = 1 \). However, the memory decays much faster. By using the asymptotic expansion of \( \text{erfc} \left( \sqrt{7}a_k^l \right) \) for large \( \tau \) we find

\[
q_l(\tau) \sim \frac{1}{2\sqrt{\pi}(l+1)^{3/2}} \frac{l-1}{\sum_{k=1}^{l-1} (a_k^l)^2} \quad \tau \to \infty.
\]

This implies that at large \( t-t' \), the memory kernel in the integral in Eq. \((72)\) follows integrable \((t-t')^{-3/2}\) decay law. This is in contrast with the non-integrable \((t-t')^{-1/2}\) decay for \( l = 1 \). Behavior of \( l = 1 \) and \( l > 1 \) components is qualitatively different and more examples of this will be provided below. It appears that \( l = 1 \) components roughly correspond to average (rigid-body) motion of the boundary, see Sec. VI. For these components different portions of the spherical surface move coherently generating flow with longer memory.

Eqs. \((57), (58), (72)\), providing the general solution for the pressure in terms of the velocity at the boundary, are among the main results of this paper. The expressions are written in terms of the zeros \( a_k^l \) of the modified Bessel function \( K_{l+1/2}(\lambda) \). We are not aware of a general formula for the zeros of the modified Bessel function of arbitrary half-integer order, see e.g. \([46]\). For any given \( l \) the numerical calculation of \( a_k^l \) is straightforward. For instance \( P_l(\lambda) = 1 + \lambda \) gives \( a_1^1 = a_1^1 = 1 \), producing

\[
c_{2m}(t) = \frac{a^2 H_{2m}^1(Y)}{2\nu} + \sum_{k=1}^{l-1} \int_{-\infty}^t \left( I_{2m}^1(Y) + i I_{2m}^r(\Psi) \right) \left[ a \sqrt{\pi \nu(l-t')} - a_k^l \exp \left( \frac{\nu(t-t')(a_k^l)^2}{2a^2} \right) \right] \text{erfc} \left( \frac{\sqrt{\nu(t-t')} a_k^l}{a} \right)
\]

\[
\right) \, dt' + \frac{(2l-1)(2I_{2m}^1(Y) + i I_{2m}^r(\Psi))}{l+1} + 2I_{2m}^1(Y) + i I_{2m}^r(\Psi).
\]

(73)

We believe that finding the explicit closed-form expressions of \( a_k^l \) is possible, however it is beyond the scope of the present paper.

\section{The flow field}

We now consider the flow in the time domain. The solution can be written in the frequency domain via \( F_{lm}^1(w) \) by rewriting \( u \) in Eq. \((21)\) as

\[
u \left( \nu \left( \frac{Y_{lm}(\omega)}{l+1} \right) \right), \quad \text{(74)}
\]

\[
U_{lm}(\omega, x) = \sum_{lm} U_{lm}(\omega, x) - \frac{I_{lm}^r(Y)}{l+1} \, \nabla \left( \frac{Y_{lm}(\nu)}{l+1} \right),
\]

(74)

where we defined \( u_{lm}(\omega, x) \) via

\[
u \left( \nu \left( \frac{Y_{lm}(\omega, r) Y_{lm}(\theta, \phi) + A_{lm}^r(\omega, r) Y_{lm}(\theta, \phi) + A_{lm}^r(\omega, r) \Phi_{lm}(\theta, \phi)}{r(l+1)} \right) \right), \quad \text{(75)}
\]

Here we have introduced the following auxiliary functions of frequency and radial coordinate

\[
u \left( \nu \left( \frac{A_{lm}^1(\omega, r) Y_{lm}(\theta, \phi) + A_{lm}^r(\omega, r) Y_{lm}(\theta, \phi) + A_{lm}^r(\omega, r) \Phi_{lm}(\theta, \phi)}{r(l+1)} \right) \right), \quad \text{(76)}
\]

(76)

with \( A_t(\lambda, r) \) and \( B_t(\lambda, r) \) defined by

\[
u \left( \nu \left( \frac{\sqrt{7}K_{l+1/2}(\lambda r)}{l+1} \right) \right), \quad \text{(77)}
\]

(77)

The domain of definition is \( l \geq 1 \) for \( A_t \) and \( l \geq 0 \) for \( B_t \). We remark that \( A_t(\lambda, 0) = P_l(\lambda)/(\lambda^2 P_{l+1}(\lambda)) \). The above formulas hold at \( \omega > 0 \). As explained in the beginning of the Section, for \( \omega < 0 \) we can still use Eqs. \((73)-(77)\) only instead of \( A_t(\lambda, r) \) and \( B_t(\lambda, r) \) we must use \( A_t(\lambda, r) = A_t^r(\lambda, r) \) and \( B_t^r(\lambda, r) = B_t^r(\lambda, r) \), respectively.

By taking inverse Fourier transform, we find that in the time domain the flow reads

\[
u \left( \nu \left( \frac{u_{lm}(t, x) - \frac{I_{lm}^1(Y)}{l+1} \, \nabla \left( \frac{Y_{lm}(\nu)}{r(l+1)} \right)}{r(l+1)} \right) \right), \quad \text{(78)}
\]

(78)

We have the representation

\[
u \left( \nu \left( \frac{A_t^1(t, r) Y_{lm}(\theta, \phi) + A_t^r(t, r) \Psi_{lm}(\theta, \phi) + A_t^r(t, r) \Phi_{lm}(\theta, \phi)}{r(l+1)} \right) \right), \quad \text{(79)}
\]

(79)

where the functions \( A_t^1(t, r), A_t^r(t, r), \) and \( A_t^r(t, r) \) are defined by

\[
u \left( \nu \left( \frac{F_t(t-t', r) \sqrt{I_{lm}^1(Y)} + i I_{lm}^r(\Psi)}{r(l+1)} \right) \right), \quad \text{(80)}
\]

(80)

\[
u \left( \nu \left( \frac{I_{lm}^r(\Psi) + I_{lm}^r(\Psi)}{r(l+1)} \right) \right), \quad \text{(81)}
\]

(81)

\[
u \left( \nu \left( \frac{A_t^1(t, r) + A_t^r(t, r)}{r(l+1)} \right) \right), \quad \text{(82)}
\]

(82)
with the memory kernels
\[ F_l(t, r) = -\text{Im} \int_0^\infty [A_l(\lambda, 1) - r^l A_l(\lambda, r)]e^{-i\omega t} \frac{d\omega}{(\omega + i\epsilon)\pi} \]
\[ G_l(t, r) = -\text{Im} \int_0^\infty r^l B_l(\lambda, r)e^{-i\omega t} \frac{d\omega}{(\omega + i\epsilon)\pi}. \]  
(81)

We have made the decomposition into derivatives of \( I_{lm} \) and memory kernels as for the pressure above, for similar reasons.

The significance of \( F_l(t, r) \) and \( G_l(t, r) \) can be seen by studying the flow which is created by a sudden boundary flow acting at time \( t_0 \). The boundary flow is fully described via the coefficients \( I_{lm}(W) = \delta(t - t_0)I_{lm}(W) \) where \( W \) is an arbitrary VSH. The use of \( I_{lm}^2(W) \) in Eqs. (80) demonstrates that this impulse boundary velocity creates a flow at time \( t \) on point \( r \), whose \( lm \) component is proportional to \( F_l(t - t_0, r) \) and \( G_l(t - t_0, r) \). Thus, \( F_l \) and \( G_l \) can be called (linear) response functions. Moreover, since the induced flow must vanish at \( t < t_0 \) by causality, then consistency demands that \( G_l(t) \) and \( F_l(t) \) also vanish for \( t < 0 \), similarly as for the pressure above.

C. Inverse Laplace transform

We shall now demonstrate that the kernels \( F_l(t, r) \) and \( G_l(t, r) \) can be written as inverse Laplace transforms which allows us to use the tables for the integrals’ evaluation, cf. [26].

Before analyzing \( F_l(t, r) \) and \( G_l(t, r) \), we notice that these kernels are not independent. By using the definition in Eq. (77) we find that
\[ A_l(1) - r^l A_l(r) = -\int_1^r \frac{d^{l+1/2}K_{l-1/2}(\lambda r')}{\lambda K_{l-1/2}(\lambda)} d\lambda = \int_1^r \frac{r^{l+1/2}K_{l-1/2}(\lambda r')}{K_{l-1/2}(\lambda)} d\lambda = \int_1^r r^l B_{l-1}(\lambda, r')d\lambda. \] 
(82)
where we used the identity \[ -\frac{d}{d\lambda} (r^\nu K_\nu(\lambda r)) = \lambda r^\nu K_{\nu-1}(\lambda r). \] 
(83)
Therefore, it follows that
\[ F_l(t, r) = \int_1^r r^l G_{l-1}(t, r')d\lambda, \] 
(84)
using which one kernel could be deduced from the other.

We introduce the dimensionless kernel \( g_l \)
\[ g_l(\tau, r) = -\text{Im} \int_0^\infty e^{-i\omega r} \frac{r^{l+1/2}K_{l+1/2}(1+i\tau\sqrt{\omega/2})}{(\omega + i\epsilon)\pi K_{l+1/2}(1+i\tau\sqrt{\omega/2})} d\omega \] 
(85)
so that \( G_l(t, r) = g_l(\nu t/a^2, r) \). For \( \tau < 0 \) we can close the contour in the upper half plane so that introducing \( \omega = ix \) we have (cf. the study of the pressure)
\[ g_l = -\text{Im} \int_0^\infty e^{-x^2r} \frac{r^{l+1/2}K_{l+1/2}(r\sqrt{x})}{K_{l+1/2}(\sqrt{x})} \frac{dx}{(x + i\epsilon)\pi} = 0. \] 
(86)
The above equation confirms the causality requirement \( G_l(t < 0) = 0 \), and thus also \( F_l(t < 0) = 0 \), see Eq. (54).

For the study of positive values of \( \tau \), we can rewrite \( g_l(\tau, r) \) in Eq. (85) as an inverse Laplace transform
\[ g_l(\tau, r) = -\int_0^\infty e^{-ix\tau} \frac{r^{l+1/2}K_{l+1/2}(r\sqrt{\tau})}{K_{l+1/2}(\sqrt{\tau})} \frac{d\omega}{(\omega + i\epsilon)\pi} + \int_0^\infty e^{ix\tau} \frac{r^{l+1/2}K_{l+1/2}(r\sqrt{\tau})}{K_{l+1/2}(\sqrt{\tau})} \frac{d\omega}{(\omega + i\epsilon)\pi} + \int_{\delta-i\infty}^{\delta+i\infty} \frac{r^{l+1/2}K_{l+1/2}(r\sqrt{s})}{K_{l+1/2}(\sqrt{s})} \frac{ds}{2\pi is}, \] 
(87)
where in the last line \( \epsilon \) can be set to zero. Similarly we find that for \( t > 0 \)
\[ F_l(t, r) = f_l \left( \frac{\nu t}{a^2}, 1 \right) - f_l \left( \frac{\nu t}{a^2}, r \right), \] 
(88)
where
\[ f_l(\tau, r) = \int_{\delta-i\infty}^{\delta+i\infty} \frac{r^{l+1/2}K_{l+1/2}(r\sqrt{s})}{\sqrt{sK_{l+1/2}(\sqrt{s})}} e^{is} \frac{ds}{2\pi is}. \] 
(89)
It is readily seen from Eqs. (54) and (88) that
\[ -\partial_r f_l(\tau, r) = r g_{l-1}(\tau, r), \] 
(90)
that can be also proved directly from definitions in Eqs. (87), (88) by using Eq. (89).

There are two separate cases for \( l = 1 \) and \( l > 1 \).

D. The longest memory: \( l = 1 \)

As was for the pressure, the case of \( l = 1 \) stands out, We have
\[ g_0 = \int_{\epsilon-i\infty}^{\epsilon+i\infty} e^{\sqrt{\tau}(1-\epsilon)s} \frac{ds}{2\pi is} = \text{erfc} \left( \frac{r - 1}{2\sqrt{\tau}} \right), \] 
(91)
where we used an integral from [17]. Thus, the kernel \( G_0(t, r) = g_0(\nu t/a^2, r) \) might seem to have no memory decay, as according to the above equation it tends to 1 at \( t \to \infty \). To demonstrate the decay of memory, we rewrite \( A_{lm}^\Psi \) in Eq. (80) as
\[ A_{lm}^\Psi(t, r) = \frac{A_{lm}^1(t, r)}{2} + \frac{I_{lm}(\Psi) + I_{lm}(Y)}{2r} \left( \int_{0}^{t} dt \left[ \frac{I_{lm}(\Psi) + I_{lm}(Y)}{2r} \frac{ds}{2\sqrt{s(t - t')}} \right] \right), \] 
(92)
where \( \text{erfc} (x) \equiv 1 - \text{erfc} (x) \) is the regular error function and where we assumed that \( I_{lm} \) vanishes at \( t = -\infty \).
Written in this form, it can be seen that the memory decays at long times according to
\[
\text{erf} \left( \frac{a(r-1)}{2\sqrt{\nu(t-t')}} \right) \simeq \frac{a(r-1)}{\sqrt{\pi\nu(t-t')}} \ll 1, \quad (93)
\]
which is the scaling of the standard Basset memory term. Notice that at short times the above erf kernel equals to 1 with exponential accuracy.

We next consider the kernel \( F_1 \). From Eq. (39) by using the formulae for \( K_{1/2}(x) \) and \( K_{3/2}(x) \) we have [47]:
\[
f_1 = \int_{-\infty}^{t-\infty} \left( \frac{1}{\sqrt{s}} + \frac{1}{r^2} \right) e^{\sqrt{s}(1-r)+\pi\nu r^2} \frac{ds}{2\pi is} \quad (94)
\]
\[
= 2^{\frac{3}{2}} - \frac{2\tau - r^2 + 1}{2} + \text{erf} \left( \frac{r-1}{\sqrt{2\nu}} \right) + (r+1) \sqrt{\frac{\pi}{\tau}} e^{-\frac{2\tau - r^2 + 1}{4\nu}}, \quad (95)
\]
It is readily seen that \( \partial_r f_1 = -rg_0 \) is in accord with Eq. (40). We can write using Eqs. (39) and (48) that
\[
F_1(t, r) = \frac{r^2 - 1}{2} + \tilde{F}_1 \left( \frac{\nu t}{a^2}, r \right), \quad (96)
\]
where \( \tilde{F}_1 \) is defined by
\[
\tilde{F}_1(\tau, r) \equiv (1-r) - \frac{\sqrt{\pi}}{2} \frac{2\tau - r^2 + 1}{2} \text{erf} \left( \frac{r-1}{\sqrt{2\nu}} \right) \quad (97)
\]
vanishes at large times as
\[
\tilde{F}_1(\tau, r) \sim -\frac{(r-1)^2(2\tau + 1)}{6\sqrt{\pi}} + O \left( \frac{1}{\tau^{3/2}} \right). \quad (98)
\]
Then for \( A_{1m}^Y(t, r) \) in Eq. (50) that gives
\[
A_{1m}^Y(t, r) = \frac{r^2 - 1}{2} \left[ I_{1m}^Y(\Psi) + I_{1m}^Y(Y) \right] \quad (99)
\]
\[
+ \frac{1}{\nu \tau} \int_{-\infty}^{t} \tilde{F}_1(\frac{nu(t-t')}{a^2}, r) \left[ I_{1m}^Y(\Psi) + I_{1m}^Y(Y) \right] dt', \quad (100)
\]
demonstrating that at long times the memory decays as the Basset memory term.

We consider the remaining component \( A_{1m}^Y(t, r) \) that is determined by \( g_1(\tau, r) \), see the last of Eqs. (50). We have from Eq. (57) that
\[
g_1(\tau, r) = \int_{-\infty}^{t} \int_{-\infty}^{t} e^{\sqrt{\pi}(1-r)+\pi\nu r^2} \frac{ds}{2\pi is} \quad (101)
\]
\[
= \int_{-\infty}^{t} e^{\sqrt{\pi}(1-r)+\pi\nu} \left( \frac{1}{2\sqrt{\nu}} + \frac{r-1}{\sqrt{\nu}} + \frac{r-1}{\sqrt{\nu}} \right) \frac{ds}{2\pi i}. \quad (102)
\]
These transforms can be readily evaluated [47]:
\[
g_1 = \text{erf} \left( \frac{r-1}{\sqrt{2\nu}} \right) + (r-1)e^{r-1+\tau} \text{erf} \left( \frac{r-1}{2\sqrt{\tau}} + \sqrt{\tau} \right) \quad (103)
\]
Similiarly to Eqs. (41)-(47) we can write from Eq. (102) that
\[
G_1(\tau, r) = 1 + \tilde{G}_1 \left( \frac{\nu t}{a^2}, r \right), \quad (104)
\]
where \( \tilde{G}_1 \) which is defined by
\[
\tilde{G}_1 \equiv (r-1)e^{r-1+\tau} \text{erf} \left( \frac{r-1}{2\sqrt{\tau}} + \sqrt{\tau} \right) - \text{erf} \left( \frac{r-1}{2\sqrt{\tau}} \right) \quad (105)
\]
vanishes at long times as
\[
\tilde{G}_1(\tau, r) \sim -\frac{r^3 - 1}{6\sqrt{\tau}} + O \left( \frac{1}{\tau^{5/2}} \right). \quad (106)
\]
By using the above in the last of Eqs. (50) we find:
\[
A_{1m}^Y(t, r) = \frac{I_{1m}^Y(\Psi) + I_{1m}^Y(Y)}{2} \text{erf} \left( \frac{r-1}{2\sqrt{\nu(t-t')}} \right) \quad (107)
\]
It follows from Eq. (105) that the memory of this component decays faster than of the Basset memory term, according to integrable \( \tau^{-3/2} \) law.

Equations (32), (60), (98) and (107) fully determine the solution for \( l = 1 \). The limit of steady Stokes flow is obtained by setting \( l = 0 \), see the next section.

We next consider the solution in the limit of large distances. It can be deduced from Eq. (60) by using the large argument asymptotic form of erf(\( x \)) that
\[
A_{1m}^Y(t, r) + \frac{A_{1m}^Y(t, r)}{2} \quad (108)
\]
\[
= \int_{-\infty}^{t} \left[ I_{1m}^Y(\Psi) + I_{1m}^Y(Y) \right] dt' \text{erf} \left( \frac{r-1}{2\sqrt{\nu(t-t')}} \right) \quad (109)
\]
\[
= \int_{-\infty}^{t} \left[ I_{1m}^Y(\Psi) + I_{1m}^Y(Y) \right] dt' \sqrt{\frac{\nu(t-t')}{2\nu(t-t')}} \exp \left( -\frac{a^2(r-1)^2}{4\nu(t-t')} \right). \quad (110)
\]
where \( a^2(r-1)^2 > \nu t_c \) with \( t_c \) being a characteristic time scale given by the largest difference \( t - t' \) which significantly contributes to the integral (the integral is assumed to be convergent at long times). The time \( t_c \) can be the time since the flow was originated by the boundaries, if the flow at the boundary vanishes after some time, or simply characteristic convergence time of the integral. The first term in the last line in (110) describes diffusive decay of momentum away from the particle, see also below. We conclude that at large distances \( A_{1m}^Y(t, r) = -A_{1m}^Y(t, r)/2 \) holds with exponential accuracy.

It can be seen from Eq. (41) that \( f_1(\tau, r) \) vanishes at large distances as a Gaussian. Thus, with exponential accuracy we have from Eqs. (88), (94) that \( F_1(t, r) \) has no spatial dependence at \( r \to \infty \)
\[
F_1(t, r) \approx f_1 \left( \frac{\nu t}{a^2}, 1 \right) = \frac{\nu t}{a^2} + \frac{2}{a} \sqrt{\frac{\nu t}{\pi}}. \quad (111)
\]
By using the above in the first of Eqs. (50), we find that the leading-order behavior at large distances \( r-1 \gg \sqrt{\nu t_c/a^2} \) is given by
\[
A_{1m}^Y(t, r) = A_{1m}^Y(t, r) - A_{1m}^Y(t, r) \quad (112)
\]

\[
A_{1m}^Y(t, r) = \frac{a_{1m}(t)}{r^3}, \quad A_{1m}^Y(t, r) = -\frac{A_{1m}^Y(t, r)}{2}, \quad (113)
\]
where we used Eq. (105) and $a_1(t)$ given by

$$a_1(t) \equiv \int_{-\infty}^{t} \left( \frac{\sqrt{\nu}}{\sqrt{\pi}(t-t')} + \frac{\nu}{a^2} \right) (I_1'(\Psi) + I_1''(\Psi)) dt.$$  

(108)

The exponential decay of $A_{1m}(t, r)$ at large distances, that is seen readily from the corresponding decay of $g_l$ in Eq. (100), implies that the only appreciable contribution to the flow is due to components in Eq. (107). We find that the solution for $U_{1m}(t, x)$ in Eq. (74) at $r - 1 \gg \sqrt{\nu t_c/a^2}$ can be written as

$$U_{1m}(t, x) = - \left[ a_{1m}(t) + I_1'(\Psi) \right] \nabla \left( \frac{Y_m(a^2)}{2} \right),$$  

(109)

where we used Eq. (13). The significance of this result becomes clearer by noticing that the above equation implies that at large distances,

$$\frac{a^2}{\nu} \partial_t U_{1m} = \nabla \left( \frac{Y_m}{r^2} \right) \int_{-\infty}^{t} \frac{a(I_1'(\Psi) + I_1''(\Psi))}{2\sqrt{\nu \pi}(t-t')} dt' + \frac{I_1'(\Psi) + I_1''(\Psi)}{2}$$  

$$+ \frac{a^2}{2\nu} I_1(\Psi) + \frac{a^2}{2\nu} I_1'(\Psi) = \nabla p_{1m},$$  

(110)

where we used Eq. (96) and defined $p_{1m} = c_{1m}(t)Y_m(\theta, \phi)/r^{l+1}$, see Eq. (8). Therefore, at large distances the $l = 1$ component of the flow satisfies the generalized Darcy law given by (in dimensional variables):

$$\partial_t \mathbf{v} = - \frac{\nabla p}{\rho}, \quad \nabla \cdot \mathbf{v} = 0 \quad \text{at} \quad \frac{(r-a)^2}{\nu t_c} \gg 1.$$  

(111)

The main content introduced by the form of the law in the time domain (which of course is the inverse Fourier transform of the form in the frequency domain) is that it gives its validity condition via $t_c$. We shall demonstrate below that Eq. (111) holds also for other components of the flow.

E. The case of $l > 1$

We now consider the case of $l > 1$. Using Eq. (88) we can rewrite $g_l(t, r)$ as

$$g_l(t, r) = \int_{-\infty}^{+\infty} P_l(r \sqrt{s}) e^{\sqrt{s}(r-1) + \nu \sqrt{s} t_c} ds, \quad 2\pi i s,$$  

(112)

We use partial fraction decomposition

$$\frac{P_l(x)}{x^2 P_l(x)} = 1 + \frac{r-1}{x} + \sum_{k=1}^{l} \frac{P_l((r-a_k^2)/2)}{(a_k^2)^2 P_l'(-a_k^2)(x+a_k^2)} ,$$  

(113)

which relied on the following relations

$$\lim_{x \to +0} \frac{P_l((r-a_k^2)/2)}{x P_l(x)} = r-1, \quad P_l(0) = P_l'(0) = (2l - 1)!!,$$

where $(2l - 1)!! \equiv (2l)!! 2^{l-1}/l$ is the double factorial, and where we applied Eq. (17) and the L’Hopital’s rule. We find using Eq. (113) with $x = \sqrt{s}$ in Eq. (112) that

$$g_l(t, r) = \text{erfc} \left( \frac{r-1}{2\sqrt{\nu t_c}} \right) + \frac{r-1}{\sqrt{\pi t_c}} \exp \left( -\frac{(r-1)^2}{4\tau} \right)$$

$$+ \sum_{k=1}^{l} C_k^l(r) \int_{-\infty}^{+\infty} \frac{e^{-\sqrt{s} + \nu \sqrt{s} t_c}}{\sqrt{s} + a_k^2} ds,$$  

(114)

where we used (47) and introduced

$$C_k^l(r) = \frac{P_l((r-a_k^2)/2)}{(a_k^2)^2 P_l'(-a_k^2)}.$$  

(115)

Eq. (114) can be further simplified to (47):

$$g_l(t, r) = \text{erfc} \left( \frac{r-1}{2\sqrt{\nu t_c}} \right) + \frac{r-1}{\sqrt{\pi t_c}} \exp \left( -\frac{(r-1)^2}{4\tau} \right)$$

$$+ \sum_{k=1}^{l} C_k^l(r) \exp \left( -\frac{(r-1)^2}{4\tau} \right) - \sum_{k=1}^{l} a_k^2 C_k^l(r) \exp \left( a_k^2 (r-1) + \tau (a_k^2) \right) \text{erfc} \left( \frac{r-1 + 2a_k^2 \tau}{2\sqrt{\nu t_c}} \right).$$  

(116)

Thus we found the kernel $G_l(t, r)$ that equals $g_l(\nu t_c/a^2, r)$. By comparing the above with Eq. (100), one can see that the result is also valid for $l = 1$ (where $a_k^2 = 1$ and $C_1^1(r) = 1 - r$, see Eq. (115)).

The calculation of $F_l(t, r)$, or $f_1(\tau, r)$ in Eq. (88), is rather cumbersome and is provided in Appendix C. For the case of $l = 2$, which differs from $l > 2$, we have

$$f_2(t, r) = \left( 3\tau - 3r^2 \right) \text{erfc} \left( \frac{r-1}{2\sqrt{\nu t_c}} \right)$$

$$+ \frac{3(r-1)\sqrt{\nu t_c}}{\sqrt{\pi}} \exp \left( -\frac{(r-1)^2}{4\tau} \right)$$

$$- (r^2 - 3r + 3)e^{-\tau} \text{erfc} \left( \frac{r-1}{2\sqrt{\nu t_c}} + \sqrt{\nu t_c} \right).$$  

(117)

Differentiation of $f_2$ reproduces $\partial_t f_2 = -r g_1$, cf. Eq. (88), with $g_1$ given by Eq. (100). The kernel $F_2(t, r)$ is found from Eq. (117) by using Eq. (88). The calculation of $f_1(\tau, r)$ with $l > 2$, given in Appendix C, gives

$$f_1(\tau, r) = \left[ (2l-1) \tau - r^2 + \frac{2l-1}{2(2l-3)} \right] \text{erfc} \left( \frac{r-1}{2\sqrt{\nu t_c}} \right)$$

$$+ \frac{1}{\sqrt{\pi t_c}} \exp \left( -\frac{(r-1)^2}{4\tau} \right) \left[ (2l-1) (r-1) \tau + r^2 (l-2) \right]$$

$$- r^2 (l-1) + \frac{r (l-1) (2l-1)}{2l-3} - \frac{l (2l-1)}{3(2l-3)}$$

$$- \sum_{k=1}^{l-1} a_k^2 \text{erfc} \left( \frac{r-1}{2\sqrt{\nu t_c}} + \sqrt{\nu t_c} \right) \exp \left( -\frac{(r-1)^2}{4\tau} \right)$$

$$- a_k^2 \exp \left( a_k^2 (r-1) + (a_k^2)^2 \tau \right) \text{erfc} \left( \frac{r-1 + 2a_k^2 \tau}{2\sqrt{\nu t_c}} \right).$$  

(118)
Substitution of \( r = 1 \) in the above equation yields:
\[
 f_l(\tau, 1) = (2l-1)\tau + \frac{1}{2l-3} \tag{119}
\]
\[- \sum_{k=1}^{l-1} P_l(-a_k^{-1}) \text{erfc} \left( a_k^{-1} \sqrt{\tau} \right) \frac{1}{(a_k^{-1})^3} P_{l-1}'(-a_k^{-1}) \tag{120},
\]
where we used the identity
\[
 \sum_{k=1}^{l-1} \frac{P_l(-a_k^{-1})}{(a_k^{-1})^3} P_{l-1}'(-a_k^{-1}) = 0.
\]
derived in Appendix C. Using Eq. (88) and the last two equations gives \( F_l(t, r) \) for \( l > 2 \). The above formulae for \( f_l(\tau, r) \) with \( l > 1 \) and Eq. (95) imply that for all \( l \geq 1 \) we have the representation
\[
 F_l(t, r) = \frac{r^2-1}{2} + \tilde{F}_l \left( \frac{\nu t}{a^2}, r \right),
\]
with \( \tilde{F}_l \) vanishing at large times.

F. Memory and universal long-time decay

We are interested to investigate the memory decay of the obtained solution. From Eq. (110) it follows at large \( \tau \) \( \hat{g}_l(\tau, r) \) obeys
\[
 \hat{g}_l \sim 1 - \left( \frac{r-1)^3}{6\sqrt{\pi \tau}} + \frac{C_l}{4(a_l^2) \sqrt{\pi \tau}} + o \left( \frac{1}{\sqrt{\tau}} \right) \tag{122}
\]
Thus, corrections to the leading order constant term are of order \( \tau^{-3/2} \). Similarly to pressure, all memory kernels involving \( G_l(t, r) \) with \( l > 1 \) decay according to the integrable \( \tau^{-3/2} \) law rather than the non-integrable decay \( \tau^{-1/2} \) holding for \( l = 0 \). This, for \( A^\Psi_{lm}(t, r) \) in the last of Eqs. (80) we have for any \( l \) (including \( l = 1 \), see Eq. (103)) that
\[
 A^\Psi_{lm} = \frac{I^0_l(\Phi)}{r^{l+1}l(l+1)} + \int_{-\infty}^{t} \hat{g}_l \left( \frac{\nu(t-t')}{a^2}, r \right) \frac{I^0_l(\Phi)}{r^{l+1}l(l+1)} dt' \tag{123},
\]
where the kernel \( \hat{g}_l \equiv g_l - 1 \) in the last integral decays as \( (t-t')^{-3/2} \) at large \( t-t' \). This leads to a non-trivial conclusion that the toroidal component of the flow \( u_{tor}(t, x) \) has faster decaying memory than the rest of the flow components. The toroidal component in the time domain is given by \( u_{tor}(t, x) = \sum_{lm} A^\Psi_{lm}(t, r) \Phi_{lm}(\theta, \phi), \) cf. Eqs. (75)-(79) and Sec. III. We have using \( \Phi_{lm} = -\nabla \times (r Y_{lm}) \) and Eq. (123) that
\[
 u_{tor}(t, x) = -\sum_{lm} \nabla \times \left( r Y_{lm}(\theta, \phi) A^\Psi_{lm}(t, r) \right) \tag{124}
\]
\[- \sum_{lm} \nabla \times \left( \frac{I^0_l(\Phi)r Y_{lm}(\theta, \phi)}{r^{l+1}l(l+1)} \right) \tag{125}
\]
\[- \sum_{lm} \nabla \times \left( r Y_{lm}(\theta, \phi) \int_{-\infty}^{t} \hat{g}_l \left( \frac{\nu(t-t')}{a^2}, r \right) \frac{I^0_l(\Phi)}{r^{l+1}l(l+1)} dt' \right) \tag{126}
\]
Let us now consider other kernels in Eqs. (80). The long-time asymptotic form of \( f_2(\tau, r) \) is found from Eq. (117) as
\[
 f_2(\tau, r) = 3\tau + \frac{3 - r^2}{2} - \frac{1}{\sqrt{\pi \tau}} + o \left( \frac{1}{\tau^{3/2}} \right) \tag{127}
\]
Similarly, the long-time asymptotic form of \( f_1(\tau, r) \) is derived by a cumbersome expansion of Eq. (118) that yields
\[
 f_1(\tau, r) = (2l-1)\tau - \frac{r^2}{2} + \frac{2l-1}{2(2l-3)} + O \left( \frac{1}{\tau^{3/2}} \right) \tag{128}
\]
The last two equations and properties of \( F_1 \), see Eq. (97), imply that \( F_l \) defined in Eq. (121) obeys at long times
\[
 \tilde{F}_1 \left( \frac{\nu t}{a^2}, r \right) = o \left( \frac{1}{\tau^{1/2}} \right); \quad \tilde{F}_l \left( \frac{\nu t}{a^2}, r \right) = o \left( \frac{1}{\tau^{1/2}} \right),
\]
where \( l > 1 \). The function \( A^Y_{lm}(t, r) \) in Eq. (80) reads
\[
 A^Y_{lm}(t, r) = \frac{(r^2-1)[I^0_l(\Phi) + l I^0_l(Y)]}{2r^{l+2}} \tag{129}
\]
\[+ \frac{1}{r^{l+2}} \int_{-\infty}^{t} \tilde{F}_l \left( \frac{\nu(t-t')}{a^2}, r \right) \left[ I^0_l(\Phi) + l I^0_l(Y) \right] dt',
\]
and thus generalizes Eq. (85) to any \( l \). It follows from Eq. (127) that the memory for \( l > 1 \) decays as \( t^{-3/2} \), i.e., faster than \( t^{-1/2} \) corresponding to \( l = 1 \). Finally, the last of \( A^{\Phi}_{lm} \) coefficients in Eqs. (80) is given by
\[
 A^\Phi_{lm}(t, r) = \frac{I^0_l(\Phi) + l I^0_l(Y)}{r^{l+1}l(l+1)} - \frac{A^Y_{lm}(t, r)}{l + 1}
\]
\[+ \int_{-\infty}^{t} \tilde{g}_l \left( \frac{\nu(t-t')}{a^2}, r \right) \left[ I^0_l(\Phi) + l I^0_l(Y) \right] dt',
\]
\[
\int_{-\infty}^{t} \tilde{g}_l \left( \frac{\nu(t-t')}{a^2}, r \right) \left[ I^0_l(\Phi) + l I^0_l(Y) \right] dt' \tag{129}
\]
It is seen that the memory for these coefficients, similarly to \( A^Y_{lm}(t, r) \) decays at \( t^{-3/2} \) for \( l > 1 \) and \( t^{-1/2} \) for \( l = 1 \). The derived expressions for the flow in the time domain are one of the main results of this work. They demonstrate explicitly how the flow propagates from the surface where it was generated by the boundary conditions, into the fluid bulk. In dimensional variables, the propagation is governed by the exponential factor \( \exp \left( -\left( r-a \right)^2/(4\nu t) \right) \) and similar factors within error functions.

The above analysis provides important implications for free decay problems, where the flow decays starting from some initial conditions prescribed on the sphere (or problems reducible to this setting, cf. subsection 8). Apparently, at long times the toroidal component of the transient flow can be neglected to the leading approximation. The flow has only \( l = 1 \) component that decays inversely proportionally to the square root of time. In the next subsection we provide another example where the difference of memory decay rate for \( l = 1 \) and \( l > 1 \) components has important implications.
G. Long-time decay of transversal wave

The problem of decay of the transversal wave in presence of a fixed sphere introduced in subsection IIA provides specific example showing that $l = 1$ component of the solution series controls the long time behavior. The solution component $\nu'$ is separable at $r = 1$ where it is given by the product of $-\hat{y}\cos(kx)$ and $e^{-\nu k^2 t}H(t)$, see Eq. (3). This allows to introduce the reduced (constant) coefficients that for $l = 1$ read

$$I_{lm}(W) = i_m(W)e^{-\nu k^2 t}\theta(t),$$

$$i_m(W) = -\int_{r=1}^\infty \cos(kx)W_{1m, y}d\Omega, \quad (130)$$
cf. Eq. (54). Similar coefficients can be introduced for $l > 1$.

Let us consider the long-time asymptotic form of the solution that holds at $t \gg (\nu k^2)^{-1}$. The flow $\nu'$, that obeys the boundary condition given by Eq. (3), is dominated by the $l = 1$-term of the solution series. The coefficients $A_{1m}$, defined in Eqs. (80), are given by sums of a term that originates from the instantaneous flow at the boundary, and an integral contribution due to memory [see Eqs. (98) and (122)]. The terms corresponding to the instantaneous flow are exponentially small and can be neglected. Then the asymptotic expansion of $A_{1m}$ has the form

$$A_{1m}(t, r, v^\prime) = \frac{1}{r^3} \int_{-\infty}^{t} \left[ \hat{F}_1 \left( \frac{\nu t}{a^2}, r \right) - \frac{\nu t'}{a^2} \partial_r \hat{F}_1 (\tau, r) \right] _{\tau = \nu t/a^2} + \ldots \right\} d\tau' , \quad (131)$$

where the integral is determined by $O(1)$-vicinity of $t' = 0$ and dots stand for the higher order terms. The lowest order term in the expansion is negligible and using Eq. (97) we find

$$A_{1m}(t, r, v^\prime) \approx \frac{\nu t}{a^2} \hat{F}_1 (\tau, r) \big|_{\tau = \nu t/a^2} \left( i_m(\Psi) + i_m(Y) \right)$$

$$\approx \sqrt{\frac{a^2}{\pi \nu t}} \frac{(r-1)^2 (2r+1)}{12 r \nu t k^2} \left( i_m(\Psi) + i_m(Y) \right). \quad (132)$$

As for Eq. (97), the approximation assumes that $\nu t \gg (r-1)^2$. Similar calculation demonstrates that $A_{1m}(t, r, v^\prime)$ for $l > 1$ decays at large times as $t^{-5/2}$ that is factor of $t$ faster than for $l = 1$.

The asymptotic analysis of $A_{1m}(t, r, v^\prime)$ in Eq. (92) proceeds similarly and yields

$$A_{1m}(t, r) + \frac{A_{1m}(t, r, v^\prime)}{2} = \sqrt{\frac{a^2}{\pi \nu t}} \frac{(r-1) (i_m(\Psi) + i_m(Y))}{4 r \nu t k^2} ,$$

provided that $\nu t \gg (r-1)^2$. Next by using Eq. (132) we find that

$$A_{1m}(t, r) = \sqrt{\frac{a^2}{\pi \nu t}} \frac{(r-1)(i_m(\Psi) + i_m(Y))}{4 r \nu t k^2} \times \left[ 1 - (r-1)(2r+1) \frac{1}{6 r^2} \right], \quad (133)$$

where $\nu t \gg \max[(r-1)^2, k^{-2}]$. Finally, by collecting the above terms yields the flow at long times. We have from Eqs. (78)-(79) that

$$\nu' = \sum_{m=1}^{\infty} \left( A_{1m}(t, r, v^\prime) + A_{1m}(t, r) \right) \Psi_1 Y_1 \theta(\phi) \quad (134)$$

The above result holds under the same conditions as for Eq. (133).

The coefficients $i_m(\Psi) + i_m(Y)$ in Eq. (134) are determined next. From the definition in Eq. (111) it follows that $Y_1 Y_1 \theta(\phi) + \Psi_1 Y_1 \theta(\phi) = \nabla(r Y_1)$. Using the last equality in Eq. (139) we find

$$i_m(\Psi) + i_m(Y) = -\int_{r=1}^{r=r_1} \cos(kx) \nabla_y (r Y_1) d\Omega. \quad (135)$$

By using the definition of $Y_1$ in Eq. (9) it follows that $i_0(\Psi) + i_0(Y) = 0$ and

$$i_1(\Psi) + i_1(Y) = \frac{3}{8 \pi} \int_{r=1}^{r=r_1} \cos(kx) \nabla_y (x + iy) d\Omega \quad (136)$$

$$= i \frac{3}{8 \pi} \int_{r=1}^{r=r_1} \cos(kx) d\Omega = \frac{i \sqrt{6 \pi} \sin k}{k} = i_{-1}(\Psi) + i_{-1}(Y).$$

This completes the derivation of the long-time asymptotic solution in Eq. (133) at the leading order.

For $r \gg 1$, the Eq. (134) becomes $Y_1 + \Psi_1 = \nabla(r Y_1)$, and the solution simplifies considerably,

$$\nu' = \sqrt{\frac{a^2}{\pi \nu t}} \frac{\sin k}{2 r \nu t k^2} \hat{y}. \quad (137)$$

Notice that this component of the transversal wave is space-independent and decays slower than the undisturbed wave $v_0 = \hat{y} \cos(kx)e^{-\nu k^2 t}$. At long times Eq. (137) holds in the domain $r \ll \sqrt{\nu t}$, whose volume grows at the rate $t^{3/2}$. Inside this volume the flow $v = v_0 + \nu'$ obeys $v \approx \nu'$ with exponential accuracy. The total momentum carried by the flow, given by this volume times $\nu'$ in Eq. (137), is constant, as it should be under the momentum-preserving unsteady Stokes equations. The perturbation $\nu'$ propagates in the same $\hat{y}$-direction as the undisturbed wave $v_0$.

H. Generalized Darcy’s law

Here we study the asymptotic form of the general solution at large distances from the sphere. It is readily seen from Eq. (110) that far from the particle $g_{11}(\tau, r)$ decays as a Gaussian. Similar observation holds for $f_1(\tau, r)$.
in Eq. (113). As follows from Eq. (88), and similarly to Eq. (108), we have

\[ F_i(t, r \to \infty) = f_i\left(\frac{\nu t}{a^2}, 1\right) = \frac{(2l-1)\nu t}{a^2} + \frac{1}{2l-3} \]

\[ -\sum_{k=1}^{l-1} \frac{P_i(-a_k^{-1}) \exp ((a_k^{-1})^2/r) \operatorname{erfc} (a_k^{-1} \sqrt{r})}{(a_k^{-1})^3 P_{l-1}(-a_{l-1}^{-1})}, \quad (138) \]

where we also used Eq. (119). Using this equation, from Eqs. (74) and (75–80) by using Eq. (13), similarly to \( l = 1 \) flow component, at \( a^2(r-1)^2 \gg \nu t_c \) we obtain

\[ U_{lm}(t, x) \approx -\left(a_{lm}(t) + I'_{lm}(Y)\right) \nabla \frac{Y_{lm}}{(l+1)t^{l+1}}, \quad (139) \]

cf. Eq. (109). Here the function \( a_{lm}(t) \) is given by

\[ a_{lm}(t) = \int_{-\infty}^{t} F_i(t' - t', r = \infty) (t'_{lm}(\Psi) + I'_{lm}(Y)) dt' \]

\[ = \frac{(2l-1)\nu t}{a^2} \int_{-\infty}^{t} (t'_{lm}(\Psi) + I'_{lm}(Y)) dt' + \frac{I'_{lm}(\Psi) + I'_{lm}(Y)}{2l-3} \]

\[ -\sum_{k=1}^{l-1} \frac{P_i(-a_k^{-1}) \int_{-\infty}^{t} dt'' (t''_{lm}(\Psi) + I''_{lm}(Y))}{(a_k^{-1})^3 P_{l-1}(-a_{l-1}^{-1})} \]

\[ \times \exp \left(\frac{(a_k^{-1})^2 \nu (t - t')}{a^2}\right) \operatorname{erfc} \left(\frac{a_k^{-1} \sqrt{\nu (t - t')}}{a}\right). \quad (140) \]

This implies by taking derivative and comparing with Eq. (72), that

\[ \frac{-a^2}{\nu} \partial_t U_{lm} = \nabla \frac{c_{lm} Y_{lm}}{t^{l+1}}, \quad (141) \]

where we used the identity

\[ \sum_{k=1}^{l-1} \frac{P_i(-a_k^{-1})}{(a_k^{-1})^3 P_{l-1}(-a_{l-1}^{-1})} = \frac{1}{2l-3}, \quad (142) \]

derived in Appendix C. Together with the analogous result obtained above for \( l = 1 \), we conclude that in dimensional variables, at \( (r - a)^2 \gg \nu t_c \), the solutions of Eqs. (1) reduce to the solutions of the generalized Darcy equations (111) (with the understanding that \( t \) can differ for different \( lm \)). The Laplacian term in Eqs. (1) is negligible at large distances and the solution is a potential flow, \( \nu = \nabla \phi \) where \( \phi \) is a harmonic function obeying

\[ \phi = -\sum_{lm} \frac{(a_{lm}(t) + I'_{lm}(Y)) Y_{lm}}{(l+1)t^{l+1}}, \quad (143) \]

with \( a_{lm} \) given by Eq. (108) and \( a_{l>1,m} \) given by Eq. (140). The results explicitly relate the boundary velocity with the potential flow outside the “viscous layer” of width \( \nu t_c \), where the pressure is given by \(-\rho \partial_t \phi \).

V. SOLUTION AS ASYMPTOTIC SERIES IN FREQUENCY AND CORRECTIONS TO THE STEADY STOKES LIMIT

In this section we consider the solution as an asymptotic series in half-integer powers of the frequency and study the low-order terms of this series. These describe the finite-frequency corrections to the Stokes limit of zero frequency. As already mentioned, the small frequency expansion is non-uniform in space. At distances from the sphere that are larger than the viscous penetration depth \( \delta \), the cases of finite and zero frequency are very different, no matter how small the frequency is. This depth tends to infinity in the zero frequency limit. The actual parameter of the expansion is \( r/|\lambda| = r/\sqrt{Ro} \) and not just \( \sqrt{Ro} \), so that the expansion breaks down at \( r \sim Ro^{-1/2} \). Some of the formulas below that are formally written as expansions in \( |\lambda| \) must be understood accordingly.

A. Solution as a series in frequency

Eqs. (74)–(77) imply that coefficients of \( I''_{im}(W_i) \) in \( A''_{im}(\omega, r) \) are given by a Taylor series in \( \lambda \) where, as previously, \( W \) stands for any of the VSH. This allows to write the solution in the frequency domain as

\[ A''_{im}(\omega, r) = \sum_{i=1}^{3} \sum_{k=0}^{\infty} b_k^i(r)(-i\omega)^k I''_{im}(W_i) \]

\[ + \frac{1}{\sqrt{\delta - i\omega}} \sum_{i=1}^{3} \sum_{k=1}^{\infty} B_k^i(r)(-i\omega)^k I''_{im}(W_i), \quad (144) \]

with some coefficients \( b_k^i(r) \) and \( B_k^i(r) \). Here the first sum in the RHS contains integer powers of \( \omega \) while the second contains half-integer powers. This series provides the solution as a series in half-integer powers of the frequency and not integer powers as could be expected from the form of Eq. (3). In dimensionless variables this is the series in \( |\lambda| = \sqrt{Ro} \) and not \( Ro \). This form of the solution is most useful in the case where the boundary flow contains only the frequencies whose Rosshako number \( a^2\omega/\nu \) is small. Then, truncating the series at some order provides a good approximation at not too large distances: the full solution involves exponentials of \( \lambda r \) and so the expansion in \( \lambda \) is not accurate at \( r \gtrsim |\lambda|^{-1} \), cf. above.

Before we consider the low-order terms of the above series, we notice that the real time form of the above solution is

\[ A''_{im}(t, r) = \sum_{i=1}^{3} \sum_{k=0}^{\infty} b_k^i(r) \frac{d^k I''_{im}(W_i)}{dt^k} \]

\[ + \sum_{i=1}^{3} \sum_{k=1}^{\infty} \int_{-\infty}^{t} \frac{dt'}{\sqrt{\pi(t - t')}} B_k^i(r) \frac{d^k I''_{im}(W_i)}{dt^k} \quad (145) \]

The low-frequency expansion can then be also considered as neglecting higher order time derivatives of \( I''_{im}(W_i) \).
The series up to $O(\lambda^2)$ is determined by the expansions of $U_{lm}$ in Eq. \((\ref{eq:143})\)
\[ U_{lm} = U_{lm}^0 + \lambda U_{lm}^1 + \lambda^2 U_{lm}^2 + \ldots, \] (146)
where $U_{lm}^i$ are frequency-independent and dots stand for higher order terms. The expansion is derived from the low-frequency expansion of the coefficients in Eq. \((\ref{eq:174})\)
\[ r^l A_l(r) - A_l(1) = -\frac{r^2 - 1}{2} + \frac{(r^2 - 1)^2 \lambda^2}{8(2l - 3)}, \] (147)
and
\[ B_l(r) = \frac{1}{r^l} + \lambda^2 \frac{(1 - r^2)}{2r^l(2l - 1)}, \quad l > 0, \] (148)
\[ B_{l-1}(r) = \frac{1}{r^{l-1}} + \lambda(1 + \lambda)\delta_{l1}(1 - r) + \frac{\lambda^2(1 - r^2)}{2r^{l-1}(2l - 3)}. \]

We consider terms of different order in $\lambda$.

B. Zero-order solution: yet another form of general solution of steady Stokes equations

In Section\([\ref{sec:11}](#sec:11)\) we derived Lamb's solution for the steady Stokes flow by taking the limit $\lambda \to 0$ of our solution in Eq. \((\ref{eq:59})\). In this subsection we study the same limit using a different representation. This corresponds to considering the term of zero order in frequency in Eq. \((\ref{eq:144})\). We have from the above that $U_{lm}^0$, obtained by setting $\lambda = 0$, obeys
\[ U_{lm}^0 = a_{lm}^Y Y_{lm} + a_{lm}^\Phi \Psi_{lm} + a_{lm}^\Phi \Phi_{lm}, \] (149)
where
\[ a_{lm}^Y = \frac{(I_{lm}(\Psi) + lI_{lm}(Y))(r^2 - 1) + 2I_{lm}(Y)}{2r^l + 2}, \] (150)
\[ a_{lm}^\Phi = \frac{I_{lm}(\Psi) + lI_{lm}(Y)}{r^l(l + 1)}, \quad a_{lm}^\Phi = \frac{I_{lm}(\Phi)}{r^l l(l + 1)}. \]

Here we do not use the subscript of $I_{lm}$ indicating whether it belongs to time or frequency domains, since the above equality holds both in time, where $I_{lm} = I_{lm}^t$, and frequency, where $I_{lm} = I_{lm}^\omega$, domains. Given a boundary condition for the steady Stokes flow, the coefficients $I_{lm}$, defined in Eq. \((\ref{eq:55})\), can be readily obtained from Eqs. \((\ref{eq:20})\) - \((\ref{eq:27})\).

Eqs. \((\ref{eq:143})\) and \((\ref{eq:144})\) - \((\ref{eq:150})\) give a general solution for steady Stokes flow, which is seemingly missing in the literature. We believe that it has a simpler form than several representations provided in [1]. For instance, the adjoint method [1] gives the solution as expansion in terms of the surface vector fields $A_{lm}, B_{lm}, C_{lm}$ defined as follows:
\[ A_{lm} = l\tilde{Y}_{lm}\hat{r} + \partial_\theta \tilde{Y}_{lm}\hat{\theta} + \frac{\partial_\phi \tilde{Y}_{lm}}{\sin \theta}\hat{\phi}, \] (151)
\[ B_{lm} = -(l + 1)\tilde{Y}_{lm}\hat{r} + \partial_\theta \tilde{Y}_{lm}\hat{\theta} + \frac{\partial_\phi \tilde{Y}_{lm}}{\sin \theta}\hat{\phi}, \] (152)
\[ C_{lm} = \frac{\partial_\phi \tilde{Y}_{lm}}{\sin \theta} - \partial_\theta \tilde{Y}_{lm}\hat{\phi}; \quad \tilde{Y}_{lm} = (-1)^m P_l^m(\cos \theta)e^{im\phi}. \]

The above fields are linear combinations of the VSH. The transition between the two types of expansions can be readily demonstrated:
\[ \tilde{Y}_{lm} = \frac{A_{lm} - B_{lm}}{2l + 1}, \] (153)
\[ \partial_\theta \tilde{Y}_{lm} + \frac{\partial_\phi \tilde{Y}_{lm}}{\sin \theta}\hat{\phi} = \frac{(l + 1)A_{lm} + lB_{lm}}{2l + 1}. \]

Using the definition in Eq. \((\ref{eq:9})\) we find:
\[ Y_{lm} = \eta_{lm}\tilde{Y}_{lm}, \quad \eta_{lm} = (-1)^m \sqrt{\frac{(2l + 1)(l - m)!}{4\pi(l + m)!}}. \]

This gives, by comparing Eqs. \((\ref{eq:152})\) and \((\ref{eq:11})\), that
\[ Y_{lm} = \frac{\eta_{lm}}{2l + 1} (A_{lm} - B_{lm}), \quad \Psi_{lm} = \eta_{lm} C_{lm}, \] (153)
\[ \Phi_{lm} = \frac{\eta_{lm}}{2l + 1} ((l + 1)A_{lm} + lB_{lm}). \]

The inverse transformations read:
\[ A_{lm} = \Psi_{lm} - (l + 1)Y_{lm}, \quad B_{lm} = \Psi_{lm} - (l + 1)Y_{lm}, \] (154)
and $C_{lm} = \Phi_{lm}/\eta_{lm}$. The representation provided here is simpler than the one that uses surface vector fields, since VSH (as opposed to $A_{lm}, B_{lm}$ and $C_{lm}$) are orthogonal at each point. Most significantly, the expansion coefficients are calculated as scalar integrals by using simple relationships in Eqs. \((\ref{eq:26})\). Similar advantages hold in comparison to other solution representations in [1].

C. Leading-order frequency correction

Substituting Eqs. \((\ref{eq:147})\) - \((\ref{eq:148})\) into Eqs. \((\ref{eq:174})\) - \((\ref{eq:177})\), it can be shown find that the linear term in $\lambda$ appears only for $l = 1$, so that $U_{lm}^1 = \delta_{l1}U_{lm}^0$. We have
\[ U_{lm}^1 = \frac{(1 - r)}{12r^3} (I_{lm}(\Psi) + I_{lm}(Y)) \cdot ((1 + r + 4r^2)\Psi_{lm} - 2(1 + r - 2r^2)Y_{lm}). \] (155)

Thus in the case where $l = 1$, projections $I_{lm}$ are non-zero and the lowest order frequency correction to the solution of the steady Stokes equations is $\sim \sqrt{\omega}$. This is similar to correction for the fundamental solution of the unsteady Stokes equations [1]. In time-domain, the correction is non-local and has the structure of the Basset memory integral [1], see Eq. \((\ref{eq:145})\).
The derived result is in agreement with the study of the solution in the time domain performed in Sec. IV. There we showed that at long times the solution is fully determined by the \( l = 1 \) component. Long-time asymptotic expansion in the time domain is determined by the low-frequency expansion in the frequency domain. Thus, the statements that low-frequency asymptotic expansion is dominated by \( l = 1 \) term and so is the long-time expansion, are equivalent.

D. Next order correction

We have using Eqs. (137)-(138) in Eqs. (74)-(77)

\[
U_{lm}^2 = a_{lm}^V \Psi_{lm} + a_{lm}^\phi \Phi_{lm} + a_{lm}^U \Phi_{lm}
\]

(156)

where we the coefficients \( a_{lm}^V, a_{lm}^\phi, a_{lm}^U \) are functions of radial coordinate \( r \) (whose domain of definition for \( a^\phi \) and \( a^U \) is \( l > 0 \) due to \( \Phi_{00} = \Psi_{00} = 0 \)) given by:

\[
a_{lm}^V = -\frac{(r^2 - 1)^2}{8(2l - 3)} + \frac{\delta_{11}(r - 1)^2}{6} + \frac{(1 - r^2)I_{lm}(\Psi)}{2r^{l+1}(l + 1)(2l - 1)},
\]

(157)

\[
a_{lm}^\phi = \frac{1}{2r^{l+1}(l + 1)(2l - 1)} + \frac{(1 - r^2)}{2r^{l+1}(l + 1)(2l - 3)} + \frac{(r^2 - 1)^2}{8(2l - 3)r^{l+2}(l + 1)} + \frac{\delta_{11}(r - 1)^2}{6r^{l+2}(l + 1)}.
\]

In the time-domain this sub-leading (and linear in frequency, \( \sim \omega \)) correction is local, see Eq. (135).

VI. FLOW DUE TO RIGID MOTIONS OF SPHERE

The problem of the flow due to an oscillatory small-amplitude motion (translations or rotations) of a rigid sphere was previously solved, see e.g. [1]. We rederive here the solution from our general solution with the purpose of both validating the general solution and demonstrating which terms in the general decomposition given by Eq. (39) are induced by the coordinate-independent boundary flow.

A. Periodic translations

The well-known closed-form solution of the unsteady Stokes equations (only a limited number of such analytical solutions is available) is for the flow due to oscillatory translations of a rigid sphere in an unbounded viscous fluid, which was originally derived by Stokes (see e.g., [1]). Here, the flow on the sphere is given in the frequency-domain by a constant complex vector \( U \). In this problem, both the surface divergence and radial component of vorticity at \( r = 1 \) vanish. Thus, we find from Eq. (28) that

\[
\int u \cdot Y \, d\Omega = \int U_r Y \, d\Omega, \quad \int u \cdot \Phi^* \, d\Omega = 0,
\]

\[
\int u \cdot \Psi^* \, d\Omega = 2 \int U_r Y \, d\Omega.
\]

(158)

Thus, finding the coefficients reduces to the calculation of

\[
\int U_r Y \, d\Omega = U_z \int \sin \theta \cos \phi Y \, d\Omega
\]

\[
+ U_r \int \sin \theta \sin \phi Y \, d\Omega + U_z \int \cos \theta Y \, d\Omega.
\]

(159)

The details of the straightforward, yet cumbersome, calculations are provided in Appendix [D]. It is found that the flow is determined by the \( l = 1 \) term of the series solution, i.e., \( u_{lm} \) in Eq. (15) is proportional to \( \delta_{11} \) (similarly to the counterpart problem of the steady Stokes flow [1]). The solution has the general structure provided in Eq. (39) with

\[
p(\omega, x) = \left(1 + \lambda + \frac{\lambda^2}{3}\right) \frac{3U \cdot r}{2r^3}, \quad X = 0,
\]

\[
u^H = \frac{3(1 + \lambda \omega) (U - 3(U \cdot \hat{v}) \hat{v})}{2\lambda^2 r^3} + \frac{3(U - (U \cdot \hat{v}) \hat{v})}{2r}.
\]

Thus, time-periodic translations of the sphere generate the flow with zero toroidal component. The agreement with the known solution is confirmed in Appendix [D] The surface traction associated with the oscillations is given by the value of \( \sigma_{ik}^* \hat{F}_k \) at the sphere’s surface where \( \sigma_{ik} \) the stress tensor [132]

\[
\sigma_{ik} = -p \delta_{ik} + \frac{\partial v_i}{\partial x_k} + \frac{\partial v_k}{\partial x_i}.
\]

(161)

It is found by direct calculation that

\[
\sigma \cdot \hat{v} = -\frac{3(1 + \lambda) U + \lambda^2 (U \cdot \hat{v}) \hat{v}}{2}.
\]

(162)

In the limit of \( \lambda \to 0 \), this reproduces the constant traction of the Stokes flow \(-3U/2 \) whose surface integral gives the Stokes force \(-6\pi U \). Integrating the surface traction in Eq. (162) over the sphere’s surface gives the well-known force \( F \) that the fluid exerts on the oscillating sphere [1]

\[
F = -6\pi(1 + \lambda + \lambda^2/9) U.
\]

(163)

Here the first term corresponds to pseudo-Stokes (zero-frequency) force, the second term to the Basset (memory) force and the last term to the added mass (high-frequency) contribution to the force.

Small-frequency expansion. It is of interest to study the small-frequency expansion of the above solution for
the flow. After tedious yet straightforward calculation the small $\lambda r$ expansion yields:

$$u = \frac{3(2+2\lambda^2)(U + (U \cdot \hat{r})\hat{r})}{8r}$$

$$-\lambda(1+\lambda)U + (2+\lambda)^2 \frac{(U - 3(U \cdot \hat{r})\hat{r})}{16r^3}$$

$$+ \frac{3r\lambda^2(3U - (U \cdot \hat{r})\hat{r})}{16} + O[(\lambda r)^3].$$

Notice that the expansion is singular and the expansion parameter is proportional to the square root of the frequency and not the frequency itself, cf. above. It can be readily verified that the flow obeys $u(r = 1) = U$ with $O[(\lambda r)^3]$ accuracy. At $\lambda = 0$ the flow reduces to the seminal steady Stokes flow $u_{\text{St}}$, which is induced by the particle moving steadily with a velocity $U$ through the unbounded viscous fluid quiescent at infinity. That is given by $u_{\text{St}}$

$$u_{\text{St}} = \frac{3(U + (U \cdot \hat{r})\hat{r})}{4r} + \frac{U - 3(U \cdot \hat{r})\hat{r}}{4r^3}.\quad (165)$$

To linear order in $\lambda$ there is a simple relation between the steady and unsteady Stokes flows:

$$u = (1+\lambda)u_{\text{St}} - \lambda U,$$

see Eq. (164). Thus the leading-order contribution of weak unsteadiness is two folds: it modifies the steady $u_{\text{St}}$-flow via the multiplicative factor $(1+\lambda)$ and adds a constant velocity equal to $-\lambda U$. The latter constant velocity has no conflict with the condition at infinity, as Eq. (166) only valid in a finite spatial region with $r \ll |\lambda|^{-1}$. The validity of $u(r = 1) = U$ follows instantly from Eq. (166). The corresponding streamlines are given by isolines of streamfunction, $\psi$, defined by

$$u_r = \frac{1}{r^2 \sin \theta} \frac{\partial \psi}{\partial \theta}, \quad u_\theta = -\frac{1}{r \sin \theta} \frac{\partial \psi}{\partial r}.$$
\[(\nabla \times \mathbf{u})_r = 2\omega_r.\] We conclude from Eqs. \((26)\) that the only non-zero projection is

\[
\int \mathbf{u} \cdot \Phi^*_l m d\Omega = -2\int_{r=1} Y^*_lm \omega_r d\Omega = -2\int_{r=1} Y^*_lm d\Omega \times (\omega_x \sin \theta \cos \phi + \omega_y \sin \theta \sin \phi + \omega_z \cos \theta). \quad (170)
\]

Calculations in Appendix \([14]\) demonstrate that the solution has the general form given by Eq. \((29)\). Both \(p\) and \(u''\) vanish and the flow is toroidal

\[
\mathbf{u} = \left(\frac{1+\lambda r}{(1+\lambda)^3}\right) e^{-\lambda(r-1)} = \nabla \times (re^{\lambda(1-r)} X),
\]

\[
X = \left(\frac{(1+\lambda)r \omega \cdot r}{(1+\lambda)^3}\right) e^{-\lambda(r-1)}. \quad (171)
\]

This agrees with the solution provided in \([3]\). The surface traction is

\[
\sigma \cdot \hat{r} = -\omega \times \hat{r} \left(3 + \frac{\lambda^2}{1+\lambda}\right), \quad (172)
\]

see e.g. \([37]\). The torque is readily found by integrating Eq. \((172)\) over the sphere surface to be:

\[
T = -8\pi \omega - \frac{8\pi \omega \lambda^2}{3(1+\lambda)}, \quad (173)
\]

in a complete agreement with \([1]\). The torque dependence on \(\lambda\) in this case is more complex than that for the force in Eq. \((169)\).

VII. FAR-FIELD BEHAVIOR OF THE GENERAL SOLUTION

The decomposition \(\mathbf{u} = \mathbf{u}_s - \lambda^{-2}\nabla p\) introduced in Eq. \((10)\) is rather useful for understanding the far-field behavior of the solutions. We find that \(\mathbf{u}_s\) decays exponentially far from the sphere, cf. Eq. \((13)\), so that

\[
\mathbf{u} = -\frac{\nabla p}{\lambda^2} + O(\exp(-\lambda r)), \quad r \gg \delta. \quad (174)
\]

The formula for \(p\) is then provided by Eq. \((8)\) with coefficients in Eq. \((25)\). In non-degenerate case, where at least one of \(c_{lm}\) is non-zero, we have

\[
p = \sum_{m=-1}^{m=1} c_{lm} Y_{lm}(\theta, \phi) \frac{r}{n^2} + o\left(\frac{1}{r}\right), \quad (175)
\]

where the coefficients \(c_{lm}\) are given by Eq. \((28)\). By using the definition of \(Y_{lm}\), it can be readily seen that to the leading approximation, the pressure has the form of the solution for the sphere oscillating with an effective velocity \(U_{\text{eff}}\):

\[
p = \left(1 + \lambda + \frac{\lambda^2}{3}\right) \frac{3U_{\text{eff}}r}{2r^3}, \quad (176)
\]

where we introduced

\[
U_{\text{eff}} = \sqrt{\frac{1}{6\pi} \left(1 + \lambda + \frac{\lambda^2}{3}\right)^{-1}} \nabla \left((c_{1,-1} - c_{11}) x - i(c_{1,-1} + c_{11}) y + \sqrt{2} \omega_{10} z\right), \quad (177)
\]

cf. Eq. \((255)\) of Appendix \([11]\). Thus, at large distances any velocity distribution at the boundary yields a flow due to an oscillating rigid sphere. This is true provided that \(U_{\text{eff}}\) in Eq. \((177)\) does not become trivial for a particular velocity distribution at the boundary, in which case higher order terms must be considered.

VIII. AXIALLY SYMMETRIC CASE

Next, we consider the reduction of our solution to the case of axially symmetric flows

\[
\mathbf{u} = u(r, \theta) \hat{r} + v(r, \theta) \hat{\theta}, \quad (178)
\]

where \(u\) and \(v\) are the radial and polar velocity components, respectively. This solution applies if the velocity at \(r = 1\) can be written in the form of Eq. \((178)\). The coefficients \(c_{lm}\) in Eq. \((44)\) vanish in this case, so the \(X\)-term in the solution given by Eq. \((39)\) is zero, see Eq. \((13)\). The coefficients \(c_{lm}\) and \(\tilde{c}_{lm}\) in Eqs. \((25)\), \((30)\) vanish for \(m \neq 0\). Projecting the solution given by Eq. \((39)\) onto the radial direction, we find that

\[
u = -\sum_{l=1}^{\infty} \left(\frac{D_l(\lambda)}{r^{l+2}} + \frac{F_l(\lambda) \Phi_{l+1/2}(\lambda r)}{r^{3/2}}\right) P_l(\cos \theta), \quad (179)
\]

where \(P_l(x)\) are the Legendre polynomials. We used \(Y_0 = P_l(\cos \theta)\sqrt{2l + 1/(4\pi)}\) [see Eq. \((9)\)] and defined the coefficients

\[
D_l \equiv -\sqrt{\frac{2l+1(1+1)c_{l0}}{4\pi \lambda^2}}, \quad F_l \equiv -e^\lambda \sqrt{\frac{(2l+1)\tilde{c}_{l0}^2}{2\pi}}. \quad (180)
\]

The explicit form of the coefficients is found by using Eqs. \((25)\), \((40)\) for \(c_{l0}\) and \(\tilde{c}_{r0}\). Calculations provided in Appendix \([4]\) result in

\[
D_l = \frac{-(2l+1)\left(IP_l(\lambda) + \lambda^2 P_{l-1}(\lambda)\right)}{2\lambda^2 P_{l-1}(\lambda)} \int_{-1}^{1} P_l(x)u(x)dx - \frac{(2l+1)P_l(\lambda)}{2\lambda^2 P_{l-1}(\lambda)} \int_{-1}^{1} P_l^1(x)u(x)dx. \quad (181)
\]

The corresponding formula for \(F_l\) can be readily derived from the relation between \(c_{lm}\) and \(\tilde{c}_{lm}\), by Eq. \((25)\). The obtained solution reproduces the known solution of Rao \([19]\), see details in Appendix \([4]\).

IX. IDEAL FLOW APPROXIMATION AND HIGH-FREQUENCY EXPANSION

In this section we shall demonstrate that the ideal flow approximation, which is often taken for granted, can be
in fact rigorously derived from our solution, including the corrections in small, but finite viscosity. The calculations are done in the frequency domain, and then we comment on the form of the results in the time domain.

We demonstrated already that the flow outside the viscous layer with thickness of order of the penetration depth $\delta$ is potential, up to exponentially small corrections in $|\lambda|(r-1)$, cf. Eq. (129). We have the generalized Darcy’s law $u = \nabla \psi$ with $\psi = -p/\lambda^2$. The ideal flow limit of small viscosity corresponds to $|\lambda| \to \infty$, see the definition in Sec. II where $\delta$ becomes vanishingly small. Thus, in the limit the flow becomes potential everywhere in accord with the ideal flow approximation [27]. At small but finite $\nu$, the flow is potential outside a thin viscous layer of thickness $\delta$ around the sphere.

We approach the limit of large $|\lambda|$ in two steps. We first neglect the exponentially small corrections and assume $u = \nabla \psi$, i.e. concentrate on the region outside the viscous layer. Then we consider the asymptotic behavior of the potential $-p/\lambda^2$ at large $|\lambda|$. That is given by a power series in $|\lambda|^{-1}$. We have (cf. Eq. (141))

$$u = \nabla \psi, \quad \psi = \psi_0 + \frac{\psi_1}{\lambda} + \frac{\psi_2}{\lambda^2} + \ldots.$$  (182)

The asymptotic expansion is found by making the expansion of the pressure coefficients $c_{lm}$ in Eq. (8) with respect to $|\lambda|$. We rewrite Eq. (28) as

$$c_{lm} = \frac{\lambda^2 b_{lm}}{l+1} + \frac{P_l(\lambda) ((l+2)b_{lm} - d_{lm})}{(l+1)P_{l-1}(\lambda)},$$  (183)

where we introduced the coefficients

$$b_{lm} \equiv \int_{t=1}^{r} Y_{lm}^* u_r d\Omega, \quad d_{lm} \equiv \int Y_{lm}^* \nabla_s \cdot u d\Omega.$$  (184)

### A. Ideal flow approximation

From Eq. (18) it follows that in the limit $|\lambda| \to \infty$

$$\frac{P_l(\lambda)}{P_{l-1}(\lambda)} = \lambda + l + O \left(\frac{1}{\lambda}\right).$$  (185)

Using this, we find that the second term on the RHS in Eq. (183) is $O(|\lambda|)$. Thus, to the leading approximation we have (we assume that $|d_{lm}| \ll |\lambda b_{lm}|$)

$$u = \nabla \psi_0, \quad \psi_0 = -\sum_{lm} \frac{b_{lm}Y_{lm}(\theta, \phi)}{(l+1)r^{l+1}}.$$  (186)

Therefore, in the limit of vanishing viscosity the solution is fully determined by the normal component of the velocity $u_r$. In fact, we have

$$\partial_r \psi_0 (r = 1) = \sum_{lm} Y_{lm}(\theta, \phi) \int_{t=1}^{\infty} Y_{lm}^* u_r d\Omega,$$  (187)

which demonstrates that the normal component of the solution provided by Eq. (180) coincides with $u_r$ on the sphere’s surface. The above formulae hold without change also in the time domain as seen by performing the inverse Fourier transform (it is assumed that $b_{lm}$ and $d_{lm}$ considered as functions of frequency give dominant weight to high frequencies). We have thus recovered the ideal flow representation [3].

### B. Corrections to ideal flow approximation

We shall now consider corrections to the ideal flow solution due to small but finite viscosity. Expanding Eq. (183) for $|\lambda| \to \infty$ and keeping the first two terms give:

$$c_{lm} = \frac{\lambda^2 b_{lm}}{l+1} + \frac{P_l(\lambda) ((l+2)b_{lm} - d_{lm})}{(l+1)P_{l-1}(\lambda)} + O \left(\frac{1}{|\lambda|}\right).$$  (188)

We find that the corrections to the potential $\psi_1$ and $\psi_2$ in Eq. (182) are given by

$$\psi_1 = \sum_{lm} \frac{b_{lm}Y_{lm}(\theta, \phi)}{(l+1)r^{l+1}}$$  (189)

$$\psi_2 = \sum_{lm} \frac{b_{lm}Y_{lm}(\theta, \phi)}{(l+1)\nu r^{l+1}}.$$  (189)

Several insights concerning the correction to the ideal flow could be mentioned here. It is proportional to square root of the viscosity rather than the viscosity. It involves tangential components of the surface velocity via the $d_{lm}$ coefficients. Finally, as opposed to the ideal flow approximation, the leading order correction is not local in time. Applying an inverse Fourier transform, the flow in the time-domain at next orders has memory. We have

$$\psi_1 = \sum_{lm} Y_{lm}(\theta, \phi) \int_{-\infty}^{t} \frac{(d_{lm}(t') - (l+2)b_{lm}(t')) dt'}{a \sqrt{\pi(l-t')/\nu}},$$

$$\psi_2 = \sum_{lm} \nu Y_{lm}(\theta, \phi) \int_{-\infty}^{t} \frac{(d_{lm}(t') - (l+2)b_{lm}(t')) dt'}{a \sqrt{\pi(l-t')/\nu}}.$$  (189)

The memory kernel at the leading order coincides with that in the Basset force [1]. Remarkably, at the next order there is no decay of memory: all times have equal weight in the integral defining $\psi_2$. We should recall though, that the derivation assumes that $b_{lm}(t)$ and $d_{lm}(t)$ are fast oscillating functions, so the integral in $\psi_2$ is determined by vicinity of $t$ of order of the characteristic period of oscillations.

### C. Force and d’Alembert paradox

The ideal flow approximation implies that the force exerted on the sphere by the fluid is determined solely by the isotropic component (pressure) of the stress tensor
and is given by

\[ F_{\text{ideal}} = -\int_{r=1} p \hat{r} d\Omega = - \sum_{lm} c_{lm} \int_{r=1} Y_{lm}(\theta, \phi) \hat{r} d\Omega \]

\[ = - \sum_{m} c_{1m} \sqrt{\frac{2\pi}{3}} \left( i \delta_{m, -1} - i \delta_{m, 1} \right) - i \hat{y}(\delta_{m, -1} + \delta_{m, 1}) \]

\[ + \hat{z} \sqrt{2\delta_{m, 0}} \]

(190)

where we used Eq. (203) from Appendix E. It can also be shown (see Appendix E) that the full force obeys quadratic dependence on \( \lambda \) and can be written as

\[ F = -\lambda^2 \sqrt{\frac{\pi}{6}} \left( \hat{z}(b_{1, -1} - b_{11}) - i \hat{y}(b_{1, -1} + b_{11}) + \hat{z} \sqrt{2} b_{10} \right) \]

\[ + (1 + \lambda) \sqrt{\frac{3\pi}{2}} \left( \hat{z}(d_{1, -1} - 3b_{1, -1} - d_{11} + 3b_{11}) \right) \]

\[ - i \hat{y}(d_{1, -1} - 3b_{1, -1} + d_{11} - 3b_{11}) + \hat{z} \sqrt{2} (d_{10} - 3b_{10}) \]

(191)

Comparison of the last two equations, using Eq. (188), demonstrates that in the leading (quadratic in \( \lambda \)) order, \( F \) and \( F_{\text{ideal}} \) coincide. At higher orders in \( \lambda \), \( F \) has also the viscous stress contributions, see Appendix E.

It can be seen that for a steadily moving particle, the coefficients \( b \) and \( d \) are proportional to \( \delta(\omega) \). The force in the ideal flow approximation, which is given by the first term in Eq. (191), is then proportional to \( \lambda^2 \delta(\omega) \). It vanishes regardless of how small the viscosity is, which is a manifestation of the d’Alembert paradox. The origin of the paradox is in the degeneracy of the support of \( b \) and \( d \) in the frequency domain that concentrates at zero frequency. In contrast, in cases where the support includes non-zero frequencies, the force in Eq. (191) is dominated by the first term in the limit of \( \nu \to 0 \) (that implies \( |\lambda| \to \infty \)). The force is then given by the ideal flow approximation, provided that the viscosity is small enough. Finally, for steadily moving particle the paradox is resolved, (see, e.g. [1]) by inclusion of the finite viscosity which is equivalent to inclusion of all terms in Eq. (191). Then, for \( b \) and \( d \) proportional to \( \delta(\omega) \), we obtain from Eq. (191) the usual Stokes force.

X. APPLICATION TO MICROSWIMMING

In this Section, we discuss application of our general solution to the problem of self-propulsion of some microorganisms, such as e.g., Volvox, at low Reynolds numbers. Volvox is a nearly spherical colony of cells that self-propels by effectively moving its shape, at microscopic level is comprised of beating flagella [18]. The time-varying deformation of the surface is expressed in body-fixed spherical coordinates as \( r = a + ca f(\theta, \phi, t) \) where \( a \) is a mean radius, \( \epsilon \ll 1 \) and \( |f| \sim 1 \). In the leading order in \( \epsilon \) and dimensionless variables, this results in the velocity boundary condition on the unit sphere

\[ u(\theta, \phi, t) = v + \Omega \times r + u_s(\theta, \phi, t). \]

(192)

Here \( v \) and \( \Omega \) are the translational and angular velocities of the swimmer to linear order in \( \epsilon \), to be determined from the solution, and \( u_s(\theta, \phi, t) \) is the swimming stroke i.e., the surface velocity in the co-moving frame affixed with the swimmer. The swimmer is assumed to control its shape via the swimming stroke, as its shape and surface velocity determine the interaction of the organism with the fluid via no-slip boundary conditions. This interaction generates hydrodynamic force and torque exerted on the swimmer which determine the resulting translation, \( v \), and angular, \( \Omega \), velocities. Thus, besides the Navier-Stokes equations with the no-slip boundary conditions, the full problem of modeling the motion also includes equation of motion of the swimmer, i.e., balance of linear and angular momentum. Here we are interested in the flow component of the motion considering \( v \) and \( \Omega \) as given.

The Reynolds number associated with the motion of Volvox is small, which allows to drop the non-linear term in the Navier-Stokes equations. On the other hand, the unsteady term in the equations, which in most classical studies is dropped, [41], is not necessarily small. It was stressed in [35], that for colonies whose radius \( a \) is larger than 300 \( \mu \)m the Roshko number is not small and the unsteady term in the Navier-Stokes equations cannot be neglected. Typically, the swimming stroke is periodic in time, so that \( u_s(\theta, \phi, t) \) can be written as the corresponding Fourier series. The resulting solution for \( v \) and \( \Omega \) in this order is also time-periodic and the flow is also given by a Fourier series, cf. [26]. Therefore, the developed solution can be obtained directly to determine the resulting flow around the swimmer. Notice that it is most common to assume that the stroke and the resulting flow are axisymmetric, resulting in net translation along the symmetry axis without net rotation. However, there are at least some cases where the stroke is not axisymmetric resulting in net rotation of the swimmer. For example, the axially symmetric solution of unsteady Stokes equations presented in [26] does not apply to the phenomenon of phototaxis [19], and one has to consider the more general situation. So far non axisymmetric problems with finite Roshko number have been only considered in [37], showing the feasibility of swimming via translation-rotation coupling. However, [37] limited the study to tangential squirmers, whereas the swimming stroke of Volvox involves radial surface waves.

Finally, we remark that in the linear order in \( \epsilon \) the swimmer’s velocity is a time-periodic function, so the mean swimming velocity vanishes. The finite net swimming velocity arises only when considering the \( \epsilon^2 \)-order problem. The study of that order would require the general solution at the linear order, and its detailed analysis will be published elsewhere.
XI. GENERAL SOLUTION OF THE BRINKMAN EQUATIONS

The analysis presented in this paper can be applied directly to the study of the Brinkman equations describing the flow in a porous medium at low volume fraction of solids [29, 30]:

\[ \frac{\nu v}{k} + \rho^{-1} \nabla p = \nu \nabla^2 v. \] (193)

Here \( k \) is the permeability [29], and it reduces to the Darcy’s equation, \( v = -(k/a^2) \nabla p \), at length scales much larger than the so-called “screening length”, \( \sqrt{k} \), and to the steady Stokes equation at length scales much smaller than the screening length (see [38] for recent discussion of the coefficients and more references).

We find that Eq. (24) provides the solution of Eqs. (17) also for the case when \( \lambda \) is a complex number whose square is not purely imaginary. In the case of \( \omega = \nu k \), where \( \lambda^2 = a^2/k \), Eq. (17) reduces to the Brinkman’s equations. Thus, Eq. (24) with \( \lambda = a/\sqrt{k} \) is the general solution of these equations and all of our previous derivations apply by analytic continuation.

In fact, the general solution presented here can be used to study the more general unsteady Brinkman’s equations

\[ (-i\omega + \frac{\nu}{k}) v + \rho^{-1} \nabla p = \nu \nabla^2 v, \] (194)

that apply to the time-dependent flow in porous medium [39]. It is plausible that they can actually be derived from unsteady Stokes equations in the porous medium similarly to the derivation of the usual Brinkman equations from time-independent Stokes equations, see references in [30]. Eqs. (194) can also be studied by analytic continuation of our solution to a complex frequency which is neither purely real nor imaginary.

We remark that a complete solution of the time-independent Brinkman equations was proposed previously in [10] and its generalization for the unsteady case in [39]. However, the properties of the solutions are not readily available from the proposed representations. In contrast, the form proposed here makes many properties immediate as explained previously in the context of the unsteady Stokes equations.

XII. CONCLUSIONS AND FUTURE WORK

In the present work, we provided a general form of the solution of unsteady Stokes equations in spherical coordinates. The solution is given as a series expansion in vector spherical harmonics (VSH). The coefficients of the expansion are determined uniquely by the values of the velocity on any spherical surface. It allows to determine the flow in the unbounded viscous fluid given the arbitrary velocity distribution at the surface of a sphere. Since any problem in the exterior of the sphere can be reduced to superposition of solution in unbounded fluid and solution driven by boundary conditions on the sphere, then the series can be used to construct the general solution for any transient Stokes flow in the presence of a sphere.

The solution in the frequency domain is constructed as superposition of (i) a particular solution, which has already been mentioned by Lamb [3], and (ii) two solutions of the homogeneous Helmholtz equation with an imaginary coefficient, where one of the solutions is a toroidal field. Since the solution bears some similarity with Lamb’s solution of steady Stokes equations, it is called “Lamb-type” solution. The explicit forms of the flow field, both in frequency and time domains, and their simplifications in various limits, are the main contributions of the paper.

Our representation provides important insights into the general behavior of the flow. For instance, it can be readily seen that, in the frequency domain, at distances from the sphere that are much larger than the viscous penetration depth, the generalized Darcy’s law holds and the flow is given by \( u = -i \nabla p/(\rho \omega) \). The pressure is a series in spherical harmonics with coefficients determined by projections of the surface radial velocity and divergence onto the spherical harmonics. To the leading approximation, the far-field flow is due to a rigid sphere undergoing time-periodic translation with some effective amplitude.

The solution is non-local in the time domain and has memory. The memory in unsteady Stokes flows is well known from the Basset history term [1], however, the memory of the flow could also be different. There is a non-trivial dependence of the memory behavior on the order of the VSH. We demonstrate that non-toroidal \( l = 1 \) harmonics have memory, similar to the Basset history term, cf. [26]. That memory decays inversely proportionally to square root of evolution time, \( t^{-1/2} \). Thus, time integral of the memory kernel of these \( l = 1 \) terms of the series solution diverges, indicating long memory effects. In contrast to that, memory kernel of terms with \( l > 1 \) decays in integrable fashion, as \( t^{-3/2} \). Similar decay holds for the toroidal term with \( l = 1 \). Integrability of the memory kernel is in accord with the approximation in which the kernel is replaced by a \( \delta \)-function. This approximation by definition is local in time and thus has no memory. Singling out \( l = 1 \) component with slower decaying memory, and studying it under a separate cover is quite useful, as the flow can be represented as a superposition of the unsteady, non-local in time flow due to the \( l = 1 \) component, and a correction which is effectively local in time.

Slower decay of memory for the \( l = 1 \) terms of the solution implies universal long-time asymptotic form of solutions driven by boundary conditions that either vanish or decay fast starting from some moment. In this case, at large times the solution is a superposition of \( Y_{1m}^{l} \) and \( Y_{1m}^{l} \) terms. The coefficients of these terms are determined by collective components of the bound-
ary velocity, such as translational or rotational velocity averaged over the surface of the sphere. We consider as an example the decay of transversal wave in the presence of a fixed sphere. The solution in unbounded fluid is an eigenmode of linearized Navier-Stokes equations, well known in statistical physics [31]. The sphere creates perturbation that occupies roughly a spherical region whose radius grows as in a diffusion process, proportionally to square root of the evolution time, $\sqrt{t}$. Inside this region the total flow is dominated by the perturbation and is coordinate-independent. The flow amplitude behaves as $t^{-3/2}$ satisfying the net momentum conservation. This flow constitutes the superposition of $Y_{1m}$ and $\Psi_{1m}$ terms in the considered case.

The Darcy’s law in a time domain constitutes an interesting result of our paper. The flow outside an appropriately defined viscous layer obeys the reduced version of unsteady Stokes equations, $\rho \partial_t v = -\nabla p$. The Laplacian (viscous) term of the unsteady Stokes equations is negligible and the flow is potential, $v = \nabla \phi$. We provide the formula for $\phi$ in terms of the boundary velocity, solving in this way the boundary layer problem of matching the flow outside the layer with the flow at the surface. The pressure is found via $p = -\rho \partial_t \phi$.

The Darcy’s law provides a simple way to understanding the ideal flow approximation and deriving its corrections. That approximation holds in the limit of small viscosity or, equivalently, high frequency. In this limit, the width of the viscous layer (penetration depth) is much smaller than the sphere’s radius, so that the flow is potential almost everywhere outside the sphere. Potentiality of the flow is a main characteristics of the ideal flow approximation, where the value of the potential is fixed by the prescribed value of the normal velocity at the sphere’s surface. That condition is usually not derived rigorously, but rather postulated [3, 7]. Here, we actually derive this condition rigorously. We demonstrate that the potential $\phi$ is given by a singular asymptotic expansion in $1/\sqrt{Ro}$, where $Ro = a^2 \omega / \nu$ is the dimensionless Roshko number, so that $1/\sqrt{Ro}$ is proportional to the square root of viscosity or, alternatively, the inverse of the square root of frequency. We demonstrate that the leading-order term of the expansion coincides with the ideal flow approximation. This consistent derivation allows also to derive higher-order corrections, which could be non-local in time. The memory that characterizes the leading order correction is similar to that in the Basset history term [1], however in the next order the flow memory is different.

The complementary low-frequency (high-viscosity) limit is given by the singular asymptotic series expansion in $\sqrt{Ro}$. The leading-order term is the well-known Lamb’s solution representation of the steady Stokes equations. We also provide an alternative form of the solution of the steady Stokes equations, similar to that derived by the adjoint method [1]. The sub-leading order correction, proportional to $\sqrt{Ro}$ is noteworthy - it contains only the first-order VSH with $l = 1$. The correction is not local in the time-domain and has memory similar to the Basset history term. The corresponding conclusion regarding the long-time memory being determined by the $l = 1$ term was derived above by analyzing solution series in the time domain. The next order correction proportional to $Ro$ is linear in frequency. This conclusion is local in the time-domain and determined by instantaneous rate-of-change of the surface velocity (the same as the “added mass” contribution to the force exerted on the particle, see e.g. [3]).

We provided two specific examples where the solution is applied to the classical problems of time-periodic motions (translation and rotation) of the rigid sphere. We used the problem of an oscillating rigid sphere to demonstrate that low-frequency corrections might be qualitatively and quantitatively relevant already at a quite low frequency. We also outlined the solution scheme for unsteady flow around a spherical squirmer. Spherical squirmer is one of the most popular models for low-Reynolds number self-propulsion [41], which describes, e.g., realistic Volvox colonies [48]. For large colonies the usage of unsteady Stokes equations is necessary [27]. Volvox swims by periodically changing its shape that remains nearly spherical. The flow is then determined by the boundary conditions on the moving envelope which, to the leading approximation, reduces to time-periodic velocity at the spherical boundary (recall that in the model of squirmers, whose surface motions are purely tangential, the boundary conditions apply at the spherical boundary and our solution can be used directly without any approximations). The proposed general solution thus can be applied to solve for motion and flow around realistic spherical squirmers (see e.g., [49]).

We also explained how our formalism can be used to describe the problem of flow decay in presence of a spherical particle. This can be relevant in the problem of initial flow decaying in a dilute solution of particles.

A very common situation concerns a rigid no-slip sphere freely suspended in an external transient Stokes flow, e.g., a shear flow. Representing the solution as the superposition of the external flow and the perturbation due to the particle presence, it can be shown that the solution for the perturbation flow (satisfying non-trivial velocity boundary condition due to rigid-body motion corrected for the external flow) can be readily constructed using the proposed representation. The extra conditions due to the force and torque balance can be readily applied using the formulae for the force and the torque derived in Appendix E.

It is of interest to study the analytic properties of the solution as a function of the frequency considered as a complex number. This allows to provide immediately the general solution for the Brinkman equations and might also be extended to obtain the solution of the so-called transient Brinkman equations [34].

One can also consider the problem of unsteady motion of a slightly deformed sphere. Perturbation theory in small deviations from sphericity leads to the problem of unsteady Stokes equations with non-trivial boundary
conditions at the surface of a sphere, similarly to the analogous steady Stokes flow problem [2, 12]. Our solution can then be used for term-by-term analysis of the perturbation series.

Other type of problems where our general solution can be useful concern particulate suspensions. Consider a dilute viscous suspension of rigid spheres driven by some external time-periodic flow. For a dilute suspension, the total flow perturbation due to the presence of particles is given by superposition of the individual perturbations that can be described using the proposed solution representation. We demonstrated that constructive interference between the single-particle perturbations is possible, paving way to the study of the collective phenomena. The proposed representation is also a good starting point for the development of the numerical algorithm for simulating time-dependent flows around arbitrary clusters made of spherical beads. The proposed solution can be used in a way analogous to the way Lamb’s classical decomposition is exploited to model steady viscous flows around such clusters [13].

Finally, the general solution can be useful in the problem of a flow around a spherical particle suspended in a fluid above an oscillating plane. Such flow is relevant to interpretation of the quartz crystal microbalance measurements [50]. Here the use of the method of reflections demands solving for the flow in the unbounded fluid due to some non-trivial (spatially varying) oscillatory velocity distribution prescribed at the sphere surface. The use of the solution developed in this work allows to obtain the solution at all orders. In the forthcoming work we shall demonstrate that the reflection series converges remarkably fast and that the two-term solution yields a quantitatively accurate approximation even at small proximity of the particle to the oscillating plane.

To conclude, these prospective research directions suggest a wide range of potential applications of the general solution presented in this work.
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Appendix A SOLUTION OF VECTOR HELMHOLTZ EQUATION

In this Appendix we provide details of derivation of solution of vector Helmholtz equation for the subsection (14). The curl of Eq. (17) reads

\[ \nabla \times \mathbf{u}_s = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left( -\frac{l(l+1)c_{lm}^{(2)}}{r} \right) \right) \Psi_{lm} + \left( \frac{dc_{lm}^{(2)}}{dr} + \frac{c_{lm}^{(1)}}{r} - \frac{\epsilon_{lm}^{r}}{r} \right) \Phi_{lm} \right). \]

Taking curl of the curl and using that incompressibility implies \( \nabla^2 \mathbf{u}_s = -\nabla \times (\nabla \times \mathbf{u}_s) \) we find,

\[ \nabla^2 \mathbf{u}_s = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left( \frac{l(l+1)Y_{lm}}{r} \left( \frac{dc_{lm}^{(1)}}{dr} + \frac{c_{lm}^{(1)}}{r} - \frac{\epsilon_{lm}^{r}}{r} \right) \right) \Psi_{lm} \left( \frac{d}{dr} + \frac{1}{r} \right) \left( \frac{dc_{lm}^{(1)}}{dr} + \frac{c_{lm}^{(1)}}{r} - \frac{\epsilon_{lm}^{r}}{r} \right) \Psi_{lm} \right)

The coefficients obey by \( \lambda^2 u_s = \nabla^2 u_s \) that

\[ \lambda^2 \epsilon_{lm}^{r} - \frac{l(l+1)}{r} \left( \frac{dc_{lm}^{(1)}}{dr} + \frac{c_{lm}^{(1)}}{r} - \frac{\epsilon_{lm}^{r}}{r} \right) = 0, \]

\[ \lambda^2 c_{lm}^{(1)} - \frac{d}{dr} \right) \left( \frac{dc_{lm}^{(1)}}{dr} + \frac{c_{lm}^{(1)}}{r} - \frac{\epsilon_{lm}^{r}}{r} \right) = 0, \]

\[ \lambda^2 c_{lm}^{(2)} - \frac{l(l+1)Y_{lm}}{r^2} \left( \frac{dc_{lm}^{(2)}}{dr} + \frac{c_{lm}^{(2)}}{r} \right) = 0. \]

The last equation can be written as:

\[ \frac{d^2}{dr^2} \left( r c_{lm}^{(2)} \right) - \left( \lambda^2 + \frac{l(l+1)}{r^2} \right) r c_{lm}^{(2)} = 0. \]

The solution that decays at infinity (\( R e \lambda > 0 \)) is,

\[ c_{lm}^{(2)} = \frac{\tilde{c}_{lm} K_{l+1/2}(\lambda r)}{\sqrt{r}}, \]

where \( \tilde{c}_{lm} \) is a constant and the modified Bessel function \( K_{l+1/2} \) is defined in Eqs. (17) - (18). The incompressibility condition does not impose any restrictions on \( \epsilon_{lm}^{(2)} \). We have,

\[ \nabla \cdot \mathbf{u} = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left( \frac{dc_{lm}^{(1)}}{dr} + \frac{2\epsilon_{lm}^{r}}{r} - \frac{l(l+1)c_{lm}^{(1)}}{r} \right) Y_{lm}. \]

The rest of Eqs. (197) give,

\[ \frac{d(r c_{lm}^{(1)})}{dr} = \epsilon_{lm}^{r}, \]

\[ \frac{d^2}{dr^2} \left( r c_{lm}^{(1)} \right) - \frac{d\epsilon_{lm}^{r}}{dr} = \lambda^2 r c_{lm}^{(1)}. \]

Consistency of these equations requires that,

\[ \frac{d}{dr} \left( r^2 c_{lm}^{(1)} \right) = l(l+1) r c_{lm}^{(1)}. \]

which is equivalent to incompressibility condition, see Eq. (200). Using this condition we find coupled equations,

\[ \frac{d(r c_{lm}^{(1)})}{dr} = \frac{\epsilon_{lm}^{r}}{(l+1)^2}, \]

\[ \frac{d}{dr} \left( r^2 c_{lm}^{(1)} \right) = l(l+1) r c_{lm}^{(1)}. \]

Taking derivative of the last equation and using the first yields,

\[ \frac{d^2 y}{dr^2} - \left[ \lambda^2 + \frac{l(l+1)}{r^2} \right] y = 0, \]

where \( y = r^2 c_{lm}^{(1)}. \) The solution that vanishes at infinity is,

\[ c_{lm}^{(1)} = \frac{\tilde{c}_{lm} K_{l+1/2}(\lambda r)}{r^{3/2}}, \]

where \( \tilde{c}_{lm} \) is a constant. We find using Eq. (204),

\[ c_{lm}^{(1)} = \frac{\tilde{c}_{lm} K_{l+1/2}(\lambda r)}{l(l+1)r}. \]

We conclude that the general solution of Eqs. (10) has the form,

\[ \mathbf{u} = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left( \frac{\tilde{c}_{lm} K_{l+1/2}(\lambda r)}{r^{3/2}} + \frac{l(l+1)c_{lm}^{(1)}}{r^2} \right) Y_{lm} + \left( \frac{\tilde{c}_{lm} K_{l+1/2}(\lambda r)}{l(l+1)r} - \frac{c_{lm}^{(1)}}{r^2} \right) \Phi_{lm}, \]

where we used Eqs. (10), (13). We can rewrite the above by using

\[ \frac{dK_{\nu}(z)}{dz} = -\frac{\nu K_{\nu}(z)}{z} - K_{\nu-1}(z), \]

which gives

\[ \left( r^{1/2} K_{l+1/2}(\lambda r) \right) = -\frac{lK_{l+1/2}(\lambda r) + \lambda r K_{l+1/2}(\lambda r)}{r^{3/2}}. \]

The usage of this identity in Eq. (207) gives Eq. (21).

Appendix B TRANSFORMATION OF THE COEFFICIENTS

In this Appendix, we give details for the identities that underly the transformation of the coefficients of expansion in subsection (112) cf. Appendix of (113). We introduce the field \( \tilde{\mathbf{u}} \) as the field which has zero radial component and has \( r \)-independent azimuthal and polar components. It is set that \( \tilde{\mathbf{u}} \) coincides with \( \mathbf{u} \) on the sphere.
We conclude from the above that

\[ \int \mathbf{u} \cdot \nabla \Omega = \int \mathbf{u} \cdot \nabla \tilde{\Omega} \]

where we used \( \nabla \cdot \mathbf{u} \) in spherical coordinates. We develop a similar formula for

\[ \int \mathbf{u} \cdot \nabla^2 \Omega = -\int \mathbf{u} \cdot \nabla \Omega \]

where we used \( \nabla \cdot \mathbf{u} \) in spherical coordinates. The above gives Eq. (204).

### Appendix C: Calculation of the Kernel \( F_l(t, r) \)

Here we provide the calculations for the kernel \( F_l(t, r) \) in Eqs. (59). Deriving \( F_l(t, r) \) from \( G_l(t, r) \) according to Eq. (59) results in cumbersome integrals. Instead, we perform the integration directly by using Eq. (59) which gives

\[ f_l(t, r) = \int_{\delta - i\infty}^{\delta + i\infty} e^{\sqrt{1+r^2} - i \phi} P_l(r \sqrt{s}) |s|^{-\frac{1}{2}} e^{|s|^\frac{1}{2} t} ds, \]

where we used Eq. (12). The Eqs. (12) and (59) imply the identity

\[ \frac{d}{dx} e^{-\lambda x} P_l(\lambda x) = \lambda^2 x e^{-\lambda x} P_l-1(\lambda x), \]

which allows to prove the identity \( \partial_r f_l = r g_{l-1} \) given by Eq. (200) directly from Eqs. (12) and (204).

### A The case \( l = 2 \)

The calculations at \( l = 2 \) and \( l > 2 \) differ as will be seen below. Here we consider \( l = 2 \). We have from the definition in Eq. (17) that \( P_1(x) = 1 + x \) and \( P_2(x) = 3 + 3x + x^2 \). We find

\[ f_2(r, r) = \int_{\delta - i\infty}^{\delta + i\infty} \frac{3 + 3\sqrt{r} + r^2}{s^2(1 + \sqrt{s}) e^{\sqrt{s}(-1 + r + x)}} ds, \]

we find that

\[ -\partial_r f_2 = 2 \int_{\delta - i\infty}^{\delta + i\infty} \frac{1 + \sqrt{s}}{s(1 + \sqrt{s}) e^{\sqrt{s}(-1 + r + x)}} ds = r g_1, \]

confirming Eq. (90) in the considered case. We have

\[ \frac{1}{s^2(1 + \sqrt{s})} = \frac{1}{s^2} - \frac{1}{s^{3/2}} + \frac{1}{s} - \frac{1}{\sqrt{s}} + \frac{1}{1 + \sqrt{s}}, \]

which gives

\[ \frac{3 + 3\sqrt{r} + r^2}{s^2(1 + \sqrt{s})} = \frac{3}{s^2} + \frac{3 + r - 1}{s^{3/2}} + \frac{r^2 - 3r + 3}{1 + \sqrt{s}}. \]

The use of this decomposition in Eq. (210) and of integral tables (17) gives Eq. (117) from the main text.

### B Calculation for arbitrary \( l \)

The following identities are obtained from Eq. (17):

\[ P_l(0) = P_l'(0) = (2l - 1)!! \]

\[ (P_l'(x))' = (2l - 1)(2l - 2), \]

\[ \frac{P_l(rx)}{P_{l-1}(x)} \]

using which we find

\[ \frac{P_l(rx)}{x P_{l-1}(x)} = \lim_{x \to 0} \frac{rx P_l(x) - \frac{1}{2} P_{l-1}(x)}{x^2 P_{l-1}^2(x)} = \lim_{x \to 0} \frac{rx P_l(x) - \frac{1}{2} P_{l-1}(x)}{x^2 P_{l-1}^2(x)} = \frac{2l - 1 - \frac{1}{2} P_l(x)}{2 P_{l-1}(x)} + \frac{r^2 P_{l-1}(x)}{2 P_{l-1}(x)} + \frac{2l - 1 - \frac{1}{2} P_{l-1}(x)}{2 P_{l-1}(x)} \]

\[ -\frac{3 P_l(0) P_{l-1}(0)}{2 P_{l-1}^2(0)} = (2l - 1)(1 - r) + r^2(l - 1) \]

\[ -\frac{(2l - 1)(l - 2)}{2l - 3}. \]
Using the above the partial fraction decomposition for \( l > 2 \) we have
\[
\frac{P_l(x)}{x^4P_{l-1}(x)} = \frac{2l-1}{x^4} + \frac{(r-1)(2l-1)}{x^3} + \frac{1}{x^2} \left( r^2(l-1) - r(2l-1) + \frac{(2l-1)(l-1)}{2l-3} \right) + \sum_{k=1}^{l-1} \left( a_k^{-1} \right)^4 \frac{P_l(-r a_k^{-1})}{P_{l-1}(-a_k^{-1})} \left( x + a_k^{-1} \right),
\]

(222)

where from Eq. (17) it follows that for \( l > 2 \)
\[
P_l(x) - (2l - 1)P_{l-1}(x) - (r-1)(2l-1)xP_{l-1}(x)
- x^2P_{l-1}(x) \left( r^2(l-1) - r(2l-1) + \frac{(2l-1)(l-1)}{2l-3} \right)
= x^3P_l(0) \left( \frac{r^3(l-2)}{3} + \frac{r(2l-1)(l-1)}{2l-3} - r^2(l-1)
- \frac{l(2l-1)(l-1)}{3(2l-3)} \right) + O(x^4).
\]

(223)

We remark that the decomposition given by Eq. (222) is valid for \( l > 2 \) only and does not agree with the decomposition at \( l = 2 \) given by Eq. (219) with \( \sqrt{7} = x \). The use of Eq. (222) in Eq. (214) and of the integrals in \( 47 \) gives Eq. (168) in the main text.

It is useful to provide another observation. Setting \( r = 1 \) in Eq. (222) gives
\[
\frac{P_l(x)}{x^4P_{l-1}(x)} = \frac{2l-1}{x^4} + \frac{1}{2l-3} x^2 + \sum_{k=1}^{l-1} \left( a_k^{-1} \right)^4 \frac{P_l(-a_k^{-1})}{P_{l-1}(-a_k^{-1})} \left( x + a_k^{-1} \right).
\]

(224)

Multiplying this equation by \( x^4 \), taking third derivative and evaluating it at \( x = 0 \) gives
\[
\frac{\partial^3}{\partial x^3} \left( \frac{P_l(x)}{P_{l-1}(x)} \right) |_{x=0} = 0.
\]

(225)

Furthermore we find the partial fraction decomposition
\[
\frac{P_l(x)}{P_{l-1}(x)} = \sum_{k=1}^{l-1} \left( a_k^{-1} \right)^4 \frac{P_l(-a_k^{-1})}{P_{l-1}(-a_k^{-1})} \left( x + a_k^{-1} \right).
\]

(226)

Taking third derivative of the last identity and evaluating it at \( x = 0 \) gives Eq. (129) from the main text by Eq. (223). Similarly, multiplying Eq. (224) by \( x^4 \), taking second derivative and evaluating at \( x = 0 \) we find
\[
\frac{\partial^2}{\partial x^2} \left( \frac{P_l(x)}{P_{l-1}(x)} \right) |_{x=0} = \frac{2}{2l-3}.
\]

(227)

Taking second derivative of Eq. (226) and evaluating it \( x = 0 \) gives Eq. (112) from the main text by using the above equation.

**Appendix D OSCILLATING SPHERE PROBLEM**

Here we provide the calculations that reproduce the known solution for the flow around an oscillating sphere used in Sec. (14). We find that the first two terms in the RHS of Eq. (159) are zero only if \( m = 1 \) or \( m = -1 \). We use
\[
Y_{l1} = \int \sqrt{(2l + 1)} \frac{P_l(x)}{4\pi l(l + 1)} \cos(\rho \omega \phi) \exp(i\phi) = -Y_{l1}^* (228)
\]

and that definition of \( P^m_l \) implies
\[
\int \sqrt{1 - x^2} P_l^m(x) dx = -\int (1 - x^2) P_l^m(x) dx
= -2 \int x P_l(x) dx = -\frac{4\delta_{l1}}{3}.
\]

(229)

This gives
\[
\int \sin \theta \cos \theta Y_{lm} d\Omega = \int \sin \theta \sin \theta Y_{lm} d\Omega = -i \sqrt{\frac{2\pi}{3}} \delta_{l1} (\delta_{m,-1} - \delta_{m,1}),
\]

(230)

We also have \( \int \cos \theta Y_{lm}^* d\Omega = 2\delta_{l1} \delta_{m0} \sqrt{3/3} \) that is readily confirmed by using the first of Eqs. (12). We conclude that
\[
\frac{\mathbf{u} \cdot \mathbf{Y}_{lm}^* d\Omega}{2} = \frac{2\pi}{3} \left( U_x + iU_y \right) \delta_{l1} \delta_{m,-1}
\]

\[-\frac{2\pi}{3} \left( U_x - iU_y \right) \delta_{l1} \delta_{m,1} + \frac{2\pi}{3} U_x \delta_{l1} \delta_{m0}.
\]

(231)

We now find the coefficients \( c_{lm} \). We have from Eq. (28)
\[
\frac{c_{lm}}{\lambda} = \left( \frac{\lambda}{2} + \frac{3\lambda K_{3/2}(\lambda)}{2K_{1/2}(\lambda)} \right) \sqrt{\frac{2\pi}{3}} \delta_{l1} \left( U_x + iU_y \right) \delta_{m,-1}
\]

\[-\left( U_x - iU_y \right) \delta_{m,1} + \sqrt{2\pi} \delta_{m0}.
\]

(232)

We obtain from Eq. (18) that
\[
K_{1/2}(\lambda) = \sqrt{\frac{\pi}{2\lambda}} e^{-\lambda}, \quad \lambda K_{3/2}(\lambda) = \sqrt{\pi} \frac{e^{-\lambda}(1+\lambda)}{2\lambda}.
\]

(233)

We obtain
\[
\frac{c_{lm}}{\lambda} = \left( 1 + \frac{\lambda^2}{3} \right) \sqrt{\frac{3\pi}{2}} \delta_{l1} \left( U_x + iU_y \right) \delta_{m,-1}
\]

\[-\left( U_x - iU_y \right) \delta_{m,1} + \sqrt{2\pi} \delta_{m0}.
\]

(234)

We find from Eq. (8) that the pressure is
\[
p = \frac{3}{4\pi r^2} \left( 1 + \lambda + \frac{\lambda^2}{3} \right) \left( U_x + iU_y \right) \sin \theta e^{-i\phi} + \left( U_x - iU_y \right) \sin \theta \exp(i\phi) + 2U_x \cos \theta = \left( 1 + \frac{\lambda^2}{3} \right) \frac{3U \cdot r}{2r^3}.
\]

(235)
where we used $P_l^k(\cos \theta) = -\sin \theta$. For finding the velocity field, it remains to obtain $\bar{c}_{lm}$ since $\bar{c}_{im} = 0$ by $\int u \cdot \Phi^*_{lm} d\Omega = 0$, see the last of Eqs. (22). We have from Eq. (30) that

$$\bar{c}_{lm} = -3 \int u \cdot Y^*_m d\Omega = \left(-3 \sqrt{3} (U_x + iU_y) \frac{\delta_1 \delta_{m,-1}}{2\lambda^2} \right) \frac{2 \exp(\lambda)}{\sqrt{\lambda}}. \quad (236)$$

We find using Eqs. (10) and (233) that the flow is given by

$$u = u_s - \nabla \left(1 + \frac{\lambda^2}{3} \frac{3U \cdot r}{2\lambda^2 r^3},\right) \quad (237)$$

where $u_s$ is a solution of the vector Helmholtz equation, which according to Eqs. (20) and (233) is given by

$$u_s = \frac{1}{m \pi} \left(\frac{c_{1m} K_{3/2}(\lambda r) r Y_{1m}}{r^2} \right) \quad (238)$$

$$- \frac{c_{1m} \lambda r^{1/2} K_{3/2}(\lambda r)}{2} \left(1 + \frac{1}{\lambda r} + \frac{1}{(\lambda r)^2} \right) \nabla Y_{1m}.$$ 

The dependence on the coefficients reduces to $\sum_{m=-1}^{1} \bar{c}_{im} Y_{1m}$, as seen by rewriting the above as

$$u_s = \frac{\hat{r}}{r^2} \sqrt{\frac{\pi}{2\lambda}} \left(1 + \frac{1}{\lambda r} \right) c_{1m} \frac{\bar{c}_{lm}}{r} Y_{1m} \quad (239)$$

$$- \frac{\lambda^{1/2}}{2} \sqrt{\frac{\pi}{2\lambda} e^{-\lambda r}} \left(1 + \frac{1}{\lambda r} + \frac{1}{(\lambda r)^2} \right) \nabla \sum_{m=-1}^{1} \bar{c}_{im} Y_{1m}.$$ 

We find from Eqs. (28) and (30) that

$$\frac{\bar{c}_{lm}}{c_{1m}} = -\frac{6}{\lambda^2 (3K_{3/2}(\lambda r) + \lambda K_{1/2}(\lambda r))} \quad (240)$$

$$= -\frac{2}{\pi \lambda} \frac{2 \exp(\lambda)}{1 + \lambda + \lambda^2/3}.$$ 

We conclude that

$$\sum_{m=-1}^{1} \bar{c}_{im} Y_{1m} = -\sqrt{\frac{2}{\pi \lambda}} \frac{2 \exp(\lambda)}{1 + \lambda + \lambda^2/3} \sum_{m=-1}^{1} \bar{c}_{im} Y_{1m}$$

$$= -\sqrt{\frac{2}{\pi \lambda}} \frac{2 \exp(\lambda)}{1 + \lambda + \lambda^2/3} \nabla \sum_{m=-1}^{1} \bar{c}_{im} Y_{1m}.$$ 

where we used Eqs. (8) and (233). We obtain using the above in Eq. (239) that

$$u_s = -\frac{1}{\lambda r} \frac{3 \exp(\lambda(1-r))}{r^2} \left(1 + \frac{1}{\lambda r} \right) \frac{U - (U \cdot \hat{r}) \hat{r}}{r} \quad (242)$$

$$+ \frac{3 \exp(\lambda(1-r))}{2} \left(1 + \frac{1}{\lambda r} \right) \frac{U - (U \cdot \hat{r}) \hat{r}}{r},$$

which can be rewritten as

$$u_s = \frac{3 \exp(-\lambda(1-r))}{2\lambda^2} \left(1 + \frac{1}{\lambda r} \right) \frac{U - (U \cdot \hat{r}) \hat{r}}{r} \quad (243)$$

$$\times \frac{(1 + \lambda r)(U - 3(U \cdot \hat{r}) \hat{r} + \lambda^2 (U - (U \cdot \hat{r}) \hat{r})}{r^3}.$$ 

We conclude that the flow induced by an oscillating sphere is given by $l = 1$ term of the series solution, similarly to the counterpart problem for the steady Stokes flow.

**A Comparison with known solution**

We compare the above with the solution brought in [1] which can be written as $(\hat{r} \equiv r/r)$

$$u = \frac{3}{2\lambda^2} \left(1 + \lambda + \frac{\lambda^2}{3} \right) \frac{e^{\lambda - 1 - \frac{\lambda^2}{3}}}{\lambda^2} \nabla^2$$

$$\cdot \left(1 - (1 + \lambda r) \exp(-\lambda r) \right) \frac{2(U \cdot \hat{r}) \hat{r}}{r^3}$$

$$+ ((1 + \lambda r + (\lambda r)^2) \exp(-\lambda r) - 1) \frac{U - (U \cdot \hat{r}) \hat{r}}{r^3}.$$ 

We remark that [1] has a typo of multiplicative factor $\lambda$. We find that Laplacian of terms that do not contain the exponential factors is proportional to

$$\nabla^2 \frac{3\hat{r} \cdot \hat{r}_k - \delta_{ik}}{r^3} = \nabla^2 \nabla_i \nabla_k \frac{1}{r} = 0. \quad (245)$$

The Laplacian of the exponential terms is proportional to

$$e^{\lambda r} \frac{\nabla e^{-\lambda r}}{r^3} \left((1 + \lambda r) \frac{U - 3(U \cdot \hat{r}) \hat{r}}{r^3} + (\lambda r)^2 \frac{U - (U \cdot \hat{r}) \hat{r}}{r^3} \right)$$

$$= \left(\frac{\lambda^2}{r} \frac{2\lambda}{r} \right) \left((1 + \lambda r) \frac{U - 3(U \cdot \hat{r}) \hat{r}}{r^3} + (\lambda r)^2 \frac{U - (U \cdot \hat{r}) \hat{r}}{r^3} \right)$$

$$- 2\lambda \frac{\nabla U - 3(U \cdot \hat{r}) \hat{r}}{r^3} + (\lambda r)^2 \frac{U - (U \cdot \hat{r}) \hat{r}}{r^3}.$$ 

We find taking the derivatives

$$e^{\lambda r} \frac{\nabla e^{-\lambda r}}{r^3} \left((1 + \lambda r) \frac{U - 3(U \cdot \hat{r}) \hat{r}}{r^3} + (\lambda r)^2 \frac{U - (U \cdot \hat{r}) \hat{r}}{r^3} \right)$$

$$= \left(\frac{\lambda^2}{r} \frac{2\lambda}{r} \right) \left((1 + \lambda r) \frac{U - 3(U \cdot \hat{r}) \hat{r}}{r^3} + (\lambda r)^2 \frac{U - (U \cdot \hat{r}) \hat{r}}{r^3} \right)$$

$$+ 2\lambda \left(3 + 2\lambda r \right) \frac{U - 3(U \cdot \hat{r}) \hat{r}}{r^4} + (\lambda r)^2 \frac{U - (U \cdot \hat{r}) \hat{r}}{r^4}$$

$$- 4\lambda \frac{(U - 3(U \cdot \hat{r}) \hat{r})}{r^4} + 2\lambda^2 \frac{U - 3(U \cdot \hat{r}) \hat{r}}{r^4}.$$ 

$$= \lambda^2 (1 + \lambda r) (U - 3(U \cdot \hat{r}) \hat{r}) + \lambda^4 (U - (U \cdot \hat{r}) \hat{r}). \quad (247)$$
We find collecting the terms that
\[ u = \frac{3}{2\lambda^2} \left( 1 + \lambda + \frac{\lambda^2}{3} \right) \left( 1 - (1 + \lambda r) \exp(-\lambda r) \right) \frac{2(U \cdot \hat{r})}{r^3} \]
\[ + \frac{3}{2\lambda^2} \left( 1 + \lambda + \frac{\lambda^2}{3} \right) e^{-\lambda r} \left( (1 + \lambda r) (U - 3(U \cdot \hat{r}) \hat{r}) + \lambda^2 (U - (U \cdot \hat{r}) \hat{r}) \right) \]
\[ + \frac{3}{2\lambda^2} \left( 1 + \lambda + \frac{\lambda^2}{3} \right) \frac{3(U \cdot \hat{r}) - U}{r^3} + 3 \exp(-\lambda(r - 1)) \frac{\lambda^2}{r^3} \]
\[ \cdot \left( (1 + \lambda r) (U - 3(U \cdot \hat{r}) \hat{r}) + \frac{\lambda^2 (U - (U \cdot \hat{r}) \hat{r})}{r^3} \right). \tag{248} \]
It is seen that the final formula is rather simple and \( u(r) = 1 \) is readily verified. We can write the solution given by Eq. (248) in the form given by Eq. (10)
\[ u = u_s - \frac{\nabla p}{\lambda^2}, \quad p = -\frac{3}{2} \left( 1 + \lambda + \frac{\lambda^2}{3} \right) (U \cdot \nabla) \frac{1}{r}, \tag{249} \]
where \( u_s \) is a solution of the Helmholtz equation which can be readily seen to agree with Eq. (243). We conclude that the solution by the series and the ordinary solutions agree.

We remark that the solution can also be written in concise form which can be inferred from \([35, 44]\) as:
\[ u = (U \cdot \nabla) \nabla \psi - U \nabla^2 \psi, \]
\[ \psi = \frac{3}{2\lambda^2} \left( 1 + \lambda + \frac{\lambda^2}{3} - \exp(\lambda(1 - r)) \right). \tag{250} \]
that can be readily confirmed to agree with other forms. This form expresses the solution via a single scalar function \( \psi \) of the radial variable similarly to \([3]\). We have
\[ u_s = (U \nabla^2 - (U \cdot \nabla) \nabla) \frac{3\exp(\lambda(1 - r))}{2\lambda^2 r}. \tag{251} \]

Appendix E OSCILLATORY ROTATIONS OF THE SPHERE

In this Appendix, details of the calculations for the oscillatory rotations of the sphere, considered in subsection \([\text{VI}]\) are provided. It is readily seen that
\[ \int \sin \theta \cos \phi Y_{lm}^* d\Omega = \pi (\delta_{m,1} - \delta_{m,-1}) \sqrt{\frac{(2l + 1)}{4\pi l(l + 1)}} \]
\[ \cdot \int P_l^m(\cos \theta) \sin^2 \theta d\theta, \quad \int \cos \theta Y_{lm}^* d\Omega = 2 \sqrt{\frac{\pi}{3}} \delta_{l1} \delta_{m0}, \]
where we have used
\[ Y_{l1} = \sqrt{\frac{(2l + 1)}{4\pi l(l + 1)}} P_l^m(\cos \theta) \exp(i\phi) = -Y_{l,-1}^*. \tag{252} \]

The definition of \( P_l^m \) implies
\[ \int \sqrt{1 - x^2} P_l^m(x) dx = -\int (1 - x^2) P_l^m(x) dx \]
\[ = -2 \int x P_l(x) dx = -\frac{4\delta_{l1}}{3}, \tag{253} \]
which gives
\[ \int \sin \theta \cos \phi Y_{lm}^* d\Omega = \sqrt{\frac{2\pi}{3}} \delta_{l1} (\delta_{m,-1} - \delta_{m,1}), \]
\[ \int \sin \theta \sin \phi Y_{lm}^* d\Omega = i\sqrt{\frac{2\pi}{3}} \delta_{l1} (\delta_{m,-1} + \delta_{m,1}). \tag{254} \]

We conclude from the above and Eq. (22) that
\[ -K_{3/2}(\lambda) c_{lm} = \int Y_{lm}^* \omega_i d\Omega = \sqrt{\frac{2\pi}{3}} (\omega_x + i\omega_y) \delta_{l1} \delta_{m,-1} \]
\[ -\sqrt{\frac{2\pi}{3}} (\omega_x - i\omega_y) \delta_{l1} \delta_{m,1} + 2 \sqrt{\frac{\pi}{3}} \omega_z \delta_{l1} \delta_{m0}. \tag{255} \]
This gives on using Eq. (20) and the definition of \( \Phi \) in Eq. (11) that
\[ u = -\frac{K_{3/2}(\lambda)}{K_{3/2}(\lambda)} \sqrt{\frac{2\pi}{3}} r \times \nabla (\omega_x + i\omega_y) Y_{1,-1} \]
\[ = (\omega_x - i\omega_y) Y_{11} + \sqrt{2\omega_z} Y_{10} \]. \tag{256} \]
We find by using the definitions of \( Y_{lm} \) and \( Y_{1,-1} = -Y_{11} \) that the expression in brackets equals \( \omega \cdot \hat{r} \). Finally, using the definition of \( K_{3/2}(\lambda) \) in Eq. (233) we obtain Eq. (11).

Appendix F FORCE AND TORQUE VIA THE EXPANSION COEFFICIENTS

In this Appendix, we provide the formulae for the force and torque on the sphere, similar to those for the general solution of steady Stokes equations \([\text{I}]\).

A Difference from steady Stokes equations

For steady Stokes equations, that express the condition of zero total force on any volume of inertialess fluid, the force on the sphere of any radius is the same. This is because the total force on the volume enclosed by any two spheres vanishes. This leads to the possibility of finding the force from asymptotic behavior of the flow on an infinitely remote sphere. Thus, the general series solutions of the Stokes equations provide the force as a single coefficient of the series that provides the leading order term at large distances. Similar fact holds for the torque \([\text{I}]\).

In the case of the unsteady flow, the situation is somewhat different and we have for the force \( F \) that the fluid
exerts on interior of the unit sphere

\[ F_i = \int_{r=1} \sigma_{ir} dS = \int_{x=R} \sigma_{ir} dS - \int_{1<r<R} \nabla_k \sigma_{ik} dV \]

\[ = \int_{r=R} \sigma_{ir} dS - \lambda^2 \int_{1<r<R} u_i dV, \quad (257) \]

where the stress tensor \( \sigma_{ik} \), defined in Eq. (161), obeys \( \nabla_k \sigma_{ik} = \lambda^2 u_i \). The last, volume integral, is proportional to the frequency and absent for steady Stokes flows.

**B Force and torque from reciprocal theorem**

We can circumvent the direct calculation by using reciprocal theorem [1] similarly to [3]. For any dual flow obeying \( \lambda^2 \hat{v}_i = \nabla_k \hat{\sigma}_{ik} \) and incompressibility condition, we have the Lorentz identity

\[ \hat{v}_i \frac{\partial \sigma_{ik}}{\partial x_k} = u_i \frac{\partial \hat{\sigma}_{ik}}{\partial x_k}, \quad \frac{\partial (\hat{v}_i \sigma_{ik})}{\partial x_k} = \frac{\partial (u_i \hat{\sigma}_{ik})}{\partial x_k}. \quad (258) \]

Here \( \hat{\sigma}_{ik} \) is the stress tensor of the dual flow defined similarly to Eq. (161). We use as the dual flow the oscillating sphere solution considered in Sec. [5]. We find by integration of the above identity over the sphere exterior that

\[ U \int_{r=1} \sigma \hat{r} dS = - \int_{r=1} u \cdot \frac{3(1 + \lambda)U + \lambda^2(\mathbf{U} \cdot \hat{r}) \hat{r}}{2} dS, \]

where we used Eq. (162). This equation must hold for any \( U \), providing us with a simple formula for the force

\[ F = - \frac{3(1 + \lambda)}{2} \int_{r=1} udS - \frac{\lambda^2}{2} \int_{r=1} (u \cdot \hat{r}) \hat{r} dS. \quad (259) \]

We conclude that the most general dependence of the force on \( \lambda \) is parabolic. The parabola has only two free coefficients, \( F = \lambda^2 F_1 + (1 + \lambda) F_2 \) where \( F_1 \) are frequency-independent and given by low moments of velocity field. This is the same dependence on \( \lambda \) as for oscillating sphere, see Eq. (163). The only difference is that there are six free coefficients in the force and not three. The interpretation of the terms and their form in time domain are the same as for the oscillating sphere problem, see e.g. [1, 3].

We can similarly obtain the torque. We use as the dual flow the oscillatory rotation of the sphere considered in the previous section. We have

\[ \int_{r=1} \sigma \hat{r} \cdot (\omega \times \hat{r}) dS = - \int_{r=1} u \cdot (\omega \times \hat{r}) \left( 3 + \frac{\lambda^2}{1 + \lambda} \right) dS, \]

where we used Eq. (172). We find the torque \( T \) by requiring that this equation holds for any \( \omega \)

\[ T = -8\pi \omega_{eff} \equiv \frac{8\pi \omega_{eff} \lambda^2}{3(1 + \lambda)}, \quad (260) \]

where we introduced the effective angular velocity \( \omega_{eff} \) as

\[ \omega_{eff} = \frac{3}{8\pi} \int_{r=1} \hat{r} \times u dS, \quad (261) \]

so that the torque formula looks as that for oscillating rotations of a rigid sphere, see Eq. (173). Thus, the torque on the sphere generated by a general surface flow can be described as resulting from rigid sphere rotations.

**C Integrals’ calculation**

The above integral formulas for the force and the torque can be written in terms of the coefficients of the expansion in the VSH. This is done by inserting into the integrals the series expansion for \( u \) given by Eq. (21). The calculation requires integrals of the VSH over the sphere. We consider

\[ \int \mathbf{Y}_{lm} d\Omega = \hat{\mathbf{x}} \int \sin \theta \cos \phi \mathbf{Y}_{lm} d\Omega + \hat{\mathbf{y}} \int \sin \theta \sin \phi \mathbf{Y}_{lm} d\Omega + \hat{\mathbf{z}} \int \cos \theta \mathbf{Y}_{lm} d\Omega. \quad (262) \]

where we projected \( \mathbf{Y}_{lm} = \hat{\mathbf{r}} \mathbf{Y}_{lm} \) on the Cartesian unit vectors. We find using Eqs. (255) that

\[ \int \mathbf{Y}_{lm} d\Omega = \delta_{l1} \sqrt{\frac{2\pi}{3}} \left( \hat{\mathbf{x}}(\delta_{m,-1} - \delta_{m,1}) - i \hat{\mathbf{y}}(\delta_{m,-1} + \delta_{m,1}) + \hat{\mathbf{z}} \sqrt{2\delta_{m0}} \right), \quad (263) \]

This formula allows to find the first term in Eq. (257). It is readily seen from the general solution that at large distances, considered in detail later,

\[ p = \sum_{m=-1}^{m=1} \frac{c_{lm} \mathbf{Y}_{lm}(\theta, \phi)}{r^2} + O(1/r^3), \quad (264) \]

and velocity is of order \( 1/r^3 \). Thus, the integral of the surface traction over the surface of the sphere at infinity is fully determined by the pressure. The viscous component of the stress does not contribute the integral, in contrast with the steady Stokes equations. We have

\[ \lim_{R \to \infty} \int_{x=R} \sigma_{ir} dS = - \sum_{m=-1}^{m=1} c_{lm} \int \hat{r} \mathbf{Y}_{lm} d\Omega \]

\[ = - \sqrt{\frac{2\pi}{3}} \sum_{m=-1}^{m=1} \left( \hat{\mathbf{x}}(c_{1,-1} - c_{11}) - i \hat{\mathbf{y}}(c_{1,-1} + c_{11}) + \hat{\mathbf{z}} \sqrt{2c_{10}} \right), \quad (265) \]

where we used Eq. (263) with \( \hat{r} \mathbf{Y}_{lm} = \mathbf{Y}_{lm} \). We consider the remaining integrals

\[ \int \Psi_{lm} d\Omega = \hat{\mathbf{x}} \int \hat{\mathbf{x}} \cdot \mathbf{Y}_{lm} d\Omega + \hat{\mathbf{y}} \int \hat{\mathbf{y}} \cdot \mathbf{Y}_{lm} d\Omega + \hat{\mathbf{z}} \int \hat{\mathbf{z}} \cdot \mathbf{Y}_{lm} d\Omega. \quad (266) \]
and similar integrals for \( \Phi_{lm} \). Performing calculations similar to those that led to Eq. (263), we obtain
\[
\int \Psi_{lm} d\Omega = 2\delta_{l1} \frac{2\pi}{3} (\hat{x}(\delta_{m,-1} - \delta_{m,1}) - i\hat{y}(\delta_{m,-1} + \delta_{m,1}) + \hat{z}\sqrt{2}\delta_{m0}) = 2 \int \Psi_{lm} d\Omega, \quad \int \Phi_{lm} d\Omega = 0. \tag{267}
\]
For finding the torque, given by Eq. (260), we must calculate
\[
\int \hat{r} \times \Psi_{lm} dS = \hat{x} \int (\sin \theta \sin \phi \hat{z} - \cos \theta \hat{y}) \cdot \Psi_{lm} d\Omega
\]
\[
+ \hat{y} \int (\cos \theta \hat{x} - \sin \theta \cos \phi \hat{z}) \cdot \Psi_{lm} d\Omega
\]
\[
+ \hat{z} \int (\sin \theta \cos \phi \hat{y} - \sin \theta \sin \phi \hat{x}) \cdot \Psi_{lm} d\Omega, \tag{268}
\]
and similar integral for \( \Phi_{lm} \). We find calculating the integrals
\[
\int \hat{r} \times \Phi_{lm} dS = -2\delta_{l1} \frac{2\pi}{3} (\hat{x}(\delta_{m,-1} - \delta_{m,1}) - i\hat{y}(\delta_{m,-1} + \delta_{m,1}) + \hat{z}\sqrt{2}\delta_{m0}) = -2 \int \Psi_{lm} dS,
\]
\[
\int \hat{r} \times \Psi_{lm} dS = \int \hat{r} \times \Psi_{lm} dS = 0. \tag{269}
\]
Finally, for finding the force and the torque via the expansion coefficients we introduce the series representation for \( \mathbf{u} \) into Eqs. \((259)\) and \((260)\) and perform term-by-term integration using the formulas above.

**D Force via expansion coefficients**

We obtain by setting \( r = 1 \) in Eq. (21) and using Eq. (233) that inserting \( \mathbf{u} \) into Eqs. (259) gives
\[
\mathbf{F} = -\sqrt{\frac{2\pi}{3}} \left( \hat{x}(c_{1,-1} - c_{11}) - i\hat{y}(c_{1,-1} + c_{11}) + \hat{z}\sqrt{2}c_{10} \right)
\]
\[
+ \pi(1+\lambda)\sqrt{\frac{\lambda}{3}} e^{-\lambda} \left( \hat{x}(c_{1,-1}^{*} - c_{11}^{*}) - i\hat{y}(c_{1,-1}^{*} + c_{11}^{*}) + \hat{z}\sqrt{2}c_{10}^{*} \right). \tag{270}
\]
It is seen from Eq. (260) that the first line of the above equation equals to the force due to the pressure component of the stress, \( -\int_{r=1} \overline{p} r \, d\Omega \), cf. subsection \( \text{XXC} \). Thus, the last two lines describe the viscous component’s contribution to the force.

The correspondence to the results holding in the limit of the steady Stokes flow, \( \lambda \to 0 \), is seen by observing that Eq. (25) gives
\[
\tilde{c}_{1m}^{*} \simeq -\frac{l + 1}{\lambda^{2}K_{1\cdot 1/2}(\lambda)} c_{lm} + o(\lambda). \tag{271}
\]
We find from Eq. (270) and (233) that
\[
\mathbf{F} \simeq -\sqrt{\frac{2\pi}{3}} \left( \hat{x}(c_{1,-1} - c_{11}) - i\hat{y}(c_{1,-1} + c_{11}) + \hat{z}\sqrt{2}c_{10} \right).
\]
This equation agrees with the formula implied by Lamb’s solution of the steady Stokes equations, see e.g. \([1, 2]\), which is
\[
\mathbf{F} = -4\pi \nabla \left( r \sum_{m=1}^{\infty} c_{1m}Y_{1m}(\theta, \phi) \right) = -\sqrt{\frac{2\pi}{3}} \left( \hat{x}(c_{1,-1} - c_{11}) - i\hat{y}(c_{1,-1} + c_{11}) + \hat{z}\sqrt{2}c_{10} \right), \tag{272}
\]
where we used the identity,
\[
\sum_{m=1}^{\infty} c_{1m}Y_{1m}(\theta, \phi) = \sqrt{\frac{3}{4\pi}} c_{10} \cos \theta - \sqrt{\frac{3}{8\pi}} \sin \theta \cdot (c_{11} - c_{1,-1}) \cos \phi + i(c_{11} + c_{1,-1}) \sin \phi. \tag{273}
\]
Returning to the general case, Eq. (270) does not make it obvious that the force dependence on \( \lambda \) (see Eq. (259)) is parabolic, since it involves \( \lambda \)-dependent coefficients. We rewrite the force via the frequency-independent coefficients \( b_{1m} \) and \( d_{1m} \) defined in Eq. (183). By using the definition of \( K_{1/2}(\lambda) \) in Eq. (30) it follows that
\[
c_{1m} = \lambda^{2}b_{1m} + (1+\lambda)(3b_{1m} - d_{1m}) \tag{275}
\]
Similarly, using Eq. (183) and the definition of \( \mathcal{P}_{1}(x) \) in Eq. (17) we have
\[
\frac{c_{1m}}{2} = \lambda^{2}b_{1m} + (1+\lambda)(3b_{1m} - d_{1m}) \tag{275}
\]
We find Eq. (191) by using the above equations in Eq. (270).

**E Torque via expansion coefficients**

The torque is found by inserting the expansion of \( \mathbf{u} \) in the VSH into Eq. (260) and making term-by-term integration. This gives
\[
\mathbf{T} = 6 \left( 1+\lambda + \frac{\lambda^{2}}{3} \right) \frac{\pi}{\sqrt{3\lambda^{3}}} e^{-\lambda} \left( \tilde{c}_{1,-1} - \tilde{c}_{11} \right)
\]
\[
- i\hat{y}(\tilde{c}_{1,-1} + \tilde{c}_{11}) + \hat{z}\sqrt{2}\tilde{c}_{10} \right). \tag{276}
\]
It is readily seen that in the zero-frequency limit, the above reproduces the result for the steady Stokes flow \( \Omega \). We remark that it is useful to employ in the demonstration that
\[
\int \mathbf{u} \cdot \Phi_{1m}^{*} d\Omega = 2\tilde{c}_{1m}K_{3/2}(\lambda) \sim 2\tilde{c}_{1m} \sqrt{\frac{\pi}{2\lambda^{3}}}. \tag{277}
\]
The general \( \lambda \)-dependence of the torque is obtained by observing that the usage of \( K_{3/2}(x) = (1 + 1/x) \exp(-x)\sqrt{x/(2\pi)} \) in Eq. (29) gives
\[
\tilde{c}_{1m} = \frac{\exp(\lambda)}{2(1+\lambda)} \sqrt{\frac{2\lambda^{3}}{\pi}} \int_{r=1} \Psi_{1m}(\nabla \times \mathbf{u}) \cdot \hat{r} \, d\Omega. \tag{277}
\]
The usage of this equation in Eq. (276) reproduces Eq. (260) with
\[
\omega_{\text{eff}} = \frac{1}{4} \sqrt{\frac{3}{2\pi}} \left( \hat{x}(e_1 - e_1) - i\hat{y}(e_1 + e_1) + \hat{z}\sqrt{2}e_0 \right),
\]
evaluating for the axial case we find that
\[
e_m = \int_{r=1}^{\infty} \psi_{lm}^{\ast}(\nabla \times \mathbf{u})_r d\Omega.
\]
which provides explicit form of \(\omega_{\text{eff}}\) in Eq. (261) via projections on \(Y_{lm}\).

**Appendix G  AXIALLY SYMMETRIC CASE**

In this Appendix, we provide the details for the consideration of the axially symmetric case in Sec. VIII. Using Eq. (277) and integration over \(\phi\) that in the axially symmetric case we find that
\[
\frac{1}{\sqrt{\pi(2l + 1)}} \int Y_{l0}^\ast \nabla \cdot \mathbf{u} \, d\Omega = 2 \int \mathcal{P}_l(\cos \theta) u \sin \theta d\theta + \int \mathcal{P}_l(\cos \theta) \partial_\theta (\sin \theta v) \, d\theta. \tag{279}
\]
Performing integration by parts in the last term and using \(\partial_\theta \mathcal{P}_l(\cos \theta) = \mathcal{P}_l(\cos \theta)\) we find
\[
\frac{1}{\sqrt{\pi(2l + 1)}} \int Y_{l0}^\ast \nabla \cdot \mathbf{u} \, d\Omega = 2 \int \mathcal{P}_l(\cos \theta) u \sin \theta d\theta - \int \mathcal{P}_l(\cos \theta) v \sin \theta \, d\theta. \tag{280}
\]
The use of this formula in Eq. (278) gives
\[
c_0 = \frac{\sqrt{\pi(2l + 1)} \mathcal{P}_l(\lambda)}{(l + 1) \mathcal{P}_{l-1}(\lambda)} \int_{-1}^{1} \mathcal{P}_l(x) v(x) \, dx \tag{281}
\]
\[
\frac{(l + 1) \mathcal{P}_l(\lambda) + \lambda^2 \mathcal{P}_{l-1}(\lambda)}{(l + 1) \mathcal{P}_{l-1}(\lambda)} \int_{-1}^{1} \mathcal{P}_l(x) v(x) \, dx,
\]
where \(u(x), v(x)\) are defined as \(u(\theta = \arccos x)\) and \(v(\theta = \arccos x)\), respectively. We obtain Eq. (181) for \(D_l\) from the definition in Eqs. (180). For finding \(F_l\) we use
\[
\frac{\sqrt{2\lambda}}{\pi} \mathcal{P}_l(\lambda) \left( \int u Y_{l0}^\ast d\Omega - \frac{(l + 1)c_0}{\lambda^2} \right). \tag{282}
\]
see Eqs. (18) and (25). We find
\[
\tilde{c}_{l0} = -\frac{\lambda^{l-1} \exp(\lambda)}{P_{l-1}(\lambda)} \sqrt{\frac{2(2l + 1)}{\lambda}} \left( \int_{-1}^{1} \mathcal{P}_l(x) v(x) \, dx + l \int_{-1}^{1} \mathcal{P}_l(x) u(x) \, dx \right). \tag{283}
\]
This gives \(F_l\) via the last of Eqs. (180), completing the solution for the radial velocity \(u\) given by Eq. (179).

We compare the solution with the solution of Rao \([19]\) for axially symmetric flows. That is given via the streamfunction \(\psi\) that defines the flow via

\[
u = \frac{1}{r^2 \sin \theta} \frac{\partial \psi}{\partial \theta}, \quad v = -\frac{1}{r \sin \theta} \frac{\partial \psi}{\partial r}. \tag{284}
\]
It is found that \([19]\)
\[
\psi = \sum_{l=1}^{\infty} \left( \frac{D_l(\lambda)}{r^l} + F_l(\lambda) r^{l+2} K_{l+1/2}(\lambda r) \right) \int_{-1}^{\cos \theta} \mathcal{P}_l(x) \, dx,
\]
which reproduces our formula for \(u\). For completeness, we consider the remaining component of the velocity,
\[
v = \sum_{l=1}^{\infty} \left( \frac{l D_l}{r^{l+2}} - \frac{F_l(\lambda) r^{l+2} K_{l+1/2}(\lambda r)}{l(l + 1)} \right) \frac{\cos \theta \mathcal{P}_l(x)}{\sin \theta} \, dx.
\]
We use the identity \([41]\),
\[
\int_{-1}^{\cos \theta} \mathcal{P}_l(x) \, dx \, \sin \theta = -\int_{-1}^{1} \mathcal{P}_l(x) \, \frac{dx \sin \theta}{l(l + 1)}. \tag{285}
\]
where we used \(\int_{-1}^{1} \mathcal{P}_l(x) \, dx = 0\) for \(l > 0\). Thus we can write,
\[
v = \sum_{l=1}^{\infty} \left( \frac{l D_l}{r^{l+2}} - \frac{F_l(\lambda) r^{l+2} K_{l+1/2}(\lambda r)}{l(l + 1)} \right) \frac{\partial_x \mathcal{P}_l(\cos \theta)}{l(l + 1)}.
\]
In this form, it can be verified readily that \(v\) agrees with the polar component of Eq. (201), finishing demonstration of agreement with \([19]\).