Optical excitation of magnons in an easy-plane antiferromagnet: Application to Sr$_2$IrO$_4$
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We study the interaction of a (classical) light field with the magnetic degrees of freedom in the two-dimensional antiferromagnet Sr$_2$IrO$_4$. The reduced space group symmetry of the crystal allows for several channels for spin-operator bilinears to couple to the electric field. Integrating out high-energy degrees of freedom in a Keldysh framework, we derive induced effective fields which enter the equations of motion of the low-energy mode of in-plane rotations which couple to the out-of-plane magnetization. Considering a pump-probe protocol, these induced fields excite magnetization oscillations which can subsequently be probed, e.g., using Kerr rotation. We discuss how the induced fields depend on polarization and frequency of the driving light, and our study applies to both resonant and non-resonant regimes. Crucially, the induced fields depend on the two-magnon density of states, thus allowing for further insight into properties of the magnetic excitation spectrum. Furthermore, these effects rely upon (weak) magnon-interactions, and so are beyond a “Floquet magnon” description.

I. INTRODUCTION

Ultrafast optics provide a powerful means to probe and manipulate electronic materials. Two well-explored mechanisms of light-matter interaction in ultrafast optics are through interband transitions (electron-hole excitations), and through optically active phonon modes. A much less explored alternative is to use ultrafast radiation to directly excite spin excitations. Recent experiments (see below) show that this can indeed be achieved in Mott insulating antiferromagnets, and the goal of this paper is to develop a theory for this mechanism of ultrafast excitation.

A. Experimental setup, theory goals and results

We consider the following measurement protocol. A short and intense “pump” pulse of radiation is first applied at a frequency comparable to the magnetic exchange $J$, and within the optical gap. The dynamics after the pulse is then probed using a second laser for measurements on times $t \gg h/J$. On this longer time scale, a description solely in terms of slow modes, whose dynamics is generically semi-classical, is appropriate. The creation of magnetic excitations in the form of magnons by irradiation with short laser pulses has previously been demonstrated in the antiferromagnet NiO$^{14,15}$. In that work, the initial pump pulse was treated phenomenologically using free-energy arguments as an effective magnetic field – an “inverse Faraday effect” – while an appropriate semi-classical picture was applied to the dynamics during the probe period.

Here we derive the effect of the pump pulse from a microscopic treatment of the coupling of the electric field of the light to the spins. This replaces the free energy arguments, and gives specific predictions for the magnitude of the effective field of Refs. $^4$ and $^5$ on polarization, frequency, etc. Importantly, because the pump pulse is of short duration and frequency comparable to $J$, the physics during this period is in no way semi-classical and requires a full quantum treatment. Prior quantum theory of the mechanism of an inverse Faraday effect was based on modeling off-resonant light to a few-level system$^{16}$ which is appropriate for isolated atoms but not collec-
tive spin excitations. The present work elevates this to a full theory of quantum magnons interacting with the pump laser.

We approach this problem in the specific milieu of Sr$_2$IrO$_4$, a paradigmatic spin-orbit Mott insulator comprising a planar square lattice antiferromagnet. Sr$_2$IrO$_4$ is attractive for its large magnon bandwidth, small spin, two dimensionality, and the large spin-orbit coupling (SOC) which is inherent to the magnetic Ir$^{4+}$ ion. The latter is advantageous as SOC is required to connect the spin polarization and with the orbital polarization of light. We consider an easy-plane antiferromagnetic Heisenberg model for the basal planes in Sr$_2$IrO$_4$. In equilibrium the fluctuations around the Neél ordered state can be described in linear spin-wave theory in the form of magnon excitations, the spectrum of which is correctly reproduced in the low-energy limit by classical equations of motion.

These equations are modified during the duration of the pump by the optical electric field. The derivation of these modifications from a microscopic model of the magnetic excitations in the material is the main object of this paper. For a spatially uniform system, we obtain

$$\partial_t u = \chi^{-1} m - u \tau_u - h_m,$$
$$\partial_t m = -\kappa u - m \tau_m + h_u, \quad (1)$$

where our principle result is the expression of $h_m, h_u$ in terms of the applied light field. These equations of motion describe $k = 0$ magnons. Here $u$ is a small fluctuation of the in-plane angle of the spin away from the ordering axis, and $m$ is the out-of-plane magnetization, which appears because $m$ is the conjugate variable to $u$, and hence generates in-plane rotations. The parameter $\chi$ is the out-of-plane susceptibility, $\kappa$ is proportional to an in-plane anisotropy, and $\tau_u, \tau_m$ are phenomenological relaxation times that are only important during the “probe” period. The modifications due to the electric field are the Zeeman-like field $h_m$ and a “dual” field $h_u$, both of which are quadratic in the applied field.

**B. Summary of methods and outline**

We briefly summarize the methodology by which we obtain this result, and which is the principle subject of the main text. A single basal plane of Sr$_2$IrO$_4$ contains $J_{eff} = 1/2$ moments on a square lattice. The equilibrium Hamiltonian can be obtained by symmetry analysis as

$$\mathcal{H}_{eq} = \sum_{i \in \Lambda} \sum_{\mu = \pm x, \pm y} \left[ J_{xy} (S_i^x S_{i+\mu}^y + S_i^y S_{i+\mu}^x) + J_z S_i^z S_{i+\mu}^z \right. $$
$$\left. + D \hat{z} \cdot S_i \times S_{i+\mu} \right], \quad (2)$$

where we take $J_{xy} > J_z > 0$ corresponding to an antiferromagnetic Heisenberg coupling with an easy-plane anisotropy, while $D$ denotes the strength of the Dzyaloshinskii-Moriya interaction and we neglect a small in-plane anisotropy to be discussed later. Considering the coupling of spins to the perturbing electrical field, we find that time-reversal symmetry mandates the electrical field to couple to a bilinear form of spin operators, generally written as

$$\mathcal{H}_E = \sum_{\mu = \pm x, y} \sum_{ij} g_{\mu ij}^\alpha E_\mu S_i^\alpha S_j^\beta, \quad (3)$$

with the tensorial structure of the couplings $g_{\mu ij}^\alpha$ made explicit in Eq. (1).

The equilibrium spin dynamics (i.e. $E_\mu \equiv 0$) of the system is conveniently investigated by employing a large-$S$ framework to expand about the classical antiferromagnetically ordered state. To this end, we pick a staggered local reference frame

$$\vec{S}_i \rightarrow \epsilon_i (S_i^x \hat{n} + S_i^y \hat{z} \times \hat{n}) + S_i^z \hat{z}, \quad (4)$$

in which the classical (antiferromagnetic) ground state corresponds to a ferromagnetic configuration with spins aligned along the $x$-axis. We make use of the Holstein-Primakoff representation to represent the spin operators in terms of bosonic operators. In first non-trivial order of $1/S$ (i.e. linear spin-wave theory), the Hamiltonian is quadratic in the bosons and diagonalization readily yields the spin-wave dispersion

$$E_k = 2JS \sqrt{(2 - \gamma_k) (2 + (1 - \delta)\gamma_k)}, \quad (5)$$

where $\gamma_k = \cos k_x + \cos k_y$. Similarly, one may expand the interaction $\mathcal{H}_E$ in $1/S$, where we include up to three-boson terms.

The strategy to analyze the non-equilibrium interacting boson problem is to define an appropriate path integral, and integrate out “fast” degrees of freedom (large momentum, high frequency) to obtain an effective description of the low energy dynamics. Importantly, the high frequency light fields affect the low-frequency dynamics because modes of different frequencies are coupled through cubic boson interactions.

In order to obtain the effective low-energy action of the system both in equilibrium and during the pump (i.e. in the presence of a time-dependent electric field $E_\mu(t)$), we employ a real-time (Keldysh) path integral

$$Z = \int \mathcal{D}[a_+, a_-] e^{i\mathcal{S}}, \quad (6)$$

where $a_+$ and $a_-$ denote bosonic fields on the forward and backward branches of the real-time contour employed in the Keldysh formalism and the action $\mathcal{S}$ contains contributions both from the non-interacting spin-wave theory Hamiltonian and the perturbation $\mathcal{H}_E$. Using a cutoff to separate low-energy and high-energy modes and path-integral averaging over the latter then yields a low-energy action $\mathcal{S} = \int dt d^2x S^{-1} L$ where the Lagrange density $L$
is conveniently expressed in terms of the low-energy variables $u$ and $m$ which constitute coherent bosonic modes [see (10) for an explicit definition].

Since the free (quadratic) action for the Holstein-Primakoff-Bosons does not mix momenta, the equilibrium low-energy Lagrangian $\mathcal{L}_0$ is straightforwardly obtained as the small-momentum part (i.e. $k \approx 0$) of the bare equilibrium action. We further include a small experimentally observed easy-axis anisotropy $\Gamma > 0$ [see also Eq. (15)] which violates the in-plane $U(1)$ symmetry of the Hamiltonian (2) and thus allows for relaxation of $m$ (which is a conserved quantity of $H_{\text{eq}}$). Including the low-energy Lagrangian due to this in-plane anisotropy $\mathcal{L}_\Gamma$, we find the full equilibrium low-energy Lagrange density

$$\mathcal{L}_0 + \mathcal{L}_\Gamma = [m_q \partial_t u_c - u_q \partial_t m_c] - \frac{1}{\chi} m_c m_q - \kappa u_c u_q. \quad (7)$$

On the contrary, the interaction with the electric field $H_\text{E}$ is a perturbation to the bare equilibrium action with three-boson interaction terms which lead to the mixing of momenta. We thus employ the Keldysh path integral introduced above to integrate out high-momentum modes perturbatively to second order in the electric field, generating an effective low-energy action which describes the coupling of a single slow mode to an effective (induced field) $h$. We may represent the process of integrating out high-energy modes diagrammatically, with the slow mode (straight line) and external electric fields (dashed lines) appearing as sources, and the internal lines being high-momentum propagators to be averaged over, thus yielding an effective vertex between a slow mode and two electric fields,

$$\mathcal{L}_{\text{eff}} = -\frac{\hbar}{2} \partial_t \sigma_c - \frac{\hbar}{2} \partial_t \sigma_m + \frac{\hbar}{2} \sigma_m \tau_m. \quad (8)$$

The effective action due to the presence of electric fields and fluctuations effects can then be put in the form

$$\mathcal{L}_{\text{eff}} = \hbar m q + \hbar u_q + \frac{u q \tau u \tau_c - m q \tau m}{\tau_m}, \quad (9)$$

where $h_{m,u}$ are the induced effective fields obtained by explicitly evaluating above diagrams, which is done in Sec. III D and we have also included phenomenological relaxation terms. Demanding the full action with $\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_\Gamma + \mathcal{L}_{\text{eff}}$ to be extremal then yields the equations of motion for the classical variables $u_c, m_c$ as given in (1).

We note that above considerations show that the finite induced fields necessarily require interactions between magnons, because the electric field itself couples to large momentum modes whose energy is comparable to the pump frequency, and only anharmonic terms provide the mode-coupling that generates an effect upon the zero momentum fields. Thus these results cannot be obtained from any “Floquet magnon” description.

It should be emphasized that our approach is inherently quantum, and allows to study both resonant and off-resonant contributions to the induced effective fields for linear and circularly polarized light. In particular, connections between spectral properties of the magnons and the induced fields entering the low-energy dynamics can be elucidated. In short, our calculations give several definite predictions for future experiments which are discussed in Sec. IV and a methodology that can be much more widely applied.

The remainder of the paper is organized as follows. In Sec. II we give a full exposition of the model for Sr$_2$IrO$_4$, including the coupling between spins and electric fields. Then, in Sec. III we apply the spin wave expansion to obtain an effective bosonic Hamiltonian, formulate the non-equilibrium dynamics in a Keldysh path integral, and carry out a perturbative diagrammatic derivation of the low energy equation of motion. We conclude in Sec. IV with a a discussion of observable consequences, and an outlook for further applications and extensions. Several appendices give technical details of calculations summarized in the main text.

II. MODEL AND SYMMETRIES

For concreteness, we consider a single plane of Sr$_2$IrO$_4$, in which corner-sharing IrO$_6$ octahedra form a square lattice of Ir$^{4+}$ ions, as depicted in Fig. 1. As is well established, spin-orbit coupling leads to the emergence of $J_{\text{eff}} = 1/2$ moments with effective nearest-neighbor Heisenberg interactions.

A. Symmetries

Symmetry places an important constraint upon the physics. As the corner-sharing octahedra in Sr$_2$IrO$_4$ are rotated at an angle $\theta \approx 13^\circ$, the unit cell on the square lattice of the $J_{\text{eff}} = 1/2$ is doubled. A full account of the three-dimensional structure places Sr$_2$IrO$_4$ in the I$4_1$/acd space group. However, because of the strong two-dimensionality of Sr$_2$IrO$_4$, well-confirmed by experiment, it is appropriate to consider the full set of symmetries of a single basal IrO$_2$ plane. These are generated by (i) a fourfold rotation $C_4$ about the $z$-axis perpendicular to the plane, (ii) inversion $I$, (iii) a horizontal mirror operation $\sigma_h$, and (iv) a screw operation along the $x$ axis, consisting of a lattice translation $x \rightarrow x+1$ paired with a $\pi$-spin rotation about the $x$ axis). Not all such operations are true symmetries of the three-dimensional structure, but they are good approximate symmetries, and a model analysis of the exchange couplings based on these symmetries is highly successful in explaining the equilibrium properties of Sr$_2$IrO$_4$, so we proceed with the same symmetry assumptions here.

B. Hamiltonian

Many prior studies have established the minimal spin Hamiltonian $H_{\text{eq}}$ for Sr$_2$IrO$_4$ as given in (2), where
we have neglected the influence of a small in-plane anisotropy $\Gamma$ on the bare Hamiltonian. The spin Hamiltonian can also be obtained from microscopic considerations taking into account the electronic structure of Sr$_2$IrO$_4$ and perturbation theory around the Mott limit.

For further analysis, it will prove convenient to work with spin operators $\vec{S}_i$ in a local frame in which the spins order collinearly. To this end, we perform a staggered rotation $S_i^z = \epsilon_i^z S_i^z$, where $\epsilon_i = \pm 1$ for $i \in A (B)$ sublattices. The Hamiltonian thus becomes

$$H_{eq} = J \sum_{i \in A} \sum_{\mu = \pm x,y,z} \left[ \frac{1}{2} (S_i^+ S_{i+\mu}^- + S_i^- S_{i+\mu}^+) + (1 - \delta)S_i^z S_{i+\mu}^z \right],$$

where $J = \sqrt{J_{xy}^2 + D^2}$ and $\theta$ is determined by $\tan 2\theta = -D/J_{xy}$, and we have introduced the dimensionless anisotropy parameter $\delta = 1 - J_z/J$. It is easily seen that in this local reference frame, the spin Hamiltonian given in (10) corresponds to an XXZ model with a $U(1)$ symmetry of picking the in-plane ordering axis.

### C. Coupling to electric field

We assume that the dominant coupling of the light to the spins is through the electric field. This is reasonable for a strongly spin-orbit coupled system, owing to the weakness of the magnetic component of the laser field. Since $\vec{E}$ is even under time reversal, the electric field needs to couple to a bilinear of spin operators. The most general such interaction Hamiltonian linear in $\vec{E}$ and involving nearest-neighbor spins that is invariant under the symmetries (i)-(iv) given in Sec. II A is

$$H_E = \sum_i \left[ g_1 \epsilon_i \left( E_x S_i^y S_{i+\mu}^z + S_i^y S_{i+\mu}^z \right) - (x \leftrightarrow y) \right] + g_2 \epsilon_i \left( E_y S_i^x S_{i+\mu}^y - E_x S_i^x S_{i+\mu}^y \right) + g_3 \epsilon_i \left( E_y S_i^z S_{i+\mu}^y - E_x S_i^z S_{i+\mu}^y \right) + g_4 \epsilon_i S_i^z (E_y S_{i+\mu}^z - E_x S_{i+\mu}^y)

+ g_5 \left( E_y \hat{\varepsilon} \cdot S_i \times S_{i+\mu} - E_x \hat{\varepsilon} \cdot S_i \times S_{i+\mu} \right).$$

It should be emphasized that a doubling of the unit cell (due to the staggered rotation of the octahedra) is crucial to obtain finite $g_1, \ldots, g_4$.

The microscopic origin of the couplings in (11) can be elucidated by noting that the Hamiltonian defines a spin-dependent electric polarization $\vec{P}$ through $\vec{P} = -\partial H_E/\partial \vec{E}$. The spin-dependent electric polarization in transition metal oxides can be obtained in a microscopic calculation by considering the electronic structure of a TM-O-TM dimer and expressing the matrix elements of $\vec{P}$ in the Mott limit through spin operators and has recently been applied to the relevant geometry of a bond angle $\alpha \neq \pi$, giving rise to the additional terms introduced above (see also Sec. IV A and Appendix C).

### III. LIGHT-INDUCED LOW-ENERGY DYNAMICS

#### A. Transformation to bosons

We concentrate on low temperature, for which it is appropriate to expand small fluctuations around the magnetically ordered ground state. We use the standard Holstein-Primakoff or $1/S$ expansion ($S$ is the spin magnitude), which transforms the spin problem order by order into one of bosons, whose normal modes in the quadratic approximation are magnons, or spin waves. We start with the equilibrium problem with $\vec{E} = 0$. We parametrize the classical ground state as $\vec{S}_i = \epsilon_i \vec{S}_0$, where $\vec{S}_0 = (\cos \phi, \sin \phi, 0)$ is a unit vector in the $x$-$y$ plane. The angle $\phi$ parametrizes a $U(1)$ freedom in picking the Neél ordering axis of (10). This freedom is ultimately split by in-plane anisotropy, but we will simply leave $\phi$ as a free parameter for the present analysis.

As usual, we choose a ferromagnetic local frame for spin-wave theory by transforming to new spin variables as defined in Eq. (4) so that the classical ordered state simply corresponds after the transformation to fermionic alignment along the $\hat{x}$ axis. Then we make the Holstein-Primakoff transformation which expresses the spin operators in terms of bosonic operators $a$ as $S_i^\pm = S_i^\dagger = S_i^\dagger S_i^\dagger = \sqrt{2S - n_i} a_i^\dagger = a_i^\dagger \sqrt{2S - n_i}$ and $S_i^z = S_i^z - n_i$, where $n_i = a_i^\dagger a_i$. The resulting Hamiltonian $H_{eq}$ can be expanded as $H_{eq} = H_{eq}^{(0)} + H_{eq}^{(2)} + O(1/S^0)$, where $H_{eq}^{(n)}$ contains $n$ bosonic operators. While $H_{eq}^{(0)}$ corresponds to the classical ground-state energy, the quadratic part $H_{eq}^{(2)}$ can be diagonalized by means of a Bogoliubov transformation $a_k = \cos \vartheta_k c_k + \sin \vartheta_k c_k^\dagger$ (see Eq. (A7)). This yields

$$H_{eq}^{(2)} = \sum_k E_k c_k \dagger c_k + \text{const},$$

with the spin-wave dispersion $E_k$ given in (5). It is convenient to combine the bosonic operators in a Nambu spinor $\psi_{k,\sigma} = (a_k, a_k^\dagger)^T$, with $[\psi_{\sigma, k}, \psi_{\sigma', k'}] = \epsilon_{\sigma, \sigma'} \delta_{k, k'}$. Analogous to $H_{eq}$, we also expand the light-spin interaction Hamiltonian $H_E$ in the Holstein-Primakoff bosons. We finally obtain a schematic expansion of the form

$$H_E = \sum_\mu E_\mu(t) \left[ \Phi_\mu^{A, \dagger} \psi_A + \Phi_\mu^{2, \dagger} A_B \psi_A \psi_B + \Phi_\mu^{3, \dagger} A_B C \psi_A \psi_B + \psi_A \psi_B + O(1/S^0) \right],$$

where the $\Phi_{A, B, C}^{m, \mu}$ are vertex functions which in general depend on momentum, the couplings $g_1, \ldots, g_5$ and parameters which specify the classical ground state (i.e. the
angles $\phi$ and $\theta$), and we use composite indices $A = (k, \alpha)$ etc. (with appropriate summations implicit) for brevity. For a more detailed expression of $\mathcal{H}_E$, detailing the tensorial structure, we refer the reader to Eq. (A2) in Appendix A. Importantly, we have included the leading cubic interaction between magnons induced by the electric field. As mentioned in the introduction, coupling between modes of different momentum, which occurs only through such interactions, is necessary for the electric field to induce effects on the long wavelength modes. We remark that an additional source of magnon interactions arises from intrinsic exchange interactions already present in equilibrium. However, we find that these give subdominant contributions to the field-induced terms in the equations of motion for the slow modes, and hence ignore them here.

Finally, note that the unit cell doubling restricts the momenta in the original unit cell to be conserved only up to the (magnetic ordering) wave vector $Q = (\pi, \pi)$.

**B. Keldysh formulation**

The presence of the time-dependent electric field in \textsuperscript{11} takes the system out of equilibrium. We formulate the problem using Keldysh path-integral representation. To this end, the bosonic fields are time-evolved along a folded contour from $t = -\infty$ to $t = \infty$ and back, corresponding to time-evolving the density matrix of the system. Denoting bosonic fields on the forward (backward) contour by $a_\pm$, the Keldysh path integral of the system is given by $Z = \int D[a_+, a_-] \exp(iS)$ with the action

$$S = \sum_{s=\pm} s \int dt \left\{ \sum_i \bar{a}_{s,i} i \partial_t a_{s,i} - \mathcal{H} (\{\bar{a}_{s,i}, a_{s,i}\}) \right\}, \quad (14)$$

where the Hamiltonian $\mathcal{H} = \mathcal{H}_E^{(2)} + \mathcal{H}_E(t)$ is given by the quadratic spin-wave Hamiltonian and the time-dependent interaction Hamiltonian [given in Eqs. (12) and (13), respectively]. In practice, it is useful to perform a Keldysh rotation to classical and quantum fields $a_{c,q} = (a_+ \pm a_-) / \sqrt{2}$, where the classical field can acquire a non-zero expectation value. The classical equations of motion for $a_c$ then emerge as solutions to the saddle-point equations

$$\frac{\delta S}{\delta a_q} = 0, \quad a_q = 0. \quad (15)$$

**C. Slow modes and low energy equation of motion**

The analysis of slow modes proceeds by considering slowly varying components of bose fields in the Keldysh path integral. The procedure is to work in the Fourier basis of fields in momentum space, and integrate out those fields with momentum above some cut-off. Formally, the resulting effective action governs the dynamics of the remaining small momentum modes. In the Fourier representation, terms up to quadratic order in boson operators do not mix momenta. Therefore, within linear spin wave theory, the effective action is simply equivalent to the bare action for the small momentum modes. It already in equilibrium contains those terms which govern the non-dissipative dynamics of the magnons.

To find an appropriate low energy effective action, it is convenient to express the boson creation and annihilation operators in terms of more physical combinations that represent the collective variables of the easy-plane antiferromagnet. Specifically, since the gap of the out-of-plane mode can be made sufficiently large by increasing the anisotropy parameter $\delta$, we consider the latter to be a high energy mode, and focus just on the easy-plane degrees of freedom. When spatial variations of the ordered state are small and slowly varying, we may write the classical spin configuration as $S^i = (S_{ei}, \epsilon_i u(x_i), m(x_i))^T$ in terms of a phase $u$ and angular momentum $m$, which correspond to the phase of the in-plane ordering axis and out-of-plane magnetization, respectively. We assume $u(x)$ and $m(x)$ vary slowly on the lattice scale. Then, comparing with the Holstein-Primakoff expansion, we identify the magnetization $m(x_i)$ and the in-plane phase $u(x_i)$

$$m(x_i) = \sqrt{\frac{S}{2}} (a_i + a_i^\dagger), \quad u(x_i) = i \sqrt{\frac{S}{2}} (a_i - a_i^\dagger). \quad (16)$$

The bosonic commutation relations imply that $u$ is the canonically conjugate variable to $m$, as also obtained from the classical Poisson bracket $\{S^y, S^z\} = S^x$ given above. We may rewrite the small momentum Keldysh action obtained from keeping up to quadratic terms in the bosons as a function of $u$ and $m$ and their gradients. For our purposes, we consider spatially uniform fields and responses, and it is sufficient for the low energy effective action to work to 0th order in a spatial gradient expansion, i.e. to neglect any terms with spatial derivatives of $m$ or $u$. The resulting effective action is then of the form $S = \int dt dx S^{-1} L$, where we make the $S$-scaling explicit. For the equilibrium XXZ model \textsuperscript{10}, the Lagrange density $L$ is given by

$$L_0 = [m_q \partial_t u_c - u_q \partial_t m_c] - \frac{1}{\chi_0} m_c m_q, \quad (17)$$

with the inverse susceptibility $1/\chi_0 = 2(2 - \delta) JS$. Note that at the present stage, $m$ is a constant of motion corresponding to the U(1) symmetry of the model under in-plane rotations.

We expect two types of corrections to this “bare” action, arising in the process of integrating out higher modes due to the cubic and higher boson interactions. First, already in equilibrium, in the absence of any applied electric fields, there are “self-energy” corrections which renormalize the magnon spectrum and, more importantly, which give rise to a finite magnon lifetime. In
a general model, moreover, microscopic interactions violating the U(1) symmetry will allow relaxation of the uniform magnetization. In the model at hand, we hence include the Γ interaction
\[ \mathcal{H}_\Gamma = \Gamma \sum_{ij} S_i^z S_j^z - S_i^z S_j^y, \] giving rise to an in-plane easy-axis anisotropy. Recent studies have identified a pseudo-spin Jahn-Teller effect as the origin of the experimentally observed anisotropy (see also Sec. IVA). Note that \( \Gamma \ll J \), so that the renormalization of the magnon spectrum is small at higher energies and can be neglected in [5] for our purposes. Second, when electric fields are applied, the bare action will also be corrected by generation terms which drive an initially zero magnetization to become non-zero, and otherwise deform the equilibrium steady state. Given these considerations, the full low-energy Lagrangian can be separated as
\[ \mathcal{L} = \mathcal{L}_0 + \mathcal{L}_\Gamma + \mathcal{L}_{\text{eff}}, \]
where the bare Lagrange density for the low-energy modes obtained in the harmonic approximation upon the inclusion of \( \mathcal{H}_\Gamma \) is given in [7]. Clearly, the violation of the U(1) symmetry leads to dynamics of the magnetization which deviates from that of a free magnetization oscillation. However as we are interested in the evolution of the magnetization have to be obtained by integrating the equations of motion during the pump. For a detailed discussion, we refer to Appendix B in the ultrafast regime in which the pump is short compared to the period of the oscillations and the relaxation time \( t_p \ll \gamma^{-1}, \omega_0^{-1} \), we find that, after the pump, the initial conditions for the free magnetization oscillations are given by
\[ m(t_p^+) \approx \tilde{h}_u t_p \]
\[ \partial_t m(t_p^+) \approx \kappa h_m t_p, \]
where \( \tilde{h}_u, m \) are the (constant) pulse strengths and \( \kappa = 16TS \). In the ultrafast regime, the effective field \( h_m \) therefore acts as an impulse which provides an initial velocity, while \( h_u \) provides an initial amplitude of \( m \). We discuss experimental consequences in Sec. IVA.

\begin{align}
\lambda_\pm &= -(\gamma_m + \gamma_u) \pm i \sqrt{\omega_0^2 - (\gamma_m - \gamma_u)^2} \quad (20)
\end{align}

with \( \omega_0^2 = \kappa/\chi \) and \( 2\gamma_{u,m} = 1/\tau_{u,m} \). It thus becomes clear that a finite \( \tau_u \) causes a faster relaxation, however the counteracts the frequency renormalization due to damping through a finite \( \tau_m \). The limit \( \tau_u \to \infty \) recovers conventional Brownian motion for \( m \). For our purposes, with damping expected to be small, it is sufficient to follow a more heuristic approach by keeping only the damping in the equation of motion for \( m \) and work with a generalized relaxation time \( \tilde{\tau}^{-1} = \tau_u^{-1} + \tau_m^{-1} \) and, if necessary, afterwards renormalize the eigenfrequency \( \bar{\omega} = \text{Im}[\lambda_+] \) appropriately.

Considering the full dynamics of [1], the effective fields can be seen to act as driving forces which take the magnetization \( m \) out of its initial position of rest, \( m = \partial_t m = 0 \). While the pump of duration \( t_p \) is active, \( m \) then evolves according to the EOM [1] in the presence of the effective fields. After the pump is switched off, \( m \) evolves according to the equations of motion of the free (damped) harmonic oscillator [i.e. \( h_{u,m} = 0 \) in [1]]. However, by continuity, the initial conditions for the harmonic time-evolution of the magnetization have to be obtained by integrating the equations of motion during the pump. In the ultrafast regime in which the pump is short compared to the period of the oscillations and the relaxation time \( t_p \ll \gamma^{-1}, \omega_0^{-1} \), we find that, after the pump, the initial conditions for the free magnetization oscillations are given by
\[ m(t_p^+) \approx \tilde{h}_u t_p \]
\[ \partial_t m(t_p^+) \approx \kappa h_m t_p, \]
where \( \tilde{h}_u, m \) are the (constant) pulse strengths and \( \kappa = 16TS \). In the ultrafast regime, the effective field \( h_m \) therefore acts as an impulse which provides an initial velocity, while \( h_u \) provides an initial amplitude of \( m \). We discuss experimental consequences in Sec. IVA.
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with \( \omega_0^2 = \kappa/\chi \) and \( 2\gamma_{u,m} = 1/\tau_{u,m} \). It thus becomes clear that a finite \( \tau_u \) causes a faster relaxation, however the counteracts the frequency renormalization due to damping through a finite \( \tau_m \). The limit \( \tau_u \to \infty \) recovers conventional Brownian motion for \( m \). For our purposes, with damping expected to be small, it is sufficient to follow a more heuristic approach by keeping only the damping in the equation of motion for \( m \) and work with a generalized relaxation time \( \tilde{\tau}^{-1} = \tau_u^{-1} + \tau_m^{-1} \) and, if necessary, afterwards renormalize the eigenfrequency \( \bar{\omega} = \text{Im}[\lambda_+] \) appropriately.
electric fields appear as external legs [solid and dashed external legs in Eq. (24), respectively]. The effective fields \( h_m \) and \( h_u \) are linearly related to \( h_\alpha \) [with \( \alpha = 1, 2 \), see also Eq. (20)] which needs to couple to a single quantum bosonic mode \( \psi_0^\alpha \) to enter the classical equations of motion. One then finds that the terms corresponding to the effective fields \( h_m \) and \( h_u \) have one external solid line and two external dashed lines at the lowest quadratic order in the electric fields. The two Feynman diagrams which lead to induced fields (quadratic in \( E_\mu \)) for the low-energy \( u, m \) modes are shown in Eq. (8). We find that the XXXX-level diagram is trivial, since energy and momentum conservation require the internal line to be a slow mode and thus fall below the cutoff, and thus the effective action is given by a single loop integral,

\[
\mathcal{L}_{\text{eff}} = S h_\alpha \psi_0^\alpha = \quad (24)
\]

\[
 h_\alpha = \frac{1}{4} \int \frac{d^2k}{(2\pi)^2} \left[ \mathcal{E}_\mu \mathcal{E}_\nu \sum_{\beta, \beta' = \pm 1} \frac{\Phi^2_{\beta, \beta'}(0, -k) \Phi^3_{\beta', \beta}(0, k, Q - k)}{\Omega + \beta E_k + \beta' E_{Q - k} + i\eta} + (\mathcal{E}_\nu \leftrightarrow \mathcal{E}_\mu, \Omega \rightarrow -\Omega) \right] (2n_B(\epsilon_k) + 1),
\]

where we have rewritten the electric fields in terms of a complex amplitude \( \mathcal{E}_\mu \), as \( E_\mu(t) = R[\mathcal{E}_\mu e^{i\Omega t}] \), and \( \eta > 0 \) is a small convergence factor. The effective field \( h_\alpha \) is related to the source terms in \( \Psi \) as

\[
h_u = i\sqrt{2S}(h_+ - h_-), \quad h_m = \sqrt{2S}(h_+ + h_-).
\]

Using that \( \Phi^2 \sim S, \Phi^3 \sim \sqrt{S} \) and \( E_k \sim S \), we hence find that the induced fields scale as \( \mathcal{O}(S^1) \).

We evaluate \( h_\alpha \) by focussing on \( \beta = \beta' = -1 \) in the first term and \( \beta = \beta' = +1 \) in the second, which corresponds to processes in which a magnon pair is created. Using the Dirac identity \((x + iy)^{-1} = -i\eta(x + p.v. x^{-1})\), each field splits into a energy-conserving (resonant) contribution, proportional to \( \int d^2k \delta(\Omega - \epsilon_k) \), and a energy non-conserving contribution which includes the principal value integral p.v. \( \int d^2k \), corresponding to virtual transitions.

In order to elucidate the field-dependence of \( h_u \) and \( h_m \), we expand the vertex functions and dispersion in \( \delta \) to first order in the anisotropy \( \delta \) and consider long-wavelengths by working to linear order in \( k \). The momentum integration then extends over momenta with \( \lambda \leq |k| < \Lambda \), where \( \lambda \) is an IR cutoff equivalent to an energy cutoff \( \omega_0 \) to separate fast from slow modes, and \( \Lambda \) is a UV cutoff determined by the microscopic lattice spacing. Upon performing the momentum space integrals, we find it safe to take the cutoff \( \lambda \rightarrow 0 \), yielding

\[
h_u = N_{u, \Lambda}^{\text{lin}}(g, J, \Omega, \delta, 2\phi, 2\theta; \mathcal{E}_x \mathcal{E}_x - \mathcal{E}_y \mathcal{E}_y + \mathcal{E}_x \mathcal{E}_y + \mathcal{E}_y \mathcal{E}_x) + (4g_1^2 - (g_2 - g_3)^2) \sin 4\phi N_{u, \Lambda}^{\text{lin}}(J, \Omega, \delta) \mathcal{E} \cdot \mathcal{E} + g_1(g_2 - g_3) N_{u, \Lambda}^{\text{lin}}(J, \Omega, \delta) \mathcal{E} \cdot \mathcal{E}.
\]

Note that the absence of terms that are cubic in the bosons in the equilibrium model (10) (this a result of a \( Z_2 \) symmetry \( S_y^y \rightarrow -S_y^y, S_z^z \rightarrow -S_z^z \) in the XXZ model) and therefore the lack of cubic vertices places a strong constraint on possible diagrams. Cubic boson terms could be induced in the action by including an in-plane anisotropy term, which however is expected to be small, so that any additional resulting diagrams can be expected to be parametrically small, as well.

For the loop integral in (24), we note that the external leg being quantum and the form of the vertices in \( \mathcal{S}_E \) fix a unique assignment of classical and quantum fields. Since \( \mathcal{H}^{(2)}_{\text{eq}} \) is diagonal for the Bogoliubov-rotated fields, the internal propagators for \( \psi \) are given in terms of free Keldysh (harmonic oscillator) Greens functions of the \( c_k \) bosons. After some algebra (for details see Appendix A), one finds

\[
h_m = N_{m, \Lambda}^{\text{lin}}(g, J, \Omega, \delta, 2\phi, 2\theta; \mathcal{E}_x \mathcal{E}_x - \mathcal{E}_y \mathcal{E}_y + \mathcal{E}_x \mathcal{E}_y + \mathcal{E}_y \mathcal{E}_x) + (4g_1^2 - (g_2 - g_3)^2) \sin 4\phi N_{m, \Lambda}^{\text{lin}}(J, \Omega, \delta) \mathcal{E} \cdot \mathcal{E} + g_1(g_2 - g_3) N_{m, \Lambda}^{\text{lin}}(J, \Omega, \delta) \mathcal{E} \cdot \mathcal{E}.
\]
The field bilinears $E_x\bar{E}_x - E_y\bar{E}_y$ and $E_x\bar{E}_y + E_y\bar{E}_x$ are only finite for linearly polarized light, while the chiral intensity $i\mathcal{E} \times \bar{\mathcal{E}}$ is only nonzero for circularly polarized light. We note that both fields also contain a term which is proportional to the total intensity $\mathcal{E} \cdot \bar{\mathcal{E}}$. The fields $h_u$ and $h_m$ can thus be induced by either linearly polarized light or circularly polarized light. It is instructive to change to a circularly polarized basis with $\mathcal{E}_{R/L} = (E_x \pm iE_y)/\sqrt{2}$, such that the chiral intensity reads

$$i\mathcal{E} \times \bar{\mathcal{E}} = \mathcal{E}_R\bar{\mathcal{E}}_R - \mathcal{E}_L\bar{\mathcal{E}}_L.$$  

(29)

It thus becomes clear that the sign of resonant and off-resonant contributions to the effective fields $h_u$ and $h_m$ respectively (which are proportional to the chiral intensity) can be reversed by inverting the pump helicity, corresponding to the inverse Faraday effect, as previously been obtained in the study of a quantum-mechanical few-level system\(^\dagger\) and also obtained from macroscopic free-energy based approaches\(\dagger\dagger\). Note that the exact antisymmetry under helicity switching is spoiled by the $\mathcal{E} \cdot \bar{\mathcal{E}}$ terms – however these are in the respective opposite regime (resonant/non-resonant) than the $i\mathcal{E} \times \bar{\mathcal{E}}$ and thus only of limited relevance.

We remark that these chiral terms in Eqs. (27) and (28) are independent of both the angles $\phi$ and $\theta$ and only nonzero if $g_1 \neq 0$ and $g_2 \neq g_3$. As discussed in Section IV, these terms are symmetry allowed due to the doubled unit cell which, in the case of Sr$_2$IrO$_4$, is caused by the staggered rotation of the octahedra.

Since the couplings are likely to be of a similar physical origin, it is reasonable to assume that $g_1, g_2, g_3$ are on a similar order of magnitude (see Sec. IV A for a discussion of the couplings in Sr$_2$IrO$_4$). We note that the inverse Faraday effect, i.e. the dependence of the fields on the chiral intensity, is maximized for $g_1 = g_2 = -g_3$. In this limit, the prefactor of $\mathcal{E} \cdot \bar{\mathcal{E}}$ in the effective fields vanishes. Focussing (for simplicity) on this particularly symmetric case (and also taking $g_4 = g_5 = 0$) in (11) we further also notice that $H_E$ in the local basis is independent on $\theta$. The dependence on $\phi$ in this case can be eliminated by rotating the electric field by $-2\phi$. This amounts to rotating the electric field polarization with respect to a fixed spin-ordering axis. Since the chiral intensity is independent under planar rotations of $\bar{\mathcal{E}}$, the corresponding terms in $h_u$ and $h_m$ must not depend on $\phi$. However we stress that in general varying $\phi$ (i.e. the orientation of the ordering axis) is not equivalent to rotating the electric field polarization vector.

A perhaps surprising feature of our results is that the induced fields depend not only on the chiral intensity $i\mathcal{E} \times \bar{\mathcal{E}}$, but in fact on all possible electric field bilinears. In a previous study of a few-level system in Ref. 6, only the chiral intensity was shown to drive a finite magnetization in the off-resonant limit (while the other contributions give rise to additional splittings). The distinction arises because we consider the dynamics within a magnetically ordered state, rather than a paramagnet, and consequently the magnetization $m$ is coupled to another mode ($u$), and driving either $m$ or $u$ can induce a magnetization. Consequently we see that linearly polarized light can also induce magnetization.

The non-resonant contributions $\mathcal{N}$ depend on the UV cutoff, which regularizes a logarithmic divergence. We hence numerically evaluate $h_u$ and $h_m$ on a lattice for different sets of couplings $\{g_i\}\!^\dagger\dagger$ The induced fields as a function of $\Omega$ (at fixed $\phi, \theta$) are shown in Fig. 2 and as a function of $\phi$ for a fixed driving frequency of $\Omega = 4JS$ in Fig. 3.

Notably, we find that the resonant contribution to the fields are strongly peaked and the non-resonant terms undergo a sign change at $\Omega = 8JS$. Inspecting the two-magnon density of states (2DOS) $D_2(\omega, \mathbf{K})$ as a function of energy and net momentum $\mathbf{K}$ in Fig. 4 we find that the density of states is singular at $\mathbf{K} = 0$ and at $\mathbf{K} = \mathbf{Q}$ which is the relevant case for the process considered in this study. This divergence in the 2DOS can be attributed to the fact that the maxima of the dispersion with $\max E_k = 4JS$ are nested with wavevector $\mathbf{Q}$.

While the components of the induced effective fields...
proportional to the chiral intensity $i\mathcal{E} \times \mathcal{E}^*$ are independent of $\phi$, contributions which are only non-vanishing for linearly polarized light oscillate harmonically with argument $2\phi$. Terms which are proportional to the total intensity $\mathcal{E} \cdot \mathcal{E}$ depend on the fourth harmonic of $\phi$ (i.e. oscillate with argument $4\phi$). As shown in Fig. 3 different choices of couplings (which we take as free parameters for now) lead to the activation of the various contributions to the induced fields. We briefly discuss the choices of coupling sets in the figure: (i) The set $\{1, 1, -1, 3, 3\}$ maximizes the inverse Faraday effect and cancels any contributions proportional the total intensity, and induces a $2\phi$ dependence for linear polarizations since $g_4, g_5 \neq 0$. (ii) The fields due to linearly polarized light for the set $\{2, 1, -1, 0, 0\}$ show a $4\phi$ dependence and no dependence on polarization rotation, since only the total intensity proportional to $4g_2^2 - (g_2 - g_1)^2 \neq 0$ in Eqs. (27) and (28) gives a contribution. (iii) If circularly polarized light is used and couplings $\{2, 0, 1.5, -0.5, 0, 0\}$ are chosen (which do not correspond to the symmetric case discussed above), contributions proportional to the chiral intensity are independent of $\phi$, while the $\mathcal{E} \cdot \mathcal{E}$ terms give rise to a $4\phi$ dependence which is invariant under pump helicity switching, akin to case (ii).

IV. SUMMARY AND OUTLOOK

We conclude with a discussion of the direct application to experiments, and an outlook for future work.

A. Experimental applications

We first summarize the key implications for experiments on Sr$_2$IrO$_4$. 

1. We explain for out-of-plane magnetization oscillations in this easy-plane magnet, and relate the energetics of the corresponding mode to microscopic parameters.

2. We show how this mode is excited by the $\mathcal{E}$-field of the light, through anharmonic magnon interactions, and provide explicit formulas for the excitation.

3. We predict strong and specific dependence on the excitation polarization and frequency, on the scale of the two-magnon energy.

4. We inform our many-body modelling with microscopic calculations of the magneto-electric coupling, providing estimates for all phenomenological parameters in the former.

These results are consistent with existing experiments, and provide definite predictions to be tested in future ones. To elaborate, we note that in Sr$_2$IrO$_4$ the $J_{\text{eff}} = 1/2$ moments interact via a nearest-neighbor antiferromagnetic Heisenberg coupling of $J_1 \simeq 60$ meV (we neglect second- and third nearest neighbor interactions for simplicity) and $\delta \simeq 0.05$. Since this is an effective spin-1/2 system there are some non-negligible quantum renormalizations, but we still expect the spin wave approach to be qualitatively correct and a good first quantitative approximation. In addition, lattice deformations give rise to an in-plane axial anisotropy for the $J_{\text{eff}} = 1/2$ moments via a pseudo Jahn-Teller-effect which fixes the in-plane Néel ordering axis at an angle $\phi \simeq \pi/4$ to the bonds of the effective square lattice of the Ir atoms. Choosing an appropriate local frame, the anisotropy potential is given by Eq. (18) where a recent estimate gives $\Gamma \simeq 3 \mu$eV which fixes the in-plane Néel ordering axis at an angle $\phi \simeq \pi/4$ to the bonds of the effective square lattice of the Ir atoms. Choosing an appropriate local frame, the anisotropy potential is given by Eq. (18) where a recent estimate gives $\Gamma \simeq 3 \mu$eV which fixes the in-plane Néel ordering axis at an angle $\phi \simeq \pi/4$ to the bonds of the effective square lattice of the Ir atoms.

As derived explicitly in Sec III C an ultrafast laser pulse will thus create oscillations of the out-of-plane magnetization in Sr$_2$IrO$_4$ with frequency $\omega_0$ by inducing effective fields which drive the system out of equilibrium and set the initial conditions for dynamics (and relaxation) which is governed by the equilibrium spin model.

In the following discussion, we focus on ultrafast pulses, so that $h_u$ provides an initial amplitude, while $h_m$ acts as an impulse that gives an initial velocity of the oscillations. In the non-resonant regime, our results in Eqs. (27) and (28) show that the field $h_m$ is induced by circularly polarized light, while $h_u$ is proportional to the linearly polarized components. Importantly, we do not expect an explicit dependence of the effective fields $h_u$ or $h_m$ on the total intensity $\mathcal{E} \cdot \mathcal{E}$ in Sr$_2$IrO$_4$, since $\sin 4\phi \simeq 0$ vanishes for the ordering axis angle $\phi \simeq \pi/4$ (cf. above). As a result of Eqs. (21) and (22) different excitation
mechanisms can be distinguished in time-resolved magnetization \( m(t) \) measurements of the sample, e.g. through the magneto-optical Kerr effect\(^2\) showing sine-like oscillations (by giving an initial velocity through \( h_m \)) or cosine-like oscillations (through an initial amplitude provided by \( h_n \)). We note that these results are consistent with the phenomenological treatment by Satoh \textit{et al.} in the context of NiO\(^5\).

Crucially, the strength of the induced effective fields depends on the pump frequency through the two-magnon density of states, with pronounced features near the singularity. Probing various pump frequencies and the subsequent response thus might give further insight into magnon dynamics in Sr\(_2\)IrO\(_4\).

We suggest that our study in comparison with experimental data might also be beneficial in clarifying magnetoelastic couplings in Sr\(_2\)IrO\(_4\), which could also further enhance understanding of the giant magnetoelastic effect observed\(^{29}\).

We have evaluated the magnetoelastic couplings \( g_1 \ldots g_5 \) from the microscopic considerations by Bolens in Ref.\(^{13}\) using exact diagonalization, obtaining

\[
g = e a_0 \times \{-8.0 \times 10^{-4}, 0.071, 0.053, 0.097, -0.089\} \quad (30)
\]

where \( a_0 \) is the Bohr radius and \( e \) the electric charge (for further details, we refer to Appendix \( C \)). We emphasize that these results depend sensitively on the orbital polarization integrals, for which the hydrogenlike orbitals employed in this study are only a crude approximation (especially for the spread-out 5d orbitals). Importantly, we note that an anisotropy \( g_2 \neq g_3 \) (required for a finite inverse Faraday effect) is caused by Hund’s coupling and spin-orbit coupling (cf. Appendix \( C \)). In order to compare the terms in Eq. \((11)\) with the energy scale of intrinsic exchange interactions, we estimate the electric field strength of \( |E| \approx 30 \text{ mV/um} \)\(^{22}\) so that the typical energy scale for the electric-field-spin-saturation appears to be on the order of 1 mV.

Going beyond the immediate application to Sr\(_2\)IrO\(_4\), we note that magnetization oscillations following an ultrashort laser pulse have been observed in other antiferromagnets with significant magnetic anisotropies and strong spin-orbit coupling, such as DyFe\(_0\)\(_3\) and NiO\(^{3,4}\). NiO is a fcc antiferromagnet with nearest-neighbor Heisenberg couplings between \( S = 1 \) moments\(^{23}\) with a single-ion anisotropy of \( D_1 = 0.1 \text{ meV} \) leading to easy-plane behavior, and thus bears similarities to Sr\(_2\)IrO\(_4\). A small additional in-plane single-ion anisotropy \( D_2 = 0.005 \text{ meV} \) further fixes the ordering direction. Pumping with circularly polarized light, the polarization rotation of the probe beam oscillates with a frequency of \( 140 \text{ GHz} \), corresponding to the excitation of the in-plane mode. Note that main results of our study, such as the phase change of \( \pi \) upon switching the pump helicity, and the phase of the oscillations depending on the excitation with linearly or circularly polarized light (corresponding to the different fields), are consistent with the results found in Ref.\(^5\).

B. Outlook

In this work, we have shown that the electrical field of a laser can couple directly to the spin degrees of freedom in the Mott-insulating antiferromagnet Sr\(_2\)IrO\(_4\). Integrating out high-energy magnons in a non-equilibrium Keldysh framework, we find that this pumping radiation induces effective fields in the classical equations of motion for the low-energy (in-plane) mode, which couples to the out-of-plane magnetization. Our microscopic treatment allows us to make several key predictions, such as polarization dependence and spectral properties, to be tested in future experiments. Our study applies to several other antiferromagnetic systems, for which the optical creation of magnons has been previously demonstrated experimentally\(^{3,5}\).

For future theoretical studies and experimental applications, we mention that while the induced fields can be formally evaluated also at finite temperatures \( T > 0 \), the underlying Holstein-Primakoff expansion becomes unjustified due to Mermin-Wagner divergences. A reliable account of the temperature dependence of the magnetization oscillations to be observed would therefore likely need to resort to a generalized spin-wave/Schwinger-Boson approach for modelling the magnetic excitations at finite temperatures\(^{24}\). Apart from demonstrating the excitation of magnons in Sr\(_2\)IrO\(_4\) and verifying characteristic features of the excitation mechanism, it would be a strong test of the theory to experimentally map out the dependence of the induced fields on the spectral properties of the magnons by varying the frequency of the pump laser.

The present theory applies to a simple collinear twosublattice antiferromagnet. There are several natural extensions. One obvious one would be to systems with more complex order parameters, such as the planar 120° order of a triangular lattice antiferromagnet. In such cases, there can be strong cubic anharmonicities in the spin wave Hamiltonian already neglecting magnetic anisotropies and coupling to the light, and based on the calculations in the present paper this may be expected to enhance the effect of a magnon pump. Another important direction is to consider the effect of optical excitation of topologically non-trivial magnons\(^{26,27}\) which may possess Berry curvature singularities or non-zero Chern numbers. This can lead to the presence of edge modes and a mechanism for thermal Hall effects, but the former become depopulated at low temperature since the magnons are excited states, and the latter are exponentially suppressed in Arrhenius fashion for the same reason. Exciting the topologically non-trivial magnon states directly might lead to enhanced effects. Considerable recent progress with the electronic analog, i.e. using ultrafast optical methods to probe non-trivial topological properties of electronic bands beyond a linear response regime\(^{28}\) may serve as inspiration. The framework presented here provides a firm foundation for future studies in these directions.
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\[ \mathcal{H}_E = \sum_{A=0, Q} \sum_{\mu} E_{\mu}(t) \sum_{k_3, \alpha_1} \left[ \Phi^{1, A, \mu}_{\alpha_1, \alpha_2}(k_1) \psi_{\alpha_1, k_1} + \Phi^{2, A, \mu}_{\alpha_1, \alpha_2}(k_1, A - k_1) \psi_{\alpha_1, k_1} \psi_{\alpha_2, A - k_1} + \sum_{k_2, \alpha_2} \sum_{k_3, \alpha_3} \delta_{\alpha_1, A\alpha_2, \alpha_3} \Phi^{3, A, \mu}_{\alpha_1, \alpha_2, \alpha_3}(k_1, k_2, k_3) \psi_{\alpha_1, k_1} \psi_{\alpha_2, k_2} \psi_{\alpha_3, k_3} \right], \]

where we have introduced the spinor notation \( \psi_{\alpha, k} = (a_k, a_k^\dagger)^T \), and the vertex functions scale as \( \Phi^1 \sim \sqrt{S^3}, \Phi^2 \sim S \) and \( \Phi^3 \sim \sqrt{S} \). Note that the staggered rotation leads to a doubling of the unit cell in real space, so that momenta are in principle only conserved up to \( Q = (\pi, \pi)^T \). The vertex functions \( \Phi \) generally depend on the momenta, the magnetoelastic couplings and microscopic data which parametrizes the classical order in the spin-wave theory, i.e. the angles \( \phi \) and \( \theta \). Due to the lengthy nature of the expressions we do not list them here explicitly, but they are straightforwardly obtained by using the Holstein-Primakoff expansion on \( \mathcal{H}_E \) (in the local frame). It is however useful to note that (independently of an explicit expression) the vertex functions need to obey the symmetrization and hermiticity relations

\[ \Phi^{2, A, \mu}_{\alpha_1, \alpha_2}(k) = \Phi^{2, A, \mu}_{\alpha_2, \alpha_1}(A - k) \]  
\[ \Phi^{3, A, \mu}_{\alpha_1, \alpha_2, \alpha_3}(k_1, k_2, k_3) = (k_1, \alpha_1) \leftrightarrow (k_2, \alpha_2) \leftrightarrow (k_3, \alpha_3) \]  
\[ \Phi^{2, A, \mu}(k)^* = \Phi^{2, A, \mu}_{\alpha_1, \alpha_2}(A - k) \]  
\[ \Phi^{3, A, \mu}_{\alpha_1, \alpha_2, \alpha_3}(k_1, k_2, k_3)^* = \Phi^{3, A, \mu}_{\alpha_1, \alpha_2, -\alpha_3}(-k_1, -k_2, -k_3), \]

for \( A = 0, Q \). The explicit expansion in the local frame further yields that \( \Phi^{2, 0, \mu} = 0 \). We diagonalize the quadratic spin-wave Hamiltonian \( \mathcal{H}^{(2)}_{eq} \) by a Bogoliubov transformation, which transforms the spinor \( \psi \) as

\[ \psi_{\alpha, k} = \Lambda_{\alpha \beta}(k) \tilde{\psi}_{\beta, k} \]  

with the Bogoliubov matrix \( \Lambda_{\alpha \beta}(k) \) given by

\[ \Lambda_k = \begin{pmatrix} \cosh \vartheta_k & \sinh \vartheta_k \\ \sinh \vartheta_k & \cosh \vartheta_k \end{pmatrix}. \]

The hyperbolic angle \( \vartheta_k \) is determined by requiring that the anomalous terms in \( \mathcal{H}^{(2)}_{eq} \) vanish, yielding \( \tanh 2\vartheta_k = -(1 - \delta/2)\gamma_k/(2 - \delta\gamma_k/2) \).

We now include \( \mathcal{H}_E \) in the Keldysh action, giving a contribution of the form

\[ S_E = -\int dt \mathcal{H}_E[E(t), \psi^+(t)] - \mathcal{H}_E[E(t), \psi^-(t)], \]

where \( \psi^\pm(t) \) denote the fields on the forward and backward contours, respectively. Defining the classical and quantum fields \( \psi^{c, q} = (\psi^+ \pm \psi^-)/\sqrt{2} \), the Keldysh action for the interaction with the electric field reads

Appendix A: Derivation of the effective fields

For reference, we give the full equilibrium Keldysh action including Heisenberg exchange \( J \), Ising anisotropy \( \delta \) and easy-axis anisotropy \( \Gamma \) as well as induced fields as source terms,

\[ S = \int dt \frac{d^2x}{S-1} \left\{ [m_q \partial_t u_q - u_q \partial_t m_q] \right. \]
\[ - [4(2 - \delta)J S + 4\Gamma S] m_q m_q - 8\Gamma S u_q u_q \]
\[ + h_m m_q + h_u u_q \right\}. \]

1. Perturbation theory for light-spin interaction

Expanding the light-spin interaction Hamiltonian in the Holstein-Primakoff bosons \( a \) to order \( \sqrt{S} \) in the spin size \( S \), we find
The effective action for the low-energy modes can now be obtained by introducing an energy cutoff and splitting the fields into slow and fast variables with respect to the cutoff, \( \psi = \psi_s + \psi_f \). Expanding the weight \( e^{iS_{\text{eff}}} \) in the path integral and re-exponentiating yields to quadratic order

\[
S_{\text{eff}} = \langle S_E \rangle + \frac{i}{2} \left( \langle S_E^2 \rangle - \langle S_E \rangle^2 \right) + \ldots, \tag{A11}
\]

where \( \langle \cdots \rangle \) denotes functional averaging with respect to the fast modes of the system, i.e. modes above the cutoff, with \( Z_\varnothing \) being the appropriate partition function. In practice, it is more convenient to replace the energy cutoff with a momentum cutoff \( \lambda \). As noted in the main text, the lowest order non-trivial contribution to the effective action in second order perturbation theory is given by

\[
S_{\text{eff}} = \int d\omega \sum_{\mu} E_\mu(t) \sum_{A=0,Q} \left\{ 2 \sum_k \hat{\Phi}^2_{\alpha_1,\alpha_2}(k) \psi_{\alpha_1,k} \psi_{\alpha_2,k} \right\}, \tag{A12}
\]

where have fixed the classical and quantum labels using that \( G^{\text{eq}} = 0 \) and the fact that the external leg must be quantum for the effective action to influence the low-energy dynamics of the system.

Since the external leg is per definition a low-energy mode, it is convenient to work in the Holstein-Primakoff basis for the slow field, i.e. \( \psi_{\alpha_1} \to \psi_{\alpha_1}^q \), as the field \( \psi \) can be directly related to the low-energy variables \( m \) and \( u \). Accordingly, we then work with \( \hat{\Phi}^3_{\alpha_1,\alpha_2,\alpha_3} = \Lambda_{\alpha_2,\beta_1} \Lambda_{\alpha_3,\beta_2} \hat{\Phi}^3_{\beta_1,\beta_2,\beta_3} \) instead of \( \hat{\Phi}^3 \). The internal lines in the diagram then correspond to contractions of \( \hat{\Phi}^3 \), yielding Keldysh Green’s functions for the magnons.

\[
G^{ab}_{\alpha_3,k}(t - t') = -i \left( \psi_{\alpha_3,k}(t) \psi_{\beta_3,k'}(t') + \delta_{\alpha_3,k} \right) \delta_{k, -k'}, \tag{A13}
\]

where \( a, b = c, q \) and the \( G^{ab} \) are given by harmonic oscillator Green’s functions

\[
G^{cc}_{k}(t) = G^{K}_{k}(t) = -i \left( 2m_{B}(E_{k} + 1) e^{-iE_{k}t} + i\Theta(-t) e^{-iE_{k}t} \right),
\]

\[
G^{cq}_{k}(t) = G^{q}_{k}(t) = i\Theta(-t) e^{-iE_{k}t},
\]

\[
G^{qc}_{k}(t) = 0, \tag{A14}
\]

since \( \hat{\psi} = (c_{k}, c_{-k}^\dagger)^T \) involves the eigenmodes of \( \mathcal{H}^{(2)} \).

2. Evaluation of loop diagram

Up to a global factor, above diagram evaluates to

\[
S_{\text{eff}} = -i \int dt dt' \sum_{\mu\nu} E_{\mu}(t) E_{\nu}(t') \frac{1}{\sqrt{N}} \psi_{\alpha_1,0}(t) \times \sum_k \hat{\Phi}^3_{\alpha_1,\alpha_2,\alpha_3} (0, k, Q - k) \hat{\Phi}^3_{\alpha_2,\alpha_3,\alpha_4} (-k) \times G^{cc}_{\alpha_3,k}(t - t') G^{\text{eq}}_{\alpha_2,\alpha_3,\alpha_4}(Q - k, t - t'). \tag{A15}
\]

In order to perform a \( t \)-integral in \( (A15) \), it is convenient rewrite the electric field in terms of a complex amplitude \( E_{\mu} \) with

\[
E_{\mu}(t) = \frac{1}{2} \left[ E_{\mu} e^{i\phi t} + E_{\mu}^* e^{-i\phi t} \right]. \tag{A16}
\]

Using the Fourier-transformed Green’s functions \( G(t) = (2\pi)^{-1} \int d\omega e^{i\omega t} G(\omega) \), we Fourier-transform \( (A15) \) to obtain

\[
S_{\text{eff}} = \frac{1}{4i} \int \frac{d\omega}{2\pi} \frac{d^2k}{(2\pi)^2} \hat{\Phi}^3_{\alpha_1,\alpha_2,\alpha_3} \hat{\Phi}^3_{\alpha_2,\alpha_3,\alpha_4} \left\{ \left( \psi_{\alpha_1}^q (0, 0) \right) \left( \psi_{\alpha_1}^q (0, 2\Omega) \right) \right\}.
\]

(A17)
where the vertex functions have the same momentum dependence as in (A15). Clearly, the external quantum field in the terms in the second bracket has frequency 2Ω which is above any cutoff frequency ω0 and therefore does not contribute to the dynamics of the slow variables u m. We therefore drop these terms and proceed with the ω integration by exploiting the fact that \( G^R_k(\omega) = -2i\pi (2\omega_\Omega (k_E) + 1) \delta(\omega - E_k) \). The four terms arising from non-vanishing possible combinations of the particle-hole indices α1 and β1 can be conveniently expressed by letting the indices take values 1 \( \rightarrow + \), 2 \( \rightarrow - \). The result can be cast into the form

\[
S_{\text{eff}} = \int \! dt \, d^2x \, h_\alpha \psi^{\dagger}_\alpha(x,t), \quad \text{(A18)}
\]

which defines the spatially homogenous effective field \( h_\alpha \) and leads to Eq. (25) in the main text.

3. Analytical momentum integration

The momentum integral in the expression for the induced field (25) can be performed analytically for small momenta \( \lambda \lesssim k < \Lambda \), where \( \lambda \) is an IR cutoff which would correspond to a low-frequency cutoff and \( \Lambda \) is a UV cutoff which is determined by the lattice spacing.

We also note that a small δ is sufficient to gap out the magnon dispersion at \( Q \), allowing to use \( \delta \ll 1 \) as a perturbative parameter. The momentum space integrals are then conveniently done in polar coordinates \( k = (k, \alpha) \), with \( d^2k = k \, dk \, d\alpha \). Expanding the magnon dispersion in (5) in \( \delta \) and then to linear order in \( k \), we find that

\[
\begin{align}
\epsilon_k &\simeq 2\sqrt{2}Jk - Jk\delta/\sqrt{2} \quad \text{(A19a)} \\
\epsilon_{Q-k} &\simeq \frac{4\sqrt{2}\delta J}{k} \left( 2\sqrt{2}J + \frac{\delta J \cos(4\alpha)}{12\sqrt{2}} - \frac{9\delta J}{4\sqrt{2}} \right) k. \quad \text{(A19b)}
\end{align}
\]

Note that the magnon dispersion at \( Q \) becomes singular at finite \( \delta \) since the dispersion is quadratic at \( \delta > 0 \). However potential divergences may be regularized by a cutoff \( \lambda > 0 \).

We proceed similarly for the vertex functions in the nominator of (25). The product of \( \tilde{\phi}^2 Q_v \) and \( \tilde{\phi}^3 Q_v \) will in general contain four Bogoliubov factors, two of which depend on \( \Theta_k \) and two on \( \Theta_{Q-k} \), respectively. The small \( \delta \) and low-energy expansion can be performed conveniently after rewriting the product as a function of \( \sinh 2\Theta \) and \( \cosh 2\Theta \).

After using the Dirac identity \( (x + i\eta)^{-1} = -i\pi \delta(x) + \frac{1}{x} \) to split the fields into resonant and non-resonant parts, the integration for the resonant parts can be performed analytically by using that

\[
\delta (\Omega - \epsilon_k - \epsilon_{Q-k}) = \sum_i \frac{\delta(k - k_i)}{\partial_k (\epsilon_k + \epsilon_{Q-k})|_{k_i}}, \quad \text{(A20)}
\]

where \( k_i = k_i(\alpha) \) are the roots of \( \Omega = \epsilon_k + \epsilon_{Q-k} \), given by

\[
\begin{align}
\epsilon_1(\alpha) &= \frac{4\sqrt{2}\delta J}{\Omega}, \quad \text{(A21)} \\
\epsilon_2(\alpha) &= \frac{\Omega}{4\sqrt{2} J} - \frac{\Omega^2 \cos 4\alpha + 3072J^2 - 39\Omega^2}{384\sqrt{2} J} \delta. \quad \text{(A22)}
\end{align}
\]

Note that, since we are working with \( \delta \ll 1 \), \( \epsilon_1 \) is expected to be small and thus lie below the IR cutoff \( \lambda \). We therefore proceed with \( \epsilon_2(\alpha) \). Using (A20), the \( k \)-integration is trivial, and the angular integrals are elementary. For the non-resonant part, it is convenient to perform the angular integration first and then the \( k \)-integration. While the integrals are logarithmically divergent, it is safe to take the cutoff \( \lambda \rightarrow 0 \), as \( \Omega \) regularizes the IR divergence, however we find it necessary to keep a finite UV cutoff \( \Lambda \).

4. Analytical expressions for effective fields

The results to linear order in \( \delta \) read

\[
h_m = h_m^R + h_m^{NR} \quad \text{with}
\]

\[
h_m^R = \left( g_1 N_{(0,0)} \cos(2\phi) (\mathcal{E}_x \mathcal{E}_y + \mathcal{E}_y \mathcal{E}_x) + \frac{1}{2} (\mathcal{E}_x \mathcal{E}_x - \mathcal{E}_y \mathcal{E}_y) (g_2 - g_3) N_{(0,0)} \sin(2\phi)) \right) (-2g_5 \sin(2\theta) + (g_2 + g_3) \cos(2\theta) + 2g_4)
\]

\[
+ \frac{1}{4} (\mathcal{E}_x \mathcal{E}_y + \mathcal{E}_y \mathcal{E}_x) (4g_1^2 - (g_2 - g_3)^2) N_{(0,0)} \sin(4\phi)
\]

\[
+ \delta \left[ -g_1 \cos(2\phi) (\mathcal{E}_y \mathcal{E}_x + \mathcal{E}_y \mathcal{E}_x) (g_2 - g_3) \sin(2\phi) - \frac{1}{2} (\mathcal{E}_x \mathcal{E}_x - \mathcal{E}_y \mathcal{E}_y) (g_2 - g_3) \sin(2\phi) \right]
\]

\[
\times (-2g_5 N_{(1,0)} \sin(2\theta) + (g_2 + g_3) N_{(1,0)} \cos(2\theta) + 4g_4 N_{(1,1)}) - \frac{1}{4} (\mathcal{E}_x \mathcal{E}_x + \mathcal{E}_y \mathcal{E}_y) (4g_1^2 - (g_2 - g_3)^2) N_{(1,0)} \sin(4\phi)
\]

\[
j_m^{NR} = \frac{g_1}{3} \frac{(g_2 - g_3)}{2^{11/2} \pi J^5} i (\mathcal{E}_x \mathcal{E}_y - \mathcal{E}_y \mathcal{E}_x) \left( (1024J^2 \Omega^2 + 3\Omega^4) \mathcal{L}_{(0)} \right)
\]
\[
\delta \frac{g_1 (g_2 - g_3)}{3^3 \times 2^{24} \pi J^4 (8J \Lambda - \sqrt{2})} (\varepsilon_y \varepsilon_y' - \varepsilon_x \varepsilon_x') \left( (4306944J^5 \Lambda^5 + 7077880J^5 \Lambda^3 + 452984832J^5 \Lambda \\
+ 897280 \sqrt{2} J^4 \Lambda^4 + 26542080 \sqrt{2} J^4 \Lambda^2 + 448640J^3 \Omega^2 \Lambda^3 - 13271040J^3 \Omega^2 \Lambda + 168240 \sqrt{2} J^2 \Omega^3 \Lambda^2 - 84120J^4 \Omega^4 \Lambda) \\
+ \left( -3 \times 2^{24} J^5 \Lambda + 3^3 \times 2^{21} \sqrt{2} J^4 \Omega + 1327404J^3 \Omega^2 \Lambda \\
- 1658880 \sqrt{2} J^2 \Omega^3 + 84120J^4 \Omega \Lambda - 10515 \sqrt{2} \Omega^3 \right) \mathcal{L}(0) \right]
\]

(A25)

and

\[
h_u = h_u^R + h_u^{NR}
\]

\[
h_u^R = \frac{\Omega^3 (1 + \delta)}{3 \times 2^{15} \sqrt{2} J^4} g_1 (g_2 - g_3) i (\varepsilon_x \varepsilon_y - \varepsilon_y \varepsilon_x)
\]

\[
h_u^{NR} = \left( 2g_1 \mathcal{M}_{(0,0)} \cos(2\phi) (\varepsilon_x \varepsilon_x' + \varepsilon_x \varepsilon_y') + (\varepsilon_x \varepsilon_x' - \varepsilon_y \varepsilon_y') (g_2 - g_3) \mathcal{M}_{(0,0)} \sin(2\phi) \right) \left( -2g_5 \sin(2\theta) + (g_2 + g_3) \cos(2\theta) + 2g_4 \right)
\]

\[
+ \frac{1}{2} (\varepsilon_x \varepsilon_x' + \varepsilon_y \varepsilon_y') \left( 4g_1^2 - (g_2 - g_3)^2 \right) \mathcal{M}_{(0,0)} \sin(4\phi)
\]

\[
+ \delta \left[ g_1 \cos(2\phi) (\varepsilon_y \varepsilon_y' + \varepsilon_x \varepsilon_y') + \frac{1}{2} (\varepsilon_x \varepsilon_x' - \varepsilon_y \varepsilon_y') (g_2 - g_3) \sin(2\phi) \right]
\]

\[
\times \left( -8g_5 \mathcal{M}_{(1,0)} \sin(2\theta) + 4 (g_2 + g_3) \mathcal{M}_{(1,0)} \cos(2\theta) + \sqrt{2} g_4 \mathcal{M}_{(1,1)} \right)
\]

\[
+ (\varepsilon_x \varepsilon_x' + \varepsilon_y \varepsilon_y') \left( 4g_1^2 - (g_2 - g_3)^2 \right) \mathcal{M}_{(1,0)} \sin(4\phi) \right]
\]

(A27)

where we have defined the common prefactors

\[
\mathcal{N}_{(0,0)} = \frac{\Omega^2 \left( 1024 J^2 + 3\Omega^2 \right)}{3 \times 2^{21} J^5}
\]

(A28)

\[
\mathcal{N}_{(1,0)} = \frac{9 \times 2^{21} J^4 - 2 \times 3^3 \times 5 \times 2^{15} J^2 \Omega^2 - 3505 \Omega^4}{3^3 \times 2^{27} J^5}
\]

(A29)

\[
\mathcal{N}_{(1,1)} = \frac{3^3 \times 2^{21} J^4 - 5 \times 3^3 \times 2^{12} J^2 \Omega^2 - 3505 \Omega^4}{3^3 \times 2^{26} J^5}
\]

(A30)

\[
\mathcal{L}(0) = \log \left| \frac{\Omega - 4 \sqrt{2} J \Lambda}{\Omega} \right|
\]

(A31)

\[
\mathcal{M}_{(0,0)} = \frac{1}{294912 \pi J^4} \left[ -128 \sqrt{2} J^3 \Lambda^3 - 48 J^2 \Omega^2 - 3 \Omega^3 \mathcal{L}(0) - 12 \sqrt{2} J^2 \Omega \Lambda \right]
\]

(A32)

\[
\mathcal{M}_{(1,0)} = \frac{-224 J^4 \Lambda^4 + 64 \sqrt{2} J^3 \Omega^3 + 48 J^2 (64 J^2 + \Omega^2) \Lambda^2 - 12 \sqrt{2} J (\mathcal{L}(0) + 1) \Omega^3 \Lambda + 3 \mathcal{L}(0) \Omega^4}{589824 \pi J^4 (\Omega - 4 \sqrt{2} J \Lambda)}
\]

(A33)

\[
\mathcal{M}_{(1,1)} = \frac{3328 \sqrt{2} J^4 \Lambda^4 + 1664 J^3 \Omega^3 + (512 J^2 - 13 \Omega^2) (24J \mathcal{L}(0) + 1) \Omega \Lambda - 3 \sqrt{2} \mathcal{L}(0) \Omega^2 - 48 \sqrt{2} J^2 \Lambda^2}{9 \times 2^{17} \pi J^4 (\Omega - 4 \sqrt{2} J \Lambda)}
\]

(A34)

**Appendix B: Driving with effective fields**

To inspect how the effective fields act on the dynamics of the low-energy equations of motion, we focus on the equation of motion for the magnetization \(m(t)\), which is given by

\[
\partial_t^2 m + 2\gamma \partial_t m + \omega_0^2 m = \kappa h_m + \partial_t h_u,
\]

(B1)

corresponding to a driven harmonic oscillator with \(\gamma = 1/2\tau\) and \(\omega_0^2 = \kappa/\chi\), and we define \(\kappa = 8\Gamma S\). For the homogenous solution we impose the initial conditions \(m(0) = \partial_t m(0) = 0\), yielding the trivial solution \(m = 0\).
We now consider the inhomogeneous source terms. Since $h(t)$ is linear, the two contributions can be considered separately. Using the Green’s function of the harmonic oscillator

$$G(t - t') = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega}{\omega^2 + 2i\gamma\omega - \omega_0^2}$$

(B2)

the motion of the magnetization $m(t)$ and $u(t)$ in the presence of a (time-dependent) external field $h_m$ and $h_u$, respectively, is obtained conveniently by a convolution

$$m_m(t) = \int_{-\infty}^{\infty} dt' h_m(t')G(t-t'), \quad (B3)$$

$$m_u(t) = -\int_{-\infty}^{\infty} dt' h_u(t')\partial_t G(t-t'), \quad (B4)$$

where we have partially integrated the inhomogeneity in the equation of motion for $m_u$, using that $h_u(\pm\infty) = 0$. We emphasize that this approach straightforwardly yields the particular solutions $m_{m,u}(t)$ for all times $t$. The damping term imposes causality. We consider unit pulses of strength $\tilde{h}$ starting at $t = 0$ of duration $t_p$

$$h_{m,u}(t) = \tilde{h}_{m,u}(\Theta(t) - \Theta(t-t_p)). \quad (B5)$$

After some algebra, (B3) yields

$$m_m(t) = \kappa \tilde{h}_m \left[ (\Theta(t) - \Theta(t-t_p)) \tilde{\omega} e^{-\gamma t} \left( \gamma \sin \tilde{\omega} t + \omega \cos \tilde{\omega} t \right) - \Theta(t-t_p) \tilde{\omega} e^{-\gamma(t-t_p)} \left( \gamma \sin \tilde{\omega} (t-t_p) + \omega \cos \tilde{\omega} (t-t_p) \right) \right] \tilde{\omega} (\gamma^2 + \omega^2) \quad (B6)$$

$$m_u(t) = \tilde{h}_u \Theta(t) \frac{e^{-\gamma t} \sin \tilde{\omega} t - \tilde{h}_u (t-t_p) \frac{e^{-\gamma(t-t_p)} \sin \tilde{\omega} (t-t_p)}}{\omega} \quad (B7)$$

where $\tilde{\omega} = \sqrt{\omega_0^2 - \gamma^2}$ is the eigenfrequency of the system with damping. After time $t = t_p$, when the pulse is turned off, $m(t)$ can be seen to evolve according to the homogeneous equations of motion, with the initial conditions obtained by requiring continuity at time $t_p$. The initial conditions can be obtained by evaluating $m_{m,u}(t)$ as well as their time derivatives shortly after the pulse, i.e. $t = t_p^+ = t_p + 0^+$. We find that

$$m_m(t_p^+) = \kappa \tilde{h}_m \frac{e^{-\gamma t_p} \left( \tilde{\omega} e^{\gamma t_p} \gamma \sin \tilde{\omega} t_p + \gamma \cos \tilde{\omega} t_p \right)}{\tilde{\omega} (\gamma^2 + \omega^2)} = O(t_p^2) \quad (B8)$$

$$\partial_t m_u(t_p^+) = \kappa \tilde{h}_m \frac{e^{-\gamma t_p} \sin \tilde{\omega} t_p}{\omega} = \tilde{h}_m \kappa t_p + O(t_p^2) \quad (B9)$$

where we have expanded the resulting expressions for the initial amplitude and velocity for short pulses $t_p \ll \tilde{\omega}^{-1}, \gamma^{-1}$. Proceeding equivalently for $h_u$ gives

$$m_u(t_p^+) = \tilde{h}_u e^{-\gamma t_p} \frac{\sin \tilde{\omega} t_p}{\omega} = \tilde{h}_u t_p + O(t_p^2) \quad (B10)$$

$$\partial_t m_u(t_p^+) = -\tilde{h}_u e^{-\gamma t_p} \left( \omega e^{\gamma t_p} + \gamma \sin \tilde{\omega} t_p - \omega \cos \tilde{\omega} t_p \right) \frac{1}{\omega} = O(t_p^2) \quad (B11)$$

We thus find that the effective field $h_m$ in the ultrafast regime acts as an impulse to the system, giving the magnetization an initial velocity $\partial_t m$, while the field $h_u$ displaces the magnetization and thus provides an initial amplitude for the free oscillations.

In addition to the ultrafast regime $t_p \ll \tilde{\omega}^{-1}, \gamma^{-1}$, we may in addition consider the regime in which the pulse is short compared to the relaxation timescale $t_p \ll \gamma^{-1}$, but on the order of the magnon oscillation time period (note that $\tilde{\omega} > \gamma$ for oscillations to occur). The initial conditions in this regime are straightforwardly obtained from Eqs. (B8)-(B11) by letting $e^{\pm\gamma t_p} \to 1$.

Third, we consider long pulses $t_p \gg \tilde{\omega}^{-1}, \gamma^{-1}$. In this regime, one obtains

$$m_m(t_p^+) \to \frac{\kappa \tilde{h}_m}{\gamma^2 + \tilde{\omega}^2}, \quad \partial_t m_m(t_p^+) \to 0 \quad (B12)$$

$$m_u(t_p^+) \to 0, \quad \partial_t m_u(t_p^+) = -\tilde{h}_u. \quad (B13)$$

Therefore, in the limit of long pulses, the role of the effective fields is reversed: $h_m$ sets the initial amplitude. This corresponds to the magnetization relaxing to a non-zero equilibrium value during the pump due to the constant force $h_m$ acting. Conversely, $h_u$ acts an impulse which gives an initial velocity to the oscillations – this can be seen from the fact that $h_u$ enters the EOM via its time derivative $\partial_t h_u$, so that the discontinuous switching off acts as a δ-kick, providing an initial velocity.

**Appendix C: Magnetoelectric couplings**

In this appendix, in order to make the presentation self-contained, we summarize the method of microscopic calculation due to Bolens[13] which we used to estimate parameters. For more details please see Ref. [13].
The couplings in $g_1 \ldots g_5$ in [11] can be related to magnetoelectrical couplings through the definition of a spin-dependent polarization $\vec{P} = \vec{P}(\{S\})$, so that $\mathcal{H}_E$ can be written

$$\mathcal{H}_E = - \sum_i \vec{P}_i \cdot \vec{E}. \tag{C1}$$

Note that in the present geometry, we assume the light to propagate normal to the IrO planes, so that $\vec{E} = (E_x, E_y, 0)^T$. In a microscopic treatment, matrix elements of the quantum-mechanical polarization operator can be evaluated in a tight-binding approach, in which the respective Wannier functions are approximated by individual atomic orbitals. Matrix elements of $\vec{P}$ for ions at sites $\vec{R}_i$ and $\vec{R}_j$ are then given by

$$\langle \vec{R}_i, A| \vec{P} | \vec{R}_j, B \rangle = \langle \vec{R}_i, A| e\vec{n} | \vec{R}_j, B \rangle, \tag{C2}$$

where $r$ is the position operator and $e$ the electric charge, and $A, B$ denoting any additional indices such as orbital or spin degrees of freedom. The spin-dependent polarization is defined in the low-energy subspace given by singly occupied sites, akin to the derivation of the superexchange interaction from the Hubbard model.

To this end, we use the approach by Bolens and briefly review the microscopic model introduced in Ref. [13], which is given by a three-band Hubbard model for the $t_{2g}$ manifold,

$$\mathcal{H} = \mathcal{H}_{\text{hop}} + \mathcal{H}_{\text{CF}} + \mathcal{H}_{\text{SOC}} + \mathcal{H}_{\text{int}}, \tag{C3}$$

where the hopping (from both direct and indirect processes) between the Ir ions at site $i$ and $j$ with orbitals $a, b \in \{yz(x), xz(y), xy(z)\}$ has the spin-diagonal ($\sigma = \uparrow, \downarrow$) form

$$\mathcal{H}_{\text{hop}} = - \sum_{\langle ij \rangle} c_{i,a,\sigma}^\dagger t_{i,a,j,b} c_{j,b,\sigma}, \tag{C4}$$

and spin-orbit coupling of strength $\lambda$ and tetragonal crystal field splitting lead to two onsite terms,

$$\mathcal{H}_{\text{SOC}} = \lambda \sum_{i,\alpha} c_{i,a,\sigma}^\dagger L_{\sigma}^\alpha S_{\sigma} a_{\alpha}^\dagger c_{i,b,\sigma} \quad \text{and} \quad \mathcal{H}_{\text{CF}} = \frac{\Delta}{2} \sum_{\alpha, \sigma} c_{i,a,\sigma}^\dagger \left( \begin{array}{c} L_x^2 \\ L_y^2 \end{array} \right)_{\alpha} a_{\sigma}^\dagger c_{i,b,\sigma} \tag{C5a/b}$$

where the $L = 1$ matrices are given by $L^\alpha = -i\epsilon_{abc}$ and $S^\alpha = \tau^\alpha/2$ with the Pauli matrices $\tau^\alpha$ as usual. Note that the orbitals above are defined in a local basis, which due to the octahedral rotation are rotated at an angle $\alpha$ with the bond direction in the plane. Intra- and interorbital Coulomb repulsion $U$ and $U' = U - 2J_H$ respectively, and the Hund’s coupling $J_H$ give rise to interacting terms in the Hamiltonian,

$$\mathcal{H}_{\text{int}} = \sum_{i,a} n_{i,a,\uparrow} n_{i,a,\downarrow} + (U' - J_H) \sum_{i,a < b,\sigma} n_{i,a,\sigma} n_{i,b,\sigma} + U' \sum_{i,a \neq b} n_{i,a,\uparrow} n_{i,b,\downarrow} - J_H \sum_{i,a \neq b} c_{i,a,\uparrow}^\dagger c_{i,a,\downarrow}^\dagger c_{i,b,\downarrow} c_{i,b,\uparrow} + J_H \sum_{i,a \neq b} c_{i,a,\uparrow}^\dagger c_{i,a,\downarrow} c_{i,b,\downarrow} c_{i,b,\uparrow}. \tag{C6}$$

We now consider an Ir-Ir $x$-bond, with the assumption that only indirect hopping (via the oxygen $p$-orbitals) occurs. The hopping thus takes the form $[t_{ij}]_{a,b} = \text{diag}(0, t_2, t_2 \cos 2\theta)_{a,b}$, with $t_2 = -t_{\text{pde}}^2/\Delta_{\text{pde}}$, where $\Delta_{\text{pde}}$ is the charge-transfer energy, and $t_{\text{pde}}$ is a Slater-Koster parameter [28]. The low-energy manifold is spanned by states with one hole per site, and $\lambda > 0$ and $\Delta > 0$ further split degeneracies so that there is a unique $J_{\text{eff}} = 1/2$ Kramers doublet ground state per site, denoted with $|\sigma_i\rangle$ with $\sigma = \uparrow, \downarrow$ and obtained by diagonalizing $\mathcal{H}_{\text{SOC}} + \mathcal{H}_{\text{CF}}$ for a single site. The z-component $J^z$ of the total angular momentum $\vec{J} = \vec{L} + \vec{S}$ commutes with $\mathcal{H}_{\text{CF}} + \mathcal{H}_{\text{SOC}}$, and can therefore be used as a quantum number to label the two-fold degenerate ground states. A basis for the four-dimensional low-energy subspace (for the two Ir ions on the bond) is then given by $|\sigma_1 \otimes |\sigma_2\rangle$ (see also the similar approach outlined in Ref. [11]). In a second quantized notation and after integrating out the $p$-orbitals, the components of the hopping polarization read

$$P_\alpha = \sum_{\alpha} c_{i,a,\sigma}^\dagger (P_\alpha^S + P_\alpha^A)_{a,b} c_{j,b,\sigma} \tag{C7}$$

with relevant $\alpha = x, y$ components of the matrices $N_{S/A}$ given by

$$[P_{S,a,b}^x] = \sin(\theta) t_{\text{pde}} P_{\text{pde}}^\perp |\epsilon_{\sigma ab}\rangle \tag{C8a}$$

and

$$[P_{A,a,b}^x] = 0 \tag{C8b}$$

where

$$[P_{S,a,b}^y] = -\text{diag}(0, P_{\text{pde}}^\parallel, P_{\text{pde}}^\perp + (P_{\text{pde}}^\parallel + P_{\text{pde}}^\perp) \cos 2\theta)_{a,b} \times 2 \sin(\theta) t_{\text{pde}} \tag{C8c}$$

and

$$[P_{A,a,b}^y] = -\cos(\theta) t_{\text{pde}} P_{\text{pde}}^\perp \epsilon_{\sigma ab}. \tag{C8d}$$

where $P_{\text{pde}}^\perp$ etc. denote the orbital polarization integrals in the Slater-Koster notation, which we approximate by hydrogen-like wavefunctions, which is only a crude approximation for the spread out 5d orbitals. To correct for this, we maximize the orbital overlap by assuming zero interatomic distance [12, 13] yielding

$$P_{\text{pde}}^\parallel = P_{\text{pde}}^\perp = 0.1619 \quad \text{and} \quad P_{\text{pde}}^\perp = -0.0935. \tag{C9}$$

A more sophisticated approach would require the evaluation of the polarization integrals for the relevant orbitals from first principles. Denoting the matrix representation of the Hamiltonian on the full Hilbert space with $\mathcal{H}$, the matrix representation of the polarization in the pseudospin basis is then obtained as

$$P_{\text{eff}}^\alpha = \frac{1}{2} [U |U| U P^\alpha U P] \tag{C10}$$

where $U$ diagonalizes $\mathcal{H}$ and $P$ is the matrix representation of the projection operator from the full eigenbasis.
to the basis of the low-energy subspace (note that the states after the projection need to be normalized). Various coefficients $g_i$ in \(\underline{11}\) are then obtained by computing the matrix scalar product $\text{Tr}[P_{\alpha \beta}^S S_{\gamma \delta}^S]$ for the respective $\beta, \gamma$, and transforming back to the global frame $S \rightarrow S$. Note that in general also a spin-independent contribution to $\bar{P}$ occurs, which we neglect for our purposes.

For the numerical evaluation, we employ the parameters of Ref. 11, $\Delta_{pd} = 3.3$ eV, $\Delta_{xy} = 0.15$ eV, $U = 1.86$ eV, $\lambda = 0.4$ eV, $t_{pd\sigma} = 0.83$ eV, and $\theta = 11^\circ$ and thus obtain \(\underline{30}\). Note that $g_1$ is suppressed since the relevant polarization integral $P_{prde}$ is an order of magnitude smaller. Furthermore, we find that in the limit of small $J_B$ and small $\lambda$ that $g_2 = g_3$, which is consistent with analytical perturbative approaches in this limit. As the inverse Faraday effect is proportional to $g_2 - g_3$, we emphasize that a sizeable $J_B$ and $\lambda$ are necessary for the effect.
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