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Abstract

The cognitive construction grammar (CCxG) approach can be used to examine the correlation between a constructional schema (CS) and an illocutionary force, in spoken discourse. This study aims to explore the construction [D(Y)[X],M] as in “Don’t you ma’am me” in the expression of disapproval or reprimand through the CxG-based examination of data obtained from three corpora: The Movie Corpus (TMC), The TV Corpus (TTVC) and the Corpus of American Soap Operas (CASO). Five constructional schemas (CS-0 to CS-4) have been identified, and they pertain to a network of constructions in which low-level CSs are more unambiguous and productive than high-level ones. Although constant elements of such constructions contribute to a more solid correlation of form and meaning, the variable (verb) undergoes a process of functional shift to guarantee the formulaic constituency of these constructions and the expression of disapproval in a given communicative situation. A distinctive feature of the converted verb is its connection (or anchoring) to the preceding move, which can be either semantic or morphological (or echoic), the latter being, on some occasions, detached from the original meaning of the verb.
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1. Introduction

The notion of Speech Acts (Austin 1962; Searle 1970) and the macro-functions of language (Halliday 1970) have allowed for a better understanding of how speakers or writers construe meaning upon the lexical choices available within specific communicative situations. Central to the discipline of discourse analysis is the correlation between the concepts of idiomaticity and illocutionary force. Highly idiomatic expressions show that their constituents are not as semantically relevant as the unit they generate. These expressions are not decomposable, and their meaning is constructed upon discourse functions “since their surface meanings can be readily decoded” (Moon 1997: 47). Examples (1) and (2) illustrate how the semantics of ma’am and ethic indirectly
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contributes to the output meaning of an idiomatic expression in a specific communicative act.

(1)  
A: They stopped paying you, didn't they?  
B: Yes, ma'am.  
A: Don't you ma'am me. What do you need?  
(*Criminal Minds* 2009, TTVC)

(2)  
A: I didn't know about any of the other stuff. Anyway, he's hired me as his lawyer now, so I'm bound to client confidentiality…  
B: Don't you fuckin' ethic me. Don't you ethic me.  
(*Rake* 2016, TTVC)

These two examples are particularly dialogic, and their analysis is based on the typology of three elements: a verbal constituent (e.g. *ma'am*, *ethic*), the preceding context, and the illocutionary force. Both stretches of talk show a feeling of disapproval, or reprimand, towards the other interlocutor's attitude by resorting to the same frame: 'don't you V me'. The intriguing nature of this construction is not new: Ruiz de Mendoza and Gómez González (2014) used the example of “Don't you ‘honey’ me?” to describe the temporary breach between addressee and addressee in the use of the vocative *honey*, and they claim that this construction can be more complex because it seems highly connected to a previous context. This construction is not entirely connected to disapproval of vocatives; it also appears to show speakers’ general feeling of disapproval, which is seemingly detached from the lexical meaning of the verb used. Thus, a preliminary observation of such forms shows that these verbs (*ma'am*, *honey*, or *ethic*) are constituents of constructions conveying a sense of disapproval in spoken English.

These examples also confirm that the study of these constructions should be addressed from a discourse construction grammar approach (Antonopoulou and Nikiforidou 2011; Östman and Trousdale 2013; Yuan 2019), in which specific morphosyntactic patterns are linked to a communicative function. Discourse constructions such as “Don’t you stare at me” and “Don’t you ma’am me” share some syntactic commonalities, and speakers use them to disapprove of a hearer’s saying or behavior. However, a closer look into the compositionality of these constructions shows that the verbs (*ma’am* and *stare*) are semantically and discursively different. Whilst *ma’am* calls for some preceding
context as it might refer to vocatives or attitudes, *stare* is more semantically transparent, and needs no context to understand its communicative goal. This can lead to a series of interesting questions concerning the degree of ‘compatibility’ of a certain syntactic construction with a communicative function: (i) are some constructions more unambiguous (or univocal) than others in the expression of a certain illocutionary force? (ii) How determinant can some noncomponential factors such as preceding context or construction frequency be? To answer these questions, two constructional schemas (CSs) have been identified at this point, in which a specific form of a discursive construction is associated with a specific meaning ( Booij and Audring 2015):

CS-1 < [D(Y)[X]M] ↔ [disapproval of SEM]>
“Don’t (you) stare at me”
CS-2 < [D(Y)[Xcvi]M] ↔ [disapproval of SEM]>
“Don’t (you) ethic me”

CS-1 and CS-2 possess similar semantic value ([disapproval of SEM]) but their morphosyntactic information differs in the type of verb (X) that is used to conform to the general construction. In these two CSs, the constituents D (don’t), Y (you), and M (me) make up the steady configuration of the constructional schemas. The variable constituent (X) is always a verb or a verb phrase, which can be a denominal (converted) type as in *ethic* (Xcvi). Some of these word types are not generally found in English, which explains why the utterances that comply with the construction mentioned above are considered overtly nonce expressions.

This study focuses on spoken discourse and it seeks to explore the morphosemantic and syntactic features of a construction network that includes CS-1 and CS-2. Thus, there are two primary aims to this study: (i) to investigate the features of lexical inheritance, ambiguity, productivity, and replicability in this construction network following Halliday and Matthiessen’s (2004) approach of systemic functional linguistics and Booij’s (2010) systematization of construction morphology; and (ii) to examine the morphosemantic traits of the denominal verb [Xcvi], and see how its functionality within these constructions complies with the prerequisites of syntagmatic simplicity and paradigmatic flexibility (Adolphs 2008: 29). The variable (verb)
constructs an interesting element in these constructions as it seems to reflect the intrinsic value of syntactic constituency and communicative intention. This case-study project might provide a valuable opportunity to advance the understanding the interface of discourse construction grammar and the learned pairing of form and meaning.

2. Limiting the Scope of Study

2.1 On conversation analysis from a construction-based perspective

Austin’s speech act theory (1962) and Searle’s interpretation of the theory (1970) have represented a breakthrough within the domain of discourse analysis as it stands today. One of their most outstanding contributions is precisely the strict association between the illocutionary force of a speech act and the syntactic and semantic characteristics of an utterance. However, this has been somewhat controversial as it has also been argued that other factors, such as context or co-occurrences, can be more relevant than a syntactic frame. For example, Levinson claims that how people use the sentences is not restricted by the surface form (1983: 265). In addition, Schlegloff argues that the sequential unpredictability of a conversation stretch is disregarded by the traditional properties of the speech act theory (1988: 61). An interpretative methodology is also based on the assumption that speakers’ reactions are dependent on previous utterances, and not necessarily on the structure of utterances, i.e. it is founded on “receivers’ recognition of the producers’ intention” (Stoll 1995-1996: 473). If the interpretative methodology is used in (1), don’t you ma’am me is understood as a reproach of a prior ‘trigger’ or initiative, and both (reprimand and initiative) are structurally linked through the word ma’am.

The idea of relying heavily on pre-established formulas to explain the routines of language and the variability of constituents is connected with the notions of patterns of lexis and lexical priming by Hoey (1983; 2005) but on a more structural plane. Lexical priming is based on the predisposition, or priming, of words to occur in, or avoid, specific grammatical functions or positions within discourse (Hoey 2005: 13). Cognitively speaking, the property of priming also explains how speakers associate a sequence of words with a particular semantic context, allowing them to recognize “the similarities between what they want to say at a particular point and what they have heard or read at other times” to advance in (re)producing the priming (Hoey 2005: 20).
Following this approach, in CS-2 [D(Y)[X]_cv[M]_j, three types of elements are identified: constant [D, (Y), M], variable [X_cvi], and irrelatives (i.e. units that are not necessary or relevant in the constant frame, e.g. like that in don’t you honey me like that). This construction-based categorization corroborates the premise that some elements in the utterance might be more prone to substitution than others (Keller 1979: 239).

As commented earlier, the illocutionary force that is discussed here is that of disapproval. The study of said function through a spoken corpus is built on the idea that recurrent patterns or routines are a reflection of these linguistic forces or the presupposed notion that sequential or contextual factors are as relevant (cf. Aijmer 1996). Identifying such patterns could also lead to grammatical and vocabulary-based criteria that characterize discourse frames or constructions of all sorts.

However, the analysis of illocutionary forces and specific constructions should not be merely structural. The sequential order of the construction within a dialogic text is critical to also comprehend its textual macro-function. For example, the binary sequential labeling of ‘initiative’ and ‘reactive’ could be applied to a number of situations. These moves are dependent on the criteria of “making a claim and fulfilling this very claim” (Weigand 2017: 182), which is reflected in either accepting, rejecting, or negotiating the prior decision or claim. The reactive component of ‘rejecting’, which seems closer to CS-2 [D(Y)[X]_cv[M]_j, is pragmatically motivated and it is linked to a previous sequence: in (1) the preceding utterance yes, ma’am (a reactive to the initiative They stopped paying you, didn’t they?) is also the initiative to the reactive phrase don’t you ma’am me. A corpus-based examination of data can help determine if a reactive criterion is also involved, alongside with a fixed syntactic pattern, in the interplay between an illocutionary force and a given dialogic context.

2.2 On Construction Grammar in spoken discourse
The analysis of linguistic constructions through the theories of construction grammar (CxG) and conversation analysis (CA) encompasses a great deal of complementarity between the fields of cognition and discourse (or interaction). If constructions in CxG and
turn-types in CA are examined independently, the relevance of language usage or social practices to both approaches implies that “full understanding of linguistic expression, as well as grammatical organization, cannot be reduced to ‘form’ only, ‘meaning’ only, or ‘function’ only” (Fried and Östman 2005: 1755). Although CA differs from CxG in how meaning is negotiated through a number of ethnographic and linguistic aspects, the fact is that both attest the role of context-based paradigmaticity, that is, the emergence of recurrent patterns that can be described morpho-syntactically and are related to a specific discursive function.

The concept of construction that is used in this study is based on that by Jackendoff (2008) and Booij (2010), whereby a construction consists of pieces of syntactic structure with associated meanings. This association is necessarily dependent on a cognitive model to explain how lexical or syntactic structures can become instructions that modify a given discursive form (Langacker 2001: 143). On a more grammatical and lexical level, the notion of construction is characterized by (i) a morphosemantic arrangement of elements; (ii) a degree of productivity; and (iii) an unambiguous (or univocal) pairing of meaning and form (Ruiz de Mendoza 2013: 236). However, although the term constructional schema can be used to qualify any piece of syntactic structure, their varying length, semantic compositionality, and idiomaticity (Goldberg 2006: 5) indicate that not all these meaning-form pairs convey the same level of semantic uniformity or ambiguity. Therefore, CA represents a promising approach to check how negotiation of meaning through interaction reflects the correlation between a ‘meaningful construction’ (Jackendoff 2008) and an illocutionary force. This correlation is related to the lexical constructional model (LCM) approach, in which a construction is defined “as a form-meaning (or function) pairing where form affords access to meaning and meaning is realized by form to the extent that such processes have become entrenched in the speaker’s mind (…)” (Ruiz de Mendoza 2013: 237). This opens the question of “to what extent” some constructions are more entrenched than others, and whether some constructions can be more predictable or transparent than others.

Using CxG in CA can help understand argument structural meaning, conventional implicatures, illocutionary forces, or pragmatic presuppositions (Fischer 2015). In this particular case, the examination
of constituents in CS-2 can shed light on their specific morphosemantic properties, and on how these values depend on “what linguistic items have preceded it, what are expected to follow, and what do follow” (Sinclair and Coulthard 1975: 34).

The introduction of cognitive construction grammar (CCxG) in this study, especially after Goldberg’s book Constructions (1995), contributes to understanding how constructions lead to new proposals of constructions. The concept of ‘a network of constructions’ is not new (cf. Booij 2010: 25-50), and it is based on the fundamental notion that explains how new constructions follow the same general architecture of unified ones; that is a combination of a given form with a specific meaning (Boas 2013). The case study in this analysis can help understand the correlation between morphosemantic composition of constructions and productivity in a high-level construction (HLC) that is inherited by a low-level construction (LLC).

3. Methodology
The use of corpus-based data has a relatively long tradition within discourse analysis (cf. Adolphs 2008). However, there are certain drawbacks associated with the use of corpora in the annotation of construction-based utterances: the spoken nature of the phenomenon studied here, and the compilation of all the units (both standard verbs and converted ones) complying with CS-1 and CS-2. As regards the former, to guarantee that all the data compiled was dialogic, the following corpora were used: The Movie Corpus (TMC), The TV Corpus (TTVC), and the Corpus of American Soap Operas (CASO). The latter problem was tackled through the implementation of a search query string (SQS) to ensure that the resulting hits fit into the construction pattern [D(Y)[X]cvM]: ‘do n’t you [N*]’. This SQS guarantees that converted denominal verbs are collected, as opposed to non-converted ones, for their being nonce units is interpreted by the search engine as ‘nouns’, not verbs. This part of the process also involves manual annotation as unwished constructions such as those starting by why (as in why don’t you text me?) were left out: they did not comply with either CS. However, to obtain as much data as possible, the SQS ‘do n’t you [V*]’ is also introduced in case the corpora recognized some converted verbs as verbs, not nouns. The data could also help address the domains of
syntactic framing, idiomaticity, and lexical nonceness. However, the three corpora used in the study represent scripted speech, and not necessarily spontaneous, naturally-occurring one. These texts are worth studying as they majorly reflect the constructions of spoken speech, and they are useful resources to look at nonstandard, or very informal, language.

The second part of the study encompasses the examination of context-based utterances in dialogic form to explore the conversational value of these constructions according to the binary set of moves: initiates and reactives. Two annotators manually disambiguated each set; and inter-annotator agreement (or IAA) shows high figures of recall: 96% for Part of Speech (POS) and 91.5% for word senses. Also, data is used to examine if there is a functional correlation between the preceding/subsequent co-text and the CS-2 variable \([X_{cvi}]\) in all the hits. This analytical stage follows Schleppegrell’s premise that “discourse analysis seeks patterns in linguistic data” (2012: 21), which reflects the tight linkage between syntactic framing and illocutionary values. With the aid of corpus-based data, constructional schemas are elaborated and used in a taxonomic network in order to explore their syntactic constituency. This evidence is expected to shed light on the features of inheritance, ambiguity, and productivity, as expressed by resembling constructions.

A relevant premise in the data-gathering stage is the discursive nature of the constructions under scrutiny and that of the variables that are compiled from the corpora. Based on this, CS-2 \([D(Y)\{X\}_{cvi}M]\) is the product of syntactic framing and word nonceness through the process of conversion (or functional shift). The converted denominal verbs within the frame are generally nonce because “they are being used for the first time to solve an immediate problem of communication” and their usage is perhaps more important than its input meaning as they are proposed with “future standardized status in mind” (Crystal 2000: 223). Denominal conversion is a highly productive process in contemporary English (Bauer et al. 2015: 277), and the quantification of its productivity and token frequency is a difficult task, for corpora might not identify converted units as clearly as affixed ones.

Although CS-2 \([D(Y)\{X\}_{cvi}M]\) is considered a primary analytic unit in this analysis, the phrase might be subject to various interpretations. The construction is a well-structured discursive unit that is associated
with the act of disapproval as in standard (or more general) CS-1 [D(Y)[X]vM] such as don’t you mock me, don’t you yell at me, etc. Alternatively, CS-2 [D(Y)[X]vM] could fall into the structural category of ‘phrasal lexical items’ (Kuiper 2007), in which the issue of idiomaticity is examined through the properties of syntactic flexibility and slot restriction. Kuiper finds that interlocutors should be aware of what perceptual cues of the idiomatic expression are salient to recognize their ‘deformation’ more naturally (Kuiper 2007: 95).

4. Findings and Discussion
4.1 Morphosemantic peculiarities of the constructional schemas under analysis
As suggested earlier, CS-1 and CS-2 possess identical internal composition and semantic correspondence. Their complexity does not lie in the general syntactic constituency of the frame, but in the process of ‘anchoring’ to internal or external constituents. Whilst in CS-1 and CS-2 the verbs stare and ethic are anchored in a previous action (stare) or verbal move (ethic), the converted verb ma’am in (3) is linked to a specific lexical unit.

(3) A: Ma’am, this is an official crime scene. I can't let...
   B: Don't you ma'am me!
   (True Blood 2011, TMC)

In (3), the variable ma’am is recognized in both the initiative move (Ma’am, this is an official crime scene. I can't let…) and the reactive move (Don’t you ma’am me!). As expected, it is a denominal verb, whose grammatical category has been shifted through a process of conversion. However, the relevant finding in this example is that the lexical unit ma’am is semantically opaque as the meaning activated here is not related to the semantic content of the lexeme ma’am. It is a mere replication or echoing of a previous lexical unit that fits into the CS in the expression of disapproval. Following Hoey’s structural predisposition of lexis (1983; 2005), ma’am, as in ‘don’t you ma’am me!’, is not a meaningful unit; its meaning is only conveyed through the construction to which it belongs, similarly to the constituency of set phrases or idioms.
A distinctive feature of the variable $[X_v]$ is its connection to a previous element (word, discursive frame or attitude) to complete the semantic compositionality of the construction. Following this initial premise, it is presupposed that CS-1 and CS-2 inherit constructional qualities from a source (unified) construction, or CS-0, in which ‘I’ stands for either an internal or external element to the construction, and P stands for any personal pronoun. Note that CS-1 and CS-2 have been conveniently restricted to M (me) to make data more manageable in the compilation process.

$$\text{CS-0} < \text{[D(Y)[X_v],P]} \leftrightarrow \text{[disapproval of SEM]} >$$

However, the echoic anchoring of *ma’am* differs from a number of examples obtained from data. While *ma’am* is morphologically anchored in the initiative move, the verb *ultimatum* in (4) is not. This indicates that there are two general types of constructions $[D(Y)[X_v],M]$, expressing disapproval that are distinguished according to the nature of the variable: those that are morphologically anchored (*ma’am*), and those that are semantically anchored. The latter, as in *ultimatum*, is not semantically opaque. In contrast, the variable *ultimatum* encapsulates a general attitude that is perceived by B in (4), and it is used to express disapproval of such an attitude. In fact, *ultimatum* is a perfectly meaningful unit as opposed to *ma’am* in (3). Both are used in a similar frame to express disapproval, and they are both morphologically primed to conform to the general structure of $[D(Y)[X_v],M]$.

(4) A: You threw that away when you accepted this captaincy. If you leave now, don’t come back.
B: Don’t you *ultimatum* me, Lissa.

*(Awkward 2014, TTVC)*

Therefore, variables (verbs), such as *ma’am* and *ethic*, can undergo a process of semantic shift, and they also possess distinctive values of lexical or semantic anchoring. The particularities of *ma’am* are that it is used in the initiative, and replicated in the reactive to show disapproval. Like CS-2, CS-3 also represents the converted nature of *ma’am*, but its reformulation specifies whether the converted verb has been echoed or replicated in the model ($[[X_v]]_{pre}$). In this vein, ‘pre’ stands for the preceding syntactic function of the verb in the initiative. In the case of


ethic, although it shares with ma’am their denominal source, it is not morphologically anchored in the initiative.

\[ CS-3 < [D(Y)][X]\rightarrow M] \rightarrow \text{[disapproval of SEM]} > \]

Interestingly, several syntactic constructions with a converted verb were generated by the search queries. In general, 26 out of the 63 variables are morphologically anchored (see Appendix 1). This number shows that there is no clear-cut preference of one type of construction in English. One unanticipated finding was that the majority of the morphologically anchored variables were vocatives, which are literally implemented in the initiative utterances or moves to fulfill any of the three communicative functions identified by Leech (1999: 111-112): to summon the hearer’s attention, to identify the hearer, and to maintain the social implication of both hearer and speaker in the conversation (i.e. endearment, politeness). The cases of endearment (honey), kin treatment (daddy) and personal names (Danny) are the most common ones, and they pertain to CS-3, as shown in (5). These vocatives comply with any of their functional categories in the initiatives, but as being morphologically anchored in the reactives, they move towards disapproval. Morphologically anchored vocatives might convey a sense of disapproval towards the use of the vocative itself.

(5) A: What makes you so sure? It doesn't belong to nobody here! Sal... Sal, you are such a child! I got two children I don't need three! Clean that shit up! That's more like it. Sal, you take that back where you find it, now! It certainly is practical, Brenda... isn't it?
B: Sure is.
A: It is practical, honey...
B: Don't you honey me!
(Bagdad Café 1987, TMC)

However, on many occasions, there is no direct connection between the use of a vocative and its disapproval, as seen in (6) and (7). It could be seen as a means of construing meaning upon pre-established lexical priming, recognized by both hearer and speaker through a specific construction. In the examples (6) and (7), the communicative function of the vocatives John and Mom in the reactives are not precisely a reprimand due to the misuse of these words by one of the interlocutors;
they constitute, in fact, a discursive tool that fits into a specific construction in the expression of disapproval towards a preceding action or comment.

(6)  
A: Oh. Well, I didn't realise that. I think I'll just leave it.  
B: Give me the letter. Give me the letter.  
A: But it's...  
B: It's private.  
A: Don't you understand an order?  
B: John.  
A: Don't you John me.  
(\textit{Aces High} 1976, TMC)

(7)  
A: Go away, Mom.  
B: I saw Gwen. She's beside herself. He is a married man, young lady, and I use that term very loosely.  
A: Mom.  
B: Don't you Mom me.  
(\textit{As the World Turns} 2006, CASO)

These unusual constructions in which one of the constituents (converted verb) is possibly used as an adjacent means of connecting both initiative and reactive through the expression of disapproval, proves that the syntactic force inherited from higher-level constructions can be more relevant than the semantics of constituents. CS-4 shows a constructional schema of these verbs (e.g. \textit{ultimatum}), in which SEM does not refer to any of the constituents in the construction, but the initiative move in general. Therefore, the main aspect that differentiates CS-4 from the other constructions rests on how the verb in CS-4, being a denominal verb that is linked to a preceding utterance ([X]cv0pre), does not apply to the same verb used in the preceding utterance (SEM), but to the general initiative move (SEMk). The use of two different semantic marks (i.e. ‘i’ and ‘k’) allows for a finer-grained perspective of how a preceding utterance can generate lexical echoing (SEM) or just a nonce word that is used to abstract a preceding move or attitude (SEM).

CS-4 \iff [D(Y)[X]cv0preM0] \leftrightarrow [\text{disapproval of SEMk}] >
The semantically anchored cases are more difficult to detect in corpora as they are not linked to previous lexis. The nexus of these examples lies in a communicative situation, which explains the variability of these forms. However, discursively, they are more transparent than the morphologically anchored ones as they are construed upon a previous context, and these constructions are meaningful in isolation. That is, the utterance *don’t you ultimatum me* in (4), without explicit information to the previous context, is transparently related to the idea that someone reprimands their interlocutor for having set conditions, demands, or deadlines. Conversely, in (5), the phrase *don’t you John me* is overtly opaque. Still, the idea of disapproval remains, but not its causes. As suggested, some semantically anchored units, e.g. (8) and (9), show that the variables *guilt* and *lawyer* clearly (or transparently) characterize the interlocutor’s attitude or comment. The evaluative force, alongside with the sense of disapproval, is one of the most essential features that define semantically anchored forms, as opposed to morphologically anchored ones. The judgement in these two cases encompasses a new variable, particularly a denominal verb, that generates both disapproval and evaluation. This is different from some of the cases mentioned earlier, say (5) and (7), in which no evaluation is rendered. The morphologically anchored case in (6) is probably midway as *don’t you honey me* might also express that B does not approve of the endearment vocative *honey*, and finds that the vocative is inappropriate. Therefore, the latter communicative situation can also be interpreted as a ‘guise’ of evaluation, for B evaluates A’s phrases, and expresses disapproval.

(8)  
A: I realize that you were raised to be a self-absorbed, entitled prince of a man by your father, but you have a mother, too. Remember her? Generous, kind, caring. And everything that just came out of your mouth right now is spitting at what…
B: Don’t you guilt me! This is my life!
*(General Hospital 2008, CASO)*

(9)  
A: What's that? We don't have a phone.
B: Sorry.
A: They were dishonest.
B: What did I tell you about that? Technically, I never said we had a phone.
A: Hey Derrick... Don't you lawyer me. Okay?
(Longmire 2014, TTVC)

Although semantically anchored frames are transparent when they are examined out of context, this is not always the case as there might be opacity that depends on the lexical unit itself, and not necessarily on the communicative situation. As seen in (10), the variable agent might not be as precise and transparent as (8) and (9), which is why an additional explanatory comment tags along.

(10)  A: So he just made that up huh? I'm not saying he made it up... I think in his head he believes it's true....
B: Don't you agent me Lenny! Stop trying to handle everybody and everything and start taking a little responsibility for once!
(Grown Ups 2010, TMC)

Converted denominal verbs can show high degrees of polysemy, particularly in cases in which common nouns are used. That is the case of honey in (6), in which don't you honey me can be understood as 'stop putting honey all over me' or in a more metaphorical reading, 'stop using that sweet talk with me'. In examples (11) and (12), the structures clearly comply with the discourse frame studied here, and accordingly, they convey the idea of disapproval. In this case in particular lip and railroad are used in English as ‘to back talk’ and ‘to accuse someone without enough evidence’ (MWD11) respectively, so they are not as discursively innovative as (8) and (9). However, the idea of using the verb lip as a converted verb within the construction \([D(Y)[X_{ev}M]]\) might reinforce the idea of reprimand.

(11)  A: What are you doin' here?
B: Like I said, I missed the toilets.
A: Piss off out of it!
B: Yeah, that was the general idea! Don't you lip me...
(Hunter 2009, TTVC)

(12)  A: You know something? You really are nuts. If I were you, I would be trying to square things with my daughter, who you had attacked.
B: This is none of your business.
A: You use your kids as props to get things that you can't get, like Jeffrey. I should contact social services and let them know that you're a threat to Emma. Oh, no, don't you hit me. Don't you railroad me with Doris Wolfe! You are out of control!
*(Guiding Light 2007, CASO)*

As shown in (6) and (7), a particular case of morphologically anchored construction is that in which variables are implemented randomly. This corroborates the idea that the output semantics of the variable in CS-4 [D(Y)[[X]_{vt},pM]] is less dependent on random morphological anchoring, and far more connected to the meaning conveyed by a previous utterance. The examples (13) and (14) show that the anchoring process syntactically depends on the last content lexical unit, e.g. *language*, *providence*. The fact is that if a slight substitution were carried out in (14), say *don’t you indeed me*, the illocutionary force would not be necessarily softened.

(13)  
A: What are you talking about, merchandise and power?  
B: Look at you! Look at the way you're dressed! You're like Ma fucking Baker!  
A: *Language*!  
B: Don't you *language* me!  
*(Saving Grace 2000, TMC)*

(14)  
A: Now, obviously the last thing I wish to do is to fit glasses to those who have no need for them.  
B: No, no.  
A: Hey, you! Sheriff Forbes, well, this is *providence* indeed.  
B: Don't you *providence* me!  
*(Treasure of Matecumbe, 1976, TMC)*

The morphologically anchored examples (13) and (14), in which no semantic paradigm is followed, just a replication or echoing of a preceding word, from the initiative into the reactive, are a reminder of the adjacency pair approach. Both the variable and its precedent are interpreted by interlocutors as discursively relevant. Their discursive meanings are also dependent on their replication, and the pairing is seen as a significant strategy in the construction that is discussed here.
4.2 On inheritance and ambiguity

Through the property of inheritance, high-level constructions can contain some properties of lower-level constructions, including those features that pertain to LLCs and differentiate them from other LLCs. This hierarchical rearrangement of construction networks through inheritance is primarily characterized by constructions that share a set of features, and thus “form clusters of mutually related generalizations about linguistic competence, going from more abstract and unconstrained to more restricted” (Fried and Östman 2004: 72). The introduction of this principle allows for a general understanding of how certain constructions are embedded in more general ones, particularly in the discursive frames that might depend on external units (lexis or moves) to have constituent slots filled. Table 1 shows a sketchy summary of two differentiating values ([X] and [SEM]) in the four constructions introduced in this study. These four CSs inherit the learned pairing of form and meaning from CS-0, and they are recognized as constructions as “some aspects of its form and function is not strictly predictable from its component parts or from other constructions recognized to exist” (Goldberg 2006: 5).

Table 1: The features of [X,] and [SEM] in the constructions (CS-1 to CS-4).

| Schema | Xvi | [X]cvi | [[X]cvi]pre | SEMi | SEMk |
|--------|-----|--------|-------------|------|------|
| CS-1   | Y   | N      | N           | Y    | N    |
| CS-2   | Y   | Y      | N           | Y    | N    |
| CS-3   | Y   | Y      | Y           | Y    | N    |
| CS-4   | Y   | Y      | Y           | N    | Y    |

Table 1 succinctly informs that these constructions (CS-1 to CS-4) are recognized as distinct, for some varying (or differentiating) elements in the schema (i.e. [X] and [SEM]) can be either present (Y) or absent (N). The four schemas are abstracted through five global aspects of their constructions: (i) the verbal nature of the schema (Xvi), (ii) the converted property of the verb ([X]cvi), (iii) the presence of the denominal verb in the preceding clause ([[X]cvi]pre), and finally, the semantic correlation that is established either between (iv) the converted verb and an explicit lexical unit (or an explicit action, e.g. *stare*) in the preceding clause (SEMi), or (v) the connection between the converted verb and a semantically-detached initiative (SEMk). The last aspect, in other words,
implies that the cases of don’t you ultimatum me or don’t you ethic me do not refer to specific words (ma’am) or actions (stare) that are explicitly expressed in the initiative. These cases convey the sense of disapproval of a preceding move, and the variables used in this type of construction (e.g. ultimatum, ethic) are meant to evaluate the initiative without any sort of lexical/referential linkage. Table 1 also reveals which aspects in the four schemas are relevant to further elaborate on the hierarchical arrangement of constructions and on the property of inheritance. [X] and [SEM] are itemized to explore which properties are inherited. For instance, data in the table suggests that [X] and SEM, constitute common features in most of the schemas, which means that the properties of denominal conversion and disapproval of a preceding nouns are bound to inheritance and higher level of abstraction.

The absent or present features in Table 1 do not negate the fact that such elements are embedded in an HLC, and therefore an element is not really absent but rather is unified in a more general construction. Inheritance is particularly visible in the constructions that are distinguished through one feature only. In Figure 1, the variable [Xvi] in CS-0 represents the tertium comparationis in the analysis as it leads to a hierarchical detachment of constructions. At the next level of abstraction, CS-1 and CS-2 are differentiated through the morphology of the verb: as opposed to CS-1, the verb in CS-2 is denominal. This distinction is paramount in the network because it reflects the backbone of morphological variability in the constructions under study. Alternatively, CS-3 and CS-4 represent the lowest-level constructions, in which denominal verbs are morphologically (CS-3) or semantically (CS-4) anchored in the preceding (initiative) move. Although both denominal verbs are used in a preceding move, they are differentiating at this point not through the morphological constituency of the verb, but through the semantics of the schema. Whilst CS-3 is referring to the idea of disapproving of a preceding noun [SEM], particularly a vocative (e.g. ma’am), CS-4 does not relate to the lexical semantics of the anchor, but to that of the preceding discursive construction or of the speaker’s attitude [SEMk]. This shows that a network of constructions cannot be necessarily devised through one differentiating feature only, for LLCs can involve changes that affect other constituents of the schema. This diverging point in the network is what we call here a node, and it is used to isolate the points at which constituency construction is altered. Figure
1 shows two nodes in the network: node A for the denominal nature of the verb and node B for the semantic correspondence between the anchor and a preceding unit.

![Diagram of a network of constructions](image)

Figure 1: A network of constructions (CS-0 to CS-4) and their two nodes (A and B).

The hierarchical network also contributes to understanding the correlation between the degree of ambiguity and the level of construction. The degree of ambiguity, understood in this study as the potential of a construction to generate more than one sense, can be assessed through a corpus-based examination of hits. HLCs, due to their level of abstraction and generalization, are expected to be more ambiguous (or polysemic) than LLCs. However, corpus-based data also suggests that even constructions pertaining to the same level (e.g. CS-1 and CS-2) can show disimilar values of ambiguity. All of 354 tokens or variables complying with CS-1 are generated through the SQS ‘don’t you [V*] me’. A preliminary analysis of the top fifty variables or tokens on TTVC (Appendix 2) shows that 70.1% of the hits belong to a completely different construction expressing ‘request’ or ‘advice’ (‘Why don’t you [V*] me’). The rest of the hits comply with the form of CS-1 but they are semantically (and prosodically) different: 18.6% (‘request’) as in Don’t you like me? and 9.3% (‘disapproval’). These results indicate, on average, that the SQS ‘[why] don’t you V* me [irrelatives]’ generates mostly directive moves in spoken speech, which is perfectly compliant with traditional studies of grammar on the use of imperatives and requests (Rupp 2003: 18-20), in which the discursive function of this formula has been pointed out. Alternatively, the majority of the hits (91.2%) in Appendix 1 are reactives expressing ‘disapproval’ (CS-2), and the rest correspond to denominal verbs that have been standardized
in English (e.g. text, blackmail, email, beep). Therefore, nearly all the examples extracted from the corpora through the SQS ‘don’t you [N*] me’ only generate CS-2. This finding confirms that CS-1 and CS-2 possess different degrees of ambiguity, with the former being less univocal than the latter.

4.3 On replicability and productivity
The question of frequency has also been associated with the capacity of some constructions to entrench more easily than other resembling constructions. Therefore, rather than frequency, Ruiz de Mendoza refers to the notion of ‘replicability’ (R) to explain how replicable (or frequent) constructions are characterized by meaningfulness and minimum alteration (2013: 237). Stated differently, in similar contexts these minimally varying constructions can maintain the function or illocutionary force, and its high frequency (or replicability) can be an indication of well-instantiated cognitive schemas.

R is easily measured through the number of construction types generated by the corpora. Construction types are semantically equivalent frames that are distinguished through the variable [Xvi] as in don’t you stare at me and don’t you hit me. These types coincide in form and meaning. Therefore, in the case of CS-1, R is 110 (R1) whereas R is 59 in CS-2 (R2). This difference is reasonable as CS-1 inherits (from CS-0) some grammatically-compliant features that are natural to English whereas CS-2 introduces a functional shift process that generates nonceness. Although conversion is recognized as a highly productive word-formation mechanism in English (Lieber 2005: 418), converted verbs such as vocatives or personal names are rarely seen in verbal constructions. This seems to be related to the tenet of embedded productivity (Booij 2010), which denotes the phenomenon “that a word-formation process is normally unproductive, but is productive when it co-occurs with another word-formation process” (47). Although this definition is introduced in morphological construction, it can be used in syntactic CSs as well. Data also confirms that there exists a correlation between the number of schemas unified in a single construction and the degree of productivity.

Like R, type productivity can also be imported from morphological studies to measure the corpus-based degree of nonceness (hapaxes) of a
certain construction in corpora (Bauer 2001). The measurement of productivity has been traditionally questioned by the inconsistencies of the formulas and procedures (Fernández-Domínguez 2015). Type productivity is used in the present study as it involves the phenomena of nonceness and word-type variability. It is based on the concept of potential productivity (Baayen 2009), particularly on Baayen’s earlier approach to productivity measurement (Baayen 1993), in which $P$ (productivity index) can be measured by dividing $n$ (number of hapax legomena) by $N$ (number of occurrences of a CS in the corpora). In the case of $n$, this study is especially interested in the types that only occur once in the corpus.

Table 2: The indexes of productivity ($P_{cs}$) and replicability ($R_{cs}$) of CSs.

| CS | $n_{cs}$ | $N_{cs}$ | $P_{cs}$ | $R_{cs}$ |
|----|----------|----------|----------|----------|
| 1  | 87       | 11,210   | 0.0078   | 110      |
| 2  | 72       | 136      | 0.53     | 59       |
| 3  | 29       | 38       | 0.76     | 32       |
| 4  | 17       | 17       | 1.0      | 17       |

Table 2 shows that the productivity index of constructions ($P_{cs}$) is not proportional to the index of replicability ($R_{cs}$). $P_{cs}$, however, reflects the high levels of nonceness that characterize LLCs: $P_3$ and $P_4$ indicate that their corresponding constructional schemas (CS-3 and CS-4) are more ‘open’ frames than CS-1 and CS-2, and this seems to be in connection with their low degree of ambiguity. Highly productive constructions demonstrate that once the learned pairing of form and meaning has been discursively acquired (or ‘fixed’) by users, variables, such as $[X_{vi}]$, can be changed without altering the whole semantics of the construction. These changes also confirm that productivity is also linked to lexical creativity and construction potentiality.

5. Conclusion

Although the study focuses on four constructions expressing diapproval, the findings may well have a bearing on the general implications of construction constituents, notably variables. A variable, either semantically anchored or morphologically anchored, is expected to be the headword or nexus between the reactive move and its prior initiative
one. This binary approach in conversation analysis has confirmed that even though the variable is generally expected to fall into the ‘converted denominal’ category, it exists on a three-layer network: (i) the variable is a new denominal verb that evaluates the interlocutor’s comments or ideas (i.e. semantically anchored as in *ultimatum*); (ii) the variable is also found in the initiative and the speaker uses it in the CS to show disapproval, particularly as a vocative (i.e. morphologically anchored as in *ma’am*); (iii) the variable is also found in the initiative, and its use in the construction does not respond to a specific criterion, it frequently originates from the last words that make up the initiative (i.e. morphologically anchored as in *providence*).

All of the CSs under study (CS-1 to CS-4) conform to the formulaic constituency of a more general construction (CS-0). The changing nature (and semantic value) of the variable is in fact a syntactic means that guarantees the semantic and discursive adequacy of the constructions in the expression of the illocutionary force of disapproval. This shows that some features of HLCs are inherited by LLCs, e.g. constant units of the frame, and the variable \([X_i]\) is expected to undergo a functional shift process to fit into the inherited frame. Interestingly, the process of conversion restricts the degree of unambiguity of lower-level constructions, for the verbs that originate from the new constructions are generally nonce elements. In other words, LLCs are less general and more univocal because the morphological constituency of variables is highly dependent on communicative situations and preceding moves. Baayen’s productivity index also confirms how the LLCs, due to their feature of nonceness, are highly productive whereas HLCs are more ambiguous and less productive. However, the level of replicability (or frequency) in the latter is much higher. The replication of a given CS contributes to both a more strict correlation of form and meaning, and a more significantly learned encoding of constant and variable constituents of the construction.

This study, aimed at examining the internal (morphosemantic) and communicative value of CSs expressing disapproval, has also found that whilst discourse constructions are syntactically decomposable, their variable units (denominal verbs) simply conform to the syntactic patterning to maintain the communicative function of the phrase. Although this study focuses on scripted spoken corpora, the findings show how the internal structure is ‘(de)formed’ to be communicatively
compliant. Further research on spontaneous, naturally-occurring spoken speech should be undertaken to see if non-scripted schemas are also decomposable and communicatively salient as predicted in this study.
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Appendices

Appendix 1: Corpus-based variables (and their frequency) that were obtained through the search query string ‘don’t you [N*] me’.

| Variable (V<sub>cd</sub>) | TTVC | TMC | CASO |
|--------------------------|------|-----|------|
| text                     | 10   | 0   | 4    |
| eyeball*                 | 9    | 9   | 0    |
| bullshit*                | 5    | 6   | 0    |
| cheek                    | 3    | 0   | 0    |
| fire*                    | 3    | 8   | 3    |
| baby                     | 2    | 0   | 0    |
| Ezra                     | 2    | 0   | 0    |
| ma’am                    | 2    | 1   | 0    |
| skateboard*              | 2    | 0   | 0    |
| madame                   | 1    | 0   | 0    |
| mam                      | 1    | 0   | 0    |
| mama                     | 1    | 0   | 0    |
| pippa                    | 1    | 0   | 0    |
| Sam                      | 1    | 0   | 0    |
| granny                   | 1    | 0   | 0    |
| honey                    | 1    | 1   | 0    |
| lawyer                   | 1    | 0   | 0    |
| humor                    | 1    | 0   | 1    |
| lip                      | 1    | 0   | 0    |
| Charlotte                | 1    | 0   | 0    |
| chauffeur                | 1    | 0   | 0    |
| ethic                    | 1    | 0   | 0    |
| Danny                    | 1    | 0   | 0    |
| dice                     | 1    | 0   | 0    |
| ultimatum                | 1    | 0   | 0    |
| Viv                      | 1    | 0   | 0    |
| way                      | 1    | 0   | 0    |
| ship*                    | 1    | 0   | 0    |
| soldier*                 | 1    | 0   | 0    |
| lump*                    | 1    | 0   | 0    |
| mamaw*                   | 1    | 0   | 0    |
| fence*                   | 1    | 0   | 0    |
| fax*                     | 1    | 1   | 0    |
| harangue*                | 1    | 0   | 0    |
| clue*                    | 1    | 0   | 5    |
| bill*                    | 1    | 0   | 1    |
| boom*                    | 1    | 0   | 0    |
| beep*                    | 1    | 0   | 0    |
### Appendix 2: Top frequent variables on TTVC with why (directives).

| Variable (V) | TTVC (total) | TTVC (why) | TTVC (%) |
|--------------|--------------|------------|----------|
| tell         | 1871         | 1617       | 86,4     |
| let          | 822          | 803        | 97,7     |
| give         | 515          | 464        | 90,1     |
| want         | 291          | 51         | 17,5     |
| trust        | 233          | 39         | 16,7     |
| call         | 210          | 138        | 65,7     |
| touch        | 154          | 3          | 1,9      |
| show         | 154          | 153        | 99,3     |
| believe      | 127          | 75         | 59       |
| help         | 126          | 125        | 99,2     |

| Variable (V) | TTVC | TMC | CASO |
|--------------|------|-----|------|
| wow*         | 1    | 0   | 0    |
| jerk (around)* | 1   | 1   | 1    |
| sweetness     | 0    | 1   | 0    |
| sauce         | 0    | 1   | 0    |
| providence    | 0    | 1   | 0    |
| narc          | 0    | 1   | 0    |
| milady        | 0    | 1   | 0    |
| language      | 0    | 1   | 0    |
| lady          | 0    | 1   | 0    |
| Katie         | 0    | 1   | 0    |
| John          | 0    | 1   | 0    |
| Joany         | 0    | 1   | 0    |
| grandpa       | 0    | 1   | 0    |
| grandma       | 0    | 1   | 0    |
| disgrace      | 0    | 1   | 0    |
| Betty         | 0    | 1   | 0    |
| beer          | 0    | 1   | 0    |
| agent*        | 0    | 1   | 0    |
| mother*       | 0    | 1   | 0    |
| handcuff*     | 0    | 1   | 1    |
| email*        | 0    | 0   | 3    |
| Pat           | 0    | 0   | 1    |
| railroad      | 0    | 0   | 1    |
| brother       | 0    | 0   | 1    |
| guilt         | 0    | 0   | 1    |
| mom           | 0    | 0   | 1    |
| needle        | 0    | 0   | 1    |
| Variable (V) | TTVC (total) | TTVC (%why) | TTVC (%) |
|-------------|--------------|-------------|----------|
| leave       | 109          | 61          | 56       |
| like        | 102          | 48          | 47,1     |
| recognize   | 99           | 0           | 0        |
| remember    | 87           | 1           | 1,2      |
| make        | 86           | 51          | 59,3     |
| join        | 85           | 85          | 100      |
| love        | 78           | 20          | 25,6     |
| take        | 77           | 73          | 94,8     |
| meet        | 76           | 76          | 100      |
| ask         | 76           | 69          | 90,8     |
| know        | 66           | 2           | 3        |
| get         | 57           | 42          | 73,4     |
| threaten    | 39           | 0           | 0        |
| blame       | 37           | 1           | 2,7      |
| judge       | 36           | 0           | 0        |
| hit         | 34           | 27          | 79,4     |
| follow      | 33           | 29          | 87,9     |
| bring       | 33           | 15          | 45,5     |
| kill        | 31           | 31          | 100      |
| hear        | 26           | 8           | 30,8     |
| enlighten   | 26           | 26          | 100      |
| recognise   | 26           | 0           | 0        |
| try         | 24           | 20          | 83,3     |
| put         | 23           | 15          | 65,2     |
| patronize   | 23           | 0           | 0        |
| buy         | 22           | 22          | 100      |
| push        | 21           | 0           | 0        |
| walk        | 20           | 20          | 100      |
| send        | 19           | 19          | 100      |
| find        | 19           | 9           | 47,4     |
| answer      | 16           | 1           | 6,25     |
| lecture     | 16           | 0           | 0        |
| miss        | 16           | 2           | 12,5     |
| need        | 15           | 0           | 0        |
| see         | 15           | 2           | 13,3     |
| fill        | 15           | 15          | 100      |
| cut         | 14           | 13          | 92,8     |
| understand  | 13           | 6           | 46,2     |
| hand        | 12           | 9           | 75       |
| arrest      | 11           | 11          | 100      |
| TOTAL       | 6151         | 4310        | 70,1     |