Abstract—User distribution in ultra-dense networks (UDNs) plays a crucial role in affecting the performance of UDNs due to the essential coupling between the traffic and the service provided by the networks. Existing studies are mostly based on the assumption that users are uniformly distributed in space. The non-uniform user distribution has not been widely considered despite that it is much closer to the real scenario. In this paper, Radiation and Absorbing model (R&A model) is first adopted to analyze the impact of the non-uniformly distributed users on the performance of 5G UDNs. Based on the R&A model and queueing network theory, the stationary user density in each hot area is investigated. Furthermore, the coverage probability, network throughput and energy efficiency are derived based on the proposed theoretical model. Compared with the uniformly distributed assumption, it is shown that non-uniform user distribution has a significant impact on the performance of UDNs.
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I. INTRODUCTION

A. Related works

The fifth generation (5G) mobile communication systems are envisaged to provide a 1000 times enhancement of the network capacity while achieving a much higher energy efficiency compared with the fourth generation (4G) mobile communication systems. The ambitious aims of 5G mobile communication systems bring both opportunities and challenges to researchers all over the world [1]. The UDNs are regarded as one of the key technologies for 5G mobile communication systems [2]. The main difference between UDNs and heterogeneous networks (HetNets) lies in the dramatic increase of small cell base station (SBS) density. The distances between users and SBSs are greatly reduced with the increase of the SBS density, hence more wireless links are available for users in wireless networks to enhance the quality of service (QoS) [3]. On the other hand, UDNs also suffer from the increasing energy consumption with the massive deployment of SBSs. Therefore, one of the core problems for deploying UDNs is the optimization of SBS density to meet the traffic demand in an energy efficient way in hot spot areas.

Some recently studies were conducted to evaluate the performance of UDNs. A basic question was investigated in [4]: how to choose the SBS density for a 5G UDN when the backhaul capacity and energy efficiency are jointly considered. A comprehensive introduction of researches about the energy efficiency of UDNs was given by G. Wu et al. and the tradeoff between energy efficiency and spectrum efficiency was highlighted in [5]. A resource allocation scheme was proposed to analyze trade-offs between the spectrum efficiency and energy efficiency of 5G UDNs [5]. The influence of SBS density on the outage probability was discussed and different multiple access technologies were compared to obtain the optimal solutions for allocating subcarriers with interference constraints [6]. The Lyapunov method and mean field game were utilized to optimize the energy efficiency with the QoS constraints [7]. The impact of the spectrum bandwidth and SBS density on the capacity and the spectrum efficiency...
was analyzed in [8]. Comparisons between different spectrum bandwidths and SBS densities were made by D. Lopez-Prez et al. to propose a technique for increasing the average user capacity to 1 gigabit per second (Gbps) [9]. Cognitive radio technologies were adopted to enhance the throughput of 5G UDNs [9], and energy efficient optimal power allocation strategies subject to constraints on the average interference power are proposed in [10]. On the other hand, the stochastic geometry theory is widely used to evaluate the performance of UDNs. The delay of heterogeneous cellular networks with spatial temporal traffic was investigated by using stochastic geometry in [11]. Closed-form formulas of network capacity and energy efficiency were derived in [12] by modeling the wireless network using the stochastic geometry tools. The difference between line of sight (LoS) channel and non-line of sight (NLoS) channel was considered to evaluate the impact of channel fading on the spatial spectrum efficiency [13]. It was shown in [13] that the network spatial spectrum efficiency will not monotonously increase with the increase of the SBS density when LoS and NLoS channels are considered. A new type of UDNs including femtocell base stations (FBSs), macro cell base stations (MBSs) with distributed antennas was proposed in [14], where the energy efficiency, spectrum efficiency and spatial spectrum efficiency of UDNs were improved. By utilizing an innovative millimeter-wave (mmWave) decoupling method, mmWave can be used by network users for uplink transmissions to traditional microwave base stations (BSs) [15]. Based on the mmWave decoupling method, a closed-form formula for spectrum efficiency of UDNs was derived and a resource management method was proposed to optimize downlink transmission rate of UDNs with a minimum uplink rate constraint. The backhaul traffic of UDNs based on the mmWave and massive MIMO technologies was analyzed and the impact of different pre-coding methods was also investigated in [16]. When both the long-term evolution (LTE) and the wireless fidelity (WiFi) were deployed in UDNs, a Markov chain model was utilized to analyze the performance of the proposed LTE-WIFI UDNs [17]. Based on the energy harvesting technology, the trade-off between the energy efficiency and the QoS was analyzed for UDNs [18]. Furthermore, a fractional programming method was adopted to investigate the energy efficiency maximization problem of wireless networks under a minimum system throughput constraint [19].

Though the aforementioned studies have investigated many aspects of UDNs, most of them only focused on studying the influence of SBS density on the capacity and energy efficiency. Few effort has been spent on the effect of the SBS density on both the network performance and the user experiences simultaneously. Recently, the virtual cell technology has been widely used to improve the user experience of UDNs [20–25]. By adopting the virtual cell technology, a new type of UDNs termed user-centric UDNs were introduced in [20]. The main idea of user-centric UDNs is to cluster SBSs dynamically and intelligently to provide better services for users. Based on virtual cells in UDNs, a new type of beam forming technology named the balanced beam forming algorithm was developed to optimize the network capacity [21]. A type of virtual cell networks based on distributed antennas were presented in [22], and the influence of cell size on the users’ maximum downlink achievable rate was investigated. Based on stochastic geometry theory, the trade-off between the energy efficiency and spectrum efficiency of UDNs was investigated to optimize the energy efficiency with the minimum network capacity constraints [23]. By the joint optimization of virtual cell clustering method and the beam forming algorithm, the sum capacity was improved for UDNs [24]. By optimizing the interference nulling range, the user-centric interference nulling method was proposed in [25], where the outage probability is reduced by 35%–40%.

B. Main contributions

From the above discussion, one can observe that the focus of the researches on UDNs turns from network performance to user experience. Moreover, the design and optimization of UDNs develops from network-centric to user-centric. Due to uncertainties of users’ activities, few work have studied the impact of users’ activities on the network performance. By measuring the entropy of each individual’s moving trajectory, Song et al. found a 93% potential predictability in user mobility [26]. Based on the human mobility trajectory measured from real data, the individual mobility model considering the human mobility tendency habit was proposed to describe the human mobility in the real world [27]. The gravity law model was established to analyze the number of commuters between different areas [28]. The theoretical result of [28] was improved in [29]. By proposing the Radiation and Absorbing (R&A) model and comparing it with the empirical data, the R&A model was proved to be highly reliable in large range of spatial scale. Although there exist a large amount of meaningful and important studies for UDNs, one basic question is still not well answered: how many SBSs are required to meet the greatly increased traffic demand while guaranteeing a high energy efficiency? To answer this question, a theoretical model including user density, BS deployment, interference analysis and energy consumption need to be established for 5G UDNs. Based on this unsolved problem, the contributions and novelties of this paper are summarized as follows.
1) Based on the queueing network theory, the R&A model is first used to analyze the effect of the user density on the performance of 5G ultra-dense small cell networks in the temporal domain.

2) By utilizing the integral geometry and Euler summation, the impact of user and SBS densities on the coverage probability and average number of SBSs in virtual cells is investigated. Furthermore, by adopting a two-dimensional Markov chain, the blocking probability and channel occupancy rate are analyzed for 5G ultra-dense small cell networks based on the R&A model.

3) Based on the theoretical analysis on channel capacity and energy consumption of 5G ultra-dense small cell networks, the network energy efficiency is investigated using the proposed models. Simulation results indicate that the non-uniformly distribution of users has a profound effect on the energy efficiency.

The rest of this paper is organized as follows. Section II describes the system model of 5G UDNs. The R&A model is introduced in section II-A, then the model is extended by the queueing network theory in section II-B. The interference model and the SBS service model are described in section II-C and section II-D, respectively. Network performance metrics are analyzed and derived in Section III. Numerical and simulation results are displayed in section IV. Finally, Section VI concludes this paper.

II. SYSTEM MODEL

A. Radiation and Absorbing model

Definitions of some default parameters are shown in the following table.

| TABLE I: AN EXAMPLE OF A TABLE |
|--------------------------------|
| HS<sub>i</sub> | Hot spot i |
| CR<sub>i</sub> | Coverage region of HS<sub>i</sub> |
| S<sub>i</sub> | Coverage area of CR<sub>i</sub> |
| l<sub>i</sub> | Radius of CR<sub>i</sub> |
| P<sub>i</sub> | Number of users in CR<sub>i</sub> |
| N<sub>S</sub> (i) | Number of SBSs in CR<sub>i</sub> |
| m<sub>i</sub> | Attraction exponent of HS<sub>i</sub> |
| T<sub>ij</sub> | Number of moving users from HS<sub>i</sub> to HS<sub>j</sub> |
| U<sub>HS<sub>i</sub></sub> | Typical user of HS<sub>i</sub> |
| S<sub>HS<sub>i</sub></sub> | Typical SBS of HS<sub>i</sub> |

In this paper, the R&A model is used to analyze the distribution of mobile users in a two dimension plane \( \mathbb{R}^2 \). Let \( \mathcal{A}_T \) be a region with area \( S_A \) on the plane \( \mathbb{R}^2 \). The places with large number of users are denoted as hot spots in \( \mathcal{A}_T \). The set of hot spots is denoted by \( \Upsilon \), the cardinality of \( \Upsilon \) is \( N_p \) and elements of \( \Upsilon \) are denoted by \{HS<sub>i</sub>|1 \( \leq i \leq N_p\}\}. The system QN is defined as a set formed by all users, hot spots and SBSs in \( \mathcal{A}_T \). The coverage region of the hot spot HS<sub>i</sub> is denoted by CR<sub>i</sub> which is assumed to be a circle with a radius \( l_i \). Thus, the area of CR<sub>i</sub> is \( \pi l_i^2 \). According to the definition of the R&A model, users can commute with all other hot spots in \( \mathcal{A}_T \). The probability that one user moves from HS<sub>i</sub> to HS<sub>j</sub> is denoted as \( r_{ij} \) and expressed as follow

\[
  r_{ij} = \frac{m_i m_j}{(m_i + s_{ij}) (m_i + m_j + s_{ij})},
\]

where \( m_i \) and \( m_j \) are attraction exponents (AEs) of HS<sub>i</sub> and HS<sub>j</sub>, respectively. Based on the definition in the supplementary material of [29], AEs are configured as fixed values determined by several parameters like the number of available jobs, average salary and consumption level of the corresponding hot spot. \( s_{ij} \) denotes the total value of AEs (excluding AEs of HS<sub>i</sub> and HS<sub>j</sub>) in the circle centered at HS<sub>i</sub> with radius \( l_{ij} \), where \( l_{ij} \) is the distance between the centers of HS<sub>i</sub> and HS<sub>j</sub>.

The total number of users commuting from HS<sub>i</sub> to HS<sub>j</sub> during \( \Delta t \) is denoted by \( T_{ij} \). Then, \( T_{ij} \) is a binomial random variable by assuming moving characteristics of different users inside the QN system are independent from each other. The expectation of \( T_{ij} \) is

\[
  \mathbb{E}(T_{ij}) = \zeta P_{ij} \frac{m_i m_j}{(m_i + s_{ij}) (m_i + m_j + s_{ij})},
\]

where \( \mathbb{E}(\cdot) \) is the expectation operation. The ratio of moving users in the total population is configured as a fixed value denoted by \( \zeta \).

B. Queueing Network Model

Based on the definition in [29], the original R&A model is only used for the theoretical analysis in the spatial domain. Thus, to evaluate the stationary number of users in the coverage region of each hot spot in the QN system, the queueing network model is adopted in this paper to extend the R&A model to the temporal domain. We assume that all users in the coverage region of a hot spot are stayed in a queue so that the number of users in the coverage region is equal to the length of the corresponding queue. Furthermore,
users in the queue are assumed to be served by a server in the corresponding hot spot, and a user will leave the hot spot after the user is served. Thus, the arrival rate and serving rate of a queue are evaluated by the expected number of users that moving in and out of the hot spot respectively during a given time slot $\Delta t$.

The Jackson network (JN) is a basic type of queueing networks. Based on the definition of JN [30], users outside of a queueing network system may move into a hot spot contained in the queueing network system. Fig. 2 is a Jackson network system (JNS) formed by two queues.

In this paper, all SBSs and users of HS$_i$ are assumed to be randomly and uniformly distributed in CR$_i$. Furthermore, an typical user in CR$_i$ is donated by $U_{HS_i}$ and an typical SBS in CR$_i$ is denoted as $S_{HS_i}$. The distance between $U_{HS_i}$ and $S_{HS_i}$ is denoted by $l_{mc}$. Based on the result in [31], we have

$$f_{l_{mc}}(x) = \frac{4x}{\pi l_i^2} \left( \arccos \frac{x}{2l_i} - \frac{x}{2l_i} \sqrt{1 - \frac{x^2}{4l_i^2}} \right),$$

where $f_{l_{mc}}(x)$ is the probability density function (PDF) of the random variable $l_{mc}$. In this paper, the function $f_X(\cdot)$ is used to denote the PDF of a random variable $X$.

The orthogonal frequency division multiplexing (OFDM) technology is assumed to be adopted by all SBSs in the QN system. In this paper, SBSs that transmit useful signals to users are called the associated SBSs while SBSs that generate interference are called interfering SBSs. Users are assumed to receive downlink interference only from SBSs within the same hot spot with them. The small scale fading of all channels are assumed to be governed by independent and identically distributed (i.i.d.) Rayleigh distributions. By ignoring the shadowing, the coverage probability of $S_{HS_i}$ to $U_{HS_i}$ is expressed by
\[
P_{\text{cover}} = \Pr \left( \frac{p_t G_s R_s^{-\alpha_p}}{\sigma^2 \sum_{i=0}^{N_{\text{int}}} p_i G_i R_i^{-\alpha_p}} \geq \gamma_0 \right), \tag{4}
\]

where \( \Pr (\cdot) \) is the probability corresponding to the expression in parentheses, \( \gamma_0 \) is the threshold of the received signal to interference plus noise ratio (SINR) at user devices, \( p_t \) is the transmit power consumption of a SBS, \( \sigma^2 \) is the power of the additive white Gaussian noise (AWGN), \( \alpha_p \) is the path loss exponent, \( N_{\text{int}} \) is the average number of interfering SBSs, \( R_s \) is the distance between a user and an associated SBS, \( R_i \) is the distance between a user and an interfering SBS, \( G_s \) and \( G_i \) are the small scale fading experienced by the desired link and interfering links, respectively. Based on the assumption that small scale fading of all channels follows i.i.d. Rayleigh distributions, \( G_s \) and \( G_i \) are exponential distributed random variables with expectations \( \eta \).

The event that a user is covered by a SBS is assumed to be independent of the event that the user is covered by another SBS. Thus, the number of SBSs that cover the same user is a binomial distributed random variable. The expectation of the binomial distributed random variable is

\[
E(N_{\text{cover}}) = N_{\text{cover}} = N_S(i) \cdot P_{\text{cover}}. \tag{5}
\]

All SBSs that can cover a same user are configured to form a virtual cell cluster (VC). SBSs in a VC are assumed to be able to transmit signals to the served user simultaneously without causing interference [3]. Thus, the number of interfering SBSs is

\[
N_{\text{int}} = N_{\text{SBS}} - N_{\text{cover}} = N_S(i) \cdot (1 - P_{\text{cover}}). \tag{6}
\]

By substituting (6) into (4), the coverage probability is further derived by

\[
P_{\text{cover}} = \Pr \left( \frac{p_t G_s R_s^{-\alpha_p}}{\sigma^2 + \sum_{i=0}^{N_{\text{int}}(i)(1-P_{\text{cover}})} p_i G_i R_i^{-\alpha_p}} \geq \gamma_0 \right). \tag{7}
\]

D. Channel Access Model

A channel is called an available channel if the received SINR at the user using this channel is larger than a given threshold \( \gamma_0 \). A user will be blocked when all available channels of the associated SBS are occupied. Thus, a two-dimensional Markov chain is utilized to analyze channel access processes of SBSs in the QN system [32]. Two states of the two-dimensional Markov chain are denoted by \((v_m, v_n)\), where \( v_m \) denotes the number of occupied channels in a SBS and \( v_n \) is the number of available channels in a SBS \((v_m \leq v_n)\), respectively.

The probability that a user has a downlink communication request to a SBS is denoted by \( p_s \). Communication requests of different users are assumed to be i.i.d. Thus, the number of users with communication requests follows a binomial distribution with expectation \( P_{\text{t}} \cdot p_s \), where \( P_{\text{t}} \) is the stationary number of users in CRx. Since \( p_s \) is usually a large value, the binomial distribution can be approximated by a Poisson distribution with the same expectation \( P_{\text{t}} \cdot p_s \). The call arriving process of \( S_{\text{HS}} \) is denoted by \( \text{AP} \) and the number of calls arriving at \( S_{\text{HS}} \), before time \( t \) is denoted by \( \text{AP} (t) \). Thus, we have the following equation

\[
\Pr \{ \text{AP} (t + \Delta t) - \text{AP} (t) = n \} = e^{- \lambda (t + \Delta t)} \cdot \frac{\lambda (t + \Delta t)^n}{n!}. \tag{8}
\]

The call arriving process of \( S_{\text{HS}} \) is supposed to be a stochastic process with independent and stationary increments. Thus, the stochastic process \( \text{AP} \) is a Poisson process. The value of the serving duration of \( S_{\text{HS}} \), to \( U_{\text{HS}} \), is assumed to be an exponential distributed random variable with expectation \( \mu_s \). The corresponding transition diagram of the two-dimensional Markov chain is shown as follows.

The transition diagram of the two-dimensional Markov chain is explained as follows.

1) \((v_m, v_n) \rightarrow (v_m + 1, v_n)\): A user has been successfully allocated an available idle channel of \( S_{\text{HS}} \), then \( v_m + 1 \).

2) \((v_m, v_n) \rightarrow (v_m, v_n + 1)\): An unavailable channel of \( S_{\text{HS}} \), becomes available due to the time-varying interference, thus \( v_n + 1 \).

3) \((v_m, v_n) \rightarrow (v_m - 1, v_n)\): A user has been fully served and releases the occupied channel of \( S_{\text{HS}} \), then \( v_m - 1 \).

4) \((v_m, v_n) \rightarrow (v_m, v_n - 1)\): An available channel of \( S_{\text{HS}} \), becomes unavailable due to the time-varying interference, thus \( v_n - 1 \).

The maximum number of available channels offered by \( S_{\text{HS}} \), is denoted as \( C \). The transition rate for an available channel becoming available is denoted by \( \alpha_s \), and the transition rate for an available channel becoming unavailable is denoted by \( \beta_s \). The call arriving rate \( \lambda_{i,s} \) is

\[
\lambda_{i,s} = \frac{P_{i} \cdot p_s \cdot N_{\text{cover}}}{N_S(i)}. \tag{9}
\]

Based on the Kolmogorov criteria [32], the two-dimensional Markov chain in Fig. 3 is reversible and the stationary state distribution of the two-dimensional Markov chain exists.
III. COVERAGE PROBABILITY, BLOCKING PROBABILITY AND THROUGHPUT

A. Coverage Probability

The coverage probability in (7) can be further evaluated as (10).

\[
P_{\text{cover}} = \Pr \left( \frac{\rho_0 G_s R_s^{-\alpha p}}{\sigma^2 + \sum_{i=0}^{\infty} A_i (1-P_{\text{cover}}) G_s R_s^{-\alpha p}} \geq \gamma_0 \right) \\
= \Pr \left( \frac{G_s}{\rho_0 + \sum_{i=0}^{\infty} A_i (1-P_{\text{cover}}) G_s R_s^{-\alpha p}} \geq \gamma_0 \right) \\
= \Pr \left( \frac{1}{\rho_0 G_s + \sum_{i=0}^{\infty} A_i (1-P_{\text{cover}}) G_s R_s^{-\alpha p}} \leq \gamma_0^{-1} \right),
\]

where \( \rho_0 \) is the received signal to noise ratio (SNR) of \( U_{HS_i} \). The expression of \( \rho_0 \) is

\[
\rho_0 = \frac{p_i R_s^{-\alpha p}}{\sigma^2}.
\]

Based on the result in [33], \( \rho_0 \) is configured as a determined variable in this paper.

Based on (10) and (11), the coverage probability \( P_{\text{cover}} \) is finally derived as

The corresponding derivation and explanation is shown in the appendix A.

B. Blocking Probability

By the definition of JN in [30], a QN system should meet the following three necessary conditions for being a JN:

1) User arriving processes in all hot spots are independent Poisson processes in the QN system

2) Users outside of the QN system can move into the QN system.

3) Users who are fully served in the QN system can either move to another hot spot in the QN system or leave the QN system.

Denote the total number of users moving from outside of \( A_T \) into \( CR_i \) during a time period \( \Delta t \) as \( e_i \). By assuming \( e_i \) as a random variable with expectation \( \alpha_i \), we get the following lemmas.

**Lemma 1:** For a large \( P_i \), the binomial distributed random variable \( T_{ij} \) can be approximated by a Poisson distributed random variable with the expectation being \( \mathbb{E}(T_{ij}) \).

The number of users in a hot spot is modeled by a queueing network model in the temporal domain. Based on the definition of JN users who have been fully served in a hot spot either choose to be added into another queue or to leave the queueing network [30]. Based on the above model, we get the following Lemma 2.

**Lemma 2:** Based on Lemma 1 and the assumption that \( e_i \) is a Poisson distributed random variable, the number of users moving into \( CR_i \) during \( \Delta t \) is a Poisson distributed random variable. The expectation of the number of users moving into \( CR_i \) during \( \Delta t \) is

\[
\lambda_i = \alpha_i + \sum_{j \in (1, N_p), j \neq i} \mathbb{E}(T_{ji}).
\]

**Lemma 3:** Assuming numbers of users moving into \( CR_i \) during each disjoint \( \Delta t \) in the temporal domain are i.i.d., thus, the user arriving process of \( HS_i \) is a stochastic process with independent and stationary increments.

By combining Lemma 1, Lemma 2 and Lemma 3, the user arriving process of \( HS_i \) is proved to be a Poisson process.
\[ P_{\text{cover}} = 2^{-R_s \gamma_0} \exp \left( \frac{A_s}{2} \right) \sum_{b_c=0}^{B_c} \left( \frac{B_c}{b_c} \right)^{C_{c+b_c}} \sum_{c=0}^{\frac{(-1)^c}{2}} \frac{\left( -\frac{\eta \exp (-\frac{\lambda}{\rho G}) - \eta G_s}{} \right)^2}{\left( \frac{\sqrt{1 - \frac{\eta G_s}{\rho G}}}{\eta G_s} \right)} \times \]

Then, we get the following theorem.

**Theorem 1:** Assuming users’ moving actions among different hot spots are governed by a R&A model. By denoting the number of users in each hot spot as the size of the corresponding queue, the QN system can be modeled by a Jackson network.

The transferring matrix of the QN system is denoted by \( \mathbf{R} \). The element of the matrix \( \mathbf{R} \) located at the row \( i \) and the line \( j \) is denoted as \( [\mathbf{R}]_{ij} \), which is the probability that a user moves from \( \text{HS}_i \) to \( \text{HS}_j \). Thus, \([\mathbf{R}]_{ij}\) is expressed by

\[
[R]_{ij} = \left\{ \begin{array}{ll}
\frac{m_i m_j}{\binom{m_i + m_j}{m_i}} & 0 < i \neq j \leq N_p \\
0 & 0 < i = j \leq N_p.
\end{array} \right.
\]

(14)

The probability that a user leaves the QN system from \( \text{HS}_i \) is

\[ d_i = 1 - \sum_{j=1}^{N_p} [\mathbf{R}]_{ij}. \]

(15)

When the QN system is in a stationary state, the number of users leave the QN system from \( \text{HS}_i \) during \( \Delta t \) is denoted as \( \overline{D}_i \) with expectation as follows.

\[ E(\overline{D}_i) = \zeta \overline{P}_i, \]

(16)

where \( \overline{P}_i \) denotes the stationary number of users in \( \text{CR}_i \). Substituting (14) and (16) into (2), the expectation of the number of users moving into \( \text{CR}_i \) during \( \Delta t \) is

\[ \lambda_i = a_i + \sum_{j \in (1,N_p), j \neq i} \lambda_j r_{ji}. \]

(17)

To keep the stability of the total number of users in the QN system, \( a_i \) is configured as

\[ a_i = \zeta \frac{\sum_{i=1}^{N_p} m_i d_i}{N_p} = \zeta \frac{\sum_{i=1}^{N_p} m_i \left( 1 - \sum_{j=1}^{N_p} [\mathbf{R}]_{ij} \right)}{N_p}. \]

(18)

By denoting \( \mathbf{a} = (a_1, a_2, \ldots, a_{N_p})_{1 \times N_p} \) and \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{N_p})_{1 \times N_p} \), (28) is further derived by a matrix form as

\[ \lambda = \mathbf{a}(\mathbf{I} - \mathbf{R})^{-1}, \]

(19)

where \( \mathbf{I} \) is an identical matrix. Based on (19), the user arriving rate of each hot spot can be obtained.

The stationary serving rate of the queue in \( \text{HS}_i \) is denoted as \( \mu_i \). By substituting \( \lambda_i \) into \( \rho_i = \frac{\lambda_i}{\mu_i} = \frac{\lambda_i}{\zeta \overline{P}_i} \), the number of users in the stable status in \( \text{CR}_i \) is

\[ \overline{P}_i = \frac{\rho_i}{1 - \rho_i} = \frac{\lambda_i}{\zeta \overline{P}_i - \lambda_i}. \]

(20)

By solving the implicit function in (11), \( \overline{P}_i \) is further derived by

\[ \overline{P}_i = \zeta \frac{\lambda_i}{2\zeta} + \frac{\lambda_i}{\zeta} + \frac{\lambda_i}{2\zeta}. \]

(21)

The stationary distribution of the state \((v_m, v_n)\) in the two-dimensional Markov chain in Fig. 3 is denoted by \( \pi(v_m, v_n) \). Based on the result in [32], \( \pi(v_m, v_n) \) is expressed by (22) where \( \left( C \begin{array}{c} v_m \\ v_n \end{array} \right) \) is a binomial coefficient denoting the number of ways to pick \( v_n \) unordered outcomes from \( C \) possibilities. By the Gilbert-Elliott model [32], we have

\[ \frac{\alpha_s}{\beta_s} = \frac{1 - \varepsilon_s}{\varepsilon_s}, \]

(23)

where \( \varepsilon_s \) is expressed as (35) and \( p_{\text{oc}} \) is the probability that a channel of \( S_{\text{HS}_i} \) is occupied.

\[ \varepsilon_s = \sum_{\Delta_s = 0}^{N_{\text{int}}} \binom{N_{\text{int}}}{\Delta_s} \left( p_{\text{oc}} \right)^{\Delta_s} (1 - p_{\text{oc}})^{N_{\text{int}} - \Delta_s}. \]

(24)

By assuming \( U_{\text{HS}} \), accesses each channel with equal probability, the probability that a channel of \( S_{\text{HS}_i} \) is occupied is

\[ p_{\text{oc}} = \sum_{v_m=0}^{N} \sum_{v_n=0}^{N} \frac{v_n}{C} \pi(v_m, v_n). \]

(25)
\[ \pi(v_m, v_n) = \left\{ \begin{array}{ll}
\frac{1}{\chi} \left( \frac{\lambda_n}{\mu_n} \right)^{v_m} \frac{1}{v_m!} \left( \frac{\alpha_s}{\beta_s} \right)^{v_n} \\
\chi \sum_{v_m \leq v_n \leq C} \left( \frac{\lambda_n}{\mu_n} \right)^{v_m} \frac{1}{v_m!} \left( \frac{\alpha_s}{\beta_s} \right)^{v_n}
\end{array} \right. \]  

(22)

By substituting (23) (24) (25) into (22), the stationary probability \( \pi(v_m, v_n) \) of the state \((v_m, v_n)\) is obtained. The call blocking probability of \( U_{HS} \) is

\[ P_B = \sum_{v_m=v_n \leq C} \pi(v_m, v_n). \]  

(26)

By (22) and (26), the probability that \( U_{HS} \) is served by \( S_{HS} \) is derived as

\[ P_{serve} = 1 - P_B = 1 - \sum_{v_m=v_n \leq C} \frac{1}{\chi} \left( \frac{\lambda_n}{\mu_n} \right)^{v_m} \frac{1}{v_m!} \left( \frac{\alpha_s}{\beta_s} \right)^{v_n}. \]  

(27)

The probability that all channels of \( S_{HS} \), are idle is \( P_{idle} \), given by

\[ P_{idle} = \sum_{v_n=0}^{C} \pi(0, v_n). \]  

(28)

C. Network Throughput

Based on the transition diagram of the two-dimensional Markov Chain in Fig. 3, the average number of occupied channels at \( S_{HS} \) is

\[ N_{oc} = \sum_{v_m=0}^{C} \sum_{v_n=0}^{C} v_m \pi(v_m, v_n). \]  

(29)

We assume that the transmission rate is assumed to be equal to the channel capacity when the channel is occupied. Thus, the stationary throughput of \( S_{HS} \) is

\[ T_s = N_{oc} \cdot (C_{ca}) \]

(30)

\[ = (C_{ca}) \sum_{v_m=0}^{C} \sum_{v_n=0}^{C} v_m \pi(v_m, v_n) \]  

By assuming the throughputs of all SBSs in the QN system are \( i.i.d. \), the throughput of the small cell network restricted in CR, is

\[ T_{HS} = N_S(i) \left( \int_{x=\gamma_0}^{\infty} \log_2 (1+x) f_X(x) \, dx \right) \times \]  

(31)

\[ \sum_{v_m=0}^{C} \sum_{v_n=0}^{C} v_m \pi(v_m, v_n). \]

The throughput of the small cell network in the QN system is (32).

\[ T_{QN} = \sum_{i=1}^{N_S} N_S(i) \left( \int_{x=\gamma_0}^{\infty} \log_2 (1+x) f_X(x) \, dx \right) \times \]  

(32)

\[ \sum_{v_m=0}^{C} \sum_{v_n=0}^{C} v_m \pi(v_m, v_n). \]

D. Energy Efficiency

The total power consumption \( p_{to} \) of a SBS \( s_{ori} \) is

\[ p_{to} = N_{oc} \frac{p_{ms}}{\eta_{ms}} + p_{rf} + p_{ph} \]  

(33)

\[ + p_{st} \times (1 - \sigma_{dc}) (1 - \sigma_{ms}). \]

where \( p_t \) is the transmit power consumption of \( s_{ori}, \eta_{pa} \) is the efficiency coefficient of the power amplify module, \( p_{rf} \) is the power consumption of the radio frequency module, \( p_{ph} \) is the power consumption of the base band module, \( \sigma_{dc} \) is the loss coefficient of the digital control module, \( \sigma_{ms} \) is the power supply loss coefficient, \( p_{st} \) is the constant power consumption which is independent from the traffic load of \( s_{ori} \), and \( N_{oc} \) is the number of occupied channels at \( s_{ori} \), respectively. Based on the configuration in [36], the values of \( \sigma_{ms} \) and \( \sigma_{dc} \) are smaller than 1.

We assume that all SBSs are able to be shut down and turned on instantaneously without delay. Thus, the energy consumption of \( S_{HS} \) is

\[ E_{to} = \left( \sum_{v_m=1}^{v_n} \sum_{v_n=1}^{C} v_m \pi(v_m, v_n) \frac{p_{ms}+p_{rf}+p_{ph}}{(1-\sigma_{dc}) (1-\sigma_{ms})} + p_{st} \right) \times \]  

(34)

\[ t_{to} \cdot (1 - P_{idle}). \]

Where \( t_{to} \) is the operation duration of \( S_{HS} \).

By assuming the energy consumptions of different SBSs to be \( i.i.d. \), the energy consumed by the small cell network

\[ \cdots \]
restricted in $\text{CR}_i$ is

$$E_{HS_i} = \left( \sum_{v_n}^{v_{m}} \sum_{v_m=1}^{C} v_m \pi(v_m, v_n) \frac{p_t + p_{fb} + p_{st}}{(1 - \sigma_{dc})(1 - \sigma_{ms})} + p_{st} \right) \times N_S(i) \cdot (1 - P_{idle}) \cdot t_{to}. \tag{35}$$

Thus, the network energy consumption of the small cell network in the QN system is

$$E_{QN} = \sum_{i=1}^{N_p} \left( \sum_{v_n}^{v_{m}} \sum_{v_m=1}^{C} v_m \pi(v_m, v_n) \frac{p_t + p_{fb} + p_{st}}{(1 - \sigma_{dc})(1 - \sigma_{ms})} + p_{st} \right) \times N_S(i) \cdot (1 - P_{idle}) \cdot t_{to}. \tag{36}$$

By combining (30) and (34), the energy efficiency of $S_{HS_i}$ will be (48).

By combining (31) and (35), the network energy efficiency restricted in $\text{CR}_i$ is (38).

Based on (32) and (36), the energy efficiency of the small cell network in the QN system is (39).

IV. NUMERICAL AND SIMULATION RESULTS

Based on our proposed 5G ultra-dense small cell network model in this paper, the numerical and simulation results are shown in this section. Some default parameters are configured as $l_i = 1$ km, $\zeta = 0.1$, $\alpha_p = 4$, $\rho_0 = 100$, $\eta = 1$, $p_s = 0.01$, $C = 10$, $p_t = 1.6$ W, $\eta_{pa} = 8$, $p_{rf} = 0.7$ W, $p_{bb} = 1.6$ W, $p_{st} = 6.8$ W, $\sigma_{dc} = 0.08$, $\sigma_{ms} = 0.1$. Without loss of generality, the centers of hot spots are uniformly distributed in $A_T$. AEs of hot spots are configured to be $i.i.d.$ Poisson distributed with expectation 3000. The ratio of the stationary user density to the SBS density in $\text{CR}_i$ is $\theta_i = \frac{\nu_i}{\nu_{0}(T)}$.

Fig. 4. Comparison between theoretical results and simulation for the stationary number of users in a hot spot.

Comparison of the stationary number of users in a hot spot between numerical results and Monte Carlo simulation is shown in Fig. 4. Three hot spots are selected from $N_p = 50$ hot spots to make this comparison. It is observed from the figure that gaps between Monte carlo simulation and numerical results are very small, indicating that using queueing network theory to extend the R&A model to the temporal domain for the analysis of user density is practicable.

Fig. 5. Coverage probability with respect to the SINR threshold $\gamma_0$ considering different ratios of the stationary user density to the SBS density $\theta_i$.

The impact of the SINR threshold $\gamma_0$ and the ratio $\theta_i$
The observations is consistent with the results in [3], [32].

Fig. 5 shows that when \( \theta \) is fixed, the coverage probability \( P_{\text{cover}} \) decreases when increasing \( \gamma \). When \( \theta \) is fixed, the coverage probability \( P_{\text{cover}} \) decreases with the increase of \( \gamma \). The observations is consistent with the results in [3], [32].

\[
EE_s = \frac{\left( \int_{x=\gamma_0}^{\infty} \log_2 (x + 1) f_{\lambda} (x) \, dx \right) \sum_{v_m=0}^{v_n} \sum_{v_n=0}^{C} v_m \pi (v_m, v_n)}{\sum_{v_m=1}^{v_n} \sum_{v_n=1}^{C} v_m \pi (v_m, v_n) \frac{p_{\text{ms}} + p_{\text{sh}} + p_{\text{st}}}{(1-\sigma_{\text{dc}})(1-\sigma_{\text{ms}})} + p_{\text{st}}} (1 - P_{\text{idle}}).
\]

(48)

\[
EE_{HS_i} = \frac{NS (i) \left( \int_{x=\gamma_0}^{\infty} \log_2 (x + 1) f_{\lambda} (x) \, dx \right) \sum_{v_m=0}^{v_n} \sum_{v_n=0}^{C} v_m \pi (v_m, v_n)}{NS (i) \sum_{i=1}^{N_S} \left( \sum_{v_m=1}^{v_n} \sum_{v_n=1}^{C} v_m \pi (v_m, v_n) \frac{p_{\text{ms}} + p_{\text{sh}} + p_{\text{st}}}{(1-\sigma_{\text{dc}})(1-\sigma_{\text{ms}})} + p_{\text{st}}} (1 - P_{\text{idle}}) \right).
\]

(38)

\[
EE_{QN} = \frac{\sum_{i=1}^{N_S} NS (i) \left( \int_{x=\gamma_0}^{\infty} \log_2 (x + 1) f_{\lambda} (x) \, dx \right) \sum_{v_m=0}^{v_n} \sum_{v_n=0}^{C} v_m \pi (v_m, v_n)}{\sum_{i=1}^{N_S} \sum_{v_m=1}^{v_n} \sum_{v_n=1}^{C} v_m \pi (v_m, v_n) \frac{p_{\text{ms}} + p_{\text{sh}} + p_{\text{st}}}{(1-\sigma_{\text{dc}})(1-\sigma_{\text{ms}})} + p_{\text{st}}} (1 - P_{\text{idle}}).
\]

(39)

The influence of the SINR threshold \( \gamma_0 \) and the ratio \( \theta_i \) on the number of average available SBSs in a VC \( N_{\text{server}} \) is evaluated in Fig. 6. Fig. 6 reveals that when \( \gamma_0 \) is fixed, \( N_{\text{cover}} \) decreases with the increase of \( \theta_i \). When \( \theta_i \) is fixed, \( N_{\text{cover}} \) decreases with the increase of the SINR threshold \( \gamma_0 \). Similar results are observed in [3].

Fig. 6. Average number of SBSs in a VC with respect to the SINR threshold \( \gamma_0 \) considering different ratios of the stationary user density to the SBS density \( \theta_i \).

Fig. 7. Average number of available SBSs in a VC with respect to the SINR threshold \( \gamma_0 \) considering different ratios of the stationary user density to the SBS density \( \theta_i \).
is shown in Fig. 7. As the figure shows, when $\gamma_0$ is fixed, $N_{\text{server}}$ decreases with the increase of $\theta_i$. When $\theta_i$ is fixed, $N_{\text{server}}$ decreases with the increase of $\gamma_0$. By comparing Fig. 6 with Fig. 7, we find that when $\gamma_0$ and $\theta_i$ are configured to be the same, $N_{\text{server}}$ in Fig. 6 is always smaller than $N_{\text{cover}}$ in Fig. 5, due to the limited service capability of SBSs.

Fig. 8. Blocking probability $P_B$ with respect to the SINR threshold $\gamma_0$ considering different ratios of the stationary user density to the SBS density $\theta_i$.

The effect of the SINR threshold $\gamma_0$ and the ratio $\theta_i$ on the blocking probability $P_B$ is shown in Fig. 8. When $\gamma_0$ is fixed, the blocking probability $P_B$ decreases with the increase of $\theta_i$. When $\theta_i$ is fixed, the blocking probability $P_B$ first increases with the increase of the SINR threshold $\gamma_0$. When the SINR threshold $\gamma_0$ is larger than a given threshold, the blocking probability $P_B$ decreases with the increase of the SINR threshold $\gamma_0$.

Fig. 9. Network energy efficiency $EE_{\text{HS}}$, with respect to the SINR threshold $\gamma_0$ considering different ratios of the stationary user density to the SBS density $\theta_i$.

The impact of the SINR threshold $\gamma_0$ and the ratio $\theta_i$ on the network energy efficiency is illustrated in Fig. 9. As the figure shows, when $\theta_i$ is fixed, the network energy efficiency $EE_{\text{HS}}$ increases with the increase of $\gamma_0$. Moreover, when the SINR threshold $\gamma_0$ is fixed, the network energy efficiency $EE_{\text{HS}}$ decreases with the increase of $\theta_i$.

Fig. 10. Network energy efficiency $EE_{\text{QN}}$ with respect to the SINR threshold $\gamma_0$ for different SBS deploying strategies.

The impact of the SINR threshold $\gamma_0$ and the ratio $\theta_i$ on the energy efficiency of the small cell network contained in
the QN system is shown in Fig. 10. The user density based deploying strategy (UDS) is implemented by deploying 1000 SBSs into 10 hot spots based on the stationary number of users in each hot spot (e.g., the ratio of user density to base station density is the same for each hot spot), and the randomly deploying strategy (RDS) is implemented by letting SBSs and users be randomly and uniformly distributed in each hot spot without considering R&A model. As the figure shows when \( 1 < \gamma_0 < 2.2 \), energy efficiency of the network based on the RDS is larger than that based on the UDS. When \( \gamma_0 > 2.2 \), the UDS based network energy efficiency becomes larger than the RDS based network energy efficiency.

V. Conclusion

Based on the R&A model, the impact of the non-uniformly distributed users on performance of 5G ultra-dense small cell networks is firstly investigated in this paper. Moreover, the queueing network theory is firstly adopted to extend the analysis of R&A model to the temporal domain. Based on the theoretical analysis results for the stationary number of users, the coverage probability and the blocking probability are evaluated. Furthermore, by adopting virtual cell technology, the theoretical analyses of the throughput and the energy efficiency for each hot spot are proposed. By the simulations of the proposed model, we observe that when the virtual cell technology is adopted, the network energy efficiency is complicatedly coupled other than varying monotonically with the ratio of the stationary user density to the SBS density. This result provides insights into the important issues such as the optimal deployment of SBSs.

VI. Appendix

A. Coverage probability

The Laplace transform of the random variable \( Z \) is denoted by \( L_Z(\varepsilon) \), where \( Z \) is

\[
Z = \frac{1}{\rho_0 G_s} + \sum_{i=0}^{N_s(t)(1-P_{\text{cover}})} \frac{G_i R_i^{-\alpha_p}}{G_s R_s^{-\alpha_p}}. 
\]

(41)

Thus, the Laplace transform \( L_Z(\varepsilon) \) is derived as (42), where \( \exp(\cdot) \) is the exponential function and \( E_{G_s, G_i, R_s, R_i}(\cdot) \) is the expectation operations on random variables \( G_s, G_i, R_s \) and \( R_i \).

And the PDFs of \( G_s, G_i, R_s \) and \( R_i \) are

\[
\begin{aligned}
&f_{G_s}(x) = \eta \exp(-\eta x) \\
&f_{G_i}(x) = \eta \exp(-\eta x) \\
&f_{R_s}(x) = \frac{4x}{\pi l_i^2} \left( \arccos \frac{x}{2l_i} - \frac{x}{2l_i} \sqrt{1 - \frac{x^2}{4l_i^2}} \right) \\
&f_{R_i}(x) = \frac{4x}{\pi l_i^2} \left( \arccos \frac{x}{2l_i} - \frac{x}{2l_i} \sqrt{1 - \frac{x^2}{4l_i^2}} \right)
\end{aligned}
\]

(43)

Based on (6)(42)(43), the Laplace transform of \( Z \) is further derived by (43).

with (44).

By substituting (42) (44) into (43), the Laplace transform in (43) becomes (45).

Similar to [34], by the Euler summation on (45), \( P_{\text{cover}} \) becomes
\[ \mathcal{L}_Z(\varepsilon) = \mathbb{E}_{G_s,G_i,R_s,R_i} \left( \exp \left( -\varepsilon \left( \frac{1}{\rho_0 G_s} + \sum_{i=0}^{N_S(i)-(1-P_{\text{cover}})} \frac{G_i R_i^{-\alpha_p}}{G_s R_s^{-\alpha_p}} \right) \right) \right), \quad (42) \]

\[ \mathcal{L}_Z(\varepsilon) = \mathbb{E}_{G_s,G_i,R_s,R_i} \left( \exp \left( -\varepsilon \left( \frac{1}{\rho_0 G_s} + \sum_{i=0}^{N_S(i)-(1-P_{\text{cover}})} \frac{G_i R_i^{-\alpha_p}}{G_s R_s^{-\alpha_p}} \right) \right) \right) = \mathbb{E}_{G_s,G_i,R_s,R_i} \left( \exp \left( -\varepsilon \left( \frac{1}{\rho_0 G_s} \prod_{i=0}^{N_S(i)-(1-P_{\text{cover}})} \exp \left( -\varepsilon G_i R_i^{-\alpha_p} \right) \right) \right) \right) = \mathbb{E}_{G_S} \left( \exp \left( \frac{-\varepsilon}{\rho_0 G_s} \right) \right) \left( \mathbb{E}_{G_i,R_s,R_i} \left( \exp \left( -\varepsilon G_i R_i^{-\alpha_p} \right) \right) \right) \frac{N_{\text{int}}}{G_S} dG_S, \quad (43) \]

\[ \mathbb{E}_{G_i,R_s,R_i} \left( \exp \left( -\varepsilon G_i R_i^{-\alpha_p} \right) \right) = \frac{2 l_0}{2 l_0} \int_0^\infty \int_0 \exp \left( -\varepsilon G_i R_i^{-\alpha_p} \right) \cdot \left( f_{G_i}(G_i) f_{R_s}(R_s) f_{R_i}(R_i) \right) dG_i dR_s dR_i, \quad (44) \]

\[ \mathcal{L}_Z(\varepsilon) = \mathbb{E}_{G_S} \left( \exp \left( -\frac{\varepsilon}{\rho_0 G_s} \right) \right) \left( \int_0^\infty \int_0 \int_0 \exp \left( -\varepsilon \frac{G_i R_i^{-\alpha_p}}{G_s R_s^{-\alpha_p}} \right) \left( \frac{2 \pi}{4 l_1} \right) \left( \arccos \frac{2 \pi}{4 l_1} - \frac{8 \pi}{2 l_1} \sqrt{1 - \frac{R_s^2}{4 l_1^2}} \right) \right) \cdot \left( \frac{4 l_1}{2 l_1} \right) \left( \arccos \frac{R_s}{2 l_1} - \frac{R_s}{2 l_1} \sqrt{1 - \frac{R_s^2}{4 l_1^2}} \right) \left( \eta \exp \left( -\eta G_s \right) \right) dG_s dR_s dR_i, \quad (45) \]

\[ P_{\text{cover}} = 2^{-s_c} \gamma_0 \exp \left( \frac{B_e}{2} \right) \sum_{b_c=0}^{B_e} \frac{B_c}{b_c!} \left( \frac{B_e}{b_c} \right) \times \left( \frac{}{} \right) \]

\[ D_c = \begin{cases} 2 & \text{if } c_e = 0 \\ 1 & \text{others} \end{cases} \quad (47) \]

Based on the analysis in [35], \( A_e, B_e \) and \( C_e \) should be no less than \( t \ln 10, 1.243 t - 1 \) and \( 1.467 t \) respectively to obtain a numerical accuracy of \( 10^{-t} \). In this paper, \( A_e, B_e \) and \( C_e \) are configured to be \( 8 \ln 10, 11 \) and \( 14 \) in order to obtain a numerical accuracy of \( 10^{-9} \) for the theoretical analysis. The parameter \( h \) is expressed as \( h = (A_e + 2\pi c_e J) / (2\gamma_0^{1-1}) \), where \( J \) is the imaginary unit and \( \text{Re} (-) \) denotes the real part of the given variable in parentheses. The parameter \( D_c \) is
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