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Abstract

We adapt the optimization’s concept of momentum to reinforcement learning. Seeing the state-action value functions as an analog to the gradients in optimization, we interpret momentum as an average of consecutive $q$-functions. We derive Momentum Value Iteration (MoVI), a variation of Value iteration that incorporates this momentum idea. Our analysis shows that this allows MoVI to average errors over successive iterations. We show that the proposed approach can be readily extended to deep learning. Specifically, we propose a simple improvement on DQN based on MoVI, and experiment it on Atari games.

1 Introduction

Reinforcement Learning (RL) is largely based on Approximate Dynamic Programming (ADP), that provides algorithms to solve Markov Decision Processes (MDP, Puterman [1994]) under approximation. In the exact case, where there is no approximation, classic algorithms such as Value Iteration (VI) or Policy Iteration (PI) are guaranteed to converge to the optimal solution, that is find an optimal policy that dominates every policy in terms of value. These algorithms rely on solving fixed-point problems: in VI, one tries to reach the fixed point of the Bellman optimality operator by an iterative method. We focus on VI for the rest of the paper, but the principle we propose can be extended beyond this. Approximate Value Iteration (AVI) is a VI scheme with approximation errors. It is well known that if the errors do not vanish, AVI does not converge. To get some intuition, consider a sequence of policies being greedy according to the optimal $q$-function, with an additional state-action dependent noise. The resulting sequence of policies will be unstable and suboptimal, even with centered and bounded noise. Dealing with errors is however crucial to RL, as we hope to tackle problems with large state spaces that require function approximation. Indeed, many recent RL successes are algorithms that instantiate ADP schemes with neural networks for function approximation. Deep Q-Networks (DQN, Mnih et al. [2015]) for example, can be seen as an extension of AVI with neural networks.

In optimization, a common strategy to stabilize the descent direction, known as momentum, is to average the successive gradients instead of considering the last one. In reinforcement learning, the state-action value function can be seen informally as a kind of gradient, as it gives an improvement direction for the policy. Hence, we propose to bring the concept of momentum to reinforcement learning by basically averaging $q$-values in a DP scheme.

We introduce Momentum Value Iteration (MoVI) in Section 4. It is Value Iteration, up to the fact that the policy, instead of being greedy with respect to the last state-action value function, is greedy with respect to an average of the past value functions. We analyze the propagation of errors of this scheme. In AVI, the performance bound will depend on a weighted sum of the norms of the errors at each iteration. For MoVI, we show that this depends on the norms of the cumulative errors of previous iteration. This means that it allows for a compensation of errors along different iterations, and even convergence in the case of zero-mean and bounded noises, under some assumption. This compensation property is shared by a few algorithms that will be discussed in Section 6. We also show that MoVI can be successfully combined with powerful function approximation by proposing Momentum-DQN in Section 5, an extension of MoVI with neural networks based on DQN. It provides a strong performance improvement over DQN on the standard Arcade Learning Environment (ALE) benchmark [Bellemare et al., 2013]. All stated results are proven in the appendix.
2 Background

Markov Decision Processes. We consider the RL setting where an agent interacts with an environment modeled as an infinite discounted horizon MDP. An MDP is a quintuple \( \{ S, A, P, r, \gamma \} \), where \( S \) is a finite state space, \( A \) a finite action space, \( P \in \Delta_S^{S \times A} \) is a Markovian transition kernel (writing \( \Delta_X \) the simplex over the set \( X \)), \( r \in [-r_{\text{max}}, r_{\text{max}}]^{S \times A} \) a reward function and \( \gamma \in (0, 1) \) the discount factor. A policy \( \pi \) maps the state space to distributions over actions \( \pi(\cdot|s) \). We define the \( q \)-value \( q_\pi \) of a policy \( \pi \) as, for each \( s \in S \) and \( a \in A \),

\[
q_\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \mid s_0 = s, a_0 = a \right],
\]

where \( \mathbb{E}_\pi \) denotes the expected value over all trajectories \((s_1, a_1, s_2, a_2, \ldots)\) produced by \( \pi \). The value is bounded by \( q_{\text{max}} = r_{\text{max}}/(1 - \gamma) \). Let us define the transition kernel operator associated to \( \pi \) as, for each \( q \in \mathbb{R}^{S \times A} \) and for each \((s, a) \in S \times A\), as \( [P_\pi q](s, a) = \mathbb{E}_{s' \sim P(\cdot|s, a), a' \sim \pi(\cdot|s')}[q(s', a')] \). The \( q \)-function of a policy is the fixed point of its Bellman evaluation operator, defined for each \( q \in \mathbb{R}^{S \times A} \) as \( T_\pi q = r + \gamma P_\pi q \). An optimal policy \( \pi_{\text{opt}} \) is such that for any other policy \( \pi \), we have that, for each \((s, a) \in S \times A\), \( q_{\pi_{\text{opt}}}(s, a) \geq q_\pi(s, a) \). The Bellman optimality operator is defined as \( T_* = \max_\pi T_\pi q \), and we have that \( q_* \) is the unique fixed point of \( T_* \). A policy is said to be greedy with respect to \( q \in \mathbb{R}^{S \times A} \) if \( T_* q = T_\pi q \). We denote the set of these policies \( \mathcal{G}(q) \). Note that such a policy can be computed without accessing to the model (the transition kernel).

Finally, for \( \mu \in \Delta_{S \times A} \) we write \( d_{x, \mu} = (1 - \gamma) \mu(I - \gamma P) \) the discounted cumulative occupancy measure induced by \( \pi \) when starting from the distribution \( \mu \) (distributions being written as row vectors). We define the \( \mu \)-weighted \( l_p \)-norm as, for each \( q \in \mathbb{R}^{S \times A} \), \( \|q\|_{p, \mu} = \left( \mathbb{E}_{(s, a) \sim \mu} |q(s, a)|^p \right)^{\frac{1}{p}} \).

Approximate Value Iteration. Approximate Dynamic Programming provides algorithms to solve an MDP under some errors. One classic algorithm is Approximate Value Iteration. It looks directly for the fixed point of \( T_* \) with an iterative process

\[
\begin{cases}
\pi_{k+1} \in \mathcal{G}(q_k) \\
q_{k+1} = T_{\pi_{k+1}} q_k + \epsilon_{k+1}.
\end{cases} \tag{AVI}
\]

Notice that here, \( T_{\pi_{k+1}} q_k = T_* q_k \). In this scheme, we call the first line the greedy step, and the second line the partial evaluation step. AVI satisfies the following bound for the quality of the policy \( \pi_k \)

\[
\|q_* - q_{\pi_k}\|_\infty \leq 2\gamma \epsilon_k \max_j + \frac{2\gamma \max_j \|\epsilon_j\|_\infty}{(1 - \gamma)^2}, \tag{1}
\]

This explains why AVI is not resistant to errors: \( \max_j \|\epsilon_j\|_\infty \) can be high even if each \( \epsilon_k \) is zero-mean.

3 Momentum Value Iteration

In the context of optimization, momentum aims at stabilizing gradient ascent (or descent) methods. Consider we want to maximize a concave function \( f \) whose gradient is not known analytically, and we use a classic (stochastic) gradient ascent algorithm. This algorithm iterates from a value \( x_0 \) by computing an approximation \( g_k \) of \( \nabla f(x_k) \), and updating \( x_{k+1} = x_k + \eta g_k \). One can then use momentum \cite{Qian1999} to stabilize the process through a smoothing function \( h_k = \rho h_{k-1} + g_k \), with \( \rho \in \mathbb{R} \), and an update \( x_{k+1} = x_k + \eta h_k \). This can stabilize the ascent as the gradient may vary greatly from step to step.

In the context of ADP, the \( q \)-function intuitively gives the direction that guides the policy, in the same way that the gradient is the improvement direction of a variable. In particular, we can rewrite the greedy step (in AVI) as \( \pi_k(\cdot|s) \in \text{argmax}_{\pi(\cdot|s)} \mathcal{G}_\pi(q_k(s, \cdot), \pi(\cdot|s)) \), thus seeing this step as finding the policy being state-wise the most colinear with \( q_k \). This is also reminiscent of the direction finding subproblem of \cite{Frank1956}. Consequently, the greedy step can be seen as an analog of the update in gradient ascent (the policy \( \pi \) is analog to the variable \( x \)), the differences being (i) that \( q_k \) in AVI is not a gradient, but the result of an iterative process, \( q_k = T_{\pi_k} q_{k-1} \), and (ii) that the policy is not updated, but replaced.

This analogy is thus quite limited (\( q_k \) is not really a gradient, there is no optimized function, the policy is replaced rather than updated). However, it is sufficient to adapt the momentum idea to AVI, by replacing the \( q \)-function in the improvement step by a smoothing of the \( q \)-functions, \( h_k = \rho h_{k-1} + g_k \). We can then notice that \( \mathcal{G}(h_k) = \mathcal{G}(h_k/\|h_k\|_\infty) \), allowing us to compute a moving average instead of a smoothing, \( h_k = \beta_k h_{k-1} + (1 - \beta_k) g_k \), which leads to the following ADP scheme, initialized with \( h_0 = 0 \),

\[
\begin{cases}
\pi_{k+1} = \mathcal{G}(h_k) \\
q_{k+1} = T_{\pi_{k+1}} q_k + \epsilon_{k+1} \\
h_{k+1} = \beta_{k+1} h_k + (1 - \beta_{k+1}) g_{k+1}.
\end{cases} \tag{MoVI}
\]

We call this scheme Momentum Value Iteration (MoVI), we analyze it in the following section.
4 Analysis

For the analysis, we consider a specific case of the scheme in Equation (2), with an empirical mean rather than an iteration-dependant moving average. This amounts to define $\beta_k = \frac{k}{k+1}$ in Eq. (3). We study the propagation of errors of MoVI, to see how it is impacted by the introduction of momentum, compared to a classic AVI scheme (see Eq. (1)).

4.1 Error propagation analysis

First, let us define some useful notations. We denote $P_{j;i} = P_{\pi_j}P_{\pi_{j-1}} \cdots P_{\pi_1}$ if $1 \leq i \leq j$, $P_{j;i} = I$ otherwise, where $\pi_j$ is the policy computed by MoVI at iteration $j$. We then define the negative cumulative error $E_k = -\sum_{j=1}^{k} \epsilon_j$, and the negative cumulative error $E'_{k,j} = -\sum_{i=1}^{k-j} P_{t+i:j+1}(I-\gamma P_{\pi_j})\epsilon_i$.

To study the efficiency of the algorithm, the natural quantity to bound is the loss $q_\pi - q_{\pi_k} \geq 0$, the difference between the value of the optimal policy and the (true) value of the policy computed by MoVI.

**Theorem 1.** After $k+1$ iterations of MoVI, we have

$$q_\pi - q_{\pi_k+1} \leq \frac{1}{k+1} \left( (I-\gamma P_{\pi_k})^{-1}(E_{k+1} + q_{k+1} - q_0) - (I-\gamma P_{\pi_k})^{-1} \left( \sum_{j=0}^{k-1} \gamma^j E'_{k,j} + \sum_{j=0}^{k} \gamma^j P_{t;j+1}(T_{\pi_j}q_0 - q_0) \right) \right).$$

To understand and then discuss this result, we provide a bound of a $\mu$-weighted $\ell_1$-norm of the loss: the norm is what one would want to control in a practical setting. Notice that we could similarly derive a bound for the $\mu$-weighted $\ell_p$-norm.

**Corollary 1.** Let $\mu$ be the distribution of interest, and $\nu$ the sampling distribution. We introduce the following concentrability coefficient (the fraction being componentwise)

$$C = \max_{m} \left\| \frac{d_{\pi,m}}{\nu} \right\|_{\infty}$$

Suppose that we initialize $h_0 = q_0 = 0$. At iteration $k+1$ of MoVI, we have

$$\| q_\pi - q_{\pi_k+1} \|_{1,\mu} \leq \frac{C}{(k+1)(1-\gamma)} \left( \| E_{k+1} \|_{1,\nu} + \sum_{j=0}^{k-1} \gamma^j \| E'_{k,j} \|_{1,\nu} + 2q_{\max} \right).$$

**Theorem 1** shows that $q_\pi - q_{\pi_k}$ depends on two error terms, $E_k$ and a $\gamma$-discounted sum of $E'_{k,j}$. The first term corresponds to a sum of errors, that can then compensate, which is not the case in AVI (see Equation (1)). The normalization by $\frac{1}{k+1}$ reduces the variance of this term, and that can lead to convergence under some assumptions (see Section 4.2). However, the second term is more cumbersome. The terms $E_{k,j}$ depend on sums of error weighted by composed kernels $P_{t;j}$. Would these kernels be arbitrary, this could lead to further variance reduction. However, the corresponding average is done over the state-action space in addition to over iterations, and the kernels are dependent of the error they weight, this dependency being hard to quantify. We further discuss this next.

Still, the algorithm can converge in practice, and we illustrate its behavior on a simple case. We give ourselves a tabular representation of a randomly generated MDP, with access to a generative model. The approximation comes from the fact that the Bellman operator is sampled at each iteration (instead of being evaluated exactly); we compare it to AVI in the same scenario. We report the average error between $q_{\pi_k}$ and $q_\pi$ in Figure 1. This experiments illustrate how AVI oscillates with high error, while MoVI converges to $q_\pi$.

![Figure 1: Illustration of the convergence of MoVI.](image)

We note that our proof technique should hold with a constant $\beta$ too (moving average instead of average). In this case, instead of having an average error $(k^{-1}E_k)$, we would have a moving average of the (weighted) errors. This would not vanish asymptotically, even with zero-mean bounded noises $\epsilon_k$, but this would still reduce the variance, and improve upon the AVI bound.

4.2 About the sample complexity

To better understand MoVI, we analyze its sample complexity in a simple case, Sampled-MoVI. In this setting, we have access to a generative model of the MDP and we give ourselves a tabular representation of the MDP. At each iteration of Sampled-MoVI, for
each \((s, a) \in S \times A\), we sample a state \(s' \sim P(\cdot|s, a)\) and perform the update from Equation (2) with only this state. We denote \(\hat{T}_{\pi_k}\) the resulting sampled Bellman operator, \(\hat{T}_{\pi_k} q(s, a) = r(s, a) + \gamma q(s', \pi_k(s))\). The error at iteration \(k\) is then, for each \((s, a), \epsilon_k(s, a) = \hat{T}_{\pi_k} q_{k-1}(s, a) - T_{\pi_k} q_{k-1}(s, a)\). It is thus zero-mean and centered. We provide a detailed pseudo-code in the Appendix.

We are interested in controlling the distance of our policy to the optimal policy, precisely in the norm \(\|q_* - q_{\pi_k}\|_\infty\) at iteration \(k\) of Sampled-MoVI. We have, as a direct consequence of Thm. [1] that

\[
\|q_* - q_{\pi_k}\|_\infty \leq \frac{1}{(k+1)(1-\gamma)} \left( \|E_{k+1}\|_\infty + \sum_{j=0}^{k-1} \gamma^j \|E_{k,j}\|_\infty + 2q_{\max} \right).
\]  

Informally, using an Hoeffding argument, we have \(k^{-1}\|E_k\|_\infty = O(k^{-\frac{1}{2}})\). However, bounding a term \(\max_{j \leq k} \|E_{k,j}\|_\infty\) is more involved. This could typically be done using the Maximal Azuma-Hoeffding inequality. Yet, this requires the errors to be centered and bounded. In our case, the sequence of estimation errors \(\{\epsilon_1(s, a), \ldots, \epsilon_k(s, a)\}\) is a martingale difference sequence with respect to the natural filtration \(\mathcal{F}_{k-1}\) (generated by the sequence of states sampled from the generative model), that is \(\mathbb{E}[\epsilon_k(s, a)|\mathcal{F}_{k-1}] = 0\). This is sufficient for controlling the term \(E_k\), but the terms \(E_{k,j}\) are more difficult. Indeed, there, the errors are multiplied by a series of transition kernel matrices. For an arbitrary kernel \(P\), independent of \(\epsilon_k\), we would have \(\mathbb{E}[P\epsilon_k(s, a)|\mathcal{F}_{k-1}] = PE[\epsilon_k(s, a)|\mathcal{F}_{k-1}] = 0\). Unfortunately \(P_{\pi_k}\) depends on \(\pi_k\), which is greedy with respect to \(h_k\), which is computed using \(q_k\) and so depends on \(\epsilon_k\). Thus, the independence cannot be assessed. To control the error in Sampled-MoVI, we consequently make the following assumption.

**Assumption 1.** \(\forall i, j \geq 1, \mathbb{E}[P_{\pi_k} + i; j + 1|r_{ij}|\mathcal{F}_{j-1}] = 0\).

This assumption may seem very strong, as the dependency is hard to quantify. However, we have that \(\pi_{k+1} \in \mathcal{G}(h_k) = \mathcal{G}(\frac{1}{\epsilon_k}h_{k-1} + \frac{1}{\epsilon_k}T_{\pi_k} q_{k-1} + \frac{1}{\epsilon_k} \epsilon_k)\). Thus, the influence of \(\epsilon_k\) on \(\pi_k\) diminishes with time. Indeed, assuming that \(\mathbb{E}[P_{\pi_k} + i; j + 1|r_{ij}|\mathcal{F}_{j-1}] = o(\frac{1}{\epsilon_k})\) should be enough to ensure convergence, but at a lower speed. We study numerically this assumption in Section [2].

**Proposition 1.** Suppose Asm. [1] holds. After \(k\) iterations of Sampled MoVI, with probability at least \(1 - \delta\)

\[
\|q_* - q_{\pi_k}\|_\infty \leq \frac{2r_{\max}}{(1-\gamma)^2} \left[ \frac{1}{k} + \frac{3}{(1-\gamma)} \sqrt{\frac{2 \ln 4|S||A|}{\delta}} \right].
\]

This result only holds under the strong Asm. [1] Under this setting (tabular representation, generative model), there exist algorithms with faster convergence [Wainwright, 2019]. However, they are not easily extandable beyond this setting, contrary to MoVI that can be easily turned into a practical large scale deep RL algorithm.

### 5 Momentum DQN

We now propose an extension of MoVI to Momentum-DQN, introducing stochastic approximation and using deep neural networks for function approximation. We base ourselves on Deep Q-Networks (DQN, Mnih et al. [2015]), using the same algorithmic structure. We propose an off-policy algorithm, using a replay buffer as in DQN: we can apply the Bellman evaluation operator to the estimated q-function in an off-policy manner.

We parametrize the q-function by an online network \(Q_\theta\) of weights \(\theta\), and we keep a copy of these weights in a target network \(Q^-\) of weights \(\theta^-\). We additionally define the averaging network \(H_\phi\), of weights \(\phi\), and their target counterparts \(H^-\) and \(\phi^-\). Momentum-DQN interacts in an online way with an environment collecting transitions \(\{s, a, r, s'\} \in S \times A \times \mathbb{R} \times S\), that are stored in a FIFO replay buffer \(B\). In DQN, the algorithm performs gradient descent to approximate the partial evaluation step by regressing an approximation of \(T_{\pi}Q^-\), and periodically copies the weights of the online networks to the target networks. The loss minimized at each step is almost the same as in DQN, replacing an approximation of \(T_{\pi}Q_k\) by an approximation of the evaluation operator of the greedy policy with respect to the averaging network, \(T_{\phi}Q^-\). We define a regression target for \(Q_\theta\) as

\[
\hat{Q}(r, s') = r + \gamma Q^-(s', \text{argmax } H^-(s', \cdot)),
\]

and a regression loss

\[
\mathcal{L}_Q(\theta) = \hat{\mathbb{E}}_B \left[ (\hat{Q}(r, s') - Q_\theta(s, a))^2 \right],
\]  

with \(\hat{\mathbb{E}}\) the empirical loss over a finite set. Then, we define a regression loss for the averaging network as an approximation of Equation (2). We use the general scheme from Equation (2) with a possibly variable mixture rate \(\beta_k\). The regression target \(\hat{H}\) for the averaging network is computed as

\[
\hat{H}(s, a, r, s') = \beta_k H^-(s, a) + (1 - \beta_k)\hat{Q}(r, s'),
\]

which leads to a regression loss

\[
\mathcal{L}_H(\phi) = \hat{\mathbb{E}}_B \left[ (\hat{H}(s, a, r, s') - H_\phi(s, a))^2 \right].
\]  

Momentum-DQN interacts with the environment with the policy \(\mathcal{G}_\epsilon(H)\) that is \(\epsilon_k\)-greedy with respect to \(H\),
the averaging network ($\epsilon_k$ depends on $k$ because we use a classic decreasing schedule for the exploration). During training, it minimizes losses $L_{L_2}$ and $L_{L_1}$ with stochastic gradient descent (or a variant), and update the target weights with the online weights every $C$ gradient steps. A detailed pseudo-code is given in Algorithm [7] and we evaluate this algorithm in Section [2].

On the mixture rate. We aim at considering a rate close to the one of MoVI, $\beta_k = \frac{1}{k+1}$. Due to stochastic approximation, an iteration of Momentum-DQN does not match one iteration of MoVI, rather we should wait for several target updates before considering we have performed such an iteration. Consequently, we consider a rate such that $\beta_k = \frac{1}{[k/\kappa]+1}$, with $\kappa$ a rate update period (an hyperparameter), that is the number of environment steps between each change of $\beta$.

Algorithm 1 Momentum-DQN

Require: $K \in \mathbb{N}^*$ the number of steps, $C \in \mathbb{N}^*$ the update period, $F \in \mathbb{N}^*$ the interaction period, $\kappa \in \mathbb{N}^*$ the rate update period.

Initialize $\theta, \phi$ at random
$B = \{\}$
$\theta^- = \theta, \phi^- = \phi$

for $k = 1$ to $K$ do
    Collect a transition $t = (s, a, r, s')$ from $G_{\epsilon_k}(H_{\phi})$
    $B \leftarrow B \cup \{t\}$
    if $k \mod F == 0$ then
        $\beta_k = \frac{1}{[k/\kappa]+1}$
        On a random batch of transitions $B_{k,k} \subset B$, update $\theta$ with one step of SGD of $L_{L_2}$, see [1]
        On a random batch of transitions $B_{0,k} \subset B$, update $\phi$ with one step of SGD of $L_{L_1}$, see [5]
    end if
    if $k \mod C == 0$ then
        $\theta^- \leftarrow \theta, \phi^- \leftarrow \phi$
    end if
end for
return $G(H_{\phi})$

6 Related work and discussion

The closest approaches to MoVI are Speedy Q-Learning (SQL) [Azar et al., 2011] and Dynamic Policy Programming (DPP) [Azar et al., 2012] (generalized by Kozuno et al., 2019 as Conservative VI, with similar guarantees). Both approaches are extensions of AVI that also benefit from a similar compensation of errors along iterations. As fat as we know, they are the sole algorithms with this kind of guarantee. We first discuss extensively the links to SQL and DPP, before mentioning other (less) related works.

Algorithmic comparison. First, let us consider DPP, in the DPP-RL version [Azar et al., 2012, Algorithm 2]. Define the scalar product on $\mathcal{A}$ for all policy $\pi$ and $q$-value $q$ as $\langle \pi, q \rangle(s) = \sum_{a \in \mathcal{A}} \pi(a | s) q(s, a)$. DPP estimates a quantity $\psi_k \in \mathbb{R}^{S \times A}$, as

$$\psi_k = \psi_{k-1} + T_{\pi_k} \psi_{k-1} - \langle \pi_k, \psi_{k-1} \rangle + \epsilon_k,$$

(6)

with $\pi_k \in G(\psi_k)$. Without error, $\psi_k(s,a)$ converges to $q_\ast(s,a)$ when $a$ is the optimal action in state $s$, and to $-\infty$ otherwise. This makes difficult an extension of DPP to a function approximation setting (unbounded function).

Secondly, SQL updates a $q$-value $q_k$ as

$$q_k = q_{k-1} + \frac{1}{k} (T_{\pi} q_{k-2} - q_{k-1}) + \frac{k-1}{k} (T_{\pi} q_{k-1} - T_{\pi} q_{k-2}).$$

(7)

We then re-write SQL as an update on similar quantities as DPP. Let us define $\psi_k = k q_k$, and consider the policy $\pi_k = G(q_k) = G(\psi_k)$. SQL is then equivalent to

$$\psi_k = \psi_{k-1} + T_{\pi_k} \psi_{k-1} - \gamma P_{\pi_{k-1}} \psi_{k-2} + \epsilon_k.$$

(8)

Finally, we also position MoVI in this setting. Here, we define $\psi_k$ as $\psi_k = (K + 1) q_k = \sum_{i=0}^{k} q_j$. We consider the sequence of policies $\pi_k = G(h_k) = G(\psi_k)$. With some work (detailed in Appendix) we can rewrite Equation (2) as an update on $\psi_k$ as

$$\psi_k = \psi_{k-1} + T_{\pi_k} \psi_{k-1} - \gamma P_{\pi_{k-1}} \psi_{k-2} + \epsilon_k.$$

(9)

Comparing MoVI, SQL and DPP through the prism of Eqs. (4), (6) and (8), we observe that these three schemes are similar. They all share the first part of their update in common, and differ only in the subtraction term—that allows for error compensation. This term is $\gamma P_{\pi_{k-1}} \psi_{k-2}$ in MoVI, which is replaced by a $\gamma P_{\pi_{k-1}} \psi_{k-2} = T_{\pi} \psi_{k-2}$ in SQL, and by $\langle \pi_k, \psi_{k-1} \rangle$ in DPP. This writing eases comparison, but we highlight that it is not how algorithms are defined initially, and implemented, except for DPP (SQL and MoVI do not require estimating an unbounded function).

Performance bounds. We now compare performance bounds of various algorithm. SQL and DPP both propagates averaged errors instead of errors, as they both satisfy

$$\|q_s - q_{\pi_s}\|_\infty \leq \frac{2}{k(1-\gamma)} \left( \sum_{j=1}^k \gamma^{k-j} \|E_j\|_\infty + \frac{8\gamma q_{\max}}{1-\gamma} \right).$$

DPP considers general softmax policies, of which greedy policies are a special case, that correspond to DPP-RL.

The bounds in the original papers differ slightly by their multiplicative constants, the one provided here is true for both.
This is to be compared to the bound for MoVI given in Eq. (3). MoVI, DPP and SQL enjoy similar bounds, the main difference being in the nature of the error terms. Both SQL and DPP depend on a term of the from $\sum_{j=0}^{k} \gamma^{k-j} \|E_k\|_{\infty}$, that is a discounted sum of the norm of averaged errors. On the other hand, in MoVI, we have the dependency in $\sum_{j=0}^{k} \gamma^{k-j} \|E_j\|_{\infty}$, so not averaged errors, but averaged weighted errors. In the generative model setting, the bound is less favourable for MoVI. Indeed, in this case, the errors are zero-mean, so the dependence on their average in DPP and SQL is a strong advantage. However, we empirically show that MoVI behaves similarly to SQL and DPP in this case (see Sec. 7.1). In a more general case ($\epsilon_k$ corresponding to a regression error), none of the bounds can be easily instantiated, because the quantity we can hope to control is $\|\epsilon_k\|_2, \mu$, not $\|E_k\|_2, \mu$. This, we will check the algorithms’ behaviors empirically.

From a practical point of view, neither SQL or DPP have been originally implemented in RL on large scale problems. A deep version of a variation of DPP has been proposed by Tsurumine et al. [2017], but it is only applied on a small number of samples. The principal issue of a practical DPP is that it has to estimate $\psi_k$, a quantity that is asymptotically unbounded. It could then be applied on short training environments, when this value is updated a relatively small number of times, and stays numerically stable. However, on environments like the ALE, where one needs to compute the values of consecutive policies. Politex is also a PI-scheme, where the policy is a softmax of the sum $q$-values. These two algorithms share the idea of averaging $q$-values, but are derived from different principles. Pérolat et al. [2016] build their algorithm as a quasi-Newton method on the Bellman residual and rely heavily on linear parameterization, while Politex build upon prediction with expert advice, and deals with the average reward criterion, instead of the discounted one. Moreover, none of these two approaches offer the kind of guarantee about the propagation of averaged errors that DPP, SQL or MoVI have.

## 7 Experiments

In this Section, we present experimental results from MoVI and Momentum-DQN. First, we consider small random MDPs (Garnets), to check empirically Asm. [1] and to compare to DDP and SQL on a tabular setting, with access to a generative model. Then, we experiment Momentum-DQN on a subset of Atari games, and compare to DQN (a natural baseline) as well as deep versions of DPP and SQL. Further experimental details are provided in the appendix.

### 7.1 Garnets

A Garnet [Archibald et al., 1995, Bhatnagar et al., 2009] is an abstract MDP. It is built from three parameters $(N_S, N_A, N_B)$. $N_S$ and $N_A$ are respectively the number of states and actions. The parameter $N_B$ is the branching factor, the maximum number of states accessible from any other state. The transition probabilities $P(s'|s, a)$ are then computed as follows. For each state-action couple $(s, a)$, $N_B$ states $(s_1, \ldots, s_{N_B})$ are drawn uniformly without replacement. Then, $N_B - 1$ number are drawn uniformly in $(0, 1)$ and sorted as $(p_0 = 0, p_1, \ldots, p_{N_B - 1}, p_{N_B} = 1)$. The transition probabilities are assigned as $P(s_k | s, a) = p_k - p_{k-1}$ for each $1 \leq k \leq N_B$. The reward function is drawn uniformly in $(-1, 1)^{N_S}$.

### Assumption check

First, we want to check that Asm. [1] is reasonable. Given a step $j$ of the algorithm and a size $l$, we compute an empirical estimate of $E[P_{j+l:j+l+1} \epsilon_j]$. With Garnets, we have access to the transition kernel, so we can compute the error at step $j$, $\epsilon_j(s, a) = T_{\pi_j} q_j(s, a) - T_{\pi_j} q_j(s, a)$. Given a fixed Garnet, we first compute the value $q_j$ with MoVI. Then, on a number $N$ of runs, we re-start MoVI from the same $q_j$, re-run the algorithm for $l$ steps from there, and compute the values $P_{j+l:j+l+1} \epsilon_{j,n}(s, a)$, with $n \in [1; N]$. We get an estimate $\tilde{\epsilon}_{l,N}$ of $E[P_{j:j+1} \epsilon_j | F_{j-1}]$.

$$\tilde{\epsilon}_{l,N} = \max_{(s, a) \in S \times A} \left[ \frac{1}{N} \sum_{n=1}^{N} P_{j+l:j+l+1,n} \epsilon_{j,n}(s, a) \right].$$

We want to check that $\tilde{\epsilon}_N \to 0$ when $N \to \infty$. For several values of $l$, We compute $\tilde{\epsilon}_{l,N}$ for $N$ between 0

---

4Specifically, it is the update described by Azar et al. [2012, Eq. (24)], that also lead to an asymptotically unbounded function, and thus to numerical instability.
We run each algorithm on

We need a convergence towards

AVI oscillates around a sub-optimal policy.

version with a generative model described in Section 4.2.

close towards

tical behaviour for MoVI, DPP, and SQL. They all

are compared in Figure 3. We observe an almost iden-

\[ \| q^* - q_{\pi_k} \|_1 \]

and 200, and average these results over 100 garnets. We

report the evolution of the means of \( \bar{\epsilon}_{l,N} \) (over Garnets)

in Figure 2. We observe that the limit of \( \bar{\epsilon}_{l,N} \) seems
to be 0 for each \( l \), which experimentally validates our

assumption. With \( l = 0 \), we get the “natural” norm of

errors (not multiplied by any matrix). We see here

that, for every tested \( l > 0 \), the norm is lower than for

\( l = 0 \), meaning that the policies kernels do not have

a negative impact on the expected value, but seem to

further reduce variance.

Algorithms comparison. We compare VI, MoVI,

SQL and DPP on random Garnets, using the sampled

version with a generative model described in Section 4.2.

We run each algorithm on 100 Garnets, as we report

the norm of the empirical error on the uniform distribution

\[ \| q^* - q_{\pi_k} \|_1 \]. We can compute the exact value

of \( \pi_k \) with access to the model. The four algorithms

are compared in Figure 3. We observe an almost identi-

cal behaviour for MoVI, DPP, and SQL. They all

converge towards \( \nu^* \) at roughly the same speed, while

AVI oscillates around a sub-optimal policy.

7.2 Atari

Atari is a standard discrete-actions environment intro-
duced by [Bellemare et al., 2013] with a high dimensional

state space. We use this environment to validate our

Momentum-DQN architecture. Our baseline is DQN as

it is implemented in the Dopamine library [Castro et al.,

2018]. We used the same architecture and the same

hyperparameters as DQN, and notably we used sticky

action with a rate of 0.25 to introduce stochasticity as

recommended by [Machado et al., 2018], and our state

consists in the stacking of the 4 last frames. Every 4

steps in the environment, we perform a gradient update

on \( \theta \) and \( \phi \). Every \( C=25000 \) environment steps, we

update the target networks. We report the average

undiscounted score obtained during learning on the last

250000 steps (named an iteration). On the figures,

the thick line show this average score averaged on 5

random seeds, while the semi-transparent parts denote

the standard deviation with respect to the seeds.

We evaluate Momentum-DQN on a subset of 20 Atari

games. This games are selected to represent the cate-
gories from [Ostrovski et al., 2017 Appendix A], exclud-
ing the hardest exploration ones – we have no claim in

helping DQN in this setting. Here, we used a sched-

ule of \( \beta_k \) as defined in Section 5, with \( \kappa = 2500000 \)

that we tuned on a small subset of game (Asterix,

Zaxxon, and Jamesbond). As an example, we give

the comparison of Momentum-DQN and DQN on the

game SpaceInvaders in Figure 4. In figure 5, we report

the normalized improvement of Momentum-DQN over

DQN using the Area Under the Curve (AUC) metric.

These results show a clear improvement using Moment-
mum. Momentum-DQN outperforms DQN on 16 games

out of 20, with an average normalized improvement of

45%. It only under-performs DQN on three games by

a low margin, while the improvement goes up to 200%

for the game Seaquest. In the Appendix, we report the

score obtained for the 20 games, along with experiments

testing the influence of various \( \beta_k \) schedules.
DQN vs DQL. Average improvement: -10.8%

Figure 6: Normalized improvement of DSQL over DQN.

DDPP vs DQN. Average improvement: -28.8%

Figure 7: Normalized improvement of DDPP over DQN.

Deep-SQL and Deep-DPP. We implemented Deep versions of SQL and DPP (respectively DSQL and DDPP), that we tested on Atari, also based on the architecture and hyperparameters of Dopamine’s DQN. For both algorithms, we derive an update rule based on the ADP scheme, using the same parametrization as DQN (we report specific equations in Appendix). We were however not able to obtain satisfying – i.e. competitive with DQN – scores with these algorithms. We report the experimental results of DDPP and DSQL versus DQN in Figures 6 and 7. We used the same parameters as for Momentum-DQN, in particular the same \( \beta_k \) schedule for DSQL. On these two graphs, we see that both DSQL and DDPP underperform DQN on most of the games.

For DDPP, the reason is quite simple, as the \( Q \)-network has to estimate a value that diverges to \(-\infty\), causing heavy numerical issues, and the algorithm fails on most of the games after a few iterations. It is less clear why DSQL underperforms DQN. Our hypothesis is that Momentum-DQN enjoys a separate network that approximate the average of the \( q \)-values, while DSQL needs to compute its update from consecutive target. However, when using deep networks and stochastic approximation, the consecutive target networks cannot securely be associated to consecutive \( q \)-values computed in ADP, making the update in DSQL less reliable.

8 Conclusion

We introduced a new ADP scheme, MoVI, inspired by Momentum in gradient ascent. To adapt Momentum to RL, we made an analogy between the \( q \)-values in DP schemes and the gradient in gradient ascent methods, interpreting Momentum in RL as an averaging of consecutive \( q \)-function. We provided an analysis of MoVI, showing that the Momentum brings compensation of errors to AVI. We also derived a partial analysis of the sample complexity when instantiated in the tabular case. These results are similar to what are to our knowledge the closest algorithms to MoVI, SQL and DPP. Our bound involves a more complicated averaging of errors, extensively discussed. Yet, we have shown that all algorithmic schemes behave similarly in toy problems. We advocated that MoVI is better suited for deep learning extensions and proposed Momentum-DQN, as well as natural deep extensions of DPP and SQL. With experiments on a representative subset of Atari games, we have shown that, contrary to DDPP and DSQL, momentum-DQN brings a clear improvement over DQN. Note that in principle, Momentum could be applied to any RL algorithm that estimates a value: a value-based algorithm like C51 [Bellemare et al., 2017], or an actor-critic (for example, SAC [Haarnoja et al., 2018]). It could also be extended straightforwardly to continuous action settings, replacing the critic by the average of successive critics. We plan to extend the idea of Momentum to other RL algorithms in future works.
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Content

This Appendix provides the proofs of all results stated in the paper, along with additional experiments and experimental details.

In Appendix A, we give the proof of Theorem 1, the proof of corollary 1 is given in Appendix B and the proof of proposition 1 is given in Appendix C. In Appendix D, we give details on how we could express MoVI and SQL in their formulations of Equations (9) and (8).

Then, we complete the experiments presented in the paper. We give additional details and complete results on Garnets in Appendix E. Appendix F completes the experiments on Atari. The detailed update equations of DSQL and DDPP are given in Appendix F.1. In Appendix F.2, we provide details about how we conducted experiments, in Appendix F.3 we discuss the influence of the mixture rate, and finally we present full results (on the 20 games) in Appendix F.4 and F.5.

A Proof of Theorem 1

In this Section, we give the proof of Theorem 1. Let us recall the definition of MoVI in this case,

\[
\begin{align*}
\pi_k &= G(h_{k-1}) \\
q_k &= T_{\pi_k} q_{k-1} + \epsilon_k \\
h_k &= \frac{k}{k+1} h_{k-1} + \frac{1}{k+1} q_k.
\end{align*}
\]

We want to prove the following component-wise inequality (Theorem 1)

\[
q_* - q_{\pi_{k+1}} \leq \frac{1}{k+1} \left[ (I - \gamma P_{\pi_*})^{-1}(E_{k+1} + q_{k+1} - q_0) - (I - \gamma P_{\pi_{k+1}})^{-1} \left( \sum_{j=0}^{k-1} \gamma^j E'_{k,j} + \sum_{j=0}^{k} \gamma^j P_{\pi_1}(T_{\pi_1} q_0 - q_0) \right) \right].
\]

First, we prove a useful lemma, that essentially tells that controlling a residual is enough.

**Lemma 1.** For any \(\pi\) and \(q\), we have

\[
q_{\pi} - q = (I - \gamma P_{\pi})^{-1}(T_\pi q - q).
\]

**Proof.**

\[
q_{\pi} - q = T_\pi q_{\pi} - T_\pi q + T_\pi q - q
= \gamma P_{\pi}(q_{\pi} - q) + T_\pi q - q
\Leftrightarrow q_{\pi} - q = (I - \gamma P_{\pi})^{-1}(T_\pi q - q).
\]

Now, let us get to the central proof. We use the following decomposition

\[
q_* - q_{\pi_{k+1}} = q_* - h_k + h_k - q_{\pi_{k+1}}.
\]

Applying Lemma 1 to \(q_* - h_k\) and \(q_{\pi_{k+1}} - h_k\), we have that

\[
q_* - q_{\pi_{k+1}} = (I - \gamma P_{\pi_*})^{-1}(T_{\pi_*} h_k - h_k) - (I - \gamma P_{\pi_{k+1}})^{-1}(T_{\pi_{k+1}} h_k - h_k).
\]

Using the fact that \(T_{\pi_*} h_k \leq T_{\pi_{k+1}} h_k\) (as \(\pi_{k+1} = G(h_k)\)), we have

\[
q_* - q_{\pi_{k+1}} \leq (I - \gamma P_{\pi_*})^{-1}(T_{\pi_{k+1}} h_k - h_k) - (I - \gamma P_{\pi_{k+1}})^{-1}(T_{\pi_{k+1}} h_k - h_k).
\]

From here, we then only need to upper bound and lower bound the residual \(T_{\pi_{k+1}} h_k - h_k\).
A.1 Upper bound of the residual

We have, using the update definition, and the fact that $\pi_k \in \mathcal{G}(h_{k-1})$

$$T_{\pi_{k+1}} h_k = \frac{k}{k+1} T_{\pi_k} h_{k-1} + \frac{1}{k+1} T_{\pi_{k+1}} q_k$$

$$\Rightarrow (k+1)T_{\pi_{k+1}} h_k \leq kT_{\pi_k} h_{k-1} + q_{k+1} - \epsilon_{k+1}.$$  \hspace{1cm} (11)

By direct induction, we obtain

$$(k+1)T_{\pi_{k+1}} h_k \leq kT_{\pi_k} h_{k-1} + q_{k+1} - \epsilon_{k+1}$$

$$\leq \sum_{j=1}^{k+1} q_j - \sum_{j=1}^{k+1} \epsilon_j.$$  \hspace{1cm} (12)

We define the negative cumulative error $E_{k+1} = -\sum_{j=1}^{k+1} \epsilon_j$. Using this definition and Equation (12) in Equation (11), we have

$$T_{\pi_{k+1}} h_k - h_k \leq \frac{1}{k+1}(q_{k+1} - q_0 + E_{k+1}),$$  \hspace{1cm} (13)

an upper bound on the residual.

A.2 Lower bound of the residual

Using the definition of $h_k$ and $\pi_{k+1} \in \mathcal{G}(h_k)$, and using an induction argument, we have

$$(k+1)T_{\pi_{k+1}} h_k \geq (k+1)T_{\pi_k} h_k$$

$$\geq \sum_{j=1}^{k} T_{\pi_j} q_j + T_{\pi_1} q_0.$$  \hspace{1cm} (14)

Using this, we can then lower bound the residual by a sum of others residuals:

$$(k+1)(T_{\pi_{k+1}} h_k - h_k) \geq \sum_{j=1}^{k} T_{\pi_j} q_j + T_{\pi_1} q_0 - \sum_{j=0}^{k} q_j$$

$$= \sum_{j=1}^{k} (T_{\pi_j} q_j - q_j) + T_{\pi_1} q_0 - q_0.$$  

Let work on one of these residuals. We have

$$T_{\pi_j} q_j - q_j = T_{\pi_j}(T_{\pi_j} q_{j-1} + \epsilon_j) - (T_{\pi_j} q_{j-1} + \epsilon_j)$$

$$= T_{\pi_j}^2 q_{j-1} - T_{\pi_j} q_{j-1} - (I - \gamma P_{\pi_j})\epsilon_j$$

$$= \gamma P_{\pi_j}(T_{\pi_j} q_{j-1} - q_{j-1}) - (I - \gamma P_{\pi_j})\epsilon_j$$
On the other side, using the fact that by definition \( q_k = (k + 1)h_k - kh_{k-1}, \) we have that
\[
T_{\pi, j} q_j - T_{\pi, j} q_j = (j + 1)T_{\pi, j} h_j - jT_{\pi, j+1} h_{j-1} - (j + 1)T_{\pi, j} h_j + jT_{\pi, j+1} h_{j-1} \\
= (j + 1)(T_{\pi, j+1} h_j - T_{\pi, j} h_j) + j(T_{\pi, j} h_{j-1} - T_{\pi, j+1} h_{j-1}) \\
\geq 0.
\]

Therefore, we can conclude that
\[
T_{\pi, j} q_j - q_j = \gamma P_{\pi_j} (T_{\pi, j-1} q_j - q_j) - (I - \gamma P_{\pi_j}) \epsilon_j \\
\geq \gamma P_{\pi_j} (T_{\pi, j-1} q_j - q_j) - (I - \gamma P_{\pi_j}) \epsilon_j
\]

Write \( P_{j:i} = P_{\pi_j} P_{\pi_{j-1}} \ldots P_{\pi_i} \) if \( 1 \leq i \leq j, \) \( P_{j:i} = I \) otherwise. We have by induction
\[
T_{\pi, j} q_j - q_j \geq -\sum_{i=1}^{j} \gamma^{j-i} P_{j:i+1} (I - \gamma P_{\pi_i}) \epsilon_i + \gamma^{j+1} P_{j:1} (T_{\pi, j} q_0 - q_0).
\]

Plugging this in the inequality from Equation \((14)\), we get
\[
(k + 1)(T_{\pi, k} h_k - h_k) \geq \sum_{j=1}^{k} (T_{\pi, j} q_j - q_j) + T_{\pi, j} q_0 - q_0 \\
\geq \sum_{j=1}^{k} \left( -\sum_{i=1}^{j} \gamma^{j-i} P_{j:i+1} (I - \gamma P_{\pi_i}) \epsilon_i + \gamma^{j+1} P_{j:1} (T_{\pi, j} q_0 - q_0) \right) + T_{\pi, j} q_0 - q_0 \\
\geq -\sum_{j=0}^{k-1} \sum_{i=1}^{k-j} P_{j:i+1} (I - \gamma P_{\pi_i}) \epsilon_i + \sum_{j=0}^{k} \gamma^j P_{j:1} (T_{\pi, j} q_0 - q_0).
\]

We define the weighted error \( E'_{k,j} = -\sum_{i=1}^{k-j} P_{i+j:i+1} (I - \gamma P_{\pi_i}) \epsilon_i. \) With this definition, we have that
\[
T_{\pi, k} h_k - h_k \geq \frac{1}{k + 1} \left( \sum_{j=0}^{k} \gamma^j P_{j:1} (T_{\pi, j} q_0 - q_0) + \sum_{j=0}^{k-1} \gamma^j E'_{k,j} \right), \quad (15)
\]

a lower bound on the residual.

Using the lower bound from Equation \((15)\) and the upper bound from Equation \((13)\) into the decomposition of Equation \((10)\) proves Theorem \((1)\)

\[\square\]

**B Proof of Corollary \((1)\)**

We use the previous result to prove corollary \((1)\) the error propagation in \( \mu \)-weighted \( \ell_1 \)-norm. Let \( \mu \) be the distribution of interest (where we want to control the error), and \( \nu \) the sampling distribution (from where we have access to transitions). We have, directly from Theorem \((1)\) (using the fact that \( \mu(I - \gamma P_{\pi})^{-1} = (1 - \gamma)^{-1} d_{\pi, \mu} \), and noticing that \( q_\ast - q_{\pi_k} \geq 0 \),
\[
\left\| q_\ast - q_{\pi_{k+1}} \right\|_{1, \mu} \leq \frac{1}{(k + 1)(1 - \gamma)} \left( d_{\mu, \pi} |E_{k+1}| + d_{\mu, \pi_{k+1}} \mu \sum_{j=0}^{k-1} \gamma^j |E'_{k,j}| \right) A_k \\
+ \frac{\left\| q_{k+1} \right\|_{\infty} + \left\| q_0 \right\|_{\infty}}{(k + 1)(1 - \gamma)} + \frac{1}{(k + 1)(1 - \gamma)} \sum_{j=0}^{k} \gamma^j \left\| T_{\pi, j} q_0 - q_0 \right\|_{\infty}. \quad (16)
\]

\[\square\]
Let us work on the term $A_k$. We have, using the fact that $d_{\pi,\mu} \leq \|d_{\pi,\mu}\|_\infty \nu$, that

$$A_k = \frac{1}{(k+1)(1-\gamma)} \left( d_{\pi,\mu} |E_{k+1}| + d_{\pi_{k+1},\mu} \sum_{j=0}^{k-1} \gamma^j |E'_{k,j}| \right)$$

$$\leq \frac{1}{(k+1)(1-\gamma)} \left( \|d_{\pi,\mu}\|_\infty \nu |E_{k+1}| + \|d_{\pi_{k+1},\mu}\|_\infty \nu \sum_{j=0}^{k-1} \gamma^j |E'_{k,j}| \right). \quad (17)$$

We now introduce the following concentrability coefficient

$$C = \max_\pi \|d_{\pi,\mu}\|_\infty,$$

and we have directly from Equation (17) that

$$A_k \leq \frac{C}{(k+1)(1-\gamma)} \left( \|E_{k+1}\|_{1,\nu} + \sum_{j=0}^{k-1} \gamma^j \|E'_{k,j}\|_{1,\nu} \right). \quad (18)$$

Now, we upper bound the term $B_k$. Assume that we initialize MoVI with $h_0 = q_0 = 0$. We have

$$B_k = \frac{\|q_{k+1}\|_\infty}{(k+1)(1-\gamma)} + \frac{1}{(k+1)(1-\gamma)} \sum_{j=0}^{k-1} \gamma^j |T_{\pi_j,0}|_{\infty} \leq r_{max}$$

$$\leq \frac{q_{max}}{(k+1)(1-\gamma)} + \frac{(1-\gamma(k+1))r_{max}}{(k+1)(1-\gamma)^2}$$

$$\leq \frac{2q_{max}}{(k+1)(1-\gamma)} \quad (19),$$

where we used $q_{max} = r_{max}/(1-\gamma)$.

Using Equations (18) and (19) in Equation (16) proves Corollary 1.

\[\square\]

**C Proof of Proposition 1**

In this section, we prove our result in sample complexity. Essentially, we use the same method as Azar et al. [2011]. Note that we need to have Asm. 1 for the proof method to work on our case.

Let us recall the result in supremum norm

$$\|q_* - q_{\pi_{k+1}}\|_\infty \leq \frac{1}{(k+1)(1-\gamma)} \left( \|E_{k+1}\|_\infty + \sum_{j=0}^{k-1} \gamma^j \|E'_{k,j}\|_\infty + 2q_{max} \right).$$

We want to prove that, with probability at least $1-\delta$,

$$\|q_* - q_{\pi_{k+1}}\|_\infty \leq \frac{2r_{max}}{(1-\gamma)^2} \left[ \frac{1}{k+1} + \frac{3}{(1-\gamma)} \sqrt{\frac{2 \ln \left( \frac{4|S||A|}{\delta} \right)}{k+1}} \right]. \quad \text{(Proposition 1)}$$

To prove the Proposition 1 on the sample complexity, we will apply the same proof technique as the one used by Azar et al. [2011] to prove their Theorem 1.

We first notice that

$$\sum_{j=0}^{k-1} \gamma^j \|E'_{k,j}\|_\infty \leq \frac{\max_{j \leq k-1} \|E'_{k,j}\|_\infty}{1-\gamma},$$
so we just need to bound the terms $\|E_{k+1}\|_\infty$ and $\max_{0\leq j\leq k-1} \|E'_{k,j}\|_\infty$. Precisely, we need to prove the following bound with probability at least $1 - \delta$

$$\|E_{k+1}\|_\infty + \frac{1}{1 - \gamma} \max_{0\leq j\leq k-1} \|E'_{k,j}\|_\infty \leq \frac{6r_{\max}}{(1 - \gamma)^2} \sqrt{2(k + 1) \ln \frac{4|S||A|}{\delta}}. \tag{20}$$

Recall the definitions of $E_{k+1} = -\sum_{j=1}^{k+1} \epsilon_j$ and $E'_{k,j} = -\sum_{i=1}^{k-j} P_{i+j;i+1}(I - \gamma P_{\pi_i})\epsilon_i$. We bound in norm the individual terms in the sums with

$$\|\epsilon_j\|_\infty \leq \left\|T_{\pi_i}q_{j-1} - T_{\pi_j}q_j\right\|_\infty \leq 2q_{\max},$$

and

$$\|P_{k+j;i+1}(I - \gamma P_{\pi_i})\epsilon_i\|_\infty \leq \|I - \gamma P_{\pi_i}\|_\infty 2q_{\max} \leq 4q_{\max}.$$

Using a Maximal Azuma-Hoeffding inequality in the same manner as [Azar et al., 2011] on $E_{k+1}$, we have

$$P\left(\|E_{k+1}\|_\infty \leq q_{\max}\sqrt{8(k + 1) \ln \frac{4|S||A|}{\delta}}\right) \geq 1 - \frac{\delta}{2}.$$

Assuming that Assumption 1 holds, we can use a similar argument on $E'_{k,j}$. This give the following bound

$$P\left(\max_{0\leq j\leq k-1} \|E'_{k,j}\|_\infty \leq q_{\max}\sqrt{32(k + 1) \ln \frac{4|S||A|}{\delta}}\right) \geq 1 - \frac{\delta}{2}.$$

Combining both results, we obtain Equation (20), and so prove the result in Proposition 1.

\[\square\]

## D Additional proofs on algorithmic comparison

Here we detail how we obtain the formulations of Section 6, specifically Equations (9) and (8).

**MoVI.** First, we prove a recursion on $(k + 1)h_k$.

**Lemma 2. Recursion on $kh_{k-1}$.** For each $k \geq 0$,

$$(k + 1)h_k = kh_{k-1} + T_{\pi_k}[kh_{k-1}] - \gamma P_{\pi_k}[(k - 1)h_{k-2}] + \epsilon_k.$$

**Proof.**

$$(k + 1)h_k = kh_{k-1} + q_k$$

$$= kh_{k-1} + T_{\pi_k}q_{k-1} + \epsilon_k$$

$$= kh_{k-1} + T_{\pi_k} (kh_{k-1} - (k - 1)h_{k-2}) + \epsilon_k$$

$$= kh_{k-1} + (k - (k - 1))r + k\gamma P_{\pi_k}h_{k-1} - (k - 1)\gamma P_{\pi_k}h_{k-2} + \epsilon_k$$

$$= kh_{k-1} + T_{\pi_k}[kh_{k-1}] - \gamma P_{\pi_k}[(k - 1)h_{k-2}] + \epsilon_k.$$  

Let us write $\psi_k = (k + 1)h_k = \sum_{j=0}^{k} q_j$. Note that $\bar{G}(h_k) = G(\psi_k)$. Using this in Lemma 2, we can write the MoVI update as

$$\psi_k = \psi_{k-1} + T_{\pi_k}\psi_{k-1} - \gamma P_{\pi_k}\psi_{k-2} + \epsilon_k,$$

which proves Equation (9).
The SQL update is

\[ q_k = q_{k-1} + \frac{1}{k+1}(T_k q_{k-2} - q_{k-1}) + \frac{k}{k+1}(T_k q_{k-1} - T_k q_{k-2}). \]

We have

\[ (k+1)q_k = (k+1)q_{k-1} + T_k q_{k-2} - q_{k-1} + kT_k q_{k-1} - kT_k q_{k-2} \]

\[ = kq_{k-1} + kT_k q_{k-1} - (k-1)T_k q_{k-2}. \]

Let us define \( \psi_k = (k+1)h_k \) in this case. Using that \( T_k \psi_k - T_k \psi_{k-1} = (k+1)T_k q_k - kT_k q_{k-1} \) and writing \( \pi_k = G(\psi_{k-1}) \), we get from Equation (21)

\[ \psi_k = \psi_{k-1} + T_k \pi_k \psi_{k-1} - \gamma P_{\pi_{k-1}} \psi_{k-2} + \epsilon_k, \]

which is exactly Equation (8).

E Experiment details on Garnets

E.1 Sampled MoVI

We provide the pseudo-code for the algorithm used in Section 4.2 in Algorithm 2.

**Algorithm 2 Sampled MoVI**

**Require:** K number of iterations. Initialize \( q_0 = 0^{S \times A}, h_0 = q_0, \pi_1 \in G(h_0) \)

1: for \( k = 1 \) to \( K \) do
2:     for \( (s, a) \in S \times A \) do
3:         \( s' \sim P(.|s, a) \)
4:         \( q_k(s, a) = r(s, a) + \gamma q_{k-1}(s', \pi_k(s')) \)
5:     end for
6:     \( h_k = \frac{k}{k+1} h_{k-1} + \frac{1}{k+1} q_k \)
7:     for \( s \in S \) do
8:         \( \pi_{k+1}(s) = \text{argmax}(h_k(s, \cdot)) \)
9:     end for
10: end for
11: return \( \pi_K \)

E.2 Experiment details on Garnets

For our experiments, we averaged the results over 100 Garnets built with \( N_S = 30 \) (number of states), \( N_a = 4 \) (number of actions), and \( N_B = 4 \) (branching factor).

**Assumption check.** We provide in Fig. 8 the graphs showing the standard deviation of \( \hat{\epsilon}_N \) over 100 garnets. We also put the empirical means to be clearer.

**Algorithm comparison.** In addition, we provide in Figure 9 the graphs showing the standard deviation over MDPs of the curves computed from Figure 3 where we compared the different ADP schemes (we also put the means again, to be clearer).

F Additional Experiments on Atari

In this section, we provide additional experiments on Atari, and details about experiments presented in the paper.

F.1 DSQL and DDPP

We implemented deep versions of SQL and DPP. we use the same parametrization as for Momentum-DQN (Section 5), without needing an extra \( H \)-network.
Figure 8: **Left:** Empirical mean of $\hat{\epsilon}_{l,N}$ over garnets. **Right:** Standard deviation over garnets for different values of $l$. Results are computed over on 100 Garnets.

Figure 9: **Left:** Mean of the average errors over garnets. **Right:** Standard deviation of the average errors over garnets of AVI, MoVI, DPP and DSQL. Results are computed over on 100 Garnets.
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Table 1: Parameters used for Momentum-DQN on Atari. the Q-network and H-network have the same structure.

| Parameter          | Value          |
|-------------------|----------------|
| C (update period) | 8000           |
| F (interaction period) | 4          |
| γ (discount)      | 0.99          |
| |B| (replay buffer size) | 10^6      |
| |B_h,k| and |B_q,k| (batch size) | 32       |
| ε_k (random actions rate) | 0.01 (with a linear decay of period 2.5 \times 10^5 steps)    |
| η (mixture rate update period) | 2.5 \times 10^6 |
| Q-network structure | Conv_{8,8} 32 − Conv_{1,4} 64 − Conv_{3,3} 64 − FC 512 − FC n_A |
| activations       | Relu           |
| optimizers        | RMSprop (\textit{lr} = 0.00025) |

DSQL. For DSQL, we keep two target networks, the copies of the two previous weight updates, respectively \( Q^{-1} = Q^- \) and \( Q^{-2} = (Q^-)^- \). We define a regression target for the Q-network as

\[
\hat{Q}_{\text{dsq}}(s, a, r, s') = Q^{-1}(s, a) + (1 - \beta_k)(r + \gamma \max_{a'} Q^{-2}(s', a') - Q^{-1}(s, a)) + \beta_k \gamma (\max_{a'} Q^{-1}(s', a') - \max_{a'} Q^{-1}(s', a')), 
\]

which leads to a loss function on the weights \( \theta \),

\[
L_{\text{dsq}}(\theta) = \mathbb{E}_B \left[ (\hat{Q}_{\text{dsq}}(s, a, r, s') - Q(s, a))^2 \right].
\]

DDPP. We proceed similarly for DDPP, keeping the same parametrization of the Q-network. We define a loss function on the weights

\[
L_{\text{ddpp}}(\theta) = \mathbb{E}_B \left[ (Q^{-}(s, a) + r + \gamma \max_{a'} Q^{-}(s', a') - \max_{a'} Q^{-}(s', a') - Q(s, a))^2 \right].
\]

F.2 Experiment details

In Table 1 we give the hyperparameters used for our experiments on Atari, including networks architecture. We use the following notations to describe neural networks: FC \( n \) is a fully connected layer with \( n \) neurons; Conv\_d\_b\_c is a 2d convolutional layer with \( c \) filters of size \( a \times b \) and a stride of \( d \). \( n_A \) is the number of actions available in a game. We highlight the fact that we used the standard Dopamine’s DQN parameters, and did not try to optimize them (including the optimizer of the additional neural network).

F.3 Influence of the mixture rate

We look at the influence of the sequence \( \beta_k \) on Momentum-DQN. To do that, we first test Momentum-DQN(\( \beta \)), a version of Algorithm 1 with \( \beta_k = \beta \) for each \( k \). We show training curves of this algorithm in in Figure 10 where we evaluate Momentum-DQN(\( \beta \)) on the games Asterix and Zaxxon with different values of \( \beta \). We report results for \( \beta = 0.1, 0.5, \) and 0.9. We observe for Asterix how a higher \( \beta \) – meaning more influence of the old Q-networks – slows down learning in the beginning, but eventually leads to a much higher performance. We also observed that a very high \( \beta \) (close to 1) tends to slow training so much it affects drastically the sample complexity of Momentum-DQN. On some games, like Zaxxon in Fig. 10 it also seemed that Momentum-DQN needed a more aggressive update in the beginning, meaning a lower \( \beta \). During this experiments, we observed in general that there was an optimal \( \beta \) per game, that could be quite different from game to game, so we could have higher results with a problem-dependent parametrization. For example, in Figure 10 we observe how a high \( \beta \) helps DQN on Asterix, but can damage Zaxxon if too close to 1.

This observation justifies the utilization of a schedule of increasing \( \beta_k \) as described in Section 5. The schedule defined here is inspired by the the theory, but we could also imagine a heuristic increasing schedule, with for example \( \beta_k = 0.1 \times [\frac{k}{5}] \). We tested similar schedules that gave almost the same performance as the one presented here.
Figure 10: Influence of $\beta$ on Asterix (left) and Zaxxon (right). Each curve is shows the evolution of the score obtained by Momentum-DQN trained with a fixed $\beta$. In blue and dashed-dot line, we show the DQN baseline. In orange $\beta = 0.1$, in green $\beta = 0.5$, in red $\beta = 0.9$. This shows how a higher $\beta$ slows learning in the beginning but allows for a higher final performance.

F.4 Joint comparison on Atari

We provide the joint graph showing the AUC improvement over DQN of Momentum-DQN, DSQl and DDPP in Figure 11.

F.5 Full results on Atari

We provide the learning curves on the 20 considered Atari games, for Momentum-DQN, DSQl and DPP, compared with a DQN baseline, in Figures 12 and 13.
Figure 12: All averaged training scores of Momentum-DQN (orange), DSQL (green), DDPP (red), against DQN (blue) on the subset of Atari games (1/2).
Figure 13: All averaged training scores of Momentum-DQN (orange), DSQL (green), DDPP (red), against DQN (blue) on the subset of Atari games (2/2).