Automated retinal microvascular velocimetry based on erythrocyte mediated angiography
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Abstract: Retinal blood flow is an emerging biomarker in ocular and systemic disease. Erythrocyte mediated angiography (EMA) is a novel technique that provides an easily interpretable blood flow velocity quantification by directly tracing individual moving erythrocyte ghosts over time in vivo, imaged using a scanning laser ophthalmoscope (Heidelberg Retina Angiograph platform). This tracking procedure, however, requires time-consuming manual analysis to determine blood flow. To overcome this current bottleneck, we developed an objective and automated velocimetry approach, EMA - Automated Velocimetry (EMA-AV), which is based on a modified sequential Monte Carlo method. The intra-class correlation coefficient (ICC) between trained human graders and EMA-AV is 0.98 for mean vessel velocity estimation and 0.92 for frame by frame erythrocyte velocity estimation. This study proves EMA-AV is a reliable tool for quantification of retinal microvascular velocity and flow and establishes EMA-AV as a reliable and interpretable tool for quantifying retinal microvascular velocity.

1. Introduction

Retinal blood flow (RBF) is an potential biomarker for diabetic retinopathy [1], age-related macular degeneration [2], and glaucoma [3]. Moreover, systemic diseases, including hypertension [4], diabetes [5], hyperglycemia [6] and neuro-degenerative diseases such as Alzheimer’s dementia [7,8] are also associated with abnormal changes in dynamic RBF.

Methods to characterize ocular blood flow include conventional angiography with fluorescein/indocyanine green (ICG) [9,10], color doppler imaging [11], laser doppler imaging [12] and laser speckle imaging [13]. Different OCT-based blood flow velocimetry approaches have also been introduced in the past for quantifying erythrocyte flow dynamics, but are currently still lacking a reliable and comprehensive validation in vivo [14,15]. Another concept, known as “retinal functional imager (RFI)”, possesses the capability of determining erythrocyte velocity by assessing relative concentration of hemoglobin chromophores in both vessels and the capillary background [16]. However, reproducibility of the measurement hence derived has substantial variability [17], and more so for older subjects and glaucoma subjects [18]. Adaptive Optics - Scanning Laser Ophthalmoscopy (AO-SLO) allows for quantification of flow in the microvasculature within a small field of view [19]. In particular, near confocal AO methods [20] and flood AO methods [21] provide precise blood flow values in smaller fields of view. However, none of these methods have yet been established as an accurate and precise gold standard for measuring retinal blood flow velocity in the living human eye.

Erythrocyte mediated angiography (EMA) is an emerging imaging technique which is capable of directly measuring erythrocyte velocity in vivo [22]. In EMA, ICG-labelled erythrocyte ghosts are injected into the bloodstream, enabling blood flow velocimetry by following the motion of
Individual erythrocytes over time. This makes EMA-based velocimetry an easily understandable and interpretable technique that can be directly visually verified, even by non-experts in the imaging field. One major drawback of EMA is the relatively invasive nature of the technique. Still, however, EMA has the capability to serve as a generally accepted validation tool for in vivo measurement of blood velocity in the retina.

Current methods of velocity determination from EMA data rely on delineation by human experts [23], including erythrocyte identification and tracking, which is a timing-consuming process. This limits the potential adoption and utilization of the technique. As a result, the majority of current EMA applications consist of characterization of vasomotion, the spontaneous oscillation of blood vessels that may cause stasis and erythrocyte pausing [24]. Direct erythrocyte movement measurement has not been hitherto explored in detail. Some studies that characterize cell flow, such as applied particle image velocimetry [25], or spatial temporal plots [26], usually require high frame rates or slower object movement to ensure videos with continuous cell flow for accurate measurement. In comparison, EMA has a large field of view, relatively slower frame rate, and rapid object movement as compared to other technologies [23]. The large cell movements between any two frames underlie our study of an advanced and automated EMA analysis method, with the primary objective being to solve the object tracking problem. Automatic object tracking has an extensive history in the field of signal processing and computer vision [27]. This tracking problem could be considered as determining real object states given specific observation states by solving systemic equations [28]. In this regard, the mathematical tools that are available include the Kalman filter [29], the extended Kalman filter [30], and the particle filter [28]. The discovery of better object representations are another branch of tracking studies [31], especially with the recent advances of deep learning [32, 33]. Particle tracking is particularly important in bioimaging when studying living cell activities [34]. In comparison with images produced from general tracking tasks, biomedical particles lack rich image features and biomedical images are typically burdened by a lower signal-to-noise ratio (SNR), which accordingly brings about greater uncertainty. Researchers commonly separate the steps of particles detection and particle tracking [34], but this method is only beneficial for reliable particle detection and single particle tracking [35]. I. Smal et al. [36] unitized both spatial and temporal information to link detection and tracking under the constant velocity hypothesis. This assumption, however, is invalid when applied to erythrocyte tracking applications. Erythrocyte velocities are varied by changing vessel diameters [37], while the vessels themselves exhibit changes in diameter with respect to their relation to the optic disc [38]. Further, erythrocyte velocities are influenced by the systolic and diastolic cycles [39]. One additional difficulty in EMA, as opposed to other biomedical partical tracking tasks [40], is the potential for erythrocytes to enter/exit the region of interest, as well as frame-by-frame variation of erythrocyte intensity, thereby conferring an increased complexity to tracking. Variation in intensity may be in part due to axial movement of erythrocytes.

In this study, we propose a Monte Carlo-based method that links particle detection and tracking to automatically estimate the velocity of individual erythrocytes moving in small retinal arterioles and venules. To the best of our knowledge, this is the first study to use a probabilistic method to study blood flow. Section 2 briefly reviews EMA procedures and describes details of the velocity estimation method. Section 3 overviews erythrocyte tracking and speed estimation results based on the clinical data. In this section, the automated tracking performance achieved by the proposed method is compared with trained human grader tracking results. Section 4 concludes the study and suggests improvements, applications, and prospective future directions.

2. Methods

2.1. EMA procedures

The detailed procedure of EMA was described by Flower et al [22]. Figure 1 is a schematic diagram illustrating the EMA procedure. In summary, approximately 30 mL of blood were drawn
from each subject. In a sterile environment, erythrocytes were separated via centrifugation and then transferred to a hypotonic solution, leading to the transient opening of pores in the cell membrane, through which ICG entered the cells. Subsequently, the osmolality of the solution was increased to initiate closing of cell membrane pores, leaving the entrapped ICG dye within the erythrocyte ghosts. After microscopic examination of the erythrocytes, and following pupillary dilation of the subject, 1mL blood with autologous ICG-loaded cells were injected intravenously.

As this technique involves the re-injection of autologous erythrocyte ghosts, there is a potential for non-physiologic disturbance of the vasculature. We note that Flower et al completed a detailed assessment of erythrocyte fragility and integrity and found that erythrocyte ghosts made using this procedure are comparable to control erythrocytes [41]. As described by Flower et al [41], and from the experience of our group, this is a well-tolerated procedure without any ocular morbidity.

2.2. Image acquisition

For fluorescence angiography imaging, two confocal laser scanning ophthalmoscopes by Heidelberg Engineering GmbH were used, a modified Heidelberg Retina Angiograph 2 (HRA2) and a Spectralis HRA. These devices generate fluorescence angiogram movies by repeatedly scanning over the retina with a laser diode that excites ICG fluorescence. For peak ICG excitation, a diode laser with a wavelength of 786nm was used, and a barrier filter at around 800nm edge wavelength separated excitation and fluorescent light. The modified image acquisition systems limits the vertical field of view (FOV) in order to allow for an increased imaging frame rate at 24.6 frames per second (fps) during acquisition of a 15° × 7.5° (horizontal and vertical) FOV. For achieving an even higher frame rate of 46.1 fps at a 30° × 5° FOV, a sinusoidal scan pattern was employed vertically. The slower scan speed yielded a digital resolution of approximately 11µm, while the faster acquisition yielded twice this digital resolution at approximately 5.5µm, depending on the specific refractive properties of the eye being imaged. The diffraction limited optical resolution of the system is approximately 5.4µm (Airy disk radius). After acquisition, an image sequence was exported from the device software, geometrically corrected in case of sinusoidal scanning,
and subsequently analyzed as described below.

2.3. Clinical data collection

Subjects for this study were recruited from the ophthalmology and/or optometry service at the University of Maryland. All experiments were conducted in accordance with the Declaration of Helsinki, and were approved by the institutional review board at the University of Maryland. Detailed information is provided in Section 3.2.

2.4. Erythrocyte velocity estimation

2.4.1. Image preprocessing

Prior to application of the proposed method for speed estimation, all video frames must be preprocessed, as illustrated in Fig. 2. To accomplish this, firstly, images are de-noised by applying a $5 \times 5$ Gaussian filter. The Gaussian filter is a good approximation for the point spread function of the fluorescence spots, which can also improve object visibility [42]. The image registrations are conducted based on the intensity-based automatic image registration algorithms in MATLAB 2018b, using the ‘imregister’ function and ‘multimodal’ configurations. After de-noising and registration, the images are denoted as $\{I_{0i}\}^T_{i=1}$. The vessels of interest are delineated and labelled by trained graders in a manual fashion prior to automated velocimetry analysis. In order to remove background noise and simultaneously enhance erythrocyte signals, the temporal average of the whole sequence, $I_{avg}$, is subtracted from each individual raw image in the sequence $\{I_{0i}\}^T_{i=1}$. Output images are denoted as $\{I'\}^T_{i=1}$. Here $T$ indicates the total number of frames in the video and $I_{avg} = \frac{\sum_{t=0}^{T} I_{0t}}{T}$. A representative temporal average image for 24.6fps videos and 46.1fps videos is displayed in Fig. 3, where the vessel shape is conspicuous and can be used for labelling the vascular network.

![Image Preprocessing](image.png)

Fig. 2. Image preprocessing.

2.4.2. Overview of the EMA-AV framework

EMA-AV is a Monte Carlo (MC) based method, and a diagrammatic representation of the method is shown in Fig. 4. Beginning with frame $t_{k-1}$, the EMA-AV method is constituted by two general steps: MC particle initialization and MC particle movement. With certain movement stopping criteria, the new frame, $t_k$, is used for initialization. The entire tracking process is considered complete when all video frames have passed through the step of initialization. To explain the EMA-AV method, Section 2.4.3 - 2.4.5 explicate the mathematical framework behind EMA-AV, and Section 2.4.6 describes the EMA-AV procedures in detail.

2.4.3. Stochastic dynamic system

The tracking problem can be conceptually understood as the task of recovering the real dynamics of object (erythrocyte) states (positions) from a sequence of noisy observations, which can be modelled by a set of stochastic dynamic equations, as shown in Eq. (1):
Fig. 3. The typical temporal average images for (a) 24.6fps video (b) 46.1fps video. The gray-scale value of images were stretched to the range of 0-255 to aid visual appreciation.

\begin{align*}
  x_k &= f_{k-1}(x_{k-1}) + \alpha_{k-1} \\
  z_k &= h_k(x_k) + \theta_k
\end{align*}

where $x_k$ represents the state of the object at time $t_k$. $f_{k-1}$ is a transition function describing the evolution from $x_{k-1}$ to $x_k$, as a first-order Markov process. $\alpha_k$ is an independent and identically
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\[
p(x_k | z_{1:k-1}) = \frac{g_k(z_k | x_k)p(x_k | z_{1:k-1})}{\int g_k(z_k | x_k)p(x_k | z_{1:k-1}) dx_k} \tag{3}
\]

When the new measurement is obtained, the posterior PDF can be updated according to Bayes rule, based on Eq. (3), where \( g_k(z_k | x_k) \) is the likelihood function describes how likely the noisy observation signal can be the signal from targeted object:

\[
p(x_k | z_{1:k}) = \sum_{i=1}^{N} w_i^k \delta(x_k) \tag{4}
\]

where \( \delta(x) \) is the Dirac function.

At time \( t_k \), the posterior PDF can be approximated by a new set of weighted MC particles \( \{w_i^k, x_i^k\}_{i=1}^{N} \), as shown in Eq. (5):

\[
p(x_k | z_{1:k}) \approx \sum_{i=1}^{N} w_i^k \delta(x_k) \tag{5}
\]

where

\[
x_i^k \sim q_k(x_k | x_i^{k-1}, z_k) \\
\bar{w}_i^k = w_i^{k-1} g_k(z_k | x_{i}^{k-1}) \pi_{k-1}(x_i^{k-1} | x_i^{k-1}) \\
w_i^k = \frac{\bar{w}_i^k}{\sum_{j=1}^{N} \bar{w}_j^k}
\]

In general, \( q_k \equiv \pi_{k-1} \). To avoid particle weight degradation [28], a potential problem where MC particles will be less likely to represent the real signal when tracking, a re-sampling process is ordinarily required to preserve more large weight particles and discard more small weight particles. The re-sampling step selects \( N \) particle(s) from \( \{w_i^k, x_i^k\}_{i=1}^{N} \), with the probability of selecting particle \( i \) being \( w_i^k \) [43].
2.4.5. SMC for erythrocyte velocity estimation: EMA based automated velocimetry (EMA-AV)

In SMC, the transition function \( f \) is based on prior knowledge of object velocities [36]. In the tracking procedure, the function can gradually filter out uncertain signals with low signal weights. However, with regards to our erythrocyte speed estimation application, the transition function (object velocity) required estimation frame by frame. To that end, we borrowed the idea of weighted MC particles to consider signal uncertainties, sacrificing the filtering ability of the SMC method. The weighted average velocity of MC particles is a better speed estimation. To ensure that the MC particles represent multiple erythrocytes, we introduced spatial clustering of MC particles in Section 2.4.6. Each MC particle cluster represents an erythrocyte, whose velocity, \( v_{k-1} \), at time \( t_{k-1} \), needs to be estimated based on \( p(v|z_{k-1}, z_k) \). Once \( v_{k-1} \) is determined, the transition density, \( \pi_{k|k-1} \), may be deduced without considering the process noise, \( \alpha \). Utilizing the weighted MC particles in an erythrocyte, \( p(v|z_{k-1}, z_k) \) can be computed as follows:

\[
p(v|z_{k-1}, z_k) = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{1}(x_{i}^j - x_{k-1}^j = v) w_{k-1}^j \delta_{x_{k-1}^j} (x_{k-1}^j) \delta_{v_{k-1}^j} (v_{k-1})}{\sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{1}(x_{i}^j - x_{k-1}^j = v) w_{k-1}^j w_{k}^j}
\]

where \( \mathbb{1}(\cdot) \) is an indicator function. Subsequently, \( v_{k-1} \) can be determined based on \( p(v|z_{k-1}, z_k) \):

\[
v_{k-1} = E(v|z_{k-1}, z_k) = \int_v v p(v|z_{k-1}, z_k) dv = \int_v v \cdot \text{uniform}(v_{min}, v_{max})
\]

In order to compute the integration in Eq. (7), we allocate \( v_{x_{k-1}^j} \) to each MC particle, \( x_{k-1}^j \), and transform the continuous integration into a discrete integration. \( v_{x_{k-1}^j} \) is sampled from the uniform distribution in Eq. (7). A one-to-one mapping between the set \( \{w_{k-1}^j, x_{k-1}^j, v_{x_{k-1}^j}\} \) and the set \( \{w_{k}^j, x_{k}^j\} \) can be established naturally. Equations (6) and (7) can also be simplified as:

\[
(6) = p(v|z_{k-1}, z_k) = \sum_{i=1}^{N} \frac{w_{k-1}^j w_{k}^j}{\sum_{j=1}^{N} w_{k-1}^j w_{k}^j} \delta_{v_{x_{k-1}^j}} (v_{x_{k-1}^j})
\]

\[
(7) = v_{k-1} \approx \sum_{i=1}^{N} \frac{w_{k-1}^j w_{k}^j}{\sum_{j=1}^{N} w_{k-1}^j w_{k}^j} \delta_{v_{x_{k-1}^j}} (v_{x_{k-1}^j})
\]

2.4.6. Elaboration on the steps of EMA-AV

As shown in Fig. 4, the EMA-AV method has two main steps: MC particle initialization and MC particle movement. MC particle initialization ascertains the weighted particle set \( \{w_{k-1}^j, x_{k-1}^j\} \), as mentioned in Section 2.4.4. The \( N \) weighted MC particles represent \( N \) pixel signals from an unknown number of erythrocytes. Their weights represent how likely the signal is to be originating from erythrocytes. Firstly, the particles were selected in a random and uniform fashion within the vessel of interest, and \( w_{k-1}^j \) was set as \( \frac{1}{N} \). In accordance with the gray-scale value
in $I_{k-1}$ (observation), the image from the pre-processing step, the MC particle weight values could be updated. The updating of the particle weight values was accomplished according to Eq. (10) based on the Gaussian intensity distribution assumption of likelihood function $g_k(z_k|x_k)$, as mentioned in Section 2.4.3 [40]. $\bar{w}_{k-1}^i$ were subsequently normalized according to Eq. (5):

$$\bar{w}_{k-1}^i = \exp\left(-\frac{(I_{k-1}(x^i_{k-1}) - I_{\text{max}})^2}{2\sigma^2}\right)$$

Here, $I_{\text{max}}$ and $\sigma$ were both hyper-parameters. If the grayscale value of a particle was larger than $I_{\text{max}}$, the non-normalized weight of the MC particle was maximized. In the experiment, the $I_{\text{max}}$ was set as 100, and $\sigma$ was set as 30. To exclude invalid frames associated with a blink, if the largest particle grayscale value was lower than an established hard-set threshold, this frame was discarded.

The re-sampling process was conducted in following the precaution stated earlier in Section 2.4.4, namely, to avoid MC particle weight degradation. After re-sampling, low weight MC particles were usually discarded. However, there was still a potential for several MC particle clusters to be located within the vessel. These MC particle clusters, which could represent various independent erythrocytes, were amenable to have their movement velocities computed independently.

In order to define the MC particle clusters mathematically, a mean shift clustering algorithm [44] was applied to separate the particles as dictated by their two-dimensional (2D) coordinates. As current, cluster analysis is an important branch in the domain of pattern recognition [45]. However, as opposed to classic centroid-based clustering methods, such as the "k-mean algorithm", mean shift algorithms do not require an explicit preliminary designation of the number of clusters. This was appropriate considering the uncertainty of the exact number of erythrocytes in each frame. All the MC particles in each mean shift cluster represent an erythrocyte. In this study, the bandwidth of the mean shift algorithm was set to 5.

Spatial clustering could generate C MC particle clusters. Given cluster $c$, the set of weighted particles could be denoted as $\{w_{k-1}^i, x_{k-1}^i\}_{i=1}^{N_c}$, where $N_c$ was the number of particles in cluster $c$. As previously introduced in Section 2.4.5, each particle could be assigned a random velocity value $v_{k-1}^i$, and the particles could move accordingly within the 2D region of the vessel of interest. If all the particles exited the target vessel, this corresponding particle cluster was removed from the cluster list.

After movement, the particle positions were denoted as $\{x_k^i\}_{i=1}^{N_c}$, and their weights, $\{w_k^i\}_{i=1}^{N_c}$, were re-calculated according to the gray-scale value in the next frame, $I_k$. Re-sampling and spatial clustering operations were conducted in a similar fashion to the former step. If spatial clustering generated a new particle cluster (cluster split), the movement of cluster $c$ ended. This was designed to address the concern of erythrocyte aliasing, which could have otherwise affected the experiment results (during manual labelling, trained human graders also excluded cases where there was any uncertainty as to the identification of cells from frame to frame). If no cluster split was observed, the cluster’s movement velocity, $v_{k-1}^c$, would be recorded following Eq. (9), and the movement continued.

When the movements of all $C$ particle clusters had ended, the initialization and movement steps in Fig.4 needed to be restarted from frame $t_k$. As introduced in 2.4.2, the entire tracking process was considered complete when all video frames had passed through the step of initialization. The EMA-AV framework is implemented in Python 3.6. It requires approximately ten minutes to process an EMA video (with 300 frames) using an Intel i7-7700 CPU (by comparison, more than eight hours are required for manual labelling by trained human graders). The python class of EMA-AV has been uploaded to http://taolab.umd.edu/research/
3. Results and discussion

3.1. Tracking results visualization

In order to present the erythrocytes tracking results in an intuitive manner, the typical tracking chains in the 46.1fps and 24.6fps EMA videos are displayed in Figs. 5 and 6. In each frame, one venule and one arteriole are shown. The practical purpose of these images are to allow readers to appreciate the reliability of automatic erythrocyte speed estimation. Examples of angiograms with tracked erythrocytes using EMA-AV are included in the supplemental materials (Visualization 1 and Visualization 2). The topmost images in Figs. 5 and 6 are variance maps of corresponding EMA videos, with the target vessel skeleton labelled. The variance maps display increased contrast of smaller vessels compared to temporal average frames, as defined in Section 2.4.1, but have more noise for image preprocessing.

Fig. 5. Sample tracking results from the 46.1fps videos. (a) A venule is displayed as the target vessel. (b) An arteriole is displayed as the target vessel. The topmost images in (a) and (b) are variance maps for the corresponding video sequences, with the vessel skeleton labelled in red.
Fig. 6. Sample tracking results from the 24.6fps videos. (a) A venule is displayed as the target vessel (b) An arteriole is displayed as the target vessel. The topmost images in (a) and (b) are variance maps for the corresponding video sequences, with the vessel skeleton labelled in red.

3.2. Statistical analysis

In total, 11 vessels (5 venules and 6 arterioles) from 4 subjects (5 individual eyes) were used for the erythrocyte tracking algorithm validation. All vessels were imaged by the modified HRA2 and Spectralis, in both 24.6fps and 46.1fps modes, within the same day. Trained human graders were appointed the task of labelling and tracking erythrocyte movements on a frame by frame basis. Manual labelling was found to be a time-consuming process which thereby limits large scale applications and experiments. However, based on previous studies, grading results from different graders showed the intra-class correlation coefficient (ICC) [46] value to be 0.99 [23]. Therefore, in this study, results obtained by trained human grader tracking served as a basis for comparison with the data yielded by EMA-AV.
3.2.1. Mean erythrocyte velocity analysis

Mean erythrocyte velocity is an important index to study overall vessel blood flow [22], which is a tool that may promote the understanding of blood flow alteration in eye disease. In EMA, the mean velocity was computed based on all tracked erythrocytes. In comparing the results obtained by EMA-AV with those from the trained graders, several modalities of data analysis were employed (ICC, coefficient of determination ($R^2$) and the mean coefficient of variation (CV)), and these are summarized in Table 1. Statistical analysis was performed in RStudio (version 3.5.2). The linear regression plot is displayed in Fig. 7. In Fig. 8, Bland-Altman plots are presented to visualize the difference between the results obtained by EMA-AV versus the trained graders. Based on these data, in addition to the results of a paired t-test, it is evident that no statistically significant difference exists in mean velocity results as determined by trained graders and EMA-AV. This conclusion supports the proposition that EMA-AV may serve as a reliable and accurate alternative to trained human grader reporting of mean erythrocyte velocities as based on EMA.

EMA-AV displayed a high degree of correlation with the trained graders results in both 24.6fps and 46.1fps videos. 24.6fps results showed higher correlation than 46.1fps results, based on experimental data. A potential explanation could be that the mean signal to noise ratio in the 24.6fps videos was 11.32, which was 33% higher than the SNR in 46.1fps videos (SNR=8.51). In Fig. 8(b), it is shown that the outlier data points, with regards to the limits of agreement, were from the video with an SNR of 4.33. In such conditions, even single particle tracking in simulated videos cannot be accomplished [35].

Table 1. Summary of statistical results analyzing mean erythrocyte velocities as determined by trained human graders and EMA-AV.

| frame rate | ICC   | $R^2$   | mean CV       |
|------------|-------|---------|---------------|
| 25fps      | 0.999 | 0.995   | $9.23 \times 10^{-3}$ |
| 46fps      | 0.983 | 0.932   | $4.17 \times 10^{-2}$ |

Fig. 7. Linear regression plots for mean erythrocytes velocities (for 11 vessels) between trained human graders and EMA-AV. (a) 24.6fps videos (b) 46.1fps videos.

3.2.2. Frame-based erythrocyte velocity analysis

By means of EMA, it is also possible to observe blood particle component dynamics under normal physiologic conditions. Moreover, EMA facilitates the study of the relationship between
Fig. 8. Bland-Altman plots for mean erythrocytes velocities (for 11 vessels) between trained human graders and EMA-AV. The 95% confidence intervals of the mean difference and limits of agreement are shown in the plot. (a) 24.6fps videos (b) 46.1fps videos.

retinal ocular blood dynamics and ocular disease [22].

In order to evaluate individual cell tracking performance, frame based ICC values between trained graders and EMA-AV were computed. In deciding whether to include or exclude data reported by the graders and EMA-AV for ICC computation, it was first assessed whether the two tracking media had produced mutually agreeable results. If both the trained graders and EMA-AV mutually reported an erythrocyte tracked from frame $t$ to frame $t + 1$, its velocity was then used for ICC computation. If either a trained grader or EMA-AV reported an erythrocyte tracked (but there was no mutual agreement), then the velocity would be excluded from ICC computation. A potential reason for lack of agreement was due to a tendency for human graders to overlook erythrocytes in low contrast situations. EMA-AV would reject particle movement when erythrocyte cluster splitting had occurred, as displayed in Fig. 4. To clarify, all particles were included when computing the mean erythrocyte velocity in Section 3.2.1.

Frame-based ICC values of 11 vessels, in both the 24.6fps and 46.1fps videos, are displayed in Tables 2 and 3.

Table 2. Frame-based ICC values of 11 vessels from 5 eyes in 24.6fps EMA videos. Under the vessel index column, $E$ represents eye index, $A$ represents arteriole index, and $V$ represents venule index.

| Vessel Index | ICC  | Vessel Index | ICC  | Vessel Index | ICC  |
|--------------|------|--------------|------|--------------|------|
| E1V1         | 0.957| E3A2         | 0.905| E4V1         | 0.982|
| E2A1         | 0.935| E3V1         | 0.860| E5A1         | 0.970|
| E2V1         | 0.897| E4A1         | 0.902| E5V1         | 0.939|
| E3A1         | 0.912| E4A2         | 0.918| Mean         | 0.925|

Based on the information displayed in the tables, it could be concluded that ICC values vary between vessels, potentially due to higher velocities related to vessel size or also possibly resolution. Further, it was possible for the variable ocular physiologic status to influence EMA image quality and thus alter frame-based ICC values. Compared to 46.1fps videos, 24.6fps videos had higher SNR values than 46.1fps videos, as previously stated in Section 3.2.1, while the spatial resolution of 24.6fps videos was inferior that of 46.1fps videos, as mentioned in Section...
Table 3. Frame based ICC values of 11 vessels from 5 eyes in 46.1fps EMA videos. Under the vessel index column, $E$ represents eye index, $A$ represents arteriole index, and $V$ represents venule index.

| Vessel Index | ICC  | Vessel Index | ICC  | Vessel Index | ICC  |
|--------------|------|--------------|------|--------------|------|
| E1V1         | 0.954| E3A2         | 0.974| E4V1         | 0.979|
| E2A1         | 0.987| E3V1         | 0.983| E5A1         | 0.927|
| E2V1         | 0.987| E4A1         | 0.837| E5V1         | 0.899|
| E3A1         | 0.944| E4A2         | 0.873| Mean         | 0.940|

2.1. In the 24.6fps videos, erythrocytes were more likely to aggregate and to split. For example, if there was a potential erythrocyte cluster in frame $t$ and two in frame $t + 1$, and the two clusters in frame $t + 1$ had a significant grayscale value difference. In this situation, the trained grader displayed a tendency to link the cluster in frame $t$ with the closer cluster in frame $t + 1$, while, conversely, EMA-AV tended to link it with the brighter cluster in frame $t + 1$. These tendencies may be understood as systematic differences in EMA methods, which, as discussed in Section 3.2.1, did not necessarily influence mean velocity estimation performance statistically.

EMA-AV can generate a plot of the cardiac systolic and diastolic cycles based on frame by frame erythrocyte velocities, and an example is shown in Fig. 9. The limitations of this method to generate such a plot are that the velocity of each frame is determined by individual erythrocytes and not gated with an ECG signal at the current stage. Further investigations in frame by frame erythrocyte velocities with ECG gating may permit understanding of systolic and diastolic cycles and their importance in the relationship between retinal blood flow and cardiovascular (or other systemic) disease(s).

Fig. 9. An example cardiac systolic and diastolic cycle plot (venous). In order to de-noise the signal, the results were smoothed every 0.5s.

3.2.3. Comparison between 24.6fps EMA and 46.1fps EMA

As mentioned in Section 2.1, the primary distinction between 24.6fps and 46.1fps Heidelberg SLO imaging was the change in scanning pattern. For both trained grader and EMA-AV results, when assessing all 11 vessels, there was no statistically significant difference with regards to the mean erythrocyte velocity between the two frame rate settings (human: $p = 0.179$, EMA-AV: $p = 0.277$). However, for each vessel, when comparing the average top 10% fastest velocities, the
values in 46.1fps EMA videos were significantly higher than the values in 24.6fps EMA videos for both human graders ($p = 0.986$) and EMA-AV ($p = 0.963$). The top 10% fastest velocities could be of greater importance than mean erythrocyte velocity when assessing faster velocities such as those occurring during cardiac systole. Moreover, based on the aforementioned data, it could be observed that 46.1fps EMA was capable of capturing more accurate faster velocity data. The EMA-AV algorithm was capable of effectively ascertaining the average top 10% velocities in both 24.6fps video and 46.1fps videos, and, when compared to the trained graders, the ICC values were 0.98 in both frame rates. The corresponding Bland-Altman plots are shown in Fig. 10. As shown in the figure, the average top 10% velocities derived from the trained graders were generally higher than those from EMA-AV. An explanation for this phenomenon is that in Eq. (7), $v_{min}$ and $v_{max}$ were required to be pre-defined to restrict the search range of the SMC method.

To further refine the intra-setting variability of the two different imaging frame rates, one arteriole was excluded whose diameter was $> 70\mu m$, as this larger arteriole would be too fast for velocity detection at 24.6fps, and its CV value between 24.6fps and 46.1fps videos was larger than 0.15. The vessel diameter range for the remaining 5 arterioles was $30\mu m \sim 55\mu m$, and $22.5\mu m \sim 50\mu m$ for the 5 venules. The vessel diameters were computed based on the temporal average image from each video sequences. Our study found the mean velocities in small vessels from EMA-AV were more robust to different frame rates as compared to trained graders. For EMA-AV, the intra-setting $R^2$ value for mean erythrocyte velocity was 0.856, and the ICC value was 0.9553. For trained graders, the intra-setting $R^2$ value was 0.8057, and the ICC value was 0.9435.

3.3. **EMA-AV: pros, cons, and comparison to other methods**

EMA-AV offers the benefit of direct measurement of erythrocyte ghosts in vivo. This comes with several potential benefits and drawbacks. Of these, the most promising benefit is the potential to accurately and precisely characterize absolute erythrocyte velocity in the retinal microvasculature. The invasive nature of this technique is a clear drawback of this procedure, as it involves autologous injection of ICG-labelled erythrocyte ghosts. As compared to other forms of invasive angiography, however, EMA-AV has a favorable risk profile. ICG is relatively safe and less likely to result in allergy or nausea and vomiting as compared to fluorescein angiography [47]. Furthermore, the amount of ICG in ICG labelled erythrocytes is approximately 1/700 of that in conventional ICG, which may make it safer. Adaptive Optics Scanning Laser Ophthalmoscopy (AO-SLO) and other Adaptive Optics techniques offer a precise and noninvasive method of
determining blood flow in a small field of view generally using equipment that is not commercially available. EMA-AV is clearly more invasive, but allows for determination of blood velocities in a wide field of view using a modified commercially available device. OCT-Angiography currently allows for mapping out of blood vessels, and determination of relative blood flows using techniques such as Variable Interscan time analysis (VISTA) [48]. More established such as Color Doppler Imaging (CDI), laser speckle imaging, and laser doppler flowmetry allow for noninvasive determination of relative blood flows as compared to absolute blood flows and have generally shown higher variability. For example, the Canon Laser Blood Flowmeter has been shown to have measured coefficients of variation for blood flow of up to 39.7% [49].

4. Conclusion

Erythrocyte mediated angiography (EMA) is a promising method for quantifying blood flow via direct observation of erythrocyte movement. In an effort to overcome the time-intensive process of trained human grader erythrocyte tracking, this study proposes an automatic and objective method of analyzing EMA videos, called EMA-AV (EMA-Automated Velocimetry), which is capable of ascertaining erythrocyte velocities. EMA-AV applies the concept of the sequential Monte Carlo method to determine erythrocyte velocities. In two frame rate settings (24.6fps and 46.1fps), EMA-AV derived mean erythrocyte velocities and frame by frame velocities were highly correlated with trained grader tracking results, as supported by the aforementioned statistical analyses, which included an ICC, $R^2$ and a CV.

Erythrocyte velocities obtained by EMA-AV have potential applications in studying the relationship between retinal blood flow dynamics and the cardiac cycle, including systolic and diastolic changes. 46.1fps EMA videos were more accurate for describing faster systolic erythrocyte velocities than 24.6fps EMA videos. Moreover, EMA-AV demonstrated the capability of capturing faster velocities as accurately as trained graders in both frame rate settings. Despite the comparisons between trained human graders and EMA-AV being highly dependent on the EMA method and image sampling characteristics, a reliable automatic analysis method could still benefit the further validation of EMA.

Future development of EMA may involve both hardware and software improvements. With regards to hardware, an increase in scanning rate with a minimal consequential reduction in SNR is a potential means of broadening the erythrocyte velocity estimation range, which could further enhance the robustness of EMA. In the current state of EMA image analysis, trained human graders manually label the target vessel in the pre-processing step, and, as a result, EMA-AV may be regarded as a semi-automatic modality. To further increase automation, image segmentation techniques may be used. In the interim, there is scope for enhancement of image particle description by augmentation with artificial intelligence techniques.

In conclusion, EMA-AV is a reliable prototype method for EMA video analysis and erythrocyte velocity estimation. It is expected to broaden the applications of EMA and facilitate quantitative analyses of retinal microvascular dynamics.

Funding

National Institutes of Health/National Eye Institute Career Development Award (K23 EY025014); National Science Foundation (NSF) (1253236, 0868895, 1222301); Program 973 (2014AA014402); National Natural Science Foundation (NSFC) (123456); Heidelberg Engineering GmbH.
Acknowledgments

Imaging devices used for this study and technical support was provided by Heidelberg Engineering GmbH. Related technical support was provided by Dr. Julian Weichsel, Ruprecht-Karls-University of Heidelberg BIOQUANT.

Disclosures

Heidelberg Engineering GmbH provided equipment and research support for this project.

References

1. V. Patel, S. Rassam, R. Newsom, J. Wiek, and E. Kohner, “Retinal blood flow in diabetic retinopathy,” BMJ 305, 678–682 (1992).
2. T. A. Ciulla, A. Harris, H. S. Chung, R. P. Danis, L. Kagemann, L. McNulty, L. M. Pratt, and B. J. Martin, “Color doppler imaging discloses reduced ocular blood flow velocities in nonexudative age-related macular degeneration,” Am. J. Ophthalmol. 128, 75–80 (1999).
3. M. T. Nicolae, B. E. Walman, A. R. Buckley, and S. M. Drance, “Ocular hypertension and primary open-angle glaucoma: a comparative study of their retrobulbar blood flow velocity,” J. Glaucoma 5, 308–310 (1996).
4. S. Wolf, O. Arend, K. Schulte, T. H. Ittel, and M. Reim, “Quantification of retinal capillary density and flow velocity in patients with essential hypertension,” Hypertension 23, 464–467 (1994).
5. Y. Wang, A. Fawzi, O. Tan, J. Gil-Flamer, and D. Huang, “Retinal blood flow detection in diabetic patients by doppler fourier domain coherence tomography,” Opt. Express 17, 4061 (2009).
6. P. M. Sullivan, G. Davies, G. Caldwell, A. C. Morris, and E. M. Kohner, “Retinal blood flow during hyperglycemia. a laser doppler velocimetry study,” Investig. Ophthalmol. Vis. Sci. 31, 2041–2045 (1990).
7. G. T. Feke, B. T. Hyman, R. A. Stern, and L. R. Pasquale, “Retinal blood flow in mild cognitive impairment and alzheimer’s disease,” Alzheimer’s Dementia Diagn. Assess. Dis. Monit. 1, 144–151 (2015).
8. F. Berisha, G. T. Feke, C. L. Trempe, J. W. McMeel, and C. L. Schepens, “Retinal abnormalities in early alzheimerâĂŹs disease,” Investig. Ophthalmol. Vis. Sci. 48, 2285–2289 (2007).
9. S. Wolf, F. Jung, H. Kiesewetter, N. Körber, and M. Reim, “Video fluorescein angiography: method and clinical application,” Graee’s Arch. Clin. Exp. Ophthalmol. 227, 145–151 (1989).
10. G. Lutty, J. Grunwald, A. B. Majji, M. Uyama, and S. Yoneya, “Changes in choriocapillaris and retinal pigment epithelium in age-related macular degeneration,” Mol. Vis. 5, 35 (1999).
11. W. Goebel, W. E. Lieb, A. Ho, R. C. Sergott, R. Farhoumand, and F. Grehn, “Color doppler imaging: a new technique to assess orbital blood flow in patients with diabetic retinopathy,” Investig. Ophthalmol. Vis. Sci. 36, 864–870 (1995).
12. C. E. Riva, M. Geiser, B. L. Petrig, and O. B. F. R. Association, “Ocular blood flow assessment using continuous laser doppler flowmetry,” Acta Ophthalmol. 88, 622–629 (2010).
13. J. Briers and A. Fercher, “Retinal blood-flow visualization by means of laser 3 speckle photography,” Investig. Ophthalmol. Vis. Sci. 22, 255–259 (1982).
14. A. H. Kashani, C.-L. Chen, J. K. Gahn, F. Zheng, G. M. Richter, P. J. Rosenfeld, Y. Shi, and R. K. Wang, “Optical coherence tomography angiography: A comprehensive review of current methods and clinical applications,” Prog. Retin. Eye Res. 60, 66–100 (2017).
15. J. Tokayer, Y. Jia, A.-H. Dhall, and D. Huang, “Blood flow velocity quantification using split-spectrum amplitude-decorrelation angiography with optical coherence tomography,” Biomed. Opt. Express 4, 1909–1924 (2013).
16. S. Ganekal, “Retinal functional imager (rfi): non-invasive functional imaging of the retina,” Nepal. J. Ophthalmol. 5, 250–257 (2013).
17. J. Chhablani, D.-U. Bartsch, L. Cheng, L. Gomez, R. A. Alshareef, S. S. Rezeq, S. J. Garg, Z. Burgansky-Eliash, and W. R. Freeman, “Segmental reproducibility of retinal blood flow velocity measurements using retinal function imaging,” Graee’s Arch. Clin. Exp. Ophthalmol. 251, 2665–2670 (2013).
18. A. Harris, C. P. Jonescu-Cuypers, L. Kagemann, T. A. Ciulla, and G. K. Kriegstein, Atlas of Ocular Blood Flow: Vascular Anatomy, Pathophysiology, and Metabolism (Butterworth-Heinemann Medical, 2003), pp. 126–128.
19. S. Arichika, A. Uji, M. Hangai, S. Ooto, and N. Yoshimura, “Noninvasive and direct monitoring of erythrocyte dynamics in the retinal capillaries and choriocapillaris using icg-loaded erythrocyte ghost cells,” Investig. Ophthalmol. Vis. Sci. 49, 5510–5516 (2008).
20. B. Gu, X. Wang, M. D. Twa, J. Tam, C. A. Girkin, and Y. Zhang, “Noninvasive in vivo characterization of erythrocyte motion in human retinal capillaries using high-speed adaptive optics near-confocal imaging,” Biomed. Opt. Express 9, 3653–3677 (2018).
21. E. Gofas-Salas, P. Mecé, L. Mugnier, A. M. Bonnefois, C. Petit, K. Grieve, J. Sahel, M. Paques, and S. Meimon, “Near infrared adaptive optics flood illumination retinal angiography,” Biomed. Opt. Express 10, 2730–2743 (2019).
22. R. Flower, E. Peiretti, M. Magnani, L. Rossi, S. Serafini, Z. Gryczynski, and I. Gryczynski, “Observation of erythrocyte dynamics in the retinal capillaries and choriocapillaris using icg-loaded erythrocyte ghost cells,” Investig. Ophthalmol. Vis. Sci. 49, 5510–5516 (2008).
23. O. Saeedi, B. Tracey, C. Renner, J. Li, K. Shah, J. Tsai, L. Chang, and M. Ou, “Determination of absolute erythrocyte velocity and flow in the human retinal microvasculature by direct visualization of icg-labelled erythrocytes,” Invest. Ophthalmol. Vis. Sci. 59, 3950 (2018).
24. R. W. Flower and R. Kling, “A clinical method for quantification of tissue microvascular blood perfusion in absolute terms [blood-volume/time- tissue-area],” Microvasc. Res. 114, 92–100 (2017).
25. P. Bedggood and A. Metha, “Direct visualization and characterization of erythrocyte flow in human retinal capillaries,” Biomed. Opt. Express 3, 3264–3277 (2012).
26. J. Tam, P. Tiruveedhula, and A. Roorda, “Characterization of single-file flow through human retinal parafoveal capillaries using an adaptive optics scanning laser ophthalmoscope,” Biomed. Opt. Express 2, 781–793 (2011).
27. Y. Bar-Shalom and E. Tse, “Tracking in a cluttered environment with probabilistic data association,” Automatica 11, 451–460 (1975).
28. B. Ristic, Particle Filters for Random Set Models, Vol. 798 (Springer, 2013).
29. Y. Chan, A. Hu, and J. Plant, “A kalman filter based tracking scheme with input estimation,” IEEE Trans. Aerosp. Electron. Syst. 2, pp. 237–244 (1979).
30. H. Weiss and J. Moore, “Improved extended kalman filter design for passive tracking,” IEEE Trans. Autom. Control. 25, 807–811 (1980).
31. W.-L. Lu and J. J. Little, “Simultaneous tracking and action recognition using the pca-hog descriptor,” in The 3rd Canadian Conference on Computer and Robot Vision (CRV’06), (IEEE, 2006), p. 6.
32. R. Girshick, “Fast r-cnn,” in Proceedings of the IEEE International Conference on Computer Vision, (IEEE, 2015), pp. 1440–1448.
33. W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, and A. C. Berg, “Ssd: Single shot multibox detector,” in European Conference on Computer Vision. (Springer, 2016), pp. 21–37.
34. N. Chenouard, I. Smal, F. De Chaumont, M. Maïka, I. F. Shulzarin, Y. Gong, J. Cardinale, C. Cartel, S. Coraluppi, M. Winter, A. R. Cohen, “Objective comparison of particle tracking methods,” Nat. Methods 11, 281 (2014).
35. M. K. Cheezum, W. F. Walker, and W. H. Guilford, “Quantitative comparison of algorithms for tracking single fluorescent particles,” Biophys. J. 81, 2378–2388 (2001).
36. I. Smal, E. Meijering, K. Draegestein, N. Galjart, I. Grigoriev, A. Akhmanova, M. Van Royen, A. B. Houtsomuller, and W. Niessen, “Multiple object tracking in molecular bioimaging by rao-blackwellized marginal particle filtering,” Med. Image Analysis 12, 764–778 (2008).
37. M. O. Bernabeu, Y. Lu, O. Abu-Qamar, L. P. Aiello, and J. K. Sun, “Estimation of diabetic retinal microaneurysm perfusion parameters based on computational fluid dynamics modeling of adaptive optics scanning laser ophthalmoscopy,” Front. Physiol. 9 (2018).
38. L. Pedersen, M. Grunkin, B. Ersbøll, K. Madsen, M. Larsen, N. Christoffersen, and U. Skands, “Quantitative measurement of changes in retinal vessel diameter in ocular fundus images,” Pattern Recognit. Lett. 21, 1215–1223 (2000).
39. O. Gishiti, V. W. Jaddoe, J. F. Felix, C. C. Klaver, A. Hofman, T. Y. Wong, M. K. Ikram, and R. Gaillard, “Retinal microvasculature and cardiovascular health in childhood,” Pediatrics 135, 678–685 (2015).
40. I. Smal, W. Niessen, and E. Meijering, “Bayesian tracking for fluorescence microscopic imaging,” in 3rd IEEE International Symposium on Biomedical Imaging: Nano to Macro, (IEEE, 2006), pp. 550–553.
41. R. W. Flower and R. Kling, “Observation and characterization of microvascular vasomotion using erythrocyte mediated icg angiography (em-icg-a),” Microvasc. Res. 113, 78–87 (2017).
42. I. Smal, M. Loog, W. Niessen, and E. Meijering, “Quantitative comparison of spot detection methods in fluorescence microscopy,” IEEE Trans. Med. Imaging 29, 282–301 (2010).
43. N. J. Gordon, D. J. Salmond, and A. F. Smith, “Novel approach to nonlinear/non-gaussian bayesian state estimation,” in IEE Proceedings F (Radar and Signal Processing), Vol. 140 (IET, 1993), pp. 107–113.
44. D. Comaniciu and P. Meer, “Mean shift: A robust approach toward feature space analysis,” IEEE Trans. Pattern Analysis Mach. Intell. 5, 603–619 (2002).
45. C. M. Bishop, Pattern Recognition and Machine Learning (Springer, 2006).
46. J. M. Bland and D. Altman, “Statistical methods for assessing agreement between two methods of clinical measurement,” Lancet 327, 307–310 (1986).
47. K. A. Kwiterovich, M. G. Maguire, R. P. Murphy, A. P. Schachat, N. M. Bressler, S. B. Bressler, and S. L. Fine, “Frequency of adverse systemic reactions after fluorescein angiography: results of a prospective study,” Ophthalmology 98, 1139–1142 (1991).
48. M. Arya, R. Rashad, O. Sorour, E. M. Mout, J. G. Fujimoto, and N. K. Waheed, “Optical coherence tomography angiography (octa) flow speed mapping technology for retinal diseases,” Expert. Rev. Med. Devices 15, 875–882 (2018).
49. K. Guan, C. Hudson, and J. G. Flanagan, “Variability and repeatability of retinal blood flow measurements using the canon laser blood flowmeter,” Microvasc. Res. 65, 145–151 (2003).