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ABSTRACT

Fine-scale short-term cloud motion prediction is needed for several applications, including solar energy generation and satellite communications. In tropical regions such as Singapore, clouds are mostly formed by convection; they are very localized, and evolve quickly. We capture hemispherical images of the sky at regular intervals of time using ground-based cameras. They provide a high resolution and localized cloud images. We use two successive frames to compute optical flow and predict the future location of clouds. We achieve good prediction accuracy for a lead time of up to 5 minutes.

1. INTRODUCTION

Cloud tracking aims at predicting the sky/cloud condition with a certain lead time. In solar energy generation, a forecast of the amount of sunlight reaching a solar panel is needed to take preventive actions before a drop in energy output. Similarly, an accurate forecast of cloud movement helps in satellite communication systems to switch to a different ground station when the link is in danger of being affected by clouds [1].

Recently, ground-based sky cameras are increasingly used by remote sensing analysts to study the earth’s atmosphere [2]. These cameras are popularly known as Whole Sky Imagers (WSIs). In our research, we build our own WSIs, which we call WAHRSIS [3, 4]. WAHRSIS stands for Wide-Angle High-Resolution Sky Imaging System. They consist of a DSLR camera with a fish-eye lens controlled by a single-board computer in a weather-proof box with a transparent dome, capturing hemispheric images of the sky. We currently have three imagers installed on rooftops of various buildings at the Nanyang Technological University campus. These imagers capture images at intervals of 2 minutes and archive them in a server.

We use a sequence of images taken by those imagers to create a forecast with a lead time from 2 up to 10 minutes using optical flow. This is a challenging task, as clouds continuously change their shape and size. The achievable lead time is also restricted because of the limited field of view of the sky imager; depending on wind conditions, clouds may move out of the field of view rather quickly.

The structure of this paper is as follows: we discuss the related work in Section 2 and the method proposed in Section 3. Experimental results are presented in Section 4. Section 5 concludes the paper.

2. RELATED WORK

Traditionally, cloud tracking has been performed from satellite images for accurate weather prediction. Pioneer work of tracking involved detecting optical flow patterns in satellite images [5]. These flow patterns are useful to detect the evolution of several weather patterns. Sieglaff et al. [6] fused data from satellites images, radar, and numerical models to understand the evolution of convective clouds. Recently, ground-based sky cameras are increasingly used for the purpose of tracking clouds in a localized manner. Porter and Cao [7] used stereo cameras to estimate the wind speed and its direction in the troposphere. Very recently, estimation of cloud motion from sky cameras has been used in solar irradiance forecasting [8, 9].

3. METHODOLOGY

In this section, we first give a general formulation of the optical flow technique and then describe how it is applied to our problem.

3.1. Optical Flow Formulation

Optical flow is based on the brightness constancy constraint, which states that pixels of an image sequence do not change value, but only shift position over time. Let’s define a pixel intensity at image coordinates \((x, y)\) and time \(t\) by \(I(x, y, t)\). Under this condition, this intensity would have moved by \((\Delta x, \Delta y)\) after a time \(\Delta t\):

\[
I(x, y, t) = I(x + \Delta x, y + \Delta y, t + \Delta t).
\]
Using a first order Taylor series expansion, the optical flow equations can be derived \cite{10}:

\[
\frac{\partial I}{\partial x} u_x + \frac{\partial I}{\partial y} u_y + \frac{\partial I}{\partial t} = 0,
\]

where \((u_x, u_y)\) is the optical flow (or velocity), and \(\frac{\partial I}{\partial x}, \frac{\partial I}{\partial y}\) and \(\frac{\partial I}{\partial t}\) are the derivatives of the image in the \(x, y,\) and \(t\) dimensions.

This equation cannot be solved analytically, as it has two unknowns. This is known as the aperture problem. In order to solve it, two main approaches exists:

- Local methods state that the optical flow vectors are constant within some neighborhood and thus increase the number of equations to solve for the same optical flow vector. A typical example is the Lucas-Kanade method \cite{11}.

- Global methods assume that the optical flow vector distribution should be smooth across the spatial and temporal axes. They minimize a global energy function in order to reduce large optical flow gradients. A famous algorithm is the Horn-Schunck method \cite{12}.

We use the implementation from \cite{13}\(^1\), which is based on a combination of both local and global approaches, following the method proposed in \cite{14}.

### 3.2. Cloud Tracking

We use two image frames taken at times \(t - 2\) minutes and \(t\), and compute the translational vectors in both \(x\) and \(y\) direction of the images, using the method mentioned above. We rely on the assumption that clouds do not significantly change between image frames. The optical flow vectors estimate the direction and orientation of the moving clouds, assuming an affine transformation between two frames. The algorithm provides a dense result, i.e. a velocity vector is associated to every pixel coordinate in the input image.

Since we are interested in tracking the detailed cloud shape, it is important to use a color space which provide a good separation of clouds and sky. We use a variant of the ratio of red and blue color channels of the image. In an earlier work \cite{15}, we have analyzed various color channels and concluded that \((B - R)/(B + R)\) is the most discriminatory color channel, where \(B\) and \(R\) indicate the blue and red color channels respectively.

As an illustration, we show the ratio channel of two successive image frames in Fig. 1. We observe that there is a clear contrast in this channel. These ratio channels are used to estimate the flow field of clouds.

\(1\)Available at https://people.csail.mit.edu/celiu/OpticalFlow/

![Fig. 1: Ratio channels of two successive image frames.](image)

### 3.3. Cloud Motion Prediction

We can now use the above information to predict future frames. The vector fields are applied individually to each of the red, green, and blue channels of the image.

Clouds have an ill-defined shape, and can change their shape and size very quickly. However, even though the underlying assumptions do not exactly match this reality, they work well to track clouds for short lead times, as is the case in many other optical flow problems.

For higher lead times, we use the actual frame at time \(t\) and predicted frame at time \(t + 2\) minutes to predict the frame at time \(t + 4\) minutes. Similarly, we use the predicted frame at time \(t + 2\) minutes and the predicted frame at \(t + 4\) minutes, to predict the frame at time \(t + 6\) minutes, and so on. At every stage, we use the previous two frames (actual or predicted), to compute the subsequent frame. This works well under the assumption that the clouds do not significantly change their shape and location for the given lead time.

Fig. 2: Horizontal and vertical translation of pixels between Frame 1 and Frame 2. The color map represents the speed in pixels/minute units.
4. RESULTS & DISCUSSIONS

We now evaluate the forecasting accuracy of our methodology. For this purpose, we compute the binary sky/cloud image of the forecasted image using our cloud detection algorithm [15]. We then compare it with the binary image computed from the original image. The accuracy is then calculated as the percentage of correctly classified pixels (sky or cloud) in the predicted binary image, as compared to the actual binary image.

We compute the prediction accuracy of our cloud tracking algorithm for a typical day in April 2015 and present our results for different lead times. Figure 4 shows the performance of our cloud tracking algorithm for different lead times. We observe that prediction accuracy is good for short lead times, but gradually decreases as lead times become larger. This makes sense as clouds generally move quite fast, and can change shape between image frames. Furthermore, the error obtained in the intermediate forecast image is cascaded to future images.

We provide a few illustrative examples of our prediction accuracy up to 10 minutes. Figure 3 shows the output of our algorithm with a lead time of up to 10 minutes, in intervals of 2 minutes. We use the frame at time t-2 minutes and the frame at time t as the input images of our proposed approach to predict the frame at time t+2 minutes. We show the actual and predicted images along with their corresponding binary images. The accuracy achieved with our algorithm is 83.44%. We then use the frame at t minutes along with the predicted image at t+2 minutes to predict the frame at t+4 minutes. The accuracy is still good (around 72.37%) given the higher lead time. However, we observe for higher lead times, the predicted image gets progressively more distorted as compared to its actual image, and artifacts appear. This happens because the error incurred in the previous lead times gets cascaded to future frames, as clouds significantly changes in shape over a relatively short period of time.

We achieve a prediction accuracy above 70% for lead times of 4 to 6 minutes. It however gradually decreases with longer lead time. After 10 minutes, the clouds have moved significantly, and there is little correlation between frames, as shown in Fig. 3. These predictions are only based on images.
Fig. 4: Comparison of prediction accuracy percentage with different lead times.

capturing a small area of the sky, and better long-term predictions would only possible at a larger scale and a lower level of detail.

5. CONCLUSIONS

In this paper, we have discussed about our methodology to track cloud movement across successive image frames from sky cameras. It is based on optical flow and performs well for lead times of a few minutes. The accuracy gradually decreases for larger lead times. Our proposed approach is intended mainly for the short-term prediction of cloud movements, as we perform a localized analysis of cloud motion. In our future work, we plan to use other meteorological data, such as wind sensors, to further increase the prediction accuracy.
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