Experimental observations of detached bow shock formation in the interaction of a laser-produced plasma with a magnetized obstacle
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ABSTRACT

The magnetic field produced by planets with active dynamos, like the Earth, can exert sufficient pressure to oppose supersonic stellar wind plasmas, leading to the formation of a standing bow shock upstream of the magnetopause, or pressure-balance surface. Scaled laboratory experiments studying the interaction of an inflowing solar wind analog with a strong, external magnetic field are a promising new way to study magnetospheric physics and to complement existing models, although reaching regimes favorable for magnetized shock formation is experimentally challenging. This paper presents experimental evidence of the formation of a magnetized bow shock in the interaction of a supersonic, super-Alfvénic plasma with a strongly magnetized obstacle at the OMEGA laser facility. The solar wind analog is generated by the collision and subsequent expansion of two counter-propagating, laser-driven plasma plumes. The magnetized obstacle is a thin wire, driven with strong electrical currents. Hydrodynamic simulations using the FLASH code predict that the colliding plasma source meets the criteria for bow shock formation. Spatially resolved, optical Thomson scattering measures the electron number density, and optical emission lines provide a measurement of the plasma temperature, from which we infer the presence of a fast magnetosonic shock far upstream of the obstacle. Proton images provide a measure of large-scale features in the magnetic field topology, and reconstructed path-integrated magnetic field maps from these images suggest the formation of a bow shock upstream of the wire and as a transient magnetopause. We compare features in the reconstructed fields to two-dimensional MHD simulations of the system.
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I. INTRODUCTION

Astrophysical plasmas are typically magnetohydrodynamic, and because of the large spatial and temporal scales over which these plasmas evolve, magnetic fields are dynamically important throughout much of the universe. For example, the magnetic field pressure produced by magnetized obstacles in these plasma flows can separate the obstacle from the surrounding plasma and form a magnetosphere. Stellar winds are typically supersonic and super-Alfvénic; so, in the
interaction of a plasma wind with strongly magnetized bodies, a bow shock forms upstream of the physical obstacle to redirect the flow.1 In planetary magnetosphere systems, the effective obstacle to the flow is not the physical surface of the obstacle, but the surface at which the magnetic field and the surrounding plasma reach pressure balance, known as the magnetopause. The standing, detached bow shock therefore occurs upstream of the magnetopause, and the region of shocked flow between the bow shock and magnetopause is known as the magnetosheath. There are numerous examples of astrophysical flows past magnetized obstacles that produce shock waves, most notably the shocks that occur when the solar wind impinges upon a planetary magnetosphere, like for the Earth or Jupiter. In the Earth–Sun system, the Earth’s magnetic field exerts sufficient pressure to oppose solar wind at an average distance of ~10 Earth radii, with the bow shock ~3 Earth radii farther upstream.3

Semi-analytical and empirical models of the Earth’s magnetosphere based on satellite observations can accurately determine the location of the magnetopause and bow shock using the history of observed solar wind parameters.1–4 Interest in magnetized bow shocks is not limited to just the Earth system, nor even limited to those within the solar system; with thousands of exoplanets already discovered, there is growing interest in learning how stellar winds interact with both weakly magnetized and strongly magnetized planets under a range of conditions beyond those normally present in our solar system. For example, exoplanets that possess little or no intrinsic magnetic fields (like Venus and Mars in our solar system)5 are more likely than magnetized planets to have their atmospheres stripped away by stellar flare events during the earlier stages of their star’s life, with implications for their atmospheric composition, density, and the potential for the development of life on these objects.6,7 Numerical models of magnetospheric systems are difficult to validate, owing to the large number of free parameters in the system, the need for fine-scale resolution of the shear interfaces simultaneously with large-scale tracing of field geometries in rapidly evolving systems, and the coupling between these scales.8 However, through proper scaling of system parameters, it is also possible to explore the physics relevant to large-scale astrophysical phenomena on laboratory scales.9–11 A laboratory analog capable of testing the interaction of variable plasma flows with magnetized obstacles would complement the numerical models. Tunable experimental magnetosphere systems could provide new insights into, for example, the early stages of bow shock formation, how the magnetosphere responds to more extreme plasma conditions, and the role of turbulence and instabilities on the Earth’s bow shock and magnetopause.5

In this paper, we report experimental observations of detached bow shock formation in the interaction of a supersonic, super-Alfvenic plasma with a strongly magnetized obstacle at the OMEGA laser facility. In our experiments, the magnetized obstacle is a current-carrying wire. We take a somewhat novel approach to create our solar wind analog; we use high-intensity lasers to generate two counter-propagating carbon plasma plumes which collide on-axis and expand outward toward the wire, reaching favorable conditions for magnetized shock formation. Although the field topology is not dipolar like the Earth’s, the field around the wire acts as a suitable analog to a planetary magnetic field for the purposes of generating a shock.3–5 We infer plasma parameters around the location of expected shock formation from spatially resolved, optical Thomson scattering spectra measured with the Imaging Thomson Scattering (ITS) diagnostic.15–17 We probe the magnetic fields within the system using proton imaging18,19 from which we estimate path-integrated magnetic fields using a new multi-image reconstruction technique, and infer the presence of a bow shock and a transient magnetopause based on the compression of the field.20

The primary goal of our experiment was to scale the magnetosphere system down to laboratory scale, to create a magnetopause and measure a bow shock at a significant standoff distance from the physical obstacle, driven by the magnetic field pressure opposing the incoming plasma. Therefore, the key consideration for the viability of an experimental platform is the balance between the ram pressure of the incoming plasma flow given by

\[ P_{\text{ram}} = \rho u^2, \]  

and the magnetic pressure of the externally applied field (in SI units) given by

\[ P_B = \frac{B_0^2}{2\mu_0}, \]  

where \( \rho \) and \( u \) are the density and velocity of the incoming plasma, \( B_0 \) is the magnetic field amplitude aligned perpendicular to the plasma flow, and \( \mu_0 \) is the vacuum permeability. For simplicity, we define the ratio of ram to magnetic pressure as the dimensionless parameter

\[ \beta_{\text{ram}} = \frac{P_{\text{ram}}}{P_B} = \frac{2\rho u^2}{B_0^2}, \]  

and the condition for the formation of a magnetopause is \( \beta_{\text{ram}} \leq 1 \). In order for a bow shock to form upstream of this magnetopause, the plasma velocity must also exceed the signal speed of the plasma, which, in the case of a magnetic field aligned perpendicular to the direction of plasma flow, is the fast magnetosonic speed given by

\[ v_{\text{fms}} = \sqrt{v_A^2 + c_s^2}, \]

where \( v_A \) is the Alfvén speed and \( c_s \) is the sound speed. In addition to \( \beta_{\text{ram}} \) and \( v_{\text{fms}} \), there are three other constraints to consider: (i) the time scales must be long enough for a shock to form, (ii) magnetic Reynolds numbers must be large enough to ensure the field does not quickly diffuse away during the experiment, and (iii) the interaction length of the incoming plasma must be smaller than the size of the obstacle to form a shock. In a collisionless shock like the Earth’s bow shock the gyroradius sets the interaction length, whereas in our experiment the interaction length is defined by a collisional mean free path. For the purposes of creating a magnetized shock, it does not matter which operates as long as the plasma interaction length scale is smaller than the obstacle.

Ours are not the only experiments pursuing laboratory-scale magnetized shocks—recent z-pinch experiments at the MAGPIE facility20–23 have demonstrated shock formation in the interaction of a magnetized plasma with initially unmagnetized, conducting obstacles, as well as in the interaction of a magnetized plasma with an external, magnetized obstacle at laboratory scales. More similar to our experiments, Rigby et al.24 provide evidence of magnetized shock formation in the interaction of a laser-produced plasma with a magnetized sphere. However, unlike these other experiments, proton imaging allows us to probe the magnetic field of the system over a large field of view, and we observe the evolution of the system by obtaining a time series of proton images over multiple shots.

Section II further describes the experimental setup—the magnetized obstacle, the colliding plasma flow source and its advantages in
comparison to the plasma from a single laser-irradiated target, and the relative orientation of the diagnostics. Section III presents the inferred electron number density and electron temperature from ITS measurements of what we infer to be a shock transition at a significant standoff distance from the wire. Section IV presents the proton images of the experiment for two applied field strengths, and by using field reconstruction we infer the formation of a bow shock upstream of the magnetized wire obstacle. Section V presents results of two-dimensional MHD simulations of the experiment and compares these simulations to the data. Section VI further discusses some important aspects of the achieved parameters, and addresses the experiment’s similarity to the Earth’s magnetosphere. Finally, Sec. VII concludes the paper and presents some considerations for future experiments using this platform.

II. EXPERIMENTAL SETUP

The experiment is illustrated in Fig. 1, for which the primary components are the magnetized obstacle and the laser-irradiated source of plasma inflow. The magnetized obstacle is created by using the OMEGA Magneto-Inertial Fusion Electrical Discharge System (MIFEDS) to drive up to 25.5 kA of current in a 760 μm diameter, kapton-insulated copper wire. The nominal 4 mm radius of curvature of the wire with respect to the central experimental plane of Fig. 1 is large compared to the system scale, determined by the wire radius, so the field can be approximated fairly well as the field around an infinite plane. To compare the effect of different magnetic field strengths, two nominal driven currents in the wire were used—25.5 and 17 kA—which generate maximum nominal magnetic fields at the surface of the wire of 13.5 and 9 T, respectively. We refer to the two nominal currents as the high-field and low-field configurations. Despite the relatively large maximum magnetic fields achieved by MIFEDS at the surface of the wire, reaching the desired parameter space at a measurable standoff distance requires tailoring the plasma flow source to suitable densities and velocities. For reference: for a current-carrying wire with a maximum surface field of 13.5 T, at a radial distance of 1.45 mm from the wire the field decreases to roughly 3.5 T and the magnetic pressure there is predicted to oppose a plasma with density $10^{13} \text{ g/cm}^3$ traveling at 100 km/s, assuming no dynamic compression of the field.

Laser-generated plasma sources are typically highly energetic, so a novel approach was used to achieve the desired parameters. The plasma source is created by colliding two counter-propagating plasma plumes from two laser-irradiated carbon disks. The disks are nominally 3.8 mm in diameter and 100 μm thick, oriented normal to one another and spaced 5 mm apart along the normal axis as shown in Fig. 1. The carbon disks are simultaneously irradiated by six 450 J, 351 nm lasers over a 1 ns square pulse within a 800 μm spot size, driving a shock through each disk. The plasma flows expand from the surfaces opposite the lasers, collide on-axis at the midplane between the disks, and then expand outward toward the wire, which is 6.45 mm away from the collision axis along the collision plane.

Figure 2 shows density, temperature, and velocity results from 2D hydrodynamic (no magnetic field) simulations of the laser-driven colliding plasma source in comparison to a single, directed plasma plume, and demonstrates the utility of this source. These simulations were performed using the FLASH code, a modular, open-source, Eulerian magnetohydrodynamics code which includes laser energy deposition, multigroup radiation diffusion, and tabulated equations of state (EOS) and opacities. These simulations have 20 μm resolution, and are cylindrically symmetric about the z axis in each system. The colliding flow is approximated by colliding a plasma plume against a reflecting boundary condition at $z = 0$. The laser parameters used in simulation mirror that of the experiment, as described above. It is immediately apparent that the two plasma flows exhibit very different properties. The expansion of the collision source reduces the density of the flow that interacts with the wire, and the longer effective path length to the wire reduces the density and velocity gradients when compared to a direct plasma plume. The reduced density makes shock formation possible and the flattened gradients extend the duration over which favorable conditions exist.

Figure 3 plots the general time evolution of plasma parameters in $\rho - \nu$ space for the two simulated hydrodynamic flows, measured 1.45 mm upstream from the wire. The plasma is considered to be magnetized when $B_{\parallel, \text{ram}} < 4$, and unmagnetized when $B_{\parallel, \text{ram}} > 4$, and the limits of magnetopause formation for both field configurations are displayed as the non-shaded regions. The choice of 4 comes from the assumption that the post-shock field at the magnetopause is compressed to $2 \times$ the nominal field value. In an ideal system with a perfectly conducting, uniform plasma inflow, the doubling of the field at the magnetopause arises analytically by placing an image current at twice the distance from the magnetopause, following early work in magnetospheric physics by Chapman and Ferraro. Of course, the
plasma of this experiment has finite conductivity and is highly dynamic, so the compression is expected to vary in time. For the colliding flow source, FLASH predicts a density of \( \rho = 10^{-6} \text{ g/cm}^3 \) and a velocity of \( v = 200 \text{ km/s} \) 50 ns after laser drive, which decreases to \( v = 150 \text{ km/s} \) during the following 10 ns. Under these conditions, the formation of a bow shock assuming 2× field compression is predicted to be possible between 50 and 70 ns in the high-field configuration, for up to 3 wire-crossing times, and between 50 and 60 ns in the low-field case, for only about 1 wire-crossing time. In contrast, the density of the plasma plume produced from a single...
disk, irradiated with the same laser intensity, is at least an order of magnitude greater than in the colliding flows by the time it reaches the same effective distance. The single plasma plume would therefore quickly outstrip the magnetic pressure less than 10 ns after first reaching the wire in either field configuration—not sufficient time for a magnetopause to develop. Note that these estimates are based on static assumptions, and the work done by the plasma to compress the field may reduce the velocity below these purely hydrodynamic predictions.

We probe the system using two primary diagnostics: spatially resolved, optical Thomson scattering spectrometry, and proton imaging. The spatially resolved Imaging Thomson Scattering diagnostic (ITS)\textsuperscript{17,29} measures the Thomson-scattered electron plasma wave (EPW) spectra from the 2\(\omega\) (526.5 nm wavelength) probe laser within a 100 \(\mu\text{m} \times 1.8\text{ mm}\) cylindrical probe volume. The TS probe beam is focused 1.45 mm upstream from the wire, where the bow shock was expected to form 60 ns after irradiating the carbon targets. The probe beam has a 43.7° angle of incidence with respect to the collision flow axis. Proton imaging uses the laser-driven implosion of a 400 \(\mu\text{m}\) D\textsuperscript{3}He capsule as the proton source, which produces quasi-monoenergetic protons at 3 MeV and 14.7 MeV with a \(\sim100\mu\text{m}\) source size.\textsuperscript{18,19} The capsule is positioned 1 mm upstream from the wire along the plasma flow axis and 1 cm from the experimental plane. The protons are captured by a roughly 10 cm square CR-39 detector\textsuperscript{18} placed 15 cm from the experimental plane on the opposite side of the wire from the source. With this geometry, the proton images have a magnification of 16 between the plane at the center of the wire and the image plane.

### III. THOMSON SCATTERING

Thomson scattering of laser light from a plasma is a well-known method of measuring plasma parameters, where, by fitting synthetic Thomson-scattered spectra to the measured spectra, we can infer the electron number density and temperature of the plasma.\textsuperscript{15,16,30,31} In a measurement 50 ns after the initial laser drive, using the high-field setup with a 100 ps, 20 J, 526 nm wavelength probe beam, there is a sharp shift of the peak wavelength of the Thomson-scattered electron plasma wave spectrum and a corresponding increase in background brightness 1.85 mm upstream from the wire, as shown in Fig. 4(a).

The off-axis incidence of the probe beam complicates the orientation of the spatial axis, so we orient our results based on distance from the wire with respect to the primary axis of the incoming plasma flow.

---

**FIG. 4.** (a) The Thomson-scattered electron plasma wave spectrum, measured in wavelength \(\lambda_s\), 50 ns after initial laser drive. (b) Inferred fits to electron number density and electron temperature from the spectra of figure (a). The position axis is calibrated relative to the axis from the collision plane to the wire. The inferred shock location is overlaid as a dashed line in figures (a) and (b). [(c) and (d)] Best fits to the spectrum at the shock location, demonstrating that plasma parameter fits are typically accurate to within ±15%, in \(n_e\) (c), and \(T_e\) (d). (e) Best fit to the self-emission spectrum region outlined in figure (a) using PrismSPECT and assuming a carbon plasma, the primary peak at 470 nm is from C\textsuperscript{IV}–C\textsuperscript{III} transitions, while the smaller peaks are C\textsuperscript{II}–C\textsuperscript{II} transitions.
Based on the dynamics of the nominal plasma flow from simulations, we expect that over the short TS probe the entire system is effectively static. If we consider the hydrodynamics of just the incoming flow moving at $150 \mu m/\text{ns}$, then over the $100 \text{ ps}$ probe duration, the features would travel at most $15 \mu m$, which is roughly $1\%$ of the probe window, or only a few pixels.

The best fits to $n_e$ and $T_e$ are plotted in Fig. 4(b), with errors of $\leq 15\%$ in the fits, as shown in Figs. 4(c) and 4(d) for the spectra taken at the location of maximum shift in the scattered wavelength. We infer an approximate doubling of the electron number density from approximately $12 \times 10^{16}$ cm$^{-3}$ in the incoming flow to $25 \times 10^{16}$ cm$^{-3}$ over a roughly $100 \mu m$ region between $1.9$ and $1.8 \text{ mm}$ from the wire along the detector line of sight. The number density then decreases sharply moving downstream from the spike and toward the wire, to less than $3 \times 10^{18}$ cm$^{-3}$ at positions closer than $1.6 \text{ mm}$ from the wire, where we can only resolve at most one peak outside of the $2\sigma$ filter. This rapid change in number density from the incoming flow is indicative of a shock, and the factor of 2 increase is an important indicator of the system parameters. The large $>100 \text{ eV}$ inferred temperature is likely a result of heating by the intense probe laser, which is expected to primarily occur over a few tens of ps. We use the PrisMPECT software \cite{prisment} to calculate synthetic self-emission lines of a hot carbon plasma, and compare the resulting spectra to the self-emission lines [labeled in Fig. 4(a)] that we observe alongside the Thomson-scattered spectrum, away from the scattering peaks. We infer a best fit temperature of $\sim 6 \text{ eV}$, shown in Fig. 4(e), which corresponds to the temperature of the plasma prior to probe heating and agrees with the temperature predicted by the hydrodynamic simulation of the colliding flows shown in Fig. 2(c).

We next consider what parameters would produce the observed compression ratio of 2. We assume that the shock is a product of steady flow to simplify analysis, but we can see from Fig. 4(a) that the density upstream of the shock changes in time. With an estimated $\sim 150 \text{ km/s}$ flow velocity, the upstream density is expected to be nearly uniform for approximately $1 \text{ ns}$ after the measurement of Fig. 4(a) before increasing, so our steady assumption should hold fairly well. The shock jump conditions for magnetized plasmas are significantly more complex than for their nonmagnetic counterparts, and depend on the angle $\theta$ between the magnetic field and the direction normal to the plane of the shock. However, the equations simplify when $\theta = 90^\circ$, so the magnetic field is perpendicular to the shock normal as is the case in this experiment. In this limit, the relevant signal speed is the fast magnetosonic speed defined in Eq. (4).

Reproducing Eqs. (5) and (6) of Hartigan, \cite{hartigan} the ratio of the post-shock density $\rho_2$ to the pre-shock density $\rho_1$ for a perpendicular shock in an ideal MHD system is given by

$$\frac{\rho_2}{\rho_1} = \frac{2(\gamma + 1)}{D + \sqrt{D^2 + 4(\gamma + 1)(2 - \gamma)M_A^2}}, \quad (5)$$

in which $D$ is the quantity

$$D = \gamma - 1 + \frac{2}{M_A^2} + \frac{\gamma}{M_A^2}. \quad (6)$$

$\gamma$ is the polytropic index of the plasma, $M$ is the Mach number, and $M_A$ is the Alfvénic Mach number. We use these equations to plot in Fig. 5 the density jump conditions for a perpendicular MHD shock as a function of the fast magnetosonic Mach number $M_{fms} = v / v_{Ams}$ of the incident flow. Curves are plotted for multiple values of $f = M_A / M_{fms}$—the ratio of Alfvén speeds to fast magnetosonic speed—at $\gamma = 5/3$, and for a fully MHD shock at $\gamma = 2$. Although the plot shows that the necessary $M_{fms}$ for a compression of 2 does not vary significantly—between 1.7 and 2—for changing $f$ or $\gamma$ it is important to consider what this ratio means for the underlying system parameters. Table I shows possible sets of system parameters which produce a compression of 2 across a perpendicular shock. Importantly, the velocities $v$ calculated for each set of parameters at the necessary $M_{fms}$ in Table I allow us to determine which system is most like the experiment.

First, we consider the conditions if the system were completely unmagnetized, i.e., $f = 0$ and the shock would be purely hydrodynamic—the Mach number which produces a doubling of the density in this case is $M = 1.73$. If we assume the shock is due to plasma...

| $\gamma$ | $f$ | $M_{fms}$ | T (eV) | $c_s$ (km/s) | $B_0$ (T) | $v_A$ (km/s) | $v$ (km/s) |
|--------|-----|-----------|-------|-------------|------|------------|--------|
| 5/3    | 0   | 1.73      | 350   | 167         | 0    | 289        |        |
| 5/3    | 0   | 1.73      | 6     | 15.5        | 0    | 31         |        |
| 5/3    | 0.43| 1.76      | 350   | 167         | 2.85 | 80         | 326    |
| 5/3    | $\approx 1$ | 1.87      | 6     | 15.5        | 2.85 | 80         | 152    |
| 2      | $\approx 1$ | 2         | 6     | 17          | 2.85 | 80         | 164    |
conditions after probe heating by the Thomson scattering laser, the corresponding flow velocity would be 289 km/s, which is much faster than we predict for the system at this time. If we instead use the inferred pre-probe temperature of 6 eV, the plasma velocity would be only 31 km/s, which is much slower than predicted. The parameters necessary for a hydrodynamic shock to provide the observed jump are thus well outside of what we expect for the system at 50 ns, either from simulations (Fig. 2) or intuition (distance traveled by the plasma divided by time).

Next, we include the magnetic field, assuming a pre-shock field amplitude of 2.85 T perpendicular to the flow, corresponding to a radius of 1.8 mm from the wire in the high-field case. The Alfvén velocity of 80 km/s is significant in comparison with the sound speed. Using the probe-heated plasma temperature, \( f = 0.43 \) and the plasma velocity would be 326 km/s, more than 100 km/s faster than we predict for this system. At 6 eV, however, \( f = 0.98 \approx 1 \), so the system can be considered completely magnetized, and the velocities of 152 and 164 km/s for \( \gamma = 5/3 \) and \( \gamma = 2 \), respectively, are well within the range predicted by FLASH between 50 and 60 ns.

Implicit in the above calculations is the assumption that the plasma source is interacting with a negligible background plasma or vacuum. There is, however, expected to be some minimal outflow produced from the surface of the current-carrying wire as it undergoes resistive heating from the high current. In order for any outflow to stop or significantly impede the incoming plasma, it would need to have a ram pressure approximately equal to that of the incoming flow. Gotchev et al., measured surface temperatures exceeding 5000 K for similar MIFEDS-driven wire conditions, and if we assume that the heated material expands outward at a thermal velocity of \( \sim2 \) km/s, this outflow would need to have a density in excess of \( 1 \text{mg/cm}^3 \)—at least 1000 times greater than that of the incoming flow—to be significant. At 50 ns the inferred electron number density from Thomson scattering is \( <1 \times 10^{18} \text{ cm}^{-3} \), which corresponds to a density of \( <6 \times 10^{-6} \text{ g/cm}^3 \) for three times ionized carbon. This provides an upper bound on the density of the outflow, which should therefore be negligible.

Thus, using the density measured by Thomson scattering and the simulated velocities for this system, a strongly magnetized plasma is necessary to achieve the relatively low shock compression ratio of 2 that we infer from the Thomson-scattered spectra, as a purely hydrodynamic shock would be expected to have a compression ratio of 4. Under these conditions, the shock appears to be a fast magnetosonic shock, similar to that exhibited by the Earth’s bow shock. Despite observing a shock, we cannot directly infer how fast the shock is moving in the frame of the flow, or whether it is steady. Additionally, ITS does not measure the field evolution, so we cannot directly determine whether the field is holding back the flow from these data alone. Fortunately, the proton images presented in Sec. IV complement the ITS data by probing the magnetic field topology of the system, allowing qualitative and some quantitative analysis of the field structure. We measured additional Thomson scattering spectra alongside the proton imaging shots, but because of significant changes in the probe beam for those shots—set to \( \sim30 \) J over a 1 ns pulse—and some measurement issues, we do not include them in this paper. The additional ITS measurements may be found in the supplementary material file.

**IV. PROTON IMAGING**

Proton imaging measures path-integrated electromagnetic fields based on the deflected positions of high-energy probe protons at the image plane. In the case of purely magnetic fields, the probe protons are deflected based on the Lorentz force \( (\mathbf{v} \times \mathbf{B}) \) by fields transverse to a proton’s trajectory. Images are formed based on the incident fluence of the 3 and 14.7 MeV protons captured on a 10 cm square CR-39 detector. Because of the high proton energy, deflections are primarily dependent on the magnetic field’s topology in relation to a probe proton’s initial trajectory. Proton imaging is therefore particularly useful for probing field gradients, but requires a thorough analysis of the system geometry to understand and predict image features.

**Figure 6** shows the 14.7 and 3 MeV proton images obtained from this campaign for both field configurations at 30, 60, 70, and 80 ns. There are many features in these images, so we will first describe the known components. First, the labeled “Wire shadow” feature is the shadow of the solid wire and the structure holding it, which strongly scatters the protons; a 3D representation of this structure has been overlaid on a few images to demonstrate its extent. The shadow is present to varying degrees in all images, and is characterized by a sharp cutoff in proton fluence without a corresponding increase outside of the shadow. Next, the “Wire field” feature is the (mostly) annular increase in proton fluence away from the wire. To understand this feature’s origin, consider the geometry of the magnetic field with respect to the primary probe axis. The protons probe antiparallel to the direction of the current in the wire, causing the protons to be deflected radially outward from the wire, as illustrated in Fig. 7. Were the direction of the current relative to the probe direction reversed, the protons would instead be radially focused to a point. The outward deflection of protons simplifies analysis by spreading field information out over a larger area on the image, where in the reverse configuration information is more easily lost by overlapping proton trajectories.

The magnetic field is inversely proportional to distance from the wire, so protons that pass closer to the wire undergo larger deflections. By assuming a diverging, point source of protons, the proton trajectories that interact with the field farther from the wire will experience smaller deflections and remain mostly ballistic. A region of increased proton fluence—a caustic, in this case—occurs on the image at the point where the highly deflected trajectories and the more ballistic trajectories of the protons cross, resulting in the wire field feature. The region closer in to the wire from this crossing point is devoid of protons, as they have been deflected farther out than the intensity maximum. For even modest field amplitudes, this combination of probe orientation and field topology will produce a caustic, making analysis of the features more complicated.

We can analytically calculate the extent of the caustic for our system by making a few geometric assumptions. The curvature of the wire is large relative to the extent of the incoming plasma profile, so we approximate the field around the wire in the experimental plane as that of an infinite, current carrying wire. Assuming a straight, 380 µm radius, 4 mm long wire centered 1 cm from the proton source and 16 cm from the image plane, the approximate radial distance of the proton fluence maximum is calculated as

\[
d_{4.7 \text{MeV}} \approx 1.63 \sqrt{B_0/10 \text{T cm}},
\]

\[
d_{3 \text{MeV}} \approx 2.42 \sqrt{B_0/10 \text{T cm}},
\]

for 14.7 and 3 MeV probe protons, respectively, where \( B_0 \) is the maximum field amplitude at the wire surface (see Appendix for details). To apply these equations to the distance relative to the object plane (1 cm...
from the proton source), divide Eqs. (7) and (8) by the 16 times magnification. Table II lists the radii of the wire field features inferred from the experimental proton images, which are consistent with the predictions of Eqs. (7) and (8)—the radii are roughly 50% larger for 3 MeV images than the 14.7 MeV images, and approximately 25% larger for 13.5 T maximum fields than for 9 T. In general, the analytic approximation underpredicts the high-field radii and overpredicts the low-field radii by \(<15\%\), with greater error for the low-energy proton images. This error likely comes from a combination of geometric assumptions about the wire and from assuming a constant velocity across the length of the wire, where discrete time effects would be more important for the lower-energy protons.

V. FIELD RECONSTRUCTION

The proton images of the wire field are inherently caustic, meaning that the deflections imparted by the magnetic fields cause some regions of neighboring protons to intersect one another before reaching the image plane, and result in regions of greatly increased proton fluence on the image. There are a number of techniques available for reconstructing magnetic field deflections from proton images, but
most are limited to images in the linear contrast regime, and none of those have been shown to deal with images containing strong caustics. However, because of the inherent symmetry of the magnetic fields in our system primarily deflecting protons radially outward from the wire, we can use the new method of field reconstruction for caustic proton images presented in Levesque and Beesley\(^{20}\) to estimate the path-integrated magnetic fields of our system. This reconstruction method takes as input two pseudo-1D proton intensity profiles of the same field system at two distinct proton energies (i.e., 3 and 14.7 MeV) and attempts to create a deflection function from which synthetic proton images fit both input images simultaneously. The method uses a differential evolution algorithm to iteratively update the perpendicular deflection field of a population of solution candidates to reduce the error between the synthetic images and the input images. Paraphrasing from Levesque and Beesley,\(^{20}\) the error of a solution candidate is calculated as

\[
E_e(v_y^{(t)}) = (w_1 e_1(v_y^{(t)}) + w_2 e_2(v_y^{(t)})) (1 + w_3 (v_y^{(t)})),
\]

where \(e_1\) and \(e_2\) are the primary heuristics, which essentially determine the difference in the reconstructed images at each energy level \(I_{1,\text{recon}}\) and \(I_{2,\text{recon}}\), with the input images \(I_1\) and \(I_2\); \(\delta\) is a small factor to prevent large error where the input proton fluence is zero. The heuristic \(e_3\) enforces smoothness of the deflection field \(\Delta z\) and its gradient, defined based on initial proton trajectories \(z_0\).

We note that the reconstruction method of Levesque and Beesley\(^{20}\) is limited to 1D reconstruction, though our experimental images are not azimuthally symmetric. Therefore, in order to apply this reconstruction method to our data we must assume that the proton deflections are only in the radial direction. We justify the assumption of purely radial deflection by noting that the nominal field from the current-carrying wire produces proton deflections almost exclusively in the radial direction, with smaller components due to the system geometry, as illustrated in Fig. 7. Under the above assumptions, we split the images into 40 radial slices covering \(\phi = 0\) to \(\pi\), setting \(r = 0\) at the inferred center of the wire in each image. The slices are then averaged to produce 1D lineouts which are used in the reconstruction, where each slice is solved for independently.

For our reconstruction, the heuristic weights are mostly taken from the experimental reconstruction presented in Levesque and Beesley,\(^{20}\) where for the high-field reconstructions \(w_1 = 1\), \(w_2 = 2\), and \(w_3 = 0.5\), and for the low-field reconstruction \(w_1 = 0.5\), because the high-field images are typically more informative. This set of weights prevents the reconstruction from being too stiff to field oscillations and prevents it from getting stuck in higher image-error local minima, which can happen when \(w_3\) is large for real images. We also limit the reconstruction to 31 nodes throughout, and add additional randomness to the candidates when the sum of the relative errors between the reconstruction and the input images, \(w_1 e_1 + w_2 e_2\), is \(\leq 0.15\), or when the number of iterations reaches \(1.5 \times 10^5\), to improve further convergence.

Figure 8 shows the results of the field reconstruction for three sets of proton images, displaying the stitched-together path-integrated field corresponding to the reconstructed radial deflections on the left, the reconstructed images in the center, and the input images on the right. Common to the three reconstructions of Fig. 8 is a sudden decrease in field strength moving outward from the wire, more easily observed in the lineouts of the path-integrated field displayed in Fig. 9. These decreases indicate that the magnetic field is being compressed by the incoming flow and forming a shock surface, with the unmagnetized incoming flow on one side and the magnetosphere of the wire on the other. The inferred shocks occur at \(\approx 1.7\) mm from the wire for the high-field cases, and at \(\approx 1.3\) mm for the low-field case, roughly corresponding to the \(\approx 3\) T surface for the nominal field strengths in
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**FIG. 7.** Illustration of proton deflection by the field around a current-carrying wire. The protons travel primarily antiparallel to the direction of current and are deflected radially outward from the wire. Protons that travel closer to the wire experience a stronger magnetic field and undergo larger deflections. A caustic forms at the image plane where proton trajectories cross, creating the wire field feature.

### TABLE II

| Field configuration | Proton energy (MeV) | Wire feature radius (cm) |
|---------------------|--------------------|-------------------------|
|                     | 60 ns              | 70 ns | 80 ns | Analytic |
| High-field (13.5 T) | 14.7               | 2.02 ± 0.06 | 2.00 ± 0.03 | 1.95 ± 0.03 | 1.89 |
| High-field (13.5 T) | 3                  | 3.02 ± 0.10 | 2.98 ± 0.03 | 2.86 ± 0.10 | 2.82 |
| Low-field (9 T)     | 14.7               | 1.42 ± 0.03 | 1.42 ± 0.03 | 1.50 ± 0.03 | 1.54 |
| Low-field (9 T)     | 3                  | 1.98 ± 0.06 | 2.06 ± 0.16 | 2.18 ± 0.06 | 2.29 |

The measured radii of the wire feature from the experimental proton images and the analytic expectation using Eqs. (7) and (8) for nominal magnetic field and proton energy parameters. The uncertainty in feature radius is determined by the width of the proton intensity maxima for each image.
In both cases, agreeing with inferences of the field from the ITS measurement of a shock at 50 ns. Given the large standoff distance of the shocks from the wire, and that the lateral extent of these shocks exceeds the size of the wire obstacle, we conclude that these are magnetized bow shocks. The 30 ns image at high field is the clearest of all images, as the density is expected to be less than $10^{-7} \text{ g/cm}^3$, and we see the best agreement between the reconstructed images and the input. Because the plasma at 30 ns is expected to be collisionless, the sharp increase in field 1.1 mm away from the wire, which is consistent across many reconstruction slices, suggests the presence of a magnetopause, if only a transient one. This magnetopause feature is not observed at later times, possibly because the increasing density and collisionality of the plasma diffuses this feature.
On the topic of density, we chose to only reconstruct the field at 30 and 60 ns because the quality of the images is much better for applying our reconstruction method than those at later times in which we observe increased density scattering, which the reconstruction method does not consider. Because the reconstruction only considers magnetic field deflections, the additional effects on the proton intensity caused by density scattering and any nonuniformity of the proton beam can only be interpreted by the reconstruction as needing additional radial deflections. The large increases in field observed toward the edges of the reconstructions which are labeled in Figs. 8 and 9 are unphysical, and arise where the reconstruction must move excess protons off of the image to account for those additional factors.

Fig. 9. Plots of the reconstructed path-integrated fields shown in Fig. 8, taken along the centerline of the incoming flow, where the reconstruction should be most accurate. All three reconstructed fields show a characteristic decrease in the path-integrated field strength, which occurs around 1.6 mm from the wire for the high-field cases, and around 1.3 mm for the low-field case, and we infer to be the shock boundary. The reconstructions at 60 ns suggest an increase in the field strength from the nominal wire field, with a pronounced spike at 30 ns that we believe to be a magnetopause. The nominal wire field lines assume a 4.5 mm segment of cylindrically symmetric magnetic field from a current-carrying wire. The large reconstructed fields at $r > 1.9$ mm are an unphysical consequence of the limitations of the reconstruction method.

Figures 10(a)–10(c) directly compare the reconstructed proton intensity profiles with the input data along the centerline of the incoming flow, where the compression should be largest, and the assumption of radial deflection should be most applicable. We see very good agreement between both the 3 and 14.7 MeV images for the two high-field cases, with the best fit at 30 ns. The reconstruction is not as accurate for the low-field images, possibly because the field cannot hold off the flow as strongly, causing increased density scattering of the protons closer to the wire. Corresponding to these lineouts, Figs. 10(d)–10(f) show the proton trajectories—the final image position $r_f$ as a function of undeflected proton position in the object plane $r_{O}$—for both energy levels. The flatness and degeneracy of $r_f$ provide a measure of how many protons reach the image around that point. The dashed lines show the location of peaks in the proton intensity of the input images, and by looking at their intersections with the trajectory plots it is clear that the sharp field decrease (a trough in most of the trajectories) causes the primary shock features in the images. Across the shock surface, the protons passing through the magnetized side are deflected further out, and those passing through the region of low field are more ballistic. These proton trajectories intersect at approximately the same location as the shock, causing the observed increase in proton intensity outside of the wire feature on the 14.7 MeV images, and causing the flat surface inside of the wire feature on the 3 MeV, high-field images, because the shock feature location is effectively inside or coinciding with the wire feature radius. The double shock feature observed for the high-field case at 60 ns is found to be caused by the slight increase in field at the inside edge of the shock, deflecting some protons farther out than the others that comprise the shock feature.

Using our reconstruction method, we have assumed that the proton deflections are only due to interaction with the magnetic field, but could an electric field across a shock interface contribute? First, note that proton deflections by electric fields are inversely proportional to proton energy, whereas deflections by a magnetic field are inversely proportional to the square root of the proton energy, so magnetic fields will be much more effective at deflecting the high-energy probe protons than electric fields, in general.\(^{47}\) Another factor working in our favor is that the overall amplitude of an electric field at this interface should be fairly small, especially when compared to the amplitude of the magnetic field. Additionally, the volume of the electric field should be very small since it only exists in the shock layer, so the amplitude of any electric field would have to be much greater than the magnetic field to have a significant influence. Hua et al.\(^{43}\) reported the presence of fairly strong electric fields ($> 300$ V) across a strong shock, at a density of 1.5 mg/cm\(^3\) and a temperature of 140 eV. Using the same analytic approximation of the electric field potential as Hua et al.\(^{43}\), $\Delta \phi \approx \ln (\rho / \rho_i) k_B T_i / e$, for the much lower density and temperature of our system we would expect a potential of $\approx 4$ V across the shock. Therefore, any electric field that is induced at the shock should only negligibly affect the proton trajectories when compared with the magnetic field.

Aside from what we have been able to reconstruct directly, there are other features on the proton images worth noting. For example, we can observe the evolution of the incoming flow from the bubble of decreased proton fluence upstream from the wire, caused by increased density scattering. The increased fluence at the edge of this feature implies the presence of intrinsic electromagnetic fields in the plasma. This feature expands laterally in time, and at late times the 3 MeV images become partially obscured by the increased density and lateral extent of plasma flowing around the wire. We can also see that the shock likely extends farther around the wire than indicated by just the leading shock feature, particularly apparent for the images at 70 ns. Additionally there are some subtler, continuous lines of increased proton fluence in the bottom-right corner of the high-field 3 MeV image at 60 ns. The angle of these lines changes by approximately 20° across a surface separating a region of lower proton flux toward the wire. If these lines correspond to traveling magnetosonic waves, the rotation...
would indicate magnetic compression across an oblique MHD shock which extends beyond the physical wire obstacle. Additionally, as the bow shock wraps around the object in time, our assumption of primarily radial proton deflections for our reconstruction technique becomes less applicable.

Our reconstructions are able to find large-scale patterns that cause the shock features on the proton images, but the limitations of reconstructing the field from 1D proton intensity slices with purely radial outward deflections cause the reconstruction to miss many of the smaller-scale features. In reality, we expect that there are additional components of the field that drive the smaller features, like the decreased proton fluence within the bubble of the incoming flow, and also the smaller bubbles near the edges of the images as in the low-field, 60 ns images. Indeed, if the field was causing purely radial outward deflections, then the field would be expected to have azimuthal symmetry throughout, which is not the case in our reconstructions. However, adapting the DE reconstruction to two dimensions incurs significant additional complexity and much-increased computational cost, and will require substantial effort to mature. Therefore, the reconstructed fields we present should be considered as semi-quantitative, providing estimates of the compression of the field under the assumption that at any slice the deflection is primarily radial, due to the nominal strength of the field around the wire.

VI. MHD SIMULATIONS

We also performed 2D MHD simulations of the system at both nominal field amplitudes using the FLASH code. The simulation system is defined in a 2D cylindrical geometry with the \( z \) axis defined at the center of the carbon targets as in the colliding target simulations of Sec. II. Figures 11 and 12 show the density and magnetic field results of these simulations at 0, 30, and 60 ns. After the initial 1 ns laser drive, the target plasma expands along the axis of laser incidence as expected, and also laterally, generating a shock in the ambient medium which quickly propagates outward. By 30 ns, the main plasma plume has already reached the collision plane, and is being redirected radially outward in the same way as in Fig. 2. This outflow sweeps up the magnetic field and acts against an increasing magnetic pressure as it
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**FIG. 10.** (a)–(c) Lineouts comparing the reconstructed proton intensity to the input intensity from the data shown in Fig. 8, along the centerline of the incoming flow. (d)–(f) Plots of the final image positions of protons as a function of their initial, undeflected positions in the object plane. The solid gray lines show the limiting ballistic trajectory. The dashed lines correspond to the location of proton intensity peaks in the input data, from which it can be seen how proton deflection features correspond to these image features.
travels, forming a shock and a region closer to the wire in which magnetic pressure dominates and redirects the incoming flow.

At 60 ns, we see that the boundary between the incoming flow and the inner, magnetized region occurs \( \approx 1.9 \) and \( \approx 1.4 \) mm from the center of the wire for the high-field and low-field cases, and the peak density occurs \( \approx 200 \mu m \) upstream. These boundaries are farther from the wire than the features we see in the reconstructed fields of Fig. 8, although it is important to note that we are comparing a slice of the field with the path-integrated values. Inside of the magnetized region close to the wire, the plasma is effectively evacuated, dropping to the minimum simulation density. The density of the region immediately upstream of the separation reaches \( \approx 10^{-5} \) g/cc corresponding to \( n_e \approx 3 \times 10^{18} \) cm\(^{-3} \), which is notably lower than the upstream density inferred from the 50 ns ITS measurement of Fig. 4. These issues with density may be a result of the cylindrical geometry not allowing the flow to properly pass the wire, and resulting in a greater influence of the magnetic field.

Note that we do not observe agreement between the magnetic fields from FLASH and the reconstructed field at 30 ns. In the simulations, the shock is instead first set up by a shock in the background material originating from the laser spot, which quickly expands outward toward the wire. This shock is likely the result of the high ambient density in the simulation relative to the experiment, and may not be physical. After this shock reaches the wire, it is reflected back.
toward the axis of flow, and acts as the seed for the sustained discontinuity at later times $\geq 30$ ns. When a boundary is imposed on the back side of the target to block this shock in the ambient medium as was done for the hydrodynamic simulations in Fig. 2, the colliding flows remain much more collimated, and do not seem to set up a shock as the flow approaches the wire, instead plowing through the increased field despite reaching approximately the same conditions as when there is no boundary. In reality, at early times the shock may be initially set up by the faster, more diffuse, collisionless plasma streaming ahead of the primary flow, which cannot be captured by a hydrodynamic code. A hybrid fluid-kinetic code may be needed to more accurately model this system throughout its evolution. For any future experiments, efforts should be made to keep the system collisionless for longer, enabling more direct simulations using fully kinetic codes.

The imposed cylindrical geometry of these simulations likely causes some of the observed discrepancies between the simulations and the data. In the real system, the wire only has a limited extent, and is curved away from the carbon targets, rather than around them as the cylindrical simulation geometry implies. However, for 2D simulations the cylindrical geometry is necessary to properly capture the dynamics of the expanding plasma flows—a 2D Cartesian geometry results in much greater plasma density. Additionally, the magnetic field from the wire is initialized corresponding to the 2D Cartesian field around an infinite current-carrying wire. The mismatch of field geometry may cause a stronger effective field to act on the plasma, and may reduce the compression. The cylindrical geometry is likely the optimal 2D implementation of this system, but we expect that any 2D simulation cannot properly capture the dynamics of the plasma flowing around the obstacle in the real system. Although moving to 3D simulations may alleviate some issues, they are very resource-intensive because of the large system volume. Another caveat of translating the experiment to MHD simulations is that FLASH does not include any interactive boundaries. In reality, at early times the shock may be initialized corresponding to the 2D Cartesian field around an infinite current-carrying wire, the field mismatch of field geometry may cause a stronger effective field to act on the plasma, and may reduce the compression. The cylindrical geometry is likely the optimal 2D implementation of this system, but we expect that any 2D simulation cannot properly capture the dynamics of the plasma flowing around the obstacle in the real system. Although moving to 3D simulations may alleviate some issues, they are very resource-intensive because of the large system volume. Another caveat of translating the experiment to MHD simulations is that FLASH does not include any means of driving or calculating the current flowing through the wire, so, to make up for diffusion of the field out of the wire, the field inside the wire is replenished to the initial state at each time step, and this inhibits field buildup on or in the wire as the flow compresses the field.

**VII. DISCUSSION**

We have observed signatures of a shock at a significant standoff distance from our magnetized wire in both our high-field Thomson scattering measurement at 50 ns, and multiple proton images at both high-field and low-field between 30 and 80 ns. Using these measurements, we can now further inspect some of the properties of our system and compare them to the Earth’s magnetosphere. Table III provides some average parameters of the solar wind interaction with the Earth’s magnetosphere and from our experiment. Looking first at $P_{\text{ram}}$, it is apparent that the orders of magnitude difference between the ram pressure are balanced by the corresponding change in magnitude of the field strength as designed. The experimental Alfvén speed exceeds the sound speed unlike in the solar wind, but the flow still exceeds the fast magnetosonic speed, which indicates that a shock should form.

We now address the other constraints listed Sec. I. The colliding plasma flow source was able to exist in a shock-favorable regime for at least 20 ns in the high-field case, allowing for a few wire-crossings in that time, satisfying (i). We observe the resulting transient magnetopause in the proton images. Turning to magnetic diffusion, using the measured $\sim 6$ eV temperature and a velocity of 150 km/s predicted by the FLASH simulations over a characteristic 1 mm, we estimate a magnetic Reynolds number $R_m = 4$, which satisfies constraint (ii). Although $R_m > 1$ and advection dominates over longer length and time scales, diffusion is expected to dominate at length scales $< 250 \mu m$, which agrees roughly with the thickness of the sheath region in our MHD simulations. The system is highly dynamic, however, so the magnetic Reynolds number may not fully capture the effects of changing gradients in the field. We clearly see in the proton images that the field is advected as the plasma flows around the wire, but diffusion may set the lower bound on shock thickness and act to reduce the maximum compression of the field.

As mentioned previously, from around 50 ns onward, the plasma interaction in the experiment is expected to be highly collisional, so the primary scale of shock formation is the collisional mean free path. At the predicted $5 \times 10^{-6}$ g/cm$^3$ density, 150 km/s velocity, and 6 eV temperature, the electron mean free path is only $\sim 25$ nm and the ion mean free path $\sim 200$ nm, much smaller than either the gyroradius or the obstacle scale, which satisfies the final constraint (iii). However, the measured density from ITS is approximately an order of magnitude greater than the hydrodynamic simulations. The most likely explanation for this discrepancy is that the additional magnetic field could slow the flow and cause the density to increase just ahead of the shock, but even at this density the resulting mean free paths are still $< 1 \mu m$, so shock formation is still expected. We have thus met the requirements for magnetized shock formation in this system. However, these results in the collisional regime cannot be directly related to a collisionless system like the Earth’s bow shock. In a collisionless system, the magnetopause should remain very distinct and display significant compression of the field, like we infer exists in our experiment at 30 ns.

**VIII. CONCLUSIONS**

We performed a series of experiments at the OMEGA laser facility, which successfully generated standing bow shocks from the interaction of a flowing plasma with strong magnetic pressure. The expanding plasma flow created by the collision of two laser-irradiated plasma plumes attained the plasma parameters necessary to produce a...
bow shock in the interaction with the magnetic field surrounding a current-carrying wire. We infer the presence of an MHD shock at a significant standoff distance from the magnetized wire, measured with both Thomson scattering spectrometry and proton imaging diagnostics. Using the spatially resolved Imaging Thomson Scattering diagnostic, we measured a sharp doubling of the electron number density in a shock at a standoff distance of roughly 1.8 mm from the wire, 50 ns after initializing the plasma flow. This same diagnostic also measured optical emission spectra of the plasma, unperturbed by the Thomson scattering probe laser, which are fit well by a 6 eV carbon plasma, in agreement with the temperature predicted in the FLASH simulations. Based on the density jump in the shock, the plasma temperature, and the nominal magnetic field strength, we determine that this shock must be a significantly magnetized, fast magnetosonic shock.

Proton images of the system show features corresponding to the shadow of the wire structure, the nominal magnetic field profile, and the compressed magnetic field of the shock. Owing to the quasi-two-dimensional system geometry, we analytically estimated the size of the proton image feature caused by the nominal magnetic field around the wire and compared these estimates to the data. Sharp proton intensity features upstream of the field feature correspond to compression of the magnetic field by the inflowing plasma, which we confirmed by reconstructions of the path-integrated magnetic fields, and indicate the formation of a bow shock. Based on proton images, the shocks appear to be short lived, likely due to the rapidly increasing density of the incoming plasma. The clarity of the large-scale features on the proton images is notable, and demonstrates that this diagnostic is an excellent way to image shocks in a magnetized plasma, and there are some interesting features that would benefit from further investigation.

To improve the quality of magnetic field reconstructions from proton images in future experiments, steps should be taken to reduce the curvature of the applied field and make the system as two-dimensional as possible. With further tuning of the experimental setup, by reducing the density or velocity of the plasma flow to remain in the collisionless regime for longer, and possibly increasing the temperature to decrease the magnetic diffusivity, these experiments could be a significant tool for studying physics relevant to the formation and evolution of planetary bow shocks.

**SUPPLEMENTARY MATERIAL**

See the supplementary material for additional ITS measurements referred to in Sec. III.
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