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Abstract. Deep learning-based image denoising approaches have been extensively studied in recent years, prevailing in many public benchmark datasets. However, the state-of-the-art networks are computationally too expensive to be directly applied on mobile devices. In this work, we propose a light-weight, efficient neural network-based raw image denoiser that runs smoothly on mainstream mobile devices, and produces high quality denoising results. Our key insights are twofold: (1) by measuring and estimating sensor noise level, a smaller network trained on synthetic sensor-specific data can out-perform larger ones trained on general data; (2) the large noise level variation under different ISO settings can be removed by a novel k-Sigma Transform, allowing a small network to efficiently handle a wide range of noise levels. We conduct extensive experiments to demonstrate the efficiency and accuracy of our approach. Our proposed mobile-friendly denoising model runs at ~70 milliseconds per megapixel on Qualcomm Snapdragon 855 chipset, and it is the basis of the night shot feature of several flagship smartphones released in 2019.

1 Introduction

Smartphones have become the go-to devices for consumer photography in recent years. Compared with DSLR cameras, images captured with mobile devices are more easily contaminated with higher level of noise due to the use of relatively low-cost sensors and lenses, especially in low-light scenarios.

Despite decades of development in image denoising technologies, it remains challenging to restore high quality images from extremely noisy ones on mobile devices. Recently, deep neural network (DNN) based denoising methods have achieved tremendous success and outperformed most traditional methods. It is however not practical to directly deploy these heavy-weight DNNs on mobile devices due to the limited computational resources available on them.

In this work, we propose a simple yet efficient approach for deep raw image denoising. It can run efficiently on off-the-shelf smartphones with high quality
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noise reduction. Our key observation is that the noise characteristics for a specific sensor model are consistent and can be measured with sufficient accuracy. By capturing and modeling sensor noise, we can generate synthetic datasets with clean and noisy image pairs, and train a light-weight neural network on them. The trained model remains highly effective on real images captured by the same sensor (i.e. the same smartphone model). Furthermore, based on the parametric sensor noise model, we derive a unique linear transform in luminance space, dubbed as k-Sigma Transform, that maps noisy images captured under different ISO settings into an ISO-invariant signal-noise space, allowing a single network to handle different noise levels in different scenes. We show that this approach is not only theoretically elegant, but in practice is more efficient than training a separate model for each ISO setting, or having one large model trained on images with different noise levels.

To summarize, the main contributions of this work are as follows:

- A systematic approach to estimate sensor noise and train a sensor-specific denoising neural network using properly constructed synthetic data.
- A novel k-Sigma Transform to map noisy images under different ISO settings into a ISO-invariant signal-noise space. Instead of training separate models per ISO or a larger model to cover the variations, the proposed transform allows a single small network trained in this space to handle images with different noise levels.
- A mobile-friendly network architecture for efficient image denoising. We provide in-depth analysis and comparison with different network architectures and denoising methods, demonstrating that our method has compatible performance with state-of-the-art approaches with significantly less computational resources.
To the best of our knowledge, our solution is the first practical deep-learning-based image denoising approach that has satisfactory efficiency and accuracy on mobile devices. In Fig. 1 we show examplar images captured by an off-the-shelf smartphone that use our approach in low-light photography. Compared with the default ISP image denoising technique, our results contain much more fine details of the scene.

2 Related work

Image denoising is a fundamental task in image processing and computer vision. Classical methods often rely on using sparse image priors, such as non-local means (NLM) [6], sparse coding [13, 28, 2], 3D transform-domain filtering (BM3D) [12], and others [18, 32]. Among them BM3D is usually deemed as the leading method considering its accuracy and robustness. Most of these methods are designed for general noise and do not take advantage of known sensor noise characteristics. Their algorithmic complexity is usually high, making full-fledged implementation difficult on smartphones.

With the recent development of convolutional neural networks (CNNs), training end-to-end denoising CNNs has gained considerable attention. Earlier work that uses multi-layer perceptron (MLP) [7] has achieved comparable results with BM3D. Further improvements have been achieved with the introduction of more advanced network architectures, resulting in a large number of CNN-based denoising methods [36, 10, 21, 38, 30, 37, 41, 23]. These works are primarily focused on novel network structures for improving the accuracy, without paying much attention to their adaptability to mobile devices.

Our work focuses on denoising raw image, i.e., images read out from the sensor in the raw Bayer format before demosaicing and other ISP-processing. On the recently proposed public raw image denoising benchmark datasets [1, 8, 3], CNN-based methods [8, 20, 17] have achieved the best results. It is however a very tedious work to construct such high quality real datasets with clean and noisy image pairs. Thus, the problem of synthesizing realistic image noise for training has also been extensively studied, including Gaussian-Poisson noise [16, 27], Gaussian Mixture Model (GMM) [44], in-camera process simulation [25, 34], GAN-generated noises [9] and so on. It has been shown that networks properly trained from the synthetic data can generalize well to real data [42, 5].

The existing best practice for raw image denoising on mobile devices is to capture and merge multiple frames [19, 24, 31]. These methods generally require accurate and fast image alignment, which is hard to achieve when moving objects present in the scene. Furthermore, when noise level is high, averaging multiple frames can reduce, but not completely remove the noise, leading to unsatisfactory results. To the best of our knowledge, our proposed method is the first single frame, deep learning-based raw image denoiser specifically designed for mobile devices.
3 Method

In this section, we first revisit the general ISO-dependent noise model of camera sensor, and then describe how to estimate noise parameters given a new sensor. We further show how to synthesize ISO-independent training data using the proposed k-Sigma Transform, and use it to train a small neural network that can handle a wide range of noise levels.

Fig. 2: Photon transfer pipeline: multiple noise sources like shot noise, read-out noise and thermal noise are involved along the camera pipeline. Check [14] for more details.

3.1 The Noise Model

A camera sensor converts the photons hitting the pixel area during the exposure time into a digitized luminance map. As shown in the photon transfer pipeline shown in Fig. 2, this process contains multiple stages, where each stage introduces specific noise. Let us first consider an ideal system with no noise. Under the linear camera model, at each pixel, the sensor conversion is a linear amplification as:

\[ x^* = g \alpha u^* \]  \hspace{1cm} (1)

where \( u^* \) is the expected number of photons hitting the pixel area, \( \alpha \) is the quantum efficiency factor and \( g \) is the analog gain. Now considering the system noise in each step of the pipeline in Fig. 2 we have:

\[ x = g(\alpha u + n_d) + n_r \]  \hspace{1cm} (2)

where \( u \) denotes the actual collected amount of photons, and \( n_d \sim \mathcal{N}(0, \sigma^2_d) \) and \( n_r \sim \mathcal{N}(0, \sigma^2_r) \) are Gaussian noise before and after applying the analog gain. Furthermore, it is demonstrated in [14] that \( u \) obeys a Poisson distribution of \( u^* \), given by

\[ u \sim \mathcal{P}(u^*). \]  \hspace{1cm} (3)
Fig. 3: Noise parameter estimation with a burst series of raw images of a static grayscale chart.

Combining Eqn. (1) to Eqn. (3), we have:

$$x \sim (g\alpha)\mathcal{P}\left(\frac{x^*}{g\alpha}\right) + \mathcal{N}(0, g^2\sigma_d^2 + \sigma_r^2).$$  \hspace{1cm} (4)

This is consistent with the Poisson-Gaussian noise model that has been extensively studied in previous work [16,27]. This formulation can be further simplified by replacing $k = g\alpha$ and $\sigma^2 = g^2\sigma_d^2 + \sigma_r^2$:

$$x \sim k\mathcal{P}\left(\frac{x^*}{k}\right) + \mathcal{N}(0, \sigma^2).$$  \hspace{1cm} (5)

Note that both $k$ and $\sigma^2$ are related to $g$, which is determined by the ISO setting of the camera.

3.2 Parameter Estimation

To sample the distribution described in Eqn. (5), we need an accurate estimation of $k$ and $\sigma$ under a specified ISO setting of a specific sensor. Luckily, as we check the mean and variance over $x$, shown in Eqn. (6), we can turn it into the following linear regression problem:

$$\begin{align*}
E(x) &= x^*, \\
\text{Var}(x) &= kx^* + \sigma^2.
\end{align*}$$  \hspace{1cm} (6)

Similar to [15], we capture a series of raw images of a static grayscale chart in burst mode, depicted in Fig. 3a, and compute $E(x)$ from the series of luminance values at the same pixel location. Next, as shown in Fig. 3b, we bracket all pixels that have the same estimated luminance, and compute $\text{Var}(x)$ from them. A linear regression is then applied to find the optimal estimation of $k$ and $\sigma^2$, illustrated in Fig. 3c.
3.3 The k-Sigma Transform

In real applications the camera will automatically adjust the ISO settings according to the scene illumination, thus one has to consider different noise levels when training the denoising neural network. A straightforward solution is to train a single network to cover a wide range of ISO settings, but it puts extra burden on the network itself as the noise variation in the training data becomes quite large. Inspired by variance stabilizing transformations \cite{4,29}, here we propose a k-Sigma Transform to avoid this problem.

Specifically, we define a linear transform

\[ f(x) = \frac{x}{\kappa} + \frac{\sigma^2}{k^2}. \]  

(7)

According to our noise model of Eqn. (5),

\[ f(x) \sim \mathcal{P}(\frac{x^*}{\kappa}) + \mathcal{N}(\frac{\sigma^2}{k^2}, \frac{\sigma^2}{k^2}). \]

(8)

To analyze this distribution, a usual simplification is to treat the Poisson distribution \( \mathcal{P}(\lambda) \) as a Gaussian distribution of \( \mathcal{N}(\lambda, \lambda) \) \cite{16}. Therefore:

\[ P\left(\frac{x^*}{\kappa}\right) + \mathcal{N}\left(\frac{\sigma^2}{k^2}, \frac{\sigma^2}{k^2}\right) \approx \mathcal{N}\left(\frac{x^*}{\kappa}, \frac{x^*}{\kappa}\right) + \mathcal{N}\left(\frac{\sigma^2}{k^2}, \frac{\sigma^2}{k^2}\right) \]

\[ = \mathcal{N}\left(\frac{x^*}{\kappa} + \frac{\sigma^2}{k^2}, \frac{x^*}{\kappa} + \frac{\sigma^2}{k^2}\right) \]

\[ = \mathcal{N}[f(x^*), f(x^*)]. \]

(9)

Combining Eqn. (8) and Eqn. (9), the approximate distribution of \( f(x) \) is:

\[ f(x) \sim \mathcal{N}[f(x^*), f(x^*)]. \]

(10)

Eqn. (10) indicates that the distribution of \( f(x) \) only depends on \( f(x^*) \). As shown in Fig. 4, we can train a single network that takes \( f(x) \) as input and outputs \( f(\hat{x}^*) \) as an estimation of \( f(x^*) \). The estimated true image value \( x^* \) can then be computed by applying the inverted k-Sigma Transform \( f^{-1}(\cdot) \) to \( f(\hat{x}^*) \). In other words, we apply ISO-dependent transforms to the input and output of the neural network, so that the network can be trained using normalized data without considering the ISO setting.

4 Learning to Denoise

4.1 Mobile-friendly Network Architecture

We further introduce a mobile-friendly convolutional neural network for image denoising, as shown in Fig. 5. We use a U-Net-like \cite{33} architecture with 4 encoder and 4 decoder stages with skip connections, illustrated in Fig. 5a.
Fig. 4: The pipeline of running ISO-independent denoising network with k-Sigma Transform.

![Pipeline Diagram](image)

(a) The U-Net-like overall structure of the denoising network.

(b) Detailed structure of network blocks.

Fig. 5: The architecture of the proposed denoising network.

Fig. 5b depicts the detailed structures of the network blocks. Specifically, in order to run on mobile devices, we use separable-conv in all encoder and decoder stages to reduce the computation cost, and normal dense convolution layers are only used in the input and output stage. In encoders, we use 5×5 kernel size to increase receptive field and decrease network depth, and downsample feature maps with stride-2 convolutions. In decoder, we only use 3×3-speconv and upsample feature maps with 2×2 deconvolutions. The inputs of each encoder stages are combined into its corresponding decoder stage by element-wise adding, a 3×3-speconv is adopted in the skip connect to match the channel shape. Finally, the last convolution layer outputs a residual added to the input image as the denoising result.
4.2 Training Dataset

To train our denoising network, we need pairs of noisy and clean RAW images. In this paper, we use a subset of See-in-the-Dark (SID) dataset proposed in [8] as the ground truth clean images. The SID dataset contains RAW images captured from a Sony α7s II and a Fujifilm X-T2 camera, we choose the 10s and 30s long-exposure subset captured by the Sony α7s II camera, and manually take out those with visible noise, leaving 214 high quality RAW images.

According to our noise model described in Section 3, if clean RAW images were available, we can synthesize noisy images by sampling from a Poisson-Gaussian distribution with estimated noise parameters measured from the target sensor.

4.3 Settings and Details

To generate training samples, we randomly crop 1024×1024-sized bayer patches from the original dataset. We adopt the bayer-aug method described in [26] with random horizontal and vertical flipping and ensure the input bayer pattern is in R-G-G-B order. We then pack the bayer image to 512×512×4-shaped RGGB tensor. We also randomly adjust the brightness and contrast of the cropped images for data augmentation. Noisy images are then synthesized according to the noise model, with noise parameters of randomly selected ISO value. Finally, we apply k-Sigma Transform to both the noisy and clean images so that the denosing network is trained in the ISO-independent space.

We use $\ell_1$ distance between the noisy and clean images as the loss function, and train the network using Adam [22] optimizer. We adopt the triangular cyclical learning rate scheduling [35] with the maximum learning rate of 1e-3, cycle step of 50×214 iterations, and the base learning rate linearly decays to 1e-5 after 4000×214 iterations. The batch size is set to 1, and the training converges at 8000×214 iterations.

5 Experiments

In this section, we evaluate our denoising method with a real world dataset collected with an OPPO Reno-10x smartphone. This smartphone has three rear cameras, and we use the most commonly used main camera for our test. The sensor of this camera is Sony IMX586 sized at 1/2″ with 48 megapixels, and the pixel size is 0.8 µm. This sensor is widely used in many smartphones of 2019, including OPPO Reno series, Xiaomi 9, etc.

5.1 Noise Parameters Estimation

We first measure and estimate the noise parameters with the method described in Section 3.2. We write a simple app to collect RAW images with Android Camera-2 API, which allows us manually control the camera’s ISO and exposure time.
To keep a stable light condition, we use an Xrite SpectraLight QC light booth in a dark room. At each ISO and exposure time setting, we adjust the luminance of the light source to avoid over or under exposure, and the final values of the captured image are kept in an appropriate range.

At each ISO setting, 64 RAW images are captured in burst mode, and the mean image is considered as the clean image. With the method described in Section 3.2, we can estimate the noise params $k$ and $\sigma^2$ at each specified ISO setting. Fig. 6a plots the value-variance curve of the test phone under ISO 4800, where the scattered dots represent the measured variances corresponding to each raw value on the mean image, and the blue line plots the linear regression result of Eqn. (6). From the figure we can see that our theoretical noise model can well fit the measurement results. The slope of the fitted line is the estimated noise parameter $\hat{k}$ and the y-intercept value is the estimated noise parameter $\hat{\sigma}^2$.

The adjustable range of IMX586 sensor analog gain is $[1.0, 64.0]$, corresponding to the ISO value of OPPO Reno-10x camera as $[100, 6400]$. According to our noise model Eqn. (4), the params $k$ and $\sigma^2$ are linearly, and quadratically correlated to the ISO value, respectively. We measure and estimate the noise params at each ISO setting, and plot the ISO-$k$ and ISO-$\sigma^2$ curve in Fig. 6. The scattered dots represent the estimated noise params under each ISO setting, and the blue lines in Fig. 6b and Fig. 6c respectively represent the linearly and quadratically fitted curves, which demonstrate that our theoretical model matches the measurements well.

With the ISO-$k$ and ISO-$\sigma^2$ curves well fitted, the noise params under any ISO setting can be easily calculated, and thus satisfying the requirements of both synthesizing training data and applying the $k$-Sigma transform.

### 5.2 Test Dataset and Metrics

Since our proposed denoising network needs to be trained for specific sensors, we cannot directly use public benchmarks such as SIDD due to the mismatch-
ing of sensors. Therefore, we build a testing dataset to evaluate our denoising method.

We use an Xrite SpectraLight QC light booth in a dark room to build a stable light condition. For each capturing process, 64 RAW images are captured and the mean image can be used as the estimated ground truth. As shown in Fig. 7, we capture 4 static scenes as the content of testing images, and 2 luminance conditions are set for each scene. When capturing one scene, the camera position and scene contents are kept fixed. We set 5 exposure combinations at each scene and luminance, which are ISO-800@160ms, ISO-1600@80ms, ISO-3200@40ms, ISO-4800@30ms and ISO-6400@20ms, respectively. These settings share an identical value of the product of ISO and exposure time, so that the captured images have similar brightness but different noise levels.

![Fig. 7: The 4 scenes from the test dataset: the blue boxes represent the regions of interest where image quality metrics are calculated.](image)

We use peak signal-noise-ratio (PSNR) and structural similarity (SSIM) to measure the performance of denoising methods. The PSNR and SSIM between the denoising results and the clean images are measured in sRGB domain with a simple post processing pipeline, including (1) white balance correction, (2) demosaicking, (3) color correction, and (4) gamma correction. The parameters for white balance correction and color correction are obtained from the metadata of the RAW image. The demosaicking algorithm is pixel-grouping (PPG) and the gamma value is 2.2.

### 5.3 Results

We first show the comparison between our method and the previous state-of-the-art raw image denoising method proposed in [26], which is trained and tested using the SIDD dataset. An extra-large UNet-like network which costs 1T multiply-and-cumulate operations (MACs) per megapixel is proposed in [26] and achieved the state-of-the-art performance in NTIRE 2019 denoising challenge. In addition to the UNet-1T architecture, we modify the network by reducing the channel width and layer depth to fit various computation complexities. We train these models with two different data sources: SIDD dataset and the training data generated by our method.

As shown in Fig. 8 because of our accurate noise modeling, the models trained with our synthetic data outperform those trained with the SIDD dataset.
by a large margin. Moreover, our mobile-friendly network trained on our synthetic data achieves comparable performance with the UNet-36G with only 10% of its computational complexity (3.6G vs 36.3G). More visual comparisons are provided in Fig. 9.

We further test the actual running time of different models on mobile devices, listed in Table 1. Our mobile-friendly model can process a $1024 \times 1024$ Bayer input with 70.70 ms (aka $\sim$850 ms for a 12MP full-sized image) on a Qualcomm Snapdragon 855 GPU, while other models with comparable performance require significantly longer time, 292 ms for 21G network and 383 ms for 36G network (aka 4.45 s for 12MP), making them impractical to be deployed on mobile devices.

### 5.4 Ablation Studies

**Data synthesis method** To verify the effectiveness of our data synthesis method, we train our denoising network with four different training datasets, including

- testset overfitting: directly use the inputs and ground truth from the testset as the training data;
- testset with synthetic: use the ground truth of the testset and add synthetic noise as the input;
- testset with noise scaling: use our noise synthesis method but scale the noise parameters to purposely mismatch with the target sensor;

---

**Table 1: Running time of denoising 1 MP on Qualcomm Snapdragon 855 GPU**

| Method   | Ours | UNet-5G | UNet-21G | UNet-36G |
|----------|------|---------|----------|----------|
| ms/MP    | 70.70| 79.19   | 292.0    | 383.9    |

---

Fig. 8: PSNRs at different computation costs of our method, our method using Liu’s model [26], and Liu’s method. Note that the MACs are in the log space.
Fig. 9: More visual results on our real dataset. From left to right: input image; ground truth; result based on method in [26]; our result. Compared with [26] which generates blurred areas, our method can efficiently reduce the noise as well maintain underlying details. Moreover, our method utilizes a significantly smaller network (3.6G vs 1T).

– SID: synthesize the training set with SID dataset described in Section 4.2

The test results are listed in Table 2. Not surprisingly, the overfitting experiment obtains the highest PSNR of 40.06 dB and SSIM of 0.9335, which sets an upper-bound for this comparison. The testset with our synthetic noise achieves the second best result of 39.97 dB PSNR. When using inaccurate noise parameters by scaling $k$ and $\sigma^2$ by 0.5 or 2.0, the network results in the lowest PSNRs in this experiment. Our method of using the SID dataset achieves 39.76 dB PSNR.

This experiment shows that our noise model and synthetic noise can well match the characteristics of the real input noise, and the testing results can be close to the upper bound performance. Inaccurate noise parameters, even in the overfitting experiment, lead to noticeable performance degradation.

Robustness to ISO We compare several strategies of denoising images of different ISO settings to verify the effectiveness of the k-Sigma Transform. We compare two ways of handling multiple ISO settings: (1) iso-augmentation: randomly choose ISO settings when synthesizing training samples and directly feed them into the denosing network; and (2) concat-variance: the method proposed in [5], where the estimated noise variance are concatenated to the input as 4
Table 2: Comparison of training datasets and noise parameters

| Dataset                  | PSNR (dB) | SSIM  |
|--------------------------|-----------|-------|
| testset overfitting      | 40.06     | 0.9335|
| testset+synthetic        | 39.97     | 0.9337|
| testset+synthetic scale 0.5 | 36.87     | 0.8850|
| testset+synthetic scale 2.0 | 39.68     | 0.9301|
| SID                      | 39.76     | 0.9310|

Table 3: Strategies of denoising for multiple ISOs

| Method                  | PSNR (dB) | SSIM  |
|-------------------------|-----------|-------|
| k-Sigma Transform       | 39.76     | 0.9310|
| concat-variance [5]      | 39.65     | 0.9307|
| iso-augmentation        | 39.57     | 0.9299|
| single-iso-1600         | 35.74     | 0.8072|
| single-iso-3200         | 38.56     | 0.9089|
| single-iso-6400         | 38.16     | 0.9167|

additional channels. In addition, we also test the performance of the single-ISO method, where the training data is synthesized using noise parameters of a single ISO.

The results are listed in Table 3. The concat-variance strategy achieves the PSNR of 39.65 dB, which is about 0.09 dB higher than the iso-augmentation strategy. This means that explicit noise level information can help the model achieve better results than blind denoising. With the proposed k-Sigma Transform, our network achieves the highest PSNR in this experiment. In comparison, all single-ISO methods perform much worse than multi-ISO ones.

Table 4 gives a more detailed analysis of single-ISO methods and our approach, where the PSNRs measured in the testset are grouped into different ISO settings. From the table we can see that when the ISO setting of the testset matches with the single-ISO model, it can produce competitive denoising results. Our method base on the k-Sigma Transform performs consistently well under all ISO settings.

Table 4: PSNRs under different ISO settings

| ISO-800 | ISO-1600 | ISO-3200 | ISO-4800 | ISO-6400 |
|---------|----------|----------|----------|----------|
| k-Sigma Transform | 43.21 | **41.48** | **39.49** | 38.17 | **36.94** |
| single-iso-1600 | 42.96 | **41.48** | 35.01 | 31.33 | 28.86 |
| single-iso-3200 | 41.79 | 40.87 | **39.51** | 36.97 | 34.08 |
| single-iso-6400 | 39.59 | 38.59 | 38.11 | 37.80 | **36.91** |
6 Conclusion

We have presented a new raw image denoiser designed for mobile devices. By accurate sensor noise estimation, we can utilize a light-weight network trained on sensor-specific synthetic data that generalizes well to real noise. We also propose a k-Sigma Transform to process the input and output data, so that denoising can be learned in an ISO-independent space. This allows the network to handle a wide range of noise level without increasing network complexity. Our results show that the proposed method can achieve compatible performance with state-of-the-art methods, which typically employ much larger networks that cannot be directly applied for mobile applications.

In applications, our method can be integrated into existing camera pipeline and replace its denoising component. Since our method can produce high quality denoised raw images, it gives a strong base for the ISP to apply more aggressive post-processing. Our methods have been featured in the night shot mode of several flagship phones released in 2019, with stable and outstanding performance on mobile devices.

In the future, we would like to explore how to further reduce the computational complexity of the proposed method, so that we can apply it on video streams in real-time. Also, we believe it will be interesting and promising to explore deep learning based approaches for raw image processing that can improve or even replace camera’s ISP pipeline.
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