Flow of Polar and Nonpolar Liquids through Nanotubes: A Computational Study
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We perform \textit{ab initio} density functional calculations to study the flow of water, methanol and dimethyl ether through nanotubes of carbon and boron nitride with different diameters and chiralities. The liquids we choose are important solvents, with water and methanol being polar and dimethyl ether being non-polar. In terms of activation barriers for liquid transport, we find the molecular-level drag to decrease with decreasing nanotube diameter, but to be rather independent of the chiral index. We also find molecules with higher polarity to experience higher drag during the flow. Counter-intuitively, we find the drag for water in boron nitride nanotubes not to exceed that in carbon nanotubes due to frustration in competing long-range Coulomb interactions.

\section{I. INTRODUCTION}

The field of micro- and nanofluidics has been evolving rapidly during the last decades, with its broad impact ranging from medical devices \cite{1–3} to advanced fabrics and energy conversion devices \cite{4–6} and advanced membranes for water desalination by reverse osmosis \cite{7}. Aligned carbon nanotube (CNT) membranes attract much interest because of their well-defined pore size, their capability to form composite matrices \cite{8} and their resistance to biofouling \cite{9}. Many useful properties of CNTs are also found in related BN nanotubes (BNNTs) formed of hexagonal boron nitride \cite{10}. These benefits combined with high thermal, chemical and mechanical stability should make CNTs and BNNTs a very suitable material to form membranes \cite{8}. Consequently, understanding the flow of fluids inside nanometer-sized channels in these nanotubes is of growing importance \cite{11}.

Since liquid flow inside nanotubes could not be observed with sub-nanometer resolution so far, our understanding to date has relied almost exclusively on molecular dynamics (MD) simulations. Many force fields have been developed to describe the delicate interplay among the strong and weak forces that determine the behavior of liquids including water \cite{6, 12–16}, but none has been able to satisfactorily reproduce all aspects of their behavior including their interaction with solids in an unbiased manner. Such calculations provide valuable information, but final results depend heavily on models used for interatomic interactions, including the flexibility of bond lengths and angles in water, molecular polarizability and long-range electrostatic interactions \cite{6, 16}. On the other hand, force fields based on \textit{ab initio} total energy functionals including DFT are nominally free of adjustable parameters, but high computational requirements have severely limited their use.

Much insight has been obtained so far using different types of MD simulations. Occurrence of water wires inside small CNTs has been revealed by model force field simulations \cite{12–15}. There results were confirmed by \textit{ab initio} density functional theory (DFT) calculations \cite{17, 18} and Raman spectroscopy observations \cite{19}. Formation of stacked ring structures in wide CNTs with diameters $\gtrsim 10$ Å has been corroborated by MD simulations based on model force fields \cite{14, 20–22} and DFT \cite{23}. These findings were experimentally confirmed by IR spectroscopy \cite{24} and X-ray diffraction \cite{25}. Still, there are very many open questions \cite{11}.

There is some some experimental evidence \cite{26–30} that the flow velocity of liquids inside nanometer-sized pores is several orders of magnitude higher than what conventional theory based on Newtonian flow and the Hagen-Poiseuille equation would predict \cite{7}. In particular, slip-flow of liquids inside nanochannels of different types needs to be addressed. To date there are no conclusive experimental or parameter-free \textit{ab initio} results regarding the dependence of fluid flow inside nanotubes in terms of nanotube type, diameter and chirality. Stull there are many questions to be addressed regarding mass transport of liquids through nanotubes and nanopores in general.

In this manuscript we address atomic-scale details of the flow of water, methanol and dimethyl ether through nanotubes of carbon and boron nitride with different diameters and chiralities. These liquids are important solvents, with water and methanol being polar and dimethyl ether being non-polar. We determine the potential energy of isolated molecules along the inner nanotube surface to determine activation barriers for diffusion, which translate into molecular-level drag. We find this drag to decrease with decreasing nanotube diameter, but to be rather independent of the chiral index. We also find that molecules with higher polarity experience higher drag during the flow.
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II. COMPUTATIONAL APPROACH

Our computational approach to study liquid water and other solvents interacting with carbon nanotubes is based on ab initio density functional theory (DFT) as implemented in the SIESTA [32] code. Unless specified otherwise, we used the nonlocal Perdew-Burke-Ernzerhof (PBE) [33] exchange-correlation functional, norm-conserving Troullier-Martins pseudopotentials [34], a double-$\zeta$ basis including polarization orbitals, and a mesh cutoff energy of 500 Ry to determine the self-consistent charge density. We have used periodic boundary conditions throughout the study, with nanotube separated by $\gtrsim 9$ Å vacuum space. Since the nanotube unit cells were long, we sampled the reciprocal space by a uniform $1 \times 1 \times 2$ $k$-point grid [35]. Systems with very large unit cells have been represented by the Γ point only. This provided us with a precision in total energy of $\lesssim 2$ meV/atom. Geometries have been optimized using the conjugate gradient (CG) method [36], until none of the residual Hellmann-Feynman forces exceeded $10^{-2}$ eV/Å. While computationally rather demanding, the DFT-PBE total energy functional is free of adjustable parameters and has been used extensively to provide an unbiased description water and its interaction with solids [23, 37]. Selected MD simulations were performed using 0.3 fs time steps, which were sufficiently short to guarantee energy conservation in a microcanonical ensemble.

III. RESULTS

As mentioned above, the vast majority of atomistic MD simulations is based on parameterized force fields, which offer high degree of numerical efficiency and allows to study the motion of several thousand atoms simultaneously. The drawback of this approach is its lack of universality and quantitative predictability: force fields optimized for bulk fluids need to be changed at interfaces and in situations, where long-range electrostatic interactions play a role [6, 16]. For this reason, we decided to use the ab initio DFT formalism in our study. In spite of its high computational demand, DFT is nominally free of parameters and independent of predefined assumptions. This approach has been validated in successfully predicting static and dynamic properties of liquid water [7] and should provide valuable information that should complement large-scale studies with parameterized force fields.

Since DFT poses serious limitations on the number of atoms in the unit cell, small system sizes used in DFT calculations increase the statistical noise and thus limit quantitative conclusions. To avoid this problem, our following results are obtained using static calculations rather than MD simulations. As a good indication of the drag, which molecules experience at the interface during flow through narrow cavities, we calculated the potential energy of a single molecule drifting along nanotubes with different composition, diameters, and chiral indices. These results reveal potential energy barriers that should correlate with the friction coefficients and slip lengths. We oriented the nanotube axis along the $z$-direction and fixed all nanotube atoms in their relaxed positions. We then determined the interaction energy between the enclosed molecule $M$ and the nanotube, defined by

$$\Delta E = E_{\text{tot}}(M@NT) - E_{\text{tot}}(M) - E_{\text{tot}}(NT).$$

A negative value of $\Delta E$ indicates an energetic preference for $M$ to be inside rather than to be isolated from the nanotube. $\Delta E(z)$ was calculated along the diffusion path of the molecule by fixing only the $z$-coordinate of a representative atom and relaxing all remaining molecular degrees of freedom, starting with the molecule close to the inner nanotube surface. This approach leaves the molecule free to find its optimum position within the $x-y$ plane normal to the tube axis, to optimize its shape and orientation. We considered a result to be converged when the same final geometry with the same energy was reached from different starting positions. The full $\Delta E(z)$ potential energy surface was obtained by a sequence of steps involving displacements of the representative atom along the tube axis. The ‘step size’ was determined by the length of the nanotube unit cell, which depends solely on the chiral index. In our calculations we used step sizes ranging from 0.2...1.0 Å.

A. Water interactions with CNTs

Our first study was dedicated to the interaction of individual water molecules with a CNT and a BNNT. The position of the H$_2$O molecule along the tube axis, which is parallel to the $z$-axis, is represented the $z$-coordinate of the oxygen atom. ‘Snap shots’ of a water molecule inside the $(12,6)$ CNT and BNNT are shown in Fig. 1.

Quantitative results for $E(z)$ for water inside an armchair $(8,8)$ and a zigzag $(14,0)$ CNTs with essentially the same diameter $d = 11.0$ Å are presented in Fig. 2. We have optimized the H$_2$O molecule using two starting configurations, with the CNT inner wall facing either the H-atoms (H$_2$O-H/CNT) or facing the oxygen (H$_2$O-O/CNT). Chemical intuition suggests a repulsion...
between the oxygen lone electron pairs and the π-system of the CNT, pushing the molecule toward the center. The small positive charge on the hydrogen atoms, on the other hand, should attract the molecule towards the wall. This is confirmed by our results in Fig. 2(a): A water molecule gains \( \lesssim 98.9 \) meV when entering an (8, 8) CNT with oxygen facing the wall and as much as \( \approx 157.3 \) meV when the hydrogens face the wall. Of these two configurations, the one with oxygen facing the wall is metastable. As seen in Fig. 2(b), we find roughly the same binding energies for the two configurations in the (14, 0) CNT with the same diameter.

The weaker interaction of the metastable configuration with O facing the wall also results in a very weak dependence of \( \Delta E(z) \) on the position of the molecule both in the (8, 8) and in the (14, 0) CNT. In this orientation, H\(_2\)O may slip along the CNT wall with essentially no barrier. The situation is different in the stable configuration of water facing the CNT wall with its hydrogen atoms. Besides a higher binding energy in this orientation, also the barriers in \( \Delta E(z) \) are significantly higher, of the order of 40 meV. The precise position of the minima and maxima results from the hydrogen pair in H\(_2\)O finding a match or a mismatch with C atoms in the graphitic CNT wall. Especially in wide CNTs, the range of \( \Delta E(z) \) values is approximately the same independent of chirality, since it essentially represents the interaction of a water molecule with a graphene layer. It is only the sequence of minima and maxima that distinguishes between chiral indices in the same way as different sequences of maxima and minima occur when a water molecule crosses a graphene sheet along different trajectories.

In the following investigations, we will only consider the stable configuration of H\(_2\)O molecules facing the nanotube wall with their hydrogen atoms.

### B. Water diffusion inside zigzag and armchair CNTs

We display the potential energy surface \( \Delta E(z) \) for water diffusion inside CNTs with selected chiral indices in Fig. 3. A more complete list of potential energy barriers \( E_p \) is presented in Table I. As a general trend, we notice that the size of the diffusion barriers decreases with decreasing CNT diameter. We also find that the H\(_2\)O-CNT interaction increases with decreasing nanotube diameter, making narrower CNTs more hydrophilic. Thus, with decreasing tube diameter \( d \), CNTs turn from hydrophobic \( (d \to \infty \) for graphene) to increasingly hydrophilic and eventually to hydrophobic at diameters too small to accommodate a water molecule. The increase of the H\(_2\)O-CNT interaction and reduction of activation barriers is
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**FIG. 2.** Interaction energy \( \Delta E(z) \) between an isolated H\(_2\)O molecule and a surrounding (a) armchair (8, 8) and (b) zigzag (14, 0) CNT. The range of \( \Delta E(z) \) values is the same in both panels. The \( z \)-coordinate represents the position along the \( z \)-axis of the CNT. We distinguish H\(_2\)O-H/CNT configuration, where H-end of H\(_2\)O faces the wall, from H\(_2\)O-O/CNT, where the O-end faces the wall. Negative values of \( \Delta E \) indicate energetic preference for H\(_2\)O entering the nanotube. The lower panels give a schematic view of the respective nanotubes. Nanotube diameters \( d \) are indicated in the individual panels. The size of the unit cell considered is outlined by the blue box.

| Chiral Index | \( d \) (Å) | \( E_p \) (meV) |
|-------------|-------------|----------------|
| (5,5)       | 6.8         | 2.8            |
| (6,6)       | 8.1         | 1.5            |
| (10,0)      | 7.8         | 4.9            |
| (8,8)       | 11.0        | 35.0           |
| (14,0)      | 11.0        | 38.5           |
| (10,6)      | 11.0        | 37.6           |
| (11,5)      | 11.1        | 36.5           |
| (12,3)      | 10.8        | 37.3           |
FIG. 3. Interaction energy $\Delta E(z)$ between an isolated $\text{H}_2\text{O}$ molecule and a surrounding (a) (8, 8), (b) (14, 0), (c) (6, 6), (d) (10, 0), and (e) (5, 5) CNT. The $z$-coordinate represents the water position along the $z$-axis of the CNT. Only the stable water orientation with the hydrogens facing the wall are considered. The range of $\Delta E(z)$ values is 40 meV in all panels. Schematic geometry is shown for (f) the (8, 8) and (g) the (14, 0) CNT, with the size of the unit cell considered being outlined by the blue box. Nanotube diameters $d$ are indicated in the individual panels.

linked to the fact that in very narrow nanotubes, atoms all around the nanotube perimeter interact with the enclosed molecule. While stabilizing the enclosed molecule, it results in frustrated geometries that reduce the dependence of the interaction energy $\Delta E$ on the position of the molecule $z$. This general trend has been identified in published MD simulations based on parameterized force fields [38, 39]. In agreement with our findings, these studies found that slip lengths of water molecules decreased with increasing CNT diameter and asymptotically approached the value for water on planar graphene.

The presented quantitative findings compare well with published DFT-PBE results for the drift of a monolayer of 2D ice on graphene, suggesting energy barriers of $\approx 15$ meV/$\text{H}_2\text{O}$ along the zigzag and $\approx 25$ meV/$\text{H}_2\text{O}$ along the armchair direction [40]. We note that the strong $\text{H}_2\text{O}$-$\text{H}_2\text{O}$ interaction in ice does not allow individual water molecules the same configurational freedom as the geometry considered here.

Our results in Table I also suggest that potential energy barriers $E_p$ in zigzag CNTs are typically higher by $\approx 3$ meV than in armchair nanotubes. At this point, we should realize that drift occurs along the armchair direction in CNTs with a zigzag edge and along the zigzag direction in nanotubes with an armchair edge. Even though the small difference between activation barriers approaches the precision limit of PBE-DFT, we are pleased that our results for a single $\text{H}_2\text{O}$ molecule match those for 2D ice/graphene [40] quite well. A similar small difference between activation barriers in zigzag and armchair nanotubes, based on MD simulations with parameterized force fields, has been reported previously [41, 42].

We noted another point of interest when studying the passage of a water molecule through a very narrow (5, 5) nanotube. Considering the van der Waals diameter $d_{vdW}(\text{H}_2\text{O}) = 2.8$ Å of a water molecule [43] and the van der Waals radius $r_{vdW}(\text{C}_\text{atom}) = 1.8$ Å [44] of a carbon atom, the sum $d_{vdW}(\text{H}_2\text{O})+2r_{vdW}(\text{C}_\text{atom}) = 6.4$ Å is only 0.5 Å smaller than the diameter $d = 6.9$ Å of the (5, 5) CNT. In other words, this is a rather tight fit for the enclosed molecule. Naïvely, pressing the molecule against the wall should increase the activation barrier for diffusion. In reality, the opposite is true. The molecule now interacts with many atoms along the perimeter of the surrounding nanotube, with unfavorable interactions compensating favorable interactions in different regions. The resulting frustration lowers the activation barriers for diffusion.

C. Water diffusion inside chiral CNTs

To complete our study of water in CNTs, we present our results for water inside three chiral nanotubes with
a similar diameter $d\approx 11$ Å in Fig. 4. We used different step sizes due to the different unit cells, which depend on the chiral index. Our findings of essentially the same energy barrier values $E_p\approx 30$ meV fall in line with all our other results, suggesting that the energy barriers depend primarily in the nanotube diameter, with only minor dependence on the chiral index.

We have also filled the chiral (12,6) CNT with water and used a DFT-PBE based MD simulation to study the flow driven by pressure difference between the tube ends, which is counter-balanced by drag. As seen in Video 1, the chirality of the surrounding CNT does not exert a sufficient torque on the water column to induce axial rotation.

**D. Water diffusion inside BNNTs**

Similar to graphite, hexagonal boron nitride (h-BN) is a layered material capable of forming nanotubes [10]. Even though h-BN is isoelectronic to graphene, B-N bonds are slightly longer than C-C bonds in graphene. There is a corresponding $\approx 2\%$ increase in the diameter of BNNTs over CNTs with the same chiral index. Unlike CNTs, all BNNTs are wide-gap insulators. The polar nature of the B-N bond provides additional attraction to polar molecules such as water. In analogy to our CNT results, we present the interaction energy of a water molecule with surrounding (8,8) and (14,0) BNNTs in Fig. 5.

Unlike in CNTs of similar diameter, we found optimization of water inside BNNTs to be more demanding, likely due to the long-range nature of the Coulomb interactions dominating there. While we could not guarantee identifying the lowest energy state among many optima with similar energies, our results in Fig. 5 provide consistent trends. For the sake of comparison with the corresponding CNTs, we summed up the van der Waals radii $r_{vdW}(\text{N}) = 1.55$ Å of nitrogen [44], $r_{vdW}(\text{B}) = 1.92$ Å of boron [45], and the van der Waals diameter $d_{vdW}(\text{H}_2\text{O}) = 2.8$ Å of a water molecule [43]. The corresponding diameter of a BNNT that would contain water in a tight fit is 6.3 Å. This value is significantly smaller than the diameter $d\approx 11$ Å of (8,8) and (14,0) BNNTs, indicating that – similar to CNTs – the water molecule is not sterically constrained in these nanotubes.

The suggested additional attraction of water to walls of BNNTs in comparison to CNTs is best illustrated by comparing $\Delta E$ values for $\text{H}_2\text{O}$ in (8,8) and (14,0) nanotubes of carbon and BN presented in Figs. 3(a-b) and 5. For both chiral indices, we see a significant stabilization of water molecules in BNNTs by $\approx 40$ meV over CNTs. A naive expectation of corresponding increase of activation barriers for diffusion has not materialized; we find a similar value $E_p\approx 40$ meV in all these nanotubes.

The similarity of the activation barriers for water in BNNTs and CNTs has an interesting physical origin. Net charges do not play a major role in the non-polar bond between $\text{H}_2\text{O}$ and a CNT, with hydrogens facing the wall, which is rather local. The situation is rather different for water inside a BNNT. The Coulomb interaction between the polar $\text{H}_2\text{O}$ molecule is long-ranged, involving charges on B and N sites all around the BNNT diameter. Whereas the water dipole encounters a net stabilization inside a BNNT, the competition between significant attractive and repulsive forces that are long-ranged leads to a degree of frustration that decreases the dependence

---

**Video 1.** MD simulation of water flow through a chiral (12,6) CNT.
of $\Delta E$ on the axial position of the molecule.

Controversial results have been reported on water flow through CNTs and BNNTs. Results claiming a faster flow of water in BNNTs than in CNTs [46, 47] directly contradict results to the opposite [41, 48, 49].

Setting aside that additional issue of different entry barriers for water in CNTs and BNNTs [50], diffusion barriers for drifting water, which depend on local orbital hybridization with nanotube atoms as well as long-range Coulomb forces, can not be described adequately by parameterized short-range potentials [51, 52], which tend to exaggerate the value of $E_p$ in BNNTs.

Unlike inside a cylindrical BNNT, there is much less frustration in terms of competing attractive and repulsive forces on planar $h$-BN. As evidenced by ab initio DFT calculations [53], this leads to an increased modulation of $\Delta E$ across the $h$-BN surface in comparison to graphene.

### E. Diffusion of different molecules inside CNTs

The above-mentioned application of CNTs for the filtration of water can be trivially extended to other liquids, and there is some experimental and theoretical evidence in the direction [11, 29, 54–56]. Besides water, we studied methanol (CH$_3$-OH, Me-OH) and dimethyl ether (CH$_3$-O-CH$_3$, MeOME) molecules that are comparable in size. All three substances are important solvents, with the dielectric constant decreasing to H$_2$O, Me-OH, and to MeOME, as represented in Table II. We studied the potential energy surface $\Delta E(z)$ for each of these molecules drifting along the (8,8) CNT in much the same way as described for water earlier. Our results for $\Delta E(z)$ are displayed in Fig. 5 and for the energy barriers $E_p$ in Table II.

Sequential substitution of hydrogen atoms by methyl groups substantially lowers the dipole moment $p$ of the molecule and the dielectric constant $\epsilon$ of the liquid. This lowers the interaction of the molecule with the inner CNT wall and lower diffusion barriers, as seen clearly by comparing our results for H$_2$O and methanol in Fig. 6. As seen in Fig. 6(c), this trend is not completely followed by dimethyl ether with a very low static dipole moment.

While increasing the number of hydrogens substituted by methyl groups lowers the dipole moment, the concurrent growth of molecular size increases the molecular polarizability $\alpha$, reaching its maximum in dimethyl ether. It may be argued that higher values of $\alpha$ correlate with higher reactivity and stronger interaction with the tube wall. In comparison to water, we see a similar bonding enhancement, indicated by lower values of $\Delta E$, in both methanol and dimethyl ether. Our results suggest that increase in either $p$ or $\alpha$ tend to increase the activation barriers for diffusion, which are largest for water and dimethyl ether. We should note that changes in the barrier size are rather modest in the solvents we consider.

| Solvent       | Dielectric Polarizability $\alpha$ (×10$^{-24}$ cm$^3$) | $E_p$ (meV) |
|---------------|---------------------------------------------------------|-------------|
| Water         | 80.1                                                    | 1.45        | 35.0        |
| Methanol      | 33.0                                                    | 3.23 ... 3.32 | 6.9        |
| Dimethyl Ether| 6.2                                                     | 5.16 ... 5.84 | 12.6       |

### IV. DISCUSSION

So far, most of our calculations focused on a single molecule drifting along a CNT or a BNNT. Even though this geometry is different from a nanotube filled with many molecules representing a liquid, a relation between molecular diffusion barriers and the resulting drag force in the liquid has been identified previously [41]. The specific claim, based on MD simulation results for (8,8) and (14,0) CNTs that contain a single H$_2$O molecule or are filled with water, is that the trends in the friction coefficients are the same in the two cases [41]. Similar to our findings, consistently higher friction coefficients were reported [41] in the zigzag (14,0) CNT than in the armchair.
(8, 8) CNT, which contained either a single H₂O molecule or were filled with water. The friction coefficients in the different CNTs were very close in the single-molecule case and increased in size with increasing water filling level.

We believe that the latter finding is closely related to the way, in which activation barriers for diffusion are determined. The potential energy surfaces $\Delta E(z)$ for different molecules and nanotubes, which we present in our study, are the result of a large number of static constrained structure optimizations. MD simulations of an isolated molecule drifting freely within the nanotube void, on the other hand, will offer a different picture. Even though the potential energy of such a drifting molecule does change along its trajectory, the molecule will unlikely encounter all maxima and minima in the potential energy surface. This would be particularly true for vacancy defects that may not hinder the axial drift of a molecule at finite velocity [58]. Consequently, the spread of potential energies encountered by a freely drifting molecule will be lower than that found in the $\Delta E(z)$ surfaces presented here.

Molecules in a nanotube completely filled with a liquid are radially constrained by the low compressibility of the liquid and the rigidity of the enclosing CNT wall. In comparison to a freely drifting molecule that barely touches the inner walls, molecules at the interface between the liquid column and the nanotube are forced to ‘hug’ the surface closely, thus probing the potential profile of the nanotube wall more intimately. In general, the liquid column propagates in a plug-like motion along the nanotube [59]. Its viscosity – unlike the friction coefficient – does not contribute much to the friction coefficient [60]. To a small degree, the flexibility of the CNT walls has been shown to further reduce the friction coefficient in comparison to a rigid wall [61, 62].

The calculated relative barriers for the passage of water and other solvents show that the CNT membranes can indeed be used for the separation of liquids and water purification including desalination [7, 8]. Viable applications of aligned CNT membranes may then extend from removal of organic components from water to the purification of gasoline and other petroleum fractions [56]. The former is an especially pressing issue, since state-of-the-art polymer membranes used in the reverse osmosis process are easily destroyed by hydrocarbons [63]. Polymer membranes also have insufficient selectivity to non-charged organic molecules [64] and are prone to biofouling [65–67].

V. SUMMARY AND CONCLUSIONS

We have conducted ab initio DFT studies of the drift of water, methanol and dimethyl ether molecules inside nanotubes of carbon and boron nitride with different diameters and chiral indices. The liquids we choose are important solvents, with water and methanol being polar and dimethyl ether being non-polar. In terms of activation barriers for transport, we find the molecular-level drag to decrease with decreasing nanotube diameter, but to be rather independent of the chiral index. We also found molecules with higher polarity or polarization to experience higher drag during the flow. Rather counter-intuitively, we found the drag for water molecules in boron nitride molecules not exceed that in carbon nanotubes due to frustration in competing long-range Coulomb interactions. We expect that the trends identified in this study may help to design nanotube membranes for the filtration of water and separation of solvents.
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