WELL-POSEDNESS OF THE MUSKAT PROBLEM WITH $H^2$ INITIAL DATA
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Abstract. We study the dynamics of the interface between two incompressible fluids in a two-dimensional porous medium whose flow is modeled by the Muskat equations. For the two-phase Muskat problem, we establish global well-posedness and decay to equilibrium for small $H^2$ perturbations of the rest state. For the one-phase Muskat problem, we prove local well-posedness for $H^2$ initial data of arbitrary size. Finally, we show that solutions to the Muskat equations instantaneously become infinitely smooth.
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1. Introduction

We consider the two-phase Muskat moving free-boundary problem:

$$
\Delta P^\pm = 0 \quad \text{in} \quad \Omega^\pm(t), \quad (1.1a)
$$

$$
[P] = \Gamma(t) \cdot e_2 \quad \text{on} \quad \Gamma(t), \quad (1.1b)
$$

$$
[\nabla P \cdot n] = 0 \quad \text{on} \quad \Gamma(t), \quad (1.1c)
$$

$$
\partial \Omega^+(t) \cap \partial \Omega^-(t) = \Gamma(t) \quad \forall \ t \geq 0, \quad (1.1d)
$$

$$
\nu(\Gamma(t)) = -\nabla P^\pm \cdot n \quad \text{on} \quad \Gamma(t), \quad (1.1e)
$$

where $\Omega^+(t)$ and $\Omega^-(t)$ denote the time-dependent fluid domains associated with the two phases, $\Gamma(t)$ denotes the free boundary, $\Gamma(t) \cdot e_2$ is the second component of its parametrization, and $\nu(\Gamma(t))$ is its normal velocity. We use the notation $[f] = f^+ - f^-$ to denote the jump of a function $f$ across $\Gamma(t)$. The problem (1.1) arises in the literature as the Hele-Shaw cell (with gravity) or the Muskat problem.
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Many recent results on the Muskat problem rely on the fact that equations (1.1a-e) can be rewritten as a system of equations for the interface
\[ \Gamma(t) = (\psi_1(t, x_1), \psi_2(t, x_1)), \quad x_1 \in \mathbb{R}, \quad t \in [0, T], \]
taking the form
\[ \partial_t \psi = T[\psi], \]
where \( T[\psi] \) is a highly nonlinear singular integral operator, whose linearization (about a flat interface) behaves like \( \sqrt{-\Delta} \). In order to establish existence theorems for the system (1.1), this singular-integral-operator approach makes extensive use of the explicit integral kernel representations for the operator \( T \) for the following fluid domains (or geometries):

(a) \( \Omega^+(t) \cup \Omega^-(t) = \mathbb{R}^2 \),
(b) \( \Omega^+(t) \cup \Omega^-(t) = \mathbb{T} \times \mathbb{R} \),
(c) \( \Omega^+(t) \cup \Omega^-(t) = \mathbb{R} \times [-l, l] \).

In the case of general domain geometries, we are not aware of any existence and regularity theories.

The classical problem (1.1a-e) is related to both the (two-phase) Stefan problem
\[ \partial_t P^\pm - \Delta P^\pm = 0 \quad \text{in} \quad \Omega^\pm(t), \quad (1.2a) \]
\[ P^\pm = 0 \quad \text{on} \quad \Gamma(t), \quad (1.2b) \]
\[ \partial \Omega^+(t) \cap \partial \Omega^-(t) = \Gamma(t) \quad \forall t \geq 0, \quad (1.2c) \]
\[ \mathcal{V}(\Gamma(t)) = [\nabla P \cdot n] \quad \text{on} \quad \Gamma(t), \quad (1.2d) \]
and also with the Muskat problem with variable permeability \( \beta(x) \),
\[ \text{div} (\beta(x) \nabla P^\pm) = 0 \quad \text{in} \quad \Omega^\pm(t), \quad (1.3a) \]
\[ [P] = \Gamma(t) \cdot e_2 \quad \text{on} \quad \Gamma(t), \quad (1.3b) \]
\[ [\nabla P \cdot n] = 0 \quad \text{on} \quad \Gamma(t), \quad (1.3c) \]
\[ \partial \Omega^+(t) \cap \partial \Omega^-(t) = \Gamma(t) \quad \forall t \geq 0, \quad (1.3d) \]
\[ \mathcal{V}(\Gamma(t)) = -\nabla P^\pm \cdot n \quad \text{on} \quad \Gamma(t). \quad (1.3e) \]

Herein, we introduce a new method to analyze the system (1.1a-e), which is based on the analysis of the partial differential equations rather than any associated integral kernel. Our methodology can treat the two-phase Muskat problem with two different viscosities or with a non-constant permeability. Our method can also be applied to the Stefan problem [39] to the free-boundary problem for the incompressible Euler equations [23, 26], as well as to the compressible Euler equations [21, 25].

One of the main interests of this new method is that it can be adapted to several space dimensions and arbitrary domain geometries \( \Omega^+(t) \cup \Omega^-(t) \).

1.1. Darcy’s law. The Muskat problem, introduced in [47], models the evolution of two fluids of varying density in a two-dimensional porous medium. The presence of the solid matrix inside the porous medium has an important consequence: the usual fluid equations for the conservation of momentum are replaced with the empirical Darcy’s Law (see [2, 48]) given by
\[ \frac{\mu}{\beta} u = -\nabla p - (0, gp)^T, \quad (1.4) \]
where \( \mu, \rho \) are the viscosity and the density of the fluid, respectively, \( \beta \) is the permeability of the medium, \( p \) is the pressure, and \( g \) is the acceleration due to gravity. As (1.4) is a model of aquifers, oil wells or geothermal reservoirs, this problem is of practical importance in geoscience (see, for
example, [8][28] and the references therein); moreover, it has also been considered as a model for the velocity of cells in tumor growth (see [35][49]).

The movement of a fluid trapped between two parallel vertical plates, which are separated by a very narrow distance, is known as the Hele-Shaw cell problem (see [41]). The equations of motion in a Hele-Shaw cell are

\[
\frac{12\mu}{d^2} u = -\nabla p - (0, gp)^T,
\]

where \( d \) is the distance between the plates. The similarity of both problems is obvious and, in fact, the Muskat problem is equivalent to the two-phase Hele-Shaw problem with gravity.

1.2. The Muskat problem set in various geometries. We shall consider various domain geometries in this paper, and we begin with the case of a domain with infinite depth.

1.2.1. The infinitely-deep case. Let \( (u^\pm, p^\pm) \) denote the velocity and the pressure in the fluid domains \( \Omega^\pm(t) \), and let \( \Gamma(t) \) denote the material interface between \( \Omega^+(t) \) and \( \Omega^-(t) \); that is, \( \Gamma(t) = \Omega^+(t) \cap \Omega^-(t) \). Setting, the permeability \( \beta \equiv 1 \), the two-phase Muskat problem has the following Eulerian description:

\[
\begin{align*}
\mu^\pm u^\pm + \nabla \rho^\pm &= -\rho^\pm e_2 & \text{in } & \Omega^\pm(t), \\
\text{div } u &= 0 & \text{in } & \Omega^\pm(t), \\
\mathcal{V}(\Gamma(t)) &= u^+ \cdot n & \text{on } & \Gamma(t), \\
\Omega^\pm(0) &= \Omega^\pm & \text{on } & \{t = 0\}, \\
\Omega^+(t) \cup \Omega^-(t) &= \mathbb{R}^2 & \text{for every } & t \geq 0,
\end{align*}
\]

where \( e_2 = (0, 1) \), \( n(\cdot, t) \) is the outward pointing unit normal on \( \partial \Omega^-(t) \). In particular, we consider the case that

\[
\Gamma(t) = (x_1, h(x_1, t))
\]

is the graph of the height function \( h(x_1, t) \), and we assume that either \( x_1 \in \mathbb{T}^1 \), or that \( x_1 \in \mathbb{R}^1 \) and that \( h(x_1, t) \) vanishes at infinity. It follows that the two time-dependent fluid domains \( \Omega^\pm(t) \) are given by

\[
\Omega^+(t) = \{(x_1, x_2) \mid x_2 > h(x_1, t)\}, \quad \Omega^-(t) = \{(x_1, x_2) \mid x_2 < h(x_1, t)\}.
\]

Since \( \text{div } u^\pm = 0 \), we must have that \([u \cdot n] = 0 \) on \( \Gamma(t) \); furthermore, as we assume that the effect of surface tension is negligible\(^1\) we set

\[
[p] = 0 \text{ on } \Gamma(t).
\]

1.2.2. The finitely-deep case with general geometry. We shall additionally consider geometries which generalize the infinitely-deep case that \( \Omega^+(t) \cup \Omega^-(t) = \mathbb{R}^2 \) or the confined case that \( \overline{\Omega^+(t)} \cup \overline{\Omega^-(t)} = \mathbb{R} \times [-l, l] \) (and \( \|h\|_{L^\infty} < l \)).

Let \( \tilde{t}(x_1) \) and \( b(x_1) \) be two smooth functions. Given two constants \( c_t > 0 \), \( c_b < 0 \), we write

\[
b(x_1) = c_b + \tilde{b}(x_1), \quad t(x_1) = c_t + \tilde{t}(x_1).
\]

We assume that the the two fluids flow in bounded domains of the type

\[
\Omega^+(t) \cup \Omega^-(t) = \{(x_1, x_2) \mid b(x_1) < x_2 < t(x_1)\}, \quad \text{for every } t \geq 0;
\]

thus, each phase is given by

\[
\Omega^+(t) = \{(x_1, x_2) \mid x_1 \in \mathbb{R}, h(x, t) < x_2 < t(x)\},
\]

\(^1\)Our methodology can treat the Muskat problem with surface tension in the same way.
and
\[ \Omega^-(t) = \{(x_1, x_2), x_1 \in \mathbb{R}, b(x) < x_2 < h(x, t)\}. \]
Note that additional impervious boundary conditions must be added to the system (1.5) on the fixed bottom and top boundaries. These are given by
\[ u \cdot n = 0 \text{ at } \partial(\Omega^+(t) \cup \Omega^-(t)). \]
Finally, we assume that the initial height function \( h_0 \) satisfies
\[ b(x_1) < h_0(x_1) < t(x_1). \]

1.2.3. The one-phase Muskat problem. We shall also consider the one-phase Muskat problem, corresponding to the case that \((\mu^+, \rho^+) = (0, 0)\). In other words, only one fluid flows through the porous medium, and the “top” phase corresponds to vacuum. Furthermore, we consider the case that the interface is periodic (so \( x_1 \in \mathbb{T} \)). Then, our time-dependent domain is given by
\[ \Omega(t) = \mathbb{T} \times \{c_b < x_2 < h(x_1, t)\} \text{ for every } t \geq 0, \]
with moving boundary
\[ \Gamma(t) = \mathbb{T} \times \{x_2 = h(x_1, t)\} \text{ for every } t \geq 0. \]
To simplify notation for the one-phase problem, we set \((\mu^-, \rho^-) = (1, 1)\). We again use \((u, p)\) to denote the velocity and the pressure of this fluid in the fluid domain \(\Omega(t)\) with free boundary \(\Gamma(t)\). The one-phase Muskat problem is written as
\[
\begin{align*}
    u + \nabla p &= -e_2 & \text{in } & \Omega(t), \\
    \text{div} u &= 0 & \text{in } & \Omega(t), \\
    \mathcal{V}(\Gamma(t)) &= u \cdot n & \text{on } & \Gamma(t), \\
    u \cdot e_2 &= 0 & \text{on } & \{x_2 = c_b\}, \\
    p &= 0 & \text{on } & \Gamma(t),
\end{align*}
\]
where \(e_2 = (0, 1)\), \(u(\cdot, t)\) is the outward pointing unit normal on \(\Gamma(t)\), and \(\mathcal{V}(\Gamma(t))\) is the normal velocity of \(\Gamma(t)\). As we only have one phase, (1.6b) expresses the continuity of the pressure on \(\Gamma(t)\). Note, also, that we have added the impermeable boundary condition on the fixed bottom boundary in (1.6).  

1.3. The Rayleigh-Taylor stability condition. The Rayleigh-Taylor stability (or sign) condition is defined as
\[ RT(t) = \frac{\partial p}{\partial n} = -\nabla p^-(\Gamma(t)) - \nabla p^+(\Gamma(t)) \cdot n > 0. \]
Due to the incompressibility of the fluids, and using Darcy’s law together with the fact that the curve can be parametrized as a graph, the Rayleigh-Taylor stability condition reduces to the following expression:
\[ RT(t) = (\mu^- - \mu^+)u \cdot n + \rho^- - \rho^+ \sqrt{1 + (h'(x))^2} = -[\mu]u \cdot n - \frac{[\rho]}{\sqrt{1 + (h'(x))^2}} > 0. \]
In particular, for the case of two equal viscosities \(\mu^- = \mu^+\), the fluids are in the stable regime if the lighter fluid is above the heavier fluid. Our research focuses on the stable case, so, henceforth, we shall assume that \(\rho > 0\).

Note that in the one-phase Muskat problem, the Rayleigh-Taylor stability condition reduces to
\[ RT(t) = -\nabla p^-(\Gamma(t)) \cdot n > 0. \]
This stability condition is ubiquitous in free boundary problems; it also appears in the Stefan problem, the water waves problem, the incompressible Euler equations, the compressible Euler equations with physical-vacuum boundary, and the MHD equations. When the initial data does not verify the Rayleigh-Taylor stability condition, then the Muskat problem is ill-posed (see, for instance, [16, 19]). It has also been shown for the Muskat problem that there exists initial data such that the Rayleigh-Taylor stability condition can break-down in finite time [5, 19, 37].

We note that if the height function \( h(\cdot, t) \) (which represents the moving interface \( \Gamma(t) \)) is small in certain norms, and if we assume that \( \rho \) is less than 0, then the Rayleigh-Taylor stability condition is achieved without any other hypothesis on the initial data. In the case of the unbounded, one-phase Muskat problem, it is known that the Rayleigh-Taylor stability condition is automatically satisfied due to Hopf’s Lemma and Darcy’s Law (see [6]); however, in the one-phase case with a flat, bounded domain, it is not clear that the Rayleigh-Taylor stability condition is automatically satisfied, because of a non-zero Neumann boundary condition on the fixed bottom boundary.

1.4. Prior results on the Muskat problem and related models. Free-boundary problems for incompressible fluids in a porous medium have been extensively studied in recent years. For the Muskat problem with fluids having the same viscosities (\( \mu = 0 \)), the qualitative behavior for arbitrary large initial data is well understood. In particular, for the infinitely-deep case, Córdoba & Gancedo proved the local existence of solutions for \( H^3(\mathbb{R}) \) initial data in the stable Rayleigh-Taylor regime and the ill-posed character of the Muskat problem in the unstable Rayleigh-Taylor regime in [16], a maximum principle for \( \| h(t) \|_{L^\infty} \) in [17], and local existence in the case with more than two phases in [18]. In a remarkable paper, Castro, Córdoba, Fefferman, Gancedo & López-Fernández [5] proved the existence of turning waves, i.e. interfaces such that there exists \( T_1 \) such that

\[
\limsup_{t \to T_1} \| h'(t) \|_{L^\infty} = \infty.
\]

Later, Castro, Córdoba, Fefferman & Gancedo obtained in [4] the existence of curves showing finite-time singularities. These curves correspond to analytic initial data in the Rayleigh-Taylor stable regime such that there exists \( T_1 \) and \( T_2 \) such that, at \( t = T_1 \), the solution enters the Rayleigh-Taylor unstable regime and later, at \( t = T_2 \), is no longer \( C^4 \).

The confined case when the two viscosities are the same (\( \mu = 0 \)) has been treated by Córdoba, Granero-Belinchón & Orive [19]. When the porous medium is inhomogeneous, the evolution of the interface has been studied by Berselli, Córdoba & Granero-Belinchón [3] and Gómez-Serrano & Granero-Belinchón [37]. Ambrose [1] studied the limit of zero surface tension for initial data which satisfies (1.7). For further results, see also the review by Castro, Córdoba & Gancedo [7].

For the related Hele-Shaw cell problem, Constantin & Pugh [14], using complex analysis tools, proved the stability and exponential decay of solution. Chen [9] studied the two-phase Hele-Shaw problem with surface tension and proved global well-posedness for small enough initial interfaces. Elliott & Ockendon [29] proved the existence of weak solutions, while Escher & Simonett [32] obtained local, classical solutions in multiple space dimensions. Escher & Simonett [33] proved global existence and stability near spherical shapes using center manifold theory. The global existence and decay for solutions of the one-phase Hele-Shaw problem with various fluid injection-rates was studied by Cheng, Coutand & Shkoller [10].

Returning to the Muskat problem, when the initial data is assumed to be small in certain lower-order norms and the two fluid viscosities are equal, there are several available results for global-in-time solutions. In [13], Córdoba, Constantin, Gancedo & Strain proved the global existence of \( H^3 \) Sobolev class solutions for initial data with \( \| h_0' \|_{L^\infty} < 1 \).
Therein, the authors also proved an $L^2$ energy balance. The global weak solution of \cite{13} was later extended to the confined case by Granero-Belinchón in \cite{38}. It is worth noting that, due to the effect of the impervious boundaries, the size restrictions on the data are not as clear as \cite{19} and for the confined setting, involve $\|h_0\|_{L^\infty}$, $\|h_0\|_{L^\infty}$, and the depth.

Very recently, in \cite{12}, Córdoba, Constantin, Gancedo, Rodríguez-Piazza & Strain obtained global existence for small data in the case of a two-dimensional interface; furthermore, among other results, they proved the existence of a global solution in $H^2$ for data with small derivative in the Wiener algebra $A(\mathbb{R})$, and the existence of a global solution in $H^{1.5}$ if the initial data is also in the Wiener algebra $A(\mathbb{R})$ and satisfies a smallness assumption. We remark that these global-in-time existence results are for initial data of medium-size, in the sense that initial data must be bounded by constants of $O(1)$.

In the case of two fluids with different viscosities, there are fewer results. The local existence for arbitrary $\mu^\pm$, $\rho^\pm$ and $H^3$ data was proven by Córdoba, Córdoba & Gancedo in \cite{15}. In the case of surface tension, Escher & Matioc \cite{31} and Escher, Matioc & Matioc \cite{30} established local and global existence, and stability, in the little Hölder spaces.

The singularity formation for the one-phase case (when $\mu^+ = \rho^+ = 0$) has been studied by Castro, Córdoba, Fefferman & Gancedo in \cite{6} where they proved the existence of the so-called interface “splash” singularity wherein a locally smooth interface self-intersects at a point. Córdoba & Pernás-Castaño in \cite{20} proved the non-existence of “splat” singularity, in which a locally smooth interface self-intersects on a curve. Gancedo & Strain \cite{36} proved that the Muskat problem with three different fluids cannot develop a “splash” singularity in finite time. In related work, Fefferman, Ionescu & Lie \cite{34} and Coutand & Shkoller \cite{27} have shown that a finite-time splash singularity cannot occur for the two-fluid Euler equations.

Very closely related to the Hele-Shaw and Muskat models, the Stefan problem \cite{12 a-d} is a model of phase transition, and serves as yet another example of a classical free-boundary problem. One fundamental difference, however, with the Muskat problem is that there does not exist a contour dynamics description of the free-boundary evolution; on the other hand, it has been widely studied using a variety of parabolic PDE methods. For instance, the existence of classical solutions with derivative loss was obtained by Meirmanov \cite{46}, while the regularity of the free boundary was treated by Kinderlehrer & Nirenberg in a series of papers \cite{44, 45}, wherein they showed that if the free boundary is $C^1$ and the temperature $P$ satisfy certain conditions, the interface is analytic in space and of Gevrey class in time. More recently, Hadžić & Shkoller \cite{39, 40} proved the local and global existence without derivative loss, as well as the decay of solutions to equilibrium states.

1.5. Well-posedness for $H^s$ data with $s \leq 2.5$. Mathematically, an $H^s$ well-posedness result, with $s \leq 2.5$, for \cite{10} and \cite{11} is challenging because the usual energy estimates indicate that $\|h\|_{C^{2+s}}$ is the quantity in the available continuation criterion (see \cite{16, 19}).

As we have already noted, most prior existence theorems have relied upon the contour equations for the interface, which, in the case of the infinitely-deep, unconfined Muskat problem is given as

$$\partial_t h = \text{p.v.} \int_{\mathbb{R}} \frac{(h'(x_1) - h'(x_1 - y))y}{y^2 + (h(x_1) - h(x_1 - y))^2} \, dy, \quad (1.10)$$

and for the finitely-deep medium, confined Muskat problem (with domain $\mathbb{R} \times [-l, l]$) as

$$\partial_t h = \text{p.v.} \int_{\mathbb{R}} \frac{(h'(x_1) - h'(x_1 - y))\sinh(y)}{\cosh(y) - \cos(h(x_1) - h(x_1 - y))} \, dy + \text{p.v.} \int_{\mathbb{R}} \frac{(h'(x_1) + h'(x_1 - y))\sinh(y)}{\cosh(y) + \cos(h(x_1) + h(x_1 - y))} \, dy. \quad (1.11)$$

These contour equations are obtained from the Birkhoff-Rott integral together with the following expression for the vorticity:

$$\omega(x_1, x_2, t) = \varpi(x_1, t)\delta_{\Gamma(t)},$$
where $x_1 \in \mathbb{R}$ parametrizes $\Gamma(t)$, $\varpi(x_1, t)$ is the amplitude of vorticity, and $\delta_{\Gamma(t)}$ is the Dirac delta-distribution which is a function of $(x_1, x_2)$ on the moving interface $\Gamma(t) \subset \mathbb{R}^2$. In particular, as the contour equations use the kernel for the operator $\nabla^\perp \Delta^{-1}$, there have been no prior existence theorems for arbitrary domain geometries.

In the case that $[\mu] = 0$, the contour equations have a significant simplification with respect to the case of two different viscosities. This is due to the fact that, if $[\mu] = 0$, the amplitude of the vorticity $\varpi = [\rho] h'$; however, in the case with two different viscosities, the amplitude for the vorticity $\varpi$ verifies the integral equation

$$-(\rho^2 - \rho^1) h'(x_1) = (\mu^2 - \mu^1) \text{ p.v. } \int_{\mathbb{R}} \varpi(\beta) \mathcal{B}(x_1, h(x_1), \beta, h(\beta)) d\beta \cdot (1, h'(x_1)) + \left(\frac{\mu^2 + \mu^1}{2}\right) \varpi,$$

where $\mathcal{B}$ denotes the kernel of $\nabla^\perp \Delta^{-1}$ (which depends on the domain). For instance, if the union of the two fluid domains is $\mathbb{R}^2$, then

$$\mathcal{B}(x_1, x_2, y_1, y_2) = \left(-\frac{x_2 - y_2}{(x_2 - y_2)^2 + (x_1 - y_1)^2}, \frac{x_1 - y_1}{(x_2 - y_2)^2 + (x_1 - y_1)^2}\right).$$

Thus, to write the amplitude of the vorticity in terms of the interface, one needs to invert an operator as in Córdoba, Córdoba, & Gancedo [15]. This is a difficult issue, and with our method, we are able to avoid it entirely.

2. Statement of the main theorems

Our first result is

**Theorem 2.1** ($H^2$ local well-posedness for the two-phase problem). Let $h_0 \in H^2(\mathbb{R})$ be the initial height function and let $\mu^\pm, \rho^\pm > 0$, be fixed constants. Then for every arbitrarily small $s > 0$ there exist small enough constants $\sigma_s, \tilde{\sigma}$, $T(h_0) > 0$, such that if either

1. (for the infinitely-deep Muskat problem (1.5a-e)) if

   $$\|h_0\|_{H^{1.5+\varepsilon}(\mathbb{R})} \leq \sigma_s$$

   (2.1)

   or

2. (for the confined Muskat problem (1.5a-d,e,f)) if

   $$\|h_0\|_{H^{1.5+\varepsilon}(\mathbb{R})} \leq \sigma_s$$

   $$\max\{|\tilde{h}|_2, |\tilde{h}'|_2\} \leq \tilde{\sigma},$$

then there exists a unique local-in-time solution

$$h \in C([0, T(h_0)]; H^2(\mathbb{R})) \cap L^2(0, T(h_0); H^{2.5}(\mathbb{R})).$$

Moreover, this solution verifies

$$\|h(t)\|_{L^2(\mathbb{R})}^2 + \int_0^t \|\sqrt{\mu^+} u^+(t)\|_{L^2(\Omega^+(t))}^2 dt + \int_0^t \|\sqrt{\mu^-} u^-(t)\|_{L^2(\Omega^-(t))}^2 dt = \|h_0\|_{L^2(\mathbb{R})}^2,$$

and

$$\max_{0 \leq s \leq T(h_0)} \{\|h(s)\|_{H^2(\mathbb{R})}^2\} + \int_0^{T(h_0)} \|h(s)\|_{H^{2.5}(\mathbb{R})}^2 ds \leq C_1 \|h_0\|_{H^2(\mathbb{R})}^2,$$

for a fixed constant $C_1$. 


We remark that the constants appearing in this theorem depend on the physical parameters $\mu^\pm, \rho^\pm > 0$.

The proof of this result in the infinitely-deep case has been split into several steps in Section 5. For the sake of simplicity, the proof is given for the case that $s = 0.25$ in (2.1), but the general case is obtained in a straightforward manner. This proof also covers the confined problem with flat top and bottom boundaries. Observe that the solution gains an extra half-derivative in space, when integrated in time. As we shall explain, this parabolic-regularity property is obtained by using the jump condition related to the expression for the amplitude of the vorticity. In Section 6, we provide the proof for the case of general domain geometries.

Next, we address the question of global existence and decay to equilibrium of classical solutions for small data. Indeed, if the initial data is periodic, Theorem 2.1 can be strengthened, and we obtain

**Theorem 2.2** \((H^2\) global well-posedness and decay to equilibrium). Let $h_0 \in H^2(\mathbb{T})$ be the periodic, zero-mean initial height function for the infinitely-deep Muskat problem \((1.5a-d)\) with $\mu^\pm, \rho^\pm > 0$. Then there exists a small enough constant $\sigma_2 = \sigma_2(\mu^\pm, \rho^\pm)$, such that if $\|h_0\|_{H^2(\mathbb{T})} \leq \sigma_2$, there exists a unique global-in-time solution $h \in C([0, \infty]; H^2(\mathbb{T})) \cap L^2(0, \infty; H^{2.5}(\mathbb{T}))$.

Moreover, this solution verifies

$$\max_{0 \leq s \leq \infty} \{\|h(s)\|_{H^2(\mathbb{T})}^2\} + \int_0^\infty \|h(s)\|_{H^{2.5}(\mathbb{T})}^2 ds \leq C\|h_0\|_{H^2(\mathbb{T})}^2,$$

together with the decay estimate

$$\|h(t)\|_{L^2(\mathbb{T})}^2 \leq c(h_0)e^{-\alpha t}, \text{ and, more generally, } \|h(t)\|_{H^{r}(\mathbb{T})}^2 \leq c(h_0, r)e^{-(1 - \frac{1}{2})\alpha t}$$

for every $0 \leq \alpha < 2$, $0 \leq r < 2$.

The proof of this result is given in Section 7. Notice that the decay of the linear problem \((\alpha = 2)\) is not reached and appears to be critical.

**Remark 2.3.** We can compare the global existence result given by our Theorem 2.2 with the global existence results in \([12, 13]\) for the case that $[\mu] = 0$. On the one hand, because of the embedding inequality

$$\|u\|_{A(\mathbb{R})} \leq C\|u\|_{H^{s+\gamma}(\mathbb{R})}, \quad s > 0$$

we see that we must impose more severe size constraints our initial data than the results of \([12, 13]\). On the other hand, our result can also handle the case that $\mu^+ \neq \mu^-$, and we find the exponential decay rate back to the equilibrium configuration.

For the one-phase Muskat problem (the case where $\mu^+ = \rho^+ = 0$), our previous result is improved:

**Theorem 2.4** \((Local\ well-posedness\ for\ the\ one-phase\ problem)\). Fix $\mu^+ = \rho^+ = 0, \mu^-, \rho^- > 0$, $\bar{b}(x_1) = 0$. Let $h_0 \in H^2(\mathbb{T})$ such that $\min_{x_1} h_0(x_1) \geq c_0$, be the initial height function for the confined, one-phase Muskat problem \((1.6a-e)\) satisfying the Rayleigh-Taylor stability condition \((1.8)\). Then there exists $T(h_0)$ and a unique local-in-time solution

$$h \in C([0, T(h_0)]; H^2(\mathbb{T})) \cap L^2(0, T(h_0); H^{2.5}(\mathbb{T}))$$

for the confined Muskat problem \((1.6a-e)\). Moreover, this solution verifies

$$\|h(t)\|_{L^2(\mathbb{T})}^2 + \int_0^t \|\sqrt{\mu^-} u(t)\|_{L^2(\Omega^-(t))}^2 dt = \|h_0\|_{L^2(\mathbb{T})}^2,$$
and
\[
\max_{0 \leq s \leq T(h_0)} \{ \| h(s) \|_{H^2(T)}^2 \} + \int_0^{T(h_0)} \| h(s) \|_{H^2_s(T)}^2 ds \leq C_1 \| h_0 \|_{H^2(T)}^2,
\]
for a fixed constant \( C_1 \).

**Remark 2.5.** Note that in Theorem 2.4, the initial data can be arbitrarily large; in particular, we place no smallness condition on the data.

The proof of Theorem 2.4 is given in Section 8. Finally, as a consequence of our half-derivative gain in space, \( L^2 \)-in-time, we have the following

**Theorem 2.6** (Instantaneous parabolic smoothing). Given \( \Gamma \) and a solution \( h \) to the Muskat problem satisfying
\[
h \in C([0, T(h_0)]; H^2(\Gamma)) \cap L^2(0, T(h_0); H^{2.5}(\Gamma))
\]
and either
1. \( \Gamma = \mathbb{R} \) and \( h \) is the solution to the infinitely-deep Muskat problem (1.5a-e) obtained under the hypotheses of Theorem 2.1,
2. \( \Gamma = \mathbb{R} \) and \( h \) is the solution to the confined Muskat problem (1.5a-d,e',f) obtained under the hypotheses of Theorem 2.1,
3. \( \Gamma = \mathbb{T} \) and \( h \) is the solution to the one-phase Muskat problem (1.6a-e) obtained under the hypotheses of Theorem 2.4,

then, in fact,
\[
h(\cdot, t) \in C^\infty(\Gamma) \text{ if } \delta \leq t \leq T(h_0), \quad \forall \delta > 0.
\]

The proof of this result is given in Section 9.

### 2.1. Notation.

#### 2.1.1. Matrix notation.
Let \( A \) be a matrix, and \( b \) be a column vector. Then, we write \( A_{ij} \) for the component of \( A \), located on row \( i \) and column \( j \); consequently, using the Einstein summation convention, we write
\[
(Ab)^k = A^k_i b^i \quad \text{and} \quad (ATb)^k = A^i_k b^i.
\]

#### 2.1.2. Sobolev norms.
For \( s \geq 0 \), we let
\[
\| u \|_{s, +} = \| u^+ \|_{H^s(\Omega^+)} \quad \text{and} \quad \| u \|_{s, -} = \| u^- \|_{H^s(\Omega^-)},
\]
and
\[
\| h \|_s = \| h \|_{H^s(\Gamma)}.
\]
Let \( \mathbb{R}^2_+ \) and \( \mathbb{R}^2_- \) denote the upper and lower half plane, respectively. Then, abusing notation, we write
\[
\| v \|_{s, +} = \| v^+ \|_{H^s(\mathbb{R}^2_+)} \quad \text{and} \quad \| v \|_{s, -} = \| v^- \|_{H^s(\mathbb{R}^2_-)},
\]
and
\[
\| h \|_s = \| h \|_{H^s(\mathbb{R})}.
\]

#### 2.1.3. The derivatives.
We let \( f' \) denote the (tangential) derivative of \( f \) with respect to \( x_1 \); that is,
\[
f' = \frac{\partial f}{\partial x_1}.
\]
For \( k = 1, 2 \), we write
\[
f_k = \frac{\partial f}{\partial u_k}.
\]
For a diffeomorphism \( \psi \), we let \( \text{curl}_\psi u = \text{curl} u \circ \psi \) and \( \text{div}_\psi u = \text{div} u \circ \psi \).
2.1.4. Mollifiers. We consider $\mathcal{J}$ a symmetric, positive mollifier with total integral equal to 1. For $\kappa > 0$, we define

$$\mathcal{J}_\kappa(x_1) = \frac{1}{\kappa} \mathcal{J}\left(\frac{x_1}{\kappa}\right)$$

and we denote

$$f^\kappa = \mathcal{J}_\kappa f = \mathcal{J}_\kappa \ast f \quad \text{and} \quad f^{\ast\kappa} = \mathcal{J}_\kappa \ast f^\kappa.$$ 

2.1.5. Dependence on space and time. For a function $f(x, t)$, we shall often write $f(t)$ to denote $f(\cdot, t)$. We associate to the pair of functions $u^\pm : \Omega^\pm(t) \to \mathbb{R}$, the function $u : \mathbb{R}^2 \to \mathbb{R}$ as follows:

$$u = u^+ 1_{\Omega^+(t)} + u^- 1_{\Omega^-(t)}.$$ 

When we write $\int_{\Omega^+(t)} u(\cdot, t)dx$, this is understood to mean $\int_{\Omega^+(t)} u^+(\cdot, t)dx$.

3. The ALE and semi-ALE formulations of the Muskat problem

3.1. The ALE and semi-ALE formulation.

3.1.1. The ALE formulation. We let $\delta \psi^+$ denote the harmonic extension of $h$ to the upper half plane:

$$\Delta \delta \psi^+ = 0 \quad \text{in} \quad \mathbb{R}^2_+,$$

$$\delta \psi^+ = h \quad \text{on} \quad \{x_2 = 0\}.$$ 

(3.1a)

(3.1b)

We define $\delta \psi^-(x_1, x_2) = \delta \psi^+(x_1, -x_2)$. We write $e$ for the identity map given by $e(x) = x$ and define $\psi^\pm = e + \delta \psi^\pm e_2$. Then, $\psi^\pm(\cdot, t) : \mathbb{R}^2_\pm \to \Omega^\pm(t)$ is a solution to

$$\Delta \psi^\pm = 0 \quad \text{in} \quad \mathbb{R}^2_\pm,$$

$$\psi^\pm = e + he_2 \quad \text{on} \quad \{x_2 = 0\}.$$ 

(3.2a)

(3.2b)

We note that (3.2b) is the same as

$$\psi(x_1, 0, t) = (x_1, h(x_1, t)).$$ 

(3.2b')

Setting $J^\pm = \det(\nabla \psi^\pm)$, we see that

$$A^\pm = (\nabla \psi^\pm)^{-1} = (J^\pm)^{-1} \begin{bmatrix} (\psi^\pm)^2_{,2} & - (\psi^\pm)^1_{,2} \\ - (\psi^\pm)^2_{,1} & (\psi^\pm)^1_{,1} \end{bmatrix} = \frac{1}{1 + \delta \psi^\pm_2} \begin{bmatrix} 1 + \delta \psi^\pm_2 & 0 \\ - \delta \psi^\pm_2 & 1 \end{bmatrix}.$$ 

For a fixed $s > 0$, using classical elliptic theory, we have $||\nabla \delta \psi^\pm||_{1+s, \pm} \leq C|h|_{1.5+s}$, and

$$J^\pm = 1 + \delta \psi^\pm_2 > 1 - ||\delta \psi^\pm_2||_{L^\infty(\mathbb{R}^2_\pm)} > 1 - C||\nabla \delta \psi^\pm||_{1+s, \pm} > 1 - C|h|_{1.5+s}.$$ 

(3.3)

Consequently, if $|h(\cdot, t)|_{1.5+s}$ is sufficiently small, then $\psi(t)$ is a diffeomorphism. For example, $|h(\cdot, t)|_{1.5+s}$ is small whenever the initial data $h_0 \in H^{1.5+s}(\mathbb{R})$ and $t$ are sufficiently small.

Letting

$$v^\pm = u^\pm \circ \psi \quad \text{and} \quad q^\pm = p^\pm \circ \psi,$$

the chain-rule shows that (1.5) can be written on the fixed domains as

$$\mu^\pm v^\pm + (A^\pm)^T \nabla q^\pm = - \rho^\pm \delta^\pm_2 \quad \text{in} \quad \mathbb{R}^2_\pm,$$

(3.4a)

$$\mu^\pm v^\pm + (A^\pm)^T \nabla q^\pm = - \rho^\pm \delta^\pm_2 \quad \text{in} \quad \mathbb{R}^2_\pm,$$

(3.4b)

where $\delta^\pm_2$ is the Kronecker delta.
3.1.2. The evolution equation for \( h \). We derive the evolution equation for \( h \) to complete the system \( 3.4 \). We first note that
\[
J^\pm (A^\pm)^T e_2 = (-\langle \psi^\pm \rangle)^2, (\langle \psi^\pm \rangle, 1) = (\langle \psi^\pm \rangle)^1, (3.2) \]
where \( f^\pm = (-f_2, f_1) \). Since \( \psi^\pm(t) \) is tangent to \( \Gamma(t) \), we must have \( \psi^\pm(t)^\perp \) is a normal vector field to \( \Gamma(t) \); moreover, by \( 3.2(b') \) we must have
\[
JA^T e_2 = (-h', 1) \quad \text{on} \quad \{ x_2 = 0 \}.
\]
The identity above also suggests that
\[
n \circ \psi = \frac{-h', 1}{\sqrt{1 + h'^2}} \quad \text{on} \quad \{ x_2 = 0 \}.
\]
On the other hand, differentiating \( 3.2(b') \) in \( t \), we find that
\[
\psi_t \cdot (n \circ \psi) = h_t (e_2 \cdot (n \circ \psi)) \quad \text{on} \quad \{ x_2 = 0 \}.
\]
By \( 1.5 \) (or the interface moves along with the fluid velocity), \( \psi_t \cdot (n \circ \psi) = (u \cdot n) \circ \psi; \) thus \( 3.5 \) \( 3.6 \) and \( 3.7 \) imply that
\[
v \cdot (n \circ \psi) = \frac{h_t}{\sqrt{1 + h'^2}}
\]
or equivalently,
\[
h_t = v \cdot (-h', 1) = v \cdot (JA^T e_2) = (JA v) \cdot e_2 \quad \text{on} \quad \{ x_2 = 0 \}.
\]
The coupled equations \( 3.2(a, b) \) and \( 3.4(a, b, c) \), together with the initial condition
\[
h = h_0 \quad \text{on} \quad \{ t = 0 \}
\]
is the ALE formulation of \( 1.5 \).

3.2. The semi-ALE formulation. For the purposes of reinstating a linear divergence-free constraint on the velocity field, we let
\[
w^\pm = J^\pm A^\pm v^\pm
\]
for componentwise, \( w^\pm \cdot e_k = J^\pm (A^\pm)^i_1 (v^\pm) \cdot e_i. \) Then, by the Piola identity, \( (J^\pm (A^\pm)^i_1)_{,i} = 0 \), and \( 3.4(b) \) implies that
\[
\text{div} w^\pm = 0 \quad \text{in} \quad \mathbb{R}^2_+.
\]
Therefore, \( (w^\pm, q^\pm, h) \) satisfies
\[
\mu w^\pm \cdot e_k + J^\pm (A^\pm)^i_1 (q^\pm)^j_1 = -\rho^\pm J^\pm (A^\pm)^i_1 \quad \text{in} \quad \mathbb{R}^2_+, \quad 3.9(a)
\]
\[
\text{div} w^\pm = 0 \quad \text{in} \quad \mathbb{R}^2_+; \quad 3.9(b)
\]
\[
[w \cdot e_2] = [q] = 0 \quad \text{on} \quad \{ x_2 = 0 \}, \quad 3.9(c)
\]
\[
\Delta \psi^\pm = 0 \quad \text{in} \quad \mathbb{R}^2_+; \quad 3.9(d)
\]
\[
\psi = e + he_2 \quad \text{on} \quad \{ x_2 = 0 \}, \quad 3.9(e)
\]
\[
h_t = v \cdot e_2 \quad \text{on} \quad \{ x_2 = 0 \}, \quad 3.9(f)
\]
\[
h = h_0 \quad \text{on} \quad \mathbb{R} \times \{ t = 0 \}. \quad 3.9(g)
\]

Equation \( 3.9 \) is the semi-ALE formulation of \( 1.5 \). Since \( A \nabla \psi = \text{Id} \) we have
\[
Ac_2 = A \left( A^T (\nabla \psi^T \cdot e_2) \right),
\]
and \( 3.9(h) \) can also be written as
\[
\mu^\pm w^\pm \cdot e_k + J^\pm (A^\pm)^i_1 (q^\pm)^j_1 + \rho^\pm \psi^\pm \cdot e_2 = 0 \quad \text{in} \quad \mathbb{R}^2_+ \quad 3.9(h')
\]
Let $Q^\pm = q^\pm + \rho^\pm x_2$. Since $A^\pm = [\nabla \psi^\pm]^{-1}$, it follows that

$$
\mu^\pm (\nabla \psi^\pm)^T \nabla \psi^\pm w^\pm + \nabla (Q^\pm + \rho^\pm \delta \psi^\pm) = 0.
$$

Using $Q$ rather than $q$, we write the system (3.9) as

$$
\mu^\pm w^\pm + \nabla (Q^\pm + \rho^\pm \delta \psi^\pm) = \left( \text{Id} - \frac{(\nabla \psi^\pm)^T \nabla \psi^\pm}{J^\pm} \right) \mu^\pm w^\pm \quad \text{in } \mathbb{R}_x^2,
$$

(3.10a)

$$
div w^\pm = 0 \quad \text{in } \mathbb{R}_x^2,
$$

(3.10b)

$$
[w \cdot e_2] = \left[ Q \right] = 0 \quad \text{on } \{ x_2 = 0 \},
$$

(3.10c)

$$
\Delta \delta \psi^\pm = 0 \quad \text{in } \mathbb{R}_x^2,
$$

(3.10d)

$$
\delta \psi^\pm = h \quad \text{on } \{ x_2 = 0 \},
$$

(3.10e)

$$
h_t = w \cdot e_2 \quad \text{on } \{ x_2 = 0 \},
$$

(3.10f)

$$
h = h_0 \quad \text{on } \mathbb{R} \times \{ t = 0 \}.
$$

(3.10g)

The advantage of the formulation (3.10) is that the nonlinear terms are on the right-hand side, keeping the left-hand side linear. Indeed, using

$$
\nabla \psi^\pm = \nabla (x + \delta \psi^\pm e_2) = \text{Id} + \nabla \delta \psi^\pm e_2,
$$

we have that

$$
\left( \text{Id} - \frac{(\nabla \psi)^T \nabla \psi}{J} \right) \mu^\pm w^\pm = \left( \delta \psi^\pm_2 - (\delta \psi^\pm_1)^2 \quad -\delta \psi^\pm_1 (1 + \delta \psi^\pm_2) \right) \mu^\pm w^\pm / J^\pm \quad \text{in } \mathbb{R}_x^2.
$$

(3.11)

4. The approximate $\kappa$-problem

4.1. An approximation of the semi-ALE formulation: the $\kappa$-problem. Letting $A^\pm = (\nabla \psi^\pm)^{-1}$, we define the following approximation of (3.10), which we term the $\kappa$-problem:

$$
\mu^\pm w^\pm + J^\pm A^\pm (A^\pm)^T \nabla (Q^\pm + \rho^\pm \delta \psi^\pm) = 0 \quad \text{in } \mathbb{R}_x^2 \times [0, T_\kappa],
$$

(4.1a)

$$
[w \cdot e_2] = \left[ Q \right] = 0 \quad \text{on } \Gamma \times [0, T_\kappa],
$$

(4.1b)

$$
div w^\pm = 0 \quad \text{in } \mathbb{R}_x^2 \times [0, T_\kappa],
$$

(4.1c)

$$
\Delta \delta \psi^\pm_\kappa = 0 \quad \text{in } \mathbb{R}_x^2 \times [0, T_\kappa],
$$

(4.1d)

$$
\delta \psi^\pm_\kappa = J_\kappa J_\kappa h_\kappa \quad \text{on } \Gamma \times [0, T_\kappa],
$$

(4.1e)

$$
\delta \psi^\pm_\kappa (x_1, x_2) = \delta \psi^\pm_\kappa (x_1, -x_2) \quad \text{on } \mathbb{R}_x^2 \times [0, T_\kappa],
$$

(4.1f)

$$
\psi^\pm_\kappa (x_1, x_2) = (x_1, x_2 + \delta \psi^\pm_\kappa (x_1, x_2)) \quad \text{in } \mathbb{R}_x^2 \times [0, T_\kappa],
$$

(4.1g)

$$
h_\kappa = w \cdot e_2 \quad \text{on } \Gamma \times [0, T_\kappa],
$$

(4.1h)

$$
h_\kappa = J_\kappa h_0 \quad \text{on } \mathbb{R} \times \{ t = 0 \}.
$$

(4.1i)

This approximation relies on the following two operations:

1. the initial data $h_0$ is regularized in (4.1), and

2. in order to have smooth ALE maps $\psi^\pm$ via elliptic extension, we (symmetrically) mollify the height function on $\Gamma$ in (4.1), thus producing a smooth evolving interface.

Note that $w$ and $Q$ depend implicitly on $\kappa$. 
4.2. The ALE formulation of the $\kappa$-problem. The $\kappa$-approximation becomes very clear when we return to the original ALE formulation given in (3.4). Indeed, we use $A^\pm_\kappa$ in place of $A^\pm$ and $\psi^\pm_\kappa$ in place of $\psi^\pm$ and write (4.1a-b) equivalently as

\[
\begin{align*}
\mu^\pm V^\pm + (A^\pm_\kappa)^T \nabla Q^\pm &= -\rho^\pm \delta^2_j \quad \text{in } \mathbb{R}_+^2 \times [0, T_\kappa], \\
(A^\pm_\kappa)^{ij}(V^\pm)^i_j &= 0 \quad \text{in } \mathbb{R}_+^2 \times [0, T_\kappa],
\end{align*}
\]

where

\[
\nabla \psi^\pm_\kappa J^\pm_\kappa w^\pm_\kappa = V^\pm \quad \text{and} \quad Q^\pm = Q^\pm - \rho^\pm x_2
\]

4.3. The Eulerian formulation of the $\kappa$-problem. Pulling back (4.1) using the diffeomorphisms $(\psi^\pm_\kappa)^{-1}$ defined in (4.1d-g), we obtain the Eulerian form of the $\kappa$-problem:

\[
\begin{align*}
\mu^\pm U^\pm + \nabla P^\pm &= -\rho^\pm e_2 \quad \text{in } \Omega^\pm_\kappa(t) \times [0, T_\kappa], \\
\text{div } U^\pm &= 0 \quad \text{in } \Omega^\pm_\kappa(t) \times [0, T_\kappa], \\
\nabla (\Gamma_\kappa(t)) &= U^\pm \cdot n_\kappa \quad \text{on } \Gamma_\kappa(t) \times [0, T_\kappa], \\
\Omega^+_\kappa(t) \cup \Omega^-_\kappa(t) &= \mathbb{R}^2 \quad \text{for every } t \in [0, T_\kappa],
\end{align*}
\]

where

\[
U^\pm = \nabla \circ (\psi^\pm_\kappa)^{-1}, \quad P^\pm = \nabla \circ (\psi^\pm_\kappa)^{-1},
\]

and

\[
\Gamma_\kappa(t) = \{(x_1, h^{\kappa\kappa}(x_1, t)), \ x_1 \in \mathbb{R}\}, \\
n_\kappa(x_1, t) = (-h^{\kappa\kappa}(x_1, t), 1), \\
\Omega^+_\kappa(t) = \{(x_1, x_2), x_2 > h^{\kappa\kappa}(x_1, t)), \ x_1 \in \mathbb{R}\}, \\
\Omega^-_\kappa(t) = \{(x_1, x_2), x_2 < h^{\kappa\kappa}(x_1, t)), \ x_1 \in \mathbb{R}\}.
\]

we obtain a solution to (4.1).

4.4. An alternative semi-ALE formulation of the $\kappa$-problem. In order to construct solutions to the $\kappa$-problem for initial height functions in $H^2(\Gamma)$ of arbitrary size, we use a different family of diffeomorphisms which have the property that the Jacobian determinant is equal to one. For this purpose, we introduce the diffeomorphisms \(\Psi^\pm_\kappa = (x_1, x_2 + h^{\kappa\kappa})\).

Because of the mollifiers present in the definition of $h^{\kappa\kappa}$, we see that the maps $\Psi^\pm_\kappa(\cdot, t) : \Gamma \rightarrow \Omega^\pm_\kappa(t)$ are $C^\infty$ diffeomorphisms, and that $\det \nabla \Psi^\pm_\kappa = 1$.

Letting

\[
\begin{align*}
\nabla^\pm &= \nabla \circ \Psi^\pm_\kappa, \\
\nabla^\pm &= \nabla \circ \Psi^\pm_\kappa + \rho^\pm x_2,
\end{align*}
\]

and defining

\[
A^\pm_\kappa = [\nabla \Psi^\pm_\kappa]^{-1}, \quad \Psi^\pm = A^\pm_\kappa \nabla^\pm,
\]

we obtain a solution to (4.1).
we have our alternative semi-ALE description of the \( \kappa \)-problem:

\[
\begin{align*}
\mu^\pm W^\pm + A^\pm_\kappa (A^\pm_\kappa)^T \nabla (Q^\pm + \rho^\pm h^\kappa) &= 0 & \text{in } \mathbb{R}^2_+ \times [0, T_\kappa], \\
[W \cdot e_2] &= [Q] = 0 & \text{on } \Gamma \times [0, T_\kappa], \\
\text{div } W^\pm &= 0 & \text{in } \mathbb{R}^2_+ \times [0, T_\kappa], \\
h_\pm &= W \cdot e_2 & \text{on } \Gamma \times (0, T_\kappa), \\
h &= J_\kappa h_0 & \text{on } \Gamma \times \{t = 0\}.
\end{align*}
\]

(4.4a) (4.4b) (4.4c) (4.4d) (4.4e)

Note well that a solution to (4.4) give a solution to (4.3) and hence a solution to the original semi-ALE formulation (4.1).

4.5. The construction of solutions to the \( \kappa \)-problem (4.1). In this section we prove the following result:

**Proposition 4.1.** For \( h_0 \in H^2 \), there exist a time \( T_\kappa \) and a unique solution \( h \in C([0, T_\kappa], H^2(\mathbb{R})) \) to the approximate \( \kappa \)-problem (4.1).

Given

\[
\tilde{h} \in C([0, T]; H^2(\mathbb{R})) \text{ and } \tilde{h}_t \in L^2(0, T; L^2(\mathbb{R})) ,
\]

we consider the following linear problem:

\[
\begin{align*}
\mu^\pm w^\pm + J^\pm A^\pm (A^\pm)^T \nabla (Q^\pm + \rho^\pm \tilde{h}^\kappa) &= 0 & \text{in } \mathbb{R}^2_+ , \\
[w \cdot e_2] &= [Q] = 0 & \text{in } \{x_2 \neq 0\} , \\
\text{div } w^\pm &= 0 & \text{in } \mathbb{R}^2_+ , \\
\Psi^\pm &= (x_1, x_2 + \tilde{h}^\kappa) & \text{in } \mathbb{R}^2_+ , \\
h_t &= w \cdot e_2 & \text{on } \{x_2 = 0\} , \\
h &= J_\kappa h_0 & \text{on } \mathbb{R} \times \{t = 0\}.
\end{align*}
\]

(4.5a) (4.5b) (4.5c) (4.5d) (4.5e)

To simplify notation, we have dropped the \( \kappa \)-subscript used to indicate implicit dependence on \( \kappa \), but we have kept the \( \kappa \)-superscript to indicate an explicit mollification operation; in particular,

\[
\tilde{h}^\kappa = J_\kappa \tilde{h} \text{ and } \tilde{h}^\kappa = J_\kappa J_\kappa \tilde{h} .
\]

Note that

\[
\|\nabla \Psi^\pm - \text{Id}\|_{s-1, \pm} \leq C|\tilde{h}^\kappa|_s \leq C(\kappa, s)|\tilde{h}^\kappa|_0.
\]

We shall also (temporarily) drop the \((\cdot)^\pm\) notation on \( A, \psi, \rho, \) and \( \mu \), as it will be clear from the context which phase we are analyzing.

4.5.1. The existence of \( \nabla Q^\pm \). Taking the divergence of (4.5a) we obtain the elliptic equation for \( Q^\pm \)

\[
\begin{align*}
-\text{div} \left( \frac{1}{\mu} A A^T \nabla Q^\pm \right) &= \text{div} \left( \frac{2}{\mu} A A^T \nabla \tilde{h}^\kappa \right) & \text{in } \mathbb{R}^2_+ ,
\end{align*}
\]

(4.6)

where \( \nabla \tilde{h}^\kappa = (\tilde{h}^\kappa_1, 0) \). Due to the fact that the domain is unbounded, we consider a constant \( \gamma \) satisfying \( 0 < \gamma < \frac{1}{2} \), and define the following elliptic equation in \( \mathbb{R}^2_+ \) for the modified pressure functions \( Q^\pm_\gamma \):

\[
\gamma Q^\pm_\gamma - \text{div} \left( \frac{1}{\mu} A A^T \nabla Q^\pm_\gamma \right) = \text{div} \left( \frac{2}{\mu} A A^T \nabla \tilde{h}^\kappa \right) & \text{in } \mathbb{R}^2_+ .
\]

(4.7)

Using (4.5b) and (4.5c), we supplement (4.7) with the following jump conditions across \( \{x_2 = 0\} \):

\[
[Q_\gamma] = 0
\]

(4.8)
and
\[ \left[ (1/\mu) A A^T \nabla Q_\gamma \right] \cdot e_2 = -[(\rho/\mu) (A A^T \nabla \tilde{h}^{\kappa\kappa})] \cdot e_2. \] (4.9)

Recall that a function \( Q_\gamma = Q_\gamma^+ 1_{\mathbb{R}_2^+} + Q_\gamma^- 1_{\mathbb{R}_2^-} \in H^1(\mathbb{R}^2) \) is said to be a weak solution of (4.7)–(4.9) if
\[ \gamma \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} Q_\gamma P \, dx + \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} \frac{1}{\mu} A A^T \nabla Q_\gamma \nabla P \, dx = \int_{\{x_2 = 0\}} g P \, dx_1 + \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} f P \, dx \] (4.10)
for all \( P \in H^1(\mathbb{R}^2) \), where \( g = [(\rho/\mu) A A^T \nabla \tilde{h}^{\kappa\kappa}] \cdot e_2 \) and \( f = \text{div} \left( (\rho/\mu) A A^T \nabla \tilde{h}^{\kappa\kappa} \right) \).

This problem can be written as
\[ B(Q_\gamma, P) = L_1(P) + L_2(P) \text{ for all } P \in H^1(\mathbb{R}^2), \]
where
\[ B(Q_\gamma, P) = \gamma \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} Q_\gamma P \, dx + \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} \nabla P \left( (1/\mu) A A^T \nabla Q_\gamma \right) \, dx, \]
\[ L_1(P) = \int_{\{x_2 = 0\}} \left[ (\rho/\mu) (A A^T \nabla \tilde{h}^{\kappa\kappa}) \right] \cdot e_2 P \, dx_1, \]
and
\[ L_2(P) = \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} \text{div} \left( (\rho/\mu) A A^T \nabla \tilde{h}^{\kappa\kappa} \right) \, dx. \]

The existence of \( Q_\gamma \in H^1(\mathbb{R}^2) \) will follow from the Lax-Milgram theorem, once we verify the necessary hypotheses. From the fundamental theorem of calculus, we have that
\[ \| A_0 A_0^T - A(\cdot, t) A^T (\cdot, t) \|_{L^\infty} \leq C_\kappa \sqrt{t} \int_0^t \| \tilde{h}_i(s) \|_0^2 ds \leq C_\kappa \sqrt{t}, \]
where \( C_\kappa \) is a constant which depends on \( \kappa \). Since \( [A_0 A_0^T]_{ij} \xi_i \xi_j \geq \lambda |\xi|^2 \), we see that for \( t \) sufficiently small,
\[ \frac{\lambda}{2} |\xi|^2 \leq [A(\cdot, t) A^T (\cdot, t)]_{ij} \xi_i \xi_j \leq 2\lambda |\xi|^2, \]
The bilinear form is bounded, as
\[ |B(Q_\gamma, P)| \leq C(\tilde{h}^{\kappa\kappa}) \| Q_\gamma \|_{1,\pm} \| P \|_{1,\pm}, \]
and it is also coercive, since
\[ |B(Q_\gamma, Q_\gamma)| \geq c(\gamma, \lambda) \| Q_\gamma \|_{1,\pm}^2. \]
Thus, we need to prove that \( L_i(P) \) are continuous functionals on \( H^1(\mathbb{R}^2) \). We have that
\[ |L_1(P)| \leq C(\tilde{h}^{\kappa\kappa}) \| P \|_0 \leq C(\tilde{h}^{\kappa\kappa}) \| P \|_{1,\pm}, \]
and using the divergence theorem,
\[ |L_2(P)| \leq \left| \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} \nabla P(\rho/\mu) A A^T \nabla A \, dx \right| + \left| \int_{\{x_2 = 0\}} P[(\rho/\mu) J A A^T \nabla \tilde{h}^{\kappa\kappa}] e_2 \, dx_1 \right| \]
\[ \leq C(\tilde{h}^{\kappa\kappa}) \left( \| \nabla P \|_{0,\pm} + |P|_0 \right) \leq C(\tilde{h}^{\kappa\kappa}) \| P \|_{1,\pm}. \]
We have thus verified the hypotheses of the Lax-Milgram theorem.
In particular, using the jump condition (4.9), we find that

\[ \frac{1}{2} \| \nabla \gamma \|_{0, \pm}^2 \leq - \int_{\{x_2 = 0\}} Q_{\gamma} [(J/\mu) A A^T \nabla \gamma] \cdot e_2 dx_1 + \int_{\mathbb{R}^2_+ \cup \mathbb{R}^2_-} \nabla Q_{\gamma} (\rho/\mu) A A^T \nabla \tilde{h}^{\kappa} dx_1 \]

\[ - \int_{\{x_2 = 0\}} Q_{\gamma} [(\rho/\mu) A A^T \nabla \tilde{h}^{\kappa}] \cdot e_2 dx_1. \]

In particular, using the jump condition (4.9), we find that

\[ \| \nabla \gamma \|_{0, \pm} \leq C |\tilde{h}^{\kappa}|_{0.5}, \] (4.11)

where the constant in the right-hand side is independent of \( \gamma \). As such, we obtain the existence of a weak limit \( \nabla \gamma \rightarrow F \in L^2(\mathbb{R}^2) \); moreover, the weak limit is a gradient: \( F = \nabla Q \). Indeed, if \( U \subset \mathbb{R}^2 \), by means of the Poincaré inequality, we have that

\[ \| Q_{\gamma} - \text{mean}(Q_{\gamma}) \|_{L^2(U)} \leq C(U) \| \nabla Q_{\gamma} \|_{0, \pm}. \]

In particular, we obtain that \( Q_{\gamma} \) converges weakly in \( L^2(U) \). We write \( Q \) for this limit and note that \( \nabla Q \) also satisfies (4.11). Thus, considering a test function \( \phi \) with compact support within \( U \), as \( \gamma \rightarrow 0 \), we have that

\[ \int_U \phi \nabla Q_{\gamma} dx = - \int_U \text{div} \phi Q_{\gamma} dx \rightarrow - \int_U \text{div} \phi Q dx = \int_U \phi \nabla Q dx, \]

\[ \int_U \phi \nabla Q_{\gamma} dx \rightarrow \int_U \phi F dx. \]

Using the uniqueness of the weak limit, we conclude the claim. We then easily obtain that \( Q \in L^2_{\text{loc}}(\mathbb{R}^2) \cap H^1(\mathbb{R}^2_{\pm}) \) is a distributional solution to

\[ -\text{div} \left( (1/\mu) A A^T \nabla Q \right) = \text{div} \left( (\rho/\mu) A A^T \nabla \tilde{h}^{\kappa} \right). \]

4.5.2. The existence of \( w \) and \( h \). We consider the Banach space

\[ X = \{(f, f_t), f \in C(0, T; H^2), f_t \in L^2(0, T; L^2)\}, \]

with norm

\[ \| (f, f_t) \|_X = \max_{0 \leq s \leq t} \| f(s) \|_{H^2} + \left( \int_0^t \| f_t(s) \|_{L^2}^2 ds \right)^{0.5}. \]

We define the operator \( S[h, h_t] \) by

\[ S[h, h_t] = (h(t), w_2(\cdot, 0, t)) = \left( h(x_1, 0) + \int_0^t w(x_1, 0, s) \cdot e_2 ds, w(x_1, 0, t) \cdot e_2 \right). \]

As \( \tilde{h}^{\kappa} \) is \( C^\infty \), the same is true for \( \Psi, A, J \). The usual elliptic estimates for (4.6) provide the regularity

\[ \nabla Q \in L^\infty(0, T; C^\infty(\mathbb{R}^2_+)). \]

Using (4.5k), we have that

\[ w \in L^\infty(0, T; C^\infty(\mathbb{R}^2_+)). \]

Consequently, the operator \( S \) verifies

\[ S : X \rightarrow X. \]
For two pairs \((\tilde{h}_1, \tilde{h}_{1t})\) and \((\tilde{h}_2, \tilde{h}_{2t})\), we estimate the he Lipschitz norm:

\[
\|S[\tilde{h}_1, \tilde{h}_{1t}] - S[\tilde{h}_2, \tilde{h}_{2t}]\|_X \leq T \max_{0 \leq t \leq T} \| (w_1(t) - w_2(t)) \cdot e_2 \|_2
\]

\[
+ \left( \int_0^T \| (w_1(s) - w_2(s)) \cdot e_2 \|_0^2 ds \right)^{0.5}
\]

\[
\leq \sqrt{T} C \kappa \| (\tilde{h}_1, \tilde{h}_{1t}) - (\tilde{h}_2, \tilde{h}_{2t}) \|_X
\]

Now, if \(T = T_\kappa\) is chosen small enough, then the mapping \(S\) is a contraction and there exists a unique fixed-point, which is a local solution of our approximate \(\kappa\)-problem.

5. **Proof of Theorem 2.1** Local well-posedness for the infinitely-deep case

5.1. \(\kappa\)-independent estimates. In this section, we prove that there is a time of existence \(T^*\), independent of \(\kappa\), and a priori estimates on \([0, T^*]\) also independent of \(\kappa\); we will thus be able to pass to the limit as \(\kappa \to 0\) and conclude the existence of a limiting function \(h\).

To do so, we define the higher-order energy function (or norm) that will be shown to be bounded independent of \(\kappa\):

\[
E(t) = \max_{0 \leq s \leq t} \| \kappa^2(s) \|_2^2 + \int_0^t \| w(s) \|_{2, \pm}^2 ds.
\]  (5.1)

Then, using Proposition 4.1, there exists an approximate solution up to time \(T_\kappa\) for every \(\kappa > 0\). We can take \(T_\kappa\) as small as needed to ensure that

\[
\sup_{0 \leq t \leq T_\kappa} E(t) \leq z^*, \quad \forall \kappa > 0,
\]

for a constant \(z^*\) that will specified below. A priori, these times \(T_\kappa\) may tend to zero as \(\kappa \to 0\). In the following sections, we are going to obtain uniform bounds for \(E(t)\) up to a uniform time \(T^*\), preventing the shrinking of the lifespan of the solution as \(\kappa \to 0\).

For the sake of clarity, we take \(s = 0.25\) in the statement of Theorem 2.1 (the proof for general \(s\) is analogous) and consider \(\sigma \ll 1\) a universal constant (that will be specified below). Furthermore, we take \(T_\kappa\) small enough so we can ensure that

\[
\sup_{0 \leq t \leq T_\kappa} |\kappa^2(t)|_{1.75} < \sigma.
\]  (5.2)

5.1.1. The estimates of \(\delta\psi, J\). Using classical elliptic theory for the equations (4.1h-f), we get

\[
\| \nabla \delta \psi \|_{s, \pm} \leq C |h|_{s+0.5},
\]  (5.3)

thus,

\[
\| \nabla \psi - \text{Id} \|_{s, \pm} \leq C |h|_{s+0.5}, \text{ and } \| J - 1 \|_{s, \pm} = \| \delta \psi \|_{s, \pm} \leq C |h|_{s+0.5}.
\]

5.1.2. Estimates for \(h \in L^\infty(0, T_\kappa; L^2(\mathbb{R}))\), \(v^\pm \in L^2(0, T_\kappa; L^2(\mathbb{R}_\pm^2))\). We let \(a = JA\) denote the cofactor matrix of \(\nabla \psi\); using the fact that \(\nabla \psi^2 = e_2\), we write (3.4a) as

\[
\mu J v^i + a_{i}^{k} (q + \rho \psi^2)_{,k} = 0 \text{ in } \mathbb{R}_\pm^2 \times (0, T_\kappa).
\]  (5.4)

Since on \(\Gamma := \mathbb{R}\), \(\psi^2 = h\) and \(v \cdot \tilde{n} = h_t\), taking the \(L^2(\mathbb{R}_\pm^2)\) inner-product of (5.4) with \(v^i\), the fact that \(a_{i}^{k} \delta k = 0\) by the Piola identity and that \(a_{i}^{k} N_k = \tilde{n}\) to obtain the basic \(L^2\) energy law:

\[
\frac{1}{2} \frac{d}{dt} \left\| \mathcal{J}_\kappa h(t) \right\|_{L^2(\mathbb{R})}^2 + \frac{1}{\rho} \left\| \frac{\mu}{2} J v^2 \right\|_{L^2(\mathbb{R}_\pm^2)}^2 = 0.
\]

Integrating in time, we find that

\[
|\kappa^2(t)|_0 = |\mathcal{J}_\kappa h(t)|_0 \leq |\mathcal{J}_\kappa \mathcal{J}_\kappa h_0|_0 \leq |h_0|_0,
\]
As a consequence, we have
\[ C \\]
where the constant \( C \) depends on \( \mu^\pm \). Using the smallness condition \( (5.7) \), we have
\[ |h(t) - J_\kappa h_0|_{1.5} = \left| J_\kappa \int_0^t w \cdot e_2 ds \right|_{1.5} \leq \sqrt{t} \sqrt{C \int_0^t \|w(s)\|_{2,1.5}^2 ds} \leq \sqrt{t}CE(t), \tag{5.5} \]
and that
\[ |h^\kappa(t) - J_{\kappa}^2 h_0|_{1.5} = \left| J_\kappa \int_0^t w \cdot e_2 ds \right|_{1.5} \leq \sqrt{t}CE(t). \]
We can ensure that \( |h^\kappa(t)|_2 \leq \sqrt{z^*} \), so that
\[ |h^\kappa(t) - J_{\kappa}^2 h_0|_{1.75} \leq C|h^\kappa(t) - J_{\kappa}^2 h_0|_{1.5}|h^\kappa(t) - J_{\kappa}^2 h_0|_2 \leq C\sqrt{t}z^*, \]
and, by choosing
\[ T_\kappa \leq T_\kappa^* = \left( \frac{\sigma - |h_0|_{1.75}^2}{4Cz^*} \right)^2, \tag{5.6} \]
we have that
\[ |h^\kappa(t)|_{1.75} \leq |h_0|_{1.75} + C\sqrt{t}z^* < \sigma, \quad \forall 0 \leq t \leq T_\kappa. \tag{5.7} \]
Using \( (4.1h,c) \) and the fact that \( \delta \psi \) is the harmonic extension of \( h \), it follows that \( Q \) satisfies
\[ \text{div} \left( (J/\mu)AA^T \nabla Q \right) = \frac{\rho}{\mu} \text{div} \left( [\text{Id} - JAA^T] \nabla \delta \psi \right) \qquad \text{in} \ R^2, \]
with jump conditions given by \( (4.1b) \) and \( (4.9) \). It follows that we have the following elliptic equation for \( Q \):
\[ \mu^{-1} \Delta Q = \text{div} \left[ \mu^{-1} (\text{Id} - JAA^T) \nabla (Q + \rho \delta \psi) \right] \qquad \text{in} \ R^2, \]
\[ \left[ \mu^{-1} \frac{\partial Q}{\partial N} \right] = \left[ \mu^{-1} (\text{Id} - JAA^T) (\nabla Q) e_2 \right] - \left[ \mu^{-1} \rho JAA^T \delta \psi_{,j} \right] \quad \text{on} \ \{ x_2 = 0 \}, \]
From standard elliptic estimates,
\[ \|\nabla Q\|_{1.25, \pm} \leq C \left[ \left\| (\text{Id} - JAA^T) \nabla (Q + \rho \delta \psi) \right\|_{1.25, \pm} \right. \]
\[ + \left\| \mu^{-1} (\text{Id} - JAA^T) \nabla e_2 \right\|_{0.75} + \left\| \mu^{-1} \rho JAA^T \delta \psi_{,j} \right\|_{0.75} \]
\[ \leq C \left[ \left\| (\text{Id} - JAA^T) \nabla Q \right\|_{1.25, \pm} + \rho \|\nabla \delta \psi\|_{1.25, \pm} \right. \]
\[ + \left\| \text{Id} - JAA^T \right\|_{1.25, \pm} \left( \|\nabla Q\|_{L^\infty(R^2)} + \rho \|\nabla \delta \psi\|_{L^\infty(R^2)} \right) \]
\[ + \left. \left\| \mu^{-1} \rho JAA^T \delta \psi_{,j} \right\|_{0.75} \right], \]
where the constant \( C \) depends on \( \mu^\pm \). Using the smallness condition \( (5.7) \), we have
\[ |JAA^T \delta \psi_{,j}|_{0.75} \leq C \left( |h^\kappa|_{1.75} + \|\text{Id} - JAA^T\|_{1.25, \pm} + |h^\kappa|_{1.75} \right) \leq C|h^\kappa|_{1.75}. \]
As a consequence, we have
\[ \|\nabla Q\|_{1.25, \pm} \leq C|h^\kappa|_{1.75}. \tag{5.9} \]
For the higher norm, we have
\[
\|\nabla Q\|_{1.5,\pm} \leq C \left[ \| (\text{Id} - JAAT) \nabla (Q + \rho \delta \psi) \|_{1.5,\pm} \\
+ \| \mu^{-1} (\text{Id} - JAAT) \nabla Q e_2 \|_1 + \| \mu^{-1} \rho A^2 \partial \psi_j \|_1 \right]
\]
\[
\leq C \left[ \| \text{Id} - JAAT \|_{L^\infty(\mathbb{R}^2)} \| \nabla Q\|_{1.5,\pm} + \rho \| \nabla \delta \psi \|_{1.5,\pm} \right] \\
+ \| \text{Id} - JAAT \|_{1.5,\pm} (\| \nabla Q\|_{L^\infty(\mathbb{R}^2)} + \rho \| \nabla \delta \psi \|_{L^\infty(\mathbb{R}^2)})
\]
\[
+ \| \mu^{-1} \rho JA^2 \partial \psi_j \|_1 \right].
\]

Using (3.5) and (4.9),
\[
\| JA^2 \partial \psi_j \|_1 \leq C |h^{\kappa\kappa}|_{1.75}(1 + |h^{\kappa\kappa}|_{1.75})|h^{\kappa\kappa}|_{2},
\]
and
\[
\| \text{Id} - JAAT \|_{1.5,\pm} \leq C |h^{\kappa\kappa}|_{2}(1 + |h^{\kappa\kappa}|_{1.75}) \leq C |h^{\kappa\kappa}|_{2}.
\]

Using $1 + \sigma < 2$,
\[
\| \nabla Q\|_{1.5,\pm} \leq (C|h^{\kappa\kappa}|_{1.75}(1 + |h^{\kappa\kappa}|_{1.75})) \| \nabla Q\|_{1.5,\pm} + C|h^{\kappa\kappa}|_{2}|h^{\kappa\kappa}|_{1.75} + |h^{\kappa\kappa}|_{2}|h^{\kappa\kappa}|_{1.75},
\]
and, using the smallness condition (5.7),
\[
\| \nabla Q\|_{1.5,\pm} \leq C|h^{\kappa\kappa}|_{1.75}|h^{\kappa\kappa}|_{2}. \tag{5.10}
\]

Using (3.10) and (3.11), we obtain
\[
\| w\|_{1.5,\pm} \leq C|h^{\kappa\kappa}|_{1.75}|h^{\kappa\kappa}|_{2}, \tag{5.11}
\]
\[
\| w\|_{1.25,\pm} \leq C|h^{\kappa\kappa}|_{1.75}. \tag{5.12}
\]

5.1.4. *The Rayleigh-Taylor stability condition revisited.* Once we have the smallness condition
\[
\sup_{0 \leq t \leq T^*} \| w(t)\|_{1.25,\pm} \leq C|h^{\kappa\kappa}(t)|_{1.75} \leq \sigma,
\]
we find that
\[
\sup_{0 \leq t \leq T^*} \| v(t)\|_{1.25,\pm} \leq C \sup_{0 \leq t \leq T^*} \| \nabla \psi \cdot w \|_{1.25,\pm} \leq C \sigma. \tag{5.13}
\]

The Rayleigh-Taylor stability condition is controlled as follows:
\[
RT(t) > -\frac{[\rho]}{2} - |[\mu]|_2|v|_{1.25,\pm} \geq -\frac{[\rho]}{2} - |[\mu]|_2 C \sigma.
\]

Consequently, if we impose
\[
\sigma \leq \frac{-[\rho]}{4C|[\mu]|},
\]
the Rayleigh-Taylor stability condition is satisfied for every time $0 \leq t \leq T^*$. Furthermore, we have
\[
-\frac{[\rho]}{2} - [\mu] v \cdot n \sqrt{1 + h^{\kappa\kappa^2}} \geq -\frac{[\rho]}{2} - |[\mu]|_2|v|_{1.25,\pm} \geq \frac{-[\rho]}{2}, \quad \forall 0 \leq t \leq T^*. \tag{5.14}
\]
5.1.5. Estimates for \( h \in L^2(0,T;H^{2,5}(\mathbb{R})) \). Taking the inner-product of the equation (3.4a) with the tangent vector \( \psi' \), we find that

\[
\mu^\pm v^\pm \cdot \psi' + Q^\pm_{1,1} + \rho^\pm \delta \psi_{,1} = 0 \quad \text{on} \quad \{ x_2 = 0 \}.
\]

Taking the difference of the equations above, by (4.11), we obtain that

\[
[\mu v \cdot \psi'] + [\rho] h^{\kappa \kappa} = 0.
\]

Then the equation above implies that

\[
\left[ \mu v \cdot \frac{(1,h^{\kappa \kappa})}{\sqrt{1 + h^{\kappa \kappa 2}}} \right] + [\rho] h^{\kappa \kappa} = 0.
\]

Differentiating the equation above with respect to \( x_1 \) and using that the normal velocity is continuous, we conclude that \( h^{\kappa \kappa} \) satisfies that

\[
- [\rho] h^{\kappa \kappa} = [\rho](v \cdot n) \sqrt{1 + h^{\kappa \kappa 2}} h^{\kappa \kappa} + (1 + h^{\kappa \kappa 2}) [\mu v \cdot (1,h^{\kappa \kappa})]. \tag{5.15}
\]

By Proposition A.1 and the trace theorem, the inequality above further implies that

\[
| h^{\kappa \kappa} |_{0.5} \leq C(1 + | h^{\kappa \kappa} |_{1.75})^3 \left( | v^+ |_{1.5} + | v^- |_{1.5} \right) + C | h^{\kappa \kappa} |_{0.5} | v \cdot (-h^{\kappa \kappa}, 1) |_{0.75}. \tag{5.16}
\]

Since \( v = \nabla \psi_{,1} \),

\[
| v^\pm |_{1.5} \leq C \left\| \frac{(1 + \nabla (\delta \psi^\pm e_2)) w^\pm}{J} \right\|_{2, \pm} \leq C \left\| \frac{w^\pm}{J} \right\|_{2, \pm} + C \left\| \frac{\nabla (\delta \psi^\pm e_2) w^\pm}{J} \right\|_{2, \pm} \tag{5.17}
\]

with

\[
\left\| \frac{w^\pm}{J} \right\|_{2, \pm} \leq C \left\| w^\pm \right\|_{2, \pm} + C \left\| w^\pm \right\|_{L^\infty(\mathbb{R}^2)} \nabla \delta \psi \left\|_{2, \pm} + C \left\| \nabla w \right\|_{L^4} \left\| \nabla \delta \psi \right\|_{2, 1} + C \left\| w \right\|_{1.5, \pm} \right\| \nabla \delta \psi \left\|_{1.5, \pm}, \tag{5.18}
\]

\[
\left\| \frac{\nabla (\delta \psi^\pm e_2) w^\pm}{J} \right\|_{2, \pm} \leq C \left\| w^\pm \right\|_{L^\infty(\mathbb{R}^2)} \left[ \left\| \nabla \delta \psi \right\|_{2, \pm} \left( 1 + \left\| \nabla \delta \psi \right\|_{L^\infty(\mathbb{R}^2)} \right) \right] + C \left\| D^2 \delta \psi^\pm \right\|_{L^4} + C \left\| \nabla \delta \psi J^{-1} \right\|_{L^\infty(\mathbb{R}^2)} \left\| w \right\|_{2, \pm} \leq C \left\| w \right\|_{1.25, \pm} \left[ \left\| \nabla \delta \psi \right\|_{2, \pm} \left( 1 + \left\| \nabla \delta \psi \right\|_{1.25, \pm} \right) \right] + C \left\| \nabla \delta \psi \right\|_{1.25, \pm} \left\| w \right\|_{2, \pm}. \tag{5.19}
\]

Collecting the estimates (5.16)-(5.19), we get

\[
| h^{\kappa \kappa} |_{2.5} \leq C \left\| w \right\|_{2, \pm} + C \left( 1 + | h^{\kappa \kappa} |_{1.75} \right)^4 \left( | h^{\kappa \kappa} |_{2.5} \left\| w \right\|_{1.25, \pm} + | h^{\kappa \kappa} |_{1.75} \left\| w \right\|_{2, \pm} + | h^{\kappa \kappa} |_{2} \left\| w \right\|_{1.5, \pm} \right) + C \left\| v \right\|_{1.25, \pm} \left| h^{\kappa \kappa} \right|_{2.5}.
\]

Using (5.12), (5.13) and the smallness condition (5.7), we have that

\[
| h^{\kappa \kappa} |_{2.5} \leq C \left\| w \right\|_{2, \pm} + C \left( | h^{\kappa \kappa} |_{1.75} \left\| w \right\|_{2, \pm} + | h^{\kappa \kappa} |_{2} \left\| w \right\|_{1.5, \pm} \right).
\]

Consequently,

\[
\int_0^t \left| h^{\kappa \kappa} \right|_{2.5}^2 \leq C E(t) + t \left( E(t) \right)^2 + C \sigma^2 E(t). \tag{5.20}
\]
5.1.6. The energy estimates. Writing (4.1h) as
\[ \mu w + \nabla (Q + \rho \delta \psi) = \left( \text{Id} - \frac{(\nabla \psi)^T \nabla \psi}{J} \right) \mu w, \]
differentiating with respect to \( x_1 \) twice, testing the resulting equation against \( w'' \), using integration-by-parts on the gradient term, and using (3.10b), we find that
\[ \| \sqrt{\rho} w'' \|^2_{0, \pm} - \left[ \rho \right] \int_{\mathbb{R}} \left[ (Q + \rho \delta \psi)'' w'' \cdot N \right] dx_1 = \int_{\mathbb{R}^2} \left( \left( \text{Id} - \frac{(\nabla \psi)^T \nabla \psi}{J} \right) \mu w \right)'' w'' dx. \]
Using (4.1h), we see that
\[ -\left[ \rho \right] \int_{\mathbb{R}} \left[ (Q + \rho \delta \psi)'' w'' \cdot N \right] dx_1 = \frac{\rho}{2} \frac{d}{dt} |h|_{1, 0}^2, \]
and defining
\[ \text{RHS} = \int_{\mathbb{R}^2} \left( \left( \text{Id} - \frac{(\nabla \psi)^T \nabla \psi}{J} \right) \mu w \right)'' w'' dx, \]
we have that
\[ \| \sqrt{\rho} w'' \|^2_{0, \pm} + \frac{\rho}{2} \frac{d}{dt} |h|_{1, 0}^2 = \text{RHS}, \]
and we proceed to estimate \( \text{RHS} \).
Using the Hölder inequality together with (3.11), we get that
\[ \text{RHS} = \int_{\mathbb{R}^2} \left( \left( \text{Id} - \frac{(\nabla \psi)^T \nabla \psi}{J} \right) \mu w \right)'' w'' dx \]
\[ \leq C \| w'' \|^2_{0, \pm} \left( \| \nabla \delta \psi \|^2_{L^\infty(\mathbb{R}^2)} + \| \delta \psi \|_{L^\infty(\mathbb{R}^2)} \right) \]
\[ + C \| w'' \|^2_{0, \pm} \left( \| \nabla \delta \psi'' \|^2_{0, \pm} + \| w \|_{L^\infty(\mathbb{R}^2)} \right), \]
Using the Sobolev inequality, we obtain that
\[ \text{RHS} \leq C \| w'' \|^2_{0, \pm} \left( \| \nabla \delta \psi \|^2_{L^\infty(\mathbb{R}^2)} + \| \delta \psi \|_{L^\infty(\mathbb{R}^2)} \right) \]
\[ + C \| w'' \|^2_{0, \pm} \left( \| \nabla \delta \psi'' \|^2_{0, \pm} + \| w \|_{L^\infty(\mathbb{R}^2)} \right). \]
Using the elliptic estimate (5.3), we find that
\[ \text{RHS} \leq C \| w \|^2_{2, \pm} \left( |h|_{1.75}^2 + |h|_{1.75} \right) \]
\[ + C \| w \|^2_{2, \pm} \left( |h|_{2.5} |w|_{1.25, \pm} + |w|_{1, \pm} |w|_{2, \pm} \right), \]
Recalling (5.12), we get that
\[ \text{RHS} \leq C \| w \|^2_{2, \pm} |h|_{1.75} + C \| w \|^2_{2, \pm} \left( |h|_{2.5} \right) \]
Integrating in time and using (5.1), (5.5), (5.7) and (5.20), we obtain that
\[ \int_0^t \text{RHS} \leq C \sigma \left( E(t) + t(E(t))^2 \right) \]
thus, we conclude that
\[ \frac{-[\rho]}{2} \| h^e(t) \|^2_{2, \pm} + \min\{\mu^+, \mu^-\} \int_0^t \| w'' \|^2_{0, \pm} \leq \frac{-[\rho]}{2} |h_0|_{2, \pm}^2 + C \sigma E(t) + tC(E(t))^2. \]
5.1.7. The Hodge decomposition elliptic estimates. Using Proposition A.4, we have that

\[ |w|^2 |_{1.5} \leq |w''| \cdot e_2 |_{-0.5} \leq C (|w''| |_{0.\pm} + \| \text{div} w'' \|_{0.\pm}) \leq C |w''| |_{0.\pm}. \]

Consequently, we can bound \( \int_0^t |w|^2 |_{1.5}^2 \) using (5.21). Using that \( u \) is irrotational in each phase, we obtain \( u_{1}^2 - u_{1}^1 = \mathcal{A}_1^i v_{1}^j - \mathcal{A}_2^i v_{1}^j = 0 \). Recalling \( v = J^{-1} \nabla \psi \cdot w, \) i.e. \( v^i = J^{-1} \psi^j w^j \), and we get

\[
 w_{1}^2 - w_{1}^1 = w_{1}^2 - w_{1}^1 - A_1^i (J^{-1} \psi_{1}^2 w^i)_j + A_2^i (J^{-1} \psi_{1}^1 w^i)_j \\
 = w_{1}^2 (1 - A_1^i J^{-1} \psi_{1}^2) + w_{1}^1 (1 - A_2^i J^{-1} \psi_{1}^1) \\
 + \sum_{(i,j) \neq (1,2)} A_2^i J^{-1} \psi_{1}^1 w^i_j - \sum_{(i,j) \neq (2,1)} A_1^i J^{-1} \psi_{1}^2 w^i_j \\
 - A_1^i (J^{-1} \psi_{1}^2)_j w^i_j + A_2^i (J^{-1} \psi_{1}^1)_j w^i_j.
\]

Using \( 1 - A_1^i J^{-1} \psi_{1}^2 = 0, 1 - A_2^i J^{-1} \psi_{1}^1 = \delta \psi_{1,2} (2 + \delta \psi_{1,2}) / (1 + \delta \psi_{1,2})^2, A_2^i = - \psi_{1,2} = 0 \) we further simplify

\[
 w_{1}^2 - w_{1}^1 = w_{1}^2 \frac{\delta \psi_{1,2} (2 + \delta \psi_{1,2})}{(1 + \delta \psi_{1,2})^2} - \frac{\delta \psi_{1,1}}{1 + \delta \psi_{1,2}} w_{1}^1 + \frac{\delta \psi_{1,1}}{1 + \delta \psi_{1,2}} w_{1}^2 - \left( \frac{\delta \psi_{1,1}}{1 + \delta \psi_{1,2}} \right)^2 w_{1}^2 \\
 - A_1^i J^{-1} \psi_{1,1} w^i_j - A_1^i J^{-1} \psi_{1,1} w^i_j - \frac{\delta \psi_{1,2}}{(1 + \delta \psi_{1,2})^3} w^1 \\
 = w_{1}^2 \frac{\delta \psi_{1,2} (2 + \delta \psi_{1,2})}{(1 + \delta \psi_{1,2})^2} - \frac{2 \delta \psi_{1,1}}{1 + \delta \psi_{1,2}} w_{1}^1 - \left( \frac{\delta \psi_{1,1}}{1 + \delta \psi_{1,2}} \right)^2 w_{1}^2 \\
 + 2 \frac{\delta \psi_{1,1} \delta \psi_{1,2} w^1}{(1 + \delta \psi_{1,2})^2} - \frac{\delta \psi_{1,1} w^1}{1 + \delta \psi_{1,2}} - \frac{\delta \psi_{1,2} (1 + (\delta \psi_{1,1})^2)}{(1 + \delta \psi_{1,2})^3} w^1.
\]

Due to Proposition A.1, we find that

\[
 \| J^3 \text{curl} w \|_{1, \pm} \leq C \| w \|_{2, \pm} \| \nabla \delta \psi \|_{1,2,5, \pm} (1 + \| \nabla \delta \psi \|_{1,2,5, \pm})^2 \\
 + C \| w \|_{2, \pm} \| \nabla \delta \psi \|_{2,1,2,5, \pm} (1 + \| \nabla \delta \psi \|_{1,2,5, \pm}) \\
 + C \| w \|_{1,2,5, \pm} \| \nabla \delta \psi \|_{2,1,2,5, \pm} (1 + \| \nabla \delta \psi \|_{1,2,5, \pm}) \\
 + C \| w \|_{1,2,5, \pm} \| \nabla \delta \psi \|_{2,1,2,5, \pm} (1 + \| \nabla \delta \psi \|_{1,2,5, \pm})^2 \\
 \leq C \| w \|_{2, \pm} \| \nabla \delta \psi \|_{1,2,5, \pm} (1 + \| \nabla \delta \psi \|_{1,2,5, \pm})^2 \\
 + C \| w \|_{1,2,5, \pm} \| \nabla \delta \psi \|_{2,1,2,5, \pm} (1 + \| \nabla \delta \psi \|_{1,2,5, \pm})^2.
\]

From the smallness condition (5.7), we have that

\[
 \frac{1}{2} \| \text{curl} \|_{0, \pm} \leq \| J^3 \text{curl} \|_{0, \pm},
\]

\[
 \frac{1}{2} \| \nabla \text{curl} \|_{0, \pm} \leq \| J^3 \nabla \text{curl} \|_{0, \pm} \leq \| \nabla (J^3 \text{curl} \|_{0, \pm} + \| J^3 \text{curl} \|_{0, \pm}, \)
\]

and from the Sobolev embedding theorem,

\[
 \| \nabla J^3 \text{curl} \|_{0, \pm}^2 \leq C (1 + \| \nabla \delta \psi \|_{1,2,5, \pm})^4 \int_R (\nabla \delta \psi_{1,2})^2 (\text{curl} w)^2 \, dx \\
 \leq C (1 + \| \nabla \delta \psi \|_{1,2,5, \pm})^4 \| \nabla \delta \psi \|_{2,1,2,5, \pm} \| \text{curl} w \|_{2,1,2,5, \pm}^2 \\
 \leq C (1 + \| \nabla \delta \psi \|_{1,2,5, \pm})^4 \| \nabla \delta \psi \|_{2,1,2,5, \pm}^2 \| \text{curl} w \|_{2,1,2,5, \pm}^2.
\]
We conclude that
\[
\|\text{curl} w\|_{1,\pm} \leq C \|w\|_{2,\pm} \|
abla \delta \psi\|_{1.25,\pm} (1 + \|
abla \delta \psi\|_{1.25,\pm})^2
+ C \|w\|_{1.25,\pm} \|
abla \delta \psi\|_{2,\pm} (1 + \|
abla \delta \psi\|_{1.25,\pm})^2
+ C(1 + \|
abla \delta \psi\|_{1.25,\pm})^4 \|
abla \delta \psi\|_{1.5,\pm} \|w\|_{1.5,\pm}^2
\leq C \|w\|_{2,\pm} h^{\kappa\kappa}|_{1.75} + C|h^{\kappa\kappa}|_{2.5} h^{\kappa\kappa}|_{1.75} + C|h^{\kappa\kappa}|_{2} \|w\|_{1.5,\pm}^2.
\]

Using Proposition \ref{prop:uniform_bound} we get
\[
\|w\|_{2,\pm} \leq C \left[ \|w\|_{a,\pm} + \|\text{curl} w\|_{1,\pm} + \|\text{div} w\|_{1,\pm} + |w \cdot e_2|_{1.5} \right],
\]
and, using \eqref{eq:energy_bound}, we get
\[
\int_0^T \|w\|_{2,\pm}^2 \leq C \left( \frac{|\rho|}{2} |h_0|_2^2 + C \sigma E(t) + t C(1 + E(t) + (E(t))^2) E(t) \right). \tag{5.22}
\]

5.1.8. A polynomial-type inequality for the energy function \(E(t)\). Notice that
\[
|h^{\kappa\kappa}(t)|_{2} \leq |h^{\kappa}(t)|_{2}.
\]
Furthermore, as \(h^{\kappa\kappa} \in L^2(0, T_\kappa; H^{2.5}(\mathbb{R}))\) and
\[
|h^{\kappa\kappa}|_{1.5} \leq |h^{\kappa}|_{1.5} = |w^2|_{1.5} \leq C \|w\|_{2,\pm},
\]
we have \(h^{\kappa\kappa} \in L^2(0, T_\kappa; H^{1.5}(\mathbb{R}))\). Consequently \(h^{\kappa\kappa} \in C(0, T_\kappa; H^2(\mathbb{R}))\) and \(E(t)\) is a continuous function. Collecting the previous estimates \eqref{eq:energy_bound} and \eqref{eq:energy_bound2} yields
\[
E(t) \leq C \left( \frac{|\rho|}{2} |h_0|_2^2 + \sigma E(t) + t(1 + E(t) + (E(t))^2) E(t) \right). \tag{5.23}
\]

5.1.9. The uniform-in-\(\kappa\) time. Recall that we assume that \(T_\kappa\) is small enough to guarantee that \(E(t) \leq z^*\) for \(z^* > 0\) a constant (depending on the size of the initial data) that will be chosen below. We set
\[
\sigma = \frac{1}{2C},
\]
where \(C\) is the constant appearing in \eqref{eq:uniform_bound}. We note that \(C\) is a constant depending only on the constants from the Sobolev embedding theorem and the elliptic estimate \eqref{eq:elliptic_estimate}. We can simplify \eqref{eq:uniform_bound} to find that
\[
E(t) \leq 2C|h_0|_2^2 + t \mathcal{P}(E(t)).
\]
This inequality implies that there exists a uniform-in-\(\kappa\) time, \(T_2^\kappa(z^*, |h_0|_2)\), such that
\[
E(t) \leq z^* \forall t \leq T_\kappa = \min\{T_1^*(|h_0|_{1.75}), T_2^*(z^*, |h_0|_2), T_\kappa\};
\]
see Section 9 of \cite{22} for a proof. We set \(z^* = 4C|h_0|_2^2\), and recalling \eqref{eq:bound_time}, we define
\[
T^* = \min\{T_1, T_2\}, \quad \tilde{T}_\kappa = \min\{T^*(|h_0|_2, |h_0|_{1.75}), T_\kappa\}.
\]
As a consequence, we have the bounds
\[
E(t) \leq 4C|h_0|_2^2, \quad |h^{\kappa\kappa}(t)|_{1.75} < \sigma, \forall t \leq \tilde{T}_\kappa.
\]
Our goal now is to show that we can reach \(t = T^*\). To do so, we argue by contradiction. First, we assume that \(\tilde{T}_\kappa = T^*\). Then we have a uniform-in-\(\kappa\) lifespan, and a bound for every approximate solution. As a consequence, we can pass to the limit in \(\kappa\). On the other hand, if \(\tilde{T}_\kappa = T_\kappa\), we can extend the solution up to \(\tilde{T}_\kappa + \delta\), for a small enough \(\delta = \delta(z^*)\). Moreover, this extended solution verifies
\[
E(t) \leq 4C|h_0|_2^2, \quad |h^{\kappa\kappa}(t)|_{1.75} < \sigma, \forall 0 \leq t \leq T_\kappa + \delta, \forall \kappa.
\]
By induction, we can reach \(T^*\). This concludes the existence portion of Theorem \ref{th:existence}.
5.2. **Passing to the limit as** \( \kappa \to 0 \). Once we have the uniform bound
\[
\max_{0 \leq s \leq t} \{ |h(\kappa)(s)|_2^2 \} + \int_0^t |h(\kappa)(s)|^2_{2,5} + \|w(s)\|^2_{2,\pm} ds \leq C,
\]
we obtain the existence of weak limits
\[
h \in L^\infty(0, T^*; H^2(\mathbb{R})) \cap L^2(0, T^*; H^{2,5}(\mathbb{R})),
\]
\[
h_t \in L^\infty(0, T^*; H^1(\mathbb{R})) \cap L^2(0, T^*; H^{1,5}(\mathbb{R})),
\]
\[
w \in L^\infty(0, T^*; H^{1,5}(\mathbb{R}^2)) \cap L^2(0, T^*; H^2(\mathbb{R}^2_+)),
\]
\[
\nabla Q \in L^\infty(0, T^*; H^{1,5}(\mathbb{R}^2_+)).
\]
Using the Rellich-Kondrachov compactness theorem, we can prove that \((h, w, Q)\) is a distributional solution to (3.10).

5.3. **The uniqueness of the solution.** To prove uniqueness of solutions, we use the energy method. We assume that there exists two solutions, \( h_1 \) and \( h_2 \), corresponding to the same initial data \( h_0 \). Furthermore, we have that the corresponding higher-order energy functions \( E_1(t) \) and \( E_2(t) \), defined in (5.1), are uniformly bounded:
\[
E_1(t) + E_2(t) \leq 2z^*, \quad \forall 0 \leq t \leq T^*.
\]
We consider the new higher-order energy function
\[
\mathcal{E}(t) = \max_{0 \leq s \leq t} \{ |\mathcal{h}(s)|_2^2 \} + \int_0^t \|\mathcal{w}(s)\|^2_{2,\pm} ds,
\]
where we denote the difference of both solutions using a bar:
\[
\mathcal{h} = h_1 - h_2, \quad \mathcal{\delta} \psi = \delta \psi_1 - \delta \psi_2 \quad \text{and} \quad \mathcal{w} = w_1 - w_2.
\]
We have that
\[
\mathcal{E}(t) \leq E_1(t) + E_2(t) \leq 2z^*, \quad \forall 0 \leq t \leq T^*.
\]
The difference verifies the following system
\[
\mu \mathcal{w} + \nabla (\mathcal{Q} + \rho \mathcal{\delta} \psi) = \left( \text{Id} - \frac{(\nabla \psi_1)^T \nabla \psi_1}{J_1} \right) \mu w_1
\]
\[
\quad - \left( \text{Id} - \frac{(\nabla \psi_2)^T \nabla \psi_2}{J_2} \right) \mu w_2 \quad \text{in} \quad \{ x_2 \neq 0 \}, \quad (5.24a)
\]
\[
\text{div} \mathcal{w} = 0 \quad \text{in} \quad \{ x_2 \neq 0 \}, \quad (5.24b)
\]
\[
[\mathcal{w}^2] = [\mathcal{Q}] = 0 \quad \text{on} \quad \{ x_2 = 0 \}, \quad (5.24c)
\]
\[
\Delta \mathcal{\delta} \psi^\pm = \mathcal{h} \quad \text{in} \quad \mathbb{R}^2_+, \quad (5.24d)
\]
\[
\mathcal{\delta} \psi^\pm = \mathcal{h} \quad \text{on} \quad \{ x_2 = 0 \}, \quad (5.24e)
\]
\[
\mathcal{h}_t = \mathcal{w} \cdot e_2 \quad \text{on} \quad \{ x_2 = 0 \}, \quad (5.24f)
\]
\[
\mathcal{h} = 0 \quad \text{on} \quad \mathbb{R} \times \{ t = 0 \}. \quad (5.24g)
\]
Recalling the equation for the evolution of the interface, we have that
\[
|h(t)|_{1,5} \leq \sqrt{tC} \sqrt{\mathcal{E}(t)} \leq \sqrt{tC} \sqrt{2z^*}, \quad |\mathcal{h}(t)|_{1,75} \leq C \sqrt{t} \sqrt{\mathcal{E}(t)} \leq C \sqrt{t} \sqrt{2z^*}, \quad (5.25)
\]
\[
\mu^{-1} \Delta \mathcal{Q} = \mu^{-1} \text{div} \left[ (\text{Id} - J_1 A_1 A_1^T) \nabla (Q_1 + \rho \delta \psi_1) - (\text{Id} - J_2 A_2 A_2^T) \nabla (Q_2 + \rho \delta \psi_2) \right]
\]
with jump conditions \( [Q] = 0 \) and
\[
\left[ \mu^{-1} \frac{\partial Q}{\partial N} \right] = \left[ \mu^{-1}(I - J_1 A_1 A_1^T)(\nabla Q_1)e_2 \right] - \left[ \mu^{-1} \rho J_1 (A_1)^T (A_1)^T \delta \psi_1 , \right] \\
- \left[ \mu^{-1}(I - J_2 A_2 A_2^T)(\nabla Q_2)e_2 \right] + \left[ \mu^{-1} \rho J_2 (A_2)^T (A_2)^T \delta \psi_2 , \right].
\]

Using that
\[
\text{Id} - JAA^T = \begin{bmatrix}
\delta \psi_{1,2} & -\delta \psi_{1,1} \\
-\delta \psi_{1,1} & \frac{\delta \psi_{1,2}^2}{1 + \delta \psi_{1,2}^2} + \delta \psi_{2,2}
\end{bmatrix},
\]
elastic estimates show that
\[
\|\nabla \bar{Q}\|_{1.25, \pm} \leq C \left( \|\text{Id} - J_1 A_1 A_1^T\|_{1.25, \pm} (\|\nabla \bar{Q}\|_{1.25, \pm} + \|\nabla \delta \bar{\psi}\|_{1.25, \pm}) \\
+ \|\nabla (Q_2 + \rho \delta \psi_2)\|_{1.25, \pm} \|\nabla \delta \psi_2\|_{1.25, \pm} \\
+ \|J A\|_{1.25, \pm} \|\nabla \delta \psi_1\|_{1.25, \pm} (\|A_1 - \text{Id}\|_{1.25, \pm} + 1) \\
+ (\|J_2 A_2 - \text{Id}\|_{1.25, \pm} + 1) \|\nabla \delta \psi_1\|_{1.25, \pm} (\|A_1 - \text{Id}\|_{1.25, \pm} + 1) \\
+ (\|J_2 A_2 - \text{Id}\|_{1.25, \pm} + 1) \|\nabla \delta \psi_2\|_{1.25, \pm} \|\bar{A}\|_{1.25, \pm}
\right) \\
\leq C(h_{1,1.75} (\|\nabla \bar{Q}\|_{1.25, \pm} + \|\bar{h}\|_{1.75}) + C(h_{2,1.75} \|\bar{h}\|_{1.75}) \\
+ C(h_{1,1.75} |h_1|_{1.75} + C(h_{2,1.75} + 1) |\bar{h}|_{1.75} |h_1|_{1.75} + 1) + C(h_{2,1.75} + 1) h_{2,1.75} |\bar{h}|_{1.75},
\]
and, using the smallness condition \( \delta \psi \),
\[
\|\nabla \bar{Q}\|_{1.25, \pm} \leq C |\bar{h}|_{1.75}.
\]

Similarly, we find that
\[
\|\nabla \bar{Q}\|_{1.5, \pm} \leq C \left( \|\text{Id} - J_1 A_1 A_1^T\|_{1.5, \pm} (\|\nabla \bar{Q}\|_{1.5, \pm} + \|\nabla \delta \bar{\psi}\|_{1.5, \pm}) \\
+ \|\nabla (Q_2 + \rho \delta \psi_2)\|_{1.5, \pm} \|\nabla \delta \psi_2\|_{1.5, \pm} \\
+ \|J A\|_{1.5, \pm} \|\nabla \delta \psi_1\|_{1.5, \pm} (\|A_1 - \text{Id}\|_{1.5, \pm} + 1) \\
+ (\|J_2 A_2 - \text{Id}\|_{1.5, \pm} + 1) \|\nabla \delta \psi_1\|_{1.5, \pm} (\|A_1 - \text{Id}\|_{1.5, \pm} + 1) \\
+ (\|J_2 A_2 - \text{Id}\|_{1.5, \pm} + 1) \|\nabla \delta \psi_2\|_{1.5, \pm} \|\bar{A}\|_{1.5, \pm}
\right) \\
\leq C(h_{1,1.75} |h_{2,1.75}| + C(h_{1,1.75} + h_{2,1.75} + 1) |\bar{h}|_{2,1.75},
\]
so we conclude that
\[
\|\nabla \bar{Q}\|_{1.25, \pm} + \|\bar{w}\|_{1.25, \pm} \leq C \sqrt{t}.
\]
\[
\|\nabla \bar{Q}\|_{1.5, \pm} + \|\bar{w}\|_{1.5, \pm} \leq C \sqrt{t} + C |\bar{h}|_{2}, \tag{5.26}
\]
Next, as we have that
\[
\bar{v} = \frac{\nabla \delta \bar{\psi} w_1}{J_1} + \frac{\nabla \psi_2 \bar{w}}{J_2} + \frac{\nabla \psi_2 w_1 - J \bar{J}}{J_1 J_2},
\]
and
\[
|\bar{v}|_{1.5} \leq C \sigma \|\nabla \delta \bar{\psi}\|_{2, \pm} + C \|\bar{w}\|_{2, \pm},
\]
using \( \delta \psi_{i,2} \leq |\delta \psi_{i,2}|_{2, \pm} \leq C \|\nabla \delta \bar{\psi}\|_{2, \pm} + C \|\bar{w}\|_{2, \pm} \),
we compute that
\[
\int_0^t |\bar{h}(s)|_{2, \pm}^2 ds \leq P(E(t)). \tag{5.27}
\]
Recalling \( \delta \psi \) and for \( i = 1 \) or 2, denoting the matrix \( B_i \) by
\[
B_i = \begin{pmatrix}
\delta \psi_{i,2} - \delta \psi_{i,2}^2 & -\delta \psi_{i,1}(1 + \delta \psi_{i,2}) \\
-\delta \psi_{i,1}(1 + \delta \psi_{i,2}) & \delta \psi_{i,2}(1 + \delta \psi_{i,2})
\end{pmatrix},
\]
we write the right-hand side in (5.24) as
\[ RHS = B_1 \mu \dddot{w} + B_1 \frac{-\mu w_2 \dddot{J}}{J_1} + (B_1 - B_2) \mu \frac{w_2}{J_2}. \]
Testing against \( \dddot{w} \) and integrating-by-parts in (5.24), we get that
\[
|\dddot{h}(t)|_0^2 + \min\{\mu^+, \mu^-\} \int_0^t \|\dddot{w}(s)\|_{0, \pm}^2 ds \\
\leq C z^+ \left[ \int_0^t \|\dddot{w}(s)\|_{0, \pm}^2 ds + \int_0^t \|\dddot{w}(s)\|_{0, \pm} \|\nabla \delta \psi(s)\|_{0, \pm} ds \right] \leq C z^+ \mathcal{P}(E(t)) t. \tag{5.28}
\]
The energy estimates show that
\[
\min\{\mu^+, \mu^-\} \int_0^t \|\dddot{w}'(s)\|_{0, \pm} \leq \frac{|\theta|}{2} \frac{d}{dt} |\dddot{h}(s)|_0^2 ds = \int_0^t \int_{\mathbb{R}^2} RHS'' \dddot{w}' dx ds \\
\leq C(\sqrt{t} + \sqrt{t}) \mathcal{P}(E(t)), \tag{5.29}
\]
and once again using the Hodge decomposition, we find that
\[
\int_0^t \|\dddot{w}(s)\|_{0, \pm}^2 ds \leq C(t + \sqrt{t} + \sqrt{t}) \mathcal{P}(E(t)). \tag{5.30}
\]
Collecting the previous estimates (5.25)-(5.30) and using the smallness of \( \sigma \), we get the following polynomial inequality
\[
E(t) \leq (t + \sqrt{t} + \sqrt{t}) \mathcal{P}(E(t)),
\]
which implies the uniqueness. This concludes the proof of Theorem 2.1 for a infinitely-deep domain.

6. Proof of Theorem 2.1 Local well-posedness for the confined case

We define our reference domains
\[
\Omega^+ = \{(x_1, x_2), x_1 \in \mathbb{R} (\text{or } x_1 \in \mathbb{T}), 0 < x_2 < c_t\}, \\
\Omega^- = \{(x_1, x_2), x_1 \in \mathbb{R} (\text{or } x_1 \in \mathbb{T}), c_b < x_2 < 0\},
\]
and the reference interface
\[
\Gamma = \{(x_1, x_2), x_1 \in \mathbb{R} (\text{or } x_1 \in \mathbb{T}), x_2 = 0\}.
\]
We denote by
\[
\Gamma_{\text{bot}} = \{(x_1, x_2), x_2 = c_b\}, \quad \Gamma_{\text{top}} = \{(x_1, x_2), x_2 = c_t\},
\]
the fixed bottom and top boundaries.

We consider \( \delta \psi^\pm \) as the solution of
\[
\Delta \delta \psi^+ = 0, \quad \delta \psi^+ = h \text{ if } x_2 \in \Gamma, \quad \delta \psi^+ = \bar{l}(x) \text{ if } x_2 \in \Gamma_{\text{top}}.
\]
and
\[
\Delta \delta \psi^- = 0, \quad \delta \psi^- = h \text{ if } x_2 \in \Gamma, \quad \delta \psi^- = \bar{b}(x) \text{ if } x_2 \in \Gamma_{\text{bot}}.
\]
We define the mapping \( \psi^\pm = e + (0, \delta \psi^\pm) \). In particular,
\[
\psi^+ (\Gamma, t) = (x_1, h(x_1, t)), \quad \psi^+ (\Gamma_{\text{top}}, t) = (x_1, t(x_1)), \quad \psi^- (\Gamma_{\text{bot}}, t) = (x_1, b(x_1)),
\]
so
\[
\psi : \Omega^\pm \rightarrow \Omega^\pm(t).
\]
Using estimates similar to those in (3.3), \( \psi \) is a diffeomorphism if \( h, \tilde{t}, \tilde{b} \) are small in the \( H^{1.75} \) norm. We define \( v = u \circ \psi, q = p \circ \psi, A = (\nabla \psi)^{-1}, J = \det(\nabla \psi), w^k = JA_t^k \psi \) and \( Q = q + \rho x_2 \). We write
\[
\begin{align*}
n_b &= \frac{(\tilde{b}'(x), -1)}{\sqrt{1 + (\tilde{b}'(x))^2}} \quad \text{and} \quad n_t = \frac{(\tilde{p}'(x), 1)}{\sqrt{1 + (\tilde{p}'(x))^2}}
\end{align*}
\]
for the normal vectors at \( t(x) \) and \( b(x) \), respectively. Then, we have the boundary conditions
\[
\begin{align*}
u \cdot n_b &= 0 \quad \text{at} \quad (x_1, x_2) \in \{(x_1, b(x_1))\}, u \cdot n_t &= 0 \quad \text{at} \quad (x_1, x_2) \in \{(x_1, t(x_1))\},
\end{align*}
\]
which translate to
\[
\begin{align*}
v \cdot n_b &= 0 \quad \text{at} \quad \Gamma_{bot}, v \cdot n_t &= 0 \quad \text{at} \quad \Gamma_{top}.
\end{align*}
\]
Since \( JA_t^e_2 = (-\psi^2_1, \psi^1_1) \), then
\[
JA_t^e_2 = (\tilde{b}'(x_1), 1) \quad \text{at} \quad \Gamma_{bot}, JA_t^e_2 = (\tilde{p}'(x_1), 1) \quad \text{at} \quad \Gamma_{top}.
\]
Using this, we can write the following boundary conditions for the semi-ALE velocity
\[
\begin{align*}
v \cdot (-n_b) &= v \cdot (JA_t^e_2) = (JA_v) \cdot e_2 = w \cdot e_2 = 0 \quad \text{at} \quad \Gamma_{bot},
\end{align*}
\]
\[
\begin{align*}
v \cdot n_t &= v \cdot (JA_t^e_2) = (JA_v) \cdot e_2 = w \cdot e_2 = 0 \quad \text{at} \quad \Gamma_{top}.
\end{align*}
\]
As in Section 3.2 we obtain
\[
\begin{align*}
\mu w + \nabla(Q + \rho \delta \psi) &= \left( \text{Id} - \frac{(\nabla \psi)^T \nabla \psi}{J} \right) \mu w \quad \text{in} \quad \{x_2 \neq 0\}, \tag{6.1a}
\end{align*}
\]
\[
\begin{align*}
\text{div} w &= 0 \quad \text{in} \quad \{x_2 \neq 0\}, \tag{6.1b}
\end{align*}
\]
\[
\begin{align*}
[w^2] = [Q] &= 0 \quad \text{on} \quad \{x_2 = 0\}, \tag{6.1c}
\end{align*}
\]
\[
\begin{align*}
w^2 &= 0 \quad \text{on} \quad \{x_2 = c_b, c_t\}, \tag{6.1d}
\end{align*}
\]
\[
\begin{align*}
\Delta \delta \psi^\pm &= 0 \quad \text{in} \quad \Omega^\pm, \tag{6.1e}
\end{align*}
\]
\[
\begin{align*}
\delta \psi^+ &= h \quad \text{on} \quad \{x_2 = 0\}, \tag{6.1f}
\end{align*}
\]
\[
\begin{align*}
\delta \psi^+ &= \tilde{t} \quad \text{on} \quad \{x_2 = c_t\}, \tag{6.1g}
\end{align*}
\]
\[
\begin{align*}
\delta \psi^- &= \tilde{b} \quad \text{on} \quad \{x_2 = c_b\}, \tag{6.1h}
\end{align*}
\]
\[
\begin{align*}
h_t &= w \cdot e_2 \quad \text{on} \quad \{x_2 = 0\}, \tag{6.1i}
\end{align*}
\]
\[
\begin{align*}
h &= h_0 \quad \text{on} \quad \mathbb{R} \times \{t = 0\}. \tag{6.1j}
\end{align*}
\]
Multiplying (6.1h) with \( e_2 \) and evaluating at \( \Gamma_{top} \), we obtain that
\[
Q^2_+= -\rho^+ \delta \psi^+_2 - \mu^+ w_1 \tilde{t}',
\]
and similarly at \( \Gamma_{bot} \),
\[
Q^2_- = -\rho^- \delta \psi^-_2 - \mu^- w_1 \tilde{b}'.
\]
Given \( |h_0|_{1.75} < \sigma \ll 1 \) and \( |\tilde{t}|_2, |\tilde{b}|_2 \ll \tilde{\sigma} \ll 1 \), we can regularize the problem as in (4.5a-h) and we get an approximate solution \( (w_\kappa, Q_\kappa, h_\kappa) \) that exists up to time \( T_\kappa > 0 \). This solution has a finite energy, \( E(t) \), as defined in (5.1). We take \( T_\kappa \) small enough so \( E(t) \leq z^* \) (for a constant that will be chosen later).

With the boundary conditions for \( Q \), we can form the associated elliptic problem as in Section 5.1.3 and we get the following bounds (analogous to (5.9), (5.10)):
\[
\|
\nabla Q\n\|_{1.25, \pm} \leq c|h|_{1.75} + c\|w\|_{1.25, \pm}(|\tilde{t}|_{1.75} + |\tilde{b}|_{1.75}).
\]
and
\[
\|
\nabla Q\n\|_{1.5, \pm} \leq c|h|_{1.75}|h|_2 + c\|w\|_{1.5, \pm}(|\tilde{t}|_2 + |\tilde{b}|_2) + c|h|_2,
\]
In particular, using the elliptic estimates for the pressure $Q$, we have that
$$
\|w\|_{1.5, \pm} \leq C|h|_{2}, \|w\|_{1.25, \pm} \leq C|h|_{1.75},
$$
where we have used the smallness of $\tilde{\sigma}$ to obtain the desired polynomial bounds. The bound $h \in L^2(0, T_\kappa; H^{2.5}(\Gamma))$ is obtained in the same way as in the proof of Theorem 2.1. Using the boundary condition $w^\pm|_2 = 0$ and $x_2 = c_t, c_b$, the new terms coming from the boundaries in the energy estimates vanishes and we obtain the inequality
$$
E(t) \leq C|h(0)|^2 + C\sigma_1 E(t) + tP(E(t)),
$$
which, since $\sigma_1 \ll 1$, implies the existence of a uniform-in-$\kappa T^*$ such that
$$
E(t) \leq z^*, \|h(t)\|_{1.75} < \sigma_1 \forall 0 \leq t \leq \min\{T_\kappa, T^*\}.
$$
We reach $T^*$ by induction. The uniqueness is obtained in the same way. This proves Theorem 2.1.

7. Proof of Theorem 2.2: Global existence and decay to equilibrium
Recall that in this case we have $\Omega^+(t) \cup \Omega^-(t) = \mathbb{T} \times \mathbb{R}$.

7.1. A linearization of (3.9). We denote by $\hat{f}$ the Fourier series of $f$. We write $\Lambda$ for the square root of the Laplacian:
$$
\Lambda f = \sqrt{-\partial^2_x} f, \quad \hat{\Lambda}f(\xi) = |\xi| \hat{f}(\xi).
$$
It is well-known that the previous operator has a kernel representation
$$
\Lambda f(x_1) = \frac{1}{2\pi} \text{p.v.} \int_{-\pi}^{\pi} \frac{f(x_1) - f(x_1 - s)}{\sin^2(\frac{s}{2})} ds,
$$
From (3.1) and $\delta\psi^- (x_1, x_2) = \delta\psi^+(x_1, -x_2)$, we have that
$$
\delta\psi_{+, 2} = \mp \Lambda h \quad \text{on} \quad \{x_2 = 0\},
$$
so that the Dirichlet-to-Neumann map is the Zygmund operator.
We define the Neumann-to-Dirichlet map $\Lambda^{-1}$ by
$$
\hat{\Lambda}^{-1} f(\xi) = |\xi|^{-1} \hat{f}(\xi).
$$
Notice that if $f$ has zero mean, the previous operator is well-defined.
Equation (3.10a) may be written as
$$
\mu w + \nabla(Q + \rho\delta\psi) = F
$$
with
$$
F = (F_1, F_2) = \left(\text{Id} - \frac{(\nabla\psi)^T \nabla\psi}{J}\right) \mu w.
$$
By taking the inner product of this equation with $e_2$, and then evaluating on $\{x_2 = 0\}$, we find that
$$
\mu \pm h_1 + Q^\pm_{+, 2} + \rho \pm \delta\psi^\pm_{+, 2} = F^\pm_2,
$$
where
$$
F^\pm_2 = -(\mu \pm w^\pm_{1} h' + \mu \pm w_2(\mp \Lambda h)).
$$
Summing over the two phases,
$$
F^+_2 + F^-_2 = -(\mu^+ w^+_1 + \mu^- w^-_1) h' - [\mu] \Lambda h w_2.
$$
On the other hand, taking the divergence of the equation (3.10a), we get
$$
\Delta Q = \text{div} F.
The continuity of \( q \) gives us the jump condition \([Q] = 0\). Using equation (3.10a) and (3.11),

\[
[Q,2] = (\rho^+ + \rho^-) \Lambda h - [\mu] h_t + [F_2],
\]

with \([F_2] = -((\mu w_1) h' - (\mu^+ + \mu^-) w_2 \Lambda h)\).

We define \( \tilde{Q}^\pm \) such that

\[
\tilde{Q}^\pm = \begin{cases} 
0 & \text{in } \mathbb{R}^2_+ \\
-\frac{\rho^+ + \rho^-}{2} h + \left[\frac{[\mu]}{2} \Lambda^{-1} h_t \right] & \text{on } \{x_2 = 0\}.
\end{cases}
\]

Then,

\[
\tilde{Q}^\pm = \pm \frac{\rho^+ + \rho^-}{2} \Lambda h + \left[\frac{[\mu]}{2} h_t \right], \text{ on } \{x_2 = 0\}.
\]

Consequently, \([\tilde{Q}] = 0\) and \([\tilde{Q}_{,2}^\pm] = (\rho^+ + \rho^-) \Lambda h - [\mu] h_t\). Setting \( \tilde{Q} = Q - \tilde{Q} \), then \( \tilde{Q} \) is a solution of

\[
\Delta \tilde{Q} = \text{div} F,
\]

with the jump conditions

\[
[\tilde{Q}] = 0 \text{ and } [\tilde{Q}_{,2}] = [F_2].
\]

As a consequence, equation (7.1) becomes

\[
\tilde{Q}^\pm = \pm \frac{\rho^+ + \rho^-}{2} \Lambda h + \left[\frac{[\mu]}{2} h_t \right] + \vec{F}^\pm - \tilde{Q}^\pm,
\]

Summing the equations for both phases, we obtain

\[
\frac{\mu^+ + \mu^-}{2} h_t = \left[\frac{[\mu]}{2} \Lambda h \right] + \frac{F_2^+ + F_2^- - \tilde{Q}_2^+ - \tilde{Q}_2^-}{2}.
\]

**7.2. Energy estimates for the total norm.** For notational simplicity, we set \([\rho] = -2\) and \(\mu^+ + \mu^- = 2\), but in what follows, any finite values are permissible. Using the Duhamel Principle on (7.4), we write the so-called mild solution as

\[
h(t) = h_0 e^{-\Lambda t} + \int_0^t \left( F_2^+(s) + F_2^-(s) - \tilde{Q}_2^+(s) - \tilde{Q}_2^-(s) \right) e^{-\Lambda(t-s)} ds.
\]

Note, that in this analysis, we are restricting our attention to zero mean, periodic functions. As to the linear semi-group, it is well-known that

\[
\|e^{-\Lambda t}\|_{L^2 \rightarrow L^2} \leq e^{-t},
\]

since the first eigenvalue of \( \Lambda \) agrees with the first eigenvalue of \(-\Delta\).

Let \( \sigma_2 \) denote a constant that will be fixed later. We choose \( h_0 \in H^2 \) such that \( |h_0|_2 \leq \sigma_2 \ll 1 \).

Using Theorem 2.1 there exists a local in time solution up to time \( T = T(h_0) \). Moreover, this solution remains in the Rayleigh-Taylor stable regime and satisfies

\[
\max_{0 \leq t \leq T} |h(t)|_2^2 + \int_0^t |h(s)|_{2.5}^2 ds \leq C_1 |h_0|_2^2,
\]

and

\[
\max_{0 \leq t \leq T} |h(t)|_{1.75} < \sigma_{0.25} \ll 1,
\]

where \( C_1 \) and \( \sigma_{0.25} \) are the constants appearing in Theorem 2.1. We define the new total norm as

\[
\|(w, h)\|_T^2 = \max_{0 \leq t \leq T} \left\{ |h(t)|_2^2 + e^{\alpha t} |h(t)|_{0.25}^2 + \int_0^t \|w(s, h)\|_{2.5}^2 ds \right\},
\]

for a given \( 0 < \alpha < 2 \). Hence, a uniform bound for \( \|(w, h)\|_T \) for every \( t > 0 \) implies the \( e^{-\alpha t/2} \) decay-rate for \( |h(t)|_0 \).
Just as we obtained the $H^{2.5}$ estimate for $h^{\epsilon \alpha\epsilon}$ in (5.16), we have the following estimate:

$$|h''|_{0.5} \leq C(1 + |h|_{1.75}^3)(|v^+|_{1.5} + |v^-|_{1.5}) + C|h''|_{0.5}|v \cdot (-h', 1)|_{0.75}.$$  \hfill (7.9)

Using the estimates (5.12), (5.13), (5.17)-(5.19) together with (7.7), we obtain that

$$\int_0^t |h(s)|^2_{2.5}ds \leq C \left( \int_0^t \|w(s)\|^2_{2,\pm}ds + \int_0^t |h|_2^2ds + \int_0^t |h(s)|^2_2 \|w(s)\|^2_{1.5,\pm}ds \right).$$

Using the interpolation inequality $|h|_2^2 \leq C|h|_{1.5}|h|_{2.5}$, together with (7.7), we find that

$$\int_0^t |h(s)|^2_{2.5}ds \leq C\|w, h\|^2 \left( 1 + \|\langle w, h \rangle\|^2 \right).$$

Our goal is to show that $e^{\alpha t}|h(t)|_0$ remains small for all time. To do so, we take the $L^2(\Gamma)$-norm of equation (7.5), and find that

$$|h(t)|_0 \leq e^{-\tau}|h_0|_0 + \frac{1}{2} \int_0^t \left| F_2^+(s) + F_2^-(s) - \tilde{Q}_{\alpha,2}(s) - \tilde{Q}_{\alpha,2}(s) \right|_0 e^{-(t-s)}ds.$$  \hfill (7.10)

We define

$$I_1 = \frac{1}{2} \int_0^t \left| F_2^+(s) + F_2^-(s) \right|_0 e^{-(t-s)}ds,$$

$$I_2 = \frac{1}{2} \int_0^t \left| \tilde{Q}_{\alpha,2}(s) + \tilde{Q}_{\alpha,2}(s) \right|_0 e^{-(t-s)}ds.$$  \hfill (7.11) \hfill (7.12)

We are going to use the linear decay rate (7.6) to establish the nonlinear decay rate for small solutions. This will amount to establishing certain integrability properties of the nonlinear term (7.10).

Notice now that, using (7.2) and (7.3), we have the bound

$$\|\nabla \tilde{Q}\|_{0,\pm} \leq C\|F\|_{0,\pm}.$$ 

Given $\phi \in H^1(\mathbb{R}^2)$, we compute

$$\int_{\{x_2=0\}} \tilde{Q}_{2,0}\phi dx_1 = \int_{\Omega^\pm} \nabla \tilde{Q}\nabla \phi dx - \int_{\Omega^\pm} F\nabla \phi + \int_{\{x_2=0\}} F \cdot N\phi dx_1,$$

so

$$|\tilde{Q}_{2,0}|_{-0.5} \leq C(\|F\|_{0,\pm} + |F_2|_{-0.5}).$$

By elliptic estimates and the trace theorem,

$$|\tilde{Q}_{2,0}|_{0.5} \leq C(\|F\|_{1,\pm} + |F_2|_{0.5}).$$

Thus, using interpolation,

$$|\tilde{Q}_{2,0}|_0 \leq C(\|F\|_{0.5,\pm} + |F_2|_0).$$

Using the Hölder inequality and the boundedness of the Hilbert transform in $L^p$ for $1 < p < \infty$, we have that

$$|F_2^+(s) + F_2^-(s)|_0 \leq C|w|_{L^1} |h'|_{L^1}. $$

Due to the Sobolev embedding theorem, the trace theorem and elliptic estimates, we have that

$$|w|_{L^1} |h'|_{L^1} \leq C|w|_{0.25} |h|_{1.25} \leq C\|w\|_{0.75,\pm} |h|_{1.25} \leq C|h|_{1.25}^2.$$ 

In particular,

$$|F_2^+(s) + F_2^-(s)|_0 \leq C|h|_0 |h|_{2.5}. $$
Using (7.11), we find that
\[
I_1 \leq C \|(w, h)\|_{T}^{0.5} \int_0^t (e^{\alpha s})^{-0.5} |h(s)|_{2,5} e^{-(t-s)} ds
\]
\[
\leq C (1 + \|(w, h)\|_{T}^2)^{0.5} \|(w, h)\|_{T}^{1.5} e^{-t} \left( \int_0^t e^{(2-\alpha)s} ds \right)^{0.5}
\]
\[
\leq \frac{C}{\sqrt{2 - \alpha}} (1 + \|(w, h)\|_{T}^2) \|(w, h)\|_{T}^{1.5} e^{-t} \left( e^{2-\alpha} - 1 \right)^{0.5}.
\] (7.13)

The remaining terms (7.12) are written as
\[
I_2 \leq \frac{1}{2} \int_0^t (\|F\|_{0.5, \pm} + |F_2^+(s)| + |F_2^-(s)|_0) e^{-(t-s)} ds
\]

The terms with $|F_2^+(s)| + |F_2^-(s)|_0$ are similar to those with $|F_2^+(s) + F_2^-(s)|_0$. Using (3.11) and elliptic estimates, we have that
\[
\|F\|_{0.5, \pm} \leq C \|w\|_{L^4} \|\nabla \delta \psi\|_{L^4}
\]
\[
\leq C \|w\|_{0.5, \pm} \|\nabla \delta \psi\|_{0.5, \pm}
\]
\[
\leq C |h|_1 |h|_1,
\] (7.14)

and, using (5.12),
\[
\|\nabla F\|_{0.5, \pm} \leq C (\|\nabla w\|_{L^4} \|\nabla \delta \psi\|_{L^4} + \|w\|_{L^4} \|\nabla^2 \delta \psi\|_{L^4})
\]
\[
\leq C (\|w\|_{1.5, \pm} \|\nabla \delta \psi\|_{0.5, \pm} + \|w\|_{0.5, \pm} \|\nabla \delta \psi\|_{1.5, \pm})
\]
\[
\leq C |h|_1 |h|_2.
\] (7.15)

Due to linear interpolation between (7.14) and (7.15), we have
\[
\|F\|_{0.5, \pm} \leq C |h|_1 |h|_1 \leq C |h|_0 |h|_2.
\] (7.16)

Collecting the estimates (7.13) and (7.16),
\[
\frac{1}{2} \int_0^t |F_2^+(s) + F_2^-(s) - \dot{Q}_{2}^+(s) - \dot{Q}_{2}^-(s)|_0 e^{-(t-s)} ds \leq (1 + \|(w, h)\|_{T}^2) \|(w, h)\|_{T}^{1.5} e^{-\alpha t/2},
\]
and
\[
e^{\alpha t} |h(t)|_0^2 \leq 2 \left( e^{\alpha t} |h_0|_0^2 + C \left( 1 + \|(w, h)\|_{T}^2 \right) \|(w, h)\|_{T}^3 \right)
\]
\[
\leq 2|h_0|_0^2 + \left( 1 + \|(w, h)\|_{T}^2 \right) \|(w, h)\|_{T}^3.
\]

Now we have to estimate the terms
\[
\max_{0 \leq t \leq T} |h(t)|_0^2 + \int_0^t \|w(s)\|_{2, \pm}^2 ds.
\]

Using the same type of estimates as in Sections 5.1.3, 5.1.6 and 5.1.7, we get the inequality
\[
\|(w, h)\|_{T} \leq C_2 |h_0|_2 + \mathcal{P}(\|(w, h)\|_{T}),
\]
where the polynomial \( \mathcal{P} \) has order \( m \) with \( m > 1 \). Now, by choosing the initial data to be sufficiently small, we have a global bound
\[
\|(w, h)\|_{T} \leq 2C_2 |h_0|_2 \leq 2C_2 \sigma_2.
\]

Furthermore, using interpolation between Sobolev spaces, we have
\[
\sup_{0 \leq t \leq T} |h(t)|_1^2,75 \leq 2C_2 \sigma_2 e^{-\frac{\alpha t}{2}}.
\]
We take \( \sigma_2 \) small enough so that
\[
2C_2 \sigma_2 < \sigma_{0.25},
\]
and we obtain that the smallness of \( |h|_{1.75} \) propagates.

Consequently, at time \( t = T \), the solution remains in the stable regime (see Section 5.1.4), and the condition (7.7) is, in fact, improved. Due to this fact, we can apply Theorem 2.1 to continue the solution up to \( t = 2T \). As the same estimates hold in the time interval \( nT \leq t \leq (n + 1)T \) for \( n \in \mathbb{Z}^+ \), we conclude the proof of Theorem 2.2 by means of a classical continuation argument.

8. Proof of Theorem 2.4: Local well-posedness for the one-phase problem

We now focus our attention on the one-phase Muskat problem (1.6-a-e).

8.1. Constructing the family of diffeomorphisms \( \psi(\cdot, t) \). We define our reference domain, fixed boundary, and reference interface, respectively, as follows:
\[
\Omega = \mathbb{T} \times [c_b, 0], \quad \Gamma_{bot} = \{(x_1, c_b), x_1 \in \mathbb{T}\}, \quad \Gamma = \{(x_1, 0), x_1 \in \mathbb{T}\}. \tag{8.1}
\]
In particular, our reference domain is \( C^\infty \). We let \( N = e_2 \) denote the unit normal vector on \( \Gamma \). Given a function \( h \in C(0, T; H^2) \) with initial data \( h(0) = h_0 \), we fix \( 0 < \delta \ll 1 \) and define
\[
\Omega^n = \{(x_1, x_2), x_1 \in \mathbb{T}, c_b < x_2 < J_\delta h_0(x_1)\}, \tag{8.2}
\]
\[
\Gamma^n = \{(x_1, J_\delta h_0(x_1)), x_1 \in \mathbb{T}\}, \tag{8.3}
\]
and
\[
\phi_1(x_1, x_2) = \left( x_1, x_2 + J_\delta h_0(x_1) \left( 1 - \frac{x_2}{c_b} \right) \right). \tag{8.4}
\]
This function \( \phi_1 : \Omega \to \Omega^n(0) \) is a \( C^\infty \) diffeomorphism.

Next, we define the function \( \phi_2 : \Omega^n(0) \to \Omega(0) \) as the solution to the following elliptic problem:
\[
\Delta \phi_2 = 0 \quad \text{in} \quad \Omega^n(0) \times [0, T], \tag{8.5a}
\]
\[
\phi_2 = e + [h_0(x_1) - J_\delta h_0(x_1)]e_2 \quad \text{on} \quad \Gamma^n(0) \times [0, T], \tag{8.5b}
\]
\[
\phi_2 = e \quad \text{on} \quad \Gamma_{bot} \times [0, T]. \tag{8.5c}
\]
Since \( \Omega^n(0) \) is a \( C^\infty \) domain, standard elliptic regularity theory shows that \( \phi_2 \in H^{2.5}(\Omega^n(0)) \), and since for \( \delta > 0 \) taken sufficiently small, \( |h_0 - J_\delta h_0|_2 \ll 1, \|\nabla \phi_2 - I\|_{C0} \ll 1 \); hence, from the inverse function theorem, \( \phi_2 : \Omega^n(0) \to \Omega(0) \) is an \( H^{2.5} \)-class diffeomorphism.

We define
\[
\psi(0) = \phi_2 \circ \phi_1 : \Omega \to \Omega(0). \tag{8.6}
\]
This mapping is also a diffeomorphism that maps
\[
\psi(0) : \Gamma \to \Gamma(0)
\]
Furthermore, using the chain rule, we have that
\[
\|\psi(0)\|_{2,-} \leq c(\delta)|h_0|_{1.5}, \quad \|\psi(0)\|_{3,-} \leq c(\delta)|h_0|_{2.5}.
\]
Using interpolation, we obtain
\[
\|\psi(0)\|_{2.5,-} \leq c(\delta)|h_0|_{2}. \tag{8.7}
\]
We have thus defined our initial diffeomorphism \( \psi(0) \); we next define our time-dependent family of diffeomorphisms \( \psi(t) = \psi(\cdot, t) \) as follows:

\[
\Delta \psi(t) = \Delta \psi(0) \quad \text{in} \quad \Omega \times [0, T],

\psi(t) = e + h(x_1, t)e_2 \quad \text{on} \quad \Gamma \times [0, T],

\psi(t) = e \quad \text{on} \quad \Gamma_{\text{bot}} \times [0, T].
\]

Writing \( J(t) = \det(\nabla \psi(t)) \), we have the bounds

\[
\|J(t) - J(0)\|_{1,25,-} \leq C \|\psi(t) - \psi(0)\|_{2,125,-}^2 \leq C\|h(t) - h_0\|_{1,75}^2.
\]

Consequently, using \( h \in C(0, T; H^2) \), for sufficiently small time \( t \), we have

\[
\min_{x \in \Omega^-} \frac{J(0)}{2} < J(t) < 2 \max_{x \in \Omega^-} J(0),
\]

and we once again see that \( \psi(t) : \Omega \rightarrow \Omega(t) \) is a diffeomorphism. Furthermore, \( \psi(t) \) is a \( H^{2.5} \)-class diffeomorphism thanks to the elliptic estimate

\[
\|\psi(t)\|_{2.5,-} \leq c(|h(t)|_2 + 1).
\]

8.2. The ALE formulation. With \( \psi(t) = \psi(\cdot, t) \) defined in Section 8.1 (see (8.6) and (8.8)), we set \( A = (\nabla \psi)^{-1} \) and \( J = \det \nabla \psi \). As we noted above, \( \psi(t, \Gamma) = \Gamma(t) \). We define our ALE variables:

\[
v = u \circ \psi, q = p \circ \psi.
\]

We let

\[
\hat{\tau} = (1, h'(x_1, t)), \hat{n} = (-h'(x_1, t), 1),
\]

denote the (non-unitary) tangent and normal vectors, respectively, to \( \Gamma(t) \). We let \( g = |\psi'|^2 \) denote the induced metric, and define the unit tangent vector \( \tau = \hat{\tau}/\sqrt{g} \) and the unit normal vector \( n = \hat{n}/\sqrt{g} \). Since the interface \( \Gamma(t) \) moves with the fluid,

\[
v \cdot \hat{n} = \psi_t \cdot \hat{n} = h_t N \cdot \hat{n} = h_t.
\]

Hence, the ALE representation of the one-phase Muskat problem is given as

\[
v^i + A^k_i(q + \psi^2)_{,k} = 0 \quad \text{in} \quad \Omega \times [0, T],

A^i_j v^j_\alpha = 0 \quad \text{in} \quad \Omega \times [0, T],

h(t) = h_0 + \int_0^t v^i \hat{n}_i ds \quad \text{on} \quad \Gamma \times [0, T],

q = 0 \quad \text{on} \quad \Gamma \times [0, T],

v \cdot e_2 = 0 \quad \text{on} \quad \Gamma_{\text{bot}} \times [0, T].
\]

8.2.1. The matrix \( A \). From the identity \( A \nabla \psi = \text{Id} \), we see that

\[
A_t = -A \nabla \psi_t A, \quad A_{,k} = -A \nabla \psi_{,k} A, \quad A'' = -2A' \nabla \psi' A - A \nabla \psi'' A.
\]

These identities will be often used.
8.3. **A smooth approximation of the ALE formulation.** Given an initial data \( h_0 \in H^2 \) and two regularization parameters \( \epsilon, \kappa > 0 \), we define a smooth approximation of the initial height function \( \mathcal{J}_h h_0 \). We write \( h_{\epsilon, \kappa}(x, t) \) for the free boundary corresponding to the initial data \( \mathcal{J}_h h_0 \).

We define
\[
\Omega^{\delta, \epsilon} = \{ (x_1, x_2), \ x_1 \in \mathbb{T}, \ c_0 < x_2 < \mathcal{J}_h h_0(x_1) \},
\]
\[
\Gamma^{\delta, \epsilon} = \{ (x_1, \mathcal{J}_h h_0(x_1)), \ x_1 \in \mathbb{T} \},
\]
and
\[
\phi_1^{\epsilon, \kappa}(x_1, x_2) = \left( x_1, x_2 + \mathcal{J}_h h_0(x_1) \left( 1 - \frac{x_2}{c_0} \right) \right).
\]

We construct \( \phi_2^{\epsilon, \kappa} \) by solving
\[
\Delta \phi_2^{\epsilon, \kappa} = 0 \quad \text{on} \ \Omega^{\delta, \epsilon} \times [0, T_{\epsilon, \kappa}], \quad \text{(8.13a)}
\]
\[
\phi_2^{\epsilon, \kappa}(t) = \epsilon + [\mathcal{J}_\kappa \mathcal{J}_h h_0(x_1) - \mathcal{J}_\delta \mathcal{J}_h h_0(x_1)] e_2 \quad \text{on} \ \Gamma \times [0, T_{\epsilon, \kappa}], \quad \text{(8.13b)}
\]
\[
\phi_2^{\epsilon, \kappa} = \epsilon \quad \text{on} \ \Gamma_{\partial} \times [0, T_{\epsilon, \kappa}]. \quad \text{(8.13c)}
\]

We can use Proposition 4.1 together with (8.12) and (8.13) to construct solutions to the approximate \( \epsilon \kappa \)-problem on a time interval \([0, T_{\epsilon, \kappa}]\):

\[
v^i_{\epsilon, \kappa} + (A_{\epsilon, \kappa})^i_j q_{\epsilon, \kappa} + \psi_{\epsilon, \kappa}^2 = 0 \quad \text{in} \ \Omega \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14a)}
\]
\[
(A_{\epsilon, \kappa})^j_i (v^i_{\epsilon, \kappa})_j = 0 \quad \text{in} \ \Omega \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14b)}
\]
\[
h_{\epsilon, \kappa}(t) = \mathcal{J}_h h_0 + \int_0^t v^i_{\epsilon, \kappa} (A_{\epsilon, \kappa})^i_j N^j ds \quad \text{on} \ \Gamma \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14c)}
\]
\[
q_{\epsilon, \kappa} = 0 \quad \text{on} \ \Gamma \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14d)}
\]
\[
v_{\epsilon, \kappa} \cdot e_2 = 0 \quad \text{on} \ \Gamma_{\partial} \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14e)}
\]
\[
\psi_{\epsilon, \kappa} = \phi_{2, \kappa} \circ \phi_{1, \kappa} \quad \text{in} \ \Omega \times \{ t = 0 \}, \quad \text{(8.14f)}
\]
\[
\Delta \psi_{\epsilon, \kappa}(t) = \Delta \psi_{\epsilon, \kappa}(0) \quad \text{in} \ \Omega \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14g)}
\]
\[
\psi_{\epsilon, \kappa}(t) = \epsilon + \mathcal{J}_\kappa \mathcal{J}_h h_{\epsilon, \kappa}(t) N \quad \text{on} \ \Gamma \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14h)}
\]
\[
\psi_{\epsilon, \kappa}(t) = \epsilon \quad \text{on} \ \Gamma_{\partial} \times [0, T_{\epsilon, \kappa}], \quad \text{(8.14i)}
\]

where
\[
A_{\epsilon, \kappa} = |\nabla \psi_{\epsilon, \kappa}|^{-1} \quad \text{and} \quad J_{\epsilon, \kappa} = \det \nabla \psi_{\epsilon, \kappa}.
\]

Having solutions to (8.14), we focus on obtaining the uniform (in \( \epsilon \) and \( \kappa \)) lifespan. We are going to perform the estimates in a two step procedure. First, we focus on \( \kappa \)-independent estimates (that may depend on \( \epsilon \)), and then we focus on \( \epsilon \)-independent estimates.

To simplify notation, we drop the \( \epsilon \) and \( \kappa \) notation except when it is computationally used, but note that our dependent variables implicitly depend upon \( \epsilon \) and \( \kappa \).

8.4. **\( \kappa \)-independent estimates.** Abusing notation, we redefine
\[
\tilde{\tau} = (1, \mathcal{J}_\kappa \mathcal{J}_h h'(x_1, t)), \ \tilde{n} = (-\mathcal{J}_\kappa \mathcal{J}_h h'(x_1, t), 1).
\]

We define the higher-order energy function to be
\[
E(t) = \max_{0 \leq s \leq t} |h^\kappa(s)|^2 + \int_0^t \|v(s)\|^2_2 \, ds.
\]

The solutions to (8.13) have sufficient regularity to ensure that our higher-order energy function \( E(t) \) is continuous. We take \( T_{\epsilon, \kappa} \) small enough to ensure that the following four conditions hold:
Using elliptic estimates as in Section 8.1, we have
\[ \psi \] given in (8.14e-h). We have the following estimates.
Some estimates for the mapping (8.16).
Notice that, by taking a small enough time and using (8.18), we recover our bootstrap
\[ \min h(x_1, t) > c_0. \] (8.16)
Again, we let \( C \) denote a constant that may change from line to line. This constant may depend on \( h_0 \) and \( \epsilon \), but not on \( \kappa \). We let \( P(x) \) denote a polynomial with coefficients that may depend on \( h_0 \) and \( \epsilon \), but, again, they do not depend on \( \kappa \). This polynomial may change from line to line.
Our goal is to prove the following polynomial estimate for the energy:
\[ E(t) \leq M_0 + \sqrt[12]{E(t)}, \]
for a certain constant \( M_0 \) and polynomial \( Q \). We choose \( T_{\epsilon, \kappa} \leq \min\{1, T_1^*\} \) with \( T_1^* \) such that
\[ Q(x^*) (T_1^*)^{1/12} \leq \delta_2 \ll 1, \]
for \( \delta_2 \) a fixed constant satisfying \( 0 < \delta_2 < \delta_1 \ll 1 \).
8.4.1. Estimates for some lower-order norms of \( \psi \). From (8.14c),
\[ \int_0^t |h|^2 \sqrt{E(t)} \leq C E(t). \] (8.17)
Using (8.17) together with the fundamental theorem of calculus, we have that
\[ |h(t) - J_h h_0|_{1.5} \leq \sqrt{t} \left( \int_0^t |h|^2 \sqrt{E(t)} \right)^{1/2} \leq C \sqrt{t} \sqrt{E(t)} \] (8.18)
and
\[ |h^\epsilon(t) - J_h h_0^\epsilon|_{1.75} \leq C |h(t) - J_h h_0|_{1.5} |h^\epsilon(t) - J_h h_0^\epsilon|_{1.75} \leq C \sqrt{E(t)} t^{1/4}, \] (8.19)
and
\[ |h^\epsilon(t)|_{1.75} \leq C |h_0|_{1.75}. \]
Notice that, by taking a small enough time and using (8.18), we recover our bootstrap assumption (8.16).
8.4.2. Some estimates for the mapping \( \psi \). We consider here the regularity properties of the mapping \( \psi \) given in (8.14c-h). We have the following estimates
\[ \|\psi(0)\|_{2,-} \leq C(\delta) |h_0|_{1.5}, \|\psi(0)\|_{2.5,-} \leq C(\delta) |h_0|_{2.5}, \]
and, using elliptic estimates, (8.9), and (8.19),
\[ \|\psi(t) - \psi(0)\|_{2.25,-} \leq C |\psi(t) - \psi(0)|_{1.75} \leq C |h(t) - h(0)|_{1.75} \leq \sqrt{t} C \sqrt{E(t)}, \] (8.20)
\[ \|J(t) - J(0)\|_{1.25,-} \leq \sqrt{t} C \sqrt{E(t)}. \] (8.21)
By taking a small enough time, we can obtain the uniform bounds
\[ \max_{0 \leq t \leq T_{\epsilon, \kappa}} \|J(t)\|_{1.25,-} + \|\psi(t)\|_{2.25,-} \leq C, \min_{0 \leq t \leq T_{\epsilon, \kappa}} \min_{x \in \Omega} J(t) \geq C. \] (8.22)
Using elliptic estimates as in Section 8.1, we have
\[ \|\psi(t)\|_{2.5,-} \leq C(|h(t)|_{2} + 1), \|\psi(t)\|_{3,-} \leq C(|h(t)|_{2.5} + 1) \] (8.23)
Furthermore,
\[ \|A(t) - A(0)\|_{1,-}^2 \leq t E(t), \] (8.24)
and using interpolation once again, we have that
\[
\|A(t) - A(0)\|_{1.25,-} \leq C\|A(t) - A(0)\|_{1,-} \|A(t) - A(0)\|_{1.5,-} \leq \sqrt{t}C \sqrt{E(t)},\tag{8.25}
\]
\[
\|A(t) - A(0)\|_{1.375,-} \leq \sqrt{t}C \sqrt{E(t)}.	ag{8.26}
\]
In particular, by taking a small enough time, our previous bootstrap assumption (8.15) is strengthened. Furthermore, using (8.26),
\[
\|A(t)\|_{1.375,-} \leq C.
\]

8.4.3. Some estimates for lower-order norms of \(v\). Just as in Section 5.1.2 we have the following \(L^2\) energy law:
\[
|J_\kappa h(t)|_0^2 + 2 \int_0^t \|v(s)\|_0^2 ds = |J_\kappa J_\epsilon h_0|_0^2,
\]
from which it follows that
\[
2 \int_0^t \|v(s)\|_{0,-}^2 ds \leq |h_0|_0^2. \tag{8.27}
\]

8.4.4. The estimates for the pressure. The elliptic problem for \(q\) is
\[
- (A_j^i A_k^k q_{,i},_i) = 0 \quad \text{in } \Omega,
\]
\[
q = 0 \quad \text{on } \Gamma,
\]
\[
q_{,x} A_j^k A_j^i N_i = \psi_2 \quad \text{on } \Gamma_{bot},
\]
where we recall that on \(\Gamma\), \(N = e_2\) while on \(\Gamma_{bot}\), \(N = -e_2\).

We have that \(A_0 A_0^T\) is symmetric and positive semi-definite: \([A_0 A_0^T]_{ij} \xi_i \xi_j \geq C |\xi|^2\); consequently, due to (8.26),
\[
\|A_0 A_0^T - A(t) A^T(t)\|_{L^\infty} \leq C \sqrt{t} \sqrt{E(t)},
\]
and we see that for \(t\) sufficiently small,
\[
\frac{L}{2} |\xi|^2 \leq |[A(\cdot, t) A^T(\cdot, t)]_{ij} \xi_i \xi_j| \leq 2L |\xi|^2.
\]

We have that
\[
C \|\nabla q\|_{0,-}^2 \leq \int_{\Omega} A_j^i A_j^k q_{,k} q_{,i} dx = \int_{\Gamma_{bot}} \psi^2 q ds.
\]

In particular, due to Poincaré inequality, there exists a universal constant such that
\[
\|q\|_{1,-} \leq C.
\]

Elliptic estimates (see Lemma A.6) together with (8.25) show that
\[
\|q\|_{2.25,-} \leq C \|\nabla q\|_{L^\infty(\Omega^-)} \leq C \|q\|_{2.125},
\]
and then, using interpolation and Young’s inequality, we find the bound
\[
\|q\|_{2.25,-} \leq C. \tag{8.28}
\]

Thus, once again, elliptic estimates show that
\[
\|q\|_{2.5,-} \leq C (1 + \|A(t)\|_{1.5,-}) \|\nabla q\|_{L^\infty(\Omega^-)} \leq C (1 + \|A(t)\|_{1.5,-}), \tag{8.29}
\]
and consequently,
\[
\sup_{0 \leq t \leq T_{\epsilon,\infty}} \|v\|_{1.5,-} \leq C (|h^\infty|_2 + 1), \quad \sup_{0 \leq t \leq T_{\epsilon,\infty}} |h_\epsilon|_1 \leq CE(t). \tag{8.30}
\]
8.4.5. The Rayleigh-Taylor stability condition revisited. By the assumption \([1.8]\) in the Theorem 2.4 for \(0 < \epsilon, \kappa \ll 1\) taken sufficiently small,

\[-\nabla p(0) \cdot \tilde{n}(0) > 0\text{ at } \Gamma(t),\]

so

\[-A^2_1(0)q,2(0)\tilde{n}'(0) = -JA^2_1(0)A^2_1(0)q,2(0) > 0\text{ at } \Gamma.\]

In particular,

\[\lambda = \min_{x_1} -q,2(0) > 0\text{ at } \Gamma.\] (8.31)

To simplify notation, we write

\[B^k(t) = A^k_j(t)A^k_j(t),\]

and we study the elliptic problem

\[\tilde{q} = q(t) - q(0) :\]

\[-(B^k(t)\tilde{q},k)_i = -([B^k(t)(0) - B^k(t)]q,k(0), i)\text{ in } \Omega \times [0, T_{\epsilon, \kappa}],\]

\[\tilde{q} = 0 \text{ in } \Gamma \times [0, T_{\epsilon, \kappa}],\]

\[\tilde{q},kB^k(t)N_i = [B^k(t)(0) - B^k(t)]q,k(0)N_i + \psi_2^2(t) - \psi_2^2(0) \text{ in } \Gamma_{\text{bot}} \times [0, T_{\epsilon, \kappa}].\]

Using elliptic estimates together with the estimates \([8.20], [8.25], [8.26]\) and the smallness condition on the time, we obtain

\[\|\tilde{q}\|_{2,-} \leq C (\|B^k(0) - B^k(t)\|_{0.5} q,k(0))_{i} \leq C \|q(0)\|_{2,25,-} + \|B^k(0) - B^k(t)\|_{0.5} q,k(0) + \|\psi_2^2(t) - \psi_2^2(0)\|_{0.5}) \leq \sqrt{t}P(E(t)) \leq \delta_2.\]

We use the inequality

\[\|fg\|_{r,-} \leq C \|f\|_{r,-} \|g\|_{s,-}, \quad 0 \leq r \leq s, \quad s > 1 + r\]

to find that

\[\|B^k(0) - B^k(t)\|_{0.25,-} \leq C \|q(0)\|_{2.25,-} \|B^k(0) - B^k(t)\|_{1.375,-}.\]

We apply \([8.26]\) to find that

\[\|B^k(0) - B^k(t)\|_{0.25,-} \leq \sqrt{t}P(E(t)).\]

This is the only place where the bound \([8.26]\) plays an essential role. For any other smallness estimate concerning \(A(t) - A(0)\) it is enough with \([8.25]\).

We want a bound showing the smallness of \(\tilde{q},2\) pointwise on \(\Gamma\). As a result, we need an estimate stronger than just \(H^2\). We focus our attention then in \(H^{2,25}\). Elliptic regularity then shows that

\[\|\tilde{q}\|_{2.25,-} \leq C (\|B^k(0) - B^k(t)\|_{0.25,-} \|B^k(0) - B^k(t)\|_{0.75} + \|\tilde{q}\|_{L^\infty(\Omega^-)} \leq \sqrt{t}P(E(t)) \leq \delta_2.\] (8.32)

Consequently, on \(\Gamma\), we have that

\[-q,2(x_1, t) = -q,2(x_1, t) + q,2(x_1, 0) - q,2(x_1, 0) \geq -q,2(x_1, 0) - C\delta_2,\]
and our bootstrap assumption (8.16) is satisfied:
\[- \min_{x_1} q_2(x_1,t) \geq - \min_{x_i} q_2(x_1,0) - C \delta^2 \geq - \frac{\min_{x_1} q_{x,2}(x_1,0)}{2}.\]

8.4.6. The estimate for $h \in L^2(0,T; H^{2,\lambda}(\Gamma))$. From equation (8.14), we see that $v \cdot \tau = - \tau \cdot e_2$ at $\Gamma$.

It follows that
\[- \frac{v^f \cdot \tau}{\hat{n} \cdot e_2 + v \cdot \hat{n}} = - \frac{v^f \cdot \tau}{1 + h_t} = \frac{h^{n\kappa\nu}}{g^{3/2}}.\]

Thus,
\[h^{n\kappa\nu} = - \frac{v^f_1 + h^{n\kappa\nu} v^f_2}{1 + h_t}(1 + (h^{n\kappa\nu})^2)\]
\[= -(v^f_1 + h^{n\kappa\nu} v^f_2)(1 + (h^{n\kappa\nu})^2) + \frac{(v^f_1 + h^{n\kappa\nu} v^f_2)h_t}{1 + h_t}(1 + (h^{n\kappa\nu})^2),\]

and, using (8.30),
\[\int_0^t |h^{n\kappa\nu}|^2 ds \leq CE(t).\]

8.4.7. The energy estimates. We write (8.10a) as
\[v^i + A^k_i(q,\psi^2)_k = 0 \text{ in } \Omega.\]

We take two horizontal derivatives of this expression, test against $v''$ and integrate by parts to find that
\[\int_0^t \int_{\Omega^i} |v''|^2 dx dy + J_1 + J_2 + J_3 = 0.\]

The higher-order terms are
\[J_1 = \int_0^t \int_{\Omega^i} A^k_i(q + \psi \cdot e_2)_i''(v^i)'' dx dy,\]
\[J_2 = \int_0^t \int_{\Omega^i} (A^k_i)''(q + \psi \cdot e_2)_i(v^i)'' dx dy,\]
while
\[J_3 = 2 \int_0^t \int_{\Omega^i} (A^k_i)'(q + \psi \cdot e_2)_i'(v^i)'' dx dy.\]
is the lower-order term. Integrating by parts in the term $I_1$ and using $J A^k_i N^k = \sqrt{g} n_i$, we obtain
\[J_1 = \tilde{J}_1 + \tilde{J}_2,\]
with
\[\tilde{J}_1 = - \int_0^t \int_{\Omega^i} (q + \psi \cdot e_2)''(A^k_i(v^i))'' dx dy,\]
\[\tilde{J}_2 = \int_0^t \int_{\Gamma} \psi'' \cdot e_2 J^{-1}(v'' \cdot \hat{n}) ds dy = \int_0^t \int_{\Gamma} J^{-1} \mathcal{F}_1 \mathcal{F}_2 h''(v'' \cdot \hat{n}) ds dy.\]

Using the Piola identity $(J A^k_i)_k = 0$ and the divergence-free condition $v^i \cdot e_2 A^k_i = 0$, we see that
\[(A^k_i(v'')^i)_k = (A^k_i)_k(v'')^i + A^k_i(v'')^i_k = - J_k A^k_i J^{-1}(v'')^i - (A^k_i)''(v'_k) - 2(A^k_i)'(v'_k)_k,\]
and $J_1 = \mathcal{R}_1 + \mathcal{R}_2 + \mathcal{R}_3$ where

\[
\mathcal{R}_1 = \int_0^t \int_{\Omega^-} (q + \psi^2)''(A_k^i)'' v^i_k \, dxdy,
\]
\[
\mathcal{R}_2 = \int_0^t \int_{\Omega^-} (q + \psi^2)''2(A_k^i)'(v^i)'_k \, dxdy,
\]
\[
\mathcal{R}_3 = \int_0^t \int_{\Omega^-} (q + \psi^2)''J_{ik}J^{-1}A_k^i(v^i)'' \, dxdy
\]

The term $\mathcal{R}_2$ can be easily bounded using (8.11), (8.23) and (8.29) together with the Sobolev embedding theorem:

\[
|\mathcal{R}_2| \leq C \int_0^t ||v||_{2,-} ||A||_{L^4} \left(||q||_{2,5,-} + ||\psi \cdot e_2||_{2,5,-}\right) dy \leq \sqrt{tP}(E(t)).
\]

To bound the term $\mathcal{R}_3$, we use Hölder’s inequality with an $L^2 - L^4 - L^4 - L^\infty$ bound, we have that

\[
\mathcal{R}_3 \leq \sqrt{tP}(E(t)).
\]

The term $\mathcal{R}_1$ can be simplified using (8.11); we write $\mathcal{R}_1 = \mathcal{L}_1 + \mathcal{L}_2$, with

\[
\mathcal{L}_1 = -\int_0^t \int_{\Omega^-} (q + \psi^2)''(2A'\nabla\psi' A)^k_i v^i_k \, dxdy
\]
\[
\mathcal{L}_2 = -\int_0^t \int_{\Omega^-} (q + \psi^2)''A^k_j \psi^j_{11r}A^i_r v^i_k \, dxdy
\]

where we recall that $\psi_{11} = \psi''$. $\mathcal{L}_1$ is estimated using Hölder’s inequality and the Sobolev embedding theorem:

\[
|\mathcal{L}_1| \leq \int_0^t \left(||q||_{2,5,-} + ||\psi||_{2,5,-}\right)||A||_{L^\infty} \left(||v||_{1,5,-} ||A||_{1,5,-} ||\nabla\psi||_{1,5,-}\right) dy \leq C\sqrt{tP}(E(t)).
\]

Similarly,

\[
|\mathcal{L}_2| \leq C(||q||_{2,5,-} + ||\psi^2||_{2,5,-}) ||A||_{L^\infty}^2 \sqrt{t} \left(\int_0^t ||\psi(y)||_{L^2}^2 dy\right)^{0.5} ||v||_{1,5,-} \leq \sqrt{tP}(E(t)).
\]

Next, using (8.11), we write $J_2 = \mathcal{R}_4 + \mathcal{R}_5$, where

\[
\mathcal{R}_4 = -\int_0^t \int_{\Omega^-} A_k^i \psi^j_{11r} A^i_r (q + \psi^2)_k (v^i)'' \, dxdy
\]
\[
\mathcal{R}_5 = -\int_0^t \int_{\Omega^-} 2(A')^k_j \psi^j_{11r} A^i_r (q + \psi^2)_k (v^i)'' \, dxdy
\]

We have that

\[
|\mathcal{R}_5| \leq \int_0^t C||A||_{1,5,-} ||\nabla\psi||_{1,5,-} ||A||_{L^\infty} ||\nabla(q + \psi^2)||_{L^\infty} ||v||_{2,-} dy \leq \sqrt{tP}(E(t)).
\]
For $\mathcal{R}_4$, we integrate-by-parts and write $\mathcal{R}_4 = \mathcal{L}_3 + \mathcal{L}_4$, where

$$
\mathcal{L}_3 = \int_0^t \int_{\Omega^-} \psi_{i11}^l (A_{jk}^k A_r^r (q + \psi^2)_k (v^i)''_r, r) dx dy,
$$

$$
\mathcal{L}_4 = - \int_0^t \int_{\Gamma} \psi_{i11}^l A_{jk}^k A_r^r (q + \psi^2)_k (v^i)'' N^r ds.
$$

We further decompose $\mathcal{L}_3$ as $\mathcal{L}_3 = \mathcal{M}_1 + \mathcal{M}_2 + \mathcal{M}_3$, where

$$
\mathcal{M}_1 = \int_0^t \int_{\Omega^-} \psi_{i11}^l A_{jk}^k A_r^r (q + \psi^2)_k (v^i)'' dx dy,
$$

$$
\mathcal{M}_2 = \int_0^t \int_{\Omega^-} \psi_{i11}^l A_{jk}^k A_r^r (q + \psi^2)_k (v^i)'' dx dy,
$$

$$
\mathcal{M}_3 = \int_0^t \int_{\Omega^-} \psi_{i11}^l A_{jk}^k A_r^r (q + \psi^2)_r (v^i)'' dx dy,
$$

$$
\mathcal{M}_4 = \int_0^t \int_{\Omega^-} \psi_{i11}^l A_{jk}^k A_r^r (q + \psi^2)_k (v^i)'' dx dy.
$$

For the first three terms,

$$
|\mathcal{M}_1| + |\mathcal{M}_2| + |\mathcal{M}_3| \leq \int_0^t \| \nabla \psi \|_{1.5, -} \| v \|_{2, -} \| A \|_{L^\infty} (\| A \|_{1.5, -} (\| \nabla q \|_{1.25, -} + \| \nabla \psi \|_{1.25, -} )\| ) dy
\leq \sqrt{t} \mathcal{P}(E(t)).
$$

In the term $\mathcal{M}_4$, we use $v^i_k A_{jk}^k = 0$ and write $\mathcal{M}_4 = \mathcal{M}_1 + \mathcal{M}_2$, where

$$
\mathcal{M}_1 = - \int_0^t \int_{\Omega^-} \psi_{i11}^l A_{jk}^k (A_r^r)' (q + \psi^2)_k v^l_r dx,
$$

$$
\mathcal{M}_2 = -2 \int_0^t \int_{\Omega^-} \psi_{i11}^l A_{jk}^k (A_r^r)' (q + \psi^2)_k v^l_1_r dx.
$$

These terms can be estimated in the same fashion as the term $K_1$ above. Also,

$$
|\mathcal{M}_1| \leq \sqrt{t} C \left( \int_0^t \| \psi (y) \|_{1.5, -}^{2} \| v \|_{1.5, -} \| \nabla \psi \|_{1.5, -} (\| \nabla q \|_{1.25, -} + \| \nabla \psi \|_{1.25, -} )\| \right)^{0.5} dy
\leq \sqrt{t} \mathcal{P}(E(t)),
$$

and

$$
|\mathcal{M}_2| \leq \sqrt{t} C \left( \int_0^t \| v(y) \|_{2, -}^{2} \| \nabla \psi \|_{2, -}^{2} \| \nabla \psi \|_{1.5, -} (\| \nabla q \|_{1.25, -} + \| \nabla \psi \|_{1.25, -} )\| \right)^{0.5} dy
\leq \sqrt{t} \mathcal{P}(E(t)).
$$

The term $\mathcal{J}_3$ can be bounded using Hölder’s inequality and the Sobolev embedding theorem:

$$
|\mathcal{J}_3| \leq \sqrt{t} \mathcal{P}(E(t)).
$$

We next analyze the boundary integrals. We have that

$$
BI = \mathcal{J}_2 + \mathcal{L}_4 = \int_0^t \int_{\Gamma} (\psi'' (v + e_2))((v^i)'' n_i J^{-1}) ds.
$$
To estimate this terms we will extensively use the lower bound for $J$. We write $BI = \mathcal{D}_1 + \mathcal{D}_2 + \mathcal{D}_3$, where

$$
\mathcal{D}_1 = \int_0^t \int_{\Gamma} (\psi'' \cdot (v + e_2))h'' \, J^{-1} \, ds \, dy,
$$

$$
\mathcal{D}_2 = - \int_0^t \int_{\Gamma} (\psi'' \cdot (v + e_2))(v \cdot \tilde{n}'') \, J^{-1} \, ds \, dy,
$$

$$
\mathcal{D}_3 = -2 \int_0^t \int_{\Gamma} (\psi'' \cdot (v + e_2))(v' \cdot \tilde{n}'') \, J^{-1} \, ds \, dy.
$$

The inequality $|v|_1 \leq C\|v\|_{1.5 \rightarrow}$ together with the embedding $H^{0.25}(\Gamma) \subset L^4(\Gamma)$ shows that

$$
|\mathcal{D}_3| \leq C(|v|_1^2 + 1) \int_0^t |h^{\kappa \kappa}|_{l_{2.25}}^2 \, dy \leq \sqrt{t} \mathcal{P}(E(t)).
$$

The term $\mathcal{D}_2$ reads

$$
\mathcal{D}_2 = \int_0^t \int_{\Gamma} h^{\kappa \kappa}(v_2 + 1)(v_1 h^{\kappa \kappa}) \, J^{-1} \, ds \, dy.
$$

By forming an exact derivative, integrating-by-parts and using (8.23), we see that

$$
|\mathcal{D}_2| \leq C \int_0^t |h^{\kappa \kappa}|_{l_{2.1/6}}^2 |\nabla \psi''|_{L^3} \, dy \leq C \int_0^t |h^{\kappa \kappa}|_{l_{2+1/6}}^2 \|\psi''\|_{2+1/6} \, dy \leq C \int_0^t |h^{\kappa \kappa}|_{l_{2+1/6}}^3 \, dy.
$$

Consequently, due to the interpolation inequality

$$
|h^{\kappa \kappa}|_{l_{2+1/6}}^3 \leq C|h^{\kappa \kappa}|_{l_{2.5}}^2|h^{\kappa \kappa}|_{l_{2.5}},
$$

we find that

$$
|\mathcal{D}_2| \leq \sqrt{t} \mathcal{P}(E(t)).
$$

Using $[(v + e_2) \cdot \tau] = 0$ and $\sqrt{\eta} \, n_i = JA^k iN^k$, the term $\mathcal{D}_1$ can be written as

$$
\mathcal{D}_1 = \int_0^t \int_{\Gamma} (\psi'' \cdot [(v + e_2) \cdot n] n) h'' \, J^{-1} \, ds \, dy
$$

$$
= \int_0^t \int_{\Gamma} (\psi'' \cdot [-A^2 q_2(\sqrt{\eta}^{-1} A^2)] n) h'' \, ds \, dy
$$

$$
= \int_0^t \int_{\Gamma} (\psi'' \cdot [-q_2] \tilde{n} h'' \, J^{-2} \, ds \, dy
$$

$$
= \int_0^t \int_{\Gamma} \left[-q_2 \right] h'' \, J^{-2} \, ds \, dy
$$

$$
= \int_0^t \int_{\Gamma} \left[rac{-q_2(t)}{J^{-2}(t)} + \frac{q_2(0)}{J^{-2}(0)} - \frac{q_2(0)}{J^{-2}(0)} \right] h'' \, ds \, dy
$$

$$
= \mathcal{P}_1 + \mathcal{P}_2 + \mathcal{P}_3.
$$

Using (8.32),

$$
|\mathcal{P}_1| = \left| \int_0^t \int_{\Gamma} h^{\kappa \kappa} J^{-2}(t) \left[q_2(t) - q_2(0)\right] h'' \, ds \, dy \right|
$$

$$
\leq C \int_0^t |h^{\kappa \kappa}|_{l_{2.5}} \|J^{-2}\|_{L^\infty} \|q_2(t) - q_2(0)\|_{1.25 \rightarrow} \|h_t\|_{l_{1.5}} \, dy
$$

$$
\leq \delta_2 CE(t).
$$
The second error term can be bounded in the same way using (8.21):

\[
|\Psi_2| = \left| \int_0^t \int_\Gamma h^{\kappa\eta} q_{2,0} [J^{-2}(t) - J^{-2}(0)] h_i'' \, ds \, dy \right|
\leq C \int_0^t |h^{\kappa\eta}|_{2,5} \|J(t) - J(0)\|_{1.25} \|h_i\|_{1.5} \, dy
\leq \delta_2 C E(t).
\]

Finally, \( \Psi_3 = \Omega_1 + \Omega_2 \) with

\[
\Omega_1 = \int_0^t \int_\Gamma h^{\kappa\eta} [J_\kappa(-q_{2,0}J^{-2}(0)h''_i) - (-q_{2,0}J^{-2}(0))J_\kappa h''_i] \, ds \, dy,
\]

\[
\Omega_2 = \int_0^t \int_\Gamma h^{\kappa\eta} [-q_{2,0}J^{-2}(0)h''_i] \, ds \, dy.
\]

The term \( \Omega_1 \) can be bounded using Proposition A.5

\[
|\Omega_1| \leq \int_0^t |h^{\kappa\eta}|_{2,5} |q_{12}(0)J^{-2}(0) + q_{2,0}J^{-3}(0)J_1(0)|_{L^\infty} |h''_i|_1 \, dy.
\]

The term \( |q_{12}(0)|_{L^\infty} \) can be bounded (using standard elliptic estimates) in terms of the initial data as long as the initial data verifies \( |J_\kappa h_0|_{2.5+s} < \infty, s > 0 \). The same situation arises when dealing with \( J_1(0) \). Consequently, this term \( \Omega_1 \) requires \( \epsilon > 0 \), and, in this latter case, we have

\[
|\Omega_1| \leq \sqrt{t} P(E(t)).
\]

Recalling (8.22) and (8.31), the term \( Q_2 \) gives us an energy term

\[
C \frac{\lambda}{2} \|h^{\kappa\eta}(0) - h_0^{\kappa\eta}\|_{|0|}^2 \leq \frac{1}{2} \int_\Gamma -q_{2,0}(0)J^{-2}(0)(h^{\kappa\eta})^2 - (h_0^{\kappa\eta})^2 \, ds;
\]

hence,

\[
\int_0^t \|v(y)\|_{0,-}^2 + \|v''(y)\|_{0,-}^2 \, dy + |h^{\kappa}(t)|_2^2 \leq \mathcal{M}_0 + \sqrt{t} P(E(t)),
\]

where \( \mathcal{M}_0 \) is a number depending only on the initial data, \( h_0 \), and the value of the regularizing parameter \( \epsilon > 0 \).

8.4.8. The Hodge decomposition elliptic estimates. Since in each phase, \( \text{curl } u = 0 \), it follows that \( v^2 \cdot A_1^t - v^1 \cdot A_2^t = 0 \). Therefore,

\[
(A_1^t(t) - A_1^t(0))v^2_j - (A_2^t(t) - A_2^t(0))v^1_j = -A_1^t(0)v^2_j + A_2^t(0)v^1_j,
\]

so that

\[
\|A_1^t(0)v^2_j - A_2^t(0)v^1_j\|_{1,-} \leq C \|A(t) - A(0)\|_{L^\infty} \|v\|_{2,-} + \|A(t) - A(0)\|_{1.5,-} \|v\|_{1.5,-},
\]

and

\[
\int_0^t \|A_1^t(0)v^2_j(y) - A_2^t(0)v^1_j(y)\|_{1,-}^2 \, dy \leq \sqrt{t} P(E(t)).
\]

Similarly, since in each phase \( v^1 \cdot A_1^t = 0 \),

\[
[A_1^t(t) - A_1^t(0)]v^1_i = -A_1^t(0)v^1_i,
\]

and

\[
\int_0^t \|A_1^t(0)v^1_i(\cdot, y)\|_{1,-}^2 \, dy \leq \sqrt{t} P(E(t)).
\]

Finally,

\[
|v_2|_{1.5} \leq |v'' \cdot N|_{-0.5} \leq C \|v''\|_{0,-} \leq \mathcal{M}_0 + \sqrt{t} P(E(t)).
\]
Applying Proposition A.3 we obtain
\[
\int_0^t \|v(y)\|_{L^2}^2 \, dy \leq M_0 + \sqrt[12]{t}P(E(t)).
\]
(8.35) together with (8.34) and the properties of the mollifiers gives us the bound
\[
E(t) \leq M_0 + \sqrt[12]{t}Q(E(t)),
\]
with \(E(t)\) being a continuous function. Thus, we infer the existence of \(T^*_\epsilon\) such that
\[
E(t) \leq 2M_0 \quad \forall 0 \leq t \leq T^*_\epsilon.
\]
Notice that \(T^*_\epsilon\) depends only on \(\epsilon\) and \(h_0\).

8.4.9. Passing to the limit and uniqueness. Once the uniform bounds are obtained, we can pass to the limit \(\kappa \to 0\) in the standard way using Rellich-Kondrachov theorem.

8.5. \(\epsilon\)-independent estimates. In the above analysis, only the integral \(Q_1\) in (8.33) depends on our smoothing parameter \(\epsilon > 0\); nevertheless, upon passing to the limit \(\kappa \to 0\), the integral \(Q_1\) no longer appears. The main point is that the regularizing effect due to \(\epsilon > 0\) was only necessary because of \(\kappa > 0\). As \(\kappa = 0\), we can now close the estimates and tend \(\epsilon\) to zero.

After taking the limit in \(\kappa\), we have a solution to the following system
\[
v^\epsilon_t + (A_\epsilon)^k(q^\epsilon + \psi^\epsilon_{2k})_k = 0 \quad \text{in} \quad \Omega \times [0, T_\epsilon],
\]
\[
(A_\epsilon)^k_j(q^\epsilon)_j = 0 \quad \text{in} \quad \Omega \times [0, T_\epsilon],
\]
\[
h_\epsilon(t) = J_{\delta,\epsilon}h_0 + \int_0^t v^\epsilon_\eta n_\eta \, ds \quad \text{on} \quad \Gamma \times [0, T_\epsilon],
\]
\[
q_\epsilon = 0 \quad \text{on} \quad \Gamma \times [0, T_\epsilon],
\]
\[
v_\epsilon \cdot e_2 = 0 \quad \text{on} \quad \Gamma_{bot} \times [0, T_\epsilon],
\]
\[
\psi_\epsilon = \phi_2^\epsilon \circ \phi_1^\epsilon \quad \text{in} \quad \Omega \times \{t = 0\},
\]
\[
\Delta \psi_\epsilon(t) = \Delta \psi_\epsilon(0) \quad \text{in} \quad \Omega \times [0, T_\epsilon],
\]
\[
\psi_\epsilon(t) = e + h_\epsilon(t)N \quad \text{on} \quad \Gamma \times [0, T_\epsilon],
\]
\[
\psi_\epsilon(t) = e \quad \text{on} \quad \Gamma_{bot} \times [0, T_\epsilon],
\]
and \(\phi_2^\epsilon\) and \(\phi_2^\epsilon\) are given by
\[
\phi_1^\epsilon(x_1, x_2) = \left( x_1, x_2 + J_{\delta,\epsilon}h_0(x_1) \left( 1 - \frac{x_2}{cb} \right) \right) ,
\]
and
\[
\Delta \phi_2^\epsilon = 0 \quad \text{on} \quad \Omega^{\delta,\epsilon}(0) \times [0, T_\epsilon],
\]
\[
\phi_2^\epsilon(t) = e + [J_{\epsilon}h_0(x_1) - J_{\delta,\epsilon}J_{\epsilon}h_0(x_1)]e_2 \quad \text{on} \quad \Gamma \times [0, T_\epsilon],
\]
\[
\phi_2^\epsilon = e \quad \text{on} \quad \Gamma_{bot} \times [0, T_\epsilon].
\]
Now we define the energy
\[
E(t) = \max_{0 \leq s \leq t} |h(s)|_2 + \int_0^t \|v(s)\|_{L^2}^2 \, ds.
\]
We repeat the energy estimates. The only modification affects the term \( \mathcal{O}_1 \), that now reads
\[
\mathcal{O}_1 = \int_0^t \int_F \left( \psi'' \cdot [(v + e_2) \cdot n] n \right) h'' \, J^{-1} \, ds \, dy
\]
\[
= \int_0^t \int_F \left( \psi'' \cdot [-A^2 q_2 \sqrt{g}^{-1} A^2] n \right) h'' \, ds \, dy
\]
\[
= \int_0^t \int_F \psi'' \cdot [-q_2] h'' J^{-2} \, ds \, dy
\]
\[
= \int_0^t \int_F h'' \left[ \frac{q_2(t)}{J^{-2}(t)} + \frac{q_2(0)}{J^{-2}(0)} \right] h'' \, ds \, dy
\]
\[
= \mathcal{P}_1 + \mathcal{P}_2 + \mathcal{P}_3.
\]
These terms can be bounded in a straightforward way. We get the polynomial estimate
\[
E(t) \leq M_0 + \sqrt{t} Q(E(t)),
\]
and the existence of \( T^* \) such that
\[
E(t) \leq 2M_0 \quad \forall 0 \leq t \leq T^*.
\]
This \( T^* \) only depends on the initial data \( h_0 \). Now, we can pass to the limit \( \epsilon \to 0 \) using Rellich-Kondrachov theorem. The uniqueness is obtained using the energy method as in Section 7. This concludes with the proof of Theorem 2.4.

9. Proof of Theorem 2.6 Instantaneous parabolic smoothing

The proof of this result is a two-step procedure. First, we show that we always can gain an extra half derivative almost everywhere in time. The second step of the argument is a classical bootstrapping procedure.

9.1. Two-phase Muskat problem. We begin with the two-phase case, and consider initial data \( h_{00} \in H^3 \) for the infinitely-deep Muskat problem (1.5a-e) or the confined Muskat problem (1.5a-d,e,f) satisfying the smallness criterion (2.1) in Theorem 2.1.

We define the higher-order energy function
\[
E(t) = \max_{0 \leq s \leq t} \{ |h(s)|^3_{2,5} \} + \int_0^t \| w(s) \|^2_{3,5} \, ds.
\]
(9.1)
Repeating our energy estimates using three tangential derivatives rather than two, we obtain the polynomial inequality
\[
E(t) \leq C |h_{00}|^2_3 + \sqrt{t} \mathcal{P}(E(t)).
\]
As a consequence, there exists a time \( T^* \) such that we have the bound
\[
\max_{0 \leq s \leq T^*} \{ |h(s)|^3_{2,5} \} + \int_0^t |h(s)|^2_{3,5} \, ds \leq C |h_{00}|^2_3.
\]
Interpolating with the bound obtained in Theorem 2.1 we have that
\[
\max_{0 \leq s \leq T^*} \{ |h(s)|^3_{2,5} \} + \int_0^t |h(s)|^2_{3,5} \, ds \leq C |h_{00}|^2_{2,5}.
\]
(9.2)
Now, given \( h_0 \in H^2 \) satisfying the smallness condition (2.1), due to Theorem 2.1, we have a solution \( h \in C([0, T^*], H^2) \cap L^2(0, T^*; H^{2.5}(\Gamma)) \). In particular, we can choose \( 0 < \delta \leq T^* \) arbitrarily small so
that $h(\delta) = h_{\delta 0} \in H^{2.5}(\Gamma)$ and verifies the smallness criterion \cite{2.1}. We are going to use $h_{\delta 0}$ as the new initial data for the problem. Applying \eqref{9.2}, we have thus that the initial data $h_{\delta 0}$ provides us with a solution

$$h_\delta \in C([\delta, T^*]; H^{2.5}(\Gamma)) \cap L^2(\delta, T^*; H^3(\Gamma)).$$

Due to the uniqueness of solution proved in Theorem \ref{2.1}, we conclude that the original initial data $h_0$ gives us a solution

$$h \in C([0, T^*]; H^2(\Gamma)) \cap C([\delta, T^*], H^{2.5}(\Gamma)) \cap L^2(\delta, T^*; H^3(\Gamma))$$

for an arbitrarily small $\delta > 0$. Now we proceed by bootstrapping. We can repeat the argument and show that for every positive time, we have that the unique solution in Theorem \ref{2.1} is

$$h(\cdot, t) \in C^{\infty}(\Gamma) \text{ if } \delta \leq t \leq T^*, \forall \delta > 0.$$

9.2. One-phase Muskat problem. For the one-phase Muskat problem \cite{1.6a-e}, we consider $h_{\delta 0} \in H^3$ satisfying the Rayleigh-Taylor stability condition \cite{1.7}. Once again redoing the energy estimates with three tangential derivatives, there exists a time $T^*$, and the bound

$$\max_{0 \leq s \leq T^*}\{|h(s)|_1^2\} + \int_0^t |h(s)|^2_{3,5} ds \leq C|h_{\delta 0}|^2_3.$$ Interpolating with the bound obtained in Theorem \ref{2.4}, we obtain the bound \eqref{9.2}. Now, given $h_0 \in H^2(\Gamma)$ satisfying the Rayleigh-Taylor stability condition \cite{1.7}, due to Theorem \ref{2.4} we have a solution $h \in C([0, T^*], H^2(\Gamma)) \cap C([\delta, T^*], H^{2.5}(\Gamma)) \cap L^2(\delta, T^*; H^3(\Gamma))$. By bootstrapping, we see that $h(\cdot, t) \in C^{\infty}(\Gamma)$ if $t \geq \delta > 0$.
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Appendix A. Auxiliary results

A.1. The $H^{4/2}$-norm of products. We need the following

**Proposition A.1.** For all $\delta > 0$, there exists $C_\delta > 0$ such that

$$|fg|_{0.5} \leq C_\delta |f|_{0.5+\delta} |g|_{0.5}.$$ and, in two dimensions,

$$\|fg\|_{1,\pm} \leq C_\delta \|f\|_{1+\delta,\pm} \|g\|_{1,\pm}.$$

Proof. The $L^2$ part can be bounded as follows:

$$|fg|_0^2 \leq \|f\|_2^2 \|g\|_0^2 \leq C_\delta |f|_{0.5+\delta}^2 |g|_{0.5}^2,$$

where we have used the Sobolev embedding

$$H^{0.5+\delta}(\mathbb{R}) \hookrightarrow L^\infty(\mathbb{R}).$$

The seminorm term can be bounded using Kato-Ponce inequality for $\Lambda = \sqrt{-\partial_x^2}$

$$|\Lambda^{0.5}(fg)|_0 \leq C_\delta \left( \|g\|_{L^\infty(\mathbb{R})} \|\Lambda^{0.5} f\|_{L^{\infty}(\mathbb{R})} + \|f\|_{L^\infty(\mathbb{R})} \|\Lambda^{0.5} g\|_{L^2(\mathbb{R})} \right).$$
The Sobolev embeddings

\[ H^q(\mathbb{R}) \hookrightarrow L^p(\mathbb{R}), \quad q \in \left[ \frac{2}{1 + 2\delta}, \frac{2}{2 - 2\delta} \right), \quad H^{0.5}(\mathbb{R}) \hookrightarrow L^q(\mathbb{R}), \quad q \in [2, \infty), \]

give us

\[ |\Lambda^{0.5}(fg)|_0 \leq C\delta \|g\|_{0.5}\|f\|_{0.5+\delta}. \quad (A.2) \]

Collecting the estimates \( A.1 \) and \( A.2 \), we conclude the first statement. With the same ideas and the embedding

\[ H^q(\mathbb{R}^2) \hookrightarrow L^p(\mathbb{R}^2), \quad q \in \left[ \frac{2}{1 - \delta}, \frac{2}{2 - 2\delta} \right), \quad H^1(\mathbb{R}^2) \hookrightarrow L^q(\mathbb{R}^2), \quad q \in [2, \infty), \]

we conclude the result. \( \square \)

**A.2. The Hodge decomposition elliptic estimates.**

**Proposition A.2.** Let \( \Omega \) be a domain with boundary \( \partial\Omega \) of Sobolev class \( H^{k+0.5} \). Then for \( v \in H^k(\Omega) \),

\[ \|v\|_{H^k(\Omega)} \leq C \left[ \|v\|_{L^2(\Omega)} + \|\text{curl}v\|_{H^{k-1}(\Omega)} + \|\text{div}v\|_{H^{k-1}(\Omega)} + \|v \cdot N\|_{H^{k-0.5}(\partial\Omega)} \right], \]

where \( N \) denotes the outward unit normal to \( \partial\Omega \).

**Proposition A.3.** Let \( \Omega \) be a domain with boundary \( \partial\Omega \) of Sobolev class \( H^{k+0.5} \). Let \( \psi_0 \) be a given smooth mapping and define

\[ \text{curl}_{\psi_0}v = \text{curl}(v \circ \psi_0) = (A_0)^1_j (v \circ \psi_0)^j_2 - (A_0)^2_j (v \circ \psi_0)^j_1, \]

\[ \text{div}_{\psi_0}v = \text{div}(v \circ \psi_0) = (A_0)^j_i (v \circ \psi_0)^i_j, \]

where \( A_0 = (\nabla \psi_0)^{-1} \). Then for \( v \in H^k(\Omega) \),

\[ \|v\|_{H^k(\Omega)} \leq C \left[ \|v\|_{L^2(\Omega)} + \|\text{curl}_{\psi_0}v\|_{H^{k-1}(\Omega)} + \|\text{div}_{\psi_0}v\|_{H^{k-1}(\Omega)} + \|v \cdot N\|_{H^{k-0.5}(\partial\Omega)} \right], \]

where \( N \) denotes the outward unit normal to \( \partial\Omega \).

The proof of Propositions \( A.2 \) and \( A.3 \) are given in Cheng & Shkoller [11].

**Proposition A.4.** Suppose that \( v' \in L^2(\Omega) \) with \( \text{div}v \in L^2(\Omega) \). Then \( v' \cdot N \in H^{-1/2}(\partial\Omega) \) and

\[ \|v' \cdot N\|_{H^{-1/2}(\partial\Omega)} \leq C \left( \|v'\|_{L^2(\Omega)} + \|\text{div}v\|_{L^2(\Omega)} \right). \]

**A.3. A commutator estimate.** The following is Lemma 5.1 in Coutand & Shkoller [24]:

**Proposition A.5.** Let \( \Omega \) be a domain and assume that its boundary, \( \partial\Omega \), is smooth. Then

\[ |\mathcal{J}_\kappa(fg') - f\mathcal{J}_\kappa g'|_0 \leq C\|f\|_{W^{1,\infty}} |g|_0. \]

**A.4. An elliptic estimate.** Let’s consider

\[ \Omega = T \times [-1, 0], \]

and the elliptic problem

\[ \begin{align*}
-\text{div}(A\nabla u) &= f \quad \text{in} \quad \Omega, \\
u &= 0 \quad \text{on} \quad \partial\Omega.
\end{align*} \quad \text{(A.3a,b)} \]

Then, we have the following elliptic estimate
Lemma A.6. Suppose that the matrix $A \in H^{1.5}(\Omega)$ with $A > 0$, and that $f \in H^{0.5}(\Omega)$. Then the solution to (A.4a-b) verifies

$$
\|A^{1.25} \nabla u\|_{L^2(\Omega)} \leq C \left( \|A^{0.25} f\|_{L^2(\Omega)} + \|A^{1.25} A\|_{L^2(\Omega)} \|\nabla u\|_{L^\infty(\Omega)} + \|A^{0.5} \nabla u\|_{L^2(\Omega)} \|A^{0.25} \nabla A\|_{L^2(\Omega)} \right),
$$

and

$$
\|A^{1.5} \nabla u\|_{L^2(\Omega)} \leq C \left( \|A^{0.5} f\|_{L^2(\Omega)} + \|A^{1.5} A\|_{L^2(\Omega)} \|\nabla u\|_{L^\infty(\Omega)} + \|A^{0.75} \nabla u\|_{L^2(\Omega)} \|A^{0.25} \nabla A\|_{L^2(\Omega)} \right).
$$

Proof. We prove only the first estimate, being the second one straightforward. We consider the approximate problem

$$
-(\tilde{A}_j \tilde{u}_j)_i = f \quad \text{in} \quad \Omega, \quad (A.4a)
$$

$$
\tilde{u} = 0 \quad \text{on} \quad \partial \Omega, \quad (A.4b)
$$

where $\tilde{A}$ is a $C^\infty$ regularization of $A$. For a given $\phi \in H^1(\Omega)$, we consider the weak formulation of the problem (A.4a-b):

$$
\int_{\Omega} \tilde{A}_j \tilde{u}_j \phi_i dx = \int_{\Omega} f \phi dx.
$$

These problems have solutions $\tilde{u}$ which are smooth. We focus on high norm uniform estimate. To do that, we pick $\phi = \Lambda^2 \tilde{u}$, where $\Lambda^2 \tilde{u} = |k| \tilde{u}(k)$. Then, using the self-adjointness of the $\Lambda$ operator, the weak formulation reads

$$
\int_{\Omega} \Lambda^{1.5} \left( \tilde{A}_j \tilde{u}_j \right) \Lambda^{1.5} \tilde{u}_i dx = \int_{\Omega} \Lambda^{0.5} f \Lambda^{2.5} \tilde{u} dx.
$$

We write

$$
I = \int_{\Omega} \Lambda^{1.5} \left( \tilde{A}_j \tilde{u}_j \right) \Lambda^{1.5} \tilde{u}_i dx = \int_{\Omega} \left[ \Lambda^{1.5} \tilde{A}_j \tilde{u}_j \right] \tilde{u}_i dx + \int_{\Omega} \tilde{A}_j \Lambda^{1.5} \tilde{u}_j \Lambda^{1.5} \tilde{u}_i dx.
$$

Notice that the first term can be estimated by layers (i.e. fixing $x_2 \in [-1, 0]$) using the Kenig-Ponce-Vega estimate (see [42] and [43]) along the $x_1$ coordinate:

$$
\|[\Lambda^{1.5}, \tilde{A}_j] \tilde{u}_j\|_{L^2(\Omega)} \leq C \left( \|\Lambda^{1.5} \tilde{A}_j\|_{L^2(\Omega)} \|\nabla \tilde{u}\|_{L^\infty(\Omega)} + \|\Lambda^{0.5} \nabla \tilde{u}\|_{L^4(\Omega)} \|\nabla A\|_{L^4(\Omega)} \right)
$$

$$
\leq C \left( \|\Lambda^{1.5} \tilde{A}_j\|_{L^2(\Omega)} \|\nabla \tilde{u}\|_{L^\infty(\Omega)} + \|\Lambda^{0.75} \nabla \tilde{u}\|_{L^2(\Omega)} \|\Lambda^{0.25} \nabla A\|_{L^2(\Omega)} \right). \tag{A.5a}
$$

Using Tonelli’s theorem, together with $\|\cdot\|_{L^2(\Omega)}^2 = \int_{-1}^0 \|\cdot\|_{L^2(\Omega)}^2 dx_2$, we have

$$
\|\Lambda^{1.5} \tilde{A}_j \tilde{u}_j\|_{L^2(\Omega)} \leq C \left( \|\Lambda^{1.5} \tilde{A}_j\|_{L^2(\Omega)} \|\nabla \tilde{u}\|_{L^\infty(\Omega)} + \|\Lambda^{0.75} \nabla \tilde{u}\|_{L^2(\Omega)} \|\Lambda^{0.25} \nabla A\|_{L^2(\Omega)} \right), \tag{A.5b}
$$

The second integral provides us with the estimate

$$
\|\Lambda^{1.5} \nabla \tilde{u}\|_{L^2} \leq C \left( \|\Lambda^{0.5} f\|_{L^2(\Omega)} + \|\Lambda^{1.5} \tilde{A}_j\|_{L^2(\Omega)} \|\nabla \tilde{u}\|_{L^\infty(\Omega)} + \|\Lambda^{0.75} \nabla \tilde{u}\|_{L^2(\Omega)} \|\Lambda^{0.25} \nabla A\|_{L^2(\Omega)} \right). \tag{A.6}
$$

Passing to the limit $\tilde{A} \to A$, we conclude the desired uniform estimate for $\tilde{u}$. \hfill \Box
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