Abstract: In this work, we obtained new results relating the generalized atom-bond connectivity index with the general Randić index. Some of these inequalities for $ABC_{\alpha}$ improved, when $\alpha = 1/2$, known results on the $ABC$ index. Moreover, in order to obtain our results, we proved a kind of converse Hölder inequality, which is interesting on its own.
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1. Introduction

Mathematical inequalities are at the basis of the processes of approximation, estimation, dimensioning, interpolation, monotonicity, extremes, etc. In general, inequalities appear in models for the study or approach to a certain reality (either objective or subjective). This reason makes it clear that when working with mathematical inequalities, we can essentially find relationships and approximate values of the magnitudes and variables that are associated with one or another practical problem.

In mathematical chemistry, a topological descriptor is a function that associates each molecular graph with a real value; if it correlates well with some chemical property, it is called a topological index. For additional information see [1], for application examples see [2–7].

The atom-bond connectivity index of a graph $G$ was defined in [8] as:

$$ABC(G) = \sum_{uv \in E(G)} \sqrt{\frac{2(d_u + d_v - 2)}{d_ud_v}} = \sqrt{2} \sum_{uv \in E(G)} \sqrt{\frac{d_u + d_v - 2}{d_ud_v}},$$

where $uv$ denotes the edge of the graph $G$ connecting the vertices $u$ and $v$ and $d_u$ is the degree of the vertex $u$.

The generalized atom-bond connectivity index was defined in [9] as:

$$ABC_{\alpha}(G) = \sum_{uv \in E(G)} \left( \frac{d_u + d_v - 2}{d_ud_v} \right)^{\alpha},$$

for any $\alpha \in \mathbb{R} \setminus \{0\}$. Note that $ABC_{1/2} = \frac{1}{\sqrt{2}} ABC$ and $ABC_{-3}$ is the augmented Zagreb index.

There are many papers that have studied the $ABC$ and $ABC_{\alpha}$ indices (see, e.g., [9–15]). In this paper, we obtained new inequalities relating these indices with the general Randić index. Some of these inequalities for $ABC_{\alpha}$ improved, when $\alpha = 1/2$, known results on the $ABC$ index. In order to obtain our results, we proved a kind of converse Hölder inequality, Theorem 3, which is interesting on its own.
Throughout this work, a path graph $P_n$ is a tree with $n$ vertices and maximum degree two and a star graph $S_n$ is a tree with $n$ vertices and maximum degree $n - 1$.

2. Inequalities Involving $ABC_\alpha$

In 1998, Bollabás and Erdős [16] generalized the Randić index for $\alpha \in \mathbb{R} \setminus \{0\}$,

$$R_\beta(G) = \sum_{uv \in E(G)} (d_ud_v)^\beta.$$

The general Randić index, also called the variable Zagreb index in 2004 by Milčević and Nikolić [17], was extensively studied in [18–20].

The next result relates the $ABC_\alpha$ and $R_\beta$ indices.

**Theorem 1.** Let $G$ be a graph with maximum degree $\Delta$ and minimum degree $\delta$ and $\alpha > 0$, $\beta \in \mathbb{R} \setminus \{0\}$. Denote by $m_2$ the cardinality of the set of isolated edges in $G$.

1. If $\beta / \alpha \leq -1$ and $\delta > 1$, then:

$$(2\delta - 2)^{\delta - 2\alpha - 2\beta} R_\beta(G) \leq ABC_\alpha(G) \leq (2\Delta - 2)^{\Delta - 2\alpha - 2\beta} R_\beta(G).$$

The equality in each bound is attained if and only if $G$ is a regular graph.

2. If $\beta / \alpha \leq -1$ and $\delta = 1$, then:

$$2^{-\alpha - \beta} (R_\beta(G) - m_2) \leq ABC_\alpha(G) \leq (2\Delta - 2)^{\Delta - 2\alpha - 2\beta} (R_\beta(G) - m_2).$$

The equality in the lower bound is attained if and only if $G$ is a union of path graphs $P_3$ and $m_2$ isolated edges. The equality in the upper bound is attained if and only if $G$ is a union of a regular graph and $m_2$ isolated edges.

3. If $-1 < \beta / \alpha \leq -1/2$ and $\delta > 1$, then:

$$(2\delta - 2)^{\Delta - 2\alpha - 2\beta} R_\beta(G) \leq ABC_\alpha(G).$$

The equality in the bound is attained if and only if $G$ is a regular graph.

4. If $-1 < \beta / \alpha \leq -1/2$ and $\delta = 1$, then:

$$2^{-\alpha - \beta} (R_\beta(G) - m_2) \leq ABC_\alpha(G).$$

The equality in the bound is attained if and only if $G$ is a union of path graphs $P_3$ and $m_2$ isolated edges.

5. If $\beta > 0$ and $\delta > 1$, then:

$$(2\Delta - 2)^{\Delta - 2\alpha - 2\beta} R_\beta(G) \leq ABC_\alpha(G) \leq (2\delta - 2)^{\Delta - 2\alpha - 2\beta} R_\beta(G).$$

The equality in each bound is attained if and only if $G$ is a regular graph.

6. If $\beta > 0$, $\delta = 1$ and $1 + \alpha / \beta \geq \Delta$, then:

$$(2\Delta - 2)^{\Delta - 2\alpha - 2\beta} (R_\beta(G) - m_2) \leq ABC_\alpha(G) \leq (\Delta - 1)^{\Delta - \alpha - \beta} (R_\beta(G) - m_2).$$

The equality in the lower bound is attained if and only if $G$ is a union of a regular graph and $m_2$ isolated edges. The equality in the upper bound is attained if and only if $G$ is a union of star graphs $S_{\Delta + 1}$ and $m_2$ isolated edges.

7. If $\beta > 0$, $\delta = 1$ and $1 + \alpha / \beta \leq 2$, then:

$$(2\Delta - 2)^{\Delta - 2\alpha - 2\beta} (R_\beta(G) - m_2) \leq ABC_\alpha(G) \leq 2^{-\alpha - \beta} (R_\beta(G) - m_2).$$
The equality in the lower bound is attained if and only if $G$ is a union of a regular graph and $m_2$ isolated edges. The equality in the upper bound is attained if and only if $G$ is a union of path graphs $P_3$ and $m_2$ isolated edges.

(8) If $\beta > 0$, $\delta = 1$ and $2 < 1 + \alpha / \beta < \Delta$, then:

$$(2\Delta - 2)^{\alpha} \Delta^{-2\alpha - 2\beta} (R_\beta(G) - m_2) \leq ABC_\alpha(G) \leq \frac{\alpha \beta}{(\alpha + \beta)^{1 + \beta}} (R_\beta(G) - m_2).$$

The equality in the lower bound is attained if and only if $G$ is a union of a regular graph and $m_2$ isolated edges. The equality in the upper bound is attained if and only if $\alpha / \beta \in \mathbb{Z}^+$ and $G$ is a union of star graphs $S_{\alpha / \beta + 2}$ and $m_2$ isolated edges.

**Proof.** First of all, note that $ABC_\alpha(P_2) = 0$ and $R_\beta(P_2) = 1$. Therefore, it suffices to prove the theorem for the case $m_2 = 0$, i.e., when $G$ is a graph without isolated edges. Hence, $\Delta \geq 2$.

We computed the extremal values (for fixed $\lambda \in \mathbb{R}$) of the function $f : [\delta, \Delta] \times ([\delta, \Delta] \setminus [1, 2]) \rightarrow \mathbb{R}$ given by:

$$f(x, y) = (x + y - 2)(xy)^{-\lambda - 1}.$$  

(1) and (2). If $\lambda \leq -1$, then $-\lambda - 1 \geq 0$ and $f$ is a strictly increasing function in each variable, and so,

$$(2\delta - 2)\delta^{-2\lambda - 2} \leq f(x, y) \leq (2\Delta - 2)\Delta^{-2\lambda - 2}.$$  

The equality in the lower (respectively, upper) bound is attained if and only if $(x, y) = (\delta, \delta)$ (respectively, $(x, y) = (\Delta, \Delta)$).

If $\delta = 1$, then $f(x, y) \geq f(1, 2) = 2^{-\lambda - 1}$, since $x \in [1, \Delta]$ and $y \in [2, \Delta]$, and the equality in this inequality is attained if and only if $(x, y) = (1, 2)

If $\lambda = \beta / \alpha$, then:

$$(2\delta - 2)^{\alpha} \delta^{-2\beta - 2\alpha} (d_u d_v) \beta \leq \left( \frac{d_u + d_v - 2}{d_u d_v} \right)^{\alpha} \leq (2\Delta - 2)^{\alpha} \Delta^{-2\beta - 2\Delta} (d_u d_v) \beta$$

for every $uv \in E(G)$ and, consequently,

$$(2\delta - 2)^{\alpha} \delta^{-2\beta - 2\alpha} R_\beta(G) \leq ABC_\alpha(G) \leq (2\Delta - 2)^{\alpha} \Delta^{-2\beta - 2\Delta} R_\beta(G).$$

The previous argument shows that the equality in the upper bound is attained if and only if $d_u = d_v = \Delta$ for every $uv \in E(G)$, i.e., $G$ is regular. If $\delta > 1$, then the equality in the lower bound is attained if and only if $d_u = d_v = \delta$ for every $uv \in E(G)$, i.e., $G$ is regular.

If $\lambda = \beta / \alpha$ and $\delta = 1$, then:

$$2^{-\beta - \alpha} (d_u d_v) \beta \leq \left( \frac{d_u + d_v - 2}{d_u d_v} \right)^{\alpha}$$

for every $uv \in E(G)$ and, consequently,

$$2^{-\beta - \alpha} R_\beta(G) \leq ABC_\alpha(G).$$

The equality in this bound is attained if and only if $\{d_u, d_v\} = \{1, 2\}$ for every $uv \in E(G)$, i.e., $G$ is a union of path graphs $P_3$.

(3) and (4). In what follows, by symmetry, we can assume that $x \leq y$. We have:

$$\frac{\partial f}{\partial y}(x, y) = x^{-\lambda - 1}(y^{-\lambda - 1} + (x + y - 2)(-\lambda - 1)y^{-\lambda - 2}) = x^{-\lambda - 1}y^{-\lambda - 2}(y + (x + y - 2)(-\lambda - 1)).$$
If \(-1 < \lambda \leq -1/2\), then \(-\lambda - 1 \geq -1/2\), and so,
\[
\frac{\partial f}{\partial y}(x, y) \geq x^{-\lambda-1}y^{-\lambda-2}\left(y - \frac{x+y-2}{2}\right)
= x^{-\lambda-1}y^{-\lambda-2}\frac{y-x+2}{2} \geq x^{-\lambda-1}y^{-\lambda-2} > 0.
\]

Hence,
\[
f(x, y) \geq f(x, x) = (2x-2)x^{-2\lambda-2} = g(x).
\]
We have:
\[
g'(x) = 2x^{-2\lambda-2} + (2x-2)(-2\lambda-2)x^{-2\lambda-3}
= 2x^{-2\lambda-3}(x+(x-1)(-2\lambda-2))
= 2x^{-2\lambda-3}(-2\lambda-1)x + 2\lambda + 2).
\]
Since \(2\lambda + 2 > 0\) and \(-2\lambda - 1 \geq 0\), we have:
\[
g'(x) = 2x^{-2\lambda-3}((-2\lambda-1)x + 2\lambda + 2)
\geq 2x^{-2\lambda-3}(2\lambda + 2) > 0.
\]
Thus, \(g(x) \geq g(\delta)\) and:
\[
f(x, y) \geq g(x) \geq (2\delta - 2)\delta^{-2\lambda-2},
\]
if \(\delta \geq 2\).
If \(\lambda = \beta/\alpha\) and \(\delta > 1\), then:
\[
(2\delta - 2)\delta^{-2\beta-2\alpha}(d_u d_v)\beta \leq \left(\frac{d_u + d_v - 2}{d_u d_v}\right)\alpha
\]
for every \(uv \in E(G)\) and, consequently,
\[
(2\delta - 2)\delta^{-2\alpha-2\beta}R_{\beta}(G) \leq ABC_{\alpha}(G).
\]
The previous argument shows that the equality in this bound is attained if and only if \(d_u = d_v = \delta\) for every \(uv \in E(G)\), i.e., \(G\) is regular.

Assume that \(\delta = 1\). We proved that \(f(x, y) \geq g(x) \geq g(2) = 2^{-2\lambda-1}\) for every \(x, y \in [2, \Delta]\). Since \(df/\partial y(1, y) > 0\) for every \(y \in [2, \Delta]\), we have \(f(1, y) \geq f(1, 2) = 2^{-\lambda-1}\) for every \(y \in [2, \Delta]\). Since \(\lambda < 0\), we have \(2^{-2\lambda-1} > 2^{-\lambda-1}\) and \(f(x, y) \geq 2^{-\lambda-1}\) for every \(x \in [1, \Delta] \cap \mathbb{Z}, y \in [2, \Delta] \cap \mathbb{Z}\). Furthermore, the equality in this bound is attained if and only if \((x, y) = (1, 2)\).
If \(\lambda = \beta/\alpha\), then:
\[
2^{-\beta-\alpha}(d_u d_v)\beta \leq \left(\frac{d_u + d_v - 2}{d_u d_v}\right)\alpha
\]
for every \(uv \in E(G)\) and, consequently,
\[
2^{-\alpha-\beta}R_{\beta}(G) \leq ABC_{\alpha}(G).
\]
The equality in this bound is attained if and only if \([d_u, d_v] = \{1, 2\}\) for every \(uv \in E(G)\), i.e., \(G\) is a union of path graphs \(P_5\).

(5). Assume now that \(\lambda > 0\). Thus, \(-\lambda - 1 < -1\) and:
\[
\frac{\partial f}{\partial y}(x, y) = x^{-\lambda-1}y^{-\lambda-2}(y + (x+y-2)(\lambda - 1))
< x^{-\lambda-1}y^{-\lambda-2}(2-x),
\]
and:
\[
\frac{\partial f}{\partial x}(x, y) < y^{-\lambda - 1}x^{-\lambda - 2}(2 - y).
\]
If \( \delta > 1 \), then \( f \) is a strictly decreasing function in each variable, and so,
\[
(2\Delta - 2)\Delta^{-2\lambda - 2} \leq f(x, y) \leq (2\delta - 2)\delta^{-2\lambda - 2}.
\] (1)
The equality in the lower (respectively, upper) bound is attained if and only if \((x, y) = (\Delta, \Delta)\) (respectively, \((x, y) = (\delta, \delta)\)).
If \( \beta > 0 \) and \( \lambda = \beta/\alpha \), then:
\[
(2\Delta - 2)^a\Delta^{-2\beta - 2}\nu(\delta u_d v^2) \leq \left( \frac{d_u + d_v - 2}{d_u^\beta d_v^\beta} \right)^a \leq (2\delta - 2)^a\delta^{-2\beta - 2\lambda} \nu(\delta u_d v^2)\]
for every \( \nu \in E(G) \) and, consequently,
\[
(2\Delta - 2)^a\Delta^{-2\beta - 2}\nu(E(G)) \leq ABC_\alpha(G) \leq (2\delta - 2)^a\delta^{-2\beta - 2\lambda} \nu(E(G)).
\]
The equality in the lower bound is attained if and only if \( d_u = d_v = \Delta \) for every \( \nu \in E(G) \), i.e., \( G \) is regular. Furthermore, the equality in the upper bound is attained if and only if \( d_u = d_v = \delta \) for every \( \nu \in E(G) \), i.e., \( G \) is regular.
(6). Note that:
\[
\left( \frac{\Delta^2}{2} \right)^{\lambda + 1} > \frac{\Delta^2}{2} \geq 2\Delta - 2 \implies 2^{-\lambda - 1} > (2\Delta - 2)^{\Delta^{-2\lambda - 2}}.
\] (2)
We also have:
\[
\Delta^{\lambda + 1} > \Delta \geq 2 \implies (\Delta - 1)^{\Delta^{-\lambda - 1}} > (2\Delta - 2)^{\Delta^{-2\lambda - 2}}.
\] (3)
Assume that \( \delta = 1 \). If \( 2 \leq x, y \leq \Delta \), then \( f(x, y) \leq f(2, 2) = 2^{-2\lambda - 1} \). This inequality and the lower bound in (1) give:
\[
(2\Delta - 2)^{\Delta^{-2\lambda - 2}} \leq f(x, y) \leq 2^{-2\lambda - 1},
\] (4)
for every \( 2 \leq x, y \leq \Delta \).

Let us consider the function \( h(y) = f(1, y) = (y - 1)y^{-\lambda - 1} \) with \( 2 \leq y \leq \Delta \). We have:
\[
h'(y) = -\lambda y^{-\lambda - 1} + (\lambda + 1)y^{-\lambda - 2} = y^{-\lambda - 2}(-\lambda y + \lambda + 1),
\]
and so, \( h \) strictly increases on \((0, 1 + 1/\lambda)\) and strictly decreases on \((1 + 1/\lambda, \infty)\).
If \( 1 + 1/\lambda \geq \Delta \), then \( h \) strictly increases on \((0, \Delta]\) and:
\[
2^{-\lambda - 1} = h(2) \leq h(y) \leq h(\Delta) = (\Delta - 1)^{\Delta^{-\lambda - 1}}.
\]
for every \( 2 \leq y \leq \Delta \). These inequalities and Equation (4) give:
\[
\min \{ 2^{-\lambda - 1}, (2\Delta - 2)^{\Delta^{-2\lambda - 2}} \} \leq f(x, y) \leq \max \{ (\Delta - 1)^{\Delta^{-\lambda - 1}}, 2^{-2\lambda - 1} \}.
\]
for every \( x \in [1, \Delta] \cap \mathbb{Z}, y \in [2, \Delta] \cap \mathbb{Z} \). Since we have in this case \( 2^{-\lambda - 1} = h(2) \leq h(\Delta) = (\Delta - 1)^{\Delta^{-\lambda - 1}}, \) we conclude:
\[
(\Delta - 1)^{\Delta^{-\lambda - 1}} \leq \max \{ (\Delta - 1)^{\Delta^{-\lambda - 1}}, 2^{-2\lambda - 1} \}
\]
\[
\leq \max \{ (\Delta - 1)^{\Delta^{-\lambda - 1}}, 2^{-\lambda - 1} \} = (\Delta - 1)^{\Delta^{-\lambda - 1}}.
\]
Equation (2) gives:
\[
\min \{ 2^{-\lambda - 1}, (2\Delta - 2)^{\Delta^{-2\lambda - 2}} \} = (2\Delta - 2)^{\Delta^{-2\lambda - 2}}.
\]
Hence, 
\[(2\Delta - 2)\Delta^{-2\lambda - 2} \leq f(x, y) \leq (\Delta - 1)\Delta^{-\lambda - 1},\]
for every \(x \in [1, \Delta] \cap \mathbb{Z}, y \in [2, \Delta] \cap \mathbb{Z}\). The equality in the lower (respectively, upper) bound is attained if and only if \((x, y) = (\Delta, \Delta)\) (respectively, \((x, y) = (1, \Delta))\).

If \(\beta > 0\) and \(\lambda = \beta/\alpha\), then we obtain:
\[(2\Delta - 2)^\alpha\Delta^{-\beta-2\lambda}(d_ud_v)^\beta \leq \left(\frac{d_u+d_v-2}{d_ud_v}\right)^\alpha \leq (\Delta - 1)^\alpha\Delta^{-\beta-\alpha}(d_ud_v)^\beta,\]
\[(2\Delta - 2)^\alpha\Delta^{-\beta-2\alpha}R_\beta(G) \leq ABC_\alpha(G) \leq (\Delta - 1)^\alpha\Delta^{-\beta}R_\beta(G).\]

The equality in the lower bound is attained if and only if \(d_u = d_v = \Delta\) for every \(uv \in E(G)\), i.e., \(G\) is regular. The equality in the upper bound is attained if and only if \(d_u, d_v = (1, \Delta)\) for every \(uv \in E(G)\), i.e., \(G\) is a union of star graphs \(S_{\Delta+1}\).

(7). If \(1 + 1/\lambda \leq 2\), then \(h\) strictly decreases on \([2, \Delta]\) and:
\[(\Delta - 1)\Delta^{-\lambda-1} = h(\Delta) \leq h(y) \leq h(2) = 2^{-\lambda-1},\]
for every \(2 \leq y \leq 2\lambda\). These inequalities and Equation (4) give:
\[
\min \{(\Delta - 1)\Delta^{-\lambda-1}, (2\Delta - 2)\Delta^{-2\lambda-2}\} \leq f(x, y) \leq \max \{2^{-\lambda-1}, 2^{-2\lambda-1}\},
\]
for every \(x \in [1, \Delta] \cap \mathbb{Z}, y \in [2, \Delta] \cap \mathbb{Z}\). Equation (3) gives:
\[(2\Delta - 2)^\alpha\Delta^{-2\lambda-2} \leq f(x, y) \leq 2^{-\lambda-1},\]
for every \(x \in [1, \Delta] \cap \mathbb{Z}, y \in [2, \Delta] \cap \mathbb{Z}\). The equality in the lower (respectively, upper) bound is attained if and only if \((x, y) = (\Delta, \Delta)\) (respectively, \((x, y) = (1, 2))\).

If \(\beta > 0\) and \(\lambda = \beta/\alpha\), then we obtain for every \(uv \in E(G)\):
\[(2\Delta - 2)^\alpha\Delta^{-\beta-2\lambda}(d_ud_v)^\beta \leq \left(\frac{d_u+d_v-2}{d_ud_v}\right)^\alpha \leq 2^{-\beta-\alpha}(d_ud_v)^\beta,\]
\[(2\Delta - 2)^\alpha\Delta^{-\beta-2\alpha}R_\beta(G) \leq ABC_\alpha(G) \leq 2^{-\beta}R_\beta(G).\]

The equality in the lower bound is attained if and only if \(d_u = d_v = \Delta\) for every \(uv \in E(G)\), i.e., \(G\) is regular. The equality in the upper bound is attained if and only if \(d_u, d_v = (1, 2)\) for every \(uv \in E(G)\), i.e., \(G\) is a union of path graphs \(P_3\).

(8). If \(2 < 1 + 1/\lambda < \Delta\), then:
\[h(y) \geq \min \{h(2), h(\Delta)\} = \min \{2^{-\lambda-1}, (\Delta - 1)\Delta^{-\lambda-1}\},\]
for every \(2 \leq y \leq \Delta\). Furthermore,
\[h(y) \leq h(1 + 1/\lambda) = \frac{1}{\lambda} \left(\frac{\lambda+1}{\lambda}\right)^{-\lambda-1} = \frac{\lambda^\lambda}{(\lambda+1)^{\lambda+1}},\]
for every \(2 \leq y \leq \Delta\). These facts and (4) give:
\[
\min \{2^{-\lambda-1}, (\Delta - 1)\Delta^{-\lambda-1}, (2\Delta - 2)\Delta^{-2\lambda-2}\} \leq f(x, y) \leq \max \left\{\frac{\lambda^\lambda}{(\lambda+1)^{\lambda+1}}, 2^{-2\lambda-1}\right\}
\]
for every \(x \in [1, \Delta] \cap \mathbb{Z}, y \in [2, \Delta] \cap \mathbb{Z}\).

Equations (2) and (3) give:
\[
\min \{2^{-\lambda-1}, (\Delta - 1)\Delta^{-\lambda-1}, (2\Delta - 2)\Delta^{-2\lambda-2}\} = (2\Delta - 2)\Delta^{-2\lambda-2}.
\]
Let $G$ be a graph without isolated edges, with maximum degree $\Delta$. Theorem 2.
The upper bound is attained if and only if $G$ is a union of path graphs $P_k$ for every $k$.

The argument in the proof of Theorem 1 gives directly the following result for $\alpha$:

$$\alpha \in \mathbb{Z} \setminus \{0\}, \tag{2}$$

and so,

$$\frac{\lambda^2}{(\lambda + 1)^{\lambda + 1}}, \tag{3}$$

for every $x \in \{1, 2, \ldots, \Delta\}$ and $y \in \{2, 3, \ldots, \Delta\}$. The equality in the lower (respectively, upper) bound is attained if and only if $(x, y) = (\Delta, \Delta)$ (respectively, $(x, y) = (1, 1 + 1/\lambda)$).

If $\beta > 0$ and $\lambda = \beta/\alpha$, then we obtain:

$$\frac{\lambda^2}{(\lambda + 1)^{\lambda + 1}} = \frac{(\beta/\alpha)^2}{(\beta/\alpha + 1)^{\beta + \alpha}} = \frac{\alpha^2 \beta^2}{(\alpha + \beta)^{\alpha + \beta}},$$

and we have for every $uv \in E(G)$:

$$(2\Delta - 2)^2 \Delta^{-2\beta - 2\Delta}(d_u d_v)\leq \frac{(d_u + d_v - 2)^2}{d_u d_v} \leq \frac{\alpha^2 \beta^2}{(\alpha + \beta)^{\alpha + \beta}} (d_u d_v),$$

and

$$\frac{(2\Delta - 2)^2 \Delta^{-2\alpha - 2\beta} R_\beta(G)}{2 \Delta^{-2\alpha - 2\beta} R_\beta(G)} \leq ABC_\alpha(G) \leq \frac{\alpha^2 \beta^2}{(\alpha + \beta)^{\alpha + \beta}} R_\beta(G).$$

The equality in the lower bound is attained if and only if $d_u = d_v = \Delta$ for every $uv \in E(G)$, i.e., $G$ is regular. The equality in the upper bound is attained if and only if $\alpha/\beta \in \mathbb{Z}^+$ and $\{d_u, d_v\} = \{1, 1 + 1/\beta\}$ for every $uv \in E(G)$, i.e., $G$ is a union of star graphs $S_{\alpha/\beta/2}$.

Note that $ABC_\alpha(G)$ is not well defined if $\alpha < 0$ and $G$ has an isolated edge. The argument in the proof of Theorem 1 gives directly the following result for $\alpha < 0$.

**Theorem 2.** Let $G$ be a graph without isolated edges, with maximum degree $\Delta$ and minimum degree $\delta$, and $\alpha, \beta < 0, \beta \in \mathbb{R} \setminus \{0\}$.

1. If $|\beta/\alpha| \leq 1$ and $\delta > 1$, then:

$$(2\Delta - 2)^2 \Delta^{-2\alpha - 2\beta} R_\beta(G) \leq ABC_\alpha(G) \leq (2\delta - 2)^2 \delta^{-2\alpha - 2\beta} R_\beta(G).$$

The equality in each bound is attained if and only if $G$ is a regular graph.

2. If $|\beta/\alpha| \leq 1$ and $\delta = 1$, then:

$$(2\Delta - 2)^2 \Delta^{-2\alpha - 2\beta} R_\beta(G) \leq ABC_\alpha(G) \leq 2^{-\beta/\alpha} R_\beta(G).$$

The equality in the lower bound is attained if and only if $G$ is a regular graph. The equality in the upper bound is attained if and only if $G$ is a union of path graphs $P_3$.

3. If $1 < |\beta/\alpha| \leq 1/2$ and $\delta > 1$, then:

$$ABC_\alpha(G) \leq (2\delta - 2)^2 \delta^{-2\alpha - 2\beta} R_\beta(G).$$

The equality in the bound is attained if and only if $G$ is a regular graph.

4. If $1 < |\beta/\alpha| \leq 1/2$ and $\delta = 1$, then:

$$ABC_\alpha(G) \leq 2^{-\beta/\alpha} R_\beta(G).$$

The equality in the bound is attained if and only if $G$ is a union of path graphs $P_3$.

5. If $\beta < 0$ and $\delta > 1$, then:

$$(2\delta - 2)^2 \delta^{-2\alpha - 2\beta} R_\beta(G) \leq ABC_\alpha(G) \leq (2\Delta - 2)^2 \Delta^{-2\alpha - 2\beta} R_\beta(G).$$
The equality in each bound is attained if and only if \( G \) is a regular graph.

(6) If \( \beta < 0 \), then:

\[
(\Delta - 1)^a \Delta^{-\beta} R_\beta(G) \leq A B C_\alpha(G) \leq (2\Delta - 2)^a \Delta^{-2\beta} R_\beta(G).
\]

The equality in the lower bound is attained if and only if \( G \) is a union of star graphs \( S_{\Delta+1} \).

The equality in the upper bound is attained if and only if \( G \) is a regular graph.

(7) If \( \beta < 0 \), then:

\[
2^{-\alpha - \beta} R_\beta(G) \leq A B C_\alpha(G) \leq (2\Delta - 2)^a \Delta^{-2\beta} R_\beta(G).
\]

The equality in the lower bound is attained if and only if \( G \) is a union of path graphs \( P_3 \). The equality in the upper bound is attained if and only if \( G \) is a regular graph.

(8) If \( \beta < 0 \), then:

\[
\frac{|\alpha|^a |\beta|^\beta}{|\alpha + \beta|^a + \beta} R_\beta(G) \leq A B C_\alpha(G) \leq (2\Delta - 2)^a \Delta^{-2\beta} R_\beta(G).
\]

The equality in the lower bound is attained if and only if \( \alpha / \beta \in \mathbb{Z}^+ \) and \( G \) is a union of star graphs \( S_{\alpha/\beta+2} \). The equality in the upper bound is attained if and only if \( G \) is a regular graph.

Note that Theorems 1 and 2 generalize the classical inequalities:

\[
2\sqrt{\delta - 1} R(G) \leq A B C(G) \leq 2\sqrt{\Delta - 1} R(G). \tag{5}
\]

Theorem 1 has the following consequence.

**Corollary 1.** Let \( G \) be a graph with minimum degree \( \delta \) and \( m_2 \) isolated edges.

(1) If \( \delta > 1 \), then:

\[
2\sqrt{1 - \frac{1}{\delta}} R_{-1/4}(G) \leq A B C(G).
\]

The equality in the bound is attained if and only if \( G \) is a regular graph.

(2) If \( \delta = 1 \), then

\[
2^{1/4}(R_{-1/4}(G) - m_2) \leq A B C(G).
\]

The equality in the bound is attained if and only if \( G \) is a union of path graphs \( P_3 \) and \( m_2 \) isolated edges.

Corollary 1 improves the inequality:

\[
2 \left(1 - \frac{1}{\sqrt{\delta}}\right) R_{-1/4}(G) \leq A B C(G)
\]

in ([21], Theorem 2.5).

In [22], Lemma 4, the following result appeared.

**Lemma 1.** Let \( (X, \mu) \) be a measure space and \( f, g : X \to \mathbb{R} \) measurable functions. If there exist positive constants \( \omega, \Omega \) with \( \omega |g| \leq |f| \leq \Omega |g| \) \( \mu \)-a.e., then:

\[
\|f\|_2 \|g\|_2 \leq \frac{1}{2} \left( \sqrt{\frac{\Omega}{\omega}} + \sqrt{\frac{\omega}{\Omega}} \right) \|fg\|_1. \tag{6}
\]

If these norms are finite, the equality in the bound is attained if and only if \( \omega = \Omega \) and \( |f| = \omega |g| \) \( \mu \)-a.e. or \( f = g = 0 \) \( \mu \)-a.e.
We need the following converse Hölder inequality, which is interesting on its own. This result generalizes Lemma 1 and improves the inequality in [23] (Theorem 2).

**Theorem 3.** Let \((X, \mu)\) be a measure space, \(f, g : X \to \mathbb{R}\) measurable functions, and \(1 < p, q < \infty\) with \(1/p + 1/q = 1\). If there exist positive constants \(a, b\) with \(|a|^q \leq |f|^p \leq |b|^q\) \(\mu\)-a.e., then:

\[
\|f\|_p \|g\|_q \leq K_p(a, b) \|fg\|_1,
\]

with:

\[
K_p(a, b) = \begin{cases} 
\frac{1}{p} \left( \frac{b}{a} \right)^{1/(2q)} + \frac{1}{q} \left( \frac{a}{b} \right)^{1/(2p)}, & \text{if } 1 < p < 2, \\
\frac{1}{p} \left( \frac{b}{a} \right)^{1/(2q)} + \frac{1}{q} \left( \frac{a}{b} \right)^{1/(2p)}, & \text{if } p \geq 2.
\end{cases}
\]

If these norms are finite, the equality in the bound is attained if and only if \(a = b\) and \(|f|^p = |g|^q\) \(\mu\)-a.e. or \(f = g = 0\) \(\mu\)-a.e.

**Remark 1.** Since:

\[
K_2(a, b) = \frac{1}{2} \left( \frac{b}{a} \right)^{1/4} + \frac{1}{2} \left( \frac{a}{b} \right)^{1/4},
\]

Theorem 3 generalizes Lemma 1 (note that \(a = \omega^2\) and \(b = \Omega^2\)).

**Proof.** If \(p = 2\), then Lemma 1 (with \(\omega = a^{1/2}\) and \(\Omega = b^{1/2}\)) gives the result. Assume now \(p \neq 2\), and let us define:

\[
k_p(a, b) = \max \left\{ \frac{1}{p} \left( \frac{a}{b} \right)^{1/(2q)} + \frac{1}{q} \left( \frac{b}{a} \right)^{1/(2p)}, \frac{1}{p} \left( \frac{b}{a} \right)^{1/(2q)} + \frac{1}{q} \left( \frac{a}{b} \right)^{1/(2p)} \right\}.
\]

We will check at the end of the proof that \(k_p(a, b) = K_p(a, b)\).

Let us consider \(t \in (0, 1)\) and define:

\[
G_t(x) := tx^{1-t} + (1-t)x^{-t}
\]

for \(x > 0\). Since:

\[
G_t'(x) = t(1-t)x^{-t} - t(1-t)x^{-t-1} = t(1-t)x^{-t-1}(x-1),
\]

\(G_t\) is strictly decreasing on \((0, 1)\) and strictly increasing on \((1, \infty)\). Thus, if \(0 < s \leq S\) are two constants and we consider \(s \leq x \leq S\), then:

\[
G_t(x) \leq \max \{G_t(s), G_t(S)\} =: A,
\]

and if \(G_t(x) = A\) for some \(s \leq x \leq S\), then \(x = s\) or \(x = S\).

Note that if \(G_t(s) \neq G_t(S)\), the following facts hold: if \(G_t(s) > G_t(S)\) and \(G_t(x) = A = G_t(s)\), then \(x = s\); if \(G_t(s) < G_t(S)\) and \(G_t(x) = A = G_t(S)\), then \(x = S\).

If \(x_1, x_2 > 0\) and \(s x_2 \leq x_1 \leq S x_2\), then:

\[
t \left( \frac{x_1}{x_2} \right)^{1-t} + (1-t) \left( \frac{x_2}{x_1} \right)^{1-t} \leq A,
\]

\[
t x_1 + (1-t) x_2 \leq A x_1^{1-t} x_2^{1-t}.
\]

By continuity, this last inequality holds for every \(x_1, x_2 \geq 0\) with \(s x_2 \leq x_1 \leq S x_2\). If the equality is attained for some \(x_1, x_2 \geq 0\) with \(s x_2 \leq x_1 \leq S x_2\), then \(x_1 = s x_2\) or \(x_1 = S x_2\) (the cases \(x_1 = 0\) and \(x_2 = 0\) are direct).
Choose \( t = 1/p \) (thus, \( 1 - t = 1/q \)), \( x = x_1^t = x_1^{1/p} \) and \( y = x_2^{1-t} = x_2^{1/q} \). Thus,

\[
\frac{x^p}{p} + \frac{y^q}{q} \leq Axy
\]  

(8)

for every \( x, y \geq 0 \) with \( sy^q \leq x^p \leq Sy^q \). If the equality is attained for some \( x, y \geq 0 \) with \( sy^q \leq x^p \leq Sy^q \), then \( x^p = sy^q \) or \( x^p = Sy^q \).

If \( \|f\|_p = 0 \) or \( \|g\|_q = 0 \), then \( a|g|^q \leq |f|^p \leq b|g|^q \) \( \mu\)-a.e. gives \( \|f\|_p = \|g\|_q = 0 \), and the equality in (7) holds. Assume now that \( \|f\|_p \neq 0 \neq \|g\|_q \).

Let us define the function:

\[
h := (ab)^{1/[2q]} |g|.
\]

We have:

\[
\sqrt{\frac{a}{b}} h^q = a|g|^q, \quad \sqrt{\frac{b}{a}} h^q = b|g|^q, \quad \sqrt{\frac{a}{b}} h^q \leq |f|^p \leq \sqrt{\frac{b}{a}} h^q.
\]

If \( x = |f|, y = h, s = (a/b)^{1/2}, \) and \( S = (b/a)^{1/2}, \) then \( sh^q \leq |f|^p \leq Sh^q \) and (8) gives:

\[
\frac{1}{p} |f|^p + \frac{1}{q} h^q \leq A|f|h.
\]

If the equality in this inequality is attained at some point, then:

\[
|f|^p = \sqrt{\frac{a}{b}} h^q \quad \text{or} \quad |f|^p = \sqrt{\frac{b}{a}} h^q
\]

at that point.

Note that:

\[
G_{1/p}(x) = \frac{1}{p} x^{1/q} + \frac{1}{q} \left( \frac{1}{x} \right)^{1/p}
\]

and so,

\[
A = \max\{G_t(s), G_t(S)\} = \max\{G_{1/p}((a/b)^{1/2}), G_{1/p}((b/a)^{1/2})\} = k_p(a, b).
\]

Hence,

\[
\frac{1}{p} |f|^p + \frac{1}{q} h^q \leq k_p(a, b)|f|h,
\]

\[
\frac{1}{p} \|f\|_p^p + \frac{1}{q} \|h\|_q^q \leq k_p(a, b)\|fh\|_1.
\]

Recall that these norms are well defined, although they can be infinite. If these norms are finite and the equality in the last inequality is attained, then:

\[
|f|^p = \sqrt{\frac{a}{b}} h^q \quad \text{or} \quad |f|^p = \sqrt{\frac{b}{a}} h^q
\]

\( \mu\)-a.e. Young’s inequality states that:

\[
xy \leq \frac{x^p}{p} + \frac{y^q}{q}
\]

for every \( x, y \geq 0 \), and the equality holds if and only if \( x^p = y^q \). Thus,

\[
\|f\|_p \|h\|_q \leq \frac{1}{p} \|f\|_p^p + \frac{1}{q} \|h\|_q^q \leq k_p(a, b)\|fh\|_1.
\]
Therefore, by homogeneity, we conclude:

\[ \|f\|_p \|g\|_q \leq k_p(a,b) \|fg\|_1. \]

Let us prove now that \( k_p(a,b) = K_p(a,b) \). Consider the function \( H_t(x) := G_t(x) - G_t(1/x) \) for \( t \in (0,1) \) and \( x \in (0,1) \). We have:

\[
H'_t(x) = G'_t(x) + \frac{1}{x^2} G'_t\left(\frac{1}{x}\right) \\
= t(1-t)x^{-t-1}(x-1) + t(1-t)\frac{1}{x^2} x^{t+1}\left(\frac{1}{x} - 1\right) \\
= t(1-t)x^{-t-1}(x-1) + t(1-t)x^{t-2}(1-x) \\
= t(1-t)(1-x)x^{-t-1}(x^{2t-1} - 1).
\]

If \( t \in (0,1/2) \), then \( 2t - 1 < 0 \) and \( H'_t(x) > 0 \) for every \( x \in (0,1) \), and so, \( H_t(x) < H_t(1) = 0 \) for every \( x \in (0,1) \). Hence, \( G_t(x) < G_t(1/x) \) for every \( x \in (0,1) \). If \( p > 2 \) and \( a < b \), then \( G_{1/p}((a/b)^{1/2}) < G_{1/p}((b/a)^{1/2}) \), and:

\[
k_p(a,b) = \frac{1}{p} \left(\frac{b}{a}\right)^{1/(2p)} + \frac{1}{q} \left(\frac{a}{b}\right)^{1/(2p)}.
\]

If \( t \in (1/2,1) \), then \( 2t - 1 > 0 \) and \( H'_t(x) < 0 \) for every \( x \in (0,1) \), and so, \( H_t(x) > H_t(1) = 0 \) for every \( x \in (0,1) \). Hence, \( G_t(x) > G_t(1/x) \) for every \( x \in (0,1) \). If \( 1 < p < 2 \) and \( a < b \), then \( G_{1/p}((a/b)^{1/2}) > G_{1/p}((b/a)^{1/2}) \), and:

\[
k_p(a,b) = \frac{1}{p} \left(\frac{a}{b}\right)^{1/(2p)} + \frac{1}{q} \left(\frac{b}{a}\right)^{1/(2p)}.
\]

Therefore, \( k_p(a,b) = K_p(a,b) \).

If \( a = b \) and \( |f|^p = |g|^q \) \( \mu \)-a.e. or \( f = g = 0 \) \( \mu \)-a.e., then a computation gives that the equality in (7) is attained.

Finally, assume that the equality in (7) is attained. Seeking for a contradiction, assume that \( a \neq b \). The previous argument gives that:

\[ |f|^p = \sqrt{\frac{a}{b}} h^q \quad \text{or} \quad |f|^p = \sqrt{\frac{b}{a}} h^q \]

\( \mu \)-a.e. Since we proved \( G_{1/p}((a/b)^{1/2}) \neq G_{1/p}((b/a)^{1/2}) \) (recall that \( p \neq 2 \) and \( a < b \)), we can conclude that:

\[ |f|^p = \sqrt{\frac{a}{b}} h^q \quad \mu \text{-a.e.} \quad \text{or} \quad |f|^p = \sqrt{\frac{b}{a}} h^q \quad \mu \text{-a.e.} \]

Hence,

\[ \|f\|_p^p = \sqrt{\frac{a}{b}} \|h\|_q^q \quad \text{or} \quad \|f\|_p^p = \sqrt{\frac{b}{a}} \|h\|_q^q. \]

Since the equality in Young’s inequality gives \( \|f\|_p^p = \|h\|_q^q \), we obtain \( a = b \), a contradiction. Therefore, \( a = b \) and \( |f|^p = h^q \) \( \mu \)-a.e. Hence, \( |f|^p = a |g|^q \mu \)-a.e. \( \square \)

Theorem 3 has the following consequence.
Theorem 4. Let \( G \) be a graph with \( m_2 \) isolated edges and some positive constants \( a, b \), then:

\[
\left( \sum_{j=1}^{k} x_j^p \right)^{1/p} \left( \sum_{j=1}^{k} y_j^q \right)^{1/q} \leq K_p(a, b) \sum_{j=1}^{k} x_j y_j,
\]

where \( K_p(a, b) \) is the constant in Theorem 3. If \( x_j > 0 \) for some \( 1 \leq j \leq k \), then the equality in the bound is attained if and only if \( a = b \) and \( x_j^p = ay_j^q \) for every \( 1 \leq j \leq k \).

The Platt number is defined (see, e.g., [24]) as:

\[
F(G) = \sum_{u,v \in E(G)} (d_u + d_v - 2).
\]

Theorem 4. Let \( G \) be a graph with \( m_2 \) isolated edges and \( 0 < \alpha < 1 \).

1. Then:

\[
\text{ABC}_\alpha(G) \leq F(G)^\alpha \left( R_{-\alpha/(1-\alpha)}(G) - m_2 \right)^{1-\alpha}.
\]

The equality in this bound is attained for the union of any regular or biregular graph and \( m_2 \) isolated edges; if \( G \) is the union of a connected graph and \( m_2 \) isolated edges, then the equality in this bound is attained if and only if \( G \) is the union of any regular or biregular connected graph and \( m_2 \) isolated edges.

2. If \( \delta > 1 \), then:

\[
\text{ABC}_\alpha(G) \geq \frac{(\Delta - 1)^{\alpha/2} \Delta^2/\alpha}{(\Delta - 1)^{1/2} \Delta^\alpha/(1-\alpha) + (1-\alpha)(\Delta - 1)^{1/2} \Delta^\alpha/(1-\alpha)},
\]

if \( \alpha \in (0, 1/2), \) and:

\[
\text{ABC}_\alpha(G) \geq \frac{(\Delta - 1)^{\alpha/2} \Delta^2/\alpha}{(\Delta - 1)^{1/2} \Delta^\alpha/(1-\alpha) + (1-\alpha)(\Delta - 1)^{1/2} \Delta^\alpha/(1-\alpha)},
\]

if \( \alpha \in (1/2, 1) \). The equality in these bounds is attained if and only if \( G \) is regular.

3. If \( \delta = 1 \), then:

\[
\text{ABC}_\alpha(G) \geq \frac{2^\alpha (\Delta - 1)^{\alpha/2} \Delta^2/\alpha F(G)^\alpha (R_{-\alpha/(1-\alpha)}(G) - m_2)^{1-\alpha}}{2(\Delta - 2)^{1/2} \Delta^\alpha/(1-\alpha) + (1-\alpha)2^{1/2} \Delta^2/(2-2\alpha)},
\]

if \( \alpha \in (0, 1/2), \) and:

\[
\text{ABC}_\alpha(G) \geq \frac{2^\alpha (\Delta - 2)^{1/2} \Delta^\alpha/(1-\alpha) F(G)^\alpha (R_{-\alpha/(1-\alpha)}(G) - m_2)^{1-\alpha}}{2^\alpha (\Delta - 2)^{1/2} \Delta^\alpha/(1-\alpha) + (1-\alpha)(\Delta - 2)^{1/2} \Delta^\alpha/(1-\alpha)},
\]

if \( \alpha \in (1/2, 1) \).

Proof. Since \( \text{ABC}_\alpha(P_2) = 0 \) and \( R_\alpha(P_2) = 1 \), it suffices to prove the theorem for the case \( m_2 = 0 \), i.e., when \( G \) is a graph without isolated edges. Hence, \( \Delta \geq 2 \).
Hölder’s inequality gives:
\[
ABC_\alpha(G) = \sum_{uv \in E(G)} \left( \frac{d_u + d_v - 2}{d_ud_v} \right)^\alpha \\
\leq \left( \sum_{uv \in E(G)} (d_u + d_v - 2)^\alpha \right)^{1/\alpha} \left( \sum_{uv \in E(G)} \left( \frac{1}{d_ud_v} \right)^{1/(1-\alpha)} \right)^{1-\alpha} \\
= \left( \sum_{uv \in E(G)} (d_u + d_v - 2)^\alpha \right)^{1/\alpha} \left( \sum_{uv \in E(G)} (d_ud_v)^{-\alpha/(1-\alpha)} \right)^{1-\alpha} \\
= F(G)^a R_{-a/(1-\alpha)}(G)^{1-a}.
\]

If \(G\) is a regular or biregular graph with \(m\) edges, then:
\[
F(G)^a R_{-a/(1-\alpha)}(G)^{1-a} = ((\Delta + \delta - 2)m)^a ((\Delta\delta)^{-a/(1-\alpha)} m)^{1-a} \\
= \frac{(\Delta + \delta - 2)^a}{(\Delta\delta)^a} m = ABC_\alpha(G).
\]

Assume that \(G\) is connected and that the equality in the first inequality is attained. Hölder’s inequality gives that there exists a constant \(c\) with:
\[
d_u + d_v - 2 = c (d_ud_v)^{-\alpha/(1-\alpha)}
\]
for every \(uv \in E(G)\). Note that the function \(H : [1,\infty) \times [1,\infty) \to [0,\infty)\) given by \(H(x,y) = (x + y - 2)(xy)^{\alpha/(1-\alpha)}\) is increasing in each variable. If \(uv,uw \in E(G)\), then:
\[
c = (d_u + d_v - 2)(d_ud_v)^{\alpha/(1-\alpha)} = (d_u + d_v - 2)(d_ud_v)^{\alpha/(1-\alpha)}
\]
implies \(d_w = d_v\). Thus, for each vertex \(u \in V(G)\), every neighbor of \(u\) has the same degree.

Since \(G\) is a connected graph, this holds if and only if \(G\) is regular or biregular.

Assume now that \(\delta > 1\). If \(\alpha \in (0,1/2]\), then:
\[
K_{1/\alpha}((2\delta - 2)\delta^{2\alpha/(1-\alpha)}(2\Delta - 2)\Delta^{2\alpha/(1-\alpha)}) \\
= \alpha \left( \frac{\Delta - 1}{\delta - 1} \right)^{(1-\alpha)/2} \left( \frac{\Delta}{\delta} \right)^{a/2} + (1 - \alpha) \left( \frac{\delta - 1}{\Delta - 1} \right)^{\alpha/2} \left( \frac{\delta}{\Delta} \right)^{a^2/(1-\alpha)} \\
= \frac{\alpha(\Delta - 1)^{(1-\alpha)/2} \Delta^a (\Delta - 1)^{a/2} \Delta^{a^2/(1-\alpha)} + (1 - \alpha) (\delta - 1)^{a/2} \delta^{a^2/(1-\alpha)} (\delta - 1)^{(1-\alpha)/2} \delta^a}{(\Delta - 1)^{(1-\alpha)/2} \Delta^{a^2/(1-\alpha)} (\delta - 1)^{(1-\alpha)/2} \delta^a} \\
= \frac{\alpha(\Delta - 1)^{1/2} \Delta^{a/(1-\alpha)} + (1 - \alpha) (\delta - 1)^{1/2} \delta^{a/(1-\alpha)}}{(\Delta - 1)^{a/2} \Delta^{a^2/(1-\alpha)} (\delta - 1)^{(1-\alpha)/2} \delta^a}.
\]

If \(\alpha \in (1/2,1]\), then a similar computation gives:
\[
K_{1/\alpha}((2\delta - 2)\delta^{2\alpha/(1-\alpha)}(2\Delta - 2)\Delta^{2\alpha/(1-\alpha)}) \\
= \frac{\alpha(\delta - 1)^{1/2} \delta^{a/(1-\alpha)} + (1 - \alpha) (\Delta - 1)^{1/2} \Delta^{a/(1-\alpha)}}{(\delta - 1)^{a/2} \delta^{a^2/(1-\alpha)} (\Delta - 1)^{(1-\alpha)/2} \Delta^a}.
\]

Since:
\[
(2\delta - 2)\delta^{2\alpha/(1-\alpha)} \leq (d_u + d_v - 2)(d_ud_v)^{\alpha/(1-\alpha)} = \frac{d_u + d_v - 2}{(d_ud_v)^{-\alpha/(1-\alpha)}} \\
\leq (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)},
\]
Corollary 2 gives:

\[ ABC_\alpha(G) = \sum_{uv \in V(G)} \left( \frac{d_u + d_v - 2}{d_ud_v} \right)^\alpha \geq \left( \sum_{uv \in V(G)} (d_u + d_v - 2) \right)^\alpha \left( \sum_{uv \in V(G)} (d_u d_v)^{-\alpha/(1-\alpha)} \right)^{1-\alpha} \]

\[ = \frac{K_{1/\alpha}((2\delta - 2)\delta^{2\alpha/(1-\alpha)}, (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)})}{F(G)^a R_{-\alpha/(1-\alpha)}(G)^{1-\alpha}} \]

\[ = \frac{K_{1/\alpha}((2\delta - 2)\delta^{2\alpha/(1-\alpha)}, (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)})}{\delta^{2\alpha}} \cdot m = ABC_\alpha(G). \]

This gives the second and third inequalities.

If the graph is regular, then:

\[ \frac{F(G)^a R_{-\alpha/(1-\alpha)}(G)^{1-\alpha}}{K_{1/\alpha}((2\delta - 2)\delta^{2\alpha/(1-\alpha)}, (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)})} \]

\[ = \frac{((2\delta - 2)m)^a (\delta^{-2\alpha/(1-\alpha)}m)^{1-\alpha}}{K_{1/\alpha}((2\delta - 2)\delta^{2\alpha/(1-\alpha)}, (2\delta - 2)\delta^{2\alpha/(1-\alpha)})} \]

\[ = \frac{(2\delta - 2)^a}{\delta^{2\alpha}} \cdot m = ABC_\alpha(G). \]

If we have the equality in the second or third inequality, then Corollary 2 gives \((2\delta - 2)\delta^{2\alpha/(1-\alpha)} = (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)}\). Since the function \(h(t) = (2t - 2)t^{2\alpha/(1-\alpha)}\) is strictly increasing on \([1, \infty)\), we conclude that \(\delta = \Delta\) and \(G\) is regular.

Finally, assume that \(\delta = 1\). If \(\alpha \in (0, 1/2)\), then:

\[ K_{1/\alpha}(2^{\alpha/(1-\alpha)}, (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)}) \]

\[ = \alpha(2\Delta - 2)^{(1-\alpha)/2} \left( \frac{\Delta}{2\Delta-2} \right)^a + (1-\alpha) \left( \frac{1}{2\Delta-2} \right)^a \left( \frac{2^{1/2}}{\Delta} \right)^{2\alpha/(1-\alpha)} \]

\[ = \alpha(2\Delta - 2)^{(1-\alpha)/2} \Delta^{a/2}/(1-\alpha) + (1-\alpha)2^{a/2}/(2-2\alpha)2^{a/2}/2 \]

\[ = \frac{\alpha(2\Delta - 2)^{1/2}\Delta^{a/(1-\alpha)} + (1-\alpha)2^{a/(2-2\alpha)}}{2^a(\Delta - 1)^{a/2}\Delta^{a/2}/(1-\alpha)}. \]

If \(\alpha \in (1/2, 1)\), then a similar computation gives:

\[ K_{1/\alpha}(2^{\alpha/(1-\alpha)}, (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)}) \]

\[ = \frac{\alpha2^{a/(2-2\alpha)} + (1-\alpha)(2\Delta - 2)^{1/2}\Delta^{a/(1-\alpha)}}{2a^2/(2-2\alpha)\Delta^{a/(2\Delta - 2)}}. \]

Since:

\[ 2^{a/(1-\alpha)} \leq (d_u + d_v - 2)(d_ud_v)^{-\alpha/(1-\alpha)} = \frac{d_u + d_v - 2}{(d_ud_v)^{-\alpha/(1-\alpha)}} \]

\[ \leq (2\Delta - 2)\Delta^{2\alpha/(1-\alpha)}, \]
Corollary 2 gives:

\[
ABC_{\alpha}(G) = \sum_{uv \in E(G)} \left( \frac{d_u + d_v - 2}{d_u d_v} \right)^\alpha \\
\geq \left( \sum_{uv \in E(G)} (d_u + d_v - 2) \right)^\alpha \left( \sum_{uv \in E(G)} (d_u d_v)^{-\alpha/(1-\alpha)} \right)^{1-\alpha} \\
= \frac{F(G)^{\alpha R_{-\alpha}(G)}(1-\alpha)}{K_{1/\alpha}(2^{\alpha/(1-\alpha)})(2\Delta - 2\Delta^{2\alpha/(1-\alpha)})}.
\]

This gives the fourth and fifth inequalities. □

Theorem 3. Let G be a graph with \( m_{2} \) isolated edges.

(1) Then:

\[
ABC(G) \leq \sqrt{2F(G)(R_{-1}(G) - m_{2})}.
\]

The equality in this bound is attained for the union of any regular or biregular graph and \( m_{2} \) isolated edges; if \( G \) is the union of a connected graph and \( m_{2} \) isolated edges, then the equality in this bound is attained if and only if \( G \) is the union of any regular or biregular connected graph and \( m_{2} \) isolated edges.

(2) If \( \delta > 1 \), then:

\[
ABC(G) \geq \frac{2\sqrt{2\Delta}(\Delta - 1)^{1/4}(\delta - 1)^{1/4}F(G)^{1/2}R_{-1}(G)^{1/2}}{\Delta(\Delta - 1) + \delta \sqrt{\delta - 1}}.
\]

The equality in this bound is attained if and only if \( G \) is regular.

(3) If \( \delta = 1 \), then:

\[
ABC(G) \geq \frac{2\sqrt{2\Delta}(\Delta - 1)^{1/4}F(G)^{1/2}(R_{-1}(G) - m_{2})^{1/2}}{\Delta(\Delta - 1) + 1}.
\]

Theorem 5. If \( G \) is a graph with \( m \) edges and \( m_{2} \) isolated edges and \( \alpha \in \mathbb{R} \), then:

\[
ABC_{\alpha}(G) \leq (m - m_{2} - 1)\alpha(R_{-\alpha}(G) - m_{2}), \quad \text{if } \alpha > 0,
\]

\[
ABC_{\alpha}(G) \geq (m - 1)^{\alpha}R_{-\alpha}(G), \quad \text{if } \alpha < 0 \text{ and } m_{2} = 0.
\]

The equality in the first bound is attained if and only if \( G \) is the union of a star graph and \( m_{2} \) isolated edges. The equality in the second bound is attained if and only if \( G \) is a star graph.

Proof. Since \( ABC_{\alpha}(P_{2}) = 0 \) and \( R_{\alpha}(P_{2}) = 1 \), it suffices to prove the theorem for the case \( m_{2} = 0 \), i.e., when \( G \) is a graph without isolated edges.

In any graph, the inequality \( d_u + d_v \leq m + 1 \) holds for every \( uv \in E(G) \). If \( \alpha > 0 \), then:

\[
\frac{(d_u + d_v - 2)^\alpha}{(d_u d_v)^{\alpha}} = (d_u + d_v - 2)^{\alpha} \leq (m - 1)^{\alpha},
\]

\[
\frac{(d_u + d_v - 2)^\alpha}{d_u d_v} \leq (m - 1)^{\alpha}(d_u d_v)^{-\alpha},
\]

\[
ABC_{\alpha}(G) \leq (m - 1)^{\alpha}R_{-\alpha}(G).
\]

If \( \alpha < 0 \), then we obtain the converse inequality.
If $G$ is a star graph, then $d_u + d_v = m + 1$ for every $uv \in E(G)$, and the equality is attained for every $a$.

If the equality is attained in some inequality, then the previous argument gives that $d_u + d_v = m + 1$ for every $uv \in E(G)$. In particular, $G$ is a connected graph. If $m = 2$, then $\{d_u, d_v\} = \{1, 2\}$ for every $uv \in E(G)$, and so, $G = P_3 = S_3$. Assume now $m \geq 3$. Seeking for a contradiction, assume that $\{d_u, d_v\} \neq \{m, 1\}$ for some $uv \in E(G)$. Since $d_u + d_v = m + 1$, we have $2 \leq d_u, d_v \leq m - 1$, and so, there exist two different vertices $u', v' \in V(G) \setminus \{u, v\}$ with $uu', vv' \in E(G)$. Since $u'v'$ is not incident on $u$ and $u'$, we have $d_u + d_u' < m + 1$, a contradiction. Hence, $\{d_u, d_v\} = \{m, 1\}$ for every $uv \in E(G)$, and so, $G$ is a star graph. $\square$

**Corollary 4.** If $G$ is a graph with $m$ edges and $m_2$ isolated edges, then:

$$ABC(G) \leq \sqrt{2(m - m_2 - 1) (R(G) - m_2)},$$

and the equality is attained if and only if $G$ is the union of a star graph and $m_2$ isolated edges.

Note that Theorem 5 (and Corollary 4) improves Items (1) and (2) in Theorems 1 and 2 for many graphs (when $m < 2\Delta - 1$).

3. Conclusions

Topological indices have become a useful tool for the study of theoretical and practical problems in different areas of science. An important line of research associated with topological indices is to find optimal bounds and relations between known topological indices, in particular to obtain bounds for the topological indices associated with invariant parameters of a graph (see [1]).

From the theoretical point of view in this research, a new type of Hölder converse inequality was proposed (Theorem 3 and Corollary 2). From the practical point of view, this inequality was successfully applied to establish new relationships of the generalizations of the indexes $ABC$ and $R$; in particular, it was applied to prove Theorem 4 and Corollary 3. In addition, other new relationships were obtained between these indices (Theorems 1, 2, and 5) that generalized and improved already known results.

**Author Contributions:** Investigation, P.B., E.D.M., J.M.R. and J.M.S. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was supported by a grant from Agencia Estatal de Investigación (PID2019-106433GBI00 / AEI/10.13039/501100011033), Spain. The research of José M. Rodríguez was supported by the Madrid Government (Comunidad de Madrid-Spain) under the Multiannual Agreement with UC3M in the line of the Excellence of University Professors (EPUC3M23) and in the context of the V PRICIT (Regional Programme of Research and Technological Innovation).

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Acknowledgments:** We would like to thank the reviewers for their careful reading of the manuscript and their suggestions, which have improved the presentation of this work.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Molina, E.D.; Rodríguez, J.M.; Sánchez, J.L.; Sigarreta, J.M. Some Properties of the Arithmetic–Geometric Index. *Symmetry* 2021, 13, 857. [CrossRef]

2. Devillers, J.; Balaban, A.T. (Eds.) *Topological Indices and Related Descriptors in QSAR and QSPR*; Gordon and Breach: Amsterdam, The Netherlands, 1999.

3. Karelson, M. *Molecular Descriptors in QSAR/QSPR*; Wiley-Interscience: New York, NY, USA, 2000.
4. Todeschini, R.; Consonni, V. *Handbook of Molecular Descriptors*; Wiley-VCH: Weinheim, Germany, 2000.
5. Gutman, I.; Furtula, B.; Katanić, V. Randić index and information. *AKCE Int. J. Graphs Comb.* 2018, 15, 307–312. [CrossRef]
6. Estrada, E. Quantifying network heterogeneity. *Phys. Rev. E* 2010, 82, 066102. [CrossRef] [PubMed]
7. Pineda, J.; Martínez, C.; Mendez, A.; Muños, J.; Sigarreta, J.M. Application of Bipartite Networks to the Study of Water Quality. *Sustainability* 2020, 12, 5143. [CrossRef]
8. Estrada, E.; Torres, L.; Rodríguez, L.; Gutman, I. An atom-bond connectivity index: Modelling the enthalpy of formation of alkanes. *Indian J. Chem.* 1998, 37A, 849–855.
9. Furtula, B.; Graovac, A.; Vukičević, D. Augmented Zagreb index. *J. Math. Chem.* 2010, 48, 370–380. [CrossRef]
10. Chen, X.; Das, K.C. Solution to a conjecture on the maximum ABC index of graphs with given chromatic number. *Discr. Appl. Math.* 2018, 257, 126–134. [CrossRef]
11. Chen, X.; Hao, G. Extremal graphs with respect to generalized ABC index. *Discr. Appl. Math.* 2018, 243, 115–124. [CrossRef]
12. Das, K.C.; Elumalai, S.; Gutman, I. On ABC Index of Graphs. *MATCH Commun. Math. Comput. Chem.* 2017, 78, 459–468.
13. Das, K.C.; Gutman, I.; Furtula, B. On atom-bond connectivity index. *Chem. Phys. Lett.* 2011, 511, 452–454. [CrossRef]
14. Das, K.C.; Rodríguez, J.M.; Sigarreta, J.M. On the maximal general ABC index of graphs with given maximum degree. *Appl. Math. Comput.* 2020, 386, 125531. [CrossRef]
15. Gutman, I.; Furtula, B.; Ivanović, M. Notes on Trees with Minimal Atom–Bond Connectivity Index. *MATCH Commun. Math. Comput. Chem.* 2012, 67, 467–482.
16. Bollobás, B.; Erdős, P. Graphs of extremal weights. *Ars Combin.* 1998, 50, 225–233. [CrossRef]
17. Miletić, A.; Nikolić, S. On variable Zagreb indices. *Croat. Chem. Acta* 2004, 77, 97–101.
18. Li, X.; Gutman, I. *Mathematical Aspects of Randić Type Molecular Structure Descriptors*; Univ. Kragujevac: Kragujevac, Serbia, 2006.
19. Nikolić, S.; Kovačević, G.; Miletić, A.; Trinajstić, N. The Zagreb indices 30 years after. *Croat. Chem. Acta* 2003, 76, 113–124.
20. Randić, M. On characterization of molecular branching. *J. Am. Chem. Soc.* 1975, 97, 6609–6615. [CrossRef]
21. Hua, H.; Das, K.C.; Wang, H. On atom-bond connectivity index of graphs. *J. Math. Anal. Appl.* 2019, 479, 1099–1114. [CrossRef]
22. Martínez-Pérez, A.; Rodriguez, J.M.; Sigarreta, J.M. A new approximation to the geometric-arithmetic index. *J. Math. Chem.* 2018, 56, 1865–1883. [CrossRef]
23. Rodríguez, J.M.; Sánchez, J.L.; Sigarreta, J.M. Inequalities on the inverse degree index. *J. Math. Chem.* 2019, 57, 1524–1542. [CrossRef]
24. Hollas, B. On the variance of topological indices that depend on the degree of a vertex. *MATCH Commun. Math. Comput. Chem.* 2005, 54, 341–350.