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Abstract
One important determinant of well-being is the environmental quality. Many countries apply environmental regulations, reforms and policies for its improvement. However, the question is how the people value the environment, including the air quality. This study examines the association between air pollution and life satisfaction using the Swiss Household Panel survey over the years 2000–2013. We follow a Bayesian network (BN) strategy to estimate the causal effect of the income and air pollution on life satisfaction. We look at five main air pollutants: the ground-level ozone ($O_3$), sulphur dioxide ($SO_2$), nitrogen dioxide ($NO_2$), carbon monoxide (CO) and particulate matter of 10 micrometres ($PM_{10}$). Then, we calculate the individuals’ marginal willingness to pay (MWTP) of reducing air pollution that aims to improve their life satisfaction. Beside the BN model, we take advantage of the panel structure of our data and we follow two approaches as robustness check. This includes the adapted probit fixed effects and the generalised methods of moments system. Our findings show that $O_3$ and $PM_{10}$ present the highest MWTP values ranging between $8000 and $12,000, followed by the remained air pollutants with MWTP extending between $2000 and $6500. Applying the BNs, we find that the causal effect of income on life satisfaction is substantially increased. We also show the causal effects of air pollutants remain almost the same, leading to lower values of willingness to pay.
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1 Introduction

Local environmental amenities play a significant role in the quality of life. Air pollution has a large influence on the health where both short-term exposure and long-term exposure to air pollution affect the cardiovascular and respiratory systems. Numerous research studies have strongly highlighted the extent of the air pollution adverse effects on health. These studies have widely recognised that air pollution is related to an increasing number of hospitalisations and deaths from heart and respiratory diseases (Pope et al. 2006; Bhaskaran et al. 2009; Lokken et al. 2009; Giovanis and Ozdamar 2016a). Recent data from the Global Health Observatory (GHO) show that air pollution contributes to 6.7% of deaths around the globe (WHO 2012). Earlier research has emphasised on the importance of exposure to green and blue space (Pretty et al. 2005; Takayama et al. 2014), climate and biodiversity (Fuller et al. 2007; Dallimer et al. 2012; Feddersen et al. 2016) and air quality (Welsch 2006; Luechinger 2009; Giovanis and Ozdamar 2016b; Ozdamar and Giovanis 2017) for the well-being.

Such harmful effects of air pollution on health and well-being are now encouraging many institutions to develop policies aiming at the air pollution improvement. But the main question arises is how much people value the environmental features relative to other factors that affect well-being and utility? However, many policies are hard to set up, because of their vast financial costs. It is crucial to obtain reliable estimates from relevant empirical evaluations, before any attempt of policy implementation associated with such high financial costs. Policy intervention is at the centre of the economic analysis, and causality is a significant part of it. Research often tries to distinguish causation from mere correlation and association. Causality can be defined as the relationship between a set of factors and the phenomenon that is subject of interest for the entire analysis. This is a valuable tool in social and behavioural sciences and useful to policy-making. The process of drawing a conclusion about a causal connection started to be a major concern since as early as 350 B.C., where Aristotle proposed various forms of causality (350 B.C.).

The main aim of the paper is to analyse the causal effect of income to life satisfaction and its implication on air quality in Switzerland. In particular, we look on five main air pollutants: ozone (O$_3$), nitrogen dioxide (NO$_2$), sulphur dioxide (SO$_2$), carbon monoxide (CO) and particulate matter of 10 micrometres or less in size (PM$_{10}$). There are three main approaches of environmental valuation that earlier have mainly applied: the revealed preference, stated preference methods and the life satisfaction approach (LSA).

About the revealed preference approach, traditional examples include the hedonic price analysis. One of the strengths of this method is that it relies on objective data, such as housing prices and wages. Thus, it can potentially capture the effects of environmental conditions that are linked to the location and that are capitalised in housing and labour markets. However, one of the main drawbacks of this approach is the requirement that typically the housing market should be in equilibrium, even at a small geographical area. Therefore, the violation of this assumption may lead to biased estimates. Also, it neglects transaction and moving costs and further does not account for the sorting problem, where people choose where to live (Frey et al. 2010; Welsch and Ferreira 2014).
The stated preference approach is based on contingent valuation methods (CVM), and individuals are directly asked to value the environmental good in question. One main drawback of this approach is the hypothetical nature of the surveys and the lack of financial implications that may lead to superficial answers and strategic behaviour (Kahneman et al. 1999). Specifically, these methods infer preferences from behaviour and above all from market behaviour. This poses obvious problems in the valuation of public goods, where no markets exist and for which individuals have limited incentive to disclose their true demand. Moreover, the contingent valuation is based on hypothetical changes in environmental conditions. Therefore, placing monetary values on such changes puts the respondents to complicated and unfamiliar tasks which may result to excerpt of attitudes rather than preferences (Kahneman and Sugden 2005).

On the contrary, the advantage of LSA is that it does not rely on asking people how they value environmental conditions. Also, it does not require the condition of housing market equilibrium. LSA simply assumes that pollution leads to changes in life satisfaction; however, these changes can be driven by unobserved pollution variation. Moreover, life satisfaction may be correlated with unobserved amenities that also affect pollution level. Thus, the estimates in this study rely on individual-level panel data that account for unobserved individual and geographical characteristics. The identification then comes from variation in pollution level between interviews.

However, LSA has drawbacks and limitations. The first disadvantage is the sorting problem, which is similar to the hedonic property–housing pricing method. More precisely, it is likely that people choose where they stay. Therefore, the coefficient of the air pollution variable would be biased downwards leading to lower monetary values. A possible explanation comes from the fact that people who are less resilient to air pollution choose to live in areas with cleaner air. One way to reduce this problem is to examine only the non-movers in the survey. Moreover, we take the air pollution on daily values before the day of the interview which assigns the air pollution as more exogenous, avoiding or at least reducing the sorting problem. Nonetheless, other authors argue that some individuals located in polluted areas are less susceptible for two reasons. First, because they become habituated to air pollution and second at the first place they sort in polluted areas, because they care less about air quality (Luechinger 2009; Levinson 2012).

The second important issue of LSA is that when we add income into the regressions, small estimated income coefficients are common. This creates problems in monetary valuation of non-market goods, and the WTP can be upwards biased. Therefore, both relative and absolute values of income matter, since individuals often compare their current income state with past situations or with the income state of their peers (Ferrer-i-Carbonell 2005; Clark et al. 2008; Levinson 2012).

The current study tries to reduce the possible degree of reverse causality between life satisfaction and income. Pischke (2011) provides evidence, indicating that income has a causal effect on life satisfaction. However people who are more satisfied with their lives can be also more productive and earn more, revealing some degree of reverse causality. Similarly, Powdthavee (2010) emphasised that people who are extrovert often report higher levels of life satisfaction which make them more productive in the labour market. A solution for this issue is to assign an instrumental variable for income in life satisfaction regressions. However, Stutzer and Frey (2012) suggest
that instrumenting income is almost impossible when the outcome of interest is life satisfaction, since almost any factor can determine the individual’s well-being.

In this study, we suggest the applications of Bayesian networks (BNs) to evaluate the causal effect of income and air pollutants on life satisfaction. Graphical models have recently attracted increasing attention in different fields including economics and social sciences. These models generally represent random variables as nodes and encode conditional independence relationships among them (Pearl 1988). Then, we compare the findings with the results estimated using the adapted probit fixed effects (FE) model (van Praag and Ferrer-i-Carbonell 2004) and the generalised methods of moments (GMM) System (Blundell and Bond 1998). Moreover, we suggest the BN framework, because in many cases it is difficult to apply the instrumental variable (IV) approach. The reason is that an instrumental variable cannot be found or it may be difficult to find valid instruments that are convincible. This is an issue, especially in our case, since every factor can determine life satisfaction.

The results from the adapted probit FE model show that the MWTP values for O₃ and SO₂ range between $8000 and $12,000, while for the remained air pollutants the MWTP extend between $2000 and $6500. On the other hand, the MWTP values derived by the GMM approach are lower, ranging between $7500–$9500 for O₃ and SO₂, $5700 for NO₂ and between $2000–$2500 for CO and PM₁₀. The respective MWTP values derived from the BN are equal at $6930 and $9340, respectively, for O₃ and SO₂, $5110 and $2200 for NO₂ and PM₁₀ and $1800 for CO.

The structure of the paper is the following: Sect. 2 presents the literature review on the relationship between well-being and air quality. In Sect. 3, we discuss the methodology, while in Sect. 4 we describe our data sample. Section 5 reports the empirical results, while in Sect. 6 we discuss the concluding remarks of the study.

2 Literature review

In this section, we discuss and compare the main empirical findings of the valuation methods on environmental public goods. Regarding the revealed methods, Ridker’s and Henning’s (1967) study is one of the first applications of hedonic pricing, exploring the air pollution effect on property values in St. Louis of Missouri. They estimated that a 1 standard deviation change in sulphate is associated with a change in 2.8% in the values of residential properties. Following Ridker’s and Henning’s (1967) study, numerous papers applied the hedonic pricing method [see Smith and Huang (1995) for review and meta-analysis]. Smith and Huang (1995) conclude that estimates of the willingness to pay for 1 unit drop in total suspended particulate (TSP) range between 0 and $100 (at 1984 values). However, Bayer et al. (2009) show that when moving is costly, estimates relying on hedonic valuation of the housing market are biased downwards.

Overall, there are drawbacks using hedonic pricing methods because of three main identification problems. First, it is likely the estimated association between housing price and air pollution is biased due to omitted variables. Second, if there is heterogeneity across individuals in preferences for clean air, then individuals may self-select into locations based on these unobserved differences (Chay and Greenstone 2005). Third,
this method relies on housing equilibrium assumption, even in a small geographical area (Smith and Huang 1995; Frey et al. 2010), leading to inaccurate values of WTP.\footnote{In the literature, three main sorting and hedonic pricing models have additionally been developed: the calibrated sorting (CS), the random utility sorting (RU) and the pure characteristics (PC) sorting models. (see Kuminoff et al. 2013 for more details).} Another issue in the hedonic price models is the omitted variables and measurement errors in the explanatory variables which can lead to biased estimates. Suparman et al. (2014a) employed a constrained autoregression–structural equation model (ASEM) to handle both types of problems. The authors build a hedonic pricing model with application in Indonesia. In another study, the same authors employed the ASEM to estimate the willingness to pay for in-house piped water in urban and rural areas of Indonesia (Suparman et al. 2014b).

A second popular approach is the stated preferences or contingent valuation. Loehman et al. (1994) used a survey, which took place in 1980 in the San Francisco Bay area, and it was encompassed by 946 census tracts and 73 cities. The authors estimated the willingness to pay to avoid loss of air quality and the willingness to pay to obtain gains in air quality. The purpose of this approach was to explore and identify possible asymmetries in the pollution effect. The estimated MWTP for increases in health was $13 per month at 1980 prices, while the MWTP to avoid losses was $8 per month. In another study, Hammit and Zhou (2006) valued the chronic bronchitis, cold flue and mortality due to air pollution in China using a three-location contingency valuation (CV). They used a survey, which covered 3700 people in June and July of 1999 in Beijing and Anqing, to analyse the effects of PM$_{10}$ and SO$_2$. The cost of a cold flue ranged between $3$ and $6$; the value of a statistical case of chronic bronchitis ranged between $500$ and $1000$. About mortality, the authors found the value per statistical life ranging between $4200$ and $16,900$ in 2000 dollars.

About the contingent valuation approach, there are also some disadvantages. First, the individuals generally do not have adequate understanding of what they are being asked to evaluate. Second, the individuals might have limited or poor incentives to reveal their true demand (Lueching 2009; Frey et al. 2010; MacKerron and Mourato 2009). Another issue is that the answers may depend substantially on the questions, and the methods of payment that are posed to the respondents (Croper and Oates 1992). Thus, if the commodity to be valued is not well understood, contingent valuation responses are likely to be unreliable (Croper and Oates 1992). Overall, it is quite difficult to compare studies incorporating these methods, as each design is unique, because the commodity to be valued and the method by which the payment is to be made may differ substantially (Croper and Oates 1992).

However, other studies examine choice modelling (CM) or choice experiments (CEs) and it is argued that CM and CEs can be more useful and reliable tools than contingent valuation to elicit WTP values (Hanley et al. 2001; Campbell 2007; Campbell et al. 2008). These experiments include survey-based methodologies for modelling preferences for goods, which are described in terms of their attributes and the levels that these may take. Various preference series with alternatives, differing in terms and levels, are presented to the respondents, who are asked to choose the most preferred ones or to rank their alternatives. Then, by including price or cost as one of
the attributes of the goods, the WTP can be indirectly recovered by the respondent’s rankings or choices (Hanley et al. 2001; Campbell et al. 2011).

Since the 1970s, happiness is used to measure well-being and it has been widely studied by psychologists (Argyle 1987; Schkade and Kahneman 1998; Diener et al. 1999; Haybron 2007). In economics, the concept of happiness was introduced by Easterlin (1974) who employed US data and found that people with higher income are more likely to report higher levels of happiness. Following Easterlin, studies by Welsch (2002, 2006, 2007, 2009) and other authors have argued that individual well-being can be measured directly using happiness and life satisfaction data. According to the traditional measurement of well-being, the equivalent and compensating variation is money measures based on the conception that the individuals maximise their utility given to a budget constraint. Despite their widespread use, a growing group of economists argue that these traditional measures can be subject of fallacies. This is because they do not account for the sociological and psychological aspects, failing to cover important and relevant dimensions of well-being (Gowdy 2004; Ferrer-i-Carbonell and Gowdy 2007; Rehdanz and Maddison 2008; Welsch, 2006, 2007, 2009; Folmer and Johansson-Stenman 2011). For this reason, environmental economics introduced the notion of the well-being to fill the gap and to function as a complement to the traditional money measures, rather than replacing them.

Overall, the majority of the studies, employing the methods we described earlier, find a negative and significant association between air pollution, house prices and subjective well-being measures. About the LSA, many research studies examined the relationship between well-being, income and various amenities, such as air and noise pollution. Applications of the LSA include the studies by Welsch (2002, 2006, 2007), who examines the happiness-air pollution association across countries and finds significant negative impact in each case. Di Tella and MacCulloch (2007) valued the MWTP at $171 for sulphur oxides (SOX) in the OECD countries. Rehdanz and Maddison (2008) report the perceived levels of air pollution are also negatively related to life satisfaction scores in Germany. However, these studies are likely to be biased by measurement errors because they aggregate the pollution at national level.

To reduce this aggregation problem, Levinson (2012) used data from the General Social Survey (GSS) which is a general survey on demographic characteristics and attitudes of residents of USA, during the period 1973–1996. Levinson (2012) finds that a one µg/m³ increase in PM₁₀ reduces an average person’s stated happiness by the equivalent of $464. MacKerron and Mourato (2009) using a survey of 400 respondents in London in 2007 examined the effects of NO₂ on life satisfaction. They found a 1% increase in NO₂ levels is equivalent, in life satisfaction terms, to a 5.3% drop in income or $2340. Ferreira and Moro (2010) used a detailed micro-level data, derived from the Urban Institute Ireland National Survey on Quality of Life conducted in 2001. The authors found that the marginal willingness to pay for a reduction of one microgram per cubic metre of PM₁₀ is 945 euros. However, these studies rely on cross-sectional data and do not account for the endogeneity of pollution; i.e. areas with high pollution levels are likely to also have some other amenities that negatively affect life satisfaction. It is thus important to account for the possible simultaneity of changes in pollution level and life satisfaction due to local characteristics, for instance, changes in weather, industrial activities, traffic, employment and other factors.
One of the most relevant studies to ours is the paper by Luechinger (2009) who employed individual panel data drawn from the German Socio-Economic Panel (GSOEP). The author mapped the air pollution data on regional level based on around 450 German counties over the years 1985–2003. Using an instrumental approach, where the mandated installation of scrubbers at power plants has been used as instrument to the sulphur dioxide (SO₂), the MWTP was found equal at $313 per year.

Although the data at the zip or municipality code are not available, the majority of the studies have analysed the environmental amenities impact on individual subjective well-being using national or regional data. This study, however, relies on local data, mapping the air pollution on municipality zip code level. Another issue is the timescale of the air pollution. For instance, Levinson (2012) merged data on air quality and individual observations on the day of the interview. He found a significant and negative coefficient on the daily concentration of PM₁₀, while when he considered the annual concentrations of PM₁₀, the pollution coefficient becomes insignificant. Therefore, we conclude the long-term average pollution levels may be of little importance for well-being due to habituation. However, even in Levinson’s (2012) study where the air quality is measured at the day of the interview, still the air pollution might not reflect the individual’s actual exposure to air pollution on that day. The respondent could have spent the most part of the day indoors or at a different location of his residence, where the air pollution is measured, such as for example being at work. For this reason, the estimates take place considering both before the day of the interview and the average monthly concentrations. Various other studies explored the relationship between life satisfaction and environmental conditions, including air and water pollution, nuclear power, renewable energy, environmental disasters and land use (Van Praag and Baarsma 2005; Brereton et al. 2008; Luechinger 2010; Kountouris and Remoundou 2011; MacKerron 2012; Goebel et al. 2013; Welsch and Biermann 2013; Kopmann and Rehdanz 2013).

Another part of the literature review applied the structural equation modelling (SEM) framework. SEM has the ability to overcome the difficulty of measuring abstract variables, such as the life satisfaction, since these variables are treated as latent unobserved variables controlling for confounding effects as measurement error. Furthermore, SEM allows for the simultaneous regression estimation. More specifically, the latent and observed variables can be handled simultaneously by means of structural equation models which consist of two parts: the measurement model which relates the latent variables to their observed indicators and the structural model that presents the relationship among the latent variables and explores their determinants. For instance, the study by Li et al. (2014) examined the effect of environmental conditions perception on happiness in the Jinchuan mining area of China. The authors used questions about individuals’ satisfaction with working conditions, interpersonal relationships, financial conditions and satisfaction with living in Jinchuan to construct the happiness variable. In addition, the authors tried to measure the environmental perception using a series of questions related to environmental conditions, such as whether the respondents agree or not if the Jinchuan area suffers from air, water pollution or from solid waste problems and which ones are the main air pollutants. Nevertheless, the study by Li et al. (2014) refers to a specific area and not a national representative survey which can incorporate selection bias. While SEM is a promising approach for
measuring the life satisfaction, the purpose of the current study is to explore the effect of the air pollution at the national level mapping the air quality on local area. Similarly, the study by Tang et al. (2013) employed a SEM framework to estimate the awareness and perception of water scarcity among farmers in the Guanzhong Plain in China, while other examples include the studies by Folmer and Johansson-Stenman (2011) and Giovanis and Ozdamar (2016b). Also, SEM allows for testing the relationships and causal assumptions under certain conditions, as it is discussed in more detail by Pearl (2000), Spirtes et al. (2000) and Ozdamar and Giovanis (2017). However, the purpose of this study is to examine the effects of the air pollution using the LSA within the Bayesian networks framework. This is the first study so far that carries out an alternative approach of examining the causal inference of income and air pollution to well-being.

3 Methodology

3.1 Conceptual framework

This section presents the conceptual framework of the experienced utility and the experienced preference method (EPM) proposed by Kahneman et al. (1997), which is discussed in the study by Welsch and Ferreira (2014). Kahneman et al. (1997) introduced and distinguished the definitions of decision utility and experienced utility, which is important to the non-market valuation methods. According to Kahneman et al. (1997) and Welsch and Ferreira (2014), the decision utility describes the ex-ante expectation of experienced utility. The latter entails the retrospective assessment of the outcomes, while the former refers to the prospective assessment. The second definition discussed in the paper by Welsch and Ferreira (2014) is that the value of the public good contributes to the experienced utility. LSA is connected with the EPM (Welsch and Ferreira 2014) which involves the non-market or public goods valuation using subjective well-being data, while the revealed and stated preference approaches rely on the decision utility. For instance, in the revealed preference approach and the hedonic price analysis, people’s willingness to pay for a house reveals their value of the associated environmental amenities, such as the noise and air pollution. The MWTP then depends on their expectations of how these amenities affect their utility indirectly. In particular, the closer a house is located to an airport or factories, the cheaper its price will be, since it is associated with intensive noise and higher levels of smell and air pollution. Similarly, in the stated preference approach, people’s willingness to pay for a hypothetical improvement in the environmental conditions depends on their expectations about the utility resulted from this improvement. Therefore, one strong assumption of the above-mentioned approaches is the requirement that individuals are able to identify and predict with accuracy the utility implications of their choices, actual or hypothetical. On the other hand, LSA according to the EPM theory, using well-being data, the non-market valuation does not rely on choices or even attitudes, but it relies only on the statistical association between individuals’ well-being and the environmental conditions and amenities. The LSA and the revealed preference approach, such as the hedonic model, are conceptually consistent with each other, because in the hedonic model the purpose is to measure and evaluate the environmental
conditions indirectly through the disutility of higher housing prices and lower wages. Likewise, LSA does not ask the peoples’ opinion on air pollution and it does not rely on people’s awareness about environmental conditions. However, we should notice that the EPM and LSA are not superior methods, as all the approaches discussed so far present strengths and weaknesses.

### 3.2 Fixed effects

In this section, we describe the main regression model estimated using panel data and this is defined as:

\[
LS_{i,j,t} = \beta_0 + \beta_1 \log(y)_{i,j,t} + \beta_2 e_{j,t} + \beta' z_{i,j,t} + \gamma W_{j,t} + \mu_i + M_j + \theta_t + M_j T + \epsilon_{i,j,t}.
\]

(1)

LS stands for the life satisfaction of individual \(i\) in location (municipality zip code) \(j\) and in time \(t\). We measure LS on the 11-point Likert scale ranging between 0 (very dissatisfied) to 10 (very satisfied). The variable \(\log(y)\) is the logarithm of the household income, and \(e\) is the air pollution measure. Vector \(z\) includes personal and household characteristics, while \(W\) denotes the weather conditions. Set \(\mu_i\) is the individual fixed effects, \(M_j\) is the location fixed effects, and \(\theta_t\) is a time-specific vector of indicators for the day, month and the year that the interview took place. \(M_j T\) is a set of area-specific time trends, which controls for unobservable, time-varying characteristics in the area, and \(\epsilon_{i,j,t}\) expresses the error term which is assumed to be iid. We cluster the standard errors at the area-specific time trends.

Overall, one important issue comes from the possible strong degree of unobserved heterogeneity. First, the life satisfaction measures are self-assessed on an arbitrary scale and thus can suffer from differential item functioning (DIF), making the assumption of interpersonal comparisons potentially difficult (see Kapteyn et al. 2010 for a discussion). An alternative approach for solving DIF is the anchoring vignettes proposed by King et al. (2004), but this study does not apply this method, because the anchoring vignettes are unavailable in the data set. Also, anchoring vignettes are proper when we use cross-sectional data. However, this research relies on inter-temporal comparisons of utility within individuals and we assume that the scale and the question interpretation by a respondent remains the same between survey waves, which reduces the potential bias associated with DIF. Another important element of unobserved heterogeneity is the latent personality traits that are constant over time and they may determine the individuals’ life satisfaction and their aspirations about future life satisfaction. In this study, we attempt to solve the issues of time-invariant unobserved heterogeneity using fixed effects panel data models, which allow us to purge the estimates from the time-invariant individual traits. Also, individual fixed effects solve the issues of differential item functioning, assuming that the personality traits are constant (Angelini et al. 2011, 2014) since the regressions explore the inter-temporal comparisons of utility within individuals, rather than between.

An alternative way of estimating the air pollution and well-being association is the approach followed by Li et al. (2014). In this approach, the respondents are asked a series of opinions about various aspects of environmental conditions and cases, such
as whether the waste, air and water pollution are the major sources of environmental pollution in their area and which air pollutants are considered as the most dangerous ones. Nevertheless, this approach does not allow estimating the MWTP for specific air pollutants, since it involves questions for general environmental conditions. Furthermore, it provides a ranking of the environmental amenities, similar to the methods discussed in the previous section. Moreover, even if we account for the people’s awareness, the willingness to pay at the beginning, where individuals are more aware of the air pollution, will be higher. Thus, as the time passes, people get used to it, which is known as habituation and adaptation to environmental conditions, and the effect of air pollution becomes less important (Levinson 2012; Gaviria and Martínez 2014). Using panel data, it is possible also to capture this movement, which is infeasible in the cross-sectional studies (Ferreira et al. 2013, Li et al. 2014). In addition, the timescale is very important, as the effect of habituation will be omitted using daily, weekly or monthly fluctuations instead of annual concentrations. Also, the poor air quality long-term effects will be eliminated, as they will be absorbed by the location and time fixed effects. Since the questions addressing directly the environmental awareness are not available in the data set, we consider the following variables as proxies. The first variable is a dummy taking value 1 on whether the respondent is a member of environmental groups and organisations and 0 otherwise. The second variable refers to the direction of the respondents’ opinion about environmental protection. More specifically, they are asked whether they are in favour of stronger environmental protection versus economic growth and vice versa. These questions may not accurately capture the awareness of environment conditions. However, using the first variable it is logically to assume that the members of environmental organisations have much more information and are more aware than those who are not involved. Using the second variable, we are able to capture, at least up to some degree, the beliefs and preferences about the environment (Buss 1985; Jones 1995; Jones and Hill 1996). We should notice that we estimate separate regressions when we include these variables, as robustness checks, because those are not available in the last two waves of the SHP survey. Moreover, we estimate the regressions taking the monthly averages of air pollution as an additional robustness check. Additionally, we consider the traffic volume as an additional factor of life satisfaction, but also as a confounder of both air pollution and well-being. The marginal willingness to pay (MWTP) can be derived from differentiating (1) and setting \(dLS = 0\). Thus, we can calculate the MWTP values as:

\[
MWTP = -\frac{\partial LS}{\partial e} / \frac{\partial LS}{\partial y}.
\] (2)

In relation (2), the marginal willingness to pay is the ratio of the partial derivative of life satisfaction LS with respect to air pollutant \(e\) over the partial derivative of the life satisfaction with respect to income \(y\). We expect a negative sign which is in line with the microeconomic theory and the indifference curves, where there is a trade-off between income and air pollution. Likewise in the case of the hedonic model, the environmental improvement is evaluated through the disutility of the higher housing prices and vice versa.
Panel data allow us to identify the model (1) from changes in the pollution level within individuals rather than between individuals. This reduces the possible endogeneity bias in the estimates since unobservable characteristics of the neighbourhood, which may be correlated with pollution and life satisfaction, are eliminated in a fixed effect model. Moreover, we limit the population of interest to non-movers to reduce the endogeneity issue, since the decision to move may well be correlated with pollution level. Also, restricting the sample to the non-movers allows us to capture unobservable characteristics of the area.

Two popular methods for estimating models with ordered variables are the ordered probit and logit. However, we are unable to apply these methods in the present form of the model using fixed effects, since they allow only for random effects estimations. Thus, we apply the procedure introduced by van Praag and Ferrer-i-Carbonell (2004), who have suggested a method called probit-adapted OLS or probit OLS which makes such a transformation from an ordinal-dependent variable to a continuous variable. Their calculations support the fact that probit OLS is virtually identical to the traditional ordered probit analysis (Van Praag and Ferrer-i-Carbonell 2004, 2006). Other methods include the Ferrer-i-Carbonell and Frijters (FCF) estimator (Ferrer-i-Carbonell and Frijters 2004) and the “Blow-Up and Cluster” (BUC) estimator proposed by Baetschmann et al. (2015). However, the purpose of this study is to propose an alternative modelling based on Bayesian network, which can capture the causal effects of income on life satisfaction and calculate the MWTP.

3.3 Generalised methods of moments (GMM)

The static regression model (1) faces some issues. First, because causality may run in both directions, from pollution to life satisfaction and vice versa—the regressors may be correlated with the error term. Second, time-invariant fixed effects individual, demographic and geographical characteristics, like municipality area, may be correlated with the explanatory variables. To further account for potential endogeneity of the pollution variable, we estimate a dynamic system generalised methods of moments (GMM) model, whereby the lagged dependent variable is introduced. GMM estimators, unlike OLS and conventional FE and RE estimation, do not require distributional assumptions, like normality, and can allow for heteroscedasticity of an unknown form (Greene 2011). We prefer system GMM to 2SLS because the latter is inefficient in the general over-identified case with heteroskedasticity and when there is serial correlation in the error terms. However, using the GMM framework an important issue rises, because there is a degree of reverse causality between life satisfaction and income (Powdthavee 2010; Stutzer and Frey 2012; Pischke and Schwandt 2012). Specifically, the exclusion restriction is hardly satisfied because life satisfaction may depend on past income and other past living conditions, even if the regressions pass the specification tests. On the other hand, it is possible to accept the exclusion restriction based on the non-adaptation to income hypothesis. For instance, Di Tella et al. (2010) found that the coefficients on the lags of income reject the hypothesis that there is no adaptation to income. These adaptation effects are consistent with the model of Pollak (1970) and Wathieu (2004). Similarly, the study by Brickman et al. (1978) showed that indi-
individuals who had won between $50,000 and $1,000,000 at the lottery the previous year reported similar life satisfaction levels as those that did not win.

3.4 Bayesian networks and directed acyclic graphs

Overall, the analysis of panel data certainly presents advantages in terms of finding causal relationships. However, even in the case of panel data analysis, causal inference may lead to biased estimated coefficients when measurement errors in observed variables are not taken into account (Berry and Feldman 1985). In this study, we propose a Bayesian network (BN) to identify the causal effects of income and air pollution on life satisfaction. Bayesian networks rely on Bayes’ theorem of probability theory to propagate information between nodes. As it is well known that Bayes’ theorem describes how prior knowledge about hypothesis $A$ is updated by observed evidence $B$. The theorem relates the conditional and marginal probabilities of $A$ and $B$ as follows:

$$P(A|B) = \frac{P(A) \cdot P(B|A)}{\int P(A) \cdot P(B|A) \cdot dB}.$$  \hspace{1cm} (3)

$P(A)$ is the prior probability of the hypothesis or the likelihood that $A$ will be in a particular state, prior to consideration of any evidence. $P(B|A)$ is the conditional probability or the likelihood of the evidence, given the hypothesis to be tested and $P(A|B)$ is the posterior probability of the hypothesis or the likelihood that $A$ is in a particular state, conditional on the evidence provided. The integral in (3) represents the likelihood that the evidence will be observed, given a probability distribution.

A directed acyclic graph (DAG) is a BN graphical structural model that encodes probabilistic relationships among the variables of interest. For instance, a graph $G(V,E)$ can be referred to as a directed acyclic graph (DAG), when the edges $E$ linking node $V$ are directed and acyclic. Directed means that $E$ has an asymmetric edge over $V$, and acyclic means that the directed edges do not form circles (Spirtes et al. 2000; Pearl 2000, 2009). Figure 1 represents relationships when there is an edge from one node to another. For instance, there is an edge from $A$ to $C$, if and only if $A$ is a direct cause of $C$ in Graph $G$ (Spirtes et al. 2000). In Fig. 1, the parents of $C$ are $A$ and $B$, while $C$ is defined as the child of $A$ and $B$. Similarly, $D$ is the child of $C$ or $C$ is the parent of $D$ where $A$, $B$ and $C$ are defined as ancestors or non-descendants of $D$. We should note that a parent can be an ancestor or non-descendant, but an ancestor or non-descendant is not necessarily a parent.

By incorporating Fig. 1 DAG into a general framework, let $V = (X_1, X_2, \ldots, X_m)$, where $m$ is the number of variables and $X_i$ denotes the variable and its matching node.
Denoting the parents as \( \text{par}_i \) and given the structure in \( G \), the joint probability for \( V \) is defined as:

\[
p(x) = \prod_{i=1}^{m} p(x_i | \text{par}_i).
\]  

(4)

Applying the chain rule of probability, we have:

\[
p(x) = \prod_{i=1}^{m} p(x_i | x_1, \ldots, x_{i-1}).
\]  

(5)

A BN is causal under three conditions: the causal Markov assumption, faithfulness assumption and the \( d \)-separation condition (see for more details Pearl 2000; Spirtes et al. 2000; Ozdamar and Giovanis 2017). The causal Markov assumption is the central assumption that defines BN. According to this assumption, each node is independent of its non-descendants, conditional on its parents in the graph. In other words, given a node’s immediate cause, we can disregard the causes of its ancestors. The causal Markov assumption reduces the complexity of relation (5), and if a joint distribution over variables satisfies this condition for Fig. 1, then it can be factored in the following way:

\[
P(A, B, C, D) = P(A)P(B)P(C|A, B)P(D|C).
\]  

(6)

The number of parameters is \( n = 1+1+4+2 = 8 \). Thus, one very important property of the BN and the factorisation Eq. (5) is the reduction in the parameters to be estimated, after the independence tests take place. Assuming that the variables in Fig. 1 are binary taking two possible values, then the joint probability of the system in Fig. 1 without the implementation of BN will be:

\[
P(A, B, C, D) = P(A)P(B)P(C)P(D|A, B, C)P(C|A, B)P(B|A).
\]  

(7)

The number of parameters is \( 2^4 = 16 \) or \( n = 1+1+1+6+4+2 \). This is the case where the system assumes that there is connection among all the variables in Fig. 1, such as edges between \( A, B \) and \( D \). This is a simple example involving only four binary variables, and the reduction in the estimated parameters is not obvious. Applying large data with many variables, the reduction in the estimated parameters can be tremendous more than the half, and the computational problems involved in the calculation of posterior probabilities are avoided and greatly reduced. To understand better how the regression analysis can take place in a proper way, the relationship between three variables, \( X, Y \) and \( Z \) in Fig. 2 is reported. The conditional probability of \( Y \) given \( X \) and \( Z \) will be:

\[
P(Y|Z, X) = \frac{P(Z, X, Y)}{P(Z, X)} = \frac{P(X)P(X|Z)P(Y|X)}{P(X)P(X|Z)} = P(Y|X).
\]  

(8)
Association (8) is just a regression of $X$ on $Y$ without controls since there are no confounders in Fig. 2. This is a simplified example with only three variables, but involving a larger number of factors and implementing the $d$-separation to estimate the direction and the independence test described below, and it is possible to estimate the effects.

The third condition is the $d$-separation, which graphically, usually exhibits the chain $X \rightarrow S \rightarrow Y$ (and its contraction $X \rightarrow S$), forks $X \leftarrow S \rightarrow Y$ and inverted forks $X \rightarrow S \leftarrow Y$ correspond exactly to causation, confounding and endogenous selection. Thus, $X$ and $Y$ are associated by causation only because $X$ is an indirect cause of $Y$. However, if $S$ is a control variable conditioning on that, then the causal effect between $X$ and $Y$ is not identified and it results to over-control bias. Second, the variables $X$ and $Y$ can be associated if they share a common cause which is the case of the fork $X \leftarrow S \rightarrow Y$, and is known as confounding bias. Third is the case of the inverted forks $X \rightarrow S \leftarrow Y$; $X$ and $Y$ are marginally independent, because they do not cause each other and do not share a common cause. In this case, conditioning on the common outcome $S$ of the two variables $X$ and $Y$, the causal effect of $X$ on $Y$ is not identified. The factorization Eq. (5) and the Pearl’s back-door criterion, presented below, allow us to identify the effect of the factor of interest on the outcome explored. In other words, a variable or a set of control variables $Z$ satisfies the back-door criterion if $Z$ blocks every back-door path between the factor of interest $X$ and the outcome explored $Y$. This condition holds, given that there is no node variable in the set $Z$ which is a descendant of $X$ or any variable that may block the causal path from $X$ to $Y$. The back-door criterion can be defined as:

$$
\Pr(Y|do(X = x)) = \sum_z \Pr(Y|X = x, Z = z) \Pr(Z = z) \tag{9}
$$

For example, we assume that $Y$ is a binary variable taking value 1 if the respondent has been recovered from an illness and 0 otherwise, and $X$ is the intervention variable taking value 1 whether the respondent has received the drug and 0 has not, while $Z$ can be a set of variables or just one control variable. In this example, we simplify the set-up and we assume that the control variable is the gender. Therefore, the policy maker or the medical doctor would be able to identify the effect of the recovery if he has received the medicine given on the gender. In other words, (9) can be written for this example as:

$$
\Pr(Y|do(X = x)) = \sum_z \Pr(Y|X = x, Z = z) \Pr(Z = z) \tag{9}
$$
Step 1. Form the complete undirected graph $C$ on the vertex set $V$.

Step 2. \( n=0 \)
Repeat
Select an ordered pair of variables $X$ and $Y$ that are adjacent in $C$ such that Adjacencies($C$, $X$):\{Y\} has cardinality greater than or equal to $n$, and a subset $S$ of Adjacencies($C$, $X$):\{Y\} of cardinality $n$, and if $X$ and $Y$ are d-separated given $S$ delete edge $X \rightarrow Y$ from $C$ and record $S$ in Sepset($X$, $Y$) and Sepset($Y$, $X$) until all ordered pairs of adjacent variables $X$ and $Y$ such that Adjacencies($C$, $X$):\{Y\} has cardinality greater than or equal to $n$ and all subsets $S$ of Adjacencies($C$, $X$):\{Y\} of cardinality $n$ have been tested for d-separation.
Loop \( n=n+1 \)
Until for each ordered pair of adjacent vertices $X$, $Y$, Adjacencies($C$, $X$):\{Y\} is of cardinality less than $n$.

Step 3. For each triple of vertices $X$, $Y$, $Z$ such that the pair $X$, $Y$ and the pair $Y$, $Z$ are each adjacent in $C$ but the pair $X$, $Z$ are not adjacent in $C$, orient $X \rightarrow Y$ - $Z$ as $X \rightarrow Y$ $\leftarrow Z$ if and only if $Y$ is not in Sepset($X$, $Z$).

Step 4. Repeat
If $X \rightarrow Y$, $Y$ and $Z$ are adjacent, $X$ and $Z$ are not adjacent, and there is no arrowhead at $Y$, then orient $Y$ - $Z$ as $Y \rightarrow Z$. If there is a directed path from $X$ to $Y$, and an edge between $X$ and $Y$, then orient $X$ - $Y$ as $X \rightarrow Y$ until no more edges can be oriented.

Fig. 3 PC algorithm

\[
\Pr(Y = \text{recovery}|do(X \text{ give medicine})).
\]
\[
= P(Y = \text{recovery}|X = \text{give medicine}, \text{Z = Male})P(Z = \text{Male})
\]
\[
P(Y = \text{recovery}|X = \text{give medicine}, \text{Z = Male})P(Z = \text{Female}) \quad (10)
\]

The Fisher’s $Z$ transform test for conditional independence is:

\[
Z(i,j|k) = \frac{1}{2} \frac{1 + \hat{\rho}_{i,j|k}}{1 - \hat{\rho}_{i,j|k}}.
\] \quad (11)

Then, it will be:

\[
\sqrt{n - |k| - 3} |Z(i,j|k)| N(0, 1). \quad (12)
\]

The test for independence is based at significance level $\alpha$. Kalisch and Buhlmann (2007) show that the choice of $\alpha$ is not so important, but we use $\alpha = 0.05$. The DAG is estimated using the PC algorithm, and we report a pseudo-code in Fig. 3 (Spirtes et al. 2000). Applying the independence test (11), the first step of the PC algorithm is to test for each $X$ and $Y$ if $X \perp Y$; if so, their edge is removed. Then, in the second step for each $X$ and $Y$ which are still connected, we add a third variable $Z_1$ and we test for $X \perp Y|Z_1$, which entails that $X$ and $Y$ are independent given $Z_1$. In the case that those are independent the edge is removed. Then, in the next step for each $X$ and $Y$ which are still connected, the third and fourth variables $Z_1$ and $Z_2$ are added and the condition $X \perp Y|Z_1$, $Z_2$ is tested. The final step is to test if $X \perp Y$ all the $p - 2$ other variables, and if it holds then the edge between $X$ and $Y$ is removed. At the same time, if they are connected the d-separation condition explores the direction accounting for the over-control, confounding and selection bias discussed earlier. Applying Eq. (5), we estimate the effects of the variables of main interest to the outcomes examined.
Coming back to our main research question is to find how the income and air pollutants affect life satisfaction given the information provided by other factors. For instance, in Fig. 1 we assume that the node A represents the education level, node C the income and D shows the life satisfaction. In this case, there is a direct edge between income and well-being, while education effect goes through income. Nevertheless, it can be the case where education has also a direct edge and thus affects directly well-being. However, the point of the analysis is to explore the effect of income given the education level. Using BN and the do-calculus proposed by Pearl and the factorisation Eq. (5), the question is what is the effect of a specific income level on life satisfaction given a certain level of education attainment. A similar expansion of this analysis can be applied for the main variables of interest on the outcomes that the research aims to examine.

4 Data

The major purpose of using a household panel survey, in which the same individuals are surveyed repeatedly over waves, is to capture the dynamics in the population. To reduce the possible endogeneity because of the air pollution related to the sorting problem, we limit our sample to the non-movers. This study employs data from the Swiss Household Panel (SHP), that is, a continuing, nationwide, yearly conducted panel survey on the Swiss residential population. The SHP started in 1999 with slightly more than 5000 households. The survey includes individual and household questions about the household composition and socio-economic demographics, well-being, health, life satisfaction, social networks and politics. The SHP consists of 15 waves in total, during the period 1999–2013, but we do not employ the first wave in 1999, since the life satisfaction question is unavailable.

The dependent variable of this study is the life satisfaction that is an ordered variable measured in a Likert scale from 0 (not satisfied at all) to 10 (completely satisfied). The relevant regressors are chosen based on the happiness literature (Clark and Oswald 1996; Brereton et al. 2008; Luechinger 2009; Levinson 2012; Chevalier and Giovanis 2012; Ferreira et al. 2013; Giovanis 2014; Giovanis and Ozdamar 2016b; Ozdamar and Giovanis 2017), including individual, demographic and household variables, such as the household income, gender, age, household size, health status, job status, house tenure, marital status, education level. Also, we add variables representing the municipalities and community typology indicating whether the area is urban, suburban, and peripheral suburban, rural, agricultural and industrial among others. We account for the equivalent household income, which is deflated in 2013 prices. Additionally, the regressions control for the day of the week, month of the year, the wave of the survey, and an area-specific trend to capture the effect of unobservable characteristics of the municipality that may be correlated both with pollution and life satisfaction, which may vary over time. Moreover, we include weather variables into the regressions, such as the minimum, maximum and average temperature, precipitation and wind speed.

2 The analysis was also conducted using individual-level income; however, this is affected by labour force participation which we do not explicitly model here.
We explore the five most critical air pollutants: ground-level ozone (O$_3$), sulphur dioxide (SO$_2$), nitrogen dioxide (NO$_2$), carbon monoxide (CO) and the particulate matter of 10 micrometres or less in size (PM$_{10}$).

The air pollutants are based on daily frequency and measured in micrograms per cubic metre (ug/m$^3$). Based on the available data for all the pollutants, we obtain the mean daily values, except for O$_3$, where we consider the daily maximum value. Then, we apply the following steps to match the air pollution emissions with the individuals’ location. First, the exact location of air monitoring stations is known and is given in latitude and longitude coordinates which can be found on BAFU website (bafu.admin.ch). Second, we obtain the centroids of municipalities which are provided by the Federal Office of Topography (www.swisstopo.admin.ch). In order to convert the point data from the monitoring stations into data up to municipality level, we use the inverse distance weighting (IDW) which is one of the GIS-based interpolation methods. In IDW, the weight of a sampled data point is inversely proportional to its distance from the estimated value. The final level of regional aggregation in the analysis is based on municipality zip code level. Thus, the first step involves the calculation of the each municipality’s centroid. Then, we measure the distance between the air pollution monitor and the centre of the municipality using the Haversine distance and a radius of 20 km (see Franke and Nielson 1980 for more details).

### 5 Empirical results

In this section, we present and discuss the main findings of our study. In Table 1, we report the summary statistics for the life satisfaction and the two main factors of interest: the air pollutants and income. As we can see, there is a significant deviation among the air pollutants examined, and therefore, we obtain the standardised coefficients. In Table 2, we present the correlation coefficients between the various pollutants and the life satisfaction. The pollution levels are collected on the day before the interview at the nearest monitoring station. The correlation among all air pollutants is positive except for the ground-level ozone, which is induced by seasonal variations in their occurrence. More specifically, O$_3$ is formed in high temperature and high solar radiation levels, especially during the summer, while the other pollutants are coming from cars, trucks and buses, power plants, industry, landfills and not from weather; however, their impact depends on the latter.

In Table 3, we report our main benchmarking estimates using the adapted probit FE and the system GMM. Regarding the air pollutants, the coefficients are interpreted by saying that an increase in a standard deviation in the relevant air pollutant increases $\beta_2 \cdot s_y$ on average in the dependent variable. The parameter $\beta_2$ denotes the standardised coefficient of the air pollutant, while $s_y$ indicates the standard deviation of the dependent variable. Hence, based on the adapted probit FE estimates, increasing O$_3$, SO$_2$, NO$_2$, CO and PM$_{10}$ by one standard deviation, life satisfaction is reduced, respectively, by 0.0023, 0.0031, 0.0017, 0.0005 and 0.0006. The respective MWTP values expressed in 2013 US dollar prices are $8900, $11,995, $6580, $1940, $2320. As we mentioned, the results refer to WTP for changes in standard deviation. For instance, the WTP for one standard deviation change in O$_3$, which is equal at 21.1
Table 1 Summary statistics for the air pollutants

| Air pollutant               | Mean   | SD     | Min  | Max     |
|-----------------------------|--------|--------|------|---------|
| Life satisfaction           | 8.027  | 1.467  | 0    | 10      |
| Equivalent household income| 56,670.47 | 57,456.89 | 0   | 5,541,319 |
| O₃                          | 62.239 | 31.101 | 1.19 | 215.22  |
| SO₂                         | 2.531  | 1.992  | 0.12 | 60.14   |
| NO₂                         | 21.758 | 16.390 | 0.03 | 103.97  |
| CO                          | 160.164 | 185.669 | 0.0  | 1988.74 |
| PM₁₀                        | 16.79781 | 8.036  | 0.70 | 195.14  |

Air pollutants are measured in micrograms per cubic metre (µg/m³)

Table 2 Correlation between air pollutants and life satisfaction

| Life satisfaction | O₃      | SO₂     | NO₂     | CO      |
|-------------------|---------|---------|---------|---------|
| O₃                | −0.0119*** | (0.000) |         |         |
| SO₂               | −0.0173*** | (0.000) | −0.1353*** | (0.000) |
| NO₂               | −0.0228*** | (0.000) | 0.3078*** | (0.000) |
| CO                | −0.0137*** | (0.000) | 0.0788*** | (0.000) |
| PM₁₀              | −0.0248*** | (0.000) | 0.2860*** | (0.000) |

p values are reported between brackets; *** indicates significance at 1% level

and the average value of O₃, which amounts to 62.2, constitutes a 34 per cent change in O₃. The respective percentage changes in the remained pollutants for one standard deviation change range between 76 and 78 for SO₂ and NO₂, 115 for CO and 50 for PM₁₀.

In column (2), we report the estimated coefficients of the system GMM and we observe that the MWTP values are lower, because the causal effect of income to life satisfaction is higher than the static fixed effect model. This leads to a lower MWTP as the denominator of relation (2), which is the partial derivative of life satisfaction function with respect to income, becomes now higher. On the contrary, the effects of air pollution remain almost the same. The MWTP values are $7580, $9475, $5685, $1850 and $2250 for O₃, SO₂, NO₂, CO and PM₁₀, respectively.

About the remained coefficients and in particular the respondent’s age, we observe that a cubic relationship between age and life satisfaction is present. Earlier research studies found mixed results, where life satisfaction is flat throughout the life cycle (Myers 2000), while other studies found that old-aged people are happier than young (Argyle 1999). Easterlin (2006) found the relationship between life satisfaction and
Table 3 Life satisfaction adapted probit OLS fixed effects and GMM system estimates

| Variables                        | Adapted probit FE | Blundell-bond system GMM |
|----------------------------------|-------------------|--------------------------|
| Life satisfaction one lag        | 0.1454***         |                          |
|                                  | (0.0101)          |                          |
| Equivalent household income     | 0.0774***         | 0.0954***                |
|                                  | (0.0138)          | (0.0071)                 |
| $O_3$                            | $-$0.0023***      | $-$0.0025***             |
|                                  | (0.0007)          | (0.0005)                 |
| $SO_2$                           | $-$0.0031***      | $-$0.0030***             |
|                                  | (0.0006)          | (0.0004)                 |
| $NO_2$                           | $-$0.0017***      | $-$0.0018***             |
|                                  | (0.0005)          | (0.0001)                 |
| $CO$                             | $-$0.0005*        | $-$0.0007**              |
|                                  | (0.0003)          | (0.0003)                 |
| $PM_{10}$                        | $-$0.0006*        | $-$0.0008**              |
|                                  | (0.00033)         | (0.0004)                 |
| Average temperature              | 0.0008***         | 0.0011***                |
|                                  | (0.0002)          | (0.0003)                 |
| Maximum–minimum temperature      | 0.0003**          | 0.00031***               |
|                                  | (0.00013)         | (0.0001)                 |
| Wind speed                       | $-$0.0009***      | $-$0.0006***             |
|                                  | (0.0002)          | (0.0001)                 |
| Precipitation                    | 0.0003            | 0.0072                   |
|                                  | (0.0002)          | (0.0085)                 |
| Age                              | $-$0.1709***      | $-$0.0900***             |
|                                  | (0.0066)          | (0.0061)                 |
| Age square                       | 0.0019***         | 0.0015***                |
|                                  | (0.0003)          | (0.0002)                 |
| Age cubic                        | $-$1.11e$-$0.5*** | $-$9.87e$-$0.6***        |
|                                  | (2.13e$-$0.6)     | (7.71e$-$0.7)            |
| Household size                   | $-$0.0081*        | $-$0.0069*               |
|                                  | (0.0042)          | (0.0035)                 |
| Job status (ref = full time)     |                  |                          |
| Job status (part time)           | $-$0.0113         | $-$0.0178                |
|                                  | (0.0202)          | (0.210)                  |
| Job status (unemployed)          | $-$0.3786***      | $-$0.5215***             |
|                                  | (0.0670)          | (0.0323)                 |
| Job status (retired)             | $-$0.0326         | $-$0.0491                |
|                                  | (0.0369)          | (0.0336)                 |
| Marital status (ref = single)    |                  |                          |
| Marital status (married)         | 0.1321***         | 0.1477***                |
|                                  | (0.0353)          | (0.0111)                 |
| Marital status (widowed)         | $-$0.2934***      | $-$0.3124***             |
|                                  | (0.1050)          | (0.1029)                 |
| Marital status (divorced)        | $-$0.2916*        | $-$0.2670**              |
|                                  | (0.1685)          | (0.1225)                 |
| Variables                                      | Adapted probit FE | Blundell-bond system GMM |
|------------------------------------------------|-------------------|--------------------------|
| Tenure (ref = tenant)                          |                   |                          |
| Tenure house (owner/co-owner)                  | 0.0491**          | 0.0486***                |
|                                                | (0.0241)          | (0.0101)                 |
| Education (ref = incomplete compulsory school) |                   |                          |
| Education level (compulsory elementary school) | −0.0703***        | −0.1086***               |
|                                                | (0.0196)          | (0.0280)                 |
| Education level (vocational school)            | 0.0399            | 0.0344                   |
|                                                | (0.0556)          | (0.0498)                 |
| Education level (university bachelor)          | −0.0598*          | −0.0472*                 |
|                                                | (0.0320)          | (0.0249)                 |
| Education level (university higher degree)     | 0.0606            | 0.0400                   |
|                                                | (0.0578)          | (0.0325)                 |
| Health status (ref = very good)                | −0.1357***        | −0.2403***               |
| Good                                           | (0.0101)          | (0.0110)                 |
| Fair                                           | −0.3329***        | −0.6014***               |
|                                                | (0.0151)          | (0.0161)                 |
| Bad                                            | −0.8108***        | 1.1460***                |
|                                                | (0.0325)          | (0.0367)                 |
| Very bad                                       | −1.355***         | −1.385***                |
|                                                | (0.1952)          | (0.1008)                 |
| No obs.                                        | 71,084            | 55,892                   |
| Adjusted $R^2$                                  | 0.3341            |                          |
| Wald Chi-square                                | 9807.04           | [0.000]                  |
| Arellano-bond test for AR(2) in first differences | 1.65             | [0.208]                  |
| Exogeneity test                                | 0.40              | [0.818]                  |
| MWTP for a drop of one standard deviation in O₃ per year | $8900            | $7580                    |
| MWTP for a drop of one standard deviation in SO₂ per year | $11,995          | $9475                    |
| MWTP for a drop of one standard deviation in NO₂ per year | $6580            | $5685                    |
| MWTP for a drop of one standard deviation in CO per year | $1940            | $1850                    |
| MWTP for a drop of one standard deviation in PM10 per year | $2320            | $2250                    |

Standard errors between brackets, $p$ values in square brackets, clustered standard errors on wave-specific municipality level; ***, ** and * indicate significance at 1, 5 and 10% level
age has an inverted U-shape, with satisfaction peaking in midlife. However, our results differ and show that age is negatively associated with the life satisfaction at the beginning; it turns out to be positively associated after some point of time, and then is reduced again in later life. This can be explained by the fact that health diseases and problems are common to children younger than 5 years old and to old people.

Next, we discuss the findings about the socio-economic characteristics. The results show that married individuals are more satisfied with their lives than singles, while divorced and widowed are less satisfied. Job status is a significant factor, where the unemployed are less satisfied than the full-time employees. Moreover, the difference in life satisfaction levels among retired, full-time and part-time employees is insignificant. Education seems to be an important determinant similar to other studies, but the remarkable finding is that there is a negative relationship between life satisfaction and education up to a point, where there is no difference in life satisfaction reported, between those who have a postgraduate qualification and those with no qualification. While previous studies found a positive relationship (Easterlin 2001, 2006; Bruni and Porta 2005; Ferreira et al. 2013; Giovanis 2014), our estimates are consistent with other studies which found a negative relationship, especially in the developed nations (see for example Veenhoven 1996; Dockery 2003, 2010). According to previous research studies, education is associated with the persons’ likely future outcomes, including better employment opportunities and higher income which may result to further wealth and well-being improvement. However, an explanation for this is that an additional qualification to people, who have reached high academic standards, makes little difference in their quality of life. In addition, educated people have usually high expectations and aspirations, and their current occupations may not meet these ambitions. Also, high-skilled occupations may imply higher levels of stress and less compensation about skills, ambitions and anxiety, stress leading to lower life satisfaction levels. For instance, studies in Britain and the USA found a negative correlation between education and job satisfaction (Clark and Oswald 1996; Rose and Van Willigen 1997; Stutzer 2004; Verhaest and Omey 2009). Previous studies employing the Swiss Household Panel survey found similar concluding remarks (Stutzer 2004; Krause 2011).

The next set of control variables concerns the weather conditions which present the expected signs. Specifically, life satisfaction rises with temperature and the difference between maximum and minimum temperature that is used as a proxy for clear skies and low humidity (Levinson 2012). Life satisfaction levels fall with wind speed, even the latter can clean the air from pollution. The negative association can be explained from the fact that wind speed usually is associated with lower temperature, and its effect is stronger than the benefit derived from cleaning the air. About the precipitation, we find an insignificant estimated coefficient.

Next, we discuss the estimated BN empirical results. In Fig. 4, we illustrate the estimated DAG using the PC algorithm. The edge → denotes that there is actually an effect from one variable to another. Figure 4 shows that the parent of income is education, which can be defined as the causal indicator and it is a determinant of income, while the children of income include the job status (occupa), house tenure (tenure), household size (nbers) and municipality (ofs), defined as effects indicators (Bollen et al. 2007). Moreover, the results show the causal effects of weather and air quality on job status and age. This can be explained by the fact that these factors may
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affect the job status and productivity, and determining the age of people living in a specific area, but this is out of the study’s scope.

Concluding, income has a direct cause on life satisfaction and not the inverse. Also, a strong causality between weather and air pollutants is present, where the former determines the formation of air pollution concentrations, beside other causes. The air pollutants are independent of life satisfaction; however, with weather the air pollutants have an effect on the latter through health and job status and location as shown in Fig. 4. Specifically, the air pollutants and weather confirm the exogeneity hypothesis, because of their short time frame and the choice of the non-movers sample into the analysis. Thus, these causes become independent when we condition them on other factors, such as health status. Using the factorization relation (5), we report the estimated causal effects of the DAG in Table 4. The findings show that the impact of income on life satisfaction is almost 36 per cent higher than we found previously. This shows the effect is underestimated with the fixed effects regressions and is a common problem as we discussed in the previous sections. Specifically, the results are due to the possible degree of reverse causality, as also because income depends on the comparison income. In this case, the WTP values are lower and equal at $6930, $9340, $5110, $1800 and $2200, respectively, for $O_3$, $SO_2$, $NO_2$, CO and PM$_{10}$. Regarding the weather conditions and the health status, the estimated coefficients are similar to those presented in Table 3. On the other hand, the remained coefficients present higher magnitude, including marital status, education level and house tenure, indicating that their impact on life satisfaction may be underestimated in the fixed effects OLS regressions.

Then, we briefly discuss in more detail the differences between DAG and the regression methods. As we have described in the methodology section, the BN framework accounts for three possible sources of bias, causation or over-control, confounding and selection. The first source of bias is eliminated when the effect of the exposure on
Table 4 Estimated causal effects from DAG G and PC algorithm

| Variables                      | Estimated causal effects | Variables                      | Estimated causal effects |
|--------------------------------|--------------------------|--------------------------------|--------------------------|
| Equivalent household income   | 0.1058*** (0.0065)       | Marital status (ref = single)  |                          |
| O3                             | −0.0023** (0.0008)       | Marital status (married)       | 0.0932*** (0.0198)       |
| SO2                            | −0.0032** (0.0005)       | Marital status (widowed)       | −0.3567*** (0.0361)      |
| NO2                            | −0.0017*** (0.0003)      | Marital status (divorced)      | −0.3036*** (0.1128)      |
| CO                             | −0.0007*** (0.0003)      | Tenure (ref = tenant)          |                          |
| PM10                           | −0.0008*** (0.0013)      | Tenure house (owner/co-owner)  | 0.0714*** (0.0127)       |
| Average temperature            | 0.0013*** (0.0005)       | Education (ref = incomplete compulsory school) |                          |
| Maximum–minimum temperature    | 0.0009*** (0.0004)       | Education level (compulsory elementary school) | −0.1675*** (0.0181)       |
| Wind speed                     | −0.0011*** (0.0004)      | Education level (vocational school) | −0.2005*** (0.0235)       |
| Precipitation                  | 0.0105 (0.0092)          | Education level (university bachelor) | −0.0286* (0.0156)       |
| Age                            | −0.1379*** (0.0167)      | Education level (university higher degree) | 0.1301 (0.2899)       |
| Age square                     | 0.0017*** (0.0002)       | Health status (ref = very good) | −0.1383*** (0.0064)       |
| Age cubic                      | −9.76e−06*** (1.24e−06)  | Good                           | −0.3728*** (0.0101)       |
| Household size                 | −0.0057* (0.0031)        | Fair                           | −0.8020*** (0.0212)       |
|                                 |                          | Bad                            | −1.5077*** (0.0539)       |
| Job status (ref = full time)   | MWTP for a drop of one standard deviation in O3 per year | $6930 |
| Job status (part time)         | −0.0047 (0.0189)         | MWTP for a drop of one standard deviation in SO2 per year | $9340 |
| Job status (unemployed)        | 0.3192*** (0.0798)       | MWTP for a drop of one standard deviation in NO2 per year | $5110 |
| Job status (retired)           | −0.0602 (0.0395)         | MWTP for a drop of one standard deviation in CO per year | $1800 |
|                                 |                          | MWTP for a drop of one standard deviation in PM10 per year | $2200 |

Standard errors between brackets, clustered standard errors on wave-specific municipality level;***, ** and * indicate significance at 1, 5 and 10% level
the outcome of interest is identified conditioning on a proper set of control variables. For instance, in Fig. 4, to identify the effect of health status (hlstat) on life satisfaction the analysis should condition on age and job status, without conditioning on unnecessary variables, avoiding other sources of bias. Having information on age and job status, and using the factorization Eq. (5), we can identify the effect of a given level of health status on life satisfaction. Using the back-door criterion (9) and the factorization Eq. (5), the policy maker can evaluate the effect of health status given certain levels of age and job status on life satisfaction. For instance, the effect of those with very poor health status on life satisfaction can be identified, given the information that they are old and unemployed or retired. In other words, to evaluate the relationship between health status and life satisfaction we have to condition or control on age and job status. We can follow a similar interpretation for other factors of interest. On the other hand, we show in Fig. 4 that there is no direct arc from age on life satisfaction, but this is mediated through health. However, in other cases the effect may be totally blocked-off; therefore, it is important to condition only on the parents of the factor of interest and not on its descendants, since these are its effects and not causes. This means, that these factors are on the causal pathway and they may block or even distort its effect on the outcomes. We should notice that the main point of interest in this study is to explore the relationship between single factors—the air pollution and income—and one outcome, which is the life satisfaction. However, the factorization Eq. (5) and the back-door criterion (9) generalise to multiple treatments and outcomes, for instance, the identification of the weather impact on air quality or the effect of age on health status and so on.

The second important bias that BN framework accounts for is the confounding. This is the case when we aim to evaluate the effect of a factor X on an outcome Y. The question then arises whether the variables should be adjusted on another set of factors Z, which are known as confounders. A confounding bias will be reported, when a factor which is confounder is not considered, and this actually leads to omitted variable bias. For example, in Fig. 4 we show the association between household size (nbpers) and life satisfaction (life_sat), and both node variables are confounded by income. Another example is the age which is confounder for health status (hlstat), job status (occupa) and household size (nbpers). Besides the common beliefs that regressions should include many controls, adding covariates in the adjustment set Z, we may create confounding bias, especially when these variables are not confounders. Failing to adjust on the set of confounders Z, we may devise a spurious relationship between two variables. Therefore, adjusting on this set, the other two variables become independent, while failing to do it we may build a spurious relationship. We see for example in Fig. 4 that age is a confounder for household size and health status. Therefore, to examine the relationship between health status and life satisfaction the regression must condition on age, but not on household size, since the latter is not its parent. Overall, for a variable to be a potential confounder the following criteria should be met: (a) it must have an association with the outcome variable; (b) it must be associated with the exposure or factor of interest; and (c) it must not be the effect of the exposure, meaning that it should not be a part of the causal pathway or a child according to the BN and DAG terminology we described in the previous section.
The next source of bias is the selection bias which is the case where the outcome has two causes. In Fig. 4, life satisfaction has two causes, besides others, household size (nbpers) and health status. In this case, household size given life satisfaction explains away the health status and vice versa. Therefore, this implies that when the regression analysis conditions on a common effect of exposure and outcome may cause selection bias, we assume only two causes, $X$ and $Z$, and one outcome expressed by $Y$. Then the selection bias refers when the analysis conditions on the outcome variable which is collider and we represent it as $X \rightarrow Y \leftarrow Z$. Thus, by conditioning for example on both health status and household size, the estimates will be inconsistent. Selection bias is the distortion between two variables that occur when the analysis controls on a common effect, which is the collider variable life satisfaction in the case we explore. This is one of the other merits of BN and DAG framework which allows us to illustrate and identify graphically the sources of bias.

In Table 5, we present various regressions for the life satisfaction function as robustness checks. In column (1), we report the regression for the air pollution mapped within 5 km of the centroid of the municipality, while in column (2) we take the monthly averages of the air pollutants. In column (3), we add the traffic volume as an additional control, and in the last two columns we consider the respondents’ awareness and opinion about environmental issues.

Regarding the air pollution mapping within a radius of 5 km, the results show that the coefficients are close to the estimates using a radius of 20 km, implying that the air pollution mapping is robust. Also, we should notice the number of observations is lower, since the distance between the air monitoring stations and the centroid of the municipality becomes now shorter. In the second column, we consider the monthly averages of the air pollutants aiming to examine the robustness of the results when we account for different time frame. The results show the coefficients of the air pollutants are slightly lower, but still similar to the coefficients we find when we use the air pollutants on daily frequency.

In the third column of Table 5, we include the traffic volume into the regression analysis. In this case, we map both air pollution and traffic using the IDW method within a radius of 20 km. The results show that the air pollutant coefficients are slightly larger than the ones estimated using the daily and monthly air pollution levels. This indicates that traffic is an important factor for both life satisfaction and air pollution, since traffic can cause air pollution. However, we should note the number of observations is lower, because the traffic data are available after 2001.

Next, we present the estimates accounting for the respondents’ environmental awareness and activities. In column (4), we include into the regression model a dummy variable taking the value 1 whether the respondent is a member of an environmental group and 0 otherwise. The results show that the MWTP are very close to the previous estimates, while the dummy is insignificant, suggesting that there is no significant relationship between the life satisfaction and environmental group activities. In column (5), we consider a categorical variable indicating whether the respondent supports the environment protection over growth, or prefers economic growth. The third category of the variable refers to those who are indifferent. The results are once again similar with those derived from the previous estimates, while those who support economic growth report lower life satisfaction levels compared to the respondents who suggest
| Variables                                           | 5 km       | Monthly air pollutants | Traffic volume | Member of environmental group | Environmental direction |
|-----------------------------------------------------|------------|------------------------|----------------|-----------------------------|-------------------------|
| Equivalent household income                        | 0.0772***  | 0.0802**               | 0.0788***      | 0.0789***                   | 0.0792***               |
|                                                     | (0.0122)   | (0.0329)               | (0.0112)       | (0.0140)                    | (0.0142)                |
| O₃                                                  | −0.0021*** | −0.0020**              | −0.0025***     | −0.0021**                   | −0.0020***              |
|                                                     | (0.0006)   | (0.0009)               | (0.0008)       | (0.0008)                    | (0.0008)                |
| SO₂                                                 | −0.0032*** | −0.0029***             | −0.0034***     | −0.0033***                  | −0.0034***              |
|                                                     | (0.0007)   | (0.0007)               | (0.0007)       | (0.0008)                    | (0.0008)                |
| NO₂                                                 | −0.0018**  | −0.0015***             | −0.0019**      | −0.0018**                   | −0.0018**               |
|                                                     | (0.0008)   | (0.0005)               | (0.0009)       | (0.0008)                    | (0.0009)                |
| CO                                                  | −0.0005*   | −0.0005*               | −0.0007*       | −0.0004*                    | −0.0005*                |
|                                                     | (0.0003)   | (0.0003)               | (0.0004)       | (0.0002)                    | (0.0003)                |
| PM₁₀                                                | −0.0007*   | −0.0004**              | −0.0006*       | −0.0005*                    | −0.0005*                |
|                                                     | (0.0004)   | (0.0002)               | (0.00032)      | (0.00028)                   | (0.00029)               |
| Traffic                                             | −0.0061**  |                       |                |                             |                         |
|                                                     | (0.0028)   |                       |                |                             |                         |
| Member of environmental group                       |            |                        |                |                             | 0.0239                  |
| (yes)                                               |            |                        |                |                             | (0.0330)                |
| Environmental direction (reference = in favour of   |            |                        |                |                             | −0.0312**               |
| environment)                                        |            |                        |                |                             | (0.0151)                |
| In favour of economic growth                         |            |                        |                |                             |                         |
|                                                     |            |                        |                |                             | −0.0081                 |
|                                                     |            |                        |                |                             | (0.0112)                |
| Neither                                             |            |                        |                |                             |                         |
| No obs.                                             | 65,447     | 71,084                 | 62,113         | 57,734                      | 57,488                  |
| Adjusted R square                                   | 0.3341     | 0.3014                 | 0.3112         | 0.3464                      | 0.3112                  |
Worthy to lose some money for better air quality...

Table 5 continued

| Variables                                           | 5 km | Monthly air pollutants | Traffic volume | Member of environmental group | Environmental direction |
|-----------------------------------------------------|------|------------------------|----------------|--------------------------------|-------------------------|
| MWTP for a drop of one standard deviation in O$_3$ per year | $8940 | $8500                  | $9500          | $8900                          | $8850                   |
| MWTP for a drop of one standard deviation in SO$_2$ per year | $12,450 | $11,600               | $12,850        | $12,600                         | $12,750                 |
| MWTP for a drop of one standard deviation in NO$_2$ per year | $7200   | $6600                  | $7300          | $7100                          | $7000                   |
| MWTP for a drop of one standard deviation in CO per year | $2150  | $1900                  | $2300          | $2000                          | $2050                   |
| MWTP for a drop of one standard deviation in PM$_{10}$ per year | $2900  | $2600                  | $2700          | $2700                          | $2650                   |

Standard errors between brackets, clustered standard errors on wave-specific municipality level; ***, ** and * indicate significance at 1, 5 and 10% level
Table 6 Seemingly unrelated regressions SUREG

| Variables                | DV: life satisfaction |
|--------------------------|-----------------------|
| Equivalent household income | 0.0771*** (0.0091) 0.0771*** (0.0091) 0.0771*** (0.0091) 0.0771*** (0.0091) |
| O3                       | −0.0020*** (0.0007)   |
| SO2                      | −0.0029** (0.0013)    |
| NO2                      | −0.0016** (0.0008)    |
| CO                       | −0.0005* (0.0003)     |
| PM10                     | −0.0005** (0.0002)    |
| No obs.                  | 71,084                |
| R square                 | 0.3616                |
| MWTP for a drop of one standard deviation in air pollutant | $8800 $11,800 $6800 $2000 $2000 |

Standard errors between brackets; ***. ** and * indicate significance at 1, 5 and 10% level

that environmental protection should be the priority of the political agenda. On the other hand, people who are indifferent between the two policies have no significant difference on life satisfaction in comparison with the reference category. The purpose of estimating the regressions in columns (4)–(5) is to control for the environmental actions and awareness. The number of observations also is lower due the fact that these questions were unavailable in the last two waves of the SHP survey.

In Table 6, we report the seemingly unrelated regression (SUR) system results with random effects within the adapted probit framework. The basic idea of employing a SUR system is that the individual relationships for air pollutants may be linked, meaning that their disturbance can be correlated. One important motivation of using SUR is to gain efficiency in estimation by combining information on different equations, since the air pollutants we examine are inserted in different equations. We conclude that the estimated coefficients of both income and air pollution are very similar with those derived by the single equation modelling in Table 3. Furthermore, we do not report the estimated coefficients for the rest of the control variables as are close with those found in the previous estimates.

6 Conclusions

This study has used a set of panel micro-data on self-reported life satisfaction derived from the Swiss Household Survey. Using an alternative approach for dealing with the causal effects of income on life satisfaction and deriving more robust WTP values, this study reveals and confirms important findings. First, the results suggest that air
pollution has direct effects on individuals’ well-being. Second, there is evidence of a substantial trade-off between income and air quality, which is the compensating differential for air pollution. In addition, in this study we used a BN framework as a robustness check. The results are close to those derived by GMM; however, the income causal effect and therefore the MWTP values are lower than those found by using the fixed effects model.

There are various areas for further future research. First, we may gain valuable insights by implementing additional empirical comparisons between the life satisfaction approach and traditional methods, such as the stated and preference methods, choice modelling and others. Another area for future research refers on improvements in the LSA. One major issue is the need for more precise estimates of the income effect on well-being measures, as this study has tried to do. So far, the studies using exogenous changes in income are rare. The third area refers on the subjective well-being measures. There is still the concern that using these measures, it is likely to take biased estimates due to conceptual problems and contextual factors. The anchoring vignettes proposed by King et al. (2004) can be an alternative approach; however, in this study we have not followed this method as anchoring vignettes are unavailable in the SHP. In addition, various robustness checks can take place, such as regressions for gender, age groups, urban versus rural areas and different time frames for air pollution. Also, future studies may look at alternative models, such as the generalised ordered class probit and logit models, accounting for slope heterogeneity.

Overall, one very critical concluding remark derived by this study is the negative and significant direct impact that air pollution has on an individual’s well-being, which is consistent with previous studies. We suggest large-scale research studies that incorporate many countries and high dis-aggregated geographical data to clarify the complex links between socio-economic, demographic and area–location characteristics, well-being, and the individuals’ exposure to air pollution. This analysis may offer further valuable insights to policy makers, households, and industry and public authorities, to achieve cleaner, happier and sustainable areas and cities. Furthermore, the Bayesian network and directed acyclic graphs (DAGs) framework applied in this study may serve as useful tools for policy makers about decision-making and planning on environmental regulation law issues and themes.
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