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ABSTRACT

Clickbait is a commonly used social engineering technique to carry out phishing attacks, illegitimate marketing, and dissemination of disinformation. As a result, clickbait detection has become a popular research topic in recent years due to the prevalence of clickbait on the web and social media. In this article, we propose a novel attention-based neural network for the task of clickbait detection. To the best of our knowledge, our work is the first that incorporates human semantic knowledge into an artificial neural network, and uses linguistic knowledge graphs to guide attention mechanisms for the clickbait detection task. Extensive experimental results show that the proposed model outperforms existing state-of-the-art clickbait classifiers, even when training data is limited. The proposed model also performs better or comparably to powerful pretrained models, namely, BERT, RoBERTa, and XLNet, while being much more lightweight. Furthermore, we conducted experiments to demonstrate that the use of human semantic knowledge can significantly enhance the performance of pretrained models in the semisupervised domain such as BERT, RoBERTa, and XLNet.
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I. INTRODUCTION

Clickbait is designed to entice Internet users into clicking on a hyperlink that leads to a web page or another piece of online content such as an article, an image or a video. There are three principal uses of clickbait:

1) Phishing attacks: Attackers send malicious messages to victims that trick them into clicking on a hyperlink. The purpose is to steal sensitive information such as login credentials, banking information or credit card numbers, or to install malicious software such as ransomware on the victims’ computers.

2) Legitimate and illegitimate marketing: Marketers use attention-grabbing headlines to entice users into clicking on hyperlinks that lead to online articles or advertisements. Marketers make money based on the number of clicks that an article or advertisement receives.

3) Spreading misinformation and disinformation (fake news): Similarly, attention-grabbing headlines are used to build suspense and sensation in order to lure users into clicking on hyperlinks that lead to articles or online content with fake news.

The focus of our work in this article is on cases (2) and (3). In particular, we determine whether a headline is clickbait or not by matching its content to the textual content of the article linked to it. If the content of the headline closely matches that of the linked article, it is not clickbait. Otherwise it is classified as clickbait. An example is given in Table 1.

It should be noted that not all articles with clickbait headlines are fake news. However, clickbait headlines are one of the hallmarks of fake news. Therefore, the classification of clickbait is useful as the first step toward a more fine-grained classification of fake news (e.g., by examining the content of the article for authenticity).

Clickbait detection has become a popular research topic in the past few years due to the prevalence of clickbait on the Internet. Chen et al. [1] examined both contextual (e.g., semantic
TABLE 1. Examples of Clickbait and Non-Clickbait From the FNC Challenge dataset [3]

| ♦ Headline | EXCLUSIVE: Apple To Unveil The Long-Awaited Retina MacBook Air At Its “Spring Forward” Event |
| ♦ Body | Last week, Apple sent out the invites for its “Spring Forward” event, … The Retina MacBook Air, currently codenamed “MacBook Stealth” internally, will also come with a modest price decrease according to previous reports. |
| ♦ Candidate | [clickbait, non-clickbait] |

| ♦ Headline | Next-generation Apple iPhones’ features leaked |
| ♦ Body | When faced with the choice of feasting on a fine meal of human while listening to Justin Bieber’s music … his cellphone rang, and the ringtone of Justin Bieber hit “Baby” startled the animal … “I know that sort of ringtone isn’t to everyone’s taste but my granddaughter loaded it onto my phone for a joke,” … |
| ♦ Candidate | [clickbait, non-clickbait] |

and lexical features) and non-contextual information (e.g., figures, user behavior). The authors applied conventional machine learning methods such as support vector machines (SVM) and naïve Bayes to these features for final predictions. Potthast et al. [2] examined the features from both the headlines and linked articles/webpages. Additionally, the authors leveraged linguistic information (e.g., the average word length and sentiment preference) and lateral information (e.g., the authorship of a headline). They then fed a combination of these features into conventional machine learning models such as random forest, naïve Bayes, and logistic regression.

Recently, artificial neural networks (ANN) have been widely used to detect clickbait [4], [5], due to their effectiveness and efficiency in deriving complex associations from a dataset [6] and processing large volumes of features. For example, most top-ranked competitors in the 2017 Clickbait Challenge [7] used deep learning in their clickbait detection models. The first ranked team [5] applied bi-directional gated recurrent units (BiGRU) with incorporated attention mechanisms [8] to model contextual information from the clickbait dataset. In addition, Glenski et al. [4] adopted long short term memory (LSTM) [9] and convolutional neural networks (CNN) to capture both textual and visual information from the dataset and feed them into the models.

However, the above ANN-based models [4], [5] mainly focus on integrating a variety of neural network structures. The importance of semantic correlations between a headline and its linked article was overlooked in the above works. In particular, every pair of words, one from the headline and the other from the linked article (headline-article word pair), can be examined to derive semantic correlations between them and, ultimately, between the headline and the article [10]. The semantic correlations between word pairs are then used to build linguistic knowledge graphs [11]; the graphs will enable neural models to identify similarity patterns in a latent feature space more effectively.

Only a few existing models have used the correlations between headlines and their linked articles for clickbait identification. Biyani et al. [12] used similarities between the headline and the first five sentences of the linked article for clickbait detection, integrated with conventional handcrafted textual features (e.g., the number of upper case words and the number of acronyms). Kumar et al. [13] used Siamese networks to assess similarities between the textual content and visual images. The authors fed the similarity features into several fully connected neural network layers. Dong et al. [14] used bi-directional gated recurrent units (GRU) to learn contextual features of headlines and their linked articles. Additionally, the authors applied a cosine similarity-based method to learn global matching similarities between headlines and their linked articles.

There are, however, two shortcomings in the above clickbait identification models. First, they do not leverage human semantic knowledge, which is essential to determine semantic correlations between a headline and its linked article for the clickbait detection task [10]. The example in Fig. 1 illustrates the importance of human semantic knowledge to clickbait detection. Second, the methods they use to match a headline with its linked article, such as cosine similarity [12] or simple attention-based networks [14], do not adequately capture similarity information.

To overcome these challenges, we propose an attention-based neural network using human semantic knowledge, which can be applied to clickbait detection and several other tasks (e.g., word sense disambiguation and machine reading comprehension). We introduce two novel mechanisms in the proposed network. First, we incorporate human semantic knowledge into the proposed neural network, which is inspired by the work in neuroscience by Chen et al. [15]. We use WordNet [16], a lexical database of semantic relations between words, to acquire semantic correlations of headline-article word pairs. Intuitively, semantic knowledge of word pairs such as hyponyms, hypernyms, and/or synonyms can facilitate the similarity matching of words in a headline to words in the linked article. Therefore, for each headline and its linked article, the proposed model generates a linguistic knowledge graph using WordNet that represents semantic correlations of headline-article word pairs. Secondly, the

FIGURE 1. An example illustrating the importance of human semantic knowledge to clickbait detection. Without human semantic knowledge, this example will be incorrectly classified as clickbait. In the example, the proposed model can find the correct answer because it knows “ringtone” is a synonym of “song,” and “fisherman” is a hyponym of “man” thanks to the use of human semantic knowledge.
attention mechanisms, joint attention and self-attention, used by the neural network are enhanced with human semantic knowledge. Specifically, the attention mechanisms use the knowledge graph generated earlier and focus on the most important parts of the graph in order to extract most meaningful headline-article word pairs. For this reason, we say that the proposed attention mechanisms are knowledge enhanced.

To the best of our knowledge, our work is the first that incorporates human semantic knowledge into a neural network for clickbait detection;

- uses linguistic knowledge graphs built from WordNet to guide the attention mechanisms for the clickbait detection task.

Our contributions are as follows.

- We propose a novel attention-based neural network model named Knowledge-Enhanced Clickbait Detector (KED) that uses linguistic knowledge graphs built from WordNet to guide the attention mechanisms. The proposed neural network can effectively capture discriminative features from local and global similarities. Global similarities are captured using the proposed knowledge-enhanced joint-attention mechanism. To minimize the impact of noise, the model selects the most useful similarity features for the final predictions using the proposed knowledge-enhanced self-attention mechanism.

- We incorporate human semantic knowledge into the neural network and its attention mechanisms to better capture semantic correlations of headline-article word pairs. Experimental results show that this novelty significantly enhances the performance of KED and that of several pretrained models such as BERT, RoBERTa, and XLNet.

- We conducted extensive experiments to evaluate the proposed model on two real-world clickbait datasets, Clickbait Challenge [7] and FNC Challenge [3]. Experimental results show that our model significantly outperforms existing state-of-the-art models/systems [4], [5], [13], [14], [17], [18], [19], [20], [21], even when training data is limited. The proposed model also performs better or comparably to powerful pretrained models, namely, BERT, RoBERTa, and XLNet, while being much more lightweight.

- Based on extensive comparative experiments, we carry out comprehensive analyses which will benefit future studies.

Illegitimate marketing has been used to defraud consumers via products and services such as counterfeit goods, and pyramid, Ponzi, “make money quick” and pump-and-dump schemes. Fake news has had profound impacts on a country’s political and social stability [22], [23], democracy [24], financial markets [25], [26], and public health [27]. Our work in this article, clickbait detection, is a first step towards developing effective countermeasures to the threats of consumer frauds and fake news.

The remainder of this article is organized as follows. Section II presents related work. Section III describes in detail the proposed attention-based neural network that uses human semantic knowledge. Section IV discusses the application of the proposed neural network to clickbait detection. In Section V, we present and analyze experimental results to validate the effectiveness of pretrained word embeddings, knowledge enhancement to the attention mechanisms, and human semantic knowledge in the proposed model KED. We also compare the performance of the proposed model with that of existing state-of-the-art models/systems. Section VI presents concluding remarks and future work.

II. RELATED WORK

We briefly review neural networks in Sections II-A, and discuss existing work on clickbait detection in Section II-B.

A. NEURAL NETWORKS

Artificial neural networks (ANN), with an excellent capacity for automated recognition of patterns and regularities in data, are meant to emulate human brains. They are composed of densely interrelated neurons. After being fed with data, the neurons enable a model to learn the hidden features and produce predictions [28].

A theoretical paradigm called threshold logic [29] can be seen as an initial archetype of ANN. Their study revealed that ANN could be a type of possible instrument for the implementation of artificial intelligence.

Later, an idea of the perceptron was introduced [30]. It consists of an input layer and an output layer, which are linearly connected. Afterward, the popular backpropagation method [31] enables the training of numerous layers ANN like multi-layer perceptron (MLP). In addition, MLPs have been shown to be able to simulate most of the potential functions in practice by using non-linear activation functions (e.g., ReLU) [32].

Due to the shortage of annotated data and insufficient computing performance, however, it was not possible to have large-scale training on ANN (e.g., RNN and CNN). Recently, the advent of fast graphics processing units (GPUs) resolved this issue, which results in 10 or 20 times speed-up for training neural networks [6]. Furthermore, a number of large data sets such as BooksCorpus [33] and ImageNet [34] are published, which successfully benefit the training of deep neural networks. As a result, in a wide range of fields, such as computer vision and natural language processing, ANNs continue to improve the classification performance thanks to the increases in network depths and widths [28].

In recent years, deep learning has contributed to the advancements of numerous fields such as cybersecurity, natural language processing, and computer vision. Since very little manual engineering is required, deep neural networks are able to benefit from the increase in data volume and computing power [6]. In other words, patterns of latent features from a large data set can be effectively and efficiently derived by deep learning techniques. Therefore, more advancements in many applications can be expected in the future thanks to deep learning [28].
B. EXISTING WORK ON CLICKBAIT DETECTION

As a new topic of study, prior research works on clickbait detection extracted and applied hidden features from the data [1], [2], [35]. In such works, both non-textual information (e.g., images) and textual content were taken into account. In addition to the features of semantic and lexical levels extracted from the content, user behavior characteristics were also considered. A variety of machine learning methods were applied based on those obtained features, such as SVM and naïve Bayes.

Recent research on clickbait detection leverages supervised learning frameworks using a wide range of features, such as readability, forward references, term frequencies [12]), which are linguistic-based; webpage links [2], which is non-linguistic-based; headline stance [36] and user interests [37], [38]. Other studies showed that clickbait could be identified by readability, cardinal numbers, particular adjectives, and nouns describing sentiment, which reflect information on authority and sensationalism [39]. More recently, in order to avoid the labour-intensive task of deep engineering, deep learning has been used more widely for clickbait detection [5], [40], [41].

Razaque et al. proposed a RNN model to determine if a link (URL) in a clickbait message is malicious or harmless [42]. Another RNN model by the same authors determines if the content pointed to by a link (e.g., an article or a social media post) is malicious or harmless [43]. Zhou et al. proposed a clickbait detection model based on graph convolutional networks, and evaluated the model using a dataset in the Chinese language [44]. Recent deep learning models for clickbait detection [20], [21], [45] adapted and fine-tuned transformer models such as BERT [46], RoBERTa [47], XLNet [48], ELECTRA [49] and ALBERT [50]. Mareddy et al. [45] evaluated their transformer-based model using a large dataset in the Telugu language.

To benefit from deep learning techniques, word vectors [51], [52] have also been used to represent textual information in many studies [53]. In [19], the headlines were mapped into word embeddings matrices, which were then fed into convolutional neural networks (CNN). Additionally, recurrent neural networks (RNN), because of their effectiveness in handling sequential data, are commonly adopted for the detection of clickbait. In the Clickbait Challenge competition, all the top five teams applied RNN-based models such as attention-based bi-GRU [5] and LSTM [4] to the analysis of textual input.

Only a few works have studied the correlations between headlines and their linked articles for clickbait identification. Biyani et al. [12] adopted n-gram-based gradient boost decision trees (GBDT) to evaluate information similarities, as well as various measures such as Coleman-Liau scores [54] and RIX and LIX indices [55]. Kumar et al. [13] applied Siamese networks to determine the textual similarity between headlines and linked articles. The author also considered the similarity between textual descriptions and images. Finally, both textual and visual similarity features were combined to be input into the model for training and inference.

The proposed neural model KED is different from existing clickbait detection models in that it uses
- human semantic knowledge pre-extracted from WordNet to assist in the matching of each given headline and its linked article;
- knowledge graphs to guide the attention mechanisms to extract the most meaningful headline-article word pairs.

As a result, the proposed model performs significantly better than existing state-of-the-art models [5], [14].

An earlier version of our neural network model and preliminary results were first reported in [10]. The earlier model (which we name KEDr in this article) and results in [10] were based on randomized initialized word embeddings. In this article, we extend the model and optimize its performance by incorporating pretrained word embeddings [56] into KED. In addition, we conducted new experiments and provided new results that compare the performance of KED and with that of current state-of-the-art models when training data is scarce (the case of data scarcity). Another major extension is new experimental results that show that the use of human semantic knowledge significantly improves the classification performance of pretrained models in the semisupervised domain such as BERT, RoBERTa, and XLNet.

III. THE PROPOSED ATTENTION-BASED NEURAL NETWORK

We propose an attention-based neural network named Knowledge-Enhanced Clickbait Detector (KED) that comprises two parts: (a) human semantic knowledge extraction, and (b) attention mechanisms guided by knowledge graphs.

A. HUMAN SEMANTIC KNOWLEDGE EXTRACTION USING WORDNET

In this section, we describe in detail our human semantic knowledge extraction scheme, which uses WordNet [16] to extract human semantic knowledge from headline-article word pairs in the dataset. Semantic relations extracted from WordNet are used to build linguistic knowledge graphs, which are then input into the model.

Intuitively, knowledge about antonyms, co-hyponyms, synonyms, hyperonyms, hyponyms, and synonyms between given words can potentially help to align word pairs between a given headline and its linked article. For instance, knowledge about synonyms, hyperonyms and hyponyms is helpful to identify entailment relations; knowledge about antonyms and co-hyponyms helps to recognize contradiction relations [11].

We extend [11] to extract relations of lexical pairs in a configurable manner by using a hyperparameter \( r \in \mathbb{N} \) as follows.
- Synonym relation: If the words in the pair are synonyms in WordNet, the pair yields 1 (true). Otherwise, it yields 0 (false).
- Antonym relation: If the words in the pair are antonyms in WordNet, the pair yields 1 (true). Otherwise, it yields 0 (false).
• Hypernym relation: If one word is a hypernym of another word in WordNet, the pair yields value $1 - n/\tau$, where $n$ denotes the number of edges between the two words in a hierarchy, and the hyper-parameter $\tau$ denotes the exact path length. Otherwise, it yields 0 (false). Consider two word pairs: “fisherman, skilled worker” and “fisherman, worker,” and $\tau = 5$. Since ‘skilled worker’ is the direct hypernym of ‘fisherman,’ and ‘worker’ is the direct hypernym of ‘skilled worker’ (i.e., worker $\leftarrow$ hypernym direct hypernym skilled worker $\leftarrow$ hypernym direct hypernym fisherman), they yield {fisherman, skilled worker} = 1 − $\frac{1}{5}$ = 0.8 and {fisherman, worker} = 1 − $\frac{2}{5}$ = 0.6, respectively. It is worth noting that a large $\tau$ increases the chances of trivial hypernym relations retrieved from the knowledge base, eventually leading to lower performance. On the other hand, a small $\tau$ would limit the number of hypernym relations obtained from the knowledge base, also resulting in lower performance.

• (d) Hyponym relation: It is the inverse of the hypernym feature.

• (e) Co-hyponym relation: If the two words have the same hypernym, but they do not belong to the same synset, the pair yields 1 (true). Otherwise, it yields 0 (false). Note that hyperparameter $\tau$ enables effective extractions of hypernym relations (and, consequently, hyponym and co-hyponym relations) from the knowledge base by avoiding extracting too few or too many hypernym relations.

The above extracted relations from the knowledge base WordNet applied to the joint-attention mechanism facilitates the matching between headlines and their linked articles.

B. THE PROPOSED KNOWLEDGE ENHANCED ATTENTION MECHANISMS

Attention mechanisms are essential components of our model. In this section, we describe in detail the proposed knowledge enhanced attention mechanisms.

Attention mechanisms aim to fuse the associated representations of headline-article word pairs. There are two attention mechanisms: joint attention [57] and self attention [58]. Given a headline and its linked article, the purpose of joint attention is to fuse the headline representation into the article representation in order to obtain a headline-aware representation of the article [14]. The purpose of self attention is to fuse the headline-aware representation of the article into itself in order to obtain the final article representation [5].

Existing works [5], [14] apply either standard dot-scale attention or cosine similarity-aided attention to align a headline and its linked article, without using any external knowledge. In contrast, our proposed neural network leverages WordNet to build knowledge graphs which are then used to guide the focus of the two attention mechanisms. We name the attention mechanisms in the proposed model knowledge-enhanced joint-attention and knowledge-enhanced self-attention, respectively.

1) KNOWLEDGE-ENHANCED JOINT-ATTENTION

Joint attention aims to interconnect the representations of a headline and its linked article, and produces a set of headline-aware feature vectors for the words in the linked article [57]. The input to the knowledge-enhanced joint-attention layer includes the representations of a headline and its linked article from the previous layer of a model, and the output is headline-aware vector representations of the words in the linked articles.

Formally, given a set of linked articles $B \in \mathbb{R}^n$ with $n$ words and a set of headlines $H \in \mathbb{R}^m$ with $m$ words, let $E_B \in \mathbb{R}^{d \times n}$ and $E_H \in \mathbb{R}^{d \times m}$ denote the embeddings of the linked articles and headlines, respectively. Following [59], we compute the similarity of each headline-article word pair, rendering a similarity matrix $J \in \mathbb{R}^{n \times m}$. Then, each row of $J$ is normalized by applying the softmax function, and a matrix $T$ is obtained. The article-to-headline attention is then computed as $\bar{J} : HT \in \mathbb{R}^{d \times n}$. The headline-aware vector $p_i \in \mathbb{P}$ of article $b_i \in B$ is computed for the words in $b_i$ as follows [57], [60]:

$$p_i = w[h_i; b_i; h_i \odot b_i; h_i \odot b_i] \quad (1)$$

where $w \in \mathbb{R}^{4d}$ is a trainable parameter; $h_i \in H$ is the headline representation; $b_i$ represents the headline-to-article vector; $[,]$ stands for a vector concatenation across rows; and $\odot$ represents element-wise multiplications.

Since contextual embeddings contain only high-level information, we believe that introducing pre-extracted human semantic knowledge into the computation of similarities will enhance the ability of the model to identify the boundaries of the clusters and is helpful to the final predictions. Therefore, we apply the pre-extracted human semantic knowledge in order to enhance context embeddings.

Next, the headline-aware body representation $P$ is encoded by the neural network and a matrix $U \in \mathbb{R}^{d \times n}$ is obtained as coarse-grained memories for words of the linked articles. The matrix $U$ captures the interaction between the words of an articles with respect to its linked headline and is further processed by the knowledge-enhanced self-attention mechanism.

2) KNOWLEDGE-ENHANCED SELF-ATTENTION

Self-attention is a part of the fine-grained memory layer. Its purpose is to fuse the coarse-grained memories $U$ into themselves. Through the knowledge-enhanced joint-attention layer, the headline-aware representation $u_i^B$ of an article $b_i \in B$ is generated to locate important parts of the linked article. However, such a representation has very limited knowledge of the context. To overcome this problem, we directly match the headline-aware representation of article $b_i$ against itself [61], [62]. This process can effectively pinpoint important word pairs within the representation and update the representation with this useful information. The fine-grained memories $v_i^B \in V$ of article $b_i$ is computed as follows, where $V \in \mathbb{R}^{d \times n}$ is a matrix that represents fine-grained memories of $B$ and $H$.

$$v_i^B = \text{BiGRU}(v_{i-1}^B, [u_i^B, a_i]) \quad (2)$$
where \( a_i = \text{att}(u^R_i, u^B_i) \) is an attention-pooling vector of the whole article \( (u^H) \) and computed as follows:

\[
a_i = \sum_{k=1}^{n} c_k^i u_i^B, \quad a_i \in A, \tag{3}
\]

where

\[
c_k^i = \frac{\exp(r_j^k)}{\sum_{j=1}^{n} \exp(r_j^k)} \tag{4}
\]

\[
r_j^k = p^\top \tanh \left( W_k^R u_j^B + W_k^R u_k^B \right) \tag{5}
\]

We apply an additional gate to \([a_i^R, a_i] \) to adaptively control the input to the neural network [61]. Thus, a matrix \( V \in \mathbb{R}^{d \times n} \) is obtained as fine-grained memories.

Based on the relationships between words in the headline and its linked article, knowledge-enhanced self-attention extracts semantic information from the whole linked article.

### IV. APPLYING THE PROPOSED ATTENTION-BASED NEURAL NETWORK TO CLICKBAIT DETECTION

As depicted in Fig. 2, our model contains four different layers to capture different linguistic representations. Following is a detailed description of the four layers.

- The first layer extracts information from headlines and their linked articles at the word level. We compute representations of words in the headlines and linked articles as follows [63]. For word embeddings, we use pretrained word vectors GloVe [56] for both headlines and their linked articles. In addition, we use the following two types of linguistic features for each token in the linked articles: (i) named-entity recognizer (NER) encoding for 18 different types of the NER tags; (ii) part-of-speech (POS) tagging encoding for 56 different types of POS tags.
- The purpose of the second layer, a coarse-grained memory layer, is to apply both article-to-headline and headline-to-article attentions, based on representations of headlines and their linked articles. We generate preliminary memories over headline-article word pairs. Specifically, we apply knowledge-enhanced joint-attention (discussed in section III-B1) to fuse the body representation into the headline representation. Then we process this output with a BiGRU layer. Finally, the coarse-grained memories are obtained by concatenating the forward GRU outputs and the backward GRU outputs, which are the headline-aware body representation.
- In the third layer, a fine-grained memory layer, we construct the refined memories over headline-article word pairs using the coarse-grained memories. First, we apply knowledge-enhanced self-attention (discussed in section III-B2) to fuse coarse-grained memories into themselves. Then we process this output with a BiGRU layer. Finally, the fine-grained memories are obtained by concatenating the forward GRU outputs and the backward GRU outputs, which are the final body representation.
- The last layer, a label prediction layer, yields the label prediction based on the fine-grained memories and the headline context embeddings. Specifically, we apply attention pooling to the headline representation to obtain a summary of the headline. Finally, we compute a posterior distribution of the two candidate labels to determine if the headline is clickbait or not.

### A. EXAMPLE AND VISUALIZATION

We present an example to qualitatively demonstrate the effectiveness of the proposed knowledge-enhanced attention mechanisms. We first implemented a base model by applying full bipartite attention (for joint attention) and standard dot-scale attention (for self attention) to the model, similar to the work in [5], [14]. These attention mechanisms in the base model do not utilize human semantic knowledge. As a result, we expected that it would not perform as well as the KED model that has knowledge-enhanced attention mechanisms. We name this base model NKED (No Knowledge Enhancement). The structure of NKED is depicted in Fig. 3. We then replaced full bipartite attention and standard dot-scale attention with the proposed knowledge-enhanced joint-attention and knowledge-enhanced self-attention mechanisms, respectively, to obtain the proposed model KED.

Table 2 shows an example of a headline and its linked article, and the visualization of the output from the knowledge-enhanced attention schemes. Qualitatively, we display the contribution of the phrases to the classification in terms of knowledge-enhanced self-attention. The most important phrases are highlighted in red with the intensity of the color indicating the degree of contribution. Meanwhile, we use waves to indicate the key phrases with high attention scores in terms...
TABLE 2. Visualization of a Sample From the FNC Challenge Dataset. The Proposed KED Model is Implemented With Knowledge Enhancement to the Attention Mechanisms and NKED is Without Knowledge Enhancement. The Most Important Phrases in Self-Attention are Highlighted in Red Where the Intensity of the Color Indicates the Degree of Contribution. The Waves Indicate the Key Phrases With High Attention Scores in Knowledge-Enhanced Joint-Attention

| Model | Sentence Samples | Prediction |
|-------|------------------|------------|
| NKED  | Headline: Justin Bieber ringtone scares bear, saves Russian fisherman | clickbait ❌  |
|       | Body: A Russian man was recently able to fend off a bear attack with a Justin Bieber song |  |
| KED   | Headline: Justin Bieber ringtone scares bear, saves Russian fisherman | non-clickbait ✔  |
|       | Body: A Russian man was recently able to fend off a bear attack with a Justin Bieber song |  |

FIGURE 3. The diagram of NKED model.

of knowledge-enhanced joint-attention. (Detailed visualization techniques can be found in [64].)

As shown in Table 2, NKED (with no knowledge enhancement to the attention mechanisms) captures key phrases saves and able to fend, which have very low similarity. This mismatch contributes to NKED misclassifying the example as clickbait. In contrast, KED is able to correctly classify it as non-clickbait. The knowledge-enhanced joint-attention scheme first captures the global information described by the words ringtone, song, scares, fend off, man and fisherman. Informed by this global information, the knowledge-enhanced self-attention scheme reduces its attention to saves, while capturing key phrases {Justin Bieber ringtone, Justin Bieber song}, {a Russian man, Russian fisherman}, and {scares bear, fend off a bear}. In this case, the model infers that the headline matches its linked article. Accordingly, the model makes a correct prediction labeled as non-clickbait.

In short, the global representation learned by the knowledge-enhanced joint-attention scheme provides an overall grasp of the whole text, which includes both semantic and structural information. It effectively helps the knowledge-enhanced self-attention scheme capture better instance-specific local features and improves classification performance.

In summary, the proposed neural network model is different from existing clickbait detection models in that it uses i) human semantic knowledge, which is pre-extracted using WordNet; ii) knowledge-enhanced attention mechanisms that enable the model to extract the most meaningful headline-article word pairs. On the one hand, the coarse-grained memory layer uses human semantic knowledge to assist both article-to-headline and headline-to-article attention. On the other hand, the fine-grained memory layer uses human semantic knowledge to assist the self-attention mechanism. As a result, the proposed model performs significantly better than existing state-of-the-art models, as will be shown next.

V. EVALUATIONS

We present experimental results obtained from real-world datasets and compare the performance of the proposed model with that of existing state-of-the-art models/systems.

This section is organized as follows. Section V-A describes experiments settings. In Section V-B, we validate the effectiveness of pretrained word embeddings, knowledge enhancement to the attention mechanisms, and human semantic knowledge when applied to KED. Section V-C presents experimental results, comparing the performance of the proposed model with that of existing state-of-the-art systems and analyzing the results in detail. Section V-D verifies that when only a limited amount of training data is available (i.e., data scarcity), KED performs significantly better than the state-of-the-art clickbait detection models. Finally, Section V-E demonstrates the application of the proposed human semantic knowledge extraction scheme to several pretrained models in...
the semisupervised domain, and their significantly improved performance thanks to human semantic knowledge.

### A. EXPERIMENT SETTINGS

This section describes the datasets used in the experiments, the parameters of the proposed model, and the baseline models for comparison.

#### 1) DATASETS

We use two public annotated datasets for the experiments in this article.

**Clickbait Challenge:** This benchmark dataset [7] was released in 2017. It contains a total of 21,997 annotated samples, among which 17,598 are used for training and 4,399 for testing. Each sample is a pair of a headline and a linked article from Twitter posts. Five human annotators assigned a score to each sample, which ranges from 0 to 1, where ‘1’ denotes a post “heavily click-baiting” and ‘0’ indicates “not click-baiting” [65]. The samples with a mean score above 0.5 are considered as clickbait in this work [14].

**FNC Challenge:** This benchmark dataset was released in 2017. It contains a total of 21,997 annotated samples, among which 17,598 are used for training and 4,399 for testing. Each sample is a pair of a headline and a linked article from Twitter posts. Five human annotators assigned a score to each sample, which ranges from 0 to 1, where ‘1’ denotes a post “heavily click-baiting” and ‘0’ indicates “not click-baiting” [65]. The samples with a mean score above 0.5 are considered as clickbait in this work [14].

#### 2) MODEL SETTINGS

To implement the proposed neural network model, we use the Stanford CoreNLP [66] to preprocess the datasets. We apply the WordNet interface provided by NLTK [67] to extract human semantic knowledge. Additionally, we implement the proposed model using TensorFlow [68]. In the stage of extraction of human semantic knowledge, we set the hyper-parameter $\tau$ to 4 and 5 for the Clickbait Challenge and FNC Challenge dataset, respectively. We limit the vocabulary size to 150,000 and 200,000, and set the maximum sequence length to 256 and 300 for the Clickbait Challenge and FNC Challenge dataset, respectively. Table 4 summarizes the above parameters.

Following are the parameters common to both datasets. For the dense layers and the BiGRUs, we set the dimension $d$ to 256. With respect to the training, we use Adam [69] as our optimizer. The learning rate was set to 0.001 and the mini-batch size, to 32. To avoid overfitting, we apply dropout [70] with a value of 0.1, and apply early stopping with a patience of 3. To avoid the exploding gradient problem, we apply gradient clipping [71] with a cutoff threshold of 2. We apply exponential moving averages with a decay rate of 0.999 to optimize the performance.

The above parameters were chosen to find the optimal settings for our experiments. Each data point in the reported results was averaged over three runs.

#### 3) BASELINE MODELS

We compare the proposed KED model with the following baseline models, which can be divided into the five following categories:

- **Deep feedforward networks:** DSSM [17]
- **CNN:** CLSM [18] and CBCNN [19]
- **RNN:** LiNN [4]
- **Attention-based networks:** MSA [13], BiGRU-ATT [5] and LSDA [14]
- **Transformer-based models:** LSACD [20], Transfer Learning [21]

The above five categories are listed in the first five blocks of Table 5. Following are brief descriptions of the baseline models.

**Deep Semantic Similarity Model (DSSM):** Huang et al. [17] used deep neural networks to obtain hidden features of inputs and quantify the similarity in the space of latent representations. The authors preprocessed textual characteristics with n-gram schemes, and used the estimated similarities for prediction.

**Convolutional Latent Semantic Model (CLSM):** Similar to DSSM, Shen et al. [18] leveraged convolutional neural networks for extracting inherent features.

**Linguistically-infused Neural Network (LiNN):** Glenski et al. [4] introduced a model based on CNN and LSTM, which uses knowledge from both headlines and their linked articles. LSTM and CNN networks benefit the model by learning vectorized textual and visual knowledge individually.

**BiGRU-ATT:** Zhou [5] proposed an attention-based BiGRU model. The model first discovers inherent features of headlines and their linked articles. The discovered latent features are then consolidated to be fed into attention-based recurrent networks for the classification task.

**Multi-Strategy Approach (MSA):** Kumar et al. [13] introduced a composite form of clickbait detection models. First, the authors applied an attention-based bidirectional RNN-based method to learn the input data. Then they incorporated the latent information with the relationship knowledge into Siamese networks for the final predictions.

**Clickbait Convolutional Neural Network (CBCNN):** Zheng et al. [19] proposed a convolutional model that leverages only features from the headlines to detect clickbait. The authors first converted headlines into text vectors and then made predictions with textCNN [72].

---

**TABLE 3. Statistics of the Datasets.**

| Dataset       | Clickbait | Non-Clickbait | Clickbait |
|---------------|-----------|---------------|-----------|
| Clickbait Challenge | 5,523     | 16,474        | 33.5%     |
| FNC Challenge   | 54,894    | 20,491        | 72.8%     |

**TABLE 4. Model Settings: Vocabulary Size and Maximum Sequence Length**

| Corpus            | Vocabulary | Length | $\tau$ |
|-------------------|------------|--------|--------|
| Clickbait Challenge | 150,000    | 256    | 4      |
| FNC Challenge      | 200,000    | 300    | 5      |
TABLE 5. Performance Comparison Using the Clickbait Challenge and FNC Challenge Datasets. The Best Result in Each Column is Highlighted in green; Our Previously Published Best Results in [10], From KED, are Shown in blue; Other Researchers’ Previously Published Best Results are Shown in red. The Results in the First to Fourth Block (From DSSM to LSDA) Come from [14]. The Results in the Fifth Block are Taken from [20], [21]. NKED: No Knowledge Enhancement to Attention Mechanisms. KED: With Knowledge Enhancement and Pretrained GloVe Word Embeddings.

| Model           | Clickbait Challenge | FNC Challenge |
|-----------------|---------------------|---------------|
|                 | Accuracy | Precision | Recall | F1-score | Accuracy | Precision | Recall | F1-score |
| DSSM [17]       | 0.817    | 0.655     | 0.661  | 0.658    | 0.747    | 0.894     | 0.740  | 0.811    |
| CLSM [18]       | 0.833    | 0.683     | 0.643  | 0.662    | 0.756    | 0.959     | 0.762  | 0.853    |
| CBCNN [19]      | 0.844    | 0.654     | 0.653  | 0.653    | 0.789    | 0.852     | 0.845  | 0.857    |
| LiNN [4]        | 0.827    | 0.642     | 0.621  | 0.631    | 0.868    | 0.925     | 0.884  | 0.913    |
| MSA [13]        | 0.826    | 0.699     | 0.474  | 0.565    | 0.859    | 0.920     | 0.877  | 0.907    |
| BiGRU-ATT [5]   | 0.856    | 0.719     | 0.650  | 0.683    | 0.879    | 0.924     | 0.897  | 0.919    |
| LSDA [14]       | 0.860    | 0.722     | 0.699  | 0.710    | 0.894    | 0.933     | 0.912  | 0.928    |
| LSACD [20]      | 0.880    | -         | -      | 0.740    | -        | -         | -     | -        |
| Transfer Learning [21] | 0.858    | 0.713     | 0.668  | 0.690    | -        | -         | -     | -        |
| NKED            | 0.862    | 0.724     | 0.704  | 0.714    | 0.892    | 0.930     | 0.911  | 0.920    |
| KED$_R$ [10]    | 0.880    | 0.754     | 0.756  | 0.755    | 0.913    | 0.948     | 0.935  | 0.941    |
| KED             | 0.892    | 0.761     | 0.763  | 0.762    | 0.928    | 0.952     | 0.943  | 0.947    |

**Similarity-Aware Deep Attentive Model (LSDA):** Dong et al. [14] introduced a deep learning model that is similarity-aware and attention-based to acquire and represent similarities.

**Lure and Similarity for Adaptive Clickbait Detection (LSACD):** Zheng et al. [20] proposed a RNN model that examines the similarity between a headline and its linked content, and the headline’s degree of enticement (“lure”) to infer whether the headline is clickbait or not.

**Transfer Learning:** Rajapaksha et al. [21] adapted transformer models BERT, RoBERTa and XLNet for the clickbait detection task by applying several fine-tuning methods and model configuration changes.

The last three blocks of Table 5 list the following models that we implemented:

- NKED: randomly initialized word embeddings; without knowledge enhancement to the attention mechanisms;
- KED$_R$ [10]: randomly initialized word embeddings; with knowledge enhancement to the attention mechanisms;
- KED: pretrained word embeddings; with knowledge enhancement to the attention mechanisms.

**B. VALIDATIONS**

In this section, we validate the effectiveness of pretrained word embeddings, knowledge enhancement to the attention mechanisms, and human semantic knowledge when applied to KED.

1) **EFFECTIVENESS OF PRETRAINED WORD EMBEDDINGS**

We investigate the effectiveness of pretrained word embeddings on KED. In our previous work [10], the model was implemented using randomly initialized word embeddings, which we name KED$_R$. For this article, we replace randomly initialized word embeddings with pretrained GloVe vectors [56], expecting the latter will improve the classification performance of the model. We name the enhanced version KED. It is expected that GloVe can enhance the performance of KED over KED$_R$.

In this experiment, we use GloVe vectors with 300 dimensions to initialize the word embeddings. The results in terms of F1-score, accuracy, precision, and recall on the two datasets Clickbait Challenge and FNC Challenge are listed in Table 5.

Overall, the performance of the proposed architecture can be noticeably improved by using pretrained GloVe word embeddings. For example, KED achieves a higher F1 score of 0.762, 0.7 percentage points (0.762 vs. 0.755) higher than KED on the Clickbait Challenge dataset, and of 0.947, 0.6 percentage points (0.947 vs. 0.941) higher on the FNC Challenge dataset. KED also performs much better than the state-of-the-art model LSDA. KED outperforms LSDA by 5.2 percentage points (0.762 vs. 0.710) and 1.9 percentage points (0.947 vs. 0.928) on the two datasets, respectively. More importantly, the performance gain is particularly significant on the relatively difficult Clickbait Challenge dataset. The experimental results confirm that pretrained word embeddings can improve the performance of our KED model.

2) **EFFECTIVENESS OF KNOWLEDGE ENHANCEMENT TO ATTENTION MECHANISMS (ABLATION STUDY)**

We conducted an ablation study by comparing the performance of KED$_R$ (with knowledge enhancement to the attention mechanisms) to that of NKED (no knowledge enhancement). As depicted in Fig. 3, full bipartite attention and standard dot-scale attention are implemented in NKED.
TABLE 6. Effectiveness of Human Semantic Knowledge. The Hyper-Parameter $\tau$ Selected for the Best Result is Marked in Bold

| $\tau$ | Clickbait Challenge | FNC Challenge |
|--------|----------------------|--------------|
|        | Average edge count per word pair | F1-score | Average edge count per word pair | F1-score |
| 0      | 0.43                 | 0.744       | 0.59                 | 0.931       |
| 1      | 0.86                 | 0.75        | 0.92                 | 0.935       |
| 2      | 1.35                 | 0.752       | 1.52                 | 0.938       |
| 3      | 2.21                 | 0.759       | 1.81                 | 0.942       |
| 4      | **2.79**             | **0.762**   | 2.47                 | 0.945       |
| 5      | 2.93                 | 0.760       | **2.94**             | **0.947**   |
| 6      | 3.49                 | 0.755       | 3.37                 | 0.945       |
| 7      | 3.85                 | 0.753       | 3.74                 | 0.942       |
| 8      | 4.19                 | 0.748       | 3.97                 | 0.940       |
| 9      | 4.73                 | 0.744       | 4.45                 | 0.938       |

FIGURE 4. Illustrations of the results given in Table 6.

They are replaced by the proposed knowledge-enhanced joint-attention and knowledge-enhanced self-attention, respectively, in KED$_R$. Both KED$_R$ and NKED use randomly initialized word embeddings.

The results are given in Table 5. We observe that KED$_R$ performs significantly better than NKED in all cases, thanks to the knowledge enhancement. In particular, on the relatively difficult task Clickbait Challenge, KED$_R$ outperforms NKED by 5.2 percentage points (0.756 vs. 0.704) in terms of recall, and by 4.1 percentage points (0.755 vs. 0.714) in terms of F1-score. The results demonstrate that human semantic knowledge is beneficial to the clickbait detection task, and plays an important role in our neural model.

3) EFFECTIVENESS OF HUMAN SEMANTIC KNOWLEDGE

To verify the effectiveness of applying human semantic knowledge to clickbait detection, we obtain ten augmented datasets by varying $\tau$ from 0 to 9, and train a different KED system on each augmented clickbait detection dataset. Table 6 and Fig. 4 show that when the hyper-parameter $\tau$ is increased from 0 to 9, the amount of human semantic knowledge (represented by the average edge count per word pair) rises monotonically. The performance in terms of F1-score of KED rises until $\tau$ reaches 4 and 5 for Clickbait Challenge and FNC Challenge, respectively. The reason is that a larger $\tau$ value allows more hypernym relations to be extracted from the knowledge base as explained earlier in Section III-A. As $\tau$ increases beyond a peak value (4 or 5), the performance of the model degrades. The reason is that very large values of $\tau$ increase the chances for trivial hypernym relations to be extracted from the knowledge base, leading to lower performance. Thus it can be seen that human semantic knowledge provided by the WordNet-based human semantic knowledge extraction scheme plays an essential role in the training of the proposed KED system.

C. PERFORMANCE COMPARISON WITH EXISTING WORKS

We compare the performance of the proposed KED model with that of the baseline models listed in Section V-A3 using the two benchmark datasets of clickbait detection. Table 5 summarizes the experimental results with four commonly used metrics: accuracy, recall, precision, and F1-score. The experimental results show that the proposed model KED, thanks to the use of human semantic knowledge and
knowledge-enhanced attention mechanisms, significantly outperforms the above state-of-the-art models for both clickbait detection benchmark datasets. For example, on the FNC Challenge dataset, KED outperforms LSDA by 3.4 percentage points in terms of accuracy (0.928 vs. 0.894) and by 3.1 percentage points in terms of recall (0.943 vs. 0.912), with LSDA having the previously published best results on this dataset.

It is worth noting that even the very basic version NKED (with randomly initialized word embeddings and without knowledge enhancement to attention mechanisms) performs better than most of the above state-of-the-art models. For example, on the relatively difficult task Clickbait Challenge, NKED outperforms the best performer of the fourth block (LSDA) by 0.5 percentage points (0.704 vs. 0.699) in terms of recall, and 0.04 percentage points (0.714 vs. 0.710) in terms of F1-score. The reason for the higher performance of NKED is its use of human semantic knowledge for the task of classification, while the previous models do not use human semantic knowledge.

We observe that the CNN and RNN based models in the second and third block perform better than the deep feed-forward networks in the first block. We believe the reason for this is the capability of CNN and RNN in capturing location information.

The models shown in the fourth block, MSA, BiGRU-ATT, and LSDA, perform better than those listed in the first three blocks thanks to the attention mechanisms, which can capture key phrases more effectively. The transformer-based models shown in the fifth block, LSACD and Transfer Learning, perform better than those listed in the first four blocks thanks to the transformer framework that capture key phrases even better. However, all the models underperform KED because they do not use human semantic knowledge or knowledge-enhanced attention mechanisms.

Human semantic knowledge combined with the proposed knowledge-enhanced attention mechanisms enables KED to outperform existing clickbait detection models. The following example illustrates the above advantages of KED over existing models. Consider the following two text samples:

1) "Little John was looking for his toy box. Finally, he found it. The box was in the pen."

2) "The first ballpoint model was patented by the American leather tanner and inventor John J. Loud."

There are no semantic correlations between ‘pen’ and ‘ballpoint’ in this context. The knowledge-enhanced attention mechanisms allow KED to assign a very low similarity score to the word pair {‘pen’, ‘ballpoint’} in this example, while previous models may (incorrectly) give it high similarity scores, leading to lower classification performance.

D. QUANTITATIVE ANALYSIS OF DATA SCARCITY

While deep learning does not require labour-intensive, time-consuming feature engineering compared to traditional machine learning techniques such as SVM, it usually requires a large amount of training data to work effectively. One of the challenges researchers in deep learning often face is the lack of training data. Therefore, it is beneficial to know how a model performs when training data is scarce. In this experiment, we compare the performance of KED with that of state-of-the-art models in the case of data scarcity.

Instead of using all the training examples, we produced several subsets of training data of different sizes so as to study the relationship between the amount of available training data and the model performance. Specifically, from each of the two training datasets (Clickbait Challenge and FNC Challenge) we created four training subsets, which contain 20%, 40%, 60%, and 80% of the original training data set, respectively. We randomly selected headlines (and their linked articles) until the number of headlines reached 20% (40%, 60%, or 80%) of the size of an original data set (listed in Table 3). The random selections of headlines maintain the same clickbait and non-clickbait ratio of each original data set as listed in Table 3.

We compare KED with BiGRU-ATT and LSDA, and evaluate their performance in terms of F1-score, accuracy, precision, and recall using the subsets of training data mentioned above. We choose these two models to compare with KED because LSDA is among the previous top two performers and ranked first in most metrics; BiGRU-ATT is the first ranked model in the Clickbait Challenge competition [7]. Furthermore, BiGRU-ATT, which uses self-attention, and LSDA, which uses global similarity, are the most similar to our model.

As shown in Fig. 5(a) through (h), as the percentage of training samples increases, the F1-score, accuracy, precision, and recall of all three models increase as expected. In all cases, KED performs much better than the other two. For instance, when 80% training samples are available, in terms of F1-score on the Clickbait Challenge dataset, KED achieves 0.738, 6.8 percentage points higher than LSDA (0.738 vs. 0.670) and 7.6 percentage points higher than BiGRU-ATT (0.738 vs. 0.662). Similarly, when 60% training samples are available, in terms of F1-score on the FNC Challenge dataset, KED achieves 0.920, 5.5 percentage points higher than LSDA (0.920 vs. 0.865) and 7.3 percentage points higher than BiGRU-ATT (0.920 vs. 0.847). In addition, when 80% training samples are available, in terms of recall on the Clickbait Challenge dataset, KED achieves 0.733, 5.3 percentage points higher than LSDA (0.733 vs. 0.680) and 9.1 percentage points higher than BiGRU-ATT (0.733 vs. 0.642). Overall, from the graphs, we can observe that our KED performs significantly better than the state-of-the-art clickbait detection models even when only a limited amount of training data is available.

E. INCORPORATING HUMAN SEMANTIC KNOWLEDGE INTO PRETRAINED MODELS IN THE SEMISUPERVISED DOMAIN

Our model KED is a fully supervised model, in which all model parameters are trained from scratch. On the other hand, several transformer-based pretrained NLP models in the semisupervised domain such as BERT [46], RoBERTa [47],
Figure 5. Illustrations of the quantitative analysis of data scarcity.
Incorporation of Human Semantic Knowledge Into Pretrained Models BERT, RoBERTa, and XLNet

| Model     | Clickbait Challenge | FNC Challenge |
|-----------|---------------------|---------------|
| KED       | 0.892               | 0.928         |
| BERT (x✓) | 0.865               | 0.878         |
| RoBERTa (x✓) | 0.871           | 0.882         |
| XLNet (x✓) | 0.877               | 0.895         |

Accuracy

| Model     | Clickbait Challenge | FNC Challenge |
|-----------|---------------------|---------------|
| KED       | 0.763               | 0.943         |
| BERT (x✓) | 0.683               | 0.713         |
| RoBERTa (x✓) | 0.690           | 0.722         |
| XLNet (x✓) | 0.725               | 0.765         |

Recall

| Model     | Clickbait Challenge | FNC Challenge |
|-----------|---------------------|---------------|
| KED       | 0.762               | 0.947         |
| BERT (x✓) | 0.697               | 0.726         |
| RoBERTa (x✓) | 0.703           | 0.734         |
| XLNet (x✓) | 0.723               | 0.765         |

Precision

| Model     | Clickbait Challenge | FNC Challenge |
|-----------|---------------------|---------------|
| KED       | 0.761               | 0.952         |
| BERT (x✓) | 0.711               | 0.740         |
| RoBERTa (x✓) | 0.716           | 0.747         |
| XLNet (x✓) | 0.721               | 0.762         |

F1-score

The symbols “✓” and “x” denote whether the proposed human semantic knowledge extraction scheme is incorporated into a model or not, respectively. The best result in each column is highlighted in orange. The second best result in each column is highlighted in green.

XLNet [48], ELECTRA [49] and ALBERT [50] have shown to be effective in learning common language representations and performing many NLP tasks [73]. Advantages of pretrained NLP models over fully supervised models include quick and simple implementation of a classification model with acceptably good performance; much less labelled data required; and diverse use cases and applications. Therefore, they have been widely used in many NLP tasks [74]. We believe that human semantic knowledge can enhance the performance of pretrained models in the semisupervised domain. Therefore, we incorporated human semantic knowledge into BERT, RoBERTa, and XLNet, the most well-known pretrained NLP models, and conducted experiments to verify the effectiveness of human semantic knowledge on these models.

In order to incorporate human semantic knowledge, we use the proposed WordNet-based human semantic knowledge extraction scheme to generate additional annotated data to expand the original datasets Clickbait Challenge and FNC Challenge, and then fine-tune these pretrained models using the newly expanded datasets. We perform grid searches over the learning rate, epochs, and batch size in $[2 \cdot 10^{-3}, 3 \cdot 10^{-3}, 5 \cdot 10^{-3}]$, [2, 3, 4] and [16, 32], respectively. Additionally, the AdamW optimizer [75] is applied, and the weight decay and warm-up step are set to 0.01 and 0.05, respectively. Other than the above parameters, we re-use the hyper-parameters of the original models for both the original and enhanced (with human semantic knowledge) versions [46], [47], [48]. The results from the original pretrained models and the enhanced versions in terms of F1-score, accuracy, precision, and recall on the Clickbait Challenge and FNC Challenge datasets are listed in Table 7.

We note that after incorporating the proposed human semantic knowledge extraction scheme into the pretrained models BERT, RoBERTa, and XLNet, their performance is improved noticeably. On the Clickbait Challenge dataset, the F1 scores of BERT, RoBERTa, and XLNet are improved by 2.9 percentage points (0.726 vs. 0.697), 3.1 percentage points (0.734 vs. 0.703), and 4.0 percentage points (0.763 vs. 0.723), respectively. On the FNC Challenge dataset, the F1 scores of BERT, RoBERTa, and XLNet are improved by 2.4 percentage points (0.931 vs. 0.907), 2.6 percentage points (0.937 vs. 0.911), and 3.4 percentage points (0.950 vs. 0.916), respectively.

Additionally, after being enhanced with human semantic knowledge, all the pretrained models outperform the state-of-the-art model LSDA with both datasets and all metrics. For example, in terms of precision, BERT, RoBERTa, and XLNet outperform LSDA by 1.8 percentage points (0.740 vs. 0.722), 2.5 percentage points (0.747 vs. 0.722), and 4.0 percentage points (0.762 vs. 0.722), respectively, on the Clickbait Challenge dataset. Similarly, on the FNC Challenge dataset, BERT, RoBERTa, and XLNet outperform LSDA by 1.0 percentage points (0.943 vs. 0.933), 1.6 percentage points (0.949 vs. 0.933), and 2.2 percentage points (0.955 vs. 0.933), respectively. (LSDA uses fewer parameters than the pretrained models, however, tens of millions vs. hundreds of millions).

We also note that the proposed model KED with pretrained GloVe vectors outperforms the enhanced versions of BERT and RoBERTa, as shown in Table 7. The pretrained model XLNet with human semantic knowledge performs slightly better than KED, e.g., 0.3 percentage points higher (0.947 vs. 0.947), in terms of F1-score on the FNC Challenge dataset. However, XLNet is much more resource consuming than KED (and so are BERT and RoBERTa). For example, the pretrained models have more than 300 million parameters (335 million for BERT, 356 million for RoBERTa, 360 million for XLNet), whereas KED has much fewer parameters, in the range of tens of millions. In the next sub-section, we show that the training time and inference time of KED is significantly shorter than those incurred by BERT, RoBERTa and XLNet.

Overall, the experimental results in Table 7 show that the proposed human semantic knowledge extraction scheme significantly improves the performance of pretrained models in the semisupervised domain. Moreover, the proposed scheme is compatible with and easily applied to the pretrained models.
TABLE 8. Training Time (In Minutes) on the Two Training Datasets

|          | KED | BERT | RoBERTa | XLNet |
|----------|-----|------|---------|-------|
| Clickbait Challenge | 15 min | 22 min | 25 min | 29 min |
| FNC Challenge     | 28 min | 36 min | 38 min | 41 min |

TABLE 9. Average Inference Time (In Milliseconds) of One Sample

|          | KED | BERT | RoBERTa | XLNet |
|----------|-----|------|---------|-------|
| Clickbait Challenge | 32 ms | 51 ms | 73 ms | 88 ms |
| FNC Challenge     | 24 ms | 40 ms | 62 ms | 75 ms |

F. EXECUTION TIME

As deep learning models become more complex, training and inference time is increased as more layers and more neurons per layer are added. Therefore, execution time should be considered to ensure that it is feasible to deploy a deep learning model for real life applications. In this sub-section, we report the training and inference time of the proposed KED model and the pretrained models BERT, RoBERTa and XLNet that are adapted for the clickbait detection task.

This set of experiments is the same as the set presented above in Section V-E. The execution time metrics are training time and inference time. All the experiments were run on a Windows workstation with the following configuration: NVIDIA GeForce 840 M graphics card, Intel Core i7-4710 2.5 GHz processor, 12 GB DDR3 memory, and 1 TB solid state drive.

Table 8 shows the training time of KED, BERT, RoBERTa and XLNet on the Clickbait Challenge and FNC Challenge datasets. Overall, we note that KED outperforms BERT, RoBERTa, and XLNet on both datasets. For example, on the Clickbait Challenge dataset, KED trained faster than BERT, RoBERTa, and XLNet by 47% (15 m vs. 22 m), 67% (15 m vs. 25 m), and 93% (15 m vs. 29 m), respectively.

To measure the inference time, we ran each model to classify 4,400 samples from the Clickbait Challenge dataset and 15,077 samples from the FNC Challenge dataset. The total inference time for classifying 4,400 samples from the Clickbait Challenge dataset was then divided by 4,400 to obtain the average inference time of one sample. The same calculation was done for the 15,077 samples from the FNC Challenge dataset. Table 9 lists the average inference time of one sample incurred by KED, BERT, RoBERTa and XLNet. We observe that the average inference time of KED is significantly shorter than that of BERT, RoBERTa, and XLNet on both datasets. For instance, on the Clickbait Challenge dataset, KED outperforms BERT, RoBERTa, and XLNet by 59% (32 vs. 51), 128% (32 vs. 73), and 175% (32 vs. 88), respectively.

It is worth noting that the classification performance of KED is only slightly lower than that of XLNet (accuracy of 0.928 vs. 0.929, and F1-score of 0.947 vs. 0.950 from 7), while the average inference time of KED is much shorter than that of XLNet, 2.8 to 3.1 times shorter (32 vs. 88, and 24 vs. 75, respectively, from 9). A similar comparison can also be said for inference time. The much shorter execution time of KED is expected because it is designed and optimized for a specific task, while the pretrained models are intended to be adapted and used for a wide range of applications. It is also expected that transformer-based clickbait detection models such as LSACD [20], Transfer Learning [21] and LGBM [45], which adapted and fine tuned pretrained models, would incur longer execution time than KED.

The above results demonstrate that KED is feasible to be deployed in real world scenarios for the clickbait detection task thanks to reasonably short execution time. It provides the best of both worlds: classification performance (e.g., accuracy and F1-scores) and execution time.

VI. CONCLUSION

We propose a neural network that extracts human semantic knowledge to build linguistic knowledge graphs which guide the attention mechanisms. The model can be used for many applications, one of which being clickbait detection for the purpose of combating fake news and illegitimate marketing. To the best of our knowledge, our work is the first that incorporates human semantic knowledge into the task of clickbait detection. We carried out extensive comparative experiments to evaluate the effectiveness and performance of the proposed attention-based neural network model. Experimental results show that

- the proposed KED model significantly outperforms state-of-the-art models/systems such as BiGRU-ATT, LSDA and LSACD;
- KED performs better than the state-of-the-art models even when training data is limited;
- pretrained word embeddings such as GloVe significantly improve the performance of KED compared to randomly initialized word embeddings;
- KED performs better or comparably to powerful pretrained models, namely, BERT, RoBERTa, and XLNet, while being much more lightweight and incurring significantly less training time and inference time.

The use of human semantic knowledge significantly enhances not only the performance of KED in a fully supervised domain but also that of pretrained models in a semisupervised domain, namely, BERT, RoBERTa, and XLNet.

The proposed neural attention-based architecture can be relatively easily adapted to a variety of other NLP tasks such as word sense disambiguation and machine reading comprehension. In the future, we will study these applications using the above neural attention-based architecture. Currently all training data used with KED must be labelled. We will investigate an upgraded or new model that can work with a mix of labelled and unlabelled data [76] while maintaining all the advantages of KED.
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