A strong parametric h-principle for complete minimal surfaces

Antonio Alarcón and Finnur Lárusson

Abstract We prove a parametric h-principle for complete nonflat conformal minimal immersions of an open Riemann surface $M$ into $\mathbb{R}^n$, $n \geq 3$. It follows that the inclusion of the space of such immersions into the space of all nonflat conformal minimal immersions is a weak homotopy equivalence. When $M$ is of finite topological type, the inclusion is a genuine homotopy equivalence. By a parametric h-principle due to Forstnerič and Lárusson, the space of complete nonflat conformal minimal immersions therefore has the same homotopy type as the space of continuous maps from $M$ to the punctured null quadric. Analogous results hold for holomorphic null curves $M \to \mathbb{C}^n$ and for full immersions in place of nonflat ones.

Keywords Riemann surface, minimal surface, complete minimal surface, null curve, complete null curve, h-principle, Oka manifold, absolute neighbourhood retract

Mathematics Subject Classification (2020) Primary 53A10. Secondary 30F99, 32E30, 32H02, 32Q56, 54C55, 55M15

Date 1 June 2021. Minor edits 28 March 2022

1. Introduction and main results

Over the past ten years or so, powerful complex-analytic methods from Oka theory have been introduced and applied in the classical theory of minimal surfaces in Euclidean spaces. For an overview of this development, see the survey [6]. For a detailed exposition, see the monograph [10]. Complete surfaces are of central importance in Riemannian geometry and in particular in the theory of minimal surfaces. Some of the fundamental results on complete minimal surfaces that have been proved using Oka theory are the following. Here, $M$ denotes an open Riemann surface, always assumed connected, and $n \geq 3$.

- The space $\text{CMI}_{\text{nlf}}(M, \mathbb{R}^n)$ of complete nonflat conformal minimal immersions $M \to \mathbb{R}^n$ is dense (with respect to the compact-open topology) in the space $\text{CMI}_{\text{nlf}}(M, \mathbb{R}^n)$ of all nonflat conformal minimal immersions ([3, Theorem 7.1]; the case of $n = 3$ follows from [13, Theorem 5.6]), which slightly predates the introduction of Oka theory in minimal surface theory). In more recent work, the density theorem has been strengthened to Mergelyan and Carleman approximation theorems including Weierstrass interpolation and other additional features (see [1], [10, Section 3.9], and [17]).

- Every nonflat conformal minimal immersion $M \to \mathbb{R}^n$ can be deformed, through such immersions, to a complete one (the case of $n = 3$ is part of [4, Theorem 1.2]; the proof there is easily adapted to the general case). In other words, the inclusion $\text{CMI}_{\text{nlf}}(M, \mathbb{R}^n) \hookrightarrow \text{CMI}_{\text{nlf}}(M, \mathbb{R}^n)$ induces a surjection of path components. As far as we know, further homotopy-theoretic properties of this inclusion have not been studied in any previous work.
Recall that a conformal immersion $u: M \to \mathbb{R}^n$ is minimal if and only if it is a harmonic map. Such an immersion is said to be flat if it maps $M$ into an affine 2-plane in $\mathbb{R}^n$. Equivalently, the holomorphic map $\partial u/\theta$ from $M$ into the punctured null quadric $A_*(\xi) = \{ z \in \mathbb{C}^n : z_1^2 + \cdots + z_n^2 = 0, z \neq 0 \}$ is flat, that is, maps $M$ into an affine complex line in $\mathbb{C}^n$ [27 Lemma 12.2]. Here, $\theta$ is a nowhere-vanishing holomorphic 1-form on $M$, chosen once and for all, and we denote by $\partial u$ the $(1,0)$-differential of $u$. Nonflatness is a very mild and natural nondegeneracy condition. Its key significance in Oka-theoretic proofs is that it allows $\partial u/\theta$ to be realised as the core of a period dominating spray of holomorphic maps into the Oka manifold $A_*$ (such sprays first appeared in [4, Lemma 5.1]). Recall also that the flux $\text{Flux}(u)$ of a conformal minimal immersion $u: M \to \mathbb{R}^n$ is the cohomology class of its conjugate differential $d^c u = i(\partial u - \partial u)$ in $H^1(M, \mathbb{R}^n)$. The flux is naturally identified with the group homomorphism $\text{Flux}(u): H_1(M, \mathbb{Z}) \to \mathbb{R}^n$ given by

$$\text{Flux}(u)([C]) := \int_C d^c u = -2i \int_C \partial u, \quad [C] \in H_1(M, \mathbb{Z}).$$

We view the cohomology group $H^1(M, \mathbb{C}^n)$ as the de Rham group of $n$-tuples of holomorphic 1-forms on $M$ modulo exact forms, with the quotient topology induced from the compact-open topology. The subgroup $H^1(M, \mathbb{R}^n)$ carries the subspace topology.

Our first theorem is a strong parametric h-principle for complete minimal surfaces that subsumes as very particular consequences the density and deformation results described above.

**Theorem 1.1.** Let $M$ be an open Riemann surface, $P$ be a compact metric space, and $u: M \times P \to \mathbb{R}^n$, $n \geq 3$, be a continuous map such that $u_p := u(\cdot, p): M \to \mathbb{R}^n$ is a nonflat conformal minimal immersion for all $p \in P$.

If $K \subset M$ is compact and $Q \subset P$ is closed, then for any $\epsilon > 0$ there is a homotopy $u^t: M \times P \to \mathbb{R}^n$, $t \in [0, 1]$, satisfying the following conditions.

(i) The map $u^t_p := u^t(\cdot, p): M \to \mathbb{R}^n$ is a nonflat conformal minimal immersion for all $(p, t) \in P \times [0, 1]$.

(ii) $u^t_p = u_p$ for all $(p, t) \in (P \times \{0\}) \cup (Q \times [0, 1])$.

(iii) $|u^t_p(x) - u_p(x)| < \epsilon$ for all $x \in K$ and $(p, t) \in P \times [0, 1]$.

(iv) $u^t_p$ is complete for all $(p, t) \in (P \setminus Q) \times (0, 1]$.

Furthermore, given a homotopy $F^t: P \to H^1(M, \mathbb{R}^n)$, $t \in [0, 1]$, such that $F^t(p) = \text{Flux}(u_p)$ for all $(p, t) \in (P \times \{0\}) \cup (Q \times [0, 1])$ and $F^t(p)|_K = \text{Flux}(u_p)|_K$ for all $(p, t) \in P \times [0, 1]$, we can choose $u^t$ such that

(v) $\text{Flux}(u^t_p) = F^t(p)$ for all $(p, t) \in P \times [0, 1]$.

Note that the sets $(P \times \{0\}) \cup (Q \times [0, 1])$ in (ii) and $(P \setminus Q) \times (0, 1]$ in (iv) partition the parameter space $P \times [0, 1]$.

A parametric h-principle for complete nonflat conformal minimal immersions, formulated as parametric h-principles usually are, would provide condition (iv) only for the immersions $u^t_p$, $p \in P$, under the additional assumption that the given
immersions $u_p$ are complete for all $p \in Q$. Theorem 1.1 is much stronger than this, which is the reason for the term strong in the title of this paper. Even the basic h-principle for complete minimal surfaces that we obtain from Theorem 1.1 by taking $P$ to be a singleton and $Q$ to be empty is a considerable improvement on the strongest previously known result in this direction, which is [5, Theorem 1.2]. It was proved by means of the Oka principle for sections of ramified holomorphic maps with Oka fibres (see [19] or [20, Section 6.13]), a tool that is not available in our general parametric setting.

The earliest examples of homotopy principles (h-principles for short) that the authors are aware of are, in the real setting, the Whitney-Graustein theorem of 1937, stating that smooth immersions of the circle in the plane are classified up to isotopy by the winding numbers of their tangent maps, and, in the complex setting, Oka’s theorem of 1939, stating, in modern terms, that a holomorphic line bundle on a Stein manifold is trivial if it is topologically trivial. The former result was the beginning of a vast program of research within differential topology; modern Oka theory has its roots in the latter. Around 1970, Gromov formalised the concept of an h-principle for a partial differential relation as saying that every formal solution of the relation can be deformed to a genuine solution (see [18, 22, 23]). The obstruction to the existence of a formal solution is usually purely topological, and if it vanishes, then a genuine solution exists. A parametric h-principle deals with families of solutions depending on a parameter in a space that is almost always compact. It means that the inclusion of the space of genuine solutions into the space of formal solutions is a weak homotopy equivalence. This kind of principle is most clearly reflected in our Corollary 1.7 below: a formal conformal minimal immersion $M \to \mathbb{R}^n$ (complete or not) can, using the trivialisation of the cotangent bundle of $M$ given by a form $\theta$ as above, be viewed as a continuous map $M \to A_\ast$. It is noteworthy that the applications of Oka theory in the theory of minimal surfaces (such as here, in [21], and going back to [4]) also involve an h-principle from real analysis, namely Gromov’s h-principle for ample partial differential relations, proved using his method of convex integration. The prototypical example of such an h-principle is the Whitney-Graustein theorem.

Theorem 1.1 is proved in Sections 2, 3, and 4. In Section 2, which is the core of the paper, we obtain a parametric completeness lemma to the effect that, given compact Hausdorff spaces $Q \subset P$ and a homotopy of nonflat conformal minimal immersions $u_t^p$, $L \to \mathbb{R}^n$, $(p, t) \in P \times [0, 1]$, on a compact domain $L$ in an open Riemann surface, one can deform the homotopy near the boundary of $L$ in order to arbitrarily increase the boundary distance from a fixed interior point of all the immersions $u_t^p$ with $(p, t)$ outside a neighbourhood of $(P \times \{0\}) \cup (Q \times [0, 1])$ while keeping fixed those with $(p, t)$ in that set; see Lemma 2.1. The proof relies on a finite recursive application of a sort of parametric López-Ros deformation for minimal surfaces in $\mathbb{R}^n$ which we develop in Lemma 2.2. We refer to the beginning of Section 2 for a brief explanation. In Section 3 we extend the arguments in [21] in order to control the flux of all the immersions in the homotopy; see Lemma 3.1. Finally, we prove Theorem 1.1 in Section 4 by a standard inductive application of the results in Sections 2 and 3.

Part (a) of the following corollary to Theorem 1.1 is immediate. Part (b) is proved in Section 5 using a method first developed in [25]. The mapping spaces considered
here are too large to have a CW structure, but when the open Riemann surface $M$ has finite topological type, an h-principle can be used to show that they are absolute neighbourhood retracts and therefore have the homotopy type of a CW complex. The Whitehead lemma then implies that a weak homotopy equivalence between them is a genuine homotopy equivalence.

**Corollary 1.2.** Let $M$ be an open Riemann surface and $n \geq 3$.

(a) The inclusion $\text{CMI}^c_{nf}(M, \mathbb{R}^n) \hookrightarrow \text{CMI}_{nf}(M, \mathbb{R}^n)$ is a weak homotopy equivalence.

(b) If $M$ is of finite topological type, then the inclusion is a homotopy equivalence.

Part (a) means that the inclusion induces a bijection of path components $\pi_0(\text{CMI}^c_{nf}(M, \mathbb{R}^n)) \to \pi_0(\text{CMI}_{nf}(M, \mathbb{R}^n))$ and an isomorphism of homotopy groups $\pi_k(\text{CMI}^c_{nf}(M, \mathbb{R}^n), u) \to \pi_k(\text{CMI}_{nf}(M, \mathbb{R}^n), u)$ for every $k \geq 1$ and every base point $u \in \text{CMI}^c_{nf}(M, \mathbb{R}^n)$. By (b), when $M$ is of finite topological type, there is a homotopy inverse $\eta : \text{CMI}_{nf}(M, \mathbb{R}^n) \to \text{CMI}^c_{nf}(M, \mathbb{R}^n)$ to the inclusion. This means that there is a way to associate to every immersion $u$ a complete immersion $\eta(u)$ that is homotopic to $u$. Moreover, if $u$ is complete to begin with, then there is such a homotopy through complete immersions. The main point is that $\eta(u)$ and the homotopies depend continuously on $u$.

By the next corollary, which is a direct consequence of Theorem 1.1, $\text{CMI}^c_{nf}(M, \mathbb{R}^n)$ is dense in $\text{CMI}_{nf}(M, \mathbb{R}^n)$ in a strong sense.

**Corollary 1.3.** If $M$ is an open Riemann surface and $Q \subset P$ are compact metric spaces such that $Q$ is a retract of $P$, then every continuous map $Q \to \text{CMI}_{nf}(M, \mathbb{R}^n)$, $n \geq 3$, extends to a continuous map $P \to \text{CMI}_{nf}(M, \mathbb{R}^n)$ that takes $P \setminus Q$ into $\text{CMI}^c_{nf}(M, \mathbb{R}^n)$.

We now proceed to discuss the implications of condition (v) in Theorem 1.1. It may be seen from the results in [11] that the flux map $\text{CMI}_{nf}(M, \mathbb{R}^n) \to H^1(M, \mathbb{R}^n)$ sending an immersion $u$ to the cohomology class of $d^cu$ is a Serre fibration, that is, satisfies the homotopy lifting property with respect to all CW complexes. Next we use Theorem 1.1 to prove that this also holds for the subspace of complete immersions. If we ignore completeness, the same simple argument gives a new proof that the flux map on $\text{CMI}_{nf}(M, \mathbb{R}^n)$ is a Serre fibration.

**Theorem 1.4.** If $M$ is an open Riemann surface and $n \geq 3$, then the flux map $\text{Flux} : \text{CMI}^c_{nf}(M, \mathbb{R}^n) \to H^1(M, \mathbb{R}^n)$ is a Serre fibration.

**Proof.** Let $j : Q \hookrightarrow P$ be the inclusion in a CW complex of a subcomplex, such that $j$ is a homotopy equivalence, or simply let $j$ be the inclusion of $[0,1]^k \times \{0\}$ in $[0,1]^{k+1}$ for some $k \geq 0$, and consider a commuting square of continuous maps as follows.

\[
\begin{array}{ccc}
Q & \overset{u}{\longrightarrow} & \text{CMI}^c_{nf}(M, \mathbb{R}^n) \\
\downarrow & & \downarrow \text{Flux} \\
P & \overset{f}{\longrightarrow} & H^1(M, \mathbb{R}^n)
\end{array}
\]
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Let $\rho : P \to Q$ be a retraction. The map $u \circ \rho$ extends $u$. The maps $\text{Flux} \circ u \circ \rho$ and $f$ agree on $Q$ and are therefore homotopic relative to $Q$. By Theorem 1.1 with $K = \emptyset$, $u \circ \rho$ can be deformed, relative to $Q$, to a map $P \to \text{CMI}_{nf}^c(M, \mathbb{R}^n)$ with flux $f$. Such a map is the desired lifting in the square. $\square$

Let $F \in H^1(M, \mathbb{R}^n)$. Theorem 1.4 implies that the weak homotopy type of the space of complete nonflat conformal minimal immersions $M \to \mathbb{R}^n$ with flux $F$ is the same for all $F$. Without completeness, this was proved in [11]. In what follows, we will focus on immersions with $F = 0$, although our results hold for arbitrary $F$.

Recall that a harmonic map $u : M \to \mathbb{R}^n$ has a harmonic conjugate if and only if the cohomology class of $d^c u$ vanishes. If $u \in \text{CMI}(M, \mathbb{R}^n)$ has a harmonic conjugate $v$, then the holomorphic immersion $\Phi = u + iv : M \to \mathbb{C}^n$ is a null curve, meaning that the holomorphic map $\partial \Phi / \theta = 2 \partial u / \theta$ maps $M$ into $\mathbb{A}_x$. The space of holomorphic null curves $M \to \mathbb{C}^n$ is denoted $\text{NC}(M, \mathbb{C}^n)$. The space of real parts of such curves is denoted $\mathbb{R}\text{NC}(M, \mathbb{C}^n)$ and $\mathbb{R} : \text{NC}(M, \mathbb{C}^n) \to \mathbb{R}\text{NC}(M, \mathbb{C}^n) \subset \text{CMI}(M, \mathbb{R}^n)$ is the real part map. As above, we use the subscript $\text{nf}$ and the superscript $c$ to denote the corresponding subspaces of nonflat and complete immersions, respectively. It is well known and not hard to see that a holomorphic null curve is complete if and only if its real part is. The same holds for nonflatness and fullness (defined below).

Theorem 1.1 allows us to strengthen Corollary 1.2.

**Corollary 1.5.** Let $M$ be an open Riemann surface and $n \geq 3$.

(a) The inclusions in the square

$$
\begin{array}{ccc}
\mathbb{R}\text{NC}_{nf}(M, \mathbb{C}^n) & \to & \text{CMI}_{nf}^c(M, \mathbb{R}^n) \\
\downarrow & & \downarrow \\
\mathbb{R}\text{NC}_{nf}(M, \mathbb{C}^n) & \to & \text{CMI}_{nf}(M, \mathbb{R}^n)
\end{array}
$$

are weak homotopy equivalences.

(b) If $M$ is of finite topological type, then the inclusions are homotopy equivalences.

Part (b) is proved in Section 5. Part (a) is nearly immediate; let us say a few words about the proof. To prove that the left inclusion is a weak homotopy equivalence, we consider a $P$-family in $\mathbb{R}\text{NC}_{nf}(M, \mathbb{C}^n)$ mapping $Q$ into $\mathbb{R}\text{NC}_{nf}^c(M, \mathbb{C}^n)$ and let all the fluxes in the homotopy vanish: $F^t(p) = 0$ for all $p, t$. We do this first for a singleton and $Q$ empty; then we take $P$ to be the closed unit ball in $\mathbb{R}^k$, $k \geq 1$, and $Q$ to be its boundary sphere. The right inclusion is handled similarly, ignoring the flux. For the top inclusion, we take a $P$-family in $\text{CMI}_{nf}^c(M, \mathbb{R}^n)$ mapping $Q$ into $\mathbb{R}\text{NC}_{nf}^c(M, \mathbb{C}^n)$ and let the flux homotopy deform the initial flux to zero (we take $K = \emptyset$ and choose, for instance, $F^t(p) = (1 - t)\text{Flux}(u_p)$ for all $p, t$). The bottom inclusion is handled in the same way, ignoring completeness.

Theorem 1.1 implies the following analogue of Corollary 1.3.
Corollary 1.6. If $M$ is an open Riemann surface and $Q \subset P$ are compact metric spaces such that $Q$ is a retract of $P$, then every continuous map $Q \to \mathcal{RNC}_{nf}(M, \mathbb{R}^n)$, $n \geq 3$, extends to a continuous map $P \to \mathcal{RNC}_{nf}(M, \mathbb{R}^n)$ that takes $P \setminus Q$ into $\mathcal{RNC}_{nf}(M, \mathbb{R}^n)$.

As noted in [21], by continuity in the compact-open topology of the Hilbert transform that takes $u \in \mathcal{RNC}_{nf}(M, \mathbb{C}^n)$ to its harmonic conjugate $v$ with $v(x) = 0$, where $x \in M$ is any chosen base point, the real part map $\mathcal{R} : \mathcal{NC}_{nf}(M, \mathbb{C}^n) \to \mathcal{RNC}_{nf}(M, \mathbb{R}^n)$ is a homotopy equivalence. Similarly, $\mathcal{R} : \mathcal{NC}_{nf}(M, \mathbb{C}^n) \to \mathcal{RNC}_{nf}(M, \mathbb{C}^n)$ is a homotopy equivalence. Corollary 1.5 therefore implies that the inclusion $\mathcal{NC}_{nf}(M, \mathbb{C}^n) \hookrightarrow \mathcal{NC}_{nf}(M, \mathbb{C}^n)$ is a weak homotopy equivalence and, if $M$ is of finite topological type, a genuine homotopy equivalence.

It was known previously that the inclusion $\mathcal{RNC}_{nf}(M, \mathbb{C}^n) \hookrightarrow \mathcal{CMI}_{nf}(M, \mathbb{R}^n)$ is a weak homotopy equivalence. It follows from a parametric h-principle for minimal surfaces and holomorphic null curves that was proved in [21] and used to determine the homotopy type of the spaces of nonflat minimal surfaces in $\mathbb{R}^n$ and nonflat null curves in $\mathbb{C}^n$, $n \geq 3$. More precisely, it was shown in [21] that the maps in the diagram

$$
\begin{array}{ccc}
\mathcal{RNC}_{nf}(M, \mathbb{C}^n) & \xrightarrow{\mathcal{R}} & \mathcal{CMI}_{nf}(M, \mathbb{R}^n) \\
\mathcal{NC}_{nf}(M, \mathbb{C}^n) & \xrightarrow{\phi} & \mathcal{O}_{nf}(M, \mathbb{A}_*) & \xrightarrow{\mathcal{O}(M, \mathbb{A}_*)} & \mathcal{C}(M, \mathbb{A}_*)
\end{array}
$$

are weak homotopy equivalences. Here, $\phi(\Phi) = \partial \Phi/\theta$, $\psi(u) = 2\partial u/\theta$, and $\mathcal{C}(M, \mathbb{A}_*)$ is the space of continuous maps $M \to \mathbb{A}_*$. When $M$ is of finite topological type, all the maps in the diagram are genuine homotopy equivalences.

Using the above results, we are able to describe the homotopy type of the space of complete nonflat conformal minimal immersions as follows. The homotopy type of $\mathcal{C}(M, \mathbb{A}_*)$ can be understood in terms of basic algebraic topology.

Corollary 1.7. Let $M$ be an open Riemann surface and $n \geq 3$. The map

$$
\mathcal{CMI}_{nf}(M, \mathbb{R}^n) \to \mathcal{C}(M, \mathbb{A}_*), \quad u \mapsto \partial u/\theta,
$$

is a weak homotopy equivalence. When $M$ is of finite topological type, the map is a homotopy equivalence.

A conformal minimal immersion $u : M \to \mathbb{R}^n$ is called full if $\psi(u) : M \to \mathbb{A}_*$ is full in the sense that the $\mathbb{C}$-linear span of $\psi(u)(M)$ is all of $\mathbb{C}^n$. Similarly, a holomorphic null curve $\Phi : M \to \mathbb{C}^n$ is full if $\phi(\Phi) : M \to \mathbb{A}_*$ is full. Fullness and nonflatness are equivalent for $n = 3$, but fullness is stronger in higher dimensions. As we explain in Section 6, our results are easily adapted to full immersions in place of nonflat immersions.

In conclusion, all the spaces of maps from the open Riemann surface $M$ that we have considered have the same weak homotopy type and, when $M$ is of finite topological type, the same homotopy type.
2. A parametric completeness lemma

In this section we provide the main step to ensure the completeness condition (iv) in Theorem 1.1. This will be accomplished by a recursive application of the following lemma to the effect of enlarging the boundary distance from a fixed interior point of some of the immersions in a homotopy of nonflat conformal minimal immersions. Here we only ask that the parameter space $P$ be Hausdorff and compact. By a compact domain in a topological space we mean a nonempty compact subset which is the closure of a connected open subset. By a conformal minimal immersion or a holomorphic map on a compact set we mean the restriction of such a map on an unspecified open neighbourhood of the set.

**Lemma 2.1.** Let $M$ be an open Riemann surface, $L \subset M$ be a smoothly bounded compact domain, $P$ be a compact Hausdorff space, and $u^t: L \times P \to \mathbb{R}^n$ $(t \in [0,1])$, $n \geq 3$, be a homotopy of nonflat conformal minimal immersions $u^t_p := u^t(\cdot,p): L \to \mathbb{R}^n$ $(p,t) \in P \times [0,1]$). Also let $Q$ and $T$ be a pair of disjoint closed subspaces of $P$, $K \subset L$ be a compact subset, and $x_0 \in L$.

Then, for any numbers $\epsilon > 0$, $\Lambda > 0$, and $0 < r < 1$, there is a homotopy $\tilde{u}^t: L \times P \to \mathbb{R}^n$ $(t \in [0,1])$ of nonflat conformal minimal immersions $\tilde{u}^t_p := \tilde{u}^t(\cdot,p): L \to \mathbb{R}^n$ $(p,t) \in P \times [0,1])$ satisfying the following conditions.

(a) $\tilde{u}^t_p = u^t_p$ for all $(p,t) \in (P \times \{0\}) \cup (Q \times [0,1])$.

(b) $|\tilde{u}^t_p(x) - u^t_p(x)| < \epsilon$ for all $x \in K$ and $(p,t) \in P \times [0,1]$.

(c) $\text{Flux}(\tilde{u}^t_p) = \text{Flux}(u^t_p)$ for all $(p,t) \in P \times [0,1]$.

(d) $\text{dist}_{\tilde{u}^t_p}(x_0,bL) > \Lambda$ for all $(p,t) \in T \times [r,1]$.

The main point of the lemma is condition (d), which will be the key to guarantee condition (iv) in Theorem 1.1. Except for (d), the initial homotopy $u^t$ itself satisfies the conclusion of the lemma. Here $\text{dist}_{\tilde{u}^t_p}(\cdot,\cdot)$ denotes the distance function on $L$ induced by the Euclidean distance in $\mathbb{R}^n$ via the immersion $\tilde{u}^t_p$, that is,

$$\text{dist}_{\tilde{u}^t_p}(x_0,bL) = \inf\{\text{length}(\tilde{u}^t_p \circ \gamma): \gamma \text{ is an arc in } L \text{ connecting } x_0 \text{ and } bL\},$$

where $\text{length}(\cdot)$ denotes the Euclidean length in $\mathbb{R}^n$.

The proof of Lemma 2.1 relies on a sort of parametric version of the Lóperez-Ros deformation for minimal surfaces. This deformation, which was introduced in [20] for a different purpose, has proved to be a very powerful tool for the construction of complete minimal surfaces when it is combined with the method by Jorge and Xavier to show the existence of a complete nonflat minimal surface in $\mathbb{R}^3$ contained between two parallel planes [24]. We refer to [10] Section 7.1 for background on this subject. The Lóperez-Ros deformation is a way to deform a given conformal minimal immersion on a smoothly bounded compact domain $L$ in an open Riemann surface $M$ while keeping one of its component functions fixed. This was extended to minimal surfaces in $\mathbb{R}^n$ for arbitrary $n \geq 3$ by the following simple trick, first used in [3] (see also [12] [16]). Assume that $u = (u_1, u_2, u_3, \ldots, u_n): L \to \mathbb{R}^n$ is a conformal minimal immersion, let $\theta$ be a nowhere-vanishing holomorphic 1-form on $M$, and write $2\partial u = (\psi_1, \psi_2, \psi_3, \ldots, \psi_n)\theta$, so $\psi_1^2 + \psi_2^2 = \Psi := -\sum_{j=3}^n \psi_j^2$. Setting
hardly modifying it on a given compact subset \(K\) on \(L\), we obtain a pair of holomorphic functions \(\tilde{\psi}_1 = \frac{1}{2} (fh + g/h)\) and \(\tilde{\psi}_2 = \frac{1}{2} (fh - g/h)\) such that \(\tilde{\psi}_1^2 + \tilde{\psi}_2^2 = fg = \Psi\). Thus, if the 1-forms \((f - fh)\theta\) and \((g - g/h)\theta\) are exact on \(L\), then the formula
\[
\tilde{u}(x) = u(x_0) + R \int_{x_0}^{x} (\tilde{\psi}_1, \tilde{\psi}_2, \ldots, \psi_n) \theta, \quad x \in L,
\]
for any base point \(x_0 \in \hat{L}\), defines a conformal minimal immersion \(\tilde{u} = (\tilde{u}_1, \tilde{u}_2, \tilde{u}_3, \ldots, \tilde{u}_n) : L \to \mathbb{R}^n\) with \(\tilde{u}_j = u_j\) for \(j = 3, \ldots, n\) and \(\text{Flux}(\tilde{u}) = \text{Flux}(u)\).

In order to increase the boundary distance of a given immersion \(u : L \to \mathbb{R}^n\) while hardly modifying it on a given compact subset \(K \subset L\) with \(x_0 \in K\), one applies a López-Ros deformation with a nowhere-vanishing holomorphic function \(h\) on \(L\) which is close to 1 on \(K\) and large in norm on a Jorge-Xavier-type labyrinth \(\Omega\) in \(L \setminus K\) adapted to the given immersion \(u\); see e.g. [3, Section 4]. The main difficulty in carrying out this procedure is therefore to find a suitable holomorphic function \(h\) on \(L\). The following lemma deals with this task in the parametric framework; in fact, it will enable us to enlarge the boundary distance of some of the immersions in a family (see condition (e)) while keeping some others fixed (see (b)).

**Lemma 2.2.** Let \(M\) be an open Riemann surface, \(L \subset M\) be a smoothly bounded compact domain, \(D\) be a compact Hausdorff space, and \(f, g : L \times D \to \mathbb{C}\) be a pair of continuous functions such that \(f_d := f(\cdot, d) : L \to \mathbb{C}\) and \(g_d := g(\cdot, d) : L \to \mathbb{C}\) are holomorphic and complex linearly independent for all \(d \in D\). Also let \(h\) be a nowhere-vanishing holomorphic 1-form on \(M\), \(K \subset L\) be a smoothly bounded compact domain which is a strong deformation retract of \(L\), \(\Omega \subset L \setminus K\) be a smoothly bounded \(\mathcal{O}(M)\)-convex compact domain, and \(Y\) and \(Z\) be disjoint closed subspaces of \(D\). Then, for any \(\epsilon > 0\) there is a continuous function \(h : L \times D \to \mathbb{C}^* = \mathbb{C} \setminus \{0\}\) satisfying the following conditions.

(a) The function \(h_d := h(\cdot, d) : L \to \mathbb{C}^*\) is holomorphic for all \(d \in D\).
(b) \(h_d = 1\) everywhere on \(L\) for all \(d \in Y\).
(c) The 1-forms \((f_d - f_d h_d)\theta\) and \((g_d - g_d / h_d)\theta\) are exact on \(L\) for all \(d \in D\).
(d) \(|h_d(x) - 1| < \epsilon\) for all \(x \in K\) and \(d \in D\).
(e) \(|h_d(x)| > 1/\epsilon\) for all \(x \in \Omega\) and \(d \in Z\).

The basic case of Lemma 2.2 when \(D = [0, 1]\) can be proved as in [3] by applying the Oka principle for sections of ramified holomorphic maps with Oka fibres (see [19] or [20, Section 6.13]), a tool that also enables one to deform conformal minimal immersions in \(\mathbb{R}^n\) while keeping some of their component functions fixed (see [10, Section 3.7]), but is not available in our general parametric framework.

The assumption in Lemma 2.2 that the pair of holomorphic functions \(f_d\) and \(g_d\) be linearly independent for all \(d \in D\) is used to solve the period problem in condition (c). A problem with using Lemma 2.2 to prove Lemma 2.1 is that, for \(n \geq 4\), the nonflatness assumption on the immersions \(u^t\) in Lemma 2.1 does not guarantee (even after composing the homotopy \(u^t\) by a rigid motion of \(\mathbb{R}^n\)) that the first and second
components of $\partial u_p^t$ are linearly independent for all $(p,t) \in T \times [r,1]$. In order to overcome this difficulty we shall take a suitable finite cover of $T \times [r,1]$ and apply Lemma 2.2 in a finite recursive way.

We defer the proof of Lemma 2.2 to later on.

**Proof of Lemma 2.1 assuming Lemma 2.2.** By possibly enlarging $K$, we may assume that $K$ is a smoothly bounded compact domain which is a strong deformation retract of $L$ and $x_0 \in K$. Also, we assume without loss of generality that $L$ is $\mathcal{O}(M)$-convex (hence so is $K$); otherwise we replace $M$ by a regular neighbourhood of $L$ (regularity means that the neighbourhood admits a strong deformation retraction onto $L$). Moreover, for simplicity of exposition we shall assume that $L \setminus K$ is connected, hence a compact annulus; for the general case it suffices to apply the same procedure in each connected component of $L \setminus K$.

Let $\theta$ be a holomorphic 1-form on $M$ vanishing nowhere and set

$$
\phi_p^t = (\phi_{p,1}^t, \ldots, \phi_{p,n}^t) := \frac{2\partial u_p^t}{\theta} \in \mathcal{O}(L, \mathbb{C}^n), \quad (p,t) \in P \times [0,1];
$$

recall that every $u_p^t: L \to \mathbb{R}^n$ is a harmonic map. Set

$$\mathcal{I} := \{(a,b) \in \{1, \ldots, n\} \times \{1, \ldots, n\} : a < b\}.$$  

Let $(p,t) \in T \times [r,1] \subset (P \setminus Q) \times (0,1]$. Since $u_p^t$ is nonflat, there is $(a,b) \in \mathcal{I}$ such that the holomorphic 1-forms $\phi_{p,a}^t$ and $\phi_{p,b}^t$ are complex linearly independent. Since $\phi_p^t$ depends continuously on $(p,t) \in P \times [0,1]$ and $P \times [0,1]$ is a normal topological space, there is a compact neighbourhood $\hat{\Upsilon}_p^t$ of $(p,t)$ in $P \times [0,1]$ disjoint from $(P \times \{0\}) \cup (Q \times [0,1])$ such that

$$
\phi_{p,a}^t \text{ and } \phi_{p,b}^t \text{ are complex linearly independent for all } (\hat{p}, \hat{t}) \in \hat{\Upsilon}_p^t.
$$

Since $T \times [r,1] \subset \bigcup_{(p,t) \in T \times [r,1]} \hat{\Upsilon}_p^t$ is compact, there are finitely many points $(p_l, t_l) \in T \times [r,1]$, $l = 1, \ldots, \ell$, such that

$$
T \times [r,1] \subset \bigcup_{l=1}^{\ell} \hat{\Upsilon}_l \subset \bigcup_{l=1}^{\ell} \Upsilon_l \subset (P \setminus Q) \times (0,1],
$$

where $\Upsilon_l := \Upsilon_{p_l}^{t_l}$ for all $l \in \{1, \ldots, \ell\}$. Moreover, condition 2.2 ensures the existence of a map $(a,b): \{1, \ldots, \ell\} \to \mathcal{I}$ such that

$$
\phi_{p,a(l)}^t \text{ and } \phi_{p,b(l)}^t \text{ are linearly independent for all } (p,t) \in \Upsilon_l, \ l = 1, \ldots, \ell.
$$

Choose a strictly increasing sequence of smoothly bounded $\mathcal{O}(M)$-convex compact domains

$$
K_0 := K \subset K_1 \subset \cdots \subset K_\ell := L
$$

such that $K_{l-1} \subset K_l$ is a strong deformation retract of $L$ for all $l \in \{1, \ldots, \ell\}$. We may for instance choose $K_l = \{x \in M : \varpi(x) \leq l/\ell\}, \ l = 1, \ldots, \ell - 1$, where $\varpi: M \to \mathbb{R}$ is a smooth strongly subharmonic Morse exhaustion function such that $K \subset \{x \in M : \varpi(x) < 0\}$, $L \supset \{x \in M : \varpi(x) \leq 1\}$, and $[0,1]$ contains no critical values of $\varpi$; such a function clearly exists by the assumptions on $K$ and $L$ at the
very beginning of the proof. In particular, $K_l \setminus K_{l-1}$ is a smoothly bounded compact annulus (hence connected) for every $l \in \{1, \ldots, \ell\}$.

Set $u^{l,0} := u^l$ and $\mathcal{Y}_0 := \emptyset$. We shall recursively construct a finite sequence of homotopies $u^{l,t} : L \times P \to \mathbb{R}^n$ ($t \in [0,1]$), $l = 1, \ldots, \ell$, satisfying the following conditions for all $l \in \{1, \ldots, \ell\}$.

(A) The map $u^{l,t}_p : = u^{l,t}(:,p) : L \to \mathbb{R}^n$ is a nonflat conformal minimal immersion for all $(p,t) \in P \times [0,1]$.

(B) Setting

$$ \phi^{l,t}_p = (\phi^{l,t}_{p,1}, \ldots, \phi^{l,t}_{p,n}) := \frac{2\partial u^{l,t}}{\theta} \in \mathcal{O}(L, \mathbb{C}^n), \quad (p,t) \in P \times [0,1], $$

we have that $\phi^{l,t}_{p,a(k)}$ and $\phi^{l,t}_{p,b(k)}$ are complex linearly independent for all $(p,t) \in \mathcal{Y}_k, \quad k = 1, \ldots, \ell$.

(C) $u^{l,t}_p = u^{l}_p$ for all $(p,t) \in (P \times \{0\}) \cup (Q \times [0,1])$.

(D) $|u^{l,t}_p(x) - u^{l-1,t}_p(x)| < \epsilon/\ell$ for all $x \in K_{l-1}$ and $(p,t) \in P \times [0,1]$.

(E) $\text{Flux}(u^{l,t}_p) = \text{Flux}(u^{l}_p)$ for all $(p,t) \in P \times [0,1]$.

(F) $\text{dist}_{u^{l,t}_p}(x_0, bK_l) > \Lambda$ for all $(p,t) \in \bigcup_{k=1}^l \mathcal{Y}_k$.

Assuming that such a sequence exists, the homotopy $\tilde{u}^l := u^{l,\ell}$ satisfies the conclusion of the lemma. Indeed, each $\tilde{u}^l_p$ is a nonflat conformal minimal immersion by (A); condition (a) equals (C); (b) is implied by properties (2.4) and (D), \quad l = 1, \ldots, \ell \quad \text{(recall that $u^l = u^{l,0}$)}; \quad (c) coincides with (E); \quad \text{and (d) follows from (F), (2.3), and (2.5).}

To complete the proof it remains to construct the sequence $u^{l,t}$, $l = 1, \ldots, \ell$. We proceed by induction. The first step is provided by the already defined homotopy $u^{l,0} = u^l$. Indeed, condition (A) is granted by assumption in the statement of the lemma; (B) is implied by (2.1) and (2.4); (C) and (E) are obvious by the definition of $u^{l,0}$; and (D) and (F) are empty. For the inductive step, fix $l \in \{1, \ldots, \ell\}$, assume that we have a homotopy $u^{l-1,t} : L \times P \to \mathbb{R}^n$ ($t \in [0,1]$) satisfying (A$_{l-1}$)–(F$_{l-1}$), and let us furnish such a homotopy $u^{l,t}$ satisfying (A$\ell$)–(F$\ell$).

Write $u^{l}_p = (u^{l}_{p,1}, \ldots, u^{l}_{p,n}) = u^{l-1,t}_p$ and $\psi^{l}_p = (\psi^{l}_{p,1}, \ldots, \psi^{l}_{p,n}) = \phi^{l-1,t}_{p,a}$, $(p,t) \in P \times [0,1]$. Also write $a = a(l)$ and $b = b(l)$. Since each immersion $u^{l}_p$ is conformal, we have that $\sum_{j=1}^n (\psi^{l}_{p,j})^2 = 0$, hence

$$ (\psi^{l}_{p,a})^2 + (\psi^{l}_{p,b})^2 = \Psi^{l}_p := - \sum_{j \neq a,b} (\psi^{l}_{p,j})^2 \in \mathcal{O}(L), \quad (p,t) \in P \times [0,1]. $$

Condition (B$_{l-1}$) ensures that $\Psi^{l}_p$ is the zero function for no $(p,t) \in \mathcal{Y}_l$, hence, by holomorphicity,

$$ \text{the zero set of } \Psi^{l}_p : L \to \mathbb{C} \text{ is finite for all } (p,t) \in \mathcal{Y}_l. $$

Let $\omega : M \to \mathbb{R}$ be a smooth strongly subharmonic Morse exhaustion function such that $K_{l-1} \subset \{x \in M : \omega(x) < 0\}$, $K_l \supset \{x \in M : \omega(x) \leq 1\}$, and $[0,1]$ contains no critical values of $\omega$; we may for instance choose $\omega$ to be the composition of the already
Consider the finitely many annuli $A_j$ such that $\Psi_\ell^t(x) \neq 0$ for all $x \in \omega^{-1}(s_p^t)$, and hence there is a compact annulus $A_{\ell}^j \subset K_{\ell-1}$ of the form $A_{\ell}^j = \{ x \in M : s_j^t \leq \omega(x) \leq r_j^t \}$, for some $r_j^t \in (s_j^t, 1)$ such that $\Psi_\ell^t(x) \neq 0$ for all $x \in A_{\ell}^j$. Since $\Psi_\ell^t$ depends continuously on $(p, t) \in Y_\ell$ there is a compact neighbourhood $W_{p}^{\ell}$ of $(p, t)$ in $P \times [0, 1]$ such that $W_{p}^{\ell} \subset (P \setminus \Omega) \times (0, 1)$ and

$$\Psi_\ell^t(x) \neq 0 \quad \text{for all } x \in A_{\ell}^j \text{ and } (\hat{p}, \hat{t}) \in W_{p}^{\ell}.$$ 

Since $Y_\ell \subset \bigcup_{(p, t) \in Y_\ell} W_{p}^{\ell}$ is compact, there are finitely many points $(q_1, c_1), \ldots, (q_m, c_m)$ in $Y_\ell$ such that

$$Y_\ell \subset \bigcup_{j=1}^m W_{q_j}^{c_j} \subset \bigcup_{j=1}^m W_{q_j}^{c_j} \subset (P \setminus \Omega) \times (0, 1).$$ 

Consider the finitely many annuli $A_{q_j}^{c_j}$, $j = 1, \ldots, m$, and, after possibly shrinking each $A_{q_j}^{c_j}$ to a sub-annulus of the form $\{ x \in M : (s_j^{c_j})' \leq \omega(x) \leq (r_j^{c_j})' \}$ with suitable numbers $s_j^{c_j} < (s_j^{c_j})' < (r_j^{c_j})' < r_j^{c_j}$, assume that they are pairwise disjoint. Set $W_j := W_{q_j}^{c_j}$ and $A_j := A_{q_j}^{c_j}$, $j = 1, \ldots, m$. Fix a number $\rho > 0$ so small that

$$\|\Psi_\ell^t(x)\| > \rho \quad \text{for all } x \in A_j \text{ and } (p, t) \in W_j, \ j = 1, \ldots, m;$$

such $\rho$ exists by (2.8) and compactness of each $A_j$ and each $W_j$.

Since $\theta$ vanishes nowhere on $M$, $|\theta|^2$ is a Riemannian metric on $M$; denote by $\text{length}_\theta(\cdot)$ its associated length function:

$$\text{length}_\theta(\gamma) := \int_{\gamma} |\theta| = \int_{0}^{1} |\theta(\gamma(s), \dot{\gamma}(s))| \, ds \quad \text{for every path } \gamma = \gamma(s) : [0, 1] \rightarrow M.$$ 

Since each $A_j$ is an annulus, there are a number $\lambda > 0$ (small) and smoothly bounded, $\mathcal{C}(M)$-convex compact domains $\Omega_j \subset A_j$, $j = 1, \ldots, m$, such that the following condition holds for $j = 1, \ldots, m$:

(*) if $\gamma : [0, 1] \rightarrow A_j$ is a path connecting the two boundary components of $A_j$ and there is no subpath $\bar{\gamma}$ of $\gamma$ such that $\bar{\gamma} \subset \Omega_j$ and $\text{length}_\theta(\bar{\gamma}) > \lambda$, then $\text{length}_\theta(\gamma) > \lambda / \sqrt{2}$.

Indeed, we can for instance choose each $\Omega_j$ to be a Jorge-Xavier type labyrinth of (finitely many, pairwise disjoint) smoothly bounded closed discs in $\hat{A}_j$ (see [24] or e.g. [2 3 5]) with $\text{length}_\theta(\gamma) > 2\lambda / \sqrt{2}$ for every path $\gamma$ in $A_j \setminus \Omega_j$ connecting the two boundary components of $A_j$, and then take a number $\lambda > 0$ sufficiently small. Set

$$\Omega := \bigcup_{j=1}^m \Omega_j$$

and note that $K_{\ell} \setminus (K_{\ell-1} \cup \Omega)$ is path connected since each $\Omega_j$ is $\mathcal{C}(M)$-convex.

Let

$$f_p := \psi_{p,a}^t - i\psi_{p,b}^t \quad \text{and} \quad g_p := \psi_{p,a}^t + i\psi_{p,b}^t, \quad (p, t) \in P \times [0, 1],$$
and thus define a pair of homotopies $f^t, g^t : L \times P \to \mathbb{C}$ $(t \in [0, 1])$ with $f_p^t = f^t(\cdot, p) \in \mathcal{O}(L)$ and $g_p^t = g^t(\cdot, p) \in \mathcal{O}(L)$ for all $(p, t) \in P \times [0, 1]$. Note that

$$\psi_{p,a}^t = \frac{1}{2}(f_p^t + g_p^t), \quad \psi_{p,b}^t = \frac{i}{2}(f_p^t - g_p^t), \quad \text{and} \quad \Psi_p^t = f_p^t g_p^t, \quad (p, t) \in P \times [0, 1];$$

see (2.6). By (C2) we have in view of (2.1) that

$$(2.11) \quad f_p^t = \phi_{p,a}^t - i\theta_{p,b}^t \text{ and } g_p^t = \phi_{p,a}^t + i\theta_{p,b}^t \text{ for all } (p, t) \in (P \times \{0\}) \cup (Q \times [0, 1]),$$

and $f_p^t$ and $g_p^t$ are complex linearly independent for all $(p, t) \in \mathcal{T}_t$. Thus, by (2.3) and since $P \times [0, 1]$ is a normal topological space, there are compact neighbourhoods $\mathcal{T}$ and $\mathcal{D}$ of $\mathcal{T}_t$ in $P \times [0, 1]$ such that $\mathcal{T} \subset \mathcal{D} \subset \mathcal{D} \subset (P \setminus Q) \times [0, 1]$ and $f_p^t$ and $g_p^t$ are complex linearly independent for all $(p, t) \in \mathcal{D}$. Moreover, by (2.10) there is a number $\sigma > 0$ so small that

$$(2.12) \quad |f_p^t(x)| > \sigma \quad \text{for all } x \in \Omega_j \text{ and } (p, t) \in W_j, \quad j = 1, \ldots, m.$$ 

Therefore, Lemma 2.2 applies with the compact Hausdorff space $\mathcal{D}$ and the closed subspaces $\mathcal{Y} = \mathcal{D} \setminus \mathcal{T}$ and $\mathcal{Z} = \mathcal{T}_t$, and given $\epsilon_0 > 0$ to be specified later provides a homotopy $h^t : L \times P \to \mathbb{C}^*$ $(t \in [0, 1])$ satisfying the following conditions.

(i) The function $h_p^t := h^t(\cdot, p) : L \to \mathbb{C}^*$ is holomorphic for all $(p, t) \in P \times [0, 1]$.

(ii) $h_p^t = 1$ everywhere on $L$ for all $(p, t) \in (P \times [0, 1]) \setminus \mathcal{T} \supset (P \times \{0\}) \cup (Q \times [0, 1])$.

(iii) The holomorphic 1-forms $(f_p^t - f_p^t h_p^t)\theta$ and $(g_p^t - g_p^t h_p^t)\theta$ are exact on $L$ for all $(p, t) \in P \times [0, 1]$.

(iv) $|h_p^t(x) - 1| < \epsilon_0$ for all $x \in K_{t-1}$ and $(p, t) \in P \times [0, 1]$.

(v) $|h_p^t(x)| > 1/\epsilon_0 > \sqrt{2} \frac{\lambda}{\lambda_\sigma}$ for all $x \in \Omega$ and $(p, t) \in \mathcal{T}_t$.

We choose $\epsilon_0 > 0$ so small that the latter inequality in (v) is satisfied. Note that Lemma 2.2 provides a continuous map $h : L \times \mathcal{D} \to \mathbb{C}^*$ with $h_p^t := h^t(\cdot, (p, t)) = 1$ for all $(p, t) \in \mathcal{D} \setminus \mathcal{T}$; to obtain the homotopy $h^t : L \times P \to \mathbb{C}^*$ we just continuously extend $h$ to $L \times P \times [0, 1]$ by setting $h_p^t = 1$ for all $(p, t) \in (P \times [0, 1]) \setminus \mathcal{D}$.

Set

$$\bar{\psi}_{p,a}^t := \frac{1}{2}(f_p^t h_p^t + g_p^t h_p^t) \quad \text{and} \quad \bar{\psi}_{p,b}^t := \frac{i}{2}(f_p^t h_p^t - g_p^t h_p^t), \quad (p, t) \in P \times [0, 1],$$

and note that

$$(2.13) \quad (\bar{\psi}_{p,a}^t)^2 + (\bar{\psi}_{p,b}^t)^2 = f_p^t g_p^t = \Psi_p^t, \quad (p, t) \in P \times [0, 1],$$

and

$$(2.14) \quad |\bar{\psi}_{p,a}^t|^2 + |\bar{\psi}_{p,b}^t|^2 = \frac{1}{2} \left( |f_p^t|^2 |h_p^t|^2 + |g_p^t|^2 |h_p^t|^2 \right), \quad (p, t) \in P \times [0, 1].$$

Also note that $\bar{\psi}_{p,j}^t$ is close to $\psi_{p,j}^t$ on $K_{t-1}$, $j = a, b$ (depending on $\epsilon_0 > 0$); see (iv).

By condition (iii) the holomorphic 1-forms $(\bar{\psi}_{p,a}^t - \psi_{p,a}^t)\theta$ are exact on $L$ for all $(p, t) \in P \times [0, 1]$ and $j = a, b$, and in view of (B_{t-1}) we obtain well-defined
homotopies $u^{t,l}_{p,j}: L \times P \to \mathbb{R}$ ($t \in [0,1], j = a, b$) of harmonic functions $u^{t,l}_{p,j}: L \to \mathbb{R}$ ($p \in P$) defined by

$$u^{t,l}_{p,j}(x) = u^{t,l-1}_{p,j}(x_0) + \Re \int_{x_0}^{x} \bar{\psi}^{t}_{p,j} \theta, \quad x \in L.$$ 

Moreover, since each function $h^l_p$ vanishes nowhere, (2.13) ensures that the map $u^{t,l}: L \times P \to \mathbb{R}^n$ given by $u^{t,l}(\cdot, p) = (u^{t,l}_{p,j})_{j=1,...,n}$ for all $(p, t) \in P \times [0,1]$, where $u^{t,l}_{p,j} = u^{t,l-1}_{p,j}$ for all $j \notin \{a, b\}$, is a homotopy of conformal minimal immersions $u^{t,l}_{p,j} = u^{t,l}(\cdot, p): L \to \mathbb{R}^n$.

We claim that if $\epsilon_0 > 0$ is sufficiently small, then the homotopy $u^{t,l}$ satisfies conditions $(A_1)$–$(F_1)$. Indeed, for such an $\epsilon_0 > 0$ property (D$_l$) follows from (iv); (A$_j$) and (B$_j$) are implied by (A$_{j-1}$), (B$_{j-1}$), and (iv); (C$_l$) is guaranteed by (2.1), (2.11), and (ii); and (E$_l$) follows from (E$_{l-1}$) and (iii). Finally, in order to check condition $(F_1)$ let $(p, t) \in \bigcup_{k=1}^{l-1} \mathcal{T}_k$. If $(p, t) \in \bigcup_{k=1}^{l-1} \mathcal{T}_k$, then

$$\text{dist}_{u^{t,l}_p}(x_0, bK_l) > \text{dist}_{u^{t,l}_p}(x_0, bK_{l-1}) \overset{\text{(iv)}}{=} \text{dist}_{u^{t,l-1}_p}(x_0, bK_{l-1}) \overset{\text{(F$_{l-1}$)}}{>} \Lambda,$$

hence $\text{dist}_{u^{t,l}_p}(x_0, bK_l) > \Lambda$ provided that $\epsilon_0 > 0$ is sufficiently small. If $(p, t) \in \mathcal{T}_l$, let $\gamma$ be a path on $K_l$ connecting $x_0$ and $bK_l$. Take $j \in \{1, \ldots, m\}$ such that $(p, t) \in W_j$ (see (2.9); this $j$ need not be unique) and let $\gamma_j \subset A_j$ be a subpath of $\gamma$ connecting the two boundary components of $A_j$; recall that $x_0 \in K \subset K_{l-1}$. It suffices to check that

$$\text{(2.15)} \quad \text{length}(u^{t,l}_p \circ \gamma_j) > \Lambda.$$ 

We distinguish cases. Assume that there is no subpath $\tilde{\gamma}_j$ of $\gamma_j$ such that $\tilde{\gamma}_j \subset \Omega_j$ and $\text{length}_{\theta}(\tilde{\gamma}_j) > \lambda$. In this case, we have

$$\text{length}(u^{t,l}_p \circ \gamma_j) \overset{\text{(2.13)}}{\geq} \int_{\gamma_j} \sqrt{|\bar{\psi} |_{\mathcal{F}}^2} \Lambda \overset{\text{(2.10)}}{> \sqrt{\theta} \int_{\gamma_j} |\theta|} > \Lambda.$$ 

If on the contrary there is a subpath $\tilde{\gamma}_j$ of $\gamma_j$ such that $\tilde{\gamma}_j \subset \Omega_j$ and $\text{length}_{\theta}(\tilde{\gamma}_j) > \lambda$, then

$$\text{length}(u^{t,l}_p \circ \gamma_j) \geq \int_{\gamma_j} \sqrt{|\bar{\psi}^t_{p,a}|^2 + |\bar{\psi}^t_{p,b}|^2} \Lambda \overset{\text{(2.15)}}{> \lambda \int_{\gamma_j} |\theta|} > \Lambda,$$

where in the second to last inequality we have used (2.12), (2.14), and (v). This shows (2.15) and completes the proof of the lemma granted Lemma 2.2. $\square$

**Proof of Lemma 2.2.** We assume without loss of generality that $K$ and $L$ are $\mathcal{O}(M)$-convex; otherwise we replace $M$ by a small regular neighbourhood of $L$. We also assume that $\epsilon < 1$ for simplicity of exposition.

Let $\mathcal{B} = \{C_i; i = 1, \ldots, l\}$, $l \geq 0$, be a homology basis for $H_1(K, \mathbb{Z}) \cong \mathbb{Z}^l$ consisting of closed smooth Jordan curves in $K$ such that

$$\text{(2.16)} \quad C := \bigcup_{i=1}^{l} C_i \subset \hat{K} \quad \text{is $\mathcal{O}(M)$-convex and a strong deformation retract of $K$}.$$
and there is a point \( x_0 \in K \) such that \( C_i \cap C_j = \{ x_0 \} \) for every pair of distinct indices \( i,j \in \{ 1,\ldots,l \} \). Existence of such a homology basis \( \mathcal{B} \) is well known; see e.g. \cite{10} Lemma 1.12.10. By the assumptions, \( \mathcal{B} \) is a homology basis for \( H_1(L,\mathbb{Z}) \) as well. For each \( d \in \mathcal{D} \) consider the period map \( \mathcal{P}_d : \mathcal{C}(C,\mathbb{C}^*) \to (\mathbb{C}^2)^l \) given by

\[
(2.17) \quad \mathcal{P}_d(h) = \left( \int_{C_i} \left( f_d h, \frac{g_d}{L} \right) \right)_{i=1,\ldots,l} \in (\mathbb{C}^2)^l, \quad h \in \mathcal{C}(C,\mathbb{C}^*).
\]

The proof of the lemma consists of two independent constructions which are enclosed in the following two claims.

Claim 2.3. There is a spray of holomorphic functions

\[
(2.18) \quad v_\zeta : L \to \mathbb{C}^*, \quad \zeta \in B,
\]

depending holomorphically on a parameter \( \zeta \) in a ball \( 0 \in B \subset \mathbb{C}^N \) for some \( N \in \mathbb{N} \), such that

and the spray \( v_\zeta \) is period dominating in the sense that for each \( d \in \mathcal{D} \), the period map \( \tilde{\mathcal{P}}_d : B \to (\mathbb{C}^2)^l \) given by

\[
(2.19) \quad \tilde{\mathcal{P}}_d(\zeta) = \mathcal{P}_d(v_\zeta), \quad \zeta \in B,
\]
is a submersion at \( \zeta = 0 \).

Related constructions of period dominating sprays of a multiplicative nature can be found in \cite{12} (in a non-parametric framework) and \cite{9}. Note that the period domination property of the spray \( v_\zeta \) is an open condition which remains valid if we replace the map \( (f,g) \) in (2.17) by any map \( (\tilde{f},\tilde{g}) \) in \( \mathcal{C}(C \times \mathcal{D},\mathbb{C}^2) \) sufficiently close to \( (f,g) \) uniformly on \( C \times \mathcal{D} \).

Proof. Since \( f_d \) and \( g_d \) are linearly independent for all \( d \in \mathcal{D} \), \( (f,g) : L \times \mathcal{D} \to \mathbb{C}^2 \) is continuous, and \( L \times \mathcal{D} \) is compact, there are a (large) \( k \in \mathbb{N} \) and pairwise distinct points \( y_{i,j} \in C_i \setminus \{ x_0 \} \), \( j = 1,\ldots,2k \), \( i = 1,\ldots,l \), satisfying the following condition:

\[
(2.20) \quad \{(f_d,g_d)(y_{i,j}), (f_d,g_d)(y_{i,k+j})\} \text{ is a basis of } \mathbb{C}^2 \text{ for all } i = 1,\ldots,l.
\]

(Here we are also using the identity principle for the holomorphic functions \( f_d \) and \( g_d \).) We shall construct a spray \( v_\zeta \) of the form

\[
(2.21) \quad v_\zeta = \prod_{i=1}^{l} \prod_{j=1}^{2k} (1 + \zeta_{i,j} a_{i,j}),
\]

where each \( \zeta_{i,j} \) is a complex number and each \( a_{i,j} \) is a function in \( \mathcal{O}(L) \) (we write \( \zeta = (\zeta^1,\ldots,\zeta^l) \in (\mathbb{C}^2)^l \) with \( \zeta^i = (\zeta_{i,1},\ldots,\zeta_{i,2k}) \in \mathbb{C}^{2k} \), \( i = 1,\ldots,l \)). To perform this task, we shall first construct the functions \( a_{i,j} \) as continuous functions in \( \mathcal{C}(C,\mathbb{C}) \) and then upgrade them to holomorphic functions in \( \mathcal{O}(L) \) by Mergelyan approximation, as we may in view of (2.13). Clearly, (2.18) holds.

For each \( i \in \{ 1,\ldots,l \} \), let \( \gamma_i : (0,1) \to C_i \) be a smooth parametrisation of \( C_i \setminus \{ x_0 \} \) and extend \( \gamma_i \) continuously to \([0,1] \) with \( \gamma_i(0) = \gamma_i(1) = x_0 \). For each \( j \in \{ 1,\ldots,2k \} \)
let \( s_{i,j} \in (0, 1) \) be the only point with \( \gamma_i(s_{i,j}) = y_{i,j} \) and choose a number \( \tau > 0 \) to be specified later, so small that \( 0 < s_{i,j} - \tau < s_{i,j} + \tau < 1 \) for all \( i, j \) and the intervals \([s_{i,j} - \tau, s_{i,j} + \tau]\), \( j = 1, \ldots, 2k \), are pairwise disjoint for all \( i = 1, \ldots, l \). Next, for each \( i, j \) take a continuous function \( a_{i,j} : C_i \to \mathbb{C} \) such that

\[
(2.22) \quad a_{i,j}(\gamma_i(s)) = 0 \quad \text{for all } s \in [0, 1] \setminus [s_{i,j} - \tau, s_{i,j} + \tau]
\]

(hence \( a_{i,j}(x_0) = 0 \) for all \( i, j \)) and

\[
(2.23) \quad \int_{C_i} a_{i,j} \theta = \int_{s_{i,j} - \tau}^{s_{i,j} + \tau} a_{i,j}(\gamma_i(s)) \theta(\gamma_i(s), \dot{\gamma}_i(s)) \, ds = 1.
\]

Extend each \( a_{i,j} \) continuously to \( C \) by setting \( a_{i,j} = 0 \) on \( C \setminus C_i \), consider the continuous function \( v_\zeta : C \to \mathbb{C} \) defined by the expression in \((2.21)\), and assume that the ball \( 0 \in B \subset \mathbb{C}^{2kl} \) is so small that \( v_\zeta \) vanishes nowhere on \( C \) for all \( \zeta \in B \). We have that \( v_\zeta : C \to \mathbb{C}^* \) depends holomorphically on \( \zeta \). Observe that

\[
\frac{\partial v_\zeta(x)}{\partial \zeta_{i,j}} \bigg|_{\zeta=0} = a_{i,j}(x), \quad x \in C, \ i \in \{1, \ldots, l\}, \ j \in \{1, \ldots, 2k\},
\]

hence, in view of \((2.17)\), \((2.19)\), \((2.22)\), and \((2.23)\), for any sufficiently small choice of \( \tau > 0 \) we have for each \( d \in D, \ i \in \{1, \ldots, l\}, \) and \( j \in \{1, \ldots, 2k\} \) that

\[
\frac{\partial \tilde{P}_d(\zeta)}{\partial \zeta_{i,j}} \bigg|_{\zeta=0} = \left( \int_{C_m} (f_d, -g_d) a_{i,j} \theta \right)_{m=1,\ldots,d} 
\approx \left( (f_d(y_{i,j}), -g_d(y_{i,j})) \delta_{im} \right)_{m=1,\ldots,d} \in (\mathbb{C}^2)^l,
\]

where \( \delta_{im} \) is the Kronecker delta and the smaller \( \tau > 0 \), the closer the approximation. Thus, in view of \((2.21)\) we obtain that

\[
(2.24) \quad \frac{\partial \tilde{P}_d(\zeta)}{\partial \zeta} \bigg|_{\zeta=0} : T_0B \cong \mathbb{C}^{2kl} \to (\mathbb{C}^2)^l \quad \text{is surjective for all } d \in D
\]

provided that \( \tau > 0 \) has been chosen sufficiently small. As we mentioned above, to conclude the proof of the claim it now suffices to approximate each function \( a_{i,j} \) uniformly on \( C \) by a function in \( \mathcal{O}(L) \) (with the same name); this is granted by the classical Mergelyan theorem \([15]\) in view of \((2.16)\). If all these approximations are close enough, then \((2.24)\) guarantees the period domination condition of \( v_\zeta \) in the statement of the claim. After shrinking the ball \( B \) to ensure that \( v_\zeta \) vanishes nowhere on \( L \) for all \( \zeta \in B \), this concludes the proof.

\[\square\]

Claim 2.4. For any number \( 0 < \mu < 1 \), there is a continuous function \( w : L \times D \to \mathbb{C}^* \) satisfying the following conditions.

\begin{itemize}
  \item[(i)] The function \( w_d := w(\cdot, d) : L \to \mathbb{C}^* \) is holomorphic for all \( d \in D \).
  \item[(ii)] \( w_d = 1 \) everywhere on \( L \) for all \( d \in \mathcal{Y} \).
  \item[(iii)] \( |w_d(x) - 1| < \mu \) for all \( x \in K \) and \( d \in D \).
  \item[(iv)] \( |w_d(x)| > 1/\mu \) for all \( x \in \Omega \) and \( d \in \mathcal{Z} \).
\end{itemize}

Proof. Since \( D \) is compact and Hausdorff, it is a normal topological space, and since \( \mathcal{Y} \) and \( \mathcal{Z} \) are disjoint closed subspaces of \( D \), Urysohn’s lemma yields a continuous
function $\Phi: \mathcal{D} \to [0,1]$ such that
\begin{equation}
\Phi(d) = 0 \text{ for all } d \in \mathcal{Y} \quad \text{and} \quad \Phi(d) = 1 \text{ for all } d \in \mathcal{Z}.
\end{equation}

Let $K'$ and $\Omega'$ be a pair of disjoint smoothly bounded compact domains such that $K \subset \bar{K}'$, $\Omega \subset \bar{\Omega}'$, and $K' \cup \Omega'$ is $\mathcal{O}(M)$-convex. Consider the function
\[\tilde{w}: (K' \cup \Omega') \times \mathcal{D} \to \mathbb{C}^*\]
determined by the locally constant (hence holomorphic) functions $\tilde{w}_d := \tilde{w}(\cdot,d): K' \cup \Omega' \to [1, +\infty) \subset \mathbb{C}^* \ (d \in \mathcal{D})$ given by
\begin{align*}
\tilde{w}_d(x) &= \begin{cases} 
1 & x \in K' \\
1 + \frac{\Phi(d)}{\mu} & x \in \Omega', \quad x \in K' \cup \Omega', \ d \in \mathcal{D}.
\end{cases}
\end{align*}

In view of (2.25), we have that $\tilde{w}_d = 1$ for all $d \in \mathcal{Y}$ and $\tilde{w}_d(x) > 1/\mu$ for all $(x,d) \in \Omega' \times \mathcal{Z}$.

Since $L \times \mathcal{D}$ is a normal topological space and $(L \times \mathcal{Y}) \cup (\Omega' \times \mathcal{Z})$ is a closed subset, the Tietze extension theorem implies that $\tilde{w}$ extends to a continuous function $\tilde{w}: L \times \mathcal{D} \to (0, +\infty) \subset \mathbb{C}^*$ such that $\tilde{w}(\cdot,d) = 1$ for all $d \in \mathcal{Y}$. Therefore, since $K' \cup \Omega'$ is $\mathcal{O}(M)$-convex and contains $K \cup \Omega$ in its interior, the parametric Oka property with approximation for holomorphic functions into $\mathbb{C}^*$ (see [20, Theorem 5.4.4] and recall that $\mathbb{C}^*$ is Oka) enables us to approximate $\tilde{w}$ uniformly on $(K \cup \Omega) \times \mathcal{D}$ by a function $w: L \times \mathcal{D} \to \mathbb{C}^*$ satisfying the conclusion of the claim. 

With the above two claims in hand, the proof of Lemma 2.2 is completed as follows. Fix a number
\begin{equation}
0 < \lambda < \frac{\epsilon}{3}
\end{equation}
and, by (2.18) and after shrinking the ball $B$ if necessary, assume that
\begin{equation}
|v_\zeta(x) - 1| < \lambda \quad \text{for all } x \in L \text{ and } \zeta \in B,
\end{equation}
where $v_\zeta$ is the spray provided by Claim 2.3. Fix another number
\begin{equation}
0 < \mu < \frac{\epsilon}{3}
\end{equation}
to be specified later, let $w: L \times \mathcal{D} \to \mathbb{C}^*$ be a function given by Claim 2.4 for the fixed number $\mu$, and define
\[\tilde{h}_{d,\zeta} := w_d v_\zeta: L \to \mathbb{C}^*, \ d \in \mathcal{D}, \ \zeta \in B.
\]
The function $\tilde{h}_{d,\zeta}$ is holomorphic and depends continuously on $d \in \mathcal{D}$ and holomorphically on $\zeta \in B$. We have by (2.18) that
\[\tilde{h}_{d,0} = w_d \quad \text{for all } d \in \mathcal{D};
\]
together with condition (ii) we infer that
\begin{equation}
\tilde{h}_{d,0} = 1 \text{ everywhere on } L \text{ for all } d \in \mathcal{Y}.
\end{equation}
Moreover, (2.27) and conditions (iii) and (iv) ensure that
\begin{equation}
|\tilde{h}_{d,\zeta}(x) - 1| < (1 + \mu)\lambda + \mu \quad \text{for all } x \in K, \ d \in \mathcal{D}, \ \text{and } \zeta \in B.
\end{equation}
and
\[ |\tilde{h}_{d,\zeta}(x)| > \frac{1 - \lambda}{\mu} \]
for all \( x \in \Omega \), \( d \in \mathbb{Z} \), and \( \zeta \in B \).

By (2.18), (2.29), Claim 2.4 (iii), and the fact that \( C \subset \tilde{K} \) (see (2.16)), the period domination property of the spray \( v_\zeta \) guarantees that for any sufficiently small choice of \( \mu > 0 \), the implicit function theorem gives a continuous map
\[ \zeta : \mathcal{Y} \to B \subset \mathbb{C} \]

such that
\[ \zeta(d) = 0 \quad \text{for all } d \in \mathcal{Y} \]

and the function
\[ h_d := \tilde{h}_{d,\zeta(d)} : L \to \mathbb{C}^* \]

satisfies
\[ \mathcal{P}_d(h_d) = \mathcal{P}_d(1) \quad \text{for all } d \in \mathcal{D} \]

Indeed, we are using here that for sufficiently small \( \mu > 0 \) the spray \( v_\zeta \) is period dominating with respect to the period map \( B \to (\mathbb{C}^2)^l \) given by
\[ B \ni \zeta \mapsto \left( \int_{C_i} \left( \frac{f_d w_d}{v_\zeta}, \frac{g_d w_d}{v_\zeta} \right) \theta \right)_{i=1,\ldots,l} \in (\mathbb{C}^2)^l \]

for every \( d \in \mathcal{D} \); see the remark below the statement of Claim 2.3.

We claim that the continuous function \( h : L \times \mathcal{D} \to \mathbb{C}^* \) determined by \( h(\cdot, d) := h_d \) for all \( d \in \mathcal{D} \) satisfies the conclusion of Lemma 2.2. Indeed, condition (a) is already seen; (b) is guaranteed by (2.29) and (2.32); (c) is implied by (2.33), (2.16), and (2.17); (d) is ensured by (2.30), (2.26), and (2.28); and (e) follows from (2.31), (2.26), and (2.28) (take into account that \( 0 < \epsilon < 1 \)).\[ \square \]

Lemma 2.1 is proved.

### 3. Prescribing the flux

In this section we generalise the methods in [21] to control the periods not just of the immersions \( u^1_p \) but of all the immersions \( u^t_p \) in the homotopy, under the appropriate assumptions.

**Lemma 3.1.** Let \( M \) be an open Riemann surface and \( K \) and \( L \) be a pair of smoothly bounded \( O(M) \)-convex compact domains in \( M \) such that \( K \subset L \) and the Euler characteristic of \( L \setminus K \) equals 0 or \(-1\). Let \( Q \subset P \) be compact Hausdorff spaces, let \( u^t : K \times P \to \mathbb{R}^n \) \((t \in [0,1])\), \( n \geq 3 \), be a homotopy of nonflat conformal minimal immersions \( u^t_p := u^t(\cdot, p) : K \to \mathbb{R}^n \), and let \( F^t : P \to H^1(L, \mathbb{R}^n) \) \((t \in [0,1])\) be a homotopy of cohomology classes \( F^t_p := F^t(p) \) satisfying the following conditions.

(A) \( u^t_p = u^0_p \) for all \((p, t) \in Q \times [0,1]\).

(B) \( u^0_p \) extends to a conformal minimal immersion \( u^0_p : L \to \mathbb{R}^n \) for all \( p \in P \).

(C) \( F^t_p = \text{Flux}(u^t_p) \) for all \((p, t) \in (P \times \{0\}) \cup (Q \times [0,1])\).
(IV) \( F_p^t|_K = \text{Flux}(u_{p,t}^t) \) \( \text{for all } (p,t) \in P \times [0,1] \).

Then, for any \( \epsilon > 0 \) there is a homotopy \( \tilde{u}^t: L \times P \to \mathbb{R}^n \) \( \text{for all } t \in [0,1] \) of nonflat conformal minimal immersions \( \tilde{u}_p^t := \tilde{u}^t(\cdot, p): L \to \mathbb{R}^n \) satisfying the following conditions.

(i) \( \tilde{u}_{p,t}^t = u_0^t \) \( \text{for all } (p,t) \in (P \times \{0\}) \cup (Q \times [0,1]) \).
(ii) \( |u_{p,t}^t(x) - u_{p,t}^0(x)| < \epsilon \) \( \text{for all } x \in K \) \( \text{and } (p,t) \in P \times [0,1] \).
(iii) \( \text{Flux}(\tilde{u}_p^t) = F_p^t \) \( \text{for all } (p,t) \in P \times [0,1] \).

The proof of Lemma 3.1 consists of adapting the arguments in the proof of Theorem 4.1 in [21] by using [21, Lemma 3.1] in its full generality.

Proof. If the Euler characteristic of \( L \setminus \hat{K} \) equals 0, then \( L \setminus \hat{K} \) is a union of finitely many pairwise disjoint compact annuli. Thus, \( K \) is a strong deformation retract of \( L \) and the inclusion \( K \hookrightarrow L \) induces an isomorphism \( H^1(K, \mathbb{R}^n) \to H^1(L, \mathbb{R}^n) \).

With the identification given by this isomorphism, condition (IV) says that

\[
F_p^t = \text{Flux}(u_{p,t}^t) \quad \text{for all } (p,t) \in P \times [0,1].
\]

In this case, the result follows by an inspection of the proof of [21, Theorem 4.1]. Indeed, our situation corresponds to the noncritical case in that proof except that we do not have the assumptions (b') and (c') there (see [21, p. 21]). Following the argument in that proof but without paying attention to some immersions in the family having vanishing flux, we obtain a homotopy of nonflat conformal minimal immersions \( \tilde{u}_p^t: L \to \mathbb{R}^n \), \( (p,t) \in P \times [0,1] \), satisfying (i), (ii), and \( \text{Flux}(\tilde{u}_p^t|_K) = \text{Flux}(u_p^t) \) \( \text{for all } (p,t) \in P \times [0,1] \) (cf. conditions (α), (β), and (γ) in [21, p. 22]). The latter and (3.1) imply (iii), thereby concluding the proof in this case.

Assume now that the Euler characteristic of \( L \setminus \hat{K} \) equals \(-1\). In this case \( L \setminus \hat{K} \) is a disjoint union of finitely many compact annuli and a single pair of pants (that is, a sphere from which three smoothly bounded open discs with pairwise disjoint closures have been removed). Thus, \( L \) admits a strong deformation retraction onto a compact set \( S = K \cup E \), where \( E \) is an embedded arc in \( L \setminus \hat{K} \) with its two endpoints in \( K \) and otherwise disjoint from \( K \). The arc \( E \) lies in the pair of pants. We choose \( S \), as we may, to be an admissible subset of \( M \) in the sense of [21, Definition 2.1].

Let \( \theta \) be a holomorphic 1-form on \( M \) vanishing nowhere and set

\[
f_{p,t}^t := \frac{2\partial u_{p,t}^t}{\theta}|_S : S \to A_*, \quad (p,t) \in (P \times \{0\}) \cup (Q \times [0,1]).
\]

Note that \( f_{p,t}^t = f_{p,t}^0 \) \( \text{for all } (p,t) \in Q \times [0,1] \). Also set

\[
f_{p,t}^t := \frac{2\partial u_{p,t}^t}{\theta} : K \to A_*, \quad (p,t) \in (P \setminus Q) \times (0,1).
\]

We claim that there are continuous families of smooth maps

\[
g_{p,t}^t: S \to A_*, \quad v_{p,t}^t: S \to \mathbb{R}^n, \quad (p,t) \in P \times [0,1],
\]

satisfying the following conditions.
(a) \( v^t_p|_{K} = u^t_p \) and \( g^t_p|_{K} = f^t_p \) for all \((p, t) \in P \times [0, 1]\).

(b) \( v^t_p = u^0_p |_{S} \) and \( g^t_p = f^0_p |_{S} \) for all \((p, t) \in (P \times \{0\}) \cup (Q \times [0, 1]))\).

(c) The pair \( U^t_p = (v^t_p, g^t_p\theta) \) is a nonflat generalised conformal minimal immersion on \( S \) in the sense of [21] Definition 2.2.

(d) \( \text{Flux}(U^t_p) = F^t_p \) for all \((p, t) \in P \times [0, 1]\).

(Cf. conditions (a)–(d) in [21] p. 26); in particular, compare (d) here with (a) there.) Indeed, extend \( E \) to a real-analytic Jordan curve \( C \subset \mathbb{L} \) with \( C \setminus K = E \). Set \( C : = C \cap K \), take a real-analytic parametrisation \( \gamma : [0, 3] \to C \) such that \( \gamma([2, 3]) = C_3 \), and set \( C_i := \gamma([i - 1, i]) \) for \( i = 1, 2 \); hence \( C = C_1 \cup C_2 \cup C_3 \). Extend the maps \( f^t_p : K \to A_\ast \) for \((p, t) \in (P \setminus Q) \times (0, 1]) \) continuously to \( S = K \cup C \) so that the family \( f^t_p : S \to A_\ast \), \((p, t) \in P \times [0, 1] \), depends continuously on \((p, t)\); in particular, the extension is the already defined map \( f^t_p \) on \( S \) for all \((p, t) \in (P \times \{0\}) \cup (Q \times [0, 1]) \). Choose \( 0 < \eta < 1/2 \) (small) and set

\[
I_i = [i - 1 + \eta, i - \eta] \quad \text{and} \quad C'_i = \gamma(I_i), \quad i = 1, 2.
\]

We choose \( f^t_p \) such that \( f^t_{p|C'_0 \cup C'_2} = f^0_{p|C'_0 \cup C'_2} \) for all \((p, t) \in P \times [0, 1]\). Define \( \sigma^t_p : [0, 3] \to A_\ast \), \((p, t) \in P \times [0, 1]\), by

\[
\sigma^t_p(s) = f^t_p(\gamma(s))\theta(\gamma(s), \dot{\gamma}(s)), \quad s \in [0, 3].
\]

Note that \( \sigma^t_p = \sigma^0_p \) for all \( p \in Q \) and \( \int_0^3 \sigma^t_p(s) \, ds = F^t_p([C]) = F^0_p([C]) \) for all \((p, t) \in (P \times \{0\}) \cup (Q \times [0, 1]) \); see assumptions (I) and (III). Thus, for any \((p, t) \in P \times [0, 1]\), \( \sigma^t_p \) is a nonflat generalised conformal minimal immersion with \( \dot{\sigma}^t_p : [0, 1] \to A_\ast \), \((p, t) \in P \times [0, 1]\), satisfying the following conditions.

(A1) \( \dot{\sigma}^t_p = \sigma^t_p \) on \( [0, 1] \setminus I_1 \) for all \((p, t) \in P \times [0, 1]\).

(A2) \( \dot{\sigma}^t_p = \sigma^0_p |_{[0, 1]} \) for all \((p, t) \in (P \times \{0\}) \cup (Q \times [0, 1]) \).

(A3) \( \left| \int_0^1 \dot{\sigma}^t_p(s) \, ds + \int_1^3 \dot{\sigma}^t_p(s) \, ds - F^t_p([C]) \right| < \delta \) for all \((p, t) \in P \times [0, 1]\).

(Cf. [21] Eq. (4.11)); this is the precise point at which we take advantage of the full generality of [21] Lemma 3.1.) Next, arguing as in [21] p. 28–29, assuming that \( \delta > 0 \) is sufficiently small we can find a continuous family of paths \( \dot{\sigma}^t_p : [1, 2] \to A_\ast \), \((p, t) \in P \times [0, 1]\), satisfying the following conditions.

(B1) \( \dot{\sigma}^t_p = \sigma^t_p \) on \([1, 2] \setminus I_2 \) for all \((p, t) \in P \times [0, 1]\).

(B2) \( \dot{\sigma}^t_p = \sigma^0_p |_{[1, 2]} \) for all \((p, t) \in (P \times \{0\}) \cup (Q \times [0, 1]) \).

(B3) \( \int_0^2 \dot{\sigma}^t_p(s) \, ds + \int_2^3 \dot{\sigma}^t_p(s) \, ds = F^t_p([C]) \) for all \((p, t) \in P \times [0, 1]\).

(Cf. [21] Eq. (4.12) and (4.13))). Define \( g^t_p : S \to A_\ast \) and \( v^t_p : S \to \mathbb{R}^n \), \((p, t) \in P \times [0, 1]\), by

\[
g^t_p|_{K} = f^t_p|_{K} \quad \text{and} \quad g^t_p(\gamma(s)) = \frac{\dot{\sigma}^t_p(s)}{\theta(\gamma(s), \dot{\gamma}(s))} \quad \text{for all} \quad s \in [0, 2],
\]
and
\[ v'^t_p|_K = u'_p \quad \text{and} \quad v'^t_p(\gamma(s)) = u'_p(\gamma(0)) + \int_0^s \tilde{\sigma}'_p(\varsigma) \, d\varsigma \quad \text{for all} \quad s \in [0, 2]. \]

Properties (A1)–(A3) and (B1)–(B3) trivially show that \( g'^t_p \) and \( v'^t_p \) satisfy conditions (a)–(d). Arguing as in [21, p. 26–27], this reduces the proof to the case of Euler characteristic equal to 0. This completes the proof of the lemma. \( \square \)

4. Proof of Theorem 1.1

The proof consists of a standard recursive process using Lemmas 2.1 and 3.1; the former will enable us to ensure the completeness of the immersions in the limit homotopy while the latter will allow us to control their fluxes.

Let \( K \subset M \) and \( Q \subset P \) be as in the statement of the theorem. Without loss of generality, we may assume that \( K \) is a smoothly bounded \( \mathcal{O}(M) \)-convex compact domain. Since \( P \) is a compact metric space and \( Q \subset P \) is a closed subspace, there is a sequence of closed subspaces \( T_j \subset P, \ j \in \mathbb{N} = \{1, 2, 3, \ldots\} \), such that
\[ (4.1) \quad T_j \subset \hat{T}_{j+1} \quad \text{for all} \quad j \in \mathbb{N} \quad \text{and} \quad \bigcup_{j \in \mathbb{N}} T_j = P \setminus Q. \]

It is only here that it is not sufficient to assume that \( P \) is a compact Hausdorff space. Such a space is normal, but we need \( P \) to be perfectly normal in order to guarantee the existence of the subspaces \( T_j \). We have opted to impose the simple sufficient condition that \( P \) be metrisable. This is a harmless assumption since a family can always be reparametrised by its image and our families take their values in metrisable spaces.

Set \( K_0 := K \) and take a sequence of smoothly bounded \( \mathcal{O}(M) \)-convex compact domains \( K_j \) in \( M, \ j \in \mathbb{N} \), such that
\[ (4.2) \quad K_{j-1} \subset \hat{K}_j \quad \text{for all} \quad j \in \mathbb{N}, \quad \bigcup_{j \in \mathbb{N}} K_j = M, \]
and
\[ (4.3) \quad \text{the Euler characteristic of} \ K_j \setminus \hat{K}_{j-1} \ \text{equals} \ 0 \ \text{or} \ -1 \ \text{for all} \ j \in \mathbb{N}. \]

Existence of such a sequence is well known; see e.g. [14, Lemma 4.2]. Set
\[ (4.4) \quad u'^{t,0}_p := u_p|_{K_0} \in \text{CMI}_{nf}(K_0, \mathbb{R}^n), \quad (p, t) \in P \times [0, 1]. \]

Let \( \epsilon > 0 \) and let \( F^t : P \to \mathcal{H}^1(M, \mathbb{R}^n) \ (t \in [0, 1]) \) be a homotopy of cohomology classes \( F^t_p := F^t(p) \) as in the statement of the theorem. Fix \( x_0 \in \hat{K} = \hat{K}_0 \) and set \( T_0 := \emptyset, \epsilon_0 := \epsilon, \epsilon_{-1} := 3\epsilon, \) and \( K_{-1} := \emptyset. \) We shall recursively construct a sequence of numbers \( \epsilon_j > 0, \ j \in \mathbb{N}, \) and a sequence of homotopies \( u'^{t,j} : K_j \times P \to \mathbb{R}^n \ (t \in [0, 1]) \) of nonflat conformal minimal immersions
\[ u'^{t,j}_p := u'^{t,j}(\cdot, p) : K_j \to \mathbb{R}^n, \quad (p, t) \in P \times [0, 1], \ j \in \mathbb{N}, \]
such that the following conditions are satisfied for all \( j \in \mathbb{N}. \)
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\((A_j)\) \(u_{p,j}^t = u_p\mid_{K_j}\) for all \((p, t) \in (P \times \{0\}) \cup (Q \times \{0, 1\})\).

\((B_j)\) \(|u_{p,j}^t(x) - u_{p,j}^{t-1}(x)| < \epsilon_j\) for all \(x \in K_{j-1}\) and \((p, t) \in P \times [0, 1]\).

\((C_j)\) \(\text{dist}_{u_p}(x_0, bK_j) > j\) for all \((p, t) \in T_j \times [\frac{1}{j+1}, 1]\).

\((D_j)\) \(\epsilon_j < \epsilon_{j-1}/2\) and if \(u: M \to \mathbb{R}^n\) is a conformal harmonic map such that
\(|u(x) - u_{p,j}^{j-1}(x)| < 2\epsilon_j\) for all \(x \in K_{j-1}\) and some \((p, t) \in P \times [0, 1]\),
then \(u\mid_{K_{j-1}}\) is a nonflat immersion. Moreover, if \(|u(x) - u_{p,j}^{j-1}(x)| < 2\epsilon_j\) for all \(x \in K_{j-1}\) and some \((p, t) \in T_{j-1} \times [\frac{1}{j}, 1]\),
then \(\text{dist}_u(x_0, bK_{j-1}) > j - 1\).

\((E_j)\) \(\text{Flux}(u_{p,j}^t) = F_p^t\mid_{K_j}\) for all \((p, t) \in P \times [0, 1]\).

Assuming that such sequences exist, conditions \((B_j)\), \((D_j)\), and \((E_j)\) ensure that there is a limit homotopy
\[u_p^t := \lim_{j \to \infty} u_{p,j}^t: M \to \mathbb{R}^n, \quad (p, t) \in P \times [0, 1],\]
such that
\[(4.5)\] \(|u_{p,j}^t(x) - u_{p,j}^{t-1}(x)| < 2\epsilon_j\) for all \(x \in K_{j-1}\) and \((p, t) \in P \times [0, 1]\), \(j \in \mathbb{N}\).

We claim that the homotopy \(u^t: M \times P \to \mathbb{R}^n\) \((t \in [0, 1])\) given by \(u^t(\cdot, p) := u_p^t\) for all \((p, t) \in P \times [0, 1]\)
satisfies the conclusion of the theorem. Indeed, conditions \((i)\) and \((iii)\) are implied by \((4.5)\) and \((D_j)\) (recall that \(\epsilon = \epsilon_0\)); (ii) is ensured by \((A_j)\); and \((v)\) is guaranteed by \((E_j)\). Finally, in order to check \((iv)\) let \((p, t) \in (P \setminus Q) \times (0, 1)\).
By \([4.1]\) there is a large enough \(j_0 \in \mathbb{N}\) such that \((p, t) \in T_{j-1} \times [\frac{1}{j}, 1]\) for all \(j \geq j_0\).
Therefore, \((4.5)\) and \((D_j)\) guarantee that \(\text{dist}_{u_p^t}(x_0, bK_{j-1}) > j - 1\) for all \(j > j_0\); hence, in view of \([4.2]\), \(u_p^t\) is complete.

It remains to construct the sequences; we proceed by induction. For the first step, note that condition \((A_0)\) is given by \([4.1]\): \((B_0)\) and \((D_0)\) are empty (we take \(K_{-1} = \emptyset\) and, for instance, \(\epsilon_{-1} := 3\epsilon\); \((C_0)\) follows from the facts that \(x_0 \in K_0\) and each map \(u_{p,0}^t\) is an immersion on \(K_0\); and \((E_0)\) is granted by \([4.1]\) and the assumption in the statement of the theorem. For the inductive step, fix \(j \in \mathbb{N}\), assume that we have \(\epsilon_{j-1} > 0\) and a homotopy \(u^{j-1}: K_{j-1} \to \mathbb{R}^n\) \((t \in [0, 1])\) satisfying \((A_{j-1})\)–\((E_{j-1})\), and let us provide a number \(\epsilon_j > 0\) and a homotopy \(u^{j,j}\) satisfying conditions \((A_j)\)–\((E_j)\).

In view of \((C_{j-1})\) there is a number \(\epsilon_j > 0\) satisfying \((D_j)\); use the Cauchy estimates and see \([7\) Section 2]. By \([4.2]\), \([4.3]\), and \((A_{j-1})\), Lemma 3.1 applies with \(K_j\) and \(K_{j-1}\) and furnishes us with a homotopy \(\tilde{u}^t: K_j \times P \to \mathbb{R}^n\) \((t \in [0, 1])\) of nonflat conformal minimal immersions \(\tilde{u}_p^t := \tilde{u}^t(\cdot, p): K_j \to \mathbb{R}^n\) satisfying the following conditions.

(a) \(\tilde{u}_p^t = u_{p,0}^{j-1}\mid_{K_j}\) for all \((p, t) \in (P \times \{0\}) \cup (Q \times [0, 1])\).
(b) \(|\tilde{u}_p^t(x) - u_{p,j}^{j-1}(x)| < \epsilon_j/2\) for all \(x \in K_{j-1}\) and \((p, t) \in P \times [0, 1]\).
(c) \(\text{Flux}(\tilde{u}_p^t) = F_p^t\mid_{K_j}\) for all \((p, t) \in P \times [0, 1]\).

Next, choose a compact set \(\Delta \subset K_j\) with \(K_{j-1} \subset \Delta\); so \(x_0 \in \Delta\). Lemma 2.1 applies with \(K_j\) and \(\Delta\) providing a homotopy \(u^{j,j}: K_j \times P \to \mathbb{R}^n\) \((t \in [0, 1])\) of
nonflat conformal minimal immersions \( u^{t,j}_p := u^{t,j}(\cdot, p) : K_j \to \mathbb{R}^n \) satisfying the following conditions.

(d) \( u^{t,j}_p = \tilde{u}^t_p \) for all \( (p, t) \in (P \times \{0\}) \cup (Q \times [0, 1]) \).

(e) \(|u^{t,j}_p(x) - \tilde{u}^t_p(x)| < \epsilon_j / 2\) for all \( x \in \Delta \supset K_{j-1} \) and \( (p, t) \in P \times [0, 1] \).

(f) \( \text{Flux}(u^{t,j}_p) = \text{Flux}(\tilde{u}^t_p) \) for all \( (p, t) \in P \times [0, 1] \).

(g) \( \text{dist}_{u^{t,j}_p}(x_0, bK_j) > j \) for all \( (p, t) \in T_j \times \left[ \frac{1}{j+1}, 1 \right) \).

Condition \((A_j)\) is implied by \((a)\) and \((d)\); \((B_j)\) by \((b)\) and \((e)\); \((C_j)\) by \((g)\); and \((E_j)\) by \((c)\) and \((f)\). Recall that \((D_j)\) is already granted.

This closes the inductive construction and completes the proof of Theorem 1.1.

5. Surfaces of finite topological type

In this section, we prove Corollary 1.5(b), assuming that the open Riemann surface \( M \) is of finite topological type. Recall that this means that \( M \) has the homotopy type of a bouquet of finitely many circles or, equivalently by Stout’s theorem \([29,\ Theorem 8.1]\), that \( M \) can be obtained from a compact Riemann surface by removing a finite number of mutually disjoint points and closed discs.

A weak homotopy equivalence between spaces that are absolute neighbourhood retracts (ANRs) in the category of metrisable spaces is a genuine homotopy equivalence \([28,\ Theorem 15]\). The spaces \( \text{CMI}_{nf}(M, \mathbb{R}^n) \) and \( \mathbb{R}\text{NC}_{nf}(M, \mathbb{C}^n) \) are ANRs \([21,\ Theorem 6.1]\), so the following result settles the corollary.

**Theorem 5.1.** Let \( M \) be an open Riemann surface of finite topological type and \( n \geq 3 \). The spaces \( \text{CMI}_{nf}(M, \mathbb{R}^n) \) and \( \mathbb{R}\text{NC}_{nf}(M, \mathbb{C}^n) \) are absolute neighbourhood retracts.

The theorem is an immediate consequence of the fact that \( \text{CMI}_{nf}(M, \mathbb{R}^n) \) and \( \mathbb{R}\text{NC}_{nf}(M, \mathbb{C}^n) \) are ANRs, the parametric h-principle from Theorem 1.1, and the following proposition.

**Proposition 5.2.** Let \( (X, d) \) be a second-countable metric space and \( Y \) be a subspace of \( X \). Suppose that whenever \( P \) is a finite polyhedron, \( Q \) is a subpolyhedron of \( P \), \( f : P \to X \) is a continuous map with \( f(Q) \subset Y \), and \( \epsilon > 0 \), there is a homotopy \( f_t : P \to X, t \in [0, 1], \) with \( f_0 = f \), \( f_1(P) \subset Y \), and \( f_t = f \) on \( Q \) and \( d(f_t, f) < \epsilon \) on \( P \) for all \( t \in [0, 1] \). Then, if \( X \) is an ANR, so is \( Y \).

**Proof.** We use the Dugundji-Lefschetz characterisation of the ANR property for second-countable metrisable spaces \([30,\ Theorem 5.2.1]\); for more background, see \([25]\). Let \( \mathcal{U} \) be an open cover of \( Y \). Take \( \mathcal{U} \) to be the restriction to \( Y \) of an open cover \( \mathcal{U}_0 \) of \( X \). We need to produce a refinement \( \mathcal{V} \) of \( \mathcal{U} \) such that if \( A \) is a simplicial complex, countable and locally finite, with a subcomplex \( B \) containing all the vertices of \( A \), then every continuous map \( \phi_0 : B \to Y \) such that for each simplex \( \sigma \) of \( A \), \( \phi_0(\sigma \cap B) \) lies in an element of \( \mathcal{V} \), extends to a continuous map \( \phi : A \to Y \) such that for each simplex \( \sigma \) of \( A \), \( \phi(\sigma) \) lies in an element of \( \mathcal{U} \).
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Since $X$ is an ANR by assumption, the open cover $\mathcal{U}_0$ of $X$ has a refinement $\mathcal{V}_0$ as in the Dugundji-Lefschetz characterisation. Let $\mathcal{V}$ be the restriction of $\mathcal{V}_0$ to $Y$. Let $A$, $B$, and $\phi_0$ be as above. We will show that $\phi_0$ extends to a continuous map $\phi : A \to Y$ such that for each simplex $\sigma$ of $A$, $\phi(\sigma)$ lies in an element of $\mathcal{W}$. We do know that $\phi_0$ extends to a continuous map $\psi : A \to X$ such that for each simplex $\sigma$ of $A$, $\psi(\sigma)$ lies in an element of $\mathcal{W}_0$.

It suffices to prove the following. Let $P_1 \subset P_2 \subset \cdots$ be finite subcomplexes exhausting $A$ with $P_n \subset P_{n+1}$ for all $n \geq 1$, and let $\epsilon_1, \epsilon_2, \ldots > 0$. Then there is a continuous extension $\phi : A \to Y$ of $\phi_0$ with $d(\phi, \psi) < \epsilon_n$ on $P_n \setminus P_{n-1}$ for all $n \geq 1$ (take $P_0 = \emptyset$). We may assume that $\epsilon_2 > \epsilon_3 > \cdots$ and $\epsilon_1 < \frac{1}{2} \epsilon_3$.

For each $n \geq 1$, let $\lambda_n : A \to [0,1]$ be a continuous function with $\lambda_n = 1$ on $P_n$ and with support in $P_{n+1}$.

To start the inductive construction of $\phi$, find a homotopy $f_t : P_2 \to X$, $t \in [0,1]$, with $f_0 = \psi$, $f_1(P_2) \subset Y$, and, for all $t \in [0,1]$, $f_t = \phi_0$ on $P_2 \cap B$, and $d(f_t, \psi) < \epsilon_1$ on $P_2$. Define $\phi_1 : A \to X$ by $\phi_1(a) = f_{\lambda_1(a)}(a)$ for $a \in P_2$ and $\phi_1 = \psi$ on $A \setminus P_2$. Then $\phi_1$ is a continuous extension of $\phi_0$ with $\phi_1(P_1) \subset Y$ and $d(\phi_1, \psi) < \epsilon_1$ on $A$.

Next, find a homotopy $f_t : P_3 \to X$, $t \in [0,1]$, with $f_0 = \phi_1$, $f_1(P_3) \subset Y$, and, for all $t \in [0,1]$, $f_t = \phi_0$ on $P_3 \cap B$, $f_t = \phi_1$ on $P_2$, and $d(f_t, \phi_1) < \frac{1}{2} \epsilon_3$. Define $\phi_2 : A \to X$ by $\phi_2(a) = f_{\lambda_2(a)}(a)$ for $a \in P_3$ and $\phi_2 = \psi$ on $A \setminus P_3$. Then $\phi_2$ is a continuous extension of $\phi_0$ with $\phi_2 = \phi_1$ on $P_1$, $\phi_2(P_2) \subset Y$, and $d(\phi_2, \phi_1) < \frac{1}{2} \epsilon_3$ on $A$.

Continuing in this way, we obtain continuous maps $\phi_n : A \to X$, $n \geq 1$, that extend $\phi_0$, such that $\phi_{n+1} = \phi_n$ on $P_n$, $\phi_n(P_n) \subset Y$, $\phi_n = \psi$ on $A \setminus P_{n+1}$, and, for $n \geq 2$, $d(\phi_n, \phi_{n-1}) < \frac{1}{2} \epsilon_{n+1}$ on $A$. The limit of $\phi_n$ as $n \to \infty$ is a continuous map $\phi : A \to Y$ that extends $\phi_0$. Also, $d(\phi, \psi) = d(\phi_1, \psi) < \epsilon_1$ on $P_1$,

$$d(\phi, \psi) = d(\phi_2, \psi) \leq d(\phi_2, \phi_1) + d(\phi_1, \psi) < \frac{1}{2} \epsilon_3 + \epsilon_1 < \epsilon_2$$
on $P_2 \setminus P_1$, and for $n \geq 3$,

$$d(\phi, \psi) = d(\phi_n, \psi) \leq d(\phi_n, \phi_{n-1}) + d(\phi_{n-1}, \phi_{n-2}) + \cdots + d(\phi_2, \phi_1) + d(\phi_1, \psi) \leq d(\phi_n, \phi_{n-1}) + d(\phi_{n-1}, \phi_{n-2}) \leq \frac{1}{2} \epsilon_{n+1} + \frac{1}{2} \epsilon_n < \epsilon_n$$
on $P_n \setminus P_{n-1}$.

6. Full immersions

In this final section, we show how to adapt our results to full immersions in place of nonflat immersions. Recall that a conformal minimal immersion $u : M \to \mathbb{R}^n$ is said to be full if $\psi(u) : M \to \mathbb{A}_s$ is full, meaning that the $\mathbb{C}$-linear span of $\psi(u)(M)$ is all of $\mathbb{C}^n$. Likewise, a holomorphic null curve $\Phi : M \to \mathbb{C}^n$ is full if $\phi(\Phi) : M \to \mathbb{A}_s$ is full. Here, the maps $\phi$ and $\psi$ are those introduced at the end of Section I just above Corollary [12]. We denote by $\text{CMI}_{\text{full}}(M, \mathbb{R}^n)$ the subspace of $\text{CMI}_{\text{af}}(M, \mathbb{R}^n)$ consisting of full immersions. The notation for the subspaces of full immersions appearing in the following theorem should be obvious.
Theorem 6.1. (a) The parametric h-principle in Theorem 1.1 holds for full immersions in place of nonflat ones.

(b) The flux map $\text{Flux}: \text{CMI}_{\text{full}}(M, \mathbb{R}^n) \to H^1(M, \mathbb{R}^n)$ is a Serre fibration.

(c) Let $M$ be an open Riemann surface and $n \geq 3$. The maps in the diagram

$$\begin{align*}
\text{ℜNC}_{\text{full}}(M, \mathbb{C}^n) & \longrightarrow \text{CMI}_{\text{full}}(M, \mathbb{R}^n) \\
\text{ℜNC}_{\text{full}}(M, \mathbb{C}^n) & \longrightarrow \text{CMI}_{\text{full}}(M, \mathbb{R}^n) \\
\text{NC}_{\text{full}}(M, \mathbb{C}^n) & \overset{\phi}{\longrightarrow} \mathcal{O}_{\text{full}}(M, \mathbb{A}_*) \overset{\psi}{\longrightarrow} \mathcal{O}(M, \mathbb{A}_*) \longrightarrow \mathcal{O}(M, \mathbb{A}_*)
\end{align*}$$

are weak homotopy equivalences.

(d) If $M$ is of finite topological type, then the maps are homotopy equivalences.

First, we note that if $u_p$ in Theorem 1.1 is full for all $p \in P$, then sufficiently close approximation on a neighbourhood of a suitable finite subset of $M$ using (iii) implies that $u_p$ is full for all $(p, t) \in P \times [0, 1]$. Thus Theorem 1.1 holds for full immersions in place of nonflat ones and (b) follows immediately. The parametric h-principle [21, Theorem 4.1] holds for full immersions by the same argument. It follows that the inclusions in the square

$$\begin{align*}
\text{ℜNC}_{\text{full}}(M, \mathbb{C}^n) & \longrightarrow \text{CMI}_{\text{full}}(M, \mathbb{R}^n) \\
\text{ℜNC}_{\text{full}}(M, \mathbb{C}^n) & \longrightarrow \text{CMI}_{\text{full}}(M, \mathbb{R}^n) \\
\text{NC}_{\text{full}}(M, \mathbb{C}^n) & \overset{\phi}{\longrightarrow} \mathcal{O}_{\text{full}}(M, \mathbb{A}_*) \overset{\psi}{\longrightarrow} \mathcal{O}(M, \mathbb{A}_*) \longrightarrow \mathcal{O}(M, \mathbb{A}_*)
\end{align*}$$

are weak homotopy equivalences.

As noted in [21] for nonflat immersions, by continuity in the compact-open topology of the Hilbert transform that takes $u \in \text{ℜNC}_{\text{full}}(M, \mathbb{C}^n)$ to its harmonic conjugate $v$ with $v(x) = 0$, where $x \in M$ is any chosen base point, the real part map $\Re : \text{NC}_{\text{full}}(M, \mathbb{C}^n) \to \text{ℜNC}_{\text{full}}(M, \mathbb{C}^n)$ is a homotopy equivalence. To see that the map $\phi : \text{NC}_{\text{full}}(M, \mathbb{C}^n) \to \mathcal{O}_{\text{full}}(M, \mathbb{A}_*)$ is a weak homotopy equivalence, factor it as

$$\text{NC}_{\text{full}}(M, \mathbb{C}^n) \to \{ \Phi \in \text{NC}_{\text{full}}(M, \mathbb{C}^n) : \Phi(p) = 0 \} \overset{\phi}{\to} \mathcal{O}_{\text{full},0}(M, \mathbb{A}_*) \hookrightarrow \mathcal{O}_{\text{full}}(M, \mathbb{A}_*)$$

where $\mathcal{O}_{\text{full},0}(M, \mathbb{A}_*)$ denotes the space of full holomorphic maps $M \to \mathbb{A}_*$ with vanishing periods, and note that the first map $\Phi \mapsto \Phi - \Phi(p)$ is a homotopy equivalence, the second a homeomorphism, and the third a weak homotopy equivalence by the parametric h-principle [21, Theorem 5.3] adapted to full maps in place of nonflat maps in the way described above. To complete the proof of Theorem 6.1(c), the general position theorem [21, Theorem 5.4] is easily adapted to full maps so as to imply that the inclusion $\mathcal{O}_{\text{full}}(M, \mathbb{A}_*) \hookrightarrow \mathcal{O}(M, \mathbb{A}_*)$ is a weak homotopy equivalence. In fact, the proof of [21, Theorem 5.4] yields the following stronger general position theorem.
Theorem 6.2. Let $M$ be an open Riemann surface, $K \subset M$ be compact, $P$ be a compact metric space, $Q$ be a closed subspace of $P$, $f : P \to \mathcal{O}(M, A^*)$ be a continuous map, and $\epsilon > 0$. There is a homotopy $f^t : P \to \mathcal{O}(M, A^*)$, $t \in [0,1]$, such that:

1. $f^t_p = f_p$ for all $(p,t) \in (P \times \{0\}) \cup (Q \times [0,1])$.
2. $f^t_p \in \mathcal{O}(M, A^*)$ is full for all $(p,t) \in (P \setminus Q) \times (0,1]$.
3. $|f^t_p(x) - f_p(x)| < \epsilon$ for all $x \in K$ and $(p,t) \in P \times [0,1]$.

Finally, we assume that $M$ is of finite topological type. The fact that an open subspace of an ANR is an ANR implies that the spaces $\mathcal{RNC}_{full}(M, \mathbb{C}^n)$, $\text{CMI}_{full}(M, \mathbb{R}^n)$, $\text{NC}_{full}(M, \mathbb{C}^n)$, and $\text{O}_{full}(M, A^*)$ are ANRs. Arguing as in Section 5, we conclude that $\mathcal{RNC}_{full}(M, \mathbb{C}^n)$ and $\text{CMI}_{full}(M, \mathbb{R}^n)$ are also ANRs. This completes the proof of Theorem 6.1.
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