Coordination between Cell Cycle Progression and Cell Fate Decision by the p53 and E2F1 Pathways in Response to DNA Damage *S
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After DNA damage, cells must decide between different fates including growth arrest, DNA repair, and apoptosis. Both p53 and E2F1 are transcription factors involved in the decision process. However, the mechanism for cross-talk between the p53 and E2F1 pathways still remains unclear. Here, we proposed a four-module kinetic model of the decision process and explored the interplay between these two pathways in response to ionizing radiation via computer simulation. In our model the levels of p53 and E2F1 separately exhibit pulsatile and switching behaviors. Upon DNA damage, p53 is first activated, whereas E2F1 is inactivated, leading to cell cycle arrest in the G 1 phase. We found that the ultimate decision between cell life and death is determined by the number of p53 pulses depending on the extent of DNA damage. For repairable DNA damage, the cell can survive and reenter the S phase because of the activation of E2F1 and inactivation of p53. For irreparable DNA damage, growth arrest is overcome by growth factors, and activated p53 and E2F1 cooperate to initiate apoptosis. We showed that E2F1 promotes apoptosis by up-regulating the proapoptotic cofactors of p53 and procaspases. It was also revealed that deregulated E2F1 by oncogene activation can make cells sensitive to DNA damage even in low serum medium. Our model consistently recapitulates the experimental observations of the intricate relationship between p53 and E2F1 in the DNA damage response. This work underscores the significance of E2F1 in p53-mediated cell fate decision and may provide clues to cancer therapy.

The tumor suppressor p53 has a crucial role in preventing tumorigenesis (1). Upon various stresses, p53 is stabilized and activated to function primarily as a transcription factor, regulating the expression of a large number of genes involved in cell cycle arrest, DNA repair, or apoptosis (2). Thus, p53 is at the hub of numerous signaling pathways triggered by various stresses. Previously, it was proposed that cell fate after DNA damage is governed by p53 levels, i.e. a low level of p53 leads to transient growth arrest and cell survival, whereas a high level promotes irreversible apoptosis (3). Recently, it has been reported that p53 levels can exhibit oscillations in response to DNA damage induced by ionizing radiation (IR) (4, 5). Whereas damped oscillations of p53 levels were observed at the population level (4), a series of undamped pulses was observed at the single-cell level (5). In such a digital mode, it is the number of p53 pulses rather than their amplitudes and duration that is related to the extent of DNA damage and determines cell fate (5). p53 pulses can be generated by negative feedback loops with time delay (6–8) or coupled positive and negative feedback loops (9, 10).

How stressed cells exploit p53 pulses to translate various stresses into different cellular outcomes is not completely understood. Several studies have explored the functional roles of p53 pulses in response to DNA damage. Tyson and co-workers (10) classified active p53 into three distinct forms according to its phosphorylation status and showed that p53 pulses subserve the decision between cell cycle arrest/repair and apoptosis. We developed an integrated model of the p53 signaling network to reveal the whole process from the generation of DNA damage to the choice of cell fate, stressing that two forms of phosphorylated p53 play distinct roles in cell fate decision (11). Batchelor et al. (12) proposed that p53 pulses can allow for a wide variety of temporal expression patterns of target genes. These studies suggest that the pulsatile response of p53 may represent a flexible and efficient mechanism by which cellular responses can be organized coherently. Notably, the different roles played by p53 are associated with its specific post-translational modifications.

Although p53 is pivotal to cell fate decision, cross-talk between p53 and other transcription factors also has important roles. Among them, the E2F family is best known for its ability to regulate entry into and progression through S phase of the cell cycle (13). Specifically, E2F1 can promote both cell cycle progression and apoptosis (14), and deregulated E2F1 can cooperate with p53 to trigger apoptosis (15–17). E2F1 can induce production of several p53 cofactors including p53DINP1, 3 ASPP1, and ASPP2 (ASPP1/2 are collectively
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referred to as ASPP thereafter) (18). p53DINP1 promotes apoptosis by phosphorylating p53 at Ser-46 (19), while ASPP proteins enhance binding of p53 to the promoters of proapoptotic genes (20). On the other hand, the activation of p53 first induces G1 phase arrest by inhibiting E2F1 via p21 (21). Therefore, E2F1 competes with p53 for cell cycle control but cooperates with p53 in apoptosis induction. Moreover, E2F1 levels can behave like a bistable switch when driven by growth factors (22). An issue thus arises concerning how the combination of p53 pulsing and E2F1 switching contributes to the decision between cell survival and death after DNA damage. It is also interesting to explore the effect of p53 cofactors on cellular outcomes, which was seldom considered in the above theoretical models for p53 pulses.

Motivated by the above considerations, we developed an integrated model to explore how cell cycle progression and cell fate decision are well coordinated by p53 and E2F1 in the DNA damage response. The model is composed of four modules: a DNA repair module, an ATM sensor, a p53 pulse generator, and a cell fate decision module. The model can characterize the process from the generation of DNA damage to the choice of cell fate. We found that the cell fate is determined by the number of p53 pulses, which depends on the extent of DNA damage for each fixed concentration of growth factor. E2F1 potentiates p53-dependent apoptosis in two ways: 1) it induces p53 cofactors to bias p53 activity toward apoptosis, and 2) it up-regulates the levels of procaspases to make cells sensitive to death stimuli. We concluded that activation of E2F1 or p53 alone results in S-phase entry and G1 arrest, respectively, whereas concomitant activation of p53 and E2F1 initiates apoptosis.

**EXPERIMENTAL PROCEDURES**

The cellular response to DNA damage can be considered as a signal transduction process, and the signaling pathways involved are rather complicated. It is difficult to obtain all precise data to characterize in detail the whole process of DNA damage response. Here, we focus on exploring the essential mechanisms for cell fate decision. With limited experimental data available, our model was constructed based on established biological facts and reasonable simplifications. We also plotted schematic diagrams to depict cross-talk between the p53 and E2F1 pathways (23). The key points of the model are addressed as follows.

**An Integrated Model for Cell Signaling Network in Response to DNA Damage**—We developed an integrated model for the p53 network composed of four modules (Fig. 1). DNA damage is produced in cells exposed to IR. The DNA repair module characterizes the generation and repair of DNA damage, which is essentially stochastic. Upon IR, ATM is activated by autophosphorylation, acting as a sensor of DNA damage (6, 24). Subsequently, p53 is activated by phosphorylation (25), and interlinked positive and negative feedback loops involving p53 and Mdm2 underlie p53 pulses (10). Active p53 is distinguished between p53 arrester and p53 killer, which contribute to cell cycle arrest and apoptosis, respectively (10, 11). Once activated by growth factors, E2F1 can promote the transition from the G1 to S phase and cooperate with p53 killer to induce apoptosis. Moreover, p53-inducible Wip1 feeds back to inhibit ATM activity (8), enclosing a negative feedback loop from the fourth to the second module. In the following we present the details of each module sequentially.

**DNA Repair Module**—A double-strand break (DSB) is generally considered the typical form of DNA damage induced by IR (26). According to experimental observations, 1 Gy of IR may induce 25–40 DSBs per cell (27). DSB repair proceeds in a stochastic way. The stochasticity in the generation and repair of DSBs is transmitted downstream of this module (6); that is, there exists variability in cellular responses to the same stress signal. Non-homologous end joining is the predominant pathway for DSB repair, especially in the G1 phase (28). We simplified the repair process into a three-state process that is characterized by reversible binding of repair proteins to DSB, forming a complex (DSBC), and by an irreversible repair process from the complex to fixed DNA. Specifically, we adopted the two-lesion-kinetic model (29) and applied the Monte Carlo method proposed by Ma et al. (6) to mimic the repair process (see supplemental Method S1 and Fig. S1).

In simulations, we considered a population of 2000 cells that are exposed to the same IR. Because Poisson distribution is typically used to characterize the random induction of DSBs (30, 31), the initial numbers of DSBs are assumed to obey the Poisson distribution with a mean of 35 DSBs per Gy per cell. Because repair proteins are much fewer than DSBs in most cases (6), it is assumed that there are 20 repair proteins in each cell. p53 certainly plays a role in DNA repair, but its regulatory role in non-homologous end joining is complicated and controversial (32). Some studies revealed that p53 can promote the rejoining of DNA with lesions (33, 34), whereas inhibitory effects of p53 on non-homologous end joining were also reported (35, 36). For simplicity, we did not consider the effect of p53 on DNA repair.
3) the negative feedback loop between ATM and p53 via Wip1. Nuclear p53 is distinguished between inactive p53 (p53) and active p53 (p53*), whereas cytoplasmic p53 is ignored. Three forms of Mdm2 are introduced, namely Mdm2p (unphosphorylated cytoplasmic form), Mdm2op (phosphorylated cytoplasmic form), and Mdm2n (nuclear form). Akt in the cytoplasm is differentiated between Akt (unphosphorylated form) and Aktp (phosphorylated form). For simplicity, the effect of nuclear Akt is not considered.

The dynamics of this module are characterized by Equations 4–13 in supplemental Method S2. The regulated transcription of Mdm2 by p53 is incorporated into the regulation of protein synthesis. The basal production rate of Mdm2 is set to be much smaller than the maximal p53-induced production rate (44). The Hill coefficient is set to 4 considering the cooperative binding of tetrameric p53 to DNA (45). Note that ATM can promote Mdm2 degradation and p53 activation by phosphorylation, and the two processes can be considered as enzyme-catalyzed reactions (25, 46). Consequently, both the degradation rate of Mdm2 and the activation rate of p53 are ATM-dependent and described in the form of the Michaelis-Menten function. Similarly, the degradation of p53 by Mdm2 is characterized by the Michaelis-Menten kinetics because Mdm2 acts as an E3 ubiquitin ligase in the ubiquitination of p53 (47).

Because there is no remarkable variation in the total level of Akt after irradiation (42), it is assumed to be constant. The phosphorylation of Akt should be phosphatidylinositol 3,4,5-trisphosphate (PIP3)-dependent (48), and the effect of PIP3 is reflected in the parameter \( k_{akt} \) in the model (49). Similarly, the dephosphorylation of Aktp is phosphatidylinositol 4,5-biphosphate (PIP2)-dependent (48), and this effect is incorporated into the parameters \( k_{akt} \) and \( k_{akt} \), which are separately the rate constants of basal and p53-dependent dephosphorylation of Akt (49). Because p53-inducible PTEN can promote the conversion from PIP3 to PIP2 as well as Aktp dephosphorylation, this effect is simplified into the modulation of Aktp dephosphorylation by p53 with the rate constant of \( k_{akt} \). We set \( k_{akt} < k_{akt} < k_{akt} \) to ensure that Aktp is predominant in unstimulated cells and Akt becomes dominant in stressed cells. Moreover, we chose the values of other parameters in this module to ensure that the period of p53 pulses is between 4 and 7 h (6, 7).

**Cell Fate Decision Module**—Cell fate can be governed by signaling pathways involving p53 and E2F1. Both p53 and E2F1 function as transcription factors. It has been recognized that post-translational modifications and cofactors regulate the promoter selectivity of p53 (2). E2F1 can up-regulate the levels of p53 cofactors and proapoptotic proteins (18, 50). The schematics of this module are shown in Fig. 3, and its key points are addressed as follows.

First, the phosphorylation of p53 modulates its selective expression of target genes (51). Based on phosphorylation on different residues, active p53 is divided into two forms in our model, p53 arrester and p53 killer, which promote cell cycle arrest and apoptosis, respectively (see Fig. 3 and supplemental Fig. S3). Here, p53 arrester refers to p53 primarily phosphorylated at Ser-15 and Ser-20 by ATM, whereas p53 killer is p53 further phosphorylated at Ser-46 by p53DINP1 and HIPK2.
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**FIGURE 3. Cell fate decision module model.** Active p53 is divided into p53 arrest and p53 killer. p53 arrest is a primarily phosphorylated form of p53 on Ser-15 and Ser-20, whereas p53 killer is a further phosphorylated form of p53 on Ser-46. p53 arrest induces cell cycle arrest in the G1 phase by inhibiting E2F1 activity, whereas p53 killer induces expression of proapoptotic genes. The conversion between p53 arrest and p53 killer is controlled by Wip1 and p53DINP1. E2F1 can be activated by growth factors. p53 killer and E2F1 cooperate to transactivate p53DINP1. With the help of E2F1-induced ASPP, p53 killer induces expression of p53AIP1 and Bax, which result in mitochondrial outer membrane permeabilization (MOMP). Moreover, E2F1 promotes apoptosis by up-regulating several key proapoptotic factors including Apaf-1 and procaspase-9 and -3.

(homoeodomain interacting protein kinase) (52). p53 arrest alone induces expression of p21 and Wip1 as they are induced by p53 before its phosphorylation at Ser-46 (53, 54). Although p53 arrest also regulates expression of p53DINP1, its synthesis is mainly determined by p53 killer and E2F1 (18). Wip1 and p53DINP1 have opposite effects on the accumulation of p53 killer by modulating p53 phosphorylation at Ser-46 (19, 55). Moreover, p21 can indirectly prevent the accumulation of p53 killer by inhibiting E2F1.

Second, cell cycle progression is mainly controlled by E2F1 and p53 arrestor (see the schematic diagram in supplemental Fig. S4). In quiescent cells, E2F1 activity is sequestered by Rb (22). Sufficient growth stimulation, such as with serum, can up-regulate cyclin D, which forms a complex with Cdk4/6. This leads to hyperphosphorylation of Rb and the release of E2F1. Subsequently, E2F1 promotes production of cyclin E (CycE), which binds Cdk2 to further activate E2F1 and leads to S-phase entry (22). However, p53-induced p21 prevents E2F1 activation by inhibiting Cdk2/4 and arrests cell cycle in the G1 phase (21). For simplicity, our model focuses on the regulatory network involved in the G1/S transition, ignoring the oscillation events responsible for cell cycles. Due to the positive feedback loops in the Rb–E2F1 pathway, the G1/S transition can be characterized by a bistable switch (22). We incorporated the model proposed by Yao et al. (22) into our integrated model to characterize the switch.

Third, both p53 killer and E2F1 contribute to apoptosis induction (see the schematic diagram in supplemental Fig. S5). E2F1 induces expression of ASPP (18). Because both p53 phosphorylation at Ser-46 and ASPP can enhance the induction of proapoptotic genes by p53 (20, 53), we assume that p53 killer and ASPP cooperate to induce expression of several proapoptotic genes such as Bax, p53AIP1, and Apaf-1 (53, 56, 57). Moreover, E2F1 also up-regulates the levels of Apaf-1 and procaspase-3 and -9 through a transcriptional mechanism (50, 56).

Considering that both Bax and p53AIP1 are significant for apoptosis induction (53, 57), it is assumed that Bax and p53AIP1 can cooperate to release mitochondrial cytochrome c (CytoC) into the cytoplasm. CytoC is then associated with Apaf-1 to form the apoptosis that acts as a platform for caspase activation (58). The caspase cascade is then activated by engaging caspase-9 (Casp9) and -3 (Casp3). Although other members of the Bcl-2 family and some inhibitors of apoptosis, such as PUMA, Bid, Bcl-2, Bcl-xL, and XIAP, also have a role in apoptosis, their effects are not explicitly modeled for simplicity (59, 60).

The dynamics of this module are represented by Equations 14–38 in supplemental Method S2. Equations 14–23 are mainly based on the model by Yao et al. (22). We assume that p21 is only induced by p53 arrestor (Equation 14), linking the p53 pathway with the Rb–E2F1 pathway. The conversion between p53 arrestor and p53 killer is described by Equations 24–28. Wip1 and p53DINP1 are important factors in this process (Equation 25). [Wip1] (the brackets denote the concentration of proteins) is only controlled by [p53 arrestor], whereas [p53DINP1] is regulated by [p53 arrestor], [p53 killer], and [E2F1] (18, 19). We assume that p53DINP1 production is divided into three parts: basal production with a rate of \( k_{sdinp11} \), p53 arrestor-dependent production with a rate constant of \( k_{sdinp12} \), and p53 killer- and E2F1-dependent production with a rate constant of \( k_{sdinp13} \) satisfying \( k_{sdinp12} < k_{sdinp13} < k_{sdinp11} \) (10). This ensures that p53DINP1 level slowly accumulates during pulses of p53 arrestor and becomes marked after p53 killer is dominant. The synthesis of Bax and p53AIP1 is assumed to be controlled by p53 killer and ASPP (20, 53), while ASPP production is governed by E2F1 (18) (Equations 29–31). It is assumed that both p53 killer and E2F1 contribute to the production of Apaf-1 (56). Because the apoptosis is composed of seven Apaf-1 and CytoC molecules (58), the dynamics of the apoptosis are characterized by Equation 34. Due to limited experimental data, some parameters in Equations 24–38 are loosely chosen within the physiological ranges, provided that simulation results can be qualitatively consistent with the experimental observation that it takes only 10 min to activate the caspase cascade after mitochondrial outer membrane permeabilization (61).

**RESULTS**

**An Overview of Signal Transduction in the Network**—In our model the p53 network has been divided into four modules. To give an overview of signal transduction, the output of each module is illustrated in Fig. 4 for two IR doses. The number of DSB-repair protein complexes, \( n_C \), indicates the presence of DNA damage. Upon IR, all repair proteins quickly bind to
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gene ATM with two phases

FIGURE 5. ATM dynamics with two phases. A. Shown is a bifurcation diagram of ATM* level versus the number of DSBCs, n_c. ATM is activated if n_c > 4 and inactivated if n_c < 2. B. Bifurcation (gray) and phase (black) diagrams of ATM* level versus Wip1 level. The ATM* level either shows pulses or behaves as a switch, depending on Wip1 levels. C. Shown are time courses of ATM* (black) and Wip1 (gray) levels for three individual cells at Δl = 5 Gy. Due to stochasticity in the generation and repair of DNA damage, there exists remarkable variability in cellular responses.
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Note that the entry into S phase occurs after growth arrest in the presence of serum. At low damage levels, serum stimulation drives cells to enter the S phase by activating E2F1 after DNA damage is fixed. By contrast, at high damage levels, serum stimulation overcomes p53-induced cell cycle arrest, and activated E2F1 cooperates with active p53 to induce apoptosis in the late stage of the cellular response. These results are consistent with experimental observations that E2F1 and p53 can cooperate to induce apoptosis (15). Therefore, cell cycle progression and cell fate decision are well coordinated by p53 and E2F1 in the DNA damage response.

ATM Dynamics with Two Phases—ATM is activated by DSBCs upon IR and functions as a sensor of DNA damage (37). The steady-state ATM* level versus n_c is plotted in Fig. 5A. It is shown that ATM is so sensitive to DNA damage that five DSBCs are sufficient to activate ATM. This is consistent with experimental observations that 0.1 Gy of IR can be detected by ATM (24). Moreover, ATM is inactivated only after the number of DSBCs is reduced below 2. Thus, ATM is a sensitive and reliable detector for DNA damage.

Notably, ATM activity can be inhibited by p53-inducible Wip1 (8). Fig. 5B plots the bifurcation and phase diagrams of ATM* level versus Wip1 with n_c = 20. ATM* behaves as a bistable switch when Wip1 is fixed between 0.74 and 1.75. Upon IR, ATM* quickly rises to a high level and then slowly decreases with increasing Wip1. If [Wip1] exceeds the upper threshold (1.75), ATM* quickly drops to nearly 0. Thus, ATM* repeatedly switches between the lower and higher levels when [Wip1] oscillates between 0.24 and 2.66 because of the negative feedback between ATM and Wip1.

Fig. 5C shows the temporal evolution of ATM* and Wip1 levels in three individual cells at Δl = 5 Gy. Due to stochasticity in the generation and repair of DNA damage, remarkable variability is manifested in protein levels. Upon IR, ATM is initially activated by DSBCs and then dephosphorylated and inhibited by Wip1. This leads to the first pulse in ATM* and Wip1 levels. If the DNA damage is not fixed, ATM is reactivated by DSBCs and is then inactivated by Wip1 in a second round. This may extend to the fourth pulse (this number depends on the chosen set of parameter values). If DNA damage still exists after four pulses, ATM* switches to high levels and remains there because Wip1 is no longer induced by p53. This agrees with the experimental observation that removal of Wip1 leads to high levels of phosphorylated ATM without pulses (8). These results suggest that the presence of ATM pulses in the early stage may provide a flexible control mechanism, ensuring that ATM is quickly inactivated after DNA repair, whereas the presence of plateau levels in the late stage facilitates apoptosis induction. Therefore, the two-phase ATM dynamics represent a flexible and efficient mode for sensing DNA damage.
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FIGURE 6. p53 pulses. A, shown is a bifurcation diagram of [p53*] versus [ATM*]. There is a Hopf bifurcation (HB) if [ATM*] is limited in a region between 2.9 and 4.8, the p53* level oscillates between the maximum and minimum of the limit cycle (open circle). B, shown is a phase diagram of [p53*] versus [ATM*]. When ATM is inhibited by Wip1, it switches between low and high levels; accordingly, the p53 level also undergoes oscillations. Displayed are time courses of [AKT*], [Mdm2c], [Mdm2n], and [p53*] at D_{ir} = 3 Gy (C) or 5 Gy (D).

At D_{ir} = 5 Gy, the levels of those proteins exhibit complex dynamics with two phases (Fig. 6D). The first phase corresponds to the time interval comprising four p53 pulses. From the first phase to the second, the amplitudes of [p53*], [Mdm2c], and [Mdm2n] increase, whereas those of [AKT*] remarkably decrease due to the positive feedback between p53, Akt, and Mdm2. The difference between the two phases mainly results from the inhibitory effect of Wip1 on ATM, which nearly disappears in the second phase. Because the amplitudes of p53 pulses are positively correlated with [ATM*], they become larger in the second phase. The two-phase behavior of p53 level needs to be validated in future experiments.

FIGURE 7. Cell cycle arrest and reentry into S phase. Shown is a bifurcation diagram of [E2F1] versus the concentration of serum, I_{S} (A) or [p21] (B). C, shown are time courses of [CycD], [RP], [CycE], and [E2F1] at the G_{1}/S transition in unstressed cells with I_{S} = 10. D, shown are time courses of [p53 arrester] (black) and [p53 killer] (gray), [p21], [CycE], and [E2F1] in stressed cells with I_{S} = 10 and D_{ir} = 5 Gy.

At D_{ir} = 5 Gy, the levels of those proteins exhibit complex dynamics with two phases (Fig. 6D). The first phase corresponds to the time interval comprising four p53 pulses. From the first phase to the second, the amplitudes of [p53*], [Mdm2c], and [Mdm2n] increase, whereas those of [AKT*] remarkably decrease due to the positive feedback between p53, Akt, and Mdm2. The difference between the two phases mainly results from the inhibitory effect of Wip1 on ATM, which nearly disappears in the second phase. Because the amplitudes of p53 pulses are positively correlated with [ATM*], they become larger in the second phase. The two-phase behavior of p53 level needs to be validated in future experiments.

Regulation of Cell Cycle Arrest and Reentry by the p53 and E2F1 Pathways—To clarify how E2F1 controls the G_{1}/S transition, we first plotted the steady-state value of [E2F1] versus the concentration of serum, I_{S} (A) or [p21] (B). C, shown are time courses of [CycD], [RP], [CycE], and [E2F1] at the G_{1}/S transition in unstressed cells with I_{S} = 10. D, shown are time courses of [p53 arrester] (black) and [p53 killer] (gray), [p21], [CycE], and [E2F1] in stressed cells with I_{S} = 10 and D_{ir} = 5 Gy.

At D_{ir} = 5 Gy, the levels of those proteins exhibit complex dynamics with two phases (Fig. 6D). The first phase corresponds to the time interval comprising four p53 pulses. From the first phase to the second, the amplitudes of [p53*], [Mdm2c], and [Mdm2n] increase, whereas those of [AKT*] remarkably decrease due to the positive feedback between p53, Akt, and Mdm2. The difference between the two phases mainly results from the inhibitory effect of Wip1 on ATM, which nearly disappears in the second phase. Because the amplitudes of p53 pulses are positively correlated with [ATM*], they become larger in the second phase. The two-phase behavior of p53 level needs to be validated in future experiments.

Moreover, p21 remarkably affects E2F1 activity. In the bifurcation diagram of [E2F1] versus [p21] (Fig. 7B), [E2F1] drops rapidly with increasing [p21]. When [p21] exceeds 0.45, the activity of E2F1 is fully inhibited, and cell growth is arrested in the G_{1} phase. This indicates that p21 can act as an efficient inhibitor of cell cycle progression.
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Role of E2F1 in Directing p53 Activity toward Apoptosis—We explored how E2F1 biases p53 activity toward apoptosis, focusing on the role of E2F1 in promoting the conversion from p53 arrester to p53 killer. At \(D_{IR} = 5\) Gy, p53 arrester leads to induction of p21, which inhibits E2F1 (Fig. 8A). After four pulses of p53 arrester, the inhibitory effect of p21 on E2F1 is relieved, and E2F1 begins to accumulate. Meanwhile, E2F1 cooperates with p53 killer to induce p53DINP1, which further promotes accumulation of p53 killer because of the positive feedback. Our results reveal that E2F1 can direct p53 activity toward apoptosis by promoting the conversion from p53 arrester to p53 killer via p53DINP1.

To further assess the significance of E2F1 in induction of p53 killer, we investigated the conversion between the two forms of active p53 in p21-deficient cells at \(D_{IR} = 2\) Gy (Fig. 8B). In such cells, E2F1 is activated by growth factor without a marked delay, and p53DINP1 quickly accumulates. Consequently, p53 killer dominates after one pulse of p53 arrester. Thus, the proapoptotic activity of p53 can be evoked easily in p21-deficient cells. By contrast, when production of p21 is enhanced by increasing its synthesis rate, p53 killer is not induced until after 10 pulses of p53 arrester (Fig. 8C). This is consistent with the prosurvival role of p21, as shown experimentally (62, 63). Taken together, the prosurvival role of p21 partially results from its inhibitory effect on E2F1, whose activation is crucial for the induction of p53 killer.

Fig. 8D displays the number of pulses in [p53 arrester] required for producing one pulse of p53 killer, \(n_{arrester}\). The same conventions is used as in Fig. 8B. The conversion of p53 killer to induce p53DINP1, which further promotes activation of p53DINP1, whereas E2F1 competes with p21 to direct p53 activity toward apoptosis.

Moreover, E2F1 can be released from Rb by the oncoprotein E1A, which directly disrupts the E2F1/Rb complex by association with Rb (64). In simulations, we mimicked this effect by reducing the association constant between E2F1 and Rb. In unstressed cells, E2F1 is activated by growth factor without a marked delay, and p53DINP1 quickly accumulates. Consequently, p53 killer dominates after one pulse of p53 arrester. Thus, the proapoptotic activity of p53 can be evoked easily in p21-deficient cells. By contrast, when production of p21 is enhanced by increasing its synthesis rate, p53 killer is not induced until after 10 pulses of p53 arrester (Fig. 8C). This is consistent with the prosurvival role of p21, as shown experimentally (62, 63). Taken together, the prosurvival role of p21 partially results from its inhibitory effect on E2F1, whose activation is crucial for the induction of p53 killer.

Cooperation between p53 Killer and E2F1 in Apoptosis Induction—Fig. 9 describes the cooperation between p53 killer and E2F1 in the release of CytoC and caspase activation. In the late stage of the DNA damage response with \(D_{IR} = 5\) Gy, high levels of E2F1 induce synthesis of ASPP, which directs p53 killer to induce expression of Bax and p53AIP1 (Fig. 9A). Subsequently, Bax and p53AIP1 cooperate to trigger the release of CytoC. Meanwhile, E2F1 up-regulates the levels of Apaf-1, Procapsp9, and Procapsp3. CytoC and Apaf-1 then forms the apoptosome to initiate the cascade of caspase activation.
Activation of Apaf-1 or Procasp3 leads to inactivation of Casp3 (data not shown). These results indicate that E2F1-induced synthesis of ASPP and procaspases is required for apoptosis induction.

Cell Fate Decision in a Population of Cells—Because there is variability in the cellular response to DNA damage, the fraction of apoptotic cells within the population, \( F_A \), is used to characterize the relationship between cell fate and the IR dose at the population level. In the normal case, apoptosis first appears at \( D_{IR} = 2 \) Gy, and \( F_A \) rises with \( D_{IR} \) until all cells are eliminated at \( D_{IR} > 7 \) Gy (Fig. 10A). In p21-deficient cells, marked apoptosis appears when \( D_{IR} > 1.5 \) Gy, and almost all cells die when \( D_{IR} > 3 \) Gy. Thus, p21-deficient cells become very sensitive to DNA damage. By contrast, in the presence of high p21 levels, apoptosis appears only when \( D_{IR} > 5 \) Gy, and \( F_A \) increases slowly with \( D_{IR} \), with more than 70% of cells still surviving at \( D_{IR} = 10 \) Gy. Thus, overexpression of p21 makes cells resistant to DNA damage.

Moreover, in low serum media, the oncoprotein E1A can directly activate E2F1 by binding Rb (64), thereby promoting apoptosis induction. We simulated this effect by reducing \( k_{IR} \) to 0.1 with \( I_5 = 0.6 \). Compared with the normal case, \( F_A \) becomes much larger at low damage levels, and all cells undergo apoptosis when \( D_{IR} > 2.5 \) Gy (Fig. 10B). These results further verify the critical role of E2F1 in modulating the sensitivity of cellular response to DNA damage. Our results agree with the experimental observations that deregulated E2F1 activity promotes p53-mediated apoptosis (18).

**DISCUSSION**

In this work we explored how cell cycle progression and cell fate decision are coordinated in response to DNA damage in serum medium. An integrated model was constructed to characterize the process from the generation of DNA damage to the choice of cell fate. In our model, the coupled positive and negative feedback loops involving p53, Mdm2, and Akt are responsible for p53 pulses. Notably, ATM levels exhibit pulses or switch between two states, depending on Wip1 levels. At low damage levels, relatively few p53 pulses can induce transient G1 arrest, and serum-activated E2F1 can induce S-phase entry after DNA damage is fixed. At high damage levels, E2F1 is activated after four ATM pulses and then cooperates with p53 killer to induce apoptosis. We found that either p21 deficiency or dissociation of the Rb/E2F1 complex by E1A can counteract the protective effect of cell cycle arrest and potentiate p53-dependent apoptosis by activating E2F1. In addition, our results suggest that the induction of Apaf-1 and procaspase-3 and -9 is crucial for activation of the caspase cascade. Therefore, cross-talk between the p53 and E2F1 pathways ensures the coordination between cell cycle progression and cell fate decision, which is of great importance for tumor suppression.

We have previously proposed that cell fate is determined by the number of p53 pulses (11), but we did not explore the cross-talk between p53 and other transcription factors. It is important to clarify functional roles of cell cycle control in cell fate decision. For example, Pfeuty et al. (65) recently investigated the decision between G0 arrest, G1 arrest, S-phase entry, and apoptosis in a coarse-grained model of the G1 regulatory network. They mainly characterized the interaction between the p53-p21 and Rb-E2F1 pathways in cell cycle progression and simply...
considered the cooperation between p53 and E2F1 in Apaf-1 induction. By comparison, the present study probed in detail how cell cycle progression and cell fate decision are coordinated by the p53 and E2F1 pathways.

It is already established that E2F1 is a key mediator of S-phase entry (13) and can cooperate with p53 to induce apoptosis (15). In this work we focused on the role of E2F1 in the p53-mediated cellular response to DNA damage in serum medium. Note that E2F1-inducible ARF can also stabilize and activate p53 by inhibiting its degradation upon oncogene activation (66). Upon DNA damage, however, p53 is activated by ATM. Thus, here we did not consider the direct activation of p53 by E2F1.

In our model, cross-talk between the p53 and E2F1 pathways is mainly reflected in two aspects. On the one hand, E2F1 modulates the conversion between the two forms of active p53, i.e., p53 arrester and p53 killer. p53 arrester induces cell cycle arrest, whereas growth signals can drive cells to overcome cell cycle arrest and activate E2F1. E2F1 then induces expression of p53DINP1, which promotes the accumulation of p53 killer. On the other hand, the up-regulation of ASPP1/2 and procaspases by E2F1 is crucial for p53-dependent apoptosis. Together, our results reveal that E2F1 can promote p53-mediated apoptosis by both biasing p53 activity toward apoptosis and ensuring the commitment of apoptosis. These results are in good agreement with experimental observations (18, 50).

Our results suggest that the phase of the cell cycle is associated with distinct cell fates; both processes are mediated by p53 and E2F1. We showed that p53-targeted p21 induces transient G1 arrest by inhibiting E2F1 activity, allowing time for DNA repair and facilitating cell survival. Thus, p21-induced G1 arrest provides a protective mechanism for cells with mild damage. This is different from the notion that the prosurvival role of p21 is linked with its ability to suppress apoptosis by inactivating caspase-3 or -9 (62, 67). In the present study, we emphasized that it is important for p21 to promote cell survival by inhibiting the transcripational activity of E2F1. It was demonstrated that prolonged cell cycle arrest by incremental p21 pulses can make cells resistant to death signals. On the other hand, our results suggest that S-phase entry may be required for p53-dependent apoptosis in response to IR-induced DNA damage. Accelerated entry into S phase due to p21 deficiency or oncogene activation makes cells sensitive to DNA damage. Accelerated entry into S phase due to p21 deficiency or oncogene activation makes cells sensitive to DNA damage. Indeed, it has been reported that oncogene activation is linked to S-phase entry as well as deregulated E2F1 activity (15–17). In addition, ultraviolet light-induced apoptosis is also associated with S-phase entry (68). Nevertheless, the mechanism for the cooperation of S-phase entry with apoptosis induction still needs to be explored further.

Our work may provide clues to the diagnosis and treatment of cancers. It is noted that E2F1 is frequently deregulated in cancer cells due to Rb deficiency (69). At the same time, p53 is inactivated by mutation in more than 50% of human tumors (3). Thus, cancer cells with deregulated E2F1 and inactive p53 may be killed by p53 reactivation (70). It is expected that reactivation of p53 should induce either transient growth arrest in normal cells or apoptosis in cancer cells. Thus, the treatment not only eliminates tumor cells but also reduces the side effects in normal cells. Moreover, our results suggest that some oncogene proteins, such as E1A, may be exploited to reactivate E2F1 so as to kill the tumor cells with overexpressed p21 in concert with p53. Nevertheless, it is still a challenge to develop more effective, less toxic treatments that fully take advantage of cross-talk between the p53 and E2F1 pathways.

In the present work we have reported the coordination of cell cycle progression and cell fate decision by p53 and E2F1 in response to DNA damage. In unstressed cells, E2F1 is activated to promote cell proliferation, while Akt is activated to inhibit p53 activity. In stressed cells, Akt is repeatedly deactivated by p53. Transient p53 pulses induce cell cycle arrest before E2F1 activation, whereas overcoming cell cycle arrest by growth factors leads to the activation of E2F1, which cooperates with p53 to initiate apoptosis. Therefore, this work clarifies the link between cell cycle progression and cell fate decision and may provide clues to cancer treatment.
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