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Abstract: Business-to-business e-commerce is in much attention nowadays, mainly due to its growing use. In today’s world, it has become imperative for companies to segment their customers and thereby take required measures to survive against other companies. Since there exist a lot, each company must fulfill the demands of their users or they might lose them to other alternatives that exist. This report aims to analyse the customer data from two years: 2018 and 2019 of the company: Autofurnish.com and thereby recommend methods to increase customer influx and give suggestions on what mistakes should not be repeated by the company in future for better performance and sales. To analyse the database, RapidMiner tool has been used. RapidMiner is an open source predictive analytic software that gives support regarding data mining. It lets the user to build models based on their needs and gives solutions quickly. For this analysis, K-means algorithm clustering will be used. Clustering is dividing groups based on similarities and K means is one of the very commonly used methods to do so. In the software, data has been imported having information about customers which is then analysed to prove different results draw a contrast between two years as told before keeping customer segmentation in mind based on various attributes given in the dataset. Relationships between the features are identified as assess to company’s performance.

1. Introduction

In today’s world, the internet has become accessible beyond our imagination. And the people who use internet for online services is increasing every day marginally. Basically, a digital market is any kind of market that exists online. Few examples of digital market can be social media marketing, search engine optimization etc and e-commerce similarly serves as a platform to purchase and give variety of products using the internet. Customer segmentation enables organisations to become more client centric. Companies often segment according to statistical data related to age, gender, life stage etc.

RapidMiner is a tool that offers lots of different operators/ways to connect to our data. The data can be saved in various formats and then be worked upon for various results depending on the needs of the user. It is basically a data science software that brings artificial intelligence to our disposal. It helps in data preparation, machine learning, predictive analysis, data mining etc. This tool may be used for
business as well as commercial purposes like research, education, training etc. RapidMiner was earlier known as YALE which refers to yet another Learning Environment. Data Mining is becoming an increasingly important tool used to transform bare data into information and allows data handling. Another section of your paper
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**Fig 1. Customer Segmentation**

2. **About the Company- ‘Autofurnish’**

Autofurnish is one of the major online sellers of automobile accessories and fittings in India. It is involved in manufacture, export, trade and supply of quality array of products. It’s a renowned manufacturer and wholesaler of all categories of car and bike accessories at wholesale rates. The company came into action in the year 2012 as first online store of automobile accessories in the country. Understanding the element that vehicles have become an important mode of transportation and this market is getting bigger with each day, this brand brings every possibility to acquire modern and most recent vehicle accompaniments to look over, be it inside or exterior accessories, one may discover every one of them in various variations to meet their particulars. People may question the necessity of online shopping of car accessories when we can go and see a product before purchasing. But the options one gets from a retail shop is quite limited and can be same which is already there on other cars/bikes available locally. Though internet shopping will in general give an edge undoubtedly, one can purchase items that may become pioneers for other people, it likewise gives the purchaser a more extensive view by expanding the rundown of potential alternatives.
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**Fig 2. Autofurnish.com Home Page**
3. Customer Dataset

For this analysis we have taken two datasets of the customers from Autofurnish.com which belong to years 2018 and 2019. Each dataset has various attributes that are Organic searches, age, city and users, has over 600 rows. This data is based on various demographic, behavioural, psychographic fields and therefore helps in customer segmentation. The analysis is performed on each dataset individually using clustering and k-means algorithm. Then the results are compared to understand the customer behaviour and for targeting accurate groups of audience based on age group and demographic location. While drawing a comparison between two years we discover the patterns that might have been made for purchase by customers and the importance of customer segmentation in E-commerce.

The data has been retrieved using Google Analytics is a web examination service offered by Google that tracks site traffic. Google Analytics is a device that can assist with understanding advanced advertising viability. Google Analytics totals the information gathered from your site in numerous manners. We can use custom dimensions as keys for combining information from Google Analytics and other systems, as well as to enhance your reports with information that’s relevant to your analysis.

There are mainly 2 kinds of data that can be collected using Google Analytics:

1. User Acquisition Data (data about users before they visit a website)
2. User Behaviour Data (data about users when they visit the website)

Dataset for the year 2018

Dataset for the year 2019

4.0 Analysis of different component with RapidMiner

In the analysis we have designed a process various operators in the Rapid Miner Tool. These operators play different roles in accurately analysis the dataset and thereby comparing. The results may be stored in repository. There are five operators used in total which are as follow:

**Read Excel:** Read Excel reads data from an Excel file and it’s connected to the input terminal. This operator can peruse information from Excel 95, 97, 2000, XP, and 2003. In the chosen spreadsheet, each column must represent an attribute whereas each row must be an Example. One must make sure that the Excel File is delivered properly prior to building a process by means of it.

**Nominal to Numerical:** This operator changes the type of non-numeric attributes into a numeric type. In addition, it also maps all values of the attributes to numeric values. Values that are binary are mapped to 0 and 1. But the already existing numeric attributes of input database remains as it is.

**Normalize:** This operator mainly normalizes values of chosen attributes. Normalization is a process that’s used to scale values in order to fit them in a specific range. It is useful to draw a comparison between attributes that have different sizes. There are four ways provided to perform normalization.
**Clustering:** This is an operator that performs an important function called clustering using the k-means algorithm. Clustering refers to grouping together Examples that are like one another. K-means determines the values of k (number of clusters required) and assigns each Example to one of them.

**Performance:** For this analysis, Cluster Distance Performance has been used. This operator is used for performance assessment of centroid based clustering procedures. It delivers a list of performance criteria values based on the cluster centroids. The Cluster Distance Performance operator takes the centroid cluster model and clustered set as its input and evaluates the performance of the model based on cluster centroids. Two performance activities that are supported: Average within cluster distance and Davies-Bouldin index.

1. **Average within cluster distance:** The average within cluster distance is calculated by averaging distance between centroid as well as all Examples of a given cluster.
2. **Davies-Bouldin index:** An Algorithm that produces clusters with less intra-cluster distances and more inter cluster distances bear a low Davies Bouldin Index (DBI).

This analysis is based on Davies-Bouldin index.

![Fig 4. Designing Processes for year 2018](image)

Fig 4. Designing Processes for year 2018

![Fig 5. Designing Processes for year 2019](image)

Fig 5. Designing Processes for year 2019

### 4.1 Davies Bouldin Index

The Davies Bouldin Index was presented by David L. Davies and Donald W. Bouldin in 1979. It is a measurement for assessing algorithms involving clustering. This is an inner evaluation plot, where the assess of how well gathering has been done is made using amounts and highlights of the database. Given n-dimensional focuses, let Ci be a group of information focuses. Let Xj be an n-dimensional element vector allocated to cluster Ci. Here Ai is the centroid of Ci and Ti is the size of the group I. Si is a measure of scattering inside the cluster.

\[ S_i = \left( \frac{1}{T_i} \sum_{j=1}^{T_i} |X_j - A_i|^p \right)^{1/p} \]

As a component of the ratio of within the cluster scatter, a lesser value of Davies Bouldin Index will infer that grouping/clustering is done in an improved way. It shows the normal likeness between each bunch and its most comparative one, arrived at the midpoint of overall clusters. The likeness is portrayed as Si. This ensures no group should be similar. Therefore, best grouping method minimizes the value of Davies Bouldin Index. This has a job in deciding the k’s value in the k-means algorithm used. Empty clusters are ignored in calculation of DBI.
4.2 K-Means Algorithm

This calculation is an iterative calculation that segments the dataset as indicated by their highlights into K number of predefined non-covering unmistakable clusters or subgroups. The algorithm helps determine a set of k clusters and allocates every Example to one of them. Each cluster contains a set of alike Examples. The resemblance among Examples is built on distance measure between them. In the given algorithm the clusters are determined by the location of the centre in the n-dimensional space of n attributes in given dataset. And this site is known as a centroid. The algorithm begins with k points which are the centroids of given k potential clusters. All the Examples are allocated to their closest cluster which is characterized by measure type. The centroids are then recalculated by averaging over all Examples of a cluster. The system is repeated max run times with each time a fluctuated set of start focuses. The arrangement of groups is conveyed which has the negligible aggregate of squared separations of all Examples to their relating centroids. This algorithm has many applications as it has many advantages. Some applications may include:

1. Market Segmentation
2. Cluster Analysis
3. Vector Quantization
4. Used in Search Engines
5. Insurance Fraud Detection
6. Identifying Crime Prone Areas etc.

4.3 K-Value vs Davies-Bouldin Index for Analysis

While analysing data, one may look for meaningful groups/clusters. Clustering is dividing groups based on similarities. And K means is one of the most commonly used methods to do so. In order to perform the analysis, K needs to be calculated which indicates the number of clusters to be formed on running the processes. We have taken the value of K from 3-10 one by one. And calculated The Davies Bouldin index of each. The Davies–Bouldin index (DBI) is a measurement for assessing grouping calculations. The K value with least corresponding DBI is chosen to be appropriate for analysis. The Davies Bouldin values originally were negative as the tool returns value between 0-1, since by default these values are multiplied by -1 so that we can run a minimizer on it. The closer these values are to 0, the better they are and as they approach 1 the index is considered bad for analysis.

| K value | Davies Bouldin Index |
|---------|----------------------|
| 3       | 0.446                |
| 4       | 0.363                |
| 5       | 0.414                |
| 6       | 0.393                |
| 7       | 0.422                |
| 8       | 0.41                 |
| 9       | 0.449                |
| 10      | 0.402                |

Fig 6. K-value vs DBI of year 2018

| K value | Davies Bouldin Index |
|---------|----------------------|
| 3       | 0.411                |
| 4       | 0.424                |
| 5       | 0.458                |
| 6       | 0.429                |
| 7       | 0.382                |
| 8       | 0.372                |
| 9       | 0.452                |
| 10      | 0.477                |

Fig 7. K-value vs DBI of year 2019

For the year 2018 we see that when k=4, the Davies Bouldin Index is the least that is 0.363. Therefore, we use four as the number of clusters.
Fig 8. Davies Bouldin Indexes of year 2018

Fig 9. Davies Bouldin Indexes of year 2019

For the year 2019 we see that when k=8, the Davies Bouldin Index is the least that is 0.372. Therefore, we use 8 as the number of clusters.

5.0 CLUSTER MODELS

The year 2018 and 2019 as mentioned above will have four and eight clusters as represented below:

| 2018: 4 clusters | 2019: 8 clusters |
|-------------------|-------------------|
| Cluster 0: 604 items | Cluster 0: 80 items |
| Cluster 1: 6 items | Cluster 1: 3 items |
| Cluster 2: 1 item | Cluster 2: 6 items |
| Cluster 3: 32 items | Cluster 3: 1 item |
| Total number of items: 643 | Cluster 4: 3 items |
|                       | Cluster 5: 18 items |
|                       | Cluster 6: 6 items |
|                       | Cluster 7: 406 items |
|                       | Total number of items: 523 |

6.0 Analysis of the year 2018

The data for the year 2019 was divided into 8 clusters based on K-means algorithm considering Davies Bouldin Index. The dataset is distributed into these clusters as follows:
By seeing this graph, it is evident that cluster 0 has the greatest number of users and cluster 2 has least number of users.

6.1 using the aggregate function

The dataset of 2018 is added using Retrieve function. And the Aggregate operator is used.

**Aggregate**: The Aggregate operator creates a new Example Set from the input Example Set showing the results of the aggregation functions. Many aggregation functions are supported together with SUM, COUNT, MIN, MAX, AVERAGE and many other similar functions.
6.2 ABOUT THE FUNCTIONS

- Least only occurring: This function gives the name of city which has occurred the least.
- Mode: This function tells the city which has occurred the maximum number of times.
- Least: It tells the age which has recurred least number of times.
- Maximum: It tells the maximum value of selected attribute.
- Minimum: This function tells the minimum value of a selected attribute.
- Sum: This function tells the sum of all values in a attribute.
- Average: This function tells the average of all values that are there in an attribute.

Fig 13. Result of all the aggregate

City and Age:

|         | LEAST | MAXIMUM | MINIMUM | MAXIMUM |
|---------|-------|---------|---------|---------|
| CITY    | Agartala | Agra   | 65+     | 25-34   |

- From this table we understand that least active city is Agartala and most active is maximum.
- The minimum users belonged to the age group of 65+ and most users belong to age group of 25-34.
Organic searches:

|               | Minimum | Maximum | Sum    |
|---------------|---------|---------|--------|
| Organic searches | 19      | 47463   | 598367 |

From this table we infer that the total number of organic searches that have taken place is 598,367.

Users:

|       | Minimum | Maximum | Average | Sum     |
|-------|---------|---------|---------|---------|
| Users | 56      | 74395   | 1571.24 | 101038  |

From this table we infer that the max number of users is 74,395 and minimum users are 56. The sum of all users is 101,038.

7.0 Analysis of the year 2019

The data for the year 2019 was divided into 8 clusters based on K-means algorithm considering Davies Bouldin Index. The dataset is distributed into these clusters as follows:

By seeing this graph, it is evident that cluster seven has the greatest number of users and cluster 3 has least number of users.

7.1 Using the aggregate function
The dataset of 2019 is added using Retrieve function. And the Aggregate operator is used.

Fig 16. The various aggregate functions used for analysing dataset of year 2019

Fig 17. Result of all the aggregate

City and Age:

| CITY     | LEAST  | MAXIMUM | MINIMUM | MAXIMUM |
|----------|--------|---------|---------|---------|
| Ajman    | 65     | 25-34   | 60734   | 65+     |
| Agartala | 60734  | 25-34   | 65      | 25-34   |

- From here we infer that the city where maximum users are present is Agartala and the minimum users are from Ajman.
- From here we infer that age group of 65+ makes least visits whereas age group of 25-34 visits the website most.

Organic searches:

| Organic searches | Minimum | Maximum | Sum    |
|------------------|---------|---------|--------|
| 14               | 30710   | 345175  |

From this table we infer that the total number of organic searches that have taken place is 3,45,175.

Users:

| Users | Minimum | Maximum | Average | Sum    |
|-------|---------|---------|---------|--------|
| 65    | 60734   | 1701.369| 889816  |
From this table we infer that the max number of users is 60,735 and minimum users are 65. The sum of all users is 8,89,816.

8.0 Future work and Conclusion

On performing this analysis, we have concluded that year 2018 received more users that is 10,10,308 when compared to year 2019 which had 8,89,816 users. The maximum activity was from Agra during the year 2018 and age group of 25-34 was most active. Therefore, for the future years Auto furnish must focus on age groups of 25-34 that belong to Agra to increase the customer influx. And least on the age group of 65+. For future analysis, we will find which year yielded the highest revenue and how to focus on increasing the revenue.
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