Structural Determinants of Ubiquitin-CXC Chemokine Receptor 4 Interaction*
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Background: Extracellular ubiquitin functions as a CXC chemokine receptor (CXCR) 4 agonist.

Results: Ubiquitin possesses distinct receptor binding and signaling sites and CXCR4 contains separate binding sites for its natural ligands.

Conclusion: Ubiquitin mimics the structure-function relationship of chemokines and interacts with CXCR4 through a ligand specific binding site on the receptor.

Significance: Agonist-selective pharmacological targeting of CXCR4 appears possible.

Ubiquitin, a post-translational protein modifier inside the cell, functions as a CXC chemokine receptor (CXCR) 4 agonist outside the cell. However, the structural determinants of the interaction between extracellular ubiquitin and CXCR4 remain unknown. Utilizing C-terminal truncated ubiquitin and ubiquitin mutants, in which surface residues that are known to interact with ubiquitin binding domains in interacting proteins are mutated (Phe-4, Leu-8, Ile-44, Asp-58, Val-70), we provide evidence that the ubiquitin-CXCR4 interaction follows a two-site binding mechanism in which the hydrophobic surfaces surrounding Phe-4 and Val-70 are important for receptor binding, whereas the flexible C terminus facilitates receptor activation. Based on these findings and the available crystal structures, we then modeled the ubiquitin-CXCR4 interface with the RosettaDock software followed by small manual adjustments, which were guided by charge complementarity and anticipation of a conformational switch of CXCR4 upon activation. This model suggests three residues of CXCR4 (Phe-29, Phe-189, Lys-271) as potential interaction sites. Binding studies with HEK293 cells overexpressing wild type and CXCR4 after site-directed mutagenesis confirm that these residues are important for ubiquitin binding but that they do not contribute to the binding of stromal cell-derived factor 1α. Our findings suggest that the structural determinants of the CXCR4 agonist activity of ubiquitin mimic the typical structure-function relationship of chemokines. Furthermore, we provide evidence for separate and specific ligand binding sites on CXCR4. As exogenous ubiquitin has been shown to possess therapeutic potential, our findings are expected to facilitate the structure-based design of new compounds with ubiquitin-mimetic actions on CXCR4.

Ubiquitin is a constitutively expressed protein in all eukaryotic cells and also a natural plasma protein, which is detectable in increased concentrations during various disease processes (1). Although ubiquitin functions as a post-translational protein modifier inside the cell (2), it possesses CXC chemokine receptor 4 (CXCR4)2 agonist activity when it is present outside the cell (3). CXCR4 fulfills important biological functions during development and hematopoiesis. It also plays pleiotropic roles in the immune system and during tissue repair processes and gained particular attention as a drug target due to its role in HIV infection and metastatic diseases (4–12). Thus, identification of the molecular events leading to CXCR4 activation is of biological and pharmacological importance.

Administration of the cognate ligand of CXCR4, stromal cell-derived factor-1α (SDF-1α; chemokine (CXC motif) ligand 12) and of ubiquitin has been shown to result in anti-inflammatory and organ protective effects in various disease models (13–22). Despite these similarities, we showed previously that ubiquitin, unlike SDF-1α, does not reduce HIV-1 infectivity (23). These differential effects of the natural CXCR4 ligands led to the assumption that ubiquitin and SDF-1α may not share the same interaction sites on CXCR4. Accordingly, we provided evidence that the ubiquitin-CXCR4 interaction does not follow the typical two-site binding mechanism of chemokine-receptor interactions, including the SDF-1α-CXCR4 interaction, in which the receptor N terminus is important for ligand binding (23–30). However, the structural determinants of the ubiquitin-CXCR4 interaction remain unknown. Here, we provide evidence that ubiquitin contains separate receptor docking and activation sites, and thus, resembles the typical structure-function relationship of chemokines. Based on these data, we pre-

* This research was made possible, in part, by a grant that was awarded and administered by the United States Army Medical Research and Materiel Command (USAMRMC) and the Telemedicine and Advanced Technology Research Center (TATRC) at Fort Detrick, MD, under Contract W81XWH1020122 (to M. M.). This work was also supported in part by National Institutes of Health Grants GM075159 (to A. M.) and GM081539 (to W. J. T.). Based on the results of this work, Loyola University Chicago has filed a provisional patent application. The authors are the inventors. None of the authors have received any income related to the patent or patent application.

‡ To whom correspondence should be addressed: 2160 S. First Ave., Maywood, IL 60153. Tel.: 708-327-2472; Fax: 708-327-2813; E-mail: mmajetschak@lumc.edu.

‡§1 The abbreviations used are: CXCR4, CXC chemokine receptor 4; SDF-1α, stromal cell-derived factor 1α; Ub, ubiquitin.
Ubiquitin-CXCR4 Interaction

dicted the ubiquitin-CXCR4 interface utilizing the RosettaDock software followed by manual docking adjustments to account for charge complementarity and an anticipated conformational switch of CXCR4 during the transition from the inactive to the active state. This computational model suggests three amino acid residues as potential ubiquitin interaction sites on CXCR4. Receptor binding experiments after site-directed mutagenesis of CXCR4 confirm that these CXCR4 residues are important for the interaction with ubiquitin but that they do not contribute to the binding of SDF-1α. These data suggest that the natural ligands bind and activate CXCR4 through separate binding sites on the receptor, which may enable a selective pharmacological targeting of CXCR4.

EXPERIMENTAL PROCEDURES

Proteins and Reagents—Ubiquitin, BSA, and forskolin were purchased from Sigma. N-terminal FITC-labeled ubiquitin (FITC-ubiquitin), ubiquitin mutants in which Phe-4 (F4A), Leu-8 (L8A), Ile-44 (I44A), Asp-58 (D58A), Val-70 (V70A), or Gly-75 and Gly-76 (Ub-1–74) are mutated to Ala, a C-terminal ubiquitin deletion mutant that lacks Gly-75 and Gly-76 (Ub-1–74), linear ubiquitin chains of variable lengths (linear dimer-decamer, Ub2–10) and the Lys-48-linked ubiquitin dimer were obtained from Boston Biochem. Recombinant human SDF-1α was obtained from PeproTech. FITC-labeled SDF-1α (FITC-SDF-1α) was prepared using a FITC labeling kit (Pierce) according to the manufacturer’s instructions.

HA-tagged CXCR4 Transfections—DNA encoding HA-tagged WT CXCR4 was as described previously (23, 31). DNA encoding HA-tagged CXCR4 in which Phe-29 (F29A), Phe-189 (F189A), or Lys-271 (K271A) are mutated to alanine was obtained from GenScript. The DNA sequences were verified by dideoxy sequencing. DNA encoding each tagged G protein-coupled receptor and empty vector (pcDNA3) was transiently transfected into HEK293 cells grown on 10-cm tissue culture dishes using TransIT-LT1 transfection reagent (Mirus Bio), according to the manufacturer’s recommendation. Forty-eight hours later, cells were harvested and used for Western blotting, flow cytometry, and ubiquitin binding assays.

Ubiquitin Binding Assays—Ubiquitin binding assays were performed with HEK293 and THP-1 cells, as described (3, 23). In brief, cells were washed with ice-cold PBS, and 10⁵ cells were suspended in 100 μl of cold (4 °C) PBS, 1% BSA, 0.01% sodium azide. FITC-ubiquitin was added and incubated for 1 min at 4 °C. Cells were washed twice, and the fluorescence intensities were measured (λ<sub>excitation/emission</sub>: 485/528 nm). Nonspecific binding was assessed as binding of FITC-ubiquitin in the presence of 300 μM native ubiquitin.

Calcium Assay—Intracellular calcium was measured using the Fluo-4 NW calcium assay kit (Molecular Probes), as described (3, 23).

cAMP Assay—Quantitative determination of cAMP levels was performed in forskolin- (5 μM, 10 min, 37 °C) treated cells using the cAMP complete enzyme immunomassay kit (Enzo Life Sciences), acetylated format, as described (3, 23).

Western Blots—Western blotting was performed as described (3, 23, 32). Mouse monoclonal anti-HA (Covance) in combination with anti-mouse IgG horseradish peroxidase-(HRP) linked whole antibody (GE Healthcare) were used for detection of HA-tagged CXCR4 WT and mutants. Mouse anti-GAPDH (Applied Biosystems) was used in combination with anti-mouse IgG HRP-linked whole antibody (GE Healthcare) as a protein loading control.

FACS Analyses—FACS was used to analyze cell surface expression of HA-tagged CXCR4 WT and mutants and to assess binding of FITC-ubiquitin and FITC-SDF-1α, as described (3, 23). For the analyses of WT and mutant HA-tagged CXCR4, cells were labeled with monoclonal mouse anti-HA in combination with anti-mouse Alexa Fluor 488 goat IgG (Invitrogen). Rabbit IgG (R&D Systems) in combination with FITC-conjugated anti-rabbit goat IgG (Abcam) was used as a negative control. The fluorescence intensities of at least 3 × 10⁴ cells were recorded and analyzed using the FlowJo software (Tree Star).

Protein-Protein Docking—Ubiquitin (Protein Data Bank (PDB) ID: 1UBQ (33)) was docked onto the extracellular domain of CXCR4 (PDB ID: 3ODU (27)) automatically using the software RosettaDock 3.2.1 (34, 35) or was docked manually. For protein-protein docking using RosettaDock, ubiquitin was brought within 3 Å distance to the extracellular domain of CXCR4. The docking was performed by fixing CXCR4 and randomizing ubiquitin. The possible ubiquitin position was sampled 5,000–10,000 times each cycle by a 3–5 Å translation and 8° rotation. The best model from each cycle was used as the initial model for the subsequent cycle of Rosetta docking. The docking ended when the minimal change in root mean square deviation to the original coordinate of ubiquitin could achieve the lowest energy minimum. For manual docking, ubiquitin was docked onto the extracellular domain of CXCR4 using the PyMOL software. Such docking was guided by the charge complementarity of the positively charged region of ubiquitin to the negatively charged extracellular domain of CXCR4 and based on the results obtained from binding experiments with Ub-1–74, ubiquitin-F4A, and ubiquitin-V70A.

Statistics—Data are expressed as mean ± S.E. from duplicate to quadruplicate measurements of n independent experiments that were performed on different days. Data were analyzed using the GraphPad Prism 5 software. For the calculation of the K<sub>i</sub>, the following parameters and constraints were used: concentration of labeled ligand = 1163 nM (10 μg/ml); K<sub>i</sub> of labeled ligand equals 100 nM (3); upper plateau constant equal to 100%.

RESULTS AND DISCUSSION

Many intracellular proteins bind to ubiquitin through various ubiquitin binding domains, which interact with a number of recently identified binding loci on ubiquitin (36–38). To assess whether similar surface regions on ubiquitin are also involved in the interaction between ubiquitin and CXCR4, we tested the receptor binding and activation properties of the ubiquitin point mutants F4A, L8A, I44A, D58A, and V70A (Fig. 1A). Leu-8, Ile-44, and Val-70 are located on the hydrophobic surface patch on ubiquitin near the C-terminal end of β strand 5, the most common interaction site on ubiquitin (37, 38). Although Phe-4 represents a hydrophobic interaction area distinct from the hydrophobic patch centered around Ile-44 (39), Asp-58 represents a hydrophilic interaction surface (40).
In competition binding experiments with FITC-ubiquitin, L8A, I44A, and D58A were indistinguishable from WT ubiquitin (WT, $K_i$, 110 ± 1 nM; bottom plateau, 35 ± 2%; L8A, $K_i$, 94 ± 1 nM; bottom plateau, 38 ± 2%; I44A, $K_i$, 87 ± 1.3 nM; bottom plateau, 39 ± 4%; D58A, $K_i$, 144 ± 1.2 nM; bottom plateau, 42 ± 3%). In contrast, the abilities of F4A and V70A to compete with FITC-ubiquitin for receptor binding were clearly reduced, as compared with WT ubiquitin (F4A, $K_i$, 246 ± 1.6 pM; bottom plateau, 52 ± 4%, $p < 0.01$ versus WT ubiquitin; V70A, $K_i$, 899 ± 2 pm; bottom plateau, 52 ± 5%, $p < 0.01$ versus WT ubiquitin). Similar to the effects on cAMP concentrations, WT ubiquitin, L8A, I44A, and D58A promoted intracellular Ca$^{2+}$ fluxes in THP-1 cells when tested in concentrations of 3 μM, 300 nM, and 30 nM. In contrast, stimulation of THP-1 cells with F4A and V70A failed to promote Ca$^{2+}$ fluxes at 30 and 300 nM, respectively (Fig. 1D). These data suggest that the ubiquitin surface residues F4A and V70A are required to establish a functionally relevant interaction between ubiquitin and CXCR4.

As the C terminus of ubiquitin is essential for intracellular functions of ubiquitin (2), we next tested whether deletion or Ala mutation of the C-terminal diglycine of ubiquitin (Fig. 1A) influences receptor binding and activation properties. As shown in Fig. 2A, Ub-(1–74) and Ub-(1–74)AA were able to compete with FITC-ubiquitin binding to THP-1 cells to the same degree as WT ubiquitin. Despite the identical binding properties, Ub-(1–74)AA reduced cAMP to the same degree as WT ubiquitin (Fig. 1C).
WT ubiquitin, whereas Ub-(1–74) showed a 26-fold higher EC\textsubscript{50} value (5421 \( \pm \) 2p M) than WT ubiquitin (207 \( \pm \) 1p M) and a bottom plateau of 70 \( \pm \) 4.4% in dose-response experiments (bottom plateau for WT ubiquitin, 38 \( \pm \) 2%, Fig. 2B). Similarly, Ub-(1–74) displayed a reduced ability to promote intracellular Ca\textsuperscript{2+} fluxes when compared with WT ubiquitin and Ub-(1–74)AA in parallel experiments (Fig. 2C). This suggests that the presence of the C-terminal tail of ubiquitin facilitates receptor activation.

Our finding that Phe-4 and Val-70 are important for receptor binding, whereas the C-terminal diglycine of ubiquitin facilitates receptor activation, is in agreement with the general two-site model of the structure-function relationship of chemokines, including SDF-1\( \alpha \) (24, 25, 29). This model is based on the observation that chemokines have separate binding and activation sites. In analogy to SDF-1\( \alpha \), in which Lys-1 and Pro-2 are critical for receptor activation but not for receptor binding, the C-terminal diglycine of ubiquitin appears to mimic the function of the two N-terminal amino acid residues of SDF-1\( \alpha \) (25).

Because ubiquitin chains are also present in the systemic circulation (41), we then tested whether diubiquitin and ubiquitin chains bind to and activate CXCR4. As shown in Fig. 2D, linear diubiquitin, diubiquitin linked via Lys-48, and linear tetraubiquitin (black square) with 1.16 \( \mu \)M FITC-ubiquitin (n = 5). FITC-ubiquitin binding is expressed as the percentage of the fluorescence signal measured in the absence of unlabeled ubiquitin (= 100%). E, effects of ubiquitin (Ub) and linear ubiquitin chains (Ub\(_{2–10}\)) on cAMP levels in forskolin-stimulated THP-1 cells (n = 4). Cells were incubated with 100 nM ubiquitin/ubiquitin chains for 15 min at 37 \( ^\circ \)C and 5% CO\textsubscript{2}. Experiments with 1 and 10 nM ubiquitin/ubiquitin chains showed identical results (not shown). Data are expressed as the percentage of untreated cells (= 100%; control (ctrl)).

WT ubiquitin, whereas Ub-(1–74) showed a 26-fold higher EC\textsubscript{50} value (5421 \( \pm \) 2p M) than WT ubiquitin (207 \( \pm \) 1p M) and a bottom plateau of 70 \( \pm \) 4.4% in dose-response experiments (bottom plateau for WT ubiquitin, 38 \( \pm \) 2%, Fig. 2B). Similarly, Ub-(1–74) displayed a reduced ability to promote intracellular Ca\textsuperscript{2+} fluxes when compared with WT ubiquitin and Ub-(1–74)AA in parallel experiments (Fig. 2C). This suggests that the presence of the C-terminal tail of ubiquitin facilitates receptor activation.

Our finding that Phe-4 and Val-70 are important for receptor binding, whereas the C-terminal diglycine of ubiquitin facilitates receptor activation, is in agreement with the general two-site model of the structure-function relationship of chemokines, including SDF-1\( \alpha \) (24, 25, 29). This model is based on the observation that chemokines have separate binding and activation sites. In analogy to SDF-1\( \alpha \), in which Lys-1 and Pro-2 are critical for receptor activation but not for receptor binding, the C-terminal diglycine of ubiquitin appears to mimic the function of the two N-terminal amino acid residues of SDF-1\( \alpha \) (25).

Because ubiquitin chains are also present in the systemic circulation (41), we then tested whether diubiquitin and ubiquitin chains bind to and activate CXCR4. As shown in Fig. 2D, linear diubiquitin, diubiquitin linked via Lys-48, and linear tetraubiquitin competed with FITC-ubiquitin for receptor binding comparable with WT ubiquitin. Furthermore, WT ubiquitin and linear ubiquitin chains consisting of 2–10 ubiquitin molecules showed comparable effects on cAMP levels in forskolin-stimulated THP-1 cells when tested in equimolar concentrations. These data suggest that ubiquitin chains are able to activate CXCR4. Furthermore, our findings imply that the C-terminal
ubiquitin molecule within a ubiquitin chain establishes significant contact with the receptor and that the subsequent ubiquitin units do not contribute to or interfere with the binding and activation process.

Recently, the crystal structure of CXCR4 has been solved (27). Thus, to identify candidate CXCR4 residues that could be involved in the binding of ubiquitin, we then sought to dock ubiquitin onto the extracellular domain of CXCR4 using the RosettaDock software (34). The resulting computational model of the ubiquitin-CXCR4 complex can, in part, explain how the mutations and C-terminal modifications of ubiquitin affect binding to and activation of CXCR4 (Fig. 3). In this model, Val-70 of ubiquitin is in close contact with CXCR4 (Fig. 3A). Thus, the V70A mutation should reduce the binding affinity of ubiquitin, as we have detected in competition binding experiments.

The Rosetta docking model further suggests that the C-terminal ubiquitin diglycine is near the extracellular loop 3, which could alter the conformation of helix 6 and induce a switch of intracellular loop 3 to activate the downstream G protein (42–44). However, this model fails to explain why the F4A mutation reduces the ability of ubiquitin to bind and activate CXCR4.

G protein-coupled receptors demonstrate a substantial conformational switch upon ligand activation and G protein binding (42–44), which is difficult to predict using computational methods. Thus, we hypothesized that the inactive conformation of CXCR4, which is depicted by the available structure, will also undergo a conformational switch upon ubiquitin binding and that a small rotation/translation would allow ubiquitin Phe-4 to make contact with CXCR4, without compromising the interactions of Val-70 and the C-terminal diglycine during CXCR4 binding. We manually moved ubiquitin Phe-4 closer to CXCR4 (Fig. 3B), which would improve charge complementarity between ubiquitin and CXCR4 (Fig. 3, C and D). In addition, Phe-4 and Val-70 of ubiquitin would make close contact with Phe-189 and Phe-29 in CXCR4, respectively. The C-terminal carboxyl group of ubiquitin would then be positioned to form a salt bridge with CXCR4 Lys-271.

As this computational model provided a testable hypothesis, we utilized site-directed mutagenesis to assess whether the CXCR4 residues Phe-29, Phe-189, and Lys-271 interact with ubiquitin. We transfected HEK 293 cells with HA-tagged CXCR4-WT, CXCR4-F29A, CXCR4-F189A, and CXCR4-K271A expression vectors and confirmed expression by Western blotting and FACS analyses. When whole cell extracts were analyzed by Western blotting with anti-HA, we detected the expected pattern of bands for CXCR4 after transfection with the various CXCR4 cDNA clones (Fig. 4A) (3, 23). Flow cytometry analyses then documented that all HA-tagged CXCR4 expression vectors were expressed on the cell surface and that the fluorescence signals for WT CXCR4 and the CXCR4 mutants were comparable (Fig. 4B). We then tested the transfected cells for FITC-ubiquitin binding in saturation binding experiments. The results from a typical saturation binding experiment are shown in Fig. 4C, and the quantification of the mean fluorescence signals after incubation of cells with 1 and 10 μg/ml FITC-ubiquitin resulted in 70 and 60%, respectively, reduced fluorescence signals in cells transfected with the CXCR4 mutants, as compared with cells transfected with WT CXCR4 (Fig. 5, C and D). In contrast, cells transfected with WT or mutant CXCR4 showed increased binding of FITC-SDF-1α, as compared with cells transfected with empty vector (Fig. 5B). There were no differences in mean fluorescence signals between WT and mutant CXCR4 when incubated with 1 and 10
These data argue in favor of the proposed model of the ubiquitin-CXCR4 interaction. Furthermore, this model would also be consistent with our previous finding, that anti-CXCR4-(1–14) does not affect the binding and activation of CXCR4 by ubiquitin, whereas anti-CXCR4-(176–293), an antibody directed against extracellular loops 2 and 3 of CXCR4, interrupts the ubiquitin-CXCR4 interaction (23).

Although the details of the SDF-1α-CXCR4 interface also remain to be determined, the current model suggests that the docking domain of SDF-1α interacts with the receptor N terminus, which is absent in the available structure of CXCR4 (27, 45). The flexible SDF-1α N terminus is then placed into the central ligand binding pocket to activate the receptor (27). Along with previous evidence that Phe-189 and Lys-271 of CXCR4 are not involved in SDF-1α binding (46, 47), our finding that mutations of Phe-29, Phe-189, and Lys-271 do not affect FITC-SDF-1α binding to CXCR4 is consistent with the currently available information on the structure-function relationship of the SDF-1α-CXCR4 interaction.

Conclusively, we provide initial evidence that the mechanism through which ubiquitin activates CXCR4 resembles the typical structure-function relationship of chemokines, which contain separate receptor docking and activation sites. The ubiquitin docking site for CXCR4 corresponds to surface areas that are also involved in the recognition of ubiquitin by ubiquitin binding domains of intracellular interacting proteins. The flexible ubiquitin C terminus functions as a receptor activation site and mimics the functions of the N termini of chemokines. Furthermore, we generated a computational model of the ubiquitin-CXCR4 interface, which provided testable hypotheses. Although further experimental evidence is required to accept and refine this model, it withstands initial testing by site-directed mutagenesis of CXCR4. These data provide evidence that the natural ligands bind and activate CXCR4 through unique and separate binding sites on the receptor. We have shown previously that CXCR4 activation with SDF-1α and ubiquitin stimulate similar signal transduction pathways, although the effects of both ligands on cell migration and HIV-1 infection were distinct (23). Thus, we speculate that the pres-
ence of separate CXCR4 ligand binding sites may provide the structural basis for biased agonism. However, a detailed comparison of signal transduction events and subsequent effects on cell function after CXCR4 activation with ubiquitin and SDF-1 is required to address this hypothesis.

Ubiquitin, SDF-1, and a SDF-1 peptide analog have been shown to reduce exuberant inflammation and organ injury in various disease models (13–22, 48). Thus, our findings provide the basis for the structure-based design of novel compounds that interact with ligand-specific binding sites and thus may permit targeting of selective therapeutic effects that are mediated through CXCR4.
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