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Abstract—Consider a device-to-device (D2D) enabled network wherein a set of geographically close devices each holding a subset of a frame and interested in receiving all remaining files. This paper investigates the problem of reducing the number of transmissions to complete the reception of all data by all devices using instantly decodable network coding (IDNC). While previous works assume a fully connected communication network, devices in the considered D2D configuration can target only devices in their transmission range. Hence, multiple devices are able to transmit simultaneously. The joint optimization over the transmitting devices and file combinations so as to reduce the completion time is formulated and approximated through a decoding delay control. The first part of the paper prohibits cooperation that results in collisions which allow the decoupling of the problems. The problem is reformulated as a maximum weight clique problem in the cooperation graph wherein the weight of each vertex is obtained by solving the corresponding maximum weight clique problem over the local IDNC graph. The solution is then extended to optimally solve the joint optimization problem by introducing clusters of devices that act as interference-free virtual devices. Extensive simulations reveal that the proposed solutions provide noticeable performance enhancement and outperform previously proposed IDNC-based schemes.

Index Terms—Completion time, instantaneous codes, decoding delay control, device-to-device, partially connected networks.

I. INTRODUCTION

Since its introduction in [1], Network Coding has shown remarkable abilities in significantly improving the network capacity and reducing the delay of wireless broadcast configurations. These aspects are crucial for real-time applications requiring fast and reliable communication over lossy channels, e.g., satellite networks, video streaming, roadside-to-vehicles, and Internet television [2].

To support a massive number of devices and further reduce latency, the notion of device-to-device (D2D) [3] communication has been proposed as a potential candidate for the next generation mobile radio system (5G) [4]. While the base-station of traditional Point-to-Multi-Point (PMP) networks is the sole responsible for file transmission, D2D-enabled networks allow devices to exchange packets over short range and possibly more reliable channels. Such paradigm shift allows not only to save the base-station’s radio resources but also to meet the ever increasing data rates and the Quality of Service (QoS) requirements [5]. Network coding is proven to be a suitable complementary solution [6] for D2D-enabled networks to provide reliable and secure data communications over ad-hoc networks such as Internet of Things (IoT) and wireless sensor networks.

For delay sensitive applications wherein each file represents an independent message of equal importance, progressive decoding is a fundamental feature. Furthermore, for their battery-powered operations, D2D devices are highly limited in terms of computation complexity. A suitable candidate for these applications is the Instantly Decodable Network Coding (IDNC) [7]. As its name indicates, IDNC allows progressive decoding by providing instantly decodable messages through XOR operations. Besides, such simple XOR-based encoding and decoding processes overcome the computationally expensive matrix inversion of random network coding. For its aforementioned benefits, IDNC is employed in various settings [7–17].

The authors in [18] introduce a novel method for reducing the completion time below its best known bound by using a decoding delay approach. For their PMP setting, reference [18] approximates the completion time by an expression involving the decoding delay and proposes a multi-layer maximum weight clique solution to it. The authors in [19] suggest a centralized solution to minimizing the decoding delay in a D2D-enabled network and introduce the local IDNC graph for file combinations generation. Given that the decoding delay is intractable to optimize for the whole recovery phase [20], [21], a popular approach is to study the on-line decoding delay minimization problem. The study is extended in [22] to the limited feedback scenario in which both the forward and backward link are subject to erasures. The authors in [23] investigate the completion time reduction in a D2D setting through a distributed optimization relying on a game theory formulation.

The works above consider an unrealistic fully connected D2D communication network in which each device can target any other device through a single hop transmission. As a consequence, a single device transmits at each transmission and hence the transmitting device and the file combination can be optimized separately. As devices are widespread over a large cell area, some single-hop transmissions translate in long-range transmissions, even longer than the base-station device one which contradicts with the initial assumption of reliable channels. Recently, reference [24] investigated the decoding delay reduction in a partially connected D2D-enabled network. This paper uses the decoding delay expression provided in [24] and extends the results to the completion time reduction problem.

The paper’s main contribution is to investigate the completion time reduction in a partially connected D2D-enabled network using IDNC. The joint optimization over the set of transmitting devices and file combinations so as to reduce the
number of transmissions is formulated. Due to the intractability of the completion time, the paper proposes approximating the metric by a more tractable one involving the decoding delay which can be efficiently optimized at each transmission. Under the assumption of collision-free transmissions, both problems can be decoupled and optimized separately. By introducing clusters of devices and using the previous solution, the paper derives the optimal solution to the joint optimization over the set of transmitting devices and the file combinations. The proposed solutions, being centralized in nature, represent a lower bound on the completion time for future investigations on distributed systems.

The paper first derives a general expression of the completion time in a partially connected D2D-enabled network. Afterward, the expression is exploited to approximate the individual and overall completion times as a function of the decoding delay, the channels erasure probability, and the network topology. The paper proposes choosing the set of transmitting devices and file combination in such a way that minimize the likelihood of an increase of the anticipated completion time. The relaxed completion time problem is shown to be equivalent to a maximum weight clique problem in the cooperative graph wherein the weight of each vertex is obtained by solving a multi-layer maximum weight clique in the local IDNC graph. Simulation results reveal that the proposed solutions outperform both the point-to-multi-point and the fully connected communication systems.

The rest of this paper is organized as follows: Section II presents the system model and important definitions. The completion time is expressed and the problem is formulated in Section III. In Section IV, the solution to the interference-free scenario is suggested. Section V solves the online completion time reduction problem. Finally, before concluding in Section VII, simulation results are provided in Section VI.

II. SYSTEM MODEL AND DEFINITIONS

A. System Model and Parameters

Consider a D2D-enabled network consisting of a set \( U \) of \( U \) devices interesting in receiving all \( F \) files from a frame \( F \). Initially, each device holds a subset of the frame, known as the side information, which can be received from a base-station in previous broadcast session. The side information of the \( u \)-th device is represented by the following two sets:

- The Has set \( H_u \) indicating the files received by the device.
- The Wants set \( W_u \) indicating the files missing at the device.

For devices to be able to receive all files, each file is assumed to be possessed by at least one device, i.e., \( f \in \bigcup_{u \in U} H_u, \quad \forall \ f \in F \). The network topology is captured by a symmetric, unit diagonal, \( U \times U \) connectivity matrix \( C = [c_{uu'}] \) wherein the entry \( c_{uu'} \) is equal to 1 if devices \( u \) and \( u' \) are in the transmission range of each others. Furthermore, the paper assumes that the network (and thus the matrix \( C \)) is connected, i.e., each device can target any other device through a single or a multi-hop transmission. The coverage zone \( C_u \) of the \( u \)-th device is defined as the set of devices in the transmission range of the \( u \)-th device. In other words, \( C_u \) is defined by:

\[
C_u = \{ u' \in U \mid c_{uu'} = 1 \}.
\]  

D2D transmissions are subject to independent but not necessarily identical erasures. The erasure probabilities are represented by the zeros diagonal \( U \times U \) matrix \( E = [c_{uu'}] \) wherein \( E_{uu'} \) represents the probability that the transmission from the \( u \)-th device is erased at the \( u' \)-th device. The erasures probabilities are assumed to be known and to remain constant during the transmission of a single file combination. Due to a potential difference in the transmit power, the erasures \( c_{uu'} \) and \( E_{uu'} \) are not necessarily equal.

Devices cooperate to complete the reception of all files by exchanging XOR-encoded files to devices in their transmission range. The file combination is chosen according to the distribution of lost/received files at all devices, the network topology and the expected erasure patterns of the links. This paper assumes the existence of a controller that centralizes the decisions and coordinates the transmissions. Such controller has full knowledge of the distribution of lost and received files at each device which can be accomplished by the exchange of positive and negative acknowledgments (ACKs and NACKs) through a dedicated feedback channel. This work represents a lower bound on the achievable number of transmissions for the study of distributed systems which is out of the scope of this paper.

B. Definition and Notations

This subsection gathers the relevant definitions and notations used throughout the paper. Let \( S \) denote a schedule formed from the transmitting devices and the file combination for each time slot. The paper aims to find the schedule \( S \) that minimizes the total number of transmissions, known as the completion time \( T \) and defined as follows:

**Definition 1** (Individual Completion Time). The individual completion time \( T_u(S) \) of the \( u \)-th device experienced by following the schedule \( S \) is the number of transmissions required until the device obtains all its missing files.

**Definition 2** (Completion Time). The overall completion time \( T(S) \) experienced by following the schedule \( S \) is the number of transmissions required until all devices obtains their missing files. In other words, \( T(S) = \max_{u \in U} T_u(S) \)

Figure 1 represents an example of a schedule in a partially connected D2D-enabled network. Unlike fully connected D2D networks, multiple devices are able to transmit simultaneously. The individual completion time of devices \( U_6 \) and \( U_7 \) is one unit. However, the overall completion time is 2 units so as to satisfy all devices.

Inspired by the work in [13], this paper employs a decoding delay approach to efficiently reduce the completion time. To define the decoding delay, first introduce the different reception options for the \( u \)-th device as follows:

- **Instantly Decodable**: A file is instantly decodable if it allows the device to recover one of its missing files. Given that encoding is based solely on XOR operations, a file
combination is instantly decodable if it contains exactly one file from $\mathcal{W}_u$.
- **Not Instantly Decodable**: A file is not instantly decodable if it is either non-decodable or previously received. Hence, a file is not instantly decodable if it does not contain exactly a single file from $\mathcal{W}_u$.

The decoding delay is defined as follows:

**Definition 3 (Decoding Delay).** The decoding delay $\mathcal{D}_u(S)$ of the $u$-th device, with non-empty Wants sets, increases by one unit if the device is not able to hear exactly a single transmission or if it hears a non-instantly decodable file combination in the schedule $S$.

The rational behind the definition of the decoding delay is that it only accounts for delays caused by the transmitting devices and the coding decisions. Hence, the channel erasures are not considered in the definition. In Figure 1, the decoding delay is computed as follows:

- **Device $U_1$** experience one unit of delay as it transmits in the first time slot. In the second time slot, it receives an instantly decodable file and hence no additional delay.
- **Device $U_2$ and $U_5$** experience one unit of delay as $U_2$ is in interference and $U_5$ is out of the transmission range during the first time slot. Hence, they cannot hear exactly one transmission.
- **Device $U_3$ and $U_4$** do not experience any delay as $U_3$ has an empty Wants set and $U_4$ also has an empty Wants set when it transmits.

The notation used in the paper are the following. Matrices are represented by bold upper case characters, e.g., $\mathbf{X}$. The entry at the $i$-th row and $j$-th column of $\mathbf{X}$ is denoted by $x_{ij}$. Sets are denoted by calligraphic letters, e.g., $\mathcal{X}$. The notations $\overline{\mathcal{X}}$ and $|\mathcal{X}|$ represent the complement and the cardinal of the set $\mathcal{X}$. The power set of $\mathcal{X}$ is represented by $\mathcal{P}(\mathcal{X})$.

### III. Completion Time Expression

This section first formulates the completion time minimization problem in partially connected D2D-enabled networks. The problem is shown to be intractable. Afterward, the paper proposes approximating the completion time by a more tractable metric known as the anticipated completion time that matches the genuine completion time for a large number of decoding delay-free transmissions. The problem is reformulated as a joint online optimization over the set of transmitting devices and file combination.

#### A. Problem Formulation and Completion Time Expression

The completion time problem is the one of finding the set of transmitting devices and file combinations for each time slot so as to minimize the number of transmissions. Formally, the problem is expressed as follows:

$$S^* = \arg\min_{S \in \mathcal{S}} T(S) = \arg\min_{S \in \mathcal{S}} \left\{ \max_{u \in \mathcal{U}} T_u(S) \right\},$$

(2)

where $S$ is the set of all feasible schedules. The optimization problem is intractable as it depends on future channel realizations. Furthermore, even for erasure-free transmission, the search space $\mathcal{S}$ is prohibitively huge for any moderate sized network and number of files.

In order to efficiently reduce the completion time with a reasonable complexity, the following lemma suggests re-expressing it using an expression involving the decoding delay:

**Lemma 1.** The individual completion time $T_u(S)$ of the $u$-th device can be expressed as follows:

$$T_u(S) = |\mathcal{W}_u| + \mathcal{D}_u(S) + \mathcal{E}_u(S),$$

(3)

where $\mathcal{E}_u(S)$ is the number of erased files during the transmission of the schedule $S$.

**Proof:** The lemma is demonstrated by identifying all possible transmissions at the $u$-th device and translating their effect on the completion time. The complete proof can be found in Appendix A.

The expression of the completion time in Lemma 1 is in accordance with the one derived in [18] in a point-to-multipoint scenario. The following theorem exploits the expression in Lemma 1 to approximate the completion time.

**Theorem 1.** Assuming all devices are equality likely to transmit and neglecting interference and transmissions out of the coverage range, the individual completion time experienced by the $u$-th device after the transmission of the schedule $S$ can be approximated as follows:

$$T_u(S) = \frac{|\mathcal{W}_u| + \mathcal{D}_u(S) - \overline{\tau}_u |\mathcal{C}_u| - 1}{1 - \tau_u |\mathcal{C}_u| - 1 |\mathcal{C}_u|},$$

(4)

where $\tau_u = \sum_{u'\in\mathcal{C}_u} \epsilon_{u'u} |\mathcal{C}_u| - 1$ is the average erasure probability experienced by the $u$-th device.

**Proof:** To show the theorem, the number of erased files is approximated. Since devices are equality likely to transmit, then devices in the coverage zone of the $u$-th device are also equality likely to transmit. Furthermore, by neglecting interference and transmissions out of the range, a single device in the coverage zone of the $u$-th device transmits. Using the previous results, the probability distribution of the erased files is derived, and their sum approximated using the law of large number. The complete proof can be found in Appendix B.

The rest of the paper uses the approximation in Theorem 1 as an equality as it holds for a large number of files, devices,
and the interference-free scenario under investigation in this paper. It also neglects the set of devices out of the transmission range as the assumption holds for moderately connected networks.

B. Online Completion Time Reduction

The completion time reduction problem can be approximated using the expression provided in Theorem 1 as follows:

\[ S^* = \arg \min_{S \subseteq B} \left\{ \frac{|W_u| + D_a(S) - \tau_u (C_u) - 1}{1 - \frac{|C_u| - 1}{|C_u|}} \right\} \]  

(5)

Even though the above expression is challenging to optimize, it allows to conclude that the term that affects the most the completion time is the maximum decoding delay. Hence, the philosophy of the proposed online solution is to reduce the probability of increase in the anticipated completion time defined at the t-th transmission as follows:

\[ T_u(t) = \frac{|W_u| + D_a(t) - \tau_u (C_u) - 1}{1 - \frac{|C_u| - 1}{|C_u|}}, \]  

(6)

where \( D_a(t) \) is the decoding delay experienced until the \( t \)-transmission. Note that the anticipated completion time matches the genuine completion time if the device does not experience any additional decoding delay for the remaining transmissions.

To reduce the probability of increase of the anticipated completion time, define \( \mathcal{L} \) as the critical devices as those that can potentially increase the maximum anticipated completion time at the \( t \)-th transmission as:

\[ \mathcal{L} = \left\{ u \in \tilde{U} \left| T_u(t - 1) + \frac{1}{1 - \frac{|C_u| - 1}{|C_u|}} \geq \max_{u' \in \tilde{U}} (T_{u'}(t)) \right. \right\}, \]

(7a)

where \( \tilde{U} \) is the set of devices with non-empty \( \text{Wants} \) set.

Let \( \mathcal{A} \in \mathcal{P} \) denote the set of transmitting devices, \( I \subset \tilde{U} \) the set of devices in interference, and \( J \subset \tilde{U} \) the set of devices out of the transmission range of the transmitting device. As stated in the previous subsection, the set of devices out of the transmission range is neglected, i.e., the paper assumes \( J = \emptyset \). The joint optimization over the transmitting devices \( a \in \mathcal{A} \) and their file combinations \( \kappa_a(\mathcal{A}) \) is given in the following paper’s main theorem:

**Theorem 2.** The set of transmitting devices and their file combinations that minimizes the probability of increase in the anticipated completion time is the solution to the following joint optimization problem:

\[ \mathcal{A}^* = \arg \max_{\mathcal{A} \in \mathcal{R}(\mathcal{L})} \sum_{a \in \mathcal{A}} y(\kappa_a(\mathcal{A})) \]  

subject to \( \kappa_a(\mathcal{A}) = \arg \max_{\kappa_a(\mathcal{A}) \in \mathcal{P}(\mathcal{H}_a)} y(\kappa_a(\mathcal{A})) \)

(7b)

\[ y(\kappa_a(\mathcal{A})) = \sum_{u \in \mathcal{L} \cap \tau_a(\kappa_a(\mathcal{A}))} \log \frac{1}{\tau_a(u)} \]  

(7c)

where \( \tau_a(\kappa_a(\mathcal{A})) \) is the set of targeted devices when device \( a \) transmits the file combination \( \kappa_a \), and \( \mathcal{R}(\mathcal{L}) \) is the set of feasible cooperation defined as follows:

\[ \mathcal{R}(\mathcal{L}) = \{ \mathcal{A} \in \mathcal{P}(\tilde{U}) | \mathcal{L} \cap (\mathcal{A} \cup I \cup J) = \emptyset \} \]  

(8)

**Proof:** The theorem is shown by expressing the probability of increase in the anticipated completion time. The joint optimization over the set of transmitting devices and the file combinations is formulated. Using the definition of the critical set and the network topology, the problem can be reformulated as a constrained optimization wherein the objective function represents the set of transmitting devices and the constraint the file combinations. Finally, using the expression of the decoding delay provided in (24), the optimization problem is explicitly formulated. The complete proof can be found in Appendix C.

IV. INTERFERENCE-FREE SOLUTION

This section proposes solving the optimization problem in Theorem 2 in the particular scenario of cooperation without interference. In particular, the section shows that the global solution of (7) can be efficiently reached when imposing restrictions on the set of transmitting devices through a graphical formulation.

A. Problem Relaxation

Due to the high interdependence between the optimization variables in (7), both problem cannot be solved separately. This is mainly due to interference at certain devices upon which depends the optimal file combination. Interference occurs in a scenario wherein transmitting devices has a non-empty intersection of coverage zone excluding devices with non-empty \( \text{Wants} \) set. Hence, this section focuses on cooperation without interference, i.e., \( I = \emptyset \). The set \( \mathcal{N} \) of such cooperation can be expressed as:

\[ \mathcal{N} = \{ \mathcal{A} \in \mathcal{P}(\tilde{U}) | C_u \cap C_{u'} \cap \tilde{U} = \emptyset, \forall (u, u') \in \mathcal{A} \}. \]  

(9)

Even tough the problem is challenging to solve, by imposing extra limitation on the possible cooperation, the optimization problem becomes more tractable. Indeed, under the interference-free cooperation constraint (9), the optimization variables can be decoupled as shown in the following proposition.

**Proposition 1.** Under the cooperation limitation (9), the optimal set of transmitting devices and their optimal file
A combination can be expressed as follows:

\[ A^* = \arg \max_{A \in \mathcal{N} \cap \mathcal{R}(\mathcal{L})} \sum_{a \in A} y(\kappa^*_a) \tag{10a} \]

with \( y(\kappa^*_a) = \max_{\kappa_a \in \mathcal{P}(\mathcal{N})} \sum_{u \in \mathcal{L} \cap \tau_a(\kappa_a)} \log \frac{1}{\epsilon_{uu'}} \) \( \tag{10b} \)

As shown in (10a) and (10b), the optimization problem are decoupled which allows solving efficiently each separately. Equation (10b) translates the contribution of device \( a \) to the network and equation (10a) optimizes the sum of the contribution under cooperation restrictions.

**B. Proposed Solution**

As shown in the previous subsection, the optimization problem (10b) reflects the contribution of the transmitting \( u \)-th device to the network. The problem can be efficiently solved using the multi-layer local IDNC graph formulation suggested in [18]. The multi-layer graph is generated by associating each device \( u' \) in the transmission range of the \( u \)-th device and a missing file \( f \) to a vertex \( v_{uf} \). Vertices are connected by an edge if the resulting file combination is instantly decodable for both devices represented by the vertices.

The set of transmitting devices, i.e., problem (10a), is chosen by using a modified version of the cooperation graph introduced in [24]. The cooperation graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \) is built by generating a vertex of each non-critical device in the network, i.e., \( \mathcal{V} = \mathcal{N} \cap \mathcal{R}(\mathcal{L}) \). Two device are connected if their satisfy the cooperation restriction in (9) which implies the condition [3]. In other words, vertices \( v_u \) and \( v_{u'} \) are connected by an edge in \( E \) if the following condition holds:

\[ C_u \cap C_{u'} \cap \mathcal{U} = \emptyset. \tag{11} \]

The following theorem reformulates the completion time reduction problem in interference-free scenarios as a graph theory problem over the cooperation graph.

**Theorem 3.** The optimal solution to the joint completion time optimization problem (10) under the interference-free restriction is equivalent to the maximum weight clique problem in the cooperation graph wherein the weight of each vertex \( v_u \) is given by:

\[ w(v_u) = \sum_{w \in \mathcal{L} \cap \tau_u(\kappa_u)} \log \left( \frac{1}{\epsilon_{uu'}} \right), \tag{12} \]

and \( \kappa_u \) is obtained by solving the maximum weight clique problem in the multi-layer local graph of the \( u \)-device wherein the weight of each vertex \( v_{u'f} \) is:

\[ w(v_{u'f}) = -\log(\epsilon_{uu'}). \tag{13} \]

**Proof:** The theorem is shown reformulating both problems (10a) and (10b) as graph theory problems in the cooperation and local IDNC graph, respectively. The steps in showing that (10b) correspond to the maximum weight clique in the local IDNC graph are similar to the ones used in [18]. Afterward, the proof establishes a one-to-one mapping between the set of feasible cooperation and the set of cliques in the cooperation graph. Finally, given that the weight of each clique corresponds to the objective function in (10a), the paper concludes that the optimal solution is the maximum weight clique. A complete proof can be found in Appendix [9].

**V. General Solution**

This section proposes extending the completion time reduction solution by relaxing the interference-free constraint of Section IV. The fundamental concept in finding the optimal solution to the joint optimization problem proposed in Theorem 2 is to extend the cooperation graph with clusters of devices such that the collaboration between these “virtual devices” is interference-free. Afterward, using the proposed interference-free solution in the extended graph generates the optimal solution to the joint optimization problem. Finally, due to the high complexity of finding the optimal solution which results from the huge number of potential clusters, the section suggests a lower complexity algorithm that generates only a subset of the virtual devices.

**A. Extended Cooperation Graph**

The extended cooperation graph is introduced in [26] to discover the optimal solution to the decoding delay reduction problem in partially connected D2D-enabled networks. The graph, while it allows representing all cooperation between devices, ensures that the optimal file combination each device (genuine or virtual) can make only depends on that device. Hence, the formulation allows the separation of the set of transmitting devices and the file combination as the interference-free constraint in Section IV. The first part of this subsection describes the set of feasible clusters that satisfy the constraints. The second part construct the extended cooperation graph.

Let \( Z \) be the set of feasible clusters. In order to have a compact and feasible representation, elements in \( Z \in Z \) need to verify the following constraints:

- The feasibility of the set of transmitting device is given by \( Z \) is included \( \mathcal{N} \cap \mathcal{R}(\mathcal{L}) \).
- The minimum representation of clusters such that the optimal file combination of each cluster only depends on the clusters is given by \( C^T(Z) \cap C^T(Z \setminus Z) \neq \emptyset, \forall Z \in Z \)

Therefore, the set \( Z \) is constructed as follows:

\[ Z = \{ Z \in \mathcal{P}(\mathcal{N} \cap \mathcal{R}(\mathcal{L})) | C^T(Z) \cap C^T(Z \setminus Z) \neq \emptyset, \forall Z \in Z \}. \tag{14} \]

Given the set of feasible clusters \( Z \), the construction of the extended cooperation graph follows similar steps than the construction of the cooperation graph. A vertex \( v \) is generated for each cluster \( Z \in Z \). Vertices \( v \) and \( v' \) are connected if their coverage zone are disjoint wherein the coverage zone of a cluster is defined as the union of the coverage zones of its devices.

**B. Completion Time Reduction**

Let the extended multi-layer \( \mathcal{G}_u(Z) \) be generated as the multi-layer IDNC graph at the exception that the transmitting
devices and the one in interference in $Z$ are omitted during the vertices generation phase. The connectivity conditions are the same as the local IDNC graph. In other words, the extended graph represents the possible file combinations and targeted devices for a set of interfering transmitting devices.

The following theorem reformulates the joint optimization problem in Theorem 3 as a maximum weight clique search over the extended cooperation graph.

**Theorem 4.** The optimal solution to the joint optimization over the set of transmitting devices and the file combination is equivalent to a maximum weight clique in the extended cooperative graph wherein the weight vertex $v$ corresponding to cluster $Z$ is given by:

$$w(v) = \sum_{u \in Z} \sum_{u' \in \kappa_u(Z)} \frac{1}{\log(\epsilon_{uu'})}$$

(15)

and $\kappa_u(Z)$ is obtained by solving the maximum weight clique problem in the extended multi-layer IDNC graph $G_u(Z)$ wherein the weight of vertex $v_{u'f}$ is:

$$w(v_{u'f}) = -\log(\epsilon_{uu'}).$$

(16)

**Proof:** The theorem is established by showing a one-to-one mapping between all feasible set of transmitting devices and the set of clusters. Afterward, the local IDNC graph is extended to find the optimal file combination for a given cluster. Finally, the joint optimization problem is reformulated in terms of the non-interfering clusters and solved using the results of Section IV. The complete proof can be found in Appendix E.

In order to reduce the number of clusters, i.e., reduce $|Z|$, reference [25] proposes generating a subset of clusters. For their decoding delay setup, the authors propose sequentially constructing the extended cooperation graph by eliminating clusters that are surely not part of the maximum weight clique. The proposed method naturally extends to the completion time minimization by considering the adequate weight of vertices as defined in Theorem 4.

VI. SIMULATION RESULTS

This section attests the performance of the proposed interference-free and optimal solution to efficiently reduce the completion time in a partially connected D2D-enabled network. The proposed algorithms are compared against the following schemes:

- The PMP system in which a wireless base-station is responsible for the transmissions. The base-station can target all devices and hold all files. The average erasure probability from the base-station to the devices is denoted by $P$.
- The fully-connected D2D system in which a single device transmits at each round.

The completion time is computed over a large number of iterations and the average value presented on the plots. The initial distribution of the Has and Wants set of devices is drawn according to their average erasure probability. The connectivity index $C$ is defined as the number of edges normalized by the total number of edges, i.e., $C = |E|/U^2$. The number of devices, files, erasure probability, and the connectivity index are variables in the simulations so as to study multiple scenarios. Given that the device-to-device channel is more reliable than the base-station-to-device one [6], [19], then $P$.
is fixed to $P = 2E$ in all simulations.

Figure 2 shows the average number of transmission against the connectivity index $C$ for a network composed of $U = 60$ device, $F = 30$ files and device-to-device erasure $E = 0.1$. The proposed interference-free solution provides a significant performance improvement as compared with the fully-connected algorithm for a poorly connected devices. This can be explained by the fact that for a poorly connected network, a probability of devices transmitting simultaneously while preserving the interference-free constraint is high. However, as the connectivity increases, both the interference-free and the fully connected solution provide the same performance as a single device is allowed to transmit. The optimal partially connected solution outperforms all other solutions for all connectivity index. However, for highly connected networks, all D2D solution have similar performance as collaboration between devices boils down to a single transmitting device.

Figure 3 and Figure 4 plot the completion time against the number of devices $U$ for a network composed of $F = 30$ files, and an average device-to-device erasure $E = 0.1$ for a poorly connected (connectivity index $C = 0.1$) and moderately connected (connectivity index $C = 0.4$) networks, respectively. Figure 5 and Figure 6 illustrate the completion time against the number of files $F$ for a network composed of $U = 60$ devices and an average device-to-device erasure $E = 0.1$ for a poorly connected (connectivity index $C = 0.1$) and moderately connected (connectivity index $C = 0.4$) networks, respectively.

For a low connectivity index in Figure 5 and Figure 6 the interference-free solution provides performance gain over the point-to-multipoint solution even though the base-station can encode all combinations. This can be explained by the fact that the proposed solution allows multiple devices to transmit simultaneously. However, in the PMP solution and fully connected schemes only a single transmitting devices, and thus a single combination, can be communicated at each time slot. The optimal and interference-free solution have the same performance. This can be explained by the fact that the set of feasible combination of transmitting devices is large and thus allowing interference in poorly connected network does not provide significant performance improvement.

For moderately connected networks in Figure 6 and Figure 7 the optimal solution outperforms both the fully connected and the interference-free solution. This is mainly due to the fact that the difference in size of the set of feasible transmitting devices in the interference-free and the optimal
solution is no longer negligible. However for a small number of devices or files, the degradation of the interference-free solution against the optimal one is negligible as compared with the complexity gain.

Figure 7 and Figure 8 show the performance of the schemes to reduce the completion time versus the average device-to-device erasure E for a network composed of $U = 60$ devices $F = 30$ files for a poorly connected (connectivity index $C = 0.1$) and moderately connected (connectivity index $C = 0.4$) networks, respectively. The proposed optimal solution outperforms the conventional PMP algorithm for all values of the erasure probability. This can be explained by the fact that the optimal solution allows multiple transmissions and thus it allows satisfying multiple devices with non-combinable file demand.

VII. CONCLUSION

This paper considers the completion time reduction problem in a partially connected device-to-device network using instantly decodable file combination, two events can occur:

* The combination is instantly decodable. The device needs to receive $|W_u| - 1$ of such combinations before the $T_u(S)$-th time slot.
* The combination is not instantly decodable. From its definition, the cumulative decoding delay $D_u(S)$ of the $u$-th devices increases by one unit.

In the $T_u(S)$-th transmission, the $u$-th device completes the reception of all its Wanted files. Therefore, number of recovery transmission $T_u(S)$ of the $u$-th device can be expressed using the following formula:

$$T_u(S) = |W_u| + D_u(S) + E_u(T_u(S) - 1).$$

Finally, note that the $T_u(S)$-th transmission results in a successful transmission of the $u$-th device as it receives its missing file. Therefore, the number of erased files is $E_u(T_u(S) - 1) = E_u(T_u(S)) = E_u(S)$ which allows to reformulate the expression (A.1) as:

$$T_u(S) = |W_u| + D_u(S) + E_u(S).$$

APPENDIX B

PROOF OF THEOREM 1

This theorem is shown by approximating the number of erased files at the $u$-th device. The assumption that devices are equally likely to transmit follows from the fact that the Has and Wants set are randomly and uniformly distributed among devices. Further, for a moderately connected networks, the number of transmissions in which the $u$-th device is out of the transmission range of the transmitting devices $A$ is negligible with respect to the total number of transmissions, i.e., $A = \emptyset$.

Let $C_u$ be the coverage zone of the $u$-th device. The following Lemma characterizes the transmission probability of devices in the coverage zone $C_u$.

Lemma 2. At each time instant $t$ one and exactly one device in $C_u$ transmits. Moreover, devices in $C_i$ are all equally likely to transmit.

Proof: The lemma is proven by first showing that at least a single device $C_u$ transmits at each time instant. Secondly, it is shown that, under the interference-free assumption $A = \emptyset$, no more than a single device is allowed to transmit. Finally, extending the equally likely transmission property of all devices to the coverage zone $C_u$ concludes the proof. The complete proof can be found in Appendix [F].

Let $X_u(t)$ be Bernoulli random variable that takes value 1 if the file is erased at the $u$-th device in the $t$-th transmission and 0 otherwise and let $\mathcal{L}(t)$ be a random variable taking the index of the transmitting device $u' \in \mathcal{C}_i$. The probability for a file to be erased at the $u$-th device in the $t$-th transmission can be expressed as:

$$P(X_u(t) = 1) = \sum_{u' \in \mathcal{C}_u} P(X_u(t) = 1|\mathcal{L}(t) = u') P(\mathcal{L}(t) = u').$$

Therefore, the number of erased files $E_u(S)$ increases by a single unit.

Appendix A

PROOF OF LEMMA 1

Let $S$ be a schedule of transmissions. The individual completion time $T_u(S)$ of the $u$-th device occurs when the device receives an instantly decodable file combination that makes its Wants set empty. Such event occurs in the $T_u(S)$-th recovery transmission. For time slots $t$ before the $T_u(S)$-th transmission, the following events can occur at the $u$-th device:

- No file can be heard by the device. Such event happens if one of the following scenarios happens:
  - The $u$-th device is one of the transmitting devices.
  - The $u$-th device experiences interference from the transmitting devices.
  - The $u$-th device is out of the transmission range of the transmitting devices.

In all above cases, the $u$-th device is not able to hear exactly a single transmission. Therefore, its cumulative decoding delay $D_u(S)$ increases by one unit.

- A single file combination can be heard by the device. Two events can occur:
  - The file combination is erased at the $u$-th device. Therefore, the number of erased files $E_u(S)$ increases by a single unit.
cannot be erased. From the system model, the erasure probability is given by
\[
P(X_u(t) = 1 | L(t) = u') = \epsilon_{u'u}. \tag{B.2}
\]
From Lemma 1 all devices in \( C_u \) are equally likely to transmit. Therefore,
\[
P(L(t) = u') = \frac{1}{|C_u|} \quad \forall u' \in C_u. \tag{B.3}
\]
Combining the two previous equation, the probability that the file combination is erased at the \( u \)-th device can be expressed as:
\[
P(X_u(t) = 1) = \frac{|C_u| - 1}{|C_u|} \sum_{u' \notin \cup C_u} \epsilon_{u'u} = \frac{1}{|C_u|} \tau_u \tag{B.4}
\]
where \( \tau_u = \frac{1}{|C_u|} \sum_{u' \notin \cup C_u} \epsilon_{u'u} \) is the average file erasure probability experienced by the \( u \)-device.

The cumulative number of erased files at the \( t \)-th device until time slot \( n \) can be written as:
\[
E_u(n) = \sum_{t=1}^{n} X_u(t) \tag{B.5}
\]
Hence, the total number of erased files at the \( t \)-th device until its completion time \( E_u(T_u(S)) \) is the sum of \( C_u(S) - 1 \) Bernoulli variable \( X_u(t) \). For large enough number of files \( F \), the individual completion time \( T_u(S) \) of the \( t \)-th device would also be large enough. Therefore, we can use the law of large numbers to approximate \( E_u(T_u(S) - 1) \) as follows:
\[
E_u(T_u(S) - 1) \approx \tau_u \frac{|C_u| - 1}{|C_u|} (T_u(S) - 1). \tag{B.6}
\]
Replacing (B.6) in the expression provided in Lemma 1 and re-arranging the terms, the completion time for the \( t \)-th device can be finally expressed as:
\[
T_u(S) = \frac{|W_u| + D_u(S) - \tau_u |C_u| - 1}{1 - \tau_u |C_u| - 1}. \tag{B.7}
\]
Thus, the expression for the overall completion time can be expressed as:
\[
C(S) = \max_{i \in A} \left\{ T_u(S) \right\} \tag{B.8}
\]
**APPENDIX C**

**PROOF OF THEOREM 2**

The proof of this theorem first formulates the online completion time reduction problem as a joint optimization over the set of transmitting devices and their file combination. Afterward, using the definition of the critical set and the network topology, the problem can be reformulated as a constrained optimization wherein the objective function represents the set of transmitting devices and the constraint the file combinations. Finally, using the expression of the decoding delay provided in [24], the optimization problem is explicitly formulated.

The online optimization problem that reduce the probability of increase in the anticipated completion time is given in the following lemma:

**Lemma 3.** Let \( A \) be the set of transmitting devices and \( \kappa_a(A), a \in A \) the file combination of the \( a \)-th device. The joint online optimization problem that reduces the completion time can be formulated as:
\[
\max_{A \in \mathcal{P} | \hat{L} \cap \mathcal{L} \cap (A \cup \hat{L}) \cap \mathcal{U}} \left\{ \prod_{u \in \mathcal{L}} P[d_u(A, \kappa_u(A)) = 0] \right\}. \tag{C.1}
\]
where \( d_u(A, \kappa_u(A)) \) refers to the decoding delay increase of the \( u \)-th device when devices \( a \in A \) are transmitting the combination \( \kappa_u(A) \).

**Proof:** The lemma is shown by expressing the probability of the anticipated completion time increase. The joint optimization over the set of transmitting devices and the file combinations is formulated as a minimization of the probability increase in the anticipated completion time. The complete proof can be found in Appendix [4].

Let \( \mathcal{O}_u(A) \) be the opportunity zone of the \( u \)-th device defined such that devices in that zone can hear the transmission from the \( u \)-th device and decode a file from it. The mathematical definition of this opportunity zone is given by the equation below:
\[
\mathcal{O}_u(A) = \hat{U} \cap (C_u \setminus (A \cup I)) \tag{C.2}
\]
Let \( \tau_u(\kappa_u(A)) \) be the set of targeted devices by the \( u \)-th device when sending the file combination \( \kappa_u \) and devices in \( A \) are transmitting. From [24], the distribution of the decoding delay \( d_u(A, \kappa_u(A)) \) is given by:
\[
P[d_u(A, \kappa_u(A)) = 0] = \begin{cases} 1 & \text{if } u \in \hat{U} \setminus \hat{U} \\ 0 & \text{if } u \in (A \cup \hat{L} \cup I) \setminus \hat{U} \\ 1 & \text{if } i \in \mathcal{O}_u(A) \cap \tau_u(\kappa_u(A)) \\ \epsilon_{au} & \text{if } i \in \mathcal{O}_u(A) \setminus \tau_u(\kappa_u(A)) \end{cases} \tag{C.3}
\]
Using the expressions of the decoding delay increment in (C.3) the probability that all the devices in the critical set \( \mathcal{L} \) do not experience a decoding delay can be expressed as:
\[
\prod_{u \in \mathcal{L}} P[d_u(A, \kappa_u(A)) = 0] = \begin{cases} 0 & \text{if } A \notin \mathcal{R}(\mathcal{L}) \\ \prod_{a \in A \setminus \mathcal{L}} \prod_{u \in \mathcal{L}\cap(a \setminus \kappa_u(A))} \epsilon_{au} & \text{if } A \in \mathcal{R}(\mathcal{L}) \end{cases}, \tag{C.4}
\]
where the set \( \mathcal{R}(\mathcal{L}) = \{ A \in \mathcal{P} | \hat{L} \cap \mathcal{L} \cup \hat{U} \cap (A \cup \hat{U} \cap \mathcal{U} \cup \mathcal{J}) = \emptyset \} \) represents the set of feasible combination of devices. Clearly, a combination of devices that is not included in the feasible set increase the expected completion time with probability 1 in the considered transmission. Therefore, the problem of finding the optimal set of transmitting devices and their optimal file
combinations can be written as:
\[
\max_{A \in \mathcal{P}(H_u)} \left\{ \prod_{u \in \mathcal{L}} \mathbb{P}[d_u(A, \kappa_u(A)) = 0] \right\}
\]
\[
\max_{A \in \mathcal{R}L} \kappa_u(A) \in \mathcal{P}(H_u) \left\{ \prod_{u \in A} \prod_{u \in \mathcal{L} \setminus \{O_u(A), \tau_u(\kappa_u(A))\}} - \epsilon_{au} \right\}
\]
\[
\max_{A \in \mathcal{R}L} \kappa_u(A) \in \mathcal{P}(H_u) \left\{ \sum_{u \in A} \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u(A))} \log(\epsilon_{au}) \right\}
\]
\[
\min_{A \in \mathcal{R}L} \kappa_u(A) \in \mathcal{P}(H_u) \left\{ \sum_{u \in A} \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u(A))} \log(\epsilon_{au}) \right\}
\]
\[
\max_{A \in \mathcal{R}L} \kappa_u(A) \in \mathcal{P}(H_u) \left\{ \sum_{u \in A} \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u(A))} \log(\frac{1}{\epsilon_{au}}) \right\}
\]  
(C.5)

Let \( y(\kappa_u(A)) = \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u(A))} \log \frac{1}{\epsilon_{au}} \). Therefore, the problem of finding the optimal set of transmitting devices \( A \) and their file combination \( \kappa_u(A) \), \( \forall u \in A \) can be expressed as a constrained optimization as follows:
\[
A^* = \arg \max_{A \in \mathcal{R}(L)} \sum_{u \in A} y(\kappa_u^*(A)) \] (C.6a)
subject to \( \kappa_u^*(A) = \arg \max_{\kappa_u(A) \in \mathcal{P}(H_u)} y(\kappa_u(A)) \) (C.6b)
\[
y(\kappa_u(A)) = \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u(A))} \log \frac{1}{\epsilon_{au}} \] (C.6c)

**APPENDIX D**

**PROOF OF THEOREM [3]**

Under the interference-free transmissions constraint, the authors in [24] show that the optimization over the set of transmitting devices and their file combination can be separated. In other words, the optimization problem is written as:
\[
A^* = \arg \max_{A \in \mathcal{R}(L) \cap \mathcal{N}} \sum_{A \in \mathcal{R}(L) \cap \mathcal{N}} \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u^*)} \log \frac{1}{\epsilon_{au}} \] (D.1a)
subject to \( \kappa_u^* = \arg \max_{\kappa_u \in \mathcal{P}(H_u)} \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u)} \log \frac{1}{\epsilon_{au}} \) (D.1b)

The formulation in (D.1b) shows that the file combination does not depend on the set of transmitting devices and thus it can be solved for all devices. Following similar steps than the one used in [18], the optimal file combination that the \( u \)-th device can generate is obtained by solving a maximum weight clique problem over the multi-layer IDNC graph. However, while reference [18] considers that the \( u \)-th devices can target all other devices, devices represented by vertices in the proposed multi-layer are those in the transmission range of the \( u \)-th device. Furthermore, according to the expression of the anticipated completion time in Theorem[1], the construction of the \( n \)-th layer is given by:

- \( T_u(t - 1) + \frac{n - 1}{1 - \tau_u'} \log \frac{|C_u'| - 1}{|C_u'|} + \max_{u' \in \mathcal{U}'} (T_{u'}(t - 1)) \)

Finally, the weight of vertex \( v_u \) in the multi-layer IDNC graph is given by:
\[
w(v_u) = \log(\epsilon_u). \] (D.2)

After computing the optimal file combination \( \kappa_u^* \), let \( y_u^* = \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u^*)} \log(\epsilon_{au}) \) be the contribution of the \( u \)-th device to the network. The problem of selecting the set of transmitting devices becomes:
\[
\max_{A \in \mathcal{R}(L) \cap \mathcal{N}} \sum_{u \in A} y_u^* \] (D.3)

Clearly, each solution to the above problem represents a clique in the cooperation graph. Indeed assume a couple of vertices is not connected, then the resulting set \( A \) violate the interference-free constraint. Similarly, vertices \( v_u \) that represent a clique in the graph are a valid solution to the optimization (D.3). Finally, the weight of each clique coincides with the objective function of its corresponding set \( A \). Therefore, the optimal solution is the maximum weight clique in the cooperation graph wherein the weight of each vertex \( v_u \) is:
\[
w(v_u) = y_u^* = \sum_{u \in \mathcal{L} \cap \tau_u(\kappa_u^*)} \log \frac{1}{\epsilon_{au}}. \] (D.4)

**APPENDIX E**

**PROOF OF THEOREM [4]**

The theorem is established by showing a one-to-one mapping between all feasible set of transmitting devices and the set of clusters. Afterward, the local IDNC graph is extended to find the optimal file combination for a given cluster. Finally, the joint optimization problem is reformulated in terms of the non-interfering clusters and solved using the results of Section [V].

The following preposition shows there is a bijection between the set of transmitting devices and a set of clusters verifying certain properties:

**Preposition 2.** For each set of transmitting devices \( A \), there exists a unique set \( Z \subset \mathcal{Z} \) satisfying the following constraints:
\[
\bigoplus_{Z \in \mathcal{Z}} Z = A \] (E.1a)
\[
C^T(Z) \cap C^T(Z') = \emptyset, \forall Z \neq Z' \in \mathcal{Z} \] (E.1b)
\[
C^T(Z) \cap C^T(Z \setminus Z) \neq \emptyset, \forall Z \subset Z' \in \mathcal{Z}, Z \in \mathcal{Z} \] (E.1c)

*Proof:* The proof of this preposition is omitted as it mirrors the steps used in proving Lemma 2 in [24].

Using the preposition above, showing the one-to-one mapping between the set of feasible transmitting devices and the set of cliques in the extended cooperation graph boils down to proving that the corresponding \( Z \) is a clique.

Let \( A \in \mathcal{N} \cap \mathcal{R}(L) \) be a feasible set of transmitting devices. Given that all clusters \( Z \in \mathcal{N} \cap \mathcal{R}(L) \) verifying (E.1a) are generated, then there exists a subset of \( Z \) verifying (E.1a). Furthermore, given that the connectivity condition of the extended cooperation graph matches the constraint (E.1b), then all vertices in \( Z \) are connected. Finally, we conclude there is
a one-to-one mapping between the set of feasible transmitting devices and the cliques $Z$ in the extended cooperation graph.

Using the bijection above, the completion time joint optimization problem can be reformulated as follows:

$$\max \sum_{Z} \sum_{u \in Z} \sum_{w \in \tau_u(\kappa_u(Z))} \frac{1}{\log(\epsilon_{uw})} \tag{E.2a}$$

s.t. $\kappa_u(Z) = \arg \max_{\kappa_u(Z) \in \mathcal{P}(H_u)} \sum_{w \in \tau_u(\kappa_u(Z))} \frac{1}{\log(\epsilon_{uw})} \tag{E.2b}$

Due to the interference-free cluster generation given in [E.11], the file combination only depends on its own cluster, i.e., $\kappa_u(Z) = \kappa_u(Z)$. This property allows the separation of both problems as follows:

$$\max \sum_{Z} \sum_{u \in Z} \sum_{w \in \tau_u(\kappa_u(Z))} \frac{1}{\log(\epsilon_{uw})} \tag{E.3a}$$

s.t. $\kappa_u(Z) = \arg \max_{\kappa_u(Z) \in \mathcal{P}(H_u)} \sum_{w \in \tau_u(\kappa_u(Z))} \frac{1}{\log(\epsilon_{uw})} \tag{E.3b}$

The difference between the new file combination optimization problem [E.3b] and the one proposed in Section [IV] is that some devices are transmitting and some are in interference. Therefore, the optimal file combination is obtained by solving the maximum weight clique in the extended multi-layer graph, which excludes those devices. Finally, using the results of Theorem [3] the optimal solution to the joint optimization problem [4] is equivalent to a maximum weight clique in the extended cooperative graph wherein the weight vertex $v$ corresponding to cluster $Z$ is given by:

$$w(v) = \sum_{u \in Z} \frac{1}{\log(\epsilon_{uw})} \tag{E.4}$$

and $\kappa_u(Z)$ is obtained by solving the maximum weight clique problem in the extended multi-layer IDNC graph $G_u(Z)$ wherein the weight of vertex $v_{uw'}$ is:

$$w(v_{uw'}) = -\log(\epsilon_{uw'}). \tag{E.5}$$

**APPENDIX F**

**PROOF OF AUXILIARY LEMMAS**

**A. Proof of Lemma [2]**

The lemma is proven by first showing that at least a single device $C_u$ transmits at each time instant. Second, it is shown that, under the interference-free assumption $I = \emptyset$, no more than a single device is allowed to transmit. Finally, extending the equally likely transmission property of all devices to the coverage zone $C_u$ concludes the proof.

Assume that for a given time slot $t$, none of the devices in $C_u$ is transmitting, i.e., $A \cap C_u = \emptyset$. From the symmetry of the connectivity matrix, the following holds:

$$\forall u', u \in \mathcal{U} \setminus C_u, u \notin C_u' \Rightarrow u \notin \bigcup_{u' \in \mathcal{U} \setminus C_u} C_u'. \tag{F.1}$$

The total coverage zone of the transmitting devices is $C^T(A)$ defined by:

$$C^T(A) = \bigcup_{u' \in A} C_u' \subseteq \bigcup_{u' \in \mathcal{U} \setminus C_u} C_u'. \tag{F.2}$$

By definition of the set $J$, we have:

$$u \notin \bigcup_{u' \in \mathcal{U} \setminus C_u} C_u \Rightarrow u \notin C^T(A) \Rightarrow i \in J \Rightarrow J \neq \emptyset. \tag{F.3}$$

However, by assumption, transmission in which the $u$-th device is out of the transmission range of the transmitting devices are negligible. Therefore, at least a single device $C_u$ transmits at each time instant.

Now assume that at least 2 devices $u_1$ and $u_2$ from $C_u$ transmit simultaneously. By definition of the interference region $I$ and the symmetry of the connectivity matrix, the following hold:

$$u \in C_{u_1} \cap C_{u_2} \text{ with } (u_1, u_2) \in A. \tag{F.4}$$

Since the transmission of interest occurs before the $T_u(S)$-th time slot, then the $u$-th device is still missing files, i.e., $u \in \mathcal{U}$. Therefore, $u \in I \Rightarrow I \neq \emptyset$ which contradicts with the initial assumption of interference-free transmissions.

Finally, given that all devices in the network are equally likely to transmit and that at each time instant a single device from $C_u$ is allowed to transmit, then all devices in $C_u$ are also equally likely to transmit.

**B. Proof of Lemma [3]**

Since finding the optimal schedule $S^*$ for the whole recovery phase is intractable, this paper proposes finding the schedule that minimize the probability of increase in the expected completion time at each transmission. Formally, the probability that the completion time does not increase when all devices in $A$ and the coded file combination $\kappa_u(A)$ are chosen such that:

$$\min_{A \in \mathcal{P}(\mathcal{U})} \min_{\kappa_u(A) \in \mathcal{P}(H_u)} \left\{ P \left( \max_{u \in \mathcal{U} \setminus \mathcal{L}} \left\{ T_u(t) \right\} > \max_{u \in \mathcal{U} \setminus \mathcal{L}} \left\{ T_u(t-1) \right\} \right) \right\}$$

Clearly, not all devices in $\mathcal{U}$ are able to increase the expected completion time even if they experience a decoding delay for the transmission at time $t$. Let $L$ be the set of devices that are able to increase the expected completion time at the transmission at time $t$ if they experience a decoding delay. The mathematical definition of this set is given below:

$$L = \left\{ u \in \mathcal{U} \mid T_u(t-1) + \frac{1}{1 - \tau_u} \left| \frac{C_u - 1}{C_u} \right| \geq \max_{w \in \mathcal{U}} \{ T_u(w) \} \right\}$$

Such set $L$ is called the critical set as only devices in this set play a role in the optimization problem and are able to increase the expected completion time at the transmission at time $t$.

According to the definition of $T_u(t)$ in [4], devices $u \in \mathcal{L}$ would not increase $\max_{w \in \mathcal{U}} \{ T_u(t) \}$ only if they do not experience a decoding delay in the transmission at time $t$. Therefore, the probability that the completion time does not
increase at time $t$ can be expressed as:

$$\mathbb{P} \left[ \max_{u \in U} \{ T_u(t) \} = \max_{u \in U} \{ T_u(t-1) \} \right]$$

$$= \mathbb{P} \left[ \max_{u \in \mathcal{E}} \{ T_u(t) \} = \max_{u \in \mathcal{E}} \{ T_u(t-1) \} \right]$$

$$= \mathbb{P} [d_u(A, \kappa_u(A)) = 0, \forall u \in \mathcal{L}]$$

$$= \prod_{u \in \mathcal{E}} \mathbb{P} [d_u(A, \kappa_u(A)) = 0] \quad (F.5)$$

Hence, the joint online optimization over the set of transmitting devices $A$ and the coded file combination $\kappa_u(A)$ is given by the following expression:

$$\min_{A \in \mathcal{P}(U)} \min_{\kappa_u(A) \in \mathcal{P}(H_u)} \left\{ \mathbb{P} \left[ \max_{u \in U} \{ T_u(t) \} > \max_{u \in U} \{ T_u(t-1) \} \right] \right\}$$

$$\min_{A \in \mathcal{P}(U)} \min_{\kappa_u(A) \in \mathcal{P}(H_u)} \left\{ 1 - \mathbb{P} \left[ \max_{u \in U} \{ T_u(t) \} = \max_{u \in U} \{ T_u(t-1) \} \right] \right\}$$

$$\max_{A \in \mathcal{P}(U)} \max_{\kappa_u(A) \in \mathcal{P}(H_u)} \left\{ \mathbb{P} \left[ \max_{u \in U} \{ T_u(t) \} = \max_{u \in U} \{ T_u(t-1) \} \right] \right\}$$

$$\max_{A \in \mathcal{P}(U)} \max_{\kappa_u(A) \in \mathcal{P}(H_u)} \left\{ \prod_{u \in \mathcal{E}} \mathbb{P} [d_u(A, \kappa_u(A)) = 0] \right\} \quad (F.6)$$
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