GLOBAL EXISTENCE AND ASYMPTOTIC BEHAVIOR FOR SEMILINEAR DAMPED WAVE EQUATIONS ON MEASURE SPACES
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Abstract. The purpose of this paper is to prove the small data global existence of solutions to the semilinear damped wave equation
\[
\partial_t^2 u + Au + \partial_t u = |u|^{p-1} u
\]
on a measure space \(X\) with a self-adjoint operator \(A\) on \(L^2(X)\). Under a certain decay estimate on the corresponding heat semigroup, we establish the linear estimates which generalize the so-called Matsumura estimates. Our approach is based on a direct spectral analysis analogous to the Fourier analysis. The self-adjoint operators treated in this paper include some important examples such as the Laplace operators on Euclidean spaces, the Dirichlet Laplacian on an arbitrary open set, the Robin Laplacian on an exterior domain, the Schrödinger operator, the elliptic operator, the Laplacian on Sierpinski gasket, and the fractional Laplacian.

1. Introduction

Let \((X, \mu)\) be a \(\sigma\)-finite measure space, and let \(A\) be a non-negative and self-adjoint operator on \(L^2(X)\). In this paper, we study the Cauchy problem of the semilinear damped wave equation
\[
\begin{cases}
\partial_t^2 u + Au + \partial_t u = F(u), & (t, x) \in (0, T) \times X, \\
u(0, x) = u_0(x), & \partial_t u(0, x) = u_1(x), 
\end{cases}
\]
where \(T > 0\), \(u = u(t, x)\) is an unknown real-valued function on \((0, T) \times X\), and \(u_0 = u_i(x)\) are prescribed real-valued functions on \(X\) for \(i = 0, 1\). Here \(F : \mathbb{R} \to \mathbb{R}\) satisfies \(F(0) = 0\), \(F \in C^1(\mathbb{R})\), and
\[
|F(z_1) - F(z_2)| \leq C(|z_1| + |z_2|)^{p-1}|z_1 - z_2| \tag{1.2}
\]
for any \(z_1, z_2 \in \mathbb{R}\) and some \(p > 1\). The typical examples of \(F(u)\) are
\[
F(u) = \pm |u|^p, \pm |u|^{p-1}u.
\]

The damped wave equation \((1.1)\) with \(X = \mathbb{R}^d\) and \(A = -\Delta\), i.e.,
\[
\partial_t^2 u - \Delta u + \partial_t u = F(u), \quad (t, x) \in (0, T) \times \mathbb{R}^d, \tag{1.3}
\]
has been well studied. In the linear problem (i.e., \(F(u) = 0\)), Matsumura \cite{25} established \(L^q\)-\(L^q\) estimates (later called the Matsumura estimates)
\[
\|u(t)\|_{L^2} \lesssim \langle t \rangle^{-\frac{d}{2} - \frac{1}{q} - \frac{1}{2}} (\|u_0\|_{L^2} + \|u_1\|_{L^2}) + e^{-\frac{1}{4}\|\mathcal{H}_1\|_{H^1}} + \|u_1\|_{H^{\frac{d}{2}+1}} + \|u_1\|_{H^{\frac{d}{2}+1}} \tag{1.4}
\]
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for solutions \( u = u(t) \) with initial data \( (u_0, u_1) \), where \( 1 \leq q_1 \leq 2 \leq q_2 \leq \infty \) and \([d/2]\) denotes the integer part of \( d/2 \). Then, nonlinear problems have been investigated based on the Matsumura estimates.

In the semilinear problem (1.3) in \( L^q \)-framework with \( 1 \leq q \leq 2 \), the exponent

\[ p = 1 + \frac{2q}{d} \]

is known to be an important critical number. This exponent appears in terms of scale invariance of the semilinear heat equation with semilinear term \( u^p \) in \( L^q \)-framework, and is critical in the sense that the global existence holds with small initial data in the case \( p > 1 + 2q/d \), but, in general, not in the case \( 1 < p < 1 + 2q/d \). This phenomenon was first proved by Fujita [8] in \( L^1 \)-framework, and so \( p = 1 + 2/d \) \((q = 1)\) is called the Fujita exponent. In the critical case \( p = 1 + 2q/d \), the asymptotic behavior of solutions depends on \( q \): the global existence with small data when \( q > 1 \), but not when \( q = 1 \). These results have also been shown for the damped wave equation (1.3). The \( L^1 \)-framework was proved by Todorova and Yordanov [42] (their result does not include the critical case \( p = 1 + 2/d \)). In the critical case \( p = 1 + 2/d \), the global nonexistence with small initial data was proved by Zhang [43]. In the \( L^q \)-framework with \( 1 < q \leq 2 \), the corresponding results were proved by Ikehata and Ohta [19]. For further developments and related works on (1.3), we refer to [9, 11, 13, 14, 16, 17, 20, 26, 27, 29, 31, 40]. See Section 1 in [14] for a summary of study of damped wave equations.

As mentioned above, the damped wave equation (1.3), i.e., the case \( X = \mathbb{R}^d \) and \( A = -\Delta \), has been well investigated. However, there are other interesting and important settings such as some perturbed problems, exterior problems, problems on manifolds, groups or measure spaces. These settings can be treated in a unified manner via the spectral approach, and several studies are known in this direction. Ikehata and Nishihara [18] studied the asymptotic behavior of solutions to the linear abstract Cauchy problem

\[
\begin{cases}
\partial_t^2 v + Av + \partial_t v = 0, & (t, x) \in (0, \infty) \times X, \\
v(0, x) = v_0(x), & x \in X,
\end{cases}
\]

and Chill and Haraux [6] improved the convergence rates in the asymptotic behavior in [18]. The Matsumura type estimates for (1.5) have been studied under some assumptions on \( X, \mu, \) and \( A \) (see Radu, Todorova and Yordanov [33], and Taylor and Todorova [41]). The study of asymptotic behavior for (1.5) has been further developed (see [28, 34, 39]). In terms of semilinear problems (1.1), the global well-posedness was recently studied by Ruzhansky and Tokmagambetov [35], which treated self-adjoint operators \( A \) with discrete spectrum.

The first purpose of this paper is to prove the Matsumura type estimates for solutions to the linear problem (1.5). The Matsumura type estimates have already been studied by [33, 41] in the abstract setting. However, our approach is different from these and is based on a direct argument analogous to the Fourier analysis; thereby, it is applicable to several evolution equations (see Remark 2.3 below). The second purpose is to study the global existence for the semilinear problem (1.1) with small
initial data. Our result is an improvement and generalization of the result by [19] (see Remark 2.9 below).

In this paper, we use the spectral decomposition of $A$, instead of the Fourier transform, which plays a fundamental and important role when $X = \mathbb{R}^d$ and $A = -\Delta$. For a Borel measurable function $\phi$ on $\mathbb{R}$, an operator $\phi(A)$ is defined by

$$
\phi(A) = \int_{\sigma(A)} \phi(\lambda) \, dE_A(\lambda)
$$

with the domain

$$
\text{Dom}(\phi(A)) = \left\{ f \in L^2(X) : \int_{\sigma(A)} |\phi(\lambda)|^2 \, d\|E_A(\lambda)f\|_{L^2}^2 < \infty \right\},
$$

where $\sigma(A)$ denotes the spectrum of $A$ and $\{E_A(\lambda)\}_{\lambda \in \mathbb{R}}$ is the spectral resolution of the identity for $A$. We apply the spectral decomposition of $A$ to the linear problem (1.5), and obtain the representation formula

$$
v(t, x) = D(t, A)(v_0 + v_1) + \partial_t D(t, A)v_0, \quad (1.6)
$$

where $D(t, A)$ is defined by the spectral decomposition

$$
D(t, A) := \int_{\sigma(A)} D(t, \lambda) \, dE_A(\lambda)
$$

with

$$
D(t, \lambda) := \begin{cases}
  e^{-\frac{t}{2}} \sinh \left( t \sqrt{\frac{1}{4} - \lambda} \right) \sqrt{\frac{1}{4} - \lambda} & \left( 0 \leq \lambda < \frac{1}{4} \right), \\
  te^{-\frac{t}{2}} & \left( \lambda = \frac{1}{4} \right), \\
  e^{-\frac{t}{2}} \sin \left( t \sqrt{\lambda - \frac{1}{4}} \right) \sqrt{\lambda - \frac{1}{4}} & \left( \lambda > \frac{1}{4} \right).
\end{cases}
$$

In the last part of this section, let us introduce the notations used in this paper. For $a, b \geq 0$, the symbols $a \lesssim b$ and $b \gtrsim a$ mean that there exists a constant $C > 0$ such that $a \leq Cb$. The symbol $a \sim b$ means that $a \lesssim b$ and $b \lesssim a$ happen simultaneously. We use the notation $\langle t \rangle := (1 + t^2)^{\frac{1}{2}}$. We denote by $1_I = 1_I(\lambda)$ the characteristic function of the interval $I \subset \mathbb{R}$. The space $L^q(X)$ is a space of all $\mu$-measurable functions on $X$ for which the $q$-th power of the absolute value is Lebesgue integrable, and $\| \cdot \|_{L^q}$ stands for the usual $L^q(X)$-norm. For $s \geq 0$, the Sobolev space $H^s(A)$ is defined by

$$
H^s(A) := \left\{ f \in L^2(X) : \| f \|_{H^s(A)} < \infty \right\}
$$

with the norm

$$
\| f \|_{H^s(A)} := \| (I + A)^{\frac{s}{2}} f \|_{L^2(X)}.
$$

The space $H^{-s}(A)$ denotes the dual space of $H^s(A)$. We use the notation $\| \cdot \|_{V \to W}$ for the operator norm from a normed space $V$ to a normed space $W$. 
2. Statement of the results

In the study of damped wave equation (1.3), the well-known decay estimate
\[ \| e^{-tA} \|_{L^2 \to L^\infty} \lesssim t^{-\frac{d}{2}}, \quad t > 0 \]
is a fundamental tool. Taking this into account, throughout this paper, we make the following assumption for the study of the damped wave equations (1.1) in the abstract setting.

**Assumption 2.1.** A is a non-negative self-adjoint operator on \( L^2(X) \) and its semigroup \((e^{-tA})_{t \geq 0}\) satisfies
\[ \| e^{-tA} \|_{L^2 \to L^\infty} \lesssim t^{-\alpha}, \quad t > 0 \]
for some \( \alpha > 0 \).

There are many examples of operators satisfying Assumption 2.1. Dirichlet Laplacian on an open set, Robin Laplacian on an exterior domain, Schrödinger operator with a Kato type potential or a Dirac delta potential, elliptic operator, Laplace operator on Sierpinski gasket, fractional Laplacian, Laplace–Beltrami operator on a Riemann manifold, Laplace operator on a homogeneous group, and sub-Laplacian operator on Heisenberg group. See Section 4 for the details.

2.1. Linear abstract Cauchy problems. Our first result is an abstract version of the Matsumura estimates and asymptotic behavior of solutions to (1.3).

**Theorem 2.2.** Suppose that \( A \) satisfies Assumption 2.1. Let \( k = 0, 1, q \in [1, 2], s \geq 0 \) and \( \beta > 2\alpha + k + s - 1 \). Then:

(i) (Matsumura type estimates)
\[ \| \partial_t^k A^\frac{q}{2} \mathcal{D}(t, A) f \|_{L^\infty} \lesssim \langle t \rangle^{-\frac{2\alpha}{q} - k - \frac{q}{2}} (\| f \|_{L^q} + e^{-\frac{t}{4}} \| f \|_{H^\beta(A)}) \quad (2.2) \]
for any \( f \in L^q(X) \cap H^\beta(A) \) and \( t > 0 \), and
\[ \| \partial_t^k A^\frac{q}{2} \mathcal{D}(t, A) f \|_{L^2} \lesssim \langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2}) - k - \frac{q}{2}} (\| f \|_{L^q} + e^{-\frac{t}{4}} \| f \|_{H^{k+s-1}(A)}) \quad (2.3) \]
for any \( f \in L^q(X) \cap H^{k+s-1}(A) \) and \( t > 0 \).

(ii) (Asymptotic behavior)
\[ \| \partial_t^k A^\frac{q}{2} (\mathcal{D}(t, A) - e^{-tA}) f \|_{L^\infty} \lesssim \langle t \rangle^{-\frac{2\alpha}{q} - k - \frac{q}{2} - 1} (\| f \|_{L^q} + e^{-\frac{t}{4}} \| f \|_{H^\beta(A)}) \quad (2.4) \]
for any \( f \in L^q(X) \cap H^\beta(A) \) and \( t \geq 1 \), and
\[ \| \partial_t^k A^\frac{q}{2} (\mathcal{D}(t, A) - e^{-tA}) f \|_{L^2} \lesssim \langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2}) - k - \frac{q}{2} - 1} (\| f \|_{L^q} + e^{-\frac{t}{4}} \| f \|_{H^{k+s-1}(A)}) \quad (2.5) \]
for any \( f \in L^q(X) \cap H^{k+s-1}(A) \) and \( t \geq 1 \).

**Remark 2.3.** The Matsumura type estimates (2.2) and (2.3) in Theorem 2.2 have already been obtained under Assumption 2.1 with Markov property in [33], where the proof is based on the diffusion phenomenon in Hilbert spaces, that is, the asymptotic behavior of solutions of (1.3) to \( e^{-tA}(v_0 + v_1) \). On the other hand, our proofs of (2.2) and (2.3) are different from it and is based on the direct argument analogous to the Fourier analysis without using the diffusion phenomenon.
2.2. **Semilinear abstract Cauchy problems.** Our second result is about the global existence for the semilinear problem \( (1.1) \). Let us introduce the notion of solutions used in this paper.

**Definition 2.4.** Let \( T > 0 \) and \( (u_0, u_1) \in H^1(A) \times L^2(X) \). A function \( u : [0, T] \times X \to \mathbb{R} \) is called a mild solution to \( (1.1) \) with initial data \( (u(0), \partial_t u(0)) = (u_0, u_1) \) if \( u \in C([0, T]; H^1(A)) \cap C^1([0, T]; L^2(X)) \) satisfies the integral equation

\[
u(t) = u_L(t) + \int_0^t D(t - \tau, A)(F(u(\tau))) \, d\tau\]

in \( C([0, T]; H^1(A)) \cap C^1([0, T]; L^2(X)) \), where \( u_L = u_L(t) \) is the solution to the linear problem \( (1.5) \) with initial data \( (u_L(0), \partial_t u_L(0)) = (u_0, u_1) \), that is,

\[
u_L(t) = D(t, A)(u_0 + u_1) + \partial_t D(t, A)u_0.
\]

To state our result, we introduce the important exponent

\[
p_F = p_F(\alpha, q) := 1 + \frac{q}{2\alpha}
\]

for \( \alpha > 0 \) and \( q \in [1, 2] \). The case \( \alpha = d/4 \) and \( q = 1 \) is the Fujita exponent. We note that \( p > p_F(\alpha, q) \) is equivalent with \( q < 2\alpha(p - 1) \). As we will see later, \( p_F(\alpha, q) \) is in some sense the critical exponent for \( L^q \)-initial data.

We study the global existence for \( (1.1) \) under the condition

\[
p > p_F(\alpha, 1), \quad \frac{2}{p} < 2\alpha(p - 1), \quad \text{and} \quad q \in \left[ \max \left\{ 1, \frac{2}{p} \right\}, \min \{2, 2\alpha(p - 1)\} \right]. \tag{2.6}
\]

In the semilinear problem, in addition to Assumption 2.1, we make the following assumption if \( \alpha > 1/2 \).

**Assumption 2.5.** If \( \alpha > 1/2 \), then there exist \( q_1 \in [1, 2] \) and \( q_2 \in (2, 4\alpha) \) such that the operator \( A \) satisfies

\[
\| e^{-tA} \|_{L^{q_j} \to L^{q_j}} \lesssim 1 \quad \text{and} \quad \| e^{-tA} \|_{L^{q_j} \to L^{\infty}} \lesssim t^{-\frac{2\alpha}{q_j}}, \quad t > 0
\]

for \( j = 1, 2 \).

**Remark 2.6.** Assumption 2.5 is actually needed only to prove the critical Sobolev inequality \( (A.5) \) in Lemma A.3 below. To simplify the description, we always impose this assumption in the semilinear problem (see also Remark 2.11 below).

We have the result on the local (in time) existence of mild solutions to the problem \( (1.1) \).

**Proposition 2.7.** Suppose that \( A \) satisfies Assumptions 2.1 and 2.5. Let \( p \in (1, \infty) \) and \( (u_0, u_1) \in H^1(A) \times L^2(X) \). Assume that

\[
p \leq \frac{2\alpha}{2\alpha - 1} \quad \text{if} \quad \alpha > \frac{1}{2}. \tag{2.7}
\]

Then there exist a time \( T > 0 \), depending only on \( \| u_0 \|_{H^1(A)} \) and \( \| u_1 \|_{L^2} \), and a unique mild solution \( u \in C([0, T]; H^1(A)) \cap C^1([0, T]; L^2(X)) \) to \( (1.1) \) with initial data \( (u_0, u_1) \). Moreover, if \( T_{\max} < \infty \), then

\[
\lim_{t \to T_{\max}} \left( \| u(t) \|_{H^1(A)} + \| u_t(t) \|_{L^2} \right) = \infty.
\]
where $T_{\text{max}} = T_{\text{max}}(u_0, u_1)$ denotes the maximal existence time of $u$ defined by

$$T_{\text{max}} := \sup \left\{ T > 0 : \text{There exists a unique mild solution to} \ (1.1) \right. \left. \text{in} \ C([0, T]; H^1(\mathcal{A})) \cap C^1([0, T]; L^2(X)) \text{with initial data} \ (u_0, u_1) \right\}.$$ 

Our main result is the following:

**Theorem 2.8.** Suppose that $\mathcal{A}$ satisfies Assumptions 2.1 and 2.5. Let $q \in [1, 2]$ and $p \in (1, \infty)$ satisfy (2.6) and (2.7). Then, there exists a constant $\varepsilon_0 > 0$, depending on $X$, $\alpha$, $p$, and $q$, such that if initial data $(u_0, u_1) \in (H^1(\mathcal{A}) \cap L^q(X)) \times (L^2(X) \cap L^q(X))$ satisfies

$$I_0 = I_0(u_0, u_1) := \|u_0\|_{L^q} + \|u_1\|_{H^1(\mathcal{A})} + \|u_1\|_{L^2} \leq \varepsilon_0,$$

there exists a unique global (in time) mild solution $u \in C([0, \infty); H^1(\mathcal{A})) \cap C^1([0, \infty); L^2(X))$ to the problem (1.1) with $(u(0), u_t(0)) = (u_0, u_1)$. Furthermore, the solution $u = u(t)$ satisfies

$$\langle t \rangle^{2\alpha\left(\frac{1}{q} - \frac{1}{2}\right) + 1}(\log(2 + t))^{-\delta}\|u(t)\|_{L^2} + \langle t \rangle^{2\alpha\left(\frac{1}{q} - \frac{1}{2}\right) + \frac{1}{2}}\|A^{1/2}u(t)\|_{L^2} + \langle t \rangle^{2\alpha\left(\frac{1}{q} - \frac{1}{2}\right)}\|u(t)\|_{L^2} \lesssim I_0$$

for any $t > 0$, where $\delta = 0$ if $q < 2\alpha(p - 1)$ and $\delta = 1$ if $q = 2\alpha(p - 1)$.

**Remark 2.9.** In the case of $X = \mathbb{R}^d$, Theorem 2.8 slightly improves Theorems 1.1 and 1.2 in [19]. First, Theorem 2.8 includes the critical case $q = 2\alpha(p - 1)$, i.e., $p = p_F(\alpha, q)$ except for $q = 1$. Moreover, the lower bound

$$\sqrt{d^2 + 16d} - d \leq q,$$

is relaxed in Theorem 2.8 (more detailed comparison will be given in Corollary 5.1 below).

**Remark 2.10.** The conditions (2.6) and (2.7) in Theorem 2.8 imply that $\alpha < 1 + 1/\sqrt{2}$.

**Remark 2.11.** Assumption 2.5 is needed only in the case $p = 2\alpha/(2\alpha - 1)$ in Theorem 2.8 in order to use the critical Sobolev inequality (A.5) in Lemma A.3 below (see also Remark 2.6).

**Remark 2.12.** The exponent $p_F(\alpha, q)$ is known to be the threshold of global in time existence or nonexistence for (1.1) in some special cases, for example, the cases of cone domains in $\mathbb{R}^d$, the Heisenberg group and compact Lie groups (see e.g. [10] [15] [32]).

### 3. PROOF OF THEOREM 2.2

Throughout this section, we suppose that $\mathcal{A}$ satisfies Assumption 2.1. To prove Theorem 2.2, let us prepare three lemmas.
Lemma 3.1. Let $k = 0, 1$, $s \geq 0$ and $1 \leq q_1 \leq 2 \leq q_2 \leq \infty$. Then
\[
\| \partial_t^k A^{\frac{s}{2}} e^{-tA} \|_{L^{q_1} \rightarrow L^{q_2}} \lesssim t^{-\alpha (\frac{1}{q_1} - \frac{1}{q_2}) - k - \frac{s}{2}},
\] (3.1)
\[
\| \partial_t^k A^{\frac{s}{2}} \chi(A) e^{-tA} \|_{L^{q_1} \rightarrow L^{q_2}} \lesssim \langle t \rangle^{-\alpha (\frac{1}{q_1} - \frac{1}{q_2}) - k - \frac{s}{2}},
\] (3.2)
for any $t > 0$, where $\chi \in C_0^\infty(\mathbb{R})$.

Proof. In order to prove (3.1), it is enough to show the four cases
\[
(q_1, q_2) = (2, 2), (2, \infty), (1, 2), (1, \infty)
\] (3.3)
and apply the Riesz-Thorin interpolation theorem. Since $A$ is non-negative and $\partial_t^k e^{-tA} = (-A)^k e^{-tA}$, we have
\[
\| \partial_t^k A^{\frac{s}{2}} e^{-tA} \|_{L^2 \rightarrow L^2} \lesssim t^{-k - \frac{s}{2}},
\]
and
\[
\| \partial_t^k A^{\frac{s}{2}} e^{-tA} f \|_{L^\infty} = \| e^{-\frac{A}{2}} A^{k + \frac{s}{2}} e^{-\frac{A}{2}} f \|_{L^\infty}
\lesssim t^{-\alpha} \| A^{k + \frac{s}{2}} e^{-\frac{A}{2}} f \|_{L^2}
\lesssim t^{-\alpha - k - \frac{s}{2}} \| f \|_{L^2},
\] (3.4)
for any $t > 0$. Moreover, since $A$ is self-adjoint on $L^2(X)$, we use the duality argument to obtain
\[
\| \partial_t^k A^{\frac{s}{2}} e^{-tA} \|_{L^1 \rightarrow L^2} \lesssim t^{-\alpha - k - \frac{s}{2}},
\] (3.5)
for any $t > 0$. Finally, by combining (3.4) and (3.5), we also have
\[
\| \partial_t^k A^{\frac{s}{2}} e^{-tA} f \|_{L^\infty} = \| \partial_t^k A^{\frac{s}{2}} e^{-\frac{A}{2}} A^{\frac{s}{2}} f \|_{L^\infty}
\lesssim t^{-\alpha - k - \frac{s}{2}} \| e^{-\frac{A}{2}} A^{\frac{s}{2}} f \|_{L^2}
\lesssim t^{-\alpha - k - \frac{s}{2}} . t^{-\alpha} \| f \|_{L^1}
= t^{-2\alpha - k - \frac{s}{2}} \| f \|_{L^1}
\]
for any $t > 0$. Thus, (3.1) is proved.

Next, we prove (3.2). Similarly, it is enough to show the four cases (3.3) for this. We begin with a proof of the following estimate:
\[
\| \partial_t^k A^{\frac{s}{2}} \chi(A) e^{-tA} \|_{L^2 \rightarrow L^\infty} \lesssim 1, \quad 0 < t < 1.
\] (3.6)
We use the formula (A.1):
\[
(I + A)^{-\frac{A}{2}} g = \frac{1}{\Gamma(\frac{\alpha}{2})} \int_0^\infty t^{\frac{\alpha}{2} - 1} e^{-t} e^{-tA} g \, dt
\]
with $s_0 > 0$. Then, using (2.1), we have
\[
\| (I + A)^{-\frac{s_0}{2}} g \|_{L^\infty} \lesssim \int_0^\infty t^{\frac{s_0}{2} - 1 - \alpha} e^{-t} \| g \|_{L^2} \, dt \lesssim \| g \|_{L^2}
\]
for any $g \in L^2(X)$ and $s_0 > 2\alpha$. Taking $g = (I + A)^{-\frac{A}{2}} f$, we have the Sobolev inequality
\[
\| f \|_{L^\infty} \lesssim \| f \|_{H^{s_0}(A)}, \quad f \in H^{s_0}(A)
\] (3.7)
for \( s_0 > 2\alpha \). By this inequality and uniform \( L^2 \)-boundedness of \((I + A)^{k + \frac{s_0}{2}} \chi(A) e^{-tA} \) with respect to \( t \), we obtain

\[
\| \partial_t^k A^\frac{s}{2} \chi(A) e^{-tA} f \|_{L^\infty} \lesssim \| (I + A)^{k + \frac{s_0}{2}} \chi(A) e^{-tA} f \|_{L^2} \lesssim \| f \|_{L^2}
\]

for any \( f \in L^2(X) \). This proves (3.6).

By combining (3.6) and (3.1) with \((q_1, q_2) = (2, \infty)\), we obtain (3.2) with \((q_1, q_2) = (2, \infty)\). Similarly, we can also obtain the case \((q_1, q_2) = (2, 2)\). The remaining cases can be obtained in a similar way to the proof of (3.1). The proof of Lemma 3.1 is finished.

\[\text{(3.1)}\]

**Lemma 3.2.** For any \( \lambda \geq 0 \) and \( t > 0 \), we have

\[
| \partial_t^k \mathcal{D}(t, \lambda) | \lesssim 1, \quad k = 0, 1.
\]  

**Proof.** We write

\[
\partial_t \mathcal{D}(t, \lambda) = -\frac{\mathcal{D}(t, \lambda)}{2} + e^{-\frac{t}{2}} \cosh \left( t \sqrt{\frac{1}{4} - \lambda} \right)
\]

for any \( 0 \leq \lambda < 1/4 \) and \( t > 0 \). First, we will prove the estimate (3.8) for any \( 0 \leq \lambda < 1/4 \). We note that \(-1/2 + \sqrt{1/4 - \lambda} \leq 0 \), since \( 0 \leq \lambda < 1/4 \). If \( 0 \leq \lambda \leq 1/8 \), then we have

\[
\mathcal{D}(t, \lambda) = \frac{e^{-\frac{t}{2}} (e^{t\sqrt{\frac{1}{4} - \lambda}} - e^{-t\sqrt{\frac{1}{4} - \lambda}})}{2 \sqrt{\frac{1}{4} - \lambda}} \leq \frac{e^{-\frac{t}{2} + t\sqrt{\frac{1}{4} - \lambda}}}{2 \sqrt{\frac{1}{4} - \lambda}} \leq \sqrt{2}
\]

for any \( t > 0 \). If \( 1/8 \leq \lambda < 1/4 \), then we have

\[
|\mathcal{D}(t, \lambda)| = \frac{e^{-\frac{t}{2}}}{2} \cdot \frac{e^{t\sqrt{\frac{1}{4} - \lambda}} - e^{-t\sqrt{\frac{1}{4} - \lambda}}}{\sqrt{\frac{1}{4} - \lambda}} \leq \frac{e^{-\frac{t}{2}}}{2} \cdot 2te^{t\sqrt{\frac{1}{4} - \lambda}} \leq te^{-\frac{t^2}{2} - \sqrt{\lambda}t} \lesssim 1
\]

for any \( t > 0 \), where we used in the second step

\[
e^{t\sqrt{\frac{1}{4} - \lambda}} - e^{-t\sqrt{\frac{1}{4} - \lambda}} \leq 2 \left( t \sqrt{\frac{1}{4} - \lambda} \right) e^{t\sqrt{\frac{1}{4} - \lambda}}.
\]

Moreover, the above estimates give

\[
|\partial_t \mathcal{D}(t, \lambda)| \leq \frac{|\mathcal{D}(t, \lambda)|}{2} + e^{-\frac{t}{2} + \sqrt{\frac{t}{4} - \lambda}} \leq \frac{|\mathcal{D}(t, \lambda)|}{2} + 1 \lesssim 1
\]

for any \( t > 0 \). Therefore, we obtain the estimate (3.8) for any \( 0 \leq \lambda < 1/4 \). If \( \lambda > 1/4 \), then the estimates

\[
|\mathcal{D}(t, \lambda)| = te^{-\frac{t}{2}} \cdot \left| \sin \left( t \sqrt{\lambda - \frac{1}{4}} \right) \right| t \sqrt{\lambda - \frac{1}{4}} \leq te^{-\frac{t}{2}} \lesssim 1,
\]

\[
|\partial_t \mathcal{D}(t, \lambda)| \leq \frac{|\mathcal{D}(t, \lambda)|}{2} + e^{-\frac{t}{2}} \left| \cos \left( t \sqrt{\lambda - \frac{1}{4}} \right) \right| \leq \left( \frac{t}{2} + 1 \right) e^{-\frac{t}{2}} \lesssim 1
\]

hold for any \( t > 0 \). Therefore, we also obtain (3.8) for \( \lambda > 1/4 \). The estimate (3.8) is trivial for \( \lambda = 1/4 \). The proof of Lemma 3.2 is finished. \( \square \)
Lemma 3.3. For any $t \geq 1$ and $k = 0, 1$, we have
\begin{align*}
\| \mathbf{1}_{[0,1]}(A)e^{tA}\partial_t^k(D(t, A) - e^{-tA})\|_{L^2 \to L^2} &\lesssim \langle t \rangle^{-1-k}, \quad (3.9) \\
\| \mathbf{1}_{(\frac{1}{8},\frac{1}{4}]}(A)e^{tA}\partial_t^k(D(t, A) - e^{-tA})\|_{L^2 \to L^2} &\lesssim \langle t \rangle^{-1-k}. \quad (3.10)
\end{align*}
Moreover, for $s \geq 0$, we have
\begin{align*}
\| A^s \mathbf{1}_{[0,1]}(A)e^{tA}\partial_t^k(D(t, A) - e^{-tA})\|_{L^2 \to H^{\beta}(A)} &\lesssim e^{-\frac{s}{4}}, \quad (3.11) \\
\| A^s \mathbf{1}_{(1,\infty)}(A)e^{tA}\partial_t^k(D(t, A) - e^{-tA})\|_{L^2 \to H^{\beta}(A)} &\lesssim e^{-\frac{s}{2}} \quad (3.12)
\end{align*}
with $\beta = s + k - 1$.

Proof. The estimates (3.11) and (3.12) immediately follows from the inequalities
\[ |\lambda^\frac{s}{2}\partial_t^k(D(t, \lambda) - e^{-t\lambda})| \lesssim e^{-\frac{s}{4}(1 + \lambda)^{\frac{\beta}{2}}} \quad \text{for } \lambda > 1 \]
with $\beta = s + k - 1$. The estimate (3.10) is similarly proved to (3.9), and therefore, we will give only a proof of (3.9).

For the case $k = 0$, based on the proof of the first inequality of Lemma 2.9 in [14], we have
\[ \left| \frac{1}{\sqrt{1 - 4\lambda}} - 1 \right| \lesssim \lambda, \quad (3.13) \]
\[ \left| \frac{1}{\sqrt{1 - 4\lambda}}(e^{t(-\frac{1}{2} + \sqrt{\frac{1}{4} - \lambda})} - e^{-t\lambda}) \right| \lesssim t\lambda e^{-\frac{1}{2}\lambda} \left[ \mathbf{1}_{(0,\frac{1}{2})}(\lambda) + e^{-\frac{1}{4}(t - \lambda)^{-\frac{1}{4}}} \mathbf{1}_{(\frac{1}{4},\infty)}(\lambda) \right] \quad (3.14) \]
for $0 \leq \lambda \leq 1/8$. In fact, we calculate (3.13) as
\[ \left| \frac{1}{\sqrt{1 - 4\lambda}} - 1 \right| = \left| \frac{1}{\sqrt{1 - 4\lambda}} - \frac{1 + \sqrt{1 - 4\lambda}}{1 + \sqrt{1 - 4\lambda}} \right| = \frac{4\lambda}{\sqrt{1 - 4\lambda}(1 + \sqrt{1 - 4\lambda})} \lesssim \lambda \]
for $0 \leq \lambda \leq 1/8$. From this, we also have
\[ \frac{1}{4} \left| 1 - \sqrt{1 - 4\lambda} \right|^2 = \left( \frac{2\lambda}{1 + \sqrt{1 - 4\lambda}} \right)^2. \]

As for (3.14), we write
\[ \left| e^{\frac{s}{2}\lambda}(e^{-t\lambda} - e^{-t\lambda}) \right| = e^{-\frac{s}{2}\lambda} \left| e^{[\lambda + \sqrt{\frac{1}{4} - \lambda}]^{-\frac{1}{2}}} - 1 \right| = e^{-\frac{s}{2}\lambda} \left| e^{-\frac{1}{4}|1 - \sqrt{1 - 4\lambda}|^2} - 1 \right| = e^{-\frac{s}{2}\lambda} \left| e^{-\frac{4t\lambda^2}{(1 + \sqrt{1 - 4\lambda})^2}} - 1 \right|, \]
where we used (3.15) in the last step. When $0 \leq \lambda \leq \langle t \rangle^{-\frac{1}{4}}$ and $0 \leq \lambda \leq 1/8$, by the mean value theorem, we estimate
\[ \left| e^{-\frac{4t\lambda^2}{(1 + \sqrt{1 - 4\lambda})^2}} - 1 \right| \lesssim \frac{4t\lambda^2}{(1 + \sqrt{1 - 4\lambda})^2} e^{-\lambda_0} \lesssim t\lambda^2 \]
where $\lambda_0$ is a constant depending on $t$ and $\lambda$ such that
\[ 0 < \lambda_0 < \frac{4t\lambda^2}{(1 + \sqrt{1 - 4\lambda})^2} \lesssim 1. \]
Hence, we conclude
\[ e^{-\frac{t\lambda}{2}} \left| e^{\frac{-4\lambda^2}{(1+\sqrt{1-4\lambda})^2}} - 1 \right| \lesssim t\lambda^2 e^{-\frac{t}{2}\lambda} \]
for \(0 \leq \lambda \leq 1/8\) and \(\lambda \leq \langle t \rangle^{-\frac{1}{2}}\). On the other hand, when \(\lambda > \langle t \rangle^{-\frac{1}{2}}\) and \(0 \leq \lambda \leq 1/8\), we have
\[ e^{-\frac{t\lambda}{2}} \left| e^{\frac{-4\lambda^2}{(1+\sqrt{1-4\lambda})^2}} - 1 \right| \lesssim e^{-\frac{t}{2}\lambda} \langle t \rangle^{-\frac{1}{2}}. \]
Combining the above three, we obtain (3.14). By the triangle inequality, (3.13) and (3.14), we have
\[ \left| e^{\frac{t\lambda}{2}} (\mathcal{D}(t, \lambda) - e^{-t\lambda}) \right| \lesssim e^{-\frac{t\lambda}{2}} \left| \frac{1}{\sqrt{1-4\lambda}} - 1 \right| + e^{\frac{t\lambda}{2}} (e^{\langle t \rangle^{-\frac{1}{2}} + \sqrt{\frac{1}{4} - \lambda}} - e^{-t\lambda}) \]
\[ + \frac{e^{\frac{t\lambda}{2} - \frac{1}{2} - \sqrt{1-4\lambda}}}{\sqrt{1-4\lambda}} \]
\[ \lesssim (\lambda + \langle t \rangle^2 \lambda^2) e^{-\frac{t\lambda}{2}} + e^{-\frac{t}{2} \langle t \rangle^{-\frac{1}{2}}} \langle (t) \rangle^{-\frac{1}{2}} 1_{(t) - \frac{1}{2}, \infty}(\lambda) + e^{-\frac{t}{4}} \]
for \(0 \leq \lambda \leq 1/8\). Since \(d\|E_A(\lambda)f\|_{L^2}^2\) is a positive measure, we derive from this inequality that
\[ \|1_{(0, \frac{1}{4})}(A)e^{\frac{t\lambda}{2} \mathcal{A}} (\mathcal{D}(t, A) - e^{-t\lambda})f\|_{L^2}^2 \]
\[ \leq \int_0^t \|e^{\frac{t\lambda}{2}} (\mathcal{D}(t, \lambda) - e^{-t\lambda})\|^2 d\|E_A(\lambda)f\|_{L^2}^2 \]
\[ \lesssim \int_0^t \left| (\lambda + \langle t \rangle^2 \lambda^2) e^{-\frac{t\lambda}{2}} + e^{-\frac{t}{2} \langle t \rangle^{-\frac{1}{2}}} 1_{(t) - \frac{1}{2}, \infty}(\lambda) + e^{-\frac{t}{4}} \right|^2 d\|E_A(\lambda)f\|_{L^2}^2 \]
\[ \lesssim \langle t \rangle^{-2} \|f\|_{L^2}^2, \]
where we used the following inequalities in the last step:
\[(\lambda + \langle t \rangle^2 \lambda^2) e^{-\frac{t\lambda}{2}} \lesssim \langle t \rangle^{-1} \quad \text{and} \quad e^{-\frac{t}{2} \langle t \rangle^{-\frac{1}{2}}} \lesssim \langle t \rangle^{-1} \]
for any \(0 \leq \lambda \leq 1/8\) and \(t \geq 0\).

For the case \(k = 1\), we use (3.15) and write
\[ e^{\frac{t\lambda}{2}} \partial_t (\mathcal{D}(t, \lambda) - e^{-t\lambda}) = -\lambda e^{\frac{t\lambda}{2}} \left[ a(\lambda) e^{(\lambda + \sqrt{\frac{1}{4} - \lambda}) - \frac{1}{2}} - 1 \right] + b(\lambda) e^{-\frac{1}{2} \langle t \rangle - t \sqrt{\frac{1}{4} - \lambda}} \]
\[ = -\lambda e^{\frac{t\lambda}{2}} \left[ a(\lambda) e^{-\frac{4\lambda^2}{(1 + \sqrt{1-4\lambda})^2}} - 1 \right] + b(\lambda) e^{-\frac{1}{2} \langle t \rangle - t \sqrt{\frac{1}{4} - \lambda}} \]
with
\[ a(\lambda) := \frac{1}{2(\frac{1}{4} - \lambda) + \sqrt{\frac{1}{4} - \lambda}}, \quad b(\lambda) := \frac{1}{4 \sqrt{\frac{1}{4} - \lambda} + \frac{1}{2}}, \]
We give only a proof of the inequality
\[ \lambda e^{-\frac{t\lambda}{2}} \left| a(\lambda) e^{-\frac{4\lambda^2}{(1+\sqrt{1-4\lambda})^2}} - 1 \right| \lesssim \langle t \rangle^{-2} \]
(3.16) for any \(0 \leq \lambda \leq 1/8\), \(\lambda \leq \langle t \rangle^{-1}\) and \(t \geq 1\). Indeed, the other symbol estimates have an exponential decay in \(t \geq 1\), and hence, once (3.16) is shown, the same argument
as in the case $k = 0$ gives the required estimate (3.9) with $k = 1$. Therefore, it is enough to show (3.16).

Set
\[
g_t(\lambda) := -\frac{4t\lambda^2}{(1 + \sqrt{1 - 4\lambda})^2} \quad \text{and} \quad F_t(\lambda) := a(\lambda)e^{g_t(\lambda)}.
\]

Then $F_t(0) = a(0) = 1$ and it follows from the mean value theorem that
\[
\left| a(\lambda)e^{-\frac{4t\lambda^2}{(1 + \sqrt{1 - 4\lambda})^2}} - 1 \right| = |F_t(\lambda) - F_t(0)| \leq \lambda |F_t'(\lambda_0)|
\]
for some $\lambda_0 \in (0, \lambda)$ depending on $t$ and $\lambda$. We calculate
\[
F_t'(\lambda) = a'(\lambda)e^{g_t(\lambda)} + a(\lambda) \left( \frac{d}{d\lambda} g_t(\lambda) \right) e^{g_t(\lambda)} = a'(\lambda)e^{g_t(\lambda)} + a(\lambda) \left( -\frac{4t\lambda}{(1 + \sqrt{1 - 4\lambda})\sqrt{\frac{1}{4} - \lambda}} \right) e^{g_t(\lambda)}.
\]

Noting $a(\lambda), a'(\lambda)$ are bounded in $\lambda \in [0, 1/8]$ and $e^{g_t(\lambda)}$ is bounded in $t \geq 1$ and $\lambda \in [0, 1/8]$, we have
\[
|F_t'(\lambda_0)| \lesssim 1 + t\lambda
\]
for $0 \leq \lambda \leq 1/8, \lambda \leq \langle t \rangle^{-1}$ and $t \geq 1$. Therefore we obtain
\[
\lambda e^{-\frac{4t\lambda}{(1 + \sqrt{1 - 4\lambda})^2}} \left| a(\lambda)e^{-\frac{4t\lambda^2}{(1 + \sqrt{1 - 4\lambda})^2}} - 1 \right| \lesssim \lambda e^{-\frac{4t\lambda}{(1 + \sqrt{1 - 4\lambda})^2}} \cdot \lambda(1 + t\lambda) \lesssim \langle t \rangle^{-2}
\]
for $0 \leq \lambda \leq 1/8, \lambda \leq \langle t \rangle^{-1}$ and $t \geq 1$, which proves (3.16). The proof of Lemma 3.3 is finished. \hfill \Box

**Proof of Theorem 2.2.** We give only proofs of (2.4) and (2.5). The proofs of estimates (2.2) and (2.3) are similar, and so we may omit them.

Let us decompose the spectrum $\sigma(A)$ into
\[
\sigma(A) = \bigcup_{i=1}^{4} \sigma_i(A),
\]
where $\sigma_1(A) = \sigma(A) \cap [0, 1/8], \sigma_2(A) = \sigma(A) \cap (1/8, 1/4], \sigma_3(A) = \sigma(A) \cap (1/4, 1]$ and $\sigma_4(A) = \sigma(A) \cap (1, \infty)$. Let $f \in L^2(X) \cap H^2(A)$. Since $\partial_t^k(D(t, \lambda) - e^{-t\lambda}) \in L^\infty(\sigma(A))$ for each $t > 0$ by Lemma 3.2, we have
\[
\partial_t^k A^\sharp(D(t, A) - e^{-tA})f = \partial_t^k(D(t, A) - e^{-tA})A^\sharp f \in L^2(X),
\]
and write
\[
\langle \partial_t^k A^\sharp(D(t, A) - e^{-tA})f, g \rangle_{L^2} = I_1 + I_2 + I_3 + I_4
\]
for any $g \in L^1(X) \cap L^2(X)$, where
\[
I_1 := \partial_t^k \int_{\sigma_i(A)} \lambda^\sharp(D(t, \lambda) - e^{-t\lambda}) d\langle E_A(\lambda)f, g \rangle_{L^2}, \quad i = 1, 2, 3, 4.
\]
First, we give a proof of (2.4). By the dominated convergence theorem, we write the term $I_1$ as follows:

$$I_1 = \partial_t^k \int_{\sigma_1(A)} \lambda^2 (D(t, \lambda) - e^{-t\lambda}) d\langle E_A(\lambda)f, g \rangle_{L^2}$$

By Lemma A.1, we have

$$= \int_{\sigma_1(A)} \lambda^2 \partial_t^k (D(t, \lambda) - e^{-t\lambda}) d\langle E_A(\lambda)f, g \rangle_{L^2}$$

$$= \int_{\sigma_1(A)} \lambda^2 e^{-\frac{t\lambda}{2}} 1_{[0, \frac{1}{2}]}(\lambda) \cdot 1_{[0, \frac{1}{2}]}(\lambda) e^{\frac{t\lambda}{2}} \partial_t^k (D(t, \lambda) - e^{-t\lambda}) 1_{[0, \frac{1}{2}]}(\lambda) e^{-\frac{t\lambda}{2}} d\langle E_A(\lambda)f, g \rangle_{L^2}$$

$$= \langle A^2 e^{-\frac{t\lambda}{2}} 1_{[0, \frac{1}{2}]}(A) D_1(t, A) 1_{[0, \frac{1}{2}]}(A) e^{-\frac{t\lambda}{2}} f, g \rangle_{L^2},$$

where

$$D_1(t, \lambda) := 1_{[0, \frac{1}{2}]}(\lambda) e^{\frac{t\lambda}{2}} \partial_t^k (D(t, \lambda) - e^{-t\lambda}).$$

Then, by Lemmas 3.1 and 3.3 we estimate

$$|I_1| \leq \|A^2 e^{-\frac{t\lambda}{2}} 1_{[0, \frac{1}{2}]}(A) D_1(t, A) 1_{[0, \frac{1}{2}]}(A) e^{-\frac{t\lambda}{2}} f\|_{L^\infty(X)} \|g\|_{L^1(X)}$$

$$\leq \|A^2 e^{-\frac{t\lambda}{2}} 1_{[0, \frac{1}{2}]}(A)\|_{L^2 \to L^\infty} \|D_1(t, A)\|_{L^2 \to L^2} \|1_{[0, \frac{1}{2}]}(A) e^{-\frac{t\lambda}{2}}\|_{L^2 \to L^2} \|f\|_{L^1} \|g\|_{L^1}$$

$$\lesssim \langle t \rangle^{-\alpha - \frac{s}{2}} \cdot \langle t \rangle^{-1-k} \cdot \langle t \rangle^{-2\alpha - \frac{s}{2} + \frac{1}{2}} \|f\|_{L^1} \|g\|_{L^1}$$

$$\lesssim \langle t \rangle^{-\frac{\alpha s}{2} - \frac{s}{2} + k - 1} \|f\|_{L^1} \|g\|_{L^1}$$

for any $f \in L^2(X)$ and $g \in L^1(X) \cap L^2(X)$. Similarly, we have

$$|I_2| \lesssim \langle t \rangle^{-\frac{\alpha s}{2} - \frac{s}{2} - k - 1} \|f\|_{L^1} \|g\|_{L^1}.$$

Next, we estimate the term $I_4$. By the dominated convergence theorem, we write

$$I_4 = \partial_t^k \int_{\sigma_1(A)} \lambda^2 (D(t, \lambda) - e^{-t\lambda}) d\langle E_A(\lambda)f, g \rangle_{L^2}$$

By Lemma A.1, we have

$$|I_4| \leq \|D_4(t, A) f\|_{L^\infty} \|g\|_{L^1} \lesssim \|D_4(t, A) f\|_{H^{s_0}(A)} \|g\|_{L^1}$$

for $s_0 > 2\alpha$. By Lemma 3.3 we estimate

$$\|D_4(t, A) f\|_{H^{s_0}(A)} \leq e^{-\frac{t}{2}} \|f\|_{H^\beta(A)}$$

with $\beta = s_0 + s + k - 1$. Hence,

$$|I_4| \lesssim e^{-\frac{t}{2}} \|f\|_{H^\beta(A)} \|g\|_{L^1}.$$
Next, we give a proof of (2.5). By Lemmas 3.1 and 3.3, we estimate $I_1$ and $I_4$ as

$$|I_1| \leq \left\| A^2 e^{-\frac{4}{3}A} 1_{[0,\frac{1}{3}]}(A) D_1(t, A) 1_{[0,\frac{1}{3}]}(A) e^{-\frac{4}{3}A} f \right\|_{L^2(X)} \| g \|_{L^2(X)}$$

$$\leq \left\| A^2 e^{-\frac{4}{3}A} 1_{[0,\frac{1}{3}]}(A) \right\|_{L^2 \to L^2} \| D_1(t, A) \|_{L^2 \to L^2} \| 1_{[0,\frac{1}{3}]}(A) e^{-\frac{4}{3}A} \|_{L^2 \to L^2} \| f \|_{L^2} \| g \|_{L^2}$$

$$\lesssim \langle t \rangle^{-\frac{1}{2}} \cdot \langle t \rangle^{-1 - k} \cdot \langle t \rangle^{-2\alpha(\frac{1}{9} - \frac{1}{2})} \| f \|_{L^2} \| g \|_{L^2}$$

for any $f \in L^2(X)$ and $g \in L^2(X)$, and

$$|I_4| \leq \left\| D_4(t, A) f \right\|_{L^2} \| g \|_{L^2} \lesssim e^{-\frac{t}{2}} \| f \|_{H^{s+k-1}(A)} \| g \|_{L^2}$$

for any $f \in H^{s+k-1}(A)$ and $g \in L^2(X)$. The estimates for $I_2$ and $I_3$ are similar. The proof of Theorem 2.8 is complete.

4. Proof of Theorem 2.8

Throughout this section, we suppose that $A$ satisfies Assumptions 2.1 and 2.5. Based on the result on the local existence of mild solutions to the problem (1.1) (Proposition 2.7), we will prove Theorem 2.8. The proof of Proposition 2.7 is based on the standard fixed point argument and uses the contraction property (1.2) of $F$, and so we may omit the proof.

To prove Theorem 2.8 we aim to prove a priori estimate

$$\| u \|_{X(T)} \leq C$$

for some constant $C > 0$ independent of $T$, where

$$\| \phi \|_{X(T)} := \sup_{t \in (0, T)} \left\{ \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + 1} (\log (2 + t))^{-\delta} \| \partial_t \phi(t) \|_{L^2} + \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + 1} A^\frac{1}{2} \phi(t) \|_{L^2} \right\}$$

with

$$\delta = \begin{cases} 0 & \text{if } q < 2\alpha(p - 1), \\
1 & \text{if } q = 2\alpha(p - 1). \end{cases} \quad (4.1)$$

Then, we have the following estimate on $X(T)$.

Lemma 4.1. For any $r \in [2, \infty]$ satisfying $\alpha(1/2 - 1/r) \leq 1/4$ except for $(r, \alpha) = (\infty, 1/2)$, we have

$$\sup_{t \in (0, T)} \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \| \phi(t) \|_{L^r} \lesssim \| \phi \|_{X(T)}.$$

Here, the implicit constant does not depend on $T$.

Proof. The assertion immediately follows from Lemmas A.2 and A.3 and the definition of $X(T)$.

To prepare the estimate for the Duhamel term, we define

$$\| \psi \|_{Y(T)} := \sup_{t \in (0, T)} \left\{ \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \| \psi(t) \|_{L^2} + \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \| \psi(t) \|_{L^2} \right\}$$

with $\kappa = \max\{1, 2/p\}$. 

\]
Lemma 4.2. Let $q \in [1, 2]$ and $p \in (1, \infty)$ satisfy (2.6). Then
\[
\left\| \int_0^t D(t-\tau, A)\psi(\tau) \, d\tau \right\|_{X(T)} \lesssim \|\psi\|_{Y(T)}.
\]

Proof. First, we estimate the third quantity of the Duhamel term in $X(T)$, i.e.,
\[
\langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \left\| \int_0^t D(t-\tau, A)\psi(\tau) \, d\tau \right\|_{L^2}.
\]
This is bounded from above by
\[
\langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \left( \int_0^{\frac{t}{2}} + \int_{\frac{t}{2}}^t \right) \|D(t-\tau, A)\psi(\tau)\|_{L^2} \, d\tau =: I + II.
\]
By (2.3) from Theorem 2.2 and the embedding $L^2(X) \hookrightarrow H^{-1}(A)$, we estimate
\[
I \lesssim \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \int_0^{\frac{t}{2}} \langle t - \tau \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2})} \|\psi(\tau)\|_{L^\infty} + e^{-\frac{t-\tau}{t}} \|\psi(\tau)\|_{H^{-1}(A)} \, d\tau
\]
\[
\lesssim \langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2})} \int_0^{\frac{t}{2}} \langle \tau \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{p})} \, d\tau \cdot \|\psi\|_{Y(T)}
\]
\[
+ e^{-\frac{t}{2}} \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \int_0^{\frac{t}{2}} \langle \tau \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{p})} \, d\tau \cdot \|\psi\|_{Y(T)}.
\]
Here, the assumption (2.3) implies that, when $\kappa < q$,
\[
\langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2})} \int_0^{\frac{t}{2}} \langle \tau \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{p})} \, d\tau \lesssim \begin{cases} 
\langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2})} & \text{when } p < -1, \\
\langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2})} \log(2 + t) & \text{when } p = -1, \\
\langle t \rangle^{-\frac{\alpha}{q} (p-1)+1} & \text{when } p > -1.
\end{cases}
\]
holds; when $\kappa = q$,
\[
\langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2})} \int_0^{\frac{t}{2}} \langle \tau \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{p})} \, d\tau = \int_0^{\frac{t}{2}} \langle \tau \rangle^{-\frac{2\alpha}{q}} (p-1) \, d\tau \lesssim 1.
\]
Here, we note that $\kappa = q = \max\{1, \frac{2}{p}\}$ and the conditions $1 + \frac{1}{2\alpha} < p$ and $\frac{2}{p} < 2\alpha(p-1)$ lead to $q < 2\alpha(p-1)$. Therefore, we conclude
\[
I \lesssim \|\psi\|_{Y(T)}.
\]
Next, we have
\[
II \lesssim \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \int_{\frac{t}{2}}^t \|\psi(\tau)\|_{L^2} \, d\tau
\]
\[
\lesssim \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \int_{\frac{t}{2}}^t \langle \tau \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{p})} \, d\tau \cdot \|\psi\|_{Y(T)}
\]
\[
\lesssim \|\psi\|_{Y(T)},
\]
where we used (2.6). Thus, we obtain
\[
\langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} \left\| \int_0^t D(t - \tau, A)\psi(\tau) \, d\tau \right\|_{L^2} \lesssim \|\psi\|_{Y(T)}.
\]
Similarly, the second quantity in \(X(T)\) is estimated by
\[
\langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + \frac{1}{2}} \left\| A^{\frac{1}{2}} \int_0^t D(t - \tau, A)\psi(\tau) \, d\tau \right\|_{L^2} \lesssim \|\psi\|_{Y(T)}.
\]
Finally, we will estimate the first quantity in \(X(T)\), i.e.,
\[
\langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + 1} (\log(2 + t))^{-\delta} \left\| \partial_t \int_0^t D(t - \tau, A)\psi(\tau) \, d\tau \right\|_{L^2}.
\]
This is bounded from above by
\[
\langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + 1} (\log(2 + t))^{-\delta} \left( \int_0^{\frac{t}{2}} + \int_{\frac{t}{2}}^t \right) \left\| \partial_t D(t - \tau, A)\psi(\tau) \right\|_{L^2} \, d\tau =: III + IV.
\]
By Theorem 2.2 we estimate
\[
III \lesssim \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + 1} (\log(2 + t))^{-\delta}
\times \int_0^{\frac{t}{2}} \left( (t - \tau)^{-2\alpha(\frac{1}{q} - \frac{1}{2}) - 1} \|\psi(\tau)\|_{L^2} + e^{-\frac{t - \tau}{4}} \|\psi(\tau)\|_{L^2} \right) \, d\tau
\lesssim \langle t \rangle^{-2\alpha(\frac{1}{q} - \frac{1}{2})} (\log(2 + t))^{-\delta} \int_0^{\frac{t}{2}} (\tau)^{-2\alpha(\frac{1}{q} - \frac{1}{2}) p} \, d\tau \cdot \|\psi\|_{Y(T)}
\]
\[+ e^{-\frac{t}{4}} \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2})} (\log(2 + t))^{-\delta} \int_0^{\frac{t}{2}} (\tau)^{-2\alpha(\frac{1}{q} - \frac{1}{2}) p} \, d\tau \cdot \|\psi\|_{Y(T)}.\]
In the same way as in the estimate of \(I\), we have
\[
III \lesssim \|\psi\|_{Y(T)}.
\]
Finally, applying Theorem 2.2 we have
\[
IV \lesssim \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + 1} (\log(2 + t))^{-\delta} \int_{\frac{t}{2}}^t \left( (t - \tau)^{-1} + e^{-\frac{t - \tau}{4}} \right) \|\psi(\tau)\|_{L^2} \, d\tau
\lesssim \langle t \rangle^{2\alpha(\frac{1}{q} - \frac{1}{2}) + 1} (\log(2 + t))^{-\delta} \int_{\frac{t}{2}}^t (t - \tau)^{-1} (\tau)^{-2\alpha(\frac{1}{q} - \frac{1}{2}) p} \, d\tau \cdot \|\psi\|_{Y(T)}
\lesssim \langle t \rangle^{-\frac{2\alpha}{q} (p - 1) + 1} (\log(2 + t))^{1 - \delta} \cdot \|\psi\|_{Y(T)}.
\]
From the definition of \(\delta\) in (4.1), one has
\[
\langle t \rangle^{-\frac{2\alpha}{q} (p - 1) + 1} (\log(2 + t))^{1 - \delta} = \begin{cases} 
\langle t \rangle^{-\frac{2\alpha}{q} (p - 1) + 1} (\log(2 + t)) & (q < 2\alpha(p - 1)), \\
1 & (q = 2\alpha(p - 1)),
\end{cases}
\]
which yields
\[
IV \lesssim \|\psi\|_{Y(T)}.
\]
Thus, we conclude Lemma 4.2. \(\square\)
By combining the definitions of $X(T)$ and $Y(T)$ and Lemma 4.1, we have the following statement.

**Lemma 4.3.** Let $p \in (1, \infty)$ satisfy (2.7). Then
\[
\|F(u)\|_{Y(T)} \lesssim \|u\|^p_{X(T)}.
\]

**Proof.** The assumptions $p > 1$ and (2.7) imply $2p \in (2, \infty)$ and $\alpha\left(\frac{1}{2} - \frac{1}{2p}\right) \leq \frac{1}{4}$. Therefore, by Lemma 4.1, we have
\[
\langle t \rangle^{2\alpha\left(\frac{1}{2} - \frac{1}{2p}\right)p}\|u(t)\|^p_{L^2} = \left(\langle t \rangle^{2\alpha\left(\frac{1}{2} - \frac{1}{2p}\right)p}\|u(t)\|^p_{L^2}\right)^p \lesssim \|u\|^p_{X(T)}.
\]

Similarly, recalling $\kappa = \max\{1, 2/p\}$ and the assumption (2.7), we can easily check that $\kappa p \in [2, \infty)$ and $\alpha\left(\frac{1}{2} - \frac{1}{p}\right) \leq \frac{1}{4}$ hold. Thus, Lemma 4.1 leads to
\[
\langle t \rangle^{2\alpha\left(\frac{1}{2} - \frac{1}{p}\right)p}\|u(t)\|^p_{L^\infty} = \left(\langle t \rangle^{2\alpha\left(\frac{1}{2} - \frac{1}{p}\right)p}\|u(t)\|^p_{L^\infty}\right)^p \lesssim \|u\|^p_{X(T)}.
\]

The proof is complete. \hfill \Box

We now in a position to prove Theorem 2.8.

**Proof of Theorem 2.8.** Let $(u_0, u_1) \in (H^1(A) \cap L^q(X)) \times (L^2(X) \cap L^q(X))$ satisfy
\[
I_0 = I_0(u_0, u_1) := \|u_0\|_{L^q} + \|u_0\|_{H^1(A)} + \|u_1\|_{L^q} + \|u_1\|_{L^2} \leq \epsilon_0.
\]

Suppose $T_{\max} < \infty$. By Proposition 2.7, we have
\[
\lim_{t \to T_{\max}} \left(\|u(t)\|_{H^1(A)} + \|\partial_t u(t)\|_{L^2}\right) = \infty. \tag{4.2}
\]

On the other hand, let $T \in (0, T_{\max})$, and we write
\[
u(t) = u_L(t) + \int_0^t \mathcal{D}(t - \tau, A)(F(u(\tau))) \, d\tau,
\]
where $u_L = u_L(t)$ is the solution to the linear problem (1.5) with initial data $(u_L(0), \partial_t u_L(0)) = (u_0, u_1)$. Then, by Lemmas 4.2 and 4.3, we have
\[
\|u\|_{X(T)} \leq CI_0 + C'\|F(u)\|_{Y(T)} \leq CI_0 + C''\|u\|^p_{X(T)}.
\]

Then there exists $\epsilon_0 > 0$ such that
\[
\|u\|_{X(T)} \leq C \quad \text{if} \quad I_0 \leq \epsilon_0, \tag{4.3}
\]
where the constant $C$ is independent of $T$. This contradicts (4.2). Therefore, $T_{\max} = \infty$. Moreover, by taking the limit of (4.3) as $T \to \infty$, we obtain (2.8). Thus, we conclude Theorem 2.8. \hfill \Box

5. **Examples of $A$**

5.1. **Dirichlet Laplacian on an open set.** Let $\Omega$ be an open set of $\mathbb{R}^d$ with $d \geq 1$, and let $A = -\Delta_D$ denote the Dirichlet Laplacian on $L^2(\Omega)$. Then $A$ has a non-negative and self-adjoint realization with the domain
\[
\text{Dom}(A) = \{ f \in H^1_0(\Omega) : \Delta f \in L^2(\Omega) \text{ in the distributional sense} \},
\]
where $H^1_0(\Omega)$ is the completion of $C_0^\infty(\Omega)$, which is the set of all $C^\infty$-functions on $\Omega$ having compact support in $\Omega$, with respect to the Sobolev norm $\| \cdot \|_{H^1(\Omega)}$. Moreover,
the integral kernel $p_D(t, x, y)$ of the semigroup $e^{-tA}$ generated by $A$ has the Gaussian upper bound
\[ 0 \leq p_D(t, x, y) \leq (4\pi t)^{-\frac{d}{4}} \exp\left(-\frac{|x-y|^2}{4t}\right) \]
for any $t > 0$ and almost everywhere $x, y \in \Omega$ (see, e.g., Propositions 2.1 and 3.1 in [22]). This bound yields
\[ \|e^{t\Delta_D}f\|_{L^\infty(\Omega)} \leq \left\| e^{\Delta}|\tilde{f}| \right\|_{L^\infty(\mathbb{R}^d)} \leq Ct^{-\frac{d}{4}}\|f\|_{L^2(\mathbb{R}^d)} = Ct^{-\frac{d}{4}}\|\tilde{f}\|_{L^2(\mathbb{R}^d)} \]
for any $f \in L^2(\Omega)$, where $\tilde{f}$ is the zero extension of $f$ to $\mathbb{R}^d$. Thus, we see that the Dirichlet Laplacian $A = -\Delta_D$ satisfies Assumption 2.1 with $\alpha = d/4$. Similarly, $A = -\Delta_D$ also satisfies Assumption 2.5 with $\alpha = d/4$. Then the exponent $p_F$ is
\[ p_F = p_F\left(\frac{d}{4}, q\right) = 1 + \frac{2q}{d}, \]
and we have the following result as a corollary of Theorem 2.8.

**Corollary 5.1.** Let $d \geq 1$, and let $q$ and $p$ satisfy
\[ p > 1 + \frac{2}{d}, \quad \frac{2}{p} < \frac{d}{2}(p-1), \quad \text{and} \quad q \in \left[\max\left\{1, \frac{2}{p}\right\}, \min\left\{2, \frac{d}{2}(p-1)\right\}\right]. \]
In addition, assume that
\[ p \leq \frac{d}{d-2} \quad \text{if} \quad d \geq 3. \]
Then, the same statement as Theorem 2.8 holds with $A = -\Delta_D$.

We note that, when $d = 1, 2$, the above conditions are simply written
\[ p > 1 + \frac{2}{d} \quad \text{and} \quad q \in \left[1, \min\left\{2, \frac{d}{2}(p-1)\right\}\right]. \]

When $\Omega = \mathbb{R}^d$ and $A = -\Delta$, Corollary 5.1 slightly improves Theorems 1 and 2 of [19], in which the assumption
\[ \begin{cases} p > 1 + \frac{2}{d} & \text{and} \quad q \in [1, 2] \cap \left[1, \frac{d}{2}(p-1)\right], \\ p > 1 + \frac{2}{d}, \quad \frac{2}{p} < \frac{d}{2}(p-1), & \text{and} \quad q \in \left[\frac{\sqrt{d^2 + 4d - 4}}{4}, \min\left\{2, \frac{d}{2}(p-1)\right\}\right] \end{cases} \]
for $3 \leq d \leq 6$ is imposed. Compared to this, Corollary 5.1 relaxes the range of $q$ and, in particular, includes the critical case $q = \frac{d}{2}(p-1)$, i.e., $p = p_F\left(\frac{d}{4}, q\right)$ except for the case $q = 1$. For the recent progress of the study of semilinear damped wave equation in $\mathbb{R}^d$, we refer to the introduction and the references of [14].

As for the Dirichlet problems of damped wave equations on exterior domains, Ono [29] proved the small data global existence under the assumption
\[ 1 \leq q \leq \frac{2d}{d+2} \quad \text{and} \quad \begin{cases} 1 + \frac{4}{d+2} < p < \infty & (d = 2), \\ 1 + \frac{4}{d+2} < p \leq \frac{d}{d-2} & (3 \leq d \leq 5), \end{cases} \]
or $d = 3, q = 1, 1 + \frac{2}{d} < p \leq 3$. This result is included in Corollary 5.1 in the case $d = 2$, though there is no mutual implication in the case $3 \leq d \leq 5$. For the initial data in weighted Sobolev spaces, we refer the reader to Sobajima [38].
5.2. Robin Laplacian on an exterior domain. Let $d \geq 3$ and $\Omega$ be an exterior domain in $\mathbb{R}^d$ of a compact and connected set with Lipschitz boundary. We consider the Laplace operator $-\Delta_\gamma$ on $L^2(\Omega)$ associated with a quadratic form

$$q_\gamma(f, g) = \int_{\Omega} \nabla f \cdot \nabla g \, dx + \int_{\partial \Omega} \gamma f \overline{g} \, dS$$

for any $f, g \in H^1(\Omega)$, where $\gamma$ is a function $\partial \Omega \to \mathbb{R}$ and $\partial \Omega$ denotes the boundary of $\Omega$. Note that the case of $\gamma = 0$ is the Neumann Laplacian $-\Delta_N$ on $L^2(\Omega)$. Assume that $\gamma \in L^\infty(\partial \Omega)$ and $\gamma \geq 0$. We denote by $p_\gamma(t, x, y)$ and $p_N(t, x, y)$ the integral kernels of the semigroup generated by $-\Delta_\gamma$ and $-\Delta_N$, respectively. Then $p_\gamma(t, x, y)$ and $p_N(t, x, y)$ have the Gaussian upper bounds. In fact, it is known that

$$p_\gamma(t, x, y) \leq p_N(t, x, y) \leq p_D(t, x, y) \lesssim t^{-\frac{d}{2}} \exp\left(-\frac{|x-y|^2}{Ct}\right)$$

for any $t > 0$ and almost everywhere $x, y \in \Omega$ and for some $C > 0$. The first and second inequalities follow from domination of semigroups (see, e.g., Theorem 2.24 in [30]), and the proof of the last inequality can be found in Chen, Williams and Zhao [5].

In the low dimensional cases $d = 1, 2$, the Gaussian upper bounds are also obtained by Kovařík and Mugnolo [24]. More precisely, in the case $d = 2$, if $\Omega$ is an exterior domain in $\mathbb{R}^2$ of a compact and connected set with $C^2$-boundary and

$$\text{ess inf}_{x \in \partial \Omega} \gamma(x) > 0,$$

then the Gaussian upper bound

$$|p_\gamma(t, x, y)| \lesssim t^{-\frac{d}{2}} \exp\left(-\frac{|x-y|^2}{Ct}\right)$$

holds for any $t > 0$ and almost everywhere $x, y \in \Omega$ and for some $C > 0$ (see Section 2 in [24]). In the case $d = 1$, let $\Omega = \mathbb{R}_+$ and $-\Delta_\gamma$ is the Laplace operator on $L^2(\mathbb{R}_+)$ associated with a quadratic form

$$q_\gamma(f, g) = \int_0^\infty f'g' \, dx + \gamma f(0)\overline{g(0)}$$

for any $f, g \in H^1(\mathbb{R}_+)$, where $\gamma \geq 0$ is a constant. Then we also have the Gaussian upper bound (5.1) (see Section 4 in [24]). Thus, the Robin Laplacian $A = -\Delta_\gamma$ satisfies Assumptions 2.1 and 2.5 with $\alpha = d/4$. In these cases, we have the same result as Corollary 5.1 with $A = -\Delta_\gamma$.

5.3. Schrödinger operator with a Kato type potential. Let $\Omega$ be an open set of $\mathbb{R}^d$ with $d \geq 1$. We consider the Schrödinger operator $A = -\Delta + V$ with the homogeneous Dirichlet boundary condition on $\Omega$, where $V = V(x)$ is a real-valued measurable function on $\Omega$ such that

$$V = V_+ - V_-, \quad V_\pm \geq 0, \quad V_+ \in L^1_{\text{loc}}(\Omega) \quad \text{and} \quad V_- \in K_d(\Omega).$$
We say that \( V_\cdot \) belongs to the Kato class \( K_d(\Omega) \) if

\[
\begin{align*}
\limsup_{r \to 0} \sup_{x \in \Omega \cap \{|x-y| < r\}} \frac{V_\cdot(y)}{|x-y|^{d-2}} dy &= 0 \quad \text{for } d \geq 3, \\
\limsup_{r \to 0} \sup_{x \in \Omega \cap \{|x-y| < r\}} \log(|x-y|^{-1}) V_\cdot(y) dy &= 0 \quad \text{for } d = 2, \\
\sup_{x \in \Omega \cap \{|x-y| < r\}} V_\cdot(y) dy &< \infty \quad \text{for } d = 1
\end{align*}
\]

(see Section A.2 in Simon \[37\]). It is readily seen that the potential \( V_\cdot(x) = 1/|x|^\alpha \) with \( 0 \leq \alpha < 2 \) if \( d \geq 2 \) and \( 0 \leq \alpha < 1 \) if \( d = 1 \) is included in \( K_d(\Omega) \). It should be noted that the potential like \( V_\cdot(x) = 1/|x|^2 \) near \( x = 0 \) is excluded from \( K_d(\Omega) \). In addition, we assume that the negative part \( V_- \) satisfies

\[
\begin{align*}
\sup_{x \in \Omega \cap \{|x-y| < r\}} \frac{V_-(y)}{|x-y|^{d-2}} dy &< \frac{\pi^{\frac{d}{2}}}{\Gamma(\frac{d}{2} - 1)} \quad \text{if } d \geq 3, \\
V_- &= 0 \quad \text{if } d = 1, 2.
\end{align*}
\]

Then \( A \) has a non-negative and self-adjoint realization on \( L^2(\Omega) \), and the integral kernel of its semigroup satisfies the same bound as (5.1) (see, e.g., Propositions 2.1 and 3.1 in \[22\]). Thus, the Schrödinger operator \( A \) satisfies Assumptions \[2.1\] and \[2.5\] with \( \alpha = d/4 \), and the same result as Corollary \[5.1\] holds with \( A = -\Delta + V \).

### 5.4. Schrödinger operator with a Dirac delta potential

Let \( X = \mathbb{R} \). We consider the Schrödinger operator \( A = -(1/2)\partial_x^2 + q\delta(x) \) with repulsive delta potential \( q\delta \), \( q > 0 \). Then \( A \) has a non-negative and self-adjoint realization on \( L^2(\mathbb{R}) \) (see Theorem 3.1.1 in Chapter 1.3 in \[1\] for the details) and the estimates

\[
\|e^{-tA}\|_{L^1_q \to L^2_q} \lesssim t^{-\frac{1}{2}(\frac{1}{q_1} - \frac{1}{q_2})} \tag{5.2}
\]

for any \( t > 0 \) and \( 1 \leq q_1 \leq q_2 \leq \infty \). Thus, the Schrödinger operator \( A \) satisfies Assumption \[2.1\] with \( \alpha = 1/4 \) (Assumption \[2.5\] is unnecessary as \( \alpha = 1/4 \)), and the same result as Corollary \[5.1\] holds with \( d = 1 \).

In the rest of this subsection, let us give a sketch of proof of (5.2). The proof is based on the argument of proof of \( L^1-L^\infty \) estimate \( (2.23) \) for Schrödinger group \( e^{itA} \) in Segata \[36\]. Let \( 1_+ \) and \( 1_- \) be characteristic functions on \([0, \infty)\) and \((-\infty, 0)\), respectively. We have the representation formula for \( e^{-tA} \):

\[
(e^{-tA} f)(x) = \begin{cases} 
Ct^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-\frac{|x-y|^2}{2t}} \mathcal{L}_+[f](y) dy & \text{if } x \geq 0, \\
Ct^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-\frac{|x-y|^2}{2t}} \mathcal{L}_-[f](y) dy & \text{if } x < 0,
\end{cases}
\]

where

\[
\mathcal{L}_\pm[f](x) := f(x) - q 1_\mp(x) e^{\mp qx} \int_{\pm x}^{\mp x} e^{q|y|} f(y) dy, \quad x \in \mathbb{R}
\]

(see Lemma 2.1 in Holmer, Marzuola and Zworski \[12\] and also Proposition 2.1 in \[36\]). Then,

\[
\|e^{-tA} f\|_{L^2_q} \lesssim t^{-\frac{1}{2}(\frac{1}{q_1} - \frac{1}{q_2})} (\|\mathcal{L}_+[f]\|_{L^q_1} + \|\mathcal{L}_-[f]\|_{L^q_1}).
\]
Now, it is readily seen that $\mathcal{L}_\pm$ are linear and bounded on $L^1(\mathbb{R})$ and $L^\infty(\mathbb{R})$. Hence, by the Riesz-Thorin interpolation theorem, $\mathcal{L}_\pm$ are bounded on $L^q(\mathbb{R})$ for any $1 \leq q \leq \infty$. Therefore, the estimates (5.2) are obtained.

5.5. Elliptic operators. Let $\Omega$ be an open set of $\mathbb{R}^d$ with $d \geq 1$. We consider the self-adjoint operator $A$ associated with a quadratic form

$$q(f, g) = \int_\Omega \left\{ \sum_{k,j=1}^d a_{kj}(x) \partial_x^k f(x) \partial_x^j g(x) + a_0(x) f(x) g(x) \right\} \, dx$$

for any $f, g \in H^1_0(\Omega)$, where $a_{kj}, a_0 \in L^\infty(\Omega)$ are real-valued functions for all $1 \leq j, k \leq d$, $a_0 \geq 0$, and the principle part is elliptic, i.e., there exists a constant $\eta > 0$ such that

$$\sum_{j,k=1}^d a_{kj}(x) \xi_j \xi_k \geq \eta |\xi|^2, \quad \xi \in \mathbb{C}^d,$$

a.e. $x \in \Omega$.

The integral kernel of $e^{-tA}$ has the same bound as (5.1) (see, e.g., Theorem 6.8 in [30]). Thus, the elliptic operator $A$ satisfies Assumptions 2.1 and 2.5 with $\alpha = d/4$, and the same result as Corollary 5.1 holds with the elliptic operator $A$.

5.6. Laplace operator on Sierpinski gasket in $\mathbb{R}^d$. Let $X$ be the unbounded Sierpinski gasket in $\mathbb{R}^d$ with $d \geq 2$. Let $\rho$ be the induced metric on $X$, and let $\mu$ be the Hausdorff measure on $X$ of dimension $D_{SG} = \log_2(d + 1)$. The measure $\mu$ is $\sigma$-finite and it satisfies

$$\mu(B(x, r)) \lesssim r^{D_{SG}}$$

for any $x \in X$ and $r > 0$, where $B(x, r) := \{ y \in X : \rho(x, y) \leq r \}$, and the standard local Dirichlet form on $X$ generates the non-negative self-adjoint operator $A$ on $L^2(X)$. Then the integral kernel $p_{SG}(t, x, y)$ of its semigroup satisfies

$$|p_{SG}(t, x, y)| \lesssim t^{-\frac{D_{SG}}{m}} \exp \left( -\frac{\rho(x, y)^{\frac{m}{m-1}}}{Ct^{\frac{1}{m-1}}} \right)$$

for any $t > 0$ and almost everywhere $x, y \in X$ and for some $C > 0$, where $m = \log_2(d + 3)$ (see Section 2 and Theorem 8.18 in Barlow [2] and also Subsection 3.3 in Bui, D’Ancona and Nicola [4]). Thus, the operator $A$ satisfies Assumption 2.1 with $\alpha = D_{SG}/(2m) = (\log_2(d + 1))/(2\log_2(d + 3))$. Here, we note that $\alpha$ is always less than $1/2$ for any $d \geq 2$, and hence, Assumption 2.5 does not appear. The exponent $p_F$ is

$$p_F = p_F \left( \frac{D_{SG}}{2m}, q \right) = \frac{mq}{D_{SG}} = 1 + \frac{\log_2(d + 3)}{\log_2(d + 1)} q.$$

Noting $p_F(\frac{D_{SG}}{2m}, 1) > 2$, we have the following result as a corollary of Theorem 2.8

**Corollary 5.2.** Let $d \geq 2$, and let $q$ and $p$ satisfy

$$p > p_F \left( \frac{D_{SG}}{2m}, 1 \right) \quad \text{and} \quad q \in \left[ 1, \min \left\{ 2, \frac{D_{SG}}{m} (p - 1) \right\} \right].$$

Then, the same statement as Theorem 2.8 holds with the Laplace operator $A$ on Sierpinski gasket $X$. 
Remark 5.3. In this case, the additional assumption \((2.4)\) does not appear in the corollary, as \(\alpha < 1/2\).

5.7. Fractional Laplacian. Let \(\Omega\) be an open set of \(\mathbb{R}^d\), and let \(A\) be a non-negative and self-adjoint operator on \(L^2(\Omega)\). Assume that there exists an integral kernel \(p(t,x,y)\) of \(e^{-tA}\) and it satisfies
\[
|p(t,x,y)| \lesssim t^{-\frac{d}{m}} \exp\left(\frac{-|x-y|^{m-1}}{Ct^{m-1}}\right)
\]
for any \(t > 0\) and almost everywhere \(x,y \in \Omega\) and for some \(C > 0\), where \(m > 1\). Then, \(A\) has no zero eigenvalues, and the operators \(\phi_j(\sqrt{A})\) are uniformly bounded on \(L^p(\Omega)\) with respect to \(j \in \mathbb{Z}\) (see the proof of Theorem 1.4 in \([1]\)), where \(\{\phi_j\}_j\) is the Littlewood-Paley decomposition. Therefore, for \(s \in \mathbb{R}\) and \(1 \leq r \leq \infty\), we can define the Besov spaces \(\dot{B}^s_{q,r}(A)\) and Triebel-Lizorkin spaces \(\dot{F}^s_{q,r}(A)\) associated with \(A\) by
\[
\|f\|_{\dot{B}^s_{q,r}(A)} := \left\{ \sum_{j \in \mathbb{Z}} 2^{sj} \|\phi_j(\sqrt{A})f\|_{L^q(\Omega)}^r \right\}^{\frac{1}{r}} \quad \text{for } 1 \leq q \leq \infty,
\]
\[
\|f\|_{\dot{F}^s_{q,r}(A)} := \left\| \left\{ \sum_{j \in \mathbb{Z}} 2^{sj} \phi_j(\sqrt{A})f_j \right\}^r \right\|_{L^q(\Omega)} \quad \text{for } 1 \leq q < \infty
\]
(with the usual modifications for \(r = \infty\)), and the fundamental properties of \(\dot{B}^s_{q,r}(A)\) and \(\dot{F}^s_{q,r}(A)\) can be also shown, such as completeness, embedding relations and duality. In particular, we have the relations
\[
\dot{F}^0_{q,2}(A) = L^q(\Omega), \quad L^q(\Omega) \hookrightarrow \dot{B}^0_{q,\infty}(A) \quad \text{and} \quad \dot{B}^0_{\infty,1}(A) \hookrightarrow L^\infty(\Omega) \quad (5.3)
\]
for any \(1 < q < \infty\). For the details of \(\dot{B}^s_{q,r}(A)\) and \(\dot{F}^s_{q,r}(A)\), we refer to \([3, 23]\). Based on the argument of the proof of Theorem 1.1 in Iwabuchi \([21]\), we can obtain the following estimates for \(e^{-tA^\nu}\) with \(\nu > 0\):
\[
\|e^{-tA^\nu}\|_{\dot{F}^0_{q,2}(A) \to \dot{F}^0_{q,2}(A)} \lesssim 1 \quad \text{and} \quad \|e^{-tA^\nu}\|_{\dot{B}^0_{\infty,1}(A) \to \dot{B}^0_{\infty,1}(A)} \lesssim t^{-\frac{2d}{mq}}
\]
for any \(t > 0\) and \(1 \leq q < \infty\). By combining these estimates with the relations \((5.3)\), we find that
\[
\|e^{-tA^\nu}\|_{L^q \to L^q} \lesssim 1 \quad \text{and} \quad \|e^{-tA^\nu}\|_{L^\infty \to L^\infty} \lesssim t^{-\frac{2d}{mq}}
\]
for any \(t > 0\) and \(1 < q < \infty\). Thus, the operator \(A^{d/2}\) satisfies Assumptions \((2.1)\) and \((2.5)\) with \(\alpha = d/(mv)\). Hence,
\[
p_F = p_F \left( \frac{d}{mv}, q \right) = 1 + \frac{mvq}{2d},
\]
and we have the following result as a corollary of Theorem 2.8

\*In \([3]\), the homogeneous Triebel-Lizorkin spaces are studied on metric measure spaces with the doubling condition via the spectral approach. On the other hand, in \([23]\), the theory of homogeneous Besov spaces associated with \(-\Delta_D\) on an open set is established. In combination of these arguments, the theory of \(\dot{B}^s_{q,r}(A)\) and \(\dot{F}^s_{q,r}(A)\) can be established.
Corollary 5.4. Let \( d \geq 1 \), and let \( q \) and \( p \) satisfy
\[
p > p_F \left( \frac{d}{m\nu}, 1 \right), \quad \frac{2}{p} < \frac{2d}{m\nu} (p - 1), \quad \text{and} \quad q \in \left[ \max \left\{ 1, \frac{2}{p} \right\}, \min \left\{ 2, \frac{2d}{m\nu} (p - 1) \right\} \right].
\]
In addition, assume that
\[
p \leq \frac{2d}{2d - m\nu} \quad \text{if} \quad d > \frac{m\nu}{2}.
\]
Then, the same statement as Theorem 2.8 holds with \( A^\frac{\nu}{2} \).

In the case \( \Omega = \mathbb{R}^d \) and \( A = (-\Delta)^\frac{\nu}{2} \), the damped wave equations have been studied (see \([9, 40]\) and references therein). In particular, the corresponding results were proved in the weighted \( L^2 \)-based Sobolev spaces, instead of \( L^q(\mathbb{R}^d) \) (see Theorem 2.7 in \([9]\)).

5.8. Other examples. Other examples are the Laplace-Beltrami operators on Riemann manifolds, the Laplace operators on homogeneous groups, the sub-Laplacian operators on Heisenberg groups, etc. We here omit the details, and we refer to Section 3 in \([4]\) for instance.

**Appendix A.**

In this appendix we give the Sobolev inequality and the Gagliardo-Nirenberg inequality associated with \( A \), which are used in this paper.

Let \((X, \mu)\) be a \( \sigma \)-finite measure space, and let \( A \) be a self-adjoint operator on \( L^2(X) \). For a Borel measurable function \( \phi \) on \( \mathbb{R} \), an operator \( \phi(A) \) is defined by the spectral decomposition
\[
\phi(A) = \int_{\sigma(A)} \phi(\lambda) dE_A(\lambda)
\]
with the domain
\[
\text{Dom}(\phi(A)) = \left\{ f \in L^2(X) : \int_{\sigma(A)} |\phi(\lambda)|^2 \|E_A(\lambda)f\|_{L^2}^2 < \infty \right\},
\]
where \( \sigma(A) \) denotes the spectrum of \( A \) and \( \{E_A(\lambda)\}_{\lambda \in \mathbb{R}} \) is the spectral resolution of the identity for \( A \). For \( s \geq 0 \), the Sobolev space \( H^s(A) \) is defined by
\[
H^s(A) := \left\{ f \in L^2(X) : \|f\|_{H^s(A)} < \infty \right\}
\]
with the norm
\[
\|f\|_{H^s(A)} := \| (I + A)^{-\frac{s}{2}} f \|_{L^2(X)}.
\]
The space \( H^{-s}(A) \) denotes the dual space of \( H^s(A) \). For simplicity, we may assume \( A \) is non-negative on \( L^2(X) \). Then, by a combination of the spectral decomposition of \( A \) with the Laplace transform, we have the formulas
\[
(I + A)^{-\frac{s_0}{2}} = \frac{1}{\Gamma \left( \frac{s_0}{2} \right)} \int_0^\infty t^{\frac{s_0}{2} - 1} e^{-t} e^{-tA} dt \quad \text{with} \quad s_0 > 0, \quad (A.1)
\]
\[
A^{-\frac{\nu}{2}} = \frac{1}{\Gamma \left( \frac{1}{2} \right)} \int_0^\infty t^{-\frac{\nu}{2}} e^{-tA} dt. \quad (A.2)
\]
Under Assumption 2.1 we have \( L^{q_1}-L^{q_2} \) estimates
\[
\|A^{\frac{1}{2}}e^{-tA}\|_{L^{q_1} \rightarrow L^{q_2}} \lesssim t^{-2\alpha(\frac{1}{q_1} - \frac{1}{q_2}) - \frac{1}{2}} \tag{A.3}
\]
for any \( t > 0 \) and for any \( s \geq 0 \) and \( 1 \leq q_1 \leq 2 \leq q_2 \leq \infty \). The proof of (A.3) is based on the Riesz-Thorin interpolation theorem together with Assumption 2.1 and the duality argument (see the proof of (3.1) in Lemma 3.1). Then we obtain the Sobolev inequality and the Gagliardo-Nirenberg inequality associated with \( A \).

**Lemma A.1** (Sobolev inequality). Suppose that Assumption 2.1 holds. Let \( q \in [2, \infty] \) and \( s > 2\alpha(1 - 2/q) \). Then
\[
\|f\|_{L^q} \lesssim \|f\|_{H^s(A)}
\]
for any \( f \in H^s(A) \).

**Lemma A.2** (Gagliardo-Nirenberg inequality). Suppose that Assumption 2.1 holds. Let \( q \in (2, \infty] \) with \( \alpha(1/2 - 1/q) < 1/4 \). Then
\[
\|f\|_{L^q} \lesssim \|f\|_{L^2}^{-4\alpha(\frac{1}{2} - \frac{1}{q}) + 1} \|A^{\frac{1}{2}}f\|_{L^2}^{4\alpha(\frac{1}{2} - \frac{1}{q})} \tag{A.4}
\]
for any \( f \in H^1(A) \).

Imposing additionally Assumption 2.5 we also obtain the Gagliardo-Nirenberg inequality (A.4) with \( \alpha(1/2 - 1/q) = 1/4 \), i.e., the critical Sobolev inequality.

**Lemma A.3** (Critical Sobolev inequality). Suppose that Assumptions 2.1 and 2.5 hold. Let \( \alpha > 1/2 \). Then
\[
\|f\|_{L^{\frac{4\alpha}{2\alpha - 1}}} \lesssim \|A^{\frac{1}{2}}f\|_{L^2} \tag{A.5}
\]
for any \( f \in H^1(A) \).

The proof of Lemma A.1 is the same as the proof of (3.7) with \( L^2-L^q \) estimates instead of \( L^2-L^\infty \) estimates. So, we may omit the proof.

The proofs of Lemmas A.2 and A.3 are the same as those of Theorem 6.2 in Ouhabaz [30] and Theorem 2.4.2 in Davies [7], respectively. Here, we give their proofs to make the paper self-contained.

**Proof of Lemma A.2.** For \( f \in H^1(A) \), we write
\[
f = e^{-tA}f + \int_0^t Ae^{-sA}f \, ds.
\]
Then we see from (A.3) that
\[
\|f\|_{L^q} \leq \|e^{-tA}f\|_{L^q} + \int_0^t \|A^{\frac{1}{2}}e^{-sA}A^{\frac{1}{2}}f\|_{L^q} \, ds
\]
\[
\lesssim t^{-2\alpha(\frac{1}{q} - \frac{1}{2})} \|f\|_{L^2} + \int_0^t s^{-2\alpha(\frac{1}{q} - \frac{1}{2}) - \frac{1}{2}} \, ds \cdot \|A^{\frac{1}{2}}f\|_{L^2}
\]
\[
\lesssim t^{-2\alpha(\frac{1}{q} - \frac{1}{2})} \|f\|_{L^2} + \|A^{\frac{1}{2}}f\|_{L^2}^2,
\]
since \( \alpha(1/2 - 1/q) < 1/4 \). Therefore, by taking \( t = \|f\|_{L^2}^2 \|A^{1/2}f\|_{L^2}^{-2} \), we obtain (A.4). The proof of Lemma A.2 is finished. \( \square \)
Proof of Lemma A.3. Let \( q_1 \in [1, 2) \) and \( q_2 \in (2, 4\alpha) \) as in Assumption 2.5. We use (A.2) to write
\[
A^{-\frac{1}{2}} f = \frac{1}{\Gamma\left(\frac{1}{2}\right)} \left( \int_0^T + \int_T^{\infty} \right) t^{-\frac{1}{2}} e^{-tA} f \, dt =: f_1 + f_2
\]
for \( T > 0 \). We see from the second estimate in Assumption 2.5 that, for \( j = 1, 2 \),
\[
\| f_2 \|_{L^\infty} \leq C_0 T^{-\frac{2\alpha}{q_j}} \| f \|_{L^{q_j}}
\]
with some \( C_0 > 0 \). Given \( \eta > 0 \), we take \( T \) to satisfy
\[
\frac{\eta}{2} = C_0 T^{-\frac{2\alpha}{q_j}} \| f \|_{L^{q_j}}.
\]
We deduce from the first estimate in Assumption 2.5 that
\[
\left| \left\{ x : |A^{-\frac{1}{2}} f(x)| \geq \eta \right\} \right| \leq \left| \left\{ x : |f_1(x)| \geq \frac{\eta}{2} \right\} \right| \leq \left( \frac{\eta}{2} \right)^{-q_j} \| f_1 \|_{L^{q_j}}^{q_j}
\]
\[
\leq C \left( \frac{\eta}{2} \right)^{-q_j} T^{\frac{q_j}{2}} \| f \|_{L^{q_j}}^{q_j} \leq C \eta^{-r_j} \| f \|_{L^{r_j}}^{r_j},
\]
where \( r_j \in (1, \infty) \) satisfies \( 1/r_j = 1/q_j - 1/4\alpha \). This implies that \( A^{-\frac{1}{2}} \) is of weak type \((q_j, r_j)\). By applying the Marcinkiewicz interpolation theorem, we deduce that \( A^{-\frac{1}{2}} \) is bounded from \( L^2 \) into \( L^\frac{4\alpha}{4\alpha - 1} \), which is equivalent to (A.5). The proof of Lemma A.3 is finished. \( \square \)
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