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Abstract. The rapid development and deployment of vehicle technologies offer opportunities to re-think the way traffic is managed. This paper capitalizes on vehicle connectivity and proposes an economic instrument and corresponding cooperative framework for allocating priority at intersections. The framework is compatible with a variety of existing intersection control approaches. Similar to free markets, our framework allows vehicles to trade their time based on their (disclosed) value of time. We design the framework based on transferable utility games, where winners (time buyers) pay losers (time sellers) in each game. We conduct simulation experiments of both isolated intersections and an arterial setting. The results show that the proposed approach benefits the majority of users when compared to other mechanisms both ones that employ an economic instrument and ones that do not. We also show that it drives travelers to estimate their value of time correctly, and it naturally dissuades travelers from attempting to cheat.

Keywords: Intersection operations, economic instruments, cooperative games, connected vehicles, value of time (VOT), direct-transaction, side payment.

1 Introduction

Intersections are the bottlenecks of a city’s traffic network. The interaction between multiple conflicting streams of traffic at intersections presents safety, efficiency, and environmental challenges. To address these challenges, intersection controllers schedule the priorities of different traffic streams in a way that optimizes one or more operational metrics. In this context, compared to a traditional vehicle (TV) environment, a system consisting of connected vehicles (CVs) can collect and utilize more detailed data and exchange information between vehicles (and the Internet) efficiently. This creates opportunities to rethink the way intersections are controlled.

In practice, priority is traditionally provided to competing vehicles, modes, or infrastructure elements, with the purpose of improving the performance of the system. For example, capacity conversion factors are used to differentiate vehicles belonging to different classes [56] and major streets usually have higher priority than minor streets. To promote transit, one prioritizes vehicles with larger numbers of passengers and distinguished vehicles by trip purpose, e.g., high-occupancy vehicle lanes and bus-only lanes [16, 19, 27, 45, 46]. Considering different travel time requirements, toll lanes are designed to allow paying vehicles to go faster. But such toll lanes are usually expensive [13] and they typically do not apply tiered pricing for different travelers because of limited lane resources.

In a CV environment, controllers can easily account for some heterogeneous characteristics of the vehicles, e.g., transit signal priority [27]. Furthermore, CV technology allows vehicles to offer detailed trip information to the traffic system in advance, including trip purposes and trip urgency levels. Control tools, in turn, can use such rich information to schedule vehicles through network intersections in ways that best benefit the users. Researchers often use value of time (VOT) to quantify “urgency”, and this...
is typically done with the purpose of assigning intersection priorities (by an operator via controllers in the infrastructure) to optimize valued travel times. But VOT can only be known to (or estimated by) the vehicles themselves (more accurately, their occupants). There is no way for infrastructure controllers to know whether the VOTs that are being reported are true or not. This can lead to higher priorities being given to vehicles with overestimated (or deliberately inflated) VOTs. This incentivizes more false reporting by users that wish to take advantage of the system and it encourages abandonment on part of those users that are honest in their VOT reporting. Such a system will degrade to a traditional one rapidly due to the asymmetric information about VOT, which is similar to Akerlof’s market for “lemons” [2].

The combination of economic instruments with traffic control are quickly becoming a popular way to address this issue [10, 34, 40, 43, 60, 61, 63, 72]. They are known to be powerful traffic management tools, both theoretically and in practice (e.g., tolls, public transport subsidies, and vehicle license auctions). CVs will reinforce this trend and allow for new ways to incorporate economic instruments in traffic management. Combined with quick mobile payment technologies using digital wallets (or e-wallets), economic instruments can be used to manage demand effectively, guide trips, and improve social welfare. For intersection management, economic instruments with appropriately designed rules for transactions can cater to the heterogeneous needs of the different users (e.g., based on VOT) while also increasing social benefit.

To this end, research has emerged on auction-based intersection operations over the past decade. When passing an “auction-required” intersection, vehicles need to auction their passing rights with others from conflicting traffic streams (vehicles about to leave) based on their valued delay or travel time [10, 34, 36, 60, 61, 72]. However, auctions (both first and second price auctions) are not revenue neutral (budget balanced) instruments. They involve an operator (e.g., governmental or private entity) that charges vehicles for the service, which is not a pareto-improving mechanism as it puts the user in a disadvantaged position relative to the operator (operators in this case play a role that is similar to sink agents described in [52]). Furthermore, because VOT is correlated with individual welfare, such mechanisms can enlarge the rich-poor gap. In order to solve these problems, some researchers proposed credit auction schemes [10], which are also used in traffic network management [78]. The credit is like a new currency, which is pre-distributed by the operator freely and periodically. Citizens use the credits for traffic auctions. Hence, it is revenue-neutral but in an indirect way. However, this mechanism is time-consuming, and it may render travel a more complicated process [41], which makes it impractical. Some researchers proposed a mechanism (referred to as direct-transactions in this paper) similar to a “free-market” at the intersection. Vehicles with heterogeneous VOTs can engage in trading priority for direct monetary compensation, i.e., they can sell or buy priority to/from others [40, 43]. Although these works demonstrated that direct transactions are Pareto-improving and practical, they failed to reveal a critical advantage: their compatibility with existing control technique.

To address these drawbacks, this paper proposes a simple cooperative framework for allocating priority at intersections. The proposed economic framework can be combined with multiple control approaches and (thus) various types of signalized intersections. Unlike the optimization framework proposed in [43], we employ a cooperative games approach, namely transferable utilities (TU) games. Our approach involves an intersection controller capable of communicating with participating vehicles its control zone. The controller develops a discharge strategy based on the VOTs of the vehicles, which the vehicles communicate to the controller, and a control objective, which can differ by controller type. Based on the discharge strategy, vehicles are split into three groups: payers, payees, and indifferent vehicles that play a TU game. The TU game determines the total payment that is to be transferred from the payers to the payees. The mechanism is quite simple. Vehicles only need to determine their VOTs and route information before travel. This also facilitates quick and simple transactions, which is needed in the context of real-time intersection operations. The proposed framework is compatible with existing control techniques and can, therefore, be viewed as a complementary framework, one that is meant to improve upon aspects of existing control frameworks, not compete with them.

This paper extends our previous work on transferable utility games for intersection control [40] in the following ways: (i) we outline three popular control methods that are compatible with our game framework, (ii) we apply our game framework to more complex intersection layouts in our experiments, (iii) we explore the impact of travelers misreporting their VOTs in one of our experiments, and (iv) we include an arterial implementation in our experiments section. The next section reviews relevant literature, namely VOT and intersection control, mainly for a CV environment. The following section outlines the proposed approach and how it can be incorporated with some existing control methods. This is followed by simulation experiments. The last section concludes the paper.
2 Literature Review

2.1 Value of Time (VOT)

VOT serves as measure of heterogeneity among the vehicles at an intersection, it has been regarded a means to compensate for variation [69]. It captures what different travelers are willing to pay for for travel time savings and has been investigated for more than half a century [5, 6, 50, 75]. In the past 20 years, studies of VOT were specialized to different parts of the world such as Japan [31], America [7] and Europe [65].

VOTs are represented by econometric models that include personal information about the travelers [66]. It, therefore, requires input from the travelers themselves and cannot be estimated by roadside controllers. It can, however, be easily estimated by a computer onboard the travelers CV with input from the traveler. We refer to [41] for more details on how such a process may be developed.

2.2 Economic Instruments for Intersection Control

Intersection control tools in the literature that use economic instruments generally aim to optimize valued travel time or valued delay. Currently, there are three transaction mechanisms in the literature: auctions, credit auctions, and direct-transactions.

Auctions are the most popular tools for deciding on how payments are made in these systems. Using a second-price sealed-bid auction, Schepperle and Böhm [60, 61] optimized the discharge order of vehicles. Their mechanism was shown to outperform a first-come-first-served discharge policy in terms of mean valued travel time. Vasirani and Ossowski [70–72] proposed a reservation-based controller and a Walrasian auction [74] to simulate intersection traffic. They found that when the volume is high, optimizing the valued time saved will significantly increase the average delay. Levin and Boyles [34] found a similar shortcoming using a first-price auction. To address this, Gende [20] proposed an unbalanced control method, where high volume approaches use an auction-based scheme (first-price), and other approaches use a traditional controller. This significantly reduced the average delay. It is worth noting that there exist intersection control techniques that employ consensus-based algorithms that resemble auctions (e.g., [12, 49, 58]). But these do not involve monetary transactions, and while they are interesting, they are not reviewed here.

If the operator uses credits (or tokens) to replace real currency, revenue-neutrality can be realized. Carlino et al. [10] extended the reservation-based control to a second-price credit auction for autonomous vehicles (AVs). They allowed vehicles to abandon the system (with 0 bid) and following vehicles in the system would take their place. Mashayekhi and List [48] let movements (groups of non-conflicting approaches at the intersection) bid for their priorities. They employed reinforcement learning techniques, and a first-price auction was chosen for reward calculation.

Direct transactions (priced exchanges) were proposed with the goal of achieving revenue neutrality [40, 43]. Schepperle et al. [62, 63] first proposed a similar idea for trading priorities at intersections (via time-slot exchange and compensation). Their compensation mechanism is simple: payments are equal to VOT (currency units per second of reduced waiting time). Lloret-Batlle and Jayakrishnan [43] tried to pacify user envy when deciding on the payments. Here, envy is when a user prefers another user’s allocation under the given price more than their own allocation. Envy-freeness is a sort of equilibrium allocation that is difficult to realize in practice, the authors of [43] aimed to minimize it instead. They applied the idea to a dual-ring phase control with a rolling horizon.

2.3 Intersection Control for CV without Economic Instruments

For the sake of completeness, we also review traditional (i.e., without economic instruments) intersection control approaches developed for CVs.

Researchers have proposed various optimization objectives to improve intersection performance for CVs. Delay minimization is the most widely applied objective in intersection control [1, 8, 9, 14, 15, 18, 21, 26, 27, 29, 39, 67, 79, 80, 83], and it can be simply calculated as the difference between real-speed travel time and free-flow-speed travel time. Moreover, minimizing personal delay can be seen as an implicit objective for reservation-based systems, such as first-in-first-out systems [14, 67]. Other papers minimized travel time or maximized travel speed, which are (in essence) equivalent to minimizing delay [28, 33, 64, 82].

Other recent approaches focus on minimizing queue sizes [3, 11, 18]. Both traditional actuated control techniques and recent decentralized control approaches can be seen as falling in this category as well [22–24, 35, 37, 59, 68, 76, 77]. Fuel consumption is also a common optimization index [30, 38, 57, 81], which combines environmental considerations with economic efficiency and resource utilization. When considering both efficiency and comfort, number-of-stops or acceleration/deceleration are useful indices [17, 25, 26, 79]. Other approaches have focused on safety, e.g., Lu et al. [44] set collision-avoidance as the goal and performed field tests using a rule-based control algorithm. Other researchers applied multi-objective techniques for intersection optimization [21, 32].
3 Mechanism Design

The flowchart of Fig. 1 shows a simple framework of our
intersection operation mechanism for an isolated junction.
It also indicates the organization of this section (Sec. 3).

\( S^*(t) \) and \( T^*(t) \) are the new control strategy and its dis-
charge vector under the updated control strategy is denoted by
\( S^*(t) \). A vehicle in any of the three group may or may not be part
of the signal phase that is to be served next under \( S^*(t) \).

Suppose there are \( n \) vehicles along the inbound links at
the intersection (all approaches) at time \( t \), and they are
ordered in ascending order of arrival times, \( \{1, 2, \ldots, n\} \).
Let time \( t \) mark an instant at which the signal controller
updates its strategy. The update cadence can be uniform
using a rolling horizon (e.g., every 10 seconds), triggered by
a vehicle arrival (via communication between the vehicle
and the controller), or a sensor actuation. We denote by
\( S(t) \) the control strategy at time \( t \), prior to the update
and denote the new strategy by \( S^*(t) \). Let \( \tau_{t,v} \) denote
the discharge time of vehicle \( v \in \{1, \ldots, n\} \) according to
strategy \( S(t) \) and denote the associated vehicle discharge
vector by \( T(t) = [\tau_{1,1}, \ldots, \tau_{1,n}]^\top \). Similarly, the discharge
vector under the updated control strategy is denoted by
\( T^*(t) = [\tau_{t,1}^*, \ldots, \tau_{t,n}^*]^\top \).

Define the time difference vector \( \Delta T_t \equiv T_t - T_t^* \),
will include non-negative elements and non-positive elements
(due to possible re-ordering of vehicles in the dis-
charge sequence). Let \( \Delta \tau_{t,v} \) denote the travel time gain
of vehicle \( v \) at time \( t \); in other words, \( \Delta \tau_{t,v} \) is the el-
ment of the vector \( \Delta T(t) \) corresponding to vehicle \( v: \Delta T(t) = [\Delta \tau_{1,v}, \ldots, \Delta \tau_{n,v}]^\top \).

We define the sets \( A, B \) and \( C \) in accordance with
whether their travel times improve (payers), worsen (pay-
ees), or remain the same (indifferent vehicles), respectively.
We also explicitly exclude vehicles in the system that are
not part of the game. The latter are assumed to have zero
VOT. Let \( \mathcal{T}_v \) denote the VOT of vehicle \( v \), then
\[
A \equiv \{v: \mathcal{T}_v \Delta \tau_{t,v} > 0\} \quad (1)
\]
\[
B \equiv \{v: \mathcal{T}_v \Delta \tau_{t,v} < 0\} \quad (2)
\]
and
\[
C \equiv \{v: \mathcal{T}_v \Delta \tau_{t,v} = 0\} \quad (3)
\]

Since vehicles in \( C \) do not play the game and are not in-
involved in transactions, the following analysis will only fo-
cus on groups \( A \) and \( B \). Note that \( A \cap B = \emptyset \). Fig. 2
illustrates how the two groups are selected. The discharge
times of the vehicles are enclosed in brackets. Under the
old control strategy in Fig. 2 (a), the eastbound through
and left-turning vehicles are discharged first, followed by
the westbound left-turning vehicles. After the control up-
date, the control strategy shown in Fig. 2(b), where the
eastbound and westbound left-turning vehicles are dis-
charged first, followed by the eastbound through vehicles.
For this update, there are two vehicles whose discharge
times decrease (green), and two vehicles whose discharge
times increase (red).

![Flowchart illustration of the proposed mechanism.](image)

**FIGURE 1:** Flowchart illustration of the proposed mechanism.
from one player to another. The game is a cooperative game, which allows side payment

\[ A = 2 \] and \( B \) by vehicle group chosen. Here, we assume that action \( m \) respectively. We define \( m,n \) ∈ \{1,2\} × \{1,2\} when action \((m,n)\) is chosen. Here, we assume that action \( m = 1 \) is preferred by vehicle group \( A \) and \( n = 1 \) to be preferred by \( B \), while \( m = 2 \) and \( n = 2 \) are the “disliked” actions by \( A \) and \( B \), respectively. We define

\[ \mathbf{A} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \quad \text{and} \quad \mathbf{B} = \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{bmatrix} \] (4)

as the payoff matrices to \( A \) and \( B \), respectively. The TU game is a cooperative game, which allows side payment from one player to another.

The feasible set for this TU game is the convex hull of the points \((A_{mn} - \sigma, B_{mn} + \sigma)\), where \( \sigma \in \mathbb{R} \) denotes the side payment. We adopt the convention that \( \sigma > 0 \) corresponds to a side payment made from \( A \) to \( B \) while \( \sigma < 0 \) represents a side payment made from \( B \) to \( A \). Let \( \omega_{mn} \) denote the total payoff that can be achieved by players \( A \) and \( B \) under action \((m,n)\), that is, \( \omega_{mn} = (A_{mn} - \sigma) + (B_{mn} + \sigma) = A_{mn} + B_{mn} \). Hence, in the presence of side payment, rationality dictates that the action chosen is that which maximizes the total payoff:

\[
(m^*, n^*) = \arg \max_{(m,n) \in \{1,2\} \times \{1,2\}} (A_{m,n} + B_{m,n}).
\] (5)

Denote the maximal payoff by \( \omega^* \), then

\[
\omega^* = A_{m^*, n^*} + B_{m^*, n^*}.
\] (6)

In the absence of agreement, \( A \) and \( B \) chose mixed strategies that ensure guaranteed payoffs independent of the other player’s strategy. This is known as the threat strategy. Let \( p \equiv [p_1 \ 1 - p_1]^{\top} \) denote \( A \)'s threat strategy and let \( q \equiv [q_1 \ 1 - q_1]^{\top} \) denote \( B \)'s threat strategy. Here \( p \) is the probability that \( A \) chooses their preferred action \( m = 1 \) and \( q \) is the probability that \( B \) chooses their preferred action \( n = 1 \). It follows that the expected payoff received by \( A \) under their threat strategy is \( S_A \equiv p^{\top} A q \) and \( B \)'s expected payoff under their threat strategy is \( S_B \equiv p^{\top} B q \).

The solution to the TU game is one such that \( A \) accepts no less than \( S_A \) in expected payoff and \( B \) accepts no less than \( S_B \). This defines two extreme points along the pareto-optimal frontier with payoff pairs \((S_A, \omega^* - S_A)\) and \((\omega^* - S_B, S_B)\). Any convex combination of these two points is a TU solution and, particularly, the midway point constitutes a natural compromise [51]. The resulting payoff is \( \frac{1}{2}(\omega^* + S_A - S_B) \) to \( A \) and \( \frac{1}{2}(\omega^* - S_A + S_B) \) to \( B \). Hence,

\[
A_{m^*, n^*} - \sigma = \frac{\omega^* + S_A - S_B}{2}
\] (7)

so that the side payment from \( A \) to \( B \) is given by

\[
\sigma = \frac{-\omega^* - S_A + S_B}{2} + A_{m^*, n^*}.
\] (8)

Similarly, our analysis implies that

\[
B_{m^*, n^*} + \sigma = \frac{\omega^* - S_A + S_B}{2}
\] (9)

so that

\[
\sigma = \frac{\omega^* - S_A + S_B}{2} - B_{m^*, n^*}.
\] (10)

Subtracting (8) from (10), we get

\[
0 = \omega^* - A_{m^*, n^*} - B_{m^*, n^*}.
\] (11)

which is true by definition, see (6). This demonstrates consistency and provides justification for choosing the midway point (the natural compromise) solution to the TU game.
3.2.2 Threat strategy

To determine the threat strategies of $A$ and $B$, first note that since their average payoffs are $\frac{1}{2}(\omega^* + S_A - S_B)$ to $A$ and $\frac{1}{2}(\omega^* - S_A + S_B)$ to $B$, we have that $A$ is naturally incentivized to select a threat strategy that maximizes $S_A - S_B$ while $B$ seeks to minimize it. Since,

$$S_A - S_B = p^\top Aq - p^\top Bq = p^\top (A - B)q,$$  \hspace{1cm} (12)

finding the threat strategy can be described as a zero sum game with payoff matrix $A - B$. If a saddle-point exists, the threat point corresponds to the saddle-point: the $(m,n)$ pair for which $\max_m \min_n (A_{mn} - B_{mn}) = \min_n \max_m (A_{mn} - B_{mn})$. Otherwise, the solution is simply an optimal two-person zero-sum mixed strategy. In this game, $A$ selects their strategy, $p$, in a way that they are guaranteed the same (expected) payoff regardless of whether $B$ chooses $n = 1$ or $n = 2$. Similarly, $B$ selects a strategy that guarantees the same (expected) payoff regardless of whether $A$ chooses $m = 1$ or $m = 2$. As such, $A$ chooses a strategy $p$ that renders $B$ indifferent between choosing $n = 1$ or $n = 2$. Under $p$, player $B$’s expected utility given $n = 1$ (i.e., given they choose $n = 1$ with probability $q = 1$) is

$$[p \ 1-p] \begin{bmatrix} B_{11} - A_{11} & B_{12} - A_{12} \\ B_{21} - A_{21} & A_{22} - A_{22} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} = ((B_{11} - A_{11}) - (B_{21} - A_{21}))p + B_{21} - A_{21}. \hspace{1cm} (13)$$

Their expected utility given $n = 2$ (i.e., when $q = 0$) is

$$[p \ 1-p] \begin{bmatrix} B_{11} - A_{11} & B_{12} - A_{12} \\ B_{21} - A_{21} & B_{22} - A_{22} \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix} = ((B_{12} - A_{12}) - (B_{22} - A_{22}))p + B_{22} - A_{22}. \hspace{1cm} (14)$$

For player $B$ to be indifferent between these two choices, player $A$’s threat strategy should render (13) and (14) equal. We get,

$$p = \frac{A_{22} - B_{22} - A_{21} + B_{21}}{A_{11} - B_{11} + A_{22} - B_{22} - A_{12} + B_{12} - A_{21} + B_{21}}, \hspace{1cm} (15)$$

and player $A$’s expected utility given $m = 2$ is

$$\begin{bmatrix} 0 & 1 \end{bmatrix} \begin{bmatrix} A_{11} - B_{11} & A_{12} - B_{12} \\ A_{21} - B_{21} & A_{22} - B_{22} \end{bmatrix} \begin{bmatrix} q \\ 1-q \end{bmatrix} = ((A_{11} - B_{11}) - (A_{12} - B_{12}))q + A_{12} - B_{12}. \hspace{1cm} (16)$$

3.3 Payoff Formulation

3.3.1 Modeling Payoffs

We define the gains to vehicle groups $A$ and $B$ associated with the updated strategy $S^*(t)$ as

$$G_A = \sum_{v \in A} \Upsilon_v \Delta \tau_{t,v}, \hspace{1cm} (20)$$

and

$$G_B = \sum_{v \in B} \Upsilon_v \Delta \tau_{t,v}, \hspace{1cm} (21)$$

respectively. Note that $G_A > 0$ and $G_B < 0$. As such, group $A$ prefers the new control strategy $S^*(t)$, while group $B$ prefers the prior control strategy, $S(t)$.

Following the definitions in 3.2, we have the action pairs $(S^*(t), S(t))$, $(S^*(t), S^*(t))$, $(S(t), S(t))$, and $(S(t), S^*(t))$. We use the gains defined above as the payoffs to the vehicle groups when there is no conflict. The action pairs $(S^*(t), S(t))$ and $(S(t), S^*(t))$ correspond to conflicts. In these two cases, we assume that a controller breaks the conflict by applying a randomized strategy: it selects $S^*(t)$ with probability 0.5 and $S(t)$ with probability 0.5. Then, the expected payoffs for $(m,n) = (S^*(t), S(t))$ and $(m,n) = (S(t), S^*(t))$ are set to zero and we have that

$$A \equiv \begin{bmatrix} 0 & G_A/2 \\ -G_A/2 & 0 \end{bmatrix} \hspace{1cm} (22)$$
and

\[ \mathbf{B} = \begin{bmatrix} 0 & G_B / 2 \\ -G_B / 2 & 0 \end{bmatrix}. \] (23)

Hence,

\[ \mathbf{A} - \mathbf{B} = \frac{1}{2} \begin{bmatrix} 0 & G_A - G_B \\ -G_A + G_B & 0 \end{bmatrix}. \] (24)

For this matrix, it can be immediately demonstrated that a saddle-point exists, since \( \max_m \min_n (A_{mn} - B_{mn}) = \min_n \max_m (A_{mn} - B_{mn}) = 0 \), and the threat-point is the action pair \((m, n) = (1, 1)\).

### 3.3.2 Allocation of side payment

The total side payment from \( \mathcal{A} \) to \( \mathcal{B} \), \( \sigma \), is immediately calculated using Eq. (8) or Eq. (10). The side payment is divided between the vehicles in the game in proportion to their gains. Let \( \sigma_v \) denote the side payment made by vehicle \( v \). Then,

\[ \sigma_v = \begin{cases} \frac{1}{G_A} \sum_{t=1}^{T} \Delta \tau_{t,v} \sigma, & \text{if } v \in \mathcal{A} \\ \frac{1}{G_B} \sum_{t=1}^{T} \Delta \tau_{t,v} \sigma, & \text{if } v \in \mathcal{B} \\ 0, & \text{if } v \notin \mathcal{A} \cup \mathcal{B} \end{cases}. \] (25)

According to (25), because \( \sigma > 0 \), every vehicle in \( \mathcal{A} \) makes a positive side payment, and every vehicle in \( \mathcal{B} \) “makes” a negative side payment (i.e., receives a payment).

### 3.4 Control Method

The proposed TU game framework can be combined with various control methods. The optimal strategy \( S^*(t) \) can differ from one control method to another under the same inputs. In this section, we show how the proposed framework can be combined with three existing control techniques, a phase switching method and a reservation-based control method (for isolated intersections), and a max-weight based approach for a network-wide decentralized controller.

#### 3.4.1 Phase Switching Method

Without loss of generality, consider the example intersection layout in Fig. 3(a), which is an isolated three-lane four-leg intersection with four through movements and four left-turning movements. For this intersection there are only eight possible movement combinations, which are illustrated by the phasing schemes shown in Fig. 3(b).

To ensure that all movements are serviced, the eight signal phases can be divided into two signal control groups: a signal cycle that includes phases I - IV and a signal cycle that includes phases V - VIII. The phases can be sequenced in numerous ways for each of these two cycles.

#### 3.4.2 Reservation-Based Control

In a reservation-based system, CVs send requests to the controller upon entering the control zone of the intersection. Upon receiving a new request, the controller updates \( S^*(t) \). A similar approach was proposed in [14] for AVs. A reservation-based system optimizes individual vehicle discharge times (and trajectories in the case of AVs). Suppose there are \( n \) vehicles along the inbound links at the intersection (all approaches), and a new vehicle enters the system at time \( t \). Here, \( S(t) \) is the optimized control strategy prior to the arrival of the new vehicle with the new vehicle processed last in the sequence. Thus, it is assigned the index \( n + 1 \) and the discharge times are \( T(t) = [t_{t,1} \cdots t_{t,n} t_{t,n+1}]^T \).
The updated strategy $S^*(t)$ is one that selects a discharge sequence of the $n + 1$ vehicles which maximizes the total VOT-weighted travel time gains. Let $P(n + 1) \subseteq 2^{n+1}$ denote the set of admissible permutations of the $n + 1$ vehicles. By admissible, we mean to preclude sequences that involve impossible over-taking (for example). Similar to the phase switching control example above, the updated strategy can be chosen as follows:

$$S^*(t) = \arg\max_{\nu \in P(n+1)} \sum_{v=1}^{n} Y_v \Delta r_{t,v}(\nu), \quad (27)$$

where we have emphasized dependence of the travel time gains on the chosen permutation.

Note that neither of these two methods scales to large networks computationally. Computing optimal strategies is only possible if these control techniques are applied in a decentralized way. This motivates the next control strategy, which is decentralized but comes with network-wide performance guarantees.

### 3.4.3 Max-Weight Control

This approach can be seen as a generalization of the phase switching approach described above. In this example, the updated strategy represents the next phase to select at each intersection in the network. Let $\mathcal{L}$ and $\mathcal{J}$ denote the sets of network links and network junctions, respectively. With slight notation abuse, let $P_j = \{\pi^j\}$ denote the set of phases that can be selected at junction $j$, $M_j$ the set of movements across junction $j$, and $\mathcal{M}$ the set of all network movements. Each phase $\pi^j_i$ consists of a set of non-conflicting movements in $M_j$.

Let $Q_{a,b}(t)$ denote the size of the vehicle queue along link $a$ that is destined to link $b$ and consider the Lyapunov function

$$L(t, \pi) = \frac{1}{2} \sum_{(a,b) \in \mathcal{M}} [w_{a,b}(t, \pi^j)]^+ Q_{a,b}(t)^2, \quad (28)$$

where $[.]^+ = \max\{0, \cdot\}$, $\pi = [\pi^1 \cdots \pi^j \cdots \pi^{|\mathcal{M}|}]$ is a vector of junction phases, and $w_{a,b}(t, \pi^j)$ is a movement weight. Let $V_{a,b}(t)$ denote the set of vehicles in the queue at link $a$ destined to link $b$ at time $t$, then the movement weights are calculated as

$$w_{a,b}(t, \pi^j) = \sum_{v \in V_{a,b}(t)} Y_v \Delta r_{t,v}(\pi^j). \quad (29)$$

Let $\phi_{a,b}(t, \pi^j)$ denote the vehicle flux from link $a$ to link $b$ if phase $\pi^j$ is active and define the weight

$$W_{a,b}(\pi^j) = \left[ w_{a,b}(t, \pi^j) Q_{a,b}(t) - \sum_{c=(b,c) \in \mathcal{M}} w_{b,c}(t, \pi^j) r_{b,c} Q_{b,c}(t) \right]^+, \quad (30)$$

where $r_{b,c}$ is the fraction of vehicles in link $b$ that are destined to link $c$. Finally, the max-weight strategy is calculated, for each $j \in \mathcal{J}$, as

$$S^*_j(t) = \arg\max_{\pi^j \in P_j} \sum_{(a,b) \in M_j} W_{a,b}(\pi^j) \phi_{a,b}(t, \pi^j), \quad (31)$$

where $S^*_j(t)$ is the updated strategy for junction $j$. It can be demonstrated analytically that ensures traffic stability at the network level by applying Lyapunov drift techniques [53, 54], using the Lyapunov function (28).

### 4 Numerical Experiments

#### 4.1 General Settings

In the simulation experiments below, the minimum time headway is set to 1.8 seconds and the free-flow speed is 60 km/h. We use a log-normal distribution to generate vehicle VOTs, and assume a mean VOT of 14.1 Euro/h [4] and a standard deviation of 9 Euro/h. The cumulative distribution function of VOTs is shown in Fig. 4. Vehicle inter-arrival times follow a negative exponential distribution with different rates for different experiments. The control zone of the intersections in the experiments are circles with different radii in different experiments, including 75m and 150m, corresponding to 10 vehicles/lane and 20 vehicles/lane at most. These distances are well within the communication range of V2I [47]. The control zone of the intersection can include both queued vehicles and
vehicles that are in motion and approaching the intersection. For experiments with large arrival rates, we allow vehicles to queue outside of the intersection’s control zone, such vehicles are not considered in the calculations (they are treated as being outside of the system from the controller’s perspective). In each simulation scenario (fixed volume, control zone, penetration rate, etc.), we simulate at least 54,000 vehicle arrivals for a single intersection.

To analyze the performance of the proposed technique, we utilize a “benefit” metric denoted $\beta_v$, which is a quasi-linear function of time-saved and payment similar to [73]. We benchmark against a first-come-first-serve plan: we define the time saved by vehicle $v$ as their travel time under a first-come-first-serve plan less their travel time using the proposed approach. Denote the time saved by vehicle $v$ by $\tau_v^d \in \mathbb{R}$. Vehicle $v$’s benefit is given by

$$\beta_v = \tau_v^d Y_v - \sigma_v. \quad (32)$$

We also define another metric based on delay, which we refer to as loss. Denote by $\lambda_v$ the loss to vehicle $v$. This is given by

$$\lambda_v = \tau_v^d Y_v + \sigma_v, \quad (33)$$

where $\tau_v^d \geq 0$ is vehicle $v$’s delay, defined here as their travel time less their free-flow (unobstructed) travel time.

### 4.2 Isolated Intersection Experiments

To test the proposed approach, we perform simulation experiments on a hypothetical three-lane four-leg intersection (shown in Fig. 3). We use reservation-based control described in Sec. 3.4.2. Fig. 5 shows the average benefit (mean of $\beta_v$ in (32), in cents) of our method from a vehicle’s entry to its exit, in which the control zone is 20 vehicles/lane (150m), and penetration rate is 100%. Fig. 5(a) summarizes low traffic volume scenarios (from 0 to 1200 veh/h), and Fig. 5(b) summarizes high traffic volume scenarios (1200 to 2400 veh/h).

In general, most vehicles have positive benefit on average. Furthermore, when VOT is larger, the benefit is larger; and when the traffic volumes increase, the benefits also increase rapidly. For comparison, using the same random seeds, we run simulation experiments with a second price auction scheme. The results are shown in Fig. 6. Because winners are required to pay an operator, their expected benefit is always negative when the intersection volume is low (Fig. 6(a)). However, when the volume is high (Fig. 6(b)), second-price auctions outperform first-come-first-serve, since the latter do not account for VOT. If we compare Fig. 5 with Fig. 6, we see that the mean benefit of direct-transactions is always higher than the mean benefit under second price auctions.

![FIGURE 5: Contour of mean benefit under direct-transactions (baseline: first-come-first-serve).](image)

![FIGURE 6: Contour of mean benefit under second-price auctions (baseline: first-come-first-serve).](image)

![FIGURE 7: Sensitivity analysis of penetration rate and detection ability.](image)

We next compare our results with two approaches that do not consider VOT or side payments under the same simulation framework. The first minimizes total delay and the second applies a first-come-first-served service discipline. The results are depicted in Fig. 8. The figure illus-
trates the competitiveness of the proposed approach as it outperforms the other two strategies in terms of mean loss averaged over all vehicles in the system.

![Graph showing performance of three control strategies.]

**FIGURE 8: Performance of three control strategies.**

### 4.3 Impact of Untruthful VOT Reporting

If a vehicle reports a false VOT (while others report true VOTs), the benefit (or loss) can change. The change in benefit as a result of this “marginal” dishonest reporting is given by

$$
\Delta \beta_v \equiv \beta^\text{false}_v - \beta^\text{honest}_v = [\tau^\text{false}_v - \tau^\text{honest}_v] - [\sigma^\text{false}_v - \sigma^\text{honest}_v],
$$

(34)

where $\beta^\text{false}_v$ represents benefit with false VOT reporting, $\tau^\text{false}_v$ is the time saved with false reporting, $\tau^\text{honest}_v$ is the time saved with honest reporting, $\sigma^\text{false}_v$ is the side payment made under false reporting, and $\sigma^\text{honest}_v$ is the side payment that is made under honest reporting.

On the three-lane four-leg intersection, we test the impact of untruthful VOT reporting. Fig. 9 is a contour plot of $\Delta \beta_v$ values associated with the different combinations of true VOT and declared VOT, when the average traffic volume is 1200 veh/h.

![Graph showing additional benefit after untruthful reporting of VOT.]

**FIGURE 9: Additional benefit after untruthful reporting of VOT.**

The figure shows that the zero additional benefit lies along the diagonal. This corresponds to the case where vehicles are truthful. As we move away from the diagonal line, the benefit differences tend to be negative, which indicates that untruthfulness in VOT reporting should be dis-incentivized in the proposed framework.

Next, consider the same experiment but without side payments. The net benefits, $\Delta \beta_v$, in this case are depicted in Fig. 10. The results suggest that there is always an incentive to exaggerate one’s VOT. We see that basing priority on VOT but prohibiting side payments results in poor performance overall especially when the real VOTs get higher.

![Graph showing additional benefit after untruthful reporting of VOT without transaction.]

**FIGURE 10: Additional benefit after untruthful reporting of VOT (without transaction).**

### 4.4 ‘Gaming’ the System

In this experiment we simulate the following scenario: a vehicle that stops at an intersection approach and collects payments in exchange for providing priority to vehicles in an opposing approach thereby blocking their approach. The question is: how much benefit can this vehicle earn from such a strategy?

In order to make the example more realistic, we set each movement to have two lanes so that one stopped vehicle will not block the approach completely. As shown in Fig. 11, the black vehicle stops and blocks its lane, and its following vehicles need to change lanes to pass. We only take two movements and choose phase switching control in this toy sample. Vehicles in the blocked lane have higher headways and lower throughputs (less opportunity to change lane and pass) than their neighbors.

We test with VOTs in the range 1-40 $/h$ (in increments of 18 $/h$) for the obstructing vehicle and various vehicle arrival rates to the system, from 100 to 900 veh/h/lane. The results, shown in Fig. 12, illustrate a 'frustrating' situation
for this vehicle. Because there is no 'time saved' for the obstructing vehicle, we redefine its benefit-per-unit-time as valued time-wasted (1 minute times VOT) plus monetary income. We see that the benefit-per-unit-time in all scenarios is negative. Moreover, we see that this loss increases with VOT and volume.

The primary reason for this is that playing the game is voluntary but if one chooses to play there is always a chance that they win and will hence be required to make a payment. In essence, the stopped vehicle delays the whole movement, which results in an accumulation of vehicles along the approach creating an asymmetry at the intersection. This, in turn, results in the obstructing vehicle's approach winning the game more frequently.

4.5 Arterial Experiments

We now perform experiments on the four-intersection arterial depicted in Fig. 13. We assume the same (mean) arrival rates to the four intersections and employ a max-weight control scheme. Although the control scheme is decentralized, we allow communication between the vehicles and all four intersections and between the intersection controllers. We assume the cycle lengths are the same for the four intersections (40s), the yellow indication is 1.8s, and the off-set time between adjacent intersections is 20s (we coordinate the green times for good signal progression). An example dual-ring cycle is shown in Fig. 14. The vehicle flux function \( \phi_{a,b}(t, \pi^j) \) used is based on Newell's non-linear flow-density relation [55]

\[
\phi = v_f \rho - v_f \rho \exp \left( \frac{w}{v_f} \left( 1 - \frac{\rho_{jam}}{\rho} \right) \right),
\]

where \( \rho \) is the traffic density, \( v_f = 60 \text{ km/h} \) is the free-flow speed, \( w = 25 \text{ km/h} \) is the backward wave speed, and \( \rho_{jam} = 133 \text{ veh/(km} \cdot \text{lane)} \) is the jammed traffic density.

Using the same random seeds, we test three scenarios. The first scenario (Coor-Pay) employs our proposed direct- transaction mechanism with signal coordination. The second scenario (Iso-Pay) also employs a direct-transaction mechanism but without signal coordination (i.e., the intersections are isolated). The third scenario (Coor-TV) assumes no economic instruments but the signals are coordinated.

We calculate the mean loss \((33)\) of all vehicles at the four intersections under different volumes The results are shown
in Fig. 15. Clearly, Coor-Pay out-performs the other two under all tested volumes, and the third scenario, which only includes signal coordination performs far worse than the other two over all volumes. We further compare mean benefits (32) for the first two (Coor-Pay and Iso-Pay) over varying vehicle VOTs in Fig. 16 and see that the differences are larger for vehicles with higher VOTs, but the difference is generally not very large.

![Figure 15: Mean loss of all arterial vehicles: bottom (orange) curve: Coor-Pay, middle (red) curve: Iso-Pay, top (blue) curve: signal coordination without economic instruments (baseline: free-flow passing).]

![Figure 16: Expected benefits of Coor-Pay and Iso-Pay.]

5 Conclusion

This paper designed a simple and efficient cooperative framework for intersection control, which is compatible with and complements a variety of existing real-time (adaptive) control methods. The approach employs a cooperative games framework, namely, transfer of utility, to calculate the payments. In contrast to most popular intersection control schemes with economic instruments (e.g., auctions), in the proposed setting, winners compensate the losers directly. We also demonstrated how the proposed payment mechanism can be combined with a variety of existing intersection control schemes. We tested the proposed scheme using simulation experiments for an isolated intersection employing a reservation-based scheme and a signalized arterial employing max-weight control. In the former case, it was shown that the proposed economic instrument outperforms second best auctions, and in the latter case, we demonstrated the efficacy of economic instruments compared to coordinated signal control without economic instruments.
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