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To solve the problems of rough edge and poor segmentation accuracy of traditional neural networks in small nucleus image segmentation, a nucleus image segmentation technology based on U-Net network is proposed. First, the U-Net network is used to segment the nucleus image, which stitches the feature images in the channel dimension to achieve feature fusion, and the skip structure is used to combine the low- and high-level features. Then, the subregional average pooling is proposed to improve the global average pooling in the attention module, and an attention channel expansion module is designed to improve the accuracy of image segmentation. Finally, the improved attention module is integrated into the U-Net network to achieve accurate segmentation of the nuclear image. Based on the Python platform, the experimental results show that the proposed segmentation technology can achieve fast convergence, and the mean intersection over union (MIoU) is 85.02%, which is better than other comparison technologies and has a good application prospect.

1. Introduction

With the development of medicine, more and more medical imaging images need to be processed, and image processing technology has become more and more important [1]. Traditional medical imaging image processing and analysis only rely on the doctor’s experience, which not only wastes manpower but also affects the accuracy rate because the doctor’s experience and physical condition affect judgment result. Therefore, the breakthrough of automated medical image processing technology has a very critical role in improving the efficiency of medical diagnosis [2]. Medical image segmentation is an important task. Moreover, many other related tasks in medical image processing require image segmentation in advance. Medical image segmentation generally refers to the extraction of certain target regions in the entire image in some way, such as cell nuclei, an organ, or tissue [3, 4]. The results of medical image segmentation usually have no intersection in each area. Moreover, each segmented area has a certain similarity in its interior [5]. Compared with image segmentation of natural scenes with clear outlines, medical images have great particularities. The complexity of the medical image itself causes the separation between its components to be blurred, and the boundaries between the components are not clear enough [6].

The method of medical image segmentation has developed from the initial manual segmentation to semi-automatic segmentation and then to the most recent fully automatic segmentation [7, 8]. With the gradual in-depth study of medical image segmentation by domestic and foreign researchers, many research results based on traditional algorithms have been obtained, which can be divided into three categories [9]. One is an algorithm that uses the discontinuity of boundary information to perform segmentation, such as surface fitting, parallel differential operator, deformation model, and so on [10]. The second is an algorithm for segmentation using the similarity of different regions of the image, such as region growing algorithm, threshold method, classification and clustering algorithm, and statistical-related algorithm [11]. The third is an algorithm that combines the discontinuity of boundary
information and the similarity of different regions of the image [12]. Reference [13] proposed an immune system programming (ISP) image segmentation algorithm based on a new evolutionary algorithm combined with region growth technology. The ISP algorithm with a tree data structure can segment medical images better. However, the actual area growth technology does not consider the complexity of the image boundary, and the accuracy rate needs to be optimized. Reference [14] proposed an improved multi-level threshold image segmentation method based on differential evolution. The efficiency of different parts of the allocation differential evolution algorithm is evaluated by measuring the quality of the candidate solutions, so as to generate the optimal solution of the allocation population to improve the efficiency of the algorithm when the number of thresholds increases. Reference [15] proposed a non-revisited quantum behavior particle swarm algorithm. Among them, the use of a refined search method overcomes the shortcomings of the original search method, reduces the computational cost, and has better effectiveness and robustness. Reference [16] proposed an active contour segmentation method for morphological medical images with an automatic initialization function. This method has a low computational cost, good robustness, and a high degree of automation. However, the settings before initialization are more complicated, and the adaptability to different application scenarios is low.

Traditional algorithms have obvious limitations. In recent years, deep learning methods have developed rapidly and are widely used, such as recurrent neural networks, restricted Boltzmann machines, and convolutional neural networks [17]. Reference [18] proposed a deep belief network brain tumor image segmentation method based on harmonious cuckoo search. By integrating Bayesian fuzzy clustering and the active contour model, better accuracy is obtained, but the computational efficiency is not high. Reference [19] achieved high-precision tumor segmentation in the segmentation process of the fuzzy mean clustering algorithm by extracting the features of the gray co-occurrence matrix and the grayscale run-length matrix. However, the steps in the feature extraction stage are more complicated, and the segmentation efficiency needs to be improved. Reference [20] developed a multi-graph-based tag fusion high-order feature learning framework. Fusion of the mean-covariance limited Boltzmann machine and high-level image features to segment structural brain images. Reference [21] used the evolutionary computing potential of dense blocks and residual blocks to propose an automatic evolution model for medical image segmentation. Good results have been achieved, but there remain some difficulties for image segmentation of complex nuclei.

Aiming at the fact that the existing segmentation methods are difficult to apply to the image segmentation of the nucleus in the medical field, a U-Net-based cell nucleus image segmentation technology is proposed. Compared with traditional medical image segmentation methods, its innovations are

(1) To solve the problems of poor segmentation of small nucleus, rough edges, and under- and over-segmentation, the U-Net network is used for image segmentation. It stitches feature maps in the channel dimension to achieve feature fusion and uses a skip structure to combine low- and high-level features to ensure the segmentation effect of the nucleus.

(2) Due to the commonly used global mean pooling method, the extracted channel attention information is weak in interpretability, and the information is rough. Therefore, the subregional average pooling method is used in the attention module instead of the global average pooling method.

The structure of this paper is as follows: Section 1 introduces the significance and research status of medical image segmentation and summarizes the innovation points of the proposed segmentation network. Section 2 introduces the U-Net network in detail, as well as the attention mechanism and its improvement methods, thereby designing a complete nucleus segmentation network structure. Section 3 conducts experiments and evaluates the results to demonstrate that the proposed segmentation network has good feasibility and effectiveness. Finally, the full text is summarized and prospected.

2. Theory and Method

2.1. U-Net. Because the semantic segmentation effect of fully convolutional networks (FCN) is relatively rough, and the U-Net network, as a further extension of the FCN, has become the cornerstone of medical image segmentation [22, 23]. U-Net is a semantic segmentation network proposed by Olaf Ronneberger in 2015. In the upsampling process, the form of downsampling is matched to keep it consistent [24]. On this basis, a large number of feature maps in the downsampling stage are added to the upsampling to fill in the information lost in the calculation process. Its structure is shown in Figure 1.

U-Net includes a contraction path and an expansion path. The left side of Figure 1 is a contraction path, that is, downsampling, including two $3 \times 3$ convolutional layers and a $2 \times 2$ maximum pooling layer with a stride of 2. The activation function is rectified linear unit (ReLU) [25]. The classic image classification network with the fully connected layer removed is usually used. It performs a convolution kernel pooling operation on the original input picture, which can obtain contextual semantic information to solve the classification problem in image segmentation. On the right is an expansion path, that is, upsampling, which can locate segmentation tasks [26]. Up- and downsampling are symmetrical. First, a $2 \times 2$ convolutional layer is connected to reduce the number of feature channels, and then two $3 \times 3$ convolutions are used. Finally, there is a convolutional layer of $1 \times 1$ to map the required number of feature vectors, and the convolution is an unpadding structure.
The U-Net network has a major change in structure, and it builds more characteristic channels through skip connections during upsampling. Moreover, U-Net and FCN use different methods for feature fusion. FCN adds the feature maps point by point, while U-Net splits the feature maps to make them have more channels. The model training requires fewer data sets, can converge on a small amount of data, and can quickly obtain results when performing image segmentation.

The energy function of network training uses weighted cross-entropy, which is calculated as follows:

$$E = \sum_{x \in \phi} w(x) \log(p_k(x)),$$

$$p_k(x) = \frac{\exp(\sigma_k(x))}{\sum_{k'} \exp(\sigma_{k'}(x))},$$

where $\sigma_k(x)$ represents the activation function of the $k$-th feature channel at the $x$-th pixel. $k$ is the number of categories. $p_k(x)$ is the approximate maximum function. $\phi$ is the image set. $w(x)$ is the importance of pixels in the training composition; the more the importance, the greater the weight.

U-Net has special advantages in processing medical images. To solve the problem of the lack of sample images in medical images, elastic deformation is used to complete data enhancement. Elastic deformation is a relatively common type of deformation in actual cells, so it is very suitable for medical image processing [27, 28]. The algorithm of data enhancement is adopted to make the neural network model learn the invariance of elastic deformation so that the network can have good elastic deformation adaptability when the data set is small. It can correctly complete the segmentation when encountering the elastically deformed medical image.

2.2. Attention Module. To improve the segmentation speed of the network, a lightweight network is used as a feature extraction network, but there is a certain loss in the accuracy. In order to improve the accuracy, adding an attention module to the U-Net helps enhance the feature expression of the model [29, 30]. This module integrates different information and improves the understanding of the model, which is similar to the attention mechanism of human vision. There are two types of human visual attention mechanisms: Bottom-up data-driven attention mechanism and top-down task-driven target attention mechanism [31]. Both mechanisms can learn the parts required by the task from a large amount of data. The proposed network uses a bottom-up data-driven attention mechanism [32]. The attention module starts from the relationship between feature channels and considers the interdependence factors between feature channels. Through the self-learning of the network, the features that have little effect on the current segmentation are effectively suppressed, and the weight of beneficial features is enhanced. Its module structure is shown in Figure 2.

The attention module first performs global average pooling (GAP) on the feature map of each channel to obtain the vector of $1 \times 1 \times K$, and then performs two fully connected (FC) layer conversions. To suppress the complexity of the model, dimensionality reduction and increase are performed between the two FC layer conversions, which is similar to a “bottleneck”, and Sigmoid and ReLU activation functions are used.
Image semantic segmentation tasks are often aimed at the processing of complex scenes. There are often multiple objects in the image; the object types and sizes are different; and the spatial scene distribution is complex. Using GAP directly means simply treating each channel as a single-category problem, and GAP has no parameters to learn from [33]. The channel information obtained by this method may be too rough to explain the meaning of the channel better [34]. To solve the problem and learn the spatial distribution of the image better, a GAP improvement method is proposed, namely, subregional average pooling (SAP). GAP directly transforms a channel feature with a dimension of $H \times W \times 1$ into a $1 \times 1 \times 1$ size feature, and the process of SAP processing is shown in Figure 3.

SAP first transforms a channel feature with a shape of $H \times W \times 1$ into a new feature map with a dimensional shape of $m \times n \times 1$ after an adaptive mean pooling operation so that the obtained channel feature retains some spatial information. Then, a convolution operation with a kernel size of $m \times n$ is used to convert the obtained new channel feature map into a channel feature with a dimension of $1 \times 1 \times 1$. The convolution operation can learn the characteristics of the image after pooling and get its spatial characteristics. It should be noted that in the experiment, in order to facilitate the calculation and not increase the amount of calculation too much, the parameter is set to $m = n = 4$, and it is better not to be too large for $m$ and $n$, generally less than or equal to 7.

In order to allow low-level channel information to be transmitted to higher-level channels, low- and high-level channel information are aligned at the same time. An attention channel expansion module CE is designed in the proposed network, as shown in Figure 4.

Among them, a $1 \times 1$ convolution operation is used to increase the number of channels, and then the Sigmoid function is used [35]. The high-level channel attention weight and the low-level expanded channel attention weight are added to obtain the updated channel attention weight. Finally, the recalibrated channel weight is multiplied by the high-level features. It should be noted that the range of the updated channel weight is $(0, 2)$ instead of the usual $(0, 1)$. This will allow the weight to not only reduce the original feature value but also expand the feature value [36].

In order to facilitate the description, the input feature map is denoted as $U = [u_1, u_2, \ldots, u_C]$, $u_i \in \mathbb{R}^{H \times W}$ represents the $i$-th channel map in $U$, $f \in \mathbb{R}^{m \times n \times C}$ represents the feature map of $U$ after the pooling operation, and its dimension is $m \times n \times C$. $u_i^c \in \mathbb{R}^{m \times n \times C}$ indicates that the pooling operation corresponds to the characteristic subregion $g$ of the $c$-th channel graph in $U$. The size of the subregion is $h \times w$. Then the expression of the pooling operation can be obtained as follows:

$$f_{c}^{(m,n)} = \frac{1}{h \times w} \sum_{i=1}^{h} \sum_{j=1}^{w} u_{i}^c(i, j).$$

Next, it is a convolution calculation, defining symbol $\ast$ represents the convolution, $d_c \in \mathbb{R}^{m \times n \times C}$ represents the conjunction core corresponding to the $f_c$, and the result $F_c$ is represented as follows:

$$F_c = d_c \ast f_c.$$  

The activation function ReLU is used after batch normalization (BN) for $F = [F_1, F_2, \ldots, F_C]$. Here, $\varphi$ represents the BN operation, and $\sigma$ represents the ReLU function.

$$\bar{F} = \sigma(\varphi(F)).$$

Then, the obtained channel feature $\bar{F}$ is then connected to the convolutional calculation $s_1$ of $1 \times 1$, and the function is activated using the Sigmoid, where $r \in [1, C]$. Remember the Sigmoid function is $\delta$, the output $\delta_{\text{SAP}}$ of the SAP module is as follows:
\[ \delta_{\text{apm}} = [\delta_1, \delta_2, \ldots, \delta_r, \ldots, \delta_C], \]
\[ \delta_r = \delta \left( \sum_{i=1}^{C} s_i \ast F_i \right). \]  

Finally, the high-order channel attention distribution obtained by defining SAP module is \( \delta^{\text{H}}() \). The low-order channel attention distribution of the CE module is \( \delta^{\text{L}}() \). Then we can get the channel attention distribution \( \delta_F \) for updating higher-order features.

\[ \delta_F = \delta^{\text{H}}() + \delta^{\text{L}}(). \]  

After the above steps, a recalibrated feature \( \tilde{U} \) is
\[ \tilde{U} = U\delta_F. \]

### 2.3. Network Structure Design

In the U-NET network, the improved attention module is integrated for nuclear image segmentation. Its network structure is shown in Figure 5.

Three layers of \( 3 \times 3 \) convolution are used in the network; the last classification layer is removed; and the step size of the maximum pooling layer is changed from 2 to 1. At the same time, the ordinary \( 3 \times 3 \) convolution is changed to the expansion convolution with the expansion rate of 2 so that the resolution of the output feature map is equal to \( 1/16 \) of the size of the input image. An improved atrous spatial pyramid pooling (ASPP) module is added at the top of the network, and its output channel number is 512. After 4 times of upsampling, the output of the features by ASPP is added to a low-level feature that has undergone a \( 3 \times 3 \) convolution and has the same dimension. Then connect a \( 3 \times 3 \) convolution operation for feature fusion. Finally, it is upsampled to restore the original image size. Among them, the SAP module is used to obtain the initial channel weight information, and the CE module is used to expand the low-level channel attention.

Finally, each layer of the network is connected by skip connections, where connections exist in all layers. And in the pooling method, ASPP is used. ASPP provides a multi-scale information model, which adds a dilated convolution with different expansion rates on the basis of spatial pyramid pooling to capture a wide range of contexts. SAP is used to combine image features to increase the global context.

### 3. Experimental Results and Analysis

The network is built through the TensorFlow deep learning framework released by Google. The GPU model used is RTX 2080Ti, and the card memory size is 11 GB. The main information of the experiment is shown in Table 1.

### 3.1. Network Parameter Setting

In the experiment, ASPP was changed to 4 parallel \( 3 \times 3 \) expansion convolution operations, rates = \((1, 6, 12, 18)\). At the same time, during network training, random gradient descent (SGD) is used for parameter optimization. Its momentum parameter is set to 0.98, and the weight decay rate is \( 1 \times 10^{-4} \). The learning rate is a reduction strategy of the initial learning rate \( \gamma_0 = 5 \times 10^{-3} \) multiplied by \( \sqrt{a^2 + b^2} \). Among them, \( \text{power} = 0.99 \) and \( \text{iter}_{\text{current}} \) are the current number of iterations, and \( \text{iter}_{\text{max}} \) is the maximum number of iterations in the training process. The number of experimental training is 10,000, the image pixel size in the experiment is set to \( 512 \times 512 \), and the training batch size is \( 2 \times 8 = 16 \). At the same time, during training, data enhancement measures such as random cropping, horizontal flipping, vertical flipping, and random sample scrambling are adopted. In addition, during the evaluation, the image will be scaled at multiple scales, with a zoom ratio of 0.55–1.55.

### 3.2. Experimental Data

The data used in the experiment come from the 2018 Data Science Bowl, which is manually labeled by professional doctors, and contain 670 pairs of original images with 9 resolutions and annotated segmented images of each nucleus, as shown in Figure 6.

The original image in the data set is shown in Figure 6(a). Each original image corresponds to multiple segmented images of a marked nucleus, that is, an original picture usually contains multiple nuclei, and the annotated images of multiple nuclei are merged as shown in Figure 6(b). When collecting raw data, different acquisition methods, different magnification magnifications, and different cell presentation methods are used. Moreover, the cell types collected are inconsistent. This results in the cell images in the data set with different morphology and distinct light and dark. The model needs to have a strong generalization ability and be able to adapt to a variety of different situations.
3.2.1. Image Preprocessing. Due to the influence of various factors in the original data collection process, there is a large imaging difference in the cell images in the data set, which will affect the image segmentation. Therefore, it is necessary to preprocess it before segmentation. First of all, most of the pictures in the data set have a resolution of 512 × 512. Therefore, the picture resolution is unified to 512 × 512. Then, most of the data sets are grayscale images, and a few are color images. To improve the network processing speed, it is necessary to change the color images to gray scale.

In addition, in the process of collecting images, various noises are often interfered with and contaminated, resulting in a decrease in the signal-to-noise ratio of the image, and the edges of cells and the background become blurred. To improve the signal-to-noise ratio of the image, it is usually necessary to preprocess the image by filtering. In the experiment, a Gaussian smoothing filter is used to preprocess the image, and the filter \( G(x, y) \) is calculated as follows:

\[
g(x, y) = \frac{1}{2\pi\mu^2} e^{-\frac{(x^2+y^2)}{2\mu^2}},
\]

where \( \mu \) is the standard deviation of gray value, and \( l \) is the dimension of Gaussian convolution kernel.

3.2.2. Image Enhancement. To overcome the overfitting phenomenon of CNN, random shearing, flipping, gray perturbation, and shape perturbation are used in the experiment. Gray perturbation can transform each pixel in a small range. The gray value of the CT image is multiplied by a random number \([0.80–1.20]\), and a random number \([-0.20–0.20]\) is added. The grayscale perturbation in the training set can improve the stability of the network, thereby improving the performance of the prediction set network.

The CT and the contour images are deformed by affine transformation to form shape disturbance. The deformation method is to obtain first the coordinates of the 3 vertices (upper left, upper right, and lower left). Then each point moves randomly, and the range of random movement is the image length. Finally, an affine transformation is performed on the entire image.

3.3. Evaluation Index. In the experiment, pixel accuracy (PA), mean pixel accuracy (MPA), and MIoU are used as indicators to evaluate the performance of the proposed network. Suppose \( N_{pq} \) represents the correct number of divisions; \( N_{pq}^\tau \) indicates that the original pixel belongs to the \( p \) category but is divided into the number of \( q \) categories; \( N_{pq}' \) represents the number of pixels that originally belonged to the \( q \) category but were divided into \( p \) categories. There are \( \tau + 1 \) categories (including \( \tau \) categories and an empty category or background category).

PA is the simplest accuracy measure for semantic segmentation, which represents the proportion of correctly marked pixels to the total pixels. The calculation is as follows:

\[
PA = \frac{\sum_{p=0}^{k} N_{pp}}{\sum_{q=0}^{k} \sum_{p=0}^{q} N_{pq}}.
\]

MPA calculates the proportion of pixels that are correctly segmented in each class and then finds the average of all classes. The calculation is as follows:

\[
MPA = \frac{1}{\tau + 1} \sum_{p=0}^{\tau} \frac{N_{pp}}{\sum_{q=0}^{\tau} N_{pq}}.
\]

MIoU calculates the ratio of intersection and union of two sets. The pixel intersection ratio is calculated within each pixel category, and then the average is calculated as follows:

\[
MIoU = \frac{1}{\tau + 1} \sum_{p=0}^{\tau} \frac{N_{pp}}{\sum_{q=0}^{\tau} N_{pq} + \sum_{q=0}^{\tau} N_{qp} - N_{pp}}.
\]

MIoU is highly representative, efficient, and concise and has become the current general image segmentation evaluation index. Therefore, MIoU is used as the main evaluation index of the experiment.

3.4. Training Process. When training the network, the input image undergoes local response normalization before the
first layer of convolution. The objective loss function is optimized by using the Adam algorithm with an initial learning rate of 0.005 and iterated until the loss function converges. The weight decay is 0.0001, and the number of iterations is set to 10,000. In the training process, the training data set is randomly shuffled, and then the batch size is set to 20. Due to the large deviation of the number of pixels in each category in the data set, the median frequency equalization method is used to balance between classes.

In the experiment, the proposed network is iteratively trained for 100 epochs on the data set. The changes in MIoU, MPA, and the loss of the validation set during the training process are shown in Figure 7.

MIoU reached 83% when the network was trained to the 50th epoch. In the subsequent training, MIoU stabilized, reaching 90%. MPA reached 94% when the network iterated to 60 epochs. Loss is reduced to about 7% when the network is iterated to 30 epochs. After 100-epoch iterations, the model basically converged, and the loss was reduced to below 4%.

3.5. Comparison of Technical Effects. After the nucleus image segmentation network converges, it is used to segment the images on the test set, and its segmentation effect is evaluated. In order to demonstrate the segmentation performance of the proposed technology, it is compared with references [14, 21]. The segmentation result of the nucleus image is shown in Figure 8.

It can be seen from Figure 8 that reference [14] uses differential evolution improved multi-level threshold to achieve image segmentation. The segmentation of the central part of the nucleus image is very good, but the segmentation of the edge details and smaller nuclei is not very good. Moreover, there are certain over- and undersegmentation. Reference [21] proposed an automatic evolution model to achieve image segmentation. Similarly, the central part of the nucleus image is segmented well, and the phenomenon of over- and undersegmentation is relatively reduced. However, the result of manual annotation is relatively rough, and the ability to segment a smaller nucleus is poor. The proposed technology integrates the improved attention module into the U-Net network and has a better effect than the original U-Net for edge detail and smaller nucleus segmentation. The phenomenon of over- and undersegmentation is also relatively reduced, which is closer to the result of manual labeling. This proves that the proposed technology has ideal segmentation capabilities.

To quantitatively analyze the performance of the proposed technique, experiments are carried out on the data of nucleus image segmentation. Three indexes of PA, MPA, and MIoU are used to evaluate its segmentation performance with references [14, 21]. All test set data are used in the experiment to calculate the difference between the results of each technology segmentation and the manual segmentation standard, so as to obtain the evaluation results, as shown in Table 2.

The segmentation performance of the proposed technology is the best, and its MIoU reaches 85.02%. Because the proposed technology uses the most widely used U-Net network in the medical field and, at the same time, uses an improved attention module, the segmentation accuracy is further improved. Reference [14] realizes image segmentation based on a multi-level threshold improved by differential evolution. The optimal solution of the allocation population is generated by measuring the quality evaluation of the candidate solutions. The segmentation effect is affected by the choice of the larger optimal solution. Therefore,
the overall performance is poor; MPA is only 84.17%. Reference [21] uses the evolutionary computing power potential of dense and residual blocks to propose an automatic evolution model, which has better image segmentation results. However, there are still some shortcomings in the image segmentation of a complex nucleus. Compared with the proposed technology, its MIoU is reduced by 4.27%.

Briefly, by comparing the experimental results, we can see that from the traditional segmentation technology in reference [14] to the deep learning algorithm in reference [21] and then to the improved U-Net network of the proposed technology, the segmentation effect and robustness of the nucleus are getting better and better. The segmentation effect of edge details and the smaller nucleus is also getting better and better. The experimental results show that the feature fusion method of skip connection and feature splicing in the U-Net network significantly improves the effect of U-Net image segmentation. Moreover, the integration of the improved attention module has also significantly improved the accuracy of its image segmentation.

4. Conclusion

Traditional image segmentation algorithms generally need to extract some features manually in advance, such as the edges, corners, textures, and lines of the image. They have poor robustness and are easily affected by the environment. At the same time, the edges of the nucleus are more complicated, and the target is smaller. For this reason, a nucleus image segmentation technology based on the U-Net network is proposed. SAP and CE modules are used to improve the attention module, and the improved attention module is integrated into the U-Net network to segment the nucleus image, which further ensures the accuracy of segmentation. The 2018 Data Science Bowl data set is used on
the Python platform to demonstrate the proposed segmentation technology experimentally. The results show that it has better edge detail parts and smaller cell nuclei segmentation capabilities. PA, MPA, and MIoU are 89.97%, 91.35%, and 85.02%, respectively, which are better than other comparison techniques. It provides certain theoretical support for the high accuracy segmentation of the nucleus.

Because the offline method is used for image augmentation in the experiment, a larger storage space is required. In the following research, image augmentation can be added to the deep learning network to reduce the demand for storage space.
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