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Abstract

Knowledge distillation (KD) is an effective learning paradigm for improving the performance of lightweight student networks by utilizing additional supervision knowledge distilled from teacher networks. Most pioneering studies either learn from only a single teacher in their distillation learning methods, neglecting the potential that a student can learn from multiple teachers simultaneously, or simply treat each teacher to be equally important, unable to reveal the different importance of teachers for specific examples. To bridge this gap, we propose a novel adaptive multi-teacher multi-level knowledge distillation learning framework (AMTML-KD), which consists two novel insights: (i) associating each teacher with a latent representation to adaptively learn instance-level teacher importance weights which are leveraged for acquiring integrated soft-targets (high-level knowledge) and (ii) enabling the intermediate-level hints (intermediate-level knowledge) to be gathered from multiple teachers by the proposed multi-group hint strategy. As such, a student model can learn multi-level knowledge from multiple teachers through AMTML-KD. Extensive results on publicly available datasets demonstrate the proposed learning framework ensures student to achieve improved performance than strong competitors.

1. Introduction

Nowadays, with the broad prospect of artificial intelligence, more and more computational resources (e.g., graphics processing units and large scale distributed systems) are invested in this area. It in turn leads to much larger statistical models, especially for deep neural networks [7]. From LeNet [3], to AlexNet [11], and to VGG [22], there is a clear trend that top-performing models are becoming larger with numerous parameters. Moreover, ensemble learning [5] combines multiple models in an integrated framework, accentuating this trend and causing a much bigger size of model parameters. However, the heavy computational resources required by the approaches restrict their applications to platforms and devices with limited computational capability and low memory storage. Besides, many real application scenarios demand high speed execution, such as recommender systems [2]. Yet most complex models are slow to execute.

Recently two knowledge distillation learning paradigms, original KD (OKD) [8] and FitNet [18] are proposed to transfer knowledge from a larger neural network (teacher) to train a smaller and faster neural network (student), while retaining high classification performance. In original KD, the soft-target $\hat{y}^T$ generated by teacher is regarded as high-level knowledge. It induces the following hybrid loss to let student mimic teacher output:

$$L_{OKD} = H(y, y^S) + \frac{1}{\lambda} D_{KL}(\hat{y}^T, \hat{y}^S),$$

where $y$ and $y^S$ correspond to the ground-truth and inferred labels of student, respectively. $\hat{y}^S$ is the soft-target generated by student. $H$ is the cross-entropy loss and $D_{KL}$ is the Kullback Leibler (KL) divergence. $\lambda$ is a hyper-parameter to control the relative influence of teacher knowledge transfer.

From another view, FitNet introduces intermediate-level knowledge from the teacher neural layers to guide the learning of student neural layers:

$$L_{sHT} = \frac{1}{2}||u(x; W_H) - r(v(x; W_G); W_r)||^2,$$

where $u$ and $v$ are the teacher/student deep nested functions up to their respective hint/guided layers with parameters $W_H$ and $W_G$. $r$ is a regression function with parameters $W_r$, which achieves the goal of training student to mimic the feature map of teacher. Since the teacher network is only involved in the training procedure and does not take up any resource for deployment and use, it is effective and efficient for applying the learned student model into practice. It has aroused some successful applications in computer vision [18, 29], natural language processing [9, 15], recommender system [23], etc.

Most prior studies of distillation learning go deeper into the direction of knowledge distillation from one teacher to
one student. However, there exist different well-performed teacher models with different complex architectures, or even with the same architecture but different learned parameters due to different initializations. We believe that learning from multiple teachers simultaneously has potential to fuse more useful knowledge and improve the performance of student. Some recent studies [28, 6] have taken a step along this direction by either simply treating different teachers equally or manually tuning the teacher importance weights, lacking the ability of automatically discriminating different teachers. Some other studies [19, 24, 26] have applied multiple teacher networks to multi-task or multi-domain settings. They assume each task or domain corresponds to a teacher network. Therefore they are orthogonal to learning from multiple teacher networks for a single task in a single domain, which is a more general scenario used in most of knowledge distillation studies.

In this paper, we propose a novel Adaptive Multi-Teacher Multi-Level Knowledge Distillation learning framework, named AMTML-KD, where the knowledge involves the high-level knowledge of soft-targets and the intermediate-level knowledge of hints from multiple teacher networks. We argue that the fused knowledge is more comprehensive and effective for training a student network. Specifically, for the high-level knowledge, we first associate a latent representation with each teacher to indicate its characteristics and adaptively determine the importance weights of different teachers with respect to a specific instance based on both the teacher representation and instance representation gotten from a student model. These learned weights are leveraged for the weighted combination of soft-targets from corresponding teachers. Regarding to the intermediate-level knowledge, we propose a multi-group hint strategy by letting the intermediate layers of each teacher in charge of a group of layers in the student network. It could be regarded as an extension of FitNet for learning from multiple teachers. Through this manner, each teacher can transfer its deep feature representation to the intermediate layers of student. In summary, our main contributions are as follows:

- We develop a novel distillation learning framework AMTML-KD, which is the first one to address the adaptive learning of multi-level knowledge from multiple teachers.
- We propose a computational method to determine the instance-level teacher importance weights for integrating soft-targets, and a multi-group hint strategy transferring intermediate-level knowledge.
- We conduct extensive experiments on several public available datasets, verifying the effectiveness of our AMTML-KD, as well as the benefits brought by its main components.

2. Related work

Recent years have witnessed the large efforts applied to model compression, especially in the era of mobile computing. [4] is a pioneering study which utilizes trained large models to generate labels for unlabeled data, and then leverages the pseudo-labeled data as a complement to labeled training data to learn smaller models. However, the knowledge of teachers lying in the training data is overlooked. To address this issue, [1] utilizes labels generated by teachers for training data to optimize the student. More recently, distillation learning paradigm [8] is proposed to further combine both the ground-truth labels and teacher generated labels to guide the learning of a student model. Note a similar learning strategy, privilege learning [25], focuses on using privilege information only existing in training stage to help optimizing models and is unified with distillation learning [13]. Due to the strong applicability and generality of knowledge distillation, there are a great deal of follow-up studies.

In contrast to leveraging the generated soft-targets as knowledge, some studies such as FitNet [18] and attention transfer [30] take the intermediate representations of teachers as another type of knowledge and guide student to mimic the representations. Moreover, explicit knowledge from rules is incorporated into distillation learning through expectation regularization [9, 23]. More recently, relational knowledge distillation (RKD) [17] considers a new form of knowledge called structural knowledge, which is derived from the teacher outputs of multiple examples. This is different from previous studies which distills knowledge from each single example. Knowledge distillation also finds its wide range of applications. Despite image classification, the tasks of visual question answering [14], semantic segmentation [12] and machine translation [24] have been also benefited from distillation learning.

Although rich forms of knowledge and various applications have been extensively investigated by prior studies, only a few studies have considered the distillation learning from another perspective, i.e., learning knowledge from multiple teachers. [21] presents a noise-based regularization method, simulating learning from multiple teachers. [19] studies the domain adaption task by associating each source domain with a teacher for later distillation learning. [24] applies multi-teacher learning into multi-task learning where each teacher corresponds to a task. Similarly, [26] trains a classifier in each source and unifying their classifications on an integrated label space. Nevertheless, the multi-domain or multi-task setting limits the application of the method to more general scenarios for a single task in a single domain.

The most relevant studies to this paper are as follows: [6] manually tunes the weights of each teacher, which is costly and not automatic. [28] equally fuses knowledge
from multiple teachers in a more general setting. Unfortunately, since it assumes each teacher to be equally important and gets the integrated knowledge by averaging the soft-targets from different teacher networks, the different importance of different teachers for each data instance cannot be captured. Two other studies [31, 29] train each student with knowledge from other students by the idea of basic distillation learning but without considering any teacher guidance, which are orthogonal to our investigation.

3. Proposed learning framework

In this section, we provide the motivation of learning teacher-dependent importance weight and an overview of the learning framework. Then we specify its mathematical details and give intuitive understandings.

3.1. Motivation and overview

Consider there are two teachers, in which one is a math teacher and the other is a psychology teacher. If there is a partial differential equation to be solved and the two teachers give some solutions, then how should students learn from these solutions? From the perspective of human cognition, students should learn more from the math teacher’s solutions since they might contain more useful knowledge. The above intuition shows the necessity of considering different importance of teachers for different types of problems.

Now we pay attention to the task of image classification which will be tested in the experiments. As the example shown in Figure 1, given an image of orchid, three teacher neural networks have different prediction values for the same set of image categories. We could observe that the soft-target values generated from the first teacher carry more information of the similarities between the chosen labels and the ground truth label of which the prediction value is much larger and omitted in the figure. Therefore it is intuitive to allocate a larger weight to the first teacher for this image and smaller weights to the other two teachers to get the integrated soft-target value. Meanwhile, the deeper knowledge learned by teacher models can help student learn at each level. The above discussion motivates the proposal of learning adaptively from multiple teachers and multiple levels.

Figure 2 depicts the overview of the proposed adaptive learning framework. For each example in a given training set, we first employ several well-trained teacher networks (2 teachers shown in the figure) to generate the corresponding soft-target values as high-level knowledge and representations of intermediate layers as intermediate-level knowledge. The adapter is responsible for adaptively learning instance-level teacher importance weights for integrating soft-targets, which are further utilized to derive the standard knowledge distillation loss \( L_{KD} \) and angle based loss \( L_{\text{Angle}} \). \( L_{KD} \) and \( L_{\text{Angle}} \) help to learn the weighted dark knowledge and structural relation between examples respectively. Moreover, a multi-group hint based loss \( L_{HT} \) is for transferring intermediate-level knowledge from multiple teacher layers. The overall optimization target of the proposed AMTML-KD is given as:

\[
L = L_{KD} + \alpha L_{\text{Angle}} + \beta L_{HT},
\]

where \( \alpha \) and \( \beta \) are hyper-parameters to control the relative influence of the corresponding losses in the objective.

3.2. Adaptive learning of teacher importance

To explicitly capture the implicit characteristics of teacher networks, we introduce a set of latent variables making up a latent representation(named LR in Figure 2) to represent them. For example, the \( t \)-th teacher model is associated with a factor, denoted as \( \theta_t \in \mathbb{R}^d \) where \( d \) is the dimension of the factor and \( t \in \{1, \ldots, m\} \) with \( m \) teachers. This strategy is partially inspired by latent factor models commonly applied in the recommender system [10], where each user or item corresponds to one latent factor used to summarize their implicit features.

The representations of instances could be extracted from the output of some layer in a student network. Since image is what we focus on in this work, we take the output of the last convolutional layer as the tensor representation of an image by convention [16]. As such, we get \( B_i \in \mathbb{R}^{CHW} \) for the \( i \)-th image where \( C, H \) and \( W \) correspond to the number of channel, height and width of student’s feature map, respectively. To convert the space of the image representation to be the same as that of the teacher factor for ease of later computation, we adopt a simple max-pooling operation with a kernel whose size \( s = (H \times W) \). It keeps the most significant value in each channel. The operation is represented as follows:

\[
\delta_i = \text{MaxPooling} (B_i, s),
\]

where \( \delta_i \in \mathbb{R}^C \) and \( d \) is set to be equal to \( C \) for simplicity (e.g., 128).
Based on the above illustration, we calculate the importance weight of the $t$-th teacher model for the $i$-th image through the following manner:

$$
\gamma_{t,i} = \nu^T (\theta_i \odot \delta_t),
$$

where $\nu$ is a global parameter vector to be learned, $\odot$ denotes element-wise product. Larger $\gamma_{t,i}$ denotes the teacher is more important with regard to the image. From Equation 5, we can observe the interaction between the representations of the teacher model and the image is captured by the element-wise product operation. It computes their similarities in each dimension. $\nu$ determines whether or not the value in each dimension has a positive effect on the score. We further normalize the importance weight through the $\text{softmax}$ function defined as follows:

$$
w_{t,i} = \text{softmax}(\gamma_{t,i}) = \frac{\exp(\gamma_{t,i})}{\sum_{t'=1}^{m} \exp(\gamma_{t',i})}.
$$

In contrast to the average learning strategy [28], we propose the weighted addition operation to acquire the integrated soft-target $\tilde{y}_i^T$, which is defined as follows:

$$
\tilde{y}_i^T = \sum_{t=1}^{m} w_{t,i} \tilde{y}_{t,i}^T,
$$

where $\tilde{y}_{t,i}^T$ is the soft-target generated by the $t$-th teacher for the $i$-th image.

### 3.3. Learning high-level knowledge

Given the high-level knowledge revealed in integrated soft-targets, we adopt two ways of utilizing the knowledge to guide the learning of student.

#### 3.3.1 Standard Knowledge Distillation

Following the standard knowledge distillation loss shown in Equation 1, we define our objective by the incorporation of fused multi-teacher knowledge, which is given as:

$$
\mathcal{L}_{KD} = \sum_{i} \mathcal{H}(y_{i}, \tilde{y}_{i}^S) + \lambda \sum_{i} \mathcal{D}_{KL}(\tilde{y}_{i}^T, \tilde{y}_{i}^S),
$$

where $\tilde{y}_{i}^S$ is the soft-target of the $i$-th image generated by the student network and $\tilde{y}_{i}^T$ is the integrated soft-target computed by Equation 7.

#### 3.3.2 Structural knowledge distillation

In addition to the standard knowledge distillation which regards each data example separately, we also consider to add structural knowledge between different data examples to transfer relational information effectively, which is motivated by [17]. Concretely, given a triplet of examples denoted as $(i, j, k)$, an angle based metric is used to measure the structural relation between these examples, which is given as:

$$
\Delta(x_i, x_j, x_k) = \cos \angle x_i x_j x_k = \langle e^{ij}, e^{kj} \rangle,
$$

where $e^{ij}$ and $e^{kj}$ are normalized vector differences, i.e., $e^{ij} = \frac{x_i - x_j}{\|x_i - x_j\|}$, $e^{kj} = \frac{x_k - x_j}{\|x_k - x_j\|}$.

Based on the obtained integrated soft-targets, we can define our angle based loss function under the scenario of multiple teachers as follows:

$$
\mathcal{L}_{\text{Angle}} = \sum_{(i,j,k)} \lambda_0 (\Delta(\tilde{y}_i^T, \tilde{y}_j^T, \tilde{y}_k^T), \Delta(\tilde{y}_i^S, \tilde{y}_j^S, \tilde{y}_k^S)),
$$

Figure 2. The architecture of the adaptive multi-teacher multi-level knowledge distillation learning framework.
where \( l_\delta \) is the Huber loss which provides robust regression, compared with standard mean square loss. Note that \( \tilde{y}_t^T \), \( \tilde{y}_s^T \) and \( \tilde{y}_s^T \) are all integrated soft-targets computed by Equation 7 for different image examples.

### 3.4. Learning intermediate-level knowledge

Deep neural networks enjoy the advantage of feature representation learning in their intermediate layers and thus it is promising to transfer this intermediate-level knowledge to student. Motivated by FitNet [18] which learns intermediate-level knowledge from a single teacher, we propose a simple but effective extension of FitNet to enable the learning from multiple teachers, named multi-group hint. In particular, the method makes each teacher to be responsible for a group of layers of the student network. Through experiments, we empirically found that student could benefit from the representation of deep layer learned by teacher. As such, we utilize the last feature layer of each teacher to guide knowledge distillation and define a multi-group hint based loss as follows:

\[
\mathcal{L}_{HT} = \sum_{t=1}^{m} \| u_t - F_t(v_l) \|^2, \quad (11)
\]

where \( u_t \) is the last layer feature map of the teacher \( t \), \( v_l \) corresponds to the feature map output by the \( l \)-th group layers in student. \( F_t \) is a single layer FitNet for teacher \( t \) to make the feature maps adaptive. Note that \( f(\cdot) \) specifies the one-to-one mapping from a group of student layers to a teacher, and it can be chosen flexibly.

We propose several mapping strategies: (i) assigning teachers with better performance to high-layer groups; and (ii) assigning teachers with better performance to low-layer groups; and (iii) random assignment of teachers to different groups. The results on different datasets have consistently indicated that the first strategy gain a little improvement over the other two strategies. We therefore choose it as our default mapping strategy and report its results in the experiments.

### 4. Experimental setup

In this section, we introduce the datasets used in the experiments, the baselines we considered, and the implementation details.

#### 4.1. Datasets

##### 4.1.1 CIFAR-10 & CIFAR-100

Both CIFAR-10 and CIFAR-100 datasets consist of the same 50000 training images and 10000 testing images. The major difference between the two datasets is that CIFAR-10 involves 10 equal-sized categories while CIFAR-100 consists of 100 categories, which means image classification on CIFAR-100 is more challenging.

#### 4.1.2 Tiny-ImageNet

The dataset covers 200 image classes from ImageNet [20] with 500 training examples per class. It also has 50 validation and 50 test examples per class. All the images in the dataset are down-sampled to 64x64 pixels while their original size is 256x256. Some basic data augmentation operations are adopted on all three datasets, such as feature-wise centralization and normalization, horizontal flipping, etc.

#### 4.2. Baselines

We compare against the following representative baselines, including standard and state-of-the-art knowledge distillation models for a single teacher and multiple teacher based knowledge distillation method, as well as deep mutual learning with multiple students:

**OKD [8]:** This is the pioneering work of introducing the original knowledge distillation (OKD) learning for one teacher and one student networks. A naive extension of OKD to learn from multiple teacher is to traverse all teachers and each time select a teacher network to teach student.

**FitNet [18]:** FitNet is the standard approach to utilize intermediate-level hints from hidden layers of one teacher to guide the training of student layers.

**RKD [17]:** Relational knowledge distillation (RKD) is the state-of-the-art KD method, aims at transferring structural knowledge, accompanied by intermediate-knowledge transfer [27] which limits the architecture or intermediate layer shape must be consistent.

**AvgMKD [29]:** This approach distills knowledge from multiple teachers by: 1) treating each teacher equally when calculating integrated soft-targets; and 2) transferring relative dissimilarity (RD) relationships among the intermediate representations of teacher networks.

**DML [31]:** Deep mutual learning (DML) utilizes the basic distillation learning from the perspective of training multiple student networks.

For ease of illustration, we use OKD(X) to denote the adoption of teacher X, which is the same for FitNet(X) and RKD(X). DML(nS) denotes using \( n \) students in mutual leaning. AvgMKD(mT) indicates that AvgMKD leverages \( m \) teacher models, and this principle of notation also applies to other multiple teacher based approaches, including our proposed AMTML-KD.

#### 4.3. Implementation Details

We tuned the hyper-parameters of all adopted methods based on the performance on the validation datasets for fair comparison. Specifically, the temperature for computing soft-targets is set to 5.0 and \( \lambda = 0.7 \) in knowledge distillation loss. We set \( \alpha = 1 \) and \( \beta = 2 \) in our optimization target by default. SGD with a mini-batch size of 128 is adopted to optimize our model. The learning rate is initialized by 0.1
Table 1. Student and teacher models trained on CIFAR-10 and CIFAR-100.

| Models      | #Params | Compression rate | CIFAR-10   | CIFAR-100  |
|-------------|---------|------------------|------------|------------|
| Stu1        | ∼1.13M  | ×138.05          | 92.29%     | 68.69%     |
| Stu2        | ∼295K   | ×528.81          | 88.71%     | 58.50%     |
| Stu3        | ∼595K   | ×202.18          | 90.48%     | 62.02%     |
| ResNet110   | ∼7.06M  | ×22.10           | 93.87%     | 73.45%     |
| VGG-19      | ∼156M   | ×1               | 93.51%     | 73.40%     |
| DenseNet121 | ∼28.3M  | ×5.51           | 95.41%     | 79.74%     |

Table 2. Results of various KD methods for Stu1 on CIFAR-10 and CIFAR-100.

| Methods                  | CIFAR-10   | CIFAR-100  |
|--------------------------|------------|------------|
| Stu1                     | 92.29%     | 68.69%     |
| OKD(ResNet110)           | 92.62%     | 69.05%     |
| OKD(VGG-19)              | 92.57%     | 68.92%     |
| OKD(DenseNet121)         | 92.59%     | 68.98%     |
| FitNet(DenseNet121)      | 92.88%     | 69.26%     |
| RKD(ResNet110)           | 92.91%     | 69.94%     |
| DML(3S)                  | 92.70%     | 68.99%     |
| AvgMKD(3T)               | 93.01%     | 69.64%     |
| AMTML-KD(3T)             | 93.64%     | 70.39%     |

and decayed at in 100 and 150 epochs. We run all models on a single GPU (GTX 1080Ti).

5. Experimental results

We verify the effectiveness of our proposed AMTML-KD through the experimental results on CIFAR-10, CIFAR-100, and Tiny-ImageNet. Since the CIFAR-10 and CIFAR-100 have the same datasets except different number of labels, we first present the experiments on them together. It is followed by the experiments on Tiny-ImageNet. In the end, we perform ablation study to show the contribution of each component to the final model. For evaluation measure, we adopt the top-1 image classification accuracy.

5.1. Results on CIFAR

5.1.1 Comparison with baselines

With respect to the two CIFAR datasets, we adopt three teacher neural networks, i.e., ResNet110, VGG-19, and DenseNet121. We regard ResNet20 as the default student network (Stu1 for short) and design another two small residual networks as the second and third students. Table 1 shows the number of model parameters and their performance on CIFAR-10 and CIFAR-100, from which we can see the chosen student networks are with much smaller size than the teacher models and their results are no doubt worse. We denote the compression rate from the perspective of VGG-19 since it is the largest teacher here. The highest compression rate is 528.81 by the Stu2 model, with only 295KB of parameters.

Table 2 shows the results on the two datasets by our approach and compared methods. The student model trained alone perform not as well as all the other knowledge distillation methods, showing the benefit of distilling knowledge from teacher networks. The models in the second part of the table are a group single-teacher distillation models. By performing comparison within this group, we can observe FitNet behaves better than standard knowledge distillation based methods and the recent RKD model achieves the state-of-the-art performance. The third part of the table includes a multiple student model and a multiple teacher model. Although DML(3S) has three student networks to learn collaboratively with each other, the performance of its best student model is worse than AvgMKD(3T). This is due to the limitation of learning from others under training. Later we show that a direct incorporation of multiple teachers into DML can indeed improve results. Finally, we can see that our AMTML-KD(3T) model outperforms all the other models by improving the state-of-the-art AvgMKD(3T) model on CIFAR-10 from 93.01% to 93.64%. It implies that our approach could actually incorporate the informative knowledge from multiple teachers more effectively.

It is worth noting that AMTML-KD(3T) retains nearly the same number of parameters as student has since the new parameters added are only $\nu$ and $\theta_t (t \in \{1, 2, 3\})$ whose numbers are very small and could be ignored.

5.1.2 Performance on different student networks

We further analyze the effectiveness of our learning method for different student networks. Table 3 shows the corresponding results. Although different students do not perform equally well, our AMTML-KD approach consistently outperforms AvgMKD and DML, showing its potential wide application.

5.1.3 Effect of the number of teachers

As complementary experiments, we investigate how the number of teacher models affects the performance of our
Table 3. Results of multi-teacher KD methods for three students on CIFAR-10 and CIFAR-100.

| Methods         | CIFAR-10 |         | CIFAR-100 |         |
|-----------------|----------|---------|-----------|---------|
|                 |          | Stu1    | Stu2      | Stu3    |
|                 |          |         | Stu1    | Stu2      | Stu3    |
| DML(3S)         | 92.70%   | 88.94%  | 90.43%   | 68.99%  | 58.87%  | 62.46%  |
| AvgMKD(3T)      | 93.01%   | 89.32%  | 90.83%   | 69.64%  | 59.21%  | 62.71%  |
| AMTML-KD(3T)    | 93.64%   | 89.89%  | 91.47%   | 70.39%  | 60.06%  | 63.36%  |

Table 4. Performance of different students learned by AMTML-KD on CIFAR-10.

| #Teachers |          | Stu1    | Stu2      | Stu3    |
|-----------|----------|---------|-----------|---------|
| 2T{ResNet110/56} |         | 93.20%  | 89.33%  | 90.98%  |
| 3T{ResNet110/56/32} |         | 93.46%  | 89.77%  | 91.48%  |
| 5T{ResNet110/56/32,VGG-19,DenseNet121} |         | 93.69%  | 90.02%  | 91.52%  |

Figure 3. Comparison of multiple-teacher KD methods with different number of teachers on CIFAR-100. Note that in this experiment, DML is simply extended to a multiple teacher version DML(3T), by regarding teachers as students and mutually learn with a student network.

learning approach. We first show whether the effect is consistent across different student networks. Table 4 shows the results corresponding to the first aspect, from which we can observe a clear trend that as the number of teachers increases, all the student networks achieve better results. Besides, the performance gap between 2 teachers and 3 teachers is larger than the gap between 3 teachers and 5 teachers, showing the performance gain becomes smaller when the number of teachers continues to grow. We further show the comparison of multiple teacher based knowledge distillation methods when having different number of teachers. The results revealed in Figure 3 verify that our approach is consistently better as well.

Table 5 shows the comparison of GPU memory and training time cost when training ResNet20 (Stu1) on CIFAR-100. The single teacher KD methods which usually have uncompetitive performance cost less training time and GPU memory. But in multi-teacher methods, ours only need a little more training time and memory, due to the extra parameters from FitNets and adapter which even can be ignored compared with the large models. Since DML needs to update the parameters of all student networks at the same time, it will consume more resources.

5.2. Results on Tiny-ImageNet

For Tiny-ImageNet, we construct three ResNet based neural networks as our teachers, and choose the same three student networks used in the CIFAR datasets as students. The model parameter size and performance of the teachers, as well as the first student are shown in Table 6.

Table 6. Student and teacher models on Tiny-ImageNet.

| Models       | #Params | Tiny-ImageNet |
|--------------|---------|--------------|
| Stu1         | ~ 1.13M | 54.10%       |
| ResNet110    | ~ 7.06M | 55.62%       |
| ResNet56     | ~ 3.49M | 54.65%       |
| ResNet32     | ~ 1.92M | 54.40%       |

Table 7 compares our approach with the baselines on the Tiny-ImageNet dataset, taking the first student as an example. Similar conclusions can be drawn: (1) RKD achieves the state-of-the-art performance in single-teacher models; (2) the student model guided by multiple teachers obtains better results than single-teacher models, although
AvgMKD (3T) behaves nearly the same as RKD; (3) the proposed method AMTML-KD achieves the best result, showing its performance is robust for different datasets.

Table 7. Results of KD methods for Stu1 on Tiny-ImageNet.

| Methods          | Tiny-ImageNet |
|------------------|---------------|
| Stu1             | 54.10%        |
| OKD(ResNet110)   | 54.61%        |
| OKD(ResNet56)    | 54.36%        |
| OKD(ResNet32)    | 54.23%        |
| FitNet(ResNet110)| 54.85%        |
| RKD(ResNet110)   | 54.94%        |
| DML(3S)          | 54.78%        |
| AvgMKD(3T)       | 55.03%        |
| AMTML-KD(3T)     | 55.67%        |

Table 8. Results of multi-teacher KD methods for three students on Tiny-ImageNet.

| Methods          | Tiny-ImageNet |
|------------------|---------------|
| Stu1             | 54.10%        |
| Stu2             | 54.34%        |
| Stu3             | 54.38%        |
| DML(3S)          | 54.78%        |
| AvgMKD(3T)       | 55.03%        |
| AMTML-KD(3T)     | 55.67%        |

Table 8 presents the performance of our learning approach and the two baselines adopted on three different student networks. We can find AMTML-KD indeed boosts performance of the three students over AvgMKD, which is consistent with the results on the CIFAR datasets.

5.3. Ablation study

In this part, we conduct ablation study to verify the effectiveness of the main components in our approach AMTML-KD. Table 9 shows the performance of some baselines and variants of AMTML-KD, where the first part corresponds to the baselines and the second part denotes the variants. To be specific, “w/o $\mathcal{L}_{\text{Angle}}$” denotes removing the angle based loss and multip-group hint loss from AMTML-KD. Analogously, “w/o $\mathcal{L}_{\text{Angle}}(\alpha = 0)$” and “w/o $\mathcal{L}_{\text{HT}}(\beta = 0)$” correspond to not considering $\mathcal{L}_{\text{Angle}}$ and $\mathcal{L}_{\text{HT}}$, respectively. “AvgMKD(3T) w/o RD” denotes the removal of its RD loss, meaning relative dissimilarity relationships among intermediate representations of networks.

We first compare “w/o $\mathcal{L}_{\text{Angle}}$&$\mathcal{L}_{\text{HT}}$” with “AvgMKD (3T) w/o RD” and OKD(ResNet110), all of which use standard knowledge distillation objective but have different soft-targets. The following observations are drawn from the comparison: 1) average learning from multiple teacher networks seems a little questionable for its not satisfied performance; and 2) adaptive learning from multiple teachers has its intrinsic benefits. The comparison between FitNet and multi-group hint, the extension of FitNet proposed in this paper, shows the latter could bring benefits to some extent.

The third part of Table 9 shows the results of removing different loss functions from our approach. Finally, we compare our full model with its variants “w/o $\mathcal{L}_{\text{Angle}}(\alpha = 0)$” and “w/o $\mathcal{L}_{\text{HT}}(\beta = 0)$”, which shows that our improvements are not only from standard knowledge distillation with fused multi-teacher teacher, but also from the learning of structural knowledge and intermediate-level knowledge. Although we use the existing RKD method, we only consider it to be more effective in combination with our adaptive method. If it is removed, the accuracy will be reduced by about 0.2%. In summary, adapter determines the importance of each teacher which make knowledge distillation more flexible, HT loss helps improve the training of student through intermediate layer and adaptive angle loss could transfer relation information of examples to student.

Table 9. Ablation study of AMTML-KD.

| Methods          | CIFAR-100 | Tiny-ImageNet |
|------------------|-----------|---------------|
| OKD(ResNet110)   | 69.05%    | 54.61%        |
| AvgMKD(3T) w/o RD| 66.45%    | 53.03%        |
| FitNet           | 69.26%    | 54.85%        |
| Multi-group hint | 69.53%    | 55.00%        |
| w/o $\mathcal{L}_{\text{Angle}}$ | 69.68% | 54.92%        |
| w/o $\mathcal{L}_{\text{Angle}}(\alpha = 0)$ | 69.96% | 55.43%        |
| w/o $\mathcal{L}_{\text{HT}}(\beta = 0)$ | 69.79% | 55.21%        |
| AMTML-KD(3T)     | 70.39%    | 55.67%        |

Figure 4. Visualization results of multi-teacher weights.
To verify importance of different weights, we show the visualization results of different weights for some examples on CIFAR-10 and MNIST in Figure 4. The bold red labels are ground truth of the examples. We can see that even if some teachers’ predictions are wrong, the adverse effects of these mistakes can be shielded by weight allocation, such as shown in Figure 4(a) and 4(b).

6. Conclusion

In this paper, we have developed adaptive multi-teacher multi-level knowledge distillation (AMTML-KD) learning framework. AMTML-KD learns distinct importance weights for different teacher networks w.r.t. a specific data instance, ensuring better integration of soft-targets from multiple teachers for transferring high-level knowledge. We have also proposed a simple multi-group hint strategy to enable AMTML-KD to learn intermediate-level knowledge from multiple teachers. Experimental results on image classification have demonstrated AMTML-KD achieves the state-of-the-art performance and verified the effectiveness of its key components.
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