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Abstract

A family of algebra maps \( H \to A_i \) whose common domain is a Hopf algebra is said to be jointly inner faithful if it does not factor simultaneously through a proper Hopf quotient of \( H \). We show that tensor and free products of jointly inner faithful maps of Hopf algebras are again jointly inner faithful, generalizing a number of results in the literature on torus generation of compact quantum groups.

Key words: Hopf algebra; quantum group; inner faithful

MSC 2010: 16T20; 16T05; 20G42

Introduction

Inner faithfulness has been a recurring theme in the quantum group literature:

Definition 0.1 An algebra morphism \( H \to A \) from a Hopf algebra to an algebra is inner faithful if it does not factor through any proper Hopf quotients of \( H \).

The intuition is that if \( H \) is thought of as a “quantum” version of a group algebra \( k\Gamma \) the group representation \( k\Gamma \to A \) factors through no proper quotient groups of \( \Gamma \), i.e. is faithful in the group-theoretic sense.

The concept plays a central role in [8], where the related notion of an inner linear Hopf algebra was introduced: a Hopf algebra having a finite-dimensional inner faithful representation (i.e. morphism to some matrix algebra \( M_n \)). More generally, the same paper introduces the Hopf image of a morphism \( H \to A \), meaning the largest Hopf quotient of \( H \) factoring said morphism.

Other sources where inner linearity/faithfulness appear in various guises include [6, 10, 11, 9] in the context of compact quantum groups, [21, 22] in the broader setting of locally compact quantum groups, [1] for plain Hopf algebras, etc.

In the same circle of ideas, the notion of topological generation for compact quantum groups has seen some recent attention. Introduced in [17] and perused extensively e.g. in [2, 3, 4, 5] and (occasionally under different terminology) in [19, 15, 14, 16] it is essentially a multi-map generalization of Definition 0.1:

A quantum group dual to a Hopf algebra \( H \) is said to be topologically generated by the quantum subgroups corresponding to Hopf algebra morphisms \( \pi_i : H \to A_i \) if the latter morphisms do not factor simultaneously through a proper Hopf quotient of \( H \). Focusing on the Hopf algebras rather than their attached “quantum groups”, we refer to this property of a family of (algebra or Hopf algebra) morphisms \( H \to A_i \) as joint inner faithfulness (see Definition 1.1 below).

The present paper is motivated by the interest in “permanence” results for joint inner faithfulness under various natural operations, such as tensor and free products. [3, Proposition 4.5] and [18, Theorem 3.4] are examples of such, and are recovered and generalized by the main results of this paper (see Theorems 2.1 and 2.2 for more precise formulations):
Theorem 0.2  A tensor or free product of two jointly inner faithful families of Hopf algebra morphisms is again jointly inner faithful.

The short Section 1 mostly sets up some terminology and conventions while Section 2 contains the main results of the paper. Finally, in Section 3 explains how various results in the recent literature are recoverable from the present paper.
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1  Preliminaries

We work with Hopf algebras over a fixed but arbitrary field $k$ that will be implicit throughout. Although we focus on plain Hopf algebras for simplicity, the discussion goes through virtually unchanged for related categories, such as Hopf $*$-algebras over the complex numbers or the CQG algebras of [20].

Definition 1.1  Let $H$ be a Hopf algebra and $\pi_i : H \to A_i$ a family of algebra morphisms. The family $\{\pi_i\}$ is jointly inner faithful (or jointly IF, or just IF) if the $\pi_i$ factor through no proper Hopf quotient $H \to \mathcal{P}$.

$\{\pi\}$ is jointly faithful (or simply faithful) is the $\pi_i$ factor through no proper algebra quotient $H \to \mathcal{P}$. ♦

In some of the results below it will make a difference whether the maps $\pi_i : H \to A_i$ are plain algebra morphisms or Hopf algebra morphisms; we emphasize the distinction where appropriate.

$H^{op}$ (and $H^{cop}$) denote $H$ equipped, respectively, with its opposite (co)multiplication. To merge the two opposite structures we use the symbol $H^{op,cop}$.

2  Main results

The first result deals with tensor (rather than free) products.

Theorem 2.1  If

$$\pi_i : H \to A_i, \ i \in I \quad \text{and} \quad \pi_j : K \to B_j, \ j \in J$$

are jointly IF families of Hopf algebra morphisms then so is

$$\pi_i \otimes \pi_j : H \otimes K \to A_i \otimes B_j, \ (i, j) \in I \times J.$$

Next, we consider free products.

Theorem 2.2  If

$$\pi_i : H \to A_i, \ i \in I \quad \text{and} \quad \pi_j : K \to B_j, \ j \in J$$

are jointly IF families of Hopf algebra morphisms then so is

$$\pi_i \ast \pi_j : H \ast K \to A_i \ast B_j, \ (i, j) \in I \times J.$$

This will require some auxiliary results.
Proposition 2.3  If  
\[ \pi_i : H \to A_i, \ i \in I \]
is a jointly IF family of Hopf algebra morphisms then so is  
\[ \eta_i := \text{id} \ast \pi_i : \mathbb{k}Z_2 \ast H \to \mathbb{k}Z_2 \ast A_i. \]  

(1)

Remark 2.4  Note that in Theorem 2.1, Theorem 2.2 and so on we are considering families of morphisms of Hopf algebras (rather than just algebras). ♦

Before going into any of the proofs we need some notation. For an index set \( I \) denote by \( L_I \) (standing for the language attached to \( I \)) the set of words \( i \) in letters \( i \in I \) and adjoint copies \( i^* \) for \( i \in I \). We equip \( L_I \) with the involution ‘\('\)’ interchanging \( i \in I \) and their adjoint copies \( i^* \) and reversing juxtaposition. For such a word \( i \in L_I \) we write \(|i|\) for its length (i.e. number of letters).

Now, for \( i = i_1 \cdots i_k \in L_I \) denote  
\[ A_i := A_{i_1} \otimes \cdots \otimes A_{i_k} \]  
where  
\[ A_i = \begin{cases} A_i & \text{if } i \in I \\ A_{i^*} & \text{if } i^* \in I. \end{cases} \]  

(3)

For \( i \in I \) we write  
\[ \Delta^{(|i|)} : H \to H^{|i|} \]

denotes the obvious iterated comultiplication. The same construction applies to the maps \( \eta_i \) of (1) to give morphisms  
\[ \eta_i : \mathbb{k}Z_2 \ast H \to (\mathbb{k}Z_2 \ast A_{i_1}) \otimes \cdots \otimes (\mathbb{k}Z_2 \ast A_{i_k}) \]

for (4). When having to refer back explicitly to the index set \( I \) (as will be the case below in the proof of Theorem 2.1) we write \( \pi_I \) for \( \pi_i \).

As a final piece of notation, we apply the notation (3) to \( H \) itself:  
\[ H_i = \begin{cases} H_i & \text{if } i \in I \\ H_{i^*} & \text{if } i^* \in I. \end{cases} \]  

(6)
This also allows us to write \( H_i \) as in (2) for
\[
i = i_1 \cdots i_k \in L_I
\]
and
\[
\Delta^{(i)} : H \to H_i
\]
for \( \Delta^{(i)} \) composed with antipodes applied to those tensorands in
\[
H_i = H_{i_1} \otimes \cdots \otimes H_{i_k}
\]
corresponding to \( i_s \in I^* \).

**Remark 2.5** Similar formalism is introduced in [8, §2.1], which considers single maps \( H \to A \) (i.e. \( I = \{\alpha\} \) would be a singleton). In that setup our \( L_I \) can be identified with the free involutive monoid generated by the single element \( \alpha \) (with multiplication-reversing involution defined by \( \alpha \mapsto \alpha^* \)). Our \( A_i \) are instead parametrized in [8] by the free monoid \( F \) generated by \( \mathbb{N} \) (with involution interchanging the even and odd non-negative integers): the parametrization has some redundancy, with \( F \) mapping surjectively (but not injectively) onto \( L_I \) by sending even elements to \( \alpha \) and odd ones to \( \alpha^* \).

**Remark 2.6** The joint IF property means precisely that as \( i \) ranges over \( L_I \), the maps \( \pi_i \) in (5) are jointly faithful: their kernels intersect to zero.

For Hopf algebra morphism families \( \pi : H \to A_i \) we can say more however. Consider a morphism \( \pi_i \) as in (5) and a word \( j \) formed by inserting any letter \( j \) in \( I \cup I^* \) anywhere in \( i \):
\[
i = i_l i_r \text{ and } j = i_l j i_r.
\]
Composing \( \pi_j \) with
\[
\text{id}^{|i_l|} \otimes \varepsilon_{A_j} \otimes \text{id}^{|i_r|} : A_j \to A_i
\]
produces \( \pi_i \), so the kernel of the latter must contain ker \( \pi_j \).

This provides us with Lemma 2.7 below. Moreover, we apply this same observation to enlarge some of the words \( i \) occurring in the proof of Theorem 2.1 below.

Note that for this argument to go through, it is crucial to be working with Hopf algebra maps rather than plain algebra morphisms.

For the purpose of stating Lemma 2.7 we regard \( L_I \) as a poset with order \( \leq \) defined by declaring \( j \leq i \) if \( j \) can be obtained from \( i \) by eliminating some letters (and leaving the leftovers in the same order).

**Lemma 2.7** Let \( \pi_i : H \to A_i \) be a family of Hopf algebra maps. Then, the correspondence
\[
L_I \ni i \mapsto \ker \pi_i
\]
is order-reversing, where the lattice of subspaces of \( H \) is ordered by inclusion and \( L_I \) as in the discussion preceding the statement.

**Proof** This follows from Remark 2.6, which argues that inserting letters arbitrarily into a word \( i \) can only shrink \( \ker \pi_i \).
Lemma 2.8 Let $\pi_i : H \to A_i$ be a jointly IF family of Hopf algebra maps. Then, for every finite linearly independent set $F \subset H$, there is some $i \in L_I$ such that

$$\pi_i(F) \subset A_i$$

is linearly independent.

Proof Denote by $V$ the span of $F$. We know that the intersection

$$\bigcap_i (V \cap \ker \pi_i)$$

is trivial. Moreover, we know from Lemma 2.7 that said intersection is filtered: every finite family of spaces $V \cap \ker \pi_i$ contains another such space $V \cap \ker \pi_i$ for some word $i$ that dominates all $i_i$ in the order we have equipped $L_I$ with. Since all mentioned spaces are finite-dimensional, the vanishing of their filtered intersection (8) implies that one of them must be trivial. ■

Proof of Theorem 2.1 Consider a non-zero element $x \in H \otimes K$. It is expandable as a linear combination

$$x = \sum_{\alpha,\beta} c_{\alpha\beta} f_\alpha \otimes g_\beta$$

of simple tensors $f_\alpha \otimes g_\beta$ for finite linearly independent set $\{f_\alpha\} \subset H$ and $\{g_\beta\} \subset K$.

By Lemma 2.8 there are tuples $i \in L_I$ and $j \in L_J$ such that the images of $\{f_\alpha\}$ and $\{g_\beta\}$ through $\pi^I_i$ and $\pi^J_j$ respectively are linearly independent, and hence $x$ is not annihilated by the map

$$\pi^I_i \otimes \pi^J_j : H \otimes K \to A_i \otimes B_j.$$ (9)

Enlarging one of $i$ and $j$ if necessary via the procedure described in Remark 2.6, we can assume that they have the same number of components:

$$i = i_1 \cdots i_k$$

and

$$j = j_1 \cdots j_k.$$ (10)

Furthermore, by enlarging both words as appropriate we can ensure that for each index $1 \leq u \leq k$ we have either

$$(i_u, j_u) \in I \times J \text{ or } (i_u, j_u) \in I^* \times J^*.$$ (11)

We thus have

$$ij := (i_1, j_1) \cdots (i_k, j_k) \in L_{I \times J}$$

and in this case the map (9) is nothing but

$$\pi^{I \times J}_{ij} : H \otimes K \to (A_{i_1} \otimes B_{j_1}) \otimes \cdots \otimes (A_{i_k} \otimes B_{j_k}).$$ (12)

Since it fails to annihilate the arbitrary element $0 \neq x \in H \otimes K$, the conclusion follows. ■

Proof of Proposition 2.3 Let $x \in k\mathbb{Z}_2 = H$ be a non-zero element and $t \in \mathbb{Z}_2$ the generator of that group. Then, having fixed a basis $\{e_\alpha\}$ for $H$, $x$ can be written as a linear combination of words of the form

$$te_{\alpha_1}te_{\alpha_2} \cdots$$

and analogues (i.e. the starting $t$ might be absent, the last letter might be a $t$ or an $e_\alpha$, etc.).
Due to our assumption that the family \( \{ \pi_i \} \) is jointly IF and Lemma 2.8 there is some \( i \) as in (4) such that the images through \( \pi_i \) of the \( e_{\alpha} \) appearing in the decomposition of \( x \) are linearly independent. The morphism 
\[
\eta_i : k\mathbb{Z}_2 * H \rightarrow (k\mathbb{Z}_2 * A_{i_1}) \otimes \cdots \otimes (k\mathbb{Z}_2 * A_{i_k})
\]
corresponding to \( i \) factors through the subalgebra \( A \) of the codomain generated by 
\[
A_i = A_{i_1} \otimes \cdots \otimes A_{i_k}
\]
and the diagonally-embedded 
\[
\Delta^{(k)} : k\mathbb{Z}_2 \rightarrow k\mathbb{Z}_2^{\otimes k} \subset (k\mathbb{Z}_2 * A_{i_1}) \otimes \cdots \otimes (k\mathbb{Z}_2 * A_{i_k}).
\]
Since \( A \cong k\mathbb{Z}_2 * A_i \), the choice of \( i \) (making the images of the \( e_{\alpha} \) appearing in \( x \) linearly independent) ensures that \( \eta_i \) does not annihilate \( x \). The non-zero element \( x \in k\mathbb{Z}_2 * H \) being arbitrary, this finishes the proof. 

\[\square\]

**Corollary 2.9** If 
\[
\pi_i : H \rightarrow A_i, \ i \in I
\]
is a jointly IF family of Hopf algebra morphisms then so is 
\[
\pi_i \ast \pi_j : H \ast H \rightarrow A_i \ast A_j, \ i, j \in I.
\]

**Proof** Let \( \sigma \in \mathbb{Z}_2 \) be the generator. The subalgebra of \( k\mathbb{Z}_2 * H \) generated by \( H \) and \( \sigma H \sigma \) is isomorphic to \( H \ast H \) upon identifying 
\[
H \ni x \mapsto \sigma x \sigma \in \sigma H \sigma.
\]
The conclusion now follows from Proposition 2.3 by restricting the jointly IF family \( \text{id} \ast \pi_i \) to 
\[
H \ast H \cong H \ast \sigma H \sigma \subset k\mathbb{Z}_2 * H,
\]
finishing the proof. 

\[\square\]

**Proof of Theorem 2.2** We will reduce the problem to the case \( H = K \) (and identical jointly IF families) as follows.

Embed \( H \) and \( K \) into \( H \otimes K \) in the obvious fashion, and restrict the single (jointly IF, by Theorem 2.1) family 
\[
\pi_i \otimes \pi_j : H \otimes K \rightarrow A_i \otimes B_j
\]
to \( H \) and \( K \) to recover \( \pi_i \) and \( \pi_j \) respectively.

Since we now have an embedding 
\[
H \ast K \subset (H \otimes K) \ast (H \otimes K)
\]
compatible with the \( \pi \) map families in the sense that \((\pi_i \otimes \pi_j)^{*2}\) restricts to \( \pi_i \ast \pi_j \), in order to prove the joint IF property for the latter it suffices to do so for the former. But this, in turn, follows from the joint IF-ness of \( \pi_i \otimes \pi_j \) and Corollary 2.9 applied to this the Hopf algebra \( H \otimes K \) and this single family \((\pi_i \otimes \pi_j)_{i,j}\). 

\[\square\]
3 Other results in the literature

The preceding material sheds some light on recent results in the same spirit. In [3], for instance, the main problem being discussed is whether compact quantum groups are generated by their tori (see e.g. [3, Conjecture 2.3] as well as [12, Introduction] or [7, 13]):

**Definition 3.1** Let $H$ be a Hopf algebra, regarded as an algebra of functions on a quantum group $G$. We say that $G$ is *generated by its tori* if the family of surjections from $H$ onto its quotient group Hopf algebras $H \rightarrow k\Gamma$ is jointly IF.

In the context of “CQG algebras” (i.e. cocommutative Hopf algebras with positive unital integral; [20]) [3, Proposition 4.5] reads

**Proposition 3.2** If the quantum groups attached to the Hopf algebras $H$ and $K$ are generated by their tori then so is the quantum group associated to the free product $H \ast K$.

**Proof** This is an immediate consequence of Theorem 2.2.

In the same spirit, [18, Theorem 3.4] shows that for a compact connected Lie group $G$ with Hopf algebra of representative functions $\mathcal{O}(G)$ the family of morphisms

$$\mathbb{C}[t, t^{-1}] \ast \mathcal{O}(G) \rightarrow \mathbb{C}[t, t^{-1}] \ast \mathcal{O}(T)$$

is jointly IF for $T$ ranging over the maximal tori $T$. It too is thus a consequence of Theorem 2.2.

As noted before (e.g. in Remark 2.6) working with families of Hopf algebra maps was crucial in much of the discussion above. We can, however, recover some of the results in weakened form.

As an example, consider [8, Proposition 7.4] as our starting point. It deals with single maps (i.e. the families are singletons) and shows that the tensor product of two IF algebra morphisms is again IF provided one of the maps is actually faithful and the respective Hopf algebra has injective antipode. We have an analogous result for families:

**Proposition 3.3** Let $\pi_i : H \rightarrow A_i$, $i \in I$ and $\pi_j : K \rightarrow B_j$, $j \in J$ be families of algebra morphisms with $\pi_i$ jointly faithful, $\{\pi_j\}$ jointly IF, and $H$ having injective antipode. Then, $\{\pi_i \otimes \pi_j\}_{i,j}$ is jointly IF.

**Proof** Note that since tensor products of algebras commute with finite products in each tensorand we may as well assume that $\{\pi_i\}$ is closed under finite products, i.e. every finite product

$$\prod_i \pi_i : H \rightarrow \prod_i A_i$$

is again in our family. Together with the joint faithfulness this will ensure that for every finite linearly independent set $F \subset H$ there is some $i \in I$ such that $\pi_i(F) \subset A_i$ is linearly independent.

Let $x \in H \otimes K$ be a non-zero element and expand it as

$$x = \sum e_a \otimes f_a$$

where
• $e_s \in H$ are finitely many linearly independent elements;
• $f_s \in K$ are non-zero.

Because $\{\pi_j\}_j$ is jointly IF there is some $j \in L_J$ such that $\pi_j(f_s) \neq 0$ in $B_j$ for at least one $s$.

Writing
\[ j = j_1 \cdots j_k, \quad j_t \in J \cup J^*, \]
we will be done once we argue that there is some
\[ i = i_1 \cdots i_k \in L_I \]
such that

(a) $i_t \in I$ if and only if $j_t \in J$ (and similarly for $I^*$ and $J^*$ respectively);
(b) $\pi_i(e_s) \in A_i$ are linearly independent;

indeed, in that case $\pi_{ij}^{J \times J}$ defined as in (10) and (11) will fail to annihilate the arbitrary non-zero element $x \in H \otimes K$.

To see that $i \in L_I$ with the requisite properties exists note first that all maps $\Delta^{(i)}$ as in (7) are injective by our assumption that the antipode of $H$ is. Now simply choose $i_t$, $1 \leq t \leq k$ so as to ensure that for every $t$, $\pi_{i_t} : H \to A_{i_t}$ is one-to-one on the finite-dimensional span of the position-$t$ tensorands of the elements
\[ \Delta^{(i)}(e_s) \in H_{i_t}. \]

First off this makes sense because condition (a) above means that $H_i$ and $\Delta^{(i)}$ are uniquely defined by $j$, regardless of the specific choice of $i_t$. The fact that the $i_t$ can then be chosen as described in the preceding paragraph then follows from our assumptions of joint faithfulness and closure of $\{\pi_i\}_i$ under products.

As noted above, this in particular recovers the case of singleton families of maps treated in [8, Proposition 7.4].
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