REFINED CAUCHY AND LITTLEWOOD IDENTITIES, PLANE PARTITIONS AND SYMMETRY CLASSES OF ALTERNATING SIGN MATRICES
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Abstract. We prove and conjecture some new symmetric function identities, which equate the generating series of 1. Plane partitions, subject to certain restrictions and weightings, and 2. Alternating sign matrices, subject to certain symmetry properties. The left hand side of each of our identities is a simple refinement of a relevant Cauchy or Littlewood identity, allowing them to be interpreted as generating series for plane partitions. The right hand side of each identity is a partition function of the six-vertex model, on a relevant domain. These can be interpreted as generating series for alternating sign matrices, using the well known bijection with six-vertex model configurations.

1. Introduction

The theory of symmetric functions (and, in finitely many variables, symmetric polynomials) has come to play a major role in statistical mechanics in recent years, bridging combinatorics on the one side and probability and random processes on the other. For the ultimate review of the combinatorial theory, we refer the reader to [16] (see also [24]). At the lowest level in the theory, one finds the Schur polynomials. They can be defined in many different ways and appear naturally in combinatorics (as generating functions – see [24]), representation theory (as characters of GL(n), see e.g. [16]) and classical integrable systems (as solutions of hierarchies of partial differential equations – see [8] and references therein). Recently, many connections have also been found with probability theory and exactly solvable statistical mechanical models. These include Schur measures on partitions [20] and the Schur process of Okounkov and Reshetikhin for unboxed plane partitions [21] [2]. A one-parameter generalization of Schur polynomials called Hall–Littlewood polynomials (see Chapter III of [16]) will play an important role in this paper. They also appear in the statistical mechanics of plane partitions (see e.g. [30]) and in the theory of integrable models (see e.g. [4, 27] for type A and [3] for type BC).

The purpose of this work is to relate certain infinite sum (Cauchy-like) identities involving symmetric polynomials with certain classes of plane partitions and alternating sign matrices (henceforth abbreviated as ASMs). To wit, we expand three quantities that appear as partition functions of three classes of ASMs (and are naturally symmetric in the indeterminates) in terms of certain classes of symmetric functions and connect these expansions to the theory of plane partitions. ASMs are in a simple bijection with six-vertex model configurations, and it is the latter point of view we adopt. They were introduced by Mills, Robbins and Rumsey in [18] and we refer the reader to [14] for more details on symmetry classes of ASMs. For another connection between symmetric polynomials (more precisely, characters of the classical groups) and the enumeration of alternating sign matrices we refer the reader to Okada [19].

On the symmetric polynomials side, we will focus attention on Schur polynomials and their Hall–Littlewood generalization, as well as symplectic characters (BC_n-symmetric Laurent polynomials that are the irreducible characters of the symplectic group Sp(2n)) and their generalization – the BC_n-symmetric Hall–Littlewood polynomials (see e.g. [29]). On the ASM side, we look at ordinary ASMs (six-vertex model configurations with domain wall boundary conditions), U-turn ASMs (henceforth abbreviated as UASMs) and off-diagonally symmetric ASMs (henceforth, OSASMs) – the terminology is borrowed from [13]. We thus have three partition functions: ZASM, ZUASM and ZOSASM respectively. All three have determinantal/Pfaffian structure and are symmetric functions and we expand them (up to some factors) in two ways. First, we expand ZASM in two sets of Schur polynomials, ZUASM in Schur polynomials and symplectic characters and ZOSASM in (one set of) Schur polynomials. This is contained in Theorems 1, 3 and 4 respectively. Second, we expand the
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same quantities (up to some different factors) in terms of the appropriate $t$-generalizations (Hall–Littlewood polynomials for Schur and $BC_n$, symmetric Hall–Littlewood for symplectic characters). This is the content of Theorem 2 (due to Warnaar [31]) and Conjectures 1 and 2. In a subsequent paper with P. Zinn-Justin, we will prove Theorem 2 and Conjecture 2 in a unified way. We relate all of these expansions except for the $BC_n$-symmetric Hall–Littlewood one with classes of plane partitions (analogously to how one relates the usual Cauchy identity with plane partitions – see for example [21] and [2]).

Of the identities (expansions) discussed, four are of Cauchy-type (for Schur polynomials and symplectic characters, and their respective $t$-generalizations) and two of Littlewood-type (for Schur polynomials indexed by partitions with even columns, and the relevant $t$-generalization).

We start with the classical Cauchy identity (summation formula – see [16]) for Schur polynomials:

$$
\sum_{\lambda} s_{\lambda}(x_1, \ldots, x_m)s_{\lambda}(y_1, \ldots, y_n) = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1}{1 - x_i y_j}.
$$

It has many interpretations. For our purposes, the left hand side is interpreted as a formal generating series for plane partitions with base contained in an $m \times n$ rectangle. The right hand side is then the partition function (a many parameter generalization of MacMahon’s formula [17]). The Schur polynomials $s_\lambda$ have a one-parameter $t$-generalization in the Hall–Littlewood polynomials $P_\lambda$ (Chapter III of [16]). These also satisfy a Cauchy identity:

$$
\sum_{\lambda} \prod_{i=1}^{m} \prod_{j=1}^{n} (1 - t^j) P_\lambda(x_1, \ldots, x_m; t) P_\lambda(y_1, \ldots, y_n; t) = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1 - tx_i y_j}{1 - x_i y_j}
$$

where $m_\lambda(\lambda)$ is the number of parts of $\lambda$ equal to $i$ (note the double product is finite as $\lambda$ is a finite sequence of positive integers listed in decreasing order). The Cauchy identity for Hall–Littlewood polynomials degenerates ($t = 0$) to the Cauchy identity for Schur polynomials and can also be viewed as a generating series for plane partitions [30].

Based on ideas of Kirillov and Noumi [10], Warnaar [31] observed that if one applies an appropriately specialized difference operator to both sides of the $m = n$ identity (2), one obtains the following:

$$
\sum_{\lambda} \prod_{i=0}^{\infty} \prod_{j=1}^{n} (1 - t^j) P_\lambda(x_1, \ldots, x_n; t) P_\lambda(y_1, \ldots, y_n; t) \propto Z_{ASM}(x_1, \ldots, x_n; y_1, \ldots, y_n; t).
$$

This is the content of Theorem 2. On the right, apart from some simple proportionality factors, $Z_{ASM}$ is the partition function for the six-vertex model on the square lattice with domain wall boundary conditions (the Izergin–Korepin determinant [11, 7]) – alternatively, the partition function for ASMs with certain $x$ and $y$ weights ascribed to the entries. On the left, the infinite sum looks similar to the one appearing on the left of (2) (the only difference is in (3) the product over $i$ starts at 0 – we are counting parts of $\lambda$ of size 0 up to a maximal length of $\lambda$ equal to $n$). It can be seen as a generating function for appropriately weighted plane partitions refining in a sense those of Vuletić. There is a Schur version of this identity (Theorem 1), though there is no limiting procedure one can take from the Hall–Littlewood to the Schur case. Both identities however are generalized by Warnaar’s identity [31] at the level of Macdonald polynomials, but we do not go into such generality in the present paper (the addition of another parameter, $q$, seems to complicate things unnecessarily for most of the results we discuss).

Next there is the symplectic Cauchy identity (valid for $m \leq n$):

$$
\sum_{\lambda} s_{\lambda}(x_1, \ldots, x_m) sp_\lambda(y_1, \ldots, y_n) = \prod_{1 \leq i < j \leq m} (1 - x_i x_j) \prod_{i=1}^{m} \prod_{j=1}^{n} (1 - x_i y_j)(1 - \frac{x_i}{y_j})\frac{1}{y_j}.
$$

where $sp_\lambda$ is the irreducible character of the symplectic group $Sp(2n)$ indexed by partition $\lambda$ (see [20]). It too has an interpretation in terms of some class of plane partitions, and a refinement – Theorem 3 – which is the expansion of the partition function for UASMs in terms of Schur polynomials and symplectic characters.
We conjecture a \( t \)-generalization of it (Conjecture 1) which states that

\[
(5) \sum_{\lambda} \prod_{i=0}^{\infty} \prod_{j=1}^{m_i(\lambda)} (1 - t^j) P_\lambda(x_1, \ldots, x_n; t) K_\lambda(y_1, \ldots, y_n; t) = Z_{\text{UASM}} := \\
\prod_{1 \leq i < j \leq n} (x_i - x_j)(y_i - y_j)(1 - x_i x_j)(1 - y_i y_j) \det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)(1 - t y_i y_j)} \right]_{1 \leq i, j \leq n}
\]

where \( P_\lambda \) is an ordinary (aforementioned) Hall–Littlewood polynomial, and \( K_\lambda \) denotes the \( BC_n \)-symmetric Hall–Littlewood polynomial indexed by \( \lambda \).

Finally, we discuss a Littlewood identity for Schur polynomials

\[
(6) \sum_{\lambda \text{ with even columns}} s_\lambda(x_1, \ldots, x_n) = \prod_{1 \leq i < j \leq n} \frac{1}{1 - x_i x_j}
\]

and how its slight modification in the spirit of (3) relates certain symmetric plane partitions with off-diagonally symmetric ASMs (OSASMs). This is Theorem 4. We conjecture a similar identity at the level of Hall–Littlewood polynomials, which is Conjecture 2 (Pf stands for Pfaffian):

\[
(7) \sum_{\lambda \text{ with even columns}} \prod_{i=0}^{\infty} \prod_{j=2,4,6,\ldots} m_i(\lambda) (1 - t^{-1}) P_\lambda(x_1, \ldots, x_{2n}; t) = Z_{\text{OSASM}} := \\
\prod_{1 \leq i < j \leq 2n} \frac{(1 - t x_i x_j)(1 - t)}{(1 - x_i x_j)(1 - t x_i x_j)} \det \left[ \frac{1}{1 - t x_i y_j} \right]_{1 \leq i, j \leq 2n}
\]

The paper is organized as follows: in Sections 2 and 3 we discuss the Cauchy identities for Schur polynomials and symplectic characters and their modifications which lead to partition functions for ASMs and UASMs, respectively. In Section 2 we state Warnaar’s Hall–Littlewood generalization of the result, and in Section 3 we conjecture a similar result involving \( BC_n \)-symmetric Hall–Littlewood polynomials. In Section 4 we discuss the “even columns” Littlewood identity for Schur polynomials and how its appropriate modification relates to the partition function of OSASMs. We also conjecture a similar identity at the level of Hall–Littlewood polynomials. We conclude each of the three sections by remarking what happens when some of the variables (spectral parameters) are zero. This leads to six-vertex model configurations on rectangular domains (rectangular ASMs and UASMs) in Sections 2 and 3 and to odd-sized OSASMs in Section 4.

Throughout the paper, \( \bar{x} := \frac{1}{2} \). We reserve letters \( \lambda, \mu, \ldots \) for partitions. A partition \( \lambda \) is either the empty partition (\( \emptyset \)) or a sequence of strictly positive numbers listed in decreasing order: \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k > 0 \). We call each \( \lambda_i \) a part and \( \ell(\lambda) := k \) the length (number of non-zero parts) of \( \lambda \). Moreover, we call \( |\lambda| := \sum_{i=1}^{k} \lambda_i \) the weight of the partition. We finally define the notion of interlacing partitions. Let \( \lambda \) and \( \mu \) be two partitions with \( |\lambda| \geq |\mu| \). They are said to be interlacing and we write \( \lambda \succ \mu \) if and only if

\[
\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \lambda_3 \geq \ldots
\]

2. Refined Cauchy identities and alternating sign matrices

2.1. Cauchy determinant. Let \( x_1, \ldots, x_n \) and \( y_1, \ldots, y_n \) be indeterminates. We start with the following well known determinantal formula (the Cauchy determinant):

\[
(8) \det \left[ \frac{1}{1 - x_i y_j} \right]_{1 \leq i, j \leq n} = \frac{\Delta(x)_n \Delta(y)_n}{\prod_{1 \leq i, j \leq n} (1 - x_i y_j)}
\]

where we have denoted \( \Delta(x)_n := \prod_{1 \leq i < j \leq n} (x_i - x_j) \) to be the Vandermonde product in the \( x \) variables (and similarly for the \( y \) variables). One proves this in the usual way by comparing zeros and poles of the two sides (a method called factor exhaustion).
2.2. Weyl formula for Schur polynomials. The Schur polynomials \( s_\lambda(x_1, \ldots, x_n) \) comprise one of the standard bases for the ring of symmetric functions in \( n \) variables \([16]\). They are the characters of irreducible representations of \( GL(n) \), and as such can be evaluated using the Weyl character formula. This gives rise to the determinant expression

\[
s_\lambda(x_1, \ldots, x_n) = \det \left[ \frac{x_i^{\lambda_j - j + n}}{\prod_{1 \leq i < j \leq n} (x_i - x_j)} \right]_{1 \leq i, j \leq n}.
\]

2.3. Tableau formula for Schur polynomials. A semi-standard Young tableau (SSYT) of shape \( \lambda \) is an assignment of one symbol \( \{1, \ldots, n\} \) to each box of the Young diagram \( \lambda \), subject to the following rules:

1. The symbols have the ordering \( 1 < \cdots < n \).
2. The entries in \( \lambda \) increase weakly along each row and strictly down each column.

The Schur polynomial \( s_\lambda(x_1, \ldots, x_n) \) admits an alternative, combinatorial formula, as a weighted sum over semi-standard Young tableaux \( T \) of shape \( \lambda \):

\[
s_\lambda(x_1, \ldots, x_n) = \sum_T \prod_{k=1}^n x^{|\lambda^{(k)}| - |\lambda^{(k-1)}|},
\]

where \( |(k)| \) denotes the number of occurrences of \( k \) in \( T \).

2.4. Tableaux as interlacing sequences of partitions. Any semi-standard Young tableau of shape \( \lambda \) can be decomposed into a sequence of interlacing partitions:

\[
T = \{\emptyset \equiv \lambda^{(0)} \prec \lambda^{(1)} \prec \cdots \prec \lambda^{(n)} \equiv \lambda\}.
\]

The correspondence is illustrated by the example in Figure 1.
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**Figure 1.** Decomposing a SSYT into interlacing partitions. By filling all boxes of the partition \( \lambda^{(k)} \) with the symbol \( k \), and stacking the partitions one on top of the other, we recover the tableau on the left hand side.

For any integer \( k \), the number of instances of \( k \) in the SSYT is given by the difference in the weight of successive partitions, \( |\lambda^{(k)}| - |\lambda^{(k-1)}| \). Using this fact, the formula (9) for the Schur polynomial becomes

\[
s_\lambda(x_1, \ldots, x_n) = \sum_T \prod_{k=1}^n x^{|\lambda^{(k)}| - |\lambda^{(k-1)}|}.
\]

2.5. Plane partitions as conjoined tableaux. A plane partition is a two dimensional array of non-negative integers \( \pi(i, j) \), which satisfy the conditions

\[
\pi(i, j) \geq \pi(i+1, j), \quad \pi(i, j) \geq \pi(i, j+1)
\]

for all \( i, j \geq 1 \), and such that \( \pi(i, j) = 0 \) for \( i, j \) sufficiently large. By regarding each integer \( \pi(i, j) \) as a column of cubes of height \( \pi(i, j) \) over the Cartesian point \((i, j)\), one obtains a three dimensional visualization of a plane partition (see Figure 2).

1Throughout the paper we distinguish different partitions by superscripts, i.e. \( \lambda^{(1)}, \lambda^{(2)}, \ldots \), while the parts of a particular partition \( \lambda \) are denoted using subscripts, i.e. \( \lambda_1, \lambda_2, \ldots \), as is standard in the literature.
An alternative formulation of plane partitions uses the notion of *interlacing diagonal slices* \[21\]. Given a plane partition \(\pi\) one can define its diagonal slices \(\pi^{(i)}\), \(i \in \mathbb{Z}\), which are partitions whose parts are given by

\[
\pi^{(i)}(j) = \begin{cases} 
\pi(j-i,j), & i \leq 0 \\
\pi(j,i+j), & i \geq 0.
\end{cases}
\]

The diagonal slices of any plane partition form an interlacing sequence of partitions

\[
\ldots \prec \pi^{(-2)} \prec \pi^{(-1)} \prec \pi^{(0)} \succ \pi^{(1)} \succ \pi^{(2)} \succ \ldots
\]

where the slices become trivial, \(\pi^{(i)} = \emptyset\), for sufficiently large \(|i|\). Henceforth, we will always think of plane partitions from this point of view. We define the set \(\pi_{m,n}\) of plane partitions consisting of at most \(m\) non-trivial left slices, and \(n\) non-trivial right slices:

\[
\pi_{m,n} = \{\emptyset \equiv \lambda^{(0)} \prec \lambda^{(1)} \prec \ldots \prec \lambda^{(m)} \equiv \mu^{(n)} \succ \ldots \succ \mu^{(1)} \succ \mu^{(0)} \equiv \emptyset\}.
\]

Because of the identification of the partitions \(\lambda^{(m)} = \mu^{(n)}\), one can think of (11) as the set of all pairs of SSYT (in the alphabets \(\{1,\ldots, m\}\) and \(\{1,\ldots, n\}\), respectively) which have a common shape. In this sense, plane partitions are in one-to-one correspondence with *conjoined* SSYT.

### 2.6. Cauchy identity for Schur polynomials and plane partitions.

Consider the Cauchy identity for Schur polynomials:

\[
\sum_{\lambda} s_{\lambda}(x_1, \ldots, x_m)s_{\lambda}(y_1, \ldots, y_n) = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1}{1-x_i y_j}.
\]

In view of the tableau rule (10) for Schur polynomials, the sum on the left hand side is taken over all pairs of conjoined SSYT. Since these correspond with plane partitions, (12) has a natural interpretation as a generating series of plane partitions:

\[
\sum_{\pi \in \pi_{m,n}} \prod_{i=1}^{m} x_i^{\lambda^{(i)}(i) - |\lambda^{(i-1)}|} \prod_{j=1}^{n} y_j^{\mu^{(j)}(j) - |\mu^{(j-1)}|} = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1}{1-x_i y_j}.
\]

Taking the \(q\)-specialization \(x_i = q^{m-i+1/2}\) and \(y_j = q^{n-j+1/2}\), we recover volume-weighted plane partitions:

\[
\sum_{\pi \in \pi_{m,n}} q^{\pi} = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1}{1-q^{m-n-i-j+1}} = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1}{1-q^{i+j-1}}.
\]

Finally, taking the limit \(m, n \to \infty\) of (14) gives rise to the classical MacMahon generating series [17]:

\[
\sum_{\pi} q^{\pi} = \prod_{i=1}^{\infty} \frac{1}{(1-q^i)^i}.
\]
2.7. **Hall–Littlewood polynomials.** Hall–Littlewood polynomials are the common \( t \)-generalization of at least three families of symmetric polynomials. They can be defined as a sum over the symmetric group (see Chapter III of [16]):

\[
P_\lambda(x_1, \ldots, x_n; t) = \frac{1}{v_\lambda(t)} \sum_{\sigma \in S_n} \sigma \left( x_1^{\lambda_1} \cdots x_n^{\lambda_n} \prod_{1 \leq i < j \leq n} \frac{x_i - tx_j}{x_i - x_j} \right)
\]

where the function \( v_\lambda(t) \) is given by

\[
v_\lambda(t) = \prod_{i=0}^{\infty} \prod_{j=1}^{m_\lambda(\lambda)} \frac{1 - t^j}{1 - t}.
\]

When \( t = 0 \), one recovers the Schur polynomial \( s_\lambda(x_1, \ldots, x_n) \). On the other hand, setting \( t = 1 \) gives the monomial symmetric polynomials \( m_\lambda(x_1, \ldots, x_n) \), while \( t = -1 \) gives rise to the Schur \( P \)-polynomials.

2.8. **Tableau rule for Hall–Littlewood polynomials.** Remarkably, Hall–Littlewood polynomials can also be expressed as a sum over SSYT \([16]\):

\[
(16) \quad P_\lambda(x_1, \ldots, x_n; t) = \sum_{T} \prod_{k=1}^{n} \left( x_k^{\#(k)} \psi_{\lambda/\mu}(t) \right)
\]

where the function \( \psi_{\lambda/\mu}(t) \) is given by

\[
\psi_{\lambda/\mu}(t) = \prod_{m_i(\mu) = m_i(\lambda) + 1} ^{i \geq 1} \left( 1 - t^{m_i(\mu)} \right)
\]

with the product taken over all \( i \geq 1 \), such that the multiplicity of the part \( i \) in the partition \( \mu \) is one greater than the multiplicity of that part in \( \lambda \).

2.9. **Cauchy identity for Hall–Littlewood polynomials and \( t \)-weighted plane partitions.** Consider the Cauchy identity for Hall–Littlewood polynomials,

\[
(17) \quad \sum_\lambda b_\lambda(t) P_\lambda(x_1, \ldots, x_m; t) P_\lambda(y_1, \ldots, y_n; t) = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1 - tx_i y_j}{1 - x_i y_j},
\]

which can be written more explicitly as

\[
(18) \quad \sum_{\lambda} \prod_{i=1}^{\infty} \prod_{j=1}^{m_\lambda(\lambda)} (1 - t^j) P_\lambda(x_1, \ldots, x_m; t) P_\lambda(y_1, \ldots, y_n; t) = \prod_{i=1}^{m} \prod_{j=1}^{n} \frac{1 - tx_i y_j}{1 - x_i y_j}.
\]

Here too, one can study the Cauchy identity \([18]\) in the framework of plane partitions \([30]\). To do so, one must introduce the notion of *paths* on a plane partition.

**Definition 1 (Connected components, depth, paths).** Let \( \pi \) be a plane partition. A connected component at height \( h \) is a set of elements \( \pi(i, j) = h \), whose coordinate boxes \((i, j)\) are connected. The depth\(^2\) of an element \( \pi(i, j) > 0 \) is the smallest positive integer \( d \) such that \( \pi(i, j) \) and \( \pi(i + d, j + d) \) are not in the same connected component.\(^3\) A path at height \( h \) and depth \( d \) is a connected subset of a connected component at height \( h \), whose elements have the same depth, \( d \). We let \( p_d(\pi) \) denote the number of paths in \( \pi \) with height \( h > 0 \) and depth \( d \).

\(^2\) In \([32]\), Vuletić denoted this quantity *level* rather than *depth*. We have adopted the latter term, as we find it more intuitive.

\(^3\) Obviously this does not lead to a well-defined value for the depth of elements \( \pi(i, j) = 0 \), but this does not concern us for the moment. We extend the definition to height-0 elements in Section 2.12.
From this, one can define a family of difference operators by the parameter $u$ grouped in a generating series with free parameter $x$ where the sum is taken over all subsets $S$ endomorphism on the space of functions in $n$ operators, following Chapter VI, Section 3 of [16]. We begin by defining the operator $T_{2.10}$. Macdonald’s difference operators. vertex operators, see [4]. The generating series (20) was originally obtained in [30]. For a proof of this result using the formalism of (20) as a generating series of path-weighted plane partitions (see Figure 3):

$$
\sum_{\pi \in \mathcal{P}_{m,n}} \prod_{i \geq 1} (1 - t^i) p_i(\pi) \prod_{i=1}^m x_i^{\lambda(i)} \prod_{j=1}^n y_j^{\mu(j)} = \prod_{i=1}^m \prod_{j=1}^n \frac{1 - tx_i y_j}{1 - x_i y_j}.
$$

Taking the $q$-specialization $x_i = q^{m(i)+1/2}$ and $y_j = q^{n(j)+1/2}$ as previously, one obtains a $t$-refinement of the generating series (14):

$$
\sum_{\pi \in \mathcal{P}_{m,n}} \prod_{i \geq 1} (1 - t^i) p_i(\pi) q^{|\pi|} = \prod_{i=1}^m \prod_{j=1}^n \frac{1 - tq^{i+j-1}}{1 - q^{i+j-1}}.
$$

Furthermore, passing to the limit $m, n \to \infty$, we obtain a $t$-refinement of the MacMahon formula (15):

$$
\sum_{\pi} \prod_{i \geq 1} (1 - t^i) p_i(\pi) q^{|\pi|} = \prod_{i=1}^\infty \left( \frac{1 - tq^i}{1 - q^i} \right)^i.
$$

The generating series (20) was originally obtained in [30]. For a proof of this result using the formalism of vertex operators, see [4].

2.10. Macdonald’s difference operators. Let us briefly recall the construction of Macdonald’s difference operators, following Chapter VI, Section 3 of [16]. We begin by defining the operator $T_{u,x_i}$, which is an endomorphism on the space of functions in $n$ variables $(x_1, \ldots, x_n)$, whose action is to scale the variable $x_i$ by the parameter $u$:

$$
T_{u,x_i} : f(x_1, \ldots, x_n) \mapsto f(x_1, \ldots, ux_i, \ldots, x_n).
$$

From this, one can define a family of difference operators

$$
D_n^r = \sum_{S \subseteq [n] \atop |S| = r} t^{r(r-1)/2} \prod_{i \in S \atop j \not\in S} \frac{tx_i - x_j}{x_i - x_j} \prod_{i \in S} T_{q,x_i},
$$

where the sum is taken over all subsets $S \subseteq \{1, \ldots, n\}$ of cardinality $r$. These operators can in turn be grouped in a generating series with free parameter $z$:

$$
D_n(z; q, t) = \sum_{r=0}^n D_n^r z^r.
$$

The Macdonald polynomials $P_\lambda(x; q, t)$ are eigenfunctions of the difference operators:

$$
D_n(z; q, t) P_\lambda(x; q, t) = \prod_{i=1}^n (1 + zq^{\lambda^i}t^{n-i}) P_\lambda(x; q, t).
$$

In what follows we will be interested in the special cases $q = t$ and $q = 0$ of (23), which correspond to the restriction to Schur and Hall–Littlewood polynomials, respectively.
2.11. **Refined Cauchy identities.** We now state and prove two theorems central to the paper. Both are refinements of the Cauchy identity \([12]\) (in the strict sense that both degenerate to it when \(t = 0\), which can be easily deduced using the Cauchy formula \([9]\)). The first theorem involves Schur polynomials while the second Hall–Littlewood polynomials. The second theorem can also be thought of as a deformation of the Cauchy identity for Hall–Littlewood polynomials \([18]\) (in view of the strong similarities between the two), although it is not a refinement of \([18]\) in the strict sense (since it does not degenerate to \([18]\) in any limit).

The first theorem is the expansion of the Izergin–Korepin determinant \([11, 7]\) in terms of Schur polynomials. It is well known to experts in the area and follows trivially from results of Warnaar \([31]\).

**Theorem 1.**

\[
\sum_{\lambda} \prod_{i=1}^{n} (1 - t^{\lambda_i - i + n + 1}) s_{\lambda}(x_1, \ldots, x_n)s_{\lambda}(y_1, \ldots, y_n) = \frac{1}{\Delta(x)_n \Delta(y)_n} \det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)} \right]_{1 \leq i, j \leq n}.
\]

**Proof.** This can be proved in at least two ways. One possibility is to act on the \(m = n\) Cauchy identity \([12]\) with the generating series \([22]\), evaluated at \(z = -t\) and \(q = t\). We give a simpler proof, by treating the entries of the determinant as formal power series:

\[
\det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)} \right]_{1 \leq i, j \leq n} = \det \left[ \sum_{k=0}^{\infty} (1 - t^{k+1}) x_i^k y_j^k \right]_{1 \leq i, j \leq n} = \sum_{k_1 \geq \cdots \geq k_n \geq 0} \det \left[ x_i^{k_j} \right]_{1 \leq i, j \leq n} \det \left[ y_j^{k_i} \right]_{1 \leq i, j \leq n} \prod_{i=1}^{n} (1 - t^{k_i + 1})
\]

where the final line follows from the Cauchy–Binet identity. Shifting the summation indices in the standard way \(k_i = \lambda_i - i + n\), we obtain

\[
\det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)} \right]_{1 \leq i, j \leq n} = \sum_{\lambda} \det \left[ x_i^{\lambda_j - j + n} \right]_{1 \leq i, j \leq n} \det \left[ y_j^{\lambda_i - i + n} \right]_{1 \leq i, j \leq n} \prod_{i=1}^{n} (1 - t^{\lambda_i - i + n + 1})
\]

and the proof is complete after dividing by the Vandermonde factor \(\Delta(x)_n \Delta(y)_n\).

We now state the Hall–Littlewood case (not the most general, as in \([31]\) this is done at the level of Macdonald polynomials):

**Theorem 2** (Kirillov–Noumi, Warnaar).

\[
\sum_{\lambda} \prod_{i=0}^{\infty} \prod_{j=1}^{m_i(\lambda)} (1 - t^{j}) P_{\lambda}(x_1, \ldots, x_n, t) P_{\lambda}(y_1, \ldots, y_n, t)
\]

\[
= \prod_{i,j=1}^{n} \frac{(1 - t x_i y_j)}{\Delta(x)_n \Delta(y)_n} \det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)} \right]_{1 \leq i, j \leq n}.
\]

**Proof.** We give the same proof as \([10, 31]\). Acting on the \(m = n\) Cauchy identity \([17]\) with the generating series \([22]\), evaluated at \(z = -t\) and \(q = 0\), one obtains

\[
D_n(-t; 0, t) \prod_{i,j=1}^{n} \frac{1 - t x_i y_j}{1 - x_i y_j} = \sum_{\lambda} b_{\lambda}(t) \prod_{i=1}^{n} \left( 1 - \delta_{\lambda_i, 0} t^{n_i - i + 1} \right) P_{\lambda}(x_1, \ldots, x_n, t) P_{\lambda}(y_1, \ldots, y_n, t)
\]

\[
= \sum_{\lambda} \prod_{i=0}^{\infty} \prod_{j=1}^{m_i(\lambda)} (1 - t^j) P_{\lambda}(x_1, \ldots, x_n, t) P_{\lambda}(y_1, \ldots, y_n, t).
\]
It remains to show that the difference operators act on the Hall–Littlewood Cauchy kernel to produce the determinant on the right hand side of \[25\]. To achieve that, we start from the determinant itself:

\[
\det \left[ \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)} \right]_{1 \leq i, j \leq n} = \det \left[ \frac{1}{1-x_i y_j} - \frac{t}{1-t x_i y_j} \right]_{1 \leq i, j \leq n}
\]

\[
= \sum_{r=0}^{n} \sum_{S \subseteq [n], |S| = r} (-t)^r \det \left[ \frac{1}{1-x_i y_j} \right]_{1 \leq i, j \leq n}
\]

where \( x_i^S = t x_i \) if \( i \in S \), and \( x_i^S = x_i \) if \( i \notin S \). Replacing each determinant in this sum with its factorized form \([8]\), we find that

\[
\det \left[ \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)} \right]_{1 \leq i, j \leq n} = \sum_{r=0}^{n} \sum_{S \subseteq [n], |S| = r} (-t)^r \prod_{1 \leq i, j \leq n} (x_i^S - x_j^S) (y_i - y_j) / \prod_{i,j=1}^{n} (1-x_i^S y_j) \]

or more explicitly, using the definition of the symbol \( x_i^S \),

\[
\det \left[ \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)} \right]_{1 \leq i, j \leq n} = \prod_{1 \leq i, j \leq n} (y_i - y_j) \sum_{r=0}^{n} \sum_{S \subseteq [n], |S| = r} (-1)^{|S|} (-1)^{r(r+1)/2} \times
\]

\[
\prod_{i,j \ni S} (x_i - x_j) \prod_{i,j \ni S} (x_i - x_j) \prod_{j \ni S} (t x_i - x_j) \prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{j=1}^{n} \prod_{i,j=1}^{n} (1-1/t x_i y_j) \prod_{i,j=1}^{n} 1 - x_i y_j
\]

where \( I(S) = \{ (i,j) | i > j, i \in S, j \notin S \} \). Restoring the prefactors, we obtain

\[
\frac{\prod_{i,j=1}^{n} (1-t x_i y_j)}{\Delta(x_n) \Delta(y_n)} \det \left[ \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)} \right]_{1 \leq i, j \leq n} = \left( \prod_{r=0}^{n} \sum_{S \subseteq [n], |S| = r} (-1)^r t^{r(r+1)/2} \prod_{i,j \ni S} (x_i - x_j) \prod_{i,j \ni S} (x_i - x_j) \prod_{j \ni S} (t x_i - x_j) \prod_{j=1}^{n} \prod_{i=1}^{n} \prod_{j=1}^{n} \prod_{i,j=1}^{n} (1-1/t x_i y_j) \prod_{i,j=1}^{n} 1 - x_i y_j \right)
\]

Finally, referring to the definition \([21]\), \([22]\) of \( D_n(-t; 0, t) \), it is clear that

\[
\frac{\prod_{i,j=1}^{n} (1-t x_i y_j)}{\Delta(x_n) \Delta(y_n)} \det \left[ \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)} \right]_{1 \leq i, j \leq n} = D_n(-t; 0, t) \prod_{i,j=1}^{n} 1 - t x_i y_j.
\]

\[\square\]

### 2.12. Refined plane partitions.

We now study the combinatorial meaning of equations \([24]\) and \([25]\). The first of these, \([24]\), can be interpreted as a \( t \)-refinement of the generating series \([13]\) for plane partitions. This refinement assigns an extra \( t \)-dependent weight to the central slice of a plane partition:

\[
\sum_{\pi \in \Pi_{n,n}} \prod_{i=1}^{n} (1-t^{\pi(i,j)-i+n+1}) \prod_{i=1}^{n} x_i^{\lambda(i)-\lambda(i-1)} y_i^{\mu(i)-\mu(i-1)} = \frac{1}{\Delta(x_n) \Delta(y_n)} \det \left[ \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)} \right]_{1 \leq i, j \leq n}.
\]

It is a refinement in the true sense, since by setting \( t = 0 \) one recovers the standard result \([13]\) at \( m = n \).

To explain this modification, we need the following definition.
Figure 4. On the left, a plane partition which receives a \(t\)-weighting based on the paths within the non-zero entries. On the right, the same plane partition, which receives an additional \(t\)-weighting based on the paths among the zero entries.

Figure 5. The three-dimensional version of Figure 4. On the left, a path-weighted plane partition. On the right, the additional weighting which it receives due to the modified Cauchy identity (25).

Definition 2 (Paths at height zero). Let \(\pi\) be a plane partition whose base is contained within an \(n \times n\) square, meaning that \(\pi(i,j) > 0\) only for \(i, j \leq n\). A path at height 0 and depth \(d\) is the set of all elements \(\pi(i, j) = 0\) such that \(\max(i, j) = n - d + 1\). We let \(\tilde{p}_d(\pi)_{n \times n}\) denote the number of paths in \(\pi\) with height \(h \geq 0\) and depth \(d\).

We now assign a \(t\)-weighting to plane partitions in much the same way as before, with each path of depth \(k\) receiving a weight of \(1 - t^k\). The sole difference is that height-0 entries are now treated on much the same footing as the rest. This is more clearly illustrated in Figures 4 and 5.

One can easily show that the left hand side of (25) can be interpreted as a generating series of plane partitions with precisely the additional \(t\)-weighting described above. We find that

\[
\sum_{\pi \in \pi_{n,n}} \prod_{i \geq 1} (1 - t^i)^{\tilde{p}_i(\pi)_{n \times n}} \prod_{i=1}^n x_i^{\lambda(i) - \lambda(i - 1)} y_i^{\mu(i) - \mu(i - 1)} = \prod_{i,j=1}^n \frac{(1 - t x_i y_j)}{(1 - x_i y_j)(1 - t x_i y_j)} \det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)} \right]_{1 \leq i,j \leq n}.
\]

\[
\sum_{\pi \in \pi_{n,n}} \prod_{i \geq 1} (1 - t^i)^{\tilde{p}_i(\pi)_{n \times n}} \prod_{i=1}^n x_i^{\lambda(i) - \lambda(i - 1)} y_i^{\mu(i) - \mu(i - 1)} = \prod_{i,j=1}^n \frac{(1 - t x_i y_j)}{(1 - x_i y_j)(1 - t x_i y_j)} \det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)} \right]_{1 \leq i,j \leq n}.
\]

Notice that the depth of the paths at height 0 depends on the framing of the plane partition. For this reason \(\tilde{p}_d(\pi)_{n \times n}\) depends explicitly on \(n\).
Notice that this modification is not, strictly speaking, a refinement of the original generating series \((19)\), since it cannot be recovered as a special case.

2.13. **Six-vertex model with domain wall boundary conditions.** We now turn to the six-vertex model of statistical mechanics.\(^5\) This is a model on the square lattice, with vertices formed by the intersection of lines. To each of the four edges surrounding an intersection, one assigns arrows which can point either towards the vertex center or away from it. The arrow configurations are constrained by the fact that each vertex must have two arrows which point towards its center, and two which point away. This gives rise to six possible vertices, as shown in Figure 6.

![Figure 6](image)

**Figure 6.** The vertices of the six-vertex model, with Boltzmann weights indicated beneath. The small red arrows indicate the orientation of the lines. In order to distinguish between \(a\) and \(b\) type vertices, the correct convention is to view every vertex such that its lines are oriented from south-west to north-east.

To each horizontal (respectively, vertical) line of the lattice one associates an orientation and a variable \(x_i\) (respectively, \(y_j\)), which is its *rapidity*. The six types of vertex are assigned Boltzmann weights, which in this work are rational functions depending on the ratio \(x/y\) of the rapidities incident on the vertex:

\[
\begin{align*}
    a_+(x, y) &= 1 - \frac{tx}{1 - x/y}, \quad a_-(x, y) = 1 - \frac{tx}{1 - x/y}, \\
    b_+(x, y) &= 1, \quad b_-(x, y) = t, \\
    c_+(x, y) &= \frac{1 - t}{1 - x/y}, \quad c_-(x, y) = \frac{(1 - t)x/y}{1 - x/y}.
\end{align*}
\]

(27)

We point out that we have chosen a normalization in which the \(b_\pm\) Boltzmann weights do not depend on the rapidity variables of the vertex. The essential feature of the weights thus constructed is that they satisfy the Yang–Baxter equation, which makes the six-vertex model integrable. In graphical form, the Yang–Baxter equation may be realised as in Figure 7.

---

\(^5\)It is not our intention to describe this model in great detail, but rather to present the bare facts which are relevant to this work. For more information about the model and its solution, we refer the reader to [1].
The Yang–Baxter equation. One makes a definite choice for the arrows on the six external edges (which is consistent and fixed on both sides of the equation) and sums over the possible arrow configurations on the three internal edges. In this way, the figure actually implies $2^6$ equations involving the Boltzmann weights \[27\].

Most pertinent to this work, the Yang–Baxter equation implies that the partition functions that we study are symmetric functions in their rapidity variables, since it allows us to freely exchange a pair of horizontal or vertical lattice lines.

One of the most fundamental quantities within the six-vertex model is the domain wall partition function (here and after abbreviated by DWPF). It was originally introduced by Korepin in \[11\], and has played a key role in the study of scalar products and correlation functions in integrable quantum spin-chains (see e.g. \[12\]). The DWPF is most easily defined graphically, as in Figure 8.

$$Z_{\text{ASM}}$$, the domain wall partition function in the case $n = 6$. All external horizontal arrows point inwards, while external vertical arrows point outwards. We sum over all allowed configurations of the internal edges. For convenience, we have reciprocated the variables on the vertical lines, and set them to $\bar{y}_j = 1/y_j$.

The DWPF was evaluated in determinant form by Izergin in \[7\]. With the Boltzmann weights as defined in \[27\], the determinant expression is

\[
Z_{\text{ASM}}(x_1, \ldots, x_n; y_1, \ldots, y_n; t) = \frac{\prod_{1 \leq i < j \leq n}(1-tx_iy_j)}{\prod_{1 \leq i, j \leq n}(1-x_i-y_j)(1-tx_iy_j)} \det \left[ (1-t) \right]_{1 \leq i, j \leq n}.
\]

We will not elaborate on the proof of (28), but it can be proved using the well known Izergin–Korepin technique, whereby one writes down a set of conditions which uniquely determine $Z_{\text{ASM}}$ and shows that (28) obeys all such conditions.

As was noticed in \[13\], configurations of the six-vertex model with domain wall boundary conditions are in one-to-one correspondence with alternating sign matrices (ASMs). Using this fact, and evaluating the determinant expression (28) in a certain homogeneous limit, Kuperberg was able to obtain an elegant proof of the ASM conjecture \[18\]. In this way, one can think of (28) as being a multivariate generating function of ASMs, and it is for that reason that we use the notation $Z_{\text{ASM}}$. 

\[\]
Finally, we point out that the DWPF (28) is identically equal to the right hand side of equation (25) (this fact had already been observed by Warnaar in [31]). Our observation is that (26) relates a generating series of path-weighted plane partitions with a generating series of ASM’s, providing a new and potentially interesting link between these combinatorial objects.

2.14. Partition functions on rectangular domains. Up until now, we restricted our attention to the case where the cardinalities of the sets \{x_1, \ldots, x_n\} and \{y_1, \ldots, y_n\} in (25) are equal. Clearly we are at liberty to take a subset of either of these to be zero, choosing for example \(x_{m+1} = \cdots = x_n = 0\), for some \(m < n\). Due to the stability property \(P_\lambda(x_1, \ldots, x_{n-1}; t) = P_\lambda(x_1, \ldots, x_{n-1}; t)\) of Hall–Littlewood polynomials, taking this limit transforms the left hand side of (25) to the case of unequal cardinalities. To calculate the resulting right hand side, we observe that the Izergin determinant may be written in the following form:

\[
\text{det} \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)} \right]_{1 \leq i, j \leq n} = \prod_{m+1 \leq i < j \leq n} (x_i - x_j) \text{det} \left[ A_{i,j} \right]_{1 \leq i, j \leq n},
\]

where the entries of the final determinant are given by

\[
A_{i,j} = \begin{cases} 
(1 - t) / (1 - x_i y_j)(1 - t x_i y_j), & 1 \leq i \leq m, \\
\prod_{k=0}^{\infty} (1 - t^{k+1}) h_{k+i-n}(x_i, \ldots, x_n) y_j^k, & m + 1 \leq i \leq n,
\end{cases}
\]

with \(h_{k+i-n}(x_i, \ldots, x_n)\) denoting a complete symmetric function (see Section 2, Chapter I of [16]). The derivation of (29) is by expanding the entries of the original determinant as formal power series, and using row operations in conjunction with the identity

\[
h_k(x_1, \ldots, x_i, x_m) - h_k(x_1, \ldots, x_i, x_n) = (x_m - x_n) h_{k-1}(x_1, \ldots, x_i, x_m, x_n)
\]

for complete symmetric functions. Writing the determinant in this way, \(x_i \to 0\) for all \(m + 1 \leq i \leq n\) is no longer a singular limit of equation (25). We thus obtain

\[
\sum_\lambda \prod_{j=1}^{n-\ell(\lambda)} (1 - t^j) b_\lambda(t) P_\lambda(x_1, \ldots, x_m; t) P_\lambda(y_1, \ldots, y_n; t) = \frac{\prod_{i=1}^{n-m}(1 - t^i) \prod_{j=1}^{m} \prod_{i=1}^{n} (1 - t x_i y_j) \det \left[ A_{i,j}^0 \right]_{1 \leq i, j \leq n}}{\prod_{i=1}^{m}(x_i^{n-m}) \Delta(x)_m \Delta(y)_n},
\]

where the entries of the determinant are given by

\[
A_{i,j}^0 = \frac{(1 - t)}{(1 - x_i y_j)(1 - t x_i y_j)}, \quad 1 \leq i \leq m, \quad A_{i,j}^0 = y_j^{n-i}, \quad m + 1 \leq i \leq n.
\]

It is natural to ask whether the right hand side of the new identity (30) has an interpretation within the six-vertex model. To answer this question, we consider the form of the Boltzmann weights (27) at \(x = 0\). They simplify to

\[
a_\pm = 1, \quad b_+ = 1, \quad b_- = t, \quad c_+ = 1 - t, \quad c_- = 0.
\]

The vanishing of the \(c_-\) vertex plays a crucial role in studying the DWPF in this limit. It means that when we set \(x_{n+1} = \cdots = x_n = 0\), no \(c_-\) vertices are allowed in the bottom \(n - m\) rows of Figure 8 and that these rows contribute only a multiplicative factor to the partition function. The bottom \(n - m\) rows can effectively be deleted from the lattice, at the expense of the factor \(\prod_{i=1}^{n-m}(1 - t^i)\), while the lower external edges of the resulting lattice are summed over all possible arrow configurations. For more details on this limiting procedure, and in particular for the derivation of the overall multiplicative factor, we refer the reader to [?]. The resulting lattice expression was called a partial domain wall partition function (pDWPF) in [?], and is illustrated in Figure 9. We denote the pDWPF by \(Z_{\text{ASM}}(x_1, \ldots, x_m; y_1, \ldots, y_n; t)\).
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\( \lambda \)

is an assignment of one symbol \( \bar{1}, \bar{2}, \ldots, \bar{n}, \bar{n} \) to each box of the Young diagram \( \lambda \), subject to the following rules:

1. The symbols have the ordering \( 1 < \bar{1} < \cdots < \bar{n} < \bar{n} \).
2. The entries in \( \lambda \) increase weakly along each row and strictly down each column.
3. All entries in row \( i \) of \( \lambda \) are at least \( \bar{i} \).

Notice that conditions 1 and 2 are the usual rules of a semi-standard Young tableau (albeit in terms of a different alphabet of symbols). It is condition 3 which non-trivially distinguishes a symplectic tableau from an ordinary semi-standard tableau.

Cancelling the factor \( \prod_{i=1}^{n-m} (1 - t^i) \) from the right hand side of (30), it is equal to the pDWPF:

\[
\sum_{\lambda} \prod_{j=1}^{m-\ell(\lambda)} (1 - t^{i+j+n-m}) b_\lambda(t) P_\lambda(x_1, \ldots, x_m; t) P_\lambda(y_1, \ldots, y_n; t) = \prod_{i=1}^{n-m} \prod_{j=1}^{m} (1 - t x_i y_j) \Delta(x) \Delta(y) \prod_{i,j=1}^{n} (1 - x_i y_j) \prod_{i,j=1}^{n} (1 - x_i \bar{y}_j) \prod_{i,j=1}^{n} (1 - x_i y_j) \prod_{i,j=1}^{n} (1 - x_i \bar{y}_j) \prod_{i,j=1}^{n} (1 - x_i \bar{y}_j),
\]

where we have used the implicit constraint \( \ell(\lambda) \leq m \) on the summation over \( \lambda \) to remove the common factor \( \prod_{i=1}^{n-m} (1 - t^i) \) from both sides of (30).

3. **Refined symplectic Cauchy identities and U-turn alternating sign matrices**

3.1. **A further Cauchy determinant.** Let \( x_1, \ldots, x_n \) and \( y_1, \ldots, y_n \) be indeterminates. The following determinantal formula is also due to Cauchy:

\[
(32) \quad \det \left[ \frac{1}{(1 - x_i y_j)(1 - x_i \bar{y}_j)} \right]_{1 \leq i,j \leq n} = \Delta(x) \Delta(y) \prod_{1 \leq i < j \leq n} (1 - x_i x_j)(1 - y_i \bar{y}_j). \]

One can prove this by factor exhaustion.

3.2. **Weyl formula for symplectic characters.** Symplectic characters \( sp_\lambda(x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n) \) are the characters of irreducible representations of \( Sp(2n) \). The Weyl character formula gives rise to the determinant expression:

\[
sp_\lambda(x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n) = \det \left[ x_i^{\lambda_j - j + n + 1} - \bar{x}_i^{\lambda_j - j + n + 1} \right]_{1 \leq i,j \leq n} / \prod_{i=1}^{n} (x_i - \bar{x}_i) \prod_{1 \leq i<j \leq n} (x_i - x_j)(1 - \bar{x}_i \bar{x}_j). \]

3.3. **Tableau formula for symplectic characters.** In direct analogy with Schur polynomials, a symplectic character can be defined as a sum over tableaux which obey certain properties [26][9]. A *symplectic tableau* of shape \( \lambda \) is an assignment of one symbol \( \{1, \bar{1}, \ldots, n, \bar{n}\} \) to each box of the Young diagram \( \lambda \), subject to the following rules:

1. The symbols have the ordering \( 1 < \bar{1} < \cdots < \bar{n} < n \).
2. The entries in \( \lambda \) increase weakly along each row and strictly down each column.
3. All entries in row \( i \) of \( \lambda \) are at least \( \bar{i} \).

Figure 9. The partial domain wall partition function \( Z_{ASM}(x_1, \ldots, x_m; y_1, \ldots, y_n; t) \), which arises from setting \( x_{m+1} = \cdots = x_n = 0 \) in Figure 8. In the example shown, \( m = 4 \), \( n = 6 \). The lower external edges of the lattice are to be summed over all possible arrow configurations, which is why we leave them blank. In this example, the sum is over the \( \binom{6}{2} \) ways of assigning 2 upward and 4 downward arrows to the 6 edges.
With this definition, \( sp_\lambda(x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n) \) can be alternatively defined as a weighted sum over symplectic tableaux \( T \) of shape \( \lambda \):

\[
sp_\lambda(x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n) = \sum_T \prod_{k=1}^{n} x_k^{\#(k) - \#(\bar{k})},
\]

where \( \#(k) \) and \( \#(\bar{k}) \) count the instances of \( k \) and \( \bar{k} \) in \( T \), respectively.

3.4. **Symplectic tableaux as restricted interlacing sequences.** As with ordinary SSYT, any symplectic tableau \( T \) can be decomposed into a sequence of interlacing partitions, but with a length constraint imposed on every second partition:

\[
T = \{ \emptyset \equiv \bar{\lambda}^{(0)} \prec \lambda^{(1)} \prec \bar{\lambda}^{(1)} \prec \ldots \prec \lambda^{(n)} \prec \bar{\lambda}^{(n)} \equiv \lambda \mid \ell(\bar{\lambda}^{(i)}) \leq i \}.
\]

The constraint \( \ell(\bar{\lambda}^{(i)}) \leq i \) is a direct consequence of property 3 of symplectic tableaux.

For any integer \( k \), the number of instances of \( k \) in \( T \) is given by \( |\lambda^{(k)}| - |\bar{\lambda}^{(k)}| \), while that of \( \bar{k} \) is given by \( |\bar{\lambda}^{(k)}| - |\lambda^{(k)}| \). Combining this fact with equation (33), the symplectic character can be expressed as

\[
sp_\lambda(x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n) = \sum_T \prod_{i=1}^{n} x_i^{\lambda^{(i)} - |\bar{\lambda}^{(i-1)}|} \prod_{j=1}^{\bar{n}} x_j^{\bar{\lambda}^{(j)} - |\lambda^{(j-1)}|} = \sum_T \prod_{i=1}^{n} x_i^{2(\lambda^{(i)} - |\bar{\lambda}^{(i)}|) - |\lambda^{(i-1)}|}.
\]

3.5. **Cauchy identity for symplectic characters and associated plane partitions.** Motivated by the tableau definition (34) of symplectic characters, in this section we define a class of plane partitions which (to the best of our knowledge) have not been previously studied in the literature. We take as our starting point the Cauchy identity for symplectic characters [26]:

\[
\sum_{\lambda} s_{\lambda}(x_1, \ldots, x_m)sp_\lambda(y_1, \bar{y}_1, \ldots, y_n, \bar{y}_n) = \prod_{1 \leq i < j \leq m} (1 - x_i x_j) \prod_{1 \leq i \leq n} (1 - \bar{x}_i y_j) = \prod_{1 \leq i \leq n} (1 - \bar{x}_i y_j)
\]

where \( m \leq n \), and wish to view the left hand side of (35) as a generating series for plane partitions. With that in mind, we introduce the following set of plane partitions:

\[
\overline{\pi}_{m,2n} = \{ \emptyset \equiv \lambda^{(0)} \prec \lambda^{(1)} \prec \ldots \prec \lambda^{(m)} \equiv \bar{\mu}^{(n)} \succ \bar{\mu}^{(n)} \succ \ldots \succ \bar{\mu}^{(1)} \succ \bar{\mu}^{(1)} \equiv \emptyset \}
\]

subject to the additional constraint \( \ell(\bar{\mu}^{(i)}) \leq i \), for all \( 1 \leq i \leq n \). We refer to these as **symplectic plane partitions**. Using the tableaux formulae (10) and (34), the Cauchy identity for symplectic characters and associated plane partitions can then be rephrased as

\[
\sum_{\pi \in \overline{\pi}_{m,2n}} \prod_{i=1}^{m} x_i^{\lambda^{(i)} - |\bar{\lambda}^{(i-1)}|} \prod_{j=1}^{n} y_j^{\bar{\lambda}^{(j)} - |\lambda^{(j-1)}|} = \prod_{1 \leq i \leq n} (1 - \bar{x}_i y_j)(1 - x_i \bar{y}_j)
\]

which is evidently a generating function for symplectic plane partitions.

With a view to obtaining an analogue of volume-weighted plane partitions [14] in the symplectic case, one can consider q-specializations of the parameters \( (x_1, \ldots, x_m) \) and \( (y_1, \ldots, y_n) \). However, care must be taken in doing so, since (36) may become singular (which means that for a given weight there will be infinitely many plane partitions with that weight). Choosing \( x_i = q^{m-i+3/2} \) for all \( 1 \leq i \leq m \) and \( y_j = q^{j/2} \) for all \( 1 \leq j \leq n \), we reduce (36) to

\[
\sum_{\pi \in \overline{\pi}_{m,2n}} q^{\mid\pi_\leq\mid - \mid\pi_\geq\mid} = \prod_{1 \leq i \leq j \leq m} (1 - q^{i+j+1}) \prod_{m+1}^{n} (1 - q^i)(1 - q^{i+1})^n
\]

where we have defined \( \pi_\leq \) and \( \pi_\geq \) to be the left and right halves of the symplectic plane partition \( \pi \), with the main diagonal omitted. \( \pi_\leq \) and \( \pi_\geq \) are the same, but with the main diagonal included. Similarly \( \pi_\leq \) and \( \pi_\geq \) are the set of even and odd slices of \( \pi \). Intersections of these sets are denoted in the obvious way, e.g. \( \pi_\leq \cap \pi_\geq \) is the intersection of the right half and the even slices of \( \pi \), excluding the main diagonal. For an illustration of the weighting (37) on a typical symplectic plane partition, see Figure [10].
3.6. A $t$-analogue of the symplectic Cauchy identity. A natural question is whether we can $t$-deform the symplectic Cauchy identity (35). The answer is yes, and one natural way (at least formulaically) goes through a class of symmetric polynomials defined by Rains in [22]. The fully general definition of these functions is beyond the scope of this work (see [22], Sections 6 and 7), but one easy way to define them is precisely via the associated Cauchy identity. We will not be concerned with the most general case, so we introduce five parameters $t, t_0, t_1, t_2, t_3$. The polynomials in question are again indexed by partitions, so if $\lambda$ is a partition with at most $\ell$ parts, we define $\tilde{K}_\lambda(z_1, \ldots, z_\ell; t_0, \ldots, t_3)$ to be the coefficient of the Hall–Littlewood $Q$-polynomial

$$Q_\lambda(x_1, \ldots, x_m; t) := \prod_{i=1}^{\infty} \prod_{j=1}^{m} (1 - t^j)P_\lambda(x_1, \ldots, x_m; t)$$

in the expansion

$$\sum_{\lambda} \prod_{i=1}^{\infty} \prod_{j=1}^{m} (1 - t^j)P_\lambda(x_1, \ldots, x_m; t)\tilde{K}_\lambda(z_1, \ldots, z_\ell; t_0, \ldots, t_3; t) =$$

$$\prod_{i=1}^{m} \prod_{j=1}^{\ell} \frac{1 - tx_i x_j}{1 - tx_i z_j} \prod_{1 \leq i < j \leq m} \frac{1 - x_i x_j}{1 - tx_i x_j} \prod_{i=1}^{m} (1 - t_0 x_i)(1 - t_1 x_i)(1 - t_2 x_i)(1 - t_3 x_i) \prod_{i=1}^{m} (1 - t_0 x_i)(1 - t_1 x_i)(1 - t_2 x_i)(1 - t_3 x_i).$$

By setting $t = t_0 = t_1 = t_2 = t_3 = 0$, choosing $\ell = 2n$ and

$$z_{2i-1} = y_i, \quad z_{2i} = 1/y_i = \bar{y}_i, \quad 1 \leq i \leq n,$

the above Cauchy identity (38) becomes the symplectic one (35) and hence the $\tilde{K}_\lambda$ is a lift of the hyperoctahedrally symmetric symplectic characters to the land of (ordinary $S_n$) symmetric functions. We refer the reader to [22] for more on the theory.

We are not aware of a tableau rule (or definition) for $\tilde{K}_\lambda$, nor of any other interesting properties that are not already listed in [22], but we hope that the above Cauchy identity (with its nice factorized kernel) is more than a mere curiosity, seeing as it generalizes symplectic characters (and, in a different limit, orthogonal characters also).

3.7. $BC_n$-symmetric Hall–Littlewood polynomials. In order to find an analogue of Theorem 2 that generalizes equation (35), we now introduce Hall–Littlewood polynomials of type $BC_n$. They can be seen as the limit $q \to 0$ of Koornwinder polynomials (see [22] for explicit formulas for Koornwinder polynomials). However, we will adopt Venkateswaran’s point of view [29] and alternatively define them via a sum over the hyperoctahedral group in much the same way as the usual ($A_n$-symmetric) Hall–Littlewood polynomials can be defined as a sum over the symmetric group (see Section 2.7).

---

In a different direction, Hamel and King [5] provide another $t$-generalization of symplectic characters in terms of shifted symplectic tableaux and prove a bijection between shifted tableaux of shape $\mu$ and $\mu$-UASMs.
The hyperoctahedral group $W(BC_n)$ on $n$ symbols is defined for our purposes as the group of $2^n n!$ signed permutations: $W(BC_n) = S_n \times \mathbb{Z}_2^n$. On a set of indeterminates $\{x_1, \ldots, x_n\}$ it acts by permuting some elements and possibly inverting some elements (that is, sending $x \rightarrow 1/x$).

$BC_n$-symmetric Hall–Littlewood polynomials (in $n$ variables) are a special class of multivariate (hence indexed by partitions) orthogonal Laurent polynomials, symmetric under the aforementioned action of $W(BC_n)$. They depend a priori on five parameters $t, t_0, t_1, t_2, t_3$ (the same parameters descending from the theory of Koornwinder polynomials) but for our purposes we set $t_0 = t_1 = t_2 = t_3 = 0$. Following Venkateswaran [29], let $\lambda$ be a partition with $n$ or fewer parts, and define the $BC_n$-symmetric Hall–Littlewood polynomial indexed by $\lambda$ as

\begin{equation}
K_\lambda(x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n; t) := \frac{1}{v_\lambda(t)} \sum_{\omega \in W(BC_n)} \omega \left( \prod_{i=1}^{n} \frac{x_i^{\lambda_i}}{(1 - x_i^2)} \prod_{1 \leq i < j \leq n} \frac{(x_i - tx_j)(1 - tx_i \bar{x}_j)}{(x_i - x_j)(1 - \bar{x}_i \bar{x}_j)} \right).
\end{equation}

It is not difficult to check that this definition indeed leads to Laurent polynomials (a slight modification of the usual argument, see e.g. [10], applies). They are clearly $BC_n$-symmetric and we refer the reader to [29] for the proof of orthogonality and other theorems related to them (in particular, for the proof that one indeed obtains Koornwinder polynomials at $q = 0$ in this way).

We remark that when $t = 0$, the $BC_n$-symmetric Hall–Littlewood polynomials $K_\lambda$ become symplectic characters $sp_\lambda$. However it is important to point out that for generic $t$, the polynomials (40) do not coincide with the $K_\lambda$ polynomials of Rains with $t_0 = t_1 = t_2 = t_3 = 0$ and with variables chosen according to (39).

Unlike the case of ordinary ($A_n$-symmetric) Hall–Littlewood polynomials, and indeed unlike symplectic characters, the authors are not aware of an explicit tableau-like formula for $BC_n$-symmetric Hall–Littlewood polynomials. Thus we cannot connect these polynomials with any types of plane partitions at the moment.

3.8. **Refined symplectic Cauchy identities.** We now state a theorem and a conjecture which, in the $BC_n$-symmetric case, mirror Theorem 1 and Theorem 2. The theorem involves the expansion of a certain determinant (the partition function for UASMs under certain weights) in Schur polynomials and symplectic characters. The conjecture involves the $BC_n$-symmetric Hall–Littlewood polynomials defined above. In both cases, the symplectic Cauchy identity [35] is recovered as the special case $t = 0$, which is easily deduced using the determinant factorization [32].

**Theorem 3.**

\begin{equation}
\sum_{\lambda} \prod_{i=1}^{n} (1 - t^{\lambda_i - i + n + 1}) s_\lambda(x_1, \ldots, x_n) s_{\lambda'}(y_1, \bar{y}_1, \ldots, y_n, \bar{y}_n)
= \prod_{i=1}^{n} (1 - tx_i^2) \Delta(x)_n \Delta(y)_n \prod_{1 \leq i < j \leq n} (1 - y_i \bar{y}_j) \det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j)} \right]_{1 \leq i, j \leq n}.
\end{equation}

**Proof.** Similarly to the case of Theorem 1 it is possible to prove this identity by acting on the $m = n$ symplectic Cauchy identity [35] with the generating series [22], evaluated at $z = -t$ and $q = t$. We will again pursue a simpler proof, which directly parallels our proof of Theorem 1. We take the determinant in (41), and (after making some trivial manipulations) treat its entries as formal power series:

\begin{align*}
\prod_{i=1}^{n} (1 - tx_i^2) \det \left[ \frac{(1 - t)}{(1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j)} \right]_{1 \leq i, j \leq n} & \equiv \prod_{i=1}^{n} \frac{1}{(y_i - \bar{y}_i)} \det \left[ \frac{(1 - t)\bar{y}_j}{(1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j)} - \frac{(1 - t)\bar{y}_j}{(1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j)} \right]_{1 \leq i, j \leq n} \\
& \equiv \prod_{i=1}^{n} \frac{1}{(y_i - \bar{y}_i)} \sum_{k=1}^{\infty} \frac{1}{x_i^{k+1}} \sum_{1 \leq i, j \leq n} \det \left[ x_i^k \right] \det \left[ y_j^{k+1} - y_j^{k+1} \right]_{1 \leq i, j \leq n} \prod_{i=1}^{n} (1 - t^{k+1}).
\end{align*}
The proof is completed by making the previous change of summation indices $k_i = \lambda_i - i + n$, and dividing by the factor $\Delta(x)_n \Delta(y)_n \prod_{1 \leq i < j \leq n} (1 - \bar{y}_i \bar{y}_j)$.

The following conjecture is surprising, and has been checked in Mathematica for small enough partitions. More precisely, we have checked that if we expand the right hand side determinant in Hall–Littlewood polynomials and take their coefficients corresponding to small enough partitions, those coefficients equal $BC_n$-symmetric Hall–Littlewood polynomials (for the same partition).

**Conjecture 1.**

\[
\sum_{\lambda} \prod_{i=0}^{\infty} \prod_{j=1}^{m_i(\lambda)} \frac{(1 - t^j)P_\lambda(x_1, \ldots, x_n; t)K_\lambda(y_1, \bar{y}_1, \ldots, y_n, \bar{y}_n; t)}{x_i^\lambda(1-|\lambda^{(i-1)}|) \prod_{1 \leq j < i \leq n} \left(1 - \bar{y}_i \bar{y}_j\right) \Delta(x)_n \Delta(y)_n \prod_{1 \leq i < j \leq n} (1 - \bar{y}_i \bar{y}_j) \prod_{1 \leq i < j \leq n} \left(1 - \bar{x}_i \bar{x}_j\right)}
\]

3.9. **Refined symplectic plane partitions.** The combinatorial meaning of equation (41) is quite analogous to that of [24], in Section 2.11. Namely, it is a $t$-refinement of the generating series [36], which assigns a $t$-dependent weight to the central slice of the symplectic plane partition:

\[
\sum_{\pi \in \mathfrak{s}^{n+1}_n} \prod_{i=1}^{n} \left(1 - t^{\pi(i,i)i+n+1}\right) \prod_{i=1}^{n} \left(1 - x_i^\lambda(1-|\lambda^{(i-1)}|) \prod_{1 \leq j < i \leq n} \left(1 - \bar{y}_i \bar{y}_j\right) \Delta(x)_n \Delta(y)_n \prod_{1 \leq i < j \leq n} (1 - \bar{y}_i \bar{y}_j) \prod_{1 \leq i < j \leq n} \left(1 - \bar{x}_i \bar{x}_j\right) \right)
\]

By setting $t = 0$, one recovers the original identity [36] at $m = n$. Unfortunately, we have not been able to find an appropriate combinatorial interpretation for equation (42). The main obstacle here is the absence of a tableau rule for the $BC_n$-symmetric Hall–Littlewood polynomials, which is an essential requirement for translating from Cauchy-type identities to plane partitions.

3.10. **Six-vertex model on UASM lattice.** We return our attention to the six-vertex model, but on a different domain to the one considered in Section 2.13. All previous conventions apply regarding the vertices of the model and their Boltzmann weights, but we introduce two additional (boundary) U-turn vertices, shown in Figure 11.

![Figure 11. The U-turn vertices with their Boltzmann weights indicated underneath.](image)

In contrast to the regular vertices of the model, the U-turn vertices consist of a single line, and a single associated rapidity variable. They are also assigned Boltzmann weights, which in the most general setting (see e.g. [14]) can be functions depending both on the rapidity $x$ and another free parameter $b$. We are interested in a degenerate limit of this more general case, in which the Boltzmann weights become equal:

\[
k_+(x) = k_-(x) = \frac{1}{1 - x^2}.
\]

The reason that we adopt this choice for the boundary weights (including their normalization) is so that we obtain exact agreement between the quantity appearing on the right hand side of Conjecture 1 and the partition function that we subsequently discuss. Together with the weights assigned to the bulk vertices [27], the boundary weights [14] satisfy Sklyanin’s reflection equation [23]. The graphical version of the reflection equation is given in Figure 12.
Figure 12. Sklyanin’s reflection equation. As with the regular Yang–Baxter equation, a fixed and common choice is made for the arrows on the four external edges on both sides of this equation. The internal edges are summed over. Hence this gives rise to $2^4$ identities involving the Boltzmann weights. Notice that the rapidity variable on each line is reciprocated after the line passes through the dot • situated at the boundary.

The partition function relevant to this section is one that was first considered by Tsuchiya [28], namely the domain wall partition function with a reflecting boundary, see Figure 13. When used in conjunction with the regular Yang–Baxter equation, the reflection equation allows one to deduce that this partition function is symmetric in the set \( \{x_1, \ldots, x_n\} \) (while symmetry in \( \{y_1, \ldots, y_n\} \) just follows from the Yang–Baxter equation itself).

Figure 13. \( Z^{UASM} \), the six-vertex model partition function with reflecting domain wall boundary conditions in the case \( n = 4 \). We draw attention to the fact that every second horizontal line has right-to-left orientation. This must be taken into consideration when evaluating the Boltzmann weights in these rows, following the convention explained in the caption of Figure 6.

Tsuchiya was able to evaluate this partition function in determinant form [28]:

\[
Z^{UASM}(x_1, \ldots, x_n; y_1, \bar{y}_1, \ldots, y_n, \bar{y}_n; t) = \frac{\prod_{i=1}^{n} (1 - tx_i y_j)(1 - tx_i \bar{y}_j)}{\prod_{1 \leq i < j \leq n} (x_i - x_j)(y_i - y_j)(1 - tx_i x_j)(1 - \bar{y}_i \bar{y}_j)} \det \left[ \begin{array}{c} 1 - t \\ (1 - t) \\ (1 - t) \\ (1 - t) \\ (1 - t) \end{array} \begin{array}{c} (1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j) \\ (1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j) \\ (1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j) \\ (1 - x_i y_j)(1 - tx_i y_j)(1 - x_i \bar{y}_j)(1 - tx_i \bar{y}_j) \end{array} \right]_{1 \leq i, j \leq n}.
\]

As in the case of the DWPF, one can prove this determinant expression by writing down a set of conditions which uniquely determine \( Z^{UASM} \), and showing that (45) satisfies these conditions.
As our notation suggests, \( Z_{UASM} \) can be considered as a multiparameter generating series of U-turn ASMs [13]. At the same time, up to some overall product terms which differ, \( Z_{UASM} \) appears on the right hand side of (43). Hence (43) relates a generating series of symplectic plane partitions with a generating series of UASMs (up to proportionality). We would like to make a similar statement regarding (42), since \( Z_{UASM} \) appears identically on the right hand side, but are unable to do so since we have no combinatorial interpretation of the left hand side.

3.11. **Rectangular domains with reflecting boundaries.** Here we perform similar analysis to that of Section 2.14 and consider the case where the cardinalities of the two sets of variables in (42) are not equal. The specialization of interest is once again \( x_{m+1} = \cdots = x_n = 0 \), for some \( m < n \). Calculating the left hand side of (42) in this limit is trivial, while the right hand side can be computed by manipulating the Tsuchiya determinant into the following form:

\[
\det \left[ \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)(1-x_i \bar{y}_j)(1-t x_i \bar{y}_j)} \right]_{1 \leq i,j \leq n} = \prod_{i=m+1}^{n} (x_i - x_j) = \prod_{i=m+1}^{n} (1-t x_i^2) \det \left[ \mathcal{U}_{i,j} \right]_{1 \leq i,j \leq n},
\]

where the entries of the final determinant are given by

\[
\mathcal{U}_{i,j} = \begin{cases} \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)(1-x_i \bar{y}_j)(1-t x_i \bar{y}_j)}, & 1 \leq i \leq m, \\ \sum_{k=0}^{\infty} (1-t^{k+1}) h_{k+i-n}(x_i, \ldots, x_n)(y_j^{k+1} - \bar{y}_j^{k+1})/(y_j - \bar{y}_j), & m + 1 \leq i \leq n. \end{cases}
\]

After this rearrangement of the determinant in (42), \( x_i \to 0 \) for all \( m + 1 \leq i \leq n \) is no longer a singular limit. We therefore obtain:

**Conjecture 1’.**

\[
(46) \sum_{\lambda} \prod_{j=1}^{n-t(\lambda)} (1-t^j) b_{\lambda}(t) P_{\lambda}(x_1, \ldots, x_m; t) K_{\lambda}(y_1, \bar{y}_1, \ldots, y_n, \bar{y}_n; t) = \frac{\prod_{i=1}^{n-m}(1-t^i) \prod_{j=1}^{m} (1-t x_i y_j)(1-t x_i \bar{y}_j)}{\prod_{i=1}^{n-m} (x_i^{n-m}) \prod_{1 \leq i < j \leq m} (x_i - x_j)(1-t x_i x_j) \prod_{1 \leq i,j \leq n} (y_i - y_j)(1-t y_i y_j)} \det \left[ \mathcal{U}_{i,j}^o \right]_{1 \leq i,j \leq n},
\]

where the entries of the determinant are given by

\[
\mathcal{U}_{i,j}^o = \frac{(1-t)}{(1-x_i y_j)(1-t x_i y_j)(1-x_i \bar{y}_j)(1-t x_i \bar{y}_j)}, \quad 1 \leq i \leq m, \quad \mathcal{U}_{i,j}^o = \frac{(y_j^{n-i+1} - \bar{y}_j^{n-i+1})}{(y_j - \bar{y}_j)}, \quad m + 1 \leq i \leq n.
\]

As we did in Section 2.14, we consider the meaning of the right hand side of (46) in six-vertex model terms. Due to the trivial form of the Boltzmann weights (41) in this limit, no \( \circ \)-vertices are allowed in the bottom \( n - m \) double rows of Figure [13]. This forces the U-turn vertex at the end of each of these double rows to be in the \( k \)-\( (x_i) \) configuration, since otherwise their top row would necessarily contain a \( \circ \)-vertex. After making this observation, the methods of [7] can be applied in much the same way to calculate the required limit. Once again, a simple calculation shows that these double rows contribute only the multiplicative factor \( \prod_{i=1}^{n-m}(1-t^i) \) to the partition function, and they can thus be deleted from the lattice. The bottom edges of the resulting lattice are summed over all arrow configurations, as illustrated in Figure [14]. We denote this partition function by \( Z_{UASM}(x_1, \ldots, x_m; y_1, \bar{y}_1, \ldots, y_n, \bar{y}_n; t) \). Cancelling the factor of \( \prod_{i=1}^{n-m}(1-t^i) \) from the right hand side of (46), it is equal to \( Z_{UASM}(x_1, \ldots, x_m; y_1, \bar{y}_1, \ldots, y_n, \bar{y}_n; t) \).
4. Refined Littlewood identities and off-diagonally symmetric alternating sign matrices

4.1. A Pfaffian formula. Let $x_1, \ldots, x_{2n}$ be indeterminates. The following Pfaffian formula is due to Laksov, Lascoux and Thorup [15] and Stembridge [25]:

$$\text{Pf} \begin{bmatrix} x_i - x_j \\ 1 - x_i x_j \end{bmatrix}_{1 \leq i < j \leq 2n} = \prod_{1 \leq i < j \leq 2n} \frac{x_i - x_j}{1 - x_i x_j}.$$

One can prove this by factor exhaustion.

4.2. Littlewood identities for Schur polynomials and symmetric plane partitions. In contrast to the Cauchy identities studied so far, which are essentially unique within any particular family of symmetric functions, Littlewood identities come in greater abundance [16]. For example, in the family of the Schur polynomials alone, the following identities are known:

$$\sum_{\lambda} s_{\lambda}(x_1, \ldots, x_n) = \prod_{1 \leq i < j \leq n} \frac{1}{1 - x_i x_j} \prod_{i=1}^{n} \frac{1}{1 - x_i},$$

$$\sum_{\lambda \text{ even}} s_{\lambda}(x_1, \ldots, x_n) = \prod_{1 \leq i < j \leq n} \frac{1}{1 - x_i x_j} \prod_{i=1}^{n} \frac{1}{1 - x_i^2},$$

$$\sum_{\lambda' \text{ even}} s_{\lambda}(x_1, \ldots, x_n) = \prod_{1 \leq i < j \leq n} \frac{1}{1 - x_i x_j}.$$

It is possible to regard the left hand side of each of these identities as a generating series of symmetric plane partitions, i.e. plane partitions whose entries satisfy $\pi(i,j) = \pi(j,i)$ for all $i, j$. The only subtlety is a possible restriction imposed on the central slice of these plane partitions, which varies according to the particular identity. Let us define the set of symmetric plane partitions

$$\pi_n = \{ \emptyset \equiv \lambda^{(0)} < \lambda^{(1)} < \ldots < \lambda^{(n)} \gg \ldots \gg \lambda^{(1)} \gg \lambda^{(0)} \equiv \emptyset \}$$

and consider the left hand side of equations (48)–(50) as a sum over the elements in $\pi_n$:

- In the case of (48), the sum is over all symmetric plane partitions, with no restriction on the central slice:

$$\sum_{\pi \in \pi_n} \prod_{i=1}^{n} x_i^{\lambda_{i+1} - \lambda_i} = \prod_{1 \leq i < j \leq n} \frac{1}{1 - x_i x_j} \prod_{i=1}^{n} \frac{1}{1 - x_i}.$$

As with ordinary (unsymmetric) plane partitions, one can consider $q$-specializations of the variables. Setting $x_i = q^{2^{n-i}+1}$, it is possible to weight the plane partitions by their volume:

$$\sum_{\pi \in \pi_n} q^{|\pi|} = \prod_{1 \leq i < j \leq n} \frac{1}{1 - q^{2(i+j-1)}} \prod_{i=1}^{n} \frac{1}{1 - q^{2i-1}}.$$
Figure 15. A symmetric plane partition, with central diagonal slice $\lambda = (5, 5, 3, 3, 1, 1)$ such that $\lambda' = (6, 4, 4, 2, 2)$ is even. Equivalently, all connected components crossing the central slice must have even width there.

• In the case of (49), one sums over symmetric plane partitions whose central slice is an even partition, i.e. a partition with only even parts:

$$\sum_{\pi \in \pi_n^{(k,k)}} \prod_{i=1}^{n} x_i^{\lambda(i) - \lambda(i-1)} = \prod_{1 \leq i < j \leq n} \frac{1}{1 - x_i x_j} \prod_{i=1}^{n} \frac{1}{1 - x_i^2}.$$  

• In the final case (50), the sum is over symmetric plane partitions subject to the condition that all connected components crossing the central slice must be of even width:

$$\sum_{\pi \in \pi_n^{(2k-1,2k-1)}} \prod_{i=1}^{n} x_i^{\lambda(i) - \lambda(i-1)} = \prod_{1 \leq i < j \leq n} \frac{1}{1 - x_i x_j}.$$  

See Figure 15 for an example of a symmetric plane partition which satisfies this criterion. Of the three Littlewood identities listed, (50) will turn out to be most relevant for our purposes.

4.3. Littlewood identities for Hall–Littlewood polynomials and associated plane partitions. The three Littlewood identities presented in Section 4.2 admit $t$-generalizations to Hall–Littlewood polynomials (see [16], Chapter III, Section 5, Example 3):

$$\sum_{\lambda \text{ even}} P_\lambda(x_1, \ldots, x_n; t) = \prod_{1 \leq i < j \leq n} \frac{1 - tx_i x_j}{1 - x_i x_j} \prod_{i=1}^{n} \frac{1}{1 - x_i^2},$$  

$$\sum_{\lambda \text{ even}} P_\lambda(x_1, \ldots, x_n; t) = \prod_{1 \leq i < j \leq n} \frac{1 - tx_i x_j}{1 - x_i x_j} \prod_{i=1}^{n} \frac{1}{1 - x_i^2},$$

$$\sum_{\lambda' \text{ even}} \prod_{i=1}^{\infty} \prod_{j=2,4,6,\ldots} (1 - t^{j-1}) P_\lambda(x_1, \ldots, x_n; t) = \prod_{1 \leq i < j \leq n} \frac{1 - tx_i x_j}{1 - x_i x_j}.$$  

All of these identities can be viewed as generating series of symmetric plane partitions, with an appropriate $t$-weighting. To specify these generating series precisely, we need to define two further statistics related to paths on plane partitions.

Definition 3 (Paths (not) crossing the main diagonal). Let $\pi$ be a symmetric plane partition. Let $2p_d^\circ(\pi)$ denote the number of paths in $\pi$ at depth $d$, which stay entirely within one half of $\pi$ and do not intersect with the main diagonal. Similarly, we let $p_d^\bullet(\pi)$ denote the number of paths in $\pi$ at depth $d$, which do intersect with the main diagonal.

Armed with these definitions, we study the left hand side of the identities (52)–(54) from a combinatorial point of view:
• In \textsuperscript{[52]}, each path that crosses the main diagonal does not receive a $t$-weighting. All other paths come in pairs (due to symmetry). Each pair of paths of depth $k$ receives a weight of $1 - t^k$:
\[
\sum_{\pi \in \pi_n, i \geq 1} \prod_{i \geq 1} (1 - t^k)^{p_i(\pi)} \prod_{k=1}^{n} x_i^{\lambda_i - |\lambda_i|} = \prod_{1 \leq i < j \leq n} \frac{1 - tx_i x_j}{1 - x_i x_j},
\]

• The $t$-weighting in \textsuperscript{[53]} is the same as in \textsuperscript{[52]}, but the sum is taken over symmetric plane partitions with an even central slice:
\[
\sum_{\pi \in \pi_n, \pi(2k-1,2k-1) = \pi(2k,2k)} \prod_{i \geq 1} (1 - t^k)^{p_i(\pi)} \prod_{j=1,3,5,...} (1 - t^2)^{p_j(\pi)} \prod_{i \geq 1} x_i^{\lambda_i - |\lambda_i|} = \prod_{1 \leq i < j \leq n} \frac{1 - tx_i x_j}{1 - x_i x_j}.
\]

• In \textsuperscript{[54]}, each path crossing the main diagonal at depth $k$, where $k$ is odd, receives a weight of $1 - t^k$. Paths crossing the main diagonal with even depth do not receive a $t$-weighting. Each pair of paths (away from the main diagonal) of depth $k$ receives a weight of $1 - t^k$, as usual:
\[
\sum_{\pi \in \pi_n, \pi(2k-1,2k-1) = \pi(2k,2k)} \prod_{i \geq 1} (1 - t^k)^{p_i(\pi)} \prod_{j=1,3,5,...} (1 - t^2)^{p_j(\pi)} \prod_{i \geq 1} x_i^{\lambda_i - |\lambda_i|} = \prod_{1 \leq i < j \leq n} \frac{1 - tx_i x_j}{1 - x_i x_j}.
\]

4.4. **Refined Littlewood identities.** Again analogously to Theorems \textsuperscript{[1]} and \textsuperscript{[2]} we state a theorem (for Schur polynomials) and a conjecture (for Hall–Littlewood polynomials) which deal with the expansion of a certain Pfaffian (in this case, the partition function of OSASMs under certain weights) in those polynomials. Both are $t$-refinements of the Littlewood identity \textsuperscript{[50]} (which can be obtained by setting $t = 0$, and using the Pfaffian factorization \textsuperscript{[47]}). The conjecture is also a natural deformation of the Littlewood identity \textsuperscript{[54]} for Hall–Littlewood polynomials, while not being a true refinement thereof.

**Theorem 4.**
\[
\sum_{\lambda \text{ even}} \prod_{i=2,4,6,...}^{2n} (1 - t^{\lambda_i - i + 2n+1}) s_\lambda(x_1, \ldots, x_{2n}) = \prod_{1 \leq i < j \leq 2n} \frac{1}{(x_i - x_j)^{k-1}} \left[ \frac{(x_i - x_j)(1 - t)}{(1 - x_i x_j)(1 - tx_i x_j)} \right]_{1 \leq i < j \leq 2n}.
\]

**Proof:** The proof proceeds along similar lines to the proof of Theorem \textsuperscript{[1]} We treat the entries of the Pfaffian as formal power series:
\[
\text{Pf} \left[ \frac{(x_i - x_j)(1 - t)}{(1 - x_i x_j)(1 - tx_i x_j)} \right]_{1 \leq i < j \leq 2n} = \text{Pf} \left[ (x_i - x_j) \sum_{k=0}^{\infty} (1 - t^{k+1}) x_i^k x_j^k \right]_{1 \leq i < j \leq 2n} = \text{Pf} \left[ \sum_{0 \leq k < l} \delta_{l,k+1}(1 - t^{k+1}) (x_i^l x_j^k - x_i^k x_j^l) \right]_{1 \leq i < j \leq 2n}.
\]

From here, we use the Pfaffian analogue of the Cauchy–Binet identity \textsuperscript{[62]} given in Appendix A, with $m = 2n$, $M \to \infty$ and $A_{kl} = -\delta_{l,k+1}(1 - t^k)$. We conclude that
\[
\text{Pf} \left[ \frac{(x_i - x_j)(1 - t)}{(1 - x_i x_j)(1 - tx_i x_j)} \right]_{1 \leq i < j \leq 2n} = \sum_{1 \leq s_1 < \cdots < s_{2n}} (-1)^n \prod_{i=2,4,6,...}^{2n} (1 - t^{s_{i-1}}) \delta_{s_{i-1},s_i-1} \text{ det } [x_i^{s_j-1}]_{1 \leq i,j \leq 2n}
\]

where we have used the factorization of the Pfaffian
\[
\text{Pf} \left[ \delta_{s_i+1,s_j}(1 - t^{s_i}) \right]_{1 \leq i,j \leq 2n} = \prod_{i=2,4,6,...}^{2n} (1 - t^{s_{i-1}}) \delta_{s_{i-1},s_i-1}.
\]
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Making the change of summation indices \( s_{2n-i+1} = \lambda_i - i + 2n + 1 \), this becomes

\[
Pf \left[ \frac{(x_i - x_j)(1 - t)}{(1 - tx_i)(1 - tx_j)} \right]_{1 \leq i < j \leq 2n} = \sum_{\lambda_1 \geq \ldots \geq \lambda_{2n} \geq 0} (-1)^n \prod_{i=2,4,6,\ldots} \left( 1 - t^{\lambda_i - i + 2n + 1} \right) \det \left[ x_i^{\lambda_j - j + 2n} \right]_{1 \leq i,j \leq 2n}
\]

and the proof is complete after dividing both sides by the Vandermonde \( \Delta(x)_{2n} \).

The next conjecture (which again has been checked in Mathematica for partitions of small size) we plan to address and prove in a subsequent paper with P. Zinn-Justin. One would hope a proof which involved some appropriate difference operators existed, but we have not been able to construct said operators.

**Conjecture 2.**

\[(57) \sum_{\lambda' \text{ even}} \prod_{i=0}^{\infty} \prod_{j=2,4,6,\ldots} \left( 1 - t^{j-1} \right) \rho_{\lambda}(1, \ldots, x_{2n}; t)
\]

\[
= \prod_{1 \leq i < j \leq 2n} \frac{(1 - tx_i)(1 - t)}{(x_i - x_j)(1 - tx_i)(1 - tx_j)} Pf \left[ \frac{(x_i - x_j)(1 - t)}{(1 - x_i x_j)(1 - t x_i x_j)} \right]_{1 \leq i < j \leq 2n}.
\]

4.5. **Refined symmetric plane partitions.** As with the refined Cauchy identities in Section 2.11 one can consider the interpretation of the refined Littlewood identities (56) and (57) at the level of plane partitions. The refinements that these identities produce are quite analogous to those seen in Section 2.12. The first case (56) can be viewed as a \( t \)-refinement of the generating series (51), which assigns a \( t \)-dependent weight to the central slice of the symmetric plane partition:

\[
\sum_{\pi \in \Pi_{2n}} \prod_{i=2,4,6,\ldots}^{2n} (1 - t^{\pi(i,i) - i + 2n + 1}) \prod_{j=1}^{2n} x_j^{\lambda^0(j) - |\lambda^{j-1}|} = \prod_{1 \leq i < j \leq 2n} \frac{1}{(x_i - x_j)} Pf \left[ \frac{(x_i - x_j)(1 - t)}{(1 - x_i x_j)(1 - t x_i x_j)} \right]_{1 \leq i < j \leq 2n}.
\]

The second case (57) is a natural modification of the generating series (55), which now takes into consideration paths at height 0.

**Definition 4.** Let \( \pi \) be a symmetric plane partition whose base is contained within a \( 2n \times 2n \) square. We let \( \bar{p}_d^h(\pi)_{2n \times 2n} \) denote the number of paths in \( \pi \) with height \( h \geq 0 \) and depth \( d \), and which intersect with the main diagonal. The definition of a path at height 0 is the same as that given in Definition 2.

The conjecture (57) translates to the modified generating series

\[
(58) \sum_{\pi \in \Pi_{2n}} \prod_{i \geq 1} (1 - t^i) \rho_i^{\pi}(1, \ldots, x_{2n}; t) = \prod_{j=1,3,5,\ldots} \prod_{i=1}^{2n} x_i^{\lambda^0(j) - |\lambda^{i-1}|} \prod_{1 \leq i < j \leq 2n} \frac{(1 - tx_i x_j)}{(x_i - x_j)} Pf \left[ \frac{(x_i - x_j)(1 - t)}{(1 - x_i x_j)(1 - t x_i x_j)} \right]_{1 \leq i < j \leq 2n}.
\]

For an illustration of this modification on a typical symmetric plane partition, see Figure 16.
4.6. Six-vertex model on OSASM lattice. In [14], Kuperberg introduced several new types of partition functions within the framework of the six-vertex model. Among these was the off-diagonally symmetric partition function, which can be viewed as a DWPF whose configurations are constrained to be symmetric about a central diagonal axis, and to have no $c_{\pm}$ vertices along that axis. The configurations of this partition function are in one-to-one correspondence with so-called off-diagonally symmetric ASMs (OSASMs). In order to properly specify this partition function, one needs to introduce a further pair of vertices, these being the corner vertices shown in Figure 17.

The corner vertices, together with the six vertices introduced in Section 2.13, satisfy yet another variant of the Yang–Baxter relation, shown in Figure 18. This relation is schematically very similar to the reflection equation discussed in Section 3.10.

The off-diagonally symmetric partition function $Z_{OSASM}$ depends on a single set of variables $\{x_1, \ldots, x_{2n}\}$, of even cardinality. We give its graphical definition in Figure 19. Using the regular Yang–Baxter equation...
in conjunction with the reflection equation for corner vertices, one can immediately deduce the symmetry of $Z_{OSASM}$ in the variables $\{x_1, \ldots, x_{2n}\}$.

\[
\text{Figure 19. } Z_{OSASM}, \text{ the six-vertex model partition function on an off-diagonally symmetric lattice in the case } n = 3. \text{ We emphasize the fact that all vertical rapidities are reciprocated.}
\]

Kuperberg was able to evaluate $Z_{OSASM}$ in closed form, as a Pfaffian 
\[
\mathcal{Z}_{OSASM}(x_1, \ldots, x_{2n}; t) = \prod_{1 \leq i < j \leq 2n} \frac{(1 - tx_i x_j)}{(x_i - x_j)} \left( \frac{(x_i - x_j)(1 - t)}{(1 - x_i x_j)(1 - tx_i x_j)} \right)_{1 \leq i < j \leq 2n}.
\]

Once again, this formula can be proved using an Izergin–Korepin type of approach, but for brevity we do not present these details here.

To draw a parallel with the analogous Sections 2.13 and 3.10, we remark that $Z_{OSASM}$ is a multiparameter generating series of the aforementioned OSASMs. It also appears, identically, on the right hand side of equation (58). Hence (58) relates a path-weighted generating series for symmetric plane partitions with a generating series of OSASMs. This is the third such example relating these combinatorial objects (and their symmetry classes) that we have presented in this work.

4.7. Off-diagonal domains of odd size. Thus far we only considered the case where the set of variables appearing in (57) has even cardinality. Clearly one can obtain a companion result for odd cardinalities, by specializing $x_{2n} = 0$ in (57):

**Conjecture 2'.**

\[
\sum_{\lambda' \text{ even}} \prod_{j=2,4,6,\ldots} (1 - t^{j-1}) \prod_{i=1,j=2,4,6,\ldots} m_{\lambda}(i) (1 - t^{j-1}) P_{\lambda}(x_1, \ldots, x_{2n-1}; t) = \frac{(1 - t)^n \prod_{1 \leq i < j \leq 2n-1} (1 - tx_i x_j) \text{Pf}\left[ O_{i,j} \right]_{1 \leq i < j \leq 2n}}{\prod_{i=1}^{2n-1} (x_i) \prod_{1 \leq i < j \leq 2n-1} (x_i - x_j)}
\]

where the entries of the Pfaffian are given by

\[
O_{i,j} = \frac{(x_i - x_j)}{(1 - x_i x_j)(1 - tx_i x_j)}, \quad i < j < 2n, \quad O_{i,j} = x_i, \quad i < j = 2n.
\]

At the level of the six-vertex model, this specialization has an analogous interpretation to that discussed in Sections 2.14 and 3.11. One obtains a common total weight of $(1 - t)$ for all possible configurations of the first column in Figure 19, and we can simply delete this column from the lattice at the expense of this factor. The left external edges of the resulting odd-size lattice are summed over all possible arrow configurations. We illustrate this partition function in Figure 20, and denote it by $Z_{OSASM}(x_1, \ldots, x_{2n-1}; t)$. Cancelling a factor of $(1 - t)$ from the right hand side of (60), it is equal to $Z_{OSASM}(x_1, \ldots, x_{2n-1}; t)$. 26
5. Discussion

In this paper we have discussed Cauchy and Littlewood identities, and simple refinements thereof, which can be evaluated in closed form. The expressions obtained on the right hand side of the new identities are partition functions of the six-vertex model, on suitable domains. We think that these results raise a number of questions and directions for further research, some of which we list below:

1. It is interesting to observe some common structural features between the objects which equations (41) and (57) relate. In the case of (41), the relationship is between symplectic plane partitions and the UASM partition function. The symplectic plane partitions have twice as many slices to the right of the main diagonal as to the left, with weightings that depend on $y_i$ and $\bar{y}_i$ alternatingly. A similar structure is observed in the UASM partition function, which has twice as many horizontal lines as vertical lines, with alternating rapidities $x_i$ and $\bar{x}_i$. In the case of (57), the relationship is between symmetric plane partitions and the OSASM partition function. Both of these objects have a reflection symmetry about a central axis. While these similarities may be sheer coincidence, they might equally have a deeper explanation that could help in finding new correspondences between plane partitions and other symmetry classes of ASMs.

2. Since Theorem 2 can be proved using the action of Macdonald’s difference operators (21) on the Cauchy identity (18), it would be aesthetically pleasing to obtain similar proofs of Conjectures 1 and 2 using appropriate difference operators. In the case of Conjecture 2, in particular, it is tempting to postulate the existence of difference operators which act on the Littlewood identity (54) to produce equation (57). The situation seems more complicated in the case of Conjecture 1, since in that case we do not even know of a suitable Cauchy identity involving the $BC_n$-symmetric Hall–Littlewood polynomials, upon which we could act. It is possible that the Cauchy identity for $\tilde{K}_\lambda$ (38) and equation (42) are related by a suitable operation, but correctly identifying and classifying the properties of such difference operators is beyond the scope of this work.

3. Are symplectic plane partitions worthy of further study in their own right, and do they have a well defined limit shape? Can one say anything about the associated particle processes and correlation functions? Moreover, in the $t$-deformed case, is there a (reasonable) branching rule for Rains’ $\tilde{K}_\lambda$ polynomials and/or $BC_n$-symmetric Hall–Littlewood polynomials in terms of tableaux that would lead to plane partitions analogous to those of Vuletić? Arguably here, providing an explicit formula for the branching rule for the $BC_n$-symmetric Hall–Littlewood polynomials would be an achievement in itself independent of the context.
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\footnote{Unfortunately, as is easily checked, acting on (54) with the usual Macdonald difference operators does not give rise to the desired equation (57).}
Appendix A. Analogue of Cauchy–Binet identity for Pfaffians

The results presented in this appendix are taken from [6]. Let \( T_{ij} \) denote the entries of an arbitrary \( m \times M \) matrix, and \( A_{ij} \) the entries of an \( M \times M \) antisymmetric matrix, where \( m \leq M \) and \( m \) is even. Then

\[
\sum_{S \subseteq [M]} [\det[S]] Pf([A_S]) = Pf([TAT^t]) = Pf \left[ \sum_{1 \leq k < l \leq M} A_{kl} \begin{bmatrix} T_{ik} & T_{il} \\ T_{jk} & T_{jl} \end{bmatrix} \right] \]

where the final identity follows from explicit calculation of the entries of the antisymmetric matrix \( TAT^t \).

Changing notation slightly, we have

\[
\sum_{1 \leq s_1 < \cdots < s_m \leq M} Pf \left[ [A_{s_i,s_j}]_{1 \leq i < j \leq m} \det[T_{i,s_j}]_{1 \leq i,j \leq m} \right] = Pf \left[ \sum_{1 \leq k < l \leq M} A_{kl} (T_{ik}T_{jl} - T_{il}T_{jk}) \right].
\]

Of particular interest is the special case \( T_{ij} = x_i^{j-1} \), when equation (61) becomes

\[
\sum_{1 \leq s_1 < \cdots < s_m \leq M} Pf \left[ [A_{s_i,s_j}]_{1 \leq i < j \leq m} \det [x_i^{s_j-1}]_{1 \leq i,j \leq m} \right] = Pf \left[ \sum_{1 \leq k < l \leq M} A_{kl} (x_i^{k-1} x_j^{l-1} - x_i^{l-1} x_j^{k-1}) \right].
\]

In principle, equation (62) allows a Pfaffian of a general bilinear function in \( x_i \) and \( x_j \) to be expanded in the basis of Schur polynomials.
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