The Prediction Model of Dam Uplift Pressure Based on Random Forest
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Abstract. The prediction of the dam uplift pressure is of great significance in the dam safety monitoring. Based on the comprehensive consideration of various factors, 18 parameters are selected as the main factors affecting the prediction of uplift pressure, use the actual monitoring data of uplift pressure as the evaluation factors for the prediction model, based on the random forest algorithm and support vector machine to build the dam uplift pressure prediction model to predict the uplift pressure of the dam, and the predict performance of the two models were compared and analyzed. At the same time, based on the established random forest prediction model, the significance of each factor is analyzed, and the importance of each factor of the prediction model is calculated by the importance function. Results showed that: (1) RF prediction model can quickly and accurately predict the uplift pressure value according to the influence factors, the average prediction accuracy is above 96%, compared with the support vector machine (SVM) model, random forest model has better robustness, better prediction precision and faster convergence speed, and the random forest model is more robust to missing data and unbalanced data. (2) The effect of water level on uplift pressure is the largest, and the influence of rainfall on the uplift pressure is the smallest compared with other factors.

1. Introduction
As the high dam reservoir and high dam constructed in the complex foundation is increasing, in order to ensure the safe operation of the dam and give full play to the role of water conservancy project, people pay more and more attention to the dam safety monitoring[1]. The monitoring data of deformation, seepage, stress, strain and temperature of the dam and dam foundation can be obtained through the dam safety monitoring. Analysis and comprehensive evaluation of these monitoring data can timely understand the working state of the dam, find hidden dangers and take appropriate engineering measures to avoid the occurrence or expansion of the accident. Analysis of monitoring data reveals the internal relationship between the actual operating state of the dam and the various factors. It provides scientific basis and practical information for the safety of flood control and maintenance of dam and is an important basis of evaluation the dam workability state [2].

Uplift pressure on the dam foundation refers to the uplift force produced by osmotic pressure and the tail water on the dam foundation which produced by the upstream and downstream head difference.
Uplift pressure on dam body and dam foundation can cause damage. It not only has the characteristics of it changes with time and space distribution, and it will also cause the changes of other forces, such as reduce the shear strength of the sliding surface, dissolution the cementing material of dam, erosion and dissolution the rock filling[3]. For concrete dam, the size of uplift pressure of dam foundation can judge the effect of grouting and drainage system. If the design value is exceeded, is a big danger for the dam safety. Dam foundation uplift pressure is an important load in the bottom of the dam. It has obvious influence on the stability, stress and deformation of the dam. It is very important to observe and analyse the uplift pressure of dam foundation due to the effect of upward uplift pressure can decrease the effective weight of the dam, decrease the sliding resistance and threaten the safe operation of the dam.

At present, the uplift pressure prediction models include statistical model, deterministic model, hybrid model, grey model, neural network model and so on. Wu Zhongru analyzed the effect of each component and the established a statistical model of concrete dam foundation uplift pressure[4]; On the basis of three-dimensional seepage finite element calculation and combined with safety monitoring data, Zhang Qianfei et al have put forward the dam seepage coefficient inversion method [5]; Based on the analysis of the influencing factors of uplift pressure, Jiang Yu and Wang Zuqiang established the monitoring and forecasting model of uplift pressure by stepwise regression[6]; Gu Chongshi et al. Studied the application of gray relational grade and fuzzy clustering analysis principle in the prediction of pressure in Xin'anjiang dam based on the pressure observation data[7]; WANG Wei et al. Improved particle swarm optimization for dam foundation pressure prediction by introducing incentive factors and penalty factors[8]; Zhou Jian et al. Using artificial neural network to quantitatively determine the influence ratio of the influence of the pressure on the dam [9]. Rankovic´ V et al. Developed the support vector regression identification model for prediction of dam structural behavior [10]; Mata J. used the artificial neural network and multiple linear regression models to interpret the dam behavior [11]; Demirkaya S. used ANFIS to analyze the deformation of arch dam [12].

In the previous model, grey prediction model in the system under the condition of stationary time series prediction accuracy is higher, under the system of the volatile situation prediction accuracy is low, and only for small samples to forecast, forecast time is short. The neural network model[13] has the advantages of nonlinear, self-adaptive and robust computing and information processing capabilities. Modelling and control of complex systems can be solved with uncertainty, serious nonlinear and time-varying lag, but this model has shortcomings of slow convergence speed and training time is too long. It is difficult to meet the system requirements in real-time, and in learning with limited samples to ensure accuracy. When learning a large number of samples, the model will fall into “dimension disaster” and the generalization is not high. Statistical forecasting model is a traditional forecasting method, which has a good adaptability, but the choice of the model factor has great randomness. The regression analysis [14] needs more original data, the amount of calculation is large, it is difficult to extrapolate and the prediction accuracy need to be improved. In view of the advantages and disadvantages of these models, this paper introduces the Random Forest (RF) algorithm to predict the dam uplift pressure. The basic idea of RF is multiple weak classifier together to form a strong classifier [15], which play a complementary role between weak classifier, this can reduce the impact of a single classifier error and improve classification accuracy and stability. As a natural nonlinear modelling tool, RF [16] has a very good effect on the prediction of multi variables, thus being applied to many fields. A large number of theoretical and practical examples show that the RF has strong data mining ability and very high prediction accuracy[17][18][19], and has very good tolerance to outliers and noise and not prone to fitting, even is known as one of the best algorithm.

2. The principle of random forest algorithm
Random forest algorithm is a kind of integrated learning algorithm, which is put forward by master Leo Breiman of statistical learning[16]. It is a combination of a number of random trees, each of
which is independent of each other, and the introduction of randomness in the selection of training samples and the growth of trees in order to reduce the variance of tree structure classifier.

Random forest is a classifier composed of several classification decision trees, and the independent and identically distributed random vectors are used to determine the growth process in each classifier. The final result of the model is determined by the majority vote of all the trees[16].

As shown in Figure 1 and 2, the random forest is a multi-decision tree classifier, a subset of data subsets is randomly sampled from the original training set as the training subspace in each classifier’s construction. Then construction on this random subspace, in the process of construction, each of the feature selection is based on the characteristics of random subspace, and feature selection is based on the information gain metric, finally a decision tree model is formed on each bag. Then the final training model can be regarded as a collection of these trees, and the classification result is decided by the classification results of the majority tree model. The characteristics of random forests are mainly concentrated in three aspects: first, the training sample subset is randomly selected, that is the base classifier training set is formed by many times sampling with replacement. Second, the feature subset is selected randomly, that is the feature set is based on random sampling before considering the importance of feature. Third, let all the tree models grow freely, without pruning. Because of the randomness processing of these aspects, the random forest is improved greatly compared with the decision tree. If the sample set has a slightly larger amount of data in the original decision tree, it is easy to form a luxuriant foliage situation, the generated model will be very complex, that will inevitably lead to overfitting of the data. The idea of random forest is to train a decision tree has the decision ability in a certain aspect. The decision tree has no problem of over complexity and over fitting. Generally speaking, it is a weak decision tree, but many aspects of the weak classifier set can form a powerful classifier.

**Figure 1.** The generation steps of RF
3. Random forest model

Random forest is a classifier composed of a series of tree classifiers $h(x, \theta_k), k = 1, \ldots$, here $\theta_k$ is an independent and identically distributed random vector, and each tree votes an equal vote to get the most popular class for the input variable $x$, and $k$ is the number of trees, $x$ is the input sample vector, $\theta_k$ is the random vector actually the parameter vector of the $k$-tree, it was determined independently and identically through learning on the basis of independent and identically distributed bootstrap sets. When at the prediction stage the $k$-tree determined by $\theta_k$ is used to predict the input vector $x$. The prediction value $y$ of an input vector $x$ is determined by voting on the output of all the trees $h(x, \theta_k), k = 1, \ldots$.

Random forests can be directly used for regression analysis. The main research of statistical regression analysis is the dependency relationship of a variable to one or multiple independent variables. It is helpful to understand the typical values of dependent variables with independent variables when the other independent variables are fixed. In general, regression analysis is used to estimate the conditional expectation of the dependent variable in the case of a given independent variable. The goal of the estimator is a function called the regression function to describe the independent variables of the probability distribution. In other words, it is assumed that there exists a certain correlation between random variable $y$ and $x$ as a dependent variable. The $F(y|x)$ expresses the distribution function of $y$ when the $x$ get a certain value, if the regulation of $F(y|x)$ change with the value of $x$ is mastered, then we can fully grasp the relationship between the random variables $y$ and $x$. It is often not possible to obtain a complete distribution function, as a result we can investigate the mathematical expectation of $F(y|x)$ as an approximation. The mathematical expectation of random variable $y$ (that is, the mathematical expectation of $F(y|x)$) depends on the value of $x$, which is a function of $x$, the function is denoted as $\mu_y|x$. It is the regression function about $x$ and $y$. 

Figure 2. Single risk classification tree

Figure 3. Flow chart of uplift pressure prediction based on random forest
The random forest used for regression analysis is obtained by training the tree with random vector $\theta$ as parameters. The difference between the random forest for classification and the random forest for regression is that the target of the tree predictor $h(x \mid \theta)$ is a numerical value rather than a class label, the output of forest is numerical value.

For the random forest used for regression analysis, it is assumed that the training set is independent extracted from random variable $Y$ and $X$. Like all predictor its mean square random error can be expressed as $\text{E}_{X,Y}(Y - h(X)^2).

The random forest predictor is derived from the average value of these trees $h(x, \theta)$ about $k$. So when the number of trees in the forest increases indefinitely, almost everywhere we get $\text{E}_{X,Y}(Y - \text{av}_kh(X, \theta))^2 \rightarrow \text{E}_{X,Y}(Y - E_{\theta}h(X, \theta))^2$ (1)

Therefore, the random forest regression function is: $Y = E_{\theta}h(X, \theta)$, in practice, can be used in the case of sufficiently large $k$ approximation formula: $Y = \text{av}_kh(X, \theta)$ instead.

At this point, the generalization error of random forest is represented by $\text{PE}^*$. The average generalization error of a decision tree is:

$$\text{PE(tree)} = E_{\theta}\text{E}_{X,Y}(Y - h(X, \theta))^2$$ (2)

Assuming that for all the $\theta$ we can get $EY = E_{\theta}h(X, \theta)$, there is

$$\text{PE(forest)} \leq \rho \text{PE(tree)}$$ (3)

Here $\rho$ is the weighted correlation coefficient between the residue of $Y - h(x, \theta)$ and $Y - h(x, \theta)$, $\theta$ and $\theta$ are independent of each other. Prove:

$$\text{PE(forest)} = E_{X,Y}\left[E(Y - h(X, \theta))\right]^2 = E_{\theta}E_{\theta}E_{X,Y}(Y - h(X, \theta))(Y - h(X, \theta))$$ (4)

On the right side of the above formula is a convergent series, it can be written in the following form:

$$E_{\theta}E_{\theta}\left(\rho(\theta, \theta)sd(\theta)sd(\theta)\right)$$

Here $sd(\theta)\left(E_{X,Y}(Y - h(X, \theta))^2\right)^{1/2}$, the weighted correlation coefficient can be defined as:

$$\rho = E_{\theta}E_{\theta}\left(\rho(\theta, \theta)sd(\theta)sd(\theta)\right)(E_{\theta}sd(\theta))^2$$ (5)

Then we can get: $\text{PE(forest)} = \rho(E_{\theta}sd(\theta))^2 \leq \rho \text{PE(tree)}$

It shows that the generalization error of random forest is less than $\rho$ times than that of the membership tree, by introducing random variables x and y through bagging integration can reduce $\rho$ to obtain a better generalization error. The modeling process of the uplift pressure prediction model based on random forest algorithm is shown in Figure 3.

4. Case study
A dam is a concrete gravity arch dam, the maximum dam height is 76.3m. The dam is divided into 28 dam block (from left to right numbered #3~#30). In order to monitor the dam foundation uplift pressure distribution and water blocking effect of dam foundation curtain, 55 uplift pressure holes are fixed up in the dam foundation. In order to verify the feasibility of the proposed algorithm in this paper, the uplift pressure of the dam in the #8 dam block is taken as an example, the proposed method and support vector machine model are respectively used to analyze the uplift pressure. A total of 230
sets of measured data of the effect and the environment were collected from January 2003 to May 2005. The first 200 sets of data are used as the modeling data of the prediction model, and the latter 30 sets of data are used as the prediction interval. Only part of the data was listed in the table 1 due to the limited space of this paper.

| Date     | Upstream water level(m) | Downstream water level(m) | Temperature(°C) | Rainfall(mm) | Uplift pressure(m) |
|----------|-------------------------|---------------------------|-----------------|--------------|-------------------|
| 2003/1/6 | 111.23                  | 58.35                     | 0.6             | 0            | 112               |
| 2003/1/13| 111.01                  | 58.42                     | 8.0             | 0            | 112               |
| 2003/1/20| 110.84                  | 58.49                     | 5.7             | 0            | 112               |
| 2003/1/27| 110.79                  | 58.49                     | 2.1             | 0            | 112               |
| 2003/2/3 | 110.78                  | 58.49                     | 4.7             | 0            | 112               |
| 2003/2/10| 110.95                  | 58.49                     | 7.4             | 10           | 112               |
| 2003/2/17| 110.89                  | 60.42                     | 7.0             | 0            | 112               |
| 2003/2/24| 110.03                  | 58.47                     | 8.5             | 0            | 110.98            |

The following 18 parameters [20][21] are selected as the input layer of the RF regression prediction model in this paper: (1) water pressure component $H_1$: Upstream water level of monitoring day; (2) water pressure component $H_2$: the average upstream water level of 1~4 days before the monitoring day; (3) water pressure component $H_3$: the average upstream water level of 5~10 days before the monitoring day; (4) water pressure component $H_4$: the average upstream water level of 11~20 days before the monitoring day; (5) water pressure component $H_5$: the average upstream water level of 21~30 days before the monitoring day; (6) water pressure component $H_6$: Downstream water level of monitoring day; (7) temperature component $T_1$: $\sin\left(\frac{2\pi t}{365}\right) - \sin\left(\frac{2\pi t_0}{365}\right)$; (8) temperature component $T_2$: $\cos\left(\frac{2\pi t}{365}\right) - \cos\left(\frac{2\pi t_0}{365}\right)$; (9) temperature component $T_3$: $\sin\left(\frac{4\pi t}{365}\right) - \sin\left(\frac{4\pi t_0}{365}\right)$; (10) temperature component $T_4$: $\cos\left(\frac{4\pi t}{365}\right) - \cos\left(\frac{4\pi t_0}{365}\right)$; (11) rainfall component $P_1$: rainfall of monitoring day; (12) rainfall component $P_2$: rainfall 1 days before the monitoring day; (13) rainfall component $P_3$: rainfall 2 days before the monitoring day; (14) rainfall component $P_4$: the average rainfall of 3~4 days before the monitoring day; (15) rainfall component $P_5$: the average rainfall of 5~15 days before the monitoring day; (16) rainfall component $P_6$: the average rainfall of 16~30 days before the monitoring day; (17) time effect $S_1$: $\theta - \theta_0$; (18) time effect $S_2$: $\ln \theta - \ln \theta_0$.

Model parameter selection: in this paper, the model of dam uplift pressure based on random forest is constructed by calling the random forest package in R. The model mainly needs to set two parameters: (1) $n_{tree}$ is the number of the tree, which represents the number of single tree in the model. The greater value of the $n_{tree}$, the smaller the fitting effect of the prediction. In general, the $n_{tree}$ is not less than 100. (2) $m_{try}$ is the split nodes of the decision tree of the variable which indicates the number of the candidate variables are selected randomly in each split. The greater the value of $m_{try}$, the smaller the difference between the sub prediction models. This parameter is important. In general, the default value of the parameter is the variable number for secondary root in the classification model.
of the number of variables in the regression model. In order to achieve better prediction results, in this paper, we select the optimal values of \( m_{try} \) and \( n_{tree} \) through successive calculation in the process of model building. The obtained results through calculation shown in Fig.4 and Fig.5.

![Figure 4.](image1.png)  
**Figure 4.** Relationship between \( m_{try} \) value and mean square deviation

![Figure 5.](image2.png)  
**Figure 5.** Relationship between \( n_{tree} \) value and OOB error

From the figure, it is known the error is small when \( m_{try} = 12, n_{tree} = 400 \), so the parameters of prediction model take the above value to calculate.

In order to evaluate the accuracy of RF in dam safety monitoring of uplift pressure prediction, the model of support vector machine (SVM) is selected as a comparison. SVM has a very strong nonlinear processing ability[2][10][22], is also a kind of efficient and reliable artificial intelligence algorithm, the comparison of the two models are more meaningful. Through the calculation of R, the process graph of learning and prediction effect of random forest model is shown in figure 6, and the residuals graph of the RF model is shown in figure 7; the process graph of learning and prediction effect of SVM model is shown in figure 8, and the residuals graph of the SVM model is shown in figure 9. The degree of importance of the independent variables of the RF prediction model calculated by the built-in function is shown in figure 10.

![Figure 6.](image3.png)  
**Figure 6.** Fitting prediction process line of RF model
Figure 7. Fitting prediction residuals of RF model

Figure 8. Fitting prediction process line of SVM model

Figure 9. Fitting prediction residuals of SVM model

Figure 10. Independent variable importance degree of RF model
In this paper, we compare the fitting and prediction accuracy of the two models by using the mean square error $\sigma$ of the residuals $s$. The expression of $\sigma$ [23] is shown in equation (6), the results of comparison is shown in table 2.

$$\sigma = \left( \frac{1}{n} \sum_{i=1}^{n} (s_i - \bar{y}_i)^2 \right)^{1/2}$$

(6)

$n$ is the number of samples, $y_i$ is the monitoring data, $\bar{y}_i$ is the calculation value of the model.

| Time interval                  | Mean square error of model |         |
|-------------------------------|---------------------------|---------|
|                               | RF model                  | SVM model |
| Mean square error of fitting  | 0.175                     | 0.292   |
| time                          |                           |         |
| Mean square error of          | 0.817                     | 1.109   |
| prediction time               |                           |         |

From the figures and table above:

(1) It can be drawn from the importance degree figure of variables: The upstream water level has the greatest influence on uplift pressure, the upstream water level rises, the uplift pressure increases, the upstream water level drops, the uplift pressure decreases. The effect of rainfall on uplift pressure is the minimum, this is also consistent with the actual situation. However, due to the lack of the measured data of the non-load factors, in this case only considered the influence of load factors. If the non-load factors are taken into account, the prediction results will be closer to the actual situation.

(2) The residual of the SVM model is larger than that of RF model from the fitting and prediction effect of the two models. As can be seen from table 2, the mean square deviation of RF model is less than the corresponding value of SVM model, which indicates that the RF model has a better fitting accuracy. Moreover, the prediction mean square error of the RF model is smaller than that of the SVM model, which shows the RF model has a better prediction effect.

Footnotes should be avoided whenever possible. If required they should be used only for brief notes that do not fit conveniently into the text.

5. Conclusion

In this paper, the random forest algorithm is applied to the uplift pressure prediction model of dam safety monitoring, construction of uplift pressure prediction model by RF algorithm, to explore the new way to predict the uplift pressure, in order to provide reference for dam safety management, normal operation of the dam and disaster early warning. It can be drawn from the practical examples and analysis:

(1) The uplift pressure prediction model based on random forest, the training error is taken as the constraint condition of the optimization problem, and the minimum confidence range is used as the optimization objective, the theoretical basis is clear, and the generalization ability is obviously superior to other machine learning methods such as support vector machine. It can capture the global nonlinear dynamic characteristics of the uplift pressure in the process of dam work, and obtain excellent results in fitting and forecasting applications.

(2) Random forests method also can be used to pre-treatment of dam safety monitoring data, it can extract the implicit rules of between independent variables and dependent variable depends on the model of the random forest, and extract the independent variables that have great effect on the dependent variables in the case of large data sets, remove the independent variables that have little effect to simplify the input variables and improve the computational efficiency.

(3) Due to the lack of measured data of non-load factors, only the influence of load factors is considered in the process of building an uplift pressure prediction model. If the measured data of non-
load factors can be obtained in the future, in the process of modelling, the non-load factors can be taken into account, the model can get a higher prediction precision, and the warning effect of the uplift pressure prediction model will be greatly improved.
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