Abstract

Scale is often seen as a given, disturbing factor in many vision tasks. When doing so it is one of the factors why we need more data during learning. In recent work scale equivariance was added to convolutional neural networks. It was shown to be effective for a range of tasks. We aim for accurate scale-equivariant convolutional neural networks (SE-CNNs) applicable for problems where high granularity of scale and small kernel sizes are required. Current SE-CNNs rely on weight sharing and kernel rescaling, the latter of which is accurate for integer scales only. To reach accurate scale equivariance, we derive general constraints under which scale-convolution remains equivariant to discrete rescaling. We find the exact solution for all cases where it exists, and compute the approximation for the rest. The discrete scale-convolution pays off, as demonstrated in a new state-of-the-art classification on MNIST-scale and on STL-10 in the supervised learning setting. With the same SE scheme, we also improve the computational effort of a scale-equivariant Siamese tracker on OTB-13.

1 Introduction

Scale is a natural attribute of every object, as basic property as location and appearance. And hence it is a factor in almost every task in computer vision. In image classification, global scale invariance plays an important role in achieving accurate results [25]. In image segmentation, scale equivariance is important as the output map should scale proportionally to the input [9]. And in object detection or object tracking, it is important to be scale-agnostic [39], which implies the availability of both scale invariance as well as scale equivariance as the property of the method. Where scale invariance or equivariance is usually left as a property to learn in the training of these computer vision methods by providing a good variety of examples [10], we aim for accurate scale analysis for the purpose of needing less data to learn from.

Scale of the object can be derived externally from the size of its silhouette, e.g [53], or internally from the scale of its details, e.g [1]. External scale estimation requires the full object to be visible. It will easily fail when the object is occluded and/or when the object is
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amidst a cluttered background, for example for people in a crowd \([42]\), when proper detection is hard. In contrast, internal scale estimation is build on the scale of common details \([41]\), for example deriving the scale of a person from the scale of a sweater or a face. Where internal scale has better chances of being reliable, it poses heavier demands on the accuracy of assessment than external scale estimation. We focus on improvement of the accuracy of internal scale analysis.

We focus on accurate scale analysis on the generally applicable scale-equivariant convolutional neural networks \([3, 43, 51]\). A scale-equivariant network extends the equivariant property of conventional convolutions to the scale-translation group. It is achieved by rescaling the kernel basis and sharing weights between scales. While the weight sharing is defined by the structure of the group \([9]\), the proper way to rescale kernels is an open problem. In \([3, 43]\), the authors propose to rescale kernels in the continuous domain to project them later on a pixel grid. This permits the use of arbitrary scales, which is important to many application problems, but the procedure may cause a significant equivariance error \([43]\). Therefore, Worrall and Welling \([51]\) model rescaling as a dilation, which guarantees a low equivariance error at the expense of permitting only integer scale factors. Due to the continuous nature of observed scale in segmentation, tracking or classification alike, integer scale factors may not cover the range of variations in the best possible way.

In the paper, we show how the equivariance error affects the performance of SE-CNNs. We make the following contributions:

- From first principles we derive the best kernels, which minimize the equivariance error.
- We find the conditions when the solution exists and find a good approximation when it does not exist.
- We demonstrate that an SE-CNN with the proposed kernels outperforms recent SE-CNNs in classification and tracking in both accuracy and compute time. We set new state-of-the-art results on MNIST-scale and STL-10.

The proposed approach contains \([51]\) as a special case. Moreover, the proposed kernels can’t be derived from \([43]\) and vice versa. The union of our approach and the approach presented in \([43]\) covers the whole set of possible SE-CNNs for a finite set of scales.
Related Work

**Group Equivariant Networks.** In recent years, various works on group-equivariant convolutional neural networks have appeared. In majority, they consider the roto-translation group in 2D [9, 13, 24, 47, 49, 52], the roto-translation group in 3D [10, 27, 45, 48, 50], the compactified rotation-scaling group in 2D [21] and the rotation group 3D [10, 12, 18]. In [11, 28, 29] the authors demonstrate how to build convolution networks equivariant to arbitrary compact groups. All these papers cover group-equivariant networks for compact groups. In this paper, we focus the scale-translation group which is an example of a non-compact group.

**Discrete Operators.** Minimization of the discrepancies between the theoretical properties of continuous models and their discrete realizations has been studied for a variety of computer vision tasks. Lindeberg [33, 34] proposed a method for building a scale-space for discrete signals. The approach relied on the connection between the discretized version of the diffusion equation and the structure of images. While this method considered the scale symmetry of images and significantly improved computer vision models in the pre-deep-learning era, it is not directly applicable to our case of scale-equivariant convolutional networks.

In [16], Diaconu and Worrall demonstrate how to construct rotation-equivariant CNNs on the pixel grid for arbitrary rotations. The authors propose to learn the kernels which minimize the equivariance error of rotation-equivariant convolutional layers. The method relies on the properties of the rotation group and cannot be generalized to the scale-translation group. In this paper, we show how to minimize the equivariance error for scale-convolution without the use of extensive learning.

**Scale-Equivariant CNNs.** An early work of [25] introduced SI-ConvNet, a model where the input image is rescaled into a multi-scale pyramid. Alternatively, Xu et al. [54] proposed SiCNN, where a multi-scale representation is built from rescaling the network filters. While these modified convolutional networks significantly improve image classification, they require run-time interpolation. As a result they are several orders slower than standard CNNs.

In [3, 43, 57] the authors propose to parameterize the filters by a trainable linear combination of a pre-calculated, fixed multi-scale basis. Such a basis is defined in the continuous scale domain and projected on a pixel grid for the set of scale factors. The models do not involve interpolation during training nor inference. As a consequence, they operate within reasonable time. The continuous nature of the bases allows for the use of arbitrary scale factors, but it suffers from a reduced accuracy as the projection on the discrete grid causes an equivariance error.

Worral and Welling [51] propose to model filter rescaling by dilation. This solves the equivariance error of the previous method at the price of permitting only integer scale factors. That makes the method less suited for object tracking, depth analysis and fine-grained image classification, where subtle changes in the image scale are important in the performance. Our approach combines the best of the both worlds as it guarantees a low equivariance error for arbitrary scale factors.

**Accurate Scale Analysis.** Approaches based on feature pyramids are applied in many tasks [20, 32, 38, 46]. Their implementation require a significant specialisation of the network architecture. Models based on direct scale regression [7, 31, 39] have proved to be accurate in scale analysis, but they rely on a complicated training procedure. Scale-equivariant networks require only a drop-in replacement of the standard convolutions by
scale-convolutions, while keeping the training procedure unchanged [1, 3, 4, 51]. We appreciate the universal applicability of scale-equivariant networks. We focus on this particular use in our implementation while the method we set out in this paper will also apply to other ways of using scale in computer vision.

Existing models for scale-equivariant networks bring computational overhead, which significantly slows down the training and the inference. In this paper, we present scale-equivariant models which allow for the accurate analysis of scale with a minimum computational overhead while retaining the advantage of being an easy replacement of convolutional layers to improve.

3 Method

Equivariance. A mapping $g$ is equivariant under a transformation $L$ if and only if there exists $L'$ such that $g \circ L = L' \circ g$. If the mapping $L'$ is identity, then $g$ is invariant under transformation $L$.

Scale Transformations. Given a function $f : \mathbb{R} \to \mathbb{R}$ its scale transformation $L_s$ is defined by

$$L_s[f](t) = f(s^{-1}t), \quad \forall s > 0 \quad (1)$$

We refer to cases with $s > 1$ as up-scalings and to cases with $s < 1$ as down-scalings, where $L_{1/2}[f]$ stands for a function down-scaled by a factor of 2.

The scale-translation group. We are interested in equivariance under the scale-translation group $H$ and its subgroups. It consists of the translations $t$ and scale transformations $s$ which preserve the position of the center. $H = \{(s,t)\} = S \times T$ is a semi-direct product of a multiplicative group $S = (\mathbb{R}^+, \cdot)$ and an additive group $T = (\mathbb{R}, +)$. For the multiplication of its elements we have $(s_2,t_2) \cdot (s_1,t_1) = (s_1s_2,s_2t_1 + t_2)$. Scale transformation of a function defined on group $H$ consists of a scale transformation of its spatial part as it is defined in the Equation 1 and a corresponding multiplicative transformation of its scale part. In other words

$$L_s[f](s,t) = f(s\hat{s}^{-1}, s^{-1}t) \quad (2)$$

3.1 Scale-Convolution

A scale-convolution of $f$ and a kernel $\kappa$ both defined on scale $s$ and translation $t$ is given by:

$$[f \ast_H \kappa](s,t) = \sum_{s'} [f(s', \cdot) \ast \kappa_{s}(s^{-1}s', \cdot)](\cdot, t) \quad (3)$$

where $\kappa_{s}$ stands for an $s$-times up-scaled kernel $\kappa$, $\ast$ and $\ast_H$ are convolution and scale-convolution. The exact way the up-scaling is performed depends on how the down-scaling of the input signal works.

Scale-convolution is equivariant to transformations $L_{\delta}$ from the group $H$, therefore the following holds true by definition:

$$[L_{\delta}[f] \ast_H \kappa] = L_{\delta}[f \ast_H \kappa] \quad (4)$$

Expanding the left-hand side of this relation by using Equation 3, choosing $s = 1$ and replacing $s' \rightarrow \delta s'$ we find:

$$[L_{\delta}[f] \ast_H \kappa](s,t) = \sum_{s'} [L_{\delta}[f(s', \cdot)] \ast \kappa(\delta s', \cdot)](\cdot, t) \quad (5)$$
For the right-hand side we have:

\[
L_s[f \ast_H \kappa](s,t) = \sum_{s'} L_s[f(s', \cdot) \ast \kappa_{s-1}(\hat{s}s', \cdot)](\cdot, t)
\]  

(6)

Equating the two sides and choosing \( f \) to be zero on all scales but \( s = 1 \), we obtain the equivariance constraint for the kernels

\[
L_s[f] \ast \kappa = L_s[f \ast \kappa_{s-1}], \quad \forall f, s
\]  

(7)

We have found that the mapping defined by Equation 3 is scale-equivariant only if a kernel and its up-scaled versions satisfy Equation 7. Thus, it proves to be the necessary condition for scale-equivariant convolutions. In [3, 43, 57] the opposite, sufficient condition was proved. As a whole it defines the relation between scale convolution and the constraints of its kernels.

### 3.2 Exact Solution

In the continuous domain, convolution is defined as an integral over the spatial coordinates. [3, 43, 57] derives a solution for Equation 7:

\[
\kappa_s(t) = s^{-1} \kappa(s^{-1} t)
\]  

(8)

However, when such kernels are calculated and projected on the pixel grid, a discrepancy between the left-hand side and the right-hand side of Equation 7 will appear. We refer to such inequality as the equivariance error.

We aim at directly solving Equation 7 in the discrete domain. In general, for discrete signals down-scaling is a non-invertible operation. Thus \( L_s \) is well-defined only for \( s < 1 \). We start by solving Equation 7 for 1-dimensional discrete signals. We prove its generalization to the 2-dimensional case in supplementary materials. Figure 2 illustrates the approach.

Let us consider a discrete signal \( f \) represented as a vector \( f \) of length \( N_{\text{in}} \). It is down-scaled to length \( N_{\text{out}} < N_{\text{in}} \) by \( L_s \), which is represented as a rectangular interpolation matrix \( L \) of size \( N_{\text{out}} \times N_{\text{in}} \). A convolution with a kernel \( \kappa \) is represented as a multiplication with a matrix \( K \) of size \( N_{\text{out}} \times N_{\text{out}} \), and with a kernel \( \kappa_{s-1} \) written as a matrix \( K_{s-1} \) of size \( N_{\text{in}} \times N_{\text{in}} \). Then Equation 7 can be rewritten in matrix form as follows:

\[
KLf = LK_{s-1}f, \quad \forall f \quad \iff \quad KL = LK_{s-1}
\]  

(9)

Without loss of generality we assume circular boundary conditions. Then the matrix representations \( K \) and \( K_{s-1} \) are both circulant and their eigenvectors are the column-vectors of the Discrete Fourier Transform \( F \) [2, 5, 22]:

\[
K_{s-1} = F \text{diag}(F \kappa_{s-1})F^\ast
\]  

(10)

where \( \kappa_{s-1} \) is a vector representation of \( \kappa_{s-1} \) padded with zeros. After substituting Equation 10 into Equation 9 and multiplying both sides by \( F \) from the right, we get:

\[
KLF = LF \text{diag}(F \kappa_{s-1})
\]  

(11)

The left-hand side of the equation is obtained from \( LF \) by multiplying it with a diagonal matrix from the right. Thus, each column of the matrix \( KLF \) is proportional to the corresponding column of the matrix \( LF \). We prove in supplementary materials that such a relation is possible if and only if the matrix \( L \) performs a down-scaling by an integer scale factor.
Figure 2: Left: a matrix representation of the 1-dimensional case of the equivariance constraint for $N_{in} = 8$ and $N_{out} = 4$. Right: a multi-scale kernel initialization. $\sqrt{2}$ is the smallest non-integer scale, for which the kernel is approximated by minimizing Equation 13, the rest of the kernels can be obtained with dilation.

When the requirement is satisfied, the solution with respect to $\kappa_{s-1}$ is the dilation of $\kappa$ by factor $s$. Such a solution also known as the à trous algorithm [23]:

$$(\kappa_{s-1})_i = \sum_i F_{ij}(KL_F)_{1j}/(LF)_{1j} = \kappa_i$$

### 3.3 Approximate solution

Let us consider a scale-convolutional layer. One of its hyper-parameters is the set of scales it operates on. For the cases of non-integer scale factors any kernels will introduce an equivariance error into the network. Thus, it is reasonable to use integer scales as reference points and add intermediate scales to cover the required range of scale factors best. Let us choose a set of scales $\{1, \sqrt{2}, 2, 2\sqrt{2}, 4, 4\sqrt{2}, \ldots \}$. The set of corresponding kernels is $\{\kappa_1, \kappa_{\sqrt{2}}, \kappa_2, \kappa_{2\sqrt{2}}, \ldots \}$. As the smallest kernel is known, all kernels defined on integer scales can be calculated as its dilated versions. And, when kernel $\kappa_{\sqrt{2}}$ is defined, all intermediate kernels $\kappa_{2\sqrt{2}}, \kappa_{4\sqrt{2}}, \ldots$ can be calculated by using dilation as well. Thus, the only kernel yet unknown is kernel $\kappa_{\sqrt{2}}$.

The kernel $\kappa_{\sqrt{2}}$ can be calculated as a minimizer of the equivariance error based on the Equation 7 as follows:

$$\kappa_{\sqrt{2}} = \arg\min_{\kappa} \mathbb{E}_f ||L[f] * \kappa_1 - L[f * \kappa_{\sqrt{2}}]||^2_F + ||L[f] * \kappa_{\sqrt{2}} - L[f * \kappa_2]||^2_F$$

where $L = L_{1/\sqrt{2}}$ is a down-scaling by a factor $\sqrt{2}$.

We demonstrate how to calculate approximate solution for the most general case in supplementary materials.

### 3.4 Implementation

To construct scale-equivariant convolution we parametrize the kernels as a linear combination of fixed multi-scale basis. The basis is then fixed and only corresponding coefficients are trained. The coefficients are shared for all scales.

We utilize the standard pixel basis on the smallest integer scale. The bases for the rest of the integer scales are computed as a dilation. The basis on the smallest non-integer scale is approximated by applying gradient descent to Equation 13. We note that it takes negligible time to compute all of the basis functions before training. See supplementary materials
Table 1: The classification error of various methods on the MNIST-scale dataset, lower is better. We test both the regime with and without data augmentation, where scaling data augmentation is denoted by “+”. All results are reported as mean ± std over 6 different, fixed realizations of the dataset. The best results are bold.

for more details. We refer to scale-convolutions with the proposed bases as Discrete Scale Convolutions or shortly DISCO. As DISCO kernels are sparse, they allow for lower computational complexity.

4 Experiments

4.1 Equivariance Error

To quantitatively evaluate the equivariance error of DISCO versus other methods for scale-convolution [3, 43, 57], we follow the approach proposed in [43]. In particular, we randomly sample images from the MNIST-Scale dataset [43] and pass in through the scale-convolution layer. Then, the equivariance error is calculated as follows:

$$\Delta = \sum_s \|L_s\Phi(f) - \Phi(L_s f)\|_2^2 / \|L_s\Phi(f)\|_2^2$$

(14)

where $\Phi$ is scale-convolution with weights initialized randomly.

The equivariance error for each model is reported in Table 1 and in Figure 1. Note that we can not directly compare against [51] as it only permits integer scale factors. As can be seen, there exists a correlation between an equivariance error and classification accuracy. DISCO model attains the lowest equivariance error.

4.2 Image Classification

We conduct several experiments to compare various methods for scale analysis in image classification. Alongside DISCO, we test SI-ConvNet [25], SS-CNN [19], SiCNN [54], SEVF [36], DSS [51] and SESN [43]. By relying on the code provided by the authors we additionally reimplement SESN models with other bases such as B-Splines [3], Fourier-Bessel Functions [57] and Log-Radial Harmonics [19, 37].
| Model | WRN | SiCNN | SI-ConvNet | DSS | SS-CNN | SESN | DISCO |
|-------|-----|-------|------------|-----|--------|------|-------|
| Basis | -   | -     | -          | Dil | Radial | Herm | Dis   |
|       |     |       |            | 40  | 15     | 165  | 50    |
| Time, s | 10  | 110   | 55         | 8.63| 11.62  | 12.48| 8.07  |
| Error | 11.48 | 11.62 | 12.48      | 11.28| 25.47  | 8.51 | 8.07  |

Table 2: The classification error on STL-10. The best results are in **bold**. The average compute time per epoch is reported in seconds. DISCO sets a new state-of-the-art result in the supervised learning setting.

| Equiv. Error | STL-10 Error |
|--------------|--------------|
| 0.240        | 8.63         |
| 0.082        | 8.25         |
| **0.003**    | **8.07**     |

Table 3: Classification accuracy on STL-10 and the equivariance error for the DISCO model with different filters. The first and the second rows correspond to the cases when the basis for the intermediate scale is not optimized.

**MNIST-scale.** Following [43] we conduct experiments on the MNIST-scale dataset. The dataset consists of 6 splits, each of which contains 10,000 images for training, 2,000 for validation and 50,000 for testing. Each image is a randomly rescaled version of the original from MNIST [30]. The scaling factors are uniformly sampled from the range of $0.3 - 1.0$.

As a baseline model we use the SESN model, which holds the state-of-the-art result on this dataset. Both SESN and DISCO use the same set of scales in scale convolutions: $\{1, 2^{1/3}, 2^{2/3}, 2\}$ and are trained in exactly the same way. As can be seen from Table 1, our DISCO model outperforms other scale equivariant networks in accuracy and equivariance error and sets a new state-of-the-art result.

**STL-10.** To demonstrate how accurate scale equivariance helps when the training data is limited, we conduct experiments on the STL-10 [8] dataset. This dataset consists of just 8,000 training and 5,000 testing images, divided into 10 classes. Each image has a resolution of $96 \times 96$ pixels.

As a baseline we use WideResNet [55] with 16 layers and a widening factor of 8. Scale-equivariant models are constructed according to [43]. All models have the same number of parameters, the same set of scales $\{1, \sqrt{2}, 2\}$ and are trained for the same number of steps. For testing the disco model we use exactly the same setup as described by the authors of [43]. All the models are trained on NVidia GTX 1080 Ti.

The models are trained for 1000 epochs using the SGD optimizer with a Nesterov momentum of 0.9 and a weight decay of $5 \cdot 10^{-4}$. For DISCO, we increase the weight decay to $1 \cdot 10^{-4}$. Tuning weight decay for the other models did not bring any improvement. The learning rate is set to 0.1 at the start and decreased by a factor of 0.2 after the epochs 300, 400, 600 and 800. The batch size is set to 128. During training, we additionally augment the dataset with random crops, horizontal flips and cutout [15].

As can be seen from Table 2, the proposed DISCO model outperforms the other scale-equivariant networks and sets a new state-of-the-art result in the supervised learning setting. Moreover, DISCO is more than 3 times faster than the second-best SESN-model.

We additionally check how accuracy degrades if the basis for the scale of $\sqrt{2}$ is not...
| Model  | SiamFC [4] | TriSiam [17] | SiamFC+[56] | SE-SiamFC+ [44] | DISCO |
|--------|-------------|--------------|-------------|----------------|-------|
| FPS    | 56          | 14           | 28          |                |       |
| AUC    | 0.67        | 0.68         | 0.68        |                |       |

Table 4: Performance comparisons on the OTB-13 tracking benchmark. The best results are **bold**. We report the average number of frames per second (FPS) per sequence. Higher FPS and AUC are better.

correctly calculated. While the optimal basis is a minimizer of Equation 13, it is possible to stop the stop optimization procedure before convergence and generate then a non-optimal basis. We generated two non-optimal bases which correspond to different moments of the optimization procedure. We report the equivariance error and the classification error on the STL-10 dataset for DISCO with such bases functions in Table 3. It can be seen that lower equivariance errors correspond to lower classification errors.

### 4.3 Tracking

To test the ability of DISCO to deliver accurate scale estimation, we choose the task of visual object tracking. We take the recent SE-SiamFC+ [56] tracker and follow the recipe provided in [44] to make it scale-equivariant. We employ the standard one-pass evaluation protocol to compare our method with conventional Siamese trackers and SE-SiamFC+ [44] with a Hermite basis for the scale convolutions. The trackers are evaluated by the usual area-under-the-success-curve (AUC).

The scale-equivariant tracker with DISCO matches the performance of the state-of-the-art SE-SiamFC+, but twice faster as can be seen in Table 4. FPS is measured on Nvidia GTX 1080 Ti for all models.

### 4.4 Scene Geometry by Contrasting Scales

We demonstrate the ability of DISCO to propagate scale information through the layers of the network, by presenting a simple approach for geometry estimation of a scene through the use of the intrinsic scale. This is possible because in the DISCO model, we can use high granularity of scale factors and process them more accurately and faster compared to other scale-equivariant models.

We construct a scale-equivariant network with DISCO layers. The weights are initialized from an ImageNet-pretrained network [14] following the approach described in [44]. Next, we strip the classification head of the network and apply global spatial average-pooling. The resulting feature map thus has a dimension $B \times C \times S \times 1 \times 1$, where $B, C, S$ are the batch, channel and scale dimensions respectively. To decode the scale information, we sample the argmax along the scale dimension. Such a tensor has shape $B \times C$ where each element is a scalar that encodes the argmax for each of the objects on each of the channels. Then the tensor is passed to a shallow network, which produces a scale estimate for the input image. The feature extraction network followed by the shallow scale estimator network is denoted as $F_\theta$, where $\theta$ is the parameters of the shallow scale estimator, so we do not train the parameters of the feature extractor.

At the core of the method is the scale-contrastive learning algorithm. The model is trained to predict how much one image should be interpolated to match the other. Such an
Figure 3: Left: the network is trained to predict the scale difference between an object and its resized version. Right: images and their scale fields produced by the DISCO model trained to contrast scales.

approach does not require any dedicated depth or scale labels. The algorithm is illustrated in Figure 3. First, we sample randomly two scale factors $\gamma_1, \gamma_2 \sim U[0.5, 2.0]$ and apply interpolations $L_{\gamma_1}, L_{\gamma_2}$ to the image $I$. The transformed images are fed into the network $F_{\theta}$, which predicts scale estimates $\tilde{\gamma}_1, \tilde{\gamma}_2$ (Figure 3). Then, we minimize the following loss by using the Adam optimizer:

$$L_{\text{scale}} = \mathbb{E}_I \left[ \frac{\gamma_2}{\gamma_1} - \frac{\tilde{\gamma}_2}{\tilde{\gamma}_1} \right]^2 = \mathbb{E}_I \left[ \frac{\gamma_2}{\gamma_1} - \frac{F_{\theta}(L_{\gamma_2}(I))}{F_{\theta}(L_{\gamma_1}(I))} \right]^2 \rightarrow \min_{\theta}$$ (15)

We train the model on the STL-10 dataset [8] and evaluate it on random images found on the Internet. To infer the scene geometry of the image, we split the image into overlapping patches. For each of them we predict the scale. We provide qualitative results in Figure 3. While the proposed methods was never trained on whole images, it captures the global geometry of the scenes, be it a road or a supermarket.

We provide more detailed information for each of the experiments in supplementary materials.

5 Discussion

In this work, we demonstrate that the equivariance error affects the performance of equivariant networks. We introduce DISCO, a new class of kernels for scale-convolution, so the equivariance error is minimized. We develop a theory to derive an optimal rescaling to be used in DISCO and analyze under what conditions an optimal rescaling is possible and how to find a good approximation if these conditions do not hold. We also demonstrate how to efficiently incorporate DISCO into an existing scale-equivariant network.

We experimentally demonstrate that DISCO scale-equivariant networks outperform conventional and other scale-equivariant models, setting the new state-of-the-art on the MNIST-Scale and STL-10 datasets. In the visual object tracking experiment, DISCO matches the state-of-the-art performance of SE-SiamFC+ on OTB-13, however, works 2 times faster.

We suppose that the DISCO would be the most useful in problems, where an accurate scale analysis is required, such as multi-object tracking for autonomous vehicles, where the scale of objects can rapidly change due to the relative motion. We additionally want to highlight that the approach presented in this paper can be used to construct scale-equivariant self-attention models with reduced complexity [40].
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A  Proofs

We have shown that scale-convolution is indeed scale-equivariant only if the kernel $\kappa$ and its up-scaled version $\kappa_{s-1}$ satisfy the following relation

$$L_s[f] \ast \kappa = L_s[f \ast \kappa_{s-1}], \quad \forall f,s$$

where $L_s$ is an operator of downscaling.

A.1  Solutions in 1D

Let us consider an operator of downscaling $L_s$, which is represented as a rectangular interpolation matrix $L$ of size $N_{\text{out}} \times N_{\text{in}}$. A convolution with a kernel $\kappa$ is represented as a multiplication with a matrix $K$ of size $N_{\text{out}} \times N_{\text{out}}$, and with a kernel $\kappa_{s-1}$ written as a matrix $K_{s-1}$ of size $N_{\text{in}} \times N_{\text{in}}$. The equivariance constraint with respect to $\kappa_{s-1}$ is written as follows:

$$KL = LK_{s-1}$$

Lemma 1. Equation 17 has non-trivial solutions with respect to $K_{s-1}$ only if $L$ performs downscaling by an integer factor.

Proof. Let us consider $P_{\text{in}}$ and $P_{\text{out}}$, matrices of circular shift of rows of sizes $N_{\text{in}} \times N_{\text{in}}$ and $N_{\text{out}} \times N_{\text{out}}$ correspondingly. With no loss of generality we assume circular boundary conditions for convolutions. Thus, matrices $K, K_{s-1}$ are circulant, and therefore $K = P_{\text{out}} K P_{\text{out}}^T$ and $K_{s-1} = P_{\text{in}} K_{s-1} P_{\text{in}}^T$. If we substitute it into Equation 17 we have the following:

$$P_{\text{out}}^i K (P_{\text{out}}^T)^i L = L P_{\text{in}}^i K (P_{\text{in}}^T)^i j, \quad \forall i, j \in \mathbb{Z}$$

If we multiply it from the left by $(P_{\text{out}}^T)^i$ and from the right by $P_{\text{in}}^j$ we get the following equation:

$$K (P_{\text{out}}^T)^i L P_{\text{in}}^j = (P_{\text{out}}^T)^i L P_{\text{in}}^j K_{s-1}$$

We can now multiply Equation 19 by a coefficient $\alpha_{ij}$ and then the following holds true:

$$K \sum_{i=1}^{N_{\text{out}}} \sum_{j=1}^{N_{\text{in}}} \alpha_{ij} Q_{ij} = \sum_{i=1}^{N_{\text{out}}} \sum_{j=1}^{N_{\text{in}}} \alpha_{ij} Q_{ij} K_{s-1}, \forall \alpha_{ij}$$

where $Q_{ij} = (P_{\text{out}}^T)^i L P_{\text{in}}^j$. Equation 20 holds true for all $\alpha_{ij}$. Which gives us the following system of equations:

$$\begin{align*}
K(Q_{00} - Q_{\text{Nout}N_{\text{in}}}) &= (Q_{00} - Q_{\text{Nout}N_{\text{in}}}) K_{s-1} \\
K(Q_{01} - Q_{\text{NoutN_{in}+1}}) &= (Q_{01} - Q_{\text{NoutN_{in}+1}}) K_{s-1} \\
\vdots \\
K(Q_{10} - Q_{\text{outN_{in}+1, N_{in}}}) &= (Q_{10} - Q_{\text{outN_{in}+1, N_{in}}}) K_{s-1} \\
\vdots
\end{align*}$$

(21)

Which has non-trivial solutions if the expressions in all brackets are equal to zero. Thus, $Q_{00} = Q_{\text{NoutN_{in}}}$. In other words, $L$ is a row-circulant matrix and $N_{\text{in}}$ is divisible by $N_{\text{out}}$. Therefore, the downscaling is performed by an integer factor $N_{\text{in}}/N_{\text{out}}$. □
In order to obtain the solution of Equation 17 we represent convolutional matrices by using their eigendecompositions.

\[ K = F_{\text{out}} \text{diag}(F_{\text{out}} \kappa)F_{\text{out}}^* \]
\[ K_{s-1} = F_{\text{in}} \text{diag}(F_{\text{in}} \kappa_{s-1})F_{\text{in}}^* \]  

where \( F_{\text{in}}, F_{\text{out}} \) are matrices of the Discrete Fourier Transform of appropriate sizes and \( \kappa, \kappa_{s-1} \) are vector representations of convolutional kernels. After substituting the second part of Equation 22 into Equation 17 we obtain:

\[ KL = LF_{\text{in}} \text{diag}(F_{\text{in}} \kappa_{s-1})F_{\text{in}}^* \]  

We then multiply both sides of the equation with \( F_{\text{in}} \) from the right.

\[ (KLF_{\text{in}})_{ij} = \sum_k (LF_{\text{in}})_{ik} \text{diag}(F_{\text{in}} \kappa_{s-1})_{kj} \]  

As the left hand side is per-column proportional to \( LF_{\text{in}} \), we can calculate the solution just by using the first row of each matrix.

\[ (F_{\text{in}} \kappa_{s-1})_j = \frac{(KLF_{\text{in}})_{1j}}{(LF_{\text{in}})_{1j}} \]  

The first row of \( F_{\text{in}} \) consists of ones so as the first row of \( LF_{\text{in}} \). Additionally, \( (KLF_{\text{in}})_{1j} = s^{-1} [\kappa, \kappa]_j \). As the discrete Fourier image of the solution is a scaled concatenated image of the source, the solution is just a dilation of the original kernel [35].

### A.2 Solutions in 2D

We are interested in solving Equation 16 with respect to \( \kappa_{s-1} \) for any set of \( \kappa \)’s which forms a complete basis in the space of square matrices of a certain, fixed size. If the solution exists for any basis, then it exists for a basis of 2-dimensional separable kernels. As the rank of the set of solutions is less or equal to the rank of the initial basis, the solution is separable as well. Let us consider an image \( F \) of size \( N_{\text{in}} \times N_{\text{in}} \). Taking into account that its rescaling is a separable operation, the matrix form of Equation 16 is:

\[ K'LFLL^T K^T = LK'_{s-1}F K'_{s-1}L^T, \quad \forall F \]  

where \( K' \) and \( K \) are matrix representations of 1-dimensional components of a separable kernel. As Equation 26 holds true for all images, it satisfies \( F = fc^T \) and \( F = cf^T \) where \( c \) is a vector of constants and \( f \) is an arbitrary vector. After substituting these functions into Equation 26 it degenerates into a system of two independent equations up to a multiplication constant:

\[ \begin{cases} KL = LK_{s-1} \\ K'L = LK'_{s-1} \end{cases} \]  

Thus, if a solution exists for 2-dimensional discrete signals it also exists for the 1-dimensional case.
Figure 4: Left: kernels are computed via multiplying a fixed multi-scale basis with trainable weights. Right: images and their scale fields produced by the DISCO model trained to contrast scales.

B Implementation Details

B.1 Scale Convolution

Let us consider a scale-convolutional layer defined on scales \( \{1, \sqrt{2}, 2, 2\sqrt{2}, 4, \} \). The kernel on the smallest scale is of size \( 3 \times 3 \). As it was noted, as soon as the kernel on the intermediate \( \sqrt{2} \) scale is defined, all other kernel can be calculated via dilation.

In scale-convolutional layer the kernels \( \kappa \) are parametrized as follows:

\[
\kappa_s = \sum_j \psi_{s,j} w_j
\]

where \( \psi_{s,j} \) is a \( j \)-th basis function defined on scale \( s \), and \( w_j \) is the corresponding trainable coefficient.

As the basis is fixed during the training, it needs to be defined \textit{a priori}. On the smallest scale all basis functions are just elements of the standard basis, i.e. if \( \psi_{1,i} \) is the \( i \)-th basis function for the \( 3 \times 3 \) filters on the first scale, then \( \psi_{1,0} \) is a \( 3 \times 3 \) matrix where the only non-zero element is a 1 in the top-left corner, and \( \psi_{1,4} \) is a \( 3 \times 3 \) matrix with 1 in the center. On the next integer scale \( 2 \), the basis is obtained according to Equation 12 of the main paper and computed as a dilation of \( \psi_{1,i} \). To obtain non-integer scale bases we start by approximating the first intermediate \( \sqrt{2} \) scale basis \( \psi_{\sqrt{2},j} \) functions by minimizing the following objective function:

\[
\|L[f] * \psi_{1,j} - L[f * \psi_{\sqrt{2},j}]\|_{F}^2 + \|L[f] * \psi_{\sqrt{2},j} - L[f * \psi_{2,j}]\|_{F}^2
\]

where \( f \) is a random sample from \( \mathcal{N}(0, 1) \) and \( L \) is an operation of downsampling by a factor of \( \sqrt{2} \) by using bicubic interpolation. The basis the scale \( \{2\sqrt{2}\} \) is calculated as a dilation of the approximated \( \sqrt{2} \) basis. See Figure 4 for more details.

After all basis functions are calculated, the basis is packed into a tensor of size:

\[
\text{num_functions} \times \text{num_scales} \times \text{height} \times \text{width}
\]

and used for runtime kernel calculations with the algorithm provided by [43].
### Table 5: Classification accuracy on MNIST-scale for different interpolation methods which are used for approximate basis calculations.

| Interpolation | Nearest | Bilinear | Bicubic |
|---------------|---------|----------|---------|
| Error         | 1.36 ± 0.06 | 1.37 ± 0.05 | 1.35 ± 0.05 |

#### B.2 Computational Complexity

Let us consider a scale-convolutional layer with a set of $N_s$ scales with step $\sigma > 1$. The smallest kernel size is $W \times W$. The computational complexity for calculating the output for one spatial position for the state-of-the-art method from [43] can be estimated as follows:

$$O(\text{SESN}) \sim O(W^2(1 + \sigma^2 + \cdots + \sigma^{2N_s-2})) \sim O\left(W^2 \frac{\sigma^{2N_s} - 1}{\sigma^2 - 1}\right) \sim O(W^2 \sigma^{2N_s}) \quad (30)$$

In contrast, for DISCO we arrive the following complexity:

$$O(\text{DISCO}) \sim O(N_s W^2) \quad (31)$$

Thus, where the state of the art SESN convolution grow exponentially in computational complexity with the number of scales, DISCO allow for linear growth.

When using a scale step of $\sqrt{2}$ we achieve a speedup of:

$$\frac{O(\text{SESN})}{O(\text{DISCO})} \sim \frac{2^{N_s}}{N_s}. \quad (32)$$

The main reason for the acceleration is that in SESN the filters are dense, as they are rescaled in the continuous domain by using Equation 4 of the main paper, while DISCO filters are sparse as the rescaling is performed by using dilation for the majority of scales. The actual speedup depends on the particular implementation of scale-convolution with such kernels. The current implementation is limited by the functionality of modern deep learning software which is not optimized for sparse filters of a big spatial extend.

#### B.3 General Solution

While in many models which consider scale the scale-step is a root of some integer number, it is possible to build a DISCO model with arbitrary scale-steps. Let us consider a scale-convolutional layer defined on scales $\{s_0, a s_0, a^2 s_0, \ldots, a^N s_0\}$ where $a > 1$. In order to construct kernels for such a layer it is first required to calculate a basis $\{\psi_{s_0,j}, \psi_{a s_0,j}, \ldots, \psi_{a^N s_0,j}\}$ for all $j$. The basis can be calculated as a minimizer of the following objective:

$$\mathcal{L}(\psi_{s_0,j}, \psi_{a s_0,j}, \ldots, \psi_{a^N s_0,j}) = \mathbb{E}_f \sum_{k,l=0}^{k,l=N} \left\| L_{d^{-k}}[f] * \psi_{d^k s_0,j} - L_{d^{-k}}[f * \psi_{d^k s_0,j}] \right\|_F^2 \quad (33)$$

### C Experiments

#### C.1 MNIST-scale

As a baseline model we use the SESN model [43]. It consists of 3 convolutional and 2 fully-connected layers. Each layer has filters of size $7 \times 7$. We keep the number of parameters
the same for all SESN models and for DISCO. The main difference between the SESN and DISCO models is in the basis for scale-convolutions. We also discovered that average-pooling works slightly better for the DISCO, while for all other methods it either has no effect or worsens the performance. Both SESN and DISCO use the same set of scales in scale convolutions: \( \{1, 2^{1/3}, 2^{2/3}, 2\} \).

All models are trained with the Adam optimizer \([26]\) for 60 epochs with a batch size of 128. We set the initial learning rate at 0.01 and divide it by 10 after 20 and once more after 40 epochs. We conduct the experiments with 2 different settings: without data augmentation and with scaling augmentation. We run the experiments on 6 different realizations of the MNIST-scale. We report the mean ± standard deviation over these runs.

We found in our experiments that the interpolation method which is used to calculate a basis by using equation 29 does not affect the final solution. The relative mean squared error between bases is less than percent. Moreover, DISCO model demonstrates almost the same results on MNIST-scale while various interpolation methods are used. See Table 5 for more results.

C.2 STL-10

As a baseline we use WideResNet \([55]\) with 16 layers and a widening factor of 8. Scale-equivariant models are constructed according to \([43]\). All models have the same number of parameters. The scale factors in the scale convolutions are \( \{1, \sqrt{2}, 2\} \).

The models are trained for 1000 epochs using the SGD optimizer with a Nesterov momentum of 0.9 and a weight decay of \(5 \cdot 10^{-4}\). For DISCO, we increase the weight decay to \(1 \cdot 10^{-4}\). Tuning weight decay for the other models did not bring any improvement. The learning rate is set to 0.1 at the start and decreased by a factor of 0.2 after the epochs 300, 400, 600 and 800. The batch size is set to 128. During training, we additionally augment the dataset with random crops, horizontal flips and cutout \([15]\).

C.3 Scene Geometry by Contrasting Scales

For clarity we provide a PyTorch pseudo-code for DISCO scene geometry estimation (Listing 1). We utilize scale-equivariant ResNet as a backbone feature extractor. The produced feature map is reduced in a spatial domain. Then the argmax along the scale dimension is extracted and passed to the scale MLP regressor to produce a scale estimate. Additional qualitative results are presented in Figure 4.

Listing 1: PyTorch pseudo-code for DISCO scene geometry estimation.

```python
import torch.nn as nn
import SE_ResNet
class ScaleEstimator(nn.Module):
    def __init__(self):
        super().__init__()
        self.backbone = SE_ResNet(pretrained=True)
        self.regressor = nn.Sequential(
            nn.Linear(512, 256),
            nn.ReLU(),
```
nn.Linear(256, 1),
nn.ReLU()
)

def forward(self, x):
    # x.shape = B, 3, 64, 64
    y = self.backbone(x)
    # y.shape = B, 512, 9, 1, 1
    y = y.mean(-1).mean(-1)
    # y.shape = B, 512, 9
    y = y.argmax(-1)
    scale = self.regressor(y)
    return scale