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Abstract

In this paper, we propose a new descent method, termed as multiobjective memory gradient method, for finding Pareto critical points of a multiobjective optimization problem. The main thought in this method is to select a combination of the current descent direction and past multi-step iterative information as a new search direction and to obtain a stepsize by virtue of two types of strategies. It is proved that the developed direction with suitable parameters always satisfies the sufficient descent condition at each iteration. Based on mild assumptions, we obtain the global convergence and the rates of convergence for our method. Computational experiments are given to demonstrate the effectiveness of the proposed method.
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1. Introduction

Many problems in space exploration, engineering design, finance, environment analysis, management and machine learning have several objectives to be minimized simultaneously \cite{1-6}. This type of problems can be expressed as multiobjective optimization problems (MOPs). The simultaneous minimization of multiple objectives differs from scalar optimization in that there is no unique solution to MOPs. An useful notion of optimality in multiobjective optimization is Pareto optimality.

The development of solution schemes for solving MOPs has attracted a great amount of attention. Classical methods for solving MOPs include heuristic methods \cite{7,8} and scalarization methods \cite{9,10}. For the heuristic methods, there is no convergence theories and the empirical convergence is usually slow. The scalarization methods convert a given MOP into a parameterized scalar one. In general, the converted problem and the primal MOP enjoy same optimal solutions under certain conditions. Nevertheless, Fliege el al. \cite{11} pointed out that the parameters in scalarization method are not known in advance and the selection of parameters may result in unbounded scalar problems even if the original MOP has solutions. In order to cope with these limitations, the iterative methods for solving MOPs have been proposed by many researchers \cite{11-23}, which are deemed as extensions of scalar optimization methods. It should be pointed out that the iterative methods for solving MOPs have quite satisfactory convergence properties and are easy to implement. Extending the iterative methods in scalar optimization to multiobjective setting is currently a promising area of research.

The steepest descent method for solving MOPs was proposed by Fliege and Svaiter \cite{12}, which produces a sequence of iterates by the following update rule

$$x^{k+1} = x^k + \alpha_k d^k, \quad k = 0, 1, 2, \ldots$$

\textsuperscript{*}Corresponding author.
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where \( d^k = v(x^k) \in \mathbb{R}^n \) is obtained by solving an auxiliary and non-parametric scalar subproblem at each iteration, which is called the descent direction, and \( \alpha_k > 0 \) is the step size found by using a step size strategy. Fliege et al. [24] pointed out that the rates of steepest descent method for smooth MOPs are consistent with that of scalar optimization, but numerical experiments presented in [21, 22] illustrate the unsatisfactory performance of the multiobjective steepest descent method in view of the computational efficiency on some test problems. The Newton method [11] for MOPs employs the Hessian information of every objectives at each iteration and has faster convergence speed. However, the computational costs of the Hessian matrices are quite high-priced for high dimensional problems, as reported in [23]. We observe that the multiobjective steepest descent method [12] only needs the current descent direction information explicitly to obtain the next iterative points, which undoubtedly leads to the waste of historical iterative information to a certain extent. As we all known, in scalar optimization, the nonlinear conjugate gradient methods utilizing past one-step information can accelerate the classical gradient method and avoid the computation of Hessian matrices [25]. Borrowing the idea of nonlinear conjugate gradient methods in scalar optimization, Lucambio Pérez et al. [20] proposed the multiobjective versions of such methods, which use the past one-step descent direction information to produce the next iterative point. It has the iterative form (1) with the search direction

\[
d^k = \begin{cases} 
v(x^k), & \text{if } k = 0, \\
v(x^k) + \beta_k d^{k-1}, & \text{if } k \geq 1,
\end{cases}
\]

(2)

where \( \beta_k \) is a scalar algorithmic parameter. In [20], \( \beta_k \) was considered as the extended versions of five classical parameters in scalar optimization. Moreover, the multiobjective extensions of Hager–Zhang and the Liu–Storey nonlinear conjugate gradient methods were respectively proposed in [21] and [22]. The global convergence of these methods in [20, 22] were analyzed under mild assumptions, but the convergence rates were not obtained. Numerical experiments provided in [21, 22] illustrate the multiobjective nonlinear conjugate gradient methods is superior than the multiobjective steepest descent method. This means that the use of past one-step iterative information improves the performance of algorithm in terms of computational efficiency to some great extent. Now, the question is whether we can design a new form of \( d^k \) by considering the historical multi-step iterative information and further improve the algorithmic performance?

In scalar optimization, it is worth noting that there have been a number of meaningful researches which use the past multi-step iterative information to design algorithms. The momentum method introduced by Polyak [26] can accelerate gradient method by combining the historical gradients information in the update rule at every iteration. It is widely utilized to train the parameters of neural network in machine learning [27, 28]. However, its convergence can not be guaranteed in general. Cragg and Levy [29] introduced a method called supermemory gradient method to seek the minimum of a unconstrained optimization problem. Compared with the classical gradient method, their method memorizes the previous \( k \)-step iterations and has the advantage of high speed. Wolfe and Viazminsky [30] studied a supermemory descent method that including the supermemory gradient method of Cragg and Levy [29] as a special case. Nevertheless, the global convergence properties were not established in [29, 30]. Shi and Shen [31, 32] proposed a type of gradient-based algorithm whose basic idea is also to employ historical multi-step iterative direction information. Based on some suitable assumptions, the global convergence and the rate for convergence were obtained. Numerical experiments in [31, 32] reveal a fact that more information used in the current iterate may improve the algorithmic performance. Narushima and Yabe [33] introduced a new memory gradient method that also uses historical direction information and then derived the global convergence of the method under appropriate conditions. Other methods that use historical iterative information at the current step to improve the algorithmic performance have been reported in [34–37]. In summary, it would be a good choice to design new algorithms based on historical iterative information in scalar optimization. So far as we know, there is no study on utilizing this strategy to design algorithm in multiobjective optimization.

Motivated by the works [12, 20, 33], the main goal of this paper is to introduce and analyze a new descent method called multiobjective memory gradient method for solving MOPs. In this approach, the direction \( d^k \) is developed by the current descent direction and historical multi-step iterative information. We point out that
the combined direction with appropriate parameters always meets the sufficient descent condition proposed in [20]. The new method is considered with two classes of stepsize strategies for obtaining a stepsize along the search direction $d^k$. Based on several suitable assumptions, we derive the global convergence properties of the method. It is proved that the algorithm enjoys a convergence rate with the order of $1/\sqrt{k}$ to non-convex MOPs. We also give a new and reasonable assumption, and then establish the linear convergence rate under such assumption. As for the numerical experiments, we compare our method with the steepest descent method [12] and the nonlinear conjugate gradient method [20] on a set of test instances. The numerical results illustrate our method’s effectiveness, as will be presented in Section 6.

The remainder of this paper is as follows. Section 2 presents some notions, notation and preliminary results. In Section 3, we give the general scheme of memory gradient method for solving MOPs and provide the descent properties of the combined direction. In Section 4, we conduct the convergence analysis of the proposed method with two different stepsize strategies. In Section 5, we prove the convergence rates. Numerical experiments are provided in Section 6. Finally, in Section 7, we make some conclusions about our works.

2. Preliminaries

Throughout this paper, for $m \in \mathbb{Z}_+$, where $\mathbb{Z}_+$ denotes the set of positive integers, we take $\langle m \rangle = \{1, 2, \ldots, m\}$. Denote $e = (1, 1, \ldots, 1)^\top \in \mathbb{R}^m$. Let $0_n$ denote the zero vector of $\mathbb{R}^n$. $(\cdot, \cdot)$ stands for the inner product in $\mathbb{R}^n$ and $\| \cdot \|$ denotes the norm, that is $\|x\| = \sqrt{\langle x, x \rangle}$ for $x \in \mathbb{R}^n$. The norm of a real matrix $A = (A_{i,j})_{m \times n} \in \mathbb{R}^{m \times n}$ is calculated as

$$
\|A\| = \max_{x \neq 0} \frac{\|Ax\|_\infty}{\|x\|} = \max_{i \in \langle m \rangle} \|A_{i,\cdot}\| = \max_{i \in \langle m \rangle} \left( \sum_{j=1}^n A_{i,j}^2 \right)^{1/2}.
$$

(3)

Let $\chi^+ (\chi \in \mathbb{R})$ be denoted as

$$
\chi^+ = \begin{cases} 0, & \text{if } \chi = 0, \\ \frac{1}{\chi}, & \text{otherwise.} \end{cases}
$$

Clearly, $\chi\chi^+ \leq 1$ and $\chi\chi^+ = 1$ only when $\chi \neq 0$.

Denote $\mathbb{R}^n_+ = \{\mu \in \mathbb{R}^n : \mu_i \geq 0, i \in \langle m \rangle\}$ and $\mathbb{R}^{m,+}_+ = \{\mu \in \mathbb{R}^m : \mu_i > 0, i \in \langle m \rangle\}$. We define the partial order $\preceq$ induced by $\mathbb{R}^{m,+}_+$: for $\nu, \mu \in \mathbb{R}^n$, $\nu \preceq \mu$ if and only if (iff) $\mu - \nu \in \mathbb{R}^{m,+}_+$, which is equivalent to $\nu_i \leq \mu_i$ for each $i \in \langle m \rangle$. Likewise, we also introduce the stronger relation $\prec$ induced by $\mathbb{R}^{m,+}_+$: $\nu \prec \mu$ iff $\mu - \nu \in \mathbb{R}^{m,+}_+$, which is equivalent to $\nu_i < \mu_i$ for each $i \in \langle m \rangle$. Sometimes we may use $\mu \succeq \nu$ instead of $\nu \preceq \mu$. Let $-\mathbb{R}^{m,+}_+$ be the negative of $\mathbb{R}^{m,+}_+$, that is, $-\mathbb{R}^{m,+}_+ = \{-\mu : \mu \in \mathbb{R}^{m,+}_+\}$.

In this paper, we are concerned with the following MOP:

$$
\min_{x \in \mathbb{R}^n} \quad F(x) = (F_1(x), F_2(x), \ldots, F_m(x))^\top,
$$

(4)

where $F_i : \mathbb{R}^n \to \mathbb{R}$, $i \in \langle m \rangle$, are continuously differentiable and the superscript “$\top$” denotes the transpose. A point $\bar{x} \in \mathbb{R}^n$ is said to be Pareto optimal of problem (4) if there exists no $x \in \mathbb{R}^n$ such that $F(x) \preceq F(\bar{x})$ and $F(x) \neq F(\bar{x})$ (see [9]).

Given $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$, the Jacobian of $F$ at $x$ is defined by

$$
JF(x) = [\nabla F_1(x) \quad \nabla F_2(x) \quad \ldots \quad \nabla F_m(x)]^\top.
$$

The image of $JF(x)$ is denoted as

$$
\text{Im}(JF(x)) = \{JF(x)d : (\nabla F_1(x), d), (\nabla F_2(x), d), \ldots, (\nabla F_m(x), d)\}^\top : d \in \mathbb{R}^n\}.
$$
A first-order necessary condition introduced in [12] for Pareto optimality of a point \( \bar{x} \in \mathbb{R}^n \) is

\[
\text{Im}(JF(\bar{x})) \cap (-\mathbb{R}_{++}^m) = \emptyset.
\]

A point \( \bar{x} \in \mathbb{R}^n \) satisfying the above relation is said to be \textit{Pareto critical} (see [12]). Equivalently, for any \( d \in \mathbb{R}^n \), there is \( i^* \in \langle m \rangle \) such that \( (JF(\bar{x}))d_{i^*} = \langle \nabla F_{i^*}(\bar{x}), d \rangle \geq 0 \), which implies \( \max_{i \in \langle m \rangle} \langle \nabla F_i(\bar{x}), d \rangle \geq 0 \) for any \( d \in \mathbb{R}^n \). Clearly, if \( x \in \mathbb{R}^n \) is not a Pareto critical point, then there is a vector \( d \in \mathbb{R}^n \) satisfying \( JF(x)d \in -\mathbb{R}_{++}^m \). We call the vector \( d \) a \textit{descent direction} for \( F \) at \( x \).

Now, we define \( \psi : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) as follows:

\[
\psi(x, d) = \max_{i \in \langle m \rangle} \langle \nabla F_i(x), d \rangle. \tag{5}
\]

From the previous discussion, we known that \( \psi \) can express Pareto critical and descent direction, i.e.,

- \( d \in \mathbb{R}^n \) is a descent direction for \( F \) at \( x \in \mathbb{R}^n \) iff \( \psi(x, d) < 0 \),
- \( x \in \mathbb{R}^n \) is Pareto critical iff \( \psi(x, d) \geq 0 \) for any \( d \in \mathbb{R}^n \).

The following proposition illustrates several useful results related to \( \psi \).

**Proposition 2.1.** [38] For all \( x, y \in \mathbb{R}^n \), \( \varrho > 0 \) and \( b_1, b_2 \in \mathbb{R}^n \), we obtain

(i) \( \psi(x, \varrho b_1) = \varrho \psi(x, b_1) \);
(ii) \( \psi(x, b_1 + b_2) \leq \psi(x, b_1) + \psi(x, b_2) \);
(iii) \( |\psi(x, b_1) - \psi(y, b_2)| \leq \| JF(x)b_1 - JF(y)b_2 \| \).

Let us now consider the following scalar optimization problem:

\[
\min_{d \in \mathbb{R}^n} \psi(x, d) + \frac{1}{2}\|d\|^2. \tag{6}
\]

Obviously, the objectives in (6) is proper, closed and strongly convex. Therefore, problem (6) admits a unique optimal solution. Denote the optimal solution of (6) by \( v(x) \), i.e.,

\[
v(x) = \arg\min_{d \in \mathbb{R}^n} \psi(x, d) + \frac{1}{2}\|d\|^2, \tag{7}
\]

and let the optimal value of (6) be defined as \( \theta(x) \), i.e.,

\[
\theta(x) = \psi(x, v(x)) + \frac{1}{2}\|v(x)\|^2. \tag{8}
\]

Observe that in scalar optimization (i.e., \( m = 1 \)), one has \( \psi(x, d) = \langle \nabla F_1(x), d \rangle \), \( v(x) = -\nabla F_1(x) \) and \( \theta(x) = -\|\nabla F_1(x)\|^2/2 \).

To obtain \( v(x) \), one can consider the corresponding dual problem of (6) (see [12]):

\[
\lambda(x) \in \arg\min_{\lambda \in \mathbb{R}^m} \left\| \sum_{i=1}^m \lambda_i \nabla F_i(x) \right\|^2 \tag{9}
\]

s.t. \( \lambda \in \Lambda^m \),

where \( \Lambda^m = \{ \lambda \in \mathbb{R}^m : \sum_{i=1}^m \lambda_i = 1, \lambda_i \geq 0, \forall i \in \langle m \rangle \} \) stands for the simplex set. Then, \( v(x) \) can also be represented as

\[
v(x) = -\sum_{i=1}^m (\lambda(x))_i \nabla F_i(x). \tag{10}
\]

Let us now give a characterization of Pareto critical points of problem (4), which will be used in our subsequent analysis.
Proposition 2.2. \[12\] Let \( v(\cdot) \) and \( \theta(\cdot) \) be as in \([7]\) and \([8]\), respectively. The following statements hold:

(i) If \( x \) is a Pareto critical point of problem \([4]\), then \( v(x) = 0 \) and \( \theta(x) = 0 \);
(ii) If \( x \) is not a Pareto critical point of problem \([4]\), then \( v(x) \neq 0 \), \( \theta(x) < 0 \) and \( \psi(x, v(x)) < -\|v(x)\|^2/2 < 0 \);
(iii) \( v(\cdot) \) is continuous.

3. Multiobjective memory gradient method

In what follows, we introduce the multiobjective memory gradient (MMG) algorithm which uses the previous iterative information for solving the problem \([4]\).

**MMG algorithm.**

**Step 0** Choose \( x^0 \in \mathbb{R}^n \), \( \gamma_0 > 0 \) and \( N \in \mathbb{Z}_+ \). Compute \( v(x^0) \) and initialize \( k \leftarrow 0 \).

**Step 1** If \( v(x^k) = 0 \), then STOP.

**Step 2** Define

\[
d^k = \begin{cases} 
\gamma_k v(x^k), & \text{if } k = 0, \\
\gamma_k v(x^k) + \sum_{j=1}^{N_k} \beta_{kj} d^{k-j}, & \text{if } k \geq 1,
\end{cases}
\]

where \( \gamma_k > 0 \) and \( \beta_{kj} \in \mathbb{R} \) \((j \in \langle N_k \rangle, N_k = \min\{k, N\})\) are algorithmic parameters.

**Step 3** Find a stepsize \( \alpha_k > 0 \) by a stepsize strategy and set \( x^{k+1} = x^k + \alpha_k d^k \).

**Step 4** Compute \( v(x^{k+1}) \), do \( k \leftarrow k + 1 \), and return to Step 1.

From \([11]\), it follows that the previous direction information are merged into the current descent direction by virtue of the parameters \( \beta_{kj} \) \((j \in \langle N_k \rangle)\). The selection for updating the parameters \( \gamma_k \) and \( \beta_{kj} \) \((j \in \langle N_k \rangle)\) at Step 2 and the way for obtaining the stepsize \( \alpha_k \) at Step 3 remain deliberately open. We emphasize that if \( N = 1 \) and \( \gamma_k = 1 \) for each \( k \), then the MMG algorithm reduces to the framework of the multiobjective nonlinear conjugate gradient algorithm; see \([20\text{ pp.2699–2700}]\). If \( N = 1 \), \( \gamma_k = 1 \) for each \( k \) and \( \beta_{kj} = 0 \) for all \( k \geq 1 \), then \([11]\) can be viewed as the iterative form of the multiobjective steepest descent method \([12]\).

To ensure the convergence of the proposed method, we present a reasonable choice of parameters in the sequel and consider two appropriate stepsize strategies in the next section. It is obvious from the algorithmic framework that the MMG algorithm can successfully terminate when a Pareto critical point of problem \([4]\) is obtained. Thus, we assume that \( v(x^k) \neq 0 \) for any \( k \geq 0 \) in the subsequent analysis. This means that the MMG algorithm generates infinite sequences \( \{x^k\} \) and \( \{d^k\} \).

Define \( \beta_{kj} \) \((j \in \langle N_k \rangle)\) as follows

\[
\beta_{kj} = -\frac{1}{N_k} \psi(x^k, v(x^k)) \phi^+_{kj},
\]

where \( \phi_{kj} \) \((j \in \langle N_k \rangle)\) are parameters satisfying the following relation:

\[
\phi_{kj} > \max \left\{ \frac{\psi(x^k, d^{k-j})}{\gamma_k}, 0 \right\}.
\]

Note that \( \beta_{kj} > 0 \) since \( \psi(x^k, v(x^k)) < 0 \) for any \( k \).

The next property displays that \( d^k \) is a descent direction when the related parameters satisfy \([12]\) and \([13]\).

**Lemma 3.1.** Let the direction \( d^k \) be given in \([11]\). Assume that \( \beta_{kj} \) and \( \phi_{kj} \) satisfy \([12]\) and \([13]\) for \( k \geq 1 \) and \( j \in \langle N_k \rangle \), respectively. Then, \( d^k \) is a descent direction for all \( k \).
Consider the last term of (15). By the definition of $\beta$
Applying Proposition 2.1(i)–(ii) repeatedly on the right part of (14), it follows that
Proof. Consider $k = 0$. By Proposition 2.1(i) and Proposition 2.2(ii), we have
$$\psi(x^0, d^0) = \gamma_0 \psi(x^0, v(x^0)) < -\frac{\gamma_0}{2} \|v(x^0)\|^2 < 0.$$ 
For $k \geq 1$, according to (11) and Proposition 2.1(i)–(ii), one has
$$\psi(x^k, d^k) = \psi \left( x^k, \gamma_k v(x^k) + \sum_{j=1}^{N_k} \beta_{kj} d^{k-j} \right) \leq \gamma_k \psi(x^k, v(x^k)) + \psi \left( x^k, \sum_{j=1}^{N_k} \beta_{kj} d^{k-j} \right).$$
Applying Proposition 2.1(i)–(ii) repeatedly on the right part of (14), it follows that
$$\psi(x^k, d^k) \leq \gamma_k \psi(x^k, v(x^k)) + \sum_{j=1}^{N_k} \beta_{kj} \psi(x^k, d^{k-j}).$$
Consider the last term of (15). By the definition of $\beta_{kj}$ ($j \in (N_k)$), we have
$$\beta_{kj} \psi(x^k, d^{k-j}) = \beta_{kj} \max \{ \psi(x^k, d^{k-j}), 0 \}
= -\frac{1}{N_k} \psi(x^k, v(x^k)) \phi_{kj}^+ \max \{ \psi(x^k, d^{k-j}), 0 \}
< -\frac{1}{N_k} \gamma_k \psi(x^k, v(x^k)) \phi_{kj}^+ \phi_{kj}
= -\frac{1}{N_k} \gamma_k \psi(x^k, v(x^k)).$$
By (15) and (16), we obtain $\psi(x^k, d^k) < 0$. For the subsequent convergence analysis to MMG algorithm, we will need the more stringent condition
$$\psi(x^k, d^k) \leq \sigma \psi(x^k, v(x^k)),$$
for some $\sigma > 0$ and any $k \geq 0$. Notice that in scalar optimization, the condition (17) becomes
$$\langle \nabla F_i(x^k), d^k \rangle \leq -\sigma \| \nabla F_i(x^k) \|^2,$$
which is the well-known sufficient descent condition. Likewise, in multiobjective optimization, we say that a direction $d^k \in \mathbb{R}^n$ meets the sufficient descent condition at $x^k$ iff (17) holds. It is worth mentioning that the general concept for sufficient descent condition was first proposed by Lucambio Pérez and Prudente [20] in vector optimization. The general notion was also applied in [20–22] to discuss the convergence of nonlinear conjugate gradient methods for vector optimization.
In the next lemma, we present the sufficient descent property on $d^k$ under stronger conditions on $\gamma_k$ and $\phi_{kj}$ ($j \in (N_k)$).

Lemma 3.2. Let the direction $d^k$ be given in (14). Suppose that there is a positive constant $\gamma^*$ such that $\gamma_k \geq \gamma^*$, $\beta_{kj}$ satisfies (13) and $\phi_{kj}$ has the following property:
$$\phi_{kj} > \frac{\psi(x^k, d^{k-j}) + \| JF(x^k) \| d^{k-j} \|}{\gamma_k}.$$
Then, $d^k$ satisfies the sufficient descent condition (17) with $\sigma = \gamma^*/2 > 0$ for any $k$.
Proof. Consider $k = 0$. By Proposition 2.1(i) and $\psi(x^0, v(x^0)) < 0$, one has
$$\psi(x^0, d^0) = \gamma_0 \psi(x^0, v(x^0)) \leq \gamma^* \psi(x^0, v(x^0)) \leq \frac{\gamma^*}{2} \psi(x^0, v(x^0)).$$
For $k \geq 1$, from (13), we have
\[ \psi(x^k, d^k) \leq \gamma_k \psi(x^k, v(x^k)) + \sum_{j=1}^{N_k} \beta_{kj} \psi(x^k, d^{k-j}). \] (19)

It follows from $\psi(x^k, 0_n) = 0$ and Proposition 2.1(iii) that
\[ |\psi(x^k, d^{k-j})| = |\psi(x^k, d^{k-j}) - \psi(x^k, 0_n)| \leq \|JF(x^k)d^{k-j} - 0_n\| \leq \|JF(x^k)\||d^{k-j}|. \] (20)

Therefore, we conclude that $\phi_{kj} > 0$ and $\beta_{kj} > 0$. Now we define the index set $J = \{j \in (N_k) : \psi(x^k, d^{k-j}) > 0\}$. Clearly, $|J| \in \{0, 1, \ldots, N_k\}$. We next consider two cases.

Case 1. If $|J| = 0$, then (19) implies
\[ \psi(x^k, d^k) \leq \gamma_k \psi(x^k, v(x^k)) \leq \gamma^* \psi(x^k, v(x^k)) \leq \frac{\gamma^*}{2} \psi(x^k, v(x^k)), \] (21)

because $\psi(x^k, v(x^k)) < 0$.

Case 2. If $|J| \neq 0$, then for the last term of (19), we have
\[ \sum_{j \in J} \beta_{kj} \psi(x^k, d^{k-j}) \leq \sum_{j \in J} \beta_{kj} \psi(x^k, d^{k-j}) \]
\[ = \sum_{j \in J} -\frac{1}{N_k} \psi(x^k, v(x^k)) \phi_{kj}^+ \psi(x^k, d^{k-j}) \]
\[ = \sum_{j \in J} \frac{1}{N_k} \psi(x^k, v(x^k)) \psi(x^k, d^{k-j}) \]
\[ \leq \sum_{j \in J} \frac{1}{N_k} \gamma_k \psi(x^k, v(x^k)) \psi(x^k, d^{k-j}) \]
\[ \leq -\frac{1}{N_k} \gamma_k \psi(x^k, v(x^k)) \sum_{j \in J} \psi(x^k, d^{k-j}) \]
\[ \leq -\frac{|J|}{2N_k} \gamma_k \psi(x^k, v(x^k)), \] (22)

where the first equality follows from the definition of $\beta_{kj}$ and the penultimate inequality follows from (20).

By (19) and (22), we obtain
\[ \psi(x^k, d^k) \leq \gamma_k \left(1 - \frac{|J|}{2N_k}\right) \psi(x^k, v(x^k)) \leq \gamma_k \frac{\gamma^*}{2} \psi(x^k, v(x^k)) \leq \frac{\gamma^*}{2} \psi(x^k, v(x^k)). \]

Hence, let $\sigma = \gamma^*/2$ and the proof is complete. \hfill \Box

4. Convergence analysis

This section is devoted to the global convergence analysis of MMG algorithm with two different stepsize strategies. Let the following assumptions are satisfied.

(A1) $F$ is bounded below on the set $\mathcal{L} = \{x \in \mathbb{R}^n : F(x) \leq F(x^0)\}$, where $x^0 \in \mathbb{R}^n$ is a given starting point.

(A2) The Jacobian $JF$ is Lipschitz continuous with $L > 0$ on an open set $\mathcal{B}$ containing $\mathcal{L}$, i.e., $\|JF(x) - JF(y)\| \leq L\|x - y\|$ for all $x, y \in \mathcal{B}$. 
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We are now ready to describe the stepsize strategies.

**Stepsize-I strategy.** Let $\rho \in (0, 1)$ and $\delta \in (0, 1)$. Set $\tau_k = -\psi(x^k, d^k)/\|d^k\|^2$ and choose $\alpha_k = \max\{\tau_k, \delta \tau_k, \delta^2 \tau_k, \ldots\}$ satisfying

$$F(x^k + \alpha_k d^k) \leq F(x^k) + \rho \alpha_k \psi(x^k, d^k)e.$$  

(23)

**Stepsize-II strategy.** Assume that $F$ satisfies (A2). Define the stepsize as

$$\alpha_k = \frac{-\psi(x^k, d^k)}{2L\|d^k\|^2}$$  

(24)

Obviously, the stepsize-I strategy is an Armijo-type line search and $\alpha_k$ is obtained by a simple backtracking procedure. The stepsize-II strategy depends on the Lipschitz constant $L$. If $L$ is not easily evaluated, then [24] will not be calculated. This means that the stepsize rule [24] is merely theoretical. Nevertheless, we notice that stepsize involving Lipschitz constant has been considered in the multiobjective setting (see [16, 22]).

For convenience, the MMG algorithm equipped with the stepsize-I strategy and the parameters satisfying the conditions of Lemma 3.2 is identified as MMG-I. We also refer by MMG-II to the MMG algorithm [16, 22].

The following two lemmas display the decrease property for the function value of iterate points generated by MMG-I and MMG-II, respectively.

**Lemma 4.1.** Assume that the sequence $\{(x^k, d^k)\}$ is produced by MMG-I and that (A2) holds. Then, there is a positive constant $\omega$ such that

$$F(x^k) - F(x^{k+1}) \geq \omega \frac{\psi^2(x^k, d^k)}{\|d^k\|^2} e, \quad \forall k.$$  

(25)

**Proof.** For the stepsize-I strategy, we have the following two cases.

**Case 1.** Let $K_1 = \{k : \alpha_k = \tau_k\}$. By (23), for every $i \in (m)$ and all $k \in K_1$, we have

$$F_i(x^k) - F_i(x^{k+1}) \geq -\rho \tau_k \psi(x^k, d^k) = \rho \frac{\psi^2(x^k, d^k)}{\|d^k\|^2}.$$  

(26)

**Case 2.** Let $K_2 = \{k : \alpha_k < \tau_k\}$. Obviously, $\alpha_k/\delta \leq \tau_k$ for $k \in K_2$. Let $t = \alpha_k/\delta$. By the way $\alpha_k$ is chosen in the stepsize-I strategy, it follows that $t$ fails to satisfy (23), i.e., for any $k \in K_2$,

$$F(x^k + td^k) \not\geq F(x^k) + \rho t \psi(x^k, d^k)e,$$

which means that

$$F_{i_k}(x^k + td^k) - F_{i_k}(x^k) > \rho t \psi(x^k, d^k)$$  

(27)

for at least one index $i_k \in (m)$. Applying the mean value theorem on the left part of (27), there is $\nu_k \in [0, 1]$ such that $\langle \nabla F_{i_k}(x^k + t\nu_k d^k), d^k \rangle > \rho \psi(x^k, d^k)$ for any $k \in K_2$. By the definition of $\psi(\cdot, \cdot)$, we get

$$\psi(x^k, d^k) \geq \langle \nabla F_{i_k}(x^k), d^k \rangle.$$  

(28)

Combining this with the above inequality, for all $k \in K_2$, we have

$$(\rho - 1) \psi(x^k, d^k) \leq \langle \nabla F_{i_k}(x^k + t\nu_k d^k), d^k \rangle - \psi(x^k, d^k) \leq \langle \nabla F_{i_k}(x^k), d^k \rangle - \langle \nabla F_{i_k}(x^k), d^k \rangle.$$  

(28)

By Cauchy-Schwarz inequality, (A2) and the fact that $\nu_k \in [0, 1]$, for every $k \in K_2$, we get

$$\langle \nabla F_{i_k}(x^k + t\nu_k d^k), d^k \rangle - \langle \nabla F_{i_k}(x^k), d^k \rangle \leq \|\nabla F_{i_k}(x^k + t\nu_k d^k) - \nabla F_{i_k}(x^k)\|d^k\| \leq L\nu_k \|d^k\|^2 \leq L\|d^k\|^2.$$  

(29)
Therefore, by (28) and (29), for each $k \in K_2$, we immediately have

$$
\alpha_k = t\delta \geq \frac{\delta(\rho - 1) \psi(x^k, d^k)}{L},
$$

(30)

By (23) and (30), and noting that $\psi(x^k, d^k) < 0$, one has

$$
F_i(x^k) - F_i(x^{k+1}) \geq -\rho\alpha_k \psi(x^k, d^k) \geq \frac{\rho\delta(1 - \rho) \psi^2(x^k, d^k)}{L \|d^k\|^2}
$$

(31)

for each $i \in \langle m \rangle$ and all $k \in K_2$.

Consequently, if we set

$$
\omega = \min \left\{ \rho, \frac{\rho\delta(1 - \rho)}{L} \right\},
$$

(32)

then the desired result (25) is satisfied. \hfill \Box

**Lemma 4.2.** Assume that the sequence $\{ (x^k, d^k) \}$ is produced by MMG-II. Then

$$
F(x^k) - F(x^{k+1}) \geq \frac{1}{4L} \frac{\psi^2(x^k, d^k)}{\|d^k\|^2} - e, \forall k.
$$

(33)

**Proof.** From the mean value theorem, for every $i \in \langle m \rangle$ and any $k$, there is $t_k \in [0, 1]$ such that

$$
F_i(x^{k+1}) - F_i(x^k) = \langle \nabla F_i(x^k + t_k \alpha_k d^k), \alpha_k d^k \rangle.
$$

(34)

By Cauchy-Schwarz inequality and (A2), we get

$$
\langle \nabla F_i(x^k + t_k \alpha_k d^k), d^k \rangle = \langle \nabla F_i(x^k), d^k \rangle + \langle \nabla F_i(x^k + t_k \alpha_k d^k) - \nabla F_i(x^k), d^k \rangle
$$

$$
\leq \langle \nabla F_i(x^k), d^k \rangle + \| \nabla F_i(x^k + t_k \alpha_k d^k) - \nabla F_i(x^k) \| \| d^k \|
$$

$$
\leq \langle \nabla F_i(x^k), d^k \rangle + L t_k \alpha_k \| d^k \|^2
$$

$$
\leq \langle \nabla F_i(x^k), d^k \rangle + L \alpha_k \| d^k \|^2
$$

$$
= \langle \nabla F_i(x^k), d^k \rangle - \frac{1}{2} \psi(x^k, d^k)
$$

$$
\leq \psi(x^k, d^k) - \frac{1}{2} \psi(x^k, d^k)
$$

$$
= \frac{1}{2} \psi(x^k, d^k),
$$

where the last inequality holds because the definition of $\psi(\cdot, \cdot)$ as in [5]. Thus, by (34), (35) and the definitions of $\alpha_k$ given in (24), we have

$$
F_i(x^{k+1}) - F_i(x^k) \leq \frac{1}{2} \alpha_k \psi(x^k, d^k) = - \frac{1}{4L} \frac{\psi^2(x^k, d^k)}{\|d^k\|^2}, \forall i \in \langle m \rangle,
$$

(36)

which concludes the proof. \hfill \Box

According to (25) (or (33)) and (A1), we obtain that $\{ F(x^k) \}_{k \geq 0}$ is monotone non-increasing and bounded below, hence convergent. We further have the following lemma.

**Lemma 4.3.** Assume that the sequence $\{ (x^k, d^k) \}$ is generated by MMG-I or MMF-II. If (A1) and (A2) are satisfied, then

$$
\sum_{k=0}^{\infty} \frac{\psi^2(x^k, d^k)}{\|d^k\|^2} < \infty.
$$

(37)

In the following, we will prove the global convergence of MMG-I/MMG-II. To this aim, (A1) needs to be replaced by the following stronger assumption.
(A3) The set $\mathcal{L}$ is bounded.

**Remark 4.1.** Based on (A3), the sequence $\{(v(x_k), d^k)\}$ is bounded. Indeed, it follows from Lemma 4.1 (or Lemma 4.2 and (A3)) that $\{x^k\}$ is contained in the bounded set $\mathcal{L}$. By Proposition 2.2 (iii), we have $\{v(x^k)\}$ is bounded, and thus $\{d^k\}$ is also bounded. That is, there exist constants $\xi_1, \xi_2 > 0$ such that $\|v(x^k)\| \leq \xi_1$ and $\|d^k\| \leq \xi_2$. Therefore, $\langle v(x_k^k), d^k \rangle \leq \|v(x^k)\| \|d^k\| \leq \xi_1 \xi_2$.

**Theorem 4.1.** Assume that the sequence $\{(x^k, d^k)\}$ is produced by MMG-I or MMG-II. If (A2) and (A3) hold, then $\liminf_{k \to \infty} \|v(x^k)\| = 0$.

**Proof.** Suppose by contradiction that there is $\varsigma > 0$ such that

$$\|v(x^k)\| \geq \varsigma$$

for any $k$. From $\psi(x^k, 0_n) = 0$, Proposition 2.1 (iii) and Proposition 2.2 (ii), we obtain

$$\frac{\|v(x^k)\|^2}{2} \leq \psi(x^k, 0_n) - \psi(x^k, v(x^k)) \leq \|\theta_m - JF(x^k)v(x^k)\| \leq \|JF(x^k)\|\|v(x^k)\|,$$

which implies that

$$\|v(x^k)\| \leq 2\|JF(x^k)\|. \quad (38)$$

According to the definition of $\beta_{k,j}$, one has

$$\gamma_k \hat{\beta}_{k,j} \phi_{k,j} = -\frac{1}{N_k} \gamma_k \psi(x^k, v(x^k)) \phi_{k,j}^+ \phi_{k,j} = -\frac{1}{N_k} \gamma_k \psi(x^k, v(x^k)).$$

This, together with (19) and (38), yields

$$-\psi(x^k, d^k) \geq \sum_{j=1}^{N_k} \left( -\frac{1}{N_k} \gamma_k \psi(x^k, v(x^k)) - \beta_{k,j} \psi(x^k, d^{k-j}) \right)$$

$$= \sum_{j=1}^{N_k} \beta_{k,j} (\gamma_k \phi_{k,j} - \psi(x^k, d^{k-j}))$$

$$\geq \sum_{j=1}^{N_k} \beta_{k,j} \|JF(x^k)\| \|d^{k-j}\|$$

$$\geq \frac{1}{2} \|v(x^k)\| \sum_{j=1}^{N_k} \beta_{k,j} \|d^{k-j}\|. \quad (39)$$

By (10), there exists $\lambda(x^k) \in \mathbb{R}^m$ with $\sum_{i=1}^{m} (\lambda(x^k))_i = 1$ and $(\lambda(x^k))_i \geq 0$ for each $i \in \langle m \rangle$ such that

$$v(x^k) = -\sum_{i=1}^{m} (\lambda(x^k))_i \nabla F_i(x^k). \quad (40)$$

From (40) and (5) and observing that $\psi(x^k, d^k) < 0$, we obtain

$$\langle v(x^k), d^k \rangle = \sum_{i=1}^{m} (\lambda(x^k))_i (-\langle \nabla F_i(x^k), d^k \rangle)$$

$$\geq \sum_{i=1}^{m} (\lambda(x^k))_i (-\psi(x^k, d^k))$$

$$= \psi(x^k, d^k) \sum_{i=1}^{m} (\lambda(x^k))_i$$

$$= |\psi(x^k, d^k)| \sum_{i=1}^{m} (\lambda(x^k))_i.$$
Dividing both sides of (42) by $\psi$.

From the above relation and (41), it follows that

By Lemma 3.2, we get

Thus, we have

Therefore, we derive the rate of $1/\sqrt{k}$ for non-convex MOPs. Then, base on a new assumption, it is shown that MMG-I has linear convergence rate.

Remark 4.2. The above theorem states that if any $\gamma_k$ and $\psi_k$ (j $\in$ $\{N_k\}$) satisfying the conditions of Lemma 3.2 are selected, then we can obtain the global convergence of the proposed method.
Theorem 5.1. Assume that the sequence \( \{(x^k, d^k)\} \) is produced by MMG-I and that (A2) and (A3) hold. Then, either there is an infinite subset \( \mathcal{N} \subseteq \{1, 2, \ldots\} \) such that
\[
\lim_{k \in \mathcal{N}, k \to \infty} \frac{\|v(x^k)\|}{\|d^k\|} = 0,
\]
or MMG-I has a convergence rate of the order of \( 1/\sqrt{k} \).

Proof. If \( \{\|d^k\|/\|v(x^k)\|\} \) is unbounded, then there is an infinite subset \( \mathcal{N} \subseteq \{1, 2, \ldots\} \) such that
\[
\lim_{k \in \mathcal{N}, k \to \infty} \frac{\|d^k\|}{\|v(x^k)\|} = \infty.
\]

Thus, \( \lim_{k \in \mathcal{N}, k \to \infty} \|v(x^k)\|/\|d^k\| = 0 \).

If \( \{\|d^k\|/\|v(x^k)\|\} \) has a bound, then there is a positive constant \( \vartheta \) such that
\[
\frac{\|d^k\|}{\|v(x^k)\|} \leq \vartheta. \tag{43}
\]

Observe that, by (43), \( \psi(x^k, v(x^k)) + \|v(x^k)\|^2/2 < 0 \) and Lemma 3.2, we obtain
\[
\frac{c^2}{4\vartheta^2}\|v(x^k)\|^2 \leq \frac{c^2\|v(x^k)\|^4}{4\|d^k\|^2} \leq \frac{c^2\psi^2(x^k, v(x^k))}{\|d^k\|^2} \leq \frac{\psi^2(x^k, d^k)}{\|d^k\|^2}. \tag{44}
\]

By (45) and (46), for each \( i \in \langle m \rangle \), one has
\[
F_i(x^k) - F_i(x^{k+1}) \geq \varepsilon\|v(x^k)\|^2, \tag{45}
\]

where \( \varepsilon = \omega c^2/(4\vartheta^2) \). From (45), we have
\[
F_i(x^0) - F_i(x^k) = \sum_{j=0}^{k-1} (F_i(x^j) - F_i(x^{j+1})) \\
\geq \varepsilon \sum_{j=0}^{k-1} \|v(x^j)\|^2 \\
\geq k\varepsilon \min_{0 \leq j \leq k-1} \|v(x^j)\|^2, \quad \forall i \in \langle m \rangle. \tag{46}
\]

From (A3) and the continuity of \( F \), there is \( F \in \mathbb{R}^m \) such that \( F \preceq F(x^k) \) for any \( k \). Let \( F_{i_{\min}} = \min_{i \in \langle m \rangle} F_i \) and \( F_{0_{\max}} = \max_{i \in \langle m \rangle} F_i(x^0) \), where \( x^0 \) is a given initial point. Then, (46) implies that
\[
\min_{0 \leq j \leq k-1} \|v(x^j)\| \leq \sqrt{\frac{F_{0_{\max}} - F_{i_{\min}}}{\varepsilon}} \frac{1}{\sqrt{k}}. \tag{47}
\]

Hence, the proof is complete. \( \square \)

Remark 5.1. Similar to Theorem 5.1 that MMG-II has the same convergence rate by taking \( \varepsilon = c^2/(16L\vartheta^2) \) in (45).

Remark 5.2. We would like to mention that the convergence rate of our method is consistent with that of multiobjective steepest descent method [12] when \( F \) is non-convex (see [23] Theorem 3.1).

To derive the linear convergence of MMG-I, the following hypothesis concerning the function \( F \) is required.

(A4) \( F \) satisfies the following relation, i.e.,
\[
\kappa(F(x) - F(\hat{x})) \leq \frac{1}{2}\|JF(x)\|^2 e, \tag{48}
\]

for all \( x \in \mathbb{R}^n \) and for some \( \kappa > 0 \), where \( \hat{x} \) is Pareto critical.
We give a simple example to illustrate (A4).

**Example 5.1.** The multiobjective optimization problem is given as follows:

\[
\min_{x \in \mathbb{R}} F(x) = (x^2 - 4, (x - 1)^2)^\top,
\]

which was given in \[18\] and used as a test function in \[22, 39\]. Clearly, \( F \) is convex and the set of Pareto critical points is \( [0, 1] \). It is easy to verify that \( F \) satisfies (A4) with \( \kappa = 1/2 \).

**Theorem 5.2.** Assume that the sequence \( \{(x^k, d^k)\} \) is produced by MMG-I and that \( \{x^k\} \) converges to \( \bar{x} \), where \( \bar{x} \) is Pareto critical. If (A2)–(A4) hold, then either there is an infinite subset \( K \subseteq \{1, 2, \ldots\} \) such that

\[
\lim_{K \in K, k \to \infty} \frac{\|v(x^k)\|}{\|d^k\|} = 0,
\]

or there is \( \mu \in (0, 1) \) such that

\[
F(x^k) - F(\bar{x}) \leq (1 - \mu)^k (F(x^0) - F(\bar{x})).
\]

**Proof.** If \( \{\|d^k\|/\|v(x^k)\|\} \) has no bound, then \( (49) \) holds by the proof of Theorem 5.1 If \( \{\|d^k\|/\|v(x^k)\|\} \) has a bound, then from the proof of Theorem 5.1 it follows that

\[
F_i(x^k) - F_i(x^{k+1}) \geq \varepsilon \|v(x^k)\|^2, \quad \forall i \in \langle m \rangle,
\]

where \( \varepsilon = \omega \sigma^2/(4n^2) \). From the continuity of \( JF \), the continuity of \( v \) and (A3), there is a constant \( \xi > \max\{1, \kappa\} \) such that \( \|JF(x^k)\| \leq \xi \|v(x^k)\| \). This, combined with \( (50) \), gives

\[
F_i(x^k) - F_i(x^{k+1}) \geq \frac{\varepsilon}{2 \xi^2} \|JF(x^k)\|^2 \geq \frac{\varepsilon \kappa}{\xi^3} (F_i(x^k) - F_i(x^*)), \quad \forall i \in \langle m \rangle.
\]

Let \( \mu = \varepsilon \kappa/\xi^3 \). Clearly, \( \omega < 1 \) in view of \( (32) \). Moreover, \( \kappa/\xi < 1 \) and

\[
1 \geq \frac{-\psi(x^k, d^k)}{|JF(x^k)||d^k|} \geq \frac{-\psi(x^k, v(x^k))}{|JF(x^k)||d^k|} \geq \frac{\sigma}{2 |JF(x^k)||d^k|} \geq \frac{\sigma}{2 \xi d^i}
\]

where the last inequality follows from \( (43) \). Therefore, we conclude \( \mu \in (0, 1) \). Adding \( F_i(\bar{x}) \) from both sides of \( (51) \) gives

\[
F_i(x^{k+1}) - F_i(\bar{x}) \leq (1 - \mu)(F_i(x^k) - F_i(\bar{x})), \quad \forall i \in \langle m \rangle.
\]

Applying the above inequality recursively gives

\[
F_i(x^{k+1}) - F_i(\bar{x}) \leq (1 - \mu)^{k+1}(F_i(x^0) - F_i(\bar{x})), \quad \forall i \in \langle m \rangle.
\]

Therefore, the proof is complete. \( \square \)

6. Numerical experiments

This section conducts some computational experiments to show the efficiency of the proposed method for solving MOPs. We just compare MMG-I with the multiobjective versions of the steepest descent (SD) algorithm proposed in \[12\] and the Fletcher–Reeves (FR), conjugate descent (CD), and Hestenes–Stiefel (HS) nonlinear conjugate gradient methods proposed in \[20\]. The codes are edited in Python programming language and run on a computer with CPU Intel Core i7 2.90GHz and 32GB of memory. In order to keep the fairness process in numerical implementation, the Armijio line search rule considered in all compared algorithms was implemented as a simple backtracking procedure, i.e., find a stepsize \( \alpha_k = \max\{(1/2)^i : i = 0, 1, 2, \ldots\} \) such that

\[
F(x^k + \alpha_k d^k) \leq F(x^k) + \rho \alpha_k \psi(x^k, d^k) e,
\]

where \( \rho = 0.0001 \). As illustrated in Lemma 3.2, we can select any parameters satisfying the conditions of Lemma 3.2. In MMG-I, we set \( \gamma^* = 10^{-10} \) and give two choices of \( \gamma_k \) as follows
(i) $\gamma_k = 1$ for all $k$;
(ii) $\gamma_0 = 1$ and for $k \geq 1$

$$
\gamma_k = \begin{cases} 
1, & \text{if } \frac{\| q^{k-1} \|}{\| h^{k-1} \|} < \gamma^*, \\
\text{otherwise},
\end{cases}
$$

where $q^{k-1} = x^k - x^{k-1}$, $h^{k-1} = v(x^k) - v(x^{k-1})$.

Clearly, the selection of $\gamma_k$ satisfies the condition Lemma 3.2. For a given $\gamma_k$, we set $\psi_{kj}$ as

$$
\phi_{kj} = \frac{\psi(x^k, d^{k-j}) + \| JF(x^k) \| \| d^{k-j} \| + \zeta}{\gamma_k},
$$

where $\zeta > 0$. Note that the choice of $\phi_{kj}$ satisfies condition (18). We mark MMG-I whose $\gamma_k$ satisfies (i) and (ii) as MMG-I1 and MMG-I2, respectively.

At each iteration, we solve the dual problem (9) with $\| x \| = 1$ for all $k = 1$ and for $k = 0$.

Table 1: The relevant information of test instances.

| Problem | Source | $n$ | Convex | $x_L$ | $x_U$ |
|---------|--------|-----|--------|-------|-------|
| AP3    | 15     | 2   | Y      | $(-100, -100)$ | $(100, 100)$ |
| SK2    | 10     | 4   | N      | $(-10, -10, -10, -10)$ | $(10, 10, 10, 10)$ |
| DD1*   | 11     | 5   | N      | $(-20, \ldots, -20)$ | $(20, \ldots, 20)$ |
| DGO1   | 19     | 1   | N      | $-10$ | 13    |
| DGO2   | 19     | 1   | Y      | $-9$  | 9     |
| To4†   | 41     | 4   | N      | $(-2, \ldots, -2)$ | $(5, \ldots, 5)$ |
| Far1   | 43     | 2   | N      | $(-1, -1)$ | $(1, 1)$ |
| BK1    | 10     | 2   | Y      | $(-5, -5)$ | $(10, 10)$ |
| LE1    | 10     | 0   | N      | $(-5, -5)$ | $(10, 10)$ |
| SLC2   | 13     | 10  | Y      | $(-3, \ldots, -3)$ | $(3, \ldots, 3)$ |
| SD     | 13     | 4   | Y      | $(1, \sqrt{2}, \sqrt{2}, 1)$ | $(3, 3, 3, 3)$ |
| MOP2   | 20     | 2   | N      | $(-4, -4)$ | $(4, 4)$ |
| MOP3   | 20     | 2   | N      | $(-\pi, -\pi)$ | $(\pi, \pi)$ |
| PNR    | 41     | 2   | Y      | $(-1, -1)$ | $(1, 1)$ |
| VU1    | 10     | 2   | N      | $(-3, -3)$ | $(3, 3)$ |
| KW2    | 10     | 2   | N      | $(-3, -3)$ | $(3, 3)$ |
| MMR1*  | 47     | 2   | N      | $(0, 0)$  | $(1, 1)$ |
| MMR2   | 47     | 2   | N      | $(-1, -1)$ | $(1, 1)$ |
| Lov3   | 12     | 0   | N      | $(-20, -20)$ | $(20, 20)$ |
| Lov4   | 12     | 2   | N      | $(-20, -20)$ | $(20, 20)$ |
| Lov6   | 15     | 6   | N      | $(-0.1, -0.16, \ldots, -0.16)$ | $(0.425, 0.16, \ldots, 0.16)$ |
| FF1    | 10     | 2   | N      | $(-1, -1)$ | $(1, 1)$ |
| FF1a   | 20     | 100 | N      | $(-10, \ldots, -10)$ | $(10, \ldots, 10)$ |
| FF1b   | 20     | 200 | N      | $(-10, \ldots, -100)$ | $(10, \ldots, 100)$ |
| JOS1a  | 19     | 50  | Y      | $(-100, \ldots, -100)$ | $(100, \ldots, 100)$ |
| JOS1b  | 19     | 100 | Y      | $(-100, \ldots, -100)$ | $(100, \ldots, 100)$ |
| JOS1c  | 19     | 200 | Y      | $(-100, \ldots, -100)$ | $(100, \ldots, 100)$ |
| JOS1d  | 19     | 500 | Y      | $(-100, \ldots, -100)$ | $(100, \ldots, 100)$ |
| JOS2   | 19     | 100 | Y      | $(-100, \ldots, -100)$ | $(100, \ldots, 100)$ |

* It is a modified version of MMG-I. We set $F(x) = 1 + x^T F$ and $F_2(x) = h(x)/F_1(x)$, where $h(x_2)$ is defined in (27).
† It is a revised form of DD1, which can be obtained in (19).
‡ It is an extension of a scalar optimization problem, which is presented in (19).
†† It is a modified form of FF1 that presented in (4).
also considered in [22, 39]:
\[
\min_{x \in \mathbb{R}^n} (r_1 F_1(x), r_2 F_2(x), ..., r_m F_m(x))^\top,
\]
where the scaling factors \( r_i = 1/\max\{1, \|\nabla F_i(x^0)\|_\infty\}, \ i \in \langle m \rangle \), \( x^0 \) is the given initial point. As illustrated in [22, 39], problem (4) is equivalent to problem (53). In other words, the same Pareto critical points can be obtained by solving them.

Next, we adopt the performance profile proposed in [51] by Dolan and Moré to analyze the performance of various algorithms. The performance profile has become a commonly-used tool to estimate the performance of multiple solvers \( \mathcal{S} \) when run on a test set \( \mathcal{P} \) in scalar optimization. It is worth mentioning that such tool is also used in multiobjective optimization; see [17, 19, 22, 39, 52]. We briefly describe the tool in the sequel. Suppose that there exist \( n_s \) solvers and \( n_p \) problems. For \( s \in \mathcal{S} \) and \( p \in \mathcal{P} \), we denote \( o_{p,s} \) by the performance on the problem \( p \). The performance ratio is \( z_{p,s} = o_{p,s}/\min\{o_{p,s} : s \in \mathcal{S}\} \) and the cumulative distribution function \( \rho_s : [1, \infty) \rightarrow [0, 1] \) is
\[
\rho_s(\tau) = \frac{|\{p \in \mathcal{P} : z_{p,s} \leq \tau\}|}{n_p}.
\]
Therefore, the performance profile is presented by depicting the figure of the cumulative distribution function \( \rho_s \). Note that \( \rho_s(1) \) refers to the probability that the solver defeat the remaining solvers. The right of the image for \( \rho_s \) shows the robustness associated with a solver.

6.1. Analysis of \( \gamma_k \) and \( N \).

We first discuss the impact of the choice of \( \gamma_k \) on the algorithmic performance. In other words, we compare MMG-I1 and MMG-I2 by virtue of the number of iterations and function evaluations under the same \( N \) value. We would like to emphasize specifically that the results for the number of iterations and gradient evaluations are similar from our computational experiments, so the number of gradient evaluations is ignored in our later analysis. We test them with the values \( N = 1, 3, 5, 7, 9 \). Figures 1 and 2 respectively present the performance profiles from the viewpoint of iterations and function evaluations. As can be seen, the MMG-I algorithm is vulnerable to parameter \( \gamma_k \) under the same \( N \).

![Fig. 1. Performance profiles comparing the number of iterations of MMG-I1 and MMG-I2 under the same \( N \).](image-url)
To study how a selection of the number of $N$ in MMG-I1 and MMG-I2 affects numerical performance, we respectively test MMG-I1 and MMG-I2 with the values $N = 1, 3, 5, 7, 9$. Figures 3 and 4 respectively show the performance profiles in terms of iterations and function evaluations for MMG-I1 and MMG-I2. As can be seen, MMG-I1 or MMG-I2 with various $N$ values has different performance evaluations in different ranges. Therefore, the performance of MMG-I1 and MMG-I2 rely on the choice of parameter $N$. Although it is difficult for us to present the best choice from a theoretical point of view, the choice $N = 5$ for MMG-I1 and the choice $N = 3$ for MMG-I2 are relatively robust in our experiments.
6.2. Analysis of all compared algorithms

In what follows, we will present some performance results of SD, FR, CD, HS, MMG-I1 with \( N = 5 \) and MMG-I2 with \( N = 3 \). Figures 5(a) and 6(a) respectively give the performance profiles of the number of iterations and function evaluations for the six algorithms. We also plot the performance profiles in smaller intervals so that the difference between them becomes more obvious (see Figures 5(b) and 6(b)).

![Performance profiles for MMG-I2 with different \( N \).](image)

**Fig. 4.** Performance profiles for MMG-I2 with different \( N \).

For the number of iterations, by Figure 5 it is clear that MMG-I2 with \( N = 3 \) has the most wins and that the probability that MMG-I2 with \( N = 3 \) is the winner in view of iterations is about 67.86%. Compared with SD, FR, CD and HS, MMG-I1 with \( N = 5 \) draws our attention with its ability to solve problems, as presented by the performance profile for \( \tau > 2 \) in Figure 5(b).
For the number of function evaluations, from Figure 6, the probability that MMG-I2 with $N = 3$ is the winner in function evaluations is about 46.64%. MMG-I1 with $N = 5$ shows its better performance when $\tau > 5$. However, when $\tau > 20$, the performance of MMG-I2 with $N = 3$ is slightly inferior than that of other algorithms except FR in view of function evaluations.

By Figure 6, a point of interest is that though MMG-I2 with $N = 3$ consumes smaller iterations than the competitors, its performance about the number of function evaluations is slightly inferior than SD, CD, HS and MMG-I1 with $N = 5$ in the interval $[25, 220]$. A reasonable explanation for this phenomenon is that it takes more evaluation to find a reasonable stepsize along the direction $d_k$ in the stepsize-I strategy. Therefore, the stepsize strategy also affects the practical behavior of MMG-I2.

So far, we only care about the speed of convergence of our method. Next, we will focus on comparing the performance of these algorithms in the aspect of generating Pareto fronts (POFs). To this aim, we use the so-called purity [52] and spacing [8, 53] metrics presented below. Let $F_{p,s}$ be a solution set found by solver $s \in S$ on problem $p \in P$. Suppose that $F_p$ is an approximation of the true POF for problem $p$, computed by first obtaining $\bigcup_{s \in S} F_{p,s}$ and then saving non-dominated points of this set.

- **Purity metric.** The ratio $\bar{\psi}_{ps}$ is defined by
  \[
  \bar{\psi}_{ps} = \frac{|F_{ps} \cap F_p|}{|F_p|}.
  \]
  In order to discuss the purity metric using the performance profiles, we let $\psi_{ps} = 1/\bar{\psi}_{ps}$. As reported in [52], the algorithms are compared in pairs if we use the purity metric.

- **Spacing metric.** The spacing metric is defined by
  \[
  Q_{p,s} = \left( \frac{1}{|F_{p,s}| - 1} \sum_{i=1}^{|F_{p,s}|} (d^* - d_i)^2 \right)^{1/2},
  \]
  where
  \[
  d_i = \min_k \left\{ \sum_{i=1}^m |F_i(a_l) - F_i(a_k)| \right\}, \quad a_l, a_k \in F_{p,s}, \quad l, k = 1, 2, \ldots, |F_{p,s}|,
  \]
  $d^*$ is the average value of all $d_i$. The lower values $Q_{p,s}$ indicate better performance.

Figure 7 depicts the performance profiles associated with the purity metric. As we can see, MMG-I1 with $N = 5$ outperforms SD and HS, respectively. There is no significant difference between MMG-I1 with
$N = 5$ and CD. MMG-I2 with $N = 3$ outperforms than that of other compared algorithms. To sum up, the purity performance profiles show that the previous multi-step information makes the algorithm more effective. However, the superior performance of MMG-I2 with $N = 3$ over MMG-I1 with $N = 5$ may be surprising.

![Performance profile using the purity metric.](image)

The values of the spacing metric are calculated and then are listed in Table 2. We highlight the best results for every problem with gray background. From Table 2 it follows that our method is slightly better than the others.
7. Conclusions

In this work, we have proposed a new descent method for solving unconstrained MOPs, which employs the past multi-step iterative information at every iteration. The developed search direction with suitable parameters in the proposed method has the sufficient descent property. Under mild assumptions, we derive the global convergence and convergence rates for our method. Numerical results are presented to demonstrate the efficiency of our method.

From the numerical experiments, it is worth mentioning that our method depends on the parameters $N$, $\gamma_k$ and $\psi_{kj}$, which directly determine the importance coefficient of previous information. How to select these parameters in our method deserves further study. As presented in Section 6.2, the stepsize strategy seems to be an additional factor in our method. Recently, some stepsize strategies, including Goldstein [13], Wolfe [20], nonmonotone [19] line searches, have been proposed in multiobjective optimization. It would be interesting to study our method with these stepsize strategies in the future.
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