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Abstract. We give a proof of the planar case of a longstanding conjecture of Kneser (1955) and Poulsen (1954). In fact, we prove more by showing that if a finite set of disks in the plane is rearranged so that the distance between each pair of centers does not decrease, then the area of the union does not decrease, and the area of the intersection does not increase.

1. Introduction

Let $|\ldots|$ be the Euclidean norm, so $|p_i - p_j|$ is the Euclidean distance between $p_i$ and $p_j$. If $p = (p_1, \ldots, p_N)$ and $q = (q_1, \ldots, q_N)$ are two configurations of $N$ points, where each $p_i \in \mathbb{E}^n$ and each $q_i \in \mathbb{E}^n$ is such that for all $1 \leq i < j \leq N$, $|p_i - p_j| \leq |q_i - q_j|$, we say that $q$ is an expansion of $p$ (and $p$ is a contraction of $q$). If $q$ is an expansion of $p$, then there may or may not be a continuous motion $p(t) = (p_1(t), \ldots, p_N(t))$, with $p_i(t) \in \mathbb{E}^n$ for all $0 \leq t \leq 1$ and $1 \leq i \leq N$ such that $p(0) = p$ and $p(1) = q$, and $|p_i(t) - p_j(t)|$ is monotone increasing for $1 \leq i < j \leq N$. When there is such a motion, we say that $q$ is a continuous expansion of $p$. Let $B(p_i, r_i)$ be the closed $n$-dimensional ball of radius $r_i \geq 0$ in $\mathbb{E}^n$ about the point $p_i$, and let $\text{Vol}_n$ represent the $n$-dimensional volume.

In 1954 Poulsen [23] and in 1955 Kneser [20] independently conjectured the following for the case when $r_1 = \cdots = r_N$:

Conjecture 1. If $q = (q_1, \ldots, q_N)$ is an expansion of $p = (p_1, \ldots, p_N)$ in $\mathbb{E}^n$, then

$$\text{Vol}_n \left[ \bigcup_{i=1}^N B(p_i, r_i) \right] \leq \text{Vol}_n \left[ \bigcup_{i=1}^N B(q_i, r_i) \right].$$

We will prove this conjecture for the case of the plane, $n = 2$, and with the same hypothesis the following related conjecture, which was mentioned in [19] by Klee and Wagon.
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Conjecture 2. If $q = (q_1, \ldots, q_N)$ is an expansion of $p = (p_1, \ldots, p_N)$ in $\mathbb{E}^n$, then

$$(2) \quad \text{Vol}_n \left[ \bigcap_{i=1}^{N} B(p_i, r_i) \right] \geq \text{Vol}_n \left[ \bigcap_{i=1}^{N} B(q_i, r_i) \right].$$

In [5] Bollobás proved Conjecture 1, for $n = 2$, when $r_1 = \cdots = r_N$ and $q$ is a continuous expansion of $p$. In [4] Bern and Sahai proved Conjecture 1 and Conjecture 2 for $n = 2$, but again with the additional assumption that $q$ is a continuous expansion of $p$. Previously in [11] Csikós had also extended Bollobás’s result to arbitrary radii for $n = 2$, and later in [10] Csikós proved Conjecture (1) under the assumption that $q$ is a continuous expansion of $p$. In [7] Capoyleas showed (2) for congruent radii in the plane, but assuming that $q$ is a continuous expansion of $p$. In [15] Gromov proved (2) for arbitrary radii, but only for $N \leq n + 1$. Then in [8] Capoyleas and Pach proved (1) for arbitrary radii in all dimensions, but again only for $N \leq n + 1$. In these cases, it is not hard to show that if $q$ is an expansion of $p$, then it is a continuous expansion, a property that does not hold even for $n + 2$ points in $\mathbb{E}^n$. For example in the plane, consider a configuration $p$ of four points, where one point is in the interior of the triangle determined by the other three. If $q$ is the configuration with the point on the interior moved sufficiently far, $q$ will be an expansion of $p$, but it will not be a continuous expansion. (See also the example of Figure 2 in Section 8.) In all of the cases above, it is assumed or implicitly holds that the configuration $q$ is a continuous expansion of $p$.

In the following, we will use a formula of Csikós describing the derivative of the volume of the union of 4-dimensional balls, when their centers are expanding analytically, to show that the area of the union of 2-dimensional disks increases when one configuration of centers is an expansion of another, even when there is no continuous expansion in the plane. See Section 6 of this paper for a related result which is that a particular weighted surface volume changes monotonically under analytic expansions. For such analytic (necessarily continuous) expansions this result extends the first result of Csikós in [11].

Conjecture 1, with all the radii equal, was repeated by Hadwiger in [16]. Later it was included in a list of problems by Valentine in [27], Klee in [18], Croft, Falconer, and Guy in [9], Moser and Pach in [22], and Klee and Wagon in [19], mentioning, in particular, the case of disks in the plane. This is the case that we prove here.

2. Connecting configurations in higher dimensions

Our plan is to use results about continuous (or differentiable) motions of configurations of points in a higher dimension to get information about pairs of configurations in a lower dimension. The following lemma, which is fairly well-known, is essentially the same as formula (8) in Alexander [1], where the $\sqrt{1 - t}$ and $\sqrt{t}$ in Alexander’s formula is replaced by $\cos(\pi t)$ and $\sin(\pi t)$, respectively, and this is composed with a rotation to bring the final image back to the original copy of $\mathbb{E}^n$. See Gromov [15], and Capoyleas and Pach [8], for a related result with a different proof. This allows us to connect configurations in a higher dimension. We regard $\mathbb{E}^n$ as the subset $\mathbb{E}^n = \mathbb{E}^n \times \{0\} \subset \mathbb{E}^n \times \mathbb{E}^n = \mathbb{E}^{2n}$.

Lemma 1. Suppose that $p = (p_1, \ldots, p_N)$ and $q = (q_1, \ldots, q_N)$ are two configurations in $\mathbb{E}^n$. Then the following is a continuous motion $p(t) = (p_1(t), \ldots, p_N(t))$ in $\mathbb{E}^{2n}$, that is analytic in $t$, such that $p(0) = p$, $p(1) = q$ and for $0 \leq t \leq 1$, $|p_j(t) - p_j(t)|$ is monotone:
Corollary 1.

We say that a configuration \( q = (q_1, \ldots, q_N) \) is a piecewise-analytic expansion of \( p = (p_1, \ldots, p_N) \) if \( q \) is a continuous expansion of \( p \) and all the coordinates of all the points are analytic functions of the parameter \( t \) except for a finite number of values of \( t \). The following theorem and its corollaries are our main results.

**Theorem 1.** Let \( p = (p_1, \ldots, p_N) \) and \( q = (q_1, \ldots, q_N) \) be two configurations in \( \mathbb{E}^n \) such that \( q \) is a piecewise-analytic expansion of \( p \) in \( \mathbb{E}^{n+2} \). Then the conclusions (1) and (2) of Conjecture 1 and Conjecture 2 hold in \( \mathbb{E}^n \).

The proof of this result will occupy the next few sections. The following includes the Kneser-Poulsen conjecture in the plane.

**Corollary 1.** Let \( p = (p_1, \ldots, p_N) \) and \( q = (q_1, \ldots, q_N) \) be two configurations in \( \mathbb{E}^2 \) such that \( q \) is an arbitrary expansion of \( p \). Then (1) and (2) hold for \( n = 2 \).

**Proof.** Apply Lemma 1 to the configurations \( p \) and \( q \) to get that \( q \) is an analytic expansion of \( p \) in \( \mathbb{E}^4 \). Then Theorem 1 applies, and the area inequalities follow.

The following is obtained by taking the limit as \( r \to \infty \) in Corollary 1, where \( r_1 = \cdots = r_N = r \). It is one of the main results in [26] of Sudakov, in [1] of Alexander, and in [8] of Capoyleas and Pach. Although all these papers do not prove Conjecture 1, it is explained carefully in [8] how to derive Corollary 2 from the Kneser-Poulsen conjecture in the plane.

**Corollary 2.** If \( q = (q_1, \ldots, q_N) \) is an arbitrary expansion of \( p = (p_1, \ldots, p_N) \) in \( \mathbb{E}^3 \), then the length of the perimeter of the convex hull of \( p \) is less than or equal to the length of the perimeter of the convex hull of \( q \).

The following is an immediate consequence of Theorem 1 and formula (3).
Corollary 3. If \( q = (q_1, \ldots, q_N) \) is an arbitrary expansion of \( p = (p_1, \ldots, p_N) \) in \( \mathbb{E}^n \), and the vectors \( p_i - q_i \), for all \( 1 \leq i \leq N \), lie in a 2-dimensional subspace of \( \mathbb{E}^n \), then both (1) and (2) hold.

The following related version of Theorem 1 follows from its proof. Right after the proof of Theorem 1 in Section 7 we will mention the adjustments for the proof of Remark 1.

Remark 1. Let \( p = (p_1, \ldots, p_N) \) and \( q = (q_1, \ldots, q_N) \) be two configurations in \( \mathbb{E}^n \) such that for some integer \( m \), \( q \) is a piecewise-analytic expansion of \( p \) in \( \mathbb{E}^m \), where the expansion is given by \( p(t), p(0) = p \) and \( p(1) = q \), but the dimension of the affine span of \( p(t) = (p_1(t), \ldots, p_N(t)) \) is at most \( (n + 2) \)-dimensional and is piecewise-constant. Then the conclusions (1) and (2) of Conjecture 1 and Conjecture 2 hold in \( \mathbb{E}^n \).

The following generalizes a result of Gromov in [15], who proved it in the case \( N \leq n + 1 \).

Corollary 4. If \( q = (q_1, \ldots, q_N) \) is an arbitrary expansion of \( p = (p_1, \ldots, p_N) \) in \( \mathbb{E}^n \), and \( N \leq n + 3 \), then both (1) and (2) hold.

Proof. Apply Lemma 1, to get the analytic expansion \( p(t) \) for \( 0 \leq t \leq 1 \) between \( p \) and \( q \). By taking the determinant of an appropriate number of coordinates of an appropriate subset of the vectors \( p_i(t) - p_j(t) \) it follows that the dimension of the affine span of \( p(t) \) is piecewise-constant. By assumption, the \( n + 3 \) points can have an affine span of dimension no larger than \( n + 2 \). Then Remark 1 applies.

As an example of how one might apply Theorem 1 in higher dimensions to expansions that are not continuous, we present the following result.

Corollary 5. Let \( q = (q_1, \ldots, q_N) \) be an expansion of \( p = (p_1, \ldots, p_N) \) in \( \mathbb{E}^n \) such that for some \( \lambda > 1 \), for each \( i = 1, \ldots, N \) either \( q_i = p_i \) or \( q_i = \lambda p_i \). Then \( q \) is an analytic expansion of \( p \) in \( \mathbb{E}^{n+1} \) and thus (1) and (2) hold for any \( r_i > 0 \), for \( i = 1, \ldots, N \).

Proof. In the definition of the motion, we replace (3) with

\[
p_i(t) = \left( \frac{p_i + q_i}{2} + (\cos \pi t) \frac{p_i - q_i}{2}, (\sin \pi t) \frac{p_i - q_i}{2} \right), \quad 1 \leq i \leq N,
\]

which lives in \( \mathbb{E}^{n+1} \). To check that it is an expansion, consider any \( 1 \leq i < j \leq N \). If either \( q_i = p_i \) or \( q_j = p_j \), then a calculation similar to the one in the proof of Lemma 1 applies, and \( |p_i(t) - p_j(t)| \) is monotone increasing. Otherwise, consider the case when \( q_i = \lambda p_i \) and \( q_j = \lambda p_j \). We calculate

\[
\frac{d}{dt} |p_i(t) - p_j(t)|^2 = \pi \lambda (\lambda - 1)^2 (\sin \pi t) |p_i - p_j|^2 \left[ \frac{\lambda + 1}{\lambda - 1} + (\cos \pi t) \left( \frac{|p_i| - |p_j|}{|p_i - p_j|} \right) - 1 \right].
\]

This is non-negative, which implies that \( |p_i(t) - p_j(t)| \) is monotone increasing.

See Section 8 for an example of this sort of expansion. For a different approach to the case when the configurations are similar see [6] by Bouligand. When the sets forming the union are not spherical balls, but translates of a convex set, then in [24], Rehder shows
that the volume of the union does not decrease when the sets are dilated. However, a general expansive rearrangement of convex sets different from ellipsoids can have the volume of the intersection (union) increase (decrease), as shown in [21] by Meyer, Reisner and Schmuckenschläger.

3. Nearest point and farthest point Voronoi diagrams

For a given configuration \( p = (p_1, \ldots, p_N) \) of points in \( \mathbb{E}^n \), and radii \( r_1, \ldots, r_N \), consider the following sets:

\[
C_i = \{ p_0 \in \mathbb{E}^n \mid \text{for all } j, |p_0 - p_j|^2 - r_i^2 \leq |p_0 - p_j|^2 - r_j^2 \},
\]

\[
C_i' = \{ p_0 \in \mathbb{E}^n \mid \text{for all } j, |p_0 - p_j|^2 - r_i^2 \geq |p_0 - p_j|^2 - r_j^2 \}.
\]

The set \( C_i \) is the closed (extended) nearest point Voronoi region of points \( p_0 \) whose power, \( |p_0 - p_j|^2 - r_i^2 \) with respect to \( p_i \), is less than or equal to all of its powers with respect to the other points \( p_j \) of the configuration. There is a good discussion of how this decomposition fits into the kind of problems that we are considering in [13] by Edelsbrunner. The set \( C_i' \) is often called the (extended) farthest point Voronoi region of points and there is a good discussion of this in [25] by Seidel.

We now restrict each of the sets by intersecting them with a ball of radius \( r \) centered at \( p_i \).

\[
C_i(r) = C_i \cap B(p_i, r),
\]

\[
C_i'(r) = C_i' \cap B(p_i, r).
\]

We shall be interested especially in the collections \( \{C_i(r_i)\}_{i=1}^N \) and \( \{C_i'(r_i)\}_{i=1}^N \), which we call the nearest and farthest point (truncated) Voronoi cells. Figure 1 shows some examples of these sets in the plane.
For each $i \neq j$ let $W_{ij} = C_i \cap C_j$ and $W^{ij} = C^i \cap C^j$, and for any $p_0 \in \mathbb{E}^n$ and $r > 0$, define $W_{ij}(p_0, r) = W_{ij} \cap B(p_0, r)$ and $W^{ij}(p_0, r) = W^{ij} \cap B(p_0, r)$.

The $W_{ij}$ and $W^{ij}$ are the walls between the nearest point and farthest point Voronoi regions. Note that some of the walls may be empty or low-dimensional, but in any case the walls lie in a hyperplane of dimension $n - 1$. Define the following for $r = (r_1, r_2, \ldots, r_N)$:

$$X_n(p, r) = \bigcup_{i=1}^{N} B(p_i, r_i), \quad X^{n}(p, r) = \bigcap_{i=1}^{N} B(p_i, r_i).$$

We need the following easily verified properties of these Voronoi diagrams. We will use $	ext{Bdy}[X]$ to denote the boundary of a set $X$ in $\mathbb{E}^n$.

(i) $\{C_i(r_i)\}_{i=1}^{N}$ is a tiling of $X_n(p, r)$ and $\{C^i(r_i)\}_{i=1}^{N}$ is a tiling of $X^n(p, r)$.

(ii) $\text{Bdy}[X_n(p, r)] \cap B(p_i, r_i) = \text{Bdy}[X_n(p, r)] \cap C_i(r_i)$ and $\text{Bdy}[X^n(p, r)] \cap B(p_i, r_i) = \text{Bdy}[X^n(p, r)] \cap C^i(r_i)$.

(iii) $W_{ij}(p_i, r_i) = W_{ij}(p_j, r_j)$ and $W^{ij}(p_i, r_i) = W^{ij}(p_j, r_j)$.

(iv) When $W_{ij}(p_i, r_i) \neq \emptyset$, the vector $p_j - p_i$ is a positive scalar multiple of the outward pointing normal to the boundary of $C_i(r_i)$ at $W_{ij}(p_i, r_i)$. Similarly, when $W^{ij}(p_i, r_i) \neq \emptyset$, the vector $p_j - p_i$ is a negative scalar multiple of the outward pointing normal to the boundary of $C^i(r_i)$ at $W^{ij}(p_i, r_i)$.

We note the following.

**Lemma 2.** For $r \leq s$, $W_{ij}(p_i, r) \subseteq W_{ij}(p_i, s)$, and $W^{ij}(p_i, r) \subseteq W^{ij}(p_i, s)$.

### 4. Integral formulas

One of the key ideas to prove Theorem 1 is a relation between the surface volume of the union (and intersection) of the higher-dimensional balls and the area of the union (and intersection) of lower dimensional disks. First we state a lemma from calculus.

**Lemma 3.** Let $X$ be a compact integrable set in $\mathbb{E}^{n+2}$ that is a solid of revolution about $\mathbb{E}^n$. In other words the projection of $X \cap \{\mathbb{E}^n \times (s \cos \theta, s \sin \theta)\}$ into $\mathbb{E}^n$ is an integrable set $X(s)$ independent of $\theta$. Then

$$\text{Vol}_{n+2}(X) = 2\pi \int_0^\infty \text{Vol}_n[X(s)] s \, ds.$$
Lemma 4. If \( p \) is a configuration of points in \( \mathbb{E}^n \subset \mathbb{E}^{n+2} \), then

\[
\text{Vol}_{n+2}[C_i(r, n + 2)] = 2\pi \int_0^r \text{Vol}_n[C_i(s, n)]s \, ds,
\]

\[
\text{Vol}_{n+2}[C^i(r, n + 2)] = 2\pi \int_0^r \text{Vol}_n[C^i(s, n)]s \, ds.
\]

**Proof.** It is clear, in both cases, that \( C_i(r, n + 2) \) and \( C^i(r, n + 2) \) are compact sets of revolution. Let \( B^{n+2}(p, r) \) denote the closed ball of radius \( r \) in \( \mathbb{E}^{n+2} \). Then \( B^{n+2}(p, r) \cap \{ \mathbb{E}^n \times \{(s \cos \theta, s \sin \theta)\} \) is an \( n \)-dimensional ball of radius \( \sqrt{r^2 - s^2} \) in a translate of \( \mathbb{E}^n \), and thus by Lemma 3 we have that

\[
\text{Vol}_{n+2}[C_i(r, n + 2)] = 2\pi \int_0^r \text{Vol}_n[C_i(\sqrt{r^2 - s^2}, n)]s \, ds.
\]

But if we make the change of variable \( u = \sqrt{r^2 - s^2} \), we get the desired integral. A similar calculation works for \( C^i(r, n + 2) \).

Applying the fundamental theorem of calculus we get the following.

**Corollary 6.** We have

\[
\frac{d}{dr} \text{Vol}_{n+2}[C_i(r, n + 2)] = 2\pi r \text{Vol}_n[C_i(r, n)],
\]

and

\[
\frac{d}{dr} \text{Vol}_{n+2}[C^i(r, n + 2)] = 2\pi r \text{Vol}_n[C^i(r, n)].
\]

**Remark 2.** We can interpret \( \frac{d}{dr} \text{Vol}_{n+2}[C_i(r, n + 2)] \), evaluated at \( r = r_i \), as the \( (n + 1) \)-dimensional surface volume of \( \text{Bdy}[X_{n+2}(p, r)] \cap C_i(r_i, n + 2) \), since the radius vector for the ball is orthogonal to that part of the boundary of \( C_i(r_i, n + 2) \). We can make a similar identification for \( \text{Bdy}[X_{n+2}(p, r)] \cap C^i(r_i, n + 2) \).

5. Csikós’s formula

Suppose that \( p(t) = (p_1(t), \ldots, p_N(t)) \), for \( 0 \leq t \leq 1 \), is a smooth motion (i.e. infinitely many times differentiable) of the configuration \( p = p(0) \) in some Euclidean space \( \mathbb{E}^n \). Let \( d_{ij} = |p_i(t) - p_j(t)| \), and let \( d'_{ij} \) be the \( t \)-derivative of \( d_{ij} \). Then Csikós’s formula ([10], Theorem 4.1) for unions of balls is the following. For intersections of balls, we indicate the appropriate adjustments.

**Theorem 2.** Let \( n \geq 2 \) and let \( p(t) \) be a smooth motion of a configuration in \( \mathbb{E}^n \) such that for each \( i \), the points of the configuration are pairwise distinct. Then regarding the
following as functions of \( t \), \( V_n(t, r) = \text{Vol}_n\left[ X_n(p(t), r) \right] \) and \( V^n(t, r) = \text{Vol}_n\left[ X^n(p(t), r) \right] \) are differentiable and,

\[
\frac{d}{dt} V_n(t, r) = \sum_{1 \leq i < j \leq N} d'_{ij} \text{Vol}_{n-1}\left[ W_{ij}(p_i(t), r_i) \right],
\]

\[
\frac{d}{dt} V^n(t, r) = \sum_{1 \leq i < j \leq N} -d'_{ij} \text{Vol}_{n-1}\left[ W^n_{ij}(p_i(t), r_i) \right].
\]

**Proof.** For the case of unions of balls, this is the same result as in [10]. For the case of intersections, the proof proceeds in a very similar way, but when one uses property (iv), there is a sign change.

The following is a result in [17] of Kirszbraun. There are other simple elementary proofs, for example in [19] as described by Klee and Wagon and described by Alexander in [2]. It is immediate from Theorem 2 and Lemma 1, which was also pointed out by Alexander [1].

**Corollary 7.** If the configuration \( p \) is a contraction of the configuration \( q \) in \( \mathbb{E}^n \), and \( \bigcap_{i=1}^{N} B(q_i, r_i) \) is non-empty, then \( \bigcap_{i=1}^{N} B(p_i, r_i) \) is non-empty as well.

### 6. Expanding the configuration

In order to get a global relation between the \((n+1)\)-dimensional volume of the surface of our sets in \( \mathbb{E}^{n+2} \) and the \( n \)-dimensional volume of our sets in \( \mathbb{E}^n \), we consider a particular deformation of just the radii, fixing the configuration \( p \). For each \( i = 1, 2, \ldots, N \) and \( 0 \leq s \), define \( r_i(s) = \sqrt{r_i^2 + s} \). Each \( r_i \) is constant, and the function \( r_i(s) \) is independent of the parameter \( t \). This parametrization is used crucially in the proof of Theorem 1, and it is particularly important for the case when the radii are not equal. We assume that each \( r_i > 0 \). Then we calculate that

\[
(4) \quad \frac{d}{ds} r_i(s) = \frac{1}{2r_i(s)}.
\]

Now define \( r(s) = (r_1(s), \ldots, r_N(s)) \), and regard \( \text{Vol}_n[X_n(p(t), r(s))] = V_n(t, s) \) and \( \text{Vol}_n[X^n(p(t), r(s))] = V^n(t, s) \) as functions of both variables \( t \) and \( s \). Throughout we assume that all \( r_i > 0 \).

**Lemma 5.** Let \( n \geq 2 \) and let \( p(t) \) be a smooth motion of a configuration in \( \mathbb{E}^n \) such that for each \( t \), the points of the configuration are pairwise distinct. Then the functions \( V_n(t, s) \) and \( V^n(t, s) \) are continuously differentiable in \( t \) and \( s \) simultaneously, and for fixed \( t \), the extended nearest point and farthest point Voronoi cells are constant.

**Proof.** Recall that a point \( p_0 \) is in an extended Voronoi cell \( C_i \) or \( C^i \), when for all \( j \neq i, |p_0 - p_i|^2 - |p_0 - p_j|^2 = r_i(s)^2 - r_j(s)^2 \) is non-positive for \( C_i \) and non-negative for \( C^i \). But \( r_i(s)^2 - r_j(s)^2 = r_i^2 - r_j^2 \) is constant. So each \( C_i \) and \( C^i \) is constant as a function of \( s \).
Since \( p(t) \) is continuously differentiable, then the partial derivatives of \( V_n(t, s) \) and \( V^n(t, s) \) with respect to \( t \) exist and are continuous by Theorem 2. Each ball \( B(p_i(t), r_i(s)) \) is strictly convex, and \( n \geq 2 \). Hence the \((n - 1)\)-dimensional surface volume of the boundaries of \( X_n(p, r(s)) \) and \( X^n(p, r(s)) \) are continuous functions of \( s \), and the partial derivatives of \( V_n(t, s) \) and \( V^n(t, s) \) with respect to \( s \) exist and are continuous. Thus \( V_n(t, s) \) and \( V^n(t, s) \) are both continuously differentiable with respect to \( t \) and \( s \) simultaneously.

Given that the configuration \( p(t) \) is an analytic function of \( t \), we wish to define an open, dense region \( U \) in the set \([0, 1] \times (0, \infty)\), where the volume functions \( V_n(t, s) \) and \( V^n(t, s) \) are analytic in \( s \) and \( t \) simultaneously. Each of the faces of the cells \( C_i \) and \( C^i \) is a function of \( t \) alone, considering each \( r_i \) as a constant. Those values of \( t \), where the combinatorial type of \( C_i \) and \( C^i \) changes depends on a polynomial condition on the vertices of the Voronoi regions. Thus, in the interval \([0, 1]\), there are only a finite number of values of \( t \), where the combinatorial type changes. The volume of the truncated Voronoi cells \( C_i(r_i(s)) \) and \( C^i(r_i(s)) \) are obtained from the volume of the spherical ball of radius \( r_i(s) \) by removing or adding the volumes of the regions obtained by coning over the walls \( W_{ij}(p_i(t), r_j(s)) \) or \( W^ij(p_i(t), r_j(s)) \) from the point \( p_i(t) \). By induction on \( n \), starting at \( n = 1 \), each \( W_i \) or \( W^i \) is an analytic function of \( t \) and \( s \), when the sphere of radius \( r_i(s) \) is not tangent to any of the faces of \( C_i \) or \( C^i \). So for any fixed \( t \) the sphere of radius \( r_i(s) \) will not be tangent to any of the faces of \( C_i \) or \( C^i \) for all but a finite number of values of \( s \). Thus we define \( U \) to be the set of those \( s \) and \( t \) where, for some open interval about \( t \) in \([0, 1]\), the combinatorial type of the Voronoi regions is constant, and, for all \( i \), the sphere of radius \( r_i(s) \) is not tangent to any of the faces of \( C_i(r_i(s)) \) or \( C^i(r_i(s)) \). We also assume that the points of the configuration \( p(t) \) are distinct for any \((s, t)\) in \( U \). If, for \( i \neq j \) and for infinitely many values of \( t \) in the interval \([0, 1]\), \( p_i(t) = p_j(t) \), then they are the same point for all \( t \), and those points may be identified. Then the set \( U \) is open and dense in \([0, 1] \times (0, \infty)\) and \( V_n(t, s) \) and \( V^n(t, s) \) are analytic in \( s \) and \( t \) simultaneously.

Note that we now can interchange the order of partial differentiation with respect to the variables \( t \) and \( s \) for all \((t, s)\) in \( U \). Combining Lemma 5 and Theorem 2, we get the following.

**Lemma 6.** Let \( p(t) \) be an analytic motion of a configuration in \( \mathbb{E}^n \) and let \((t, s)\) be in the set \( U \) as defined above for \( n \geq 2 \). Then the following hold:

\[
\frac{\partial^2}{\partial t \partial s} V_n(t, s) = \sum_{1 \leq i < j \leq N} d'_{ij} \frac{\partial}{\partial s} \text{Vol}_{n-1} [W_{ij}(p_i(t), r_j(s))],
\]

\[
\frac{\partial^2}{\partial t \partial s} V^n(t, s) = \sum_{1 \leq i < j \leq N} -d''_{ij} \frac{\partial}{\partial s} \text{Vol}_{n-1} [W^ij(p_i(t), r_j(s))].
\]

Hence if \( p(t) \) is expanding, then by Lemma 2, \( \frac{\partial}{\partial s} V_n(t, s) \) is monotone increasing in \( t \), and \( \frac{\partial}{\partial s} V^n(t, s) \) is monotone decreasing in \( t \), for all \( t \) in \([0, 1]\) and \( s \) in \((0, \infty)\).

**Proof.** The formula for the mixed partial derivatives follows from Theorem 2, and the definition of the set \( U \). To show that \( \frac{\partial}{\partial s} V_n(t, s) \) and \( \frac{\partial}{\partial s} V^n(t, s) \) are monotone in \( t \),
suppose not. We will show a contradiction. If we perturb \( s \) slightly to \( s_0 \), say, we know that the partial derivative of \( \frac{\partial}{\partial s} V_n(t, s) \) and \( \frac{\partial}{\partial s} V^n(t, s) \) with respect to \( t \) exists and has the appropriate sign, except for a finite number of values of \( t \) for \( s = s_0 \). (See Lemma 2.) Since \( \frac{\partial}{\partial s} V_n(t, s) \) and \( \frac{\partial}{\partial s} V^n(t, s) \) are continuous as a function of \( t \) at \( s = s_0 \) by the proof of Lemma 5, they are monotone. But the functions at \( s_0 \) approximate the functions at \( s \) providing the contradiction. (See Lemma 5.) So \( \frac{\partial}{\partial s} V_n(t, s) \) and \( \frac{\partial}{\partial s} V^n(t, s) \) are indeed monotone in \( t \).

Bear in mind that we can replace \( W_{ij}/C_0 p_i(t) \) \( r_i(s) / C_1 \) by \( W_{ij}/C_0 p_j(t) \) \( r_j(s) / C_1 \) in the terms above by property (iii).

Let \( K_i(p, r) \) and \( K'(p, r) \) be the \((n-1)\)-dimensional surface volume of \( \text{Bdy}[X_n(p, r)] \cap C_i \) and \( \text{Bdy}[X^n(p, r)] \cap C' \) respectively. Then we observe the following, using property (ii).

**Theorem 3.** We can interpret \( \frac{\partial}{\partial s} V_n(t, s) \) and \( \frac{\partial}{\partial s} V^n(t, s) \) evaluated at \( r = r(0) \) as

\[
\frac{1}{2} \sum_{i=1}^{N} K_i(p, r) / r_i \quad \text{and} \quad \frac{1}{2} \sum_{i=1}^{N} K'(p, r) / r_i,
\]

the weighted \((n-1)\)-dimensional volume of the boundary of \( X_n(p, r) \) and \( X^n(p, r) \) respectively. Thus under analytic expanding motions, these boundary volumes are monotone functions.

For analytic motions this generalizes the result in [5] of Bollobás for the plane as well as Csikós’s other proof in [11] for not necessarily congruent disks in the plane. See Section 8 for comments, however.

**7. Proof of Theorem 1**

We now specialize to the case when the configuration is in \( E^n \), but the motion occurs in \( E^{n+2} \). So we wish to connect the volumes of \( \text{Vol}_n[X_n(p, r(s))] = V_n(p, r(s)) \) and \( \text{Vol}_n[X^n(p, r(s))] = V^n(p, r(s)) \) in \( E^n \) to the corresponding volumes \( V_{n+2}(p, r(s)) \) and \( V^{n+2}(p, r(s)) \) in \( E^{n+2} \).

**Lemma 7.** Let \( p = (p_1, \ldots, p_N) \) be a fixed configuration in \( E^n \subset E^{n+2} \). Then

\[
\frac{d}{ds} V_{n+2}(p, r(s)) = \pi V_n(p, r(s)),
\]

and

\[
\frac{d}{ds} V^{n+2}(p, r(s)) = \pi V^n(p, r(s)).
\]
Proof. By property (i), \( V_{n+2}(p, r(s)) = \sum_{i=1}^{N} \text{Vol}_{n+2}[C_i(r_i(s), n+2)] \); applying Corollary 6, the chain rule, and (4) we have that
\[
\frac{d}{ds} V_{n+2}(p, r(s)) = \sum_{i=1}^{N} \frac{d}{ds} \text{Vol}_{n+2}(C_i(r_i(s), n+2))
\]
\[
= \sum_{i=1}^{N} \frac{d}{dr_i(s)} V_{n+2}(C_i(r_i(s), n+2)) \frac{dr_i(s)}{ds}
\]
\[
= \sum_{i=1}^{N} 2\pi r_i(s) V_n(C_i(r_i(s), n)) \left( \frac{1}{2r_i(s)} \right)
\]
\[
= \pi V_n(p, r(s)).
\]
Similarly \( \frac{d}{ds} V^{n+2}(p, r(s)) \) is calculated.

We are now in a position to show our main result.

Proof of Theorem 1. Suppose that the configuration \( q = (q_1, \ldots, q_N) \) is an expansion of the configuration \( p = (p_1, \ldots, p_N) \) in \( \mathbb{E}^n \). By assumption, there is a piecewise-analytic expansion \( p(t) = (p_1(t), \ldots, p_N(t)) \), for \( 0 \leq t \leq 1 \), in \( \mathbb{E}^{n+2} \) such that \( p(0) = p \), and \( p(1) = q \). So there is a finite number of sub-intervals of \([0, 1]\), where each pair of points is distinct or remains coincident as well as being analytic on the interiors. So in the interior of each interval, by Lemma 6 applied to \( \mathbb{E}^{n+2} \), we conclude that \( \frac{d}{ds} V_{n+2}(p(t), r(s)) \) is increasing in \( t \). By taking limits as \( t \) approaches the endpoints of each interval, we have that \( \frac{d}{ds} V_{n+2}(p(t), r(s)) \) is increasing for all \( 0 \leq t \leq 1 \). Applying Lemma 7, \( \pi V_n(p(0), r(s)) = \frac{d}{ds} V_{n+2}(p(0), r(s)) \leq \frac{d}{ds} V_{n+2}(p(1), r(s)) = \pi V_n(p(1), r(s)) \).

Evaluating when \( s = 0 \), we get the desired result. A similar argument shows that \( V^n(p(0), r) \geq V^n(p(1), r) \).

Proof of Remark 1. Here the motion of the configuration \( p(t) \) is in \( \mathbb{E}^n \), but the dimension of the affine span is at most \( n+2 \) and the dimension of the span of \( p(t) \) is piecewise-constant. On each interval, while the dimension is constant, it is possible to continuously, analytically define an orthonormal coordinate system, whose dimension is the dimension of the affine span of the configuration \( p(t) \). If the dimension of the affine span is less than \( n+2 \), define additional coordinates so that there is always an \( (n+2) \)-dimensional coordinate system during the interior of each of the time intervals. For sufficiently small subintervals of these intervals, the proof of Theorem 1 applies to these coordinate systems. So the \((n+1)\)-dimensional weighted volume of the boundary changes monotonically as before. Then Lemma 7 applies, and we get the desired result.

8. Examples and comments

Theorem 3 is delicate. If the configuration \( q \) is an expansion of \( p \) but not a continuous expansion, then even in the plane with disks of the same radius, the length of the boundary
of the union of disks may not be larger for $q$ than for $p$. The example in Figure 2, due to Habicht and Kneser, described in [19], shows this in the plane.

Except for a small portion of its boundary, the inner shaded region is covered by a large number of congruent disks. Then for a large $k$, there are $k$ disks that are arranged on the boundary as indicated. This is the configuration $p$. Then some of the inner disks are moved radially outward covering almost all of the old boundary, leaving behind enough disks to still almost cover the original union. This is the expanded configuration $q$, and the associated disks almost cover the boundary of the disks about $p$, but now the boundary is almost a perfect circle. The ratio of the length of the boundary of the union of the disks about $q$ to the length of the boundary of the union of the disks about $p$ approaches $\pi/2 > 1$. We do not know how to get a better ratio in the plane. This example extends to higher dimensions.

If we have incongruent disks in the plane and an analytic motion, it can happen that the (unweighted) length of the boundary of the union can decrease while the configuration is expanding. The following example is very similar to the one described in [3] by Bern.
The smaller disk moves as indicated, which is clearly an analytic expansion of the three centers. The shaded triangular region $\Delta$, whose shape is close to an actual triangle, represents the additional area. Two of the sides of $\Delta$ vanish as part of the boundary of the union of the disks, and the third side is the new part of the boundary. The triangle inequality implies that the length of the boundary decreases as the smaller circle moves. Note that two of the circles are the same length, and by choosing the two equal circles sufficiently close to each other, this example will work when the radius of third disk is arbitrarily close to the radius of the other two.

A natural question with regard to Lemma 1, especially with regard to Conjecture 1 and Conjecture 2 for dimensions greater than 2, is whether it holds for dimensions lower than $2d$. Does it even hold for $d + 1$ instead of $2d$? Figure 4 shows an example showing that Lemma 1 does not hold for $d + 1$ in general.

![Figure 4](image)

Here $p$ and $q$ are two configurations in $\mathbb{E}^d$ (Figure 4 showing $d = 2$) $d \geq 2$ such that $q$ is an expansion of $p$, but there is no continuous expansion from $p$ to $q$ in $\mathbb{E}^{d+1}$. The configuration $q$ consists of the vertices of a regular $d$-dimensional simplex $\sigma$ together with the vertices of each facet translated outwardly orthogonally some fixed distance, say $h$. The vertices of $p$ consist of the vertices of $\sigma$, but with the remaining vertices, corresponding to each facet, translated inwardly by $h$. It is easy to see that the convex hull of $q$ is the underlying space of a convex cell complex, where each $d$-dimensional cell corresponds to an $i$-dimensional face of $\sigma$. Each of these cells is reflected about the $i$-dimensional affine subspace containing the corresponding $i$-dimensional face of $\sigma$. This gives the vertices of the configuration $p$. Since the union of the cells of the configuration $q$ is convex and each cell is mapped by a congruence, it is easy to see that $p$ is a contraction of $q$. (Look at any line segment connecting any pair of points in $p$. It is subdivided and each subdivision is mapped congruently. The contraction property follows from the triangle inequality.)

We now explain why there is no continuous contraction of $q$ to $p$ in $\mathbb{E}^{d+1}$. Suppose there is such a motion. Each pair of points in the configuration $q$ that lie in the same cell of the cell complex must stay at the same distance apart during the motion. In other words, each cell must move as a congruent set. Look at any two cells, $C_1$ and $C_2$ say, that correspond to a $d$-dimensional facet of $\sigma$, and let $H$ be a $(d + 1)$-dimensional half-space that contains $\sigma$ on its boundary. If the relative interior of $C_1$ moves into the interior of $H$, then the relative interior of $C_2$ must move into the interior of the complement of $H$ in $\mathbb{E}^{d+1}$, by
looking at an obtuse angled triangle at a common vertex of the two cells. But this leads to a contradiction for \( d \geq 2 \).

We are still left with the question as to what happens for volumes of expansions of unions and intersections of balls in higher dimensions. It is possible that an extension of Lemma 6 could help. We have the following comment.

**Remark 3.** If the following inequalities hold for \( k \) and for a sufficiently analytically expanding configuration \( p(t) \) in \( \mathbb{E}^{4k} \), then Conjecture 1 and Conjecture 2 hold in \( \mathbb{E}^{2k} \).

\[
\frac{\partial^{k+1}}{\partial t(\partial s)^k} V_{4k}(t, s) = \sum_{1 \leq i < j \leq N} d_{ij}(\partial)(\partial s)^k \text{Vol}_{4k-1}[W_{ij}(p_i(t), r_i(s))] \geq 0, \\
\frac{\partial^{k+1}}{\partial t(\partial s)^k} V_{4k}(t, s) = \sum_{1 \leq i < j \leq N} -d_{ij}(\partial)(\partial s)^k \text{Vol}_{4k-1}[W_{ij}(p_i(t), r_i(s))] \leq 0.
\]

9. Extensions to flowers

We mention that our work extends to include sets that are called “flowers”. Flowers were introduced in [14] by Gordon and Meyer. The following definition of flowers was suggested by Csikós in [12]. Let \( f \) be a lattice polynomial. That is an expression built up from a finite set of variables using the binary operations of union \( \cup \) and intersection \( \cap \) with properly placed brackets indicating the order of the evaluation of the operations. Let the sign of the lattice polynomial \( f \) be defined in the following way. If \( f \) is the union (respectively the intersection) of two shorter lattice polynomials, then we set \( \text{sgn} f = 1 \) (respectively, \( \text{sgn} f = -1 \)). If \( f \) is a single variable, we set \( \text{sgn} f = 0 \). Next, we define the rooted tree \( T_f \) assigned to \( f \) by recursion on the length of \( f \) as follows. If \( f \) is a single variable, then \( T_f \) is a single vertex labelled with that variable. If \( \text{sgn} f = 1 \) (respectively, \( \text{sgn} f = -1 \)), then we write \( f \) in the form \( f_1 \cup \cdots \cup f_j \) (respectively, \( f_1 \cap \cdots \cap f_j \)), where \( \text{sgn} f \leq 0 \) for all \( 1 \leq i \leq j \). Then \( T_f \) is the disjoint union of the trees \( T_{f_i}, 1 \leq i \leq j \) and a new vertex, the root of \( T_f \) labelled with \( f \). We draw an edge from the new vertex of \( f \) to the roots of the trees \( T_{f_i}, 1 \leq i \leq j \). A flower in \( \mathbb{E}^n \) is a set of the form \( f(B(p_1, r_1), \ldots, B(p_N, r_N)) \), where \( f(x_1, \ldots, x_N) \) is a lattice polynomial with \( N \) variables such that each variable occurs in \( f \) exactly once, and the sets \( B(p_1, r_1), \ldots, B(p_N, r_N) \) are closed \( n \)-dimensional balls in \( \mathbb{E}^n \).

For each \( 1 \leq i \leq N \) there is exactly one vertex of \( T_f \) which is labelled \( x_i \). For each \( 1 \leq i \leq j \leq N \), consider the paths from the vertices \( x_i \) and \( x_j \) to the root of \( f \). These paths meet each other first at a vertex \( q \). Let \( e_{ij} = e_{ji} \) denote the sign of the lattice polynomial at \( q \). The following extension of our Theorem 1 for flowers follows from our proof of Theorem 1 and Csikós’s recent new formula for the derivative of the volume of flowers proved in [12]. The details are left to the reader.

**Theorem 4.** Let \( f(B(p_1, r_1), \ldots, B(p_N, r_N)) \) and \( f(B(q_1, r_1), \ldots, B(q_N, r_N)) \) be two flowers in \( \mathbb{E}^n \) such that \( e_{ij}(p_i - p_j) \leq e_{ij}(q_i - q_j) \) for all \( 1 \leq i < j \leq N \). If there is a piecewise-analytic motion \( p(t) = (p_1(t), \ldots, p_N(t)) \) with \( p_i(t) \in \mathbb{E}^{n+2} \) for all \( 1 \leq i \leq N \) and \( 0 \leq t \leq 1 \) such that \( p(0) = p = (p_1, \ldots, p_N) \), \( p(1) = q = (q_1, \ldots, q_N) \) and \( e_{ij}(p_i(t) - p_j(t)) \) in monotone increasing for all \( 1 \leq i < j \leq N \), then
\[ \text{Vol}_n \left[ f(B(p_1, r_1), \ldots, B(p_N, r_N)) \right] \leq \text{Vol}_n \left[ f(B(q_1, r_1), \ldots, B(q_N, r_N)) \right]. \]

The following is an immediate corollary of Theorem 4 and Lemma 1.

**Corollary 8.** Let \( f(B(p_1, r_1), \ldots, B(p_N, r_N)) \) and \( f(B(q_1, r_1), \ldots, B(q_N, r_N)) \) be two flowers in \( \mathbb{E}^2 \) such that \( e_{ij} |p_i - p_j| \leq e_{ij} |q_i - q_j| \) for all \( 1 \leq i < j \leq N \). Then

\[ \text{Vol}_2 \left[ f(B(p_1, r_1), \ldots, B(p_N, r_N)) \right] \leq \text{Vol}_2 \left[ f(B(q_1, r_1), \ldots, B(q_N, r_N)) \right]. \]

Finally, we mention that in [12] Csinkó proves that if there is a continuous motion \( p(t) = (p_1(t), \ldots, p_N(t)) \), where each \( p_i(t) \) for \( 1 \leq i \leq N \) is in either Euclidean space, spherical space or hyperbolic space and \( e_{ij} d_{ij}(t) \) is monotone increasing for all \( 1 \leq i < j \leq N \), where \( d_{ij}(t) \) is the distance between \( p_i(t) \) and \( p_j(t) \), then

\[ \text{Vol}_n \left[ f(B(p_1(t), r_1), \ldots, B(p_N(t), r_N)) \right] \]

is monotone increasing in \( t \), for \( 0 \leq t \leq 1 \). This generalizes results in [10], [14], and [15].
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