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Abstract—Despite significant advances in graph representation learning, little attention has been paid to the more practical continual learning scenario in which new categories of nodes (e.g., new research areas in citation networks, or new types of products in co-purchasing networks) and their associated edges are continuously emerging, causing catastrophic forgetting on previous categories. Existing methods either ignore the rich topological information or sacrifice plasticity for stability. To this end, we present Hierarchical Prototype Networks (HPNs) which extract different levels of abstract knowledge in the form of prototypes to represent the continuously expanded graphs. Specifically, we first leverage a set of Atomic Feature Extractors (AFEs) to encode both the elemental attribute information and the topological structure of the target node. Next, we develop HPNs to adaptively select relevant AFEs and represent each node with three levels of prototypes. In this way, whenever a new category of nodes is given, only the relevant AFEs and prototypes at each level will be activated and refined, while others remain uninterrupted to maintain the performance over existing nodes. Theoretically, we first demonstrate that the memory consumption of HPNs is bounded regardless of how many tasks are encountered. Then, we prove that under mild constraints, learning new tasks will not alter the prototypes matched to previous data, thereby eliminating the forgetting problem. The theoretical results are supported by experiments on five datasets, showing that HPNs not only outperform state-of-the-art baseline techniques but also consume relatively less memory. Code and datasets are available at https://github.com/QueuQ/HPNs.
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1 INTRODUCTION

Graph representation learning aims to pursue a meaningful vector representation of each node so as to facilitate downstream applications such as node classification, link prediction, etc. Traditional methods are developed based on graph statistics [1] or hand-crafted features [2], [3]. Recently, a great amount of attention has been paid to graph neural networks (GNNs), such as graph convolutional network (GCNs) [4], GraphSAGE [5], Graph Attention Networks (GATs) [6], and their extensions [7], [8], [9], [10], [11], [12]. This is because they can jointly consider the feature and topological information of each node. Most of these approaches, however, focus on static graphs and cannot generalize to the case when new categories of nodes are emerging.

In many real world applications, different categories of nodes and their associated edges (in the form of subgraphs) are often continuously emerging in existing graphs. For instance, in a citation network [13], [14], [15], papers describing new research areas will gradually appear in the citation graph; in a co-purchasing network such as Amazon [16], new types of products will continuously be added to the graph. Given these facts, how to incorporate the feature and topological information of new nodes in a continuous and effective manner such that performance over existing nodes is uninterrupted is a critical problem to investigate, especially when graphs are relatively large and retraining a new model over an entire graph is computationally expensive.

To address this issue, a few attempts have been made to tailor the existing continual learning techniques to graph data. For instance, adopting the memory replay based approaches, Zhou et al. [17] proposed to store a set of representative experience nodes in a buffer and replay them along with new tasks (categories) to prevent forgetting existing tasks (categories). The buffer, however, only stores node features and ignores the topological information of graphs. Inspired by the regularization based methods, Liu et al. [18] developed topology-aware weight preserving (TWP) that can preserve the topological information of existing graphs. However, its design hinders the capability of learning topology on new tasks (categories). More detailed introduction on these related works can be found in Section 2.1.

A desired learning system for continual graph representation learning is expected to continuously grasp knowledge from new categories of emerging nodes and capture their topological structures without interfering with the learned knowledge over existing graphs. Inspired by the fact that humans learn to recognize objects by forming prototypes in the brain [19], [20], [21] and can achieve extraordinary continual learning capability, we present a completely novel framework, i.e., Hierarchical Prototype Networks (HPNs), to continuously extract different levels of abstract knowledge (in the form of prototypes) from graph data such that new knowledge will be accommodated while earlier experience can still be well retained. Within this framework, representation learning is simultaneously conducted to avoid catastrophic forgetting, instead of considering these two objectives separately. Although learning independent prototypes for different tasks is appealing for preventing forgetting, it may
incur unbounded memory consumption with an unlimited number of new tasks. Therefore, we propose to denote each node with a composition of basic prototypes so that nodes from different tasks and their associated relational structures are represented with compositions of a limited set of basic prototypes. Take the social network as an example, if a node (person) falls into a certain category, it can be decomposed into basic atomic characteristics belonging to a set of attributes (e.g., gender, nationality, hobby, etc.) and the relationship between a pair of nodes can also be categorized into different basic types (e.g., friends, coworkers, etc.).

Inspired by these facts, we first develop the Atomic Feature Extractors (AFEs) to decompose each node into two sets of atomic embeddings, i.e., atomic node embeddings which encode the node feature information and atomic structure embeddings which encode its relations to neighboring nodes within multi-hop. Next, we present Hierarchical Prototype Networks to adaptively select, compose, and store representative embeddings with three levels of prototypes, i.e., atomic-level, node-level, and class-level. Given a new node, only the relevant AFEs and prototypes in each level will be activated and refined, while others are uninterrupted.

The memory efficiency and the continual learning capability of the proposed HPNs are theoretically validated. First, adopting concepts from geometry and coding theory, we show the equivalence between the prototypes of HPNs and the spherical codes, thereby deriving the upper bound of the number of prototypes. This indicates that our memory consumption is bounded regardless of the number of tasks encountered. Second, since the forgetting problem can be formalized as the prediction drift of previous data after learning new tasks, we derive the conditions under which the learning on new tasks will not alter the predictions of previous data, i.e., forgetting is eliminated.

The theoretical merits of the proposed HPNs are justified by experiments on five public datasets. First, the performance of HPNs not only achieves the state-of-the-art, but is also comparable to or better than the jointly trained model (set as the upper bound of continual learning models). Second, the HPNs are memory efficient. For instance, on OGB-Products dataset containing more than 2 million nodes and 47 categories of nodes, HPNs achieve around 80% accuracy with only thousands of parameters.

2 RELATED WORKS

The proposed Hierarchical Prototype Networks (HPNs) are closely related to continual learning and graph representation learning. In this section, we provide more detailed discussions by comparing HPNs with related works, especially those directly applying existing continual learning techniques on graph data.

2.1 Continual learning

Continual learning aims to overcome the well-known catastrophic forgetting problem that a model’s performance on previous tasks decreases significantly after being trained on new tasks. Existing works for continual learning can be categorized as regularization-based methods, memory-replay based methods, and parametric isolation based methods. In the following, we give detailed introductions on these approaches, as well as their applicability to graph data.

Regularization-based methods penalize the model objectives to maintain satisfactory performance on previous tasks [22], [23], [24], [25], [26]. For instance, Li and Hoiem [23] introduced Learning without Forgetting (LwF) which uses knowledge distillation to constrain the shift of parameters for old tasks; Kirkpatrick et al. [24] proposed elastic weight consolidation (EWC) that adds a quadratic penalty to prevent the model weights from shifting too much. Recent works [25], [26] seek to constrain the gradients for new tasks in a subspace orthogonal to the updating directions that are important for previous tasks. Although the regularization-based methods can alleviate the forgetting on previous tasks, the constraints on the model weights reduce a model's plasticity for new tasks, resulting in inferior performance compared to the other two approaches. Regularization-based methods can be directly applied to graph neural networks and are included as baselines in our experiments.

Memory-replay based methods constantly feed a model with representative data of previous tasks to prevent forgetting [27], [28], [29], [30], [31]. One example is Gradient Episodic Memory (GEM) [27] that stores representative data in episodic memory and adds a constraint to prevent the loss of the episodic memory from increasing and only allow it to decrease. Instead of storing data, Shin et al. [28] added a generative model to generate pseudo-data of previous tasks to be interleaved with new task data for rehearsal. Recent works also look for better designs of memory replay to facilitate continual learning agents [30], [31]. Memory-replay based methods are currently one of the most effective approaches for alleviating catastrophic forgetting, but these methods are not suitable for graph data, as they cannot store the topological information, which is crucial for representing graph data. In contrast, our proposed HPNs explicitly designed Atomic Feature Extractors (AFEs) to encode both node and topological information. Moreover, memory-replayed methods require rehearsal of old data each time when a new task is learned. This introduces extra computation burdens.

Parametric isolation based methods adaptively introduce new parameters for new tasks to avoid the parameters of previous tasks being drastically changed [32], [33], [34], [35], [36]. For instance, progressive network [32] allocates a new sub-network for each new task and block any modification on the previously learned networks. Yoon et al. [33] proposed a more flexible model (DEN) that dynamically adds new neurons to accommodate new tasks. Recently, various innovative approaches to allocate separated parameters for different tasks have been developed [34], [35], [36]. Besides the concrete models, Knoblauch et al. [36] analyzed the required capability of an optimal continual learning agent. Although parametric isolation based methods are effective for alleviating the catastrophic forgetting problem, they also consistently increase the model complexity and memory consumption which could be a problem. Recently developed methods have used certain mechanisms to control memory consumption, such as merging parameters for similar tasks [34]. However, as task specific parameters are fitted to each individual task, these parameters are seldom reused. In the proposed HPNs, we consider the properties of graph data and decompose each node into a combination of several...
prototypes. As these prototypes are largely shared by all tasks, the parameter reuse level is greatly enhanced and only limited memory needs to be consumed. Moreover, we also derive a theoretical memory upper bound for HPNs.

Overall, although existing continual learning methods can perform well on Euclidean data, they are not suitable to be directly applied to graph data, which is also shown in our experiments. Our proposed HPNs are specially designed to overcome their aforementioned limitations.

2.2 Graph representation learning

Graph representation learning aims to encode both the feature information from nodes and the topological structure of the incoming graph. Traditional methods relied on graph statistics or hand-crafted features [2, 3]. Recently, a great amount of attention has been paid to graph neural networks (GNNs), such as graph convolutional networks (GCNs) [4], GraphSAGE [5], Graph Attention Networks (GATs) [6], and their extensions [7, 8, 38, 39, 40, 41, 42, 43, 44]. Instead of focusing on shallow networks, there are also works on building deep GCNs to further increase the capacity of GNNs [10, 11, 12, 45, 46], and prototypes of the model without interfering with the irrelevant parts (i.e., to avoid catastrophic forgetting). In the test stage, the model will activate the relevant AFEs and prototypes to perform the inference.

3 Hierarchical Prototype Networks

In this section, we first state the problem we aim to study and the notations. Then we present Hierarchical Prototype Networks (HPNs) that consist of two core modules, i.e., Atomic Feature Extractor (AFE) and Hierarchical Prototypes (HPs), as shown in Figure 1. AFEs serve to extract a set of atomic features from the given graph, and the HPs aim to select, compose, and store the representative features in the form of different levels of prototypes. During the training stage, each node will only refine the relevant AFEs and prototypes of the model without interfering with the irrelevant parts (i.e., to avoid catastrophic forgetting). In the test stage, the model will activate the relevant AFEs and prototypes to perform the inference.

3.1 Problem Statement and Notations

We study continual learning on graphs that have new categories of nodes and associated edges (in the form of subgraphs) emerging in a continuous manner. In the context of continual learning, assuming we have a sequence of $p$ tasks $\mathcal{T} = \{s = 1, \ldots, p\}$, in which each task $\mathcal{T}_s$ aims to learn a satisfied representation for a new subgraph $\mathcal{G}_s$ consisting of nodes belonging to some new categories. A desired model should maintain its performance on all previous tasks after being successively trained on the sequence of $p$ tasks from $\mathcal{T}^1$ to $\mathcal{T}^p$.

For simplicity, we omit the subscripts in this section. Full notations will be used in the theoretical analysis. Each graph $\mathcal{G}$ consists of a node set $\mathcal{V} = \{v_i | i = 1, \ldots, N\}$ with $N$ nodes and an edge set $\mathcal{E} = \{v_i, v_j\}$ denoting the connections of nodes in $\mathcal{V}$. Each node $v_i$ can be represented as a feature vector $\mathbf{x}(v_i) \in \mathbb{R}^{d_v}$ that encodes node attributes, e.g., gender, nationality, hobby, etc. The set of $l$-hop neighboring nodes of $v_i$ is defined as $\mathcal{N}^l(v_i)$, with $\mathcal{N}^0(v_i) = \{v_i\}$.

3.2 Atomic Feature Extractors

As mentioned in the Introduction, to handle unlimited number of potential new categories of nodes with a limited memory consumption, we represent each node as a composition of basic prototypes selected from a limited set. To construct or refine these basic prototypes, given the input graph, we first need to obtain basic features with feature extractors. Specifically, we develop Atomic Feature Extractors (AFEs) to consider two different sets of atomic embeddings, i.e., atomic node embeddings which encode the target node features and atomic structure embeddings that encode its relations to multi-hop neighbors. To ensure these generated basic prototypes are capable of encoding low-level features that can be shared across different tasks, we avoid deep structures in the AFEs and formulate them as learnable linear transformations: $\text{AFE}_\text{node} = \{A^m_n \in \mathbb{R}^{d_v \times d_v} | m \in \{1, \ldots, l_v\}\}$ and $\text{AFE}_\text{struct} = \{R^m_n \in \mathbb{R}^{d_v \times d_v} | n \in \{1, \ldots, l_r\}\}$ where $A^m_n$ and $R^m_n$ are real matrices to encode atomic node and structure information, respectively. Each matrix $A^m_n$ or $R^m_n$
Above all, with \( AFE \) (\( A \)) then these selected neighboring nodes are embedded via \( E \) to obtain atomic structure embeddings, the multi-hop neighborhood varies from node to node, for computation efficiency in the different types of atomic features. Therefore, we impose a AFE structure embedding set \( \mathcal{A} \) of the node atomic embedding set \( \mathcal{A} \). Let \( \mathcal{A} \) denote the complete atomic feature set of a node \( v \) between the target node \( v \) and its neighbors: 

\[
E_{\text{struct}}(v) = \{ x^T(u)R_m | R_m \in \mathcal{A}_{\text{struct}}, u \in \mathcal{N}_{\text{sub}}(v) \}. \tag{2}
\]

To obtain atomic structure embeddings, the multi-hop neighboring nodes are considered to encode the relationship between node \( v \) and neighboring nodes within a fixed number of hops. Since the number of neighboring nodes varies from node to node, for computation efficiency in the following procedure, we uniformly sample a fixed number of vertices from 1-hop up to \( h \)-hop neighborhood. The sampled neighborhood set is denoted as, \( \mathcal{N}_{\text{sub}}(v) \subseteq \bigcup_{l \in \{1, \ldots, h\}} \mathcal{N}^l(v) \).

Then these selected neighboring nodes are embedded via matrices in \( \mathcal{A}_{\text{struct}} \) to encode different types of interactions between the target node \( v \) and its neighbors:

\[
E_{\text{struct}}(v) = \{ x^T(u)R_m | R_m \in \mathcal{A}_{\text{struct}}, u \in \mathcal{N}_{\text{sub}}(v) \}. \tag{2}
\]

Above all, with \( AFE_{\text{node}} \) and \( AFE_{\text{struct}} \), the attribute and structure information of each node \( v \) is encoded in the two set \( E_{\text{node}}^m(v) \) and \( E_{\text{struct}}^m(v) \). For convenience of notation, we denote the complete atomic feature set of a node \( v \) as the union of the node atomic embedding set \( AFE_{\text{node}} \) and the structure embedding set \( AFE_{\text{struct}} \), i.e.,

\[
E_A(v) = E_{\text{node}}^m(v) \cup E_{\text{struct}}^m(v). \tag{3}
\]

Note that different \( A_i \) and \( R_i \) are designed to generate different types of atomic features. Therefore, we impose a divergence loss on \( AFEs \) to ensure they are uncorrelated with each other and thus can map features to different subspaces:

\[
L_{\text{div}} = \sum_{m=1}^{l_a} \sum_{n=1}^{l_n} A_m^T A_n + \sum_{m=1}^{l_a} \sum_{n=1}^{l_n} R_m^T R_n. \tag{4}
\]

### 3.3 Hierarchical Prototype Networks

Based on the atomic embeddings of the incoming subgraph, HPNs will distill and store the representative features in form of different levels of prototypes to memorize the current task, as shown in Figure 1. This is achieved by refining existing prototypes if the input subgraph only contains features observed before and creating new prototypes if new features are encountered. Specifically, HPNs will produce three levels of prototypes. First, the atomic-level prototypes (A-prototypes) are directly refined or created with the atomic embedding set, and they denote the prototypical basic features of nodes (e.g., gender, nationality, and social relation of people in a social network). Since the A-prototypes only describe low-level features of a node, which is similar to the output from the initial layers of a deep neural network, we further develop node-level (N-prototypes) and class-level prototypes (C-prototypes) to capture higher level information of each node. The N-prototypes are generated by associating the A-prototypes with each node to describe the node as a whole. The C-prototypes are generated from the N-prototypes to describe common features shared by a group of similar nodes. From atomic-level to class-level, the prototypes denote abstract knowledge of the subgraph.
at different scales which is analog to the feature maps of convolutional neural networks at different layers.

Next, we introduce when and how HPNs will refine existing prototypes or establish new ones with the atomic embeddings. As mentioned earlier, for each task that contains certain categories of nodes, only the most relevant AFEs and prototypes will be activated while others remain interrupted to avoid forgetting. In other words, for each node, we will choose a subset of $E_A(v)$ to refine the prototypes. Specifically, as shown in Figure 1 given a node from an incoming subgraph, The AFEs whose atomic embeddings are close enough to existing A-prototypes are chosen as the relevant ones. The closeness (distance) between embeddings and prototypes is measured with cosine similarity for two considerations. The first consideration is the numerical stability. Since we are going to develop an objective (Equation 5) to minimize the distance between the matched embeddings and prototypes, if the embeddings and the prototypes are not normalized, Equation 5 becomes maximizing the inner product between two unnormalized vectors. Unlike the cosine similarity that only adjusts the angle between two vectors and reaches the upper bound of 1 when the angle is 0, the inner product is unbounded and maximizing the inner product causes the vector lengths to increase to infinity, leading to the collapse of the model. Second, to guarantee an upper bound on the memory consumption, we restrict the leading to the collapse of the model. Second, to guarantee an upper bound on the memory consumption, we restrict the

\[ L_{dis} = - \sum_{e_i \in E_{old}(v)} \frac{e_i^T p_i}{\|e_i\|_2 \|p_i\|_2} \]  

(8)

By minimizing $L_{dis}$, not only the existing A-prototypes in $P_A$ will get refined, the atomic embeddings will also be closer to ‘standard’ A-prototypes.

Next, we discuss how to deal with the atomic embeddings that are not close to any existing prototypes, i.e., $E_{new}(v) = E_{select}(v) \backslash E_{old}(v)$ or $E_{new}(v) = \{ e_i \mid \forall p \in P_A, \frac{e_i^T p}{\|e_i\|_2 \|p\|_2} < t_A \}$. Specifically, during the first task, $P_A$ is initialized with one random A-prototype. The matching process is still the same, and the only difference is that none of the atomic embeddings can be matched to the existing A-prototype. Therefore, all atomic embeddings may be candidates for creating new A-prototypes, as explained below.

Contrary to $E_{old}(v)$, atomic embeddings in $E_{new}(v)$ are regarded as new atomic features of the corresponding AFEs and should be accommodated with new prototypes. Considering that very similar embeddings may exist in $E_{new}(v)$ and cause HPNs to create redundant prototypes, we first filter $E_{new}(v)$ to obtain $E_{new}'(v)$ which only contains the distinctive ones such that

\[ \forall e_i, e_j \in E_{new}'(v), \frac{e_i^T e_j}{\|e_i\|_2 \|e_j\|_2} < t_A. \]  

(9)

In this way, the embeddings in $E_{new}'(v)$ only contain new features, they are included into $P_A$ as new A-prototypes. Formally, the updated $P_A$ is the union of the previous A-prototypes $P_A$ and new A-prototypes $E_{new}'(v)$

\[ P_A = P_A \cup E_{new}'(v). \]  

(10)

After updating $P_A$, $Sim_{E\rightarrow A}(v)$ will also be updated according to Equation 4. Then, every element in $Sim_{E\rightarrow A}(v)$ would be not less than $t_A$, i.e., each element in $E_{select}'(v)$ is matched to an A-prototype with cosine similarity larger than the threshold $t_A$. These matched A-prototypes are denoted as $A(v)$, which represents the basic features of node $v$ as shown in Figure 1.

As mentioned earlier, besides $A(v)$, higher level representations are also beneficial for comprehensively describing a node from multiple granularities. Therefore, we further map $A(v)$ to high level prototypes so as to obtain hierarchical prototype representations. Firstly, $A(v)$ is mapped to an N-prototype to describe $v$ as a whole. Specifically, the vectors in $A(v)$ are concatenated as $a_1 \oplus \cdots \oplus a_{l_A} \oplus a'_v$ ($a_i \in A(v)$), and then fed into a full connected layer $F_{CA \rightarrow N}(\cdot)$ to generate node-level embedding set $E_N(v) = \{ F_{CA \rightarrow N}(a_1 \oplus \cdots \oplus a_{l_A} \oplus a'_v) \}$. Here, for notation consistency with the aforementioned atomic embedding set, we also formulate the node-level embeddings as a set $E_N(v)$ although it contains only existing A-prototype are regarded as containing observed features, since they are close to existing prototypes, i.e.,

\[ E_{old}(v) = \{ e_i \mid \exists p \in P_A \ s.t. \frac{e_i^T p}{\|e_i\|_2 \|p\|_2} \geq t_A \}. \]  

(7)

$E_{old}(v)$ is then used to refine $P_A$. To this end, a distance loss $L_{dis}$ is computed to enhance the cosine similarity between each $e_i \in E_{old}(v)$ and its corresponding A-prototype $p_i \in P_A$, i.e.,

\[ E_{old}(v) = \{ e_i \mid \exists p \in P_A \ s.t. \frac{e_i^T p}{\|e_i\|_2 \|p\|_2} \geq t_A \}. \]  

(7)
one element. With $\mathbb{E}_N(v)$, the following procedure is to form a N-prototype representation $N(v)$ for node $v$, which is same as the process to form $A(v)$ at atomic level except that the threshold is set as $t_N$, instead of $t_A$. Finally, to enrich the node representation with the common features shared with similar nodes, we develop the C-prototypes. The generation of C-prototypes is similar to the $N$-prototypes. We first obtain a class-level embedding set $E_C(v)$ by applying another fully connected layer $FC_{N \rightarrow C}$ to the element in $N(v)$. Then, we match $E_C(v)$ to existing C-prototypes or establish new ones. Different from N-prototypes, the threshold used here is $t_C$, which is typically larger than $t_A$ and $t_N$. In this way, each C-prototype will be matched to embeddings within a large space, and therefore representing the common features shared by a wide range of similar nodes. Again, for notation convenience, we derive $\mathbb{P}_H(v)$ to represent the hierarchical prototype representations of the target node $v$ (as shown in Figure 1), which is the union of $A(v)$, $N(v)$, and $C(v)$:

$$\mathbb{P}_H(v) = A(v) \cup N(v) \cup C(v).$$

### 3.4 Learning Objective

The obtained hierarchical prototypes of each node are first concatenated into a unified vector and then forward through a fully connected layer $FC$ to obtain a c (the number of classes) dimensional feature vector, i.e., $FC(h_1 \oplus \cdots \oplus h_{l+1})$, $\forall h_i \in \mathbb{P}_H(v)$. In this paper, we aim to perform node classification. Therefore, based on the c dimensional feature vector and the softmax function $\sigma(\cdot)$, we can estimate the label with $\hat{y}_c = \sigma(FC(h_1 \oplus \cdots \oplus h_{l_1+l+2}))$, where $c$ is the index of class. To perform node classification, with the output predictions $\hat{y}_c$ and the target label $y_c \in \{1, 2, \ldots, c\}$, the corresponding classification loss is given by

$$L_{cls} = \sum_{c=1}^{C} -y_c \log(\hat{y}_c),$$

which is essentially the cross entropy loss function. As a discrepancy metric between probability distributions, cross entropy loss is generally preferred for classification tasks, because both the predictions $[\hat{y}_c | c=1, \ldots, C]$ and the labels are discrete probability distributions. Note that besides node classification, $\mathbb{P}_H(v)$ may also be used for other tasks based on different objective functions. In this paper, we focus on node classification and the overall loss of HPNs is:

$$L = L_{cls} + \alpha \cdot L_{div} + \beta \cdot L_{dis},$$

where $\alpha \geq 0$ and $\beta \geq 0$ are hyperparameters to balance the two auxiliary losses.

### 3.5 Theoretical Analysis

In this subsection, we provide the theoretical upper bound on the memory consumption and analyze how the model configuration would affect HPNs' capacity in dealing with different tasks. Both theoretical results are justified and analyzed in the experiments. Only the main results are provided here, while the detailed proof and analysis are given in Section [5].

We first formulate the upper bound on the numbers of prototypes. Due to the mechanism to create new prototypes for newly emerging knowledge extracted from the graph, the memory consumption will gradually increase. However, the normalization applied to the prototypes constrains the prototype space, and thereby adds an upper bound on the memory consumption. This can be intuitively understood as the only limited number of points can be scattered on a n-dimensional hypersphere if we force the distance between each pair of points to be larger than a threshold. To formally formulate this, we first borrow the definition of spherical code from geometry and coding theory.

**Definition 1** (Spherical code). A spherical code $S(n, N, t)$, with parameters $(n, N, t)$ is defined as the set of $N$ points on the unit hypersphere in an $n$-dimensional space for which the dot product of unit vectors from the origin to any two points is less than or equal to $t$.

In HPNs, the prototypes at different levels are normalized into unit vectors and can be viewed as spherical codes in their own space. Taking the A-prototypes as an example, given the dimension $d_a$ and the threshold $t_A$, $\mathbb{P}_A$ is a spherical code $\mathbb{P}_A = S_A(d_a, N_A, 1 - t_A)$, where $N_A$ is the cardinality of $\mathbb{P}_A$. Then the upper bound on the number of atom prototypes given $d_a$ and $t_A$ is equal to the maximal cardinality of $S(n, N, t)$ given $n$ and $t$. Since the area of the n-dimensional unit sphere surface is limited, there exists a maximal $N$ given a certain $n$ and $t$, denoted as $\max_n S(d_a, N, 1 - t_A)$. However, finding $\max_n S(d_a, N, 1 - t_A)$ is a complex sphere packing problem, and there is not yet a general formulation of the maximal $N$ for an arbitrary $n$. Therefore, given the number of two types of AFEs as $l_a$ and $l_r$, we can formulate the upper bound on the numbers of different prototypes as:

**Theorem 1** (Upper bounds on numbers of prototypes). Given the notations defined in HPNs, the upper bound on the number of A-prototypes $n_a$ can be given by

$$n_A \leq (l_a + l_r) \max_n S(d_a, N, 1 - t_A),$$

and the upper bounds on the number of N-prototypes and the C-prototypes are:

$$n_N \leq \max_n S(d_a, N, 1 - t_N)$$

$$n_C \leq \max_n S(d_a, N, 1 - t_C)$$

where $S(n, N, t)$ is the spherical code defined on a n dimensional hypersphere .

Theorem 1 provides an upper bound on the memory consumption of HPNs. If the upper bound of the number of prototypes is reached, the model is still able to learn new tasks. This is because the ability to learn new tasks depends on new combinations of the AFEs. The budget (i.e.,
the limit) of the number of prototypes corresponds to the detail level of the basic properties extracted by AFEs. The larger budget is given to the number of prototypes, the more detailed representation can be generated for each node. In our experiments, we show that the number of parameters for most baseline methods are even higher than this upper bound.

Besides memory consumption, the more important problem for a continual learning model is the capability to maintain memory on previously learned tasks. Based on our model design, we formulate this as: whether learning new tasks affect the representations the model generates for old task data. We give explicit definitions on tasks and task distances based on set theory (in Section 5), then construct a bound to indicate what configuration would the model have to ensure this capability.

**Theorem 2** (Task distance preserving). For HPNs trained on consecutive tasks $T^p$ and $T^{p+1}$. If $l_a d_r + l_r d_r \geq (l_r + 1)d_v$ and $W$ is column full rank, then as long as $t_A < \lambda_{\min}(l_r + 1)\text{dist}(V_{p}, V_{p+1})$, learning on $T^{p+1}$ will not modify representation HPNs generate for data from $T^p$, i.e., catastrophic forgetting is avoided.

The proof of Theorem 2 requires a number of definitions, lemmas, and corollaries, and the details are provided in Section 5. The theoretical results also provide insights into model implementations. In Theorem 2, $\lambda_i$ is eigenvalues of the $W^T W$, where $W$ denotes the matrix constructed via AFEs (details in Section 5). $d_v$, $d_a$ and $d_r$ are dimensions of data and two kinds of atomic embeddings. The bound in this theorem is not tight, since the tight bound would be dependent on the specific dataset properties. But this informs us that either the number of AFEs or the dimension of the prototypes has to be large enough to ensure that data from two tasks can be well separated in the representation space. Then, according to Theorem 2, the upper bound of the memory consumption is dependent on $S(d_n, N, t_A)$, $S(d_n, N, t_A)$, and $S(d_n, N, t_C)$. As $S(n, N, t)$ grows fast with $n$, we prefer larger number of AFEs with smaller prototype dimensions. We also empirically verify this in Section 4.6. Besides, the upper bound proposed in Theorem 2 is explicitly computed and compared to experimental results.

## 4 Experiments

In the experiments, we answer the following six questions: (1) Whether HPNs can outperform state-of-the-art approaches? (2) How does each component of HPNs contribute to its performance? (3) Whether HPNs can memorize previous tasks after learning each new task? (4) Are HPNs sensitive to the hyperparameters? (5) Whether the theoretical results can be empirically verified? (6) Whether the learned prototypes can be interpreted via visualization? All experiments are repeated on 5 different datasets. Due to space limit, only main results are presented in this paper, while the details over some datasets are included in Section 1.1 of the supplementary materials.

### 4.1 Datasets

To assess the effectiveness of the proposed HPNs, we consider 5 public datasets which include 3 citation networks (Cora [13], Citeseer [13], OGB-Arxiv [14], [15]), 1 actor co-occurrence network (Actor) [57], and 1 product co-purchasing networks (OGB-Products [16]). The statistics of these 5 datasets are summarized in Table 1. Key properties of the datasets are presented here, and more details are included in Section 1.1 of the supplementary materials.

| Dataset       | Cora | Citeseer | Actor | OGB-Arxiv | OGB-Products |
|---------------|------|----------|-------|-----------|--------------|
| # nodes       | 2,708| 3,327    | 7,600 | 169,343   | 2,449,029    |
| # edges       | 5,429| 4,732    | 33,544| 1,166,243 | 61,859,140   |
| # features    | 1,433| 3,703    | 931   | 128       | 100          |
| # classes     | 7    | 6        | 4     | 40        | 47           |
| # tasks       | 3    | 3        | 2     | 20        | 23           |

TABLE 1: The detailed statistics of 5 datasets used in our experiments.

4.1.1 Citation networks

Cora contains 2708 documents, 5429 links denoting the citations among the documents. For training, 140 documents are selected with 20 examples for each class. The validation set contains 500 documents and the test set contains 1000 examples. In our continual learning setting, the first 6 classes are selected and grouped into 3 tasks (2 classes per task) in the original order. Citeseer contains 3312 documents and 4732 links. 20 documents per class are selected for training, 500 documents are selected for validation, and 1000 documents are selected as the test set. For continual learning setting, the documents from 6 classes are grouped into 3 tasks with 2 classes per task in the original order. The Cora and Citeseer datasets can be downloaded via Cora/Citeseer.

The OGB-Arxiv dataset is collected in the Open Graph Benchmark [OGB]. It is a directed citation network between all Computer Science (CS) arXiv papers indexed by MAG [14]. Totally it contains 169,343 nodes and 1,166,243 edges. The dataset contains 40 classes. As the dataset is imbalanced and the numbers of examples in different classes differs significantly, directly grouping the classes into 2-class groups like the Cora and Citeseer will cause the tasks to be imbalanced. Therefore, we reordered the classes in a descending order according to the number of examples contained in each class, and then group the classes according to the new order. In this way, the number of examples contained in different classes of each task are arranged to be as balanced as possible. Specifically, the class indices of each task are: {35, 12, (15, 21), (28, 30), (16, 24), (10, 34), (8, 4), (5, 2), (27, 26), (36, 19), (23, 31), (9, 37), (13, 3), (20, 39), (22, 6), (38, 33), (25, 11), (18, 1), (14, 7), (0, 17), (29, 32)}, where each tuple denotes a task consisting of two classes.

4.1.2 Actor co-occurrence network

The actor co-occurrence network is a subgraph of the film-director-actor-writer network [58]. Each node in this dataset corresponds to an author, and the edges between the nodes are co-occurrence on the same Wikipedia pages. The whole dataset contains 7600 nodes and 33544 edges. Each node is accompanied with a feature vector of 931 dimensions. For this dataset, we also constructed 2 tasks with 2 classes per task. The link to this dataset is Actor. The balanced splitting of the classes is {{0, 1}, (2, 3)}. [Link]
4.1.3 Product co-purchasing network

OGB-Products is collected in the Open Graph Benchmark [OGB], representing an Amazon product co-purchasing network. It contains 2,449,029 nodes and 61,859,140 edges. Nodes represent products sold in Amazon, and edges indicate that the connected products are purchased together. In our experiments, we select 46 classes and omit the last class containing only 1 example. Similar to OGB-Arxiv, we reorder the classes and the class indices of each task are: {(4, 7), (2, 1), (3, 6), (12, 0), (8, 11, 13, 16, 21), (9, 10, 18, 24), (17, 5), (11, 42), (15, 20), (19, 23), (14, 25), (28, 29), (43, 22), (36, 44), (26, 37), (32, 31), (30, 27), (34, 38), (41, 35), (39, 33), (45, 40)}.

4.2 Experimental Setup and Evaluation Metrics

To perform continual graph representation learning with new categories of nodes continuously emerging, like the traditional continual learning works, we split each dataset into multiple tasks and train the model on them sequentially. Each new task brings a subgraph with new categories of nodes and associated edges, e.g., task 1 contains classes 1 and 2, task 2 contains new classes 3 and 4, etc. Each model is trained on a sequence of tasks, and the performance will be evaluated on all previous tasks. Specifically, we adopt accuracy mean (AM) and forgetting mean (FM) for evaluation. After learning on all tasks, the AM and FM are computed as the average accuracy and the average accuracy decrease on all previous tasks. Given a sequence of T tasks, we denote the model's accuracy on the q-th task after learning the p-th task as M_{p,q}, then \{M_{T,q}, q = 1, ..., T\} are the model's accuracy on each learnt task after learning the entire sequence. Accordingly, the mathematical formulations of AM and FM are:

\[
AM = \frac{\sum_{q=1}^{T} M_{T,q}}{T},
\]

\[
FM = \frac{\sum_{q=1}^{T} (M_{T,q} - M_{q,q})}{T - 1}.
\]

Negative FM indicates the existence of forgetting, zero FM denotes no forgetting and positive FM denotes positive knowledge transfer between tasks. For HPNs, we set d_a = d_y = d_c = 16, l_a = l_y = l_r = 22, and h = 2. The threshold t_A, t_V, and t_C are selected by cross validation on \{0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4\}. The experiments on the important hyperparameters are provided in Section 4.6. All experiments are repeated 5 times with Nvidia Titan Xp GPU. The average performance and standard deviations are reported. More details are provided in Section 1.2 of the supplementary materials and our code.

4.3 Comparisons with Baseline Methods

We compare HPNs with various baseline methods. Experience Replay based GNN (ERGNN) [17] and Topology-aware Weight Preserving (TWP) [18] are developed for continual graph representation learning. The others approaches, including Elastic Weight Consolidation (EWC) [24], Learning without Forgetting (LwF) [21], Gradient Episodic Memory (GEM) [27], and Memory Aware Synapses (MAS) [59] are popular continual learning methods for Euclidean data. All the baselines are implemented based on three popular backbone models, i.e., Graph Convolutional Networks (GCNs) [4], Graph Attentional Networks (GATs) [6], and Graph Isomorphism Network (GIN) [7].

Note that Joint training (Join.) in Table 2 does not represent continual learning. It allows a model to access
TABLE 3: Accuracy (%) changes of GAT and HPNs.

| Te. | GAT | HPNs |
|-----|-----|------|
| Tr. | T₁ | T₁,₂ | T₁,₂,₃ | T₁ | T₁,₂ | T₁,₂,₃ |
| T₁  | 94.12% | 97.46% | 71.49% | 95.02% | 95.93% | 94.57% |
| T₂  | 89.20% | 49.68% | 92.66% | 92.22% |
| T₃  | 94.44% | 96.83% |

TABLE 4: Accuracy (%) changes of GAT+GEM and GAT+MAS.

| Te. | GAT+GEM | GAT+MAS |
|-----|---------|---------|
| Tr. | T₁ | T₁,₂ | T₁,₂,₃ | T₁ | T₁,₂ | T₁,₂,₃ |
| T₁  | 93.21% | 91.40% | 66.97% | 94.12% | 90.50% | 90.05% |
| T₂  | 81.21% | 81.43% | 77.97% | 70.84% |
| T₃  | 63.89% | 93.25% |

data of all tasks at any time and thus is often used as an upper bound for continual learning. Therefore, FM is not applicable to Joint training approach.

In Table 2, we observe that regularization based approaches, e.g., EWC and TWP, generally obtain lower forgetting, but the accuracy (AM) is limited by the constraints. However, the forgetting problem of regularization based methods will become increasingly severe when the number of tasks is relatively large, as shown in Section 4.5. Memory replay based methods such as GEM achieve better performance without using any constraint. However, the memory consumption is higher (Section 4.7). HPNs significantly outperform all baselines without inheriting their limitations. Compared to regularization based methods, HPNs do not impose constraints to limit the model’s expressiveness, therefore the performance is much better. Compared to memory replay based methods, HPNs do not only perform better but also are memory efficient as shown in Section 4.7. Joint training (Join.) achieves comparable performance to HPNs on small datasets but is significantly worse on large OGB datasets. This is because joint training (Join.) is a multi-task setting, inter-task interference may cause negative transfer, which is not obvious on small datasets with only a few tasks but becomes prominent on large datasets with tens of tasks. In HPNs, different tasks can choose different combinations of the parameters and thus task interference is dramatically alleviated.

Among all the models in Table 2, we could observe several kinds of forgetting behavior among the baselines. First, some of them are with low AM and severe forgetting (negative FM with large |FM|) like the pure GNNs in the first 3 rows of Table 2 in the paper. These models may perform well on individual tasks, but the AM is brought down by catastrophic forgetting. To explain this in details, we expand the results of GAT without any continual learning techniques in Table 3, in which Tr. denotes on which tasks the model been trained and Te. denotes on which task the model is tested.

The first row of Table 3 shows the model performance on task 1 after it has been trained on the task 1, on the first two tasks, and on the first three tasks. We see that GAT performs well on each individual task it has just learnt. But after being trained on more tasks, the performance on previous tasks drops dramatically, making the AM to be relatively low. In contrast, the performance change on previous tasks of HPNs is also shown in Table 3 and we could see that HPNs can well maintain the performance on previous tasks throughout the training on all tasks.

Second, there are also some models without severe forgetting but the still low AM. Typically these are the models which preserve the performance on previous tasks with certain constraints on the models. These constraints can indeed alleviates forgetting, but it also limits the model’s flexibility in learning new tasks, and thus the performance on new tasks will degrade. For example, comparing Table 5 with Table 3, GAT achieves accuracy higher than 93% on individual tasks, but for GAT+MAS, although the forgetting on task 1 is alleviated, the performance on task 2 drops significantly. GAT+GEM also suffers from the similar problem.

4.4 Ablation Study
We conduct ablation studies on different levels of prototypes and different combinations of three loss terms. In Table 5, we show the performance of HPNs when A-, N-, and C-Prototypes are gradually added (Cora dataset). We notice both AM and FM of HPNs increase when higher level prototypes are considered. This suggests that high level prototypes can enhance the model’s performance and robustness against forgetting. The effect of different combinations of loss terms are shown in Table 6. The first three rows show that adding $L_{div}$ or $L_{dis}$ with $L_{cls}$ may slightly improve the performance. By jointly considering these three terms, the performance (AM) can be further improved. This is because $L_{div}$ pushes different AFEs away from each other and $L_{dis}$ makes the prototypes of each AFE be more close to its output. Jointly considering $L_{div}$ and $L_{dis}$ with $L_{cls}$ can make the prototype space better separated as shown in Section 4.5.

4.5 Learning Dynamics
For continual learning, it is important to memorize previous tasks after learning each new task. To measure this, instead of directly measuring the average accuracy on previous tasks which may mix up the accuracy change caused by forgetting and task differences, we develop a new metric, i.e., average...
retaining score (ARS), to address this problem. Specifically, after learning on a task $T^i$, the ratio between the model’s accuracy on a previous task $T^{i-m}$ and its accuracy on $T^{i-m}$ after it had been just learned on $T^{i-m}$ is defined as the retaining ratio. Then the ARS is the average retaining ratio of all previous tasks after learning a new task.

Figure 2(left) shows the ARS change of HPNs and two baselines. GAT represents the models without continual learning techniques. TWP+GAT is the best baseline in terms of forgetting. GAT forgets quickly, while TWP significantly alleviates the forgetting problem for GAT. But as more tasks come in, the forgetting of TWP+GAT increases. As different tasks require different parameters, TWP+GAT (regularization based) is seeking a trade-off between old and new tasks. With more new tasks, TWP+GAT tends to gradually adapt to new tasks and forget old ones. On contrary, HPNs maintain the ARS very well. This is because HPNs learn prototypes to denote the common basic features and learning new tasks does not hurt the parameters for old tasks. New tasks can be handled with new combinations of the existing basic prototypes. If necessary, new prototypes can be established for more expressiveness.

4.6 Parameter Sensitivity

As discussed in Section 3.5, the number of AFEs and the prototype dimensions are key factors in determining the continual learning capability and memory consumption. Here, we conduct experiments with different number of AFEs and prototype dimensions to justify the theoretical results. We keep the dimensions of different prototypes equal and the number of two types of AFEs equal for simplicity.

As shown in Figure 3(a) and (b), larger dimensions and the number of AFEs yield better AM and FM, which is consistent with Theorem 2. Besides, AM is mostly determined by the number of different prototypes and the number of two types of AFEs equal for simplicity.
and small dimension can ensure both high performance and low memory usage, as verified in Section 4.7.

We also evaluate the effectiveness of HPNs when prototype thresholds vary from 0.01 to 0.4. In Figure 3(c) and (d), we observe that the performance (AM and FM) of HPNs are generally stable when $t_A$ varies and slightly better when $t_A$ is between 0.2 and 0.3. This is because when $t_A$ is too small or too large, we will have too many or too less prototypes (consistent with Theorem 1 as shown in Figure 2(middle)), which may cause the problem of overfitting or underfitting.

Finally, we explore the influence of the hyperparameters of the auxiliary losses ($\alpha$ and $\beta$ in Equation 13) on the performance. As shown in Figure 4, we fix $\alpha = 1.0$ or $\beta = 1.0$ in turn, and tune the other one to check the parameter sensitivity.

From Figure 4, we can observe that the performance is relatively robust when $\alpha$ and $\beta$ vary from 0.0001 to 1000. Through monitoring the training process, we suggest the reason is that $L_{\text{div}}$ and $L_{\text{dis}}$ decrease faster than $L_{\text{cls}}$, thus the total loss is not very sensitive to the coefficients on them. Based on this observation, we choose to simply set $\alpha = \beta = 1$ in implementations.

In this subsection, we systematically studied the dependency of the model on the hyperparameters. According to the results, HPNs are robust against most of the hyperparameters. The number of AFEs will cause significant difference but the relation between the performance and the number of AFEs is simple. For a given dataset, the performance first increases with the number of AFEs, and becomes stable when the number AFEs reaches a certain threshold (i.e. large enough).

### 4.7 Memory Consumption

We compare memory consumption of different methods, as well as an explicitly theoretical memory upper bound, with the baselines on OGB-Products (the largest dataset). We also show the actual memory consumption of HPNs in the process of continual learning. We measure the total number of parameters in our model including not only the prototypes but also the parameters of the other modules like the AFEs. The number of prototypes is converted into the number of parameters. For example, an 8-dimensional prototype is counted as 8 parameters, since the prototypes and the other parameters use the same data type with the same precision. Similarly, for other models in Table 7, we also show the total number of parameters. For the constant memory models like EWC, LwF, etc., only the trainable parameters are counted. For the memory based methods like GEM, the space consumption of the memory buffer is also counted.

In Table 7 even on the dataset with millions of nodes and 23 tasks, HPNs can accommodate all tasks with a small amount of parameters. Besides, the dynamic change of parameter amount is shown in Figure 2(right). The red dashed line denotes the theoretical upper bound (6,163), and the computation details are included in supplemental materials. In Figure 2(right), we notice the actual memory usage of HPNs is much lower than the upper bound. Moreover, even the upper bound is among the lowest for memory consumption compared to baselines. The model we use here is the same as the one in Section 4.3.

### 4.8 Visualization

To concretely show the prototype representations generated by HPNs, we apply t-SNE [62] to visualize the node representations of the Cora dataset (test set) after learning each task, as shown in Figure 5. The three figures display the representations generated after each of the three tasks arrives sequentially. Each task contains two classes denoted with different colors, i.e. (red, blue), (green, salmon), and (purple, orange). In Figure 5 with new tasks coming in sequentially from left to right, the representations are consistently well separated, which is beneficial for downstream tasks.

### 5 Proof Details

#### 5.1 Overview

The main theoretical results are briefly introduced in the paper. In this section, we provide detailed explanations and proofs for the theoretical results.

#### 5.2 Memory consumption upper bound

The proof and detailed analysis on the memory consumption upper bound has already been given in the paper. In this

---

**Table 7: Final parameter amount for models trained on OGB-Products**

|        | None | EWC | LwF | GEM | MAS | ERGNN | TWP | Joint | HPNs |
|--------|------|-----|-----|-----|-----|-------|-----|-------|------|
| GCN    | 2,336| 46,720| 4,672| 2,202,336| 2,336| 6,738 | 9,344| 2,336 | 4,908 |
| GAT    | 20,032| 400,640| 40,064| 2,220,032| 20,032| 24,432| 80,128| 20,032| 24,432|
| GIN    | 4,704| 4,908| 4,704| 2,202,336| 2,352| 6,732 | 9,408| 2,352 | 2,352 |

---

**Fig. 5: Visualization of hierarchical prototype representations of nodes in the test set of Cora.**
subsection, we give the computation of a specific case of the general theoretical results.

Although the general formulation of the upper bound is not available, we can specifically compute \( \max S(d_a, N, 1 - t_A) \) for certain \( n_s \) and verify it with experiments. For example, when \( n = 2 \), the distribution becomes a distribution of points on a circle with unit radius. Then, \( \max S(d_a, N, 1 - t_A) \) can be obtained by even distributing the points on the circle with an interval of \( t_A \). Finally, the explicit value of \( \max S(d_a, N, 1 - t_A) \) can be formulated as:

\[
\max S(d_a, N, 1 - t_A) = \frac{2\pi}{\arccos(1 - t_A)},
\]

then we have:

\[
\max S(d_a, N, 1 - t_A) = \frac{2\pi}{\arccos(1 - t_A)}. \tag{19}
\]

And the upper bound of the number of \( N \)- and \( C \)-prototypes can be formulated similarly. The above results are used in Section 4.7 in the paper.

5.3 Task distance preserving

In this subsection, we give proofs and detailed analysis on the Theorem 2 in the paper. At below, Lemma 2, Lemma 3, Lemma 4, and Corollary 1 are from existing knowledge ranging from geometry to linear algebra. The other parts are of our own contributions.

In continual learning, the key challenge is to overcome the catastrophic forgetting, which refers to the performance degradation on previous tasks after training the model on new tasks. Based on our model design, we formulate this as: whether learning new tasks affects the representations the model generates for old task data. First, we give definitions on the tasks and task distances:

Definition 2 (Task set). The \( p \)-th task in a sequence is denoted as \( T_p \) and contains a subgraph \( S_p \), consisting of nodes belonging to some new categories. We denote the associated node set and adjacency matrix as \( V_p \) and \( A_p \). Each \( v_p \in V_p \) has a feature vector \( x(v_p) \) and a label \( y(v_p) \).

Then, the reason for catastrophic forgetting is that different tasks in a sequence are drawn from heterogeneous distributions, making the model sequentially trained on different tasks unable to maintain satisfying performances on previous tasks. Therefore, given the definition of the tasks (Definition 2), we then give a formal definition to quantify the difference between two tasks.

Definition 3 (Task distance). We define the distance between two tasks as the set distance between the node sets of these two tasks, i.e.

\[
dist(V_p, V_q) = \inf \| x(v_p) - x(v_q) \|, \forall v_p \in V_p, v_q \in V_q.
\]

Lemma 1. The distance between any two tasks is non-negative, i.e. \( \forall i, j, \{1, \ldots, M\} \), \( dist(V_p, V_q) \geq 0 \), where \( M^2 \) is the number of tasks contained in the sequence.

The real-world data could be complex and sometimes may even contain noises that are impossible for any model to learn, which needs extra considerations when justifying the effectiveness of the model. Formally, we give the definition of the contradictory data.

Definition 4 (Contradictory data). \( \forall v_p \in V_p, \forall v_q \in V_q, \forall i, j, \{1, \ldots, M\} \), if \( \exists v_p \in V_p, \forall v_q \in V_q, \forall i, j, \{1, \ldots, M\} \), \( x(u) = x(v) \) but \( y(v_p) \neq y(v_q) \), then we say \( (v_p, y(v_p)) \) and \( (v_q, y(v_q)) \) are contradictory data, as it is contradictory for any model to give different predictions for one node based on the same node features and graph structures. \( \mathbb{N}^* \) denotes the set of non-negative integers.

Remark 1. Contradictory data is ignored or simply regarded as outliers in previous works, but in this work, we explicitly analyze its effect for the comprehensiveness of our theory. Contradictory data has different situations. If \( v_p \) and \( v_q \) are from different tasks, then \( y(v_p) \neq y(v_q) \) is plausible. Because they may be describing a same thing from different aspects. For example, an article from the citation network may be both categorized as ‘physics related’ and ‘computer science related’. In this situation, it would be easy to add a task indicator to the feature of the node, then the feature of \( v_p \) and \( v_q \) are no longer equal and are not contradictory data anymore.

But within one task, contradictory data are most likely to be wrongly labeled, e.g. it does not make sense if an article is both related to physics and not related to physics.

Besides the distance between tasks, the distance between the embeddings obtained by the AFEs will also be a crucial concept in the proof.

Definition 5 (Embedding distance). Each input node \( v_p \) is given a set of atomic embeddings \( E_A(v_p) = E_{A,\text{node}}(v_p) \cup E_{A,\text{struct}}(v_p) \), where \( E_{A,\text{node}}(v_p) = \{v_j | j \in \{1, \ldots, l_p\} \} \) containing the atomic node embeddings of \( v_p \) and \( E_{A,\text{struct}}(v_p) = \{n_i | k \in \{1, \ldots, l_r\} \} \) containing the atomic structure embeddings. \( a_i \in \mathbb{R}^d \) and \( r_i \in \mathbb{R}^d \). To define the distance between representations of two nodes, we concatenate the atomic embeddings of each node into a single vector in a higher dimensional space, i.e. each node \( v_p \) corresponds to a latent vector \( z_p = [a_i; \ldots; a_i; r_i; \ldots; r_i] \in \mathbb{R}^{l_p \times d_a + l_r \times d_r} \). Then we define the distance between representations of two nodes \( v_p \) and \( v_q \) as the Euclidean distance between their corresponding latent vector \( z_p \) and \( z_q \), i.e. \( dist(z_p, z_q) = \| z_p - z_q \|_2 \).

Then we will give some explanations on the linear algebra related theories.

Lemma 2 (Bounds for real quadratic forms). Given a real symmetric matrix \( A \), and an arbitrary real vector variable \( x \), we have

\[
\lambda_{\min} \leq \frac{x^T A x}{x^T x} \leq \lambda_{\max}, \tag{21}
\]

where \( \lambda_{\min} \) and \( \lambda_{\max} \) are the minimum and maximum eigenvalues of matrix \( A \).

Lemma 3 (Real symmetric matrix). For a matrix \( A \in \mathbb{R}^{n \times n} \), \( A^T A \in \mathbb{R}^{n \times n} \) is a real symmetric matrix, \( \text{rank}(A^T A) = \text{rank}(A) \), and the non-zero eigenvalues of \( A^T A \) are squares of the non-zero singular values of \( A \).

Lemma 4 (Rank and number of non-zero singular values). For a matrix \( A \in \mathbb{R}^{m \times n} \), the number of non-zero singular values equals the rank of \( A \), i.e. \( \text{rank}(A) \).

Corollary 1. For a matrix \( A \in \mathbb{R}^{m \times n} \). Without loss of generality, we assume \( n \leq m \). If \( A \) is column full rank, i.e. \( \text{rank}(A) = n \),
then \( A \) has \( n \) non-zero singular values. Besides, \( \text{rank}(A^T A) = n \), and \( A^T A \) has \( n \) non-zero singular values.

Given the explanations above, we then derive the bound for the change of the distance among data, which will be further used for analyzing the separation of data from different tasks.

**Lemma 5** (Embedding distance bound). Given two nodes \( v_p^i \in \mathbb{V}_p \) and \( v_q^j \in \mathbb{V}_q \) with vertex feature \( x(v_p^i), x(v_q^j) \in \mathbb{R}^d_v \), their multi-hop neighboring node sets are denoted as \( \bigcup_{l \in \mathbb{N}^+} \mathcal{N}^l(v_p^i) \) and \( \bigcup_{l \in \mathbb{N}^+} \mathcal{N}^l(v_q^j) \). The AFEs for generating atomic embeddings are \( \text{AFE}_{\text{node}} = \{ A_i \in \mathbb{R}^{d_x \times d_v} | i \in \{1, ..., l_p\} \} \) and \( \text{AFE}_{\text{struct}} = \{ R_j \in \mathbb{R}^{d_v \times d_v} | j \in \{1, ..., l_r\} \} \), corresponding to atomic node embeddings and atomic structure embeddings, respectively. Then, the square distance

\[
\text{dist}^2(z_p^i - z_q^j) = \|z_p^i - z_q^j\|^2_2 \geq \lambda_{\min}(\|x(v_p^i) - x(v_q^j)\|^2_2 + \sum_{k=1}^l \|x(u_k) - x(v_q^j)\|^2_2),
\]

if \( l_p \times d_v + l_r \times d_v \geq d_v \), where \( u_k \) are nodes sampled from \( \bigcup_{l \in \mathbb{N}^+} \mathcal{N}^l(v_p^i) \). \( v_q \) are nodes sampled from \( \bigcup_{l \in \mathbb{N}^+} \mathcal{N}^l(v_q^j), \lambda_i \) are the eigenvalues of \( W^T W \), and \( W \in \mathbb{R}^{(l_r+1)d_v \times (l_r+1)d_v} \). \( z \) is a block matrix constructed as follows:

1. \( W_{i:1:l_p:d_v:1:l_r} \), are filled by the concatenation of \( A_i | i = 1, ..., l_p \), i.e. \( A_{1:i} \in \mathbb{R}^{d_x \times d_v} \).
2. For \( W_{l_p:d_v+1:l_p:d_v+l_r:1:(l_r+1)d_v} \), the construction is first filling \( W \) with \( d_v \times (l_r+1)d_v, \) with \( R \), \( k = 1, ..., l_r \).
3. For other parts, fill with zeros.

**Proof.** Given vertex \( v_p^i \), we concatenate its feature vector with the \( l_r \) neighbors sampled from \( \bigcup_{l \in \mathbb{N}^+} \mathcal{N}^l(v_p^i), i.e. x_{p,i} = [x(v_p^i); x(u_1); ...; x(u_l_p)] \in \mathbb{R}^{(l_r+1)d_v+1}, u_j \in \bigcup_{l \in \mathbb{N}^+} \mathcal{N}^l(v_p^i). \) Then with the constructed block matrix \( W \), we could formulate the generation of \( z_p^i \) as: \( z_p^i = W x_{p,i} \).

Similarly, we can formulate \( z_q^j \) for another vertex \( v_q^j \). And their distance can be formulated as:

\[
\text{dist}(z_p^i, z_q^j) = \|z_p^i - z_q^j\|^2_2 = \sqrt{(z_p^i - z_q^j)^T(z_p^i - z_q^j)},
\]

where \( z_p^i - z_q^j \) can be further expanded as:

\[
(z_p^i - z_q^j)^T(z_p^i - z_q^j) = (W x_{p,i} - W x_{q,j})^T(W x_{p,i} - W x_{q,j})
\]

\[
= (W x_{p,i} - W x_{p,i})^T(W x_{p,i} - W x_{q,j})
\]

\[
= (x_{p,i} - x_{q,j})^T W^T W (x_{p,i} - x_{q,j}).
\]

According to lemma 3, \( W^T W \) is a real symmetric matrix, with lemma 3 we have:

\[
\frac{(x_{p,i} - x_{q,j})^T W^T W (x_{p,i} - x_{q,j})}{(x_{p,i} - x_{q,j})^T (x_{p,i} - x_{q,j})} \geq \lambda_{\min}.
\]

According to lemma 3 with \( l_p d_v + l_r d_r \geq (l_r + 1)d_v \) and the constraint of column full rank on \( W, W^T W \in \mathbb{R}^{(l_r+1) \times (l_r+1)} \) has \( l_r + 1 \) positive eigenvalues, thus \( \lambda_{\min} > 0 \). Then we decompose \( (x_{p,i} - x_{q,j})^T (x_{p,i} - x_{q,j}) \)

\[
= \sum_{k=0}^{(l_r+1)d_v - 1} (x_{p,i})_k - (x_{q,j})_k^2
\]

\[
= \sum_{k=1}^{d_v} ((x_{p,i})_k - (x_{q,j})_k^2)
\]

\[
= \sum_{k=1}^{d_v} ((x_{p,i})_k - (x_{q,j})_k^2)^2
\]

\[
= \|x(v_p^i) - x(v_q^j)\|^2_2 = \frac{\sum_{k=1}^{d_v} \parallel x(u_k) - x(v_k) \parallel_2^2}{d_v}.
\]

The key point in these theorems is that for any task sequence with certain distance among the tasks, there exists a configuration that ensures HPNs to be capable of preserving the task distance after projecting the data into the hidden space, so that only the prototypes associated with the current task are refined and the prototypes corresponding to the other tasks are preserved. Specifically, theorem on zero-forgetting can be formulated as follows:

**Theorem 3** (Task distance preserving). For HPNs trained on consecutive tasks \( T^p \) and \( T^{p+1} \). If \( l_p d_v + l_r d_r \geq (l_r + 1)d_v \) and \( W \) is column full rank, then as long as \( t_A < \lambda_{\min}(l_r + 1) \text{dist}(\mathbb{V}_p, \mathbb{V}_{p+1}) \), learning on \( T^{p+1} \) will not modify representations HPNs generate for data from \( T^p \), i.e. catastrophic forgetting is avoided.

In Theorem 3, \( \lambda_i \) is eigenvalues of the \( W^T W \), where \( W \) is the matrix mentioned before constructed via AFEs. \( d_v, d_r \), and \( d_e \) are dimensions of data, atomic node embeddings, and atomic structure embeddings.

**Proof.** Following the proofs above, suppose two nodes \( v_p^i \) and \( v_q^j \) are embedded into \( z_p^i \) and \( z_q^j \) with the embedding module. Then the distance between \( z_p^i \) and \( z_q^j \) could be formulated as:

\[
\text{dist}(z_p^i, z_q^j) = \|z_p^i - z_q^j\|^2_2 = \sqrt{(z_p^i - z_q^j)^T(z_p^i - z_q^j)},
\]

According to lemma 3 we have dist\((z_p^i, z_q^j) = \|z_p^i - z_q^j\|^2_2 \geq \lambda_{\min}(\|x(v_p^i) - x(v_q^j)\|^2_2 + \sum_{k=1}^{d_v} \|x(u_k) - x(v_k)\|^2_2).

Similarly we have:

\[
\|x(v_p^i) - x(v_q^j)\|^2_2 \geq \lambda_{\min}(l_r + 1) \text{dist}^2(\mathbb{V}_p, \mathbb{V}_{q}).
\]

\[
\|x(u_k) - x(v_k)\|^2_2 \geq \lambda_{\min}(l_r + 1) \text{dist}^2(\mathbb{V}_p, \mathbb{V}_{q}), \text{for all } k.
\]

\[
\|z_p^i, z_q^j\|^2_2 \geq \lambda_{\min}(l_r + 1) \text{dist}^2(\mathbb{V}_p, \mathbb{V}_{q}).
\]

\[
\|z_p^i - z_q^j\|^2_2 \geq \lambda_{\min}(l_r + 1) \text{dist}^2(\mathbb{V}_p, \mathbb{V}_{q}).
\]

If \( t_A < \lambda_{\min}(l_r + 1) \text{dist}^2(\mathbb{V}_p, \mathbb{V}_{q}) \), the embeddings of two nodes from two different tasks will not be assigned to same A-prototypes.

Above all, if the conditions in Theorem 3 are satisfied, learning on new tasks will not modify the prototypes for previous tasks. Besides, the data from previous tasks will be exactly matched to the correct prototypes after training the model on new tasks. In practice, the conditions may not be easy to be satisfied all the time. However, as mentioned in the
paper, the bound given in Theorem 3 is not tight, thus fully satisfying the conditions may not be necessary. Therefore, in the experimental section in the paper, we practically show how the important factors included in these conditions influence the performance (Section 3.6 in the paper). The results demonstrate that the more we satisfy the conditions, the better performance we will obtain, and certain factors (number of AFEs) influence more than the others.

**Remark 2.** When \( \operatorname{dist}(V_p, V_q) = 0 \), i.e., there exists a non-empty set \( V_{\cap} = V_p \cap V_q \), dist \( (V_p \setminus V_{\cap}, V_q \setminus V_{\cap}) > 0 \), then Theorem 3 holds. As for the \( V_{\cap} \) containing examples exactly same in \( V_p \) and \( V_q \), there are two situations:

1. \( \forall v \in V_{\cap}, y_p(v) = y_q(v) \), where \( y_p(\cdot) \) and \( y_q(\cdot) \) denote the associated labels in task \( p \) and \( q \).
2. \( \exists v \in V_{\cap}, y_p(v) \neq y_q(v) \).

For situation 1, \( V_{\cap} \) will not cause forgetting on the previous task, as these shared data are exactly same and will optimize the model to same direction. For situation 2, if no task indicator is provided, then these data are contradictory data, if task indicator is provided, then the indicator could be merged into the feature vector of the node, i.e. \( x(v_p) \), then \( v_p \) will not belong to \( V_{\cap} \).

6 CONCLUSION

In this paper, we proposed Hierarchical Prototype Networks (HPNs), to continuously extract different levels of abstract knowledge (in the form of prototypes) from streams of tasks on graph representation learning. The continual learning performance of HPNs is both theoretically analyzed and experimentally justified from different perspectives on multiple public datasets with up to millions of nodes and tens of millions of edges. Besides, the memory consumption of HPNs is also theoretically analyzed and experimentally verified.

HPNs provide a general framework for continual graph representation learning and can be further extended to tackle more challenging tasks. In the future, we will extend HPNs to heterogeneous graphs by adapting the AFEs and prototypes to capture multiple types of nodes and edges. Moreover, we will also equip the prototypes with connections to denote the relationship among the abstract knowledge and investigate more challenging graph reasoning tasks.
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