Nonequilibrium critical dynamics in the quantum chiral clock model
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In this paper we study the driven critical dynamics in the three-state quantum chiral clock model. This is motivated by a recent experiment, which verified the Kibble-Zurek mechanism and the finite-time scaling in a reconfigurable one-dimensional array of $^{87}$Rb atoms with programmable interactions. This experimental model shares the same universality class with the quantum chiral clock model and has been shown to possess a nontrivial non-integer dynamic exponent $z$. Besides the case of changing the transverse field as realized in the experiment, we also consider the driven dynamics under changing the longitudinal field. For both cases, we verify the finite-time scaling for a non-integer dynamic exponent $z$. Furthermore, we determine the critical exponents $\beta$ and $\delta$ numerically for the first time. We also investigate the dynamic scaling behavior including the thermal effects, which are inevitably involved in experiments. From a nonequilibrium dynamic point of view, our results strongly support that there is a direct continuous phase transition between the ordered phase and the disordered phase. Also, we show that the method based on the finite-time scaling theory provides a promising approach to determine the critical point and critical properties.

I. INTRODUCTION

One of the most fascinating arenas in modern theoretical physics and condensed matter physics is to understand the non-equilibrium evolution in quantum many-body systems. Recent studies on the Rydberg-atomic systems shed new light on this vibrant field. Lots of fascinating dynamic properties have been discovered from various frameworks. For the relaxation dynamics, it has been shown that these systems can escape the usual thermal fate, which is described by the celebrated eigenstate thermalization hypothesis, due to the appearance of the embedded quantum scarred states. For the driven dynamics, the Kibble-Zurek mechanism (KZM) and the finite-time scaling (FTS) theory are verified in a one-dimensional (1D) reconfigurable array of $^{87}$Rb atoms experimentally. In addition to the quantum Ising universality class, this experiment also bears witness to the validation of the KZM and the FTS in the $Z_3$ quantum chiral clock model (QCCM) which can be obtained by mapping the translational symmetry of the Rydberg-atomic system into the internal symmetry of the clock system.

These sustained efforts, devoted into the Rydberg-atomic systems and the QCCM, are expected to be quite worthwhile, since the QCCM has potential applications in the quantum information technology. A kind of exotic excitation—the parafermion mode, which is often regarded as a sister of the Majorana zero mode, is hosted in the QCCM. Similar to the Majorana mode, this parafermion mode is also considered as a promising candidate for the topological quantum computation.

Besides, the QCCM has its own theoretical interests since it possesses a rich phase diagram with appealing phase transition behaviors. A long-standing puzzle, as illustrated in Fig. 1, is whether there exists an intermediate phase between the ordered and disordered phases in the 1D $Z_3$ QCCM. A direct phase transition was proposed in an early work but was subsequently questioned. Until recently, the state-of-the-art numerical works provide the vindication for a direct phase transition. This conclusion is then supported by a field-theoretic renormalization group study. A remarkable feature of this critical point is that its dynamic exponent $z$, obtained from both numerical and analytic works, is an integer value, implying an underlying nonconformal critical theory. Moreover, this property of $z$ is then confirmed experimentally by the FTS collapse of correlation functions with different driving rates. While very common in classical critical dynamics, a non-integer dynamic exponent $z$ is highly nontrivial in the quantum case, since the static and dynamic properties are intertwined therein via the imaginary-time path integral. It is natural to ask whether the conventional dynamic scaling theory, for instance, the KZM or the FTS, is still applicable. Inspired by the experimental progress, systematic studies on the driven quantum critical dynamics in the QCCM are hence called for.

In this paper, we consider various protocols of the driven critical dynamics in the 1D $Z_3$ QCCM (See Fig. 1) with time-reversal symmetry. In addition to the case of changing the transverse field, which is realized in the experiment, we also consider the driven dynamics of changing the longitudinal field. For both cases, we confirm that the quantum FTS is applicable with a nontrivial $z$. As the classical counterpart of the QCCM lives in a nonexistent noninteger space dimension, critical exponents $\beta$ and $\delta$, to the best of our knowledge, have not been determined before, neither in recent numerical studies of the QCCM. By applying the FTS theory, we complete the table of the critical exponents by estimating all critical exponents, including $\beta$ and $\delta$, numerically. From this nonequilibrium aspect, our results consolidate the conclusion of the direct continuous phase transition between the ordered and disordered phases. Furthermore, considering that the thermal effects are in-
evitably involved in real experiments, we investigate the driven dynamics staring from a thermal equilibrium state near the critical point, as illustrated in Fig. 1. A modified FTS, which includes the initial conditions as its additional scaling variables, is then confirmed numerically.

The rest of this paper is organized as follows. The quantum chiral clock model and the numerical method are introduced in Sec. II Then a brief review of the KZM and the FTS is given in Sec. III In Sec. IV we show our results and compare them with previous studies. In Sec. V we further study the effects induced by the thermal initial condition. Finally a summary is given in Sec. VI.

II. MODEL AND NUMERICAL METHOD

A. \(Z_3\) quantum chiral clock model

The Hamiltonian of the \(Z_n\) QCCM in one dimension (See Fig. 1) reads

\[
\mathcal{H} = -f \sum_i \tau_i^3 e^{-i\phi} - J \sum_{i} \sigma_i^3 \sigma_{i+1} e^{-i\theta} + \text{h.c.},
\]

in which \(f > 0\) and \(J > 0\), and \(\sigma\) dictates the direction of the watch hand, while \(\tau\) rotates the watch hand clockwise through a discrete angle \(2\pi/n\). \(\sigma\) and \(\tau\) satisfy the algebra \(\sigma_i^3 = I, \tau_i^3 = I\), and \(\sigma_i \tau_j = e^{i\omega \delta_{i,j}} \tau_j \sigma_i\), where \(\omega = e^{2\pi i/n}\). A global \(Z_n\) transformation represented by \(G = \prod_i \tau_i\) makes the Hamiltonian invariant.

In the full parameter space, the subspace of \(n = 3\) has attracted special attention. In this basis of \(\sigma\), the explicit matrices for \(\sigma\) and \(\tau\) are

\[
\sigma = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & \omega^2 \end{pmatrix}, \tau = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}.
\]

For \(\theta = \phi = 0\), this model reduces to the quantum Potts model. The phase transition from the \(Z_3\)-broken phase to the symmetric phase is described by the \(c = 4/5\) conformal field theory. The driven dynamics in this model has been studied and the KZM and the FTS are verified therein. In this paper, we will focus on the QCCM with \(\theta \neq 0\) and \(\phi = 0\). For \(f \ll J\), the system is in an ordered phase, which breaks the \(Z_3\) symmetry, while for \(f \gg J\) the system is in a disordered phase. However, controversy appears in the region in between. For large \(\theta\), it is an incommensurate phase. This phase shrinks as \(\theta\) decreases. However, it is not clear whether this incommensurate phase penetrates into the vicinity of zero \(\theta\).

Until recently, studies based on the high-precision numerical method show that this incommensurate phase ceases to evolve at a finite \(\theta^\text{in}\). Hence, for small \(\theta\), a direct phase transition happens from the disordered phase to the ordered phase. This has been further supported by a renormalization group theory. Furthermore, both numerical and analytic results demonstrate that the dynamical exponent \(z\) is a non-integer value. And this nontrivial property of \(z\) is also found in the experiment.

In the following, we will mainly consider the case for \(\phi = 0\) and \(\theta = \pi/8\). Previous studies, show that these parameters give a direct continuous phase transition between the ordered phase and the disordered phase. We also set \(J = 1\) and adopt it as unit of energy. The distance to the critical point \(g\) is defined as \(g \equiv f - f_c\) with \(f_c\) being the phase transition point, at which the order parameter \(m = \langle \sigma_i + \sigma_i^\dagger \rangle/2\) vanishes as \(m \sim (-g)^\theta\) in equilibrium. As shown in Fig. 1 we also consider the case including in model an additional symmetry-breaking term \(-h \sum_i \sigma_i + \text{h.c.}\) with \(h\) being a longitudinal field. At \(g = 0\), \(m\) satisfies \(m \sim h^{1/\theta}\).

B. Numerical method and calculation setup

The numerical methods utilized in this paper are based on the infinite matrix product state (MPS) which decompose the full quantum state into the multiplication of matrices. In this way, each site is attached by a set of matrices. By optimizing these matrices, one can obtain a well-approximated state with limited costs. It has been demonstrated that the MPS method is a quite efficient tool in studying the static and dynamic behavior for 1D quantum systems.
III. THE KZM AND THE FTS

The KZM is a mechanism characterizing the production of the topological defects when a system is driven across a critical point. This mechanism was first proposed by Kibble in cosmology, and then in condensed matter physics by Zurek. Recently, the KZM has been generalized to the quantum critical dynamics. By comparing the response time scale and the driven time scale, the KZM separates the whole process into three stages: an impulse stage sandwiched by two adiabatic stages. In the adiabatic stage, the driven time scale $\zeta_d$ is much larger than the response time scale $\zeta_r$ with $\Delta$ being the energy gap; while in the impulse stage, the response time scale is larger than the driven time scale. The KZM predicts that topological defects emerge after the quench and the number of topological defects is proportional to $R_1/r$, in which $R$ is the driving rate and $r$ is its dimension. The KZM has been verified numerically and experimentally in various systems, including classical and quantum phase transitions. However, the KZM assumes that the system in the impulse region ceases to evolve. It has been shown that this is an over-simplified assumption, since the system still evolves in the impulse region.

The FTS focuses on the driven dynamics in the impulse region. One can compare it with the finite-size scaling in the space domain. The finite-size scaling shows that the lattice size $L$ characterizes the scaling properties of the macroscopic quantities when the correlation length $\xi \gg L$, namely, $|g| \ll L^{-1}/\nu$. Similarly, in the time domain, the FTS theory shows that the external driven time scale $\zeta_d \sim R^{-z/r}$ dominates the evolution of the system in the impulse region, in which $\zeta_d \ll \zeta_r$.

Based on the FTS theory for changing the transverse field, the order parameter $m$ satisfies

$$m(g, R) = R^{\beta/\nu} f_1(g R^{-1/\nu}),$$

where $r$ is the initial temperature. This is the case considered in the experiment in which the scaling behavior of the correlation function is considered. Similar full scaling forms have been obtained from other arguments. Similarly, for the case of changing the longitudinal field according to $h = R_h t + h_i$ with $h_i$ being far away from zero, the scaling form of $m$ is

$$m(g, R_h, h) = R_h^{\beta/\nu} f_2(g R_h^{-1/\nu}, h R_h^{-\delta/\nu r}),$$

where $r_h = \beta \delta / \nu + z$ and $h_i$ is also irrelevant.

Since in real experiments thermal effects must be involved, we also consider the case including the finite-temperature effect. It has been shown that for the closed system, thermal fluctuations only affect the driven dynamics when the initial parameter is in the vicinity of the critical system, while for the initial parameter far away from the critical point, thermal fluctuations play negligible roles. Therefore, the thermal effects and the initial parameter should be considered simultaneously. Accordingly, the order parameter $m$ for $g = R_t + g_i$ satisfies

$$m(R, g_i, g, T) = R^{\beta/\nu} f_3(g_i R^{-1/\nu}, g R^{-1/\nu}, R^{z/r}],$$

in which $g_i$ is small and $T$ is the initial temperature. Similarly, for $h = R_h t + h_i$ and $g = 0$, the order parameter $m$ satisfies

$$m(h, R_h, h_i, T) = R_h^{\beta/\nu} f_4(h_i R_h^{-\delta/\nu r}, h R_h^{-\delta/\nu r}, R^{z/r}],$$

in which $h_i$ is small.
IV. RESULTS

A. FTS with changing the transverse field

We first utilize the FTS to study the driven critical dynamics in the QCCM (1) by changing its transverse field $f$ with an adiabatic initial stage. According to Eq. (3), when the order parameters $m$ for different driving rates $R$ equal zero, the corresponding transverse fields $f_0$ should satisfy

$$f_0(R) = f_c + cR^{1/\nu_r}. \quad (7)$$

By fitting $f_0$ versus $R$ according to Eq. (7), one can obtain the critical point $f_c$ and the critical exponent $1/\nu_r$. Then according to Eq. (3), one finds that at the critical point the order parameters $m_0$ obey

$$m_0(R) \propto R^{\beta/\nu_r}. \quad (8)$$

From Eqs. (7) and (8), one can determine the critical exponent $\beta$. Then by substituting these exponents into Eq. (3), one can self-consistently examine the FTS in model (1) and its critical properties.

Figure 2 shows the results for changing $f$ with different $R$. In Fig. 2a, the critical point is estimated to be $f_c = 0.8609$, close to 0.8612 determined in the previous study. In Figs. 2a, 2b, and 2d, the exponents $1/\nu_r$ and $\beta/\nu_r$ are then estimated to be $1/\nu_r = 0.5039$ and $\beta/\nu_r = 0.03171$, respectively. By substituting these results into Eq. (9), we find in Fig. 2b that the curves of rescaled $m$ versus $f$ collapse onto each other nicely. This result not only demonstrates that the FTS form of Eq. (3) is applicable in model (1), but also shows that the critical exponents determined from Eq. (3) are scientifically sound.

B. FTS with changing the longitudinal field

Then we study the driven dynamics for changing the longitudinal field $h$ in model (1). To do this, we add a symmetry-breaking term $-h \sum_i \sigma_i + h.c$ in Eq. (1). The initial value $h_0$ is very large and is irrelevant. Similar to the case of changing $f$, we denote the longitudinal field at $m = 0$ and $g = 0$ as $h_0$. According to Eq. (4), $h_0$ for different $R_h$ satisfies

$$h_0(R) \propto R_h^{\beta \delta/\nu_r}. \quad (9)$$

Also, at $h = 0$ and $g = 0$, the order parameter $m_0$ for different $R_h$ obeys

$$m_0(R) \propto R_h^{\beta/\nu_r}. \quad (10)$$

From Eqs. (9) and (10), one can determine the critical exponents $\beta \delta/\nu_r$ and $\beta/\nu_r$.

Figure 3 shows the results for changing $h$ with different $R_h$ at the critical point $f_c$ determined above. As shown in Figs. 3c and 3d, the critical exponents $\beta \delta/\nu_r$ and $\beta/\nu_r$ are determined to be $\beta \delta/\nu_r = 0.6280$ and $\beta/\nu_r = 0.0275$, respectively. Then, by substituting these exponents into Eq. (4), we rescale the curves of $m$ versus $h$ with $R_h$ and find that these curves collapse onto each other. This result confirms the FTS form Eq. (4) for model (1), and also shows that the exponents determined from the FTS theory are reliable.
calculate the dynamics of correlation function independently from the FTS theory. To do this, we show that other exponents can also be determined and verify them according to the FTS theory. In this part, from Sec. IV A and IV B, we can determine and verify the critical exponents \( \beta \) and \( \delta \) for model (1). From Table I, one finds that values of \( \nu \) are different, and change according to different trends as \( \theta \) increases. Although the hyperscaling law seems still right within the error bar, the expectation values for \( \beta(1+\delta) \) and \( (d+z)\nu \) are different, and change according to different trends as \( \theta \) increases. This may indicate a possible violation of the hyperscaling law when approaching the incommensurate phase in the critical line. However, due to the relative large degree of uncertainty, more careful study needs to carry to verify the hyperscaling law.

### Table of critical exponents

| \( \theta \) | \( f_c \) | \( f_c^* \) | \( \beta \) | \( \delta \) | \( z \) | \( z^* \) | \( \nu \) | \( \nu^* \) | \( \beta(\delta+1) \) | \( (d+z)\nu \) | \( (d+z^*)\nu^* \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| \( \pi/48 \) | 0.9958(3) | 0.9960 | 0.105(3) | 15.0(5) | 1.03(2) | 1.00(7) | 0.84(1) | 0.83(6) | 1.68(10) | 1.70(4) | 1.66(18) |
| \( \pi/12 \) | 0.9383(3) | 0.9387 | 0.086(4) | 17.7(6) | 1.10(4) | 1.07(6) | 0.83(3) | 0.80(1) | 1.61(13) | 1.74(10) | 1.66(7) |
| \( \pi/8 \) | 0.8609(2) | 0.8612 | 0.063(3) | 22.8(10) | 1.22(8) | 1.22(7) | 0.81(5) | 0.77(2) | 1.50(13) | 1.80(18) | 1.71(10) |
| \( 7\pi/48 \) | 0.8102(4) | 0.8100 | 0.050(4) | 28.3(15) | 1.30(9) | 1.36(6) | 0.80(6) | 0.72(1) | 1.47(19) | 1.84(21) | 1.70(7) |

TABLE I. Critical exponents for the QCCM (1). The fitting error \( \Delta_{f_c} \) of \( f_c \) is used to determine the estimation error of the critical exponents. We fit data at \( f_c \pm \Delta_{f_c} \) and use the largest difference in each exponent as the estimation error. Superscript * indicates the results from Ref.23. Note that the energy unit chosen in Ref.23 is \( f \). 

### V. FTS at Finite Temperatures

In this section, we discuss the thermal effects in driven dynamics of model (1). From the experimental point of view, the thermal effects cannot be completely excluded; while from the theoretical point of view, the dimension of the temperature \( T \) is \( z \). With a nontrivial value of \( z \), whether the scaling theories proposed before are still applicable should be examined.

As discussed in Sec. III, the thermal effects becomes indispensable when \( f_1 \) (\( h_i \)) is close to the critical point. First we study the critical dynamics under changing the transverse field \( f = f_1 + R t \). According to the Mermin-Wagner theorem, there is no order for 1D quantum systems at finite temperatures. So, we impose a small symmetry-breaking term \(-h_i \sum_i \sigma_i + h.c.\) in the model (1).

We show the evolution of \( m \) versus \( g \) with fixed \( g_i R^{-1/\nu r}, h_i R^{-\beta \delta/\nu r} \) and \( T^{-1} R^{z/\nu r} \) at different temperatures in Fig. 5. Due to the thermal effect, the evolution of the order parameter is quite different from the case at the zero temperature even for the same driving rate. In spite of this, after rescaling \( m \) and \( g \) according to Eq. (9), we find that all the curves at different temperatures perfectly collapse onto a single one. This result confirms that the modified FTS of Eq. (5) for a non-integer \( z \).

Similarly, we also study the scaling behavior including the thermal effects under changing the longitudinal field. For simplicity we consider the case in which the initial \( f \) is exactly at the quantum critical point \( f_c \). Figure 6 shows that the curves of \( m \) versus \( h \) for different temperatures with fixed \( h_i R^{\beta \delta/\nu r}, T R^{z/\nu r} \). Although thermal effects make \( m \) evolve quite differently compared to the case at zero temperature even for the same driving rate, all the rescaled curves collapse onto a single one after rescaling, confirming the FTS of Eq. (6).

### VI. Summary

We have studied the driven critical dynamics of the 1D \( Z_3 \) QCCM. Both cases of changing the transverse field...
The arrow in b state with the same driving rate as that in the 1/f-\nu curve. The arrow in b denotes the direction of changing f.

The rescaled correlation functions collapse onto a single curve when \( z = 1.22 \) in b and separate from each other when slightly getting smaller at \( z = 1.14 \) in a and larger at \( z = 1.30 \) in c.

The rescaled correlation functions collapse onto a single curve when \( z = 1.22 \) in b and separate from each other when slightly getting smaller at \( z = 1.14 \) in a and larger at \( z = 1.30 \) in c.

and changing the longitudinal field have been considered. The FTS has been confirmed for a nontrivial non-integer dynamic exponent \( z \). From the FTS scaling form, the critical point and the critical exponents of \( Z_3 \) QCCM have been determined and verified self-consistently. In particular, to the best of our knowledge, critical exponents \( \beta \) and \( \delta \) have been estimated for the first time. Besides, the critical exponents \( z \) and \( \nu \) have also determined independently, and these results are consistent with previous studies. From the nonequilibrium aspect, we have confirmed that \( z \) is non-integer and increases as \( \theta \) increases. In addition, the thermal effects in the driven dynamics have also been studied. Our present study poses a question that whether the hyperscaling law is violated for larger \( \theta \). The properties explored in the present work could be examined in future experiments.
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Appendix A: The convergence of the numerical results in driven critical dynamics

In general, the entanglement entropy of the ground state of a 1D critical system diverges. On the contrary, in the driven dynamics, it has been shown that the entanglement entropy is bounded due to the presence of an external driving field.\(^{26}\) So the driven critical dynamics can be accurately simulated by the MPS method even with a moderate \( D \). This is confirmed in Fig. 7. With different bond dimensions \( D \), no apparent discrepancy is found for both the order parameter \( m \) and the entanglement entropy \( S \). This confirms the convergence of our results and the reliability of our calculation.
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FIG. 7. The evolution of the order parameter $m$ and the entanglement entropy $S$ calculated using MPS with different bond dimension $D$ are shown in (a) and (b) respectively for the QCJM at $\theta = \pi/12$ under changing the transverse field with the driving rate $R = 0.004$.
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