Frequency Multiplexing for Readout of Spin Qubits
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We demonstrate a low loss, chip-level frequency multiplexing scheme for readout of scaled-up spin qubit devices. By integrating separate bias tees and resonator circuits on-chip for each readout channel, we realise dispersive gate-sensing in combination with charge detection based on two rf quantum point contacts (rf-QPCs). We apply this approach to perform multiplexed readout of a double quantum dot in the few-electron regime, and further demonstrate operation of a 10-channel multiplexing device. Limitations for scaling spin qubit readout to large numbers of multiplexed channels is discussed.

Scaling-up quantum systems to the extent needed for fault-tolerant operation introduces new challenges not apparent in the operation of single or few-qubit devices. Spin qubits based on gate-defined quantum dots \[1\] are, in principle, scalable, firstly because of their small (sub-micron) footprint, and secondly, since spins are largely immune to electrical disturbance, they exhibit low crosstalk when densely integrated \[2\]. At the few-qubit level, readout of spin-states is via quantum point contact (QPC) or single electron transistor (SET) charge sensors, proximal to each quantum dot \[3\]–\[8\]. These readout sensors pose a significant challenge to scale-up however, in that they require separate surface gates and large contact leads, crowding the device and tightly constraining the on-chip architecture.

The recently developed technique of dispersive gate-sensing (DGS) overcomes this scaling limitation by making use of the gates, already in place to define the quantum dot, as additional charge sensors \[9\]. The gates act as readout detectors by sensing small changes in the quantum capacitance associated with the tunnelling of single electrons. In turn, shifts in capacitance are measured by the response of a radio-frequency (rf) \(LC\) resonator that includes the gate. In principle, all of the quantum dot gates used for electron confinement can also be used as dispersive sensors, simultaneously collecting more of the readout signal that is spread over the total device capacitance and thus increasing the signal to noise ratio. Enabling all-gate readout, as well as multichannel rf-QPC or rf-SET charge sensing, requires the development of multiplexing schemes that scale to large numbers of readout sensors and qubits.

Here we report an on-chip approach to frequency multiplexing for the simultaneous readout of scaled-up spin qubit devices. We demonstrate 3-channel readout of a few-electron double quantum dot, combining two rf-QPCs and a dispersive gate-sensor as the operation of a 10-channel planar multiplexing (MUX) circuit. Similar approaches to frequency multiplexing have been demonstrated for distributed resonators in the context of kinetic inductance detectors \[10\], superconducting qubits \[11, 12\] and rf-SETs \[13\]–\[15\]. The present work advances previous demonstrations by lithographically integrating the feed-lines, bias tees, and resonators, which are fabricated on a sapphire chip using low-loss superconducting niobium. By putting these components on-chip, the size of the entire MUX circuit is reduced far below the wavelength of the rf signals, suppressing impedance mismatch from the unintentional formation of stub-networks \[16\] that otherwise occur in macroscale multi-channel feedlines. Finally, we briefly discuss the ultimate limitations to scaling frequency multiplexing for spin qubit readout.

Our readout scheme (Fig. 1(a)) comprises a multiplexing chip fabricated from a single layer of superconducting niobium film (150 nm, \(J_c = 15\) MA cm\(^{-2}\), \(T_c = 8.4\) K) on a sapphire substrate (r-cut, 3 mm \(\times\) 5 mm \(\times\) 0.5 mm) using optical photolithography and argon ion beam milling. The niobium remains superconducting at the moderate magnetic fields needed to operate spin qubits. Each inductor \(L_i\), in resonance with the parasitic capacitance \(C_p\) of the quantum dot, defines a unique frequency channel \(f_i = 1/(2\pi\sqrt{L_iC_p})\) for addressing each readout detector. This multiplexing chip is mounted proximal to the spin qubit chip, consisting of a GaAs/Al\(_{0.3}\)Ga\(_{0.7}\)As heterostructure with two dimensional electron gas (2DEG) 110 nm below the surface (carrier density \(2.4 \times 10^{15}\) m\(^{-2}\), mobility 44 m\(^2\)/Vs). Ti/Au surface gates define the quantum dots and readout sensors. Bondwires connect the inductors \(L_i\) on the multiplex chip to rf-QPCs via an ohmic contact \[16\] or directly to the gates for the DGS readout \[9\]. The labels (i) – (iii) in Fig. 1 (b) are used to identify frequency channels for the separate readout detectors. Each resonant circuit contains an integrated bias tee for independent dc voltage biasing. Both the multiplexing chip and qubit chip are housed together in a custom printed circuit board platform \[17\] mounted at the mixing chamber stage of a dilution refrigerator with base temperature 20 mK.

The on-chip bias tees are constructed using interdigitated capacitors (Fig. 1(d)) with critical dimension 3 \(\mu\)m and have size-dependent values between 3 pF and 5 pF, with lower frequency channels requiring a larger capacitance for similar insertion loss. To further increase
the coupling capacitance we spin-coat the interdigitated sections with photosresist (AZ6612, $\varepsilon \approx 4$) to yield a larger dielectric constant than free space. The inductors (red, Fig. 1(e)), used in both the resonant circuit and bias tees, are spiral shaped with critical dimension 3 $\mu$m. The measured inductances (170, 250 and 400 nH) are in agreement with analytical calculations based on their geometry [18]. The self-resonance frequency of all the inductors is increased by over-etching the sapphire dielectric between adjacent turns, decreasing the effective dielectric constant and reducing the capacitance. Measurements of the transmitted power for the individual planar components are shown in Fig. 1(f,g) (blue, red trace) and yield agreement with numerics based on a 3D electromagnetic field simulation (black trace) [19].

The multiplexing scheme is implemented using a 3-channel chip to read out the state of a double quantum dot. The frequency response of the chip strongly depends on the state of the readout detectors, as shown in Fig. 2(a). In the absence of gate bias (black trace), the QPCs are far from pinch-off and the corresponding resonances are not apparent since the impedance of the LCR network is well away from the characteristic impedance of the feedline ($Z_0 \sim 50 \Omega$). The resonances are formed (red trace) with the application of negative gate bias, depleting the electron gas and increasing the resistance of the QPC to bring the combined LCR network towards a matched load. Larger gate bias subsequently pinches-off the rf-QPC, further modulating the amount of reflected rf power at the resonance frequency. The response of the gate-sensor with bias is significantly different to that of the rf-QPC. For the gate-sensor, depleting the 2DEG beneath the gate also increases its resonance frequency, as shown in Fig. 2(c). This frequency dependence arises from the change in parasitic capacitance as the electron gas is depleted. With the gate voltages typically needed for defining quantum dots, the parasitic capacitance $C_p$ is of the order of 0.3 pF. Electromagnetic field simulation suggests contributions to $C_p$ are roughly equal between 2DEG, bondwires and adjacent turns of the planar inductors. Given the large separation in resonance frequencies, crosstalk is negligible in this 3-channel implementation.

We now demonstrate charge sensing measurements of a double quantum dot in the few-electron regime using this MUX configuration. The three independent readout channels (i, ii, iii) are separately addressable by selecting the rf carrier to match the respective resonance
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**FIG. 1.** (a) Three channel frequency multiplexing scheme for spin qubit readout. The individual LC resonator circuits comprise a matching inductor $L_i$, parasitic capacitance $C_p$, and a bias tee for independent biasing of each gate sensor. (b) Micrograph of the GaAs double dot device. Individual channels of the multiplexing chip are connected via bondwires to either a gate sensor (labelled (ii)) or an ohmic contact on one side of a QPC (labelled (i), (iii)). (c) Optical micrograph of the multiplexing chip which is patterned using niobium on a sapphire substrate, comprising interdigitated capacitors (d) and spiral inductors (e). (f), (g) Microwave transmission through bias tee components - measurement via a vector network analyser (VNA) and 3D numerical simulation, Ansoft HFSS [19].

**FIG. 2.** (a) Frequency response of MUX circuit separating left rf-QPCs (i), dispersive gate sensor (ii), and right rf-QPC (iii) into separate frequency channels. With negative voltage applied to the gates, the frequency response (shown in red) exhibits resonances as the impedance of the readout sensors approach the characteristic impedance of the feedline. (b) and (d) show the frequency response of the left and right rf-QPCs as the gate voltage modulates the conductance. (c) shows the frequency response of the dispersive gate sensor with gate bias. Note the significant shift in resonance frequency as the gate capacitance is reduced by depleting the electron gas beneath.
The derivative of $V_{rf}$ with respect to $V_L$, in arbitrary units, is shown as a function of the voltages on the left and right gates, $V_L$ and $V_R$. Charge stability diagrams (a), (b), (c) correspond respectively to readout using the separate channels (i), (ii) and (iii) as indicated in Fig. 2. Electron occupancy in the left and right dots is indicated by the labels $(m,n)$. Note that when biasing the left and right QPC gates (needed for (a) and (c)) a different gate bias $V_L$ and $V_R$ is required for the same electron number.

Frequency. We note that direct digital synthesis can be used to create a single waveform that contains all of the separate carrier frequency components for each channel. The rf signal reflected from the MUX chip is first amplified at cryogenic temperatures before demodulation by mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones. Low-pass filtering removes the sum component and, after further mixing the generated and reflected rf tones.
depleted. In this demonstration we have not carefully adjusted the resistance of the HEMTs to optimize the $Q$-factor of each resonator.

Frequency multiplexing allows simultaneous readout but requires separate resonator and bias circuits for each readout channel. Although the size of our demonstration devices are large, the use of alternate fabrication methods will likely alleviate any road-block to scaling based on footprint. For instance, the use of multilayer processing for the capacitors $C_{\text{bias}}$ can shrink their footprint to $\sim 15 \, \mu m \times 15 \, \mu m$ for similar capacitance. The space occupied by the bias tee inductors $L_{\text{bias}}$ can be suppressed by using resistors instead of inductors to achieve high impedance. Reducing the critical dimension of the resonator inductors to $\sim 100 \, \text{nm}$ results in a $55 \, \mu m \times 55 \, \mu m$ footprint for the largest (400 nH) inductor used here. Taken together, and assuming these superconducting circuits are fabricated on the same GaAs chip as the qubits, these dimensions suggest that thousands of readout channels are feasible in a moderately sized $1 \, \text{cm} \times 1 \, \text{cm}$ area.

A more serious challenge is frequency crowding arising from the limited bandwidth available using planar lumped element inductors. For a maximum resonance frequency of $\sim 5 \, \text{GHz}$ and given the need to separate channels by several linewidths to suppress crosstalk, the total number of independent gate sensors that can be read out simultaneously is $\sim 100$. Beyond this number several approaches are possible. These include a brute force method, duplicating the reflectometry circuit, including cryogenic amplifiers for every bank of 100 channels. Alternatively, the available bandwidth can be extended by making use of distributed resonators \cite{20}, but these typically have larger footprints. Finally, if the constraint of simultaneous readout is relaxed, time domain multiplexing via cryogenic switching elements would allow readout of banks of frequency multiplexed channels to be interleaved in time. Whether qubit readout via such a time sequenced scheme is possible is likely dependent on the details of the particular quantum algorithm being implemented.
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