Deep Convolutional and Recurrent Neural Networks for Emotion Recognition from Human Behaviors
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Abstract. Human behaviors and the emotional states that they convey have been studied by psychologist and sociologists. The tracking of behaviors and emotions is becoming more pervasive with the advent of the Internet of Things (IoT), where small and always connected sensors can continuously capture information about human gestures, movements and postures. The captured information about readable behaviors conveys significant information that can be represented as time series. Few studies in emotion recognition and affective computing have explored the connection between the time series sensors data and the emotional behavior they conveys. In this paper, an innovative approach is proposed to study the emotions and behaviors connected to the time series data. A convolutional network augmented with attention-based bidirectional LSTM is introduced to represent the correlations between behaviors and emotions. The advantage of this model is that it can well recognized emotions by exploiting the data captured by sensors. The experimental results show that the proposed deep learning method outperforms separate schemes and achieves a high degree of accuracy for modelling human behaviors and emotions.
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1 Introduction

Emotion and cognition are the advanced capabilities of artificial intelligence. The theories to model human emotion and cognition are at the base of affective computing [20] and emotion recognition. Many studies [11,13,17] on these areas, conducted by different researchers, brought to different approaches and models.

In psychology and sociology different studies [6,14] elicited the connection between human behaviors like gestures, movement and posture and the emotion they conveyed, for example the frequency of movements, the strength of
gestures. The challenge is how to represent the human behaviors and the connected emotions in an accurate and effective way. On the other hand, capturing the human behaviors has become more pervasive and efficient with the advent and development of the Internet of things (IoTs). In fact, smaller and smarter connected mobile devices and sensors, paired with cloud computing for big data storage and analysis, rendered feasible the near real-time behaviors detection and emotions recognition.

The analysis and modeling of human behaviors and emotions using deep learning techniques is motivated by the fact that these human activities are characterized by long and short term sequence features. Recurrent neural network (RNN) and Long Short Term Memory (LSTM) have been widely used in sequence modeling. Furthermore, bidirectional LSTM can use both past and future information with two separate hidden layers, which can represent different states and grades of human behaviors and emotions. An attention-based mechanism [1,3] is then used to focus on the most important information using a separate hidden layer. The deep architecture models can significantly outperform those with shallow architecture, and greatly improves training speed and effectiveness. The convolutional neural networks can well extract visual information. Therefore, a convolutional neural network augmented with Attention-based deep bi-directional Long Short Term Memory (CNN-ADBLSTM) network architecture is proposed to model human behaviors and emotions, which can well perform prediction tasks such as emotion recognition.

2 Literature Review

Different models have been proposed for emotion representations by different researchers. Usually based on two emotion theories: discrete emotion theory and dimensional emotion theory. Discrete emotion theory employs a finite number of emotional descriptors or adjectives [18] to express basic human emotions (e.g., joy, sadness, anger, contempt, happiness). Ortony et al. [19] proposed an emotion cognition model commonly known as OCC model to hierarchically describe 22 emotion descriptors. More coarser-grained partition (e.g. happy, neutral, and sad) as well as abstraction and similarity of emotions [2,12] have been also been used in various works. The discrete emotion theory main advantage is its ease to explain and to use in practical applications. Dimensional emotion theory states that emotion should be depicted in a psychological dimensional space, which can overcome the disadvantages of discrete theory such as the difficulty to represent continuous changes and to distinguish between similar emotion. Dimensional emotion models such as arousal-valence [22], resonance-arousal-valence [9], and arousal-valence-dominance are widely used in different application domains. Dimensional emotion theory is more likely to be used in computational emotion systems. We shall adopt the discrete emotion theory in this study.

Emotion recognition tasks often adopt human facial expressions, while some studies include body postures [4] and gestures [16,21]. Other studies focus on
movements where angry movements tend to be large, fast and relatively jerky, while fearful and sad movements are less energetic, smaller, and slower. Some studies use multiple resources, such as images or sensors, for human behavior recognition [5]. We shall focus on simple human behaviors data captured by accelerometer. The emotions and behaviors analysis and modeling can use traditional machine learning methods for time series analysis [8]. However, deep learning techniques have been successfully applied to the image, video, and audio, with many works carrying out emotion recognition, while fewer studies use sensors data [7,24]. We make some explorations on this area by using sequence models in deep neural network. In our previous work [10], an attention-based bidirectional LSTM model have been applied to recognize emotion from human behaviors. In this paper, we explore the convolutional network augmented attention-based LSTM to evaluate the performance.

3 Human Behavior Representation

Human beings are complex organisms that consist of various subsystems such as neural system, circulatory system, muscular and skeletal systems. All these subsystems work together to activate different physical and physiological changes. Human behaviors are the response of individuals internal and external stimuli, and usually is very strongly influenced by emotions. During the past decades, emotions have been well studied using facial expressions or voice, while there is less research on our bodies and behaviors that also convey rich emotional information or messages, such as a greater amount of muscle tension implying stress, a frequently walk up and down indicating anxiety, and a thumb upward representing an approval and admiring. Considering convolutional and recurrent network have already achieved success in image and time series signals, here we attempt to build time series expressions of behaviors such as gesture, posture and movement, and construct spatial-temporal network to model behaviors and emotions associated with human.

As IoTs and various sensors have been widely used in mobile and wearable devices, human behaviors like gesture, posture or movement can be represented by a set of time series signals obtained from specific sensors. Considering that there are many different sensors like Electrocardiography (ECG), Electromyography (EMG), gyroscope and accelerometers for specific purpose such as health, sports, gesture control and motion in data collection, to simplify, in this paper we only use the accelerometers for human behavior measurement. An accelerometer is a sensor that can measure proper acceleration. Here, we directly use three-dimensional accelerometer data to represent time series human behaviors. For notation, given a recognized human behavior $B$, for example hitting or shaking, corresponding to a sequence of three-dimensional accelerometer signals, behavior $B$ can be represented by $B = \{x_1, x_2, \ldots, x_N\}$ where $x_i$ denotes for the three-dimensional accelerometer data at timestamp $i$. Our goal is to predict emotion $E$ conveyed by given behavior $B$. The following sections will describe the spatial-temporal neural network for modeling behavior and emotion.
4 Modeling Human Behaviors and Emotions

Human behaviors have temporal structure and associated with specific emotions, time sequence provides a natural and intuitive representation. The ultimate goal of this paper is to build a model that can recognize emotion conveyed by human behaviors that may be measured by multiple temporal physical and physiological signals. As mentioned previously, to simplify, here we only use time series movement to represent human behaviors.

Long Short Term Memory (LSTM) are effective and have shown satisfied results in many sequential information processing tasks (e.g., natural language processing, speech recognition, and human activity recognition). Furthermore, our previous work has demonstrated that the bidirectional LSTM assisted by attention mechanism achieved the state-of-the-art performance. However, human behaviors like posture or gesture also contains rich spatial information for decoding associated emotion. In order to take account both temporal and spatial information, we shall use the attention-based bidirectional LSTM and convolutional neural network to model human behaviors and emotions in this paper.

4.1 Deep Attention-Based Bidirectional LSTM

There are several methods to construct deep bidirectional LSTM structures. One method is to simply stack bidirectional LSTM in each layer, while another efficient method is that the bidirectional LSTM is located in the bottom layer and the other layers are unidirectional as shown in Fig. 1. The former method works only to a certain number of layers, beyond which the network becomes too slow and difficult to train, likely due to the gradient exploding and vanishing problems, while the latter can resolve these problems. Consequently, in this paper, we apply the latter method to construct a deep structure to modeling human behaviors and emotions in temporal as shown in Fig. 1. The attention model based on the top layer is defined as follows,

$$\alpha_t(s) = \frac{\exp(score(h_t, \bar{h}_s))}{\sum_{s'} \exp(score(h_t, \bar{h}_{s'}))} \quad (1)$$

where $score()$ is an activation function, $f()$ is tanh or relu function, with weight and bias $W$ and $b$ for the network.

$$score(h_t, \bar{h}) = f(h_t^TW\bar{h} + b) \quad (2)$$

4.2 Temporal Convolutional Network

The temporal convolutional network plays an important role in processing time series signals. The time series accelerometer signals is fed to a convolutional network. The 3D filters are used in each convolutional layer, followed by batch normalization and activation steps, where activation function is the Rectified Linear Unit (ReLU). Global average pooling is applied to decrease the dimensionality following the final convolution block. An illustration of the structure of convolutional network is given in Fig. 2.
4.3 Convolutional and Attention-Based Bidirectional LSTM Network

In order to take advantages of both convolutional and recurrent neural networks, we combine both convolutional and attention-based bidirectional LSTM to construct a hybrid architecture. The convolutional block and LSTM block perceive the same time series input in two different paths. The convolutional block takes 3D accelerometer signals with multiple time steps. Meanwhile, the LSTM block receives 3D accelerometer signals. Through bidirectional and residual connections, the upper LSTM outputs are finally input to attention mechanism.

**Fig. 1.** Deep Attention-based bidirectional LSTM network. Blue rectangles represent forward LSTM units, and green rectangles represent backward LSTM units. Attention mechanism is in place.
The residual connections between adjacent layers are given in Eq. 3, and attention layer is calculated following previous Eq. 1.

\[
\begin{align*}
    h_t^i &= \Lambda(x_t^i, h_{t-1}^i; W^i) \\
    x_{t+1}^i &= h_t^i + x_t^i \\
    h_{t+1}^i &= \Lambda_{i+1}(x_{t+1}^i, h_{t-1}^i; W^{i+1})
\end{align*}
\] (3)

The output of global pooling layer and attention layer is concatenated and passed onto a softmax function for emotion recognition. Figure 3 shows the whole network architecture of Convolutional and Attention-based Bidirectional LSTM.

5 Experiments

5.1 Experimental Setup

Ten people (7 males and 3 females) have participated in the experiments. We used wearable brands to collect 3-dimensional accelerometer data. The sampling rate of the accelerometer of given brand is set to 200 HZ. We set five predefined behaviors or movements corresponding to emotions as shown in Table 1. Each participant carried out given behaviors of movement and emotions. Each specific behavior and corresponding emotion is performed by multiple participants. The total amount of dataset we collected is more than 100,000 s. After collecting the original dataset, we normalized each dimensional with zero-mean and unit-variance. Furthermore, we can set more features such as accelerometer shape or contrasts as model input in experiments. Shape features contain curve centroid, flux, flatness and roll-off, and contrast features contain kurtosis, skewness, zero-crossing rate.

5.2 Training and Evaluation Criteria

After preprocessing the dataset, training deep ALSTM model with suitable parameters is vitally important for model performance. We divided the dataset into three parts, where 60% of it were used for training, 20% of it were used for
Fig. 3. Hybrid network architecture convolutional neural network augmented with attention-based dep bidirectional LSTM. Blue rectangles represent forward LSTM units, and green rectangles represent backward LSTM units. Attention mechanism is in place. BN denotes for batch normalization. The input and feature space are accelerometer signals.

validation, and the remaining 20% were used for testing. We set the mini-batches with size 128 for training and use Adam optimizer. We attempted different layers with different numbers of hidden states. The length of the training sequence is initially set at 24, which can be larger when more layered are set. As the input sequence dimension is not large, the maximum depth of layers is set as 4 to avoid model overfitting. After the deep convolutional augmented ABLSTM model has been trained, we can apply it to predict the emotion of testing accelerometer data. The emotion recognition is evaluated based on accuracy. The comparison of this hybrid network with separate network is carried out to evaluate its performance.
Table 1. Behavior types and corresponding emotions in data collection

| Behaviors ID | Behaviors                          | Emotions  |
|--------------|------------------------------------|-----------|
| 1            | Walk fast and relatively jerky     | Angry     |
| 2            | Walk slowly and smaller            | Sad       |
| 3            | Short movement                     | Anxiety   |
| 4            | Up and down                        | Exciting  |
| 5            | Arms stretched out to the front    | Joy       |

5.3 Experimental Results

We have trained different deep models using 3D accelerometer data, shape and contrast features. Table 2 shows the comparison of several different layers of Deep LSTM (DLSTM) models and the corresponding bidirectional model (DBLSTM) with and without attention mechanism. Attention-based LSTM (ALSTM) and its bidirectional variant (ABLSTM) models perform better than those without attention mechanism. We can see that the accuracy of ABLSTM (accuracy = 96.1%) is higher than that of DBLSTM (accuracy = 95.2%). This indicates that time series human’s behavior data can be well decoded for emotion recognition, that’s because different segments of human’s time series data can expressing different weights for emotion decoding. Furthermore, as proved in our previous work, deeper models like ADBLSTM-3L, ADBLSTM-4L also exhibit the better performance than ALSTM and ABLSTM. However, it does not mean that the deeper the better for all in practice. Some works [23] have shown that the maximum number of layers is 8 in neural machine translation. Here, we find that when the layers are set to 4, the best performance is achieved, and the average accuracy in validation and testing can be obtained at 97.3%. As the attention is added to the top layer, there are more computation required on model training. However, we find that the loss of mini-batch of training dataset decrease faster yet with higher accuracy than those without attention operation at the same training iterations.

We also evaluated accuracy for five emotion categories using the ADBLSTM-4L, and the results are given in Fig. 4. We can see that the emotion “exciting” shows the highest accuracy, that is because the people’s behaviors go up and down repeatedly, which is apparently different from other walking behaviors. Emotion “anxiety” has the lowest accuracy, which means that short movements do not always indicate anxious feelings. In addition, we also divide these five emotions into two large categories of positive and negative. Figure 5 shows the emotion recognition performance in this two coarse categories using the same model. Positive emotions (accuracy = 96.8%) outperform negative emotions (accuracy = 92.6%), suggesting that the two positive emotions such as joy and excitement are easier to recognize from behaviors, while the three negative emotions such as sad, anxiety, and angry are more difficult to recognize. The above results should also depend on the cultural milieu of the person and groups.
**Table 2.** Comparison of different deep recurrent neural network models

| Models      | Validation | Testing |
|-------------|------------|---------|
| LSTM        | 94.6%      | 94.9%   |
| BLSTM       | 95.2%      | 95.7%   |
| DBLSTM-3L   | 95.4%      | 97.0%   |
| DBLSTM-4L   | 96.7%      | 97.1%   |
| ALSTM       | 95.7%      | 95.2%   |
| ABLSTM      | 96.1%      | 96.7%   |
| ADBLSTM-3L  | 96.8%      | 97.6%   |
| ADBLSTM-4L  | 97.2%      | 97.4%   |

![Fig. 4. Comparison of five emotion categories recognition performance]

To evaluate the hybrid network performance, we compare it with separate network. Three stacked temporal convolutional blocks was used in the experiment. The convolution kernel was initialized following the initialization proposed by [15]. The learning rate was reduced by a specific factor of every 100 epochs of no improvement in the validation score, until the final learning rate was reached. The comparison results are given in Table 3. We can see that the convolutional network contributes the time series data, and convolutional model augmented with ADBLSTM outperforms the existing state-of-the-art models for emotion recognition. The model CNN-ADBLSTM-4L achieved the highest accuracy in validation and testing dataset.
Fig. 5. Two coarse emotion categories recognition performance

Table 3. Comparison of convolutional augmented with attention-based bidirectional LSTM with separate network

| Models            | Validation | Testing |
|-------------------|------------|---------|
| CNN               | 95.9%      | 94.7%   |
| ABLSTM            | 96.1%      | 96.7%   |
| CNN-ABLSTM        | 96.1%      | 96.4%   |
| ADBLSTM-3L        | 96.8%      | 97.6%   |
| CNN-ADBLSTM-3L    | 97.3%      | 97.4%   |
| ADBLSTM-4L        | 97.2%      | 97.4%   |
| CNN-ADBLSTM-4L    | 97.3%      | 97.6%   |

6 Conclusion

In this paper we introduced an innovative deep learning model for modeling human behaviors and emotions. Using data from IoT devices and recent advances in technology, human posture, gesture, and movement behaviors can be captured by sensors, and be analyzed as well as modeled by deep neural networks. Considering the interaction and correlation of human behaviors and emotions, we introduced a methodology that makes use of the deep convolutional neural network and the attention-based bidirectional LSTM networks to build hybrid network architecture. The bidirectional LSTM is deployed in the bottom layer and an attention-based mechanism is added to focus on important information. This sophisticated design is able to facilitate deep model training. The convolutional blocks can make usage of visual information. Both convolutional and recurrent network outputs are concatenate and used for emotion recognition from time series human behaviors. The experimental results show that the proposed method is able to obtain good emotion recognition performance. Furthermore, this method should scale well for modeling various behaviors and emotions through multiple sensors.
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