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Abstract

Motivated by the need of processing functional-valued data, or more general, operator-valued data, we introduce the notion of the operator reproducing kernel Hilbert space (ORKHS). This space admits a unique operator reproducing kernel which reproduces a family of continuous linear operators on the space. The theory of ORKHSs and the associated operator reproducing kernels are established. A special class of ORKHSs, known as the perfect ORKHSs, are studied, which reproduce the family of the standard point-evaluation operators and at the same time another different family of continuous linear operators. The perfect ORKHSs are characterized in terms of features, especially for those with respect to integral operators. In particular, several specific examples of the perfect ORKHSs are presented. We apply the theory of ORKHSs to sampling and regularized learning, where operator-valued data are considered. Specifically, a general complete reconstruction formula from linear operators values is established in the framework of ORKHSs. The average sampling and the reconstruction of vector-valued functions are considered in specific ORKHSs. We also investigate in the ORKHSs setting the regularized learning schemes, which learn a target element from operator-valued data. The desired representer theorems of the learning problems are established to demonstrate the key roles played by the ORKHSs and the operator reproducing kernels in machine learning from operator-valued data. We finally point out that the continuity of linear operators, used to obtain the operator-valued data, on an ORKHS is necessary for the stability of the numerical reconstruction algorithm using the resulting data.
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1 Introduction

The main purpose of this paper is to introduce the notion of the operator reproducing kernel Hilbert space and discuss the essential ideas behind such spaces along with their applications to sampling and machine learning. The introduction of such a notion is motivated by the need of processing various data (not necessarily the point-evaluations of a function) emerging in practical applications.

Many scientific problems come down to understanding a function from a finite set of its sampled data. Commonly used sampled data of a function to be constructed are its function values. Throughout out this paper, we reserve the term “function value” for the evaluation of a function at a point in its domain. We call such data the point-evaluation data of the function. The stability of the sampling process requires that the point-evaluation functionals must be continuous. This leads to the notion of reproducing kernel Hilbert spaces (RKHSs) which has become commonly used spaces for processing point-evaluation data. There is a bijective correspondence between a
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RKHS and its reproducing kernel \([35]\). Moreover, reproducing kernels are used to measure the similarity between elements in an input space. In machine learning, many effective schemes based upon reproducing kernels were developed and proved to be useful \([18, 45, 48, 49, 55]\). The theory of vector-valued RKHSs \([43]\) received considerable attention in multi-task learning which concerns estimating a vector-valued function from its function values. In the framework of vector-valued RKHSs, kernel methods were proposed to learn multiple related tasks simultaneously, \([23, 38]\).

Recently, to learn a function in a Banach space which has more geometric structures than a Hilbert space, the notion of reproducing kernel Banach spaces (RKBSs) was introduced in \([61]\) and further developed in \([50, 56, 62, 63]\). The celebrated Shannon sampling formula can be regarded as an orthonormal expansion of a function in the Paley-Wiener space, which is a typical RKHS. Motivated by this fact, many general sampling theorems were established in RKHSs through frames or Riesz bases composed by reproducing kernels, \([27, 28, 29, 34, 41]\).

There are many practical occasions where point-evaluation data are not readily available. Sampling is to convert an analog signal into a sequence of numbers, which can then be processed digitally on a computer. These numbers are expected to be the values of the original signal at points in the domain of the signal. However, in most physical circumstances, one cannot measure the value \(f(x)\) of a signal \(f\) at the location \(x\) exactly, due to the non-ideal acquisition device at the sampling location. A more suitable form of the sampled data should be the weighted-average value of \(f\) in the neighborhood of the location \(x\). The average functions may reflect the characteristic of the sampling devices. Such a sampling process is called an average sampling process \([1, 52]\).

In signal analysis, sometimes what is known is the frequency information of a signal. These data, represented mathematically by the Fourier transform or wavelet transform, are clearly not the function values. Another example of non-point-evaluation sampled data concerns EXAFS (extended x-ray absorption fine structure) spectroscopy, which is a useful atomic-scale probe for studying the environment of an atomic species in a chemical system. One key problem in EXAFS is to obtain the atomic radial distribution function, which describes how density varies as a function of the distance from a reference particle to the points in the space. The measured quantity used to reconstruct the atomic radial distribution function is the x-ray absorption coefficient as a function of the wave vector modulus for the photoelectron. Theoretically, these observed information is determined by an integral of the product of the atomic radial distribution function and functions reflecting the characteristics of the sample and the physics of the electron scattering process \([16, 37]\).

In the areas of machine learning and functional data analysis, we are required to process measured information rather than function values such as curves, surfaces and other geometric shapes \([46]\). All above mentioned non-point-evaluation sampled data can be formulated mathematically as linear functional values or linear operator values of a function. The term “functional value” is reserved in this paper for the value of a functional applied to a function in its domain. Function values are a special case of functional values when the linear functional is the point-evaluation functional. Likewise, we also reserve the term “operator value” for the value of an operator at a function in its domain. Large amount of such sampled data motivate us to consider constructing a function from its linear functional values or its linear operator values other than its function values.

There is considerable amount of work on processing non-point-evaluation sampled data in the literature. The reconstruction of a function in the band-limited space, the finitely generated shift-invariant spaces and more generally the spaces of signals with finite rate of innovation from its local average values were investigated, respectively, in \([26, 53]\), \([1, 9]\) and \([52]\). Sampling and reconstruction of vector-valued functions were considered in \([7]\), where the sampled data were defined as the inner product of the function values and some given vectors. It is clear that these sampled data can also be treated as the linear functional values of the vector-valued function. A number of alternative estimators were introduced for the functional linear regression based upon the functional principal component analysis \([11, 46, 57]\) or a regularization method.
Optimal approximation of a function $f$ from a general RKHS by algorithms using only its finitely many linear functional values was widely studied in the area of information-based complexity [42, 54]. In machine learning, regularized learning schemes were proposed for functional-valued data. For example, learning a function from local average integration functional values was investigated in [55] in the framework of the supported vector machine. Regularized learning from general linear functional values in Banach spaces was considered in [37]. Regularized learning in the context of RKBSs was studied in [61, 62] from both function-valued data and functional-valued data.

Reconstructing a function in a usual RKHS (where only the point-evaluation functionals are continuous) from its non-point-evaluation data is not appropriate in general since the non-point-evaluation functionals used in the processing may not be continuous in the underlying RKHS. When constructing a function from its linear functional values, the sampled data are generally obtained with noise. To reduce the effects of the noise, we require that the sampling process must be stable. Clearly, a usual RKHS that enjoys only the continuity of point-evaluation functionals is not a suitable candidate for processing a class of non-point-evaluation functionals. This demands the availability of a Hilbert space where the specific non-point-evaluation functionals used in the processing are continuous. Such spaces are presently not available in the literature. Therefore, it is desirable to construct a Hilbert space where a specific class of linear functionals or linear operators on it are continuous.

The goal of this paper is to study the operator reproducing kernel Hilbert space. We shall introduce the notion of the operator reproducing kernel Hilbert space by reviewing examples of data forms available in applications. Such a space ensures the continuity of a family of prescribed linear operators on it. An operator reproducing kernel Hilbert space is expected to admit a reproducing kernel, which reproduces the linear operators defining the space. We shall show that every operator reproducing kernel Hilbert space is isometrically isomorphic to a usual vector-valued RKHS. Although this does not mean that the study of operator reproducing kernel Hilbert spaces can be trivially reduced to that of vector-valued RKHSs, several important results about vector-valued RKHSs can be transferred to operator reproducing kernel Hilbert spaces by the isometric isomorphism procedure. In the literature, the average sampling problem was usually investigated in spaces which are typical RKHSs. We shall point out that these spaces are in fact special operator reproducing kernel Hilbert spaces. We shall call such a space a \textit{perfect} operator reproducing kernel Hilbert space, since it admits two different families of continuous linear operators, among which one is the set of the standard point-evaluation operators. The perfect operator reproducing kernel Hilbert spaces, especially the ones with respect to integral operators, bring us special interest. The existing results about average sampling are special cases of the sampling theorem which we establish in the operator reproducing kernel Hilbert space setting, with additional information on the continuity of the used integral functionals on the space. In machine learning, learning a function from its functional values was also considered in RKHSs or RKBSs. In the framework of the new spaces, we study the regularized learning schemes for learning an element from non-point-evaluation operator values. By establishing the representer theorem, we shall show that the operator reproducing kernel Hilbert spaces are more suitable for learning from non-point-evaluation operator values than the usual RKHSs which are used in the existing literature. The theoretic results and specific examples in this paper all demonstrate that operator reproducing kernel Hilbert spaces provide a right framework for constructing an element from its non-point-evaluation continuous linear functional or operator values.

This paper is organized in nine sections. We review in section 2 several non-point-evaluation data often used in practical applications. Motivated by processing such forms of data, we introduce the notion of the operator reproducing kernel Hilbert space in section 3. We also identify an operator reproducing kernel with each operator reproducing kernel Hilbert space and reveal the relation between the new type of spaces and the usual vector-valued RKHSs. In section 4, we
characterize the perfect operator reproducing kernel Hilbert spaces and the corresponding operator reproducing kernels and study the universality of these kernels. Motivated by the local averages of functions, we investigate in section 5 the perfect operator reproducing kernel Hilbert space with respect to a family of integral operators and present two specific examples. Based upon the framework of operator reproducing kernel Hilbert spaces, we establish a general reconstruction formula of an element from its operator values in section 6 and develop the regularized learning algorithm for learning from non-point-evaluation operator values in section 7. In section 8, we comment on stability of a numerical reconstruction algorithm using operator values in an operator reproducing kernel Hilbert space. Finally, we draw a conclusion in section 9.

2 Non-Point-Evaluation Data

Point-evaluation function values are often used to construct a function in the classical RKHS setting. We encounter in both theoretical analysis and practical applications huge amount of data which are not point-evaluation function values such as integral values of lines and surfaces, geometric objects, and operator values. The purpose of this section is to review several such forms of data, which serve as motivation of introducing the notion of operator reproducing kernel Hilbert space.

Classical methods to construct a function are based on its finite samples. The finite empirical data of a function \( f \) from points in its domain \( \mathcal{X} \) to \( \mathbb{R} \) or \( \mathbb{C} \) are usually taken as the values of \( f \) on the finite set \( \{ x_j : j \in \mathbb{N}_m \} \subseteq \mathcal{X} \), where \( \mathbb{N}_m := \{1, 2, \ldots, m\} \). We call them the point-evaluation data. Various approaches were developed for processing the point-evaluation data in the literature. The classical RKHS is the function space suitable for the point-evaluation data. However, because of a variety of reasons, the available data in practical applications are not always in the form of point evaluations. We shall call data that are not point-evaluation function values the non-point-evaluation data.

The first type of non-point-evaluation data concerns the functional-valued data. In most physical circumstances, although the values of a function \( f \) are expected to be sampled and processed on computers, one can not measure the value \( f(x) \) at the location \( x \) exactly because of the non-ideal acquisition device \([1, 52]\). Instead of the function values at the sample points, one obtains the finite local average values of \( f \) in the neighborhood of the sample points. Specifically, we suppose that \( \{ x_j : j \in \mathbb{N}_m \} \) is a finite set of \( \mathbb{R} \) and \( \{ u_j : j \in \mathbb{N}_m \} \) is a set of nonnegative functions on \( \mathbb{R} \), where for each \( j \in \mathbb{N}_m \), the function \( u_j \) supports in a neighborhood of \( x_j \). The sampled data have the form \( \{ L_j(f) : j \in \mathbb{N}_m \} \), where for each \( j \in \mathbb{N}_m \), \( L_j \) is defined by

\[
L_j(f) := \int_{\mathbb{R}} f(x)u_j(x)dx,
\]

which can be viewed as a functional of \( f \). We note that when the support of \( u_j \) is small, the functional value \( L_j(f) \) can be treated as an approximation of the point-evaluation function value of \( f \) at the location \( x_j \).

There are other practical occasions, where the available information is not point-evaluation data or the local-average-valued data. The frequency information of a signal are such non-point-evaluation data. Specifically, suppose that \( f \) is a \( 2\pi \)-periodic signal. The Fourier coefficients of \( f \) are defined by

\[
c_j(f) := \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} f(x)e^{-ijx}dx, \quad j \in \mathbb{Z}.
\]

These coefficients, taken as the functional-valued data, contain the information of the signal in the frequency domain. Such sampled data are usually used to recover the signal in the time domain.
Another example concerns the x-ray absorption coefficients of an atomic radial distribution function in EXAFS spectroscopy \cite{16,37}. Within the EXAFS theory accepted generally, the x-ray absorption coefficient of the atomic radial distribution function $f$ is described by

$$
\chi(\kappa) := \int_a^b G(\kappa, r) f(r) dr,
$$

where $G$ is the kernel defined by

$$
G(\kappa, r) := 4\pi \rho(\kappa) e^{-\frac{2r}{\chi_{\text{MFP}}}} \sin(2\kappa r + \psi(\kappa)).
$$

Here, the constant $\rho$ and the functions $\lambda, \phi, \psi$ are used to describe physical parameters of the Radon transform. Specifically, $\rho$ is the sample density, $\lambda$ is the mean-free-path of the photo-electron, $\phi$ is the scattering amplitude of the electron scattering process and $\psi$ is the phase-shifts of the electron scattering process. To determine the atomic radial distribution function $f$, measurements are made giving values $\chi(\kappa_j), j \in \mathbb{N}_m$. There were many methods developed in the literature to learn the atomic radial distribution function from such sampled data. It is clear that for each $\kappa$, the quantity $\chi(\kappa)$ can be viewed as a functional value of the atomic radial distribution function $f$.

The sampled data emerge in the cases discussed above are not the point-evaluation data but the functional-valued ones. This will motivate us to consider estimating the target function $f$ from the finite information \{ $L_j(f) : j \in \mathbb{N}_m$ \}, where $L_j, j \in \mathbb{N}_m$, are linear functionals of $f$.

Operator-valued data often appear in applications. In machine learning, multiple related learning tasks need to be learned simultaneously. For example, multi-modal human computer interface requires modeling of both speech and vision. This can improve performance relative to learning each task independently, which can not capture the relations between these tasks. Empirical studies have shown the benefits of such multi-task learning \cite{8,13,23}. This leads us to learning functions taking their range in a finite-dimensional Euclidean space $\mathbb{C}^n$, or more generally, a Hilbert space $\mathcal{Y}$. In this case, the measured information to be processed is the finite function values $f(x_j), j \in \mathbb{N}_m$, on a discrete set in the domain. However, they are vectors in a Hilbert space $\mathcal{Y}$ rather than scalars in $\mathbb{C}$. The functional data, considered in the area of functional data analysis, consist of functions. Examples of this type range from the shapes of bones excavated by archaeologists, to economic data collected over many years, to the path traced out by a jugglers finger \cite{36}. In these occasions, the known information can be seen as the operator-valued data. This will lead us to a study of estimating a function $f$ from finite sampled data \{ $L_j(f) : j \in \mathbb{N}_m$ \}, where $L_j, j \in \mathbb{N}_m$, are linear operators of $f$, taking values in a Hilbert space $\mathcal{Y}$.

Finally, we describe types of data used in sampling. Motivated by the average sampling, one may consider reconstruction of a function $f$ from functional-valued data \{ $L_j(f) : j \in \mathcal{J}$ \}, where $\mathcal{J}$ is an index set and $L_j, j \in \mathcal{J}$, is a sequence of linear functionals of $f$. For vector-valued functions, there are two types of data used in the reconstruction formula. One concerns the point-evaluation data \{ $f(x_j) : j \in \mathcal{J}$ \}. Another one consists linear combinations of the components of each point-evaluation data $f(x_j)$. Following \cite{7}, we shall consider reconstructing a function $f$ from the finite sampled data, defined as the inner product

$$
\langle L_j(f), \xi_j \rangle_{\mathcal{Y}}, \ j \in \mathcal{J},
$$

where $\mathcal{J}$ is an index set, $L_j, j \in \mathcal{J}$, are linear operators of $f$ taking values in a Hilbert space $\mathcal{Y}$ and \{ $\xi_j : j \in \mathcal{J}$ \} is a subset in $\mathcal{Y}$. In fact, we shall only consider the sampling and the reconstruction problem with respect to the functional values. This is because if we introduce a family of functionals $\tilde{L}_j, j \in \mathcal{J}$, as

$$
\tilde{L}_j(f) = \langle L_j(f), \xi_j \rangle_{\mathcal{Y}}, \ j \in \mathcal{J},
$$
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the sampling problem with respect to the operator values can also be taken as reconstructing an element \( f \) from its functional values \( \tilde{L}_j(f), j \in \mathcal{J} \).

It is known that RKHSs are ideal spaces for processing the point-evaluation data. However, these spaces are no longer suitable for processing non-point-evaluation data. Hence, it is desirable to introduce spaces suitable for processing non-point-evaluation data. This is the focus of this paper.

3 The Notion of the Operator Reproducing Kernel Hilbert Space

We introduce in this section the notion of the operator reproducing kernel Hilbert space. We identify the classical scalar-valued and vector-valued RKHSs as its special examples. We also present nontrivial examples of operator reproducing kernel Hilbert spaces with respect to integral operators. In a way similar to RKHSs, each operator reproducing kernel Hilbert space has exactly one operator reproducing kernel to reproduce the operator values of elements in the space. Based upon the isometric isomorphism between an operator reproducing kernel Hilbert space and a vector-valued RKHS, we characterize an operator reproducing kernel by its features.

Let \( \mathcal{H} \) denote a Hilbert space with inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) and norm \( \| \cdot \|_{\mathcal{H}} := \langle \cdot, \cdot \rangle_{\mathcal{H}}^{1/2} \). For a Hilbert space \( \mathcal{Y} \) and a family \( \mathcal{L} \) of linear operators from \( \mathcal{H} \) to \( \mathcal{Y} \), we say that the norm of \( \mathcal{H} \) is compatible with \( \mathcal{L} \) if for each \( f \in \mathcal{H} \), \( L(f) = 0 \) for all \( L \in \mathcal{L} \) if and only if \( \| f \|_{\mathcal{H}} = 0 \).

**Definition 3.1.** Let \( \mathcal{H} \) be a Hilbert space and \( \mathcal{L} \) a family of linear operators from \( \mathcal{H} \) to a Hilbert space \( \mathcal{Y} \). Space \( \mathcal{H} \) is called an operator reproducing kernel Hilbert space with respect to \( \mathcal{L} \) if the norm of \( \mathcal{H} \) is compatible with \( \mathcal{L} \) and each linear operator in \( \mathcal{L} \) is continuous on \( \mathcal{H} \).

In this paper, we shall use the abbreviation ORKHS to represent an operator reproducing kernel Hilbert space. We remark that unlike the typical RKHS, ORKHS is not always composed of functions, but general vectors. We shall see that an ORKHS is associated with a kernel which reproduces the linear operators in \( \mathcal{L} \). It is convenient to associate the family \( \mathcal{L} \) of linear operators with an index set \( \Lambda \), mainly, \( \mathcal{L} := \{ L_\alpha : \alpha \in \Lambda \} \).

In the scalar case when \( \mathcal{Y} = \mathbb{C} \), where \( \mathbb{C} \) denotes the set of complex numbers, if a Hilbert space \( \mathcal{H} \) and a family \( \mathcal{F} \) of linear functionals on \( \mathcal{H} \) satisfy Definition 3.1, we shall call \( \mathcal{H} \) a functional reproducing kernel Hilbert space with respect to \( \mathcal{F} \). We shall use the abbreviation FRKHS to represent a functional reproducing kernel Hilbert space. We remark that for any Hilbert space \( \mathcal{H} \) there always exists a family \( \mathcal{F} \) of linear functionals such that \( \mathcal{H} \) becomes an FRKHS with respect to \( \mathcal{F} \). In fact, we can choose the family \( \mathcal{F} \) of linear functionals as the set of all the continuous linear functionals on \( \mathcal{H} \). That is, \( \mathcal{F} = \mathcal{H}^* \), the dual space of \( \mathcal{H} \). Since \( \mathcal{H}^* \) is isometrically anti-isomorphic to \( \mathcal{H} \), we can easily obtain that the norm of \( \mathcal{H} \) is compatible with \( \mathcal{F} \) and then \( \mathcal{H} \) is an FRKHS with respect to \( \mathcal{F} \). Although any Hilbert space is an FRKHS with respect to some family of linear functionals, we are interested in finding an FRKHS with respect to a specifically given family of linear functionals. This is nontrivial and useful in practical applications.

We begin with presenting several specific examples of ORKHSs and demonstrating that the notion of ORKHSs is not a trivial extension, but a useful development of the concept of RKHSs. Two typical RKHSs are special examples of ORKHSs. Suppose that \( \mathcal{X} \) is a set and \( \mathcal{Y} \) is a Hilbert space. The space \( \mathcal{H} \) is chosen as a Hilbert space of functions from \( \mathcal{X} \) to \( \mathcal{Y} \) and the family \( \mathcal{L} \) of linear operators from \( \mathcal{H} \) to \( \mathcal{Y} \) is chosen as the set of the point-evaluation operators defined by \( L_x(f) := f(x), x \in \mathcal{X} \). Then it is clear that the norm of \( f \in \mathcal{H} \) vanishes if and only if \( f \), as a function, vanishes everywhere on \( \mathcal{X} \), which indicates that the norm of \( \mathcal{H} \) is compatible with \( \mathcal{L} \). If each point-evaluation operator in \( \mathcal{L} \) is continuous on \( \mathcal{H} \), the corresponding ORKHS \( \mathcal{H} \) reduces to the vector-valued RKHS. In the special case when \( \mathcal{Y} = \mathbb{C} \), we choose \( \mathcal{H} \) as a Hilbert space of functions on a set \( \mathcal{X} \) and family \( \mathcal{F} \) of linear functionals as the collection of the point-evaluation functionals, the corresponding FRKHS \( \mathcal{H} \) also reduces to the classical scalar-valued RKHS.
We are particularly interested in ORKHSs with respect to a family of linear operators not restricted to point-evaluation operators. The next three examples concerning integral operators show that the notion of ORKHSs is a useful development of the concept of classical RKHSs.

To this end, we recall the Bochner integral of a vector-valued function [21]. Let \( (X, M, \mu) \) be a measure space and \( Y \) a Hilbert space. To define the integral of a function from \( X \) to \( Y \) with respect to \( \mu \), we first introduce the integral of a simple function with the form \( f := \sum_{j \in \mathbb{N}_n} \mathbf{1}_{E_j} \xi_j \), where \( \xi_j, j \in \mathbb{N}_n \), are distinct elements of \( Y \), \( E_j, j \in \mathbb{N}_n \), are pairwise disjoint measurable sets and \( \mathbf{1}_{E_j} \) denotes the characteristic function of \( E_j \). If \( \mu(E_j) \) is finite whenever \( \xi_j \neq 0 \), the integral of \( f \) on a measurable set \( E \) is defined by

\[
\int_E f(x) d\mu(x) := \sum_{j \in \mathbb{N}_n} \mu(E_j \cap E) \xi_j.
\]

A function \( f : X \to Y \) is called measurable if there exists a sequence of simple functions \( f_n : X \to Y \) such that

\[
\lim_{n \to \infty} \| f_n(x) - f(x) \|_Y = 0, \text{ almost everywhere with respect to } \mu \text{ on } X.
\]

A measurable function \( f : X \to Y \) is called Bochner integrable if there exists a sequence of simple functions \( f_n : X \to Y \) such that

\[
\lim_{n \to \infty} \int_X \| f_n(x) - f(x) \|_Y d\mu(x) = 0.
\]

One can get by the above equation for any measurable set \( E \) that the sequence \( \int_E f_n(x) d\mu(x) \) is a Cauchy sequence in \( Y \). This together with the completeness of \( Y \) allows us to define the integral of \( f \) on \( E \) by

\[
\int_E f(x) d\mu(x) := \lim_{n \to \infty} \int_E f_n(x) d\mu(x).
\]

It is known that a measurable function \( f : X \to Y \) is Bochner integrable if and only if there holds

\[
\int_X \| f(x) \|_Y d\mu(x) < +\infty.
\]

It follows that

\[
\left| \int_X \langle \xi, f(x) \rangle_Y d\mu(x) \right| \leq \| \xi \|_Y \int_X \| f(x) \|_Y d\mu(x), \text{ for any } \xi \in Y,
\]

yielding that the functional \( \int_X \langle \cdot, f(x) \rangle_Y d\mu(x) \) is continuous on \( Y \). Consequently, we can comprehend the integral \( \int_X f(x) d\mu(x) \) as an element of \( Y \) satisfying

\[
\left\langle \xi, \int_X f(x) d\mu(x) \right\rangle_Y = \int_X \langle \xi, f(x) \rangle_Y d\mu(x), \text{ for any } \xi \in Y.
\]

For \( 1 \leq p < +\infty \), we denote by \( L^p(X, Y, \mu) \) the space of all the measurable functions \( f : X \to Y \) such that

\[
\| f \|_{L^p(X, Y, \mu)} := \left( \int_X \| f(x) \|_Y^p d\mu(x) \right)^{1/p} < +\infty.
\]

In the case that \( \mu \) is the Lebesgue measure on \( \mathbb{R}^d \) and \( X \) is a measurable set of \( \mathbb{R}^d \), \( L^p(X, Y, \mu) \) will be abbreviated as \( L^p(X, Y) \). Moreover, if \( Y = \mathbb{C} \), we also abbreviate \( L^p(X, Y, \mu) \) as \( L^p(X, \mathbb{C}) \). Our interest in integral operators is motivated by a practical scenario that the point-evaluation function values can not be measured exactly in practice due to inevitable measurement errors.
Proposition 3.2. If the family of functions \( \{ u_\alpha : \alpha \in \Lambda \} \) leads to two ORKHSs which may be potentially important in practical applications. The first one is motivated by reconstructing a signal from its frequency components, which is one of the main themes in signal analysis. Fourier analysis has been proved to be an efficient approach for providing global energy-frequency distributions of signals. Because of its prowess and simplicity, Fourier analysis is considered as
a popular tool in signal analysis and other areas of applications. In this example, we restrict ourselves to the case of periodic functions on \( \mathbb{R} \), where the frequency information of such a signal is represented by its Fourier coefficients. Specifically, we consider the Hilbert space \( L^2([0, 2\pi]) \). Set \( \Lambda := \mathbb{Z} \) and choose the functions \( u_j, j \in \Lambda \), as the Fourier basis functions. That is,

\[
u_j := \frac{1}{\sqrt{2\pi}} e^{ij(\cdot)}, \quad j \in \Lambda.
\]

Associated with these functions, we introduce a family of linear functionals on \( L^2([0, 2\pi]) \) as

\[
L_j(f) := \int_0^{2\pi} f(x)\overline{u_j(x)}dx, \quad f \in L^2([0, 2\pi]), \quad j \in \Lambda,
\]

and set \( \mathcal{L} := \{L_j : j \in \Lambda\} \). It follows from Proposition 3.2 and the density of the Fourier basis functions that the space \( L^2([0, 2\pi]) \) is an FRKHS with respect to \( \mathcal{L} \).

Wavelet analysis is an important mathematical tool in various applications, such as signal processing, communication and numerical analysis. Various wavelet functions have been constructed for practical purpose in the literature [11, 19, 33, 36, 39]. Particularly, wavelet analysis provides an alternative representation of signals. The wavelet transform contains the complete information of a signal in both time and frequency domains at the same time. Our next example comes from the problem of recovering a signal from finite wavelet coefficients, which can be seen as the linear functional values of the signal. Suppose that \( \psi \in L^2(\mathbb{R}^d) \) is a wavelet function such that the sequence \( \psi_{j,k}, j \in \mathbb{Z}, k \in \mathbb{Z}^d \), defined by

\[
\psi_{j,k}(x) := 2^{jd/2}\psi(2^j x - k), \quad x \in \mathbb{R}^d, \quad j \in \mathbb{Z}, k \in \mathbb{Z}^d,
\]

constitutes an orthonormal basis for \( L^2(\mathbb{R}^d) \). We consider the space \( L^2(\mathbb{R}^d) \). To introduce a family of linear functionals, we let \( \Lambda := \mathbb{Z} \times \mathbb{Z}^d \) and for each \((j, k) \in \Lambda\) set \( u_{(j,k)} := \psi_{j,k} \). Accordingly, the linear functionals are defined by

\[
L_{(j,k)}(f) := \int_{\mathbb{R}^d} f(x)\overline{u_{(j,k)}(x)}dx, \quad f \in L^2(\mathbb{R}^d), \quad (j, k) \in \Lambda.
\]

By Proposition 3.2 we obtain directly that the space \( L^2(\mathbb{R}^d) \) is an FRKHS with respect to the family \( \mathcal{L} := \{L_{(j,k)} : (j, k) \in \Lambda\} \) of continuous linear functionals.

As a third concrete example of ORHKs with respect to integral operators, we consider the Paley-Wiener space of functions from \( \mathbb{R}^d \) to \( \mathbb{C}^n \). For a set of positive numbers \( \Delta := \{\delta_j : j \in \mathbb{N}_d\} \), we denote by \( \mathcal{B}_\Delta(\mathbb{R}^d, \mathbb{C}^n) \) the closed subspaces of functions in \( L^2(\mathbb{R}^d, \mathbb{C}^n) \) which are bandlimited to the region

\[
I_\Delta := \prod_{j \in \mathbb{N}_d} [-\delta_j, \delta_j].
\]

That is,

\[
\mathcal{B}_\Delta(\mathbb{R}^d, \mathbb{C}^n) := \left\{ f \in L^2(\mathbb{R}^d, \mathbb{C}^n) : \text{supp} \hat{f} \subseteq I_\Delta \right\},
\]

with the inner product

\[
(f, g)_{\mathcal{B}_\Delta(\mathbb{R}^d, \mathbb{C}^n)} := \sum_{j \in \mathbb{N}_n} \langle f_j, g_j \rangle_{L^2(\mathbb{R}^d)}.
\]

Here, we define the Fourier transform \( \hat{h} \) and the inverse Fourier transform \( \check{h} \) of \( h \in L^1(\mathbb{R}^d, \mathbb{C}^n) \), respectively, by

\[
\hat{h}(\omega) := \int_{\mathbb{R}^d} h(t)e^{-i(t, \omega)}dt, \quad \omega \in \mathbb{R}^d,
\]

and

\[
\check{h}(\cdot, \omega) := \int_{\mathbb{R}^d} h(t)e^{i(t, \omega)}dt, \quad \omega \in \mathbb{R}^d,
\]
and
\[ \hat{h}(\omega) := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} h(t) e^{i(t,\omega)} dt, \quad \omega \in \mathbb{R}^d, \]
with \((\cdot, \cdot)\) being the standard inner product on \(\mathbb{R}^d\). By standard approximation process, the Fourier transform and its inverse can be extended to the functions in \(L^2(\mathbb{R}^d, \mathbb{C}^n)\). It is well-known that the space \(B_\Delta(\mathbb{R}^d, \mathbb{C}^n)\) is a vector-valued RKHS. In other words, it is an ORKHS with respect to the family of the point-evaluation operators. We shall show that it is also an ORKHS with respect to a family of the integral evaluation operators to be defined next. Specifically, we suppose that \(u \in L^2(\mathbb{R}^d)\) satisfies the property that \(\hat{u}(\omega) \neq 0\), a.e. \(\omega \in I_\Delta\). For each \(x \in \mathbb{R}^d\), we set \(u_x := u(\cdot - x)\) and introduce the operator
\[ L_x(f) := \int_{\mathbb{R}^d} f(t) \overline{u_x(t)} dt \tag{3.4} \]
and define \(L := \{L_x : x \in \Lambda\}\), with \(\Lambda := \mathbb{R}^d\). We first show that the norm of \(B_\Delta(\mathbb{R}^d, \mathbb{C}^n)\) is compatible with \(L\). It suffices to verify for each \(f \in B_\Delta(\mathbb{R}^d, \mathbb{C}^n)\) that if \(L_x(f) = 0\) for all \(x \in \mathbb{R}^d\), then \(\|f\|_{L^2(\mathbb{R}^d, \mathbb{C}^n)} = 0\). By the Plancherel identity we have for any \(x \in \mathbb{R}^d\) and any \(\xi \in \mathbb{C}^n\) that
\[ \langle L_x(f), \xi \rangle_{\mathbb{C}^n} = \int_{\mathbb{R}^d} \langle f(t), \xi \rangle_{\mathbb{C}^n} \overline{u_x(t)} dt = \int_{I_\Delta} \sum_{j \in \mathbb{N}_n} \overline{\xi_j} f(j)(\omega) \overline{\hat{u}(\omega)} e^{i(x, \omega)} d\omega. \]
The density \(\overline{\mathfrak{var}}\{e^{i(x, \cdot)} : x \in \mathbb{R}^d\} = L^2(I_\Delta)\) ensures that the condition \(L_x(f) = 0\) for all \(x \in \mathbb{R}^d\) is equivalent to that
\[ \sum_{j \in \mathbb{N}_n} \overline{\xi}_j \overline{f}_j(\omega) \overline{\hat{u}(\omega)} = 0, \text{ a.e. } \omega \in I_\Delta, \text{ for all } \xi \in \mathbb{C}^n. \tag{3.5} \]
By the fact that \(\hat{u}(\omega) \neq 0\), a.e. \(\omega \in I_\Delta\), (3.5) holds if and only if \(\|f\|_{L^2(\mathbb{R}^d)} = 0\), which is equivalent to \(\|f\|_{L^2(\mathbb{R}^d)} = 0\). Thus, we have proved that the norm of \(B_\Delta(\mathbb{R}^d, \mathbb{C}^n)\) is compatible with \(L\). Moreover, applying the Hölder’s inequality to the definition of operator \(L_x\) yields that for each \(x \in \mathbb{R}^d\), the operator \(L_x\) is continuous on \(B_\Delta(\mathbb{R}^d, \mathbb{C}^n)\). According to Definition 3.1, we obtain the following result regarding space \(B_\Delta(\mathbb{R}^d, \mathbb{C}^n)\).

**Proposition 3.3.** If \(u \in L^2(\mathbb{R}^d)\) satisfies \(\hat{u}(\omega) \neq 0\), a.e. \(\omega \in I_\Delta\), then \(B_\Delta(\mathbb{R}^d, \mathbb{C}^n)\) is an ORKHS with respect to \(L\) defined as in (3.4).

Finally, we describe a finite-dimensional ORKHS. Let \(\mathcal{H}\) be a Hilbert space of dimension \(n\) and \(L := \{L_\alpha : \alpha \in \Lambda\}\) a family of linear operators from \(\mathcal{H}\) to a Hilbert space \(\mathcal{Y}\). We suppose that there exists a finite set \(\{\alpha_j : j \in \mathbb{N}_n\}\) of \(\Lambda\) such that \(L_{\alpha_j}, \ j \in \mathbb{N}_n,\) are linearly independent. That is, if for \(\{\xi_j : j \in \mathbb{N}_n\} \subseteq \mathcal{Y}\) there holds
\[ \sum_{j \in \mathbb{N}_n} \langle L_{\alpha_j}(f), \xi_j \rangle_{\mathcal{Y}} = 0, \text{ for all } f \in \mathcal{H}, \]
then \(\xi_j = 0, \ j \in \mathbb{N}_n\). It is known that any linear operator from a finite-dimensional normed space to a normed space is continuous. Hence, the continuity of the linear operators in \(L\) is clear. It suffices to verify that the norm of \(\mathcal{H}\) is compatible with \(L\). Let \(\xi\) be a nonzero element in \(\mathcal{Y}\). As \(L_{\alpha_j}, j \in \mathbb{N}_n,\) are continuous on \(\mathcal{H}\), there exists a finite set \(\{\phi_j : j \in \mathbb{N}_n\} \subseteq \mathcal{H}\) such that
\[ \langle L_{\alpha_j}(f), \xi \rangle_{\mathcal{Y}} = \langle f, \phi_j \rangle_{\mathcal{H}}, \text{ for all } f \in \mathcal{H}. \tag{3.6} \]
We shall show that \(\phi_j, j \in \mathbb{N}_n,\) are linear independent. Assume that there holds for some scalars \(c_j, j \in \mathbb{N}_n,\) that \(\sum_{j \in \mathbb{N}_n} c_j \phi_j = 0\). This together with (3.6) leads to
\[ \sum_{j \in \mathbb{N}_n} \langle L_{\alpha_j}(f), \xi_j \rangle_{\mathcal{Y}} = \left( f, \sum_{j \in \mathbb{N}_n} c_j \phi_j \right)_{\mathcal{H}} = 0, \text{ for all } f \in \mathcal{H}. \]
By the linear independency of \( L_{\alpha_j}, j \in \mathbb{N}_n \), we have that \( c_j = 0 \) for all \( j \in \mathbb{N}_n \). That is, \( \phi_j, j \in \mathbb{N}_n \), are linear independent, which implies \( \text{span} \{ \phi_j : j \in \mathbb{N}_n \} = \mathcal{H} \). Suppose that \( f \in \mathcal{H} \) satisfies \( L_{\alpha_j}(f) = 0 \) for all \( j \in \mathbb{N}_n \). We then get by (3.10) that \( \langle f, \phi_j \rangle_{\mathcal{H}} = 0, j \in \mathbb{N}_n \), which yields \( \| f \|_{\mathcal{H}} = 0 \). Consequently, we have proved that the norm of \( \mathcal{H} \) is compatible with \( \mathcal{L} \). By Definition 3.1, we conclude that \( \mathcal{H} \) is an ORKHS with respect to \( \mathcal{L} \), which is stated in the following proposition.

**Proposition 3.4.** Let \( \mathcal{H} \) be a Hilbert space of dimension \( n \) and \( \mathcal{L} := \{ L_{\alpha} : \alpha \in \Lambda \} \) a family of linear operators from \( \mathcal{H} \) to a Hilbert space \( \mathcal{Y} \). If there exist \( n \) linearly independent linear operators in \( \mathcal{L} \), then \( \mathcal{H} \) is an ORKHS with respect to \( \mathcal{L} \).

Observing from the examples presented above, we point out that the spaces \( L^2([0,2\pi]) \) and \( L^2(\mathbb{R}^d) \) are FRKHSs but not classical RKHSs as they consist of equivalent classes of functions with respect to the Lebesgue measure. However, the space \( \mathcal{B}_\Delta(\mathbb{R}^d, \mathbb{C}^n) \) admits two different families of linear operators from itself to \( \mathbb{C}^n \), one being the standard point-evaluation operators and the other being the integral operators having the form of (3.3). If the finite-dimensional ORKHS \( \mathcal{H} \) consists of functions from an input set \( \mathcal{X} \) to \( \mathcal{Y} \), then all the point-evaluation operators are continuous on \( \mathcal{H} \). Hence, the finite dimensional space \( \mathcal{H} \) also admits the family of point-evaluation operators, besides the family \( \mathcal{L} \). The ORKHSs having this property are especially desirable, which we shall study in the next two sections.

We now turn to investigating the properties of general ORKHSs. A core in the theory of RKHSs lies in the celebrated result that there is a bijective correspondence between the reproducing kernel and the corresponding RKHS. We next establish a similar bijection in the framework of ORKHSs.

We first identify the operator reproducing kernel to each ORKHS. Recall that a vector-valued RKHS admits a reproducing kernel and the functional values \( \langle f(x), \xi \rangle_{\mathcal{Y}}, x \in \mathcal{X}, \xi \in \mathcal{Y} \), of a function \( f \) in the vector-valued RKHS can be reproduced via its inner product with the kernel. In a manner similar to the vector-valued RKHS, we show that for a general ORKHS there exists a kernel which can be used to reproduce the functional values \( \langle L_{\alpha}(f), \xi \rangle_{\mathcal{Y}}, \alpha \in \Lambda, \xi \in \mathcal{Y} \). For two Hilbert spaces \( \mathcal{H}_1, \mathcal{H}_2 \), we denote by \( \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \) the set of bounded linear operators from \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \). For each \( L \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \), we let \( \| L \|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \) denote the operator norm of \( L \) in \( \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \) and \( L^* \) denote the adjoint of \( L \).

**Theorem 3.5.** Suppose that \( \mathcal{H} \) is a Hilbert space and \( \mathcal{L} := \{ L_{\alpha} : \alpha \in \Lambda \} \) is a family of linear operators from \( \mathcal{H} \) to a Hilbert space \( \mathcal{Y} \). If \( \mathcal{H} \) is an ORKHS with respect to \( \mathcal{L} \), then there exists a unique operator \( K : \Lambda \to \mathcal{B}(\mathcal{Y}, \mathcal{H}) \) such that the following statements hold.

1. For each \( \alpha \in \Lambda \) and each \( \xi \in \mathcal{Y} \), \( K(\alpha)\xi \in \mathcal{H} \) and
   \[
   \langle L_{\alpha}(f), \xi \rangle_{\mathcal{Y}} = \langle f, K(\alpha)\xi \rangle_{\mathcal{H}}, \quad \text{for all } f \in \mathcal{H}. \tag{3.7}
   \]

2. The linear span \( \mathcal{S}_K := \text{span} \{ K(\alpha)\xi : \alpha \in \Lambda, \xi \in \mathcal{Y} \} \) is dense in \( \mathcal{H} \).

3. For each \( n \in \mathbb{N} \), each pair of finite sets \( \Lambda_n := \{ \alpha_j : j \in \mathbb{N}_n \} \subseteq \Lambda \) and \( \mathcal{Y}_n := \{ \xi_j : j \in \mathbb{N}_n \} \subseteq \mathcal{Y} \) there holds
   \[
   \sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_n} \langle L_{\alpha_k}(K(\alpha_j)\xi_j), \xi_k \rangle_{\mathcal{Y}} \geq 0.
   \]

**Proof.** We construct the operator \( K : \Lambda \to \mathcal{B}(\mathcal{Y}, \mathcal{H}) \) which satisfies (1)-(3). For each \( \alpha \in \Lambda \), since \( L_{\alpha} \in \mathcal{B}(\mathcal{H}, \mathcal{Y}) \), the adjoint \( L_{\alpha}^* \) is the unique operator in \( \mathcal{B}(\mathcal{Y}, \mathcal{H}) \) satisfying
   \[
   \langle L_{\alpha}(f), \xi \rangle_{\mathcal{Y}} = \langle f, L_{\alpha}^*\xi \rangle_{\mathcal{H}}, \quad \text{for all } f \in \mathcal{H} \text{ and } \xi \in \mathcal{Y}.
   \]

We define the operator \( K \) from \( \Lambda \) to \( \mathcal{B}(\mathcal{Y}, \mathcal{H}) \) by \( K(\alpha) := L_{\alpha}^*, \alpha \in \Lambda \). Then, clearly, \( K \) satisfies statement (1).

To prove statement (2), we suppose that \( f \in \mathcal{H} \) satisfies \( \langle f, K(\alpha)\xi \rangle_{\mathcal{H}} = 0 \), for all \( \alpha \in \Lambda, \xi \in \mathcal{Y} \). This together with (3.7) ensures that \( L_{\alpha}(f) = 0 \) for all \( \alpha \in \Lambda \). By the hypothesis of this theorem,
$\mathcal{H}$ is an ORKHS with respect to $\mathcal{L}$. It follows that the norm of $\mathcal{H}$ is compatible with $\mathcal{L}$. Thus, we have that $f = 0$. This implies that $\overline{\mathcal{S}}_K = \mathcal{H}$.

We next show statement (3). For each $n \in \mathbb{N}$ and for $\{\alpha_j : j \in \mathbb{N}_n\} \subseteq \Lambda$ and $\{\xi_j : j \in \mathbb{N}_n\} \subseteq \mathcal{Y}$, we let $f_n := \sum_{j \in \mathbb{N}_n} K(\alpha_j)\xi_j$. Then we observe from equation (3.7) that
\[
\sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_n} \langle L_{\alpha_k}(K(\alpha_j)\xi_j), \xi_k\rangle_{\mathcal{Y}} = \sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_n} \langle K(\alpha_j)\xi_j, K(\alpha_k)\xi_k\rangle_{\mathcal{H}} = \langle f_n, f_n\rangle_{\mathcal{H}} \geq 0,
\]
proving the desired result.

It is known from equation (3.7) that one can use the operator $K$ to reproduce the functional values $\langle L_\alpha(f), \xi \rangle_{\mathcal{Y}}$, $\alpha \in \Lambda, \xi \in \mathcal{Y}$. Hence, we shall call equation (3.7) the reproducing property and $K$ the operator reproducing kernel for ORKHS $\mathcal{H}$. We remark on the term “operator reproducing kernel”. The reproducing kernel $K$ for a vector-valued RKHS, consisting of functions from $\mathcal{X}$ to a Hilbert space $\mathcal{Y}$, is called in the literature an operator-valued reproducing kernel. It is because for each $(x, y) \in \mathcal{X} \times \mathcal{X}$, $K(x, y)$ is an operator from $\mathcal{Y}$ to itself. However, the term “operator” in the definition of an operator reproducing kernel for an ORKHS $\mathcal{H}$ is used to demonstrate the family of operators, with respect to which $\mathcal{H}$ is an ORKHS.

As a special case, the conclusion in Theorem 3.5 in the scalar case when $\mathcal{Y} = \mathbb{C}$ can be stated as the following corollary.

**Corollary 3.6.** Suppose that $\mathcal{H}$ is a Hilbert space and $\mathcal{F} := \{L_\alpha : \alpha \in \Lambda\}$ is a family of linear functionals on $\mathcal{H}$. If $\mathcal{H}$ is an FRKHS with respect to $\mathcal{F}$, then there exists a unique operator $K : \Lambda \rightarrow \mathcal{H}$ such that the linear span $\mathcal{S}_K := \text{span} \{K(\alpha) : \alpha \in \Lambda\}$ is dense in $\mathcal{H}$ and for each $\alpha \in \Lambda$, there holds the reproducing property
\[
L_\alpha(f) = \langle f, K(\alpha)\rangle_{\mathcal{H}}, \quad \text{for all } f \in \mathcal{H}.
\]
Moreover, for each $n \in \mathbb{N}$ and each finite set $\Lambda_n := \{\alpha_j : j \in \mathbb{N}_n\} \subseteq \Lambda$ the matrix $\mathbf{F}_{\Lambda_n} := [L_{\alpha_k}(K(\alpha_j)) : j, k \in \mathbb{N}_n]$ is hermitian and positive semi-definite.

We present the operator reproducing kernels for the specific ORKHSs discussed earlier. We first consider the ORKHS identical to the vector-valued RKHS. It is known [28] that a vector-valued RKHS $\mathcal{H}$ consisting of functions from $\mathcal{X}$ to $\mathcal{Y}$ has a reproducing kernel $K$ from $\mathcal{X} \times \mathcal{X}$ to $B(\mathcal{Y}, \mathcal{Y})$ such that
\[
\langle f(x), \xi \rangle_{\mathcal{Y}} = \langle f, K(x, \cdot)\xi\rangle_{\mathcal{H}}, \quad f \in \mathcal{H}, \ x \in \mathcal{X}, \ \xi \in \mathcal{Y}.
\]
Then the operator reproducing kernel $K$ may be represented via $K$ by
\[
K(x)\xi := K(x, \cdot)\xi, \ x \in \mathcal{X}, \ \xi \in \mathcal{Y}.
\]
It follows from
\[
\|K(x)\xi\|_{\mathcal{H}} = \langle K(x, \cdot)\xi, K(x, \cdot)\xi\rangle_{\mathcal{H}}^{1/2} = \langle K(x, x)\xi, \xi\rangle_{\mathcal{Y}}^{1/2} \leq \|K(x, x)\|_{B(\mathcal{Y}, \mathcal{Y})}^{1/2} \|\xi\|_{\mathcal{Y}}
\]
that $K(x) \in B(\mathcal{Y}, \mathcal{H})$. Moreover, when $\mathcal{Y} = \mathbb{C}$, the functional reproducing kernel can be represented via the classical reproducing kernel $K : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ by $K(x) := K(x, \cdot)$, $x \in \mathcal{X}$. In the remaining part of this paper, we shall use the conventional notation of the reproducing kernels for the classical scalar-valued or vector-valued RKHSs.

The kernel for the ORKHS $L^2(\mathcal{X}, \mathbb{C}^n)$ with respect to the family $\mathcal{L}$ of the integral operators can be represented by the functions $u_\alpha$, $\alpha \in \Lambda$, appearing in (3.1). To see this, we let $\mathcal{L}$ be the family of the integral operators defined as in (3.1) and recall that if for each $j \in \mathbb{N}_n$ the linear
span of \( u_{\alpha,j}, \alpha \in \Lambda \), is dense in \( L^2(\mathcal{X}) \), then \( L^2(\mathcal{X}, \mathbb{C}^n) \) is an ORKHS with respect to \( \mathcal{L} \). Observing from

\[
\langle L_\alpha(f), \xi \rangle_{\mathbb{C}^n} = \int_{\mathcal{X}} \langle f(x), u_\alpha(x) \circ \xi \rangle_{\mathbb{C}^n} \, dx = \langle f, u_\alpha \circ \xi \rangle_{L^2(\mathcal{X}, \mathbb{C}^n)},
\]

we get that the operator reproducing kernel for the ORKHS \( L^2(\mathcal{X}, \mathbb{C}^n) \) has the form

\[ K(\alpha)\xi := u_\alpha \circ \xi, \ \alpha \in \Lambda, \ \xi \in \mathbb{C}^n. \]

Particularly, the functional reproducing kernel for \( L^2([0, 2\pi]) \) with respect to the family \( \mathcal{L} \) of the linear functionals defined by (3.7) is determined by

\[ K(j) := \frac{1}{\sqrt{2\pi}} e^{ij\cdot}, \ j \in \mathbb{Z}. \]

Similarly, the functional reproducing kernel for \( L^2(\mathbb{R}^d) \) with respect to the family \( \mathcal{L} \) of the linear functionals defined by (3.3) coincides with the wavelet basis functions. That is,

\[ K(j, k) := 2^{jd/2} \psi(2^j \cdot - k), \ j \in \mathbb{Z}, k \in \mathbb{Z}^d. \]

Another example of ORKHSs with respect to the family of the integral operators is the Paley-Wiener space of functions from \( \mathbb{R}^d \) to \( \mathbb{C}^n \). Recall that \( B_\Delta(\mathbb{R}^d, \mathbb{C}^n) \) is a vector-valued RKHS with the translation-invariant reproducing kernel

\[ K(x, y) := \text{diag}(\tilde{K}(x, y) : l \in \mathbb{N}_n), \quad (3.8) \]

where

\[ \tilde{K}(x, y) := \prod_{j \in \mathbb{N}_d} \frac{\sin \delta_j(x_j - y_j)}{\pi(x_j - y_j)}, \ x, y \in \mathbb{R}^d. \]

Let \( \mathcal{L} \) be the family of the integral operators defined as in (3.4). We also verified earlier in this section that \( B_\Delta(\mathbb{R}^d, \mathbb{C}^n) \) is an ORKHS with respect to such a set \( \mathcal{L} \). Let \( \mathcal{P}_{B_\Delta} \) denote the orthogonal projection from \( L^2(\mathbb{R}^d, \mathbb{C}^n) \) onto \( B_\Delta(\mathbb{R}^d, \mathbb{C}^n) \). Then, there holds for each \( x \in \mathbb{R}^d \) and each \( f \in B_\Delta(\mathbb{R}^d, \mathbb{C}^n) \)

\[
\langle L_x(f), \xi \rangle_{\mathbb{C}^n} = \langle f, u(\cdot - x)\xi \rangle_{L^2(\mathbb{R}^d, \mathbb{C}^n)} = \langle f, \mathcal{P}_{B_\Delta}(u(\cdot - x)\xi) \rangle_{L^2(\mathbb{R}^d, \mathbb{C}^n)}.
\]

This leads to \( K(x)\xi = \mathcal{P}_{B_\Delta}(u(\cdot - x)\xi), \ x \in \mathbb{R}^d, \xi \in \mathbb{C}^n \).

Our last example concerns the finite-dimensional ORKHS. If there exist \( n \) linearly independent elements in the family \( \mathcal{L} \) of linear operators from \( \mathcal{H} \) to a Hilbert space \( \mathcal{Y} \), then the finite-dimensional Hilbert space \( \mathcal{H} \) was proved to be an ORKHS with respect to such a family \( \mathcal{L} \). To present the operator reproducing kernel, we suppose that \( \phi_j : j \in \mathbb{N}_n \) is a linearly independent sequence in \( \mathcal{H} \). For each \( \alpha \in \Lambda \) and each \( \xi \in \mathcal{Y} \), we can represent \( K(\alpha)\xi \in \mathcal{H} \) as

\[ K(\alpha)\xi = \sum_{j \in \mathbb{N}_n} c_j \phi_j, \text{ for some sequence } \{c_j : j \in \mathbb{N}_n\} \subseteq \mathbb{C}. \]

It follows from the reproducing property (3.7) that the sequence \( \{c_j : j \in \mathbb{N}_n\} \) satisfies the following system

\[ \langle \xi, L_\alpha(\phi_k) \rangle_{\mathcal{Y}} = \sum_{j \in \mathbb{N}_n} c_j \langle \phi_j, \phi_k \rangle_{\mathcal{H}}, \ k \in \mathbb{N}_n. \]

We denote by \( \mathbf{A} \) the coefficients matrix, that is, \( \mathbf{A} := [(\phi_k, \phi_j)_{\mathcal{H}} : j, k \in \mathbb{N}_n] \). Due to the linear independence of \( \phi_j, \ j \in \mathbb{N}_n \), matrix \( \mathbf{A} \) is positive definite. Denoting by \( \mathbf{B} := [b_{j,k} : j, k \in \mathbb{N}_n] \) the inverse matrix of \( \mathbf{A} \), we obtain the operator reproducing kernel as follows:

\[ K(\alpha)\xi = \sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_n} b_{j,k} \langle \xi, L_\alpha(\phi_k) \rangle_{\mathcal{Y}} \phi_j, \ \alpha \in \Lambda, \xi \in \mathcal{Y}. \]
Theorem 3.5 indicates that an ORKHS has a unique operator reproducing kernel. We now turn to the reverse problem. That is, associated with a given operator reproducing kernel, there exists a unique ORKHS. To show this, we introduce an alternative definition for the operator reproducing kernel according to Property (3) in Theorem 3.5 and prove its equivalence to the original definition. For two vector space $V_1, V_2$, we denote by $\mathcal{L}(V_1, V_2)$ the set of linear operators from $V_1$ to $V_2$.

**Definition 3.7.** Suppose that $\Lambda$ is a set, $\mathcal{Z}$ is a vector space and $\mathcal{Y}$ is a Hilbert space. Let $K$ be an operator from $\Lambda$ to $\mathcal{L}(\mathcal{Y}, \mathcal{Z})$ and $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ be a family of linear operators from the linear span $\mathcal{S}_K := \text{span}\{K(\alpha)\xi : \alpha \in \Lambda, \xi \in \mathcal{Y}\} \subseteq \mathcal{Z}$ to $\mathcal{Y}$. We call $K$ an operator reproducing kernel with respect to a family $\mathcal{S}$ on $\mathcal{Y}$ if for each $n \in \mathbb{N}$ and each pair of finite sets $\{\alpha_j : j \in \mathbb{N}_n\} \subseteq \Lambda$, $\{\xi_j : j \in \mathbb{N}_n\} \subseteq \mathcal{Y}$ there holds

$$\sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_n} \langle L_{\alpha_k}(K(\alpha_j)\xi_j), \xi_k \rangle_{\mathcal{Y}} \geq 0. \quad (3.9)$$

In the scalar case that $\mathcal{Y} = \mathbb{C}$, the operator reproducing kernel $K : \Lambda \rightarrow \mathcal{Z}$ becomes the functional reproducing kernel with respect to a family $\mathcal{F} := \{L_\alpha : \alpha \in \Lambda\}$ of linear functionals on $\mathcal{S}_K := \text{span}\{K(\alpha) : \alpha \in \Lambda\}$. Moreover, in this case, condition (3.9) reduces to that for each $n \in \mathbb{N}$ and each finite set $\Lambda_n := \{\alpha_j : j \in \mathbb{N}_n\} \subseteq \Lambda$, the matrix $\mathbf{F}_{\Lambda_n} := [L_{\alpha_k}(K(\alpha_j)) : j, k \in \mathbb{N}_n]$ is hermitian and positive semi-definite.

The next theorem shows that corresponding to each operator reproducing kernel, there associates an ORKHS.

**Theorem 3.8.** Suppose that $K$ is an operator from $\Lambda$ to $\mathcal{L}(\mathcal{Y}, \mathcal{Z})$. If $K$ is an operator reproducing kernel with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from the linear span $\mathcal{S}_K$ to $\mathcal{Y}$, then there exists a unique ORKHS $\mathcal{H}$ with respect to $\mathcal{L}$ such that $\overline{\mathcal{S}_K} = \mathcal{H}$ and for each $f \in \mathcal{H}$ and each $\alpha \in \Lambda, \xi \in \mathcal{Y}$, $\langle L_\alpha(f), \xi \rangle_{\mathcal{Y}} = \langle f, K(\alpha)\xi \rangle_{\mathcal{Y}}$.

**Proof.** We specifically construct the ORKHS and verify that it has the desired properties. We first construct a vector space based upon the given operator reproducing kernel. To this end, we define equivalent classes in the linear span $\mathcal{S}_K$. Specifically, two functions $f_1, f_2 \in \mathcal{S}_K$ are said to be equivalent provided that $L_\alpha(f_1) = L_\alpha(f_2)$ holds for all $\alpha \in \Lambda$. Accordingly, they induce a partition of $\mathcal{S}_K$ by which $\mathcal{S}_K$ is partitioned into a collection of disjoint equivalent classes. For a function $f \in \mathcal{S}_K$, we denote by $\tilde{f}$ the class equivalent to $f$ and introduce the vector space $\mathcal{H}_0 := \{\tilde{f} : f \in \mathcal{S}_K\}$.

We equip the vector space $\mathcal{H}_0$ with an inner product so that it becomes an inner product space. For this purpose, we define a bilinear mapping $\langle \cdot, \cdot \rangle_{\mathcal{H}_0} : \mathcal{H}_0 \times \mathcal{H}_0 \rightarrow \mathbb{C}$ for $f := \sum_{j \in \mathbb{N}_n} K(\alpha_j)\xi_j$ and $g := \sum_{k \in \mathbb{N}_m} K(\beta_k)\eta_k$ by

$$\langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}_0} := \sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_m} \langle L_{\beta_k}(K(\alpha_j)\xi_j), \eta_k \rangle_{\mathcal{Y}}. \quad (3.10)$$

From the representation

$$\langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}_0} = \sum_{k \in \mathbb{N}_m} \left\langle L_{\beta_k} \left( \sum_{j \in \mathbb{N}_n} K(\alpha_j)\xi_j \right), \eta_k \right\rangle_{\mathcal{Y}} = \sum_{k \in \mathbb{N}_m} \langle L_{\beta_k}(f), \eta_k \rangle_{\mathcal{Y}},$$

we observe that the bilinear mapping $\langle \cdot, \cdot \rangle_{\mathcal{H}_0}$ is independent of the choice of the equivalent class representation of elements in $\mathcal{H}_0$ for the first variable. Likewise, we may show that the bilinear mapping $\langle \cdot, \cdot \rangle_{\mathcal{H}_0}$ is also independent of the choice of the equivalent class representation of elements in $\mathcal{H}_0$ for the second variable. Thus, we conclude that the bilinear mapping $(3.10)$ is well-defined.
We next verify that the bilinear mapping $\langle \cdot, \cdot \rangle_{H_0}$ is indeed an inner product on $H_0$. It follows that for any $f := \sum_{j \in \mathbb{N}} K(\alpha_j) \xi_j$ and $g := \sum_{k \in \mathbb{N}} K(\beta_k) \eta_k$, there holds

$$\langle \tilde{f}, \tilde{g} \rangle_{H_0} = \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{N}} \langle L_{\beta_k}(K(\alpha_j) \xi_j), \eta_k \rangle_Y = \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{N}} \langle L_{\alpha_j}(K(\beta_k) \eta_k), \xi_j \rangle_Y = \langle \tilde{g}, \tilde{f} \rangle_{H_0}.$$ 

Moreover, inequality (3.9) leads directly to

$$\langle \tilde{f}, \tilde{f} \rangle_{H_0} = \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{N}} \langle L_{\alpha_j}(K(\alpha_j) \xi_j), \xi_j \rangle_Y \geq 0.$$ 

Hence, the bilinear mapping $\langle \cdot, \cdot \rangle_{H_0}$ is a semi-inner product on $H_0$. It remains to verify that if $\langle \tilde{f}, \tilde{f} \rangle_{H_0} = 0$ then $\tilde{f} = 0$. Suppose that $f := \sum_{j \in \mathbb{N}} K(\alpha_j) \xi_j$ satisfies $\langle \tilde{f}, \tilde{f} \rangle_{H_0} = 0$. By the Cauchy-Schwarz inequality we have for any $\alpha \in \Lambda, \xi \in Y$ that

$$\langle \tilde{f}, \tilde{K}(\alpha) \xi \rangle_{H_0} \leq \langle \tilde{f}, \tilde{\xi} \rangle_{H_0} \langle \tilde{K}(\alpha) \xi, \tilde{K}(\alpha) \xi \rangle_{H_0} = 0.$$ 

Combining this with (3.10), we have for any $\alpha \in \Lambda, \xi \in Y$ that

$$\langle L_\alpha(f), \xi \rangle_Y = \sum_{j \in \mathbb{N}} \langle L_\alpha(K(\alpha_j) \xi_j), \xi \rangle_Y = \langle \tilde{f}, \tilde{K}(\alpha) \xi \rangle_{H_0} = 0,$$

which implies that $L_\alpha(f) = 0$ holds for all $\alpha \in \Lambda$. The definition of the equivalent classes in $S_\alpha$ implies that $\tilde{f} = 0$. Consequently, we have established that $H_0$ is an inner product space endowed with the inner product $\langle \cdot, \cdot \rangle_{H_0}$.

Let $H$ be the completion of $H_0$ upon the inner product $\langle \cdot, \cdot \rangle_{H_0}$. We finally show that $H$ is an ORKHS. For each $\tilde{f} \in H_0$ and each $\alpha \in \Lambda$, we set $L_\alpha(\tilde{f}) := L_\alpha(f)$. Then, for any $\alpha \in \Lambda, \xi \in Y$ and any $\tilde{f} \in H_0$, $\langle L_\alpha(\tilde{f}), \xi \rangle_Y = \langle \tilde{f}, \tilde{K}(\alpha) \xi \rangle_{H_0}$. This implies that the linear functional $\langle L_\alpha(\cdot), \xi \rangle_Y$ is continuous on $H_0$. For any $F \in H$, there exists a sequence $\{\tilde{f}_n : n \in \mathbb{N}\} \subset H_0$ converging to $F$ as $n \to \infty$. By the continuity of the linear functional $\langle L_\alpha(\cdot), \xi \rangle_Y$, we obtain that $\langle L_\alpha(\tilde{f}_n), \xi \rangle_Y, n \in \mathbb{N}$, is a Cauchy sequence. We then define $L_\alpha(F)$ as an element in $Y$ such that $\langle L_\alpha(F), \xi \rangle_Y = \lim_{n \to \infty} \langle L_\alpha(\tilde{f}_n), \xi \rangle_Y$ for any $\xi \in Y$. That is, the linear operators $L_\alpha, \alpha \in \Lambda$, can be extended to the Hilbert space $H$. Moreover, it follows that

$$\langle L_\alpha(F), \xi \rangle_Y = \lim_{n \to \infty} \langle L_\alpha(\tilde{f}_n), \xi \rangle_Y = \langle \tilde{f}, \tilde{K}(\alpha) \xi \rangle_{H_0} = \langle F, \tilde{K}(\alpha) \xi \rangle_H.$$ 

This together with the density $\overline{H_0} = H$ yields that if $L_\alpha(F) = 0$ holds for all $\alpha \in \Lambda$ then $\|F\|_H = 0$. This shows that the norm of $H$ is compatible with $L$. To show for each $\alpha \in \Lambda$, $L_\alpha$ is continuous from $H$ to $Y$, we note that

$$\|L_\alpha(F)\|_Y = \sup_{\|\xi\|_Y \leq 1} \|\langle L_\alpha(F), \xi \rangle_Y\| \leq \|F\|_H \sup_{\|\xi\|_Y \leq 1} \|\tilde{K}(\alpha)\xi\|_H.$$ 

For each $G \in H$, there holds

$$\sup_{\|\xi\|_Y \leq 1} \|\langle G, \tilde{K}(\alpha) \xi \rangle_H\| = \sup_{\|\xi\|_Y \leq 1} \|\langle L_\alpha(G), \xi \rangle_Y\| = \|L_\alpha(G)\|_Y.$$ 

By the principle of uniform boundedness, we have that the subset $\{\tilde{K}(\alpha)\xi : \xi \in Y, \|\xi\|_Y \leq 1\}$ of $H$ is bounded, which leads to the existence of a positive constant $c$ such that $\|L_\alpha(F)\|_Y \leq c\|F\|_H$. Consequently, we conclude that $H$ is an ORKHS with respect to $L$. We abuse the notation by denoting the equivalent class of $K(\alpha)\xi$ by $K(\alpha)\xi$. Then we have that $S_K = H$ and for each $F \in H$, each $\alpha \in \Lambda$ and each $\xi \in Y$, $\langle L_\alpha(F), \xi \rangle_Y = \langle F, K(\alpha)\xi \rangle_H$. In addition, by the density, we also have the uniqueness of $H$. \hspace{1cm} \square
As a direct consequence, we identify a functional reproducing kernel with an FRKHS in the following result.

**Corollary 3.9.** Suppose that $K$ is an operator from $\Lambda$ to $\mathbb{Z}$. If $K$ is a functional reproducing kernel with respect to a family $\mathcal{F} := \{L_\alpha : \alpha \in \Lambda\}$ of linear functionals on $S_K$, then there exists a unique FRKHS $\mathcal{H}$ with respect to $\mathcal{F}$ such that $S_K = \mathcal{H}$ and for each $f \in \mathcal{H}$ and each $\alpha \in \Lambda$, $L_\alpha(f) = \langle f, K(\alpha) \rangle_{\mathcal{H}}$.

Vector-valued RKHSs are special cases of ORKHSs. We shall show that there exists an isometric isomorphism between an ORKHS and a vector-valued RKHS. Suppose that $\mathcal{H}$ is an ORKHS with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators form $\mathcal{H}$ to $\mathcal{Y}$ and $K$ is the corresponding operator reproducing kernel. Associated with $K$, we introduce a function $\mathcal{K} : \Lambda \times \Lambda \to \mathcal{B}(\mathcal{Y}, \mathcal{W})$ by

$$\mathcal{K}(\alpha, \beta)\xi := L_\beta(K(\alpha)\xi), \ \alpha, \beta \in \Lambda, \ \xi \in \mathcal{Y}. \quad (3.11)$$

We next show that the function so defined is a reproducing kernel on $\Lambda$. For this purpose, we review the notion of feature maps in the theory of RKHSs. It is known that every reproducing kernel has a feature map representation, which is the reason that the reproducing kernels can be used to measure the similarity of any two inputs in machine learning. Specifically, $\mathcal{K} : \mathcal{X} \times \mathcal{X} \to \mathcal{B}(\mathcal{Y}, \mathcal{W})$ is a reproducing kernel on an input set $\mathcal{X}$ if and only if there exist a Hilbert space $W$ and a mapping $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ such that

$$\mathcal{K}(x, y) = \Phi(y)^*\Phi(x), \ x, y \in \mathcal{X}.$$

If $\text{span}\{\Phi(x)\xi : x \in \mathcal{X}, \xi \in \mathcal{Y}\} = W$, the vector-valued RKHS of $\mathcal{K}$ can be determined by

$$\mathcal{H} := \{\Phi(\cdot)^*w : w \in W\} \quad (3.12)$$

with the inner product $\langle \Phi(\cdot)^*w, \Phi(\cdot)^*v \rangle_{\mathcal{H}} := \langle w, v \rangle_W$.

**Proposition 3.10.** Let $\mathcal{H}$ be an ORKHS with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $\mathcal{H}$ to $\mathcal{Y}$ and $K$ the operator reproducing kernel for $\mathcal{H}$. If $\mathcal{K}$ is the function on $\Lambda \times \Lambda$ defined as in (3.11), then $\mathcal{K}$ is a reproducing kernel on $\Lambda$ and the vector-valued RKHS of $\mathcal{K}$ is determined by

$$\mathcal{H}_\mathcal{K} := \{L_\alpha(f) : \alpha \in \Lambda, f \in \mathcal{H}\} \quad (3.13)$$

with the inner product defined for $\tilde{f}(\alpha) := L_\alpha(f)$ and $\tilde{g}(\alpha) := L_\alpha(g)$, $\alpha \in \Lambda$, by

$$\langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}_\mathcal{K}} := \langle f, g \rangle_{\mathcal{H}}. \quad (3.14)$$

**Proof.** We prove the desired result by defining the feature map representation of $\mathcal{K}$. We define $\Phi : \Lambda \to \mathcal{B}(\mathcal{Y}, \mathcal{H})$ for $\alpha \in \Lambda$ by $\Phi(\alpha) := K(\alpha)$. By the definition of $\mathcal{K}$, we have for each $\alpha, \beta \in \Lambda$ that

$$\langle \mathcal{K}(\alpha, \beta)\xi, \eta \rangle_{\mathcal{Y}} = \langle L_\beta(K(\alpha)\xi), \eta \rangle_{\mathcal{Y}}, \ \xi, \eta \in \mathcal{Y}.$$

This together with the reproducing property (3.7) leads to

$$\langle \mathcal{K}(\alpha, \beta)\xi, \eta \rangle_{\mathcal{Y}} = \langle K(\alpha)\xi, K(\beta)\eta \rangle_{\mathcal{H}}, \ \xi, \eta \in \mathcal{Y}.$$

According to the definition of $\Phi$, we then get for any $\xi, \eta \in \mathcal{Y}$ that

$$\langle \mathcal{K}(\alpha, \beta)\xi, \eta \rangle_{\mathcal{Y}} = \langle \Phi(\alpha)\xi, \Phi(\beta)\eta \rangle_{\mathcal{H}} = \langle \Phi(\beta)^*\Phi(\alpha)\xi, \eta \rangle_{\mathcal{Y}}.$$

This leads to $\mathcal{K}(\alpha, \beta) = \Phi(\beta)^*\Phi(\alpha)$. Hence, we have that $\mathcal{K}$ is a reproducing kernel on $\Lambda$. Moreover, $\Phi$ and $\mathcal{H}$ are, respectively, the feature map and the feature space of $\mathcal{K}$, and there holds the density

$$\text{span}\{\Phi(\alpha)\xi : \alpha \in \Lambda, \xi \in \mathcal{Y}\} = \mathcal{H}.$$
By the feature map representation of the vector-valued RKHS, we have for each \( \tilde{f} \) in the vector-valued RKHS of \( \mathcal{K} \) that there exists \( f \in \mathcal{H} \) such that

\[
\langle \tilde{f}(\alpha), \xi \rangle_Y = \langle \Phi(\alpha)^* f, \xi \rangle_Y = \langle f, K(\alpha)\xi \rangle_{\mathcal{H}}, \quad \alpha \in \Lambda,
\]

and there holds \( \langle \tilde{f}, \tilde{g} \rangle = \langle f, g \rangle_{\mathcal{H}}, \) for \( \tilde{g}(\alpha) = \Phi(\alpha)^* g, \alpha \in \Lambda \). This together with the reproducing property leads to the representation of \( \tilde{f} \) as \( \tilde{f}(\alpha) = L_\alpha(f), \quad \alpha \in \Lambda \). This proves the desired result.

Proposition reveals an isometric isomorphism between the ORKHS \( \mathcal{H} \) and \( \mathcal{H}_K \), which is established in the next theorem.

**Theorem 3.11.** Suppose that \( \mathcal{H} \) is an ORKHS with respect to a family \( \mathcal{L} = \{L_\alpha : \alpha \in \Lambda\} \) of linear operators from \( \mathcal{H} \) to \( Y \) and \( K \) is the operator reproducing kernel for \( \mathcal{H} \). If \( K \) is the reproducing kernel on \( \Lambda \) defined as in \((3.11)\), then there is an isometric isomorphism between \( \mathcal{H} \) and the RKHS \( \mathcal{H}_K \) of \( K \).

**Proof.** We introduce the operator \( T : \mathcal{H} \to \mathcal{H}_K \) for each \( f \in \mathcal{H} \) by \( (Tf)(\alpha) := L_\alpha(f), \quad \alpha \in \Lambda \). The representation \((3.13)\) leads to that \( T \) is a surjection. Moreover, it follows from \((3.14)\) that there holds \( \|Tf\|_{\mathcal{H}_K} = \|f\|_{\mathcal{H}}, \) which yields that \( T \) is an isometric isomorphism between \( \mathcal{H} \) and \( \mathcal{H}_K \).

When Theorem 3.11 is specialized to an FRKHS and a scalar-valued RKHS, it gives an isometric isomorphism between an FRKHS and a scalar-valued RKHS. We state this result in the next corollary.

**Corollary 3.12.** Suppose that \( \mathcal{H} \) is an FRKHS with respect to a family \( \mathcal{F} = \{L_\alpha : \alpha \in \Lambda\} \) of linear functionals and \( K \) is the functional reproducing kernel for \( \mathcal{H} \). If \( K : \Lambda \times \Lambda \to \mathbb{C} \) is defined by \( K(\alpha, \beta) := L_\beta(K(\alpha)), \alpha, \beta \in \Lambda \), then \( K \) is a reproducing kernel on \( \Lambda \) and the RKHS of \( K \) is determined by

\[
\mathcal{H}_K := \{L_\alpha(f) : \alpha \in \Lambda, \ f \in \mathcal{H}\}
\]

with the inner product defined for \( \tilde{f}(\alpha) := L_\alpha(f) \) and \( \tilde{g}(\alpha) := L_\alpha(g), \alpha \in \Lambda, \) by

\[
\langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}_K} := \langle f, g \rangle_{\mathcal{H}}.
\]

Moreover, there is an isometric isomorphism between \( \mathcal{H} \) and \( \mathcal{H}_K \).

Even though an ORKHS is isometrically isomorphic to a usual vector-valued RKHS, one cannot reduce trivially the study of ORKHSs to that of vector-valued RKHSs. Through the isometric isomorphism procedure, the new input space \( \Lambda \) may not have any useful structure. Moreover, we observe from the above discussion that the functions in the resulting RKHS and the corresponding reproducing kernel are obtained by taking the linear operators on the original ones. The use of general operators such as the integral operators will bring difficulties to analyzing the new RKHS and its reproducing kernel.

To close this section, we present the characterization of an operator reproducing kernel in terms of its feature map and feature space.

**Theorem 3.13.** An operator \( K : \Lambda \to \mathcal{L}(Y, Z) \) is an operator reproducing kernel with respect to a family \( \mathcal{L} = \{L_\alpha : \alpha \in \Lambda\} \) of linear operators from \( Z_K \subseteq Z \) to \( Y \) if and only if there exists a Hilbert space \( W \) and a mapping \( \Phi : \Lambda \to \mathcal{B}(Y, W) \) such that

\[
L_\beta(K(\alpha)\xi) = \Phi(\beta)^* \Phi(\alpha)\xi, \quad \alpha, \beta \in \Lambda, \xi \in Y.
\]
Proof. If $K$ is an operator reproducing kernel, we obtain (3.15) by choosing $W$ as the ORKHS $\mathcal{H}$ of $K$ and $\Phi$ as the operator $K$.

Conversely, we assume that (3.15) holds for any $\alpha, \beta \in \Lambda$ and any $\xi \in \mathcal{Y}$. Hence, for all $n \in \mathbb{N}$ and $\alpha_j \in \Lambda, \xi_j \in \mathcal{Y}, j \in \mathbb{N}_n$, we get that
\[
\sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_n} \langle L_{\alpha_k}(K(\alpha_j)\xi_j), \xi_k \rangle_{\mathcal{Y}} = \left\langle \sum_{j \in \mathbb{N}_n} \Phi(\alpha_j)\xi_j, \sum_{k \in \mathbb{N}_n} \Phi(\alpha_k)\xi_k \right\rangle_{W} \geq 0.
\]
This together with Definition 3.7 yields that $K$ is an operator reproducing kernel with respect to $L$.

As in the theory of RKHSs, a Hilbert space $W$ and a map $\Phi : \Lambda \to B(\mathcal{Y}, W)$ satisfying (3.15) are called, respectively, the feature space and the feature map of the operator reproducing kernel $K$.

In the scalar case, the feature map representation of a reproducing kernel $K$ on $\mathcal{X}$ has the form
\[
K(x, y) = \langle \Phi(x), \Phi(y) \rangle_W, \ x, y \in \mathcal{X},
\]
with $W$ being a Hilbert space and $\Phi$ a mapping from $\mathcal{X}$ to $W$. If there holds $\text{span}\{\Phi(x) : x \in \mathcal{X} = W$, the RKHS of $K$ can be determined by
\[
\mathcal{H}_K := \{\langle w, \Phi(\cdot) \rangle_W : w \in W\}
\]
with the inner product
\[
\langle \langle w, \Phi(\cdot) \rangle_W, \langle v, \Phi(\cdot) \rangle_W \rangle_{\mathcal{H}_K} := \langle w, v \rangle_W.
\]
Due to above feature map representation and Corollary 3.12, we have the following special result regarding the feature map representation of a functional reproducing kernel.

**Theorem 3.14.** The operator $K : \Lambda \to \mathcal{Z}$ is a functional reproducing kernel with respect to a family $\mathcal{F} = \{L_\alpha : \alpha \in \Lambda\}$ of linear functionals on $\mathcal{S}_K \subseteq \mathcal{Z}$ if and only if there exists a Hilbert space $W$ and a mapping $\Phi : \Lambda \to W$ such that
\[
L_\beta(K(\alpha)) = \langle \Phi(\alpha), \Phi(\beta) \rangle_W, \ \alpha, \beta \in \Lambda.
\]

### 4 Perfect ORKHSs

In this section, we study a special interesting class of ORKHSs (of functions from $\mathcal{X}$ to a Hilbert space $\mathcal{Y}$) with respect to two different families of linear operators, one of which is the family of the standard point-evaluation operators. We shall characterize the operator reproducing kernels of this type and study their universality.

For two vector spaces $V_1$ and $V_2$ we say two families of linear operators from $V_1$ to $V_2$ are not equivalent if each linear operator in one family can not be represented by any finite linear combination of linear operators in the other family. Throughout this paper we denote by $L_0$ the family of point-evaluation operators.

**Definition 4.1.** Let a Hilbert space $\mathcal{H}$ of functions from $\mathcal{X}$ to a Hilbert space $\mathcal{Y}$ be an ORKHS with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $\mathcal{H}$ to $\mathcal{Y}$, which is not equivalent to $L_0$. We call $\mathcal{H}$ a perfect ORKHS with respect to $\mathcal{L}$ if it is also an ORKHS with respect to $L_0$.

In the scalar case when $\mathcal{Y} = \mathbb{C}$, if $\mathcal{H}$ is an FRKHS with respect to not only the family of point-evaluation functionals but also a family of linear functionals, not equivalent to the family of point-evaluation functionals, we shall call it a perfect FRKHS.

It follows from Theorem 3.5 that a perfect ORKHS admits two operator reproducing kernels, which reproduce two different families of operators, one being $L_0$. The following proposition gives the relation between the two operator reproducing kernels.
Proposition 4.2. If $H$ is a perfect ORKHS with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $H$ to $Y$ and if $K$ and $K$ are the corresponding operator reproducing kernels with respect to $\mathcal{L}$ and $\mathcal{L}_0$, respectively, then

$$\langle (K(\alpha)\xi)(x), \eta \rangle_Y = \langle \xi, L_\alpha(K(x, \cdot)\eta) \rangle_Y, \ x \in X, \ \alpha \in \Lambda, \ \xi, \eta \in Y.$$  \hspace{1cm} (4.1)

Proof. It follows from the reproducing properties of the two operator reproducing kernels that for each $f \in H$ there hold

$$\langle L_\alpha(f), \xi \rangle_Y = \langle f, K(\alpha)\xi \rangle_H, \ \alpha \in \Lambda, \ \xi \in Y$$

and

$$\langle f(x), \eta \rangle_Y = \langle f, K(x, \cdot)\eta \rangle_H, \ x \in X, \ \eta \in Y.$$  \hspace{1cm}

In particular, in the first equation we choose $f := K(x, \cdot)\eta$, for $x \in X, \ \eta \in Y$ and we obtain that

$$\langle L_\alpha(K(x, \cdot)\eta), \xi \rangle_Y = \langle K(x, \cdot)\eta, K(\alpha)\xi \rangle_H, \ x \in X, \ \alpha \in \Lambda, \ \xi, \eta \in Y.$$  \hspace{1cm}

Likewise, in the second equation we choose $f := K(\alpha)\xi$, for $\alpha \in \Lambda, \ \xi \in Y$ and we obtain that

$$\langle (K(\alpha)\xi)(x), \eta \rangle_Y = \langle K(\alpha)\xi, K(\alpha)\eta \rangle_H, \ x \in X, \ \alpha \in \Lambda, \ \xi, \eta \in Y.$$  \hspace{1cm}

The desired result of this proposition follows directly from the above two equations. \hfill \Box

In the special case when $H$ is a perfect FRKHS with respect to the family $\mathcal{F}$ of linear functionals, equation (4.1) reduces to

$$K(\alpha)(x) = \tilde{L}_\alpha(K(x, \cdot)), \ x \in X, \ \alpha \in \Lambda,$$

where $K$ is the functional reproducing kernel with respect to $\mathcal{F}$ and $K$ is the classical reproducing kernel on $X$.

We next represent the operator reproducing kernel $K$ for a perfect ORKHS $H$ by the feature map. For this purpose, we let $W$ and $\Phi : X \rightarrow B(Y, W)$ be the feature space and the feature map of $K$, respectively. We assume that there holds the density condition

$$\text{span}\{\Phi(x)\xi : \ x \in X, \xi \in Y\} = W.$$  \hspace{1cm} (4.2)

Associated with the features $\Phi$ and $W$ of $K$, we introduce a map $\Psi$ from $\Lambda$ to $B(Y, W)$ as follows. Noting that for each $\alpha \in \Lambda$, the linear operator $\tilde{L}_\alpha$ defined on $W$ for each $u \in W$ by

$$\tilde{L}_\alpha(u) := L_\alpha(\Phi(\cdot)^*u)$$

is continuous since there holds for each $u \in W$,

$$\|\tilde{L}_\alpha(u)\|_Y \leq \|L_\alpha\|_{B(H, Y)}\|\Phi(\cdot)^*u\|_H = \|L_\alpha\|_{B(H, Y)}\|u\|_W.$$  \hspace{1cm}

This allows us to define $\Psi$ by

$$\Psi(\alpha) := \tilde{L}_\alpha^*, \ \alpha \in \Lambda.$$  \hspace{1cm} (4.3)

In terms of the maps $\Phi$ and $\Psi$, we can represent $K$ as in the following proposition.
Proposition 4.3. Suppose that $\mathcal{H}$ is a perfect ORKHS with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $\mathcal{H}$ to $\mathcal{Y}$. Let $K$ and $\mathcal{K}$ denote the operator reproducing kernels with respect to $\mathcal{L}$ and $\mathcal{L}_0$, respectively. If $W$ is the feature space of $\mathcal{K}$, $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ is its feature map with the density condition (4.2) and $\Psi : \Lambda \to \mathcal{B}(\mathcal{Y}, W)$ is defined by (4.3), then

$$K(\alpha) = \Phi(\cdot)^* \Psi(\alpha), \quad \alpha \in \Lambda.$$ 

Moreover, $W$ and $\Psi$ are, respectively, the feature space and the feature map of $K$, satisfying the density condition

$$\text{span}\{\Psi(\alpha)\xi : \alpha \in \Lambda, \xi \in \mathcal{Y}\} = W.$$ (4.4)

Proof. It follows from the feature map representation $K(x, y) = \Phi(y)^* \Phi(x)$, $x, y \in \mathcal{X}$, that

$$L_\alpha(K(x, \cdot)\eta) = L_\alpha(\Phi(\cdot)^* \Phi(x)\eta) = \tilde{L}_\alpha(\Phi(x)\eta), \quad x \in \mathcal{X}, \alpha \in \Lambda, \eta \in \mathcal{Y}.$$ 

Substituting the above equation into (4.1), we obtain that

$$\langle (K(\alpha)\xi)(x), \eta\rangle_{\mathcal{Y}} = \langle \xi, \tilde{L}_\alpha(\Phi(x)\eta)\rangle_{\mathcal{Y}}.$$ 

Then by the definition of $\Psi$ we get that

$$\langle (K(\alpha)\xi)(x), \eta\rangle_{\mathcal{Y}} = \langle \Psi(\alpha)\xi, \Phi(x)\eta\rangle_W = \langle \Phi(x)^* \Psi(\alpha)\xi, \eta\rangle_{\mathcal{Y}},$$

which implies $K(\alpha) = \Phi(\cdot)^* \Psi(\alpha), \alpha \in \Lambda$.

Furthermore, for any $\alpha, \beta \in \Lambda$, and any $\xi, \eta \in \mathcal{Y}$, we have that

$$\langle L_\beta(K(\alpha)\xi), \eta\rangle_{\mathcal{Y}} = \langle \Psi(\alpha)\xi, \Psi(\beta)\eta\rangle_W = \langle \Psi(\beta)^* \Psi(\alpha)\xi, \eta\rangle_{\mathcal{Y}},$$

which yields $L_\beta(K(\alpha)\xi) = \Psi(\beta)^* \Psi(\alpha)\xi$. We conclude from this that $W$ and $\Psi$ are, respectively, the feature space and the feature map of $K$.

To verify the density condition (4.4), it suffices to show that if $u \in W$ satisfies $\langle u, \Psi(\alpha)\xi\rangle_{W} = 0$ for all $\alpha \in \Lambda$ and all $\xi \in \mathcal{Y}$, then $u = 0$. Since there holds for all $\alpha \in \Lambda$ and all $\xi \in \mathcal{Y}$,

$$\langle \tilde{L}_\alpha(u), \xi\rangle_{\mathcal{Y}} = \langle u, \Psi(\alpha)\xi\rangle_{W},$$

we have that $\tilde{L}_\alpha(u) = 0$ for all $\alpha \in \Lambda$. By the definition $\tilde{L}_\alpha$, we get that $L_\alpha(\Phi(\cdot)^* u) = 0$ for all $\alpha \in \Lambda$. Since the norm of $\mathcal{H}$ is compatible with $\mathcal{L}$, we observe that $\|\Phi(\cdot)^* u\|_{\mathcal{H}} = 0$, which is equivalent to $\|u\|_{W} = 0$.

Motivated by the representation of an operator reproducing kernel for a perfect ORKHS in Proposition 4.3, we now turn to characterizing the operator reproducing kernels of this type, which is useful in constructing operator reproducing kernels.

Theorem 4.4. An operator $K : \Lambda \to \mathcal{B}(\mathcal{Y}, \mathcal{H})$ is an operator reproducing kernel for a perfect ORKHS $\mathcal{H}$ with respect to a family $\mathcal{L} = \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $\mathcal{H}$ to $\mathcal{Y}$ if and only if there exist a Hilbert space $W$ and two mappings $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ with the density condition (4.2) and $\Psi : \Lambda \to \mathcal{B}(\mathcal{Y}, W)$ with the density condition (4.4), such that

$$K(\alpha) = \Phi(\cdot)^* \Psi(\alpha), \quad \alpha \in \Lambda.$$ (4.5)

Moreover, the perfect ORKHS of $K$ has the form $\mathcal{H} := \{\Phi(\cdot)^* u : u \in W\}$ with the inner product

$$\langle \Phi(\cdot)^* u, \Phi(\cdot)^* v\rangle_{\mathcal{H}} := \langle u, v\rangle_{W}.$$
Proof. Suppose that $K : \Lambda \to \mathcal{B}(\mathcal{Y}, \mathcal{H})$ is an operator reproducing kernel for a perfect ORKHS $\mathcal{H}$ with respect to a family $L = \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $\mathcal{H}$ to $\mathcal{Y}$. According to the definition of the perfect ORKHS, $\mathcal{H}$ is a reproducing kernel Hilbert space with its reproducing kernel $K$. By theory of the classical reproducing kernel Hilbert space, we can choose a Hilbert space $W$ as the feature space of the reproducing kernel $K$ and a mapping $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ which satisfying the density condition (4.4) as its feature map. We then define the map $\Psi$ according to (4.3). Hence, by Proposition 4.3, we get the representation of $K$ as in (4.5).

Conversely, we suppose that $W$ is a Hilbert space, $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ satisfies the density condition (4.2) and $\Psi : \Lambda \to \mathcal{B}(\mathcal{Y}, W)$ satisfies the density condition (4.4), and $K$ has the form (4.5). Associated with $W$ and $\Phi$ we introduce a space $\mathcal{H} := \{\Phi(\cdot)^*u : u \in W\}$ of functions from $\mathcal{X}$ to $\mathcal{Y}$ and define a bilinear mapping on $\mathcal{H}$ by \[
\langle \Phi(\cdot)^*u, \Phi(\cdot)^*v \rangle_\mathcal{H} := \langle u, v \rangle_W . \]
By the theory of classical RKHSs, we conclude that $\mathcal{H}$ is an RKHS. We shall show that $\mathcal{H}$ is a perfect ORKHS with respect to some family of linear operators and the operator $K$ is exactly the operator reproducing kernel for $\mathcal{H}$.

We first introduce a family of linear operators from $\mathcal{H}$ to $\mathcal{Y}$. For each $\alpha \in \Lambda$ we define operator $L_\alpha$ on $\mathcal{H}$ by
\[
L_\alpha(\Phi(\cdot)^*u) := \Psi(\alpha)^*u, \quad u \in W .
\]
It is clear that $L_\alpha$ is linear. It follows that
\[
\|L_\alpha(\Phi(\cdot)^*u)\|_\mathcal{Y} \leq \|\Psi(\alpha)\|_{\mathcal{B}(\mathcal{Y}, W)} \|u\|_W = \|\Psi(\alpha)\|_{\mathcal{B}(\mathcal{Y}, W)} \|\Phi(\cdot)^*u\|_\mathcal{H} ,
\]
which ensures that $L_\alpha$ is continuous on $\mathcal{H}$. Set $L := \{L_\alpha : \alpha \in \Lambda\}$. Then $L$ is a family of continuous linear operators. We next verify that the norm of $\mathcal{H}$ is compatible with $L$. Suppose that $f := \Phi(\cdot)^*u \in \mathcal{H}$ satisfies $L_\alpha(f) = 0$ for all $\alpha \in \Lambda$. By the definition of operators $L_\alpha$, we have for all $\alpha \in \Lambda$ and all $\xi \in \mathcal{Y}$ that
\[
\langle u, \Psi(\alpha)\xi \rangle_W = \langle \Psi(\alpha)^*u, \xi \rangle_\mathcal{Y} = \langle L_\alpha(\Phi(\cdot)^*u), \xi \rangle_\mathcal{Y} = 0 .
\]
This together with the density condition (4.4) leads to $\|u\|_W = 0$ and then $\|f\|_\mathcal{H} = 0$. That is, the norm of $\mathcal{H}$ is compatible with $L$. We then conclude that $\mathcal{H}$ is a perfect ORKHS with respect to $L$.

It remains to prove that the operator $K$ with the form (4.5) is the operator reproducing kernel for $\mathcal{H}$. It follows from
\[
\|K(\alpha)\xi\|_\mathcal{H} = \|\Psi(\alpha)\xi\|_\mathcal{Y} \leq \|\Psi(\alpha)\|_{\mathcal{B}(\mathcal{Y}, W)} \|\xi\|_\mathcal{Y} , \quad \xi \in \mathcal{Y} ,
\]
that $K(\alpha) \in \mathcal{B}(\mathcal{Y}, \mathcal{H})$. For each $\alpha \in \Lambda, \xi \in \mathcal{Y}$ and each $f := \Phi(\cdot)^*u \in \mathcal{H}$, there holds
\[
\langle f, K(\alpha)\xi \rangle_\mathcal{H} = \langle \Phi(\cdot)^*u, \Phi(\cdot)^*\Psi(\alpha)\xi \rangle_\mathcal{Y} = \langle u, \Psi(\alpha)\xi \rangle_W = \langle L_\alpha(f), \xi \rangle_\mathcal{Y} .
\]
This ensures that $K$ is the operator reproducing kernel for $\mathcal{H}$. \hfill \Box

We remark on the representation (4.5) of an operator reproducing kernel for a perfect ORKHS. For a general operator reproducing kernel, the feature map can only give the representation (3.15) for the values of the operators $L_\alpha, \beta \in \Lambda$, at the kernel sections $K(\alpha)\xi, \alpha \in \Lambda, \xi \in \mathcal{Y}$. Due to the special structure of the perfect ORKHS, we can give a more precise representation (4.3) for its operator reproducing kernel.

We next present a specific example to illustrate the representation (4.5) of the operator reproducing kernel for a perfect ORKHS. To this end, we recall the RKHS $\mathcal{B}_\Delta(\mathbb{R}^d, \mathbb{C}^n)$. Proposition 3.3...
shows that the space $B_\Delta(\mathbb{R}^d, \mathbb{C}^n)$ is also an ORKHS with respect to the family $\mathcal{L}$ of the integral operators defined as in (3.11). Hence, it is a perfect ORKHS. It was pointed out in section 3 that the operator reproducing kernel for $B_\Delta(\mathbb{R}^d, \mathbb{C}^n)$ has the form

$$K(x, y) = \mathcal{P}_{B_\Delta}(u(\cdot - x), x \in \mathbb{R}^d, \xi \in \mathbb{C}^n).$$

(4.6)

To give the feature representation (3.3) of $K$, we first describe the choice of the space $W$ as the feature space of the kernel $K$ defined as in (3.3) and the mapping $\Phi$ as its feature map. Let $W := L^2(I_\Delta, \mathbb{C}^n)$. We define $\Phi : \mathbb{R}^d \to \mathcal{B}(\mathbb{C}^n, W)$ for each $x \in \mathbb{R}^d$ by

$$\Phi(x) := \frac{1}{(2\pi)^{d/2}} \text{diag}(e^{i(x, \cdot)} : j \in \mathbb{N}_n).$$

Then the adjoint of $\Phi(x)$ can be represented for each $w := [w_j : j \in \mathbb{N}_n] \in W$ as

$$\Phi(x)^* w = \frac{1}{(2\pi)^{d/2}} \langle (w_j, e^{i(x, \cdot)})_{L^2(I_\Delta)} : j \in \mathbb{N}_n \rangle.$$

Associated with $W$ and $\Phi$, the kernel $K$ having the form (3.8) may be rewritten as

$$K(x, y) = \Phi(y)^* \Phi(x), \ x, y \in \mathbb{R}^d.$$
Theorem 4.6. Suppose that $W$ is a Hilbert space and two mappings $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ and $\Psi : \Lambda \to \mathcal{B}(\mathcal{Y}, W)$ satisfy the density conditions (1.2) and (1.4), respectively. If the mapping $K$ has the form (1.3) and two mappings $K$ and $\tilde{K}$ are defined as above, then $K$ and $\tilde{K}$ are the operator reproducing kernel and the reproducing kernel, respectively, for a perfect ORKHS $\mathcal{H}$ and $\tilde{\mathcal{H}}$ is a reproducing kernel for an RKHS $\tilde{\mathcal{H}}$. Moreover, there is an isometric isomorphism between $\mathcal{H}$ and $\tilde{\mathcal{H}}$.

Proof. It is known from Theorem 3.3 that $K$ is an operator reproducing kernel for a perfect ORKHS $\mathcal{H}$ with respect $\mathcal{L} = \{L_\alpha : \alpha \in \Lambda\}$ defined by

$$L_\alpha(\Phi(\cdot)^* u) := \Psi(\cdot)^* \Phi(\cdot)^* \Psi(\cdot) \xi, \; u \in W.$$ Moreover, $\mathcal{K}$ is the corresponding reproducing kernel for $\mathcal{H}$ with respect to the family of the point-evaluation operators. The feature map representation of $\tilde{K}$ leads directly to that $\tilde{K}$ is a reproducing kernel on $\Lambda$ for the RKHS $\tilde{\mathcal{H}} := \{\Psi(\cdot)^* u : u \in W\}$. By definitions of $K, \tilde{K}$ and $L_\beta$, we get for all $\alpha, \beta \in \Lambda$ and all $\xi \in \mathcal{Y}$ that

$$\tilde{K}(\alpha, \beta) \xi = \Psi(\beta)^* \Psi(\alpha) \xi = L_\beta(\Phi(\cdot)^* \Psi(\cdot) \xi) = L_\beta(K(\alpha) \xi).$$

We then conclude from Theorem 3.11 that there is an isometric isomorphism between $\mathcal{H}$ and $\tilde{\mathcal{H}}$. \hfill \Box

To close this section, we consider universality of an operator reproducing kernel for a perfect ORKHS. Universality of classical reproducing kernels has attracted much attention in theory of machine learning [12, 40, 44, 51]. This important property ensures that a continuous target function can be uniformly approximated on a compact subset of the input space by the linear span of kernel sections. It is crucial for the consistence of the kernel-based learning algorithms, which generally use the representer theorem to learn a target function in the linear span of kernel sections. For learning a function from its operator values, we also have similar representer theorems, which will be presented in section 7. Below, we discuss universality of an operator reproducing kernel for a perfect ORKHS.

Let Hilbert space $\mathcal{H}$ of $\mathcal{Y}$-valued functions on a metric space $\mathcal{X}$ is a perfect ORKHS with respect to a family $\mathcal{L}$ of linear operators from $\mathcal{H}$ to $\mathcal{Y}$. Suppose that the operator reproducing kernel $K$ for $\mathcal{H}$ satisfies that for each $\alpha \in \Lambda$ and each $\xi \in \mathcal{Y}$, $K(\alpha) \xi$ is continuous on $\mathcal{X}$. We denote by $C(\mathcal{Z}, \mathcal{Y})$ the Banach space of continuous $\mathcal{Y}$-valued functions on compact subset $\mathcal{Z}$ of $\mathcal{X}$ with the norm defined by $\|f\|_{C(\mathcal{Z}, \mathcal{Y})} := \sup_{x \in \mathcal{Z}} \|f(x)\|_\mathcal{Y}$. We say that $K$ is universal if for each compact subset $\mathcal{Z}$ of $\mathcal{X}$,

$$\overline{\text{span}} \{K(\alpha) \xi : \alpha \in \Lambda, \; \xi \in \mathcal{Y}\} = C(\mathcal{Z}, \mathcal{Y}),$$

where for each $\alpha \in \Lambda$ and each $\xi \in \mathcal{Y}$, $K(\alpha) \xi$ is taken as a $\mathcal{Y}$-valued function on $\mathcal{Z}$ and the closure is taken in the maximum norm. To characterize universality of the operator reproducing kernel having the form (1.5), we first recall a convergence property of functions in an RKHS. That is, if a sequence $f_n$ converges to $f$ in an RKHS, then $f_n$, as a sequence of functions on $\mathcal{X}$, converges pointwisely to $f$. As a direct consequence, we have the following result concerning the density in $\mathcal{H}$.

Lemma 4.7. Let $\mathcal{H}$ be an RKHS of continuous $\mathcal{Y}$-valued functions on a metric space $\mathcal{X}$ and $\mathcal{M}$ a subset of $\mathcal{H}$. If $\mathcal{M}$ is dense in $\mathcal{H}$, then for any compact subset $\mathcal{Z}$ of $\mathcal{X}$ there holds $\overline{\mathcal{M}} = \overline{\mathcal{Z}}$, where the closure is taken in the maximum norm of $C(\mathcal{Z}, \mathcal{Y})$.

Proof. It suffices to prove that for any compact subset $\mathcal{Z}$ there holds $\mathcal{H} \subseteq \overline{\mathcal{M}}$, where the closure is taken in the maximum norm of $C(\mathcal{Z}, \mathcal{Y})$. Let $f$ be any element in $\mathcal{H}$. By the density of $\mathcal{M}$ in
Hilbert space \( \mathcal{H} \), there exists a sequence \( f_n \) converging to \( f \). Due to the convergence property in RKHSs, we have for any compact subset \( Z \) of \( \mathcal{X} \) that \( f_n \) converges to \( f \) in \( C(Z, \mathcal{Y}) \). According to the arbitrary of \( f \) in \( \mathcal{H} \), we get \( \mathcal{H} \subseteq \mathcal{M} \).

By the above lemma, we give a characterization of universality of the operator reproducing kernel with the form (4.5) as follows.

**Theorem 4.8.** Let \( \mathcal{X} \) be a metric space, \( \Lambda \) a set and \( W, \mathcal{Y} \) both Hilbert spaces. Suppose that \( \Phi : \mathcal{X} \rightarrow \mathcal{B}(\mathcal{Y}, W) \) is continuous and satisfies the density condition (1.2) and \( \Psi : \Lambda \rightarrow \mathcal{B}(\mathcal{Y}, W) \) satisfies the density condition (1.4). Then the operator reproducing kernel \( K \) defined by (1.5) is universal if and only if there holds for any compact subset \( Z \) of \( \mathcal{X} \),

\[
\text{span}\{\Phi(\cdot)^*u : u \in W\} = C(Z, \mathcal{Y}).
\]  

(4.8)

**Proof.** It follows from Theorem 4.4 that the perfect ORKHS of the operator reproducing kernel \( K \) defined by (4.5) has the form \( \mathcal{H} := \{\Phi(\cdot)^*u : u \in W\} \) with the inner product \( \langle \Phi(\cdot)^*u, \Phi(\cdot)^*v \rangle_{\mathcal{H}} := \langle u, v \rangle_W \). Since \( \Phi \) is continuous, the functions in \( \mathcal{H} \) are all continuous. Let \( \mathcal{M} \) denote the linear span \( \text{span} \{\Phi(\cdot)^*\Psi(\alpha)\xi : \alpha \in \Lambda, \xi \in \mathcal{Y}\} \). By the density condition (1.4), we have that \( \mathcal{M} \) is dense in \( \mathcal{H} \). Then according to Lemma 4.7, we get for any compact subset \( Z \) of \( \mathcal{X} \) that

\[
\text{span}\{\Phi(\cdot)^*\Psi(\alpha)\xi : \xi \in \mathcal{Y}\} = \text{span}\{\Phi(\cdot)^*u : u \in W\},
\]

where the closure is taken in the maximum norm of \( C(Z, \mathcal{Y}) \). The above equation together with (1.5) leads to

\[
\text{span}\{K(\alpha)\xi : \xi \in \mathcal{Y}\} = \text{span}\{\Phi(\cdot)^*u : u \in W\},
\]

which completes the proof.

Besides the operator reproducing kernel \( K \), the perfect ORKHS also enjoys a classical reproducing kernel on \( \mathcal{X} \) with the form \( K(x, y) = \Phi(y)^*\Phi(x) \), \( x, y \in \mathcal{X} \). The characterization of universality of classical reproducing kernels in [12, 40] shows that \( K \) is universal if and only if (4.8) holds for any compact subset \( Z \) of \( \mathcal{X} \). Hence, Theorem 4.8 tells us that for a perfect ORKHS the universality of its two kernels is identical.

## 5 Perfect ORKHSs with respect to Integral Operators

Local average values of a function are often used as observed information in data analysis. For this reason, we investigate in this section the perfect ORKHS with respect to a family of integral operators.

We first introduce the integral operators to be considered in this section. Let \( (\mathcal{X}, \mu) \) be a measure space and \( \mathcal{Y} \) a Hilbert space. Suppose that \( \Lambda \) is an index set and \( \{\lambda_\alpha : \alpha \in \Lambda\} \) is a family of mappings from \( \mathcal{X} \) to \( \mathcal{B}(\mathcal{Y}, \mathcal{Y}) \). Associated with these mappings, we define the family \( \mathcal{L} := \{L_\alpha : \alpha \in \Lambda\} \) of integral operators for a function \( f \) on \( \mathcal{X} \) to \( \mathcal{Y} \) by

\[
L_\alpha(f) := \int_\mathcal{X} \lambda_\alpha(x)f(x)d\mu(x), \; \alpha \in \Lambda.
\]

(5.1)

We now describe a construction of perfect ORKHSs with respect to \( \mathcal{L} \) defined by (5.1) following Theorem 4.4. To this end, we suppose that \( W \) is a Hilbert space and a mapping \( \Phi : \mathcal{X} \rightarrow \mathcal{B}(\mathcal{Y}, W) \) satisfies the density condition (1.2). The perfect ORKHSs will be constructed through a subspace of \( W \). For each \( \alpha \in \Lambda \) and each \( \xi \in \mathcal{Y} \), we introduce a function from \( \mathcal{X} \) to \( W \) by letting

\[
\psi_{\alpha, \xi}(x) := \Phi(x)\lambda_\alpha(x)^*\xi, \; x \in \mathcal{X}.
\]

(5.2)
If the functions $\psi_{\alpha, \xi}, \alpha \in \Lambda, \xi \in \mathcal{Y}$, are all Bochner integrable, then we define a closed subspace of $W$ by
\[
\tilde{W} := \operatorname{span}\left\{ \int_X \psi_{\alpha, \xi}(x) d\mu(x) : \alpha \in \Lambda, \xi \in \mathcal{Y} \right\}.
\] (5.3)
We let $P_{\tilde{W}}$ denote the orthogonal projection from $W$ to $\tilde{W}$. We then define the mapping $\tilde{\Phi}$ by
\[
\tilde{\Phi}(x) := P_{\tilde{W}}\Phi(x), \quad x \in X.
\]
The next lemma establishes the density condition involving the mapping $\tilde{\Phi} : X \to \mathcal{B}(\mathcal{Y}, \tilde{W})$ in the Hilbert space $\tilde{W}$.

**Lemma 5.1.** Let $W$ be a Hilbert space and $\Phi : X \to \mathcal{B}(\mathcal{Y}, W)$ a mapping satisfying the density condition (4.2). If $\psi_{\alpha, \xi}, \alpha \in \Lambda, \xi \in \mathcal{Y}$, defined by (5.2), are all Bochner integrable and $\tilde{W}$ and $\tilde{\Phi}$ are defined as above, then there holds the density condition
\[
\operatorname{span}\{ \tilde{\Phi}(x)\xi : x \in X, \xi \in \mathcal{Y} \} = \tilde{W}.
\] (5.4)

**Proof.** By the definition of $\tilde{\Phi}$, we have for each $u \in \tilde{W}$ that
\[
\langle \tilde{\Phi}(x)\xi, u \rangle_{\tilde{W}} = \langle \Phi(x)\xi, u \rangle_W, \quad x \in X, \xi \in \mathcal{Y}.
\]
This together with the density condition (4.2) of $\Phi$ leads to (5.4). \qed

We describe in the next theorem the construction of the perfect ORKHS with respect to $\mathcal{L}$. 

**Theorem 5.2.** Let $W$ be a Hilbert space and $\Phi : X \to \mathcal{B}(\mathcal{Y}, W)$ a mapping satisfying the density condition (4.2). If a collection of mappings $\lambda_{\alpha} : X \to \mathcal{B}(\mathcal{Y}, \mathcal{Y})$, $\alpha \in \Lambda$ satisfies
\[
\int_X \| \Phi(x) \|_{\mathcal{B}(\mathcal{Y}, W)} \| \lambda_{\alpha}(x) \|_{\mathcal{B}(\mathcal{Y}, \mathcal{Y})} d\mu(x) < \infty, \quad \text{for all } \alpha \in \Lambda,
\] (5.5)
then the space
\[
\tilde{H} := \left\{ \Phi(\cdot)^* u : u \in \tilde{W} \right\}
\] (5.6)
with the inner product
\[
\langle \Phi(\cdot)^* u, \Phi(\cdot)^* v \rangle_{\tilde{H}} := \langle u, v \rangle_{\tilde{W}},
\]
is a perfect ORKHS with respect to $\mathcal{L} := \{ L_{\alpha} : \alpha \in \Lambda \}$ defined as in (5.1) and its operator reproducing kernel $K$ has the form
\[
K(\alpha)\xi = \Phi(\cdot)^* \int_X \psi_{\alpha, \xi}(x) d\mu(x), \quad \alpha \in \Lambda, \xi \in \mathcal{Y}.
\] (5.7)

**Proof.** We prove this theorem by employing Theorem 4.4. Specifically, we verify the hypothesis of Theorem 4.4. For this purpose, we introduce a mapping $\Psi : \Lambda \to \mathcal{B}(\mathcal{Y}, \tilde{W})$ which satisfies the density condition (4.4) with $W$ being replaced by $\tilde{W}$. It follows for each $\alpha \in \Lambda$ and each $\xi \in \mathcal{Y}$ that
\[
\int_X \| \psi_{\alpha, \xi} \|_W d\mu(x) \leq \| \xi \|_Y \int_X \| \Phi(x) \|_{\mathcal{B}(\mathcal{Y}, W)} \| \lambda_{\alpha}(x) \|_{\mathcal{B}(\mathcal{Y}, \mathcal{Y})} d\mu(x).
\] (5.8)
This together with (5.5) leads to $\psi_{\alpha, \xi}$ is Bochner integrable. This allows us to define the operator $\Psi : \Lambda \to \mathcal{L}(\mathcal{Y}, \tilde{W})$ by
\[
\Psi(\alpha)\xi := \int_X \psi_{\alpha, \xi}(x) d\mu(x), \quad \alpha \in \Lambda, \xi \in \mathcal{Y}.
\]
By the definition of $\psi_{\alpha,\xi}$, the linearity of $\Psi(\alpha)$ is clear. Combining equation (5.8) with the fact
\[
\|\Psi(\alpha)\xi\|_{\tilde{W}} \leq \int_{\mathcal{X}} \|\psi_{\alpha,\xi}\|_{W} \, d\mu(x),
\]
we conclude that $\Psi(\alpha) \in \mathcal{B}(\mathcal{Y}, \tilde{W})$. Observing from the definition of $\Psi$, we obtain easily its density condition. By Lemma 5.1, the hypotheses of Theorem 4.4 are satisfied. Consequently, by identifying for each $\alpha \in \Lambda$,
\[
L_\alpha(\tilde{\Phi}(\cdot)^*u) = \Psi(\alpha)^*u, \quad u \in \tilde{W},
\]
we conclude that space $\tilde{\mathcal{H}} := \{\tilde{\Phi}(\cdot)^*u : u \in \tilde{W}\}$ with the inner product $\langle \tilde{\Phi}(\cdot)^*u, \tilde{\Phi}(\cdot)^*v \rangle_{\tilde{H}} := \langle u, v \rangle_{\tilde{W}}$ is a perfect ORKHS with respect to $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ and that the corresponding operator reproducing kernel has the form $K(\alpha) = \tilde{\Phi}(\cdot)^*\Psi(\alpha), \alpha \in \Lambda$.

We next show that the perfect ORKHS $\tilde{\mathcal{H}}$ has the form (5.6) and the operator reproducing kernel $K$ has the form (5.7). Noting that
\[
\tilde{\Phi}(x)^* = \Phi(x)^*\mathcal{P}_W^* = \Phi(x)^*, \quad \text{for all} \quad x \in \mathcal{X},
\]
we can represent $\tilde{\mathcal{H}}$ as in (5.6) and $K$ as $K(\alpha) = \Phi(\cdot)^*\Psi(\alpha), \alpha \in \Lambda$. This together with the definition of $\Psi$ leads to the form (5.7). It suffices to rewrite $L_\alpha, \alpha \in \Lambda$, in the form (5.1). It follows for each $\alpha \in \Lambda$ and each $f = \Phi(\cdot)^*u \in \tilde{\mathcal{H}}$ that
\[
\langle L_\alpha(f), \xi \rangle_{\mathcal{Y}} = \langle \Psi(\alpha)^*u, \xi \rangle_{\mathcal{Y}} = \langle u, \Psi(\alpha)\xi \rangle_{W}, \quad \xi \in \mathcal{Y}.
\]
Hence, by the definition of $\Psi$ and $\psi_{\alpha,\xi}$ we have that
\[
\langle L_\alpha(f), \xi \rangle_{\mathcal{Y}} = \int_{\mathcal{X}} \langle u, \Phi(x)\lambda_\alpha(x)^*\xi \rangle_{W} \, d\mu(x) = \left( \int_{\mathcal{X}} \lambda_\alpha(x) f(x) \, d\mu(x), \xi \right)_{\mathcal{Y}}, \quad \xi \in \mathcal{Y},
\]
which yields that $L_\alpha$ has the form (5.1) and thus, completes the proof.

Associated with the Hilbert space $W$ and the mapping $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ in Theorem 5.2, the space $\mathcal{H} := \{\Phi(\cdot)^*u : u \in W\}$, with the inner product $\langle \Phi(\cdot)^*u, \Phi(\cdot)^*v \rangle_{\mathcal{H}} := \langle u, v \rangle_{W}$, is an RKHS on $\mathcal{X}$. The perfect ORKHS $\tilde{\mathcal{H}}$ with the form (5.6) is a closed subspace of $\mathcal{H}$. Observing from the representation of $\tilde{\mathcal{H}}$, we obtain the following result.

**Corollary 5.3.** Let $W$ be a Hilbert space and $\Phi : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, W)$ a mapping satisfying the density condition (1.2). If a collection of mappings $\lambda_\alpha : \mathcal{X} \to \mathcal{B}(\mathcal{Y}, \mathcal{Y})$, $\alpha \in \Lambda$, satisfies (5.3) and $W$ is defined by (5.3), then the RKHS $\mathcal{H} := \{\Phi(\cdot)^*u : u \in W\}$ with the inner product $\langle \Phi(\cdot)^*u, \Phi(\cdot)^*v \rangle_{\mathcal{H}} := \langle u, v \rangle_{W}$, is a perfect ORKHS with respect to $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ defined as in (5.1) if and only if there holds $W = W$.

**Proof.** It follows from Theorem 5.2 that the closed subspace $\tilde{\mathcal{H}}$, defined by (5.6), of $\mathcal{H}$ is a perfect ORKHS with respect to $\mathcal{L}$. If $W = W$, then we have $\mathcal{H} = \tilde{\mathcal{H}}$, which shows that $\mathcal{H}$ is just the perfect ORKHS. Conversely, we suppose that $\mathcal{H}$ is a perfect ORKHS with respect to $\mathcal{L}$. For each $u \in W$, we set
\[
h_{\alpha,\xi}(u) := \langle u, \int_{\mathcal{X}} \psi_{\alpha,\xi}(x) \, d\mu(x) \rangle_{W}, \quad \alpha \in \Lambda, \xi \in \mathcal{Y}.
\]
It suffices to verify that if $u \in W$ satisfies $h_{\alpha,\xi}(u) = 0$ for any $\alpha \in \Lambda, \xi \in \mathcal{Y}$, then $u = 0$. By the definition of $\psi_{\alpha,\xi}$, we have that for each $\alpha \in \Lambda, \xi \in \mathcal{Y}$ that
\[
h_{\alpha,\xi}(u) = \int_{\mathcal{X}} \langle u, \Phi(x)\lambda_\alpha(x)^*\xi \rangle_{W} \, d\mu(x) = \left( \int_{\mathcal{X}} \lambda_\alpha(x) \Phi(x)^*u \, d\mu(x), \xi \right)_{\mathcal{Y}}.
\]
This together with the definition of $L_\alpha, \alpha \in \Lambda$, leads to $h_{\alpha,\xi}(u) = \langle L_\alpha(\Phi(x)^*u), \xi \rangle_{\mathcal{Y}}$. Since the norm of $\mathcal{H}$ is compatible with $\mathcal{L}$, we have that $h_{\alpha,\xi}(u) = 0$ holds for any $\alpha \in \Lambda, \xi \in \mathcal{Y}$ if and only if $\|\Phi(x)^*u\|_{\mathcal{H}} = 0$, which is equivalent to $u = 0$. \[\square\]
Moreover, it is clear that there holds the density condition (4.2) with

\[ \text{We choose integral operators in this case, we introduce a sequence} \]

\[ C \text{ belongs to } L^1, \text{ which states that every} \]

\[ \text{continuous translation invariant kernel on } R^d \text{ must be the Fourier transform of a finite nonnegative Bochner integrable function on } R^d, \text{ and vice versa.} \]

\[ \text{The characterization was generalized to the operator-valued case in [23]. We consider a matrix-valued translation invariant reproducing kernel, for which the positive semi-definite matrix-valued Bochner integrable functions } f \text{ on } R^d \text{ satisfies } \varphi^{1/2} \text{ belongs to } L^2(R^d, C^n). \]

\[ \text{The space } L^2_{\varphi}(R^d, C^n) \text{ is a Hilbert space endowed with the inner product} \]

\[ \langle f, g \rangle_{L^2_{\varphi}(R^d, C^n)} := \int_{R^d} \langle \varphi(t) f(t), g(t) \rangle_{C^n} dt, \quad f, g \in L^2_{\varphi}(R^d, C^n). \]

\[ \text{We choose } W := L^2_{\varphi}(R^d, C^n) \text{ and } \Phi(x) := e^{i(x \cdot \cdot t)}, \quad x \in R^d. \]

\[ \text{We need to verify that } \Phi(x), x \in R^d, \text{ belong to } B(C^n, W) \text{ and satisfy the density condition (12) with } Y = C^n. \]

\[ \text{It follows for each } x \in R^d \text{ and each } \xi \in C^n \text{ that} \]

\[ \| \Phi(x) \xi \|^2_W = \int_{R^d} \langle \varphi(t) e^{i(x \cdot \cdot t)} \xi, e^{i(x \cdot \cdot t)} \xi \rangle_{C^n} dt = \int_{R^d} \langle \varphi(t) \xi, \xi \rangle_{C^n} dt \leq \| \xi \|^2_{C^n} \int_{R^d} \| \varphi(t) \|^2_{L^1 M_n} dt. \]

\[ \text{This together with the Bochner integrability of } \varphi \text{ yields that } \Phi(x) \xi \in W \text{ and } \Phi(x) \text{ is continuous from } C^n \text{ to } W \text{ with the norm satisfying} \]

\[ \| \Phi(x) \|_{B(C^n, W)} \leq \| \varphi \|^{1/2}_{L^1(R^d, M_n)}. \]

\[ \text{Moreover, it is clear that there holds the density condition (12) with } Y = C^n. \]

\[ \text{To describe the integral operators in this case, we introduce a sequence } u_\alpha = [u_{\alpha,j} : j \in N_n], \ \alpha \in \Lambda, \text{ of } C^n\text{-valued Bochner integrable functions on } R^d \text{ and choose} \]

\[ \lambda_\alpha(x) := \text{diag}(u_{\alpha,j}(x) : j \in N_n), \quad x \in R^d, \quad \alpha \in \Lambda. \]

\[ \text{Then the integral operator (5.1) reduces to} \]

\[ L_\alpha(f) := \int_{R^d} f(x) \circ u_{\alpha}(x) dx, \quad \alpha \in \Lambda. \]

\[ \text{Here, } u \circ v \text{ denotes the Hadamard product of two } C^n\text{-valued functions } u \text{ and } v, \text{ which has been defined in (3.1). Associated with the Bochner integrable functions } \varphi : R^d \rightarrow M^+_n \text{ and } u_\alpha : R^d \rightarrow C^n, \ \alpha \in \Lambda, \text{ we define the inner product space} \]

\[ H := \{ (\varphi(\cdot)^\alpha u) : u \in \text{span} \{ u_{\alpha, \xi} : \ \alpha \in \Lambda, \xi \in C^n \} \}. \]
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Then the closed subspace $\tilde{\alpha}K$ operator reproducing kernel is determined by $\tilde{H}$, hence, by Theorem 5.2 we obtain a perfect ORKHS

$$\lambda$$

By the definition of $\int\lambda$, in order to use the construction in Theorem 5.2, we first verify condition (5.5) with $\tilde{H}$ can be represented as $\tilde{\alpha}$ and the inner product of $\tilde{\alpha}$ can be represented as in (5.14). Moreover, the operator reproducing kernel is determined by $K(\alpha)\xi = (2\pi)^d[\varphi(\cdot)^*(\tilde{\alpha}_o \circ \xi)]^\wedge$. $\lambda$

Proof. In order to use the construction in Theorem 5.2 we first verify condition (5.5) with $\lambda_\alpha(x)$, $\alpha \in \Lambda$, being defined by (5.11). According to inequality (5.10), we have for each $\alpha \in \Lambda$ that

$$\int_{\mathbb{R}^d} \Vert \Phi(x) \Vert_{L(\mathbb{C}^\infty, W)} \Vert \lambda_\alpha(x) \Vert_{M_n} dx \leq \Vert \varphi \Vert_{L^1(\mathbb{R}^d, M_n)} \int_{\mathbb{R}^d} \Vert \lambda_\alpha(x) \Vert_{M_n} dx. \tag{5.15}$$

By the definition of $\lambda_\alpha$, we get

$$\int_{\mathbb{R}^d} \Vert \lambda_\alpha(x) \Vert_{M_n} dx \leq \Vert u_\alpha \Vert_{L^1(\mathbb{R}^d, \mathbb{C}^n)}.$$

Substituting the above inequality into (5.15) and by the Bochner integrability of $u_\alpha$, we have that

$$\int_{\mathbb{R}^d} \Vert \Phi(x) \Vert_{L(\mathbb{C}^\infty, W)} \Vert \lambda_\alpha(x) \Vert_{M_n} dx \leq \Vert \varphi \Vert_{L^1(\mathbb{R}^d, M_n)}^1 \Vert u_\alpha \Vert_{L^1(\mathbb{R}^d, \mathbb{C}^n)} < \infty.$$

Hence, by Theorem 5.2 we obtain a perfect ORKHS $\tilde{\mathcal{H}}$ with the form (5.6) and the corresponding operator reproducing kernel $K$ with the form (5.7).

We next turn to representing $\tilde{\mathcal{H}}$ and $K$ by making use of the functions $\varphi$ and $u_\alpha, \alpha \in \Lambda$. It follows for each $\alpha \in \Lambda$ and each $\xi \in \mathbb{C}^n$ that

$$\int_{\mathbb{R}^d} \Phi(x) \lambda_\alpha(x)^* \xi dx = \int_{\mathbb{R}^d} \Phi(x)(u_\alpha(x) \circ \xi) dx = (2\pi)^d \tilde{u}_\alpha \circ \xi.$$

Then the closed subspace $\tilde{W}$ in (5.6) of $W$ can be represented as

$$\tilde{W} = \text{span} \{ \tilde{u}_\alpha \circ \xi : \alpha \in \Lambda, \xi \in \mathbb{C}^n \}. \tag{5.16}$$

There holds for each $x \in \mathbb{R}^d$ and each $u \in \tilde{W}$ that

$$\langle \Phi(x)\xi, u \rangle_{\tilde{W}} = \int_{\mathbb{R}^d} \langle \varphi(t)e^{i(x,t)}\xi, u(t) \rangle_{\mathbb{C}^n} dt = \langle \xi, \int_{\mathbb{R}^d} e^{-i(x,t)\varphi(t)^*u(t)} dt \rangle_{\mathbb{C}^n}, \xi \in \mathbb{C}^n,$$

which leads to

$$\Phi(x)^*u = \int_{\mathbb{R}^d} e^{-i(x,t)\varphi(t)^*u(t)} dt = (\varphi(\cdot)^*u)^\wedge(x).$$

Substituting the representation (5.16) of $\tilde{W}$ and the above equation into (5.6), we have that $\tilde{\mathcal{H}} = \mathcal{H}$ and the inner product of $\tilde{\mathcal{H}}$ can be represented as in (5.14). Moreover, the operator reproducing kernel $K$ can be represented as

$$K(\alpha)\xi := \Phi(\cdot)^* \int_{\mathbb{R}^d} \Phi(x)\lambda_\alpha(x)^* \xi dx = (2\pi)^d[\varphi(\cdot)^*(\tilde{u}_\alpha \circ \xi)]^\wedge, \alpha \in \Lambda, \xi \in \mathbb{C}^n.$$

□
The widely used Gaussian kernel on \( \mathbb{R}^d \) is a translation invariant kernel with \( \varphi \) being the Gaussian function. A matrix-valued Gaussian kernel on \( \mathbb{R}^d \) discussed in [38] is determined by

\[
\mathcal{K}(x, y) := \sum_{j \in \mathbb{N}_m} e^{-\sigma_j \|x - y\|^2} A_j,
\]

(5.17)

where \( \sigma_j \geq 0, j \in \mathbb{N}_m \) and \( \{A_j : j \in \mathbb{N}_m\} \) is a sequence of real matrices in \( \mathbb{M}_n^+ \). Here, we denote by \( \| \cdot \| \) the norm on \( \mathbb{R}^d \) induced by the standard inner product. By letting

\[
\varphi(t) := \sum_{j \in \mathbb{N}_m} \frac{1}{(2\pi \sigma_j)^{d/2}} e^{-\frac{1}{2\sigma_j} \|t\|^2} A_j,
\]

we can represent \( \mathcal{K} \) in the form (5.17). Combining Corollary 5.3 with Theorem 5.4, we conclude that the RKHS of the Gaussian kernel (5.17) is a perfect ORKHS with respect to \( \mathcal{L} := \{L_\alpha : \alpha \in \Lambda\} \) defined as in (5.12) in terms of a family of \( \mathbb{C}^n \)-valued Bochner integrable functions \( u_\alpha, \alpha \in \Lambda \), if the linear span of \( \{u_\alpha \circ \xi : \alpha \in \Lambda, \xi \in \mathbb{C}^n\} \) is dense in \( L^2_\mathcal{C}(\mathbb{R}^d, \mathbb{C}^n) \). Accordingly, the operator reproducing kernel is given by

\[
(K(\alpha)\xi)(x) = L_\alpha(K(x, \cdot)\xi).
\]

We next present a perfect FRKHS, which is a closed subspace of a shift-invariant space. To this end, we first recall the shift-invariant spaces, which have been extensively studied in the areas of wavelet theory [19] [25], approximation theory [20] [30] and sampling [2] [3] [27]. Given \( \phi \in L^2(\mathbb{R}^d) \) that satisfies

\[
m \leq \sum_{j \in \mathbb{Z}^d} |\hat{\phi}(\xi + 2\pi j)|^2 \leq M, \quad \text{for almost every} \ \xi,
\]

(5.18)

for some \( m, M > 0 \), we construct the shift-invariant space by

\[
V^2(\phi) := \left\{ \sum_{k \in \mathbb{Z}^d} c_k \phi(\cdot - k) : \{c_k : k \in \mathbb{Z}^d\} \in l^2(\mathbb{Z}^d) \right\}.
\]

Here, \( l^2(\mathbb{Z}^d) \) is the Hilbert space of square-summable sequences on \( \mathbb{Z}^d \). The function \( \phi \) is called the generator of the shift-invariant space \( V^2(\phi) \). Clearly, \( V^2(\phi) \) is a closed subspace of \( L^2(\mathbb{R}^d) \) and condition (5.18) ensures that the sequence \( \phi(\cdot - k), k \in \mathbb{Z}^d \), constitutes a Riesz basis of \( V^2(\phi) \). To guarantee that \( V^2(\phi) \) is an RKHS, additional conditions need to be imposed on the generator \( \phi \). Following [2], we first introduce a weight function \( \omega \) on \( \mathbb{R}^d \), which is assumed to be continuous, symmetric and positive, and to satisfy the condition \( 0 < \omega(x + y) \leq \omega(x)\omega(y) \), for any \( x, y \in \mathbb{R}^d \). Moreover, we assume that \( \omega \) satisfies the growth condition

\[
\sum_{n=1}^{\infty} \log \omega(nk) < \infty, \quad \text{for all} \ k \in \mathbb{Z}^d.
\]

We also recall the Wiener amalgam spaces \( W(L^p_w), 1 \leq p \leq \infty \). For \( 1 \leq p < \infty \), a measurable function \( f \) is said to belong to \( W(L^p_w) \), if it satisfies

\[
\|f\|_{W(L^p_w)} := \sum_{k \in \mathbb{Z}^d} \text{ess sup}\{|f(x + k)|^p \omega(k)^p : x \in [0, 1]^d\} < \infty.
\]

For \( p = \infty \), a measurable function \( f \) is said to belong to \( W(L^\infty_w) \) if it satisfies

\[
\|f\|_{W(L^\infty_w)} := \sup_{k \in \mathbb{Z}^d} \{\text{ess sup}\{|f(x + k)|\omega(k) : x \in [0, 1]^d\}\} < \infty.
\]
We denote by \( W_0(L^1_w) \) the subspace of continuous functions in \( W(L_w^1) \). It has been proved in [2] that if \( \phi \in W_0(L^1_w) \), the space \( V^2(\phi) \) is an RKHS with the reproducing kernel
\[
K(x, y) = \sum_{k \in \mathbb{Z}^d} \phi(x - k)\bar{\phi}(y - k), \quad x, y \in \mathbb{R}^d,
\]
where \( \tilde{\phi} \in V^2(\phi) \) satisfies the condition that the sequence \( \tilde{\phi}(\cdot - k), k \in \mathbb{Z}^d \), is the dual Riesz basis of \( \phi(\cdot - k), k \in \mathbb{Z}^d \). To see the reproducing property, for each
\[
f := \sum_{j \in \mathbb{Z}^d} c_j \phi(\cdot - j) \in V^2(\phi),
\]
we note that
\[
\langle f, K(x, \cdot) \rangle_{L^2(\mathbb{R}^d)} = \sum_{j \in \mathbb{Z}^d} \sum_{k \in \mathbb{Z}^d} c_j \phi(x - k) \langle \phi(\cdot - j), \tilde{\phi}(\cdot - k) \rangle_{L^2(\mathbb{R}^d)}.
\]

Due to the biorthogonality relation
\[
\langle \phi(\cdot - j), \tilde{\phi}(\cdot - k) \rangle_{L^2(\mathbb{R}^d)} = \delta_{j,k}, \quad j, k \in \mathbb{Z}^d,
\]
the above equation reduces to
\[
\langle f, K(x, \cdot) \rangle_{L^2(\mathbb{R}^d)} = \sum_{j \in \mathbb{Z}^d} c_j \phi(x - j) = f(x).
\]

In order to use the construction described in Theorem 5.2, we choose a natural feature map 
\( \lambda \). By choosing
\[
\tilde{\phi} \in V^2(\phi)
\]
we introduce a family of measurable functions \( u_\alpha, \alpha \in \Lambda \), on \( \mathbb{R}^d \) satisfying for each \( \alpha \in \Lambda \),
\[
\int_{\mathbb{R}^d} |u_\alpha(x)| \left( \sum_{k \in \mathbb{Z}^d} |\phi(x - k)|^2 \right)^{1/2} dx < \infty.
\]

By choosing \( \lambda_\alpha(x) := u_\alpha(x) \), the integral operator in (5.11) reduces to
\[
L_\alpha(f) := \int_{\mathbb{R}^d} f(x)u_\alpha(x)dx, \quad \alpha \in \Lambda.
\]

Associated with \( u_\alpha, \alpha \in \Lambda \), we define the closed subspace of \( V^2(\phi) \) as
\[
\mathcal{H} := \text{span} \left\{ \sum_{k \in \mathbb{Z}^d} \left( \int_{\mathbb{R}^d} u_\alpha(t)\phi(t - k)dt \right) \phi(\cdot - k) : \alpha \in \Lambda \right\}.
\]

We construct in the next theorem a perfect FRKHS with respect to a family of integral functionals defined as in (5.21).

**Theorem 5.5.** If \( \phi \in W_0(L^1_w) \) satisfies (5.15) and a family of measurable functions \( u_\alpha, \alpha \in \Lambda \), on \( \mathbb{R}^d \) satisfies (5.20), then the closed subspace \( \mathcal{H} \) defined by (5.22) of \( V^2(\phi) \) is a perfect FRKHS with respect to a family \( \mathcal{F} := \{ L_\alpha : \alpha \in \Lambda \} \) of integral functionals defined as in (5.21) and the corresponding functional reproducing kernel is determined by
\[
K(\alpha)(x) := \sum_{k \in \mathbb{Z}^d} \left( \int_{\mathbb{R}^d} u_\alpha(t)\phi(t - k)dt \right) \phi(x - k), \quad \alpha \in \Lambda, \ x \in \mathbb{R}^d.
\]
Proof. To apply Theorem 5.2 in the case that \( \mathcal{Y} = \mathbb{C} \), we need to verify for each \( \alpha \in \Lambda \) that \( u_\alpha \Phi \), as a \( W \)-valued function, is Bochner integrable. By the reproducing property, we obtain for any \( x \in \mathbb{R}^d \) that
\[
\| \Phi(x) \|_W^2 = K(x, x) = \sum_{k \in \mathbb{Z}^d} \phi(x - k) \tilde{\phi}(x - k),
\]
which leads to for each \( \alpha \in \Lambda \),
\[
\int_{\mathbb{R}^d} |u_\alpha(x)\Phi(x)|Wdx = \int_{\mathbb{R}^d} |u_\alpha(x)|\left( \sum_{k \in \mathbb{Z}^d} \phi(x - k) \tilde{\phi}(x - k) \right)^{1/2} dx. \tag{5.24}
\]
For each \( x \in \mathbb{R}^d \), we introduce two sequences \( a := \{ a_k : k \in \mathbb{Z}^d \} \) and \( \tilde{a} := \{ \tilde{a}_k : k \in \mathbb{Z}^d \} \) with \( a_k := \phi(x + k) \) and \( \tilde{a}_k := \tilde{\phi}(x + k) \). Note that the dual generator \( \tilde{\phi} \in V^2(\phi) \) has the expansion \( \tilde{\phi} = \sum_{k \in \mathbb{Z}^d} b_k \phi(-k) \), where the coefficients \( b_k, k \in \mathbb{Z}^d \), are the Fourier coefficients of the 2\( \pi \)-periodic function
\[
b(\xi) = \left( \sum_{j \in \mathbb{Z}^d} |\tilde{\phi}(\xi + 2\pi j)|^2 \right)^{-1}, \quad \xi \in [-\pi, \pi]^d.
\]
Set \( b := \{ b_k : k \in \mathbb{Z}^d \} \). It follows for each \( k \in \mathbb{Z}^d \) that
\[
\tilde{a}_k = \sum_{l \in \mathbb{Z}^d} b_l \phi(x + k - l) = \sum_{l \in \mathbb{Z}^d} b_l a_{k-l} = (a * b)_k.
\]
Since \( \phi \in W_0(L^1_{\mathbb{R}}) \), we get that \( a \in l^2(\mathbb{Z}^d) \). By Lemmas 2.8 and 2.11 in \([2]\), we also have that \( b \in l^1(\mathbb{Z}^d) := \{ \{ c_k : k \in \mathbb{Z}^d \} : \sum_{k \in \mathbb{Z}^d} |c_k| < +\infty \} \). Hence, the above equation leads to \( \tilde{a} \in l^2(\mathbb{Z}^d) \) and
\[
\| \tilde{a} \|_{l^2(\mathbb{Z}^d)} \leq \| a \|_{l^2(\mathbb{Z}^d)} \| b \|_{l^1(\mathbb{Z}^d)}.
\]
Then by (5.24), we obtain that
\[
\int_{\mathbb{R}^d} |u_\alpha(x)\Phi(x)|Wdx \leq \| b \|_{l^1(\mathbb{Z}^d)}^{1/2} \int_{\mathbb{R}^d} \left| u_\alpha(x) \right| \left( \sum_{k \in \mathbb{Z}^d} |\phi(x - k)|^2 \right)^{1/2} dx < +\infty,
\]
which together with (5.20) shows that the function \( u_\alpha \Phi \) is Bochner integrable.

By Theorem 5.2 in the case that \( \mathcal{Y} = \mathbb{C} \), we get the perfect FRKHS as a closed subspace of \( V^2(\phi) \)
\[
\tilde{\mathcal{H}} := \overline{\text{span}} \left\{ \int_{\mathbb{R}^d} u_\alpha(x)\Phi(x)dx : \alpha \in \Lambda \right\}
\]
with the functional reproducing kernel
\[
K(\alpha) := \int_{\mathbb{R}^d} u_\alpha(x)\Phi(x)dx.
\]
According to (5.19) we get \( \tilde{\mathcal{H}} = \mathcal{H} \) and \( K \) represented as in (5.23).

To end this example, we shall give a sufficient and necessary condition which ensures that the FRKHS \( \mathcal{H} \) appearing in (5.22) is identical to \( V^2(\phi) \), that is,
\[
\overline{\text{span}} \left\{ \sum_{k \in \mathbb{Z}^d} \left( \int_{\mathbb{R}^d} u_\alpha(t)\phi(t - k)dt \right) \tilde{\phi}(\cdot - k) : \alpha \in \Lambda \right\} = V^2(\phi). \tag{5.25}
\]
For this purpose, we introduce a sequence of functions by letting for each \( \alpha \in \Lambda \)

\[
g_{\alpha}(\xi) := \sum_{l \in \mathbb{Z}^d} \overline{u}_{\alpha}(\xi + 2l\pi) \phi(\xi + 2l\pi), \quad \xi \in [-\pi, \pi]^d.
\]

**Theorem 5.6.** If \( \phi \in W_0(L_w^1) \) satisfies (5.18) and for each \( \alpha \in \Lambda \), \( u_{\alpha} \in L^2(\mathbb{R}^d) \) satisfies (5.20), then the density condition (5.25) holds if and only if there holds

\[
\text{span} \{ g_{\alpha} : \alpha \in \Lambda \} = L^2([-\pi, \pi]^d).
\]  

**Proof.** By the definition of \( g_{\alpha}, \alpha \in \Lambda \), we have for each \( \alpha \in \Lambda \) and \( k \in \mathbb{Z}^d \) that

\[
\int_{\mathbb{R}^d} u_{\alpha}(x) \phi(x - k) dx = \int_{\mathbb{R}^d} \overline{u}_{\alpha}(\xi) \phi(\xi) e^{i(k, \xi)} d\xi = \sum_{l \in \mathbb{Z}^d} \int_{[-\pi, \pi]^d} \overline{u}_{\alpha}(\xi) \phi(\xi) e^{i(k, \xi)} d\xi
\]

\[
= \int_{[-\pi, \pi]^d} g_{\alpha}(\xi) e^{i(k, \xi)} d\xi = c_k(g_{\alpha}),
\]

where we denote by \( c_k(h) \) the \( k \)-th Fourier coefficients of \( h \in L^2([-\pi, \pi]^d) \). According to the representation of the functions in \( V^2(\phi) \), we note that the density condition (5.25) holds if and only if there holds

\[
\text{span} \{ \{ c_k(g_{\alpha}) : k \in \mathbb{Z}^d \} : \alpha \in \Lambda \} = l^2(\mathbb{Z}^d),
\]

which is equivalent to (5.26). \( \square \)

A functional reproducing kernel \( K \) for a perfect FRKHS \( \mathcal{H} \) can be represented by the classical reproducing kernel \( \mathcal{K} \) for \( \mathcal{H} \) by (4.1). Especially with respect to the family \( \mathcal{F} \) of the integral functionals

\[
L_{\alpha}(f) := \int_{\mathcal{X}} f(x) u_{\alpha}(x) d\mu(x), \quad \alpha \in \Lambda,
\]

the functional reproducing kernel \( K \) has the form

\[
K(\alpha)(x) := \int_{\mathcal{X}} \mathcal{K}(t, x) u_{\alpha}(t) d\mu(t).
\]  

To end this section, we shall show that under a somewhat stronger hypothesis, the operator \( K \) with the form (5.23) is a functional reproducing kernel if and only if \( \mathcal{K} \) is a classical reproducing kernel on \( \mathcal{X} \).

**Proposition 5.7.** Let \( \mathcal{X} \) be a compact set, \( \mu \) a finite Borel measure on \( \mathcal{X} \) and \( \mathcal{K} : \mathcal{X} \times \mathcal{X} \to \mathbb{C} \) a continuous function. If \( \{ u_{\alpha} : \alpha \in \Lambda \} \) satisfies for each \( \alpha \in \Lambda \), \( u_{\alpha} \in L^1(\mathcal{X}, \mu) \) and \( \text{span} \{ u_{\alpha} : \alpha \in \Lambda \} = L^1(\mathcal{X}, \mu) \), then the operator \( K \) defined by (5.23) is a functional reproducing kernel with respect to a family \( \mathcal{F} \) of linear functionals \( L_{\alpha}, \alpha \in \Lambda \) defined by (5.27) if and only if \( \mathcal{K} \) is a reproducing kernel on \( \mathcal{X} \).

**Proof.** We suppose that \( \mathcal{K} \) is a reproducing kernel on \( \mathcal{X} \) and \( \mathcal{H} \) is the RKHS of \( \mathcal{K} \). To show that \( K \), defined by (5.23), is a functional reproducing kernel, we first introduce the feature space \( W := \mathcal{H} \) and the feature map \( \Phi(x) := \mathcal{K}(x, \cdot), x \in \mathcal{X} \) of \( \mathcal{K} \) and set \( \lambda_{\alpha}(x) := u_{\alpha}(x), x \in \mathcal{X}, \alpha \in \Lambda \). We then verify the assumption (5.5) in Theorem 5.2. Based on the above notations, we have for each \( \alpha \in \Lambda \) that

\[
\int_{\mathcal{X}} |\lambda_{\alpha}(x)| ||\Phi(x)||_H d\mu(x) = \int_{\mathcal{X}} |u_{\alpha}(x)| \sqrt{\mathcal{K}(x, x)} d\mu(x) \leq \max_{x \in \mathcal{X}} \{ \sqrt{\mathcal{K}(x, x)} \} \int_{\mathcal{X}} |u_{\alpha}(x)| d\mu(x) < +\infty.
\]
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Hence, by Theorem 5.2 we get a functional reproducing kernel

\[ K(\alpha)(x) = \left\langle \int_{\mathcal{X}} u_\alpha(t) \Phi(t)d\mu(t), \Phi(x) \right\rangle_W, \quad \alpha \in \Lambda, \ x \in \mathcal{X}, \]

with respect to a family \( \mathcal{F} \) of linear functionals \( L_\alpha, \alpha \in \Lambda \) defined by (5.27). By the definition of \( \Phi \) and the reproducing property of \( K \), we conclude that \( K \) has the form (5.28).

Conversely, we suppose that \( K \) with the form (5.28) is a functional reproducing kernel with respect to \( \mathcal{F} \) and show that \( K \) is a classical reproducing kernel on \( \mathcal{X} \). We note from [9] that \( K \) is a classical reproducing kernel on \( \mathcal{X} \) if and only if there holds for all \( g \in L^1(\mathcal{X}, \mu) \),

\[
\int_{\mathcal{X}} \int_{\mathcal{X}} g(s)K(s,t)\overline{u(t)}d\mu(s)d\mu(t) \geq 0. \tag{5.29}
\]

Hence, it suffices to verify that (5.29) holds true for all \( g \in L^1(\mathcal{X}, \mu) \). Observing from the definition of the functional reproducing kernel and the integral functionals, we have for any \( u = \sum_{j \in \mathbb{N}_n} c_j u_\alpha_j \in \text{span} \{ u_\alpha : \alpha \in \Lambda \} \) that

\[
\int_{\mathcal{X}} \int_{\mathcal{X}} u(s)K(s,t)\overline{u(t)}d\mu(s)d\mu(t) = \sum_{j \in \mathbb{N}_n} \sum_{k \in \mathbb{N}_n} c_j \overline{c_k} L_{\alpha_j}(K(\alpha_j)).
\]

Since \( K \) is a functional reproducing kernel with respect to \( \mathcal{F} \), we get by the above equation that

\[
\int_{\mathcal{X}} \int_{\mathcal{X}} u(s)K(s,t)\overline{u(t)}d\mu(s)d\mu(t) \geq 0
\]

for any \( u \in \text{span} \{ u_\alpha : \alpha \in \Lambda \} \). By the density of \( u_\alpha, \alpha \in \Lambda \), in \( L^1(\mathcal{X}, \mu) \), there exists for each \( g \in L^1(\mathcal{X}, \mu) \) a sequence \( u_n \in \text{span} \{ u_\alpha : \alpha \in \Lambda \} \) such that

\[
\lim_{n \to \infty} \| u_n - g \|_{L^1(\mathcal{X}, \mu)} = 0.
\]

By the triangular inequality there holds

\[
\left| \int_{\mathcal{X}} \int_{\mathcal{X}} K(s,t)(g(s)\overline{g(t)} - u_n(s)\overline{u_n(t)})d\mu(s)d\mu(t) \right| \leq \max_{s,t \in \mathcal{X}} \{ |K(s,t)| \} \left( \| g \|_{L^1(\mathcal{X}, \mu)} + \| u_n \|_{L^1(\mathcal{X}, \mu)} \right) \| u_n - g \|_{L^1(\mathcal{X}, \mu)},
\]

which implies that

\[
\int_{\mathcal{X}} \int_{\mathcal{X}} g(s)K(s,t)\overline{u(t)}d\mu(s)d\mu(t) = \lim_{n \to \infty} \int_{\mathcal{X}} \int_{\mathcal{X}} u_n(s)K(s,t)\overline{u_n(t)}d\mu(s)d\mu(t).
\]

This together with the inequalities

\[
\int_{\mathcal{X}} \int_{\mathcal{X}} u_n(s)K(s,t)\overline{u_n(t)}d\mu(s)d\mu(t) \geq 0, \quad \text{for all } n,
\]

ensures that (5.29) holds for each \( g \in L^1(\mathcal{X}, \mu) \). Therefore, we have that \( K \) is a reproducing kernel on \( \mathcal{X} \).

\[ \square \]
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6 Sampling and Reconstruction in FRKHSs

We describe in this section a reconstruction of an element in an FRKHS from its functional values. This study is motivated by the average sampling, which aims at recovering a function from its local average values represented as integral functional values. As pointed out in the classical sampling theory in RKHSs, the local average functionals used in the reconstruction should be continuous to ensure the stability of the sampling process. In practice, only finite local average functionals are used to establish a reconstruction of a function. However, to obtain a more precise approximation of the target function, more local average functionals are demanded. Hence, the average sampling should be considered in a space which ensures the continuity of the local average functionals with respect to all the points in the domain. Such a space is just an FRKHS with respect to the family of all the local average functionals. We establish the sampling theorem in the context of general FRKHSs and present explicit examples concerning the Paley-Wiener spaces. The average sampling has been widely studied in classical RKHSs, such as the Paley-Wiener context of general FRKHSs and present explicit examples concerning the Paley-Wiener spaces.

The general sampling and reconstruction problem in an ORKHS may be reformulated as it in a corresponding FRKHS. Let \( \mathcal{H} \) be an FRKHS with respect to a family \( \mathcal{F} := \{ L_\alpha : \alpha \in \Lambda \} \) of linear functionals on \( \mathcal{H} \). We shall consider the complete reconstruction of an element \( f \in \mathcal{H} \) from its sampled data \( \{ L_\alpha(f) : j \in J \} \), where \( J \) is a countable index set and \( \{ \alpha_j : j \in J \} \subseteq \Lambda \). The general sampling and reconstruction problem in an ORKHS \( \mathcal{H} \) with respect to a family \( \mathcal{L} \) of linear operators \( L_\alpha, \alpha \in \Lambda, \) from \( \mathcal{H} \) to \( \mathcal{Y} \), where the sampled data have the form \( \{ (L_\alpha(f), \xi_j)_{\mathcal{Y}} : j \in J \} \), with \( \{ \alpha_j : j \in J \} \subseteq \Lambda \) and \( \{ \xi_j : j \in J \} \subseteq \mathcal{Y} \), can be reformulated as the sampling and reconstruction problem in an FRKHS. In fact, if we introduce the family \( \mathcal{F} \) of linear functionals \( \tilde{L}_{(\alpha,\xi)} \), \( (\alpha,\xi) \in \Lambda \times \mathcal{Y} \), as

\[
\tilde{L}_{(\alpha,\xi)}(f) = (L_\alpha(f), \xi)_{\mathcal{Y}}, \quad (\alpha,\xi) \in \Lambda \times \mathcal{Y},
\]

space \( \mathcal{H} \) is also an FRKHS with respect to \( \mathcal{F} \). From this observation, the above sampling problem in an ORKHS can also be interpreted as reconstructing an element \( f \) in an FRKHS \( \mathcal{H} \) from its functionals values \( \tilde{L}_{(\alpha,\xi)}(f), \) \( j \in J \). Hence, we shall consider sampling and reconstruction in FRKHSs only.

Complete reconstruction of a function requires the availability of a frame or a Riesz basis of a Hilbert space. We review the concept of frames and Riesz bases of a Hilbert space according to \cite{11, 22}. Let \( \mathcal{H} \) be a separable Hilbert space with the inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) and let \( J \) be a countable index set. A sequence \( \{ f_j : j \in J \} \subset \mathcal{H} \) is called a frame of \( \mathcal{H} \) if there exist constants \( 0 < A \leq B < +\infty \) such that

\[
A\|f\|_{\mathcal{H}} \leq \left( \sum_{j \in J} |\langle f, f_j \rangle_{\mathcal{H}}|^2 \right)^{1/2} \leq B\|f\|_{\mathcal{H}}, \quad \text{for all } f \in \mathcal{H}.
\]

For a frame \( \{ f_j : j \in J \} \) of \( \mathcal{H} \), there exists a dual frame \( \{ g_j : j \in J \} \subset \mathcal{H} \), for which

\[
f = \sum_{j \in J} \langle f, g_j \rangle_{\mathcal{H}} f_j, \quad \text{for each } f \in \mathcal{H}. \tag{6.1}
\]

A frame \( \{ f_j : j \in J \} \) is a Riesz basis of \( \mathcal{H} \) if it is minimal, that is,

\[
f_j \notin \text{span}\{ f_k : k \in J, k \neq j \}, \quad \text{for each } j \in J.
\]
If \( \{ f_j : j \in J \} \) is a Riesz basis of \( \mathcal{H} \), there exists a unique sequence \( \{ g_j : j \in J \} \subset \mathcal{H} \) satisfying (6.1) and we call it the dual Riesz basis of the original Riesz basis. Moreover, the dual Riesz basis \( \{ g_j : j \in J \} \) satisfies the biorthogonal condition that \( \langle f_j, g_k \rangle_{\mathcal{H}} = \delta_{jk} \), for all \( j, k \in J \), where \( \delta_{jk} \) is the Kronecker delta notation.

We now consider reconstructing an element in an FRKHS in terms of its sampled functional values. Let \( \mathcal{H} \) be an FRKHS with respect to a family \( \mathcal{F} \) of linear functionals \( L_{\alpha}, \alpha \in \Lambda \) and \( K \) the functional reproducing kernel for \( \mathcal{H} \). As far as sampling is concerned, we assume that there exists a countable sequence \( \alpha_j \in \Lambda, j \in J \), such that \( \mathbb{K} := \{ K(\alpha_j) : j \in J \} \) constitutes a frame for \( \mathcal{H} \). We need to construct a dual frame of \( \mathcal{K} \). To this end, we define the frame operator \( T : \mathcal{H} \to \mathcal{H} \) for each \( f \in \mathcal{H} \) by

\[
Tf := \sum_{j \in J} \langle f, K(\alpha_j) \rangle_{\mathcal{H}} K(\alpha_j).
\]

(6.2)

It is well-known that operator \( T \) is bounded, invertible, self-adjoint and strictly positive on \( \mathcal{H} \) and the sequence \( \{ G_j : j \in J \} \) with \( G_j := T^{-1}(K(\alpha_j)) \) is the dual frame of \( K \). We shall show that the dual frame \( \{ G_j : j \in J \} \) is also induced from a functional reproducing kernel. For this purpose, we define operator \( \tilde{K} \) from \( \Lambda \) to \( \mathcal{H} \) by

\[
\tilde{K}(\alpha) := (\eta_{\mathcal{H}}^{-1})(K(\alpha)), \quad \text{for each } \alpha \in \Lambda
\]

(6.3)

and introduce the space \( \tilde{\mathcal{H}} := \{ f : f \in \mathcal{H} \} \) with the bilinear mapping \( \langle \cdot, \cdot \rangle_{\tilde{\mathcal{H}}} \) defined by

\[
\langle f, g \rangle_{\tilde{\mathcal{H}}} := \langle Tf, g \rangle_{\mathcal{H}}, \quad f, g \in \tilde{\mathcal{H}}.
\]

(6.4)

Since operator \( T \) is self-adjoint and strictly positive, we conclude that \( \tilde{\mathcal{H}} \) is an inner product space endowed with the inner product \( \langle \cdot, \cdot \rangle_{\tilde{\mathcal{H}}} \). The spaces \( \mathcal{H} \) and \( \tilde{\mathcal{H}} \) have the same elements although their norms are different. The next lemma reveals the equivalence of their norms.

**Lemma 6.1.** Let \( \mathcal{H} \) be an FRKHS with respect to a family \( \mathcal{F} \) of linear functionals \( L_{\alpha}, \alpha \in \Lambda \) and \( K \) the functional reproducing kernel for \( \mathcal{H} \). If for a countable sequence \( \alpha_j, j \in J, \) in \( \Lambda \), the set \( \mathbb{K} \) constitutes a frame for \( \mathcal{H} \) and \( T \) is the frame operator, then the norms of \( \mathcal{H} \) and \( \tilde{\mathcal{H}} \), defined as above, are equivalent.

**Proof.** It is known [19] that there exist \( A, B > 0 \) such that for any \( f \in \mathcal{H} \),

\[
A \| f \|^2_{\tilde{\mathcal{H}}} \leq \langle Tf, f \rangle_{\mathcal{H}} \leq B \| f \|^2_{\tilde{\mathcal{H}}}.
\]

This together with the fact \( \langle f, f \rangle_{\tilde{\mathcal{H}}} = \langle Tf, f \rangle_{\mathcal{H}} \) yields the norm equivalence of \( \mathcal{H} \) and \( \tilde{\mathcal{H}} \).

It follows from Lemma 6.1 that \( \tilde{\mathcal{H}} \) is a Hilbert space since \( \mathcal{H} \) is a Hilbert space. The following proposition shows that \( \tilde{\mathcal{H}} \) is also an FRKHS with respect to \( \mathcal{F} \) and has \( \tilde{K} \) as its functional reproducing kernel.

**Proposition 6.2.** Let \( \mathcal{H} \) be an FRKHS with respect to a family \( \mathcal{F} \) of linear functionals \( L_{\alpha}, \alpha \in \Lambda \), and \( K \) the functional reproducing kernel for \( \mathcal{H} \). If for a countable sequence \( \alpha_j, j \in J, \) in \( \Lambda \), the set \( \mathbb{K} \) constitutes a frame for \( \mathcal{H} \) and \( T \) is the frame operator, then space \( \tilde{\mathcal{H}} \) is also an FRKHS with respect to \( \mathcal{F} \) and \( \tilde{K} \) is the corresponding functional reproducing kernel for \( \mathcal{H} \).

**Proof.** By the norm equivalence of \( \mathcal{H} \) and \( \tilde{\mathcal{H}} \) established in Lemma 6.1, we can show that the norm of \( \tilde{\mathcal{H}} \) is compatible with \( \mathcal{F} \) since so is the norm of \( \mathcal{H} \). Combining the norm equivalence with the continuity of the functionals \( L_{\alpha}, \alpha \in \Lambda \), on \( \mathcal{H} \), we also obtain that these functionals are continuous on \( \tilde{\mathcal{H}} \). The definition of the FRKHS ensures that \( \tilde{\mathcal{H}} \) is an FRKHS with respect to \( \mathcal{F} \).
It remains to show that the operator \( \tilde{K} \) reproduces the functionals \( L_\alpha(f) \), for \( \alpha \in \Lambda \). By (6.3), the self-adjoint property of \( T \) and the reproducing property of the kernel \( K \), we get for each \( f \in \mathcal{H} \) that

\[
\langle f, \tilde{K}(\alpha) \rangle_{\tilde{\mathcal{H}}} = \langle Tf, \tilde{K}(\alpha) \rangle_{\mathcal{H}} = \langle f, T\tilde{K}(\alpha) \rangle_{\mathcal{H}} = \langle f, K(\alpha) \rangle_{\mathcal{H}} = L_\alpha(f), \quad \text{for all } \alpha \in \Lambda.
\]

Hence, \( \tilde{K} \) is the corresponding functional reproducing kernel for \( \mathcal{H} \).

It is clear that \( G_j = \tilde{K}(\alpha_j), \ j \in \mathcal{J} \). That is, \( \mathcal{K} := \{ \tilde{K}(\alpha_j) : j \in \mathcal{J} \} \) is the dual frame of \( \mathcal{K} \) in \( \mathcal{H} \). We shall call operator \( \tilde{K} \) defined by (6.3) the dual functional reproducing kernel of \( K \) with respect to the set \( \{ \alpha_j : j \in \mathcal{J} \} \).

With the help of the dual functional reproducing kernel, we establish the complete reconstruction formula of an element in an FRKHS from its functional values.

**Theorem 6.3.** Let \( \mathcal{H} \) be an FRKHS with respect to the family \( \mathcal{F} \) of linear functionals \( L_\alpha, \alpha \in \Lambda \) and \( K \) the functional reproducing kernel for \( \mathcal{H} \). If for a countable sequence \( \alpha_j, j \in \mathcal{J}, \) in \( \Lambda \), the set \( \mathcal{K} \) constitutes a frame for \( \mathcal{H} \) and \( \tilde{K} \) is the dual functional reproducing kernel of \( K \) with respect to the set \( \{ \alpha_j : j \in \mathcal{J} \} \), then \( \mathcal{K} \) is a dual frame of \( \mathcal{K} \) in \( \mathcal{H} \) and there holds for each \( f \in \mathcal{H} \),

\[
f = \sum_{j \in \mathcal{J}} L_\alpha_j(f) \tilde{K}(\alpha_j), \quad (6.5)
\]

where the reconstruction formula (6.5) holds also in \( \mathcal{H} \). Moreover, if \( \mathcal{K} \) is a Riesz basis for \( \mathcal{H} \), then \( \mathcal{K} \) is an orthonormal basis for the FRKHS \( \mathcal{H} \) of \( K \).

**Proof.** It follows from the definition of the dual functional reproducing kernel that \( \tilde{K} \) is a dual frame of \( \mathcal{K} \) in \( \mathcal{H} \). Then, by (6.1) we have that

\[
f = \sum_{j \in \mathcal{J}} \langle f, K(\alpha_j) \rangle_{\mathcal{H}} \tilde{K}(\alpha_j).
\]

This together with the reproducing property \( L_\alpha_j(f) = \langle f, K(\alpha_j) \rangle_{\mathcal{H}}, j \in \mathcal{J} \), leads to the reconstruction formula (6.5). Lemma 6.1 guarantees that the norms of \( \mathcal{H} \) and \( \mathcal{\tilde{H}} \) are equivalent. Moreover, the two spaces have the same elements. Therefore, the reconstruction formula (6.5) holds also in \( \mathcal{\tilde{H}} \).

In the case when \( \mathcal{K} \) is a Riesz basis for \( \mathcal{H} \), we verify the orthonormality of \( \mathcal{K} \) by using the biorthogonality of Reisz basis \( \mathcal{K} \) and its dual \( \mathcal{\tilde{K}} \). Indeed, for each \( j, k \in \mathcal{J} \), we have that

\[
\langle \tilde{K}(\alpha_j), \tilde{K}(\alpha_k) \rangle_{\mathcal{\tilde{H}}} = \langle T\tilde{K}(\alpha_j), \tilde{K}(\alpha_k) \rangle_{\mathcal{H}} = \langle K(\alpha_j), \tilde{K}(\alpha_k) \rangle_{\mathcal{H}} = \delta_{j,k}.
\]

According to Theorem 6.3, we have to find the frame in the form \( \{ K(\alpha_j) : j \in \mathcal{J} \} \) for an FRKHS in order to establish the complete reconstruction formula. It is helpful to have a characterization of such a frame in terms of the feature map representation (3.16) of the corresponding functional reproducing kernel.

**Theorem 6.4.** Let \( \Phi \) be a map from \( \Lambda \) into a Hilbert space \( W \) satisfying \( \text{span}\{ \Phi(\alpha) : \alpha \in \Lambda \} = W \). If \( K \) is a functional reproducing kernel for an FRKHS \( \mathcal{H} \), defined by (3.16), then for a countable sequence \( \alpha_j, j \in \mathcal{J}, \) in \( \Lambda \), the set \( \mathcal{K} \) constitutes a frame for \( \mathcal{H} \) if and only if \( \{ \Phi(\alpha_j) : j \in \mathcal{J} \} \) forms a frame of \( W \).
The functions to be reconstructed are taken from the Paley-Wiener space of concrete FRKHSs.

By Corollary 8.12, we have that \( f \rightarrow L_\beta(f) \) is an isometric isomorphism between the FRKHS \( \mathcal{H} \) of \( K \) and the RKHS \( \hat{\mathcal{H}} \) of \( \mathcal{K} \). Equation (5.10) shows that \( \Phi \) is the feature map of the kernel \( \mathcal{K} \) and \( W \) is the corresponding feature space. We then see that \( \langle u, \Phi(\cdot) \rangle_W \rightarrow u \) is an isometric isomorphism from \( \hat{\mathcal{H}} \) to \( W \). We define the operator \( T : \mathcal{H} \rightarrow W \) as follows: For each \( f \in \mathcal{H} \), \( T f \in W \) satisfies

\[
\langle T f, \Phi(\beta) \rangle_W = L_\beta(f), \text{ for all } \beta \in \Lambda.
\]

It follows that \( T \) is an isometric isomorphism from \( \mathcal{H} \) to \( W \). By noting that \( T(K(\alpha)) = \Phi(\alpha) \), we obtain immediately the desired result of this theorem.

In general, the reconstruction formula holds only in the norm of an FRKHS. However, when an FRKHS is perfect, the series in (3.16) converges both pointwise and uniformly on any set where the reproducing kernel is bounded. This is due to the point-evaluation functionals are also continuous, when an FRKHS is perfect. Motivated by this observation, it is of practical importance to consider sampling and reconstruction in a perfect FRKHS. In this case, the frame \( \{K(\alpha_j) : j \in J\} \) has the following characterization.

**Theorem 6.5.** Let \( W \) be a Hilbert space, \( \Phi : \mathcal{X} \rightarrow W \) satisfy \( \overline{\text{span}} \{\Phi(x) : x \in \mathcal{X}\} = W \) and \( \Psi : \Lambda \rightarrow W \) satisfy \( \overline{\text{span}} \{\Psi(\alpha) : \alpha \in \Lambda\} = W \). If \( K \) is a functional reproducing kernel for a perfect FRKHS \( \mathcal{H} \), defined as in (4.7), then for a countable sequence \( \alpha_j, j \in J, \text{ in } \Lambda \), the set \( \mathbb{K} \) constitutes a frame for \( \mathcal{H} \) if and only if \( \{\Psi(\alpha_j) : j \in J\} \) forms a frame for \( W \).

**Proof.** In order to apply Theorem 6.4 we need to represent the functional reproducing kernel \( K \) as in (4.7). It is known that the linear functionals on the perfect FRKHS \( \mathcal{H} \) are determined by

\[
L_\alpha(\langle u, \Phi(\cdot) \rangle_W) := \langle u, \Psi(\alpha) \rangle_W, \text{ } u \in W, \text{ } \alpha \in \Lambda.
\]

By the representation (4.7) of \( K \), we have that

\[
L_\beta(K(\alpha)) = \langle \Psi(\alpha), \Psi(\beta) \rangle_W, \text{ for all } \alpha, \beta \in \Lambda.
\]

That is, the mapping \( \Psi : \Lambda \rightarrow W \) is the feature map of \( K \), defined as in (4.7). Noting that \( \overline{\text{span}} \{\Psi(\alpha) : \alpha \in \Lambda\} = W \),

the desired result of this theorem follows directly from Theorem 6.4.

Based upon the discussion above, we conclude that the frame \( \{K(\alpha_j) : j \in J\} \) for an FRKHS \( \mathcal{H} \) is important for establishing the complete reconstruction formula of functions in \( \mathcal{H} \). These desirable frames can be obtained by characterizing the frame \( \{\Phi(\alpha_j) : j \in J\} \) for the feature space \( W \). In the light of this point, we shall consider the complete reconstruction of functions in two concrete FRKHSs.

Below, we consider reconstructing a vector-valued function \( f : \mathbb{R} \rightarrow \mathbb{C}^n \) from its sampled data

\[
(f(x_j), \xi_j)_{\mathbb{C}^n}, \text{ } (x_j, \xi_j) \in \mathbb{R} \times \mathbb{C}^n, \text{ } j \in \mathbb{Z}.
\]

The functions to be reconstructed are taken from the Paley-Wiener space of \( \mathbb{C}^n \)-valued functions on \( \mathbb{R} \)

\[
\mathcal{B}_\pi(\mathbb{R}, \mathbb{C}^n) := \left\{ f \in L^2(\mathbb{R}, \mathbb{C}^n) : \text{ supp} f \subseteq [-\pi, \pi] \right\}
\]
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with the inner product
\[
\langle f, g \rangle_{B_n(\mathbb{R}, \mathbb{C}^n)} := \sum_{j \in \mathbb{N}_n} \langle f_j, g_j \rangle_{L^2(\mathbb{R})}, \quad \text{for } f := [f_j : j \in \mathbb{N}_n], \ g := [g_j : j \in \mathbb{N}_n].
\]

Set \( \Lambda := \mathbb{R} \times \mathbb{C}^n \) and for each \((x, \xi) \in \Lambda\), introduce a functional on \( B_n(\mathbb{R}, \mathbb{C}^n) \) as
\[
L_{(x,\xi)}(f) := \langle f(x), \xi \rangle_{\mathbb{C}^n}, \quad f \in B_n(\mathbb{R}, \mathbb{C}^n).
\]

It was pointed out that the space \( B_n(\mathbb{R}, \mathbb{C}^n) \) is an FRKHS with respect to the family \( \mathcal{F} \) of linear functionals \( L_{(x,\xi)}, (x, \xi) \in \Lambda \). The functional reproducing kernel \( K \) for \( B_n(\mathbb{R}, \mathbb{C}^n) \) is given by
\[
K(x, \xi) := \mathrm{diag}(K(x, \cdot) : j \in \mathbb{N}_n)\xi, \quad (x, \xi) \in \Lambda,
\]
where \( \mathcal{K} \) is the sinc kernel on \( \mathbb{R} \) defined by
\[
\mathcal{K}(x, y) := \frac{\sin \pi(x - y)}{\pi(x - y)}, \quad x, y \in \mathbb{R}.
\]  

(6.6)

Set \( W := L^2([-\pi, \pi], \mathbb{C}^n) \) and define \( \Phi : \Lambda \to W \) by
\[
\Phi(x, \xi) := \frac{1}{\sqrt{2\pi}} e^{ix(\cdot)}\xi, \quad (x, \xi) \in \Lambda.
\]

It follows from
\[
\mathcal{K}(x, y) = \left\langle \frac{1}{\sqrt{2\pi}} e^{ix(\cdot)}, \frac{1}{\sqrt{2\pi}} e^{iy(\cdot)} \right\rangle_{L^2([-\pi, \pi])}, \quad x, y \in \mathbb{R},
\]
that for all \((x, \xi), (y, \eta) \in \Lambda,\)
\[
L_{(y,\eta)}(K(x, \xi)) = \langle K(x, \xi)(y), \eta \rangle_{\mathbb{C}^n} = \sum_{j \in \mathbb{N}_n} \left\langle \frac{1}{\sqrt{2\pi}} e^{ix(\cdot)}\xi_j, \frac{1}{\sqrt{2\pi}} e^{iy(\cdot)}\eta_j \right\rangle_{L^2([-\pi, \pi])}.
\]

This leads to
\[
L_{(y,\eta)}(K(x, \xi)) = \langle \Phi(x, \xi), \Phi(y, \eta) \rangle_W, \quad \text{for all } (x, \xi), (y, \eta) \in \Lambda.
\]

Thus, we conclude that \( W \) and \( \Phi \) are the feature space and the feature map of the functional reproducing kernel \( K \), respectively. Moreover, the density condition \( \overline{\{\Phi(x, \xi) : (x, \xi) \in \Lambda\}} = W \) is satisfied.

We now turn to considering reconstructing a function \( f \in B_n(\mathbb{R}, \mathbb{C}^n) \) from its functional values \( L_{(x_j,\xi_j)}(f), (x_j, \xi_j) \in \Lambda, j \in \mathbb{Z} \). This will be done by finding the sampling set \( \{(x_j, \xi_j) : j \in \mathbb{Z}\} \subseteq \Lambda \) such that \( \{K(x_j, \xi_j) : j \in \mathbb{Z}\} \) forms a frame for \( B_n(\mathbb{R}, \mathbb{C}^n) \). By Theorem 6.6, such a frame can be characterized by the frame for \( W \) with the form \( \Phi(x_j, \xi_j), j \in \mathbb{Z} \). We shall give a positive example by choosing the sampling set \( \{(x_j, \xi_j) : j \in \mathbb{Z}\} \) as follows. We present each \( j \in \mathbb{Z} \) as \( j := nm + l \), where \( m \in \mathbb{Z} \) and \( l \in \mathbb{Z}_n := \{0, 1, \ldots, n-1\} \). We then choose the sequence \( x_j, j \in \mathbb{Z}, \) in \( \mathbb{R} \) such that for each \( l \in \mathbb{Z}_n, \) \( \frac{1}{\sqrt{2\pi}} e^{ix_{nm+l}(\cdot)} : m \in \mathbb{Z} \) is a frame for \( L^2([-\pi, \pi]) \). We introduce \( n \) vectors \( \eta_l := [\eta_{l,k} : k \in \mathbb{Z}_n], l \in \mathbb{Z}_n, \) satisfying that the matrix \( U := [\eta_l : l \in \mathbb{Z}_n] \) is unitary. We then choose the sequence \( \xi_j, j \in \mathbb{Z}, \) in \( \mathbb{C}^n \) as \( \xi_{nm+l} := \eta_l \) for all \( l \in \mathbb{Z}_n \) and all \( m \in \mathbb{Z} \). Based on the above notations, we show below that the sequence \( \Phi(x_j, \xi_j), j \in \mathbb{Z}, \) constitutes a frame for \( W \).

**Theorem 6.6.** If the sequence \( \{(x_j, \xi_j) : j \in \mathbb{Z}\} \subseteq \Lambda \) is defined as above, then \( \Phi(x_j, \xi_j), j \in \mathbb{Z}, \) constitutes a frame for \( W \). Moreover, if for each \( l \in \mathbb{Z}_n, \) the sequence \( \frac{1}{\sqrt{2\pi}} e^{ix_{nm+l}(\cdot)} : m \in \mathbb{Z} \) is a Riesz basis for \( L^2([-\pi, \pi]) \), then \( \Phi(x_j, \xi_j), j \in \mathbb{Z}, \) forms a Riesz basis for \( W \).
Proof. By the definition of frames, it suffices to verify that there exist positive constants $0 < A \leq B < +\infty$ such that for all $u \in W$,

$$A\|u\|_W \leq \left( \sum_{j \in \mathbb{Z}} |\langle u, \Phi(x_j, \xi_j) \rangle_W|^2 \right)^{1/2} \leq B\|u\|_W, \quad (6.7)$$

which implies $\Phi(x_j, \xi_j), j \in \mathbb{Z}$, is a frame for $W$. According to the description of the sequence $\{(x_j, \xi_j) : j \in \mathbb{Z}\} \subseteq \Lambda$ we have for any $u := [u_k : k \in \mathbb{Z}] \in W$ that

$$\sum_{j \in \mathbb{Z}} |\langle u, \Phi(x_j, \xi_j) \rangle_W|^2 = \sum_{l \in \mathbb{Z}_n} \sum_{m \in \mathbb{Z}} \left| \sum_{k \in \mathbb{Z}_n} \overline{\eta}_{l,k} u_k e^{ix_{nm+l}(\cdot)} \right|^2 \left\| L^2([-\pi, \pi]) \right\|.$$  

(6.8)

For each $l \in \mathbb{Z}_n$, set $v_l := \sum_{k \in \mathbb{Z}_n} \overline{\eta}_{l,k} u_k$. Since $\left\{ \frac{1}{\sqrt{2\pi}} e^{ix_{nm+l}(\cdot)} : m \in \mathbb{Z} \right\}$ is a frame for $L^2([-\pi, \pi])$, there exist positive constants $0 < A_l \leq B_l < +\infty$ such that

$$A_l^2 \|v_l\|_{L^2([-\pi, \pi])}^2 \leq \sum_{m \in \mathbb{Z}} \left| \langle v_l, \frac{1}{\sqrt{2\pi}} e^{ix_{nm+l}(\cdot)} \rangle \right|_{L^2([-\pi, \pi])}^2 \leq B_l^2 \|v_l\|_{L^2([-\pi, \pi])}^2.$$  

Substituting the above estimates for all $l \in \mathbb{Z}_n$ into (6.8), we get that

$$A^2 \sum_{l \in \mathbb{Z}_n} \|v_l\|_{L^2([-\pi, \pi])}^2 \leq \sum_{j \in \mathbb{Z}} |\langle u, \Phi(x_j, \xi_j) \rangle_W|^2 \leq B^2 \sum_{l \in \mathbb{Z}_n} \|v_l\|_{L^2([-\pi, \pi])}^2, \quad (6.9)$$

where $A := \min \{A_l : l \in \mathbb{Z}_n\}$ and $B := \max \{B_l : l \in \mathbb{Z}_n\}$. Note that there holds

$$\sum_{l \in \mathbb{Z}_n} \|v_l\|_{L^2([-\pi, \pi])}^2 = \sum_{k \in \mathbb{Z}_n} \sum_{j \in \mathbb{Z}_n} \left( \sum_{l \in \mathbb{Z}_n} \eta_{l,k} \eta_{l,j} \right) \langle u_k, u_j \rangle_{L^2([-\pi, \pi])}. \quad (6.10)$$

Equation (6.10) with the unitary assumption on $U$ leads to

$$\sum_{l \in \mathbb{Z}_n} \|v_l\|_{L^2([-\pi, \pi])}^2 = \sum_{k \in \mathbb{Z}_n} \|u_k\|_{L^2([-\pi, \pi])}^2 = \|u\|_{W}^2.$$  

Hence, by (6.9) we get the equivalent property (6.7).

We next prove that $\Phi(x_j, \xi_j), j \in \mathbb{Z}$, is also a Riesz basis for $W$ based on the hypothesis that for each $l \in \mathbb{Z}_n$, $\left\{ \frac{1}{\sqrt{2\pi}} e^{ix_{nm+l}(\cdot)} : m \in \mathbb{Z} \right\}$ is a Riesz basis for $L^2([-\pi, \pi])$. It suffices to show that if there exist $\{c_j : j \in \mathbb{Z}\} \subseteq L^2(\mathbb{Z})$ such that $\sum_{j \in \mathbb{Z}} c_j \Phi(x_j, \xi_j) = 0$, then $c_j = 0, j \in \mathbb{Z}$. It follows from $\sum_{j \in \mathbb{Z}} c_j \Phi(x_j, \xi_j) = 0$ that for all $j' \in \mathbb{Z}$,

$$\sum_{j \in \mathbb{Z}} c_j \langle \Phi(x_j, \xi_j), \Phi(x_{j'}, \xi_{j'}) \rangle_W = 0. \quad (6.11)$$

There holds for any $j := nm + l$ and any $j' := nm' + l'$ that

$$\langle \Phi(x_j, \xi_j), \Phi(x_{j'}, \xi_{j'}) \rangle_W = \sum_{k \in \mathbb{Z}_n} \overline{\eta}_{l,k} \eta_{l',k} \left\langle \frac{1}{\sqrt{2\pi}} e^{ix_{nm+l}(\cdot)}, \frac{1}{\sqrt{2\pi}} e^{ix_{nm'+l'}(\cdot)} \right\rangle_{L^2([-\pi, \pi])}. \quad (6.12)$$

Again, using the unitary property of $U$, we obtain that

$$\langle \Phi(x_j, \xi_j), \Phi(x_{j'}, \xi_{j'}) \rangle_W = \delta_{l,l'} \left\langle \frac{1}{\sqrt{2\pi}} e^{ix_{nm+l}(\cdot)}, \frac{1}{\sqrt{2\pi}} e^{ix_{nm'+l'}(\cdot)} \right\rangle_{L^2([-\pi, \pi])}. \quad (6.12)$$
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The kernel defined by $(5.9)$ with $\varphi$ is usually considered. The space $B$ is a standard RKHS, in which the ideal sampling and the local average sampling are dynamical systems in producing a wide class of matrix functions generating sampling sets. Such the matrix Sturm-Liouville problems and applied the boundary control theory for hyperbolic dynamical systems in producing a wide class of matrix functions generating sampling sets. Such sampling sets can provide us the desired frames for $\{K(x_j, \xi_j) : j \in \mathbb{Z}\}$. By constructing the frame operator $(6.2)$ and obtaining the dual functional reproducing kernel $\tilde{K}$ by $(6.3)$, we can build the reconstruction formula of $f \in B_\pi(\mathbb{R}, \mathbb{C}^n)$ as

$$f = \sum_{j \in \mathbb{Z}} \langle f(x_j), \xi_j \rangle \mathcal{C}_n \tilde{K}(x_j, \xi_j).$$

We next consider recovering a scalar-valued function $f$ on $\mathbb{R}$ from the sampled data determined by integral functionals. As a special case, the local average sampling is devoted to reconstructing a function $f$ from its local average values in the form

$$L_{x_j}(f) := \int_{\mathbb{R}} f(t)u_{x_j}(t)dt, \quad x_j \in \mathbb{R}, \quad j \in \mathbb{Z},$$

where $u_x, x \in \mathbb{R}$, are nonnegative functions that satisfy

$$\int_{\mathbb{R}} u_x(t)dt = 1 \text{ and } \text{supp } u_x \subseteq [x - \delta, x + \delta], \quad (6.13)$$

with $\delta$ being a positive constant. We call $u_x, x \in \mathbb{R}$, the average functions. We shall restrict ourselves to investigating the local average sampling in the framework of FRKHSs. The FRKHS to be considered is the Paley-Wiener space of scalar-valued functions on $\mathbb{R}$

$$B_\pi := \{f \in L^2(\mathbb{R}) : \text{supp } \hat{f} \subseteq [-\pi, \pi]\}.$$ 

The space $B_\pi$ is a standard RKHS, in which the ideal sampling and the local average sampling are usually considered. The sinc kernel for $B_\pi$, defined by $(6.0)$, is a translation invariant reproducing kernel defined by $(5.9)$ with $\varphi := \frac{1}{2\pi} \chi_{[-\pi, \pi]}$. As pointed out in the last section, the space $W := L^2([-\pi, \pi])$ and the mapping $\Phi : \mathbb{R} \rightarrow W$, defined by $\Phi(x) := \frac{1}{\sqrt{2\pi}} e^{ix} \varphi$, are the feature space and the feature map of the sinc kernel, respectively. It is clear that the function $\varphi$ and the average functions $u_x, x \in \mathbb{R}$, are all integrable. Hence, by Theorem $(5.4)$ we obtain that the closed subspace

$$\mathcal{H} := \{f \in B_\pi : \hat{f} \in \overline{\text{span} \{u_x^\vee \chi_{[-\pi, \pi]} : x \in \mathbb{R}\}}\}$$

of $B_\pi$ is a perfect FRKHS with respect to the family $\mathcal{F}$ of the local average functionals $L_x, x \in \mathbb{R}$. The closure in the representation of $\mathcal{H}$ is taken in $W$. Moreover, the functional reproducing kernel is given by

$$K(x)(y) = [u_x^\vee \chi_{[-\pi, \pi]]}(y), \quad x, y \in \mathbb{R}.$$
For each \( x \in \mathbb{R} \), set
\[
\Psi(x) := \sqrt{2\pi} u_x \chi_{[-\pi, \pi]}.
\]
Then \( K \) can be represented as in (6.7).

To relate our new theory to the existing average sampling theorems in the literature, we consider recovering functions in \( B_{\pi} \), rather than the closed subspace \( \mathcal{H} \), from the local average values. Hence, we recall Corollary 5.3, which states that \( B_{\pi} \) itself is a perfect FRKHS if and only if there holds the density \( \sup \{ \Psi(x) : x \in \mathbb{R} \} = W \). We restrict ourselves to this special case. Since \( B_{\pi} \) is a perfect FRKHS, with the help of Theorem 6.5 we shall try to construct the sampling set \( \{ x_j : j \in \mathbb{Z} \} \) such that the sequence \( \Psi(x_j), j \in \mathbb{Z} \), constitutes a frame for \( W \). The next theorem gives a sufficient condition for \( \Psi(x_j), j \in \mathbb{Z} \), to be a frame for \( W \). For any \( u \in W \), we let \( R_u \) and \( I_u \) denote its real part and imaginary part, respectively.

**Theorem 6.7.** Let \( \delta \) be a positive constant. Suppose that the sequence of nonnegative functions \( u_x, x \in \mathbb{R} \), satisfy condition (6.13). If there exist positive constants \( A, B \) depending only on the sampling set \( \{ x_j : j \in \mathbb{Z} \} \) and \( \delta \) such that for any sequence \( t_j, j \in \mathbb{Z} \), with \( t_j \in [x_j - \delta, x_j + \delta] \), \( \{ e^{it_j} : j \in \mathbb{Z} \} \) forms a frame for \( W \) with the frame bounds \( A, B \), then \( \{ \Psi(x_j) : j \in \mathbb{Z} \} \) constitutes a frame for \( W \).

**Proof.** To show that \( \Psi(x_j), j \in \mathbb{Z} \), constitutes a frame for \( W \), we need to estimate the quantities \( Q_j(u) := \langle u, \Psi(x_j) \rangle_W, j \in \mathbb{Z} \), for any \( u \in W \). It follows for any \( u \in W \) that
\[
|Q_j(u)|^2 = \left| \int_{-\pi}^{\pi} u(t) \left( \frac{1}{2\pi} \int_{\mathbb{R}} u_{x_j}(s) e^{-ist} ds \right) dt \right|^2 = \frac{1}{(2\pi)^2} \left| \int_{\mathbb{R}} \langle u, e^{is} \rangle_W u_{x_j}(s) ds \right|^2. \tag{6.14}
\]
We decompose \( u \) into the odd and the even parts. That is, \( u = u_o + u_e \), where
\[
u_o(x) = \frac{u(x) - u(-x)}{2}, \quad u_e(x) = \frac{u(x) + u(-x)}{2}, \quad x \in [-\pi, \pi].
\]
Substituting the decomposition \( u = u_o + u_e \) into (6.14), we get that
\[
|Q_j(u)|^2 = \frac{1}{(2\pi)^2} \left| \int_{\mathbb{R}} F_u(s)u_{x_j}(s)ds + i \int_{\mathbb{R}} G_u(s)u_{x_j}(s)ds \right|^2, \tag{6.15}
\]
where
\[
F_u(s) := \langle R_{u_e} + iI_{u_e}, e^{is}) \rangle_W \text{ and } G_u(s) := \langle I_{u_e} - iR_{u_e}, e^{is}) \rangle_W, \quad s \in \mathbb{R}.
\]
Note that \( F_u \) and \( G_u \) are both real and continuous functions. By the mean value theorem and the hypothesis on \( u_x, x \in \mathbb{R} \), there exist \( s_j, \tilde{s}_j \in [x_j - \delta, x_j + \delta] \) such that
\[
\int_{\mathbb{R}} F_u(s)u_{x_j}(s)ds = F_u(s_j) \quad \text{and} \quad \int_{\mathbb{R}} G_u(s)u_{x_j}(s)ds = G_u(\tilde{s}_j).
\]
Substituting the above equations into (6.15), we obtain that
\[
|Q_j(u)|^2 = \frac{1}{(2\pi)^2} [F_u^2(s_j) + G_u^2(\tilde{s}_j)]. \tag{6.16}
\]
By the hypothesis of this theorem, both \( \{ e^{is} : j \in \mathbb{Z} \} \) and \( \{ e^{iz} : j \in \mathbb{Z} \} \) are frames for \( W \) with the frame bounds \( A, B \). Hence, by the definition of \( F_u \) and \( G_u \), we get that
\[
A^2 \| R_{u_e} + iI_{u_e} \|^2_W \leq \sum_{j \in \mathbb{Z}} F_u^2(s_j) \leq B^2 \| R_{u_e} + iI_{u_e} \|^2_W
\]
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and
\[ A^2\|I_{ux} - iR_{ux}\|_W^2 \leq \sum_{j \in Z} G_u^2(\tilde{s}_j) \leq B^2\|I_{ux} - iR_{ux}\|_W^2. \]

By (6.16) and noting that
\[ \|u\|_W^2 = \|R_{ux} + iI_{ux}\|_W^2 + \|I_{ux} - iR_{ux}\|_W^2, \]
we conclude that
\[ \frac{1}{2\pi} A\|u\|_W \leq \left( \sum_{j \in Z} |Q_j(u)|^2 \right)^{1/2} \leq \frac{1}{2\pi} B\|u\|_W, \]
which completes the proof.

Observing from Theorem 6.7 we have that the frames for \( W \) with the form \( \{e^{it_j} : j \in \mathbb{Z}\} \) is important for the study of the frames with the form \( \{\Psi(x_j) : j \in \mathbb{Z}\} \). For a complete characterization of the former, one can see [15, 59]. By making use of the sampling set \( \{x_j : j \in \mathbb{Z}\} \), we obtain the frame \( K(x_j), j \in \mathbb{Z}, \) for \( B_\pi \). Accordingly, we get the complete reconstruction formula for \( f \in B_\pi \) as
\[ f = \sum_{j \in \mathbb{Z}} \left( \int_{\mathbb{R}} f(t) u_{x_j}(t) dt \right) \tilde{K}(x_j), \]
where \( \tilde{K} \) is the dual functional reproducing kernel of \( K \) with respect to the set \( \{x_j : j \in \mathbb{Z}\} \).

As applications of Theorem 6.7 we present two specific examples for choosing the sampling set \( \{x_j : j \in \mathbb{Z}\} \) and the average functions \( u_{x_j}, x \in \mathbb{R} \).

**Example 6.8.** Let \( x_j = j, j \in \mathbb{Z}, \) and \( 0 < \delta < 1/4 \). The well-known Kadec’s 1/4-theorem shows that for any sequence \( \{t_j : j \in \mathbb{Z}\} \) satisfying \( t_j \in [x_j - \delta, x_j + \delta], j \in \mathbb{Z}, \) the sequence \( \{e^{it_j} : j \in \mathbb{Z}\} \) forms a frame for \( L^2([-\pi, \pi]) \) with the bounds
\[ 2\pi(\cos(\delta\pi) - \sin(\delta\pi))^2 \text{ and } 2\pi(2 - \cos(\delta\pi) + \sin(\delta\pi))^2. \]
That is, the hypothesis of Theorem 6.7 is satisfied. Hence, we have by Theorem 6.7 that \( \{\Psi(x_j) : j \in \mathbb{Z}\} \) constitutes a frame for \( W \) and then we can establish the complete reconstruction formula of functions in \( B_\pi \) as in Theorem 6.3. In fact, the local average sampling theorem in this case was established in [52] for \( B_\pi \) without the concept of FRKHSs. A generalized Kadec’s 1/4-theorem can help us extend this result. Specifically, we suppose that the sampling set \( \{x_j : j \in \mathbb{Z}\} \) satisfies that \( \{e^{ix_j} : j \in \mathbb{Z}\} \) is a frame for \( W \) with bounds \( A, B \) and \( 0 < \delta < 1/4 \) such that
\[ 1 - \cos(\delta\pi) + \sin(\delta\pi) < \sqrt{\frac{A}{B}}. \]
The generalized Kadec’s 1/4-theorem states that for any \( \{t_j : j \in \mathbb{Z}\} \) with \( t_j \in [x_j - \delta, x_j + \delta], j \in \mathbb{Z}, \) \( \{e^{it_j} : j \in \mathbb{Z}\} \) forms a frame for \( W \) with bounds
\[ A \left( 1 - \sqrt{\frac{B}{A}}(1 - \cos(\delta\pi) - \sin(\delta\pi)) \right)^2 \text{ and } B(2 - \cos(\delta\pi) + \sin(\delta\pi))^2. \]
Hence, the sampling set \( \{x_j : j \in \mathbb{Z}\} \) and \( \delta \) in this case also satisfy the hypothesis of Theorem 6.7 and thus, \( \{\Psi(x_j) : j \in \mathbb{Z}\} \) constitutes a frame for \( W \).
Example 6.9. We review an example considered in [53] and reinterpret it by Theorem 6.7. Specifically, we suppose that $\alpha, L$ are positive constants and $0 < \epsilon < 1$. It is known [22] that for any sampling set $\{x_j : j \in \mathbb{Z}\}$ such that $|x_j - x_k| \geq \alpha, j \neq k$ and $|x_j - j\epsilon| \leq L$, the sequence $\{e^{ix_j(\cdot)} : j \in \mathbb{Z}\}$ forms a frame for $W$ with bounds $A, B$ depending only on $\alpha, L, \epsilon$. If we choose the sampling set $\{x_j : j \in \mathbb{Z}\}$ satisfying the above condition with $\alpha, L, \epsilon$ and $0 < \delta < \alpha/2$, then we can verify that for any sequence $t_j, j \in \mathbb{Z}$, with $t_j \in [x_j - \delta, x_j + \delta]$, there holds

$$|t_j - t_k| \geq \alpha - 2\delta, j \neq k, |t_j - j\epsilon| \leq L + \delta.$$ 

Hence, we conclude that $\{e^{ix_j(\cdot)} : j \in \mathbb{Z}\}$ forms a frame for $W$ with the bounds $A, B$ depending only on $\alpha, L, \epsilon$ and $\delta$. That is, the hypothesis of Theorem 6.7 is satisfied. Hence, we get that $\{\Psi(x_j) : j \in \mathbb{Z}\}$ constitutes a frame for $W$. The corresponding complete reconstruction formula of functions in $B_\pi$ can be built as in Theorem 6.5. Such a local average sampling theorem was also established in [53].

To end the discussion about the local average sampling in the Paley-Wiener space $B_\pi$, we consider a special case that $u_x(t) = u(t - x), t \in \mathbb{R}$, with $u \in L^1(\mathbb{R})$ and present a sufficient condition for $\{\Psi(x_j) : j \in \mathbb{J}\}$ to be a frame for $W$.

Theorem 6.10. Let $u \in L^1(\mathbb{R})$ satisfy $|\hat{u}(\cdot)| \geq c$ for a positive constant $c$ and any $t \in [-\pi, \pi]$ and $u_x := u(\cdot - x), x \in \mathbb{R}$. If $\{e^{ix_j(\cdot)} : j \in \mathbb{Z}\}$ is a frame for $W$, then $\{\Psi(x_j) : j \in \mathbb{Z}\}$ also constitutes a frame for $W$.

Proof. It follows for any $x \in \mathbb{R}$ that $u^\ast_x = e^{ix(\cdot)} \hat{u}$. Then we have for any $w \in W$ that

$$\sum_{j \in \mathbb{Z}} |\langle w, \Psi(x_j) \rangle_W|^2 = \sum_{j \in \mathbb{Z}} |\langle w \overline{u}_x[-\pi, \pi], e^{ix_j(\cdot)} \rangle_W|^2.$$ 

Since $\{e^{ix_j(\cdot)} : j \in \mathbb{Z}\}$ is a frame for $W$, there exist $0 < A \leq B < \infty$ such that

$$A^2 \|w \overline{u}_x[-\pi, \pi]\|_W^2 \leq \sum_{j \in \mathbb{Z}} |\langle w, \Psi(x_j) \rangle_W|^2 \leq B^2 \|w \overline{u}_x[-\pi, \pi]\|_W^2. \quad (6.17)$$

By the assumptions on function $u$, we have that

$$c \|w\| \leq \|w \overline{u}_x[-\pi, \pi]\|_W \leq \frac{1}{2\pi} \|u\|_{L^1(\mathbb{R})} \|w\|_W.$$ 

Substituting the above estimate into (6.17), we obtain for any $w \in W$ that

$$A' \|w\|_W \leq \left( \sum_{j \in \mathbb{Z}} |\langle w, \Psi(x_j) \rangle_W|^2 \right)^{1/2} \leq B' \|w\|_W,$$

with $A' := Ac$ and $B' := \frac{B}{2\pi} \|u\|_{L^1(\mathbb{R})}$. That is, the sequence $\{\Psi(x_j) : j \in \mathbb{Z}\}$ constitutes a frame for $W$. \qed

To close this section, we remark that taking into account the continuity of the sampling process, FRKHSs are the right spaces for reconstruction using functional-valued data. The complete reconstruction formula in such spaces can be obtained by constructing the frames in terms of the corresponding functional reproducing kernels. Characterizing the desired frames by features provides us a convenient approach for finding them. The specific examples discussed in this section include not only the existing sampling theorems concerning the functional-valued data but also new ones. Hence, we point out that FRKHSs indeed provide an ideal framework for systematically study sampling and reconstruction with respect to functional-valued data.
7 Regularized Learning in ORKHSs

Regularization, a widely used approach in solving an ill-posed problem of learning the unknown target function from finite samples, has been a focus of attention in the field of machine learning [15, 35, 49, 57]. We study in this section the regularized learning from finite operator-valued data in the framework of ORKHSs. The resulting representer theorem shows that as far as the operator-valued data are concerned, learning in ORKHSs has the advantages over RKHSs.

We begin with recalling the regularized learning schemes for learning a function in an RKHS from finite point-evaluation data. Suppose that \( \mathcal{X} \) is the input space and the output space \( \mathcal{Y} \) is a Hilbert space. Set \( \mathcal{Y}^m := \mathcal{Y} \times \cdots \times \mathcal{Y} \) (\( m \) times). Let \( Q : \mathcal{Y}^m \times \mathcal{Y}^m \to \mathbb{R}_+ := [0, +\infty] \) be a prescribed loss function, \( \phi : \mathbb{R}_+ \to \mathbb{R}_+ \) a regularizer and \( \lambda \) a positive regularization parameter. The regularized learning of a function in a \( \mathcal{Y} \)-valued RKHS \( \mathcal{H} \) on \( \mathcal{X} \) with the reproducing kernel \( \mathcal{K} \) from its finite samples \( \{(x_j, \xi_j) : j \in \mathbb{N}_m\} \subset \mathcal{X} \times \mathcal{Y} \) may be formulated as the following minimization problem:

\[
\inf_{f \in \mathcal{H}} \{ Q(f(x), \xi) + \lambda \phi(\|f\|_H) \}, \tag{7.1}
\]

where \( x := [x_j : j \in \mathbb{N}_m] \), \( f(x) := [f(x_j) : j \in \mathbb{N}_m] \) and \( \xi := [\xi_j : j \in \mathbb{N}_m] \). Many popular learning schemes such as regularization networks and support vector machines correspond to the minimization problem \( (7.1) \) with different choices of \( Q \) and \( \phi \). Specifically, set \( \phi(t) := t^2 \), \( t \in \mathbb{R}_+ \). If the loss function \( Q \) is chosen as

\[
Q(f(x), \xi) := \sum_{j \in \mathbb{N}_m} \|f(x_j) - \xi_j\|_Y^2,
\]

the corresponding algorithm is called the regularization networks. We next choose the loss function as

\[
Q(f(x), \xi) := \sum_{j \in \mathbb{N}_m} \max(\|f(x_j) - \xi_j\|_Y - \varepsilon, 0),
\]

where \( \varepsilon \) is a positive constant. In this case, the algorithm coincides with the support vector machine regression.

The success of the regularized learning lies on the well-known representer theorem. This remarkable result shows that for certain choice of loss functions and regularizers the solution to the minimization problem \( (7.1) \) can be represented by a linear combination of the kernel sections \( \mathcal{K}(x_j, \cdot) \), \( j \in \mathbb{N}_m \). Then the original minimization problem in a potentially infinite-dimensional Hilbert space can be converted into one about finitely many coefficients emerging in the linear combination of the kernel sections. Moreover, since the reproducing kernel is used to measure the similarity between inputs, the representer theorem provides us with a reasonable output by making use of the input similarities.

The representer theorem for the regularization networks in the scalar case dates from [31] and was generalized for non-quadratic loss functions and nondecreasing regularizers [4, 17, 47, 49]. As the multi-task learning and learning in Banach spaces received considerable attention recently, the representer theorems in vector-valued RKHSs and RKBSs were also established [35, 61, 62, 63]. We state in the following theorem a general result for the solution to the minimization problem \( (7.1) \). To this end, we suppose that the loss function \( Q \) is continuous with respect to each of its first \( m \) variables under the weak topology on \( \mathcal{Y} \) and convex on \( \mathcal{Y}^m \). Moreover, the regularizer \( \phi \) is assumed to be continuous, nondecreasing, strictly convex and satisfy \( \lim_{t \to +\infty} \phi(t) = +\infty \).

**Theorem 7.1.** Let \( \mathcal{H} \) be a \( \mathcal{Y} \)-valued RKHS on \( \mathcal{X} \) with the reproducing kernel \( \mathcal{K} \). If \( Q \) and \( \phi \) satisfy the above hypothesis then there exists a unique minimizer \( f_0 \) of \( (7.1) \) and it has the form

\[
f_0 = \sum_{j \in \mathbb{N}_m} \mathcal{K}(x_j, \cdot)\eta_j \tag{7.2}
\]
for some sequence \( \eta_j, j \in \mathbb{N}_m \), in \( \mathcal{Y} \).

Substituting the representation (7.2) of the minimizer into (7.1), the original minimization problem in an RKHS is converted into the minimization problem about the parameters \( \eta_j, j \in \mathbb{N}_m \). Especially in some occasions, with the help of the representer theorem, we can convert the minimization problem into a system of equations about the parameters. For the regularization networks, if \( K(x_j, \cdot), j \in \mathbb{N}_m \), are linearly independent in \( H \), then the parameters \( \eta_j, j \in \mathbb{N}_m \), in (7.2) satisfy the linear equations

\[
\sum_{k \in \mathbb{N}_m} K(x_k, x_j) \eta_k + \lambda \eta_j = \xi_j, \quad j \in \mathbb{N}_m.
\]

As the point-evaluation data are not readily available in practical applications, it is desired to study the regularized learning from finite samples which are in general the linear functional values or linear operator values. Most of the past work mainly focused on such learning problems in RKHSs and RKBSs, where the point-evaluation functionals are continuous \([54, 60, 62]\). A basic assumption of these work is that the finite linear functionals are continuous on a prescribed space, which guarantees the stability of the finite sampling process. Under this hypothesis the representer theorem was obtained. Specifically, in RKHSs, one can represent the solution to the regularization problem by a linear combination of the dual elements of the given linear functionals.

In general, learning a function in a usual RKHS from its non-point-evaluation data is not appropriate. Two reasons account for this consideration. First of all, although the representer theorem still exists for the regularized learning from functional-valued data in an RKHS, it represents the solution by making use of the dual elements of the continuous linear functionals other than the reproducing kernel. This will bring difficulties to the computation of the solution. Secondly, when only finite linear functional values are used to learn a target element, the underlying RKHS may ensure the continuity of the finite linear functionals. However, to improve the accuracy of approximation, more functional values should be used in the regularized learning scheme. An RKHS may not have the ability to guarantee the continuity of a family of linear functionals. The disadvantages of RKHSs lead us to consider regularized learning from operator-valued data in the ORKHSs setting.

Suppose that \( \mathcal{H} \) is an ORKHS with respect to the set \( \mathcal{L} := \{ L_\alpha : \alpha \in \Lambda \} \) of linear operators from \( \mathcal{H} \) to \( \mathcal{Y} \). Let \( \Lambda_m := \{ \alpha_j : j \in \mathbb{N}_m \} \in \Lambda^m \), \( \xi := \{ \xi_j : j \in \mathbb{N}_m \} \in \mathcal{Y}^m \) and for each \( f \in \mathcal{H} \) set \( L_{\Lambda_m}(f) := \{ L_{\alpha_j}(f) : j \in \mathbb{N}_m \} \). We consider the regularized learning algorithm with respect to the values of linear operators as

\[
\inf_{f \in H} \{ Q(L_{\Lambda_m}(f), \xi) + \lambda \phi(\|f\|_H) \},
\]

(7.3)

where \( Q, \phi \) and \( \lambda \) are defined as in (7.1). The following theorem gives the existence and the uniqueness of the minimizer of (7.3) and the corresponding representer theorem. We note that the theorem can be proved by the similar arguments to Theorem 7.1. However, we will give an alternative proof by making use of the isometric isomorphism between \( \mathcal{H} \) and a vector-valued RKHS.

**Theorem 7.2.** Suppose that \( \mathcal{H} \) is an ORKHS with respect to the set \( \mathcal{L} := \{ L_\alpha : \alpha \in \Lambda \} \) of linear operators from \( \mathcal{H} \) to \( \mathcal{Y} \) and \( K \) is the operator reproducing kernel for \( \mathcal{H} \). If the loss function \( Q \) and the regularizer \( \phi \) satisfy the hypothesis in Theorem 7.1 then there exists a unique minimizer \( f_0 \) of (7.3) and there exist \( \eta_j \in \mathcal{Y}, \ j \in \mathbb{N}_m \), such that

\[
f_0 = \sum_{j \in \mathbb{N}_m} K(\alpha_j) \eta_j.
\]

(7.4)
Proof. We introduce the operator $K : \Lambda \times \Lambda \rightarrow \mathcal{B}(\mathcal{V}, \mathcal{Y})$ by
\[
K(\alpha, \beta)\xi := L_\beta(K(\alpha)\xi), \ \alpha, \beta \in \Lambda, \xi \in \mathcal{V}.
\] (7.5)
Then by Theorem 3.11 we have that $K$ is a reproducing kernel on $\Lambda$ and its vector-valued RKHS $\mathcal{H}_K$, composed by functions with the form $\tilde{f}(\alpha) := L_\alpha(f), \alpha \in \Lambda, f \in \mathcal{H}$, is isometrically isomorphic to $\mathcal{H}$. For each $\tilde{f} \in \mathcal{H}_K$ set $\tilde{f}(\Lambda_m) := \{L_{\alpha_j}(f) : j \in \mathbb{N}_m\}$. Due to the isometrically isomorphic between $\mathcal{H}$ and $\mathcal{H}_K$ we have that $f_0$ is the minimizer of (7.3) if and only if $\tilde{f}_0$ with $\tilde{f}_0(\alpha) := L_\alpha(f_0)$, $\alpha \in \Lambda$, is the minimizer of
\[
\inf_{f \in \mathcal{H}_K} \left\{ Q(\tilde{f}(\Lambda_m), \xi) + \lambda \phi(\|f\|_{\mathcal{H}_K}) \right\}.
\]
By Theorem 7.1 we get that the unique minimizer $\tilde{f}_0$ of the above optimization problem has the form
\[
\tilde{f}_0 = \sum_{j \in \mathbb{N}_m} K(\alpha_j, \cdot)\eta_j
\]
for some $\eta_j \in \mathcal{Y}, j \in \mathbb{N}_m$. Hence, we conclude that there exists a unique minimizer of (7.3). Moreover, since there holds for each $\beta \in \Lambda$,
\[
\tilde{f}_0(\beta) = \sum_{j \in \mathbb{N}_m} K(\alpha_j, \beta)\eta_j = \sum_{j \in \mathbb{N}_m} L_\beta(K(\alpha_j)\eta_j) = L_\beta \left( \sum_{j \in \mathbb{N}_m} K(\alpha_j)\eta_j \right),
\]
we get the representation of $f_0$ as in (7.4).

As a special case, we consider the regularization networks (7.3), where the regularizer $\phi$ is chosen as $\phi(t) := t^2, t \in \mathbb{R}_+$ and the loss function $Q$ is chosen as
\[
Q(L_{\Lambda_m}(f), \xi) := \sum_{j \in \mathbb{N}_m} \|L_{\alpha_j}(f) - \xi_j\|^2_{\mathcal{Y}}.
\]
It is clear that the loss function $Q$ and the regularizer $\phi$ satisfies the hypothesis in Theorem 7.2. We then conclude by Theorem 7.2 that there exists a unique minimizer $f_0$ of the regularization networks. Let $K$ be the reproducing kernel defined by (7.5). Observing from the proof of Theorem 7.2, we have that if $K(\alpha_j), j \in \mathbb{N}_m$ are linearly independent in $\mathcal{H}$, then the parameters $\eta_j, j \in \mathbb{N}_m$, in (7.2) satisfy the linear equations
\[
\sum_{k \in \mathbb{N}_m} K(\alpha_k, \alpha_j)\eta_k + \lambda \eta_j = \xi_j, \ j \in \mathbb{N}_m.
\]
By the definition of $K$, the above equations are equivalent to
\[
\sum_{k \in \mathbb{N}_m} L_{\alpha_j}(K(\alpha_k)\eta_k) + \lambda \eta_j = \xi_j, \ j \in \mathbb{N}_m.
\] (7.6)
Observing from representation (7.4), we note that for the regularized learning from operator-valued data in an ORKHS, the target element can be obtained by the operator reproducing kernel in a desired manner. That is, it can be viewed as a linear combination of the kernel sections. As shown in the system of equations (7.6), the finite coefficients in the representation (7.4) can be obtained by solving a minimization problem in a finite-dimensional space, which reduces to a linear system in some special cases. Furthermore, the desired result holds for all the finite set of linear operators in the family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$. All these facts show that ORKHSs and operator reproducing kernels provide a right framework for investigating learning from operator-valued data.
8 Stability of Numerical Reconstruction Algorithms

When we use a numerical algorithm to reconstruct an element from non-point-evaluation data (its operator values), stability of the algorithm is crucial. In this section, we study stability of a numerical reconstruction algorithm using operator values in an ORKHS. As will be pointed out, the continuity of linear operators, used to obtain the non-point-evaluation data, on an ORKHS is necessary for the algorithm to be stable.

Numerical reconstruction algorithms are often established for understanding a target element. There are two stages in the reconstruction. The first one is sampling used to obtain a finite set of functional-valued or operator-valued data processed digitally on a computer. The second one is the reconstruction of an approximation of the target element from the resulting sampled data. With the number of the sampled data increasing, the numerical reconstruction algorithm is expected to provide a more and more accurate approximation for the target element. As an admissible numerical reconstruction algorithm, it needs to be stable. Such a property will ensure that the effect of the noise, emerging in both sampling and reconstruction, are not amplified through the underlying numerical reconstruction algorithm.

We now define the notion of the stability. Suppose that $\mathcal{H}$ is an ORKHS with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $\mathcal{H}$ to a Hilbert space $\mathcal{Y}$ and $\Lambda := \{\alpha_j : j \in \mathbb{J}\}$ is a subset of $\Lambda$ with $\mathbb{J}$ being a countable index set. With respect to each finite set $\mathbb{J}_m$ of $m$ elements in $\mathbb{J}$, we set $\tilde{\Lambda}_m := \{\alpha_j : j \in \mathbb{J}_m\}$ and define the sampling operator $I_{\tilde{\Lambda}_m} : \mathcal{H} \to \mathcal{Y}^m$ by

$$I_{\tilde{\Lambda}_m}(f) := [L_{\alpha_j}(f) : j \in \mathbb{J}_m].$$

(8.1)

We denote by $A_m$ the reconstruction operator from $\mathcal{Y}^m$ to $\mathcal{H}$. The sampling operator and the reconstruction operator together describe a numerical reconstruction algorithm. Namely, $A_m(I_{\tilde{\Lambda}_m}(f))$ describes a numerical algorithm for constructing an approximation of $f$. We say the numerical reconstruction algorithm is stable if there exists a positive constant $c$ such that for all $f \in \mathcal{H}$, all $m \in \mathbb{N}$ and all finite subset $\tilde{\Lambda}_m$ of $\Lambda$,

$$\|A_m(I_{\tilde{\Lambda}_m}(f))\|_\mathcal{H} \leq c\|f\|_\mathcal{H}.$$

We present in the following theorem a sufficient condition for the stability of a numerical reconstruction algorithm. To this end, we define the Hilbert space of square-summable sequence in $\mathcal{Y}$ on $\mathbb{J}$ by

$$l^2(\mathbb{J}, \mathcal{Y}) := \left\{\xi_j : j \in \mathbb{J}\right\} : \sum_{j \in \mathbb{J}} \|\xi_j\|_\mathcal{Y}^2 < +\infty\right\}.$$

With respect to $\tilde{\Lambda}$ we define the sampling operator $I_{\tilde{\Lambda}} : \mathcal{H} \to l^2(\mathbb{J}, \mathcal{Y})$ for $f \in \mathcal{H}$ by $I_{\tilde{\Lambda}}(f) := \{L_{\alpha_j}(f) : j \in \mathbb{J}\}$.

**Theorem 8.1.** Let $\mathcal{H}$ be an ORKHS with respect to a family $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $\mathcal{H}$ to a Hilbert space $\mathcal{Y}$. Let $\tilde{\Lambda} := \{\alpha_j : j \in \mathbb{J}\}$ be a countable subset of $\Lambda$. Suppose that the operator $I_{\tilde{\Lambda}}$ is continuous on $\mathcal{H}$ and the operators $I_{\tilde{\Lambda}_m}, A_m$ are defined as above. If there exist a positive constant $c$ such that for all $f \in \mathcal{H}$, all $m \in \mathbb{N}$ and all finite subset $\tilde{\Lambda}_m$ of $\Lambda$,

$$\|A_m(I_{\tilde{\Lambda}_m}(f))\|_\mathcal{H} \leq c\|I_{\tilde{\Lambda}_m}(f)\|_{\mathcal{Y}^m},$$

then the numerical reconstruction algorithm is stable.

**Proof.** It follows from the continuity of operator $I_{\tilde{\Lambda}}$ that there exists a positive constant $c'$ such that for all $f \in \mathcal{H}$,

$$\|I_{\tilde{\Lambda}}(f)\|_{l^2(\mathbb{J}, \mathcal{Y})} \leq c'\|f\|_\mathcal{H}.$$  

(8.2)
By the definition of sampling operators and the norm of the space $l^2(\mathbb{J}, \mathcal{Y})$, we get for all $f \in \mathcal{H}$, all $m \in \mathbb{N}$ and all finite subset $\tilde{\Lambda}_m$ that

$$\| I_{\tilde{\Lambda}_m}(f) \|_{\mathcal{Y}^m} = \left( \sum_{j \in \mathbb{J}_m} \| L_{\alpha_j}(f) \|_{\mathcal{Y}}^2 \right)^{1/2} \leq \| I_{\tilde{\Lambda}}(f) \|_{l^2(\mathbb{J}, \mathcal{Y})}.$$ 

This combined with (8.2) leads to the estimate

$$\| I_{\tilde{\Lambda}_m}(f) \|_{\mathcal{Y}^m} \leq c' \| f \|_{\mathcal{H}}.$$ 

Substituting the above inequality into the inequality in the assumption, we have for all $f \in \mathcal{H}$, all $m \in \mathbb{N}$ and all finite subset $\tilde{\Lambda}_m$ that

$$\| \mathcal{A}_m(I_{\tilde{\Lambda}_m}(f)) \|_{\mathcal{H}} \leq c'' \| f \|_{\mathcal{H}}.$$

This together with the definition of the stability of the numerical reconstruction algorithm proves the desired result. \hfill \Box

According to Theorem 8.1 to ensure the stability of the numerical reconstruction algorithm, we need both the family $\{ I_{\tilde{\Lambda}_m} : \tilde{\Lambda}_m \subseteq \tilde{\Lambda} \}$ of sampling operators and the family $\{ \mathcal{A}_m : m \in \mathbb{N} \}$ of reconstruction operators to be uniformly bounded. We note that the continuity of the sampling operators on an ORKHS is necessary for the uniform boundedness of the family of the sampling operators. For the reconstruction operators, we shall show below that two classes of commonly used operators are uniformly bounded.

The first numerical reconstruction algorithm that we consider is the truncated reconstruction of elements in an FRKHS from a countable set of functional-valued data discussed in section 6. Let $\mathcal{H}$ be an FRKHS with respect to a family $\mathcal{L}$ of linear functionals $\{ L_{\alpha} : \alpha \in \Lambda \}$ and $K$ the functional reproducing kernel for $\mathcal{H}$. Suppose that $\tilde{\Lambda} := \{ \alpha_j : j \in \mathbb{J} \}$ is a countable set of $\Lambda$ such that $\{ K(\alpha_j) : j \in \mathbb{J} \}$ constitutes a Riesz basis for $\mathcal{H}$. We denote by $\tilde{K}$ the dual functional reproducing kernel of $K$ with respect to the set $\{ \alpha_j : j \in \mathbb{J} \}$. Since only finite sampled data are used in practice, we consider the reconstruction operator $\mathcal{A}_m$ from $\mathbb{C}^m$ to $\mathcal{H}$ defined by

$$\mathcal{A}_m(I_{\tilde{\Lambda}_m}(f)) := \sum_{j \in \mathbb{J}_m} L_{\alpha_j}(f) \tilde{K}(\alpha_j),$$

with $\mathbb{J}_m$ being a finite subset of $\mathbb{J}$ and $\tilde{\Lambda}_m := \{ \alpha_j : j \in \mathbb{J}_m \}$. The stability of the resulting numerical reconstruction algorithm for this case is established below.

**Theorem 8.2.** Let $\mathcal{H}$ be an FRKHS with respect to the family $\mathcal{F}$ of linear functionals $L_{\alpha}$, $\alpha \in \Lambda$ and $K$ the functional reproducing kernel for $\mathcal{H}$. If for a countable subset $\tilde{\Lambda} := \{ \alpha_j : j \in \mathbb{J} \}$ of $\Lambda$, the set $\{ K(\alpha_j) : j \in \mathbb{J} \}$ constitutes a Riesz basis for $\mathcal{H}$, then the numerical reconstruction algorithm defined above is stable.

*Proof.* We prove this result by employing Theorem 8.1 with $\mathcal{Y} := \mathbb{C}$. To this end, we verify the hypothesis of Theorem 8.1 for this special case. Since $\{ K(\alpha_j) : j \in \mathbb{J} \}$ constitutes a Riesz basis for $\mathcal{H}$, there exist positive constants $A$ and $B$ such that

$$A \| f \|_{\mathcal{H}} \leq \left( \sum_{j \in \mathbb{J}} |(f, K(\alpha_j))_{\mathcal{H}}|^2 \right)^{1/2} \leq B \| f \|_{\mathcal{H}}, \text{ for all } f \in \mathcal{H}.$$ (8.3)
By the first inequality in (8.3) and the definition of $A_m$, we have that
\[
\|A_m(\mathcal{I}_{\tilde{A}_m}(f))\|_H \leq \frac{1}{A} \left( \sum_{k \in I} \sum_{j \in J_m} |L_{\alpha_j}(f)|^2 \right)^{1/2} \cdot
\]

Using the biorthogonal condition of the sequence pair $\{K(\alpha_j), K(\alpha_j) : j \in J\}$ in the right hand side of the inequality above yields that for all $f \in H$, all $m \in \mathbb{N}$ and all finite subset $\tilde{A}_m$,
\[
\|A_m(\mathcal{I}_{\tilde{A}_m}(f))\|_H \leq \frac{1}{A} \left( \sum_{j \in J_m} |L_{\alpha_j}(f)|^2 \right)^{1/2} = \frac{1}{A} \|I_{\tilde{A}_m}(f)\|_{c^m}.
\]

Employing the reproducing property of $K$ in the second inequality in (8.3), we get that
\[
\|I_{\tilde{A}}(f)\|_{\mathcal{H}(\mathbb{J}, \mathcal{L})} \leq B \|f\|_H, \text{ for all } f \in H,
\]
yielding the continuity of operator $I_{\tilde{A}}$. By Theorem 8.1, we conclude the desired result.

We next consider the regularization network, discussed in section 7, which infers an approximation of a target element by solving the optimization problem
\[
\inf_{g \in H} \left\{ \sum_{j \in J_m} \|L_{\alpha_j}(g) - \xi_j\|_{\mathcal{Y}}^2 + \lambda \|g\|_{\mathcal{H}}^2 \right\}. \tag{8.4}
\]
Suppose that $H$ is an ORKHS with respect to a family $\mathcal{L}$ of linear operators $\{L_\alpha : \alpha \in \Lambda\}$ from $H$ to $\mathcal{Y}$ and $K$ is the operator reproducing kernel for $H$. Let $\Lambda := \{\alpha_j : j \in J\}$ be a countable subset of $\Lambda$. For each finite subset $\tilde{A}_m := \{\alpha_j : j \in J_m\}$, the sampling operator $\mathcal{I}_{\tilde{A}_m} : H \to \mathcal{Y}^m$ is defined as in (8.1). For each $f \in H$, we let $f_{\tilde{A}_m}$ be the unique minimizer of (8.4) with $\{\xi_j : j \in J_m\} := \mathcal{I}_{\tilde{A}_m}(f)$. Accordingly, the reconstruction operator $A_m : \mathcal{Y}^m \to H$ is defined by
\[
A_m(\mathcal{I}_{\tilde{A}_m}(f)) := f_{\tilde{A}_m}.
\]

The next result concerns the stability of the corresponding numerical reconstruction algorithm. To this end, we introduce another operator by considering the following regularization problem
\[
\inf_{g \in H} \left\{ \sum_{j \in J} \|L_{\alpha_j}(g) - \xi_j\|_{\mathcal{Y}}^2 + \lambda \|g\|_{\mathcal{H}}^2 \right\}. \tag{8.5}
\]
It follows from the theory of the Tikhonov regularization [32] that if the operator $\mathcal{I}_\Lambda : H \to l^2(J, \mathcal{Y})$ is continuous on $H$, there exists for any $\xi := \{\xi_j : j \in J\} \in l^2(J, \mathcal{Y})$ a unique minimizer $g_0$ of the optimization problem (8.5). Furthermore, the minimizer $g_0$ is given by the unique solution of the equation $\lambda g_0 + \mathcal{I}_\Lambda^* \mathcal{I}_\Lambda(g_0) = \mathcal{I}_\Lambda^*(\xi)$. We define the operator $A_\Lambda : l^2(J, \mathcal{Y}) \to H$ by
\[
A_\Lambda := (\lambda I + \mathcal{I}_\Lambda^* \mathcal{I}_\Lambda)^{-1} \mathcal{I}_\Lambda^*,
\]
where $I$ denotes the identity operator on $H$.

**Theorem 8.3.** Suppose that $H$ is an ORKHS with respect to the set $\mathcal{L} := \{L_\alpha : \alpha \in \Lambda\}$ of linear operators from $H$ to $\mathcal{Y}$ and $K$ is the operator reproducing kernel for $H$. If the countable subset $\tilde{\Lambda} := \{\alpha_j : j \in J\}$ of $\Lambda$ is chosen to satisfy the condition that there exists a positive constant $c$ such that for all $\xi := \{\xi_j : j \in J\} \in l^2(J, \mathcal{Y})$ with $\|\xi\|_{l^2(J, \mathcal{Y})} = 1$,  
\[
\left\| \sum_{j \in J} K(\alpha_j) \xi_j \right\|_H \leq c, \tag{8.6}
\]
then the corresponding numerical reconstruction algorithm defined as above is stable.
Proof. Again, we prove this result by employing Theorem 8.1. It follows for each $f \in \mathcal{H}$ that

$$
\|\mathcal{I}_\Lambda(f)\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})} = \sup_{\|\xi\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})} = 1} |\langle \mathcal{I}_\Lambda(f), \xi \rangle_{\mathcal{L}(\mathcal{J}, \mathcal{Y})}| = \sup_{\|\xi\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})} = 1} \left| \sum_{j \in \mathcal{J}} \langle L_{\alpha_j}(f), \xi_j \rangle_{\mathcal{Y}} \right|.
$$

Using the reproducing property of $K$, we get that

$$
\|\mathcal{I}_\Lambda(f)\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})} = \sup_{\|\xi\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})} = 1} \left| \langle f, \sum_{j \in \mathcal{J}} K(\alpha_j)\xi_j \rangle_{\mathcal{Y}} \right|.
$$

This together with inequality (8.6) implies that for all $f \in \mathcal{H}$,

$$
\|\mathcal{I}_\Lambda(f)\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})} \leq c\|f\|_{\mathcal{H}}.
$$

That is, the operator $\mathcal{I}_\Lambda$ is continuous on $\mathcal{H}$.

It follows for each $g \in \mathcal{H}$ that

$$
\langle \lambda g + \mathcal{I}_\Lambda^{-1}(\mathcal{I}_\Lambda(g)), g \rangle_{\mathcal{H}} = \lambda\|g\|_{\mathcal{H}}^2 + \|\mathcal{I}_\Lambda(g)\|_{\mathcal{H}}^2 \geq \lambda\|g\|_{\mathcal{H}}^2.
$$

By the Lax-Milgram theorem, we have that $(\lambda I + \mathcal{I}_\Lambda^{-1})^{-1}$ is continuous on $\mathcal{H}$. According to the definition of $A_\Lambda$, there exists a positive constant $c'$ such that for all $f \in \mathcal{H}$,

$$
\|A_\Lambda(\mathcal{I}_\Lambda(f))\|_{\mathcal{H}} \leq c'\|\mathcal{I}_\Lambda(f)\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})}. \quad (8.7)
$$

For each finite subset $\tilde{\Lambda}_m$ and each $f \in \mathcal{H}$, we choose $\tilde{f} \in \mathcal{H}$ to satisfy that $L_{\alpha_j}(\tilde{f}) = L_{\alpha_j}(f)$ for $j \in \mathcal{J}_m$ and $L_{\alpha_j}(\tilde{f}) = 0$ for $j \notin \mathcal{J}_m$. By the definition of $A_m$ and $A_\Lambda$, we get that $A_m(\mathcal{I}_{\tilde{\Lambda}_m}(f)) = A_\Lambda(\mathcal{I}_{\tilde{\Lambda}_m}(\tilde{f}))$. This combined with (8.7) leads to that there holds for all $f \in \mathcal{H}$, all $m \in \mathbb{N}$ and all finite subset $\tilde{\Lambda}_m$, 

$$
\|A_m(\mathcal{I}_{\tilde{\Lambda}_m}(f))\|_{\mathcal{H}} = \|A_\Lambda(\mathcal{I}_{\tilde{\Lambda}_m}(\tilde{f}))\|_{\mathcal{H}} \leq c'\|\mathcal{I}_{\tilde{\Lambda}_m}(\tilde{f})\|_{\mathcal{L}(\mathcal{J}, \mathcal{Y})} = c'\|\mathcal{I}_{\tilde{\Lambda}_m}(f)\|_{\mathcal{Y}^m}.
$$

Hence, the stability of the corresponding numerical reconstruction algorithm follows directly from Theorem 8.1. \hfill \Box

9 Conclusion

We have introduced the notion of the ORKHS and established the bijective correspondence between an ORKHS and its operator reproducing kernel. Particular attention has been paid to the perfect ORKHS, which relates to two families of continuous linear operators with one being the family of the point-evaluation operators. The characterization and the specific examples for the perfect ORKHSs with respect to the integral operators have been provided. To demonstrate the usefulness of ORKHSs, we have discussed in the ORKHSs setting the sampling theorems and the regularized learning schemes from non-point-evaluation data. We have considered stability of numerical reconstruction algorithms in ORKHSs. This work provides an appropriate mathematical foundation for kernel methods when non-point-evaluation data are used.

Acknowledgment: This research is supported in part by the United States National Science Foundation under grant DMS-152233, by Guangdong Provincial Government of China through the “Computational Science Innovative Research Team” program and by the Natural Science Foundation of China under grants 11471013 and 11301208.
References

[1] A. Aldroubi, Non-uniform weighted average sampling and reconstruction in shift-invariant and wavelet spaces, Appl. Comput. Harmon. Anal. 13 (2002), 151–161.

[2] A. Aldroubi and K. Gröchenig, Nonuniform sampling and reconstruction in shift-invariant spaces, SIAM Rev. 43 (2001), 585–620.

[3] A. Aldroubi, Q. Sun and W. S. Tang, Nonuniform average sampling and reconstruction in multiply generated shift-invariant spaces, Constr. Approx. 20 (2004), 173–189.

[4] A. Argyriou, C. A. Micchelli and M. Pontil, When is there a representer theorem? Vector versus matrix regularizers, J. Mach. Learn. Res. 10 (2009), 2507–2529.

[5] N. Aronszajn, Theory of reproducing kernels, Trans. Amer. Math. Soc. 68 (1950), 337–404.

[6] S. A. Avdonin and S. A. Ivanov, Families of Exponentials: The Method of Moments in Controllability Problems for Distributed Parameter Systems, Cambridge University Press, Cambridge, 1995.

[7] S. A. Avdonin and S. A. Ivanov, Sampling and Interpolation problems for vector valued signals in the Paley-Wiener spaces, IEEE Trans. Signal Process. 56 (2008), 5435–5441.

[8] B. Bakker and T. Heskes, Task clustering and gating for Bayesian multitask learning, J. Mach. Learn. Res. 4 (2003), 83–99.

[9] S. Bochner, Hilbert distances and positive definite functions, Ann. of Math. (2) 42 (1941), 647–656.

[10] S. Bochner, Lectures on Fourier Integrals. With an author’s supplement on monotonic functions, Stieltjes integrals, and harmonic analysis, Annals of Mathematics Studies, No. 42, Princeton University Press, New Jersey, 1959.

[11] T. T. Cai and P. Hall, Prediction in functional linear regression, Ann. Statist. 34 (2006), 2159–2179.

[12] A. Caponnetto, C. A. Micchelli, M. Pontil and Y. Ying, Universal multi-task kernels, J. Mach. Learn. Res. 9 (2008), 1615–1646.

[13] R. Caruana, Multitask learning, Mach. Learn. 28 (1997), 41–75.

[14] Z. Chen, C. A. Micchelli and Y. Xu, Multiscale Methods for Fredholm Integral Equations, Cambridge University Press, Cambridge, 2015.

[15] O. Christensen, An Introduction to Frames and Riesz Bases, Birkhäuser, Boston, 2002.

[16] A. Corrias, G. Navarra, S. Seatzu and F. I. Utreras, Two-phase regularisation method in Hilbert spaces: description and application to EXAFS problems, Inverse Problems 4 (1988), 449–470.

[17] D. D. Cox and F. O’Sullivan, Asymptotic analysis of penalized likelihood and related estimators, Ann. Statist. 18 (1990), 1676–1695.

[18] F. Cucker and S. Smale, On the mathematical foundations of learning, Bull. Amer. Math. Soc. 39 (2002), 1–49.
[19] I. Daubechies, Ten Lectures on Wavelets, CBMS-NSF Regional Conference Series in Applied Mathematics 61, SIAM, Philadelphia, 1992.

[20] C. de Boor, R. A. DeVore and A. Ron, The structure of finitely generated shift-invariant spaces in $L_2(\mathbb{R}^d)$, J. Funct. Anal. 119 (1994), 37–78.

[21] J. Diestel and J. J. Uhl, Jr., Vector Measures, American Mathematical Society, Providence, 1977.

[22] R. J. Duffin and A. C. Schaeffer, A class of nonharmonic Fourier series, Trans. Amer. Math. Soc. 72 (1952), 341–366.

[23] T. Evgeniou, C. A. Micchelli and M. Pontil, Learning multiple tasks with kernel methods, J. Mach. Learn. Res. 6 (2005), 615–637.

[24] P. A. Fillmore, Notes on Operator Theory, Van Nostrand Company, New York, 1970.

[25] T. N. T. Goodman, S. L. Lee and W. S. Tang, Wavelets in wandering subspaces, Trans. Amer. Math. Soc. 338 (1993), 639–654.

[26] K. Gröchenig, Reconstruction algorithms in irregular sampling, Math. Comp. 59 (1992), 181–194.

[27] E. Hammerich, Sampling in shift-invariant spaces with Gaussian generator, Sampl. Theory Signal Image Process. 6 (2007), 71–86.

[28] E. Hammerich, A generalized sampling theorem for frequency localized signals, Sampl. Theory Signal Image Process. 8 (2009), 127–146.

[29] Y. M. Hong, J. M. Kim and K. H. Kwon, Sampling theory in abstract reproducing kernel Hilbert space, Sampl. Theory Signal Image Process. 6 (2007), 109–121.

[30] R. Q. Jia, Stability of the shifts of a finite number of functions, J. Approx. Theory 95 (1998), 194–202.

[31] G. Kimeldorf and G. Wahba, Some results on Tchebycheffian spline functions, J. Math. Anal. Appl. 33 (1971), 82–95.

[32] R. Kress, Linear Integral Equations, Springer, New York, 1989.

[33] S. Mallat, A Wavelet Tour of Signal Processing, Second edition, Academic Press, New York, 1999.

[34] C. V. M. van der Mee, M. Z. Nashed and S. Seatzu, Sampling expansions and interpolation in unitarily translation invariant reproducing kernel Hilbert spaces, Adv. Comput. Math. 19 (2003), 355–372.

[35] J. Mercer, Functions of positive and negative type and their connection with the theory of integral equations, Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 209 (1909), 415–446.

[36] C. A. Micchelli, Using the refinement equation for the construction of pre-wavelets, Numer. Algorithms 1 (1991), 75–116.

[37] C. A. Micchelli and M. Pontil, A function representation for learning in Banach spaces, Learning Theory, 255–269, Lecture Notes in Computer Science 3120, Springer, Berlin, 2004.
[38] C. A. Micchelli and M. Pontil, On learning vector-valued functions, Neural Comput. 17 (2005), 177–204.

[39] C. A. Micchelli and Y. Xu, Using the matrix refinement equation for the construction of wavelets on invariant sets, Appl. Comput. Harmon. Anal. 1 (1994), 391–401.

[40] C. A. Micchelli, Y. Xu and H. Zhang, Universal kernels, J. Mach. Learn. Res. 7 (2006), 2651–2667.

[41] M. Z. Nashed and G. G. Walter, General sampling theorems for functions in reproducing kernel Hilbert spaces, Math. Control Signals Systems 4 (1991), 363–390.

[42] E. Novak and H. Woźniakowski, Tractability of Multivariate Problems, Volume I: Linear Information, European Mathematical Society, Zürich, 2008.

[43] G. B. Pedrick, Theory of reproducing kernels for Hilbert spaces of vector valued functions, Technical Report 19, University of Kansas, 1957.

[44] T. Poggio, S. Mukherjee, R. Rifkin, A. Raklin and A. Verri. B, Uncertainty in geometric computations, J. Winkler and M. Niranjan, editors, Kluwer Academic Publishers, 22 (2002), 131–141.

[45] T. Poggio and S. Smale, The mathematics of learning: dealing with data, Notices Amer. Math. Soc. 50 (2003), 537–544.

[46] J. O. Ramsay and B. W. Silverman, Functional Data Analysis, Second edition, Springer, New York, 2005.

[47] B. Schölkopf, R. Herbrich and A. J. Smola, A generalized representer theorem, Proceeding of the Fourteenth Annual Conference on Computational Learning Theory and the Fifth European Conference on Computational Learning Theory, pp. 416–426. Springer-Verlag, London, UK, 2001.

[48] B. Schölkopf and A. J. Smola, Learning with Kernels: Support Vector Machines, Regularization, Optimization, and Beyond, MIT Press, Cambridge, Mass, 2002.

[49] J. Shawe-Taylor and N. Cristianini, Kernel Methods for Pattern Analysis, Cambridge University Press, Cambridge, 2004.

[50] G. Song, H. Zhang and F. J. Hickernell, Reproducing kernel Banach spaces with the $l^1$ norm, Appl. Comput. Harmon. Anal. 34 (2013), 96–116.

[51] I. Steinwart, On the influence of the kernel on the consistency of support vector machines, J. Mach. Learn. Res. 2 (2002), 67–93.

[52] Q. Sun, Nonuniform average sampling and reconstruction of signals with finite rate of innovation, SIAM J. Math. Anal. 38 (2006/07), 1389–1422.

[53] W. Sun and X. Zhou, Reconstruction of band-limited functions from local averages, Constr. Approx. 18 (2002), 205–222.

[54] J. F. Traub, G. W. Wasilkowski and H. Woźniakowski, Information-Based Complexity, Academic Press, New York, 1988.

[55] V. N. Vapnik, The Nature of Statistical Learning Theory, Second edition, Springer, New York, 1999.
[56] Y. Xu and Q. Ye, Constructions of reproducing kernel Banach spaces via generalized Mercer kernels, arXiv:1412.8663.

[57] F. Yao, H. G. Müller and J. L. Wang, Functional linear regression analysis for longitudinal data, Ann. Statist. 33 (2005), 2873–2903.

[58] K. Yosida, Functional Analysis, Sixth edition, Springer, Berlin, 1980.

[59] R. M. Young, An Introduction to Nonharmonic Fourier series, Academic Press, New York, 1980.

[60] M. Yuan and T. T. Cai, A reproducing kernel Hilbert space approach to functional linear regression, Ann. Statist. 38 (2010), 3412–3444.

[61] H. Zhang, Y. Xu and J. Zhang, Reproducing kernel Banach spaces for machine learning, J. Mach. Learn. Res. 10 (2009), 2741–2775.

[62] H. Zhang and J. Zhang, Regularized learning in Banach spaces as an optimization problem: representer theorems, J. Global Optim. 54 (2012), 235–250.

[63] H. Zhang and J. Zhang, Vector-valued reproducing kernel Banach spaces with applications to multi-task learning, J. Complexity 29 (2013), 195–215.