We investigate a two-component atomic Fermi gas with population imbalance in the presence of Rashba-type spin-orbit coupling (SOC). As a competition between SOC and population imbalance, the finite-temperature phase diagram reveals a large variety of new features, including the expanding of the superfluid state regime and the shrinking of both the phase separation and the normal regimes. For sufficiently strong SOC, the phase separation region disappears, giving way to the superfluid state. We find that the tricritical point moves toward regime of low temperature, high magnetic field, and high polarization as the SOC increases.
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Recent experimental realization of synthetic gauge field \(1\) and spin-orbit coupling \(2\) opens a new arena to explore quantum many-body systems of ultracold atoms. The engineered SOC, equally applicable for bosons and fermions, allows for the realization of topological insulators \(3\), which has captured great attention in the condensed matter community. The engineered SOC, both theoretical and experimental research over the past years \(16\). One of the key questions to ask is that of SOC reshape our understanding of these exciting systems. So far, most of the theoretical studies \(8–13\) have focused mainly on zero temperature, leaving the physics at finite temperature which is experimentally relevant largely intact. In this paper, we are trying to addressing this question by conducting the following studies: Firstly, we map out the \(finite\)-\(temperature\) phase diagram at BCS side where mean-field theory gives quantitatively reasonable results. By determining the behavior of the tricritical point as a function of SOC strength, we can completely characterize the topology of the phase diagram without recourse to an extensive numerical treatment \(17\) [18]. Secondly, we examine the physics at unitary, which is experimentally relevant and theoretically interesting. Specifically, we consider the effect of SOC on the “spin susceptibility” and the critical temperature. Finally, we investigate the fate of breached pairing states \(19\) under SOC through the correlation functions.

We consider a homogeneous two species polarized Fermi gases interacting via an attractive contact potential with an isotropic in-plane Rashba spin-orbit coupling, described by the following Hamiltonian,

\[
H = \int d^3r \sum_{\sigma = \uparrow, \downarrow} \psi^\dagger_\sigma(r) \left( \frac{\mathbf{p}^2}{2m} - \mu_\sigma \right) \psi_\sigma(r) - g \int d^3r \psi^\dagger_\uparrow(r) \psi^\dagger_\downarrow(r) \psi_\uparrow(r) \psi_\downarrow(r) + H_{SO}. \tag{1}
\]

Here, \(H_{SO} = \lambda \sum_{\mathbf{k}} k_\perp \left[ e^{-i\mathbf{s} \cdot \mathbf{c}_\mathbf{k}} \hat{c}_\uparrow \hat{c}_\downarrow + h.c. \right]\), with the transverse momentum \(k_\perp = (k_x, k_y)\) and \(\varphi_\mathbf{k} = \text{Arg}(k_x + ik_y)\). The strength of spin-orbit coupling \(\lambda\) can be tuned by atom-laser interaction \(2\). We define the chemical potential \(\mu\) and “Zeeman” field \(h\) such that \(\mu_\uparrow = \mu + h\) and \(\mu_\downarrow = \mu - h\). The spin imbalance between the two species is denoted by the polarization \(P = (n_\uparrow - n_\downarrow)/(n_\uparrow + n_\downarrow)\).

We consider pairing between different hyperfine species of the same atom, so we restrict oursele to a single mass \(m\). The interaction strength \(g\) is expressed in terms of the \(s\)-wave scattering length \(a_s\) using the prescription:

\[
n_{4\pi a_s} = -\frac{1}{2} + \frac{1}{V} \sum_{\mathbf{k}} \frac{1}{2\epsilon_\mathbf{k} - \mu + V}.
\]

Within the framework of imaginary-time field integral, the partition function of the system is \(Z = \int d[\psi, \bar{\psi}] \exp(-S[\psi, \bar{\psi}])\) with the action \(S[\psi, \bar{\psi}] = \int d^3x \bar{\psi}(t) \left( \frac{\mathbf{D}^2}{2m} - \mu \right) \psi(t) + \int d^3x \bar{\psi}(t) \psi^\dagger(t) \psi^\dagger(t) \psi(t)

\[+ \int d^3x \bar{\psi}(t) H_{SO} \psi(t) + \int d^3x \bar{\psi}(t) \psi^\dagger(t) \psi^\dagger(t) \psi(t) - \int d^3x \bar{\psi}(t) \psi^\dagger(t) \psi^\dagger(t) \psi(t)\]

for the two-body problem, it gives rise to a two-body resonance \(14\). For the many-body physics at mean-field level, it enhances BCS pairing via the increased density of states at low energy, and leads to anisotropic superfluids through mixing the spin singlet and triplet components \(10, 15\).

Polarized fermionic condensates have been the focus of both theoretical and experimental research over the past years \(16\). One of the key questions to ask is that how SOC reshape our understanding of these exciting systems. So far, most of the theoretical studies \(8–13\) have focused mainly on zero temperature, leaving the physics at finite temperature which is experimentally relevant largely intact. In this paper, we are trying to addressing this question by conducting the following studies: Firstly, we map out the \(finite\)-\(temperature\) phase diagram at BCS side where mean-field theory gives quantitatively reasonable results. By determining the behavior of the tricritical point as a function of SOC strength, we can completely characterize the topology of the phase diagram without recourse to an extensive numerical treatment \(17\) [18]. Secondly, we examine the physics at unitary, which is experimentally relevant and theoretically interesting. Specifically, we consider the effect of SOC on the “spin susceptibility” and the critical temperature. Finally, we investigate the fate of breached pairing states \(19\) under SOC through the correlation functions.

We consider a homogeneous two species polarized Fermi gases interacting via an attractive contact potential with an isotropic in-plane Rashba spin-orbit coupling, described by the following Hamiltonian,
\[ S = \int \mathcal{D}r \left[ \sum_{\sigma} \bar{\psi}_\sigma \partial_\tau \psi_\sigma + H(\bar{\psi}, \psi) \right]. \]

Introducing a bosonic field \( \Delta(r, \tau) \), which is believed to encapsulate the relevant low-energy degrees of freedom, we perform a Hubbard-Stratonovich transformation, then the action becomes

\[
S = \int \mathcal{D}r \left[ \sum_{k} \left( c_k - \mu \right) \overline{\psi}_{k\lambda} \psi_{k\lambda} + H_{SO} \right] + \int \mathcal{D}^2 \mathbf{r} \left( \frac{\Delta}{g} - \overline{\Delta \psi_\uparrow \psi_\downarrow} - \overline{\Delta \psi_\downarrow \psi_\uparrow} \right). \]

To bring the action in a compact form, we define a four-dimensional vector \( \mathbf{v}_k = (\overline{\psi}_{k\uparrow} \psi_{k\downarrow} - \bar{\psi}_{k\downarrow} \psi_{k\uparrow}) \). Then the action can be casted as \( S = \int \mathcal{D}r \sum_k \frac{1}{2} \overline{\mathbf{v}_k} (-\mathbf{G}^{-1}) \overline{\mathbf{v}_k} + \xi_k \), with the inverse Green's function defined as

\[
\mathbf{G}^{-1} = \begin{pmatrix}
-\partial_\tau - \xi_k \uparrow & -\lambda k \uparrow e^{i\xi_k} & 0 & \Delta \\
-\lambda k \downarrow e^{i\xi_k} & -\partial_\tau - \xi_k \downarrow & -\Delta & 0 \\
0 & -\Delta & -\partial_\tau + \xi_k \uparrow & -\lambda k \downarrow e^{i\xi_k} \\
0 & 0 & -\lambda k \downarrow e^{i\xi_k} & -\partial_\tau + \xi_k \downarrow \\
\end{pmatrix},
\]

with \( \xi_k \uparrow = \epsilon_k - \mu + h \), \( \xi_k \downarrow = \epsilon_k - \mu - h \) and \( \xi_k = \epsilon_k - \mu \).

Integrating out the fermionic degrees of freedom, we obtain the effective action

\[
S_{\text{eff}} = \int \mathcal{D}r \mathcal{D}^2 \mathbf{r} \frac{\left| \Delta \right|^2}{g} - \frac{1}{2} \mathcal{L} \ln (-\mathbf{G}^{-1}) + \beta \sum_k \xi_k. \tag{2}
\]

Setting \( \Delta = \Delta_0 + \delta \Delta \), and \( \mathbf{g}_0^{-1} = \mathbf{G}^{-1} |_{\Delta=\Delta_0} \), we can write \( \mathbf{G}^{-1} = \mathbf{G}_0^{-1} + \Sigma \). Expanding the effective action to the second order in the fluctuation \( \Sigma \), we approximate the effective action to be \( S_{\text{eff}} \approx S_0 + S_g \), with \( S_0 = \beta V \left| \Delta_0 \right|^2 \sum_{k \lambda} \left( \frac{g}{2} (\xi_k - E_{k\lambda}) - \ln (1 + e^{-\beta E_{k\lambda}}) \right) \), \( S_g = \beta V \sum_q \frac{\Delta_0(q)}{g} \Delta_0(q) - \frac{1}{4} \mathcal{L} \left[ \mathcal{L}_0(k) \Sigma(-q) \mathcal{G}_0(k-q) \Sigma(q) \right] \equiv \beta \mathcal{L} \sum_q \Gamma_0^{-1}(q) \Delta_0(q) \Delta_0(q) \)

\( k \) is an isotropic point in the BCS limit, which is a natural consideration of SOC vanishes. For \( h = 0.1 E_F \), the isoenergy surface is shown in panel (c) and (d), with \( \lambda = 0.125 \) and \( \lambda = 0.25 \) respectively. Here we only have one branch for both \( E_{k+} \) and \( E_{k-} \). Interestingly, the curve for \( E_{k+} \) develops a lunar structure for low \( \lambda \), as shown in panel (c), and increasing \( \lambda \) makes it blunt.

Phase diagram at finite temperature plays a key role in characterizing polarized fermionic condensates. For a fixed interaction strength \( 1/k_F a \) and a fixed SOC strength \( \lambda \), the phase diagram could be determined by the plane spanned by the temperature \( T = 1/\beta \) and the Zeeman field \( h \). A sufficient low polarization or chemical potential difference \( h \) we expect a finite-temperature phase transition at which the superfluid order parameter vanishes continuously. Conversely, at low temperature, superfluidity is destroyed in a first order fashion with increasing \( h \). Across this phase transition at fixed \( h \), the polarization jumps discontinuously. To determine the position of the phase boundaries, we must minimize the mean-field grand potential \( \Omega_0 = S_0/\beta \) with respect to the BCS order parameter \( \Delta_0 \). Such a mean-field analysis should provides a qualitative reasonable description at weak-coupling BCS regime. In the absence of SOC (\( \lambda = 0 \)), it is well known that there exists a finite-temperature two-dimensional point in the BCS limit, which is a natural consequence of having a first order transition from the superfluid phase (SF) to the normal phase (N) at \( T = 0 \) and a second order transition at zero polarization. First investigated by Sarma [21] in the context of superconductivity in the presence of a magnetic field \( h \), the BCS tricritical
is located at \((T_{\text{crit}}/\Delta_0, h_{\text{crit}}/\Delta_0) = (0.3188, 0.6061)\) \cite{22}, where \(\Delta_0 = 8/e^2 \lambda E_F \exp (-\pi/2/k_F a_0)\). The phase diagram spanned by \(T\) and \(h\) at \(1/k_F a_0 = -1\) for various SOC strength is shown in the upper panel of Fig. 2. It consists of four different phases: the superfluid state with zero polarization (SF), the magnetized superfluid state (SF\(_M\)), the normal state (N), and the phase separation (PS) regime enclosed by the first order line and the second order line. As the strength of SOC \(\lambda\) increases, the area of phase separation region diminishes, and eventually disappears for sufficient large \(\lambda\). With the increasing of SOC, the regime of SF diminishes very sharply, giving way to SF\(_M\). The intersection of the second order line and the first order line gives the position of the tricritical point, denoted as TP in Fig. 2. The evolution of the tricritical point is shown in the down panel. As \(\lambda\) increases, \(T_{\text{crit}}\) decreases, while \(h_{\text{crit}}\) increases.

The finite temperature phase diagram for \(1/k_F a_0 = -1\) spanned by \(T\) and \(P\) is shown in Fig. 3. The effect of SOC on the stability of the system manifests itself on the spin susceptibility of the system. We examine the stability of the superfluid phase at unitarity at zero temperature where mean-field theory should give qualitative reasonable arguments. As shown in Fig. 4 at \(\lambda = 0\), the system is unstable to phase separation as the slope of \(\delta P/\delta h\) is always either zero or negative. There exists a critical polarization (here \(P_c = 0.68\), above which the system reverts to the normal state. When the SOC is turned on, the superfluid state could support both low polarization and high polarization, in contrast to what we saw Fig. 2 at \(1/k_F a_0 = -1\) where the superfluid state only support low polarization. At a sufficient large \(\lambda\), the slope of the whole curve becomes positive, indicating that it is able to sustain any polarization.

One of the most important questions to ask about the unitary superfluid is that how the critical temperature varies with SOC strength. At finite temperature, the contribution from non-condensed pairs to the density \(n = \partial \Omega / \partial \mu\) becomes important. This contribution is necessary to approach the transition temperature of an ideal Bose gas in the molecular limit where \(T_{\text{BEC}} = 0.218T_F\) and can be included in the non-condensed phase \((\Delta_0 = 0)\) through the gaussian contribution to the grand potential: 
\[
\Omega_g = (1/2\beta V) \sum_{\mathbf{q}, \nu_m} \ln \Gamma^{-1}(\mathbf{q}, \nu_m),
\]
where \(\nu_m\) denotes the bosonic Matsubara frequencies. For numerical convenience, we treat the fluctuation by adopting the NSR scheme \cite{23}. The critical temperature for a balanced superfluid is shown in Fig. 4 at unitarity. The critical temperature calculated from mean-field theory \(T_{\text{BEC}}\) starts at a high value and increases slowly at small SOC. Taking account of the gaussian fluctuation, the critical tempera-
ure starts at about 0.224$T_F$ and increases almost linearly with increasing SOC strength $\lambda$ for low $\lambda$, hinting at a possible way of realizing high-$T_c$ superfluids.

Another interesting question concerning two-species spin imbalanced Fermi gases is how is the picture of breached pairing state [19] get modified. Breached pairing is characterized by a phase separation in momentum space between the excess of majority species $\uparrow$ and the minority species $\downarrow$ in the superfluid state. Signatures of phase separation are visible in the momentum distribution, $n_{k\sigma}$, and correlation function $C_{\uparrow\downarrow}(k) = |\langle \psi_{-k\downarrow}\psi_{k\uparrow} \rangle |$ at unitarity at zero temperature with SO coupling strength $\lambda = 0.2v_F$ for two typical polarization: $P = 0.7$ (left panel); $P = 0.9$ (right panel).

![FIG. 4. (Color online) Left panel: the polarization $P = \frac{n_{\uparrow}-n_{\downarrow}}{n_{\uparrow}+n_{\downarrow}}$ as a function of magnetic field $h$ for various SOC strength $\lambda$ at zero temperature at unitarity. Right panel: the critical temperature for balanced superfluid at unitarity: $T_{c0}$ is calculated from mean-field theory and $T_{c0}$ is calculated by taking account of the Nozie`res Schmitt-Rind correction.](image)
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To summarize, we have identified a series of new features arising from spin-orbit coupling. We hope that current work will add new excitement to the surging field of cold atom physics involving artificial gauge field and spin-orbit coupling.
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![FIG. 5. (Color online) The momentum distribution $n_{k\sigma}$ and correlation function $C_{\uparrow\downarrow}(k) = |\langle \psi_{-k\downarrow}\psi_{k\uparrow} \rangle |$ at unitarity at zero temperature with SO coupling strength $\lambda = 0.2v_F$ for two typical polarization: $P = 0.7$ (left panel); $P = 0.9$ (right panel).](image)
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