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Abstract

We analyze the implications of the microlocal spectrum/Hadamard condition for states in a (linear) quantum field theory on a globally hyperbolic spacetime $M$ in the context of a (distributional) initial value formulation. More specifically, we work in a $3+1$-split $M \cong \mathbb{R} \times \Sigma$ and give a bound, independent of the spacetime metric, on the wave front sets of the initial data for a quasi-free Hadamard state in the quantum field theory defined by a normally hyperbolic differential operator $P$ acting in a vector bundle $E \to M$. This aims at a possible way to apply the concept of Hadamard states within approaches to quantum field theory/gravity relying on a Hamiltonian formulation, potentially without a (classical) background metric $g$.
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1 Introduction

Quantum field theory on curved spacetimes is nowadays a well-developed subject, which allows for the rigorous treatment of perturbative quantization of classical field theories on curved spacetimes (see [1] for a recent review), including scalar fields, Dirac fields, Yang-Mills fields, and even the treatment of perturbative quantum gravity in a locally covariant fashion [2]. At the basis of this approach are the linear(ized) field theories and their quantum theories, which are probably the most studied examples of quantum field theories. In the framework of algebraic quantum field theory, the concept of Hadamard states for linear quantum fields plays an important role (see
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e.g. [8,9]). These states replace the concept of vacuum state in a locally covariant manner by mimicking the short-distance behavior of the latter in purely spacetime geometric fashion. It is known that there are sufficiently many of these states on arbitrary globally hyperbolic spacetimes (cf. [7,9]). A particularly elegant characterization of Hadamard states is the so-called microlocal spectrum condition [10], which is a prescription for the wave front set of the associated two-point function(al), and can be interpreted as a remnant of the spectrum condition in quantum field theory on Minkowski space.

In this article, we analyze the relation between the microlocal spectrum condition and the initial value formulation of the quantum field theory with the aim to extract a condition that is manifestly independent of the spacetime metric. Such a condition could be used as a filter for physically interesting states in the matter sector of approaches to quantum gravity, where a (classical) spacetime metric is not available, e.g. loop quantum gravity. Furthermore, our analysis provides a first step to elucidate the structures that need to be present in a theory of quantum gravity coupled to matter, such that quantum field theory on curved spacetime can be extracted in a semi-classical limit. Potential candidates for a semi-classical analysis of loop quantum gravity in this regard are the reparametrizing models (see [11] for an overview). Notably, the concept of adiabatic vacua, which is related to that of Hadamard states [12,13], has already been applied in the framework of loop quantum cosmology, a loop quantization of symmetry reduced models, to treat cosmological perturbations [14,15].

The organization of the article is as follows:

The main part of the article is section 2. It deals with the quantum theory of linear field theories in the context locally covariant quantum field theory [6], and the important notion of Hadamard states, which are characterized by prescription for the wave front set of the two-point correlation function(al). In the first subsection 2.1 beside recalling important results about linear field theories on Lorentzian manifolds, we prove, building on work by Dimock [16], a theorem on the initial value problem for generalized wave equations with distributional initial data. In subsection 2.2 we discuss the microlocal spectrum/Hadamard condition, and prove the main theorem of this article: A bound on the wave front sets of the initial data for a quasi-free Hadamard state of a linear quantum field theory, which is independent of the spacetime metric.

In section 3 we discuss the wave front set bound for the initial data in view of dynamical aspects of the microlocal spectrum condition and available construction procedures for Hadamard states. Furthermore, we outline how the wave front set bound could be applied as an a priori condition for semi-classical states of quantum matter fields in background independent theories like loop quantum gravity.

Section 5 provides an appendix with some essential material from the theory of distributions and their wavefront sets.

Let us fix some notation:

Throughout the article, $(M,g)$, or $M$ for short, denotes spacetime, i.e. a globally hyperbolic, time-/space-oriented, Hausdorff, second-countable, $\sigma$-compact ($C^\infty$-) manifold ($\dim(M) = m < \infty$). The metric induced volume form on $M$ is $dV_g$. A Cauchy surface for $M$ is called $\Sigma$, i.e. $M \cong \mathbb{R} \times \Sigma$. The induced volume form on $\Sigma$ is $dA_g$. For the causal future/past of a subset $K \subset M$, we use the usual notation $J_+(K)$ ($J(K) := J_+(K) \cup J_-(K)$), $K \subset M$ indicates a compact subset. $E \xrightarrow{\pi} M$, or simply $E$, is a finite dimensional, (real) vector bundle over $M$ ($\text{rank}(E) = e$), and $E^*$ its dual. If we have two such vector bundle $E, E'$, we denote the exterior tensor product over $M \times M'$ by $E \boxtimes E'$, and the interior tensor product, for $M = M'$, over $M$ by $E \otimes E'$. If we do not specify a connection in the tangent bundles $TM, T\Sigma$, these are given resp. induced by the Levi-Civita connection of $g$.

The functional spaces, we frequently use, are:

1. The compactly supported, smooth functions on $M$ or $\Sigma$, and their distributional duals:

   $\mathcal{D}(M), \mathcal{D}(\Sigma)$ and $\mathcal{D}'(M), \mathcal{D}'(\Sigma)$.

2. The smooth functions on $M$ or $\Sigma$, and their distributional duals:

   $\mathcal{E}(M), \mathcal{E}(\Sigma)$ and $\mathcal{E}'(M), \mathcal{E}'(\Sigma)$.

3. The smooth function with “spacelike compact” support on $M$, and their dual:

   $\mathcal{E}_{sc}(M)$ and $\mathcal{E}_{sc}(M)$ (cf. [17]).

$\mathcal{E}_{sc}(M)$ are the smooth function on $M$ which are “spacelike compact”, i.e. if $f \in \mathcal{E}_{sc}(M)$ there exists a compact set $K \subset M$ s.t. $\text{supp}(f) \subset J(K)$.
4. The generalizations of these spaces to sections in a vector bundle $E$ over $M$ or its restriction $E_{\Sigma}$ to $\Sigma$:

$$\mathcal{D}(M, E), \mathcal{D}'(M, E^*)$$ etc. (cf. [17]).

5. Distribution spaces with specified wave front sets:

$$\mathcal{D}'_\Gamma, \mathcal{E}'_\Lambda,$$

where $\Gamma, \Lambda$ are conical subsets of $T^* M$ or $T^* \Sigma$ (see definition 5.14, cf. [18, 19]).

The embeddings of the type $\mathcal{D}(M, E) \hookrightarrow \mathcal{D}'(M, E)$ are understood by means of the volume form $dV_g$ and the fibre metric $g_E$, i.e.

$$\forall f' \in \mathcal{D}(M, E) : (f, f') := \int_M g_E(f, f') dV_g,$$

associates a unique distribution to every $f \in \mathcal{D}(M, E)$. All space will be equipped with one of their usual topologies. Thus, we refrain from restating the various definitions, and refer the interested reader to the appendix and references. Let us also issue a word of caution regarding the notion of continuity and sequential continuity: In general, sequentially continuous maps between locally convex topological vectors spaces are not necessarily continuous in the topological sense. Although, equality of the concepts holds for bornological topologies (cf. [20]), it may fail for non-bornological spaces like $\mathcal{D}'_\Gamma, \Gamma$ a closed, but not open cone (cf. [19]). In this article, we restrict ourselves to the simpler case of sequential continuity.

2 Linear quantum fields in curved spacetimes

We start this section by a brief outline of some essential facts for the understanding of linear quantum fields in curved spacetime and our analysis of the microlocal spectrum/Hadamard condition (cf. [6,16,17,21]). We conclude the first subsection 2.1 by proving that the distributional initial value problem for generalized wave equations can be considered well-posed. After this, we proceed to the discussion of the microlocal spectrum/Hadamard condition for the quantum theory, and prove the main theorem of the article.

2.1 The initial value formulation for generalized wave equations

Let us consider a spacetime $M$, and a vector bundle $E$ on $M$ equipped with a (non-degenerate) fibre metric $g_E$. The fibre metric $g_E$ provides an identification of $E$ and $E^*$, which we will use freely. Global hyperbolicity implies the existence of a $3 + 1$-split of spacetime, $M \cong \mathbb{R} \times S$ in the $C^\infty$-sense (cf. [22]), and we have a well-posed initial value problem (cf. [17]), with initial data in $\mathcal{D}(\Sigma, E_{\Sigma})$, for generalized wave equations

$$Pu = 0, \ u \in \mathcal{E}'(M, E),$$

where $P : \mathcal{E}'(M, E) \to \mathcal{E}'(M, E)$ is a formally self-adjoint, normally hyperbolic differential operator, i.e.

$$\int_M g_E(Pu, v) dV_g = \int_M g_E(u, Pv) dV_g,$$

and the principal symbol of $P$ is given by the spacetime metric $g$:

$$P = g^{ij}(x) \frac{\partial^2}{\partial x^i \partial x^j} + a^k(x) \frac{\partial}{\partial x^k} + b(x)$$

in local coordinates $x = (x^1, ..., x^m)$ on $U \subset M$ subordinate to a local trivialization $E_{|U} \cong U \times \mathbb{R}^e$ with matrix valued coefficients $a, b : U \to \mathbb{R}^e$. Moreover, there exist unique advanced and retarded fundamental solutions

$$G^\pm : \mathcal{D}(M, E) \to \mathcal{E}_{\text{sc}}(M, E),$$

$$P \circ G^\pm = \text{id}_{\mathcal{D}(M, E)}, \ G^\pm \circ P_{\mathcal{D}(M, E)} = \text{id}_{\mathcal{D}(M, E)}$$

$$\forall f \in \mathcal{D}(M, E) : \text{supp}(G^\pm(f)) \subset J^M_e(\text{supp}(f)),$$
and we may write (cp. \[16\])

\[
f = (G' \circ (\nu^*)')(f_1) - (G' \circ (\nu^*)')(f_0), \quad f_0, f_1 \in \mathcal{D}'(\Sigma, E^*_\Sigma) \cong \mathcal{D}'(\Sigma, E_\Sigma) \subset \mathcal{D}'(\Sigma, E^*_\Sigma),
\]

(2.7)

where \( \iota : \Sigma \hookrightarrow M \) is the inclusion of the Cauchy surface, \( G' : \mathcal{E}'(M, E^*) \to \mathcal{D}'(M, E^*) \) is the (formal) adjoint of the causal propagator \( G = G^\pm = G^+ \), and \((\nu^*)', (\nu^*)' : \mathcal{D}'(\Sigma, E^*_\Sigma) \to \mathcal{E}'_{\text{sc}}(M, E^*) \) denote the adjaunts of the maps

\[
i^* : \mathcal{E}'(\Sigma, E_\Sigma), \quad u \mapsto u|_{\Sigma} = i^*u \tag{2.8}
\]

\[
u^* : \mathcal{E}'(\Sigma, E_\Sigma), \quad u \mapsto (\nabla_n u)|_{\Sigma} = \nu^*(\nabla_n u),
\]

where \( u \in \mathcal{E}(\Sigma, TM_\Sigma) \) denotes the timelike, future oriented, unit normal to \( \Sigma \), and \( \nabla \) is the unique \( P \)-compatible connection in \( E \) (cf. \[17,23\]). We notice that the adjaunts of the advanced and retarded fundamental solutions satisfy \( G^\pm = (G^\mp)' \), because of the formal self-adjointness of \( P \). From \[16,17\], we know that the restrictions

\[
G' \circ (\nu^*)', G' \circ (\nu^*)' : \mathcal{D}'(\Sigma, E^*_\Sigma) \subset \mathcal{D}'(\Sigma, E^*_\Sigma) \to \mathcal{E}'_{\text{sc}}(M, E^*) \subset \mathcal{D}'(M, E^*)
\]

(2.9)

are (sequentially) continuous maps, and one finds the identities

\[
i^* \circ G \circ (\nu^*)' = 0, \quad \nu^* \circ G \circ (\nu^*)' = -\text{id}_{\mathcal{D}'(\Sigma, E_\Sigma)}, \tag{2.10}
\]

\[
\nu^* \circ G \circ (\nu^*)' = \text{id}_{\mathcal{D}'(\Sigma, E_\Sigma)}, \quad \nu^* \circ G \circ (\nu^*)' = 0,
\]

(2.11)

and a short exact sequence of (sequentially) continuous maps

\[
0 \longrightarrow \mathcal{D}(M, E) \overset{P}{\longrightarrow} \mathcal{D}(M, E) \overset{E}{\longrightarrow} \mathcal{E}'_{\text{sc}}(M, E) \overset{P}{\longrightarrow} \mathcal{E}'_{\text{sc}}(M, E).
\]

(2.12)

Furthermore, it follows from the results of \[16\], and \(2.12\), that \(2.7\) can be utilized to construct solutions with distributional initial data \( u_0, u_1 \in \mathcal{D}'(\Sigma, E^*_\Sigma) \), i.e.

\[
u = (G' \circ (\nu^*)')(u_1) - (G' \circ (\nu^*)')(u_0) \in \mathcal{D}'(M, E^*). \tag{2.13}
\]

\[
\text{Remark 2.1:}
\]

Equation \(2.13\) admits an important refinement, because there exists a strong constraint on the wave front set of any distributional solution \( u \in \mathcal{D}'(M, E^*) \) to a linear partial differential equation \( Pu = 0 \) (see theorem \[5.22\]), cf. \[24\]):

\[
WF(u) \subset \text{Char } P. \tag{2.14}
\]

The conical subset \( \text{Char } P \subset T^*M \setminus \{0\} \), called the characteristic set of \( P \), is defined in theorem \[5.22\] of the appendix. The definition of the wave front set of a distribution can be found in the appendix (see definition \[5.3\]), as well. We conclude that \(2.13\) can be replace by

\[
u = (G' \circ (\nu^*)')(u_1) - (G' \circ (\nu^*)')(u_0) \in \mathcal{D}'_{\text{Char } P}(M, E^*). \tag{2.15}
\]

What is not achieved in \[16\], although one finds a contrary statement in \[8\], is an answer to the questions, which distributional solutions \( u \in \mathcal{D}'(M, E^*) \) arise in this way, and in which sense the initial value problem can be considered well-posed for initial data in \( \mathcal{D}'(\Sigma, E^*_\Sigma) \). A (partial) answer to these questions can be given in form of the following theorem.

\[
\text{Theorem 2.2 (The distributional initial value problem):}
\]

Let \( E \) be a vector bundle over a globally hyperbolic spacetime \( M \), equipped with a non-degenerate fibre metric \( g_\Sigma \). Furthermore, let \( P \) be a formally self-adjoint, normally hyperbolic operator acting in \( E \). Then, given \( u_0, u_1 \in \mathcal{D}'(\Sigma, E^*_\Sigma) \), there exists a unique, proper, distributional solution \( u \in \mathcal{D}'_{\text{Char } P}(M, E^*) \) to the equation \( Pu = 0 \), s.t. \( u|_{\Sigma} = u_0, (\nabla_n u)|_{\Sigma} = u_1 \). Here, a distributional solution \( u \) is called proper (cp. \[22\]), if it can be approximated by
a sequence of regular solutions \( \{u_j\}_{j=1}^{\infty} \subset \mathcal{E}(M,E^*) \) in the (weak) topology of \( \mathcal{D}'_{\text{Char} P}(M,E^*) \), i.e.

\[
\forall f \in \mathcal{D}(M,E) : (u,f) = \lim_{j \to \infty} (u_j,f),
\]

\[
\forall j : Pu_j = 0.
\]

Moreover, the map

\[
\mathcal{D}'(\Sigma,E^*_\Sigma) \otimes 2 \to \mathcal{D}'_{\text{Char} P}(M,E^*)
\]

sends \((u_0,u_1)\) to the solution \(u\), s.t. \(Pu = 0, \ u|_{\Sigma} = u_0, (\nabla nu)|_{\Sigma} = u_1\), is (sequentially) continuous.

Before we start the proof of this theorem, we state useful results concerning a generalized Green’s identity and the continuity of some of the maps introduced above.

**Lemma 2.3 (Green’s identity for normally hyperbolic differential operators, cf. [17]):**

Let \(P : \mathcal{E}(M,E) \to \mathcal{E}(M,E)\) be normally hyperbolic, and \(\nabla\) be the unique \(P\)-compatible connection in \(E^2\). Then, we have for every \(u \in \mathcal{E}(M,E^*)\) and \(f \in \mathcal{E}(M,E)\) the identity

\[
(u,Pf) - (P^*u,f) = \text{div}_g(W),
\]

where \(W \in \mathcal{E}(M,TM)\) is defined by

\[
g(W,X) = (\nabla_X u,f) - (u,\nabla_X f), \ \forall X \in \mathcal{E}(M,E).
\]

Here, \(\text{div}_g\) denotes the divergence operator associated with the Levi-Civita connection of \(g\).

This lemma and the following corollary are essential to prove uniqueness in theorem 2.2.

**Corollary 2.4 (Fresnel-Kirchhoff integral, cp. [16]):**

Assume that \(P\) is also formally self-adjoint. If \(u \in \mathcal{E}(M,E^*)\) is a solution to \(Pu = 0\), we have:

\[
\forall f \in \mathcal{D}(M,E) : \int_M (u,f)dV_g = -\int_{\Sigma} ((\nabla_n u,G(f)) - (u,\nabla_n G(f)))dA_g.
\]

**Proof:**

We integrate (2.18) with \(f\) replaced by \(G^\pm(f)\) in the domains \(J_{\pm}(\Sigma)\) with the common boundary \(\partial J_{\pm}(\Sigma)\), and apply Gauss’ theorem:

\[
\int_{J_{\pm}(\Sigma)} (u,f) = \mp \int_{\Sigma} ((\nabla_n u,G^\pm(f)) - (u,\nabla_n G^\pm(f)))dA_g.
\]

Adding the two expression gives the result.

Clearly, the formulas for the solution (2.7) and (2.13) mimic (2.20).

**Lemma 2.5:**

The maps \(\iota^*,\nu^* : \mathcal{E}_{ac}(M,E) \to \mathcal{D}(\Sigma,E^\Sigma)\) (see (2.8)) are sequentially continuous.

**Proof:**

For \(f \in \mathcal{E}_{ac}(M,E)\), take a converging sequence \(\{f_j\}_{j=1}^{\infty} \subset \mathcal{E}_{ac}(M,E)\), i.e. there exists a compact subset \(K \subset M\), s.t.

\[
\forall j : \text{supp}(f), \text{supp}(f_j) \subset J(K),
\]

\[
\forall k \in \mathbb{N}_0, K' \subset M \text{ cpt. : } \lim_{j \to \infty} ||f - f_j||_{C^k(K,E)} = 0.
\]

\(\nabla\) induces a connection in \(E^\ast\), which we denote by the same symbol.
where \( \|f\|_{C^k(K', E)} := \max_{n=1, \ldots, k} \sup_{x \in K'} \|\nabla^nf(x)\|_{g(x)} \) for \( f \in \mathcal{E}(M, E) \). We need to show that \( \lim_{j \to \infty} \iota^* f_j = \iota^* f \) and \( \lim_{j \to \infty} \nu^* f_j = \nu^* f \) in \( \mathcal{D}(\Sigma, E_{\Sigma}) \). Because \( M \) is globally hyperbolic and \( \Sigma \) is a Cauchy surface, we know that \( J(K) \cap \Sigma =: K'' \) is compact. Moreover by the definition of the maps in question, we have

\[
\text{supp}(\iota^* f), \text{supp}(\iota^* f_j), \text{supp}(\nu^* f), \text{supp}(\nu^* f_j) \subset K'' ,
\]  

(2.24)

and

\[
\|\iota^* f - \iota^* f_j\|_{C^k(K'', E_\Sigma)} \leq \|f - f_j\|_{C^k(K'', E)}
\]  

(2.25)

\[
\|\nu^* f - \nu^* f_j\|_{C^k(K'', E_\Sigma)} \leq \|f - f_j\|_{C^k(K'', E)}
\]  

(2.26)

for some compact subset \( K'' \subset M \), s.t. \( K'' \subset K''' \), and all \( k \in \mathbb{N}_0 \). This proves the statement.

Proposition 2.6:

The compositions of adjoint maps \( G' \circ (\iota^*)' \circ (\nu^*) : \mathcal{D}'(\Sigma, E_{\Sigma}) \to \mathcal{D}'_{\text{Char} P}(M, E^*) \) are sequentially continuous w.r.t. Hörmander's (pseudo-)topology on \( \mathcal{D}'_{\text{Char} P}(M, E^*) \) (see definition 5.14 & [18, 19]).

Proof:

For \( u \in \mathcal{D}'(\Sigma, E_{\Sigma}) \), take a converging sequence \( \{u_j\}_{j=1}^{\infty} \subset \mathcal{D}'(\Sigma, E_{\Sigma}) \), i.e.

\[
\forall f \in \mathcal{D}(\Sigma, E^*_\Sigma) : \lim_{j \to \infty} (u_j, f) = (u, f).
\]  

(2.27)

To show that \( \lim_{j \to \infty} (G' \circ (\iota^*)'(u_j) = (G' \circ (\iota^*)'(u) \) and \( \lim_{j \to \infty} (G' \circ (\nu^*)'(u_j) = (G' \circ (\nu^*)'(u) \), we use a characterization of convergence in \( \mathcal{D}'(M, E^*) \), \( \Gamma \subset T^*M \setminus \{0\} \) closed and conical, proven in [19].

Given a sequence \( \{u_j\}_{j=1}^{\infty} \subset \mathcal{D}'(M, E^*) \), s.t. \( \lim_{j \to \infty} (u_j, v) = \lambda_v \) exists for all \( v \in \mathcal{E}'_\Lambda(M, E) \), then \( \lim_{j \to \infty} u_j = u \in \mathcal{D}'(M, E^*) \) exists, s.t. \( (u, v) = \lambda_v \) for all \( v \in \mathcal{E}'_\Lambda(M, E) \).

Here, \( \Lambda \subset T^*M \setminus \{0\} \) is the complement of the inversion of \( \Gamma \):

\[
\Lambda := (\Gamma^\circ)^c = \{(x, k) \in T^*M \setminus \{0\} \mid (x, -k) \notin \Gamma\}.
\]  

(2.28)

Next, we observe that we have an extension \( G : \mathcal{E}'_\Lambda(M, E) \to \mathcal{E}_{\text{loc}}(M, E) \) in the sense of theorem 5.20. To achieve this, we use the fact that Schwartz' kernel theorem gives us a distribution \( K_G \in \mathcal{D}'(M \times M, E \boxtimes E^*) \), and check that the composition \( K_G \circ v \) for \( v \in \mathcal{E}'_\Lambda(M, E) \) is well-defined. The wave front set of \( K_G \) is well-known (cf. [10, 26]):

\[
\text{WF}(K_G) = \{(x, k; x', k') \in (\text{Char } P)^2 \mid (x, k) \sim_{H_P} (x', -k')\},
\]  

(2.29)

where \( (x, k) \sim_{H_P} (x', k') \) means that \( (x, k), (x', k') \in T^*M \) lie on the same integral curve of the Hamiltonian vector field \( H_P \) of the principal symbol of \( P \). Because \( P \) is normally hyperbolic, its principal symbol is given by the (inverse) metric \( \sigma_P(x, k) = g^{ij}(x)k_i k_j \). Thus, \( \text{Char } P = C^*M \setminus \{0\} \) is the co-light cone bundle without the zero section, and an integral curve of \( H_P \) joining \( (x, k) \) and \( (x', k') \) is a null geodesic strip in \( T^*M \), which projects to the null geodesic in \( M \) from \( x \) to \( x' \) with co-tangents \( k \in T^*_x M \) and \( k' \in T^*_{x'} M \) (cf. [10]). Clearly, the Hamiltonian flow in \( T^*M \) is in one-to-one correspondence with the null geodesics flow in \( TM \) via the metric \( g \). To apply theorem 5.20, we need to check that

\[
\text{WF}(v) \cap (-\text{WF}(K_G)_{M_2|M_1}) = \emptyset.
\]  

(2.30)

This is trivially satisfied, because \( -\text{WF}(K_G)_{M_2|M_1} = \{(x', k') \in T^*M \setminus \{0\} \mid (x, 0; x', k') \in \text{WF}(K_G)\} = \emptyset \) by 5.20. Theorem 5.20 gives us information on the wave front set of \( G(v) \), as well:

\[
\text{WF}(G(v)) \subset \underbrace{\text{WF}(K_G)_{M_2|M_1}}_{= \emptyset} \cup \underbrace{\text{WF}'(K_G) \circ \text{WF}(v)}_{= \emptyset} = \emptyset,
\]  

(2.31)

by the definition of \( \Lambda \) and 2.29. It follows that \( G(v) \in \mathcal{E}(M, E) \). What remains to be checked, is that \( G(v) \in \)

---

3See appendix 5.1 for the construction of the norms

4At coinciding point \( x = x' \), we have \( k = k' \neq 0 \).
\(E_{sc}(M, E)\). To see this, we notice that \(\text{supp}(v) \subseteq M\) is compact, because \(v \in E_{\lambda}(M, E)\), which implies:

\[
(G(v), f) = -(v, G(f)) = 0
\tag{2.32}
\]

for all \(f \in \mathcal{D}(M, E^\ast)\), s.t. \(\text{supp}(f) \subseteq (\text{supp}(v))^\circ\). Putting everything together, we find:

\[
\lim_{j \to \infty} (\mathcal{G}' \circ (\nu^\ast))'(u_j, v) = \lim_{j \to \infty} -((\nu^\ast)'(u_j), \mathcal{G}(v))_{E, E'} = \lim_{j \to \infty} -(u_j, \nu^\ast \mathcal{G}(v))_{E, E'} = -(u, \nu^\ast \mathcal{G}(v)) = ((\mathcal{G}' \circ (\nu^\ast))'(u, v) \quad \forall v \in E_{\lambda}(M, E).
\tag{2.33}
\]

The argument for \(\mathcal{G}' \circ (\nu^\ast)\) is analogous. 

\footnote{Theorem 2.2}

Now, we are in the position to prove theorem \footnote{Theorem 2.2}. 

\textbf{Proof:}

1. \textit{Existence:}

Given \(u_0, u_1 \in \mathcal{D}'(\Sigma, E^*_{\Sigma})\), we use equation \footnote{Equation 2.15} to define a solution \(u \in \mathcal{D}'_{\text{char}}P(M, E^*)\):

\[
u := (\mathcal{G}' \circ (\nu^\ast))'(u_1) - (\mathcal{G}' \circ (\nu^\ast))'(u_0).
\tag{2.34}
\]

We need to show that this solution satisfies \(\nu^*u = u_0\), \(\nu^*u = u_1\). To this end, we observe that the extended maps

\[
i^*, \nu^* : \mathcal{D}'_{\text{char}}P(M, E^*) \to \mathcal{D}'(\Sigma, E^*_{\Sigma})
\tag{2.35}
\]

are well-defined and (sequentially) continuous by virtue of theorem \footnote{Theorem 5.15} because the co-normal \(N_i\) of \(i : \Sigma \hookrightarrow M\) has empty intersection with the co-light cone bundle \(\text{Char} P = C^*M \setminus \{0\}\):

\[
N_i \cap \text{Char} P = \emptyset.
\tag{2.36}
\]

Since \(\mathcal{D}(\Sigma, E^*_{\Sigma})\) is (sequentially) dense in \(\mathcal{D}'(\Sigma, E^*_{\Sigma})\), we find sequences \(\{u_{0,j}\}, \{u_{1,j}\} \subset \mathcal{D}(M, E^*)\), s.t. \(\lim_{j \to \infty} u_{0,j} = u_0\) and \(\lim_{j \to \infty} u_{1,j} = u_1\). Using the continuity of the maps \footnote{Equation 2.35} and proposition \footnote{Proposition 2.6}, we may write:

\[
i^*u_j = i^* \mathcal{G}' \circ (i^\ast)'(u_{1,j}) - i^* \mathcal{G}' \circ (i^\ast)'(u_{0,j}) = \lim_{j \to \infty} i^* \mathcal{G}' \circ (i^\ast)'(u_{0,j})
\tag{2.37}
\]

where we used the identities \footnote{Equation 2.10} after the next-to-last line. The argument for \(\nu^*u = u_1\) is analogous.

2. \textit{Uniqueness:}

If we want prove uniqueness of the solution \footnote{Equation 2.34} among the proper solutions of \(Pu = 0\), we first need to check that \(u\) is indeed proper, and second, that any other proper solution \(u' \in \mathcal{D}'_{\text{char}}P(M, E^*)\) with \(i^*u' = u_0\), \(\nu^*u = u_1\) is identical to \(u\), i.e. \(u' \equiv u\).

To see that \(u\) is proper, we choose sequences \(\{u_{0,j}\}, \{u_{1,j}\} \subset \mathcal{D}(M, E^*)\), s.t. \(\lim_{j \to \infty} u_{0,j} = u_0\) and \(\lim_{j \to \infty} u_{1,j} = u_1\), as before. Then, we set

\[
\forall j : \quad u_j := (\mathcal{G}' \circ (\nu^\ast))'(u_{1,j}) - (\mathcal{G}' \circ (\nu^\ast))'(u_{0,j}) \in E_{sc}(M, E^*),
\tag{2.38}
\]
which is a sequence of smooth solutions, s.t. \( \lim_{j \to \infty} u_j = u \) in \( \mathcal{D}'_{\text{Char}} P(M, E^*) \), by proposition 2.6 and 2.9.

For the second statement, we observe that another solution \( u' \neq u \) would imply the existence of a non-trivial, proper solution with vanishing initial data, i.e.

\[
0 \neq u'' := u - u' \in \mathcal{D}'_{\text{Char}} P(M, E^*) : P u'' = 0, \quad \nu^* u'' = 0, \quad \nu^* u'' = 0. \tag{2.39}
\]

Thus, to conclude uniqueness, we need to show that the only proper solution with vanishing initial data is \( u'' \equiv 0 \). This can be done by an appeal to corollary 2.4. Assume we are given a proper solution \( u'' \) as in (2.39). Then, we choose a approximating sequence \( \{ u''_j \}_{j=1}^\infty \subset \mathcal{D}(M, E^*) \), \( \lim_{j \to \infty} u''_j = u'' \), \( \forall j : \ P u''_j = 0 \), and compute:

\[
\forall f \in \mathcal{D}(M, E) : \quad (u'', f) = \lim_{j \to \infty} (u''_j, f)
\]

\[
\text{Cor. 2.4} \quad \lim_{j \to \infty} \left( (\nu^* u''_j, \nu^* G(f)) - (\nu^* u''_j, \nu^* G(f)) \right) = 0,
\]

where we use the continuity of \( \nu^*, \nu^* \) in the last line. But this contradicts \( u'' \neq 0 \).

3. Continuous dependence on initial data:

This is precisely the content of proposition 2.6 \( \square \)

Remark 2.7:

Clearly, the statement of theorem 2.2 can be improved, if \( M \) is a linear manifold and \( P \) has constant coefficients, e.g. Minkowski space \( M \) and \( P \) is the d’Alembertian. Namely, every distributional solution \( u \in \mathcal{D}'_{\text{Char}} P(M, E^*) \) is then a proper solution by virtue of the existence of an approximate identity \( \{ \phi_\varepsilon \} \subset \mathcal{D}(M) \), \( \lim_{\varepsilon \to 0} \phi_\varepsilon = \delta_0 \), Hörmander’s density theorem (see [24], p.262-263) and the convolution identities:

\[
\phi_\varepsilon * u \in \mathcal{E}(M, E^*), \quad \lim_{\varepsilon \to 0} \phi_\varepsilon * u = u \text{ in } \mathcal{D}'_{\text{Char}} P(M, E^*),
\]

\[
P(\phi_\varepsilon * u) = \phi_\varepsilon * (Pu) = 0.
\]

Interestingly, (2.4) and (2.11) tell us that \( K_G \) is a proper, distributional (bi-)solution.

2.2 Quasifree states and the microlocal spectrum/Hadamard condition

We are now ready to turn our attention to the quantum theory associated with the classical setup of the previous subsection. From the exact sequence (2.12), the well-posedness of the Cauchy problem for \( P \) with initial data in \( \mathcal{D}(\Sigma, E\Sigma) \) and the identities (2.10), we know, that we have a pair of isomorphic linear, symplectic spaces representing the space of (smooth) solution \( \text{Sol}^\infty_0(P) \) with compactly supported (smooth) initial data

\[
\mathcal{D}(M, E)/\text{im} P|_{\mathcal{D}(M, E)} \cong \mathcal{D}(\Sigma, E\Sigma)^{\Sigma^2}. \tag{2.42}
\]

The symplectic structures are given by (cf. [17])

\[
\sigma^M([f], [f']) := \int_M g_E(G(f), f') dV_g
\]

\[
\text{Cor. 2.4} \quad \int_{\Sigma} (g_E(\nabla_n G(f), G(f')) - g_E(G(f), \nabla_n G(f'))) dA_g =: \sigma^\Sigma((f_0, f_1), (f'_0, f'_1)),
\]

for \( [f], [f'] \in \mathcal{D}(M, E)/\text{im} P|_{\mathcal{D}(M, E)} \) and \( (f_0, f_1), (f'_0, f'_1) \in \mathcal{D}(\Sigma, E\Sigma)^{\Sigma^2} \), which are identified by virtue of the isomorphism (2.42). The expressions are well-defined, because \( \forall f \in \mathcal{D}(M, E) : \ G(Pf) = 0 \text{ and } (\nabla_n G(f))|_{\Sigma} \), \( G(f)|_{\Sigma} \) defines the initial data for the solution \( G(f) \in \text{Sol}^\infty_0(P) \).

This allows us to consider the space \( \text{Sol}^\infty_0(P) \) as a symplectic space, with symplectic structure \( \sigma \), and it is well-known that we can associate a \( (C^*)\)-Weyl algebra \( W_P \) with it\(^8\). This algebra is generated by the Weyl elements

---

\(^8\)See [17] for a detailed exposition with an emphasis on local covariance [6] and functoriality of the construction. The are alternative algebraic structures, as well, e.g. the Resolvent algebra [24][28]. These could be worthwhile to consider, since the Weyl algebra only
\[ W(G(f)) \in \text{Sol}^\infty_\omega(P), \text{ subject to the CCR relations in Weyl form:} \]
\[ W(G(f))W(G(f')) = e^{-\frac{i}{2}\sigma(G(f),G(f'))}W(G(f + f')). \]  
(2.44)

A Hilbert space representation of the quantum system defined by the Weyl algebra \( \mathcal{W}_P \) is obtained by specifying an (algebraic) state \( \omega : \mathcal{W}_P \to \mathbb{C} \) and passing to the GNS representation \((\mathfrak{F}_\omega, \pi_\omega, \Omega_\omega)\) (see [29][30] for a detailed account on the algebraic formulation of quantum theory). An important class of states on \( \mathcal{W}_P \) is given by the (regular) quasi-free states, i.e. states \( \omega \), which are solely determined via their two-point function(al) (cf. [6]):
\[ \omega(W(G(f))) = e^{-\frac{i}{2}\omega_2(f,f)}, \]
(2.45)\[ \omega_2(f,f') := -\frac{\partial^2}{\partial t \partial s|_{t = s = 0}} \omega(W(G(tf))W(G(sf'))). \]

It is important for the following that this definition requires \( \omega_2 : \mathcal{D}(M,E)^{\times 2} \to \mathbb{C} \) to be a distributional (bi-)solution for \( P \), i.e. \( \forall f, f' \in \mathcal{D}(M,E) : \omega_2(Pf,f) = 0 = \omega_2(f,Pf') \). Among the quasi-free states are the physically important Hadamard states, which can be regarded as a replacement for the vacuum state of quantum field theory on Minkowski space, since they can be characterized as having a short-distance singularity structure analogous to that of the Minkowski vacuum (cf. [3], and [6] for important structural properties of the folium of Hadamard states).

In a seminal paper [10], Radzikowski showed that Hadamard states are equivalently characterized by a specific form of the wave front set of their two-point function(al) (cp. [24][20]):
\[ \text{WF}(\omega_2) = \text{WF}(K_G) \cap (C_{\ast} M \times C_{\ast} M) \]
(2.46)\[ = \{(x, k; x', k') \in (\text{Char } P)^{\times 2} \mid (x, k) \sim_{H_P} (x', -k'), k \text{ is future-directed}\}, \]
where \( C_{\ast} M \) are the future-/past-directed, co-light cone bundles of \( M \). Thus, the two-point function(al) of a Hadamard state has a wave front set resembling the spectral condition, i.e. positivity of the energy, of quantum field theory on Minkowski space in a microlocal fashion, which justifies the name microlocal spectrum condition for (2.46). What is even more remarkable, is the fact that the microlocal spectrum condition admits a generalization to allow for locally covariant treatment of interacting quantum field on curved spacetimes in a perturbative setting [4][3][31][41]. A crucial observation in this respect is the fact that a Hadamard state defines a Feynman propagator [10]:
\[ \omega_F := i\omega_2 - K_G, \]
(2.47)\[ \text{admits a very restricted set of dynamics (C\textsuperscript{\ast}-automorphism 1-parameter groups).} \]

\[ ^6 \text{Along the diagonal } \Delta_M \subset M \times M \text{ we have } \text{WF}(\omega_2)_{|\Delta_M} = \{(x, k; x - k) \in (T^\ast M)^{\times 2} \setminus \{0\} \mid k \in C_{\ast_{|x}} M \setminus \{0\}\}. \]
Theorem 2.8 (The microlocal spectrum of Hadamard initial data): Given a quasi-free Hadamard state \( \omega \). If the two-point function(al) \( \omega_2 \in \mathcal{D}'_{\text{Char}}(M \times M, E^* \boxtimes E^*) \) is proper (in the sense of theorem 2.2), the initial data (2.48) satisfies the bound

\[
\bigcup_{i,j=0}^1 \text{WF}(\omega_{2,ij}) = N_\Delta \setminus \{0\},
\]

where \( N_\Delta = \{(\Delta(x),(k,k')) \in T^* \Sigma^x \times \Sigma \mid k = -k'\} \) is the co-normal of the diagonal map \( \Delta : \Sigma \to \Sigma \times \Sigma \).

Before we start the proof, let us outline the rough idea and why (2.51) is plausible from the point of view of canonical quantization on \( \Sigma \), we will follow:

The wave front set of an initial datum \( u_{|\Sigma} \in \mathcal{D}'(\Sigma, E^*_\Sigma) \) for a (proper) solution \( u \in \mathcal{D}'(M, E^*) \) can be estimated by the tools of microlocal analysis from \( \text{WF}(u) \), because, on the one hand, \( u \) arises from \( u_{|\Sigma} \) by composition with the causal propagator \( K_G \) of \( P \) (see 2.14), and on the other hand, \( u_{|\Sigma} \) is the restriction of \( u \). Thus, the knowledge of \( \text{WF}(\omega_2) \) gives us a two-sided estimate on the wave front sets \( \text{WF}(\omega_{2,ij}) \), \( i,j = 0,1 \). Furthermore, since the \( K_G \) propagates singularities along the co-light cone bundle (see theorem 5.22), the initial data for a Hadamard state must contain enough singular directions to satisfy microlocal spectrum condition, which is the reason for (2.51). In view of canonical quantization, where

\[
\Phi(x), (\nabla_n \Phi)(x') \sim \delta^{m-1}(x,x'),
\]

and 2.68 below, this seems adequate.

**Proof:**

We prove the theorem by showing the inclusions \( \bigcup_{i,j=0}^1 \text{WF}(\omega_{2,ij}) \subset N_\Delta \setminus \{0\} \) and \( \bigcup_{i,j=0}^1 \text{WF}(\omega_{2,ij}) \supset N_\Delta \setminus \{0\} \).

1. \( \bigcup_{i,j=0}^1 \text{WF}(\omega_{2,ij}) \subset N_\Delta \setminus \{0\} \):

   Because \( \text{WF}(Pu) \subset \text{WF}(u) \) for any differential operator (see corollary 5.12), we have \( \text{WF}(\nu^*u) \subset \iota^* \text{WF}(u) \) for any \( u \in \mathcal{D}'_{\text{Char}}(M,E^*) \). Thus, if we show \( \text{WF}(\omega_{2,00}) \subset N_\Delta \setminus \{0\} \), the first inclusion follows. Using theorem 5.15, we find:

   \[
   \text{WF}(\omega_{2,00}) \subset (\iota^* \times \iota^*) \text{WF}(\omega_2) \]

   \[
   \text{WF}(\omega_{2,00}) \subset (\iota^* \times \iota^*) \text{WF}(\omega_2) \]

   \[
   = \{(x,k) \in (T^* \Sigma \setminus \{0\}) \times \Sigma) \mid (x,k) \sim_{H_p} (x',k'), k \in C^*_+|_{\iota(x)}M\}
   \]

   \[
   = \{(x,k) \in (T^* \Sigma \setminus \{0\}) \times \Sigma) \mid (x,k) \sim_{H_p} (x',k'), k \in C^*_+|_{\iota(x)}M\}
   \]

   \[
   = \{(x,k) \in (T^* \Sigma \setminus \{0\}) \times \Sigma) \mid (x,k) \sim_{H_p} (x',k'), k \in C^*_+|_{\iota(x)}M\}
   \]

   The last line follows, because:

   (a) \( (\iota(x),k) \sim_{H_p} (\iota(x'),k') \) requires \( \iota(x), \iota(x') \in \Sigma \) to lie on a common null geodesic or be equal. Thus, the only possibility is \( (x',k') = (x,k) \), since \( \Sigma \) is acausal (cf. 32).

   (b) \( d_{\iota x} : \text{Char} P_{\iota(x)} \cap C^-_{\iota(x)}M \to T_{\iota x} \Sigma \) is an isomorphism of conical sets for every \( x \in \Sigma \).

2. \( \bigcup_{i,j=0}^1 \text{WF}(\omega_{2,ij}) \supset N_\Delta \setminus \{0\} \):

   From equation 2.49, we find:

   \[
   \text{WF}(\omega_2) \subset \text{WF}((G' \circ (\nu^*)') \times (G' \circ (\nu^*)')\omega_{2,00}) \cup \text{WF}((G' \circ (\nu^*)') \times (G' \circ (\nu^*)')\omega_{2,01})
   \]

   \[
   \cup \text{WF}((G' \circ (\nu^*)') \times (G' \circ (\nu^*)')\omega_{2,10}) \cup \text{WF}((G' \circ (\nu^*)') \times (G' \circ (\nu^*)')\omega_{2,00}).
   \]

   Thus, we may derive the second inclusion, if we compute a bound on the wave front set of the individual contributions in 2.49. This can be done with the help of theorem 5.20 because

   \[
   ((G' \circ (\nu^*)') \times (G' \circ (\nu^*)')\omega_{2,00} = \omega_{2,00} \circ (\iota^* \times G) \times (\iota^* \circ G))
   \]

   \[
   = \omega_{2,00} \circ (\iota^* \times \text{id}_M^G) K^\otimes 2 \text{ etc.,}
   \]
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where the last line is interpreted as composition of distribution

\[ \mathcal{D}'(\Sigma \times \mathbb{R}) \times \mathcal{D}'(\Sigma \times \mathbb{R}) \times M \otimes \mathcal{E}(\Sigma) \otimes \mathcal{E}(\Sigma) \rightarrow \mathcal{D}'(M \otimes \mathbb{R}) \otimes \mathcal{E}(\Sigma) \otimes \mathcal{E}(\Sigma). \]  

(2.56)

Furthermore, it is important that we have (see corollary 5.12 & theorem 5.13):

\[ \text{WF}(\nu^* \otimes \text{id}_M K_G) \subset (\nu^* \otimes \text{id}_M K_G)(\mathcal{E}(\Sigma)) \subset 
\{(x, (d_{(x)}\nu^*) \kappa; x', k') \in (T^* \Sigma \setminus \{0\}) \times \text{Char} P \mid (\nu^* \otimes \text{id}_M K_G) \}
\]

(2.46)

By virtue of proposition 5.17, we can determine the wave front set of \(((\nu^* \otimes \text{id}_M K_G)K_G)^{\otimes 2}\):

\[ \text{WF}(\phi \otimes \nu^* \otimes \phi \otimes \nu^*) \subset \text{WF}(\phi \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^*) \]

(2.58)

Putting (2.57), (2.58) & (2.59) together (see also (5.32)), we find:

\[ \text{WF}(\phi \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^*) \subset \text{WF}(\phi \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^* \otimes \nu^*) \]

(2.60)

because \( \text{WF}(\nu^* \otimes \text{id}_M K_G)K_G \subseteq \{(x, \kappa) \in T^* \Sigma \setminus \{0\} \mid \kappa \in \text{WF}(\nu^* \otimes \text{id}_M K_G), \kappa \in \Sigma \} \). Thus, what remains to be computed, is the composition of wave front sets \( \text{WF}(\omega_{2,00}) \otimes \text{WF}(\nu^* \otimes \text{id}_M K_G)^{\otimes 2} \), which can be done by means of (2.57) (second line):

\[ \text{WF}(\omega_{2,00}) \circ \text{WF}(\nu^* \otimes \text{id}_M K_G)^{\otimes 2} \]

(2.61)

If we combine the rather complicated looking expression in the last line with the requirement (2.61) and microlocal spectrum condition (2.46), we realize that we have to require that the wave front sets \( \text{WF}(\omega_{2,00}) \) etc. contain elements \( (x', -(d_{(x')\nu^*}) \kappa; x', (d_{(x')\nu^*}) \kappa') \in (T^* \Sigma)^{\otimes 2} \setminus \{0\}, \kappa' \in C_{-|x'\nu^*}|x'\nu^*} \)

This is the case, because the relations

\[ \text{WF}(\omega_{2,00}) \circ \text{WF}(\nu^* \otimes \text{id}_M K_G)^{\otimes 2} \]

(2.62)

have to hold simultaneously, which can only be satisfied if \( \nu^*(x') = \nu^*(x'') \), implying \(-k'' = k'' \), since \( \Sigma \) is causal (cf. [12]). But, elements of the form \( (x', -(d_{(x')\nu^*}) \kappa; x', (d_{(x')\nu^*}) \kappa') \in (T^* \Sigma)^{\otimes 2} \setminus \{0\} \) are exactly those of the co-normal set \( N_\Delta \setminus \{0\}, \) and \( d_{(x')\nu^*} \) : \( \text{Char} P_{(x)} \cap C_{\pm |x|} M \rightarrow T^* \Sigma \) is an isomorphism of conical sets for every \( x \in \Sigma \). This implies the second inclusion.

To illustrate (2.51), we consider the ground state of Klein-Gordon field of mass \( m > 0 \) on an ultra-static spacetime, which is known to be Hadamard [7], and includes the important case of the vacuum state in Minkowski space.
Example 2.9:
Take an ultra-static spacetime \((M, g) = (\mathbb{R}, -dt^2) \times (\Sigma, h)\), where \((\Sigma, h)\) is a complete, d-dimensional, Riemannian manifold, e.g. \(\mathbb{R}^3\) with its standard metric. The analysis of Klein-Gordon operator \(\square_g + m^2 = \partial_t^2 - \Delta_h + m^2\) is conveniently phrased in terms of the strictly positive \((m > 0)\), elliptic operator \(D = -\Delta_h + m^2\) (cf. \[43\] for a detailed exposition), which is essentially self-adjoint together with all its natural powers on \(L^2(\Sigma, dV_h)\) with dense domain \(\mathcal{D}(\Sigma)\) \[44\]. In an abuse of notation, we denote the closure of \(D\) by the same letter. Then, the operator \(\sqrt{D}\) is a strictly positive, elliptic, self-adjoint, pseudo-differential operator, and we have the important property \(\[8, 45\]
\[
WF(\sqrt{D}u) = WF(u), \ u \in \mathcal{E}'(\Sigma).
\]
(2.63)
Moreover, \(\sqrt{D}\) admits a suitable (Borel) functional calculus \([8]\). Since \(\mathcal{D}(\Sigma)\) is nuclear, we can find a spectral resolution of the kernel \(K_D \in \mathcal{D}'(\Sigma \times \Sigma)\) of \(D\) as an integral operator in \(L^2(\Sigma, dV_h)\) \[46, 47\]:
\[
K_D = \int_{\sigma(\sqrt{D})} \omega^2 f_\omega \tilde{f}_\omega d\mu(\omega),
\]
(2.64)
where \(f_\omega \in \mathcal{E}(\Sigma), Df_\omega = \omega^2 f_\omega\), and \(\sigma(K) \ni \omega \geq m > 0\). This said, the two-point function(al) of the ground state for the quantum field theory of the Klein-Gordon field can be expressed as an integral operator in \(L^2(\Sigma, dV_h)\), as well:
\[
\omega_{2,\infty}(t, x; t', x') = \int_{\sigma(\sqrt{D})} \frac{e^{-i\omega(t-t')}}{2\omega} f_\omega(x) \tilde{f}_\omega(x') d\mu(\omega),
\]
(2.65)
which allows us to compute the initial data relative to \(\Sigma_0 = \{0\} \times \Sigma:\)
\[
\omega_{2,\infty,00}(x, x') = \int_{\sigma(\sqrt{D})} \frac{1}{2\omega} f_\omega(x) \tilde{f}_\omega(x') d\mu(\omega) = \frac{1}{2} \sqrt{D}^{-1} \frac{\delta(d)(x, x')}{\sqrt{h}(x)},
\]
(2.66)
\[
\omega_{2,\infty,01}(x, x') = -\omega_{2,\infty,10}(x, x') = \int_{\sigma(\sqrt{D})} f_\omega(x) \tilde{f}_\omega(x') d\mu(\omega) = -i \frac{\delta(d)(x, x')}{2\sqrt{h}(x)},
\]
\[
\omega_{2,\infty,11}(x, x') = \int_{\sigma(\sqrt{D})} \omega f_\omega(x) \tilde{f}_\omega(x') d\mu(\omega) = \frac{1}{2} \sqrt{D} \frac{\delta(d)(x, x')}{\sqrt{h}(x)}.
\]
This implies the for wave front sets
\[
WF(\omega_{2,\infty,00}) = WF(\omega_{2,\infty,01}) = WF(\omega_{2,\infty,10}) = WF(\omega_{2,\infty,11}) = WF(\sqrt{h} \delta^{(d)}),
\]
(2.67)
because of \((2.63)\) and the smoothness of \(\sqrt{h}\). Furthermore, we have in a local coordinate system \(U \subset \mathbb{R}^d\)
\[
(\sqrt{h} \delta^{(d)})(f e^{-ik(\cdot)}, g e^{-ik'(\cdot)}) = \int_U f(x) g(x) e^{-i(k+k')x} \sqrt{h}(x) dt^d x, \ f, g \in \mathcal{D}(U),
\]
(2.68)
and thus \(WF(\sqrt{h} \delta^{(d)}) = N_\Delta \setminus \{0\}\). This shows that \((2.51)\) holds and is maximally saturated.

3 Concluding remarks
In the previous section, we have shown that the initial data of a Hadamard state with proper two-point function(al) must satisfy the bound
\[
\bigcup_{i,j=0}^1 WF(\omega_{2,ij}) = N_\Delta \setminus \{0\},
\]
(3.1)
where \(N_\Delta = \{(\Delta(x), (k, k')) \in T^*\Sigma \times \Sigma | k = -k'\}\) is the co-normal of the diagonal map \(\Delta : \Sigma \to \Sigma \times \Sigma\). This bound on the wave front set of the initial data could be regarded as optimal in the following sense: If a the two-point
function(al) \( \omega_2 \) has only a single non-smooth initial datum, e.g. \( \text{WF}(\omega_{2,00}) \neq \emptyset \), the bound (2.51) is strict:

\[
\omega_2 \text{ satisfies the microlocal spectrum condition } \Rightarrow \text{WF}(\omega_{2,00}) = N_\Delta \setminus \{0\}.
\]  

(3.2)

But, as we will see below (3.10) (cp. also (2.49)), the requirement that only one initial datum is non-smooth is unstable w.r.t. the dynamics. Furthermore, the theorem tells us that the wave front sets of the initial data are already restricted in terms of the geometry of the Cauchy surface \( \Sigma \), only. There is no reference to the metric (or causal) structure of \( M \), besides the fact that \( \Sigma \) is Cauchy. Although, it is true that assigning initial data to a solution depends on the spacetime metric via the maps (2.8), choosing initial data does not depend on this structure. \( \xi \) is background independent in this sense. Thus, we have a condition that is applicable to settings, where no spacetime metric is available, e.g. loop quantum gravity.

Interestingly, the proof of theorem 2.8 shows that the form of the (primed!) wave front set \( \text{WF}'(\omega_2) \) required by the microlocal spectrum condition represents a minimal, conical, \( H_P \)-invariant (cf. theorem 3.22) subset of \( (C^* M \setminus \{0\})^{\times 2} \), s.t. the pullback of the restriction of \( \text{WF}(\omega_2) \) (unprimed!) to the diagonal \( \Delta_M \) in \( M \times M \) gives the full, non-zero co-normal of the diagonal \( \Delta_\Sigma \) in \( \Sigma \times \Sigma \), i.e. \( (i \times i)^* \text{WF}(\omega_2)|_{\Delta_M} = N_\Delta \setminus \{0\} \). The minimality of \( \text{WF}'(\omega_2) \) follows from the fact that a subset \( V \subset (T^* M)^{\times 2} \setminus \{0\} \) with these properties must contain \( d\delta_{\Sigma}(C^*_\Sigma M \setminus \{0\}) \), \( x \in M \), when restricted to the diagonal \( \Delta_M \).

On the other hand, the proof also shows that initial data subject to (3.1) does not uniquely correspond to a (bi-)solution with a wave front set satisfying the microlocal spectrum condition. For example, the initial data of the recently proposed S-J vacuum \([48]\) for the Klein-Gordon field of mass \( m > 0 \) on an ultra-static slab spacetime \((M, g) = (I_x, -dt^2) \times (\Sigma, h)\), satisfies, and even saturates, this bound, as well, but does not define a Hadamard state in general \([49, 50] \). Here, \( I_x = (-\tau, \tau), \tau > 0 \) and \((\Sigma, h)\) is a compact, d-dimensional, Riemannian manifold. To see that the initial data of the S-J vacuum respects (3.2), we argue in same way as in example 2.8.

Since \( \Sigma \) is assumed to be compact, the spectral measure \( \mu \) in (2.64) is supported in a countable set of points \( \{\omega_j\}_{j \in J} \), and the two-point function(al) of the S-J vacuum is given by (cf. [49]):

\[
\omega_{2,SJ}(t, x; t', x') = \sum_{j \in J} \frac{1}{2\omega_j(1 - \delta_j)}(e^{-i\omega_j t} + i\delta_j \sin(\omega_j t))(e^{i\omega_j t'} - i\delta_j \sin(\omega_j t'))f_{\omega_j}(x)f_{\omega_j}(x'),
\]

(3.3)

where \( 1 - \delta_j = \sqrt{\frac{1 - \sin(2\omega_j t)}{1 + \sin(2\omega_j t)}}, j \in J \). It is important for the following that \( 1 - \delta_j \) is strictly bounded away from zero and bounded above as a function of \( \omega_j \), because \( \omega_j \geq m > 0 \). The initial data relative to \( \Sigma_0 = \{0\} \times \Sigma \) takes form:

\[
\omega_{2,SJ,00}(x, x') = \sum_{j \in J} \frac{1}{2\omega_j(1 - \delta_j)}f_{\omega_j}(x)f_{\omega_j}(x') = \frac{1}{2}(\sqrt{D}(1 - \delta)(\sqrt{D}))^{-1}\delta^{(d)}(x, x'),
\]

(3.4)

\[
\omega_{2,SJ,01}(x, x') = -\omega_{2,SJ,10} = -\frac{i}{2} \sum_{j \in J} f_{\omega_j}(x)f_{\omega_j}(x') = -\frac{\delta^{(d)}(x, x')}{\sqrt{h(x)}},
\]

\[
\omega_{2,SJ,11}(x, x') = \frac{\omega_j(1 - \delta_j)}{2} = \frac{1}{2}(\sqrt{D}(1 - \delta)(\sqrt{D}))\delta^{(d)}(x, x') \sqrt{h(x)}.
\]

Here, we defined the elliptic, self-adjoint, pseudo-differential operator \( (1 - \delta)(\sqrt{D}) \) by the functional calculus of \( \sqrt{D} \) (see example 2.10). By a similar argument as above, we have:

\[
\text{WF}(\omega_{2,SJ,00}) = \text{WF}(\omega_{2,SJ,01}) = \text{WF}(\omega_{2,SJ,10}) = \text{WF}(\omega_{2,SJ,11}) = N_\Delta \setminus \{0\}.
\]

(3.5)

Summarizing, we expect that (3.1) does not capture the full dynamical content of the microlocal spectrum condition.

Let us phrase this in more physical terms: A Hadamard two-point function(al) \( \omega_2 \) has only singularities with positive/negative frequencies w.r.t. to its first/second argument, while the causal propagator kernel \( K_\Sigma \) has singularities with positive and negative frequencies equally contributing to both arguments. Nevertheless, the restriction of both distributions and their future normal derivatives to a Cauchy surface \( \Sigma \) gives rise to (3.1). But, the propagation of singularities is a problem of the dynamical law governing the identification of initial data and actual solutions.

---

7. \( \text{WF}(\omega_2) \) satisfies these conditions, too, which would correspond to choosing the opposite time orientation on \( M \).

8. We denote the diagonal map \( M \to M \times M \) also by \( \Delta \).
(see [242]), and the microlocal spectrum condition constrains the relevant state space subject to this evolution in a dynamical manner, which is only to a partial extent covered by [31]. In a sense, we may view this as an instance of Haag’s theorem, which tells us that kinematical and dynamical aspects are tightly entangled in quantum field theory. This point is further elucidated by the fact that Hadamard states are suitable to define locally covariant, renormalized Wick products, time-ordered product and a stress-energy tensor, which are related to (perturbative) dynamical questions.

Therefore, let us have a short look at the dynamical law defined by $P$ in terms of initial data. Given two Cauchy surfaces $\Sigma_1, \Sigma_2 \subseteq M$, the causal propagator $G$ can be used to define a canonical transformation (see (2.43))

\[
\mathcal{D}(\Sigma_1, E_{\Sigma_1})^{0,2} \xrightarrow{\alpha_{\Sigma_2,\Sigma_1}} \mathcal{D}(\Sigma_2, E_{\Sigma_2})^{0,2}
\]

\[
(f_0^{\Sigma_1}, f_1^{\Sigma_1}) \xrightarrow{\alpha_{\Sigma_2,\Sigma_1}} (f_0^{\Sigma_1}, f_1^{\Sigma_1}) := (f_0^{\Sigma_2}, f_1^{\Sigma_2})
\]

with

\[
f_0^{\Sigma_2} = \nu_{\Sigma_2}^* \left( (G' \circ (\nu_{\Sigma_1}^*)') (f_0^{\Sigma_1}) - (G' \circ (\nu_{\Sigma_1}^*)')(f_0^{\Sigma_1}) \right),
\]

\[
f_1^{\Sigma_2} = \nu_{\Sigma_2}^* \left( (G' \circ (\nu_{\Sigma_1}^*)') (f_1^{\Sigma_1}) - (G' \circ (\nu_{\Sigma_1}^*)')(f_1^{\Sigma_1}) \right).
\]

This induces a $*$-isomorphism, also denoted by $\alpha_{\Sigma_2,\Sigma_1}^G$, of the corresponding Weyl algebras by

\[
\mathcal{W}_{\Sigma_1} \xrightarrow{\alpha_{\Sigma_2,\Sigma_1}^G} \mathcal{W}_{\Sigma_2}
\]

\[
W(f_0^{\Sigma_2}, f_1^{\Sigma_2}) \xrightarrow{\alpha_{\Sigma_2,\Sigma_1}^G} W(f_0^{\Sigma_2}, f_1^{\Sigma_2}):= W(f_0^{\Sigma_1}, f_1^{\Sigma_1})
\]

which can be pulled back to the their state spaces $(\alpha_{\Sigma_2,\Sigma_1}^G)^*: \mathcal{H}_{\Sigma_1} \rightarrow \mathcal{H}_{\Sigma_2}$. From and (2.49) and (2.50), we infer that

\[
((\alpha_{\Sigma_2,\Sigma_1}^G)^* \omega_{\Sigma_2})_{2,0}(f_1^{\Sigma_1}, f_1^{\Sigma_1}) = \omega_{\Sigma_2}^{2,0,0}(\nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1}), \nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1})))
\]

\[
- \omega_{\Sigma_2}^{2,01}(\nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1}), \nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1})))
\]

\[
- \omega_{\Sigma_2}^{2,10}(\nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1}), \nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1})))
\]

\[
+ \omega_{\Sigma_2}^{2,00}(\nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1}), \nu_{\Sigma_2}^* (G' \circ (\nu_{\Sigma_1}^*)' (f_1^{\Sigma_1})))
\]

etc.

Thus, $*$-automorphisms of this form associated with two Cauchy surface are another way to state the correspondence between initial data and solutions. Now, we may say that Hadamard condition gives additional constraints on the initial data for two-point function(s), such that these data fit together via the dynamical law (3.10) to yield the positive/negative frequencies for the singularities.

In [39], we find explicit prescriptions in terms of pseudo-differential calculus how to construct and characterize Hadamard states on globally hyperbolic spacetimes, but these methods rely on the metric structure of the given spacetime, as we would expect, and therefore do not directly transfer to settings without such a structure, e.g. loop quantum gravity. More precisely, these construction use factorizations of the differential operator $P$ in terms of pseudo-differential operators to construct an explicit parametrization of Hadamard states. Interestingly, the construction in [39] works with a characterization of Hadamard states in terms of optimal data as above, which is obtained from generic data by pullback qith a pseudo-differential operator (see theorem 7.1 of [39]). We observe, that the bound (3.1) is compatible with the conditions for the construction of a Hadamard state given in the said theorem.

In loop quantum gravity, such methods could only be applied in a certain semi-classical regime, where one reconstructs a spacetime metric $g$, or at least a spatial metric $g$ on $\Sigma$, from the geometric operators of the quantum theory.

To further elaborate on this point, let us consider a quantum algebra $\mathfrak{A}_0$ of initial data on a Cauchy surface $\Sigma$ for a matter field on $M$, which is classically defined by a normally hyperbolic operator $P$ (or a quasi-linear version to include interactions), e.g. a Klein-Gordon field, a (gauge fixed) Maxwell-Yang-Mills field or a Higgs field. A state $\omega_\Phi: \mathfrak{A}_0 \to C$ of the quantum field may or may not depend on the spacetime metric $g$ or its restriction $q$ to $\Sigma$, e.g. a Hadamard state $\omega_H$ in the first case, or a background independent state based on a cylindrical measure for functions of point-holonomies $\exp(i\Phi)$ in the second case (cf. [51, 62]). The second possibility is what we expect to happen in loop quantum gravity, or any theory, where a (classical) spacetime metric is not directly available in the quantum
theory. In such cases, an application of the microlocal spectrum condition to quantum states of matter will require the restriction of the theory to some sort of semi-classical sector, which provides us with an effective spacetime metric $g_{\text{eff}}$. Assuming this, we can ask whether the quantum state $\omega_\Phi$ is, at least approximately, Hadamard w.r.t. $g_{\text{eff}}$. Clearly, we can only expect the microlocal spectrum condition to be satisfied in an approximate sense, if we use irregular states for the quantum matter field as proposed in $[51]$, because the microlocal spectrum condition requires the existence of the two-point function(al) of the state $\omega_\Phi$. A detailed discussion of the latter issue for the Maxwell field, quantized by loop quantum gravity methods, will be presented elsewhere.

A proposal by the authors for the construction of a semi-classical sector within (canonical) loop quantum gravity, which roughly follows ideas presented in $[53-55]$, will be put forward soon $[56]$. Methods that achieve this in symmetry reduced models, i.e. loop quantum cosmology, and make contact with the theory of adiabatic vacua, have already been established and been applied to cosmological perturbation theory $[14,15]$. Alternatively, one could try to adapt the factorization techniques to deparametrizing models and their quantum Hamiltonians (see $[11]$) to find analogs of the positive/negative frequency condition.

Finally, let us point out that the microlocal spectrum condition is tailored to (linear) quantum fields defined by normally hyperbolic operators, because the characteristic set of such operators is the co-light cone bundle of $(M,g)$. This means, there is a countable exhaustion $\{K_n\}_{n=1}^\infty$ of $M$ by compact sets $K_n \subset M$. A detailed discussion of the latter issue for the Maxwell field, quantized by loop quantum gravity methods, will be presented elsewhere.
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5 Appendix

This appendix is intended to provide some mathematical background material and key results from microlocal analysis (cf. $[24]$, see also $[8,19,58]$). The definitions for distributions on manifolds follow those in $[17]$ (see also $[21,59,60]$).

5.1 Distributions on manifolds

Let $M$ be a finite dimensional, Hausdorff, second-countable, $\sigma$-compact $C^\infty$-manifold. Given a vector bundle $E \xrightarrow{\pi} M$, we denote by $\mathcal{D}(M,E) := \Gamma_c^\infty(M,E)$ the space of smooth, compactly supported sections. This space can be made into a nuclear, strict LF-space (see the explanation following (5.2)) by the following semi-norms:

Fix an arbitrary Riemannian metric $g$ on $M$ and an arbitrary fibre metric $g_E$ (hermitian in the complex case) on $E$. Additionally, choose arbitrary connections in $T^*M$ and $E$, such that we have induced connections $\nabla : \Gamma^\infty(M, T^*M \otimes E) \to \Gamma^\infty(T^*M \otimes^{k+1} E)$, $\forall k \in \mathbb{N}_0$. The metrics $g, g_E$ induce norms $\| \cdot \|_{g,g_E} : T^*M \otimes E \to \mathbb{R}_\geq 0$, $\forall k \in \mathbb{N}_0$, and we define for $f \in \mathcal{D}(M,E)$:

$$\|f\|_{C^n(K,E)} := \max_{j=1,\ldots,n} \sup_{x \in K} \|\nabla^j f(x)\|_{g,g_E}, \ n \in \mathbb{N}_0, K \subset M \text{ compact.}$$

(5.1)

Clearly, different choices of metrics and connections lead to equivalent semi-norms, because $K$ is compact. Now, we introduce the spaces:

$$\mathcal{D}_K(M,E) := \{f \in \mathcal{D}(M,E) \mid \text{supp}(f) \subset K\}, \ K \subset M \text{ compact},$$

(5.2)

which we turn into Frechét spaces with the families of semi-norms $\{\| \cdot \|_{C^n(K,E)}\}_{n \in \mathbb{N}}$. The nuclear, strict LF-topology on $\mathcal{D}(M,E)$ is defined as the topology generated by all semi-norms $p : \mathcal{D}(M,E) \to \mathbb{R}_\geq 0$, s.t. all the restrictions $p|\mathcal{D}_K(M,E), \ K \subset M \text{ compact,}$ are continuous (in $\mathcal{D}_K(M,E)$). This topology has the important property

---

9This means, there is a countable exhaustion $\{K_n\}_{n=1}^\infty$ of $M$ by compact sets $K_n \subset M$.
10All connections are denoted by the same symbol $\nabla$. 
that it turns $\mathcal{D}(M, E)$ into a barreled space (in which the Banach-Steinhaus theorem or principle of uniform boundedness holds, cf. [61]), and entails the following notions of convergence in $\mathcal{D}(M, E)$:

**Proposition 5.1:**
A sequence $\{f_j\}_{j=1}^{\infty} \subset \mathcal{D}(M, E)$ converges to $f \in \mathcal{D}(M, E)$, if and only if

1. $\exists K \subseteq M$ compact : $\forall j : \text{supp}(f_j), \text{supp}(f) \subseteq K$,
2. $\forall n \in \mathbb{N}_0 : \lim_{j \to \infty} \|f_j - f\|_{C^n(K, E)} = 0$.

$\mathcal{D}(M, E)$ with its nuclear, strict LF-topology is called the space of test section in $E$ on $M$. Distributions in $E^\star[11]$ on $M$ with values in a real or complex, finite dimensional vector space $V$ can be defined as sequentially continuous maps $\mathcal{D}(M, E) \to V$, where we fix some arbitrary norm $\| \cdot \|_V$ on $V$.

**Definition 5.2:**
We denote the space of sequentially continuous maps $\mathcal{D}(M, E) \to V$ endowed with the weak*-topology is by $\mathcal{D}'(M, E^\star, V)$, and call it the space of distributions in $E^\star$ on $M$ with values in $V$. If $V = \mathbb{R}, \mathbb{C}$, we abbreviate the notation by $\mathcal{D}'(M, E^\star)$.

Equivalently, we can characterize distributions in the following way.

**Proposition 5.3:**
For a map $u : \mathcal{D}(M, E) \to V$ the following conditions are equivalent:

1. $u \in \mathcal{D}'(M, E^\star, V)$,
2. $\forall K \subseteq M$ compact $\exists k \in \mathbb{N}_0, \infty > C > 0 : \forall f \in \mathcal{D}(M, E) : \|u(f)\|_V \leq ||f||_{C^\infty(K, E)}$.

If $M$ is orientable, we may choose a (smooth) volume form $dV$ on $M$ [12]. This gives rise to a continuous embedding:

$$\mathcal{D}(M, E^\star) \subset \mathcal{D}'(M, E^\star)$$  \hspace{1cm} (5.3)

$$f \mapsto (f' \mapsto \int_M (f, f')dV =: u_{f, dV}(f'))$$

where $f' \in \mathcal{D}(M, E)$. Since two volume forms $dV, dV'$ on $M$ differ by a nowhere vanishing function $f_{dV, dV'} \in C^\infty(M)$, any two embeddings of this kind are equivalent. This motivates the definition of derivatives of distributions.

**Definition 5.4:**
A linear differential operator $P : \Gamma^\infty(M, E) \to \Gamma^\infty(M, E)$ uniquely extends to a continuous, linear operator $P' : \mathcal{D}'(M, E^\star) \to \mathcal{D}'(M, E^\star)$ by

$$\forall u \in \mathcal{D}'(M, E^\star) : (P'u)(f) := u(Pf), f \in \mathcal{D}(M, E).$$  \hspace{1cm} (5.4)

Equation (5.3) is compatible with the definition of the formal adjoint $P^\star : \Gamma^\infty(M, E^\star) \to \Gamma^\infty(M, E^\star)$ of $P$ relative to $dV$, because of the identity:

$$\int_M (P^*f, f')dV = \int_M (f, Pf')dV, f \in \mathcal{D}(M, E^\star), f' \in \mathcal{D}(M, E).$$  \hspace{1cm} (5.5)

Next, we define the support of a distribution, as the generalization of the support of a function resp. section.

**Definition 5.5:**
The support $\text{supp}(u)$ of a distribution $u \in \mathcal{D}'(M, E^\star, V)$ is the complement of the set

$$\{x \in M \mid \exists U \subseteq M \text{ open}, x \in U : u(f) = 0 \forall f \in \mathcal{D}(M, E), \text{supp}(f) \subseteq U\}.$$  \hspace{1cm} (5.6)

Clearly, $\text{supp}(u)$ is closed in $M$.

---

[11] $E^\star$ is the fibrewise dual of $E$.

[12] More generally, we can use a nowhere vanishing density on $M$. 
The distributions with compact support $D_0'(M, E^*)$ can be considered as the (distributional) dual of the smooth section in $E$, $\Gamma^\infty(M, E)$, because of the identity:

$$u(f) = u(\varphi f),$$

(5.7)

where $\varphi \in \mathcal{D}(M)$ is a test function with $\varphi \equiv 1$ on a neighborhood of $\text{supp}(u)$. We can turn the smooth sections $\Gamma^\infty(M, E)$ into a nuclear Frechét space $\mathcal{E}(M, E)$ by the semi-norms $\|f\|_{C^m(K, E)}$, s.t. its weak*-topological, $V$-valued dual is the space of distributions with compact support $\mathcal{E}'(M, E^*, V) = D_0'(M, E^*, V)$. The spaces $\mathcal{D}_K(M, E)$ are closed subspaces of $\mathcal{E}(M, E)$. The notion of convergence in $\mathcal{E}(M, E)$ is given by:

**Proposition 5.6:**

A sequence $\{f_j\}_{j=1}^\infty \subset \mathcal{E}(M, E)$ converges to $f \in \mathcal{E}(M, E)$, if and only if

$$\forall K \subset M \text{ compact, } n \in \mathbb{N}_0 : \lim_{j \to \infty} \|f_j - f\|_{C^n(K, E)} = 0.$$  

(5.8)

There is a characterization of the elements in $\mathcal{E}'(M, E^*, V)$ similar to proposition 5.3 as well.

**Proposition 5.7:**

For a map $u : \mathcal{E}(M, E) \to V$ the following conditions are equivalent:

1. $u \in \mathcal{E}'(M, E^*, V)$,
2. $\exists K \subset M$ compact, $k \in \mathbb{N}_0, \infty > C > 0 : \forall f \in \mathcal{D}(M, E) : \|u(f)\|_V \leq \|f\|_{C^0(K, E)}.$

### 5.2 The wavefront set - Tools from microlocal analysis

A main advantage in the theory of distributions on $\mathbb{R}^n$ is the applicability of the Fourier transform to investigate smoothness properties. This can be, at least partly, cast into a local notion generalizable to ($C^\infty$-)manifolds, namely the so-called wave front set

$$\text{WF}(u) \subset T^*M \setminus \{0\} , u \in \mathcal{D}'(M)$$

(5.9)

which will be as indicated a subset of the cotangent bundle of $M$. This set captures information on the (co-)directions along which the singularities of $u$ “propagate”, and e.g. allows for a refined analysis of the operations possible with distributions.

To define the wave front set explicitly we need the following “localization” of the decay properties of distributions on $\mathbb{R}^n$:

**Definition 5.8:**

For $u \in \mathcal{D}'(\mathbb{R}^n)$ we call $(x, k) \in \mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\})$ a regular direction of $u$ at $x$, if there exists $\phi \in \mathcal{D}(\mathbb{R}^n)$ with $\phi(x) \neq 0$ and an open conic neighborhood $\Gamma \subset \mathbb{R}^n \setminus \{0\}$ of $k$, s.t.

$$\forall N \in \mathbb{N} : \sup_{k' \in \Gamma} (1 + |k'|^N |\hat{\phi}(k')| \leq C_N < \infty$$

(5.10)

Recall that a set $\Gamma$ is called conic if $k \in \Gamma \Leftrightarrow rk \in \Gamma$, $r \in \mathbb{R}_{>0}$.

Let $\Sigma_x(u)$ denote the complement of the regular directions at $x$.

We observe that this definition is local in the sense that $\text{supp} \phi$ can arbitrarily concentrated around $x$, i.e. $\forall \phi \in \mathcal{D}(\mathbb{R}^n) : \phi(x) \neq 0 : \Sigma_x(\phi u) = \Sigma_x(u)$.

**Definition 5.9:**

The wave front set of $u \in \mathcal{D}'(\mathbb{R}^n)$ is given by the set

$$\text{WF}(u) = \{(x,k) \in \mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}) | k \in \Sigma_x\}$$

(5.11)

Clearly, $\text{WF}(u)$ is conic in the sense that it is invariant under multiplication of the second component by positive scalars, i.e. $(x, k) \in \text{WF}(u) \Leftrightarrow (x, rk) \in \text{WF}(u), r > 0$.

An immediate consequence of the definition is that the wave front set naturally generalizes the notion of singular support of a distribution.
Corollary 5.10:
The projection of $\text{WF}(u)$ onto the first component is $\text{sing supp } u$.

Another observation following from the interplay of the Fourier transform and the complex conjugation is:

Corollary 5.11:
For $u \in \mathcal{D}'(\mathbb{R}^n)$ one has

$$\text{WF}(\bar{u}) = \{(x, k) \in \mathbb{R} \times (\mathbb{R} \setminus \{0\}) \mid (x, -k) \in \text{WF}(u)\} = -\text{WF}(u),$$

(5.12)

where $\bar{u}$ denotes the complex conjugate.

Moreover, in analogy with the support of a distribution, we have the following local behavior of the wave front set.

Corollary 5.12:
For any linear ($C^\infty$-)differential operator $P$ the wave front set has the property

$$\text{WF}(Pu) \subset \text{WF}(u)$$

(5.13)

To realize the wave front set as part of the cotangent bundle of a manifold one needs its transformation behavior under ($C^\infty$-)maps $\Phi : U \subset \mathbb{R}^n \rightarrow V \subset \mathbb{R}^m$ between open sets.

Definition 5.13:
The co-normal of $\Phi$ is the set

$$N_\Phi = \{(\Phi(x), \eta) \in V \times \mathbb{R}^m \mid (d\Phi_x)^* \eta = 0\}.$$ 

(5.14)

Obviously we have $N_\Phi = \{0\}$ if $\Phi$ is a submersion, i.e. $d\Phi$ is everywhere onto.

As the main obstacle in defining the composition of distributions with ($C^\infty$-)maps is due to the presence of singularities one is led to consider spaces of distributions with certain restrictions on their wave front set. This paves the way to extending operations (e.g. multiplication) from ($C^\infty$-)functions to distributions.

Definition 5.14 (Hörmander’s pseudo-topology):
For an open subset $U \subset \mathbb{R}^n$ and a closed cone $\Gamma \subset U \times (\mathbb{R}^n \setminus \{0\})$ consider the set

$$\mathcal{D}'_\Gamma(U) = \{u \in \mathcal{D}'(U) \mid \text{WF}(u) \subset \Gamma\}.$$ 

(5.15)

A sequence $\{u_i\} \subset \mathcal{D}'_\Gamma(U)$ is said to converge to $u \in \mathcal{D}'_\Gamma(U)$ ($u_i \rightarrow u$ within $\mathcal{D}'_\Gamma(U)$) if

(i) $u_i \rightarrow u$ in $\mathcal{D}'(U)$

(ii) $\forall N \in \mathbb{N} : \forall \phi \in \mathcal{D}(U) : \forall V \subset \mathbb{R}^n$ closed cone : $\Gamma \cap (\text{supp } \phi \times V) = \emptyset$

$$\sup_{\Gamma} |k|^N |\hat{\phi}u_i(k) - \hat{\phi}u(k)| \rightarrow 0, \ i \rightarrow \infty.$$ 

(5.16)

There are several topologies on $\mathcal{D}'_\Gamma(U)$ compatible with this notion of convergence (cf. [19]). Now we are in the position to state the main theorem:

Theorem 5.15 (Theorem 8.2.4, [24]):
Let $\Phi : U \subset \mathbb{R}^n \rightarrow V \subset \mathbb{R}^m$ be as above. There is one and only one way to define the pullback $\Phi^* u$ for $u \in \mathcal{D}'(\mathbb{R}^n)$ with

$$N_\Phi \cap \text{WF}(u) = \emptyset$$

(5.17)

such that $\Phi^* u = u \circ \Phi$ for $u \in C^\infty$, and for any closed conic subset $\Gamma \subset V \times (\mathbb{R}^m \setminus \{0\})$ with $\Gamma \cap N_\Phi = \emptyset$

$$\Phi^* : \mathcal{D}'_\Gamma(V) \rightarrow \mathcal{D}'_{\Phi^* \Gamma}(U)$$

(5.18)

$\Phi^* \Gamma = \{(x, (d\Phi_x)^* \eta) \mid (\Phi(x), \eta) \in \Gamma\}$ is continuous.

Moreover the wave front set satisfies

$$\text{WF}(\Phi^* u) \subset \Phi^* \text{WF}(u)$$

(5.19)
Interestingly this makes precise the intuition that the singularities of a distribution (as a geometrical object on a manifold) should “propagate” along tangential direction and not along the co-normal.

Consider now a \((C^\infty)\)-manifold \(M\) and a distribution \(u \in \mathcal{D}'(M)\). Utilizing theorem \ref{thm:5.15}, we define the wave front set \(WF(u) \subset T^* M \setminus \{0\}\) by

\[
(x, k) \in WF(u) \Leftrightarrow (\kappa(x), (d\kappa^{-1})^* k) \in WF((\kappa^{-1})^* u)
\]

for any chart \(\kappa : U \subset M \rightarrow V \subset \mathbb{R}^n\). In case of a \((C^\infty)\)-vector bundle \(E\) over \(M\) and \(u \in \mathcal{D}'(M, E)\) one defines \(WF(u) := \bigcup_{i=1,...,e} WF(u_i)\) w.r.t. a local trivializations s.t. \((u = (u_1, ..., u_e))\). This is independent of the trivialization since the passage between two trivialization is given by the multiplication of \((u_1, ..., u_e)\) by an invertible \((C^\infty)\)-matrix.

Another important implication of theorem \ref{thm:5.15} is the possibility to define restrictions of distributions to submanifolds in certain cases:

**Corollary 5.16:**

Let \(\iota : S \rightarrow M\) be an (embedded) submanifold. For every \(u \in \mathcal{D}'(M)\) with \(WF(u) \cap N = \emptyset\) the restriction

\[
u_i | S = \iota^* u\]

is a well defined distribution in \(S (u_i | S \in \mathcal{D}'(S))\).

Next we take a closer look at the wave front set of the (exterior) tensor product of distributions, which will be important due to the fact, that the product of \((C^\infty)\)-functions can be given as

\[
fg(x) = \Delta^*(f \otimes g)(x),
\]

where \(\Delta : M \rightarrow M \times M\) is the diagonal map.

**Proposition 5.17:**

For \(u \in \mathcal{D}'(M), v \in \mathcal{D}'(M')\) the wave front set of the (exterior) tensor product \(u \otimes v \in \mathcal{D}'(M \times M')\) obeys the restriction

\[
WF(u \otimes v) \subset (WF(u) \times WF(v)) \cup ((\text{supp} u \times \{0\}) \times WF(v)) \cup (WF(u) \times (\text{supp} v \times \{0\})).
\]

**Proof:**

The Fourier transform of \((\phi u) \otimes (\psi v)\) is given by \(\hat{\phi u} \hat{\psi v} (\phi(x) \neq 0, \psi(y) \neq 0)\). According to relation \ref{eq:5.10} we have for the regular directions at \((x, y)\) (w.r.t. to a local coordinate system):

\[
\forall N \in \mathbb{N} : \sup_{(k, k') \in \Omega \subset (T^*_x M \times T^*_y M') \setminus \{0\}} (1 + \sqrt{\frac{|k| + |k'|}})^N |\hat{\phi u(k)}\hat{\psi v(k')}| \leq C_N < \infty.
\]

So we infer that

\[
\Sigma_x (u \otimes v) \subset (\Sigma_x(u) \times \Sigma_y(v)) \cup \{(0 \times \Sigma_y(v)) \cup (\Sigma_x(u) \times \{0\})
\]

which implies the result.

Obviously, the co-normal of the diagonal map \(\Delta\) is given by

\[
N_{\Delta} = \left\{(\Delta(x), (k, l)) \in T^* M^2 | k = -l \right\},
\]

leading together with proposition \ref{prop:5.17} to the extension theorem for multiplication:

**Theorem 5.18 (Theorem 8.2.10. \cite{24}):**

For \(u, v \in \mathcal{D}'(M)\) the product \(uv\) is well-defined if \(WF(u \otimes v) \cap N_{\Delta} = \emptyset\), i.e. there is no \((x, k) \in T^* M\) s.t. \((x, k) \in WF(u)\) and \((x, -k) \in WF(v)\), and given by

\[
uv = \Delta^*(u \otimes v).
\]
Furthermore the wave front $WF(uv)$ satisfies
\[
WF(uv) \subset WF(u) \oplus WF(v) \cup WF(u)|_{supp\,v} \cup WF(v)|_{supp\,u}.
\]

Another class of important theorems concerns the composition of distributions as linear maps. The first is essentially a refined version of theorem 8.2.12. in [24].

**Theorem 5.19:**
Let $U \subset \mathbb{R}^n$ and $V \subset \mathbb{R}^m$ be open sets and $K \in \mathcal{D}'(U \times V)$. Denote by $\mathcal{K}$ the corresponding map $\mathcal{D}(V) \rightarrow \mathcal{D}'(U)$. Then the wave front set $WF(\mathcal{K})$ for $\psi \in \mathcal{D}(V)$ satisfies
\[
\{(x, k) \in U \times (\mathbb{R}^n \setminus \{0\}) \mid (x, y; k, 0) \in WF(K), \ y \in supp^o \psi\} \subset WF(\mathcal{K}) \quad \subset \tag{5.29}
\]
\[
\{(x, k) \in U \times (\mathbb{R}^n \setminus \{0\}) \mid (x, y; k, 0) \in WF(K), \ y \in supp \psi\}, \tag{5.30}
\]
where $^o$ denotes the interior of a set. Defining
\[
WF(K)_{U|V} = \{(x, k) \in U \times (\mathbb{R}^n \setminus \{0\}) \mid (x, y; k, 0) \in WF(K), \ y \in V\}
\]

one has
\[
WF(K)_{U|supp\,\psi} \subset WF(\mathcal{K}) \subset WF(K)_{U|supp\,\psi}. \tag{5.33}
\]

**Proof:**
For $x_0 \in U$ take $\phi \in \mathcal{D}(U)$ with $\phi(x_0) = 1$ and define
\[
K_1 = (\phi \otimes \psi)K \in \mathcal{D}'(U \times V), \ \psi \in \mathcal{D}(V). \tag{5.34}
\]
To analyze the wave front set we look at $\widehat{\phi(\mathcal{K})}$:
\[
\widehat{\phi(\mathcal{K})}(k) = \phi(\mathcal{K}) \left( e^{-ik \cdot } \right) = K \left( \phi e^{-ik \cdot } \cdot , \psi \right) = \widehat{K_1}(k, 0). \tag{5.35}
\]
If $u \in \mathcal{D}'(\mathbb{R}^n)$ is a compactly supported distribution we denote by $\Sigma(u)$ the complement of the regular directions of its Fourier transform, s.t. $\pi_2(WF(u)) = \Sigma(u)$\footnote{$\pi_i$, $i = 1, 2$ denotes the projection on the respective component.}. Moreover one can show\footnote{see [24] p. 253 et seq.} for $\chi \in \mathcal{D}(\mathbb{R}^n)$
\[
\Sigma(\chi u) \subset \Sigma(u) \text{ and } \Sigma(\chi u) \to \Sigma_x(u) \text{ for } supp \chi \to \{x\}, \ \chi(x) \neq 0. \tag{5.36}
\]
This directly leads to $\bigcup_{x,y} \Sigma \chi_x \chi_y \subset \Sigma(K_1) \text{ and } \Sigma_{x,y} \chi_x \chi_y \subset \Sigma_x \chi_y \subset \Sigma_{x,y} K_1$. So we find:
\[
\pi_2 (WF(K)_{supp\,\phi \otimes \psi}) \subset \pi_2 (WF(K)) \subset \pi_2 (WF(K)_{supp\,\phi \otimes \psi}) \tag{5.37}
\]
\[
\Rightarrow \pi_2 (WF(K)_{supp\,\phi \otimes \psi}) |_{l=0} \subset \Sigma(\phi(\mathcal{K})) \subset \pi_2 (WF(K)_{supp\,\phi \otimes \psi}) |_{l=0}. \tag{5.38}
\]
Letting $supp \phi \to \{x_0\}$ proves the theorem. \qed

Along similar lines one obtains an extension theorem to the latter

**Theorem 5.20 (cf. Theorem 8.2.13. [24]):**
The exists a unique extension of $\mathcal{K}$ to those $u \in \mathcal{E}'(V)$ with $WF(u) \cap (\neg WF(K)V \cup U) = \emptyset$, s.t.
\[
\mathcal{E}'(M) \cap \mathcal{D}'(V) \ni u \rightarrow \mathcal{K} u \in \mathcal{D}'(U) \tag{5.39}
\]
is continuous for all compact sets $M \subset V$ and closed cones $\Gamma$ with $\Gamma \cap (\neg WF(K)V \cup U) = \emptyset$. Define
\[
WF'(K) = \{ (x, y; k, l) \mid (x, y; k, -l) \in WF(K) \}, \quad WF(K) = \{ (x, y; k, l) \mid (x, y; -k, l) \in WF(K) \}. \tag{5.40}
\]
Finally we need a theorem shedding light on the interplay between wave front sets on \( \mathcal{WF}(\mathcal{X}u) \subset \mathcal{WF}'(K) \circ \mathcal{WF}(u) \cup \mathcal{WF}(K)_{\| \text{supp} u \|} \),

\[ \text{(5.41)} \]

where \( \circ \) denotes the composition, i.e. \( \mathcal{WF}'(K) \circ \mathcal{WF}(u) = \{(x, k) \mid (x, y; k, -l) \in \mathcal{WF}(K), \ (y, l) \in \mathcal{WF}(u)\} \).

and a composition theorem for this type of maps.

**Theorem 5.21** (cf. Theorem 8.2.14, [24]):

Let \( U \subset \mathbb{R}^n, V \subset \mathbb{R}^m \) and \( W \subset \mathbb{R}^p \) be open sets and \( K_1 \in \mathcal{D}'(U \times V), K_2 \in \mathcal{D}'(V \times W) \). Furthermore assume the projection

\[ \pi_2 : \text{supp} K_2 \to W \]

(5.42)

to be proper, i.e. preimages of compact sets are compact, and

\[ \mathcal{WF}'(K_1)_{\| U \| \cap \mathcal{WF}(K_2)_{\| V \|} = \emptyset. \]

(5.43)

Then the composition \( \mathcal{X}_1 \circ \mathcal{X}_2 \) is defined and its kernel \( K \) satisfies the following condition on its wave front set

\[ \mathcal{WF}(K) \subset \mathcal{WF}'(K_1) \circ \mathcal{WF}(K_2) \]

(5.44)

\[ \cup \{(x, z; k, 0) \mid (x, y; k, 0) \in \mathcal{WF}(K_1), \ (y, z) \in \text{supp} K_2 \} \]

(5.45)

\[ \cup \{(x, z; 0, m) \mid (x, y) \in \text{supp} K_1, \ (y, z; 0, m) \in \mathcal{WF}(K_2)\} \]

(5.46)

\[ \subset \mathcal{WF}'(K_1) \circ \mathcal{WF}(K_2) \cup \left( \mathcal{WF}(K_1)_{\| \pi_1(\text{supp} K_1) \|} \times \{ \pi_2(\text{supp} K_2) \times \{0\} \} \right) \]

(5.47)

\[ \cup \left( (\pi_1(\text{supp} K_1) \times \{0\}) \times \mathcal{WF}(K_2)_{\| \pi_2(\text{supp} K_1) \|} \right) \]

(5.48)

Finally we need a theorem shedding light on the interplay between wave front sets on \( (C^\infty,\cdot) \)-differential operators (cf. Theorem 8.3.1, [24] and Theorem 26.1.1, [62]).

**Theorem 5.22**:

Let \( P = \sum_{n \leq m} P_n(x, \partial_x) \) be a linear \( (C^\infty,\cdot) \)-differential operator of order \( m \) on a \( (C^\infty,\cdot) \)-manifold \( M \), then

\[ \mathcal{WF}(u) \setminus \mathcal{WF}(Pu) \subset \text{Char} P, \ u \in \mathcal{D}'(M), \]

(5.49)

where \( \text{Char} P = \{(x, k) \in T^*M \setminus \{0\} \mid P_m(x, k) = 0\} \) denotes the characteristic set of \( P \).

If additionally the principal symbol \( P_m \) is real and homogeneous of degree \( m \), \( \mathcal{WF}(u) \setminus \mathcal{WF}(Pu) \) will be invariant under the flow of the Hamiltonian vector field associated with \( P_m \) w.r.t. to the natural symplectic structure on \( T^*M \).
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