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Recent works have revealed that matching conditions play a major role on general consistency
properties of relativistic fluid dynamics such as causality, stability and wellposedness of the equations
of motion. In this paper we derive transient fluid dynamics from kinetic theory, using the method
of moments as proposed by Israel and Stewart, without imposing an specific matching condition.
We then investigate how the equations of motion and their corresponding transport coefficients are
affected by the choice of matching condition.

I. INTRODUCTION

Relativistic fluid dynamics is an effective theory derived to describe the long-distance, long-time dynamics of a given
microscopic theory. It is applied in several fields of physics, from the description of neutron star mergers [1, 2] to the
hot and dense nuclear matter produced in ultra-relativistic heavy ion collisions [3–5]. Nevertheless, the theoretical
foundations of relativistic dissipative fluid dynamics remain open, still being topic of intense investigation [6, 7].

Relativistic generalizations of Navier-Stokes theory display physical and mathematical pathologies which practically
prevents its use in general applications. The main issue is that Navier-Stokes theory is acausal and displays intrinsic
instabilities [8] when perturbed around a global equilibrium state – an illness that cannot be corrected by adjusting
matching conditions or transport coefficients. An early attempt to derive a linearly causal and stable fluid-dynamical
theory was put forward by Israel and Stewart in the 1970's [9, 10]. The main feature of Israel-Stewart theory is that,
instead of imposing constitutive relations relating the dissipative currents with derivatives of the velocity field, they
promoted the non-equilibrium fields to independent dynamical variables for which they derived relaxation equations.
Then, the requirements of linear causality and stability yield constrains on the relaxation times that are allowed in
the formulation [11–14]. Even so, in Israel-Stewart theories, existence and uniqueness of solutions are not guaranteed
in general curved spaces [15].

Recently, Bemfica, Disconzi and Noronha proposed a novel theory of fluid dynamics which is not derived following
the procedure outlined by Israel and Stewart [15–17]. Other aspects about this formulation were also investigated in
Refs. [18, 19]. In this approach, fluid dynamics is constructed from a generalized gradient expansion, which includes
both time-like and space-like gradients. This is in contrast to the traditional approach, used to derive Navier-Stokes
theory, which consists of an expansion only in space-like gradients. It was then demonstrated that a first order theory
in such generalized gradient expansion can lead to a causal and linearly stable theory as long as appropriate matching
conditions are imposed.

Matching conditions are constraints required to define the local equilibrium state of a fluid in the presence of
dissipation, i.e., they define the temperature, chemical potential, and velocity of a viscous fluid. These conditions are
an essential feature of relativistic dissipative fluid dynamics, since such theories are always constructed in terms of
an expansion around a fictitious local equilibrium state. The most well-known matching conditions are those due
to Landau and Lifshitz [20], often employed in simulations of ultra-relativistic heavy ion collisions [21–23], and those
due to Eckart [24], more convenient for Astrophysics applications [25]. However, the novel fluid-dynamical theory
derived by Bemfica, Disconzi and Noronha was shown to be acausal and linearly unstable exactly for those matching
conditions. This motivated the search and understanding of new matching conditions and their effect on the dynamics
of relativistic fluids.

In particular, the traditional Israel-Stewart equations must also display a dependence on matching conditions. This
dependence has been initially explored using a phenomenological derivation of fluid dynamics from the second law of
thermodynamics [26]. Given this scenario, it is also relevant to assess how the derivation of transient fluid dynamics
from kinetic theory, using the method of moments as proposed by Israel and Stewart, is affected by the different
choices of matching. Extending this derivation to be applicable to general matching conditions and investigating their
effects is the main goal of this paper.

The present text is organized as follows. In Sec. II we give an overview of the fluid-dynamical variables when
general matching conditions are employed. In section III, we relate the general fluid-dynamical variables to the single
particle distribution function. In Sec. IV we proceed to derive the system of coupled equations for the moments of
the single-particle distribution function, which is later, in Sec. V truncated using what we refer to as the 19 moments
approximation – a generalization of the 14-moment approximation for general matching conditions. Next, in Sec. VI
we use the relaxation time approximation proposed in Ref. [27] to simplify the collision integrals that appear in
the derivation of fluid dynamics from the Boltzmann equation. The final equations of motion to the fluid-dynamic
variables are portrayed in VII in the massless limit. Then, in Sec. VIII we proceed to give a concrete example of the
results for a restricted class of matching conditions for which one has vanishing particle density and particle diffusion,
which we label Exotic Eckart conditions. Section IX concludes the text.

**Notation and conventions:** We use (+ − − −) as the metric signature; natural units, so that \( h = c = k_B = 1 \).

## II. FLUID-DYNAMICAL VARIABLES

The main fluid-dynamical equations are the continuity equations related to the conservation of net-charge, energy,
and momentum,

\[
\begin{align*}
\partial_{\mu} N^\mu &= 0, \\
\partial_{\mu} T^{\mu\nu} &= 0,
\end{align*}
\]

where \( N^\mu \) is the net-charge 4-current and \( T^{\mu\nu} \) is the energy-momentum tensor.

The traditional fluid-dynamical variables are defined from the tensor decomposition of \( N^\mu \) and \( T^{\mu\nu} \) in terms of a
time-like 4-vector, \( u^\mu \) – the fluid 4-velocity. This 4-vector is assumed to be unitary, \( u_\mu u^\mu = 1 \), and shall be formally
defined later using matching conditions. An irreducible tensor decomposition of these fields read

\[
\begin{align*}
N^\mu &= nu^\mu + \nu^\mu, \\
T^{\mu\nu} &= \varepsilon u^\mu u^\nu - \rho \Delta^\mu_\nu + h^\mu u^\nu + h^\nu u^\mu + \pi^{\mu\nu},
\end{align*}
\]

where \( n, \varepsilon, \) and \( P \) are the net-charge density, energy density, and isotropic pressure in the local rest frame of the
fluid \((u^\mu = (1,0,0,0))\), respectively. Furthermore, we introduced the net-charge and energy diffusion currents, \( \nu^\mu \) and \( h^\mu \), respectively, and the shear-stress tensor, \( \pi^{\mu\nu} \). For the sake of convenience, we also defined the projection operator onto the 3-space orthogonal to \( u^\mu \), \( \Delta^{\mu\nu} \equiv g^{\mu\nu} - u^\mu u^\nu \). These fields can be identified in terms of the following
projections of the conserved currents,

\[
\begin{align*}
n &\equiv u_\mu N^\mu, \quad \varepsilon \equiv u_\mu u_\nu T^{\mu\nu}, \quad P \equiv -\frac{1}{3} \Delta_{\mu\nu} T^{\mu\nu}, \\
\nu^\mu &\equiv \Delta^{\mu}_\nu N^\nu, \quad h^\mu \equiv \Delta^{\mu}_\nu u_\nu T^{\nu\lambda}, \quad \pi^{\mu\nu} \equiv \Delta^{\alpha\beta}_\mu \Delta^{\nu\alpha}_\beta - \frac{1}{3} \Delta^{\mu\nu} \Delta^{\alpha\beta}.
\end{align*}
\]
Above, we introduced the double, traceless, and symmetric projection operator \( \Delta^{\mu\nu\alpha\beta} = \frac{1}{2} (\Delta^{\mu\alpha} \Delta^{\nu\beta} + \Delta^{\mu\beta} \Delta^{\nu\alpha}) - \frac{1}{4} \Delta^{\mu\nu} \Delta^{\alpha\beta} \).

Next, we define a fictitious equilibrium state with inverse temperature, \( \beta \equiv 1/T \), and thermal potential, \( \alpha \equiv \mu/T \),
where \( \mu \) is the chemical potential and \( T \) is the temperature. We then decompose the net-charge density, energy density
and isotropic pressure as

\[
\begin{align*}
n &= n_0 (\alpha, \beta) + \delta n, \\
\varepsilon &= \varepsilon_0 (\alpha, \beta) + \delta \varepsilon, \\
P &= P_0 (\alpha, \beta) + \Pi,
\end{align*}
\]

where \( n_0, \varepsilon_0 \) and \( P_0 \) are the equilibrium net-charge density, energy density, and pressure, respectively, and are
determined from \( \alpha \) and \( \beta \) using an equation of state. In this case, \( \delta n \) is a non-equilibrium correction to the net-charge
density, \( \delta \varepsilon \) is a non-equilibrium correction to the energy density, and \( \Pi \) is the bulk viscous pressure. Naturally, at
this point these dissipative quantities are not specified, since it was not determined how the separation of the net-
charge and energy density into an equilibrium part and a non-equilibrium part is implemented. This will be done
by introducing additional constraints or matching conditions (which will complement those that will be introduced
to define the fluid 4-velocity). Once this task is performed, the temperature and chemical potential are obtained by
inverting the thermodynamic functions, \( n_0 (\alpha, \beta) \) and \( \varepsilon_0 (\alpha, \beta) \). Once these quantities are known, one can calculate
the thermodynamic pressure and obtain \( \Pi \).

The most well known and used matching conditions are those proposed by Landau [20] and Eckart [24]. In the
Landau picture, the 4-velocity is defined as an Eigenvector of \( T^\mu_\nu \),

\[
T^\mu_\nu u^\nu \equiv \varepsilon u^\mu \iff h^\mu \equiv 0,
\]

which effectively eliminates any energy diffusion. While in the Eckart picture, the same quantity is defined from the
direction of the net-charge 4-current,

\[
N^\mu \equiv nu^\mu \iff \nu^\mu \equiv 0,
\]
which effectively eliminates any net-charge diffusion. In both the Eckart and Landau pictures, the temperature and chemical potential are defined in the same way, by simply eliminating any non-equilibrium corrections to \( n \) and \( \varepsilon \), 
\[
    n \equiv n_0(\alpha, \beta) \iff \delta n = 0,
    \quad \varepsilon \equiv \varepsilon_0(\alpha, \beta) \iff \delta \varepsilon = 0.
\] (7)

We note that one can also use other types of matching conditions, even though they become rather nontrivial to define. In particular, this task becomes rather complicated if the matching conditions use fields which are not among the conserved currents. Nevertheless, this task can always be accomplished in kinetic theory and will be explained in the following section.

In summary, for an arbitrary matching condition the conserved currents are decomposed as
\[
    N^\mu = (n_0 + \delta n) u^\mu + \nu^\mu
    \quad T^{\mu\nu} = (\varepsilon_0 + \delta \varepsilon) u^\mu u^\nu - (P_0 + \Pi) \Delta^{\mu\nu} + h^\mu u^\nu + h^\nu u^\mu + \pi^{\mu\nu}.
\] (8)

This tensor decomposition describes the conserved currents using a total of 19 degrees of freedom – 5 more than the 14 independent components of \( N^\mu \) and \( T^{\mu\nu} \). This excess of dynamical variables comes from the additional variables introduced: \( \alpha, \beta \), and \( u^\mu \) (the thermodynamic pressure does not enter this list, since it is specified by an equation of state). As already explained, the matching conditions will provide additional constraints that will resolve this over-determination of variables.

Inserting the tensor decomposition (7) into the continuity equations (1), one obtains the following dynamical equations
\[
    \dot{n}_0 + \delta \dot{n} + (n_0 + \delta n) \theta + \partial_\mu \nu^\mu = 0, \quad (9a)
    \dot{\varepsilon}_0 + \delta \dot{\varepsilon} + (\varepsilon_0 + \delta \varepsilon + P_0 + \Pi) \theta - \pi^{\mu\nu} \sigma_{\mu\nu} + \partial_\mu h^\mu + u_\mu \dot{h}^\mu = 0, \quad (9b)
    (\varepsilon_0 + \delta \varepsilon + P_0 + \Pi) \dot{u}^\mu - \nabla^\mu (P_0 + \Pi) + h^\mu \theta + h^\alpha \Delta^{\alpha\nu} \partial_\alpha u_\nu + \Delta^{\mu\nu} \partial_\alpha \pi^{\alpha\nu} = 0. \quad (9c)
\]

Above, we defined the expansion rate \( \theta \equiv \partial_\mu u^\mu \), the shear tensor \( \sigma^{\mu\nu} \equiv \Delta^{\alpha\beta} \partial^\alpha u^\beta \), the comoving time derivative \( \dot{A} \equiv u^\mu \partial_\mu A \), and the space-like gradient \( \nabla^\mu \equiv \Delta^{\mu\nu} \partial_\nu \). In order to close these equations, in addition to matching conditions, we must also provide constitutive or dynamical equations for all the dissipative currents: \( \delta n, \delta \varepsilon, \Pi, \nu^\mu, h^\mu, \) and \( \pi^{\mu\nu} \). In the following sections, we discuss how to determine these novel fluid-dynamical equations of motion in a kinetic description, based on the relativistic Boltzmann equation.

### III. BOLTZMANN EQUATION AND FLUID-DYNAMICAL VARIABLES

The Boltzmann equation is an equation of motion for the single-particle momentum distribution function, \( f(x, p) \equiv f_p \). Here, we consider the relativistic Boltzmann equation for identical classical particles undergoing 2-to-2 elastic collisions,
\[
    p^\mu \partial_\mu f_p = \int dQ \int dQ' \int dP' \int dP'' \int dq' \int dq \int dq'' \left\{ f_p f_p' - f_q f_q' \right\} = C \left[ f_p \right],
\] (10)

with \( p^\mu = (\sqrt{m^2 + |p|^2}, p) \) being the 4-momentum and \( m \) the mass of the particles. We also introduced the Lorentz invariant transition rate, \( W_{pp'qq'} \). Since we are dealing with elastic collisions, the particle number will be exceptionally conserved and will substitute the net-charge. Therefore, \( N^\mu \) will now be used to refer to the particle 4-current, with \( n \) being now identified as the particle number density in the local rest frame of the fluid and \( \nu^\mu \) as the particle diffusion 4-current.

The particle 4-current and the energy-momentum tensor are determined in terms of \( f_p \) as [28],
\[
    N^\mu = \int dP p^\mu f_p,
    \quad T^{\mu\nu} = \int dP p^\mu p^\nu f_p. \quad (11)
\]

Fundamental properties of the collision term guarantee that \( N^\mu \) and \( T^{\mu\nu} \) satisfy the conservation laws (1) [28, 29]. Using these identities and Eqs. (2) and (3), we express the fluid-dynamical fields in terms of the single-particle...
momentum distribution function,

\[ n = \int dP E_p f_p, \quad \varepsilon = \int dP E_p^2 f_p, \quad P = -\frac{1}{3} \int dP \Delta_{\mu\nu} p^\mu p^\nu f_p, \]

\[ \nu^\mu = \int dP p^{(\mu)} f_p, \quad h^\mu = \int dP E_p p^{(\mu)} f_p, \quad \pi^{\mu\nu} = \int dP p^{(\mu)} p^{(\nu)} f_p, \]

(12)

where \( E_p \equiv u_\mu p^\mu \) is the energy of the particle in the local rest frame of the system and \( p^{(\mu)} = \Delta^\nu_\mu p^\nu \) is the projected 4-momentum.

We now consider the fictitious equilibrium state introduced in the previous section and introduce the local equilibrium single-particle distribution function for classical particles,

\[ f_{0p} = \exp (\alpha - \beta E_p). \]

(13)

For the sake of convenience, we further define the non-equilibrium component of \( f_p \),

\[ \delta f_p \equiv f_p - f_{0p} = f_{0p} \phi_p, \]

(14)

quantified in terms of the new variable \( \phi_p \). We then define the remaining fluid-dynamical variables in the following way,

\[ \delta n = \int dP E_p \delta f_p, \quad \delta \varepsilon = \int dP E_p^2 \delta f_p, \quad \Pi = -\frac{1}{3} \int dP \Delta_{\mu\nu} p^\mu p^\nu \delta f_p. \]

(15)

We now discuss the possible matching conditions that can be employed to define the local equilibrium fields, \( T, \mu, \) and \( u^\mu \). First, we note that the Landau matching conditions, given in Eqs. (5) and (7), can be expressed as the following 5 constrains for \( \delta f_p \),

\[ \langle E_p \phi_p \rangle_0 = 0, \quad \langle E_p^2 \phi_p \rangle_0 = 0, \quad \langle E_p p^{(\mu)} \phi_p \rangle_0 = 0, \]

(16)

where here we introduced the notation for integrals over the local equilibrium distribution, \( \langle \cdots \rangle_0 = \int dP \cdots f_{0p} \). On the other hand, the Eckart matching conditions provide the following constraints,

\[ \langle E_p \phi_p \rangle_0 = 0, \quad \langle E_p^2 \phi_p \rangle_0 = 0, \quad \langle p^{(\mu)} \phi_p \rangle_0 = 0, \]

(17)

with only the last constraint being modified, in comparison with Landau’s matching conditions. In kinetic theory, these set of constraints can be generalized in the following way

\[ \langle g_p \phi_p \rangle = 0, \quad \langle h_p \phi_p \rangle = 0, \quad \langle q_p p^{(\mu)} \phi_p \rangle = 0, \]

(18)

where \( g_p \) and \( h_p \) are linearly independent functions of \( E_p \) and \( g_p \) is an arbitrary function of \( E_p \). Once these functions are specified, one determines the matching condition being employed. In general, we see that these matching conditions are imposed using moments of \( \delta f_p \) that are not contained in any conserved current. The Eckart and Landau pictures correspond to exceptional cases, in which we actually define the local equilibrium state using components of \( N^\mu \) and \( T^{\mu\nu} \). In this work, we shall simplify the general conditions (18) by assuming the following form for the functions \( g_p \), \( h_p \), and \( q_p \),

\[ g_p = E_p^q, \quad h_p = E_p^s, \quad q_p = E_p^z, \]

(19)

with \( q \neq s \), which include Landau and Eckart matching conditions as the particular cases where \( (q, s, z) = (1, 2, 0) \) and \( (q, s, z) = (1, 2, 1) \), respectively. In the next section, we will derive equations of motion for the relevant irreducible moments of the single particle distribution function \( f_p \).

**IV. MOMENT EQUATIONS**

In this work, the equations of motion for the dissipative components of \( N^\mu \) and \( T^{\mu\nu} \) will be obtained using the method of moments. In this approach, one expands the single-particle momentum distribution function in momentum space using a complete and orthogonal basis. Such procedure expresses \( f(x, p) \) in terms of its irreducible moments

\[ \rho_{(r)}^{\mu_1 \cdots \mu_k} = \left\langle E_p p^{(\mu_1)} \cdots p^{(\mu_k)} \phi_p \right\rangle_0, \]

(20)
where $\phi_\mathbf{p}$ is given in Eq. (14) and we used the irreducible tensors $p^{(\mu_1\ldots\mu_\ell)}$, defined from the following projection of the tensor $p^{\mu_1\ldots\mu_\ell}$, $A_{\mu_1\ldots\mu_\ell} = \Delta_{\mu_1\ldots\mu_\ell}^{\mu_1\ldots\mu_\ell} A_{\mu_1\ldots\mu_\ell}$. Here, $\Delta_{\mu_1\ldots\mu_\ell}^{\mu_1\ldots\mu_\ell}$ is a $2\ell$-rank tensor, constructed solely using the projection operators $\Delta^\mu_\nu$, in such a way that it is symmetric under the exchange of the indices $(\mu_1\ldots\mu_\ell)$ and $(\nu_1\ldots\nu_\ell)$, separately, and also traceless in each subset of indices. These projection operators were formally defined and constructed in Ref. [28] and used extensively in Ref. [30].

Therefore, in the method of moments the problem of solving for the single-particle distribution function $f(\mathbf{x},\mathbf{p})$ using the Boltzmann equation is converted into solving an infinite tower of coupled differential equations for its irreducible moments. These equations of motion were originally derived in Ref. [30], for the irreducible moments of rank 0, 1, and 2, assuming Landau matching conditions. In this paper, we re-derive these moment equations following the procedure outlined in [30], but for an arbitrary matching condition. We then obtain the following equations for the scalar moments,

$$
\dot{\rho}_r - r_\mu \rho^\mu_{r-1} + \nabla_\mu \rho^\mu_{r-1} + \frac{\theta}{3} \left[ -m^2 (r-1) \rho_{r-2} + (r+2) \rho_r \right] - \left( \frac{I_{30}}{D_{20}} I_{r0} + \frac{I_{20}}{D_{20}} I_{r+1,0} \right) \left( \delta n + \delta n \theta + \partial_\mu \nu^\mu \right) + \left( \frac{I_{20}}{D_{20}} I_{r0} - \frac{I_{10}}{D_{20}} I_{r+1,0} \right) \left( \delta \varepsilon \theta + \Pi \theta - \pi^{\alpha\beta} \sigma_{\alpha\beta} + \partial_\mu h^\mu + u_\mu h^\mu + \delta \varepsilon \right) + \left[ -\frac{n_0}{D_{20}} G_3 + \frac{\varepsilon_0 + P_0}{D_{20}} G_2 + \left( r - 1 \right) I_{r1} + I_{r0} \right] \theta = \langle E^{-1}_p C[f_\mathbf{p}] \rangle_0,
$$

(21)

the following equation for the irreducible rank-1 moments,

$$
\dot{\rho}^{(1)}_r - r_\mu \rho^{(\alpha)\mu}_{r-1} + \frac{1}{3} \dot{\varepsilon}^\alpha [ -m^2 r \rho_{r-1} + (r + 3) \rho_{r+1} ] + \omega^{(\alpha)\mu}_\alpha \rho^\mu_r + \Delta^\alpha_\alpha \nabla_\mu \rho^\mu_{r-1} - \left( r - 1 \right) \sigma^{\mu\nu} \rho^{\nu}_{r-1} + \frac{1}{3} \nabla^\alpha \left[ (r + 3) \rho^\alpha_r - (r - 1) m^2 \rho^\alpha_{r-2} \right] + \frac{1}{3} \sigma^{\mu}_\mu \left[ (2 + r) \rho^\mu_r - 2(r - 1) m^2 \rho^\mu_{r-2} \right] - \Delta^\alpha_\alpha \partial_\alpha \rho^\alpha_{r+1} + \Delta^{\alpha\alpha} \partial_\alpha \rho^\alpha_{r-2} + \Delta^{\alpha\alpha} \partial_\alpha \rho^\alpha_{r-1}
$$

(22)

and the following equations for the irreducible rank-2 moments,

$$
\dot{\rho}^{(\alpha\beta)}_r - r_\mu \rho^{(\alpha\beta)\mu}_{r-1} + \frac{2}{5} \dot{\varepsilon}^{(\alpha\beta)} [ (r + 5) \rho^{(\beta)\beta}_{r+1} - rm^2 \rho_{r-1} ] + \Delta^{\alpha\beta}_\alpha \beta \nabla_\mu \rho^{\alpha\beta}_{r-1} - \left( r - 1 \right) \sigma^{\mu\nu} (\rho^{\nu}_{r-2} + (r + 3) m^2 \rho^\nu_{r-2} + 2 \sigma^{(\alpha)}_\mu \rho^{(\beta)}_r) + \frac{2}{5} \nabla^\alpha \left[ (r + 4) \rho^\beta_{r-1} - (r - 1) m^2 \rho^\beta_{r-2} \right] + \frac{2}{15} \sigma^{\alpha\beta} - \left( r - 1 \right) m^4 \rho_{r+2} + (2 + r) m^2 \rho_{r+2} + (r + 4) \rho_{r+2}
$$

(23)

Above, we defined the vorticity tensor $\omega^{\mu\nu} \equiv (\partial^\mu u^\nu - \partial^\nu u^\mu) / 2$ and also made use of the thermodynamic functions [30]

$$
I_{nq} = \left( \frac{1}{2} q + 1 \right) \left( \frac{1}{2} q - 1 \right) \langle \left( -\Delta^{\alpha\beta} P_\alpha P_\beta \right)^q \rangle_0, \quad \rho_{2q} - \rho_q^2
g_{nm} = I_{n0} I_{m0} - I_{n-1,0} I_{m+1,0}.
$$

(24)

We further used the identity

$$
\nabla_\mu \beta = \frac{1}{\varepsilon_0 + P_0} \left( n_0 \nabla_\mu \alpha - \beta \nabla_\mu P_0 \right),
$$

(25)

which stems from the Gibbs-Duhem relation, to obtain the last term of the left-hand side of Eq. (22) and used the notation

$$
\rho^{(\mu_1\ldots\mu_\ell)}_r = \Delta^{\mu_1\ldots\mu_\ell}_{\mu_1\ldots\mu_\ell} \rho^{\mu_1\ldots\mu_\ell}_r.
$$

(26)
The above equations form a subset of an infinite tower of coupled differential equations mixing different irreducible moments of various ranks. The subset of moment equations shown above (of rank 0, 1, and 2) are the ones that are actually relevant to the derivation of fluid-dynamical equations, as originally shown in Ref. [30].

We note that some of the irreducible moments defined in Eq. (20) can be identified with the fluid-dynamical fields introduced in the previous section. Namely, those are

\[
\begin{align*}
\delta n &= \rho_1, \quad \delta \varepsilon = \rho_2, \quad \Pi = \frac{1}{3}(\rho_2 - m^2\rho_0), \\
\nu^\alpha &= \rho_0^\alpha, \quad h^\alpha = \rho_1^\alpha, \quad \pi^{\alpha\beta} = \rho_0^{\alpha\beta}.
\end{align*}
\]

Moreover, the general matching and frame conditions given by Eqs. (18) and (19) can be written in a simple way using this notation,

\[
\begin{align*}
\rho_q &= \rho_s = 0, \quad (q \neq s) \\
\rho_q^2 &= 0.
\end{align*}
\]

For \((q, s, z) = (1, 2, 0)\), one has Landau matching conditions. Meanwhile, taking \((q, s, z) = (1, 2, 1)\) one imposes Eckart’s matching conditions. As we can see, more general matching conditions lead to constraints that involve non-fluid-dynamic fields.

Finally, we note that the moment equations derived above are not closed nor expressed in terms of fluid-dynamical variables. In the next section we proceed to derive fluid-dynamical equations of motion from the moment equations above by generalizing the well-known 14-moment approximation [9] to be consistent with arbitrary matching conditions. We shall refer to this new procedure as 19-moment approximation, since fluid-dynamical approximations for arbitrary matching conditions involve a total of 19 fields, instead of the usual 14.

V. TRUNCATION SCHEME: 19 MOMENTS APPROXIMATION

Our objective in this section is to derive a system of equations involving only the 19 fluid-dynamic fields \((n, \delta n, \delta \varepsilon, \Pi, u^\mu, \nu^\mu, h^\mu, \pi^{\mu\nu})\) from Eqs. (21)-(23). Here, we shall follow the idea originally proposed by H. Grad [31], in the non-relativistic regime, and later updated by Israel and Stewart [9] to the relativistic regime, and close the moment equations by an explicit truncation of the momentum expansion of \(f_p\).

We expand the non-equilibrium correction \(\phi_p\) in momentum using a complete basis made of irreducible tensors, \(p^{(\mu_1} \ldots p^{\mu_l)}\), and orthogonal polynomials, \(P_n^{(l)}\), constructed using powers of \(E_p\) in such a way that \(P_0^{(l)} \equiv 1\). This leads to [30],

\[
\phi_p = \sum_{\ell, n=0}^\infty \Phi_n^{\mu_1 \ldots \mu_l} P_n^{(l)} p^{(\mu_1} \ldots p^{\mu_l)}.
\]

The basis elements satisfy the following orthogonality conditions,

\[
\int dP p^{(\mu_1} \ldots p^{\mu_l)} p^{(\nu_1} \ldots p^{\nu_m)} H(E_p) = \frac{\ell! \delta_{\ell m}}{(2\ell + 1)!!} \Delta_{\nu_1 \ldots \nu_\ell} \int dP (\Delta^{\mu_1 \nu_1} p_{\mu_1})^{\ell} H(E_p),
\]

\[(P_m^{(l)}, P_n^{(l)})_\ell = A_m^{(l)} \delta_{mn},\]

where \(H(E_p)\) is an arbitrary function of \(E_p\) and, for the second orthogonality relation, we used the notation

\[
(\phi, \psi)_\ell = \frac{\ell!}{(2\ell + 1)!!} \left\langle (\Delta^{\mu_1 \nu_1} p_{\mu_1})^{\ell} \phi_p \psi_p \right\rangle_0.
\]

These orthogonality conditions allow us to express the expansion coefficients \(\Phi_n^{\mu_1 \ldots \mu_l}\) in terms of the irreducible moments defined in Eq. (20). However, this will not be required here since we shall follow the procedure originally proposed by Israel and Stewart and truncate the moment expansion (29) by hand, in such a way that only a finite number of expansion coefficients remain (in Israel-Stewart’s original approach, the truncation is performed in such a way that 14 expansion coefficients remain). The remaining expansion coefficients will then be matched to the fluid-dynamical fields. The truncated expansion is,

\[
\phi_p \simeq \sum_{n=0}^{N_0} \Phi_n^{(0)} P_n^{(0)} + \sum_{n=0}^{N_1} \Phi_n^{(1)} P_n^{(1)} + \Phi_0^{\mu\nu} p_{(\mu} P_{\nu)}.
\]
We shall always set \( N_2 = 1 \). On the other hand, the truncation parameters \( N_0 \) and \( N_1 \) will depend on the matching condition employed. This happens because the matching conditions determine the number of independent scalar and rank-1 fields that appear in the fluid-dynamical formulation. The maximum number of degrees of freedom that can occur in fluid-dynamical theories with arbitrary matching conditions is 19 and, in such cases, we set \((N_0, N_1) = (4, 2)\) in order to enforce that we have 5 scalar fields, 3 vector fields, and one second-rank traceless tensor. Note that if we were employing Landau matching conditions, the same truncation is performed with \((N_0, N_1) = (2, 1)\), leading to 14 independent degrees of freedom (since \( \delta n, \delta v \) and \( h^\mu \) are set to zero in this matching procedure). By construction, in this truncation scheme all irreducible moments, \( \rho_\ell^{\mu_1 \cdots \mu_\ell} \), of rank higher than two vanish. The irreducible moments of rank 0, 1, and 2 will always be expressed in terms of the expansion coefficients \( \Phi_n, \Phi_\mu, \) and \( \Phi_{n\mu} \).

The next step is to determine the expansion coefficients using the definitions of the dissipative currents, given in Eqs. (12) and (15), and the general matching conditions provided in Eqs. (28a) and (28b). This leads to a system of algebraic equations that can be solved separately for the scalar, vector and tensor expansion coefficients. The expression for the 2-rank expansion coefficient, \( \Phi_{0\mu\nu} \), is obtained by inserting the truncated moment expansion (32) in the definition of the shear stress tensor given in Eq. (12). This leads to the simple relation,

\[
\Phi_{0\mu\nu} = \frac{\pi_{\mu\nu}}{(1,1)_2} = \frac{\pi_{\mu\nu}}{2I_{42}}.
\]  

(33)

The equations for the vector and scalar expansion coefficients are more complicated and will be discussed in the next two subsections.

### A. Vector components

Equations for the vector expansion coefficients, \( \Phi_0^\mu, \Phi_1^\mu, \) and \( \Phi_2^\mu \), are obtained by inserting the truncated moment expansion (32) into the definitions of \( \nu^\mu \) and \( h^\mu \), given in Eq. (12), and also into the matching condition (28b). This will lead to three distinct equations that can be cast in the following matrix form,

\[
\begin{pmatrix}
(1,1)_1 & 0 & 0 \\
(P_0^{(1)}, E_p)_1 & (P_1^{(1)}, E_p)_1 & 0 \\
(P_0^{(1)}, E_p^2)_1 & (P_1^{(1)}, E_p^2)_1 & (P_2^{(1)}, E_p^2)_1
\end{pmatrix}
\begin{pmatrix}
\Phi_0^\mu \\
\Phi_1^\mu \\
\Phi_2^\mu
\end{pmatrix}
= \begin{pmatrix}
\nu^\mu \\
0 \\
0
\end{pmatrix}.
\]  

(34)

Thus, once this equation is inverted, \( \Phi_0^\mu, \Phi_1^\mu, \) and \( \Phi_2^\mu \), will be expressed as a linear combination of \( \nu^\mu \) and \( h^\mu \). The final inverted expressions are given in Appendix A.

It is important to be careful when applying this inversion procedure using either the Eckart \((z = 0)\) or the Landau \((z = 1)\) matching conditions. In the case of Eckart’s picture, the first and third equations depicted (in matrix form) above become identical and, thus, one of them has to be removed. Similarly, in the case of Landau’s picture, the second and third equations depicted above become identical and one of those has to be removed. This effectively corresponds to modifying the truncation of the moment expansion (32) by taking \( N_1 = 1 \). This new procedure, specific to these two matching conditions, will lead to the following equation for \( \Phi_0^\mu \) and \( \Phi_1^\mu \):

- **Eckart Matching Conditions**

\[
\begin{pmatrix}
(1,1)_1 & 0 \\
(P_0^{(1)}, E_p)_1 & (P_1^{(1)}, E_p)_1
\end{pmatrix}
\begin{pmatrix}
\Phi_0^\mu \\
\Phi_1^\mu
\end{pmatrix}
= \begin{pmatrix}
0 \\
\nu^\mu
\end{pmatrix}.
\]  

(35)

- **Landau Matching Conditions**

\[
\begin{pmatrix}
(1,1)_1 & 0 \\
(P_0^{(1)}, E_p)_1 & (P_1^{(1)}, E_p)_1
\end{pmatrix}
\begin{pmatrix}
\Phi_0^\mu \\
\Phi_1^\mu
\end{pmatrix}
= \begin{pmatrix}
\nu^\mu \\
0
\end{pmatrix}.
\]  

(36)

### B. Scalar components

Equations for the scalar expansion coefficients, \( \Phi_0, \Phi_1, \Phi_2, \Phi_3, \) and \( \Phi_4 \) are obtained by inserting the truncated moment expansion (32) into the definitions of \( \delta n, \delta v \) and \( \Pi \), given in Eq. (12), and also into the matching condition...
This will lead to five distinct equations that can be cast in the following matrix form,

\[
\begin{pmatrix}
(P_0^{(0)}, E_p^{(0)})_0 & (P_1^{(0)}, E_p^{(0)})_0 & (P_2^{(0)}, E_p^{(0)})_0 & (P_3^{(0)}, E_p^{(0)})_0 & (P_4^{(0)}, E_p^{(0)})_0 \\
0 & (P_0^{(1)}, E_p^{(1)})_0 & (P_1^{(1)}, E_p^{(1)})_0 & (P_2^{(1)}, E_p^{(1)})_0 & (P_3^{(1)}, E_p^{(1)})_0 \\
(P_0^{(2)}, E_p^{(2)})_0 & (P_1^{(2)}, E_p^{(2)})_0 & (P_2^{(2)}, E_p^{(2)})_0 & (P_3^{(2)}, E_p^{(2)})_0 & (P_4^{(2)}, E_p^{(2)})_0 \\
0 & (P_0^{(3)}, E_p^{(3)})_0 & (P_1^{(3)}, E_p^{(3)})_0 & (P_2^{(3)}, E_p^{(3)})_0 & (P_3^{(3)}, E_p^{(3)})_0 \\
(P_0^{(4)}, E_p^{(4)})_0 & (P_1^{(4)}, E_p^{(4)})_0 & (P_2^{(4)}, E_p^{(4)})_0 & (P_3^{(4)}, E_p^{(4)})_0 & (P_4^{(4)}, E_p^{(4)})_0 \\
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
\Phi_1 \\
\Phi_2 \\
\Phi_3 \\
\Phi_4 
\end{pmatrix}
= 
\begin{pmatrix}
\delta n \\
\delta \varepsilon \\
3\Pi \\
0 \\
0 
\end{pmatrix}.
\]

(37)

Thus, once this equation is inverted, \(\Phi_0, \Phi_1, \Phi_2, \Phi_3,\) and \(\Phi_4\) will be expressed as a linear combination of \(\delta n, \delta \varepsilon,\) and \(\Pi.\) The final inverted expressions are given in Appendix A.

Similarly to what occurred when obtaining the vector expansion coefficients, it is important to be careful when applying this inversion procedure using either the Eckart or the Landau \((q = 1, s = 2)\) matching conditions. In this case, the first and second equations depicted (in matrix form) above become identical to the last two equations, thus, the last two should be removed. This is implemented by modifying the truncation of the moment expansion \((32)\) by taking \(N_0 = 2.\) This new procedure, specific to these two matching conditions, will lead to the following equation for \(\Phi_0, \Phi_1,\) and \(\Phi_2:\)

- Landau or Eckart matching conditions \((q = 1, s = 2)\)

\[
\begin{pmatrix}
(P_0^{(0)}, E_p^{(0)})_0 & (P_1^{(0)}, E_p^{(0)})_0 & (P_2^{(0)}, E_p^{(0)})_0 & (P_3^{(0)}, E_p^{(0)})_0 & (P_4^{(0)}, E_p^{(0)})_0 \\
0 & (P_0^{(1)}, E_p^{(1)})_0 & (P_1^{(1)}, E_p^{(1)})_0 & (P_2^{(1)}, E_p^{(1)})_0 & (P_3^{(1)}, E_p^{(1)})_0 \\
(P_0^{(2)}, E_p^{(2)})_0 & (P_1^{(2)}, E_p^{(2)})_0 & (P_2^{(2)}, E_p^{(2)})_0 & (P_3^{(2)}, E_p^{(2)})_0 & (P_4^{(2)}, E_p^{(2)})_0 \\
0 & (P_0^{(3)}, E_p^{(3)})_0 & (P_1^{(3)}, E_p^{(3)})_0 & (P_2^{(3)}, E_p^{(3)})_0 & (P_3^{(3)}, E_p^{(3)})_0 \\
(P_0^{(4)}, E_p^{(4)})_0 & (P_1^{(4)}, E_p^{(4)})_0 & (P_2^{(4)}, E_p^{(4)})_0 & (P_3^{(4)}, E_p^{(4)})_0 & (P_4^{(4)}, E_p^{(4)})_0 \\
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
\Phi_1 \\
\Phi_2 \\
\Phi_3 \\
\Phi_4 
\end{pmatrix}
= 
\begin{pmatrix}
\delta n \\
\delta \varepsilon \\
0 \\
0 \\
0 
\end{pmatrix}.
\]

(38)

Similar problems will occur to matching conditions with either \((q \neq s = 1)\) or \((q = s \neq 2).\) In the first case, one of the matching conditions will lead to an equation identical to the first equation depicted in \((37).\) While, in the latter case, one of the matching conditions will lead to an equation identical to the second equation depicted in \((37).\) Thus, in each case, one of the conditions must be removed. As before, this is implemented by modifying the truncation of the moment expansion \((32)\) by taking \(N_0 = 3.\) This new procedure, will lead to the following equation for \(\Phi_0, \Phi_1,\) and \(\Phi_2:\)

- Matchings with \(\delta n = 0\) but \(\delta \varepsilon \neq 0\) \((q = 1, s \neq 2)\)

\[
\begin{pmatrix}
(P_0^{(0)}, E_p^{(0)})_0 & (P_1^{(0)}, E_p^{(0)})_0 & (P_2^{(0)}, E_p^{(0)})_0 & (P_3^{(0)}, E_p^{(0)})_0 & (P_4^{(0)}, E_p^{(0)})_0 \\
0 & (P_0^{(1)}, E_p^{(1)})_0 & (P_1^{(1)}, E_p^{(1)})_0 & (P_2^{(1)}, E_p^{(1)})_0 & (P_3^{(1)}, E_p^{(1)})_0 \\
(P_0^{(2)}, E_p^{(2)})_0 & (P_1^{(2)}, E_p^{(2)})_0 & (P_2^{(2)}, E_p^{(2)})_0 & (P_3^{(2)}, E_p^{(2)})_0 & (P_4^{(2)}, E_p^{(2)})_0 \\
0 & (P_0^{(3)}, E_p^{(3)})_0 & (P_1^{(3)}, E_p^{(3)})_0 & (P_2^{(3)}, E_p^{(3)})_0 & (P_3^{(3)}, E_p^{(3)})_0 \\
(P_0^{(4)}, E_p^{(4)})_0 & (P_1^{(4)}, E_p^{(4)})_0 & (P_2^{(4)}, E_p^{(4)})_0 & (P_3^{(4)}, E_p^{(4)})_0 & (P_4^{(4)}, E_p^{(4)})_0 \\
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
\Phi_1 \\
\Phi_2 \\
\Phi_3 \\
\Phi_4 
\end{pmatrix}
= 
\begin{pmatrix}
\delta \varepsilon \\
0 \\
0 \\
0 \\
0 
\end{pmatrix}.
\]

(39)

- Matchings with \(\delta n \neq 0\) but \(\delta \varepsilon = 0\) \((q = 2, s \neq 1)\)

\[
\begin{pmatrix}
(P_0^{(0)}, E_p^{(0)})_0 & (P_1^{(0)}, E_p^{(0)})_0 & (P_2^{(0)}, E_p^{(0)})_0 & (P_3^{(0)}, E_p^{(0)})_0 & (P_4^{(0)}, E_p^{(0)})_0 \\
0 & (P_0^{(1)}, E_p^{(1)})_0 & (P_1^{(1)}, E_p^{(1)})_0 & (P_2^{(1)}, E_p^{(1)})_0 & (P_3^{(1)}, E_p^{(1)})_0 \\
(P_0^{(2)}, E_p^{(2)})_0 & (P_1^{(2)}, E_p^{(2)})_0 & (P_2^{(2)}, E_p^{(2)})_0 & (P_3^{(2)}, E_p^{(2)})_0 & (P_4^{(2)}, E_p^{(2)})_0 \\
0 & (P_0^{(3)}, E_p^{(3)})_0 & (P_1^{(3)}, E_p^{(3)})_0 & (P_2^{(3)}, E_p^{(3)})_0 & (P_3^{(3)}, E_p^{(3)})_0 \\
(P_0^{(4)}, E_p^{(4)})_0 & (P_1^{(4)}, E_p^{(4)})_0 & (P_2^{(4)}, E_p^{(4)})_0 & (P_3^{(4)}, E_p^{(4)})_0 & (P_4^{(4)}, E_p^{(4)})_0 \\
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
\Phi_1 \\
\Phi_2 \\
\Phi_3 \\
\Phi_4 
\end{pmatrix}
= 
\begin{pmatrix}
\delta n \\
0 \\
0 \\
0 \\
0 
\end{pmatrix}.
\]

(40)

There is yet another case to be considered, corresponding to the limit of massless particles, \(m \to 0.\) In this case, the energy-momentum tensor becomes traceless, \(T^p = \varepsilon_0 + \delta \varepsilon - 3P_0 - 3\Pi = 0,\) effectively removing one degree of freedom from our system. This will affect all the matching conditions displayed so far in this subsection. The matching conditions associated to bulk viscous pressure become redundant and must be removed. Also, we remove one additional scalar term from the corresponding moment expansion of \(\phi_p.\) In this case, we re-write each matching procedure described above as:
- Massless limit: General frame

\[
\begin{pmatrix}
(P_0^0, E_p^0) & (P_1^0, E_p^0) & (P_2^0, E_p^0) & (P_3^0, E_p^0) \\
(P_0^0, E_p^2) & (P_1^0, E_p^2) & (P_2^0, E_p^2) & (P_3^0, E_p^2) \\
(P_0^0, E_p^q) & (P_1^0, E_p^q) & (P_2^0, E_p^q) & (P_3^0, E_p^q) \\
(P_0^0, E_p^s) & (P_1^0, E_p^s) & (P_2^0, E_p^s) & (P_3^0, E_p^s)
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
\Phi_1 \\
\Phi_2 \\
\Phi_3
\end{pmatrix}
= \begin{pmatrix}
\delta n \\
\delta \varepsilon \\
0 \\
0
\end{pmatrix}.
\] (41)

- Massless limit: \( \delta n = 0 \) but \( \delta \varepsilon \neq 0 \) (\( q = 1, s \neq 2 \))

\[
\begin{pmatrix}
(P_0^0, E_p^2) & (P_1^0, E_p^2) & (P_2^0, E_p^2) & (P_3^0, E_p^2) \\
(P_0^0, E_p) & (P_1^0, E_p) & (P_2^0, E_p) & (P_3^0, E_p) \\
(P_0^0, E_p^q) & (P_1^0, E_p^q) & (P_2^0, E_p^q) & (P_3^0, E_p^q) \\
(P_0^0, E_p^s) & (P_1^0, E_p^s) & (P_2^0, E_p^s) & (P_3^0, E_p^s)
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
\Phi_1 \\
\Phi_2 \\
\Phi_3
\end{pmatrix}
= \begin{pmatrix}
\delta \varepsilon \\
0 \\
0 \\
0
\end{pmatrix}.
\] (42)

- Massless limit: \( \delta n \neq 0 \) but \( \delta \varepsilon = 0 \) (\( q = 2, s \neq 1 \))

\[
\begin{pmatrix}
(P_0^0, E_p^2) & (P_1^0, E_p^2) & (P_2^0, E_p^2) & (P_3^0, E_p^2) \\
(P_0^0, E_p^q) & (P_1^0, E_p^q) & (P_2^0, E_p^q) & (P_3^0, E_p^q) \\
(P_0^0, E_p^s) & (P_1^0, E_p^s) & (P_2^0, E_p^s) & (P_3^0, E_p^s)
\end{pmatrix}
\begin{pmatrix}
\Phi_0 \\
\Phi_1 \\
\Phi_2
\end{pmatrix}
= \begin{pmatrix}
\delta n \\
0 \\
0
\end{pmatrix}.
\] (43)

It is important to notice that in the \( m \to 0 \) limit, the Landau or Eckart matching conditions simply imply that \( \Phi_0 = \Phi_1 = 0 \). This is indeed what is observed in the traditional 14 moment approximation. Explicit solutions for the \( \Phi_n \) coefficients are provided in Appendix A. Furthermore, we remark that, in the massless limit, the orthogonal polynomial basis \( P_n^{(r)} \) reduces to the \( n \)-th order associated Laguerre polynomials \( L_n^{(2\ell+1)} \) [32].

Now that we have calculated all the expansion coefficients, for all possible matching procedures, we can express all moments of rank-0, 1, and 2 in terms of \((\delta n, \varepsilon, \delta \varepsilon, \Pi, \rho^\mu, h^\mu, \pi^{\mu\nu})\). In the massless limit, this will lead to,

\[
\begin{align*}
\rho^{\mu\nu} &\approx K^{(r)}_{\pi} \beta^{-r} \pi^{\mu\nu}, \\
\rho^\mu &\approx K^{(r)}_{h} \beta^{-r} \rho^\mu + K^{(r)}_{h} \beta^{1-r} h^\mu, \\
\rho_r &\approx K^{(r)}_{\delta n} \beta^{1-r} \delta n + K^{(r)}_{\delta \varepsilon} \beta^{2-r} \delta \varepsilon.
\end{align*}
\] (44)

As already mentioned, moments of rank 3 or higher simply vanish in this approximation. The expressions for the thermodynamic coefficients \( K^{(r)}_{\nu} \), \( K^{(r)}_{h} \), \( K^{(r)}_{\delta n} \), \( K^{(r)}_{\delta \varepsilon} \) depend on matching and will be provided in Appendix A. The coefficient \( K^{(r)}_{\pi} \) is matching independent and is given by,

\[
K^{(r)}_{\pi} = \beta^r \frac{I_{r+4.2}}{I_{4.2}}.
\] (45)

VI. COLLISION TERM APPROXIMATION

Now that we have explicitly truncated the moment expansion, we can derive the fluid-dynamical equations. In this regard, the most challenging part is simplifying the moments of the collision term, that appear in Eqs. (21)–(23). For this purpose, we shall introduce another approximation, the so-called relaxation time approximation [31, 33–36]. We note that, since we are considering a derivation of the fluid-dynamical equations for arbitrary matching conditions, the traditional relaxation time approximation [36], proposed by Anderson and Witting, will not suffice. This approximation does not guarantee that the conservation laws related to particle number, energy and momentum are satisfied. Instead, we follow the novel relaxation time approximation presented in [27], which is free from such flaws. This approximation reads,

\[
C[f_p] \approx - \frac{E_p}{\tau_R} \int_{0} \left[ \phi_p - \frac{(\phi_{p, E_p^0} \rho_1^0)}{(1, E_p^0)} - \frac{(\phi_{p, E_p^0} \rho_1^0 \phi_{p, E_p^0} \rho_1^0)}{(1, E_p^0)} \right].
\] (46)


Above, we introduced the new polynomial $\tilde{P}_1$ defined in such a way that it is orthogonal to $E_p/\tau_R$,

$$
\left( \tilde{P}_1, \frac{E_p}{\tau_R} \right)_0 = 0. 
$$

(47)

We further consider the following parametrization for the relaxation time,

$$
\tau_R = t_R \left( \frac{E_p}{T} \right)^\gamma, 
$$

(48)

where $t_R$ has no energy dependence. In this case, in the massless limit, $E^{(0)}_1(E_p) = L^{(2-\gamma)}_1(\beta E_p) = -\beta E_p + (3 - \gamma)$, where $L^{(n)}_{\alpha}$ denotes the $n$-th associated Laguerre polynomial. In this formulation of the relaxation time approximation, an energy-dependent $\tau_R$ can be used with any matching condition [27] – something that is not possible when employing the Anderson-Witting approximation for the collision term.

Using this approximation for the collision kernel, the moments of $C[f]$ can be computed in a straightforward manner. In the following, we shall calculate the relevant moments of the collision term solely in the massless limit. In this case, the scalar moments of the collision term become

$$
\int dPE_p^{r-1} C[f_p] \approx -\frac{1}{t_R \beta^\gamma} \left\{ \rho_{r-\gamma} + \frac{\Gamma(r + 2 - \gamma)}{\beta^{r-1} \Gamma(3 - \gamma)} \left[ (r - 2) \rho_{1-\gamma} - \beta \frac{(r - 1)}{(3 - \gamma)} \rho_{2-\gamma} \right] \right\},
$$

(49)

the irreducible rank-1 moments of the collision term become

$$
\int dPE_p^{r-1} p^{(r)} C[f_p] \approx -\frac{1}{t_R \beta^\gamma} \left[ \rho_{r-\gamma} - \frac{1}{\beta^{r-1}} \frac{\Gamma(r + 4 - \gamma)}{\Gamma(5 - \gamma)} \rho_{2-\gamma}^2 \right],
$$

(50)

and the irreducible rank-2 moments of the collision term become

$$
\int dPE_p^{r-1} p^{(r)} p^{(s)} C[f_p] \approx -\frac{1}{t_R \beta^\gamma} \rho_{r-\gamma}^s.
$$

(51)

Once the truncation of the moment expansion is applied, these collision integrals will be expressed solely in terms of $\delta n, \delta \varepsilon, \Pi, \nu^\mu, h^\mu$, and $\pi^{\mu\nu}$. The general form of these terms are

$$
\int dPE_p^{r-1} C[f_p] \approx -C_{\delta n}^{(r)} \delta n - C_{\delta \varepsilon}^{(r)} \delta \varepsilon,
$$

$$
\int dPE_p^{r-1} p^{(r)} C[f_p] \approx -C_{\nu^\mu}^{(r)} \nu^\mu - C_{h^\mu}^{(r)} h^\mu,
$$

(52)

$$
\int dPE_p^{r-1} p^{(r)} p^{(s)} C[f_p] \approx -C_{\pi}^{(r)} \pi^{\mu\nu}.
$$

The transport coefficients $C_{\alpha}^{(r)}$, $\alpha = \delta n, \delta \varepsilon, \nu, h$, and $\pi$ will depend on the choice of matching conditions and the approximation imposed to the collision term. They can be found comparing Eqs. (49), (50), and (51) with Eq. (44), leading to

$$
C_{\delta n}^{(r)} = -\frac{1}{t_R \beta^\gamma} \left\{ K_{\delta n}^{(r-\gamma)} + \frac{\Gamma(r + 2 - \gamma)}{\beta^{r-1} \Gamma(3 - \gamma)} \left[ (r - 2) K_{\delta n}^{(1-\gamma)} - \beta \frac{(r - 1)}{(3 - \gamma)} K_{\delta n}^{(2-\gamma)} \right] \right\},
$$

$$
C_{\delta \varepsilon}^{(r)} = \frac{1}{t_R \beta^\gamma} \left\{ K_{\delta \varepsilon}^{(r-\gamma)} + \frac{\Gamma(r + 2 - \gamma)}{\beta^{r-1} \Gamma(3 - \gamma)} \left[ (r - 2) K_{\delta \varepsilon}^{(1-\gamma)} - \beta \frac{(r - 1)}{(3 - \gamma)} K_{\delta \varepsilon}^{(2-\gamma)} \right] \right\},
$$

$$
C_{\nu}^{(r)} = -\frac{1}{t_R \beta^\gamma} \left[ K_{\nu}^{(r-\gamma)} - \frac{1}{\beta^{r-1}} \frac{\Gamma(r + 4 - \gamma)}{\Gamma(5 - \gamma)} K_{\nu}^{(1-\gamma)} \right],
$$

$$
C_{h}^{(r)} = -\frac{1}{t_R \beta^\gamma} \left[ K_{h}^{(r-\gamma)} - \frac{1}{\beta^{r-1}} \frac{\Gamma(r + 4 - \gamma)}{\Gamma(5 - \gamma)} K_{h}^{(1-\gamma)} \right],
$$

$$
C_{\pi}^{(r)} = -\frac{1}{t_R \beta^\gamma} K_{\pi}^{(r-\gamma)},
$$

(53)

and can be explicitly calculated by inserting the truncated moment expansion for $\phi_p$ into the collision integrals. We shall calculate explicit expressions for these transport coefficients in the next section, where we compute the relaxation times for the equations of motion.
VII. EQUATIONS OF MOTION FOR THE DISSIPATIVE CURRENTS – MASSLESS LIMIT

In this section we derive the equations of motion for the dissipative currents in the massless limit. This implies that any effects due to the bulk viscous pressure will not be considered. Nevertheless, we note that, for a general matching condition this does not necessarily imply that this quantity vanishes – it is simply replaced by $\delta \varepsilon$ as $\Pi = \delta \varepsilon / 3$. The equations of motion that will be derived in the following will provide closure for the equations of motion for $n_0$, $\varepsilon_0$, and $u^\mu$ obtained from the conservation laws, see Eqs. (9a)-(9c).

A. Shear-stress tensor

The equation of motion for the shear stress tensor is obtained by taking $r = 0$ in Eq. (23) and substituting the results derived in Eqs. (44) and (52). One then obtains,

$$\dot{\pi}^{\langle \mu \nu \rangle} + \frac{\pi^{\mu \nu}}{\tau_\pi} = \frac{8}{15} (\varepsilon_0 + \delta \varepsilon) \sigma^{\mu \nu} - 2 \dot{u}^{\langle \mu} h^{\nu \rangle} + \frac{2}{5} \nabla^{\langle \mu} h^{\nu \rangle} - \frac{4}{3} \pi^{\mu \nu} \theta - 2 \omega_\alpha^{\langle \mu} \pi^{\nu \rangle \alpha} - \frac{10}{7} \sigma^{\langle \mu \nu \rangle \alpha},$$

where the shear relaxation time is identified as $\tau_\pi = 1 / C^{(0)}_\pi$. The shear relaxation time is then given by,

$$\frac{1}{\tau_\pi} = \frac{\Gamma(6 - \gamma)}{120} \frac{1}{t_R}.$$

If $\gamma = 0$, we recover the traditional and well known result $\tau_\pi = t_R$. We note that this transport coefficient is independent of the choice of matching condition employed.

B. Particle and energy diffusion 4-currents

The equation of motion for the particle diffusion 4-current is obtained from Eq. (22) by taking $r = 0$ and substituting the results derived in Eqs. (44) and (52). We then obtain,

$$\dot{\nu}^{\langle \mu \rangle} - \frac{\beta h^{\langle \mu \rangle}}{4} + \frac{\nu^{\mu}}{\tau_\nu} - \frac{\beta}{4 \tau_h} h^\mu = \frac{\eta}{12} \nabla^\mu \alpha - \dot{u}^\mu n - \frac{1}{5} \Delta^\mu_\nu \nabla_\alpha (\beta \pi^{\nu \alpha}) + \frac{1}{3} \nabla^\mu \delta n - \nu^\mu \theta - \omega_\alpha^{\langle \mu} \nu^{\rangle \alpha} - \frac{3}{5} \sigma^{\langle \mu \nu \rangle \alpha},$$

where we defined the time scales $\tau_\nu = 1 / C^{(0)}_\nu$ and $\tau_h = - \beta / \left[ 4 C^{(0)}_h \right]$. These transport coefficients depend on the choice of matching condition employed. In addition, when deriving this equation we have approximated the moment $\rho_\mu^{\langle \mu \rangle} = (\beta/5) \pi^{\mu \nu}$, using Eqs. (44) and (45). It is also important to notice that, in the Landau frame, $h^\mu = 0$ and this equation becomes an equation of motion solely for $\nu^\mu$, with $\tau_\nu$ corresponding to a relaxation time. Meanwhile, in the Eckart frame, $\nu^\mu = 0$, and this equation becomes an equation of motion solely for $h^\mu$, with $\tau_h$ corresponding to a relaxation time. Overall, in the massless limit, we have that,

- Landau frame ($z = 1$)

$$\frac{1}{\tau_\nu} = \frac{\Gamma(4 - \gamma)}{6} \frac{1}{t_R}.$$

- Eckart frame ($z = 0$)

$$\frac{1}{\tau_h} = \frac{\Gamma(4 - \gamma)}{6} \frac{1}{t_R}.$$

We now obtain an equation of motion for the energy diffusion 4-current, $h^\mu$, which is required when arbitrary matching conditions are employed. Here, we extract this equation using the same moment that was employed in the
matching procedure itself, see Eq. (28b). Therefore, we use Eq. (22) taking \( r = z \) and substitute the results derived in Eqs. (44) and (52). This leads to the following equation of motion,

\[
- \frac{(z + 3)!}{24 \beta z - 1} \hat{h}^{(\mu)} + C^{(z)}_{\nu} \nu^{\mu} + C_{h}^{(z)} h^{\mu} = - \frac{n_{0}}{24 \beta z} (z + 2)! (z - 1) \nabla^{\mu} \nu + z \beta^{1 - z} K_{\beta}^{(z - 1)} \pi^{\alpha \mu} \dot{u}_{\alpha}
\]

\[
- \frac{1}{3} \frac{(z + 3)!}{24 \beta z - 1} \left[ \beta^{1 - z} K^{(z - 1)}_{\delta n} - \beta^{1 - z} K^{(z + 1)}_{\delta n} \right] - K_{\beta}^{(z - 1)} \nabla^{\nu}_{\beta} \nabla_{\nu} \left[ \beta^{1 - z} \pi^{\alpha \nu} \right] + \frac{1}{3} \nabla^{\mu} \left[ \beta^{1 - z} K^{(z - 1)}_{\delta n} + \beta^{1 - z} K^{(z + 1)}_{\delta n} \delta \varepsilon \right] + \frac{(z + 3)!}{24 \beta z - 1} \left( \nabla_{\mu} \nabla_{\alpha} \pi^{\alpha \nu} + h^{\alpha} \sigma^{\alpha}_{\beta} + h^{\alpha} \omega^{\alpha}_{\mu} + \frac{4}{3} h^{\alpha} \theta - \frac{1}{3} \nabla^{\mu} \delta \varepsilon + \frac{4}{3} \delta \varepsilon u^{\mu} \right). \tag{59}
\]

We note that in the Eckart frame, where we have \( z = 0 \), the equation above reduces to Eq. (68b) as expected. The coefficients \( C_{\nu, h}^{(z)} \) read,

- General frame \((z \neq 0, 1)\),

\[
\beta^{r} t_{R} C^{(r)}_{\nu} = \frac{(r - 1) \beta^{- r} \Gamma(r - \gamma + 4)(-2 \gamma + r - z)}{2 (z - 1)},
\]

\[
\beta^{r - 1} t_{R} C^{(r)}_{h} = \frac{(r - 1) \beta^{- r} \Gamma(r - \gamma + 4)(2 \gamma - r + z - 1)}{24 (z - 1)}. \tag{60}
\]

For matching conditions in which neither diffusion 4-current is set to zero, Eqs. (56) and (59) can be diagonalized with respect to the time-like derivative terms \( \nu \) and \( \dot{h} \).

C. Non-equilibrium corrections to particle and energy densities

We now derive the equations of motion satisfied by \( \delta n \) and \( \delta \varepsilon \). Since we are only considering the massless limit, an equation of motion for \( \Pi \) is not required, since this quantity is completely determined by \( \delta \varepsilon \). We note that such additional equations are not necessary for Landau or Eckart matching conditions since, in these pictures, the nonequilibrium corrections to particle and energy density simply vanish. Similarly to the procedure adopted for the rank-1 moment, we extract the equations for \( \delta n \) and \( \delta \varepsilon \) using the same moments that were employed in the matching procedure, see Eq. (28a). Therefore, we use Eq. (21) taking \( r = q \) and \( r = s \neq q \), leading to

\[
\frac{(q + 1)!}{\beta q - 1} \frac{(q - 1)!}{6 \beta q - 2} (1 - q) \delta n + \frac{(q + 1)!}{\beta q - 1} \frac{(q - 1)!}{6 \beta q - 2} (1 - q) \delta \varepsilon + \frac{(q + 1)!}{\beta q - 1} \frac{(q - 1)!}{6 \beta q - 2} (1 - q) \left( \delta n \theta + \partial_{\mu} \nu^{\mu} \right)
\]

\[
+ \frac{(q + 1)!}{6 \beta q - 2} (1 - q) \left( u_{\mu} h^{\mu} + \frac{4}{3} \delta \varepsilon \theta - \pi^{\alpha \beta} \sigma_{\alpha \beta} + \partial_{\mu} h^{\mu} \right) - q u_{\mu} \left( \beta^{1 - q} K^{(q - 1)}_{\nu} \nu^{\mu} + \beta^{2 - q} K^{(q - 1)}_{h} h^{\mu} \right)
\]

\[
+ \nabla_{\mu} \left( \beta^{1 - q} K^{(q - 1)}_{\nu} \nu^{\mu} + \beta^{2 - q} K^{(q - 1)}_{h} h^{\mu} \right) - (q - 1) \beta^{2 - q} K^{(q - 2)}_{h} \pi^{\mu \nu} \sigma_{\mu \nu} = - C(q)_{\delta n} - C(q)_{\delta \varepsilon}, \tag{61}
\]

and

\[
\frac{(s + 1)!}{\beta s - 1} \frac{(s - 1)!}{6 \beta s - 2} (1 - s) \delta n + \frac{(s + 1)!}{\beta s - 1} \frac{(s - 1)!}{6 \beta s - 2} (1 - s) \delta \varepsilon + \frac{(s + 1)!}{\beta s - 1} \frac{(s - 1)!}{6 \beta s - 2} (1 - s) \left( \delta n \theta + \partial_{\mu} \nu^{\mu} \right)
\]

\[
+ \frac{(s + 1)!}{6 \beta s - 2} (1 - s) \left( \frac{4}{3} \delta \varepsilon \theta - \pi^{\alpha \beta} \sigma_{\alpha \beta} + \partial_{\mu} h^{\mu} + u_{\mu} h^{\mu} \right) - s u_{\mu} \left( \beta^{1 - s} K^{(s - 1)}_{\nu} \nu^{\mu} + \beta^{2 - s} K^{(s - 1)}_{h} h^{\mu} \right)
\]

\[
+ \nabla_{\mu} \left( \beta^{1 - s} K^{(s - 1)}_{\nu} \nu^{\mu} + \beta^{2 - s} K^{(s - 1)}_{h} h^{\mu} \right) - (s - 1) \beta^{2 - s} K^{(s - 2)}_{h} \pi^{\mu \nu} \sigma_{\mu \nu} = - C(s)_{\delta n} - C(s)_{\delta \varepsilon}. \tag{62}
\]

Note that we obtain coupled equations of motion for \( \delta n \) and \( \delta \varepsilon \), even in the linear regime. When employing a matching condition that renders \( \delta n = 0 \), but with \( \delta \varepsilon \neq 0 \), (i.e. \( q \neq 1, 2 \) and \( s = 1 \)) Eq. (61) becomes a relaxation-type equation for \( \delta \varepsilon \). Furthermore, for \( s = 1 \) Eq. (62) simply reduces to the continuity equation associated to the conservation of particle number, see Eq. (9a). In this setting, we identify the following expression for the relaxation time of \( \delta \varepsilon \),

- Matching Conditions with \( \delta n = 0 \), \( \delta \varepsilon \neq 0 \) \((q = 1, s \neq 1, 2)\),

\[
\frac{1}{\tau_{\delta \varepsilon}} = - \frac{6 \beta^{s - 2}}{(s + 1)! (s - 1)} C^{(s)}_{\delta \varepsilon} = \frac{\Gamma(s - \gamma + 2)}{\Gamma(s + 2) \theta_{R}}, \tag{63}
\]
Similarly, if we consider matching conditions in which $\delta n \neq 0$, but $\delta \varepsilon = 0$, (i.e. $q \neq 1,2$ and $s = 2$) Eq. (61) then becomes a relaxation-type equation for $\delta n$. Furthermore, for $s = 2$ Eq. (62) reduces to the continuity equation associated to the conservation of energy, see Eq. (9b). In this case, we identify the following expression for the relaxation time associated to $\delta n$,

- **Matching Conditions with $\delta n \neq 0, \delta \varepsilon = 0$ ($q = 2, s \neq 1,2$)**

  \[
  \frac{1}{\tau_{\delta n}} = \frac{\beta^{s-1}}{(s+1)! (s/2 - 1)} C^{(s)}_{\delta n} \equiv \frac{\Gamma(s - \gamma + 2)}{\Gamma(s + 2) t_R}.
  \]

  For the remaining matching conditions, the collision integrals are given by,

- **General matching $\delta n \neq 0, \delta \varepsilon \neq 0$ ($q \neq 1,2, s \neq 2,1$)**

  \[
  \beta^{q-1} t_R C^{(q)}_{\delta n} = \frac{(q-2)(3\gamma + s - 1)\Gamma(q - \gamma + 2)}{2(s-1)},
  \]

  \[
  \beta^{q-2} t_R C^{(q)}_{\delta \varepsilon} = -\frac{(q-1)(3\gamma + s - 2)\Gamma(q - \gamma + 2)}{6(s-2)}.
  \]

For these more general matching conditions ($q, s \neq 1,2$) the timescales above cannot be interpreted as relaxation times for these fields. If one desires to obtain them, one must first diagonalize the equations of motion (61) and (62). Then, two other relaxation times arise for these coupled system of differential equations.

Equations (56),(59), (61) and (62) reduce to the traditional Israel-Stewart equations [9] if one fixes Landau matching conditions $(q,s,z) = (1,2,1)$ [30]. But since we are using a more general relaxation time approximation [27], we can now calculate the transport coefficients of Israel-Stewart theory considering relaxation times that depend on energy. In Fig. 1 we show the relaxation times $\tau_{\pi}$, $\tau_{\nu}$ (Landau matching condition) and $\tau_{h}$ (Eckart matching condition), as a function of $\gamma$. We see that $\tau_{\nu}$ vanishes at $\gamma = 4$ as a result of the divergence of the integrals involving the Laguerre polynomials – this comes about when one wants to find $x^{r-\gamma}$ as a combination of $L_n^{(2\ell+1)}(x)$ for $r = 0, \gamma = 4$ and $\ell = 1$. For values above this critical one, the relaxation times become negative, evidencing the breakdown of the RTA in Eq. (46). In its turn, for an analogous reason, $\tau_{\pi}$ vanishes at $\gamma = 6$. Finally, we note that all relaxation times become identical and equal to $t_R$ for $\gamma = 0$.

**FIG. 1**: (Color online) The relaxation times for Landau/Eckart matching conditions as a function of $\gamma$.

**VIII. CONCRETE EXAMPLE: EXOTIC ECKART FRAME**

For the sake of clarity, we now derive fluid-dynamical equations considering more specific matching conditions. We impose matching conditions in which the particle diffusion current is expressed as

\[
N^\mu \equiv n_0 u^\mu,
\]
as is usually the case of the Eckart frame, but the energy density does not follow the equilibrium equation of state \( \delta \varepsilon \neq 0 \). These matching conditions were first mentioned in Ref. [17] and we shall refer to them as Exotic Eckart frame. In practice, these set of matching conditions are implemented by taking \( (q, s, z) = (1, s, 0), \) \( s \neq 1, 2 \). In this scenario, the continuity equations for \( T^{\mu \nu} \) and \( N^\mu \) become

\[
\dot{n}_0 + n_0 \theta = 0, \tag{67a}
\]

\[
\dot{\varepsilon}_0 + \delta \varepsilon + \frac{4}{3} (\varepsilon_0 + \delta \varepsilon) \theta - \pi^{\mu \nu} \sigma_{\mu \nu} + \partial_\mu h^\mu - \dot{w}^\mu h_\mu = 0, \tag{67b}
\]

\[
\frac{4}{3} (\varepsilon_0 + \delta \varepsilon) \dot{w}^\mu - \frac{1}{3} \nabla^\mu (\varepsilon_0 + \delta \varepsilon) + \frac{4}{3} h^\mu \theta + h^\nu \sigma_{\mu \nu} + h^\nu \omega_\alpha^\mu + \dot{h}^\mu + \Delta^\mu_\nu \partial_\alpha \pi^{\alpha \nu} = 0. \tag{67c}
\]

The equations of motion for the non-equilibrium correction to the energy density, \( \delta \varepsilon \), the energy diffusion 4-current, \( h^\mu \), and the shear-stress tensor, \( \pi^{\mu \nu} \) considerably simplify and read,

\[
\dot{\delta \varepsilon} + \frac{\delta \varepsilon}{\tau_{\delta \varepsilon}} = \frac{4}{3} \delta \varepsilon \theta - \frac{\lambda_{\delta \varepsilon}}{\tau_{\delta \varepsilon}} \pi^{\alpha \beta} \sigma_{\alpha \beta} + \frac{\tau_{\delta \varepsilon}}{\tau_{\delta \varepsilon}} h^\mu \nabla_\mu P_0 - \frac{\lambda_{\delta \varepsilon}}{\tau_{\delta \varepsilon}} h^\mu \nabla_\mu \alpha - \frac{\ell_{\delta \varepsilon}}{\tau_{\delta \varepsilon}} \nabla_\mu h^\mu, \tag{68a}
\]

\[
\dot{h}^{(\mu)} + \frac{h^{(\mu)}}{\tau_h} = - \frac{P_0}{3} \nabla^\mu \alpha + \frac{1}{5} \pi^{\mu \nu} \nabla_\nu \alpha + \frac{1}{20 P_0} \pi^{\mu \nu} \nabla_\nu P_0 - \frac{1}{5} \Delta^\mu_\nu \nabla_\beta \pi^{\nu \beta} - h^\nu \sigma_{\mu \nu} - h^\nu \omega_\alpha^\mu - \frac{4}{3} h^\mu \theta + \frac{1}{3} \nabla^\mu \delta \varepsilon - \frac{1}{3} \delta \varepsilon \nabla^\mu P_0, \tag{68b}
\]

\[
\dot{\pi}^{(\mu \nu)} + \frac{\pi^{(\mu \nu)}}{\tau_{\pi}} = \frac{8}{15} (\varepsilon_0 + \delta \varepsilon) \sigma^{\mu \nu} - \frac{1}{2 P_0} h^{(\mu} \nabla^{(\nu} P_0 + \frac{2}{5} \nabla^{(\mu} h^{(\nu} - \frac{4}{3} \pi^{\mu \nu} \theta - 2 \omega^{(\mu} \pi^{\nu) \alpha} - \frac{10}{7} \sigma^{(\mu \pi \nu) \alpha}, \tag{68c}
\]

where we defined the following transport coefficients,

\[
\lambda_{\delta \varepsilon} = \frac{6}{(s + 1)!} K^{(s - 2)} - 1, \tag{69}
\]

\[
\lambda_{\delta \varepsilon} = \frac{s - 2}{4} \left( 1 - \ell_{\delta \varepsilon} \right) = \frac{3}{2} (s - 2) K^{(s - 1)} - 1, \tag{69}
\]

\[
\tau_{\delta \varepsilon} = \frac{1}{2 P_0} \frac{\lambda_{\delta \varepsilon}}{\tau_{\delta \varepsilon}} - 1. \tag{69}
\]

and the remaining coefficients can be found in Eqs. (55), (58) and (63). Besides, the corresponding \( K \)-coefficients were previously introduced in Eqs. (44) and (45). When deriving Eqs. (68a), (68b) and (68c) the equation of motion for \( u^\mu \) was employed,

\[
4 P_0 \dot{u}^\mu = \nabla^\mu P_0 + \cdots , \tag{70}
\]

to replace the 4-acceleration by the space-like gradients of pressure. In this procedure, third-order terms in the dissipative currents and/or gradients were neglected. As it can be seen above, all the couplings can be obtained if the matching-dependent transport coefficients \( \lambda_{\delta \varepsilon} \) and \( \lambda_{\delta \varepsilon} \) are known. Below, we show their values for the most simple examples of Exotic Eckart matching conditions, \( s = 0, 3, 4 \).

| \( s \) | \( \lambda_{\delta \varepsilon} \) |
|---|---|
| 0 | -1/4 |
| 3 | 1/2 |
| 4 | 7/16 |

**TABLE I:** Couplings in units of \( \tau_{\delta \varepsilon} \) for \( s = 0, 3, 4 \) Exotic Eckart matching conditions.

Next we plot in Fig. 2 the relaxation times as a function of \( \gamma \) for the Exotic Eckart matching conditions for \( s = 0, 3, 4 \). First, we notice that \( \rho_0 \), chosen to vanish for \( s = 0 \), is a non-fluid-dynamic moment only in the massless limit. Otherwise, as seen in Eq. (18), it is part of the bulk viscosity. Choosing it to vanish in general implies that non-equilibrium corrections do not change the trace of the energy-momentum tensor, \( \delta T^\mu_\mu = 0 \), a condition known to define the Stewart frame [37]. For \( s = 0 \), one can see that \( \tau_{\delta \varepsilon} \) vanishes at \( \gamma = 2 \), for the same reason already discussed in the previous section for \( \tau_h \) and \( \tau_\varepsilon \). This further constrains the range of validity of the collision term ansatz of Sec. VI. We note that, in general \( \tau_{\delta \varepsilon} \) vanishes for larger values of \( \gamma = 2 + 2 \). Once again for \( \gamma = 0 \) all the relaxation times reduce to \( t_R \).
In order to further assess the consequences of the present formulation, we solve the fluid-dynamical equations in the highly symmetric, longitudinally boost-invariant Bjorken background [38] assuming Exotic Eckart matching conditions. In this scenario, it is convenient to use Milne coordinates \( \tau = \sqrt{t^2 - z^2} \) and \( \eta = \tanh^{-1}(z/t) \) so that the line element of Minkowski space reads \( ds^2 = d\tau^2 - dx^2 - dy^2 - \tau^2 d\eta^2 \). In these coordinates the only non-vanishing connection components are \( \Gamma^\eta_\eta = \tau, \; \Gamma^\eta_\tau = \Gamma^\eta_\eta = 1/\tau \) and a stationary fluid in these coordinates, \( (u^\tau, u^x, u^y, u^\eta) = (1, 0, 0, 0) \), translates into a longitudinally boost-invariant expanding fluid in the usual coordinate system. The system is also assumed to be invariant under reflections around the longitudinal axis, implying that any 4-vector that is orthogonal to the fluid 4-velocity is identically zero. Therefore, the energy diffusion 4-current vanishes exactly, translates into a longitudinally boost-invariant expanding fluid in the usual coordinate system. The component is also assumed to be invariant under reflections around the longitudinal axis, implying that any 4-vector that is orthogonal to the fluid 4-velocity is identically zero. Therefore, the energy diffusion 4-current vanishes exactly, \( h^\mu = 0 \), as well as any space-like derivative of a scalar field, e.g. \( \nabla^\mu P_0 = \nabla^\nu \alpha = 0 \). The coordinate system and the symmetries of the problem further imply that the shear tensor, and the shear-stress tensor can be written in the following simple form,

\[
\sigma^\mu_\nu = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -\frac{1}{3\tau} & \frac{2}{3\tau} & 0 \\ 0 & \frac{2}{3\tau} & \frac{1}{3\tau} & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]

\[
\pi^\mu_\nu = \begin{pmatrix} 0 & -\frac{\pi}{2} & \frac{\pi}{2} & 0 \\ -\frac{\pi}{2} & -\frac{\pi}{2} & \pi & 0 \\ \frac{\pi}{2} & \pi & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

Finally, the expansion rate in this coordinate system is given by \( \theta = 1/\tau \).

With the assumptions above, Eqs. (67b), (68a), and (68c) can be cast in the following matrix form,

\[
\begin{pmatrix} \varepsilon_0' \\ \delta \varepsilon' \\ \pi' \end{pmatrix} + \begin{pmatrix} \frac{4}{3\tau} & -\frac{1}{3\tau} & -\frac{1}{\tau} & \frac{1}{3\tau} & \frac{1}{3\tau} \\ 0 & 0 & 0 & \frac{38}{3\tau} & \frac{38}{3\tau} \\ -\frac{16}{3\tau} & -1 & \frac{1}{\tau} & \frac{1}{3\tau} & \frac{1}{3\tau} \end{pmatrix} \begin{pmatrix} \varepsilon_0 \\ \delta \varepsilon \\ \pi \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix},
\]

where we identify that the only matching-dependent transport coefficients that remain are \( \tau_{\delta \varepsilon} \) and \( \lambda_{\delta \varepsilon \pi} \). We note that the equation of motion for the particle density, (67a), simply decouples from the equations above in Bjorken flow and will not be considered in the following [39]. We solve these equations assuming that the fluid is initially in equilibrium, \( \delta \varepsilon(\tau_0) = \pi(\tau_0) = 0 \), with an initial time of \( \tau_0 = 0.1 \; t_R \). The initial equilibrium energy density is \( \varepsilon_0 = 1 \; \text{fm}^{-4} \). All results are shown in units of \( t_R \) and, thus, they do not depend on the actual value employed for this quantity.

In Fig. 3 we show the time evolution of the total energy density and the normalized longitudinal component of the shear-stress tensor as a function of \( \tau \). These results are actually matching independent since Eqs. (9b) and (54) depend solely on the total energy density, \( \varepsilon = \varepsilon_0 + \delta \varepsilon \), in Bjorken flow. Nevertheless, we see that the energy-dependence of the relaxation time does play a role on the time evolution of \( \varepsilon \) and \( \pi \). The effect of increasing \( \gamma \) is to increase the timescale at which the fields evolve towards equilibrium. Increasing \( \gamma \) also enhances the maximal value reached by the normalized longitudinal component of the shear-stress tensor.

In Fig. 4 we plot solutions of \( \delta \varepsilon \) as a function of \( \tau \), for several choices of Exotic Eckart frames, i.e., \( s = 0, 3, 4 \) and different values of \( \gamma \). We see that the strong longitudinal expansion leads to a significant \( \delta \varepsilon \), that increases to be 20–30% of the equilibrium energy density. Furthermore, this quantity depends significantly on the choice of matching conditions.
condition, which may even lead to a change of its sign: the solution leads to positive corrections to $\varepsilon_0$ for $s = 0$, and then negative for $s = 3, 4$. This change of sign can be explained by the fact that the dynamics of $\delta \varepsilon$ is dictated by its coupling with the shear-stress tensor and the transport coefficient that quantifies this coupling, $\lambda_{\delta \varepsilon \pi}$, is negative when $s = 0$ and changes to positive at $s = 3$ (see Table I). Figure 4 also shows that the dynamics of $\delta \varepsilon$ can depend significantly on the energy dependence of the relaxation time, here dictated by the parameter $\gamma$. This effect can be traced to the effect of $\gamma$ on the relaxation time $\tau_{\delta \varepsilon}$, shown in Fig. 2. This dependence is significantly affected by the matching condition.

FIG. 3: (Color online) Solutions of the transient equations for different values of $\gamma$ to the energy density and the normalized anisotropic pressure as a function of $\tau/t_R$ for the exotic Eckart matching conditions with $s = 0$. The former is dynamically normalized by $\varepsilon + P = (4/3)(\varepsilon_0 + \delta \varepsilon)$.
FIG. 4: (Color online) Solutions of the transient equations for different values of $\gamma$ to the effective temperature and chemical potential as a function of $\tau/t_R$ for Landau matching conditions.

IX. CONCLUSION

In this work we derived the Israel-Stewart equations of relativistic dissipative fluid dynamics from the Boltzmann equation assuming general matching conditions. For this purpose, we considered a single component gas of massless particles. This derivation was performed by generalizing the traditional 14-moment approximation to situations when neither the Landau nor Eckart matching conditions are imposed.

The equations of motion derived are coupled relaxation equations for the non-equilibrium fields ($\delta n, \delta \varepsilon, \nu^\mu, h^\mu, \pi^\mu\nu$), with $\delta n$ and $\delta \varepsilon$ being new dissipative quantities that may appear when general matching conditions are employed. Assuming the relaxation time approximation we calculated microscopic expressions for all the transport coefficients that appear in the fluid-dynamical equations derived in the massless limit. For the sake of illustration, solutions of these novel equations of motion were calculated using Bjorken flow and Exotic Eckart matching conditions. There we can see that the dynamics of $\delta \varepsilon$ varies appreciably with the choice of matching condition. In particular, for the rapidly expanding system described in the Bjorken flow, we see that the nonequilibrium correction to the energy density may achieve large values.

It still remains to be verified if the equations derived in this work can be constructed to be linearly causal and stable, as happens when Landau or Eckart matching conditions are employed. Furthermore, we hope to derive these equations of motion without the assumption of massless particles and for a general collision term. These tasks will be left to future work.
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Appendix A: Approximation of non-fluid-dynamical and collision term moments

In the moment equations (21), (22) and (23) we see that the fluid-dynamical fields are coupled to non-fluid-dynamical moments such as the $\rho_{\mu}^{\mu-1}$ that appears in the equation of motion for $\nu^\mu$. In their turn, the collision term moments in Eqs. (49), (50) and (51) involve the $\rho_{\mu_1\cdots\mu_\ell}^{\mu_1\cdots\mu_\ell}$ which are in general non-integer moments of the one-particle distribution function. Thus, we must be able to approximate these moments in terms of fluid-dynamical fields. This task was partially performed in Sec. V and shall be complemented in this Appendix.

We start by substituting the truncated moment expansion for $\phi_p$, Eq. (32), into the definition of an arbitrary irreducible moment, Eq. (20), leading to

\[ \rho_r \approx N_0 \sum_{n=0}^{N_0} (E^{r}_{p},P^{(0)}_{n})_0 \Phi_n, \]

\[ \rho_r^{\mu} \approx N_1 \sum_{n=0}^{N_1} (E^{r}_{p},P^{(1)}_{n})_1 \Phi_n^{\mu}, \]

\[ \rho_r^{\mu\nu} \approx (E^{r}_{p},P^{(2)}_{n})_2 \Phi_0^{\mu\nu}. \]  

The integrals $(E^{r}_{p},P^{(\ell)}_{n})_\ell$ can be computed analytically in the massless case, where the orthogonal polynomials reduce to associated Laguerre polynomials, $L_{n}^{(2\ell+1)}$. In this case [32],

\[ (E^{r}_{p},P^{(\ell)}_{n})_\ell = \frac{\ell!}{(2\ell+1)!} \frac{(-1)^{n+\ell}\Gamma(r+1)\Gamma(r+2\ell+2)}{2\beta^{2\ell+2+r}\Gamma(n+1)\Gamma(-n+r+1)} P_0, \]  

where we remind the reader that $P_0$ is the thermodynamic pressure, which is given by $P_0 = e^{\alpha}/(\pi^2\beta^4)$. We note that, if $r+2\ell+2 = 0$, $-1$, $-2$, $\cdots$, the expression above diverges.

Next, we follow the steps outlined in Sec. V, one writes the expansion coefficients $\Phi_0^{\mu\nu}, \Phi_0^{\mu}, \Phi_1^{\mu}, \Phi_2^{\mu}, \Phi_0, \Phi_1, \Phi_2, \Phi_3, \Phi_4$ as a linear combination of the fluid-dynamical fields. This procedure depends on the matching condition employed and yields the following results,

- Eckart frame:

  \[ \Phi_0^{\mu} = 0, \quad \Phi_1^{\mu} = \frac{\beta}{4P_0} h^{\mu}. \]  

- Landau frame:

  \[ \Phi_0^{\mu} = -\frac{1}{P_0} \nu^{\mu}, \quad \Phi_1^{\mu} = -\frac{1}{P_0} \nu^{\mu}. \]  

- General frame:

  \[ \Phi_0^{\mu} = -\frac{1}{P_0} \nu^{\mu}, \quad \Phi_1^{\mu} = -\frac{1}{P_0} \nu^{\mu} + \frac{\beta}{4P_0} h^{\mu}, \quad \Phi_2^{\mu} = -\frac{2}{zP_0} \nu^{\mu} + \frac{\beta}{2(z-1)P_0} h^{\mu}. \]  

Now, for coefficients related to the scalar variables, we have,

- Matching conditions with $\delta n = 0, \delta \varepsilon \neq 0$ ($q = 1$ and $s \neq 1, 2$)

  \[ \Phi_0 = -\frac{s}{s-2} \frac{\delta \varepsilon}{\varepsilon_0}, \quad \Phi_1 = -\frac{s}{s-2} \frac{\delta \varepsilon}{\varepsilon_0}, \quad \Phi_2 = -\frac{2}{s-2} \frac{\delta \varepsilon}{\varepsilon_0}. \]  

(A1)
• Matching conditions with $\delta n \neq 0$, $\delta \varepsilon = 0$ $q = 2$ and $s \neq 2,1$

$$\Phi_0 = \frac{2s \cdot \delta n}{s - 1 \cdot n_0}, \quad \Phi_1 = \frac{s + 1 \cdot \delta n}{s - 1 \cdot n_0}, \quad \Phi_2 = \frac{2 \cdot \delta n}{s - 1 \cdot n_0}.$$ \hspace{1cm} (A7)

• General frame $q, s \neq 1,2,$

$$\Phi_0 = \frac{(qs + q + s - 1) \cdot \delta n}{2(q - 1)(s - 1) \cdot n_0} - \frac{(qs + 2)(s - 2) \cdot \delta \varepsilon}{(q - 2)(s - 2) \cdot \varepsilon_0},$$

$$\Phi_1 = \frac{(qs + q + s - 1) \cdot \delta n}{2(q - 1)(s - 1) \cdot n_0} - \frac{(qs + 2)(s - 2) \cdot \delta \varepsilon}{(q - 2)(s - 2) \cdot \varepsilon_0},$$

$$\Phi_2 = \frac{(q + s - 1) \cdot \delta n}{(q - 1)(s - 1) \cdot n_0} - \frac{(q + s - 2) \cdot \delta \varepsilon}{(q - 2)(s - 2) \cdot \varepsilon_0},$$

$$\Phi_3 = \frac{6 \cdot \delta n}{(q - 1)(s - 1) \cdot n_0} - \frac{6 \cdot \delta \varepsilon}{(q - 2)(s - 2) \cdot \varepsilon_0}.$$ \hspace{1cm} (A8)

Now we proceed to approximate the non-fluid-dynamical moments as

$$\rho^{\mu \nu} \approx K^{(r)} \beta^{-r} \pi^{\mu \nu},$$

$$\rho^{\mu} \approx K^{(r)} \beta^{-r} \nu^{\mu} + K^{(r)} \beta^{1-r} h^{\mu},$$

$$\rho^{r} \approx K^{(r)} \beta^{1-r} \delta n + K^{(r)} \beta^{2-r} \delta \varepsilon.$$ \hspace{1cm} (A9)

As the expressions for the $\Phi$ components in terms of the fluid-dynamical fields depend on matching conditions chosen, so do the $K$ coefficients. Hence, for the coefficients related to the scalar fields

• Generalized matching ($q = 1 s \neq 2$

$$K_{\delta \varepsilon}^{(z)} = \frac{(z - 1)(s - z) \Gamma(z + 2)}{6(s - 2)}.$$ \hspace{1cm} (A10)

• Generalized matching ($q = 2 s \neq 1$

$$K_{\delta n}^{(z)} = \frac{(z - 2)(z - s) \Gamma(z + 2)}{2(s - 1)}.$$ \hspace{1cm} (A11)

• Generalized matching ($q, s \neq 1,2$)

$$K_{\delta n}^{(z)} = \frac{(z - 2)(q - z)(z - s) \Gamma(z + 2)}{2(q - 1)(s - 1)},$$

$$K_{\delta \varepsilon}^{(z)} = \frac{(z - 1)(q - z)(s - z) \Gamma(z + 2)}{6(q - 2)(s - 2)}.$$ \hspace{1cm} (A12)

We should notice, again, that the coefficients above are not needed if one uses Landau/Eckart matching conditions. As for the coefficients related to the vector fields they read

• Landau matching

$$K_{\nu}^{(s)} = -\frac{1}{6} \frac{(s - 1) \Gamma(s + 4)}{s \Gamma(s + 4)}.$$ \hspace{1cm} (A13)

• Eckart matching

$$K_{h}^{(s)} = \frac{1}{24} s \Gamma(s + 4).$$ \hspace{1cm} (A14)

• Generalized matching $z \neq 0,1$

$$K_{\nu}^{(s)} = \frac{(s - 1)(s - z) \Gamma(s + 4)}{6z \Gamma(s + 4)},$$

$$K_{h}^{(s)} = \frac{s(z - s) \Gamma(s + 4)}{24(z - 1)}.$$ \hspace{1cm} (A15)
As for the collision term moments, \( \int dPE_{p}^{-1}p_{\mu_{1}}\ldots p_{\mu_{\ell}}C[f_{p}] \), taking the prescription (46) into account, one must approximate the moments \( \rho_{r-\gamma}^{\mu_{1}\ldots\mu_{\ell}} \), where \( \gamma \) is not a integer in general. We can do so with the expressions (A9) with \( r \mapsto r-\gamma \), then, Eqs. (53) can be derived.