Abstract

We analyze the prediction performance of ridge and ridgeless regression when both the number and the dimension of the data go to infinity. In particular, we consider a general setting introducing prior assumptions characterizing “easy” and “hard” learning problems. In this setting, we show that ridgeless (zero regularisation) regression is optimal for easy problems with a high signal to noise. Furthermore, we show that additional descents in the ridgeless bias and variance learning curve can occur beyond the interpolating threshold, verifying recent empirical observations. More generally, we show how a variety of learning curves are possible depending on the problem at hand. From a technical point of view, characterising the influence of prior assumptions requires extending previous applications of random matrix theory to study ridge regression.

1 Introduction

Understanding the generalisation properties of Artificial Deep Neural Networks (ANN) has recently motivated a number of statistical questions. These models perform well in practice despite perfectly fitting (interpolating) the data, a property that seems at odds with classical statistical theory [49]. This has motivated the investigation of the generalisation performance of methods that achieve zero training error (interpolators) [32] [9] [11] [10] [8] and, in the context of linear least squares, the unique least norm solution to which gradient descent converges [22] [5] [37] [8] [21] [38] [20] [39]. Overparameterized linear models, where the number of variables exceed the number of points, are arguably the simplest and most natural setting where interpolation can be studied. Moreover, in certain regimes ANN can be approximated by suitable linear models [24] [17] [18] [2] [13].

The learning curve (test error versus model capacity) for interpolators has been shown to exhibit a characteristic “Double Descent” [1] [7] shape, where the test error decreases after peaking at the “interpolating” threshold, that is, the model capacity required to interpolate the data. The regime beyond this threshold naturally captures the settings of ANN [49], and thus, has motivated its investigation [36] [44] [39]. Indeed, for least squares regression, sharp characterisations of a double
descent curve have been obtained for the least norm interpolating solution in the case of isotropic or auto-regressive covariates [22, 8] and random features [36].

For least squares regression the structure of the features and data can naturally influence generalisation performance. This can be argued to arise also in the case of ANN where, for instance, inductive biases can be encoded in the network architecture e.g. convolution layers for image classification [29, 30]. In contrast, least squares models investigated beyond the interpolation threshold have focused on cases where the ground truth parameter is symmetric in nature [16, 22, 5], without a natural notion of the estimation problem’s difficulty. This has left open the natural questions of what characteristics the learning curve exhibits beyond the interpolating threshold when the features and data are drawn from more structured distributions, such as, lower-dimensional spaces.

In this work we investigate the performance of ridge regression, and its ridgeless limit, assuming the data is generated from a noisy linear model with a structured regression parameter. This structure is encoded through a general function analogous to the source condition used in kernel regression and inverse problems, see e.g. [35, 6]. The function is applied to the spectrum of the population covariance of covariates and represents how well the true regression parameter is aligned to the variation in the covariates. We then study the test error of the ridge regression estimator in a high-dimensional asymptotic regime when the number of samples and ambient dimension go to infinity in proportion to one another. The limits of resulting quantities are then characterised by utilising tools from asymptotic Random Matrix Theory [3, 31, 16, 22], with results specifically developed to characterise the influence of the source condition. This provides a more general framework for studying the limiting test error of ridge regression, characterised by the signal to noise, regularisation, overparameterisation, and now, the structure of the parameter through the source condition.

We then instantiate our general framework and results to a stylized structure, allowing to study model misspecification and its effect on prediction error. Specifically, we consider a population covariance with two types of Eigenvectors: strong features, associated with a common large Eigenvalue (hence favored by the ridge estimator), as well as weak features, with a common smaller Eigenvalue. This model is an idealization of a realistic structure for distributions, with some parts of the signal (associated for instance to high smoothness, or low-frequency components) easier to estimate than other, higher-frequency components. The use of source conditions allows to study situations where the true coefficients exhibit either faster or slower decay than implicitly postulated by the ridge estimator, a form of model misspecification which affects predictive performance. This encodes the difficulty of the problem, and allows to distinguish between “easy” and “hard” learning problems. We now summarise the primary contributions of this work.

- **Asymptotic Prediction Error under General Source Condition.** An asymptotic characterisation of the test error under a general source condition on the ground truth is provided. This required characterizing the limit of certain trace quantities, and provides a richer framework for investigating the performance of ridge regression. (Theorem 1)

- **Zero Ridge Regularisation Optimal for Easy Problems with High SNR.** In the “easy”, overparameterised and high signal-to-noise ratio (SNR) case, we show that the optimal regularisation choice is zero. Previously, for least squares regression with isotropic prior, the optimal regularisation choice was zero only in the limit of infinity signal to noise [14, 16]. (Section 3.1)

Our analysis of the strong and weak features model also provides asymptotic characterisations of a
number of phenomena recently observed within the literature. That is, adding noisy weak features performs implicit regularisation and can recover the performance of optimally tuned regression restricted to the strong features [28]. Also, we show an additional peak occurring in the learning curve beyond the interpolation threshold for the ridgeless bias and variance [39]. These particular insights are presented in Sections 3.2 and 3.3 respectively.

Let us now describe the remainder of this work. Section 1.1 covers the related literature. Section 2 describes the setting, and provides the general theorem. Section 3 formally introduces the strong and weak features model, and presents the aforementioned insights. Section 4 gives the conclusion.

1.1 Related Literature

Due to the large number of works investigating interpolating methods as well as double descent, we next focus on works that consider the asymptotic regime.

High-Dimensional Statistics. Random matrix theory has found numerous applications in high-dimensional statistics [18, 19]. In particular, asymptotic random matrix theory has been leveraged to study the predictive performance of ridge regression under a well-specified linear model with an isotropic prior on the parameter, for identity population covariance [27, 26, 14, 47] and then general population covariance [16]. More recently, [33] considered the limiting test error of the least norm predictor under the spiked covariance model [25] where, both, a subset of Eigenvalues and the ratio of dimension to samples diverge to infinity. They show the bias is bounded by the norm of the ground truth projected on the Eigenvectors associated to the subset of large Eigenvalues. In contrast to these works, our work follows the kernel regression or inverse problems literature [6], by adding structural assumptions on the parameter through the variation of its coefficients along the covariance basis.

Double Descent for Least Squares. While interpolating predictors (which perfectly fit training data), are classically expected to be sensitive to noise and exhibit poor out-of-sample performance, empirical observations about the behaviour of artificial neural networks [49] challenged this received wisdom. This surprising phenomenon, where interpolators can generalize, has first been shown for some local averaging estimators [11, 9], kernel “ridgeless” regression [32], and linear regression, where [5] characterised conditions on the covariance structure under which ridgeless estimation has small variance. A “double descent” phenomenon for interpolating predictors, where test error can decrease past the interpolation threshold, has been suggested by [7]. This double descent curve has been established in the context of asymptotic least squares [22, 36, 8, 20, 38, 39]. The work [22] considers either isotropic or auto-regressive features, while [36] consider Random Features constructed from a non-linear functional applied to the product of isotropic covariates and a random matrix. Meanwhile, the works [37, 20, 38] considers recovery guarantees under sparsity assumptions on the parameter, with [20] showing a peak in the test error when the number of samples equals the sparsity of the true predictor. The work [38] considers recovery properties of interpolators in the non-asymptotic regime. In contrast to these works, we make a direct connection between the population covariance and the ground truth parameter. Finally, [39] recently gave empirical evidence showing additional peaks in the test error occur beyond the interpolation threshold when the covariance is misaligned with the ground truth predictor. These empirical observations are verified by the theory we develop in this paper.
2 Dense Regression with General Source Condition

In this section we formally introduce the setting as well as the main theorem. Section 2.1 introduces the linear regression setting. Section 2.2 introduces the functionals that arise from asymptotic random matrix theory. Section 2.3 then presents the main theorem.

2.1 Problem Setting

We start by introducing the linear regression setting and the general source condition.

Linear Regression. We consider prediction in a random-design linear regression setting with Gaussian covariates. Let $\beta^* \in \mathbb{R}^d$ denote the true regression parameter, $\Sigma \in \mathbb{R}^{d \times d}$ the population covariance, and $\sigma^2 > 0$ the noise variance; up to rescaling, one can assume $\sigma^2 = 1$. We consider an i.i.d. dataset $\{(x_i, y_i)\}_{1 \leq i \leq n}$ such that for $i = 1, \ldots, n$,

$$
y_i = \langle \beta^*, x_i \rangle + \sigma \epsilon_i, \quad x_i \sim \mathcal{N}(0, \Sigma), \quad \mathbb{E}[\epsilon_i | x_i] = 0, \quad \mathbb{E}[\epsilon_i^2 | x_i] = 1. \tag{1}
$$

In what follows, we let $Y = (y_1, \ldots, y_n), \epsilon = (\epsilon_1, \ldots, \epsilon_n) \in \mathbb{R}^n$, as well as the design matrix $X \in \mathbb{R}^{n \times d}$. Given the $n$ samples the objective is to derive an estimator $\hat{\beta} \in \mathbb{R}^d$ that minimises the error of predicting a new response. For a fixed parameter $\beta^*$, the test risk is then $R(\beta) = \mathbb{E}[(x, \beta^*) - y]^2 = \| \Sigma^{1/2}(\beta^* - \beta) \|_2^2 + \sigma^2$, where the expectation is with respect to a new response sampled according to (1). We consider ridge regression [23, 46], defined for $\lambda > 0$ by

$$
\beta_\lambda := \left( \frac{X^T X}{n} + \lambda I \right)^{-1} X^T Y = \arg\min_{\beta \in \mathbb{R}^d} \left\{ \frac{1}{n} \sum_{i=1}^{n} (y_i - \langle \beta, x_i \rangle)^2 + \lambda \| \beta \|_2^2 \right\}. \tag{2}
$$

Source Condition. We consider an average-case analysis where the parameter $\beta^*$ is random, sampled with covariance encoded by a source function $\Phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+$, which describes how coefficients of $\beta^*$ vary along Eigenvectors of $\Sigma$. Specifically, denote by $\{(\tau_j, v_j)\}_{1 \leq j \leq d}$ the Eigenvalue-Eigenvector pairs of $\Sigma$, ordered so that $\tau_1 \geq \tau_2 \geq \cdots \geq \tau_d \geq 0$, and let $\Phi(\Sigma) = \sum_{j=1}^{d} \Phi(\tau_j) v_j v_j^\top$. For $r > 0$ (one can assume $r^2 = 1$ up to change of $\Phi$), the parameter $\beta^*$ is such that

$$
\mathbb{E}[\beta^*] = 0, \quad \mathbb{E}[\beta^* (\beta^*)^\top] = \frac{r^2}{d} \Phi(\Sigma). \tag{3}
$$

For estimators linear in $Y$ (such as ridge regression), the expected risk only depends on the first two moments of the prior on $\beta^*$, hence one can assume a Gaussian prior $\beta^* \sim \mathcal{N}(0, r^2 \Phi(\Sigma)/d)$. Under prior (3), $\Phi(\Sigma)^{-1/2} \beta^*$ has isotropic covariance $I/d$, so that $\mathbb{E}[\| \Phi(\Sigma)^{-1/2} \beta^* \|^2] = 1$. This means that the coordinate $\beta_j := \langle \beta^*, v_j \rangle$ of $\beta^*$ in the $j$-th direction has standard deviation $\sqrt{\Phi(\tau_j)/d}$. We note that, as $d \rightarrow \infty$, $\beta^*$ has a “dense” high-dimensional structure, where the number of its components grows with $d$, while their magnitude decreases proportionally. This prior is an average-case, high-dimensional analogue of the standard source condition considered in inverse problems and nonparametric regression [35, 46], which describes the behaviour of coefficients of $\beta^*$ along the Eigenvector basis of $\Sigma$. In the special case $\Phi(x) = x^a$, one has $\mathbb{E}[\| \Sigma^{-a/2} \beta^* \|^2] = r^2/a$, for a Gaussian prior, $\Sigma^{-a/2} \beta^* \sim \mathcal{N}(0, r^2 I/d)$, which is rotation invariant with squared norm distributed as $r^2 \chi_d^2 / d$ (converging to $r^2$ as $d \rightarrow \infty$), hence “close” to the uniform distribution on the sphere of radius $r$. 


Easy and Hard Problems. The case of a constant function $\Phi(x) \equiv 1$ corresponds to an isotropic prior under the Euclidean norm used for regularisation, and has been studied by [13, 16, 22]. In this case (see Remark 1 below), properly-tuned ridge regression (in terms of $r^2$) is optimal in terms of average risk. The influence of $\Phi$ can be understood in terms of the average signal strength in eigen-directions of $\Sigma$. Specifically, let $v_j$ be an eigenvector of $\Sigma$, with associated Eigenvalue $\tau_j$. Then, given $\beta^*$, the signal strength in direction $v_j$ (namely, the contribution of this direction to the signal) is $E_x \langle \beta^*, v_j \rangle v_j, x \rangle^2 = \tau_j \langle \beta^*, v_j \rangle^2$, its expectation over $\beta^*$ is $\tau_j \Phi(\tau_j)$. When $\Phi$ is increasing, strength along direction $v_j$ decays faster as $\tau_j$ decreases than postulated by the ridge estimator. In this sense, the problem is lower-dimensional, and hence “easier” than for constant $\Phi$; likewise, a decreasing $\Phi$ is associated to a slower decay of coefficients, and therefore a “harder”, higher-dimensional problem.

While our results do not require this restriction, it is natural to consider functions $\Phi$ such that $\tau \mapsto \tau \Phi(\tau)$ is non-decreasing, so that principal components (with larger Eigenvalue) carry more signal on average; otherwise, the norm used by the ridge estimator favours the wrong directions. In this respect, the hardest prior is obtained for $\Phi(\tau) = \tau - 1$, corresponding to the isotropic prior in the prediction norm induced by $\Sigma$; for this un-informative prior, all directions have same signal strength. Finally, note that in the standard nonparametric setting of reproducing kernel Hilbert spaces, source conditions are related to smoothness of the regression function [45].

As $\beta^*$ is random, we study the expected performance of the ridge estimator against the ground truth i.e. the expected test error $E_{\epsilon, \beta^*} [R(\beta_\lambda) - R(\beta^*)] = E_{\epsilon, \beta^*} [\|\Sigma^{1/2}(\beta - \beta^*)\|^2_n]$, where the expectation is with respect to the parameter $\beta^*$ and the noise $\epsilon$ within the $n$ samples.

Remark 1 (Oracle Estimator) The best linear (in $Y$) estimator in terms of average risk can be described explicitly. It corresponds to the Bayes-optimal estimator under prior $N(0, r^2 \Phi(\Sigma)/d)$ on $\beta^*$, which writes:

$$\tilde{\beta} = \left( \frac{X^TX}{n} + \frac{\sigma^2 d}{r^2 n} \Phi(\Sigma)^{-1} \right)^{-1} \frac{X^TY}{n}.$$ \hspace{1cm} (4)

This estimator requires knowledge of $\Sigma$ and $r^2 \Phi$. In the special case of an isotropic prior with $\Phi \equiv 1$, the oracle estimator is the ridge estimator (2) with $\lambda = (\sigma^2 d)/(r^2 n)$.

2.2 Random Matrix Theory

Let us now describe the considered asymptotic regime, as well as quantities and notions from random matrix theory that appear in the analysis.

High-Dimensional Asymptotics. We study the performance of the ridge estimator $\beta_\lambda$ under high-dimensional asymptotics [27, 26, 14, 16, 47, 3], where the number of samples and dimension go to infinity $n, d \to \infty$ proportionally with $d/n \to \gamma \in (0, \infty)$. This setting enables precise characterisation of the risk, beyond the classical regime where $n \to \infty$ with fixed true distribution.

The ratio $\gamma = d/n$ plays a key role. A value of $\gamma > 1$ corresponds to an overparameterised model, with more parameters than samples. Some care is required in interpreting this quantity: indeed, for a fixed sample size $n$, varying $\gamma$ changes $d$ and hence the underlying distribution. Hence, $\gamma$ should not be interpreted as a degree of overparameterisation. Rather, it quantifies the sample size relatively to the dimension of the problem.
Random Matrix Theory. Following standard assumptions \[31, 16\], assume the spectral distribution of the covariance \( \Sigma \) converges almost surely to a probability distribution \( H \) supported on \([h_1, h_2]\) for \( 0 < h_1 \leq h_2 < \infty \). Specifically, denoting the cumulative distribution function of the population covariance Eigenvalues as \( H_d(\tau) = \frac{1}{d} \sum_{i=1}^{d} \mathbf{1}(\tau_i, \infty) \), we have \( H_d \rightarrow H(\tau) \) almost surely as \( d \rightarrow \infty \).

A key quantity utilised within the analysis is the Stieltjes Transform of the empirical spectral distribution, defined for \( z \in \mathbb{C} \setminus \mathbb{R}_+ \) as \( \tilde{m}(z) := d^{-1} \text{Tr} \left( \left( \frac{X^TX}{n} - zI \right)^{-1} \right) \). Under appropriate assumptions of the covariates \( x \) (see for instance \[16\]) it is known as \( n, d \rightarrow \infty \) the Stieltjes Transform of the empirical covariance \( \tilde{m}(z) \) converges almost surely to a Stieltjes transform \( m(z) \) that satisfies the following stationary point equation

\[
m(z) = \int_{0}^{\infty} \frac{1}{\tau(1 - \gamma(1 + zm(z))) - z} dH(\tau).
\] (5)

In the case of an isotropic covariance \( \Sigma = I \), where the limiting spectral distribution is a point mass at one, the above equation can be solved for \( m(z) \) where it is the Stieltjes Transform of the Marchenko-Pastur distribution \[33\]. For more general spectral densities, the stationary point equation \[5\] may not be as easily solved algebraically, but can still yield insights into the limiting properties of quantities that arise. One tool that we will use extensively to gain insights into quantities that depend on \( m(z) \) will be its companion transform \( v(z) \) which is the Stieltjes transform of the limiting spectral distribution of \( n^{-1}XX^\top \). It is related to \( m(z) \) through the following equality \( \gamma(m(z) + 1/z) = v(z) + 1/z \) for all \( z \in \mathbb{C} \setminus \mathbb{R}_+ \). Finally, introduce the \( \Phi \)-weighted Stieltjes Transform

\[
\Theta^\Phi(z) = \int \Phi(\tau) \frac{1}{\tau(1 - \gamma(1 + zm(z))) - z} dH(\tau)
\]

which is the limit of the trace quantity \( d^{-1} \text{Tr} \left( \Phi(\Sigma)(\frac{X^TX}{n} - zI)^{-1} \right) \) \[31\].

2.3 Main Theorem: Asymptotic Risk under General Source Condition

Let us now state the main theorem of this work, which provides the limit of the ridge regression risk.

**Theorem 1** Consider the setting described in Section 2.1 and 2.2. Suppose \( \Phi \) is a real-valued bounded function defined on \([h_1, h_2]\) with finitely many points of discontinuity and let \( v'(z) = \partial v(z)/\partial z \). If \( n, d \rightarrow \infty \) with \( \gamma = d/n \in (0, \infty) \) then almost surely

\[
\mathbf{E}_{\epsilon, \beta^*}(R(\beta_\lambda) - R(\beta^*)) \rightarrow \sigma^2 \left( \frac{v'(-\lambda)}{(v(-\lambda))^2} - 1 \right) + r^2 \frac{\Phi(-\lambda) + \lambda \partial \Phi(-\lambda)}{v(-\lambda)^2}.
\]

The above theorem characterises the expected test error of the ridge estimator when the sample size and dimension go to infinity \( n, d \rightarrow \infty \) with \( d/n = \gamma \in (0, \infty) \), and \( \beta^* \) is distributed as \[\beta\]. The asymptotic risk in Theorem 1 is characterised by the relative sample size \( \gamma \), the limiting spectral distribution \( H \), and the source function \( \Phi \) (normalising \( \sigma^2 = r^2 = 1 \)). This provides a general form for studying the asymptotic test error for ridge regression in a dense high-dimensional setting. The source condition affects the limiting bias; to evaluate it we are required to study the limit of the trace quantity \( d^{-1} \text{Tr} \left( \Sigma((X^TX/n - zI)^{-1}\Phi(\Sigma)(X^TX/n - zI)^{-1}) \right) \), which is achieved utilising techniques
from both $[12]$ and $[31]$ (key steps in proof of Lemma 1 Appendix C). The variance term in Theorem 1 aligns with that seen previously in $[16]$, as the structure of $\beta^*$ only influences the bias.

We now give some examples of asymptotic expected risk $r$ in Theorem 1 for $3$ different structures of $\beta^*$, namely $\Phi(x) = 1$ (isotropic), $\Phi(x) = x$ (easier case) and $\Phi(x) = x^{-1}$ (harder case).

**Corollary 1** Consider the setting of Theorem 1. If $n, d \to \infty$ with $\gamma = d/n$, then almost surely

$$
E_{\epsilon, \beta}[R(\beta_\lambda) - R(\beta^*)] \to \sigma^2 \left( \frac{\nu'(-\lambda)}{\nu(-\lambda)^2} - 1 \right) + r^2 \left( \begin{array}{c}
\frac{\nu'(-\lambda)}{\nu(-\lambda)^2} \cdot \frac{1}{\gamma \nu(-\lambda)^2} \\
\frac{1}{\gamma \nu(-\lambda)^2} - \frac{\nu'(-\lambda)}{\nu(-\lambda)^2}
\end{array} \right)$$

if $\Phi(x) = x$

$$
\frac{2\lambda \nu'(-\lambda)}{\gamma \nu(-\lambda)} + \left( 1 - \frac{1}{\gamma} \right) \frac{\nu'(-\lambda)}{\nu(-\lambda)^2} - \frac{1}{\gamma}
$$

if $\Phi(x) = 1$

$$
\frac{\nu'(-\lambda)}{\nu(-\lambda)^2} - \frac{1}{\gamma}
$$

if $\Phi(x) = 1/x$

The three choices of source function $\Phi$ in Corollary 1 are cases where the functional for the asymptotic bias in Theorem 1 can be expressed in terms of the companion transform and its first derivative. The expression in the case $\Phi(x) = 1$ was previously investigated in $[16]$, while for $\Phi(x) = x$ the bias aligns with quantities previously studied in $[12]$, and thus, can be simply plugged in. For $\Phi(x) = 1/x$, we show how algebraic manipulations similar to the $\Phi(x) = x$ case allow $\Theta^\Phi(z)$ to be simplified. Finally, while for $\Phi(x) = 1$ it is clear how the bias and variance can be brought together and simplified, yielding optimal regularisation choice $\lambda = \sigma^2 \gamma/n^2$ $[16]$, see also Remark 1.

As noted in Section 2.1 $\Phi(x) = x^{-1}$ corresponds to a hardest case, with no favourable direction. Finally, $\Phi(x) = x$ corresponds to an “easier” case with faster coefficient decay.

### 3 Strong and Weak Features Model

In this section we consider a simple covariance structure, the *strong and weak features model*. Let $U_1 \in \mathbb{R}^{d_1 \times d}$ and $U_2 \in \mathbb{R}^{d_2 \times d}$ be two orthonormal matrices such that $d_1 + d_2 = d$ and their collection of rows forms an orthonormal basis of $\mathbb{R}^d$. The covariance considered is then for $\rho_1, \rho_2 > 0$

$$
\Sigma = \rho_1 U_1^\top U_1 + \rho_2 U_2^\top U_2.
$$

(6)

Unless stated otherwise, we adopt to the convention that the Eigenvalues are ordered $\rho_1 > \rho_2$. Naturally, we call elements of the span of rows of $U_1$ *strong features*, since they are associated to the dominant Eigenvalue $\rho_1$. Similarly, $U_2$ is associated to the *weak features*. The size of $U_1, U_2$ then go to infinity $d_1, d_2 \to \infty$ with the sample size $n \to \infty$, with $d_1/d \to \psi_1 \in (0, 1)$ and thus $\psi_1 + \psi_2 = 1$. The limiting spectral measure of $\Sigma$ in this case is then atomic $dH(\tau) = \psi_1 \delta_{\rho_1} + \psi_2 \delta_{\rho_2}$.

The parameter $\beta^*$ then has covariance $E[\beta^*(\beta^*)^\top] = \frac{\rho_2}{\rho_1} (\phi_1 U_1^\top U_1 + \phi_2 U_2^\top U_2)$, where $\phi_1, \phi_2$ are the coefficients for each type of feature and the source condition is $\Phi(x) = \phi_1 1_{x=\rho_1} + \phi_2 1_{x=\rho_2}$.

The coefficients $\phi_1, \phi_2$ encode the composition of the ground truth in terms of strong and weak features, and thus, the difficulty of the estimation problem. The case $\phi_1 = \phi_2$ corresponds to the isotropic prior, while the case $\phi_1 > \phi_2$ corresponds to faster decay and hence an “easier” problem. In particular, if $\phi_1 > \phi_2$ increases, $\beta^*$ has faster decay, the problem becomes “easier” since the ground truth is increasingly made of strong features. Then, we say that if $\phi_1/\phi_2 \geq 1$ then the problem is easy, meanwhile when $\phi_1/\phi_2 < 1$ the problem is hard.

Under the model just introduced, Theorem 1 gives us the following asymptotic characterization
for the expected test risk in terms of the companion transform as \( n, d \to \infty \)

\[
\mathbf{E}_{\epsilon, \beta^*} [ R(\beta_\lambda) - R(\beta^*) ] \to \sigma^2 \left( \frac{v'(-\lambda)}{(v(-\lambda))^2} - 1 \right) + r^2 \sum_{i=1}^{2} \phi_i \psi_i \left( \frac{\rho_i v'(-\lambda)}{v(-\lambda)^2 (\rho_i v(-\lambda) + 1)^2} \right).
\]

We now investigate the above limit in the regime \( \gamma > 1 \) where the dimension exceeds the sample size, in order to gain insights into the performance of least squares when data is generated from the strong and weak features model. The insights are then summarised in the following sections. Section 3.1 shows that zero regularisation can be optimal in some situations. Section 3.2 shows how noisy weak features can be added and used as a form of regularisation similar to ridge regression. Section 3.3 present findings related to the ridgeless bias and variance.

### 3.1 Zero Regularisation can be Optimal for Easy Problems with High SNR

In this section, we investigate how the true regression function, namely the parameter \( \beta^* \) (through the source condition) affects optimal ridge regularisation. Here we consider the easy case, the hard case is then investigated in Appendix A.1. Figure 1 plots the performance of optimally tuned ridge regression (Left) and the optimal choice of regularisation parameter (Right) against a monotonic transform of the Eigenvalue ratio \( \rho_1/\rho_2 \), for a coefficient ratios \( \phi_1 \geq \phi_2 \).

As shown in the right plot of Figure 1 for a fixed distribution of \( X \) (characterised by \( \psi_1, \rho_1, \rho_2 \)) and sample size (characterised by \( \gamma \)) as the ratio \( \phi_1/\phi_2 \) increases (that is, signal concentrates more on strong features), the optimal regularisation decreases. Remarkably, if the ratio \( \phi_1/\phi_2 \) is large enough, the optimal ridge regularisation parameter \( \lambda \) can be 0, corresponding to ridgeless interpolation.
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**Figure 1:** Left: Limiting test error for optimally tuned ridge regression as described by (7), Right: optimal regularisation computed numerically using theory. Both: Quantities plotted against Eigenvalue ratio \( \rho_1/(\rho_1 + \rho_2) \). Problem parameters were \( \mathbf{E}[\langle x, \beta^* \rangle^2] = \rho_1 \phi_1 \psi_1 + \rho_2 \phi_2 \psi_2 = 1 \), \( \mathbf{E}[\|\beta^*\|^2] = r^2 (\phi_1 \psi_1 + \phi_2 \psi_2) = r^2 = 1 \), \( \sigma^2 = 0.05 \), \( \gamma = 3.5 \) and \( \psi_1 = 0.5 \). Left: Dashed lines indicate simulations with \( d = 2^{10} \), 40 replications, noise from standard Gaussian and covariance \( \Sigma \) diagonal with \( \rho_1 \) on first \( d_1 \) co-ordinates and \( \rho_2 \) on remaining \( d_2 \).

\(^1\text{Evaluating the companion transform requires solving a polynomial since the limiting measure is atomic, see for instance } [15]. \text{ The polynomial in our case can be solved efficiently as it is at most of order 3.}\)
Comparison with the Isotropic Model. In the case of a parameter $\beta^*$ drawn from an isotropic prior $\Phi \equiv 1$ (see Section 2.1), the optimal ridge parameter is given by $\lambda = (\sigma^2 d)/(r^2 n)$ (see Remark 1, as well as [16, 22]). This parameter is always positive, and is inversely proportional to the signal-to-noise ratio $r^2/\sigma^2$. Studying the influence of $\beta^*$ through a general $\phi_1, \phi_2$ shows that (1) optimal regularisation also depends on the coefficient decay of $\beta^*$; (2) optimal regularisation can be equal to $\lambda = 0$, which interpolates training data. Finally, let us note that the optimal estimator of Remark 1 (with oracle knowledge of $\Sigma, \Phi$) does not interpolate; hence, the optimality of interpolation among the family of ridge estimators arises from a form of “prior misspecification”. We believe this phenomenon to extend beyond the specific case of ridge estimators.

3.2 The Special Case of Noisy Weak Features

In this section we consider the special case where weak features are pure noise variables, namely $\phi_2 = 0$, while their dimension is large. Such noisy weak features can be artificially introduced to the dataset, to induce an overparameterised problem. We then refer to this technique as *Noisy Feature Regularisation*, and note it corresponds to the design matrix augmentation in [28]. Looking to Figure 2, the ridgeless test error is then plotted against the Eigenvalue ratio $\rho_2/\rho_1$ (Left) and the number of weak features with the tuned Eigenvalue ratio (Right).

Observe (right plot) as we increase the number of weak features (as encoded by $1/\psi_1$), and tune the Eigenvalue $\rho_2$, the performance converges to optimally tuned ridge regression with the strong features only. The left plot then shows the “regularisation path” as a function of the that the Eigenvalue ratio $\rho_2/\rho_1$ for some numbers of weak features $1/\psi_1$. We repeated this experiment on the real dataset SUSY [4] with Random Fourier Features [41]. The test error is plotted in Figure 5 in Appendix A.2.

Weak Features Can Implicitly Regularise. The results in Sections 3.1 and 3.2 suggest that weak features can implicitly regularise when the ground truth is associated to a subset of stronger features. Specifically, Section 3.2 demonstrated how this can occur passively in an easy learning problem, with the weak features providing sufficient stability that zero ridge regularisation can be the optimal choice\(^2\). Meanwhile, in this section we demonstrated an active approach where weak features can purposely be added to a model and tuned similar to ridge.

3.3 Ridgeless Bias and Variance

In this section we investigate how the ridgeless bias and variance depend on the ratio of dimension to sample size $\gamma$. Conveniently the companion transform $v(0)$ takes a closed form in this case, see equation (15) in Appendix (B.4.1). Looking to Figure 3 the ridgeless bias and variance is plotted against the ratio of dimension to sample size $\gamma$.

Note that an additional peak in the ridgeless bias and variance is observed beyond the interpolation threshold. This has only recently been empirically observed for the test error [39], as such, these plots now theoretically verify this phenomenon. The location of the peaks naturally depends on the number of strong and weak features as well as the ambient dimension, as denoted by the vertical lines. Specifically, the peak occurs in the ridgeless bias for the “hard” setting when the

\(^2\)Zero regularisation has been shown to be optimal for Random Feature regression with a high signal to noise [36]. For ridge regression, the work [25] numerically estimated the derivative of the test risk with respect to $\lambda$ with a spiked covariance model and found that the derivative could be positive, suggesting zero regularization.
In this work, we introduced a general framework for studying ridge regression in a high-dimensional regime. We characterised the limiting risk of ridge regression in terms of the dimension to sample size ratio, the spectrum of the population covariance and the coefficients of the true regression
parameter along the covariance basis. This extends prior work \cite{14,16}, that considered an isotropic ground truth parameter. Our extension enables the study of “prior misspecification”, where signal strength may decrease faster or slower than postulated by the ridge estimator, and its effect on ideal regularisation.

We instantiated this general framework to a simple structure, with strong and weak features. In this case, we deduced that in some situations, “ridgeless” regression with zero regularisation can be optimal among all ridge regression estimators. This occurs when the signal-to-noise ratio is large and when strong features (with large Eigenvalue of the covariance matrix) have sufficiently more signal than weak ones. The latter condition corresponds to an “easy” or “lower-dimensional” problem, where ridge tends to over-penalise along strong features. This phenomenon does not occur for isotropic priors, where optimal regularisation is always strictly positive. Finally, we discussed noisy weak features, which act as a form of regularisation, and concluded by showing additional peaks in ridgeless bias and variance can occur for our model.

Moving forward, it would be natural to consider non-Gaussian covariates. Other structures for the ground truth and data generating process can be investigated through Theorem 1 by consider different functions $\Phi$ and the population Eigenvalue distributions. The tradeoff between prediction and estimation error exhibited by \cite{16} in the isotropic case can be explored with a general source $\Phi$.
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A Additional Material - Strong and Weak Features Model

In this section we provide additional material related to the strong and weak features model introduced within the main body of the manuscript. Section A.1 presents insights for the hard learning setting, covering a case not considered within the main body of the manuscript. Section A.2 provides plots related to applying noisy weak feature regularisation to real data.
A.1 Insights for Hard Problems

In this section we discuss insights related to the setting of Section 3.1 but for case of hard problems. That is the case when $\phi_1 / \phi_2 < 1$. Looking to Figure 4 we see plots similar to those in Section 3.1 but for choices of weights $\phi_1 / \phi_2 < 1$.

Observe, that the test error for optimally tuned ridge regression peaks, and decreases for large values of the ratio $\rho_1 / \rho_2$. We believe this is due to characteristic of ridge regression “suppressing” smaller Eigenvalues, in this case $\rho_2$, improving performance for sufficiently large $\rho_1$, even though $\phi_1 < \phi_2$. Intuitively, this is due to the contribution to the signal taking the form $E[(x, \beta^*)^2] = \rho_1 \psi_1 \phi_1 + \rho_2 \psi_2 \phi_2$, and thus, when when $\psi_1 = \psi_2 = 0.5$ and $\rho_1 \phi_1 > \rho_2 \phi_2$ ridge regression can still perform well since it suppresses the small contribution to the signal $\rho_2 \phi_2$. Looking to the right plot of Figure 4 we observe that the optimal choice of regularisation initially increases as the Eigenvalue ratio $\rho_1 / \rho_2$. One explanation, is that the estimated coefficients associated to the strong features are inflated in order to explain the signal coming from the weak features, and thus, for prediction ought to be corrected through regularisation.

![Figure 4: Matching plot to Figure (1) but for the hard regime where $\phi_1 / \phi_2 < 1$](image)

A.2 Additional Plots for Noisy Weak Feature Regularisation

In this section we present additional plots associated to Section 3.2. In particular Figure 5 presents noisy weak feature regularisation applied to a real world example.

B Proofs for Ridge Regression

In this section we provide the calculations associated to ridge regression. Section B.1 provides some preliminary calculations. Section B.2 gives the proof of Theorem 1. Section B.3 provides the proof of Corollary 1. Section B.4 provides the calculations associated to the strong and weak features model.
Figure 5: Ridgeless test error performance on SUSY dataset with \( d_1 = 300 \) Random Fourier Features Features (RFF) and \( n = 200 \) samples. Weak features constructed from standard Gaussian random variables scaled by \( \rho_2 \). Predictions made from: \textit{Left} extracting known signal co-ordinates from estimated coefficients (throw away weak features); \textit{Right}: sampling weak features for test data. Error bars from 100 (\textit{Left}) and 10 (\textit{Right}) replications over RFF. Responses are 0 or 1, therefore predictions were an indicator function on whether the predicted response was greater than \( 1/2 \). \textit{Red Line}: Performance of ridge regression on with strong features only. Plotted against regularisation \( \lambda \), error bars from 100 replications.

B.1 Preliminaries

We begin introducing some useful properties of the Stieltjes transform as well as its companion transform. Firstly, we know the companion transform satisfies the Silverstein equation [43, 42]

\[
-\frac{1}{v(z)} = z - \gamma \int \frac{\tau}{1 + \tau v(z)} dH(\tau).
\]  

(8)

We then have for \( z \in \mathcal{S} := \{u + iv : v \neq 0, \text{ or } v = 0, u > 0\} \), the companion transform \( v(z) \) is the unique solution to the Silverstein equation with \( v(z) \in \mathcal{S} \) such that the sign of the imaginary part is preserved \( \text{sign}(\text{Im}(v(z))) = \text{sign}(\text{Im}(z)) \). The above can then be differentiated with respect to \( z \) to obtain a formula for \( v'(z) \) in terms of \( v(z) \):

\[
\frac{\partial v(z)}{\partial z} = \left( -\frac{1}{v(z)^2} - \gamma \int \frac{\tau^2}{(1 + \tau v(z))^2} dH(\tau) \right)^{-1}
\]

Meanwhile from the equality \( \gamma(m(z) + 1/z) = v(z) + 1/z \) we note that we have the following equalities

\[
1 - \gamma(1 - \lambda m(-\lambda)) = \lambda v(-\lambda)
\]

\[
1 - \lambda m(-\lambda) = \gamma^{-1}(1 - \lambda v(-\lambda))
\]

\[
m(-\lambda) - \lambda m'(-\lambda) = \gamma^{-1}(v(-\lambda) - \lambda v'(-\lambda))
\]

which we will readily use to simplify/rewrite a number of the limiting functions.
B.2 Proof of Theorem 1

We begin with the decomposition into bias and variance terms following [16]. The difference for the ridge parameter can be denoted

\[
\beta_\lambda - \beta^* = -\lambda \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \beta^* + \sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} X^T \epsilon
\]

And thus taking expectation with respect to the noise in the observations \( \epsilon \)

\[
E_\epsilon [R(\beta_\lambda)] - R(\beta^*) = E_\epsilon[\|\Sigma^{1/2}(\beta_\lambda - \beta^*)\|_2^2]
\]

\[
= \sigma^2 E_\epsilon[\|\Sigma^{1/2}(X^T X/n + \lambda I)^{-1} X^T \epsilon\|_2^2] + \lambda^2 \|\Sigma^{1/2}(X^T X/n - \lambda I)^{-1} \beta^*\|_2^2
\]

\[
= \frac{\sigma^2}{n} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \frac{X^T X}{n} \right) + \lambda^2 \text{Tr} \left( (\beta^*)^T \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \beta^* \right)
\]

Taking expectation with respect to \( E_{\beta^*} \), we arrive at

\[
E_{\beta^*} [E_\epsilon [R(\beta_\lambda)] - R(\beta^*)] = \frac{\sigma^2}{n} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \frac{X^T X}{n} \right)
\]

\[
+ \frac{\lambda^2 r^2}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Phi(\Sigma) \right)
\]

\[
= \sigma^2 \gamma 1/d \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \right) - \lambda \sigma^2 \gamma 1/d \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-2} \Sigma \right)
\]

\[
+ \frac{\lambda^2 r^2}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Phi(\Sigma) \right)
\]

It is now a matter of showing the asymptotic almost sure convergence of the following three functionals

\[
\frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \right), \quad \frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-2} \Sigma \right)
\]

and \( \frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Phi(\Sigma) \right) \)

The limit of the first trace quantity comes directly from [31] meanwhile the limit of the second trace quantity is proven in [16]. The third trace quantity depends upon the source condition \( \Phi \) and computing its limit is one of the main technical contributions of this work. The limits for these objects is summarised within the following Lemma, the proof of which provides the key steps for computing the limit involving the source function.
Lemma 1 Under the assumptions of Theorem 1 for any $\lambda > 0$ we have almost surely as $n, d \to \infty$ with $d/n = \gamma$

\[
\frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \right) \to \frac{1 - \lambda m(-\lambda)}{1 - \gamma(1 - \lambda m(-\lambda))} \tag{10}
\]

\[
\frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-2} \Sigma \right) \to \frac{m(-\lambda) - \lambda m'(-\lambda)}{(1 - \gamma(1 - \lambda m(-\lambda)))^2} \tag{11}
\]

\[
\frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Phi(\Sigma) \right) \to \frac{\Theta^\phi(-\lambda) + \lambda \frac{\partial \Theta^\phi(-\lambda)}{\partial \lambda}}{(1 - \gamma(1 - \lambda m(-\lambda)))^2} \tag{12}
\]

The result is arrived at by plugging in the above limits and noting from the definition of the Companion Transform $v$ that $1 - \gamma(1 - \lambda m(-\lambda)) = \lambda v(-\lambda)$, $1 - \lambda m(-\lambda) = \gamma^{-1}(1 - \lambda v(-\lambda))$ and, taking derivatives, $m(-\lambda) - \lambda m'(-\lambda) = \gamma^{-1}(v(-\lambda) - \lambda v'(-\lambda))$. The proof of Lemma 1, which is the key technical step in the proof of Theorem 1, is provided in Appendix C.

B.3 Proof of Corollary 1

In this section we provide the proof of Corollary 1. It will be broken into three parts associated to the three cases $\Phi(x) = x$, $\Phi(x) = 1$ and $\Phi(x) = 1/x$.

B.3.1 Case: $\Phi(x) = x$

The purpose of this section is to demonstrate, in the case $\Phi(x) = x$, how the functional $\Theta^\phi(-\lambda) + \lambda \frac{\partial \Theta^\phi(-\lambda)}{\partial \lambda}$ can be written in terms of the Stieltjes Transform $m(z)$. For this particular choice of $\Phi$ the asymptotics were calculated in [12], see also Lemma 7.9 in [16]. We therefore repeat this calculation for completeness. Now, in this case we have

\[
\Theta^\phi(z) = \int \frac{\tau}{\tau(1 - \gamma(1 + z m(-\lambda))) - z} dH(\tau)
\]

Following the steps are the start of the proof for Lemma 2.2 in [31], consider $1 + z m(z)$

\[
1 + z m(z) = \int 1 + \frac{z}{\tau(1 - \gamma(1 + z m(z))) - z} dH(\tau) = \int \frac{\tau(1 - \gamma(1 + z m(z)))}{\tau(1 - \gamma(1 + z m(z))) - z} dH(\tau) = (1 - \gamma(1 + z m(z))) \Theta^\phi(z)
\]

Solving for $\Theta^\phi(z)$ we have

\[
\Theta^\phi(z) = \frac{1 + z m(z)}{1 - \gamma(1 + z m(z))} = \frac{1}{\gamma} \left( \frac{1}{1 - \gamma(1 + z m(z))} - 1 \right)
\]

Picking $z = -\lambda$ and differentiating with respect to $\lambda$ we get

\[
\frac{\partial \Theta^\phi(-\lambda)}{\partial \lambda} = -\frac{m(-\lambda) - \lambda m'(-\lambda)}{(1 - \gamma(1 - \lambda m(-\lambda)))^2}
\]
This leads to the final form

\[
\frac{\Theta^\Phi(-\lambda) + \lambda \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda}}{(1 - \gamma(1 - \lambda m(-\lambda)))^2} = \frac{1}{(1 - \gamma(1 - \lambda m(-\lambda)))^3} - \frac{\lambda m(-\lambda) - \lambda m'(-\lambda)}{(1 - \gamma(1 - \lambda m(-\lambda)))^4} = \frac{\gamma^{-1}(1 - \lambda v(-\lambda))}{(\lambda v(-\lambda))^3} - \lambda \frac{\gamma^{-1}(v(-\lambda) - \lambda v'(-\lambda))}{(\lambda v(-\lambda))^4} = \frac{\gamma逆 (v(-\lambda) - \lambda v'(-\lambda))}{\gamma \lambda^2 v(-\lambda)^4} - \frac{1}{\gamma (\lambda v(-\lambda))^2}
\]

where on the second equality we used (9). Multiplying through by \(\lambda^2\) then yields the quantity presented.

**B.3.2 Case: \(\Phi(x) = 1\)**

The functional of interest in this case aligns with that calculated within [16], which we include below for completeness. In particular we have \(\Theta^\Phi(-\lambda) = m(-\lambda)\) and as such we get

\[
\Theta^\Phi(-\lambda) + \lambda \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda} = m(-\lambda) - \lambda m'(-\lambda) = \gamma^{-1}(v(-\lambda) - \lambda v'(-\lambda))
\]

where on the second equality we used (9). Dividing by \(v(-\lambda)^2\) as well as adding the asymptotic variance we get, from Theorem 1, the limit as \(n, d \to \infty\)

\[
E_{\beta^*} [E_{\epsilon} [R(\beta)]] - R(\beta^*)] \to \sigma^2 \left(\frac{1}{\lambda v(-\lambda)} - \lambda \frac{\sigma^2 v(-\lambda) - \lambda v'(-\lambda)}{(\lambda v(-\lambda))^2} + \frac{r^2 v(-\lambda) - \lambda v'(-\lambda)}{\gamma v(-\lambda)^2}\right)
= \sigma^2 \left(\frac{v'(-\lambda)}{(v(-\lambda))^2} - 1\right) + \frac{r^2}{\gamma v(-\lambda)} - \frac{r^2 \lambda v'(-\lambda)}{\gamma v(-\lambda)^2}
\]

**B.3.3 Case: \(\Phi(x) = 1/x\)**

The functional in the case \(\Phi(x) = 1/x\) takes the form

\[
\Theta^\Phi(z) = \int \frac{1}{\tau (1 - \gamma(1 + zm(z))) - z} dH(\tau).
\]

Observe that we have

\[
\int \frac{1}{\tau} dH(\tau) + z \Theta^\Phi(z) = \int \frac{1}{\tau} \left(\frac{z}{\tau (1 - \gamma(1 + zm(z))) - z}\right) dH(\tau)
= \int \frac{1}{\tau} \left(\frac{1}{\tau (1 - \gamma(1 + zm(z))) - z}\right) dH(\tau) = (1 - \gamma(1 + zm(z))) \int \frac{1}{\tau (1 - \gamma(1 + zm(z))) - z} dH(\tau)
= (1 - \gamma(1 + zm(z))) m(z).
\]
This section presents the calculations associated to the strong and weak features model. We begin
which when differentiated with respect to the Silverstein equations (8) the companion transform must satisfy
d\!H_gives explicit form for the companion transform in the ridgeless limit.
compute the limiting risk with the particular choice of
giving the stationary point equation of the companion transform
\section*{B.4 Strong and Weak Features Model}
Solving for \( \Theta^\Phi(z) \) and plugging in the definition of the companion transform \( v(z) \) we arrive at
\[ \Theta^\Phi(z) = \frac{1}{z}((1 - \gamma(1 + zm(z)))m(z) - \frac{1}{z} \int \frac{1}{\tau} d\!H(\tau)) \]
\[ = -v(z)(\frac{v(z)}{\gamma} + \frac{1}{z} (\frac{1}{\gamma} - 1)) - \frac{1}{z} \int \frac{1}{\tau} d\!H(\tau) \]
\[ = -\frac{v(z)^2}{\gamma} - \frac{v(z)}{z} (\frac{1}{\gamma} - 1) - \frac{1}{z} \int \frac{1}{\tau} d\!H(\tau). \]
Fixing \( z = -\lambda \) the quantity of interest then has the form
\[ \Theta^\Phi(-\lambda) = -\frac{v(-\lambda)^2}{\gamma} + \frac{v(-\lambda)}{\lambda} (\frac{1}{\gamma} - 1) + \frac{1}{\lambda} \int \frac{1}{\tau} d\!H(\tau), \]
which when differentiated with respect to \( \lambda \) yields
\[ \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda} = 2\frac{v(-\lambda)v'(-\lambda)}{\gamma} - \frac{1}{\lambda} (\frac{1}{\gamma} - 1) (\frac{v(-\lambda)}{\lambda} + v'(-\lambda)) - \frac{1}{\lambda^2} \int \frac{1}{\tau} d\!H(\tau). \]
Multiplying the above by \( \lambda \) and adding \( \Theta^\Phi(-\lambda) \) brings us to
\[ \Theta^\Phi(-\lambda) + \lambda \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda} = 2\lambda \frac{v(-\lambda)v(-\lambda)}{\gamma} - \frac{v(-\lambda)^2}{\gamma} - (\frac{1}{\gamma} - 1)v'(-\lambda). \]
Dividing the above by \( v(-\lambda)^2 \) and adding the limiting variance yields, from Theorem 1, the limit as \( n, d \to \infty \)
\[ E_{\beta^*}[E_{\nu}[R(\beta_\lambda)] - R(\beta^*)] \]
\[ \to \sigma^2 \frac{1 - \lambda v(-\lambda)}{\lambda v(-\lambda)} - \lambda \sigma^2 \frac{v(-\lambda) - \lambda v'(-\lambda)}{(\lambda v(-\lambda))^2} + 2\sigma^2 \lambda \frac{v(-\lambda)}{\gamma v(-\lambda)} - \frac{\gamma^2}{\gamma} - \frac{\gamma^2 (\frac{1}{\gamma} - 1)v'(-\lambda)}{v(-\lambda)^2} \]
\[ = \sigma^2 \left( \frac{v'(-\lambda)}{(v(-\lambda))^2} - 1 \right) + 2\sigma^2 \lambda \frac{v'(-\lambda)}{\gamma v(-\lambda)} - \frac{\gamma^2}{\gamma} + \sigma^2 \frac{\gamma - 1}{\gamma} \frac{v'(-\lambda)}{v(-\lambda)^2} \]
\[ = \frac{1 - \psi_1 \rho_1 + \psi_2 \rho_2}{\psi_1 \rho_1 + \psi_2 \rho_2} - \gamma \left( \frac{(1 - \psi_1) \rho_2}{1 + \rho_2 v(t)} + \frac{(1 - \psi_1) \rho_2}{1 + \rho_2 v(t)} \right), \quad (13) \]
meanwhile the derivative must satisfy
\[ \frac{1}{(v(t))^2} = \frac{1}{v'(t)} + \gamma \left( \frac{\psi_1 \rho_1^2}{(1 + \rho_1 v(t))^2} + \frac{(1 - \psi_1) \rho_2^2}{(1 + \rho_2 v(t))^2} \right) \]
\[ \quad \implies v'(t) = \left( \frac{1}{(v(t))^2} - \gamma \left( \frac{\psi_1 \rho_1^2}{(1 + \rho_1 v(t))^2} + \frac{(1 - \psi_1) \rho_2^2}{(1 + \rho_2 v(t))^2} \right) \right)^{-1} \]
as such given \( v(t) \) we can compute the derivative. Rearranging (13) and denoting \( v(t) = v \) the companion transform evaluated at \( t \) satisfies

\[
0 = (1 + \rho_1 v)(1 + \rho_2 v) + t v(1 + \rho_1 v)(1 + \rho_2 v) - \gamma \psi_1 \rho_1 v(1 + \rho_2 v) \gamma(1 - \psi_1) \rho_2 v(1 + \rho_1 v)
\]

\[
= t \rho_1 \rho_2 v^2 + (t(\rho_1 + \rho_2) + (1 - \gamma) \rho_1 \rho_2) v^2 + (t + \rho_1 + \rho_2 - \gamma \psi_1 \rho_1 - \gamma(1 - \psi_1) \rho_2) v + 1
\]

This cubic can then be solved computationally for different choices of \( t \). In the case of the ridgeless limit \( t \to 0 \) in the overparameterised setting \( \gamma > 1 \), the above simplifies to a quadratic which can be solved, as shown in Section [B.4.1](#).

Now, recall in the strong and weak features model the structure of the ground truth \( \beta^* \) is such that \( \Phi(x) = \phi_1 \mathbb{1}_{x = \rho_1} + \phi_2 \mathbb{1}_{x = \rho_2} \). To compute the limiting risk, specifically the bias, we must then evaluate \( \Theta^\Phi(-\lambda) + \lambda \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda} \). To this end, we have plugging \( \Phi(x) \) into the definition of \( \Theta^\Phi(z) \)

\[
\Theta^\Phi(z) = \int \Phi(\tau) \frac{1}{\tau(1 - \gamma(1 + z m(z))) - z} dH(\tau)
\]

\[
= \frac{\phi_1 \psi_1}{\rho_1 (1 - \gamma(1 + z m(z))) - z} + \frac{\phi_2 (1 - \psi_1)}{\rho_2 (1 - \gamma(1 + z m(z))) - z}
\]

\[
= \frac{\phi_1 \psi_1}{-z(1 + \rho_1 v(z))} + \frac{\phi_2 (1 - \psi_1)}{-z(1 + \rho_2 v(z))}
\]

where on the last equality we used \( \theta \) to rewrite the above in terms of the companion transform. Plugging in the regularisation parameter \( z = -\lambda \) we then get

\[
\Theta^\Phi(-\lambda) = \frac{\phi_1 \psi_1}{\lambda(1 + \rho_1 v(-\lambda))} + \frac{\phi_1 (1 - \psi_1)}{\lambda(1 + \rho_2 v(-\lambda))}.
\]

To the end of computing \( \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda} \), we can differentiate the above to get

\[
\frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda} = -\phi_1 \psi_1 \frac{1 + \rho_1 v(-\lambda) - \lambda \rho_1 v'(-\lambda)}{(\lambda \rho_1 v(-\lambda) + \lambda)^2} - \phi_2 (1 - \psi_1) \frac{1 + \rho_2 v(-\lambda) - \lambda \rho_2 v'(-\lambda)}{(\lambda \rho_2 v(-\lambda) + \lambda)^2},
\]

which yields

\[
\Theta^\Phi(-\lambda) + \lambda \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda} = \phi_1 \psi_1 \frac{\rho_1 v'(-\lambda)}{(\rho_1 v(-\lambda) + 1)^2} + \phi_2 (1 - \psi_1) \frac{\rho_2 v'(-\lambda)}{(\rho_2 v(-\lambda) + 1)^2}
\]

as required. The final form for the limiting risk is then

\[
\lim_{n,d \to \infty} \mathbb{E}_\beta, \mathbb{E}_\epsilon [R(\beta_{\lambda}) - R(\beta^*)]
\]

\[
= \sigma^2 \frac{1 - \lambda v(-\lambda)}{\lambda v(-\lambda)} - \lambda \sigma^2 \frac{v(-\lambda) - \lambda v'(-\lambda)}{(\lambda v(-\lambda))^2} + r^2 \sum_{i=1}^{2} \phi_i \psi_i \frac{\rho_i v'(-\lambda)}{(\rho_i v(-\lambda) + 1)^2 v(-\lambda)^2}
\]

\[
= -\sigma^2 + \sigma^2 \frac{v'(-\lambda)}{(v(-\lambda))^2} + r^2 \sum_{i=1}^{2} \phi_i \psi_i \frac{\rho_i v'(-\lambda)}{(v(-\lambda)^2 (\rho_i v(-\lambda) + 1)^2)}.
\]

### B.4.1 Ridgeless Limit

To consider the Ridgeless limit \( t \to 0 \) of the companion transform \( v(t) \), some care must be taken about which regime \( \gamma < 1 \) or \( \gamma > 1 \) we are in.
**Underparameterised** \( \gamma < 1 \) Following the proof of Lemma 6.2 in \[16\] we have in the underparameterised case \( \gamma < 1 \) the limit \( \lim_{t \to 0} tv(t) = 1 - \gamma \).

**Overparameterised** \( \gamma > 1 \) Following the proof of Lemma 6.2 in \[16\] when \( \gamma > 1 \) we have the limit \( \lim_{t \to 0} v(t) = v(0) \). From dominated convergence theorem we can take the limit in the Silverstein equation \[13\] to arrive at the quadratic

\[
0 = (1 + \rho_1 v)(1 + \rho_2 v) - \gamma \psi \rho_1 v(1 + \rho_2 v) - \gamma (1 - \psi_1) \rho_2 v(1 + \rho_1 v)
\]

\[
= (1 - \gamma) \rho_1 \rho_2 v^2 + (\rho_1 + \rho_2 - \gamma \psi \rho_1 - \gamma (1 - \psi_1) \rho_2) v + 1
\]

Solving for \( v \) with the quadratic formula immediately gives

\[
v(0) = \frac{-(\rho_1 + \rho_2 - \gamma \psi \rho_1 - \gamma (1 - \psi_1) \rho_2) - \sqrt{(\rho_1 + \rho_2 - \gamma \psi \rho_1 - \gamma (1 - \psi_1) \rho_2)^2 - 4(1 - \gamma) \rho_1 \rho_2}}{2(1 - \gamma) \rho_1 \rho_2}.
\]

Recall from \[12\] we have that \( v(z) \in S \), as such we take the sign above which yields a non-negative quantity. Noting we we focus on the regime where \( \gamma > 1 \), we see for the above to be non-negative we require the numerator to be negative, and thus, we take the negative sign.

### C Proof of Lemma \[1\]

In this section we provide the proof for Lemma \[1\]. We recall that the limits \[10\] and \[11\] have been computed previously. In particular, Lemma 2.2 of \[31\] (the roles of \( d, n \) are swapped in their work, and thus, one must swap \( \gamma \) with \( 1/\gamma \)) shows

\[
\frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-1} \Sigma \right) \to \gamma^{-1} \left( \frac{1}{1 - \gamma (1 - \lambda m(-\lambda))} - 1 \right)
\]

Meanwhile Lemma 7.4 of \[16\] shows

\[
\frac{1}{d} \text{Tr} \left( \left( \frac{X^T X}{n} + \lambda I \right)^{-2} \Sigma \right) \to \frac{m(-\lambda) - \lambda m'(-\lambda)}{(1 - \gamma (1 - \lambda m(-\lambda)))^2}
\]

This leaves us to show the limit \[12\], for which we build upon the techniques \[31\] as well as \[12\].

We begin with the decomposition. Recall since the covariates are multivariate Gaussians, they can be rewritten as \( X = Z \Sigma^{1/2} \) where \( Z \in \mathbb{R}^{n \times d} \) is a matrix of independent standard normal Gaussian random variables. For \( i = 1, \ldots, n \) the associated row in \( X \) is then denoted \( X_i = Z_i \Sigma^{1/2} \). As such \( X^T X = \sum_{i=1}^n X_i^T X_i = \sum_{i=1}^n \Sigma^{1/2} Z_i^T Z_i \Sigma^{1/2} \). Let us then define \( R_i(z) = \left( \frac{X^T X}{n} - \frac{X_i^T X_i}{n} - zI \right)^{-1} \).

Using the Sherman-Morrison formula we then get

\[
R(z) = \left( \frac{X^T X}{n} - zI \right)^{-1} = R_i(z) - \frac{1}{n} R_i(z) \Sigma^{1/2} Z_i^T Z_i \Sigma^{1/2} R_i(z) - \frac{1}{n} R_i(z) \Sigma^{1/2} Z_i^T Z_i \Sigma^{1/2} R_i(z) \]

Moreover we have

\[
\frac{1}{n} \sum_{i=1}^n \Sigma^{1/2} Z_i^T Z_i \Sigma^{1/2} R(z) = \frac{X^T X}{n} R(z) = \left( \frac{X^T X}{n} - zI \right) R(z) + zR(z) = I + zR(z)
\]
Multiplying the above on the left by $\Phi(\Sigma)R(z)$, taking the trace and dividing by $d$ yields

$$
\frac{1}{d} \text{Tr} (\Phi(\Sigma)R(z)) + \frac{1}{d} \text{Tr} (\Phi(\Sigma)R(z)^2) = \frac{1}{d} \sum_{i=1}^{n} \frac{1}{n} Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R(z) \Sigma^{1/2} Z_i^\top
$$

$$
= \frac{1}{d} \sum_{i=1}^{n} \frac{1}{n} Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} Z_i^\top (1 + \frac{1}{n} Z_i \Sigma^{1/2} R_i(z) \Sigma^{1/2} Z_i^\top)^2
$$

where for $i = 1, \ldots, n$ we have plugged in (16) twice into for $R(z)$ to get

$$
Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R(z) \Sigma^{1/2} Z_i^\top = \frac{Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R(z) \Sigma^{1/2} Z_i^\top}{1 + \frac{1}{n} Z_i \Sigma^{1/2} R_i(z) \Sigma^{1/2} Z_i^\top}
$$

Choosing $z = -\lambda$ we then have that

$$
\frac{1}{d} \text{Tr} (\Phi(\Sigma)R(-\lambda)) - \lambda \frac{1}{d} \text{Tr} (\Phi(\Sigma)R(-\lambda)^2) = \frac{1}{d} \sum_{i=1}^{n} \frac{1}{n} \text{Tr} (\Sigma^{1/2} R(-\lambda) \Phi(\Sigma) R(-\lambda) \Sigma^{1/2}) (1 + \frac{1}{n} \text{Tr}(\Sigma R(-\lambda)))^2 + \delta
$$

where the error term $\delta = \delta_1 + \delta_2 + \delta_3 + \delta_4$ such that

$$
\delta_1 = \frac{1}{d} \sum_{i=1}^{n} \frac{1}{n} \text{Tr} (\Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2}) - \frac{1}{n} \text{Tr} (\Sigma^{1/2} R(-\lambda) \Phi(\Sigma) R(-\lambda) \Sigma^{1/2}) (1 + \frac{1}{n} \text{Tr}(\Sigma R(-\lambda)))^2
$$

$$
\delta_2 = \frac{1}{d} \sum_{i=1}^{n} \frac{1}{n} \text{Tr} (\Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2}) (1 + \frac{1}{n} \text{Tr}(\Sigma R(-\lambda)))^2 - \frac{1}{(1 + \frac{1}{n} \text{Tr}(\Sigma R(-\lambda)))^2}
$$

$$
\delta_3 = \frac{1}{d} \sum_{i=1}^{n} \frac{1}{n} \text{Tr} (\Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2})
$$

$$
\times \left( \frac{1}{(1 + \frac{1}{n} Z_i \Sigma^{1/2} R_i(-\lambda) \Sigma^{1/2} Z_i^\top)^2} - \frac{1}{(1 + \frac{1}{n} \text{Tr}(\Sigma R_i(-\lambda)))^2} \right)
$$

$$
\delta_4 = \frac{1}{d} \sum_{i=1}^{n} \frac{1}{n} Z_i \Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2} Z_i^\top - \frac{1}{n} \text{Tr} (\Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2}) (1 + \frac{1}{n} Z_i \Sigma^{1/2} R_i(z) \Sigma^{1/2} Z_i^\top)^2
$$

As shown in section C.1 the error terms $|\delta_1|, |\delta_2|, |\delta_3|, |\delta_4| \to 0$ almost surely as $n, d \to \infty$. It is now a matter of computing the limits of the remaining terms. As discussed previously the limit of $\frac{1}{d} \text{Tr}(\Sigma R(-\lambda))$ is known from [31]. From the same work it is also known that

$$
\frac{1}{d} \text{Tr} (\Phi(\Sigma)R(-\lambda)) \to \Theta^\Phi(-\lambda).
$$
That leaves us to compute the limit of \( \frac{1}{d} \text{Tr} (\Phi(\Sigma)R(-\lambda)^2) \). If we are to write \( f_d(\lambda) = \frac{1}{d} \text{Tr} (\Phi(\Sigma)R(-\lambda)) \) then note the derivative with respect to \( \lambda \) is \( f_d'(\lambda) = -\frac{1}{d} \text{Tr} (\Phi(\Sigma)R(-\lambda)^2) \). We wish to now study the limit of the \( f_d'(\lambda) \) through the limit of \( f_d(\lambda) \). To do so we will follow the steps in \([16]\), which will require some definitions and the following theorem.

Let \( D \) be a domain, i.e. a connected open set of \( \mathbb{C} \). A function \( f : D \to \mathbb{C} \) is called analytic on \( D \) if it is differentiable as a function of the complex variable \( z \) on \( D \). The following key theorem, sometimes known as Vitali’s Theorem, ensures that the derivatives of converging analytic functions also converge.

**Theorem 2 (Lemma 2.14 in \([3]\))** Let \( f_1, f_2, \ldots \) be analytic on the domain \( D \), satisfying \( |f_n(z)| \leq M \) for every \( n \) and \( z \) in \( D \). Suppose that there is an analytic function \( f \) on \( D \) such that \( f_n(z) \to f(z) \) for all \( z \in D \). Then it also holds that \( f_n'(z) \to f'(z) \) for all \( z \in D \).

Now we have from \([31]\)

\[
 f_d(\lambda) \to \int \frac{1}{\tau(1 - \gamma(1 - \lambda m(-\lambda))) + \lambda} d\lambda
\]

for all \( \lambda \in S := \{u + iv : v \neq 0, \text{ or } v = 0, u > 0\} \). Checking the conditions of Theorem 2 we have that \( f_d(\lambda) \) is an analytic function of \( \lambda \) on \( S \) and is bounded \( |f_d(\lambda)| \leq \frac{||\Phi(\Sigma)||}{\lambda} \). To apply Theorem 2 it suffices to show that the limit \( \Theta^\Phi(-\lambda) \) is analytical. To this end we invoke Morera’s theorem which states if

\[
\int_\gamma \Theta^\Phi(-\lambda)d\lambda = 0
\]

for any closed curve \( \gamma \) in the region \( S \) then \( \Theta^\Phi(-\lambda) \) is analytic. We see this is the case by applying Fubini’s Theorem as follows

\[
\int_\gamma \Theta^\Phi(-\lambda)d\lambda = \int \int \frac{1}{\tau(1 - \gamma(1 - \lambda m(-\lambda))) + \lambda} d\lambda d\tau = \int \Phi(\tau) \int_\gamma \frac{1}{\tau(1 - \gamma(1 - \lambda m(-\lambda))) + \lambda} d\lambda d\tau = 0
\]

and noting that the inner integral is zero from Cauchy Theorem as \( \frac{1}{\tau(1 - \gamma(1 - \lambda m(-\lambda))) + \lambda} \) is an analytical function of \( \lambda \) in \( S \) for any \( \tau \in [h_1, h_2] \). By Theorem 2 we have that

\[
-\frac{1}{d} \text{Tr} (\Phi(\Sigma)R(-\lambda)^2) = f_d'(\lambda) \to \frac{\partial \Theta^\Phi(-\lambda)}{\partial \lambda}.
\]

The final limit \([12]\) is arrived at by considering the limit as \( d, n \to \infty \) of \([17]\). Specifically, with the fact that \( \delta \to 0 \), bringing together \([18], [19] \) and \([10]\). Noting that \([10]\) is applied to the square of \( 1 + \frac{1}{n} \text{Tr} (\Sigma R(-\lambda)) = 1 + \gamma \frac{1}{d} \text{Tr} (\Sigma R(-\lambda)) \to \frac{1 - \gamma(1 - \lambda m(-\lambda))}{1 - \gamma(1 - \lambda m(-\lambda))} \).

### C.1 Showing \( \delta \to 0 \)

To analyse these quantities we introduce the following concentration inequality from Lemma A.2 of \([40]\) with \( \delta = 1/3 \).
Lemma 2 Suppose \( y \) is \( d \)-dimensional Gaussian random vector \( y \sim \mathcal{N}(0, I) \) and \( C \in \mathbb{R}^{d \times d} \) is a symmetric matrix such that \( \|C\| \leq L \). Then for all \( 0 < t < L \),

\[
P\left( \frac{1}{d} |y^T Cy - \text{Tr}(C)| > t \right) \leq 2 \exp \left\{ - \frac{pt^2}{6L^2} \right\}.
\]

Furthermore, we will use the fact that the maximal Eigenvalues are upper bounded

\[
\|R(-\lambda)\|_2 \leq \frac{1}{\lambda} \quad \text{and} \quad \max_{1 \leq i \leq n} \|R_i(-\lambda)\|_2 \leq \frac{1}{\lambda}
\]

We proceed to show that each of the error \( \delta_1, \delta_2, \delta_3, \delta_4 \) converge to zero almost surely.

Begin with \( \delta_1 \). For \( i = 1, \ldots, n \) by adding and subtracting \( \text{Tr}(\Sigma^{1/2} R(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2}) \) we can decompose

\[
\text{Tr} (\Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2}) - \text{Tr} (\Sigma^{1/2} R(z) \Phi(\Sigma) R(z) \Sigma^{1/2}) = \text{Tr} ((R_i(-\lambda) - R(-\lambda)) \Phi(\Sigma) R_i(-\lambda) \Sigma) + \text{Tr} (\Sigma R(-\lambda) \Phi(\Sigma) (R_i(-\lambda) - R(-\lambda)))
\]

Using (16) and letting \( A = \Phi(\Sigma) R_i(-\lambda) \Sigma \) we then get

\[
\frac{1}{n} \left| \text{Tr} ((R_i(-\lambda) - R(-\lambda)) A) \right| = \left| \frac{1}{n^2} Z_i \Sigma^{1/2} R_i(-\lambda) A R_i(-\lambda) \Sigma^{1/2} Z_i^T \right| 
\]

\[
\leq \frac{\|A\|_2}{n} \left| \frac{1}{n} Z_i \Sigma^{1/2} R_i(-\lambda) R_i(-\lambda) \Sigma^{1/2} Z_i^T \right| 
\]

\[
\leq \frac{\|A\|_2}{n} \sup_x \left| \frac{x R_i(-\lambda)^2 x^T}{1 + x R_i(-\lambda) x^T} \right| 
\]

\[
\leq \frac{\|A\|_2}{n} \sup_x \left| \frac{x R_i(-\lambda)^2 x^T}{x R_i(-\lambda) x^T} \right| 
\]

\[
\leq \frac{\|A\|_2}{n} \|R_i(-\lambda)\|_2 
\]

\[
\leq \frac{\|A\|_2}{\lambda n} 
\]

\[
\leq \frac{\|\Phi(\Sigma)\|_2 \|\Sigma\|_2}{\lambda^2 n}
\]

An identical calculation with \( A = \Phi(\Sigma) R(-\lambda) \Sigma \) yields the same bound. This then yields with the lower bound \( 1 + \text{Tr}(\Sigma^{1/2} R(-\lambda) \Sigma^{1/2}) \geq 1 \)

\[
|\delta_1| \leq 2 \frac{n}{d} \frac{\|\Phi(\Sigma)\|_2 \|\Sigma\|_2}{\lambda^2 n}
\]

and as such \( \delta_1 \) goes to zero as \( n, d \to \infty \) so that \( d/n \to \gamma \).
Now consider the term $\delta_2$. Note that for two positive numbers $a, b \geq 0$ we have
\[
\frac{1}{(1+a)^2} - \frac{1}{(1+b)^2} = \frac{(1+b)^2 - (1+a)^2}{(1+a)^2(1+b)^2} = \frac{b^2 + 2b - a^2 - 2a}{(1+a)^2(1+b)^2} = \frac{b(b-a) + a(b-a) + 2(b-a)}{(1+a)^2(1+b)^2} = (b-a)\frac{(b+1) + (a+1)}{(1+a)^2(1+b)^2} = (b-a)\left(\frac{1}{(1+a)^2(1+b)} + \frac{1}{(1+a)(1+b)^2}\right)
\]
and as such $|(1+a)^{-2} - (1+b)^{-2}| \leq 2|b-a|$. Using this with $a = \frac{1}{n} \text{Tr}(\Sigma^{1/2} R_i(-\lambda) \Sigma^{1/2})$ and $b = \frac{1}{n} \text{Tr}(\Sigma^{1/2} R(-\lambda) \Sigma^{1/2})$ whom are both non-negative, allows us to upper bound
\[
\left|\frac{1}{(1 + \frac{1}{n} \text{Tr}(\Sigma R_i(-\lambda)))^2} - \frac{1}{(1 + \frac{1}{n} \text{Tr}(\Sigma R(-\lambda)))^2}\right| \leq \frac{2}{n} \left| \text{Tr}(\Sigma R_i(-\lambda)) - \text{Tr}(\Sigma R(-\lambda)) \right|
\]
where for the final inequality we used the argument [20] with $A = \Sigma$. Now, since the Eigenvalues in the following trace are non-negative we can upper bound
\[
\frac{1}{d} \left| \text{Tr}(\Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2}) \right| \leq \|\Sigma^{1/2} R_i(-\lambda) \Phi(\Sigma) R_i(-\lambda) \Sigma^{1/2}\|_2 \leq \|\Sigma^{1/2}\|_2^2 \|\Phi(\Sigma)\|_2 \|R_i(-\lambda)\|_2^2 \leq \frac{\|\Sigma^{1/2}\|_2^2 \|\Phi(\Sigma)\|_2}{\lambda^2} = \frac{\|\Sigma\|_2 \|\Phi(\Sigma)\|_2}{\lambda^2}
\]
Combining these two facts yields the upper bound
\[
|\delta_2| \leq \frac{2\|\Sigma\|_2^2 \|\Phi(\Sigma)\|_2}{\lambda^3 n}
\]
which goes to zero as $n \to \infty$.

We now proceed to bound $\delta_3$ and $\delta_4$. With the bound on the trace [21] as well as using the bound $|(1+a)^{-2} - (1+b)^{-2}| \leq 2|b-a|$ we arrive at the bound for $\delta_3$
\[
|\delta_3| \leq 2 \frac{\|\Sigma\|_2 \|\Phi(\Sigma)\|_2}{\lambda^2} \times \max_{1 \leq i \leq n} \left| Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} Z_i^\top - \text{Tr}(\Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2}) \right|
\]
Meanwhile using that $1 + \frac{1}{n} Z_i \Sigma^{1/2} R_i(-\lambda) \Sigma^{1/2} Z_i^\top \geq 1$ we arrive at the bound for $\delta_4$
\[
|\delta_4| \leq \max_{1 \leq i \leq n} \left| Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} Z_i^\top - \text{Tr}(\Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2}) \right|
\]
We now show that \( \max_{1 \leq i \leq n} \left\| Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} Z_i^\top - \text{Tr} \left( \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} \right) \right\| \) converges to zero almost surely. Observe since we have the upper bound on the largest Eigenvalue we have using Lemma 2 as well as union bound for \( 1 \leq i \leq n \) we have for \( 0 < t < \| \Sigma \|_2 \| \Phi(\Sigma) \|_2 \)

\[
P \left( \max_{1 \leq i \leq n} \frac{1}{d} \left| Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} Z_i^\top - \text{Tr} \left( \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} \right) \right| \geq t \right) \leq 2 \exp \left\{ - \frac{d t^2 \lambda^4}{6 \| \Sigma \|_2^2 \| \Phi(\Sigma) \|_2^2} + \log(n) \right\}
\]

(22)

Let \( V_{n,d} := \max_{1 \leq i \leq n} \left| Z_i \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} Z_i^\top - \text{Tr} \left( \Sigma^{1/2} R_i(z) \Phi(\Sigma) R_i(z) \Sigma^{1/2} \right) \right| \) and, for any \( t > 0 \), let \( E_{n,d}(t) \) denote the event \( \{ V_{n,d} \geq t \} \) where \( d = d_n \). Then, if \( d = d_n \) satisfies \( d_n/n \to \infty \),

\[
P(E_{n,d}) \leq 2n \exp \left\{ - \frac{d t^2 \lambda^4}{6 \| \Sigma \|_2^2 \| \Phi(\Sigma) \|_2^2} \right\} \leq 2n \exp \left\{ - \frac{\gamma n^2 \lambda^4}{12 \| \Sigma \|_2^2 \| \Phi(\Sigma) \|_2^2} \right\}
\]

where the last inequality for \( n \) large enough that \( d/n \geq \gamma/2 \). Hence,

\[
\sum_{n=1}^{\infty} P(E_{n,d_n}(t)) < +\infty
\]

so that, by the Borel-Cantelli lemma, almost surely, \( V_{n,d} \geq t \) only holds for a finite number of values of \( n \). This implies that, almost surely, \( \limsup_{n \to \infty} V_{n,d} \leq t \). Note that this is true for every \( t > 0 \); letting \( t = 1/k \) and taking a union bound over \( k \geq 1 \) shows that \( \limsup_{n \to \infty} V_{n,d} = 0 \) almost surely, i.e. \( V_{n,d} \to 0 \) almost surely.