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Abstract

Cost optimal scenarios derived from models of a highly renewable electricity system depend on the specific input data, cost assumptions and system constraints. Here this influence is studied using a techno-economic optimisation model for a networked system of 30 European countries, taking into account the capacity investment and operation of wind, solar, hydroelectricity, natural gas power generation, transmission, and different storage options. A considerable robustness of total system costs to the input weather data and to moderate changes in the cost assumptions is observed. Flat directions in the optimisation landscape around cost-optimal configurations often allow system planners to choose between different technology options without a significant increase in total costs, for instance by replacing onshore with offshore wind power capacity in case of public acceptance issues. Exploring a range of carbon dioxide emission limits shows that for scenarios with moderate transmission expansion, a reduction of around 57% compared to 1990 levels is already cost optimal. For stricter carbon dioxide limits, power generated from gas turbines is at first replaced by generation from increasing renewable capacities. Non-hydro storage capacities are only built for low-emission scenarios, in order to provide the necessary flexibility to meet peaks in the residual load.
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1. Introduction

In order to meet the ambitious target of reducing carbon dioxide (CO₂) emissions in the European Union by 80% to 95% in 2050 compared to 1990 values, the electricity system has to undergo a fundamental transformation (see for instance the Energy Roadmap 2050 from the European Commission [1]). Wind and solar power plants are already today both mature and cost-effective technology options, which can be scaled up to act as the basis of a low-emission future power supply (see [2] for an analysis of the increasing cost-competitiveness of renewable power generation technologies, and [3] for a discussion of cost-effective renewable energy options for all EU Member States). The challenges presented by the temporal fluctuations in these resources can be met with low-carbon technologies such as existing hydroelectricity power plants, or with storage options like batteries or hydrogen storage, which still have significant potential for further development. The benefit of the flexibility provided by storage has for instance been studied for a simplified model of a highly renewable European electricity system in [4], or with a focus on pumped hydro storage and wind power generation for the Irish system in [5]. In [6] the authors focus on least-cost combinations of renewable generation and storage for a large regional grid, whereas in [7] also the role of the spatial distribution and dispatch of storage capacities on continental scale in an European electricity system with 80% power production from variable renewable energies has been studied.

With respect to the spatial variability of weather-dependent renewable generation, large-scale power transmission capacities play a decisive role to provide a smoothing effect and to connect generation capacity at favourable distant locations with the load centres. The systemic advantage of aggregating variable renewable power generation over large distances has already been observed in the pioneering study by Czisch in [8]. This benefit of transmission has been confirmed in studies using more detailed models, which also take into account limitations and costs of the transmission infrastructure (see for instance [9] for a systematic study with regard to the renewable penetration levels and mixes, [10] for additional detailed backup capacity optimisations, or [11] for a techno-economic optimisation study at high renewable shares.

Given the complexity of such a system, in particular with respect to the spatio-temporal patterns and correlations in the renewable generation and load time series, it is a difficult task to deduce a cost-efficient overall system layout from heuristic principles alone. As a consequence, computational models are a central element in the development of policy guidelines for
the design of a future low-emission energy system (see [12] for a recent review). For each model, choices have to be made regarding the methodological scheme and the scope of its system representation (for instance the spatial and temporal scale, or the choice of energy sectors and technology options considered in the model). The resulting diversity of system models represents a challenge for the interpretation and comparison of the corresponding results, in particular if the underlying input data or modelling details are not publicly accessible. In this context, open energy modelling promises to provide a more transparent and comprehensible scientific approach (see the discussion in [13] or [14]).

However, even for a single system model for which all input data and modelling details are transparent, the deeper understanding of the numerical results that is fundamental for robust policy advice can be hindered by the dependence of the results on the choice of the model parameters. In particular the details of the input data, the cost assumptions, and the constraints employed in the model all affect the properties of the resulting scenarios in a non-trivial way.

In this contribution these issues are addressed by studying in detail the influence of weather data, cost parameters and policy constraints on the properties of cost optimal scenarios of a future highly renewable electricity system taken from [11]. It is shown that the total system costs are only weakly affected by the choice of the input weather data or by small changes in the capital costs. The optimisation landscape is flat in many directions, which allows system planners to choose between different near optimal system configurations without a significant increase in total costs. With respect to policy constraints, the investigation of a wide range of CO₂ emission limits helps to understand the mechanisms in the cost-efficient interplay of different technology options along the pathway towards a future low-emission electricity system.

The approach taken in the present contribution goes beyond the small variations of a few selected input parameters that are commonly used in the literature to test robustness. Here very large changes to input parameters are considered to try to understand fully what role each system component plays in the cost-optimal system.

In the literature, the consideration of different input assumptions is often limited to the focus of the respective study. For instance in [11], Schlachtberger et al. focus on the role of transmission expansion for the layout and cost structure of a low-emission European electricity system. The parameter variation is then mainly limited to the constraint for the total transmission capacity as the crucial parameter of the study, but not expanded in a similar way to other model dimensions. Similarly, in [15] the authors analyse the effects of grid extensions in a renewable Europe, with a focus on the influence of the composition of the power generation in the system. The screening of parameter ranges for the renewable penetration and the mix between solar and wind is the central line of the investigation. In other cases, a sensitivity analysis of modelling results is added to the presentation of a numerical study to assess the robustness of the numerical findings. Such an analysis usually addresses only a few key parameters, but is not central to the understanding of the workings of the system. For instance in [10], the authors model a renewable-based European electricity system including storage options and concentrated solar power. Choosing different investment costs for storage, grid and backup technologies, they find that although the system composition and operation is highly dependent on these parameters, the overall system cost is only slightly affected.

This article starts with a review of the model and the data inputs in Sec. 2. In Sec. 3 results on the sensitivity to different
samples of weather and load data and in Sec. 4 to changes in the
cost assumptions are presented. The subsequent Sec. 5 explores
the role of policy constraints, such as limits on the expansion of
onshore wind, or different CO\textsubscript{2} limits. Finally in Sec. 6 the
limitations of this study are discussed, before conclusions are
drawn in Sec. 7.

2. Methods

The following sections briefly review the underlying model
and data as well as properties of some of the resulting scenarios
of a future European electricity system discussed in [11].

2.1. Model

The model presented in [11] applies a linear techno-eco-

mical optimisation of total annual costs:

\[
\min_{c,F,d,s,t} \left( \sum_{n,s} c_{n,s} G_{n,s} + \sum_{n,s,t} o_{n,s} g_{n,s,t} + \sum_{t} c_{F} F_{t} \right),
\]

(1)
The indices \( n \) label the nodes of the system, which represent
with one node per country the EU-28 (as of 2018) without Cyprus
and Malta, but including Norway, Switzerland, Serbia, and Bosnia
and Herzegovina. The system costs are composed of fixed an-

nualised costs \( c_{n,s} \) for generation and storage capacity \( G_{n,s} \), variable

costs \( o_{n,s} \) for generation and storage dispatch \( g_{n,s,t} \), and

fixed annualised costs \( c_{F} \) for transmission capacity \( F_{t} \). The

indices \( s \) label the generation and storage technologies compris-

ing onshore wind, offshore wind, solar PV, open cycle gas tur-

bines (OCGT), hydrogen storage (electrolysis and fuel cells for

conversion, steel tanks for storage), central batteries (lithium

ion), pumped hydro storage, hydro reservoir, and run-of-river

hydro generation.

The optimisation problem in Eq. (1) is subject to several
constraints. Assuming an inelastic demand \( d_{n,t} \) at node \( n \) and
time \( t \), the instantaneous balancing of energy supply and de-

mand translates into the power balance constraints

\[
\sum_{s} g_{n,s,t} - d_{n,t} = \sum_{t} K_{n,t} f_{t,t} \quad \forall n,t,
\]

(2)
where \( K_{n,t} \) is the incidence matrix of the network. Here \( f_{t,t} \)
denotes the power flow at time \( t \) on the line \( t \) representing
the cross-border transmission between the respective two inter-
connected countries in the European electricity system. The
power transmission is modelled as a transport model, given
the increasingly controllable nature of international connections
realised as point-to-point HVDC connections or using phase-
shifting transformers in the case of HVAC connections. The
absolute power flows have to respect the capacity limits

\[
|f_{t,t}| \leq F_{t} \quad \forall t,t,
\]

(3)
with the system model determining the line capacities \( F_{t} \) in its
optimisation of total system costs in Eq. (1). In [11] a cap
\( \text{CAP}_{LV} \) of the total transmission line capacities multiplied by
their lengths was introduced,

\[
\sum_{t} l_{t} \cdot F_{t} \leq \text{CAP}_{LV},
\]

(4)
with the influence of this constraint on system costs representa-
ing one focus of the study.

Further constraints apply to the dispatch \( g_{n,s,t} \) of both con-

ventional and renewable generators as well as the storage op-

eration. While the conventional generators can be dispatched up
to their nominal capacity \( G_{n,s} \),

\[
0 \leq g_{n,s,t} \leq G_{n,s} \quad \forall n,s,t,
\]

(5)
the potential renewable generation in each installed unit of the
respective generators depends on the given weather conditions:

\[
0 \leq g_{n,s,t} \leq \bar{G}_{n,s,t} \cdot G_{n,s} \quad \forall n,s,t.
\]

(6)
Here the availability \( \bar{G}_{n,s,t} \) times the capacity \( G_{n,s} \) gives the max-

imum renewable energy generation according to the weather
conditions at node \( n \) and time \( t \). Note that it is assumed that this
potential renewable generation can always be curtailed, such
that Eq. (6) describes the limits of the corresponding possible
dispatch. In the following, the term ‘renewable generation’ al-
ways refers to this dispatch after curtailment. Both the conven-
tional and the renewable dispatch, as well as the installed ca-
pacity itself are a result of the optimisation in Eq. (1), with the
maximum installed renewable capacity \( G_{n,s}^{\text{max}} \geq G_{n,s} \) follow-
ing an assessment of the geographic potentials. For the oper-
ation of the different storage technologies, the state-of-charge has to be
consistent with the charging / discharging in each hour while
respecting the storage capacity, with operational losses being
taken into account by corresponding efficiency parameters. The
storage capacities are assumed to be proportional to the power
capacities, with the ratio \( h_{s,\text{max}} \) representing the time in which
a storage unit can be fully charged or discharged at maximum
power \( (h_{s,\text{max}} = 6\text{~h} \) for batteries and pumped hydro storage as
short-term storage options, and \( h_{s,\text{max}} = 168\text{~h} \) for hydrogen as
long-term storage). Standing losses in the storage units are ne-
eglected. For the full storage equations consult [11].

Given the political significance of greenhouse gas emission
targets of the EU member states, the total amount of CO\textsubscript{2} emis-
sions is a key characteristic of the system. Such an emission
limit enters the model as a cap \( \text{CAP}_{\text{CO}_2} \) on the total emissions,
implemented using the specific emissions \( e_{s} \) in CO\textsubscript{2}
tonne-per-MWh of the fuel of generator type \( s \) with efficiency \( \eta_{s} \):

\[
\sum_{n,s,t} \frac{1}{\eta_{s}} g_{n,s,t} \cdot e_{s} \leq \text{CAP}_{\text{CO}_2}.
\]

(7)
The only generators in the model with a non-zero CO\textsubscript{2} emission
are open-cycle gas turbines with \( e_{s} = 0.19 \) tonne-CO\textsubscript{2}/MWh\textsubscript{el},
or equivalently \( e_{s} \approx 490 \text{~g-CO}_2/\text{kWh}\text{el} \) (see Tab. 1). For further
details the reader is referred to [11].

The model is implemented in the free software energy sys-
tem framework PyPSA [16].

2.2. Data

All data underlying the model reviewed in the last section is
extensively described in [11]. In the following this data is
briefly outlined. The reader is referred to the aforementioned
publication for further details.
Table 1: Input parameters based on 2030 value estimates from [17] unless stated otherwise (Table taken from [11]).

| Technology                  | investment (€/kW) | fixed O&M cost (€/kW/year) | variable cost (€/MWh) | lifetime (years) | efficiency (fraction) | capital cost per energy storage (€/kWh) | $h_{max}$ (h) |
|-----------------------------|-------------------|-----------------------------|-----------------------|------------------|----------------------|----------------------------------------|--------------|
| onshore wind                | 1182              | 35                          | 0.015                 | 25               | 1                    |                                        |              |
| offshore wind               | 2506              | 80                          | 0.02                  | 25               | 1                    |                                        |              |
| solar PV                    | 600               | 25                          | 0.01                  | 25               | 1                    |                                        |              |
| OCGTb                       | 400               | 15                          | 58.4c                 | 30               | 0.39                 |                                        |              |
| hydrogen storaged           | 555               | 9.2                         | 0.75 - 0.58e          | 8.4              | 168                  |                                        |              |
| central battery (LiTi)d     | 310               | 9.3                         | 0.75 - 0.58e          | 8.4              | 168                  |                                        |              |
| transmissionf               | 400 €/MWkm        | 2%                          | 0.75 - 0.58e          | 144.6            | 6                    |                                        |              |
| PHS                         | 2000e             | 20                          | 0.75                  | 80               | 0.9                  |                                        |              |
| hydro reservoir             | 2000e             | 20                          | 0.75                  | 80               | 0.9                  |                                        |              |
| run-of-river                | 3000e             | 60                          | 0.75                  | 80               | 0.9                  |                                        |              |

a The order of curtailment is determined by assuming small variable costs for renewables.

b Open-cycle gas turbines have a CO\(_2\) emission intensity of 0.19 CO\(_2\)-tonne/MWh\(_{th}\).

c This includes fuel costs of 21.6 €/MWh\(_{th}\).

d Taken from [6].

e The storage round-trip efficiency consists of charging and discharging efficiencies $\eta_1 \cdot \eta_2$.

f Taken from [18]. Costs for converter pairs of 150000€/MW and an (n-1) security factor of 1.5 are taken into account for the transmission cost assumptions (see [11] for details).

g The installed facilities are not expanded in this model and are considered to be amortised.

h Determined by size of existing energy storage, taken from [19, 20].

For each scenario the model is run over a time series comprising one or multiple years with hourly resolution. The load in each country is given by the time series provided by the transmission system operators in [21]. The renewable generation from onshore wind, offshore wind, and solar photovoltaic (PV) power generation are derived from historic weather data with a temporal hourly and a 40 x 40 km\(^2\) spatial resolution. Using models for the renewable generation infrastructure, this weather data is converted into a potential wind/solar generation time series for each cell (see [22] and [23] for a discussion of this procedure). By applying suitable capacity layouts, the resulting spatially-detailed potential generation data is then aggregated into generation time series on country level. These capacity layouts take into consideration the spatial distribution of the renewable resource quality inside the countries, as well as the geographical potentials considering the land use type, nature reserves, restricted areas, and likely public acceptance (data sources include the CORINE land cover [24] and Natura 2000 [25] databases, see also [26] for a more general discussion of renewable generation potentials). Hydroelectricity generation comprises reservoir hydro and run-of-river power plants according to the currently installed capacity, with the hourly generation following inflow time series on country level (for data about installed capacity and a description of the methods to derive hydro power generation time series see [19, 20, 27, 28]). As a conventional backup system the model can build flexible open-cycle gas turbines (OCGT) (data for generation costs and emissions are taken from [17]), whose global annual energy generation is restricted by the EU CO\(_2\) emission limit represented by the cap CAP\(_{CO2}\). As possible storage technologies, the model includes pumped hydro storage (PHS), central batteries, and hydrogen (H\(_2\)) storage, with the hydrogen storage assumed to correspond to the currently installed capacities (the corresponding data is taken from [6] and [20]). The cost assumptions regarding all generation and storage technologies are summarised in Tab. 1. A discount rate of 7% is assumed in order to convert overnight capital costs into net present costs.

2.3. The base scenarios

As the base scenarios for the present study three configurations with different interconnecting line volumes reported in [11] are chosen. Building on consumption and generation time series for the year 2011, the system optimisation according to Eq. (1) is performed for a CO\(_2\) cap corresponding to a reduction of 95% of European CO\(_2\) emissions compared to 1990. Three different levels of total transmission capacity interconnect between a locally-balanced, storage-dominated system and a continental-scale, network-dominated system: The zero transmission scenario neglects any transmission capacity between the European countries, resulting in independently optimised systems for each of the European countries, with an average system cost of 84.1 €/MWh. The optimal transmission scenario does not invoke any exogenous limit to the total transmission capacity. This allows a reduction of total systems costs to 64.8 €/MWh, with a total line volume of 286 TWkm or approximately nine times the sum of todays net transfer capacities (NTCs) of 31 TWkm. The compromise transmission scenario restricts the total line volume in Eq. (4) to an intermediate value of four times todays total capacities, CAP\(_{LV}\)=125 TWkm, which already locks in a reduction of system costs to
Table 2: Optimised average system costs in [€/MWh] for the allowed total interconnecting line volume of the zero, compromise, and optimal grid scenarios. Also given is the total line volume (adapted from [11]).

| Scenario     | Zero | Comp. | Opt. |
|--------------|------|-------|------|
| Line vol. [TWkm] | 0.0  | 125.0 | 285.70 |
| battery storage | 9.9  | 4.5  | 1.7  |
| hydrogen storage | 8.1  | 3.4  | 3.1  |
| gas           | 4.6  | 4.1  | 4.5  |
| solar         | 26.1 | 14.7 | 9.4  |
| onshore wind  | 22.3 | 23.4 | 28.6 |
| offshore wind | 10.8 | 11.4 | 7.5  |
| transmission lines | 0.0  | 3.6  | 7.6  |
| PHS           | 0.3  | 0.3  | 0.3  |
| run-of-river  | 1.4  | 1.4  | 1.4  |
| reservoir hydro | 0.8  | 0.8  | 0.8  |
| Total cost    | 84.1 | 67.5 | 64.8 |

67.5 €/MWh. The main characteristics of these three base scenarios are reviewed in Tab. 2; for further details consult [11].

3. Results I: Sensitivity to the input weather and load time series

The base scenarios presented in [11] build on time series for renewable generation potential and consumption with hourly resolution for the year 2011. Previous investigations in [29] and [30] show that the outcomes of energy system models depend to some degree on the sampling and time resolution of the input data as well as the data reduction method. Similar observations have been made in [31] in the context of the role of sampling and clustering techniques for offshore grid expansion planning. Given the decisive role of weather dependent generation from wind and solar in relation to the consumption patterns for a low emission electricity system, it is expected that the optimised layouts and the associated cost structures studied in [11] depend on the choice of the input data. In this section the sensitivity of system costs to changes in the load and renewable generation time series is explored.

Different single historical weather years. First, the single year optimisations of the base scenarios (2011) are repeated for the weather and load data for the years 2012 to 2014. This limited time frame is not further expanded due to the restricted availability of consistent load and hydro inflow datasets.

Fig. 1 shows that the optimal system configuration depends to some extent on the simulated year, with the average system costs for the compromise grid volume ranging from 62.6 to 67.9 €/MWh.

In order to assess the year-dependent resource quality of renewable power generation, the annual average capacity factor \( c_{f_{\text{a}}} \) is defined as

\[
\bar{c}_{f_{\text{a}}} = \frac{\sum (\bar{\eta}_{\text{a},n,t}) \cdot G_{\text{a},\text{max}}^{\text{max}}}{\sum n G_{\text{a},n,t}^{\text{max}}}.
\]

where the temporal average \( \langle \cdot \rangle \) is taken over all hours of the year under consideration. This measures the average amount of energy that can be produced per unit of installed capacity. To allow for a clearer comparison of the weather conditions, a fixed capacity layout is chosen, given by the installation potential \( G_{\text{a},\text{max}}^{\text{max}} \) for all years rather than the year-dependent layout \( G_{\text{a},n,t}^{\text{max}} \) resulting from the system optimisation. Fig. 2 displays the relative changes of the values compared to the capacity factor \( c_{f_{\text{a}}} = 0.485, 0.233, 0.128 \) for offshore wind, onshore wind, and solar obtained for the data year 2011. A fixed capacity layout given by the installation potential \( G_{\text{a},\text{max}}^{\text{max}} \) has been assumed for all years. The data points are marked by circles, with the dashed lines drawn as visual aids. Note that the y-axis range is limited to [0.965, 1.01] to show the relative changes.

The composition of the system in terms of shares of onshore wind and solar installations is largely determined by the respective capacity factors. For the weather years with capacity factor lower than in 2011, the installed capacities are also proportionately lower, and vice versa (compare Figs. 1 and 2). The size of offshore wind installations does not follow the same trend but remains relatively stable. This can be explained by the fact that offshore wind is only built in a few countries and that the aver-
Average capacity factor is much higher and therefore the benefit of a smoother generation profile is more important than a slightly lower capacity factor.

The regional distribution of the generators in the compromise transmission scenario is shown in Fig. 3 and follows the expected trends. In the data year 2013, for which the solar capacity factor is lowest, the countries that are usually solar dominated such as Spain and Italy see cost optima with significant shares of onshore wind, while in 2014, when the total solar share is relatively high, there are solar installations as far north as Poland. The transmission capacity has to be redistributed only to a small extent to adapt to the slightly different generation capacity layouts.

Note the higher total system costs in the data year 2012 compared to 2011 (1.6% / 0.65% / 0.67% for the scenario without / with moderate / with optimal transmission), despite the higher onshore wind and only marginally lower offshore wind capacity factor. This relation indicates that weather conditions corresponding to a higher capacity factor alone do not necessarily reduce the total system costs. Spatio-temporal correlations in the combined load and generation time series are also important to determine the cost optimum.

Multi-year optimisation. Instead of modelling the system for a single year of weather and load data, it can also be optimised for a longer period of continuous input data. This inclusion of a larger dataset might result in a solution that is less sensitive to changes in the input parameters due to its adaption to a potentially larger spectrum of generation and demand situations. Starting from the weather and load year 2011 considered in the base scenarios, a simultaneous optimisation over one to four years of continuous data is considered. The limitation to four years of data is founded in the restricted availability of consistent datasets and in the considerable computational demands of running multi-year optimisations (for a discussion of the software implementation of the model see [11]). Fig. 4 shows that for the compromise grid scenario the average total system costs 67.1 ± 0.7 €/MWh deviate very little from the value 67.5 €/MWh of the base scenario. This result is also close to the maximum cost of the single year simulations (2012: 67.8 €/MWh), indicating that the system capacity is set by a few extreme events over the whole period. The maximum cost difference between the four year and the single year simulations is 3.5 €/MWh, a 5.5% increase from the value of the weather year 2014. In the range of the time span considered in this study, this is a lower bound for the uncertainty of a single year optimisation compared to longer-term modelling.

Similar to the single year optimisations, the shares of onshore wind and solar installations in the multi-year models are proportional to the corresponding average capacity factors. However, the changes in both quantities are significantly smaller, as indicated in Fig. 5.
3h sampling. Some weather data sets, e.g. [32], provide data only in a lower temporal frequency of 3h. Computational restrictions might also prevent an optimisation at a higher temporal resolution, in particular if a very long time frame is considered. At lower temporal resolution, the number of optimisation variables and therefore the memory requirements are proportionately lower and also the computational solving time potentially decreases by a similar magnitude. Both can be limiting factors.

In the following a reduced time resolution by taking 3-hour means of the hourly values of the demand and potential renewable generation time series is considered. The system is then optimised both for the base scenarios year 2011 and the three-year period 2011 to 2013, such that both data sets consider the same number of time steps. Fig. 6 shows that the share of solar power slightly increases and replaces wind if the sampling frequency is reduced. This is due to the much stronger fluctuations of solar generation on an hourly timescale compared to wind power generation. The temporal averaging implicitly simulates the smoothing effects of a short term storage, which becomes also apparent in the reduced battery capacity. This effect is not as pronounced in the wind time-series as their dominant fluctuations occur on larger timescales. This indicates that models with time resolution less frequent than one hour tend to overestimate the effectiveness of solar generation and therefore underestimate battery and wind generation requirements. Similar results have been seen in the literature when increasing the sampling resolution higher than one hour, for example to 5 minute intervals: only minor changes to system costs are seen [33], but flexibility may be undervalued [34, 35]; a more general discussion of time resolution in energy system models can be found in [36]. However, in the scenarios discussed here, the overall effects are small and are in fact outweighed by the fluctuations due to modelling a different period of weather and demand data. Therefore a reduction to 3-hour sampling seems reasonable for long-term planning studies, particularly if it enables more weather years to be considered.

4. Results II: Sensitivity to cost assumptions

Estimates for the future development of costs for technologies that are yet to undergo very large-scale deployment are intrinsically uncertain. In particular solar PV and storage costs could potentially drop significantly over the next decades (see [17] for an overview of prospective electricity generation costs until 2050, and in particular [37] for a discussion of the cost development of solar PV). Since cost assumptions are a crucial input parameter for the optimisation approach in energy system modelling, a comprehensive system analysis has to quantify the sensitivity to cost assumptions in the respective scenarios. This important point is assessed here by varying the capital investment and fixed operation and maintenance cost assumptions for one technology at a time over a large range while keeping all others at their base scenario value.

Solar capital costs. In the base scenario, investment costs for solar PV are assumed to be 600 € per kW of installed capacity. This value is already an extrapolation to the year 2030 and less than half of the cost in 2010, but could be reduced by another 30% until 2050 [17]. In [37] costs for utility-scale PV are foreseen to drop to around 240 €/kW by 2050, which is a drop of 60% compared to the base value.

If the solar capital costs are assumed to be 70% of the base value, or 420 €/kW, for the compromise grid scenario the average total system costs are reduced by 9.6% from 67.5 to 61 €/MWh, as shown in Fig. 7. This reduction of 6.5 €/MWh is slightly larger than the direct cost decrease of 4.4 €/MWh that would occur if only the costs, but not the installed capacity of solar PV are changed. This implies an effective additional benefit to the system due to the shift to a higher solar share from 0.61 TW to 0.87 TW of 2.1 €/MWh, or 3.1% of the total costs when reducing solar costs by 30%.

Even though the total system costs are sensitive to solar cost assumptions, most changes are linear with moderate slopes down to 50%–70% of the solar cost. With decreasing solar
costs, the installed capacity, generated energy, and curtailment of wind decrease. It is replaced by additional solar and battery capacity. Additionally, for increasing transmission capacity the power capacity of \( H_2 \) storage is almost completely replaced by OCGT capacity (see Fig. 8). This indicates that balancing the demand locally becomes a more dominant solution compared to spatial and long-term smoothing of wind generation, especially in countries with good solar resources. This is also reflected in the transmission volume in the optimal grid scenario, which decreases significantly, but in this range still stays above 125 TWkm, the volume of the compromise grid. A further indication that lower solar costs lead to decentral solutions is the difference between the system costs of the LV 0 and LV Opt scenarios: with the base solar cost, LV 0 is 30% more expensive than LV Opt, but with 70% lower solar cost, LV 0 is only 18% more expensive.

In the extreme case that solar generation capacity becomes very cheap compared to the other technologies, even for the optimal grid scenario there is an upper limit of 70% of the consumed energy that can be provided by solar alone, as shown in Fig. 9. However, such a system set-up features huge solar power capacities of up to 2.9 TW, which corresponds to 5.6 times the peak of the total demand. At the same time, a significant amount of solar energy of up to 30% of the yearly consumption has to be curtailed, leading to an inefficient system with a low effective capacity factor. At 40% of the solar cost assumption relative to the base scenario, this technology provides 50% of the energy, with a power capacity of three times the peak of total demand and only a small amount of curtailment. This scenario thus displays a comparatively high efficiency.

Fig. 10 shows that the amount of curtailed energy remains relatively constant with decreasing solar capital costs at around 8% to 12% of the demand until solar costs are roughly cut in half. Even lower costs lead to the installation of significant overcapacities of solar generation and therefore a strong increase in curtailed energy of up to 40% of the demand. In reality, this overproduction from solar could be used in other energy sectors such as transport and heating, before it is curtailed.
Onshore and offshore wind capital cost. Wind turbines are a mature technology option and have already been deployed on a large scale in recent years, even though there is still significant additional installation potential in Europe. In particular offshore wind turbines are expected to undergo further technological development that will lead to significant cost reductions. In [17] a decrease to 1075 and 2093 €/kW by 2050 for onshore wind and offshore wind, respectively, is assumed, which corresponds to a 9.1% and 16.5% reduction from the 2030 costs.

The optimisation results are already sensitive to moderate changes of the wind cost assumptions. Fig. 11 shows that for the compromise grid a 25% reduction of the onshore wind cost decreases the total system costs by 10.4%. While the onshore wind power capacity increases by 72.9%, half of the offshore wind and a third of the solar installations are no longer required. This higher share of onshore wind generators also leads to a 51.5% increase of the curtailed energy to 10.9% of the total demand. Assuming a less plausible more dramatic decrease of the onshore wind costs, these trends would continue until no offshore wind is built at 50% cost reduction, and almost no solar at 25% of the base scenarios cost assumption. The replacement of the remaining solar capacities is possible with excessive onshore wind power capacity, but would lead to a very large amount of curtailed energy of up to 1.3 times the annual demand. Considering the contrary scenario for a 25% increase of onshore wind costs, up to 42.2% of its installations would be replaced by offshore and solar capacity.

The total system costs are less sensitive to the offshore wind cost assumptions, but still decrease by 7.4% for a 25% lower offshore wind cost for the compromise grid, as shown in Fig. 12. Reducing offshore wind costs leads to a linear increase of its power capacity. It replaces dominantly onshore wind while the solar capacity remains relatively stable and is only slightly decreased. This leads to a significant decrease of the total power capacity by up to 21.3% compared to the base case at a large range of 50% to at least 10% of the assumed cost. At the same time, the amount of curtailed energy remains at or even below the initial value until the offshore wind cost assumptions are halved.

In the limit of very small offshore wind costs, the share of onshore wind is negligible, but solar can still contribute to a cost-optimal system with 241 GW or 14.8% of the total power capacity. This suggests a positive correlation due to a different spatial distribution and the different generation profile of solar. These influences contribute to mitigate line congestions during hours of high demand if large amounts of power have to be transported from remote offshore wind installations.

Fig. 13 shows that the system costs decrease even faster than in the previous cases if both the onshore and offshore wind cost assumptions are reduced simultaneously. As in the offshore wind case, the total installed power capacity decreases as the offshore wind installations are expanded and can provide more energy to the system, but a significant amount of solar power is now replaced by an increasing share of onshore wind. For very small cost assumptions, the results are similar to the onshore wind case with additional offshore wind installations that come with even larger amounts of curtailed energy.

Note that even for vanishing solar capital costs, the share of wind power generation in cost optimal configurations does not drop to zero (see Figs. 7 - 10). In contrast, already for moderate transmission expansion for very low onshore capital costs the optimisation leads to a scenario without solar power generation capacity. The fact that it is possible to set up an efficient system without solar, but not without wind power generation, shows the systemic value in the European system of the latter, which provides energy at day and night and is seasonally aligned with the peak demand. In contrast, meeting the winter peak with solar energy alone would require significant seasonal storage capacities. Synoptic variations of wind power as weather systems pass over Europe can be smoothed by the expansion of the continent-scale transmission system. This result was already indicated in an early study by Czisch in [8], which demonstrated a cost-effective wind-dominated system for Europe, North Africa and the Middle East. The importance of the more system-friendly
production of wind, particularly when integrated over large areas, also explains why the total system costs are more sensitive to changes in onshore wind capital costs than those of solar. Offshore wind is only available at specific locations, so profits less from the smoothing effect.

**Battery capital costs.** Even though modern battery technology has been commercially available for several decades, their capital costs have dropped significantly over the last few years due to technological developments and scaling effects in the manufacturing process (see [38] for a review on the cost development of battery packs for electric vehicles). Budischak et al. in [6] estimate a price drop by roughly 70% between 2008 and 2030 to values of 310 €/kW for power and 145 €/kWh for energy capacity, as used in the base scenarios.

Since in our model storage power and energy capacity are assumed to be coupled via the technology-dependent time scale $h_{max}$ for full charging / discharging, a battery cost reduction which uniformly affects both these cost components is assumed. Fig. 14 indicates that the modelling results presented here are quite robust against even large changes of battery costs down to 25% relative to the base scenarios assumption. In that case, the total system costs decrease by only 10.6% (7%) to 61% relative to the base scenarios assumption. In that case, the total system costs decrease by only 10.6% (7%) to 61% relative to the base scenarios assumption. In that case, the total system costs decrease by only 10.6% (7%) to 61% relative to the base scenarios assumption. In that case, the total system costs decrease by only 10.6% (7%) to 61% relative to the base scenarios assumption. In that case, the total system costs decrease by only 10.6% (7%) to 61% relative to the base scenarios assumption. In that case, the total system costs decrease by only 10.6% (7%) to 61% relative to the base scenarios assumption. In that case, the total system costs decrease by only 10.6% (7%) to 61% relative to the base scenarios assumption.

Fig. 13. Same as Fig. 11 but as a function of the fraction of both the base onshore wind and the offshore wind capital cost assumption. The curtailment at zero cost corresponds to 2.6 times the total demand.

The installed battery power increases exponentially with decreasing cost from 0.12 TW to 0.41 TW at 25% of the costs (see Fig. 15). However, the solar share increases only linearly at a low rate as more battery capacity becomes available, but stays below 35% of the generated energy. The batteries allow more short-term smoothing and therefore more efficient usage of fluctuating solar generation. This also reduces the required wind capacities, and replaces to a larger extent the more capital intensive offshore wind power. Additionally, the long-term H$_2$ storage can be completely removed due to a lower wind share and higher solar energy efficiency. The peak demand coverage provided in a few hours per year is then cost-efficiently replaced by additional OCGT power capacity.

For very small capital costs, the increase of the total battery power capacity as a function of the cost factor becomes even stronger. This is due to the interaction with onshore wind power. In this limit, the collective battery energy capacity is large enough for long-term storage and allow to smooth out even wind fluctuations over at least several days. Onshore wind is the cheapest renewable generator type in the model in terms of investment costs per average producible energy and can therefore reduce the system costs by replacing solar and offshore wind installations if power balancing is no longer the limiting factor.

**Hydrogen storage capital costs.** Hydrogen (H$_2$) storage that is charged by electrolysis of water and discharged via a fuel cell is not yet deployed at a large scale. Its cost and efficiency parameters are characterised by expensive power capacity, but cheap energy capacity with lower round-trip efficiency when compared to battery storage. This makes it adequate for a long-term, large energy storage profile with relatively low usage frequency (see also the discussion in [6] which analyses the system benefit of storage options for a highly renewable electricity system).
Since a commercial large scale implementation is not yet available, large deviations from the base scenario cost assumptions are plausible.

The modelling results are even more robust against changes of the H\textsubscript{2} storage costs than of the battery costs as shown in Fig. 16. Here again a uniform decrease in both power and energy capacity of the storage is assumed, which are coupled via the time scale $h_{H_2,\text{max}} = 168\text{h}$. The total system costs correspond closely to the ones in the previous section down to 25\% of the base cost assumptions, after which they fall slightly slower with decreasing H\textsubscript{2} storage costs.

However, the composition of the system under decreasing H\textsubscript{2} storage costs remains almost identical even for a 75\% cost reduction that leads to a capacity increase by a factor of 4.3 in the compromise transmission scenario (see Fig. 17). The share of onshore wind increases only slightly as the H\textsubscript{2} storage cost is lowered. Onshore wind is already the dominant energy source in the system, but can still be made more efficient by additional long-term storage. Simultaneously, some of the solar installations and eventually all battery capacities are removed. Even though the round-trip efficiency of batteries is significantly higher, inexpensive and large H\textsubscript{2} storage capacities, in combination with increased wind installations, provide enough flexibility in the system to even compensate most short-term solar fluctuations.

The installed power capacity of the conventional gas turbines (OCGT) quickly decreases to almost zero already at 80\% H\textsubscript{2} costs, but never reaches the limit of zero capacity. The amount of generated energy from this source is determined by the CO\textsubscript{2} emission constraint. The OCGT power capacity decreases because there is sufficiently large H\textsubscript{2} storage capacity which allows to cover all demand peaks mostly from wind energy that previously had to be curtailed but can now be stored in large quantities and over sufficiently long periods. In turn OCGT power does not have to be preserved for extreme hours, but is used by the model as a relatively cheap energy source that is operated almost continuously over the whole year and only shuts down during peak solar production. This maximises the capacity factor of OCGT and avoids most of its capital costs.

If H\textsubscript{2} storage is more expensive than in the base assumption, the previously discussed trends reverse. In this case, H\textsubscript{2} storage is at some point replaced by OCGT, battery, and solar capacity, and is no longer deployed if the costs are increased to more than 175\% for both the compromise and the optimum grid scenario. Without transmission, storage is much more important for the security of supply for the system and 36\% of the H\textsubscript{2} storage capacity is built even if its cost doubles (see [11] for details).

5. Results III: Influence of policy constraints

In [11] the role of different levels of constraints on transmission capacity expansion for cost-efficient layouts of a European electricity system is investigated. The limited geographic potential of different generation and storage technologies as well as a cap on CO\textsubscript{2} emissions entered as fixed constraints into the optimisation. However, for onshore wind a further restriction beyond geographical limits due to public acceptance issues is plausible. In a second investigation different CO\textsubscript{2} caps are implemented, representing less or even more ambitious emission targets than the 95\% reduction compared to 1990 levels assumed in the base scenario. The influence of these policy constraints on the system optimisation results are examined.

5.1. Onshore wind potentials

Despite a general positive public attitude towards renewable power generation (in [39], a survey of European Union citizens for the European Commission in 2017, 89\% thought it was important for their national government to set targets to increase renewable energy use by 2030), local onshore wind energy projects appear to be facing increasing opposition throughout Europe (see [40] for a discussion of the social acceptance of wind energy). Social constraints to the exploitation of onshore wind resources are represented by reducing their maximum installation capacity in each region to a fraction of the geographic potential.

Fig. 18 shows the optimisation results for scenarios with such a constrained onshore wind potential. It is found that in
this case, onshore wind generation is almost completely replaced by offshore wind. This replacement is not linear with the reduction of onshore wind potential. Some of the onshore installations can be moved to other regions which were not fully using their potentials in the base scenario and have only slightly worse wind conditions. Even though offshore wind turbines have assumed capital costs twice as high as those on land, their average capacity factor is usually much higher (0.485 vs. 0.233 for a layout given by the installation potential $G_{\text{max}}^s$, see Sec. 3) and therefore the average energy generation costs are only slightly higher offshore than onshore. This becomes apparent in the only small increase of total system cost as the amount of onshore wind installation potential is decreased down to zero. The costs change by less than 2.6% if the potential is reduced by half and only up to 8.8-12.2% if no onshore wind is allowed, with the largest increase if transmission is also strongly limited.

Only for strongly reduced potentials do small changes in other parts of the system become visible. Not all countries have access to the sea to build offshore turbines with sufficiently high capacity factors or installation potentials. If transmission capacities are restricted, they have to install slightly more solar PV and batteries, which leads to increasing costs. Hydrogen storage can be reduced by up to 41% since the feed-in from offshore wind is smoother, but some long term storage is still cost-optimal and the overall cost effect is almost negligible.

The same effects can be observed at country scale as shown in Figs. 19 and 20 for the case with optimal transmission. Onshore wind capacity is replaced by offshore wind in countries bordering the North and Baltic Sea, which is significantly extended in Denmark, the Netherlands, and eventually also in Great Britain. Germany already builds the maximum installable offshore wind capacity in the base scenario and therefore does not replace its onshore wind power. Ireland also does not replace its onshore wind, but simply reduces it. The very large transmission capacities that connect Great Britain and Denmark to their southern neighbours suggest that the energy can now be produced efficiently and without a large grid connection to Ireland in more central nodes of the network. Most countries in the southern half of Europe retain or slightly increase their solar capacity. If no onshore wind is allowed, France installs 45 GW of solar power but no local battery or H$_2$ storage, while most other countries expand their battery storage together with the solar capacity. This suggests that the solar PV fluctuations in France can be balanced by the more continuous offshore wind generation locally or through imports from the strong grid connection with Great Britain.

The results presented in this study build on a coarse-grained model with each country aggregated to a single node. Onshore potentials and in particular offshore potentials are heterogeneously distributed inside the countries. Corresponding intracountry transmission needs are ignored due to the spatial scale of the model. Nevertheless, since transmission costs represent
only a minor component of the total system costs, our results are expected to be stable on a finer scale as long as intra-country transmission can be expanded freely. However, if intra-country capacities are restricted, for example due to public acceptance issues, it may not be possible to integrate all the energy from wind power plants. The reader is referred to the results in [41] and a forthcoming study by the same authors.

5.2. Carbon dioxide emission constraint

Setting a limit to the total European CO₂ emissions is motivated by the policy goal to keep global temperatures from increasing beyond a certain level. In 2011 the European Council reconfirmed the EU objective to reduce overall greenhouse gas emissions by 80-95% compared to 1990 values, including a corresponding emission decrease in the power sector of 93-99% [1]. In the electricity system model applied in the present study, for the base scenario this target is represented as a CO₂ emission limit \( \text{CAP}_{\text{CO₂}} = 5\% \) in units of the emission level in the year 1990, i.e., 77.5 Mt-CO₂-equivalent per year for the electricity sector (this value is derived from the data given in [42], see [11] for details).

Going beyond this limit, CO₂ emissions can be brought down to zero by replacing the remaining fossil-fuel based conventional generation. The only conventional generator and thus source of CO₂ emissions in the model are open-cycle gas turbines (OCGT). This type of generation capacity is highly flexible and has relatively low investment costs for power capacity, but high variable costs for energy generation. This makes this technology option well suited to cover peak residual demand in a few hours per year (see Tab. 2 for the respective cost assumptions).

Fig. 21 shows that the total system costs are an almost linear function of the CO₂ emission limit close to \( \text{CAP}_{\text{CO₂}} = 5\% \) with an approximate rate of \(-0.94\) and \(-0.86\) €/MWh per percentage point of \( \text{CAP}_{\text{CO₂}} \) for compromise and optimal transmission volume, respectively. With the compromise (optimal) grid, a system with zero emissions has average system costs of 72 (69) €/MWh, a 6.6% (6.4%) increase from the base scenario.

In the other limit, for an CO₂ emission level above 30%, the transmission system expansion constraint for the compromise grid scenario is no longer binding, i.e. the line volume in the cost-optimal system set-up is below 125 TWkm, leading to identical solutions for both transmission scenarios. The CO₂ constraint in this case is binding up to an emission level of approximately 43%. Since the only emissions in the model result from burning the fuel in the gas turbines, in this range the corresponding component of the system costs in Fig. 21 can directly be calculated, using the allowed total CO₂ emissions, the CO₂ emission intensity and efficiency of the gas turbines, and the fuel costs. The gas turbine fuel component of the average system costs is then approximately \( \text{CAP}_{\text{CO₂}} \times 55.39 \) €/MWh, with \( \text{CAP}_{\text{CO₂}} \) denoting the CO₂ emission constraint relative to 1990 levels. For \( \text{CAP}_{\text{CO₂}} = 43\% \) or 0.67 Gt-CO₂/year this corresponds to 23.82 €/MWh (see Fig. 21).

Once the emission constraint becomes binding, the system optimisation is forced to reduce the amount of energy generated from gas turbines. Fig. 21 shows that down to about 20% the missing energy is then delivered by increasing renewable generation capacity, mostly from solar and offshore wind, while the generation capacity of the gas turbines remains constant. At some point (around 20%/15% for the compromise/optimal grid scenario), the restriction in the usage of the generation from gas turbines starts to affect situations of peaks in the residual load, for which a corresponding increase in renewable generation is no longer a cost-efficient solution. Instead, the system optimisation has to provide the necessary flexibility by a combination of battery and hydrogen storage, which replaces the respective dispatchable power generation also in other situations (see the decrease of gas capacity system costs in Fig. 21). Accordingly, the sum of the installed power capacity of OCGT, battery, and H₂ storage is almost constant at 49 ± 3% of the peak demand for the compromise grid. Similarly, for the optimal grid the total power of OCGT, battery, H₂ storage, and offshore wind is 52 ± 2% of peak demand, relatively independent of the emission level. In the latter case, the optimal transmission capacity allows a system-wide usage of the comparatively steady power generation from offshore wind. Nevertheless, the replacement of gas turbines by storage options for stricter emission constraints leads to a stronger increase in system costs, caused by the higher capital costs and reduced efficiencies of these technologies (see Tab. 2 for the respective cost assumptions and efficiencies). Furthermore, the losses associated with using storage technologies represent an additional factor for increasing renewable generation capacities and costs.

Fig. 21 shows that the effects of a varying CO₂ emission limit are even more pronounced in the zero transmission scenario. Without transmission the emission constraint becomes binding at \( \text{CAP}_{\text{CO₂}} \approx 53\% \). Power generation from gas is then replaced by generation from larger renewable capacities. At \( \text{CAP}_{\text{CO₂}} < 30\% \), storage units start to replace gas turbines. Transmission not only provides a smoothing effect with respect to the fluctuating renewable generation, but also allows a more efficient system-wide usage of the flexibility provided by storage technologies. Correspondingly, for the zero transmission...
Carbon dioxide emission shadow price. It should be emphasised that the results above assume a direct CO2 emission price of 0 €/tonne-CO2. Higher prices would lead to smaller economically optimal OCGT shares and emission levels. Fig. 22 plots the shadow price $\mu_{CO2}$ of the global CO2 emission constraint in equation (7) against $CAP_{CO2}$. Here, $\mu_{CO2}$ can be interpreted as the CO2 price that would be required for the market to achieve a certain emission level under the given assumptions (for a more general discussion of shadow prices in the context of efficient electricity markets see [44]).

A restriction to the $CAP_{CO2} = 5\%$ level of the base scenario is economically optimal if the emission price is set to roughly 180 €/tonne-CO2 for both compromise and optimal grid. In these transition scenarios, the effect of the emission price is similar and the change of $\mu_{CO2}$ with $CAP_{CO2}$ is close to linear down to very small emission limits. Only if no emissions are allowed, the CO2 shadow price jumps to around 20000 €/tonne-CO2, two orders of magnitude larger than the previous values. This suggests that there is a small number of hours per year when the flexibility provided by the power capacity of OCGT is very valuable for system stability. The system has to install significant additional capacities only to cover the demand in these few hours. In practice, load shedding would be a more viable option for these rare events, but is not included in the model.

The flexibility from the dispatchable generators is much more valuable if fluctuations cannot be smoothed by transmission. In this case, $\mu_{CO2}$ grows at a similar rate with decreasing CO2 limit as with transmission but is higher by 60 to 100 €/tonne-CO2 down to $CAP_{CO2} > 10\%$. For stricter emission limits, $\mu_{CO2}$ increases significantly faster at an exponential rate. $CAP_{CO2} = 5\%$ can be obtained by an emission price of 319 €/tonne-CO2, while $CAP_{CO2} = 0.5\%$ requires $\mu_{CO2} = 1280 €/tonne-CO2$. This underlines how expensive an ambitious CO2 reduction is when grid capacity is severely limited.

CO2 emission constraint without storage. In the previous section it was shown that installing battery and H2 storage is cost-efficient only if the CO2 emission limit is very low. In the following the consequences of removing storage altogether are examined, both to understand better the economic necessity of storage and to analyse the case where unforeseen feasibility problems hinder the large-scale deployment of storage.

Consult Fig. 23 for the cost development as the CO2 constraint is restricted for the case of moderate transmission expansion (compromise grid scenario). As outlined in the last section, for CO2 emission reductions to levels above 20%, the results do not differ from the corresponding optimisation including storage. Below 20% the costs rise much faster, being 13.1% higher at 76.3 €/MWh for 5% CO2, 48.6% higher at 106.9 €/MWh for 0.5% CO2 and infeasible for 0% CO2. There is also a significant increase in offshore wind in the range of low CO2 emissions, as the system optimisation tries to exploit the lower fluctuations of offshore wind to cover the peak residual load.

The reason for these strongly increasing costs is the difficulty of bridging times with low wind and sun when there is neither flexibility provided by storage nor gas power generation. Countries must either considerably expand their wind and solar capacities to compensate for the low power availability, or import from other regions where better renewable resource
quality provides more generation availability during these times (but even this is restricted by the moderate transmission capacity). The model increasingly introduces offshore wind because of its more regular production characteristics, but as CO₂ emissions are reduced, this is not sufficient to cover the demand at times with strongly adverse weather conditions for wind and solar power generation.

6. Discussion: Limitations of the study

This contribution studies the sensitivity of cost optimal scenarios to various influences for the model presented in [11]. The investigations are explicitly not extended to alternative models, which might apply different methodological approaches, incorporate other sectors (like heating and transport) and other technologies (for instance nuclear generation or carbon capture), or consider a finer temporal or spatial scale. Such alternative models will show different sensitivities, depending on the specific modelling set-up (see for instance [45] for a discussion of the sensitivity to energy and emission market prices for an optimisation model for sustainable energy systems). For models applying heuristic solutions, the behaviour of the cost function around the optimum – which can be assessed using a multi-parameter sensitivity analysis – will also have an influence on the necessity to adopt more elaborated but computationally expensive optimisation methods (see [46] for a comparison of heuristic with optimisation methods in the context of an energy planning tool for sustainable national energy systems). Nevertheless, the restriction to a single model, for which there is complete knowledge of the underlying data and control over all modelling details, allows to assess comprehensively the model-inherent sensitivities to input data and optimisation constraints. In contrast, an inter-model comparison would have to compare scenarios derived from different models for common objectives, without necessarily taking into account the details of the modelling process. For the limitations of the underlying electricity system model the reader is referred to the discussion in [11].

The strict restriction to one model is applied in Sec. 3, where the influence of the sampling in the input load and weather (i.e. renewable generation) time series is studied. Here different samples from the same source are chosen and accordingly alternative sources or modelling frameworks are not considered. The load data is at country-level as the spatial scale of the present model is given from the transmission system operators (ENTSO-E), so a dependence on the regionalisation of the load data as would be necessary in spatially more detailed system models can be excluded (see [41] for a discussion of the role of spatial scale in the optimisation of energy system models). Nevertheless, the load data could change both in its profile and volume under an increasing electrification and coupling to other energy sectors, for instance due to a wider use of heat pumps or electric vehicles. Sector coupling also enables new sources of flexibility, such as demand-side management of charging battery electric vehicles, or the use of cheap energy storage in the heating and the gas sectors, which may change the sensitivity of the system to the input parameters, particularly with regard to storage technologies. Such ‘smart energy systems’ were presented and analysed in [47], while the interaction with cross-border transmission reinforcement was studied for a variety of flexibility scenarios by some of the authors in [48]. Since low-fossil sector-coupling scenarios typically require significant electrification of other energy sectors, and wind and solar power still dominate electricity provision, many of the present conclusions with respect to wind and solar input data are expected to hold.

For the renewable generation potentials, both an influence from the underlying weather data source and from the modelling approach used for the conversion from weather to generation time series is expected (see [49] and [23] for a discussion of reanalysis models for wind power output data). Also climate change will have an influence on the structure of future weather conditions, a topic which recently has been discussed for instance in [50–52]. Given the importance of the spatio-temporal renewable generation patterns for a highly renewable electricity system, these topics need to be addressed extensively in future research, but are beyond the scope of the present study.

The influence of cost assumptions is discussed in Sec. 4, where the variation of one cost component is considered while the remaining parameters are fixed. For the sensitivity to multi-parameter variations a linear behaviour for small changes is expected, i.e. an overlay of the individual system effects. For larger variations, non-linear effects will lead to new cost optimal system configurations. Although an extensive exploration of the whole parameter space is not feasible in the context of a single journal paper, it is assumed that the essential interdependencies are already covered in the single-parameter variation approach.

7. Summary and Conclusions

Models of the electricity system give important insights into how to cost-efficiently combine different technology options in the framework given by the physical, environmental, or societal constraints of the system. Even if the methodological approach and the scope of a model is fixed, the simulation results will depend on the assumptions concerning the input data, input parameters, and constraints inside the model. Using the techno-economic optimisation model for the European electricity system presented in [11], the influence of the data sampling in the load and renewable generation time series, and of different cost assumptions for the capital costs of generation and storage technologies is studied. Beyond this analysis, it is shown how different policy constraints, in particular the cap on the CO₂ emission level, affect the structure of the cost optimal scenarios.

It is observed that trends in different samples of the load and renewable generation time series are reflected in the details of the simulation results, but only weakly affect the resulting total system costs. The robustness of the overall results to input weather data from different years confirms earlier results from the literature [53], however specific technologies may be affected by inter-annual variability, so the most robust results are found by taking weather data from several years (see for instance [54]). A shift from an hourly resolution to a 3 hour sampling in the time series can increase the share of solar power
For moderate changes in the solar capital costs a linear relationship to total system costs is observed, with onshore wind power being replaced by additional solar and battery capacity for decreasing solar costs. A comparatively stronger sensitivity to onshore wind capital costs is shown, which can be explained by the systemic importance of wind in meeting the critical peak winter demand in Europe. Given a scenario with moderate transmission expansion, a reduction of onshore wind capital costs by 25% leads to a decrease of system costs by 10.4%. In contrast, a reduction of battery or hydrogen storage capital costs only has a very weak effect on the modelling results. All in all for moderate changes in the cost assumptions it is observed, that the total system costs tend to be flat in the optimisation space, which indicates a certain degree of freedom to consider additional factors like public acceptance in the choice of cost optimal system layouts. The consideration of constraints in the exploitation of onshore wind potentials leads to similar results. In this case, onshore wind capacity is mostly replaced by offshore wind capacity, with only a small increase in total system costs.

The base scenarios studied in [11] assume a CO₂ emission limit of 5% in terms of 1990 levels as a constraint for the system optimisation. Since open cycle gas turbines are the only source of CO₂ emissions considered in the model, this constraint directly translates into the amount of flexible power generation from natural gas. The simulation results shows that a 5% cap on emissions corresponds to a CO₂ shadow price of 180 €/(tonne-CO₂) for both a scenario with optimal and with moderate transmission expansion. This shadow price indicates the carbon dioxide price necessary to obtain the corresponding reduction in emissions in an unconstrained market. For a scenario without transmission between the European countries the CO₂ shadow price rises to 319 €/(tonne-CO₂), underlining the benefit of transmission for a low-emission electricity system [11]. It is observed that for both grid expansion scenarios the emission limit becomes binding for a 43% reduction compared to 1990s level. Stricter constraints necessarily lead to a decrease in the share of power generated from natural gas, which is replaced by renewable generation from expanded wind and solar generation capacities at slightly increasing system costs. For even lower emissions, storage options replace gas turbines and provide the flexibility to meet peak demand situations in cost optimal scenarios. If such storage options are excluded from the system, total costs rise significantly, and the extreme case of a zero-emission scenario becomes infeasible.

This study addresses the sensitivity to changes in the input parameters and to policy constraints for cost optimal scenarios of a low emission electricity system, highlighting the stability of total system costs and the decisive role of the CO₂ emission constraint. Such an analysis provides an understanding of the mechanisms underlying the cost-efficient combinations of different technologies, thus providing insights beyond a mere listing of scenarios derived from running extensive simulations. Given the uncertainties and complexities of the energy system, such a perspective should be added also to more detailed system models, assessing the role of the spatio-temporal scales, technology options, or sectors considered in their implementation. It would also be desirable to develop analytic results, either from simplified models that maintain the system’s sensitivities or from more detailed mathematical analysis of the solution space, thereby allowing a deeper understanding of the system interactions. Only such a broad methodological approach can provide the robust and comprehensible policy guidelines necessary to facilitate a cost-efficient transition to a low-emission sustainable energy system.
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