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Abstract
Class-conditional noise commonly exists in machine learning tasks, where the class label is corrupted with a probability depending on its ground-truth. Many research efforts have been made to improve the model robustness against the class-conditional noise. However, they typically focus on the single label case by assuming that only one label is corrupted. In real applications, an instance is usually associated with multiple labels, which could be corrupted simultaneously with their respective conditional probabilities. In this paper, we formalize this problem as a general framework of learning with Class-Conditional Multi-label Noise (CCMN for short). We establish two unbiased estimators with error bounds for solving the CCMN problems, and further prove that they are consistent with commonly used multi-label loss functions. Finally, a new method for partial multi-label learning is implemented with unbiased estimator under the CCMN framework. Empirical studies on multiple datasets and various evaluation metrics validate the effectiveness of the proposed method.

1 Introduction
In ordinary supervised classification problems, a common assumption is that the class labels of training data are always correct. However, in practice, the assumption hardly holds since the training examples are usually corrupted due to unavoidable reasons, such as measurement error, subjective labeling bias or human labeling error. Learning in presence of label noise has been a problem of theoretical as well as practical interest in machine learning communities [8]. In various applications, such as the image annotation [33] and text classification [15], many successful methods have been applied to learning with label noise.

In general, to deal with noise-corrupted data, it is crucial to discover the causes of label noise. A natural and simple formulation of label noise is that the labels are corrupted by a random noise process [8], which can be described by the random classification noise (RCN) framework [1]. RCN framework assumes that each label is flipped independently with a specific probability $\rho \in [0, 1]$. Despite the great impact that RCN framework has made, it is too simple to deal with practical tasks, where the cause of label noise may not follow a random process. In order to deal with such problems, in [29, 24], authors propose a class-conditional
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random label noise (CCN) framework, where the probability of a label flipped depends on its true label. Unfortunately, CCN framework only considers single label case and fail to deal with multiple noisy labels, where multiple labels assigned to one instance may be corrupted simultaneously.

In this paper, we extend CCN to a more general framework of Class Conditional Multi-label Noise (CCMN) to learn with multi-class and multi-label classification tasks. In CCMN framework, each instance is associated with multiple labels and each of class labels may be flipped with a probability $\rho_{j+1}$ or $\rho_{j-1}$, which depends on its true label $y_j \in \{+1, -1\}$. It is worth noting that a great deal of real-world applications in weak-supervised setting [44] can be included into the framework, such as learning from partial-labeled data [6, 34] or learning with missing labels [30], which we will discuss detailedly in following content. To the best of our knowledge, general theoretical results in this setting have not been developed before.

To tackle corrupted data with class-conditional multiple noisy labels, we derive a modified loss function for learning a multi-label classifier with risk minimization. Theoretically, we show that the empirical risk minimization with modified loss functions can be in an unbiased fashion from independent and dependent perspectives. We then provide the estimation error bound for the two unbiased estimator and further show that learning with class-conditional multiple noisy labels can be multi-label consistent to two commonly used losses, i.e., hamming loss and ranking loss, respectively. Finally, CCMN can be regarded as a general framework of various weakly-supervised learning scenarios, such as partial label learning [6], partial multi-label learning [34] and weak label learning [30]. Among them, partial multi-label learning (PML) is a recently proposed weakly-supervised learning scenario. We further propose a new approach for partial multi-label learning with unbiased estimator. Comprehensive empirical studies demonstrate the effectiveness of the proposed methods.

Our main contributions are summarized as follows:

- A general framework of learning from class-conditional multi-label noise is proposed. Varied weakly-supervised learning scenarios can be cast under CCMN framework.
- We propose two unbiased estimators for solving CCMN problems in independent and dependent fashion. These two estimators are proven to be multi-label consistent to hamming loss and ranking loss, respectively.
- A novel approach for Partial Multi-label Learning with unbiased estimator (uPML) is proposed under the CCMN framework.

2 Related Works

There are a great deal of previous works aiming to learn a robust classification model in presence of label noise. Most of these methods only consider single label case and cannot tackle class-conditional multi-label noise.

There has been a long line of studies in machine learning community on random label noise. The earliest work by Angluin and Laird [1] first propose the random classification noise (RCN) model. In [2], authors propose a boosting-based method and empirically show its robustness to random label noise. A theoretical analysis proposed in [21] proves that any method based on convex surrogate loss is inherently ill-suited to random label noise. In [3], authors consider random and adversarial label noise and try to utilize a robust SVM to deal with label noise.

The first attempt to tackle class-conditional label noise is in [29] where authors propose a variant of SVM to deal with noisy labels with theoretical guarantee. In [24], authors propose unbiased estimators to solve class-conditional label noise in binary classification setting. Based on the assumption that the class-conditional distributions may overlap, a method called mixture proportion estimation is proposed in [28] to
estimate the maximal proportion of one distribution that is present in another. Furthermore, authors extend the method into multi-class setting in [1].

Thanks to the great development of deep learning, there are various methods raised for utilizing deep neural networks to handle noisy labels, such as label correction methods [31, 19], loss correction methods [14, 30, 13], sample reweighting methods [17, 27, 32] and robust loss methods [11, 42, 22].

In this paper, we also employ the CCMN framework to solve partial multi-label learning problems. In order to deal with partial-labeled data, the most commonly used strategy is disambiguation [6, 12], which recovers ground-truth labeling information for candidate labels. Some methods perform disambiguation strategy by estimating a confidence for each candidate label [34, 40]. Other methods utilize decomposition scheme [20] or adversarial training [37]. However, aforementioned methods never consider the generation process of noisy labels in candidate label set, which is a essential information for solving PML problems. In [35], authors first consider modeling the relationship between noisy labels and feature representation. Nevertheless, all of these methods failed to prove the consistency of the proposed method.

3 Formulation of CCMN

Let \( x \in \mathcal{X} \) be a feature vector and \( y \in \mathcal{Y} \) be its corresponding label vector, where \( \mathcal{X} \subset \mathbb{R}^d \) is the feature space and \( \mathcal{Y} \subset \{-1, 1\}^q \) is the target space with \( q \) possible class labels. For notational convenience, the label \( y_j \) can be denoted by its index \( j \). In the setting, \( y_j = 1 \) indicates the \( j \)-th label is a true label for instance \( x \); \( y_j = -1 \), otherwise. In this paper, we focus on the multi-label learning problem, where each instance may be assigned with more than one label, i.e., \( \sum_{j=1}^{q} I(y_j = 1) \geq 1 \) holds, where \( I \) is the indicator function. Let \( S = \{(x_1, y_1), \ldots, (x_n, y_n)\} \) be the given training data set, drawn i.i.d. according to the true distribution \( \mathcal{D} \). We also use \([q]\) to denote the integer set \( \{1, \ldots, q\} \).

In this paper, for instance \( x \), its corresponding label \( y \) can be corrupted and may be flipped into \( \tilde{y} \) following a class-conditional multi-label noise model as follows:

\[
\Pr(\tilde{y}_j = -1 | y_j = +1) = \rho_{+1}^j, \\
\Pr(\tilde{y}_j = +1 | y_j = -1) = \rho_{-1}^j, \\
\forall j \in [q], \rho_{+1}^j + \rho_{-1}^j < 1.
\]

where \( \rho_{+1}^j \) and \( \rho_{-1}^j \) are noise rates for each class label and are assumed to be known to the learner.

After injecting random noise into original samples \( S \), the observed data set \( S_D = \{(x_1, \tilde{y}_1), \ldots, (x_n, \tilde{y}_n)\} \) are drawn i.i.d., according to distribution \( \mathcal{D}_p \). Our goal is to learn a prediction function \( h : \mathcal{X} \rightarrow \mathcal{Y} \) can accurately predict labels for any unseen instance. In general, it is not easy to learn \( h \) directly, and alternatively, one usually learns a real-valued decision function \( f : \mathcal{X} \rightarrow \mathbb{R}^K \). Note that, for each instance \( x \), even though its final prediction depends on \( h(x) \), we also call \( f \) itself the classifier. As mentioned before, CCMN can be used to solve multi-class and multi-label learning problems. In this paper, we focus on the multi-label classification task without loss of generality.

In general, CCMN framework has implications in varied real-world applications. In the following content, we discuss on two popular weakly-supervised learning scenarios, i.e., partial multi-label learning and weak label learning, which can be regarded as special cases of CCMN framework.

In PML problems, each instance is associated with a candidate label set \( Y_c \), which contains multiple relevant labels and some other noisy labels. One intuitive strategy to solve the task is that treat all labels in \( Y_c \) as relevant labels and transform \( Y_c \) into \( \tilde{Y} \). Here, we use \( \tilde{Y} \), since there may exist irrelevant labels in \( \tilde{Y} \). Then, a new training set is obtained, where each instance is associated with the label set \( \tilde{Y} \). Besides relevant labels, \( \tilde{Y} \) is also injected into some irrelevant labels, which can be regarded as class-conditional multi-label noise, i.e., irrelevant labels are flipped into relevant labels with \( \rho_{-1}^j > 0 \) while \( \rho_{+1}^j = 0 \).
In weak label learning, also known as learning with missing label, relevant labels of each instance are partially known. Specifically, each instance is associated with a label set \( Y_{+1} \) while \( \tilde{Y}_{-1} \) is the irrelevant label set. Here, we use \( \tilde{Y}_{-1} \) since there may exist missing labels in \( \tilde{Y}_{-1} \), i.e., relevant labels are missed. Similarly, one can treat all labels in \( \tilde{Y}_{-1} \) as irrelevant labels. Besides irrelevant labels, \( \tilde{Y}_{-1} \) is also injected into some relevant labels which can be regarded as class-conditional multi-label noise with \( \rho_{+1} > 0 \) while \( \rho_{-1} = 0 \).

4 Learning with CCMN

In this section, we first provide some necessary preliminaries, and then derive two CCMN solvers in independent and dependent cases. In the independent case, we solve each binary classification task of the CCMN problem independently while in the dependent case, we solve the CCMN problem by considering label correlations.

4.1 Preliminaries

To derive our results for solving CCMN problems, we introduce some notations and the property of multi-label consistency.

There are many multi-label loss functions (also called evaluation metrics), such as hammering loss, ranking loss and average precision [11], etc. In this paper, we focus on two well known loss functions, i.e., hammering loss and ranking loss, and leave the discussion on other loss functions in the future work.

The hammering loss considers how many instance-label pairs are misclassified. Given the decision function \( f \) and prediction function \( F \), the hammering loss can be defined by:

\[
L_h(F(f(x)), y) = \frac{1}{q} \sum_{j=1}^{q} I[\hat{y}_j \neq y_j]
\]  

where \( \hat{y} = F(f(x)) = (\hat{y}_1, ..., \hat{y}_q) \).

The ranking loss considers label pairs that are ordered reversely for an instance. Given a real-value decision function \( f = (f_1, f_2, ..., f_q) \), the ranking loss can be defined by:

\[
L_r(f, y) = \sum_{1 \leq j < k \leq q} I(y_j < y_k) \ell(j, k) + I(y_j > y_k) \ell(k, j)
\]  

where

\[
\ell(j, k) = I(f_j > f_k) + \frac{1}{2} I(f_j = f_k)
\]

The risk of \( f \) with respective to loss \( L \) is given by \( R(f) = \mathbb{E}_{(x, y) \sim \mathcal{D}}[L(f(x), y)] \) and the minimal risk (also called the Bayes risk) can be defined by \( R^* = \inf_f R(f) \). For an instance \( x \), the conditional risk of \( f \) can be defined as

\[
l(p, f) = \sum_{y \in \mathcal{Y}} p_y L(f, y)
\]

where \( p_y = \Pr(y|x) \in \mathcal{Y} \) is a vector of conditional probability over \( y \in \mathcal{Y} \).

Note that the above mentioned two loss functions are non-convex and computationally NP-hard, which makes the corresponding optimization problems hard to solve. In practice, a feasible solution is to consider alternatively a surrogate loss function \( \mathcal{L} \) which can be optimized efficiently. The \( \mathcal{L} \)-risk and minimal \( \mathcal{L} \)-risk can be defined as \( R_\mathcal{L}(f) = \mathbb{E}_{(x, y) \sim \mathcal{D}}[\mathcal{L}(f(x), y)] \) and \( R_\mathcal{L}^* = \inf_f R_\mathcal{L}(f) \), respectively. Accordingly, we define the empirical \( \mathcal{L} \)-risk as \( \hat{R}_\mathcal{L}(f) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}(f(x), y) \).
Furthermore, we define the conditional $\mathcal{L}$-risk of $f$ and the conditional Bayes $\mathcal{L}$-risk

$$W(p, f) = \sum_{y \in Y} p_y \mathcal{L}(f, y), \quad W^*(p) = \inf_f W(p, f).$$

The definition of multi-label consistency can be formulated as follows.

**Definition 1.** [10] Given a below-bounded surrogate loss $\mathcal{L}$, where $\mathcal{L}(\cdot, y)$ is continuous for every $y \in Y$, $\mathcal{L}$ is said to be multi-label consistent w.r.t. the loss $\mathcal{L}$ if it holds, for every $p$, that

$$W^*(p) < \inf_f \{ W(p, f) : f / \notin A(p) \},$$

where $A(p) = \{ f : l(p, f) = \inf_{f'} l(p, f') \}$ is the set of Bayes decision functions.

Based on the definition, the following theorem can be further established.

**Theorem 1.** [10] The surrogate loss $\mathcal{L}$ is multi-label consistent w.r.t. the loss $\mathcal{L}$ if and only if it holds for any sequence $\{ f_n \}_{n \geq 1}$ that

if $R_\mathcal{L}(f_n) \to R_\mathcal{L}^*$ then $R(f_n) \to R^*$.

The theorem tells us that the multi-label consistency is a necessary and sufficient condition for the convergence of $\mathcal{L}$-risk to the Bayes $\mathcal{L}$-risk, implying $R(f) \to R^*$. Our goal is to learn a good classification model with the modified loss function $\tilde{\mathcal{L}}(f(x), \tilde{y})$ from noise-corrupted data by minimizing empirical $\tilde{\mathcal{L}}$-risk:

$$\hat{f} = \arg\min_{f \in \mathcal{F}} \tilde{R}_\mathcal{L}(f),$$

where $\mathcal{F}$ is a function class.

4.2 Independent Case

In order to solve multi-label learning problems, the most straightforward method is to decompose the task into $q$ independent binary classification problems [41], where the goal is to learn $q$ functions, $f = (f_1, f_2, ..., f_q)$. However, as mentioned before, it is difficult to directly optimize the hamming loss due to its non-convexity. Alternatively, we consider the following surrogate loss

$$\mathcal{L}_h(f(x), y) = \sum_{j=1}^{q} \phi(y_j f_j(x)), \quad \tag{3}$$

where $\phi$ is a convex loss function. The common choices are least square loss $\phi(t) = (1 - t)^2$ and hinge loss $\phi(t) = (1 - t)_+$ in [7].

The modified loss function under class-conditional multi-label noise in independent case can be defined as follows:

$$\tilde{\mathcal{L}}_h(f, \tilde{y}) = \sum_{j=1}^{q} \tilde{\phi}(y_j f_j(x)), \quad \tag{4}$$

where,

$$\tilde{\phi}(y_j f_j) = \kappa_j \left[ (1 - \rho_{y_j}) \phi(y_j f_j) - \rho_{y_j} \phi(-y_j f_j) \right].$$

Here, $\kappa_j = \frac{1}{1 - \rho_{y_j}^2 - \rho_{y_j}^2}$ is a constant.

We extend the results in [24] to have the following lemma, which shows the unbiasedness of the estimator defined by Eq. (4).
Lemma 1. For any \( y_j, \forall j \in [q] \), let \( \phi(\cdot) \) be any bounded loss function. Then, if \( \mathcal{L}_h(f, \hat{y}) \) can be defined by Eq. (4), we have \( \mathbb{E}_{y} \left[ \mathcal{L}_h(f, \hat{y}) \right] = \mathcal{L}_h(f, y) \).

Let \( \sigma = \{\sigma_1, \ldots, \sigma_n\} \) be \( n \) Rademacher variables with \( \sigma_i \) independently uniform random variable taking value in \( \{-1, +1\} \). Then, the Rademacher complexity with respective to function class \( F \) and unbiased estimator \( \hat{L} \) can be formulated as follows:

\[
\mathcal{R}_n(\hat{L} \circ F) = \mathbb{E}_{x, y, \sigma} \left[ \sup_{f \in F} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \hat{L}(f(x_i), y_i) \right].
\]

Accordingly, the performance guarantee for the unbiased estimator in independent case can be derived as following theorems.

Theorem 2. Let \( \mu = \max_j \frac{1}{1 - \rho_{-1}^j - \rho_{+1}^j}, \forall j \in [q] \). Then, for the loss function \( \phi(\cdot) \) bounded by \( \Theta \), with probability at least \( 1 - \delta \), we have

\[
R_{\mathcal{L}_h}(\hat{f}) - \min_{f \in F} R_{\mathcal{L}_h}(f) \leq 4qK \rho R_n(F) + 2q \mu \Theta \sqrt{\frac{\ln \frac{2}{\delta}}{2n}},
\]

where \( \hat{f} \) is trained by minimizing \( \hat{R}_{\mathcal{L}_h}(f) \) and \( K_\rho \) is the Lipschitz constant of \( \hat{L}_h \).

Theorem 3. If \( \phi \) is convex function with \( \phi'(0) < 0 \), then the modified surrogate loss \( \hat{L}_h \) defined by Eq. (4) is consistent w.r.t hamming loss, i.e., there exists a non-negative concave function \( \xi \) with \( \xi(0) = 0 \), such that

\[
R_{\mathcal{L}_h}(\hat{f}) - R_{\mathcal{L}_h}^* \leq \xi(R_{\mathcal{L}_h}(\hat{f}) - R_{\mathcal{L}_h}^*).
\]

As shown in Theorem 2, the generalization error is dependent to the noise rates \( \rho_{-1} \) and \( \rho_{+1} \). It is intuitive that smaller noise rates lead to a better generalization performance owing to a smaller \( \mu \). By combining Theorem 2 with Theorem 3, we obtain a performance guarantee for learning from class-conditional multiple noisy labels with respective to hamming loss, that is as \( n \to \infty \), we have \( R_{\mathcal{L}_h}(f_n) \to R_{\mathcal{L}_h}^* \), then \( R_{L_h}(f_n) \to R_{L_h}^* \).

4.3 Dependent Case

In multi-label learning problems, a common assumption is that there exist label correlations among labels \( [26, 39] \). Therefore, it is fundamental to learning with class-conditional multi-label noise in a dependent fashion. The ranking loss considers the second-order label correlation and its surrogate loss is commonly defined as

\[
\mathcal{L}_r(f(x), y) = \sum_{1 \leq j < k \leq q} I(y_j > y_k)\phi(f_{jk}) + I(y_j < y_k)\phi(f_{kj}) = \sum_{1 \leq j < k \leq q} \phi(y_{jk}(f_j - f_k)) \tag{5}
\]

where \( y_{jk} = \frac{y_j - y_k}{y_j - y_k} \) and \( f_{jk} = f_j - f_k \).

If \( y_j \neq y_k \), let \( a = (1 - \rho_{y_jy_k}^j)(1 - \rho_{y_jy_k}^k), b = \rho_{y_jy_k}^j(1 - \rho_{y_jy_k}^k), c = \rho_{y_jy_k}^k(1 - \rho_{y_jy_k}^j), d = \rho_{y_jy_k}^j(1 - \rho_{y_jy_k}^j) \). Then, the modified loss function under class-conditional multi-label noise in the dependent case can be defined as

\[
\hat{\mathcal{L}}_r(f(x), y) = \sum_{1 \leq j < k \leq q} \hat{\phi}((f_j, f_k), (y_j, y_k)) \tag{6}
\]
\[
\tilde{\phi}(f_j, x_t) = f_j(x_t) - f_0(x_t)
\]

where \(\tilde{\phi}(f_j, f_k, (y_j, y_k))\) can be abbreviated by \(\tilde{\phi}(j, k)\),

\[
\tilde{\phi}(j, k) = \begin{cases} 
\kappa_{jk} \left[a\phi(y_j f_j k) + b\phi(-y_j f_j k)\right] & \text{if } y_j \neq y_k \\
-\kappa_{jk} \left[c\phi(-y_j f_j k) + d\phi(y_j f_j k)\right] & \text{if } y_j = y_k
\end{cases}
\]

Here, \(\kappa_{jk} = \frac{1}{(1-\rho_{-1}^j - \rho_{+1}^k)(1-\rho_{-1}^k - \rho_{+1}^j)}\) is a constant.

The unbiasedness of the estimator defined by Eq.(6) can be shown as following lemma.

**Lemma 2.** For any \(y_j, y_k, \forall j, k \in [q]\), let \(\phi(\cdot)\) be any bounded loss function. Then, if \(\hat{L}_r(f, \tilde{y})\) can be defined by Eq.(7), we have \(\mathbb{E}_{\tilde{y}} \left[\hat{L}_r(f, \tilde{y})\right] = L_r(f, y)\).

Accordingly, the performance guarantee for the unbiased estimator in the dependent case can be derived as following theorems.

**Theorem 4.** Let \(\mu = \max_j \frac{1+q_j - q_{j+1}}{(1-q_{j+1}^j)(1-q_{j}^j)}\), \(\forall j \in [q]\). Then, for the loss function \(\phi(\cdot)\) bounded by \(\Theta\), with probability at least \(1 - \delta\), we have

\[
R_{L_r}(\hat{f}) - \min_{f \in \mathcal{F}} R_{L_r}(f) \leq 4q(q-1)K_{\mu}R_n(\mathcal{F}) + 2q(q-1)\mu\Theta \sqrt{\frac{\ln \frac{1}{\delta}}{2n}}
\]

where \(\hat{f}\) is trained by minimizing \(\hat{L}_r(f)\) and \(K_{\mu}\) is the Lipschitz constant of \(L_r\).

**Theorem 5.** If \(\phi\) is a differential and non-increasing function with \(\phi'(0) < 0\) and \(\phi(t) + \phi(-t) = 2\phi(0)\), then the modified surrogate loss \(\hat{L}_r\) defined by Eq.(6) is consistent w.r.t ranking loss, i.e., there exists a non-negative concave function \(\xi\) with \(\xi(0) = 0\), such that

\[
R_{L_r}(\hat{f}) - R^*_{L_r} \leq \xi(R_{L_r}(\hat{f}) - R^*_{L_r})
\]

From Theorem 2, it can be observed that besides the noise rates \(\rho_{-1}\) and \(\rho_{+1}\), the generalization error is also dependent to the difference between noise rates, i.e., \(|\rho_{-1} - \rho_{+1}|\). Generally, a smaller difference also leads to a better generalization performance owing to a smaller \(\mu\). By combining Theorem 2 with Theorem 4, we obtain a performance guarantee for learning from class-conditional multiple noisy labels with respective to ranking loss, that is as \(n \to \infty\), we have \(R_{L_r}(f_\alpha) \to R^*_{L_r}\), then \(R_{L_r}(f_\alpha) \to R^*_{L_r}\).

**Testing Phase.** Regarding the classifier \(\hat{f}\) trained by minimizing the loss function \(\hat{L}_h\) or \(L_h\), for each testing instance \(x_t\), we use the \(\text{sgn}(f_j(x_t))\) to predict its labels, where \(\text{sgn}(a)\) is a function which outputs +1 if \(a > 0\), −1, otherwise.

However, regarding classifier \(f\) trained by minimizing the loss function \(L_r\) or \(\hat{L}_r\), it is unreasonable to use 0 as a threshold directly. Instead, to perform predictions, in training phase, we introduce a dummy label \(y_0 = 0\) for each instance, and then, in testing phase, the output of the classifier for label \(y_0\) is used as the threshold to decide the label assignment for each instance.

Specifically, for instance \(x\), suppose that its corresponding label vector can be represented by \(y = (y_0, y_1, ..., y_q)\), where \(y_0\) is indexed by 0. In the training phase, the cumulative loss \(\hat{L}_0\) with respective to \(y_0\) can be written as follows:

\[
\hat{L}_0 = \sum_{j=1}^{q} \hat{\phi}(f_{j0}(x), y_{j0})
\]

where \(f_{j0}(x) = f_j(x) - f_0(x)\) and \(y_{j0} = y_j - y_0\). Note that \(y_{j0} = y_j\), since we have \(y_0 = 0\). In the situation, the formulation of loss \(\hat{L}_0\) is the same as Eq.(4) and can be solved efficiently.
Partial Multi-Label Learning with CCMN

In the section, from perspective of CCMN framework, we propose a new approach for partial multi-label learning with unbiased estimator (uPML for short). In such case, \( \forall j \in [q], \Pr(\tilde{y}_j = +1|y_j = -1) = \rho^j, \Pr(\tilde{y}_j = -1|y_j = +1) = 0 \) holds. Here, we omit the subscript of \( \rho^j \) for notational simplicity.

Based on the results in Section 4, for the independent case, the objective function of uPML \( \tilde{L}_{PML}^h \) can be defined as follows:

\[
\tilde{L}_{PML}^h(f(x), y) = \sum_{j=1}^{q} \tilde{\phi}(y_j f_j(x)) \tag{9}
\]

where,

\[
\tilde{\phi}(y_j f_j(x)) = \begin{cases} 
\frac{\phi(-f_j(x)) - \rho^j \phi(f_j(x))}{1 - \rho^j} & \text{if } y_j = -1 \\
\phi(f_j(x)) & \text{otherwise}
\end{cases}
\]

For the dependent case, the objective function of uPML \( \tilde{L}_{PML}^r \) can be defined as follows:

\[
\tilde{L}_{PML}^r(f(x), y) = \sum_{1 \leq j < k \leq q} \tilde{\phi}(y_{jk} f_{jk}(x)) \tag{10}
\]

where,

\[
\tilde{\phi}(y_{jk} f_{jk}) = \begin{cases} 
\frac{\phi(f_{jk})}{1 - \rho^j} & \text{if } y_{jk} = +1 \\
\frac{\phi(-f_{jk})}{1 - \rho^j} & \text{if } y_{jk} = -1 \\
-\rho^j \phi(f_{jk}) - \rho^k \phi(-f_{jk}) & \text{if } y_j = y_k = -1 \\
0 & \text{if } y_j = y_k = +1
\end{cases}
\]

We derive the generalization error bound for the proposed uPML method, which is the special case of Theorem 2 and 4.

**Corollary 1.** For the least square loss \( \phi(t) = (1 - t)^2 \), with probability at least \( 1 - \delta \), we have

\[
R_{\tilde{L}_h}(\hat{f}) - \min_{f \in \mathcal{F}} R_{\tilde{L}_h}(f) \leq 4qK_r R_n(\mathcal{F}) + \frac{8q}{1 - \rho_{\min}} \sqrt{\frac{\ln \frac{1}{\delta}}{2n}}
\]

where \( \rho_{\min} = \min_j \rho^j \) and \( \hat{f} \) is trained by minimizing \( \tilde{R}_{\tilde{L}_{PML}}(f) \), and

\[
R_{\tilde{L}_r}(\hat{f}) - \min_{f \in \mathcal{F}} R_{\tilde{L}_r}(f) \leq 4q(q - 1)K_r R_n(\mathcal{F}) + 8q(q - 1)\mu \sqrt{\frac{\ln \frac{1}{\delta}}{2n}} \tag{11}
\]

where \( \mu = \min_j \frac{1 + \rho^j}{(1 - \rho^j)^2} \) and \( \hat{f} \) is trained by minimizing \( \tilde{R}_{\tilde{L}_{PML}}(f) \).

6 Experiment

The experiments for CCMN data are firstly reported, followed by the experiments for PML data.
Table 1: Comparison results among $\hat{\mathcal{L}}_h$, $\hat{\mathcal{L}}_r$ and their baselines with diverse loss functions using the linear model, where $\ast/\circ$ indicates whether the proposed method is significantly superior/inferior to the comparing methods via paired t-test (at 0.05 significance level).

| Data        | Hamming loss (the smaller, the better) | $\mathcal{L}_h$ | $\mathcal{L}_r$ | $\mathcal{L}_r$/Square | $\mathcal{L}_r$/Hinge | $\mathcal{L}_r$/Sigmoid |
|-------------|-----------------------------------------|-----------------|-----------------|------------------------|------------------------|-------------------------|
| $\mathcal{L}_h$/Square | 231 ± 002 | 058 ± 001 | 133 ± 001 | 020 ± 000 | 195 ± 001 | 118 ± 000 | 140 ± 000 | 084 ± 000 |
| $\mathcal{L}_r$/Square | 231 ± 002 | 058 ± 001 | 133 ± 001 | 020 ± 000 | 195 ± 001 | 118 ± 000 | 140 ± 000 | 084 ± 000 |
| $\mathcal{L}_r$/Hinge | 225 ± 002 | 057 ± 000 | 130 ± 000 | 024 ± 002 | 195 ± 001 | 112 ± 000 | 151 ± 001 | 062 ± 000 |
| $\mathcal{L}_r$/Sigmoid | 225 ± 002 | 057 ± 000 | 130 ± 000 | 024 ± 002 | 195 ± 001 | 112 ± 000 | 151 ± 001 | 062 ± 000 |

6.1 Study on CCNM Data

We perform experiments on 8 benchmark data sets[^1] which spanned a broad of applications: scene and mirror image annotation, music emotion and music style for music recognition, yeast for protein function prediction as well as slashdot, enron and trec for text categorization. For each data set, we randomly sample 50% data for training and 30% data for testing while the rest 20% data is used for validation. To inject label noise into training examples, each class label is flipped according to noise rate $p_{-1}$ and $p_{+1}$ randomly sampled from $\{0.1, 0.2, 0.3, 0.4, 0.5\}$. We repeat experiments 5 times with different combinations of noise rates and report the average results.

We compare the performance of the proposed method with their baselines. Specifically, two variants of the proposed method, i.e., $\hat{L}_h$ (Eq. (4)), and $\hat{L}_r$ (Eq. (5)) are compared with their baselines, i.e., $L_h$ (Eq. (3)) and $L_r$ (Eq. (6)). For $L_h$ and $\hat{L}_h$, the surrogate loss function $\phi$ is defined as the least square loss and hinge loss; For $\hat{L}_r$, besides the least square loss and hinge loss, we also adopt Sigmoid loss, since it has been adopted as a consistent surrogate loss with respect to ranking loss [40]. For all methods, we use a linear model and a three-layer MLP with 128 hidden neural units as the based model. We use Adam [16] as the optimizer for 200 epochs and learning rate is chosen from $\{5e^{-2}, 5e^{-3}, 5e^{-4}\}$. The $\ell_2$-regularization term is added with the parameter of 1e-4. The testing performance of the model is reported with the best validation result out of all iterations. We conduct all experiments with Pytorch [23].

As mentioned before, there are different criteria for evaluating the performance of multi-label learning. In our experiments, we employ three commonly used criteria including hamming loss, ranking loss and average precision. More details can be found in [41].

Table 1 and Table 2 report comparison results of the proposed methods between baseline methods using linear and MLP models, respectively. For each data set, paired t-test based on 5 repeats (at 0.05 significance level).
Table 2: Comparison results between $\tilde{L}_h$, $\tilde{L}_r$ and their baselines with diverse loss functions using MLP models, where * indicates whether the proposed method is significantly superior/inferior to the comparing methods via paired $t$-test (at 0.05 significance level).

| Loss function | yeast | enron | scene | document | music_2000 | music_5000 | music_10000 | mirflickr | test |
|---------------|-------|-------|-------|----------|-----------|-----------|-------------|----------|------|
| $L_h$/Hinge    | 613 ± 0.002 | 557 ± 0.000 | 124 ± 0.005 | 92 ± 0.000 | 193 ± 0.001 | 113 ± 0.001 | 109 ± 0.002* | 005 ± 0.000* |
| $L_r$/Square   | 214 ± 0.002 | 735 ± 0.000 | 136 ± 0.005 | 92 ± 0.000 | 195 ± 0.003 | 115 ± 0.000* | 113 ± 0.003* | 009 ± 0.000* |
| $L_r$/Hinge    | 214 ± 0.004 | 557 ± 0.001 | 127 ± 0.005 | 92 ± 0.000 | 192 ± 0.001 | 116 ± 0.001* | 109 ± 0.003* | 005 ± 0.000* |
| $L_r$/Sigmoid  | 213 ± 0.004 | 556 ± 0.000 | 123 ± 0.006 | 92 ± 0.001 | 192 ± 0.000 | 116 ± 0.000* | 109 ± 0.003* | 008 ± 0.000* |
| $L_h$/Hinge    | 247 ± 0.013 | 731 ± 0.000 | 153 ± 0.004 | 92 ± 0.004 | 208 ± 0.001 | 120 ± 0.001 | 122 ± 0.004* | 007 ± 0.000* |
| $L_h$/Square   | 189 ± 0.006 | 216 ± 0.000* | 122 ± 0.008 | 93 ± 0.004 | 231 ± 0.003 | 153 ± 0.001 | 081 ± 0.005 | 006 ± 0.001 |
| $L_h$/Hinge    | 209 ± 0.007 | 215 ± 0.007 | 119 ± 0.008 | 94 ± 0.002 | 242 ± 0.004 | 165 ± 0.001 | 084 ± 0.002 | 005 ± 0.001 |
| $L_h$/Sigmoid  | 188 ± 0.008 | 214 ± 0.007 | 123 ± 0.009 | 95 ± 0.001 | 233 ± 0.003 | 152 ± 0.001 | 085 ± 0.006 | 005 ± 0.002 |
| $L_r$/Square   | 190 ± 0.005 | 214 ± 0.008 | 119 ± 0.009 | 94 ± 0.002 | 233 ± 0.001 | 158 ± 0.002 | 087 ± 0.004 | 005 ± 0.002 |
| $L_r$/Hinge    | 190 ± 0.007 | 206 ± 0.010 | 100 ± 0.009 | 94 ± 0.001 | 230 ± 0.003 | 153 ± 0.003 | 077 ± 0.004 | 007 ± 0.003 |
| $L_r$/Sigmoid  | 228 ± 0.013 | 254 ± 0.001 | 156 ± 0.005 | 95 ± 0.003 | 251 ± 0.006 | 207 ± 0.004 | 114 ± 0.007* | 115 ± 0.007* |
| $L_h$/Hinge    | 238 ± 0.010 | 255 ± 0.001 | 158 ± 0.005 | 95 ± 0.003 | 291 ± 0.007 | 194 ± 0.000 | 095 ± 0.012 | 095 ± 0.012 |
| $L_h$/Sigmoid  | 233 ± 0.015 | 255 ± 0.003 | 155 ± 0.012 | 95 ± 0.005 | 294 ± 0.007 | 203 ± 0.003 | 117 ± 0.004 | 121 ± 0.006 |
| $L_r$/Square   | 231 ± 0.017 | 249 ± 0.002 | 146 ± 0.017 | 95 ± 0.008 | 294 ± 0.004 | 203 ± 0.003 | 112 ± 0.006 | 115 ± 0.007 |
| $L_r$/Hinge    | 231 ± 0.017 | 252 ± 0.003 | 140 ± 0.011 | 95 ± 0.004 | 290 ± 0.007 | 208 ± 0.002 | 112 ± 0.010 | 116 ± 0.013 |
| $L_r$/Sigmoid  | 247 ± 0.013 | 267 ± 0.005 | 147 ± 0.012 | 97 ± 0.005 | 258 ± 0.002 | 121 ± 0.002 | 126 ± 0.006 | 073 ± 0.002 |

6.2 Study on PML Data

To validate the effectiveness of the proposed uPML method, we perform experiments on totally 8 data sets, including 3 real-world PML datasets, music_style, music_emotion and mirflickr as well as 5 multi-label datasets, yeast, enron, scene, slashdot and tmc. Regarding the multi-label datasets, for each instance, the negative label is flipped according to noise rate $\rho$ randomly sampled from $\{0.1, 0.2, 0.3, 0.4, 0.5, 0.6\}$. We repeat experiments 5 times with different noise rate and report the averaging results.

We compare with five state-of-art PML algorithms: PML-NI [35], PARTICLE (including two implementations: PAR-VLS and PAR-MAP) [40], PML-LRS [20] and IPML [38]. To make a fair comparison, we use a linear classifier as the base model for uPML. We use Adam [10] as the optimizer for 200 epochs and the learning rate is chosen from $\{0.05, 0.005, 0.0005\}$. The $l_2$-regularization term is added with the parameter of 1e-4. The testing performance of the model is reported with the best validation result out of all iterations. For the other comparing methods, parameters are determined by the performance on validation set if no default value given in their literature.

Table 3 reports the comparison result of two variants of the proposed uPML method against comparing PML methods. For each data set, pair $t$-test based on five repeats (at 0.05 significance level) is conducted to show weather the proposed unbiased estimator is significantly different from the comparing methods. From the results, it is obvious that the proposed method outperforms their corresponding baselines with significant superiority in almost all cases, which validates the effectiveness of the proposed method. The performance of $\tilde{L}_r$ is generally superior to $\tilde{L}_h$, which validates the label correlation is beneficial for learning with class-conditional multi-label noise.
Table 3: Comparison results between the proposed method (using linear model) and PML methods, where $\bullet$/$\circ$ indicates whether the proposed method is significantly superior/inferior to the comparing method via paired $t$-test (at 0.05 significance level).

| Data | music_style | music_genre | numeral | year | month | score | standard | tstat |
|------|-------------|-------------|---------|------|-------|-------|----------|-------|
| \(\hat{\ell}_{\text{PML}}/\text{Square}\) | 117 ± 0.01 | 196 ± 0.02 | 170 ± 0.03$\bullet$ | 210 ± 0.01 | 0.56 ± 0.00 | 124 ± 0.00 | 0.18 ± 0.00 | 0.04 ± 0.00 |
| \(\hat{\ell}_{\text{PML}}/\text{Sigmoid}\) | 121 ± 0.02 | 195 ± 0.02 | 165 ± 0.02 | 208 ± 0.01 | 0.64 ± 0.01 | 145 ± 0.01 | 0.17 ± 0.00 | 0.06 ± 0.00 |
| PMLLR | 157 ± 0.07 | 253 ± 0.05$\circ$ | 228 ± 0.05 | 269 ± 0.02 | 0.128 ± 0.004 | 322 ± 0.07 | 0.05 ± 0.007 | 0.08 ± 0.002 |
| PARVLS | 124 ± 0.01$\circ$ | 254 ± 0.02$\circ$ | 219 ± 0.05 | 259 ± 0.09 | 0.107 ± 0.005 | 248 ± 0.01 | 0.062 ± 0.004 | 0.08 ± 0.001 |
| PARMAP | 142 ± 0.04$\circ$ | 252 ± 0.02$\circ$ | 172 ± 0.02 | 230 ± 0.03 | 0.157 ± 0.008 | 289 ± 0.02 | 0.019 ± 0.005 | 0.10 ± 0.009 |
| (PML) | 143 ± 0.00$\circ$ | 221 ± 0.00 | 254 ± 0.01 | 303 ± 0.02 | 1.11 ± 0.008 | 179 ± 0.009 | 0.054 ± 0.007 | 0.10 ± 0.009 |

- For the case on music_style, where PMLNI is significantly better than uPML in terms of average precision.

In general, uPML with \(\hat{L}_c\) is better than uPML with \(\hat{L}_h\) due to the label correlation is considered for the former one. Theses results convincingly demonstrate the effectiveness of the proposed method.

7 Conclusion

In this paper, we study the problem of multi-label classification with class-conditional multiple noisy labels, where multiple class labels assigned to each instance may be corrupted simultaneously with class-conditional probabilities. From the perspective of the unbiased estimator, we derive efficient methods for solving CCNM problems with theoretical guarantee. Generally, we prove that learning from class-conditional multiple noisy labels with the proposed unbiased estimators is consistent with respect to hamming loss and ranking loss. Furthermore, we propose a novel method called uPML for solving PML problems, which can be regarded as a special case of CCNM framework. Empirical studies on multiple data sets validate the effectiveness of the proposed method. In the future, we will study CCNM with more loss functions.
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A Proof for Lemma 1

Proof. By using $\rho_j$ and $\rho_{-j}$ to denote $\rho_{y_j}^i$ and $\rho_{y_j}^i$, respectively, we have

$$
\mathbb{E}_y \left[ \hat{L}_h(f, \hat{y}) \right] \\
= \sum_{j=1}^{q} (1 - \rho_j) \hat{\phi}(f_j, y_j) + \rho_j \hat{\phi}(f_j, -y_j) \\
= \sum_{j=1}^{q} \frac{1}{1 - \rho_{y_j} - \rho_{y_j}^i} [(1 - \rho_j)(1 - \rho_{-j})\hat{\phi}(f_j, y_j) - \rho_j \hat{\phi}(f_j, -y_j)] + \rho_j [(1 - \rho_j)\hat{\phi}(f_j, -y_j) - \rho_{-j} \hat{\phi}(f_j, y_j)] \\
= \sum_{j=1}^{q} \frac{1}{1 - \rho_{y_j} - \rho_{y_j}^i} [(1 - \rho_j)(1 - \rho_{-j})\hat{\phi}(f_j, y_j) - \rho_j \rho_{-j} \hat{\phi}(f_j, y_j)] \\
= \sum_{j=1}^{K} \frac{1}{1 - \rho_{y_j} - \rho_{y_j}^i} (1 - \rho_j - \rho_{-j}) \hat{\phi}(f_j, y_j) = L_h(f, y)
$$

which completes proof.

B Proof for Theorem 2

Proof. The proof is mainly composed of the following two lemmas.

Lemma 3. Let $\mathcal{R}_n(\hat{L}_h \circ \mathcal{F})$ be the Rademacher complexity with respective to the unbiased estimator $\hat{L}_h$ and function class $\mathcal{F}$ over $S_{n}$ of $n$ training points drawn from $D_{\rho}$, which can be defined as

$$
\mathcal{R}_n(\hat{L}_h \circ \mathcal{F}) = \mathbb{E}_{D_n} \left[ \sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \hat{L}_h(f(x_i), \hat{y}_i) \right]
$$

Then,

$$
\mathcal{R}_n(\hat{L}_h \circ \mathcal{F}) \leq qK_{\rho} \mathcal{R}_n(\mathcal{F})
$$

where $K_{\rho}$ is the Lipschitz constant of $\hat{L}_h$.

Proof. Recall that $\hat{L}_h(f(x), y) = \sum_{j=1}^{q} \hat{\phi}(y_j f_j(x))$, then, we have

$$
\mathcal{R}_n(\hat{L}_h \circ \mathcal{F}) \\
= \mathbb{E}_D \mathbb{E}_\sigma \left[ \sup_{f_1, \ldots, f_q \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \sum_{j=1}^{q} \hat{\phi}(y_j f_j(x_i)) \right] \\
= \mathbb{E}_D \mathbb{E}_\sigma \left[ \sup_{f_1, \ldots, f_q \in \mathcal{F}} \frac{1}{n} \sum_{x_i, i} \sigma_i \sum_{j=1}^{q} \hat{\phi}(y_j f_j(x_i)) \right] \\
\leq \sum_{j=1}^{q} \mathbb{E}_D \mathbb{E}_\sigma \left[ \sup_{f_j \in \mathcal{F}} \frac{1}{n} \sum_{x_i, i} \sigma_i \hat{\phi}(y_j f_j(x_i)) \right] \\
= q \mathcal{R}_n(\hat{\phi} \circ \mathcal{F})
$$

Sequentially, according to Talagrand’s contraction lemma [18], we have

$$
\mathcal{R}_n(\hat{L}_h \circ \mathcal{F}) \leq q \mathcal{R}_n(\hat{\phi} \circ \mathcal{F}) \leq qK_{\rho} \mathcal{R}_n(\mathcal{F})
$$

which completes the proof.
Without loss of generality, assume that \( \mu = \max_j \frac{1}{1 - \rho_{i-1} - \rho_i} \forall j \in [q] \).

**Lemma 4.** For any \( \delta > 0 \), with probability at least \( 1 - \delta \),

\[
\max_{f \in F} \left| \hat{R}_{\mathcal{L}_h}(f) - R_{\mathcal{L}_h}(f) \right| \leq 2qK_r \mathcal{R}_n(F) + q\mu \sqrt{\frac{\ln \frac{2}{\delta}}{2n}}
\]

**Proof.** Since both two directions can be proved in the same way, we consider one single direction \( \sup_{f \in F} (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}}(f)) \). Note that the change in \( x_i \) leads to a perturbation of at most \( \frac{q\mu}{n} \) by replacing a single point \((x_i, y_i)\) with \((x'_i, y'_i)\), since the change in any \( y_j^{(i)} \) leads to a perturbation as:

\[
\frac{1}{n} \left( (1 - \rho_{i-1}) \phi(f_j) - \rho_{i-1} \phi(-f_j) - [(1 - \rho_{i+1}) \phi(-f_j) - \rho_{i+1} \phi(f_j)] \right) = \frac{1}{n} \left( \phi(f_j) - \phi(-f_j) \right) \leq \frac{\mu \Theta}{n} \quad (12)
\]

By using McDiarmid’s inequality to the single-direction uniform deviation \( \sup_{f \in F} (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}}(f)) \), we have

\[
P \left[ \sup_{f \in F} (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}}(f)) - \mathbb{E} \left[ \sup_{f \in F} (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}}(f)) \right] \geq t \right] \leq \exp \left( -\frac{2t^2}{n(2\mu^2/n)^2} \right)
\]

or equivalently, with probability at least \( 1 - \delta \),

\[
\sup_{f \in F} (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}}(f)) \leq \mathbb{E} \left[ \sup_{f \in F} (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}}(f)) \right] + q\mu \sqrt{\frac{\ln \frac{2}{\delta}}{2n}}
\]

According to \( \mathcal{L} \), it is straightforward to show that

\[
\mathbb{E} \left[ \sup_{f \in F} (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}}(f)) \right] \leq 2\mathcal{R}_n(\mathcal{L} \circ F)
\]

With the lemma \( \mathcal{L} \) we complete the proof. 

**Proof of Theorem 2.** Based on the Lemma \( \mathcal{L} \) with \( f^* = \arg\min_{f \in F} R_{\mathcal{L}, \mathcal{D}}(f) \), it is obvious to prove the generalization error bound as follows:

\[
R_{\mathcal{L}, \mathcal{D}}(f^*) - R_{\mathcal{L}, \mathcal{D}}(f) = R_{\mathcal{L}, \mathcal{D}}(f) - R_{\mathcal{L}, \mathcal{D}}(f^*) + (\hat{R}_{\mathcal{L}}(f^*) - R_{\mathcal{L}, \mathcal{D}}(f^*)) + (\hat{R}_{\mathcal{L}}(f) - R_{\mathcal{L}, \mathcal{D}}(f^*))
\]

The fist equation holds due to the unbiasedness of the estimator and for the last line, we used the fact \( \hat{R}_{\mathcal{L}}(f) \leq \hat{R}_{\mathcal{L}}(f^*) \) by the definition of \( f^* \).

**C Proof for Theorem 3**

**Proof.** With respective to \( \hat{L}_h \), the conditional surrogate loss can be defined as

\[
\hat{W}(\mathbf{p}, f) = \sum_{y \in Y} p_y \mathbb{E}_{y \mid y} [\hat{L}(f(x), y)] = \sum_{j=1}^{q} \sum_{y \in Y} p_y \phi(y_j f_j(x))
\]

\[
= \sum_{j=1}^{q} p^*_j \phi(f_j(x)) + \hat{p}^*_j \phi(-f_j(x))
\]
Then, $\tilde{W}(p, f)$ is equivalent to minimizing $W(p, f)$. Accordingly, we have

$$\tilde{W}^*(p) = W^*(p) = \inf_{f} W(p, f) = \sum_{j=1}^{q} \inf_{f_j} W_j(p_j^+, f_j)$$

where $W_j(p_j^+, f_j) = p_j^+ \phi(f_j) + p_j^- \phi(-f_j)$. Based on the consistency of binary classification setting proposed in [2, 42], it is easy to prove that $\hat{L}_h$ is consistent to hamming loss. Therefore, based on Corollary 25 in [42], we have

$$R_{L_h}(\hat{f}) - R^*_{L_h} \leq \xi (R_{L_h}(\hat{f}) - R^*_{L_h})$$

where $\xi$ is a non-negative concave function with $\xi(0) = 0$. 

\section{Proof for Lemma 2}

\textbf{Proof.} With respective to each label pair $(y_j, y_k)$, considering the cases $(y_j = +1, y_k = -1)$, $(y_j = -1, y_k = +1)$, $(y_j = +1, y_k = +1)$ and $(y_j = -1, y_k = -1)$ separately, we can obtain the modified loss function $\hat{\phi}(j, k)$ by solving the following linear equation:

$$\begin{bmatrix}
\alpha_{+1}^{j} \alpha_{-1}^{k} & \rho_{+1}^{j} \rho_{-1}^{k} \\
\rho_{-1}^{j} \rho_{+1}^{k} & \alpha_{+1}^{k} \alpha_{-1}^{j} \\
\rho_{+1}^{j} \rho_{-1}^{k} & \alpha_{+1}^{j} \alpha_{-1}^{k} \\
\rho_{-1}^{j} \rho_{+1}^{k} & \alpha_{+1}^{j} \alpha_{-1}^{k}
\end{bmatrix} \begin{bmatrix}
\hat{\phi}((f_j, f_k), (+1, -1)) \\
\hat{\phi}((f_j, f_k), (-1, +1)) \\
\hat{\phi}((f_j, f_k), (+1, +1)) \\
\hat{\phi}((f_j, f_k), (-1, -1))
\end{bmatrix} = \begin{bmatrix}
\phi(f_j - f_k) \\
\phi(f_k - f_j) \\
\phi(0) \\
\phi(0)
\end{bmatrix}$$

where $\alpha_{+1}^{j} = 1 - \rho_{+1}^{j}$. Then, the solution can be obtained:

$$\hat{\phi}((f_j, f_k), (+1, -1)) = \kappa_{jk} \left( (1 - \rho_{-1}^{j})(1 - \rho_{+1}^{k}) \phi(f_{jk}) + \rho_{+1}^{j} \rho_{-1}^{k} \phi(-f_{jk}) \right)$$

$$\hat{\phi}((f_j, f_k), (-1, +1)) = \kappa_{jk} \left( (1 - \rho_{+1}^{j})(1 - \rho_{-1}^{k}) \phi(-f_{jk}) + \rho_{+1}^{j} \rho_{-1}^{k} \phi(f_{jk}) \right)$$

$$\hat{\phi}((f_j, f_k), (+1, +1)) = -\kappa_{jk} \left( \rho_{+1}^{j} (1 - \rho_{-1}^{k}) \phi(-f_{jk}) + \rho_{+1}^{k} (1 - \rho_{+1}^{j}) \phi(f_{jk}) \right)$$

$$\hat{\phi}((f_j, f_k), (-1, -1)) = -\kappa_{jk} \left( \rho_{-1}^{j} (1 - \rho_{+1}^{k}) \phi(f_{jk}) + \rho_{-1}^{k} (1 - \rho_{+1}^{j}) \phi(-f_{jk}) \right)$$

which completes the proof. 

\section{Proof for Theorem 4}

\textbf{Proof.} The proof is mainly composed of the following two lemmas.

\textbf{Lemma 5.} Let $R_n(\hat{L}_r \circ F)$ be the Rademacher complexity with respective to the unbiased estimator $\hat{L}_r$ and function class $F$ over $S_\rho$ of $n$ training points drawn from $D_\rho$, which can be defined as

$$R_n(\hat{L}_r \circ F) = \mathbb{E}_{S_\rho} \mathbb{E}_{\sigma} \left[ \sup_{f \in F} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \hat{L}_r(f(x_i), \tilde{y}_i) \right]$$

Then,

$$R_n(\hat{L}_r \circ F) \leq 2q(q - 1)K_{\rho} R_n(F)$$

where $K_{\rho}$ is the Lipschitz constant of $\hat{L}_r$. 
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Proof. Recall that $\hat{L}_r(f(x), y) = \sum_{1 \leq j < k \leq q} \tilde{\phi}((f_j, f_k), (y_j, y_k))$, then we have

$$R_n(\hat{L}_r \circ F) = \mathbb{E}_{\sigma} \left[ \sup_{f_1, \ldots, f_q \in F} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \sum_{1 \leq j < k \leq q} \tilde{\phi}((f_j, f_k), (y_j, y_k)) \right]$$

$$= \mathbb{E}_{\sigma} \left[ \sup_{f_1, \ldots, f_q \in F} \frac{1}{n} \sum_{x_i \in X} \sigma_i \sum_{1 \leq j < k \leq q} \tilde{\phi}((f_j, f_k), (y_j, y_k)) \right]$$

$$\leq \sum_{1 \leq j < k \leq q} \mathbb{E}_{\sigma} \left[ \sup_{f_1, \ldots, f_q \in F} \frac{1}{n} \sum_{x_i \in X} \sigma_i \tilde{\phi}((f_j, f_k), (y_j, y_k)) \right]$$

\[ (13) \]

Sequentially, let $(y, y')$ be the current label pair to be cumulated, then, according to Talagrand’s contraction lemma \[18\], we have

$$\mathbb{E}_{\sigma} \left[ \sup_{f_y, f_{y'} \in F} \frac{1}{n} \sum_{x_i \in X} \sigma_i \tilde{\phi}((f_y, f_{y'}), (y, y')) \right]$$

$$\leq K_\rho \mathbb{E}_{\sigma} \left[ \sup_{f_y, f_{y'} \in F} \frac{1}{n} \sum_{x_i \in X} \sigma_i (f_y(x_i) - f_{y'}(x_i)) \right]$$

$$\leq K_\rho \mathbb{E}_{\sigma} \left[ \sup_{f_y \in F} \frac{1}{n} \sum_{x_i \in X} \sigma_i f_y(x_i) \right] + K_\rho \mathbb{E}_{\sigma} \left[ \sup_{f_{y'} \in F} \frac{1}{n} \sum_{x_i \in X} \sigma_i f_{y'}(x_i) \right]$$

$$= 2K_\rho R_n(F)$$

Where $f_y$ represent the classifier corresponding class label $y$. Then, by combining with \[13\] it is easy to prove that $R_n(\hat{L}_r \circ F) \leq 2q(q - 1)K_\rho R_n(F)$.

Without loss of generality, assume that $\mu = \max_j \frac{1 - \min(p_{j, j}^{(1)} - p_{j, j}^{(2)}; p_{j, j}^{(3)} - p_{j, j}^{(4)}), \forall j \in [q]}{(1 - p_{j, j}^{(1)} - p_{j, j}^{(2)} - p_{j, j}^{(3)} - p_{j, j}^{(4)})^2}$.

Lemma 6. For any $\delta > 0$, with probability at least $1 - \delta$,

$$\max_{f \in F} |\hat{R}_r(f) - \mathcal{R}(f)| \leq 2q(q - 1)K_\rho R_n(F) + q(q - 1)\mu \sqrt{\frac{\ln \frac{1}{\delta}}{2n}}$$

We omit the proof, since it can be proved similarly to Lemma \[3\].

Finally, similar to theorem 2, based on lemma \[5\] and \[6\] it is easy to obtain theorem 4.

\section{Proof for Theorem 5}

Proof. For notational simplicity, we introduce the following notation:

$$\Delta_{j,k} = \sum_{y: y_j = -1, y_k = +1} p_y$$

and we have

$$\Delta_{j,t} \leq \Delta_{t,j} \quad \text{if} \quad \Delta_{j,k} \leq \Delta_{k,j} \quad \text{and} \quad \Delta_{k,t} \leq \Delta_{t,k}$$

which has been proved in \[16\].

Let us first define the set of Bayes predictors with respective to ranking loss.
Lemma 7. [10] For every \( p \in \Lambda \), where \( \Lambda = \{ p \in \mathbb{R}^{|Y|} : \sum_{y \in Y} p_y = 1 \text{ and } p_y \geq 0 \} \) denotes the flat simplex of \( \mathbb{R}^{|Y|} \), the set of Bayes predictions with respective to ranking loss is given by

\[
\mathcal{A}(p) = \{ f : \forall j < k, f_j > f_k \text{ if } \Delta_{j,k} < \Delta_{k,j}; f_j < f_k \text{ if } \Delta_{j,k} > \Delta_{k,j} \}
\]

For modified surrogate loss \( \hat{L} \), we have

\[
\hat{W}(p, f) = \sum_{y \in Y} p_y \mathbb{E}_{y \mid y}[f(x), \tilde{y}] = \sum_{y \in Y} p_y \sum_{y_j = -1, y_k = +1} \phi(f_k - f_j) = \sum_{1 \leq j < k \leq q} \Delta_{j,k} \phi(f_k - f_j) + \Delta_{k,j} \phi(f_j - f_k)
\]

Following Theorem 10 in [10], if \( \phi \) is a differential and non-increasing function with \( \phi'(0) < 0 \) and \( \phi(t) + \phi(-t) = 2\phi(0) \), it suffices to prove that \( f_j > f_k \) if \( \Delta_{j,k} < \Delta_{k,j} \) for every \( f \) such that \( \hat{W}^*(p) = \hat{W}(p, f) \), where \( \hat{W}^*(p) = \inf \hat{W}(p, f) \). Therefore, by minimizing \( \hat{W}(p, f) \), we obtain the Bayes decision function \( f \), which proves \( \hat{L}_r \) is consistent to ranking loss. Accordingly, based on Corollary 25 in [42], we have

\[
R_{\hat{L}_r}(\hat{f}) - R^*_r \leq \xi(R_{\hat{L}_r}(\hat{f}) - R^*_r)
\]

where \( \xi \) is a non-negative concave function with \( \xi(0) = 0 \).

G Details of Experimental Datasets

| Data set       | # Instances | # Features | # Class Labels | Cardinality | Batch Size | Domain   |
|----------------|-------------|------------|----------------|-------------|------------|----------|
| music_emotion  | 6833        | 98         | 11             | 2.42        | 400        | music    |
| music_style    | 6839        | 98         | 10             | 1.44        | 400        | music    |
| mirflickr      | 10433       | 100        | 7              | 1.77        | 1000       | image    |
| enron          | 1702        | 1001       | 53             | 3.37        | 100        | text     |
| scene          | 2407        | 294        | 6              | 1.07        | 100        | image    |
| yeast          | 2417        | 103        | 14             | 4.23        | 100        | biology  |
| slashdot       | 3782        | 1079       | 22             | 1.18        | 200        | text     |
| tmc            | 21549       | 500        | 22             | 2.15        | 1000       | text     |