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Abstract—Person Re-identification (ReID) aims at matching a person of interest across images. In convolutional neural network (CNN) based approaches, loss design plays a vital role in pulling closer features of the same identity and pushing far apart features of different identities. In recent years, triplet loss achieves superior performance and is predominant in ReID. However, triplet loss considers only three instances of two classes in per-query optimization (with an anchor sample as query) and it is actually equivalent to a two-class classification. There is a lack of loss design which enables the joint optimization of multiple instances (of multiple classes) within per-query optimization for person design which enables the joint optimization of multiple instances. In this paper, we introduce a multi-class classification loss, (of multiple classes) within per-query optimization for person design which enables the joint optimization of multiple instances (of multiple classes) within per-query optimization for person ReID. In this paper, we introduce a multi-class classification loss, (of multiple classes) within per-query optimization for person design which enables the joint optimization of multiple instances (of multiple classes) within per-query optimization for person ReID. This in fact aligns better with the ReID test/inference process, which conducts the ranking/comparisons among multiple instances. Furthermore, for more efficient multi-classification, we propose a new meta prototypical N-tuple loss. With the multi-class classification incorporated, our model achieves the state-of-the-art performance on the benchmark person ReID datasets.

Index Terms—person re-identification, loss design, metric learning

I. INTRODUCTION

PERSON re-identification (ReID) aims to identify the same persons across images captured at different times, or places, or from different cameras. It has drawn a lot of attention from both academia and industry. The objective of CNN-based person ReID methods is to minimize the feature discrepancies (distances) among the samples with the same identity while maximizing the feature discrepancies (distances) among the samples of different identities to encourage the separation of positive pairs and negative pairs.

Person ReID lies in between image classification [1], [2], and instance retrieval [3]. The identities are available during training while the identities of test images are previously “unseen” [4]. The person ReID test can be considered as a retrieval process. Given a query image, its distances (or similarities) to all the samples in the gallery set will be calculated and ranked to identify the matched images. Given a person sample as the anchor, triplet loss optimizes its distance to one sample of the same identity to be closer than its distance to another sample of a different identity. There are also many works [5], [6], [7], [8], that use the conventional classification loss for feature learning, casting person ReID as a classification problem over all identities in the training set (with each identity taken as a category). Recently, many state-of-the-art works combine both triplet loss and classification loss, which leads to a superior performance to those using only one of them [9], [10], [11], [12], [13].

Fig. 1 illustrates the roles triplet loss and classification loss play in optimization and also reveals the limitation of the triplet loss. The conventional classification loss optimizes towards pulling samples closer to their corresponding class centers (i.e., the coefficients of the fully connected layer of the classifier) and pushing them farther apart from other class centers. This encourages the separation of class centers, which enables a global-wise optimization but does not ensure the reasonableness of the relative order of different instances. As the examples shown in Fig. 1 although all the samples can be correctly classified with a conventional classifier (that is implemented by network parameters), the distance between sample $s_1$ and $s_2$ (of the same identity) is still larger than the distance between $s_1$ and $s_3$ (of different identities). This contradicts ReID inference which performs ranking among instances.

The triplet loss directly optimizes the relative order of three samples/instances from two identities. As illustrated in Fig. 1, a triplet consists of an anchor sample (e.g., $s_1$), a positive sample (e.g., $s_2$) that has the same identity as the anchor, and a negative sample with different identity (e.g., $s_3$). The triplet loss aims to reduce the distance ($d_{13}$) of the positive pair and enlarge the distance of the negative pair ($d_{13}$) to

![Fig. 1. A toy example of samples of three different identities identified by different shapes (rectangle, triangle or hexagon) in the embedding space. The solid circles denote the identity centers. The samples ($s_1$, $s_2$, $s_3$) constitute a triplet wherein $s_1$ is the anchor, $s_2$ is the positive sample (that has the same ID with the anchor), and $s_3$ is the negative sample (that has a different ID). Similarly, ($s_4$, $s_5$, $s_1$) constitute another triplet.](image-url)
make $d_{13}$ larger than $d_{12}$ in the embedding space. However, when we look into two triplets ($s_1$, $s_2$, $s_3$) and ($s_4$, $s_5$, $s_1$) respectively, their optimization directions may contradict each other and thus render inferior results. For example, sample $s_1$ may move to a new position $s_1'$ as a result of optimizing for the first triplet. However, due to lack of efficient interaction with the second triplet, the optimized new position $s_1'$ would make the second triplet worse. For the anchor $s_4$, the distance with the negative sample $s_1'$ becomes smaller. Thus, considering multiple instances (e.g., 5 samples) through several (e.g., 2) independent triplets is hard to provide powerful constraints.

To address the above limitation of triplet loss for person ReID, we rethink the loss designs and propose to exploit $N$-tuple loss to jointly optimize multiple instances (from multiple classes) within a per-query optimization. This enables the joint comparison across multi-class instances which better matches the nature of ReID inference, i.e., distance-based ranking across many images in the gallery set. We validate the effectiveness of the $N$-tuple loss on several benchmark datasets. Moreover, we propose a lifted variant of $N$-tuple loss, meta prototypical $N$-tuple (MPN-tuple) loss for more efficient multi-class classification. In the MPN-tuple loss, we employ a meta-predictor to learn the category-specific prototype from instances as the classifier for multi-class classification, which is optimized in an end-to-end manner.

We summarize our main contributions as follows:

- We introduce the $N$-tuple loss, under a unified loss formulation, to person ReID, which jointly optimizes over multiple instances from multiple classes for each query sample. This in fact aligns better with the ReID test/inference process but is under-explored in previous ReID works.
- We propose a variant of $N$-tuple loss, i.e., meta prototypical $N$-tuple (MPN-tuple) loss, towards more efficient multi-class classification optimization for person ReID.
- As a minor contribution, we conduct a systematic empirical study by revisiting the design choices of both triplet loss and conventional classification loss as well as their combinations. We use the best practices to serve as our baseline. While simple, our scheme achieves the state-of-the-art performance, outperforming those of previous loss designs by a large margin. We hope our scheme could serve as a new strong baseline which benefits the ReID community in the future.

II. RELATED WORKS

Person Re-identification. Many efforts have been made for representative feature learning from the perspectives of network or loss designs for person ReID. Some approaches exploit multi-granularity feature representation to capture both global and local features for person ReID [14, 9, 5, 15, 16, 17]. Some others introduce attention mechanisms for discriminative feature learning [18, 19, 11, 20, 21]. To tackle the challenges of diverse viewpoints and poses, many works exploit some auxiliary semantics (e.g., segmentation [21], human parsing [22], pose [16, 17], dense semantics [10, 23]) to address the misalignment problem in person ReID.

For loss designs in person ReID, the classification loss is widely used, with the total number of classes being the number of identities in the training set [5, 6, 7, 8]. In the early years, some works employ the contrastive loss [24, 25, 26] and verification loss [27, 28] to optimize the instances. By introducing relative distance order between the positive sample pair and the negative sample pair, triplet loss and its variants prevail [29, 30, 31, 32, 33, 34, 35]. [36] for person ReID. Hermans et al. introduce a batch-level hard triplet mining, which selects the hardest positive and the hardest negative samples within a batch for optimization [32]. Chen et al. propose the quadruplet loss which is built based on triplet loss and additionally pushes away negative pairs from positive pairs w.r.t. different probe images [37]. These losses do not jointly consider the relative order of multiple instances (e.g., $>3$) in per-query optimization.

Most recent works combine conventional classification loss and triplet-based loss in optimization for a higher performance [9, 10, 11, 38, 12, 13]. In this work, we introduce $N$-tuple loss and further develop its improved version for person ReID, which jointly optimizes multiple instances of multiple identities for a given query. This aligns better with the person ReID test/inference and thus leads to a superior performance.

Metric Learning. The study on metric learning [39, 40] stemmed from the era before deep learning. It has been an indispensable part of deep learning in the form of loss design for many applications, such as person ReID [25, 32, 37], face recognition [41], few-shot learning [42, 43]. As one of the most commonly used pairwise losses, contrastive loss is investigated in [44]. CenterLoss [45] calculates class-specific center in the embedding space and explicitly optimizes the intra-class compactness by explicitly minimizing the Euclidean distances between samples and their corresponding class centers. However, it leaves the inter-class distances under-considered. Triplet-based losses setup an anchor and pull the distance of the positive pair to be smaller than the negative pair. To guarantee the effectiveness of selected triplets, batch hard mining [32] and soft margin [32, 12] are widely used. Triplet loss is also improved in its speed and robustness by generalizing from optimizing instance-to-instance distances to optimizing instance-to-centroid distances towards its upper bound [46]. N-tuple loss pushes $N - 2$ negative samples and pulls the positive pair all at once [47]. Being conceptually interesting, however, such joint ordering of multiple classes is under-explored in ReID. In this paper, we raise this under-explored issue in current loss designs for ReID and highlight that multi-class classification has an important impact on its performance, hopefully enabling other researchers in the field to leverage the full potential of multi-class joint optimization.

III. MPN-TUPLE LOSS FOR PERSON REID

To better understand the prevalent loss designs in person ReID, we first revisit the roles different loss designs (i.e., classification loss and triplet loss) play in optimizing person ReID models. To remedy the limitation of adopting triplet loss and enable more effective feature learning, we introduce $N$-tuple loss to this field which aligns better with the test process of person ReID. This facilitates the joint comparisons with multiple instances per query sample rather than only with two
samples (in triplet loss). Moreover, we propose a new variant
of N-tuple loss, named meta prototypical N-tuple (MPN-tuple)
loss, to further promote the metric learning.

A. Revisiting Loss Designs Under a Unified View

We revisit different loss designs under a unified formulation.
We show that the triplet loss can be treated as optimizing a
two-class classification where the query/anchor sample is
compared with two reference samples (a positive sample and
a negative sample), and the probability of being classified as
the positive class is maximized in the optimization.

A Unified Loss Formulation. To facilitate the understanding,
we formulate the loss designs (for classifying the anchor as
the \(j\)th class) from a unified classification view as:

\[
L_{\text{unified}} = -\log \frac{\exp(\frac{1}{\tau}S(x_a, c_i))}{\sum_{k=1}^{C} \exp(\frac{1}{\tau}S(x_a, c_k))},
\]

where \(S(\cdot, \cdot)\) denotes the similarity between two feature
vectors/nodes, \(x_a \in \mathbb{R}^d\) denotes the feature vector (of \(d\) dimen-
sions) of an anchor (query) sample \(a\) to be classified/matched,
and \(c_i \in \mathbb{R}^d\) denotes the weight vector corresponding to
the class of \(x_a\) in the classifier. \(\tau\) denotes a temperature parameter.

We can write the weight matrix as \(W_b = [c_1, c_2, \cdots, c_C] \in \mathbb{R}^{d \times C}\). Generally, \(c_k \in \mathbb{R}^d\) with \(k = 1, 2, \cdots, C\) can be considered
as the reference nodes for classification/matching where each
node acts as the feature representation of the class center of
a category. \(C\) denotes the number of the reference classes or
instances. The more similar between \(x_a\) and a reference \(c_j\),
the higher of the probability that they belong to the same class.

Minimizing this loss is to maximize the probability of correct
classification.

The Softmax function in Eq. (1) plays the role of normal-
ization and enabling the interaction between the query sample
and the reference nodes. For the query sample \(x_a\), it optimizes
the similarities/distances between the query and the reference
nodes, enabling the joint comparisons among these pairs.

This unified formulation can be instantiated to different
loss designs. Here, we discuss the widely used conventional
classification loss and triplet loss in person ReID in detail.

Conventional Classification Loss. In the unified formulation,
when \(C\) is the total number of classes/identities in the training
set, and the weight matrix \(W_b = [c_1, c_2, \cdots, c_C] \in \mathbb{R}^{d \times C}\)
is composed of the learned weights of the Fully-Connected
(FC) layer of a classifier and \(S(\cdot, \cdot)\) is calculated by the inner
product, the loss for the sample \(x_a\) becomes the conventional
classification loss as:

\[
L_{\text{cls}} = -\log \frac{\exp(\frac{1}{\tau}c_i^T x_a)}{\sum_{k=1}^{C} \exp(\frac{1}{\tau}c_k^T x_a)},
\]

which denotes the negative logarithm of the probability of clas-
sifying the sample \(x_a\) into the \(j\)th class. \(C\) is the total number
of classes/identities in the training set. Each reference node \(c_k\)
is a learned weight vector (i.e., network parameters), that plays
the role of “class center”. The classification probability for the
sample \(x_a\) is obtained by comparing the similarities/distances
between \(x_a\) and all the “class centers”.

The conventional classification loss as formulated in Eq. (2)
is widely used in person ReID. It optimizes the similarities
between the query instance (to be classified) and all “class
centers”, which plays a role of globally optimizing the “class
centers”. The classification loss thus inclines to improve class
discrimination but lacks the adaptability in the instance level.
As illustrated by the toy examples in Fig. 1 even when all
samples are already correctly classified based on the similarity
to the class centers, it is still questionable to determine the
relative order of different instances for a given query based
on their distances. For example, for the query sample \(s_1\), its
distance to the positive sample \(s_2\) is even larger than that to the
negative sample \(s_3\). Conventional classification loss lacks the
ability of optimizing the relative order of instance pairs.

Triplet Loss. Triplet loss explicitly optimizes the dis-
tances/similarities of a positive instance pair and a negative
instance pair for a given query. It remedies the above discussed
limitation of the conventional classification loss. The vanilla
version of triplet loss encourages the similarity between the
anchor/query and a positive sample to be larger than the
similarity between this anchor and a negative sample by a
hard margin \(m\) as below:

\[
L_{\text{triplet}} = \log(1 + \exp(S(x_a, x^+) - S(x_a, x^-)),
\]

where \(x_a\), \(x^+\), and \(x^-\) denote an anchor sample, a positive
sample (has the same identity as \(x_a\)), and a negative
sample (has a different identity to \(x_a\), respectively.
\([\cdot]_+ = \max(\cdot, 0)\). The soft margin variant of triplet loss has
been demonstrated to be more effective for person ReID [32].

[32] than its other variants. It replaces the hinge function
\([m + \cdot]_+\) by softplus function \(\log(1 + \exp(\cdot))\) which decays
exponentially instead of having a hard cut off. It is defined as:

\[
L_{\text{triplet}} = \log(1 + \exp(S(x_a, x^+) - S(x_a, x^-)),
\]

which is equivalent to:

\[
L_{\text{triplet}} = \log(1 + \exp(S(x_a, x^+) - S(x_a, x^-)))
\]

Comparing Eq. (1) and Eq. (5), triplet loss with soft margin
loss is actually an instantiation of the unified classification loss
(see Eq. (1)), by setting \(C=2\) and taking the positive sample
\(x^+\) and the negative sample \(x^-\) as reference nodes. The loss
maximizes the probability of the sample \(x_a\) to be classified
into the class corresponding to the positive sample \(x^+\), by
encouraging a higher similarity with the positive sample and
a lower similarity with the negative sample. We thus view the
soft-margin triplet loss as a classification loss over two
categories/identities (i.e., a two-class classification loss). It
optimizes instance-to-instance distances with two instances as
the reference nodes. A temperature factor \(1/\tau\) is multiplied
over the similarity function.

For triplet loss, only three instances of two classes are
jointly optimized at once in a per-query optimization. In a
min-batch, multiple triplets are usually sampled to calculate the batch-level triplet losses. One may argue that when we look at multiple triplets (e.g., two), multiple instances are also “jointly” optimized. Actually, this viewpoint is questionable. For example, in the case of two triplets, there is a lack of valid interaction between them. The optimization directions of the two triplets may contradict each other as illustrated in Fig. 7 (analyzed in Section 7), leading to inferior optimization.

B. N-tuple Loss

We propose to jointly optimize multiple instances in a per query optimization to address the limitation of triplet loss. Particularly, we increase the number of instances jointly considered in per-query optimization, enabling the comparisons of a query sample with more samples. This better aligns with ReID inference, where a query sample is to be compared with the samples in the gallery set. Although simple and intuitive in concept, this is overlooked in the person ReID literature.

We introduce N-tuple loss to enable the joint optimization of multiple instances (from more than two identities). N-tuple loss [47] allows the interaction of an anchor/query sample with multiple samples from (more than two) different classes. Given an anchor sample \( x_a \), N-tuple loss is defined as:

\[
L_{N_{\text{tuple}}} = -\log \frac{\exp \left( \frac{1}{2} S_a^+ \right)}{\exp \left( \frac{1}{2} S_a^+ \right) + \sum_{k=1}^{N-2} \exp \left( \frac{1}{2} S_{a,k}^- \right)},
\]

where the \( N \) of a N-tuple refers to the number of elements in this tuple including one anchor sample \( x_a \), one positive sample and \( N-2 \) negative nodes. \( x_k \), \( k = 1, \ldots, N-2 \) corresponds to \( N-2 \) negative samples of \( N-2 \) different classes, and \( x^+ \) corresponds to a positive sample (same identity as the anchor/query sample). Compared to the soft-margin triplet loss in Eq. [5], the difference in Eq. [6] is that multiple negative samples instead of one are used. When \( N = 3 \), it degenerates to the soft-margin triplet loss. N-tuple loss actually corresponds to a multi-class classification and optimizes instance-to-instance distances with \( N-1 \) instances as reference nodes and one instance as query. The joint optimization of multi-instances promotes the relative order of distances among many instance pairs which matches ReID inference well.

C. Proposed Meta Prototypical N-tuple Loss

Based on the multi-classification loss, i.e., N-tuple loss, we further propose a Meta Prototypical N-tuple loss (abbreviated as MPN-tuple loss) for effective optimization in person ReID. In N-tuple loss, feature vectors of instances themselves are taken as the reference nodes (comprising a classifier) to perform multi-class classification for multiple instances. Here, we propose to learn better reference nodes from instance features via a trainable meta-learner. First, we incorporate a trainable meta-learner as a predictor to predict the category-specific reference node from each instance in a mini-batch. Second, when the number of classes jointly taken into account increases in per-query optimization, the total number of tuples increases exponentially and becomes intractable quickly. We average the reference nodes of the same identity within a mini-batch to be the final reference node in the N-tuple optimization. The advantages lie in two aspects. 1) The feature representation of one instance might be affected by the noise of this instance. In contrast, the averaged result across multiple instances is more robust to be a reference node. 2) This reduces the number of N-tuples to make it tractable especially when \( N \) is large.

Particularly, instead of directly using the features of sampled instances as the reference nodes (as in N-tuple loss), we propose to employ a meta learner by using a mapping subnet \( \phi(\cdot) \) for obtaining the reference nodes based on the refined instance features. We define \( \phi(x_k) \) as

\[
\phi(x_k) = W_2(BN(W_1(x_k))),
\]

where \( \phi(\cdot) \) is implemented by two Fully-Connected (FC) layers with a Batch Normalization (BN) layer, \( W_1 \in \mathbb{R}^{d \times s} \), \( W_2 \in \mathbb{R}^{d \times \frac{d}{s}} \), wherein \( s \) is an integer which controls the dimension reduction ratio and we experimentally set it to 8. The dimension reduction here is inspired by the squeeze and excitation operations in [48], which reduces the number of parameters to make the optimization easier. Here, we define the similarity function \( S \) as the cosine similarity of the two input vectors as

\[
S(x_a, \phi(x_k)) = \langle \phi(x_k)^T x_a \rangle / (\|\phi(x_k)^T\| \cdot \|x_a\|).
\]
adaptively. Thus, the class-specific prototypes in Eq. (10) are updated dynamically as the feature learning so that they are robust to data noises and also compact as shown in the histogram plotting of the following experiment part. We note that the class centers are also adopted in CenterLoss [45] to regularize each sample to approach the corresponding updated center of the same class for minimizing the intra-class distances. However, it leaves the distances of negative pairs under-considered. In contrast, our proposed MPN-tuple loss enables a joint multi-class instance optimization to optimize the similarities of both positive pairs and negative pairs simultaneously for better metric learning. The testing scenario of person ReID is to match a query sample with the samples of the same identity in the gallery set and avoid it to be matched to different identities. Thus, the MPN-tuple loss aligns better with the optimization objective of this task.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

Datasets. We evaluate our methods using three widely-used person ReID datasets: i.e., CUHK03 [27], Market1501 [49], DukeMTMC-reID [50] and the large-scale MSMT17 [51].

CUHK03 [27] consists of 1,467 pedestrians. This dataset provides both manually labeled bounding boxes from 14,096 images and DPM-detected bounding boxes from 14,097 images. We adopt the new training/testing protocol following [52], [53], [54]. In this protocol, 767 identities are used for training and the remaining for testing. We only show the evaluation results for the labeled setting (L) while the detected setting (D) presents a similar trend.

Market-1501 [49] contains 12,936 images of 751 identities for training and 19,281 images of 750 identities for testing, which are captured by 6 cameras.

DukeMTMC-reID [50] has 36,411 images, where 702 identities are used for training and 702 identities for testing. They are captured by 8 cameras.

MSMT17 [51] contains 126,441 images, where 1,041 identities and 3,060 identities are used for training and testing respectively. They are captured by 15 cameras.

Evaluation Metrics. We follow the common practices to use Rank-1 (R1) and mean average precision (mAP) for evaluating person ReID models.

B. Implementation Details

We perform the empirical study of combining triplet loss and conventional classification loss and evaluate our proposed MPN-tuple loss on the regular supervised person ReID. Besides, we further verify the robustness of MPN-tuple loss on visible-infrared and cloth-changing person ReID. Here, we introduce the configurations of the main body of our experiments in this section, leaving the detailed introduction of experiment configurations for visible-infrared and cloth-changing person ReID in the corresponding sub-sections.

Network Settings. We follow the common practices in ReID [35], [10], [13] and take ResNet-50 [55] to build our baseline network for effectiveness validation. Similar to [56], [10], we remove the last spatial down-sampling operation in the conv5_x block of ResNet-50. Unless otherwise stated, similar to [57], we add Instance Normalization to the first three blocks (conv2_x-conv4_x) to enhance model’s generalization ability [58], which is found effective in improving the performance because the identities during testing are unseen (different from the training identities). In detail, following IBN-a in [57], we replace half of the channels of Batch Normalization (BN) by Instance Normalization (IN) for the first BN layer of the residual blocks within conv2_x, conv3_x and conv4_x, and leave other BN layers in other positions intact.

On top of the spatially pooled feature (2048 dimensions) of ResNet-50, a Batch Normalization (BN) layer is added to obtain the ReID feature vector $x \in \mathbb{R}^{1024}$ and a followed Fully Connected (FC) layer is employed as the classifier for adding the conventional classification loss. In our studies, the multi-class classification losses are added on the ReID feature vector $x$ by default. For this loss, similar to [59], the temperature parameter $\tau$ is a learnable parameter. In our implementation, for the purpose of numerical stability, we learn a weight parameter $s$ where $s = 1/\tau$ instead of $\tau$. Note that we do not employ re-ranking [52] in all our experiments.

Training. We use the commonly used data augmentation strategies of random cropping [60], horizontal flipping, and random erasing [61]. The input resolution is set to 384×128. Each batch includes $B = P \times K$ images. $P$ and $K$ denote the number of different persons (identities) and the number of different images per person, respectively. We perform the experiments with $P = 16$, $K = 4$ using one GPU card. In a batch, the total number of triplets is $T = C_K^N \cdot K^N (K-1) = 11520$. Even for batch hard mining triplet, the similarities for all the sample pairs in a batch need to be calculated for the selection of the hard triples so that it actually has similar training complexity as using all the triplets. But, as the number of classes increases in N-tuple loss, the total number of tuples increases exponentially which quickly becomes intractable. Therefore sampling the triplets is desirable to limit the complexity.

We initialize the ResNet-50 [55] backbone network with ImageNet [62] pre-trained weights and train the ReID network for 600 epochs in total. An epoch means that all identities in the entire training dataset are traversed. We adopt Adam optimizer with the momentum of 0.9 and the weight decay of $5 \times 10^{-4}$. During the training, we first warm up with a linear growth learning rate from $8 \times 10^{-6}$ to $8 \times 10^{-4}$ for 20 epochs and the learning rate is decayed by a factor of 0.5 for every 60 epochs. Unless otherwise specified, we train the entire network in an end-to-end manner.

Testing. In the testing, for a given person image, we take the feature vector that is obtained by adopting global average pooling in spatial on the feature map extracted by the ResNet-50 backbone as the final representation of this sample. We calculate the cosine similarities over different person images and perform ranking/retrieval based on such calculated similarities.

C. Empirical Study of Triplet Loss and Conventional Classification Loss for Person ReID

The joint use of the triplet loss and the conventional classification loss achieves superior performance and is predominant.
TABLE I
A CASE STUDY FOR COMBINING TRIPLET LOSS (Tri.) AND CONVENTIONAL CLASSIFICATION LOSS (Cls.). Distance denotes the similarity metric used for triplet loss. HardMining denotes whether batch hard mining is used in triplet loss.

| Loss  | Distance     | HardMining | CUHK03(L) | Market1501 | DukeMTMC | MSMT17 |
|-------|--------------|------------|-----------|------------|----------|--------|
|       |              |            | R1 mAP    | R1 mAP     | R1 mAP   | R1 mAP |
| Cls.  | -            | -          | 67.2      | 83.5       | 85.8     | 46.5   |
| Tri.  | Euclidean    | yes        | 79.6      | 75.0       | 94.0     | 84.8   |
| Tri.  | Euclidean    | no         | 63.7      | 60.2       | 87.6     | 74.0   |
| Tri.  | Cosine       | yes        | 63.3      | 57.5       | 83.1     | 65.3   |
| Tri.  | Cosine       | no         | 43.1      | 40.6       | 68.8     | 50.2   |
| Tri.+Cls. | Euclidean    | yes        | 79.6      | 75.8       | 94.9     | 86.6   |
| Tri.+Cls. | Euclidean    | no         | 74.3      | 70.6       | 95.0     | 86.9   |
| Tri.+Cls. | Cosine      | yes        | 80.7      | 76.4       | 94.6     | 86.9   |
| Tri.+Cls. | Cosine      | no         | 81.8      | 78.2       | 94.7     | 87.3   |

in ReID. For triplet loss, there is a lack of comprehensive study on its design choices and corresponding effectiveness. In this section, we study the good practice of the triplet loss designs when combining it with the classification loss, including the similarity functions (i.e., Euclidean, Cosine similarity), sampling mechanisms (batch hard mining or not). Note that for triplet loss, we use soft-margin triplet (see [4]) which has been demonstrated to be better than triplet with hard margin [32] (we have the similar observations).

Table I shows the results. We have the following observations. 1) The joint use of triplet loss (Tri.) and classification loss (Cls.) achieves much better performance than using only one, even brings 3.2% improvement in mAP on CUHK03(L). Without classification loss, triplet loss alone using cosine similarity suffers from difficulty in optimization and is easy to be trapped to local optimal. Thus, they are complementary in learning discriminative features. 2) When Tri. and Cls. are jointly used, employing cosine similarity in general significantly outperforms employing the (negative of) Euclidean distance. Note that in the ReID inference, normalization on each sample is generally performed for the matching to exclude the interference of the amplitudes (energies) of sample features. Cosine similarity inherently evaluates the correlation of two features with energy normalized and it aligns better with ReID inference. 3) When Tri. and Cls. are jointly used with cosine similarity, batch hard mining (which selects the hard positive and hard negative samples to form a triple) is inferior to the scheme without hard mining. That may be because the soft-margin enables the optimization of moderate hard triples and easy triples while hard mining could ignore those triples. This phenomena is not observed for the Euclidean distance setting.

Hereafter, we refer to the scheme (last row in Table I) with the best combination of design choices as Baseline.

D. Effectiveness of Multi-class Classification Loss and Our MPN-tuple Loss

We validate the effectiveness of the vanilla N-tuple loss and our proposed Meta Prototypical N-tuple (MPN-tuple) loss for person ReID. The conventional classification loss is always used hereafter in considering its complementary role. Table II shows the results. Baseline refers to our obtained strong baseline (i.e., the best one in Table I). P2S Tri. refers to point-to-set triplet loss wherein the prototypes (the average results over all instances of the same class) are taken as the reference nodes. This can reduce the number of triplets for calculating multi-class classification losses within a batch to \( B = 64 \). We observe that P2S Tri. + Cls. is slightly inferior to Baseline but the number of formed triplets within a batch is smaller.

**Influence of the Number of Classes in N-tuple Loss.** We investigate the influence of the number of jointly considered classes (denoted by \# Cls) for a given query by increasing the \( N \) in N-tuple loss. With the increase of \( N \), the number of possible tuples \( C^N_B \cdot K^N N(K - 1) \) increases exponentially such that it quickly becomes intractable. We randomly sample \( M \) tuples to calculate the losses. For fair comparison among schemes with different number of classes, we set \( M = T \), where \( T \) is the number of total triplets in a batch. We denote these schemes as N-tuple+Cls..

In Table II we observe that as the number of classes in N-tuple loss increases, the person ReID performance in general increases. When the number of classes increases from 2 to 16, the mAP accuracy is improved by 1.4%, 0.7%, 1.1%, and 2.4% on CUHK03, Market1501, DukeMTMC, and MSMT17, respectively. Note that since the Baseline is already very strong with superior performance, our gains on top of it can be considered as significant. The gradients of two different triplets may contradict each other as discussed in Section I. Although \( P \) identities are involved in calculating the triplet loss at the batch level, it still does not allow valid interaction among different triplets. In N-tuple loss, as \( N \) increases, more instances are jointly considered so that the corresponding instances are optimized towards the correct ranking with respect to the given query. Note that the performance of N-tuple + Cls. with \( N = 2 \) is lower than our Baseline (Tri.+Cls.) because the random sampling in N-tuple loss cannot assure a complete traversal over all triplets even though the number of samplings is the same as the number of all triplets.

**Effectiveness of Our Proposed MPN-tuple Loss.** To reduce the number of possible tuples in N-tuple loss, we calculate the prototype of multiple instances of the same identity and take the calculated prototype as reference node instead of using sample instance. In this way, the number of possible tuples is reduced from \( C^N_B \cdot K^N N(K - 1) \) to \( B \cdot C^N_P \). We denote such scheme as PN-tuple + Cls.. Taking the extreme \( N = 16 \) case as an example, the number of all possible tuples is reduced to 64 and we use the 64 tuples to calculate the losses. PN-tuple + Cls. achieves similar performance as N-tuple + Cls. when \( N = 16 \) but avoids the experience of too many tuples
TABLE II
Performance (%) comparisons for triplet loss, multi-class classification (N-tuple loss), and our proposed MPN-tuple loss. Baseline refers to our strong baseline (the best one in Table I). P2S Tri.+Cls. refers to the use of point-to-set triplet loss and classification loss. #Cls denotes the number of classes.

| Loss            | #Cls | CUK03(L) | Market1501 | DukeMTMC | MSMT17 |
|-----------------|------|----------|------------|----------|--------|
| Baseline(Tri.+Cls.) | 2    | 81.8     | 78.2       | 94.7     | 87.3   |
| P2S Tri.+Cls.    | 2    | 81.1     | 77.8       | 94.8     | 86.7   |
| N-tuple+Cls.     | 2    | 81.4     | 77.7       | 94.4     | 87.0   |
| N-tuple+Cls.     | 4    | 82.1     | 78.4       | 94.5     | 87.2   |
| N-tuple+Cls.     | 8    | 82.1     | 78.9       | 94.5     | 87.5   |
| N-tuple+Cls.     | 16   | 82.2     | 79.1       | 94.7     | 87.7   |
| PN-tuple+Cls.    | 16   | 82.9     | 79.6       | 94.8     | 87.5   |
| MPN-tuple+Cls.   | 16   | 84.4     | 80.3       | 95.3     | 88.7   |

TABLE III
Performance (%) comparisons with the state-of-the-art methods. Bold numbers denote the best performance and the numbers with underlines denote the second best ones.

| Model            | CUK03(L) | Market1501 | DukeMTMC | MSMT17 |
|------------------|----------|------------|----------|--------|
| Baseline(Tri.+Cls.) | 80.1     | 76.4       | 96.1     | 80.0   |
| CE-FAT           | -        | -          | 91.4     | 76.4   |
| IDE              | 43.8     | 38.9       | 85.3     | 68.5   |
| IAO-Cls         | 62.8     | 56.7       | 93.9     | 80.5   |
| Bag of Tricks   | -        | -          | 92.2     | 81.2   |
| IANet           | -        | -          | 94.5     | 85.9   |
| HCTL            | -        | -          | 94.4     | 83.1   |
| PCB+RPP         | 63.7     | 57.5       | 93.8     | 81.6   |
| MGN             | 68.0     | 67.4       | 95.7     | 86.9   |
| DSA-reID        | 78.9     | 75.2       | 95.7     | 87.6   |
| SAN             | 80.1     | 76.4       | 96.1     | 80.0   |
| MNH-Trip(Chen et al. 2019) | 77.2    | 72.4       | 95.1     | 85.0   |
| BAT-net         | 78.6     | 76.1       | 95.1     | 84.7   |
| OSNet           | -        | -          | 94.8     | 84.9   |
| Manos           | 69.0     | 63.9       | 93.1     | 82.3   |
| JDGL            | -        | -          | 94.8     | 86.0   |
| RGA-SC          | 80.4     | 76.5       | 95.8     | 88.1   |
| GASM            | -        | -          | 95.3     | 84.7   |
| FIDR            | 75.0     | 73.2       | 94.5     | 86.8   |
| Baseline(Cls.+Tri.) | 81.5     | 78.2       | 94.7     | 87.3   |
| Ours(Cls.+MPN-tuple) | 84.4 | 80.3       | 95.3     | **88.7** |

in calculating the loss value.

MPN-tuple+Cls. denotes our scheme where a meta learner (a mapping subnet) is introduced for inferring reference nodes. This enables a more general similarity metric for effective feature learning. We can see that MPN-tuple+Cls. with N = 16 achieves significant improvement over PN-tuple+Cls., i.e., 0.7%, 1.2%, 0.9%, and 1.9% gain in mAP accuracy on four benchmark datasets, respectively. Thanks to the introduction of prototypes and the meta-learner, MPN-tuple+Cls. achieves the best performance. Note that at the initial stage when the network has not been trained well, it is challenging for the meta learner to learn a good representation. Thus, we use three-stage training. In the first stage, we train the network with classification loss and PN-tuple loss for 360 epochs. In the second stage (361-480 epochs), we fix the network and only train the meta-learner with MPN-tuple loss and the FC layer corresponding to the classification loss. In the third stage (480-600 epochs), we jointly finetune the entire network.

Note that it’s desirable to involve as many classes as possible but impractical in the case when the number of classes is limited within a batch. We fix the batch size for fair comparison and convincing ablation study, because the learning for person ReID is sensitive to the batch size used. Thus, the number of classes is also limited. We set it to 16.

E. Comparison with the State-of-the-Arts

Table III shows the comparison results with the state-of-the-art approaches. We group these approaches into two groups. The first group aims at designing strong baseline networks, including loss designs and training tricks. In [13], bag of tricks are collected and evaluated for person ReID and a strong baseline built based on ResNet-50 is provided. The other group of approaches focuses on special network designs for person ReID. Some approaches [56], [9], [20] ensemble the local region feature representations, while others introduce attention designs to focus on discriminative features [19], [38], [11]. Besides, there are some approaches exploiting auxiliary semantics (e.g., dense semantics [10], [23]) to address the misalignment (caused by the diverse viewpoints and poses).

Our study belongs to the first group. Thanks to the re-investigation on triplet loss design choices, we provide a strong baseline scheme Baseline, which jointly uses the soft-margin triplet loss (with cosine similarity, without hard mining) and
TABLE IV

| Model & Loss          | # Class | IBN | Resolution | CUHK03(L) Rank-1 | mAP | Market1501 Rank-1 | mAP | DukeMTMC Rank-1 | mAP | MSMT17 Rank-1 | mAP |
|-----------------------|---------|-----|------------|------------------|-----|-------------------|-----|-----------------|-----|--------------|-----|
| (1) Baseline (Tri. + Cls.) | 2       | ✓   | 256 × 128  | 71.9             | 65.6 | 92.6             | 63.4 | 86.0           | 75.5 | 71.9          | 46.2 |
| (2) N-tuplet + Cls.   | 2       | ✓   | 256 × 128  | 73.1             | 68.6 | 94.5             | 85.6 | 87.2           | 76.8 | 72.9          | 48.2 |
| (3) N-tuplet + Cls.   | 4       | ✓   | 256 × 128  | 74.9             | 70.3 | 94.7             | 86.1 | 87.3           | 76.9 | 73.7          | 49.3 |
| (4) N-tuplet + Cls.   | 8       | ✓   | 256 × 128  | 75.4             | 71.0 | 94.7             | 86.2 | 86.8           | 77.3 | 74.3          | 49.9 |
| (5) N-tuplet + Cls.   | 16      | ✓   | 256 × 128  | 77.1             | 73.4 | 94.6             | 86.4 | 87.3           | 77.5 | 77.6          | 52.4 |
| (6) MPN-tuple + Cls.  | 16      | ✓   | 256 × 128  | 73.7             | 69.7 | 94.2             | 84.2 | 85.9           | 75.5 | 71.3          | 46.3 |

TABLE V

An ablation study on the impact of Instance Normalization in backbone network, and the input image resolution. Baseline refers to our baseline models which use triplet loss (denoted by “Tri.”) and conventional classification loss (denoted by “Cls.”) as supervision (see Table IV). ✓ represents “using IBN” while x represents “all not using IBN”.

| Model & Loss          | # Class | IBN | Resolution | CUHK03(L) Rank-1 | mAP | Market1501 Rank-1 | mAP | DukeMTMC Rank-1 | mAP | MSMT17 Rank-1 | mAP |
|-----------------------|---------|-----|------------|------------------|-----|-------------------|-----|-----------------|-----|--------------|-----|
| (1) Baseline (Tri. + Cls.) | 2       | ✓   | 256 × 128  | 69.7             | 66.5 | 93.6             | 83.4 | 86.0           | 75.5 | 71.9          | 46.2 |
| (2) Baseline (Tri. + Cls.) | 2       | ✓   | 384 × 128  | 76.4             | 73.1 | 94.4             | 85.2 | 87.8           | 77.5 | 76.1          | 52.2 |
| (3) Baseline (Tri. + Cls.) | 2       | ✓   | 384 × 128  | 81.8             | 78.2 | 94.7             | 87.3 | 88.9           | 78.3 | 79.8          | 56.2 |
| (4) Ours (MPN-tuple + Cls.) | 16      | ✓   | 384 × 128  | 84.4             | 80.3 | 95.3             | 88.7 | 89.5           | 79.7 | 82.2          | 60.1 |

classification loss (see Table I) about the ablation study). We can see that our Baseline achieves high performance, being superior or competitive to the state-of-the-art approaches. We denote our final scheme with the proposed MPN-tuple loss as MPN-tuple + Cls. It achieves the best mAP accuracy on all these datasets and outperforms the Baseline by a large margin, achieving 2.1%, 1.4%, 1.4% and 3.9% gain in mAP accuracy on the four datasets, respectively. Our design is simple yet effective. There is no increase in the computational complexity during the inference. We hope our scheme could serve as a strong baseline for the ReID community and inspire more novel designs on loss functions.

F. Effectiveness of our Proposed Loss Designs on the Plain Baseline

We have validated the effectiveness of N-tuple loss and our proposed Meta Prototypical N-tuple (MPN-tuple) loss on top of our strong baseline scheme Baseline in Section IV-D. Here, we further study their effectiveness on the Plain Baseline (i.e., the model (1) in Table IV) which does not use IBN and uses the low resolution setting. Table IV shows the results.

For model (2) to (5) in Table IV, we can see that both the mAP and Rank-1 accuracy are consistently and significantly improved as the number of classes (denoted by “# Class”) increases for the N-tuple loss. When the number of classes increases from 2 to 16, the mAP accuracy is improved by 4.9%, 2.0%, 1.8% and 3.6% on CUHK03, Market1501, DukeMTMC, and MSMT17 respectively, which is more significant than that on the strong baseline (see Table IV uses IBN and a higher resolution). This demonstrates that the increase of the number of jointly considered classes in per-query optimization is very helpful for ReID, since such comparisons among more classes are more consistent with the ReID test/inference which is actually a retrieval/comparison process.

The model with the incorporation of our proposed MPN-tuple loss (i.e., model (6)) significantly outperforms the Plain Baseline, i.e., model (1), by 6.9%, 3.0%, 2.0% and 6.2% on CUHK03, Market1501, DukeMTMC, and MSMT17, respectively. Our MPN-tuple loss enables stronger metric learning and is superior to N-tuple loss.

G. Influence of Input Resolution and IBN on Baseline

We have conducted an empirical study of the effects of loss designs for person ReID baseline models (see Section IV-D). For those settings in Section IV-D we use ResNet-50 backbone with Instance Normalization (IN) inserted (i.e., IBN) and the input image resolution is 384×128. Note that 384×128 and 256×128 are two commonly used input resolutions in person ReID literatures. Here, we study the influence of Instance Normalization (IN) and the input resolutions. Table V shows the results.

In Table V we refer to model (1) which does not use IBN and uses the low resolution setting as Plain Baseline while referring model (3) that uses IBN and a higher resolution as Strong Baseline. Comparing Plain Baseline to Strong Baseline, we find both factors bring significant improvements, wherein IBN enhances the generalization performance for the “unseen” testing identities, and higher resolutions can preserve more details of the input images. When compared with the Strong Baseline (i.e.model (3) in Table V), our proposed MPN-tuple loss brings 2.1%, 1.4%, 1.4%, and 3.9% improvements in mAP on CUHK03, Market1501, DukeMTMC, and MSMT17, respectively. This demonstrates the effectiveness of our MPN-tuple loss. Note that the gain of MPN-tuple loss on Strong Baseline (see Table V) is smaller than that on Plain Baseline (see Table IV), which is because the stronger the baseline, the harder it is to obtain additional gain based on this baseline.

H. Analysis of Features Learned from Our MPN-tuple Loss

In our proposed MPN-tuple loss, we adopt a trainable meta-learner to predict the category-specific reference node as a
refined representation from each instance in a mini-batch. The meta-learner is end-to-end trained. Minimizing the loss on the “refined” feature vectors (after meta-learner) will further derive the optimization of the input features of the meta-learner through end-to-end training. This is prone to enforce closer distances between the anchor and positive samples in the feature space and farther distances between the anchor and negative samples to ease the optimization. To demonstrate this, we visualize the the histograms of distances of positive sample pairs as the training process goes in Fig. 2.

We refer to the features before the subnet mapping (meta learner) as original features $x$ (namely Ori-Features), and the features after the subnet mapping as meta-features $\phi(x)$ (namely Meta-Features). For the red/blue histogram marked by Ori-Features Meta-Features, we obtain the feature distance of a sample pair (sample A, sample B) by calculating the Cosine distance ($i.e., \cos$) between the samples $A$ and $B$ using $\phi(x)$.

We can observe that at the early training epochs ($e.g.,$ the 400th epoch shown in Fig. 2a) after the proposed MPN-tuple loss is employed, the distances of positive sample pairs calculated using meta-features are smaller than those calculated using original features, indicating the within-class similarity based on the meta-features is higher than that based on original features. The learned meta-features thus can be viewed as predictions for the identity representations from the original features by exploiting the patterns/correlations among different feature dimensions. Within the proposed MPN-tuple loss, we calculate the Cosine similarity between the original feature of one sample $x_a$ and the meta feature $\phi(x_b)$ of another sample $x_b$, which plays a equivalent role of learning a more general similarity metric between $x_a$ and $x_b$. As the training goes on, optimized by the MPN-tuple loss, the network becomes better under this learned similarity metric and makes original features approach the corresponding predicted identity representations such that the within-class similarity are further enhanced during training. We observe that the distances of positive pairs using original features become smaller and smaller. In the final, the discrepancy of these two distributions (red histogram and blue histogram) are quite small after 600 epochs (see Fig. 2 b) and (c)). Thus, during the inference, we can get rid of that mapping subnet and directly use original features as the ReID feature $x$ for matching (the difference is marginal: $<0.4\%$).

I. Effectiveness and Robustness Evaluation on Visible-Infrared Person ReID

Experimental Configurations. For the visible-infrared person ReID, we evaluate the effectiveness of our proposed method by performing experimental comparisons on the commonly used datasets SYSU-MM01 [70] and RegDB [71]. In each mini-batch, we randomly sample 64 images with 16 identities where there are 4 RGB images and 4 thermal images for each identities. Empirically, we adopt SGD optimizer to train the entire model for 70 epochs. The initial learning rate is 0.1 and the learning rate decay is performed after the 40th and the 50th epoch. Other configurations are kept the same as the description in the Section IV-B.

We adopt two different evaluation modes on RegDB and SYSU-MM01, respectively. For RegDB, “Visible to Thermal” refers to that visible images are taken as the query set while thermal images are taken as the gallery set, and so on. For SYSU-MM01, “All Search” mode means that all images are used for testing. And under the “Indoor Search” mode, only indoor images from 1st, 2nd, 3rd, 6th cameras are used. The table VI shows the ablation study results on visible-infrared person ReID. Our proposed MPN-tuple loss outperforms the triplet loss with hard mining (namely “TriHard.”) by 2.3%/6.1% and 2.1%/6.6% for the “Visible to Thermal” and “Thermal to Visible” evaluation settings on the RegDB dataset and 4.7%/4.7% for 6.1%/7.0% on the SYSU-MM01 dataset in Rank-1/mAP, respectively. This experimental result shows that our proposed MPN-tuple loss has significant
improvements compared to the triplet loss, indicating that
MPN-tuple loss is also effective and robust for visible-infrared
person ReID task.

J. Effectiveness and Robustness Evaluation on Cloth-changing Person ReID

For the cloth-changing person ReID, we evaluate the effect-
iveness of our proposed method by performing experimental
comparisons on two most commonly used datasets, i.e., PRCC
[72] and LTCC [73]. In each mini-batch, we randomly sample
16 identities where each identity include 4 randomly sampled
images, resulting in a batch size of 64. We adopt Adam
optimizer to train the entire network for 70 epochs. During
the training, we first warm up with a linear growth learning
rate from 4 × 10^{-6} to 4 × 10^{-4} for 10 epochs and the learning rate is decayed by a factor of 0.5 for every 20 epochs. Other
configurations are kept the same as the description in the Section IV-B.

The table VII shows performance comparisons for effect-
iveness evaluation. On the dataset LTCC, our proposed
MPN-tuple loss achieves the Rank-1/mAP improvements of
4.4%/6.1% and 3.5%/7.6% in the “Standard” and “Cloth-
changing” evaluation scenarios respectively compared to the
triplet loss with hard mining (namely “TriHard.”). On the dataset PRCC, MPN-tuple loss outperforms “TriHard.” by
14.4% and 3.5% in the Rank-1 accuracy under the “Cross-
clothes” and “Same-Clothes” evaluation scenarios respectively.
This experimental result verify the robustness of our proposed
MPN-tuple loss on cloth-changing person ReID.

V. Conclusions

In this paper, we reformulate prevalent loss designs (triplet
loss and classification loss) under a unified form and analyze
their inherent limitations for person ReID. The triplet loss can
be viewed as a two-class classification. There is a lack of
valid interaction between different triplets and their optimiza-
tion directions may contradict each other. The classification
loss optimizes the similarity/distance between instances and
parameter-based category centers, which enables stable global
scope optimization but does not align well with the retrieval-
based person ReID inference. Furthermore, we point out that
N-tuple loss can provide more consistent optimization between
training and testing but is under-explored for ReID task.
Moreover, we introduce MPN-tuple loss which uses a meta
learner to learn better references nodes (i.e., better classifier)
for more effective metric learning. The scheme powered by
our proposed MPN-tuple loss achieves the state-of-the-art
performance. Besides, we further verify the effectiveness and
robustness of our proposed MPN-tuple loss on visible-infrared
and cloth-changing person ReID. And we believe it has the
potentials to be applied to other vision tasks. We hope that in
the future the ReID community will build on top of our strong
baseline to investigate more novel loss designs.

| Loss | RegDB Visible to Thermal mAP | SYSU-MM01 Thermal to Visible mAP | All Search mAP | Indoor Search mAP |
|------|-------------------------------|---------------------------------|----------------|-------------------|
| Cls. + Tri. | 52.7  | 58.9 | 55.5 | 49.7 |
| Cls. + TriHard. | 68.3 | 67.7 | 62.1 | 51.1 |
| Cls. + MPN-tuple | 70.6 | 69.8 | 68.7 | 57.2 |

| Loss | LTCC Standard Visible to Thermal mAP | PRCC Cross-Clothes Visible to Thermal mAP | PRCC Same-Clothes Visible to Thermal mAP |
|------|-----------------------------------|------------------------------------------|------------------------------------------|
| Cls. + Tri. | 58.5 | 59.6 | 40.0 |
| Cls. + TriHard. | 55.4 | 49.5 | 33.0 |
| Cls. + MPN-tuple | 59.8 | 53.0 | 45.0 |
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