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ABSTRACT

In this paper, we propose a new localization framework in which mobile users or smart agents can cooperate to build accurate location services without sacrificing privacy, in particular, information related to their trajectories. The proposed framework is called Federated Localization (FedLoc), simply because it adopts the recently proposed federated learning. Apart from the new FedLoc framework, this paper can be deemed as an overview paper, in which we review the state-of-the-art federated learning framework, two widely used learning models, various distributed model hyper-parameter optimization schemes, and some practical use cases that fall under the FedLoc framework. The use cases, summarized from a mixture of standard, recently published, and unpublished works, cover a broad range of location services, including collaborative static localization/fingerprinting, indoor target tracking, outdoor navigation using low-sampling GPS, and spatio-temporal wireless traffic data modeling and prediction. The obtained primary results confirm that the proposed FedLoc framework well suits data-driven, machine learning-based localization and spatio-temporal data modeling. Future research directions are discussed at the end of this paper.
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1. INTRODUCTION

With the explosion of data and the ever-increasing computing power, we have witnessed nowadays the popularity of machine learning models and algorithms which are data-driven. Principally, with more data, a complicated underlying system/dynamic/regression function can be modeled more accurately. However, when the data size increases beyond a limit, the scale of the model and the computational complexity of an associated learning algorithm become huge. For instance, Gaussian process models scale cubically with the data size \([1]\). The recently proposed federated learning framework \([2]\) has received a lot of attention, as it enables a large-scale machine learning model to be trained jointly by collaborations of a large number of mobile users. Actually, there exist various similar work before the federated learning, for instance \([3,4]\), but the new framework emphasizes more on the following aspects: (1) non-i.i.d. data; (2) unbalanced local data size; (3) large number of local users; (4) limited communication; and (5) data privacy \([2]\). It deserves to highlight that federated learning is a promising technical solution to solve the ever-increasing concerns about the loss of privacy data and information and to meet the ever-stringent data protection regulations world-wide, for instance, the General Data Protection Regulation (GDPR) implemented by the European Union in 2018. Federated learning has triggered various potential applications in the sectors of smart medicine, finance, and next-generation wireless communications \([5,6,7]\). In this paper, we extend federated learning to a new application sector, namely target localization and location-related services.

Target localization is meant to provide an estimate of the desired position as accurate as possible. There exist already a plethora of techniques for static target localization, target tracking, navigation, interested readers can refer to \([8,9,10]\) and their references for more information. Most of these techniques rely on empirical, parametric transition and measurement models, which can be regarded as individual abstract of human experience, thus may severely mismatch the underlying mechanism in complicated environments such as office, shopping mall, museum, etc. However, directly learning from a huge volume of historical data may help to alleviate such model mismatch and improve the positioning accuracy even further. Apart from the traditional localization, a new type of location services emerged in the recent years under the umbrella of smart city, namely the spatio-temporal location data prediction. This type of services include but not limited to wireless traffic prediction, taxi supply and demand prediction, energy consumption prediction, air pollution prediction at specific locations. Data-driven, learning model based solutions have demonstrated great data representation capability and provided outstanding data prediction performance \([11,12,13,14]\).

However, the greatest difficulty that we confronted when applying machine learning models to localization and location data modeling lies in the big amount of training data...
required, which can be easily resolved by cooperation through aggregating raw data collected from a big number of mobile users yet may cause data privacy issue as a consequence. The federated learning framework is an outstanding solution for enhancing wireless localization accuracy and maintaining safe cooperation among users at the same time.

The gist of the proposed Federated Localization (FedLoc) framework is that each mobile user/smart agent collects a smaller scale, local data set and approximates the global machine learning model in a cooperative manner. Some concrete examples are as follows: (1) For static localization, the mobile users collect radio features at specific positions obtained from global positioning system (GPS) (for outdoor scenarios) or from the proximity to indoor reference points/landmarks (for indoor scenarios); (2) For target tracking and navigation, the mobile users collect diverse trajectories of sensor and wireless observations; (3) For wireless traffic prediction, the smart agents collect local wireless data usage generated by the serving mobile users. We believe that the FedLoc framework is an up-and-coming solution for futuristic data-driven cooperative localization, not only because of the rapid development of distributed optimization techniques that serve as the algorithmic core, but also largely owing to the rapid development of smartphones with ever-increasing computation power and network throughput, the widespread use of quick-response (QR) codes, and the high-precision indoor/outdoor maps, altogether. Therefore, we believe it is timely to propose the idea of federated localization and location data processing.

The contributions of this paper are as follows.

- First, we proposed a novel federated localization framework, short as FedLoc, which elegantly addresses the privacy issue in cooperation among a massive number of mobile users for target localization and location data processing. Two potential wireless network infrastructures that can potentially support the communication requirements of the FedLoc framework are also discussed.

- Second, we clearly clarified the differences between the proposed FedLoc framework and the existing cooperative localization framework for sensor network as well as the classic crowdsourcing framework.

- Third, we reviewed some state-of-the-art federated learning procedures, two widely used learning models, namely the deep neural network (DNN) and Gaussian process (GP), and a few distributed model hyperparameter optimization schemes that work reasonably well for the two learning models. We put a bit more emphasis on the GP models due to their unique welcome features that make them more suitable to use than DNN for location data.

- Fourth, we give four concrete use cases, namely (1) static target localization; (2) outdoor vehicle navigation; (3) indoor pedestrian motion tracking; and (4) spatio-temporal wireless traffic prediction, to explain the use of the FedLoc framework. In the first use case, a static target localization system is built based on DNN that maps a vector of radio features to a desired position. In the second use case, we proposed a DNN based accurate vehicle navigation with low-sampling-rate GPS. In the third case, state transition function as represented by the GP model maps the current state to the next state in a non-parametric way for indoor pedestrian motion modeling. In the fourth use case, wireless traffic is modeled by a scalable GP under 5G Cloud-Radio Access Network (C-RAN) infrastructure. Various other related applications are also mentioned briefly.

- Fifth, we evaluated the proposed FedLoc framework all with real data sets for the aforementioned use cases to demonstrate its effectiveness.

In this review paper, we concentrate on federated learning tailored to target localization and location data processing. Due to the space limitation as well as the expertise of the authors, the following parts are only briefly touched upon.

- Due to the rapid development of distributed optimization methods in the contexts of robustness, communication efficiency, and low-complexity, etc., we are unable to give a timely survey of all recent advances. But we strongly believe that a majority of these advanced methods can be used to enhance our FedLoc framework even further.

- Encryption and decryption schemes are considered for federated learning to large extent nowadays. In this paper, we only gave a brief survey of the state-of-the-art schemes. While the most recent and advanced works, for instance the block-chain based scheme, is outside the scope of this review paper.

The rest of this paper is organized as follows. In Section 2, we briefly review the existing “cooperation” framework considered primarily for wireless sensor networks. In Section 3, we introduce two important learning models, namely the deep neural networks and Gaussian processes, for learning from data. In Section 4, we introduce the proposed FedLoc framework in detail, followed by two potential wireless network infrastructures given in Section 5 that support the proposed FedLoc framework in real scenarios. Various use cases of the proposed FedLoc framework are showcased in Section 6. Simulation results are given in Section 7 to demonstrate the effectiveness of the FedLoc framework. In Section 8, we discuss the major challenges of the FedLoc framework and give a few future research directions. Lastly, Section 9 concludes this paper.
2. RELATED WORK

In this section, we survey the existing frameworks for cooperative localization and clarify their differences with the FedLoc framework proposed by us in Section 4.

2.1. Sensor Network Localization

When speaking of “cooperation” in the context of wireless localization, it will certainly remind us the class of algorithms for determining a number of agents (nodes with unknown positions) with the aid of a few anchors (nodes with known positions) and a bunch of wireless measurements made between these nodes.

Cooperative localization has gained much attention since 2005 owing to the seminal work by Patwari and Hero [15], where they proposed to use the simple least-squares estimation criterion with time-of-arrival (ToA) or received-signal-strength (RSS) measurements to localize dozens of agents. The proposed method was evaluated with two sets of real measurements collected in an indoor environment. This seminal work has triggered a plethora of methods in the following years. Representative works include [16, 17], to mention a few.

The fundamental differences between the aforementioned cooperative localization algorithms and our proposed FedLoc are the following:

- In the above mentioned cooperative localization algorithms, the agents (could be a wireless sensor, a robot, or a mobile user) work together to determine their own positions. While in the new proposed FedLoc framework, the mobile users cooperate to train a global, learning-based model that will be used later in the online phase to predict novel positions upon request.

- The above mentioned cooperative localization adopts empirical models, such as the log-distance path-loss model for RSS measurements [18], and Gaussian mixture model for non-line-of-sight propagation [19]. While in the FedLoc framework, we solely consider data-driven, machine learning-based models.

2.2. Crowdsourcing

According to Wikipedia, Crowdsourcing is a sourcing model in which services are built from a large, relatively open, and often rapidly-evolving group of internet users. Building and maintaining a location system/service based on crowdsourcing is somewhat related to our FedLoc idea. However, the state-of-the-art crowdsourcing methods place more emphasis on raw data sharing and aggregation from a bunch of collaborating users, and normally there is no model in mind; even if there is a model assumed, it remains simple and heuristic. Representative works are as follows. In geography, voluntary users collaboratively build a street map, fill in street information, etc. OpenStreetMap (http://www.openstreetmap.com) and Wikimapia (http://www.wikimapia.org) are two successful crowdsourcing projects among others. Crowdsourcing of virtual maps, such as RSS map or magnetic map, etc. becomes trendy for big multi-storey buildings [20, 21].

The fundamental differences between the crowdsourcing based localization and our FedLoc are the following:

- Crowdsourcing is mostly model-free. In contrast, FedLoc is built around advanced machine learning models, making it more diverse.

- Crowdsourcing merely aggregates raw data without protections, such as data desensitization and encryption, which will incur severe privacy issues. In contrast, FedLoc processes sensitive data locally and exchanges only the model hyper-parameters that are difficult to decode in general.

3. LEARNING MODELS

Thanks to the big data, powerful computing facilities, and algorithmic innovations all together, we have witnessed in the past five years the great success of learning models in numerous applications, among others, image recognition, computer vision, and natural language processing. This section aims to introduce two representative learning models that can be used as the “brain” of the proposed FedLoc framework. We will first briefly review the deep neural network (DNN) models in Subsection 3.1, followed by a short introduction on Gaussian process (GP) models in Subsection 3.2. Lastly, we will shed some light on the connections of the two learning models and further highlight the benefits of using GP models over DNN models for FedLoc in Subsection 3.3.

3.1. Deep Neural Network

The deep neural network refers here the class of feedforward networks or multilayer perceptrons. The development of the neural networks is largely inspired by the neuroscience. An artificial DNN often demonstrates a chain structure, in math as:

\[
\mathbf{x} \rightarrow f(1)(\mathbf{x}; W_1) \rightarrow \cdots \rightarrow f(L)(\mathbf{x}; W_L),
\]

where \(L\) represents the number of layers. The function \(f(l)(\mathbf{x}; W_l)\) is the mapping function, which is a nonlinear transformation of the input \(\mathbf{x}\) and weights \(W_l\). The output of the network is obtained by applying the activation function to the result of the linear combination of the inputs and weights. The common activation functions include sigmoid, rectified linear unit (ReLU), and hyperbolic tangent. The term feedforward means that data is fed from the
input layer through several hidden layers to the output layer. According to the universal approximation theorem [22], a DNN can well approximate any smooth function by selecting the number of hidden layers and the number of neurons in each hidden layer. In order to train the hyper-parameters of a DNN, back-propagation algorithm is often adopted despite its numerical problems, such as gradient vanishing and explosion. More details about DNN can be found in [23, 24].

3.2. Gaussian Process

Gaussian processes (GP) constitute an important class of Bayesian non-parametric models for machine learning which are closely related to several other popular models. A Gaussian process is a collection of random variables, any finite subset of which follows a Gaussian distribution [1]. In the sequel, we solely focus on scalar, real-valued Gaussian processes that are completely specified by a mean function and a kernel function (a.k.a. covariance function). Concretely,

\[ f(x) \sim \mathcal{GP}(m(x), k(x, x'; \theta_h)), \]

where \( m(x) \) is the mean function, which is often set to zero in practice, especially when there is no prior knowledge; and \( k(x, x'; \theta_h) \) is the kernel function tuned by the kernel hyper-parameters, \( \theta_h \).

Let us consider the following GP regression model

\[ y = f(x) + e, \tag{2} \]

where \( y \in \mathbb{R} \) is a continuous-valued, scalar output; the unknown function \( f(x) : \mathbb{R}^d \rightarrow \mathbb{R} \) is modeled as a zero mean GP; and the noise \( e \) is assumed to be Gaussian distributed with zero mean and variance \( \sigma_e^2 \). Moreover, the noise terms at different data points are assumed to be mutually independent. The set of all unknown GP hyper-parameters is denoted by \( \theta \triangleq [\theta_h^T, \sigma_e^2]^T \) and the dimension of \( \theta \) is assumed to be \( p \).

The joint prior distribution of the training output \( y \) and test output \( y_* \) can be written as:

\[
\begin{bmatrix}
  y \\
  y_*
\end{bmatrix}
\sim \mathcal{N}
\left(
0, \begin{bmatrix}
  K(X, X) + \sigma_e^2 I_n, & K(X, X_*) \\
  K(X_*, X), & \sigma_e^2 I_{n_*}
\end{bmatrix}
\right),
\]

where \( K(X, X) \) is an \( n \times n \) covariance matrix between the training inputs; \( K(X_*, X_*) \) is an \( n \times n_* \) covariance matrix...
between the training inputs and test inputs, $K(\mathbf{X}_n, \mathbf{X}_n)$ is an $n_n \times n_n$ covariance matrix between the test inputs.

- $K(\mathbf{X}, \mathbf{X})$ is an $n \times n$ matrix of covariances among training inputs;
- $K(\mathbf{X}_n, \mathbf{X})$ is an $n \times n_n$ matrix of covariances between training inputs and test inputs; $K(\mathbf{X}_n, \mathbf{X}) = K(\mathbf{X}_n, \mathbf{X})^T$;
- $K(\mathbf{X}_n, \mathbf{X}_n)$ is an $n_n \times n_n$ matrix of covariances among test inputs.

Here, we let $K(\mathbf{X}, \mathbf{X})$ be the short term of $K(\mathbf{X}, \mathbf{X}; \theta_h)$.

Applying the results of conditional Gaussian distributions, we can easily derive the posterior distribution as

$$p(y_n|\mathcal{D}, \mathbf{X}_n; \theta_h) \sim N(\tilde{m}, \tilde{V}),$$

where the posterior mean (vector) and posterior covariance (matrix) are respectively,

$$\tilde{m} = K(\mathbf{X}_n, \mathbf{X}) \left[K(\mathbf{X}_n, \mathbf{X}) + \sigma^2 I_n\right]^{-1} y,$$

$$\tilde{V} = K(\mathbf{X}_n, \mathbf{X}_n) + \sigma^2 I_n,$$

$$- K(\mathbf{X}_n, \mathbf{X}) \left[K(\mathbf{X}, \mathbf{X}) + \sigma^2 I_n\right]^{-1} K(\mathbf{X}, \mathbf{X}_n).$$

Given a novel input in the test data set, the above posterior mean gives the prediction, while the posterior covariance gives the uncertainty region of the prediction.

Kernel function determines the power of the GP model to a large extent. In order to make a kernel function full of expressive power and automatically adaptive to the data, the following work can be adopted. In [25], a spectral mixture (SM) kernel was proposed to approximate the spectral density with a Gaussian mixture model arbitrarily well in the frequency domain and transform it back into a universal stationary kernel. In [26], the authors modified the SM kernel to be a linear multiple low-rank sub-kernels with a favorable difference-of-convex optimization structure. In [27], DNN architecture was combined with automatic relevance determination (ARD) kernel to approximate any kernel function (including both the stationary and non-stationary ones). Yet a fresher way of designing universal kernel is through designing deep GP models [28] and through linking DNN to GP [29][30], which remains a promising while challenging research direction.

Next, we introduce the classical ML-based GP hyperparameter estimation. Due to the Gaussian assumption on the noise, the log-likelihood function can be obtained in closed form. The GP hyper-parameters can be tuned equivalently by minimizing the negative log-likelihood function (after ignoring the unrelated terms) as

$$l(\mathbf{X}, y; \theta) = y^T C^{-1}(\theta) y + \log \det (C(\theta)),$$

where $C(\theta) \triangleq K(\mathbf{X}, \mathbf{X}; \theta_h) + \sigma^2 I_n$. This optimization problem is mostly solved via gradient based methods, such as LFGS-Newton or conjugate gradient [1], which requires the following partial derivatives for $i = 1, 2, ..., p$ in closed form:

$$\frac{\partial l(\theta)}{\partial \theta_i} = \text{tr} \left( C^{-1}(\theta) \frac{\partial C(\theta)}{\partial \theta_i} \right) - y^T C^{-1}(\theta) \frac{\partial C(\theta)}{\partial \theta_i} C^{-1}(\theta) y.$$
increases beyond a threshold. Lastly, we must note that there are also various interesting concurrent works on reducing the size of a fully-connected neural network, for instance, using model distillation [36] and model sparsification [37].

Second, GP model can handle input uncertainty naturally. For our application, the model inputs often involve position or position related measures that are intrinsically subject to noise due to the imperfect field calibration. Since GP model is a probabilistic model, the input uncertainty can be easily handled. We could assume the training input \( x \) to be a random variable with known distribution \( p(x) \). According to [38], the mean function of GP with input uncertainty can be obtained via:

\[
\tilde{m}(x) = \int m(x)p(x)dx,
\]

and the kernel function can be obtained via:

\[
\tilde{k}(x, x') = \int k(x, x')p(x)p(x')dx dx'.
\]

The only difficulty lies in the evaluation of the two integrals. In general, the two integrals can be solved by sampling methods [39]. The rest of the steps remain the same as the standard GP with clean input as given in (1). The computation can be largely reduced for Gaussian distribution of the input \( x \) using unscented transform, see for instance [40, Chapter 5.5]. Hence the computational complexity for both training and prediction increases only modestly as compared with that of the clean input case.

Third, GP model can encode prior information about the data more easily than the DNN. This inherits from the meaningful interpretation of various elementary kernels with known characteristics. For instance, when the data demonstrate periodicity, we could add elementary periodic kernel(s) or locally periodic kernel(s) to the eventual kernel; when the data demonstrate linear rising trend, we could add a linear kernel to the eventual kernel; when the data profile is known to be smooth, we could use the squared-exponential (SE) kernel with a large length scale parameter. Taking into account the prior information about the data can be regarded as regularizing the whole fitting process, thus is useful for avoiding data overfitting. This is a welcome feature for our applications in which the total amount of data is large but each mobile user may only have a small amount of local data in hand for training the global model.

Fourth, according to a recent white paper released by Huawei, wireless big data in 6G will essentially be produced as a consequence of small local data from huge amount of mobile users and IoT devices. When training with local data under the umbrella of federated learning, GP models coming from the Bayesian family are believed to be more advantageous owing to the fact that a well selected GP prior can work as a regularizer to avoid overfitting a sophisticated model with insufficiently small data.

Before we leave this section, it is noteworthy that the DNN and its variants are still more widely used than GP for machine learning empowered applications. But for localization applications using the FedLoc framework, we believe GP models are more promising due to the aforementioned advantages.

4. FEDERATED LOCALIZATION (FEDLOC)

After having introduced the learning models as the main building blocks in Section 3, we can formally introduce the new proposed FedLoc framework in this section. In Subsection 4.1, the main idea of federated learning is introduced, followed by a review of various existing distributed training methods proposed for DNN and GP learning models in Subsection 4.2. For clarity, we also summarize the whole procedure of the FedLoc framework at the end of the section.

4.1. A Brief Review of Federated Learning

The idea of federated learning exists for a long time in the context of distributed learning and given the name by some researchers at Google in 2016 [41, 2]. Federated learning is a flexible but safe cooperation framework for mobile users. The idea behind federated learning is to approximate a global model/objective as a summation of local models/objectives trained individually by mobile users. Mathematically, the above idea can be expressed as

\[
l(X, y; \theta) \approx \sum_{k=1}^{K} l^{(k)}(X_k, y_k; \theta),
\]

where \( X \) is the complete set of the training inputs, \( y \) is the complete set of the training outputs, and they constitute the complete training set \( D \); \( l(\cdot) \) is a local objective that takes the complete training set and parameterized in the hyper-parameters \( \theta \); while \( X_k \) is the \( k \)-th local set of the training inputs, \( y_k \) is the \( k \)-th local set of the training outputs, and they constitute \( D_k \), which is a subset of \( D \); \( l^{(k)}(\cdot) \) is a local objective that only takes the \( k \)-th local data set, \( D_k \); \( K \) is the total number of collaborating mobile users, which is assumed to be large. Both \( l(\cdot) \) and \( l^{(k)}(\cdot) \) are composite functions of a selected learning model and a cost. Lastly, we note that the outputs \( y \) are mostly positions or position related measures in our work.

To shed some light on the objective \( l(\cdot) \), let us consider the following two different machine learning models and their cost functions.

1. DNN with Least-Squares Cost. The global objective for training a DNN is given as follows:

\[
l(X, y; \theta) = \sum_{i=1}^{n} (y_i - f(x_i; \theta))^2,
\]

where the outputs are assumed to be i.i.d. and \( f(x_i; \theta) \) is represented by a DNN with \( L \) hidden layers [24] with \( \theta = \{W_0, W_1, W_2, \ldots, W_L\} \) representing the DNN weights to be tuned for all hidden layers. It is obvious that the global objective is already in the form of summation.
II: GP with Maximum Likelihood Cost. Due to the Gaussian assumption on the noise, the log-likelihood function can be obtained in closed form. Therefore, the global objective for training the GP regression model hyper-parameters is of the form
\[
l(X, y; \theta) = \log p(y; X, \theta) = \log \mathcal{N}(y; m(X), K(X, X; \theta)),
\]
where the vector \( m(X) \) and the matrix \( K(X, X; \theta) \) are respectively the mean function \( m(x) \) and the kernel function \( k(x, x'; \theta) \) evaluated for the complete data set \( D \). This global objective is not directly in the form of summation, but commonly approximated by the product-of-expert (PoE) \[42\] as
\[
l(X, y; \theta) \approx \sum_{i=1}^{K} \log \mathcal{N}(y_k; m(X_k), K(X_k, X_k; \theta)).
\]
(13)
Here, we note that the independent noise term has been absorbed into the kernel function for notation brevity in Eq. (13).

In this paper, we will place more emphasis on GP models as they can provide natural uncertainty region of a prediction, which is vital for a basket of decision-critical applications.

4.2. Distributed Training of Learning Models

The original goal is to train a global model through
\[
\hat{\theta} = \arg \min_{\theta} l(X, y; \theta),
\]
(14)
where the objective function is in general non-convex and often solved by gradient descent type methods as
\[
\theta^{r+1} = \theta^r - \gamma \nabla_{\theta} l(X, y; \theta^r).
\]
(15)
When the complete data set is large, the training of this global model will be computationally expensive. Federated learning aims to distribute the heavy computation load to a massive number of collaborating mobile users by considering the following problem:
\[
\hat{\theta} = \arg \min_{\theta} \sum_{k=1}^{K} l(k)(X_k, y_k; \theta).
\]
(16)
Each mobile user maintains a local update of the global model hyper-parameters and send it to the central node for consensus. There exist various ways for updating global model hyper-parameters. In the following, we focus on the classical federated averaging (FedAvg) \[2\] algorithm and algorithms developed upon alternating direction of multipliers method (ADMM) \[43, 44\].

Most straightforwardly, the \( k \)-th mobile user calculates the gradient \( \nabla l(k)(\theta) \) and upload it to the central node. The central node then aggregates a batch of all gradients to approximate \( \nabla_{\theta} l(X, y; \theta) \). We illustrate the above workflow in Fig. 3(a) and it is known as FedAvg and forms the optimization algorithmic core of the original federated learning framework \[2\]. More details about the FedAvg algorithm as well as its performance on several classical machine learning data sets can be found in \[2\]. A robust variation, called FedProx \[45\], can also be adopted to improve local training convergence by adding an extra proximal step at each client to restrict the distance between the local parameter estimates and the current global estimate.

Next, we will introduce two advanced ADMM optimization schemes, that can potentially balance the computation and communication efficiency. The first one, namely the classical ADMM based hyper-parameter optimization scheme (short as cADMM) reformulates the problem in (16) as a nonconvex consensus problem \[43\] with a set of newly introduced local hyperparameters \( \{\theta_1, \theta_2, \ldots, \theta_K\} \) and the global hyperparameter \( z \)
\[
\min_{\theta_k, z} \sum_{k=1}^{K} l(k)(\theta_k),
\]
s.t. \( \theta_k - z = 0, \quad \forall k = 1, 2, \ldots, K, \)
(17)
where \( l(k)(\theta_k) \) is nonconvex in terms of the local hyperparameter \( \theta_k \) in general. The augmented Lagrangian function for (17) is given by
\[
L(\{\theta_k\}, z, \{\beta_k\}) = \sum_{k=1}^{K} l(k)(\theta_k) + \beta_k^T (\theta_k - z) + (\rho_k / 2) ||\theta_k - z||^2_2,
\]
(18)
where \( \beta_k \) is the dual variable and \( \rho_k \) stands for a predetermined regularization parameter. The \((r + 1)\)-th iteration of cADMM for solving (17) could be decomposed as:
\[
\begin{align*}
z^{r+1} &= (1/K)\sum_{k=1}^{K} \theta_k^r + (1/\rho_k)\beta_k^r, \quad (19a) \\
\theta_k^{r+1} &= \arg \min_{\theta_k} l(k)(\theta_k) + (\beta_k^r)^T (\theta_k - z^{r+1}) \nonumber \\
&\quad + (\rho_k / 2) ||\theta_k - z^{r+1}||^2_2, \quad (19b) \\
\beta_k^{r+1} &= \beta_k^r + \rho_k (\theta_k^{r+1} - z^{r+1}). \quad (19c)
\end{align*}
\]
The above workflow is shown in Fig. 3(b).
Next, we continue to introduce a more recent proximal ADMM (short as pxADMM) scheme proposed in [44], which is capable of reducing the communication overhead and computational time at the same time. Unlike in step (19b), where local hyperparameters \( \theta_k \) are updated by minimizing the augmented Lagrangian function exactly, the proximal ADMM takes a proximal step w.r.t. \( \theta_k \) by applying first-order Taylor expansion to \( l^{(k)}(\theta_k) \) [44], i.e.,

\[
\theta_k^{r+1} = \arg \min_{\theta_k} \nabla l^{(k)}(\theta_k - \theta^{r+1}) + (\beta_k^r)^T (\theta_k - l^{(k)}(\theta_k) - (\theta_k - \theta_k^{r+1}) + \frac{\rho_k + L_k}{2} \| \theta_k - z^{r+1} \|^2,
\]

where \( L_k \) is a positive constant for \( \| \nabla l^{(k)}(\theta_k) \| \leq L_k \| \theta_k - \theta_k' \| \) to be satisfied for all \( \theta_k \) and \( \theta_k' \). Note that the proximal step (20) for \( \theta_k \) is a (convex) quadratic optimization problem leading to the following closed-form solution:

\[
\theta_k^{r+1} = z^{r+1} - \frac{(\nabla l^{(k)}(z^{r+1}) + \beta_k^r)}{\rho_k + L_k}
\] (21)

The \((r+1)\)-th iteration of the pxADMM for solving (17) is decomposed as:

\[
z^{r+1} = (1/K) \sum_{k=1}^K (\theta_k^r + \frac{1}{\rho_k} \beta_k^r),
\]

\[
\theta_k^{r+1} = z^{r+1} - \frac{(\nabla l^{(k)}(z^{r+1}) + \beta_k^r)}{\rho_k + L_k}
\] (22a)

\[
\beta_k^{r+1} = \beta_k^r + \rho_k (\theta_k^{r+1} - z^{r+1}).
\] (22c)

The pxADMM shares the same workflow with the cADMM as depicted in Fig. 3(b). Criteria for choosing \( \rho_k \) and \( L_k \) are given in [44], where the authors also proved under mild conditions that 1) for all \( k \), \( \theta_k^r \) converge to \( z^r \); and 2) \( \{\theta_k^r\}, \{z^r\}, \{\beta_k^r\} \) converges to a stationary point of (17).

It is easy to see that the pxADMM reduces the communication overhead in the same way as cADMM does. However, the proximal step shown in (22b) leads to an inexact, but closed-form solution of the local sub-problem (19b) with rather cheap computation cost. Although more iterations may be required towards convergence, the overall computational time can be well reduced.

Federated learning emphasizes strongly on the mobile user’s sole ownership of data and protection of data privacy. Privacy preservation in federated learning can be achieved by various security techniques like secure multi-party computation, homomorphic encryption and differential privacy. Message encryption is beyond the scope of this paper, and interested readers can refer to [46]. Here, we note that no matter which distributed model training method (FedAvg or cADMM or pxADMM) is adopted, the mobile users do not need to report the raw data that contain location information and other privacy related information to be strictly protected. Unlike for images with strong local correlation in pixels, there is no evidence about recovering a user’s raw data from local gradients or hyper-parameter estimates intercepted by malicious users.

Fig. 4. A network infrastructure that supports the proposed FedLoc framework. For illustration purposes, the whole deployment area is divided into many non-overlapping sub-areas, and for each sub-area there is a mobile terminal collecting data. Each terminal can travel the whole deployment area for collecting data.

5. NETWORK INFRASTRUCTURE FOR FEDLOC

The FedLoc framework may need to communicate a big number of model parameters repeatedly over the air, especially when DNN is adopted as the learning model. In this section, we introduce two practical network infrastructures to meet the communication requirement of the proposed FedLoc framework.

5.1. Cloud-based Infrastructure

For ease of understanding, a complete picture of the network infrastructure is depicted in Fig. 4 for cooperative localization purposes. The key elements of this network as well as their functionality are summarized as follows:

1. Reference Network Node, equipped with cache, storage, and communication entities. A reference network node communicates with the mobile terminals deployed in its communication range to exchange learning model related information. Both the position and the transmit power of a reference network node are assumed to be precisely known. Representative reference network nodes include 5G macro and micro base stations, Wi-Fi access points, BLE beacons, etc. Especially the new 5G and Wi-Fi network are able to provide low-latency, high throughput wireless transmission to FedLoc which requires to transmit a big amount of model parameters in every iteration. Table 4 gives more details. For better intuitions, two specific examples are given below. The 5G network with the highest throughput can support a 9-layer fully-connected DNN with the network layout “20000-30000-100000-100000-100000-100000-100000-100000-1000-10-1” that has around 300 million weights. The 4G network, however, can
Wireless infrastructure | Max uplink data rate (Mbps) | Max downlink data rate (Mbps) | Number of DNN weights (Million) | Configuration |
---|---|---|---|---|
5G [47] | 10,000 | 20,000 | 312.5 | IMT-2020 peak rate |
4G [48] | 500 | 1000 | 15.625 | IMT-advanced |
WiFi-6(ax) [49] | 2400 | 2400 | 75 | 160MHz 2*2MIMO 1024-QAM 802.11ax |
WiFi-5(ac) [50] | 1733 | 1733 | 54.16 | 160MHz 2*2MIMO 256-QAM 802.11ac |

Table 1. Downlink and uplink data rate of different wireless infrastructures and the number of parameters (taking the weights of DNN as an example) that can be supported. The number of the DNN weights (in million) shown in the fourth column was computed by dividing the uplink rate (given in the second column) by 32 bits per DNN weight.

only support a 8-layer fully-connected DNN with a much smaller network layout “5000-5000-10000-3000-9000-2000-200-10” with around 15 million weights.

2. Mobile Terminal (MT), equipped with sensing, logging, computing, storage, and communication entities. Moreover, the MT has designated mobile applications installed already for the calibration work. The MT collects position related measurements, trains a local update of the global learning model parameters, and uploads them to the core network. All the computations are conducted on-device using only the local data. Here, the mobile terminal refers to a smartphone specifically. It is noteworthy that modern smartphones are equipped with a basket of inertial sensors, including accelerometer, gyroscope, magnetometer, barometer, pedometer, barcode/QR code sensors, that can be exploited for localization or localization-related tasks.

Apart from the rapid development of the hardware, a number of mobile machine learning platforms are under development, such as Tensorflow by Google, Core ML by Apple, Caffe2 by Facebook, Paddle Lite by Baidu, MNN by Alibaba, etc. Mobile users can easily deploy different deep learning models on their smartphones in the near future.

3. Core Network, equipped with high speed computing, cache/storage and communication entity. The local updates from the mobile users are aggregated to the core network to compute a global parameter update. When the training phase is over, the resulting global learning model will be stored in the core network and used for predicting a new position. Since the heavy computations have been allocated to mobile users, the core network can focus on smarter coordination of different tasks and resources, so as to make the whole network agile and adaptive to changing environments.

4. Fixed Smart Agents, equipped with sensing, logging, computing, storage and communication entities. Such smart agents include IoT machines, smart traffic light, micro-base stations in 5G that are collecting location data. Unless these smart agents belong to different operators, the collected data are often not subject to privacy matters.

For clarity, we give a complete procedure of the federated wireless localization framework in Algorithm 1, which works both for cooperative localization and cooperative location data processing.

5.2. Edge-based Infrastructure

In the second infrastructure, the mobile users or smart agents can upload their local data to a trustful third-party edge node, where there is sufficient storage and computation power. This third-party edge node first pre-processes the received data and distributes it to a number of computing units for processing. Each edge node is in charge of building a locally-global learning model and transmits the key parameters to the core network for central control. This infrastructure is more suitable for building a number of regional global models for location data processing. The third use case that we will show in the next section can potentially benefit this infrastructure. For clarity, we show this alternative network infrastructure in Fig.5. Accordingly, Algorithm 1 can be slightly revised to accommodate this network infrastructure.

6. USE CASES OF FEDELOC

To better understand the work mechanism of the FedLoc framework, we will introduce various use cases of the FedLoc framework in this section. To be precise, we consider: (1) DNN based static localization/finger printing; (2) DNN based smartphone sensor calibration for accurate navigation with low-sampling-rate GPS; (3) GP based state-space model for target tracking and navigation; and (4) GP based wireless traffic prediction in 5G C-RAN. The first three use cases are for localization, while the last one is for location data processing and prediction. Most of the above uses cases were summarized from our recent applications.
Fig. 5. An alternative network infrastructure for the FedLoc framework that uses edge nodes.

6.1. DNN-Based Static Localization

For static localization, there exist various statistical methods using wireless measurements, such as ToA, RSS, proximity [51,52]. These methods mostly rely on empirical propagation models. In this subsection, we show a different static localization method using DNN, which can benefit from the federated learning framework. DNN based localization is preferred for complicated wireless environments, for which the empirical models are difficult to capture the underlying propagation mechanism, possibly also changing over time.

Let us take a look at three representative indoor scenarios:

- **Indoor shopping mall**, where there are a bunch of WiFi/BLE access points and micro base stations for public data traffic. In addition, thanks to the rapid spread of 5G for internet-of-things (IoT) and machine type communications (MTC), there are now a big number of machines/landmarks with QR codes in the shops. By scanning the QR codes, a customer can easily get shopping mall information, promotion information and make transactions. Some live examples are demonstrated in Fig. 5.

- **Indoor museum**, where there are a bunch of WiFi/BLE access points in the exhibition rooms and a considerable number of QR labels beside the exhibits to serve as references. Similarly, by scanning the QR codes a visitor can easily obtain detailed interpretation of the exhibits on his/her mobile terminal. Some live examples are demonstrated in Fig. 7.

- **Indoor office**, where there are a bunch of WiFi/BLE access points in the whole office area and a huge number of QR labels placed at the entrance of each meeting room, on all valuable assets, such as computers, tables, coffee machines, etc.

The DNN based localization method that we introduce here needs to be trained using a big data set \(D\), where the training input, \(X\), contains the radio features at different locations and the training output, \(y\), contains the corresponding locations. As a concrete example, we assume that a training input comprises RSS obtained with respect to \(P\) WiFi/BLE access points, \(x_i = [RSS_{i,1},RSS_{i,2},...,RSS_{i,P}]\) and the output \(y\) is a position (2D or 3D) at which the radio feature is measured. Note that an output \(y_i\) is either measured precisely at the calibration points by paid workers or imprecisely (for instance, with the aid of the landmark points and manual click on the indoor map displayed on the mobile application) by voluntary users.

### Algorithm 1: FedLoc Framework

**Input:** A massive collaborating mobile terminals with index \(k = 1,2,...,K\); Local data \(D_k = \{X_k,y_k\}\), where the inputs and outputs are positions/position related measures, depending on the applicationA learning model, for instance a DNN or a GP model.

**Output:** Optimal hyper-parameters \(\theta^*\) of the global learning model for localization.

1. **Initialization:** Initial hyper-parameters of the selected learning model, \(\theta^0\); iteration index, \(\eta = 0\).

2. for (outer iterations) \(\eta = 0,1,...\) do

3. 1. The core network sends a probing signal to all the mobile terminals and identify which are idle during this round. The idle terminals form a set, \(K_\eta\).

4. 2. The core network sends a seed to the selected terminals for encoding the messages as well as the current hyper-parameter estimate, \(\theta^\eta\).

5. for (inner iterations) each idle mobile terminal \(k \in K_\eta\) in parallel do

6. 1. Use the full local data, \(D_k\), or a fraction of it to update the hyper-parameter as \(\theta^{\eta+1}_k\), for instance, via FedAve or FedProx for DNN models or via ADMM or proximal ADMM for GP models.

7. 2. Encrypt the local update of the global model hyper-parameters as a message.

8. 3. Send the encrypted message first via wireless link to the nearest reference node and routed then to the core network, supported by the first network infrastructure.

9. end

10. 3. The core network receive all the encrypted messages from the mobile terminals in \(K_\eta\) and perform decryption.

11. 4. The core network updates the global learning model hyper-parameter via consensus.

12. 5. Finish this round and reset \(\eta = \eta + 1\).

13. 6. Repeat the above iterations until certain stopping criteria are satisfied.

14. end

15. The final optimal hyper-parameters is \(\theta^* = \theta^\eta\).
Fig. 6. All the QR labels were photoed in a modern shopping mall in Shenzhen, China. (a) QR codes to be scanned for ordering foods and paying the bill for a specific table in the restaurant; (b) QR code to be scanned for promotion information at a shop; (c) QR codes for various different services, including product recommendation, payment, etc at the cashier of a shop; (d) QR code on a vending machine for borrowing and returning mobile power bank, moreover, the vending machine can be seen as a landmark as well.

Fig. 7. Exhibits with QR codes photoed at the Palace museum in Beijing.

In either case, we assume the output is subject to additional independent noise. A concrete example is illustrated in Fig. 8. Various works on using DNN and RSS measurements for indoor fingerprinting have been published in recent years, for instance [53, 54], but they are in form of centralized algorithms and can be implemented in a distributed manner using our FedLoc framework.

The regression problem is thus formulated as:

\[ y_i = f(x_i; \theta) + n_i, \quad (23) \]

where \( f(x_i; \theta) : \mathbb{R}^{dx} \rightarrow \mathbb{R}^{dy} \) represents a DNN with an input of \( dx = P \) features, \( x_i \), and the neural network weights, \( \theta \), to be tuned; and \( n_i \) represents the noise. The function \( f(x_i; \theta) \) is also known as RSS map or fingerprinting map in some other contexts.

In order to adopt the federated learning framework, we deploy a big number of mobile terminals, each is responsible for a particular area, possibly overlapping with its neighboring areas. The \( k \)-th mobile terminal collects a data set \( D_k = \{X_k, y_k\} \) and use it to train a local update of the global parameters. For simplicity, we assume that all mobile users have the same data structure. Then, each mobile user solves

\[ \theta_k = \arg \min_{\theta} \sum_{(x_i, y_i) \in D_k} ||y_i - f(x_i; \theta)||_2^2. \quad (24) \]

All the mobile terminals cooperate to perform Algorithm 1. Since in this use case, the global objective is readily in the form of summation, we can set the weights \( \beta_k \) to be the ratio \( |D_k| / \sum_{j \in K} |D_j| \) in the \( \eta \)-th iteration and update \( \theta_{\eta+1} = \sum_{k \in K} \beta_k \theta_k^\eta \). When the messages are exchanged between the core network and mobile terminals, they are first encrypted in the mobile terminals and decrypted in the core network. The workflow of the FedLoc for DNN based static localization is shown in Fig. 9.

When the training terminates, the central node will obtain a global model with the optimized hyper-parameter estimate, denoted by \( \hat{\theta} \). Given a new vector of RSS measurements, \( x_s = [RSS_{s,1}, RSS_{s,2}, ..., RSS_{s,P}] \) reported by a to-be-located mobile user to the central node, the trained learning model will map it to the output, namely the desired position estimate, through

\[ p_s = f(x_s; \hat{\theta}). \]

A final remark of this subsection is the following. When using a deep learning model in the federated wireless localization framework, the final position estimate, \( p_s \), is merely a point estimate without any information about its reliability. The fusion of the local estimates, point estimates as well, might be disastrous due to the notorious black-box nature and overfitting phenomena of DNN. Alternatively, replacing the canonical deep learning model with a (Bayesian) GP model or a Bayesian neural network (BNN), one can instead obtain a
Fig. 9. Illustration of DNN based static localization. Here, $\lVert W \rVert$ represents encrypted NN weight parameters using for instance Homomorphic Encryption (HE).

6.2. DNN-Based Vehicle Navigation with Low Sampling Rate GPS

For land vehicle navigation, combining inertial measurement unit (IMU) and global positioning system (GPS) embedded in a smartphone is still the main-stream technical solution. The GPS can readily provide accurate vehicle positions when the majority of the satellite signals are in line-of-sight (LOS) propagation with relatively high received signal strength. The IMU comprises, primarily, a three-axis acceleration sensor and a three-axis gyroscope to determine both the position and the velocity of a vehicle. The main functionality of the IMU is to provide vehicle positions with much higher sampling rate (> 50 Hz) between two consequent GPS positions (normally sampled with 1 Hz). Unfortunately, when a vehicle enters into areas with severe signal blockage, the received GPS signals will be very weak or even undetectable thus lead to significantly degraded position estimates as compared with the LOS case. Solely using low-end IMU measurements for high-accuracy navigation is demanded but still immature due to the sensor biases, scale-factor errors, and other random errors accumulated over the time. When strong GPS signals are available, we use two trained DNNs to calibrate/adjust the inertial sensor readings; when a high-quality GPS signal arrives, we use it to reset the inertial sensor readings. In this way, we aim to reduce the use of GPS signals.

In our machine learning-based approach, we adopt two DNNs to estimate/predict the velocity $v_{NN}$ and the yaw angle $\theta_{NN}$ of the vehicle, respectively. In the model training phase, both DNNs take the measurements of the smart phone inertial sensors as the input while the GPS velocity and yaw angle measurements are taken as the outputs/labels. Concretely, the first DNN takes the following inputs:

- The velocity $\tilde{v}_n = ((v_{nx})^2 + (v_{ny})^2 + (v_{nz})^2)^{1/2}$ calculated from the inertial sensor data;
- The sequence of angular velocity $\{\omega_{bx-1}, ..., \omega_{bx}\}$ of the vehicle;
- The sequence of smoothed linear acceleration along the front direction of the vehicle, denoted as $\{a_{nx-1}, ..., a_{nx}\}$. 

Posterior distribution of the desired position, $p(p_*|D)$, from which a point estimate as well as a natural uncertainty region of this estimate can be easily derived.

Undoubtedly, we hope the solution is easy to implement on smartphones with affordable computational complexity.

Towards this end, we introduce in this subsection a machine learning-based approach that can be implemented on commercial smart phones with low-end inertial sensors and GPS for vehicle navigation, and is able to maintain good navigation accuracy but using low-sampling-rate GPS signals. Inertial sensors are used to continuously estimate the vehicle velocity and position at a high sampling rate as the backbone and the low-sampling-rate GPS signals are used for IMU calibration every once a while (for example every 60 seconds). When the GPS signals are not available, we use two trained DNNs to calibrate/adjust the inertial sensor readings; when a high-quality GPS signal arrives, we use it to reset the inertial sensor readings. In this way, we aim to reduce the use of GPS signals.

In our machine learning-based approach, we adopt two DNNs to estimate/predict the velocity $v_{NN}$ and the yaw angle $\theta_{NN}$ of the vehicle, respectively. In the model training phase, both DNNs take the measurements of the smart phone inertial sensors as the input while the GPS velocity and yaw angle measurements are taken as the outputs/labels. Concretely, the first DNN takes the following inputs:

- The velocity $\tilde{v}_n = ((v_{nx})^2 + (v_{ny})^2 + (v_{nz})^2)^{1/2}$ calculated from the inertial sensor data;
- The sequence of angular velocity $\{\omega_{bx-1}, ..., \omega_{bx}\}$ of the vehicle;
- The sequence of smoothed linear acceleration along the front direction of the vehicle, denoted as $\{a_{nx-1}, ..., a_{nx}\}$. 

Fig. 9. Illustration of DNN based static localization. Here, $\lVert W \rVert$ represents encrypted NN weight parameters using for instance Homomorphic Encryption (HE).
The DNN outputs the velocity \( v_{t,NN1} \) benchmarked/labeled by the GPS velocity \( v_{t,GPS} \). Similarly, the second DNN takes the following inputs:

- The sequence of smoothed linear acceleration, denoted as smooth \( \{a_{by1}, \ldots, a_{by9}\} \);
- The sequence of angular velocity \( \{\omega_{t,j}^{by1}, \ldots, \omega_{t,j}^{by9}\} \);
- The compensated yaw sequence \( \{y_{t-1}, \ldots, y_t\} \).

The DNN outputs the yaw angle \( y_{t,NN2} \) benchmarked/labeled by the GPS yaw angle \( y_{t,GPS} \). Our previous work presented a centralized framework in [55], where interested readers can find great details about the measurements, configurations of the DNNs, as well as a diagram of the whole navigation system. In this paper, we are more keen on a federated learning empowered framework that benefits from collaborating mobile users when collecting training data over the whole deployment area. To this end, we let the two DNNs be trained individually by a batch of collaborating mobile users according to Algorithm 1 with the DNN weights optimized via the FedAve or the FedProx. The information exchange procedure remains the same as the one discussed in the previous subsection for static localization. In the online use phase, the two DNNs will calibrate the inertial sensor error aggregation when there is no GPS signal at hand.

### 6.3. GP-Based State-Space Model (GPSSM) for Target Tracking

State-space models are outstanding for modeling a time series \( y_{1:T} \triangleq \{y_t\}_{t=1}^T \) with latent states \( x_{0:T} \triangleq \{x_t\}_{t=0}^T \). An SSM is defined by a transition function, \( f: \mathbb{R}^{dx} \rightarrow \mathbb{R}^{dx} \) and a measurement function, \( g: \mathbb{R}^{dx} \rightarrow \mathbb{R}^{dy} \), commonly written as:

\[
x_t = f(x_{t-1}) + e_{t-1},
\]

\[
y_t = g(x_t) + n_t,
\]

where \( x_t \in \mathbb{R}^{dx} \) is the latent state, \( y_t \in \mathbb{R}^{dy} \) is the measurement, \( e_t \) and \( n_t \) are the process noise and measurement noise at time instance \( t \), respectively. Traditional SSM restricts \( f \) and \( g \) to empirical parametric functions [10], whose parameters can be learned through expectation-maximization (EM) [50] or Markov chain Monte Carlo (MCMC) [57].

Since GP models provide outstanding performance in function approximation with a natural uncertainty bound, they have been adopted to model complicated nonlinear functions in the SSMs, leading to the elegant and promising GPSSM [58].

A general GPSSM is given by:

\[
f(x) \sim \mathcal{GP}(m_f(x), k_f(x, x'; \theta_f)),
\]

\[
g(x) \sim \mathcal{GP}(m_g(x), k_g(x, x'; \theta_g)),
\]

\[
x_0 \sim p(x_0),
\]

\[
f_t = f(x_{t-1}),
\]

\[
x_t | f_t \sim \mathcal{N}(x_t | f_t, Q),
\]

\[
g_t = g(x_t),
\]

\[
y_t | g_t \sim \mathcal{N}(y_t | g_t, R),
\]

with the model hyperparameters \( \{\theta_f, \theta_g, Q, R\} \), where \( \theta_f \) and \( \theta_g \) are the kernel hyper-parameters of the GPs, \( Q \) and \( R \) are the covariance matrices of the process noise and the measurement noise, respectively. For clarity, Fig. 10 shows the graphical representation of a GPSSM. In the following, we will first introduce a naive GPSSM, which requires a big set of calibrated data to train the dynamic function \( f \) and the measurement function \( g \), respectively. Later on, we will briefly mention an advanced variational GPSSM proposed in [58].

We start with the transition function in the naive GPSSM. The GP regression model for the transition function, \( f_t \), is \( x_{t+1} = f(x_t) + e_t \), where the output \( x_{t+1} \in \mathbb{R}^{dx} \) is the state at time \( t+1 \); the unknown function \( f(x_t) : \mathbb{R}^{dx} \rightarrow \mathbb{R}^{dx} \) is essentially a multi-output GP [1]; and \( e \) is a vector of noise terms. For ease of understanding, each entry of the state, say the \( j \)-th, is modeled as an independent GP as \( x_{t+1} | \alpha = f_j(x_t) + \epsilon \), where \( f_j(x_t) : \mathbb{R}^{dx} \rightarrow \mathbb{R}^{dx} \) is a single-output GP. For this GP, we need to select a kernel function, \( k_j(x_t, x_t'; \theta) \), that well represents the underlying correlations between the states at different time instances. The SE kernel and the ARD kernel are default kernels. Given a training data set of calibrated trajectories, \( D_j \triangleq \{X, \tilde{x}_j\} \), where \( \tilde{x}_j = [x_{1,1}, x_{2,1}, \ldots, x_{T,1}]^T \) is the vector comprising the outputs and \( X = [x_0, x_1, \ldots, x_{T-1}]^T \) is the matrix of all input vectors. In order to model the transition function using GP, both the input and the output are states but with a time lag. To train the GP hyper-parameters in a global batch manner, one could follow [12] and solve...
for the ML hyper-parameter estimate. To be able to use the federated learning framework, one may use the approximation form given in [13] and let $K$ mobile terminals collaborate to update the global ML hyper-parameter estimate with local data, namely the trajectories walked by each individual. When the training phase ends, the central node will obtain a global model with the optimized hyper-parameter estimate, denoted by $\theta$. Given a new state, $x_\ast$, the GP model will give a posterior distribution of the next state, $p(x_{t+1}|D_t)$, which is also Gaussian. More details about this posterior inference step can be found in Section 2 of [1].

The GP regression model for the measurement function, $g$, is $y_t = g(x_t) + n_t$, where the input $x_t \in \mathbb{R}^d$ is the state at time $t$, the output $y_t$ is a vector of state related wireless measurements, and the unknown function $f(x_t) : \mathbb{R}^d \to \mathbb{R}^d$ is essentially another multi-output GP. Similar to the transition function case, we model an individual GP for each single entry of the output. The training of the measurement function, $g$, using GP models is similar to that of the training function, $f$, introduced above. Interested readers can find more details about the use of GPs for modeling $f$ and $g$ in [59][60]. When both the transition and measurement GP models have been built, and the posterior distributions derived, they can be combined with the famous particle filter or smoother to reconstruct unknown trajectories. In [61], we proposed the first real indoor navigation prototype based on the GPSSM and achieved well improved navigation accuracy in various tests with real smartphone sensory data. Besides, we derived in [62] the posterior and parametric Cramer-Rao bound for filtering based on GPSSM.

In the GPSSM, the training of both GP models requires a data set with rather precise knowledge of the latent states. In a more advanced formulation [58][63], variational inference techniques [64] is combined with the GPSSM so that the training of the GPSSM model hyper-parameters can be estimated jointly with the latent states. The variational GPSSM looks very elegant and does not require calibrated data, but at the expense of having to deal with a large scale optimization problem. In order to use the federated learning framework, one could combine the distributed variational technique [65] with the GPSSM.

6.4. GP-Based Wireless Traffic Modeling and Prediction

In 5G, wireless traffic prediction is vital to resource allocation, load-aware management, and proactive control in C-RAN. In [11], we considered a distributed GP based wireless traffic modeling and prediction that exploits the advanced C-RAN specifying the second network infrastructure given in the previous section. In the deployment area, several hundreds of micro base stations with fixed geographical positions are installed to serve mobile users and record the downlink physical resource block (PRB) usage (a wireless traffic usage indicator) versus time, namely a time series. These base stations are clustered into groups according to their geographical locations and for each group a global aggregated PRB usage prediction model is to be built. To this end, all the micro base stations in one cluster send their own observed time series of PRB usage to an edge node, in which the data are aggregated, pre-processed and further uniformly allocated to a number of parallel computing units.

Specifically, a global GP regression model for the aggregated wireless traffic data of each cluster in the C-RAN is as follows:

$$y = f(t) + e,$$

where $y \in \mathbb{R}^l$ is a continuously valued scalar output representing the PRB usage; $e$ is the independent noise, which is assumed to be Gaussian distributed with zero mean and variance $\sigma_e^2$; $f(t)$ is the regression function in terms of time modeled by a GP as introduced in Eq.(1) of Section 3.

As compared with deep learning black-box models such as recurrent neural network (RNN) and long-short term memory (LSTM), GP models have good interpretability as they are able to encode the prior information of the wireless traffic pattern into the kernel function design. The wireless traffic in the real data sets demonstrates the following general patterns: 1) weekly periodic pattern: the variation in accordance with

---

**Fig. 11.** The PRB usage curves of three base stations collected in three southern cities of China from September 1st to September 30th, 2015. The curve in the first panel represents one base station in an office area, where the traffic trend shows a strong weekly periodic pattern in accordance with weekdays and weekends. The curve in the second panel represents one base station in a residential area, which shows a strong daily pattern with higher demands in the daytime and lower demands in the nighttime. The curve in the third panel represents one base station in a rural area, where the data patterns are not obvious.
we proved that the weight optimization problem can be solved on weekdays and weekends; 2) daily periodic pattern: the variation in accordance with weekdays and weekends; 3) deviations: small scale variation on top of the above periodic trends. We show a few examples in Fig. 11.

The FedLoc framework works as follows. First, each base station in a specific cluster uploads its measured time series to the locally-central node. The aggregated data is then divided by the edge node into $K$ portions, and each portion is allocated to a local computing unit for distributed model training based on the cADMM introduced in Section 4. The training framework achieves excellent tradeoff between the communication overhead and training performance, as explained in Section 3. For each local computation unit, the computational complexity of training phase can be reduced from $\mathcal{O}(N^3)$ of the standard GP to $\mathcal{O}(N^3/K)$, where $N$ is the number of the data points and $K$ is the number of parallel computing units.

In the online test phase, we could simply use the generalized PoE to fuse the local predictions from all parallel computing units to approximate the global prediction. The generalized PoE model needs to introduce a set of weight parameters $\beta_i$, $i = 1, 2, ..., K$ to tune the importance of the local predictions. The resulting PoE predictive distribution is

$$p(f_*|x_*, D) \approx \prod_{i=1}^{K} p^i(f_*|x_*, D^{(i)}),$$

where $\beta_i$ is the weight for the $i$-th local GP model and the corresponding posterior mean and variance are, respectively,

$$\mu_* = \sigma^2 \sum_{i=1}^{K} \beta_i \sigma^{-2}_i(x_*) \mu_k(x_*),$$

$$\sigma^2_* = \left( \sum_{i=1}^{K} \beta_i \sigma^{-2}_i(x_*) \right)^{-1}.$$

Consequently, the choice of $\beta$ is vital to the prediction phase. In [11], we proposed to fuse the prediction results from local GP models elegantly via optimizing the fusion weights according to a cross-validation criterion. More specifically, we proved that the weight optimization problem can be solved efficiently with convergence guarantees. Besides, we also proposed a simplified fusion weight optimization method based on the soft-max function.

### 6.5. Other Applications

Due to space limitation, we are unable to introduce more use cases with great details. However, we list the following related use cases:

1) Radio feature map construction. The proposed FedLoc framework can be used for a number of collaborating mobile users to build an accurate radio map, such as RSS map or magnetic field map, etc on each floor of a big building. In [60], we proposed a distributed recursive GP framework for building indoor RSS maps. Therein, a batch of mobile users is assume to collected RSS measurements from various WiFi access points by walking in the deployed area independently. In the training phase, each mobile user then trains a local GP empowered RSS map individually, and in the inference phase a global prediction can be obtained by fusing all the local GP models via the classical Bayesian committee machine or its robust variant, rBCM. This work can be easily refined by fitting a global GP model in the training phase through using the ADMM introduced in Section 4 and using the optimal cross-validation based fusion strategy.

2) Simultaneous localization and mapping for 3D indoor scenario construction. The proposed FedLoc framework can be used for a number of collaborating robots or low-flying UAVs equipped with cameras to reconstruct a 3D indoor scenario. A generic SLAM model [66] is given as follows:

$$x_t = f(x_{t-1}, u_{t-1}) + e_{t-1},$$

$$m_t = m_{t-1},$$

$$y_t = g(x_t, m_t, u_t) + n_t,$$

(31)

where the dynamic motion model, $f$, has an additional inertial input $u_t$ to account for the sensory data from odometer, accelerometer, gyroscope, etc; there is an additional map memory state, $m_t$, where the positions of the landmarks are updated and stored; the measurement model takes the updated map memory state as the input. We could potentially modify the GPSSM framework and let a bunch of mobile users or robots to perform the federated SLAM. Different from the use cases given in Section 9, federated SLAM imposes much higher requirements on both the computation power of the mobile devices and the data throughput (both uplink and downlink) of the network, when dealing with 3D environment reconstruction. The 5G network and futuristic wide-band generation (B5G or 6G) could help make the federated SLAM possible.

### 7. RESULTS

In this section, we show the effectiveness of the FedLoc framework with two examples evaluated using real data sets. In the first example, we adopt the GP model and mainly focus on the algorithmic effectiveness of the distributed model training of a small batch of hyper-parameters. In the second example, we adopt the DNN model and focus on practical implementation aspects.

#### 7.1. GPSSM for Target Tracking

In this section, we will demonstrate one example of applying the federated learning framework for target tracking. The experimental setup is for ease of practical deployment of the framework, thus may not be optimal. Our focus is on both the training and prediction performance of the global, centralized model versus distributed implementations of it.
Due to space limitation, we will only show some primary results for the transition function in the GP-SSM. The model is $x_{t+1} = f(x_t) + e_t$, where the vector $x_t = [x_t, y_t]^T$ contains the 2-D position of a pedestrian at time instance $t$. We apply individual GPs for each dimension, namely, we let

$$x_{t+1} = f_x(x_t) + e_{x,t}, \quad (32a)$$
$$y_{t+1} = f_y(x_t) + e_{y,t}, \quad (32b)$$

where both $f_x(x_t)$ and $f_y(x_t)$ are represented as GP; for instance, we let

$$f_x(x_t) \sim GP(m_x(x_t), k_x(x_t, x_t')). \quad (33)$$

For clearer exposition, we let the mean function $m_x(x_t)$ be zero and the kernel function $k_x(x_t, x_t')$ be an ARD kernel, more specifically,

$$k_x(x_t, x_t') = \sigma^2_{s,x} \exp \left[ -\frac{\left(x_t - x_t'\right)^2}{l_{xx}} - \frac{\left(y_t - y_t'\right)^2}{l_{yy}} \right], \quad (34)$$

where the kernel hyper-parameters are $[\sigma^2_{s,x}, l_{xx}, l_{yy}]^T$. For the $y$-dimension, we adopt a similar ARD kernel, $k_y(x_t, x_t')$, but with different kernel hyper-parameters $[\sigma^2_{s,y}, l_{yx}, l_{yy}]^T$.

The above GP models can be trained globally with a training data set $\mathcal{D}$ via the global, centralized maximum-likelihood estimation shown in Eq. (12). We know that the computational complexity scales as $O(n^3)$ for centralized training. Using the FedLoc framework is beneficial. On the one hand, mobile users can collect their own local training data without worrying about the data leakage issue, which may well encourage more of them to collaborate. By adopting the cADMM or the pxADMM introduced in Section 4 to tune the model hyper-parameters in a distributed manner, the overall computational complexity can be reduced to $O(n^3/K^3)$, where $K$ is the number of collaborating mobile users. More specifically, this work can be seen as a collaborative, data-driven method for learning the human motion trajectory, which is important for us to understand and anticipate the behavior of human-smart agents and predict their future positions. A survey on other categories of methods can be found in [67].

To evaluate the performance of the FedLoc, we collected a real data set in a live indoor office environment. The data set contains more than 50 trajectories with around 25,000 samples. In the training phase, three mobile users each collected 15 trajectories. Each mobile user approximates the global GP model shown in Eq. (12) using only the local data, namely its own 15 trajectories. In the test phase, we use the model hyper-parameters trained from the FedLoc to perform posterior prediction of the next state given a novel current state.

We compare two distributed GP hyperparameter optimization schemes: 1) pxADMM with the regularization parameters $\rho_i = 500$ and $L_i = 5000$, $\forall i$; 2) cADMM with $\rho_i = 500$, for $i = 1, 2, 3$. Values for $\rho_i$ and $L_i$ are selected according to our previous experience on the two algorithms for other data sets, therefore the setup is by no means optimal. Both the pxADMM and the cADMM use the same initialization, namely, the length scales, $l$, and variance, $\sigma^2_y$ are all set equal to 1. The program will be terminated when the difference in all optimization variables between two consequent iterations is within $10^{-3}$. The computer program was implemented using MATLAB and executed on a computing server with 24 CPU cores (2.2 GHz) and 128 GB RAM.

We show the model training results for both dimensions $x$ and $y$ in Fig. 12 and Fig. 13. It is not surprising to see that the distributed programs converge to different model hyper-parameter estimates as compared to the ones trained centrally for the global model. One reason is that the distributed program uses a different cost function as shown in Eq. (13), which corresponds to reducing the kernel matrix $K(X, X; \theta)$ with only three main diagonal blocks left. Despite the difference in the hyper-parameter estimates, the corresponding negative log-marginal likelihood values as well as the overall prediction root-mean-squared-error (RMSE in meters) are fairly close. For the two distributed programs, namely the cADMM and the pxADMM, they also seem to converge to different stationary points for certain parameters as shown in the figures. But similarly, the negative log-marginal likelihood values as well as the overall prediction mean-squared-error (MSE) are fairly close. One possible reason might be that there exist various ”not-bad” local minimal that to lead to similar objective and generaliza-
Table 2. Comparisons between two distributed training programs with the centralized training program of the GP model.

|                  | pADMM-GP | cADMM-GP | centralized GP |
|------------------|----------|----------|---------------|
| RMSE             | 0.1368m  | 0.1353m  | 0.1313m       |
| CT               | 714s     | 10838s   | 50000s        |

The computational time (CT) shown in Table 2, we observed that the pADMM-GP scheme spends the least computational time. The pADMM-GP scheme circumvents the rigorous and frequent gradient synchronization step by nature. This is because the closed-form proximal step w.r.t. local hyperparameters requires the time-consuming matrix inversion to be computed only once, resulting in a computationally efficient scheme.

7.2. Smart Navigation with Low-Sampling-Rate GPS

In this section, we will demonstrate the application of federated learning with DNN models for smart vehicle navigation with low-sampling-rate GPS, which has been described as one of the representative use cases in section 6.2. In this subsection, we will further show some primary results due to space limitation, while more details about this work can be found in our recent paper [Ref].

We start with introducing the implementation setups of our new proposed federated learning empowered navigation system prototype. First, real data sets (for both training and test) were collected by three collaborating users with their own private car driving on the campus of the Chinese University of Hong Kong (Shenzhen), see Fig. 14. During the data collection process, each car was equipped with a smart phone (Xiaomi), facing upwards and heading to the moving direction of the car. The sensor data are then uploaded to the server through WiFi on the fly. These three collaborating users traveled around the campus and collected a total number of twelve trajectories of smart phone sensor data that contain real-time trajectories of the vehicle. For each trajectory, the length of the data record may range from a few minutes to dozens of minutes. Therefore, the data tend to be non-i.i.d. across different users, because they own different number of trajectories collected on different routes.

![Fig. 14. The map of CUHK(SZ), where we collected the real data.](image)

After all training data sets have been collected, we adopted the federated learning framework to train the two DNNs for calibrating the sensor data, one for the velocity and the other one for the yaw angle, so that accurate navigation can be obtained even with low-sampling-rate GPS signals in the test phase/online phase. DNNs with five hidden layers (3000-3000-2000-1000-500) are selected as the global model in our prototype, which can be replaced with more sophisticated models for high-dimensional time series, such as LSTM. The input is the sensor data in a specific time window with dimension 600 for the first DNN or with dimension 401 for the second DNN, while the output is a scalar. In the training phase, the global model is updated by the three collaborating users through federated learning described in Algorithm 1. Specifically, we tried two different model training algorithms, namely the FedAve algorithm and the FedProx algorithm introduced in the previous section. We set the learning rate of both the FedAve and FedProx to be $10^{-4}$. For the FedProx algorithm, the additional regularization parameter is set to $10^{-2}$.

We show the training performance of both the FedAvg and the FedProx algorithms in Fig. 15. Both algorithms can achieve a very low training loss after a certain number of epochs. Meanwhile, we can observe that the FedProx algorithm demonstrates a smoother, more stable, but slower convergence profile than that of the FedAve algorithm, which well falls in our expectation owing to the additional proximal term.
introduced into the FedProx algorithm. The reason is that the FedProx algorithm needs to balance between the training loss and the difference between the global model and the local models, thus avoiding significant change of the global model in any specific epoch and achieving a more smooth convergence curve at the cost of a slower convergence rate as compared with the FedAve.

![Fig. 15. Training loss versus epochs of the FedAve in comparison with the FedProx. (a) FedAve; (b)FedProx.](image)

Lastly, we test the trained global learning model with two trajectories that are not used in the training phase. The GPS reference signals are only available for every 60 seconds, being much less frequent than the default setup (1 sample per second). During the time where there is no GPS signal available, the trained global learning models are used to calibrate the observed sensor data. We show the test results in Fig. 16. The navigation RMSE of the FedAvg being around 20 meters outperforms that of the FedProx in our simulations, despite of the fact that the FedProx algorithm shows a more stable and smoother training dynamic with epochs. Fine-tuning the learning rate of the FedProx algorithm may further improve its generalization performance. Nevertheless, using either the FedAvg algorithm or the FedProx algorithm leads to well improved navigation RMSE as compared to solely using the IMU for navigation with the RMSE being around 120 meters in our simulations.

![Fig. 16. The test performance on two different routes provided by the two algorithms. (a) and (b) for the FedAve algorithm; (c) and (d) for the FedProx algorithm.](image)

8. FUTURE DIRECTIONS AND CHALLENGES

Potential challenges to the federated wireless localization are the following:

- An essential ingredient of the federated wireless localization framework is the mobile terminals. To ensure that the whole framework works smoothly, the mobile terminals should be able to process a modest amount of data and perform analysis with TensorFlow, PyTorch, etc. This requires further development of powerful but compressed deep learning models, mobile AI chips, etc. Advanced WiFi or 5G technologies nowadays can fulfill the requirement of communications between the mobile terminals and the central node. However, communication efficiency is a critical issue that requires further treatment. In addition, an agreement on the standard protocol for synchronizing the mobile terminals is to be made. Interested readers may refer to a most recent work [63] discussed how to a scalable production system for Federated Learning with abundant system design details.

- In section 3, we mentioned that using DNN as the learning model will cause a lot of model parameters or their gradients to be communicated over the air. A more straightforward and practical way to reduce the communication burden is to quantize the DNN weights from 64 bits precision to 8 bits precision or even lower. In the context of distributed optimization, a signSGD method was proposed in [69] that quantizes every gradient update to its binary sign thus reducing the communication load by a factor of 32. However, Better understandings on the converge properties of such methods under more general federated learning setup, such as non-i.i.d. data distribution and imbalanced data amount over mobile users, need to be built.

- The federated learning framework requires mobile users to cooperate. However, there might be the case that some voluntary mobile users are malicious or careless with their shared messages. A promising way to solve such issues from the algorithmic perspective is to use robust distributed optimization and fusion techniques.

- For learning based wireless localization, the output data are mostly positions or position-related measures, which are more private to the collaborating users. The resulting
framework should be flexible so that the mobile users can choose whether to contribute their data labels (i.e., the outputs) or not. To this end, we could adopt semi-supervised learning models, which can handle data set with a big fraction of missing labels.

• So far, we have implicitly assumed that all the mobile users have sufficient number of local data for updating the global model hyper-parameters. This may not be true for voluntary users with very limited amount of data collected during the day. But the population of the voluntary users may well exceed that of the paid workers. To make use of these data, a trustful third party could be employed in edge clouds to aggregate data from different mobile users, as described in our second network infrastructure. Another way to alleviate this “small data” difficulty, from algorithmic perspective, is to harness the known canonical parametric model to generate virtual data and mix them with the limited amount of real data before training the model. In this way, we also transfer the prior knowledge of the canonical models to the eventual data-driven learning based model [70].

• We have talked exclusively about wireless localization. Actually, visual-based localization and target tracking have also attracted a lot of attention these days. The combination of wireless measurements and visual measurements would definitely improve the localization accuracy even further. For instance, in [71] wireless positioning was adopted in visual trackers to alleviate visual tracking pains, such as long-term tracking, feature model drifting, recovery. Their combination is a key enabler for autonomous driving and other robotic applications. However, their combination makes the data structure even more inhomogeneous for the federated learning to work properly.

• One could utilize mobile users social relationship to find more participants to join the learning process and improve the activeness of current participants. In this case, the popular graph learning techniques, e.g., graph GP, can serve as a promising learning module to enable efficient learning from graph-like structured dataset.

9. CONCLUSION

In this work, we proposed a new-fashioned collaboration framework for large-scale, data-driven learning-based wireless localization. It is called the federated wireless localization framework simply because we use the recently proposed federated learning framework to ensure that mobile users collaborate with privacy preservation. The algorithmic core of the federated learning is fairly similar to some prior art, for instance, the consensus algorithm and the ADMM. We think it is the right time to bring up this federated wireless localization framework due to the following reasons. First, high-precision wireless localization is desperately demanded, which can be achieved by combining an empirical model with a large-scale data driven model. Second, the calibration of a localization method consumes a lot of time and workforce. Collaboration among mobile users can largely facilitate the calibration work. Third, smartphones are becoming a powerful platform for computational demands. Fourth, we have seen rapid development in large-scale optimization techniques, 5G communication networks, data compression and encryption, among other techniques. Prototypes will be seen in the near future undoubtedly.
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