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ABSTRACT

The amount of data has been increasing exponentially in every sector such as banking securities, healthcare, education, manufacturing, consumer-trade, transportation, and energy. Most of these data are noise, different in shapes, and outliers. In such cases, it is challenging to find the desired data clusters using conventional clustering algorithms. DBSCAN is a popular clustering algorithm which is widely used for noisy, arbitrary shape, and outlier data. However, its performance highly depends on the proper selection of cluster radius (Eps) and the minimum number of points (MinPts) that are required for forming clusters for the given dataset. In the case of real-world clustering problems, it is a difficult task to select the exact value of Eps and MinPts to perform the clustering on unknown datasets. To address these, this paper proposes a dynamic DBSCAN algorithm that calculates the suitable value for Eps and MinPts dynamically by which the clustering quality of the given problem will be increased. This paper evaluates the performance of the dynamic DBSCAN algorithm over seven challenging datasets. The experimental results confirm the effectiveness of the dynamic DBSCAN algorithm over the well-known clustering algorithms.
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1. INTRODUCTION

In the last decades, computer and information technology have been developed rapidly. As a result, the data volume has been increased massively in science and engineering, and it will be increased constantly on a large scale [1]. The increase of data from terabytes to pet bytes changes science and engineering, transforms different organization from data-poor to increasingly data-rich. This cause to develop a significant number of algorithms in the field of data clustering.

Clustering is the key to find accurate data patterns of large datasets [2]. Clustering has been used in many applications, including marketing, networking, image processing, biology, geographic observation, web analysis, and medical-based applications [3]. Clustering plays a significant role in allowing automatic identification of unlabeled records by grouping them into clusters based on similarity measurements [4].

Recently, several researchers have been focusing on the development of different clustering algorithms, such as BIRCH [5], DBSCAN [6], k-nearest neighbor [7], mini-batch k-means [7], [8], k-means [7], [9], OPTICS [10], and GMM [11]. These clustering algorithms are recognized in different
categories: centroid-based clustering, graph-based clustering, partitioning clustering and density-based clustering [12].

In this research, we focus on the density-based clustering algorithm, which mainly depends on the notion of density. In the literature, the density-based clustering method describes clusters according to the high-density regions which are separated from the low-density regions [1]. The clusters continue growing until the density exceeds a certain threshold [13]. According to that, the density-based clustering algorithm has an advantage in creating groups with arbitrary shapes.

The DBSCAN is a popular density-based clustering algorithm that goal at identifying the high dense region to form clusters and low areas to separate them. The DBSCAN algorithm mainly focuses on minimizing the number of input parameters. It discovers clusters efficiently without using specifying the number of clusters [14]. It has been successfully applied in different fields including medical images, satellite images, anomaly detection in temperature data, and GPS data [15]. However, the performance of this algorithm is highly dependent on two user-defined parameters as shown in Figure 1, namely Eps and MinPts. For example, if the large value is chosen for Eps, then DBSCAN forms the clusters with dissimilar data. On the other hand, if a small value is chosen for Eps, then this technique forms the clusters having a small amount of similar data. In such cases, the selection of Eps and MinPts is a challenging task for performing clustering on real-world datasets, which is the main concern of this research. Although, many researchers have been focusing on improving the performance of the DBSCAN algorithm using either selecting the initial value of Eps or MinPts dynamically [16]-[21]. The literature shows that, there is no research works have been taken initiative to select the initial value of both Eps and MinPts dynamically. Therefore, this paper proposes a dynamic DBSCAN algorithm that selects the initial value of both Eps and MinPts dynamically, hoping that good quality clusters with better accuracy will be found at the end of the run.

![Figure 1. Initial parameter Eps and MinPts](image)

The organization of this paper is as follows. In Section 2, the detail of DBSCAN algorithm is presented. In Section 3, the works related to this research are described. In Section 4, the detail of the proposed dynamic DBSCAN algorithm is described. Section 5 demonstrates the experimental results provided by the proposed and the well-known data clustering methods. Section 6 describes the conclusion and future work of this research.

2. RELATED WORK

Clustering is considered for preparing an efficient unsupervised analysis through the data. In this regard, several clustering algorithms have developed in the last decades. In fact, it can be seen that, these algorithms have experienced difficulties when the datasets are unstructured, noise, different in shapes and sizes, and densities. The DBSCAN algorithm is recognized as a popular density-based clustering algorithms which can perform clustering on the datasets with different sizes and shapes [7]. However, its performance highly depends on the value of Eps and the value of MinPts.

Several researchers have been conducted for the improvement of DBSCAN algorithm. For example, in [16], a new heuristic is proposed as a distance measuring method to perform the clustering in multi-density datasets. In [17], an improved DBSCAN algorithm called soft DBSCAN where fuzzy set theory is applied to perform the clustering on such datasets. In [18], a new DBSCAN clustering algorithm is proposed for normalized datasets which are proven to be an efficient clustering approach. However, this method unable to resolve the problem of selecting input parameters as in the DBSCAN algorithm. In [19], another DBSCAN algorithm based on graph-based index structure is proposed for performing clustering on high-dimensional. In [20], the DBSCAN algorithm is implemented in a distributed system. The distributed systems apply in big datasets to process the data in a very fast-growing way. Parallelization also uses in the distributed system. In [21], an improved DBSCAN algorithm is proposed to reduce the computational time of the existing DBSCAN algorithm. This algorithm can divide data space into grid and then optimizes the computational...
cost by reducing unnecessary query operations of the DBSCAN algorithms. In [22], the partitioning technique is combined with DBSCAN to select the suitable value of the user-defined parameters of DBSCAN algorithm. However, this method has not evaluated against the datasets with different densities. The authors of [23] have incorporated the gaussian-means into the DBSCAN algorithm to improve the selection of the value of DBSCAN parameters. However, this method could not show better clustering performance against dense datasets. In [24], the binary differential evaluation concept is incorporated into the DBSCAN algorithm to effectively determine the value of DBSCAN parameters. In [25], an improved DBSCAN clustering algorithm namely DBSCAN-KNN-GA is proposed by adopting the k-nearest neighborhood concept (KNN) and genetic algorithm (GA) into DBSCAN algorithms which finds the value of Eps and MinPts dynamically. It can be observed that all of these algorithms have difficulties to select the user-defined parameters of DBSCAN algorithm. Therefore, this study proposes a dynamic DBSCAN algorithm for non-spherical clustering. The proposed technique does not rely on any predefined parameters as the original DBSCAN technique. The proposed method calculates the best Eps and MinPts dynamically, which improves the cluster quality.

3. THE DBSCAN CLUSTERING ALGORITHM

The DBSCAN algorithm aims to identify the high dense region clusters by separating them from low dense regions. It has two user-defined parameters namely Eps and MinPts which are required to find the clusters of datasets. The main idea of the DBSCAN is that each point in the dataset is scanned to determine the nearest neighbors within a particular distance [17]. To determine a core-point, the number of neighbors should exceed the threshold. Otherwise, it might be a border-point or a noise. Before providing the idea of the DBSCAN algorithm, some notions need to be defined first. The notions are:

- **Directly density-reachable**: A point q is said to be directly density-reachable from a point p, if and only if the point q is in the Eps neighborhood of point p, as shown in Figure 2(a).
- **Density-reachable**: A point q is density-reachable from point p because there exists a sequence q₁, q₂,...,qₙ with q₁=p, q₂-p,...,qₙ=q. The point’s qᵢ+₁ is directly density-reachable from qᵢ, as shown in Figure 2(b).
- **Density connected**: A point q is density connected to a point p with respect to Eps and MinPts if there is a point f belongs to a dataset such that both q and p are density-reachable from f with respect to Eps and MinPts, as shown in Figure 2(c).
- **Core point**: A data point p is a core point if the number of points in its Eps neighborhood is greater than or equal to the MinPts, as shown in Figure 2(d).
- **Border point**: A point is called border point if it is a part of a cluster and not dense themselves, as shown in Figure 2(d).
- **Noise point**: A point is called noise point if it does not belong to any cluster, as shown in Figure 2(d).
- **Cluster**: A cluster C is a non-empty subset of the data set, as shown in Figure 2(d).

![Figure 2. DBSCAN algorithm notions (Eps = 2, MinPts = 4), (a) directly density-reachable, (b) density-reachable, (c) density connected, and (d) core, border, noise point and cluster](image-url)
In DBSCAN algorithm, the core point is used to make primary clusters. If all core points are density-connected from one another, then all primary clusters merged to the same cluster. After formation of the primary clusters, the rest of the data point will be treated as either border points or noise points. The existing DBSCAN algorithm is demonstrated in Algorithm 1.

**Algorithm 1** Pseudocode of DBSCAN \((X, \varepsilon, \text{minpts})\)

**Input:** \(X\)-a set of unvisited points, \(\varepsilon\)-the distance threshold, and \(\text{minpts}\)-the minimum number of points

**Output:** A set of clusters.

1. foreach \(x\) in \(X\) do
   2. \(x := \text{MarkedAsVisited}(\text{True})\);
   3. \(N := \text{ReturnNeighbors}(x, \varepsilon)\);
   4. if (\(|N| < \text{minpts}\)) then
   5. \(x := \text{MarkedAsNoise}(\text{True})\);
   6. Else
   7. \(C := \{x\}\);
   8. foreach \(x'\) in \(N\) do
   9. \(N := N \setminus x'\);
   10. if (!\(\text{Visited}(x')\)) then
   11. \(x := \text{MarkedAsVisited}(\text{True})\);
   12. \(N' := \text{ReturnNeighbors}(x', \varepsilon)\);
   13. if (\(|N'| \geq \text{minpts}\)) then \(N := N \cup N'\); end if
   14. if (\(x'\) not in \(C\)) then \(C := C \cup \{x'\}\); end if
   15. end if
   16. end foreach
   17. end if
   18. end foreach

4. **THE PROPOSED ALGORITHM**

The main purpose of the research is to determining the best value for \(Eps\) and \(MinPts\) dynamically which will improve the cluster quality. For the explanation purpose, we consider the input data points are spread in a two-dimensional \((x, y)\) search space with the uniform distribution. In the first stage, we calculate a distance matrix \(D\) using these points, as shown in Figure 3.

\[
D = \begin{bmatrix}
    d_{11} & d_{12} & d_{13} & \ldots & d_{1n} \\
    d_{21} & d_{22} & d_{24} & \ldots & d_{2n} \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    d_{n1} & d_{n2} & d_{n3} & \ldots & d_{nn}
\end{bmatrix}
\]

Figure 3. Matrix calculated from assumed data points

Each element \(d_{jk}\) (euclidian distance from data point \(j\) to data point \(k\)) of this matrix can be calculated using (1).

\[
d_{jk} = \sqrt{(P_j - P_k)^2}
\]

(1)

In the second stage, we calculate the mean distance \(M\) for each row of distance matrix \(D\) using the (2).

\[
m_i = \frac{1}{n} \sum_{j=1}^{n} d_{ij}
\]

(2)

The mean distance \(M\) is calculated as follows,
In the third stage, we find the minimum mean value from $M$ using the following (3). This found minimum mean value is considered to be the closest nearest neighborhood point of the $i^{th}$ data point.

$$m_{\text{min}} = \min(m_i) \text{ where } i \leq n$$  \hspace{1cm} (3)

Here, the $i^{th}$ data point is the highest density point which is denoted by $h_{(x,y)}$. In this paper, the highest density point $h_{(x,y)}$ is the key to select the best value of $Eps$ and $MinPts$, respectively.

In the fourth stage, we calculate Manhattan distance from the highest density point $\hat{h}$ to other data point $P$ by the following (4).

$$md_i = |h_i - P| \text{ where } i \leq n$$  \hspace{1cm} (4)

In the fifth stage, we set the value of $Eps = 0.5$ and then count the number of data points that lies within $Eps$. After that we increase the value of $Eps$ by 0.5 and then again count the number of data points with in $Eps$. This process continues until a local maximum is reached. The whole idea is presented in Figure 4 where the value of $Eps_1$, $Eps_2$, $Eps_3$, and $Eps_4$ is 0.5, 1.0, 1.5, and 2.0, respectively. It can be observed that $Eps_1$, $Eps_2$, $Eps_3$ and $Eps_4$ contain three, four, five and three data points, respectively. Here, the $Eps_3$ is the local maximum, as shown in Figure 5. In the sixth stage, we select $Eps_3$ as the desired $Eps$ and corresponding number of data points as the desired $MinPts$ of the proposed DBSCAN algorithm shows in Figure 5.

![Figure 4. Data density in the different Eps](image1)

![Figure 5. Relationship between $Eps$ and $MinPts$](image2)

In the final stage, we calculate Manhattan distance from the high-density point $\hat{h}$ to other data points $P$ of the dataset. After that we find the core points and boundary points based on the found $Eps$ and $MinPts$. This process will continue for all the unvisited data points. The proposed algorithm is demonstrated in Algorithm 2.

5. RESULT AND ANALYSIS

5.1. Data sets and experimental setup

For the experimental purpose, seven 2D artificial datasets are considered. These datasets are half Ring, three spirals, corners, semicircular, half moon, half kernel, and aggregation. These datasets have different densities including clusters inside clusters, multi-density, connected clusters, and well-separated densities.
Algorithm 2 The Proposed DDBSCAN Clustering Algorithm
1. Calculate Euclidean distance matrix $D$ from the dataset;
2. Calculate the mean of each row of $D$. Find the minimum mean value among all the mean of row of $D$. This minimum mean is the high-density point which is considered to the center point $P_{center}$
3. Set $r = 0.5$;
4. Set $P_{count}[0] = 0$;
5. for $i$ = 1 to $N$ do
6. for $j$ = 1 to $N$ do
7. calculating the Manhattan distance $d$ from $P_{center}$ to $P_i$;
8. if($d < r$) then $P_{count}[i] :=$ count the number of points within $r$; end if
9. end for
10. if ($P_{count}[i] > P_{count}[i-1]$) then $r := r+0.5$; continue;
11. Else
12. calculate $diff_i := \left| P_{count}[i] - P_{count}[i-1] \right|$;
13. end if
14. $MinPts := diff_i$;
15. $Eps := r$;
16. end for
17. Repeat
18. for $i$ = 1 to $N$ do
19. for $j$ = 1 to $N$ do
20. calculate distance $d_{ij}$;
21. if($d_{ij} \leq Eps$) then
22. if($d_{ij} = Eps$) then this is the boundary point and count $C$;
23. Else
24. this is not the boundary point and count $C$;
25. end if
26. end if
27. end for
28. if($MinPts \leq C$) then
29. this is the core point $P_{core}$. Calculate another core point $P_{core}$ and make cluster with boundary point and mark visited;
30. Else
31. continue;
32. end if
33. until all the data points are not visited.

These datasets allow examine the performance of the dynamic DBSCAN algorithm over the well-known density-based clustering algorithms. The properties of these datasets are summarized in Table 1. All the experiments were performed on Intel Core i5 2.4GHz processor with 4GBRAM on the platform Microsoft Windows 10. We implement the proposed dynamic DBSCAN algorithm using C++ and artificial data sets using MATLAB.

| Data Set     | Size | Classes |
|--------------|------|---------|
| Corners      | 1000 | 4       |
| Three Spirals| 312  | 3       |
| Half Ring    | 373  | 2       |
| Semi Circular| 1000 | 2       |
| Half Moon    | 1000 | 2       |
| Half Kernel  | 1000 | 2       |
| Aggregation  | 788  | 7       |

5.2. Performance metric

In this research, we evaluate the accuracy of the dynamic DBSCAN algorithm over the datasets in Table 1 using Purity criterion, as shown in (5). The purity metric evaluates the quality of formed clusters.

$$Purity = \frac{1}{n} \sum_{q=1}^{k} \max_{1 \leq j \leq l} n_q^j$$

(5)

Where $n$ is the total number of samples; $l$ is the number of categories, $n_q^j$ is the number of samples in cluster $q$ that belongs to the original class $j (1 \leq j \leq l)$. A cluster quality is high if the purity close to 100%.
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5.3. Result analysis

The result of this study is obtained to examine the performance of the proposed algorithm and other well-known algorithms such as DBSCAN [7], BDEDBSCAN [24], and DBSCAN-KNN-GA [25] over these datasets. We apply the Dynamic DBSCAN algorithm on the different shape datasets in order to visualize the shapes of the clusters. It is important to check if the proposed algorithm can produce clusters with arbitrary shapes since it is one of the primary requirements of density-based clustering algorithms. Figure 6 shows the cluster for the Corner dataset where the proposed algorithm selects $Eps = 2.5$ and $MinPts = 12$ dynamically.

After that, the performance of the proposed dynamic DBSCAN algorithm is evaluated over the three spirals dataset. For these datasets, the proposed algorithm selects $Eps = 1.5$ and $MinPts = 2$ dynamically and creates clusters, as shown in Figure 7. The formation of the clusters by the proposed algorithm for the rest of the datasets is shown in Figure 8. Experimental results of four different DBSCAN algorithms shown in Table 2.

![Figure 6. Corners dataset clustering result](image1)

![Figure 7. Three spirals dataset clustering result](image2)

![Figure 8. The results of performing clustering using the proposed DBSCAN algorithm on half ring, semi circular, half moon, half kernel, and aggregation datasets](image3)
6. CONCLUSION
In this research, we are motivated to eliminate the drawbacks of the original DBSCAN algorithm. The selection of Eps and MinPts in the DBSCAN algorithm is a challenging task in the real world. If the DBSCAN has chosen a large value for Eps then DBSCAN forms the clusters having dissimilar data. On the other hand, if a small value is chosen for Eps, then this technique forms the clusters having a small amount of similar data. In this research, we address the initial value selection problem of the DBSCAN algorithm and propose a dynamic DBSCAN algorithm to remove initial parameter sensitivity. The proposed technique calculates the best Eps and MinPts dynamically, which improves the cluster quality. The experimental results evaluated the performance of the dynamic DBSCAN algorithm for various 2D data sets and compared it with the DBSCAN, BDEDBSCAN, and DBSCAN-KNN-GA algorithms. The result shows the better performance of the proposed Dynamic DBSCAN algorithm over the other existing algorithms on seven various datasets. Future research on DDBSCAN should consider the following issues. In the DDBSCAN algorithm, we use pair-wise Euclidian distance, so when the data set is large, its performance is reduced. If the inter-cluster distance is low, the DDBSCAN algorithm performance will be decreased.
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