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ABSTRACT

Sampling methods (e.g., node-wise, layer-wise, or subgraph) have become an indispensable strategy to speed up training large-scale Graph Neural Networks (GNNs). However, existing sampling methods are mostly based on the graph structural information and ignore the dynamicity of optimization, which leads to high variance in estimating the stochastic gradients. The high variance issue can be very pronounced in extremely large graphs, where it results in slow convergence and poor generalization. In this paper, we theoretically analyze the variance of the sampling methods and show that, due to the composite structure of empirical risk, the variance of any sampling method can be decomposed into embedding approximation variance in the forward stage and stochastic gradient variance in the backward stage that necessitates mitigating both types of variance to obtain faster convergence rate. We propose a decoupled variance reduction strategy that employs (approximate) gradient information to adaptively sample nodes with minimal variance, and explicitly reduces the variance introduced by embedding approximation. We show theoretically and empirically that the proposed method, even with smaller mini-batch sizes, enjoys a faster convergence rate and entails a better generalization compared to the existing methods. Code is public available at here. 1
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1 INTRODUCTION

Graph Neural Networks (GNNs) are powerful models for learning representation of nodes and have achieved great success in dealing with graph-related applications using data that contains rich relational information among objects, including social network prediction [8, 11, 13, 20, 24], traffic prediction [7, 14, 15, 21], knowledge graphs [18, 25, 26], drug reaction [9, 10] and recommendation system [2, 27].

Despite the potential of GNNs, training GNNs on large-scale graphs remains a big challenge, mainly due to the inter-dependency of nodes in a graph. In particular, in GNNs, the representation (embedding) of a node is obtained by gathering the embeddings of its neighbors from the previous layers. Unlike other neural networks that the final output and gradient can be perfectly decomposed over individual data samples, in GNNs, the embedding of a given node depends recursively on all its neighbor’s embedding, and such dependency grows exponentially with respect to the number of layers, a phenomenon known as neighbor explosion, which prevents their application to large-scale graphs. To alleviate the computational burden of training GNNs, mini-batch sampling methods, including node-wise sampling [11, 27], layer-wise sampling [3, 16, 33], and subgraph sampling [5, 28], have been proposed that only aggregate the embeddings of a sampled subset of neighbors of each node in the mini-batch at every layer.

Although empirical results show that the aforementioned sampling methods can scale GNN training to a large graph, these methods incur a high variance that deteriorates the convergence rate and leads to a poor generalization. To reduce the variance of sampling methods, we could either increase the mini-batch size per layer or employ adaptive sampling methods (gradient information or representations) to reduce the variance. The computation and memory requirements are two key barriers to increase the number of sampled nodes per layer in a sampled mini-batch.

In importance sampling or adaptive sampling methods, the key idea is to utilize the gradient information which changes during optimization to sample training examples (e.g., nodes in GNNs) to effectively reduce the variance in unbiased stochastic gradients. Recently, different adaptive sampling methods are proposed in the literature to speed up vanilla Stochastic Gradient Descent (SGD), e.g., importance sampling [31], adaptive importance sampling [6, 17],...
where MVS-GNN ward. As we will elaborate later, the key difficulty is the multi-level variance exists because a subset of neighbors are sampled in each variance of sampling based methods in training GNNs, and enjoys large-scale real graph datasets and different sampling methods, MVS-GNN compare computed and is always better than uniform sampling or static im-

ing the (approximate) norm of the gradient of nodes and solving embedding variance reduction by utilizing the history of embeddings sample nodes and composes of two key ingredients: (i) explicit em-

dication variance, and the stochastic gradient becomes unbiased as the stochastic gradient is proportional to the embedding approxi-

mation variance, which results in a constant number of nodes recursively for each node and each layer, which results in a significant large sample complexity.

Instead of performing node-wise sampling, layer-wise sampling methods, such as FastGCN [3], independently sample nodes using importance sampling, which results in a constant number of nodes with low variance in all layers. However, since the sampling operation is conduced independently at each layer, it requires a large sample size to guarantee the connectivity between the sampled nodes at different layers. LADIES [33] further improve the sample density and reduce the sample size by restricting the candidate nodes in the union of the neighborhoods of the sampled nodes in the upper layer. However, they need to track the neighbors of nodes in the previous layer and calculate a new importance sampling distribution for each layer.

Another direction of research uses subgraph sampling. For instance, ClusterGCN [5] proposed to first partition graph into densely connected clusters during pre-processing, then construct mini-batches by randomly selecting subset of clusters during training. However, its performance is significantly sensitive to the cluster size, and performing graph partition of a large graph is time-consuming. GraphSaint [28] proposed to construct mini-batches by importance sampling, and apply normalization techniques to eliminate bias and reduce variance. However, since the sampling operation is conducted independently for each node, it cannot guar-

antee the connectivity between nodes in the sampled subgraph, which incurs a large variance due to the approximate embedding.

Figure 1: Comparing full-batch GNNs versus sampling based GNNs. The sampling based GNNs incurs two types of vari-

cance: embedding approximation variance and stochastic gra-

dient variance.

gradient-based sampling [17, 30, 32], safe adaptive sampling [23], bandit sampling [22], and determinantal point processes based sampling [29]– to name a few. Although adaptive sampling methods have achieved promising results for training neural networks via SGD, the generalization of these methods to GNNs is not straightforward. As we will elaborate later, the key difficulty is the multi-level composite structure of the training loss in GNNs, where unlike stan-

dard empirical risk minimization, any sampling idea to overcome neighbor explosion introduces a significant bias due to estimating embedding of nodes in different layers, which makes it difficult to accurately estimate the optimal sampling distribution.

The overarching goal of this paper is to develop a novel decou-

pled variance reduction schema that significantly reduces the variance of sampling based methods in training GNNs, and enjoys the beneficial properties of adaptive importance sampling meth-

ods in standard SGD. The motivation behind the proposed schema stems from our theoretical analysis of the variance of the sampled nodes. Specifically, we show that due to the composite structure of the training objective, the stochastic gradient is a biased estimation of the full-batch gradient that can be decomposed into two types of variance: embedding approximation variance and stochastic gra-

dient variance. As shown in Figure 1, embedding approximation variance exists because a subset of neighbors are sampled in each layer to estimate the exact node embedding matrix, while stochastic gradient variance exists because a mini-batch is used to estimate the full-batch gradient (similar to vanilla SGD). Besides, the bias of the stochastic gradient is proportional to the embedding approximation variance, and the stochastic gradient becomes unbiased as embedding approximation variance reduces to zero.

The proposed minimal variance sampling schema, dubbed as MVS-GNN, employs the dynamic information during optimization to sample nodes and composes of two key ingredients: (i) explicit em-

bedding variance reduction by utilizing the history of embeddings of nodes, (ii) gradient-based minimal variance sampling by utiliz-

ing the (approximate) norm of the gradient of nodes and solving an optimization problem. The proposed schema can be efficiently computed and is always better than uniform sampling or static imp-

ortance sampling, as we demonstrate theoretically. We empirically compare MVS-GNN through various experimental results on differ-

ent large-scale real graph datasets and different sampling methods, where MVS-GNN enjoys a faster convergence speed by significantly reducing the variance of stochastic gradients even when signifi-

cantly smaller mini-batches are employed. Our empirical studies also corroborates the efficiency of proposed algorithm to achieve better accuracy compared to competitive methods.

Organization. The remainder of this paper is organized as follows. In Section 2, we review related literature on different sampling methods to train GNNs. In Section 3, we provide the analysis of variance of the structural based sampling methods. In Section 4, we propose a decoupled variance reduction algorithm and analyze its variance. Finally, we empirically verify the proposed schema in Section 5 and conclude the paper in Section 6.

2 ADDITIONAL RELATED WORK

A key idea to alleviate the neighbor explosion issue in GNNs is to sample a mini-batch of nodes and a subset of their neighbors at each layer to compute the stochastic gradient at each iteration of SGD. Recently, different sampling strategies with the aim of reducing variance are proposed. For instance, node-wise sampling is utilized in GraphSage [11] to restrict the computation complexity by uniformly sampling a subset of nodes from the previous layer’s neighbors. However, the variance of nodes’ embedding might be significantly large if the number of sampled neighbors is small. VRGCN [4] further restricted the neighborhood size by requiring only two support nodes in the previous layer, and used the historical activation of the previous layer to reduce variance. Though successfully achieved comparable convergence as GraphSage, the computation complexity is high as additional graph convolution operations are performed on historical activation to reduce variance. More importantly, node-wise sampling methods require sample nodes recursively for each node and each layer, which results in a significant large sample complexity.

Instead of performing node-wise sampling, layer-wise sampling methods, such as FastGCN [3], independently sample nodes using importance sampling, which results in a constant number of nodes with low variance in all layers. However, since the sampling operation is conducted independently at each layer, it requires a large sample size to guarantee the connectivity between the sampled nodes at different layers. LADIES [33] further improve the sample density and reduce the sample size by restricting the candidate nodes in the union of the neighborhoods of the sampled nodes in the upper layer. However, they need to track the neighbors of nodes in the previous layer and calculate a new importance sampling distribution for each layer. 
3 PROBLEM STATEMENT

In this section, we formally define the problem and present a mathematical derivation of the variance of sampling strategies.

3.1 Problem definition

Suppose we are given a graph $G(V, E)$ of $N = |V|$ nodes and $|E|$ edges as input, where each node is associated with a feature vector and label $(x_i, y_i)$. Let $X = \{x_1, \ldots, x_N\}$ and $y = \{y_1, \ldots, y_N\}$ denote the feature matrix and labels for all N nodes, respectively. Given a $L$-layer GNN, the $l$th graph convolution layer is defined as $H^{(l)} = \sigma(LH^{(l-1)} W^{(l)}) \in \mathbb{R}^{N \times F}$, where $L$ is the normalized Laplacian matrix, $F$ is embedding dimension which we assume is the same for all layers for ease of exposition, and $\sigma(\cdot)$ is the activation function (e.g., ReLU). Letting $A \in \{0, 1\}^{N \times N}$ and $D$ be the adjacency matrix and diagonal degree matrix associated with $G$, the normalized Laplacian matrix $L$ is calculated as $L = D^{-1/2}AD^{-1/2}$ or $L = D^{-1}A$. To illustrate the key ideas we focus on the semi-supervised node classification problem, where the goal is to learn a set of per-layer weight matrices $\theta = \{W^{(1)}, \ldots, W^{(L)}\}$ by minimizing the empirical loss over all nodes

$$L(\theta) = \frac{1}{N} \sum_{i \in V} \phi(H^{(L)}_i, y_i),$$

where $\phi(\cdot)$ stands for the loss function (e.g., cross entropy loss) and $H^{(L)}_i$ is the node embedding of the $l$th node at the final layer computed by

$$H^{(L)} = \sigma(L\sigma(\ldots(L\sigma(LXW^{(1)}))\ldots)W^{(L)})..$$

with $H^{(0)} = X$ is set to be the input for the first layer. To efficiently solve the optimization problem in Eq. 1 using mini-batch SGD, in the standard sampling based methods, instead of computing the full-gradient, we only calculate an unbiased gradient based on a mini-batch $V_B$ of nodes with size $B$ to update the model,

$$g = \frac{1}{B} \sum_{i \in V_B} \nabla \phi(H^{(L)}_i, y_i).$$

However, computing the gradient in Eq. 2 requires the embedding of all adjacent neighbors in the previous layers which exponentially grows by the number of layers. A remedy is to sample a subset of nodes at each layer to construct a sparser Laplacian matrix from $L$ to estimate the node embedding matrices $H^{(l)}$ for $l = 1, 2, \ldots, L$, that results in a much lower computational and memory complexities for training.

In node-wise sampling (e.g., GraphSage, VRGCN), the main idea is to first sample all the nodes needed for the computation using neighbor sampling (NS), and then update the parameters. Specifically, for each node in the $l$th layer, NS randomly samples $s$ of its neighbors at $(l-1)$th layer and formulate $\tilde{L}^{(l)}$ by

$$\tilde{L}^{(l)} = \begin{cases} \left\lceil \frac{|N(i)|}{s} \right\rceil \times L_{i,j}, & \text{if } j \in \tilde{N}^{(l)}(i) \\ 0, & \text{otherwise} \end{cases},$$

where $N(i)$ is full set of the $l$th node neighbor, $\tilde{N}^{(l)}(i)$ is the sampled neighbors of node $i$ for $l$th GNN layer.

In layer-wise sampling (e.g., FastGCN, LADIES), the main idea is to control the size of sampled neighborhoods in each layer. For the $l$th layer, layer-wise sampling methods sample a set of nodes $\mathcal{V}_l \subseteq V$ of size $s$ under a distribution $\mathcal{D}$ such that the Laplacian by

$$\tilde{L}^{(l)} = \begin{cases} \frac{1}{|\mathcal{V}_l|} \times L_{i,j}, & \text{if } j \in \mathcal{V}_l \\ 0, & \text{otherwise} \end{cases}$$

Subgraph sampling (e.g., GraphSAINT, ClusterGCN) is similar to layer-wise sampling by restricting $L^{(1)} = L^{(2)} = \ldots = L^{(L)}$.

3.2 Variance analysis

While being computationally appealing, a key issue that sampling methods suffer from is the additional bias introduced to the stochastic gradients due to the approximation of node embeddings at different layers. To concretely understand this bias, let us formulate a $L$-layer sampling based GNN as a multi-level composite stochastic optimization problem of the following form

$$\min f(\theta) := \mathbb{E}_{\omega_1} \left[ \mathbb{E}_{\omega_{L-1}} \left[ \cdots \mathbb{E}_{\omega_2} \left[ f_{\omega_1}(\theta) \right] \cdots \right] \right],$$

where the random variables $\omega$ capture the stochasticity due to sampling of nodes at the $l$th layer, i.e., the deterministic function at $l$th layer $f^{(l)}(\theta) := \sigma(LH^{(l-1)}W^{(l)})$ and its stochastic variant $f^{(l)}(\theta) := \sigma(LH^{(l-1)}W^{(l)})$ induced by $\omega$. We denote the deterministic composite function at $l$th layer by $F^{(l)}(\cdot) := f^{(l)}(\cdot) \circ f^{(l-1)}(\cdot) \circ \cdots \circ f^{(1)}(\cdot)$. By the chain rule, the full gradient can be computed as $\nabla f(\theta) = \nabla f^{(1)}(\theta) \cdot \nabla f^{(2)}(f^{(1)}(\theta)) \cdots \nabla f^{(L)}(f^{(L-1)}(f^{(1)}(\theta)))$. For a given sample path $(\omega_1, \ldots, \omega_L)$, one may formulate an unbiased estimate of $\nabla f(\theta)$ as $g \approx \nabla f^{(1)}(\theta) \cdot \nabla f^{(2)}(f^{(1)}(\theta)) \cdots \nabla f^{(L)}(f^{(L-1)}(f^{(1)}(\theta)))$, which cannot be calculated because $f^{(l)}(\theta) = f^{(l)}(\cdot) \circ f^{(l-1)}(\cdot) \circ \cdots \circ f^{(1)}(\cdot)$ for $l \geq 2$ are unfortunately not known. In other words, the stochastic gradient $g$ is a biased estimation of $\nabla f(\theta)$, where $g := \nabla f^{(1)}(\theta) \nabla f^{(2)}(f^{(1)}(\theta)) \cdots \nabla f^{(L)}(f^{(L-1)}(f^{(1)}(\theta)))$. We note that this is in contrast to the standard SGD where the gradient can be decomposed over training examples; thereby, the average gradient computed at a mini-batch is an unbiased estimator of full gradient. To outline the role of bias and variance in the stochastic gradients of training GNNs, we note that in vanilla SGD for empirical risk minimization, we assume the variance of the unbiased stochastic gradients $g$ are bounded, i.e., $\mathbb{E}[\|g - \nabla f(\theta)\|^2]$, but in GNNs due to sampling at inner layers, this no longer holds. In fact, the noise of stochastic gradient estimator $\hat{g}$, can be decomposed as

$$\mathbb{E}[\|g - \nabla f(\theta)\|^2] = \mathbb{E}[\|g - \hat{g}\|^2] + \mathbb{E}[\|g - \nabla f(\theta)\|^2],$$

where bias is due to the inner layers embedding approximation in forward pass, and the variance corresponds to the standard variance due to mini-batch sampling. We make the following standard assumption on the Lipschitz continuity of functions $f^{(l)}(\cdot)$.

Assumption 1. For each $l = 1, \ldots, L$ and each realization of $\omega$, the mapping $f^{(l)}(\cdot)$ is $L_{f}^{(l)}$-Lipschitz and its gradient $\nabla f^{(l)}(\cdot)$ is $G_{f}^{(l)}$-Lipschitz.
Table 1: Summary of function approximation variance. Here $D$ denotes the average node degree, $s$ denotes the neighbor sampling size, $N_t$ denotes the size of nodes sampled in $t$th layer, $γ_t$ denotes the upper-bound of $\|H_t^{(f-1)}W_0(2)\|_2$, and $Δγ_t$ denotes the upper-bound of $\|H_t^{(f-1)} - H_t^{(f-1)}\|_2$ for any $i \in V$. We use $O(\cdot)$ to hide constants that remain the same between different algorithms.

| Method          | GraphSage          | VRGCN            | LADIES           | GraphSaint       | MVS-GNN          |
|-----------------|--------------------|------------------|------------------|------------------|------------------|
| Variance        | $O(Dγ_t^2/s)$      | $O(DΔγ_t^2/s)$   | $O(Nγ_t^2/N_t)$  | $O(N^2γ_t^2/N_t^2)$ | $O(DΔγ_t^2)$     |

The following lemma shows that the bias of stochastic gradient can be decomposed as a combination of embedding approximation variance of different layers.

**Lemma 3.1.** Let $\mathcal{V}_t := \mathbb{E}[\|g - \tilde{g}\|^2]$ be the per-layer embedding approximation variance. Suppose Assumption 1 holds. Then, the bias of stochastic gradient $\mathbb{E}[\|g - \tilde{g}\|^2]$ can be bounded as:

$$\mathbb{E}[\|g - \tilde{g}\|^2] \leq L \sum_{t=1}^T \left( \sum_{i=1}^{\Gamma_t} \left( \sum_{i=1}^{\Gamma_t} \right) \right) \sum_{i=1}^{\Gamma_t} \left( \sum_{j=1}^{\Gamma_t} \right).$$

**Proof.** Proof is deferred to Appendix A.

From decomposition of variance and Lemma 3.1, we conclude that any sampling method introduces two types of variance, i.e., embedding approximation variance $\mathcal{V}$ and stochastic gradient variance $\mathcal{O}$, that controls the degree of biasedness of stochastic gradients. Therefore, any sampling strategy needs to take into account both kinds of variance to speed up the convergence. Indeed, this is one of the key hurdles in applying adaptive importance sampling methods such as bandit sampling or gradient based importance sampling to sampling based GNN training – originally developed for vanilla SGD, as accurate estimation of gradients is crucial to reduce the variance, which is directly affected by variance in approximating the embedding matrices at different layers.

**Remark 1.** We emphasize that the aforementioned sampling methods are solely based on the Laplacian matrix and fail to explicitly leverage the dynamic information during training to further reduce the variance. However, from Lemma 3.1, we know that the bias of stochastic gradient can be controlled by applying explicit variance reduction to function approximation variance $\mathcal{V}$, which motivates us developing a decoupled variance reduction algorithm to reduce the both types of variance.

## 4 ADAPTIVE MINIMAL VARIANCE SAMPLING

Motivated by the variance analysis in the previous section, we now present a decoupled variance reduction algorithm, MVS-GNN, that effectively reduces the variance in training GNNs using an adaptive importance sampling strategy by leveraging gradient and embedding information during optimization. To sample the nodes, we propose a minimal variance sampling strategy based on the estimated norm of gradients. To reduce the effect of embedding approximation variance in estimating the gradients, we explicitly reduce it at each layer using the history of embeddings of nodes in the previous layer.

### 4.1 Decoupled variance reduction

The detailed steps of the proposed algorithm are summarized in Algorithm 1. To effectively reduce both types of variance, we propose an algorithm with two nested loops. In the outer-loop, at each iteration $t = 1, 2, \ldots, T$ we sample a small mini-batch $\mathcal{V}_t$ of size $S = N \times γ$ uniformly at random, where $γ \in (0, 1]$ is the sampling ratio, to estimate the gradients and embeddings of nodes. The outer-loop can be considered as a checkpoint to refresh the estimates as optimization proceeds, where $γ$ controls the accuracy of estimations at the checkpoint. Specifically, at every checkpoint, we calculate the per sample gradient norm as $\tilde{g} = [g_1, \ldots, g_S]$ and save it to memory for further calculation of the importance sampling distribution.

Meanwhile, we also compute the node embedding for each node in $\mathcal{V}_t$. To do so, we construct $\{\mathcal{L}_t(\ell)\}^{L}_{\ell=1}$ that only contains nodes needed for calculating embeddings of nodes in $\mathcal{V}_t$, without node-wise or layer-wise node sampling. Then, we calculate the node embedding $\hat{H}_i^{(f)}$ and update its history embedding $\tilde{H}_i^{(f)}$ as

$$\hat{H}_i^{(f)} = \sum_{j \in \mathcal{V}_t} \tilde{\mathcal{L}}_{i,j}^{(f)} \hat{H}_{i,j}^{(f-1)} W^{(f)} , \quad \tilde{H}_i^{(f)} = \tilde{H}_i^{(f)} .$$

Every iteration of outer-loop is followed by $K$ iterations of the inner-loop, where at each iteration $k = 1, 2, \ldots, K$, we sample a small mini-batch $\mathcal{V}^k_t \subset \mathcal{V}_t$ of size $B$, and prepare the Laplacian matrix of each layer $\{\mathcal{L}_t(\ell)\}^{L}_{\ell=1}$ to estimate the embeddings for nodes in $\mathcal{V}^k_t$ and update the parameters of GNN. Our key idea of reducing the variance of embeddings is to use the history embeddings of nodes in the previous layer $\hat{H}_i^{(f)}$ as a feasible approximation to estimate the node embeddings in the current layer $\tilde{H}_i^{(f)}$. Each time when $\hat{H}_i^{(f)}$ is computed, we update $\tilde{H}_i^{(f)}$ with $\hat{H}_i^{(f)}$:

$$\hat{H}_i^{(f)} = \sum_{j \in \mathcal{V}^k_{t-1}} \tilde{\mathcal{L}}_{i,j}^{(f)} \hat{H}_{i,j}^{(f-1)} W^{(f)} + \sum_{j \in \mathcal{V}_t \setminus \mathcal{V}^k_{t-1}} L_{i,j} \hat{H}_{i,j}^{(f-1)} W^{(f)} , \quad \tilde{H}_i^{(f)} = \tilde{H}_i^{(f)} .$$

The sampling of nodes in $\mathcal{V}_t$ is based on a novel gradient-based minimal variance strategy to compute the the optimal sampling distribution $\rho$ that will be detailed later. After updating the parameters, we use the freshly computed gradient and embedding of nodes in $\mathcal{V}_t$ to update the stale information. We note that as the gradient of objective vanishes when we approach the optimal solution, we can use larger $K$ in later steps to reduce the number of checkpoints. Besides, we only need to maintain the norm of the gradient for nodes which requires only an additional $O(N \times γ)$ memory which is negligible (e.g., we set $γ = 0.02$ for the Yelp dataset).
Variance analysis and time complexity. We summarized the embedding approximation variance of different sampling based GNN training methods in Table 1. We provide a detailed analysis of the embedding approximation variance of MVS-GNN in Appendix B. Comparing with GraphSage, LADIES, and GraphSainT, MVS-GNN enjoys a much smaller variance because \( \| (\overline{H}_i^{(r-1)} - \overline{H}_i^{(r)}) W_i^{(r)} \|_2 \) is usually much smaller than \( \| H_i^{(r-1)} W_i^{(r)} \|_2 \). On the other hand, although the embedding approximation variance of VRGCN is times smaller than MVS-GNN, since full-batch GNN are performed once a while, the staleness of \( \{ \overline{H}_i^{(r)} \}_{r=1}^L \) can be well controlled, which is not true in VRGCN.

Remark 2. Since both MVS-GNN and VRGCN utilize explicit variance reduction on estimating the embedding matrix, here we emphasize the key differences:
- MVS-GNN is one-shot sampling, i.e., it only needs to sample one time to construct a mini-batch, while VRGCN requires samplers to explore recursively for each layer and node in the mini-batch. Notice that the sample complexity can be much higher than computation complexity when the graph is large.
- MVS-GNN requires a constant number of nodes at each layer, despite the fact the dependency grows exponentially with respect to the number of layers.
- MVS-GNN requires to multiply adjacency matrix with embedding matrix one time for each forward propagation, while VRGCN requires twice. Therefore, the computation cost of our algorithm is relatively lower, especially when the number of layers is large.

4.2 Gradient-based minimal variance sampling
Here we propose a minimal variance sampling strategy to reduce the stochastic gradient variance where nodes with larger gradient are chosen with higher probability than ones with smaller gradient. To do so, recall the optimization problem for GNN is \( f(\theta) := \sigma \left[ L_1 \ldots \sigma (L_1 X W_1^{(1)} \ldots X W_1^{(L)}) \right] \). Let \( f_i(\theta) \) as the \( i \)-th output of \( f(\theta) \). Formally, we consider the loss function and full-gradient as \( L(\theta) = \sum_{i=1}^N \phi(f_i(\theta), y_i) \) where \( \nabla L(\theta) = \sum_{i=1}^N \nabla \phi(f_i(\theta), y_i) \). Rather than using all samples at each steps, we sample a sequence of random variables \( \{ \xi_i \}_{i=1}^N \), where \( \xi_i \sim \text{Bernoulli}(p_i) \), and \( \xi_i = 1 \) indicates that the \( i \)-th node is sampled and should be used to calculate the stochastic gradient \( g = \sum_{i=1}^N \frac{\xi_i}{p_i} \nabla \phi(f_i(\theta), y_i) \). Define \( G = \mathbb{E}[\|g - \mathbb{E}[g]\|^2] \). For a given mini-batch size \( B \), our goal is to find the best sampling probabilities \( \{p_i\}_{i=1}^N \) to minimize \( G \), which can be casted as the following optimization problem:

\[
\min_{p_i} \sum_{i=1}^N \frac{1}{p_i} \| \nabla \phi(f_i(\theta), y_i) \|^2
\]

subject to \( \sum_{i=1}^N p_i = B \), \( p_i \in (0, 1) \) for all \( i \).

Although this distribution can minimize the variance of the stochastic gradient, it requires the calculation of \( N \) derivatives at each step, which is clearly inefficient. As mentioned in [12, 30], a practical solution is to relax the optimization problem as follows

\[
\min_{p_i} \sum_{i=1}^N \frac{\hat{g}_i^2}{p_i}
\]

subject to \( \sum_{i=1}^N p_i = B \), \( p_i \in (0, 1) \) for all \( i \),

where \( \hat{g}_i \geq \| \nabla \phi(f_i(\theta), y_i) \| \) is the upper-bound of the per-sample gradient norm as estimated in Algorithm 1. In practice, we choose to estimate \( \hat{g}_i \) using the stochastic gradient of the last GNN layer.

Theorem 4.1. There exist a value \( \mu \) such that \( p_i = \min \left( 1, \frac{\hat{g}_i^2}{\mu} \right) \) is the solution of Eq. 8.

Proof. The Lagrange function of Eq. 8 has form:

\[
L(\alpha, \beta, \gamma) = \sum_{i=1}^N \frac{\hat{g}_i^2}{p_i} + \alpha \left( \sum_{i=1}^N p_i - B \right) - \sum_{i=1}^N \beta_i p_i - \sum_{i=1}^N \gamma_i (1 - p_i).
\]
From the KKT conditions, we have
\[
\begin{align*}
\frac{\partial L}{\partial p_i} & = -\frac{\hat{y}_i}{p_i^\gamma} + \alpha - \beta_i = 0 \text{ for all } i \\
\beta_i p_i & = 0 \text{ for all } i \\
y_i(1 - p_i) & = 0 \text{ for all } i
\end{align*}
\]

By examining these conditions, it is easy to conclude that optimal solution has the following properties: (a) Since every \(p_i > 0\), we have \(\beta_i = 0\) for all \(i\); (b) If \(y_i > 0\), then \(p_i = 1\) and \(\hat{y}_i^2 = \alpha + y_i > \alpha\); (c) If \(y_i < 0\), then \(p_i = \sqrt{\hat{y}_i^2 / \alpha}\).

Putting all together, we know that there exist a threshold \(\sqrt{\alpha}\) that divides sample into two parts: \(\{i : \hat{y}_i < \sqrt{\alpha}\}\) of size \(\kappa\) with \(p_i = \sqrt{\hat{y}_i^2 / \alpha}\) and \(\{i : \hat{y}_i > \sqrt{\alpha}\}\) of size \(N - \kappa\) with \(p_i = 1\).

Therefore, it is sufficient to find \(\alpha = \alpha^*\) such that \(\sum_{i=1}^{N} p_i = 1\). The desired value of \(\alpha^*\) can be found as a solution of \(\sum_{i=1}^{N} \sqrt{\hat{y}_i^2 / \alpha} + N - \kappa = 1\). We conclude the proof by setting \(\mu = \sqrt{\alpha^*}\).

From Theorem 4.1, we know that given per-sample gradient, we can calculate a Bernoulli importance sampling distribution \(p := \{p_i\}_{i=1}^{N}\) that minimize the variance. The following lemma gives a brute-force algorithm to compute the \(\mu\) which can be used to compute the optimal sampling probabilities.

**Lemma 4.2.** Suppose \(\hat{y}_i\) is sorted such that \(0 < \hat{y}_1 \leq \ldots \leq \hat{y}_N\). Let \(\kappa\) be the largest integer for which \(B + \kappa - N \leq \hat{y}_i / (\sum_{j=1}^{\kappa} \hat{y}_j)\), then \(\mu = (B + \kappa - N) / (\sum_{j=1}^{\kappa} \hat{y}_j)\), and the probabilities can be computed by
\[
p_i = \begin{cases} 
(B + \kappa - N) / \sum_{j=1}^{\kappa} \hat{y}_j & \text{if } i \leq \kappa \\
1 & \text{if } i > \kappa
\end{cases}
\]

**Proof.** The correctness of Lemma 4.2 can be shown by plugging the result back to Theorem 4.1.

If we assume \(B \leq N\) \(\hat{y}_N\), \(\sum_{i=1}^{N} \hat{y}_i\), then \(B + \kappa - N \leq \hat{y}_i / (\sum_{j=1}^{\kappa} \hat{y}_j)\). Note that this assumption can be always satisfied by uplifting the smallest \(\hat{y}_i\). We now compare the variance of the proposed importance sampling method with the variance of naive uniform sampling in Lemma 4.3.

**Lemma 4.3.** Let \(p_{us} = \{p_1, \ldots, p_N\}\) be the uniform sampling distribution with \(p_i = 1/N\), and \(p_{us} = \{p_1, \ldots, p_N\}\) as the minimal variance sampling distribution with \(p_i = \hat{y}_i / (\sum_{j=1}^{N} \hat{y}_j)\). Define \(\mathcal{G}(p_{us})\) and \(\mathcal{G}(p_{is})\) as the variance of the stochastic gradient of uniform and minimal variance sampling, respectively. Then, the difference between the variance of uniform sampling and importance sampling is proportional to the Euclidean distance between \(p_{us}\) and \(p_{is}\), i.e.,
\[
\mathcal{G}(p_{us}) - \mathcal{G}(p_{is}) = \frac{(\sum_{i=1}^{N} \hat{y}_i)^2}{B^3 N^2} - \|p_{is} - p_{us}\|_2^2.
\]

**Proof.** Proof is deferred to Appendix 4.3.

From Lemma 4.3, we observe that the variance of importance sampling \(\mathcal{G}(p_{is})\) is smaller than the variance of uniform sampling \(\mathcal{G}(p_{us})\) if the optimal importance sampling distribution is different from uniform sampling distribution (the per sample gradient norm is not all the same), i.e., \(p_{is} \neq p_{us}\) where \(p_{is}\) is defined in Eq. 9.

Besides, the effect of variance reduction becomes more significant when the difference between optimal importance sampling distribution and uniform sampling distribution is large (i.e., the difference between per-sample gradient norm is large).

### 4.3 Implementation challenges

Calculating the optimal importance sampling distribution requires having access to the stochastic gradient for every example in the mini-batch. Unfortunately, existing machine learning packages, such as Tensorflow [1] and PyTorch [19], does not support computing gradients with respect to individual examples in a mini-batch.

A naive approach to calculate the per sample gradient of \(N\) nodes is to run backward propagation \(N\) times with a mini-batch size of 1. In practice, the naive approach performs very poorly because backward propagation is most efficient when efficient matrix operation implementations can exploit the parallelism of mini-batch training.

As an alternative, we perform backward propagation only once and reuse the intermediate results of backward propagation for per sample gradient calculation. Recall that the embedding of node \(i\) at the \(t\)th GNN layer can be formulated as \(\tilde{H}_i^{(t)} = \sigma(\tilde{L}_i^{(t)} \tilde{H}_i^{(t-1)} W_i^{(t)})\). During the forward propagation we save the \(\tilde{L}_i^{(t)} \tilde{H}_i^{(t-1)}\) and during backward propagation we save the \(\nabla \tilde{H}_i^{(t)} \mathcal{L}(\theta)\). Then, the gradient of updating \(W_i^{(t)}\) is calculated as \(\langle \nabla \tilde{H}_i^{(t)} \mathcal{L}(\theta) \tilde{L}_i^{(t)} \tilde{H}_i^{(t-1)} \rangle\). Despite the need for additional space to store the gradient, the time it takes to obtain per sample gradient is much lower.

### 5 EXPERIMENTS

In this section, we conduct experiments to evaluate MVS-GNN for training GNNs on large-scale node classification datasets.

#### Experiment setup

Experiments are under semi-supervised learning setting. We evaluate on the following real-world datasets: (1) Reddit t: classifying communities of online posts based on user comments; (2) PPI and PPI-1large: classifying protein functions based on the interactions of human tissue proteins; (3) Yelp: classifying product categories based on customer reviews and friendship. Detailed information are summarised in Table 2.

We compare with five baselines: node-wise sampling methods GraphSage and VGCGN, a layer-wise sampling method LADIES, and subgraph sampling methods ClusterGNN and GraphSaint. For a given dataset, we keep the GNN structure the same across all methods. We train GNN with the default Laplacian multiplication aggregation defined in [13] for Reddit t dataset

\[
H_i^{(t)} = \sigma \left( \sum_{j \in N(i)} L_{ij} H_j^{(t-1)} W_i^{(t)} \right)
\]

and add an extra concatenation operation defined in [11] for PPI, PPI-1large, and Yelp datasets. We train GNN with the default Laplacian multiplication aggregation defined in [13] for Reddit t dataset

\[
\tilde{H}_i^{(t)} = \sigma \left( \text{concat}(H_i^{(t-1)}, \sum_{j \in N(i)} L_{ij} H_j^{(t-1)} W_i^{(t)}) \right)
\]
We make this decision because the default Laplacian multiplication aggregation is prone to diverge on multi-class classification dataset.

By default, we train 2-layer GNNs with hidden state dimension as $F = 256$. For node-wise sampling methods, we chose 5 neighbors to be sampled for GraphSage and 2 neighbors to be sampled for VRGCN. For the layer-wise sampling method, we choose the layer node sample size the same as the current batch size for LADIES (e.g., if the mini-batch size is 512, then the layer node sample size also equals to 512 nodes). For the subgraph sampling method, we partition a graph into clusters of size 128 and construct the mini-batch by choosing the desired number of clusters for ClusterGCN, and choose node sampling method for GraphSaint. We chose the checkpoint sampling ratio $y$ 10% for Reddit, 100% for PPI, 20% for PPI-large, and 2% for Yelp dataset. All methods terminate when the validation accuracy does not increase a threshold $0.01$ for 400 mini-batches on Reddit, Yelp datasets and 1000 mini-batches on PPI and PPI-large datasets. We conduct training for 3 times and take the mean of the evaluation results. We choose inner-loop size $K = 20$ as default and update the model with Adam optimizer with a learning rate of $0.01$.

**The effect of mini-batch size.** Table 3 shows the accuracy comparison of various methods using different batch sizes. Clearly, with decoupled variance reduction, MVS-GNN achieves significantly higher accuracy, even when the batch size is small. Compared with VRGCN, since MVS-GNN has “free” and “up-to-date” full-batch history activations every $K$ iterations, this guarantees the effectiveness of function value variance reduction of our model during training. Compared with GraphSaint and ClusterGCN, GraphSaint performs node-wise graph sampling, which leads to a sparse small graph with high variance when batch size is small, while ClusterGCN first partition graph into several clusters and construct a dense small graph which is highly biased when the batch size is small.

**Effectiveness of variance reduction.** Figure 2 shows the mean-square error of stochastic gradient and convergence of various methods. Clearly, minimal variance sampling can lead to a variance reduction of mini-batch estimated gradient and has a positive effect on model performance.

**Evaluation of total time.** Table 4 shows the comparison of time $T_{\text{Sample}}$, $T_{\text{Train}}$, $T_{\text{Dists}}$ on PPI dataset. $T_{\text{Sample}}$ is defined as the time of constructing 20 mini-batches for training (in MVS-GNN is the time of 1 large-batch and 19 mini-batches). $T_{\text{Train}}$ is defined as the time to run 20 mini-batches for training (in MVS-GNN is the time of 1 large-batch and 19 mini-batches). $T_{\text{Dists}}$ is defined as the time to
Table 3: Comparison of test set F1-micro for various batch sizes. \( \parallel \) stands for out of memory error.

| Batch Size | Method      | Reddit | PPI  | PPI-large | Yelp |
|------------|-------------|--------|------|-----------|------|
| 256        | MVS-GNN     | 0.938  | 0.836| 0.841     | 0.613|
|            | GraphSage   | 0.920  | 0.739| 0.660     | 0.589|
|            | VRGCN       | 0.917  | 0.812| 0.821     | 0.555|
|            | LADIES      | 0.932  | 0.583| 0.603     | 0.596|
|            | ClusterGCN  | 0.739  | 0.586| 0.608     | 0.538|
|            | GraphSaint  | 0.907  | 0.506| 0.427     | 0.514|
| 512        | MVS-GNN     | 0.942  | 0.859| 0.864     | 0.617|
|            | GraphSage   | 0.932  | 0.781| 0.766     | 0.606|
|            | VRGCN       | 0.929  | 0.831| 0.829     | 0.607|
|            | LADIES      | 0.938  | 0.607| 0.600     | 0.596|
|            | ClusterGCN  | 0.897  | 0.590| 0.605     | 0.577|
|            | GraphSaint  | 0.921  | 0.577| 0.531     | 0.540|
| 1024       | MVS-GNN     | 0.946  | 0.864| 0.875     | 0.619|
|            | GraphSage   | 0.939  | 0.809| 0.789     | 0.611|
|            | VRGCN       | 0.934  | 0.848| 0.849     | 0.615|
|            | LADIES      | 0.937  | 0.659| 0.599     | 0.599|
|            | ClusterGCN  | 0.923  | 0.587| 0.639     | 0.595|
|            | GraphSaint  | 0.929  | 0.611| 0.558     | 0.550|
| 2048       | MVS-GNN     | 0.949  | 0.880| 0.892     | 0.620|
|            | GraphSage   | 0.944  | 0.839| 0.833     | 0.617|
|            | VRGCN       | 0.945  | 0.844| 0.856     | 0.615|
|            | LADIES      | 0.943  | 0.722| 0.623     | 0.602|
|            | ClusterGCN  | 0.939  | 0.592| 0.647     | 0.616|
|            | GraphSaint  | 0.931  | 0.633| 0.593     | 0.559|

Table 4: Comparison of average time (seconds) on PPI dataset for 5-layer GNN with batch size 512.

| Method      | \( \bar{t}_{\text{Sample}} \) | \( \bar{t}_{\text{Train}} \) | \( \bar{t}_{\text{Dists}} \) | \( \bar{t}_{\text{Total}} \) |
|-------------|------------------|------------------|------------------|------------------|
| MVS-GNN     | 1.057            | 0.646            | 0.088            | 1.791            |
| GraphSage   | 9.737            | 0.688            | 0.000            | 10.425           |
| VRGCN       | 10.095           | 1.038            | 0.000            | 11.133           |
| LADIES      | 1.031            | 0.295            | 0.000            | 1.326            |
| ClusterGCN  | 1.140            | 0.672            | 0.000            | 1.812            |
| GraphSaint  | 0.793            | 0.214            | 0.000            | 1.007            |

calculate the importance sampling distribution of each node for minimal variance sampling. Therefore, the total time for 20 iterations is \( \bar{t}_{\text{Total}} = \bar{t}_{\text{Sample}} + \bar{t}_{\text{Train}} + \bar{t}_{\text{Dists}} \). To achieve fair comparison in terms of sampling complexity, we implement all sampling methods using Python scipy.sparse, numpy.random, package, and construct 20 mini-batches in parallel by Python multiprocessing package with 10 threads. We choose the default setup and calculate the sample distribution every 20 iterations for MVS-GNN with importance sampling ratio 100%. Because our method does not need to recursively sample neighbors for each layer and each node in the mini-batch, less time is required. Besides, since a constant number of nodes are calculated in each layer, our method is exponentially faster than node-wise sampling algorithms with respect to the number of layers.

**Evaluation on inner-loop interval.** MVS-GNN requires performing large-batch training periodically to calculate the importance sampling distribution. A larger number of inner-loop interval (\( K \)) can make training speed faster, but also might make the importance sample distribution too stale to represent the true distribution. In Figure 3, we show the comparison of gradient variance, training loss, and testing loss with different number of inner-loop intervals on Reddit dataset. We choose mini-batch size 512, dropout rate 0.1, importance sampling ratio 10%, and change the inner-loop intervals from 10 mini-batches to 30 mini-batches.

**Evaluation on small mini-batch size.** In Figure 4, we show the effectiveness of minimal variance sampling using small mini-batch size on Cora, Citeseer, and Pubmed dataset introduce in [13]. To eliminate the embedding approximation variance, we use all neighbors to inference the embedding matrix, such that the only randomness happens at choosing nodes in mini-batch, which is the original intention minimal variance sampling designed for. We choose importance sampling ratio as 50% for Pubmed, 100% for Cora and Citeseer, and update the importance sampling distribution every 10 iterations (shown as 1 epoch in Figure 4). We choose hidden state as 64, dropout ratio as 0.1, change the mini-batch size (\( b_z \)), and monitor the difference of gradient variance, training loss, and testing loss between minimal variance sampling (MVS) and uniform sampling (UNS). Our result shows that minimal variance sampling can significantly reduce the gradient variance and accelerate the convergence speed during training.

### 6 CONCLUSION

In this work, we theoretically analyzed the variance of sampling based methods for training GCNs and demonstrated that, due to composite structure of empirical risk, the variance of any sampling method can be decomposed as embedding approximation variance and stochastic gradient variance. To mitigate these two types of
variance and obtain faster convergence, a decoupled variance reduction strategy is proposed that employs gradient information to sample nodes with minimal variance and explicitly reduce the variance introduced by embedding approximation. We empirically demonstrate the superior performance of the proposed decoupled variance reduction method in comparison with the exiting sampling methods, where it enjoys a faster convergence rate and a better generalization performance even with smaller mini-batch sizes. We leave exploring the empirical efficiency of proposed methods to other variants of GNNs such as graph classification and attention based GNNs as a future study.
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A PROOF OF LEMMA 3.1

We can bound $\|g - \tilde{g}\|$ by adding and subtracting intermediate terms inside such that each adjacent pair of products differ at most in one factor as follows:

$$
\mathbb{E}[\|g - \tilde{g}\|^2] = \mathbb{E}[\|f^{(1)}(\theta_1) \cdot f^{(2)}(F(\theta_1)) \cdot f^{(3)}(F(\theta_1)) \cdot \cdots \cdot f^{(L)}(F(L-1)(\theta_1))

- f^{(1)}(\theta_1) \cdot f^{(2)}(f^{(1)}(\theta_1)) \cdot f^{(3)}(f^{(1)}(\theta_1)) \cdot \cdots \cdot f^{(L)}(f^{(1)}(\theta_1))\|^2]

\leq L \cdot \mathbb{E}[\|f^{(1)}(\theta_1) \cdot f^{(2)}(f^{(1)}(\theta_1)) \cdot f^{(3)}(f^{(1)}(\theta_1)) \cdot \cdots \cdot f^{(L)}(f^{(1)}(\theta_1))\|^2]

+ \mathbb{E}[\|f^{(1)}(\theta_1) \cdot f^{(2)}(f^{(1)}(\theta_1)) \cdot f^{(3)}(f^{(1)}(\theta_1)) \cdot \cdots \cdot f^{(L)}(f^{(1)}(\theta_1))\|^2]

+ \cdots + \mathbb{E}[\|f^{(1)}(\theta_1) \cdot f^{(2)}(f^{(1)}(\theta_1)) \cdot f^{(3)}(f^{(1)}(\theta_1)) \cdot \cdots \cdot f^{(L)}(f^{(1)}(\theta_1))\|^2]

(10)

We can bound $\mathbb{E}[\|F(\theta_1) - f^{(1)}(\theta_1) \circ \cdots \circ f^{(1)}(\theta_1)\|^2]$ by adding and subtracting intermediate terms inside such that each adjacent pair of products differ at most in one factor.

$$
\mathbb{E}[\|F(\theta_1) - f^{(1)}(\theta_1) \circ \cdots \circ f^{(1)}(\theta_1)\|^2] = \mathbb{E}[\|f^{(1)}(\theta_1) \circ f^{(1)}(\theta_1) \circ \cdots \circ f^{(1)}(\theta_1)\|^2]

\leq \ell \left( \mathbb{E}[\|f^{(1)}(\theta_1) \circ f^{(1)}(\theta_1) \circ \cdots \circ f^{(1)}(\theta_1)\|^2]

+ \mathbb{E}[\|f^{(1)}(\theta_1) \circ f^{(1)}(\theta_1) \circ \cdots \circ f^{(1)}(\theta_1)\|^2]

+ \cdots + \mathbb{E}[\|f^{(1)}(\theta_1) \circ f^{(1)}(\theta_1)\|^2]\right]

(11)

Let $\forall \ell := \mathbb{E}[\|f^{(1)}(\theta_1) \circ f^{(1)}(\theta_1)\|^2]$ as the per layer embedding approximation variance. Combining Eq. 10 and Eq. 11, we obtain the upper bound on the bias of stochastic gradient $\mathbb{E}[\|g - \tilde{g}\|^2]$ as a linear combination of per layer embedding approximation variance:

$$
\mathbb{E}[\|g - \tilde{g}\|^2] \leq L \cdot \sum_{\ell=2}^{L} \left( \prod_{i=1}^{\ell} \rho_i^2 \right) \left( \prod_{i=\ell+1}^{L} \rho_i^2 \right) G_i^2 \cdot (\ell - 1) \sum_{i=1}^{\ell-1} \left( \prod_{j=i+1}^{\ell} \rho_j^2 \right) \leq L \cdot \sum_{\ell=2}^{L} \left( \prod_{i=1}^{\ell-1} \rho_i^2 \right) \left( \prod_{i=\ell+1}^{L} \rho_i^2 \right) G_i^2 \cdot \ell \sum_{i=1}^{\ell} \rho_i^2 \gamma_j.

B EMBEDDING APPROXIMATION VARIANCE ANALYSIS

In this section, we analyze the variance of the approximation embedding for the sampled nodes at $t$th layer.

LEMMA B.1 (VARIANCE OF MVS–GNN). We assume that for each node, MVS–GNN randomly sample $N_t$ nodes at $t$th layer to estimate the node embedding, then we have $\forall \ell \leq D \gamma_t^2 \Lambda_{\ell}$, where $D$ is the average node degree, $\Lambda_{\ell}$ is the upper bound of $\|H_{i}^{(\ell-1)} - \tilde{H}_{i}^{(\ell-1)}\|W^{(\ell)}\|$, and $\beta_{\ell}$ is the upper bound of $\|L_{i}L_{i}\|$ for any $i \in V$. 

PROOF OF LEMMA B.1. By the update rule, we have

$$
\forall \ell \in V \sum_{i \in V_{\ell}} \mathbb{E}[\|\tilde{H}_{i}^{(\ell-1)}H_{i}^{(\ell-1)}W^{(\ell)} + \sum_{j \in V \setminus V_{\ell-1}} L_{i,j}H_{i}^{(\ell-1)}W^{(\ell)} - \sum_{j \in V} \tilde{L}_{i,j}H_{i}^{(\ell-1)}W^{(\ell)}\|^2]

= \frac{1}{N_t} \sum_{i \in V_{\ell}} \mathbb{E}[\|\tilde{H}_{i}^{(\ell-1)}H_{i}^{(\ell-1)}W^{(\ell)} + \sum_{j \in V \setminus V_{\ell-1}} L_{i,j}H_{i}^{(\ell-1)}W^{(\ell)} - \sum_{j \in V} L_{i,j}H_{i}^{(\ell-1)}W^{(\ell)}\|^2]

= \frac{1}{N_t} \sum_{i \in V_{\ell}} \mathbb{E}[\|\tilde{H}_{i}^{(\ell-1)}H_{i}^{(\ell-1)}W^{(\ell)} + \sum_{j \in V \setminus V_{\ell-1}} L_{i,j}\tilde{H}_{i}^{(\ell-1)}W^{(\ell)} - \sum_{j \in V} L_{i,j}\tilde{H}_{i}^{(\ell-1)}W^{(\ell)}\|^2]

\cdot \sum_{j \in V \setminus V_{\ell-1}} L_{i,j}\tilde{H}_{i}^{(\ell-1)}W^{(\ell)} - \sum_{j \in V} L_{i,j}\tilde{H}_{i}^{(\ell-1)}W^{(\ell)}\|^2]
Since MVS-GNN performs subgraph sampling, only the node in the mini-batch are guaranteed to be sampled in the inner layers. Therefore, the embedding approximation variance of MVS-GNN is similar to VRGCN with neighbor sampling size $s = 1$. Denoting $\Delta H = H - \bar{H}$, we have

$$\forall \ell \leq \frac{1}{N_\ell} \sum_{i \in V_\ell} \mathbb{E} \left[ \left\| \sum_{j \in V_{\ell-1}} \hat{L}_{i,j} \Delta H_j^{(\ell-1)} W_j^{(\ell)} - \sum_{j \in V} L_{i,j} \Delta H_j^{(\ell-1)} W_j^{(\ell)} \right\| \right]$$

$$= \frac{1}{N_\ell} \sum_{i \in V_\ell} \left( D \sum_{j \in V} \left\| \hat{L}_{i,j} \Delta H_j^{(\ell-1)} W_j^{(\ell)} \right\|^2 - \left\| L_{i,j} \Delta H_j^{(\ell-1)} W_j^{(\ell)} \right\|^2 \right)$$

$$\leq \frac{1}{N_\ell} \sum_{i \in V_\ell} D \sum_{j \in V} \left\| \hat{L}_{i,j}^{(\ell)} \right\|^2 \left\| \Delta H_j^{(\ell-1)} W_j^{(\ell)} \right\|^2 \leq \frac{1}{N_\ell} \sum_{i \in V_\ell} D \sum_{j \in V} \left\| \Delta H_j^{(\ell-1)} W_j^{(\ell)} \right\|^2 = \frac{1}{N_\ell} \sum_{i \in V_\ell} D \sum_{j \in V} \left[ \frac{\sum_{k=1}^{N} \hat{g}_j}{B} - \frac{\sum_{k=1}^{N} \hat{g}_i}{N} \right]^2$$

Using the fact that $\sum_{i=1}^{N} 1/N = 1$, we complete the derivation.

$$\mathbb{G}(p_{\text{isu}}) - \mathbb{G}(p_{\text{is}}) = \frac{\sum_{i=1}^{N} \hat{g}_i}{B} - \frac{\sum_{i=1}^{N} \hat{g}_i}{N} \left[ \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} - \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} \right] \left[ \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} - \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} \right]$$

**C PROOF OF LEMMA 4.3**

**Proof.** According to the definition of $G(p_{\text{isu}})$ and $G(p_{\text{is}})$, we have

$$\mathbb{G}(p_{\text{isu}}) - \mathbb{G}(p_{\text{is}}) = \frac{\sum_{i=1}^{N} \hat{g}_i}{B} - \frac{\sum_{i=1}^{N} \hat{g}_i}{N} \left[ \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} - \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} \right] \left[ \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} - \frac{B \hat{g}_i}{\sum_{j=1}^{N} \tilde{g}_j} \right]$$

Using the fact that $\sum_{i=1}^{N} 1/N = 1$, we complete the derivation.

**Evaluation on gradient distribution.** To further illustrate the importance of minimal variance sampling, we show the distribution of per sampler gradient during training on Cora dataset in Figure 5, where the dash line stands for the full-batch gradient. We observe that certain stochastic gradients have more impact on the full-batch gradient than others, which motivates us to further reduce the variance of mini-batch by sampling nodes with (approximately) large gradients more frequently.

Figure 5: The per sample gradient distribution during training.