Intrinsic alignment as an RSD contaminant in the DESI survey
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ABSTRACT
We measure the tidal alignment of the major axes of luminous red galaxies (LRGs) from the Legacy Imaging Survey and use it to infer the artificial redshift-space distortion signature that will arise from an orientation-dependent, surface-brightness selection in the Dark Energy Spectroscopic Instrument (DESI) survey. Using photometric redshifts to downweight the shape–density correlations due to weak lensing, we measure the intrinsic tidal alignment of LRGs. Separately, we estimate the net polarization of LRG orientations from DESI’s fibre-magnitude target selection to be of order $10^{-2}$ along the line of sight. Using these measurements and a linear tidal model, we forecast a 0.5 per cent fractional decrease on the quadrupole of the two-point correlation function for projected separations of 40–80 h$^{-1}$ Mpc. We also use a halo catalogue from the ABACUS SUMMIT cosmological simulation suite to reproduce this false quadrupole.
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1 INTRODUCTION
Redshift-space distortions (RSDs) are an effect often used for measuring the growth of large-scale structure. On the scale of galaxy clusters, peculiar velocities of galaxies ‘smear’ structure along the line of sight (LOS) in redshift space (Jackson 1972). On larger scales, material falling into overdense regions creates a ‘squashing’ effect along the LOS (Kaiser 1987). The difference in clustering along versus transverse to the LOS can be described by the quadrupole of the correlation function, $\xi_2$. This needs to be corrected for to map galaxies in real space, and on large scales is a measurement of the growth rate of structure and can be used to test gravity.

To fully utilize RSD measurements in large spectroscopic galaxy surveys, one of their important biases must be understood: intrinsic galaxy alignment (IA). The primary axis of galaxies can be intrinsically aligned with each other (II correlation) and with the underlying density or tidal field (GI correlation). When a galaxy survey has an orientation-dependent selection bias and galaxy orientations are also correlated with the tidal field, $\xi_2$ is directly affected.

Hirata (2009) used linear models of tidal alignment and orientation-dependent selections to predict that GI correlations could affect RSD measurements by as much as 10 per cent. This effect is highly survey-dependent due to its strong dependence on survey selection and the differences in tidal alignments between galaxy samples. Martens et al. (2018) and Obuljen, Percival & Dalal (2020) have measured an anisotropic galaxy assembly bias in the Baryon Oscillation Spectroscopic Survey (BOSS). Since the velocity dispersion of elliptical galaxies is non-isotropic and may correlate with axis orientation and tidal environment, this effect could be a manifestation of the effect described by Hirata (2009). On the other hand, Singh, Yu & Seljak (2021) followed a similar method to
Martens et al. (2018) and found the Fundamental Plane of BOSS galaxies to be dominated by systematics and poorly correlated with IA, resulting in a null detection of the RSD IA bias for BOSS.

As a Stage IV survey, it is necessary to not only detect, but quantify these biases for the Dark Energy Spectroscopic Instrument (DESI). DESI is in the midst of a 5-yr survey, measuring spectra of over 40 million galaxies within 16 000 deg$^2$ of the sky (DESI Collaboration 2016; Abareshi et al. 2022).

Successful inference of a galaxy’s spectroscopic redshift depends on target surface brightness. This is especially true for a large survey like DESI, which prioritizes survey speed at the cost of higher signal-to-noise ratio. To impose this explicitly, DESI adopts a surface brightness-dependent cut: limiting the magnitude within an aperture instead of the objects’ total magnitude. While this mitigates systematic errors related to surface brightness, it creates a bias in the 3D orientation of galaxies. Galaxies with a pole-on orientation have a higher surface brightness and are more likely to be selected. Since galaxies with tidal alignments tend to point towards regions of higher density, this can also mean preferentially selecting galaxies which lie in filaments along the LOS. This results in an enhancement of clustering in the radial direction and suppression in the transverse direction, mimicking RSD. The key piece of modelling this effect is relating the polarizability of the surface brightness selection to the shape of galaxies viewed from ‘the side’, i.e. transverse to the LOS. This depends on the details of the light profiles and triaxial shapes of the galaxies (Fig. 1).

About 20 per cent of DESI’s targets are luminous red galaxies (LRGs), which fall in the redshift range 0.4–1.0 (Zhou et al. 2021). These high-mass, relatively inactive galaxies exhibit large tidal alignments (Hirata et al. 2007) and are more affected by an aperture-based selection because they have larger angular sizes than emission line galaxies (ELGs). Therefore, we chose to focus our investigation on LRGs as the DESI sample most likely to be substantially biased by these alignments, although our methods would also work for ELGs.

The two effects that combine to create this bias, GI alignment and selection-induced polarization, can both be estimated and used to calibrate the quadrupole $\xi_2$. Here, we measure the shape-density correlation of LRGs as projected on the plane of the sky using shapes from the DESI Legacy Imaging Survey (Dey et al. 2019). We isolate the signal of intrinsic positions from weak lensing via photometric redshifts, model DESI’s orientation-dependent selection function, and put our detection in context of $\xi_2$ via a linear tidal model. As an additional test, we use the ABACUSSUMMIT cosmological simulations to reproduce an aperture-based selection and measure the effect on $\xi_2$.

2 DESI CATALOGUES

2.1 Imaging

Our measurements of GI alignment were made with LRGs from the Legacy Imaging Survey, DR9 (Dey et al. 2019). This is the catalog DESI uses to select its targets, and contains imaging in three bands (g, r, and z) and projected shapes for sources in 14 000 deg$^2$ of the extragalactic sky. It also includes photometry from the Widefield Infrared Survey Explorer, which contains $r$ and $W1$ fluxes that are corrected for Milky Way extinction. The LRG target selection includes a cut based on the expected flux which falls within a DESI fibre. The z-band magnitude within a 1.5 arcsec diameter aperture is limited to $z_{\text{fibre}} < 21.61$ in the Northern Galactic Cap and $z_{\text{fibre}} < 21.60$ in the Southern Galactic Cap. For more information on the photometric selection of DESI’s LRG sample, see Zhou et al. (2023).

The source of each target (after deconvolving with a point spread function, PSF) is modelled as several light profiles at the pixel level using TRACtor (Lang, Hogg & Mykytyn 2016). Based on the fits’ $\chi^2$ values, we used shape parameters from the best fit out of these models: exponential disc, de Vaucouleurs, and Sersic. This is different from DESI’s default selection, which includes PSF and round-exponential fits, and a marginalized $\chi^2$ criteria to avoid overfitting bright targets as round exponentials. These models were avoided for our measurements, as circles have no distinguishable orientation.
Quality cuts were applied to target declinations $\delta > -30^\circ$ and galactic latitudes $b > 20^\circ$. $r - W1$ colour correlates well with redshift, so we used this colour for the pair selection and weighting scheme detailed in Section 3.2. To conform with these weights, colour outliers were removed by requiring $1 < r - W1 < 4.5$. Our final sample contained 17.5 million LRGs.

### 2.2 Spectroscopy

We calibrate our photometric redshifts using a large sample of spectroscopic redshifts from the DESI Survey Validation (SV) observations. SV is designed to represent the full survey and is used to assess DESI’s target selection. We use DESI’s internal SV catalogue, Fuji, which comprises of quality observations taken from 2020 December 14 through 2021 June 10. From this we selected 133 924 LRGs with colours $0.6 < r - z$ and $1.5 < r - W1 < 4.5$, and redshifts $0.001 < z < 1.4$.

### 3 INTRINSIC ALIGNMENT SIGNAL

#### 3.1 Alignment formalism

The projected alignment of galaxies on the sky is quantified with a relative complex ellipticity (Fig. 2). This measures the degree to which a galaxy is aligned with, and stretched along, a separation vector between it and another galaxy. Measuring this as a function of the separation vector’s magnitude, $R$, for many galaxy pairs is a way to quantify the alignment of LRGs to the underlying tidal field.

Here, 2D galaxy shapes are modelled as ellipses with a complex ellipticity

$$
\epsilon = \frac{a - b}{a + b} \exp 2i\phi,
$$

where $a$ and $b$ are the primary and secondary axis of the 2D ellipse, and $\phi$ is the orientation angle of the primary axis, measured East of North. We define the ellipticity of a galaxy $B$ relative to another galaxy $A$ using the difference between $B$’s orientation angle, $\phi_B$, and its position angle relative to $A$, $\theta_{BA}$, also measured East of North.

$$
\theta_{BA} = \phi_B - \theta_{BA}.
$$

This gives us a relative ellipticity, for which we measure the real component:

$$
\epsilon_B = \frac{a_B - b_B}{a_B + b_B} \exp 2i\theta_{BA}
$$

$$
\epsilon_1 = \text{Re}(\epsilon) = |\epsilon| \cos 2\phi.
$$

#### 3.2 Colour weighting

As our signal is a function of transverse separation, the main source of its dilution is from pairs of galaxies with large separations along the LOS. At the time of this paper, we do not have spectra for all of the imaged galaxies and so use colour as a redshift proxy. To give pairs which are more likely to be physically associated a higher weight in the alignment signal, we created a weighting scheme based off of their $r - W1$ colours.

This scheme gives higher weights to galaxies which are more likely to have small separations along the LOS. For a pair of galaxies with two colours, we used existing redshifts to estimate the likelihood that they were separated by less than 10 Mpc. Using the redshifts DESI has measured so far, described in Section 2.2, we separated galaxies into 20 bins of $r - W1$ colour. For every combination of the average colours in each bin, we estimated the fraction of galaxies which are radially separated by less than 10 Mpc, based on their redshift difference and assuming the Hubble flow. The resulting lookup matrix was then used as a weight when averaging the alignment signal from individual pairs (Fig. 3).

#### 3.3 Intrinsic alignment measurement

The catalogue was divided into 10 groups based on declination and then each of those into 10 groups based on right ascension, resulting in 100 sky regions with an equal number of galaxies in each, 1.8 million. We measured the projected alignment of neighbouring galaxies relative to each galaxy in each region. This was averaged over 20 bins of transverse, angular separation $R$, resulting in 100 determinations of the IA signal. The average and standard error of these 100 measurements at each separation is our projected IA measurement, $\mathcal{E}(R)$.

Our final determination of $\mathcal{E}(R)$ for DESI LRGs is displayed in Fig. 4. This signal broadly agrees with our measurement of projected

---

1 Code available here: github.com/cmlamman/ellipse_alignment
Besides intrinsic alignments, the main effect impacting the alignment signal is gravitational weak lensing. If the shape of a neighbour’s light can be gravitationally distorted by the central before reaching us.

Since we only measure the shape of one galaxy in each pair, weak lensing is only present when the measured galaxy is behind the central one. Therefore, a simple way to isolate the weak lensing and IA signals is to set restrictions on the radial separations of pairs. Using $r - W1$ colour again as a distance proxy, we measured the alignment for sets of pairs with various colour restrictions (Fig. 6). The signal from only measuring the shapes of galaxies relative to their closest colour neighbours is comparable to our measurement using colour weighting. The signal from only measuring galaxy shapes relative to background galaxies is consistent with 0 above separations of a few Mpc, and the signal from measuring galaxy shapes relative to foreground galaxies is, as expected, opposite in sign to the intrinsic signal.

To check whether the lensing signal is consistent with expectations, we consider the following approximate model. The net effect of weak lensing acts in opposition to the IA signal, as it creates a tangential shear on the sky:

$$\gamma_t = \frac{\bar{\Sigma}(< r_p) - \Sigma(r_p)}{\Sigma_{\text{crit}}},$$

where $\bar{\Sigma}(< r_p)$ is the average surface overdensity with some transverse distance $r_p$. Assuming a power-law model for the correlation function $\xi_g(r) = (r/r_0)^2$, the surface overdensity at projected separation $r_p$ is given as

$$\Sigma(r_p) = \frac{\rho_0 r_p^2}{\beta r_p^2}.$$  

And the average overdensity within $r_p$ is

$$\bar{\Sigma}(< r_p) = \frac{\rho_0 r_0^2}{\beta r_p^2}.$$  

The derivations of these expressions for projected overdensity can be found in Appendix B1. $\Sigma_{\text{crit}}$ is the critical mean density, above which the light of a source is split into multiple images.

$$\Sigma_{\text{crit}} = \frac{c^2 D_s}{4\pi G D_t D_{ls}}.$$  

Here, $r_0 = 7.78 \text{Mpc}/h$ is the 3D correlation length for DESI clustering (Kitanidis et al. 2020), $\beta = 2.15$ is the clustering bias for DESI LRGs (Zhou et al. 2021), and $\rho_0 = 2.68 \times 10^{-30} \text{g cm}^{-3}$ is the critical matter density of the Universe from Planck 2018 (Planck Collaboration VI 2020). $D_s$, $D_t$, and $D_{ls}$ are the distances to the source, distance to the lens, and distance between them, respectively.

To connect this to our alignment formalism described in Section 3.1, the tangential shear is defined as

$$\gamma_t = \frac{a - b}{a + b} e^{i\phi},$$

where $\phi$ is the azimuthal angle of the source galaxy’s primary axis with respect to the lens. This results in the relation

$$\epsilon_t' = \frac{\gamma_t}{2}.$$  

We then estimated the amplitude of this signal in our sample. To obtain $D_s/D_t/D_{ls}$, we used photometric redshifts for every pair of galaxies, and average the result. We used a simple, linear fit of our DESI spectroscopic sample to estimate these redshifts:

$$z = 0.25(r - W1 \text{ colour}) - 0.02.$$  

The resulting lensing estimation is shown in Fig. 6. It agrees well with the IA measurement made when limiting to pairs we expect
are only affected by lensing, though it is a simple estimate that did not go into our final results. The final IA signal is likely still diluted by weak lensing. However, we did not develop a more sophisticated adjustment for lensing, as DESI’s first year of spectra will allow us to sufficiently isolate physically associated pairs.

4 IA WITH ABACUS MOCK CATALOGUE

To contextualize the measured IA signal, we built a mock catalogue from the ABACUSSUMMIT COMPASO halo catalogue (Hadzhiyska et al. 2021). ABACUSSUMMIT is a suite of large, high-accuracy, high-resolution cosmological simulations made with the ABACUS N-body code (Maksimova et al. 2021). We used haloes from a box with comoving 2000\,h^{-1}\,Mpc sides, simulated at \( z = 0.725 \).

We mapped the haloes’ comoving positions to redshift and sky coordinates by placing an observer 1700\,h^{-1}\,Mpc away from the centre of the box along the x-axis. To have an even sky distribution and consistent redshift range across the sky, we set boundaries of \( \pm 12^\circ \) in right ascension and declination, with a redshift range of \( 0.51 < z < 0.97 \).

We then selected the largest haloes to match both the LRG density of our DESI sample within this redshift range, \( 7.3 \times 10^{-4}\,(\,h^{-1}\,\text{Mpc})^{-3} \), and the redshift distribution from DESI spectra. Our final mock catalogue contains 766,341 haloes.

To imitate the DESI Legacy Imaging Survey colours, we used a catalogue of DESI LRG spectroscopic redshifts. They were sorted by redshift and each assigned an index. For each halo, we identified the LRG with the closest redshift percentile. We then smoothed our selection by sampling a neighbour LRG from a Gaussian of indices centred at the index of closest redshift and with a width of 300. After taking the \( r - W1 \) colour from the LRG with the resulting index, we again smoothed by sampling a Gaussian centred at that colour, with a width of \( \sigma = 0.03 \). These smoothing parameters sufficiently reproduced the observed data spread, and variations of them do not significantly affect the measured alignment signal.

The ABACUS 3D halo shapes are modelled as triaxial ellipsoids. A common method for finding the projected axial ratios of ellipsoids can be found in Binney (1985). For measuring the alignment of galaxy shapes, we additionally need the orientation angle of the projected shape. Therefore, we adapted the method derived in Gendzwill & Stauffer (1981) to project triaxial ellipsoids onto the celestial sphere. Our process for obtaining the axial ratio and orientation of an ellipsoid projected along an arbitrary viewing angle can be found in Appendix A.

Figure 6. The shape–density correlation of DESI LRGs, resulting from measuring the shape of one ‘neighbour’ galaxy relative to the separation vector between it and another. The top abscissa displays the comoving distance corresponding to the transverse separation that was measured. No colour weights were used for these measurements. Instead, measurements were made using different colour-based restrictions for each pair of galaxies in order to explore the effects of weak lensing on the IA signal. The dark red line is the resulting signal when only measuring galaxy pairs which have a very similar \( r - W1 \) colour, to approximate physical proximity. The orange and yellow lines are both measurements made on pairs of galaxies which have a large difference in \( r - W1 \) colour, to emulate pairs which have no physical association. For the measurement shown in orange, we used pairs in which the neighbour galaxy was more blue than the other. Therefore, we only measured the shape of galaxies relative to ones behind it, so their shapes were broadly unaffected by weak lensing. The converse was applied for the signal shown in yellow; here, we only measured the shape of a galaxy if it was much redder than its counterpart. This means that the measured shape correlation is dominated by weak lensing.
Haloes are rounder than LRGs, so we mapped the axial ratios of the projected haloes to the LRG axial ratio distribution. We adjust each axis ratio, \( b/a = d \), with the empirical function:

\[
d^2 = 1 + 1.1(d - 1) - 2.035(d - 1)^2 + 1.76(d - 1)^3.
\]

(12)

This function correctly reproduces the number of observed axial ratios which fall in 100 bins between 0 and 1. We made no adjustments for the orientations of haloes.

Using the same colour-weighting scheme as described in Section 3, we measure the projected shape–density correlation of our resulting mock catalogue. The result can be seen in Fig. 4. The higher amplitude is likely due to the simulation not including the effects of weak lensing and the higher degree of alignment in haloes compared to galaxies. Tenneti et al. (2014) estimate large, central galaxies at DESI redshifts to be misaligned with their host halo by an average of around 10°–20°. Assuming random misalignment, this propagates to a \( \xi \) signal that is 75%–94% of the same signal without misalignments.

5 MODELLING ALIGNMENT–\( \xi_2 \) CORRELATION

5.1 Linear tidal model

We adopt a linear tidal model to connect IA and DESI’s shape selection bias with the quadrupole of the correlation function, \( \xi_2 \). This approximation assumes that the projected shapes of galaxies are linearly related to the projected density distribution and holds for LRGs above projected separations of \( 10 h^{-1} \) Mpc (Catelan & Porciani 2001; Hirata & Seljak 2004; Singh, Mandelbaum & More 2015; Troxel & Ishak 2015).

We define \( \nabla^2 \phi = \rho \), where \( \rho \) is the fractional overdensity. The tidal tensor is then the traceless combination \( T_{ij} = \partial_i \partial_j \phi - (1/3) \delta_{ij} \nabla^2 \phi \), where \( \delta_{ij} \) is the Kronecker delta.

We model the mean 3D ellipticity of a triaxial galaxy as \( \tau T_{ij} \), where the axis lengths behave as \( I + \tau T \). For this derivation, we assume that 2D projections of such galaxies behave as the 2D projection of these lengths. The mean eccentricity tensor must also be traceless, so for a projection with \( \alpha, \beta = \{ x, y \} \), the projected ellipticity is given as \( \epsilon_{\alpha \beta} = \tau (T_{\alpha \beta} + T_{z\beta}/2) \), where we used \( T_{sx} + T_{sy} = -T_{sz} \).

Using Fourier-space conventions, the tidal tensor model \( T_{ij} \) can be expressed as

\[
T_{ij}(\hat{r}) = \frac{\delta_{ij} K}{3} \int \frac{d^3 k}{(2\pi)^3} \hat{\rho}(\hat{k}) e^{i \hat{k} \cdot \hat{r}}
\]

\[
= \int \frac{d^3 k}{(2\pi)^3} \left( \frac{k_i k_j - \delta_{ij} k^2 / 3}{k^2} \right) \hat{\rho}(\hat{k}) e^{i \hat{k} \cdot \hat{r}}.
\]

(13)

5.2 Shape–density correlation

To connect a bias in ellipticity and a projected shape–density correlation with a \( \xi_2 \) signature, we first consider how galaxy ellipticity correlates with surface density. We begin with the expression for the projected fractional overdensity for a survey of functional depth \( L \) and uniform mean density \( \rho \):

\[
\Sigma (\vec{r}) = \frac{1}{L} \int dz \rho (\vec{R}, z).
\]

(14)

where \( \hat{z} \) is along the LOS and \( \vec{R} \) is projected separation, as used in Section 3. \( L \) is a measure of how far along the LOS we average when measuring \( \xi_{\text{LRG}} \). As our survey is not homogeneous, we generalize \( L \) to an expression of \( N(z) \). Using the weights we give each galaxy pair \( w \), we sum over all combinations of colour bins \( B_1, B_2 \), and galaxy pairs \( j, k \). This is averaged per-bin and multiplied by the depth of that bin \( B_d \). To account for clustering, we also include the projected correlation function, \( w_{pj} \), as part of the bin depth.2

\[
L = \left( B_d + w_p \right) \frac{\sum_{B_1} \sum_{B_2} \sum_i w(i, j)}{\sum_{B_1} \sum_i w(i, j)}.
\]

(15)

We chose a \( B_d \) of 60 Mpc, which is large enough to include enough pairs without averaging too far along the LOS where our colour weighting does not apply. This was calculated for each of the transverse \( R \) bins used when measuring \( \xi (R) \), resulting in a function \( L(R) \) (Fig. 7).

The projected ellipticity is \( \hat{R} \epsilon_{\alpha \beta} \hat{R} \). For the average, we can just consider the \( \vec{R} = \hat{x} \) direction. The shape–density correlation projected on to the plane of the sky is then given as

\[
\xi (R) = \left( \epsilon_{xy}, \xi (R \hat{x}) \right) = -\frac{2\pi}{L} \left( T_{y \beta} - T_{z \beta} \right) \int dz \rho (R \hat{x}, z).
\]

(16)

As our model of \( T \) is linear in the density field, it is straightforward to compute this expectation value (Appendix B2), yielding

\[
\xi (R) = \frac{\tau}{2\pi} \frac{d}{dR} \frac{1}{R} \Psi (R),
\]

(17)

where we introduce

\[
\Psi (R) = \int \frac{K dK}{2\pi} \frac{P(K)}{K} J_1 (K R),
\]

(18)

where \( K \) is 2D Fourier space, \( P \) is the power spectrum, and \( J_1 \) is the first Bessel function.

\( \tau \) can be inferred from our measurement of the shape–density correlation, \( \langle \epsilon_{xy} \xi (R \hat{x}) \rangle \), showing that the LOS shape and \( \xi_2 \) are correlated. We estimate \( \tau \) as

\[
\tau_{\text{obs}} = \frac{2L(R)\xi (R)}{R^2 \frac{d}{dR} \left[ \frac{1}{R} \Psi \right]},
\]

(19)

with our IA measurement, \( \xi \), and average over angular scales \( R \). Writing this explicitly, if we measure \( \xi (R) \) from \( R_0 \) to \( R_1 \),

\[
\tau = \frac{\tau_{\text{obs}}}{R_1 - R_0} \int_{R_0}^{R_1} \tau_{\text{obs}} dR.
\]

(20)

\( w_{pj} \) was estimated from DESI’s Early Data Analysis using a \( \Pi_{\text{max}} \) of 30Mpc (DESI Collaboration, in preparation).
This is our estimate of how the 3D ellipticity of galaxy shapes scales with the tidal field; it is directly proportional to the predicted $\xi_{GL}$ signal.

5.3 Shape-$\xi_2$ correlation

Next, we turn to the correlation of shapes with the LOS $\xi_2$. To obtain the relation between 3D shapes and the LOS, we consider shapes viewed from a direction transverse to the LOS, i.e. an axis perpendicular to the projection axis above.

We define $\xi_2$ as $\xi_2(r, \mu) = \sum_\ell \xi_2(\ell) \ell(\mu)$, where $\mu$ is the cosine of the angle to the LOS. Therefore, the quadrupole signature $\xi_2$ is the correlation between the density at a point, here taken to be the origin, and the quadrupole-weighted density in spherical shells, $Q(r)$. This is given as

$$Q(r) = 5 \int \frac{d^2f}{4\pi} \rho(\hat{r}) L_2(\mu),$$

(21)

where $\int d^2f$ indicates the 2D integral over the unit vector $\hat{r}$.

To see the transversely viewed shape, we take the average of $\epsilon_{xz}$ and $\epsilon_{yz}$, each after the correction to a traceless quantity. For the $x$-$\z$ projection, we have $\epsilon_{x\beta} = \epsilon(\ell_0 + \ell_1/2)$, where the relevant quantity is $\epsilon_{xz}$. Averaging with the $y$-$\z$ projection, we have a transverse averaged eccentricity

$$\epsilon_{xz} = \frac{3}{4} \tau T_{zz}.$$  
(22)

Considering projections along $\hat{x} \pm \hat{y}$ also yield $T_{zz}/2$ as the only $m = 0$ support.

The details of computing and simplifying $\langle \epsilon_{xz} Q(r) \rangle$ can be found in Appendix B3, which result in

$$\langle \epsilon_{xz} Q(r) \rangle = \frac{\tau}{2} \int \frac{q^2 dq}{2\pi^2} P(q) j_2(qr).$$

(23)

This expression is averaged over radial bins of the correlation function, resulting in averages of $j_2(qr)$.

5.4 Effect on anisotropic clustering $\xi_2$

We expect the mean shape to be elongated along the LOS due to DESI’s target selection, i.e. a non-zero mean $\epsilon_{xz}$ (Section 6). We call this LOS polarization $\epsilon_{LGR}$.

Assuming $\epsilon_{xz}$ and the quadrupole signature $Q$ are Gaussian distributed, correlated, random variables, a non-zero $\langle \epsilon_{xz} Q \rangle$ will result in a non-zero mean $Q(r)$ as

$$\langle Q \rangle = \frac{\epsilon_{xz} Q}{\langle \epsilon_{xz} \rangle},$$

(24)

where the expectation values come from summing over each galaxy.

From our tidal model,

$$\langle \epsilon_{xz}^2 \rangle = \frac{3}{4} \tau^2 \langle T_{zz}^2 \rangle$$

(25)

$$= \frac{\tau^2}{20} \int \frac{q^2 dq}{2\pi^2} P(q).$$

(26)

This integral is the variance in the density field $\sigma^2$, hence $\langle \epsilon_{xz}^2 \rangle = \tau^2 \sigma^2/20$. We measured this as the variance in the shape parameter $\epsilon_1$ of all galaxies in the imaging survey.

Combining the above results, we obtain an expression for the quadrupole signature arising from GI alignment and a shape-dependent selection bias:

$$\xi_{GL} = \langle Q(r) \rangle = \epsilon_{LGR} \frac{\tau}{2 \langle \epsilon_{xz} \rangle} \int \frac{q^2 dq}{2\pi^2} P(q) j_2(qr).$$

(27)

A summary of the variables we measured for this estimate are listed in Table 1. $\xi_{GL}$ depends linearly upon these values:

$$\xi_{GL} \propto \epsilon_{LGR} \frac{\tau}{\langle \epsilon_{xz} \rangle} \propto \epsilon_{LGR} \langle \epsilon_{xz} \rangle^2.$$  
(28)

6 MODELLING DESI’S SELECTION EFFECTS

In Section 3, we measured how the shapes of galaxies projected on to the sky are aligned with the density field. To infer how this affects RSD measurements, we need to estimate the extent of DESI’s orientation-dependent selection bias. Since pole-on galaxies have a higher surface brightness and are more likely to pass selection, we expect a net orientation of galaxies along the LOS, or polarization $\epsilon_{LGR}$. This is defined as the ellipticity (equation 4) relative to the LOS.

We estimate this by using a parent catalogue of LRGs which is similar to the sample described in Section 2.1, except without the fibre magnitude cut. We assign each parent LRG a 3D galaxy light profile, then simulate images of each profile from all viewing angles, without any extinction from internal dust. The polarization is the average $\epsilon_{1,LOS}$ of all 3D profiles which pass selection.

6.1 Parent sample

We estimate polarization using a subsection of DESI LRGs in an area within the sky with the best-resolved shapes, with right ascension and declination limits of $0^h0^m0^s < a < 0^h40^m0^s$ and $0^\circ < \delta < 5^\circ$. This is in the South Galactic Cap (SGC) and part of the Legacy Imaging Survey’s DES region. This parent sample of 41 120 objects has the same criteria as DESI’s final target selection, except without the fibre $z$-magnitude cut of $z_{\text{spec}} < 21.61$ for the SGC. The fibre magnitude comes from the light within a 1.5 arcsec aperture after convolving the shape model with a standardized PSF. This somewhat isolates the fibre magnitude from seeing variations, so we can safely use shapes from an area with the best seeing without impacting the distribution of underlying shapes. As in Section 2, we also use shape parameters from the best-fitting, non-circular, model.

0.95 per cent of this sample have the same fibre $z$-magnitude as total $z$-magnitude. This indicates that these objects are either stars or unresolved galaxies. We ignored these objects for our analysis, but a more thorough simulation would involve simulating galaxies through the TRACTOR pipeline, as is done with the Obiwan project (Kong et al. 2020).

6.2 Light profiles

Our light profile for each galaxy begin as a realization of 100 000 points. This representation allows us to rapidly apply the triaxial axis lengths, rotations, and projections, as well as to apply a 2D Gaussian PSF and the eventual fibre aperture cut.

The points for a given galaxy are distributed in 3D based on its best-fitting shape model from the parent catalogue. DESI’s TRACTOR pipeline represents projected galaxy shapes as a mixture of Gaussians (Hogg & Lang 2013). To de-project these into 3D profiles, we take advantage of the fact that a 3D Gaussian projects to a 2D Gaussian. Therefore, the 2D Gaussian mixture fits allow us to immediately
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Table 1. A summary of the variables used in estimating the quadrupole signature arising from intrinsic alignment, and their measured values in DESI’s LRGs sample.

| Variable  | Description                                                                 | Measured value |
|-----------|-----------------------------------------------------------------------------|----------------|
| $R$       | Projected separation on plane of the sky                                    | –              |
| $\epsilon(R)$ | Intrinsic alignment, i.e. mean ellipticity of one galaxy relative to the projected separation to another | Fig. 4         |
| $L_i(R)$  | Depth of measurement along LOS when measuring $\epsilon_i(R)$               | Fig. 7         |
| $\epsilon_{LRG}$ | Polarization of LRG shapes along the LOS ($+\hat{z}$), equivalent to $\epsilon_{z\hat{z}}$ | $7.6 \pm 0.1 \times 10^{-3}$ |
| $\epsilon_{\perp}$ | Averaged ellipticity relative to the LOS, measured as variance in the real part of $\epsilon_i$ | 0.031          |
| $\tau_{3D}$ | How 3D ellipticity scales with the tidal tensor, galaxy axis lengths behave as $I + \tau T_{ij}$ | $-0.131$       |
| $\xi_{Q2}(r)$ | Quadrupole signature arising from intrinsic (GI) alignment                 | Fig. 11        |

Figure 8. A comparison of the axial ratios of LRGs in our parent sample and the projected axial ratios from a distribution of triaxial shapes. These are the triaxial shapes used in our polarization estimate. The spike at $b/a = 1$ in the parent sample is artificial, likely due to poor shape fitting.

6.3 Polarization estimate

For each object in the parent sample, we assign a triaxial shape based on its projected shape. These were randomly drawn from the expected distribution of triaxial shapes for bright ($r$-band absolute magnitudes $>-19$), medium ($2 < r$-band radius $<7$ $h^{-1}$ kpc) ellipticals in imaging from the Sloan Digital Sky Survey (Padilla & Strauss 2008). 41 120 3D shapes were projected along a random viewing angle and ranked by the axial ratio of the resulting ellipse. The LRG parent sample was also sorted by axial ratio, and matched with the triaxial shape corresponding to the projected shape of the same rank.

To test these triaxial shapes, we viewed them each from a different angle and compared the projected axial ratios to our parent sample (Fig. 8). These distributions are not identical; note the artificial spike in the parent sample at $b/a = 1$ which is likely due to poor shape fitting. Differences in the distributions could also be due to shape-dependent fitting biases in TRACTOR, or imperfect distributions from Padilla & Strauss (2008), including shape evolution from $z = 0$ or internal obscuration.

The point positions from Section 6.2 were scaled by the assigned three axis lengths for each galaxy. They were then rotated to 100 random orientations and projected along one axis. The resulting ‘images’ were scaled using the ratio of the observed half-light radius and the average half-light radius of all model orientations. We next need to emulate an observation in 1 arcsec seeing. Instead of convolving with a Gaussian, we took the quicker approach of adding pre-computed, 2D deflections to the projected points. The fibre magnitude was estimated by from the fraction of points which fell within an 1.5 arcsec diameter aperture, and the observed total magnitude of the LRG. The light profiles used did not perfectly replicate the observed $z_{b\text{ fibre}}$ values, so we added a calibration factor to the N-body fibre magnitude for each of the four light profiles to match the true $z_{b\text{ fibre}}$ median. Objects with a fibre magnitude less than 21.61 passed selection.

For each simulated image which passed selection, we measured the corresponding 2D profile’s complex ellipticity relative to the LOS. This is the same convention as equation (4), except shapes are projected in the transverse direction. The average of these is our polarization $\epsilon_{\text{LRG}}$. 54.2 percent of our simulated galaxy images passed the fibre magnitude cut, similar to the actual value of 52.9 per cent. The polarization for these galaxies is 0.0087 $\pm$ 0.0002. By determining the selection of a set of orientations for each galaxy shape, we can also estimate which galaxies in the original sample may have an orientation-dependent selection (Fig. 9). To see what polarization DESI can expect in its targets, we have plotted the average polarization in bins of $z$ mag and $r - W1$ colour (Fig. 10a).

We also find that the redder LRGs may be more affected by orientation. This translates to a correlation between redshift and polarization, which could affect studies of structure evolution (Fig. 10b).

7 ESTIMATE OF FALSE RSD SIGNATURE $\xi_{GI}$ IN DESI

At this point, we have measured all the necessary components to estimate the $\xi_{2}$ signature arising from IA and DESI’s selection bias. A summary of the variables used in this estimate are listed in Table 1. $\epsilon_{\text{LRG}}$, the polarization of galaxy shapes along the LOS, is measured in Section 6. ($\epsilon_{z\hat{z}}^2$) is the variance of the real part of the complex ellipticities which describe the shapes of DESI’s LRGs and is 0.031. We used the power spectrum, $P(k)$, from ABACUS-SUMMIT (Maksimova et al. 2021).

$\tau$ is a function of effective depth $L$, or how far along the LOS we average when measuring $\epsilon_{\text{LRG}}$. This was estimated using the colour weighting scheme from Section 3.2, has a value around $L = 620$ $h^{-1}$ Mpc, and can be seen in Fig. 7. $\tau$ also depends on the projected shape-density correlation of LRGs $\epsilon(r)$ which we measured in Section 3. Averaging over the bins of projected separation, we estimate $\tau_{\text{obs}} = -0.131$. 

MNRAS 522, 117–129 (2023)
Using equations (27) and (19) to bring everything together, we determine \( r^2 \xi_{\text{GI}} \) to be \( 0.41 (h^{-1} \text{Mpc})^2 \) around 10–80 \( h^{-1} \text{Mpc} \). The full separation dependence is shown in Fig. 11. SDSS-III measures \( r^2 \xi_{\text{GI}} \) at these scales to be near 75 \( (h^{-1} \text{Mpc})^2 \) (Anderson et al. 2014). This puts our estimate of the fractional error on \( \xi_{\text{z}} \) around 0.5 per cent at 40–80 \( h^{-1} \text{Mpc} \).

8 \( \xi_{\text{GI}} \) ESTIMATE IN ABACUS

To demonstrate that an aperture selection produces a \( \xi_{\text{z}} \) signature and test our linear tidal model connecting the GI and RSD signals, we next model the problem using ABACUS SUMMIT simulations.

As in Section 4, we started with a 2000 \( h^{-1} \text{Mpc} \) box of large haloes and mapped their positions to redshift, right ascension,
and declination. Sky cuts were applied to ensure a uniform sky distribution at each redshift. 3D Sersic profiles of 100,000 points were generated for each halo, as in Sections 6.2 and 6.3, except using the halo’s original triaxial shape. The half-light radius used for each halo was drawn from a distribution matching the physical radii of the DESI LRG parent sample and scaled using the average half-light radii of the point profile projected to 10 random orientations. We counted the number of points which fell within a 1.5 arcsec aperture and measured the shape of each halo projected both on the sky and relative to the LOS.

To see how an aperture selection impacts the $\xi_2$ measurement, we created two samples: one without any selection, and one only with haloes containing more than 48,000 points within the aperture, which corresponds to 50 per cent of the haloes. We measured $\xi_2(r)$ for both sets in real space and in redshift space, using the halo’s original velocities.

$\xi_2(r)$ was determined using the Landy–Szalay estimator (Landy & Szalay 1993) and averaged over 10 sets of randoms, generated with random right ascension and declinations for each redshift. This entire process was done for five ABACUS SUMMIT simulation boxes, and their average $\xi_2(r)$ and standard error is shown in Fig. 12.

As in Section 7, we used our linear tidal model to predict the $\xi_2$ bias caused by the aperture selection for this halo catalogue. We measured the projected intrinsic alignment of the halo catalogue in radial bins which resulted in an average survey depth, $L$, of around 580 $h^{-1}$ Mpc between 0.1–0.5 deg. The polarization due to aperture cut was $\epsilon_{\text{L, R, G}} = 7.6 \pm 0.1 \times 10^{-3}$. The resulting prediction is compared to the model in Fig. 13.

We expect the bulk of the disagreement between these two simple models to be due to the linear approximation, which does not hold at lower separations, and simplifications in the demonstration mock. The largest simplification here is that every galaxy is modelled with a Hernquist light profile. Any profiles which are denser than reality will underestimate the polarization due to aperture selection. However, the ABACUS approximation is comparable to the prediction from the linear model and serves as a adequate demonstration of how a false $\xi_2$ signature can arise for DESI.

9 CONCLUSION

The objective of this study is to determine the approximate impact on DESI’s RSD measurements due to an orientation bias in LRGs. We have demonstrated that the effect is significant for DESI and estimate a 0.5 per cent fractional decrease of $\xi_2$ for separations of 40–80 $h^{-1}$ Mpc. DESI forecasts a total $f_{\text{R, G}}$ around 0.4–0.7 per cent (with ELG and LRGs combined), so it is important to mitigate this effect.

To reduce the effects of intrinsic alignment for DESI, simple yet severe choices involve only measuring $\xi_2$ in galaxy subsamples, perhaps cut by total magnitude or colour. More practically, our estimate could be used for calibration.

As the DESI survey progresses and the precision in $\xi_2$ increases, there are several opportunities to improve our bias estimate. Our estimate is directly proportional to the measured polarization $\epsilon_{\text{L, R, G}}$ and IA signal $w_\kappa$, both of which include systematic uncertainties. The main systematic uncertainty in our polarization estimate arises from the choice of the triaxial shape distribution. We expect the majority of our galaxies to be prolate (Padilla & Strauss 2008), which are more affected by selection bias than oblate and result in a higher
polarization. We match the expected distribution of projected shapes in a region of the sky with the best shape fits, but 5.6 per cent of galaxies in this subsample are fit as circles, creating an artificial spike at \( \beta_{\text{fit}} = 1 \) (Fig. 8). A better estimate could be made with more accurate shapes, i.e. from the Dark Energy Survey (Gatti et al. 2021), or reproducing Padilla & Strauss (2008) with DESI’s LRGs.

Although partially mitigated by colour weighting, the IA signal in this work is reduced by weak lensing and diluted by the inclusion of pairs which have large radial separations. We also expect a 5–10 per cent uncertainty in our forecast due to the difficulty in accurately estimating \( L \) with photometric distances. This will be drastically improved with DESI’s first year of data, which contains 2.5 million quality LRG spectra. The LOS distance we average over due to uncertainty in radial distances, \( L = 865 \, h^{-1} \, \text{Mpc} \), will decrease by a factor of at least 20 with redshifts. Advancing our ability to measure IA for only pairs of galaxies which are physically associated will be the strongest improvement to the false \( \xi_L \) estimate.
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The DESI Legacy Imaging Survey is publicly available at legacysurvey.org. AbacusSummit simulations are publicly available at abacusnbody.org. Code for projecting ellipsoids and generating light profiles can be found at github.com/cmlnamman/ellipse_alignment.

All data plotted in this paper are available at zenodo.org/record/7058448.
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APPENDIX A: PROJECTION OF TRIAXIAL ELLIPSOIDS

This section details how we obtained the axial ratios and orientations of projected triaxial ellipsoids for our mock catalogues. We adopted the method derived in Gendzwill & Stauﬀer (1981) to project ellipsoids on to the celestial sphere.

We denote the three ellipsoidal axis lengths as $\lambda_j, j = 1, 2, 3$. We then deﬁne the diagonal matrix $\Gamma$ such that $\Gamma_{ij} = \delta_{ij}\lambda_j^{-2}$, where $\delta$ is a Kronecker delta. We normalize the corresponding axis directions $\hat{\lambda}_j$ and organize them as rows of a matrix $S$, so that $S_j$ is the $j$th component of the $i$th vector. We are projecting along the $\hat{x}$ unit vector direction, here denoted as component 1, on to the $\hat{y} - \hat{z}$ plane.

We deﬁne the column vector $\bar{m}$ as

$$\bar{m} = (\hat{x}^T S \Gamma S \hat{x})^{-1} \hat{x}^T S \Gamma S,$$  \hspace{1cm} (A1)

where the pre-factor adopts the normalization that $\bar{m} \cdot \hat{x} = 1$. We then compute vectors $\bar{u}$ and $\bar{v}$ with elements $u_j = \bar{y} \cdot (\bar{m} \times \hat{\lambda}_j)$ and $v_j = \bar{z} \cdot (\bar{m} \times \hat{\lambda}_j)$, written alternatively as

$$u_j = m_1 S_{j3} - m_3 S_{j1},$$ \hspace{1cm} (A2)

$$v_j = m_1 S_{j2} - m_2 S_{j1}.$$ \hspace{1cm} (A3)

We use these to compute the scalars $A = \bar{u}^T \Gamma \bar{u}, B = \bar{u}^T \Gamma \bar{v},$ and $C = \bar{v}^T \Gamma \bar{v}$.

The orientation angle of the projected ellipse’s primary axis, measured in the $+\hat{y}$ direction from $\hat{z}$ is

$$\tan 2\theta = \frac{-2B}{A - C}.$$ \hspace{1cm} (A4)

And the minor and major axis lengths of the ellipse, $b$ and $a$ are given as

$$\frac{1}{a^2} = \frac{A + C}{2} + \frac{A - C}{2 \cos 2\theta},$$ \hspace{1cm} (A5)

$$\frac{1}{b^2} = A + C - \frac{1}{a^2}.$$ \hspace{1cm} (A6)

To project the shapes on the sky, we rotated the original ellipsoid eigenvectors using the object’s right ascension and declination, so that $\hat{\lambda}$ lay along the LOS. This results in the axis lengths and orientation angle measured East of North for each halo. A function that performs these operations is available here: github.com/cmlamman/ellipse_alignment.

APPENDIX B: EXPANDED DERIVATIONS

B1 Weak lensing estimate

Here are the details of how we obtained the expressions of surface over density (equations 6 and 7) used in the lensing estimation. $r_0 = 7.78$ Mpc/h is the 3D correlation length for DESI clustering (Kitsinis et al. 2020), $\beta = 2.15$ is the clustering bias for DESI LRGs (Zhou et al. 2021), and $\rho_0 = 2.68 \times 10^{-30}$ g cm$^{-3}$ is the critical matter density of the Universe from Planck 2018 (Planck Collaboration VI 2020). We start with an expression for the surface overdensity at a projected separation $r_p$:

$$\Sigma(r_p) = \int_{-\infty}^{+\infty} \rho_0 \xi_{gm} dz,$$ \hspace{1cm} (B1)

where we assume the density follows $\langle \rho_\mu(r) \rangle = \rho_0 \xi_{gm}$. For the correlation function, we assume a power-law model $\xi_{gg} = (r_0/r)^2$ where $\xi_{gm} = \frac{1}{2} \xi_{gg}$. Therefore, the projected correlation function can be expressed as

$$w_p(r_p) = \int \xi_{gg} dz = \int_{-\infty}^{+\infty} \frac{r_0^2}{r_p^2} + z^2 dz = \pi \frac{r_0^2}{r_p}.$$ \hspace{1cm} (B2)

The surface overdensity becomes

$$\Sigma(r_p) = \frac{\rho_0}{\beta} w_p(r_p) = \pi \frac{\rho_0 r_0^2}{\beta} r_p.$$ \hspace{1cm} (B3)

We integrate this over $r_p$ to get an expression for the average surface overdensity within $r_p$:

$$\Sigma(< r_p) = \frac{1}{\pi r_p} \int_0^{r_p^2} \Sigma(r'_p) 2\pi r'_p dr'_p = 2\pi \frac{\rho_0 r_0^2}{\beta} r_p.$$ \hspace{1cm} (B4)

B2 Shape–density correlation

Starting from equation (16), we can continue the computation as

$$\mathcal{E}(\mathcal{R}) = \frac{\tau}{2L} \int dz \int \frac{d^3q}{(2\pi)^3} \left[ \frac{q_i^2 - q_j^2}{q^2} \right] e^{-i\bar{q} \cdot \bar{z}} \left| \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot \bar{z}} \right|_{\bar{z}=\hat{R}(0,0,0)} \left( \hat{\rho}^{(n)}(\bar{q}) \hat{\rho}_0(\bar{k}) \right)$$ \hspace{1cm} (B5)

$$= \frac{\tau}{2L} \int dz \int \frac{d^3k}{(2\pi)^3} \left[ k_i^2 - k_j^2 \right] k^{-2} P(k) e^{ik \cdot \bar{z}} \left| \int \frac{d^3q}{(2\pi)^3} \right|_{\bar{z}=\hat{R}(0,0,0)}.$$ \hspace{1cm} (B6)
Next, the integral over $z$ creates $\int dz \exp(ikz) = (2\pi)\delta^3(k_z)$. We denote the space of $(k_c, k_s)$ as $\vec{K}$, and similarly $\vec{R}$ as $(x, y)$. So we have
\begin{equation}
\mathcal{E}(R) = \frac{\tau}{2\mathcal{L}} \int \frac{d^2K}{(2\pi)^2} \left( K_c^2 - K_s^2 \right) K^{-2} P(K)e^{i\vec{K} \cdot \vec{R}}.
\end{equation}

To simplify this, we introduce
\begin{equation}
\Phi(\vec{R}) = \frac{d^2K}{(2\pi)^2} \frac{P(K)}{K^2} e^{i\vec{K} \cdot \vec{R}},
\end{equation}
which in turn implies
\begin{equation}
\mathcal{E}(R) = \frac{\tau}{2\mathcal{L}} \left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) \Phi(\vec{R}) \bigg|_{\vec{R} = R \hat{e}^z}.
\end{equation}
\begin{equation}
\Phi(\vec{R}) \text{ is isotropic, and can be simplified to a Hankel transform}
\end{equation}
\begin{equation}
\Phi(R) = \int \frac{K \, dK}{2\pi} \frac{P(K)}{K} J_0(KR)
\end{equation}
with $J_0$ being the Bessel function. For a general function $f(R)$, we have $\partial^2 f / \partial x^2 = \partial f / \partial R^2$ and $\partial^2 f / \partial y^2 = (1/R) \partial f / \partial R$. So we have
\begin{equation}
\mathcal{E}(R) = \frac{\tau}{2\mathcal{L}} \left( \frac{1}{R} \frac{\partial}{\partial R} - \frac{\partial^2}{\partial R^2} \right) \Phi(R) = \frac{\tau}{2\mathcal{L}} \frac{d}{dR} \left[ \frac{1}{R} \Phi(R) \right]
\end{equation}
where we introduce
\begin{equation}
\Psi(R) = -\frac{d\Phi}{dR} = \int \frac{K \, dK}{2\pi} \frac{P(K)}{K} J_1(KR),
\end{equation}
using $dJ_0(x) / dx = J_1(x)$.

### B3 Shape–$\xi_2$ correlation

Here, we present the derivation of equation (23).

Using $L_2(\mu) = (3/2)\mu^2 - \frac{3}{2}$, we have
\begin{equation}
q_c^2 - q_s^2 = q^2 \left( \frac{\mu_q^2}{3} - 1 \right) = \frac{2q^2}{3} L_2(\mu_q)
\end{equation}
for a 3D vector $\vec{q}$, and $L_2 = \sqrt{3\pi/(2\ell + 1)} Y_{\ell m}$. We note that
\begin{equation}
\frac{3}{4} T_{\xi z} = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} L_2(\mu_k) \hat{p}(\vec{k}) \hat{q}(\vec{r}).
\end{equation}

Finally, we have the expansion of a plane wave into spherical harmonics and spherical Bessel functions:
\begin{equation}
e^{i\vec{q} \cdot \vec{r}} = 4\pi \sum_{\ell m} i^\ell j_\ell(qr) Y_{\ell m}(\hat{q}) Y_{\ell m}(\hat{r}).
\end{equation}

We then compute $\langle \epsilon_{z'z} Q(r) \rangle$ as
\begin{equation}
\langle \epsilon_{z'z} Q(r) \rangle = 5\pi \int \frac{d^3\hat{q}}{(2\pi)^3} \frac{1}{2} L_2(\hat{q}) \int \frac{d^2\hat{r}}{4\pi} L_2(\hat{r}) \int \frac{d^3\hat{k}}{(2\pi)^3} e^{i\vec{q} \cdot \vec{r}} \langle \hat{p}(\vec{r}) \hat{p}(\vec{k}) \rangle.
\end{equation}

Converting to power, doing the $\hat{k}$ integral, and expanding the plane wave yields
\begin{equation}
\langle \epsilon_{z'z} Q(r) \rangle = 5\pi \frac{2}{2} \int \frac{q^2 dq}{2\pi^2} P(q) \int \frac{d^2\hat{q}}{4\pi} L_2(\hat{q}) \int \frac{d^2\hat{r}}{4\pi} L_2(\hat{r}) 4\pi \sum_{\ell m} i^\ell j_\ell(qr) Y_{\ell m}(\hat{q}) Y_{\ell m}(\hat{r}).
\end{equation}

We then can do the two angular integrals, yielding the simpler form:
\begin{equation}
\langle \epsilon_{z'z} Q(r) \rangle = \frac{\tau}{2} \int \frac{q^2 dq}{2\pi^2} P(q) j_2(qr).
\end{equation}