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Abstract—Graph convolutional networks are becoming indispensable for deep learning from graph-structured data. Most of the existing graph convolutional networks share two big shortcomings. First, they are essentially low-pass filters, thus the potentially useful middle and high frequency band of graph signals are ignored. Second, the bandwidth of existing graph convolutional filters is fixed. Parameters of a graph convolution filter only transform the graph inputs without changing the curvature of a graph convolutional filter function. In reality, we are uncertain about whether we should retain or cut off the frequency at a certain point unless we have expert domain knowledge. In this paper, we propose Automatic Graph Convolutional Networks (AutoGCN) to capture the full spectrum of graph signals and automatically update the bandwidth of graph convolutional filters. While it is based on graph spectral theory, our AutoGCN is also localized in space and has a spatial form. Experimental results show that AutoGCN achieves significant improvement over baseline methods which only work as low-pass filters.
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1 INTRODUCTION

O
ver the past years, convolutional neural networks and recurrent neural networks have achieved great success on grid data such as images and sequences. Moving forward, the focus of researches gradually shifts from regular grid data to irregular non-euclidean data [1]. Being an important kind of non-euclidean data, graphs are ubiquitous in the real world, such as cyber networks and social networks. Graph data describes the relationship, association, or interaction among different entities. To extract latent representations from data, graph neural networks [2], [3], [4], in particular graph convolutional networks, are developed specifically for graphs. Graph neural networks not only have leveled up benchmarks on conventional graph-related tasks [5], [6], [7], [8], [9], [10], [11], [12] but has also been proven to be helpful in solving many deep learning problems where structural dependencies exist [13], [14], [15], [16], [17].

Among graph neural networks, the study of graph convolutional networks is built upon the foundation of graph signal processing. With eigendecomposition of the graph Laplacian matrix, a graph convolutional filter can be defined as a function of frequency (eigenvalue). Through proper design of the filter function, a graph convolutional filter can be viewed from the spatial domain—it smooths a node’s inputs by aggregating information from the node’s neighborhood. Due to the advantage of efficiency, generality, and flexibility, there is a trend of designing graph convolutional networks directly on spatial domains without considering their spectral properties. As a result, these spatial-designed approaches may only focus on the low frequency band of graph signals [18]. However, the middle and high frequency band of graph signals should not be ignored because they may contain useful information as well.

To consider low, middle, high frequency band of graph signals at the same time, we need to return back to spectral-based approaches. As a spectral-designed graph convolutional filter is defined by a function of frequency, it can theoretically extract information on any frequency band. Pioneer works of spectral graph convolutional networks are computationally inefficient due to eigendecomposition of the graph Laplacian matrix [19]. Defferrard et al. [20] proposed ChebNet with the filter function defined as Chebyshev polynomials. With graph Fourier transform and inverse graph Fourier transform, the graph convolutional operation essentially is reduced to multiplying linear transformed graph inputs with non-linear transformed graph Laplacian matrix. In this way, eigendecomposition is not necessarily required. The graph kernel of ChebNet involves computing higher orders of the graph Laplacian matrix. Kipf et al. [21] further proposed GCN which is a first-order approximation of ChebNet with a renormalization trick. Despite that GCN improves over ChebNet in terms of efficiency, GCN is shown to be a low-pass filter [18]. Follow-up works of GCN also remained the same problem [22], [23], [24]. Most recently, Balcilar et al. [18] proposed Depthwise Separable Graph Convolution Network (DSCGN) with arbitrary graph convolutional filter functions, while taking low, middle, and high...
frequency band of graph signals into consideration. However, filter functions of DSGCN are customized differently according to datasets without any rules to follow. It requires tremendous effort to find the optimal filter function manually for a new dataset. More importantly, the bandwidth of graph convolutional filters of DSGCN is fixed, which also applies to other existing spectral graph convolutions. Parameters of a graph convolutional filter only transform graph inputs without changing the curvature of a graph convolutional filter function. Therefore, the cut-off frequency or the bandwidth of a graph convolutional filter remains unchanged throughout learning. In reality, we are uncertain about whether we should retain or cut off the frequency at a certain point unless we have expert domain knowledge.

In this paper, we aim to design a graph convolutional network that can capture the whole spectrum of graph signals in a more efficient and effective way. Our method consists of three graph convolutional filters, a low-pass, a middle-pass, and a high-pass filter. To avoid eigendecomposition, we limit the choice of filter functions within linear and quadratic forms of the graph Laplacian matrix. More specifically, the low-pass and high-pass filters are designed to be linear functions while the middle-pass filter has a quadratic form. The roles of low-pass, high-pass, and middle-pass filter are illustrated in Fig. 1. Different from existing spectral-based methods, we introduce extra parameters to control the curvature and scope of all three filters. As a benefit, the bandwidth and magnitude of our graph convolutional filters can be adjusted automatically during training.

The main contributions of this paper are summarized as follows.

- **We propose an Automatic Graph Convolutional Network (AutoGCN) with three novel graph convolutional filters, a low-pass linear filter, a high-pass linear filter, and a middle-pass quadratic filter.** While capturing the whole spectrum of graph signals, AutoGCN ends up with a spatial form without performing eigendecomposition.

- **We enable the proposed graph convolutional filters to control their bandwidth and magnitude automatically by updating the curvature and scope of filter functions during training.** We empirically show that all three graph filters contribute to model performance.

- **Experimental results show that AutoGCN achieves significant improvement over baseline methods that only function as low-pass filters on medium-scale datasets for both node classification and graph prediction tasks.**

Our source codes are publicly available at https://github.com/nnzhan/AutoGCN. The rest of this paper is organized as follows. In Section 2, we summarize current works of graph convolutional networks. In Section 3, we formally define our problems. In Section 4, we provide the background knowledge about spectral-rooted spatial graph convolution. In Section 5, we present our method named automatic graph convolution in detail. In Section 6, we report the experimental results of our method on both node classification and graph prediction tasks. Finally, in Section 7, we make a conclusion of our paper.

### 2 RELATED WORK

The study of graph convolutional networks is rooted in graph signal processing or spectral graph theory [25]. By defining the graph Fourier transform and the inverse graph Fourier transform of a graph signal, the convolution between a graph signal and a filter can be derived by the convolution theorem where the Fourier transform of the convolution of two signals equals the elementwise product of their Fourier transforms. With this theorem, Bruna et al. [19] defined graph convolutional filters as functions of eigenvalues of the graph Laplacian matrix. Eigendecomposition of a graph Laplacian matrix is computationally expensive. To bypass this bottleneck, Defferrard et al. [20] showed that a filter function defined on the eigenvalues is equivalent to the same function defined on the graph Laplacian matrix. Based on this result, various of filter functions which are defined on the graph Laplacian matrix directly have been proposed such as Chebyshev polynomials [20], a first-order approximation of Chebyshev polynomials [21], and Cayley polynomials [26]. Besides graph Fourier transform, another line of works defines graph convolution through graph wavelet transform [27], [28]. These methods are localized in the vertex domain and do not require eigendecomposition as well. However, complex operations on the graph Laplacian matrix still impede model efficiency due to higher-order computation.

Concurrently, despite graph convolution, message passing has mostly dominated the recent development of graph neural networks due to its efficiency, generality, and flexibility. The basic idea is to propagate graph signals along...
with graph structures. By iterating the propagation step multiple times, a node can broaden its neighborhood to the entire graph. Earlier schemes of graph message passing follow the recurrent architecture, where the parameters are shared across multiple propagation steps [29], [30], [31]. These methods update node states recursively until steady states are reached. On the other side, compositional schemes modularize message passing as a neural network layer to improve model pluggability and capacity [32]. Gilmer et al. [5] formalized the message passing framework with two components, a propagator and a updator. The propagator summarizes information for a node based on its neighborhood context. The updator transforms the collected information with learnable parameters. The most intuitive propagate function is the mean function, which takes the average of the center node information and its neighborhood information. Various improvements are made over the mean aggregate function by refining edge weights through normalization [21] and diffusion [33], assigning learnable weights to neighbors [34], [35], introducing a scalar parameter to pass graph isomorphism test [36], teleporting back to a node’s initial information to avoid the over-smoothing problem [37]. In addition, the expressive power of most GNNs are upbounded by the 1-Weisfeiler-Lehman (1-WL) graph isomorphism test. Some recent works are able to surpass this limitation [38], [39]. The over-smoothing problem is studied in depth by [39] and [40]. They introduced decoupling mechanisms and identity mapping respectively. Some other advanced works focus on designing complex architectures of graph neural networks by increasing network depth and receptive field size [41], [42], [43]. Graph neural networks based on message passing do not consider spectral properties of the message passing operations, namely graph convolution. Wu et al. [24] proved that stacking multiple GCN with identity activation is a low-pass filter. Balcilar et al. [18] showed that most graph neural networks are essentially low-pass filters. In parallel to graph convolution transforms, graph wavelet transforms decompose graph signals in multi-scale [44], [45]. These works also consider the high-frequency part of graph signals, but they lack the ability to automatically adjust the bandwidth of graph signals based on data.

3 Problem Formulation

Attributed Graph. An attributed graph \( G = (V, E, X) \) consists of a set of nodes \( V \), a set of edges \( E \), and a node feature matrix \( X \in \mathbb{R}^{n \times d} \) where \( n \) is the number of nodes for the graph \( G \) and \( d \) is the feature dimension. The structural information of the graph \( G \) can be encoded by a graph adjacency matrix \( A \in \mathbb{R}^{n \times n} \). If there exists a connection \((v_j, v_k) \in E\), then \( A_{ij} \neq 0 \), otherwise \( A_{ij} = 0 \). In this paper, we only consider undirected attributed graphs. In this case, \( A \) is symmetric.

Node-Level Prediction. The node-level prediction task forecasts a label for each node in a graph. It aims to learn a mapping \( f: (A, X) \rightarrow Y \in \mathbb{R}^{1 \times c} \). For node regression problems, \( c = 1 \). For node classification problems, \( c \) equals the number of classes.

Graph-Level Prediction. The graph-level prediction task forecasts a label for each graph in a data set. It aims to learn a mapping \( f: (A, X) \rightarrow Y \in \mathbb{R}^{1 \times c} \). For graph regression problems, \( c = 1 \). For graph classification problems, \( c \) equals the number of classes.

4 Spectral-Rooted Spatial Graph Convolution

Graph convolutional networks generally fall into spectral-based approaches and spatial-based approaches. Several representative methods such as ChebNet [20] and GCN [21] take roots in the spectral domain while ending up with spatial forms. As a key benefit, they avoid the computation of eigendecomposition of the graph Laplacian matrix in order to perform graph convolution. Most recently, Balcilar et al. [18] connect spectral-based approaches and spatial-based approaches by a uniform formula, which is defined as

\[
H^{(l+1)} = \sigma \left( \sum_{k=1}^{K} C^{(k)} H^{(0)} W^{(k)} \right),
\]

with the graph convolutional kernel set to

\[
C^{(k)} = U \text{diag}(F_k(\lambda)) U^T
\]

where \( F_k(\lambda) \) is the filter function, \( U \) and \( \lambda \) denote the eigenvectors and the eigenvalues of the normalized graph Laplacian matrix \( L = I - D^{-\frac{1}{2}} A D^{-\frac{1}{2}} \) respectively, \( D \) is a diagonal matrix with \( D_{ii} = \sum_j A_{ij} \). \( W^{(k)} \) is a learnable parameter matrix, \( H^{(0)} \) is the node representation matrix at layer \( l \), \( H^{(l)} = X, K \) is the number of filter functions, and \( \sigma(\cdot) \) represents the activation function. With Equations (1) and (2), spectral-based approaches can be designed by defining new filter functions, and spatial-based approaches can be analyzed from the spectral domain by computing the frequency profile (the filter function) of the convolutional kernel \( C^{(k)} \), using

\[
F_k(\lambda) = \text{diag}(U^T C^{(k)} U).
\]

Under this framework, ChebNet takes the filter function \( F_1(\lambda) = 1, F_2(\lambda) = 2\lambda/\lambda_{\max} - 1, \) and \( F_k(\lambda) = 2F_2(\lambda)F_{k-1}(\lambda) - F_{k-2}(\lambda) \). As \( L = U \text{diag}(\lambda)^U^T \), the convolutional kernel of ChebNet, i.e. \( C^{(k)} \), results in a polynomial function of \( L \) with order \( k - 1 \). Taking higher orders of \( L \) is computationally expensive. GCN simplifies ChebNet with first order approximation by setting \( K = 2, \lambda_{\max} = 2, \) and \( W^{(l)} = -L \). The form of GCN is then derived as,

\[
H^{(l+1)} = \sigma \left( (I + D^{-\frac{1}{2}} A D^{-\frac{1}{2}}) H^{(0)} W^{(l)} \right)
\]

With a renormalization trick to avoid numerical instabilities, GCN replaces \( I + D^{-\frac{1}{2}} A D^{-\frac{1}{2}} \) by \( D^{-\frac{1}{2}} (A + I) D^{-\frac{1}{2}} \), where \( D_{ii} = \sum_j A_{ij} + 1. \) Proved by Balcilar et al. [18], the frequency profile of GCN can be approximated by \( F(\lambda) = 1 - \lambda d/(1 + d) \). This corresponds to a low-pass filter with the cut-off frequency \( (1 + d)/d \). Although GCN is simple and robust, it only contains a single low-pass filter. It is incapable of capturing potential patterns in middle and high frequency bands. DSGCN [18] incorporates low-pass, middle-pass and high-pass filters by proposing a set of
customized filter functions $F(\lambda)$ for a particular dataset. For example, DSGCN proposes four filter functions for the CORA dataset. They are $F_1(\lambda) = (1 - \lambda/\lambda_{max})^2$, $F_2(\lambda) = \exp(-0.25(0.25\lambda_{max} - \lambda)^2)$, $F_3(\lambda) = \exp(-0.25(0.5\lambda_{max} - \lambda)^2)$, and $F_4(\lambda) = \exp(-0.25(0.75\lambda_{max} - \lambda)^2)$. While capturing customized frequency band of graph signals, DSGCN needs to calculate eigenvalues and eigenvectors, causing scalability issues. Furthermore, the filter functions of DSGCN are manually designed. It lacks an automatic mechanism to learn the optimal frequency profile of filters based on data.

5 Automatic Graph Convolution

Based on spectral-rooted spatial graph convolution, we propose Automatic Graph Convolution that automatically selects low-pass, middle-pass, and high-pass filters with optimal frequency profiles. To avoid heavy computations of eigenvalues or higher orders of the graph Laplacian matrix $L$, we restrict the search of filter functions within linear and quadratic forms.

In the following, we first introduce the proposed low-pass, high-pass, and middle-pass filters, and then elaborate on the design of our proposed graph convolution.

Our low-pass and high-pass filters are designed to be a linear function of $\lambda$. We introduce two adjustable parameters to control the magnitude and the cut-off frequency of a filter function. We propose the low-pass linear filter function as

$$F_{low}(\lambda) = p(1 - a\lambda),$$

(6)

where the parameter $p > 0$ controls the magnitude of the frequency profile and the parameter $a \in (0, 1)$ determines the cut-off frequency. The reason we constrain the scope of the parameter $a$ within $a \in (0, 1)$ is based on the assumption that $\lambda_{max} = 2$, as the upper bound of eigenvalues is 2. When $a$ approaches to 1, at least half of the lower spectrum can be retained. If $a$ approaches to 0, the slope of the low-pass filter function will become flatter in a decreasing manner. In Fig. 2a, we give examples of the frequency profiles of low-pass linear filters with three different settings. Inserting Equation (6) into Equation (2), the graph convolutional kernel of the low-pass linear filter is derived as

$$C_{low}(p, a) = p(a\tilde{A} + (1 - a)I),$$

(7)

where $\tilde{A} = D^{-\frac{1}{2}}AD^{-\frac{1}{2}}$. The derivation process can be found in Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TKDE.2022.3186016. According to Equation 7, the low-pass linear filter essentially aggregates a node’s self-information with its neighborhood information. It is reasonable for graph data which follows the homophily assumption that connected nodes share similar features. From a spatial perspective, the parameter $p$ controls the contribution weight of a low-pass filter, and $a$ adjusts the confidence level of the homophily assumption.

Different from a low-pass filter, the spectrum of a high-pass filter should be retained in an increasing manner. We propose the high-pass linear filter function as

$$F_{high}(\lambda) = p(a\lambda + 1 - 2a),$$

(8)

where $p > 0$ and $a \in (0, 1)$. We can easily derive that when $\lambda = 2$, the filter function achieves the highest magnitude $p$ and when $\lambda$ decreases to $2 - 1/a$, it reaches 0. In Fig. 2b we give examples of the frequency profiles of high-pass linear filters with three different settings. Placing Equation (8) into Equation (2), the graph convolutional kernel of the proposed high-pass linear filter is derived as

$$C_{high}(p, a) = p(-a\tilde{A} + (1 - a)I).$$

(9)

We provide the details of derivation in Appendix A, available in the online supplemental material. From Equation (9), the high-pass filter computes the difference between the self-information and neighborhood information. It highlights the features of a node that are distinct from its neighbors.

The middle-pass filter cuts off frequency values at the low and high end. Due to linear functions are incapable of capturing this property, we assume the middle-pass filter function has a quadratic form. We propose the middle-pass quadratic filter function as

$$F_{mid}(\lambda) = p(\lambda - 1)^2 - a),$$

(10)

where $p > 0$ and $a \in (0, 1]$. The proposed middle-pass filter cuts off frequency at $\lambda = 1 \pm \sqrt{a}$, and reaches its maximum at $\lambda = 1$. Fig. 2c shows examples of the frequency profiles of the middle-pass filters with three different settings. Taking Equation (10) into Equation (2), the graph convolutional kernel of the proposed middle-pass filter is derived as,

$$C_{mid}(p, a) = p(\tilde{A}^2 - aI).$$

(11)

(a) The frequency profiles of the low-pass filters. 
(b) The frequency profiles of the high-pass filters. 
(c) The frequency profiles of the middle-pass filters.

Fig. 2. Frequency profiles of low-pass, high-pass, and middle-pass filters with three different settings. The horizontal axis is $\lambda$, ranging from 0 to 2. The vertical axis is the magnitude, which is the absolute value of the filter function.
Viewing from a spatial perspective, our middle-pass filter can be interpreted as differentiating a node's self-information from its two-hop neighborhood information.

**Theorem 1.** Assume a set of base low-pass linear filter functions with $F_i(\lambda) = 1 - a_i \lambda$ ($i = 1, 2, \ldots, K$), $a_i \in (0, 1)$, the linear combination of the set of base low-pass linear filter functions, $F(\lambda) = \sum p_i F_i(\lambda)$, with $p_i > 0$, is a low-pass linear filter with $\tilde{p} = \sum p_i$ and $\tilde{a} = \sum p_i a_i / \sum p_i$.

**Proof.**

\[
F(\lambda) = \sum p_i F_i(\lambda) = \sum p_i (1 - a_i \lambda) = \sum p_i \left( 1 - \frac{p_i a_i}{\sum p_i} \lambda \right). 
\]

Let $\tilde{p} = \sum p_i$, and $\tilde{a} = \sum p_i a_i / \sum p_i$, $F(\lambda) = \tilde{p}(1 - \tilde{a} \lambda)$.

We now prove $\tilde{p} > 0$, and $\tilde{a} \in (0, 1)$.

\[
\tilde{p} = \sum p_i > \min(p_i) > 0. 
\]

As $p_i > 0$,

\[
\tilde{a} = \sum p_i a_i / \sum p_i \geq \min(p_i) \sum a_i / \sum p_i = \min(a_i) > 0 
\]

\[
\tilde{a} = \sum p_i a_i / \sum p_i \leq \max(p_i) \sum a_i / \sum p_i = \max(a_i) < 1. 
\]

Therefore, $0 < \tilde{a} < 1$.

With $\tilde{p} > 0$ and $0 < \tilde{a} < 1$, Equation (15) fulfills the definition of our proposed low-pass linear filter. □

**Theorem 2.** Assume a set of base high-pass linear filter functions with $F_i(\lambda) = a_i \lambda + 1 - 2a_i$ ($i = 1, 2, \ldots, K$), $a_i \in (0, 1)$, the linear combination of the set of base high-pass linear filter functions, $F(\lambda) = \sum p_i F_i(\lambda)$, with $p_i > 0$, is a high-pass linear filter with $\tilde{p} = \sum p_i$ and $\tilde{a} = \sum p_i a_i / \sum p_i$.

**Proof.**

\[
F(\lambda) = \sum p_i F_i(\lambda) = \sum p_i (a_i \lambda + 1 - 2a_i) = \left( \sum p_i \right) \left( a_i \lambda + 1 - 2 \frac{p_i a_i}{\sum p_i} \right). 
\]

Let $\tilde{p} = \sum p_i$, and $\tilde{a} = \sum p_i a_i / \sum p_i$, $F(\lambda) = \tilde{p}(a \lambda + 1 - 2\tilde{a})$.

As $\tilde{p} > 0$ and $\tilde{a} \in (0, 1)$, Equation (22) fulfills the definition of our proposed high-pass filter. □

**Theorem 3.** Assume a set of base middle-pass quadratic filter functions with $F_i(\lambda) = (\lambda - 1)^2 - a_i$ ($i = 1, 2, \ldots, K$), $a_i \in (0, 1)$, the linear combination of the set of base middle-pass quadratic filter functions, $F(\lambda) = \sum p_i F_i(\lambda)$, with $p_i > 0$, is a middle-pass quadratic filter with $\tilde{p} = \sum p_i$ and $\tilde{a} = \sum p_i a_i / \sum p_i$.

**Proof.**

\[
F(\lambda) = \sum p_i F_i(\lambda) = \sum p_i ((\lambda - 1)^2 - a_i) = \left( \sum p_i \right) \left( (\lambda - 1)^2 - \frac{\sum p_i a_i}{\sum p_i} \right). 
\]

Let $\tilde{p} = \sum p_i$, and $\tilde{a} = \sum p_i a_i / \sum p_i$, $F(\lambda) = \tilde{p}(\lambda - 1)^2 - \tilde{a}$.

As $\tilde{p} > 0$ and $\tilde{a} \in (0, 1)$, Equation (26) fulfills the definition of our proposed middle-pass filter.

**Over-Parameterization of Low-Pass, High-Pass, and Middle-Pass Filter Functions.** For a single low-pass, high-pass, or a middle-pass filter, to learn the scalar parameter $p$ and $a$ by gradient descent is not robust. As $p$ and $a$ are both one-dimensional, the distance between two local optimums for these two parameters is quite small compared to points in higher-dimensional space. Therefore $p$ and $a$ can be easily shifted from one local optimum point to another in each learning iteration. To address this issue, we over-parameterize the proposed filter functions by a linear combination of base filter functions. According to Theorems 1, 2, and 3, the linear combination of base filter functions still lies in the definition of our proposed filter functions. Concretely, we set the over-parameterized low-pass, high-pass, and middle-pass filter functions as $F_{low}(\lambda) = \sum_{i=1}^{K} p_i (1 - a_i \lambda)$, $F_{high}(\lambda) = \sum_{i=1}^{K} p_i (a_i \lambda + 1 - 2a_i)$, and $F_{mid}(\lambda) = \sum_{i=1}^{K} p_i ((\lambda - 1)^2 - a_i)$, where $K$ denotes the number of base filter functions, $p_i$ is a learnable parameter constrained by $p_i > 0$, $\{a_i, i = 1, 2, \ldots, K\}$ are set to a fixed value, which equally spaced across $(0, 1)$ for low-pass and high-pass filter functions, and across $(0, 1)$ for middle-pass filter functions. For example, if $K = 3$ and $a_i \in (0, 1)$, then $\{a_1, a_2, a_3\}$ is set to $\{0 + \epsilon, 0.5 - \epsilon, 1 - \epsilon\}$ with $\epsilon$ set to an infinitely small value. By setting a large $K$, we essentially over-parameterize and transform the proposed filter functions from learning two single parameters ($p$ and $a$) to learning a set of parameters ($\{p_i, i = 1, 2, \ldots, K\}$).

In this way, the model generalization power is enhanced.

**Complementary Gating.** Gating mechanisms are widely used in neural networks to control information flow and increase non-linearity. Without additional parameters, we introduce a complementary gating mechanism. The idea is to weigh the importance of one graph convolutional filter given the other two. We assume that if one of the three graph convolutional filters contributes to the learning objective, the role of the other two will be less important. Combining all components, we reach to our proposed graph convolution named **Automatic Graph Convolution** in its spatial form:

\[
H^{(l+1)} = \sigma \left( H_{low}^{(l)} \odot \sigma \left( H_{high}^{(l)} + H_{mid}^{(l)} \right) + H_{high}^{(l)} \odot \sigma \left( H_{low}^{(l)} + H_{mid}^{(l)} \right) \right) + H_{mid}^{(l)} \odot \sigma \left( H_{low}^{(l)} + H_{high}^{(l)} \right),
\]

where $\odot$ denotes the elementwise product, $H_{low}^{(l)}$, $H_{mid}^{(l)}$, $H_{high}^{(l)}$, $C_i^{(l)} = U_{\text{diag}}(F_i(\lambda)) U^T$, and $f \in \{\text{low, mid, high}\}$. To form a graph convolutional network, the graph convolution can be performed multiple times attached with
an output layer in the end. For node prediction tasks, the output layer can be an MLP (multi-layer perceptron). For graph prediction tasks, the output layer can be a sum/mean operation to read out graph representations, followed by an MLP layer.

**Scalability Analysis.** As AutoGCN realizes a simple form in spatial domain without eigendecomposition, the computation complexity of AutoGCN is with the same magnitude as GCN [21], i.e. $O(M)$, where $M$ is the number of edges. Concretely, the computation complexity of the low-pass, middle-pass, high-pass filters of AutoGCN is $O(M), O(M), O(M)$ respectively. Therefore, the overall computation complexity of AutoGCN is $O(M)$.

Overall, the benefit of AutoGCN can be understood in three aspects. First, AutoGCN captures the full spectrum of graph signals with a minimal set of graph convolutional filters, namely a low-pass filter, a high-pass filter, and a middle-pass filter. This enhances model expressivity compared to GCNs which only contain a low-pass filter. Second, AutoGCN is able to adjust the bandwidth and magnitude of its filter functions adaptively based on data. It could be extremely helpful when the distribution of data lies far from our prior knowledge. Third, AutoGCN achieves a simple form in the spatial domain. The low-pass filter can be considered as smoothing a node’s self-information with its neighborhood information, the high-pass filter can be regarded as obtaining the difference between a node’s self-information and its neighborhood information, and the middle-pass filter can be taken as distinguishing a node’s self-information from its 2nd-hop neighborhood information. All three filters enrich the feature representations of nodes in a different way.

### 6 Experiments

We implement AutoGCN using PyTorch within a graph neural network benchmarking framework [46] based on DGL [47]. As pointed out by Dwivedi et al. [46], previous popular graph datasets such as Cora and Tu datasets are small and more likely to be overfitted, making it hard to identify the contribution of new methods. In this paper, we choose medium-scale graph datasets. To validate the effectiveness of our AutoGCN, we test its performance on node and graph prediction tasks.

#### 6.1 Node Classification

**Datasets.** We use six datasets: PUBMED, SBM-PATTERN, SBM-CLUSTER, Arxiv-year, YelpChi and Squirrel. PUBMED is a citation network consisting of 19,717 documents with 7 class labels. The feature of each document is a bag-of-words representation of dimension 500. We adopt the preprocessed version of PUBMED from DGL [47]. SBM-PATTERN and SBM-CLUSTER are synthesized graph datasets [46]. They are generated by the stochastic block model with a probability $p$ that two nodes are connected if they belong to the same community and a probability $q$ that two nodes are linked if they fall into different communities. The node features of SBM-PATTERN and SBM-CLUSTER are uniformly generated from a vocabulary of $\{1, 2, 3\}$. The task of SBM-PATTERN is to predict whether a node belongs to a graph pattern. The task of SBM-CLUSTER is to classify nodes to their belonged clusters. For Arxiv-year, YelpChi and Squirrel, they are three non-homophilous graph datasets adopted from [48]. In a non-homophilous graph, connected nodes are not evidently more likely to share the same label. The summary statistics for these three datasets are provided in Table 1.

**Experimental Settings.** The training loss for all three datasets is the cross-entropy loss. We report the averaged accuracy on test data over 5 runs with 5 different seeds. For PUBMED, in each run, the dataset is randomly split into train, valid, and test data by 60%, 20%, 20%. For SBM-PATTERN and SBM-CLUSTER, we follow the same data split as [46]. For Arxiv-year, YelpChi, and Squirrel, we follow [48] to split the datasets into train, valid, and test data with a ratio of 2:1:1. We utilize the validation set to select the best model among all epochs in each run. For PUBMED, the default hyperparameter setting is used for each baseline model. For SBM-PATTERN, we choose 4 layers for all methods with a fixed budget of around 100 k parameters. For SBM-CLUSTER, we set 8 layers for all methods with a fixed budget of around 200k parameters. For Arxiv-year, YelpChi, and Squirrel, we set 2 layers for all methods with a fixed budget of around 100 k parameters. Residual connections, batch normalizations, and graph size normalizations [46] are employed for all methods on SBM-PATTERN SBM-CLUSTER, Arxiv-year, Yelp-Chi, and Squirrel. This ensures all baseline methods do not face the over-smoothing problem when the model is deep. Other hyperparameter settings are provided in Appendix B, available in the online supplemental material. All experiments are conducted using a single Titan XP GPU card.

**Baselines.** We compare AutoGCN against nine methods: MLP, ChebNet [20], GCN [21], SGC [24], DSGCN [18], APGCN [49], GIN [36], GraphSage [50], GAT [51], and MoNet [34]. We use the DGL built-in implementations of graph convolutional layers for GCN, GraphSage, GAT and...
We use three medium-scale datasets for graph pre-

| Model       | PUBMED         | SBM-PATTERN   | SBM-CLUSTER   |
|-------------|----------------|---------------|---------------|
|             | ACC            | #Param        | s/epoch       | ACC            | #Param        | s/epoch       | ACC            | #Param        | s/epoch       |
| MLP         | 0.493 ± 0.164  | 9019          | 0.0074        | 0.505 ± 0.000 | 108112        | 7.6688        | 0.223 ± 0.003  | 201900        | 10.0579       |
| GIN [36]    | 0.871 ± 0.004  | 16161         | 0.0097        | 0.863 ± 0.000 | 101764        | 17.7936       | 0.663 ± 0.010  | 207412        | 16.7895       |
| GraphSage   | 0.868 ± 0.006  | 16134         | 0.0126        | 0.663 ± 0.002 | 106563        | 12.6709       | 0.666 ± 0.018  | 205675        | 15.1923       |
| GAT [51]    | 0.855 ± 0.005  | 32460         | 0.0285        | 0.780 ± 0.004 | 109936        | 29.5291       | 0.675 ± 0.006  | 205548        | 39.0724       |
| MoNet [34]  | 0.847 ± 0.006  | 9903          | 3.6768        | 0.864 ± 0.000 | 104135        | 856.5389      | 0.663 ± 0.009  | 203299        | 803.4335      |
| ChebNet [20]| 0.886 ± 0.006  | 24201         | 0.0226        | 0.857 ± 0.000 | 103703        | 15.7381       | 0.734 ± 0.004  | 202435        | 15.4712       |
| GCN [21]    | 0.866 ± 0.005  | 8105          | 0.0112        | 0.855 ± 0.000 | 106463        | 12.4331       | 0.645 ± 0.007  | 199015        | 14.7601       |
| SGC [24]    | 0.866 ± 0.004  | 8067          | 0.0049        | 0.835 ± 0.001 | 108112        | 7.2495        | 0.475 ± 0.001  | 201900        | 5.7526        |
| APGCN [49]  | 0.851 ± 0.005  | 32263         | 0.0447        | 1.000 ± 0.000 | 106124        | 7.7181        | 0.545 ± 0.002  | 202868        | 13.0703       |
| DSGCN [18]  | 0.853 ± 0.007  | 9080          | 19.7565       | -             | -             | -             | -              | -             | -             |
| AutoGCN     | 0.893 ± 0.005  | 24297         | 0.0372        | 0.859 ± 0.000 | 103895        | 20.7730       | 0.741 ± 0.002  | 202819        | 20.3951       |

Results on test sets are averaged over 5 runs with 5 different seeds. OOM stands for out of memory.

MoNet. For MLP and GIN, we adopt the implementations provided by Dwivedi et al. [46]. For ChebNet, we implement it with a second-order approximation and set $\lambda_{max} = 2$. For DSGCN, we use its original TensorFlow implementation. Due to DSGCN does not provide a general rule to design customized graph convolutional filters for new datasets, we only test DSGCN on the PUBMED dataset with its default setting.

Results & Discussion. Table 2 shows the experimental results for node classification tasks. On all datasets except SBM-PATTERN, AutoGCN significantly outperforms baseline methods that only work as a low-pass filter including GCN, SGC, GraphSage, and GAT. We observe that the experimental result of APGCN on SBM-PATTERN outperforms other baseline method. However, the performance of APGCN is not robust across all datasets. Besides, we observe that DSGCN does not perform well as expected on the PUBMED dataset. The same phenomenon also applies to GAT. In its original paper, GAT evidently outperforms GCN on PUBMED. However, our experiment shows a different conclusion. This is partly due to the original data split of PUBMED used by GAT and DSGCN is not big enough to evaluate graph neural network models. The original data split consists of 140 nodes for training, 500 nodes for validation, and 1000 nodes for testing [21]. Therefore, it may easily drive the design of graph neural networks to overfit the small dataset.

6.2 Graph Prediction

Datasets. We use three medium-scale datasets for graph prediction [46]: ZINC, MNIST, and CIFAR10. ZINC is a molecular graph dataset. The task is to regress a molecular property called the constrained solubility [52]. For each molecular graph, node features are the type of atoms. MNIST and CIFAR10 are image classification datasets from computer vision. They are converted from images to graphs by representing nodes using super-pixels and constructing edges using k-nearest neighbors. The summary of statistics for these three datasets is provided in Table 3.

Experimental Settings. The training loss and the evaluation metric for ZINC data is the mean absolute error (MAE). For MNIST and CIFAR10, the training objective is the cross-
Table 4 shows the experimental results of the ablation study. It shows that any absence of a key component reduces the performance of AutoGCN.

### 6.3 Ablation Study

We conduct an ablation study on SBM-CLUSTER and ZINC to validate the effectiveness of key components that contribute to the improvement of our proposed model. We name AutoGCN without different components as follows - w/o low: AutoGCN without the low-pass linear filter; w/o high: AutoGCN without the high-pass linear filter; w/o middle: AutoGCN without the middle-pass quadratic filter; w/o over: AutoGCN without over-parameterizing filter functions; w/o par: AutoGCN without parameterizing filter functions. We set $p = 1, a = 0.5$ as fixed values for the low-pass filter, the high-pass filter, and the middle-pass filter; w/o gate: AutoGCN without the complementary gate. We simply sum up the outputs of three graph convolutional filters in each layer. For w/o low, w/o high, and w/o middle, we increase the hidden feature dimension to keep approximately the same number of parameters as AutoGCN. We run each experiment five times and report the averaged evaluation metrics with standard deviation on test data. Table 5 reports the experimental results of the ablation study. It shows that any absence of a key component reduces the performance of AutoGCN.

### 6.4 Discussion & Limitation

There are close connections between AutoGCN and prior works. Like ChebNet [20] and GCN [21], AutoGCN is a polynomial approximation on the general filtering function. Similar to DSGCN [18], AutoGCN rely on manually choosing base filtering functions. Moreover, the linear filtering functions of AutoGCN is similar to the residual connection applied many GNN works such as GCNI [40]. The mid-pass filtering function is close to performing 2-hop propagation studied in MixHop [43]. The fact that AutoGCN introduces different message passing mechanisms for different frequency components can be related to the idea of...
heterogeneous graph neural networks [53], [54], [55] where they tackle different types of relations with different networks. Despite the common characteristics, the distinct difference between AutoGCN and these prior works lies in two folds. First, it contains a high-frequency filter component. The high-frequency filter is used to distinguish the difference between a node and its neighbors. Second, the frequency bandwidth of AutoGCN is not fixed. It can be adjusted automatically by learning from data.

While being adaptive to frequency bandwidth, the flexibility of AutoGCN in adjusting filtering functions is limited. The linear and quadratic functions of AutoGCN are only approximating low-pass, mid-pass and high-pass filters. On the one side, each type of filter functions still contain other frequency bands which are not desired. For example, the designed low-pass frequency functions also has a small portion of mid-frequency bands and high-frequency bands. On the other side, if we choose to cut-off the frequency for the corresponding filters, the model cannot be simplified to first-order and second-order of the adjacency matrix, and thus such alternative model is no longer scalable.

6.5 Analysis of Model Depth

Graph convolutional networks often face the over-smoothing problem. In theory, as the number of hidden layers goes to infinity, node features of a graph will converge to a fixed point [56]. A solution to mitigate the over-smoothing problem is to add residual connections to each layer. Fig. 3 plots the performance curve of GCN and AutoGCN on SBM-CLUSTER and ZINC as the number of layers is increased from 2 to 16 every two steps. We run each experiment five times and report the averaged evaluation metrics with standard deviation on test data. With the increase in the number of layers, the performance of GCN and AutoGCN is also enhanced. It demonstrates the usefulness of residual connections in designing deep graph convolutional networks. Note that it may be argued that the significant improvement of AutoGCN over GCN is mainly attributed to the fact that each layer of AutoGCN receives a broader range of neighborhood information because of the second-order of the graph Laplacian matrix. It is suspected that comparing AutoGCN with GCN or other methods under the same number of layers may not be a fair option. However, if we look at Fig. 3, a deeper GCN still cannot compete with a shallower AutoGCN. For example, a four-layer GCN performs much worse than a two-layer AutoGCN, even the depth of node information aggregation for both models is 4. This may suggest that the second-order graph Laplacian matrix not only broadens a node’s neighborhood but also works as a middle-pass filter to filter low and high frequency of graph signals.

7 Conclusion

This paper proposes a graph convolutional network that captures the full spectrum of graph signals with automatic filtering. Our method AutoGCN consists of three different forms of graph convolutional filters: the low-pass filter, the high-pass filter, and the middle-pass filter. All three filters enrich node feature representations in a different way. In each filter, we introduce two parameters to control the magnitude and the curvature of its frequency profile. It enables AutoGCN to update its parameterized filter functions based on data. Our experiments show that AutoGCN achieves significant improvement over baseline methods that only work as low-pass filters. Different graph convolutional filters have great potential to deal with graphs with heterophily [57], i.e., nodes with different labels tend to be linked. In the future, we plan to apply our method to heterophilic graphs and exploit the trustworthiness [58] of our model (e.g., robustness).
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