Spin fluctuations and superconductivity in K$_x$Fe$_{2−y}$Se$_2$
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Superconductivity in alkali-intercalated iron selenide, with $T_c$’s of 30K and above, may have a different origin than that of the other Fe-based superconductors, since it appears that the Fermi surface does not have any holelike sheets centered around the $\Gamma$ point. Here we investigate the symmetry of the superconducting gap in the framework of spin-fluctuation pairing calculations using density functional theory bands folded down onto a three-dimensional (3D), ten-orbital tight-binding model, treating the interactions in the random-phase approximation (RPA). We find a leading instability towards a state with $d$-wave symmetry, but show that the details of the gap function depend sensitively on electronic structure. As required by crystal symmetry, quasi-nodes on electron pockets always occur, but are shown to be either horizontal, looplike or vertical depending on details. A variety of other 3D gap structures, including bonding-antibonding $s$-symmetry states which change sign between inner and outer electron pockets are found to be subdominant. We then investigate the possibility that spin-orbit coupling effects on the one-electron band structure, which lead to enhanced splitting of the two $M$-centered electron pockets in the 2-Fe zone, may stabilize the bonding-antibonding $s_{\pm}$-wave states. Finally, we discuss our results in the context of current phenomenological theories and experiments.

I. INTRODUCTION

Recent investigations of the alkali iron selenide materials with nominal composition AFe$_2$Se$_2$ (A-122) have revealed significant differences relative to the other iron chalcogenide and iron pnictide superconductors. While most of the materials in the class of iron-based superconductors (FeSC) show Fermi surfaces with both hole-like and electron-like sheets, angle resolved photoemission (ARPES) studies of the superconducting A-122 systems suggest the absence of the hole-like Fermi sheets around the $\Gamma$ point in the first Brillouin zone. Intriguingly, similar ARPES results have been reported on high-$T_c$ superconducting monolayer FeSe films. In both cases, this suggests that the usual arguments leading to $s_{\pm}$ pairing by repulsive interactions acting between hole and electron pockets must break down.

Various authors have already discussed this problem. Two dimensional (2D) fluctuation-exchange calculations using a tight-binding model of the electronic structure in the 1-Fe Brillouin zone found a nodeless $d$-wave state to be the leading instability. It was pointed out, however, that the body-centered tetragonal symmetry of the 122 structure forced a hybridization of the electron pockets, leading to nodes in the $d$-wave gap function on these sheets. Saito et al. found such nodal $d$-wave states in 2D random-phase approximation (RPA) fluctuation calculations for a ten-orbital Hubbard model for planes with a few fixed $k_z$ to be subdominant compared to $s_{\pm}$ states when considering phonon-mediated electron-electron interactions. Mazin, as well as Khodas and Chubukov, pointed out that the hybridization forced by the 122 crystal structure can lead to the possibility of a novel “bonding-antibonding” $s_{\pm}$-wave state with opposite signs on the two $M$-centered hybridized electron pockets in the 2-Fe zone. There have also been proposals for $s$-wave states with like signs on all of the electron sheets. For example, Wang et al. used a functional renormalization group approach in which a type $s_{\pm}$ pairing arose from scattering between states belonging to a $\Gamma$-centered hole band located below the Fermi level to the electron pockets. Fang et al. discussed a strong coupling approximation in which a next-nearest-neighbor exchange $J_2$ along with a Gutzwiller band narrowing leads to an $s_{\pm}$ state.

Thus proposals for the pairing mechanism of the AFe$_2$Se$_2$ superconductors range from weak coupling fluctuation exchange, to superexchange via selenium 4$p$ orbitals, to orbital correlation enhanced phonon exchange scenarios. The different results for the gap structure predicted by these theories should provide an opportunity to differentiate between them experimentally. Here we will focus on the fluctuation-exchange mechanism with the goal of determining the consequences of the absence of the hole-like Fermi sheets and the resulting structure of the gap. In these calculations we will treat the full 3D system and explore the differences with arguments based on simpler 2D models.

It is important to recall that the exact crystal structure of the optimal superconducting material of this type has not yet been determined. Current superconducting samples may be inhomogeneous at the nanoscale or mesoscale, consisting of regions of ordered magnetism and vacancies and superconducting regions with fewer, possibly disordered vacancies. Some aspects of the inhomogeneity have been reviewed in Refs. 2-4. We attempt here to describe the effective electronic structure of the superconducting regions with a model similar to the doped A$_x$Fe$_{2−y}$Se$_2$ system. A similar effective band model may also arise from scattering from disorder in the $\sqrt{2} \times \sqrt{2}$ Fe vacancy reconstructed lattice. Ultimately, we believe that the general types of order parameter structures which emerge from our calculation should be at least quali-
\[ H_0 = \sum_{\sigma} \sum_{i} \sum_{\ell \ell'} \sum_{\sigma} t_{ij}^{\ell \ell'} c_{i\ell \sigma} c_{j\ell' \sigma} , \]  

where \( t_{ij}^{\ell \ell'} \) are the hoppings connecting sites \( i \) and \( j \) for orbitals \( \ell \) and \( \ell' \), are shown Fig. 1 for energies close to the Fermi level.

Within the approximation to the electronic pairing vertex described below, the electronic structure enters the pairing strength eigenvalue problem Eq. (11) only through the Fermi surface. Due to the sample preparation issues alluded to above, several possible dopings have been reported for superconducting samples. In this investigation, we consider two doping levels, (see Fig. 1), which represent different ends of the superconducting range in order to illustrate the effect of doping on the pairing. Although there is no clear empirical relationship between \( T_c \) and doping in this material, we will refer to the doping with \( n = 6.12 \) electrons as “underdoped”; it is close to the critical doping where the \( \Gamma \)-centered hole pocket disappears\(^1\), and corresponds nominally\(^2\) to the alloy \( \text{K}_{0.8}\text{Fe}_{1.7}\text{Se}_2 \). We also consider an “overdoped” filling \( n = 6.25 \), which corresponds to \( \text{K}_{0.85}\text{Fe}_{1.8}\text{Se}_2 \).

The Fermi surfaces derived from our tight-binding model shown in Fig. 2 exhibit two significant differences between the two dopings: In the underdoped case, electron like pockets centered at the \( \Gamma \) point (labeled by \( \kappa_1 \) ) look quite different from some spots close to the hybridization lines) and the in- terior pockets (labeled by \( \kappa_2 \)) look quite different from the hybridization lines. In the overdoped case, electron like pockets centered at the \( \Gamma \) point (labeled by \( \kappa_1 \) ) look quite different from some spots close to the hybridization lines) and the interior pockets (labeled by \( \kappa_2 \)) look quite different from the hybridization lines. In the overdoped case, electron like pockets centered at the \( \Gamma \) point (labeled by \( \kappa_1 \) ) look quite different from some spots close to the hybridization lines) and the inner pocket shows vertical stripes of orbital weight of all three orbitals on the inner and outer sheets.
B. Spin fluctuation pairing

The local interactions are included via the ten-orbital Hubbard-Hund Hamiltonian

\[
H = H_0 + \hat{U} \sum_{i,\ell} n_{i\ell\uparrow} n_{i\ell\downarrow} + \hat{U}' \sum_{i,\ell' < \ell} n_{i\ell\uparrow} n_{i\ell'\downarrow} \\
+ J \sum_{i,\ell' < \ell} \sum_{\sigma,\sigma'} c_{i\ell \sigma}^\dagger c_{i\ell' \sigma'}^\dagger c_{i\ell' \sigma'} c_{i\ell \sigma} + \hat{J'} \sum_{i,\ell' \neq \ell} \sum_{\sigma,\sigma'} c_{i\ell \sigma}^\dagger c_{i\ell' \sigma'}^\dagger c_{i\ell' \sigma} c_{i\ell \sigma} + \hat{F} \sum_{i,\ell' \neq \ell} \sum_{\sigma,\sigma'} c_{i\ell \sigma}^\dagger c_{i\ell' \sigma'}^\dagger c_{i\ell' \sigma'} c_{i\ell \sigma}^\dagger,
\]

(2)

where the interaction parameters \( \hat{U}, \hat{U}', \hat{J}, \hat{J}' \) are given in the notation of Kuroki et al.\textsuperscript{19}. Here, \( \ell \) is an orbital index with \( \ell \in \{1, \ldots, 10\} \) corresponding to the Fe-orbitals \((d_{xz}, d_{yz}, d_{xy}, d_{x^2-y^2}, d_{3z^2-r^2}, \ldots)\) on the first and second iron atom in the elementary cell. Note that the \( \Sigma' \) only gives a contribution when the indices \( \ell \) and \( \ell' \) label an orbital on the same iron atom.

The corresponding Fermi surface obtained with the orbital character for the two doping levels with fillings \( n_1 = 6.12 \) and \( n_2 = 6.25 \) are shown in Fig. 2. Given the Green’s functions in our model with the eigenenergies \( \xi_\ell(k) \) measured from the Fermi level

\[
G^*(k) = \frac{1}{i\omega_n - \xi_\ell(k)}.
\]

(3)

where we introduced the 4-momenta via \( k = (k, \omega_n) \), we now calculate the susceptibility in the normal state as

\[
\chi_{\ell_1 \ell_2 \ell_3 \ell_4}^0(q) = - \sum_{\mu \nu} M_{\mu \nu}^{\ell_1 \ell_2 \ell_3 \ell_4}(k, q) G^\mu(k + q) G^\nu(k).
\]

(4)

Here the matrix elements relating band and orbital space, \( a_{\ell}^\dagger(k) = (\langle \mu | \nu k \rangle) \) combine to the tensor

\[
M_{\ell_1 \ell_2 \ell_3 \ell_4}^{\mu \nu}(k, q) = a_{\ell_1}^\dagger(k) a_{\ell_2}^{\nu \dagger}(k+q) a_{\ell_3}^{\mu \dagger}(k+q).
\]

(5)

Taking into account the interactions cited in Eq. (3) in a random phase approximation (RPA) framework, we define the spin- \( (\chi^RPA) \) and orbital-fluctuation \( (\chi^RPA) \) parts of the RPA susceptibility for \( q = (q, \omega_n = 0) \)

\[
\chi^RPA_{\ell_1 \ell_2 \ell_3 \ell_4}(q) = \{ \chi^RPA(q) [1 - \hat{U}^s \chi^RPA(q)]^{-1} \}_{\ell_1 \ell_2 \ell_3 \ell_4}, \quad \chi^RPA_{\ell_1 \ell_2 \ell_3 \ell_4}(q) = \{ \chi^RPA(q) [1 - \hat{U}^c \chi^RPA(q)]^{-1} \}_{\ell_1 \ell_2 \ell_3 \ell_4}.
\]

(6a, 6b)

These susceptibilities will be evaluated at low temperatures where they have saturated and no longer change. The spin susceptibility at \( \omega = 0 \) is then given by the sum

\[
\chi(q) = \frac{1}{2} \sum_{\ell_1 \ell_2} \chi^RPA_{\ell_1 \ell_2 \ell_3 \ell_4}(q).
\]

(7)

The interaction matrices \( \hat{U}^s \) and \( \hat{U}^c \) in orbital space consist of linear combinations of the interaction parameters, and their forms are given e.g. in Ref. 20.

Next, we define the scattering vertex in the singlet channel

\[
\Gamma_{\ell_1}(k, k') = \text{Re} \sum_{\ell_1 \ell_2 \ell_3 \ell_4} a_{\ell_1}^{\nu \dagger}(k) a_{\ell_1}^{\nu \dagger}(\kappa) a_{\ell_2}^{\nu \dagger}(k') a_{\ell_2}^{\nu \dagger}(\kappa')
\]

(8)

Here \( k \) and \( k' \) are quasiparticle momenta restricted to the pockets \( k \in C_i \) and \( k' \in C_j \), where \( i \) and \( j \) correspond to the band index of the Fermi surface sheets. The vertex function in orbital space \( \Gamma_{\ell_1 \ell_2 \ell_3 \ell_4}(k, k') \) describes the particle-particle scattering of electrons in orbitals \( \ell_2, \ell_3 \) into \( \ell_1, \ell_4 \). In RPA it is given by\textsuperscript{21}:

\[
\Gamma_{\ell_1 \ell_2 \ell_3 \ell_4}(k, k') = \left[ \frac{3}{2} \bar{U}^s \chi^RPA_{\ell_1}(k-k') \bar{U}^s \right]
\]

\[
+ \left[ \frac{1}{2} \bar{U}^c \chi^RPA_{\ell_1}(k-k') \bar{U}^c \right]_{\ell_1 \ell_2 \ell_3 \ell_4}.
\]

(9)
Within the fluctuation-exchange approach, the pairing eigenfunction for a given set of parameters corresponds to the leading eigenvalue of the weighted scattering vertex $\Gamma(k,k')$ in the singlet channel. Technically, we can calculate the pairing strength $\lambda_\eta$ for different pairing channels $\eta$ as eigenvalues of the linearized gap equation

$$\frac{1}{V_G} \int_{C_i} d^Dk' \Gamma(k,k') \delta(\xi_k) g_\eta(k') = \lambda_\eta g_\eta(k),$$

(10)

where the integral is performed over the $D$-dimensional Brillouin zone with volume $V_G$. In $D = 3$ this reduces to

$$\frac{1}{V_G} \sum_j \int_{FS_j} d^Ss_j \Gamma_{ij}(k,k') \frac{g_\eta(k')}{|V_F(k')|} = \lambda_\eta g_\eta(k),$$

(11)

where $v_F(k')$ is the Fermi velocity of band $j$ and the integration is performed over the Fermi surface $FS_j$. In this formulation, our one electron basis diagonalizes the bilinear band Hamiltonian and the contribution of interband pairs $(k \uparrow, -k \downarrow)$ are neglected for $\mu \neq \nu$. These processes are cut-off at low energies by $|\xi_\nu(k) - \xi_\mu(-k)|$. The eigenfunction $g_\eta(k)$ for the largest eigenvalue then determines the symmetry and structure of the leading pairing instability and provides an approximate form for the superconducting gap $\Delta(k) \sim g(k)$ at least close to $T_c$. The eigenvalue may also be expressed directly in terms of the eigenfunction and pair vertex as

$$\lambda_\eta[g(k)] =$$

$$\frac{1}{(2\pi)^4} N \sum_{G_i} \int_{C_i} d^Dk \frac{1}{v_F(k)} \int_{C_i} d^Dk' \frac{g(k)\Gamma_{ij}(k,k')g(k')}{|V_F(k')|},$$

(12)

where $C_i$ is the Fermi surface corresponding to the band $i$, and

$$N = \frac{1}{(2\pi)^2} \sum_i \int_{C_i} \frac{d^Dk}{v_F(k)} |g(k)|^2$$

(13)

is the normalization that is chosen to be unity within this paper to make the results for the magnitude of the gap function independent of the number of points on the Fermi surface. We may also decompose the various contributions to the pairing according to Fermi pocket by defining a pocket index $\tau$ by

$$\sum_{\tau} \lambda_{\eta\tau}$$

(14)

sums all contributions involving all pair scattering processes between pocket $\tau$ and $\eta$, but includes all symmetry-equivalent contributions into a given $\lambda_{\eta\tau}$.

The Matsubara sum in Eq. (4) is carried out in the usual way and we evaluate $\delta_{\eta\tau} \chi_{\eta\tau}(k,k_\tau)$ by integrating over the full Brillouin zone. To solve Eq. (11), we then use this matrix together with $\delta \Gamma^e$ to construct the pairing vertex $\Gamma_{ij}(k,k')$. Finally, the two-dimensional area of the Fermi surface sheets is discretized using a Delaunay triangulation together with a simplification algorithm that keeps the angle between the surfaces of

C. Symmetry of pair states

The early treatments of the pairing problem for AF$_2$Se$_2$ used simplified 2D models with 1 Fe (five $d$ orbitals) per unit cell, in which case the electron pockets are well separated in momentum space around the $X$ and $Y$ points of the 1-Fe Brillouin zone. The problem of pairing of electrons in the presence of repulsive interactions is therefore similar to the study of Agterberg et al., where simplified interactions between and within pockets at high symmetry points were studied. Indeed, the nodeless $d$-wave state obtained in these treatments is analogous to that obtained in 3D in Ref. 23 and arises simply from the requirement that in the presence of strong repulsive interpocket interactions, the gap function must change sign; $d_{z^2}$ is favored over $d_{xy}$ because within the 1-Fe unit cell model the nodal lines in the Brillouin zone corresponding to the latter case are located on the Fermi surface, while those for the former case are not. There are two essential differences in the realistic problem of pairing in Fe-based superconductors with the 122 structure considered here. The first one is generic to all of the superconductors discovered thus far and is derived from a proper symmetry analysis of the single FeAs or FeSe layer; it involves the symmetries of the electronic Bloch states imposed by the out-of-plane As or Se atoms and has been shown to lead to the possibility of novel pair states not accessible within 1-Fe descriptions of the electronic structure.

A second complication arises in the materials with 122 crystal structure, which has $I4/mmm$ space group symmetry rather than the simpler $P4/mmm$ symmetry characteristic of a single FeAs or FeSe layer, or of a crystal consisting of a stack of such layers in which the pnictogen or chalcogen atoms displacements are “in phase”. In a system with $P4/mmm$ symmetry, the one Fe per unit cell Brillouin zone, with one electron pocket each around the $X$ and $Y$ points may be “folded” exactly, yielding two electron pockets which cross each other at the $M$ points and the $M$-A line in the 2-Fe zone. In a 122 crystal ($I4/mmm$), these electron bands hybridize at generic $k_z$ values, splitting the Fermi surface pockets into distinct “inner” and “outer” sheets. This splitting has consequences for the pairing symmetry in these materials, as pointed out by Mazin; in particular, the nodeless $d$-wave state found in the naive 2D five-orbital theories must acquire nodes at these points. As observed by Maier et al., these nodes are not determined by the $d$-wave symmetry per se, and therefore contribute phase space to physical observables which scales with the hybridization strength, which may be small. Maier et al. referred to these “narrow” nodes in this limit as “quasi nodes.” The hybridization also allows, in principle, a novel $s$-wave gap which changes sign between the hybridized...
FIG. 3. (Color online) Bare susceptibility (left) and RPA spin susceptibility (right) using $U = 0.88\text{eV}$ and $J = U/4$ for the underdoped case $n_1 = 6.12$ (a), (b) in the $k_z = 0$ plane; the same for the overdoped case $n_2 = 6.25$ (c), (d). (The susceptibilities at other cuts in $k_z$ as well as for the electron doped case have overall similar properties.)

electron pockets around the $M$ point, the so-called “bonding-antibonding $s\pm$ state.”

Khodas and Chubukov$^{10}$ considered the effect of the hybridization term on the pairing of electrons on the electron pockets, treating interactions as momentum independent and the hybridization energy and ellipticity of the electron pockets perturbatively. They showed that within this simplified model the competition between $s$- and $d$-wave states was controlled by a parameter $\kappa$ equal to the ratio of the hybridization to the ellipticity. In the limit of small $\kappa$ (small hybridization), the $d$-wave state was found to be the ground state, while for large $\kappa$ the bonding-antibonding $s$-wave state was favored, and for intermediate values an $s+id$ state was found. In a second publication, these authors considered the detailed nodal structure of the bonding-antibonding $s\pm$-wave state, showing that depending on details of the Fermi surface, either vertical line nodes, loop nodes, or a nodeless state could be obtained$^{29}$. In the limit of large hybridization, nodes were argued to disappear.

III. RESULTS

While the model calculations$^{10,25}$ beautifully elucidated some of the factors controlling the superconducting ground state, it is still of great interest to explore where in the model phase diagram of Ref. 10 real materials such as $K_xFe_{2−y}Se_2$ are located, and to compare with experiments, to see if this approach can be justified. We first explore the magnetic susceptibility within our model of the band structure, since it reflects the physics of the spin-fluctuation pairing interaction. In order to get a large RPA enhanced susceptibility, we choose the spin-rotational invariant interaction parameters $U = 0.88\text{eV}$, $J = U/4$, a choice that leads to reasonable eigenvalues for pairing strength and still allows one to carry out the calculations with both fillings while avoiding the magnetic instability. We find that the total magnetic susceptibilities have little $q_z$ dependence; results for $\chi_0(q_x, q_y, 0)$ and the RPA spin susceptibilities $\chi_{RPA}(q_x, q_y, 0)$ are shown in Fig. 3. The flat plateau in $\chi_0$ around the $X$ point is enhanced by interactions lead-
FIG. 4. (Color online) Gap functions in the 2-Fe Brillouin zone for the leading instabilities obtained using rotational invariant interaction parameters with $U = 0.88$ eV and $J = U/4$. Top row for the underdoped case ($n = 6.12$) and middle row for the overdoped case ($n = 6.25$). In both cases the gap function for the leading eigenvalue is a $d_{x^2-y^2}$ wave which is followed by another $d$-wave state with $d_{xy}$ symmetry and an $s$-wave state. Note that the gap function has been normalized such that $\mathcal{N} = 1$ in Eq. (13). Bottom row: Cuts at $k_z = \pi$ and $k_z = 2\pi$ for the overdoped case to show horizontal accidental nodes in the leading $d_{x^2-y^2}$-wave gap (g, h), vertical nodes (i, j) and loop-like accidental nodes (k, l) on the $M$-centered pockets.

ing to a peak structure in the RPA susceptibility at an incommensurate wave vector $q \approx (1.65, 0.35, q_z)$ for $n = 6.12$ and $q \approx (1.6, 0.4, q_z)$ for $n = 6.25$. These are both close to the wave vector determined in early 2D calculations, as well as to the wave vector of the neutron resonance peak in RbFe$_2$Se$_2$ determined by Inosov et al. The underdoped case the system is closer to the spin-density wave instability than in the overdoped case. The latter also has a slightly smaller bare susceptibility $\chi_0(q = 0)$, reflecting a lower density of states at the Fermi level.

We now calculate the spin-singlet pair vertex by symmetrizing the opposite-spin pairing vertex $\Gamma_{ij}(\mathbf{k}, k') \rightarrow 1/2[\Gamma_{ij}(\mathbf{k}, k') + \Gamma_{ij}(\mathbf{k}, -k')]$ using Eq. (9). The leading eigenfunctions obtained by solving Eq. (10) are then presented for the two doping cases in Fig. 4. One notices first that the order of the leading pairing channels is the same in both cases. A $d_{x^2-y^2}$ state is the clear dominant pairing instability; while the 3D gap functions are complicated, the gaps on the $\delta_1$ pockets are seen to transform into minus those on the $\delta_2$ pockets under $\pi/2$ rotations of the system about the $\Gamma-Z$ axis. The same behavior is observed for the second leading pair state in both cases, which is however easily identifiable as a $d_{xy}$ state by the symmetry-enforced vertical nodal lines along the $(0, 0, k_z)$-$(\pi, \pi, k_z)$ directions. The third leading pair state is of $s$-wave symmetry, as verified by inspection of the behavior of the $\delta$ pockets under $\pi/2$ rotations, and by confirming that the $Z$-centered $\kappa$ pocket has no nodes. In addition, one sees that the sign of the gap on the inner $\delta$ is opposite to that of the gap on the outer $\delta$ pocket, so that from a symmetry point of view this state is indeed of the bonding-antibonding $s \pm$ type. However, we note that its structure is considerably more complicated than the simple 2D models, and that this gap displays strong anisotropy over the electron pockets. In the overdoped case, deep vertical minima are observed, while in the overdoped case loop nodes are formed. While Ref. 29 includes some discussion of the momentum dependence of the hybridization
Fig. 5. (Color online) Calculated pair scattering vertex $\Gamma_{ij}(k_0,k)$ where $k_0$ is fixed at one point of the Fermi surface [thick blue (dark gray) point] and the surface is colored as a function of $k$ according to the value of the scattering vertex calculated using rotational invariant interaction parameters with $U = 0.88$ eV and $J = U/4$. (a), (b) Two different $k_0$ on a $M$-centered $\delta$ pocket and a $Z$-centered $\kappa$ pocket, respectively, in the underdoped case; (c), (d) same as (a), (b), but in the overdoped case. The blue points $k_0$ are chosen to correspond to the (a), (c) maximum and (b), (d) minimum of the scattering vertex $\Gamma_{ik,k'}$ over all $k'$ in the Brillouin zone. The black arrows then indicate in each case the largest scattering processes starting from $k_0$. Note that the scales of the four panels are very different and the inner pockets are artificially shifted in the $k_z$ direction by $2\pi$.

term on the orbital physics, here we can see by explicit comparison with Fig. 2 that the orbital weights vary strongly over the entire Fermi surface and strongly influence the overall 3D pairing interaction in the realistic case. Finally, we note that for fixed interaction parameters, the pairing strength for the underdoped case is larger ($\lambda_1 = 1.9$) than for the overdoped case ($\lambda_1 = 0.54$). This simply reflects the fact that the underdoped system ($n = 6.12$) is closer to the magnetic instability for the chosen parameters. These results are quite robust with respect to changing either the interaction parameters or tight-binding parameters, provided that the band structure near the Fermi surface is not too different from that observed in ARPES experiments\cite{5,16}.

We now analyze these results by examining the structure of the pair vertex in each doping case to identify the predominant pair scattering processes. In Fig. 5, we fix the wave vector of the initial pair $(k_0, -k_0)$ ($k_0$ is indicated by a thick blue dot), and plot the vertex as a function of the wave vector $k$ of the scattered pair $(k, -k)$. In both cases, the predominant scattering processes are located at wave vectors associated with the peaks in the susceptibility (Fig. 3), produced by scattering between the $\delta$-electron pockets as expected. However, the three-dimensional character of the dominant processes varies from case to case, determined by the higher amplitude of scattering between states of like orbital character\cite{12}, as can be seen by comparison with Fig. 2. In the case of the underdoped system, the scattering is seen to be mostly of intra-orbital type between the $d_{xy}$ states on the outer electron pockets for $q_z = 0$. For the overdoped system, the finite $q_z$ interorbital $d_{xy}-d_{yz}$ scattering processes between the outer $\delta$ pockets appear to dominate, with smaller but comparable processes between the same orbitals. While the dominant processes in both cases are indeed between $M$-centered electron pockets, they are somewhat different from those deduced from the simpler 2D models\cite{7,12}, highlighting the importance of both orbital weight effects and 3D scattering effects. By the latter we mean processes with scattering vector $k_0 - k$ with a nonzero $z$ component corresponding to significant $\Gamma_{ij}(k_0,k)$; these are seen clearly in Fig. 5. The influence of the $Z$-centered $\kappa$ electron pocket is rather small for both cases (giving small gap amplitudes) which is not surprising since the magnitude of the pairing vertex $\Gamma_{ij}(k,k')$ is much smaller and the $\kappa$ pockets themselves have a small density of states compared to the $\delta$ pockets. Nevertheless it is worth noting that the subleading bonding-antibonding $s_\pm$-wave instability takes advantage of pair scattering from this pocket in the overdoped case to create a large gap value on the $\kappa$ sheets, as seen in Fig. 4.

In Fig. 6, we now highlight the contributions $\lambda_{\tau\eta}$ to the pairing of the various intraband and interband processes. Note that the contributions from scattering between the $\kappa$ pockets and between $\kappa$ pockets and $\delta$ pockets have been summed up ($\lambda_{\kappa\kappa} = 2\lambda_{\kappa1}\kappa_1 + 2\lambda_{\kappa\kappa} \kappa_2$ and $\lambda_{\kappa\delta} = \left[\left(\lambda_{\kappa1}\delta_1 \text{in} + \lambda_{\kappa1}\delta_1 \text{out} + \delta_1 \leftrightarrow \delta_2 \right) + \kappa_1 \leftrightarrow \kappa_2 \right]$) since the overall value is small while for all other contributions we break the sum Eq. (12) down to
contribute equally between all pockets. The small differences between contributions of first or second \(\delta\) pocket, (for example \(\lambda_{\delta_1,\text{in};\delta_1,\text{out}}\) and then \(\lambda_{\delta_1,\text{out};\delta_2,\text{out}}\) \(\delta_1,\text{out}\cdot\delta_1,\text{out}\cdot\lambda_{\delta_1,\text{in};\delta_1,\text{in}}\cdot\lambda_{\delta_1,\text{in};\delta_1,\text{in}}\) \(\delta_{1,\text{out}}\cdot\delta_{1,\text{in}}\)) to the eigenvalue \(\lambda_{ij}\) from scattering between the different pockets for the three leading gap functions at (a) \(n = 6.12\) and (b) \(n = 6.25\). \(\lambda_{\kappa,\delta}\) and then \(\lambda_{\delta_1,\text{out};\delta_2,\text{out}}\) \(\delta_1,\text{out}\cdot\delta_1,\text{out}\cdot\lambda_{\delta_1,\text{in};\delta_1,\text{in}}\cdot\lambda_{\delta_1,\text{in};\delta_1,\text{in}}\) \(\delta_{1,\text{out}}\cdot\delta_{1,\text{in}}\).}

FIG. 6. (Color online) Comparison of the partial contributions to the eigenvalue \(\lambda_{ij}\) from scattering between the different pockets for the three leading gap functions at (a) \(n = 6.12\) and (b) \(n = 6.25\). \(\lambda_{\kappa,\delta}\) and then \(\lambda_{\delta_1,\text{out};\delta_2,\text{out}}\) \(\delta_1,\text{out}\cdot\delta_1,\text{out}\cdot\lambda_{\delta_1,\text{in};\delta_1,\text{in}}\cdot\lambda_{\delta_1,\text{in};\delta_1,\text{in}}\) \(\delta_{1,\text{out}}\cdot\delta_{1,\text{in}}\).

IV. EFFECT OF BAND HYBRIDIZATION

Within our approach presented until now, we have adopted the results of a tight-binding Wannier downfolding of nonrelativistic DFT bands for \(\text{Fe}_2\text{Se}_2\). For systems in the \(P4/nmm\) symmetry class, high symmetry paths on the boundary of the tetragonal \(2\text{-Fe Brillouin zone are degenerate}\)\(^{33}\). However, for the 122 crystal structure (space group \(I4/mmm\)), these bands must hybridize and such degeneracies are lifted. As discussed in the Appendix, these band splittings are quite small in this particular 122 system, of order 2 meV. This is illustrated in Fig. 7(a), where this hybridization is essentially invisible. Thus when one examines the inner and outer electron \(\delta\)-pockets around these near-crossing points the change in orbital weight is particularly abrupt, as seen in Fig. 2.

Within the context of the fluctuation-exchange approximation and the treatment of the electronic structure described in Sec. II, we always find that the leading pair instability is in the \(d_{z^2-r^2}\) channel. If one examines the predictions of the model approach of Khodas and Chubukov, one is led directly to the conclusion that these results, for a wide range of dopings and interaction parameters, suggest that the system is in the small-\(\kappa\), i.e. extremely weak hybridization part of the phase diagram. As noted by these authors, in the limit of large hybridization a bonding-antibonding \(s_{\pm}\)-wave state is favored. One may ask, therefore, if the hybridization has been treated sufficiently accurately here, or in other words, can small changes in the accuracy of these bands lead to dramatically different results, in particular the stability of the bonding-antibonding \(s_{\pm}\)-wave state? To answer this question, we consider the effect of spin-orbit coupling which is neglected in the nonrelativistic treatment previously described, and was known to enhance the splitting of the electron bands. To perform the calculation for the pairing in a completely consistent relativistic approximation requires not only the calculation of the one-electron states in the presence of the spin orbit coupling, but also the recalculation of the interaction matrices in the pseudospin basis in which the one-electron Hamiltonian is diagonal. It is therefore beyond the scope of this paper, and we instead present an approximation based on the correct relativistic calculation of the band structure, but in which the eigenstates are projected on the majority spin component, e.g. only the spin-up component after a renormalization is used. The main purpose of this approximation is simply to create a larger splitting of the \(\delta\)-electron pockets to see if a larger hybridization might change the order of the pairing symmetry states. In order to take spin-orbit coupling into account we add a phenomenological spin-orbit coupling term

\[
H_{\text{SO}} = \lambda_{\text{Fe}}^{3d} \sum_{\alpha=x,y,z} \sum_{i} L_{\gamma}^{\alpha} \alpha \alpha' \gamma',
\]

(15)

where the spin-orbit coupling constant \(\lambda_{\text{Fe}}^{3d}\) for \(\text{Fe} 3d\) orbitals can be obtained from the corresponding wavefunctions and the crystal potential\(^{34}\). The matrices of the components of the angular momentum operator are now evaluated in the real basis and lead to a total \(20 \times 20\) Hamiltonian in orbital and spin space. The eigenenergies are then exactly the ones one would use in a full calculation due to the Kramers doublets; however the set of eigenstates projected onto the majority spin subspace does not exactly describe the real quantum state. The band energies obtained from Eq. (15) using a single spin-orbit coupling constant \(\lambda_{\text{Fe}}^{3d} = 0.05 \text{ eV}\) match the DFT bands with spin-orbit coupling quite well, as can be seen in Fig. 7, where details of bands from a relativistic (self-consistent) DFT calculation are compared to the results using the nonrelativistic band structure with the spin-orbit coupling term in Eq. (15). Although there are deviations between the self-consistent DFT calculation (solid lines) and the approximation (dashed line), the splitting of the bands is quite similar. In Fig. 8(a) we present the Fermi surface derived from the model including spin-orbit coupling which shows stronger hy-
bridization and mixing of orbital weights compared to the one in Fig. 2(b). The overall properties of the pairing states are mostly unaffected, but details do change. One sees, for example, that the eigenvalues $\lambda_i$ are generally suppressed for fixed interaction parameters due to the Fermi surface changes. In addition, the partial contributions $\lambda_{\alpha\beta}$ show similar features as seen in Fig. 6(b) where the scattering on the $\delta$ pockets again plays the dominant role. However, as seen in Fig. 8(f), the partial contributions of the leading $d$-wave state are only altered by a few percent while the $\lambda_{\alpha\beta}$ of the $s$-wave state have changed significantly. As seen in the figure, the changes due to hybridization stabilize the bonding-antibonding $s$-wave state via strengthening of inter-pocket processes, which also make the state more isotropic on the $\delta$ pockets. The relative enhancement of the state by hybridization is, however, not as large as might have been expected, due to the repulsive intrapocket processes, which cost energy as the nodes are suppressed [Fig. 8(f)].

Our results above indicate strongly that the real $K_xFe_{2-x}Se_2$ is in the limit of small hybridization of the phase diagram proposed by Khodas and Chubukov. To verify this, we can estimate for our 3D system both the hybridization and ellipticity entering the effective tuning parameter $\kappa_{\text{eff}}$, yielding

$$\kappa_{\text{eff}} \simeq \frac{\delta \xi}{\langle \delta \xi \rangle},$$

where $\delta \xi$ is the maximum splitting of low symmetry degeneracies by hybridization, of order 10 meV, and $\Delta \xi$ is the difference of the two electron band energies crossing the Fermi surface near $M$, a measure of the ellipticity. For our Fermi surfaces, this yields values of $\kappa$ of order 0.1-0.3, significantly below the crossover of order $\kappa \approx 1$ identified as the instability of the $d$-wave state, consistent with our results for the pairing state.

V. CONCLUSIONS

The $K_xFe_{2-x}Se_2$ system is one of the most interesting of the Fe-based superconductors under current investigation, in part because the lack of a $\Gamma$-centered hole pocket makes the usual $d_{x^2-y^2}$ gap structure less likely. We have explored the possible pairing symmetries within a full-scale 3D microscopic spin fluctuation-exchange calculation using a ten Fe-orbital tight-binding band structure which respects the $I4/mmm$ space group symmetry of the crystal, and found a variety of possible states. For two different fillings consistent with the ARPES-detected absence of the hole pocket, we find that the $d_{x^2-y^2}$ symmetry is dominant, with a $d_{xy}$ state as the next leading instability. These states are the 3D analogs of 2D nodeless $d$-wave states discussed in earlier calculations, but as required by crystal symmetry display “quasi-nodes” on the large electron pockets which may be vertical, horizontal, or looplike depending on filling. The DFT band structure used to generate our tight-binding band structure in this first part of our analysis shows that this particular system exhibits extremely small hybridization of the electron pockets. Following the proposal of Refs. 9 and 10, where it was demonstrated that the bonding-antibonding $s_{\pm}$ state (which changes sign between the inner and outer electron pocket) is stabilized through hybridization, we attempted to increase the splitting of the bands by including spin-orbit coupling in our calculation in an approximation which agrees well with full relativistic DFT calculations. We found that, while the stability of the $s$-wave state was indeed enhanced somewhat relative to the $d$-wave states, the effect was too small to make the third-place $s$-wave state dominant over the $d$ wave, and we believe that the real system is in the small effective hybridization ($\kappa_{\text{eff}}$) limit where the $d$ wave is stable. The width of the quasi-poles of the $d$-wave gap function on the large electron pockets indeed appears to scale with the strength of the hybridization, as anticipated in Ref. 7.

As further discussed in Ref. 7, since the $d$-wave gap functions found here vary so rapidly near the quasi-nodes on the large electron pockets, it is possible that the small quasiparticle phase space they imply would not be detectable in the low-resolution thermodynamic experiments which have concluded that this system is nodeless. In this and other early analyses, the additional electronlike $Z$-centered Fermi pocket observed in the ARPES analysis of this system was neglected; indeed, it is found here to have very little influence on the eigenvalues of the pairing states in our calculations. Nevertheless, the gap function induced on these pockets is subject to the same requirements of pairing symmetry as the gap on the rest of the Fermi surface. In particular, $d$-wave symmetry implies that nodes are required on these small pockets, and the report of an isotropic gap on this pocket by Xu et al. is indeed inconsistent with our finding that the $d$ wave is always dominant. It is possible that the gap anisotropy on this very small Fermi surface feature is harder to resolve than anticipated by the authors of Ref. 35, or that our calculations are missing ingredients (such as stronger correlations) which are important in the chalcogenide systems. It is also worth mentioning in closing that our starting point is based on a band structure associated with the doped $KFe_2Se_2$ compound, which may be different from the actual composition and structure of the superconducting material.
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For completeness we show results of the band structure and the Fermi surface in Figs. 9(a) and 10(a). These compare well to previous investigations.\cite{previous_paper}

2. Band structure with spin-orbit interaction

Although the elements in the compound under investigation are of relatively small atomic number $Z$, relativistic effects can modify the Fermi surface and thus influence the pairing state. Especially the hybridization of the $M$-centered electron-like pockets gets enhanced which may stabilize the $s_\pm$-wave state. To check this qualitatively and quantitatively, we start from the results of the DFT calculation and add the spin-orbit coupling on the Fe atoms. The convergence is checked for up to 7500 $k$ points together with $R_{MT} \times K_{MAX}$ up to 9.0.\cite{convergence_check, other_work} A Wannier projection of the DFT bandstructure (onto a 20-orbital model) together with a pairing calculation in the pseudospin space is beyond the scope of this paper. However, we use the wavefunction at convergence to estimate the spin-orbit coupling constants $\lambda_{Fe}^{SD} \approx 0.06 \text{eV}$ ($\lambda_{Se}^{SD} \approx 0.5 \text{eV}$), where the first enters into the spin-orbit Hamiltonian Eq. (15) to give an accurate description of the band splittings close to the Fermi level. For completeness, we show the band structure and the Fermi surface of the parent compound in the presence of spin-orbit coupling in Figs. 9(b) and 10(b).
FIG. 8. (Color online) Fermi surface (a) and leading pairing states including spin-orbit coupling for filling $n_1 = 6.25$ with $U = 0.88$ eV calculated with the spin-orbit coupling constant $\lambda_{\text{Fe}}^{3d} = 0.05$ eV (b)-(d) together with the partial contributions to the pairing eigenvalue (e) and the relative changes of the partial contributions on switching on the spin-orbit coupling (f).

B. Phenomenological spin-orbit coupling

Considering spin-orbit coupling on all states on all atoms in a crystal one can write the additional term in the Hamiltonian as

$$H_{\text{SO}}^{\text{full}} = \sum_{\mathbf{k}} \sum_{n} \sum_{l=1}^{n} \lambda_{n}^{l} \mathbf{L}_{l} \cdot \mathbf{S},$$

where the sums run over all atoms $n$, principal quantum numbers $n$ and angular quantum numbers $l$; the $l = 0$ term has already been dropped since it is zero anyhow. $\mathbf{L}_{l}$ is the angular momentum operator for fixed $l$ and $\lambda_{n}^{l}$ is the corresponding spin-orbit coupling constant. We are interested in the effects on the electronic structure close to the Fermi level and thus can simplify Eq. (17) to

$$H_{\text{SO}}^{\text{red}} = \lambda_{\text{Fe}}^{3d} \mathbf{L}_{2} \cdot \mathbf{S},$$

where only the spin-orbit constant of the Fe atoms for $l = 2$ enters since the states at the Fermi level are mainly of Fe $d$-character. Looking at the Wannier functions which are shown for one Fe atom in Fig. 11 one can approximate these by the real atom basis states $\{|x^2-y^2\}, |xy\rangle$ in order to evaluate the matrix elements of the angular mo-
FIG. 11. (Color online) Wannier functions centered at the first Fe atom visualized in the conventional elementary cell. The major atomic character that is used to calculate the contribution to the spin-orbit coupling is indicated by the states below the individual pictures.

These enter into the spin-orbit coupling term Eq. (15), where the index for \( l = 2 \) has been dropped.