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Abstract. In the first part of the paper we provide a new classification of incompressible fluids characterized by a continuous monotone relation between the velocity gradient and the Cauchy stress. The considered class includes Euler fluids, Navier-Stokes fluids, classical power-law fluids as well as stress power-law fluids, and their various generalizations including the fluids that we refer to as activated fluids, namely fluids that behave as an Euler fluid prior activation and behave as a viscous fluid once activation takes place. We also present a classification concerning boundary conditions that are viewed as the constitutive relations on the boundary. In the second part of the paper, we develop a robust mathematical theory for activated Euler fluids associated with different types of the boundary conditions ranging from no-slip to free-slip and include Navier’s slip as well as stick-slip. Both steady and unsteady flows of such fluids in three-dimensional domains are analyzed.
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1. Introduction. The concept of a fluid defies precise definition as one can always come up with a counter-example to that definition that seems to fit in with our understanding of what constitutes a fluid. As Goodstein [35] appropriately remarks “Precisely what do we mean by the term liquid? Asking what is a liquid is like asking what is life; we usually know when we see it, but the existence of some doubtful cases make it hard to define precisely.” The concept of a fluid is treated as a primitive concept in mechanics, but unfortunately it does not meet the fundamental requirement of a primitive, that of being amenable to intuitive understanding. This makes the study under consideration that much more difficult as it is our intent to classify fluid bodies. In this study we shall consider a subclass of the idealization of a fluid, namely that of incompressible fluid bodies. While no material is truly incompressible, in many bodies the change of volume is sufficiently small to be ignorable. Our ambit will include at one extreme materials that could be viewed as incompressible Euler fluids and at the other extreme materials that offer so much resistance to flow that they are “rigid-like” in their response, with a whole host of “fluid-like” behavior exhibited by bodies whose response lie in between these two extremes, such as fluids exhibiting shear thinning/shear thickening, stress thinning/stress thickening, etc.

Before discussing the constitutive classification of fluid bodies, it would be useful to consider another type of classification that is used, namely that of flow classification with regard to the flows of a specific fluid, so that we do not confuse these two types of classifications. One of the most useful approximations and an integral part of fluid dynamics is the boundary layer approximation for the flow of a Navier-Stokes...
The main tenet of the approximation is the notion that for flows of a Navier-Stokes fluid past a solid boundary, at sufficiently high Reynolds number, the vorticity is confined to a thin region adjacent to the solid boundary. In this region, referred to as the boundary layer, the flow is dominated by the effects of viscosity while these effects fade away as one moves further away from the solid boundary. Sufficiently far from the boundary, the effects of viscosity are negligible and the equations governing the flow are identical to those for an Euler (ideal) fluid and one solves the problem by melding together the solution for the Euler fluid far from the boundary and the boundary layer approximation in a thin layer adjacent to the boundary. The reason for developing such an approach is the fact that in the “boundary layer region” an approximation is obtained for the Navier-Stokes equations that is more amenable to analysis than the fully non-linear equations.

It is important to bear in mind that boundary layer theory is an approximation of the Navier-Stokes equations in different parts of the flow domain, that which is immediately adjacent to the solid boundary and that which is away from the solid boundary. Great achievements in the field of aerodynamics are a testimony to the efficacy and usefulness of such an approximation with regard to solving analytically or computationally relevant problems in a particular geometrical setting. On the other hand, rigorous analysis of the Prandtl boundary layer equations is, despite significant effort, far from being satisfactory (see [4], [32, 34, 33], [45, 46], [53], [54], [64], [66, 67], [78, 79]). An alternative viewpoint for modeling the boundary layer phenomena might thus bring some new insight on this issue.

The boundary layer approximation is not a constitutive approximation based on different flow regimes though it seems to resemble such an approximation. That is, one does not assume different constitutive assumptions for different regions in the flow domain, based on some kinematical or other criterion, but based on the value for the Reynolds number one merely carries out an approximation of the Navier-Stokes equation in the flow domain. It is possible, for instance, to assign different constitutive relations, based on the shear rate, namely the fluid being an Euler fluid below a certain shear rate and a Navier-Stokes or a non-Newtonian fluid above the critical shear rate (such a classification is considered in section 2.5), or as another possibility a non-Newtonian fluid if the shear rate is below a certain value and a Navier-Stokes fluid above that shear rate, or any such assumption for the constitutive response of the material, and to solve the corresponding equations for the balance of linear momentum in the different flow domains. Such distinct constitutive responses below and above a certain kinematical criterion is akin to models for the inelastic response of bodies wherein below a certain value of the strain or stress, the body behaves as an elastic body while for values above the critical value the body responds in an inelastic manner, which in turn might lead to certain parts of a body to respond like an elastic body while other parts could be exhibiting inelastic response. To make matters clear, in a solid cylindrical body that is undergoing torsion, a yield condition based on the strain would lead to the body beyond a certain radius to respond inelastically while below that threshold for the radius it responds as an elastic body. In such an approach different constitutive relations are used in different domains while in the classical boundary layer theory one uses approximation of the equations of motion of a particular fluid.

In this paper, we adopt the approach of assuming different constitutive response relationships in different flow domains of the fluid, based on the value of the shear rate or the value of the shear stress. We consider the possibility that the character of the fluid changes when the certain “activation” criterion is reached. Here we consider
an “activation” criterion that is based on the shear rate or the shear stress, but it could be any other criterion, say for instance the level of the electrical field in an electrorheological fluid, or the temperature which changes the character of the material from a fluid to a gas or a fluid to a solid, etc. Such an approach also provides an alternative way to viewing the classical boundary layer approximation in that it allows the fluid to behave like an Euler fluid in a certain flow domain and a Navier-Stokes fluid elsewhere. Furthermore, based on other criteria such as the Reynolds number we can carry out further approximations with regard to governing equations in the different flow domains.

Within the context of the Navier-Stokes theory, boundary layers occur at flows at sufficiently high Reynolds numbers. However, in the case of some non-Newtonian fluids it is possible to have regions that are juxtaposed to a solid boundary where the vorticity is concentrated even in the case of creeping flow, i.e., flows wherein the inertial effect is neglected when the Reynolds number is zero (see Mansutti and Rajagopal [62], [71], [38]). Thus, boundary layers are connected with the nonlinearities in the governing equation and are not a consequence of just high Reynolds numbers. Boundary layers can also occur at high Reynolds number in non-Newtonian fluids of the differential type (see Mansutti et al. [61]) and of the integral type (see Rajagopal and Wineman [77]). It is also possible that in non-Newtonian fluids one can have multiple decks with dominance of different physical mechanisms in the different decks, and in these different layers one can have the effects of viscosity, elasticity, etc., being significant, the delineation once again being determined within the context of a specific governing equation (see Rajagopal et al. [75, 74]). On the other hand, we could have a more complicated situation wherein the flow is characterized by different constitutive equations in different domains, and in these different domains it might happen that one can further delineate different subregions.

In the first part of this study, we provide a systematic classification of the response of incompressible fluid-like materials ranging from the ideal Euler fluid to non-Newtonian fluids that exhibit shear thinning/shear thickening, stress thinning/stress thickening, as well as those responses where the constitutive character of the material changes due to a threshold based on a kinematical, thermal, stress or some other quantity (an example of the same is the Bingham fluid which does not flow below a certain value of the shear stress and starts to flow once the threshold is overcome) based on some criterion concerning the level of shear rate or shear stress. We also provide a systematic study of both activated and non-activated boundary conditions ranging from free-slip to no-slip. In carrying out our classification, we come across the delineation of a class of fluids that, to our best knowledge, seems to have not been studied by fluid dynamicists. This class of fluids is characterized by the following intriguing dichotomy: (i) when the shear rate is below a certain critical value the fluid behaves as the Euler fluid (i.e., there is no effect of the viscosity, the shear stress vanishes), on the other hand (ii) if the shear rate exceeds the critical value, dissipation starts to take place and fluid can respond as a shear (or stress) thinning or thickening fluid or as a Navier-Stokes fluid. Implicit constitutive theory, cf. [73] and also [72, 76], provides an elegant framework to express such responses involving the activation criterion in a compact and elegant manner that is also more suitable for further mathematical and computational analysis.

In the second part of the paper, we study the mathematical properties of three-dimensional internal flows in bounded smooth domains for fluids belonging to this new class. We subject such flows to different types of boundary conditions including no-slip, Navier-slip, free-slip and activated boundary conditions like stick-slip. For
this class of fluids and boundary conditions we prove the global-in-time existence of a weak solution in the sense of Leray to initial and boundary value problems.

2. Classification of incompressible fluids. Incompressible fluids are subject to the restriction on the admissible class of the velocity fields $\mathbf{v}$ of the form

$$\text{div} \mathbf{v} = 0,$$

which can be written alternatively as

$$(2.1) \quad \text{tr} \mathbf{D} = \mathbf{D} : \mathbf{I} = 0,$$

where $\mathbf{D}$ (sometimes denoted $\mathbf{D}\mathbf{v}$) stands for the symmetric part of the velocity gradient, i.e., $\mathbf{D} = \frac{1}{2}(\nabla \mathbf{v} + (\nabla \mathbf{v})^T)$, $\mathbf{v}$ being the velocity.

Due to this restriction, it is convenient to split the Cauchy stress tensor $\mathbf{T}$ into its traceless (deviatoric) part $\mathbf{S}$ and the mean normal stress, denoted by $m$ (more frequently expressed as $-p$), i.e.,

$$(2.2) \quad \mathbf{S} = \mathbf{T} - \frac{1}{3}(\text{tr} \mathbf{T}) \mathbf{I} \quad \text{and} \quad -p = m = \frac{1}{3} \text{tr} \mathbf{T}.$$ 

Hence

$$\mathbf{T} = m \mathbf{I} + \mathbf{S} = -p \mathbf{I} + \mathbf{S},$$

and, in virtue of (2.1), the stress power $\mathbf{T} : \mathbf{D}$ satisfies

$$\mathbf{T} : \mathbf{D} = \mathbf{S} : \mathbf{D}.$$ 

The main result of this section will be the classification of fluids using a simple framework that is characterized by a relation between $\mathbf{S}$ and $\mathbf{D}$, i.e., we are interested in materials whose response can be incorporated into the setting given by the implicit constitutive equation

$$(2.3) \quad \mathcal{G}(\mathbf{S}, \mathbf{D}) = \mathbf{O}.$$ 

The only restriction that we place is the requirement that response has to be monotone. For relevant discussion concerning non-monotone responses, we refer the reader to [57], [50], and [40].

The incompressible Navier-Stokes fluid is a special sub-class of (2.3) where the relation between $\mathbf{S}$ and $\mathbf{D}$ is linear. This can be written either as

$$(2.4) \quad \mathbf{S} = 2\nu_\ast \mathbf{D} \quad \text{with} \quad \nu_\ast > 0,$$

where $\nu_\ast$ is called the (shear) viscosity, or as

$$(2.5) \quad \mathbf{D} = \alpha_\ast \mathbf{S} := \frac{1}{2\nu_\ast} \mathbf{S} \quad \text{with} \quad \alpha_\ast > 0,$$

where the coefficient $\alpha_\ast$ is called the fluidity. Note that the stress power takes then the form

$$\mathbf{S} : \mathbf{D} = 2\nu_\ast |\mathbf{D}|^2 = \alpha_\ast |\mathbf{S}|^2.$$
There are two limiting cases when the stress power $S : D$ vanishes. Either

\[(2.6) \quad S = O,\]

which implies that the fluid under consideration is the incompressible Euler fluid \((T = -pI, \text{see } (2.2)), or\]

\[(2.7) \quad D = O \quad \text{for all admissible flows.}\]

The latter corresponds to the situation where the body admits merely rigid body motions. More precisely, the flows fulfilling (2.7) can be characterized through

\[\nu(t, x) = a(t) \times x + b(t) \quad \text{in all admissible flows}.\]

Response of models (2.4) (or (2.5)), (2.6), and (2.7) is shown in the Figure 2.1.

2.1. Classical power-law fluids. Classical power law fluids are described by

\[(2.8) \quad S = 2\tilde{\nu}|D|^{r-2}D,\]

which leads to

\[S : D = 2\tilde{\nu}|D|^r.\]

Since $|D|^{r-2}D$ should have meaning for $|D| \to 0$, we require a lower bound on $r$, namely

\[(2.9) \quad r > 1.\]

Otherwise, if $r = 1$ then $\lim_{|D| \to 0} D / |D|$ does not exist, and if $r < 1$ then $|S| \to +\infty$ and stress concentration occurs at points where $D$ vanishes (i.e., $S$ plays the role of penalty for point where $D$ could vanish).

In what follows we study power-law fluids with the power-law index satisfying (2.9) and we shall investigate the responses of these fluids for $r \to 1$ and $r \to \infty$. The latter corresponds to the case when the dual exponent $r' := r / (r - 1)$ tends to 1.

We introduce the generalized viscosity through

\[(2.10) \quad \nu_g(|D|) = \tilde{\nu}_s|D|^{r-2}.\]

In order to have the same units for $\nu_g$ as for the viscosity $\nu_s$ that appears in the formula for the Navier-Stokes fluid (see (2.4)), $D$ should scale as $d_s$ that has the unit
Thus, we replace (2.10) by
\[ \nu_g(|D|) = \nu_s \left( \frac{|D|}{d_s} \right)^{r-2} \]
where \([d_s] = s^{-1}\) and \([\nu_s] = \text{kg} \cdot \text{m}^{-1} \cdot \text{s}^{-1}\)
and we replace (2.8) by
\[ (2.11) \quad S = 2\nu_s \left( \frac{|D|}{d_s} \right)^{r-2} D \quad \text{with} \quad [d_s] = s^{-1} \quad \text{and} \quad [\nu_s] = \text{kg} \cdot \text{m}^{-1} \cdot \text{s}^{-1}. \]

Of course, \(\nu_s\) in (2.11) and \(\nu_*\) in (2.4) are different in general; they however have the same units.

On considering (2.11), we notice the following equivalence\(^1\)
\[ (2.12) \quad S = 2\nu_s \left( \frac{|D|}{d_s} \right)^{r-2} D \iff D = \frac{1}{2\nu_s} \left( \frac{|S|}{2\nu_* d_s} \right)^{\frac{2-r}{r}} S, \]
which gives rise to the following expressions for the generalized viscosity and generalized fluidity
\[ \nu_g(|D|) = \nu_s \left( \frac{|D|}{d_s} \right)^{r-2} \quad \text{and} \quad \alpha_g(|S|) = \frac{1}{2\nu_s} \left( \frac{|S|}{2\nu_* d_s} \right)^{\frac{2-r}{r}}. \]

It also allows us to express the stress power in the form \((r^r := r/(r-1))\)
\[
S : D = \left( \frac{1}{r} + \frac{1}{r^r} \right) S : D = \frac{1}{r} S : D + \frac{1}{r^r} S : D \\
= 2\nu_s d_s^2 \left( \frac{|D|}{d_s} \right)^r + \frac{1}{r^r} \left( \frac{|S|}{2\nu_* d_s} \right)^{r^r}.
\]

Summarizing,
\[ (2.13) \quad S = 2\nu_g(|D|^2) D = 2\nu_s \left( \frac{|D|}{d_s} \right)^{r-2} D \iff D = \alpha_g(|S|^2) S = \frac{1}{2\nu_*} \left( \frac{|S|}{2\nu_* d_s} \right)^{r^r} S, \]
emphasizing that the equivalence in (2.13) holds only if \(r \in (1, +\infty)\) (which is equivalent to \(r^r \in (1, +\infty)\)).

\(^1\)Indeed, starting for example from the formula on the left-hand side of (2.12), we conclude that
\[ |S| = \frac{2\nu_*}{d_s^{-2}} |D|^{r-1}, \]
which implies
\[ |D|^{2-r} = \left( \frac{d_s^{-2}}{2\nu_*} |S| \right)^{\frac{2-r}{r}}. \]

Hence
\[ D = \frac{1}{2\nu_*} \left( \frac{|D|}{d_s} \right)^{2-r} S = \left( \frac{1}{2\nu_*} \right)^{1+\frac{2-r}{r^r} \left( d_s^{-2} \right)^{\frac{2-r}{r}} + 1} |S|^{2-r} S = \frac{1}{2\nu_*} \left( \frac{|S|}{2\nu_* d_s} \right)^{\frac{2-r}{r^r}} S, \]
which leads to the formula on the right-hand side of (2.12).
ON THE CLASSIFICATION OF INCOMPRESSIBLE FLUIDS

Generalizing the approach used in [60], we will investigate the limits of $S$ and $\nu_g$ as $D$ tends to zero or infinity, or vice versa, study limits of $D$ and $\alpha_g$ as $S$ vanishes or tends to infinity.

Letting $|D| \to 0+$ we obtain, starting from the formula on the left-hand side of (2.13),

$$
|S| \to 0 \quad \text{if } r > 1,
|S| \leq 2\nu_* d_* \quad \text{if } r = 1, \quad \text{(as } |D| \to 0+ )
|S| \to +\infty \quad \text{if } r < 1,
$$

and

$$
|\nu_g(|D|)| \to 0 \quad \text{if } r > 2,
\nu_g(|D|) = 2\nu_* \quad \text{if } r = 2, \quad \text{(as } |D| \to 0+ )
|\nu_g(|D|)| \to +\infty \quad \text{if } r < 2.
$$

(2.14)

Thus, we note that the Cauchy stress $T$ in the fluid tends to a purely spherical stress when $r$ is greater than 1 and the norm of $D$ tends to $0+$, or put differently, the constitutive relation for the fluid reduces to that for an Euler fluid.

Similarly, letting $|D| \to +\infty$ we have

$$
|S| \to +\infty \quad \text{if } r > 1,
|S| \leq 2\nu_* d_* \quad \text{if } r = 1, \quad \text{(as } |D| \to +\infty )
|S| \to 0 \quad \text{if } r < 1,
$$

and

$$
|\nu_g(|D|)| \to +\infty \quad \text{if } r > 2,
\nu_g(|D|) = 2\nu_* \quad \text{if } r = 2, \quad \text{(as } |D| \to +\infty )
|\nu_g(|D|)| \to 0 \quad \text{if } r < 2.
$$

(2.15)

In order to investigate the behavior of $D$ and fluidity in the limiting case, it is useful to employ the expression on the right-hand side of (2.13). Thus, for $|S| \to 0+$, we get

$$
|D| \to 0 \quad \text{if } r' > 1,
|D| \leq d_* \quad \text{if } r' = 1, \quad \text{(as } |S| \to 0+ )
|D| \to +\infty \quad \text{if } r' < 1,
$$

and

$$
|\alpha_g(|S|)| \to 0 \quad \text{if } r' > 2,
\alpha_g(|S|) = \frac{1}{2\nu_*} \quad \text{if } r' = 2, \quad \text{(as } |S| \to 0+ )
|\alpha_g(|S|)| \to +\infty \quad \text{if } r' < 2.
$$

(2.15)

Similarly, letting $|S| \to +\infty$ we have

$$
|D| \to +\infty \quad \text{if } r' > 1,
|D| \leq d_* \quad \text{if } r' = 1, \quad \text{(as } |S| \to +\infty )
|D| \to 0 \quad \text{if } r' < 1,
$$
Next, we study the response of the classical power-law fluid with regard to its dependence on the value of power-law index ($r \rightarrow 1+$ and $r' \rightarrow 1+$). Figure 2.2 illustrates behavior for both large $r$ and $r'$ approaching 1.

Letting $r \rightarrow 1+$ in (2.13), we observe that, for $D \neq O$, $S = 2\nu_* d_* |D|$ (and thus $|S| \leq 2\nu_* d_*$), while for $D = O$ and for any $A \in R_{sym}^{3 \times 3}$ such that $|A| \leq 2\nu_* d_*$ we can find a sequence $\{D_n\}_{n=1}^\infty$ converging to zero and

$$\lim_{n \rightarrow \infty} 2\nu_* d_* |D_n| = A.$$ 

Consequently, (2.13) for $r \rightarrow 1+$ approximates the response that could be referred to as rigid/free-flow like behavior:

$$\alpha_g(|S|) \rightarrow +\infty \quad \text{if} \quad r' > 2,$$
$$\alpha_g(|S|) = \frac{1}{2\nu_*} \quad \text{if} \quad r' = 2, \quad \text{(as} \quad |S| \rightarrow +\infty)$$
$$\alpha_g(|S|) \rightarrow 0 \quad \text{if} \quad r' < 2.$$

Instead of viewing (2.16) as multivalued response (both in the variables $D$ and $S$), it is possible to write (2.16) as a continuous graph over the Cartesian product $R_{sym}^{3 \times 3} \times R_{sym}^{3 \times 3}$ (see the framework (2.3)) defined through a (scalar) equation

$$(|S| - 2\nu_* d_*)^+ + |2\nu_* d_* D - |D||S| = 0.$$ 

For determining the behavior of (2.13) as $r \rightarrow +\infty$ we prefer to study (2.13)$_2$ for $r' \rightarrow 1+$ and analogous to the above consideration we observe that

$$\alpha_g(|S|) \rightarrow +\infty \quad \text{if} \quad r' > 2,$$
$$\alpha_g(|S|) = \frac{1}{2\nu_*} \quad \text{if} \quad r' = 2,$$
$$\alpha_g(|S|) \rightarrow 0 \quad \text{if} \quad r' < 2.$$

We can call this response Euler/rigid like response. We can again rewrite (2.18) as

$$(2\nu_* |D| - d_*)^+ + |2\nu_* S D - d_* S| = 0.$$
ON THE CLASSIFICATION OF INCOMPRESSIBLE FLUIDS

The models (2.16) and (2.18) are examples of fluids described within the context of an activation criterion. More examples will be discussed in Subsections 2.4 and 2.5. The slash formalism \texttt{name1/name2} (that we will use also below) means that material behaves as \texttt{name1} before activation and as \texttt{name2} after the activation criterion is met.

2.2. Generalized power-law fluids and stress power-law fluids. The formula (2.13) suggests the introduction of \textit{generalized power-law fluids} and \textit{generalized stress power-law fluids} by requiring that, for the former,

$$
S = 2\nu_g (|D|^2) D
$$

and, for the latter,

$$
D = \alpha_g (|S|^2) S
$$

where \(\nu_g\) and \(\alpha_g\) are non-negative continuous functions referred to as the \textit{generalized viscosity} and the \textit{generalized fluidity}. The quantities \(|D|^2 = \text{tr} D^2\) and \(|S|^2 = \text{tr} S^2\) representing the second invariants of \(D\) and \(S\), respectively, can be viewed as natural higher dimensional generalizations of the shear-rate and the shear stress, respectively.

We further introduce \textit{zero shear rate viscosity} as

$$
\nu_0 := \lim_{|D| \to 0} \nu_g (|D|^2)
$$

and \textit{zero shear stress fluidity} through

$$
\alpha_0 := \lim_{|S| \to 0} \alpha_g (|S|^2) .
$$

It follows from (2.14) that for classical power-law fluids the zero shear rate viscosity vanishes for \(r > 2\), is finite for \(r = 2\), and blows up if \(r \in (1, 2)\). A similar behavior can be inferred from (2.15) for the zero shear stress fluidity: for \(r' > 2\) (i.e., for \(r \in (1, 2)\)) \(\alpha_0\) is zero, for \(r = 2\) it is positive, and for \(r' \in (1, 2)\) (it means for \(r > 2\)) the generalized fluidity becomes singular in the vicinity of the origin.

Such behavior is not experimentally observed in any fluid; more frequently both the zero shear rate viscosity and zero shear stress fluidity are finite. The most popular generalizations of the classical power-law fluid that exhibit these features as \(|D| \to 0+\) (resp. \(|S| \to 0+\)) take the form

(2.20) \quad $S = 2\nu_* \left( \frac{1}{2} + \frac{1}{2} \frac{|D|^2}{d_*^2} \right)^{\frac{r-2}{2}} D$

and

(2.21) \quad $D = \alpha_* \left( \frac{1}{2} + \frac{1}{2} \frac{|S|^2}{(2\nu_* d_*)^2} \right)^{\frac{r'-2}{2}} S$.

We refer the reader to [57] for further details; here we emphasize two observations. First, although both (2.20) and (2.21) are invertible for \(r \in (1, +\infty)\), (2.21) is not an inverse of (2.20) and vice versa (compare it to (2.13)). Second, both formulas are defined for all \(r \in (-\infty, +\infty)\) and \(r' \in (-\infty, +\infty)\) respectively. The relationship \(r' = \frac{r-2}{2} \) is however understood as a relation valid for \(r > 1\).

If \(r < 1\), then \(S\) considered as a function of \(D\) given by (2.20) is not monotone; the same holds for (2.21) if \(r' < 1\). We refer the reader to [57] for more details and to [50] for further nontrivial extensions.
2.3. Fluids that can be viewed as a mixture of power-law fluids. It is natural to consider the possibility that the total response of the fluid-like material is given as the sum of particular responses (a simplified scenario for the mixtures) of the individual (in our case two) contributors, i.e.,

\[
S = S_1 + S_2.
\]

One may think of putting two dashpots into a parallel arrangement; the response of one dashpot captures behavior of a fluid A, and the response of another dashpot corresponds to a fluid B; see Figure 2.3. To illustrate the potential of this setting, we consider for illustration three examples:

(i) \(S_1 = 2\nu_* \left( \frac{\mathbf{D} \cdot \mathbf{D}}{\nu_*} \right)^{r-2} \mathbf{D} \) and \(S_2 = 2\tilde{\nu}_* \left( \frac{1}{2} + \frac{1}{2} \frac{\mathbf{D} \cdot \mathbf{D}}{\tilde{\nu}_*} \right)^{r/2} \mathbf{D} \) with \(r \in (1, 2), q > 2\);

(ii) \(S_1 = 2\nu_* \mathbf{D} \) and \(S_2 \) fulfills \(\mathbf{D} = \frac{1}{2\nu_*} \left( \frac{1}{2} + \frac{1}{2} \frac{\mathbf{S}_2^2}{(2\nu_* d_s)^2} \right)^{-2} \mathbf{S}_2 \) with \(r' \in (1, +\infty) \setminus \{2\}\);

(iii) \(S_1 \) responds as in (2.17) and \(S_2 \) responds as in (2.19).

The responses of fluids modeled by the constitutive expressions (i) and (ii) are shown in Figure 2.4 for some choice of parameters. Further examples will be provided in Subsection 2.5.

2.4. Fluids with bounded shear rate or bounded shear stress. We have seen in Subsection 2.1 that the models (2.16) and (2.18) exhibit an interesting feature, namely, the stress \(S\) is bounded as the symmetric part of the velocity gradient is varied, and vice versa. While there are several mathematical advantages to the stress \(S\) expressed as a function of \(\mathbf{D}\), as this would greatly simplify the number of equations that one needs to consider when one substitutes it into the balance of linear momentum (even an explicit expression of the symmetric part of the velocity gradient as a function of \(S\) might lead to a simplified structure for the equations) experiments on colloidal
fluids clearly show that a fully implicit theory is necessary (see for example [12, 39] and further references in [68]). When considering the models (2.20) and (2.21) with \( r = 1 \) and \( r' = 1 \) (and adjusting a scaling by factor \( \sqrt{2} \)), we obtain

\[
S = 2\nu_s \frac{D}{\sqrt{1 + \frac{D^2}{\sigma^2}}}
\]

and

\[
D = \alpha_s \frac{S}{\sqrt{1 + \frac{S^2}{(2\nu_s d_s)^2}}}
\]

and we observe that, in the case of (2.23),

\[
|S| \leq 2\nu_s d_s \quad \text{for all } D,
\]

and, in the case of (2.24),

\[
|D| \leq d_s \quad \text{for all } S.
\]

It is convenient to generalize (2.23) and (2.24) in the following manner: for parameters \( a, b \in (0, +\infty) \) consider

\[
S = 2\nu_s \frac{D}{\left(1 + \left(\frac{|D|}{d_s}\right)^a\right)^\frac{1}{a}}
\]

and

\[
D = \alpha_s \frac{S}{\left(1 + \left(\frac{|S|}{2\nu_s d_s}\right)^b\right)^\frac{1}{b}}.
\]

In both cases, it is worth studying the behavior of the fluids for large \( a \) and \( b \). When \( a \to +\infty \) in (2.25), the constitutive relation approximates the response of the activated fluid which behaves as the Euler fluid prior to the activation and the magnitude of the stress remains bounded; analogously, when \( b \to +\infty \) in (2.26), the constitutive relation approximates the response such that the magnitude of \( D \) remains bounded and the body admits merely rigid body motions till the activation takes place, see Figure 2.5.

**2.5. Activated fluids.** In this section we study two classes of fluids: the first class is activation based on the value of the stress (similar in character to a Bingham fluid) while the second class is activation based on the value of the shear rate.

The first class of fluids that are studied flow only if the generalized shear stress \( |S| = (\text{tr}S^2)^\frac{1}{2} \) exceeds a certain critical value \( \sigma_* \), referred to as the yield stress. Once the fluid flows, we assume the fluid behavior is described by the constitutive expression for a generalized power-law or a generalized stress power-law fluid. In the parts of the subdomain where \( |S| \) is below \( \sigma_* \) the fluid can only translate or rotate as a rigid body. Such responses are traditionally described (see [27]) through the dichotomy

\[
|S| \leq \sigma_* \iff D = 0,
\]

\[
|S| > \sigma_* \iff S = \sigma_* \frac{D}{|D|} + S_2 \quad \text{with } \left\{ \begin{array}{ll}
\text{either} & S_2 = 2\nu_s \left(\frac{|D|^2}{d_s}\right)D, \\
\text{or} & D = \alpha_s \left(\frac{|S|^2}{2\nu_s d_s}\right)S.
\end{array} \right.
\]
In the case of the stress $\mathbf{S}_2 = 2\nu_*\mathbf{D}$ we obtain the constitutive representation for the Bingham fluid (see Figure 2.6 on the left) and if $\mathbf{S}_2 = 2\nu_g (|\mathbf{D}|^2) \mathbf{D}$ then we obtain the constitutive representation for the Herschel-Bulkley fluid. It is worth of observing that (2.27) can be equivalently written within the context of the framework for implicit constitutive equations (2.3). Specifically, considering (2.27) with the expression $\mathbf{S}_2 = 2\nu_g (|\mathbf{D}|^2) \mathbf{D}$ the equivalent formulation can be expressed as

$$2\nu_g (|\mathbf{D}|^2) \mathbf{D} = \left(\frac{|\mathbf{S}| - \sigma_*}{|\mathbf{S}|}\right)^+ \mathbf{S},$$

where $(t)^+ = \max\{t, 0\}$ for $t \in \mathbb{R}$.

On the other hand, considering (2.27) with the expression $\mathbf{D} = \alpha_g (|\mathbf{S}_2|^2) \mathbf{S}_2$, the equivalent representation reads

$$\mathbf{D} = \alpha_g \left(|\mathbf{S} - \sigma_* \frac{\mathbf{D}}{|\mathbf{D}|}|^2\right) \left(\frac{|\mathbf{S}| - \sigma_*}{|\mathbf{S}|}\right)^+ \mathbf{S},$$

which is in our opinion worthy of detailed investigation.

The next class is a dual to (2.27) in the following sense. If the generalized shear rate $|\mathbf{D}|$ is below a critical value $\delta_*$, the flow is frictionless. Inner friction between the fluid layers becomes important only when $|\mathbf{D}|$ exceeds $\delta_*$. Then the fluid can flow as a Navier-Stokes fluid, or a power-law fluid (see Figure 2.6 on the right), or a generalized power-law fluid, or a generalized stress power-law fluid. To summarize,
analogous to (2.27), we can describe such a response through the relation
\[ |D| \leq \delta_\ast \iff S = 0, \]
\[ |D| > \delta_\ast \iff D = \delta_\ast \frac{S}{|S|} + \alpha_\ast (|S|^2) S. \]

It is not surprising that this relation can be written as an explicit relation for the stress \( S \) in terms of the symmetric part of the velocity gradient \( D \), namely
\[
\alpha_\ast (|S|^2) S = \frac{(|D| - \delta_\ast)^+}{|D|} D.
\]

If there is \( \nu_\ast \) such that
\[
D = \alpha_\ast (|S|^2) S \iff S = 2\nu_\ast (|D|^2) D
\]
then (2.28) can be written in the form ((2.29) describes the behavior of the fluid after activation)
\[
S = 2\nu_\ast (|D|^2) \frac{(|D| - \delta_\ast)^+}{|D|} D.
\]

Explicit equivalence holds for the Navier-Stokes fluid (see (2.5)) and for the standard power-law fluids (see (2.13)). Then we obtain the response
\[
S = 2\nu_\ast \frac{(|D| - \delta_\ast)^+}{|D|} D
\]
and
\[
S = 2\nu_\ast \left( \frac{|D|}{d_\ast} \right)^{r-2} \frac{(|D| - \delta_\ast)^+}{|D|} D,
\]
respectively (see Figure 2.6 on the right). We call the response (2.30) the Euler/Navier-Stokes fluid and the response (2.31) the Euler/power-law fluid. If
\[
S = \left( 2\nu_\ast + 2\tilde{\nu}_\ast \left( \frac{|D|}{d_\ast} \right)^{r-2} \right) \frac{(|D| - \delta_\ast)^+}{|D|} D,
\]
with \( r > 2 \) we call this response Euler/Ladyzhenskaya fluid, since O. A. Ladyzhenskaya was the first to consider the generalization of the Navier-Stokes constitutive equation to the form
\[
S = \left( 2\nu_\ast + 2\tilde{\nu}_\ast |D|^{r-2} \right) D
\]
and showed that unsteady internal flows of such fluids in a bounded smooth container admit unique weak solutions if \( r > \frac{d+2}{2} \) (or \( \frac{d+2}{2} \) in general dimension \( d \)); see [21, 20] for improvement of the uniqueness result to \( r \geq \frac{d+2}{2} \). Ladyzhenskaya used kinetic theory arguments to derive (2.32) with \( r = 4 \); see [47, 48, 49].
Simple shear flows of the Euler/Navier-Stokes fluid. For the sake of illustration of response of the fluid (2.30) we consider a simple shear flow of such a fluid. In order to characterize such fluids it is also useful to consider a modified model which we call the regularized Euler/Navier-Stokes fluid given by

\begin{equation}
S = 2\nu_s \left( \epsilon_* + \frac{(|D| - \delta_*)^+}{|D|} \right) D
\end{equation}

with an extra parameter \( \epsilon_* \geq 0 \). We will consider solutions of the balance equations (see (2.40), (2.41) below) for the response of the fluids described by (2.33) and the degenerate case (2.30)) in \( \mathbb{R}^2 \), with the velocity taking the form

\[ v(x, y) = (u(y), 0) \quad x, y \in \mathbb{R} \]

for some \( u : \mathbb{R} \to \mathbb{R} \) absolutely continuous on every compact interval in \( \mathbb{R} \). We note that now we deal with solutions of the governing equations in \( \mathbb{R}^2 \) so there are no boundary conditions involved. It is easy to check that if \( \epsilon_* > 0 \) then all such solutions of (2.40), (2.41), and (2.33) fulfill

\begin{align}
(2.34a) & \quad \left( \epsilon_* + \mathcal{H}(|u'| - \sqrt{2}\delta_*) \right) u'' = -2C \quad \text{a.e. in} \ \mathbb{R}, \\
(2.34b) & \quad p(x) = -2\nu_s C x + p_0,
\end{align}

with some \( C \in \mathbb{R}, \mathcal{H}(t) = 1 \) if \( t > 0 \) and \( \mathcal{H}(t) = 0 \) otherwise. The formulas (2.34) represent a generalization of the well-known equations for simple shear flows of the Navier-Stokes fluid, which is a special case with \( \delta_* = 0 \). In fact all the solutions of (2.34) take the form

\begin{align}
(2.35a) & \quad u(y) = \begin{cases} 
-\frac{C}{\epsilon_*} (y - y_0)^2 + u_0 & |y - y_0| \leq \frac{\sqrt{2\delta_*}}{2|C|}, \\
-\frac{C}{\epsilon_*} (y - y_0)^2 + \sqrt{2\delta_*} \left| \frac{y - y_0}{\epsilon_*} \right| - \epsilon_* \left( \frac{\sqrt{2\delta_*}}{\epsilon_*} \right)^2 + u_0 & |y - y_0| \geq \frac{\sqrt{2\delta_*}}{2|C|},
\end{cases} \\
(2.35b) & \quad p(x) = -2\nu_s C x + p_0,
\end{align}

with any \( C, y_0, u_0, p_0 \in \mathbb{R} \). In the interval \( \left\{ |y - y_0| \leq \frac{\sqrt{2\delta_*}}{2|C|} \right\} \) the fluid is in the regime below the “activation” threshold (where \( |u'| \leq \sqrt{2}\delta_* \)) with the viscosity \( \epsilon_*\nu_s \) while outside this interval the threshold is exceeded and the generalized viscosity has the value \( \nu_s \left( \epsilon_* + 1 - \frac{\sqrt{2\delta_*}}{|u'|} \right) \). Taking the limit \( \epsilon_* \to 0+ \) one obtains

\begin{align}
(2.36a) & \quad u(y) = -C \left( (y - y_0)^2 + \sqrt{2\delta_*} \frac{|y - y_0|}{C} \right) + u_0, \\
(2.36b) & \quad p(x) = -2\nu_s C x + p_0,
\end{align}

which indeed is a solution of the balance equations for the Euler/Navier-Stokes fluid (2.30) with any \( C, y_0, u_0, p_0 \in \mathbb{R} \). Now the flow exceeds the activation threshold everywhere except of \( y = y_0 \) where \( u'(y_0 \pm) = \mp \sqrt{2\delta_*} \frac{C}{\epsilon_*} \) and the shear rate jumps there by virtue of the vanishing viscosity. In Figure 2.7 we display a family of solutions (2.35a) for varying \( \epsilon_* \) and (2.36a) (matching \( \epsilon_* = 0 \)) for fixed values of \( C, y_0 \).

Apart of the family of solutions (2.36) the Euler/Navier-Stokes fluid (2.30) admits also the simple shear flows which do not exceed the threshold \( |u'| = \sqrt{2}\delta_* \), the viscosity is zero and therefore any admissible velocity profile is a solution. Such solutions are characterized by

\begin{align}
(2.37a) & \quad |u'| \leq \sqrt{2}\delta_*, \quad \text{a.e. in} \ \mathbb{R}, \\
(2.37b) & \quad p = p_0,
\end{align}
Fig. 2.7. Simple shear flows of the regularized Euler/Navier-Stokes fluid for various values of the added viscosity $\epsilon_*\nu_*$ and fixed $C > 0$. Circles mark the point of activation $y = y_0 \pm \sqrt{2}\delta_*^2$ where $|u'| = \sqrt{2}\delta_*$. The degenerate case $\epsilon_* = 0$ is activated everywhere, i.e., $|u'| \geq \sqrt{2}\delta_*$. Note that the velocity profiles are determined up to an additive constant (because no boundary conditions are enforced); here we take $u_0 = 0$.

Table 2.1
Summary of systematic classification of fluid-like response with the corresponding $|D|\cdot|S|$ diagrams

| Euler/rigid | Navier-Stokes/limiting shear-rate | fluid body allowed to move only rigidly |
|------------|----------------------------------|--------------------------------------|
| Euler/shear-thickening | shear-thickening | rigid/shear-thickening |
| Euler/Navier-Stokes | Navier-Stokes | rigid/Navier-Stokes |
| Euler/shear-thinning | shear-thinning | rigid/shear-thinning |
| Euler | limiting | rigid/free-flow |

$|D| \leq \delta_* \iff S = O$ no activation $|S| \leq \sigma_* \iff D = O$

with some locally Lipschitz continuous $u : \mathbb{R} \to \mathbb{R}$ and $p_0 \in \mathbb{R}$. In fact the families (2.36) and (2.37) are all possible weak solutions for a simple shear flow of the Euler/Navier-Stokes fluid.

2.6. Classification of incompressible fluids. The previous exposition should indicate the broad spectrum of fluid responses that can be described within the setting

$$b \left( |D|^2 \right) D = a \left( |S|^2 \right) S,$$

where $a$ and $b$ are continuous (not necessarily always differentiable) functions.

The following Table 2.1 summarizes these observations in a different way, paying attention to the broad range of models covered by (2.38). It includes the Euler (frictionless) fluid at one extreme and a fluid that only moves rigidly at the other
extreme and contains the responses ranging from the fluids enforcing the activation criterion $|\mathbf{D}| \leq \delta_* \iff \mathbf{S} = \mathbf{0}$ through non-activated fluids to the fluids that are governed by the activation criterion $|\mathbf{S}| \leq \sigma_* \iff \mathbf{D} = \mathbf{0}$. Vertically, the range of $r$ is iterated from top to bottom: $r = +\infty$, $r \in (2, +\infty)$, $r = 2$, $r \in (1, 2)$, and $r = 1$. Thus, at the bottom left corner we have perfectly frictionless Euler fluid and at the top right corner we have a fluid that can only undergo rigid motions. In the middle of the table the Navier-Stokes model is placed.

2.7. Activated boundary conditions. Boundary conditions can have as much impact on the nature of the flow as the constitutive equation for the fluid in the bulk. We illustrate it explicitly in this subsection. Here, for the sake of clarity, we restrict ourselves to internal flows, i.e., we assume that

\[(2.39) \quad \mathbf{v} \cdot \mathbf{n} = 0 \quad \text{on} \ \partial \Omega,\]

where $\mathbf{n} : \partial \Omega \to \mathbb{R}^d$ denotes the mapping that assigns the outward unit normal vector to any $x \in \partial \Omega$. The behavior of the fluid at the tangential direction near the boundary is described by the equations that reflect mutual interaction between the solid boundary and the fluid flowing adjacent to the boundary. These are constitutive equations which we shall concern ourselves with. In order to specify them, in the spirit of previous parts of the paper, we first recall some energy estimates.

Considering the constraint that the fluid can undergo only isochoric motions

\[(2.40) \quad \text{div} \mathbf{v} = 0 \quad \text{in} \ \Omega,\]

and assuming, for simplicity, that the density is uniform, i.e., $\rho \equiv \rho_* > 0$, motions of such a fluid are described by the balance equations for linear and angular momenta that take the form (see also (2.2))

\[(2.41) \quad \rho_* \left( \frac{\partial \mathbf{v}}{\partial t} + \sum_{k=1}^{d} v_k \frac{\partial \mathbf{v}}{\partial x_k} \right) = \text{div} \mathbf{S} - \nabla p \quad \text{in} \ \Omega,\]

\[\mathbf{S} = \mathbf{S}^\top \quad \text{in} \ \Omega.\]

Forming the scalar product of the first equation with $\mathbf{v}$ and integrating the result over $\Omega$, we arrive at

\[\frac{d}{dt} \int_{\Omega} \rho_* \frac{|\mathbf{v}|^2}{2} \, dx + \int_{\Omega} \text{div} \left( \rho_* \frac{|\mathbf{v}|^2}{2} \mathbf{v} \right) \, dx = \int_{\Omega} \text{div} (\mathbf{S} \mathbf{v}) \, dx - \int_{\Omega} \mathbf{S} : \mathbf{D} \, dx - \int_{\Omega} \text{div} (p \mathbf{v}) \, dx,\]

where we have used (2.40) twice. Gauss’ theorem and the requirement (2.39) then lead to

\[\frac{d}{dt} \int_{\Omega} \rho_* \frac{|\mathbf{v}|^2}{2} \, dx + \int_{\Omega} \mathbf{S} : \mathbf{D} \, dx + \int_{\partial \Omega} (-\mathbf{S}) : (\mathbf{v} \otimes \mathbf{n}) \, dS = 0,\]

where $\mathbf{a} \otimes \mathbf{b}$ denotes the second order tensor with the components $(\mathbf{a} \otimes \mathbf{b})_{ij} = a_i b_j$. In virtue of the symmetry of $\mathbf{S}$, see (2.41), we obtain

\[(-\mathbf{S}) : (\mathbf{v} \otimes \mathbf{n}) = (-\mathbf{S}) : (\mathbf{n} \otimes \mathbf{v}) = (-\mathbf{S} \mathbf{n}) : \mathbf{v}_\tau,\]

where $\mathbf{z}_\tau$ denotes the projection of $\mathbf{z} : \partial \Omega \to \mathbb{R}^d$ to the plane tangent to $\partial \Omega$ (at the point of $\partial \Omega$ under consideration). Finally, introducing the notation

\[\mathbf{s} := (-\mathbf{S} \mathbf{n})_\tau \quad (\text{projection of the normal traction to the tangent plane}),\]
we can rewrite (2.42) in the form
\[
\frac{d}{dt} \int_\Omega \rho \frac{|v|^2}{2} dx + \int_\Omega \mathbf{S} : \mathbf{D} dx + \int_{\partial \Omega} \mathbf{s} \cdot \mathbf{v}_r dS = 0.
\]

The discussion in Section 2 thus far has been focused on discussing models within the context of the framework \( \mathcal{G} (\mathbf{S}, \mathbf{D}) = \mathcal{O} \) (see (2.3)). In fact, the discussion concerned the restricted class of models of the form
\[
(2.43) \quad a (|\mathbf{D}|^2) \mathbf{D} = b (|\mathbf{S}|^2) \mathbf{S},
\]
where \( a \) and \( b \) were non-negative continuous (not necessarily everywhere differentiable) functions.

In a manner similar to the class of models defined through (2.43), we could develop analogously the identical framework of relations linking \( \mathbf{s} \) and \( \mathbf{v}_r \), i.e., to consider various classes of boundary conditions that fit the form
\[
(2.44) \quad h (\mathbf{s}, \mathbf{v}_r) = 0,
\]
where we deal with a (monotone) continuous function \( h : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \), or a more restrictive class
\[
(2.44) \quad \tilde{a} (|\mathbf{v}_r|^2) \mathbf{v}_r = \tilde{b} (|\mathbf{s}|^2) \mathbf{s},
\]
where \( \tilde{a}, \tilde{b} : [0, +\infty) \rightarrow [0, +\infty) \) are non-negative continuous functions.

We shall not consider the problem within the context of such generality for the following two reasons: (i) we do not have enough experimental data that would support nonlinear relations between \( \mathbf{s} \) and \( \mathbf{v}_r \), and (ii) the extension of the framework developed to take into account such nonlinear relations is straightforward and follows in a manner similar to that discussed in Subsections 2.1–2.5.

In what follows, we restrict ourselves to both activated and non-activated responses that are (after activation) linear. In a manner similar to that in the introductory part of Section 2 where we considered the product \( \mathbf{S} : \mathbf{D} \), we notice here that the product \( \mathbf{s} \cdot \mathbf{v}_r \) vanishes if either
\[
(2.45) \quad s = 0 \quad \text{on } \partial \Omega,
\]
or
\[
(2.46) \quad \mathbf{v}_r = 0 \quad \text{on } \partial \Omega \quad \text{for all admissible flows}.
\]

The condition (2.45) is referred to as the free-slip condition condition, expressing the fact that the boundary exhibits no friction to the flow, in the sense that the shear stress vanishes, and fluid flows tangentially to the boundary. On the other hand, the condition (2.46), referred to as the no-slip boundary condition, requires that flows adhere to the boundary. It has the character of a boundary constraint.

A linear relation between \( \mathbf{s} \) and \( \mathbf{v}_r \) is known as the Navier-slip:
\[
(2.47) \quad \mathbf{s} = \gamma_* \mathbf{v}_r \quad \text{with } \gamma_* > 0.
\]

We consider two types of activated boundary conditions. First, the relation
\[
(2.48) \quad |s| \leq s_* \quad \iff \quad \mathbf{v}_r = 0,
\]

\[
|s| > s_* \quad \iff \quad s = s_* \frac{\mathbf{v}_r}{|\mathbf{v}_r|} + \gamma_* \mathbf{v}_r,
\]
Table 2.2
Classification of boundary activation of fluid response with the corresponding $|v_\tau| - |s|$ diagrams. The last row reflects the usage of the term slip in section 3 to describe a broad class of boundary conditions of the slip type.

| Boundary Condition   | Description                      | Equation           |
|----------------------|----------------------------------|--------------------|
| free-slip            | $s = 0$                          | $(2.45)$           |
| Navier-slip          | $|v_\tau| \leq v_*$ $\iff$ $s = 0$ | $(2.47)$           |
| no-slip/Navier-slip  | $|s| \leq s_*$ $\iff$ $v_\tau = 0$ | $(2.48)$ or $(2.49)$ |
| no-slip              |                                  | $(2.46)$           |

which has been coined as the stick/slip condition in the literature, but which we will refer to as the no-slip/Navier-slip condition for consistency; $s_*$ is the yield stress that is positive. It can be rewritten into the form $(2.44)$ through its equivalent characterization

$(2.49)$

$$\gamma_* v_\tau = \frac{(|s| - s_*)^+}{|s|} s.$$  

In analogy, the second type of activated condition is given through the description

$(2.50)$

$$|v_\tau| \leq v_* \iff s = 0,$$

$$|v_\tau| > v_* \iff v_\tau = v_* \frac{s}{|s|} + \frac{1}{\gamma_*} s,$$

where $v_* > 0$. The equivalent description of $(2.50)$, that can be referred to as the free-slip/Navier-slip condition, takes the form

$(2.51)$

$$s = \gamma_* \frac{(|v_\tau| - v_*)^+}{|v_\tau|} v_\tau.$$  

These responses are summarized in the Table 2.2.

Simple shear flows of the Navier-Stokes fluid and the Euler/Navier-Stokes fluid subject to activated boundary conditions. Finally, in order to emphasize the role of boundary conditions in determining the nature of the flow, we consider Poiseuille flow between two parallel plates located at $y = \pm L$. All types of boundary conditions listed in Table 2.2 will be considered. We can write boundary conditions $(2.49)$ and $(2.51)$ together as

$(2.52)$

$$\gamma_* \frac{(|v_\tau| - v_*)^+}{|v_\tau|} v_\tau = \frac{(|s| - s_*)^+}{|s|} s \quad \text{on} \partial(\mathbb{R} \times (-L, L))$$

requiring that at least one of $v_*$ and $s_*$ is zero. Let us consider a simple shear flow of the Euler/Navier-Stokes fluid $(2.36)$ in domain $\mathbb{R} \times (-L, L)$ for given $L > 0$. As shown in Section 2.5 simple shear flows of the Euler/Navier-Stokes fluid are in the
form (2.36) or (2.37). Let us assume symmetry \( y_0 = 0 \) in (2.36a); it will be obvious later that the converse is not possible. Normalizing (2.36a) to a given flow rate \( Q \in \mathbb{R} \) such that

\[
\int_{-L}^{L} u(u) dy = Q
\]

we obtain

\[
u(a) u = -C \left( y^2 + \sqrt{2} \delta_* \frac{|y|}{C} \right) + \frac{Q}{2L} + C \left( \frac{L^2}{3} + \frac{\sqrt{2} \delta_* L}{2|C|} \right),
\]

\[
u(b) p = -2 \nu_* C x + p_0
\]

being defined for any \( C \in \mathbb{R} \setminus \{0\} \). It requires a trivial, but tedious, computation to check that simple shear flow of Euler/Navier-Stokes fluid (2.54) solves the balance equations in \( \mathbb{R} \times (-L,L) \) together with boundary condition (2.52) on \( \{y = \pm L\} \) provided that

\[
u(c) C = \frac{3Q}{4L^2} \left[ \left( 1 - \frac{\sqrt{2} \delta_* L^2 + 2 \nu_* L}{|Q|} \right)^+ - \frac{3 \nu_*}{3 \nu_* + \gamma_* L} \left( 1 - \frac{\sqrt{2} \delta_* L^2 + 2 \nu_* L + \frac{2 \nu_* L^2}{|Q|}} |Q| \right) \right]^+
\]

and \( p_0 \in \mathbb{R} \) is arbitrary. If \( C \) given by formula (2.55) is zero, then all flows which fulfill (2.37), (2.52), and (2.53) are solutions; more precisely if \( C = 0 \) all the solutions are given by

\[
u(a) |u'| \leq \sqrt{2} \delta_* \quad \text{a.e. in } \mathbb{R},
\]

\[
u(b) \gamma_* |u| \leq \gamma_* v_* \quad \text{a.e. on } \{|y| = L\},
\]

\[
u(c) \int_{-L}^{L} u dy = Q,
\]

\[
u(d) p = p_0,
\]

with some Lipschitz continuous \( u : [-L,L] \to \mathbb{R} \) and \( p_0 \in \mathbb{R} \). Family (2.54), (2.55) and family (2.56) represent in fact all possible simple shear flow solutions of motions of the Euler/Navier-Stokes fluid subject to no-slip/Navier-slip or free-slip/Navier-slip boundary conditions (2.52). We summarize combinations of bulk and boundary activation criterions in Table 2.3.

3. Mathematical analysis of flows of activated Euler fluids. Long-time and large-data existence theory (within the context of weak solutions) for a broad class of fluids described by implicit constitutive relation (2.3) has been developed in [16, 17]. These works deal with internal flows of incompressible fluids with monotone responses, asymptotically behaving as \( |S| = \mathcal{O} \left( |D| r^{-1} \right) \) as \( |D| \to \infty \) or \( |D| = \mathcal{O} \left( \inf |S| r^{-1} \right) \) as \( |S| \to \infty \) with \( \frac{d}{2} \leq r < \infty \) (or \( \frac{2d}{d+2} < r < \infty \) in general dimension \( d \)). In order to get a pressure\(^3\) which is integrable over the space-time cylinder in the unsteady

\(^3\)In fact, in [16, 17] the results are established even in a more general setting replacing the Lebesgue spaces by the Orlicz spaces.

\(^3\)Subtle difference between thermodynamic pressure, the mean normal stress (the latter usually referred to as pressure in mathematical literature on incompressible fluids), and the Lagrange multiplier is not to be discussed in this paper and we refer interested reader to [59, 70]. Henceforth we refer to the Lagrange multiplier that enforces the incompressibility condition as the “pressure”.
Table 2.3

Solutions for simple shear flows of the Euler/Navier-Stokes fluid in combination with different activated and classical boundary conditions. The middle column contains $|v\tau|s$ diagrams of boundary response (on the left) and $|\mathcal{B}|\mathcal{S}$ diagrams of bulk response (on the right). The solid segments and the circles (colored red in the electronic version) mark the part of the response being attained in the specific case. Note that no-slip/Navier-slip (contrary to free-slip/Navier-slip) admits a mode with the activation threshold exceeded in the bulk with the boundary under activation threshold. Also note that the free-slip condition admits only Euler mode, frictionless solutions. For the Navier-Stokes limit just let $\delta_* = 0$.

|free-slip/Navier-slip: $\ (2.52)$ & $s_* = 0$ |
|---|
| $|Q| \leq \sqrt{2\delta_* L^2 + 2v_* L}$ | 
\[ C = \frac{\gamma_* L}{3s_* + \gamma_* L} \left( \frac{3\delta_* L^2 - 2v_* L}{\gamma_* L} \right) |Q| \]  

| $|Q| \geq \sqrt{2\delta_* L^2 + 2v_* L}$ | 
\[ C = \frac{\gamma_* L}{3s_* + \gamma_* L} \left( \frac{3\delta_* L^2 - 2v_* L}{\gamma_* L} \right) |Q| \]  

|  

|no-slip/Navier-slip: $\ (2.52)$ & $v_* = 0$ |
|---|
| $|Q| \leq \sqrt{2\delta_* L^2}$ | 
\[ C = \frac{3\delta_* L^2}{4L^2} |Q| \]  

| $|Q| \geq \sqrt{2\delta_* L^2 + \frac{2s_* L^2}{\delta_*}}$ | 
\[ C = \frac{3\delta_* L^2}{4L^2} |Q| + \frac{3s_* L^2}{\delta_*} |Q| \]  

|  

|free-slip: $\ (2.52)$ & $s_* = 0$ & $v_* \to \infty$ |
|---|
| $Q \in \mathbb{R}$ | 
\[ u(\pm L) = 0, \ (2.56c), (2.56d) \]  

|no-slip: $\ (2.52)$ & $v_* = 0$ & $s_* \to \infty$ |

|Navier-slip: $\ (2.52)$ & $v_* = 0$ & $s_* = 0$ |
|---|
| $|Q| \leq \sqrt{2\delta_* L^2}$ | 
\[ C = \frac{\gamma_* L}{3s_* + \gamma_* L} \left( \frac{3\delta_* L^2 - 2v_* L}{\gamma_* L} \right) |Q| \]  

| $|Q| \geq \sqrt{2\delta_* L^2}$ | 
\[ C = \frac{\gamma_* L}{3s_* + \gamma_* L} \left( \frac{3\delta_* L^2 - 2v_* L}{\gamma_* L} \right) |Q| \]  

\[ u(\pm L) = 0, \ (2.56c), (2.56d) \]
case, the theory is developed with a boundary condition allowing some kind of slip. The overview of the problem concerning the connection between the integrability of the pressure and a specific boundary condition is given in [29]; see also the original studies [43, 44]. Existence theory when the Navier-slip boundary condition is enforced has recently been extended to the stick/slip boundary condition in [19, 18]. The theory for unsteady flows subject to the no-slip boundary condition can be found in a more recent study [13], where the solenoidal Lipschitz approximations of solenoidal Bochner-Sobolev functions are constructed and analyzed (from the point of view of their mathematical properties on approximation parameters). With such constructions, the analysis of the problem can be performed without introducing the notion of pressure.

In this section we will provide an existence theory for steady and unsteady flows of activated Euler fluids considering various types of behavior after activation and various types of boundary conditions. More specifically, we will study the system

\begin{align}
(3.1a) \quad & \nabla \cdot \mathbf{v} = 0 \quad \text{in} \ (0, T) \times \Omega, \\
(3.1b) \quad & \frac{\partial \mathbf{v}}{\partial t} + \nabla (\mathbf{v} \cdot \mathbf{v}) - \nabla p + \mathbf{b} = -\nabla \cdot \mathbf{S} \quad \text{in} \ (0, T) \times \Omega, \\
(3.1c) \quad & \mathbf{S} = 2\nu \, (|\mathbf{D}| - \delta_s)^+ \, S(|\mathbf{D}|) \mathbf{D} / |\mathbf{D}| \quad \text{in} \ (0, T) \times \Omega, \\
(3.1d) \quad & \mathbf{h}(s, \mathbf{v}_r) = 0 \quad \text{on} \ (0, T) \times \partial \Omega, \\
(3.1e) \quad & \mathbf{v}(s, 0, \cdot) = \mathbf{v}_0 \quad \text{in} \ \Omega.
\end{align}

Here $S : [0, \infty) \rightarrow [0, \infty)$ is supposed to be of the following forms: either

\[ S \equiv 1 \]

giving the Euler/Navier-Stokes fluid (2.30), or

\[ S(d) = \left( \frac{d}{d^*} \right)^{-2} \quad \text{or} \quad S(d) = \left( A + \left( \frac{d}{d^*} \right)^2 \right)^{\frac{r-2}{2}}, \quad A > 0, \]

leading to the Euler/power-law fluid (2.31), or

\[ S(d) = 1 + A \left( \frac{d}{d^*} \right)^{r-2}, \quad r > 2, \quad A > 0, \]

leading to the Euler/Ladyzhenskaya fluid.

It is not difficult to verify (see Appendix B) that the graph $\mathcal{G} \subset \mathbb{R}^{3 \times 3}_{\text{sym}} \times \mathbb{R}^{3 \times 3}_{\text{sym}}$ defined through

\[ (\mathbf{S}, \mathbf{D}) \in \mathcal{G} \quad \text{if and only if} \quad \mathbf{S} \quad \text{and} \quad \mathbf{D} \quad \text{fulfill} \quad (3.1c) \]

is a maximal monotone $r$-graph, i.e., $\mathcal{G}$ has the following properties:

(\text{G1}) $\langle \mathbf{0}, \mathbf{D} \rangle \in \mathcal{G}$; 
(\text{G2}) $\langle \mathbf{S}_1 - \mathbf{S}_2, \mathbf{D}_1 - \mathbf{D}_2 \rangle \geq 0$ for all $\langle \mathbf{S}_1, \mathbf{D}_1 \rangle \in \mathcal{G}$ and $\langle \mathbf{S}_2, \mathbf{D}_2 \rangle \in \mathcal{G}$; 
(\text{G3}) if $\mathbf{S}, \mathbf{D} \in \mathbb{R}^{3 \times 3}_{\text{sym}}$ satisfy $\langle \mathbf{S} - \mathbf{S}, \mathbf{D} - \mathbf{D} \rangle \geq 0$ for all $\langle \mathbf{S}, \mathbf{D} \rangle \in \mathcal{G}$, then $\langle \mathbf{S}, \mathbf{D} \rangle \in \mathcal{G}$; 
(\text{G4}) there exist $r \in (1, \infty], \alpha, \beta \in (0, \infty)$ such that $\mathbf{S} : \mathbf{D} \geq \alpha \langle \mathbf{S} - \mathbf{S}', \mathbf{D} - \mathbf{D}' \rangle - \beta$ whenever $\langle \mathbf{S}, \mathbf{D} \rangle \in \mathcal{G}$ and $\frac{1}{r} + \frac{1}{\alpha} + \frac{1}{\beta} = 1$.

\footnote{We assume that density $\rho$ is constant and we replace $\frac{1}{\rho}$ merely by $p$ throughout the whole section. Note that such $p$, although customarily called “pressure” in mathematical fluid dynamics literature, is actually the mean normal stress scaled by the (constant) density.}
Suitable choices of the function \( h(s, v_\ast) \) cover the boundary conditions (2.45), (2.46), (2.47), (2.49), (2.51). Analogous to the above setting, we require that the graph \( B \subset \mathbb{R}^3 \times \mathbb{R}^3 \) defined through

\[(s, v) \in B \leftrightarrow s \text{ and } v \text{ fulfill } (3.1c)\]

is a maximal monotone 2-graph, i.e., \( B \) has the following properties:

(B1) \((0, 0) \in B\);
(B2) \((s_1 - s_2) \cdot (v_1 - v_2) \geq 0\) for all \((s_1, v_1) \in B\) and \((s_2, v_2) \in B\);
(B3) if \( s, v \in \mathbb{R}^3 \) satisfy \((s - \tilde{s}) \cdot (v - \tilde{v}) \geq 0\) for all \((\tilde{s}, \tilde{v}) \in B\), then \((s, v) \in B\);
(B4) there are \( \tilde{\alpha}, \tilde{\beta} \in (0, \infty) \) such that \( s \cdot v \geq \tilde{\alpha} (|s|^2 + |v|^2) - \tilde{\beta} \) for all \((s, v) \in B\). The requirement (B4) can be easily verified for the boundary conditions (2.47), (2.49) and (2.51).

Note that there is no boundary term in the weak formulation of the problem in the case of the free-slip condition (2.45); this condition does not invalidate the analysis. On the other hand the no-slip boundary condition (2.46) needs to be treated separately.

Apart from the general purpose of this paper we are further motivated to study the problem (3.1) for the following reasons.

1. The most studied systems of PDEs (partial differential equations) in fluid mechanics are the Euler equations (when \( S = 0 \), or \( \delta_* \to \infty \) in (3.1c)) and the Navier-Stokes equations (when \( S = 2\nu D \), or \( \delta_* = 0 \) and \( S \equiv 1 \) in (3.1c)). The system of PDEs considered here is placed between them, as \( \delta_* \in (0, \infty) \). While (3.1a)–(3.1c) can, particularly for \( \delta_* \) large, share several features associated with the physics of the Euler fluid (or the Euler equations), we will document that the mathematical properties of the flows described by (3.1) are similar to those described by the Navier-Stokes equations. This is important as recent achievements in the mathematical theory of the Euler equations considered in a reasonable physical setting show that the equations exhibit pathological solutions within the framework of weak solutions with bounded (kinetic) energy (see [23, 82]). Fluids described by (3.1c) seem to have been completely overlooked both in physics and mathematical fluid dynamics literature; this may well be due to the fact that such behavior has not been observed. Below, we will focus on filling this lacuna and on developing the mathematical foundations associated with the problem (3.1).

2. It is worth noticing that the activated Euler fluids characterized by (3.1c) represent the models dual to the Bingham fluids that are obtained by interchanging the role of \( D \) and \( S \) in (3.1c). A mathematical theory for Bingham fluids, in the spirit of the theory developed here, is given in [18, 19, 63], where the reader can also find more references concerning the earlier results on the analysis of flows of the Bingham fluids and their generalizations.

3. The set-up of the problem considered here will be also used to show how different types of boundary conditions can be treated (while restricting ourselves to internal flows). We will also focus on the relation between the considered boundary conditions and the properties of the mean normal stress \( p \).

4. Since the operator \( \text{div} S \) is elliptic and degenerates for \( |S| \leq \delta_* \), the theory presented below can be viewed as an approach for studying degenerate problems.
5. Finally, the constitutive relation (3.1c) is regularized by

\[ S'(\mathbf{D}) = \left( \epsilon |\mathbf{D}|^{q-2} + 2\nu_\ast \frac{|\mathbf{D} - \delta_\ast^+|}{|\mathbf{D}|} S(|\mathbf{D}|) \right) \mathbf{D} \]

with \( \epsilon > 0 \) and \( q \geq 2 \) large enough. This explicit regularization allows us to proceed explicitly in the subsequent analysis.

### 3.1. Function spaces

In what follows we assume that \( \Omega \subset \mathbb{R}^3 \) is a domain, i.e., a bounded open connected set. For \( 1 \leq p \leq \infty, k \in \mathbb{N} \), \( L^p(\Omega) \) and \( W^{k,p}(\Omega) \) denote the standard Lebesgue and Sobolev space respectively, i.e., spaces of measurable functions of finite norm

\[
\|f\|_{L^p(\Omega)} = \|f\|_{L^p,\Omega} = \left( \int_\Omega |f|^p \right)^{\frac{1}{p}},
\]

\[
\|f\|_{W^{k,p}(\Omega)} = \|f\|_{W^{k,p},\Omega} = \sum_{j=0}^k \|\nabla^j f\|_{L^p,\Omega}, \quad |\nabla^j f| = \left( \sum_{|\alpha|=j} |D^\alpha f|^2 \right)^{\frac{1}{2}}
\]

respectively. When there is no risk of confusion the subscript \( \Omega \) can be omitted. Often we will use symbol \( L^p(\Omega)_{\text{sym}} \) to denote functions with values in symmetric tensors with \( L^p \)-integrable components. Bold-face symbols \( W^{k,p} \) and \( L^p \) will denote vector-valued Sobolev and Lebesgue functions respectively. Parentheses \( \langle \cdot, \cdot \rangle_\Omega \) will denote duality pairing in \( L^p(\Omega) \) and \( L^{\frac{1}{p'}}(\Omega) \) including vector and tensor-valued case; the subscript \( \Omega \) will be typically dropped where is no danger of confusion. Analogously, angle brackets \( \langle \cdot, \cdot \rangle_{V^*,V} \) denote a duality pairing between spaces \( V^* \) and \( V \), where \( V^* \) denotes the dual of \( V \); the subscript can be omitted. For any vector-valued function \( \mathbf{v} \), the symmetric part of the gradient is defined through \( \mathbf{Dv} := \frac{1}{2}(\nabla \mathbf{v} + (\nabla \mathbf{v})^\top) \). We use notation \( L^p(0,T;X) \) and \( C^k(I;X) \) to denote Bochner spaces of functions with values in the Banach space \( X \) and \( k \)-times continuously differentiable functions on interval \( I \subset \mathbb{R} \) with values in \( X \) respectively; \( C^k_b(I;X) \) denotes functions from \( C^k(I;X) \) which are compactly supported in \( I \).

The function spaces relevant to the problems that are being investigated vary depending on the type of boundary conditions. Two cases are being considered separately. First, the case of the no-slip boundary condition (the no-slip case, in short) and then other boundary conditions that involve various kinds of slipping mechanisms (the slip case, in short), cf. Table 2.2.

#### 3.1.1. No-slip case

We consider the space of compactly supported smooth functions and its subspace of solenoidal functions:

\[ C_0^\infty := \{ \mathbf{v} : \Omega \to \mathbb{R}^3; \mathbf{v} \text{ smooth; supp } \mathbf{v} \subset \Omega \}, \quad C_{0,\text{div}}^\infty := \{ \mathbf{v} \in C_0^\infty; \text{div } \mathbf{v} = 0 \} \]

and their closures in \( L^p \)-norm, \( W^{1,p} \)-norm (with \( 1 < p < \infty \)) and \( W^{3,2} \)-norm:

\[
W_0^{1,p} := \overline{C_0^\infty ||_{W^{1,p}}}, \quad L_{0,\text{div}}^p := \overline{C_{0,\text{div}}^\infty ||_{L^p}}, \quad W_0^{1,p} := \overline{C_{0,\text{div}}^\infty ||_{W^{1,p}}}, \quad W_0^{3,2} := \overline{C_{0,\text{div}}^\infty ||_{W^{3,2}}}
\]
As a consequence of the Poincaré and Korn inequalities, see [2, Corollary 6.31], [25, Theorem 5.15], the following norms are equivalent on $W_0^{1,p}$ (and $W_0^{1,p}$) for $1 < p < \infty$:

\begin{equation}
\|Dv\|_p \leq \|\nabla v\|_p \leq \|v\|_{1,p} \leq C_p \|\nabla v\|_p \leq C_p C_K \|Dv\|_p \quad \text{for all } v \in W_0^{1,p},
\end{equation}

with $\|\nabla v\|_p := \|\nabla v\|_p$, $\|Dv\|_p := \|Dv\|_p$; the constant $C_p > 0$ that appears due to the Poincaré inequality depends on $p$ and $\Omega$, while the constant $C_K > 0$ that appears due to the Korn inequality depends only on $p$.

Note that for a domain $\Omega$ (without further regularity assumption on the smoothness of $\partial\Omega$) we have the embedding $W_0^{1,2} \hookrightarrow W_0^{1,\infty}(\Omega)^3$. If additionally $\Omega$ is a $C^{0,1}$ domain, i.e., $\Omega$ is a domain with Lipschitz boundary $\partial\Omega$, then the following characterization holds true:

\begin{equation}
W_0^{1,p} = \{ v \in W^{1,p}(\Omega); v = 0 \text{ on } \partial\Omega \text{ in the sense of traces} \},
\end{equation}

\begin{equation}
W_0^{1,p,\text{div}} = \{ v \in W_0^{1,p}; \text{div } v = 0 \};
\end{equation}

moreover we use (3.3) as a definition of $W_0^{1,\infty}$ and $W_0^{1,\infty,\text{div}}$ in the case that $p = \infty$ and $\Omega$ is a $C^{0,1}$ domain.

We can occasionally denote the norm on $(W_0^{1,p})^*$, the topological dual of $W_0^{1,p}$, by $\|\cdot\|_{-1,p^*}$.

3.1.2. Slip case. Here we assume $\Omega$ is a $C^{0,1}$ domain. We denote by $n : \partial\Omega \to \mathbb{R}^3$ the unit outer normal vector to $\partial\Omega$. The space of smooth vector-valued functions with vanishing normal component on the boundary and its solenoidal subspace are then introduced through:

\begin{equation}
C_n^\infty := \{ v : \Omega \to \mathbb{R}^3; v \text{ smooth}; v \cdot n = 0 \text{ on } \partial\Omega \},
\end{equation}

\begin{equation}
C_n^{\infty,\text{div}} := \{ v \in C_n^\infty; \text{div } v = 0 \}.
\end{equation}

Since $\partial\Omega$ is Lipschitz we can define the following spaces with vanishing normal trace:

\begin{equation}
W_n^{3,2} := \{ v \in W^{3,2}(\Omega)^3; v \cdot n = 0 \text{ on } \partial\Omega \},
\end{equation}

\begin{equation}
W_n^{3,2,\text{div}} := W_n^{3,2} \cap L_n^{2,\text{div}},
\end{equation}

and subsequently, for $1 < p \leq \infty$,

\begin{equation}
W_n^{1,p} := \overline{W_n^{3,2} \|\| W^{1,p} }, \quad W_n^{1,p,\text{div}} := \overline{W_n^{3,2,\text{div}} \|\| W^{1,p} }.
\end{equation}

The condition $v \cdot n = 0$ on $\partial\Omega$ for $\Omega$ bounded is sufficient for validity of the Poincaré inequality: for $1 < p < \infty$ there exists $C_p > 0$ depending on $p$ and $\Omega$ such that

\begin{equation}
\|\nabla v\|_p \leq \|v\|_{1,p} \leq C_p \|\nabla v\|_p \quad \text{for all } v \in W_n^{1,p}.
\end{equation}

\begin{footnote}
To verify it, assume for the sake of contradiction, that there is $\{ v_j \}_{j=1}^\infty \subset W_n^{1,p}$ with $\|\nabla v_j\|_p \to 0$ and $\|v_j\|_{1,p} = 1$. Relying on the compact Sobolev embedding, it follows that there is a (not relabeled) subsequence $\{ v_j \}_{j=1}^\infty$ which converges strongly in $L^p(\Omega)^3$ to some $v \in L^p(\Omega)^3$. This implies that $\{ v_j \}_{j=1}^\infty$ is a Cauchy sequence in $W_0^{1,p}$ and converges in $W_0^{1,p}$ to $v \in W_n^{1,p}$ with $\nabla v = 0$. Hence $v$ is constant and by virtue of the boundedness of $\Omega$ and the boundary condition it follows that $v = 0$, which is a contradiction.
\end{footnote}
For the steady problem we will consider two inequalities of the Korn type depending on whether the type of considered boundary conditions leads to the control of the trace of \( \mathbf{v} \) on the boundary or not.\(^6\) In the first case, it follows from [22, Lemma 1.11] and (3.4): for \( 1 < p < \infty \) there exists \( C_K > 0 \) depending on \( p \) and \( \Omega \) such that

\[
\|\nabla \mathbf{v}\|_p \leq C_K (\|\mathbf{Dv}\|_p + \|\mathbf{v}\|_{2,\partial\Omega}) \quad \text{for all } \mathbf{v} \in W^{1,p}_n \text{ with } \mathbf{v}_\tau \in L^2(\partial\Omega).
\]

The second situation when \( s = 0 \) on \( \partial\Omega \) requires us to rule out domains that admit nontrivial rigid motions. We say that \( \Omega \) is axisymmetric if there exists a rigid body motion tangential to boundary, i.e., there is \( \mathbf{v} \in W^{1,\infty}_n \) with \( \mathbf{Dv} = \mathbf{0} \) and \( \nabla \mathbf{v} \neq \mathbf{0} \) constant in \( \Omega \). In the other words, there is \( \mathbf{v} \in W^{1,\infty}_n \) of the form \( \mathbf{v}(x) = \mathbf{Q}(x - x_0) \) for some \( \mathbf{Q} \subset \mathbb{R}^{3 \times 3} \) non-zero skew-symmetric matrix and constant \( x_0 \in \mathbb{R}^3 \). From [9, Theorem 11, Remark 12] it follows that if \( \Omega \) is not axisymmetric and \( 1 < p < \infty \) there exists \( C_K > 0 \) depending on \( \Omega \) and \( p \) such that

\[
\|\nabla \mathbf{v}\|_p \leq C_K \|\mathbf{Dv}\|_p \quad \text{for all } \mathbf{v} \in W^{1,p}_n.
\]

For the unsteady case we will use the following Korn-type inequality:\(^7\)

\[
\|\nabla \mathbf{v}\|_P \leq C_K (\|\mathbf{Dv}\|_P + \|\mathbf{v}\|_1) \quad \text{for all } \mathbf{v} \in W^{1,p}_n.
\]

### 3.2. Analysis of steady flows.

In this section, we investigate internal flows that are independent of time. Under such circumstances, the governing system of equations takes the form

\[
\begin{align*}
(3.9a) & \quad \text{div } \mathbf{v} = 0 \quad \text{in } \Omega, \\
(3.9b) & \quad \text{div} (\mathbf{v} \otimes \mathbf{v} - \mathbf{S}) = -\nabla p + \mathbf{b} \quad \text{in } \Omega, \\
(3.9c) & \quad (\mathbf{S}, \mathbf{Dv}) \in \mathcal{G} \quad \text{in } \Omega, \\
(3.9d) & \quad \mathbf{v} \cdot \mathbf{n} = 0 \quad \text{on } \partial\Omega,
\end{align*}
\]

where \( \mathcal{G} \) is a maximal monotone \( r \)-graph, fulfilling (\( \mathcal{G}1 \))–(\( \mathcal{G}4 \)), of the form

\[
\mathcal{G} := \left\{ (\mathbf{S}, \mathbf{D}) \in \mathbb{R}^{3 \times 3}_{\text{sym}} \times \mathbb{R}^{3 \times 3}_{\text{sym}} : \mathbf{S} = 2\nu_s (|\mathbf{D}| - \delta_s)^+ \mathbf{S}(|\mathbf{D}|) \frac{\mathbf{D}}{|\mathbf{D}|} \right\}.
\]

We will distinguish two cases depending on the class of boundary conditions considered. The first case concerns the no-slip condition, i.e.,

\[
(3.11) \quad \mathbf{v}_\tau = 0 \quad \text{on } \partial\Omega.
\]

\(^6\)A priori estimates for a steady problem subject to a slip-type condition given by a maximal monotone \( 2 \)-graph with (\( B4 \)) will ensure control of \( \|\mathbf{v}_\tau\|_{2,\partial\Omega} \). On the other hand, under the free-slip condition (3.25) there is no a priori control over the tangential velocity \( \|\mathbf{v}_\tau\|_{2,\partial\Omega} \) and rigid motions, if admissible in \( W^{1,\infty}_n \), prevent one to obtain a steady solution.

\(^7\)This is a consequence of another Korn-type inequality:

\[
(3.7) \quad \|\nabla \mathbf{v}\|_P \leq C_K (\|\mathbf{Dv}\|_P + \|\mathbf{v}\|_P) \quad \text{for all } \mathbf{v} \in W^{1,P}_n(\Omega);
\]

see [56, Theorem 1.10]. To verify (3.8), assume that there is \( \{\mathbf{v}^j\}_{j=1}^\infty \subset W^{1,p}_n \) such that \( \|\nabla \mathbf{v}^j\|_P = 1 \) and \( \|\mathbf{Dv}^j\|_P + \|\mathbf{v}^j\|_1 \to 0 \). Poincaré inequality (3.4) implies that \( \{\mathbf{v}^j\}_{j=1}^\infty \) is bounded in \( W^{1,\infty}_n \). By virtue of its reflexivity there is a (not relabeled) subsequence such that \( \mathbf{v}^j \rightharpoonup \mathbf{v} \) weakly in \( W^{1,p}_n \) and by the Sobolev embedding \( \mathbf{v}^j \to \mathbf{v} \) in \( L^p \). On the other hand \( \mathbf{v}^j \to \mathbf{0} \) in \( L^1 \) hence by uniqueness of the limit we conclude \( \mathbf{v} = \mathbf{0} \). Summarizing, the right-hand side of (3.7) (with \( \mathbf{v}^j \) in place of \( \mathbf{v} \)) goes to zero but the left-hand side is equal to unity, which is a contradiction.

We can see that (3.8) in fact holds independently of the considered boundary condition, i.e., for all \( W^{1,p}_n \).
The second case includes all other boundary conditions involving tangential part of the normal traction; it refers to either

\[ s = 0 \quad \text{on } \partial \Omega \]

or

\[ (s, v_\tau) \in \mathcal{B} \quad \text{on } \partial \Omega, \]

where \( \mathcal{B} \) is a maximal monotone 2-graph fulfilling (B1)–(B4).

**3.2.1. No-slip case.** Let \( \Omega \subset \mathbb{R}^3 \) be a domain, \( r \geq \frac{6}{5} \), \( b \in (W^{1,r}_0)^* \) and \( \mathcal{G} \) be a maximal monotone \( r \)-graph specified in (3.10). We say that

\[ (v, S) \in W^{1,r}_{0,\text{div}} \times L^r(\Omega)^{3\times3}_{\text{sym}} \]

is a weak solution to (3.9), (3.10), (3.11) if

\[ (S, D\varphi) - (v \otimes v, \nabla \varphi) = (b, \varphi) \quad \text{for all } \varphi \in C^\infty_{0,\text{div}} \]

and

\[ (S, Dv) \in \mathcal{G} \quad \text{a.e. in } \Omega; \]

equivalently, we can require that (3.12) holds for all \( \varphi \in W^{1,\frac{3r}{r-6}}_{0,\text{div}} \cap W^{1,r}_{0,\text{div}}. \)

**Theorem 3.1.** Let \( \Omega \subset \mathbb{R}^3 \) be a domain. Let \( r > \frac{6}{5} \), \( b \in (W^{1,r}_0)^* \) and \( \mathcal{G} \) be a maximal monotone \( r \)-graph of the form (3.10). Then there is a weak solution \( (v, S) \in W^{1,r}_{0,\text{div}} \times L^r(\Omega)^{3\times3}_{\text{sym}} \) to (3.9), (3.11) which fulfills (3.13) and

\[ (S, D\varphi) - (v \otimes v, D\varphi) = (b, \varphi) \quad \text{for all } \varphi \in \begin{cases} W^{1,\frac{3r}{r-6}}_{0,\text{div}} & \text{if } r \geq \frac{6}{5}, \\ W^{1,r}_{0,\text{div}} & \text{if } r \in \left(\frac{6}{5}, \frac{9}{5}\right). \end{cases} \]

In addition, if \( \Omega \) is a \( C^{0,1} \) domain then there is

\[ p \in \begin{cases} L^r(\Omega) & \text{if } r \geq \frac{6}{5}, \\ L^{\frac{3r}{r-6}}(\Omega) & \text{if } r \in \left(\frac{6}{5}, \frac{9}{5}\right), \end{cases} \]

such that

\[ (S, D\varphi) - (v \otimes v, \nabla \varphi) = (p, \text{div } \varphi) + (b, \varphi) \quad \text{for all } \varphi \in \begin{cases} W^{1,\frac{3r}{r-6}}_{0,\text{div}} & \text{if } r \geq \frac{6}{5}, \\ W^{1,r}_{0,\text{div}} & \text{if } r \in \left(\frac{6}{5}, \frac{9}{5}\right). \end{cases} \]

**Proof.** The case \( r \geq \frac{6}{5} \). Since \( W^{1,r}_{0,\text{div}} \) is separable, there is a countable basis denoted by \( \{\omega^r_n\}_{n=1}^\infty \). For \( N \in \mathbb{N} \) arbitrary, but fixed, we first look for the vector \( c^N = (c^N_1, \ldots, c^N_N) \in \mathbb{R}^N \) such that

\[ v^N(x) := \sum_{r=1}^N c^N_r \omega^r(x) \]
satisfies the system of $N$ nonlinear equations
\begin{equation}
(S^N, D\omega^r) - (v^N \otimes v^N, \nabla \omega^r) = \langle b, \omega^r \rangle, \quad r = 1, \ldots, N,
\end{equation}
where
\begin{equation}
S^N := S(Dv^N) := 2\nu_s \left( |Dv^N| - \delta_s \right) \nu_s \left( |Dv^N| \right) \frac{\partial_{\nu^N}}{\partial_{\nu^N}}.
\end{equation}

Introducing the (continuous) mapping $P^N: \mathbb{R}^N \to \mathbb{R}^N$ as
\begin{equation}
\left(P^N(c^r)\right) = \left(S^N, D\omega^r\right) - \langle b, v^N \rangle, \quad r = 1, \ldots, N,
\end{equation}
then
\begin{equation}
P^N(c^N) \cdot c^N = (S^N, Dv^N) - \langle b, v^N \rangle.
\end{equation}

It follows from (G4) and (3.18) that
\begin{equation}
P^N(c^N) \cdot c^N > 0 \quad \text{for} \quad |c^N| \text{ sufficiently large.}
\end{equation}

As a consequence of Brouwer’s fixed-point theorem (see [51, p. 53]), (3.20) implies the existence of $c^N$ fulfilling $P^N(c^N) = 0$, i.e., (3.17) holds, and, by (3.19),
\begin{equation}
(S^N, Dv^N) = \langle b, v^N \rangle.
\end{equation}

This together with (G4), (3.2) and Young’s inequality leads to
\begin{equation}
\|S^N\|_{r'} + \|\nabla v^N\|_r \leq c_1 \|b\|_{(W^1_{0,q})'} + c_2.
\end{equation}

This implies the existence of $v \in W^{1,r}_{0,\text{div}}$ and $S \in L'(\Omega)^{3 \times 3}_{\text{sym}}$ such that for suitable (not relabeled) subsequences
\begin{align}
&v^N \rightharpoonup v \quad \text{weakly in} \quad W^{1,r}_{0,\text{div}},
&\text{D}v^N \rightharpoonup \text{D}v \quad \text{weakly in} \quad L'(\Omega)^{3 \times 3},
&\text{S}^N \rightharpoonup \text{S} \quad \text{weakly in} \quad L'(\Omega)^{3 \times 3}_{\text{sym}},
\end{align}
as $N \to \infty$. Consequently, as $W^{1,q}_0(\Omega)$ is compactly embedded into $L^2(\Omega)$ for any $q > \frac{6}{5}$, we also have
\begin{equation}
v^N \to v \quad \text{strongly in} \quad L^2(\Omega)^3 \quad \text{as} \quad N \to \infty.
\end{equation}

Then, (3.17) leads to, for $r \geq \frac{9}{5}$,
\begin{equation}
\langle S, D\omega^s \rangle - (v \otimes v, \nabla \omega^s) = \langle b, \omega^s \rangle, \quad s = 1, 2, \ldots.
\end{equation}

Note that the restriction $r \geq \frac{9}{5}$ is due to the requirement that for $s \in \mathbb{N}$ arbitrary
\begin{equation}
\int_{\Omega} (v \otimes v) : \nabla \omega^s \, dx < \infty \quad \text{for} \quad v, \omega^s \in W^{1,r}_0.
\end{equation}

Hence (3.23) implies that
\begin{equation}
\langle S, D\omega \rangle - (v \otimes v, \nabla \omega) = \langle b, \omega \rangle \quad \text{for} \quad \omega \in W^{1,r}_{0,\text{div}},
\end{equation}
which completes the proof of (3.14) for \( r \geq \frac{9}{5} \). Taking \( \omega = v \) in (3.24) one obtains

\[(3.25) \quad (\mathbf{S}, \mathbf{D}v) = \langle b, v \rangle.\]

Taking the limit with \( N \to \infty \) in (3.21), we conclude from (3.25) and (3.22a) that

\[
\lim_{N \to \infty} (\mathbf{S}^N, \mathbf{D}v^N) = (\mathbf{S}, \mathbf{D}v).
\]

In virtue of the graph convergence lemma (see Lemma A.6 in Appendix) this implies together with (3.22) that \((\mathbf{S}, \mathbf{D}v) \in \mathcal{G}\), i.e., (3.13) holds.

**The case** \( r \in \left( \frac{6}{5}, \frac{9}{5} \right) \). In this case, we consider, for \( \epsilon > 0 \), the following approximating problem:

\[
- \text{div} (\mathbf{S} + \epsilon \mathbf{D}v - v \otimes v) = -\nabla p + b \quad \text{in } \Omega,
\]

\[
\text{div } v = 0 \quad \text{in } \Omega,
\]

\[
(\mathbf{S}, \mathbf{D}v) \in \mathcal{G} \quad \text{in } \Omega,
\]

\[
v = 0 \quad \text{on } \partial \Omega.
\]

For fixed \( \epsilon \), the existence of a weak solution to (3.26) follows from the above proof for the case \( r \geq \frac{9}{5} \). More precisely, following step-by-step the proof of existence via the Galerkin method used above we can show that, for \( \epsilon > 0 \) fixed, there is \((v^\epsilon, \mathbf{S}^\epsilon) \in W_{0, \text{div}}^{1, 2} \times L^r(\Omega)^{3 \times 3}_{\text{sym}}\) such that

\[
(3.27a) \quad (\mathbf{S}^\epsilon + \epsilon \mathbf{D}v^\epsilon - v^\epsilon \otimes v^\epsilon, \mathbf{D} \varphi) = \langle b, \varphi \rangle \quad \text{for all } \varphi \in W_{0, \text{div}}^{1, 2},
\]

\[
(3.27b) \quad (\mathbf{S}^\epsilon, \mathbf{D}v^\epsilon) \in \mathcal{G} \; \text{a.e. in } \Omega.
\]

Moreover, taking \( \varphi = v^\epsilon \) in (3.27a),

\[
(\mathbf{S}^\epsilon, \mathbf{D}v^\epsilon) + \epsilon \| \mathbf{D}v^\epsilon \|_2^2 = \langle b, v^\epsilon \rangle.
\]

The last identity together with the assumption \((\mathcal{G}4)\) implies the following estimate

\[
(3.28) \quad \| \mathbf{S}^\epsilon \|_{r'}^r + \| \mathbf{D}v^\epsilon \|_{r'}^r + \epsilon \| \mathbf{D}v^\epsilon \|_2^2 \leq \| b \|_{r'} \left( W_{0, \text{div}}^{1, 2} \right)^* + C.
\]

---

In order to verify that

\[
\limsup_{N \to \infty} \int_\Omega \mathbf{S}^N : \mathbf{D}v^N \leq \int_\Omega \mathbf{S} : \mathbf{D}v,
\]

one uses the identities

\[
\int_\Omega \mathbf{S}^N : \mathbf{D}v^N + \epsilon \int_\Omega |\mathbf{D}v^N|^2 = \langle b, v^N \rangle,
\]

\[
\int_\Omega \mathbf{S} : \mathbf{D}v + \epsilon \int_\Omega |\mathbf{D}v|^2 = \langle b, v \rangle,
\]

the weak lower semicontinuity of the \( L^2 \)-norm of \( \mathbf{D}v^N \), and the inequality

\[
\liminf_{n \to \infty} a_n + \limsup_{n \to \infty} b_n \leq \limsup_{n \to \infty} (a_n + b_n)
\]

applied to any sequences \( \{a_n\}_{n=1}^\infty, \{b_n\}_{n=1}^\infty \) with \( a_n \geq 0, b_n \geq 0 \) for all \( n \in \mathbb{N} \).
This implies the existence of \((v, S) \in W_{0, \text{div}}^{1,r} \times L^r(\Omega)^{3 \times 3}\) such that, for a suitable vanishing subsequence \(\{\epsilon_n\}_{n=1}^{\infty}\) and \((v^n, S^n) := (v^{\epsilon_n}, S^{\epsilon_n})\),

\[
\begin{align*}
(3.29a) & \quad S^n \to S \quad \text{weakly in } L^r(\Omega)^{3 \times 3}, \\
(3.29b) & \quad Dv^n \to Dv \quad \text{weakly in } L^r(\Omega)^{3 \times 3}, \\
(3.29c) & \quad v^n \to v \quad \text{strongly in } L^q(\Omega)^3 \text{ for all } q \in [1, \frac{3r}{3-r}).
\end{align*}
\]

The last piece of information provides the strong convergence of \(\{v^n\}_{n=1}^{\infty}\) in \(L^2(\Omega)^3\) provided that \(\frac{3r}{3} > 2\), which gives the bound stated in the formulation of the theorem, namely \(r > \frac{6}{7}\). Consequently, \(v\) and \(S\) fulfill (3.14). It remains to prove that \((S, Dv) \in C\text{ a.e. in } \Omega\). By the graph convergence lemma (Lemma A.6), it is enough to show that

\[
\limsup_{n \to \infty} (S^n, Dv^n) \leq (S, Dv).
\]

To prove it, we first subtract (3.14) from (3.27a) to obtain

\[
(3.30) \quad (S^n - S, D\varphi) + \epsilon_n (Dv^n, D\varphi) + (v \otimes v - v^n \otimes v^n, D\varphi) = 0
\]

for all \(\varphi \in W_{0, \text{div}}^{1,2} \cap W_{0, \text{div}}^{1,\frac{6}{3-r}}\).

Let \(B \subset \mathbb{R}^3\) be an arbitrary ball of radius \(R\) such that \(\frac{B}{2} \subset B \subset 2B \subset \Omega\) and \(\chi \in C_0^\infty(B)\) be such that \(\chi = 1\) in \(\frac{B}{2}\), \(\chi \leq 1\) in \(B\), and \(|\nabla \chi| \leq CR^{-1}\) in \(B\). Then we set

\[
u^n := \chi(v^n - v) - h^n,
\]

where \(h^n \in W_0^{1,r}(B)\) solves

\[
\text{div } h^n = \nabla \chi \cdot (v^n - v) \quad \text{in } B,
\]

which is solvable as the compatibility condition \(\int_B \nabla \chi \cdot (v^n - v) = 0\) is met. In fact, there is a continuous linear operator \(B : \{q \in L^p(B), \int_{\Omega} q = 0\} \to W_0^{1,p}(B) : g \mapsto u\) such that \(\text{div } u = g\), cf. Remark A.8 (ii). Consequently, \(u^n\) extended by zero in \(\Omega \setminus B\) fulfills \(\text{div } u^n = 0\) in \(\Omega\). Next we consider divergence-free Lipschitz approximations \(u^{n,k}\) to \(u^n\) from Lemma A.4. Taking \(\varphi := u^{n,k}\) in (3.30) and letting \(n \to \infty\), we conclude, using in particular the property (d) of Lemma A.4 and (3.28), that

\[
(3.31) \quad \lim_{n \to \infty} (S^n - S, Du^{n,k}) = 0.
\]

Using the properties of \(u^{n,k}\) (see Lemma A.4) and splitting the integral on the left-hand side of (3.31) into integrals over \(O^{n,k}\) and \(B \setminus O^{n,k}\), we conclude

\[
\lim_{n \to \infty} (S^n - S, Du^n)_{B \setminus O^{n,k}} \leq C2^{-k} \quad \text{for all } k \in \mathbb{N}.
\]

It follows from the definition of \(u^n\), the properties of the operator \(B\) and the compactness of \(v^n\) that

\[
\lim_{n \to \infty} \int_{B \setminus O^{n,k}} (S^n - S) : (Dv^n - Dv) \chi \leq C2^{-k} \quad \text{for arbitrary } k \in \mathbb{N},
\]
which implies, by applying the Hölder inequality, that
\[
\lim_{n \to \infty} \int_B |(S^n - S) : (Dv^n - Dv)|^{\frac{2}{\kappa}} \leq C 2^{-k} \quad \text{for arbitrary } k \in \mathbb{N}.
\]
This leads to
\[
\lim_{n \to \infty} \int_B |(S^n - S) : (Dv^n - Dv)|^{\frac{2}{\kappa}} \leq C 2^{-k} \quad \text{for arbitrary } k \in \mathbb{N}.
\]
Let us set \(g_n := |(S^n - S) : (Dv^n - Dv)|\). Clearly \(g_n \geq 0\) and \(g_n \to 0\) almost everywhere in \(\Omega\). But as \(B\) is arbitrary, we conclude that
\[
g_n \to 0 \quad \text{almost everywhere in } \Omega.
\]
(3.22)

Since \(\{g_n\}_{n=1}^{\infty}\) is bounded in \(L^1(\Omega)\) and has the pointwise limit (3.22), Corollary A.3, a consequence of the biting lemma (Lemma A.2), then implies existence of a subsequence \(\{g_{n_j}\}_{j=1}^{\infty}\) and a sequence of sets \(\{E_k\}_{k=1}^{\infty}\) with \(\Omega \supset E_1 \supset E_2 \supset \ldots, |E_k| \to 0\) such that for all \(k \in \mathbb{N}\)
\[
g_{n_j} \to 0 \quad \text{strongly in } L^1(\Omega \setminus E_k).
\]
From the definition of \(g_{n_j}\) we conclude that
\[
\limsup_{j \to \infty} \int_{\Omega \setminus E_k} (S^{n_j} - S) : (Dv^{n_j} - Dv) = 0,
\]
which implies as a consequence of (3.29a) and (3.29b) that for all \(k \in \mathbb{N}\)
\[
\limsup_{j \to \infty} \int_{\Omega \setminus E_k} S^{n_j} : Dv^{n_j} = \int_{\Omega \setminus E_k} S : Dv.
\]
Since \(|E_k| \to 0\), we can conclude from the graph convergence lemma (Lemma A.6) that
\[
(S, Dv) \in \mathcal{G} \quad \text{almost everywhere in } \Omega
\]
so that (3.13) holds and the first part of the theorem is proved.

**On the pressure.** Setting
\[
\langle F, \varphi \rangle := (S, D\varphi) - (v \otimes v, \nabla \varphi) - \langle b, \varphi \rangle
\]
we observe that
\[
\langle F, \varphi \rangle = 0 \quad \text{for all } \varphi \in C_0^\infty
\]
and
\[
(3.33) \quad F \in \left\{ \begin{array}{ll}
(W_0^{1,r})^* & \text{if } r \geq \frac{9}{5}, \\
(W_0^{1,\frac{9}{5} - \epsilon})^* & \text{if } r \in \left(\frac{9}{5}, \frac{9}{4}\right).
\end{array} \right.
\]
By the de Rham theorem, see [5, Theorem 2.1], there is \(p \in (C_0^\infty(\Omega))^*\) such that
\[
(3.34) \quad \langle F, \varphi \rangle = \langle -\nabla p, \varphi \rangle \quad \text{for all } \varphi \in C_0^\infty.
\]
Since \(\Omega\) is \(C^{0,1}\) domain, the Nečas theorem (see Lemma A.7, Remark A.9) together with (3.33) and (3.34) implies (3.15) and (3.16).
3.2.2. Slip case. In this part we replace the no-slip boundary condition either by

\begin{equation}
 v \cdot n = 0 \quad \text{and} \quad s = 0 \quad \text{on } \partial \Omega
\end{equation}

or by

\begin{equation}
 v \cdot n = 0 \quad \text{and} \quad (s, v_\tau) \in \mathcal{B} \quad \text{on } \partial \Omega,
\end{equation}

where \( \mathcal{B} \) fulfills the conditions \((B1)-(B4)\).

We prove the following result.

**Theorem 3.2.** Let \( \Omega \subset \mathbb{R}^3 \) be a \( C^{1,1} \) domain.\(^9\) Let further \( r > \frac{6}{5}, \ b \in (W^{1,r})^*, \) \( G \) be a maximal monotone \( r \)-graph of the form \((3.10)\).

(i) (Boundary condition \((3.36)\)) Let \( \mathcal{B} \) be a maximal monotone 2-graph. Then there is a weak solution

\[ (v, S, s) \in W^{1,r}_{n, \text{div}} \times L'^{(3\times 3)}_{\text{sym}} \times L^2(\partial \Omega)^3 \]

to \((3.9)\) and \((3.36)\) such that

\begin{align}
 (S, Dv) &\in G \ a.e. \ in \ \Omega, \\
 (s, v_\tau) &\in \mathcal{B} \ a.e. \ in \ \partial \Omega,
\end{align}

and

\begin{equation}
 (S, D\varphi) - (v \otimes v, D\varphi) + (s, \varphi)_{\partial \Omega} = \langle b, \varphi \rangle
\end{equation}

for all \( \varphi \in \left\{ W^{1,r}_{n, \text{div}} \ if \ r \geq \frac{9}{5}, \ \right. \]

\[ W^{1,\frac{6}{5}-\frac{r}{5}}_{n, \text{div}} \ if \ r \in \left( \frac{6}{5}, \frac{9}{5} \right). \]

(ii) (Boundary condition \((3.35)\)) Assume that \( \Omega \) is not axisymmetric. Then there is a weak solution

\[ (v, S) \in W^{1,r}_{n, \text{div}} \times L'^{(3\times 3)}_{\text{sym}} \]

to \((3.9)\) and \((3.35)\) such that \((3.37)\) and \((3.39)\) with \( s = 0 \) hold true.

In addition, there is

\begin{equation}
 p \in \left\{ L'^{\frac{r}{2r-6}}(\Omega) \ if \ r \geq \frac{9}{5}, \right. \\
 L^{\frac{2r}{3r-6}}(\Omega) \ if \ r \in \left( \frac{6}{5}, \frac{9}{5} \right), \quad \int_{\Omega} p \, dx = 0
\end{equation}

such that

\begin{equation}
 (S, D\varphi) - (v \otimes v, D\varphi) + (s, \varphi)_{\partial \Omega} = \langle p, \text{div } \varphi \rangle + \langle b, \varphi \rangle
\end{equation}

for all \( \varphi \in \left\{ W^{1,r}_{n, \text{div}} \ if \ r \geq \frac{9}{5}, \right. \]

\[ W^{1,\frac{6}{5}-\frac{r}{5}}_{n, \text{div}} \ if \ r \in \left( \frac{6}{5}, \frac{9}{5} \right). \]

\(^9\)In the case of the boundary condition \((3.35)\), the required regularity of the boundary can be weakened at the cost of losing the information concerning the pressure.
Proof. The proof of existence of \( \mathbf{v}, \mathbf{S}, \mathbf{s} \) with (3.37), (3.38), and (3.39) follows the same scheme as in the case of the no-slip boundary condition. The only differences are

(i) due to a different choice of the function spaces for the velocity as \( W^{1,r}_{0,\text{div}} \) is replaced by \( W^{1,r}_{n,\text{div}} \),

(ii) due to the presence of the term \( \int_{\partial \Omega} \mathbf{s} \cdot \varphi \) in the weak formulation of the balance of linear momentum,

(iii) and due to the necessity to verify validity of the boundary condition \( h(s, \mathbf{v}_\tau) = 0 \).

Note that in the case \( s = \mathbf{0} \) on \( \partial \Omega \), the last two differences disappear. In the case of the stick/slip boundary condition \( \mathbf{v}_\tau = \frac{1}{\gamma_s} \frac{(|\mathbf{s}| - \sigma_s) +}{|\mathbf{s}|} \mathbf{s} + \frac{\epsilon}{\gamma_s} \mathbf{s}, \quad \epsilon > 0. \)

Other boundary conditions of the type (3.36) employ similar approximations.

For \( r \geq \frac{\alpha}{\gamma_s} \), the proof then proceeds as in the case of no-slip boundary conditions up to the use of the appropriate form of Korn’s inequality (3.6) for boundary condition (3.35) assuming the domain is not axisymmetric, or (3.5) for boundary condition (3.36)) and the following points. The additional term \( \int_{\partial \Omega} \mathbf{s} \cdot \varphi \) in the balance of linear momentum is treated using the weak convergence \( \mathbf{s}^N \to \mathbf{s} \) in \( L^2(\partial \Omega) \). Since \( W^{1,r}(\Omega) \hookrightarrow W^{1,\frac{r}{2}}(\partial \Omega) \hookrightarrow L^2(\partial \Omega) \) provided \( r > \frac{\alpha}{2} \) and \( \Omega \) is a \( C^{0,1} \) domain, the space \( W^{1,r}_n \) is compactly embedded into \( L^2(\partial \Omega) \) even for \( r > \frac{\alpha}{2} \), and consequently \( \mathbf{v}^N_\tau \to \mathbf{v}_\tau \) strongly in \( L^2(\partial \Omega) \) and thus

\[
\int_{\partial \Omega} \mathbf{s} \cdot \mathbf{v}^N_\tau \to \int_{\partial \Omega} \mathbf{s} \cdot \mathbf{v}_\tau.
\]

This implies (see Lemma A.6) that \( (\mathbf{s}, \mathbf{v}_\tau) \in \mathcal{B} \) a.e. on \( \partial \Omega \).

For \( r \in \left( \frac{\alpha}{\gamma_s}, \frac{\alpha}{2} \right) \), the validity of \( (\mathbf{S}, \mathbf{D}\mathbf{v}) \in \mathcal{G} \) a.e. in \( \Omega \) can be established in the same way as in the no-slip case since the proof is based on local (interior) arguments. It remains to show that \( (\mathbf{s}, \mathbf{v}_\tau) \in \mathcal{B} \) a.e. on \( \partial \Omega \). For \( r > \frac{\alpha}{2} \), it follows from (3.42) and Lemma A.6. To use Lemma A.6 also for \( r \in \left( \frac{\alpha}{2}, \frac{\alpha}{\gamma_s} \right) \), it suffices to show that

\[
\limsup_{N \to \infty} \int_{\partial \Omega} \mathbf{s}^N \cdot \mathbf{v}^N \leq \int_{\partial \Omega} \mathbf{s} \cdot \mathbf{v}.
\]

However, for \( r > 1 \): \( W^{1,r}(\Omega) \hookrightarrow L^1(\partial \Omega) \), the strong convergence \( \mathbf{v}^N_\tau \to \mathbf{v}_\tau \) in \( L^1(\partial \Omega) \) together with Egorov’s theorem implies that for any \( \delta > 0 \) there is \( U_\delta \subset \partial \Omega \) such that \( |\partial \Omega \setminus U_\delta| < \delta \) and \( \mathbf{v}^N_\tau \to \mathbf{v}_\tau \) strongly in \( L^\infty(U_\delta)^3 \). Hence

\[
\limsup_{N \to \infty} \int_{U_\delta} \mathbf{s}^N \cdot \mathbf{v}^N_\tau \leq \int_{U_\delta} \mathbf{s} \cdot \mathbf{v}_\tau.
\]

Consequently, by the graph convergence lemma (Lemma A.6 in Appendix), \( (\mathbf{s}, \mathbf{v}_\tau) \in \mathcal{B} \) a.e. in \( U_\delta \). As \( \delta > 0 \) was arbitrary, we conclude that \( (\mathbf{s}, \mathbf{v}_\tau) \in \mathcal{B} \) a.e. on \( \partial \Omega \). The proof of the first part of the theorem is complete.

It remains to prove the existence of pressure (3.40) fulfilling (3.41). Let us define a linear functional \( \mathbf{F} \) through the relation

\[
\langle \mathbf{F}, \varphi \rangle := \langle \mathbf{b}, \varphi \rangle - \langle \mathbf{S} - \mathbf{v} \otimes \mathbf{v}, \mathbf{D}\varphi \rangle - \langle \mathbf{s}, \varphi \rangle_{\partial \Omega} \quad \text{for any } \varphi \in \mathcal{C}_0^\infty.
\]
From (3.39) we can see that \( F \in (W^{1,q}_n)^* \) where \( q = r \) if \( r \geq \frac{3}{2} \) and \( q = \frac{3r}{s - r} \) if \( r \in \left( \frac{5}{2}, \frac{9}{4} \right) \) and

\[
(3.43) \quad \langle F, \varphi \rangle = 0 \quad \text{for all} \quad \varphi \in W^{1,q}_{n,\text{div}}.
\]

Now consider a variational problem to find \( p \in L^q(\Omega) \) with \( \int_\Omega p = 0 \) such that

\[
(3.44) \quad (p, -\Delta \phi) = \langle F, \nabla \phi \rangle \quad \text{for all} \quad \phi \in W^{2,q}(\Omega) \quad \text{with} \quad \nabla \phi \in W^{1,q}_n.
\]

As a consequence of the \( C^{1,1} \) smoothness of the domain, one can employ Lemma A.11 to conclude that (3.44) is equivalent with the problem: find \( p \in L^q(\Omega) \) such that \( \int_\Omega p = 0 \) and

\[
(3.45) \quad (p, q) = \langle F, \nabla A^{-1} q \rangle \quad \text{for all} \quad q \in L^q(\Omega) \quad \text{with} \quad \int_\Omega q = 0
\]

where \( A^{-1} \) is the solution operator for the Neumann-Poisson problem (A.2). The problem (3.45) has a unique solution by virtue of Lemma A.11. Thus we have constructed \( p \) with properties (3.40). To verify (3.41), consider a test function \( \varphi \in W^{1,q}_n \).

With the Helmholtz decomposition (see Corollary A.12 in Appendix) \( \varphi = \nabla \phi + \varphi_0 \) with \( \nabla \phi \in W^{1,q}_n \) and \( \varphi_0 \in W^{1,q}_{n,\text{div}} \) we can immediately obtain, using (3.43) and (3.44), that

\[
\langle F, \varphi \rangle = \langle F, \nabla \phi \rangle + \langle F, \varphi_0 \rangle = (p, -\Delta \phi) = -(p, \nabla \varphi).
\]

This proves (3.41). The proof of Theorem 3.2 is thus complete.

\[\square\]

3.3. Analysis of unsteady flows. In this section, we investigate unsteady internal flows, i.e., flows governed by (3.1). Again, we treat separately two cases: the no-slip boundary condition and the boundary conditions allowing slip.

3.3.1. No-slip case. We first provide an existence result for the no-slip case, i.e., we investigate the system (3.1a)–(3.1d), (3.1f), and \( \mathbf{v}_\tau = 0 \) on \( (0, T) \times \partial \Omega \) as a special case of (3.1c).

**Theorem 3.3.** Let \( T \in (0, \infty), \ \Omega \subset \mathbb{R}^3 \) be a domain and \( Q := (0, T) \times \Omega \). Let \( r > \frac{3}{2}, \ b \in L^{r'}(0, T; (W^{1,r}_0)^* ) \) and \( \mathbf{v}_0 \in L^2_{n,\text{div}} \). Let further \( \mathcal{G} \subset \mathbb{R}_{\text{sym}}^3 \times \mathbb{R}_{\text{sym}}^3 \) be a maximal monotone \( r \)-graph of the form (3.10) fulfilling (G1)–(G4). Then there exists a pair \((\mathbf{v}, \mathbf{S})\):

\[
(3.46a) \quad \mathbf{v} \in L^\infty(0, T; L^2_{n,\text{div}}) \cap L^r(0, T; W^{1,r}_{0,\text{div}}),
\]

\[
(3.46b) \quad \mathbf{S} \in L^r(Q)^{3 \times 3}_{\text{sym}}
\]

satisfying

\[
(3.46c) \quad \lim_{t \to 0^+} \int_\Omega |\mathbf{v}(t, \cdot) - \mathbf{v}_0|^2 = 0,
\]

\[
(3.46d) \quad \int_Q \mathbf{S} : \mathbf{Dw} = \int_0^T \langle \mathbf{b}, \mathbf{w} \rangle + \int_Q \mathbf{v} \otimes \mathbf{v} : \mathbf{Dw} + \int_Q \mathbf{v} \cdot \frac{\partial \mathbf{w}}{\partial t} + \int_\Omega \mathbf{v}_0 \cdot \mathbf{w} (0, \cdot)
\]

for all \( \mathbf{w} \in C^\infty_0((0, T); W^{1,q}_{0,\text{div}}), \ q = \max \left\{ r, \frac{3r}{s - r} \right\}, \)

\[
(3.46e) \quad \mathbf{S} = 2\nu_* (|\mathbf{Dv}| - \delta_*)^+ S(|\mathbf{Dv}|) \frac{\mathbf{Dv}}{|\mathbf{Dv}|} \quad \text{almost everywhere in} \ Q.
\]
Moreover, the energy inequality holds:

\[
\int_{\Omega} \frac{|v(t, \cdot)|^2}{2} + \int_0^t \int_{\Omega} S : Dv \leq \int_{\Omega} \frac{|v_0|^2}{2} + \int_0^t \langle b, v \rangle
\]

for almost all \( t \in (0, T) \) and for \( t = T \);

if \( r \geq \frac{11}{5} \), (3.47) becomes equality.

In addition, if \( \Omega \) is a \( C^{0,1} \) domain with sufficiently small Lipschitz constant (smallness depending only on \( r \)) or \( \Omega \) is any \( C^1 \) domain, then there are \( P^1 \in L^\infty(0, T; L^6(\Omega)) \), \( P^1(t, \cdot) \) harmonic in \( \Omega \) for almost every \( t \in (0, T) \) and \( p^2 \in L^q(Q) \) with \( q = \max\{r, \frac{5r}{5r-6}\} \) such that

\[
\int_Q S : Dw = \int_0^T \langle b, \omega \rangle + \int_Q v \otimes v : Dw + \int_Q v \cdot \frac{\partial v}{\partial t} + \int_{\Omega} v_0 \cdot \omega(0, \cdot)
\]

\[
- \int_Q P^1 \text{div} \frac{\partial v}{\partial t} + \int_Q p^2 \text{div} \omega
\]

for all \( \omega \in C^\infty_c([0, T); W^{1,q}_0) \), \( q = \max\{r, \frac{5r}{5r-6}\} \).

Functions \( P^1 \) and \( p^2 \) can be chosen such that \( \int_\Omega P^1(t, \cdot) = \int_\Omega P^2(t, \cdot) = 0 \) for almost every \( t \in (0, T) \). If, in addition, \( \Omega \) is a \( C^{1,1} \) domain then it holds \( \nabla P^1 \in L^\infty(0, T; L^2(\Omega)) \cap L^\infty(Q) \).

Remark 3.4. (1) We could define the weak solution to the problem considered differently. We could say that \( v \) is a weak solution to the problem if \( v \) fulfills (3.46a), (3.46c) and

\[
\int \frac{2\nu_+ (|Dv| - \delta_+)}{|Dv|} S(|Dv|) \frac{ Dw}{|Dv|} : Dw = \int_0^T \langle b, w \rangle + \int_Q v \otimes v : Dw
\]

\[
+ \int_Q v \cdot \frac{\partial w}{\partial t} + \int_{\Omega} v_0 \cdot w(0, \cdot)
\]

for all \( w \in C^\infty_c([0, T); W^{1,q}_{0,\text{div}}) \), \( q = \max\{r, \frac{5r}{5r-6}\} \).

(2) It holds \( v \in C(0, T; L^2(\Omega)^3) \) if \( r \geq \frac{11}{5} \) and \( v \in C(0, T; L^2_{\text{weak}}(\Omega)^3) \) if \( r \in \left( \frac{6}{5}, \frac{11}{5} \right) \).

Proof of Theorem 3.3. We shall distinguish two cases (that can be also identified via behavior of the total dissipation of energy with respect to scaling invariance of the governing equations, see [58]): the subcritical/critical case \( r \geq \frac{11}{5} \) and the supercritical case \( r \in \left( \frac{6}{5}, \frac{11}{5} \right) \). The problem can be analyzed in an arbitrary spatial dimension \( d \); then the supercritical case corresponds to \( r \in \left( \frac{2d}{d+2}, 1 + \frac{2d}{d+2} \right) \) and the subcritical/critical case to \( r \geq 1 + \frac{2d}{d+2} \). Note that the case \( r = 2 \) (including the Euler/Navier-Stokes fluid) belongs to the supercritical case in any spatial dimension \( d > 2 \).

The case \( r \geq \frac{11}{5} \). Step 1. Galerkin approximations. We first construct a finite-dimensional approximation to the problem by the Galerkin method. To proceed, we consider an auxiliary eigenvalue problem to find \( \lambda \in \mathbb{R} \) and \( \omega \in W^{3,2}_{0,\text{div}} \mapsto W^{1,\infty}(\Omega)^3 \) satisfying

\[
\langle \omega, \varphi \rangle = \lambda \langle \omega, \varphi \rangle \text{ for all } \varphi \in W^{3,2}_{0,\text{div}},
\]

where \( \langle \cdot, \cdot \rangle \) is a scalar product in \( L^2(\Omega)^3 \) and \( \langle \cdot, \cdot \rangle \) is a scalar product in \( W^{3,2}_{0,\text{div}} \), i.e.,

\[
\langle \omega, \varphi \rangle := (\nabla^3 \omega, \nabla^3 \varphi) + \langle \omega, \varphi \rangle. \]

It is known, see for example [56, Appendix A.4],
that there exist eigenvalues \( \{\lambda_m\}_{m=1}^{\infty} \) and corresponding eigenfunctions \( \{\omega^m\}_{m=1}^{\infty} \) for the eigenvalue problem (3.49) such that \( 0 < \lambda_1 \leq \lambda_2 \leq \ldots, \lambda_m \to \infty \) as \( m \to \infty \), \( (\omega^m, \omega^n) = \delta_{mn} \). Furthermore, the mappings \( P^N : W^{3,2}_{0,\text{div}} \to H^N := \text{span}\{\omega^1, \omega^2, \ldots, \omega^N\} \) defined by \( P^N v := \sum_{i=1}^{N} (v, \omega^i) \omega^i \) are continuous orthonormal projectors in \( L^2(\Omega)^3 \), \( W^{3,2}_{0,\text{div}} \) and \( (W^{3,2}_{0,\text{div}})^* \), in particular

\[
\|P^N\|_{L^2(\Omega)^3} \leq 1, \quad \|P^N\|_{L(W^{3,2}_{0,\text{div}})} \leq 1, \quad \|P^N\|_{L((W^{3,2}_{0,\text{div}})^*)} \leq 1.
\]

Galerkin approximations \( \mathbf{v}^N(t) \in H^N \) of the form \( \mathbf{v}^N(t,x) = \sum_{j=1}^{N} c_j^N(t) \omega^j(x) \) are introduced in such a way that the coefficients \( c^N = (c_1^N, c_2^N, \ldots, c_N^N) \) fulfill

\[
\left( \frac{d\mathbf{v}^N}{dt}, \omega^j \right) - \left( \mathbf{v}^N \otimes \mathbf{v}^N, \nabla \omega^j \right) + (\mathbf{S}(\mathbf{D} \mathbf{v}^N), \mathbf{D} \omega^j) = (P^N \mathbf{b}, \omega^j) \quad j = 1, 2, \ldots, N,
\]

where

\[
\mathbf{S}(\mathbf{D}) := 2\nu \left( |\mathbf{D}| - \delta_s \right)^+ S(|\mathbf{D}|) \frac{\mathbf{D}}{\|\mathbf{D}\|}.
\]

Since the mappings \( z \mapsto z \otimes z \) and \( z \mapsto \mathbf{S}(\mathbf{D} \mathbf{z}) \) are continuous, the Carathéodory theory for systems of ordinary differential equations implies local existence of a solution \( c^N \) solving (3.51). Global existence then follows from the fact that

\[
\sup_{t \in (0,T)} |c^N(t)|_{\mathbb{R}^N} < \infty.
\]

This piece of information is a simple consequence of the orthogonality of the basis \( \{\omega^j\}_{j=1}^{\infty} \) and a priori estimates that will follow, see (3.54) below.

**Step 2. Uniform estimates and their consequences.** Multiplying (3.51) by \( c_j^N(t) \), taking the sum over \( j = 1, 2, \ldots, N \), using the fact \( (z \otimes z, \nabla z) = 0 \) for \( z \) with \( \text{div} z = 0, z \cdot n = 0 \) on \( \partial \Omega \), we obtain

\[
\frac{1}{2} \frac{d}{dt} \|\mathbf{v}^N\|_2^2 + (\mathbf{S}(\mathbf{D} \mathbf{v}^N), \mathbf{D} \mathbf{v}^N) = (P^N \mathbf{b}, \mathbf{v}^N).
\]

Since \( \mathcal{G} \) is an \( r \)-graph fulfilling (G4), we conclude that for all \( t \in (0,T] \)

\[
\|\mathbf{v}^N(t)\|_2^2 + \alpha \int_0^t \left( \|\mathbf{S}^R\|_r^R + \|\mathbf{D} \mathbf{v}^N\|_r^R \right) \leq C \left( \beta, \|v_0\|_2^2, \|\mathbf{b}\|_{L^r((0,T),W^{1,r}_{0,\text{div}})} \right).
\]

Using the orthogonality of \( \{\omega^j\}_{j=1}^{N} \) in \( L^2(\Omega)^3 \), this, in particular, implies that

\[
\sup_{t \in (0,T)} |c^N(t)|_{\mathbb{R}^N} < \infty
\]

so that the proof of global-in-time existence of \( c^N : [0,T] \to \mathbb{R}^N \) is complete.

Furthermore, Korn’s inequality, see (3.2), the interpolation inequality

\[
\|u\|_q \leq \|u\|_2^{(1-\lambda)q} \|u\|_2^{\lambda q} \quad \text{with } \lambda q = \frac{3r(q-2)}{5r-6},
\]

that is, for all \( u \in L^q(\Omega) \),
and the embedding $W_0^{1,r} \hookrightarrow L^{\frac{2r}{3r+1}}(\Omega)^3$ together with (3.53) imply

$$\int_0^T \left\| \frac{dW}{dt} \right\|_{L^{\frac{2r}{3r+1}}(\Omega)^3} \leq C \left( \beta, \|v_0\|_2, \|b\|_{L^r(0,T;W_0^{1,r})^3} \right).$$

Finally, since for all $\varphi \in L^s(0,T;W_0^{3,2})$

$$\int_0^T \left( \frac{dW}{dt}, \varphi \right) = \int_0^T \left( \frac{dW}{dt}, \Pi^N \varphi \right),$$

it follows from (3.51), (3.53), the fact that $2r' = \frac{2r}{3r+1} \leq \frac{5r}{7} \Leftrightarrow r \geq \frac{4}{3}$, and (3.50), that

$$\left\| \frac{dW}{dt} \right\|_{L^r(0,T;W_0^{3,2})^3} \geq \sup_{\|\varphi\|_{L^r(0,T;W_0^{3,2})} \leq 1} \left| \int_0^T \left( \frac{dW}{dt}, \varphi \right) \right| \leq C \left( \beta, \|v_0\|_2, \|b\|_{L^r(0,T;W_0^{1,r})^3} \right).$$

Consequently, there are (not relabeled) subsequences so that

$$v^N \rightharpoonup v \quad \text{*-weakly in} \quad L^\infty(0,T;L^2(\Omega)^3),$$

$$Dv^N \rightharpoonup Dv \quad \text{weakly in} \quad L^r(0,T;L^r(\Omega)^{3\times3}),$$

$$\nabla v^N \rightharpoonup \nabla v \quad \text{weakly in} \quad L^r(0,T;L^r(\Omega)^{3\times3}),$$

$$S^N \rightharpoonup S \quad \text{weakly in} \quad L^r(0,T;L^r(\Omega)^{3\times3}),$$

$$\partial_t v^N \rightharpoonup \partial_t v \quad \text{weakly in} \quad \left( L^r(0,T;W_0^{3,2})^* \right),$$

(3.55) $v^N \rightarrow v$ strongly in $L^q(0,T;L^q(\Omega)^3)$ for all $q \in [1, \frac{5r}{3})$,

where the last limit (3.55) follows from the Aubin-Lions compactness lemma applied to $W_0^{3,2} \hookrightarrow W_0^{1,r} \hookrightarrow \hookrightarrow L^r_{n,div} \hookrightarrow (W_0^{3,2})^*$. Finally, letting $N \rightarrow \infty$ in (3.51) for $j \in \mathbb{N}$ arbitrary but fixed, one concludes that $(v, S)$ satisfy

$$\int_0^T \left( \frac{\partial v}{\partial t}, \omega \right) - (v \otimes v, \nabla \omega) + (S, D\omega) \right) \phi(t)dt = (b, \omega \phi)$$

valid for all $\phi \in C^\infty_0(-\infty, \infty)$ and $\omega \in W_0^{3,2}$. Since the space $W_0^{3,2}$ is dense in $W_0^{1,r}$ as $r \geq \frac{4}{3}$, and functions of the form $\phi(t)\omega(x)$ are dense in $L^r(0,T;W_0^{1,r})$, and finally

$$\left| \int_0^T (v \otimes v, \nabla \psi) \right| \leq \left( \int_0^T \|v\|^2_{L^2} \right)^{\frac{1}{2}} \left( \int_0^T \|\nabla \psi\|^2_{L^2} \right)^{\frac{1}{2}} \leq C \left( \int_0^T \|v\|^2_{L^2} \right)^{\frac{1}{2}} \left( \int_0^T \|\nabla \psi\|^2_{L^2} \right)^{\frac{1}{2}} < +\infty,$$
we deduce that \((v, S)\) satisfies

\[
\int_0^T \langle \partial_t v, \omega \rangle + \int_Q S : D\omega = \langle b, \omega \rangle + \int_Q (v \otimes v, D\omega) \quad \text{for all } \omega \in L^r(0, T; W^{1,r}_{0, \text{div}}). \tag{3.56}
\]

This implies that \(\partial_t v \in L^r(0, T; (W^{1,r}_{0, \text{div}})^*)\). Inserting \(\omega := v\) into (3.56), we obtain the energy equality (3.47). It remains to show (3.46c).

**Step 3. Attainment of the constitutive equation.** To prove (3.46c), we wish to use the graph convergence lemma (see Lemma A.6 in Appendix). To apply this lemma, we need to show that

\[
\limsup_{N \to \infty} \int_Q S_N : Dv_N \leq \int_Q S : Dv.
\]

However (3.55) implies, in particular, that

\[
v_N(t) \to v(t) \quad \text{in } L^2(\Omega)^3 \quad \text{for almost all } t \in (0, T].
\]

Integrating (3.52) from 0 to such \(t\)'s, and letting \(N \to \infty\), one concludes

\[
\frac{1}{2} \|v(t)\|^2 + \limsup_{N \to \infty} \int_0^t \int_{\Omega} S_N : Dv_N = \langle b, v \rangle + \frac{1}{2} \|v_0\|^2.
\]

By comparing this identity with (3.47) (which is an equality as \(r \geq \frac{11}{5}\)), we conclude

\[
\limsup_{N \to \infty} \int_Q S_N : Dv_N = \int_Q S : Dv.
\]

The graph convergence lemma (Lemma A.6) then implies that \(S\) and \(Dv\) fulfill (3.46c). The proof for \(r \geq \frac{11}{5}\) is thus complete.

**The case \(r \in \left(\frac{6}{5}, \frac{11}{5}\right)\). Step 1. Approximations and their validity.** For \(\epsilon > 0\), we look for \((v^\epsilon, S^\epsilon)\) such that

\[
\begin{align*}
\text{(3.57a)} & \quad v^\epsilon \in L^\infty(0, T; L^2_{0, \text{div}}) \cap L^{\frac{11}{5}}(0, T; W^{1,\frac{11}{5}}_{0, \text{div}}), \\
\text{(3.57b)} & \quad \partial_t v^\epsilon \in L^{\frac{11}{5}}(0, T; (W^{1,\frac{11}{5}}_{0, \text{div}})^*), \\
\text{(3.57c)} & \quad S^\epsilon \in L^r(Q)^{3 \times 3}_{\text{sym}}
\end{align*}
\]

satisfy

\[
\begin{align*}
\int_Q S^\epsilon : D\varphi + \epsilon \int_Q |Dv^\epsilon|^2 + & \int_Q Dv^\epsilon : D\varphi \\
= & \langle b, \varphi \rangle + \int_Q (v^\epsilon \otimes v^\epsilon) : D\varphi + \int_Q v^\epsilon \cdot \frac{\partial \varphi}{\partial t} + \int_{\Omega} v_0 \cdot \varphi(0, \cdot) \\
\quad \text{for all } \varphi \in L^{\frac{11}{5}}(0, T; W^{1,\frac{11}{5}}_{0, \text{div}}) \text{ with } \varphi(T, \cdot) = 0 \tag{3.58}
\end{align*}
\]

and

\[
\text{(3.59) } S^\epsilon = 2\nu_\ast (|Dv^\epsilon| - \delta_\ast)^+ S(|Dv^\epsilon|) \frac{Dv^\epsilon}{|Dv^\epsilon|} \quad \text{almost everywhere in } Q.
\]
The existence of \((v^\epsilon, S^\epsilon)\) fulfilling (3.57)–(3.59) for arbitrary but fixed \(\epsilon > 0\) can be proved in the same way as the existence of a weak solution to the problem for the case \(r \geq \frac{1}{5}\). In addition, by taking \(\varphi := v^\epsilon\), we have

\[
(3.60) \quad \frac{1}{2} \|v^\epsilon(t)\|^2 - \frac{1}{2} \|v_0\|^2 + \epsilon \int_0^t \|Dv^\epsilon\|^2 \, dt + \int_0^t \int_\Omega \sigma : Dv^\epsilon = \langle b, v^\epsilon \chi_{(0,t) \times \Omega} \rangle
\]

for almost all \(t \in (0, T)\) (and for \(t = T\)) where \(Dv^\epsilon\) and \(S^\epsilon\) satisfy (3.59).

**Step 2. Estimates uniform with respect to \(\epsilon\) and their consequences.** Since \(S : D \geq \alpha (|D|^\tau + |S|^\tau) - \beta\) for all \((S, D)\) fulfilling (3.59), i.e., \((S, D) \in \mathcal{G}\), the energy identity (3.60) implies that

\[
\begin{align*}
& (3.61a) \quad \{v^\epsilon; \epsilon > 0\} \text{ is bounded in } L^\infty(0, T; L^2(\Omega)^3), \\
& (3.61b) \quad \{v^\epsilon; \epsilon > 0\} \text{ is bounded in } L^r(0, T; W^{1,r}_{0, \text{div}}), \\
& (3.61c) \quad \{Dv^\epsilon; \epsilon > 0\} \text{ is bounded in } L^r(0, T; L^r(\Omega)^{3 \times 3}), \\
& (3.61d) \quad \{\epsilon \frac{\partial}{\tau} Dv^\epsilon; \epsilon > 0\} \text{ is bounded in } L^\infty(0, T; L^\infty(\Omega)^3), \\
& (3.61e) \quad \{S^\epsilon; \epsilon > 0\} \text{ is bounded in } L^r(0, T; L^r(\Omega)^{3 \times 3}).
\end{align*}
\]

Using the fact that

\[
\int_0^T \langle \partial_t v^\epsilon, \varphi \rangle = -\int_Q v^\epsilon \cdot \partial_t \varphi - \int_\Omega v_0 \cdot \varphi(0, \cdot)
\]

for all \(\varphi \in L^\infty(0, T; W^{1,\infty}_{0, \text{div}})\) with \(\varphi(T, \cdot) = 0\) we conclude from (3.58) and (3.61) that

\[
\{\partial_t v^\epsilon; \epsilon > 0\} \text{ is bounded in } \left(L^{\frac{5r}{3r-\epsilon}}(0, T; W^{1,\frac{5r}{3r-\epsilon}}_0(\Omega))\right)^*.
\]

These estimates together with Korn’s inequality (3.2) and the Aubin-Lions lemma lead to the existence of \(v\) and \(S\) such that for suitable sequences \((v^m, S^m) := (v^\epsilon^m, S^\epsilon^m)\) and \(m \to \infty\) the following convergences hold:

\[
\begin{align*}
& v^m \rightharpoonup^* v \quad \text{\(\Rightarrow\) weakly in } L^\infty(0, T; L^2(\Omega)^3), \\
& v^m \rightharpoonup v \quad \text{weakly in } L^r(0, T; W^{1,r}_{0, \text{div}}), \\
& S^m \rightharpoonup S \quad \text{weakly in } L^r(0, T; L^r(\Omega)^{3 \times 3}), \\
& S^m \rightharpoonup S \quad \text{strongly in } L^q(0, T; L^q(\Omega)^3) \text{ for all } q \in [1, \frac{5r}{r-\epsilon}).
\end{align*}
\]

Also (3.61d) implies that

\[
(3.64) \quad \epsilon_m \int_Q |Dv^m|^\frac{3}{\tau} \, |Dv^m| : D\varphi \leq \epsilon_m \left( \int_Q |Dv^m|^\frac{\tau}{3} \right)^\frac{3}{\tau} \|D\varphi\|_{L^\infty, Q} \xrightarrow{m \to \infty} 0.
\]

Let us consider (3.58) with \(\varphi \in L^q(0, T; W^{1,q}_{0, \text{div}}), q = \frac{5r}{r-\epsilon}, \varphi(T, \cdot) = 0\) and let \(m \to \infty\). Then we easily arrive to (3.46d).

**Step 3. Attainment of the constitutive equation (3.46c).** In order to apply the graph convergence lemma (Lemma A.6) we need to proceed in a more subtle way as
\( w := v \) is not an admissible test function in (3.46d). For \( u^m := v^m - v \), the following identity holds
\[
- \int_Q (v^m - v) \cdot \partial_t w + \int_Q (S^m - S) : Dw + \epsilon_m \int_Q |Dv^m|^\frac{5}{2} Dv^m : Dw
\]
for all \( w \in C^\infty([0,T]; C_0^{\infty}) \)
\( (3.65) \)
and
\[
\begin{align*}
&u^m \rightharpoonup 0 \quad \text{*-weakly in } L^\infty(0,T; L^2_{n, \text{div}}), \\
&u^m \to 0 \quad \text{weakly in } L'(0,T; W^{1, r}_{0, \text{div}}), \\
&u^m \to 0 \quad \text{strongly in } L^q(0,T; L^q(\Omega)^3) \text{ for all } q \in [1, \frac{5}{2}).
\end{align*}
\]
We also observe that besides (3.64)
\[
(S^m - S) := H^m_1 \to 0 \quad \text{weakly in } L'^r(Q),
\]
\[
\left( \epsilon_m |Dv^m|^\frac{5}{2} Dv^m + (v \otimes v - v^m \otimes v^m) \right) := H^m_2 \to 0 \quad \text{strongly in } L^\sigma(Q) \text{ for some } \sigma \in (1, \frac{5}{2})
\]
and we rewrite (3.65) as
\[
\int_Q u^m \cdot \partial_t w = \int_Q H^m_1 : Dw + \int_Q H^m_2 : Dw.
\]
Let \( Q_0 \subset Q \) be any parabolic cylinder. Take \( \zeta \in C_0^\infty(\frac{1}{3}Q_0) \) such that
\[
\chi_{\frac{1}{3}Q_0} \leq \zeta \leq \chi_{\frac{2}{3}Q_0}.
\]
Then applying the Lipschitz truncation (Lemma A.5) we conclude, using the above convergences, that
\[
\limsup_{m \to \infty} \left| \int_{\frac{1}{3}Q_0 \setminus Q_0} (S^m - S) : (Dv^m - Dw) \right| \leq C2^{-k}.
\]
This, together with the property (h) of the truncation lemma (Lemma A.5) and Hölder’s inequality, implies that
\[
\limsup_{m \to \infty} \int_{\frac{1}{3}Q_0} \left| (S^m - S) : (Dv^m - Dw) \right|^\frac{5}{2} \leq C2^{-k}.
\]
Set \( g^m := |(S^m - S) : (Dv^m - Dw)| \). Clearly \( g^m \geq 0 \) and \( g^m \to 0 \) almost everywhere in \( \frac{1}{3}Q_0 \). But as \( Q_0 \) is arbitrary, we conclude that
\( (3.66) \)
\[
g^m \to 0 \quad \text{almost everywhere in } Q.
\]
Since \( \{g^m\}_{m=1}^\infty \) is bounded in \( L^1(Q) \) and has pointwise limit (3.66), Corollary A.3, a consequence of the biting lemma (Lemma A.2), ensures the existence of a subsequence \( \{g^{m_k}\}_{k=1}^\infty \) and a sequence of sets \( \{E_k\}_{k=1}^\infty \) with \( Q \supset E_1 \supset E_2 \supset \ldots \), \(|E_k| \to 0 \) such that for all \( k \in \mathbb{N} \)
\[
g^{m_k} \to 0 \quad \text{strongly in } L^1(Q \setminus E_k).
\]
From the definition of $g^m$, we conclude that
\[
\limsup_{j \to 0} \int_{Q \setminus E_k} (S^{m_j} - S) : (Dv^{m_j} - Dv) = 0,
\]
which implies with the help of (3.62) and (3.63) that for all $k \in \mathbb{N}$
\[
\limsup_{j \to 0} \int_{Q \setminus E_k} S^{m_j} : Dv^{m_j} = \int_{Q \setminus E_k} S : Dv.
\]
Since $|E_k| \to 0$, we can conclude from the graph convergence lemma (Lemma A.6) that
\[
(S, Dv) \in \mathcal{G} \text{ almost everywhere in } Q
\]
so that (3.46c) holds.

The energy inequality and the initial condition. Since $(S, Dv) \in \mathcal{G}$ and $\mathcal{G}$ is monotone, we first observe that $g^m = (S^m - S) : (Dv^m - Dv) \geq 0$. It thus follows from (3.66), Fatou's lemma applied to the functions $\{g^m\}_{m=1}^\infty$, that are non-negative, and from the weak convergences (3.62) and (3.63) that
\[
\int_Q S : Dv \leq \liminf_{n \to \infty} \int_Q S^m : Dv^m.
\]
It is then easy to conclude the energy inequality (3.47) from (3.60).

Attainment of the initial condition (3.46c), which is proved with the help of the energy inequality (3.47), is standard and we omit it; see [58, sections B.3.8–10]. Thus the first part of the theorem is proved.

On the pressure. Let us consider for fixed $t \in (0, T)$ the functionals
\[
(F^1(t), \varphi) := \int_\Omega (v(t, \cdot) - v_0) \cdot \varphi,
\]
\[
(F^2(t), \varphi) := \int_\Omega \int_0^t (S - v \otimes v) : D\varphi - \int_0^t b, \varphi)
\]
for $\varphi \in W^{1,q}_0$ with $q := \max\{r, \frac{m}{m-1}\}$. Clearly $F^1(t), F^2(t) \in (W^{1,q}_0)^*$ for almost every $t \in (0, T)$. Testing (3.46d) by $w^j \in \mathcal{C}_0^\infty([0, T]; \mathcal{C}_{0, \text{div}}^\infty)$ such that $w^j \to w$ and
\[
w(s, x) = \begin{cases} \varphi(x) & s \in [0, t), \\ 0 & s \in [t, T) \end{cases}
\]
with arbitrary $\varphi \in \mathcal{C}_{0, \text{div}}^\infty$ and comparing with (3.67) we obtain
\[
\langle (F^1 + F^2)(t), \varphi \rangle = 0 \quad \text{for all } \varphi \in \mathcal{C}_{0, \text{div}}^\infty \text{ and a.e. } t \in (0, T).
\]
Now consider the Stokes problems
\[
\begin{align*}
&-\Delta U^1 + \nabla P^1 = F^1, \quad \text{div } U^1 = 0 \quad \text{in } Q, \quad U^1 = 0 \quad \text{on } (0, T) \times \partial \Omega, \\
&-\Delta U^2 + \nabla P^2 = F^2, \quad \text{div } U^2 = 0 \quad \text{in } Q, \quad U^2 = 0 \quad \text{on } (0, T) \times \partial \Omega.
\end{align*}
\]
By virtue of the assumptions on the domain, we conclude from (A.4) of Lemma A.13 that
\[
\|\nabla U^1(t)\|_6 + \|P^1(t)\|_6 \leq C\|v(t) - v_0\|_{-1,6} \leq C\|v(t) - v_0\|_2,
\]
\[
\|\nabla U^2(t)\|_{q'} + \|P^2(t)\|_{q'} \leq C\|F^2(t)\|_{-1,q'}
\]
\[
\leq C \int_0^t \|S - v \otimes v\|_{q'} + C \int_0^t \|b\|_{-1,q'},
\]
which leads to $P^1 \in L^\infty(0, T; L^6)$ and $p^2 \equiv \partial_t P^2 \in L^\prime (Q)$. Testing (3.69a) with $\nabla \phi$ for $\phi \in C_0^\infty(\Omega)$ we get
\[
\left(\nabla U^1(t), \nabla \phi \right) - (P^1(t), \Delta \phi) = (v(t) - v_0, \nabla \phi) = -(\text{div}(v(t) - v_0), \phi) = 0
\]
so that $(P^1(t), \Delta \phi) = 0$ for all $\phi \in C_0^\infty(\Omega)$ and Weyl’s lemma (cf. [81, Lemma 2], [36, Chapter 10]) yields that $P^1(t)$ is harmonic.

Testing (3.69) by $\varphi \in W^{1,q}_{0, \text{div}}$ we obtain, by using (3.68),
\[
\left(\nabla (U^1(t) + U^2(t)), \nabla \varphi \right) = 0 \quad \text{for all } \varphi \in W^{1,q}_{0, \text{div}} \text{ and a.e. } t \in (0, T),
\]
which shows together with $U^1(t) + U^2(t) \in W^{1,q'}_{0, \text{div}}$ that $U^1 + U^2 = 0$. Now we are in a position to sum up (3.69), test by $\partial_t v$ with $u \in C_0^\infty([0, T) \times \Omega)$, integrate over $Q$, and use the facts shown above and $P^2(0) = 0$ to obtain (3.48).

Furthermore, when $\Omega$ is a $C^{1,1}$ domain, (A.5) from Lemma A.13 yields
\[
\|\nabla^2 U^1(t)\|_2 + \|\nabla P^1(t)\|_2 \leq C\|v(t) - v_0\|_2,
\]
\[
\|\nabla^2 U^1(t)\|_{\frac{q}{q'}} + \|\nabla P^1(t)\|_{\frac{q}{q'}} \leq C\|v(t) - v_0\|_{\frac{q}{q'}}
\]
so that $\text{ess sup}_{t \in (0, T)} \|\nabla P^1(t)\|_2 \leq C \text{ess sup}_{t \in (0, T)} \|v(t) - v_0\|_2$ and $\int_0^T \|\nabla P^1\|_{\frac{q}{q'}} \leq C \int_0^T \|v - v_0\|_{\frac{q}{q'}} \leq C$ and the proof is complete.

**3.3.2. Slip case.** Here we consider the boundary condition
\[
(3.70) \quad v \cdot n = 0 \quad \text{and} \quad s = 0 \quad \text{on } (0, T) \times \partial \Omega
\]
or the boundary condition
\[
(3.71) \quad v \cdot n = 0 \quad \text{and} \quad (s, v_\tau) \in \mathcal{B} \quad \text{on } (0, T) \times \partial \Omega
\]
where $\mathcal{B}$ fulfills (B1)–(B4). The following result holds.

**Theorem 3.5.** Let $T \in (0, \infty)$, $\Omega \subset \mathbb{R}^3$ be a $C^{0,1}$ domain, and $Q := (0, T) \times \Omega$. Let $r > \frac{6}{5}$, $b \in L^{r'}(0, T; (W^{1,r}_n)*)$, and $v_0 \in L^2_{\text{div}}$. Let $\mathcal{G} \subset \mathbb{R}^{3 \times 3} \times \mathbb{R}^{3 \times 3}$ be a maximal monotone r-graph of the form (3.10) fulfilling (G1)–(G4).

(i) (Boundary condition (3.71)) Let $\mathcal{B} \subset \mathbb{R}^{3 \times 3}$ be a maximal monotone 2-graph fulfilling (B1)–(B4). Then there exists a triplet $(v, S, s)$ satisfying
\[
(3.72a) \quad v \in L^{\infty}(0, T; L^\infty_{n, \text{div}}) \cap L^r(0, T; W^{1,r}_{n, \text{div}}),
\]
\[
(3.72b) \quad S \in L^{r'}(Q; \mathbb{R}^{3 \times 3})
\]
\[
(3.72c) \quad s \in L^2((0, T) \times \partial \Omega)^3,
\]
and

\[ (3.72d) \quad \lim_{t \to 0^+} \int_{\Omega} |v(t, \cdot) - v_0|^2 = 0, \]

\[ (3.72e) \quad \int_Q S : Dw + \int_{0,T} \int_{\partial\Omega} s \cdot w = \int_0^T \langle b, w \rangle + \int_Q v \otimes v : Dw + \int_Q v \cdot \frac{\partial w}{\partial t} \]

\[ + \int_{\partial\Omega} v_0 \cdot w(0, \cdot) \quad \text{for all } w \in C^0_0([0, T); W^{1,q}_{n,\text{div}}), \]

\[ q = \max \{ r, \frac{5r}{5r-6} \}. \]

\[ (3.72f) \quad S = 2\nu_a (|Dv| - \delta_+)^+ S(|Dv|) \frac{Dv}{|Dv|} \quad \text{almost everywhere in } Q, \]

\[ (3.73) \quad (s, w_\tau) \in B \quad \text{almost everywhere in } (0, T) \times \partial\Omega. \]

(ii) (Boundary condition (3.70)) There exists a couple \((v, S)\) satisfying (3.72a), (3.72b), (3.72d), (3.72f), and (3.72e) with \(s = 0\).

Moreover, the following energy inequality holds:

\[ (3.74) \quad \int_{\Omega} \frac{|v(t, \cdot)|^2}{2} + \int_0^t \int_{\Omega} S : Dw + \int_0^t \int_{\partial\Omega} s \cdot v \leq \int_{\Omega} \frac{|v_0|^2}{2} + \int_0^t \langle b, v \rangle \]

for almost all \(t \in (0, T)\) and \(t = T\);

if \(r \geq \frac{11}{5}\), then (3.74) becomes an equality.

In addition, if \(\Omega\) is a \(C^{1,1}\) domain, then there is \(p \in L^q(Q)\) with \(q = \max \{ r, \frac{5r}{5r-6} \}\) such that \(\int_{\Omega} p(t, \cdot) = 0\) for almost every \(t \in (0, T)\) and

\[ \int_Q S : Dw + \int_{0,T} \int_{\partial\Omega} s \cdot w = \int_0^T \langle b, w \rangle + \int_Q v \otimes v : Dw + \int_Q v \cdot \frac{\partial w}{\partial t} + \int_{\partial\Omega} v_0 \cdot w(0, \cdot) \]

\[ + \int_Q p \text{div } w \quad \text{for all } w \in C^0_0([0, T); W^{1,q}_{n,\text{div}}). \]

Remark 3.6. (1) In the case of the boundary condition (3.70) we could define the weak solution to the problem considered differently. We could say that \(v\) is a weak solution to the problem if \(v\) fulfills (3.72a), (3.72d), and

\[ \int_Q 2\nu_a (|Dv| - \delta_+)^+ S(|Dv|) \frac{Dv}{|Dv|} : Dw = \int_0^T \langle b, w \rangle + \int_Q v \otimes v : Dw \]

\[ + \int_Q v \cdot \frac{\partial w}{\partial t} + \int_{\partial\Omega} v_0 \cdot w(0, \cdot) \quad \text{for all } w \in C^0_0([0, T); W^{1,q}_{n,\text{div}}), q = \max \{ r, \frac{5r}{5r-6} \}. \]

(2) It holds \(v \in C(0, T; L^2(\Omega)^3)\) if \(r \geq \frac{11}{5}\) and \(v \in C(0, T; L^2_{\text{weak}}(\Omega)^3)\) if \(r \in \left( \frac{6}{5}, \frac{11}{5} \right)\).

Proof of Theorem 3.5. We focus only on the details in which the proof differs from the proof of Theorem 3.3. Note however that a remarkable difference concerns the pressure: for the no-slip boundary condition the pressure is not integrable up to the boundary; here, for \(C^{1,1}\) domains, we establish the existence of the pressure
belonging to $L^s(Q)$ for some $s > 1$. This concerns in particular the no-slip/Navier-slip boundary condition which "approximates" well the no-slip boundary condition and in addition its mathematical theory admits integrable pressure.

Regarding the case $r \geq \frac{11}{5}$, the main departures from the problem with the no-slip boundary condition is due to the choice of function spaces and due to the formulation of the eigenvalue problem that generates the basis for Galerkin approximations. Here, we look for $\lambda \in \mathbb{R}$ and $\omega \in W^{3,2}_{n,\text{div}} \rightarrow W^{1,\infty}(\Omega)^3$ satisfying

$$\langle \omega, \varphi \rangle = \lambda \langle \omega, \varphi \rangle \quad \text{for all } \varphi \in W^{3,2}_{n,\text{div}},$$

where $\langle \cdot, \cdot \rangle$ is again the scalar product in $L^2(\Omega)^3$ and $\langle \cdot, \cdot \rangle$ is a scalar product in $W^{3,2}_{n,\text{div}}$ defined through $\langle \omega, \varphi \rangle := (\nabla^1 \omega, \nabla^3 \varphi) + \langle \omega, \varphi \rangle + (\omega_\tau, \varphi_\tau)_{\partial \Omega}$. The properties of the eigenfunctions are the same as in (3.49) and consequently, for the free-slip boundary condition (3.70) there is no other change in the proof.

If the other slipping conditions are considered, then we regularize the boundary conditions as in the time independent case. Independent of the approximation parameter, we, in addition to standard uniform estimates, know that $\{s^n\}_{n=1}^\infty$ and $\{v^n\}_{n=1}^\infty$ are bounded in $L^2(0, T; L^2(\partial \Omega)^3)$. Furthermore, as $W^{1, r}(\Omega)$ compactly embeds into $W^{\frac{5}{3} - q}(\Omega)$ for all $q < r$, we conclude that

$$v^N_\tau \rightarrow v_\tau \quad \text{strongly in } L^r(0, T; L^1(\partial \Omega)^3).$$

Then (up to a subsequence which we do not relabel)

$$v^N_\tau \rightarrow v_\tau \quad \text{a.e. on } (0, T) \times \partial \Omega$$

and by Egorov’s theorem, for any $\delta > 0$,

$$v^N_\tau \rightarrow v_\tau \quad \text{strongly in } L^\infty(\mathcal{U}_\delta)$$

where $\mathcal{U}_\delta \subset (0, T) \times \partial \Omega$ is such that $|(0, T) \times \partial \Omega \setminus \mathcal{U}_\delta| < \delta$. The last convergence implies that

$$\lim \sup_{N \to \infty} \int_{\mathcal{U}_\delta} s^N \cdot v^N_\tau = \int_{\mathcal{U}_\delta} s \cdot v_\tau.$$

Consequently, by Lemma A.6, $(s, v_\tau) \in B$ a.e. on $\mathcal{U}_\delta$. This is true for all $r > 1$ and gives (3.73).

If $r \in \left(\frac{6}{5}, \frac{9}{5}\right)$, the proof of $(S, Dv) \in G$ is carried out as in the no-slip case, as the proof is based on local analysis in the interior of $\Omega$.

Finally, we reconstruct the pressure. We set $p = p_1 + p_2$ where $p_1 \in L^{\frac{5}{3} - r}(Q)$ solves

$$(p_1, -\Delta z) = (v \otimes v, \nabla^2 z) \quad \text{for all } z \in W^{2, \frac{5}{3} - r} \text{ with } \nabla z \in W^{1, \frac{5}{3} - r}_n,$$

$$\int_\Omega p_1(t) = 0 \quad \text{for a.e. } t \in (0, T)$$

and $p_2 \in L^{r'}(Q)$ solves

$$(p_2, -\Delta z) = (b, \nabla z) - (S, D\nabla z) - (s, \nabla z)_{\partial \Omega} \quad \text{for all } z \in W^{2, \frac{5}{3} - r}, \nabla z \in W^{1, \frac{5}{3} - r}_n,$$

$$\int_\Omega p_2(t) = 0 \quad \text{for a.e. } t \in (0, T).$$
Note that this is a well-posed definition because of the $C^{1,1}$ regularity of the domain $\Omega$ and Lemma A.11. Now consider a test function $\varphi \in L^q(0,T; W^{1,q}_n)$ and its Helmholtz decomposition using Corollary A.12:

$$\varphi = \nabla \phi + \varphi_0 \quad \text{with} \quad \nabla \phi \in L^q(0,T; W^{1,q}_n), \varphi_0 \in L^q(0,T; W^{1,q}_{n,\text{div}}).$$

Then we have

$$\left\langle \frac{\partial v}{\partial t}, \varphi \right\rangle - (p, \text{div} \varphi) = \left\langle \frac{\partial v}{\partial t}, \nabla \phi + \varphi_0 \right\rangle - (p, \text{div}(\nabla \phi + \varphi_0)) = \left\langle \frac{\partial v}{\partial t}, \varphi_0 \right\rangle + (p_1 + p_2, -\Delta \phi)$$

$$= (v \otimes v, D\varphi_0) - (S, D\varphi_0) - (s, \varphi_0)_{\partial \Omega} + (b, \varphi_0) + (v \otimes v, \nabla^2 \phi) + (b, \nabla \phi) - (S, D\nabla \phi) - (s, \nabla \phi)_{\partial \Omega}$$

$$= (v \otimes v, D\varphi) - (S, D\varphi) - (s, \varphi)_{\partial \Omega} + (b, \varphi)$$

for a.a. $t \in (0,T)$. Thus the theorem is proven.

4. **Concluding remarks.** We have classified incompressible fluids that span the gamut from Euler fluids – Navier-Stokes fluid – power-law fluids – generalized power-law fluids – stress power-law fluids – to fluids that only undergo rigid motions, that can change their constitutive character due to an activation criterion based on the value of the norm of the symmetric part of the velocity gradient or the shear stress. In the process we came across constitutive relations that have hitherto been unrecognized but could possibly be useful. In the course of our investigation we have delineated how an Euler fluid is different from a fluid that behaves like an Euler fluid prior activation and behaves like a viscous fluid when the activation criterion takes place. The latter fluid would lead to governing equations that imbed the boundary layer equations as a special case, the philosophy behind the development of the boundary layer equations and the equations governing the activated fluid being totally different. We have touched upon one important aspect in this study, namely the tremendously different properties that are exhibited by the Euler fluids and the activated Euler fluids. It is known that while the Euler fluid exhibits pathological features (such as existence of a nontrivial solution to internal flows with zero initial data and vanishing external body forces), we have shown that the new class of activated Euler fluids admits a weak solution that might be even unique in its dependence of what kind of response occurs after activation.

A classification similar to that presented here for incompressible fluids can be carried out within the context of compressible fluids, where however the framework is more complicated as there are two type of viscosities (bulk and shear) and corresponding fluidities. This issues will be addressed in a subsequent study.

**Appendix A. Auxiliary convergence tools.** In this section, we state, without proofs, several characterizations of weak compactness in $L^1$. Then, following [13], we summarize several properties of refined (divergence-free) Lipschitz approximations of (divergence-free) Sobolev and Bochner-Sobolev functions. Next, we present a convergence lemma (proved recently in [18]) regarding stability of maximal monotone constitutive equations (maximal monotone $r$-graphs) with respect to weakly converging sequences. Finally, we close this section by the Nečas theorem and Sobolev regularity results for the Neumann-Poisson problem and the Stokes system.

In the following lemma, several assertions characterizing weak compactness in $L^1$, namely the Dunford-Pettis criterion (ii), uniform integrability (iii), and the de la
Vallé-Poussin criterion (iv), are provided. The exact statement is taken from [28, p. 21, Theorem 10].

**Lemma A.1** (Characterization of weak compactness in $L^1$). Let $Q \subset \mathbb{R}^M$ be a bounded measurable set and $V \subset L^1(Q)$. Then the following conditions are equivalent:

(i) any sequence $\{v_n\}_{n=1}^{\infty} \subset V$ contains a subsequence weakly converging in $L^1(Q)$;

(ii) for any $\epsilon > 0$ there exists $K > 0$ such that for all $v \in V$

$$\int_{\{|v| \geq K\}} |v(y)| dy \leq \epsilon;$$

(iii) for any $\epsilon > 0$ there exists $\delta > 0$ such that for all $v \in V$ and for any measurable set $M \subset Q$ such that $|M| < \delta$

$$\int_M |v(y)| dy < \epsilon;$$

(iv) there exists a nonnegative function $\Phi \in C([0, \infty))$ fulfilling

$$\lim_{z \to \infty} \frac{\Phi(z)}{z} = \infty,$$

such that

$$\sup_{v \in V} \int_Q \Phi(|v(y)|) dy < \infty.$$

Since $L^1$ is not reflexive, weak precompactness does not follow from boundedness. Instead bounded sequences in $L^1$ can exhibit local concentrations weakly converging only in the space of measures. The next lemma ensures that these concentrations are located on arbitrarily small sets and when removed (by “biting”), bounded sets are $L^1$-weak precompact on the complement (“unbitten” part). See original reference [15] and also [8] for a simple proof and other references.

**Lemma A.2** (Biting lemma). Let $Q \subset \mathbb{R}^M$ be bounded and measurable. Let $\{v_n\}_{n=1}^{\infty}$ be a sequence bounded in $L^1(Q)$. Then there exist a subsequence $\{v_{n_j}\}_{j=1}^{\infty} \subset \{v_n\}_{n=1}^{\infty}$, a function $v \in L^1(Q)$, and a sequence of measurable sets $\{E_k\}_{k=1}^{\infty}$, $Q \supset E_1 \supset E_2 \supset \ldots$, $|E_k| \to 0$ such that for all $k \in \mathbb{N}$

$$v_{n_j} \rightharpoonup v \quad \text{weakly in } L^1(Q \setminus E_k) \quad \text{as } j \to \infty.$$

In the following corollary of the preceding lemmas we establish strong convergence in $L^1$ up to arbitrarily small sets for a pointwise null sequence bounded in $L^1$.

**Corollary A.3.** Let the assumptions of Lemma A.2 be fulfilled. Furthermore, assume that

$$v_n \to 0 \quad \text{a.e. in } Q \quad \text{as } n \to \infty.$$

Then for the sequences $\{v_{n_j}\}_{j=1}^{\infty}$ and $\{E_k\}_{k=1}^{\infty}$ from Lemma A.2 and for every $k \in \mathbb{N}$

$$v_{n_j} \to 0 \quad \text{strongly in } L^1(Q \setminus E_k) \quad \text{as } j \to \infty.$$
Proof. Let \( k \in \mathbb{N} \) be fixed. The sequence \( \{v_n\}_{j=1}^\infty \) provided by the biting lemma A.2 is weakly compact in \( L^1(Q \setminus E_k) \) and by the lemma A.1, (ii), \( \{v_n\}_{j=1}^\infty \) is uniformly continuous with respect to the Lebesgue measure on \( Q \setminus E_k \). By the Vitali convergence theorem, the assertions follows. \( \Box \)

Lipschitz approximations of solenoidal Bochner-Sobolev functions is another useful tool needed in the analysis of isochoric flows. There are several variants: Acerbi and Fusco survey the basic properties of Lipschitz approximations of Sobolev functions in [1]; further refinements have been put into place, see [30, 24]. The extension to evolutionary problems goes back to [41, 42, 20]. Further extensions have been established in [17, 13].

We first state the version [13, Theorem 4.2], which is suitable for analysis of steady problems.

**Lemma A.4** (Divergence-free Lipschitz truncation of Sobolev functions). Let \( B \subset \mathbb{R}^3 \) be an arbitrary ball. Let \( r \in (1, \infty) \). Let \( \{u^m\}_{m=1}^\infty \subset W_{0,\text{div}}^{1,r}(B) \) be weakly converging to zero in \( W_{0,\text{div}}^{1,r}(B) \).

Then there is a double sequence \( \{\lambda_{m,k}\}_{m,k=1}^\infty \subset (0, \infty) \) with

(a) \( 2^{-k} \leq \lambda_{m,k} \leq 2^{2^{k+1}} \),

a double sequence of functions \( \{u^{m,k}\}_{m,k=1}^\infty \), a double sequence \( \{O^{m,k}\}_{m,k=1}^\infty \) of measurable subsets of \( 2B \), a constant \( C > 0 \), and \( k_0 \in \mathbb{N} \) such that for all \( k \geq k_0 \) it holds:

(b) \( u^{m,k} \in W_{0,\text{div}}^{1,\infty}(2B) \) and \( u^{m,k} = u^m \) in \( 2B \setminus O^{m,k} \) for all \( m \in \mathbb{N} \),

(c) \( \|\nabla u^{m,k}\|_{L^\infty(2B)} \leq C\lambda_{m,k} \) for all \( m \in \mathbb{N} \),

(d) \( u^{m,k} \to 0 \) strongly in \( L^\infty(2B) \) as \( m \to \infty \),

(e) \( \nabla u^{m,k} \overset{\ast}{\rightharpoonup} 0 \) weakly-* in \( L^\infty(2B) \) as \( m \to \infty \),

(f) \( (\lambda_{m,k})^r|O^{m,k}| \leq C2^{-k}\|\nabla u^m\|^r_{r} \) for all \( m \in \mathbb{N} \).

Next we will formulate the assertion suitable for analysis of time-dependent problems; the presented version is taken from [13].

**Lemma A.5** (Divergence-free Lipschitz truncation of Bochner-Sobolev functions). Let \( Q_0 = I_0 \times B_0 \subset \mathbb{R} \times \mathbb{R}^3 \) be a space-time cylinder. Let \( 1 < r < \infty \) with \( r, r' > \sigma > 1 \), \( \frac{1}{r} + \frac{1}{r'} = 1 \). Assume that there are sequences of functions \( \{u^m\}_{m=1}^\infty \) and \( \{H^m\}_{m=1}^\infty \) such that

\[
\frac{\partial u^m}{\partial t} = -\text{div} \ H^m \quad \text{a.e. in } Q_0,
\]

\[
\frac{\partial u^m}{\partial t} = -\text{div} \ H^m \quad \text{in the sense of distributions } \left( C_{0,\text{div}}^{\infty}(Q_0) \right)^*,
\]

\[
u^m \rightharpoonup 0 \quad \text{weakly in } L^r(I_0, W^{1,r}(B_0)),
\]

\[
u^m \to 0 \quad \text{strongly in } L^\sigma(Q_0),
\]

and \( H^m = H^m_1 + H^m_2 \) satisfies

\[
H^m_1 \to 0 \quad \text{weakly in } L^{r'}(Q_0),
\]

\[
H^m_2 \to 0 \quad \text{strongly in } L^\sigma(Q_0).
\]

Then there is a double sequence \( \{\lambda^{m,k}\}_{m,k=1}^\infty \subset (0, \infty) \) with

(a) \( 2^{-k} \leq \lambda^{m,k} \leq 2^{2^{k+1}} \),

a double sequence of functions \( \{u^{m,k}\}_{m,k=1}^\infty \subset L^1(Q_0)^3 \), a double sequence \( \{O^{m,k}\}_{m,k=1}^\infty \) of measurable subsets of \( Q_0, C > 0 \), and \( k_0 \in \mathbb{N} \) such that for all \( k \geq k_0 \):
can also be rephrased as the following:
is closely related to the results known as the Lions lim sup \( u(d) \) by Bogovski˘i [B].

The operator \( \nabla \) of Lemma (g) is usually called the Bogovski˘i operator due to the explicit construction by Bogovski˘i [10, 11]. We refer the reader to [5], where these relations are discussed in detail.

Moreover, if in addition \( \{u(m)\} \) is bounded in \( L^\infty(I_0, L^6(B_0)) \) then

\[
\limsup_{m \to \infty} \int_{I_0} |\nabla u(m, f, r)| dx dt \leq C \limsup_{m \to \infty} (\lambda(m, f, r) r |O_m|).
\]

Another tool that we use is a simple lemma concerning the stability of the constitutive equations (represented as maximal monotone \( r \)-graphs) with respect to weakly converging sequences; see [19] for a short proof.

**Lemma A.6 (Graph convergence lemma).** Let \( D \subset \mathbb{R}^M \) be an arbitrary measurable set and let a graph \( \mathcal{G} \) fulfill the assumptions \((\mathcal{G}2)\) and \((\mathcal{G}3)\) on page 21. Assume that, for some \( r \in (1, \infty) \),

\[
(S^n, D^n) \in \mathcal{G} \quad \text{almost everywhere in } D,
\]

\[
D^n \rightharpoonup D \quad \text{weakly in } L^r(D)^{d \times d},
\]

\[
S^n \rightharpoonup S \quad \text{weakly in } L^\infty_{r^*}(D)^{d \times d},
\]

\[
\limsup_{n \to \infty} \int_D S^n : D^n \leq \int_D S : D.
\]

Then

\[
(S, D) \in \mathcal{G} \quad \text{almost everywhere in } D.
\]

Next, we state a theorem due to Nečas [65]; the following version is from [5, Corollary 2.5 ii)].

**Lemma A.7 (Nečas theorem).** Let \( \Omega \subset \mathbb{R}^M \) be a domain of class \( C^{0,1} \). Let \( r \in (1, \infty) \). Then there exists \( \beta > 0 \) such that

\[
\|\nabla \varphi\|_{(W^{1,r})^*} := \sup_{\varphi \in W^{1,r}} \frac{(q, \nabla \varphi)}{\|\nabla \varphi\|_r} \geq \beta \|q\|_r \quad \text{for all } q \in L^r(\Omega) \text{ with } \int_\Omega q = 0.
\]

**Remark A.8.** Lemma A.7 is closely related to the results known as the Lions lemma (coined in [55]), the Babuška-Aziz inequality, or the Ladyzhenskaya-Babuška-Brezzi condition (see [7, 14]). If we set \( L^p := \{q \in L^p(\Omega), \int_\Omega q = 0\} \), the statement of Lemma A.7 can also be rephrased as the following:

(i) the gradient operator \( \nabla : L^0_{r^*} \to (W^{1,r})^* \) is injective with closed range,

(ii) the divergence operator \( \text{div} : W^{1,r}_0 \to L^0_{r^*} \) is surjective and has a continuous right inverse, i.e., there is a bounded linear operator \( B : L^0_{r^*} \to W^{1,r}_0 \) such that \( \text{div} B \) is identity on \( L^0_{r^*} \).

The operator \( B \) is usually called the Bogovski˘i operator due to the explicit construction by Bogovski˘i [10, 11]. We refer the reader to [5], where these relations are discussed in detail.
Remark A.9. It is shown in [5, Proposition 2.10 ii)] that for the validity of the estimate of Lemma A.7 it is sufficient to assume a priori that \( q \in (C^\infty_0(\Omega))^* \), \( \int_\Omega q = 0 \), and \( \nabla q \in (W_0^{1,r})^* \). Then, provided that \( \Omega \) is Lipschitz, \( q \in L^r(\Omega) \) and the estimate (A.1) holds.

Remark A.10. The Lipschitz condition on \( \Omega \) in Lemma A.7 can be weakened, see for example [25].

Now we mention few regularity results for the Neumann problem and the Stokes system.

Lemma A.11 \((W^{2,q}\text{-regularity of Neumann-Poisson problem})\). Let \( \Omega \) be a domain of class \( C^{1,1} \). Let \( 1 < q < \infty \) be given. Then there exists \( C > 0 \) such that for every \( f \in L^q(\Omega) \) with \( \int_\Omega f = 0 \) there is a weak solution \( u \in W^{1,q}(\Omega) \) of the problem

\[
\begin{align*}
(A.2a) & \quad -\Delta u = f \quad \text{in } \Omega, \\
(A.2b) & \quad \frac{\partial u}{\partial n} = 0 \quad \text{on } \partial \Omega, \\
(A.2c) & \quad \int_\Omega u = 0
\end{align*}
\]

fulfilling \( u \in W^{2,q}(\Omega) \), \( \nabla u \in W_n^{1,q} \), and

\[ ||\nabla^2 u||_q \leq C ||f||_q. \]

Proof of Lemma A.11 is outlined in [6, Remark 3.2] and invokes [3, 37, 52]. As a consequence of the lemma, we get the following result concerning the Helmholtz decomposition for functions from \( W_n^{1,q} \).

Corollary A.12 \((\text{Helmholtz decomposition})\). Let \( \Omega \) be a domain of class \( C^{1,1} \). Let \( 1 < q < \infty \) be given. Then there exists \( C > 0 \) such that the following holds. For every \( \varphi \in W_n^{1,q} \) there exists a couple \((\phi, \varphi_0)\) fulfilling

\[
\begin{align*}
\phi & \in W^{2,q}(\Omega), \\
\nabla \phi & \in W_n^{1,q}, \\
\varphi_0 & \in W_n^{1,\text{div}}, \\
\varphi & = \nabla \phi + \varphi_0, \\
||\nabla^2 \phi||_q + ||\nabla \varphi_0||_q & \leq C ||\nabla \varphi||_q.
\end{align*}
\]

The following lemma contains certain regularity results for the Stokes system, see [31, Theorem 2.1], [5, Proposition 4.3].

Lemma A.13 \((\text{Regularity of the Stokes system})\). Let \( \Omega \subset \mathbb{R}^M \) be a domain and \( 1 < q < \infty \) be given.

If \( \Omega \) is of class \( C^{0,1} \) with sufficiently small Lipschitz constant \( \lambda > 0 \) \((\text{i.e., } \lambda \leq L_0 \text{ with } L_0 > 0 \text{ depending only on } M \text{ and } q)\) or \( \Omega \) is of class \( C^1 \) then there exists \( C_0 > 0 \) \((\text{depending on } M, \, q)\) such that for every \( b \in (W_0^{1,q})^* \) there is a unique weak solution \((v, p) \in W_n^{1,q} \times L^q(\Omega)\) of the problem

\[
\begin{align*}
(A.3a) & \quad -\Delta v + \nabla p = b \quad \text{in } \Omega, \\
(A.3b) & \quad \text{div } v = 0 \quad \text{in } \Omega, \\
(A.3c) & \quad v = 0 \quad \text{on } \partial \Omega
\end{align*}
\]

and the following estimate holds true

\[
\|\nabla v\|_q + ||p||_q \leq C_0 ||b||_{(W_0^{1,q})^*}.
\]
Furthermore, if $\Omega$ is of class $C^{1,1}$ then there exists $C_1 > 0$ (depending on $\Omega, M, q$) such that for every $b \in L^q(\Omega)^3$ the unique weak solution $(v, p) \in W_0^{1, q} \times L^q(\Omega)$ of the problem (A.3) fulfills additionally $v \in W^{2, q}, p \in W^{1, q}(\Omega)$, and admits the estimate
\[(A.5) \quad \|\nabla^2 v\|_q + \|\nabla p\|_q \leq C_1 \|b\|_q.
\]

Proof. The first part of the lemma is exactly the statement [31, Theorem 2.1]. This statement guarantees existence of unique $(v, p) \in W_0^{1, q} \times L^q(\Omega)$ and gives (A.4) under the aforementioned conditions.

The second part, i.e., the inclusions $v \in W^{2, q}, p \in W^{1, q}(\Omega)$ and the estimate (A.5) follow from [5, Proposition 4.3]. Remark 4.4 therein warns that Proposition 4.3 ibid.

Appendix B. Examples of maximal monotone graphs. Let us consider a graph $G \subset \mathbb{R}^{3 \times 3} \times \mathbb{R}^{3 \times 3}$ characterized by the relationship
\[(B.1) \quad (S, D) \in G \iff S = \left( \frac{|D| - \delta_s}{|D|} \right) S(|D|) D
\]
with
\[(B.2a) \quad \text{either} \quad S(d) = (1 + d^2)^{r-2},
\]
\[(B.2b) \quad \text{or} \quad S(d) = 1 + d^{r-2}.
\]
We will prove the following statement.

**Lemma B.1.** The graph $G$ characterized by (B.1) and (B.2a) with some $\delta_s \geq 0$ and $r \in (1, \infty)$ is a maximal monotone $r$-graph fulfilling (G1)-(G4).

**Proof.** (i). Clearly $(O, O) \in G$.

(ii). Let $S = \frac{(|D| - \delta_s)^+}{|D|} (1 + |D|^2)^{r-2} D$ and $D_s \equiv D_2 + s(D_1 - D_2)$ for any $D_1, D_2 \in \mathbb{R}^{3 \times 3}$. Then
\[
(S(D_1) - S(D_2)) : (D_1 - D_2)
\]
\[
= (D_1 - D_2) : \int_0^1 \frac{d}{ds} \left[ \frac{(|D_s| - \delta_s)^+}{|D_s|} (1 + |D_s|^2)^{\frac{r-2}{2}} D_s \right] ds
\]
\[
= |D_1 - D_2|^2 \int_0^1 \left( \frac{|D_s| - \delta_s}{|D_s|} \right)^+ (1 + |D_s|^2)^{\frac{r-2}{2}} ds
\]
\[
+ \int_0^1 (D_s : (D_1 - D_2))^2 \left\{ H \left( |D_s| - \delta_s \right) \frac{(1 + |D_s|^2)^{\frac{r-2}{2}}}{|D_s|^2} + (r - 2) \frac{(|D_s| - \delta_s)^+}{|D_s|} (1 + |D_s|^2)^{\frac{r-4}{2}} - \frac{(|D_s| - \delta_s)^+}{|D_s|^3} (1 + |D_s|^2)^{\frac{r-2}{2}} \right\} ds.
\]
Since $H \left( |D_s| - \delta_s \right) - \frac{(|D_s| - \delta_s)^+}{|D_s|} = \frac{\delta_s}{|D_s|}$ if $|D_s| > \delta_s$ (otherwise it is zero), we observe that for $r \geq 2$
\[
(S(D_1) - S(D_2)) : (D_1 - D_2) \geq 0.
\]
If \( r \in (1, 2) \), then the property (G2) follows as well from the fact

\[
|D_1 - D_2|^2 \int_0^1 \frac{(|D_s| - \delta_s)^+}{|D_s|} (1 + |D_s|^2)^{\frac{\nu}{2}} \, ds
\]

\[
- (2 - r) \int_0^1 (D_s : (D_1 - D_2))^2 \frac{(|D_s| - \delta_s)^+}{|D_s|} (1 + |D_s|^2)^{\frac{\nu}{2}} \, ds
\]

\[
\geq |D_1 - D_2|^2 \int_0^1 \frac{(|D_s| - \delta_s)^+}{|D_s|} (1 + |D_s|^2)^{\frac{\nu}{2}} (1 + |D_s|^2 - (2 - r)|D_s|^2) \, ds
\]

\[
\geq (r - 1)|D_1 - D_2|^2 \int_0^1 \frac{(|D_s| - \delta_s)^+}{|D_s|} (1 + |D_s|^2)^{\frac{\nu}{2}} \, ds \geq 0.
\]

This also implies the monotone property for the graph with \( S(d) = d^{r-2} \) and \( r > 1 \). Consequently, the same is true for \( S(d) = 1 + d^{r-2} \).

(iii). In order to show that the graph is a maximal monotone graph, we note that the assumption: \( (S, D) \in \mathbb{R}^{3\times 3}_{\text{sym}} \times \mathbb{R}^{3\times 3}_{\text{sym}} \)

\[
(S - \tilde{S}, D - \tilde{D}) \geq 0 \quad \text{for all } (\tilde{S}, \tilde{D}) \in \mathcal{G}
\]

implies, using (B.1) and (B.2), that

\[
\left( S - \frac{(D - \delta_s)^+}{|D|} S(|D||D) : (D - \tilde{D}) \right) \geq 0 \quad \text{for all } \tilde{D} \in \mathbb{R}^{3\times 3}_{\text{sym}}.
\]

Taking \( \tilde{D} = D \pm \lambda A, A \) arbitrary, \( \lambda > 0 \), we conclude from (B.3) that

\[
\exists A : \left( S - \frac{(D - \delta_s)^+}{|D|} S(|D||D) : (D - \tilde{D}) \right) \geq 0.
\]

Letting \( \lambda \to 0^+ \), we finally obtain (using continuity of the involved functions)

\[
\left( S - \frac{(D - \delta_s)^+}{|D|} S(|D||D) : A \right) = 0 \quad \text{for all } A \in \mathbb{R}^{3\times 3}_{\text{sym}}.
\]

Hence \( S \) and \( D \) fulfill the right-hand side of (B.1) and thus \( (S, D) \in \mathcal{G} \).

(iv). Assume that \( \delta_0 > 0 \). For \( d \geq 0 \) we have

\[
\min \left\{ \frac{1(1 + (2\delta_s)^2)^{\frac{\nu}{2}}}{(2\delta_s)^{r-2}} \right\} H(d - 2\delta_s)d^{r-1} \leq (1 + d^2)^{\frac{\nu}{2}} d \leq (1 + d^r)^{\frac{\nu}{2}}
\]

\[
(2\delta_s)^{-r-1} \leq (\max\{d, 2\delta_s\})^{-r-1},
\]

\[
d^{q-1} \leq (2\delta_s)^{r-2}(\max\{d, 2\delta_s\})^{q-1} + (2\delta_s)^{-q}(\max\{d, 2\delta_s\})^{q-1}
\]

where \( q = \max\{r, 2\} \), \( H(t) = 1 \) for \( t > 0 \), \( H(t) = 0 \) otherwise. Let us define

\[
q := \begin{cases} r & \text{case (B.2a)}, \\ \max\{r, 2\} & \text{case (B.2b)}. \end{cases}
\]
Due to (B.4) we have, for the both cases in (B.2),

\[(B.5) \quad C_1(\delta_*, r) H(|D| - 2\delta_*) |D|^{q-1} \leq S(|D|)|D| \leq C_2(\delta_*, r) \left( \max\{|D|, 2\delta_*\} \right)^{q-1}\]

with certain $C_1(\delta_*, r), C_2(\delta_*, r) > 0$ independent of $D$. Notice also that

\[(B.6) \quad \frac{1}{2} H(|D| - 2\delta_*) \leq \frac{(|D| - \delta_*)^+}{|D|} \leq 1.\]

Now define $S = \frac{(|D| - \delta_*)^+}{|D|} S(|D|)|D|$ and observe that with the help of the right-wing inequalities of (B.5) and (B.6) we obtain

\[|D|^q + |S|^q \leq |D|^q + \left( C_2(\delta_*, r) \left( \max\{|D|, 2\delta_*\} \right)^{q-1} \right)^q \leq C_3(\delta_*, r) \left( \max\{|D|, 2\delta_*\} \right)^q\]

with certain $C_3(\delta_*, r) > 0$ independent of $D$ and $S$. Hence, with the help of the left-wing inequalities of (B.5) and (B.6),

\[C_3(\delta_*, r)^{-1} \left( |D|^q + |S|^q \right) - (2\delta_*)^q \leq \left( \max\{|D|, 2\delta_*\} \right)^q - (2\delta_*)^q \leq H(|D| - 2\delta_*) |D|^q \leq 2C_1(\delta_*, r)^{-1} \frac{(|D| - \delta_*)^+}{|D|} S(|D|)|D|^2 \leq 2C_1(\delta_*, r)^{-1} S : D\]

which is the last property (G4). We leave the case $\delta_* = 0$ as an exercise. \[\square\]

REFERENCES

[1] E. Acerbi and N. Fusco, *An approximation lemma for $W^{1,p}$ functions*, in Material instabilities in continuum mechanics (Edinburgh, 1985–1986), Oxford Sci. Publ., Oxford Univ. Press, New York, 1988, pp. 1–5.

[2] R. A. Adams and J. J. F. Fournier, *Sobolev spaces*, vol. 140 of Pure and Applied Mathematics (Amsterdam), Elsevier/Academic Press, Amsterdam, second ed., 2003.

[3] S. Agmon, A. Douglis, and L. Nirenberg, *Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions. I.*, Comm. Pure Appl. Math., 12 (1959), pp. 623–727, https://doi.org/10.1002/cpa.3160120405.

[4] R. Alexandre, Y.-G. Wang, C.-J. Xu, and T. Yang, *Well-posedness of the Prandtl equation in Sobolev spaces*, J. Amer. Math. Soc., 28 (2015), pp. 745–784, https://doi.org/10.1090/S0894-0347-2014-00813-4.

[5] C. Amrouche and V. Girault, *Decomposition of vector spaces and application to the Stokes problem in arbitrary dimension*, Czechoslovak Math. J., 44(119) (1994), pp. 109–140, http://hdl.handle.net/10338.dmlcz/128452.

[6] C. Amrouche, V. Girault, and J. Giroire, *Dirichlet and Neumann exterior problems for the n-dimensional Laplace operator: an approach in weighted Sobolev spaces*, J. Math. Pures Appl. (9), 76 (1997), pp. 55–81, https://doi.org/10.1016/S0021-7824(97)80945-X.

[7] I. Babuška, *The finite element method with Lagrangian multipliers*, Numer. Math., 20 (1973), pp. 179–192, https://doi.org/10.1007/BF01436561.

[8] J. M. Ball and F. Murat, *Remarks on Chacon’s biting lemma*, Proceedings of the American Mathematical Society, 107 (1989), pp. 655–663, https://doi.org/10.2307/2048162.

[9] S. Bauer and D. Pauly, *On Korn’s first inequality for mixed tangential and normal boundary conditions on bounded Lipschitz domains in $\mathbb{R}^N$*, Ann. Univ. Ferrara Sez. VII Sci. Mat., 62 (2016), pp. 173–188, https://doi.org/10.1007/s11565-016-0247-x.

[10] M. E. Bogovskii, *Solution of the first boundary value problem for an equation of continuity of an incompressible medium*, Dokl. Akad. Nauk SSSR, 248 (1979), pp. 1037–1040, https://ci.nii.ac.jp/naid/10024332196/en/.
[11] M. E. Bogovskii, Solutions of some problems of vector analysis, associated with the operators div and grad, in Theory of cubature formulas and the application of functional analysis to problems of mathematical physics, vol. 1980 of Trudy Sem. S. L. Soboleva, No. 1, Akad. Nauk SSSR Sibirsk. Otdel., Inst. Mat., Novosibirsk, 1980, pp. 5–40, 149, https://ci.nii.ac.jp/naid/10006414459/en/.

[12] P. Boltenhagen, Y. Hu, E. Matthys, and D. Pine, Observation of bulk phase separation and coexistence in a sheared micellar solution, Physical Review Letters, 79 (1997), pp. 2359–2362, https://doi.org/10.1103/PhysRevLett.79.2359.

[13] D. Breit, L. Diening, and S. Schwartzacher, Solenoidal Lipschitz truncation for parabolic PDEs, Mathematical Models and Methods in Applied Sciences, 23 (2013), pp. 2671–2700, https://doi.org/10.1142/S0218202513500437.

[14] F. Brezzi, On the existence, uniqueness and approximation of saddle-point problems arising from Lagrangian multipliers, Rev. Française Automat. Informat. Recherche Opérationnelle Séries Rouge, 8 (1974), pp. 129–151, https://doi.org/10.1051/m2an/197408R201291.

[15] J. Brooks and R. Chacon, Continuity and compactness of measures, Advances in Mathematics, 37 (1980), pp. 16–26, https://doi.org/10.1016/0001-8708(80)90023-7.

[16] M. Bulíček, P. Gwiazda, J. Málek, K. R. Rajagopal, and A. Świerczewska-Gwiazda, On flows of fluids described by an implicit constitutive equation characterized by a maximal monotone graph, in Mathematical Aspects of Fluid Mechanics, vol. 402 of London Math. Soc. Lecture Note Ser., Cambridge Univ. Press, Cambridge, 2012, pp. 23–51, https://books.google.cz/books?id=aix-XZ9yRJE.C.

[17] M. Bulíček, P. Gwiazda, J. Málek, and A. Świerczewska-Gwiazda, On unsteady flows of implicitly constituted incompressible fluids, SIAM J. Math. Anal., 44 (2012), pp. 2756–2801, https://doi.org/10.1137/110830289.

[18] M. Bulíček and J. Málek, Internal flows of incompressible fluids subject to stick-slip boundary conditions, Vietnam J. Math., (2016), pp. 1–14, https://doi.org/10.1007/s10013-016-0221-x.

[19] M. Bulíček and J. Málek, On unsteady internal flows of Bingham fluids subject to threshold slip on the impermeable boundary, in Recent Developments of Mathematical Fluid Mechanics, H. Amann, Y. Giga, H. Kozono, H. Okamoto, and M. Yamazaki, eds., Springer Basel, Basel, 2016, pp. 135–156, https://doi.org/10.1007/978-3-0348-0939-9_8.

[20] M. Bulíček, P. Kaplický, and D. Pražák, Time regularity of flows of non-Newtonian fluids with critical power-law growth. Preprint, Feb. 2018, https://arxiv.org/abs/1802.10053.

[21] M. Bulíček, F. Ettwein, P. Kaplický, and D. Pražák, On uniqueness and time regularity of flows of power-law like non-Newtonian fluids, Mathematical Methods in the Applied Sciences, 33 (2010), pp. 1995–2010, https://doi.org/10.1002/mma.1314.

[22] M. Bulíček, J. Málek, and K. R. Rajagopal, Navier’s slip and evolutionary Navier-Stokes-like systems with pressure and shear-rate dependent viscosity, Indiana Univ. Math. J., 56 (2007), pp. 51–85, https://doi.org/10.1512/iumj.2007.56.2997.

[23] C. De Lellis and L. Székelyhidi, Jr., On admissibility criteria for weak solutions of the Euler equations, Arch. Ration. Mech. Anal., 195 (2010), pp. 225–260, https://doi.org/10.1007/s00205-009-0280-7.

[24] L. Diening, J. Málek, and M. Steinhauer, On Lipschitz truncations of Sobolev functions (with variable exponent) and their selected applications, ESAIM Control Optim. Calc. Var., 14 (2008), pp. 211–232, https://doi.org/10.1051/cocv:2007049.

[25] L. Diening, M. Růžička, and K. Schumacher, A decomposition technique for John domains, Ann. Acad. Sci. Fenn. Math., 35 (2010), pp. 87–114, https://doi.org/10.5186/aasfm.2010.3506.

[26] L. Diening, M. Růžička, and J. Wolf, Existence of weak solutions for unsteady motions of generalized Newtonian fluids, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 9 (2010), pp. 1–46, http://www.numdam.org/item/ASNSP_2010_5_9_1_1_0.

[27] G. Duvaut and J.-L. Lions, Inequalities in mechanics and physics, Springer, Berlin, 1976.

[28] E. Feireisl, T. G. Karper, and M. Pokorný, Mathematical Theory of Compressible Viscous Fluids: Analysis and Numerics, Advances in Mathematical Fluid Mechanics, Springer International Publishing, 2016, https://doi.org/10.1007/978-3-319-44835-0.

[29] J. Frehse and J. Málek, Problems due to the no-slip boundary in incompressible fluid dynamics, in Geometric Analysis and Nonlinear Partial Differential Equations, S. Hildebrandt, ed., Springer Berlin Heidelberg, Berlin, Heidelberg, 2003, pp. 559–571, https://doi.org/10.1007/978-3-642-55027-2_29.

[30] J. Frehse, J. Málek, and M. Steinrhauser, On analysis of steady flows of fluids with shear-dependent viscosity based on the Lipschitz truncation method, SIAM J. Math. Anal., 34
ON THE CLASSIFICATION OF INCOMPRESSIBLE FLUIDS

(2003), pp. 1064–1083 (electronic), https://doi.org/10.1137/S0036141002410988.

[31] G. P. Galdi, C. G. Simader, and H. Sohr, On the Stokes problem in Lipschitz domains, Ann. Mat. Pura Appl. (4), 167 (1994), pp. 147–163, https://doi.org/10.1007/BF01760332.

[32] D. Gérard-Varet, Y. Maekawa, and N. Masmoudi, Gevrey stability of Prandtl expansions for 2-dimensional Navier-Stokes flows, Duke Math. J., 167 (2018), pp. 2531–2631, https://doi.org/10.1215/00127094-2018-0020.

[33] D. Gérard-Varet and N. Masmoudi, Well-posedness for the Prandtl system without analyticity or monotonicity, Ann. Sci. Éc. Norm. Supér. (4), 48 (2015), pp. 1273–1325, https://doi.org/10.24033/asens.2270.

[34] D. Gérard-Varet and T. Nguyen, Remarks on the ill-posedness of the Prandtl equation, Asymptot. Anal., 77 (2012), pp. 71–88, https://doi.org/10.3233/ASY-2011-1075.

[35] D. Goodstein, Elliptic problems in nonsmooth domains, vol. 24 of Monographs and Studies in Mathematics, Pitman (Advanced Publishing Program), Boston, MA, 1985.

[36] C. Holmes, M. Cates, M. Fuchs, and P. Sollich, Glass transitions and shear thickening suspension rheology, Journal of Rheology, 49 (2005), pp. 237–269, https://doi.org/10.1122/1.1814114.

[37] A. Jáněčka, J. Málek, V. Průša, and G. Tierra, Numerical scheme for simulation of transient flows of non-Newtonian fluids characterised by a non-monotone relation between the symmetric part of the velocity gradient and the Cauchy stress tensor, Acta Mechanica, (2019). Accepted for publication. Preprint https://arxiv.org/abs/1809.04323.

[38] J. Kinnunen and J. L. Lewis, Higher integrability for parabolic systems of p-Laplacian type, Duke Mathematical Journal, 102 (2000), pp. 253–272, https://doi.org/10.1215/S0012-7094-00-10223-2.

[39] J. Kinnunen and J. L. Lewis, Very weak solutions of parabolic systems of p-Laplacian type, Arkiv för Matematik, 40 (2002), pp. 105–132, https://doi.org/10.1007/BF02384505.

[40] H. Koch and V. A. Solonnikov, $L^p$-estimates for a solution to the nonstationary Stokes equations, Journal of Mathematical Sciences, 106 (2001), pp. 3042–3072, https://doi.org/10.1023/A:1011375706754.

[41] H. Koch and V. A. Solonnikov, $L^q$-estimates of the first-order derivatives of solutions to the nonstationary Stokes problem, in Nonlinear Problems in Mathematical Physics and Related Topics I, Springer, 2002, pp. 203–218, https://doi.org/10.1007/978-1-4615-0777-2_12.

[42] I. Kukavica, N. Masmoudi, V. Vicol, and T. K. Wong, On the local well-posedness of the Prandtl and hydrostatic Euler equations with multiple monotonicity regions, SIAM J. Math. Anal., 46 (2014), pp. 3865–3890, https://doi.org/10.1137/140956440.

[43] I. Kukavica and V. Vicol, On the local existence of analytic solutions to the Prandtl boundary layer equations, Commun. Math. Sci., 11 (2013), pp. 269–292, https://doi.org/10.4310/CMS.2013.v11.n1.a8.

[44] O. Ladyzhenskaya, New equations for the description of motion of viscous incompressible fluids and solvability in the large of boundary value problems for them., Tr. Mat. Inst. Steklova, 102 (1967), pp. 85–104, http://mi.mathnet.ru/eng/tm2939.

[45] O. Ladyzhenskaya, Modification of the Navier-Stokes equations for large velocity gradients., Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov, 7 (1968), pp. 126–154, http://mi.mathnet.ru/eng/znsl2339.

[46] O. A. Ladyzhenskaya, The mathematical theory of viscous incompressible flow, Second English edition, revised and enlarged. Translated from the Russian by Richard A. Silverman and John Chu. Mathematics and its Applications, Vol. 2, Gordon and Breach, Science Publishers, New York-London-Paris, 1969.

[47] C. Le Roux and K. R. Rajagopal, Shear flows of a new class of power-law fluids, Applications of Mathematics, 58 (2013), pp. 153–177, https://doi.org/10.1007/s10492-013-0008-4.

[48] J.-L. Lions, Quelques méthodes de résolution des problèmes aux limites non linéaires, Études mathématiques, Dunod, 1969, http://books.google.cz/books?id=1VJungECAAAJ.

[49] J.-L. Lions and E. Magenes, Problemi ai limiti non omogenei. V. Ann. Scuola Norm Sup. Pisa (3), 16 (1962), pp. 1–44, http://www.numdam.org/item/ASNSP_1962_3_16_1_1_0.

[50] C.-J. Liu, Y.-G. Wang, and T. Yang, On the ill-posedness of the Prandtl equations in
three-dimensional space, Arch. Ration. Mech. Anal., 220 (2016), pp. 83–108, https://doi.org/10.1007/s00205-015-0927-1.

[54] M. C. Lombardo, M. Cannone, and M. Sammartino, Well-posedness of the boundary layer equations, SIAM J. Math. Anal., 35 (2003), pp. 987–1004, https://doi.org/10.1137/S00361410012412057.

[55] E. Magenes and G. Stampacchia, I problemi al contorno per le equazioni differenziali di tipo ellittico, Ann. Scuola Norm. Sup. Pisa (3), 12 (1958), pp. 247–358, http://www.numdam.org/item/ASNSP_1958_3_12_3_247_0.

[56] J. Málek, J. Nečas, M. Rokýta, and M. Růžička, Weak and measure-valued solutions to evolutionary PDEs, Chapman & Hall, London, 1996.

[57] J. Málek, V. Průša, and K. R. Rajagopal, Generalizations of the Navier-Stokes fluid from a new perspective, International Journal of Engineering Science, 48 (2010), pp. 1907–1924, https://doi.org/10.1016/j.ijengsci.2010.06.013.

[58] J. Málek and K. R. Rajagopal, Mathematical issues concerning the Navier-Stokes equations and some of its generalizations, in Evolutionary equations. Vol. II, Handb. Differ. Equ., Elsevier/North-Holland, Amsterdam, 2005, pp. 371–459, https://doi.org/10.1016/S1874-5717(06)80098-3.

[59] J. Málek and K. R. Rajagopal, Compressible generalized Newtonian fluids, Z. Angew. Math. Phys., 61 (2010), pp. 1097–1110, https://doi.org/10.1007/s00033-010-0061-8.

[60] J. Málek, K. R. Rajagopal, and M. Růžička, Existence and regularity of solutions and the stability of the rest state for fluids with shear dependent viscosity, Math. Models Methods Appl. Sci., 5 (1995), pp. 789–812, https://doi.org/10.1142/S0218202595000449.

[61] D. Mansutti, G. Pontrelli, and K. R. Rajagopal, Steady flows of non-Newtonian fluids past a porous plate with suction or injection, International Journal for Numerical Methods in Fluids, 17 (1993), pp. 927–941, https://doi.org/10.1002/fld.165171102.

[62] D. Mansutti and K. Rajagopal, Flow of a shear thinning fluid between intersecting planes, International journal of non-linear mechanics, 26 (1991), pp. 769–775, https://doi.org/10.1016/0020-7462(91)90027-Q.

[63] E. Maringová and J. Žabenský, On a Navier-Stokes-Fourier-like system capturing transitions between viscous and inviscid fluid regimes and between no-slip and perfect-slip boundary conditions, Nonlinear Analysis: Real World Applications, 41 (2018), pp. 152–178, https://doi.org/10.1016/j.nonrwa.2017.10.008.

[64] N. Masmoudi and T. K. Wong, Local-in-time existence and uniqueness of solutions to the Prandtl equations by energy methods, Comm. Pure Appl. Math., 68 (2015), pp. 1683–1714, https://doi.org/10.1002/cpa.21505.

[65] J. Nečas, Direct methods in the theory of elliptic equations, Springer Monographs in Mathematics, Springer, Heidelberg, 2012, https://doi.org/10.1007/978-3-642-10455-8. Translated from the 1967 French original by Gerard Tronel and Alois Kufner, Editorial coordination and preface by Sárka Nečasová and a contribution by Christian G. Simader.

[66] O. A. Oleinik and V. N. Samokhin, Mathematical models in boundary layer theory, vol. 15 of Applied Mathematics and Mathematical Computation, Chapman & Hall/CRC, Boca Raton, FL, 1999.

[67] O. A. Oleinik, On the system of Prandtl equations in boundary-layer theory, Dokl. Akad. Nauk SSSR, 150 (1963), pp. 28–31, http://mi.mathnet.ru/eng/dan27902.

[68] T. Perlácová and V. Průša, Tensorial implicit constitutive relations in mechanics of incompressible non-Newtonian fluids, Journal of Non-Newtonian Fluid Mechanics, 216 (2015), pp. 13–21, https://doi.org/10.1016/j.jnnfm.2014.12.006.

[69] L. Prandtl, Über Flüssigkeitsbewegung bei sehr kleiner Reibung (On the motion of fluids with very little friction), in Verhandlungen des dritten internationalen Mathematiker-Kongresses in Heidelberg 1904, A. Krazer, ed., Leipzig, 1905, Teubner, pp. 484–491, https://doi.org/10.1007/978-3-662-11836-8_43.

[70] K. Rajagopal, Remarks on the notion of "pressure", International Journal of Non-Linear Mechanics, 71 (2015), pp. 165–172, https://doi.org/10.1016/j.jnnlm.2014.11.031.

[71] K. R. Rajagopal, Boundary layers in non-linear fluids, in Trends in applications of mathematics to mechanics, M. M. Marques and J. Rodrigues, eds., Pitman Monographs and Surveys in Pure and Applied Mathematics 77, Longman, 1995, pp. 209–218.

[72] K. R. Rajagopal, On implicit constitutive theories, Appl. Math., 48 (2003), pp. 279–319, https://doi.org/10.1023/A:1026062615145.

[73] K. R. Rajagopal, On implicit constitutive theories for fluids, Journal of Fluid Mechanics, 550 (2006), pp. 243–249, https://doi.org/10.1017/S0022112006008025.

[74] K. R. Rajagopal, A. S. Gupta, and T. Y. Na, A note on the Falkner-Skan flows of a non-Newtonian fluid, Internat. J. Non-Linear Mech., 18 (1983), pp. 313–320, https://doi.org/10.1016/0020-7462(83)90074-0.
K. R. Rajagopal, A. S. Gupta, and A. Wineman, *On a boundary layer theory for non-Newtonian fluids*, International Journal of Engineering Science, 18 (1980), pp. 875–883, https://doi.org/10.1016/0020-7225(80)90035-X.

K. R. Rajagopal and A. R. Srinivasa, *On the thermodynamics of fluids defined by implicit constitutive relations*, Z. Angew. Math. Phys., 59 (2008), pp. 715–729, https://doi.org/10.1007/s00033-007-7039-1.

K. R. Rajagopal and A. Wineman, *Flow of a BKZ fluid in an orthogonal rheometer*, Journal of Rheology, 27 (1983), pp. 509–516, https://doi.org/10.1122/1.549729.

M. Sammartino and R. E. Caflisch, *Zero viscosity limit for analytic solutions, of the Navier-Stokes equation on a half-space. I. Existence for Euler and Prandtl equations*, Comm. Math. Phys., 192 (1998), pp. 433–461, https://doi.org/10.1007/s002200050304.

M. Sammartino and R. E. Caflisch, *Zero viscosity limit for analytic solutions of the Navier-Stokes equation on a half-space. II. Construction of the Navier-Stokes solution*, Comm. Math. Phys., 192 (1998), pp. 463–491, https://doi.org/10.1007/s002200050305.

H. Schlichting, *Boundary Layer Theory*, McGraw-Hill, 1960.

H. Weyl, *The method of orthogonal projection in potential theory*, Duke Math. J., 7 (1940), pp. 411–444, http://projecteuclid.org/euclid.dmj/1077492266.

E. Wiedemann, *Existence of weak solutions for the incompressible Euler equations*, Annales de l’Institut Henri Poincaré C, Non Linear Analysis, 28 (2011), pp. 727–730, https://doi.org/10.1016/j.anihpc.2011.05.002.