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Abstract: Recent derivations of Cardy-like formulae in higher dimensional field theories have opened up a way of computing, via AdS/CFT, universal contributions to black hole entropy from gravitational Chern-Simons terms. Based on the manifestly covariant formulation of the differential Noether charge for Chern-Simons terms proposed in \cite{1}, we compute the entropy and asymptotic charges for the rotating charged AdS black holes in higher dimensions at leading order of the fluid/gravity derivative expansion in the Einstein-Maxwell-Chern-Simons system. This gives a result that exactly matches the field theory predictions from Cardy-like formulae.
1 Introduction

Since the famous demonstration by Bekenstein and Hawking that black hole geometries have entropy, the quest for understanding microscopic origins of that entropy has taken us on a long and fascinating adventure connecting various fields of physics and mathematics. The advent of string theory and AdS/CFT has injected much enthusiasm into this subject, and for a wide class of extremal/near-extremal black holes we can now claim to understand (albeit by somewhat indirect means) where this entropy comes from [2–8].

Accounting for the entropy of finite-temperature black holes has however been a more difficult endeavor. The major successes in this regard are often linked to anomalies — a paradigmatic result in this direction is the Cardy formula [9] which links the thermodynamic properties of a 2d CFT with the anomaly coefficients (the right and left central charges $c_{R,L}$) calculable from the microscopic description. In context of AdS$_3$/CFT$_2$, this fact has been repeatedly exploited [10] to account for the entropy of finite temperature AdS$_3$ black holes far from extremality. It is hence an interesting question to ask whether this success can be extended to higher dimensions.

The parity even part of the Cardy formula does not generalize to higher dimensional field theories. However, recently the analogue of the parity odd part of the Cardy formula in higher dimensions has been conjectured [11–14] and proved [15–17]. As we will briefly review below, this generalization — often goes by the name of ‘replacement rule’— gives a prescription in which one starts with the anomaly polynomial $\mathcal{P}_{CFT}$ of the field theory under question and then, by a series of steps, constructs an expression for the leading parity odd part of the entropy.

It is then natural to enquire whether the replacement rule can be used to account for the leading parity odd part of the black hole entropy. The main aim of this work is to show that this is indeed the case and that successes in AdS$_3$/CFT$_2$ can be extended to the parity odd sector of any even dimensional CFTs.

---

1For example, consider the famous 3/4 factor between free energies at strong and weak coupling in four-dimensional $\mathcal{N} = 4$ SYM. Since the central charge of this theory is coupling independent, the presence of this factor rules out any possibility of universal formula only involving central charges.
The anomaly coefficients we are interested in (along with the Weyl anomaly coefficients to whom they are related to via supersymmetry) have been conjectured to determine various terms in different supersymmetric partition functions. Such conjectures have been investigated actively by various authors including [18–26]. Although these supersymmetric versions do not yet have a general proof of the type given in [15, 17], there is a mounting evidence for their validity. Our arguments in this work about how anomalies show up in gravity computations would hopefully be extended to such supersymmetric versions.

The first step in this direction is to construct a large class of black hole solutions which will play the role of the famous BTZ black hole solution in higher dimensions. In order to have a parity odd part to the entropy associated with anomalies, these black holes should be solutions of a gravitational theory with Chern-Simons terms. The simplest system of this kind is the Einstein-Maxwell-Chern-Simons system with an action

$$\int d^{d+1}x \sqrt{-G} \left[ \frac{1}{16\pi G_N} (R - 2\Lambda_{cc}) - \frac{1}{4g_{YM}^2} F_{ab} F^{ab} \right] + \int I_{CS}[A, F, \Gamma, R].$$

Here the Chern-Simons part of the Lagrangian is denoted as $I_{CS}$ which is a $(d+1)$-form.\(^2\) Since Chern-Simons terms are odd forms, this necessarily implies that $d = 2n$ with a positive integer $n$. The cosmological constant $\Lambda_{cc}$ is taken to be negative and is given by $\Lambda_{cc} \equiv -d(d-1)/2$ such that $G_{ab}$ is an asymptotically AdS$_{d+1}$ metric with unit radius, $F_{ab}$ is the Maxwell field strength, $G_N$ and $g_{YM}$ are the Newton and Maxwell couplings respectively. For later use, we also define the normalized Maxwell coupling constant $\kappa_q$ by $16\pi G_N / g_{YM}^2 = \kappa_q (d - 1)/(d - 2)$. Large, charged, rotating black hole solutions of this system were constructed in our recent work [27] using fluid/gravity correspondence.

The main aim of this work is to compute the entropy and the asymptotic charges of these solutions. In course of our calculations in this somewhat simplified system, we will exhibit various structural features which we believe would carry over to more complicated examples in string theory. In particular, the bulk of our Appendices are devoted to proving a kind of ‘non-renormalization theorem’ for anomaly-induced entropy which shows how anomaly-induced entropy does not get corrected in fluid/gravity expansion. We expect this result (along with the various structural cancellations that lead to it) to hold in more complicated examples. In fact, the robustness of anomaly induced entropy in field theory suggests that such a result should hold even when stringy and quantum gravity corrections are taken into account!

The second step is to develop a coherent method to compute the entropy of black hole solutions in the presence of Chern-Simons terms. This involves various subtleties due to the non-covariant nature of Chern-Simons terms in the Lagrangian density. In particular, the original Noether procedure due to Wald [28–30] is valid only for the system described by a covariant Lagrangian and thus fails in the case of Chern-Simons terms. Fortunately, this Wald

\(^2\)In this paper, we use the same notation and conventions for differential forms as in [1, 27]. We refer the reader to Appendix A for a brief summary of notations.
formalism for constructing differential Noether charges was extended to theories with Chern-Simons terms by Tachikawa [31]. As demonstrated by Bonora-Cvitan-Prester-Pallua-Smolic [32], however, this extension suffers from various non-covariance issues for AdS spacetime with dimensions greater than three. In our recent work [1], we identified the root cause of these non-covariance problems to be the choice of a non-covariant pre-symplectic structure in the Tachikawa method.

Further, in that work, we showed that with higher dimensional Chern-Simons terms, one can instead choose a manifestly covariant pre-symplectic structure and implement the Noether procedure without any subtleties. One of the main results of that work was a covariant expression for Chern-Simons contribution \( \langle \delta Q_{\text{Noether}} \rangle \) to the differential Noether charge co-dimension 2 form \( \delta Q_{\text{Noether}} \), given as a sum of five terms:

\[
\langle \delta Q_{\text{Noether}} \rangle_H \equiv T_0 + T_1 + T_2 + T_3 + T_4,
\]  

(1.2)

where each term on the right hand side is determined by the derivative of the anomaly polynomial \( \mathcal{P}_{\text{CFT}} = dI_{\text{CS}} \) (\( I_{\text{CS}} \): Chern-Simons terms in the Lagrangian) as

\[
T_0 \equiv \delta A(\Lambda + i\xi A) \frac{\partial^2 \mathcal{P}_{\text{CFT}}}{\partial F \partial F} + \delta \Gamma^a_b(\Lambda + i\xi A) \frac{\partial^2 \mathcal{P}_{\text{CFT}}}{\partial R^a \partial R^b} ,
\]

\[
T_1 \equiv \delta \Gamma^a_b \nabla_d \xi^c \frac{\partial^2 \mathcal{P}_{\text{CFT}}}{\partial R^b \partial R^d} ,
\]

\[
T_2 \equiv \delta A \nabla_d \xi^c \frac{\partial^2 \mathcal{P}_{\text{CFT}}}{\partial F \partial R^d} ;
\]

\[
T_3 \equiv -\frac{1}{2} \delta G_{ab}(\Sigma_H)^{abc} i\xi^c (dx_c) ,
\]

\[
T_4 \equiv -\frac{1}{4} \xi^a \delta \left\{ (\Sigma_H)^{abc} + (\Sigma_H)^{bca} + (\Sigma_H)^{cda} \right\} (dx_b \wedge dx_c) .
\]

(1.3)

Here the spin Hall current \( (\Sigma_H)^{abc} \) is defined by \( (\Sigma_H)^{abc} dx_c \equiv -2(\partial \mathcal{P}_{\text{CFT}} / \partial R^a) \) and \( (\Lambda, \xi^a) \) are the parameters for the \( U(1) \) gauge transformation and diffeomorphism, respectively. This \( \langle \delta Q_{\text{Noether}} \rangle_H \) is manifestly covariant for any odd dimensional spacetime. This expression with its five terms denoted by \( T_i \) will play a crucial role in this work. In this paper, we take the third step whereby we evaluate this Noether charge on our black hole solutions and show that this contribution to the black hole entropy is exactly accounted for by the anomaly-induced entropy on the CFT side [13–15, 17]. In addition, we will also use this covariant differential Noether charge to evaluate the asymptotic charges, that is, the energy-momentum tensor and the charge current of the dual CFT. This completes the holographic and systematic derivation of the replacement rules for these quantities initiated in [27].

Before we proceed to the details of our computation, certain clarifying comments are in order regarding the use of differential Noether charge. For a time-independent black hole solutions with bifurcate Killing horizon, the differential Noether charge form exhibited above can be integrated over the bifurcation surface. Following Wald, we can then derive an integral expression for the total Noether charge of stationary solutions [1] and this gives the correct
modification of Wald entropy in the presence of Chern-Simons terms as originally conjectured
by Tachikawa [31]:

\[
S_{\text{Wald-Tachikawa}} = \int_{Bif} 2\pi \varepsilon_{ab} \frac{\delta \mathcal{L}_{\text{cov}}}{\delta R_{abcd}} \varepsilon_{cd} + \int_{Bif} \sum_{k=1}^{\infty} 8\pi k \, \Gamma_N \left( d\Gamma_N \right)^{2k-2} \frac{\partial \mathcal{P}_{\text{CFT}}}{\partial \text{tr} R^{2k}} 
\]

\[
= \int_{S_{\infty}} J_{S_{\text{CFT}}}^{\mu} \star_{\text{CFT}} dx_{\mu} ,
\]

where in the first line, the integrals are over the bifurcation surface with \( \varepsilon^{ab} \) denoting the
binormal at the bifurcation surface. In the second line, we have pulled back these integrals to
a spatial slice in the AdS boundary using the ingoing null geodesic prescription for the CFT
entropy current \( J_{S_{\text{CFT}}}^{\mu} \) following [33].

In the above entropy formula, \( \mathcal{L}_{\text{cov}} \) is the covariant part of the gravity Lagrangian which
contributes via the famous Wald formula as expected. The CFT anomaly polynomial \( \mathcal{P}_{\text{CFT}} = d\mathcal{I}_{\text{CS}} \) encodes the information about the Chern-Simons part and we have presented this
contribution in terms of the normal bundle connection \( \Gamma_N \) on the bifurcation surface and its
curvature \( R_N = d\Gamma_N \). They are defined using the binormal as

\[
\Gamma_N \equiv \left[ \frac{1}{2} \varepsilon^{ab} \Gamma^a_b \right]_{Bif} , \quad R_N \equiv \left[ \frac{1}{2} \varepsilon^{ab} R^a_b \right]_{Bif} = d\Gamma_N .
\]

While we will have much to say about the structure of Tachikawa formula (1.4) especially vis à vis the
structure of the replacement rule, \(^3\) we will rely directly on \( \{ \delta Q_{\text{Noether}} \}_H \) for our
main results. This is for a computational and a deeper conceptual reason.

The computational reason is this — our solutions are naturally written in ingoing Ed-
dington Finkelstein type coordinates which are unsuited for examining bifurcation surface
geometry (especially objects like those defined in Eq.(1.5)). In case of usual Wald formula,
this issue does not arise : according to an argument by Jacobson-Kang-Myers(JKM) [34],
for time-independent solutions, the first term in (1.4) coming from \( \mathcal{L}_{\text{cov}} \) can be evaluated on
an arbitrary spatial slice of the horizon instead of the bifurcation surface. Unfortunately, we
have not been able to formulate such a JKM type argument for the second term in (1.4).\(^4\) We
will later propose a heuristic expression for the total Noether charge similar to Tachikawa
formula which, when evaluated in standard fluid/gravity slicings, does reproduce the answer
obtained from the differential Noether charge method (see §3.1). It would be interesting to
come up with a generalization of [34] to Chern-Simons terms that would justify our proposal.
For these reasons, even in the time-independent case, we will rely on \( \{ \delta Q_{\text{Noether}} \}_H \) to assign
entropy and charges .

\(^3\)In Appendix D, we provide an interesting rewriting of the Tachikawa entropy formula in terms of the
Pontryagin classes. This expression based on the Pontryagin class would probably be useful to relate the
Tachikawa entropy formula to general CFT replacement rule in the case when the CFT is on a general curved
background.

\(^4\)Note that, in BTZ case, one can explicitly check that such a Jacobson-Kang-Myers type argument does
hold for many of the standard coordinate slicings in use. Given the complexity of fluid/gravity solutions in
higher dimensions, such an explicit check does not seem feasible.
The conceptual reason is this — our fluid/gravity solutions are in general time-dependent and various steps needed for deriving (1.4) are no more valid. We remind the reader that, unlike the discussion in the previous paragraph, the issue of defining time-dependent entropy current in presence of higher derivative terms is ill-understood even in the absence of CS terms. An implicit assumption here is that the use of differential Noether charge ameliorates these problems, i.e., we advocate that the differential Noether charge is an appropriate way to assign entropy current, energy momentum tensor and charge currents to time dependent black hole solutions at least in the fluid/gravity regime. It would be interesting to see whether this prescription reproduces the specific subleading time-dependent corrections to anomalous transport predicted by fluid-dynamical considerations (see Sec.12 of [35]).

After this technical aside, let us conclude our introduction by giving the outline of our paper. We will begin in section §2 by briefly reviewing the basic results from previous work that we will need later on. This review naturally falls into two subsections. In §§2.1, we will state the replacement rule derived from CFT considerations while in §§2.2 we present the black hole solutions of interest derived in [27]. This is followed by §§2.3 which contains a description of the manifestly covariant differential Noether charge constructed in [1]. This section ends with §§2.4 which is a summary of new results from this paper for the convenience of the readers.

In the next section §3, we show how the replacement rule for the anomaly-induced entropy current is reproduced from the differential Noether charge for the Chern-Simons terms evaluated at the horizon of our rotating charged AdS black hole solution. This is preceded by a heuristic derivation of the same result using a Tachikawa-like formula on the horizon.

Moving on to section §4, our differential Noether charge is used to derive the CFT stress tensor and current which reproduce field theory expectations. We conclude in section §5 with discussions on future directions.

We relegate various simple examples and many technical details to our Appendices. First, we provide a series of Appendices containing a list of notation (Appendix A) and a collection of useful formulas (Appendix B and C) we use throughout this paper. Rewriting of the Tachikawa entropy formula in terms of the Pontryagin classes is explained in Appendix D. Using our differential Noether charge, we review in Appendix E the well-known AdS$_3$ derivation of the Cardy formula in the presence of gravitational anomalies. The simple case of Abelian Chern-Simons terms are dealt with in Appendix F. The following Appendix works out in detail the AdS$_5$ case which shows the essential structures necessary for the computations in arbitrary dimensions. We then describe in Appendix H some structural results regarding the $T_3$ and $T_4$ terms appearing in our differential Noether charge Eq. (2.9) on the rotating charged AdS black hole background. Appendices I and J are devoted to the evaluation of $T_0$, $T_1$ and

---

5We emphasize that this is indeed an assumption given that Wald-like formalisms do not readily generalize to fluid/gravity regime. More specifically, no such generalization has been proved yet to give an entropy current which satisfies local version of second law to arbitrary order in derivative expansion.

6At the leading derivative order we work in this paper, there are no time-dependent corrections to anomalous transport.
terms in the differential Noether charge Eq. (2.9) at the horizon. In Appendix K and L we compute the asymptotic charges for our black hole solution. Finally in Appendix M, we compute the Einstein-Maxwell contribution to the entropy.

2 Review of previous works and summary

In this section, we will review a few relevant recent results which will be useful in the computations of the stress tensor/current and entropy. We start with the recent field-theoretical results on the replacement rule of stress tensor/current and entropy. After this, we move to the dual gravity side and briefly review some important results from our previous papers: the rotating charge-AdS black hole solution dual to charged rotating fluid [27] as well as the manifestly covariant differential Noether charge for Chern-Simons terms and the Tachikawa entropy formula derived from it [1]. In the final part of this section, we summarize our main results in the current paper and compare them with predictions coming from the CFT replacement rule.

2.1 Entropy current and stress tensor/current from CFT replacement rule

Through the recent studies on the hydrodynamic description of systems with global anomalies, it has been shown that the leading order anomaly-induced transports are completely captured by the ‘the replacement rule’ [13–15, 17]. The statement of the replacement rule is as follows: let us consider an even-dimensional quantum field theory with global anomalies characterized by an anomaly polynomial \( P_{\text{CFT}} \). We define the pseudo-vector \( V^\mu \) as

\[ *_{\text{CFT}} V^\mu = u \wedge (2 \omega)^{n-1} \]

where \( u \equiv u_\mu dx^\mu \) is the fluid velocity one-form and \( \omega \equiv (1/2) \omega_{\mu\nu} dx^\mu \wedge dx^\nu \) is the vorticity 2-form. Then, the leading anomaly-induced contribution to the Gibbs free energy current \( G_{\text{CFT}}^\mu \) is along \( V^\mu \). If we write

\[ G_{\text{CFT}}^\mu = G_{\text{CFT}}^{(V)} V^\mu + \ldots \]

where \( \ldots \) denotes the non-anomalous (and the sub-leading anomalous) contributions, the replacement rule claims that

\[ G_{\text{CFT}}^{(V)} = P_{\text{CFT}} \left[ F \to \mu; \quad \text{tr}[R^{2k}] \to 2(2\pi T)^{2k} \right] . \tag{2.1} \]

Here, \( \mu \) is the chemical potential for the \( U(1) \) charge while \( T \) is the temperature. We note that \( \text{tr}[R^{2k}] \to 2(2\pi T)^{2k} \) means the replacement of each \( \text{tr}[R^{2k}] \) (\( k \): positive integer) appearing in the anomaly polynomial by \( 2(2\pi T)^{2k} \). Following the standard thermodynamic relations

\[ M = G + \mu Q + T S = G - \mu \left( \frac{\partial G}{\partial \mu} \right)_T - T \left( \frac{\partial G}{\partial T} \right)_\mu, \quad Q = - \left( \frac{\partial G}{\partial \mu} \right)_T, \quad S = - \left( \frac{\partial G}{\partial T} \right)_\mu, \tag{2.2} \]

(where \( G \): Gibbs free energy, \( M \): energy, \( Q \): \( U(1) \) charge, \( S \): entropy) we also obtain the replacement rule for the anomaly-induced contribution to the stress tensor \( T_{\mu\nu}^{\text{anom}} \), \( U(1) \)
current \( J_{\nu}^{\text{anom}} \) and entropy current \( (J_{S}^{\text{anom}})_{\nu} \) as

\[
T_{\mu\nu}^{\text{anom}} = \left( G_{\mu}^{\text{CFT}} - \mu \frac{\partial G_{\mu}^{\text{CFT}}}{\partial \mu} - T \frac{\partial G_{\mu}^{\text{CFT}}}{\partial T} \right) u_\nu + u_\mu \left( G_{\nu}^{\text{CFT}} - \mu \frac{\partial G_{\nu}^{\text{CFT}}}{\partial \mu} - T \frac{\partial G_{\nu}^{\text{CFT}}}{\partial T} \right),
\]

\[
J_{\nu}^{\text{anom}} = -\left( \frac{\partial G_{\nu}^{\text{CFT}}}{\partial \mu} \right)_T, \quad (J_{S}^{\text{anom}})_{\nu} = -\left( \frac{\partial G_{\nu}^{\text{CFT}}}{\partial T} \right)_\mu.
\] (2.3)

We note that this replacement rule was first conjectured in [13, 14] based on observations in free theories and was then proved via formal Euclidean methods in [15, 17].

### 2.2 Rotating charged AdS black hole solution

Our main interest in the current paper is to consider Einstein-Maxwell-Chern-Simons theory with a negative cosmological constant in \( (d + 1) \) dimensions \((d = 2n) \) with a positive integer \( n \) and evaluate the Hall contribution to the differential Noether charge constructed in Ref. [1] both at the boundary and horizon of the rotating charged AdS black hole solutions in five and higher dimensions. These black hole solutions are derived via the fluid/gravity derivative expansion in Ref. [27]. For later use, we summarize some key results on these black hole solutions from Ref. [27] and on the differential Noether charge from Ref. [1]. The action of the Einstein-Maxwell-Chern-Simons theory with a negative cosmological constant is given in Eq. (1.1). The rotating charged AdS black hole solution on which we are going to evaluate the Chern-Simons contribution to the differential Noether charge (2.9) takes the following form [27]:

\[
ds^2 = -2u_\mu dx^\mu \otimes_{\text{sym}} \ dr + r^2 \left[ -f(r, m, q) \ u_\mu u_\nu + P_{\mu\nu} \right] dx^\mu \otimes_{\text{sym}} dx^\nu + \ldots
+ 2g_\nu(r, m, q) u_\mu V_\nu \ dx^\mu \otimes_{\text{sym}} dx^\nu + \ldots,
\]

\[A = \Phi(r, q) \ u_\mu dx^\mu + \ldots \]

\[+ a_\nu(r, m, q) V_\mu \ dx^\mu + \ldots.\]

Here \( P_{\mu\nu} \equiv g_{\mu\nu} + u_\mu u_\nu \) is the projection operator and

\[
f(r, m, q) \equiv 1 - \frac{m}{r^d} + \frac{1}{2} \kappa_q \frac{q^2}{r^{2(d-1)}} \quad \text{and} \quad \Phi(r, q) \equiv \frac{q}{r^{d-2}},
\]

\[
\Phi_T(r, m, q) \equiv \frac{1}{2} r^2 \frac{df}{dr} = \frac{1}{2r^{d-1}} \left[ md - \kappa_q (d-1) \frac{q^2}{r^{d-2}} \right].
\] (2.5)

We denote the location of the horizon by \( r = r_H \) (which satisfies \( f(r_H, m, q) = 0 \)). The parameters \( m \) and \( q \) determine the mass and electric charge of this black hole solution. We also define \( \Psi(r) \equiv r^2 f(r, m, q)/2 \) for later use. Throughout this paper, we set the boundary metric to be flat, \( g_{\mu\nu} = \eta_{\mu\nu} \) and set the velocity vector \( u^\mu \) (normalized such that \( u_\mu u^\mu = -1 \)) to pure rotation, i.e. \( \partial_\mu u_\nu = 0 \) and \( u_\mu \omega_{\mu\nu} = 0 \) for the vorticity \( \omega_{\mu\nu} = \partial_\mu u_\nu \). We note that, at the horizon \( r = r_H \), we have \( \Phi(r = r_H) = \mu \) and \( \Phi_T(r = r_H) = 2\pi T \) where \( \mu \) and \( T \) are the \( U(1) \) chemical potential and the Hawking temperature, respectively. We will refer the
reader to Appendix B.1.2 and our previous paper [27] for a more detailed analysis of these black hole solutions.

The first lines of the metric and gauge field in Eq. (2.4) give the AdS Reissner-Nordstrom solution boosted by a velocity \( u^\mu \). In particular, we note that, when we take \( u^\mu \) to be a uniformly rotating configuration on a sphere, this first line gives the leading order terms of AdS Kerr-Newman solutions expanded in the fluid/gravity expansion. The second line of the metric and gauge field in Eq. (2.4) is proportional to a pseudo-vector

\[
V^\mu \equiv \varepsilon^{\mu \nu \lambda_1 \lambda_2 \sigma_2 \ldots \lambda_{n-1} \sigma_{n-1}} u_\nu (\nabla_{\lambda_1} u_{\sigma_1})(\nabla_{\lambda_2} u_{\sigma_2}) \ldots (\nabla_{\lambda_{n-1}} u_{\sigma_{n-1}}),
\]

and describes how the AdS Kerr-Newman black hole is dressed by the Chern-Simons contributions.

### 2.3 Manifestly covariant differential Noether charge for Chern-Simons terms

In Ref. [1], we constructed a manifestly covariant differential Noether charge for the Einstein-Maxwell-Chern-Simons system. The charge is split into two contributions

\[
(\delta Q_{\text{Noether}}) = (\delta Q_{\text{Noether}})_{\text{Ein-Max}} + (\delta Q_{\text{Noether}})_H,
\]

where the first term on the right hand side comes from the Einstein-Maxwell part of the Lagrangian while the second one arises from the Chern-Simons terms.

The explicit form of the Einstein-Maxwell contribution \((\delta Q_{\text{Noether}})_{\text{Ein-Max}}\) is given by

\[
(\delta Q_{\text{Noether}})_{\text{Ein-Max}} = (\nabla_a \xi^b) \delta \left[ \frac{(dx^a \wedge dx_b)}{16\pi G_N} + \delta \Gamma^b_a \wedge i_\xi \left[ \frac{(dx^a \wedge dx_b)}{16\pi G_N} \right] \right] + (\Lambda + i_\xi A) \wedge \delta \left[ \frac{F}{g^2_{YM}} \right] + \delta A \wedge i_\xi \left[ \frac{F}{g^2_{YM}} \right].
\]

We will call the first term in each line as the Komar contribution, while the second term is referred to as the non-Komar part. The Chern-Simons contribution \((\delta Q_{\text{Noether}})_H\) on the other hand is given by

\[
(\delta Q_{\text{Noether}})_H \equiv T_0 + T_1 + T_2 + T_3 + T_4,
\]

where each term on the right hand side is determined by the derivative of the anomaly polynomial \( P_{\text{CFT}}[F, R] = dI_{CS}[A, F, \Gamma, R] \): Chern-Simons terms in the Lagrangian)

as

\[
T_0 \equiv \delta A(\Lambda + i_\xi A) \frac{\partial^2 P_{\text{CFT}}}{\partial F \partial F} + \delta \Gamma^a_b(\Lambda + i_\xi A) \frac{\partial^2 P_{\text{CFT}}}{\partial R^a_b \partial R^c_c} ,
\]

\[
T_1 \equiv \delta \Gamma^a_b \nabla_d \xi^c \frac{\partial^2 P_{\text{CFT}}}{\partial R^a_b \partial R^c_c} ,
\]

\[
T_2 \equiv \delta A \nabla_d \xi^c \frac{\partial^2 P_{\text{CFT}}}{\partial F \partial R^c_c} ,
\]

\[
T_3 \equiv -\frac{1}{2} \delta g_{ab}(\Sigma_H)^{abc} i_\xi(*dx_c),
\]

\[
T_4 \equiv -\frac{1}{4} \xi^a \delta \left\{ (\Sigma_H)^{abc} + (\Sigma_H)^{bca} + (\Sigma_H)^{cab} \right\} * (dx_b \wedge dx_c).
\]
Here the spin Hall current $(\Sigma_H)^{cb}_a$ is defined by $(\Sigma_H)^{cb}_a \ast dx_c \equiv -2(\partial \mathcal{P}_{\text{CFT}}/\partial R^a_b)$. In this paper, we consider the anomaly polynomials of the form\footnote{We use the notation $c_M$ (as well as $c_A$ and $c_g$) to denote the anomaly coefficients, viz., the numerical coefficients in the anomaly polynomial.}

$$
\mathcal{P}_{\text{CFT}} = c_M \mathcal{F}^l \wedge \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}],
$$

(here $n = 2k_{\text{tot}} + l - 1$ with $k_{\text{tot}} \equiv \sum_{i=1}^{p} k_i$, and $n \geq 2$) or, more generally, a linear combination of it.

### 2.4 Main results

In this subsection, we summarize the main results of this paper: the Chern-Simons contribution to the differential Noether charge evaluated at the boundary and horizon of the rotating charged AdS black hole solution \((2.4)\).

#### 2.4.1 Anomaly-induced currents

Through AdS/CFT correspondence, we can write the differential Noether charge evaluated at the boundary in terms of the stress tensor and current of the CFT living on the boundary:

$$
(\delta \mathcal{Q}_{\text{Noether}})|_\infty = -\left[\xi^\mu|_\infty (\delta T^\text{CFT}_{\mu\nu}) + (\Lambda + i\xi A)|_\infty (\delta J^\text{CFT}_\nu)\right] \ast \text{CFT} \, dx^\nu. \tag{2.12}
$$

Here, we have used the notation \((\ldots)|_\infty\) or simply \((\ldots)_\infty\) to denote a quantity \((\ldots)\) evaluated at the boundary $r \to \infty$.

In the above equation, the differential Noether charge has been evaluated over a diffeomorphism $\xi^a$ and $U(1)$ gauge transformation $\Lambda$ which, near AdS boundary, asymptote to an arbitrary diffeomorphism and a flavor transformation of the CFT, that is, at the boundary of AdS, we will choose $\xi^a$ and $\Lambda$ such that

$$
\xi^a|_\infty \to \mathcal{O}(r^0), \quad \Lambda|_\infty \to \mathcal{O}(r^0). \tag{2.13}
$$

For simplicity, we choose the vector $\xi^a$ to be a boundary vector satisfying $\xi^r = 0$ and $\partial_r \xi^a = 0$ (for example, the Killing vectors corresponding to translations and rotations). We will also take $\Lambda$ to be independent of $r: \partial_r \Lambda = 0$. We note that these \{$\xi^a, \Lambda$\} used for computing the stress tensor and currents are state-independent with \{$\delta \xi^a = 0, \delta \Lambda = 0$\}.

Our main interest is the anomaly-induced part of the CFT stress tensor, current or charges. These quantities are proportional to $\ast \text{CFT} V = \ast \text{CFT}(V_\mu dx^\mu) = \ast \text{CFT}(u \wedge (2\omega)^n)^{-1}$ and thus are at $\omega^{n-1}$ order in the derivative expansion. Throughout this paper, we in general add a superscript ‘anom’ to all expressions to denote such types of contribution. For example, the anomaly-induced parts of the stress-energy tensor and current (we simply call them as anomaly-induced currents) are

$$
T^\text{CFT}_{\mu\nu} = T^\text{anom}_{\mu\nu} + \ldots, \quad J^\text{CFT}_\mu = J^\text{anom}_\mu + \ldots. \tag{2.14}
$$
To simplify the notation for the differential Noether charge, we will drop the superscript ‘anom’ and denote the anomaly-induced part by \( \delta Q_{\text{Noether}} \) in the following part of the paper.

Furthermore, due to the splitting in Eq. (2.7), we can also define the two contributions to the anomaly-part of the stress tensor and current:

\[
T_{\mu\nu}^{\text{anom}} = T_{\mu\nu}^{\text{anom, Ein-Max}} + T_{\mu\nu}^{\text{anom, CS}}, \quad J_{\mu}^{\text{anom}} = J_{\mu}^{\text{anom, Ein-Max}} + J_{\mu}^{\text{anom, CS}}. \tag{2.15}
\]

The first terms come from the Einstein-Maxwell part of the Lagrangian, while the second ones are from the Chern-Simons terms. In Ref. [27], the anomaly-induced currents are obtained from the gravity side as

\[
T_{\mu\nu}^{\text{anom, Ein-Max}} = \left( G_{\mu} - \Phi \frac{\partial G_{\mu}}{\partial \Phi} - \Phi_{T} \frac{\partial G_{\mu}}{\partial \Phi_{T}} \right)_{\text{hor}} u_\nu + u_\mu \left( G_{\nu} - \Phi \frac{\partial G_{\nu}}{\partial \Phi} - \Phi_{T} \frac{\partial G_{\nu}}{\partial \Phi_{T}} \right)_{\text{hor}},
\]

\[
J_{\mu}^{\text{anom, Ein-Max}} = - \left( \frac{\partial G_{\mu}}{\partial \Phi} \right)_{\text{hor}}. \tag{2.16}
\]

Here \( G_{\mu} \) is defined by \( G_{\mu} = \sum_{\{V\}} G^{(V)} V_{\mu} \) where \( G^{(V)} \) is obtained from the anomaly polynomial via the bulk replacement rule [27] :

\[
G^{(V)} \equiv \mathcal{P}_{\text{CFT}} \left[ F \to \Phi; \ \text{tr}[R^{2k}] \to 2\Phi_{T}^{2k} \right]. \tag{2.17}
\]

We note that at the horizon, this reduces to the boundary CFT replacement rule in Eq. (2.3) by recalling \( \Phi(r = r_H) = \mu \) and \( \Phi_{T}(r = r_H) = 2\pi T \). As was done in Ref. [27], these results (2.16) match with the ones derived from the CFT Gibbs current by following the discussions in Refs. [13, 36, 37] (see §2.1 above), under the assumption

\[
T_{\mu\nu}^{\text{anom, CS}} = 0, \quad J_{\mu}^{\text{anom, CS}} = 0. \tag{2.18}
\]

In this paper, we have confirmed the correctness of this assumption (2.18) by directly computing these quantities from the differential Noether charge on the gravity side on the rotating charged AdS black hole background.

### 2.4.2 Entropy current

In order to evaluate the entropy current of our solution, we proceed as follows [29, 30]. We consider the differential Noether charge associated with a specific state-dependent diffeomorphism and \( U(1) \) transformation on our black hole solution. As before, we choose the diffeomorphism \( \xi^a \) to be a boundary vector satisfying \( \xi^r = 0 \) and \( \partial_r \xi^a = 0 \) and the \( U(1) \) transformation \( \Lambda \) to be independent of \( r : \partial_r \Lambda = 0 \). However, the boundary components are now chosen to depend on the particular fluid state under question: we take

\[
\xi^\mu = \xi^\mu_{\text{hor}} \equiv u^\mu / T + O(\omega^2), \quad \Lambda = \Lambda_{\text{hor}} \equiv -i\xi A|_{r=r_H} = \mu / T + O(\omega^2). \tag{2.19}
\]

---

8Strictly speaking, Eqs. (2.16) and (2.18) are only true for AdS\(_{2n+1}\) for \( n \geq 2 \). In AdS\(_3\), the anomaly part of the CFT stress tensor is reproduced by the Chern-Simons part of the bulk differential Noether charge only. We refer the readers to Appendix E for detailed discussions (in particular, see Eqs. (E.10) and (E.11)).
For convenience, we will use the notation \((\ldots)|_{\text{hor}}\) or simply \(\ldots|_{\text{hor}}\) to denote a quantity \((\ldots)\) evaluated at the horizon with the substitutions given in Eq. (2.19) and then pulled back to the boundary using ingoing null geodesics [33].

As discussed in [29, 30], the differential Noether charge associated with (2.19) evaluated on the horizon corresponds to the entropy of the black hole solution. We can write this entropy by introducing an entropy current as \((J_{\text{S}}^{\text{CFT,anom}})_\mu\) as

\[
(\delta Q_{\text{Noether}})|_{\text{hor}} = \delta \left( J_{\text{S}}^{\text{CFT,anom}} \right)_\mu \star_{\text{CFT}} dx^\mu. \tag{2.20}
\]

This should be thought of as the local version of the formalism developed in [29, 30] using the pull-back prescription of [33].

Here, as in (2.15), we can split the entropy current into the contribution coming from the Einstein-Maxwell part of the Lagrangian and the one from the Chern-Simons terms:

\[
(J_{\text{S}}^{\text{CFT,anom}})_\mu = (J_{\text{S}}^{\text{anom,Ein-Max}})_\mu + (J_{\text{S}}^{\text{anom,CS}})_\mu, \tag{2.21}
\]

where the first term vanishes as we have shown in Appendix M

\[
(J_{\text{S}}^{\text{anom,Ein-Max}})_\mu = 0. \tag{2.22}
\]

For later convenience, it is also useful to define \((J_{\text{S}}^{(V)})_I\) by expanding the entropy current with respect to \(U(1)\) chemical potential:

\[
J_{\text{S}}^{(V)} = \sum_I (J_{\text{S}}^{(V)})_I (\mu_I). \tag{2.23}
\]

In this paper, we derive the following expression for the entropy current from the gravity side by computing the entropy of the rotating charged AdS black hole (2.4):

\[
(J_{\text{S}}^{\text{anom,CS}})_\mu = J_{\text{S}}^{(V)} V_\mu \quad \text{with} \quad J_{\text{S}}^{(V)} \equiv -2\pi \left( \frac{\partial G^{(V)}}{\partial \Phi_T} \right)|_{\text{hor}}. \tag{2.24}
\]

This result is consistent with the CFT prescription for the anomaly-induced entropy current given in Eq. (2.3).

### 2.4.3 Examples

For the reader’s convenience, in Table 1 we present the explicit expressions of \(G^{(V)}\) and the anomaly-induced entropy current \(J_{\text{S}}^{(V)}\) for various anomaly polynomials in AdS$_3$, AdS$_5$ and AdS$_7$. The results for the more general cases are given in the next section and in the Appendices.
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$n$ & \textbf{u}(2\omega)^n & \textbf{J}^{(V)}_S & \textbf{J}^{(V)}_S \\
\hline
1 & \textbf{u}(2\omega)^0 & c_A \Phi^2 & -2\pi c_g \times 2 \times (2\pi T) \\
2 & \textbf{u}(2\omega)^1 & c_A \Phi^2 & -2\pi c_M \times 2 \times (2\pi T) \times \mu \\
3 & \textbf{u}(2\omega)^2 & c_A \Phi^2 & -2\pi c_g \times 2 \times 4 \times (2\pi T)^3 \\
\hline
\end{tabular}
\caption{\textbf{G}^{(V)} and \textbf{J}^{(V)}_S for AdS$_3$, AdS$_5$ and AdS$_7$.}
\end{table}

3 CFT replacement rule for entropy current from gravity

In this section, we will show that the CFT entropy current in Eq. (2.24) is reproduced by the black hole entropy coming from the Chern-Simons terms. The parity odd part of the Einstein-Maxwell contribution to the entropy turns out to be zero. The details of the computations are rather standard and straightforward and thus will be presented in Appendix M instead. This section will be devoted to some explicit computations of the Chern-Simons contribution to the entropy.

As discussed in the previous section (as well as Introduction), our main derivation here is based on the differential Noether charge at the horizon. Given the length of this computation, however, let us begin instead with a heuristic derivation inspired by Tachikawa entropy formula (1.4). The aim here is to make various assumptions that would directly get us to the heart of how the replacement rule appears in holography. In the next subsection, we will present the results from evaluating the differential Noether charge (2.9) on the rotating charged AdS black hole background (2.4).

3.1 Entropy I: Tachikawa-like formula at arbitrary horizon slice

Let us begin by recalling from Ref. [1] that for stationary solutions, at the bifurcation surface, the Chern-Simons terms contribute to black hole entropy through the Tachikawa entropy formula (that is, the second term of (1.4))

\[ S_{\text{Tachikawa}} = \int_{Bij} \sum_{k=1}^{\infty} 8\pi k \Gamma_N R_N^{2k-2} \frac{\partial \mathcal{P}_{CFT}}{\partial \text{tr} R^{2k}} , \]

for a general anomaly polynomial \( \mathcal{P}_{CFT} \). We notice that the rotating charged AdS black hole solution that we constructed in [27] is obtained in the ingoing Eddington-Finkelstein coordinates. This makes the evaluation on the bifurcation surface difficult (since it is at the boundary of such coordinates).

As we described in Introduction, in the usual Wald formula (that is, the first term of (1.4)), these difficulties can be tackled using the arguments of Jacobson-Kang-Myers
This JKM type argument ensures that, for stationary solutions, the first term of (1.4) evaluated on an arbitrary horizon slice gives the same answer as when evaluated over the bifurcation surface. In contrast, it is unclear how to convert the Tachikawa formula (3.1) into an expression that can be evaluated over an arbitrary horizon slice. It is especially unclear how to interpret objects like $\Gamma_N$ over an arbitrary slice. This is an indication of broader slice-dependence issues when Wald-like formulae for time-dependent solutions are considered.\(^9\)

We will not solve this important issue here. However, we will now make a simple proposal which seems to give the right answers which are consistent with the direct computation based on the differential Noether charge and also the expectations from the CFT side. Let us define

$$\tilde{\Gamma}_N \equiv \frac{1}{4\pi} \nabla_b \xi^a \Gamma_{ba} \bigg|_{\text{hor}}, \quad \tilde{R}_N \equiv d\tilde{\Gamma}_N .$$

We will then assume that with these definitions, the entropy is given by a formula similar to (3.1) where $\Gamma_N$ is replaced by $\tilde{\Gamma}_N$ and $R_N$ is replaced by $\tilde{R}_N$. Thus, our goal now is to explicitly evaluate

$$\tilde{S}_{\text{Tachikawa}} = \int_{\text{arbitrary slice}} \sum_{k=1}^{\infty} 8\pi k \tilde{\Gamma}_N \tilde{R}_N^{2k-2} \frac{\partial \mathcal{P}_{\text{CFT}}}{\partial \text{tr} \mathcal{R}^{2k}}$$

(3.3)

to obtain the replacement rule for anomaly-induced entropy current. The integrand can then be taken (after pull-back) to be the CFT entropy-current form.

Using Eqs. (B.79), (B.64) and (B.68), we find that $\tilde{\Gamma}_N$ starts at order $\omega^0$, while $F|_{\text{hor}}$ and $\tilde{R}_N$ start at $\omega^1$. In particular, the leading order expressions are given by

$$F|_{\text{hor}} = \mu(2\omega) + \ldots, \quad \tilde{\Gamma}_N = -(2\pi T) u + \ldots, \quad \tilde{R}_N = -(2\pi T)(2\omega) + \ldots .$$

(3.4)

Finally, using Eq. (B.26), we obtain the leading contribution to $\tilde{S}_{\text{Tachikawa}}$ for the rotating charged AdS black hole (which is at order $\omega^{n-1}$):

$$\tilde{S}_{\text{Tachikawa}} = \int_{\text{arbitrary slice}} (J_{S,\text{anom}}^{\text{CFT}})_\mu \star^{\text{CFT}} dx^\mu ,$$

(3.5)

where

$$(J_{S,\text{anom}}^{\text{CFT}})_\mu = -2\pi \left( \frac{\partial \mathcal{G}^{(v)}}{\partial \Phi_T} \right)_{\text{hor}} V^\mu ,$$

(3.6)

for any anomaly polynomial $\mathcal{P}_{\text{CFT}}$ in AdS\(_{2n+1}\). Remarkably, this reproduces the CFT replacement rule for the anomaly-induced entropy current, agreeing with the result based on the differential Noether charge without any assumptions in the next subsection. This crude computation inspired by the Tachikawa entropy formula simplifies the treatment of 2nd and higher order terms drastically. That is, since the above derivation uses each building block

\(^9\)We would like to thank Sayantani Bhattacharyya, Shiraz Minwalla and Mukund Rangamani for enlightening discussions regarding related issues.
at its lowest order, obviously if any of them is at 2nd or higher order, the contribution to the entropy will be higher than $\omega^{n-1}$. This computation also shows that the replacement rule follows from the general structure of black hole solutions and indicates how it might be a robust statement holding beyond the simple model under consideration.

3.2 Entropy II : Evaluation of differential Noether charge at horizon

We will now turn to a more honest (but more lengthy) derivation of the replacement rule via the differential Noether charge with no ad-hoc assumptions. To derive the CFT replacement rule for the anomaly-induced entropy current, we start with the manifestly covariant differential Noether charge summarized in Eqs. (2.9) and (2.10). The goal of this subsection is to briefly explain the evaluation of $T_0, T_1, T_2, T_3$ and $T_4$ terms in (2.10) on the horizon of the rotating charged AdS black hole solution (2.4). We consider the general anomaly polynomial of the form (2.11). The detail of the computation is provided in the Appendices. For AdS$_3$ and AdS$_5$, it is given in Appendices E and G. For the general cases, the evaluation of $T_3$ and $T_4$ (for an arbitrary fixed $r$) is given in Appendix H, while the rest of the terms, $T_0$, $T_1$ and $T_2$ on the horizon are calculated in Appendices I and J.

Here is one remark : In the evaluation of the differential Noether charge at the horizon, there are two potential prescriptions depending on whether one does the variation or the evaluation first. In the first prescription, one first sets the radial coordinate to be $r = r_H$ and then does the variation with respect to the parameters of the black hole solution, while in the second prescription one first does the variation and set $r = r_H$ afterward. In Appendix E, for the rotating BTZ black holes, we have explicitly evaluated the Chern-Simons contribution to the differential Noether charge at the horizon by using these two prescriptions and then obtained the same result. Furthermore, in the case of entropy coming from the Einstein-Maxwell terms, we have also explicitly checked in Appendix M that both prescriptions give the same answer. Although the distinction has not often been discussed in the literature (even in the case of a covariant Lagrangian), it is not known to us if these two prescriptions should also yield the same answer. We take the case of BTZ black hole entropy as well as the Einstein-Maxwell part of the entropy as a hint that it is reasonable to expect that these prescriptions agree in general, and for the rest of this paper we will use the first prescription (due to simplifications in the computations).

Another important comment is that in the evaluation of the differential Noether charge (2.9) with $T_0$, $T_1$, $T_2$, $T_3$ and $T_4$ in (2.10), since we evaluate the charge at a given fixed $r$-surface, the terms proportional to $dr$ do not contribute. Therefore, throughout this paper, we...
neglect these terms unless otherwise mentioned (i.e. ‘=’ in the evaluation of the differential Noether charge and $T_i$’s is valid up to these terms). In addition to this, we also set $\delta r = 0$.

3.2.1 Terms $T_3$ and $T_4$ (from Appendix H)

As a result of the detailed computation in Appendix H, the terms $T_3$ and $T_4$ for a general anomaly polynomial (2.11) at an arbitrary fixed $r$ surface of the black hole solution (2.4) are given by

$$T_3 = \frac{1}{2r}(2\Psi - r^2) \frac{d}{dr} \left[ r \frac{\partial G(V)}{\partial \Phi_T} \right] i_{\xi} [(\delta u) \wedge u \wedge (2\omega)^{n-1}] , \quad (3.7)$$

$$T_4 = \xi^\mu \delta \left\{ -r^2 \frac{d}{2dr} \left[ \frac{\partial G(V)}{\partial \Phi_T} \right] V_\mu^{*CFT} u - u_\mu \Psi \frac{d}{dr} \left[ r^2 \frac{\partial G(V)}{\partial \Phi_T} \right] u \wedge (2\omega)^{n-1} \right. + 4r^{-2}\Psi \bar{H}^{(V)} \left[ r^2 V_\mu^{*CFT} u - 2\Psi u_\mu u \wedge (2\omega)^{n-1} \right] \right\} , \quad (3.8)$$

where $G^{(V)}$ and $\bar{H}^{(V)}$ are determined by the corresponding anomaly polynomial $P_{CFT}[F, R]$ via the bulk replacement rule

$$G^{(V)} \equiv P_{CFT} [F \rightarrow \Phi; \ tr[R^{2k}] \rightarrow 2\Phi_T^{2k}] ,$$

$$\bar{H}^{(V)} \equiv \frac{\partial P_{CFT}}{\partial (tr[R^{2k}])} [F \rightarrow \Phi; \ tr[R^{2k}] \rightarrow 2\Phi_T^{2k}] . \quad (3.9)$$

By evaluating these expression for $T_3$ and $T_4$ at the horizon $r = r_H$, we obtain

$$(T_3 + T_4)_{hor} = \frac{r_H}{4\pi T} J_S^{(V)} \delta u \wedge (2\omega)^{n-1} \quad \text{with} \quad J_S^{(V)} \equiv -2\pi \left( \frac{\partial G^{(V)}}{\partial \Phi_T} \right)_{hor} .$$

We note that the above result can be obtained by assuming that 2nd and higher order terms in the building blocks (that is, $R, F$ etc.) do not contribute to $T_3$ and $T_4$ at the leading order of the derivative expansion. We can directly show that the 2nd and higher order terms does not generate the same or lower order contribution by using essentially the same argument for the Einstein source in Appendix D.6 of Ref. [27]. For the readers’ convenience, this argument is briefly reviewed in Appendix H.4. For more details of the computations and argument related to $T_3$ and $T_4$, please refer to Appendix H.

3.2.2 Terms $T_0, T_1, T_2$ at horizon (from Appendices I and J)

In Appendix I, we have carried out the evaluation of $T_0, T_1$ and $T_2$ at the horizon, by taking into account the zeroth and 1st order terms in the building blocks (that is, $R, F$ etc.) only. The result for each term at the leading order of the derivative expansion (which turns out to
be of order $\omega^{n-1}$) is given by

$$
T_0|_{\text{hor}} = 0, \\
T_1|_{\text{hor}} = \sum l \left[ (J_S^{(V)})_l u \wedge (2\omega)^{n-l-1} \right] \wedge (2\omega \mu)^l - r_r/(4\pi T) J_s^{(V)} \delta u \wedge (2\omega)^{n-1}, \tag{3.10}
$$

$$
T_2|_{\text{hor}} = \sum l (J_S^{(V)})_l u \wedge (2\omega)^{n-l-1} \wedge \delta \left[(2\omega \mu)^l \right],
$$

where we have used $(J_S^{(V)})_l$ defined as in Eq. (2.23). As in the case of $T_3$ and $T_4$, we can obtain this result by assuming that 2nd and higher order terms in the building blocks do not contribute. In Appendix J, we have also taken into account the 2nd and higher order terms in the building blocks and confirmed that these terms do not generate any contribution to $T_0, T_1$ and $T_2$ at the $\omega^{n-1}$ order or lower.

### 3.2.3 Anomaly-induced contribution to entropy

As summarized in Appendix M, the Einstein-Maxwell part of the differential Noether charge gives no parity odd contribution to black hole entropy. Combined this fact with the results on the Chern-Simons part summarized in the above two subsections, we finally obtain the parity odd contribution to the black hole entropy in the leading order of the derivative expansion as

$$
(\delta Q_{\text{Noether}})|_{\text{hor}} = \delta (J_S^{\text{CFT,anom}})_{\mu} *_{\text{CFT}} dx^\mu \quad \text{with} \quad J_S^{(V)} \equiv -2\pi \left( \frac{\partial G^{(V)}}{\partial \Phi_T} \right)_{\text{hor}}. \tag{3.11}
$$

This indeed reproduces the CFT replacement rule for the anomaly-induced entropy current.

### 4 CFT current and stress tensor from differential Noether charge

In this section, we will explicitly compute the differential Noether charge evaluated at the boundary $(\delta Q_{\text{Noether}})|_\infty$ of the rotating charged AdS black hole background (2.4) in the leading order of the fluid/gravity derivative expansion. We recall that the differential Noether charge (evaluated at the boundary) splits into the Einstein-Maxwell part and the Chern-Simons part

$$
(\delta Q_{\text{Noether}})|_\infty = (\delta Q_{\text{Noether}})_{\text{Ein-Max}}|_\infty + (\delta Q_{\text{Noether}})_{H}|_\infty. \tag{4.1}
$$

In the following part of this section, we will briefly explain the evaluation of these two terms on the right hand side separately, while the details are provided in the Appendices.

In §§4.1, we will confirm Eqs. (2.16) and (2.17) from the evaluation of the first term $(\delta Q_{\text{Noether}})_{\text{Ein-Max}}|_\infty$. We note that the Einstein-Maxwell terms of the Lagrangian are parity even and thus, in the evaluation of the anomaly-induced contribution (2.16) from the Einstein-Maxwell part at the leading order of the derivative expansion, we drop all parity even contributions with derivatives along the boundary coordinates in §§4.1. In §§4.2, we provide a summary for the evaluation of the second term in Eq. (4.1), which results in

$$
(\delta Q_{\text{Noether}})_{H}|_\infty = 0, \tag{4.2}
$$

\[\text{-- 16 --}\]
and thus justifies the assumptions of Eq. (2.18) (which are used in Ref. [27]). Since the detail of the evaluation of this part involves various technical points and is lengthy, interested readers are kindly referred to Appendix K and L.

4.1 Asymptotic charges I: Einstein-Maxwell contribution

In this subsection, we compute the Einstein-Maxwell contribution to the differential Noether charge, Eq. (2.8), at the boundary of the rotating charged AdS black hole background (2.4). As in Eq. (2.8), we separate this contribution into the Komar part and the non-Komar part, and evaluate them separately. We recall that the Komar part (from the first line in Eq. (2.8)) is given by

\[(\mathcal{K}_\chi)^{\text{Ein-Max}} = \nabla_a \xi^b \left( \frac{dx^a \wedge dx_b}{16\pi G_N} \right) + (\Lambda + i \xi A) \cdot \frac{\star F}{g_{YM}^2}, \tag{4.3}\]

and the non-Komar part (the second line in Eq. (2.8)) is

\[\delta \Gamma^b_a \wedge i \xi \left[ \frac{\star (dx^a \wedge dx_b)}{16\pi G_N} \right] + \delta A \wedge i \xi \left[ \frac{\star F}{g_{YM}^2} \right]. \tag{4.4}\]

4.1.1 Komar charge

Straightforward computation with the help of Eqs. (C.7) and (C.18) gives the following expression for the Komar charge for the Einstein-Maxwell part on the rotating charged AdS black hole background (2.4):

\[(\mathcal{K}_\chi)^{\text{Ein-Max}} = \xi^\mu \left[ r^{d-2} \frac{2 r f \eta_{\mu\nu} - r^2 f u_{\mu} u_{\nu}}{16\pi G_N} \right] \star_{\text{CFT}} dx^\nu + \ldots \]

\[+ \xi^\mu \left[ \frac{r^{d+1}}{16\pi G_N} \frac{d}{dr} \left( \frac{g_{Y}}{r^2} \right) V_{\mu} u_{\nu} + \frac{r^{d+1} f^2}{16\pi G_N} \frac{d}{dr} \left( \frac{g_{Y}^2}{r^2 f} \right) u_{\mu} V_{\nu} \right] \star_{\text{CFT}} dx^\nu + \ldots \]

\[- \frac{1}{g_{YM}^2} (\Lambda + i \xi A) [(d - 2) q u_{\mu}] \star_{\text{CFT}} dx^\mu + \ldots \]

\[- \frac{1}{g_{YM}^2} (\Lambda + i \xi A) \left[ g_{YM}^2 Q^{(V)} V_{\mu} \right] \star_{\text{CFT}} dx^\mu + \ldots. \tag{4.5}\]

We note that the first and third lines respectively are the parity even contribution from the first and second terms of (4.3) in the leading order of the derivative expansion. On the other hand, the second and fourth lines in Eq. (4.5) respectively are the parity odd contribution from the first and second terms of (4.3) in the leading order of the derivative expansion.

Now we evaluate this Komar part at the boundary, \( r \to \infty \). We look at the contribution from the Einstein part (the first and second lines in Eq. (4.5)) and Maxwell part (the third and fourth lines in Eq. (4.5)) separately. We first take the limit \( r \to \infty \) of the Einstein part.

\[\text{We refer the readers to Ref. [27] for the definitions and details of the functions } Q^{(V)}(r) \text{ and } M^{(V)}(r) \text{ we use here. We note that they satisfy Eq. (4.14) at infinity.}\]
after subtracting the empty AdS contribution (the second term on the left hand side in the
following expression):

\[
\left[ \nabla_a \xi^b \left( \frac{dx^a \wedge dx^b}{16\pi G_N} \right) - \xi^\mu \frac{r^d \eta_{\mu\nu} \star_{\text{CFT}} dx^\nu}{8\pi G_N} \right]_{\infty} = -\xi^\mu \left\{ \frac{m}{16\pi G_N} (2\eta_{\mu\nu} + d u_\mu u_\nu) + \mathcal{M}^{(V)} (r = \infty) \left( V_\mu u_\nu + u_\mu V_\nu \right) \right\} \star_{\text{CFT}} dx^\nu ,
\]

(4.6)

where we have used

\[
\left[ \frac{r^{d+1}}{16\pi G_N} \frac{d}{dr} \left( \frac{g_\nu}{r^2} \right) \right]_{\infty} = -\mathcal{M}^{(V)} (r = \infty) .
\]

(4.7)

On the other hand the Maxwell part of the Komar charge is evaluated at the boundary as

\[
\left[ (\Lambda + i \xi A) \cdot \star \frac{F}{g_{YM}^2} \right]_{\infty} = - (\Lambda + i \xi A)_{\infty} \left[ \frac{(d-2)}{g_{YM}^2} u_\mu + \ldots + \mathcal{Q}^{(V)} (r = \infty) V_\mu + \ldots \right] \star_{\text{CFT}} dx^\mu .
\]

(4.8)

The two . . . in the above expression denote higher derivative contribution to the parity even and parity odd part, respectively.

### 4.1.2 Non-Komar variation

We next proceed to the evaluation of the non-Komar part (4.4). We separately evaluate the Einstein part and Maxwell part (the first and the second term in (4.4), respectively).

First, we start with the evaluation of the Einstein part. We note that, by adding Eqs. (C.19)-(C.22), we obtain

\[
\delta \Gamma_b^a \wedge \left( \frac{dx^a \wedge dx^b}{16\pi G_N} \right) = \left\{ \frac{1}{16\pi G_N} \frac{d}{dr} (r^{d+1} f) + \left[ \frac{r^{d+1} f^2}{16\pi G_N} \frac{d}{dr} \left( \frac{g_\nu}{r^2 f} \right) - \frac{r^{d+1}}{16\pi G_N} \frac{d}{dr} \left( \frac{g_\nu}{r^2} \right) \right] V^\mu \delta u_\mu \right\} \star_{\text{CFT}} 1
\]

(4.9)

We pull-back this on a radial slice, contract it with \( \xi^\mu \) using \( i \xi \star_{\text{CFT}} 1 = \eta_{\mu\nu} \xi^\mu \star_{\text{CFT}} dx^\nu \) and then take \( r \to \infty \) limit. In the end, we have the following expression:

\[
i \xi \left[ \delta \Gamma_b^a \wedge \left( \frac{dx^a \wedge dx^b}{16\pi G_N} \right) \right]_{\infty} = -\delta \left[ \xi^\mu \left( \frac{m}{16\pi G_N} \eta_{\mu\nu} \star_{\text{CFT}} dx^\nu \right) \right]_{\infty} .
\]

(4.10)

As a next step we evaluate the non-Komar part of the Maxwell contribution at the boundary. We note that this term evaluated for the empty AdS is trivially zero. Near the boundary, since \( \delta A |_{\infty} = \delta A_{\infty} + \mathcal{O} \left( r^{-(d-2)} \right) \) and the gauge field fall-offs as in Eq. (B.90), we conclude that

\[
\left[ -i \xi \left( \delta A \cdot \frac{F}{g_{YM}^2} \right) \right]_{\infty} \to 0 .
\]

(4.11)

Therefore the non-Komar part of the Maxwell contribution vanishes at the boundary.
4.1.3 Einstein-Maxwell contribution to asymptotic charges

Now we combine all the results above to compute the Einstein-Maxwell part of the differential Noether charge \( \langle \delta Q_{\text{Noether}} \rangle_{\text{Ein-Max}} \) at the boundary. Subtracting all the non-Komar contributions (see Eq. (4.10) and Eq. (4.11)) from the variation of Komar contribution in Eq. (4.6) and Eq. (4.8), we finally obtain

\[
(\delta Q_{\text{Noether}})_{\text{Ein-Max}} \big|_{\infty} = -\delta \left[ T_{\mu\nu}^{\text{CFT}} \xi^\mu + (\Lambda + i \xi A)_\infty J_{\nu}^{\text{CFT}} \right] \ast_{\text{CFT}} dx^\nu ,
\]

(4.12)

with

\[
T_{\mu\nu}^{\text{CFT}} = \frac{m}{16\pi G_N} (\eta_{\mu\nu} + d u_\mu u_\nu) + \ldots \\
+ \left( \mathcal{G}_\mu - \Phi \frac{\partial \mathcal{G}_\mu}{\partial \Phi} - \Phi_T \frac{\partial \mathcal{G}_\mu}{\partial \Phi_T} \right)_{\text{hor}} (V_\mu u_\nu + u_\mu V_\nu) + \ldots ,
\]

\[
J_\mu^{\text{CFT}} = \left( \frac{d - 2}{g_{YM}^2} \right) u_\mu + \ldots \\
- \left( \frac{\partial \mathcal{G}_\mu}{\partial \Phi} \right)_{\text{hor}} V_\mu + \ldots ,
\]

(4.13)

where we have used

\[
\mathcal{M}^{(v)}(r = \infty) = \left( \mathcal{G}^{(v)} - \Phi \frac{\partial \mathcal{G}^{(v)}}{\partial \Phi} - \Phi_T \frac{\partial \mathcal{G}^{(v)}}{\partial \Phi_T} \right)_{r = r_H} ,
\]

\[
\mathcal{Q}^{(v)}(r = \infty) = - \left( \frac{\partial \mathcal{G}^{(v)}}{\partial \Phi} \right)_{r = r_H} ,
\]

(4.14)

which are shown in Eq. (5.9) of [27]. Here again the \( \ldots \) in the first and third (second and fourth) lines of Eq. (4.13) denote the higher order terms in the parity even (odd) contribution. The expressions in the first lines (i.e. non-\( V_\mu \) parts) in \( T_{\mu\nu}^{\text{CFT}} \) and \( J_\mu^{\text{CFT}} \) above are exactly the perfect-fluid ones with pressure \( p = m/(16\pi G_N) \). The anomaly-induced parts (i.e. terms proportional to \( V_\mu \)) match Eq. (2.16) exactly as claimed.

Of course, when the Lagrangian density contains the Chern-Simons terms, there is potential extra contribution to the CFT stress tensor and current from the Hall part to the differential Noether charge \( (\delta Q_{\text{Noether}})^{H} \) at the boundary. The goal of the next subsection is to confirm that there is no such contribution, that is, to prove Eq. (2.18).

4.2 Asymptotic charges II : Chern-Simons contribution

This subsection is devoted to a summary of the results in the evaluation of \( (\delta Q_{\text{Noether}})^{H} \) with the anomaly polynomial (2.11) at the boundary of the rotating charged AdS black hole background. The detail of the computation contains many technical points and thus is provided in Appendix H-L. In the following, we summarize the key results we obtained for the general anomaly polynomial (2.11) in AdS\(_{2n+1}\) \((n \geq 1)\). As in Appendix H, for \( T_3 \) and
we can obtain their exact expression valid for any fixed \( r \) in a relatively simple way. On the other hand, for \( T_0, T_1, T_2 \) in AdS_7 and higher, we compute them only at the horizon and boundary in Appendices I-J and K-L, respectively. As a comparison, we also briefly comment on the AdS_5 case (see Appendix G for detail).

We again stress that, in the evaluation of \( T_0, T_1, T_2, T_3 \) and \( T_4 \), we neglect terms proportional to \( dr \), since these terms do not contribute to \( (\delta Q_{\text{Noether}})_H \) at any fixed \( r \).

4.2.1 Terms \( T_3 \) and \( T_4 \) at boundary (from Appendix H)

As summarized at the beginning of §§3.2.1, the terms \( T_3 \) and \( T_4 \) for a general anomaly polynomial at arbitrary fixed \( r \) surface are given by (3.7) with (3.9). At the boundary \( r \to \infty \), we note that \( (T_3 + T_4)|_\infty \) itself vanishes for AdS_7 and higher. We note that, for AdS_5, as can be seen in Appendix G, this sum is nonzero but cancels with the rest terms \( (T_0 + T_1 + T_2)|_\infty \).

4.2.2 Terms \( T_0, T_1, T_2 \) at boundary (from Appendices K and L)

At the boundary, for AdS_{2n+1} \((n \geq 3)\), all the terms \( T_0, T_1 \) and \( T_2 \) at \( r \to \infty \) vanish up to the leading order of the derivative expansion. Therefore, for the sum of these three terms, we also have

\[
(T_0 + T_1 + T_2)|_\infty = 0. \tag{4.15}
\]

In Appendix K, we confirmed the above statement by taking into account zeroth and first order terms in the building blocks, while in Appendix L, we consider the 2nd and higher order terms and then proved that the statement still holds.

We note again that for AdS_5, the sum \( (T_0 + T_1 + T_2)|_\infty \) is nonzero but cancels with \( (T_3 + T_4)|_\infty \) as can be seen in Appendix G.

4.2.3 Chern-Simons contribution to asymptotic charges

By combining with the results of \( (T_0 + T_1 + T_2)|_\infty \) and \( (T_3 + T_4)|_\infty \) obtained in the previous subsections, we finally confirm that \( (\delta Q_{\text{Noether}})_H \) at the boundary vanishes for AdS_5 and higher. Therefore, we have

\[
(\delta Q_{\text{Noether}})_H|_\infty = -\delta \left[ \xi^{\mu} T^{\text{anom,CS}}_{\mu\nu} + (\Lambda + i \xi A)|_\infty J^{\text{anom,CS}}_{\nu} \right] ^{\ast \text{CFT}} dx^\nu, \tag{4.16}
\]

where

\[
T^{\text{anom,CS}}_{\mu\nu} = J^{\text{anom,CS}}_{\mu} = 0. \tag{4.17}
\]

This verifies one of the main results we claimed in Eq. (2.18).

5 Discussions and conclusions

The first main result of this paper is that we have reproduced the CFT replacement rule for anomaly-induced entropy current from the dual gravity side. We started with the manifestly covariant differential Noether charge derived in [1] and evaluated it at the horizon of the
rotating charged AdS black hole solution constructed by using the fluid/gravity derivative expansion in [27]. In §§3.1, we also showed that the same result can be also obtained by a heuristic Tachikawa-like entropy formula at the horizon. As mentioned in §3, this simpler derivation is based on somewhat ad-hoc proposal about how to lift the bifurcation surface normal bundle connection $\Gamma_N$ onto an arbitrary slice (Eqn.(3.2)). It would be interesting to give a direct derivation of this proposal.

The second main result of this paper is to show that at the boundary the Chern-Simons part of our differential Noether charge vanishes in five dimensions and higher (while there is some nontrivial contribution in the case of three dimensions). This completes the holographic and systematic derivation of the replacement rule for the anomaly-induced contribution to the CFT stress tensor and current initiated in [27].

For future works, there are various exciting possibilities generalizing our computations. First of all, it will be useful (in particular, in setups embedded in string theories) to include covariant higher derivative terms in the Lagrangian in the presence of the Chern-Simons terms. Since the field theoretical results do not get corrected, we expect that the extra higher derivative covariant terms would correct the fluid/gravity metric in such a way that the final results for the anomaly-induced currents and stress tensor still agree with the replacement rule. It would present yet another non-trivial check of the replacement rule.

Looking towards a different direction, we recall that for simplicity we have set the magnetic field to be zero and the metric at the boundary to be flat in the current paper. It would be interesting to turn on some nontrivial profiles for them. These generalization will hopefully lead us to a deeper understanding of the replacement rule and, in particular, clarify the role of higher Pontryagin classes. In a similar vein, the various structures of products of Riemann curvatures that we observed (and relied heavily on in our computations) are still somewhat mysterious. It will be meaningful to understand what kind of physical insights or geometric properties of these black hole are encoded in them. Similar objects were also used in [40] in studying the proposal of a local entropy current related to the Wald’s construction of black hole entropy as a Noether charge. This enables [40] to study the validity of the second law (i.e. the non-negativity of the divergence of the entropy current). It will be interesting to relate our work to their study as well as extending the analysis of the second law to our setup.

In light of the recent excitement in the area of holographic entanglement entropy [41–44] (see also [45–47]) which potentially sheds light on the emergence of geometry in the context of gauge/gravity dualities [48–51], a generalization to this line of investigation to include Chern-Simons terms is of great interest. The case of AdS$_3$ with the gravitational Chern-Simons term was studied in [52] whereby an interesting ribbon-like structure in the bulk encodes the anomaly-induced contribution to the entanglement entropy in CFT$_2$ with gravitational anomaly. It begs the question of what then generalizes this structure in the higher dimensional holographic entanglement entropy due to Chern-Simons terms. This may well be a concrete

---

12 Alternately, one can add scalars coupling to the gauge field via non-minimal Maxwell terms. Such a system was considered in [38, 39].
arena where we can sharply investigate how the entanglement at the boundary CFT (at least for the chiral degrees of freedom of the field theories) manifests itself geometrically in the bulk. We will report on this aspect in the near future [53].
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A Notation

Regarding conventions and notations used throughout this paper, we follow our previous papers, Ref. [1, 27]. Here we summarize some notations that we frequently use and also define some new useful notation for the purpose of the current paper.

A.1 Summary of notations

- Sometimes, for convenience or to avoid cluttering of indices, we suppress all matrix indices. It is always assumed that objects next to each other are multiplied as matrix multiplications. In particular, we think of \((\nabla_b \xi^a)\) as a matrix \((\nabla \xi)^a_{\ b}\). For example,

\[
(\delta \Gamma \nabla \xi R) \equiv (\delta \Gamma^a_{\ b}) \nabla_c \xi^b R^c_d \quad \text{tr}[\nabla \xi R] \equiv \nabla_b \xi^a R^b_a.
\] (A.1)

Another important terminology we will frequently use throughout this paper is the phrase ‘building block’ which is defined as one of the following objects:

\[ A, \ \delta A, \ F, \ G_{ab}, \ \Gamma^a_{\ b}, \ \delta \Gamma^a_{\ b}, \ R^a_{\ b}, \ \nabla_a \xi^b. \] (A.2)

These are the basic objects whose products (and appropriate index-contractions) form the basis in the evaluation of \(T_0, T_1, T_2, T_3\) and \(T_4\).
• When carrying out the fluid/gravity derivative expansion, we need to write down some differential forms at a particular order in the derivative expansion. For this purpose, it is convenient to introduce the following notation: the $m$-th order terms in the derivative expansion of a form $\mathcal{B}$ is denoted as $(\mathcal{B}^m)_0$ while the product of $k$ matrix-valued 2-forms, $(\mathcal{B}^m_1)\cdots$ and $(\mathcal{B}^m_k)$ is written as $(\mathcal{B}^m_1\ldots \mathcal{B}^m_k)$, so that the matrix-valued 2-forms inside the brackets are always multiplied through matrix multiplication. The $k$-th power of $(\mathcal{B}^m)$ is denoted $(\mathcal{B}^m)^k)$. For example, for the field strength $F$, we have
\[ (\epsilon_0) = \Phi d r \wedge u \quad (\epsilon_1) = (2\Phi \omega). \]

(A.3)

• In discussing products of curvature two-forms, the cases containing purely $(\epsilon_0)$'s and $(\epsilon_1)$'s are of particular significance throughout the computations of the differential Noether charge. Therefore we define $\chi_m$ ($m = 0, 1, 2, \ldots$) to denote products of $(\epsilon_0)$'s and $(\epsilon_1)$'s with exact $m$-number of $(\epsilon_0)$'s wedged with an arbitrary number of $(\epsilon_1)$'s. For example, $\chi_0$ only includes product of $(\epsilon_1)$'s, i.e. $(\epsilon_1 \epsilon_1 \ldots \epsilon_1)$. Another example is $\chi_1$, which for example contains some of the following possibilities:
\[ (\epsilon_0 \epsilon_1 \epsilon_1), \quad (\epsilon_1 \epsilon_0 \epsilon_1), \quad (\epsilon_1 \epsilon_1 \epsilon_0). \]

(A.4)

The classification of $\chi_m$ has been carried out in Appendix B.2 of Ref. [27] and will be reviewed in Appendix B.1. We also note that we sometimes use $\chi_m$ to simply denote an element in $\chi_m$.

• We define a convenient symbol $\nu$ is defined to represent a string made of 2nd or higher order curvature two-form $(\epsilon_\nu)$'s with $\nu \geq 2$ (for example, $(\epsilon_2^2 \epsilon_5 \epsilon_3)$).

• We also define $(\mathcal{R}^q_{(p)})$ to denote all possible structures (including those consist of zeroth and first order building blocks only) that can contribute to $(\mathcal{R}^q)$ at $\omega^p$ order. For example, the non-trivial possible structures in $(\mathcal{R}^3_{(2)})$ are
\[ (\epsilon_0 \epsilon_1 \epsilon_1), \quad (\epsilon_1 \epsilon_0 \epsilon_1), \quad (\epsilon_1 \epsilon_1 \epsilon_0), \quad (\epsilon_0 \epsilon_2 \epsilon_0). \]

(A.5)

A complete classification of $(\mathcal{R}^q_{(p)})$ for $0 \leq p \leq q + 1$ is given in Appendix B.2.2.

A.2 Orientation convention in holography

Let $\varepsilon_{\mu_1\mu_2\ldots\mu_d}$ be the $\varepsilon$-tensor of the spacetime in which the field theory CFT$_d$ lives. Then, there are two possible conventions for the orientation of the dual AdS$_{d+1}$.

Let $r$ be the radial coordinate such that $r \to \infty$ is the conformal boundary of the dual AdS$_{d+1}$. It is usual in gravity to fix the orientation such that $\varepsilon_{\mu_1\mu_2\ldots\mu_d}$ has an opposite sign as compared to $\varepsilon_{\mu_1\mu_2\ldots\mu_d}$. For example, if $[txyz]$ formed a right-handed coordinate basis in CFT$_d$ then, in this convention $[txxyz]$ forms a right-handed coordinate basis in AdS$_{d+1}$.

We use here the opposite convention whereby $\varepsilon_{\mu_1\mu_2\ldots\mu_d}$ has the same sign as $\varepsilon_{\mu_1\mu_2\ldots\mu_d}$ which is more natural from the viewpoint of pullback. Our expressions can easily be adopted to the reverse bulk orientation (we will keep the CFT orientation unchanged) by replacing $^*$ with $-^*$ and $\varepsilon_{abcd\ldots}$ with $-\varepsilon_{abcd\ldots}$. Note that we keep $^*_{\text{CFT}}$ unchanged. In the new convention, the relation between the barred and the unbarred forms becomes $V = ^*\nabla$. 
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B Useful relations I

This Appendix collects some results needed for the computations in this paper.

B.1 Results from our previous paper

Here we summarize some results from Ref. [27] which are valid for any \( r \).

B.1.1 0th and 1st order terms

**Bulk metric and gauge field**

The bulk metric \( G_{ab} \) (in the coordinate \( x^a = \{ r, x^\mu \} \)) and its inverse for the rotating charged AdS black hole in \( d + 1 \) dimensions (\( d = 2n \) with a positive integer \( n \)) is given up to the first order of the derivative expansion as

\[
\begin{align*}
G_{rr} &= 0, \quad G_{r\mu} = -u_\mu, \quad G_{\mu\nu} = -2\Psi(r)u_\mu u_\nu + r^2 P_{\mu\nu}, \\
G^{rr} &= 2\Psi(r), \quad G^{r\mu} = u^\mu, \quad G^{\mu\nu} = r^{-2} P^{\mu\nu},
\end{align*}
\]  

(B.1)

while the gauge field \( A_a \) up to this order is

\[
A = A_a dx^a = \Phi u. \tag{B.2}
\]

Here \( f(r), \Psi(r) \) and \( \Phi (\Phi_T \text{ that we will use later}) \) are defined as

\[
\begin{align*}
f(r, m, q) &\equiv 1 - \frac{m}{r^d} + \frac{1}{2} \kappa q \frac{q^2}{r^{2(d-1)}}, \\
\Phi(r, q) &\equiv \frac{q}{r^{d-2}}, \\
\Psi(r, m, q) &\equiv \frac{1}{2} r^2 f = \frac{r^2}{2} \left[ 1 - \frac{m}{r^d} + \frac{1}{2} \kappa q \frac{q^2}{r^{2(d-1)}} \right], \\
\Phi_T(r, m, q) &\equiv \frac{1}{2} r^2 \frac{df}{dr} = \frac{1}{2r^{d-1}} \left[ md - \kappa q (d-1) \frac{q^2}{r^{d-2}} \right].
\end{align*}
\]  

(B.3) (B.4) (B.5) (B.6)

The horizon of the black hole is located at \( r_H \) satisfying \( f(r_H, m, q) = 0 \). The parameters \( m \) and \( q \) are related to the mass and electric charge of the black hole solution and \( \kappa_q \) is a normalized Maxwell coupling constant defined as \( 16\pi G_N / g_{YM}^2 = \kappa_q (d-1)/(d-2) \) where \( G_N \) and \( g_{YM} \) are the Newton constant and Maxwell coupling constant, respectively.

For the boundary fields, the boundary metric \( g_{\mu\nu} \) is set to be flat, i.e. \( g_{\mu\nu} = \eta_{\mu\nu} \) throughout this paper. The fluid velocity field \( u^\mu \) (normalized as \( u^2 \equiv g^{\mu\nu} u_\mu u_\nu = -1 \)) is chosen so that it corresponds to a pure rotation configuration, which implies \( u^\mu \omega_{\mu\nu} = 0 \) and \( \partial_\mu u_\nu = 0 \). The vorticity field \( \omega_{\mu\nu} \) is defined as \( \omega_{\mu\nu} \equiv (\partial_\mu u_\nu - \partial_\nu u_\mu) / 2 \) while the projection operator \( P_{\mu\nu} \equiv g_{\mu\nu} + u_\mu u_\nu \) satisfies \( P^{\mu\nu} u_\nu = 0 \) and \( P_\mu P_\rho P^\rho_{\mu\nu} = P_{\mu\nu} \). We also frequently use the velocity one-form and vorticity two form defined by \( u = u_\mu dx^\mu \) and \( \omega = (1/2) du = (1/2) \omega_{\mu\nu} dx^\mu \wedge dx^\nu \), respectively.
**Christoffel connection**

The components of the Christoffel connection for the bulk metric $G_{ab}$ are given by

$$\Gamma^a_{rr} = 0, \quad \Gamma^a_{rv} = u_v \Psi', \quad \Gamma^a_{\rho\nu} = 2\Psi \left[ \Psi' u_\rho u_\nu - r P^\rho_{\nu} \right], \quad \Gamma^\mu_{r\nu} = r^{-2} \left[ r P^\mu_{\nu} + \omega^\mu_{\nu} \right],$$

$$\Gamma^\mu_{\rho\nu} = u^\mu \left[ u_\rho u_\nu \Psi' - r P^\rho_{\nu} \right] - 2r^{-2} (2\Psi - r^2) u_{(\nu} \omega_{\rho)}^\mu, \quad \text{(B.7)}$$

or in terms of the connection 1-form $\Gamma^a_b \equiv \Gamma^a_{b\nu} dx^\nu$, by

$$\Gamma^r_r = \Psi' u, \quad \Gamma^r_\rho = u_\rho \Psi' dr + 2\Psi \left( \Psi' u_\rho u - r P^\rho_{\nu} dx^\nu \right), \quad \Gamma^\mu_\rho = r^{-2} \left( r P^\mu_{\rho} + \omega^\mu_{\rho} \right) dx^\nu,$$

$$\Gamma^\mu_\nu = r^{-2} \left( r P^\mu_{\rho} + \omega^\mu_{\rho} \right) dr + \left[ u^\mu u_\rho \Psi' + r^{-2} (2\Psi - r^2) \omega^\mu_{\rho} \right] u$$

$$-ru^\mu P^\rho_{\nu} dx^\nu + r^{-2} (2\Psi - r^2) u_\rho \omega^\mu_{\nu} dx^\nu. \quad \text{(B.8)}$$

For $\nabla_a \xi^b$, since we are considering $\xi^a$ with $\xi^r = 0$ and $\partial_r \xi^a = 0$, we obtain (at any fixed $r$)

$$\nabla_r \xi^r = \Psi' u_\beta \xi^\beta, \quad \nabla_r \xi^\mu = \left[ r^{-1} P^\mu_{\beta} + r^{-2} \omega^\mu_{\beta} \right] \xi^\beta, \quad \nabla_\mu \xi^r = 2\Psi \left( \Psi' u_\mu u_\beta - r P^\mu_{\beta} \right) \xi^\beta,$$

$$\nabla_\mu \xi^\nu = \partial_\mu \xi^\nu + u^\nu \left[ u_\mu u_\beta \Psi' - r P^\mu_{\beta} \right] \xi^\beta - 2r^{-2} (2\Psi - r^2) u_{(\mu} \omega^\nu_{\beta)} \xi^\beta. \quad \text{(B.9)}$$

**$U(1)$ field strength**

By using the notation in Appendix A, the zeroth and first order terms of the field strength $F$ are given by

$$(r \mathbf{0}) = \Phi' dr \wedge u, \quad (r \mathbf{1}) = (2\Phi \omega). \quad \text{(B.10)}$$

**Curvature two-form**

The curvature 2-form, defined from the Riemann tensor $R^a_{bcd}$ as $R^a_b \equiv (1/2) R^a_{bcd} dx^c \wedge dx^d$, at zeroth order is given by

$$(r \mathbf{0})^r_r = \Psi' dr \wedge u,$$

$$(r \mathbf{0})^\mu_r = r^{-1} \Psi' dx^\mu \wedge u,$$

$$(r \mathbf{0})^\nu_\rho = r \Psi' P^\rho_{\nu} dx^\nu \wedge dr - 2\Psi \Psi' u_\rho u \wedge dr,$$

$$(r \mathbf{0})^\mu_\rho = -r^{-1} \partial_\rho \left( r \Phi_T \right) u^\mu u \wedge dr + r^{-1} \Psi' u_\rho dx^\mu \wedge dr$$

$$-r \Phi_T u^\mu P^\rho_{\nu} dx^\nu \wedge u + 2r^{-1} \Psi dx^\mu \wedge \left[ \Psi' u_\rho u - r P^\rho_{\nu} dx^\nu \right], \quad \text{(B.11)}$$

while the first order terms are

$$(r \mathbf{1})^r_r = (2\Phi_T \omega),$$

$$(r \mathbf{1})^\mu_r = -r^{-2} u \wedge (\Phi_T \omega^\mu_{\nu} dx^\nu), \quad \text{(B.12)}$$

$$(r \mathbf{1})^\nu_\rho = dr \wedge (\Phi_T \omega^\nu_{\rho} dx^\rho) + 2\Psi \left[ u_\rho (2\Phi_T \omega) + u \wedge (\Phi_T \omega^\mu_{\nu} dx^\nu) \right],$$

$$(r \mathbf{1})^\mu_\rho = -2r^{-2} \Phi_T u^\mu \wedge dr + r^{-2} u_\rho dr \wedge (\Phi_T \omega^\mu_{\nu} dx^\nu)$$

$$+ u^\nu \left[ u_\rho (2\Phi_T \omega) + u \wedge (\Phi_T \omega^\mu_{\nu} dx^\nu) \right].$$
Products of curvature two-form

Let us now consider wedge products of \((r_0)\)'s and \((r_1)\)'s. We first consider the products of two curvature two-forms: When two \((r_0)\)'s are multiplied, we have

\[
(r_0 r_0) = 0. \tag{B.13}
\]

Therefore, the products of two or more \((r_0)\)'s vanish identically. For the products of one \((r_0)\) and one \((r_1)\), there are following two possibilities:

\[
\begin{align*}
(r_0 r_1)^r & = r^{-1} \partial_r (r \Phi_T) dr \wedge u \wedge (2 \Phi_T \omega), \\
(r_0 r_1)^\mu & = r^{-1} \Phi_T dx^\mu \wedge u \wedge (2 \Phi_T \omega), \\
(r_0 r_1)^r & = 0, \tag{B.14}
\end{align*}
\]

and

\[
\begin{align*}
(r_1 r_0)^r & = r^{-1} \partial_r (r \Phi_T) dr \wedge u \wedge (2 \Phi_T \omega), \\
(r_1 r_0)^\mu & = 0, \tag{B.15}
\end{align*}
\]

Finally, the following is the products of two \((r_1)\)'s:

\[
\begin{align*}
(r_1 r_1)^r & = (2 \Phi_T \omega)^2, \\
(r_1 r_1)^\mu & = -r^{-2} u \wedge (\Phi_T \omega^\mu \nu dx^\nu) \wedge (2 \Phi_T \omega), \\
(r_1 r_1)^r & = dr \wedge (2 \Phi_T \omega), \tag{B.17}
\end{align*}
\]

Next we consider the products of three curvature two-forms. As a result of \((r_0 r_0) = 0\), the following products trivially vanish:

\[
(r_0 r_0 r_0) = (r_0 r_0 r_1) = (r_1 r_0 r_0) = 0. \tag{B.18}
\]

Therefore, there is only one nontrivial case with two \((r_0)\)'s in the product:

\[
\begin{align*}
(r_0 r_1 r_0)^r & = (r_0 r_0 r_1)^r = (r_0 r_1 r_0)^\mu = 0, \\
(r_0 r_1 r_0)^\mu & = 2 \Phi_T^2 dr \wedge u \wedge dx^\mu \wedge (P_{\rho \nu} dx^\nu) \wedge (2 \Phi_T \omega). \tag{B.19}
\end{align*}
\]
For the products with only one \((r,0)\), there three possibilities depending on where \((r,0)\) is located. The first case is

\[
(r,0,1) = \begin{cases} r^{-1} \partial_r (r \Phi T) dr \wedge u \wedge (2 \Phi T \omega)^2, \\ r^{-1} \Phi T dx^\mu \wedge u \wedge (2 \Phi T \omega)^2, \\ 2 \Psi r^{-1} \partial_r (r \Phi T) u_\rho dr \wedge u \wedge (2 \Phi T \omega)^2, \\ \Phi' u^\mu u_\rho dr \wedge u \wedge (2 \Phi T \omega)^2 + r^{-1} \Phi T u_\rho dx^\mu \wedge dr \wedge (2 \Phi T \omega)^2. 
\end{cases}
\]

The second case is

\[
(r,0,1) = \begin{cases} (r') dr \wedge u \wedge (2 \Phi T \omega)^2, \\ 0, \\ 2 \Psi \Phi' u_\rho dr \wedge u \wedge (2 \Phi T \omega)^2, \\ \Phi' u^\mu u_\rho dr \wedge u \wedge (2 \Phi T \omega)^2, 
\end{cases}
\]

and the final case is

\[
(r,1,0) = \begin{cases} r^{-1} \partial_r (r \Phi T) dr \wedge u \wedge (2 \Phi T \omega)^2, \\ 0, \\ 2 \Psi r^{-1} \partial_r (r \Phi T) u_\rho dr \wedge u \wedge (2 \Phi T \omega)^2 + r \Phi T P_{\rho \nu} dx^\nu \wedge dr \wedge (2 \Phi T \omega)^2, \\ r^{-1} \partial_r (r \Phi T) u^\mu u_\rho dr \wedge u \wedge (2 \Phi T \omega)^2 + r \Phi T u^\mu u \wedge P_{\rho \nu} dx^\nu \wedge (2 \Phi T \omega)^2, 
\end{cases}
\]

We also have the case with no \((r,0)\)'s in the product:

\[
(r,1,1) = \begin{cases} (2 \Phi T \omega)^3, \\ -r^{-2} u \wedge (\Phi T \omega^\mu \rho dx^\nu) \wedge (2 \Phi T \omega)^2, \\ 2 \Psi u_\rho (2 \Phi T \omega)^3 + 2 \Psi u \wedge (\Phi T \omega_{\rho \nu} dx^\nu) \wedge (2 \Phi T \omega)^2 \wedge 2 \Phi T \omega + dr \wedge (\Phi T \omega_{\nu \rho} dx^\nu) \wedge (2 \Phi T \omega)^2, \\ -2 r^{-2} u_\rho dr \wedge (\Phi T \omega^\mu_\rho dx^\nu) \wedge (2 \Phi T \omega)^2 + u^\mu u_\rho (2 \Phi T \omega)^3 + u^\mu u \wedge (\Phi T \omega_{\rho \nu} dx^\nu) \wedge (2 \Phi T \omega)^2. 
\end{cases}
\]

We sometimes find it useful to reduce products of \((r,1)\)'s using

\[
dr \wedge u \wedge (r,1,1) = dr \wedge u \wedge (r,1) = (2 \Phi T \omega)^2 \wedge (r,1,1). \tag{B.24}
\]

**Classification of the products of the curvature two-forms**

As we have shown in Appendix B.2 of Ref. [27], the building block of the wedge product of \(R\)'s made of \((r,0)\) and \((r,1)\) only reduces to the following possibilities:

\[
\chi_0 : \{(r,1), (r,1,1), (r,1,1,1)\}, \\
\chi_1 : \{(r,0), (r,0,1), (r,1,0), (r,0,1,1), (r,1,1,0), (r,1,0,1), (r,1,0,1,1), (r,1,1,1,1)\}, \\
\chi_2 : \{(r,0,1,0)\}, \tag{B.25}
\]
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Here by ‘reduce’ we mean the products of four or more $R$’s (with $(R_0)$ and $(R_1)$ only) are zero or written as the one of the above elements wedged by an appropriate power of $(2\Phi T \omega)$. In particular, wedge products containing three or more $(R_0)$’s (with the rest of $R$’s equal to $(R_1)$’s) are zero, i.e. $\chi_m = 0$ for $m \geq 3$. For more detail, we refer the readers to Appendix B.2 of Ref. [27]. Another useful notation for later purpose is $\bar{\chi}_1$, which is defined as all elements in $\chi_1$ excluding $(R_0)$.

**Trace of the products of the curvature two-form**

Finally, the traces of the wedge products of $(R_0)$’s and $(R_1)$’s are rather simple:

$$
\begin{align*}
\text{tr} \left[ (R_0 R_1 (R_1 R_1)^k) \right] &= 2\Phi T dr \wedge u \wedge (2\Phi T \omega)^{2k+1}, \\
\text{tr} \left[ (R_1 R_1 R_1)^{k+1} \right] &= 2(2\Phi T \omega)^{2k+2},
\end{align*}
$$

for $k \geq 0$.

**B.1.2 2nd order terms**

Here we summarize some results at the second order of the fluid/gravity derivative expansion which are useful for the purpose of this paper.

In Ref. [27], the rotating charged AdS black hole solutions in $(d+1)$ dimensions is constructed up to the second order in the fluid/gravity derivative expansion (assuming stationary fluid configurations). It is given by

$$
\begin{align*}
ds^2 &= -2u_\mu dx^\mu dr - r^2 f(r, m, q) u_\mu u_\nu dx^\mu dx^\nu + r^2 P_{\mu\nu} dx^\mu dx^\nu \\
&- \omega_\mu^\alpha \omega_{\alpha\nu} dx^\mu dx^\nu + g(r, m, q) \omega_{\alpha\beta} \omega_{\alpha\beta} u_\mu u_\nu dx^\mu dx^\nu \\
&+ h(r, m, q) \left[ \omega_\mu^\alpha \omega_{\alpha\nu} + \frac{1}{d-1} \omega_{\alpha\beta} \omega_{\alpha\beta} P_{\mu\nu} \right] dx^\mu dx^\nu,
\end{align*}
\label{eq:ds2}
$$

where $g(r, m, q)$ and $h(r, m, q)$ are given by

$$
\begin{align*}
g(r, m, q) &= -\frac{m}{2r^d} + \frac{\kappa_q q^2}{2} \frac{1}{r^{2(d-1)}} \left[ 1 - \frac{1}{(d-1)(d-2)} \right], \\
h(r, m, q) &= -\frac{d}{d-2} \kappa_q \frac{q^2}{r_H^{2d-2}} \int_{r_H/r_H}^{\infty} \frac{\zeta^{d-1}}{\zeta^{2d+1} f(\zeta r_H, m, q)} d\zeta.
\end{align*}
$$

For the $U(1)$ field strength, the 2nd order contribution is calculated from the solution as

$$
(F_2) \propto dr \wedge u \wedge \omega_{\alpha\beta} \omega_{\alpha\beta}.
\label{eq:F2}
$$

Furthermore, from Appendix B.1 of Ref. [27], the second order curvature 2-form has two types of non-trivial contributions. The one coming from the second order metric and the one coming purely from the zeroth order metric (and its derivatives). To distinguish from the
whole 2nd order curvature 2-form \((\mathcal{R} R)^2\), we denote the latter contribution by \((\mathcal{R} R)^2\). They are given by
\[
(\mathcal{R} R)^2 r = 0,
(\mathcal{R} R)^2 r = -r^{-4}(\omega^\mu \omega^\nu \sigma dx^\sigma) \land dr - r^{-4}(2\Psi - r^2)(\omega^\mu \omega^\nu \sigma dx^\sigma) \land u,
(\mathcal{R} R)^2 r = 0,
(\mathcal{R} R)^2 r = r^{-2}\partial_r \omega^\mu \rho dx^\nu \land dr
\]
\[
+ r^{-2}(2\Psi - r^2)[\partial_r \omega^\mu \rho dx^\nu \land u + 2\omega^\mu \rho \omega - (\omega^\rho dx^\nu) \land (\omega^\mu \nu dx^\nu)]
- r^{-4}(2\Psi - r^2)(u \rho \omega^\mu \sigma \omega^\nu \nu dx^\nu) \land dr - r^{-4}(2\Psi - r^2)^2(u \rho \omega^\mu \sigma \omega^\nu \nu dx^\nu) \land u.
\]

B.2 Structures of \((\mathcal{R} R)\) at arbitrary \(r\)

In this Appendix, we study the general structures of \((\mathcal{R} R)\) at any fixed \(r\). All equalities are evaluated at a fixed \(r\) and terms proportional to \(dr\) are ignored.

B.2.1 Some relations

First it is useful to recall from Eq. (B.9) (which is valid at any \(r\)) that
\[
\begin{align*}
(0) \nabla_r \xi^r &= \Psi' u_\rho \xi^\nu, \\
(0) \nabla_r \xi^\mu &= r^{-1} P^\mu \nu \xi^\nu, \\
(0) \nabla_r \xi^a &= G^a \rho (\Psi' u_\rho \xi^\nu - r P^\rho \nu) \xi^\nu,
\end{align*}
\]
where \(G^\nu = 2\Psi \) and \(G^a = u^a\) and we have used that in our setup \(\partial_r \xi^a = 0 \) and \(\xi^r = 0\). We also have
\[
(0) \nabla_b \xi^a = i_\xi (0) \Gamma^a \rho.
\]

On the other hand,
\[
(0) \Gamma^r_r = \Psi' \rho \xi^\sigma, \quad (0) \Gamma^\mu_r = r^{-1} P^\mu \nu \xi^\nu, \quad (0) \Gamma^a_r = G^a \rho (\Psi' u_\rho \xi^\nu - r P^\rho \nu) \xi^\nu,
\]
where we have ignored \(dr\) terms. Thus, for the variation of the Christoffel connection, we have
\[
\begin{align*}
(0) \delta \Gamma\rho_r &= (\delta \Psi') u + \Psi' (\delta u), \\
(0) \delta \Gamma^r_r &= r^{-1}(u^\mu \delta u + u \delta u^\mu), \\
(0) \delta \Gamma^a \rho &= (\delta G^a \rho)(\Psi' u_\rho \xi^\nu - r P^\rho \nu) \xi^\nu) + G^\nu \xi^\nu [(\delta \Psi') u_\rho \xi^\nu + (\Psi' \xi^\nu (u_\rho \delta u + u \delta u_\rho)].
\end{align*}
\]

We note that
\[
(0) \delta \Gamma^a \rho P^\rho \nu \xi^\nu \land u = 0, \quad (0) \delta \Gamma^a \rho u^\rho \xi^\nu \land u \propto G^\nu (\delta u) \land u.
\]

Furthermore, we recall that
\[
(\mathcal{R} \mathcal{R} 2)^a_r = (\mathcal{R} \mathcal{R} 2)^a_r = (\mathcal{R} \mathcal{R} 0)^a_r = (\mathcal{R} \mathcal{R} 2)^a_b = 0,
(\mathcal{R} \mathcal{R} 0)^a \rho \propto (\mathcal{R} \mathcal{R} 0)^a \rho \propto u \land (\rho^\nu \xi^\nu) \land (P^\rho \nu d^\sigma).
\]
Moreover, at constant \( r \) we have the following relations:

\[
P_{\beta \nu} dx^{\nu} \wedge (\mathcal{R}^{2})^{\beta r} = u \wedge u_{\beta}(\mathcal{R}^{2})^{\beta r} = 0. \quad (B.38)
\]

Using the above identities, we can show that

\[
(0) \delta \Gamma_{ab} (\mathcal{R})^0 \partial_{c} \xi \wedge (\mathcal{R})^2 \partial_{a} \xi \wedge (\mathcal{R})^0 = 0,
\]

\[
(0) \delta \Gamma_{ab} (\mathcal{R})^0 \partial_{a} \xi \wedge (\mathcal{R})^2 \partial_{b} \xi \wedge (\mathcal{R})^0 = 0,
\]

\[
(0) \delta \Gamma_{ab} (\mathcal{R})^0 \partial_{c} \xi \wedge (\mathcal{R})^2 \partial_{c} \xi \wedge (\mathcal{R})^0 = 0. \quad (B.39)
\]

\section*{B.2.2 Contributions to \((\mathcal{R}^{k})\) up to \(\omega^{k+1}\) order}

Consider a product of \( \mathcal{R} \) of the form \((\mathcal{R}^{k})\) at constant \( r \) (i.e. \( dr = 0 \)). We will classify all the structures appearing at order \( \omega^{k-1}, \omega^{k} \) and \( \omega^{k+1} \). The reason why \( \omega^{k-1} \) is the lowest non-trivial order is because \( \chi_{2} \propto dr \).

Before we start the classifications, we remind the readers of the possible structures in a single product of curvature two-forms denoted as Case \( \bar{A}, \bar{B}, \bar{C}, \bar{D} \) or \( \bar{E} \) (as we did in the Einstein sources in Appendix D.6 of Ref. [27]):

- Case \( \bar{A} \) : \((\nu \chi \nu \chi \cdots \nu \chi \nu)\),
- Case \( \bar{B} \) : \((\nu \chi \nu \chi \cdots \nu \chi)\), \((\chi \nu \chi \nu \cdots \chi)\),
- Case \( \bar{C} \) : \((\chi \nu \chi \nu \cdots \chi \nu)\),
- Case \( \bar{D} \) : \((\nu)\),
- Case \( \bar{E} \) : \((\chi)\). \quad (B.40)

We remind the readers of the definition of \( \chi_{m} \) (see Eq. (B.25)) which denotes a product of \((\mathcal{R})\)'s consisting of \( m \) number of \((\mathcal{R})^{0}\)'s with the remaining \((\mathcal{R})\)'s being \((\mathcal{R})^{1}\)'s. The symbol \( \nu \) is defined to represent a string made of 2nd or higher order terms \((\mathcal{R})^{m}\) with \( m \geq 2 \). Now, let us start analyzing Case \( \bar{A} \) to Case \( \bar{E} \) one by one. We further note that whenever we encounter two \( \chi_{1} \)'s somewhere in the wedge product, the only non-zero cases are

\[
(\chi_{1} \cdots \chi_{1}) = \{(\mathcal{R})^{0} \cdots \mathcal{R}^{0}, \ (\mathcal{R})^{0} \cdots \mathcal{R}^{0}, \ (\mathcal{R})^{0} \cdots \mathcal{R}^{1}\},
\]

where we define \( \tilde{\chi}_{1} \) to be the \( \chi_{1} \) containing more than one \( \mathcal{R} \)'s, i.e.

\[
\tilde{\chi}_{1} \equiv \left\{(\mathcal{R})^{0} \mathcal{R}^{1 \cdots k}, \ (\mathcal{R})^{1 \cdots k - 1} \mathcal{R}^{0}\right\}. \quad (B.41)
\]

We note that since \((\mathcal{R})^{1} \mathcal{R}^{0} \mathcal{R}^{1} \propto dr \) (see Eq. (B.21)), the above are the only two possibilities in \( \tilde{\chi}_{1} \). Furthermore, it is useful to know that \( \tilde{\chi}_{1} \propto \nu \). Finally, another helpful fact is that \((\mathcal{R})^{2} \chi_{1}\) and \((\mathcal{R})^{1} \chi_{1}\) reduce to \((\mathcal{R})^{2} \mathcal{R}^{0}\) and \((\mathcal{R})^{0} \mathcal{R}^{2}\) respectively.

\textbf{Case} \( \bar{A} \):

Since each \( \nu \) is at least of order \( \omega^{2} \) and all \( \chi \)'s need to be either \( \chi_{0} \) or \( \chi_{1} \), the product is
in total of order $\omega^{k+1}$ or higher. At $\omega^{k+1}$-th order, the only nontrivial case is when all $\nu$'s are $(r_2)$'s and all $\chi$'s are $\chi_1$'s, i.e. $(R^k) = (r_2 \chi_1 \, r_2 \chi_1 \ldots \, r_2 \chi_1 \, r_2)$. However, because of $(r_2 \chi_1) \propto (r_2 \, 0 \, 0 \, u)$ and $(\chi_1 \, r) \propto (r_0 \, 0 \, 2 \, u)$, we have

\[
(\chi_1 \, r_2 \ldots \chi_1 \, r_2) = (r_2 \chi_1 \ldots \chi_1 \, r_2) = (r_2 \chi_1 \ldots \chi_1 \, r_2) = 0.
\]

(B.43)

Thus, we conclude that case $A$ only has one non-trivial structure

\[
\mathcal{O}(\omega^{k+1}) : \quad (R^k) = (r_2 \, 0 \, r_2).
\]

**Case $\mathcal{B}$ :**

For case $\mathcal{B}$, the lowest order starts at $\omega^k$ for which all $\nu$'s are $(r_2)$'s and all $\chi$'s are $\chi_1$'s, i.e. $(R^k) = (r_2 \chi_1 \, r_2 \chi_1 \ldots \, r_2 \chi_1)$ or $(\chi_1 \, r_2 \chi_1 \, r_2 \chi_1 \ldots \, r_2)$. As in the arguments in Case $A$, this type of the product is non-zero only when $(R^k) = (r_2 \chi_1)$ or $(R^k) = (\chi_1 \, r_2)$. For the order $\omega^{k+1}$ contributions, there is a few possible structures listed below:

\[
(r_3 \chi_1), \quad (\chi_1 \, r_3), \quad (r_2 \, 0 \, r_2), \quad (r_2 \, r_2 \chi_1), \quad (\chi_0 \, r_2), \quad (\chi_1 \, r_2 \, r_2),
\]

(B.45)

where we have used Eq. (B.43) and

\[
(\chi_1 \, r_2 \chi_1) = (\chi_1 \, r_2 \chi_1) = (\chi_0 \, r_2 \chi_1) = (r_2 \chi_1 \ldots \, r_m \chi_1) = (\chi_1 \, r_2 \ldots \, r_m \chi_1) = 0,
\]

(B.46)

for any $m \geq 0$. Thus, in summary we have

\[
\mathcal{O}(\omega^k) : \quad (R^k) = \{(r_2 \, r_2 \, 0), \quad (r_0 \, r_2)\},
\]

\[
\mathcal{O}(\omega^{k+1}) : \quad (R^k) = \{(r_3 \chi_1), \quad (\chi_1 \, r_3), \quad (r_2 \, 0 \, r_2), \quad (r_2 \, r_2 \, 0), \quad (\chi_0 \, r_2), \quad (r_0 \, r_2 \, r_2)\}.
\]

(B.47)

**Case $\mathcal{C}$ :**

For case $\mathcal{C}$, the lowest order starts at order $\omega^{k-1}$ for which all $\nu$'s are $(r_2)$'s and all $\chi$'s are $\chi_1$'s, i.e. $(R^r) = (\chi_1 \, r_2 \chi_1 \chi_1 \ldots \, r_2 \chi_1)$. However, this product is zero since $(\chi_1 \, r_2 \chi_1) = 0$.

The order $\omega^k$ terms consist of

\[
(r_0 \, r_3),
\]

(B.48)

where we have used Eq. (B.41), Eq. (B.43), Eq. (B.46) and

\[
(\chi_1 \, r_2 \chi_1) = (r_0 \, r_2 \chi_1) = 0,
\]

(B.49)

for all $m \geq 0$.

Similarly, the order $\omega^{k+1}$ terms are

\[
(r_0 \, 4), \quad (\chi_0 \, r_3), \quad (\chi_1 \, r_3), \quad (\chi_0 \, 2), \quad (\chi_0 \, r_2 \chi_1), \quad (\chi_1 \, r_2 \chi_0),
\]

(B.50)
where we have used Eq. (B.43) and Eq. (B.46). To summarize, we have

\[ O(\omega^k) : \ (R^k) = \{(x_0 R^3 R^0)\} \]
\[ O(\omega^{k+1}) : \ (R^k) = \{(x_0 R^4 R^0), \ (x_0 R^3 x_1), \ (x_1 R^3 x_0), \ (x_0 R^2 x_0)\}. \] (B.51)

**Case \( \bar{D} \):**

We note that in this case, each \( \upsilon \) is at least of order \( \omega^2 \) and hence the total order is at least \( \omega^{2k} \). For \( k \geq 1 \), this means that it could only contribute to order \( \omega^{k+1} \) for \( k = 1 \) (i.e. \( (R^k) = (R) \) where \( \upsilon = (R^2) \)). Thus we conclude that Case \( \bar{D} \) contains only one structure

\[ O(\omega^{k+1}) : \ (R^k) = (R^2). \] (B.52)

**Case \( \bar{E} \):**

For case \( \bar{E} \), we can have the following two structures

\[ O(\omega^{k-1}) : \ (R^k) = (x_1) = \{((R^0), \ \bar{x}_1)\}, \]
\[ O(\omega^k) : \ (R^k) = (x_0), \] (B.53)

At this point, we would like to summarize the results from the above analysis. Before doing so, we first introduce a useful symbol

\[ (R^{q}_{(\rho)}) \] (B.54)

to denote all possible structures (including those consist of zeroth and first order building blocks only) that can contribute to \( (R^q) \) at \( \omega^p \) order. Thus, the summary of the results from above could be stated as:

\[ (R^{q}_{(q-1)}) \equiv (x_1), \]
\[ (R^{q}_{(q)}) \equiv \{((x_0), \ (R^2 R^0), \ (R^0 R^2), \ (R^0 R^3 R^0)\}, \]
\[ (R^{q}_{(q+1)}) \equiv \{(x_2), \ (R^2 R^0 R^2), \ (R^3 x_1), \ (x_1 R^3), \ (R^2 R^0 x_0), \ (R^2 R^2 R^0), \ (R^0 R^2 R^2), \ (x_0 R^2), \ (R^0 R^4 R^0), \ (x_0 R^3 x_1), \ (x_1 R^3 x_0), \ (x_0 R^2 x_0), \ (x_0 R^2 R^2 R^0), \ (R^0 R^2 R^2 R^0)\}. \] (B.55)

We remind the readers that in the Einstein source computations in Appendix D.6 of Ref. [27], it was proved that 2nd and higher order terms in \( R \) do not contribute to \( (R^q) \) up to order \( \omega^q-1 \). This is why 2nd and higher order terms in \( R \) do not appear in \( (R^{q}_{(q-1)}) \). Furthermore, up to \( \omega^{q-2} \), all contributions (including zeroth and first order building blocks) to \( R^q \) vanish.
B.2.3 Structures of $\text{tr}[\nabla \chi R^{2k-1}]$ and $\text{tr}[\delta \Gamma R^{2k-1}]$

Let us consider the traces $\text{tr}[\nabla \chi R^{2k-1}]$ and $\text{tr}[\delta \Gamma R^{2k-1}]$ at constant $r$ (i.e. $dr = 0$). We will classify the various structures appearing up to order $\omega^{2k-1}$.

First, due to $\chi_2 \propto dr$ and

$$
\text{tr}[(0)\delta \Gamma]_{(r,0)}^{(1)} 1^{2k-2}] = \text{tr}[(0)\delta \Gamma]_{(r,0)}^{(1)} 1^{2k-2}] = 0, \\
\text{tr}[(0)\nabla \chi]_{(r,0)}^{(1)} 1^{2k-2}] = \text{tr}[(0)\nabla \chi]_{(r,0)}^{(1)} 1^{2k-2}] = 0, \\
(\text{for } k \geq 1), \text{ the lowest-order contributions to these traces are}
$$

$$
\mathcal{O}(\omega^{2k-1}) : \text{tr}[(\delta \Gamma)R^{2k-1}] = \{ \text{tr}[(0)\delta \Gamma](\mathcal{R}^{2k-1}_{(2k-1)}), \text{tr}[(1)\delta \Gamma](\mathcal{X}) \}, \\
\text{tr}[(\nabla \chi)R^{2k-1}] = \{ \text{tr}[(0)\nabla \chi](\mathcal{R}^{2k-1}_{(2k-1)}), \text{tr}[(1)\nabla \chi](\mathcal{X}) \}. (B.57)
$$

Once one substitutes the possible structures of $(\mathcal{R}^{2k-1}_{(2k-1)})$ from Eq. (B.55), using Eq. (B.56) and

$$
\text{tr}[(0)\nabla \chi]_{(r,0)}^{2} = \text{tr}[(0)\nabla \chi]_{(r,0)}^{2} = 0, \\
(\text{B.58})
$$

one finds that

$$
\mathcal{O}(\omega^{2k-1}) : \text{tr}[(\delta \Gamma)R^{2k-1}] = \{ \text{tr}[(0)\delta \Gamma](\mathcal{X}), \text{tr}[(1)\delta \Gamma](\mathcal{X}) \}, \\
\text{tr}[(\nabla \chi)R^{2k-1}] = \{ \text{tr}[(0)\nabla \chi](\mathcal{X}), \text{tr}[(1)\nabla \chi](\mathcal{X}) \}. (B.59)
$$

Thus, we conclude that $\text{tr}[\nabla \chi R^{2k-1}]$ and $\text{tr}[\delta \Gamma R^{2k-1}]$ start at $\omega^{2k-1}$ order and that second or higher order building blocks do not contribute to $\text{tr}[\nabla \chi R^{2k-1}]$ and $\text{tr}[\delta \Gamma R^{2k-1}]$ at order $\omega^{2k-1}$.

B.3 Behavior at horizon

In this part, we summarize various quantities evaluated at the horizon and some relation valid at horizon. In the rest of this Appendix, we assume that all equalities are evaluated at the horizon and ignore terms proportional to $dr$.

B.3.1 0th and 1st order terms

In particular, the metric at the horizon and its inverse simplify as

$$
G_{rr} = 0, \quad G_{r} = -u, \quad G_{\mu} = r_{H}^{2}P_{\mu}, \\
G_{rr} = 0, \quad G_{rr} = u, \quad G_{\mu} = r_{H}^{-2}P_{\mu}.
$$

The gauge field and the connection 1-form at the 0th and 1st orders are evaluated at the horizon as

$$
A = mu, \\
\Gamma_{r}^{r} = (2\pi T)u, \quad \Gamma_{r}^{r} = 0, \quad \Gamma_{r}^{r} = r_{H}^{-2}(r_{H}P_{\mu} + \omega_{\mu}^{\nu})dx^{\nu}, \\
\Gamma_{r}^{r} = [u^{\lambda}u_{\rho}(2\pi T) - \omega_{\rho}]u - r_{H}u^{\lambda}P_{\rho}dx^{\nu} - u_{\rho}^{\lambda}u_{\nu}dx^{\nu}, (B.60)
$$
while its variation is

\[
\begin{align*}
(0)\delta A &= \delta(\mu u), \\
(0)\delta \Gamma^\nu_r &= \delta((2\pi T)u), \\
(0)\delta \Gamma^r_\rho &= 0, \\
(0)\delta \Gamma^\nu_r &= r_H^{-2}(r_H u^r \delta u + r_H \delta u^r u) - r_H^{-2}(\delta r_H)(P^\mu_\nu dx^\nu), \\
(0)\delta \Gamma^\mu_\rho &= [(u_\rho \delta u^\mu + u^\mu \delta u_\rho)(2\pi T) + u^\mu u_\rho(2\pi T)] u + u^\mu u_\rho(2\pi T) \delta u \\
&\quad - \delta r_H u^\mu P_\rho\nu dx^\nu - r_H \delta u^\mu P_\rho\nu dx^\nu - r_H u^\mu \delta u_\rho u - r_H u^\mu u_\rho \delta u,
\end{align*}
\]

for the 0th order part and

\[
\begin{align*}
(1)\delta A &= 0, \\
(1)\delta \Gamma^r_\rho &= (1)\delta \Gamma^r_\rho = 0, \\
(1)\delta \Gamma^\nu_r &= r_H^{-2}(\delta \omega^\mu_\nu dx^\nu) - 2r_H^{-3}(\delta r_H)(\omega^\mu_\nu dx^\nu), \\
(1)\delta \Gamma^\mu_\rho &= -\omega^\mu_\rho \delta u - \delta u_\rho \omega^\mu_\nu dx^\nu - u_\rho \omega^\mu_\nu dx^\nu - \delta \omega^\mu_\rho u,
\end{align*}
\]

for the 1st order part.

As for the covariant derivative of \(\xi^a\) at the horizon, we have at the lowest order of derivative expansion:

\[
(0)\nabla_a \xi^a = \frac{1}{T} u^\mu \partial_\mu, \quad (0)\nabla_r \xi^r = -2\pi, \quad (0)\nabla_\mu \xi^r = (0)\nabla_\mu \xi^\nu = 0, \quad (0)\nabla_\mu \xi^\nu = -2\pi u_\mu u^\nu.
\]

We note that there is no 1st order term in the above equation and higher order terms of the derivative expansion start with the 2nd order. Therefore, we will drop the ‘(0)’ superscript on \(\nabla \xi\) in the discussions in this subsection.

Let us consider the products of \(F\)'s or \(R\)'s evaluated at the horizon. Since \((r_0) \propto dr \wedge u\), we have that

\[
(F^k) = (r_1^k) = (2\mu\omega)^k.
\]

For the product of \(R\)'s, all products containing more than one \((r_0)\) vanish or are proportional to \(dr\), i.e. \(\chi_m = 0\) or proportional to \(dr\) for \(m \geq 2\). We next consider the products of the curvature 2-form containing only one \((r_0)\), i.e. \(\chi_1\) terms. At the horizon, nontrivial components of this kind of the products are (for \(k \geq 0\))

\[
\begin{align*}
(r_0^k 1^k)_r &= (r_H^{-1}(2\pi T))dx^\mu \wedge u \wedge (2(2\pi T)\omega)^k, \\
(r_1^k 0^k)_\rho &= (-1)^{(k+1)}r_H(2\pi T)(2(2\pi T)\omega)^k \wedge (u^\mu P_\rho\nu dx^\nu) \wedge u.
\end{align*}
\]

We also note that the existence of more than one \(\chi_1\) in a given term implies that such term vanishes, since all the nonzero elements in \(\chi_1\) are proportional to \(u\) at horizon.

For the products with \((r_1)\)'s only, i.e. \(\chi_0\) terms, we have

\[
\begin{align*}
(r_1^m)^r &= (2(2\pi T)\omega)^m, \\
(r_1^m)^\mu &= (\ldots) \wedge \omega^\mu_\sigma dx^\sigma \wedge u, \\
(r_1^m)^\rho &= 0, \\
(r_1^m)^\mu_\rho &= (-1)^{m+1}(2(2\pi T)\omega)^m u^\mu u_\rho + (\ldots) \wedge u^\mu \omega_\rho dx^\nu \wedge u.
\end{align*}
\]
The explicit form of \((\ldots)\)'s appearing in the above expressions are not need for our calculation.

The following relations on traces are also useful

\[
\text{tr}[\delta \Gamma \nabla \xi] = -(2\pi) \left[ 2\delta(2\pi T u) - r_H \delta u + u_\mu \delta \omega^\mu \nu dx^\nu \right], \quad \text{(B.67)}
\]
\[
\text{tr}[\nabla \xi R] = -(4\pi) \times (2\pi T)(2\omega), \quad \text{(B.68)}
\]
\[
\text{tr}[\delta \Gamma R] = r_H u \wedge (2(2\pi T)\delta \omega) + (2\delta(2\pi T u) - r_H \delta u) \wedge (2(2\pi T)\omega), \quad \text{(B.69)}
\]
\[
\text{tr}[\nabla (\nabla(1)^{2k})] = 0, \quad \text{(B.70)}
\]
\[
\text{tr}[\nabla (\nabla(1)^{2k+1})] = -(2\pi) \times 2(2(2\pi T)\omega)^{2k+1}, \quad \text{(B.71)}
\]
\[
\text{tr}[\delta \Gamma(1)^{2k+1}] = (2\delta(2\pi T u) - r_H \delta u) \wedge (2(2\pi T)\omega)^{2k+1}, \quad \text{(B.72)}
\]
\[
\text{tr}[\delta \Gamma(1)^{2k-2}] = \text{tr}[\delta \Gamma(1)^{12k}], \quad \text{(B.73)}
\]
\[
\text{tr}[\nabla \xi(1)^{2k-2}] = \text{tr}[\nabla \xi(1)^{12k}], \quad \text{(B.74)}
\]

Here we stress that only 0th and 1st order terms are considered for \(R, \delta \Gamma\) and \(\nabla \xi\), while all terms proportional to \(dr\) have been dropped. Furthermore, at the horizon, we can prove the following relations:

\[
\delta \Gamma^\rho_\rho = 0, \quad u_\mu \delta \Gamma^\mu_\rho = \delta(2\pi T u) - r_H \delta u + u_\mu(\delta \omega^\mu_\nu dx^\nu),
\]
\[
u_\mu(1)^{1k}_R = u_\rho(1)^{1k}_R = 0,
\]
\[
u_\mu(1)^{1m}_R = u_\rho(1)^{1m}_R = (-1)^m u^\nu(2\pi T \omega),
\]
\[
\text{tr}[\delta \Gamma(1)^{0}]u_\rho^\nu \omega^\mu dx^\nu \wedge u = 0, \quad \text{(B.75)}
\]

\[
\delta \Gamma^c_d(1)^{a}(\nabla b \xi^a)(1)^{b}_c = (\nabla b \xi^a)(1)^{b}_c = 0,
\]
\[
(\nabla b \xi^a)(1)^{b}_c = 0, \quad (\nabla b \xi^a)(1)^{b}_c = 0,
\]
\[
(\nabla b \xi^a)(1)^{b}_c = 0, \quad (\nabla b \xi^a)(1)^{b}_c = 0, \quad (\nabla b \xi^a)(1)^{b}_c = 0.
\]

\[
\text{(B.67)}
\]

\[
\text{(B.76)}
\]

And in particular it follows that

\[
\text{tr}[\nabla \xi(1)^{a}] = \text{tr}[\nabla \xi(1)^{a}] = (\nabla b \xi^a)(1)^{b}_c = (\nabla b \xi^a)(1)^{b}_c = 0.
\]

\[
\text{(B.77)}
\]

Another useful identity is

\[
(\delta \Gamma)^c_d(1)^{a} = 0.
\]

\[
\text{(B.78)}
\]

For computing the Chern-Simons contribution to the entropy using Tachikawa-like formula, we also need

\[
\text{tr}[\nabla \xi] = -(4\pi)(2\pi T)u. \quad \text{(B.79)}
\]

**B.3.2 2nd and higher order terms**

Now we summarize some useful relations relevant to 2nd and higher order terms evaluated at the horizon. First, since \((2,2) \propto dr\), we do not need to deal with it. For product of curvature two-forms, one of the most important relations for our our purpose is \(\text{tr}[h_{(2)} \xi(1)] = 0\) which is valid for any \(r\). Moreover, the non-zero components of \((1)^{2k}_R \xi(1)_0)\) and \((1)^{2k}_R \xi(1)_0)\) are

\[
(1)^{2k}_R \xi(1)_0) \propto u \wedge (P^\mu dx^\nu) \wedge (P^\rho dx^\nu), \quad \text{(B.80)}
\]
which lead to
\[
(\chi_{0,R}^0)_{2} = (\chi_{0,R}^2)_{2} = (R_{0,R}^2)_{2} = (R_{2,R}^0)_{2} = (R_{2,R}^2)_{2} = 0,
\]
and
\[
\text{tr}[(0)\delta \Gamma](R_{0,R}^2) = \text{tr}[(0)\delta \Gamma](R_{2,R}^0) = 0. \tag{B.82}
\]
Furthermore, in \((R_{2,R}^0 \chi_1)\) and \((\chi_{1,R}^2)\), the only non-zero objects are (for \(k \geq 0\))
\[
(R_{2,R}^0 1^k), \quad (R_{2,R}^0 1^k 0) \sim (R_{2,R}^0 0), \quad (R_{1,R}^k 0^k 0), \quad (R_{0,R}^k 1^k 2) \sim (R_{0,R}^0 2), \tag{B.83}
\]
leading to
\[
(\chi_{0,R}^2 \chi_1) = (\chi_{1,R}^2 \chi_0) = 0. \tag{B.84}
\]
We note that the non-zero possibilities in \((R_{2,R}^0 \chi_1)\) and \((\chi_{1,R}^2)\) are reducible to \((R_{2,R}^0 0)\) and \((R_{0,R}^2)\) (wedged by an appropriate power of \((2\Phi_T \omega)\)).

The following relations are also useful:
\[
(0)\nabla_b \xi^a \chi_R^2 = (0)\nabla_b \xi^a (R_{2,R}^0 0) = 0, \quad u \wedge (P_{\mu\nu} dx^\nu) \wedge (R_{2,R}^0 2) = 0. \tag{B.85}
\]

### B.4 Asymptotic fall-offs at boundary

We summarize the asymptotic behavior of some quantities at \(r = \infty\). We note here again that here we ignore terms proportional to \(dr\).

#### B.4.1 0th and 1st order terms

In this subsection, all building blocks are considered up to first order and in particular we drop their superscript that we usually use to denote their derivative orders. For \(\Phi, \Phi_T\) and \(\Psi\), we have
\[
\Phi|_\infty = \frac{q}{r^{d-2}}, \quad \Psi|_\infty \rightarrow \frac{r^2}{2} - \frac{m}{2r^{d-2}} + O\left(\frac{1}{r^{2(d-2)}}\right), \quad \Phi_T|_\infty \rightarrow \frac{md}{2r^{d-1}} + O\left(\frac{1}{r^{2d-3}}\right),
\]
\[
\frac{\delta \Phi}{r^{d-2}}, \quad \delta \Psi|_\infty \rightarrow -\frac{\delta m}{2r^{d-2}} + O\left(\frac{1}{r^{2(d-2)}}\right), \quad \delta \Phi_T|_\infty \rightarrow \frac{\delta m d}{2r^{d-1}} + O\left(\frac{1}{r^{2d-3}}\right). \tag{B.86}
\]

For \(\nabla_a \xi^b\), from (B.9) we have
\[
\nabla_r \xi^r|_\infty = ru_\beta \xi^\beta + O(r^{-d+1}), \quad \nabla_r \xi^\mu|_\infty = r^{-1} P^\mu_{\beta} \xi^\beta + O(r^{-2}), \tag{B.87}
\]
\[
\nabla_\mu \xi^\mu|_\infty = -r^3 \eta_{\mu \beta} \xi^\beta + O(r^{-d+3}), \quad \nabla_\mu \xi^\nu|_\infty = -r u^\nu \eta_{\mu \beta} \xi^\beta + \partial_\mu \xi^\nu + O(r^{-d+1}),
\]
and the gauge field and the connection one-form are
\[
A|_\infty = r^{-d+2}(qu), \quad \Gamma^r|_\infty = ru + O(r^{-d+1}), \quad \Gamma^r_\rho|_\infty = -r^3 \eta_{\rho \nu} dx^\nu + O(r^{-d+3}),
\]
\[
\Gamma^\mu|_\infty = r^{-1} P^\mu_{\nu} + r^{-2} \omega^\mu_{\nu} dx^\nu, \quad \Gamma^\mu_\rho|_\infty = -ru^\mu \eta_{\rho \nu} dx^\nu + O(r^{-d+1}). \tag{B.88}
\]
Now assuming $\delta r = 0$, we have the variation of the gauge field and the connection one-form as follows:

$$\delta A|_\infty = r^{-d+2}\delta(q\omega),$$
$$\delta \Gamma^r_{r|\infty} = r(\delta u) + O(r^{-d+1}), \quad \delta \Gamma^r_{\rho|\infty} = O(r^{-d+3}),$$
$$\delta \Gamma^\mu_{r|\infty} = r^{-1}(u^\mu\delta u + \delta u^\mu u) + r^{-2}(\delta \omega^\mu_\nu dx^\nu),$$
$$\delta \Gamma^\mu_{\rho|\infty} = -r(\delta u^\mu)\eta_{\rho\nu}dx^\nu + O(r^{-d+1}).$$

(B.89)

For the 0th and 1st order terms in the field strength and curvature two-form, from the explicit form of these terms, we have (note that $(_r 0) \propto dr \wedge u$)

$$( _r 1 )|_\infty = r^{-d+2} q(2\omega),$$
$$(_r 0)^r_{r|\infty} = 0, \quad (_r 0)^\mu_{r|\infty} = dx^\mu \wedge u + O(r^{-d}),$$
$$(_r 0)^r_{\rho|\infty} = 0, \quad (_r 0)^\mu_{\rho|\infty} = -r^2 dx^\mu \wedge (\eta_{\rho\nu} dx^\nu) + O(r^{-d+2}),$$
$$(_r 1)^r_{r|\infty} = O(r^{-d+1}), \quad (_r 1)^\mu_{r|\infty} = O(r^{-d-1}),$$
$$(_r 1)^r_{\rho|\infty} = O(r^{-d+3}), \quad (_r 1)^\mu_{\rho|\infty} = O(r^{-d+1}).$$

(B.90)

### B.4.2 Fall-off of 2nd order term at boundary from direct computations

For the field strength, since $(_r 2) \propto dr$, we do not need to take this into account when we evaluate the fall-off behaviors of $T_1$ and $T_2$ in Appendix. I.

For the the second order terms in the curvature two-form $(_r 2)$, we can find their fall-off behaviors from the explicit metric (up to second order) in Eq. (B.27). The contributions to $(_r 2)$ purely from the zeroth order metric can be found in Eq. (B.31) and hence we can just take the $r \to \infty$ limit to see the falloffs.\(^{13}\)

$$(_r 2)^r_{r|G(0)} = (_r 2)^r_{\rho|G(0)} = 0, \quad (_r 2)^\mu_{r|G(0)} = O(r^{-d-2}), \quad (_r 2)^\mu_{\rho|G(0)} = O(r^{-d}).$$

(B.92)

Here, for a general 2nd order building block $(_g 2)$ (or, $^{(2)}\mathcal{B}$) made of the metric (and its derivatives), we introduced the notation $(_g 2)|_{G(0)}$ (or, $^{(2)}\mathcal{B}|_{G(0)}$) to denote the contribution containing the zeroth order metrics only. The remaining part (which contains a second order metric) is defined as $(_g 2)|_{G(2)} = (_g 2) - (_g 2)|_{G(0)}$ (or in general $^{(2)}\mathcal{B}|_{G(2)} = ^{(2)}\mathcal{B} - ^{(2)}\mathcal{B}|_{G(0)}$).

On the other hand, the rest of the contribution to the second order curvature two-form (in which there is a second order metric and the derivatives inside of the definition of the curvature two-form are all $\partial_r$) at the boundary is evaluated as follows: We recall the definition of the curvature 2-form $\mathcal{R}^a_b = d\Gamma^a_b + \Gamma^a_c \wedge \Gamma^c_b$. The second order metric can not contribute to $(_r 2)^a_b$ through the $d\Gamma^a_b$ term (at order $\omega^2$) since $d[\mathcal{R}^a_b]|_{G(2)}$ is proportional to $dr$ or of order $\omega^3$. Therefore, we only need to compute the 2nd order metric contribution to the term $(\Gamma^a_c \wedge \Gamma^c_b)$, which is given by

$$(^{(2)}\Gamma^a_c \wedge \Gamma^c_b)|_{G(2)} = (^{(2)}\Gamma^a_c)|_{G(2)} \wedge (^{(2)}\Gamma^c_b) + (^{(0)}\Gamma^a_c) \wedge (^{(2)}\Gamma^c_b)|_{G(2)}.$$

(B.93)

\(^{13}\)To simplify the notation, we often neglect the subscript ‘$\infty$’, even when a given quantity is evaluated at the boundary.
Now, from the explicit second order metric solutions, we deduce the fall-offs of the connection one-form from the second order metric:

\[
\begin{align*}
(\mathbf{2})\Gamma^\nu_{\rho\gamma}|_{G(2)} &= (\mathbf{2})\Gamma^\mu_{\rho\gamma}|_{G(2)} = \mathcal{O}(r^{-1}), \\
(\mathbf{2})\Gamma^\mu_{\nu\rho}|_{G(2)} &= \mathcal{O}(r^3), \\
(\mathbf{2})\Gamma^\nu_{\rho\gamma}|_{G(2)} &= \mathcal{O}(r).
\end{align*}
\] (B.94)

Combining above and the fall-offs of \((0)\Gamma^a_{\mu b}\) from Eq. (B.88), we obtain that

\[
(\mathbf{2})(\Gamma \wedge \Gamma)^r_{\gamma}|_{G(2)} = (\mathbf{2})(\Gamma \wedge \Gamma)^\mu_{\gamma}|_{G(2)} = (\mathbf{2})(\Gamma \wedge \Gamma)^\nu_{\gamma}|_{G(2)} = \mathcal{O}(r^0), \\
(\mathbf{2})(\Gamma \wedge \Gamma)^r_{\nu}|_{G(2)} = \mathcal{O}(r^2),
\] (B.95)

and thus

\[
(\mathbf{2})^r_{\gamma}|_{G(2)} = (\mathbf{2})^\mu_{\gamma}|_{G(2)} = (\mathbf{2})^\nu_{\gamma}|_{G(2)} = \mathcal{O}(r^0), \\
(\mathbf{2})^r_{\nu}|_{G(2)} = \mathcal{O}(r^2).
\] (B.96)

Therefore, combining the contributions from \(G(0)\) and \(G(2)\), we find

\[
(\mathbf{2})^r_{\gamma} = (\mathbf{2})^\mu_{\gamma} = (\mathbf{2})^\nu_{\gamma} = \mathcal{O}(r^0), \\
(\mathbf{2})^r_{\nu} = \mathcal{O}(r^2),
\] (B.97)

at infinity. In particular, this indicates that \((\mathbf{2})^r\) under the rough estimates is

\[
(\mathbf{2})^r \sim r^2.
\] (B.98)

We note that in the above derivations, we rely heavily on the explicit form of the second order metric solutions. In general, due to Weyl covariance of the CFT\(_2\) at infinity. In particular, this indicates that \((\mathbf{2})^r\) under the rough estimates is

\[
(\mathbf{2})^r \sim r^2.
\] (B.98)

We note that in the above derivations, we rely heavily on the explicit form of the second order metric solutions. In general, due to Weyl covariance of the CFT\(_2\) and its extension to the bulk, the fall-off in Eq. (B.98) can be derived without making use of any information about the explicit second order metric solutions. The proof of Eq. (B.98) using Weyl scaling is presented in Appendix L.4. Therefore, the estimate in Eq. (B.98) is in fact valid in more general setups.

### B.5 Explicit structures in AdS\(_{5}\)

In Appendix G, we need to deal with traces of products of \(\delta\Gamma^a_{\gamma b}, \nabla_a \xi^b\) and \(R\). Here we summarize some useful results for the computations of these traces. We note that we will ignore all order \(\omega^2\) and higher order building blocks in this Appendix.

Let us first consider a product of \(\delta\Gamma^a_{\gamma b}\) and \(R\). We have the following results related to this:

\[
\begin{align*}
\delta\Gamma^r_{\gamma}(\mathbf{1})^r &= \delta\Gamma^\rho_{\gamma}(\mathbf{0})^\rho = \delta\Gamma^\rho_{\gamma}(\mathbf{0})^\rho = 0, \\
\delta\Gamma^\gamma_{\rho\mu}(\mathbf{0})^\rho &= -2r^{-1}\mathbf{u} \wedge \left[ (\delta\Psi)(2\Phi_T \omega) + \left( \Psi - \frac{1}{2}r^2 \right)(2\Phi_T \delta\omega) \right], \\
\delta\Gamma^r_{\gamma}(\mathbf{1})^r &= (\Psi' \delta\mathbf{u} + \mathbf{u} \delta\Psi') \wedge (2\Phi_T \omega), \\
\delta\Gamma^\gamma_{\rho\mu}(\mathbf{1})^\rho &= -2r^{-1}(\delta\Psi)\mathbf{u} \wedge (2\Phi_T \omega), \\
\delta\Gamma^r_{\gamma}(\mathbf{1})^r &= -2r^{-1}(\delta\Psi)\mathbf{u} \wedge (2\Phi_T \omega), \\
\delta\Gamma^\gamma_{\rho\mu}(\mathbf{1})^\rho &= [(\Psi' \delta\mathbf{u} + \mathbf{u} \delta\Psi') - r\delta\mathbf{u}] \wedge (2\Phi_T \omega).
\end{align*}
\] (B.99)
For a product of $\nabla_a \xi^b$ and $R$, we have

$$\nabla_r \xi^r(\mu 0)^r_r = \nabla_r \xi^\mu(\mu 0)^r_\mu = 0 ;$$
$$\nabla_\mu \xi^r(\mu 0)^\mu_r = -2\Psi \nabla^\mu \xi \wedge u ,$$
$$\nabla_\mu \xi^\rho(\mu 0)^\mu_\rho = \partial_\mu \xi^\rho \left[ -r \Phi_T u^\rho \eta_{\rho \beta} dx^\beta \wedge u + 2r^{-1} \Psi \Psi' u_\rho dx^\mu \wedge u - 2\Psi dx^\mu \wedge P_{\rho \mu} dx^\nu \right]$$
$$+ 2\Psi \Psi' \xi \wedge u + r^{-2}(2\Psi - r^2) \omega_{\beta \mu} \xi^\beta \left[ r \Phi_T + \Psi \right] u \wedge dx^\nu$$
$$+ 2r^{-2}(2\Psi - r^2) u_\beta \xi^\beta \Psi(2\omega) ,$$
$$\nabla_r \xi^r(\mu 1)^r_r = \Psi'(u_\beta \xi^\beta)(2\Phi_T \omega) ,$$
$$\nabla_r \xi^\rho(\mu 1)^r_\rho = r^{-1}(2\Psi) u \wedge (\Phi T \xi^\beta \omega_{\beta \mu} dx^\nu) ,$$
$$\nabla_\mu \xi^r(\mu 1)^\mu_r = r^{-1}(2\Psi) u \wedge (\Phi T \xi^\beta \omega_{\beta \nu} dx^\mu) ,$$
$$\nabla_\mu \xi^\rho(\mu 1)^\mu_\rho = \Psi'(u_\beta \xi^\beta)(2\Phi_T \omega) ,$$

(B.100)

For a product of $\delta \Gamma^a_{\mu b}$ and $\nabla_\nu \xi^d$, we obtain

$$\delta \Gamma^r_r \nabla_r \xi^r = \Psi' u_\beta \xi^\beta \left[ (\delta \Psi) u + P_{\rho \delta} \right] + \mathcal{O}(\omega) ,$$
$$\delta \Gamma^r_\rho \nabla_r \xi^\rho = \xi^\beta \left[ -(2\delta \Psi)(P_{\beta \nu} dx^\nu) + (2\Psi) \Psi'(u_\beta \xi^\beta) + \mathcal{O}(\omega) \right] ,$$
$$\delta \Gamma^\mu_\mu \nabla_\mu \xi^\mu = -2\Psi \xi^\beta \left[ (\delta u_\beta) u + r^{-1} \Psi' u_\beta \xi^\delta + \mathcal{O}(\omega) \right] ,$$
$$\delta \Gamma^\mu_\rho \nabla_\mu \xi^\rho = \Psi' u_\beta \xi^\beta \left[ (\delta u_\beta) u + (\Psi' - r) \delta u \right] + r \Psi'(\xi^\beta \omega_{\beta \delta}) u + \mathcal{O}(\omega) .$$

(B.101)

C Useful relations II

This Appendix summarizes some useful relations that are relevant to the computation of the the Einstein-Maxwell part of asymptotic charges and entropy.

C.1 Gauge field, metric and Hodge duals

Here we explicitly compute the Hodge-duals of some quantities on the rotating charged AdS black hole background (2.4). The results summarized here will be useful for the evaluation of the differential Noether charges.

For convenience, we start with a summary of the bulk metric and gauge field for the rotating charged AdS black hole solution (2.4):

$$G_{\tau \tau} = 0 , \quad G_{r \mu} = -u_\mu ,$$
$$G_{\mu \nu} = -r^2 f u_\mu u_\nu + r^2 P_{\mu \nu} + \ldots + g_v [u_\mu V_\nu + u_\nu V_\mu] + \ldots ,$$
$$G^\tau_\tau = r^2 f + \ldots , \quad G^\mu_\nu = \frac{1}{r^2} P^{\mu \nu} + \ldots ,$$
$$G^\mu_\mu = u^\mu + \ldots + \frac{g_v}{r^2} V^\mu + \ldots$$
$$A = A_\infty + \Phi(r, q) u_\mu dx^\mu + \ldots + a_v(r, m, q)V_\mu dx^\mu + \ldots$$.
where we have retained only the leading order contributions to the parity even and parity odd part in the derivative expansion. The gauge field strength is given by

$$F = dr \wedge \left[ \frac{d\Phi}{dr} u_\mu + \ldots + \frac{da}{dr} V_\mu + \ldots \right] \ dx^\mu + \ldots, \quad (C.2)$$

It is useful to summarize the Hodge-duals of the following zero forms and one forms:

$$\ast 1 = \sqrt{-G} \ dr \wedge \ast_{\text{CFT}} 1 = r^{d-1} dr \wedge \ast_{\text{CFT}} 1 + \ldots$$

$$\ast dr = \sqrt{-G} \ G^{\tau \rho} \ast_{\text{CFT}} 1 + \sqrt{-G} \ G^{\nu \mu} \eta_{\nu \rho} \ dr \wedge \ast_{\text{CFT}} dx^\nu$$

$$= r^{d+1} f \ast_{\text{CFT}} 1 + r^{d-1} \left[ u_\mu + \frac{g_v}{r^2} V_\mu \right] \ dr \wedge \ast_{\text{CFT}} dx^\mu + \ldots, \quad (C.3)$$

$$\ast dx^\mu = \sqrt{-G} \ G^{\mu \nu} \ast_{\text{CFT}} 1 - \sqrt{-G} \ G^{\mu \nu} \eta_{\nu \lambda} \ dr \wedge \ast_{\text{CFT}} dx^\lambda$$

$$= r^{d-1} \left( u^\mu + \frac{g_v}{r^2} V^\mu \right) \ast_{\text{CFT}} 1 - r^{d-3} P_\nu \ dr \wedge \ast_{\text{CFT}} dx^\nu + \ldots,$$

where we have dropped again the sub-leading contributions in the fluid/gravity derivative expansion. Here we also summarize the formulae for Hodge-duals of 2-forms:

$$\ast (dr \wedge dx^\mu) = \sqrt{-G} \left[ G^{\tau \rho} G^\mu_\nu - G^\rho_\tau G^\nu_\mu \right] \eta_{\nu \lambda} \ast_{\text{CFT}} dx^\lambda$$

$$+ \sqrt{-G} \ G^{\tau \rho} G^{\nu \mu} \eta_{\nu \lambda} \eta_{\rho \beta} \ dr \wedge \ast_{\text{CFT}} (dx^\lambda \wedge dx^\sigma)$$

$$= r^{d-1} \left[ f P^\mu_\nu - (u^\mu + \frac{g_v}{r^2} V^\mu) \ (u^\nu + \frac{g_v}{r^2} V^\nu) \right] \ast_{\text{CFT}} dx^\nu$$

$$+ r^{d-3} \left[ u_\lambda + \frac{g_v}{r^2} V_\lambda \right] P^\mu_\sigma \ dr \wedge \ast_{\text{CFT}} (dx^\lambda \wedge dx^\sigma) + \ldots, \quad (C.4)$$

and

$$\ast (dx^\mu \wedge dx^\nu) = \sqrt{-G} \left[ G^{\mu \nu} G^{\lambda \rho} - G^{\lambda \mu} G^{\nu \rho} \right] \eta_{\lambda \alpha} \ast_{\text{CFT}} dx^\alpha$$

$$+ \sqrt{-G} \ G^{\mu \alpha} G^{\nu \beta} \eta_{\lambda \alpha} \eta_{\rho \beta} \ dr \wedge \ast_{\text{CFT}} (dx^\lambda \wedge dx^\sigma)$$

$$= r^{d-3} \left[ (u^\mu + \frac{g_v}{r^2} V^\mu) P^\nu_\lambda - (u^\nu + \frac{g_v}{r^2} V^\nu) P^\mu_\lambda \right] \ast_{\text{CFT}} dx^\lambda$$

$$+ r^{d-5} P^\alpha_\mu P^\nu_\beta \ dr \wedge \ast_{\text{CFT}} (dx^\alpha \wedge dx^\beta) + \ldots, \quad (C.5)$$

From this expression, we can obtain

$$\ast (dx^\nu \wedge dx_r) = -r^{d-1} \left( u^\mu + \frac{g_v}{r^2} V^\mu \right) \ast_{\text{CFT}} dx^\mu + dr \wedge (\ldots) + \ldots,$$

$$\ast (dx^\mu \wedge dx_r) = r^{d+1} \left[ \eta_{\nu \rho} \ast_{\text{CFT}} dx^\nu + dr \wedge (\ldots) + \ldots, \quad (C.6)$$

$$\ast (dx^\mu \wedge dx_\tau) = -r^{d-3} P^\nu_\rho \ ast_{\text{CFT}} dx^\nu + dr \wedge (\ldots) + \ldots,$$

$$\ast (dx^\mu \wedge dx_\lambda) = r^{d-1} \left( u^\mu + \frac{g_v}{r^2} V^\mu \right) \eta_{\lambda \nu} \ast_{\text{CFT}} dx^\lambda + dr \wedge (\ldots) + \ldots.$$
The definition and detail of the function $Q^{(V)}$ is provided in Ref. [27].

For the evaluation of the differential Noether charges at the horizon, it is useful to explicitly write down the Hodge-duals of the two-forms evaluated at the horizon

$$
{*(dx^r \wedge dx_r)|_{hor} = -r_H^{d-1} CFT u + \ldots,}
$$

$$
{*(dx^r \wedge dx_\mu)|_{hor} = \ldots,}
$$

$$
{*(dx^\mu \wedge dx_r)|_{hor} = -r_H^{d-3} P_\nu^{\mu} CFT dx^\nu + \ldots,}
$$

$$
{*(dx^\mu \wedge dx_\nu)|_{hor} = r_H^{d-1} u^{\mu} u_\nu CFT dx^\lambda + \ldots.}
$$

which also lead to

$$
{i_\xi^* (dx^r \wedge dx_r)|_{hor} = i_\xi^* (dx^r \wedge dx_\mu)|_{hor} = \ldots,}
$$

$$
{i_\xi^* (dx^\mu \wedge dx_r)|_{hor} = -T^{-1} r_H^{d-3} P_\nu^{\mu} CFT (dx^\nu \wedge u) + \ldots,}
$$

$$
{i_\xi^* (dx^\mu \wedge dx_\nu)|_{hor} = T^{-1} r_H^{d-1} u^{\mu} u_\nu CFT (dx^\lambda \wedge u) + \ldots.}
$$

Here we have used $\xi^{\mu}|_{hor} = u^\mu / T$.

Another useful identity about Hodge duals is the following: Let $N$ be a $p$-form with legs only along the boundary direction and is completely transverse to the velocity $u_\mu$. Then, it satisfies

$$
(*_{CFT} N) \wedge dr = \frac{(-1)^d}{r^{d-1-2p}} *_{CFT} N.
$$

**C.2 Christoffel symbols**

In the course of the computation of the differential Noether charge, we will also frequently encounter the evaluation of the Christoffel symbols on the rotating charged AdS black hole background. Here we summarize the explicit form of the Christoffel symbols with all the indices lowered on this background :

$$
\Gamma_{rrr} = \Gamma_{rr\mu} = \Gamma_{r\mu r} = \Gamma_{\mu r\lambda} = 0 + \ldots,
$$

$$
\Gamma_{\mu\nu r} = -\Gamma_{r\mu\nu} = \frac{1}{2} \partial_r G_{\mu\nu} + \ldots,
$$

where we have retained only the leading order contributions in the fluid/gravity derivative expansion. This leads to

$$
\Gamma^r_{rr} = \Gamma^\mu_{rr} = 0 + \ldots,
$$

$$
\Gamma^r_{r\mu} = \frac{1}{2} \frac{1}{d(r^2 f)} u_\mu - \frac{1}{2} r^2 \frac{d}{dr} \left( \frac{g_r}{r^2} \right) V_\mu + \ldots,
$$

$$
\Gamma^r_{\mu\nu} = \frac{1}{2} r^2 f \frac{d(r^2 f)}{dr} u_\mu u_\nu - r^3 f P_{\mu\nu} - \frac{1}{2} r^2 f \frac{dg_r}{dr} (V_\mu u_\nu + V_\nu u_\mu) + \ldots,
$$

$$
\Gamma^\mu_{\nu r} = \frac{1}{r} P_{\nu r} + \frac{1}{2 r^2} \frac{dg_r}{dr} V^\mu u_\nu + \ldots,
$$

$$
\Gamma^\mu_{\nu\lambda} = \frac{1}{2} \frac{1}{d(r^2 f)} \left( u^\mu + g_r r^2 V_\mu \right) u_\nu u_\lambda - r \left( u^\mu + g_r r^2 V_\mu \right) P_{\nu\lambda}
$$

$$
- \frac{1}{2} \frac{dg_r}{dr} u^\mu [u_\nu V_\lambda + u_\lambda V_\nu] + \ldots.
$$
In particular, at the horizon, the Christoffel symbols simplify to
\[
\Gamma^r_{rr|\text{hor}} = \Gamma^\mu_{rr|\text{hor}} = \Gamma^r_{\mu\nu|\text{hor}} = 0 + \ldots ,
\]
\[
\Gamma^r_{r\mu|\text{hor}} = (2\pi T)u_\mu - \frac{1}{2} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} V_\mu + \ldots ,
\]
\[
\Gamma^\mu_{\nu r|\text{hor}} = r_H^{-1} P^\mu_\nu + \frac{1}{2r_H^2} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} V^\mu u_\nu + \ldots ,
\]
\[
\Gamma^\mu_{\nu\lambda|\text{hor}} = (2\pi T)u^\mu u_\nu u_\lambda - r_H u^\mu P_{\nu\lambda} - \frac{1}{2} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} u^\mu [u_\nu V_\lambda + u_\lambda V_\nu] + \ldots .
\]
where we have used \((1/2)r_H^2 f' (r_H) = \Phi_T (r_H) = (2\pi T)\). We can also write down the connection one-form \(\Gamma^a_b = \Gamma^a_{bc} dx^c\) at the horizon by using this result :
\[
\Gamma^r_r|\text{hor}} = (2\pi T)u - \frac{1}{2} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} V + \ldots ,
\]
\[
\Gamma^\mu_r|\text{hor}} = r_H^{-1} P^\mu_\nu dx^\nu + \frac{1}{2r_H^2} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} V^\mu u + \ldots ,
\]
\[
\Gamma^r_\mu|\text{hor}} = \ldots ,
\]
\[
\Gamma^\nu_\mu|\text{hor}} = (2\pi T)u^\nu u_\mu u - r_H u^\nu P_{\mu\lambda} dx^\lambda - \frac{1}{2} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} u^\nu (u_\mu V + V_\mu u) + \ldots .
\]

C.3 \(\nabla \xi\)

Let us consider a vector \(\xi^\mu\) along the boundary directions which is only dependent on the boundary coordinates. Then, we have
\[
\nabla_r \xi^r = \xi^\mu \left[ \frac{1}{2} \frac{d(r^2 f)}{dr} u_\mu - \frac{1}{2} r^2 \frac{d}{dr} \left( \frac{g_\nu}{r^2} \right) V_\mu + \ldots \right],
\]
\[
\nabla_r \xi^\mu = \xi^\nu \left[ \frac{1}{r} P^\mu_\nu + \frac{1}{2r^2} \frac{dg_\nu}{dr} V^\mu u_\nu + \ldots \right],
\]
\[
\nabla_\mu \xi^r = \xi^\nu \left[ \frac{1}{2} r^2 \frac{d}{dr} \frac{d(r^2 f)}{dr} u_\mu u_\nu - r^3 f P_{\mu\nu} - \frac{1}{2} r^2 f \frac{dg_\nu}{dr} (V_\mu u_\nu + V_\nu u_\mu) + \ldots \right],
\]
\[
\nabla_\mu \xi^\nu = \xi^\lambda \left[ \frac{1}{2} \frac{d(r^2 f)}{dr} \left( u^\nu + \frac{g_\nu}{r^2} V^\nu \right) u_\mu u_\lambda - r \left( u^\nu + \frac{g_\nu}{r^2} V^\nu \right) P_{\mu\lambda} \right]
\]
\[
- \frac{1}{2} \xi^\lambda \frac{dg_\nu}{dr} u^\nu [u_\mu V_\lambda + u_\lambda V_\mu] + \ldots .
\]

We note that at the horizon, each components of \(\nabla a \xi^b\) simplifies to
\[
\nabla_r \xi^r|\text{hor}} = -2\pi + \ldots ,
\]
\[
\nabla_r \xi^\mu|\text{hor}} = -T^{-1} \frac{1}{2r_H^2} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} V^\mu + \ldots ,
\]
\[
\nabla_\mu \xi^r|\text{hor}} = \ldots ,
\]
\[
\nabla_\mu \xi^\nu|\text{hor}} = -2\pi u^\nu u_\mu + \frac{1}{2} T^{-1} \left[ \frac{dg_\nu}{dr} \right]_{\text{hor}} u^\nu V_\mu + \ldots ,
\]
where we have used \(\xi^\mu|\text{hor}} = u^\mu / T\).
C.4 Some useful relations for Einstein-Maxwell charges

In the end of this Appendix, we summarize some results useful for the evaluation of the Einstein-Maxwell part of the differential Noether charge on rotating charged AdS black hole background.

The first useful result is related to $\nabla_a \xi^b$. Contracting these with the 2-forms in Eq. (C.6), we obtain\(^{14}\)

$$
\nabla_a \xi^b (dx^a \wedge dx_b) = r^{d-1} \xi_a \left[ 2rfh_{\mu\nu} - r^2 \frac{df}{dr} u_\mu u_\nu \right] *_{\text{CFT}} dx^\nu + \ldots 
$$

(C.18)

Another set of results useful in the computation of the non-Komar part of the Einstein-Maxwell differential Noether charge is

$$
\delta G_{\mu r} \wedge * (dx^r \wedge dx_\mu) = 0 + \ldots ,
$$

(C.20)

\hspace{1cm}

$$
\delta G_{\mu r} \wedge * (dx^r \wedge dx_\mu) = \left\{ \frac{1}{2} r^{d-1} \frac{d(r^2f)}{dr} - \frac{1}{2} r^{d-1} \left[ r^2 \frac{d}{dr} \left( \frac{g_v}{r^2} \right) + g_v \frac{d(r^2f)}{dr} \right] V^\mu \delta u_\mu \right\} *_{\text{CFT}} 1 ,
$$

(C.19)

$$
\delta G_{\mu r} \wedge * (dx^r \wedge dx_\mu) = \left\{ \frac{1}{2} r^{d-1} \frac{d(r^2f)}{dr} - \frac{1}{2} r^{d-1} \left[ r^2 \frac{d}{dr} \left( \frac{g_v}{r^2} \right) + g_v \frac{d(r^2f)}{dr} \right] V^\mu \delta u_\mu \right\} *_{\text{CFT}} 1
$$

(C.21)

\hspace{1cm}

$$
\delta G_{\mu r} \wedge * (dx^r \wedge dx_\mu) = \left\{ \frac{1}{2} r^{d-1} \frac{d(r^2f)}{dr} - \frac{1}{2} r^{d-1} \left[ r^2 \frac{d}{dr} \left( \frac{g_v}{r^2} \right) + g_v \frac{d(r^2f)}{dr} \right] V^\mu \delta u_\mu \right\} *_{\text{CFT}} 1
$$

(C.22)

\hspace{1cm}

[\footnote{\textsuperscript{14}This answer can also be derived by directly evaluating}]

$$
\nabla_a \xi^b (dx^a \wedge dx_b) = \frac{d}{dx^a} \xi^b = \xi^b \partial_a G_{\mu
u} * (dx^a \wedge dx^\nu) = \xi^b \left\{ r^{d-1} \left[ \partial_\mu G_{\lambda
u} \right] f P_\nu^\mu - \left( u_\nu + \frac{g_v}{r^2} V_\nu \right) \right\} *_{\text{CFT}} dx^\nu
$$

(C.17)
D Tachikawa formula in terms of Pontryagin classes

The aim of this Appendix is to rewrite Tachikawa entropy formula in terms of Pontryagin classes of the curvature. This gives a useful expression for the entropy formula, since the Pontryagin classes evaluated on our solution often take a simpler form as compared to traces of the wedge products of the curvature two-form. For mathematical details of the Pontryagin classes, please refer to [54, 55].

We start with the Tachikawa entropy formula (the second term of (1.4)) written in terms of the trace of the wedge products of the curvature two-form. The goal of this Appendix is to rewrite this in terms of Pontryagin classes \( p_k(R) \) which are defined through

\[
\det \left[ 1 + \frac{tR}{2\pi} \right] = \sum_{k=0}^{\infty} t^{2k} p_k(R),
\]

where \( t \) can be thought of formally as a \((-2)\) form. It follows that \( p_k(R) \) is a \( 4k \) form. The first few Pontryagin classes are given by

\[
\begin{align*}
p_0(R) &= 1, & p_1(R) &= \frac{\text{tr} R^2}{2(2\pi)^2}, & p_2(R) &= \frac{1}{2} \left[ \frac{\text{tr} R^4}{2(2\pi)^4} - \left( \frac{\text{tr} R^2}{2(2\pi)^2} \right)^2 \right], \\
p_3(R) &= -\left[ \frac{1}{3} \frac{\text{tr} R^6}{2(2\pi)^6} - \frac{1}{2} \frac{\text{tr} R^2}{2(2\pi)^2} \wedge \frac{\text{tr} R^4}{2(2\pi)^4} + \frac{1}{6} \left( \frac{\text{tr} R^2}{2(2\pi)^2} \right)^3 \right].
\end{align*}
\]

These can be inverted to obtain

\[
\begin{align*}
\frac{\text{tr} R^2}{2(2\pi)^2} &= -p_1(R), & \frac{\text{tr} R^4}{2(2\pi)^4} &= -2p_2(R) + p_1^2(R), \\
\frac{\text{tr} R^6}{2(2\pi)^6} &= -3p_3(R) + 3p_1(R)p_2(R) - p_1^3(R).
\end{align*}
\]

In order to rewrite the Tachikawa entropy formula in terms of the Pontryagin classes, we will need to use the following property of the Pontryagin classes:

\[
p_{j-k}(R) = -2k(2\pi)^{2k} \frac{\partial}{\partial \text{tr} R^{2k}} p_j(R),
\]

which follows by differentiating Eq.(D.1) with respect to \( \text{tr} R^{2k} \):

\[
\frac{\partial}{\partial \text{tr} R^{2k}} \det \left[ 1 + \frac{tR}{2\pi} \right] = -\frac{t^{2k}}{2k(2\pi)^{2k}} \det \left[ 1 + \frac{tR}{2\pi} \right].
\]

Using Eq.(D.4), we can then use the chain rule to rewrite the Tachikawa entropy formula as

\[
\begin{align*}
S_{\text{Tachikawa}} &= -\int_{Bif} 2 \frac{\Gamma N}{2\pi} \sum_{k=1}^{\infty} \sum_{j=k}^{\infty} p_{j-k}(R) \left( \frac{R_N}{2\pi} \right)^{2k-2} \frac{\partial \mathcal{P}_{\text{CFT}}}{\partial p_j(R)} \\
&= -\int_{Bif} 2 \frac{\Gamma N}{2\pi} \sum_{j=1}^{\infty} \sum_{k=1}^{j} p_{j-k}(R) \left( \frac{R_N}{2\pi} \right)^{2k-2} \frac{\partial \mathcal{P}_{\text{CFT}}}{\partial p_j(R)},
\end{align*}
\]
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The sum above can be simplified by using
\[
\sum_{k=1}^{j} p_{j-k}(R) \left( \frac{R_N}{2\pi} \right)^{2k-2} = p_{j-1}(R + R_N\varepsilon)|_{Bif},
\]
(D.7)
or in terms of the defining polynomial of the Pontryagin classes
\[
\det \left[ 1 + \frac{tR}{2\pi} \right] \det^{-1} \left[ 1 - \frac{(R + R_N\varepsilon)}{2\pi} \right] = \det \left[ 1 + \frac{t\varepsilon^2 R_N}{2\pi} \right].
\]
(D.8)
This in turn follows from the matrix identity
\[
\left[ 1 - \frac{tR}{2\pi} \right] \left[ 1 + \frac{t(R + R_N\varepsilon)}{2\pi} \right] = 1 + \frac{tR}{2\pi}.
\]
(D.9)
where we have used \(\varepsilon(R + R_N\varepsilon) = -\varepsilon^2 R_N + \varepsilon^2 R_N = 0\) on the bifurcation surface. Thus, using Eq. (D.7) in Eq. (D.6), we finally obtain
\[
S_{Tachikawa} = - \int_{Bif} \frac{\Gamma_N}{2\pi} \wedge \sum_{j=1}^{\infty} p_{j-1}(R + R_N\varepsilon) \frac{\partial P_{CFT}}{\partial p_j(R)},
\]
(D.10)
which is the Tachikawa entropy formula written in terms of the Pontryagin classes.

E Example I: Chern-Simons terms on BTZ black hole

Here we consider \(U(1)\) and gravitational Chern-Simons terms in three dimensions and evaluate \((\delta Q_{\text{Noether}})_H\) on the BTZ black hole background. We can obtain the metric, Christoffel symbol and \(\nabla \xi\) by setting \(d = 2\), \(\kappa_q = 0\) and \(q = 0\) in Eqs. (B.1)-(B.6), (B.7) and (B.9). We also note that \(g_{\nu\nu} = 0\) for the BTZ black hole since the presence of the Chern-Simons terms does not correct the solution. We note that for the covariant part of the Lagrangian, we only consider the Einstein term without the Maxwell part.

In the following, we start with the Hall contribution to the differential Noether charge for an arbitrary fixed \(r\) surface of the BTZ black hole solution. We then evaluate it at the boundary and the horizon to obtain the CFT stress tensor, current and entropy. At the horizon, there are two possible prescriptions for the evaluation of the differential Noether charge. One way is to first do the variation with respect to the parameters of the BTZ black hole solution and then set the radial coordinate to be \(r = r_H\), while the other way is to first set \(r = r_H\) and then do the variation. We will comment more on this point in the middle of this Appendix and confirm that we can obtain the same result from these two prescriptions. At the end of this Appendix, we also compare our result with Ref. [31].

E.1 Differential Noether charge

The anomaly polynomial for the three-dimensional Chern-Simons terms is given by
\[
P_{CFT} = c_g \text{tr}[\mathcal{R}^2] + c_A \mathcal{F}^2.
\]
(E.1)
For later use, we define $s \equiv \text{sign}(c_A)$.

We note that the BTZ black hole is locally AdS$_3$ everywhere and thus the Riemann tensor is given by $R^a_{\ bcd} = -2\delta^a_{[c}G_{db]}$ and then the spin Hall current in this case becomes $(\Sigma_H)^{abc} = -4c_q(1/2!)\varepsilon^{cef}R^ab_{\ ef} = 4c_q\varepsilon^{abc}$. By using this, the Hall contribution to the differential Noether charge $(\delta Q_{\text{Noether}})_H$ is written as

$$
(\delta Q_{\text{Noether}})_H = 2c_q\nabla_\alpha \xi^b\delta\Gamma^a_{\ b\alpha} + 2c_q(\delta G_{ab})\xi^a dx^b + 2c_A(\delta A) \cdot (\Lambda + i\xi A).
$$

Let us now explicitly evaluate this $(\delta Q_{\text{Noether}})_H$ on the BTZ black hole solution. The Christoffel symbols in (C.12) simplify by using two facts: in $d = 2$, $\kappa_q = 0$ and hence $(1/2)(d(r^2 f)/dr) = r$. Further, we have $g_\nu = 0$ since the BTZ black hole solution does not get corrected in the presence of the Chern-Simons terms. Using these, we have

$$
G_{\mu\nu} = r^2\eta_{\mu\nu} + mu_\mu u_\nu,
$$

and

$$
A = A_\infty + \mu(u - sV),
$$

$$
\Gamma^r_{\ rr} = \Gamma^\mu_{\ rr} = 0, \quad \Gamma^r_{\ \mu\nu} = r\nu_\mu,
$$

$$
\Gamma^r_{\ \mu\nu} = -r^3 f\eta_{\mu\nu}, \quad \Gamma^\mu_{\ \nu\rho} = \frac{1}{r}\rho^\mu, \quad \Gamma^\mu_{\ \nu\lambda} = -ru^\mu\eta_{\nu\lambda}.
$$

We also note that Eq. (C.15) simplifies to

$$
\nabla_r \xi^r = ru_\mu \xi^\mu, \quad \nabla_r \xi^\mu = \frac{1}{r}\rho^\mu \xi^\nu,
$$

$$
\nabla_\mu \xi^r = -\xi^\nu r^3 f\eta_{\mu\nu}, \quad \nabla_\mu \xi^\nu = -\xi^\lambda ru^\nu \eta_{\mu\lambda}.
$$

Using the above results and neglecting the terms proportional to $dr$, we obtain the following expression for the differential Noether charge $(\delta Q_{\text{Noether}})_H$ on a fixed $r$ slice:

$$
(\delta Q_{\text{Noether}})_H = \delta [2c_q m(u_\mu V_\nu + V_\mu u_\nu)\xi^\mu - sc_A\mu^2(u_\mu - sV_\nu)(u_\mu - sV_\nu)\xi^\mu]^{\text{CFT}} dx^{\nu} - \delta [2sc_A(\mu u_\nu - s\mu V_\nu)(A + i\xi A^{\infty})]^{\text{CFT}} dx^{\nu}.
$$

Here we have used the relation $\varepsilon^{\nu\lambda} = u^\nu V^\lambda - V^\nu u^\lambda$ which follows from the fact that the two orthogonal vectors $u^\mu$ and $V^\mu = \varepsilon^{\mu\nu}u_\nu$ form a complete basis. We have also used the fact that in $d = 2$, $\eta_{\nu\alpha} = V_\nu V_\alpha - u_\nu u_\alpha$ and thus

$$
(u_\nu - sV_\nu)(u_\alpha - sV_\alpha) = \eta_{\nu\alpha} + 2u_\nu u_\alpha - s(u_\nu V_\alpha + V_\nu u_\alpha).
$$

For later use, here we provide another useful result related to $V^\mu$:

$$
\delta(u_\nu - sV_\nu)(u_\alpha - sV_\alpha) = s(V^\beta \delta u_\beta)(u_\nu - sV_\nu)(u_\alpha - sV_\alpha) = (u_\nu - sV_\nu)\delta(u_\alpha - sV_\alpha),
$$

\footnote{We note that for a $U(1)$ gauge field in $\text{AdS}_3/\text{CFT}_2$, the boundary conditions depend on the sign of $c_A$. See section 3.1 of [56].}
where we have used the fact that any change in $V^\mu$ is orthogonal $V^\mu$ (and thus parallel to $u^\mu$) since $V^\mu V_\mu = 1$, and we also have $\delta u^\mu \propto V^\mu$ from a similar argument. Then, from Eqs. (E.6) and (E.7), we obtain

$$
\delta(u_\nu - sV_\nu)(u_\alpha - sV_\alpha) = \frac{1}{2} \delta \left[ \eta_{\nu\alpha} + 2u_\nu u_\alpha - s(u_\nu V_\alpha + V_\nu u_\alpha) \right].
$$

(E.8)

**E.2 Asymptotic charge**

Now we evaluate the Hall contribution to the differential Noether charge $(\delta Q_{\text{Noether}})_H$ at the boundary. By using Eqs. (E.5) and (E.8), we have the following expression at the boundary $r \to \infty$:

$$
\left[(\delta Q_{\text{Noether}})_H\right]_\infty = -\delta \left[ T_{\mu\nu}^{\text{CFT, CS}} \xi^\mu + J_{\nu}^{\text{CFT, CS}} \cdot (\Lambda + i\xi A) \right]_{\infty} \star_{\text{CFT}} dx^\nu,
$$

(E.9)

with

$$
T_{\mu\nu}^{\text{CFT, CS}} = scA^2 [\eta_{\mu\nu} + 2u_\mu u_\nu] - (2c_g (2\pi T)^2 + c_A^2) (u_\mu V_\nu + V_\mu u_\nu),
$$

$$
J_{\nu}^{\text{CFT, CS}} = 2scA u_\nu - 2c_A V_\nu.
$$

(E.10)

On the other hand, the Einstein contribution from Eq. (4.13) to the stress tensor $T_{\mu\nu}^{\text{CFT, Ein}}$ and current $J_{\nu}^{\text{CFT, Ein}}$ in this case reduces to

$$
T_{\mu\nu}^{\text{CFT, Ein}} = (2\pi T^2) \times \frac{3}{24G_N} (\eta_{\mu\nu} + 2u_\mu u_\nu), \quad J_{\nu}^{\text{CFT, Ein}} = 0.
$$

(E.11)

Combining the Einstein and Chern-Simons contributions, we can write the total CFT stress tensor and current as

$$
T_{\mu\nu}^{\text{CFT}} = T_{\mu\nu}^{\text{CFT, perfect fluid}} + T_{\mu\nu}^{\text{CFT, anom}},
$$

$$
J_{\nu}^{\text{CFT}} = J_{\nu}^{\text{CFT, perfect fluid}} + J_{\nu}^{\text{CFT, anom}},
$$

(E.12)

where the perfect fluid part with the pressure $p = (2\pi T^2)(3/24G_N) + scA^2$ is given by

$$
T_{\mu\nu}^{\text{CFT, perfect fluid}} = p(\eta_{\mu\nu} + 2u_\mu u_\nu), \quad J_{\nu}^{\text{CFT, perfect fluid}} = \frac{\partial p}{\partial \mu} u_\nu,
$$

(E.13)

while the anomaly-induced contribution to the stress tensor and current are

$$
T_{\mu\nu}^{\text{CFT, anom}} = \left( G_\mu - \Phi \frac{\partial G_\mu}{\partial \Phi} - \Phi T \frac{\partial G_\mu}{\partial \Phi_T} \right) |_{\text{hor}} u_\nu + u_\mu \left( G_\nu - \Phi \frac{\partial G_\nu}{\partial \Phi} - \Phi_T \frac{\partial G_\nu}{\partial \Phi_T} \right) |_{\text{hor}},
$$

(E.14)

$$
J_{\nu}^{\text{CFT, anom}} = -\Phi \left( \frac{\partial G_\nu}{\partial \Phi} \right) |_{\text{hor}}.
$$

(E.15)

Here $G_\mu = G^{(v)} V_\mu$ with $G^{(v)} = c_g \times 2\Phi_T^2 + c_A^2 \Phi^2$. This agrees with the result coming from the replacement rule.

For more details on the construction of the commutator relations and the central extensions such that the charges generate a $U(1)$ Kac-Moody-Virasoro algebra, see [56].
E.3 Entropy

In this part, we compute the differential Noether charge at the horizon to obtain the entropy current. We will carry out this computation by using two different prescriptions which end up with the same final result. We will also comment on the consistency with the original computation on the Chern-Simons contribution to the black hole entropy by Ref. [31].

E.3.1 Entropy: prescription I

As a next step, we evaluate the differential Noether charge at the horizon of the BTZ black hole. Here we carry out the variation (with $\delta r = 0$) first and then set $r = r_H$. By expanding out the variation as

\begin{equation}
\frac{1}{\delta \mathcal{Q}_{\text{Noether}}} \bigg|_{\text{hor}} = 2c_g(\delta m)\xi^\nu \{u_\nu V_\mu + V_\nu u_\mu\} \star_{\text{CFT}} dx^\mu \\
+ 2c_g m \xi^\nu \{u_\nu (\delta V_\mu) + (\delta V_\nu) u_\mu\} \star_{\text{CFT}} dx^\mu \\
+ 2c_g m \xi^\nu [(\delta u_\nu) V_\mu + V_\nu (\delta u_\mu)] \star_{\text{CFT}} dx^\mu \\
+ 2c_A(\Lambda + i \xi A) \delta (\mu u_\nu) dx^\nu. \tag{E.16}
\end{equation}

Then by setting $r = r_H$ (where $\xi^\mu|_{\text{hor}} = \xi^\mu_h = u^\mu/T$ and $(\Lambda + i \xi A)|_{\text{hor}} = 0$) we obtain

\begin{equation}
\frac{1}{\delta \mathcal{Q}_{\text{Noether}}} \bigg|_{\text{hor}} = -2c_g(2\pi)^2 \left\{2(\delta T) V_\mu + T \left[2(\delta V_\mu) - P_\mu^\nu \delta V_\nu\right]\right\} \star_{\text{CFT}} dx^\mu \\
= \delta \left[(J_{\text{CFT,anom}}^{\mu}) \star_{\text{CFT}} dx^\mu\right], \tag{E.17}
\end{equation}

where the Hall contribution to the entropy current

\begin{equation}
(J_{\text{CFT,anom}}^{\mu}) = -4c_g(2\pi)^2 TV_\mu = -\frac{\partial}{\partial T} \left[2c_g(2\pi)^2 V_\mu\right]. \tag{E.18}
\end{equation}

In the above derivation, we have used the fact that any change in $V_\mu$ is orthogonal $V_\mu$ and thus parallel to $u^\mu$ since $V_\nu V^\mu = 1$. In particular it follows that $P_\mu^\nu \delta V_\nu = 0$. This result for the entropy current agrees with the CFT replacement rule.

E.3.2 Entropy: prescription II

In the previous section, the computation of $\frac{1}{\delta \mathcal{Q}_{\text{Noether}}} H$ was carried out by first taking the variation and then set $r = r_H$ of all quantities. Here we consider the second prescription in which we first set $r = r_H$ in the expression (E.5) and then carry out the variation. Then $\frac{1}{\delta \mathcal{Q}_{\text{Noether}}} H$ at the horizon is evaluated as

\begin{equation}
\frac{1}{\delta \mathcal{Q}_{\text{Noether}}} \bigg|_{\text{hor}} = -2(2\pi)^2 c_g \left[2 \delta (T u) - T \delta u\right] + 2(2\pi)^2 c_g T (\delta u) \\
= \delta \left[(J_{\text{S,anom}}^{\mu}) \star_{\text{CFT}} dx^\mu\right], \tag{E.19}
\end{equation}

which agrees with the result from prescription I in Eq. (E.17).
E.3.3 Comparison with Ref. [31]

We now compare our covariant computation with the prescription provided in Ref. [31]. According to Ref. [31], for the gravitational Chern-Simons term in three dimensions, one can write down a non-covariant Komar charge which is twice of what would be expected by the usual Wald formula:

\[
(K_\chi)_{\text{Tachikawa}}^H = 2\nabla_a \xi^b \frac{\partial I_{\text{CS}}}{\partial g^{a}} = 2c_g \nabla_a \xi^b \Gamma^a_{b} = 4c_g \xi^\mu \left[ -r^2 \eta_{\mu \nu} + m(\eta_{\mu \nu} + u_\mu u_\nu) \right] \epsilon^{\lambda \nu \ast \text{CFT}} dx_\lambda,
\]

where in the last line we have evaluated the Komar charge in our coordinates. Taking \( r = r_H \) with \( \xi^\mu = u^\mu / T \), this gives the same result as our covariant computation:

\[
(K_\chi)_{\text{Tachikawa}}^H \big|_{\text{hor}} = (J^\text{CFT, anom}_S)_\mu \ast_{\text{CFT}} dx^\mu.
\]

F Example II: Abelian Chern-Simons terms

For the Abelian Chern-Simons term in \((2n + 1)\) dimensions, the anomaly polynomial is given by

\[
\mathcal{P}_{\text{CFT}} = c_A F^{n+1},
\]

where \( c_A \) is a constant. Here we consider the case with \( n \geq 2 \). The Hall contribution to the differential Noether charge \((\delta Q_{\text{Noether}})_H\) in this case (see [57]) comes only from the first term of \( T_0 \) in Eqs. (2.9) and (2.10):

\[
(\delta Q_{\text{Noether}})_H = c_A (n + 1) n (\Lambda + i \xi A) \delta A \wedge F^{n-1}. \tag{F.2}
\]

The evaluation of \((\delta Q_{\text{Noether}})_H\) on the background (2.4) goes as follows at the leading order of the derivative expansion. At any fixed \( r \), the leading order contribution to \( F^{n-1} \) is \((\phi^1)^{n-1} = (2\phi^0)^{n-1}\) since \((\phi^0) \propto dr \wedge u\). The leading order contribution to \((\delta Q_{\text{Noether}})_H\) therefore is

\[
(\delta Q_{\text{Noether}})_H = c_A (n + 1) n (\Lambda + \Phi \xi^\mu u_\mu) \delta (\Phi u) \wedge (2\phi^0)^{n-1}, \tag{F.3}
\]

which is of order \( \omega^{n-1} \). We note that the 2nd and higher order terms in \( A \) and \( F \) etc. do not contribute to this order or lower, since this type of contribution is always accompanied by at least one \((\phi^0)\).

Now we evaluate \((\delta Q_{\text{Noether}})_H\) in particular at the horizon \((r = r_H)\) and at the boundary \((r \to \infty)\). At the horizon, we substitute \( \xi^a \big|_{\text{hor}} = \xi^a_{\text{hor}}, \Lambda \big|_{\text{hor}} = \Lambda_{\text{hor}} \) (see Eq. (2.19)) and \( \Phi(r = r_H) = \mu \) into (F.3), while, at the boundary \( r \to \infty \), we use the fall-off behaviors \( \xi^a \big|_{\infty} \to O(r^0) \) and \( \Phi \big|_{\infty} \to O(r^{-(2n-2)}) \) (see Eq. (2.13)). Then we finally have

\[
(\delta Q_{\text{Noether}})_H \big|_{\text{hor}} = 0, \quad (\delta Q_{\text{Noether}})_H \big|_{\infty} \to O \left( \frac{1}{r^{2n(n-1)}} \right). \tag{F.4}
\]
Therefore the Hall contribution to the differential Noether charge \( \delta Q_{\text{Noether}} \) vanishes both at the horizon and boundary. In terms of the currents defined in Eqs. (2.15) and (2.21), this result is rewritten as

\[
T_{\text{anom,CS}}^{\mu \nu} = J_{\text{anom,CS}}^{\mu \nu} = J_S^{(V)} = 0.
\]  

(F.5)

We note that this is consistent with holographic renormalisation type computation in [58, 59].

G Example III: Hall contribution in AdS\(_5\)

Before discussing the general anomaly polynomials in general odd dimensional AdS, it is instructive to explain some detail computation of the Hall contribution to the differential Noether charge \( \delta Q_{\text{Noether}} \) for AdS\(_5\) with the anomaly polynomial

\[
\mathcal{P}_{CFT} = c_M F \wedge \text{tr}[R^2].
\]  

(G.1)

In this Appendix, we analyze this example in detail.

We note that, for the anomaly polynomial given in Eq. G.1, each term in the expression Eqs. (2.9) and (2.10) in this case is given by

\[
\begin{align*}
T_0 &= 2c_M (\Lambda + i_\xi A) \wedge \text{tr}[\delta \Gamma R], \\
T_1 &= 2c_M F \wedge \text{tr}[\nabla \xi \delta \Gamma], \\
T_2 &= 2c_M (\delta A) \wedge \text{tr}[\nabla \xi R], \\
T_3 &= -\frac{1}{2} \delta G_{ab} (\Sigma_H)_{abc}^i \xi (dx_c), \\
T_4 &= -\frac{1}{4} \xi^a \xi^b \xi^c \left\{ (\Sigma_H)_{a b c}^i + (\Sigma_H)_{a c b}^i + (\Sigma_H)_{b c a}^i \right\}^{(\ast \text{CFT})} \xi (dx_b \wedge dx_c).
\end{align*}
\]  

(G.2)

where the spin Hall current is given by \((\Sigma_H)_{a b c}^{i} dx_c = -4c_M F \wedge R^b_a\) or in components \((\Sigma_H)_{a b c}^{i} = -c_M c_{p_1 p_2 p_3 p_4} F_{p_1 p_2} R^b_{a p_3 p_4}\).

Before starting the computations of each term above, we massage the expression of \(T_3\) and \(T_4\) into the following forms for later use:

\[
\begin{align*}
T_3 &= -\frac{1}{2} (\delta G_{a b}) (\Sigma_H)^{a b r} r^3 (\ast \text{CFT}) \xi, \\
T_4 &= \xi^\mu \delta (\tilde{T}_4^\mu),
\end{align*}
\]  

(G.3)

where \(\xi \equiv \eta_{\mu \nu} \xi^\mu dx^\nu\) and

\[
\begin{align*}
(\Sigma_H)^{a b r} &= (\Sigma_H)^{a b} r (2\Psi) + (\Sigma_H)^{a b} \gamma \mu, \\
(\tilde{T}_4)_\mu &= \left[ G_{\mu a} (\Sigma_H)^{a r} + \frac{1}{2} (\Sigma_H)^{\gamma r} \mu \right] r^3 (\ast \text{CFT}) \eta_{\rho \sigma} dx^\rho dx^\sigma \equiv (\tilde{T}_4^{(a)})_\mu + (\tilde{T}_4^{(b)})_\mu.
\end{align*}
\]  

(G.4)

To derive this, we have used \(\xi^r = 0\) and the identities \(*dx_r = r^3 (\ast \text{CFT} 1)\) and \(i_\xi (\ast \text{CFT}) C = (\ast \text{CFT}) (C \wedge \xi)\) valid for any boundary form \(C\) as well as the anti-symmetric property of the spin Hall current, \((\Sigma_H)^{a b c} = -(\Sigma_H)^{c a b}\).
When we evaluate the leading order contribution to \((\delta Q_{\text{Noether}})_H\), the treatment of 2nd and higher order building blocks is trivial in AdS\(_5\) case, since we are concerned about contributions up to order \(\omega^1\). Thus, in the computation of \(T_0, T_1, T_2, T_3\) and \(T_4\), we do not need to take into account 2nd and higher order building blocks. In the rest of this Appendix, we therefore deal with 0th and 1st order terms in the building blocks only. We will confirm soon that the leading order contributions to \((\delta Q_{\text{Noether}})_H\) for AdS\(_5\) indeed start with \(\omega^1\).

Now we compute each term in (G.2) from the gravity side one by one to evaluate the differential Noether charge at the horizon and boundary.

**G.1 Term \(T_0\)**

For the evaluation of the term \(T_0\) one can compute \(\text{tr} [\delta \Gamma R]\) by using Eq. (B.99) and in the end we have the following expression valid at any fixed \(r\) :

\[
T_0 = 2c_M (\Lambda + \Phi \xi^\mu u_\mu) \times \left[ -2r^{-1} \left( \Psi - \frac{1}{2} r^2 \right) u \wedge (2\Phi_T \delta \omega) + (\Phi_T - r + \Psi')(\delta u) \wedge (2\Phi_T \omega) + 2(\delta \Phi_T) u \wedge (2\Phi_T \omega) \right].
\]

Let us next evaluate this expression at the horizon and boundary. By substituting \(\xi^\mu|_{\text{hor}} = \xi^\mu|_\text{hor} = u^\mu/T, \Lambda|_{\text{hor}} = \Lambda|_{\text{hor}}\) as in Eq. (2.19) at the horizon and the fall-off behaviors of the parameters and fields at infinity summarized in Eqs. (2.13) and (B.86), we can evaluate \(T_0\) there as

\[
T_0|_{\text{hor}} = 0, \quad T_0|_{\infty} \rightarrow O \left( \frac{1}{r^6} \right).
\]

Therefore we conclude that \(T_0\) vanishes both at the horizon and boundary up to \(\omega^1\) order.

**G.2 Term \(T_1\)**

As in the case of the Abelian Chern-Simons terms, we can replace \(F\) in \(T_1\) by \((\rho_1) = (2\Phi \omega)\) since \((\rho_0) \propto dr \wedge u\). By directly computing the rest part of \(T_1\) by using Eq. (B.101), we obtain the leading order contribution to this term as follows :

\[
T_1 = 2c_M (2\Phi \omega) \times \left\{ - (2\delta \Psi)(\xi^\beta P_{\beta\gamma} dx^\gamma) + [(2\Psi)(r^{-1} \Psi' - 1) + r\Phi_T] (\xi^\beta \delta u_\beta) u + 4r^{-1}\Psi (\xi^\beta u_\beta)(\delta \Psi') u \\
+ 2r^{-1}(\Psi' - r) \Psi (\xi^\beta u_\beta) \delta u + 4r^{-1}\Psi \Phi_T (\xi^\beta u_\beta) \delta u + 4r^{-1}\Phi_T (\xi^\beta u_\beta)(\delta \Psi) u \\
+ 2\Phi_T (\xi^\beta u_\beta)(\delta \Phi_T) u + \Phi_T [-r + 2\Phi_T] (\xi^\beta u_\beta) \delta u \right\}.
\]

It is of order \(\omega^1\).

By substituting \(\xi^\mu|_{\text{hor}} = \xi^\mu|_\text{hor} = u^\mu/T, \Lambda|_{\text{hor}} = \Lambda|_{\text{hor}}\) as in Eq. (2.19) at the horizon and the fall-off behaviors of the parameters and fields at infinity summarized in Eqs. (2.13) and
we can evaluate $T_1$ there as
\[
T_1 \big|_{\text{hor}} = \delta \left[ (J_S^{(v)})_{l=1} u \right] \wedge (2\mu \omega) - \left( \frac{r H}{4\pi T} \right) (J_S^{(v)})_{l=1} \left[ (\delta u) \wedge (2\mu \omega) \right], \quad T_1 \big|_{\infty} \to O \left( \frac{1}{r^4} \right) .
\] (G.9)

Here $(J_S^{(v)})_{l=1}$ is defined from the entropy current
\[
J_S^{(v)} = -2\pi \left( \frac{\partial G^{(v)}}{\partial \Phi_T} \right)_{\text{hor}} = -2\pi \times c_M \times 4 \times (2\pi T) \times \mu ,
\] (G.10)

through the expansion in (2.23) as $(J_S^{(v)})_{l=1} = -2\pi \times c_M \times 4 \times (2\pi T)$.

The above result (G.9) will be naturally generalized to higher dimensions, as summarized in §§ 4.2 (for the detail of the computation, see Appendices H-J).

**G.3 Term $T_2$**

By using Eq. (B.100) we can compute $T_2$ at the leading order of the derivative expansion as
\[
T_2 = 2cM \delta(\Phi u) \left\{ \partial_\mu \xi^\rho \left[ -r \Phi_T u^\rho \eta_{\rho\beta} dx^\beta \wedge u + 2\Psi (r^{-1} \Psi' - 1) u_{\rho} dx^\mu \wedge u - 2\Psi dx^\mu \wedge \eta_{\rho\beta} dx^\beta \right] 
\right. 
\left. + \left[ 2\Psi (2r^{-2} \Psi - 1 + 3r^{-1} \Phi_T) - r \Phi_T \right] u \wedge (\xi^\beta \omega_{\beta\nu} dx^\nu) 
\right. 
\left. + \left[ 2\Psi (2r^{-2} \Psi - 1) + 2\Psi' \Phi_T \right] (u_{\beta} \xi^\beta) \wedge (2\omega) \right\} .
\] (G.11)

We note that this leading order contribution is of order $\omega^1$.

The second term $T_2$ at the horizon and the boundary is then calculated as follows. By substituting $\xi^a |_{\text{hor}} = \xi^a_{\text{hor}}$, $\Lambda |_{\text{hor}} = \Lambda_{\text{hor}}$ as in Eq. (2.19) at the horizon and using the fall-off behaviors Eqs. (2.13) and (B.86) at the boundary, we have
\[
T_2 |_{\text{hor}} = -2cM (2\pi) \delta(2\mu u) \wedge (2(2\pi T) \omega) = \left[ (J_S^{(v)})_{l=1} u \right] \wedge \delta(2\mu \omega) ,
\] (G.12)
\[
T_2 |_{\infty} = -2cM (d\xi) \wedge \delta(\omega q) = -2cM \xi \wedge \delta(2\omega q) ,
\] (G.13)

where in the second equality for the evaluation at the horizon, we have used
\[
g(r)(\delta u) \wedge \omega^{m+1} = g(r) u \wedge (\delta \omega) \wedge \omega^m + d(...) + (..)dr ,
\] (G.14)

for any function $g(r)$ of $r$ and a integer $m \geq 0$. We also note that we have dropped the terms proportional to $dr$ as well as the total derivative terms $d(...)$ in the above expression since they do not contribute the Noether charge after the integration.

**G.4 Term $T_3$**

The term $T_3$ depends on the spin Hall current, but we note that, from the expression of (G.3) and (G.4), we only need to know the specific components of the spin Hall current $(\Sigma_H)^{a\beta\gamma}$ to
evaluate $T_3$. When only zeroth and first order terms in the building blocks are considered, there are three types of terms in $(\Sigma_H)^{ab\ c}$ up to $\omega^1$ order:

\[
\mathcal{O}(\omega^0) : (\Sigma_H)^{ab\ c} = -c_M \epsilon^{ap_1p_2p_3p_4}(\rho_0)_{p_1p_2}(\rho_1)_{p_3p_4},
\mathcal{O}(\omega^1) : (\Sigma_H^{(1)})^{ab\ c} = -c_M \epsilon^{ap_1p_2p_3p_4}(\rho_0)_{p_1p_2}(\rho_1)_{p_3p_4},
(\Sigma_H^{(2)})^{ab\ c} = -c_M \epsilon^{ap_1p_2p_3p_4}(\rho_1)_{p_1p_2}(\rho_0)_{p_3p_4}.
\]

(G.15)

From this expression, we can have $(\Sigma_H)^{r\beta} = 0$ up to $\omega^1$ order, since $(\Sigma_H^\prime)$ and $(\Sigma_H^{(1)})$ contains $(\rho_0) \propto dr \wedge u$ which leads to $(\Sigma_H)^{rb\ c} = (\Sigma_H^{(1)})^{rb\ c} = 0$ and $(\rho_0)^{r\beta}$ in $(\Sigma_H^{(2)})$ is proportional to $dr$. As a result, we can simplify the expression of $T_3$ in (G.3) as

\[
T_3 = -\frac{1}{2} (\delta G_{\alpha\beta}) (\Sigma_H)^{\alpha\beta r} r^3 (\star^{\text{CPF}} \xi).
\]

(G.16)

In the following, we first evaluate the contribution to the components $(\Sigma_H)^{\alpha\beta r}$ from these three terms, $(\Sigma_H)^{ab\ c}$, $(\Sigma_H^{(1)})^{ab\ c}$ and $(\Sigma_H^{(2)})^{ab\ c}$, separately. After this, we then combine them to obtain the term $T_3$ at the leading order.

- **From $(\Sigma_H^\prime)$**
  We notice that only non-zero components of $(\rho_0) \wedge (\rho_0)^b_c$ are $(b, c) = (\beta, \gamma)$ which are proportional to $dr \wedge u \wedge dx^\beta \wedge P_{\gamma\nu} dx^\nu$. It then follows that the only non-zero components of $(\Sigma_H)^{ab\ c}$ are $(\Sigma_H^\prime)^{\alpha\beta \gamma}$ $\propto \epsilon^{\alpha\beta\mu\nu...}u_\mu P_{\nu\gamma}$ which thus vanishes after contracting with $u^\gamma$, i.e. $(\Sigma_H^\prime)^{\alpha\beta \gamma} u^\gamma = 0$. By substituting this into (G.4), we see that $(\Sigma_H)^{\alpha\beta r} = 0$ and thus $(\Sigma_H^\prime)$ term does not contribute to $T_3$.

- **From $(\Sigma_H^{(1)})$**
  In this case, using $(\rho_0) \propto dr \wedge u$ and $(\rho_1)_{\beta r} \propto u$, we obtain $(\Sigma_H^{(1)})^{rb\ c} = 0$ and $(\Sigma_H^{(1)})^{\alpha\beta r} = 0$. Therefore, we have $(\Sigma_H^{(1)})^{\alpha\beta r} = -4c_M r^{-4}(\partial_r \Phi)(r \Phi_T) V^{(\alpha u^\beta)}$.

- **From $(\Sigma_H^{(2)})$**
  We first notice that $(\Sigma_H^{(2)})^{\alpha\beta r} = 0$ which follows from the fact that $(\rho_1)_{\beta r}$ is proportional to $dx^\beta$ and $(\rho_1) \propto \omega$. Then the components $(\Sigma_H^{(2)})^{\alpha\beta r}$ is computed as $(\Sigma_H^{(2)})^{\alpha\beta r} = -4c_M r^{-4} \Phi \partial_r (r \Phi_T)(V^{(\alpha u^\beta)})$.

From the above calculations, non-trivial components of the spin Hall current relevant to the evaluation of $T_3$ at the leading order are $(\Sigma_H)^{\alpha\beta r}$ only and this can be computed by summing the contribution from $(\Sigma_H^{(1)})$ and $(\Sigma_H^{(2)})$ terms as

\[
(\Sigma_H)^{\alpha\beta r} = -\frac{1}{4} \frac{d}{dr} \left[ r \frac{\partial G^{(v)}}{\partial \Phi_T} \right] u^{(\beta} V^{\alpha)},
\]

(G.17)

where $G^{(v)} = c_M \Phi(2 \Phi_T^2)$. Then, by using $i \varepsilon[[i \partial u] \wedge u \wedge (2 \omega)] = V^{\beta}(\partial u)_\beta \star^{\text{CPF}} \xi$ we obtain the following expression for $T_3$ for arbitrary fixed $r$ at the leading order of the derivative
expansion:

\[ T_3 = \frac{1}{2r} (2\Psi - r^2) \frac{d}{dr} \left[ r^r \frac{\partial G(v)}{\partial \Phi_T} \right] i_\xi [(\delta u) \wedge u \wedge (2\omega)] . \]  

(G.18)

Now we evaluate \( T_3 \) at the horizon and boundary. At the horizon, by substituting \( \xi^a |_{\text{hor}} = \xi^a_{\text{hor}}, \Lambda |_{\text{hor}} = \Lambda_{\text{hor}} \) as in Eq. (2.19) while at the boundary by choosing \( \xi^a \) as in Eq. (2.13) and using Eq. (B.86), we finally obtain

\[ T_3|_{\text{hor}} = -\frac{r_H}{2T} \left[ \frac{\partial G(v)}{\partial \Phi_T} + r^r \frac{d}{dr} \frac{\partial G(v)}{\partial \Phi_T} \right] (\delta u) \wedge (2\omega), \quad T_3|_{\infty} \to O \left( \frac{1}{r^4} \right) . \]  

(G.19)

G.5 Term \( T_4 \)

To evaluate the term \( T_4 \) at the leading order of the derivative expansion, we first evaluate \((\tilde{T}_4^{(a)})_\mu \) and \((\tilde{T}_4^{(b)})_\mu \) defined in (G.5) separately and then combine them. In the evaluation of these two contributions, we use some results on \((\Sigma_H)'(\Sigma_H^{(1)})(\Sigma_H^{(2)})\) that we obtained in the middle of the computation of \( T_3 \).

- **Term \( \tilde{T}_4^{(a)} \)**
  
  By using the fact \((\Sigma_H)^{\alpha\beta} = 0\) up to \( \omega^1 \) order and the expression of \((\Sigma_H^{(1)})^{(2)}\) in (G.17) we obtained in the evaluation of \( T_3 \), the term \( \tilde{T}_4^{(a)} \) is computed as

\[ (\tilde{T}_4^{(a)})_\mu = -\frac{1}{2r} \left[ 2\Psi u_\mu \ast^{\text{CFT}} V + r^r V_\mu \ast^{\text{CFT}} u \right] \frac{d}{dr} \left[ r^r \frac{\partial G(v)}{\partial \Phi_T} \right] , \]  

where \( G(v) = c_i \Phi(2\Phi_i^2) \).

- **Term \( \tilde{T}_4^{(b)} \)**
  
  As we have shown \((\Sigma_H)^{\alpha\beta} = 0\) in the middle of the evaluation of \( T_3 \), the non-trivial contribution to \( \tilde{T}_4^{(b)} \) comes only from \((\Sigma_H^{(2)})^{\alpha\beta} = 0\) which is computed as

\[ (\Sigma_H^{(2)})^{\alpha\beta} = \frac{1}{r^r} \left[ r^r V_\mu u_\alpha - 2\Psi u_\mu V^\alpha \right] \left[ \frac{\partial G(v)}{\partial \Phi_T} + 8r^{-1} \Psi \mathbb{H}(v) \right] , \]  

where \( G(v) = c_i \Phi(2\Phi_i^2) \) and \( \mathbb{H}(v) = c_i \Phi \). Here we have used the identity

\[ \epsilon^{\mu\alpha\lambda\sigma} \omega_{\lambda\sigma} = u^\mu V^\alpha - u^\alpha V^\mu . \]  

(G.22)

Then, by noticing \( \ast^{\text{CFT}} V = u \wedge (2\omega) \), we finally have the expression for \( \tilde{T}_4^{(b)} \) as follows :

\[ (\tilde{T}_4^{(b)})_\mu = \frac{1}{2r} \left[ r^r V_\mu \ast^{\text{CFT}} u - 2\Psi u_\mu \wedge (2\omega) \right] \left[ \frac{\partial G(v)}{\partial \Phi_T} + 8r^{-1} \Psi \mathbb{H}(v) \right] . \]  

(G.23)
Putting the results for $\tilde{T}_i^{(a)}$ and $\tilde{T}_i^{(b)}$ together, we obtain $T_4$ at the leading order of the derivative expansion valid at arbitrary fixed $r$ as follows:

\[
T_4 = \xi^\mu \delta \left\{ -\frac{r^2}{2} \frac{d}{dr} \left[ \frac{\partial G^{(V)}}{\partial \Phi_T} \right] V_\mu^{\text{CFT}} u - u_\mu \frac{d}{dr} \left[ r^2 \frac{\partial G^{(V)}}{\partial \Phi_T} \right] u \wedge (2\omega) + 4r^{-2} \Psi \mathbb{H}^{(V)} \left[ r^2 V_\mu^{\text{CFT}} u - 2\Psi u_\mu u \wedge (2\omega) \right] \right\}, \tag{G.24}
\]

where $G^{(V)} = c_M \Phi(2\Phi_T^2)$ and $\mathbb{H}^{(V)} = c_M \Phi$.

Let us then evaluate the leading order term of $T_4$ at the horizon and boundary, by substituting Eq. (2.19) at the horizon and by using the fall-off behaviors given in Eqs. (2.13) and (B.86) at the boundary respectively:

\[
T_4|_{\text{hor}} = \frac{r_H^2}{2T} \frac{d}{dr} \left[ \frac{\partial G^{(V)}}{\partial \Phi_T} \right]_{\text{hor}} (\delta u) \wedge (2\omega), \quad T_4|_{\text{\infty}} = 2c_M \xi \wedge \delta(2\omega q). \tag{G.25}
\]

Here we have also used $\ast^{\text{CFT}} (V_\mu u_\nu dx^\nu - u_\mu V_\nu dx^\nu) = \eta_{\mu\nu} dx^\nu \wedge (2\omega)$.

**G.6 $\langle \delta Q_{\text{Noether}} \rangle_H$ at horizon and boundary**

Let us in the end summarize the above computation of $T_0$, $T_1$, $T_2$, $T_3$ and $T_4$ to evaluate $\langle \delta Q_{\text{Noether}} \rangle_H$ both at the horizon and boundary.

For the anomaly polynomial $\mathcal{P}_{\text{CFT}} = c_M F \wedge \text{tr}[R^2]$ in AdS$_5$, we find that $(T_0 + T_1 + T_2)$ at the horizon and boundary respectively takes the following form:

\[
(T_0 + T_1 + T_2)|_{\text{hor}} = \delta \left\{ (J_S^{(V)})_{\mu \nu} [u \wedge (2\omega)] \right\} - \left( \frac{r_H}{4\pi T} \right) (J_S^{(V)})_{\mu \nu} [(\delta u) \wedge (2\omega)],
\]

\[
(T_0 + T_1 + T_2)|_{\text{\infty}} = -2c_M \xi \wedge \delta(2\omega q), \tag{G.26}
\]

where in the computation at the horizon, we have used Eq. (G.14) and neglected the terms proportional to $dr$ as well as the total derivative term. On the other hand, the terms $T_3$ and $T_4$ at arbitrary $r$ are given in (G.18) and (G.24) with $G^{(V)} = c_M \Phi(2\Phi_T^2)$ and $\mathbb{H}^{(V)} = c_M \Phi$. In particular, the sum of these two terms ($T_3 + T_4$) at the horizon and boundary is respectively evaluated as

\[
(T_3 + T_4)|_{\text{hor}} = \left( \frac{r_H}{4\pi T} \right) (J_S^{(V)})_{\mu \nu} [(\delta u) \wedge (2\omega)],
\]

\[
(T_3 + T_4)|_{\text{\infty}} = 2c_M \xi \wedge \delta(2\omega q), \tag{G.27}
\]

with $J_S^{(V)} = -(2\pi) \times 2^2 \times c_M \times (2\pi T) \times \mu$.

Combining all the contributions, we finally have the expression for $\langle \delta Q_{\text{Noether}} \rangle_H$ at the horizon and the boundary as follows:

\[
\langle \delta Q_{\text{Noether}} \rangle_H|_{\text{hor}} = \delta \left[ (J_S^{\text{anom, CS}})_{\mu \nu} \right]^{\text{CFT}} dx^\mu, \tag{G.28}
\]

\[
\langle \delta Q_{\text{Noether}} \rangle_H|_{\text{\infty}} = -\delta \left[ \xi^\mu T_\mu^{\text{anom, CS}} + (\Lambda + i\xi A)]_{\text{\infty}}^{\text{anom, CS}} \right] \ast^{\text{CFT}} dx^\nu, \tag{G.29}
\]
where the anomaly-induced currents are given by

\[ T_{\mu \nu}^{\text{anom,CS}} = J_{\mu \text{anom,CS}} = 0, \quad (J_{\text{anom,CS}}^{\text{anom,CS}})_{\mu} = J_{S}^{(V)} V_{\mu}, \]  

(H.30)

with \( J_{S}^{(V)} = -(2\pi) \times 2^2 \times c_m \times (2\pi T) \times \mu \). This result verifies Eqs. (2.18) and (2.24) for the anomaly polynomial \( \mathcal{P}_{\text{CFT}} = c_m F \wedge \text{tr}[R^2] \) in AdS_5.

H Replacement rule for \( T_3 \) and \( T_4 \)

As in Eq. (2.9), we divide \((\delta Q_{\text{Noether}})_H \) into \( T_0, T_1, T_2, T_3 \) and \( T_4 \). In particular, the terms \( T_3 \) and \( T_4 \),

\[ T_3 = -\frac{1}{2} \delta G_{ab}(\Sigma_H)^{abc} \xi^* dx_c, \quad \text{(H.1)} \]
\[ T_4 = -\frac{1}{4} \epsilon^{ab} \delta \left\{ (\Sigma_H)^{abc} + (\Sigma_H)^{bca} + (\Sigma_H)^{cab} \right\} (dx_b \wedge dx_c), \quad \text{(H.2)} \]

are related to the spin Hall current \((\Sigma_H)^{abc} \xi^* dx_c \equiv -2(\partial \mathcal{P}_{\text{CFT}} / \partial R^a \beta)\) and are relatively easy to deal with. The final expression for \( T_3 \) and \( T_4 \) at a fixed arbitrary \( r \) is simple. Moreover, by using essentially the same argument as we used for the Einstein source in Appendix D.6 Ref. [27], one can prove the statement that the 2nd and higher order building blocks do not contribute to \( T_3 \) and \( T_4 \) at the leading order of the derivative expansion.

In the following, we will first begin with the general single trace case \( \mathcal{P}_{\text{CFT}} = c_m F^l \wedge \text{tr}[R^{2k}] \) and then move on to the purely gravitational multi-trace case \( \mathcal{P}_{\text{CFT}} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \). Finally, we will consider the most general anomaly polynomial of the form \( \mathcal{P}_{\text{CFT}} = c_m F^l \wedge \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \).

In the first part of this Appendix, we will only consider the zeroth and first order building blocks. At the end, we briefly explain why the 2nd and higher order terms do not contribute to \( T_3 \) and \( T_4 \) at the leading order based on the argument for the Einstein source in Appendix D.6 of Ref. [27]. We stress that the computation here is valid for any fixed \( r \). In some places, we will specifically evaluate them at infinity \( r \to \infty \) and at the horizon \( r = r_H \) to explicitly display the expressions of \( T_3 \) and \( T_4 \).

Before computing \( T_3 \) and \( T_4 \) for a specific \( \mathcal{P}_{\text{CFT}} \), similar to the case in AdS_5 (see around Eq. (G.3)), we massage the expression of \( T_3 \) and \( T_4 \) into the following forms for later use:

\[ T_3 = -\frac{1}{2} (\delta G_{a\beta})(\Sigma_H)^{a\beta r} T_d - 1 \mathcal{C}^{\text{CFT}} \xi^r, \quad T_4 \equiv \xi^\mu \delta(\tilde{T}_4)_{\mu}, \]  

(H.3)

where

\[ (\Sigma_H)^{a\beta r} = (\Sigma_H)^{a\beta r}(2\Psi) + (\Sigma_H)^{a\beta r} \gamma^r \gamma^\gamma, \]  

(H.4)

\[ (\tilde{T}_4)_{\mu} = \left[G_{\mu a}(\Sigma_H)^{(a\gamma)} r + \frac{1}{2}(\Sigma_H)^{\gamma r}\right] \times (r^{d-1} \mathcal{C}^{\text{CFT}} \eta_{\gamma\nu} dx^\nu) \equiv (\tilde{T}_4^{(a)})_{\mu} + (\tilde{T}_4^{(b)})_{\mu}. \]  

(H.5)

To derive (H.3) and (H.4), we have used \( \xi^r = 0 \) and the identities

\[ * dx_r = r^{d-1} \mathcal{C}^{\text{CFT}} 1, \quad i_{\xi} * \mathcal{C}^{\text{CFT}} = * \mathcal{C}^{\text{CFT}} (\mathcal{C} \wedge \xi), \]  

(H.6)
for any boundary form $C$ as well as the anti-symmetric property of the spin Hall current, $(\Sigma_H)^{abc} = - (\Sigma_H)^{acb}$.

**H.1** \( \mathcal{P}_{\text{CFT}} = c_M F^l \wedge \text{tr}[R^{2k}] \)

Let us consider the general single-trace anomaly polynomial \( \mathcal{P}_{\text{CFT}} = c_M F^l \wedge \text{tr}[R^{2k}] \) admitted by AdS\(_{d+1} \) with \( d = 2n = 2l + 4k - 2 \) for \( d \geq 6 \). The spin Hall current in this case is given by

\[
(\Sigma_H)^{cb}_a = -2c_M (2k) \varepsilon^{c p_1 q_1 \cdots p_l q_l r_1 s_1 \cdots r_{2k-1} s_{2k-1}} \left( \frac{1}{2} \right)^l (F_{p_1 q_1} \cdots F_{p_l q_l}) (H.7)
\]

\[
\times \left( \frac{1}{2} \right)^{2k-1} R^b_{c_1 r_1 s_1} R^c_{1} c_2 r_2 s_2 \cdots R^{c_{2k-3}}_{c_{2k-3} c_{2k-3} s_{2k-2} s_{2k-2}} R^{c_{2k-2}}_{c_{2k-2} a r_{2k-1} s_{2k-1}} \, .
\]

As is known from the Einstein source computation carried out in Appendix D.6 of Ref. [27], there are three types of terms in \( (\Sigma_H)^{cb}_a \) that can contribute up to \( \omega^{n-1} \) order, depending on how \( (p_0) \) and \( (\rho) \) are distributed. For \( k = 1 \) (thus \( n = l + 1 \)),

\[
\mathcal{O}(\omega^{n-2}) : (\Sigma_H)^{cb}_a \propto \varepsilon^{c p_1 q_1 \cdots q_l r_1 s_1} (p_0^l 1^{-l-1})_{p_1 q_1} \cdots (\rho_0^l 1^{-l-1})_{p_l q_l} \, ,
\]

\[
\mathcal{O}(\omega^{n-1}) : (\Sigma_H)^{(1)}^{cb}_a \propto \varepsilon^{c p_1 q_1 \cdots q_l r_1 s_1} (p_0^l 1^{-l-1})_{p_1 q_1} \cdots (\rho_0^l 1^{-l-1})_{p_l q_l} \, ,
\]

\[
(\Sigma_H)^{(2)}^{cb}_a \propto \varepsilon^{c p_1 q_1 \cdots q_l r_1 s_1} (p_0^l 1^{-l-1})_{p_1 q_1} \cdots (\rho_0^l 1^{-l-1})_{p_l q_l} \, ,
\]

which is just a generalization of Eq.(G.15) in the case of AdS\(_5 \). For \( k > 1 \),

\[
\mathcal{O}(\omega^{n-2}) : (\Sigma H)^{(1)}^{cb}_a \propto \varepsilon^{c p_1 q_1 \cdots q_l r_1 s_1 \cdots r_{2k-1} s_{2k-1}} (p_0^l 1^{-l-1})_{p_1 q_1} \cdots (\rho_0^l 1^{-l-1})_{p_l q_l} \, ,
\]

\[
\mathcal{O}(\omega^{n-1}) : (\Sigma H)^{(2)}^{cb}_a \propto \varepsilon^{c p_1 q_1 \cdots q_l r_1 s_1 \cdots r_{2k-1} s_{2k-1}} (p_0^l 1^{-l-1})_{p_1 q_1} \cdots (\rho_0^l 1^{-l-1})_{p_l q_l} \, ,
\]

\[
(\Sigma H)^{(3)}^{cb}_a \propto \varepsilon^{c p_1 q_1 \cdots q_l r_1 s_1 \cdots r_{2k-1} s_{2k-1}} (p_0^l 1^{-l-1})_{p_1 q_1} \cdots (\rho_0^l 1^{-l-1})_{p_l q_l} \, ,
\]

or

\[
\mathcal{O}(\omega^{n-1}) : (\Sigma H)^{(4)}^{cb}_a \propto \varepsilon^{c p_1 q_1 \cdots q_l r_1 s_1 \cdots r_{2k-1} s_{2k-1}} (p_0^l 1^{-l-1})_{p_1 q_1} \cdots (\rho_0^l 1^{-l-1})_{p_l q_l} \, ,
\]

Here we have used the fact that \((\rho) 0 \propto dr \wedge u \) and \((\rho) 0^2 \propto 0 \). We note that, for \( k > 1 \), the wedge product of odd numbers of the curvature 2-forms \( (R^{2k-1}) \) consisting of all \( (\rho) 1 \)’s except exactly one \( (\rho) 0 \) reduces to \( (\rho) 1_R 1_R 0 \), \( (\rho) 1_R 0 1_R \), or \( (\rho) 0_R 1_R 1_R \), or \((\rho) 0^2 \propto dr \wedge u \) and all the terms in \((\rho) 0_R 1_R \) and \((\rho) 1_R 0 \) are either proportional to \( dr \wedge u \).

**H.1.1 Term T\(_3\)**

From the expression of \( (H.3) \), to evaluate \( T_3 \), we only need to evaluate some specific components of the spin Hall current \( (\Sigma_H)^{ab}r \) in \( (H.4) \). We evaluate contribution to these components
from \((\Sigma_H)^{ab}_{c}\), \((\Sigma_H^{(1)})^{ab}_{c}\) and \((\Sigma_H^{(2)})^{ab}_{c}\) separately. As we will see, these computations follow in the same vein as the AdS\(_5\) computations in Appendix G.4.

\((\Sigma_H')^{\prime}\) term:
The same argument as the AdS\(_5\) case in Appendix G.4 holds by replacing \((r, 0)\) with \((r, 0, 1, r, 0)\) for \(k > 1\). Therefore, \((\Sigma_H')^{\prime}\) term does not contribute to the third term \(T_3\).

\((\Sigma_H^{(1)})\) term:
By noticing that \((r, 0) \propto dr \wedge u\) and \((r, 1^{2k-1})^\beta r \propto u\), we have

\[
(\Sigma_H^{(1)})^r_c = 0, \quad (\Sigma_H^{(1)})^{\alpha\beta}_r = 0, \quad (H.10)
\]
(and thus \((\Sigma_H^{(1)})^{r\beta}_r = 0\)). Hence, the non-trivial components of Eq. \((H.4)\) are calculated as

\[
(\Sigma_H^{(1)})^{\alpha\beta}_r = (\Sigma_H^{(1)})^{\alpha\beta}_r \gamma u^\gamma = -c_M \frac{2(2k)}{r^{d-1}} \partial_r (\Phi^l) \delta_{TR}^{2k-1} V^\alpha u^\beta. \quad (H.11)
\]

\((\Sigma_H^{(2)})\) term:
We first notice that \((r, 0)^{\beta r}, (r, 0, 1, r, 1)^{\beta r}, (r, 1, r, 0, 1)^{\beta r}, (r, 1, r, 1, 0)^{\beta r}\) are all proportional to \(dr\).
This leads to \((\Sigma_H^{(2)})^{r\beta r} = 0\) and thus we can rewrite \((H.3)\) for \((\Sigma_H^{(2)})\) as

\[
T_3|_{\Sigma_H^{(2)}} = -\frac{1}{2}(\delta G_{\alpha\beta})(\Sigma_H^{(2)})^{(\alpha\beta)} r^{d-1}(C^r C_F T \xi), \quad (H.12)
\]
where

\[
(\Sigma_H^{(2)})^{(\alpha\beta)} r = (\Sigma_H^{(2)})^{(\alpha\beta)} r \gamma u^\gamma = -c_M \frac{2(2k)}{r^{d-1}} \Phi^l \partial_r (r \Phi_T^{2k-1}) (V^\alpha u^\beta). \quad (H.13)
\]
In the first equality, we have used the fact that the objects \((r, 0)^{\beta r}, (r, 0, 1, r, 1)^{\beta r}, (r, 1, r, 0, 1)^{\beta r}\) and \((r, 1, r, 1, 0)^{\beta r}\) are either zero or proportional to \(dx^\beta\), which leads to \((\Sigma_H^{(2)})^{(\alpha\beta)} r = 0\).

From the above computation, non-trivial components of the spin Hall current relevant to the computation of \(T_3\) is given up to \(\omega^{n-1}\) order by

\[
(\Sigma_H)^{(r)} = -\frac{1}{r^d} \frac{d}{dr} \left[ \frac{\partial \mathcal{G}^{(V)}}{\partial \Phi_T} \right] V^\alpha u^\beta, \quad (H.14)
\]
where \(\mathcal{G}^{(V)} = c_M \Phi^l (2\Phi_T^{2k})\). Therefore, the leading order expression of \(T_3\) for \(P_{CFT} = c_M F^l \wedge \text{tr}[R^{2k}]\) turns out to be

\[
T_3 = \frac{1}{2r} (2\Psi - r^2) \frac{d}{dr} \left[ r \frac{\partial \mathcal{G}^{(V)}}{\partial \Phi_T} \right] i_\xi [(\delta u) \wedge u \wedge (2\omega)^{n-1}]. \quad (H.15)
\]
When we evaluate at \(r = r_H\) (at the horizon) or \(r \to \infty\) (at the boundary), substituting \(\xi^a|_{hor} = \xi^a_{hor}, \Lambda|_{hor} = \Lambda_{hor}\) as in Eq. (2.19) while at the boundary choosing \(\xi^a\) as in Eq. (2.13),
we have the following expressions:

\[ T_3|_{\text{hor}} = \frac{\tau_H}{2T} \left[ \frac{\partial G^{(v)}}{\partial \Phi_T} + \frac{r}{dr} \frac{\partial G^{(v)}}{\partial \Phi_T} \right]_{\text{hor}} (\delta u) \wedge (2\omega)^{n-1}, \quad (H.16) \]

\[ T_3|_{\infty} \to O \left( \frac{1}{r^{d-1}} \frac{1}{\rho^d(d-2)} \right), \quad (H.17) \]

where we have used Eq. (B.86). Hence, \( T_3|_{\infty} = 0 \) since we are considering \( n \geq 2 \) (where \( 2k + l \geq 3 \) and \( k \geq 1 \)).

**H.1.2 Term \( T_4 \)**

To calculate \( T_4 \) at the leading order of the derivative expansion, we start with the evaluation of \( (\tilde{T}_4^{(a)})_\mu \) and \( (\tilde{T}_4^{(b)})_\mu \) as defined in (H.5).

\( (\tilde{T}_4^{(a)})_\mu \):

By using the results \( (\Sigma_H)^{r_\beta} = 0 \) up to \( \omega^{n-1} \) order and the expression of \( (\Sigma_H)^{r_\alpha}_\mu \) from Eq. (H.14), first term \( (\tilde{T}_4^{(a)})_\mu \) is easily calculated as

\[ (\tilde{T}_4^{(a)})_\mu = -\frac{1}{2r} \left[ 2\Psi u_\mu^{\ast \text{CFT}} V + r^2 V_\mu^{\ast \text{CFT}} u \right] \frac{d}{dr} \left[ r \frac{\partial G^{(v)}}{\partial \Phi_T} \right]. \quad (H.18) \]

\( (\tilde{T}_4^{(b)})_\mu \):

As we have shown in the case of \( T_3 \) above, \( (\Sigma_H)^{r_\alpha}_\mu = (\Sigma_H^{(1)})^{r_\alpha}_\mu = 0 \). Therefore only \( (\Sigma_H^{(2)})^{r_\alpha}_\mu \) can contribute to the second term \( (\tilde{T}_4^{(b)})_\mu \). Direct computations show that \( (\Sigma_H^{(2)})^{r_\alpha}_\mu \) is

for \( k = 1 \) : \( (\Sigma_H^{(2)})^{r_\alpha}_\mu = \frac{1}{r^2} \left[ r^2 V_\mu u^\alpha - 2 \Psi u_\mu V^\alpha \right] \frac{\partial G^{(v)}}{\partial \Phi_T} + 8r^{-1} \Psi \mathbb{H}^{(v)} \), \quad (H.19) \]

for \( k > 1 \) : \( (\Sigma_H^{(2)})^{r_\alpha}_\mu = \frac{1}{r^2} \left[ r^2 V_\mu u^\alpha - 2 \Psi u_\mu V^\alpha \right] \frac{\partial G^{(v)}}{\partial \Phi_T} \), \quad (H.20) \]

where \( G^{(v)} = c_M \Phi^l (2\Phi^2)^l \) and \( \mathbb{H}^{(v)} = c_M \Phi^l \). In deriving the results above, it is helpful to remember

\[ \varepsilon^{\mu \alpha \lambda_1 \ldots \lambda_{n-1} \lambda_{n-1} \sigma_1 \ldots \omega} = u^\mu V^\alpha - u^\alpha V^\mu, \quad (H.21) \]

which is just a generalization of Eq. (G.22) (in the case of AdS\(_5\)). We note that in the expression for \( (\Sigma_H^{(2)})^{r_\alpha}_\mu \), the only difference between \( k = 1 \) case and \( k \geq 1 \) case comes from \( \mathbb{H}^{(v)} \). Finally, we have the expression for \( (\tilde{T}_4^{(b)})_\mu \) as follows (note that \( *_{\text{CFT}} V = u \wedge (2\omega)^{n-1} \)):

for \( k = 1 \) : \( (\tilde{T}_4^{(b)})_\mu = \frac{1}{2r} \left[ r^2 V_\mu^{*_{\text{CFT}}} u - 2 \Psi u_\mu u \wedge (2\omega)^{n-1} \right] \frac{\partial G^{(v)}}{\partial \Phi_T} + 8r^{-1} \Psi \mathbb{H}^{(v)} \), \quad (H.22) \]

for \( k > 1 \) : \( (\tilde{T}_4^{(b)})_\mu = \frac{1}{2r} \left[ r^2 V_\mu^{*_{\text{CFT}}} u - 2 \Psi u_\mu u \wedge (2\omega)^{n-1} \right] \frac{\partial G^{(v)}}{\partial \Phi_T}. \quad (H.23) \)
Combining the results for \( \tilde{T}_4^{(a)} \) and \( \tilde{T}_4^{(b)} \) above, we obtain \( T_4 \) in the leading order of the derivative expansion as

for \( k = 1 : T_4 = \xi^\mu \delta \left\{ -\frac{r^2}{2} \frac{d}{dr} \left[ \frac{\partial G^{(V)}}{\partial \Phi_T} \right] V_{\mu}^{\ast \text{CFT}} u - \mu \frac{\Psi}{r^2} \frac{d}{dr} \left[ 2 \frac{\partial G^{(V)}}{\partial \Phi_T} \right] u \right\} \land (2\omega)^{n-1} + 4r^{-2} \Psi \frac{d}{dr} \left[ r^2 V_{\mu}^{\ast \text{CFT}} u - 2 \mu \frac{\Psi}{r^2} \frac{d}{dr} \left[ 2 \frac{\partial G^{(V)}}{\partial \Phi_T} \right] u \right] \land (2\omega)^{n-1} \right\}, \quad (H.24)

for \( k > 1 : T_4 = \xi^\mu \delta \left\{ -\frac{r^2}{2} \frac{d}{dr} \left[ \frac{\partial G^{(V)}}{\partial \Phi_T} \right] V_{\mu}^{\ast \text{CFT}} u - \mu \frac{\Psi}{r^2} \frac{d}{dr} \left[ 2 \frac{\partial G^{(V)}}{\partial \Phi_T} \right] u \right\} \land (2\omega)^{n-1} \right\}. \quad (H.25)

At the horizon, the term related to \( \mathbb{H}^{(V)} \) vanishes and upon substituting \( \xi^a_{\text{hor}} = \xi^a_{\text{hor}} \), \( \Lambda_{\text{hor}} = \Lambda_{\text{hor}} \) as in Eq. (2.19), \( T_4 \) at the horizon is given by

\[
T_4|_{\text{hor}} = \frac{r_H^2}{2T} \frac{d}{dr} \left[ \frac{\partial G^{(V)}}{\partial \Phi_T} \right]_{\text{hor}} \left( \delta u \right) \land (2\omega)^{n-1},
\]

for all \( k \geq 1 \).

On the other hand, at \( r \to \infty \), using \( \xi^a \) as in Eq. (2.13), depending on the value of \( k \), we have

\[
\text{for } k = 1 : T_4|_{\infty} \to O \left( \frac{q^l}{r^{l(d-2)-2}} \right), \quad (H.27)
\]

\[
\text{for } k > 1 : T_4|_{\infty} \to O \left( \frac{1}{r^{d(d-1)/2-(l+1)}} \right). \quad (H.28)
\]

For \( k > 1 \), which exists for \( d \geq 6 \), the term \( T_4 \) obviously vanishes at \( r \to \infty \). On the other hand, in \( d \geq 6 \) with \( k = 1 \), we have \( l \geq 2 \) and thus \( T_4 \) vanishes at \( r \to \infty \). Thus, \( T_4 \) vanishes at infinity for \( d \geq 6 \).

**H.1.3 \( T_3 + T_4 \)**

To summarize, for \( \mathcal{P}_{\text{CFT}} = c_M \Phi^l \land \text{tr}[R^{2k}] \), we obtained the following results at any fixed \( r \):

\[
T_3 = \frac{1}{2r} \left( 2 \Psi - r^2 \right) \frac{d}{dr} \left[ \frac{\rho G^{(V)}}{\partial \Phi_T} \right] \left( \delta u \right) \land (2\omega)^{n-1} + \left( \frac{r_H}{4\pi T} \right) J_5^{(V)} \left( \delta u \right) \land (2\omega)^{n-1},
\]

\[
T_4 = \xi^\mu \delta \left\{ -\frac{r^2}{2} \frac{d}{dr} \left[ \frac{\partial G^{(V)}}{\partial \Phi_T} \right] V_{\mu}^{\ast \text{CFT}} u - \mu \frac{\Psi}{r^2} \frac{d}{dr} \left[ 2 \frac{\partial G^{(V)}}{\partial \Phi_T} \right] u \right\} \land (2\omega)^{n-1} + 4r^{-2} \mathbb{H}^{(V)} \left[ r^2 V_{\mu}^{\ast \text{CFT}} u - 2 \mu \frac{\Psi}{r^2} \frac{d}{dr} \left[ 2 \frac{\partial G^{(V)}}{\partial \Phi_T} \right] u \right] \land (2\omega)^{n-1} \right\}, \quad (H.29)
\]

where \( G^{(V)} = c_M \Phi^l (2\Phi^{2k}_T) \). For \( \mathbb{H}^{(V)} \), it takes nonzero value \( \mathbb{H}^{(V)} = c_M \Phi^l \) for \( k = 1 \), while it vanishes for \( k > 1 \). In particular, \( T_3 + T_4 \) at infinity \( r \to \infty \) vanishes for \( d \geq 6 \), while at the horizon \( r = r_H \) we have

\[
(T_3 + T_4)|_{\text{hor}} = \left( \frac{r_H}{4\pi T} \right) J_5^{(V)} \left( \delta u \right) \land (2\omega)^{n-1}, \quad (H.30)
\]

where in this case \( J_5^{(V)} = -2\pi c_M \times \mu^l \times 2 \times (2k) \times (2\pi T)^{2k-1} \).
H.2 $\mathcal{P}_{CFT} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$

Here we consider the case with the purely gravitational anomaly polynomial consisting of multiple traces, $\mathcal{P}_{CFT} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$ in AdS$_{d+1}$ where $d = 2n = 4(\sum_{i=1}^{p} k_i) - 2 \equiv 4k_{tot} - 2$. Without loss of generality, we can assume that $k_i = 1$ for $i \leq p_0$, i.e. the first $p_0$ tr$[R^{2k_i}]$’s are tr$[R^2]$’s (in particular $p_0 = 0$ means that the anomaly polynomial $\mathcal{P}_{CFT}$ does not contain any tr$[R^2]$). As in the previous case, here we first consider zeroth and first order building blocks and will show at the end of this Appendix that 2nd and higher order building blocks do not contribute to $T_3$ and $T_4$ at the leading order.

We first recall that

$$\text{tr}[ (R 1^{2k_i}) ] = 2(2\Phi_T \omega)^{2k_i}, \quad \text{tr}[ (R 0_R 1^{2k_i-1}) ] = 2\Phi'_T dr \wedge u \wedge (2\Phi_T \omega)^{2k_i-1},$$ (H.31)

while

$$(\rho_{\cdot} 1^{2l}) = (2\Phi \omega)^{2l}, \quad (\rho_{\cdot} 0_R 1^{2l-1}) = \Phi' dr \wedge u \wedge (2\Phi \omega)^{2l-1}.$$ (H.32)

Because of these, by replacing the contributions of $F^l$ consisting of $(\rho_{\cdot} 1)$’s and at most one $(\rho_{\cdot} 0)$ by products of traces of $(R^{2k_i})$ consisting of all $(R 1)$’s and at most one $(R 0)$ (upon sending $\Phi$ to $\Phi_T$ with some appropriate factors of 2’s), we can carry out the same classification of the spin Hall current $\Sigma_H$ as we did for $\mathcal{P}_{CFT} = c_m F^l \wedge \text{tr}[R^{2k}]$ and define $(\Sigma_H')$, $(\Sigma^{(1)}_H)$ and $(\Sigma^{(2)}_H)$. As in the previous case, the first term $(\Sigma_H)'$ does not contribute to both $T_3$ and $T_4$. We thus restrict ourselves to the order $\omega^{n-1}$ contribution $(\Sigma^{(1)}_H)$ and $(\Sigma^{(2)}_H)$ only.

Since tr$[\chi_2] = 0$, the derivative of the anomaly polynomial $(\partial \mathcal{P}_{CFT}/\partial R^{2k})$ up to order $\omega^{n-1}$ is given by

$$\frac{\partial \mathcal{P}_{CFT}}{\partial R^{2k}} = c_g \sum_{i=1}^{p_0} (2k_i) 2^{p-1}(\rho_{\cdot} 0)^b_a \wedge (2\Phi_T \omega)^{2k_{tot}-2}$$

$$+ c_g \sum_{i=p_0+1}^{p} (2k_i) 2^{p-1}[(\rho_{\cdot} 0_R 1_R 1_R 0) + (\rho_{\cdot} 1_R 1_R 0) + (2k_i - 3)(\rho_{\cdot} 1_R 0_R 1)] \wedge (2\Phi_T \omega)^{2k_{tot}-4}$$

$$+ c_g \sum_{i,j;i\neq j}^{p} (2k_i)(2k_j) 2^{p-2}(\rho_{\cdot} 1_R) \wedge \text{tr}[ (R 0_R 1) ] \wedge (2\Phi_T \omega)^{2k_{tot}-4},$$ (H.33)

where $2k_{tot} = n + 1$.

The first two terms on the right hand side are essentially in the same form as $(\Sigma^{(2)}_H)$ appearing in Appendix H.1, while the third term is the same as $(\Sigma^{(1)}_H)$ there under the replacement of $F^l$ by the traces of the curvature two-forms explained above. Therefore we can straightforwardly compute the nontrivial components of $(\Sigma^{(1)}_H)$ and $(\Sigma^{(2)}_H)$ related to $T_3$.
given by

\[(\Sigma_{H}^{(1)})^{\alpha\beta r} = -c_g \frac{2^p}{r^d} \left( (2k_{tot})^2 - \sum_{i=1}^{p} (2k_i)^2 \right) (r\Phi'_T)\Phi_T^{2k_{tot}-2}V^{\alpha}u^{\beta}, \]

\[(\Sigma_{H}^{(2)})^{(\alpha\beta)r} = -c_g \frac{2^p}{r^d} \sum_{i=1}^{p} (2k_i)\partial_r (r\Phi_T^{2k_i-1})\Phi_T^{2k_{tot}-2k_i}V^{(\alpha}u^{\beta)} \]

\[= -c_g \frac{2^p}{r^d} \left( (2k_{tot})\partial_r (r\Phi_T) + \left( \sum_{i=1}^{p} (2k_i)^2 - 4k_{tot} \right) (r\Phi'_T) \right) \Phi_T^{2k_{tot}-2}V^{(\alpha}u^{\beta)}, \]

(H.34)

and thus nontrivial component of the spin Hall current relevant to \(T_3\) is at the leading order given by

\[(\Sigma_{H})^{(\alpha\beta)r} = -\frac{1}{r^d} \frac{d}{dr} \left[ r\frac{\partial G^{(v)}}{\partial \Phi_T} \right] V^{(\alpha}u^{\beta)}, \]

(H.35)

where \(G^{(v)} = c_g 2^p \Phi_T^{2k_{tot}}\). Therefore we finally have the expression of \(T_3\) at the leading order as follows:

\[T_3 = \frac{1}{2r} (2\Psi - r^2) \frac{d}{dr} \left[ r\frac{\partial G^{(v)}}{\partial \Phi_T} \right] i_\xi [(\delta u) \wedge u \wedge (2\omega)^{n-1}]. \]

(H.36)

In a similar manner, the computation of \(T_4\) also follows from the computation in Appendix H.1. That is, as a result of \((\Sigma_{H})^{r\beta r} = 0\) and \((\Sigma_{H}^{(1)})^{r\alpha \mu} = 0\), the nontrivial contribution to \(T_4\) comes only from \((\Sigma_{H}^{(2)})^{r\alpha \mu}\) given by

\[(\Sigma_{H}^{(2)})^{r\alpha \mu} = \frac{1}{r^d} \left[ r^2 V_\mu u^\alpha - 2\Psi u_\mu V^\alpha \right] \frac{\partial G^{(v)}}{\partial \Phi_T} + 8r^{-1}\Psi \mathbb{H}^{(v)} \]

(H.37)

where \(\mathbb{H}^{(v)} = p_0c_g (2^p\Phi_T^{2k_{tot}-2})\). Therefore, \(T_4\) at the leading order is evaluated as

\[T_4 = \xi^\mu \delta \left\{ -\frac{r^2}{2} \frac{d}{dr} \left[ \frac{\partial G^{(v)}}{\partial \Phi_T} \right] V_\mu^{CFT} u - u_\mu r^2 \frac{d}{dr} \left[ r^2 \frac{\partial G^{(v)}}{\partial \Phi_T} \right] u \wedge (2\omega)^{n-1} \right. \]

\[+ 4r^{-2}\Psi \mathbb{H}^{(v)} \left[ r^2 V_\mu^{CFT} u - 2\Psi u_\mu u \wedge (2\omega)^{n-1} \right] \}

(H.38)

Let us now summarize the expression of \(T_3 + T_4\) at \(r = r_H\) and \(r \to \infty\). At the horizon, substituting \(\xi^\alpha|_{hor} = \xi^a|_{hor}, \Lambda|_{hor} = \Lambda_{hor}\) as in Eq. (2.19), we obtain

\[(T_3 + T_4)|_{hor} = \frac{r_H}{4\pi T} J_S^{(v)} (\delta u) \wedge (2\omega)^{n-1}, \]

(H.39)

where in this case \(J_S^{(v)} = -2\pi c_g \times 2^p \times (2k_{tot})(2\pi T)^{2k_{tot}-1}\).
On the other hand, at \( r \to \infty \), we have
\[
T_3|_\infty \to \mathcal{O}\left(\frac{1}{r^{(d-1)(2k_{\text{tot}})}}\right),
\]
\[
T_4|_\infty \to \mathcal{O}\left(\frac{1}{r^{(d-1)(2k_{\text{tot}}-2)}}\right),
\]
both of which vanish since \( k_{\text{tot}} \geq 2 \) and \( d \geq 6 \).

**H.3** \( \mathcal{P}_{\text{CFT}} = c_M \, F^l \wedge \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \)

As a final case, we consider a general mixed anomaly polynomial consisting of multiple traces \( \mathcal{P}_{\text{CFT}} = c_M \, F^l \wedge \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \) admitted by AdS\(_{d+1} \) with \( d = 2n = 2l + 4k_{\text{tot}} - 2 \). Again, without loss of generality, we assume that \( k_i = 1 \) for \( i \leq p_0 \) (\( p_0 \geq 0 \)).

In the current case, by treating \( F^l \) and traces of the curvature two-forms as we did in Appendix H.1. We can classify contribution to the spin Hall current up to \( \omega^{n-1} \) order into three cases, \( (\Sigma_H)' \), \( (\Sigma_H^{(1)}) \), \( (\Sigma_H^{(2)}) \). Then it is straightforward to show that \( (\Sigma_H)' \) does not contribute to \( T_3 \) and \( T_4 \), and we only need to consider the order \( \omega^{n-1} \) contributions which are from \( (\Sigma_H^{(1)}) \) and \( (\Sigma_H^{(2)}) \).

The expression of \( \frac{\partial \mathcal{P}_{\text{CFT}}}{\partial R^a_b} \), up to order \( \omega^{n-1} \), is
\[
\frac{\partial \mathcal{P}_{\text{CFT}}}{\partial R^a_b} = c_M \sum_{i=1}^{p} (2k_i - 2)^{p-1} S_{(i)}^a \wedge (2\Phi_T \omega)^{2k_{\text{tot}}-4} \wedge (2\Phi \omega)^l
\]
\[
+ c_M \sum_{i,j\neq j} (2k_i)(2k_j - 2)^{p-2} (R^1_{R^1})^b_{a} \wedge \text{tr}[(R^0_{R^1})^1] \wedge (2\Phi_T \omega)^{2k_{\text{tot}}-4} \wedge (2\Phi \omega)^l
\]
\[
+ c_M \, l \, (R^0_{R^1})^a \wedge \sum_{i=1}^{p} (2k_i)^{p-1} (R^1)^b_{a} \wedge (2\Phi_T \omega)^{2k_{\text{tot}}-2} \wedge (2\Phi \omega)^{l-1},
\]
with
\[
S_{(i)}^a = [(R^0_{R^1})^1], \quad (R^1_{R^1})^b_{a}, \quad \text{for } i \geq p_0 + 1,
\]
\[
S_{(i)}^a = (R^0_{R^1})^b_{a}, \quad \text{for } 1 \leq i \leq p_0.
\]

We can see that the first term on the right hand side of Eq. (H.41) contributes only to \( (\Sigma_H^{(2)}) \) while the rest of the terms contribute only to \( (\Sigma_H^{(1)}) \), and they can be evaluated essentially in the same way as in Appendix H.1. More practically, the contribution to the spin Hall current from the first two terms can be obtained by wedging the result for \( l = 0 \) (see Appendix H.2) with \( (2\Phi \omega)^l \), while the one from the third term can be computed essentially in the same way as \( (\Sigma_H)' \) for the case of \( p = 1 \) (see Appendix H.1) because the former just contains extra powers of \( (2\Phi \omega) \) and \( (2\Phi_T \omega) \) compared to the latter. In the end, we finally have the
expression for $T_3$ and $T_4$ at any fixed $r$ as 

\[ T_3 = \frac{1}{2r} (2\Psi - r^2) \frac{d}{dr} \left[ \frac{\partial G^{(v)}}{\partial \Phi_T} \right] i_\xi \left[ (\delta u) \wedge u \wedge (2\omega)^{n-1} \right], \]

\[ T_4 = \xi^\mu \delta \left\{ \frac{r^2}{2} \left[ \frac{\partial G^{(v)}}{\partial \Phi_T} \right] V_\mu^{\ast \text{CFT}} u - \frac{\Psi}{r^2} \frac{d}{dr} \left[ r^2 \frac{\partial G^{(v)}}{\partial \Phi_T} \right] u \wedge (2\omega)^{n-1} \right\}, \]  

\[ + 4r^{-2} \Psi \mathbb{H}^{(v)} \left[ r^2 V_\mu^{\ast \text{CFT}} u - 2\Psi u_\mu u \wedge (2\omega)^{n-1} \right], \]  

(H.43)

where 

\[ G^{(v)} = c_M \mu^I 2^p \Phi_T^{2k_{\text{tot}}}; \quad \mathbb{H}^{(v)} = p_0 c_M (2^{p-1} \Phi_T^{2k_{\text{tot}}-2}). \]  

(H.44)

Let us finally evaluate $T_3 + T_4$ at the horizon and infinity. The expression at the horizon (upon substituting Eq. (2.19)) is the same as Eq. (H.39) where $J_S^{(v)}$ is replaced by the expressions 

\[ J_S^{(v)} = -2\pi c_M \mu^I 2^p (2k_{\text{tot}})(2\pi T)^2 t - 2. \]

On the other hand, at infinity $r \to \infty$, we have 

\[ T_3|_\infty \to \mathcal{O} \left( \frac{1}{r^{(d-2)(d-1)(2k_{\text{tot}})}} \right), \]

\[ T_4|_\infty \to \mathcal{O} \left( \frac{1}{r^{(d-2)(d-1)(2k_{\text{tot}}-2)}} \right), \]  

(H.45)

both of which vanish since $d \geq 6$ and $k_{\text{tot}} \geq 2$.

**H.4 On 2nd and higher order building blocks**

Up to this point, we only considered the zeroth and first order building blocks. Here we briefly explain why 2nd and higher order building blocks do not contribute to $T_3$ and $T_4$ up to $\omega^{n-1}$ order.

In Appendix D.6 of Ref. [27], we have proved that these 2nd order and higher order building blocks do not contribute to the Einstein sources. One of the key points of the proof is that the 2nd and higher order building blocks do not contribute to $(\partial \mathcal{P}_{\text{CFT}}/\partial R_{ab})$ (and thus to the spin Hall current) up to $\omega^{n-1}$ order. Since both $T_3$ and $T_4$ are linear in the spin Hall current, this result is sufficient to prove that 2nd and higher order building blocks do not contribute to $T_3$ and $T_4$ up to $\omega^{n-1}$ order.

**I Contributions to $T_0$, $T_1$ and $T_2$ at horizon: without higher order**

In this Appendix, we evaluate $T_0$, $T_1$ and $T_2$ terms for a general anomaly polynomials admitted on AdS$_{2n+1}$ with $n \geq 3$. We also combine with the results on $T_3$ and $T_4$ we obtained in Appendix II to calculate $(\delta Q_{\text{noether}})_H$ at the horizon. We start with some specific warm-up examples and then consider the general cases.

For the curvature and gauge field strength 2-form at the zeroth and first orders and its products, drastic simplifications occur at the horizon. As we will explain, most of terms
appearing in the products vanish or is proportional to $dr$ while the remaining nontrivial terms have simple structures. In particular, for the $F^i$ part, since $(\varphi, 0) \propto dr \land u$, we can replace $F^i$ by $(\varphi, 1^i)$. Therefore, we essentially only need to deal with purely gravitational anomaly polynomials.

Furthermore, due to Eq. (2.19), $(\Lambda + i\xi A)|_{hor} = \Lambda_{hor} \propto \mu/T = 0$ (up to 1st order) and hence $T_0|_{hor} = 0$ for a general anomaly polynomial $P_{CFT}$. Thus, we only need to evaluate $T_1$ and $T_2$ at the horizon.

For the rest of this Appendix, we shall first evaluate $(\delta Q_{\text{Noether}})_H|_{hor}$ using zeroth and first order building blocks. Similar to the case of the Einstein sources in Ref. [27], 2nd and higher order building blocks do not contribute to $T_1$ and $T_2$ at the horizon up to $\omega^{n-1}$ order of the derivative expansion. As we will show in Appendix J, the restriction at the horizon makes this proof simpler too.

### I.1 Warm-up example 1: $P_{CFT} = c_M F^i \land \text{tr}[R^2]$

As a first warm-up example, we consider $P_{CFT} = c_M F^i \land \text{tr}[R^2]$ in AdS$_{2n+1}$ with $n = l + 1$. We notice that all the $F^i$’s in $T_1$ and $T_2$ can be set to be $(\varphi, 1) = (2\varphi \omega)$, since $(\varphi, 0) \propto dr \land u$.

Then the evaluation of $T_1$ and $T_2$ is essentially the same as the case of $P_{CFT} = c_M F \land \text{tr}[R^2]$ in Appendix G (with extra $(2\varphi \omega)$’s). Therefore, using Eq. (G.14) and substituting $\xi^a|_{hor} = \xi^a_{hor}$, $\Lambda|_{hor} = \Lambda_{hor}$ as in Eq. (2.19), we obtain

\begin{equation}
T_1|_{hor} = \delta \left[ (J^{(V)}_S)_1 u \right] \land (2\mu \omega)^{n-1} - \left( \frac{r_H}{4\pi T} \right) J^{(V)}_S [(\delta u) \land (2\omega)^{n-1}],
\end{equation}

\begin{equation}
T_2|_{hor} = (J^{(V)}_S)_1 u \land \delta [(2\mu \omega)^{n-1}],
\end{equation}

where $J^{(V)}_S = -2\pi c_M \times \mu I \times 2 \times (2\pi T)$ and $(J^{(V)}_S)_1 = -2\pi c_M \times 2 \times (2\pi T)$. This leads to

\begin{equation}
(T_0 + T_1 + T_2)|_{hor} = \delta \left\{ (J^{(V)}_S)_1 u \land (2\omega)^{n-1} \right\} - \left( \frac{r_H}{4\pi T} \right) J^{(V)}_S [(\delta u) \land (2\omega)^{n-1}].
\end{equation}

Combining with the results of $T_3$ and $T_4$ in Appendix H,

\begin{equation}
(T_3 + T_4)|_{hor} = \left( \frac{r_H}{4\pi T} \right) J^{(V)}_S (\delta u) \land (2\omega)^{n-1},
\end{equation}

we finally have the full expression for $(\delta Q_{\text{Noether}})_H|_{hor}$

\begin{equation}
(\delta Q_{\text{Noether}})_H|_{hor} = \delta \left\{ (J^{CFT,\text{anom}}_S)_\mu \ast_{CFT} dx^\mu \right\},
\end{equation}

where the entropy current is

\begin{equation}
(J^{CFT,\text{anom}}_S)_\mu = J^{(V)}_S V_\mu.
\end{equation}

### I.2 Warm-up example 2: $P_{CFT} = c_g \text{tr}[R^2] \land \text{tr}[R^2]$

As a second warmup example, we consider $P_{CFT} = c_g \text{tr}[R^2] \land \text{tr}[R^2]$ in AdS$_7$ where $n = 3$. Using Eq. (B.67)-(B.69) and Eq. (G.14) while substituting $\xi^a|_{hor} = \xi^a_{hor}$, $\Lambda|_{hor} = \Lambda_{hor}$ as in
Eq. (2.19), we have
\[ T_1_{hor} = 4c_g \left\{ \text{tr}[\nabla \chi (\delta \Gamma)] \wedge \text{tr}[R^2] + 2\text{tr}[(\delta \Gamma) \wedge R] \wedge \text{tr}[\nabla \chi R] \right\} \bigg|_{r=r_H} \\
= \delta \left\{ (J_S^{(V)}) [u \wedge (2\omega)^2] \right\} - \left( \frac{r_H}{4\pi T} \right) (\delta u) \wedge (2\omega)^2, \quad (I.6) \]
where \( J_S^{(V)} = -2\pi c_g 2^2 \times 4 \times (2\pi T)^3 \). Note that \( T_2 \) is zero since \( \mathcal{P}_{CFT} \) does not contain any \( F \)'s.

Combining with the result of \( T_3 + T_4 \) in Appendix H evaluated at the horizon,
\[ (T_3 + T_4)_{hor} = \left( \frac{r_H}{4\pi T} \right) (\delta u) \wedge (2\omega)^2, \quad (I.7) \]
we finally have the expression for \( (\delta Q)_{hor}^{(V)} \) :
\[ (\delta Q)_{hor}^{(V)} = \delta \left\{ (J_S^{V,\text{anom}})^{CFT} \mu \right\} + \delta \left\{ (J_S^{V,\text{anom}}) V \right\} \cdot (I.8) \]

### I.3 Warm-up example 3 : \( \mathcal{P}_{CFT} = c_g \text{tr}[R^4] \)

As a final warm-up example, we consider \( \mathcal{P}_{CFT} = c_g \text{tr}[R^4] \) in AdS\(_7\) where \( n = 3 \). In this case, the term \( T_1 \) is computed as
\[ T_1_{hor} = 4c_g \left\{ \text{tr}[(\delta \Gamma) (R^2) (\nabla \chi)] + \text{tr}[(\delta \Gamma) (\nabla \chi) (R)] + \text{tr}[(\delta \Gamma) (\nabla \chi) R^2] \right\} \bigg|_{r=r_H} \\
= \delta \left\{ (J_S^{(V)}) [u \wedge (2\omega)^2] \right\} - \left( \frac{r_H}{4\pi T} \right) (\delta u) \wedge (2\omega)^2, \quad (I.9) \]
where \( J_S^{(V)} = -2\pi c_g \times 2 \times 4(2\pi T)^3 \). Here we have used
\[ \delta \left[ u \wedge (2\omega)^{n-1} \right] = n(\delta u) \wedge (2\omega)^{n-1}, \quad (I.10) \]
which comes from Eq. (G.14). As in the previous example, \( T_2 \) is obviously zero for purely gravitational anomaly polynomials.

For \( T_3 + T_4 \), by setting \( r = r_H \) in the result obtained in Appendix H, we have
\[ (T_3 + T_4)_{hor} = \left( \frac{r_H}{4\pi T} \right) (\delta u) \wedge (2\omega)^2. \quad (I.11) \]
Finally, we obtain the following result for \( (\delta Q)_{hor}^{(V)} \) evaluated at the horizon :
\[ (\delta Q)_{hor}^{(V)} = \delta \left\{ (J_S^{V,\text{anom}})^{CFT} \mu \right\} + \delta \left\{ (J_S^{V,\text{anom}}) V \right\} \cdot (I.12) \]

### I.4 \( \mathcal{P}_{CFT} = c_M F_l \wedge \text{tr}[R^{2k}] \)

Let us start with the single trace case, \( \mathcal{P}_{CFT} = c_M F_l \wedge \text{tr}[R^{2k}] \) in AdS\(_{2n+1}\) with \( n = 2k+l-1 \). Derivatives of the anomaly polynomial with respect to the curvature two-form and the \( U(1) \) field strength are given respectively by
\[ \frac{\partial^2 \mathcal{P}_{CFT}}{\partial F^l \partial R^a_b} = c_M (2kl) F^{l-1} \wedge (R^{2k-1})^b_a, \quad (I.11) \]
\[ \frac{\partial^2 \mathcal{P}_{CFT}}{\partial R^a_b \partial R^c_d} = c_M (2k) F^l \wedge \sum_{m=0}^{2k-2} (R^m)^b_e (R^{2k-2-m})^d_a, \quad (I.13) \]
where \((R^0)^b_c \equiv \delta^b_c\).

As for the \(U(1)\) field strength, since \(\langle \varphi, 0 \rangle \propto dr \wedge u\) and \(\langle \varphi, 1 \rangle = (2\Phi \omega)\), in the evaluation of \(T_1\) and \(T_2\) at the leading order under the assumption that 2nd and higher order terms of \(F, R\) etc. do not contribute, we can replace \(F\) by \((2\Phi \omega)\). Thus, in the evaluation of \(T_1\), we can just concentrate on the case of the anomaly polynomial of the form

\[
P_{CFT} = c_g \text{tr} [R^{2k}],
\]

in \(AdS_{2n+1}\) with \(n = 2k - 1\), and the result for more general single trace anomaly polynomial \(P_{CFT} = c_M F^l \wedge \text{tr} [R^{2k}]\) follows from this straightforwardly.

### I.4.1 \(T_1\) at horizon

In the evaluation of \(T_1\), we encounter three kinds of terms which can contribute nontrivially:

\[
\delta \Gamma^{ab}_{a} (R \wedge \ldots \wedge R)^b_c \nabla_d \xi^c \wedge (R \wedge \ldots \wedge R)^d_a, \tag{I.15}
\]

\[
\delta \Gamma^{ab}_{a} (R \wedge \ldots \wedge R)^b_c \nabla_a \xi^c, \quad \delta \Gamma^{a} \nabla_c \xi^b \wedge (R \wedge \ldots \wedge R)^c_a. \tag{I.16}
\]

We first note that \((R \wedge \ldots \wedge R)\) with more than one \(\langle \varphi, 0 \rangle\) vanishes or is proportional to \(dr\). Thus, we only have to consider the products with one or no \(\langle \varphi, 0 \rangle\). Then for the first kind of possibility, (I.15), we can classify the potential nontrivial contribution as summarized in Table 2. The entries in the second and third column (i.e. the 0’s and 1’s) under \(\nabla \xi\) and \(\delta \Gamma\) indicate which order of derivative expansion in \(\nabla \xi\) and \(\delta \Gamma\) are appearing in that structure. For example, when it is 0 under \(\nabla \xi\) and 1 under \(\delta \Gamma\), it means that we are considering the structure containing \((0)\nabla \xi\) and \((1)\delta \Gamma\). Since we are considering contributions composed of 0th or 1st order terms of \(\nabla \xi, \delta \Gamma\) and \(R\), we can classify the possible nontrivial contributions by the numbers of the 0th order terms. In Table 2, we list up all the possibilities containing two or more zeroth order terms. We note that when the number of the 0th order terms are more than four, then at least one of the two \((R \wedge \ldots \wedge R)\)'s contains two or more \(\langle \varphi, 0 \rangle\)'s and thus this kind of contribution vanishes. If the number of the zeroth order terms are less than two, then the contributions are of higher order. Note that in the table, we did not specify the explicit contractions of the indices. They should be contracted according to Eq. (I.15). For the possibilities listed in the table, there are usually two ways that the \((R \wedge \ldots \wedge R)\) can be contracted, depending if it is next to \(\delta \Gamma\) or \(\nabla \xi\). For example, in the second row, we see that we could have \(\chi_1\) in the 3rd column and \(\chi_0\) in the 4th column. This means that we can have the following two structures

\[
(0)\delta \Gamma^{a}_{b}(\chi_1)^{b}_{c}(0)\nabla_{d} \xi^{c}(\chi_0)^{d}_{a}, \quad (0)\delta \Gamma^{a}_{b}(\chi_0)^{b}_{c}(0)\nabla_{d} \xi^{c}(\chi_1)^{d}_{a}. \tag{I.17}
\]

We also note that when both of \((R \wedge \ldots \wedge R)\)'s are elements of \(\chi_1\) (the first and third case in Table 2), then such a kind of contribution is proportional to \(u \wedge u\) and thus vanish (we again stress that we neglect the terms proportional to \(dr\) during the evaluation of the first term). As we have shown in Eq. (B.65), the nontrivial elements in \(\chi_1\) are \(\langle \varphi, 0 \rangle^{1}_{m} \mu^{1}_{r}\) and \((1_{R} \mu^{1}_{m} 0_{R})^{\mu}_{\rho}\) only, since \(\langle \varphi, 1_{R} 0_{R} 1 \rangle^{a}_{b}\) is proportional to \(dr\) or zero.
Table 2. Single trace anomaly polynomial: contributions to $T_1$ from terms with $\delta \Gamma$ and $\nabla \xi$ not next to each other.

| # of 0th order terms | $\nabla \xi$ | $\delta \Gamma$ | $(R \wedge \ldots \wedge R)$ | $(R \wedge \ldots \wedge R)$ | Results |
|-----------------------|-------------|-----------------|-----------------|-----------------|---------|
| 4                     | 0           | 0               | $\chi_1 \propto u$ | $\chi_1 \propto u$ | zero    |
| 3                     | 0           | 0               | $\chi_1$         | $\chi_0$         | Case A (vanish in the end) |
| 3                     | 0           | 1               | $\chi_1 \propto u$ | $\chi_1 \propto u$ | zero    |
| 2                     | 0           | 0               | $\chi_0$         | $\chi_0$         | Case B |
| 2                     | 0           | 1               | $\chi_1$         | $\chi_0$         | Case C |

In a similar way, in the case of the two possibilities given in (I.16), we can summarize potential nontrivial contributions as in Table 3.

Table 3. Single trace anomaly polynomial: contributions to $T_1$ from terms with $\delta \Gamma$ and $\nabla \xi$ next to each other.

| # of 0th order terms | $\nabla \xi$ | $\delta \Gamma$ | $R \wedge \ldots \wedge R$ | Results |
|-----------------------|-------------|-----------------|-----------------|---------|
| 3                     | 0           | 0               | $\chi_1$         | Case D (vanish in the end) |
| 2                     | 0           | 0               | $\chi_0$         | Case E |
| 2                     | 0           | 1               | $\chi_1$         | Case F |

In the rest of this subsection, we directly evaluate the possibilities Case A, B, C, D, E and F in the above tables to calculate the leading order contribution to the first term $T_1$.

Case A (vanish in the end)

The followings are four potential nontrivial terms in Case A, but all of them vanish as a result of explicit computations (for $1 \leq m \leq 2k - 3$):

\[
\begin{align*}
(0) \delta \Gamma_{a_b} & \wedge (R_0 R_1^{m-1})_{c} \wedge \nabla_0 \xi^{c} \wedge (R_1 1^{2k-2-m})_{d} = 0, \\
(0) \delta \Gamma_{a_b} & \wedge (R_1 1^{m-1})_{c} \wedge \nabla_0 \xi^{c} \wedge (R_0 1^{2k-2-m})_{d} = 0, \quad \text{(I.18)} \\
(0) \delta \Gamma_{a_b} & \wedge (R 1^{m})_{c} \wedge \nabla_0 \xi^{c} \wedge (R_0 1^{2k-3-m})_{d} = 0, \\
(0) \delta \Gamma_{a_b} & \wedge (R 1^{m})_{c} \wedge \nabla_0 \xi^{c} \wedge (R_1 1^{2k-3-m})_{d} = 0.
\end{align*}
\]

Therefore, there is no contribution to $T_1$ from this type of terms.

Case B

There is only one type of contribution in Case B which can be computed as follows (for $1 \leq m \leq 2k - 3$):

\[
(0) \delta \Gamma_{a_b} \wedge (R 1^{m})_{c} \wedge (\nabla_0 \xi^{c}) \wedge (R_1 1^{2k-2-m})_{d} = -(2\pi) [2\delta(2\pi T u) - \tau_H \delta u] \wedge (2(2\pi T) \omega)^{2k-2}. \quad \text{(I.19)}
\]

Case C

As in Case A, there are four potential nontrivial terms in Case C and only one out of these
where we have used Eq. (G.14).

**Case D (vanish in the end)**

The following four terms are potentially nontrivial but the direct computation shows that all of them vanish:

\[
\begin{align*}
(1) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = 0, \\
(0) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = 0, \\
(1) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = 0, \\
(0) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = 0.
\end{align*}
\]

Therefore there is no nontrivial contribution from Case D.

**Case E**

There are two non-trivial structures in Case E:

\[
\begin{align*}
(0) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = -2\pi \left[ 2\delta(2\pi T) - r_{H} \delta u \right] \nabla_{\alpha} \xi^{c} = 0, \\
(0) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = 0.
\end{align*}
\]

**Case F**

There are two potential nontrivial cases one of which vanishes as a result of direct computation:

\[
\begin{align*}
(1) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = -2\pi r_{H} \delta u \nabla_{\alpha} \xi^{c} = 0, \\
(1) & \delta \Gamma^{a}_{b} (r) \nabla_{\rho} 1^{2k-3} \nabla_{\xi}^{c} = 0.
\end{align*}
\]

Here we have used Eq. (G.14).

**Summary for \( T_{1} \)**

Now that we have calculated all the contributions in the Table 2 and 3, we sum them up to calculate the leading order contribution to the first term \( T_{1} \). The above calculation shows that all the contributions containing more than two 0th order terms vanish. Then the leading order contribution to \( T_{1} \) contains two 0th order terms and is calculated by summing up the results in Case B, C, E and F. For \( P_{CFT} = c_{g} \text{tr}[R^{2k}] \) with \( n = 2k - 1 \), we have

\[
\begin{align*}
T_{1}|_{\text{hor}} &= (-2\pi) c_{g} (2k) \left[ 2(2k - 1) \delta(2\pi T) u - r_{H} \delta u \right] \nabla_{\alpha} \xi^{c} = 0, \\
&= \delta \left\{ (J_{S}^{(v)}) [u \nabla_{\alpha} (2\omega)^{n-1}] \right\} - \left( \frac{TH}{4\pi T} \right) J_{S}^{(v)} [(\delta u) \nabla_{\alpha} (2\omega)^{n-1}],
\end{align*}
\]

where we have used Eq. (I.10) and \( J_{S}^{(v)} = -2\pi \times c_{g} 2 \times (2k) \times (2\pi T)^{n} \).
As explained before, $T_1$ in the case of $\mathcal{P}_{\text{CFT}} = c_M F^l \wedge \text{tr}[R^{2k}]$ (with $n = 2k + l - 1$) is easily obtained by multiplying $(2\Phi \omega)^l$ to the result for $l = 0$, which yields

$$T_1 = \delta \left\{ (J_S^{(v)})_* [u \wedge (2\omega)^{n-l-1}] \right\} \wedge (2\mu \omega)_l - \left( \frac{r_H T}{4\pi^2} \right) J_S^{(v)} [(\delta u) \wedge (2\omega)^{n-1}],$$  \hspace{1cm} (I.27)

where in this case $J_S^{(v)} = -2\pi c_M \times \mu^l \times \omega \times (2\pi T)^{2k-1}$ and $(J_S^{(v)})_l = -2\pi c_M \times (2\pi T)^{2k-1} - (2\pi T)^{2k-1}$.

### I.4.2 $T_2$ at horizon

Here we evaluate the second term $T_2$. For $\mathcal{P}_{\text{CFT}} = c_g \text{tr}[R^{2k}]$, it is obviously zero and thus we consider $\mathcal{P}_{\text{CFT}} = c_g F^l \wedge \text{tr}[R^{2k}]$ for which $T_2$ is of the form

$$T_2 = c_g (2k)l \delta A \wedge F^{l-1} \wedge [\nabla_b \xi^a (R^{2k-1})^b]_a.$$  \hspace{1cm} (I.28)

We note that $\nabla_b \xi^a (R^{2k-1})^b$ is either zero or proportional to $dr$ when it contains at least one $(r, 0)$, the $U(1)$ gauge field $A$ at the leading order is $\Phi u$, and $F$ can be replaced by the $(2\mu \omega)$. Then the leading order contribution to the second term $T_2$ is given by

$$T_2|_{\text{hor}} = (J_S^{(v)})_* [u \wedge (2\omega)^{n-l-1}] \wedge \delta [(2\mu \omega)_l],$$  \hspace{1cm} (I.29)

where $(J_S^{(v)})_l = -2\pi c_M \times 2 \times (2\pi T)^{2k-1}$.

### I.4.3 $(\delta Q_{\text{Noether}})_H$ at horizon

We recall that for $\mathcal{P}_{\text{CFT}} = c_g F^l \wedge \text{tr}[R^{2k}]$, $T_3 + T_4$ evaluated at the horizon is given by (see Appendix H)

$$(T_3 + T_4)|_{\text{hor}} = \left( \frac{r_H T}{4\pi^2} \right) J_S^{(v)} [(\delta u) \wedge (2\omega)^{n-1}].$$  \hspace{1cm} (I.30)

Collecting all these terms, we finally obtain

$$(\delta Q_{\text{Noether}})_H|_{\text{hor}} = \delta \left\{ (J_S^{\text{CFT,anom}})_{\mu}^{\text{CFT}} \mu \right\} \wedge \left\{ (J_S^{\text{CFT,anom}})_{\mu} = J_S^{(v)} V_\mu \right\}.$$  \hspace{1cm} (I.31)

### I.5 $\mathcal{P}_{\text{CFT}} = c_m F^l \wedge \text{tr}[R^{2k_1}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$

As in the previous case, $F$ can be replaced by $(2\Phi \omega)$ to evaluate the leading order contribution. We thus concentrate on the anomaly polynomial of the form $\mathcal{P}_{\text{CFT}} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$ from which the result for the case with $F^l$ is derived straightforwardly.

The crucial difference from the single trace case is that when we consider two derivatives of $\mathcal{P}_{\text{CFT}}$ with respect to $R$, there are two kinds of terms: the two $R$-derivatives can act on the same trace or on different traces. As we know that $\text{tr}[\chi_1] \propto dr \wedge u$, for the trace $\text{tr}[R^{2k_1}]$ on which the $R$-derivatives do not act, we can replace it by $\text{tr}[\chi_1^{2k_1}] = 2(2\Phi \omega)^{2k_1}$. Therefore, we only need to consider the two-trace case, $\mathcal{P}_{\text{CFT}} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}]$ with $k_1, k_2 \geq 1$, and the more general case follows from this straightforwardly.
In this two-trace case, we have
\[
\frac{\partial^2 P_{CFT}}{\partial R^a_b R^c_d} = c_g (2k_1)(2k_2) \left[ (R^{2k_1-1})^b_a (R^{2k_2-1})^d_c + (R^{2k_1-1})^d_c (R^{2k_2-1})^b_a \right] + c_g (2k_1) \text{tr}[R^{2k_2}] \sum_{m=0}^{2k_1-2} (R^m)^b_c (R^{2k_1-2-m})^d_a + c_g (2k_2) \text{tr}[R^{2k_1}] \sum_{m=0}^{2k_2-2} (R^m)^b_c (R^{2k_2-2-m})^d_a .
\]

The results for the terms in the second and third lines can be obtained from the single trace answer by multiplying \(\text{tr}[R^{2k_1}]\) or \(\text{tr}[R^{2k_2}]\) (or, the one with \(k_1\) replaced by \(k_2\)). Thus, we will concentrate on the first term. We also restrict ourselves to the case in which the derivatives with respect to \(R^a_b\) and \(R^c_d\) act respectively on \(\text{tr}[R^{2k_1}]\) and \(\text{tr}[R^{2k_2}]\) (the other one can be derived by just interchanging \(k_1\) and \(k_2\)).

### I.5.1 \(T_1\) at horizon

In the case of \(P_{CFT}\) with a single trace, the possible nontrivial contributions are classified as in Table 2 and 3. In the double trace case, there is the following extra contribution related to the first line of (I.32):
\[
[\delta \Gamma^a_b \wedge (R \wedge \ldots \wedge R)^{b}_{a]} \wedge [\nabla_d \xi^c (R \wedge \ldots \wedge R)^d_{c}],
\]
whose potential nontrivial contribution at low orders are classified as in Table 2, though the contraction structures are different. For clarify, we shall present such classification in Table 4.

| # of 0th order terms | \(\nabla \xi\) | \(\delta \Gamma\) | \((R \wedge \ldots \wedge R)^{b}_{a}\) | \((R \wedge \ldots \wedge R)^d_{c}\) | Results |
|----------------------|------------|--------------|----------------|----------------|---------|
| 4                    | 0          | 0            | \(\chi_1 \propto u\) | \(\chi_1 \propto u\) | zero    |
| 3                    | 0          | 0            | \(\chi_1\)       | \(\chi_0\)       | Case A (vanish in the end) |
| 3                    | 0          | 1            | \(\chi_1 \propto u\) | \(\chi_1 \propto u\) | zero    |
| 2                    | 0          | 0            | \(\chi_0\)       | \(\chi_0\)       | Case B  |
| 2                    | 0          | 1            | \(\chi_1\)       | \(\chi_0\)       | Case C  |

#### Case A

For Case A, there are four potential nontrivial contributions but all of them vanish (or proportional to \(dr\)) as follows:
\[
[0] \delta \Gamma^a_b \wedge (R^1_{R}^2)^{b}_{a} \wedge [\nabla_d \xi^c (R^1_{R}^2)^d_{c}] = 0 ,
\]
\[
[0] \delta \Gamma^a_b \wedge (R^1_{R}^2)^{b}_{a} \wedge [\nabla_d \xi^c (R^2_{R}^1)^d_{c}] = 0 ,
\]
\[
[0] \delta \Gamma^a_b \wedge (R^2_{R}^1)^{b}_{a} \wedge [\nabla_d \xi^c (R^1_{R}^2)^d_{c}] = 0 ,
\]
\[
[0] \delta \Gamma^a_b \wedge (R^2_{R}^1)^{b}_{a} \wedge [\nabla_d \xi^c (R^2_{R}^1)^d_{c}] = 0 ,
\]
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due to Eq. (B.73)-(B.74). We note that, strictly speaking, there are other four cases where $k_1$ and $k_2$ are interchanged, but they are obviously zero (or proportional to $dr$) for the same reason.

**Case B**

For Case B, we have only one possibility (and the case with $k_1$ and $k_2$ interchanged):

$$
{[}^{(0)}\delta\Gamma^a_b \land \left( R 1^{2k_1-1}\right)_{b}\land \left[ \nabla_d c^c ( R 0_R 1^{2k_2-2})^d_c\right] = 0,
$$

(I.35)

$$
{[}^{(1)}\delta\Gamma^a_b \land \left( R 0_R 1^{2k_1-2}\right)_{b}\land \left[ \nabla_d c^c ( R 0)^d_c\right] = 0,
$$

(I.36)

$$
{[}^{(1)}\delta\Gamma^a_b \land \left( R 0^R 1^{2k_2-2}\right)_{b}\land \left[ \nabla_d c^c ( R 1^{2k_1-1})^d_c\right] = 0,
$$

$$
{[}^{(1)}\delta\Gamma^a_b \land \left( R 1^{2k_2-2}\right)_{b}\land \left[ \nabla_d c^c ( R 0)^d_c\right] = 0,
$$

where we have used Eq. (G.14).

**Summary for $T_1$**

Now we collect all the terms to calculate the first term $T_1$. For $\mathcal{P}_{CFT} = c_g \text{tr}[R^{2k_1}] \land \text{tr}[R^{2k_2}]$ (with $n = 2k_1 + 2k_2 - 1$), by using Eq. (G.14), the first term $T_1$ at the leading order is given by (do not forget the second and third terms in (I.32))

$$
T_1 = 2 c_g (8k_1k_2)(-2\pi) \left[ 2(2\pi T u)\land (2(2\pi T)\omega)^{2k_1+2k_2-2} + 2 c_g (2k_1)(-2\pi) \left[ 2(2\pi T u)\land (2(2\pi T)\omega)^{2k_1+2k_2-2} + 2 c_g (2k_2)(-2\pi) \left[ 2(2\pi T u)\land (2(2\pi T)\omega)^{2k_1+2k_2-2} = \delta \left\{ (J_S^{(v)})^n \right\} (u \land (2\omega)^{n-1}) - \left( \frac{r_H}{4\pi T} \right) J_S^{(v)} ((\delta u) \land (2\omega)^{n-1}),
$$

(I.37)

where we have used Eq. (I.10) and the fact that in this case $J_S^{(v)} = -2\pi c_g \times 2 \times (2k_1 + 2k_2) \times (2\pi T)^{k_1+k_2-1}$.

For more general multi-trace terms in the anomaly polynomial, $\mathcal{P}_{CFT} = c_M F^l \land \text{tr}[R^{2k_1}] \land \text{tr}[R^{2k_2}] \land \ldots \text{tr}[R^{2k_p}]$ (with $n = 2k_{tot} + l - 1$ and $k_{tot} = \sum_{i=1}^{p} k_i$), by recalling that $F$ can be replaced by $(2\Phi\omega)$ and $\text{tr}[R^{2k_i}]$ by $2(2\Phi T)\omega^{k_i}$ when the derivatives with respect to $R$ do not act there, the first term $T_1$ at the leading order is given by

$$
T_1 = \delta \left\{ (J_S^{(v)})^l \right\} (u \land (2\omega)^{n-l-1}) \land (2\mu \omega)^l \left( \delta \right) \left( \frac{r_H}{4\pi T} \right) J_S^{(v)} ((\delta u) \land (2\omega)^{n-1}),
$$

(I.38)

where in this case $J_S^{(v)} = -2\pi c_M \times \mu \times 2 \times (2k_{tot}) \times (2\pi T)^{k_{tot}-1}$ and $(J_S^{(v)})^l = -2\pi c_M \times 2 \times (2k_{tot}) \times (2\pi T)^{k_{tot}-1}$.
\section*{I.5.2 \ T_2 at horizon}

For the anomaly polynomial without \( F \)'s, this term is obviously zero and thus we consider more general cases including the multiple traces, \( \mathcal{P}_{\text{CFT}} = c_y \, F^l \wedge \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \). The evaluation of \( T_2 \) at the leading order is the same as the single trace case except that we need to replace the traces \( \text{tr}[R^{2k_i}] \) without the derivative acted on by \( \text{tr}[R_{,\mu}] = 2(2\phi_T \omega)^{k_i} \). Then the final result is given by

\[
T_2 = \left\{ (J^{(V)}_S)_l [u \wedge (2\omega)^{n-1-l}] \right\} \wedge \delta(2\mu \omega)^l. \tag{I.39}
\]

\section*{I.5.3 \ (\delta Q_{\text{Noether}})_H at horizon}

We recall that \( T_3 + T_4 \) evaluated at the horizon is given by (see Appendix H)

\[
(T_3 + T_4)_{|\text{hor}} = \left( \frac{TH}{4\pi T} \right) J^{(V)}_S (\delta u) \wedge (2\omega)^2. \tag{I.40}
\]

Therefore, collecting all the terms, we finally obtain

\[
(\delta Q_{\text{Noether}})_H |_{\text{hor}} = \delta \left\{ (J^{\text{CFT, anom}}_S)_{\mu} \, c^{\text{CFT}}_d \right\}, \quad (J^{\text{CFT, anom}}_S)_{\mu} = J^{(V)}_S V_{\mu}. \tag{I.41}
\]

\section*{J \ Contributions to \( T_0, T_1 \) and \( T_2 \) at horizon: with higher order}

In Appendix I, we have assumed that the 2nd and higher order building blocks do not generate any non-trivial contribution to \((\delta Q_{\text{Noether}})_H |_{\text{hor}} \) up to \( \omega^{n-1} \) order. We confirm this statement here. As we have proved this statement for \( T_3 \) and \( T_4 \) in Appendix H.4, here we will prove that 2nd and higher order building blocks do not contribute to \( T_0, T_1 \) and \( T_2 \) (at the horizon) at the leading order. In the following, we check this statement term by term. Since \( T_0 |_{\text{hor}} = 0 \) due to \((\Lambda + i\xi A) |_{\text{hor}} = 0 \) to all order, we do not need to deal with \( T_0 |_{\text{hor}} \).

Here is one important remark that will be useful: As we have seen, when 2nd and higher order building blocks are neglected, the leading order contribution to \( T_1 \) and \( T_2 \) is of order \( \omega^{n-1} \).

We emphasize that in this Appendix, we are considering all contributions which contain at least one 2nd or higher order building block.

\subsection*{J.1 \ T_1 at horizon}

Let us consider the anomaly polynomial of the form \( \mathcal{P}_{\text{CFT}} = c_y \, \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \) with \( n = 2k_{\text{tot}} - 1 \). We will take into account \( F^l \) later. Without loss of generality, we assume \( k_i = 1 \) for \( i \leq p_0 \). Furthermore, let us denote the total number of the derivative in \( \nabla \xi \) and \( \delta \Gamma \) by \( \hat{N} \). One important remark is that at the horizon, \((\mu,0)\)'s is either proportional to \( dr \) or \( u \) and thus the number of \((\mu,0)\)'s needs to be less than two to have nontrivial contribution to \( T_1 \).

When we evaluate the derivative \( (\partial^2 \mathcal{P}_{\text{CFT}} / \partial R^a \partial R^d) \), there are four possibilities:

- Case 1 : \( \hat{N} \geq 1 \).
Case 2: $\tilde{N} = 0$ and both of the derivatives act on the same trace $\text{tr}[R^{2k}]$ with $i \leq p_0$, i.e.

$$T_1 \propto \text{tr}[(0)\delta \Gamma(0)\nabla \xi] \wedge \text{tr}[R^{2k_2}] \wedge \cdots \wedge \text{tr}[R^{2k_p}],$$  \hspace{1cm} (J.1)

where without loss of generality, we have assumed that $i = 1$.

Case 3: $\tilde{N} = 0$ and both of the derivatives act on the same trace $\text{tr}[R^{2k}]$ with $i > p_0$, i.e.

$$T_1 \propto \text{tr}[(0)\delta \Gamma R^{2k_2-1}(0)\nabla \xi] R^{2k_q-1}].$$ \hspace{1cm} (J.2)

Case 4: $\tilde{N} = 0$ and the two derivatives act on different traces

$$T_1 \propto \text{tr}[(0)\delta \Gamma R^{2k_2-1}] \wedge \text{tr}[(0)\nabla \xi] R^{2k_q-1}].$$ \hspace{1cm} (J.3)

J.1.1 Case 1

Since we are considering the contributions containing at least one 2nd or higher order term in $T_1$, at least two $R$’s must be $(R_0)$ to contribute to $T_1$ up to $\omega^{n-1}$ order. Therefore, this gives vanishing contribution.

J.1.2 Case 2

In this case, to circumvent the appearance of two or more $(R_0)$’s, the $R$’s need to contain one $(R_0)$, one $(R_2)$ and the rest are set to $(R_1)$. This indicates that $\text{tr}[R^{2k_2}] \wedge \cdots \wedge \text{tr}[R^{2k_p}]$ contains $\text{tr}[2\chi_1]$ or $\text{tr}[\chi_1]$, but both of them are zero or proportional to $dr$. We thus conclude that this case give vanishing contribution to $T_1$.

J.1.3 Case 3 and Case 4

For Case 3 and Case 4, we note that the derivative $(\partial^2 P_{CFT} / \partial R^a \partial R^d)$ contains two $(R \wedge R \wedge \ldots \wedge R)$’s (we note that one of the $(R \wedge R \wedge \ldots \wedge R)$’s can be $\delta^a_b$ which means we are in Case 3) and a product of traces of the form $T = T_1 \wedge T_2 \wedge T_3$, where $T_1$ ($T_2$, $T_3$, respectively) is the wedge product of the trace of the form $TR_{(1)}$ ($TR_{(2)}$, $TR_{(3)}$, respectively) only, with the $TR_{(i)}$’s are defined Ref. [27] as :

$$TR_{(1)} \equiv \text{tr}[\chi],$$

$$TR_{(2)} \equiv \text{tr}[v \chi v \chi \cdots v \chi],$$

$$TR_{(3)} \equiv \text{tr}[v].$$ \hspace{1cm} (J.4)

Here, the symbol $\chi$ represents one of the elements in $\chi_0 \cup \chi_1 \cup \chi_2$, that is, it is a string made of $(R_0)$’s and $(R_1)$’s only. On the other hand, the symbol $v$ is defined to represent a string made of 2nd or higher order terms $(R_m)$ with $m \geq 2$. We note that the existence of $(R_0)$ in $T_1$ is not allowed since $\text{tr}[\chi_1] \propto dr$ and thus we set all the trace in $T_1$ to be $\text{tr}[\chi_0]$. Therefore, we might as well neglect the $T_1$ in the following discussion.
For the two \((R \land R \land \ldots \land R)\)'s, each of them is of the form denoted in Case \(\bar{A}, \bar{B}, \bar{C}, \bar{D}\) or \(\bar{E}\) (as was done in Ref. [27] and reviewed in Appendix B.2.2):

\[
\begin{align*}
\text{Case } \bar{A} & : (v \chi v \chi \ldots v \chi v), \\
\text{Case } \bar{B} & : (v \chi v \chi \ldots v \chi), \\
\text{Case } \bar{C} & : (\chi v v \chi \ldots v \chi), \\
\text{Case } \bar{D} & : (v), \\
\text{Case } \bar{E} & : (\chi),
\end{align*}
\]

(J.5)

where \((I \geq 1)\). We notice that we regard \(\delta^a_b\) as an element of Case \(\bar{E}\) with \(\chi_0\).

**Case 3:**

When we consider the contribution of order \(\omega^{n-1}\) or lower, to avoid appearance of more than one \((R_0)\) in \((\partial^2 P_{CFT}/\partial R^a_b \partial R^c_d)\), we require that one of the \((R \land R \land \ldots \land R)\)'s is of the form in Case \(\bar{E}\) while the other \((R \land R \land \ldots \land R)\)'s is either of the form in Case \(\bar{B}, \bar{C}\) or \(\bar{E}\) (see Eq. (J.5)) and that there is no terms in \(\mathcal{T}_3\). More precisely, there are three possible nontrivial cases (we note that non-trivial terms in one \((\partial^2 P_{CFT}/\partial R^a_b \partial R^c_d)\) and reviewed in Appendix B.2.2):

- The first case is when both of the \((R \land R \land \ldots \land R)\)'s are \(\chi_0\) and \(\mathcal{T}_2\) contains only one trace of the form \(\text{tr}[R_2 \lambda_1]\). In this case, we know that \(\text{tr}[R_2 \lambda_1] = 0\) and thus this does not contribute.
- The second case is when one of the \((R \land R \land \ldots \land R)\)'s is \(\chi_1\) and the other is \(\chi_0\), while \(\mathcal{T}_2\) contains only one trace of the form \(\text{tr}[R_2 \lambda_0]\). \(\mathcal{T}_1\) contains one of the following four structures but all of them vanish:

\[
\begin{align*}
(\nabla b \xi^a)(\chi_0) & b c (0)^c \Gamma^c_d)(\chi_1) d a = 0, \\
(0)^c \nabla c \xi^a)(\chi_0) & b c (0)^c \Gamma^c_d)(\chi_1) d a = 0, \\
(0)^c \nabla b \xi^a)(\chi_0) & b c (0)^c \Gamma^c_d)(\chi_0) d a = 0, \\
(0)^c \nabla b \xi^a)(\chi_1) b c (0)^c \Gamma^c_d)(\chi_1) d a = 0,
\end{align*}
\]

which follow from Eq. (B.76)-(B.78).

- Finally, the third case is when one of the \((R \land R \land \ldots \land R)\)'s is of Case \(\bar{B}\) or \(\bar{C}\) (where there exists only one \(v\) which is set to \((R_2)\) while the other \((R \land R \land \ldots \land R)\) is of Case \(\bar{E}\). The trace part \(\mathcal{T}\) is exactly \(\mathcal{T}_1\) with all of them set to \(\text{tr}[\lambda_0]\). In this case, all possibilities vanish because they are either \((0)^c \Gamma^c_d\) contracted with

\[
(0)^c \nabla c \xi^a)(R_2 0_0)^c b = (0)^c \nabla c \xi^a)(R_2 0_0)^c b = (0)^c \nabla c \xi^a) = (0)^c \nabla b \xi^c) = 0,
\]

or they are proportional to:

\[
\begin{align*}
(0)^c \Gamma^c_d)(\chi_1) d a (0)^c \nabla b \xi^a) & = 0, \\
(0)^c \nabla b \xi^a)(\chi_1) b c (0)^c \Gamma^c_d)(\chi_2) d a = 0, \\
(0)^c \nabla b \xi^a)(\chi_1) b c (0)^c \Gamma^c_d)(\chi_0, 2 \chi_0) d a = 0, \\
(0)^c \nabla b \xi^a)(\chi_1) b c (0)^c \Gamma^c_d)(\chi_0, 2 \chi_0) d a = 0.
\end{align*}
\]

(J.8)
Here, we have used Eqs. (B.76), (B.78) and (B.85).

Case 4:
As in Case 1, up to $\omega^{n-1}$ order, to avoid appearance of more than one $(R,0)$’s in two derivatives of the anomaly polynomial, i.e. $(\partial^2 P_{\text{CFT}}/\partial R^a \partial R^d)$, we need to require that one of the $(R \wedge \ldots \wedge R)$’s is of the form in Case $\bar{E}$ while the other $(R \wedge \ldots \wedge R)$’s is either of the form in Case $\bar{B}, \bar{C}$ or $\bar{E}$ and that there is no terms in $\mathcal{T}_3$. There are three possibilities as before:

- When both of $(R \wedge R \wedge \ldots \wedge R)$’s are $\chi_0$ and $\mathcal{T}_2$ contains only one trace of the form $\text{tr}[2\chi_1]$, this type of terms vanishes since $\text{tr}[2\chi_1] = 0$.

- Let us next consider the case where one of the $(R \wedge R \wedge \ldots \wedge R)$’s is $\chi_1$ and the other is $\chi_0$, while $\mathcal{T}_2$ contains only one trace of the form $\text{tr}[2\chi_0]$. Then $T_1$ contains either $\text{tr}[(0)\delta \Gamma] \chi_1$ or $\text{tr}[(0)\nabla \xi] \chi_1$ but both of them are zero.

- The final case is when one of the $(R \wedge R \wedge \ldots \wedge R)$’s is of Case $\bar{B}$ or $\bar{C}$ (where there exists only one $v$ and it is set to $(\rho,2)$) while the other $(R \wedge R \wedge \ldots \wedge R)$ is in Case $\bar{E}$. The trace part $\mathcal{T}$ is exactly $\mathcal{T}_1$ with all of them set to $\text{tr}[\chi_0]$. By noticing that both $\text{tr}[(0)\delta \Gamma] \chi_1$ and $\text{tr}[(0)\nabla \xi] \chi_1$ vanish, $T_1$ needs to be proportional to $\text{tr}[(0)\delta \Gamma] \chi_0$ or $\text{tr}[(0)\nabla \xi] \chi_0$. Then, the only potential nontrivial cases are when $T_1$ is proportional to one of the following terms, but all of them vanish from explicit computations:

\[
\begin{align*}
\text{tr}[(0)\delta \Gamma] (\chi_0, 2\chi_1) &= \text{tr}[(0)\delta \Gamma] (\chi_1, 2\chi_0) = 0 \\
\text{tr}[(0)\nabla \xi] (\chi_0, 2\chi_1) &= \text{tr}[(0)\nabla \xi] (\chi_1, 2\chi_0) = 0, \\
\text{tr}[(0)\delta \Gamma] (\rho, 2\chi_1) &= \text{tr}[(0)\delta \Gamma] (\chi_1, 2\rho) = 0, \\
\text{tr}[(0)\nabla \xi] (\rho, 2\chi_1) &= \text{tr}[(0)\nabla \xi] (\chi_1, 2\rho) = 0, \\
\end{align*}
\]

which follow from Eqs. (B.82), (B.84), (B.85) and the fact that the non-zero possibilities in $(\rho, 2\chi_1)$ and $(\chi_1, 2\rho)$ are reducible to $(\rho, 2\rho)$ and $(\rho, 0, 2)$.

To summarize up to this point, for $P_{\text{CFT}} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$, we have shown that 2nd and higher order building blocks do not give any nontrivial contribution to $T_1$ up to $\omega^{n-1}$ order.

Let us next consider the case with $P_{\text{CFT}} = c_m F^l \wedge \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$. Since $(\rho, 0) \propto dr \wedge u$, $F^l$ starts at order $\omega^l$. As for the rest part of $T_1$, the argument goes in the same way as we did for $P_{\text{CFT}} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$ (that is, we know that for this anomaly polynomial, $T_1$ at the leading order is $\omega^{n-1}$ and this does not contain 2nd and higher order terms).

From the above arguments, we conclude that there is no contribution to the first term $T_1$ up to $\omega^{n-1}$ order from second or higher order building blocks.
J.2  $T_2$ at horizon

Let us consider the general term in the anomaly polynomial of the form $\mathcal{P}_{CFT} = c_M F^i \wedge \text{tr}[R^{2k_1}] \wedge \ldots \wedge \text{tr}[R^{2k_p}]$. The second term $T_2$ is of the form

$$T_2 = (\delta A) \wedge (l F^{i-1}) \wedge \sum_{i=1}^{p} \left\{ (2k_i) \text{tr}[(\nabla \xi) R^{2k_i-1}] \times \text{tr}[R^{2k_1}] \wedge \ldots \wedge \text{tr}[R^{2k_{i-1}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \right\}. \quad (J.10)$$

Without loss of generality, we concentrate on the term with $i = 1$ only.

Now we denote the total number of derivatives in $\delta A$ and $\nabla \xi$ as $\tilde{N}$ and classify based on it. When $\tilde{N} \geq 1$, under the assumption that $T_2$ contains at least one 2nd or higher order terms, to contribute up to $\omega^{n-1}$ order, $T_2$ needs to have at least two $(\nu 0)$’s or one $(\nu 2)$. Therefore, this case does not contribute $T_2$.

Let us next consider the case with $\tilde{N} = 0$. To circumvent $(\nu 0) \propto dr \wedge u$ and the appearance of more than one $(\nu 0)$, $T_2$ needs to contain one $(\nu 0)$ as well as one $(\nu 2)$, while the rest of $F$’s and $R$’s are set to be of 1st order. In addition, by noticing that $\text{tr}[R^{2k_1}] = 0$, we can reduce the possibilities to potentially nontrivial cases for which the $\text{tr}[(\nabla \xi) R^{2k_1-1}]$ part in $T_2$ is given by one of the following forms:

$$
\begin{align*}
&\langle 0 \rangle \nabla_a \xi^b (\nu 2 \chi_1)^a_b, \quad \langle 0 \rangle \nabla_a \xi^b (\chi_{1 R} 2)^a_b, \\
&\langle 0 \rangle \nabla_a \xi^b (\chi_{0 R} 2 \chi_1)^a_b, \quad \langle 0 \rangle \nabla_a \xi^b (\chi_{1 R} 2 \chi_0)^a_b, \\
&\langle 0 \rangle \nabla_a \xi^b (\chi_{1}^a b). \quad (J.11)
\end{align*}
$$

However, all of the above vanish due to Eq. (B.77), Eq. (B.84)-(B.85) and the fact that the non-zero possibilities in $(\nu 2 \chi_1)$ and $(\chi_{1 R} 2)$ are reducible to $(\nu 2 R 0)$ and $(\nu 0 R 2)$.

K  Why $(\delta Q_{\text{Noether}})_{H \mid \infty} = 0$ in AdS$_{d+1 > 7}$? : without higher order

K.1 Rough and refined estimates

The goal of this Appendix is to prove that $(\delta Q_{\text{Noether}})_{H \mid \infty} = 0$. For AdS$_5$, we have already shown explicitly that $(\delta Q_{\text{Noether}})_{H \mid \infty} = 0$ in Appendix L. Thus, here we will concentrate on AdS$_{2n+1}$ for $n \geq 3$. Here we ignore terms proportional to $dr$.

Since we have already shown that both $T_3$ and $T_4$ vanish at infinity in Appendix H.3, here we prove that $T_0$, $T_1$ and $T_2$ vanish at infinity for AdS$_{2n+1}$ with $n \geq 3$. We first neglect the 2nd and higher order building blocks. Eventually, in Appendix L we will take them into account and show that their contributions vanish at the leading order of the derivative expansion.

Our strategy goes as follows. Based on the asymptotic behavior of the building blocks of $T_0$, $T_1$ and $T_2$, we first carry out the rough estimate for the asymptotic behaviors of these terms, without contracting their indices. This rough estimate is enough to confirm that each term vanishes at infinity for sufficiently high spacetime dimensions (more precisely, the rough
estimate is enough for AdS\(_{11}\) and higher), while more detailed analysis is still required for some low-dimensional examples (that is, AdS\(_7\) and AdS\(_9\)). We thus analyze the latter cases more carefully after the rough estimate.

Here, we define more precisely what we mean by the rough estimate and introduce some notation we will employ in this Appendix. For the building blocks, we define their fall-offs by the slowest damping component and denote it by ‘\(~\)’:

\[
\delta \Gamma \sim r, \quad \nabla \xi \sim r^3, \quad (R \, 0) \sim r^2, \quad (R \, 1) \sim r^{-3}, \quad (P \, 0) = (\ldots) dr, \quad (P \, 1) \sim r^{-d+2}. \tag{K.1}
\]

For example, for \(\nabla \xi\), the component with the slowest fall-off is \(\nabla_\mu \xi^\tau\) which behaves as \(r^3\) at the boundary, and thus in the rough estimate we have \(\nabla \xi \sim r^3\). Here we remind the readers that we are ignoring terms proportional to \(dr\) in this Appendix.

The rough estimate of the fall-off behavior for the products of \(R\)’s goes as follows: we just forget all their index-contractions and replace each building block by its fall-off from the rough estimate. For example,

\[
(R \, 1^{a_1}_{b_1} \wedge \ldots \wedge_R 1^{a_{2k-2}}_{b_{2k-2}}) \sim r^{-(d-3)(2k-2)},
(R \, 0^p_q \wedge_R 1^{a_1}_{b_1} \wedge \ldots \wedge_R 1^{a_{2k-3}}_{b_{2k-3}}) \sim r^{-(d-3)(2k-3)+2},
(R \, 0^{p_1}_{q_1} \wedge_R 0^{p_2}_{q_2} \wedge_R 1^{a_1}_{b_1} \wedge \ldots \wedge_R 1^{a_{2k-4}}_{b_{2k-4}}) \sim r^{-(d-3)(2k-4)+4}. \tag{K.2}
\]

Of course, we can consider the case with more \((R \, 0)\)’s, but the above possibilities are enough for our purpose, as we will see later.

The refined estimate takes into account the contraction structure of each building block. To distinguish the refined estimate from the rough estimate, we will denote the refined estimate with ‘\(~\)’. Here is a simple example: for the rough estimate, we have

\[
(R \, 1_R \, 1) \sim r^{-2(d-3)}, \quad (R \, 0_R \, 1) \sim r^{-(d-5)}, \quad (R \, 1_R \, 0) \sim r^{-(d-5)}, \quad (R \, 0_R \, 0) \sim r^4, \tag{K.3}
\]

while for the refined estimate, the fall-offs are much faster (due to explicit contractions of the indices):\(^{16}\)

\[
(R \, 1_R \, 1) \sim r^{-2(d-1)}, \quad (R \, 0_R \, 1) \sim r^{-2(d-1)-1}, \quad (R \, 1_R \, 0) \sim r^{-2(d-1)+3}, \quad (R \, 0_R \, 0) = 0. \tag{K.4}
\]

In the course of the rough estimate, since we do not take into account the index contraction, there is no distinction between the anomaly polynomial with a single trace or multiple traces. For example, for the rough estimate, we do not distinguish \(\mathcal{P}_{CFT} = c_g \text{tr}[R^{2(k_1+k_2)}]\) and \(\mathcal{P}_{CFT} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}]\). In the following part, we therefore carry out the rough estimate for the following two cases: (1) purely gravitational anomaly polynomial (including both single- and multi-trace cases) (2) mixed anomaly polynomial (including both single- and multi-trace cases).

\(^{16}\)In the refined estimate, we only aim to improve upon the rough estimate by explicitly contracting the indices. We do not attempt to explicitly compute the exact fall-off, i.e. figuring out which is the first non-zero leading behavior, but merely want to bound how slow the exact fall-off could be.
K.2 Rough estimate for purely gravitational anomaly polynomials

Let us consider a general purely gravitational anomaly polynomial containing \(2k\) curvature two-forms \(R\) \((k \geq 2)\) on \(\text{AdS}_{2n+1}\) with \(n = 2k - 1\) (note that \(n \geq 3\) and \(n\) is an odd number in this case). In this case, since both \(T_0\) and \(T_2\) are zero from the definition of these terms, we only need to consider the first term \(T_1\).

Before the estimate, we remind the readers that when there are three or more \((\mu 0)\)'s in \(T_1\), then \(T_1\) contains at least one \(\chi_2\) or \(\text{tr}[\chi_1]\) both of which are proportional to \(dr \wedge u\). The symbol \(\chi_m\) is defined as products of \((R)\)'s consist of \(m\) number of \((\mu 0)\)'s with the remaining \((R)\)'s being \((\mu 1)\)'s (see Appendix B.1.1 for useful facts about \(\chi_m\)). Therefore, we only need to consider the cases with two or less \((\mu 0)\)'s.

Through the rough estimate, the first term \(T_1\) behaves as

\[
T_1 \sim (\delta \Gamma) \nabla \xi \wedge (R^{a_1 b_1} \wedge \ldots \wedge R^{a_{2k-2} b_{2k-2}}) \sim r^4(R^{a_1 b_1} \wedge \ldots \wedge R^{a_{2k-2} b_{2k-2}}).
\]  

(K.5)

Thus, depending on the number of \((\mu 0)\)'s in \(T_1\), there are three possibilities with the following fall-off behaviors:

\[
\begin{align*}
& r^4(R^{a_1 b_1} \wedge \ldots \wedge R^{a_{2k-2} b_{2k-2}}) \sim r^{-(2n-3)(n-1)+4}, \\
& r^4(R^{0^{p_1 q_1} \wedge R^{a_1 b_1} \wedge \ldots \wedge R^{a_{2k-3} b_{2k-3}}}) \sim r^{-(2n-3)(n-2)+6}, \\
& r^4(R^{0^{p_1 q_1} \wedge R^{0^{p_2 q_2} \wedge R^{a_1 b_1} \wedge \ldots \wedge R^{a_{2k-4} b_{2k-4}}}) \sim r^{-(2n-3)(n-3)+8}.
\end{align*}
\]

(K.6)

Since \(n \geq 3\), the first case vanishes at infinity while the second and third cases vanish for \(n \geq 5\) (note that \(n\) is an odd integer). Therefore, for \(\text{AdS}_{11}\) and higher, the rough estimate is sufficient to imply that \(T_1|_{r \to \infty} \sim 0\). Thus, the only nontrivial case is when \(n = 3\) which corresponds to the anomaly polynomial \(P_{CFT} = c_g \text{tr}[R^4]\) and \(P_{CFT} = c_g \text{tr}[R^2] \wedge \text{tr}[R^2]\) on \(\text{AdS}_7\). We will carry out the refined estimate for these cases later in Appendix K.4.

K.3 Rough estimate for mixed anomaly polynomials

Now we consider the anomaly polynomial containing \(F^l\) and \(2k\) curvature two-forms (where \(l \geq 1\) and \(k \geq 1\)). This anomaly polynomial is admitted on \(\text{AdS}_{2n+1}\) with \(n = 2k + l - 1\). Here we consider \(n \geq 3\) only and thus \(2k + l \geq 4\) needs to be satisfied. In the following, we evaluate the three terms \(T_0, T_1, T_2\) one by one.

K.3.1 Zeroth term \(T_0\)

There are two terms in \(T_0\). From Eq. (2.10), we see that the first and the second term each contains \((\partial^2 P_{CFT}/\partial F \partial F)\) and \((\partial^2 P_{CFT}/\partial R^4 \partial F)\) respectively. Here we assume \((\Lambda + i \xi A)\) fall-offs as \(r^0\) at most.

For the first term, since \((\mu 0) \propto dr \wedge u\), all the \(F\)'s need to be replaced by \((\mu 1)\). We also note that all the \(R\)'s need to be replaced by \((\mu 1)\) since \(\text{tr}[\chi_1] \propto dr \wedge u\) and \(R\)'s only appear in the form of \(\text{tr}[R^{2k}]\) (since there is no derivative with respect to \(R^{ab}\)). Then the fall-off behavior is roughly estimated as

\[
(\delta A) \wedge (\Lambda + i \xi A) \wedge F^{l-2} \wedge (R^{a_1 b_1} \wedge \ldots \wedge R^{a_{2k} b_{2k}}) \sim \Phi^{l-1} \Phi^2_T \sim r^{-(d-1)d/2+(l-1)},
\]

(K.7)
which vanishes at infinity.

Similarly, for the second term in $T_0$, we can replace all the $F$’s by $(r)1$’s, thus the second term in $T_0$ behaves as

$$\delta \Gamma^a \nabla_x (A + i\zeta A) \wedge F^{l-1} \wedge (R^{a_1} b_1 \wedge \ldots \wedge R^{a_{2k-1}} b_{2k-1})$$

$$\sim r \Phi^{l-1} (R^{a_1} b_1 \wedge \ldots \wedge R^{a_{2k-1}} b_{2k-1}) \sim r \times r^{-2(n-1)(l-1)} (R^{a_1} b_1 \wedge \ldots \wedge R^{a_{2k-1}} b_{2k-1}).$$

(K.8)

Since the second term in $T_0$ contains only one derivative with respect to $R^a b$, there is only one $(R \wedge \ldots \wedge R)$ (without trace) wedged by tr$[R^{2k}]$’s. Since $\chi_2 \propto dr \wedge u$ and tr$[\chi_1] \propto dr \wedge u$, we only need to consider the case with one or less $(R)0$. In particular, the $(R)0$ must be located in the $(R \wedge \ldots \wedge R)$ part, while all the tr$[R^{2k}]$’s must be replaced by tr$[R^{12k}]$. Therefore, there are two potential non-trivial terms which fall-off as

$$r^{-2(n-1)(l-1)} \left(R^a b_1 \wedge \ldots \wedge R^{a_{2k-1}} b_{2k-1}\right) \sim r^{-2(n-1)(l-1)} \times r^{-2(n-3)(2k-1)},$$

$$r^{-2(n-1)(l-1)} (R^q b_1 \wedge \ldots \wedge R^{a_{2k-2}} b_{2k-2}) \sim r^{-2(n-1)(l-1)} \times r^{-2(n-3)(2k-2)},$$

(K.9)

both of which vanish at infinity (note that $2k + l \geq 4$ for $n \geq 3$).

To summarize, the zeroth term $T_0$ vanishes at infinity for $n \geq 3$.

**K.3.2 First term $T_1$**

Similar to $T_0$, all the $F$’s need to be replaced by $(r)1$ to have a non-trivial result. Then the fall-off behavior of this term is

$$T_1 \sim \Phi^l (\delta \Gamma) \nabla x \wedge (R^{a_1} b_1 \wedge \ldots \wedge R^{a_{2k-2}} b_{2k-2}) \sim r^{-2(n-1)(l+4)} (R^{a_1} b_1 \wedge \ldots \wedge R^{a_{2k-2}} b_{2k-2}).$$

(K.10)

Then, as in the case of a purely gravitational anomaly polynomial, there are three possibilities depending on the number of $(R)0$’s:

$$r^{-2(n-3)(n+1)+4} (R^a b_1 \wedge \ldots \wedge R^{a_{2k-2}} b_{2k-2}) \sim r^{-2(n-3)(n+1)+4},$$

$$r^{-2(n-3)(n+2)+6} (R^q b_1 \wedge \ldots \wedge R^{a_{2k-3}} b_{2k-3}) \sim r^{-2(n-3)(n+2)+6},$$

$$r^{-2(n-3)(n+3)+8} (R^q b_1 \wedge \ldots \wedge R^{a_{2k-4}} b_{2k-4}) \sim r^{-2(n-3)(n+3)+8}.$$  

(K.11)

These three terms vanish when $n \geq 3$, $n \geq 4$ and $n \geq 5$, respectively. We thus need to carry out the refined estimate for AdS$^7$ ($n = 3$) and AdS$^9$ ($n = 4$).

**K.3.3 Second term $T_2$**

As a final part for the rough estimate, we evaluate $T_2$. Again, by noting that $(r)0 \propto dr \wedge u$, we replace all the $F$’s by $(r)1$. Then the fall-off behavior of this term is

$$T_2 \sim (\delta \Phi) \nabla x \Phi^{l-1} (R^{a_1} b_1 \wedge \ldots \wedge R^{a_{2k-1}} b_{2k-1}) \sim r^{-2n+5} \times r^{-2(n-2)(l-1)} (R^{a_1} b_1 \wedge \ldots \wedge R^{a_{2k-1}} b_{2k-1}).$$

(K.12)
As in the case of the second term in $T_0$, this term contains only one derivative with respect to the curvature two-form and thus at most one $(r, 0)$ is allowed to have a nontrivial contribution. Therefore, the followings are two non-trivial possibilities:

$$
 r^{-2n+5-(2n-2)(l-1)} (R_{a_1 b_1} \ldots \wedge R_{a_{2k-1} b_{2k-1}}) \sim r^{-2n+5-(2n-2)(l-1)} \times r^{-(2n-3)(2k-1)},
$$

$$
 r^{-2n+5-(2n-2)(l-1)} (R_{a_1 b_1} \ldots \wedge R_{a_{2k-2} b_{2k-2}}) \sim r^{-2n+5-(2n-2)(l-1)} \times r^{-(2n-3)(2k-2)+2},
$$

(K.13)

both of which vanish for $n \geq 3$ (note again that $2k + l \geq 4$ for $n \geq 3$).

To summarize, we conclude that:

- $T_0$, $T_1$ and $T_2$ vanish at infinity for AdS$_{2n+1}$ with $n \geq 5$.
- For AdS$_7$ and AdS$_9$ the refined estimate needs to be done for $T_1$ only.
- In the case of AdS$_7$, from (K.11) (which is valid for $l = 0$ case too), the subtle case is when one or two $R$’s are $(r, 0)$ and $T_1$ in the rough estimate behaves as $r^{3-l}$ and $r^{8-l}$, respectively.
- On the other hand, for AdS$_9$, the only subtle case is when there exist two $(r, 0)$’s where $T_1$ in the rough estimate behaves as $r^{3-l}$.

**K.4 Refined estimate of $T_1$ for AdS$_7$**

In this part, we carry out the refined estimate of $T_1$ for the anomaly polynomials admitted on AdS$_7$. For AdS$_7$, there are three types of the anomaly polynomials, $\mathcal{P}_{CFT} = c_M F^2 \wedge \text{tr}[R^2]$, $c_g \text{tr}[R^2] \wedge \text{tr}[R^2]$ and $c_g \text{tr}[R^4]$. We will evaluate how they behave at infinity one by one. We stress again that here we still neglect 2nd and higher order building blocks, but we will take them into account at the end of this Appendix. We also recall that we have confirmed through the rough estimate that $T_1$ vanishes at infinity when it contains no $(r, 0)$’s. We thus consider the case with one or two $(r, 0)$’s.

**K.4.1 $\mathcal{P}_{CFT} = c_M F^2 \wedge \text{tr}[R^2]$**

In this case, the first term $T_1$ is given by

$$
 T_1 = 2 c_M F^2 \wedge \delta \Gamma^a b \nabla_a \xi^b .
$$

(K.14)

This case does not contain any $(r, 0)$ and thus we conclude that $T_1$ vanishes at infinity.

**K.4.2 $\mathcal{P}_{CFT} = c_g \text{tr}[R^2] \wedge \text{tr}[R^2]$**

The first term $T_1$ for this anomaly polynomial is composed of two types of terms, depending on where the two derivatives with respect to $R$ act:

$$
 T_1 = 4 c_g \delta \Gamma^a b \nabla_a \xi^b \wedge \text{tr}[R^2] + 8 c_g (\delta \Gamma^a b \wedge R^b a) \wedge (\nabla_c \xi^c R^a) .
$$

(K.15)
For the first term in (K.15), since \((\mu^2) = 0\) and \(\text{tr}[(\mu^0 \sigma_1)] \propto dr \wedge u\), this term does not contribute at infinity. For the second term in (K.15), direct computations show that

\[
\delta \Gamma^a_{\ b} \wedge (\mu^0)^b_a \sim r^{-10}, \quad \delta \Gamma^a_{\ b} \wedge (\mu^1)^b_a \sim r^{-4},
\]

\[
\nabla_a \xi^c (\mu^0)^{}^d_c \sim r^2, \quad \nabla_a \xi^c (\mu^1)^{}^d_c \sim r^{-4}, \tag{K.16}
\]

which lead to

\[
8 c_g (\delta \Gamma^a_{\ b} \wedge R^b_a) \wedge (\nabla_a \xi^c R^c_d) \sim r^{-2}. \tag{K.17}
\]

To summarize, we have shown that \(T_1\) vanishes at infinity for the anomaly polynomial \(\mathcal{P}_{CFT} = c_g \text{tr}[R^2] \wedge \text{tr}[R^2]\).

**K.4.3 \(\mathcal{P}_{CFT} = c_g \text{tr}[R^4]\)**

As a final example for AdS\(_7\), we carry out the refined estimate of \(T_1\) at infinity for the anomaly polynomial \(\mathcal{P}_{CFT} = c_g \text{tr}[R^4]\). The first term \(T_1\) in this case is given by

\[
T_1 = 4 c_g \left[ \delta \Gamma^a_{\ b} R^b_g R^g_c \nabla_a \xi^c + \delta \Gamma^a_{\ b} \nabla b^d R^d f R^f_a + \delta \Gamma^a_{\ b} R^b c \nabla d \xi^c R^d a \right]. \tag{K.18}
\]

The first and the second terms in (K.18) have three potential contributions, but all of them vanish at infinity in the following way:

\[
\delta \Gamma^a_{\ b} (\mu^0)^{}^1 c \nabla a \xi^c \sim r^{-7}, \quad \delta \Gamma^a_{\ b} \nabla c^d (\mu^0)^{}^1 a \sim r^{-7},
\]

\[
\delta \Gamma^a_{\ b} (\mu^1)^{}^1 c \nabla a \xi^c \sim r^{-3}, \quad \delta \Gamma^a_{\ b} \nabla c^d (\mu^1)^{}^1 a \sim r^{-3},
\]

\[
\delta \Gamma^a_{\ b} (\mu^0)^{}^0 c \nabla a \xi^c = 0, \quad \delta \Gamma^a_{\ b} \nabla c^d (\mu^0)^{}^0 a = 0. \tag{K.19}
\]

For the third term, there are three potential contributions:

\[
\delta \Gamma^a_{\ b} (\mu^0)^{}^0 c \nabla a \xi^c (\mu^0)^{}^1 a \sim r^{-3},
\]

\[
\delta \Gamma^a_{\ b} (\mu^1)^{}^1 c \nabla a \xi^c (\mu^0)^{}^0 a \sim r^{-1},
\]

\[
\delta \Gamma^a_{\ b} (\mu^0)^{}^1 c \nabla a \xi^c (\mu^0)^{}^0 a \sim r^{-8}. \tag{K.20}
\]

For the first line, we have used

\[
\delta \Gamma^a_{\ b} (\mu^0)^{}^0 c \sim r^{-(d-3)}, \tag{K.21}
\]

which behaves as \(r^{-3}\) for AdS\(_7\). For the other two terms, we evaluated them directly to show the fall-off behavior. In the end, we confirmed that \(T_1 \to 0\) at infinity.

**K.5 Refined estimate of \(T_1\) for AdS\(_9\)**

Here we carry out the refined estimate for AdS\(_9\). We recall that, as a result of the rough estimate, the only potential nontrivial case is when \(T_1\) contains two \((\mu^0)^{}^0\)'s. For this Appendix, we will focus on such possibilities. In this case, \(T_1\) behaves as \(T_1 \sim r^{3-l}\). We also notice the relation (K.21) in this case is \(\delta \Gamma^a_{\ b} (\mu^0)^{}^0 c \sim r^{-(d-3)} = r^{-5}\), while the rough estimate gives \(\delta \Gamma^a_{\ b} (\mu^0)^{}^0 c \sim r^3\).
K.5.1 \( \mathcal{P}_{CFT} = c_M F^3 \wedge tr[R^2] \)

In this case, \( T_1 \) is given by

\[ T_1 = 2c_M F^3 \wedge \delta \Gamma^a_{b c} \nabla_a \xi^b, \quad (K.22) \]

which does not contain any \( R \). Therefore, this term vanishes at infinity as a result of the rough estimate.

K.5.2 \( \mathcal{P}_{CFT} = c_M F \wedge tr[R^2] \wedge tr[R^2] \)

The first term \( T_1 \) for this anomaly polynomial is

\[ T_1 = 4c_M F \wedge \delta \Gamma^a_{b c} \nabla_a \xi^b \wedge tr[R^2] + 8c_M F \wedge (\delta \Gamma^a_{b c} R^b_a) \wedge (\nabla_a \xi^c R^d_a), \quad (K.23) \]

which vanishes since \((\mathcal{R}^2) = 0\).

As for the second term, as a result of \((K.21)\) (for AdS\(_{d+1}\)), the refined estimate changes the fall-off behavior of \( T_1 \) by at least a factor \( r^{-8} \) compared to the rough estimate. This is enough to confirm that \( T_1 \), which fall-off as \( r^{3-l} = r^2 \) under the rough estimate, vanishes at infinity.

K.5.3 \( \mathcal{P}_{CFT} = c_M F \wedge tr[R^4] \)

In this case, \( T_1 \) is given by

\[ T_1 = 4c_M \left[ F \wedge \delta \Gamma^a_{b c} R^b_a \wedge 2 \nabla_a \xi^c + F \wedge \delta \Gamma^a_{b c} \nabla_a \xi^b \right] \]

The first and second terms vanish as a result of \((\mathcal{R}^2) = 0\). On the other hand, for the third term, Eq. \((K.21)\) (for AdS\(_{d+1}\)) improves the fall-off behavior at infinity by at least a factor \( r^{-8} \) compared to the rough estimate. As in the previous case, this is enough to prove that \( T_1 \) in this case vanishes at infinity.

L Why \( (\delta Q_{\text{Noether}})_H|^{\infty} = 0 \) in AdS\(_{d+1;d+7}\) : with higher order

In this Appendix, we will focus on contributions containing at least a 2nd or higher order building block and prove that the 2nd and higher order building blocks do not contribute to \( (\delta Q_{\text{Noether}})_H \) at \( r \rightarrow \infty \). Before we begin the general argument, it is instructive to study in details all cases in AdS\(_7\) and a particular case in AdS\(_{15}\).

L.1 Example : AdS\(_7\)

In AdS\(_7\), we consider contributions up to \( \omega^2 \) order. Hence, we only need to consider the case containing exactly one 2nd order building block (which contributes at \( \omega^2 \)) with the rest of the building blocks set to zeroth order. We will show that such contributions are zero at any fixed \( r \). In particular, they vanish at \( r \rightarrow \infty \).
L.1.1 \( \mathcal{P}_{CFT} = c_M F^2 \wedge \text{tr}[R^2] \)

The terms \( T_0, T_1 \) and \( T_2 \) for this anomaly polynomial are given by

\[
\begin{align*}
T_0 &= 2c_M (\Lambda + i\xi A) \delta A \wedge \text{tr}[R^2] + 4c_M (\Lambda + i\xi A) F \wedge \text{tr}[\delta \Gamma R], \\
T_1 &= 2c_M F^2 \wedge \text{tr}[\delta \Gamma \nabla \xi], \\
T_2 &= 4c_M (\delta A) \wedge F \wedge \text{tr}[\nabla \xi R].
\end{align*}
\]

(L.1)

The first term in \( T_0 \) does not contain \( \omega^2 \) order contribution because of \( \text{tr}[(\rho_0)^2] = 0 \) and \( \text{tr}[(\rho_0, 0, 2)] = 0 \). For \( T_1, T_2 \), the second term in \( T_0 \), since \( (\rho, 0) \propto dr \wedge u \), one needs to set one \( F \) to be \( (\rho, 2) \). In that case, since \( F, \text{tr}[\delta \Gamma R] \) and \( \text{tr}[\nabla \xi R] \) start at \( \omega^1 \) order, these terms all become \( \omega^3 \) or higher order.

L.1.2 \( \mathcal{P}_{CFT} = c_g \text{tr}[R^2] \wedge \text{tr}[R^2] \)

In this case, \( T_0 \) and \( T_2 \) are trivially zero, while \( T_1 \) is

\[
T_1 = 4c_g \text{tr}[\delta \Gamma \nabla \xi] \wedge \text{tr}[R^2] + 8c_g \text{tr}[\delta \Gamma R] \wedge \text{tr}[\nabla \xi R].
\]

(L.2)

The first term does not contribute to \( \omega \) order because of \( \text{tr}[(\rho_0)^2] = 0 \) and \( \text{tr}[(\rho_2, 0, 0)] = 0 \). For the second term, let us first consider the case when the second order term is located in \( \text{tr}[\delta \Gamma R] \). Then, since \( \text{tr}[\nabla \xi R] \) starts at \( \omega^1 \) order, the second term in \( T_1 \) starts at \( \omega^3 \) or higher order. The argument is the same when \( \text{tr}[\delta \Gamma R] \) and \( \text{tr}[\nabla \xi R] \) are interchanged.

L.1.3 \( \mathcal{P}_{CFT} = c_r \text{tr}[R^4] \)

This is the final case admitted in AdS\(_7\), in which a little bit detailed analysis is required. For this anomaly polynomial, \( T_1 \) is given by (\( T_0 \) and \( T_2 \) are trivially zero as in the previous example)

\[
T_1 = 4c_r \left\{ \text{tr}[\delta \Gamma R^2 (\nabla \xi)] + \text{tr}[\delta \Gamma (\nabla \xi) R^2] + \text{tr}[\delta \Gamma R (\nabla \xi) R] \right\}.
\]

(L.3)

Similar to the previous examples, to have order \( \omega^2 \) contribution, exactly one of the building blocks is of second order while the rest need to be of zeroth order. Then, we have the following possibilities:

\[
\mathcal{O}(\omega^2) : \begin{align*}
(0)^2 \delta \Gamma^a_b (0)^0 \nabla_c \xi^b (\rho_0) (0^0_2) c^c_a, & \quad (0)^2 \delta \Gamma^a_b (0^0 \nabla_c \xi^b) (\rho_2, 0) c^c_a, \\
(0)^2 \delta \Gamma^a_b (\rho_0) (0^0_2) b^c (0^0 \nabla_c \xi^b) c^c_a, & \quad (0)^2 \delta \Gamma^a_b (\rho_2, 0) b^c (0^0 \nabla_c \xi^b) c^c_a, \\
(0)^2 \delta \Gamma^a_b (\rho_0) c^c (0^0 \nabla_c \xi^b) (\rho_2) d^d_a, & \quad (0)^2 \delta \Gamma^a_b (\rho_2) c^c (0^0 \nabla_c \xi^b) (\rho_0) d^d_a.
\end{align*}
\]

(L.4)

These terms all turn out to be zero due to Eq. (B.39).

L.2 Example: AdS\(_{15}\)

Now we consider one specific example in AdS\(_{15}\) which will be useful when we deal with the general cases.
For this anomaly polynomial, $T_0$ and $T_2$ are trivially zero, while the first term $T_1$ is

$$T_1 = 24 c_g \left\{ \text{tr}[\delta\Gamma(R^2)\nabla\xi] + \text{tr}[\delta\Gamma\nabla\xi(R^2)] + \text{tr}[\delta\Gamma R\nabla\xi R] \right\} \wedge \text{tr}[R^4] + 32 c_g \text{tr}[\delta\Gamma R^3] \wedge \text{tr}[\nabla\xi(R^2)].$$

In AdS$_{15}$, we consider up to $\omega^6$ order terms. Here we discuss the first and second line separately.

The first line in $T_1$ is easy to deal with. There are two points to notice: first of all, $\text{tr}[R^4]$ already starts at order $\omega^4$ and it is equal to $\text{tr}[(\rho 1^4)]$. Secondly, the terms in the curly bracket starts at order $\omega^2$ and 2nd (and higher order) building blocks do not contribute to the curly bracket terms up to $\omega^2$ order. Thus, the lowest order contributions therefore start at order $\omega^6$, and this order $\omega^6$ contribution does not contain any 2nd or higher order building blocks.

For the second line in $T_1$, as we have shown in Appendix B.2.3, both $\text{tr}[\nabla\xi R^3]$ and $\text{tr}[\delta\Gamma R^3]$ start at order $\omega^3$ and such contributions do not contain 2nd or higher order building blocks.

To summarize, we conclude that 2nd and higher order building blocks do not contributing to $\langle \delta Q_{\text{Noether}} \rangle_H$ at infinity up to order $\omega^6$.

### L.3 General arguments on 2nd and higher order terms

In Appendix. K, we used only zeroth and first order building blocks in the estimates of $\langle \delta Q_{\text{Noether}} \rangle_H$ at $r \to \infty$. Here we will deal with contributions containing at least one higher order building blocks, i.e. at least one $(m)\delta\Gamma$, $(m)\nabla\xi$, $(\rho m)$ or $(\rho m)$ for $m \geq 2$. We will show that all such contributions to $\langle \delta Q_{\text{Noether}} \rangle_H$ vanish up to $\omega^{n-1}$ order.

Before the proof, we here summarize some important facts. Let us consider $\text{tr}[R^{2k}]$, $\text{tr}[\delta\Gamma R^{2k-1}]$, and $\text{tr}[\nabla\xi R^{2k-1}]$. As we have seen in the computation for the Maxwell sources in Appendix C.3 of Ref. [27] and Appendix B.2.3, these traces start at $\omega^{2k}$, $\omega^{2k-1}$ and $\omega^{2k-1}$ order respectively, and these leading order terms contain zeroth and first order building blocks only. For the wedge product of the gauge field strength $F^l$, the leading order contribution is of the form $(\rho 1)^l$ and thus is of order $\omega^l$. Second and higher order terms in $F$ can only start contributing to $F^l$ at $\omega^{l+1}$-order or higher. These results will become important in the later computations.

We stress that in this Appendix, by ‘all contributions’, we mean all contributions containing at least a second or higher order building block.

### Strategy

Let us first explain our strategy. Our arguments rely on the following two facts (which will be shown next):

1. Fact 1: At $\omega^{n-2}$ order and lower, all contributions to $T_1$ vanish at any fixed $r$. 
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2. Fact 2: At $\omega^{n-1}$-order, all contributions vanish at any fixed $r$ with one exception: terms having exactly one $(\mathcal{R} 2)$, $(0)\delta\Gamma$, $(0)\nabla\xi$ along with products of $(\mathcal{R} 0)$’s and $(\mathcal{R} 1)$’s.

Once these two facts are confirmed, we only need to deal with the exceptional case in Fact 2 which contains exactly one $(\mathcal{R} 2)$. Moreover, to realize $\omega^{n-1}$ order contribution, the derivative $(\partial^2 P_{CFT}/\partial R\partial R)$ needs to contain one $(\mathcal{R} 2)$, one $(\mathcal{R} 0)$ and the rest of $R$’s are $(\mathcal{R} 1)$. Now we consider $r \to \infty$. From Appendix B.4.2 (in particular Eq. (B.98)), we note that the fall-offs of $(\mathcal{R} 2)$ in the rough estimate are

$$(\mathcal{R} 2) \sim r^2 \sim (\mathcal{R} 0).$$

Thus, we can replace $(\mathcal{R} 2)$ by $(\mathcal{R} 0)$ under the rough estimate. Therefore, what we need to evaluate is

$$(\mathcal{R} 0^a R_0^b \delta R_1^c \partial R_1^d R_1^{p_1} R_2^{p_2} \cdots R_2^{p_{2k-4}} q_{2k-4}).$$

This term, however, has been estimated in Appendix K.3.2 to fall-off sufficiently fast and vanish in AdS$_{11}$ and higher. We note that, for AdS$_7$ ($n = 3$), in Appendix L.1, we have already shown explicitly that at any fixed $r$, there is no lower contributions than $\omega^{n-1}$ and that the nontrivial $\omega^{n-1}$ order contributions do not contain any 2nd and higher order building blocks.

In the case of AdS$_9$ ($n = 4$), we note that the anomaly polynomials are just the ones in AdS$_7$ wedged with an extra $F$. Since $F$ starts at $\omega^1$ (since $\chi_0 \propto dr \wedge u$), essentially the same argument as the AdS$_7$ case lead to the proof that there is no lower contributions than $\omega^{n-1}$ and that the nontrivial $\omega^{n-1}$ order contributions do not contain any 2nd and higher order building blocks.

In the rest of this part, we will prove Fact 1 and Fact 2 case by case. Before doing so, we remind the readers that $\chi_m$ denotes all possible products of $(\mathcal{R} 0)$’s and $(\mathcal{R} 1)$’s containing exactly $m$-number of $(\mathcal{R} 0)$’s wedged with an arbitrary number of $(\mathcal{R} 1)$’s (see Appendix B.1.1). We sometimes use $\chi_m$ to simply denote an element in $\chi_m$. A useful symbol

$$(\mathcal{R}_q^{(p)}(\mathcal{R}_q^{(p-1)})$$

is defined to denote all possible structures (including those consist of zeroth and first order building blocks only) that can contribute to $(\mathcal{R}^q)$ at $\omega^p$ order. Here is a summary of the results from Appendix B.2 regarding classifications of $(\mathcal{R}_q^{(p)})$:

$$(\mathcal{R}_q^{(q-1)}) \equiv (\chi_1),
(\mathcal{R}_q^{(q)}) \equiv \{ (\chi_0), (\mathcal{R} 2 \mathcal{R} 0), (\mathcal{R} 0 \mathcal{R} 2), (\mathcal{R} 0 \mathcal{R} 3 \mathcal{R} 0) \},
(\mathcal{R}_q^{(q+1)}) \equiv \{ (\mathcal{R} 2), (\mathcal{R} 2 \mathcal{R} 0 \mathcal{R} 2), (\mathcal{R} 3 \mathcal{R} 1), (\chi_1 \mathcal{R} 3), (\mathcal{R} 2 \chi_0), (\mathcal{R} 2 \mathcal{R} 2 \mathcal{R} 0), (\mathcal{R} 0 \mathcal{R} 2 \mathcal{R} 2), (\mathcal{R} 0 \mathcal{R} 4 \mathcal{R} 0), (\mathcal{R} 0 \mathcal{R} 3 \mathcal{R} 1), (\chi_1 \mathcal{R} 3 \chi_0), (\mathcal{R} 0 \mathcal{R} 2 \mathcal{R} 1), (\mathcal{R} 0 \mathcal{R} 2 \mathcal{R} 2 \mathcal{R} 0). \}.$$
We note that, when Einstein sources were evaluated in Appendix D.6 of Ref. [27], it was shown that 2nd and higher order terms in $R$ do not contribute to $(R^q)$ at order $\omega^{q-1}$ (and lower). This is why 2nd and higher order terms in $R$ do not appear in $(R_{(q-1)}^q)$. Furthermore, up to $\omega^{q-2}$, all contributions (including zeroth and first order building blocks) to $R^q$ vanish.

L.3.1 Single-trace case 1: $\mathcal{P}_{CFT} = c_g \text{tr}[R^{2k}]$

We begin by first dealing with the case of $\mathcal{P}_{CFT} = c_g \text{tr}[R^{2k}]$ for $k \geq 2$ in AdS$_{2n+1}$ with $n = 2k - 1$. In this case, $T_0$ and $T_2$ are trivially zero and thus we consider $T_1$ only.

When we compute $T_1$ for $\mathcal{P}_{CFT} = c_g \text{tr}[R^{2k}]$ (for $k \geq 2$), we encounter two types of terms:

single-product : $\text{tr}[\delta \Gamma(R^{2k-2})\nabla \xi], \text{tr}[\delta \Gamma \nabla \xi(R^{2k-2})]$

double-product : $\text{tr}[\delta \Gamma(R^q)\nabla \xi(R^{2k-2-q})]$, \hspace{1cm} (L.10)

where $1 \leq q \leq 2k - 3$. We will first prove Fact 1 and Fact 2 for the single-product terms and then for the double-product terms.

**Single-product terms:**

For such terms, the contributions up to order $\omega^{n-1}$ are:

$O(\omega^{n-1}) : \text{tr}[(0)\delta \Gamma((R^{(2k-2)}(0)\nabla \xi)], \text{tr}[(0)\delta \Gamma((0)\nabla \xi)(R^{(2k-2)})]$. \hspace{1cm} (L.11)

We note that all the structures above contain exactly one $(\gamma,2)$ except the following cases:

$\text{tr}[(0)\delta \Gamma((R_{0,0,0,0})(0)\nabla \xi)], \text{tr}[(0)\delta \Gamma((0)\nabla \xi)((R_{0,0,0,0},0)])$. \hspace{1cm} (L.12)

These two terms are in fact zero due to

$(0)\delta \Gamma)^a_b(R_{0,0,0,0}) c(R_{0,0,0,0}) d f = (R_{0,0,0,0}) a_b(R_{0,0,0,0}) c(R_{0,0,0,0}) d f = 0$, \hspace{1cm} (L.13)

for arbitrary $(\gamma, m)$ $(m \geq 0)$. Thus, for the single-product, we proved Fact 1 and Fact 2.

**Double-product terms:**

The contributions of this type up to $\omega^{n-1}$ are:

$O(\omega^{n-2}) : \text{tr}[(0)\delta \Gamma((R^q_{(0)})(0)\nabla \xi)(\chi_1)], \text{tr}[(0)\delta \Gamma((0)\nabla \xi)(R^q_{(0)})]$

$O(\omega^{n-1}) : \text{tr}[(2)\delta \Gamma((\chi_1)(0)\nabla \xi)_0], \text{tr}[(0)\delta \Gamma((\chi_1)(0)\nabla \xi)(R_{(0)})], \text{tr}[(0)\delta \Gamma((\chi_1)(0)\nabla \xi)(R^q_{(0)})], \text{tr}[(0)\delta \Gamma((\chi_1)(0)\nabla \xi)(R^q_{(0)})(0)], \text{tr}[(0)\delta \Gamma((\chi_1)(0)\nabla \xi)(R^q_{(0)})(0)]$, \hspace{1cm} (L.14)
where we have used Eq. (B.41) and $\tilde{\chi}_1$ is defined in Eq. (B.42). First, the $\omega^{n-2}$ order terms all vanish as a result of

\begin{align}
(\delta \Gamma)^a_b (r_R^0 1)^d c (\tilde{\chi}_1) d c = (\delta \Gamma)^a_b (r_R^0 1)^b c = 0,
(\delta \Gamma)^a_b (r_R^0 \delta \Gamma)^b c (\tilde{\chi}_1) c d = (\delta \Gamma)^a_b (r_R^0 \delta \Gamma)^b c (r_R^0 1)^b d = 0,
(\delta \Gamma)^a_b (r_R^0 \nabla c b) (r_R^0 1)^c d = (\delta \Gamma)^a_b (r_R^0 \nabla c b) (r_R^0 1)^c d = 0,
(\tilde{\chi}_1) a b (r_R^0 2)^c d = (\tilde{\chi}_1) a b (r_R^0 m_R^0)^c d = 0,
\end{align}

for arbitrary $(r_R m)$ with $m \geq 0$. Thus, Fact 1 is confirmed.

For the $\omega^{n-1}$ order contributions, one can show that all $\omega^{n-1}$ order contributions vanish except for the case containing $(0)\delta \Gamma, (0)\nabla \xi$, one $(r_R 0)$, one $(r_R 2)$, and the rest of $R$’s. To show that, we use Eq. (L.15) and the identities

\begin{align}
(\delta \Gamma)^a b (r_R 0 R^1)^b c = (\delta \Gamma)^a b (r_R 0 m_R 0)^b c = \text{tr} [(r_R 1^{2k+1}) (0)\nabla \xi] (r_R 0 m_R 0) (0)\delta \Gamma = 0,
(1^{p+1})_b = (1^{p+1})_b = 0,
\end{align}

for any $m \geq 0$ and any $\delta \Gamma$ of any order. We could prove such identities by making use of the first Bianchi identity for $(r_R m)$ and the fact that $\delta \Gamma^{[bc]} = 0$ together with the following :

\begin{align}
(\delta \Gamma)^a b (r_R 0 R^1)^b c = (\delta \Gamma)^a b (r_R 0 R^1)^b c = \text{tr} [(r_R 1^{2k+1}) (0)\nabla \xi] (r_R 0 m_R 0) (0)\delta \Gamma = 0,
(1^{p+1})_b = (1^{p+1})_b = 0,
\end{align}

and

\begin{align}
(1^{2k+1})_a b = (1^{2k+1})_a b \wedge (2 \Phi_T \omega)^{2k},
(1^{r})_b = 0,
(1^{r})_b = 0,
(1^{r})_b = 0,
(1^{r})_b = 0,
(1^{r})_b = 0,
(1^{r})_b = 0,
\end{align}

Thus, we have proved Fact 2.

**L.3.2 Single-trace case 2:** $C_{CFT} = c_M F^l \wedge \text{tr} [R^{2k}]$

Now we include a $U(1)$ gauge field and consider the most general anomaly polynomial in the single-trace form, $C_{CFT} = c_M F^l \wedge \text{tr} [R^{2k}]$, admitted in AdS$_{2n+1}$ with $n = 2k + l - 1$. In this case, the gauge field part $F^l$ at the lowest order is $(r_1 l^1)$ and is of order $\omega^l$. Combining with the result for the previous case, for $T_1$, we confirmed Fact 1 and Fact 2.

For $T_2$, we encounter the term of the form

\begin{align}
\delta A \wedge F^{l-1} \wedge \text{tr} [\delta \Gamma R^{2k-1}].
\end{align}

From Appendix. B.2.3, we know that $\text{tr} [\delta \Gamma R^{2k-1}]$ starts at $\omega^{2k-1}$ and consists of purely zeroth and first-order building blocks. Hence, the lowest order contribution to this term is of order $\omega^{l-1 + 2k-1} = \omega^{n-1}$, which does not contain any 2nd and higher order terms in the building blocks.

Finally, let us consider $T_0$. It contains the following two types of terms :

\begin{align}
\delta A (\Lambda + i \xi A) \wedge F^{l-2} \wedge \text{tr} [R^{2k}],
(\Lambda + i \xi A) \wedge F^{l-1} \wedge \text{tr} [\delta \Gamma R^{2k-1}].
\end{align}
We note that the gauge field parts at the leading order are \( \langle 0 \rangle \delta A^{(0)} (\Lambda + i_\xi A) \wedge (\rho^l)^{l-2} \) (thus \( \omega^{l-2}\)-order) and \( \langle 0 \rangle (\Lambda + i_\xi A) \wedge (\rho^l)^{l-1} \) (thus \( \omega^{l-1}\)-order) only. From the Maxwell sources computations (see Appendix C.3 of Ref. [27]) and Appendix B.2.3, the terms \( \text{tr}[R^{2k}] \) and \( \text{tr}[(\delta \Gamma)R^{2k-1}] \) starts at \( \omega^{2k} \) and \( \omega^{2k-1} \) order respectively, and these leading order terms do not contain 2nd and higher order building blocks. Therefore, the leading order contribution to \( T_0 \) is of order \( \omega^{n-1} \) and does not contain any 2nd and higher order terms of the building blocks.

To summarize, we confirmed Fact 1 and Fact 2.

L.3.3 Multi-trace case 1: \( \mathcal{P}_{\text{CFT}} = c_g \text{tr}[R^{2k_1}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \)

Let us begin with the purely gravitational anomaly case. Since the second order and higher terms in the building blocks do not contribute to \( \text{tr}[R^{2q}] \) at \( \omega^{2q} \) order, without loss of generality, we only need to consider the two-trace case, \( \mathcal{P}_{\text{CFT}} = c_g \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \) (in \( \text{AdS}_{2n+1} \) where \( n = 2k_1 + 2k_2 - 1 \) and \( k_1, k_2 \geq 1 \)). Depending on how the two \( R \)-derivatives act on this anomaly polynomial, there are two type of contribution: single-trace case and double-trace case. For the former, by noticing again the fact that the leading order contribution to \( \text{tr}[R^{2k}] \) is \( \omega^{2k} \) and does not contain any 2nd order building blocks, we can deal with this type of term in the same way as the single-trace anomaly polynomial case. We therefore concentrate on the double-trace terms appearing in \( T_1 : \)

\[
\text{tr}[\delta \Gamma R^{2k_1-1}] \wedge \text{tr}[\nabla \xi R^{2k_2-1}] .
\]  

(L.21)

We note that there is another case where \( k_1 \) and \( k_2 \) are interchanged, but since we can treat it in the same way, we consider the above case only. The rest of the arguments follow along the same line of arguments as the \( \text{AdS}_{15} \) case in Appendix L.2. As we have summarized, the traces in this expression start at \( \omega^{2k_1-1} \) and \( \omega^{2k_2-1} \) order, respectively, and these leading order contributions do not contain any 2nd order building blocks. More precisely, they are of the form

\[
\mathcal{O}(\omega^{2k_1-1}) : \text{tr}[(\delta \Gamma)R^{2k_1-1}] = \{ \text{tr}[(0)\delta \Gamma \chi_0], \text{tr}[(1)\delta \Gamma \chi_1] \} , \quad \mathcal{O}(\omega^{2k_2-1}) : \text{tr}[(\nabla \xi)R^{2k_2-1}] = \{ \text{tr}[(0)\nabla \xi \chi_0], \text{tr}[(1)\nabla \xi \chi_1] \} .
\]  

(L.22)

To summarize, we have proven even stronger statements than Fact 1 and Fact 2 that we used in the single-trace case for the terms in Eq. (L.21). That is, here we have shown that for such type of terms, the first non-trivial contributions start at \( \omega^{n-1} \) and that 2nd (or higher) order building blocks do not contribute at order \( \omega^{n-1} \) for any fixed \( r \)-surface.

L.3.4 Multi-trace case 2: \( \mathcal{P}_{\text{CFT}} = c_M F^l \wedge \text{tr}[R^{2k_1}] \wedge \ldots \wedge \text{tr}[R^{2k_p}] \)

As in the previous case, we only need to consider the double-trace case, \( \mathcal{P}_{\text{CFT}} = c_M F^l \wedge \text{tr}[R^{2k_1}] \wedge \text{tr}[R^{2k_2}] \) (in \( \text{AdS}_{2n+1} \) where \( n = 2k_1 + 2k_2 + l - 1 \), and \( k_1, k_2, l \geq 1 \)), and more general cases follow from this immediately.
Let us start with the first term $T_1$. We recall that the lowest order contribution from $\mathbf{F}^l$ is $(\rho, 1)^l$ only and thus is at order $\omega^l$. Then the above results for the purely gravitational anomaly polynomial cases (double-trace and single-trace cases) are enough to prove Fact 1 and Fact 2.

For $T_0$ and $T_2$, since they contain only single $\mathbf{R}$-derivative, the proof of Fact 1 and Fact 2 essentially follows from the one for the case with the mixed single-trace anomaly polynomial we have investigated above (by recalling that the leading order term of $\text{tr}[\mathbf{R}^{2k}]$ is $\text{tr}[\rho1^{2k}]$ only and is of order $\omega^{2k}$).

To summarize, we have confirmed Fact 1 and Fact 2 for general anomaly polynomials. We therefore see that in $T_0$ and $T_2$ the second and higher order building blocks do not contribute up to order $\omega^{n-1}$ for any fixed $r$-surface. For $T_1$, we have a weaker statement that these contributions do not contribute at $r \rightarrow \infty$.

L.4 Weyl covariance in $\text{AdS}_{2n+1}/\text{CFT}_{2n}$

In this paper, since we are studying $\text{AdS}_{2n+1}$ with a $\text{CFT}_{2n}$ dual, it is useful to understand how fields in the boundary $\text{CFT}_{2n}$ transform under the Weyl rescaling. We follow closely the discussions in Ref. [59–61]. We first review the Weyl scaling of boundary fields and then extend it to bulk fields. We then apply this analysis to estimate the fall-off of the higher-order terms in the curvature two-forms at the boundary.

L.4.1 Weyl scaling at boundary

First we recall that the Weyl weight $\Delta_w$ of a boundary object $\mathcal{O}_{\mu_1 \mu_2 \cdots \mu_p}$ is defined by

$$
\Delta_w(\mathcal{O}_{\mu_1 \mu_2 \cdots \mu_p}) = (\text{mass dimension of } \mathcal{O}_{\mu_1 \mu_2 \cdots \mu_p}) + p - q .
$$

(L.23)

We note that every time we act an extra $\partial_\mu$, we get no net change in the Weyl weight. Similarly, if we wedge with an extra $dx^\mu$, we also get no net change in the Weyl weight. From these rules, it is straightforward to figure out the Weyl weight for the following boundary objects:

$$
\begin{align*}
\Delta_w(x^\mu) & = 0 , \quad \Delta_w(x_\mu) = -2 , \\
\Delta_w(\eta_{\mu \nu}) & = \Delta_w(P_{\mu \nu}) = -2 , \quad \Delta_w(\eta^{\mu \nu}) = \Delta_w(P^{\mu \nu}) = +2 , \\
\Delta_w(u^\mu) & = +1 , \quad \Delta_w(u_\mu) = -1 , \quad \Delta_w(u) = -1 , \\
\Delta_w(\omega_{\mu \nu}) & = -1 , \quad \Delta_w(\omega) = -1 , \quad \Delta_w(\partial_\mu \cdots \partial_\mu u_\nu) = -1 , \\
\Delta_w(A_\mu) & = \Delta_w(A) = \Delta_w(F_{\mu \nu}) = \Delta_w(F) = 0 .
\end{align*}
$$

(L.24)

for the boundary gauge field $A_\mu = A_\mu dx^\mu$ and field strength $F = (1/2!)F_{\mu \nu} dx^\mu \wedge dx^\nu = (1/2!)(\partial_\mu A_\nu - \partial_\nu A_\mu) dx^\mu \wedge dx^\nu$. In our convention, the gauge field $A_\mu$ has mass dimension 1 and thus $F_{\mu \nu}$ does mass dimension 2.

For a general curved boundary metric, we could deduce the following Weyl weights

$$
\Delta_w(\Gamma^\mu_{\rho \nu}) = 0 , \quad \Delta_w(R^\mu_{\rho \nu}) = 0 .
$$

(L.25)

since $\Gamma^\mu_{\alpha \beta}$ has mass dimension 1 and $R^\mu_{\alpha \beta \gamma}$ has mass dimension 2.
L.4.2 Weyl scaling at bulk

Now we extend the Weyl scaling to the bulk fields. We first need to assign the Weyl weight to the radial coordinate $r$ in a consistent way. To do this, we recall that the Weyl scaling is generated by a particular bulk asymptotic Killing vector by the standard AdS/CFT dictionary. More concretely, the Weyl scaling preserves the combination $r^2\eta_{\mu\nu}$ asymptotically and hence $r^2\eta_{\mu\nu}$ has Weyl weight zero. Combining with the fact $\Delta_w(\eta_{\mu\nu}) = -2$, we conclude that the Weyl weight of $r$ is one,

$$\Delta_w(r) = +1.$$ (L.26)

As a second step, we identify the Weyl weight of objects defined at the bulk. Let us consider the connection 1-form and curvature 2-form (we note that $R^{\mu\nu}$ has the same Weyl weight as $\Gamma^{\mu\nu}$ since the former contains a term $d\Gamma^{\mu\nu}$). We first notice $\Gamma^{\mu\nu} = \Gamma^{\mu\nu}r^dr + \Gamma^{\mu\nu\gamma}dx^\gamma$, which has the Weyl weight 0 as can be seen from the second term. Therefore, from the first term we conclude $\Delta_w(\Gamma^{\mu\nu}r^dr) = -1$. Let us next consider $\Gamma^{\mu\nu}$ and $R^{\mu\nu}$. Since $\Gamma^{\mu\nu}$ contains the terms $\Gamma^{\mu\nu\gamma}dx^\gamma$, we can identify the Weyl weight for $\Gamma^{\mu\nu}$ and $R^{\mu\nu}$ as

$$\Delta_w(\Gamma^{\mu\nu}) = \Delta_w(R^{\mu\nu}) = -1.$$ (L.27)

We then note that $R^{\mu\nu}$ contains $\Gamma^{\mu\nu} \wedge \Gamma^{\nu\nu}$ as well as $R^{\nu\nu}$ does $\Gamma^{\nu\nu} \wedge \Gamma^{\nu\nu}$. From these, we have the following assignment of the Weyl weight on the connection 1-form and curvature 2-form (here we list up the results in (L.25) and (L.27) again):

$$\Delta_w(\Gamma^{\nu\nu}) = 0, \quad \Delta_w(\Gamma^{\mu\nu}) = -1, \quad \Delta_w(\Gamma^{\nu\nu}) = +1, \quad \Delta_w(\Gamma^{\mu\nu}) = 0,$$

$$\Delta_w(R^{\nu\nu}) = 0, \quad \Delta_w(R^{\mu\nu}) = -1, \quad \Delta_w(R^{\nu\nu}) = +1, \quad \Delta_w(R^{\mu\nu}) = 0.$$ (L.29)

For the fields $\Phi$ and $\Phi_T$, since $(0)A = \Phi u$ and $\Phi_T$ has mass dimension $+1$, we can assign the Weyl weight for any $r$ as follows:

$$\Delta_w(\Phi) = \Delta_w(\Phi_T) = 1.$$ (L.30)

Before we apply for this Weyl scaling in the next part, we provide an alternative argument for the second step above: in the following, we determine the Weyl weight of $\Gamma^{\alpha\beta}$ (and hence $R^{\alpha\beta}$) by starting with the identification of the Weyl weights for the bulk metric components.

For asymptotically AdS spacetimes, the components $G_{\mu\nu}$ contain a term of the form $r^2\eta_{\mu\nu}$ and thus, by using $\Delta_w(r) = +1$, the Weyl weight of these components is

$$\Delta_w(G_{\mu\nu}) = 0.$$ (L.31)

Then the line element $ds^2 = G_{\mu\nu}dx^\mu dx^\nu + 2G_{\mu r}dx^\mu dr + G_{rr}dr^2$ has the Weyl weight 0 and thus we can identify the Weyl weights of $G_{\mu r}$ and $G_{rr}$ as

$$\Delta_w(G_{\mu r}) = -1, \quad \Delta_w(G_{rr}) = -2.$$ (L.32)
Let us next determine the Weyl weights for the inverse metric. By using the relation

\[ G^{\alpha\beta} G_{\alpha\beta} = \delta_{\beta}^{\beta} \]

with \( \Delta_w(\delta_{\beta}^{\beta}) = 0 \) and \( G^{ab} \partial_a \partial_b = G^r r \partial_r + G^{\mu\nu} \partial_\mu \partial_\nu + \ldots \), we can have

\[ \Delta_w(G^{\mu\nu}) = +1, \quad \Delta_w(G^r r) = 0, \quad \Delta_w(G^r r) = +2. \]  

(L.33)

Then from the definition of the Christoffel symbols, we obtain the Weyl weights of the connection 1-form as well as the curvature 2-form as follows:

\[ \Gamma^r_r = G^{\mu\nu} \partial_r G_{\mu\nu} \, dr + \ldots \Rightarrow \Delta_w(R^r_r) = \Delta_w(\Gamma^r_r) = 0, \]

\[ \Gamma^\mu_r = G^{\mu\beta} \partial_r G_{\beta r} \, dr + \ldots \Rightarrow \Delta_w(R^\mu_r) = \Delta_w(\Gamma^\mu_r) = -1, \]

\[ \Gamma^r_\nu = G^{\mu\beta} \partial_\beta G_{\nu r} \, dr + \ldots \Rightarrow \Delta_w(R^r_\nu) = \Delta_w(\Gamma^r_\nu) = +1, \]

\[ \Gamma^\mu_\nu = G^{\mu\nu} \partial_\nu G_{\mu r} \, dr + \ldots \Rightarrow \Delta_w(R^\mu_\nu) = \Delta_w(\Gamma^\mu_\nu) = 0. \]  

(L.34)

These results are consistent with Eq. (L.28).

### L.4.3 Fall-off of higher order terms in curvature two-form

Now we are ready to use Weyl covariance to estimate fall-offs of \((R^m_m)\) for any positive integer \(m\). We can easily deduce these fall-offs based on the following facts. We consider the two-form at the \(\omega^m\) order which is made of \(\partial_\mu\), \(dx^{\nu}\) and \(u_\rho\) only. We call them the boundary two-form here. We first neglect the contraction structure. There are many possibilities for this type of the two-form. For example, at order \(\omega^2\) we can have the following possibilities:

\[ (\partial_{\alpha_1} \partial_{\alpha_2} u_{\beta}) \, dx^{\kappa} \wedge dx^{\delta}, \quad (\partial_{\alpha_1} u_{\beta_1}) (\partial_{\beta_2} u_{\beta_2}) \, dx^{\kappa} \wedge dx^{\delta}, \]  

(L.35)

and etc. However, the important point is that their mass dimension is all \(m - 2\), no matter how the structures look like. We notice that even when we multiply or contract appropriately by using

\[ u_\mu, \quad P_{\mu\nu}, \quad \eta_{\mu\nu}, \]  

(L.36)

(or those with some indices up), the mass dimensions are not changed at all since the objects in Eq. (L.36) all have the mass dimension 0. Therefore, the two-forms at \(\omega^m\) order constructed in this manner all have the mass dimension \(m - 2\). Now we take into account the index structure of the two-form to evaluate the Weyl weight. When there is one free upper and one free lower boundary indices or no boundary indices, then the Weyl weight of this type of the two-form turns out to be \(m - 2\). On the other hand, when there is one free upper (resp. lower) boundary indices, then the Weyl weight turns out to be \(m - 1\) (resp. \(m - 3\)).

Now we consider the curvature two-form. Asymptotically, the \(\omega^m\) order terms in the curvature two-form are written as the boundary two-form classified above with appropriate power of \(r\) multiplied (we notice that the curvature two-form also contains terms proportional to \(dr\) in general, but they do not contribute to the Noether charge. We thus neglect these terms). Combining the above result with the Weyl weight of the curvature two-form summarized in (L.28), we can identify what power of \(r\) needs to be multiplied. Then the fall-off
behaviors of the curvature two-form at $\omega^m$ order is estimated as
\[
(\mathcal{R}_m)^\mu_r|_\infty \to \mathcal{O}(r^{1-m}), \quad (\mathcal{R}_m)^r\mu|_\infty \to \mathcal{O}(r^{2-m}), \\
(\mathcal{R}_m)^\mu_\rho|_\infty \to \mathcal{O}(r^{2-m}), \quad (\mathcal{R}_m)^r\rho|_\infty \to \mathcal{O}(r^{4-m}).
\] (L.37)

In particular, for $m = 2$, this gives the estimate
\[
(\mathcal{R}_2)^r\rho|_\infty \to \mathcal{O}(r^0), \quad (\mathcal{R}_2)^\mu\rho|_\infty \to \mathcal{O}(r^0), \quad (\mathcal{R}_2)^\mu_r|_\infty \to \mathcal{O}(r^{-1}), \quad (\mathcal{R}_2)^r\rho|_\infty \to \mathcal{O}(r^2).
\] (L.38)

We see that this reproduces all the fall-offs in Eq. (B.97) except that we can improve the estimate of the fall-off for $(\mathcal{R}_2)^\mu_r$ by one power of $1/r$.

We note that in the above estimates, when we construct the two-forms appearing in a particular component of $(\mathcal{R}_m)$, we have started with the boundary two-form discussed above and then compensated the Weyl weight (difference between the Weyl weights of a particular component of $(\mathcal{R}_m)$ and the boundary two-form) by just multiplying an appropriate power of $r$. This provides the estimates when $q = m = 0$ only. With $q, m \neq 0$, we are also allowed to use $\Phi_T$ and $\Phi$ (both are with the Weyl weight +1) to compensate the Weyl weight. Since both $\Phi_T$ and $\Phi$ have faster fall-offs than $r$, they will not affect the modest fall-off estimates above.

## M Entropy : Einstein-Maxwell contribution

This Appendix is devoted to the evaluation of the Einstein-Maxwell contribution to the black hole entropy. The Einstein-Maxwell contribution to the differential Noether charge is given in Eq. (2.8) of §§2.3. We first evaluate the Einstein part (the first line of Eq. (2.8)) to confirm that this part reproduces the non-anomalous CFT result. After this, we will confirm that the Maxwell part (the second line of Eq. (2.8)) does not give any nontrivial contribution at the horizon. In the evaluation, we use the two prescriptions for the differential Noether charge introduced in §§E.3 and confirm the matching of the final result explicitly.

### M.1 Entropy current from Komar charge

We first evaluate the Komar charge at the horizon by taking
\[
\xi^\mu = u^\mu / T, \quad \text{the appropriately normalized Horizon generator.}
\]
We note that this is the Killing vector which preserves the horizon. To the order we are working in, the horizon is given by the surface $r = r_H$ with $f(r_H) = 0$ and $4\pi T = r_H^2 f'(r_H)$. We obtain from the Komar part that
\[
\left[ \nabla a b c d (dx^a \wedge dx^b) \right]_{r = r_H, \xi = u^\mu / T} = (J^{\text{CFT}}_S)_\mu^{* \text{CFT}} dx^\mu,
\] (M.1)
with
\[
(J^{\text{CFT}}_S)_\mu = \frac{r_H^{d-1}}{4G_N} u_\mu + \ldots.
\] (M.2)

We note that this is essentially the prescription to compute CFT entropy current given in Eq. (2.3).
M.2 Entropy current from differential Noether charge: prescription I

Alternately, let us first compute the variation of the Komar charge at a fixed $r$

$$\delta \left[ \nabla_a \xi^b (dx^a \wedge dx^b) \right] = \frac{\xi^\mu}{16\pi G_N} \left[ 2 r \delta f \eta_{\mu\nu} - r^2 \frac{d \delta f}{dr} u_\mu u_\nu - r^2 \frac{df}{dr} (\delta u_\mu u_\nu + u_\mu \delta u_\nu) \right] *_{\text{CFT}} dx^\nu + \ldots$$

$$+ \xi^\mu \left[ \frac{r^{d-1}}{4G_N} \frac{d}{dr} \left( \frac{g_V}{r^2} \right) V_\mu u_\nu + \frac{r^{d+1} f^2}{16\pi G_N} \frac{d}{dr} \left( \frac{g_V}{r^2 f} \right) u_\mu \delta u_\nu \right] *_{\text{CFT}} dx^\nu$$

$$+ \xi^\mu \left[ \frac{r^{d+1}}{16\pi G_N} \frac{d}{dr} \left( \frac{g_V}{r^2} \right) V_\mu u_\nu + \frac{r^{d+1} f^2}{16\pi G_N} \frac{d}{dr} \left( \frac{g_V}{r^2 f} \right) u_\mu \delta u_\nu \right] *_{\text{CFT}} dx^\nu$$

$$+ \xi^\mu \left[ \frac{2r^{d+1} f}{16\pi G_N} \frac{d}{dr} \left( \frac{g_V}{r^2 f} \right) \delta u_\mu V_\nu \right] *_{\text{CFT}} dx^\nu$$

$$+ \ldots$$

We will now pull-back this Komar variation onto the horizon at $r = r_H$ and set $\xi^\mu = u^\mu / T$ to get

$$\lim_{\{r=r_H, \xi^\mu = \frac{u^\mu}{T}\}} \delta \left[ \nabla_a \xi^b (dx^a \wedge dx^b) \right] = \left\{ -2 \frac{r^{d-2}}{4G_N} \delta r_H u_\nu + \frac{r^{d-1}}{4G_N} \delta u_\nu \right\} *_{\text{CFT}} dx^\nu$$

$$+ \left\{ \frac{r^{d+1}}{16\pi G_N} \left( \frac{d \delta f}{dr} \right)_{r=r_H} - V_\mu \delta u_\nu \left[ \frac{r^{d+1}}{16\pi G_N} \frac{d}{dr} \left( \frac{g_V}{r^2} \right) \right]_{r=r_H} \right\} \frac{u_\nu}{T} *_{\text{CFT}} dx^\nu + \ldots,$$

where we have used

$$(f)_{r=r_H} = 0, \quad \left( \frac{df}{dr} \right)_{r=r_H} = 4\pi T r_H^{-2},$$

$$(\delta f)_{r=r_H} = - \left( \frac{df}{dr} \right)_{r=r_H} \delta r_H = -4\pi T r_H^{-2} \delta r_H.$$

We add to this the non-Komar variation evaluated at the horizon. By subtracting from the above expression for the Komar part the following expression

$$i_\xi \left[ \delta \Gamma_\alpha^b \wedge \frac{\ast (dx^a \wedge dx^b)}{16\pi G_N} \right]_{\{r=r_H, \xi^\mu = \frac{u^\mu}{T}\}}$$

$$= \left\{ -2 \frac{(d+1)r^{d-2}}{4G_N} \delta r_H \right\} u_\nu *_{\text{CFT}} dx^\nu$$

$$+ \left\{ \frac{r^{d+1}}{16\pi G_N} \left( \frac{d \delta f}{dr} \right)_{r=r_H} - V_\mu \delta u_\nu \left[ \frac{r^{d+1}}{16\pi G_N} \frac{d}{dr} \left( \frac{g_V}{r^2} \right) \right]_{r=r_H} \right\} \frac{u_\nu}{T} *_{\text{CFT}} dx^\nu + \ldots,$$
we obtain the differential Noether charge at the horizon as
\[
\lim_{\{r=r_H, \xi^\mu=u^\mu\}} (\delta Q_{\text{Noether}})_{\text{Einstein}} = \left\{ (d-1) \frac{r_{d-2}^H}{4G_N} \delta u^\mu + \frac{r_{d-1}^H}{4G_N} \delta u^\mu \right\} \star_{\text{CFT}} dx^\mu
\]
\[
= \delta \left\{ (J_{S,\text{CFT}}^\mu) \star_{\text{CFT}} dx^\mu \right\}. \tag{M.7}
\]

**M.3 Entropy current from differential Noether charge: prescription II**

Here we illustrate how to use prescription II to obtain the entropy current from evaluating the differential Noether charge at the horizon:
\[
(\delta Q_{\text{Noether}})_{\text{Ein}} \big|_{\text{hor}} = \frac{1}{2} \nabla_a \xi^b \delta \left[ \frac{\star(dx^a \wedge dx_b)}{8\pi G_N} \right]_{\text{hor}} + \frac{1}{2} \delta \Gamma^b_a \frac{i\xi^* (dx^a \wedge dx_b)}{8\pi G_N} \big|_{\text{hor}}. \tag{M.8}
\]

Using Eq. (C.8) and Eq. (C.16), we obtain for the Komar part,
\[
\frac{1}{2} \nabla_a \xi^b \delta \left[ \frac{\star(dx^a \wedge dx_b)}{8\pi G_N} \right]_{\text{hor}} = \frac{1}{2} \frac{1}{4G_N} \delta (r_{d-1}^H) \star_{\text{CFT}} u + \frac{1}{2} \frac{1}{4G_N} \delta (r_{d-1}^H) \star_{\text{CFT}} u
\]
\[
+ \frac{r_{d-1}^H}{32\pi G_N} T^{-1} \left[ \frac{dg_V}{dr} \right]_{\text{hor}} V_\mu (\delta u^\mu) \star_{\text{CFT}} u + \ldots, \tag{M.9}
\]

while using Eq. (C.9) and Eq. (C.14), we obtain for the non-Komar part
\[
\delta \Gamma^b_a \frac{i\xi^* (dx^a \wedge dx_b)}{2 \times 8\pi G_N} \big|_{\text{hor}} = \frac{1}{2} \frac{1}{4G_N} r_{d-1}^H \star_{\text{CFT}} (\delta u) - \frac{r_{d-1}^H}{32\pi G_N} T^{-1} \left[ \frac{dg_V}{dr} \right]_{\text{hor}} V_\mu (\delta u^\mu) \star_{\text{CFT}} u + \ldots. \tag{M.10}
\]

Summing up both contributions, we finally obtain the Einstein contribution to the differential Noether charge at the horizon as
\[
(\delta Q_{\text{Noether}})_{\text{Ein}} \big|_{\text{hor}} = \delta \left[ \frac{1}{4G_N} r_{d-1}^H \star_{\text{CFT}} u \right] = \delta \left[ (J_{S,\text{CFT}}^\mu) \star_{\text{CFT}} dx^\mu \right]. \tag{M.11}
\]

This agrees with the result in Eq. (M.7) from prescription I above.

**M.4 Gauge field and Maxwell contribution**

Now we move to the Maxwell part and confirm that the this part vanishes when evaluated at the horizon.

The Komar charge for the Maxwell part is given by
\[
(\Lambda + i\xi A) \star_{\text{YM}} \frac{F}{g_{YM}^2}, \tag{M.12}
\]
and thus vanishes at the horizon due to \((\Lambda + i\xi A) \big|_{\text{hor}} = 0\).
On the other hand, if we evaluate the differential Noether charge at the horizon, then we need to evaluate the following at the horizon:

\[(\delta Q_{\text{Noether}})_{\text{Max}}|_{\text{hor}} = (\Lambda + i_\xi A) \cdot \delta \left[ \frac{*F}{g_{YM}^2} \right]|_{\text{hor}} + \delta A \cdot \frac{i_\xi *F}{g_{YM}^2}|_{\text{hor}}. \quad (M.13)\]

Again, the first term is zero at the horizon due to \((\Lambda + i_\xi A)|_{\text{hor}} = 0\). For the second term, from Eq. (C.7) and the fact that \(Q^{(V)}\) vanishes at the horizon, we obtain

\[*F|_{\text{hor}} = -(d - 2) q^{\text{CFT}} u + \ldots. \quad (M.14)\]

However, in evaluating \(i_\xi *F\) at the horizon, using \(\xi^\mu|_{\text{hor}} = u^\mu / T\) and the fact that \(i_u *u = *(u \wedge u) = 0\), we finally conclude that

\[(\delta Q_{\text{Noether}})_{\text{Max}}|_{\text{hor}} = 0. \quad (M.15)\]

We note that the above computations for the Maxwell part at the horizon apply to both of the two prescriptions.

References

[1] T. Azeyanagi, R. Loganayagam, G. S. Ng, and M. J. Rodriguez, “Covariant Noether Charge for Higher Dimensional Chern-Simons Terms,” arXiv:1407.6364 [hep-th].

[2] A. Strominger and C. Vafa, “Microscopic origin of the Bekenstein-Hawking entropy,” Phys.Lett. B379 (1996) 99–104, arXiv:hep-th/9601029 [hep-th].

[3] C. G. Callan and J. M. Maldacena, “D-brane approach to black hole quantum mechanics,” Nucl.Phys. B472 (1996) 591–610, arXiv:hep-th/9602043 [hep-th].

[4] M. Cvetic and A. A. Tseytlin, “Nonextreme black holes from nonextreme intersecting M-branes,” Nucl.Phys. B478 (1996) 181–198, arXiv:hep-th/9606033 [hep-th].

[5] G. T. Horowitz, J. M. Maldacena, and A. Strominger, “Nonextremal black hole microstates and U duality,” Phys.Lett. B383 (1996) 151–159, arXiv:hep-th/9603109 [hep-th].

[6] J. M. Maldacena and A. Strominger, “Statistical entropy of four-dimensional extremal black holes,” Phys.Rev.Lett. 77 (1996) 428–429, arXiv:hep-th/9603060 [hep-th].

[7] C. V. Johnson, R. R. Khuri, and R. C. Myers, “Entropy of 4-D extremal black holes,” Phys.Lett. B378 (1996) 78–86, arXiv:hep-th/9603061 [hep-th].

[8] J. M. Maldacena, A. Strominger, and E. Witten, “Black hole entropy in M theory,” JHEP 9712 (1997) 002, arXiv:hep-th/9711053 [hep-th].

[9] J. L. Cardy, “Operator Content of Two-Dimensional Conformally Invariant Theories,” Nucl.Phys. B270 (1986) 186–204.

[10] A. Strominger, “Black hole entropy from near horizon microstates,” JHEP 9802 (1998) 009, arXiv:hep-th/9712251 [hep-th].

[11] K. Landsteiner, E. Megias, and F. Pena-Benitez, “Gravitational Anomaly and Transport,” Phys.Rev.Lett. 107 (2011) 021601, arXiv:1103.5006 [hep-ph].
[12] K. Landsteiner, E. Megias, L. Melgar, and F. Pena-Benitez, “Holographic Gravitational Anomaly and Chiral Vortical Effect,” JHEP 1109 (2011) 121, arXiv:1107.0368 [hep-th].

[13] R. Loganayagam and P. Surowka, “Anomaly/Transport in an Ideal Weyl gas,” JHEP 1204 (2012) 097, arXiv:1201.2812 [hep-th].

[14] R. Loganayagam, “Anomalies and the Helicity of the Thermal State,” arXiv:1211.3850 [hep-th].

[15] K. Jensen, R. Loganayagam, and A. Yarom, “Thermodynamics, gravitational anomalies and cones,” arXiv:1310.5824 [hep-th].

[16] K. Jensen, R. Loganayagam, and A. Yarom, “Anomaly inflow and thermal equilibrium,” arXiv:1310.7024 [hep-th].

[17] K. Jensen, R. Loganayagam, and A. Yarom, “Chern-Simons terms from thermal circles and anomalies,” JHEP 1405 (2014) 110, arXiv:1311.2935 [hep-th].

[18] V. Spiridonov and G. Vartanov, “Elliptic hypergeometric integrals and ‘t Hooft anomaly matching conditions,” JHEP 1206 (2012) 016, arXiv:1203.5677 [hep-th].

[19] B. Assel, D. Cassani, and D. Martelli, “Localization on Hopf surfaces,” JHEP 1408 (2014) 123, arXiv:1405.5144 [hep-th].

[20] M. Buican, T. Nishinaka, and C. Papageorgakis, “Constraints on chiral operators in $\mathcal{N}=2$ SCFTs,” JHEP 1412 (2014) 095, arXiv:1407.2835 [hep-th].

[21] A. A. Ardehali, J. T. Liu, and P. Szepietowski, “c - a from the $\mathcal{N}=1$ superconformal index,” JHEP 1412 (2014) 145, arXiv:1407.6024 [hep-th].

[22] L. Di Pietro and Z. Komargodski, “Cardy Formulae for SUSY Theories in d=4 and d=6,” arXiv:1407.6061 [hep-th].

[23] A. A. Ardehali, J. T. Liu, and P. Szepietowski, “Central charges from the $\mathcal{N}=1$ superconformal index,” Phys.Rev.Lett. 114 no. 9, (2015) 091603, arXiv:1411.5028 [hep-th].

[24] J. Lorenzen and D. Martelli, “Comments on the Casimir energy in supersymmetric field theories,” arXiv:1412.7463 [hep-th].

[25] A. A. Ardehali, J. T. Liu, and P. Szepietowski, “High-Temperature Expansion of Supersymmetric Partition Functions,” arXiv:1502.07737 [hep-th].

[26] B. Assel, D. Cassani, L. Di Pietro, Z. Komargodski, J. Lorenzen, et al., “The Casimir Energy in Curved Space and its Supersymmetric Counterpart,” arXiv:1503.05537 [hep-th].

[27] T. Azeyanagi, R. Loganayagam, G. S. Ng, and M. J. Rodriguez, “Holographic Thermal Helicity,” arXiv:1311.2940 [hep-th].

[28] J. Lee and R. M. Wald, “Local symmetries and constraints,” J.Math.Phys. 31 (1990) 725–743.

[29] R. M. Wald, “Black hole entropy is the Noether charge,” Phys.Rev. D48 (1993) 3427–3431, arXiv:gr-qc/9307038 [gr-qc].

[30] V. Iyer and R. M. Wald, “Some properties of Noether charge and a proposal for dynamical black hole entropy,” Phys.Rev. D50 (1994) 846–864, arXiv:gr-qc/9403028 [gr-qc].

[31] Y. Tachikawa, “Black hole entropy in the presence of Chern-Simons terms,” Class.Quant.Grav. 24 (2007) 737–744, arXiv:hep-th/0611141 [hep-th].
[32] L. Bonora, M. Cvitan, P. Dominis Prester, S. Pallua, and I. Smolic, “Gravitational Chern-Simons Lagrangians and black hole entropy,” *JHEP* **1107** (2011) 085, [arXiv:1104.2523 [hep-th]].

[33] S. Bhattacharyya, V. E. Hubeny, R. Loganayagam, G. Mandal, S. Minwalla, *et al.*, “Local Fluid Dynamical Entropy from Gravity,” *JHEP* **0806** (2008) 055, [arXiv:0803.2526 [hep-th]].

[34] T. Jacobson, G. Kang, and R. C. Myers, “On black hole entropy,” *Phys.Rev. D49* (1994) 6587–6598, [arXiv:gr-qc/9312023 [gr-qc]].

[35] F. M. Haehl, R. Loganayagam, and M. Rangamani, “Adiabatic hydrodynamics: The eightfold way to dissipation,” [arXiv:1502.00636 [hep-th]].

[36] R. Loganayagam, “Anomaly Induced Transport in Arbitrary Dimensions,” [arXiv:1106.0277 [hep-th]].

[37] N. Banerjee, S. Dutta, S. Jain, R. Loganayagam, and T. Sharma, “Constraints on Anomalous Fluid in Arbitrary Dimensions,” *JHEP* **1303** (2013) 048, [arXiv:1206.6499 [hep-th]].

[38] U. Gursoy and A. Jansen, “(Non)renormalization of Anomalous Conductivities and Holography,” *JHEP* **1410** (2014) 92, [arXiv:1407.3282 [hep-th]].

[39] U. Gursoy and J. Tarrio, “Horizon universality and anomalous conductivities,” [arXiv:1410.1306 [hep-th]].

[40] S. Chapman, Y. Neiman, and Y. Oz, “Fluid/Gravity Correspondence, Local Wald Entropy Current and Gravitational Anomaly,” *JHEP* **1207** (2012) 128, [arXiv:1202.2469 [hep-th]].

[41] S. Ryu and T. Takayanagi, “Holographic derivation of entanglement entropy from AdS/CFT,” *Phys.Rev.Lett.* **96** (2006) 181602, [arXiv:hep-th/0603001 [hep-th]].

[42] A. Lewkowycz and J. Maldacena, “Generalized gravitational entropy,” *JHEP* **1308** (2013) 090, [arXiv:1304.4926 [hep-th]].

[43] X. Dong, “Holographic Entanglement Entropy for General Higher Derivative Gravity,” *JHEP* **1401** (2014) 044, [arXiv:1310.5713 [hep-th]].

[44] J. Camps, “Generalized entropy and higher derivative Gravity,” *JHEP* **1403** (2014) 070, [arXiv:1310.6659 [hep-th]].

[45] A. Bhattacharyya, A. Kaviraj, and A. Sinha, “Entanglement entropy in higher derivative holography,” *JHEP* **1308** (2013) 012, [arXiv:1305.6694 [hep-th]].

[46] A. Bhattacharyya, M. Sharma, and A. Sinha, “On generalized gravitational entropy, squashed cones and holography,” *JHEP* **1401** (2014) 021, [arXiv:1308.5748 [hep-th]].

[47] A. Bhattacharyya and M. Sharma, “On entanglement entropy functionals in higher derivative gravity theories,” *JHEP* **1410** (2014) 130, [arXiv:1405.3511 [hep-th]].

[48] N. Lashkari, M. B. McDermott, and M. Van Raamsdonk, “Gravitational dynamics from entanglement thermodynamics,” *JHEP* **1404** (2014) 195, [arXiv:1308.3716 [hep-th]].

[49] T. Faulkner, M. Guica, T. Hartman, R. C. Myers, and M. Van Raamsdonk, “Gravitation from Entanglement in Holographic CFTs,” *JHEP* **1403** (2014) 051, [arXiv:1312.7856 [hep-th]].

[50] S. Banerjee, A. Bhattacharyya, A. Kaviraj, K. Sen, and A. Sinha, “Constraining gravity using entanglement in AdS/CFT,” *JHEP* **1405** (2014) 029, [arXiv:1401.5089 [hep-th]].
[51] T. Faulkner, “Bulk Emergence and the RG Flow of Entanglement Entropy,”
    arXiv:1412.5648 [hep-th].

[52] A. Castro, S. Detournay, N. Iqbal, and E. Perlmutter, “Holographic entanglement entropy and
    gravitational anomalies,” JHEP 1407 (2014) 114, arXiv:1405.2792 [hep-th].

[53] In preparation.

[54] S. Kobayashi and K. Nomizu, Foundations of Differential Geometry, Vol. 2. Wiley-Interscience,
    1996.

[55] M. Nakahara, Geometry, Topology and Physics, Second Edition (Graduate Student Series in
    Physics). CRC Press, 2003.

[56] P. Kraus, “Lectures on black holes and the AdS(3) / CFT(2) correspondence,” Lect. Notes Phys.
    755 (2008) 193–247, arXiv:hep-th/0609074 [hep-th].

[57] G. Compere, K. Murata, and T. Nishioka, “Central Charges in Extreme Black Hole/CFT
    Correspondence,” JHEP 0905 (2009) 077, arXiv:0902.1001 [hep-th].

[58] B. Sahoo and H.-U. Yee, “Electrified plasma in AdS/CFT correspondence,”
    JHEP 1011 (2010) 095, arXiv:1004.3541 [hep-th].

[59] D. E. Kharzeev and H.-U. Yee, “Anomalies and time reversal invariance in relativistic
    hydrodynamics: the second order and higher dimensional formulations,”
    Phys. Rev. D84 (2011) 045025, arXiv:1105.6360 [hep-th].

[60] R. Baier, P. Romatschke, D. T. Son, A. O. Starinets, and M. A. Stephanov, “Relativistic
    viscous hydrodynamics, conformal invariance, and holography,” JHEP 0804 (2008) 100,
    arXiv:0712.2451 [hep-th].

[61] R. Loganayagam, “Entropy Current in Conformal Hydrodynamics,” JHEP 0805 (2008) 087,
    arXiv:0801.3701 [hep-th].