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Abstract—The paper proposes a genetic algorithm (GA) for finding central vertices in a graph. The algorithm uses a different approach to the method presentation of the solution and describes a new look at the crossover process of GA. The algorithm was compared with existing exact and other genetic algorithms on various random graphs. Empirical results show that this approach can be used in applications and compete with existing algorithms.
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I. INTRODUCTION

Recently, with the development of modern technologies and the digitization of modern society, large volumes of data have been of greatest interest for research. These studies allow us to identify previously unstudied features of the interaction of large groups of interacting objects. Moreover, this knowledge can represent not only theoretical benefits, but also enormous practical and often commercial benefits. Obviously, for such studies it is necessary to have appropriate algorithms that could process large amounts of data in a reasonable amount of time. Varieties of big data include large graphs that describe social networks or the relationships between a large number of people.

In graph theory, finding the radius of a graph and central vertices is one of the important problems in theoretical and practical applications. Let us consider an unweighted undirected graph \( G = (V, E) \), where \( |V| = n \) is the number of vertices, \( |E| = m \) is the number of edges. Since the graph is unweighted, the path length between the vertices \( u \) and \( v \) is equal to the number of edges. To find the center vertex in the graph, one can use the concept of vertex eccentricity, i.e. the distance from the vertex to the most distant vertex. Then the radius of the graph can be described as the minimum of the eccentricities of all the vertices. At the same time, the nodes on which this minimum is reached are usually called central. It is also obvious that the graph in question must be connected, since the absence of a path between any pair of vertices will mean that the distance between these vertices is infinitely large. This task often arises in optimization problems in computer networks and in transport routing problems.

Different exact algorithms were proposed and developed to find the solution to the problem of finding graph central nodes. Often, it is considered together with the problem of calculating all-pairs shortest path in graph for unweighted graphs. It should be noted that one can solve this problem in a trivial way by running breadth-first search (BFS) from each vertex. This trivial algorithm has a time estimate \( O(mn) \) that for large \( m \) equals \( O(n^3) \). All existing algorithms, that are aimed at obtaining the exact solution, attempt to improve this asymptotic estimate. In general, there are two approaches for solving this problem. The first one is proposed in [1] and is based on matrix multiplication, since there have been developed a fast matrix multiplication algorithms that give a theoretical estimate \( O(n^{2.376}) \) or more practiced \( O(n^{2.81}) \).

Another approach was developed in [2] by D. Aingworth et al. In this case, the idea of dividing vertices into a set of vertices with a high degree and low degree is used. Using this approach, the time estimate can be improved and the asymptotics \( O(m\sqrt{n}) \) can be obtained. This work gave impetus to further research using a similar method and there are a number of algorithms [3]–[5] that improve this estimate. These algorithms use special data structures or assume low density of graphs, i.e. the graphs are sparse.

These methods can be well applied to small graphs. However, real-life graphs that are of most interest for research, contain tens of thousands of nodes. As a result, exact algorithms cannot be applied to solve similar tasks due to unacceptable time costs. The most suitable in this situation may be heuristic algorithms that give better temporal results, but they do not guarantee the obtaining of the exact solution. For example, the work [6] describes an genetic algorithm that allows to solve a number of graph problems. This genetic algorithm uses the classical stages of the genetic approach, such us natural selection, crossing and mutation. Moreover, the paper considers the application of this genetic algorithm for solving the \( k \)-center problem. This problem is similar to the problem of finding center vertex, only instead of finding one vertex with a minimum eccentricity, it is necessary to find \( k \) vertex whose sum of eccentricity is minimal. Easy to notice if \( k \) is one, then this problem coincides with the problem of finding center vertex.

In our work, we present a genetic algorithm that solves the problem of finding the central vertices and the radius of a graph. At the same time, in comparison with some well-known algorithms, the proposed algorithm has a better computational cost.
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II. BALL-SHRINKING SEARCH ALGORITHM

Genetic and evolutionary-based algorithms are well-known for solving various optimization problems. The basic idea of the GA was introduced by Holland [7]. The algorithm uses genetics processes that ensure the evolutionary development of living organisms. According to the proposed approach, the solution is represented by a certain set of genes and the main stages of the algorithm are the mutation process, crossover and natural selection. In our algorithm, all these processes are implemented taking into account the problem in question.

The main idea of the algorithm is as follows. To find the exact solution to the problem, it is necessary to find the eccentricity of each vertex using the breadth-first search algorithm, and then to select the vertex whose eccentricity is minimal. Obviously, this approach is not acceptable for large graphs. Therefore, at each iteration of the proposed genetic algorithm, we find the eccentricities only for a small number of vertices (individuals of the population), the convex hull of which we can conditionally call a ball. In this case, we assume that the central vertex is inside this ball. Using the selection and crossover operators, we reduce the size of this ball towards the central vertex. On the other hand, the mutation operator pushes the process of evolution towards the search for a global rather than a local solution. As a rule, the diameter of the ball containing individuals of the current population decreases with each iteration, i.e. balls shrink. Therefore, we will call such an algorithm ball-shrinking algorithm.

1) Problem Representation: The population for the genetic algorithm is a subset \( V' \) of vertices of graph \( G = (V, E) \), \( V' \subset V \). In the language of GA, this means that each individual in the population is a vertex of the graph. The initial population is generated as a set of random vertices.

2) Fitness Function: The most natural way to assess the quality of the solution obtained in the framework of the problem in question is the value of vertex eccentricity that is found using a breadth first search (BFS). In this case, natural selection gives priority to the vertices with a lower eccentricity.

3) Mutation: As a mutation process, we chose an approach in which to change an existing population, the vertex is replaced by a random one from the set of its neighbors with a given probability \( p_m \).

4) Crossover: As a crossover operator, we used the following heuristics. Let us consider the current population, as mentioned earlier it can be interpreted as a set of spheres with centers at these vertices, at the intersection of which there is a central vertex of the graph. In this regard, one can consider a pair of vertices from the population and find the shortest path between them using the BFS. After that, as a descendant from two individuals, a random vertex lying on the path is selected. It is supposed that we approach a vertex with the optimal eccentricity with each iteration. For a better understanding of the crossover idea you can see Figures 1.

The pseudocode is presented in Algorithm 1.

Algorithm 1: The main steps of the proposed algorithm

```plaintext
Data: Graph G
Result: Vertex \( c \), which is center of graph G
begin
    for \( i := 1 \) to \( \text{populationSize} \) do
        \( \text{population}[i] \leftarrow \text{random vertex} \in G; \)
    end

    for \( i := 1 \) to \( \text{iterationNumber} \) do
        Crossover()
        Mutation()
        Selection()
    end

    \( c.\text{eccentricity} \leftarrow \infty \)
    for \( v \in \text{population} \) do
        if \( v.\text{eccentricity} < c.\text{eccentricity} \) then
            \( c \leftarrow v \)
        end
    end
end

Function Mutation()
    Data: Population on current algorithm step
    Result: Population after applying a mutation operator to each individual
    for \( i := 1 \) to \( \text{populationSize} \) do
        if randomValue < mutationProbability then
            \( \text{neighbours} \leftarrow \text{population}[i].\text{getNeighbours} \)
            \( \text{population}[i] \leftarrow \text{random vertex from neighbours} \)
        end
    end
end

Function Crossover()
    Data: Population on current algorithm step
    Result: Population after crossover
    for \( i := 1 \) to \( \text{populationSize} \) do
        if randomValue < crossoverProbability then
            \( u \leftarrow \text{random vertex from population} \)
            \( v \leftarrow \text{random vertex from population} \)
            \( \text{path} \leftarrow G.\text{pathBetween}(u, v) \)
        end
    end
end

Function Selection()
    Data: Population on current algorithm step
    Result: Population for next algorithm step
    for \( i := 1 \) to \( \text{populationSize} \) do
        \( \text{eccentricity}[i] \leftarrow \text{population}[i].\text{eccentricity} \)
    end

    for \( i := 1 \) to \( \text{populationSize} \) do
        \( \text{probability}[i] \leftarrow \text{number from} [0, 1] \)
    end

    for \( i := 1 \) to \( \text{populationNumber} \) do
        \( \text{nextPopulation}[i] \leftarrow \text{v from population with using probability} \)
    end
end
```
III. EMPIRICAL RESULTS

All algorithms were performed on a computer with AMD A8-7410 2.20 GHz CPU and 6 GB RAM. All algorithms were implemented in the programming language C++. We set parameters as follows: the population size is 50, the crossover probability is 0.7, the mutation probability is 0.1 and the number of evolution steps is 20. These parameters were used for all our test runs.

To compare the time costs, another genetic algorithm was used called N4N algorithm, described in [6], which has similar approaches to solving the considered problem, but differs by the mutation, crossover operator and population representation. In addition, since the algorithm assumes a certain percentage of error, two exact algorithms by D. Aingworth [2] and R. Seidel [1] were implemented to determine it. Algorithms were compared on graphs generated with use of three random graph models

- the well-known Barabasi-Albert model [8],
- the random geometric graph [9]
- the Erdos-Renyi model [10].

For the BA graph we choose parameter \( m = 2 \), in a geometric random graph we choose \( r = 0.1 \) and in Erdos-Renyi model we set \( p = 1\% \). For the both genetic algorithms, the values of running time and the accuracy were found. Both algorithms were run 100 times on each test, which allowed us to obtain the average running time and percentage of errors – the ratio of the number of correctly found solutions to the total number of iterations. The results of the experiments are given in Tables I, II and III.

To visualize the work of the proposed algorithm, we present one of the graphs that was generated with use of random geometric model (Figure 2).

Also, the running time of the proposed algorithm was compared with running time of Aingworth algorithm, that is one of the well-known exact algorithms. The results of these experiments can be seen in Figure 3.

From the obtained results it can be seen that the proposed algorithm works faster than the Aingworth algorithm and the N4N algorithm. In this case, the algorithm gives a significant percentage of error only on graphs of relatively small size, where it is not advisable to use this approach, since the time costs of exact algorithms are insignificant. However, with increase of graph size, the percentage of incorrect answers tends to minimize.

In addition, we carried out a number of measurements on graphs taken from the DIMACS library. The results of these calculations are presented in Table IV.
the expense of the long-term memory of the computer. This process requires the use of additional software and, based on the data obtained, is not advisable at this stage of work, however, it may be part of further research.

![Algorithm steps](image)

Fig. 2. Algorithm steps (yellow color – center vertex, red color – population, dark blue color – vertex in population that represents the right solution)

![Plots of the running time versus graph sizes](image)

Fig. 3. Plots of the running time versus graph sizes (blue color – trivial $O(nm + n^2)$ algorithm, red – algorithm with improved asymptotic behavior of $O((m+\sqrt{m})n)$, brown — genetic algorithm): (a) – Erdos-Renyi model $p = 1\%$, (b) – Barabasi-Albert model $m = 2$, (c) – geometric random graph $r = 0.1$

### IV. CONCLUSION

We have proposed and implemented a genetic algorithm for solving the problem of finding the central vertex and radius of the graph. We tested the proposed algorithm using three random graph models and DIMACS graphs. Having obtained empirical results, we can say that the proposed algorithm may be applicable in the study of large graphs, where it is not possible to use exact algorithms due to the unacceptable time costs that they entail. At the same time, the algorithm that we propose has significantly lower time costs, with a relatively small percentage of errors.
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