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Abstract

In this study, we derive the density and distribution function of a ratio of the largest and smallest eigenvalues of a singular beta-Wishart matrix for the sphericity test. These functions can be expressed in terms of the product of Jack polynomials. We propose an algorithm that expands the product of Jack polynomials by a linear combination of Jack polynomials. Numerical computation for the derived distributions is performed using the algorithm.
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1. Introduction

The zonal polynomial, which is a real symmetric homogeneous polynomial, appears in the distribution theory of eigenvalues in multivariate analysis. The properties and essential integral formulas of zonal polynomials are given by Constantine \cite{1} and James \cite{9}. Some extensions of zonal polynomials are useful in deriving distributions related to the eigenvalues of the central or non-central Wishart matrices. The product of two zonal polynomials are represented by a linear combination of zonal polynomials in Constantine \cite{2} and Hayakawa \cite{7}. As regards multivariate analysis of variance (MANOVA), Khatri and Pillai \cite{12} and Pillai and Sugiyama \cite{13} proposed the non-null density function and distribution function for Roy’s test statistic, respectively. Sugiyama \cite{18} derived the density of the ratio of the largest and smallest eigenvalues of a nonsingular Wishart matrix for the sphericity test. Ratnarajah et al. \cite{21} extended this result to the complex case and applied the density to communication systems. Their study essentially entails the use of Schur polynomials (called complex zonal polynomials) instead of zonal polynomials. The aforementioned functions can be represented by the product of zonal or Schur polynomials. However, in terms of numerical calculations, this representation is not useful because algorithms for the product of zonal and Schur polynomials are not known.

Another extension of zonal polynomials is the Jack polynomials. The Jack polynomial, introduced by Jack \cite{8}, is a symmetric homogeneous polynomial of which the zonal and Schur polynomials are special cases. Díaz-García and Gutiérrez-Jáimez \cite{4} derived the density of a nonsingular beta-Wishart matrix, which covers the classical matrix of real, complex, and quaternion cases. Díaz-García \cite{3} derived the exact distribution of the largest and smallest eigenvalues of the nonsingular beta-Wishart matrix in terms of the Jack polynomials. Recently, Shimizu and Hashiguchi \cite{14} extended the distribution theory of eigenvalues of Wishart matrices from nonsingular to singular. The exact distributions of the largest eigenvalue of the singular beta $F$-matrix and elliptical Wishart matrix are given by Shimizu and Hashiguchi \cite{15} and Shinozaki et al. \cite{16}, respectively.

In this paper, we propose an algorithm to expand the product of Jack polynomials by using a linear combination of those polynomials. Furthermore, we derive the exact distribution of the ratio of the extreme eigenvalues of a singular beta-Wishart matrix for the sphericity test when the sample size is less than the dimension. In Section 2, we define the Jack polynomials in terms of elementary symmetric functions and propose an algorithm for computing the products of Jack polynomials. The density and distribution functions for the ratio of extreme eigenvalues are obtained in a form that includes a linear combination of Jack polynomials in Section 3. The derivation of their distribution
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2. Algorithm for product of Jack polynomials

Let $\mathbb{F}_\beta$ denote a real finite-dimensional division algebra such that $\mathbb{F}_1 = \mathbb{R}$, $\mathbb{F}_2 = \mathbb{C}$, and $\mathbb{F}_4 = \mathbb{H}$ for $\beta = 1, 2, 4$, where $\mathbb{R}$ and $\mathbb{C}$ are the fields of real and complex numbers, respectively, and $\mathbb{H}$ is the quaternion division algebra over $\mathbb{R}$. Let $\mathbb{F}_\beta^{m\times n}$ be denoted by the set of all $m \times n$ matrices over $\mathbb{F}_\beta$, where $m \geq n$. The conjugate transpose of $X \in \mathbb{F}_\beta^{m\times n}$ is written as $X^* = \overline{X}^T$, and we say that $X$ is Hermitian if $X^* = X$. The set of all Hermitian matrices is denoted by $S^\beta(m) = \{X \in \mathbb{F}_\beta^{m\times m} \mid X^* = X\}$. The eigenvalues of the Hermitian matrix are real. If the eigenvalues of $X \in S^\beta(m)$ are all positive, it can be considered positive definite and $X > 0$. We can represent the Stiefel manifold over $\mathbb{F}_\beta$ as $V_{n,m}^\beta = \{H_1 \in \mathbb{F}_\beta^{n\times m} \mid H_1^*H_1 = I_n\}$. For $c \in \mathbb{F}_\beta$, the multivariate gamma function of parameter $\beta > 0$ is defined by

$$\Gamma^\beta_m(c) = \int_{X > 0} |X|^{-(m-1)/2} \text{etr}(-X)(dX)$$

$$= \pi^{m-1}\Gamma\left(\frac{(m-1)/2}{\beta}\right),$$

where $\mathbb{R}(c) > \frac{(m-1)/2}{\beta}$, $|X|$ are the determinant of a matrix $X$ and $\text{etr}(\cdot) = \exp(\text{tr}(\cdot))$. For a positive integer $k$, let $\kappa = (k_1, k_2, \ldots, k_m)$ denote a partition of $k$ with $k_1 \geq \cdots \geq k_m \geq 0$ and $k_1 + \cdots + k_m = k$. The set of all partitions with lengths less than $m$ is denoted by $P_m^\kappa = \{\kappa = (k_1, \ldots, k_m) \mid k_1 + \cdots + k_m = k, k_1 \geq k_2 \geq \cdots \geq k_m \geq 0\}$. The generalized Pochhammer symbol of parameter $\beta > 0$ is defined by

$$(\alpha^\beta)^m = \prod_{i=1}^m (\alpha - i - \frac{1}{2}\beta).$$

The elementary symmetric functions in eigenvalues $x_1, \ldots, x_m$ of $X$ are expressed as $e_0 = 1$ and

$$e_1 = x_1 + \cdots + x_m, \quad e_2 = x_1x_2 + \cdots + x_{m-1}x_m, \quad e_m = x_1x_2 \cdots x_m.$$

For $\kappa \in P_m^\kappa$, we define the polynomials $\mathcal{E}_\kappa(X)$ as

$$\mathcal{E}_\kappa(X) = \phi_{1}^{k_1} \phi_{2}^{k_2} \cdots \phi_{m-1}^{k_{m-1}} \phi_{m}^{k_m},$$

where the degree of $\mathcal{E}_\kappa(X)$ is $(k_1 - k_2) + 2(k_2 - k_3) + \cdots + mk_{m-1} \geq m$. The aforementioned definition was also reported by Takemura [19] and Ji and Koutshan [10]. Hashiguchi et al. [3] defined zonal polynomials, which is a special case of Jack polynomials in terms of elementary symmetric functions. Similar to the description by Hashiguchi et al. [3], the definition of Jack polynomials in terms of elementary symmetric functions can be stated as follows.

**Definition 1.** For $\kappa \in P_m^\kappa$ and $X \in S^\beta(m)$, there exists a unique polynomial $C^\beta_\kappa(X)$ that satisfies the following three conditions:

1. $C^\beta_\kappa(X) = \sum_{\mu \leq \kappa} q^{\beta}[\kappa, \mu] \mathcal{E}_\mu(X)$ and $q^{\beta}[\kappa, \mu] \neq 0$, where $q^{\beta}[\kappa, \mu]$ is a constant, and the summation is over all partitions $\mu \leq \kappa$; that is, $\mu$ is equal to or less than $\kappa$ in the lexicographical ordering.

2. $D^\beta_m C^\beta_\kappa(X) = d^\beta(\kappa)C^\beta_\kappa(X)$, where $D^\beta_m$ is the Laplace–Beltrami operator $D^\beta_m = \sum_{i=1}^m x_i^2 \frac{\partial}{\partial x_i} + \beta \sum_{i < j, 0 \leq m} \frac{x_i^2}{x_j - x_i} \frac{\partial}{\partial x_j}$.

3. $[\text{tr}(X)]^\beta = \sum_{\kappa \in P_m^\kappa} C^\beta_\kappa(X)$.

We hypothesize that the aforementioned polynomials $C^\beta_\kappa(X)$ are Jack polynomials.
Algorithm 1. The coefficients $q^\beta[\kappa, \mu]$ satisfy the recurrence

$$q^\beta[\kappa, \mu] = \frac{1}{d^\beta(\kappa) - d^\beta(\mu)} \sum_{\nu \leq \kappa} b^\beta[\nu, \mu] q^\beta[\kappa, \nu], \quad \text{(2)}$$

where $b^\beta[\nu, \mu]$ is determined by

$$D^\beta_m \mathcal{E}_\nu(X) = \sum_{\mu \leq \nu} b^\beta[\nu, \mu] \mathcal{E}_\mu(X).$$

If $\kappa = \mu$, the coefficients $q^\beta[\kappa, \kappa]$ are represented by

$$q^\beta[\kappa, \kappa] = \frac{(2/\beta)^k!}{\prod_{(i, j) \in \kappa} h^*(i, j)}, \quad \text{(3)}$$

where $h^*(i, j)$ is the upper hook length at $(i, j) \in \kappa$. The study by Dumitriu et al. [5] is also relevant in this regard.

The key to the expansion of Jack polynomials $C^\beta_\nu(X)$ in terms of $\mathcal{E}_\nu(X)$ is the change in the variables of the Laplace–Beltrami operator from $x_1, \ldots, x_m$ to $e_1, \ldots, e_m$. The recurrence relation (2) for $m = 2, 3, 4$ is provided in the Appendix.

The Jack polynomials for $\beta = 1$ and $\beta = 2$, are referred to as zonal polynomials and Schur polynomials, respectively. Herein, we represent $C^\beta_\nu(X)$ for $\beta = 1$ as $C_\nu(X)$. For $\kappa \in P^b_m$, $\tau \in P^b_m$, the product of the Jack polynomials can be written as

$$C^\beta_\nu(X) \cdot C^\beta_\tau(X) = \sum_{\delta \in P^b_m} g^\beta_{\nu, \tau} C^\beta_\delta(X), \quad \text{(4)}$$

where $g^\beta_{\nu, \tau}$ is the linearization coefficient of $C^\beta_\nu(X)$. If $\beta = 1$ in (4), the coefficients $g^1_{\nu, \tau}$ for small $k$ and $t$ are calculated by Khatri and Pillai [11] and Hayakawa [12]. The following algorithm converts $\mathcal{E}_\nu(X)$ into a linear combination of Jack polynomials $C^\beta_\nu(X)$. This is a typical technique in computer algebra based on lexicographical ordering.

Algorithm 1.

1. Set $r := 0$ and $f := \mathcal{E}_\nu(X)$.
2. If $f = 0$, stop after returning $r$.
3. Let $\kappa$ be the partition for the leading term of $f$ with respect to a linear combination of $\{\mathcal{E}_\mu(X)\}$. We calculate all coefficients $q^\beta[\kappa, \mu]$ based on (2) and (3) in order obtain get the identity 1 in Def. 1 for $C^\beta_\nu(X)$, as follows:

$$C^\beta_\nu(X) = \sum_{\mu \leq \kappa} q^\beta[\kappa, \mu] \mathcal{E}_\mu(X)$$

4. Update $r$ and $f$ as

$$r := r + \frac{\text{LC}(f)}{q^\beta[\kappa, \kappa]} \cdot C^\beta_\nu(X), \quad f := f - \frac{\text{LC}(f)}{q^\beta[\kappa, \kappa]} \left(\sum_{\mu \leq \kappa} q^\beta[\kappa, \mu] \mathcal{E}_\mu(X)\right),$$

where LC$(f)$ is the leading coefficient of $f$, that is, the coefficient of $\mathcal{E}_\nu(X)$ in $f$. Go back to 2.
Algorithm 3.

Jack polynomials as follows:

Algorithm 2.

Example 1. For partition \( \kappa = (2, 1, 1) \), the polynomials \( E_{\kappa}(X) \) can be expressed by

\[
E_{(2,1,1)}(X) = \frac{3}{16} C_{(2,1,1)}(X) + \frac{1}{2} C_{(1,1,1,1)}(X).
\]

Algorithm 2.

Input: \( E_{\mu}(X) \cdot E_{\tau}(X) \) Output: \( E_{\nu}(X) \)

1. Let

\[
E_{\nu}(X) = \prod_{i=1}^{m} e_{i}^{\mu_{i}-\mu_{i+1}} \quad \text{and} \quad E_{\tau}(X) = \prod_{i=1}^{m} e_{i}^{\tau_{i}-\tau_{i+1}},
\]

where \( \mu_{m+1} = \tau_{m+1} = 0 \) for convenience.

2. Set \( \nu = (\mu_1 + \tau_1, \ldots, \mu_m + \tau_m) \) and

\[
E_{\nu}(X) = \prod_{i=1}^{m} e_{i}^{\nu_{i}-\nu_{i+1}},
\]

where \( \nu_i = \mu_i + \tau_i \) for \( i = 1, \ldots, m + 1 \).

3. Return \( E_{\nu}(X) \) as the product \( E_{\mu}(X) \cdot E_{\tau}(X) \).

By using Algorithms 1 and 2, the product of the Jack polynomials can be expressed as a linear combination of the Jack polynomials as follows:

Algorithm 3.

Input: \( C_{\kappa}(X) \cdot C_{\tau}(X) \) Output: \( \sum_{\delta \in P_{m}^{\kappa \tau}} g_{\kappa \tau}^{\delta} C_{\delta}(X) \).

1. Expand \( C_{\kappa}(X) \) and \( C_{\tau}(X) \) in terms of \( \{ E_{\mu}(X) \} \), respectively, based on identity 1 of Def. 1

\[
C_{\kappa}(X) = \sum_{\mu \leq \kappa} q^{\mu}[\kappa] E_{\mu}(X) \quad (5)
\]

\[
C_{\tau}(X) = \sum_{\mu \leq \tau} q^{\mu}[\tau] E_{\mu}(X) \quad (6)
\]

2. Calculate the product of (5) and (6), and apply Algorithm 2 to the right hand side of this product.

3. Obtain the above product as a linear combination of \( \{ E_{\mu} \mid P_{m}^{\kappa \tau} \} \) and set it to \( f \). Apply Algorithm 1 to each term in \( f \), and return

\[
\sum_{\delta \in P_{m}^{\kappa \tau}} g_{\kappa \tau}^{\delta} C_{\delta}(X).
\]

Example 2. For partitions \( \kappa = (2, 1), \tau = (2), m = 2 \), the product of the Jack polynomials of \( \beta = 1 \) can be expressed as

\[
C_{(2,1)}(X) \cdot C_{(2)}(X) = \frac{12}{5} C_{(2,1)}(X) \cdot \left( E_{(2)}(X) - \frac{4}{3} E_{(1,1)}(X) \right)
\]

\[
= \frac{12}{5} C_{(4,1)}(X) - \frac{16}{5} E_{(3,2)}(X)
\]

\[
= \frac{28}{75} C_{(3,2)}(X) + \frac{27}{50} C_{(4,1)}(X).
\]

Khatri and Pillai [12] reported the product of zonal polynomials for some pairs of \( \kappa \) and \( \tau \) but encountered a few errors. For example, we have

\[
C_{(5)}(X) \cdot C_{(1)}(X) = C_{(6)}(X) + \frac{5}{27} C_{(5,1)}(X);
\]

the second coefficient was 1/54 in Khatri and Pillai [12].
3. Distribution of ratio of the largest and smallest eigenvalues for a singular beta Wishart matrix

In this section, we discuss the ratio of the extreme eigenvalues of a singular beta-Wishart matrix for the sphericity test. Let an $m \times n$ beta-Gaussian random matrix $X$ be distributed as $X \sim N^\beta_{m,n}(O, \Sigma \otimes \Theta)$, where $\Sigma$ and $\Theta$ are positive definite matrices. The density of $X$ is given as

$$f(x) = \frac{1}{(2\pi)^{n} \Gamma_m(\beta/2)^n \Gamma(n\beta/2)^{mn/2}} \exp\left(-\frac{1}{2} \text{tr}(X^\top X - M \Theta^{-1}) \right),$$

Let $X \sim N^\beta_{m,n}(O, \Sigma \otimes I_n)$. Then, the beta-Wishart matrix is defined as $W = XX^\top$, and its distribution is denoted by $W^\beta_m(n, \Sigma)$. If $n \geq m$, the random matrix $W$ is nonsingular; otherwise, it is singular. The spectral decomposition of the singular beta-Wishart matrix $W$ is $W = H_0 L_1 H_1^\top$, where $L_1 = \text{diag}(\ell_1, \ldots, \ell_n)$ and $\ell_1 > \ell_2 > \cdots > \ell_n > 0$. The density of $W$ for $\beta = 1, 2$ was reported by Uhlig [22] and Ratnarajah et al. [20], respectively. Shimizu and Hashiguchi [14] provided the density of $W$ as

$$f(W) = \frac{\pi^{na} \Gamma_m(\beta/2) \Gamma_{n\beta/2}^{(n, 1)}}{(2\pi)^{n} \Gamma_m(\beta/2)^n \Gamma(n\beta/2)^{mn/2}} |L_1|^{(n-m+1)\beta/2-1} \text{etr}\left(-\frac{W}{2} \right).$$

We consider the sphericity test as

$$H_0 : \Sigma = \sigma^2 I_m, \text{ vs. } H_1 : \Sigma \neq \sigma^2 I_m,$$

where $\sigma^2$ is an unknown positive constant. For the sphericity test (7), the likelihood ratio test is usually performed for a fixed $m$ and a sufficiently large $n$. In contrast, if $m > n$, the likelihood ratio is not applicable because the sample covariance matrix is singular. Sugiyama [18] proposed the ratio of extreme eigenvalues of the real nonsingular Wishart matrix as the statistic for (7) and obtained its density function. We extend these results to the singular case. The following lemma for $\beta = 1$ was given by Sugiyama [17]. Shimizu and Hashiguchi [14] generalized the result with parameter $\beta = 1, 2, 4$ as follows:

**Lemma 1.** Let $X_1 = \text{diag}(1, x_2, \ldots, x_n)$ and $X_2 = \text{diag}(x_2, \ldots, x_n)$ with $x_2 > \cdots > x_n > 0$, then the following equation holds:

$$\int_{x_2 > \cdots > x_n > 0} |X_2|^{\alpha-(n-1)\beta/2-1} C_\alpha^\beta(X_1) \prod_{i=2}^n (1 - x_i)^{\beta/2} \prod_{i<j} (x_i - x_j)^{\beta/2} \prod_{i=2}^n dx_i = (na+k)! \Gamma_n^\beta(n\beta/2) \Gamma_{n\beta/2}^{(n, 1)} \frac{\Gamma_\alpha^\beta(a, k) \Gamma_{n\beta/2}((n-1)\beta/2+1) C_\alpha^\beta(I_n)}{\Gamma_{n\beta/2}^{(n, 1)}(a+(n-1)\beta/2+1, k)},$$

where $R(a) > (n-1)\beta/2$, $\Gamma_n^\beta(a, k) = (\alpha)_k \Gamma_n^\beta(a)$, $\beta = 1, 2, 4$, and

$$r_1 = \begin{cases} 0, & \beta = 1, \\ -\beta/2, & \beta = 2, 4. \end{cases}$$

**Theorem 2.** Let $W \sim W^\beta_m(n, \sigma^2 I_m)$ with $m > n$. Then, the density of $x = 1 - \ell_n/\ell_1$ is given by

$$f(x) = C \sum_{k=0}^\infty \sum_{\ell \in P_{k+1}} \Gamma(nm\beta/2+k)/n! \prod_{i=2}^\infty \frac{(n-1)(n\beta+2)/2+k+i)}{\Gamma_\alpha^\beta((n-m+1)\beta/2+1) C_\alpha^\beta(I_{n-1})} x^{(n-1)(m+2)(n\beta+2)/2+k+i-1} \sum_{\ell \in P_{k+1}} g_{x,\ell}^\beta((n-1)\beta/2+1)^\beta C_\alpha^\beta(I_{n-1}),$$

where $C = \frac{\Gamma_n^\beta(n\beta/2+1) \Gamma_{n\beta/2}^{(n, 1)}(n\beta/2+1)}{\Gamma_{n\beta/2}^{(n, 1)}(n-1)\beta/2+1) \Gamma_{n\beta/2}^{(n, 1)}}$ and $g_{x,\ell}^\beta$ is the coefficient of $C_\alpha^\beta(Q)$, and

$$r = \begin{cases} n\beta/2, & \beta = 1, \\ (n-1)\beta/2, & \beta = 2, 4. \end{cases}$$
Proof. This proof is similar to that of Sugiyama [18]. From the joint density of the eigenvalues of a singular beta-Wishart matrix given by Shimizu and Hashiguchi [14], the null distribution for (7) is expressed as

\[ f(\ell_1, \ldots, \ell_n) = C_1 |L_n|^{(m-n+1)\beta/2-1} \prod_{i<j} (\ell_i - \ell_j)^\beta \mathcal{E}_n(-\frac{\beta}{2\alpha^2}, n\ell), \]

where \( C_1 = \frac{\mathcal{Q}(\beta)^{\alpha^2/\beta}2^{(m-n+1)\beta/2-1}}{\mathcal{Q}(\beta)^{\alpha^2/\beta}2^{(m-n+1)\beta/2-1}} \) and \( r_1 \) is given in Lemma I. Let \( q_i = (\ell_i - \ell_1) / \ell_1 \), for \( i = 2, \ldots, n \). Then, the joint densities of \( \ell_1 \) and \( q_2, \ldots, q_n \) is expressed as

\[ f(\ell_1, q_2, \ldots, q_n) = C_1 \exp\left(-\frac{\beta}{2\alpha^2} n\ell_1\right) |Q|^{\beta/2} \prod_{i<j} (q_i - q_j)^\beta |I_{n-1} - Q|^{(m-n+1)\beta/2-1} \sum_{k=0}^{\infty} \sum_{\tau \in P_\alpha} \ell_1^{\alpha^2/\beta+2k+1} C_\delta^\beta\left(\frac{\beta}{2}, Q\right), \]

where \( Q = \text{diag}(q_1, \ldots, q_2) \) and \( 1 > q_1 > \cdots > q_2 > 0 \). Observe that

1. \( \exp\left(-\frac{\beta}{2\alpha^2} n\ell_1\right) = \exp\left(-\frac{\beta}{2\alpha^2} n\ell_1\right) \sum_{k=0}^{\infty} \sum_{\tau \in P_\alpha} \ell_1^{\alpha^2/\beta+2k+1} C_\delta^\beta\left(\frac{\beta}{2}, Q\right) \)

2. \( \prod_{i<j}(\ell_i - \ell_j)^\beta = \ell_1^{\sum_{i<j}(q_i - q_j)^\beta} |Q|^{\beta/2} |I_{n-1} - Q|^{(m-n+1)\beta/2-1} \sum_{k=0}^{\infty} \sum_{\tau \in P_\alpha} \ell_1^{\alpha^2/\beta+2k+1} C_\delta^\beta\left(\frac{\beta}{2}, Q\right) \)

3. \( \det(L_1)^{(m-n+1)\beta/2-1} = \ell_1^{\sum_{i<j}(q_i - q_j)^\beta} |I_{n-1} - Q|^{(m-n+1)\beta/2-1} \)

We use the fact that

\[ |I_{n-1} - Q|^{(m-n+1)\beta/2-1} C_\delta^\beta\left(\frac{\beta}{2}, Q\right) = \left( \begin{array}{cc} (n-m-1)\beta/2 + 1/\beta & \sum_{i=0}^{\infty} \sum_{\tau \in P_\alpha} \ell_1^{\alpha^2/\beta+2k+1} C_\delta^\beta\left(\frac{\beta}{2}, Q\right) \end{array} \right) \]

Translating \( q_i \) to \( s_i = q_i / q_n \), \( i = 2, \ldots, n-1 \), and using Lemma I we have

\[ f(\ell_1, q_n) \]

\[ = C_1 \exp\left(-\frac{\beta}{2\alpha^2} n\ell_1\right) \sum_{k=0}^{\infty} \sum_{\tau \in P_\alpha} \ell_1^{\alpha^2/\beta+2k+1} (1/\beta)^k \sum_{i=0}^{\infty} \sum_{\tau \in P_\alpha} \ell_1^{\alpha^2/\beta+2k+1} \left( \begin{array}{cc} (n-m-1)\beta/2 + 1/\beta & \sum_{i=0}^{\infty} \sum_{\tau \in P_\alpha} \ell_1^{\alpha^2/\beta+2k+1} C_\delta^\beta\left(\frac{\beta}{2}, Q\right) \end{array} \right) \]

where \( S = \text{diag}(s_1, \ldots, s_2) \), and \( 1 > s_{n-1} > \cdots > s_2 > 0 \) and

\[ r_2 = \begin{cases} 0, & \beta = 1, \\ -(n-1)\beta/2, & \beta = 2, 4. \end{cases} \]
From (1), we have

\[
\frac{\Gamma_{n-1}((n-1)\beta/2)}{\Gamma_n(n\beta/2)} = \frac{1}{\pi^{(n-1)/2} \Gamma(n\beta/2)}.
\]

See also Eq. (3.5) in Kan and Koev [11]. Finally, by integrating \(f(\ell_1, q_o)\) with respect to \(\ell_1\), we note the following identity:

\[
\int_0^\infty \exp(-\beta/2\ell_1^2) d\ell_1 = \frac{\Gamma(\mu\beta/2 + k)}{(\mu\beta/2\sigma^2)^{\mu\beta/2 + k}},
\]

and get (8).

From Theorem 2, we can assume without loss of generality that \(\sigma^2 = 1\) for the null distribution of \(\ell_o/\ell_1\). The product of the Jack polynomials in (8) can be calculated using Algorithm 2. The generalization of the density of the ratio of extreme eigenvalues for nonsingular and singular beta-Wishart matrices for \(\beta = 1\) is given by

\[
f(x) = C_2 \sum_{k=0}^{\infty} \sum_{x \in \mathbb{P}_{n-1}} [\Gamma(n_1n_2/2 + k)/n^k!] \sum_{t=0}^{\infty} (n_1 - 1)((n_1 + 2)/2 + k + t)/t! \times
\]

\[
\sum_{x \in \mathbb{P}_{n-1}} \sum_{x_o \in \mathbb{P}_{n-1}} \frac{g_{x_o}(n_1 - n_2 + 1)/2, (n_1 + 2)/2, t \mathcal{C}_x(J_{n-1})}{(n_1 + 1)\delta},
\]

where \(n_1 = \min(n, m)\), \(n_2 = \max(n, m)\) and \(C_2 = \frac{e^{(\beta/2)n_2/2} \Gamma(n_2/2)}{\Gamma((m/n_1)n_2/2) \Gamma(n_2/2)}\). If \(n \geq m\), the function (9) coincides with the results obtained by Sugiyama [13].

**Corollary 2.** Let \(W \sim W_m^\beta(n, l_m)\), with \(m > n\). The probability density function of \(x = 1 - \ell_o/\ell_1\) is given as

\[
F(x) = C \sum_{k=0}^{\infty} \sum_{x \in \mathbb{P}_{n-1}} [\Gamma(m\beta n^\delta/2 + k)/n^k!] \sum_{t=0}^{\infty} (n_1 - 1)((n_1 + 2)/2 + k + t)/t!
\]

\[
\sum_{x \in \mathbb{P}_{n-1}} \frac{g_{x_o}(n_1 - n_2 + 1)/2, (n_1 + 2)/2, t \mathcal{C}_x(J_{n-1})}{(n_1 + 1)\delta},
\]

Proof. This proof is easily obtained from

\[
\int_0^1 x^{(n_1 - 1)(\beta n^\delta + 2)/2 + k + t - 1} dx = 1/(n_1 - 1)(\beta n^\delta + 2)/2 + k + t x^{(n_1 - 1)(\beta n^\delta + 2)/2 + k + t}.
\]

We also obtain the \(h\)-th moment of \(1 - \ell_o/\ell_1\) as

\[
E(x^n) = C \sum_{k=0}^{\infty} \sum_{x \in \mathbb{P}_{n-1}} [\Gamma(m\beta n^\delta/2 + k)/n^k!] \sum_{t=0}^{\infty} \left\{1 - \frac{h}{(n_1 - 1)(\beta n^\delta + 2)/2 + k + t + h}\right\}/t! \times
\]

\[
\sum_{x \in \mathbb{P}_{n-1}} \frac{g_{x_o}(n_1 - n_2 + 1)/2, (n_1 + 2)/2, t \mathcal{C}_x(J_{n-1})}{(n_1 + 1)\delta}.
\]
4. Numerical experiments

This section presents the numerical computations performed for the derivation of the results. If \( p = \beta(m - n + 1)/2 - 1 \) is a positive integer, the truncated distribution up to the \( K \)th degree of (10), which is a finite series for the summation of \( t \), is represented by

\[
F_K(x) = C \sum_{k=0}^{K} \sum_{\gamma \in \mathcal{P}_{m-1}} \frac{\Gamma((mn+2+k)/n)\gamma k!}{\gamma k!} \sum_{t=0}^{p(n-1)/2+k+1-1} x^{(n-1)(\gamma+2)/2+k+1-1}/t!
\]

\[
\sum_{\tau \in \mathcal{P}_{n-1}} g_\tau^{\beta}(n-m-1)\beta/2 + 1)\beta/2 + 1)C_\beta(I_{n-1})
\]

\[
(n-1)\beta + 2\beta
\]

where \( \sum_{\tau} \) is the sum of all partitions of \( t \) with \( \tau_1 \leq p \) and \( \tau = (\tau_1, \tau_2, \ldots, \tau_{n-1}) \). The empirical distribution based on \( 10^6 \) Monte Carlo simulations is denoted by \( F_{\text{sim}} \). We compute the percentage points of (10) as a finite series for \( t \) in real (\( \beta = 1 \)) and complex (\( \beta = 2 \)) cases. Table 1 indicates the comparison of percentage points of \( F_K(x) \) and \( F_{\text{sim}} \). We confirm that almost all percentage points achieve the desired accuracy. Table 1 (a)–(b) indicates that the numerical computation of \( F_K(x) \) in the case of a complex requires more series terms than the real cases.

| \( \alpha \) | \( F_{\text{sim}}^{-1}(\alpha) \) | \( F_{25}^{-1}(\alpha) \) |
|---|---|---|
| 0.01 | 0.390 | 0.389 |
| 0.05 | 0.509 | 0.509 |
| 0.50 | 0.759 | 0.759 |
| 0.90 | 0.885 | 0.888 |
| 0.95 | 0.910 | 0.917 |

| \( \alpha \) | \( F_{\text{sim}}^{-1}(\alpha) \) | \( F_{25}^{-1}(\alpha) \) |
|---|---|---|
| 0.01 | 0.451 | 0.451 |
| 0.05 | 0.539 | 0.539 |
| 0.50 | 0.726 | 0.726 |
| 0.90 | 0.833 | 0.834 |
| 0.95 | 0.858 | 0.859 |

Fig 1 illustrates the probability \( \Pr(0.7 < \ell_n/\ell_1 < 1) \) with dimension for \( \beta = 1 \) and \( n = 2 \). The probability for \( \ell_n/\ell_1 \) is large with the higher dimension; this implies that all eigenvalues are close to being equal under the null hypothesis. From (11), the mean, variance, skewness, and kurtosis of \( 1 - \ell_n/\ell_1 \) are provided in Table 2. The mean and variance become smaller, while skewness and kurtosis become larger, as \( m \) increases.

\[
\Pr(0.7 < \ell_n/\ell_1 < 1)
\]

![Fig 1: n = 2, \beta = 1](image)
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