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Abstract. The use of Unmanned Arial Vehicles (UAVs) offers many advantages across a variety of applications. However, safety assurance is a key barrier to widespread usage, especially given the unpredictable operational and environmental factors experienced by UAVs, which are hard to capture solely at design-time. This paper proposes a new reliability modeling approach called SafeDrones to help address this issue by enabling runtime reliability and risk assessment of UAVs. It is a prototype instantiation of the Executable Digital Dependable Identity (EDDI) concept, which aims to create a model-based solution for real-time, data-driven dependability assurance for multi-robot systems. By providing real-time reliability estimates, SafeDrones allows UAVs to update their missions accordingly in an adaptive manner.
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1 Introduction

There are many potential applications for Unmanned Aerial Vehicles (UAVs), including logistics, emergency response, filming, traffic monitoring, search and rescue, rail surveillance, and infrastructure inspection [9]. However, one of the major barriers to widespread deployment and acceptance of UAVs is that of safety, particularly for operations in urban areas where UAV failure brings a higher risk of harm. For instance, during testing for Amazon’s planned fast drone-based delivery service, their drones crashed five times over a four-month period in 2021 [28]. Therefore, safety and reliability must be key objectives during both the design and operation of UAVs to help minimise risk and improve likelihood of mission success [23].
Reliability can be defined generally as the probability of a system functioning correctly over a given period of time [29]. There is a long history of reliability engineering techniques intended to help analyse, understand, and prevent failures. Among the most popular are Fault Tree Analysis (FTA) [31] and Failure Modes and Effects Analysis (FMEA). Such techniques were originally manually applied but over time have evolved and now form integral parts of comprehensive, tool-supported methodologies, encompassed under Model-Based Safety Analysis [27]. Using such approaches during the design of a UAV, it is possible to determine the ways in which it can fail and the likelihood of those failures.

Even so, UAVs must often operate independently in dynamic, unpredictable environments with varying mission goals, all of which are difficult to capture in a design-time analysis model. By combining design-time knowledge with safety monitoring applied at runtime, we can perform dynamic reliability evaluation and obtain a clearer picture of UAV reliability during operation.

This paper proposes a new model-based approach to improve reliability and safety of UAVs called SafeDrones. SafeDrones builds upon static design-time knowledge in the form of fault trees by combining them with dynamic Markov-based models and real-time monitoring to perform continuous reliability evaluation at runtime. The result is a modular safety monitor known as an Executable Dependable Digital Identity (EDDI), which can then be used to inform operational decision making.

The rest of the paper is organized as follows: in section 2, a brief background on relevant techniques is provided. Section 3 introduces SafeDrones and explains its proposed methodology. An experimental implementation is described in section 4 and results discussed in section 5, to illustrate the capabilities and limitations of the idea. Finally, conclusions and future research directions are presented.

2 Background

2.1 Fault Tree Analysis

Fault Tree Analysis (FTA) is a widely used, top-down reasoning approach for reliability analysis. It begins with a given system failure (the top event) and progressively explores possible combinations of causes until individual component failures have been reached. It is capable of both qualitative (logical) and quantitative (probabilistic) analysis, but requires the use of extensions to model dynamic relationships between causes and components and thus model dynamic failure behaviour [3]. Markov chains are often used to perform the quantitative analysis of dynamic fault trees but this can result in significant complexity due to the state-space explosion problem [101].

Although these limitations make fault trees less common for runtime applications, fault trees have also been used at runtime, particularly for diagnosis purposes. For example, by connecting sensor readings as inputs to "complex basic events" (CBE) in the fault tree, the failure model can be updated in real-time
to provide potential diagnoses of problems, predictions of future failures, and reliability evaluation [16]. Such an approach is extended and used in SafeDrones. There has also been some work on the use of FTA for UAVs specifically. Reliability improvement of UAVs through FTA and FMEA in design review procedures has been studied in [13]. [19] proposes a procedure for reliability improvement in a cost-effective way based on FTA. It also reduced the uncertainty in failure data via Dempster-Shafer theory. In [20], the Michigan UAV is evaluated through qualitative failure analysis. However, these papers address only the design-time evaluation of UAVs, while in SafeDrones, both design-time and runtime evaluation are assessed.

2.2 Reliability Modelling using Semi-Markov Processes (SMP)

Given the limitations of FTA when applied to highly dynamic systems, particularly adaptive, unmanned systems like UAVs, they are often combined with other techniques such as Markov Processes and Petri-Nets. Markov Processes are a well-known tool for reliability evaluation, particularly when it comes to dynamic behaviours such as repair, priority, and sequences. A Semi-Markov Process (SMP) is a special type of Markov process that has the ability to work with non-exponential failure distributions [29]. SMP can be defined using the following set: \( (p, P, F(t)) \). \( p \) is the initial probability distribution vector, \( P \) is the conditional transition probabilities matrix, and \( F(t) \) describes the matrix of distribution functions of sojourn times in \( i \)th state, when \( j \)th state is next.

Let \( X_i, \forall i = 0, 1, 2, \ldots \) be random variables. The time-homogeneous SMP \( X \) is determined by a vector of initial state probabilities \( p(0) \) and the matrix of conditional transition probability \( P(t) = [P_{ij}(t)] \) is computed by Eq. (1). In this equation, \( P_{ij}(t) \) satisfies the Kolmogorov-Feller equation [29].

\[
P_{ij}(t) = P\{X(t) = j | X(0) = i\} = \delta_{ij}[1 - G_i(t)] + \sum_{k \in S} \int_0^t P_{kj}(t-x)dQ_{ik}(x) \tag{1}
\]

where \( \delta_{ij} = 1 \) if \( i = j \) and \( \delta_{ij} = 0 \) otherwise, \( G_i \) is the distribution of the sojourn time in state \( i \) described by Eq. (2) [11], and \( Q_{ij}(t) \) describes the kernel matrix by Eq. (2).

\[
G_i(t) = P\{S_i \leq t | X_0 = i\} = \sum_{j=1}^{i} Q_{ij}(t) \tag{2}
\]

where \( S_i, i = 0, 1, 2, \ldots \) is the state of the system at time \( t \) and \( Q_{ij}(t) \) is \( P\{X_1 = j, S_i \leq t | X_0 = i\} \). The solution of Eq. (1) can be found by applying the Laplace Stieltjes Transformation (LST) in matrix form by Eq. (3) [6]. Note that \( \tilde{p}(t) \) represents the probability vector in time domain and \( \tilde{p}(s) \) represents the probability vector in LST domain.

\[
\tilde{p}(s) = \left[1 - \tilde{q}(s)\right]^{-1} \tilde{g}(s) \tag{3}
\]
Having solved Eq. (3) with taking the inverse LST of $\tilde{p}(s)$, the unconditional state probabilities in time domain are determined as $P(t) = P(0)P(t)$. Finally, the reliability of a system can be computed through summation of probability of operational state in the SMP. To calculate the MTTF, the transition matrix should have the following canonical form where there are $r$ absorbing states (forming R) and $t$ transient states (forming Q).

$$P = \begin{bmatrix} Q & R \\ 0 & I \end{bmatrix}$$ (4)

For the fundamental $P$ matrix, consider $N = (I - Q)^{-1}$ and let $t_i$ be the average number of steps before reaching the absorbing state, given that the chain starts in state $s_i$, and let $t$ be the column vector whose $i^{th}$ entry is $t_i$. The column vector of $t$ can be written as follows:

$$t = [t(NA_1) \ t(NA_2) \ldots \ t(NA_n)]^T = NC$$ (5)

where $C$ is a column vector whose elements are one. Having calculated $t$, each of its elements represents the mean time to failure (MTTF) of the corresponding state.

In the area of reliability evaluation of UAV using Markov processes, there are a few existing research works. For example, Guo J. et al. [15] focused on the balancing issue of the propulsion system in multi-rotor UAVs and proposed a solution based on Markov chains. Aslansefat, K. et al. [7] proposed a set of Markov models for different possible configurations in the propulsion system of multi-rotor UAVs, taking into account not just the balancing issue but also the controllability aspects which make the model more dynamic.

In this paper, the Markov models proposed by [7] are used for the propulsion system and as a CBE (discussed in Section 3). As one of the contributions in this paper, the Markov models are also extended to use 'Motor status' as a symptom and be able to re-calculate the reliability and MTTF during the mission. For instance, if the real-time monitoring and diagnosis unit in the robot detects a motor failure in motor status based on the available sensors that the robot has, the proposed approach will select the equivalent state in the SMP that represents the motor failure and re-calculate the probability of failure and MTTF from that state to the failure state.

### 2.3 Reliability Modeling using Arrhenius Equation

The lifetime reliability of a processing unit has a strong correlation with its temperature [21]. Moreover, a processor’s temperature depends on the UAV’s performance and utilization. To capture this interaction between reliability and temperature, the Arrhenius equation has been used. The Arrhenius equation is used to compute the MTTF acceleration factor ($AF$) depending on the processor’s actual and reference temperatures.

$$AF = e^{\frac{E_a}{k} \left( \frac{1}{T_r} - \frac{1}{T_a} \right)}$$ (6)
where $E_a$ is the activation energy in electron-volts, $k$ is Boltzmann’s constant (8.617E-05), $T_r$ is the reference temperature and $T_a$ is the actual temperature.

The acceleration factor ($AF$) is then used by the MTTF model to evaluate the effects of temperature on the MTTF. The final MTTF of the processor is calculated using the following equation:

$$MTTF = \frac{MTTF_{ref}}{AF}$$  \hspace{1cm} (7)

where $MTTF_{ref}$ is the reference MTTF, estimated at the reference temperature. $MTTF_{ref}$ is usually given by the system’s designers.

### 2.4 The Executable Digital Dependable Identity (EDDI)

Despite existing standards and guidelines, there is a great deal of variation in how assurance of dependability attributes is realized and claimed for concrete systems. This makes it difficult for third parties like certification authorities to analyze and evaluate the assurance approach in general, and especially when the systems are to be open, adaptive, or autonomous, like platooning cars [17].

To overcome this issue, Digital Dependability Identities (DDI) were created [26]. A DDI is a structured, modular, and hierarchical model of a system’s dependability properties. An assurance case is at the heart of the DDI, arguing for the assurance of the appropriate dependability attributes and connecting all models and artefacts (e.g. requirements, assumptions, architectural models, dependability analyses, evidences) essential for the argumentation. A DDI is created and updated throughout the design process, issued when the component or system is launched, and then maintained during the component or system’s lifespan. DDIs are utilized for the hierarchical integration of systems to “systems of systems” in the field, as well as the integration of components to systems during development.

An Executable Digital Dependability Identity (EDDI) is an extension of the DDI concept that is intended to be executable at runtime. It leverages the design-time dependability models stored in the DDI and augments them with event monitoring and diagnostic capabilities to provide real-time feedback on reliability, security, and safety issues, thereby supporting safe operation and dynamic dependability management. Importantly, EDDIs are intended to act cooperatively when applied within a distributed multi-robot or multi-agent system, enabling on-the-fly reconfiguration, communication, and adaptation. The idea is to support dynamic adaptive system assurance and dependability management through event monitoring, runtime diagnostics, risk prediction, and recovery planning.

Like DDIs, EDDIs are based on the Open Dependability Exchange meta-model [12]. An EDDI generally consists of some higher-level ODE-based system models for diagnostics, capability (e.g. success trees) and risk prediction (e.g. fault trees, Bayesian networks) and lower-level models for event monitoring and reliability estimation (e.g. Markov models, Bayesian networks). Once connected
to sensor data and other pertinent system information, the EDDI can use these models to perform calculations to provide feedback and recommendations to the host system.

3 Methodology

SafeDrones is an approach for real-time reliability and risk evaluation of multi-robot (multi-UAV) systems. The main goal of this work is to develop an early prototype instantiation of the EDDI concept for runtime reliability estimation for UAVs. It makes use of fault trees as the overall model with CBEs to support dynamic evaluation. A fault tree consisting of 9 main failure categories and 28 basic events is proposed for a generic UAV in the appendix. However, to simplify the explanation of the methodology, a smaller fault tree of the UAV is provided in Figure 1.

The contribution and capabilities of the SafeDrones approach are as follows: 1) SafeDrones expands the idea of FTA with CBEs to not only consider SMPs but also other evaluation functions like the Arrhenius Equation; 2) it proposes the idea of having symptom events for each CBE; 3) it is also able to handle reliability evaluation of reconfigurable systems by using pre-defined models in one CBE (e.g. consider a hexacopter capable of reconfiguring its propulsion system on-the-fly from PNPNPN configuration to PPNNPN configuration), and 4) finally, SafeDrones provides Python functions which can be executed on each UAV and provide real-time reliability and MTTF evaluation. This paper primarily explores the first and fourth capabilities.

The tree provided in Figure 1 has three CBEs for battery failure, propulsion system failure and processor failure. The processor failure has a symptom of actual temperature ($T_a$ is the symptom) and based on the Arrhenius Equation (see Section 2.3), the reliability and the MTTF values of this basic event can be updated during the mission. The idea can be implemented for any component in the robot where its reliability can change based on temperature variation. The middle CBE is for the battery failure. This model is provided by [13] and considers battery degradation as well as failure. In this paper, we have used the battery model with four degradation levels and the battery level status $B_S$ is included as a symptom. So, based on the battery level status, the initial probability vector in the SMP will be updated and then the probability of failure (unreliability of the battery) will be updated accordingly.

The third CBE is a propulsion system failure. The CBE is chosen to show the capabilities of SafeDrones for handling system reconfiguration. The first configuration is for a quad-copter that has two propellers rotating clockwise (P) and two propellers rotating anti-clockwise (N) forming PNPN configuration. The second and the third configurations considered for hexa-copters with two different PNPNPN and PPNNPN configurations (P stands for clock wise rotation and N stands for anti-clockwise rotation). The detailed construction and simplification of these models has been discussed in our previous research [7].
Figure 1 further illustrates the idea of merging real-time monitoring and diagnosis with FTA. In a traditional FTA, the tree consists of a top layer, a number of intermediate layers, and a basic events layer. However, in our proposed approach there is a new layer called the symptoms layer. In the symptoms layer, the safety expert(s) should identify the potentially observable events in the system and define the relation between symptoms and basic events. For instance, in Figure 1, the symptoms are temperature, battery status, and motor status along with motor configuration. In Figure 1, it is assumed the temperature symptom only affects the processor and has no effect on the others. In this proposed reliability modeling approach, it is recommended to use CBEs to link with the symptoms. A CBE can take many forms, e.g. a multi-state Markov chain where the symptom affects its current state, a Bayesian Network where a symptom can form a belief, or some other reliability function where a symptom can be a parameter on it, etc. The link between symptoms and basic events can be both deterministic and probabilities values.

As discussed in Section 2.4, the EDDI concept uses real-time evaluation of dependability attributes like reliability as function(s) to update the mission accordingly as part of a dependability-driven decision making system. This could lead to a variety of responses, such as reconfiguration during the mission (e.g. switching a hexacopter to quadcopter mode in the event of possible motor faults), changes to mission parameters (e.g. emergency landing or return to base sooner),
or even requests for predictive maintenance of affected parts. In SafeDrones, all the calculations are implemented in Python (available in the GitHub repository) for runtime execution. The results could also be used by technologies like ConSerts [25] to generate conditional guarantee outcomes and provide the final decision accordingly. Moreover, based on the idea provided by [14], it is possible to investigate the use of monitoring data to obtain safety model repair recommendations.

4 Experimental Implementation

To evaluate the reliability models presented in Section 3, we use the ICARUS toolkit [24], which uses vision-based UAV monitoring platforms to automate the inspection of medium voltage power distribution networks. As Figure 3 shows, the UAV gathers data and provides a real-time data processing to identify poles and record their accurate positions. An off-the-shelf four-rotor UAV (DJI Matrice 300 RTK) equipped with different sensors, including temperature sensors, is used. On the top of the UAV, an NVIDIA Jetson Xavier NX embedded platform was mounted to run the deep learning and navigation algorithms, allowing the UAV to perform inspection procedures autonomously. Additionally, the UAV is equipped with the SafeDrones tool, which monitors parameters such as processor temperature, battery level and execution time to estimate UAV reliability. Furthermore, SafeDrones can recommend actions like mission abort and emergency landing if the estimated reliability falls below a predetermined threshold. For the pole detection task, the UAV flew at a constant height of approximately 50m above the ground with the camera turned downwards. To identify poles
For our analysis we monitor processor temperature and battery level every 1 second to estimate the probability of failure for the UAV using the models described earlier. All the other input parameters are shown in Table 1. When the estimated probability of failure exceeds a specific threshold (we use 0.9 as a threshold for this analysis), an emergency action is taken. In this case, the action is to perform a safe emergency landing and continue the mission with another UAV. Note that the threshold can vary, depending on the mission and the time needed to safely land the UAV. The total execution time for the fault-free inspection mission to detect all the poles is 750 seconds.

To demonstrate the proposed concept, we use two scenarios:

1. Fault-free scenario. In this scenario, all the components work properly without experiencing any faulty conditions.
2. Faulty scenario. In this scenario, the battery stops working properly at a specific time $X$ causing a sharp drop in the battery level and at time $Y$, where $Y > X$, the processor starts overheating due to unexplained circumstances. For this analysis, $X$ equals to 250 seconds and $Y$ equals to 400 seconds.

5 Experimental Results

This section reports the reliability analysis results for the two scenarios described in Section 4.

5.1 Reliability Analysis of the Fault-Free Scenario

We first evaluate the probability of failure of the different components (battery and processor) and the total UAV for the fault-free scenario. It is assumed that
Table 1. Input values for the parameters used in the models, as described in Sections 2 and 3

| Parameters | Description | Values |
|------------|-------------|--------|
| **Motor parameters** | | |
| MC | Motor Configuration | PNPN (P: positive clockwise direction, N: negative anti-clockwise direction) |
| Motor λ | Motor failure rate | 0.001 |
| **Battery parameters** | | |
| Battery λ | Battery failure rate | 0.0001 |
| D | Battery degradation rate | 0.0064 |
| α | Battery usage rate | 0.008 |
| β | Battery inactivity rate | 0.007 |
| **Processor parameters** | | |
| u | Utilization | 1 |
| MTTF\textsubscript{ref} | Reference MTTF | 1000 hours |
| E\textsubscript{a} | Boltzmann constant | 8.617E-05 |
| k | Activation energy | 0.3 electron-volts |
| T\textsubscript{r} | Reference temperature | 29° C |

the mission is about 800h. Figures 4 (a) and (b) show the battery level and processor temperature respectively (collected from UAV’s telemetry logs), while Figures 4 (c) and (d) show the failure probability and MTTF for each component as well as the overall UAV. As Figure 4 (c) shows, the lower the battery level, the higher probability of failure. The sharp increase here when the battery level goes below 75% is because our model discretizes the battery level into four states (25% each), resulting in a jump when each discrete state is reached. Additionally, Figure 4 (c) shows that the processor’s probability of failure is also related to the UAV’s cumulative processing time. The exact correlation between reliability and processor temperature is shown in Figure 4 (i), which illustrates how the processor’s MTTF changes according to the current temperature. As is is clearly shown, when the processor’s temperature increases, the MTTF also decreases. Finally, as can be observed in Figure 4 (c), the overall UAV failure probability does not exceed the 0.90 threshold for emergency action, indicating that the inspection mission was completed successfully. Note that the threshold value should be determined by a team of safety experts.

5.2 Reliability Analysis of the Faulty Scenario

In the first scenario, the overall probability of failure was satisfactory throughout and the UAV managed to complete the mission safely. However, it is also possible for faults to develop in any component, and so in the second scenario we investigate how the probability of failure can be changed by simulating a faulty battery and the processor overheating. Here the battery stops working properly at the 250th second. At this point the battery level drops sharply from 80% to 40% as Figure 4 (e) shows. The processor’s temperature also suddenly increases.
at the 400th second. Figures 4(g) and (h) depict the impact of these simulated faults on the probability of failure and MTTF respectively. As Figure 4(g) shows the failure probability threshold of the UAV is exceeded at the 500th second. This leads to an emergency landing of the UAV even if the mission was not completed. In a multi-UAV scenario, another UAV can be dynamically tasked to continue and complete the mission in this case.

The results highlight the benefits of both the proposed SafeDrones approach and the overall EDDI concept in helping to avoid dangerous accidents caused by failures. By combining safety analysis models and reliability functions executable at runtime, we can obtain a more comprehensive overview of UAV dependability during real-time operation, one that takes into account multiple subsystems and sensors as well as predefined thresholds and corresponding mitigating actions. Such an approach is particularly valuable for autonomous platforms where there is no human operator to monitor safety directly.

6 Conclusion and Future Work

To help address the problems of UAV reliability and risk assessment, particularly at runtime where operational and environmental factors are hard to predict, the SafeDrones reliability modeling approach has been proposed. It employs a combination of FTA with CBEs to support real-time reliability evaluation as a prototype of the EDDI concept. As part of this, it introduces a novel symptoms layer to integrate with runtime monitoring data. To illustrate SafeDrones, we applied it to a power network inspection use case to show how real-time reliability evaluation can be used to anticipate imminent failures and prevent accidents by recommending appropriate responses.

In this paper, we have focused on a single UAV. However, many UAV applications involve multiple UAVs. As part of our future work, we plan to extend SafeDrones to multiple UAVs to further explore the full EDDI concept and assess and preserve overall mission dependability in real-time. This demands modeling and dynamic evaluation of mission risk variability [22] and distributed dependability concept variability [25], which can be realized e.g. by allowing dynamic task redistribution to the remaining UAVs if one or more UAVs have increased probability of failure.

Furthermore, we plan to investigate other aspects of dependability by evaluating the reliability of machine learning components many UAVs have, e.g. for object detection. For this, we intend to make use of SafeML[8][1]. By using SafeML, we can obtain a more complete picture of real-time UAV dependability which can then be used to update the mission accordingly and improve mission completion. In the paper, it was assumed that the monitoring system is perfect, however, it would be possible to incorporate false positive, false negative and uncertainties as future work [3].

Finally, it is important to investigate how security issues will affect UAV operation [20]. For this, we plan to consider a jamming attack scenario that will affect the communication with the GPS.
Fig. 4. Fault-Free Scenario: (a) Battery degradation (battery level in percentage). (b) Processor Temperature (c) Probability of failure (d) Mean Time to failure – Faulty Battery Scenario: (e) Battery degradation (battery level in percentage). (f) Processor Temperature (g) Probability of failure (h) Mean Time to failure – (i) Processor’s MTTF and temperature for the Fault Free Scenario.
Code Availability

To improve the research reproducibility, code, functions, demo notebooks, and other materials supporting this paper are published online at GitHub:

https://github.com/koo-ec/SafeDrones.
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Appendix

6.1 Proposed Fault Tree of a generic UAV

Figure 5 illustrates the proposed Fault Tree of a generic UAV consisting of nine failure categories including: I) Communication system failure, II) navigation system failure, III) Computer system failure, IV) Environment detection systems, V) Propulsion system, VI) Energy system, VII) Obstacle avoidance system, VIII) Security system, and IX) Landing system.
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**Fig. 5.** Proposed Fault Tree of a generic UAV