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The aim of this article is to construct spatial models for the activation of sweat glands for healthy subjects and subjects suffering from peripheral neuropathy by using videos of sweating recorded from the subjects. The sweat patterns are regarded as realizations of spatial point processes and two point process models for the sweat gland activation and two methods for inference are proposed. Several image analysis steps are needed to extract the point patterns from the videos and some incorrectly identified sweat gland locations may be present in the data. To take into account the errors, we either include an error term in the point process model or use an estimation procedure that is robust with respect to the errors.
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1 INTRODUCTION

Sweating is critical in human evolution in maintaining ability to thermoregulate in a wide range of climates and activity levels. Neurologic control, headquartered in the hypothalamis, is therefore tightly regulated and concordantly disruptive in pathologic states such as peripheral neuropathy. Assessment of sudomotor (sweat) function has long been used in clinical and research settings for detection of neurologic dysfunction.1,2 Minor’s starch iodine test was originally described in 1928,3 where tincture of iodine was applied to the skin, air dried, and then powdered with corn starch. Sweating is stimulated with increasing room temperature or use of pilocarpine. As sweat flows from pores, iodine is diluted and the solution absorbed by the starch powder, turning dark black from yellow. Normally the entire skin surface should be able to sweat in response to sufficient stimuli, and absence of sweating in an area of the body is indicative of loss of neurologic function in that area.

Peripheral neuropathy is a disease state of peripheral nerves, the segment of the nervous system which extends from the brain and spinal cord to various targets in the body, such as muscles, sensory receptors, and autonomically controlled
Peripheral neuropathy occurs in etiologically diverse conditions which cause damage or dysgenesis of peripheral nerves. The most common causes include diabetes, toxicity such as in chemotherapy and excessive alcohol consumption, and vitamin deficiencies. The resulting nerve damage causes various combinations of muscle weakness, pain, numbness, and autonomic dysfunction.

Autonomic nerves are often the earliest to be affected in peripheral neuropathy, and penetrate all parts of the body, including digestive tract, liver, kidneys, bladder, genitals, lungs, pupils, heart, and skin. Skin is the largest organ in the body, and contains a vast network of the distal ends of sensory and autonomic nerves over the entire body surface. These distal ends of nerves are especially susceptible to systemic disease. Because sweating is neutrally controlled and modulated, and can be measured at the skin surface, it can be used to reflect alterations in the underlying nerves.

Currently, there are several tests used in clinical practice to evaluate sudomotor function. Thermoregulatory sweat testing measures percentage of body surface area sweating elicited by a heated, humidified sauna. Sweat imprints and silastic molds measure the density and distribution of activated sweat glands in an area of skin. Quantitative sudomotor axon reflex testing (QSART) is likely the most widely used autonomic test of sweating, comparing against robust normative databases the total volume of sweat produced by 1 cm² areas of skin at standardized sites.

The sensitive sweat test (SST) enhanced Minor’s starch iodine test with closeup time lapse imaging, and software analysis. The critical feature of the test is a rigid, transparent video screen which limits sweat to an essentially two-dimensional space. As sweat exits ducts, it dilutes the iodine painted on the skin onto starch coated plastic film. The imaged result is a field of sharply demarcated, dark sweat spots on a white background, expanding centripetally around the opening of each duct (Figure 1). The area of each spot is therefore a measurement of the volume of sweat produced by each gland. Sub-nanoliter volumes of liquid were measured by pipette and shown to create reproducible sweat spot areas. Similarly, tracking the increase in sweat spots’ areas between timelapse frames measures the rate of sweating from each duct at the nanoliter level. Of note, blackened areas of film do not return to white during the test—sweat spots can only enlarge. The videos therefore provide several measurable physiologic data points, including coordinates and relative locations of all sweat spots, the second by second volumes of sweat (nanoliters) and flow rate of each sweat gland (nL/minute), total number of activated sweat glands, density of activated sweat glands (glands/cm²), total sweat volume (nL), and total sweat rate (nL/minute).

Using the dynamic sweat test, a significant reduction of sweating was observed in diabetic subjects in the distal leg but not in forearm. The study included measurements taken from the forearm of 14 diabetic subjects and 14 age- and sex-matched healthy controls and from distal leg of seven diabetes patients and seven controls. In a larger study, 178 healthy controls and 20 neuropathy subjects were tested, most of them at the hand, thigh, calf, and foot, some only at calf and foot, and it was concluded that neuropathy subjects had lower sweat rates per sweat gland, lower total amount of sweat, and lower sweat gland density. It was also observed visually that the sweat patterns of the diabetic subjects were less regular than the healthy patterns. To quantify this visual observation, the spatial sweat patterns that the videos provide should be investigated more carefully. Spatial analysis can provide more detailed information on the sweat patterns and tools for revealing additional abnormalities that may appear when the sweat rate and the total amount of sweat are still within normal ranges. However, up to now, no spatial analysis of the sweat patterns to quantify this observation has been performed.

In this article, the locations of sweat spots or glands are regarded as realizations of spatial point processes. Our main emphasis is to develop suitable methodology for analyzing the spatial structure of the sweat gland patterns and activation extracted from video sequences. As the data are non-standard in the point process literature, some special treatment is needed.

To extract the coordinates of the individual sweat spots, that is, the points of the point patterns, from the videos (see Figure 1), several image analysis steps are needed. As a non-standard step, we apply an algorithm based on the detection of a change point to the sequence of gray scale values in each pixel. This pixel-by-pixel approach suits to the video sequences, where the sweat does not dry once it has appeared, much better than going through the videos frame by frame, because the sweat gland locations are best detected at times where sweat first appears. However, even though we perform careful analysis of the videos, there are some spots that are incorrectly recorded as two spots due to, for example, wrinkles in the skin. It is not straightforward to remove these errors automatically and doing it manually can be very time consuming. Therefore, they need to be taken into account in the analysis of the point patterns.

Some studies of point patterns observed with errors or noise can be found in the literature. For example, in the area of minefield detection, one first detects a minefield and then classifies each observed point in the minefield either as mine or as noise. The observation window is typically divided into two parts, the minefield as a region with a higher intensity containing both mines and noise and a low intensity area containing only noise. The points can then be classified in a
Bayesian set-up where a posterior probability for each point being a mine is derived.\textsuperscript{20,21} In a similar Bayesian framework, classification of points of a superposition of a Strauss process and Poisson noise has been considered.\textsuperscript{22,23} A likelihood of an imperfect observation given the true point process, where the imperfect observation can be due to random thinning, displacement, censoring of the displaced points, or superposition of additional points\textsuperscript{24} and Bayesian analysis for similar data\textsuperscript{25} can also be found in the literature. Furthermore, a Bayesian framework for estimating the intensity of a noisy point process, where the noise is either due to points within the sampling window but regarded as being outside and/or points outside the window which were incorrectly regarded as points inside the window, is available\textsuperscript{26} as well as descriptive statistics for noisy spatial point processes, where the noise is perturbation of points.\textsuperscript{27}

Here, we suggest two different ways to model the activation of sweat glands and to take noise into account in the analysis, by either including an error term in the model or using an estimation procedure that is robust with respect to the errors. We pay special attention to incorrectly recorded close pairs of points since they can cause problems for the analysis of regular point patterns such as our data.

We propose two models for the sweat gland patterns that are different in their nature. In the first model, the activation of individual sweat glands is modeled by a sequential point process, where sweat spots appear conditionally on the pattern so far. The other model is more physiologically motivated, a generative point process model, where the activated sweat gland pattern is modeled as a thinning of the underlying true (unobserved) sweat gland pattern which is modeled first. While the likelihood of the sequential model is tractable, it has been considered computationally costly to evaluate.\textsuperscript{28} Here, we propose an efficient way to perform traditional likelihood-based inference for a certain type of sequential models, which makes also likelihood-based Bayesian inference feasible. The likelihood of the generative model is not easily tractable and, therefore, we employ approximate Bayesian computation (ABC) to estimate the model parameters. When some noise points are present, the sequential model is replaced by a mixture model having the sequential point process and an error point process as its components. In the generative model, the summary statistics in the ABC approach are chosen such that they are robust with respect to the errors.
The rest of this article is organized as follows. We first describe the extraction of the points from the videos and the preliminary analysis of the data in Section 2. Then, we present the sequential and generative models together with a description of the inference methods in Sections 3 and 4, respectively. Further, the methodology is illustrated by analyzing a set of video sequences taken from the right foot of 15 subjects, either controls or subjects with suspected or diagnosed neuropathy. The models are fitted separately to each subject. Section 5 is left for further discussion. We carry out all computations in Julia while we use R mainly for plotting.

2 | DATA AND PRELIMINARY DATA ANALYSIS

2.1 | Description of data

The data have been collected by Dr. Kennedy’s group at the University of Minnesota by using the dynamic sweat test they have presented. First, sweating is stimulated by placing a patch with pilocarpine gel on the test site, foot or calf. Then, the test site is dried and painted with iodine solution. Finally, a camera is placed on the skin and a video is recorded at the rate of 1 frame/sec for 60 seconds. The size of the frame was 2592×1944 pixels corresponding to 17.5×13 mm². Videos were taken from the feet and/or calves from 121 healthy controls without known neuropathy or known risk factors for neuropathy, as well as 72 subjects who had reported having symptoms of neuropathy, 20 of whom had well characterized neuropathy (diagnosis based on neurologic examination and nerve conduction studies). Therefore, the subjects were divided into three groups: controls, subjects with suspected neuropathy (MNA), and subjects with diagnosed neuropathy (MNA Diagnosed).

In this study, we have access to five videos from the right foot from each of the three groups. Based on earlier studies, it was clear that the number of activated sweat glands is an important predictor for the condition, controls having higher density than subjects in the neuropathy groups. The five videos were selected based on the point density of the pattern so that different groups have overlapping densities. A sequence of snapshots (1 second, 15 seconds, 30 seconds, and 60 seconds) of one control subject is shown in Figure 1. Here, we study the patterns of activated sweat glands at the end of videos as realizations of spatial point processes. The complete video is needed to extract the gland locations, because these can be obtained most precisely at their first occurrence (see Section 2.2).

2.2 | Video processing with change point detection

Extracting the locations and sizes of the sweat spots required several video processing steps: transforming the video into sweat/not sweat binary video, splitting the sweat part of the video into the sweat produced by individual sweat glands, and finally extracting the point pattern of gland locations. As is commonly done in data pre-processing, some trial and error was necessary before a satisfactory result was obtained. In the following, we describe the final choices in more detail.

The first step consisted of a background correction, finding change points, and finding and applying a threshold to the change points. The background was first estimated by kernel smoothing using a Gaussian kernel with \( \sigma = 100 \) pixels to the first frame of the video. The smoothing bandwidth of 100 pixels, which is a bit more than the minimum interpoint distance of sweat spots, was large enough to remove the sweat spots, but small enough to keep the background fluctuations. Since the first frame had only small amount of sweat, the resulting image mostly mimicked the lighting conditions. For example, the corners of the frame were darker than the middle. Next, the grayscale values \( g_t \) of each pixel at frame \( t \) were divided by the estimated lightning intensity \( l \) of the pixel and the time series of these scaled grayscale values were considered to find the pixels that belong to the wet area. More precisely, a time series was constructed for each pixel as follows: Let \( x_{-2} = x_{-1} = x_0 = 1 \) and \( x_t = g_t/l \) for \( t = 1, \ldots, T \). The change point of the time series \( x_{-2}, x_{-1}, x_0, x_1, \ldots, x_T \) was defined as the integer value \( t \geq 1 \) that minimizes \( f(t) = s^2_{t-2} + s^2_{t+1:T} \), where

\[
\hat{s}^2_{j:k} = \frac{1}{k-j+1} \sum_{i=j}^{k} x_i^2 - \left( \frac{1}{k-j+1} \sum_{i=j}^{k} x_i \right)^2
\]

is the sample variance of \( x_j, \ldots, x_k \).
Testing for a change point is a well known problem in statistics. Here, however, the problem is not of purely statistical nature. There appeared to be some jumps possibly due to the lightning conditions that were not real jumps but clear enough to be detected by a statistical change point test. In Figure 2, the series number 3 (blue curve) is an example of such a change point. We used a similar principle as in the statistical change point tests to locate the most likely change point. Instead of formally testing for the change point, we only accepted those change points where the change was large enough.

The time series and estimated change points for four pixels are shown in Figure 2. Since each pixel, even the ones that do not belong to the wet area, obtained a change point, thresholding on the difference of sample means was used to filter out small changes. A per video threshold was found by trial and error evaluating the point patterns that resulted from the whole video processing visually. By looking at the video it was quite easy to see the emerging sweat glands and how well the detected points matched them. In Figure 2, the two largest jumps, 1 and 2, passed the threshold. The third jump, although it clearly is a jump, did not pass the threshold. The resulting binary video frames were post processed with a morphological closing to fill in some small gaps.

The sweat area in the first frame was segmented into the sweat produced by individual glands. Starting with the second frame, each new sweat pixel was assigned to the closest spot in the previous frame. The distance was measured as the shortest path through the new sweat area. Several filtering steps were applied in various stages of the process to account for pixels that belonged to spots that were too small to be sweat.

Finally, we extracted a point pattern with coordinates for each gland. To obtain an ordered point pattern we used the frame of the first appearance, and for those spots that arrived at the same frame, we used spot size as a surrogate for the time, where larger ones were assumed to have appeared earlier. An example of extracted point patterns in the video can be seen in Figure 1. Figure 3 shows the final point patterns of all subjects.

2.3 Spatial summary functions

To analyze the spatial structure of the activated sweat gland patterns, we used two different commonly used spatial summary functions, the pair correlation function $g$ and the empty space function $F$. If the underlying point process is stationary and isotropic, these summary functions are functions of distance $r$ only.

The pair correlation function $g$ describes the (pairwise) interaction between the points. It gives a scaled measure that describes how likely two points are to occur at distance $r$ from each other. For a completely spatially random point pattern, $g(r)=1$ for all $r$. Values $g(r)<1$ indicate inhibition and values $g(r)>1$ attraction at distance $r$. Thus, the pair correlation function can recognize clustering and regularity at different spatial scales, and is especially useful in describing strongly inhibitive point patterns. To estimate the pair correlation function, we used a traditional kernel smoothing method with Epanechnikov kernel and the recommended bandwidth $0.15/\sqrt{\hat{\lambda}}$, where $\hat{\lambda}$ is the intensity estimated from the point pattern. Formally,

$$
\hat{g}(r) = \frac{1}{2\pi r \hat{\lambda}} \sum_{i=1}^{n} \sum_{j=1,j\neq i}^{n} w(x_i, x_j) k(r - ||x_i - x_j||),
$$
where \( n \) is the observed number of points in the observation window, \( k \) is the chosen kernel function, \( ||x_i - x_j|| \) is the distance between the points \( x_i \) and \( x_j \), and \( w(x_i, x_j) \) is an edge correction weight. Here, we used the translation edge correction.36

The empty space function \( F(r) \) is related to the probability that an arbitrary location \( s \) in the observation window has an empty disk of radius \( r \), \( b(s, r) \), around it. It is defined as

\[
F(r) = 1 - P\text{(the number of } x_i \text{ in } b(s, r) = 0)\).
\]

The empty space function can be estimated using a number of sample points in the observation window \( W \). Typically, a grid is used. Let \( m \) be the number of sample points and \( d_i \) the distance from the sample point \( i \) to its nearest point in the point pattern. Then, an estimator for the empty space function is

\[
\hat{F}(r) = \frac{\text{the number of } d_i < r}{m}.
\]

This estimator is hampered with edge effects since we cannot observe if a disk close to the boundary of the observation window would have any points of the process outside the window. Therefore, we used the Kaplan-Meier method to correct for the edge effects.37

2.4 Descriptive statistics of the point patterns

We first estimated the pair correlation function for each of the sweat gland patterns shown in Figure 3 and thereafter, obtained the groupwise pair correlation functions (see Figure 4) by pooling the estimated pair correlation functions of all the subjects within the group by taking a weighted average of the values of the pair correlation functions at each distance.35 Since the number of points in the point patterns within each group varied quite a lot, the individual pair correlation functions were weighted by the squared number of points, not number of points, when pooling.38-40 The pair

**FIGURE 3** Point patterns extracted from the videos for each subject of the three groups (group and subject number shown on label).
correlation functions show a clear sign of inhibition in all three groups ($g(r) < 1$ for small $r$). Further, the initial peak of the functions appears approximately at the same distance for the control and suspected neuropathy groups. However, the diagnosed neuropathy group has the initial peak at a slightly longer distance, indicating somewhat larger range of inhibition than in the other two groups.

At very short distances, especially the control subjects seem to have some unexpected close pairs of points. Upon a closer inspection of the point patterns and the videos, it was reasonable to assume that some sweat spots had been detected as two nearby spots, instead of having merged into one. An obvious, simple idea to remove such close pairs of spots would be to merge all small glands having a larger spot closer than at some specified distance with the larger spot. However, such erroneous pairs of glands may appear at various (small) distances from each other and thus, applying a global limiting distance is not reasonable. Instead of using an additional image analysis step, we include some of this inaccuracy in the modeling and/or parameter estimation.

## 3 | Sequential Point Process Model

Since sweat glands activate at different times, we modeled the activation by using sequential point processes similar to those suggested for modeling eye movements. The points, activated sweat glands in our case, are generated sequentially conditioning on the already existing points. Points are added until the observed number of points in the pattern has been reached and the main focus here is to make inference on the arrival density. Below, we first recall the general sequential model (Section 3.1) and specify it in our case without (Section 3.2) and with noise (3.4). Further, we discuss efficient inference for the sequential models (Section 3.3) and, finally, fit the sequential model with noise to the sweat gland data (Section 3.5).

### 3.1 | General sequential point process model

Denote by $W$ the observation window and by $n$ the fixed number of points in the pattern. The first point $x_1$ is assumed to be uniformly distributed in $W$ and the $k$th point, $k = 2$, …, $n$, is assumed to follow the density $y \mapsto f(y; \bar{x}_{k-1})$, where $\bar{x}_{k-1} = (x_1, x_2, \ldots, x_{k-1})$. The density function for the whole point pattern $(x_1, \ldots, x_n)$ is then

$$\bar{x}_n \mapsto \frac{1}{|W|} \prod_{k=2}^{n} f(x_k; \bar{x}_{k-1}),$$
where $1/|W|$ is the contribution of the first point. A nice feature of the sequential point process models is that they have a tractable likelihood even though it can be costly to compute.\textsuperscript{28}

### 3.2 Soft-core model

The function $f$ above should be chosen based on the phenomenon we would like to model. The activated sweat gland location patterns are repulsive. Our first attempt was to use a hard-core model, where sweat glands cannot be closer together than some minimum hard-core distance, but such a model turned out not to be flexible enough. Therefore, we suggest to use a soft-core model with the density

$$f_{SC}(y; \mathbf{x}_k, R, \kappa) \propto \exp\left( -\sum_{i=1}^{k} \left( \frac{R}{d(y, \mathbf{x}_i)} \right)^{2/\kappa} \right)$$

for adding the point $y$ in the realization. Above, $R > 0$ is an inhibition range parameter and $0 < \kappa < 1$ in the exponent describes how “soft-core” the model is. In the limit as $\kappa \to 0$, we obtain a hard-core process with hard-core distance $R$. Some soft-core Gibbs point process models have been introduced in the literature,\textsuperscript{41,42} including models with the particular interaction function that we use here.\textsuperscript{43}

The log likelihood of the model becomes

$$l(R, \kappa; \mathbf{x}_n) = -\log |W| - \sum_{k=2}^{n} \log \left( \int_{W} \exp\left( -\sum_{i=1}^{k-1} \left( \frac{R}{d(y, \mathbf{x}_i)} \right)^{2/\kappa} \right) dy \right) - \sum_{k=2}^{n} \log Z(R, \kappa, \mathbf{x}_k), \quad (1)$$

where

$$Z(R, \kappa, \mathbf{x}_k)^{-1} = \int_{W} \exp\left( -\sum_{i=1}^{k-1} \left( \frac{R}{d(y, \mathbf{x}_i)} \right)^{2/\kappa} \right) dy$$

is a normalizing constant.

### 3.3 Efficient likelihood inference for the sequential models

Even though the likelihood of a sequential point process can be costly to compute, the particular sum structure in (1) allows faster computations. Using an integration scheme with $J$ integration points $y_1, y_2, \ldots, y_J$ with weights $w_1, w_2, \ldots, w_J$, the last term in (1) can be written as

$$\sum_{k=2}^{n} \log Z(R, \kappa, \mathbf{x}_k) = \sum_{k=2}^{n} \log \left( \int_{W} \exp\left( -\sum_{i=1}^{k-1} \left( \frac{R}{d(y, \mathbf{x}_i)} \right)^{2/\kappa} \right) dy \right)^{-1}$$

$$= -\sum_{k=2}^{n} \log \sum_{j=1}^{J} w_j \exp\left( -\sum_{i=1}^{k-1} \left( \frac{R}{d(y_j, \mathbf{x}_i)} \right)^{2/\kappa} \right).$$

In total, there are $Jn(n - 1)/2$ summands, among which only $Jn$ are distinct. Therefore, the integrals are efficiently calculated by evaluating the terms in the innermost sum only once.

### 3.4 Soft-core model with noise

To account for the incorrectly identified close pairs in the extracted point patterns, we used a mixture model where one of the components is a uniformly distributed error component. Such an error component can be added to any point process
FIGURE 5  Parameter estimates of the soft-core model without and with noise fitted separately to each subject of the three groups (subject numbers shown on the left)

model and here, we add it in the sequential soft-core model. The arrival density of a point $y$ (after the uniformly distributed first point) is then

$$f_M(y; \tilde{x}_k, R, \kappa, \theta) = (1 - \theta)f_{SC}(y; \tilde{x}_k, R, \kappa) + \theta \frac{1}{|W|}$$

$$= (1 - \theta) Z(R, \kappa, \tilde{x}_k) \exp \left(- \sum_{i=1}^{k} \left( \frac{R}{d(y, x_i)} \right)^{2/\kappa} \right) + \theta \frac{1}{|W|}.$$  

Therefore, the point at $y$ comes from the soft-core process with probability $1 - \theta$ (the first term on the right-hand side of the formula) and from the uniformly distributed error process with probability $\theta$. Even though this model allows extra points everywhere, not only near the real activated glands, it can improve estimation of the parameters as shown below. However, the parameter $\theta$ cannot be interpreted directly as the probability of incorrectly identified glands since some of the points without close neighbors regarded as noise could as well be true glands.

The log-likelihood of the soft-core model with uniformly distributed error is given by

$$l_M(R, \kappa, \theta; \tilde{x}_n) = -\log |W| + \sum_{k=2}^{n} \log f_M(x_k; \tilde{x}_{k-1}, R, \kappa, \theta). \quad (2)$$

3.5  |  Application to the sweat gland data

The soft-core model was fitted without and with noise to each sweat gland point pattern independently. First, we compared the maximum likelihood estimates of the soft-core parameters obtained without or with added noise. Then, we fitted the model with noise to the data in a Bayesian framework to be able to better compare the goodness-of-fit of the sequential soft-core model and the generative model presented in Section 4. We used regular grid based integration with 10 800 integration points to evaluate the likelihood in all cases.

3.5.1  |  Parameter estimates without and with added noise

The parameter estimates obtained by maximizing the log likelihood (1) or (2) with respect to the parameters can be seen in Figure 5, where circles belong to the sequential soft-core model without noise and the pluses to the model with noise. The estimates obtained without noise for the range parameter $R$ are on average smaller and the “softness” parameter $\kappa$ larger in the control group than in the neuropathy groups. However, for the model fitted with noise (circles on Figure 5), only the mixture parameter $\theta$, which is estimated larger for the control group than for the neuropathy groups, differs between the groups. Note that the $\kappa$ and $R$ parameters coincide for the two models if the mixture parameter $\theta$ is estimated to be zero, see subjects 42, 50, and 71 in Figure 5.
We investigated the goodness-of-fit of the fitted soft-core models by using the pair-correlation function. We generated samples from the sequential soft-core models with parameters $R$ and $\kappa$ estimated with and without noise. The uniform noise was not simulated. Figure 6 shows the empirical pair-correlation functions for subject 205 for the soft-core model estimated with and without noise together with 95% global envelopes calculated from 25 000 samples of each model. It can be seen that for this subject, the range parameter is clearly underestimated if estimation is done without accounting for noise. For the other subjects, the goodness-of-fit of the model with noise was also as good or better than the goodness-of-fit of the model without noise. The difference between the observed and model (fitted with noise) based pair correlation function at short distances is explained by the incorrectly recorded close pairs of points that are present in the data but not in the simulations.

3.5.2 Bayesian inference of the model with noise

We fitted the soft-core model with noise to the sweat gland data also by using standard likelihood-based Bayesian approach with robust adaptive Metropolis algorithm. We ran the MCMC for 120 000 iterations and discarded the first 20 000 iterations as burn-in. As the prior distribution for the range parameter $R$, we used the Gamma distribution with shape parameter 3 and scale parameter $70/3$ and the priors for $\kappa$ and $\theta$ were both the uniform distribution on $[0, 1]$. The posterior histograms in Figure 7 show some variation within the groups but no clear differences between the groups: The arrival density parameters $R$ and $\kappa$ were estimated to be rather similar in all groups. The $\theta$ parameter related to the errors appears to be somewhat larger in the control group than in the other two groups.

Figure 8 shows the empirical pair-correlation functions for each subject together with the global envelopes calculated from 25 000 simulations from the posterior predictive distribution of the fitted soft-core models with noise. In most cases, the envelopes cover the empirical curves. For some subjects, especially for the controls, the empirical pair-correlation function is not covered by the envelopes at very short distances. This is expected, as mentioned earlier, since according to the model used, this behavior is caused mainly by noise, which was not simulated. Thus, the pair correlation function reveals that, ignoring the noise at short distances, the quite clear inhibition and the gradual increase of interpoint distances around 50-75 pixels in the empirical patterns is captured by the soft-core model. However, the characteristic peak in the pair correlation functions around 100 pixels is not always captured by the model, particularly for the patients who have smaller number of activated sweat glands, as the envelopes are quite wide close to the peak. All the empirical pair correlation functions have the same characteristic behavior.

4 GENERATIVE POINT PROCESS MODEL

In our second approach, we first model the underlying unobserved sweat glands and then, model the activated sweat glands as an independent thinning of the underlying gland pattern. Modeling the glands and the activation of them separately allows one to answer questions regarding specifically the activation process. One possible hypothesis is that the
FIGURE 7  Posterior marginals for each subject (subject number and group given on the right) and each parameter ($R$, $\kappa$, and $\theta$) for the soft-core model estimated with noise. The prior densities are given on the last row

FIGURE 8  Empirical pair correlation functions (black lines) for each subject (subject number shown in the label above each plot) in the end of the video recording together with 95% global envelopes (gray areas) constructed from 25 000 simulations from the posterior predictive distribution of the soft-core model estimated with noise

underlying gland pattern itself is not different between controls and subjects with neuropathy, but the activation process is different. More specifically, almost all glands should activate on healthy subjects while the glands of the subjects with neuropathy could have a tendency to leave larger holes in the activation process.16

4.1  |  Model specification

It seems reasonable to assume that the underlying (unobserved) sweat gland pattern is a rather densely packed regular point pattern covering the whole skin. To obtain such a structure, some type of soft-core sequential inhibition process, where points are added as long as it is possible (we do not know the actual number of glands), would be
appropriate. However, it is not straightforward to decide when to stop adding points since theoretically, soft-core type of interaction always allows new points. Instead, we start by generating a simple sequential inhibition (SSI) model, which is then disturbed to obtain a soft-core structure. A sample from the SSI model is generated sequentially by proposing points from the uniform distribution and accepting them if the pattern satisfies the hard-core condition with hard-core distance $R$, that is, the new proposed point does not lie within distance $R$ from any earlier point. This is continued until there is no space left for new points. The disturbed SSI model is obtained from the “pure” SSI model by displacing the location of each point with an independent zero mean isotropic Gaussian random variable with covariance $\sigma^2 I$.

We assume independent gland activation, that is, that the final pattern is a result of an independent thinning of the underlying disturbed SSI process. Therefore, the model has three parameters: inhibition range $R$, hardness of inhibition $\sigma$, and probability of activation $p$.

### 4.2 Parameter estimation using approximate Bayesian computation

For the generative model, we cannot write down the likelihood. However, sampling from the model is easy. We used the method proposed by Wang\(^48\) to generate samples from the SSI process. Approximate Bayesian computation (ABC) is a method for Bayesian inference in situations where the likelihood of the model is intractable\(^49,50\), but it is possible to simulate the model. It is based on sampling from the (pseudo-) posterior distribution

$$\pi_\epsilon(\theta) = \pi(\theta) P(||s(Y_\theta) - s(y)|| < \epsilon),$$

where $Y_\theta$ follows the model with parameter vector $\theta$, $y$ is the data, $\pi(\cdot)$ is the prior distribution for the parameters, $s$ is an appropriately chosen summary statistic, and $\epsilon$ is a tolerance level.

#### 4.2.1 ABC-MCMC

A simple ABC rejection sampler is expressed in Algorithm 1. This basic algorithm can be rather inefficient, but fortunately, there are several more efficient algorithms for performing ABC. We used an adaptive ABC-MCMC algorithm.\(^51\) In our data study below, the MCMC was run for 10,000,000 iterations and the 250,000 simulated parameter values with the smallest distances $||s(z) - s(y)||$ were taken as the posterior sample.

**Algorithm 1.** A simple ABC rejection sampler

```plaintext
for $i \leftarrow 1, M$ do
    repeat
        Generate parameter vector $\theta'$ from the prior distribution $\pi$
        Generate a realization $z$ from the model with parameter vector $\theta'$
        until $||s(z) - s(y)|| \leq \epsilon$
        $\theta_i \leftarrow \theta'$
    end for
```

#### 4.2.2 Summary statistics

The choice of summary statistics is crucial for the ABC method to work. For a regular point process model, it is natural to use summary statistics based on the pair correlation function $g$. Instead of using the full pair correlation function $g$, we tried to find a specific part of it that would be sufficient for our purpose following the rule of thumb\(^52\) that the number of summary statistics in the ABC approach should approximately match with the number of parameters to be estimated. The location of the first peak of the pair correlation function is intuitively connected to the inhibition range $R$. However, the
location of the first peak can be difficult to estimate exactly and thus, we used the smallest distance \( r_1 > 10 \) pixels where \( g(r_1) = 0.75 \) as the location of the uphill before the first peak. Furthermore, the slope of the uphill provides information on the “softness” parameter \( \sigma \) and we chose the smallest distance \( r_2 > 10 \) pixels where \( g(r_2) = 1 \) as the second summary statistic. Finally, the smallest distance \( r_3 \) in the empty space function \( F \) where \( F(r_3) = 0.5 \) was taken as the third summary statistic to represent the activation probability \( p \). The empty space function was chosen because it gives information on the number of points but is not greatly affected by erroneous nearby points. Since all the chosen summary statistics, \( r_1, r_2, \) and \( r_3 \), have a similar order of magnitude, we did not have to add any weights in the ABC algorithm. The specific values 0.75 and 1 were chosen to be somewhat separated and not too small to account for possible errors caused by splitting of spots into multiple glands that would cause the pair-correlation function not to start from zero. In addition, we only considered distances greater than 10 pixels since at very short distances the kernel estimator of the pair correlation function is not very reliable. These choices worked well for the sweat gland data, as demonstrated below.

4.3 Application to the sweat gland data

The generative model was fitted to the sweat gland data using the ABC approach described above. In addition to the above specifications, we needed to set the priors. For \( R \) we used an improper, uniform prior on \([40, \infty)\) restricting that \( R \) could not be unreasonably small, while in addition to being unrealistic, small \( R \) values result in a large number of points in the SSI process which is computationally challenging. The prior of \( p \) was uniform on \([0.1, 1]\), stating that at least 10% of the glands (modeled by the underlying disturbed SSI process) needed to activate and thus be observed. Furthermore, for \( \sigma \), we used the gamma distribution with the shape parameter equal to \( 10/3 \) and scale parameter equal to 3. While the priors \( R \) and \( p \) can be considered rather non-informative, the prior for \( \sigma \) was somewhat informative suggesting positive, but not too large \( \sigma \). Note that if \( \sigma \) was very large in comparison to \( R \), it would break all the structure of the SSI process, which is unreasonable.

The posterior marginal histograms for the parameters can be seen in Figure 9 and 95% global envelopes for the pair correlation function constructed from 25 000 simulations from the posterior predictive distribution in Figure 10. As can be seen in Figure 9, the parameter estimates vary somewhat between the subjects and groups. Differences in the softness of the model, that is, in the values of the parameter \( \sigma \), are small. However, there seems to be a slight tendency for the inhibition range \( R \) to be a little smaller in the control group than in the MNA groups, but the difference is not clear based on the limited amount of data we have. The range was always between 60 pixels and 100 pixels. Furthermore, the control subjects tend to have a larger activation probability than the MNA patients, but the within group variation is large. This is
Empirical pair correlation functions (lines) for each subject (subject number shown in the label above each plot) in the end of the video recording together with 95% global envelopes (gray areas) and means (dashed lines) constructed from 25,000 simulations from the posterior predictive distribution of the generative model.

in agreement with earlier studies, which indicate that a larger number of sweat glands of controls than of MNA patients activate.4

According to the visual evaluation of the global envelopes of the pair-correlation function (see Figure 10) and empty space function (see Figure 11), the model seems to fit quite well to the data. It captures the behavior of the pair correlation function both at small distances and around the initial peak. It should also be mentioned that the envelopes for the pair correlation function are rather wide at small distances covering the observed functions almost in all cases, even though the model did not include any error term. The wide envelopes are due to the relatively wide posterior distribution of $\sigma$. Namely, large $\sigma$ can lead to some close pairs in the patterns and consequently also positive values of the pair correlation function at small distances. Another reason for the relatively wide envelopes may be that the summary statistics used in the ABC approach were chosen such that they do not use any information at very short distances.

We explored a few other priors for $\sigma$, namely, improper uniform and exponential distributions with means 1, 2, and 4. The posterior distributions of the other parameters were not affected by the choice of the prior for $\sigma$, but the posterior of $\sigma$ itself was somewhat sensitive to the choice and also the goodness-of-fit of the model measured by the pair correlation was affected. Namely, the improper uniform prior led to wider posterior distribution of $\sigma$ and large $\sigma$ caused the variation of the pair correlation function to be even higher at small distances. On the other hand, the strict exponential priors shrunk the posterior distribution toward zero, and very small $\sigma$ caused the peak of the pair correlation function to be too sharp. Thus, the disturbance parameter $\sigma$ needed a somewhat informative prior to lead to a good fit of the model.

We simulated patterns from the posterior predictive distribution and the simulated patterns mimic the data patterns rather well, see Figure 12. Note, in particular, that the independent thinning seems to produce empty regions similar to those observed in the point pattern data, as also indicated by the empty space function (Figure 11).

5 | DISCUSSION

Videos produced by dynamic sweat tests provide not only the total and per gland sweat volume and the number and density of activated sweat glands but also a time series of spatial patterns of the activated sweat glands. Up to now, only
the sweat volume and the number/density of activated sweat glands have been used in the analysis and comparison between healthy subjects and subjects with neuropathy. However, visual inspection has indicated that the spatial pattern of activated sweat glands of subjects with neuropathy seem to have more empty areas than the patterns of healthy controls. This may indicate that the neuropathy does not result in random deactivation of sweat glands but the glands that activate are arranged in a different pattern than in control patterns. To quantify this observation, spatial analysis is needed.

Here, we analyzed videos of sweat gland activation recorded from five controls, five subjects with suspected neuropathy, and five subjects with diagnosed neuropathy. The initial non-parametric spatial analysis by using pair correlation functions showed clear indication of inhibition in all three groups. In addition, it suggested some differences between the spatial patterns of activated sweat glands in subjects diagnosed for neuropathy and the non-diagnosed and control groups. To further investigate and compare the spatial patterns and the activation processes, we suggested two point process models for the activation of sweat glands, a sequential soft-core model describing the appearance of the activated sweat glands and a thinned disturbed SSI process, that we call a generative model, where we start by modeling the underlying unobserved sweat gland pattern.

Maximizing the log-likelihood function of a sequential point process has been considered computationally costly due to the integrals in the normalizing constants. However, for the sequential soft-core model, these integrals have a particular sum form which allows efficient computation of the log-likelihood and in turn Bayesian inference. The same efficient computation scheme is applicable for any sequential point process having an arrival density with a similar sum structure. To estimate the parameters of the generative model, we employed an ABC algorithm since the likelihood function was not easily available.

Even though our proposed image analysis approach worked well, there were some incorrectly identified close pairs of glands in the extracted point patterns. To take into account such errors, we added an error term in the sequential soft-core model resulting in a mixture model having a soft-core component and a uniform noise component. For the generative model, on the other hand, the summary statistics in the ABC approach were chosen such that they were robust to close pairs of points. The good fit of the models shows that it is possible to account for some, but likely not many, errors in the pre-processing of videos. Such an analysis needs to be applied with care, but allows the researcher to focus on the analysis more than on the pre-processing.
The proposed models were fitted to the data. The fit of the generative model was good regardless of the disease status, as the point patterns in Figure 12 and the spatial summary characteristics in Figures 10 and 11 show. It should be noted that this model based on independent activation of underlying sweat glands was also able to produce similar holes in the point patterns as observed earlier in the sweat gland patterns of diabetic patients; see, for example, the bottom right plot in Figure 12. Apparently the SSI process with random displacements of points is a working model for the underlying sweat glands.

The model parameters estimated from the patterns of healthy subjects and of subjects suffering from neuropathy were compared. Based on the generative model, detailed information was obtained on the sweat patterns: while the hardness of inhibition parameter was rather similar for each subject, the inhibition range $R$ and the activation probability $p$ were characteristic for each subject. The former characterizes the pattern of all glands, while the latter is the probability of these glands to activate. There was some indication that the inhibition range $R$ was slightly smaller and the activation probability $p$ larger in the control group than in the neuropathy groups (Figure 9). Both of these observations are in agreement with an earlier study, where the density of activated sweat glands was found to be lower for diabetic patients than controls. However, the spatial analysis provides more detailed information than the non-spatial analysis alone, and the model parameters might facilitate classification of subjects in the future. For example, the control subject 203 had rather small number of activated sweat glands (Figure 3), but simultaneously a small inhibition range parameter. Thus, the parameters may contain more valuable information jointly as either of them alone.

We believe that the models suggested here, especially the generative model, would give more impactful insight into the sweat patterns in a larger study including more subjects. Especially, combining the point pattern approach presented here with non-spatial covariates like age or body mass index would provide a better understanding of the sweat patterns and provide an explanation for the individually varying generative model parameters. In addition, incorporating the amount of sweat produced over time by individual sweat glands into the analysis would further improve our understanding and lead to further methodological development.
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