Abstract—The SmartSHARK repository mining data is a collection of rich and detailed information about the evolution of software projects. The data is unique in its diversity and contains detailed information about each change, issue tracking data, continuous integration data, as well as pull request and code review data. Moreover, the data does not contain only raw data scraped from repositories, but also annotations in form of labels determined through a combination of manual analysis and heuristics, as well as links between the different parts of the data set. The SmartSHARK data set provides a rich source of data that enables us to explore research questions that require data from different sources and/or longitudinal data over time.
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I. INTRODUCTION

In the last years, we invested a large amount of effort to create a versatile data set about the evolution of software projects that combines data from different sources based on our SmartSHARK platform for replicable and reproducible software repository mining [1], [2]. The core of this approach was to combine all data we generated for different publications in a single database, that grows with every publication. This does not only mean that we add more projects over time, but also that the amount of information for the projects already within the database increases. By now, our database contains the following data:

- Data collected from Git, e.g., the commit messages, authors, dates, as well as the changed hunks. The clone of the Git repository at the time of collection is also stored to enable further analysis of the source code.
- Data about the source code for each commit focused on Java, e.g., software metrics (size, complexity, documentation, code clones), static analysis warnings from PMD, and the number of nodes of each type in the AST of a file.
- Data about code changes, i.e., the detection of change types with ChangeDistiller [3], as well as refactorings with RefDiff [4] and RefactoringMiner [5].
- Data collected from Jira, i.e., the issues, comments, and changes to issues made.
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2Full data: http://141.5.100.155/smartshark_2.1.agz
Small version without code entity states, code group states, and clone instances: http://141.5.100.155/smartshark_2.1.agz
Please check [https://smartshark.github.io/dbreleases/](https://smartshark.github.io/dbreleases/) for mirrors or newer releases.

DOIs follow with official publication.

This publication describes version 2.1 of the data, which is publicly available [2]. Older releases are available on our homepage, where we will also post future releases [2]. A description on how to setup the data for local use, as well as an example for accessing the data with Python is available online [2].

In the following, we describe the data sources, the tools we used for the data collection, the size and format of the data, the schema of our database, the sampling strategy we used and the list the projects for which data is available.
A. Data Sources

The raw data was collected from four different sources.

- Version control data is collected directly from a clone of the Git repository. The repositories are retrieved from GitHub.
- Issue tracking data is collected from the Apache Jira and GitHub.
- Pull request data is collected from GitHub.
- Continuous integration data is collected from Travis CI.

All data is publicly available, but the tool vendors may require the registration to scrape the data.

B. Data Collection Tools

Figure 1 shows the data collection tools we used. All tools are available on GitHub. The vcsSHARK downloads a clone of the Git repository and collects metadata about commits. The coastSHARK, mecoSHARK, changeSHARK, refSHARK, and rminerSHARK use the clone of the repository to collect software metrics and detect refactorings. The memeSHARK removes duplicate software metrics and reduces the data volume. The travisSHARK collects data from Travis and links it to the commits. The prSHARK collects pull requests including reviews and comments from GitHub and links them to commits. The mailingSHARK collects E-Mails from mailing lists. The issueSHARK collects issue tracking data from Jira and GitHub issues. The linkSHARK establishes links between the issues and commits. The labelSHARK uses these links, the textual differences of changes, and changes to code metrics to compute labels for the commits. These labels are used by the inducingSHARK to find the probable changes that are inducing for the labels, e.g., for bugs.

The visualSHARK is used for manual validation of data, e.g., of links between commits and issues, issue types, and changes that contribute to bug fixes. This information is used by the labelSHARK and inducingSHARK to improve data that relies this information, e.g., bug labels for commits. For completeness, we also mention the identitySHARK, which can be used to merge multiple identities of the same person in our data (e.g., different user name, same email). However, this data is not part of our public data set and will only be made available upon request if the desired usage is clearly specified and does not raise any ethical or data privacy related concerns.

C. Size and Format

The data set currently contains 77 projects, the manual validations are available for a subset of 38 projects. Overall, these projects have 366,322 commits, 163,057 issues, 47,303 pull requests, and 2,987,591 emails. All data is stored in a MongoDB. The size of the complete MongoDB is 1.2 Terabyte. This size drops drastically to about 40 Gigabyte, if we omit the collections with code clone data and software metrics. The data is still growing and additional projects will also be made available through subsequent releases of the data set.

Drivers for MongoDB are available for many programming languages. Additionally, we provide Object-Relational Mapping (ORM) for Python and Java.

D. Overview of the Database Schema

We currently have data of four types of repositories: version control systems, issue tracking systems, pull request systems, and mailing lists. Figure 2 gives an overview of our database schema. A complete documentation is available online. Each project has an entry with the name and id. The software repositories are assigned to projects by their id.

The simplest system are the mailing lists. The emails for the mailing lists are stored in the message collection. The issue tracking data is stored in three collections: issue stores the data about the issue itself, e.g., the title, description, and type; issue_comment stores the discussion of the issue; and event stores any update made to the issue, e.g., changes of the type, status, or description. This way, the complete life-cycle including all updates is available in the database. The pull requests are organized similarly, but require seven collections, due to the direct relationship to source code and associated code reviews: pull_request stores the metadata of the pull request, e.g., the title, description, and the associated branches; pull_request_comment stores the discussion of the pull request; pull_request_event stores any update made to the pull request; pull_request_file and pull_request_commit store references to files and commits within pull requests; and pull_request_review and pull_request_review_comment store the information about code reviews.

The version control system data is relatively complex, due to the diversity of the data stored. The main collection is commit, which contains the general metadata about the commits, e.g., the author, committer, revision hash, commit message, and time stamp. Moreover, commit also contains
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computed data, e.g., labels like bug fixing or links to issues. The file_action group all changes made to a file in a commit, hunk contains the actual changes, including the diffs. The general information about the history is completed by the branch and tag collections. The code_group_state and code_entity_state contain the results of the static analysis we run on the repository at each commit. Code groups are, e.g., packages, code entities, are, e.g., files, classes, and methods. We removed duplicate code entities, e.g., files where the measurements did not change from one commit to the next. This way, we can reduce the data volume by over 11 Terabyte. To still allow the identification of the code entity states at the time of a commit, the commit collection contains a list to the correct code entities. While the code entities also contain a link to the commit for which they were measured, this link should be avoided, because users may inadvertently assume that they could find all code entities for a specific commits this way, which is not the case. The clone_instance collection stores data about clone instances. The automatically detected refactorings are stored in the refactoring collection. The travis_build collection contains the general information about the build, e.g., time stamps and the build status, and the travis_job collection contains the logs of the individual build jobs.

The people collection is not associated with any specific data source. Instead, we map all metadata that contains accounts, names, or email addresses to this collection and store the name, email address, and user name. The identity collection contains list of people, that very likely belong to the same identity. We use our own identity merging algorithm, which is available online.  

E. Sampling Strategy and Representativeness

The data contains only projects from the Apache Software Foundation that have Java as the main language. The projects all have between 1,000 and 20,000 commits, i.e., the data does not contain very small or very large projects. The reason for the exclusion of very large projects is the data volume and processing time for the static analysis of each commit.

While the sample is not randomly drawn, it should be representative for well-maintained Java projects that have high standards for their development processes, especially with respect to issue tracking. Moreover, the projects cover different kinds of applications, including build systems (ant-ivy), Web applications (e.g., jspwiki), database frameworks (e.g., calcite), big data processing tools (e.g., kylin), and general purpose libraries (commons).

F. List of Projects

We have collected the data we described above for the following projects. Manually validated data is available for the italic projects. Travis CI data is available for all bold-faced projects.

---

1 https://github.com/smartshark/identitySHARK (a scientific publication about our algorithm is not yet available)
activemq, ant-ivy, archiva, bigtop, calcite, cayenne, commons-beanutils, commons-codec, commons-collections, commons-compress, commons-configuration, commons-dbcp, commons-digester, commons-imaging, commons-io, commons-jcs, commons-jexl, commons-lang, commons-math, commons-net, commons-rdf, commons-xml, commons-validator, commons-vs, curator, cxf-fediz, deltaspike, derby, directory-fortress-core, directory-kerby, directory-studio, eagle, falcon, fineract, flume, freemarker, giraph, gora, helix, httpcomponents-client, httpcomponents-core, jackrabbit, jena, jspwiki, kafka, knox, kylin, lens, mahout, manifoldef, maven, mina, sshd, nifi, nutch, oozie, openja, openwebbeans, opennpnl, parquet-mr, pdfbox, phoenix, pig, ranger, roller, samza, santuario-java, storm, streams, struts, systemml, tez, tika, wss4j, xerces2-j, xmlgraphics-batik, zeppelin, zookeeper.

The bug inducing changes are not available for maven, because the project uses multiple issue trackers, which we currently cannot handle.\footnote{The release 2.2 of this data set with more projects and this missing inducing data is scheduled for December 2022. This preprint will then be updated with the final list of projects available for the challenge.}

III. USAGE EXAMPLES

The SmartSHARK data is versatile and allows different kinds of research. In the past, we have focused mostly on the analysis of bugs, as well as longitudinal analysis of trends within the development history. Below, we list some examples of papers that used (a subset of) this data set. Please note that some of papers below are still under review and not yet published in their final versions.

- We evaluated defect prediction data quality with a focus on SZZ and manual validation \cite{6}. The manuscript describes how we manually validated the links between commits and issues, as well as the issue types and how we used SmartSHARK to create release-level defect prediction data.
- We evaluated trends of static analysis warnings from PMD and usage of custom rules for PMD as well as the impact on defect density \cite{8}.
- We evaluated the impact of static source code metrics and static analysis warnings from PMD on just-in-time defect prediction \cite{2}.
- We used the manually validated issue type data to train and evaluate issue type prediction models \cite{10}.
- We provided the data for the modelling of the developer behaviour through Hidden Markov Models (HMMs) \cite{11}.
- We analyzed the tangling within bug fixing commits as well as the capability of researchers to manually identify tangling \cite{12}.
- We conducted an initial evaluation of a cost model for defect prediction \cite{13}.

IV. POSSIBLE RESEARCH QUESTIONS

The strength of our data is the capability to reason over data from different information sources. Questions regarding differences between the discussions on mailing lists and within issue trackers can be answered without scraping data from multiple sources. Moreover, the static analysis results and the labeling of changes allow for research into the relationship, e.g., between refactorings and self-admitted technical debt or bug fixes. The availability of manually validated data enables us to evaluate the validity of heuristics, as well as the development of improvements of heuristics, e.g., for the labeling of bug fixes. Moreover, while we already established many links between the data sources, there are more opportunities that could be considered, e.g., the links between the mailing list and commits, or the mailing list and reported issues. Similarly, the links between pull requests and bugs can be explored, e.g., to understand why post release bugs were not spotted during code review.

V. LIMITATIONS

The greatest limitation of the SmartSHARK data is the number of projects for which data is available. The reason for this is the large computational effort required for the static analysis of the Java code of each commit. This not only limits the external validity due to the sample size, but also due to a focus on Java as programming language. In the future, we plan to overcome this limitation by extending the database with a large set of projects, for which we omit the static analysis and, thereby, are able to scale up the number of projects. While this will not support the same research questions, there are many interesting questions that can be answered without a static analysis of the source code for each commit.

VI. CONCLUSION

The SmartSHARK data set provides a rich source of data that enables us to explore research questions that require data from different sources and/or longitudinal data over time. Since all data is stored in a single data base, results are easy to reproduce. The data is still growing and future releases will further extend the data with more projects and additional data sources.
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