Use of daily internet search query data improves real-time projections of influenza epidemics
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Humidity data

In Zimmer et al. [27], we independently reconstructed the specific humidity dataset following the method detailed by the Text S1 of Yang et al. [19]. The specific humidity dataset was developed from the primary forcing dataset from Phase 2 of the North American Land Data Assimilation System (NLDAS-2) [41]. This data was derived through the National Center for Environmental Prediction North American Regional Reanalysis. The hourly data are available on a 0.125° grid from 1979 to present. We extracted the specific humidity data for 121 cities and then averaged the hourly data to develop a daily climatology for each city from 1979 to 2016.

Averaging the yearly data over the years 1979 until 2016 gives an average yearly humidity profile for each city, and we used the average over all the cities as a yearly national humidity profile.

Nowcasting

Here, we describe how to characterize the uncertainty around our nowcasts. As Wikipedia data is available one week before the CDC publishes their ILI data, the Wikipedia data can be used to nowcast this week’s CDC ILI (which will be published following week).

We described how to calculate a Wikipedia proxy of CDC ILI in the Wikipedia data section in the main text; here, we describe how we calculate a posterior distribution for this estimate which can then be used to quantify the uncertainty around the estimate that is used for nowcasting.

We denote the epidemic week of data collection with \( j \) and calculate the residuals between the Wikipedia-based estimate for CDC’s ILI, \( \hat{ILI}_0^{(j)} \) (Equation (1)), and the true CDC ILI value published a week later, \( ILI_0^{(j)} \) as

\[
\rho_j = \hat{ILI}_0^{(j)} - ILI_0^{(j)}
\]

and use a density estimation to describe the probability of the CDC ILI given the weekly Wikipedia-based ILI projection, \( \hat{ILI}_0 \), as

\[
f(ILI_0|\hat{ILI}_0) = f(\hat{ILI}_0 + \rho|\hat{ILI}_0) = \frac{1}{n} \sum_{j \in J} k \left( \frac{\rho - \rho_j}{h} \right)
\]
with a bandwidth \( h \), a smoothing kernel \( k \), and a set of epidemic weeks from past years \( J \). The bandwidth \( h \) in Equation (13) is automatically chosen by Mathematica \([42]\), and the kernel is a Gaussian kernel. In the case of daily Wikipedia data, the density is centered around the sum over the seven daily projections. If not all of these seven daily projections are available (e.g. if the recording just started at the beginning of the season), we multiply the last daily projection of the week by seven.

The range of \( j \) extends from 2008 until the year under consideration and begins for each year in epidemic week 40 and continues for 34 epidemic weeks. Note that we need 34 weeks here (even though we consider only 33 weeks in the main text for the evaluation) as nowcasting is always performed for the next week.

We note that previous observations are not available for the first epidemic season, so we chose to use the same nowcasting posterior for 2008 as for 2010. Therefore, our nowcasting targets of the 2008 year contain information that was not previously available. We note that this is not an issue for using our described approach in the future as data from past seasons are available now.

Mechanism against filter degeneracy

We use \( M = 1000 \) parameter vector samples whenever we perform the update in Equation (6). After a few of these update steps, it occurs that the weight of all except very few (potentially only one) parameter vectors are orders of magnitudes lower than the highest. This effectively means that the parameter posterior is degenerated to a point distribution – a common phenomenon referred to as filter degeneracy \([43, 44]\).

We use the same mechanism as in \([27]\) to overcome this problem. We first assign a weight \( w_m = \pi_i(\theta_m) \) for each parameter vector. Next, we calculate a measure of (non-) degeneracy called effective sample size \( \hat{N}_{\text{eff}} \)

\[
\hat{N}_{\text{eff}} = \frac{1}{\sum_{m=1}^{M} \tilde{w}_m^2}.
\]  

(14)

where \( \tilde{w} \) the normalized weights. Equal weights lead to \( \hat{N}_{\text{eff}} = M \), and the other extreme of all weight being on one parameter vector leads to \( \hat{N}_{\text{eff}} = 1 \). As in \([27]\), we chose a threshold of \( N_C = M/2 \) to detect filter degeneracy by \( \hat{N}_{\text{eff}} \leq N_C \).

If filter degeneracy is detected, we construct a parameter distribution density estimate as

\[
\hat{f}(\theta) = \frac{1}{M} \text{det}(H)^{-\frac{1}{2}} \sum_{i=1}^{M} K \left( \text{det}(H)^{-\frac{1}{2}} (\theta - \theta'_i) \right),
\]  

(15)

where \( \theta'_1, \ldots, \theta'_M \) are re-sampled with replacement from \( \theta_1, \ldots, \theta_M \) weighted by \( w_1, \ldots, w_M \). The bandwidth matrix \( H \) controls the smoothness of the density estimate and \( K \) is the multivariate kernel (e.g. Gaussian).

Lastly, we sample \( M \) new parameter vectors \( \theta'_1, \ldots, \theta'_M \) from \( \hat{f} \) and calculate their new weights \( \tilde{w}_m \) as

\[
\tilde{w}_m = \prod_{k=1}^{i} \mathcal{P}(y_k | y_1, \ldots, y_{k-1}, \theta'_m).
\]  

(16)

Technical Details

- We calculate inter-quantile distances as the distance between the 5%-quantile and 95%-quantile of the posterior distribution. When available (for forecasts), we use the forecasting data structure of the CDC’s Influenza Prediction Challenge which can be found in the SI file “Prediction results in Influenza Prediction Challenge format”. As this data structure is based on bins with a highest bin ranging from 13% ILI to 100% ILI, we choose 15% ILI as the 95% quantile if the 95% quantile fall into this bin.
- One could think of different ways for the daily Wikipedia data aggregation such as

\[
TTL_0 = b_0/7 + b_1/7 \cdot x_1^d + b_2/7 \cdot x_2^d + b_3/7 \cdot x_3^d + b_4/7 \cdot x_4^d + b_5/7 \cdot x_5^d + b_6/7 \cdot x_6^d + b_7/7 \cdot \bar{ILI}
\]

However, Figure A6 indicates that this does not lead to a significant gain.
Scoring system

Following the scoring standards for the CDC Influenza Prediction Challenge [4], we use a logarithmic score to measure prediction performance [35]. The adoption of this scoring system is based on our desire to facilitate the ability of other modelers to compare predictions. The score is based on the following approach: first, bins of width 0.1 for the percentage of all patient visits related to ILI are created, second, we calculate the probability that the posterior falls into the bin containing the true value and five preceding (lower) and five subsequent (higher) bins (Figure A1). Next, the natural logarithm of this probability count is calculated. The log-score is defined as this probability count if it is larger than -10, and is defined as -10 otherwise.

Figure A1: Illustration of the log-score evaluation system: The left panel is the full picture and the right panel zooms in on the prediction posterior distribution. The x-axis is the % ILI, and the y-axis is the posterior probability. The posterior distribution is binned in steps of 0.1% ILI. The log-score as used in the CDC’s Influenza Prediction Challenge [4] sums the probability of the bin that contains the true value and the preceding and the following bins. The natural logarithm of this sum is used as a score.
SI figures

Figure A2: **Wikipedia data in daily or weekly resolution matches CDC ILI well:** Each panel shows one year, the x-axis displays the epidemic week, and the y-axis the % ILI. The black crosses are CDC ILI, the blue line is the Wikipedia proxy with weekly-aggregated data (corresponding to the left y-axis), and the red line is the Wikipedia proxy with daily data (corresponding to the right y-axis).
Figure A3: Daily Wikipedia data can be used to predict CDC ILI well: The black crosses depict the true values of percent of physician visits related to ILI observed over the course of the epidemic. The red line represents sequential point predictions and the red-shaded area represents the 90% prediction interval. The x-axis is the epidemic week (EW) and the y-axis is the % of physician visits related to ILI. This figure shows the performance of our prediction framework for 2-week predictions according to the CDC Influenza Prediction Challenge (e.g. being in epidemic week 50, CDC data is available for epidemic week 49 (due to the reporting delay) and we predict epidemic week 51). Due to the earlier availability of Wikipedia data, these predictions are essentially one-week predictions.
Figure A4: Using daily Wikipedia data or weekly Wikipedia data leads to a score gain in epidemic predictions: In each panel, the log-score associated with predictions based on Wikipedia data is compared to the log-score associated with predictions using only CDC ILI by calculating the differences between the CDC ILI log-score and the respective Wikipedia log-score for different prediction horizons.
Figure A5: Using daily instead of weekly Wikipedia data reduces parameter uncertainty: In each panel, the x-axis displays the epidemic week and the yellow bar the relative reduction in inter-quantile distance (5% to 95% quantile) over the seasons 2008/09 to 2015/16 seasons (without the pandemic season of 2009/10)
Figure A6: **Performance comparison of the different approaches on smoothing daily Wikipedia data:** We set the partial smoothing approach as used in the main text and defined in the "Daily search data" section as baseline and compare the log-score gain or loss of the other approaches to it: smoothing, no smoothing and the alternative described in SI "Technical details". We see negative score gains for most forecasting targets, which means that the partial smoothing approach used in the main text is a reasonable choice. However, the only significant (to p-value < 0.05) results, using a Wilcoxon signed-rank test, are those for smoothing for 2- and 3-week forecasts which might be due to the limited number of seasons currently available (2008/09 to 2015/16 without the pandemic season of 2009/10).
SI tables

| Data Scenario                  | 1-week | 2-week | 3-week | 4-week |
|-------------------------------|--------|--------|--------|--------|
| CDC ILI                       | 97%    | 98%    | 99%    | 100%   |
| weekly Wikipedia, no nowcast  | 97%    | 98%    | 100%   | 100%   |
| weekly Wikipedia with nowcast | 93%    | 97%    | 98%    | 100%   |
| daily Wikipedia with nowcast  | 93%    | 94%    | 95%    | 98%    |

Table A1: All targets are covered above 90% indicating that using daily Wikipedia data does not lead to more frequent prediction failure: Coverage was defined as the percent of true values that are within the 90% posterior prediction interval for different forecast horizons.

SI files

Prediction results in Influenza Prediction Challenge format

All forecasts (1-4 weeks) for all approaches (CDC ILI as baseline, Wikipedia without nowcast, Wikipedia-weekly, Wikipedia-daily) for all seasons can be found in the same format as the 2016/2017 Influenza Prediction Challenge as a compressed file.

Computer code and results

All computer code necessary to reproduce our analysis can be found compressed as a compressed file. This code contains components of Wikipedia data [26] and NASA humidity data [41]. Re-use only permitted according to their policies.
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