Holonomy and Equivalence of Analytic Foliations *

Francisco Chaves

September 20, 2024

Abstract

The main goal of this paper is the analytic classification of the germs of singular foliations generated, up to an analytic change of coordinates, by the germs of vector fields of the form \( x \partial_x + \sum_{i=1}^n a_i(x, z) \partial_{z_i} \), where \( a_i(x, z) \) is a germ of analytic function with \( a_i(x, 0) = 0 \). We prove, under some hypothesis, that these germs of singular foliations are analytically classified once their local holonomy along a given separatrix are analytically conjugated.

1 Introduction

The analytic classification of singular analytic foliations in dimension two and its connection with the analytic conjugation of the corresponding holonomies was one of the central results of the well-known paper of Mattei and Moussu [MM80] in 1980.

Later in 1984, Elizarov and Il’Yashenko [EI84] proved that, in dimension three, if we add some restrictions on the vector field that generates the foliations, the analytic conjugation of the holonomies corresponds to the analytic equivalence of the foliations. In the year 2006, Helena Reis [Rei06] reproved a result of the same type, but for higher dimensions.

In more details, the authors consider germs of singular analytic vector fields \( X \) in \( (\mathbb{C}^n, 0) \) for \( n \geq 3 \), with \( \lambda_1, \ldots, \lambda_n \) as the eigenvalues of the linear part of \( X \), verifying:

1. The origin of \( \mathbb{C}^n \) is an isolated singularity of \( X \).
2. \( X \) is of Siegel type (i.e, the convex hull of the eigenvalues of its linear part contains the origin).
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3. All the eigenvalues of the linear part of $X$ are nonzero and there exists a straight line through the origin of $\mathbb{C}$ separating $\lambda_1$ from the others eigenvalues in the complex plane.

4. Up to a change of coordinates, $X = \sum_{i=1}^{n} \lambda_i z_i (1 + f_i(z)) \partial_{z_i}$, where $z = (z_1, \ldots, z_n)$, and $f_i$ is a germ of analytic function such that $f_i(0) = 0$ for all $i$.

In [EIS1] and [Rei06], it is proved the following.

**Proposition** ([Rei06], Theorem 1). Let $X$ and $Y$ be two germ vector fields, verifying (1), (2), (3) and (4). Denote by $h_X$ and $h_Y$ the holonomies of $X$ and $Y$ relatively to the separatrices of $X$ and $Y$ tangent to the eigenspace associated with the first eigenvalue, respectively. Then, if $h_X$ and $h_Y$ are analytically conjugated, $X$ and $Y$ are analytically equivalent.

In this paper, we drop the hypothesis (1), and weaken (2), (3), and (4). As consequence, we enlarge the set of vector fields for which the conclusion of the theorem holds.

More precisely, we treat the class of germs of singular analytic foliations called crossing type. A crossing type foliation in $(\mathbb{C}^{n+1}, 0)$ is a triple $(\mathcal{F}, H, \Gamma)$ such that:

i. $\mathcal{F}$ is a germ of 1-dimensional analytic foliation.

ii. $H$ is a smooth hyper-surface and $\Gamma$ is a smooth invariant curve such that:

(a) $H$ and $\Gamma$ are transverse at the origin.

(b) Both are invariant by the foliation $\mathcal{F}$.

iii. Each local generator of $\mathcal{F}$ has a nonzero eigenvalue in the $\Gamma$-direction.

![Figure 1: Transversality of $H$ and $\Gamma$ at origin](image)

As in the papers cited above, we have to demand a property on the eigenvalues of the linear part of the local generators. We say that a vector field,
with \(1, \mu_1 \ldots, \mu_n\) as the eigenvalues of its linear part, has no transverse negative resonance if no element in the positive cone \(C = \left\{ \sum_{i=1}^{n} p_i \mu_i; p_1 + \cdots + p_n \geq 1 \right\} \), where \(p_i \in \mathbb{Z}_{\geq 0}\), can be written in the form \(\mu_j + q\), with \(q \in \mathbb{Z}_{\geq 1}\), for any \(1 \leq j \leq n\).

As a consequence of the definition of crossing type foliation, there exist local coordinates \((x, z)\), so-called adapted to \((\mathcal{F}, H, \Gamma)\), such that the curve \(\Gamma\) and the hypersurface \(H\) are expressed respectively by \(\Gamma := \{z = 0\}\), \(H := \{x = 0\}\). Moreover, if the local generators of \((\mathcal{F}, H, \Gamma)\) have no transverse negative resonance, we can choose a local generator in these adapted coordinates which has the form

\[
x\partial_x + \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} z_j \partial z_i + \sum_{i=1}^{n} b_i(x, z) \partial z_i, \tag{1}
\]

where \((a_{ij})_{n \times n}\) is a constant matrix, and \(b_i(x, 0) = \frac{\partial b_i}{\partial z_j}(x, 0) = 0\) for all \(i, j \in \{1, \ldots, n\}\). We say that a vector field of this form is an \(x\)-normalized vector field.

Our main goal is to classify such singular foliations up to analytic equivalence. Here, we say that two crossing type foliations \((\mathcal{F}, H, \Gamma)\) and \((\mathcal{G}, L, \Omega)\) are analytically equivalent if there exists an analytic change of coordinates mapping the leaves of \(\mathcal{F}\) to the leaves of \(\mathcal{G}\) and the pair \((H, \Gamma)\) to \((L, \Omega)\).

The following theorem is the main result in this paper. We adapted and generalized an idea originally introduced in the thesis of Arame Diaw [Dia19, DL20] to prove it. Below, we denote by \(\Gamma\text{-holonomy}\) and \(\Omega\text{-holonomy}\) the respective local holonomies along the curves \(\Gamma\) of \(\mathcal{F}\) and \(\Omega\) of \(\mathcal{G}\).

**Main Theorem.** Let \((\mathcal{F}, H, \Gamma)\) and \((\mathcal{G}, L, \Omega)\) be two crossing type foliations such that:

(a) The linear part of the local generators of \(\mathcal{F}\) and \(\mathcal{G}\) are conjugated.

(b) The local generators of \(\mathcal{F}\) (and therefore that of \(\mathcal{G}\)) have no transverse negative resonance.

(c) The respective \(\Gamma\text{-holonomy}\) and \(\Omega\text{-holonomy}\) are analytically conjugated.
Then, \((\mathcal{F}, H, \Gamma)\) and \((\mathcal{G}, L, \Omega)\) are analytically equivalent.

Motivated by the Main Theorem, we say that a crossing type foliation \((\mathcal{F}, H, \Gamma)\) is analytically classified by its linear part and its \(\Gamma\)-holonomy if all crossing type foliations \((\mathcal{G}, L, \Omega)\) with a conjugated linear part and a conjugated \(\Omega\)-holonomy to \((\mathcal{F}, H, \Gamma)\) is analytically equivalent to \((\mathcal{F}, H, \Gamma)\).

As a consequence of this theorem, we can give a unified proof for a result obtained with different tools by Mattei and Moussu [MM80] and later by Martinet and Ramis [MR82]. In a recent paper [DL20], Diaw and Loray also use similar techniques to reprove this theorem. In our notation, we can enunciate it as follows.

**Corollary 1.** Consider a crossing type foliation \((\mathcal{F}, H, \Gamma)\) \(\in (C^2, 0)\) which has, in adapted coordinates, a \(x\)-normalized local generator of the form
\[
X = x\partial_x + yf(x,y)\partial_y,
\]
where \(f\) is a germ analytic function such that \(f(0,0) = \lambda\). Then, two cases can occur.

1. The eigenvalue \(\lambda\) belongs to \(C \setminus R \leq 0\), then \((\mathcal{F}, H, \Gamma)\) is analytically linearizable.
2. The eigenvalue \(\lambda\) belongs to \(R \leq 0\), then \((\mathcal{F}, H, \Gamma)\) is analytically classified by its linear part and its \(\Gamma\)-holonomy.

We recall that a germ of singular vector field in \((C^n, 0)\) with eigenvalues \(\lambda_1, \ldots, \lambda_n\) is in the Siegel (resp. Poincaré) domain if the origin lies (resp. does not lie) in the convex hull of the eigenvalues in \(C\).

**Proof.** In the Poincaré case \((\lambda \in C \setminus R \leq 0)\), the result is immediate since the existence of two analytic separatrices implies that there can be no resonance of Poincaré type. In the Siegel case \((\lambda \in R \leq 0)\), it is sufficient to remark that the condition of no transverse negative resonance is satisfied. Hence, the result is a consequence of the Main Theorem. \(\square\)

In dimension three, a generalization of this result, which will be proved in section 3, is the following corollary.

**Corollary 2.** Consider a crossing type foliation \((\mathcal{F}, H, \Gamma)\) \(\in (C^3, 0)\) which has, in adapted coordinates, a \(x\)-normalized local generator with semi-simple part
\[
x\partial_x + \lambda y\partial_y + \mu z\partial_z.
\]
Then, three cases can appear:

1. The eigenvalues are in the Poincaré domain. Then \((\mathcal{F}, H, \Gamma)\) is analytically normalizable and has at most a finite number of resonant monomials.
2. The eigenvalues are in the Siegel domain and at least one of the eigenvalues \( \lambda, \mu \) is non-real. Then \((F, H, \Gamma)\) is analytically classified by its linear part and its \( \Gamma \)-holonomy.

3. The eigenvalues are in the Siegel domain and all real. Then, either \((F, H, \Gamma)\) is analytically classified by its linear part and its \( \Gamma \)-holonomy or one of the following conditions holds up to a permutation of the \( y \) and \( z \) coordinates:

(a) Either \( \mu < \lambda \leq 0 \) and 
\[
p\lambda = \mu + q, \tag{2}
\]
for some \( p, q \in \mathbb{Z}_{\geq 1}. \)

(b) Or, \( \mu \leq 0 < \lambda \), and either (2) holds or \( \lambda \in \mathbb{Q} > 0 \) satisfies \( \mu \mathbb{Q} \geq 0 \) (notice that these conditions are not mutually exclusive).

The basic tool used in this paper is the concept of \( D_{r,R} \)-transversely formal series. A \( D_{r,R} \)-transversely formal series is a formal series of the form
\[
\sum_{k \in \mathbb{N}} f_k(x)z^K, \quad \text{where} \quad z^K = z^{k_1} \ldots z^{k_n},
\]
each coefficient \( f_k(x) \) is convergent in the annulus \( D_{r,R} := \{ x \in \mathbb{C} ; r < |x| < R \} \), where \( r, R > 0 \).

The \( D_{r,R} \)-transversely formal derivations (derivations over the ring of the \( D_{r,R} \)-transversely formal series) can be seen as vector fields with coefficients being \( D_{r,R} \)-transversely formal series. We study the exponential map, the normal form, and the symmetries for such derivations.

After a general study of these objects, we focus on a specific class of vector field. We say that a \( D_{r,R} \)-transversely formal vector field is \( x \)-normalized if it has the form (1), and if all \( b_1, \ldots, b_n \) all lie in the ideal generated by monomials of the form \( z_iz_j \) for \( i, j \in \{1, \ldots, n\} \) in the ring of \( D_{r,R} \)-transversely formal series.

If the components \( f_{K_i} \) of a \( D_{r,R} \)-transversely formal vector field converge in the disk \( D_R := \{ z \in \mathbb{C} ; |z| < R \} \), where \( R > 0 \), we say that the vector field is a \( D_R \)-transversely formal vector field. Connecting these two classes of vector fields, the following result is a central step to the proof of the Main Theorem.

**Theorem 3.** Let \( X \) be an \( x \)-normalized \( D_{r,R} \)-transversely formal vector field that has no transverse negative resonance and \( Y \) be an \( x \)-normalized \( D_{r,R} \)-transversely formal vector field. If \( [X, Y] = 0 \), then \( Y \) is an \( x \)-normalized \( D_R \)-transversely formal vector field.

2  Transversely Formally Objects.

2.1 The Ring \( O_{r,R}[z] \).

The basic assumptions and notations for this paper are:

1. The set of natural numbers \( \mathbb{N} \) contains zero.
2. The set \( \{e_1, \ldots, e_n\} \) is the canonical basis of \( \mathbb{R}^n \).
3. \( \mathcal{L}_n \) is the set of \( n \)-uples \( K \in \{(\mathbb{N}^n - e_1) \cup \cdots \cup (\mathbb{N}^n - e_n)\} \), such that \( |K| = k_1 + \cdots + k_n \geq 0. \)
4. \( \mathcal{L}_{n,m} \) is the set of \( n \)-uples \( K \in \mathcal{L}_n \), such that \( |K| = k_1 + \cdots + k_n \geq m \).

5. The \( \sup_A f \) denotes the supremum of the function \( f \) on the set \( A \).

6. We denote respectively by \( \mathcal{O}_{r,R} \) and \( \mathcal{O}_R \) the rings of germs of analytic functions on \( D_{r,R} \) and \( D_R \).

7. A point \( p \in \mathbb{C}^{n+1} \) is denoted by \( p = (x,z) = (x,z_1,\ldots,z_n) \).

We now recall the construction of the ring \( \mathcal{O}_{r,R}[\mathcal{z}] \) of formal power series of \( n \) indeterminates \( z_1,\ldots,z_n \) with coefficients in \( \mathcal{O}_{r,R} \). For it, we are going to use the notion of inverse limit.

Consider the ideal \( \mathfrak{m} := (z_1,\ldots,z_n) \subset \mathcal{O}_{r,R}[\mathcal{z}] \). Let \( (J^{(i)},(\pi_{ji}))_{j \leq i \in \mathbb{N}} \) be the inverse system indexed by \( \mathbb{N} \), where \( J^{(i)} = \mathcal{O}_{r,R}[\mathcal{z}]/\mathfrak{m}^{i+1} \), and for each \( j \leq i \), \( \pi_{ji} : J^{(i)} \to J^{(j)} \) is the linear map with kernel \( \mathfrak{m}^{j+1} \) called bonding map. We define

\[
\mathcal{O}_{r,R}[\mathcal{z}] := \lim_{\longrightarrow \mathbb{N}} J^{(i)} = \left\{ f \in \prod_{i \in \mathbb{N}} J^{(i)} ; f_j = \pi_{ji} f_i \text{ for all } i \leq j \in \mathbb{N} \right\}.
\]

An element \( f \in \mathcal{O}_{r,R}[\mathcal{z}] \) is called a \( D_{r,R} \)-transversely formal series, and we can write \( f(x,z) = \sum_{|K|=0}^{\infty} f_K(x)z^K \), where \( z^K = z^{k_1} \cdots z^{k_n} \), \( |K| = k_1 + \cdots + k_n \), and each coefficient \( f_K(x) \) is convergent in the annulus \( D_{r,R} \). We still denote by \( \mathfrak{m} \) the maximal ideal \( (z_1,\ldots,z_n) \subset \mathcal{O}_{r,R}[\mathcal{z}] \).

**Definition 1.** We say that \( f \in \mathcal{O}_{r,R}[\mathcal{z}] \) is convergent if for each \( r', R' \) with \( 0 < r < r' < R' < R \), there exist constants \( C,M \in \mathbb{R} \) such that \( \sup_{D_{r',R'}} ||f_K|| \leq CM^{|K|} \). We denote by \( \mathcal{O}_{r,R}(\mathcal{z}) \subset \mathcal{O}_{r,R}[\mathcal{z}] \) the ring of \( D_{r,R} \)-transversely convergent series.

We can define exactly in the same way as \( \mathcal{O}_{r,R}[\mathcal{z}] \) the subring \( \mathcal{O}_{R}[\mathcal{z}] \subset \mathcal{O}_{r,R}[\mathcal{z}] \) of formal power series of \( n \) indeterminates with coefficients in \( \mathcal{O}_R \). An element \( f \in \mathcal{O}_R[\mathcal{z}] \) is called a \( D_R \)-transversely formal series.

**Definition 2.** We say that \( f \in \mathcal{O}_R[\mathcal{z}] \) is convergent if for each \( R' \) with \( 0 < R' < R \), there exist constants \( C,M \) such that \( \sup_{D_{R'}} ||f_K|| \leq CM^{|K|} \). We denote by \( \mathcal{O}_R(\mathcal{z}) \subset \mathcal{O}_R[\mathcal{z}] \) the ring of \( D_R \)-transversely convergent series.

We observe that diagram of inclusions below follows directly from the definitions.

In the next lemma, we establish that the ring in the last row is the intersection of the two in the middle line.

**Lemma 4.** \( \mathcal{O}_{r,R}(\mathcal{z}) \cap \mathcal{O}_R[\mathcal{z}] = \mathcal{O}_R(\mathcal{z}) \).

The proof is based in the next claim.

**Claim 1.** Let \( f \) be an analytic function on \( D_R \). Then \( \sup_{D_{r,R}} ||f|| = \sup_{D_R} ||f|| \), for any \( 0 < r < R \).
Proof. The Maximum Modulus Principle for analytic functions guarantees that the sup \( |f| \) is attained on the boundary of \( A \). As \( \partial D_{r,R} \subset \partial D_{r,R} \subset \partial D_{r,R} \), it follows that \( \sup_{D_{r,R}} |f| = \sup_{D_{r,R}} |f| \). □

of Lemma 4. By the claim above, as \( f \in O_{r,R}[z] \), each coefficient \( f_K \) satisfies
\[
\sup_{D_{r,R}^\prime} |f_K| = \sup_{D_{r,R}^\prime} |f_K| \leq CM^K,
\]
for any \( 0 < r^\prime < R^\prime < R \). Consequently, \( f \in O_{r,R}[z] \). The reciprocal is immediate. □

2.2 Automorphisms and Derivations.

A \( \mathbb{C} \)-linear endomorphism of \( O_{r,R}[z] \) is defined by a sequence indexed by \( \mathbb{N} \) of \( \mathbb{C} \)-linear maps
\[
\Phi^{(i)} \in Hom_{\mathbb{C}}(O_{r,R}[z], J^{(i)})
\]
such that, for each \( j < i \), \( \pi_{ji} \circ \Phi^{(i)} = \Phi^{(j)} \), where \( \pi_{ji} \) is a bonding map, and
\[
\Phi(f) = \prod_{i \in \mathbb{N}} \Phi^{(i)}(f).
\]
We denote by \( End_{\mathbb{C}}(O_{r,R}[z]) \) the set of such endomorphisms, and we say that \( \Phi^{(i)} \) is the \( i \)-th truncation of \( \Phi \).

A change of coordinates in \( O_{r,R}[z] \) can be seen as a linear automorphism that preserves \( m \). That is, an invertible endomorphism \( \Phi \in End_{\mathbb{C}}(O_{r,R}[z]) \), satisfying
\begin{enumerate}
\item \( \Phi(f.g) = \Phi(f) \Phi(g) \), \( \forall f, g \in O_{r,R}[z] \).
\item \( \Phi(m) \subset m \).
\end{enumerate}

We denote by \( A(O_{r,R}[z]) \) the group of such automorphisms in \( O_{r,R}[z] \), and we say that \( \Phi \in A(O_{r,R}[z]) \) is a \( D_{r,R} \)-transversely formal automorphism.

Similarly, a vector field with components in \( O_{r,R}[z] \) can be seen as a derivation on this ring. That is, an endomorphism \( X \in End_{\mathbb{C}}(O_{r,R}[z]) \), satisfying the Leibniz’s rule
\[
X(f.g) = X(f).g + X(g).f \quad \forall f, g \in O_{r,R}[z].
\]
We denote by $\mathcal{D}(\mathcal{O}_{r,R}[[z]])$ the $\mathcal{O}_{r,R}[[z]]$-module of such derivations that has a structure of Lie Algebra with the Lie Bracket given by

$$[X,Y] = X \circ Y - Y \circ X.$$ 

An element $X \in \mathcal{D}(\mathcal{O}_{r,R}[[z]])$ is called $\mathcal{O}_{r,R}$-transversely formal derivation.

**Definition 3.** A sequence $\{\Phi_k\}_{k \in \mathbb{N}}$ of endomorphism in $\mathcal{O}_{r,R}[[z]]$ is called summable if for each $j \in \mathbb{N}$ there exists a natural number $K = K(j)$ such that the $j^{th}$-truncation of $\Phi_k$ is zero for all $k \geq K$.

**Lemma 5.** A summable sequence of endomorphism $\{\Phi_k\}_{k \in \mathbb{N}}$ in $\mathcal{O}_{r,R}[[z]]$ defines an endomorphism $\Psi := \sum_{k=0}^{\infty} \Phi_k$.

**Proof.** By the definition of summable sequence, each $\Psi(j) = \sum_{k=0}^{\infty} \Phi_k \mod m^{j+1}$ is a finite sum of terms, and for $j < i \in \mathbb{N}$

$$\pi_{ji} \Psi(i) = \pi_{ji} \sum_{k=0}^{\infty} \Phi_k \mod m^{i+1} = \sum_{k=0}^{\infty} \Phi_k \mod m^{j+1} = \Psi(j)$$

We are particular interested in the case where a sequence of endomorphism is defined by successive powers $X^k = X \circ \cdots \circ X$ of a given derivation $X$, where $X^k(f)$ means applying the derivative $X$ $k$-times on $f \in \mathcal{O}_{r,R}[[z]]$.

**Definition 4.** A vector field $X \in \mathcal{D}(\mathcal{O}_{r,R}[[z]])$ is called nilpotent if $X$ preserves the ideal $m$, i.e. $X(m) \subset m$, and for all $j \in \mathbb{N}$ exists $N = N(j) \in \mathbb{N}$ such that

$$X^N(m^j) \subset m^{j+1},$$

where $m^0 = \mathcal{O}_{r,R}[[z]]$. We denote by $\mathcal{N}(\mathcal{O}_{r,R}[[z]]) \subset \mathcal{D}(\mathcal{O}_{r,R}[[z]])$ the set of $\mathcal{O}_{r,R}$-transversely formal nilpotent vector fields.

**Proposition 6.** Let $X \in \mathcal{N}(\mathcal{O}_{r,R}[[z]])$. For any sequence $\{c_k\}_{k \in \mathbb{N}}$ of complex numbers, the sequence $\{c_k X^k\}_{k \in \mathbb{N}}$ is summable.

**Proof.** By the definition, there exist $N(0), N(1), \ldots, N(j) \in \mathbb{N}$, such that

$$X^{N(0)}(m^0) \subset m, \quad X^{N(1)}(m) \subset m^2, \ldots, X^{N(j)}(m^j) \subset m^{j+1}.$$

Then,

$$X^{N(0)+\cdots+N(j)}(m^0) \subset m^{j+1}$$

which implies that the sequence $\{c_k X^k\}_{k \in \mathbb{N}}$ is summable. \qed
Corollary 7. Let \( X \in \mathcal{N}(O_{r,R}[[z]]) \). Then, for all \( t \in \mathbb{C} \), the sequence \( \left\{ \frac{t^k}{k!} X^k \right\}_{k \in \mathbb{N}} \) defines an endomorphism \( \exp(tX) = \sum_{k=0}^{\infty} \frac{t^k}{k!} X^k \) called the time \( t \) exponential.

Proof. Making \( c_k = \frac{t^k}{k!} \), we conclude from Proposition 6 that the series \( \sum_{k=0}^{\infty} \frac{t^k}{k!} X^k \) converges.

A corollary of the proof of Proposition 6 is the following.

Corollary 8. For all \( i \in \mathbb{N} \), the \( i^{th} \)-truncation of the automorphism \( \exp(tX) \) is polynomial in \( t \in \mathbb{C} \) with coefficients in \( O_{r,R} \). In other words, for \( f \in O_{r,R}[[z]] \), \( \exp(tX)(f) = \left( \sum_{k=0}^{\infty} \frac{t^k}{k!} X^k(f) \right) \mod m^i+1 \) belongs to \( O_{r,R}[t][[z]] \).

In order to study the invertibility of the exponential map, we consider automorphisms and derivations satisfying some flatness conditions. We say that a \( D_{r,R} \)-transversely formal automorphism \( \Phi \in \mathcal{A}(O_{r,R}[[z]]) \) is tangent to the identity to order \( k \) if \( \Phi(x) = x \mod m^{k+1} \) and \( \Phi(z_i) = z_i \mod m^{k+1} \) for all \( i \in \{1, \ldots, n\} \). We denote by \( A_k(O_{r,R}[[z]]) \) the subset of such automorphisms.

A vector field \( X = a(x,z)\partial_x + \sum_{j=1}^{n} b_j(x,z)\partial_{z_j} \in \mathcal{N}(O_{r,R}[[z]]) \) is \( k \)-flat if \( a(x,z) \in m^k, b_i(x,z) \in m^{k+1} \) for all \( i \in \{1, \ldots, n\} \). We denote by \( \mathcal{N}_k(O_{r,R}[[z]]) \) for the subset of such derivations.

Proposition 9. (Ser79, Theorem 7.2) For each integer number \( k \geq 1 \), the exponential map \( \exp : \mathcal{N}_k(O_{r,R}[[z]]) \to A_k(O_{r,R}[[z]]) \); \( X \mapsto \exp(X) \) is one-to-one with inverse given by, \( \log(\Phi) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n} (\Phi - \text{id})^n \).

2.3 The Lie Brackets and the Exponential map.

In this subsection, we list some results related to the exponential map which are going to be used later. After that, we show the connection between symmetries for a vector field and its centralizer.

In the next propositions, we consider \( \Phi \in \mathcal{A}(O_{r,R}[[z]]) \), \( X, Y \in \mathcal{N}(O_{r,R}[[z]]) \), and \( Z, W \in D(O_{r,R}[[z]]) \).

Proposition 10. The following properties hold

1. \( \Phi^*[Z,W] = [\Phi^*Z, \Phi^*W] \), where \( \Phi^*Z = \Phi \circ Z \circ \Phi^{-1} \).
2. \( [Z,fW] = f[Z,W] + Z(f)W \), for \( f \in O_{r,R}[[z]] \).
3. If \( [X,Y] = 0 \), then \( \exp(X+Y) = \exp X \cdot \exp Y \).

Proof. The properties (1) and (2) follow directly from the Lie Bracket’s definition, and (3) follows from the Newton’s Binomial.

Remark 1. Since \( \exp 0 = \text{id} \) and \( [X,-X] = 0 \), the item (3) implies that \( (\exp X)^{-1} = \exp -X \) and \( \exp(nX) = \exp^n X \), for all \( n \in \mathbb{Z} \).
The two maps \( Ad_X, ad_Z : \mathcal{D}(\mathcal{O}_{r,R}[[z]]) \to \mathcal{D}(\mathcal{O}_{r,R}[[z]]) \) defined by

\[
ad_Z(W) = [Z,W],
\]

\[
Ad_X(W) = \exp X \circ W \circ (\exp X)^{-1},
\]

are connected by the following well-known result.

**Proposition 11.** For a fixed \( t \in \mathbb{C} \), \( \exp(ad_{tX})Z = Ad_{tX}Z \).

**Proof.** We give a short proof for the sake of completeness. It is enough to show that

\[
ad^n_X Z = \sum_{k=0}^{n} \binom{n}{k} X^k \circ Z \circ (-X)^{n-k}.
\]

We use induction to prove it. The base case \( n = 1 \) is clear, let us assume that it is true for \( n = m \). By hypothesis of induction

\[
ad^{m+1}_X Z = ad_X \left( \sum_{k=0}^{m} \binom{m}{k} X^k \circ Z \circ (-X)^{m-k} \right) = \sum_{k=0}^{m} \binom{m}{k} X^{k+1} \circ Z \circ (-X)^{m-k} - \sum_{k=0}^{m} \binom{m}{k} X^k \circ Z \circ (-X)^{m-k} X
\]

\[
= \sum_{k=0}^{m} \binom{m}{k} X^{k+1} \circ Z \circ (-X)^{m-k} + \sum_{k=0}^{m} \binom{m}{k} X^k \circ Z \circ (-X)^{m-k+1},
\]

By the Pascal’s triangle

\[
\sum_{k=0}^{m} \binom{m}{k} X^{k+1} \circ Z \circ (-X)^{m-k} + \sum_{k=0}^{m} \binom{m}{k} X^k \circ Z \circ (-X)^{m-k+1} = \sum_{k=0}^{m+1} \binom{m+1}{k} X^k \circ Z \circ (-X)^{m-k}.\]

\[
\square
\]

**Definition 5.** A \( D_{r,R} \)-transversely formal symmetry for \( Z \in \mathcal{D}(\mathcal{O}_{r,R}[[z]]) \) is an automorphism \( \Phi \in \mathcal{A}(\mathcal{O}_{r,R}[[z]]) \) such that

\[
\Phi \circ Z \circ \Phi^{-1} = Z.
\]

We remark that we can similarly define a formal symmetry for a derivation in \( \mathcal{D}(\mathbb{C}[[x,z]]) \). In addition, Proposition 9 has its version for automorphisms and derivations over \( \mathbb{C}[[x,z]] \). Then, all the following results of this subsection have their respective statements over the formal objects.
Definition 6. A $D_{r,R}$-transversely formal automorphism $\Phi$ is said to be $x$-normalized if it is $O_{r,R}$-linear and has the form

$$\Phi(x, z) = \left( x, \sum_{i=1}^{n} a_{ii} z_i + \phi_1(x, z), \ldots, \sum_{i=1}^{n} a_{ni} z_i + \phi_n(x, z) \right),$$

where $(a_{ij})_{n \times n}$ is an invertible constant matrix and $\phi_1, \ldots, \phi_n \in m^2 \subset O_{r,R}[[z]]$. We denote by $A_{\text{norm}}(O_{r,R}[[z]])$ the set of such automorphisms.

Supposing that the maps $\phi_1, \ldots, \phi_n$ in Definition 6 lie in the respective rings $O_R[[z]]$ and $C[[x, z]]$, we define similarly $A_{\text{norm}}(O_R[[z]])$ and $A_{\text{norm}}(C[[x, z]])$.

In the next result, we use the fact that any $x$-normalized automorphism $\Phi \in A_{\text{norm}}(O_{r,R}[[z]])$ can be uniquely decomposed as $\Phi = A \circ \Psi$, where $A$ is an invertible linear change of coordinates in the indeterminates $x, z_1, \ldots, z_n$, i.e.,

$$Ax = x,$$

$$Az_i = \sum_{j=1}^{n} a_{ij} z_j, \quad a_{ij} \in C$$

and $\Psi$ is a $D_{r,R}$-transversely formal automorphism tangent to the identity to order 1. Using Proposition 9 we can write

$$\Phi = A \circ \exp Z,$$

for a uniquely determined $D_{r,R}$-transversely formal nilpotent vector field $Z$. We say that this decomposition is the exponential decomposition of $\Phi$.

Lemma 12. Let $X \in D(C[[x, z]])$ be a linear derivation and $\Phi$ an $x$-normalized $D_{r,R}$-transversely formal automorphism. If $\Phi$ is a $D_{r,R}$-transversely formal symmetry for $X$, and $\Phi = A \circ \exp Z$ is the exponential decomposition of $\Phi$, then the automorphisms $A$ and $\exp Z$ are $D_{r,R}$-transversely formal symmetries for $X$.

Proof. Note that the linear part of $\Phi^* X$ is $A^* X$. As $X$ is linear and $\Phi$ is a symmetry for $X$, we have $A^* X = X$. On the other hand, $X = \Phi^* X = \exp Z^* (A^* X) = \exp Z^* X$, then $\exp Z$ is also a symmetry for $X$. \qed

For the following sequence of results, consider $X \in N(O_{r,R}[[z]])$ and $Z \in D(O_{r,R}[[z]])$.

Lemma 13. Let $\exp X$ be a $D_{r,R}$-transversely formal symmetry for $Z$. Then, $\exp tX$ is a $D_{r,R}$-transversely formal symmetry for $Z$ for all $t \in \mathbb{C}$.

Proof. The following argument is based on the proof of Lemma 2.4.9 [Dia19]. By Corollary 8 we know that for all $i \in \mathbb{N}$ the $i^{th}$-truncation of $\exp tX$ is polynomial on $t$, so the map

$$P_k(t, x, z) = (\exp tX \circ Z \circ \exp -tX - Z) \mod m^{k+1}$$

is as well.
By the Remark 1, $\exp nX = (\exp X)^n$ for all $n \in \mathbb{N}$. All these facts together imply that

$$
\exp nX \circ Z \circ \exp -nX = \exp^n X \circ Z \circ (\exp X)^{-n} = \exp^{n-1} X \circ (\exp X \circ Z \circ (\exp X)^{-1}) \circ (\exp X)^{-n+1} = \exp^{n-1} X \circ Z \circ (\exp X)^{-n+1} = \cdots = Z.
$$

In other words, for all $n, k \in \mathbb{N}$, the polynomial $P_k(n, x, z)$ vanishes. As consequence, $P(t, x, z) = 0$, therefore, $\exp tX \circ Z \circ \exp -tX = Z$ for all $t \in \mathbb{C}$. The reciprocal is obvious.

**Lemma 14.** For all $t \in \mathbb{C}$, the exponential map $\exp tX$ is a $D_{r,R}$-transversely formal symmetry for $Z$ if only if $[X, W] = 0$.

**Proof.** Assume that the $\exp tX$ is a $D_{r,R}$-transversely formal symmetry. The Proposition 11 implies

$$
Z = Ad_tX Z = \exp(ad_tX) Z = (Z + t[X, Z] + \frac{t^2}{2} [X, [X, Z]] + \ldots).
$$

Taking the derivative on $t$ and evaluating on zero, we find $[X, Z] = 0$. The reciprocal is obvious.

**Proposition 15.** The map $\exp X$ is a $D_{r,R}$-transversely formal symmetry for $Z$ if only if $X$ commutes with $Z$, i.e. $[X, Z] = 0$.

**Proof.** By Lemma 13, $\exp X$ is a $D_{r,R}$-transversely formal symmetry for $Z$ if only if for all $t \in \mathbb{C}$, $\exp tX$ is also a $D_{r,R}$-transversely formal symmetry for $Z$. By Lemma 14 the $\exp tX$ is a $D_{r,R}$-transversely formal symmetry for $Z$ for all $t \in \mathbb{C}$ if only if $[X, Z] = 0$.

### 2.4 Normal Form of $x$-normalized $D_{r,R}$-transversely Formal Vector Fields.

In this subsection, we adapt the Normal Formal Theory of Poincaré (see for instance [Mar81]) to our present setting of $D_{r,R}$-transversely formal vector fields.

We denote by $D_{norm}(\mathcal{O}_R[[z]])$ the set of $x$-normalized derivations in $\mathcal{D}(\mathcal{O}_R[[z]])$. We recall that an element $X \in D_{norm}(\mathcal{O}_R[[z]])$ can be written in the following form

$$
x \partial_z + \sum_{i=1}^n \sum_{j=1}^n a_{ij} z_j \partial_{z_i} + \sum_{i=1}^n b_i(x, z) \partial_{z_i},
$$

where $a_{ij} \in \mathbb{C}$ and $b_i(x, z) \in \mathbb{M}^2 \subset \mathcal{O}_R[[z]]$.

In the next proof, we use the graded lexicographic order $\leq_{gr, lex}$ on $\mathbb{Z}^n$ defined as follows. For $K = (k_1, \ldots, k_n)$ and $L = (l_1, \ldots, l_n)$ two $n$-uples in $\mathbb{Z}^n$, we write
Proof. the right-hand side is taken over all indices $K$ where $\sum_{\lambda} \lambda_i z_i \partial z_i$, where $\lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{C}^n$.

Proposition 16. For any $X \in \mathcal{D}_{\text{norm}}(O_R[[z]])$ with $1, \mu_1, \ldots, \mu_n$ as eigenvalues there exists an $x$-normalized $D_R$-transversely formal change of coordinates which conjugates $X$ to a vector field of the form

$$x \partial_x + L(\mu) + \sum_{i=2}^{n} \epsilon_i z_i^{-1} z_{i-1} L(e_i) + \sum_{K} x^{-\langle \mu, K \rangle} z^K L(\lambda_K),$$

where $\mu = (\mu_1, \ldots, \mu_n)$, $\epsilon_i \in \{0, 1\}$ is nonzero only if $\mu_i = \mu_{i-1}$, the last sum on the right-hand side is taken over all indices $K \in \mathcal{L}_{n, 1}$ such that $\langle \mu, K \rangle \in \mathbb{Z}_{\leq 0}$.

Proof. Applying the usual Jordan Normal Theory, we can assume that the linear part of $X$ has the form

$$X_{lin} = x \partial_x + L(\mu) + \sum_{i=2}^{n} \epsilon_i z_i^{-1} z_{i-1} L(e_i),$$

where $\mu = (\mu_1, \ldots, \mu_n)$, $\epsilon_i \in \{0, 1\}$ is nonzero only if $\mu_i = \mu_{i-1}$.

We can write the series expansion of $X$ as

$$X_{lin} + \sum_{K, j} g_{K, j}(x) z^K L(e_j),$$

where the last sum on the right-hand side is taken over all indices $j \in \{1, \ldots, n\}$ and $K \in \mathcal{L}_{n, 1}$, and $g_{K, j} \in O_R$. We say that a nonzero term $g_{K, j}(x) z^K L(e_j)$ in $[4]$ is resonant if $\langle \mu, K \rangle$ lies in $\mathbb{Z}_{<0}$ and $g_{K, j}(x) = \lambda_{K, j} x^{-\langle \mu, K \rangle}$, where $\lambda_{K, j} \in \mathbb{C}$.

We eliminate the nonresonant terms by successive applications of automorphisms of the form

$$\Phi = \exp(f(x) z^K L(e_j)),$$

where $f \in O_R$, $K \in \mathcal{L}_{n, 1}$, and $j \in \{1, \ldots, n\}$ are conveniently chosen.

Indeed, we consider the smallest nonresonant term $g_{K_0, j_0}(x) z^{K_0} L(e_{j_0})$ in $[4]$ with respect to the pair $(K, j)$ and to the $\text{gr.lex}$ order. The action of $\Phi = \exp(f(x) z^{K_0} L(e_{j_0}))$ by conjugation on $X$ gives the expression

$$\Phi^* X = X_{lin} + \sum_{(K, j) \leq (K_0, j_0)} \lambda_{K, j} x^{-\langle \mu, K \rangle} z^K L(e_j) +$$

$$(g_{K_0, j_0}(x) - (x \partial_x - \langle \mu, K_0 \rangle) f(x)) z^{K_0} L(e_{j_0}) + \mathcal{R},$$

where the rest term $\mathcal{R}$ is a sum of vector fields $g_{K, j} z^K L(e_j)$ with $(K, j) >_{\text{gr.lex}} (K_0, j_0)$.

Writing the series expansion $g_{K_0, j_0}(x) = \sum_{i \neq \langle \mu, K_0 \rangle} a_i x^i + a_{\langle \mu, K_0 \rangle} x^{\langle \mu, K_0 \rangle}$, with the convention that $a_{\langle \mu, K_0 \rangle} = 0$ if $\langle \mu, K_0 \rangle \in \mathbb{Z}_{\leq 0}$, we can define $f(x) = \sum_{i \neq \langle \mu, K_0 \rangle} a_i x^i \frac{x^{\langle \mu, K_0 \rangle}}{\langle \mu, K_0 \rangle}$. As a result, we obtain a new vector field whose smallest nonresonant term is of order strictly greater than $(K_0, j_0)$. \qed
We say that the expression (3) is a normal form for $X$.

**Proposition 17.** Let $X, Y \in D_{\text{norm}}(O_R[[z]])$ and $\Psi \in A_{\text{norm}}(C[[x, z]])$. If $\Psi$ conjugates $X$ to $Y$, then $\Psi \in A_{\text{norm}}(O_R[[z]])$.

**Proof.** By Proposition 16, there exist $\Phi_1, \Phi_2 \in A_{\text{norm}}(O_R[[z]])$ which diagonalize the respective semisimple parts of $X$ and $Y$, in other words, we have the respective Jordan decompositions

$$\Phi_1^* X = X_s + X_n = x \partial_x + L(\mu) + X_n,$$

$$\Phi_2^* Y = Y_s + Y_n = x \partial_x + L(\lambda) + Y_n.$$  

By hypothesis, there exists $\Psi \in A_{\text{norm}}(C[[x, z]])$ such that

$$\Psi^* X = Y,$$

which implies $\mu = \lambda$. By the uniqueness of the Jordan decomposition, the automorphism $\Psi_0 = \Phi_2 \circ \Psi \circ \Phi_1^{-1} \in A_{\text{norm}}(C[[x, z]])$ is such that

$$\Psi_0^* (x \partial_x + L(\mu)) = x \partial_x + L(\mu).$$

It means that $\Psi_0$ is an $x$-normalized formal symmetry for $x \partial_x + L(\mu)$.

Consider the exponential decomposition $A \circ \exp Z$ of $\Psi_0$. Since $\Psi_0$ is $x$-normalized, $Z$ has the form $\sum_{K \in L_n.1} b_K(x)z^K L(\lambda_K)$, where each $b_K \in C[[x]]$.

By Lemma 12 we know that $\exp Z$ is a symmetry for $x \partial_x + L(\mu)$. And by Proposition 15 we have that

$$[Z, x \partial_x + L(\mu)] = 0.$$  

Using the above expansion of $Z$, this equality is equivalent to state that

$$(x \partial_x + (\mu, K))b_K(x) = 0$$

for all $K \in L_{n.1}$. Writing $b_K(x) = \sum_{i=0}^{\infty} c_i x^i$, with $c_i \in C$, we obtain for each $i \in \mathbb{N}$

$$(i + \langle \mu, K \rangle)c_i = 0.$$  

This implies that either $\langle \mu, K \rangle \notin \mathbb{Z}_{\leq 0}$ and $b_K = 0$ or else $b_K(x) = cx^{-\langle \mu, K \rangle}$ for some constant $c \in C$. In other words, $Z$ is a $D_R$-transversely formal vector field, and consequently, $\exp Z$ is a $D_R$-transversely formal change of coordinates. In conclusion, $\Phi = \Phi_2^{-1} \circ \Psi_0 \circ \Phi_1$ is a $D_R$-transversely formal automorphism. 

The property of no transverse negative resonance stated in the introduction can be reformulated as follows.

**Definition 7.** We say that a vector field $X \in D(O_R[[z]])$ with $1, \mu_1, \ldots, \mu_n$ as eigenvalues has no transverse negative resonance if

$$\langle \mu, L_{n,0} \rangle \cap \mathbb{Z}_{\geq 1} = \emptyset,$$

where $\mu = (\mu_1, \ldots, \mu_n)$.  
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Now, we have all the tools to prove the Theorem 3. Recall that it characterizes the center of an $x$-normalized $D_R$-transversely formal vector field with no transverse negative resonance on the set of $x$-normalized $D_{r,R}$-transversely formal vector fields.

**Proof of Theorem 3** By Proposition 16 we can assume that $X$ has the form

$$X = x\partial_x + L(\mu) + \sum_{i=2}^{n} \epsilon_i z_{i+1} L(e_i) + \sum_{K} b_K x^{-(\mu,K)} z^K L(\lambda_K).$$

Since $Y$ is $x$-normalized, it can be expanded as

$$Y = x\partial_x + \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i,j} z_j \partial_{z_i} + \sum_{l,K} d_{l,K} x^l z^K L(\lambda_K),$$

where $l \in \mathbb{Z}$, $K \in \mathcal{L}_{n,1}$.

As $Y$ commutes with $X$, it has to commute with its semisimple part $x\partial_x + L(\mu)$. This implies that for each $l \in \mathbb{Z}$, $K \in \mathcal{L}_{n,1}$, we must have

$$(l + \langle \mu, K \rangle) d_{l,K} x^l z^K L(\lambda_K) = [x\partial_x + L(\mu), d_{l,K} x^l z^K L(\lambda_K)] = 0.$$

Since $X$ has no transverse negative resonance, both expressions can vanish only if $l \geq 0$. This means all the monomials on the expansion of $Y$ have positive exponents on $x$. Consequently $Y \in D_{\text{norm}}(O_R[[z]])$.

### 3 The Crossing Type Foliations

The first goal of this section is to define the holonomy for a crossing type foliation. Then, we show that it is always possible to construct an $x$-normalized automorphism that conjugates local generators of crossing type foliations on a neighborhood of $D_{r,R}$ if the conditions (a), (b), and (c) (see section 1) are satisfied. Using these results, we prove that is always possible to extend this automorphism to a neighborhood of the origin. In other words, we prove the main result of this paper. After that, we show an application in dimension 3.

We will need the following well-known result.

**Lemma 18.** Let $X \in D(O_R[z])$ be a vector field having the form

$$X = x\partial_x + \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i,j} z_j \partial_{z_i} + \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i,j} x z_i \partial_{z_j},$$

(5)

where $a_{i,j} \in \mathbb{C}$, and $b_{i,j} \in O_R$ vanishes at $0 \in \mathbb{C}$. If $X$ has no transverse negative resonance, then, possibly reducing the radius $R$, there exists an $x$-normalized change of coordinates which conjugates $X$ to a vector field with the form

$$x\partial_x + \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i,j} z_j \partial_{z_i}.$$
Proof. Let $1, \mu_1, \ldots, \mu_n$ be the eigenvalues of $X$. The hypothesis of no transverse negative resonance implies that $\mu_i - \mu_j \notin \mathbb{Z}_{\geq 1}$, for any $i \neq j$. Hence, the expansion (5) has no resonant term in the sense of Poincaré. Now, note that the vector field $X$ is associated to the following differential system

$$
\begin{aligned}
\dot{x} &= x, \\
\dot{z} &= (A_0 + xA_1 + \ldots)z,
\end{aligned}
$$

where $A_0 = (a_{ij})_{n \times n}$, and $A_i$ is a $n$-dimensional square complex matrix for all $i \in \mathbb{Z}_{>0}$. Then, by Theorems 16.15 and 16.16 in [IY08], there exists an $x$-normalized change of coordinates which conjugates $X$ to the vector field $x\partial_x + A_0 z$. 

Lemma 19. Let $(F, H, \Gamma)$ be a crossing type foliation which its local generators have no transverse negative resonance. Then, there exist local coordinates $(x, z) = (x, z_1, \ldots, z_n)$ such that $\Gamma := \{z = 0\}$, $H := \{x = 0\}$. Moreover, once these coordinates are fixed, there exists a unique local generator $X$ for $F$ that is an $x$-normalized $D_{R}$-transversely convergent vector field.

Proof. We can choose coordinates $(x, z)$ such that $\Gamma := \{z = 0\}$, $H := \{x = 0\}$. The condition (iii.) in the definition of crossing type foliation (see section 1) implies that a local generator for $F$ can be written in these coordinates as

$$
Y_0 = g(x, z)x\partial_x + \sum_{i=1}^{n} h_i(x, z)\partial_{z_i},
$$

where $g, h_1, \ldots, h_n$ do not have common factors and $h_1, \ldots, h_n$ lie in the ideal $m$. The condition (iii.) says that the linear part of $Y_0$ has a nonzero eigenvalue in the $\Gamma$-direction. Then $g(0) \neq 0$, and $Y_1 = g^{-1}Y$ is a local generator of $F$.

By hypothesis, $Y_1$ has no transverse negative resonance, then, by Lemma 18 there exists an $x$-normalized $D_{R}$-transversely convergent change of coordinates that conjugates $Y_1$ to

$$
X = x\partial_x + \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} z_j \partial_{z_i} + \sum_{i=1}^{n} b_i(x, z)\partial_{z_i},
$$

where $(a_{ij})_{n \times n}$ is a constant matrix, and $b_i \in m^2 \subset O_R\{z\}$ for $1 \leq i \leq n$. 

We say that the coordinates given by this lemma are adapted to the crossing type foliation $(F, H, \Gamma)$ and that $X$ is the $x$-normalized local generator for $F$ in these adapted coordinates.

For any $R > 0$, up to a constant rescaling in the $x$ variable, we can suppose that the $x$-normalized local generators are defined in a domain containing a
neighborhood of $D_R \times \{0\} \subset \mathbb{C}^{n+1}$. Then, we fix once for all an constant $R > 1$.

In these adapted coordinates, the local $\Gamma$-holonomy can be computed by lifting the circular path $\{(e^{2\pi \theta}, 0); \theta \in [0, 1]\}$ along the leaves of the foliation that goes through a small poli-disk $D \subset \mathbb{C}^n$ transverse to $\Gamma^*$ at the point $(1, 0)$.

**Definition 8.** We say that $(\mathcal{F}, H, \Gamma)$ and $(\mathcal{G}, L, \Omega)$ are $D_{r, R}$-transversely equivalent if there exist $0 < r < 1 < R$, respective adapted coordinates $(x, z)$ and $(y, w)$, and a bianalytic map $\Psi$ between two open neighborhoods $U, V \subset \mathbb{C}^{n+1}$ of $D_{r, R} \times \{0\}$ such that $\Psi$ conjugates the $x$-normalized and $y$-normalized local generators restricted to $U$ and $V$, and we can write $\Psi$ in the form

$$(y, w) = \left(x, \sum_{i=1}^n a_{1i}z_i + \psi_1(x, z), \ldots, \sum_{i=1}^n a_{ni}z_i + \psi_n(x, z)\right),$$

where $(a_{ij})_{n \times n}$ is an invertible constant matrix and $\psi_1, \ldots, \psi_n \in \mathfrak{m}^2 \subset O_{r, R}[[z]]$.

We observe that $\Psi$ is an $x$-normalized $D_{r, R}$-transversely automorphism (see Definition 6).

Even though the next result is a simple application of Theorem 2 chapter IV [CN85], we are going to give a prove of the new fact that the map which conjugates the local generators is $x$-normalized. We refer to [CN77] for further details.

**Proposition 20.** Let $(\mathcal{F}, H, \Gamma)$ and $(\mathcal{G}, L, \Omega)$ be two crossing type foliations with respective local generators $X$ and $Y$ verifying (a), (b), and (c) (see section 1). Then, the crossing type foliations are $D_{r, R}$-transversely equivalent.

**Proof.** Let $K \subset \Gamma^*$ be a compact set containing the unity circle $S^1$. Given a point $(x, z)$ in a convenient neighborhood of $K$, let $\alpha_x : [0, -\ln|x|] \to K$ and $\beta_x : [0, \tilde{t}] \to K$ be the curves such that $\alpha_x(t) = (xe^t, 0)$, $\beta_x(t) = (x/|x|e^{-2\pi it}, 0)$, and $\beta_x(\tilde{t}) = (1, 0)$.

Denote by $f_\gamma^F$ and $f_\gamma^G$ the respective lifts of a curve $\gamma \subset K$ to the leaves of $(\mathcal{F}, H, \Gamma)$ and $(\mathcal{G}, L, \Omega)$, and by $\varphi$ the map that conjugates the $\Gamma$-holonomy to the $\Omega$-holonomy. From Theorem 1.2 [CN77], we recall that the map that conjugates the local generators $X$ and $Y$ is given by

$$\Psi(x, z) := f_\gamma^\alpha \circ f_\gamma^\beta \circ \varphi \circ f_\gamma^\alpha \circ f_\gamma^\beta \circ f_\gamma^\alpha (x, z).$$
By the hypothesis \(a\), we can assume that \(X \mod m^2 = Y \mod m^2 = x \partial_x + \sum_{i=1}^n \sum_{j=1}^n a_{ij} z_j \partial_{z_i}\), where \(A = (a_{ij})_{n \times n}\) is a constant matrix. As consequence, the holonomies have the same linear part. Hence, the map \(\varphi\) has the form \((x, z) \mod m^2\), and as \(\Gamma := \{z = 0\}\) and \(\Omega := \{w = 0\}\), we have \(\varphi|_{\{z = 0\}} = \text{id}\).

The restrictions of \(X\) to the curves \(\alpha_x\) and \(\beta_x\) are equivalent to the equations below, where \(\gamma_1(1) = \exp(tA)z \mod m^2\), \(\gamma_1(0) = z\), \(\gamma_2(1) = \exp(-2\pi itA)z \mod m^2\), \(\gamma_2(0) = z\).

Then, there exists a constant \(\sigma \in \mathbb{C}\) such that, the compositions of the lifts are

\[
\begin{align*}
\frac{\partial z}{\partial t} &= Az \mod m^2 \\
z(0) &= z \\
\gamma_1(t) &= \exp(tA)z \mod m^2
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial z}{\partial t} &= -2\pi i Az \mod m^2 \\
z(0) &= z \\
\gamma_2(t) &= \exp(-2\pi itA)z \mod m^2.
\end{align*}
\]

Then, there exists a constant \(\sigma \in \mathbb{C}\) such that, the compositions of the lifts are

\[
\begin{align*}
f_{\varphi}^\beta \circ f_{\varphi}^\alpha(x, z) &= (1, \exp(\sigma A)z) \mod m^2, \\
(\circ)^{-1} f_{\varphi}^\alpha \circ f_{\varphi}^\beta(1, z) &= (x, \exp(-\sigma A)z) \mod m^2.
\end{align*}
\]

We conclude that \(\Psi(x, z) = (x, z) \mod m^2\) and \(\Psi(x, 0) = (x, 0)\), in other words, the map \(\Psi\) is an \(x\)-normalized automorphism.

**Remark 2.** Looking at the structure of the logarithm of invertible linear maps, one sees that the condition \([a]\) of the Main Theorem can be replaced by the following non-equivalent condition: Writing the respective semi-simple parts of \(X\) and \(Y\) as \(x \partial_x + L(\mu)\) and \(x \partial_x + L(\lambda)\), no difference \(\mu_i - \lambda_j, 1 \leq i, j \leq n\) is a nonzero integer.

We can reformulate the Main Theorem as follows: *If the eigenvalues of \((F, H, \Gamma)\) satisfy the no transverse negative resonance condition, then \((F, H, \Gamma)\) is analytically classified by its linear part and its \(\Gamma\)-holonomy. Now, we give a proof of it.*

*Proof of the Main Theorem.* Let \(\Psi \in \mathcal{A}_{\text{norm}}(\mathcal{O}_{r,R}[z])\) be the automorphism defined by Proposition [20] which conjugates \(X\) to \(Y\), the respective local generators, in a neighborhood of an annulus \(D_{r,R}\).

By Proposition [16] there exist \(\Phi_1, \Phi_2 \in \mathcal{A}_{\text{norm}}(\mathcal{O}_{R}[z])\) which diagonalize the respective semisimple parts of \(X\) and \(Y\), in other words

\[
\begin{align*}
\Phi_1^*X &= X_s + X_n, \\
\Phi_2^*Y &= Y_s + Y_n,
\end{align*}
\]

where \(X_s = Y_s = x \partial_x + L(\mu)\). By the uniqueness of the Jordan decomposition, the automorphism \(\Psi_0 = \Phi_2 \circ \Psi \circ \Phi_1^{-1} \in \mathcal{A}_{\text{norm}}(\mathcal{O}_{r,R}[z])\) is such that

\[
\Psi_0^*(x \partial_x + L(\mu)) = x \partial_x + L(\mu).
\]

It means that \(\Psi_0\) is an \(x\)-normalized \(D_{r,R}\)-transversely formal symmetry for \(x \partial_x + L(\mu)\).
Let $A \circ \exp W$ be the exponential decomposition of $\Psi_0$ (see subsection 2.3). Applying Lemma 12, the $\exp W$ is a symmetry for $x\partial_x + L(\mu)$, and by Proposition 15 we must have
\[ [W, x\partial_x + L(\mu)] = 0. \]
Since $x\partial_x + L(\mu)$ has no transverse negative resonance, we can apply Theorem 3 to guarantee that $W \in D(O_R[[z]])$, and then, $\exp W \in A(O_R[[z]])$

Finally, we have that $W \in D(O_R[[z]])$, and then, $\exp W \in A(O_R[[z]])$. As consequence, the automorphism $\Psi_0 = A \circ \exp W \in A(O_R[[z]])$. We conclude that they lie in $O_R\{z\}$. Therefore, $\Psi \in A_{\text{norm}}(O_R\{z\})$.

In dimension three, we can be more precise about the local classification in terms of the linear part and the holonomy proving Corollary 2.

of Corollary 2. We recall that the triple $(1, \lambda, \mu)$ is in the Siegel (resp. Poincaré) domain if $0 \in \mathbb{C}$ belong (resp. does not belong) to the the convex hull of $1$, $\lambda$, and $\mu$.

If $\lambda \in \mathbb{C} \setminus \mathbb{R}$, up to a symmetry, we can assume that $\text{Im}(\lambda) > 0$. Then, the triple $(1, \lambda, \mu)$ is in the Siegel domain if and only if the third eigenvalue $\mu$ lies in the closed region $\mathcal{S} := \{ z \in \mathbb{C}; \pi \leq \arg z \leq \pi + \arg \lambda \}$ (see figure 5).

Figure 5: Siegel domain

Assume that $\mu$ lies in $\mathcal{S}$. Then, two cases can occur:

i. $\lambda$ lies in $\mathbb{C} \setminus \mathbb{R}$, and consequently the pair $(\lambda, \mu)$ satisfies the no negative resonance condition. We need to prove that the discrete positive cone
\[ \mathcal{C} = \{ p_1 \lambda + p_2 \mu; p_1, p_2 \in \mathbb{Z}_{\geq 1}, p_1 + p_2 \geq 0 \} \]
contains no element $n \in \mathbb{Z}_{\geq 1}$. We consider initially the case where $\mu = 0$. Then $\mathcal{C} = \{ p_1 \lambda; p_1 \in \mathbb{Z}_{\geq 1} \}$ and the equality $\text{Im}(p_1 \lambda) = \text{Im}(n)$ implies
that $p_1 = 0$. Consequently, we have that $0 = Re(p_1 \lambda) = n$. Hence $C \cap \mathbb{Z}_{\geq 1} = \emptyset$.

Now, assume that $\mu$ is nonzero. Since, $\mu \in S$, the imaginary part of $\mu$ is negative. Remark that the euclidean inner product of the vectors in $\mathbb{R}^2$ associated to two complex numbers $z, w$ is given by $Re(z \overline{w})$, and $iz$ and $-iz$ are orthogonal to $z$. Hence, the set $C$ lies in the half-plane

$$H = \{ z ; Re(z \overline{(\lambda - \mu)}) \geq 0 \}$$

Now, for an arbitrary positive integer number $n$,

$$Re(n i (\lambda - \mu)) = n Re(i (\lambda - \mu)) = -n Im(\lambda - \mu) < 0$$

which shows that $n \notin H$.

ii. $\lambda$ lies in $\mathbb{R}$, then the region $S$ reduces to either to the half nonpositive real line (if $\lambda > 0$) or to the whole complex plane (if $\lambda \leq 0$). We consider these two cases separately. But firstly, remark that the no transverse negative resonance property is equivalent to the conjunction of the following three conditions,

$$\forall p_1, p_2 \in \mathbb{Z}_{\geq 0}, \forall q \in \mathbb{Z}_{\geq 1}; \quad p_1 \lambda + p_2 \mu \neq q \quad (\star)$$

$$\forall p, q \in \mathbb{Z}_{\geq 1}; \quad p \lambda \neq \mu + q \quad (\star\star)$$

$$\forall p, q \in \mathbb{Z}_{\geq 1}; \quad p \mu \neq \lambda + q \quad (\star\star\star)$$

(a) $\mu \leq 0 < \lambda$. Here, $p \mu \leq 0$ and $\lambda + q > 0$, then the condition $(\star\star\star)$ always holds. The negation of the condition $(\star\star)$ corresponds to the equation (2), and the negation of the condition $(\star)$ is equivalent, up to a permutation of coordinates, to $p_1 \geq 1$ and $\lambda = q/p_1 - p_2/p_1 \mu \in \mathbb{Q}_{> 0} - \mu \mathbb{Q}_{\geq 0}$.

(b) $\lambda \leq 0$. The case where $\mu \neq \mathbb{R}$ is treated in (i). By a changing coordinates, the case where $\mu > 0$ is the item (ii.a). Hence, up to a permutation of coordinates, just $\mu \leq \lambda \leq 0$ remains to be considered. In this case, the conditions $(\star)$ and $(\star\star\star)$ always hold. The negation of the condition $(\star\star)$ implies that $\mu < \lambda \leq 0$ and that (2) holds.
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