Removal of point source leakage from time-order data filtering
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Time-ordered data (TOD) from ground-based CMB experiments is usually filtered before map-making to reduce the contamination from ground and atmospheric emissions. However, when the observation region contains strong point sources, the filtering process will cause a considerable leakage around the point sources, which should be eliminated to provide a clean CMB polarization map for scientific purposes. The method we introduce in this work, which we refer to as “template fitting,” is capable of removing these leakage signals in the pixel domain, meeting the requirement of measuring the primordial gravitational waves from CMB-B modes for at least $r < 0.005$, while also avoiding time-consuming operations on the TOD.
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1 Introduction

The cosmic microwave background (CMB) temperature and polarization anisotropies are strong observational evidence of the inflationary expansion history of the Universe. Especially, the detection of $B$-mode CMB polarization in form of the tensor-to-scalar ratio, $r$, is crucial for confirming the existence of the gravitational waves in the early Universe, which is a natural consequence of the inflationary potential. Several space and ground-based experiments are devoted to constraining $r$, including the BICEP series [1], Planck [2], QUIJOTE [3], ACTPol [4], SPTPol [5]. Current observations have already provided limits to $r \lesssim 0.036–0.1$ [6–10], and the forthcoming experiments including POLARBEAR [11], LiteBIRD [12], CMB-S4 [13], the Simons Observatory [14], and AliCPT [15] will devote to reaching a high sensitivity of $r \sim 0.001$. This inevitably requires dedicated treatments of all kinds of contamination and systematics. Especially, all available CMB experiments in the next 5–10 years are ground-based, which are ineluctably contaminated by the atmosphere and ground emissions. In order to produce clean sky maps, filtering of modes (including polynomial filtering) in the time ordered data (TOD) is used in many CMB experiments to avoid/ameliorate these contaminations, and has become a standard procedure in data processing pipeline of ground-based CMB experiments, such as in the BICEP2/Keck experiment [8], the Simons Observatory [14], and AliCPT [16].

Usually, in a ground-based experiment (e.g., BICEP or AliCPT), the observed TOD is converted to the T, Q, and U maps by the data analysis pipeline that contains data splitting and cutting, pointing and polarization orientation reconstruction (for each detector), time domain filtering, and the final time-to-pixel domain map making. First of all, the TOD are split in units of “halfscan,” and “scanset” (tens of neighbouring halfscans), and bad data are...
removed at certain thresholds. After that, the pointing trajectory and polarization orientation for each detector are constructed from the encoder data, GPS time, site location as well as the focal plane structure, then the TOD are high-passed to suppress long-distance correlations arising from noise sources or systematic errors. In order to remove the atmospheric radiation present in the data, a polynomial filter (typically of the 3rd order) is applied, and to handle noise associated with the ground coordinate system, such as ground reflections/emissions, templates are constructed and removed for each scanset, which is called a ground subtraction filter. In addition, as a polarization experiment targeting the CMB B-mode, the temperature-polarization leakages need to be removed as much as possible, e.g., by using a de-projection filter on scansets to suppress the leakage due to the beam mismatch of orthogonal polarization detector pairs. It is worth noting that all the filters mentioned above are linear, so it is possible to implement them either as direct time domain operations, or as pixel domain matrix operations, which are completely equivalent. After all these operations, the TOD is weighted by the inverse variance estimated from each scanset, and then projected and co-added on the sky for each map pixel, to produce the final observed map.

Unfortunately, although the TOD filtering can efficiently remove the atmosphere/ground emissions, as well as fixing some other errors, it will also remove part of the CMB signal and cause leakages from point sources to the pixel domain regions around them. Because the latter usually has no preference for the sources to the pixel domain regions around them. Because the latter will also remove part of the CMB signal and cause leakages from point sources through the extremely faint signal, this kind of leakage has to be removed accurately.

In principle, if one knows the sky location of point sources, then it is possible to identify their positions in TOD and cut the corresponding TOD segments to prevent the leakage due to filtered point sources. However, this will cause several problems: 1) Most point sources are not strong enough to be identified from the TOD, because the TOD is much noisier than the final stacked sky map. 2) Removal of the TOD segments containing the point source will compromise the TOD’s integrity, which is disruptive and lead to filtering and mapmaking problems. 3) Typically, operations on TOD are very time-consuming; thus, removal of the point source leakage directly in the TOD is quite expensive. 4) Finally, even if some point sources can be identified through external data, such as radio and optical observations, it is still difficult to subtract them directly from the TOD because their polarization intensities in the CMB bands are usually unknown.

In this work, we introduce a new method to remove the point source leakage due to filtering of the TOD. This method is based on [17] and operates mainly in the pixel domain. The main idea is to construct ideal and realistic templates of the leakages in the pixel domain, and then remove the leakages by linear regression. The advantage of this method is obvious: 1) This method does not cut the TOD, which is friendly to all types of TOD operations. 2) From the test results, this method can successfully remove the point source leakage down to the level satisfying the detection requirement of at least \( r \leq 0.005 \). 3) This method operates mainly in the pixel domain, which is fast and easy to implement.

The structure of this paper is as follows: in Section 2, we introduce our removal of point source leakage method for both single and multiple point sources. We give examples for these two situations and use actual point source data to verify our method in Section 3. Finally, we summarize and conclude in Section 4.

2 Methods

The core concept to alleviate the point source leakages on the final sky map is based on the fact, that all TOD operations and their effects in the pixel domain sky maps are linear. In order to remove the leakages by linear regression, the fundamental operation is to create pixel domain leakage templates. Since the data we obtain from the pipeline is always filtered, two types of templates can be produced: ideal and realistic. The main difference between them is that the ideal template requires complete knowledge of the beam profile, which is usually unavailable; whereas a realistic template is constructed directly from the product of the pipeline, which is always available. The performance of the ideal template is certainly better, but, as we will mention below, the results of cleaning by the realistic template are also acceptable.

2.1 The ideal template

Construction of the ideal template is straightforward: the filtered sky map \( D' \) produced by the pipeline is

\[
D' = (I - M) \cdot F \cdot (d + d_p),
\]

where \( d_p \) is a single point source (assumed to have Gaussian shape in simulation) and

\[
d = d_f + d_p + n
\]

is a column vector containing the input signals other than the point sources: \( d_f \) is the CMB signal, \( d_f \) is the foreground, and \( n \) is the noise. \( F \) is a square matrix representing the linear filtering effect. \( M \) is a diagonal matrix for the point source mask, which is 1 for the region around the point source and 0 elsewhere, and \( I \) is the identity matrix. Thus, \( I - M \) is the non-point source region where the point source leakages need to be studied. For convenience, the filtered result of \( d \) is also computed as

\[
d' = (I - M) \cdot F \cdot d.
\]

Note that both \( d \) and \( d' \) are without the point source or point source leakages.

It is clear from the descriptions above that the ideal template \( T_0 \) is

\[
T_0 = (I - M) \cdot F \cdot d_p,
\]

which fully contains the point source leakage due to filtering except for an unknown point source amplitude\(^1\). If the amplitude of the template can be perfectly determined, then we have

---

1. A Gaussian beam profile is often used as an approximation.
2. Strictly speaking, the point source polarization direction should also be taken into account, which will be managed in Section 3 by fitting the Q and U templates separately.
\[ D' = d' + T_0, \]  
which separates the signal and point source leakages completely. In practice, the amplitude of the template should be determined by linear regression, and the best-fit template is subtracted to remove the point source leakage, leaving a residual that is no more than the chance correlation between \( T_0 \) and \( d' \), whose amplitude is typically a few percent of \( d' \).

### 2.2 The realistic template

The ideal template can remove the point source leakages more effectively, but it necessitates precise knowledge of the beam profile, including the asymmetry, which is usually unavailable. Therefore, we go forward with creating a realistic template that can be obtained directly from the sky map produced by the pipeline. The main idea to construct the realistic template is based on three reasonable assumptions:

I. The point sources are almost unaffected by the TOD filtering. This is true according to Ghosh et al. [16], which shows the small scale structures are almost unaffected by the TOD filtering.

II. The point source mask is big enough to include the majority of the point source. According to Li et al. [18]; Salatino et al. [19], the FWHM of AliCPT beam varies from 12' – 19', which corresponds to the Gaussian beam width of \( \sigma < 1' \). Therefore, a mask of \( r = 40' \) region is enough to exclude most point sources, with an exception of only a few extremely bright sources along the Galactic plane, which is usually not used for CMB studies.

III. The point source is significantly stronger than the CMB/foreground at the position of itself. Although it is possible to detect point sources that are weaker than the CMB, the leakages produced by these point sources are negligible, thus their leakages don’t need to be taken into account.

With assumption I, it is easy to see that \( d_p \approx F \cdot d_p \) and assumption II ensures \( d_p \approx M \cdot d_p \), which means \( d_p \) does not change significantly for left multiplication by either \( F \) or \( M \); thus, we have:

\[ d_p = M \cdot F \cdot M \cdot d_p \]  
substitute the above one into Eq. 4, we get the realistic template \( T_1 \) as:

\[ T_1 = (I - M) \cdot F \cdot (M \cdot F \cdot M \cdot d_p) = T_0 \]  
The above equation is crucial: As already mentioned above, it is impossible to acquire the true leakage because \( d_p \) is unknown\(^3\). However, \( M \cdot F \cdot M \cdot d_p \) is nothing more than the filtered sky map in the point source regions (assume III); thus, we may obtain a reasonable estimate of the true point source leakage by feeding the available term \( M \cdot F \cdot M \cdot d_p \) into the pipeline instead of \( d_p \). Therefore, the concept of Eqs 6, 7 is to compute an available approximation of the unavailable true point source leakage.

### 2.3 Other procedures

The aforementioned method is firstly tested using a single point source simulation. First, Eq. 1 constructs the filtered sky map, and Eqs 4, 7 provide the ideal and realistic templates \( T_0 \) and \( T_1 \), respectively. If there is no CMB or foreground in the sky map, then the removal of the leakage is perfect. If the CMB and foregrounds are present, then they will affect the point source leakage removal by contributing to \( d_p \) and chance correlation with the template, leading to a slightly reduced removal effect. However, since the true CMB will be substantially weaker than the point sources in the point source regions and is statistically uncorrelated with the leakage template in the non-point source region, the impacts of CMB is only minor in the leakage correction. If the point source’s polarization direction is already known, then a common linear regression parameter \( k \) is determined for both of the \( Q \) and \( U \) Stokes parameters; otherwise \( k^Q \) and \( k^U \) are determined respectively. In either case, the linear regression will minimize the RMS (root-mean-square) of residual, which is defined as:

\[
\begin{align*}
(\sigma_i^Q)^2 &= \frac{1}{n} \sum_{k=1}^{n} (\beta_i^Q - k_i^Q \cdot T_i^Q)^2, \\
(\sigma_i^U)^2 &= \frac{1}{n} \sum_{k=1}^{n} (\beta_i^U - k_i^U \cdot T_i^U)^2, \\
\sigma_i^2 &= (\sigma_i^Q)^2 + (\sigma_i^U)^2
\end{align*}
\]  
where \( i \) is pixel number, \( n \) is the total number of pixels, the superscripts \( Q \) and \( U \) denote the Stokes parameters, the subscript \( Q \) or \( U \) on the right term stands for the Stokes parameter solely considered in this formula, and \( \xi = 0, 1 \) for the ideal or realistic templates respectively.

If the point source’s polarization direction is unknown, we construct separately \( T_i^Q \) and \( T_i^U \) that corresponds to the templates of \( Q \)-only and \( U \)-only inputs, then a multi-linear regression is applied to simultaneously determine \( k^Q \) and \( k^U \) in order to minimize the RMS of residual in the pixel domain. We need to do this because the TOD filtering will mix the \( Q \) and \( U \) Stokes parameter, hence \( T_i^Q \) (or \( T_i^U \)) is non-zero on the \( Q \)-part (or \( Q \)-part) even if the input contains only the \( Q \) (or \( U \)) Stokes parameter. Hence the RMS of the residual is as follows:

\[
\begin{align*}
(\sigma_i^Q)^2 &= \frac{1}{n} \sum_{k=1}^{n} (D_i - k_i^Q \cdot T_i^Q - k_i^U \cdot T_i^U)^2, \\
(\sigma_i^U)^2 &= \frac{1}{n} \sum_{k=1}^{n} (D_i - k_i^Q \cdot T_i^Q - k_i^U \cdot T_i^U)^2, \\
\sigma_i^2 &= (\sigma_i^Q)^2 + (\sigma_i^U)^2
\end{align*}
\]

where the Stokes parameter vector is solely taken into account in the formula by the subscript \( Q \) (or \( U \)) of the right term.

We also test our method with multiple point sources. The filtered sky map \( D' \) is shown as follows:
\[ D' = (I - M_2) \cdot F \cdot \left( M_2 \cdot \sum_j d_{p,j} + d \right), \]  

(10)

where \( j \) is the index of point source, \( M_2 = \sum M_i \) is the mask for all point sources\(^4\) and \( M_i \) is the \( j \)th single point source mask, and \( I - M_2 \) is the non-point source region to investigate the impact of leakage. Hence the ideal and realistic templates for each point source are:

\[
\begin{align*}
T_{\delta j} &= (I - M_2) \cdot F \cdot M_j \cdot d_{p,j}, \\
T_{kj} &= (I - M_2) \cdot F \cdot \left( M_j \cdot F \cdot M_j \cdot d_{p,j} \right)
\end{align*}
\]

(11)

correspondingly, the fitting parameters \( k_{ij} \) (when the polarization direction is known) or \( k^Q_{ij} \) and \( k^U_{ij} \) (when the polarization direction is unknown) are computed for each point source using a multi-linear regression that takes into account all the templates simultaneously, in order to minimize the RMS of residuals in the combined non-point sources region. If the polarization directions of point sources are already known, then the RMS are:

\[
\begin{align*}
\sigma^2 &= \frac{1}{N} \sum_{i=1}^{N} \left( D' - \sum_j k_{ij} T_{\delta j} \right)^2, \\
\sigma^2' &= \frac{1}{N} \sum_{i=1}^{N} \left( D' - \sum_j k^Q_{ij} T_{Q j} \right)^2, \\
\sigma^2_i &= \sigma^2 + \sigma^2', \\
\sigma^2_{i} &= \left( \sigma^2 \right)^2 + \left( \sigma^2' \right)^2
\end{align*}
\]

(12)

and if the polarization directions are unknown, then the RMS are:

\[
\begin{align*}
\sigma^2 &= \frac{1}{N} \sum_{i=1}^{N} \left( D' - \sum_j k^Q_{ij} T^Q_{ij} - \sum_j k^U_{ij} T^U_{ij} \right)^2, \\
\sigma^2' &= \frac{1}{N} \sum_{i=1}^{N} \left( D' - \sum_j k^Q_{ij} T^Q_{ij} - \sum_j k^U_{ij} T^U_{ij} \right)^2, \\
\sigma^2_i &= \sigma^2 + \sigma^2', \\
\sigma^2_{i} &= \left( \sigma^2 \right)^2 + \left( \sigma^2' \right)^2
\end{align*}
\]

(13)

3 Simulations and tests

In the computation that follows, we use the outcome with the local monopoles subtracted from each Stokes parameter in the non-point source region, in order to demonstrate the ability of our method to correct the leakages. We also use the average of 10 different CMB and noise realizations to reduce the accidental fluctuation. We first validate the correction method for \( r = 0.023 \), and then further demonstrate the validity of our method with simulations of a much smaller value of \( r = 0.005 \). However, we also point out that, because the point sources used in our simulation are significantly stronger than what they could be in reality, \( r = 0.005 \) is a very conservative estimation of our method’s capacity.

After determining the fitting parameters by multi-linear regression, we build dB (20 log\( \sqrt{10} \)) sky maps of the two templates, their residuals and compute the dB effect as 20 log\( \sqrt{10} \) to illustrate the effect of correction in the pixel domain. All these dB maps are computed from the polarization intensity \( P \). The residual map is the difference between the filtered sky map (no leakage effect from the beginning) and cleaned sky map. When the polarization directions are already known, the residual map is:

\[
\delta_\xi = \left( D' - \sum_j k_{ij} T_{\delta j} \right) - d',
\]

(14)

and when the polarization direction is unknown, the residual is:

\[
\delta_\xi = \left( D' - \sum_j k^Q_{ij} T^Q_{ij} - \sum_j k^U_{ij} T^U_{ij} \right) - d',
\]

(15)

where \( \xi = 0, 1 \) for the ideal and realistic templates, respectively. Now we introduce a quantity, \( E_{dB}^{\xi p} \), dubbed as "dB effect," for easily comparing the residuals with respect to the CMB in units of dB, in the form of:

\[
E_{dB}^{\xi p} = 20 \log_{10} \frac{P_\xi}{P_{cmb}}
\]

(16)

where the superscript dB stands for the units of decibels. In general, \( p \) stands for the polarization intensity, determined by

\[
\begin{align*}
\theta &= \frac{1}{2} \arctan \left( \frac{U}{Q} \right), \\
\theta &= \frac{1}{2} \arctan \left( \frac{U}{Q} \right)
\end{align*}
\]

(17)

here \( \theta \) is the polarization angle, which are related to the Stokes parameters \( Q \) and \( U \) by

\[
\begin{align*}
Q &= P \cos 2 \theta, \\
U &= P \sin 2 \theta.
\end{align*}
\]

(18)

hence, \( P_\xi \) denotes the polarization residual for the ideal or realistic template, and \( \langle P_{cmb} \rangle \) is the mean value of CMB polarization intensity, about 2.07 \( \mu K \).

3.1 Single point source

In the case of \( r = 0.023 \) and for a single point source, the fitting parameter for the ideal template is very close to 1, whereas the fitting parameter for the realistic template is above 1, because the amplitude of the point source is reduced by the TOD filtering. The residual leakages after correction are 1 to 2 orders of magnitudes less than the point source leakage template.

We select a location at \( [b, l] = [50^\circ, 190^\circ] \), assuming that its polarization intensity is equal to 150 \( \mu K \). We then smooth this point by 19' to make a Gaussian point source. We first assume that the polarization direction is already known, where we fix the polarization angle of this point source to be 22.5°, resulting in a Gaussian point source with the Q, U values of approximately 106 \( \mu K \). For this artificially point source, the fitting parameter with true leakage is close to 1.004 and polarization residual standard deviation is approximately 1.339 \( \times 10^{-3} \) \( \mu K \) in the pixel domain. The fitting parameter with the realistic template

\[\footnote{Assume the point sources are non-overlapping, otherwise the summation should be replaced by the “exclusive or” (XOR) operation.} \]

\[\footnote{This value is significantly higher than what could be in the region of simulation; thus, we are running the simulation with a much worse situation to estimate the lower limit of our method’s capacity.} \]

\[\footnote{This value is significantly higher than what could be in the region of simulation; thus, we are running the simulation with a much worse situation to estimate the lower limit of our method’s capacity.} \]

\[\footnote{This value is significantly higher than what could be in the region of simulation; thus, we are running the simulation with a much worse situation to estimate the lower limit of our method’s capacity.} \]
is close to 1.205, and the polarization residual standard deviation is roughly $2.115 \times 10^{-3} \mu K$ in the pixel domain. Meanwhile, the true leakage and the realistic template have standard deviations of 0.028 $\mu K$ and 0.024 $\mu K$ for polarization, respectively. Additionally, after filtering calculation, the standard deviations of the CMB polarization, foreground and noise are 0.028 $\mu K$, 0.027 $\mu K$, and 0.121 $\mu K$, respectively. After using our method to alleviate the impact of point source leakage, the standard deviation of residuals is orders of magnitude smaller than either the template or the CMB, foreground, noise.

For a single Gaussian point source with a given polarization direction, the polarization dB value of templates, residuals and dB effects, are presented in Figure 1. The leakage of point source has a diffused star-like structure in the observation region, as seen in Figure 1, and the residual has a similar shape but is much weaker. Additionally, the dB effect shows that the residual power spectrum is expected to be 3–6 orders of magnitudes lower than the CMB spectrum, and the ideal dB effect is slightly better than the realistic dB effect, which is consistent with expectation.

We then compute the angular power spectrum of CMB, residual, and true leakage to demonstrate the effect of correction in the harmonic domain, as shown in Figure 2. We select $\ell$ in the range of 20–600, and the residual spectra (i.e., the power spectra of $\delta_t$ calculated by Eq. 14, where the filtered CMB signal has been subtracted out) are 2 or 3 orders of magnitudes lower than that of the templates. In addition, there are some fluctuations of the BB power spectrum for CMB in small multipole $\ell$, as we only study part of the sky. In addition, the unlensed CMB BB spectra with $r = 0.023$ (red solid) and $r = 0.005$ (red dashed) are shown as references, respectively. After applying our correction method, the residual spectra for single point source are much smaller than both the lensed and unlensed CMB spectra.

Then we proceed to the case that the polarization direction is unknown, and construct the ideal and realistic template as explained above. In this case, the ratio of the fitting parameters $k_U/k_Q$ is apparently expected to be around $\tan(2\theta)$. Taking $\theta = 15^\circ$ as an example, the result of fitting parameters, residual standard deviations and the comparison of ratios under the condition of unknown polarization direction are presented in Table 1. For both the ideal and realistic templates, $k_U/k_Q$ are close to $\tan(2\theta)$, with fluctuations due to the template’s chance correlation with CMB, foreground and noise.

### 3.2 Multiple point sources

In the case of multiple point sources for $r = 0.023$, five point sources are generated with random locations and are smooth with $19^\prime$. Their locations and polarization amplitudes are displayed in Table 2. The fitting parameter given by multilinear regression for each point source is consistent to the case when the point source is treated as a single point source in simulation, as shown in Table 2; and when the polarization angles are assumed to be unknown, the fitting results are shown in Table 3. The pixel domain residuals are still 1 to 2 orders of magnitudes less than the point source’s true leakages, as shown in Figure 3.
source leakage can be effectively corrected by our method.

The impact of point sources in the pixel domain; and the residual spectrum is considerably smaller than the CMB spectrum. Thus, the impact of point sources is greatly overestimated. The amplitude of unknown polarization directions, and even when the point sources are comparable with those for each single point source.

The templates, residuals and dB effects for actual point sources (Figure 5). The results are similar to Figure 3, as detailed in Table 5.

In conclusion, our correction method maintains good accuracy and reliability for single and multiple point sources and known/unknown polarization directions, and even when the point sources’ polarization intensities are greatly overestimated. The amplitude of residuals after correction is much lower than that of the true leakage in the pixel domain; and the residual spectrum is considerably smaller than the CMB spectrum. Thus, the impact of point source leakage can be effectively corrected by our method.

### 3.3 Actual point sources

To simulate the actual sky map, we use the data from 2013 Planck Catalogue of Compact Sources (PCCS). In the region we study (the same region as in Figure 3), the flux data of the 10 brightest point sources at 100 GHz are used to calculate the conversion coefficient from flux to temperature, which is equal to 2.879 mK $\cdot$ mJy$^{-1}$. The approximate temperature of these 10 brightest point sources is hence determined, and the point source polarization intensity is assumed to be 40 percent of its temperature. Since the precise point source polarization directions are unknown before we obtain the corrected map, a set of random polarization angles are applied to simulate the input data sky map while a certain polarization direction ($\theta = 22.5^\circ$) is specified for each point source to build two different types of templates for simplification of calculation. For the case of $r = 0.023$, according to the fitting parameter results in Table 4, for both the ideal and realistic templates, the ratio of fitting parameters $k^Q / k^U$ for each point source is close to $\tan(2 \theta)$.

We again build the sky map showing the polarization dB value of the templates, residuals and dB effects for actual point sources (Figure 5). The results are similar to Figure 3, as detailed in Table 5.

In Figure 6, with our correction method, the angular power spectrum of residual is again substantially smaller than that of

---

**TABLE 1** Derived fitting parameters for single point source with unknown polarization direction when $r = 0.023$, where the subscripts 0 and 1 denote the ideal and realistic templates, respectively.

| Number | $[b, \ell]$ | $p/\mu$K | $k_0$ | $k_1$ |
|--------|------------|-----------|-------|-------|
| 1      | [50, 190]  | 150       | 1.004 | 1.206 |
| 2      | [27, 191]  | 200       | 0.978 | 1.167 |
| 3      | [30, 173]  | 150       | 1.024 | 1.196 |
| 4      | [39, 162]  | 120       | 1.040 | 1.219 |
| 5      | [56, 160]  | 90        | 1.029 | 1.289 |

**TABLE 2** Derived fitting parameters for multiple point sources by the multi-linear regression method when the polarization direction is known for each point source.

| Number | $[b, \ell]$ | $p/\mu$K | $k_0$ | $k_1$ |
|--------|------------|-----------|-------|-------|
| 1      | [50, 190]  | 150       | 1.004 | 1.206 |
| 2      | [27, 191]  | 200       | 0.978 | 1.167 |
| 3      | [30, 173]  | 150       | 1.024 | 1.196 |
| 4      | [39, 162]  | 120       | 1.040 | 1.219 |
| 5      | [56, 160]  | 90        | 1.029 | 1.289 |

---

6. https://pla.esac.esa.int/#catalogues.
7. Due to the different point source spectra, the standard HFI unit conversion coefficient (4.585 $\mu$K $\cdot$ mJy$^{-1}$) in the Planck 2013 result [20] can be slightly different from the value used here.
8. Like above, the polarization ratio is significantly overestimated to test the performance of our method in a tough situation.
FIGURE 3
Same as in Figure 1, but for the case of multiple point sources with unknown polarization direction when \( r = 0.023 \), where the residuals are estimated through Eq. 15.

FIGURE 4
Same as in Figure 2, but for the case of multiple point sources with unknown polarization directions. The red reference spectrum are still for the unlensed CMB BB with \( r = 0.023 \) and \( r = 0.005 \), respectively.

TABLE 3 Derived fitting parameters for multiple point sources with unknown polarization direction when \( r = 0.023 \).

| Number | \( \theta \) | \( k_0^Q \) | \( k_0^U \) | \( k_1^Q \) | \( k_1^U \) | \( k_0^U/k_0^Q \) | \( k_1^U/k_1^Q \) | \( \tan(2\theta) \) |
|--------|-------------|-------------|-------------|-------------|-------------|----------------|----------------|----------------|
| 1      | 15.0        | 1.162       | 0.778       | 1.394       | 0.936       | 0.670          | 0.672          | 0.577          |
| 2      | 10.0        | 1.293       | 0.475       | 1.544       | 0.565       | 0.367          | 0.366          | 0.364          |
| 3      | 75.0        | -1.233      | 0.763       | -1.443      | 0.893       | -0.619         | -0.619         | -0.577         |
| 4      | 60.0        | -0.722      | 1.318       | -0.850      | 1.548       | -1.826         | -1.820         | -1.732         |
| 5      | 25.0        | 0.881       | 1.169       | 1.101       | 1.468       | 1.327          | 1.333          | 1.192          |
the true leakage and the expected CMB signal, demonstrating the
effectiveness of our method with an actual point source
simulation.

### 4 Discussion

In this work, we have introduced a novel “template-fitting”
method (Section 2) for removing the point source leakage due
to time-order data filtering. The key component of this method
is to create several leakage templates for each point source in
the pixel domain and then fit these templates to remove the
leakage contamination. Several tests for single, multi and
realistic point source simulations (Section 3) are present to
demonstrate the effectiveness of our method. The leakage
after template fitting is typically star-like, and can be reduced by 1-2 orders of magnitude in
the pixel domain and by 3-4 orders of magnitude in angular power spectrum. The performance of our method is robust in all simulations. According to the calculation of the angular power spectrum of the residuals (see Figures 2, 4, 6), we can see that the residual BB spectrum is about two orders of magnitudes lower than the theoretical prediction for the primordial gravitational waves with $r = 10^{-2}$ (lensed); and by comparing with the unlensed spectrum with $r = 0.005$ (the reference lines in Figures 2, 4, 6), we can see that our method can at least work with $r = 0.005$. In fact, because the polarization intensities are overestimated in all the simulations, our method should actually work with a much lower tensor-to-scalar ratio than $r = 0.005$, e.g., much lower than $r = 10^{-3}$.

The application of our template fitting method is simple with a matrix-based pipeline, and it is also preferable to use a conventional non-matrix pipeline to execute our approach, because the construction of a full matrix for a high-resolution map is infeasible at a higher resolution (scaled as $N^2 \text{pix}$) due to memory and storage limitations. Fortunately, the standard non-matrix pipeline can be used with our method as well, as mentioned in Section 2.2. In brief, all that needs to be done is to mask the map created by the standard pipeline with a point source mask, and then feed the masked sky map back into the pipeline to obtain the realistic templates. This fact allows our method to be functional even at a high resolution, which is very useful in practice. In addition, higher-order statistics, such as the angular bispectrum, which is the spherical harmonic transform of the three-point correlation function, can provide a clean probe that is well suited to measure the non-Gaussianity of CMB maps and discern the foreground residual level. Because our method can remove most of the non-Gaussian leakages, it is also important in the studies of non-Gaussianity in CMB polarizations.
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