A note on conical solutions in 3D Vasiliev theory
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Abstract: We construct a class of smooth solutions in three-dimensional Vasiliev higher spin theories based on the gauge algebra $hs[\lambda]$. These solutions naturally generalize the previously constructed conical defect solutions in higher spin theories with $sl(N)$ gauge algebra, to which they reduce when $\lambda$ is taken to be equal to $N$. We provide evidence for their identification with specific primary states of the $W_{\infty}[\lambda]$ algebra in a particular classical limit. In terms of the Gaberdiel-Gopakumar-’t Hooft limit of the $W_N$ minimal models, this limit corresponds to a regime where the ’t Hooft coupling becomes large.
1 Introduction

In this paper we focus on the gauge sector of the three-dimensional higher-spin gauge theories coupled to matter constructed by Prokushkin and Vasiliev [1, 2]. The simplest bosonic example of these systems describes a tower of massless fields of spin 2, 3, . . . interacting with two (generically massive) spin 0 fields. This theory was proposed in [3] to be holographically dual to the ’t Hooft limit of the $W_N$ minimal models (see [4] for a review of the subsequent refinements of the original proposal and a more complete list of references). Various generalizations of this basic setup can be considered, such as a supersymmetrization including two (generically massive) spin 1/2 fields and a tower of massless fermions of spin 3/2, 5/2, . . ., incorporating a spin 1 Chern-Simons field, and the inclusion of internal Chan-Paton like degrees of freedom [1]. Some of these extensions have been proposed to be holographically dual to specific 2D conformal field theories [5, 6].

These theories are naturally formulated in Anti-de Sitter space and depend on 2 dimensionless parameters. One of these is the Brown-Henneaux central charge $c$ proportional the ratio of the Anti-de Sitter length scale $l$ and the 3D Newton constant $G$ [7–9]. We will assume $c$ to be large in order to be in the weakly interacting classical regime. The second dimensionless parameter, $\lambda$, arises as the vev of one of the auxiliary fields and sets the mass of the spin 0 and spin 1/2 fields in AdS units [1]. The parameter $\lambda$ also determines the bosonic part of the algebra of higher spin gauge symmetries to be the infinite-dimensional
Lie algebra $hs[\lambda]$,\footnote{We will not consider here the cases in which the higher spin algebra is a subalgebra of $hs[\lambda]$, such as the even spin projections considered in \cite{10,11}.} which can be seen as a continuation of $sl(N)$ where $N \rightarrow \lambda$ \cite{12} as we will review below. The Prokushkin-Vasiliev field equations admit a consistent truncation to the sector where only the massless fields of spin 2 and higher are turned on \cite{13}. This subsector is governed by a Chern-Simons theory with $hs[\lambda]$ gauge symmetry \cite{14,15}. When $\lambda = N$ the Killing form of $hs[\lambda]$ degenerates and the Chern-Simons action reduces to that of a $sl(N)$ theory.

In this note we discuss a class of smooth solutions of the $hs[\lambda]$ Chern-Simons field equations that naturally generalize to arbitrary values of $\lambda$ the conical solutions of the $sl(N)$ Chern-Simons theory proposed in \cite{16} (for subsequent work on conical solutions see \cite{17–20}). To this end we will first elaborate upon an explicit matrix description of $hs[\lambda]$ that allows one to accommodate our solutions and then we will present them. We eventually provide evidence for their identification with specific primary states of the $W_\infty[\lambda]$ algebra in a particular classical limit.

2 Chern-Simons subsector of Vasiliev theory

The consistent truncation of the Vasiliev theories that describes the sector where only massless fields of spin 2 and higher are turned on is governed by a Chern-Simons theory with $hs[\lambda]$ gauge symmetry. We will here consider AdS higher spin gauge theories in Euclidean signature, which means that we will take as the gauge algebra a single complex $hs[\lambda]$ algebra rather than a direct sum of two copies of one of the real forms of $hs[\lambda]$ \cite{21}. The reason for this choice is that, as explained in \cite{16}, it leads to a richer spectrum of classical solutions which matches the dual CFT spectrum more closely. The equations of motion simply state that the connection is flat:

$$F = dA + A \wedge A = 0.$$  \hfill (2.1)

We will now review some properties of the infinite-dimensional algebra $hs[\lambda]$, see \cite{22} or the recent \cite{9,23} for a more complete discussion. We label the $hs[\lambda]$ generators as $T^{\ell}_m$ with integer spin ($\ell \geq 1$) and mode ($|m| \leq \ell$) indices.$^2$ In order to deal with the Lie algebra $hs[\lambda]$ it is useful to add an “identity” element $T^0_0$ and consider the enlarged vector space $gl[\lambda] = \mathbb{C} \oplus hs[\lambda]$, where $\mathbb{C}$ corresponds to the component along $T^0_0$. The resulting vector space can be identified with a suitable quotient of the enveloping algebra of $sl(2)$ and therefore it is naturally an associative algebra. The product of two generators can be described as \cite{22}

$$T^i_m \star T^j_n = \frac{1}{2} \sum_{k=|i-j|}^{i+j} f_{\lambda} \begin{pmatrix} i & j \\ m & n \end{pmatrix} T^k_{m+n},$$ \hfill (2.2)

where the $f_{\lambda}$ are the structure constants given explicitly in Appendix A. The element $T^0_0$ plays the role of $\star$-identity. The Lie bracket is simply the $\star$-commutator

$$[ T^i_m , T^j_n ] \equiv T^i_m \star T^j_n - T^j_n \star T^i_m.$$ \hfill (2.3)
From the above considerations it follows that the Chern-Simons equations are formally invariant under finite gauge transformations of the form

\[ A \rightarrow g^{-1} \ast (A + d) \ast g, \] (2.4)

where \( g = e^v \) is the \( \ast \)-exponential of an element of \( hs[\lambda] \). We will in this work skirt around thorny questions such as for which linear combinations of the generators the \( \ast \)-exponential makes sense and if the resulting elements form a Lie group. We would like to point out however that the \( \ast \)-exponential is well-defined on a multiple of a projector \( P \) of the \( \ast \)-algebra satisfying \( P \ast P = P \), giving the result

\[ e^v \ast P = T_0^0 + (e^c - 1)P. \] (2.5)

This observation will play an important role in our construction of smooth solutions in Section 4.3.

Another important operation in the characterization of \( gl[\lambda] \) is the trace. For an element \( v \in gl[\lambda] \) it is defined to be proportional to the coefficient of \( T_0^0 \):

\[ \text{tr}\ v = \frac{6}{(\lambda^2 - 1)} v |_{T_0^\ell = 0 \text{ for } \ell > 0}. \] (2.6)

The normalisation is chosen such that \( \text{tr}(T_1^i T_{-1}^i) = -1 \). The definition of the trace gives a natural definition of the determinant of a \( \ast \)-exponential:

\[ \det e^v \ast = e^{\text{tr} v}. \] (2.7)

With this definition, if \( v \) belongs to \( hs[\lambda] \), the corresponding finite gauge transformation \( g = e^v \) has unit determinant.

The trace also induces an \( hs[\lambda] \)-invariant inner product \((u,v) = \text{tr}(u \ast v) \) [25], that allows to define a Chern-Simons action and for which the chosen basis \( \{T_\ell^m\} \) is orthogonal. For generic \( \lambda \) this inner product is nondegenerate, but when \( \lambda \) is equal to an integer \( N \) with \( N \neq -1, 0, 1 \) it degenerates:

\[ \text{tr}(T_i^m \ast T_j^\ell) = 0 \quad \text{for } i, j \geq N. \] (2.8)

This implies that an ideal appears, spanned by the generators \( T_\ell^m \) for \( \ell \geq N \). Quotienting by this ideal truncates to the algebra \( sl(N) \).

It will also be useful to have at our disposal a concrete representation of \( hs[\lambda] \) in terms of infinite matrices. A representation of \( hs[\lambda] \) (analogous to the defining representation of \( sl(N) \)) can be constructed from a representation of \( sl(2) \) with commutation relations

\[ [J_+, J_-] = 2J_0, \] (2.9)

\[ [J_0, J_\pm] = \mp J_\pm, \] (2.10)

\[ \text{for } i, j \geq N. \]

\[ \text{for } \ell \geq N. \]

\[ \text{for } i, j \geq N. \]
for which the quadratic Casimir takes the value
\[ C_2 = J_0^2 - \frac{1}{2}(J_+J_- + J_-J_+) = \frac{1}{4}(\lambda^2 - 1). \] (2.11)

For noninteger \( \lambda \), such a representation is necessarily infinite-dimensional. The basis elements \( T^\ell_m \) of \( gl[\lambda] \) are represented as elements of the enveloping algebra of this \( sl(2) \) (following the conventions of [22]):
\[ T^\ell_m = (-1)^{\ell-m} \frac{\ell!}{(2\ell)!} \left[ J_{\ell-\lambda}, \ldots, J_{\ell-\lambda}, [J_{\ell-\lambda}, (J_+)^{\ell}] \right]. \] (2.12)

Note that \( T^0_0 \) is the identity. The algebra \( hs[\lambda] \) is the subalgebra spanned by the generators \( T^\ell_m \) with \( \ell \geq 1 \), and can be seen as a continuation of the special linear algebra \( sl(N) \) to arbitrary \( N \).

As recalled e.g. in [9], for each non-integer \( \lambda \) there are two highest weight representations of \( sl(2) \) with highest weight \( \frac{1}{2}(\pm \lambda - 1) \). The corresponding conjugate representations are lowest weight representations with lowest weight \( \frac{1}{2}(\mp \lambda + 1) \). Each of these four representations can be used to build a faithful representation of \( hs[\lambda] \) through (2.12). Concretely, we will use the following infinite matrices as representatives for the \( sl(2) \) elements [26]:
\[ (J_\pm)_{jk} = \delta_{j,k+1}, \] (2.13)
\[ (J_0)_{jk} = \frac{1}{2}(\lambda + 1 - 2j) \delta_{j,k}, \] (2.15)

where the range of the indices is \( j, k = 1, 2, \ldots \). One easily checks that these satisfy (2.10) and (2.11), and that there is a highest weight vector of weight \( \frac{1}{2}(\lambda - 1) \). From (2.12) one obtains an explicit representation for the \( hs[\lambda] \) generators:
\[ (T^\ell_m)_{jk} = (-1)^{\ell-m} \sum_{n=0}^{\ell-m} \binom{\ell-m}{n} \frac{\ell!}{\ell \ell!} \left[ \ell - \lambda, \ldots, \ell - \lambda, [\ell - \lambda, (J_+)^{\ell}] \right]. \] (2.16)

where \([a]_k\) denotes the descending Pochhammer symbol
\[ [a]_k = a(a-1) \cdots (a-k+1), \quad \text{with } [a]_0 \equiv 1. \] (2.17)

From this expression, derived in Appendix A, one sees that the \( T^\ell_m \), viewed as infinite matrices, have some special properties. The nonzero elements \( (T^\ell_m)_{j,j-m} \) are \( m \) spaces removed from the main diagonal, and furthermore they are polynomial in \( j \). When \( \lambda \) is a natural number \( N \), the \( T^\ell_m \) have the block form
\[ T^\ell_m = \begin{pmatrix} \tau^\ell_m & 0 \\ * & * \end{pmatrix} \] (2.18)

where the \( \tau^\ell_m \) are the generators of \( gl(N) \) in the \( N \)-dimensional representation. This shows the appearance of the ideal mentioned earlier which is spanned by the generators \( T^\ell_m \) for \( \ell \geq N \). Quotienting by it corresponds to projecting onto the \( gl(N) \) generators \( \tau^\ell_m \).
Similar nice properties hold for finite linear combinations of the generators $T^\ell_m$. However for our purposes (namely the Drinfeld-Sokolov reduction of $h_s[\lambda]$) it will not suffice to consider only finite linear combinations of the $T^\ell_m$ but we shall need to allow also some well behaved infinite sums (see e.g. (3.2) below) as well as matrices where the polynomial property is violated in a finite number of rows (see e.g. (C.1)). A characterization of the resulting space of matrices was given in [26] which we will adhere to in this work. We will consider a matrix $v$ to belong to $gl[\lambda]$ if it satisfies the following properties:

(a) There exists a number $N$ such that $v_{j,k} = 0$ if $j > k + N$.
(b) The matrix elements along a diagonal, $v_{j,j+n}$ for some fixed $n$, become polynomial in $j$ for sufficiently large $j$.

The trace (2.6) of an element of $gl[\lambda]$ can also be computed in the matrix representation as follows [26]:

$$\text{tr} \, v = \frac{6}{\lambda(\lambda^2 - 1)} \lim_{N \to \infty} \sum_{j=1}^{N} v_{jj},$$

(2.19)

with the proviso that $N$ has to be taken large enough that the resulting polynomial in $N$ stabilizes. The property (b) ensures that such $N$ always exists so that (2.19) is an unambiguous definition. The trace (2.19) is normalized such that it agrees with the alternative definition (2.6) on products of the generators $T^\ell_m$. Moreover, the $\ast$-product (2.2) agrees with the matrix product, so that in the following we will often omit the $\ast$ symbol.

3 Boundary and smoothness conditions

The $hs[\lambda]$ Chern-Simons theory admits a vacuum solution describing global AdS$_3$ without higher spin fields. AdS$_3$ is topologically a solid cylinder, on which we choose a radial coordinate $\rho$ such that the boundary is at $\rho \to \infty$ and local complex coordinates $z, \bar{z}$ which parameterize a cylinder at surfaces of constant $\rho$. We will interpret the complex coordinate as $z \equiv \phi + it_E$ where $t_E$ is the Euclidean time and $\phi$ an angular coordinate with periodicity $\phi \sim \phi + 2\pi$. More generally, we are interested in smooth connections defined on the solid cylinder which approach the global AdS solution near the boundary. As explained in [7–9, 23], after imposing AdS boundary conditions and fixing the so-called “highest weight” gauge, the allowed flat connections are of the form

$$A = g^{-1}a(z)g \, dz + g^{-1}dg, \quad g = e^{\rho T^0_0},$$

(3.1)

$$a(z) = \alpha T^1_1 + \frac{12\pi}{c} \sum_{\ell=1}^{\infty} \frac{\alpha^{-\ell}}{N_{\ell}} W_{\ell+1}(z) T^\ell_{-\ell},$$

(3.2)

where $\alpha$ is an arbitrary real constant which can be absorbed in a shift of $\rho$, $c = \frac{3l}{\pi}$ is the Brown-Henneaux central charge, and the normalization constants are chosen to be $N_{\ell} = \text{tr} T^\ell_{\ell} T^{-\ell}_{-\ell}$. The allowed flat connections are characterized by holomorphic higher

\[5\text{The explicit expression is}

$$N_{\ell} = \frac{3 \cdot 4^{-\ell} \sqrt{\pi} \Gamma(\ell + 1)}{(\lambda^2 - 1)\Gamma(\ell + \frac{3}{2})} (1 - \lambda)_{\ell}(1 + \lambda)_{\ell},$$

}\]
spin currents $W_s(z)$, which can be expanded in Fourier modes:

$$W_s(z) = \frac{1}{2\pi} \sum \left( W_n^s - \frac{c}{24} \delta_{s,2} \delta_{n,0} \right) e^{-inz}.$$  (3.3)

It was shown in [9, 23] that under Poisson brackets the modes $W_n^s$ generate the classical $W^\infty_\lambda$ algebra with central charge $c$. We also remark that the connection with all $W_n^s = 0$ describes the global AdS vacuum.

We are interested in solutions preserving time-translation and rotational invariance, and will therefore restrict to gauge fields where only the zero modes $W_0^s$ are allowed to be different from zero, in other words where $a$ is a constant element of $\mathfrak{hs}[\lambda]$. In what follows we will also present solutions written down in a different gauge than the highest weight gauge (3.2). To read off charges in more general gauges, we need invariant expressions. For example, one can check from (3.2) that, for constant $a$, the energy and spin 3 charge are given by

$$h \equiv W_0^2 = \frac{c}{12} \left( \text{tr}(a^2) + \frac{1}{2} \right),$$  (3.4)

$$W_0^3 = \frac{c}{18} \text{tr}(a^3).$$  (3.5)

The relation between higher spin charges and trace invariants can be extended recursively to arbitrary high spin using the identities (4.49) in [23]. One useful property is that sending $a \to -a$ is equivalent to changing the sign of all the odd charges $W_n^{2t+1}$. This is because (3.2) implies the identity

$$-a_{\{W_0^{2t}, -W_0^{2t+1}\}} = e^{i\pi T_0^1} a_{\{W_0^{2t}, W_0^{2t+1}\}} e^{-i\pi T_0^1}.$$  (3.6)

Next we review the condition imposed on the Chern-Simons gauge field by requiring it to be smooth [16]. Recall that in our parameterization the $\phi$-circle is contractible, hence the requirement that the gauge field is smooth imposes that its holonomy $H$ along the $\phi$-cycle is a trivial gauge transformation. Here, trivial means that it acts trivially on all gauge fields, i.e. $HT_m^\ell H^{-1} = T_m^\ell$ for all $\ell, m$. Schur’s lemma implies that $H$ should be proportional to the unit element

$$H = e^{2\pi a} = e^{i\varphi_0} T_0^0,$$  (3.7)

for some (a priori complex) number $\varphi_0$.

## 4 Conical solutions from $\star$-projectors

We now turn to the construction of smooth solutions in the $\mathfrak{hs}[\lambda]$ Chern-Simons theory. We will not construct our solutions in the highest weight gauge (3.2) but rather in a gauge where the connection $a$ is a linear combination of the zero modes $T_0^0$ only. This is the most

---

6The procedure of constructing the Poisson brackets on the reduced phase space of asymptotically AdS connections is mathematically equivalent to the classical Drinfeld-Sokolov reduction [27] of $\mathfrak{hs}[\lambda]$. 

---

where $(x)_n = \Gamma(x+n)/\Gamma(x)$ is the ascending Pochhammer symbol. In particular, we have $N_1 = -1$. 

---

---
convenient gauge to compute ⋆-exponentials of \( a \) and verify (3.7) since, as we will see below, \( a \) can be written as a combination of commuting projection operators or, equivalently, \( a \) is diagonal in the matrix representation introduced in Section 2. From the discussion in the previous sections, the sought-for diagonal gauge connections must satisfy the following requirements:

1. They are smooth, i.e. they satisfy (3.7).

2. They can be brought to the highest weight gauge expression (3.2) by a nonsingular gauge transformation.

3. When viewed as infinite matrices, they belong to the class discussed in Section 2. In the diagonal gauge this means that the condition (b) must be satisfied on the main diagonal.

Of these conditions, 2 is the most difficult to verify, since it involves checking invertibility of an infinite matrix. One can however derive necessary conditions for 2 to hold, which we do in Appendix C. Therefore, in practice we will replace condition 2 with

2' All eigenvalues of the diagonal connections are distinct and, for \( \lambda \) non-integer, different from zero (see Appendix C). Furthermore, 2 is satisfied when \( \lambda \) is taken to be an integer \( N \) (for \( N \) sufficiently large, in a sense to be discussed below, in particular above (4.14)).

We will now construct the most general diagonal gauge connection that satisfies the requirements 1, 2’ and 3. As we shall see, the simplest class of such solutions is specified by a Young diagram, and these are the natural generalizations to \( hs[\lambda] \) of the \( sl(N) \) conical solutions constructed in [16].

First we address the requirement 1. Instead of expanding in the standard basis \( \{ T_0^\ell \} \), it will be useful to expand in a different basis for the diagonal gauge, namely the operators \( \{ P_j \} \) which, in the matrix representation, are simply

\[
(P_j)_{kl} = \delta_{jk} \delta_{jl}.
\]  (4.1)

The main advantage of the new basis is that the \( P_j \) are mutually commuting ⋆-algebra projectors:

\[
P_j P_k = P_j \delta_{jk}.
\]  (4.2)

This property is of course most easily verified in the matrix representation. Their trace, using (2.19) is\(^7\)

\[
\text{tr} \, P_j = \frac{6}{\lambda(\lambda^2 - 1)}.
\]  (4.3)

The most general \( hs[\lambda] \) element in the diagonal gauge can then be expanded as

\[
a = -i \sum_j m_j P_j + \frac{\lambda^2 - 1}{6} i \text{ tr} \left( \sum_j m_j P_j \right) T_0^0
\]  (4.4)

\(^7\) Although the trace is distributive over a finite combination of \( P_j \)’s, we should warn the reader that this is not the case for infinite sums of \( P_j \)’s. For example, one has \( \text{tr} \sum_{j=1}^\infty j^r P_j = \frac{6}{\lambda(\lambda^2 - 1)} H_n^{(r)} \), where \( H_n^{(r)} \) are the harmonic numbers.
where the second term is needed to ensure that $a$ is traceless and hence belongs to $h s[\lambda]$. Note that, from the relations $\sum_j P_j = T_0^0$, $\text{tr} T_0^0 = 6/(\lambda^2 - 1)$, the coefficients $m_j$ are only determined up to an overall shift $m_j \to m_j + \alpha$ which leaves $a$ invariant. We can now exponentiate (4.4) using (4.2) and (2.5), to obtain

$$e^{2\pi a} = e^{2\pi \frac{\lambda^2 - 1}{6} i \text{tr}(\sum_j m_j P_j)} \left( T_0^0 + \sum_j (e^{-2\pi i m_j} - 1) P_j \right).$$

(4.5)

This is proportional to the identity $T_0^0$ if and only if, up to the overall shift freedom discussed above, the $m_j$ are integers. This conclusion could of course also be reached by using the matrix representation (4.1). We shall in what follows partially fix the shift freedom so that the $m_j$ are integers. This still leaves the freedom to shift all the $m_j$ by an overall integer. The connection then satisfies the trivial holonomy condition (3.7) with $\varphi_0 = 2\pi \frac{\lambda^2 - 1}{6} \text{tr}(\sum_j m_j P_j)$.

Now we turn to the further conditions imposed by requirements 2' and 3. As discussed in Appendix C, 2' imposes that all the $m_j$ are distinct and that, for $\lambda$ non-integer, the ‘eigenvalues’ $m_j - \frac{\lambda^2 - 1}{6} \text{tr}(\sum_j m_j P_j)$ are different from zero. Condition 3 imposes that, for $j$ sufficiently large, the $m_j$ are given by a polynomial in $j$. The latter requirement implies that the $m_j$ are bounded, either from above or below. Indeed, because the $m_j$ become polynomial for large $j$, depending on the sign of the coefficient of the highest power of $j$, there must exist an integer $M$ such that the $m_j$ are either monotonically decreasing or increasing for $j > M$. In the first case the $m_j$ are bounded above by $\sup \{m_j\}_{j \leq M}$ and in the second case they are bounded below by $\inf \{m_j\}_{j \leq M}$.

Let’s first consider the case where the integers $m_j$ are bounded from above. By performing a gauge transformation which permutes only the first $M$ eigenvalues, which can be achieved by embedding the appropriate $s l(M)$ Lie algebra element in $h s[\lambda]$, we can arrange for the $m_j$ to form a strictly ordered set

$$m_1 > m_2 > \ldots$$

(4.6)

We then define new integers $s_j$

$$s_j = m_j + j$$

(4.7)

which form an ordered set:

$$s_1 \geq s_2 \geq \ldots$$

(4.8)

Substituting (4.7) into (4.4) and using the expression for $T_0^1 \equiv J_0$ in (2.15) gives

$$a = -i \sum_j s_j P_j + \frac{\lambda^2 - 1}{6} i \text{tr} \left( \sum_j s_j P_j \right) T_0^0 - i T_0^1.$$ 

(4.9)

The condition 3 requires that the $s_j$ become polynomial in $j$ for sufficiently large $j$. The simplest class of solutions, which will have a natural interpretation in the dual CFT, is where this polynomial is simply a constant integer $S$. The $s_j$ are then equivalent, upon performing an overall shift by $S$, to the positive natural numbers

$$r_j = s_j - S.$$ 

(4.10)
Since the $r_j$ are decreasing and become zero for sufficiently large $j$, they define a Young diagram $\Lambda$ with a finite number of boxes, containing $r_j$ boxes in the $j$-th row. In summary we have constructed a subclass of smooth solutions in one-to-one correspondence with Young diagrams $\Lambda$ given by

$$a_\Lambda = -i \sum_j r_j P_j + \frac{iB}{\lambda} T_0^0 - iT_0^1$$  \hspace{1cm} (4.11)

where $B$ denotes the total number of boxes in $\Lambda$ and we have used (4.3).

We still have to verify the part of the condition 2' which imposes that, for $\lambda$ non-integer, none of the eigenvalues are zero. For a given Young diagram this happens for a discrete set of values of $\lambda$, however the range $0 < \lambda < 1$ is special: for $\lambda$ in this range the eigenvalues are always nonzero.\footnote{Since the eigenvalues are $-i(r_j - j - B/\lambda + (\lambda + 1)/2)$, a possible zero eigenvalue occurs at $\lambda = \frac{1}{2}(2j - r_j) - 1 \pm \sqrt{[2(2j - r_j) - 1]^2 + 8\lambda B}$. The value $\lambda_-$ is always negative, while $\lambda_+ \geq 1$. To show the latter inequality, we use that when $j - r_j > 0$ we have $\lambda_+ \geq 2(j - r_j) - 1 \geq 1$, while for $j - r_j \leq 0$ we use that from $B > r_j - j$ it follows that $8B > 2[2(j - r_j) - 1] + 1$.}

This is also the range of $\lambda$ where the asymptotic symmetry algebra governing the Vasiliev theory is the same as the one governing the Gaberdiel-Gopakumar-'t Hooft limit of the $W_N$ minimal models. We will discuss this in more detail in Section 6.

Likewise, one can analyze the class of solutions where the $\{m_j\}$ are bounded from below. In this case we can apply the steps of the previous paragraphs to the connection $-a$. Hence to every Young diagram $\Lambda$ we can associate a second smooth solution, namely

$$a_{\overline{\Lambda}} = -a_\Lambda = i \sum_j r_j P_j - \frac{iB}{\lambda} T_0^0 + iT_0^1.$$  \hspace{1cm} (4.12)

From the remark above (3.6) we infer that $a_{\overline{\Lambda}}$ has the same even spin charges as $a_\Lambda$ but that their odd spin charges have opposite signs.

Let’s take a closer look at the sign of the energy of the solutions (4.11), (4.12). The explicit expression for the energy is, from (3.4),

$$h(a_\Lambda) = -B^2 - \lambda^2 B + \lambda \sum_j (c_j^2 - r_j^2) \frac{c}{2\lambda^2(1 - \lambda^2)}$$  \hspace{1cm} (4.13)

where $r_j(c_j)$ denotes the number of boxes in the $j$-th row (column) and $B$ is the total number of boxes in $\Lambda$. Let’s first consider the regime $|\lambda| > 1$. There are then solutions for which the energy is positive: it suffices to take $B > \lambda^2$ and $\sum_j c_j^2 > \sum_j r_j^2$. This should be compared to the the $sl(N)$ case, where all the conical solutions have negative energy. Once again the range $|\lambda| \leq 1$ is special: the energy is always negative there, since the expression between brackets in (4.13) is positive. This can be seen by using the inequality $B^2 \geq \sum_j r_j^2 + 2B$ for $0 \leq \lambda \leq 1$ and the inequality $B^2 \geq \sum_j c_j^2 + 2B$ for $-1 \leq \lambda \leq 0$.

We conclude the discussion of the solutions (4.11), (4.12) with the important remark that they are natural continuations of the conical $sl(N)$ solutions of [16]. When $\lambda$ is taken to be a positive integer $N$ larger than the number of rows in $\Lambda$, projecting $a_\Lambda$ and $a_{\overline{\Lambda}}$ to
the first $N \times N$ block gives the $sl(N)$ matrices

$$
(b_\Lambda)_{jk} = -i \left( r_j - \frac{B}{N} + \frac{N + 1}{2} - j \right) \delta_{jk}; \quad b_{\Lambda} = -b_\Lambda \quad j, k = 1, \ldots, N
$$

(4.14)

which are precisely the $sl(N)$ conical solutions constructed in [16]. Furthermore, (2.19) implies that all trace invariants of $a_\Lambda$ are continuations of those of $b_\Lambda$

$$
\text{tr}(a_\Lambda)^n = \lim_{N \to \lambda} \text{tr}_N(b_\Lambda)^n
$$

(4.15)

(and similarly for the trace invariants of $a_\bar{\Lambda}$ and $b_\bar{\Lambda}$), where $\text{tr}_N$ is the $N \times N$ matrix trace in the normalization convention $\text{tr}_N b = \frac{6}{N(N^2 - 1)} \sum_{i=1}^N b_{ii}$. This property, implies that the classical $W$-charges $W^s_0$ of the $hs[\lambda]$ connections $a_\Lambda$ are continuations of those of the $sl(N)$ connections $b_\Lambda$ (provided that $N$ is larger than $B$), and likewise for the $a_\bar{\Lambda}$.

The solutions (4.11), (4.12) constitute only the simplest class of solutions obeying 1, 2', 3. We now comment briefly on the more general solutions, which take the form (4.9) where the $s_j$ become a non-constant polynomial in $j$ at large $j$. It will be interesting to see if these more general solutions also play a role in the higher spin/minimal model CFT correspondence. Let’s give a simple example in this more general class, which was considered before in [28]. Let’s take

$$
s_j = -nj.
$$

(4.16)

for some integer $n$. The corresponding Chern-Simons connection is

$$
a_n = -i(n + 1) T^1_0.
$$

(4.17)

For these solutions we can construct the explicit gauge transformation $g$ which brings them to the highest weight gauge (3.2):

$$
a_n = \frac{n + 1}{2} g \left( T^1_1 + T^-_1 \right) g^{-1} \quad \text{with} \quad g = e^{-i\frac{\pi}{4} (T^1_1 - T^-_1)}.
$$

(4.18)

From this and (5.1), (5.2) we read off the energy and the higher spin charges:

$$
W^2_0 = -\frac{c}{24} n(n + 2),
$$

(4.19)

$$
W^s_0 = 0 \quad s > 2.
$$

(4.20)

These solutions satisfy (3.7) with $\varphi_0 = \pi(1 - \lambda)(n + 1)$. For example, for $\lambda = \frac{1}{2}$ the central elements $e^{2\pi a_n}$ form the group $\mathbb{Z}_4$ [28].

5 Identification with primaries of $W_\infty[\lambda]$

As we recalled above, the asymptotic symmetry algebra of the Vasiliev theory is the classical algebra $W^\infty_\infty[\lambda]$ which arose from the classical Drinfeld-Sokolov reduction of $hs[\lambda]$. The quantum theory is expected to be governed by the quantum $W_\infty[\lambda]$ algebra which arises as the quantum Drinfeld-Sokolov reduction of $hs[\lambda]$. This property lies at the core of the
proposed AdS/CFT duality between 3D higher spin theories and 2D conformal theories with $W_\infty[\lambda]$ symmetry [3, 9, 29]. In this section we will propose an identification of the conical solutions constructed in the previous section with specific primaries of $W_\infty[\lambda]$. As was explained in [29], a class of interesting degenerate representations of $W_\infty[\lambda]$ can be obtained as continuations in $N$ of the well-studied degenerate representations of the $W_N$ algebra. This is because $W_\infty[N]$ becomes equivalent to the $W_N$ algebra after quotienting out a suitable ideal. The degenerate representations of the $W_N$ minimal model at level $k$ are described by two Young diagrams with at most $N$ rows and at most $k$ and $k+1$ columns respectively. For any two Young diagrams $\Lambda^+$ and $\Lambda^-$ with a finite number of boxes, there is a primary $(\Lambda^+, \Lambda^-)$ belonging to the $W_N$ minimal model spectrum for sufficiently large values of $N$ and $k$. Under analytic continuation $N \to \lambda$ at fixed value of the central charge $c$, we obtain a primary of $W_\infty[\lambda]$, which we will denote by $(\Lambda^+, \Lambda^-)_\lambda$, whose higher spin charges are continuations of those of the $W_N$ primaries. For example, the energy and spin 3 charge can be expressed as (see e.g. [30])

$$h(\Lambda^+, \Lambda^-)_\lambda = \lim_{N \to \lambda} \frac{1}{2} \sum_{j=1}^{N} (\theta_j)^2 + \frac{c - \lambda + 1}{24}$$

$$W_0^3(\Lambda^+, \Lambda^-)_\lambda = \lim_{N \to \lambda} \frac{7}{3} \sum_{j=1}^{N} (\theta_j)^3$$

with the proviso that the upper limit $N$ of the sum should be taken to be larger than the number of rows in $\Lambda^+$ and $\Lambda^-$. The quantities appearing in these expressions are defined as follows. We have introduced an infinite-dimensional vector $\theta$ constructed from the Young diagram data:

$$\theta_j = \alpha_+ \left( r_j^+ - \frac{B^+}{\lambda} + \frac{\lambda + 1}{2} - j \right) + \alpha_- \left( r_j^- - \frac{B^-}{\lambda} + \frac{\lambda + 1}{2} - j \right),$$

$$\alpha_+ = \sqrt{\frac{\lambda + k + 1}{\lambda + k}}, \quad \alpha_- = -\sqrt{\frac{\lambda + k}{\lambda + k + 1}},$$

where the ‘level’ $k$ should be seen as a function of $\lambda$ and $c$ such that

$$c = (\lambda - 1) \left( 1 - \frac{\lambda(\lambda + 1)}{(\lambda + k)(\lambda + k + 1)} \right).$$

There are two roots of this equation, and in what follows we will choose the root

$$k(\lambda, c) = -\lambda - \frac{1}{2} \left( 1 - \sqrt{1 + \frac{4\lambda(1 - \lambda^2)}{c + 1 - \lambda}} \right).$$

Note that $W_\infty[\lambda]$ also has representations which don’t arise as continuations from $W_N$, because they are not compatible with the quotienting procedure for any $N$ [29]. We will not consider those here.

This continuation is well-defined since the charges are polynomial in $N$ multiplied by powers of the quantities $\alpha_+$ defined in (5.4), which admit a continuation in $\lambda$ as well.

Choosing the other root, as was done e.g. in the conventions of [31], interchanges the role of $\Lambda^+$ and $\Lambda^-$. 


Finally, $\gamma$ is a normalization constant ensuring that the spin 3 modes are normalized in the same way as the classical spin 3 charges in (3.2).\footnote{The explicit expression is $\gamma = -\sqrt{\frac{\lambda(\lambda+2)(\lambda^2-1)}{(c-1)(c+2)\lambda^2}}$.}

Agreement with the classical Vasiliev theory is expected only upon taking the classical large $c$ limit, while keeping $\lambda$ fixed. For the $\lambda = N$ case this is known as the semiclassical limit [29], and we will also call it that in the present context. In this limit, $\alpha_+ \text{ and } \alpha_-$ are proportional to $c^{1/2} \text{ and } c^{-1/2}$ respectively, so that the contribution to the charges at leading order in $c$ depends only on $\Lambda^+$. The energy and spin 3 charge behave as

$$h(\Lambda^+ , \Lambda^-)_{\lambda} = \frac{c}{2\lambda(1-\lambda^2)} \lim_{N \to \lambda} \sum_{j=1}^{N} \left( r_j^+ - \frac{B^+}{\lambda} + \frac{\lambda + 1}{2} - j \right)^2 + \frac{c}{24} + \mathcal{O}(1)$$

$$= \frac{c}{12} \left( \text{tr}(a_{\Lambda^+}^2) + \frac{1}{2} \right) + \mathcal{O}(1) \quad (5.7)$$

$$W_{0}^3(\Lambda^+ , \Lambda^-)_{\lambda} = \frac{ic}{3\lambda(1-\lambda^2)} \lim_{N \to \lambda} \sum_{j=1}^{N} \left( r_j^+ - \frac{B^+}{\lambda} + \frac{\lambda + 1}{2} - j \right)^3 + \mathcal{O}(1)$$

$$= \frac{c}{18} \text{tr}(a_{\Lambda^+}^3) + \mathcal{O}(1) \quad (5.8)$$

where we have used (2.19), (4.11). Comparing with (3.5), we see that the order $c$ part of these charges agrees with the classical charges of the conical solution $a_{\Lambda^+}$ of (4.11), based on the Young tableau $\Lambda^+$. Furthermore, it is expected that for $\lambda = N$ the agreement between the classical charges of the $sl(N)$ conical solutions and quantum higher spin charges of $W_N$ primaries established in [16] extends to all higher spin charges. If this is the case, then the same agreement will hold for the classical charges of our $hs[\lambda]$ solutions and the higher spin charges of $\mathcal{W}_{\infty}[\lambda]$ primaries because, as we have argued, both sides are obtained by continuation in $N$. Further evidence for the CFT interpretation of the $sl(N)$ conical solutions comes from the matching of four-point functions [32], which seems likely to be amenable to the present $hs[\lambda]$ context.

Note that from comparing only the charges, any primary $(\Lambda^+ , \Lambda^-)$ could correspond to the conical solution $a_{\Lambda^+}$, since $\Lambda^-$ does not affect the order $c$ part of the charges. However, for integer $\lambda$ it was argued in [31] from comparing the classical symmetries of the conical solutions with the behavior of null states at large $c$, that the correct choice is $\Lambda^- = 0$. In conclusion, we have argued that the conical solution $a_{\Lambda}$ constructed from the Young tableau $\Lambda$ is to be identified with the primary $(\Lambda, 0)_\lambda$ in the semiclassical limit.

So far we started from $W_N$ primaries obtained from Young diagrams with a finite number of boxes, but we could also have considered Young diagrams with a finite number of antiboxes, i.e. diagrams $\overline{\Lambda}$ conjugate to diagrams $\Lambda$ with a finite number of boxes. The primaries $(\overline{\Lambda}, 0)_\lambda$ obtained in this way have the same even spin charges as $(\Lambda, 0)_\lambda$ but have opposite odd spin charges. This leads us to identify the $(\overline{\Lambda}, 0)_\lambda$ primaries with the smooth solutions $a_{\overline{\Lambda}}$ of (4.12).
We will now briefly discuss how the AdS/CFT dictionary between the Vasiliev theory and $\mathcal{W}_\infty[\lambda]$ conformal field theory in the semiclassical limit extends when matter is included, and comment on how this relates to the ’t Hooft limit of the $W_N$ CFT’s in the duality proposal of [3].

Let’s consider the Vasiliev theory in the regime $0 \leq \lambda \leq 1$. We have in this note constructed conical solutions $a_{\Lambda^+}$, and have argued that they are to be identified with the primaries $(\Lambda^+, 0)_\lambda$ of $\mathcal{W}_\infty[\lambda]$ in the semiclassical limit where $c$ is taken large at fixed $\lambda$. As we saw above, except for the global AdS solution corresponding to the vacuum $(0, 0)_\lambda$, these primaries have negative energy in this limit, and describe nonunitary representations of $\mathcal{W}_\infty[\lambda]$ at large $c$. The basic Vasiliev system also contains a massive complex scalar which, with appropriate boundary conditions and expanded around the AdS background, was argued [3] to correspond to the primary $(0, \Box)_\lambda$ (and it’s complex conjugate to correspond to $(0, \Box)_\lambda$). Multiparticle excitations of the scalar then build up the primaries of the form $(0, \Lambda^-)_\lambda$. Similarly, when expanded around a conical background $a_{\Lambda^+}$, an extension of the arguments in [31] suggests that single- and multiparticle states of the scalar describe the primaries $(\Lambda^+, \Lambda^-)_\lambda$. Note that, in the regime $0 \leq \lambda \leq 1$, these states have positive energy above the conical background, see (B.3). In this way the Vasiliev theory with AdS boundary conditions appears to capture all $(\Lambda^+, \Lambda^-)_\lambda$ primaries of $\mathcal{W}_\infty[\lambda]$, including those of the form $(\Lambda, \Lambda)_\lambda$, albeit in a nonunitary large $c$ limit.

Now let us discuss how this information relates to the Gaberdiel-Gopakumar-’t Hooft limit of the $W_N$ minimal models, which governs the CFT of the holographic duality proposal of [3].\(^\text{13}\) We define the ’t Hooft coupling $\lambda_H$ as

$$\lambda_H(\lambda, c) = \frac{\lambda}{\lambda + k(\lambda, c)}$$

with $k(\lambda, c)$ given in (5.6). This can be inverted as

$$\lambda(\lambda_H, c) = \frac{\lambda_H}{\lambda_H + k(\lambda_H, c)}.$$  

In the semiclassical limit, we follow the spectrum of primaries $(\Lambda^+, \Lambda^-)_\lambda$ when taking $c$ to be large while keeping $\lambda$ fixed and in the range $0 \leq \lambda \leq 1$. In this limit the energy of the primaries $(\Lambda^+, \Lambda^-)_\lambda$ behaves as in (B.2,B.3). Alternatively, we can consider the Gaberdiel-Gopakumar-’t Hooft limit where we follow the primaries $(\Lambda^+, \Lambda^-)_{\lambda(\lambda_H, c)}$, expressed now in terms of the ’t Hooft coupling using (6.2), when taking $c$ to be large while keeping $\lambda_H$ fixed and in the range $0 \leq \lambda_H \leq 1$. In this limit we find that the energies of the primaries are (B.4) which agrees with standard expression in the Gaberdiel-Gopakumar-’t Hooft limit of the $W_N$ minimal models (see e.g. (3.23) in [33]). All energies are positive in this limit, with the states $(\Lambda, \Lambda)_{\lambda(\lambda_H, c)}$ becoming light.

Hence we see that, although the Vasiliev theory with AdS boundary conditions captures all states of the proposed dual CFT, it does so in classical limit which is different from the

---

\(^\text{13}\)We would like to thank R. Gopakumar and S. Minwalla for an illuminating discussion on this issue.
unitary 't Hooft limit. These two classical limits are in a sense strong-weak dual since we see from (6.1), (6.2) that in the semiclassical limit where $\lambda$ is kept fixed, the 't Hooft coupling $\lambda_H$ becomes large and vice versa. We stress that in principle, any quantity computed in the semiclassical limit can be related to the analogous quantity computed in the 't Hooft limit and vice versa by making the substitutions (6.1), (6.2) (as we illustrated for computation of the energies in Appendix B), but that this requires the knowledge of the full set of $1/c$ quantum corrections.

Let us also comment on the importance of the triality symmetry of the $W_\infty[\lambda]$ algebra for understanding why the two limits described above possess the same symmetry. Indeed, the semiclassical limit is governed by $W_\infty[\lambda]$ while the 't Hooft limit naively seems to correspond to $W_\infty[\infty]$. There is however a nontrivial 'triality' isomorphism between $W_\infty[\lambda]$ algebras [29], namely

$$W_\infty[\lambda] \simeq W_\infty[\lambda + k(\lambda, c)].$$

(6.3)

This guarantees that, for any value of $c$, the states $(\Lambda^+, \Lambda^-)_{\lambda}$ and $(\Lambda^+, \Lambda^-)_{\lambda + k(\lambda, c)}$ are primaries of the same symmetry algebra $W_\infty[\lambda]$. Some of the representations of $W_\infty[\lambda]$ obtained in this way are in fact equivalent: it was argued in [34] that $(0, (\Lambda^-)^T)_{\lambda} \simeq (0, \Lambda^-)_{\lambda + k(\lambda, c)}$, where $\Lambda^T$ denotes the transpose of the Young diagram $\Lambda$, and one can check from (B.1) that these have indeed the same energy. The representations $(\Lambda^+, 0)_{\lambda}$ and $(\Lambda^+, 0)_{\lambda + k(\lambda, c)}$ however are inequivalent, since we have seen that they have different energies at large $c$. They are related by the interpolation procedure discussed above, and it is intriguing that this exchanges perturbative scalar quanta in one large $c$ limit with conical solutions in the other limit. Let us illustrate these remarks in the example of the simplest representations corresponding to Young diagrams with only one box. There are three inequivalent such representations whose energies behave in the large $c$ limit as

$$h(0, \Box)_{\lambda} = h(0, \Box)_{\lambda + k(\lambda, c)} = \frac{1}{2}(1 - \lambda) + O(1/c),$$

(6.4)

$$h(\Box, 0)_{\lambda} = -\frac{c}{2\lambda^2} + O(1),$$

(6.5)

$$h(\Box, 0)_{\lambda + k(\lambda, c)} = \frac{1}{2}(1 + \lambda) + O(1/c).$$

(6.6)

This agrees with the direct analysis of the simplest $W_\infty[\lambda]$ representations from the structure of the algebra in [29].

The fact that in our current setup the bulk and CFT computations give results in different regimes of the 't Hooft coupling is similar to what happens in other examples of holographic duality, but the fact that the large $\lambda_H$ regime where the Vasiliev theory makes predictions is nonunitary is somewhat unsatisfying. Therefore an interesting complementary approach to the one adopted in this work is to construct a bulk higher spin theory which directly captures the unitary 't Hooft limit of the minimal models [35]. This involves extending the Vasiliev theory with new fields which are dual to those light states $(\Lambda, \Lambda)_{\lambda + k(\lambda, c)}$ which should be viewed as single trace operators [33, 36]. From the previous comments one would expect that such a theory describes, in a sense, a strong-weak 't Hooft coupling dual of the Vasiliev theory with AdS boundary conditions.
In this work we have considered smooth solutions of the Vasiliev theory defined on a solid cylinder, where Euclidean time is noncompact. Since our solutions were time-translation and rotation invariant, we can make an extra periodic identification and consider the same solutions on the solid torus where time runs along the non-contractible cycle. These solutions are still smooth, since the holonomy condition (3.7) ensures that there is no singularity at the locus where the contractible \(\phi\)-circle pinches off. They are expected to contribute to a thermal partition function (without higher spin chemical potentials turned on) in addition to the standard thermal AdS solution. Similarly, by making the standard coordinate transformation in the bulk which reduces to a modular transformation on the boundary, we can construct solutions on the solid torus where the time circle is now contractible. These ‘conical BTZ’ solutions are smooth, the holonomy condition ensuring that there is no singularity at the locus where the time-circle pinches off, and are again expected to contribute to a thermal partition without higher spin chemical potentials in addition to the usual BTZ black hole. They lie on extra thermodynamic branches which exist in higher spin gravity, discussed first for the special case \(\lambda = 3\) in [37], in the limit that the chemical potentials for the higher spin fields are switched off. It will be interesting to see if this wealth of thermal solutions in the Vasiliev theory is a bulk manifestation of the observed absence of a Hawking-Page transition in the ’t Hooft limit of the thermal partition function of the \(W_N\) minimal models [38–41].
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A Properties of the \(hs[\lambda]\) algebra

The infinite-dimensional Lie algebra \(hs[\lambda]\) is often described by exhibiting its structure constants, as we do in (2.2).\(^{14}\) One can express the structure constants \(f_\lambda\) appearing there in terms of those proposed in [22] as

\[
f_\lambda \left( \begin{array}{c|cc} i & j & k \\ m & n & m+n \end{array} \right) = 4^{-(i+j-k-1)} g^{i-1,j-1}(m, n; \lambda),
\]

\(^{14}\)An alternative presentation in terms of spinorial oscillator is discussed e.g. in [25].
where

\[ g_{i,j}^{k}(m, n; \lambda) = \frac{1}{2(k+1)!} \phi_{k}^{i,j}(\lambda) N_{k}^{i,j}(m, n), \]  

(A.2)

\[ N_{k}^{i,j}(m, n) = \sum_{p=1}^{k+1} (-1)^{p} \binom{k+1}{p} (2i + 2k - p) \Gamma_{k-p+1}[i+m] \Gamma_{k-p+1}[j+n] p, \]  

(A.3)

\[ \phi_{k}^{i,j}(\lambda) = \sum_{p=0}^{\lfloor k \rfloor} \prod_{q=1}^{p} \left( \binom{2q-3}{2q-1} - 4(\lambda^2 - 1)(k-2q+3)(k/2-q+1) \right) \binom{2i}{2j} \binom{2i+2j-2k+2q+3}{2j}. \]  

(A.4)

Here \( \lfloor k \rfloor \) denotes the integer part of \( k \), while \( (a)_n \) and \( [a]_n \) denote respectively the ascending and descending Pochhammer symbols,

\[ (a)_n = a(a+1) \ldots (a+n-1), \]  

(A.5)

\[ [a]_n = a(a-1) \ldots (a-n+1). \]  

(A.6)

However, as we discussed in Section 2, for our goals we find it more appropriate to deal with an explicit matrix representation of \( \text{hs}[\lambda] \), to be embedded in the larger \( gl[\lambda] \) space according to [26]. More concretely, one can obtain a faithful representation of \( \text{hs}[\lambda] \) working with operators acting on a base \( v_i \) with \( i \geq 0 \) as in (2.16):

\[ T_{m} \ell v_i = (-1)^{\ell-m} \sum_{k=0}^{\ell-m} \binom{\ell-m}{k} (\ell-\lambda)_{\ell-k} \binom{\ell}{2\ell} [i]_{\ell-m-k} v_{i+m}. \]  

(A.7)

This expression implies \( T_{m} \ell v_i = (J_+)^\ell v_i = v_{i+\ell} \). As a result, to prove its validity one has only to verify the recursion relation (2.12). This amounts to check that \( T_{m} \ell \) satisfies

\[ [J_-, T_{m} \ell] = -(l+m) T_{m-1} \ell, \]  

(A.8)

i.e. that it transforms as a primary state of weight \( \ell \) with respect to the \( sl(2) \) subalgebra. The advantages of expressing the polynomials in the “matrix” label \( i \) in terms of Pochhammer symbols can be appreciated by noticing that any expression of the form

\[ T_{m} \ell v_i = (-1)^{\ell-m} \sum_{k=0}^{\ell-m} \binom{\ell-m}{k} a_k(\ell, \lambda) [i]_{\ell-m-k} v_{i+m} \]  

(A.9)

satisfies the other relevant \( sl(2) \) commutation relation

\[ [J_+, T_{m} \ell] = (\ell-m) T_{m+1} \ell. \]  

(A.10)

In fact

\[ [J_+, T_{m} \ell] v_i = (-1)^{\ell-m} \sum_{k=0}^{\ell-m-1} \binom{\ell-m}{k} a_k(\ell, \lambda) \left( [i]_{\ell-m-k} - [i+1]_{\ell-m-k} \right) v_{i+m+1}, \]  

(A.11)
and the identity

\[ [i]_{\ell-m-k} - [i + 1]_{\ell-m-k} = - (\ell - m - k) [i]_{\ell-(m+1)-k} \]  

(A.12)

shifts the value of \( m \) also in the binomial coefficient. In a similar fashion one can show that (A.7) satisfies (A.8) because

\[
(-1)^{\ell-m} [J_-, T^\ell_m] v_i \\
= \sum_{k=0}^{\ell-m} \binom{\ell - m}{k} \frac{[\ell]_{k}[\ell - \lambda]_{k}}{[2\ell]_{k}} \left\{ (i + m)(i - \lambda - m)[i]_{\ell-m-k} - i(i - \lambda)[i - 1]_{\ell-m-k} \right\} v_{i+m-1} \\
= \sum_{k=0}^{\ell-m} \binom{\ell - m}{k} \frac{[\ell]_{k}[\ell - \lambda]_{k}}{[2\ell]_{k}} \left\{ (\ell + m - k)[i]_{\ell-m-k+1} + (\ell - k)(\ell - \lambda - k)[i]_{\ell-m-k} \right\} v_{i+m-1} \\
= (\ell + m) \sum_{k=0}^{\ell-m+1} \binom{\ell - m + 1}{k} \frac{[\ell]_{k}[\ell - \lambda]_{k}}{[2\ell]_{k}} [i]_{\ell-(m-1)-k} v_{i+m-1} \\
= (\ell + m) \sum_{k=0}^{\ell-m+1} \binom{\ell - m + 1}{k} \frac{[\ell]_{k}[\ell - \lambda]_{k}}{[2\ell]_{k}} [i]_{\ell-(m-1)-k} v_{i+m-1} \. 
\]  

(A.13)

As an additional consistency check of our presentation of \( hs[\lambda] \) one can verify that the trace of the diagonal generators \( T_0^\ell \) vanishes if one computes it with the prescription (2.19):

\[
\text{tr}(T_0^\ell) = (-1)^{\ell} \sum_{k=0}^{\ell} \binom{\ell}{k} \frac{[\ell]_{k}[\ell - \lambda]_{k}}{[2\ell]_{k}} \lim_{N \to \lambda} \sum_{i=1}^{N} [i]_{\ell-k} \\
= (-1)^{\ell} [\lambda]_{\ell+1} \sum_{k=0}^{\ell} (-1)^{k} \binom{\ell}{k} \frac{\ell!(\ell - k)!}{(\ell - k + 1)!} = 0 
\]  

(A.14)

We also verified numerically in a number of examples that the matrix product \( (T^i_m)_{ab} (T^j_n)_{bc} \) agrees with (2.2), thus providing an independent check of the latter.

As we have seen, (2.16) or (A.7) are very convenient to check the agreement with the definition (2.12) of the generators, but one can also present the infinite-dimensional matrices \((T^\ell_m)_{ij}\) in a more “geometrical” form. Such a form is given in [42] in terms of Clebsch-Gordan coefficients. In fact, one can show that (A.7) is equivalent to the definition given in [42] after analytic continuation from \( N \) to \( \lambda \) and a proper rescaling of the generators.

While moving from a more abstract presentation of \( hs[\lambda] \) to an explicit matrix realization is thus straightforward for the \( T^\ell_m \) generators and their finite linear combinations, we would like to stress that this is not always the case for all elements of \( g\ell[\lambda] \), as defined in [26]. For instance, while one can easily express the generators \( \{T^\ell_0\} \) in terms of the projectors \( \{P_j\} \) introduced in Section 4, the natural guess for inverting this relation,

\[
P_j = \frac{6}{\lambda(\lambda^2 - 1)} \sum_{\ell=0}^{\infty} \frac{(T^\ell_0)_{ij}}{\text{tr}(T^\ell_0)^2} T^\ell_0, 
\]

(A.15)

is such that the would be matrix element \( (P_j)_{ii} \) diverges for \( \lambda < -\frac{3}{2} + i + j \) \((i, j = 1, 2, \ldots)\).
B Energies of the \((\Lambda^+, \Lambda^-)\) primaries

Here we give the explicit expression for the energy of the primaries \((\Lambda^+, \Lambda^-)_\lambda\) in terms of the Young diagram data and derive the limiting expressions in the two large \(c\) limits discussed in Section 6. The energy \((5.1)\) of the \((\Lambda^+, \Lambda^-)_\lambda\) primary labeled by two Young diagrams \(\Lambda^+, \Lambda^-\) is

\[
h(\Lambda^+, \Lambda^-)_\lambda = \frac{\lambda + k + 1}{2(\lambda + k)} R^+ - \frac{C^+}{2(\lambda + k)} + \frac{B^+ \lambda^2 - (B^+)^2 (\lambda + k + 1)}{2 (\lambda + k)}
\]

\[
+ \frac{\lambda + k}{2(\lambda + k + 1)} R^- - \frac{C^-}{2(\lambda + k + 1)} - \frac{B^- \lambda^2 + (B^-)^2 (\lambda + k)}{2 (\lambda + k + 1)}
\]

\[
+ \frac{B^+ B^-}{\lambda} - \sum_i r^+_i r^-_i \tag{B.1}
\]

where as before \(r_j(c_j)\) denotes the number of boxes in the \(j\)-th row (column), \(B\) is the total number of boxes in \(\Lambda\) and \(R = \sum_i r^2_i\), \(C = \sum_i c^2_i\). The level \(k\) is the function of \(\lambda\) and \(c\) given in \((5.6)\).

First, we discuss the semiclassical limit of this expression, where we take \(c\) to be large at fixed \(\lambda\). The leading part of the energy is of order \(c\) and depends only on \(\Lambda^+\):

\[
\lim_{c \to \infty \lambda \fix} h(\Lambda^+, \Lambda^-)_\lambda = - \left( (B^+)^2 - \lambda^2 B^+ + \lambda(C^+ - R^+) \right) \frac{c}{2 \lambda^2 (1 - \lambda^2)} + \mathcal{O}(1). \tag{B.2}
\]

This is in agreement with the bulk calculation of the energy of the defect solutions \((4.13)\). Another useful quantity is the energy difference between the \(h(\Lambda^+, \Lambda^-)_\lambda\) and \(h(\Lambda^+, 0)_\lambda\) primaries:

\[
\lim_{c \to \infty \lambda \fix} \left( h(\Lambda^+, \Lambda^-)_\lambda - h(\Lambda^+, 0)_\lambda \right) = \frac{1}{2} (C^- - B^- \lambda) + \frac{B^+ B^-}{\lambda} - \sum_i r^+_i r^-_i + \mathcal{O}(1/c). \tag{B.3}
\]

This is positive for \(|\lambda| \leq 1\), as can be seen from the inequalities \(C \geq B\), \(B^+ B^- \geq \sum_i r^+_i r^-_i\). Hence the \(h(\Lambda^+, \Lambda^-)_\lambda\) primaries can be seen as positive energy excitations above the \(h(\Lambda^+, 0)_\lambda\).

Next we consider a different large \(c\) limit of \((B.1)\), namely the ’t Hooft limit where instead \(\lambda_H = \lambda/(\lambda + k(c, \lambda))\) is kept fixed in the range \(|\lambda_H| \leq 1\). The energies \((B.1)\) in this limit are positive and of order one:

\[
\lim_{c \to \infty \lambda_H \fix} h(\Lambda^+, \Lambda^-)_{\lambda(\lambda_H, c)} = \frac{1}{2} \left( (B^+ - B^-)|\lambda_H| + \sum (r^+_i - r^-_i)^2 \right) + \mathcal{O}(1). \tag{B.4}
\]

C Relating highest weight and diagonal gauges

In this appendix we prove that a necessary condition for a connection in the diagonal gauge to be gauge-equivalent to a highest weight gauge connection is that all the diagonal elements are distinct and, for \(\lambda\) non-integer, different from zero. As was shown in \([23]\),
the highest weight gauge is equivalent to the $u$-gauge where the connection takes the form $a_u = T^1_1 + u$, with

$$ u = \begin{pmatrix} u_1 & u_2 & u_3 & \ldots \\ 0 & 0 & 0 & \ldots \\ 0 & 0 & 0 & \ldots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix} \quad (C.1) $$

The tracelessness condition would impose $u_1 = 0$, but we forget about this for the moment. The connection $a_u$ can be brought into the diagonal gauge $a_\lambda = \sum_j \lambda_j P_j$ if we can find a $g$ such that

$$ g a_\lambda = a_u g. \quad (C.2) $$

Here $g$ must an exponential of an element of $hs[\lambda]$. In particular, $g$ must have an inverse, a necessary condition for which is that $g$ has vanishing kernel. Writing out (C.2) as a matrix equation, one finds that it doesn’t mix elements from different columns. The equations for the $j$-th column read

$$ g_{1j} \lambda_j = \sum_{k=1}^{\infty} g_{kj} u_k \quad (C.3) $$

$$ g_{kj} \lambda_j = g_{k-1,j} \quad k \geq 2. \quad (C.4) $$

Consider first the case $\lambda_j \neq 0$. The second equation determines the column elements in terms of $g_{1j}$:

$$ g_{kj} = \frac{g_{1j}}{(\lambda_j)^{k-1}} \quad k \geq 2. \quad (C.5) $$

Clearly, we must have $g_{1j}$ nonzero in order for $g$ to be invertible. Choosing the normalization $g_{1j} = 1$, $g$ takes the form of an infinite Vandermonde matrix:

$$ g = \begin{pmatrix} 1 & 1 & 1 & \ldots \\ \lambda_1^{-1} & \lambda_2^{-1} & \lambda_3^{-1} & \ldots \\ \lambda_1^{-2} & \lambda_2^{-2} & \lambda_3^{-2} & \ldots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix} \quad (C.6) $$

If we have two equal eigenvalues $\lambda_j = \lambda_k \neq 0$, we see that $g$ annihilates the vector $e^j - e^k$ and hence is not invertible. The remaining equation (C.3) gives an infinite number of equations linking the $u_j$ and $\lambda_j$:

$$ \sum_{k=1}^{\infty} \frac{u_k}{(\lambda_j)^k} = 1. \quad (C.7) $$

Now let’s consider the case when one of the $\lambda_j$ is zero. For non-integer $\lambda$, the second equation implies $g_{kj} = 0$ for all $k$ and $g$ again cannot be invertible. Hence also zero eigenvalues are not allowed for generic $\lambda$. For integer $\lambda = N$, there is a caveat: if we take $g_{1j} = \lambda^N_j$ in (C.5) and then take $\lambda_j \to 0$, the projected $gl(N)$ element is finite in the limit (however the element of the ideal diverges). Hence for $\lambda = N$ a single zero eigenvalue is allowed, but for two zero eigenvalues $g$ becomes again singular.
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