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Abstract

Recently, two-stage Deformable DETR introduced the query-based two-stage head, a new type of two-stage head different from the region-based two-stage heads of classical detectors as Faster R-CNN. In query-based two-stage heads, the second stage selects one feature per detection processed by a transformer, called the query, as opposed to pooling a rectangular grid of features processed by CNNs as in region-based detectors. In this work, we improve the query-based head by improving the prior of the cross-attention operation with anchors, significantly speeding up the convergence while increasing its performance. Additionally, we empirically show that by improving the cross-attention prior, auxiliary losses and iterative bounding box mechanisms typically used by DETR-based detectors are no longer needed. By combining the best of both the classical and the DETR-based detectors, our FQDet head peaks at 45.4 AP on the 2017 COCO validation set when using a ResNet-50+TPN backbone, only after training for 12 epochs using the 1x schedule. We outperform other high-performing two-stage heads such as e.g. Cascade R-CNN, while using the same backbone and while being computationally cheaper. Additionally, when using the large ResNeXt-101-DCN+TPN backbone and multi-scale testing, our FQDet head achieves 52.9 AP on the 2017 COCO test-dev set after only 12 epochs of training. Code is released at https://github.com/CedricPicron/FQDet.

1 Introduction

Deep neural networks designed for solving the object detection task, are commonly subdivided in a backbone and a head. The backbone is defined as taking in an image and outputting a set of feature maps. These feature maps are typically of different resolutions, with a factor two separating consecutive maps in width and height, hence forming what is known as a feature pyramid [15]. A common choice for the backbone is using a ResNet-50 [11] network in combination with a pyramid network (PN) such as FPN [15], PanNet [19], BiFPN [29] or TPN [23].

The object detection head is defined as taking in a set of feature maps from the backbone, and outputting object detection predictions, with each prediction consisting of an axis-aligned box together with a corresponding class label and confidence score. Object detection heads are commonly subdivided in one-stage and two-stage heads. One-stage heads make an object detection prediction for every feature from its input set of feature maps. Two-stage heads first evaluate for every feature whether it is related to an object, and then use these results to focus the processing on object-related parts of the feature maps.
In what follows, we exclusively work and compare with two-stage heads. Two-stage heads can further be subdivided in *region-based* and *query-based* two-stage heads, based on how the second stage of the two-stage head is implemented.

Region-based two-stage heads pool a rectangular grid of features from the backbone feature maps and further process these using convolutional neural networks (CNNs) in order to obtain their final object predictions. Region-based heads are found in many well-established two-stage object detectors such as Faster R-CNN [26] and Cascade R-CNN [1].

Query-based two-stage heads were recently introduced in the two-stage variant of Deformable DETR [39]. While region-based heads extract a *grid of features* from the backbone feature maps per detection, only a *single feature* called the query is selected in query-based heads. These queries are then further processed using operations commonly found in a transformer decoder [31], namely cross-attention, self-attention, and feedforward operations. Here the cross-attention operation is defined between the backbone feature maps and each query, the self-attention operation is applied between the queries from different predictions, and the feedforward operations are performed on each query individually.

In this paper, we propose a new query-based two-stage head, called the FQDet (Fast-converging Query-based Detector) head. FQDet was obtained by combining the query-based paradigm from two-stage Deformable DETR [39] with classical object detection techniques such as anchor generation and static (i.e. non-Hungarian) matching.

When evaluated on the 2017 COCO object detection benchmark [17] after training for 12 epochs, our FQDet head with ResNet-50+TPN backbone achieves 45.4 AP, outperforming other high-performing two-stage heads such as Faster R-CNN [26], Cascade R-CNN [1], two-stage Deformable DETR [39] and Sparse R-CNN [28] when using the same backbone.

2 Related work

**DETR and its variants.** With its unique way of approaching the object detection task, DETR [2] quickly gained a lot of popularity. Since, many variants such as SMCA [9], Conditional DETR [22], Deformable DETR [39], Anchor DETR [32], DAB-DETR [18] and DN-DETR [14] have been proposed to improve the main two shortcomings of DETR, namely its slow convergence speed and its poor performance on small objects. In doing so, Deformable DETR [39] introduces the query-based two-stage head, a new type of two-stage head now also used in other works such as DINO [34].

**Anchors.** Our FQDet head differs from other query-based two-stage heads by introducing anchors within the query-based two-stage paradigm. Faster R-CNN [26] was one of the first works to use anchors. Anchors are axis-aligned boxes of different sizes and aspect ratios that are attached to backbone feature locations and are refined to yield the final bounding box predictions. Anchors are found in both one-stage detectors (SSD [20], YOLO [25], RetinaNet [16]) and two-stage detectors (Faster R-CNN [26], Cascade R-CNN [1]). Over the years, many anchor-free detectors have also been proposed such as CornerNet [13], FCOS [30], CenterNet [37], FoveaBox [12], DETR [2] and Deformable DETR [39].

**Matching.** Our FQDet head additionally differs from other query-based two-stage heads by using a static top-k matching scheme as opposed to the dynamic Hungarian matching scheme. Matching is the process responsible of assigning ground-truth labels to the different model outputs during training. Most detectors have a static matching scheme, meaning that the matching scheme stays the same throughout the whole training process. Static matching schemes are common when using anchors, where label assignment is done based on the IoU overlap between anchors and ground-truth boxes (e.g. Faster R-CNN [26], RetinaNet [16] and Cascade R-CNN [1]). Some works make use of a dynamic matching scheme, meaning that the matching scheme changes as training progresses. In Dynamic R-CNN [35], the minimum IoU thresholds are increased throughout the training process. In DETR [2], a dynamic Hungarian matching scheme is used, matching every ground-truth to a single prediction (one-to-one matching). In OTA [10], the one-to-one Hungarian matching scheme from DETR is extended to one-to-many Hungarian matching, where a single ground-truth could be assigned to multiple predictions.
3 Method

3.1 Overview and motivation

Overview. Below, we give an overview of the main improvements of our FQDet head over two-stage Deformable DETR (see Appendix A for more information about DETR and Deformable DETR):

1. We use multiple anchors of different sizes and aspect ratios \([16]\), improving the cross-attention prior.
2. We encode the bounding boxes relative to these anchors, similar to Faster R-CNN \([26]\).
3. We only use an L1 loss for bounding box regression \([26]\) without GIoU loss \([27]\).
4. We remove the auxiliary decoder losses and predictions as used in DETR \([2]\).
5. We do not perform iterative bounding box regression as in Deformable DETR \([39]\).
6. We replace Hungarian matching \([2, 39]\) with static top-k matching (ours).

Motivation. In what follows, we motivate each of the above FQDet design choices. The impact of these design choices on the performance will be analyzed in the ablation studies of Subsection 4.2.

(Item 1) We first motivate the use of anchors in our FQDet head. To understand this, we must take a look at the cross-attention operation from Deformable DETR. This operation updates a query based on features sampled from the backbone feature maps, where the sample coordinates are regressed from the query itself. These sample coordinates are defined w.r.t. to a reference frame based on the query box prior, where the origin of the reference frame is placed at the center of the box prior and where the unit lengths correspond to half the width and height of the box prior. By using anchors of various sizes and aspect ratios in our FQDet head, we significantly improve these cross-attention box priors resulting in more accurate and robust sampling, and eventually in better performance.

Items 2-5 from above list now in fact all follow from the use of anchors. (Item 2) Given that we use anchors, it is logical to also encode our bounding box predictions relative to these anchors as e.g. done in Faster R-CNN \([26]\). (Item 3) Since we encode our boxes relative to the anchors, we only use an L1 loss (without GIoU loss) for the bounding box regression, as commonly used for this box encoding \([26]\). (Item 4) Since we improved our box priors with the introduction of anchors, there is no need to further improve these by introducing intermediate box predictions supervised by auxiliary losses as Deformable DETR \([39]\). In our setting, updating the box priors with these intermediate box predictions even hurts the performance, as a fixed sample reference frame for the different decoder layers is to be preferred over a changing one. (Item 5) Given that we do not make intermediate box predictions, there is also no need for iterative bounding box regression as used in Deformable DETR \([39]\).

(Item 6) Our final design choice involves replacing the Hungarian matching with our static top-k matching. At the beginning of training, Hungarian matching might assign a ground-truth detection to a query which sampled from a very different region compared to the location of the ground-truth detection. Hungarian matching hence produces many low-quality matches at the beginning of training, significantly slowing down convergence. Instead, we propose our static (i.e. non-Hungarian) top-k matching scheme consisting of matching each ground-truth detection with its top-k anchors. Queries corresponding to these anchors are then also automatically matched. This matching scheme guarantees that each matched query indeed did processing in the neighborhood of the matched ground-truth detection.

3.2 FQDet in detail

An architectural overview of our FQDet head is displayed in Figure 1. The head consists of two stages: a first stage applied to all input features and a second stage applied only to those features (i.e. queries) selected from Stage 1. We now discuss both stages in more depth.

Stage 1. In Stage 1, the goal of our FQDet head is to determine which input features belong to an object, such that these can be selected for Stage 2. At its input, the head receives a set of backbone feature maps in the form of a feature pyramid. To each of those backbone feature locations we
Figure 1: Architectural overview of our two-stage FQDet head. At its input, the head receives a set of features from the backbone, for which it is currently unknown whether they belong to an object or not (orange boxes). In Stage 1, a lightweight selector network is used to determine which features belong to an object (green boxes) and which do not (red boxes). Features predicted to belong to an object are selected for Stage 2 and are now called queries. In Stage 2, queries first pass through a lightweight transition network, before being processed by \( L \) consecutive transformer decoder layers. The resulting queries (flashy green boxes) are then processed by the classification and bounding box regression networks to yield the object detection predictions.

attach anchors of various sizes and aspect ratios. A lightweight selector network is then applied to each backbone feature outputting a score for each feature-anchor combination, with top-scoring feature-anchor combinations selected for Stage 2. In Stage 2, the selected feature becomes the query and the corresponding anchor becomes the query box prior for the cross-attention operation.

A selection loss is used to learn which features-anchor combinations should be selected. The selection targets are determined by our static top-k matching scheme, where anchors with a top-k highest IoU with one of the ground-truth boxes receive a positive label and anchors with no top-k highest IoU with any ground-truth box receive a negative label.

Stage 2. In Stage 2, the goal of our FQDet head is to make an object detection prediction for each of the queries selected from Stage 1. First, the queries are passed through a lightweight transition network. This transition network is meant to change the queries from the backbone feature space to the head feature space, as both feature spaces might have a different size.

Once processed by the transition network, the queries are passed through \( L \) consecutive transformer decoder layers. Each layer consists of a sequence of cross-attention, self-attention and a feedforward network (FFN). The cross-attention operation updates each query by sampling features from the backbone feature maps using the multi-scale deformable attention (MSDA) operation from Deformable DETR [39]. The self-attention operation updates each query through interaction with other queries using a standard multi-head attention (MHA) operation [31]. Finally, each query is also processed individually by a feedforward network (FFN) which is a specific type of MLP [31].

After the decoder layers, the queries are processed by the classification and bounding box regression networks yielding the object detection predictions. The classification network outputs a score for each of the classes within the dataset, along with a score for the non-object class. The bounding box regression network outputs the bounding box deltas w.r.t. the anchor, using the same box encoding scheme as in Faster R-CNN [26]. Both classification and bounding box regression networks are implemented using lightweight MLPs.

We use the same static top-k matching scheme in Stage 2 as in Stage 1, except that we allow for a different \( k \) in both stages.

4 Experiments

4.1 Setup

Dataset. We perform our experiments on the COCO detection dataset [17], where we train on the 2017 COCO training set and evaluate on the 2017 COCO validation or test-dev set.

Implementation details. Throughout our experiments, we use a ResNet-50+TPN backbone. For the ResNet-50 network [11], we use ImageNet [7] pretrained weights provided by TorchVision and freeze the stem, stage 1 and BatchNorm layers (see [24] for the used terminology). For the
TPN network \cite{23}, we use the TPN configuration with 3 TPN layers and 2 bottleneck layers per self-processing operation. The TPN network outputs a feature pyramid containing five feature maps, ranging from $P_3$ to $P_7$, each having a feature size of 256. Here, feature map $P_i$ is downsampled $i$ times with a factor 2 in both width and height.

For the selector network of our FQDet head, we use one hidden layer and one output layer. The hidden layer consists of a bottleneck layer \cite{11} with the same settings as used in TPN \cite{23}. The output layer is a linear projection layer projecting each feature to a selection score for each of the anchor types. We use 9 anchor types of different size and aspect ratio as defined in RetinaNet \cite{16}. For the selection loss, we use a sigmoid focal loss \cite{16} with $\alpha = 0.25$ and $\gamma = 2.0$ as hyperparameters. The selection targets are determined using our static top-k matching scheme with $k = 5$.

The 300 feature-anchor combinations (i.e. query and query prior boxes) with the highest score are selected for the second stage. The queries pass first through one of the 9 transition networks, depending on their corresponding anchor type. Each of these transition networks consist of a linear projection layer with output feature size 256, preceded by a LayerNorm and a ReLU activation layer.

The transformer decoder of the FQDet head consists of 6 consecutive decoder layers, with each layer a sequence of cross-attention, self-attention and feedforward operations. Each of the operations updates the queries by using skip connections, with each residual branch starting with a LayerNorm layer.

The cross-attention operation is implemented by the multi-scale deformable attention (MSDA) operation from Deformable DETR \cite{39}. We use 8 MSDA attention heads and 4 MSDA sampling points per head and feature pyramid level. For the self-attention operation, we use the multi-head attention operation (MHA) from \cite{31} with 8 attention heads. The feedforward network (FFN) is implemented as in \cite{31} with a hidden feature size of 1024, except that we remove the dropout layers.

Additionally, anchor encodings are added to the queries when passed to the residual branches of the cross-attention and self-attention operations. These anchor encodings could be interpreted as enhanced positional encodings containing an additional notion of width and height. The anchor encodings are learned from the anchor boxes written in (center location, width-height) format, using an MLP with one hidden layer.

For the FQDet classification and bounding box regression networks, we use in both cases an MLP with one hidden layer. The classification and bounding box ground-truth labels are obtained using our static top-k matching scheme with $k = 15$. Unmatched queries receive the non-object label. For the classification loss, we use a sigmoid focal loss \cite{16} with the same hyperparameters as for the selection loss. We use an L1 loss for the bounding box regression in the delta box encoding space as done in Faster R-CNN \cite{26}. We remove duplicate detections during inference by using non-maximum suppression (NMS) with an IoU threshold of 0.5.

We train our models with the AdamW optimizer \cite{21} with weight decay $10^{-4}$. We use an initial learning rate of $10^{-5}$ for the backbone parameters and for the linear projection modules computing the MSDA sampling offsets. For the remaining model parameters, we use an initial learning rate of $10^{-4}$. Our results are obtained by using the 1x training schedule, consisting of 12 training epochs with learning rate drops after the 9th and 11th epoch with a factor 0.1. Our models are trained using our internal cluster on 2 GPUs with batch size 2 each, while using the same data augmentation scheme as in DETR \cite{2}.

**Evaluation.** When evaluating a model (i.e. backbone with head), we will report both its object detection performance as well as its computational characteristics. For the object detection performance, we report the Average Precision (AP) metrics as provided by the COCO benchmark \cite{17}. For the computational characteristics, we use following five metrics:

1. The number of model parameters (Params).
2. The number of training FPS (tFPS).
3. The peak training memory utilization (tMem).
4. The number of inference FPS (iFPS).
5. The peak inference memory utilization (iMem).
We now perform a series of ablation studies investigating to what extent each of the design choices as highlighted the importance of having good query box priors (\cite{FQDet}). The results of the box loss ablation study are found in Table 3. We can see that using a simple L1 box loss outperforms the weighted combination of L1 and GIoU losses by 0.3 AP. In the box loss ablation study, we compare the L1 bounding box loss used as done in FQDet.

The FPS and memory metrics are obtained on a GeForce GTX 1660 Ti GPU by supplying the model with a batch of two 800 × 800 images, each containing 10 ground-truth objects during training. The FPS metric should be interpreted as the number of times the GPU can process above input per second. Note that both forward and backward passes (with parameter update from the optimizer) are used to obtain the training characteristics.

### 4.2 Base FQDet results and ablation studies

In Table 1, we report the results of our base FQDet head (\textit{i.e.} our FQDet head with the settings explained above). Our base FQDet head obtains 44.3 AP after only 12 epochs of training, outperforming the two-stage Deformable DETR head by 5.4 AP (see Subsection 4.4). We now perform a series of ablation studies investigating to what extent each of the design choices as listed in Subsection 3.1 contribute to the increased performance of FQDet.

**Table 1: Base FQDet results on the 2017 COCO validation set.**

| Head       | Epochs | AP   | AP$_{50}$ | AP$_{75}$ | AP$_S$  | AP$_M$  | AP$_L$  | Params | tFPS | tMem   | iFPS | iMem   |
|------------|--------|------|----------|----------|--------|--------|--------|--------|------|--------|------|--------|
| FQDet      | 12     | 44.3 | 62.5     | 47.8     | 25.3   | 48.3   | 59.0   | 42.6 M | 1.6  | 2.86 GB | 4.8  | 0.52 GB |

**Table 2: FQDet anchors ablation study on the 2017 COCO validation set.**

| Head | Sizes | Ratios | AP   | AP$_{50}$ | AP$_{75}$ | AP$_S$  | AP$_M$  | AP$_L$  | Params | tFPS | tMem   | iFPS | iMem   |
|------|-------|--------|------|----------|----------|--------|--------|--------|--------|------|--------|------|--------|
| FQDet| 1     | 1      | 40.6 | 60.8     | 42.4     | 24.1   | 44.0   | 53.4   | 42.0 M | 1.7  | 2.84 GB | 5.0  | 0.51 GB |
| FQDet| 3     | 1      | 42.9 | 61.4     | 46.2     | 24.4   | 47.3   | 57.5   | 42.2 M | 1.7  | 2.84 GB | 5.0  | 0.51 GB |
| FQDet| 1     | 3      | 43.1 | 62.6     | 46.1     | 25.8   | 46.8   | 57.0   | 42.2 M | 1.7  | 2.84 GB | 5.0  | 0.51 GB |
| FQDet| 3     | 3      | 44.3 | 62.5     | 47.8     | 25.3   | 48.3   | 59.0   | 42.6 M | 1.6  | 2.86 GB | 4.8  | 0.52 GB |

**Table 3: FQDet box loss ablation study on the 2017 COCO validation set.**

| Head | L1 | GIoU | AP   | AP$_{50}$ | AP$_{75}$ | AP$_S$  | AP$_M$  | AP$_L$  | Params | tFPS | tMem   | iFPS | iMem   |
|------|----|------|------|----------|----------|--------|--------|--------|--------|------|--------|------|--------|
| FQDet| ✓  | ✓    | 43.0 | 60.3     | 46.2     | 23.5   | 46.9   | 58.1   | 42.6 M | 1.6  | 2.86 GB | 4.8  | 0.52 GB |
| FQDet| ✓  | ×    | 44.3 | 62.5     | 47.8     | 25.3   | 48.3   | 59.0   | 42.6 M | 1.6  | 2.86 GB | 4.8  | 0.52 GB |

**Table 4: FQDet auxiliary losses ablation study on the 2017 COCO validation set.**

| Head | Aux. | Shared | AP   | AP$_{50}$ | AP$_{75}$ | AP$_S$  | AP$_M$  | AP$_L$  | Params | tFPS | tMem   | iFPS | iMem   |
|------|------|--------|------|----------|----------|--------|--------|--------|--------|------|--------|------|--------|
| FQDet| ✓    | ✓      | 44.1 | 62.4     | 47.5     | 25.2   | 48.0   | 59.3   | 42.6 M | 1.5  | 2.88 GB | 4.5  | 0.52 GB |
| FQDet| ✓    | ×      | 43.7 | 62.1     | 46.7     | 25.3   | 47.6   | 58.4   | 43.5 M | 1.5  | 2.89 GB | 4.5  | 0.52 GB |
| FQDet| ×    | –      | 44.3 | 62.5     | 47.8     | 25.3   | 48.3   | 59.0   | 42.6 M | 1.6  | 2.86 GB | 4.8  | 0.52 GB |

The FPS and memory metrics are obtained on a GeForce GTX 1660 Ti GPU by supplying the model with a batch of two 800 × 800 images, each containing 10 ground-truth objects during training. The FPS metric should be interpreted as the number of times the GPU can process above input per second. Note that both forward and backward passes (with parameter update from the optimizer) are used to obtain the training characteristics.

**4.2 Base FQDet results and ablation studies**

In Table 1, we report the results of our base FQDet head (\textit{i.e.} our FQDet head with the settings explained above). Our base FQDet head obtains 44.3 AP after only 12 epochs of training, outperforming the two-stage Deformable DETR head by 5.4 AP (see Subsection 4.4).

We now perform a series of ablation studies investigating to what extent each of the design choices as listed in Subsection 3.1 contribute to the increased performance of FQDet.

**Anchors ablation study.** In the anchors ablation study, we vary the number of anchor types used in the FQDet selector. In our base FQDet head, we use 9 anchor types composed of 3 anchor sizes and 3 anchor aspect ratios. In Table 2, we show the FQDet results when the number of anchor sizes and/or the number of anchor aspect ratios is reduced to 1. We can see that the number of anchor types play an important role in the resulting performance, with a performance drop up to 3.7 AP when only one anchor type is used. Moreover, we observe that the additional computational cost of using multiple anchor types is very limited. These results support our analysis from Subsection 3.1 where we highlight the importance of having good query box priors (\textit{i.e.} anchors) for the cross-attention operation.

**Box loss ablation study.** In the box loss ablation study, we compare the L1 bounding box loss used by our base FQDet head, with a weighted combination of L1 and GIoU losses as used in DETR \cite{DETR} and Deformable DETR \cite{DETR}. Note that for the weighted combination of L1 and GIoU losses, we also change the classification weight from 1.0 to 2.0, in order to be consistent with Deformable DETR. The results of the box loss ablation study are found in Table 3. We can see that using a simple L1 box loss outperforms the weighted combination of L1 and GIoU losses by 1.3 AP. As argued in Subsection 3.1, we believe an L1 loss suffices when encoding the bounding boxes relative to anchors as done in FQDet.
we argue that Hungarian matching leads to slow convergence due to the low-quality matches at the beginning of training. In the matching ablation study, we compare our static top-k matching scheme with the static absolute matching scheme from Faster R-CNN [26] and the Hungarian matching scheme from Deformable DETR [39] (Stage 2 only). In Table 6, we show the results when using our FQDet head with each of these three matching schemes. We can see that our top-k matching scheme works best, outperforming the absolute matching scheme with 1.0 AP and the Hungarian scheme with 9.2 AP. These 12-epoch results nicely support the analysis from Subsection 3.1, where we found in Table 5, where we again consider the cases with and without shared classification and bounding box regression networks. We can see that the performance again decreases compared to the previous bounding box predictions (or anchors). The results of our IBBR ablation study are found in Table 5 where we again consider the cases with and without shared classification and auxiliary losses, does not yield improvements for our FQDet head.

4.3 Improving the base FQDet head

In what follows, we make following three improvements to the base FQDet head. The results after applying each of those improvements sequentially, are shown in Table 7.

**MSDA sampling points improvement.** The first improvement consists in changing the number of MSDA sampling points per head and per feature pyramid level from 4 to 1, increasing the performance by 0.2 AP while being computationally cheaper.

---

Table 5: FQDet IBBR ablation study on the 2017 COCO validation set.

| Head | Matching | AP | AP$_{50}$ | AP$_{75}$ | AP$_{S}$ | AP$_{M}$ | AP$_{L}$ | Params | iFPS  | tMem  | iFPS  | iMem  |
|------|----------|----|-----------|-----------|----------|----------|----------|--------|-------|-------|-------|-------|
| FQDet | Hungarian | 35.1 | 54.2 | 37.5 | 20.3 | 38.5 | 43.8 | 42.6 M | 1.5 | 2.86 GB | 4.8 | 0.52 GB |
| FQDet | Absolute | 43.3 | 61.0 | 46.8 | 25.5 | 47.4 | 57.6 | 42.6 M | 1.7 | 2.86 GB | 4.8 | 0.52 GB |
| FQDet | Top-k (ours) | 44.3 | 62.5 | 47.8 | 25.3 | 48.3 | 59.0 | 42.6 M | 1.6 | 2.86 GB | 4.8 | 0.52 GB |

Table 6: FQDet matching ablation study on the 2017 COCO validation set.

| Head | Matching | AP | AP$_{50}$ | AP$_{75}$ | AP$_{S}$ | AP$_{M}$ | AP$_{L}$ | Params | iFPS  | tMem  | iFPS  | iMem  |
|------|----------|----|-----------|-----------|----------|----------|----------|--------|-------|-------|-------|-------|
| FQDet | Hungarian | 35.1 | 54.2 | 37.5 | 20.3 | 38.5 | 43.8 | 42.6 M | 1.5 | 2.86 GB | 4.8 | 0.52 GB |
| FQDet | Absolute | 43.3 | 61.0 | 46.8 | 25.5 | 47.4 | 57.6 | 42.6 M | 1.7 | 2.86 GB | 4.8 | 0.52 GB |
| FQDet | Top-k (ours) | 44.3 | 62.5 | 47.8 | 25.3 | 48.3 | 59.0 | 42.6 M | 1.6 | 2.86 GB | 4.8 | 0.52 GB |

Table 7: Improving the base FQDet head by changing the number of MSDA sampling points, altering the inference strategy and training longer (evaluated on 2017 COCO validation set).

| Head | Points | Inference | Epochs | AP | AP$_{50}$ | AP$_{75}$ | AP$_{S}$ | AP$_{M}$ | AP$_{L}$ | Params | iFPS  | tMem  | iFPS  | iMem  |
|------|--------|-----------|--------|----|-----------|-----------|----------|----------|----------|--------|-------|-------|-------|-------|
| FQDet | 4 | Old | 12 | 44.3 | 62.5 | 47.8 | 25.3 | 48.3 | 59.0 | 42.6 M | 1.6 | 2.86 GB | 4.8 | 0.52 GB |
| FQDet | 1 | Old | 12 | 44.5 | 62.9 | 47.7 | 26.1 | 48.7 | 59.3 | 42.0 M | 1.7 | 2.84 GB | 5.0 | 0.51 GB |
| FQDet | 1 | New | 12 | 45.4 | 64.3 | 48.9 | 27.4 | 49.6 | 60.3 | 42.0 M | 1.7 | 2.84 GB | 5.0 | 0.51 GB |
| FQDet | 1 | New | 24 | 46.2 | 65.3 | 49.2 | 29.1 | 50.3 | 61.0 | 42.0 M | 1.7 | 2.84 GB | 5.0 | 0.51 GB |

**Auxiliary losses ablation study.** In the auxiliary losses ablation study, we investigate whether making intermediate predictions after each decoder layer supervised by auxiliary losses as in Deformable DETR [39], improves the performance of our base FQDet head. In Table 4, we show the performance of our FQDet head where auxiliary losses are added, both with and without shared classification and bounding box regression networks. We observe that the performance decreases between 0.2 and 0.6 AP, depending on whether the regression networks are shared or not. We argue that as our FQDet head already provides good box priors through its Stage 1 anchors for the Stage 2 decoder, there is no need to further improve these through intermediate box predictions supervised by auxiliary losses.

**IBBR ablation study.** In the iterative bounding box regression (IBBR) ablation study, we again investigate the setting with intermediate predictions supervised by auxiliary losses as in previous ablation study, except that we also do iterative bounding box regression (IBBR) as introduced in Deformable DETR [39]. IBBR consists in iteratively updating the bounding box predictions relative to the previous bounding box predictions (or anchors). The results of our IBBR ablation study are found in Table 5 where we again consider the cases with and without shared classification and bounding box regression networks. We can see that the performance again decreases compared to our base FQDet head, this time between 0.5 and 0.8 AP depending on whether the regression networks were shared or not. Hence even when adding IBBR to the setting of intermediate predictions supervised by auxiliary losses, does not yield improvements for our FQDet head.

**Matching ablation study.** In the matching ablation study, we compare our static top-k matching scheme, with the static absolute matching scheme from Faster R-CNN [26] and the Hungarian matching scheme from Deformable DETR [39] (Stage 2 only). In Table 6, we show the results when using our FQDet head with each of these three matching schemes. We can see that our top-k matching scheme works best, outperforming the absolute matching scheme with 1.0 AP and the Hungarian scheme with 9.2 AP. These 12-epoch results nicely support the analysis from Subsection 3.1, where we argue that Hungarian matching leads to slow convergence due to the low-quality matches at the beginning of training.
Table 8: Comparison of our FQDet head with other prominent two-stage heads on the 2017 COCO validation set.

| Head            | Epochs | AP  | AP50 | AP75 | APs | APm | APp | Params | iFPS | tFPS | tMem | iFPS | tFPS | tMem |
|-----------------|--------|-----|------|------|-----|-----|-----|--------|------|------|------|------|------|------|
| Faster R-CNN    | 12     | 40.7| 60.9 | 44.4 | 23.9| 46.0| 54.1| 50.3     | 1.8  | 2.62 | 4.9  | 0.55 | 4.9  | 0.55 |
| Cascade R-CNN   | 12     | 43.9| 61.9 | 47.6 | 25.8| 49.3| 58.5| 77.0     | 1.4  | 3.15 | 2.5  | 0.63 | 2.5  | 0.63 |
| Deformable DETR | 12     | 38.9| 58.1 | 41.6 | 23.6| 41.7| 52.3| 43.0     | 1.6  | 3.02 | 4.9  | 0.52 | 4.9  | 0.52 |
| Sparse R-CNN    | 12     | 39.8| 57.4 | 43.1 | 23.8| 42.5| 53.4| 114.8    | 1.3  | 4.67 | 4.0  | 0.79 | 4.0  | 0.79 |
| FQDet (ours)    | 12     | 45.4| 64.3 | 48.9 | 27.4| 49.6| 60.3| 42.0     | 1.7  | 2.84 | 5.0  | 0.51 | 5.0  | 0.51 |

Inference strategy improvement. The second improvement consists in altering the inference strategy. In the current inference strategy, we only assign a single classification label to each predicted bounding box, i.e. the label with the highest score. This is sub-optimal as the head might be hesitant about the class, with multiple classes containing similar scores. In the new inference strategy, we therefore consider all classification labels with their scores for each predicted bounding box, and feed these to the NMS algorithm to only keep the top 100 predictions. Replacing the old inference strategy with the new one improves the performance by 0.9 AP, while leaving the computational cost virtually unchanged.

Training longer. The performance of our FQDet head can further be improved by training for 24 epochs using the 2x schedule, increasing the performance by 0.8 AP.

4.4 Comparison with other two-stage heads

In Table 8, we compare our improved FQDet head from Subsection 4.3 with other prominent two-stage heads from the literature. We compare with the two-stage heads from Faster R-CNN [26], Cascade R-CNN [1], Deformable DETR [39] and Sparse R-CNN [28], while using the same ResNet-50+TPN backbone and training settings. We used their MMDetection implementations [3] where we adapted the config files to be compatible with the P3 to P7 feature pyramid outputted by the backbone.

From Table 8, we see the clear superiority of our FQDet head. Our FQDet head outperforms all other two-stage heads with 1.5 up to 6.5 AP, not only outperforming the query-based two-stage Deformable DETR head, but also well-established region-based heads such as Cascade R-CNN. Additionally, our FQDet head is considerably cheaper compared to most of the heads, only being slightly more expensive during training than the Faster R-CNN head.

In Figure 2, we show two convergence graphs containing our FQDet two-stage head and other prominent two-stage heads using their MMDetection [3] implementation. Here the left convergence graph displays the COCO validation AP after every training epoch, whereas the right convergence graph shows the COCO validation AP after each unit of normalized time, with this unit of time defined as the time it takes to train our FQDet head for one epoch.

When looking at the left convergence graph, we can see that our FQDet head performs better throughout the whole training process, highlighting its fast convergence. Only the Cascade R-CNN head trails by a small amount. It takes however substantially more time for the Cascade R-CNN head to complete one epoch compared to our FQDet head. When taking the actual training time into account in the right convergence graph, we can now see that our FQDet performs better compared to the Cascade R-CNN at any point in time during the training process. Our FQDet hence demonstrates excellent performance achieved in few training epochs, while remaining relatively cheap.

4.5 Comparison with state-of-the-art methods

In this subsection, we compare our FQDet detector with other state-of-the-art object detection methods, when using the ResNeXt-101-64×4d-DCN backbone [5, 33, 38]. To further boost performance, we make following modifications: 1) we consider a P3 to P7 feature pyramid, 2) we replace convolutions with modulated deformable convolutions [38] in TPN, 3) we use group convolutions [33] with 32 groups in TPN, and 4) we consider the (L, B) = (3, 4) TPN configuration [23]. Our test-time augmentation (TTA) scheme consists of horizontal flipping and multi-scale testing with the shorter edges of images rescaled to [500, 600, 700, 800, 900, 1000, 1100, 1200, 1300]
Figure 2: (Left) Convergence graph displaying the COCO validation AP after every training epoch for different two-stage heads. (Right) Convergence graph displaying the COCO validation AP as a function of normalized training time. Here one unit of normalized training time is defined as the time it takes to train our FQDet head for one epoch.

Table 9: Comparison of FQDet with state-of-the-art object detection methods on the 2017 COCO test-dev set. All methods use the ResNeXt-101-64×4d-DCN backbone. The ‘TTA’ column indicates whether test-time augmentations such as horizontal flipping and multi-scale testing are used.

| Method        | Epochs | TTA | AP  | AP50 | AP75 | APN | APL |
|---------------|--------|-----|-----|------|------|-----|-----|
| ATSS          | 24     | ✗   | 47.7| 66.5 | 51.9 | 29.7| 50.8|
| Sparse R-CNN  | 36     | ✗   | 48.9| 68.3 | 53.4 | 29.9| 50.9|
| Deformable DETR| 50    | ✗   | 50.1| 69.7 | 54.6 | 30.6| 52.8|
| TOOD          | 24     | ✗   | 51.1| 69.4 | 55.5 | 31.9| 54.1|
| RelationNet++ | 24    | ✗   | 50.3| 69.0 | 55.0 | 32.8| 55.0|
| DyHead        | 24     | ✗   | 52.3| 70.7 | 57.2 | 35.1| 56.2|
| FQDet (ours)  | 12     | ✗   | 51.5| 70.3 | 55.7 | 31.9| 54.5|
| ATSS          | 36     | ✓   | 50.7| 68.9 | 56.3 | 33.2| 52.9|
| Sparse R-CNN  | 36     | ✓   | 51.5| 71.1 | 57.1 | 34.2| 53.4|
| Deformable DETR| 50    | ✓   | 52.3| 71.9 | 58.1 | 34.4| 54.4|
| RelationNet++ | 24    | ✓   | 52.7| 70.4 | 58.3 | 35.8| 55.3|
| DyHead        | 24     | ✓   | 54.0| 72.1 | 59.3 | 37.1| 57.2|
| FQDet (ours)  | 12     | ✓   | 52.9| 72.3 | 57.2 | 34.6| 55.8|

In Table 9 we compare our FQDet object detector with other state-of-the-art detectors, all using the ResNeXt-101-64×4d-DCN backbone. We can see that our FQDet detector outperforms all other detectors, both with and without test-time augmentations, except for the DyHead detector [6].

4.6 Limitations

Only a single dataset (i.e. COCO [17]) was used to evaluate our method. Experiments were only run a single time as running experiments multiple times would be too computationally expensive.

4.7 Potential negative societal impacts

Object detection models could be used in military applications to e.g. identify human targets and could be used for mass surveillance.

5 Conclusion

We propose the FQDet head, a new query-based two-stage object detection head combining the best of both classical and DETR-based detectors. Our FQDet head improves the cross-attention prior with anchors and introduces the effective top-k matching scheme. We perform various ablation studies validating the FQDet design choices and show improvements w.r.t. existing two-stage heads when compared on the COCO object detection benchmark after training for 12 epochs.
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A Revisiting DETR and Deformable DETR

DETR. DETR [2] solves the object detection task using transformers [31], originally designed to solve natural language processing (NLP) tasks. By doing so, DETR removes many hand-crafted components such as anchor generation and non-maximum suppression (NMS). It however comes at a cost. DETR needs more than 100 epochs to converge, which are many more than the dozen of epochs traditional detectors such as Faster R-CNN [26] need. Additionally, DETR does not perform well on small objects, as the quadratic complexity of self-attention layers prohibit the use of feature pyramids [15] inside the transformer encoder.

Vanilla Deformable DETR. Not much later, Deformable DETR [39] is proposed. Deformable DETR is a DETR-like object detector mitigating the two main shortcomings of DETR, namely the slow convergence and the poor performance on small objects. Most of Deformable DETR’s improvements can be attributed to the replacement of vanilla self-attention and cross-attention operations with new self-attention and cross-attention operations based on multi-scale deformable attention (MSDA). MSDA is an operation extending deformable convolutions [5, 38] using weights obtained via the softmax function as done in the attention-based literature [31]. Fundamentally, MSDA remains a local operation like traditional convolutions, in contrast to the global attention-based operations. By leveraging the local priors from MSDA, Deformable DETR was able to significantly speed up the convergence compared to DETR. Additionally, MSDA is multi-scale, meaning that it can operate on feature pyramids (i.e. a set feature maps of different scales). This allowed Deformable DETR to use feature pyramids at the encoder level and for cross-attention at the decoder level, considerably improving the performance on small objects.

Two-stage Deformable DETR. In DETR-like detectors, the information of objects is captured in object queries or queries for short. Queries are updated within the decoder using cross-attention with the encoder output, self-attention between other queries, and feedforward computation on themselves. In DETR and vanilla Deformable DETR, these queries are initialized independently of the content of the image. This is sub-optimal as these queries should focus on regions containing objects, which could be inferred from the encoder output. Two-stage Deformable DETR addresses this issue by selecting features from its encoder output (i.e. a feature pyramid) as initialization for the queries, further boosting its performance and convergence speed compared to vanilla Deformable DETR.