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Abstract—Motion modelling with block-based architecture has been widely used in video coding where a frame is divided into fixed-sized blocks that are motion compensated independently. This often leads to coding inefficiency as fixed-sized blocks hardly align with the object boundaries. Although hierarchical block-partitioning has been introduced to address this, the increased number of motion vectors limits the benefit. Recently, approximate segmentation of images with cuboidal partitioning has gained popularity. Not only are the variable-sized rectangular segments (cuboids) readily amenable to block-based image/video coding techniques, but they are also capable of aligning well with the object boundaries. This is because cuboidal partitioning is based on a homogeneity constraint, minimising the sum of squared errors (SSE). In this paper, we have investigated the potential of cuboids in motion modelling against the fixed-sized blocks used in scalable video coding. Specifically, we have constructed motion-compensated current frame using the cuboidal partitioning information of the anchor frame in a group-of-picture (GOP). The predicted current frame has then been used as the base layer while encoding the current frame as an enhancement layer using the scalable HEVC encoder. Experimental results confirm 6.71%–10.90% bitrate savings on 4K video sequences.

Index Terms—Video coding, motion modelling, cuboidal partitioning, scalable HEVC

I. INTRODUCTION

In recent times, the multimedia technology is developed remarkably. The demand of higher resolution and better quality videos by the users is increasing day-by-day. In addition, due to the cheaper and easier access to higher resolution cameras, a huge amount of video content is being generated every day. Therefore, to store, process and transmit this outpouring video data, highly effective and efficient video coding algorithms are required. A video sequence is a collection of frames (static images). For a small unit of time, a video sequence captured for a particular scene has a number of frames that exhibit spatiotemporal correlations. In other words, the foreground objects and the background move within one frame to create the subsequent frames in the video sequence. Often the movement of backgrounds in these frames is very little to zero, and the movement of the foreground objects are only visible to a certain extent. Therefore, a huge amount of temporal redundancy exists between the frames of a particular video sequence, and the effectiveness of the intra-frame video compression can be improved by removing the temporal redundancies.

This is achieved by motion estimation and compensation techniques. Traditionally, it has been performed by block-matching algorithms where the current frame is divided into a number of fixed-sized macroblocks and then compare each block to its corresponding block and a neighbourhood area in the reference frame to find the best-matched block from the reference frame. This matching is done content-wise. A reference frame can be the immediate past or future to the current frame or a distant neighbour in the temporal order of video frames. A current frame’s block often found its best match in the neighbourhood of the reference frame’s corresponding block. The displacement between the best-matched block and the corresponding block in the reference frame is recorded and called motion vector. In this way, motion vectors are calculated for all macroblocks in the current frame. With the help of these vectors, the current frame can be predicted from the reference, and by adding the residual generated at the encoder, it can be reconstructed at the decoder. Therefore, instead of transmitting all frames in a sequence, it is only required to transmit the reference frame(s) along with the motion vectors and residual signals associated with the other frames within the same group-of-picture (GOP) [1].

To accommodate the continuously increasing demand of higher resolution videos, the video coding standards have been advanced over the time. Therefore, the corresponding frame partitioning structures have also been evolved. Older video coding standards like MPEG-2 [2] partitions frames into fixed sized blocks of $16 \times 16$ pixels. The H.264/AVC [3] video coding standard partitions a frame into macroblocks of $16 \times 16$ pixels as the maximum size. This macroblocks can be further divided into $16 \times 16$, $8 \times 8$ and $4 \times 4$ for intra-prediction [4], [5]. This structure may be satisfactory for CIF or QCIF video sequences [6], but for high-definition (HD) and 4K videos, macroblocks of relatively larger size are required [7]. This is due to frame sizes being larger compared to CIF or QCIF formats [8] and also $16 \times 16$ blocks may not be able to represent the spatial correlations efficiently in HD frames [9]. In contrast, larger block sizes are able to model spatial redundancy more effectively in high-resolution videos and it can also increase the efficiency and flexibility of the encoder [10].

In accordance with the above discussion, H.265/HEVC [11] introduced a block partitioning structure named coding tree unit (CTU) that divides frames in variable sizes between $8 \times 8$
and 64 × 64. With this structure, HEVC can provide a bit rate savings of approximately 50% for equivalent perceptual quality compared to prior video coding standards, specially for high-resolution videos [12]. To improve the HEVC performance, many modifications [13], [14] and extensions to HEVC have been proposed in the literature. One such extension is scalable HEVC (SHVC) [15] which provides spatial, signal-to-noise ratio, bit depth, and color gamut scalability in addition to the temporal scalability offered by HEVC. One of the advantages of SHVC is, a video is encoded in more than one layer and provides improved video quality. The lowest quality video at base layer is encoded first and used as a reference to encode one or more enhancement layers. Therefore, in SHVC, to inter-code a current frame, along with the temporally available already coded frame, inter-layer frame is also available as references.

In spite of recent advancements in video coding standards, most of them still uses block partitioning which has some limitations. For example, a block in the current frame may contain parts of more than one foreground objects in close proximity. If these two objects move apart in the reference frame, it would be challenging to find a matching block in the corresponding block’s neighbourhood area in the reference frame and hence, block-matching performance will be compromised. This happens due to partitioning frames artificially into fixed-sized blocks. One probable approach to deal with the above issue effectively and efficiently is to partition the current frame based on its content. More specifically, partition the frame (image) into segments that contain entire objects or part of one object only, instead of the artificial fixed-sized blocks that may contain the parts of more than one objects. This goal can be achieved by the Cuboidal Partitioning of Image Data (CuPID) algorithm [16], [17] as it progressively partitions an image into two homogeneous rectangular segments (cuboids). Therefore, the objects or parts (i.e., image contents) that exhibit homogeneity will be partitioned into separate cuboids. It is implausible for a single cuboid to represent more than one objects or parts unless they are content-wise homogeneous. Based on this property, we argue that when an object moves, the movement of corresponding cuboid(s) should be similar, at least for rigid body objects. Therefore, the motion estimation and compensation performed on cuboids will be more accurate than using fixed-sized blocks. Also, the motion modelling with variable-sized cuboids is able to exploit semantic correlations by following displacements of approximate object boundaries.

Although the usage of cuboids will yield better quality reconstructed video frames at the decoder, the bits required to pass the cuboid information of each candidate frame will make the system inefficient and expensive. So, there is a trade-off between effectiveness and efficiency while using the cuboids for motion estimation. However, this issue can be solved because in most cases, GOP frames are from the same scene, and there are little movements among the frames in a GOP. Therefore, cuboids in the current frames will be generated mainly in the same locations as cuboids in the reference frame. Thus, instead of using cuboids of each frame for the corresponding frame’s motion estimation, we argue that the cuboids of a reference frame are enough to perform the motion estimation of each frame in the GOP.

In this paper, our contribution is to investigate the performance of motion estimation and compensation using cuboids i.e., variable-sized blocks rather than the traditional fixed-sized blocks. We argue, as cuboids are better aligned to object boundaries, the residual motion estimation error should be lowered compared to the fixed-sized block-based motion modelling. In addition, instead of obtaining cuboids for each frame, we also investigate the scenario when CuPID algorithm is applied to the anchor frame only, and the resulting cuboidal partitioning is applied to all other frames in the GOP for motion modelling to reduce the bit rate costs and computational time associated to cuboid generation in the individual frame. We argue that by considering this approach, bit transmission rate will be lowered with little to no compromise to the encoding quality.

The rest of the paper is organised as follows. An overview of the CuPID algorithm is provided in Section II, followed by a discussion on the advantage of cuboids over fixed-sized blocks in motion modelling in Section III. The proposed method is explained in Section IV. Experiment results with setup are provided in Section V. Section VI discusses the subjective quality analysis and finally, Section VII concludes the paper.

II. OVERVIEW OF CuPID

In this section, we provide an overview of the CuPID segmentation algorithm [17]. Instead of accurately segmenting individual objects in an image, an orthogonal linear basis pair (e.g., lines at 0° (horizontal) and 90° (vertical)) is progressively used to hierarchically split image data so that shapes of all objects are approximated jointly. For an image I of X × Y pixels, all possible X + Y − 2 splits, X − 1 vertical splits and Y − 1 horizontal splits, are considered to find the best-split s that minimises the sum of squared errors (SSE) for the feature space F in consideration e.g., the RGB or YCbCr colour space. Among the existing cuboids, the one with the best of best-splits is chosen to split next.

The progressive best-splits can be represented by a binary split-tree where the left child of a node denotes the left (for vertical split) or top (for horizontal split) half and the right child denotes the remaining half. The split-tree of a partitioning with n cuboids has 2n−1 nodes, n−1 split-nodes and n leaf-nodes. The type of each node can be encoded with 1 bit. For each split-node of (say) W × H pixels, the best-split can be encoded with log2(W + H − 2) bits. Hence, the split-tree I partitioned with n cuboids can be encoded with

\[ O((2n - 1) + (n - 1) \log_2 (X + Y)) = O(n \log_2 (X + Y)) \]

III. ADVANTAGE OF USING CUBOIDS OVER FIXED-SIZED BLOCKS IN MOTION MODELLING

In this section, the advantage of cuboids over fixed-sized blocks for effective motion modelling is discussed. CuPID recursively partitions images into homogeneous cuboids. So, that the intra-cuboid contents are homogeneous, and inter-cuboid contents are heterogeneous to each other. This can result in various sizes of cuboids as objects (or parts of it) can
exhibit homogeneity in a wider or a smaller image region as shown in Figure 1(a). In contrast, an image will be divided into fixed-sized blocks as per block-matching methods as shown in Figure 1(b).

For the sake of simplicity, a CIF video sequence is considered instead of high-resolution sequences. The sample frame in Figure 1 is taken from bowing sequence [18]. This sequence begins with a scene of a presentation board, and eventually a man enters into the scene from the right side to the centre, bows down and up, and finally exits the scene from the right side, leaving the initial scene of the presentation board. Therefore, in this sequence, only the man is moving object and motion estimation, compensation of the sequence will be based on this moving object only.

It can be easily seen from the Figure 1 that cuboids have captured different parts of the object of interest effectively. The top part (head to the neck-shoulder joint) is represented by only one cuboid. Whereas, the same area of the object, especially the face of the man is divided into two blocks. Similarly, most of the bottom part of the object is precisely represented by three cuboids. Even the shirt and jackets are also separated by different cuboids. In contrast, the same area is represented by three blocks with poor correlation among the contents of each block. Therefore, during the motion search within a GOP, it is highly likely that a cuboid in the current frame will find an almost similar cuboid in the reference frame. In contrast, the current frame’s blocks may need to sacrifice a higher degree of content-matching while looking for the best-matched block in the reference frame.

Due to the above advantage of cuboids over the blocks in motion estimation, we have proposed to partition current frames in a GOP using CuPID to obtain cuboids, and thereafter, the motion estimation and compensation have been performed using these cuboids.

IV. PROPOSED METHOD

The strength of CuPID is the way it partitions frames. Cuboid information have been utilised in [19], [20] to obtain a coarse version of I-frames and current frames. Coarse frames have been created by replacing the pixels values in a cuboid by the mean value of its content. Although by using coarse frames at the base-layer of scalable HEVC setting has shown improvement in coding gain, no motion-related information is included here.

CuPID uses object-oriented partitioning. Therefore, it can capture the shape and boundaries of the object more effectively compared to fixed-sized block-partitioning. To explore the strength of CuPID in video coding, we have used cuboids in motion modelling. Specifically, we have partitioned each current frame in a GOP by CuPID. These cuboids obtained from each current frame are then used for motion estimation and compensation with respect to a reference frame. The motion compensated current frame is then used as an additional reference frame at the base layer of scalable HEVC encoder to encode the current frame. The proposed method is explained from the point of view of a scalable video coding solution, in particular, in the form of quality scalability/SNR scalability. Hence, for experimental analysis, the SHM reference software [21] for scalable HEVC is used. For both the anchor and proposed cases, a base layer has been provided. In the proposed case, the base layer is the predicted frame generated by the proposed cuboid-based approach. As for the anchor, a lower quality version of the current frame is supplied as the base layer to ensure that the quality (PSNR) of this base layer matches closely with the quality of the base layer used in the proposed approach.

In a GOP, it is assumed that scene change does not occur significantly. In addition, the background remains the same, and the foreground objects exhibit little to no motion in most cases. Based on this understanding, cuboids obtained on a single frame in a GOP can still represent the object shape and boundaries effectively. Therefore, it is not required to apply CuPID on individual current frames. Instead, we have obtained the cuboids only from the I-frame in a GOP and used these information for the motion modelling of the rest of the P frames. This is a meaningful approach as object(s) motion in GOP is minimal. Therefore, I-frame cuboids representing objects (or parts of objects) are mostly valid to represent the corresponding objects in the successive P-frames.

By adopting this approach, motion estimation performance may get degraded to a certain extent, especially for the P frames which are further from the I-frame. However, there is an advantage in terms of bit signalling. As only one frame’s cuboid information needs to be transmitted, instead of cuboids of each P frames in a GOP, there is a saving in terms of bit transmission. Therefore, eventually, coding gain will be improved. This proposal is supported by an example using Figures 2(a) and 2(b) belonging to the CatRobot sequence. Frame 1 of the first GOP of this sequence is an I-frame and Frame 2 and Frame 10 from the same GOP are current frames. At first, CuPID is applied on I-frame and obtained cuboid information is placed on both current frames using solid blue lines. Similarly, CuPID is applied on this current frames independently and obtained cuboid information are placed on the corresponding frames, respectively using dashed green lines. For the ease of representation, the number of cuboids considered is 16 for this example. From Fig. 2(a), it is clear that I-frame and Frame 2 result in the same partition lines as they overlap. I-frame and Frame 10, as shown in Fig. 2(b) results in the same partition lines mostly. Only two
TABLE I
TOTAL BITRATE CALCULATION FOR THE COMPARING METHODS

| Method            | Total bitrate                                           |
|-------------------|---------------------------------------------------------|
| Scalable HEVC     | Summation of bitrates from base and enhancement layers.|
| Coarse rep. [19]  | Summation of enhancement layer bitrate and the bitrate required to transmit coarse frames. |
| Proposed          | Summation of enhancement layer bitrate and the bitrate required to transmit motion-compensated frames. |

Fig. 3. Comparison of Rate Distortion performances over Marathon sequence pairs of lines did not overlap, but they are co-locating in close proximity. Therefore, we can argue that only I-frame’s cuboid information is sufficient for the motion modelling of the P-frames in the corresponding GOP.

V. EXPERIMENT AND RESULTS
In this section, experiment settings and results are discussed. We have considered four 4K video sequences to investigate the performance of our proposed method. The sequences are Marathon, Campfire, CatRobot, DaylightRoad2. The first two are selected from [22] and the last three are part of JVET class A1 and A2 test sequences [23].

In a traditional video coding system, the first frame in a GOP is intra coded as an I-frame. The consecutive frames in the GOP are inter-coded as P-frames using already coded...
TABLE II
Bjontegaard delta gains obtained over the proposed method compared to Scalable HEVC and Coarse rep. [19]

| Sequence     | Compared with Scalable HEVC | Compared with Coarse rep. [19] |
|--------------|------------------------------|-------------------------------|
|              | Delta rate | Delta PSNR | Delta rate | Delta PSNR |
| Marathon     | -7.15 %    | +0.18 dB   | -6.44%     | +0.13 dB   |
| Campfire     | -7.45 %    | +0.22 dB   | -6.12%     | +0.15 dB   |
| CatRobot     | -10.90 %   | +0.14 dB   | -5.28%     | +0.07 dB   |
| DaylightRoad2| -6.71 %    | +0.21 dB   | -3.10%     | +0.12 dB   |

Motion estimation and compensation has been performed similar way as it is traditionally performed for block-based motion modelling [24], but with cuboids instead of fixed-sized blocks. The number of cuboids obtained by the application of CuPID is provided by the user. In this paper, the number of cuboids parameter is determined by the following approach: If a frame is partitioned by the fixed-sized blocks, then the number of blocks generated is the number passed to the CuPID algorithm. For example, the resolution of frames belonging to the CatRobot sequence is $2160 \times 3840 \times 3$. If the size of fixed-blocks are considered as $32 \times 32$, the total number of partitions is 8040 which is provided to CuPID algorithm to generate 8040 cuboids on CatRobot frames. We have also preliminarily observed the impact of different cuboid numbers on the performance of the proposed method and the detailed analysis will be provided in a future work.

The RD performance of the video sequences are obtained using four different quantization parameter (QP) values: 22, 27, 32, 37. These QP values belong to the enhancement layer and in each case, the base layer QP value is considered two more than the corresponding enhancement layer QP. The RD performance of our proposed method is compared with the scalable HEVC, and the method based on coarse representation [19]. To obtain the results on scalable HEVC, original uncoded sequences are fed to both enhancement and base layers. For our proposed method and the coarse representation method, enhancement layer accepts the original sequence but, the base layer is provided with motion-compensated frames and the coarse frames, respectively.

To obtain the RD performances, the total bitrate calculation for the three comparing methods is provided in Table I. The PSNR values are obtained from the enhancement layer. The RD graphs of the sequences under consideration are provided in Figure 3, 4, 5, 6 respectively for Marathon, Campfire, CatRobot, DaylightRoad2. From the graphs, it is evident that the performance of our proposed method is higher than the two other compared methods. It can also be observed from the RD graphs that the average performance of the proposed method is higher in lower QPs or at higher bitrate. This is because, at a higher bitrate, a lot of bits is allocated to preserve the detail of foreground objects like shape and boundaries.

In our proposed approach, we have modified this architecture to provide the encoder with an additional path to consider the object shape and boundaries while coding each frame. For the additional path, the first frame in the GOP is encoded by the scalable HEVC encoder [21]. The resultant bitstream is decoded with the base layer information only. This decoded frame is referred to as I-frame and used as a reference to obtain the next motion-compensated P-frame using cuboid information as explained in Section 4. Similarly, the consecutive P-frames are predicted using the previously predicted frames. These motion-compensated frames are fed to the base layer of scalable HEVC (SHM 12.4) software [21] to provide an additional path to code P-frames. While predicting a unit during the encoding of frames, the encoder optimally decides based on the rate-distortion (RD) how to utilise the information coming from the additional path which contains motion modelling based on the object shape and boundaries.
scenario when motion modelling is done only with I-frame’s cuboid information. Although, obtaining cuboid for each P-frame can increase the motion estimation and compensation quality, the bits required to transmit these cuboid information degrades the overall performance compared to the scenario where only I-frame’s cuboid information is transmitted. Based on this observation, for the rest of the sequences considered, we have shown the results of the proposed method only with the scenario when I-frame’s cuboids are used for motion modelling in a GOP.

To compare the effectiveness of our proposed method with the scalable HEVC and [19], we have also provided the Bjøntegaard deltas [25] in Table I. The proposed method results in bitrate savings for all sequences against the two comparing methods. As expected, the performance of the scalable HEVC is the least followed by the coarse representation method in terms of bitrate savings as well as PSNR gain. This is because, block partitioning in HEVC cannot capture object shape and boundaries. Whereas, Coarse representation method captures the overall object shape and boundaries using mean pixel values. However, it still lacks motion information. In contrast, our proposed method captures the motion information as well.

The complexity of the proposed method is competitive with the two compared methods in this paper. To perform the motion modelling of the current frames which are used as the additional reference at the base layer, the number of blocks and the number of cuboids in case of scalable HEVC and the proposed method, respectively are same. Therefore, the complexity associated with the motion modelling is same for both methods. In the proposed method, cuboids are obtained by applying CuPID to the I-frame in a GOP. However, the computation complexity of CuPID is minimal [16]. Therefore, the overall complexity of scalable HEVC and the proposed method are comparable. Although there is no motion modelling involved in coarse representation method [19]. CuPID has been applied to each frame in a GOP and the added complexity is not negligible like when CuPID was only applied to a single frame in a GOP. We have observed that the computing time required to apply CuPID to all current frames is similar to the computing time required for motion modelling of current frames. Therefore, the complexity of [19] is also comparable with the proposed method.

VI. Subjective Quality Analysis

In this section, we analyse and compare the quality of motion compensated/predicted frames generated using the proposed method and the fixed-sized block-based approach with the help of an example provided in Figure 8 which contains segments of predicted frames (Frame=12, GOP=1) from marathon sequence. We argue that cuboids can capture shape and boundaries of objects better than the fixed-sized blocks. Therefore, motion modelling using cuboids is more effective than using fixed-sized blocks. This argument is validated by the example in Figure 8(c) which is a segment of the predicted frame obtained using cuboids and we can see that most parts of the object (a runner) are better preserved (i.e., predicted from the reference frame) than the segment of the predicted frame obtained using fixed-sized blocks shown in Figure 8(a). In addition, we have also observed that the quality of the predicted frame (i.e., the frame provided at the base layer before residual coding) belonging to Figure 8(c) is 6.08% higher in terms of PSNR than the predicted frame belonging to Figure 8(a). Therefore, the quality of the residual coded frame belonging to the proposed method is higher than that belonging to the method with fixed-sized blocks.

VII. Conclusion

In this paper, we have investigated the potential of cuboidal partitioning in motion modelling for scalable video coding. Experimental results show that the performance of our proposed method is superior to two state-of-the-art scalable video coders. In future, we aim to investigate how the number of cuboids impacts the motion modelling performance. At present, the number of cuboids parameter is user-defined. In future, we also aim to propose a method that will automatically determine the optimal number of cuboids.
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