Estimating the net premium using additional information about a quantile of the cumulative distribution function
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Abstract

In this paper, the task of increasing the accuracy of net premium estimations in non-life insurance is considered. Improvements are achieved by involving additional information about a known quantile of loss cumulative distribution function. The additional information is used by projection the empirical cumulative distribution function onto the class of cumulative distribution functions with a certain quantile, and then the modified empirical cumulative distribution function is substituted into the integral that yields the mean value. This allows us to obtain a modified estimation of mean value using additional information about the quantile which is unbiased and its variance is asymptotically less than the variance of the classical sample mean, so that the mean-square error of the modification is also smaller. Therefore, the modified estimation is more accurate than the classical one for a large sample size.

The influence of a quantile value on the variance of the new estimation is studied for uniform, triangular and normal distributions. It is suggested that the minimum of the variance is reached when a known quantile is equal to the median (symmetry center) for symmetrical distribution. Based on Simpson triangular distribution, it was shown that for cases of skewed distributions involving the quantile allows one to decrease the variance more significantly than for symmetrical ones.

The modified estimation of mean value is applied to a real data set for calculation of a net premium. The data contain information about payments for voluntary health insurance of some insurance company. It is demonstrated that the classical method underestimates the net premium, and so it could lead to the company’s bankruptcy. After applying the new modified technique, the net premium becomes higher and the bankruptcy risk is reduced as well.

This paper contains practically significant results which make it possible to give important recommendations to an insurance company.
Introduction

The insurance business is actively employing the latest scientific developments, especially in the area of modern statistical methods and models. This paper considers the cases of non-life insurance [1] in which the insurance indemnity is only paid upon the occurrence of an insured event, which are essentially non-deterministic. Because of their random character, the insurance companies use the so-called net premium [2] as the foundation for the calculation of insurance premiums. The net premium depends on the mean loss amount and the probability that the insured event will occur. Then the net premium is adjusted by a coefficient greater than one, which is calculated based on the probability of the company’s bankruptcy set by an actuary. The premium is further incremented so that the company could make a profit and pay the agents’ commissions.

To optimize their business, insurance companies always aim at setting policy premiums that, on the one hand, would be attractive to clients, and, on the other hand, accurately account for the random character of the insured events as accurately as possible. For these purposes, different statistical methods and models are used, including methods that involve various additional types of information [3–14].

This paper proposes a new method of improvement of the net premium estimation by considering additional information about the quantile of the loss cumulative distribution function. This results in a more accurate modified estimation of the expected value of the insurer’s payouts per insured event. The new method of calculations was tested using real-life data on voluntary health insurance and allowed us to re-evaluate the policy premiums, thus reducing the risk of bankruptcy of the insurance company.

This paper should be of a considerable practical interest because this approach to the calculation of the net premiums has not been used before.

1. Estimating the mean insurance indemnity payment using additional information about the quantile of the cumulative distribution function

The net premium $p$ plays the key role in the calculation of the insurance premium rates in non-life insurance [1], and it is defined as follows [2]:

$$p = z \cdot EX,$$  (1)

where $X$ – the payout amount, a random variable with the cumulative distribution function $F(x) = P(X < x)$;

$EX$ – the expected value of the random variable;

$z$ – the probability of occurrence of the insured event.

In insurance practice, neither $z$ nor $EX$ are known exactly. They must be estimated based on the available data on payouts. Very often, the researcher possesses some additional information about the random variable under consideration and its distribution. This information could come from the conditions of an experiment, the researcher’s professional experience, etc. It is well known that the use of additional information positively affects the properties of
the modified statistics by increasing the accuracy of the estimation [3–13].

This paper considers the additional information about the known quantile of the cumulative distribution function \( x_q \) of the given level \( q \), i.e., we know that

\[
F(x_q) = q.
\]

(2)

Using (2), we obtain the modified estimation of the expected value by substituting [15] the modified empirical distribution function into the functional for \( EX \):

\[
\bar{X}^e = \int x dF^e_N(x).
\]

The modified empirical distribution function \( F^e_N(x) \) is obtained as the projection of the ordinary empirical distribution function onto the prior class [9] by the formula:

\[
F^e_N(x) = \begin{cases} 
q \cdot F_N(x) \wedge 1 + (1-q) \cdot \left( \frac{F_N(x) - F_N(x_q)}{1 - F_N(x_q)} \vee 0 \right) \wedge 1, & \text{if } F_N(x_q) \in (0;1); \\
F_N(x), & \text{if } F_N(x_q) = 0 \text{ or } F_N(x_q) = 1,
\end{cases}
\]

(3)

where

\[
F_N(x) = \frac{1}{N} \sum_{i=1}^{N} H(x - X_i)
\]

(4)

is the ordinary empirical distribution function, symbols \( \wedge \) and \( \vee \) denote the maximum (minimum) of the two values, \( H(y) = \{ 0 : y \leq 0; 1 : y > 0 \} \) is a Heaviside step function, \( X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(N)} \) are the order statistics of the independent sample \( \{X_1, X_2, \ldots, X_N\} \), \( N \) is a sample size.

Then

\[
\bar{X}^e = \frac{q \cdot N}{N - r} \sum_{i=1}^{N} X_{(i)} + \frac{N \cdot (1-q)}{N \cdot (N - r)} \sum_{i=1}^{N} X_{(i)} =
\]

\[
= \frac{q \cdot r}{N} \sum_{i=1}^{N} X_{(i)} + \frac{1-q}{N - r} \sum_{i=1}^{N} X_{(i)}.
\]

Here the random variable \( r \) is defined through

\[
F_N(x_q) = \frac{r}{N}
\]

and it has the binomial distribution \( Bi(N, q) \) [15].

After the modification using the known quantile, the estimated expected value is given by the equation

\[
\bar{X}^e = \begin{cases} 
\frac{q}{r} \sum_{i=1}^{N} X_i \cdot I_{(x < x_q)} + \frac{1-q}{N - r} \sum_{i=1}^{N} X_i \cdot I_{(x > x_q)}, & \text{if } r = \frac{1}{N - 1}; \\
\bar{X}, & \text{if } r = 0 \text{ or } N;
\end{cases}
\]

(5)

where

\[
\bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i
\]

(6)

is the classical sample mean. Additionally, for \( r = \frac{1}{N - 1} \) the equation (5) can be defined using the order statistics:

\[
\bar{X}^e = \frac{q}{r} \sum_{i=1}^{N} X_{(i)} + \frac{1-q}{N - r} \sum_{i=1}^{N} X_{(i)}.
\]

Let us note that the equation (5) can be considered as a generalization of the asymptotically normal estimation proposed in [8], which dealt with a more general case of the functional estimation using several exactly known expected values; however, the situations when a modification cannot be defined were not taken into account. It is worth noting that the aforementioned estimation was obtained not by substitution, but by projection onto the prior class using the Kullback-Leibler divergence.

Let us find the expected value of the estimate (5):
Therefore, the modified estimation of the expected value (5) is unbiased. Let us find the variance of the estimation (5) using the equation

\[ DX^e = D\left( E\left( \tilde{X}^e | r \right) \right) + E\left( D\left( \tilde{X}^e \right) | r \right), \]

where \( D\left( E\left( \tilde{X}^e | r \right) \right) = D\left( EX \right) = 0. \)

Using independence of \( X_i, i = 1, N, \) we obtain

\[ D\left( \frac{q}{r} \sum_{i=1}^{N-r} X_i I(\bar{x}, x_i) \right) + \frac{1-q}{N-r} \sum_{i=1}^{N-r} D\left( X_i I(\bar{x}, x_i) \right) \]

According to the properties of expectation, \( E\left( \frac{1}{r} \right) \leq \frac{1}{Er} \) because function \( f(r) = \frac{1}{r} \) is convex. Convergence of \( E\left( \frac{1}{r} | r > 0 \right) \) was proved numerically for \( N = 10, 100. \) Figure 1 shows the relative deviation

\[ \Delta = \left| \frac{E\left( \frac{1}{r} | r > 0 \right) - \frac{1}{Er} \right|}{E\left( \frac{1}{r} | r > 0 \right)} \times 100\% \]

as a function of the sample size \( N \) for \( q = 0.2, 0.5 \) and 0.8.

\[ \begin{align*}
E\tilde{X}^e &= E\left[ E\left( \tilde{X}^e | r \right) \right] = E\left\{ E\left( \frac{q}{r} \sum_{i=1}^{N-r} X_i I(\bar{x}, x_i) \right) + \right. \\
&\quad + \left. \frac{1-q}{N-r} \sum_{i=1}^{N-r} X_i I(\bar{x}, x_i) | r = 1, N-1 \right\} + \\
&+ E\left\{ \frac{1}{N} \sum_{i=1}^{N} X_i | r = 0 \ or \ N \right\} = (1-q)^N - (1-q)^N. \\
\cdot E\left( \frac{q}{r} \right) \cdot \int dx \frac{F(x)}{q} + \frac{1-q}{N-r} \int dx \frac{F(x)-q}{1-q} = \frac{1}{N-1} + EX \cdot (q^N + (1-q)^N) = EX. \\
\end{align*} \]

Since \( q \in (0,1), \) then

\[ P(r = 1, N-1) = 1 - q^n, (1-q)^n \rightarrow 0, \]

\[ P(r = 0) = q^n, P(r = N) = (1-q)^n \rightarrow 0. \]

To obtain the asymptotic value of the variance, it is sufficient to consider the case \( r = 1, N-1, \) then

\[ \sigma^2 = \lim_{N \rightarrow \infty} NDX\tilde{X}^e = \frac{q^2}{q} D\left( X_i I(\bar{x}, x_i) \right) + \\
+ \frac{(1-q)^2}{(1-q)} D\left( X_i I(\bar{x}, x_i) \right) = q \cdot D\left( X_i I(\bar{x}, x_i) \right) + \\
+ (1-q) \int dx F(x) - q \left( \int_{x_i}^{x} \frac{F(x)-q}{1-q} \right) = \right. \\
= \int_{\bar{x}}^{x} \frac{x^2 dF(x)}{q} - \frac{1}{1-q} \cdot R^2 = \frac{1}{q} \int_{\bar{x}}^{x} dF(x) - \frac{1}{1-q} \cdot R^2. \\
\]

Here \( L = \int_{\bar{x}}^{x} dF(x), \) \( R = \int_{\bar{x}}^{x} dF(x). \)

Therefore, the asymptotic variance of the modified estimation of the expected value, normalized to the sample size, is given by the following equation:

\[ \sigma^2 = \frac{q}{q} E\left( X_i I(\bar{x}, x_i) \right) - \frac{1}{1-q} \cdot R^2 = \frac{1}{1-q} \cdot \left( \int_{\bar{x}}^{x} dF(x) \right)^2. \]
Since \((EX)^2 = L^2 + 2 \cdot L \cdot R + R^2\), then
\[
(EX)^2 - \frac{1}{q} \cdot L^2 - \frac{1}{1-q} \cdot R^2 = \frac{1-q}{q} \cdot L^2 + 2 \cdot \sqrt{\frac{1-q}{q} \cdot L \cdot R - \frac{1}{1-q} \cdot R^2} =
\]
\[
= \left( \sqrt{\frac{1-q}{q} \cdot L} - \sqrt{\frac{q}{1-q} \cdot R} \right)^2 \leq 0,
\]
which means that the equation (7) can be rewritten as follows:
\[
\sigma_q^2 = DX - \left( \frac{1-q}{q} \frac{1}{2} \int_{-\infty}^{q} x dF(x) - \frac{q}{1-q} \frac{1}{2} \int_{-\infty}^{q} x dF(x) \right)^2,
\]
or, equivalently [8],
\[
\sigma_q^2 = \sigma^2 - \frac{1}{q(1-q)} \left( \frac{1}{2} \int_{-\infty}^{q} x dF(x) - q \cdot EX \right)^2, \tag{8}
\]
where \(\sigma^2 = DX = ND\bar{X}\).

For the case when the known quantile is the median, we have:
\[
\sigma_{0.5}^2 = \sigma^2 - \left( \frac{1}{2} \int_{-\infty}^{q} x dF(x) - EX \right)^2.
\]

From (8) it is obvious, that \(\sigma_q^2 \leq \sigma^2\), i.e., when the number of observations is large enough, the use of the additional information about the quantile may reduce the mean-square error, and, consequently, increase the accuracy of the estimate of the expected value.

For the uniform distribution \(U_{[a,b]}(x)\), the equation (8) takes the following form:
\[
\sigma_q^2 = \frac{1}{12} \cdot \frac{q(1-q)}{4}. \tag{9}
\]
It is obvious that the minimum of the variance is reached at \(q = 0.5\). Figure 2 shows the dependence given by the equation (9).

Figure 3 shows \(\sigma_q^2\) vs \(q\) for the normal distribution function \(N(10,4)\).

Figure 4 shows the second term of the equation (8), namely
\[
d = \frac{1}{q(1-q)} \left( \frac{1}{2} \int_{-\infty}^{q} x dF(x) - q \cdot EX \right)^2 \tag{10}
\]
for different values of \(c\) for Simpson’s triangular distribution over the interval \([0,1]\) where \(c \in (0,1)\). The value of \(d\) shows how much smaller the final variance \(\sigma_q^2\) is compared to the variance of the original estimate of the mean \(\sigma^2 = ND\bar{X}\). Note that we did not obtain the best results for the symmetrical case (when \(c = 0.5\)). The consideration of the quantile turned out to be more important in the cases of a large skewness (\(c = 0.9\) and \(c = 0.1\)). When the skewness is positive (\(c < 0.5\)), the accuracy increases if we use the information about \(q > 0.5\), and vice versa (see Figure 5 and Table 1).

Figure 5 shows the combination of the parameter \(c\) and the quantile \(q\) that allows for the maximum improvement in the quality of the estimation of the modified mean, meaning that \(d\) reaches its minimum value. Table 1
shows the numerical values for asymptotic normalized variances $\sigma^2$ and the minimum values of $d$ for these combinations of $c$ and $q$.

Therefore, for all distributions we considered, the account of the additional information leads to a significantly smaller variance of the estimations. For symmetric distributions, the variance reached the minimum when the quantile coincided with the median, i.e. with the center of symmetry. Skewed distributions require additional studies; however, judging by the example of the triangular distribution, we can assume that, for a positively skewed distribution, a more accurate estimation of the expected value may be obtained using the information about a quantile that is greater than the median, and vice versa.

It is worth mentioning that for uniform distribution, the estimation of the cumulative distribution function involving symmetry has a smaller variance compared to the estimation that takes the median into account, as shown in [7].

As a result, the modified estimation of the net premium (2) with the account for the information about the quantile can be calculated as follows:

$$p^e = z \cdot \overline{X}^q,$$  \hspace{1cm} (11)

This formula yields a more accurate result compared to the classical method of estimation that uses the sample mean because in this case, the mean-square error $\overline{X}^q$ is smaller.
2. Estimation of the net premium using a quantile for voluntary health insurance

The proposed method for the net premium estimation (11) was applied to real-life data on insurance indemnity payments made on voluntary health insurance policies. For privacy reasons, the actual values are scaled, and the name of the insurance company is concealed. There have been \( N = 239 \) insured events over the considered period. Table 2 presents the sample \( X = \{X_1, X_2, \ldots, X_N\} \), nonrepeating payments \( Y_i \), \( n_i \) – the number of repetitions of \( Y_i \) in the sample, \( N = \sum_{i=1}^{k} n_i \), and \( k \) – the number of non-repeating payments.

| \( i \) | \( Y_i \) cmu/unit | \( n_i \) | \( Y_i \) cmu/unit | \( n_i \) | \( Y_i \) cmu/unit | \( n_i \) | \( Y_i \) cmu/unit | \( n_i \) |
|---|---|---|---|---|---|---|---|---|
| 1 | 16.9 | 2 | 16 | 131.3 | 2 | 31 | 437.5 | 1 |
| 2 | 20.6 | 1 | 17 | 137.5 | 1 | 32 | 468.8 | 5 |
| 3 | 25.0 | 1 | 18 | 156.3 | 24 | 33 | 487.5 | 1 |
| 4 | 28.1 | 1 | 19 | 162.5 | 1 | 34 | 500.0 | 3 |
| 5 | 31.3 | 8 | 20 | 175.0 | 1 | 35 | 531.3 | 1 |
| 6 | 37.5 | 9 | 21 | 187.5 | 18 | 36 | 562.5 | 2 |
| 7 | 46.9 | 1 | 22 | 200 | 4 | 37 | 600.0 | 1 |
| 8 | 50.0 | 1 | 23 | 210.0 | 1 | 38 | 625.0 | 8 |
| 9 | 56.3 | 11 | 24 | 218.8 | 2 | 39 | 739.8 | 1 |
| 10 | 62.5 | 19 | 25 | 243.8 | 2 | 40 | 750.0 | 2 |
| 11 | 87.5 | 1 | 26 | 250.0 | 5 | 41 | 781.25 | 1 |
| 12 | 93.8 | 20 | 27 | 281.3 | 4 | 42 | 937.5 | 2 |
| 13 | 100.0 | 5 | 28 | 312.5 | 19 | 43 | 1000.0 | 1 |
| 14 | 112.5 | 2 | 29 | 375.0 | 10 | 44 | 1125.0 | 2 |
| 15 | 125.0 | 11 | 30 | 406.25 | 1 | 45 | 1250.0 | 2 |

When the net premiums are calculated by the traditional method, the sample mean \( \bar{X} = 504.73 \) cmu/unit, the probability of an insured event was estimated as the ratio of the number of insured events to the number of policies, and it turned out that \( z = 0.035 \). The final net premium is \( p^* = 17.67 \).

However, from his long-term experience in the health insurance business, the company’s actuary knows that in 90% of the cases the indemnity payments do not exceed 750 cmu/unit, i.e., we know the quantile \( x_q = x_{0.9} \) of the \( q = 0.9 \) level for the random value considered here. Using (5), we obtain \( \bar{X} = 516.23 \) cmu/unit. As a result, by accounting for the quantile, we find the modified net premium of \( p^* = 18.07 \), which is 2.26% greater than \( p \).

Table 2.

Scaled data on indemnity payments for insured events of voluntary health insurance in conventional monetary units (cmu) per unit
Therefore, knowledge of the quantile leads to a more accurate evaluation of the net premium. The premium calculated previously was underestimated, meaning an increased risk of bankruptcy for the insurance company. Since the modified estimate is more accurate and provided a large enough sample size ($N = 239$), the company’s actuary was urged to recalculate the health insurance premiums.

**Conclusion**

This paper presents a new approach to the calculation of net premiums in the non-life insurance business. The approach uses additional information about the quantile of the cumulative distribution function to calculate the expected value of loss. The modified mean estimation is unbiased and more accurate than the classical sample mean, because its asymptotic mean-square error is smaller. Therefore, the new estimate of the net premium is more accurate for a sufficiently large number of observations.

The paper also studies the effect of the quantile on the asymptotic normalized variance of the modified mean in the cases of uniform, triangular, and normal distributions. It is shown that in the case of a symmetric distribution, maximum accuracy is achieved by using the median for the adjustment calculation. As follows from the consideration of triangular distribution, positively skewed distributions will benefit from employing quantile levels greater than 0.5, and vice versa.

The proposed method was tested using real-life data on voluntary health insurance indemnity payments. The use of additional information allowed us to obtain a more accurate value for the net premium. The company’s actuary was urged to recalculate the insurance premium rates to reduce the risk of the company’s bankruptcy.
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