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Abstract

Recently, it has been found that there exist symmetry-protected topological phases of fermions, which have no realizations in non-interacting fermionic systems or bosonic models. We study the edge states of such an intrinsically interacting fermionic SPT phase in two spatial dimensions, protected by $\mathbb{Z}_4 \times \mathbb{Z}_T^2$ symmetry. We model the edge Hilbert space by replacing the internal $\mathbb{Z}_4$ symmetry with a spatial translation symmetry, and design an exactly solvable Hamiltonian for the edge model. We show that at low-energy the edge can be described by a two-component Luttinger liquid, with nontrivial symmetry transformations that can only be realized in strongly interacting systems. We further demonstrate the symmetry-protected gaplessness under various perturbations, and the bulk-edge correspondence in the theory.
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1 Introduction

Symmetry-protected topological (SPT) phases [1–3] are characterized by their protected boundary states. The protecting symmetries act anomalously on the boundary states, such that a symmetric and non-degenerate ground state is prohibited. As a result, a boundary without symmetry breaking is either gapless, or gapped with intrinsic topological order [4]. Many examples of SPT phases have been discovered in fermionic systems, in particular in electronic band insulators and superconductors [5–8]. Their gapless boundary states are well-understood thanks to the non-interacting nature of the states and can be described in terms of Dirac or Majorana fermions when the interactions on the boundary are sufficiently weak. Dirac-like surface states have been observed in 3D time-reversal-invariant topological insulators [7,8], as well as their generalizations with crystalline symmetries. Strong interactions can drive the gapless surface to symmetry-enriched topologically ordered phases [4,9,13].

Beyond free fermions, recently there has been significant theoretical progress in classifying SPT phases in interacting fermionic systems [14–19], following previous classifications of bosonic SPT phases using group cohomology [1]. A number of different approaches have been proposed, such as fermionic generalizations of the group-cohomology constructions [14,18,20], and classifications based on topological quantum field theories [21,22]. These results have pointed to an interesting possibility, namely intrinsically interacting fermionic SPT phases, which can only exist with strong interactions and do not have any bosonic representations. Examples of such phases have been found in one, two and three dimensions [15,17,25]. In one dimension, an intrinsically interacting FSPT phase exists when the symmetry group is $\mathbb{Z}_4^f \times \mathbb{Z}_4$ [15,25], where the edge modes transform as a projective representation of the symmetry group. Here $\mathbb{Z}_{2m}^f$ refers to the conservation of fermion number mod $2m$. In two dimensions, the simplest symmetry group that allows an interacting FSPT phase is $\mathbb{Z}_2^f \times \mathbb{Z}_4 \times \mathbb{Z}_2^T$, and...
the bulk state can be constructed from the group super-cohomology model. Similar states protected by crystalline symmetries have been found \cite{26,27}.

Given that these new phases require strong interactions to exist, their boundary states can not be simply free Dirac/Majorana fermions. While exactly-solvable bulk Hamiltonians can in principle be constructed \cite{11,25}, it is very desirable to have a physical understanding of the interacting edge states. Generally, nontrivial dynamics on the edge leads to either gapped phases with broken symmetry, or a symmetric gapless phase. We will address this question for the 2D \( \mathbb{Z}_2 \times \mathbb{Z}_4 \times \mathbb{Z}_2^T \) FSPT phase. Our strategy is to study a closely related 2D crystalline FSPT phase, where the \( \mathbb{Z}_4 \) symmetry is replaced by a \( \mathbb{Z} \) translation symmetry. The corresponding crystalline SPT phase has a simple bulk wavefunction, and the edge modes can be cleanly separated from the bulk as a stand-alone 1D chain of spinless fermions, which do not allow any quadratic couplings respecting the symmetries. We design an analytically solvable model for the boundary chain, and derive a chiral boson theory that captures the low-energy physics, based on which we propose a very similar theory where the spatial translation \( \mathbb{Z} \) is replaced by an internal \( \mathbb{Z}_4 \) symmetry. We then show that the theory exhibits the correct quantum anomaly.

2 Intrinsically interacting FSPT phases in 2D

We briefly review the physics of intrinsically interacting FSPT phases in 2D, through a decorated domain wall picture \cite{28}, and closely related ones with crystalline symmetries. We will focus on \( G = \mathbb{Z}_4 \times \mathbb{Z}_2^T \).

The ground state wavefunction of a SPT phase can always be thought as a superposition of all domain-wall configurations. Many nontrivial SPT phases can be constructed by decorating SPT states in one dimension lower on domain walls. For \( G = \mathbb{Z}_4 \times \mathbb{Z}_2^T \) in 2D, we may write the wavefunction as a superposition of all \( \mathbb{Z}_4 \) domain walls, and decorate them with 1D SPT states protected by the \( \mathbb{Z}_2^T \) symmetry. The classification of 1D FSPT phases with \( \mathbb{Z}_2^T \) symmetry is well-understood: non-interacting fermions with this symmetry falls into the class BDI in the periodic table, with a \( \mathbb{Z} \) classification \cite{5,6}. The integer invariant \( \nu \) counts the number of protected Majorana zero modes on one edge. When interactions are taken into account, the classification collapses to \( \mathbb{Z}_8 \) \cite{29,30}, i.e. a state with \( \nu = 8 \), although topologically nontrivial for free fermions, can be trivialized by strong interactions.

Now we consider decorating the fundamental \( \mathbb{Z}_4 \) domain walls by the \( \nu = 2 \) 1D FSPT states. This decoration is consistent, as the order of the decorating state is also 4. In fact, it is only consistent because interactions trivialize \( \nu = 8 \). So such a decorated domain wall construction necessarily requires strong interactions to exist. In fact, such a phase can be constructed from a group super-cohomology model.

While in principle one can study edge states using the exactly-solvable super-cohomology model, in practice such models are complicated to work with (see for examples Ref. \cite{11} and Ref. \cite{25}). In this work we adopt a different approach, invoking the connection between SPT phases with internal symmetry and those with crystalline symmetry of the same group structure. This correspondence has been formalized in Ref. \cite{31}, and verified in many examples. While the microscopic systems are very different, the low-energy theory for boundary states often take very similar forms, as many microscopic details do not affect long-wavelength fluctuations. Basically, once the symmetry transformations on the low-energy degrees of freedom
are found, we can extract the “on-site” part of the transformations, and drop the coordinate change. For point-group operations on fermions, additional subtleties occur relating to how the symmetry group is extended by the fermion parity symmetry \cite{26}, but this does not show up in the model that we consider below. This strategy has been applied to study both bulk and boundary physics of interacting SPT phases in 3D \cite{26,32,33}.

For our purpose, it is useful to first embed the $\mathbb{Z}_4$ group into $\mathbb{Z}$, i.e. we consider $\mathbb{Z} \times \mathbb{Z}_{2}^T$, where $\mathbb{Z}$ will be interpreted as lattice translation. In the decorated domain wall picture, the bulk does not have to be strongly interacting because the domain walls all have infinite order. Indeed, when $\mathbb{Z}$ is the lattice translation, the bulk can be constructed by stacking one-dimensional SPT states \cite{34,35,36,37}, i.e. there is a 1D SPT state ‘per unit length’. The edge is then a 1D lattice of SPT end modes and can be conveniently separated from the bulk, where the symmetry transformations in the Hilbert space are readily understood.

3 The Microscopic Model

We consider a 2D weak topological superconductor, where the bulk is an array of 1D wires in the BDI class. Looking at the edge, we have a 1D chain of Majorana edge modes:

\[
\gamma_i^\dagger = \gamma_i, \quad \eta_i^\dagger = \eta_i, \quad \gamma_i^2 = 1 = \eta_i^2
\]

(1)

with

\[
\{\gamma_i, \eta_j\} = 0 \quad \forall \quad i, j \quad \text{and} \quad T_r : \begin{pmatrix} \gamma \\ \eta \end{pmatrix} \rightarrow \begin{pmatrix} \gamma \\ -\eta \end{pmatrix}
\]

(2)

where $T_r$ is the time-reversal (TR) operator. We can then pairwise combine the $\gamma_i$ and $\eta_i$ into a physical fermion $\psi_j = \frac{\gamma_j + i\eta_j}{2}$. TR symmetry acts as a particle-hole transformation:

\[
T_r : \psi_j \rightarrow \psi_j^\dagger.
\]

(3)

Figure 1: Combining 4$N$ Majorana edge modes, pairwise, to form 2$N$ physical fermions

It is straightforward to check that any Hamiltonian quadratic in $\psi_i, \psi_j^\dagger$ is not allowed as it breaks time-reversal (TR) symmetry. This also follows from the $\mathbb{Z}$ classification of non-interacting Hamiltonians in BDI class in 1D. Any Hamiltonian we write down then must be
interacting. With interactions, it is known that the classification breaks down to $\mathbb{Z}_8$, i.e. eight Majorana zero modes can be gapped out by quartic interactions without spontaneously breaking the TR-symmetry. For the BDI chain, this gapping mechanism must break translation symmetry as one has to group four sites together. In other words, if one is to find a gapped phase without breaking the TR symmetry, the unit cell must be enlarged at least four times.

We are interested in symmetric phases of the BDI chain, which is necessarily gapless. We propose the following TR-invariant Hamiltonian for the boundary chain:

$$H = -\sum_i \left( t\psi_{i+1}^\dagger \psi_{i-1} + \Delta \psi_{i+1} \psi_{i-1} + \text{h.c.} \right) \left( 2\psi_{i}^\dagger \psi_i - 1 \right). \quad (4)$$

The model possesses translation symmetry; on our physical fermions translation in the transverse direction acts as $T_i: \psi_i \rightarrow \psi_{i+1}$. We will consider closing the chain into a ring with periodic boundary conditions (PBC) (i.e. $\psi_{2N+1} = \psi_1$).

This model is exactly solvable. Employing a Jordan-Wigner (JW) transformation twice we can effectively split the chain in two (even sites and odd sites). One can then think of the model as two copies of a p-wave superconductor, with the caveat that the JW transformation maps a physical fermion to a non-local object in the “free” fermions.

3.1 Jordan-Wigner transformation

Recall the JW mapping:

$$\psi_i = \left( \prod_{j=1}^{i-1} \tau_j^z \right) \tau_i^- \cdot \quad (5)$$

Here $\tau^{x,y,z}$ are Pauli matrices. There is some subtlety involving the the BC conditions of the chains which we will address in a separate section. As an example of the fermion-spin mapping, away from the boundary site one finds

$$\psi_{i+1}^\dagger \psi_{i-1} \left( 2\psi_i^\dagger \psi_i - 1 \right) = \tau_{i+1}^+ \tau_{i-1}^- \cdot \quad (6)$$

Note that we only have next to nearest neighbor interactions. This will be the case for all the other terms in the Hamiltonian as well. Carrying out the JW mapping on the other terms one arrives at

$$H = -\sum_i \left( t\tau_{i+1}^+ \tau_{i-1}^- + \Delta \tau_{i+1}^- \tau_{i-1}^- + \text{h.c.} \right). \quad (7)$$

With only next-nearest-neighbor couplings, the Hamiltonian decomposes into two decoupled ones on even and odd sites, respectively. We can further JW transform the two sets (even site and odd site) of spin degrees of freedom resulting in two species of JW fermions. Given the partitioning of the sites into even and odd it makes sense to make this explicit in our notation for the physical fermions. Let

$$\tilde{f}_j = \psi_{2j-1}, f_j = \psi_{2j}. \quad (8)$$

we will similarly define $\tilde{\sigma}_j = \tau_{2j}$ and $\tilde{\sigma}_j = \tau_{2j-1}$. For later reference, we give the explicit expressions of the JW fermions $c$ in terms of the physical fermions $f$:

$$c_n = \prod_{j=1}^{n} (-1)^{\tilde{f}_j} f_j, \tilde{c}_n = \prod_{j=1}^{n-1} (-1)^{\tilde{f}_j} f_j \cdot \tilde{f}_n \quad (9)$$
The Hamiltonian becomes

\[ H = \sum_i \left( -t c_{i+1}^\dagger c_i + \Delta c_{i+1} c_i + \text{h.c.} \right) + (c \rightarrow \tilde{c}) \]  \hspace{1cm} (10)

Observe that on a given chain our JW fermions do have fermionic statistics but JW fermions from different chains actually commute: \([c_i, \tilde{c}_j] = 0 = [c_j, \tilde{c}_i^\dagger]\).

3.2 Boundary conditions

Define the parity operator

\[ P = \prod_{i=1}^{2N} \tau^z_i = \prod_i (1 - 2 \tilde{f}_i^\dagger \tilde{f}_i)(1 - 2 f_i^\dagger f_i). \]  \hspace{1cm} (11)

We can similarly define the parity of the even and odd site chains

\[ P_1 = \prod_{i=1}^{N} (1 - 2 \tilde{f}_i^\dagger \tilde{f}_i), \quad P_2 = \prod_{i=1}^{N} (1 - 2 f_i^\dagger f_i). \]  \hspace{1cm} (12)

Note \(P, P_1\) and \(P_2\) all commute with \(H\). Let \(\mu_f\) and \(\mu_b\) denote the boundary conditions on the physical fermions and the JW spin degrees of freedom, respectively. Recall that we are assuming a PBC in the fermionic variables so \(\mu_f = 1\). Consider one of the boundary terms of our original \(H\):

\[ \tilde{f}_{N+1}^\dagger \tilde{f}_N = \mu_f \tilde{f}_1^\dagger \tilde{f}_N = \mu_f \tau_1^+ \prod_{i=1}^{2N-2} \tau_i^z \tau_{2N-1}^z \]
\[ = \tau_1^+ \prod_{i=1}^{2N-2} \tau_i^z \tau_{2N-1}^z \]
\[ = -\mu_b P \tau_1^+ \prod_{i=1}^{2N-2} \tau_i^z \tau_{2N-1}^z \]  \hspace{1cm} (13)

Therefore we have

\[ \mu_f = -\mu_b P. \]  \hspace{1cm} (14)

When we split the spin chain in two (even sites and odd sites), the resultant chains clearly inherit the same BC, that is \(\mu_{b_1} = \mu_b = \mu_{b_2}\), where \(\mu_{b_i}\) is the BC of the spin degrees of freedom on chain \(i\).

Denote the BCs for the JW operators \(\tilde{c}\) and \(c\) by \(\mu_{f_1}\) and \(\mu_{f_2}\). Then a similar argument shows

\[ \mu_{f_1} = -P \mu_{b_1} = -P \mu_b = P \mu_f \]  \hspace{1cm} (15)

so \(\mu_{f_1} = P_2 \mu_f\) and \(\mu_{f_2} = P_1 \mu_f\). We have imposed a PBC on the physical fermions \(f\) (\(\mu_f = 1\)) thus;

\[ \mu_{f_1} = P_2 \text{ and } \mu_{f_2} = P_1. \]  \hspace{1cm} (16)

Note we can divide up our Hilbert space into four parity sectors \((P_1, P_2) = (\pm 1, \mp 1)\) or \((\pm 1, \mp 1)\).
4 Phase Diagram: Ising analysis

Since the model is supposed to describe an anomalous edge, the ground state is either gapless, or gapped with spontaneous breaking of the symmetries. After the JW transformation, the Hamiltonian decomposes into two Kitaev chains, which are gapped whenever $\Delta \neq 0$. We thus expect that the symmetries must be spontaneously broken. To work out the symmetry breaking properties and gain some intuition about the edge theory, we come back to the spin representation and consider the Ising point: $|t| = |\Delta|$. The behavior at the Ising point should apply to other values of $\Delta$ with the same sign since the gap remains open.

Our spin Hamiltonian is

$$H = -\sum_i \left[ (\Delta + t) \tau_i^z \tau_{i+1}^z + (t - \Delta) \tau_i^y \tau_{i+1}^y \right].$$  \hfill (17)

We know from the properties of the JW transform on a closed chain that $\mu_h = -P$, this will emerge as the natural choice from the energetics of the ground state as well.

Symmetry transformations of the spin variables can be easily derived:

$$T_r : \tau_i^+ \rightarrow (-1)^{i-1} \tau_i^+, \tau_i^- \rightarrow -\tau_i^-,$$

$$T_t : \tau_i \rightarrow \tau_{i+1}. \hfill (18)$$

To diagnose the symmetry breaking, we will work with the order parameter $f_i^\dagger f_i = \tilde{\sigma}_i^+ \tilde{\sigma}_i^z \tilde{\sigma}_i^-$. For a given $t$ we may consider the two Ising points: $\Delta = t$ , which corresponds to $H = -2t \sum_i (\sigma_i^x \sigma_{i+1}^x + \tilde{\sigma}_i^x \tilde{\sigma}_{i+1}^x)$, and $\Delta = -t$ which corresponds to $H = -2t \sum_i (\sigma_i^y \sigma_{i+1}^y + \tilde{\sigma}_i^y \tilde{\sigma}_{i+1}^y)$. With regards to the order parameter, we are really working with its projection onto the ground state:

$$\tilde{f}_i^\dagger f_i = \tilde{\sigma}_i^+ \tilde{\sigma}_i^z \tilde{\sigma}_i^- \cong \begin{cases} \sigma_i^+ \sigma_{i+1}^x, & \Delta = t \\ \sigma_i^y \sigma_{i+1}^y, & \Delta = -t \end{cases} \hfill (19)$$

where we take $\cong$ to mean equal at the level of projecting onto the ground state space. Consider the transformation properties of the order parameter (and its ground state projection) under $T_t$ and $T_r$:

$$T_t : \tilde{f}_i^\dagger f_i \rightarrow f_{i+1}^\dagger \tilde{f}_i \cong \begin{cases} \sigma_i^+ \sigma_{i+1}^x, & \Delta = t \\ \sigma_i^y \sigma_{i+1}^y, & \Delta = -t \end{cases} \hfill (20)$$

and

$$T_r : \tilde{f}_i^\dagger f_i \rightarrow -\tilde{f}_i^\dagger f_{i+1} \cong \begin{cases} -\sigma_i^+ \sigma_i^x, & \Delta = t \\ -\sigma_i^y \sigma_i^y, & \Delta = -t \end{cases}. \hfill (21)$$

Below we work out the symmetry breaking properties for the $\Delta = t$ case. From this analysis, it is clear that the symmetry breaking properties of the $\Delta = -t$ case are the same. Flipping the sign of $\Delta$ simply rotates between $\sigma^x$ and $\sigma^y$ in the Hamiltonian and in the projection of the order parameter on the ground state space. The upshot of this is that that the symmetry breaking of the ground state only depends on the sign of $t$.

On general grounds, we expect that $T_r$ will always be broken, as an Ising-like Hamiltonian can at most induce translation symmetry breaking with a doubled unit cell. Whether $T_t$ is broken depends on the sign of the coupling $t$, i.e. ferromagnetic or anti-ferromagnetic. Below we determine the ground state(s) for the different cases of sign of $t$ and even/oddness of $N$. 


4.1 $N$ even

Let $t = \Delta$. One can then basically read off the ground states. In each case the spin chains will have PBC; $\mu_B = 1$ means $P = -1$.

4.1.1 $t < 0$

t < 0 means we are in a staggered anti-ferromagnetic phase; site $i$ will anti-align with site $i + 2$. Thus we expect that the translation symmetry is broken spontaneously.

Our ground state space will be constructed from the states

$$\{|\uparrow\uparrow\downarrow\downarrow \ldots \uparrow\uparrow\rangle, |\uparrow\downarrow\downarrow\uparrow \ldots \downarrow\uparrow\rangle, |\downarrow\uparrow\uparrow\downarrow \ldots \downarrow\uparrow\rangle, |\downarrow\downarrow\uparrow\uparrow \ldots \downarrow\downarrow\rangle\}.$$  \hspace{1cm} (22)

The BC-Parity relationship can be used to quickly read off the ground state. Note that $P = \prod_i \sigma^z_i$ which, in the $x$-basis just flips the spin at every site. Since parity is a good quantum number, we have a $d = 2$ ground state space: with basis

$$|+\rangle = |\uparrow\uparrow\downarrow\downarrow \ldots \rangle - |\downarrow\downarrow\uparrow\uparrow \ldots \rangle$$

$$|−\rangle = |\uparrow\downarrow\downarrow\uparrow \ldots \rangle - |\downarrow\uparrow\uparrow\downarrow \ldots \rangle$$  \hspace{1cm} (23)

with parity eigenvalue $−1$. Now let’s compute expectation values of our order parameter. In the ground states, we find

$$\langle±| \tilde{\sigma}^x_i \sigma^x_i |±\rangle = ±1 = −\langle±| \sigma^x_i \tilde{\sigma}^x_{i+1} |±\rangle$$  \hspace{1cm} (24)

Since $\tilde{\sigma}^x_i \sigma^x_i$ is odd under $T_r$, the TR symmetry is spontaneously broken. From Eq. (24) it is also clear that $T_l$ is broken Therefore, both $T_l$ and $T_r$ are broken, while their product, $T_lT_r$, is not.

4.1.2 $t > 0$

Here we are in a staggered ferromagnetic phase. A basis for our ground state, which must have $P = -1$, is

$$|+\rangle = |\uparrow\uparrow\uparrow\uparrow \ldots \rangle - |\downarrow\downarrow\downarrow\downarrow \ldots \rangle$$

$$|−\rangle = |\uparrow\downarrow\uparrow\downarrow \ldots \rangle - |\downarrow\uparrow\downarrow\uparrow \ldots \rangle$$  \hspace{1cm} (25)

and we see

$$\langle±| \tilde{\sigma}^x_i \sigma^x_i |±\rangle = ±1 = \langle±| \sigma^x_i \tilde{\sigma}^x_{i+1} |±\rangle,$$  \hspace{1cm} (26)

suggesting $T_l$ is not broken, as one expects.

4.2 $N$ odd

4.2.1 $t < 0$

Again we are in a staggered anti-ferromagnetic phase but the oddness of the split chains requires an APBC: Our ground state space will be constructed from the states

$$\{|\uparrow\uparrow\downarrow\downarrow \ldots \uparrow\uparrow\rangle, |\uparrow\downarrow\downarrow\uparrow \ldots \uparrow\uparrow\rangle, |\downarrow\uparrow\uparrow\downarrow \ldots \uparrow\uparrow\rangle, |\downarrow\downarrow\uparrow\uparrow \ldots \downarrow\downarrow\rangle\}.$$  \hspace{1cm} (27)
$\Delta$ $T_r$ and $T_t$ are broken while $T_r T_t$ is unbroken

\[ t \] $T_r$ and $T_t$ are broken while $T_r T_t$ is unbroken

Figure 2: Phase diagram of the model Hamiltonian Eq. (4). The symmetry breaking pattern only depends on the sign of $t$.

but now $P = 1$. The $P = 1$ ground state basis is
\[
|+\rangle = |\uparrow\uparrow\downarrow\downarrow \ldots \rangle + |\downarrow\downarrow\uparrow\uparrow \ldots \rangle,
\]
\[
|\rangle = |\uparrow\downarrow\downarrow\uparrow \ldots \rangle + |\downarrow\uparrow\uparrow\downarrow \ldots \rangle.
\] (28)

Checking the order parameter expectation values we see:
\[
\langle \pm | \tilde{\sigma}^x_i \sigma^x_i | \pm \rangle = \pm 1 = - \langle \pm | \sigma^x_i \tilde{\sigma}^x_{i+1} | \pm \rangle,
\]
\[
\langle \pm | T_r \tilde{\sigma}^x_i \sigma^x_i T_r^{-1} | \pm \rangle = - \langle \pm | \tilde{\sigma}^x_i \sigma^x_i | \pm \rangle. \] (29)

As in the $N$ even case both $T_t$ and $T_r$ are broken, while their product $T_t T_r$ is not.

4.2.2 $t > 0$

This case turns out to be the same as the $N$ even one: only $T_r$ is broken, because of the ferromagnetic coupling.

5 Low-energy Field Theory

The model becomes gapless at $\Delta = 0$:
\[
H_0 = -t \sum_i (c^\dagger_{i+1} c_i + \text{h.c.}). \] (30)

We will assume $t > 0$. At this point, the Hamiltonian is simply free JW-fermions hopping on the chains and no symmetries are broken. The TR symmetry fixes the chemical potential at 0, i.e. half-filling; so $k_F = \frac{\pi}{2}$. Further interactions can be incorporated by bosonization. However, one must keep in mind that $c$ and $\tilde{c}$ are highly non-local in terms of physical fermions. In the following we will work out the bosonized theory for this gapless point. Of particular importance are how the low-energy fields transform under the global symmetries, and how physical fermions are represented in the low-energy theory.
5.1 Bosonization

Following the standard bosonization prescription, we linearize the spectrum around the two Fermi points $\pm \frac{\pi}{2}$, and define chiral fields:

$$c_{kF+k} = c_{R,k}, c_{-kF+k} = c_{L,k}$$  \hspace{1cm} (31)

where $R/L$ stand for right/left moving. Introduce a continuum field $\psi(x) \sim c_x$, we can write

$$\psi(x) = e^{i\frac{\pi}{2} x} \psi_R(x) + e^{-i\frac{\pi}{2} x} \psi_L(x)$$  \hspace{1cm} (32)

where the chiral fields are defined as

$$\psi_{R/L}(x) \sim \frac{1}{\sqrt{N}} \sum_k c_{R/L,k} e^{ikx}$$  \hspace{1cm} (33)

There is a similar field $\tilde{\psi}$ on the other chain. In the large size limit we see \{\psi(x), \psi^\dagger(y)\} = $2\pi \delta(x-y) = \{\psi(x), \psi^\dagger(y)\}$ while fields from different chains commute i.e \[\psi(x), \psi^\dagger(y)\] = $[\psi(x), \psi^\dagger(y)] = 0$.

Now we can bosonize the fields [38]:

$$\psi_{L/R}(x) \sim e^{i[\theta(x) \pm \phi(x)]}$$  \hspace{1cm} (34)

where the bosonic fields satisfy the canonical commutation relation $[\phi(x), \partial_y \theta(y)] = i\pi \delta(x-y)$. $\tilde{\theta}, \tilde{\phi}$ are similarly defined. Note that in our definition $\phi, \theta$ and $\tilde{\phi}, \tilde{\theta}$ commute, reflecting the fact that our JW fermions from different chains commute. Anti-commutation between $\psi$ and $\tilde{\psi}$ can be re-enforced by introducing Klein factors, but they are not necessary for our purpose. The non-interacting Hamiltonian can be expressed in terms of the bosonic fields $\Phi = (\phi, \theta, \tilde{\phi}, \tilde{\theta})^T$:

$$H = \frac{v}{2\pi} \int dx \left[ (\partial_x \phi)^2 + (\partial_x \theta)^2 \right] + \frac{v}{2\pi} \int dx \left[ (\partial_x \tilde{\phi})^2 + (\partial_x \tilde{\theta})^2 \right]$$  \hspace{1cm} (35)

where $v = ta_0$. The theory is a $c = 2$ Luttinger liquid. The Luttinger parameter is 1 in the free theory, and can be tuned to other values when density-density interactions are included.

While the bosonization is fairly straightforward, an important ingredient of the low-energy theory is how physical electrons are represented, which determine the allowed operator content. In terms of the bosonic fields, physical fermions are given by attaching the JW string to $\psi(x)$ and $\tilde{\psi}(x)$:

$$e^{\pm i\phi \pm \theta \pm \tilde{\phi} \pm \tilde{\theta}}$$  \hspace{1cm} (36)

Their combinations give all physical operators. This is a nontrivial requirement, forbidding operators like $\psi^\dagger \tilde{\psi}$. One may understand the constraints as a gauge symmetry, which has important consequences for boundary conditions. One can show that a general vertex operator $e^{it^T \Phi}$ is physical if and only if both $l_1 + l_2 + l_4$ and $l_3 + l_2 + l_4$ are even integers. Furthermore, if $e^{it^T \Phi}$ is a bosonic operator, then $l_1 + l_2 + l_3 + l_4$ must be even, so $l_1, l_3$ and $l_2 + l_4$ are all even.
5.2 Symmetry transformations of $\Phi$

What distinguishes the field theory from an ordinary 1D quantum wire is their anomalous transformation properties under the symmetries. The lattice model has translation whose generator we denote by $t$, and time-reversal symmetry generated by $r$. Notice that $r^2 = 1$ and $rt = tr$. In addition, the model also has U(1) charge conservation, but it is not relevant.

From the lattice model (See Appendix B for derivation)\[ T_r : \begin{pmatrix} c_{k,L/R} \\ \tilde{c}_{k,L/R} \end{pmatrix} \rightarrow \begin{pmatrix} c_{k,R/L}^\dagger \\ -\tilde{c}_{k,R/L}^\dagger \end{pmatrix}, \] so our fields transform as\[ T_r : \begin{pmatrix} \psi_{L/R} \\ \tilde{\psi}_{L/R} \end{pmatrix} \rightarrow T_r : \begin{pmatrix} \phi \\ \theta \\ -\tilde{\phi} \\ -\tilde{\theta} \end{pmatrix} \rightarrow \begin{pmatrix} -\phi \\ \theta \\ -\tilde{\phi} \\ \tilde{\theta} + \pi \end{pmatrix}. \]

Our bosonization procedure (definitions of L/R moving fields etc) has assumed $t > 0$ but one can study the $t < 0$ using the same conventions as Sec. 5.1 by mapping $t \rightarrow -t$ via the unitary transformation $(c_i, \tilde{c}_i) \rightarrow ((-1)^i c_i, (-1)^i \tilde{c}_i)$. Note that boundary terms transform like $c_{1N}^i \rightarrow (-1)^{N-1} c_{1N}^i$. For $N$ odd, we see that the boundary condition is flipped in addition to the sign of $t$.

With this in mind we can work out the translation transformation properties of $\Phi$ given $T_t : f_i \rightarrow f_i$ etc. Recall that\[ c_i \sim e^{-i\frac{\pi}{2} x} e^{i(\theta + \phi)} + e^{i\frac{\pi}{2} x} e^{i(\theta - \phi)}, \]
\[ \tilde{c}_i \sim e^{-i\frac{\pi}{2} x} e^{i(\tilde{\theta} + \tilde{\phi})} + e^{i\frac{\pi}{2} x} e^{i(\tilde{\theta} - \tilde{\phi})}. \]

For $t > 0$, $c_i \rightarrow \tilde{c}_{i+1}$ and $\tilde{c}_i \rightarrow c_i$ under $T_t$ gives\[ T_t : \begin{pmatrix} \phi \\ \theta \\ -\tilde{\phi} \\ -\tilde{\theta} \end{pmatrix} \rightarrow \begin{pmatrix} \tilde{\phi} - \frac{\pi}{2} \\ \tilde{\theta} \\ \phi \\ \theta \end{pmatrix}. \]

For $t < 0$, $c_i \rightarrow -\tilde{c}_{i+1}$ and $\tilde{c}_i \rightarrow c_i$ giving\[ T_t : \begin{pmatrix} \phi \\ \theta \\ -\tilde{\phi} \\ -\tilde{\theta} \end{pmatrix} \rightarrow \begin{pmatrix} \tilde{\phi} - \frac{\pi}{2} \\ \tilde{\theta} + \pi \\ \phi \\ \theta \end{pmatrix}. \]

We have suppressed the coordinate change associated with the translation.

Notice that in all cases we have $T_r^2$ and $T_t^4$ acting as the identity on bosonic fields. However, $T_r$ and $T_t$ do not commute when acting on $\Phi$, which seems to contradict the fact that the symmetry group is $\mathbb{Z}_2 \times \mathbb{Z}_4$. The reason for the inconsistency is because $\phi, \theta, \tilde{\phi}$ and $\tilde{\theta}$ are not local fields. As we will see below, when acting on local degrees of freedom $T_t$ and $T_r$ do form the right group structure faithfully.
5.3 K matrix formulation

We have derived a low-energy theory from the lattice model. Here we discuss an alternative formulation using K matrix [39–42], which has the advantage that only physical degrees of freedom (allowing chiral ones) appear. First we give a brief overview of K matrix theory. A general chiral Luttinger liquid is described by the following Lagrangian:

\[ \mathcal{L} = \frac{1}{4\pi} \sum_{I,J} K_{IJ} \partial_t \phi_I \partial_x \phi_J - \frac{1}{4\pi} \sum_{I,J} V_{IJ} \partial_x \phi_I \partial_x \phi_J - \cdots \]  

(42)

Here \( K \) is a symmetric integer matrix, which determines the commutation relations between fields: \([\phi_I(y), \partial_x \phi_J(x)] = 2\pi i (K^{-1})_{IJ} \delta(y-x)\). Since we are considering an edge of a short-range entangled bulk without fractionalized excitations, we require \( \det K = \pm 1 \). For such unimodular K matrices, all excitations \( e^{i\phi_i} \) are physical. The non-universal \( V \) matrix determines velocities of bosonic modes as well as scaling dimensions of operators.

A general symmetry transformation \( T_g \) takes the following form

\[ T_g^{-1} \phi_I T_g = \sum_j (W_g)_{IJ} \phi_J + (\delta \phi_g)_I. \]  

(43)

To preserve the commutation relations the integer matrix \( W_g \) must satisfy

\[ W_g K^{-1} W_g^T = \pm K^{-1}, \]  

(44)

+/- for unitary/anti-unitary transformations. In addition, they must follow group multiplication laws: \( W_g W_h = W_{gh} \).

The K matrix for a Luttinger liquid is generally not uniquely defined because one can make a change of variable: \( \phi_I = \sum_j W_{IJ} \phi'_J \), where \( W \) is an invertible integer matrix (i.e. \( |\det W| = 1 \)). For the new fields, the K matrix becomes \( \tilde{K}' = W^T K W \), and

\[ W_g' = W^{-1} W_g W, \delta \phi'_g = W^{-1} \delta \phi_g. \]  

(45)

To obtain such a description, we first find a basis for local operators in the theory. They can be chosen as \( \phi_I = l_I^T \Phi \) with

\[ l_1 = (1,1,1,0), \]
\[ l_2 = (1,0,1,1), \]
\[ l_3 = (-1,1,1,0), \]
\[ l_4 = (1,0,-1,1). \]  

(46)

Their commutation relations are given by the following K matrix:

\[ K = \begin{pmatrix} 1 & -1 & 0 & 1 \\ -1 & 1 & 1 & 0 \\ 0 & 1 & -1 & -1 \\ 1 & 0 & -1 & -1 \end{pmatrix}. \]  

(47)

Symmetry properties can be readily obtained from Eq. (38) and (40). We find that under TR symmetry

\[ W_r = \begin{pmatrix} 0 & -1 & 1 & 1 \\ -1 & 0 & 1 & 1 \\ 1 & -1 & 0 & 1 \\ -1 & 1 & 1 & 0 \end{pmatrix}, \delta \phi_r = \begin{pmatrix} 0 \\ \pi \\ 0 \\ \pi \end{pmatrix}. \]  

(48)
and under lattice translation:

\[
W_t = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}, \delta \phi_t = -\frac{\pi}{2} \begin{pmatrix}
1 \\
1 \\
-1 \\
1
\end{pmatrix}.
\] (49)

We can further simplify the K matrix. A change of variables \( \phi = W \phi' \) with

\[
W = \begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 1 & -1 \\
0 & 0 & 0 & 1 \\
1 & 1 & 0 & -1
\end{pmatrix},
\] (50)

brings K into the standard diagonal form:

\[
W^T K W = \begin{pmatrix}
\sigma_z & 0 \\
0 & \sigma_z
\end{pmatrix}.
\] (51)

This is expected from the general classification of non-chiral, unimodular K matrices. Using Eq. (45) we obtain

\[
W_r' = \begin{pmatrix}
0 & 1 & -1 & 1 \\
1 & 0 & 1 & -1 \\
1 & 1 & 0 & -1 \\
1 & 1 & -1 & 0
\end{pmatrix}, \delta \phi_r' = \begin{pmatrix}
0 \\
\pi \\
\pi \\
0
\end{pmatrix},
\] (52)

and

\[
W_t' = \begin{pmatrix}
1 & 0 & 1 & -1 \\
0 & 1 & -1 & 1 \\
1 & 1 & -1 & 0 \\
1 & 1 & 0 & -1
\end{pmatrix}, \delta \phi_t' = \frac{\pi}{2} \begin{pmatrix}
-1 \\
1 \\
1 \\
1
\end{pmatrix}.
\] (53)

Using the matrix representations, one can check that \( T_r^2 = T_t^4 = 1, T_r T_t = T_t T_r \) and \( T_t^2 \neq 1 \). \( P \) where \( P \) is the global fermion parity, which shows that the symmetry group is indeed \( \mathbb{Z}_2^T \times \mathbb{Z}_4 \).

While the K matrix now is the same as the one for free fermions, we emphasize that it does not mean the theory is free after the basis transformation, because the symmetry transformations become complicated. For a free theory, we expect that a \( n \)-body operator remains \( n \)-body under symmetry transformations, which is not the case for \( W_r' \) and \( W_t' \): for example, they map a 1-body operator to a 3-body one. One can further check that no other basis transformations can bring \( W_t \) and \( W_r \) into a form expected for a free theory, while keeping \( K \) the same.

It is crucial that the K matrix is \( 4 \times 4 \), which allows non-trivial transformations such as \( W_r' \) and \( W_t' \). We show in the appendix that \( 2 \times 2 \) K matrix can not describe such an edge. In fact, we prove that within the K matrix framework, there are no nontrivial fermionic SPT phases with \( 2 \times 2 \) K matrix. Therefore the theory found here is in some sense “minimal”.

Although we have provided a completely local description of the effective theory, in the following we will still work with the formulation given in Sec. 5.2 as it is easier to relate to the lattice model.
5.4 Gapped phases in the bosonic field theory

With a complete low-energy gapless theory, we can explore effects of more complicated interactions to understand the perturbative stability. For U(1) bosons, generic local interactions are given by vertex operators of the form $e^{i \mathbf{l}^T \Phi}$, where $\mathbf{l}$ is an integer vector. Given that we are working with non-local variables, additional constraints must be placed on $\mathbf{l}$ to ensure locality, as discussed in Sec. 5.1.

In an effort to gap out the theory we can consider adding Higgs terms of the form $\sum_a U_a \cos (\mathbf{l}_a^T \Phi - \alpha_a)$ with $\mathbf{l}_a \in \mathbb{Z}^4$. Restricting our attention to the gapping terms which respect time reversal and translation symmetry provides a verification of the robustness of the gapless edge and the nontrivial symmetry-protected topological order of the bulk. To gap out the edge modes, it is sufficient to choose $\{\mathbf{l}_a\}$ as a set of linearly independent null vectors, namely they satisfy

$$[\mathbf{l}_a^T \Phi, \mathbf{l}_b^T \Phi] = 0$$

for all $a, b$. Then in the limit of large $U_a$, all $\mathbf{l}_a^T \Phi$ simultaneously acquire finite expectation values to minimize the cosine potentials. Since there are two conjugate pairs of bosonic fields, two null vectors are needed to freeze all degrees of freedom.

Following Ref. [42] and [40], Our basic tactic is the following: consider a set of symmetry-preserving, independent gapping terms $\{\cos (\mathbf{l}_a^T \Phi - \alpha_a)\}$ for a set of null vectors $\mathbf{l}_a$. We then check whether there exists any local, elementary field $\mathbf{v}^T \Phi$ that acquires a finite expectation value in the ground state (meaning that a certain linear combination of $\mathbf{l}_a$'s is a multiple of $\mathbf{v}$). If these fields transform non-trivially under the symmetry transformations, then the ground state spontaneously breaks the symmetry. A more systematic treatment can be found in Ref. [44].

5.4.1 Continuum limit of the solvable model

Before considering general gapping terms, let us analyze the continuum limit of the pairing term in the lattice model [45]:

$$\sum_i \Delta c_{i+1} c_i + \text{h.c.} \sim \Delta \int_0^L dx [\psi(x + a) \psi(x) + \text{h.c.}] = \Delta \int_0^L dx [e^{-i \frac{\pi}{4}} e^{i 2 \theta(x)} + \text{h.c.}]$$

Here $a$ is the short-distance cutoff.

So the superconducting term $-\Delta (c_{i+1} c_i + \tilde{c}_{i+1} \tilde{c}_i) + \text{h.c.}$ becomes $\Delta (\sin 2 \theta + \sin 2 \tilde{\theta})$. Without loss of generality, assume $\Delta > 0$. In the large $L$ limit, $\theta$ is pinned at the minima of $\Delta \sin 2 \theta$, namely $\theta = -\frac{\pi}{4}$ or $\frac{3\pi}{4}$. Recall though that the physical ground states should have definite total fermion parity. One can check that $P_1 = e^{i \int_0^L \partial_x \tilde{\phi}}$ and $P_2 = e^{i \int_0^L \partial_x \phi}$, thus:

$$P = \exp \left( i \int_0^L \partial_x \tilde{\phi} + \partial_x \phi \right)$$

From the bosonic commutation relations we see

$$P \theta P^{-1} = \theta + \pi, P \tilde{\theta} P^{-1} = \tilde{\theta} + \pi.$$
The Hamiltonian conserves both \( P_1 \) and \( P_2 \).

We know the parity of our ground state from the lattice model but its good to check it emerges from the field theory. The physical fermion \( e^{i(\hat{\phi} + \phi + \theta)} \) satisfies PBC, which means

\[
e^{i[\hat{\phi}(L) + \phi(L) + \theta(L)]} = e^{i[\int_0^L \partial_x(\hat{\phi} + \phi + \theta) + (\hat{\phi}(0) + \phi(0) + \theta(0))]}
\]

because in the ground state manifold \( \theta \) is pinned, we see that the BC is \(-P_1 P_2\). Thus we find \( P = P_1 P_2 = -1 \). (For \( t > 0 \) and odd \( N \), it is the opposite). Similarly we find

\[
\psi_{L/R}(L) = -e^{i(\int_0^L dx \partial_x \theta \pm \int_0^L dx \partial_x \phi)} \psi_{L/R}(0)
\]

in accordance with the lattice result \( c_{N+1} = P_1 c_1 \).

Now we work out the ground states for the field theory and check the symmetry breaking pattern. For the sake of explicitness consider chain 2. We can form the parity (i.e. \( P_2 \)) eigenstates \( |\pm\rangle_2 = \frac{1}{\sqrt{2}} (|\pi\rangle_2 \pm |3\pi\rangle_2) \), where \( P_2 |\pm\rangle_2 = \pm |\pm\rangle_2 \). The analysis of chain 1 is identical.

The ground state space of the full chain is spanned by \( |\pm\rangle_2 \), subject to the constraint of a fixed total fermion parity. For \( t > 0 \), we have shown that \( P = -1 \), so the two states are \(|+\rangle_1 |-\rangle_2 \) and \(|-\rangle_1 |+\rangle_2 \). It is convenient to form the following superpositions:

\[
|\pm\rangle = |+\rangle_1 |-\rangle_2 \pm |\pm\rangle_2.
\]

In terms of \( \theta, \tilde{\theta} \) eigenstates:

\[
|+\rangle = \frac{\pi}{4} \begin{pmatrix} 3\pi \\ 4 \end{pmatrix}_1 \begin{pmatrix} -\pi \\ 4 \end{pmatrix}_2 - \frac{3\pi}{4} \begin{pmatrix} -\pi \\ 4 \end{pmatrix}_1 \begin{pmatrix} 3\pi \\ 4 \end{pmatrix}_2,
\]

\[
|-\rangle = \frac{3\pi}{4} \begin{pmatrix} -\pi \\ 4 \end{pmatrix}_1 \begin{pmatrix} -\pi \\ 4 \end{pmatrix}_2 - \frac{\pi}{4} \begin{pmatrix} 3\pi \\ 4 \end{pmatrix}_1 \begin{pmatrix} 3\pi \\ 4 \end{pmatrix}_2.
\]

Now

\[
T_r : (\theta, \tilde{\theta}) \to (\theta, \tilde{\theta} + \pi)
\]

meaning \( T_r : |\pm\rangle \to -|\mp\rangle \) suggesting \( T_r \) is broken.

The symmetry breaking can also be detected by an order parameter. In this case, the order parameter is just \( \cos(\tilde{\theta} - \bar{\theta}) \), which is odd under \( T_r \) but invariant under \( T_t \). Its expectation value on \( |\pm\rangle \) is \( \pm 1 \). On the other hand, \( \sin(\tilde{\theta} - \bar{\theta}) \) is also odd under translation but its expectation value vanishes.

In the lattice theory \( T_t \) breaking depended on the sign of \( t \) so we should expect the same behavior in the field theory. Recall

\[
T_t : (\theta, \tilde{\theta}) \to \begin{cases} (\tilde{\theta}, \theta) & t > 0 \\ (\tilde{\theta} + \pi, \theta) & t < 0 \end{cases}
\]

We can see that the field theory reproduces the symmetry breaking properties of the lattice. The same result is seen in the odd case with the small adjustment that in the \( t > 0 \) case our \( P = 1 \) ground states are given by \( |\pm\rangle = |+\rangle_1 |+\rangle_2 \pm |-\rangle_1 |-\rangle_2 \).
## 5.4.2 General gapping terms

With the above special case worked out we can now consider general gapping terms. We will focus on the $t > 0$ phase and results for the $t < 0$ phase are very similar. Recall how $\Phi$ transforms under $T_r$ and $T_t$:

$$
T_t: \begin{pmatrix} \phi \\ \theta \\ \phi \\ \theta \end{pmatrix} \rightarrow \begin{pmatrix} \phi + \frac{\pi}{2} \\ \theta \\ \phi \\ \theta \end{pmatrix} \quad \text{and} \quad T_r: \begin{pmatrix} \phi \\ \theta \\ \phi \\ \theta \end{pmatrix} \rightarrow \begin{pmatrix} -\phi \\ \theta \\ -\phi \\ \theta + \pi \end{pmatrix}.
$$

As discussed already, if our goal is to investigate the gapability of the model we need to consider something like $\delta L = U_1 \cos ( l^T \Phi - \alpha_1 ) + U_2 \cos ( l^T \Phi - \alpha_2 )$. Verifying that any symmetry allowed gapping term introduces spontaneous breaking or gapless modes amounts to working through all the allowed cases. We give a proof of all the cases in Appendix $C$. Here we will show a few examples to demonstrate the approach.

Let us first consider the case in which each gapping term transforms trivially under both of the symmetries:

$$
T_g^{-1} \cos ( l^T \Phi - \alpha ) T_g = \cos ( l^T \Phi - \alpha ), \quad g = t/r.
$$

let $l^T = (a, b, c, d)$, then acting with symmetry operators on $\cos ( a\phi + b\theta + c\tilde{\phi} + d\tilde{\theta} - \alpha )$ one can derive constraints on the vector $l$. It follows, via $T_t$ symmetry, that $a = \pm c$ for example. We summarize these constraints in the following table:

| Symmetry | Vector constraint | Phase constraint |
|----------|------------------|-----------------|
| $T_t$    | $a = \pm c$ and $b = \pm d$ | $a \in 4\mathbb{Z}$ |
| $T_r$    | $a, c = 0$ or $b, d = 0$ | $d \in 2\mathbb{Z}$ |

From the table one has gapping terms of the form $\cos (4n(\phi \pm \tilde{\phi}))$ or $\cos (2m(\theta \pm \tilde{\theta}))$ which condense. Some fraction of these correspond to physical operators which break $T_t$ and $T_r$ respectively. For example, for $\cos 4n(\phi \pm \tilde{\phi})$, the order parameter $\cos 2(\phi \pm \tilde{\phi})$ has a finite expectation value and breaks translation symmetry.

Now consider the situation in which $T_t$ exchanges the gapping terms and $T_r$ does not. We have an interaction of the form

$$
U_1 [ \cos ( a\phi + b\theta + c\tilde{\phi} + d\tilde{\theta} - \alpha ) + \cos ( c\phi + d\theta + a\tilde{\phi} + b\tilde{\theta} + \frac{a\pi}{2} - \alpha ) ].
$$

There are only two Higgs terms so acting with $T_t$ twice must generate a phase of $2n\pi$.

| Symmetry | Vector constraint | Phase constraint |
|----------|------------------|-----------------|
| $T_t$    | $a + c \in 4\mathbb{Z}$ |
| $T_r$    | $a, c = 0$ or $b, d = 0$ | $b, d \in 2\mathbb{Z}$ |

If $a, c = 0$, because both $b$ and $d$ are even we write $b = 2m, d = 2n$. Then $\delta L \sim \cos (2(m\theta + n\tilde{\theta}) - \alpha) + \cos (2(n\theta + m\tilde{\theta}) - \alpha)$. For $m = \pm n$ these two terms collapse into a single one, meaning the edge has a gapless mode. Otherwise, we can combine the two arguments to get $2(m+n)(\theta + \tilde{\theta})$. So there is a symmetry-breaking order parameter $(\theta + \tilde{\theta})$.

If $b, d = 0$ we have a similar scenario: $a + c \in 4\mathbb{Z}$ plus the locality constraint means both $a$ and $c$ are even. If $a = \pm c$ then there is just a single term $\cos[a(\phi \pm \tilde{\phi})]$, and we require $a \in 4\mathbb{Z}$.

As we will show below, translation symmetry is broken by the order parameter $2(\phi + \tilde{\phi})$. For
\( a \neq \pm c \), we can combine the two arguments to form \((a + c)(\phi + \tilde{\phi})\), which again gives the order parameter \(2(\phi + \tilde{\phi})\).

Details of the remaining cases are given in Appendix C. It follows that general symmetry allowed gapping terms always lead to spontaneous symmetry breaking. Thus the edge theory describes a non-trivial SPT phase.

### 5.5 Non-perturbative stability

Through a null vector analysis, we have shown that perturbatively the gapless edge modes are protected by the symmetry. However, this does not address the non-perturbative stability, and also even perturbatively it is known that gapping terms which do not obey null conditions can still open a gap \([46,47]\).

In the following we provide two arguments to show the stability of the gapless edge modes non-perturbatively. They also serve to demonstrate the bulk-boundary correspondence in the edge theory.

#### 5.5.1 Domain wall structure

As reviewed in Sec 2, the ground state wavefunction of a \(\mathbb{Z}_4 \times \mathbb{Z}_2^T\) fermionic SPT phase can be understood using a decorated domain wall picture. While in the bulk domain walls are closed, they can terminate on the edge and a fermionic zero mode appears at the end point due to the decoration. This can be taken as a defining feature of the edge states: a \(\mathbb{Z}_4\) domain wall binds a fermionic zero mode protected by the \(\mathbb{Z}_2^T\) symmetry.

We will now show that the edge theory does have the right domain wall structure. We first construct a gapping term which leads to spontaneous breaking of \(T_t\) while preserving \(T_r\). Consider a gapping term \(U(\cos 4\phi + \cos 4\tilde{\phi})\), with \(U < 0\), which condenses \(\phi\) and \(\tilde{\phi}\) at minima of the cosine potential \(\pi m/2\) with \(m \in \mathbb{Z}\). From the derived conditions on physical operators one can see that \(2\phi\) and \(2\tilde{\phi}\) are physical but \(\phi\) and \(\tilde{\phi}\) are not. The \(T_t\) symmetry cycles through the ground state space

\[
\begin{pmatrix}
2\phi \\
2\tilde{\phi}
\end{pmatrix} : \begin{pmatrix}
0 \\
0
\end{pmatrix} \xrightarrow{T_{t\downarrow}} \begin{pmatrix}
\pi \\
0
\end{pmatrix} \xrightarrow{T_{t\uparrow}} \begin{pmatrix}
\pi \\
\pi
\end{pmatrix} \xrightarrow{T_{t\downarrow}} \begin{pmatrix}
2\pi \\
\pi
\end{pmatrix} \xrightarrow{T_{t\uparrow}} \begin{pmatrix}
0 \\
0
\end{pmatrix}
\]

while \(T_r\) is unbroken.

Suppose we are in the state (denoted by \(|0 \to \pi\rangle\)) with a domain wall at \(x\) separating the \(|0\rangle\) state (denoted by \(|0 \to 0\rangle\)) and the \(|\pi\rangle\) state. Note the following specific bosonic commutation relation

\[
e^{\pm i \frac{\vartheta(y)}{2}} 2\phi(x)e^{\mp i \frac{\vartheta(x)}{2}} = 2\phi(x) + \begin{cases}
\pm \pi & 0 < x < y \\
0 & x > y
\end{cases}.
\]

We can create the domain wall configuration from a uniform ground state in two ways: two states

\[
|0 \to \pi\rangle_\pm = e^{\pm i \frac{\vartheta(x)}{2}} |0 \to 0\rangle
\]

are degenerate since they are related by the TR transformation. They have the same domain wall at \(x\), separating the \(|0\rangle\) and \(|\pi\rangle\) states, but differ in local properties. Notice that while
$e^{iθ(x)/2}$ is non-local, in a closed system one always creates domain walls in pairs by applying 
$\exp \left[ \frac{i}{2} \int_{x_0}^{x_1} \partial_x \theta dx \right]$, which is a physical string-like operator. If we look at the charge densities, 
\[ \rho_{\pm}(y) = \frac{1}{\pi} \langle 0 \rightarrow \pi | \partial_y \phi(y) | 0 \rightarrow \pi \rangle_{\pm}, \] 
of the two states we see that 
\[ \rho_{+}(y) - \rho_{-}(y) = \delta(y - x). \] (69)

Figure 3: Degenerate domain wall states differ in their charge densities.

The degenerate kinked states differ in local charge $\Delta Q = 1$, suggesting the presence of a
fermionic zero mode, as the only charge-1 local excitations in our system are physical fermions.
In fact, an operator toggling between the two states is $e^{i(\phi + \tilde{\phi} + \theta)}$ (note that $\phi$ and $\tilde{\phi}$ condense).
These two states are related by the TR transformation, protecting the degeneracy.

### 5.5.2 Gauging fermion parity

An alternative way to characterize the bulk SPT phase is through the symmetry properties of
a fermion parity flux. In a nontrivial fermionic SPT phase, a fermion parity flux transforms
projectively under the global symmetry group. In Ref. [48], a classification of 2D fermionic
SPT phases was derived using these ideas. Mathematically, projective representation carried
by a fermion parity flux is characterized by a 2-cocycle in $H^2[G, \mathbb{Z}_2]$, which agrees with the
group super-cohomology classification.

We will directly couple the SPT phase to a $\mathbb{Z}_2$ gauge field, sourced by fermions. We will
first carry out the gauging construction for the bulk theory. To this end, let us write down a
topological field theory for the bulk:

\[ L = \sum_{I,J} \frac{K_{IJ}}{4\pi} a_I \wedge da_J + \cdots \] (70)

Here $a_I$ are compact U(1) gauge fields, and the K matrix is given in Eq. (51). The same K
matrix appears in the bulk Chern-Simons theory and the edge chiral boson theory following
from the general bulk-boundary correspondence. $da$ is the fermion current in the bulk. Under
symmetries, the gauge field transforms as:

\[ T_g : a_I \rightarrow \sum_{I,J} (W_g)_{IJ} a_J, \] (71)

where $W_g$ is given in Eqs. (52) and (53).

Now we couple the bulk to a $\mathbb{Z}_2$ gauge field $A$:

\[ \frac{1}{2\pi} (a_1 + a_2 - a_3 - a_4) dA + \frac{1}{\pi} B dA. \] (72)
The $\mathbb{Z}_2$ gauge theory is described by the mutual Chern-Simons term $\frac{1}{8} B dA$ (corresponding to a K matrix $\begin{pmatrix} 0 & 2 \\ 2 & 0 \end{pmatrix}$). $B$ can be thought as a Higgs field that Higgs the U(1) gauge structure of $A$ down to $\mathbb{Z}_2$, and it couples to vortex current.

Here we choose $a_1 + a_2 - a_3 - a_4$ because this combination preserves $T_t$, and under $T_r$ it becomes minus itself. Therefore we let $T_t^{-1} A T_t = A, T_r^{-1} A T_r = A,$ and $T_r^{-1} B T_r = -B$. We then integrate out $A$, which leads to a constraint $a_1 + a_2 - a_3 - a_4 + 2B = 0$. It can be resolved by writing

$$
\begin{pmatrix}
  a_1 \\
  a_2 \\
  a_3 \\
  a_4 \\
  B
\end{pmatrix}
= \begin{pmatrix} 1 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1 \\ 0 & 0 & -1 & 1 \\ 0 & 0 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
  \tilde{a}_1 \\
  \tilde{a}_2 \\
  \tilde{a}_3 \\
  \tilde{a}_4
\end{pmatrix}.
$$

(73)

In fact, one can view the upper $4 \times 4$ block as the (non-invertible) similarity transformation between $a$ and $\tilde{a}$. We will denote it by $U$, with $\det U = 2$. In terms of the new variables $(\tilde{a}_1, \tilde{a}_2, \tilde{a}_3, \tilde{a}_4)$, the K matrix reads

$$
\begin{pmatrix}
  0 & 1 & 0 & 0 \\
  1 & 0 & 1 & 1 \\
  0 & 1 & 0 & 2 \\
  0 & 1 & 2 & 0
\end{pmatrix}.
$$

(74)

This K matrix describes a $\mathbb{Z}_2$ topological order, as expected. Symmetry transformations are given by $\tilde{W}_g = U^{-1} W_g U, \delta \tilde{\phi}_g = U^{-1} \delta \phi_g$. The commutator between $T_t$ and $T_r$ acts on the corresponding edge fields as

$$
\tilde{\Phi} \rightarrow \tilde{\Phi} + \begin{pmatrix}
  0 \\
  0 \\
  \pi \\
  \pi
\end{pmatrix}.
$$

(75)

Notice that $e^{i \tilde{\phi}_3}$ are $e^{i \tilde{\phi}_4}$ are the two fermion parity fluxes, so they do transform projectively under $T_t$ and $T_r$, corresponding to the nontrivial cohomology class in $\mathcal{H}^2[\mathbb{Z}_4 \times \mathbb{Z}_2^T, \mathbb{Z}_2]$. Physically, a fermion parity flux has a two-fold degeneracy protected by the symmetry.

### 6 Conclusion

In this work we find that edge modes of an interacting FSPT phase can be described by a chiral boson theory. It is possible that the same is true for all 2D FSPT phases in group super-cohomology construction. Furthermore, it is possible that all such theories can be described by $4 \times 4$ K matrix theory. We have proved that within K matrix theory, $4 \times 4$ is the minimal dimension required for the $\mathbb{Z}_4 \times \mathbb{Z}_2^T$ FSPT phase. An interesting question to ask is whether this $c = 2$ edge theory is the “minimal” (as measured by central charge) among all conformal field theories with the quantum anomaly.

An important open problem is to understand the edge physics of intrinsically interacting FSPT phases beyond group super-cohomology [18, 19, 48]. An example of such phases in 2D arises with $\mathbb{Z}_8 \times \mathbb{Z}_2^T$ symmetry. If the $\mathbb{Z}_8$ symmetry is replaced by translation, the bulk is
a stack of Majorana chains, and the edge is a 1D chain with one Majorana per unit cell. The simplest Hamiltonian must involve four-site interactions. An example is the following Hamiltonian studied recently in Ref. [49]:

\[ H = g \sum_i \gamma_i \gamma_{i+1} \gamma_{i+3} \gamma_{i+4}. \]  \hspace{1cm} (76)

Remarkably, such a Hamiltonian is actually integrable [49], and realizes a gapless phase with a dynamical exponent \( z = 3/2 \). The nature of this phase is not fully understood. An interesting future direction is to construct other gapless theories, in particular conformal field theories, and develop field-theoretical descriptions.

Intrinsically interacting fermionic SPT phases also exist in three spatial dimensions [17–19]. Recent works have found general conditions on gapped surface topological order in the group super-cohomology cases [32,50]. It will be interesting to explore gapless surface theories in these systems.
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**A 2 \times 2 K matrix**

We show that a 2 \times 2 K matrix can not describe the edge. For a non-chiral fermionic system, the K matrix can be fixed to be \( K = \sigma^z \). Then it is straightforward to show that the only invertible similarity transformations that leave \( \sigma^z \) invariant are \( 1 \) and \( \sigma^z \). Similarly, the only ones that take \( \sigma^z \) to \( -\sigma^z \) are \( \sigma^x \) and \( \sigma^y \).

The time-reversal symmetry squaring to the identity is then implemented by \( \sigma^x \). Because the \( \mathbb{Z}_4 \) generator \( W_t \) has to commute with both \( K \) and the time-reversal transformation, only \( W_t = 1 \) is allowed. At this point, notice that within 2 \times 2 K matrix, the theory can be realized by free fermions.

We have found that the two symmetry transformations are given by

\[ T_r : W_r = \sigma^x, \delta\phi_r = \begin{pmatrix} \alpha \\ -\alpha \end{pmatrix}, \]  \hspace{1cm} (77)

and

\[ T_t : W_t = 1, \delta\phi_t = \frac{\pi}{2} \begin{pmatrix} n_1 \\ n_2 \end{pmatrix}, n_{1,2} \in \{0, 1, 2, 3\}. \]  \hspace{1cm} (78)

Further requiring \( \mathbb{Z}_4 \) commuting with \( T \) fixes \( n_1 = n_2 \).

With these transformations, the following perturbation is allowed \( \cos(\phi_L - \phi_R - \alpha) \), which fully gaps out the edge without breaking symmetries.
B Symmetry actions on various operators

Let us work out how $T_r$ and $T_t$ act on the fermionic operators. From Eq. (9) we see

\[ T_r : c_i \rightarrow (-1)^i \prod_{j=1}^{i} (1 - 2 f_j^\dagger f_j) f_i^\dagger = (-1)^i c_i^\dagger, \]

\[ T_r : \tilde{c}_i \rightarrow (-1)^{i-1} \prod_{j=1}^{i-1} (1 - 2 f_j^\dagger f_j) \tilde{f}_i^\dagger = (-1)^{i-1} \tilde{c}_i^\dagger. \] (79)

It should be noted also that $T_r : P_i \rightarrow (-1)^N P_i$. Under translation our physical fermions transform trivially as $f_i \rightarrow f_{i+1}$, adapting this to our partitioning of the even and odd sites gives $f_i \rightarrow \tilde{f}_{i+1}$ and $\tilde{f}_i \rightarrow f_i$ leading to

\[ T_t : c_i \rightarrow \prod_{j=1}^{i} (1 - 2 f_j^\dagger f_j) \tilde{f}_{i+1} = \tilde{c}_{i+1} \]

\[ T_t : \tilde{c}_i \rightarrow \prod_{j=1}^{i-1} (1 - 2 f_j^\dagger f_j) f_i = c_i \] (80)

Recalling $c_k = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{-ikj} c_j$ we can use the transformation properties derived above to see what happens in the momentum basis.

\[ T_r : c_k \rightarrow \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{ikj} (-1)^j c_j^\dagger = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{i(k+\pi)j} c_j^\dagger \]

\[ = c_{k+\pi} \]

Similarly, $T_r : \tilde{c}_k \rightarrow -\tilde{c}_{k+\pi}^\dagger$. For translation, using (80) we see

\[ T_t : c_k \rightarrow \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{ikj} \tilde{c}_{j+1} = e^{-ik} \tilde{c}_k \]

\[ T_t : \tilde{c}_k \rightarrow \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{ikj} c_j = c_k \] (81)

C Perturbative stability of the edge theory

Here we give a proof via exhaustion that symmetry allowed Higgs terms push the edge theory away from a trivial phase. If we wish to gap out the system we must have exactly two linearly independent Higgs terms:

\[ \delta L = U_1 \cos (T_1^T \Phi - \alpha_1) + U_2 \cos (T_2^T \Phi - \alpha_2). \]

We will focus on the $t > 0$ phase, the proof for the $t < 0$ phase follows in the same way. Recall how $\Phi$ transforms.
under $T_r$ and $T_t$:

$$
T_t: \begin{pmatrix}
\phi \\
\theta \\
\overline{\phi} \\
\overline{\theta}
\end{pmatrix} \rightarrow \begin{pmatrix}
\phi + \frac{\pi}{2} \\
\overline{\theta} \\
\overline{\phi} \\
\theta
\end{pmatrix} \quad \text{and} \quad T_r: \begin{pmatrix}
\phi \\
\theta \\
\overline{\phi} \\
\overline{\theta}
\end{pmatrix} \rightarrow \begin{pmatrix}
-\phi \\
\theta \\
-\overline{\phi} \\
-\overline{\theta}
\end{pmatrix}
$$

(82)

a particular symmetry may act internally on each Higgs terms or it may exchange them. We will consider all the cases and show in each instance gapless modes or SSB are present.

**No exchange**

Consider the case in which each gapping term transforms trivially under both of the symmetries:

$$
T_g^{-1} \cos (l^T \Phi - \alpha) T_g = \cos (l^T \Phi - \alpha), g = t/r.
$$

(83)

Let $l^T = (a, b, c, d)$, then acting with symmetry operators on $\cos (a\phi + b\theta + c\overline{\phi} + d\overline{\theta} - \alpha)$ we arrive at the following constraints:

| Symmetry | Vector constraint | Phase constraint |
|----------|------------------|-----------------|
| $T_t$    | $a = \pm c$ and $b = \pm d$ | $a \in 4\mathbb{Z}$ |
| $T_r$    | $a, c = 0$ or $b, d = 0$ | $d \in 2\mathbb{Z}$ |

If we explicitly consider some specific allowed term we can derive constraints on $\alpha$ (e.g. something like $\cos (2n(\theta + \overline{\theta}) - \alpha)$ is symmetry allowed for any $\alpha$ but $T_t$ constrains $\alpha$ in a term like $\cos (2n(\theta - \overline{\theta}) - \alpha)$ to be $0, \pi$.) but this will not influence the presence of symmetry breaking behavior so we will ignore working these constraints out in general. From the table one has gapping terms of the form $\cos (4n(\phi \pm \overline{\phi}))$ or $\cos (2m(\theta \pm \overline{\theta}))$ which condense. Some fraction of these correspond to physical operators which break $T_t$ and $T_r$ respectively.

**$T_r$ exchange**

Now consider the case in which time reversal exchanges the two Higgs terms: explicitly this has the form

$$
\delta L = U_1[ \cos (a\phi + b\theta + c\overline{\phi} + d\overline{\theta} - \alpha) \\
+ (-1)^{d\pi} \cos (-a\phi + b\theta - c\overline{\phi} + d\overline{\theta} - \alpha)]
$$

(84)

Recall that if we are to condense the gapping terms the operators $l^T_1 \Phi, l^T_2 \Phi$ must commute with themselves and with each other. Suppose $T_t$ does not exchange the terms. One can check that the requirement that $l_i K^{-1} l_j = 0$ for $i, j = 1, 2$ is met only iff $a = 0$ or $b = 0$. We summarize the constraints in the following table

| Symmetry | Vector constraint | Phase constraint |
|----------|------------------|-----------------|
| $T_t$    | $a = \pm c$ and $b = \pm d$ | $a \in 4\mathbb{Z}$ |
| $l^T_1 K^{-1} l_j = 0$ | $a = 0$ or $b = 0$ | |

Note now that $T_r^{-1}(\phi \pm \overline{\phi})T_r \sim a(\phi \pm \overline{\phi})$ and $T_r^{-1}(\theta \pm \overline{\theta})T_r \sim b(\theta \pm \overline{\theta})$. We are back to the previous case.

In the case where $T_t$ exchanges the Higgs terms we get:
Again, the two gapping terms turn out to be proportional, and there is a symmetry breaking.

$T_t$ exchanges

Finally, consider the last case in which $T_t$ exchanges the Higgs terms and $T_r$ does not. We have an interaction of the form $U_1 \cos(a\phi + b\theta + c\tilde{\phi} + d\tilde{\theta} - \alpha) + \cos(c\phi + d\theta + a\tilde{\phi} + b\tilde{\theta} + \frac{a\pi}{2} - \alpha)$. There are only two Higgs terms so acting with $T_t$ twice must generate a phase of $2n\pi$.

If $a, c = 0$ then $\delta L \sim \cos(2(n\theta + m\tilde{\theta}) - \alpha) + \cos(2(m\theta + n\tilde{\theta}) - \alpha)$ and there is either a gapless mode (if $n = \pm m$) or a physical fraction of $n\theta + m\tilde{\theta}, m\theta + n\tilde{\theta}$ and/or $(n + m)\theta + (m + n)\tilde{\theta}$ breaks symmetry.

If $b, d = 0$ we have a similar scenario: $a + c \in 4\mathbb{Z}$, together with the locality constraint we find that $a, c$ are both even, and we have the same situation as the $a, c = 0$ case treated just above.
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