Maximum entropy analytic continuation for frequency-dependent transport coefficients with non-positive spectral weight
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The computation of transport coefficients, even in linear response, is a major challenge for theoretical methods that rely on analytic continuation of correlations functions obtained numerically in Matsubara space. While maximum entropy methods can be used for certain correlation functions, this is not possible in general, important examples being the Seebeck, Hall, Nernst and Regge-Leduc coefficients. Indeed, positivity of the spectral weight on the positive real-frequency axis is not guaranteed in these cases. The spectral weight can even be complex in the presence of broken time-reversal symmetry. Various workarounds, such as the neglect of vertex corrections or the study of the infinite frequency or Kelvin limits have been proposed. Here, we show that one can define auxiliary response functions that allow to extract the desired real-frequency susceptibilities from maximum entropy methods in the most general multiorbital cases with no particular symmetry. As a benchmark case, we study the longitudinal thermoelectric response and corresponding Onsager coefficient in the single-band two-dimensional Hubbard model treated with dynamical mean-field theory (DMFT) and continuous-time quantum Monte Carlo (CTQMC). We thereby extend to transport coefficients the maximum entropy analytic continuation with auxiliary functions (MaxEntAux method), developed for the study of the superconducting pairing dynamics of correlated materials.
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a. Introduction. Transport properties are of interest for both fundamental and applied purposes. For example, while thermoelectric power tells us about the nature of charge carriers, materials with large thermoelectric power could lead to various applications, including efficient conversion of heat loss into useful electricity [1–7]. Unfortunately, computing transport coefficients from numerical results is no simple task. Usually, one starts by computing the corresponding response functions in Matsubara frequency using the Kubo formula. For quantum Monte-Carlo data in particular, the most direct way to extract the real-frequency dependent response functions is then to perform maximum entropy analytic continuations (MEACs) [8, 9]. However, as we explain in more details below, MEAC is not always trivial since it requires that the spectral weight of response functions is real and positive, which is not necessarily the case in general.

Many approaches have been investigated to circumvent this major problem for the Seebeck coefficient [10–19], the Hall coefficient [20–24] and the Nernst coefficient [25] for instance, but all of them are either approximations or analytic methods that are exact only in a certain frequency limit [26]. The most common approach consists in neglecting vertex corrections, in which case it is possible to compute transport coefficients directly from the single-particle spectral weight. This is not possible when vertex corrections are included, which seems to be a necessary step in understanding the record-breaking thermopowers of FeSb₂ and FeAs₂ [3] for instance. In that case, a more versatile approach, that would extend to all transport quantities, still remains to be developed. This is the problem that we address here by generalizing the MaxEntAux method developed for fermionic response functions [27, 28] to the case of bosonic response functions with non-positive spectral weights [29]. We first describe this method for the most general multiorbital system with no particular symmetry before presenting a benchmark case for the uniform longitudinal thermoelectric response (or uniform Seebeck response) of a single-band two-dimensional Hubbard model treated with dynamical mean-field theory (DMFT) and continuous-time quantum Monte Carlo (CTQMC) [31]. The DC limit is also compared to a low-temperature approximation [32], detailed in the supplemental material Ref. [33]. Some of the issues associated with convergence of Matsubara frequency sums are also discussed there [33].

b. Bosonic response functions without positive spectral weight Let us define the correlation function between general bosonic operators \( \hat{O}_{\vec{k}\gamma} \) and \( \hat{O}_{\vec{k}\delta} \) by

\[
\chi_{\gamma\delta}(\vec{k}, \tau) = -\left\langle \mathcal{T}_\tau \hat{O}_{\vec{k}\gamma}(\tau) \hat{O}_{\vec{k}\delta}^\dagger(0) \right\rangle_H ,
\]

where \( \vec{k} \) is wave vector, the average is taken with respect to the grand-canonical ensemble for Hamiltonian \( \mathcal{H} \) (with eigenvectors \( |m\rangle \) and eigenenergies \( H_m \)) and \( \mathcal{T}_\tau \) is the bosonic imaginary-time ordering operator. In the case of current operators, that we consider in this paper, \( \gamma \) and \( \delta \) stand for the electrical (\( E \)) or thermal (\( T \)) nature of the current operators and also for spatial direction (\( x \), \( y \) or \( z \)), band, and spin indices. The discrete Fourier transform to bosonic Matsubara frequency space, \( \chi_{\gamma\delta}(\vec{k}, i\omega_n) = \int_0^\beta d\tau e^{i\omega_n \tau} \chi_{\gamma\delta}(\vec{k}, \tau) \), is related to the spec-
toral weight \( \chi''_{\gamma \delta}(\vec{k}, \omega) \) through the relation

\[
\chi_{\gamma \delta}(\vec{k}, i\omega_n) = \int_0^\beta d\tau e^{i\omega_n \tau} \chi_{\gamma \delta}(\vec{k}, \tau) = \int \frac{d\omega}{\pi} \frac{\chi''_{\gamma \delta}(\vec{k}, \omega)}{\omega - i\omega_n}.
\]

This spectral weight is essential, for example, to obtain the finite-frequency behavior of the Hall conductivity (related to the Faraday effect) that obeys the analog of a f-sum rule [34, 35].

The non-triviality of the MEAC for a general response function arises because this method requires that

\[
\forall \omega, \quad \omega \chi''_{\gamma \delta}(\vec{k}, \omega) \geq 0 \quad \text{and} \quad \chi''_{\gamma \delta}(\vec{k}, \omega) \in \mathbb{R}
\]

for bosonic data. However, the Lehmann representation

\[
\frac{\pi}{2} \sum_{mn'} e^{-\beta H_m} [e^{\beta \omega} - 1] \langle m|\hat{O}_{k \gamma}|m'\rangle\langle m'|\hat{O}_{k \delta}^\dagger|m\rangle \times \delta(\omega - (H_m - H_{m'}))
\]

for \( \chi''_{\gamma \delta}(\vec{k}, \omega) \), where \( Z \) is the partition function of the system, tells us that this condition is obviously satisfied if \( \delta \equiv \gamma \) since

\[
\langle m|\hat{O}_{k \gamma}|m'\rangle\langle m'|\hat{O}_{k \gamma}^\dagger|m\rangle = |\langle m|\hat{O}_{k \gamma}|m'\rangle|^2 \geq 0.
\]

and \( e^{\beta \omega} - 1 \) is positive for \( \omega > 0 \) and negative for \( \omega < 0 \). This special case corresponds to purely electric or purely thermal longitudinal responses, hence transverse response functions in the presence of a symmetry-breaking magnetic field or even, more simply, the thermoelectric response, cannot be obtained with the standard approach.

c. MaxEntAux Method for the General Case. Consider the general correlation function Eq. (1). Generalizing the approach of Ref. [27], we define the mixed operator

\[
\hat{A}_{k \gamma \delta, \lambda} = \hat{O}_{k \gamma} + \lambda \hat{O}_{k \delta}^\dagger.
\]

With the usual Matsubara imaginary-time evolution \( \hat{O}_{k \gamma}(\tau) = e^{\beta \tau} \hat{O}_{k \gamma} e^{-\beta \tau} \) and \( \hat{O}_{k \gamma}^\dagger(\tau) = e^{\beta \tau} \hat{O}_{k \gamma}^\dagger e^{-\beta \tau} \) we define the auxiliary susceptibility

\[
\chi^{aux}_\gamma(\vec{k}, \omega) = -\left\langle \hat{A}_{k \gamma \delta, \lambda}(\tau) \hat{A}_{k \gamma \delta, \lambda}^\dagger(0) \right\rangle_R,
\]

where \( \lambda \) is an arbitrary real constant that, in principle, ensures conversion of units between two possibly different current operators in \( \hat{A}_{k \gamma \delta, \lambda} \). The Lehmann representation allows one to check that the auxiliary susceptibility Eq. (7) satisfies the condition Eq. (3) and can thus be analytically continued using standard maximum entropy methods. With hermitian operators, we have \( \hat{O}_{k \gamma \delta}^\dagger = \hat{O}_{k \gamma \delta} \) so that one finds

\[
\chi^{aux}_\gamma(\vec{k}, \omega) = \chi_{\gamma \gamma}(\vec{k}, \omega) + \lambda^2 \chi_{\delta \delta}(\vec{k}, \omega) + \lambda \chi_{\gamma \delta}(\vec{k}, \omega).
\]

Using the spectral representation Eq. (2) for the susceptibility, Eq. (8) can then be obtained in Matsubara frequencies:

\[
\chi^{aux}_\gamma(\vec{k}, i\omega_n) = \chi_{\gamma \gamma}(\vec{k}, i\omega_n) + \lambda^2 \chi_{\delta \delta}(\vec{k}, i\omega_n) + \lambda \chi_{\gamma \delta}(\vec{k}, i\omega_n).
\]

To find the missing information, we define, by analogy with Eq. (6), a second mixed operator

\[
\hat{B}_{k \delta \lambda} = \hat{O}_{k \delta} + i\lambda^* \hat{O}_{k \delta}^\dagger,
\]

and a corresponding second auxiliary susceptibility satisfying the condition Eq. (3),

\[
\chi^{aux}_\lambda(\vec{k}, \omega) = -\left\langle \hat{B}_{k \delta \lambda}(\tau) \hat{B}_{k \delta \lambda}^\dagger(0) \right\rangle_R.
\]

Then, by analogy with Eq. (10), we find

\[
\chi^{aux}_\lambda(\vec{k}, i\omega_n) = \lambda \chi_{\gamma \delta}(\vec{k}, i\omega_n) + \lambda^2 \chi_{\delta \delta}(\vec{k}, i\omega_n) + \lambda^2 \chi_{\gamma \delta}(\vec{k}, i\omega_n).
\]

The MEAC of the two auxiliary susceptibilities gives the corresponding real spectral weights satisfying the condition Eq. (3), which are formally given by

\[
\chi^{aux}_\gamma(\vec{k}, \omega) = \chi''_{\gamma \delta}(\vec{k}, \omega) = \frac{1}{2\lambda} \left\{ \chi^{aux}_\gamma(\vec{k}, \omega) + i \chi^{aux}_\lambda(\vec{k}, \omega) - (1 + i) [\chi''_{\gamma \delta}(\vec{k}, \omega) + \lambda^2 \chi_{\delta \delta}(\vec{k}, \omega)] \right\}.
\]
In the case of constant operators, this is valid for any kind of response function in the multi-orbital case, with or without inversion or time-reversal symmetry. Taking $\lambda \neq \lambda'$ would allow more flexibility to balance various contributions.

d. Practical Example for the Uniform Seebeck Response. The study of uniform longitudinal thermoelectricity relies only on the three response functions for electrical and thermal currents $\chi_{E_x E_x}$, $\chi_{E_x T_z}$, and $\chi_{T_z T_z}$, more generally defined as:

$$\chi_{\gamma \delta}(\tau) = \left\langle \hat{T}_\gamma \hat{j}_\delta(\tau) \hat{j}_\delta(0) \right\rangle \frac{\hbar}{\lambda},$$

(17)

where we explicitly wrote the current operators $\hat{j}_\gamma$, standing for the electrical and thermal currents at $\vec{k} = \vec{0}$ (with $\hat{j}_\gamma^T = \hat{j}_{-\vec{k},\gamma}$ in general). As mentioned above, while $\chi_{E_x E_x}$ and $\chi_{T_z T_z}$ can be analytically continued through standard maximum entropy methods, $\chi_{E_x T_z}$ cannot be. For this practical example, we focus on a system with time-reversal symmetry. In that case, one can show that any spectral weight $\chi_{\gamma \delta}'(\omega)$ is real and odd in real frequency when the two operators involved have the same signature under time-reversal. The spectral representation Eq. (2) then implies that $\chi_{\gamma \delta}(i\omega_n)$ is real and even in Matsubara frequency; thus Eq. (9) can be rewritten as

$$\chi_{E_x T_z}(i\omega_n) = \frac{1}{2\lambda}[(\chi_{\alpha \alpha}^{ux}(i\omega_n) - \chi_{E_x E_x}(i\omega_n) - \lambda^2 \chi_{E_x T_z}(i\omega_n))].$$

(18)

Defining the frequency-dependent Onsager coefficients through

$$\text{Re} \mathcal{L}_{\gamma \delta}(\omega) = \lim_{\vec{k} \to \vec{0}} \left[ \frac{\chi_{\gamma \delta}'(\vec{k}, \omega)}{\omega} \right].$$

(19)

the bosonic Matsubara frequency result Eq. (18) immediately translates to

$$\mathcal{L}_{E_x T_z}(\omega) = \frac{1}{2\lambda} \left[ L_{\alpha \alpha}^{ux}(\omega) - \mathcal{L}_{E_x E_x}(\omega) - \lambda^2 \mathcal{L}_{E_x T_z}(\omega) \right].$$

(20)

e. Model and method We consider the two-dimensional square lattice described by the single-band Hubbard model

$$\hat{H} = -t \sum_{i,j} \left( c_{i\uparrow}^\dagger \hat{c}_{j\downarrow} + h.c. \right) + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} - \mu \sum_i \hat{n}_i,$$

(21)

with $t$ the nearest-neighbor hopping, $U$ the on-site Coulomb repulsion and $\mu$ the chemical potential. We take $t = 1$ as our energy unit, lattice spacing as our distance unit, and otherwise take natural units ($\hbar = 1$, $k_B = 1$ and electrical charge $e = 1$).

When vertex corrections are included, the direct MEAC of $\chi_{\gamma \delta}(i\omega_n)$ is mandatory. But to benchmark our approach, we consider a case where vertex corrections are neglected so that the transport coefficients can be computed directly from the single particle spectral weight using

$$\chi_{\gamma \delta}''(\omega) = \pi T \sum_{\sigma} \int_{-\infty}^{\infty} \text{d}\omega' \mathcal{T}(\varepsilon) \mathcal{A}(\varepsilon, \omega') \mathcal{A}(\varepsilon, \omega' + \omega) \times \left[ f(\omega') - f(\omega' + \omega) \right] \left( \omega' + \frac{\omega}{2} \right)^\nu,$$

(22)

where $f$ is the Fermi-Dirac distribution and $\mathcal{A}(\vec{k}, \omega)$ is the spectral function containing the non-interacting square-lattice dispersion $\varepsilon_{\vec{k}}$ and normalized so that $\int d\omega A(\vec{k}, \omega) = 1$. In this notation, $\chi''_{\gamma \delta}(\omega) = \chi''_{E_x E_x}(\omega)$, $\chi''_{\gamma = 1}(\omega) = \chi''_{E_x T_z}(\omega)$, and $\chi''_{\gamma = 2}(\omega) = \chi''_{T_z T_z}(\omega)$ [19].

Here, the usual integral over wave-vectors has been replaced by an integral over the band energies $\varepsilon$ weighted by the longitudinal transport function [36]

$$\mathcal{T}(\varepsilon) = \sum_{\vec{k}} \left( \frac{\partial\varepsilon}{\partial k_x} \right)^2 \delta(\varepsilon - \varepsilon_{\vec{k}}) = -\frac{1}{2} \int_{-\infty}^{\infty} z N_0(z) dz$$

(23)

containing the non-interacting density of states $N_0$, normalized so that $\int N_0(z) dz = 1$.

Our test is performed as follows. Given the value of $\chi''_{\gamma \delta}(\omega)$ in Eq. (22), we obtain Matsubara susceptibilities $\chi_{\gamma}(i\omega_n)$ from the spectral representation Eq. (2). We then add a Gaussian noise with a relative error of $10^{-3}$ on each Matsubara frequency in order to mimic quantum Monte-Carlo statistical error. Finally, we use the maximum entropy code OmegaMaxEnt [37] to extract the analytically continued spectral weights $\chi''_{\gamma \delta}(\omega)$, that can then be compared with the starting values. While $\chi_{E_x E_x}(i\omega_n)$ and $\chi_{E_x T_z}(i\omega_n)$ are analytically continued directly, the MaxEntAux formula Eq. (18) is used to analytically continue $\chi_{E_x T_z}(i\omega_n)$.

Any physical single-particle spectral weight $\mathcal{A}(\vec{k}, \omega)$ could have been used for the test, but to be as realistic as possible, we used one obtained from an actual calculation. We take $U = 14$, temperature $T = 1$, and set the chemical potential so that filling is $n = 0.85$, a case studied in Ref. [19]. It is at high-temperature that analytic continuation is most difficult and that the sign change in the frequency-dependent thermoelectric spectral weight is largest [19]. A more thorough comparison and results at a lower temperature $T = 1/10$ are presented in the supplemental material Ref. [33]. We use dynamical mean-field theory (DMFT) [30] solved with continuous-time quantum Monte Carlo (CTQMC) [31] to simulate our system and compute the local fermionic Matsubara-frequency self-energy $\Sigma(i\nu_n)$ which is analytically continued to give us our starting $\mathcal{A}(\vec{k}, \omega)$ and corresponding $\chi''_{\gamma \delta}(\omega)$.

f. Results. Figs. 1 A-D compare the initial (dashed lines) real-frequency auxiliary Onsager coefficients $L_{\alpha \alpha}^{ux}(\omega)$ obtained from $\chi''_{\gamma \delta}(\omega)$ Eqs. (19) and (22) to those obtained after MEAC (solid lines) for different values of $\lambda$. These auxiliary functions are $\lambda$-dependent by definition. The physical thermoelectric response $\mathcal{L}_{E_x T_z}(\omega)$ in Fig. 1 E-F is extracted from the MaxEntAux method, i.e. from the analytic continuation of the right-hand side
of Eq. (20). The result should be $\lambda$-independent. The agreement with the benchmark black dashed line is generally good, except for $\lambda = -5$ and at low frequency, as we discuss further below. The real part of $L_{E_x T_x}(\omega)$ has a large region of negative spectral weight that is reproduced. The imaginary part of $L_{E_x T_x}(\omega)$ is obtained from Kramers-Kronig.

Figure 1. Comparison for $T = 1$, $U = 14$ between the initial auxiliary and thermoelectric frequency-dependent Onsager coefficients Eq. (19) calculated with Eq. (22) (dashed lines) and those obtained for different values of $\lambda$ from Eq. (20) after analytic continuation of the Matsubara data with an added relative noise of $10^{-3}$ using the MaxEntAux method (solid lines). The black dashed lines in the lowest panels represent the expected thermoelectric frequency-dependent Onsager coefficient obtained from Eq. (22) using Eq. (19). The color coding for the values of $\lambda$ is spread over all panels.

To assess the choice of $\lambda$, consider Fig. 2 that shows the electrical conductivity $\sigma$, the Seebeck coefficient $S$, and the thermal conductivity $\kappa$, defined by

$$\sigma = \frac{1}{T} L_{E_x E_x},$$

$$S = -\frac{1}{T} \frac{L_{E_x T_x}}{L_{E_x E_x}},$$

and

$$\kappa = \frac{1}{T^2} \left[ L_{T_x T_x} - \frac{L_{E_x T_x}^2}{L_{E_x E_x}} \right],$$

where the convention $[19, 38]$ chosen for the Onsager coefficients $L_{\gamma\delta} = \lim_{\omega \to 0} L_{\gamma\delta}(\omega)$ is presented in the supplemental material Ref. [33]. Since we use natural units the Seebeck coefficient is retrieved by multiplying our value by $k_B/e = 86.3 \, \mu V/K$.

Figure 2. Electrical conductivity, Seebeck coefficient, and thermal conductivity for $T = 1$, $U = 14$ from Eqs. (24), (25), and (26) respectively. Comparison between the benchmark values (black dashed lines) and those of the MaxEntAux method applied to the Matsubara frequency results with an added relative noise of $10^{-3}$ (blue solid line in panel A and blue points in panels B and C). The blue solid lines in panels B and C are guides to the eye for the $\lambda$-dependent results. The green lines show the results of the low-temperature approximation Eq. (27).

The blue solid line in Fig. 2A shows that the electrical conductivity obtained after MEAC is within 10% of the benchmark Eq. (22) (black dashed line). Although with perfect analytic continuation the $\lambda$-dependence of $L_{E_x T_x}$ in the MaxEntAux expression Eq. (20) would drop out, in practice it does not, as shown for $S$ and $\kappa$ in Figs. 2 B-C by the blue solid lines linking calculated blue points. Clearly the $1/\lambda$ prefactor in Eq. (20) suggests that a small value for $|\lambda|$ enhances errors. Also, since $\text{Re} \, L_{E_x T_x}(\omega)$ is positive for most of the positive frequency range, large negative values of $\lambda$ mean that $\text{Re} \, L_{T_x T_x}(\omega)$ is most important in the calculation of $\text{Re} \, L_{E_x T_x}(\omega)$. But this is the most difficult transport coefficient to analytically continue because of its sensitive dependency on low frequencies. Therefore, one should only consider that the best result is obtained for the range of values $\lambda \geq 0.5$ where the $\lambda$-dependency is weak in Figs. 2 B-C. Finally, the comparison with the low-temperature green-line approximation $[32, 39]$ $L_{\gamma\delta} \simeq (\beta/\pi)^2 L_{\gamma\delta}(\tau = \beta/2)$ or

$$L_{\gamma\delta} \simeq \beta^2 \pi^2 \int_{-\infty}^{+\infty} d\omega \frac{\chi''_{\gamma\delta}(\vec{0}, \omega)}{2 \sinh \left( \frac{T \omega}{2} \right)},$$

where $\chi''_{\gamma\delta}(\vec{0}, \omega)$ is the imaginary part of the Matsubara frequency susceptibility.
shows that, for the case studied here, the MaxEntAux method gives more accurate values than Refs. [32, 39] for all transport coefficients [40]. The supplemental material Ref. [33] discusses lower temperatures where Eq. (27) becomes more competitive.

### g. Conclusion

The above results open the way to the systematic exploration of frequency-dependent transport properties obtained from numerical calculations in Matsubara space with or without vertex corrections. While benchmarks were shown for the uniform Seebeck response $\chi''_{E,T} (\omega)$, even less trivial problems can be investigated. For instance, the Hall $\chi'_{E_x E_y} (\mathbf{k}, \omega)$ and Nernst $\chi'_{E_x T_y} (\mathbf{k}, \omega)$ response functions are of interest in cases where time-reversal symmetry is broken by a magnetic field.
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Appendix A: Summary of supplemental material

In Sec. B, we detail the choice of convention for the Onsager coefficients, identical to the one in Ref. [38]. In Sec. C, we explain the low-temperature approximation taken from Ref. [32]. We recapitulate our procedure for benchmarks and present in Sec. D additional results at $T = 1/10$ and $T = 1$ for the spectral weights of relevant susceptibilities. We continue with more benchmark tests on the Onsager coefficients and a more thorough comparison with the low-temperature approximation from Ref. [32] in Sec. E. Combinations of Onsager coefficients are related to the transport coefficients. We benchmark those in Sec. F. Finally, in Sec. G, we give new expressions, taken from Ref. [29], for the bubble part of the uniform susceptibilities that are convergent upon summation over internal Matsubara frequencies. The convergence of the corresponding expressions given in Ref. [43] is discussed. Note that the independence of the results on the value of $\lambda$ is discussed in Sec. D and Sec. E.

In this supplemental material, we do not consider the case where a magnetic field is applied. In other words, time-reversal invariance is assumed.

Appendix B: Convention for the Onsager Coefficients

The relationship between the Onsager coefficients

$\mathcal{L}_{\gamma\delta} = \lim_{\omega \to 0} \text{Re} \mathcal{L}_{\gamma\delta}(\omega) = \lim_{\omega \to 0} \lim_{\vec{k} \to \vec{0}} \left[ \frac{\chi''_{\gamma\delta} (\vec{k}, \omega)}{\omega} \right]$  

and the relevant transport quantities always depends on the choice made for the form of the phenomenological equations describing how electrical and heat currents are induced by gradients of electrical potential and temperature in the uniform and static limits. For instance, in the case of the longitudinal thermoelectric response (or Seebeck response), we chose the same equations as Ref. [38]:

$\vec{j}_{E_x} = \mathcal{L}_{E_x E_x} \left[ -\frac{1}{T} \nabla_x (\mu - eV) \right] + \mathcal{L}_{E_x T_x} \left[ \nabla_x \frac{1}{T} \right]$,  

$\vec{j}_{T_x} = \mathcal{L}_{T_x E_x} \left[ -\frac{1}{T} \nabla_x (\mu - eV) \right] + \mathcal{L}_{T_x T_x} \left[ \nabla_x \frac{1}{T} \right]$,  

where $\mu$ is the chemical potential, $e$ is the electrical charge, and $V$ is the electrical potential. These equations, identical to the ones chosen in Ref. [19], ease the comparison of our data with the results of this reference. Besides, they lead, in the absence of vertex corrections, to the following convenient general expressions for the response functions:

$\chi''_{\nu}(\omega) = \pi T \sum_{\sigma} \int d\varepsilon \int d\omega' T(\varepsilon) A(\varepsilon, \omega') A(\varepsilon, \omega' + \omega) \times \left[ f(\omega') - f(\omega' + \omega) \right] \left( \omega' + \frac{\omega}{2} \right)^{\nu}$,  

with $\nu = 0, 1, 2 \equiv E_x E_x, E_x T_x, T_x T_x$, respectively. This choice of convention leads to

$\sigma = \frac{1}{T} \mathcal{L}_{E_x E_x}$,  

$S = -\frac{1}{T} \mathcal{L}_{E_x T_x}$,  

$\kappa = \frac{1}{T^2} \left[ \mathcal{L}_{T_x T_x} - \frac{\mathcal{L}_{E_x E_x}}{\mathcal{L}_{T_x E_x}} \right]$,  

for the electrical conductivity $\sigma$, the Seebeck coefficient $S$ and the thermal conductivity $\kappa$.

Appendix C: Origins of the Low-Temperature Approximation for $\mathcal{L}_{\gamma\delta}$.

To avoid analytic continuation all together, it has been proposed to use $\mathcal{L}_{\gamma\delta} \simeq (\beta/\pi)^2 \mathcal{L}_{\gamma\delta}(\tau = \beta/2)$ as an approximation for the zero frequency transport coefficients at low temperature [32]. We have compared our results with that
approximation, rewritten as:

\[ \mathcal{L}_{\gamma \delta} \simeq \frac{\beta^2}{\pi^2} \int_{-\infty}^{+\infty} d\omega \frac{\chi''_{\gamma \delta}(\vec{0}, \omega)}{2 \sinh \left( \frac{\beta \omega}{2} \right)} , \]  

(C1)

whose derivation we give below.

Considering the right-hand term in Eq. (C1), we assume that the spectral weight of the response function is linear in frequency on the whole frequency range relevant for the integral, usually controlled at low temperature by the sinh factor. We thus have \( \chi''_{\gamma \delta}(\vec{0}, \omega) \simeq \omega \mathcal{L}_{\gamma \delta} \). Since

\[ \int_{-\infty}^{+\infty} d\omega \frac{\chi''_{\gamma \delta}(\vec{0}, \omega)}{2 \sinh \left( \frac{\beta \omega}{2} \right)} = \int_{-\infty}^{+\infty} d\omega \frac{\omega}{2 \sinh \left( \frac{\beta \omega}{2} \right)} \frac{\chi''_{\gamma \delta}(\vec{0}, \omega)}{\omega} , \]

(C2)

we can approximate

\[ \int_{-\infty}^{+\infty} d\omega \frac{\omega}{2 \sinh \left( \frac{\beta \omega}{2} \right)} \simeq \frac{2 \mathcal{L}_{\gamma \delta}}{\beta^2} \int_{-\infty}^{+\infty} dx \frac{x}{\sinh(x)} . \]

(C3)

Finally, the value of the integral

\[ \int_{-\infty}^{+\infty} dx \frac{x}{\sinh(x)} = \frac{\pi^2}{2} \]

(C4)

gives the expected result Eq. (C1). When the convergence of the integral is controlled by the susceptibility instead of the sinh factor, as in the renormalized classical regime, a different expression has to be devised.

Figure 3. Comparison between the initial real-frequency response functions’ spectral weights (in red) and the ones obtained after direct MEACs of the Matsubara-frequency data and the MaxEntAux method (in blue) Eq. (D2). (a) Results for \( \lambda = 1 \) at \( T = 1/10 \). (b) Results for \( \lambda = 0.3 \) at \( T = 1 \).
Appendix D: Analytically Continued Spectral Weights of the Relevant Susceptibilities.

Let us first recapitulate our procedure for analytic continuation before we present additional results. In the case of the Seebeck response, the MaxEntAux method consists in the use of the auxiliary susceptibility

$$\chi^\text{aux} \left( i \omega_n \right) = \chi \left( E, E \right) \left( i \omega_n \right) + \lambda^2 \chi \left( T_\ell, T_\ell \right) \left( i \omega_n \right) + 2 \lambda \chi \left( E, E \right) \left( i \omega_n \right)$$

(D1)

to enable the maximum entropy analytic continuation (MEAC) of the response function

$$\chi'' \left( E, T_\ell \right) \left( \omega \right) = \frac{1}{2\lambda} \left[ \chi'' \left( \omega \right) - \chi'' \left( E, E \right) \left( \tilde{k}, \omega \right) - \lambda^2 \chi'' \left( T_\ell, T_\ell \right) \left( \omega \right) \right],$$

(D2)

which possibly has a non-positive value of the spectral weight $\chi'' \left( \tilde{k}, \omega \right)/\omega$, since, according to the Lehmann representation

$$\chi'' \left( \tilde{k}, \omega \right) = \frac{\pi}{2} \sum_{m,m'} e^{-\beta H_m} \left[ e^{\beta \omega} - 1 \right] \langle m | \hat{O}_\gamma | m' \rangle \langle m' | \hat{O}_\delta | m \rangle \delta(\omega - (H_m - H_{m'})),$$

(D3)

to which we add a Gaussian relative error of $10^{-3}$ on each Matsubara frequency in order to mimic quantum Monte-Carlo statistical error. For the thermoelectric response, the MaxEntAux method Eq. (D2) for $\lambda = 1$ at $U = 14$, $T = 1/10$ and for $\lambda = 0.3$ at $T = 1$, respectively, is used. The MaxEntAux method proves very efficient at capturing the qualitative features and even most of the quantitative features of the initial response functions. In particular, $\chi'' \left( E, T_\ell \right) \left( \omega \right)$ has a region of negative spectral weight that is remarkably well reproduced by our approach.

As for Fig. 4a and Fig. 4b, they compare the auxiliary and thermoelectric spectral weights obtained for different values of $\lambda$ from Eq. (D2). They demonstrate the overall robustness of the MaxEntAux method applied for different values of $\lambda$ since most of finite-frequency features remain well preserved. The method becomes noisier at high temperature since MEACs are more difficult in that regime. As explained in the main text, large negative values and small values of $\lambda$ should be avoided. Discrepancies associated with those ranges of $\lambda$ are more apparent in the Onsager coefficients at low frequencies because of the division by $\omega$.

Appendix E: More tests on the Real-frequency and Zero-frequency Onsager Coefficients.

The MaxEntAux method also allows to extract the frequency-dependent Onsager coefficient usually unobtainable by MEAC,

$$\mathcal{L} \left( E, T_\ell \right) \left( \omega \right) = \frac{1}{2\lambda} \left[ \mathcal{L}^\text{aux} \left( \omega \right) - \mathcal{L} \left( E, E \right) \left( \omega \right) - \lambda^2 \mathcal{L} \left( T_\ell, T_\ell \right) \left( \omega \right) \right],$$

(E1)

by using the auxiliary functions as in Eq. (D2). Fig. 5a and Fig. 5b compare the benchmark real-frequency Onsager coefficients Eq. (B4), at $U = 14$, to those obtained with Eq. (E1) above and direct MEACs of the Matsubara-frequency data, with an added relative noise of $10^{-3}$. The analytic expression Eq. (B1) that relates those coefficients to the Matsubara-frequency data

$$\chi'' \left( \omega \right) = \int_0^\beta d\tau e^{i\omega_n \tau} \chi'' \left( \tau \right) = \int \frac{d\omega}{\pi} \frac{\chi'' \left( \omega \right)}{\omega - i\omega_n},$$

(D4)

to which we add a Gaussian relative error of $10^{-3}$ on each Matsubara frequency in order to mimic quantum Monte-Carlo statistical error. For the thermoelectric response, the MaxEntAux method Eq. (D2) for $\lambda = 1$ at $U = 14$, $T = 1/10$ and for $\lambda = 0.3$ at $T = 1$, respectively, is used. The MaxEntAux method proves very efficient at capturing the qualitative features and even most of the quantitative features of the initial response functions. In particular, $\chi'' \left( E, T_\ell \right) \left( \omega \right)$ has a region of negative spectral weight that is remarkably well reproduced by our approach.

As for Fig. 4a and Fig. 4b, they compare the auxiliary and thermoelectric spectral weights obtained for different values of $\lambda$ from Eq. (D2). They demonstrate the overall robustness of the MaxEntAux method applied for different values of $\lambda$ since most of finite-frequency features remain well preserved. The method becomes noisier at high temperature since MEACs are more difficult in that regime. As explained in the main text, large negative values and small values of $\lambda$ should be avoided. Discrepancies associated with those ranges of $\lambda$ are more apparent in the Onsager coefficients at low frequencies because of the division by $\omega$.
Fig. 6a and Fig. 6b compare the auxiliary and thermoelectric frequency-dependent Onsager coefficients obtained from Eq. (D2) for different values of $\lambda$. In the same way as above for the relevant susceptibilities, they demonstrate the overall robustness of the MaxEntAux method applied for different values of $\lambda$. For reasons explained in the main text, we expect that the results are more reliable for $\lambda > 0.5$. The results of Fig. 6b at $T = 1$ are the same as in the main text. They are provided to ease the comparison with $T = 1/10$. As expected, analytic continuation is easier at lower temperature.

Fig. 7a and Fig. 7b compare only the zero-frequency values of the aforementioned frequency-dependent Onsager coefficients, $L_{\gamma \delta}$, obtained before and after the MEAC, for $T = 1/10$ and $T = 1$, ($U = 14$) respectively. In addition to the comparison of our results with those of Ref. [19] for $T = 1$ (orange lines), a comparison with the low-temperature approximation, Eq. (C1), (green lines) is also shown for both temperatures. (The comparison with the results of Ref. [19] that were obtained directly in real-frequency with an ED solver is provided only as a check of the overall consistency of CDMFT, independently of the impurity solver, not as a test of the validity of MaxEntAux.) While the results obtained in Fig. 7a and Fig. 7b with the approximation Eq. (C1) (green lines) are in better agreement with the benchmark result (black dashed lines) at the lower temperature shown in Fig. 7a, the MaxEntAux method is still competitive. Besides, Eq. (C1) would not be valid if the system was in the renormalized-classical regime and there is no approximation analog to Eq. (C1) that can be used for finite-frequency transport quantities to avoid direct analytic continuation.

The MaxEntAux method seems to be a robust and accurate method for the extraction of the relevant transport coefficients, as long as one uses values of $\lambda$ in a range where the results are $\lambda$-independent and where $\lambda$ is not too close to zero, as discussed in the main text. The Seebeck coefficient shown in Fig. 4b of the main text for $T = 1$ and (discussed further below) corresponds to the ratio of Onsager coefficients that is usually measured. It is more accurate than the value of $L_{E_z T_x}$ shown here.

![Graphs comparing auxiliary and thermoelectric frequency-dependent Onsager coefficients](image1.png)
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Figure 4. Comparison of the auxiliary and thermoelectric spectral weights obtained for different values of $\lambda$ from Eq. (D2). The benchmark results before (dashed lines) and the results after the MEACs and the MaxEntAux method (solid lines) are shown. The black dashed lines in the lowest panels represent the expected thermoelectric spectral weight obtained from Eq. (B4). (a) Results at $T = 1/10$. (b) Results at $T = 1$. 
Figure 5. Comparison between the initial real-frequency Onsager coefficients extracted from the analytic expression Eq. (B4) using Eq. (B1) (dashed lines) to those obtained after direct MEACs of the Matsubara-frequency data and the MaxEntAux method Eq. (E1) (solid lines). (a) Results for $\lambda = 1$ at $T = 1/10$. (b) Results for $\lambda = 0.3$ at $T = 1$. The dotted lines show the results of Ref. [19] at $T = 1$ for comparison.

Figure 6. Comparison of the auxiliary and thermoelectric frequency-dependent Onsager coefficients obtained for different values of $\lambda$ from Eq. (E1). The results before (dashed lines) and after (solid lines) the MEACs and the MaxEntAux method are shown. The color code is the same as the one of Fig. 4. The imaginary part of the Onsager coefficients is obtained from Kramers-Kronig. The black dashed lines in the lowest panels represent the expected thermoelectric frequency-dependent Onsager coefficient obtained from Eq. (B4) using Eq. (B1). (a) Results at $T = 1/10$. (b) Results at $T = 1$. 
Figure 7. Zero-frequency values of the frequency-dependent Onsager coefficients shown in Fig. 5. The comparison is made between the results before (black dashed lines) and after (blue solid line in top and bottom panels, and blue points in other panels) the MEACs and the MaxEntAux method for different values of $\lambda$. The blue solid lines in the panels showing $L_{E_x E_x}$ are guides to the eye for the associated $\lambda$-dependent results (blue points). The green lines show the results of the low-temperature approximation Eq. (C1). (a) Results at $T = 1/10$. (b) Results at $T = 1$. The orange lines show the results of Ref. [19] at $T = 1$ for consistency of CDMFT, not as a check of analytic continuation.

Figure 8. Electrical conductivity, Seebeck coefficient, and thermal conductivity extracted from Eq. (B5) and Eq. (B6), and Eq. (B7), respectively. The comparison is made between the results before (black dashed lines) and after (blue solid line in top panels and blue points in other panels) the MEACs and the MaxEntAux method for different values of $\lambda$. The blue solid lines in the panels showing $S$ and $\kappa$ are guides to the eye for the associated $\lambda$-dependent results (blue points). The green lines show the results of the low-temperature approximation Eq. (C1). (a) Results at $T = 1/10$. (b) Results at $T = 1$. The orange lines show the results of Ref. [19] at $T = 1$ for comparison.
Appendix F: Benchmarks for lower temperature transport coefficients.

Fig. 8a and Fig. 8b show the electrical conductivity $\sigma$ Eq. (B5), the Seebeck coefficient $S$ Eq. (B6) and the thermal conductivity $\kappa$ Eq. (B7) at $T = 1/10$ and at $T = 1$, respectively, for $U = 14$. The $T = 1$ results appear in the second figure of the main text. They are provided here to ease comparison with lower temperature results.

With the usual caveats on $\lambda$, the MaxEntAux method proves competitive once more, except for the thermal conductivity at $T = 1/10$ where the low-temperature approximation Eq. (C1) is better. We explain this discrepancy by the sensitivity of Eq. (B7) for $\kappa$ to errors on the value of the Onsager coefficient $L_{T_x T_x}$, which is difficult to analytically continue. Indeed, we saw in Fig. 7a that it was off. Limitations of the low temperature approximation Eq. (C1) are discussed at the end of the previous section.

Appendix G: Convergence of Matsubara frequency sums: New expressions for the uniform susceptibilities $\chi_{E_x E_x}(i\omega_n)$ and $\chi_{T_x T_x}(i\omega_n)$ without vertex corrections.

The calculation of Matsubara-frequency susceptibilities, that are input to the MaxEntAux method, is difficult by itself. In particular, the expressions given in Ref. [43] for the thermoelectric and thermal conductivity transport coefficients lack the terms that make the summations over Matsubara frequencies $(ip_m)$ below convergent. The Master’s thesis of A.-M. Gagnon Ref. [29] gives us new convergent expressions for the bubble contribution to $\chi_{E_x E_x}(i\omega_n)$ and $\chi_{T_x T_x}(i\omega_n)$. Convergence of the terms containing vertex corrections should be easier to obtain. They are not discussed here. Restoring the electrical charge $e$, her results are summarized here:

\[
\chi_{E_x E_x}(i\omega_n) = -\frac{e^2}{\beta} \sum_{\vec{k}, \sigma} \left( \frac{\partial \varepsilon_{\vec{k}}}{\partial k_x} \right)^2 \sum_{ip_m} G_{\sigma}(\vec{k}, ip_m) G_{\sigma}(\vec{k}, ip_m + i\omega_n),
\]

\[
\chi_{E_x T_x}(i\omega_n) = -\frac{e}{\beta} \sum_{\vec{k}, \sigma} \left( \frac{\partial \varepsilon_{\vec{k}}}{\partial k_x} \right)^2 \sum_{ip_m} \left[ (ip_m + \frac{i\omega_n}{2}) G_{\sigma}(\vec{k}, ip_m) G_{\sigma}(\vec{k}, ip_m + i\omega_n) - G_{\sigma}(\vec{k}, ip_m) \right],
\]

\[
\chi_{T_x T_x}(i\omega_n) = -\frac{1}{4\beta} \sum_{\vec{k}, \sigma} \left( \frac{\partial \varepsilon_{\vec{k}}}{\partial k_x} \right)^2 \sum_{ip_m} \left[ -\langle \omega \rangle_{\sigma}(\vec{k}) - ip_m \right] G_{\sigma}(\vec{k}, ip_m + i\omega_n) + 2 - (\langle \omega \rangle_{\sigma}(\vec{k}) - ip_m - i\omega_n) G_{\sigma}(\vec{k}, ip_m)
- 2(2ip_m + i\omega_n) \left( G_{\sigma}(\vec{k}, ip_m + i\omega_n) + G_{\sigma}(\vec{k}, ip_m) \right) + (2ip_m + i\omega_n)^2 G_{\sigma}(\vec{k}, ip_m) G_{\sigma}(\vec{k}, ip_m + i\omega_n),
\]

where, in the case of the Hubbard model,

\[
\langle \omega \rangle_{\sigma}(\vec{k}) = \int^\infty_0 d\omega A_{\sigma}(\vec{k}, \omega) = \varepsilon_{\vec{k}} - \mu + Un_{\sigma}.
\]

$n_{\sigma}$ represents the filling and $A_{\sigma}(\vec{k}, \omega)$ the spectral weight of electrons with spin $\sigma$.

Although the above sums are convergent, for large $i\omega_n$ one needs to be careful. Convergence can be accelerated greatly by using some of the algorithms that appear in section C of appendix C of Ref. [42].