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Abstract. Randomized neural networks (randomized NNs), where only the terminal layer’s weights are optimized constitute a powerful model class to reduce computational time in training the neural network model. At the same time, these models generalize surprisingly well in various regression and classification tasks. In this paper, we give an exact macroscopic characterization (i.e., characterization in function space) of the generalization behavior of randomized, shallow NNs with ReLU activation (RSNs). We show that RSNs correspond to a Generalized Additive Model (GAM)-typed regression in which infinitely many directions are considered: the Infinite Generalized Additive Model (IGAM). The IGAM is formalized as solution to an optimization problem in function space for a specific regularization functional and a fairly general loss. This work is an extension to multivariate NNs of the results in [9], where we showed how wide RSNs with ReLU activation behave like spline regression under certain conditions and if the input dimension \( d = 1 \).

1. INTRODUCTION

The number of parameters in many applied neural network models (NNs) is steadily increasing. In some fields, randomized NNs (also referred to as random feature models or extreme learning machines) have proven to succeed in significantly cutting training time while achieving performance on par to fully-trained models [14, 3, 19, 12]. The most striking property of these types of networks is that after random initialization only the terminal layer is trained. In particular, the first-layer parameters are chosen randomly at initialization and remain untrained. Thus, training such a randomized NN in essence amounts to (generalized) linear regression, for which a speed-up in computational time seems plausible.

Most interestingly however, it has been observed that in many cases such randomized NNs still provide good generalization. This might be surprising, since one might expect that the randomness in these models decreases the regularity of the learned function, but in fact the effect is quite the opposite: as we will thoroughly discuss, the learned function will be especially smooth because of this randomness.

In this paper, we specifically treat the generalization properties of randomized NNs with a single hidden layer and ReLU activation (RSNs). We give an exact mathematical characterization in function space of how these RSNs generalize under both implicit and explicit...
regularization in parameter space. Throughout this paper, explicit regularization in parameter space means weight-decay, or $\ell_2$-regularization. Implicit regularization of NNs is generally known as the regularization that arises from the optimization process, rather than from explicit terms added to a loss function. In this paper, we specifically study the implicit regularization effect of a gradient descent method with small weight initialization. Both of these explicit and implicit regularization techniques are standard tools commonly applied in day-to-day neural network training. It is therefore particularly exciting to discuss how these specific regularization techniques translate to regularity of the resulting functions in function space.

This paper is an extension to our previous work [9]. In [9], we discussed how precisely implicit (or explicit) regularization on parameter space characterizes the learned function in terms of a regularization functional $(P_g^\pm)^{[9]}$ in function space in the case of wide RSNs with one dimensional in- and output (i.e., 1-dimensional wRRSNs). While most of the theorems therein hold true for the $d$-dimensional case with $d \geq 2$ as well, the main contribution of [9], i.e., [9, Theorem 3.9] that macroscopically (i.e., in function space) characterizes the learned function was derived for input dimension $d = 1$ only. In this paper, we first formulate a regularization functional $P^\circ_g$ in Definition 4.3 as the multidimensional generalization of $(P_g^\pm)^{[9]}$. Second, we formulate and prove Theorem 4.9 as the multidimensional generalization of [9, Theorem 3.9].

1.1. Related Work. Understanding the surprisingly good generalization properties of neural network models is of much interest throughout the literature. For univariate RSNs, Heiss et al. [9] and Williams et al. [21] both characterize the regularization in function space induced by regularization in parameter space. In our previous work [9], we showed that explicit $\ell_2$-regularization corresponds in function space to regularizing the estimate’s second derivative for fairly general loss functionals. Moreover for least squares regression, we showed that the trained network converges to the smooth spline interpolation of the training data as the number of hidden nodes tends to infinity. Concurrently, Williams et al. [21] established a function space equivalent of the $\ell_2$ regularized objective in parameter space. Compared to [21], in [9], we i.a. also discuss early stopping, and treat more general loss functionals.

In this paper, we discuss regularization induced in function space for multivariate RSNs. Recently, [16] gave an alternative description in function space for the implicit bias of gradient descent for (univariate and multivariate) wide RSNs. This bias is expressed in terms of Radon transforms of a power of the negative Laplacian. By contrast, in [9] as well as in this paper, we establish how the implicit bias (of both univariate and multivariate RSNs) compares to generalized additive models. Moreover, while [16] give results for specific initializations and various activation functions, they only discuss the implicit regularization effects for GD on least-squared loss. By contrast, we additionally derive the implicit bias in function space for wide, explicitly $\ell_2$-regularized RSNs for very general loss functionals.

The implicit regularization of multivariate RSNs is also studied by Jacot et al. [15] (called “Random Feature Models” therein). They do however not study the implicit regularization induced by gradient descent, but the implicit regularization induced by averaging over infinitely many ensemble members of which each ensemble member only has a small number of random neurons and the final layer’s parameters are perfectly optimized with respect to $\ell_2$-regularization. In particular no link to gradient descent training is established.

We refer to [9, Section 1.4.] for an overview of further related works.
1.2. Preliminaries. Throughout this work, as in [9], we compare the general tasks of minimizing a loss functional $L$ over a parametric class of functions $\{ f_\theta : \theta \in \Theta \} =: \mathcal{H}_\Theta \subset \{ \mathcal{X} \to \mathcal{Y} \}$ via a gradient method or explicit $\ell_2$-regularization on parameter space, i.e.,

(1) \[ \text{gradient descent on } \min_{\theta \in \Theta} L(f_\theta), \text{ or} \]

(2) \[ \min_{\theta \in \Theta} L(f_\theta) + \tilde{\lambda} \| \theta \|_2^2, \]

to the task of minimizing the same loss functional $L$ and a different regularization functional $P$ over a suitable (non-parametric) function class $\mathcal{H} \subset \{ \mathcal{X} \to \mathcal{Y} \}$, i.e.,

(3) \[ \min_{f \in \mathcal{H}} L(f) + \lambda P(f). \]

Input and output spaces are $\mathcal{X} \subseteq \mathbb{R}^d$ respectively $\mathcal{Y} \subseteq \mathbb{R}^{d_{\text{out}}}$ with input and output dimension $d \in \mathbb{N}$ and $d_{\text{out}} \in \mathbb{N}$, the parameter space $\Theta \subset \mathbb{R}^{\tilde{n}}$, for some $\tilde{n} \in \mathbb{N}$, and hyper-parameters $\lambda > 0$, $\tilde{\lambda} > 0$. These types of problems for instance include the basic regression and classification settings.

More precisely in this paper, we macroscopically analyze the functions $\hat{f}$ obtained from eqs. (1) and (2) when the model class $\mathcal{H}_\Theta$ consists of wRRSNs (i.e., wide ReLU RSNs). In particular, we characterize the regularity of these functions obtained by

a) perfectly optimizing eq. (2) with explicit $\ell_2$-regularization, and by

b) approximately solving eq. (1) via training the wRRNs’ terminal-layer parameters with standard gradient descent algorithms without any explicit regularization.

The main contribution of this paper is to deduce the regularity of these learned functions on function space in terms of eq. (3) from both the explicit and implicit regularizations on the parameters (i.e., eqs. (1) and (2)), in the infinite-width limit. In particular, we contribute to the understanding of why training wide RSNs with and without explicit regularization leads to surprisingly regular functions $\hat{f}$, which are “desirable” from a Bayesian point of view (see [9] for a detailed introduction to the paradox of implicit regularization in the training of neural networks).

1.2.1. Our Contribution. In this paper, we make the following contributions.

- We precisely formulate the adapted IGAM, a weighted generalization to the generalized additive model.
- We show in Theorem 4.9 that the adapted IGAM is a mathematically precise characterization of explicitly $\ell_2$-regularized RSNs in the infinite-width limit. This result extends the existing literature in particular due to the generality of the loss functional involved. In particular, this loss functional can be non-convex, it can depend on the first derivative or include integrals over functions (e.g., the loss functionals of [11, 4]).
- We connect this result in Theorem 4.9 to deduce that the same regularization effects can be implicitly achieved for wide RSNs by gradient-descent-training on least-squared loss without any explicit regularization.

1.3. Notation.

Remark 1.1 (General Notation). Within this work, $\langle \cdot, \cdot \rangle$ denotes the standard inner product in $\mathbb{R}^d$. We write $S^{d-1}$ for the $(d-1)$-dimensional unit-sphere (cp. Definition 2.5) and consider $\tilde{S}^{d-1} \subseteq S^{d-1}$, $|\tilde{S}^{d-1}| < \infty$ to be a finite set of directions in $\mathbb{R}^d$. Moreover throughout this
paper, we use the convention \( \min \emptyset := \inf \emptyset := +\infty \). We remark that throughout this work, derivatives are to be understood in the weak sense [1]. Moreover, we denote by \( W^2 \) the set of twice weakly differentiable functions.

**Remark 1.2 (The norm \( \| \cdot \|_{W^1,\infty(K,\mathbb{R}^{d_{\text{out}}})} \)).** Throughout this paper, we consider

\[
\|f\|_{W^1,\infty(K)} := \max \left\{ \sup_{x \in K} |f(x)|, \sup_{x \in K} |f'(x)| \right\},
\]

for every \( f \in C(\mathbb{R}) \) with piece-wise continuous derivative \( f' \), where we assume w.l.o.g. that \( f' \) is left continuous (i.e. \( \max (0, x)' = 1_{(0,\infty)}(x) \)). Furthermore, by \( \| \cdot \|_{W^2,2(K)} \) we denote the Sobolev norm using weak (second) derivatives. Convergence in \( \| \cdot \|_{W^1,\infty(K,\mathbb{R}^{d_{\text{out}}})} \) is then defined as component-wise convergence in \( \| \cdot \|_{W^1,\infty(K)} \).

The remainder of this paper is structured as follows. In Section 2, we introduce specific generalizations to the additive model, the generalized additive model (GAM) and infinite generalized additive model (IGAM). The IGAM is of particular interest in this work, as we show how it corresponds to an \( \ell_2 \)-regularized wide randomized shallow network (Theorem 4.9). In Section 3, we recall the definition of said type of neural network: the \( d \)-dimensional wRRSN.

This paper’s main results are then presented in Sections 4.1 and 4.2. We conclude with summarizing the implications of these results in Section 5, and eqs. (20) and (21) in particular.

### 2. Infinite Generalization of Generalized Additive Models (IGAMs)

As we will show in a central part of this work, the function obtained by training a wRRSN using a standard gradient descent method on parameter space corresponds to a particular generalization of the additive model\(^1\), the adapted infinite generalized additive model (adapted IGAM). Throughout this section, we introduce two extensions of the additive model that the adapted IGAM then builds upon.

We start by defining what we term a generalized additive model (GAM) in Definition 2.3. A GAM, assumes that an estimator \( \hat{f} \) for a minimizer of (3) is represented as the sum of univariate smooth functions \( \varphi_{\hat{s}} \in W^2(\mathbb{R}, \mathbb{R}^{d_{\text{out}}}) \) along certain directions \( \hat{s} \in S^{d-1} \) in the input space, i.e. that it is of the form

\[
\hat{f}(\cdot) = \ell^{-1} \left( \sum_{\hat{s} \in S^{d-1}} \varphi_{\hat{s}}(\langle \hat{s}, \cdot \rangle) \right),
\]

for a finite number of directions \( \hat{S}^{d-1} \subseteq S^{d-1} \) and \( \varphi \in W^2(\mathbb{R}, \mathbb{R}^{d_{\text{out}}})^{\hat{S}^{d-1}} \) (in other words \( \varphi = (\varphi^1, \ldots, \varphi^{d_{\text{out}}}) \) and \( \varphi_{\hat{s}} \in W^2(\mathbb{R}) \forall \hat{s} \in \hat{S}^{d-1}, \forall k = 1, \ldots, d_{\text{out}} \)). Here, smoothness is characterized by the regularization functional \( P_{\hat{s}} \) in Definition 2.3, that is we consider

\(^1\)In the framework of regression, the additive model is a well-known function class used to capture the relation between input \( x \in X \) and output \( y \in Y \) via

\[
\hat{y} = \hat{f}(x) = \sum_{i=1}^{d} \varphi_i(x^i),
\]

with \( x \in \mathbb{R}^d, d \in \mathbb{N} \) and \( \varphi_i(\cdot), i = 1, \ldots d \) “smooth”, non-parametric functions applied to the \( i \)th component of the input \( x \).
\( \varphi \in W^2(\mathbb{R}, \mathbb{R}^{d_{out}}) \) with minimal squared \( L_2 \)-norm of the second derivative. As in generalized linear models (cp. Nelder and Wedderburn [18]), the link function \( \ell \) acts as mediator between the distribution of output and input variables.

**Definition 2.1** (Link Function). An invertible function \( \ell : \mathcal{Y} \to \mathbb{R}^{d_{out}} \), with Lipschitz continuous inverse \( \ell^{-1} \) is called link function.

Popular choices of \( \ell \) include the identity in the case of ordinary regression and the logit function \( \ell(x) := \ln x / (1 - x) \) with which one can link binary outputs to continuously valued additive predictors.

**Remark 2.2** (Related Generalizations). Note that **Definition 2.3** is a slightly modified version of the popular generalized additive model as it was originally introduced by Hastie and Tibshirani [8]. In that model,

\[
\hat{f}(x) = \ell^{-1} \left( \sum_{i=1}^{d} \varphi_i(x^i) \right),
\]

for \( x \in \mathbb{R}^d, d \in \mathbb{N} \) and \( \varphi_i(\cdot), i = 1, \ldots, d \) “smooth”, typically non-parametric functions and a suitable link function \( \ell \). Here, \( x^i \) denotes the \( i \)th component of \( x \in \mathbb{R}^d \).

Another extension of the additive model similar to our GAM has been introduced by Friedman and Stuetzle [6] as the projection pursuit model

\[
\hat{f}(x) = \sum_{i=1}^{p} \varphi_i((a_i, x)) , \quad \forall x \in \mathbb{R}^d.
\]

The directional vectors \( a_i \in \mathbb{R}^d, i = 1, \ldots, p \) are optimized numerically. By contrast, the directions \( \mathcal{S}^{d-1} \) in **Definition 2.3** remain unchanged.

**Definition 2.3** (GAM). Let \( \lambda \in \mathbb{R}_{>0} \) and \( \ell \) be a link function. Then the *generalized additive model* \( f^*_{\lambda} \) is defined as

\[
f^*_{\lambda} \in \arg \min_{f \in W^2(\mathbb{R}^d, \mathbb{R}^{d_{out}})} L(f) + \lambda P_{\varphi}(f), \quad \text{subject to } f \in \mathcal{S}^{d-1}.
\]

with

\[
P_{\varphi}(f) := \min_{\varphi \in W^2(\mathbb{R}, \mathbb{R}^{d_{out}}) \mathcal{S}^{d-1}} \left( \sum_{s \in \mathcal{S}^{d-1}} \int_{\mathbb{R}} \left\| \varphi_s(r)'' \right\|_2^2 dr \right).
\]

**Remark 2.4**. In **Definition 2.3** we optimize (5) over all \( f \in W^2(\mathbb{R}^d, \mathbb{R}^{d_{out}}) \). Note however, that \( f^*_{\lambda} \) only attains functions from a much smaller subspace, because \( P_{\varphi} \) assigns \( \infty \) to most \( W^2 \)-functions \( f \), since most functions \( f \) can not be expressed as a sum \( \sum_{s \in \mathcal{S}^{d-1}} \varphi_s((s, \cdot)) \) of finitely many one-directional functions \( \varphi_s((s, \cdot)) \) and \( \min(\varphi) := \infty \).

**Definition 2.5** (Sphere). The \( (d-1) \)-dimensional (unit-)sphere is defined as:

\[
\mathcal{S}^{d-1} := \left\{ x \in \mathbb{R}^d \mid \| x \|_2 = 1 \right\}.
\]

If one considers only a fixed finite number of directions \( \tilde{s} \in \tilde{\mathcal{S}}^{d-1} \subseteq \mathcal{S}^{d-1} \) the class of GAMs is not universal (cp. **Remark 2.4**). Thus, we proceed to define a universal\(^2\) infinite

---

\(^2\)Every \( L_2 \)-function can be approximated arbitrarily well on any compactum by an IGAM, an adapted IGAM, a sufficiently large RSN, and by a GAM with sufficiently many directions [5, 13].
generalization: the IGAM. IGAMs are obtained when taking the number of directions \( s \) to infinity:

**Definition 2.6** (IGAM). Let \( \lambda \in \mathbb{R}_{>0} \) and \( \ell \) be a link function. Then the *infinite generalized additive model* \( f_\circ^{*,\lambda} \) is defined as

\[
(7) \quad f_\circ^{*,\lambda} \in \underset{f \in W^2(\mathbb{R}^d,\mathbb{R}^{d_{out}})}{\text{arg min}} \left( L(f) + \lambda P_\circ(f) \right),
\]

with\(^3\)

\[
(8) \quad P_\circ(f) := \min_{\varphi \in \mathcal{W}(\mathbb{R},\mathbb{R}^{d_{out}})^{d-1}} \left( \int_{\Omega} \int_{\mathbb{R}} \| \varphi_s(r)'' \|_2^2 \, dr \, ds \right).
\]

3. **Randomized Shallow Neural Networks (RSNs)**

Within this paper, we consider randomized shallow, feed-forward neural networks (also known as random feature models). These neural networks consist of one hidden layer and randomly fixed (i.e., non-trainable) first-layer parameters.

**Definition 3.1** (Randomized shallow neural network). Let \((\Omega, \Sigma, \mathbb{P})\) be a probability space. For a given link function \( \ell \), let the activation functions \( \sigma : \mathbb{R} \to \mathbb{R} \) and \( \ell^{-1} : \mathbb{R}^{d_{out}} \to \mathcal{Y} \) be Lipschitz continuous and non-constant. Then, a *randomized shallow neural network* is defined as \( \mathcal{R}N_{w,\omega} : \mathbb{R}^d \to \mathcal{Y} \) s.t.

\[
(9) \quad \mathcal{R}N_{w,\omega}(x) := \ell^{-1} \left( \sum_{k=1}^{n} w_{k} \sigma \left( b_k(\omega) + \sum_{j=1}^{d} v_{k,j}(\omega) x_j \right) \right) \quad \forall \omega \in \Omega \ \forall x \in \mathbb{R}^d
\]

with\(^4\)

- number of neurons \( n \in \mathbb{N} \) and input dimension \( d \in \mathbb{N} \),
- trainable weights \( w_k := w_{k} \in \mathbb{R}^{d_{out}}, \ k = 1, \ldots, n \),
- random biases \( b_k : (\Omega, \Sigma) \to (\mathbb{R}, \mathcal{B}) \) i.i.d. real valued random variables \( k=1,\ldots,n \),
- random weights \( v_k := v_{k} : (\Omega, \Sigma) \to (\mathbb{R}^d, \mathcal{B}^d) \) i.i.d. \( \mathbb{R}^d \)-valued random vectors \( k=1,\ldots,n \).

The main assumptions we require to hold are made precise in Assumption 1 below.

**Assumption 1.** Using the notation from **Definition 3.1:**

a) The activation function \( \sigma(\cdot) = \max(0, \cdot) \) is ReLU.

b) For every \( s \in S^d-1 \), both the distribution of \( s_k := \frac{v_{k}}{\| v_k \|_2} \) and the conditional distribution of \( \xi_k := \frac{b_k}{\| v_k \|_2} \) conditioned on \( s_k = s \) admit probability density functions \( p \) respectively \( g_{\xi|s} \) with respect to the Lebesgue-measure.\(^5\)

---

\(^3\)For any \( \varphi \in \mathcal{W}(\mathbb{R},\mathbb{R}^{d_{out}})^{d-1} \) for which the objective of (8) is not defined we set it to infinity.

\(^4\)One could include an additional bias \( c \in \mathbb{R}^{d_{out}} \) to the last layer too, however in the limit \( n \to \infty \) this last-layer bias \( c \) does not change the behavior of the trained network-functions \( \mathcal{R}N_{w,\omega} \) or \( \mathcal{R}N^{*,\lambda} \).

\(^5\)Assumption 1b) holds for any distribution typically used in practice. Moreover, it implies that \( \mathbb{P}[v_k = 0] = 0 \ \forall k \in \{1,\ldots,n\} \). Note, that Assumption 1b) is required in order to exclude certain degenerate cases of RSNs such as those with constant weights and biases \( w_k, b_k, k = 1, \ldots, n \), and could in fact be weakened.
We henceforth require Assumption 1 to be in place. For later uses, we further introduce the notions of kink positions which describe the normal distance between the kink-hyperplanes and zero.

**Definition 3.2** (kink positions $\xi$). The kink positions $\xi_k := \frac{b_k}{\|v_k\|_2}$ are defined using the notation of Definition 3.1 under the Assumption 1.

**Definition 3.3** (kink directions $s$). The kink directions $s_k := \frac{v_k}{\|v_k\|_2}$ are defined using the notation of Definition 3.1 under the Assumption 1.

**Definition 3.4** (conditioned kink position density $g_{\xi|s}$). The probability density function $g_{\xi|s} : \mathbb{R} \to \mathbb{R}_+ \geq 0$ of the kink position $\xi_k := \frac{b_k}{\|v_k\|_2}$ conditioned on $\frac{v_k}{\|v_k\|_2} = s$ is defined in the setting of Definition 3.2.

**Definition 3.5** (kink direction density $p$). The probability density function $p : \mathbb{R}^d \to \mathbb{R}_+ \geq 0$ of the kink direction $s_k := \frac{v_k}{\|v_k\|_2}$ is defined in the setting of Definition 3.3.

### 4. Main Theorems

We now proceed to discuss this work’s main contributions to understanding how the implicit and explicit regularization on parameter space translates to the resulting function when the models considered in the minimization of eqs. (1) and (2) are wide ReLU RSNs. We start by introducing the notion of $\ell_2$-regularized RSNs.

**Definition 4.1** ($\ell_2$-regularized RSN). Let $\mathcal{RN}_{w,\omega}$ be a randomized shallow network as introduced in Definition 3.1. The $\ell_2$-regularized RSN is defined as

$$\mathcal{RN}_{w,\omega}^{\ast,\tilde{\lambda}} := \mathcal{RN}_{w,\omega}^{*},\tilde{\lambda}(\omega),\omega \quad \forall \omega \in \Omega,$$

with $w^{*},\tilde{\lambda}(\omega)$ such that

$$w^{*},\tilde{\lambda}(\omega) \in \arg\min_{w \in \mathbb{R}^{d_{out} \times L}} L(\mathcal{RN}_{w,\omega}) + \tilde{\lambda}||w||_2^2 \quad \forall \omega \in \Omega.$$

First and foremost, we show in Section 4.1 how the wRRSN with $\ell_2$-regularized, optimal terminal-layer parameters relates to an adapted IGAM (with regularization parameters $\tilde{\lambda} > 0$ and $\lambda > 0$ respectively). We will define the adapted IGAM in Definition 4.3 as an adapted version of the IGAM from Definition 2.6. More precisely, we show that as the number of hidden nodes $n$, i.e., the dimension of the hidden layer tends to infinity the optimal $\ell_2$-regularized, ReLU-activated network converges to an adapted IGAM in probability with respect to a certain Sobolev norm. By Assumptions 1 and 4, we prove this correspondence for randomized shallow networks with arbitrary input dimension $d \in \mathbb{N}$ and a fairly general loss functional.

Thereafter, we restate [9, Theorem 3.20] noting that for the particular choice of squared loss (see Assumption 5) the (suitably initialized) gradient flow for optimizing the parameters of an RSN ad infinitum leads to the same solution as performing $\ell_2$-regularized regression with diminishing regularization on the parameters of the RSN’s terminal layer. Note, that this holds true for any fixed number of hidden layers $n \in \mathbb{N}$.

Combining these results we conclude that for the specific choice of squared-loss, training randomized shallow networks using gradient descent implicitly corresponds to solving the regularized problem corresponding to a certain (adapted) IGAM.
4.1. $\ell_2$-regularized RSN $\rightarrow$ IGAM. Throughout this section, we rigorously derive the correspondence between a certain IGAM and an $\ell_2$-regularized randomized shallow network with hyper parameters $\lambda > 0$ and $\tilde{\lambda} > 0$ respectively. For giving a detailed description of the convergence behavior, we introduce adapted versions of the GAM and IGAM, the adapted GAM $f_{g,0}^{\ast,\lambda}$ and adapted IGAM $f_{g,0}^{\ast,\lambda}$. These are modified versions of the GAM- respectively IGAM- with weighting functions introduced in the respective penalisation. Depending on the distribution of the random weights $w_k$ and biases $w_b$, the random network $\mathcal{R}N^{\ast,\lambda}$ will converge to such an adapted version $f_{g,0}^{\ast,\lambda}$ of the IGAM.

Moreover, the adapted IGAM can be obtained in the limit of adapted GAM, as the number of directions $|\tilde{S}^{d-1}| \rightarrow \infty$ (see Lemma 4.10).

**Definition 4.2** (adapted GAM). Let $\lambda \in \mathbb{R}_{>0}$ and $\ell$ be a link function. Then for a given family of functions $\tilde{g}_s : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$, $\tilde{s} \in \tilde{S}^{d-1}$, the adapted generalized additive model $f_{g,0}^{\ast,\lambda}$ is defined\(^6\) as

$$f_{g,0}^{\ast,\lambda} \in \arg\min_{f \in W^2([\tilde{d}, \tilde{d}^{\text{out}}])} L(f) + \lambda P_{\tilde{g}}(f),$$

with

$$P_{\tilde{g}}(f) := \tilde{g} = \sum_{t \in \tilde{S}^{d-1}} \varphi(d_t) \left( \sum_{\tilde{s} \in \tilde{S}^{d-1}} \int_{\text{supp}({\tilde{g}_s})} \|\varphi_{d_t}(r)\|^2 dr \right),$$

and

$$T_{\tilde{g}} := \left\{ \varphi \in W^2(\mathbb{R}, \mathbb{R}_{\geq 0}^{d\text{out}})^{\tilde{S}^{d-1}} \middle| \forall \tilde{s} \in \tilde{S}^{d-1} : \text{supp}(\varphi_{d_t}) \subseteq \text{supp}(\tilde{g}_s), \right\}$$

$$\lim_{r \rightarrow -\infty} \varphi_{d_t}(r) = 0 \quad \text{and} \quad \lim_{r \rightarrow -\infty} \frac{\partial}{\partial r} \varphi_{d_t}(r) = 0.$$  

**Definition 4.3** (adapted IGAM). Let $\lambda \in \mathbb{R}_{>0}$ and $\ell$ be a link function. Then for a given family of functions $g_s : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$, $s \in S^{d-1}$, the adapted infinite generalized additive model $f_{g,0}^{\ast,\lambda}$ is defined\(^7\) as

$$f_{g,0}^{\ast,\lambda} \in \arg\min_{f \in W^2([d, d^{\text{out}}])} L(f) + \lambda P_{\tilde{g}}(f),$$

\[\text{adapted GAM exists for } L \text{ fulfilling Assumption 4a}, \text{if } g \text{ is compactly supported and continuous on } \text{supp}(g) \text{ and } \tilde{g} \neq 0. \text{ It is uniquely defined in case we additionally assume that } L \text{ is convex. (This follows analogously to [9, Lemma A.25] for finitely many directions } \tilde{s} \in \tilde{S}^{d-1}). \]

\[\text{adapted IGAM exists for } L \text{ fulfilling Assumption 4a}, \text{if } g \text{ is compactly supported and continuous on } \text{supp}(g) \text{ and } \tilde{g} \neq 0. \text{ The minimum is attained (uniquely if we additionally assume a convex loss } L) \text{ by Remark A.4.}\]
with

\[ P'_\phi(f) := \tilde{g} \min_{\phi \in T} \int_{\mathbb{R}^d} \int_{\text{supp}(g_s)} \frac{\|\varphi_s(r)\|^2}{g_s(r)} \, dr \, ds, \]

and

\[ T := \left\{ \phi \in L^2(S^{d-1}, H^2(\tilde{K}, \mathbb{R}^{d_{out}})) \right\} \forall s \in S^{d-1} : \text{supp}(\phi''_s) \subseteq \text{supp}(g_s), \]

\[ \lim_{r \to -\infty} \varphi_s(r) = 0 \text{ and } \lim_{r \to -\infty} \frac{\partial}{\partial r} \varphi_s(r) = 0. \]

Here, \( \tilde{K} := K' \cup \bigcup_{s \in S^{d-1}} \text{supp}(g_s) \) for a compact interval \( K' \subseteq \mathbb{R} \) and \( H^2(\tilde{K}, \mathbb{R}^{d_{out}}) := \left\{ h \in W^2(\mathbb{R}, \mathbb{R}^{d_{out}}) \left| \|h\|_{H^2(\tilde{K})} < \infty, \text{supp}(h'') \subseteq \tilde{K} \right. \right\}. \]

**Remark 4.4.** If for the weighting functions \( g_s, s \in S^{d-1} \), it holds that \( \text{supp}(g_s) \) is compact (cp. Assumption 2a)), we define for any \( s \in S^{d-1} \)

\[ C^\ell_{g_s} := \min(\text{supp}(g_s)) \text{ and } C^{u}_{g_s} := \max(\text{supp}(g_s)). \]

Furthermore in that case, the set \( T \) can be rewritten: From \( \text{supp}(\varphi''_s) \subseteq \text{supp}(g_s) \) it follows that \( \varphi'_s \in H^1(\mathbb{R}) \) is constant on \((-\infty, C^\ell_{g_s})\). With \( \lim_{r \to -\infty} \varphi_s(r)' = 0 \) we obtain that \( \varphi_s(r)' = 0 \forall r \leq C^\ell_{g_s} \). By the same argument we obtain \( \varphi_s(r) = 0 \forall s \leq C^{u}_{g_s} \). Hence altogether we have

\[ T = \left\{ \varphi \in L^2(S^{d-1}, H^2(\tilde{K}, \mathbb{R}^{d_{out}})) \right\} \forall s \in S^{d-1} : \text{supp}(\varphi''_s) \subseteq \text{supp}(g_s), \]

\[ \forall r \leq C^\ell_{g_s} : \varphi_s(r) = 0 = \varphi_s(r)'. \]

Analogous derivations can be made to rewrite \( T_\phi \) in the discrete case.

**Remark 4.5 (Connection to part I [9]).** In the case of input and output dimension \( d = 1 = d_{out} \) and \( \ell = 1_{\mathbb{R}^{d_{out}}} \), the results of this paper are consistent with those of [9] in the following

9If for some \( f \in W^2 \), the set \( T_f := T \cap \{ \varphi \in T | \ell \circ f = \int_{S^{d-1}} \varphi_s(s, \cdot) \, ds \} \) is non-empty, then the unique minimum over \( \varphi \in T \) is attained; this follows from [9, Lemma A.24], setting \( X := T_f \) (\( T \) is a Hilbert space, thus complete, and since \( T_f \) is a closed subset of \( T \), it is complete as well), \( \|\cdot\| := \|\cdot\|_{L^2(S^{d-1}, H^2(\tilde{K}, \mathbb{R}^{d_{out}}))}. \)

10\( \tilde{g} \in \mathbb{R}_{>0} \) is just a constant scaling factor (cp. footnote 17).

11Note that this is an isometric copy of the Sobolev space \( H^2(\tilde{K}, \mathbb{R}^{d_{out}}) \) as it is usually defined, i.e.,

\( \left\{ h \in W^2(\tilde{K}, \mathbb{R}^{d_{out}}) \right| \|h\|_{H^2(\tilde{K})} < \infty, \|\cdot\|_{H^2(\tilde{K})} \right\} \) and therefore a Hilbert space.
way:

\[ S^{d-1} \overset{d=1}{=} \{ +1, -1 \} = \{(+,-)\} \]

\[ \varphi_{+1}(\langle +1, x \rangle) \overset{d=1}{=} (f_+(x)) \]

\[ \varphi_{-1}(\langle -1, x \rangle) \overset{d=1}{=} (f_-(x)) \]

\[ g_{+1}(x) \overset{d=1}{=} (g_+(x)) \overset{[9, \text{Assumption 3}]}{=} (g(x)) \]

\[ g_{-1}(x) \overset{d=1}{=} (g_-(x)) \overset{[9, \text{Assumption 3}]}{=} (g(x)) \]

\[ \bar{g} \overset{[9, \text{Assumption 3}]}{=} (2g(0)) \]

\[ P^s \overset{d=1}{=} (P^s) \overset{[9, \text{Assumption 3}]}{=} \]

The following assumptions are technicalities that facilitate the proof of our core result Theorem 4.9 and could be weakened (see footnotes 12–15).

**Assumption 2.** Using the notation from Definitions 3.1 and 3.4 the following assumptions extend Assumption 1. For every \( s \in S^{d-1} \) we assume:

a) The probability density function \( g_{\xi|s} \) of the kinks \( \xi_k \) conditioned on the kink direction \( s \) has compact support \( \text{supp}(g_{\xi|s}) \).

b) The density \( g_{\xi|s} \mid_{\text{supp}(g_{\xi|s})} \) is uniformly continuous on \( \text{supp}(g_{\xi|s}) \).

c) The reciprocal density \( \frac{1}{g_{\xi|s}} \mid_{\text{supp}(g_{\xi|s})} \) is uniformly continuous on \( \text{supp}(g_{\xi|s}) \).

d) The conditioned distribution \( \mathcal{L}(v_k|\xi_k = x, s_k = y) \) of \( v_k \) is uniformly continuous in \( (x,y) \) on \( \text{supp}(g_{\xi|s}) \times S^{d-1} \).

e) \( \mathbb{E}[\|v_k\|_2^2] < \infty \).

The following technical Assumption 3 is made in order to consistently extend the theory derived in [9] to general dimensions. In particular, for the one dimensional case and \( \mathcal{L}(v_k) = \mathcal{L}(-v_k) \) we recover the setting of [9, Theorem 3.9].

**Assumption 3.** Using the notation from Definitions 3.1 and 3.4 the following assumption extends Assumption 1:

12 We believe that Assumption 2a) can be weakened quite extensively. This assumption facilitates our proofs, but we believe that it could be replaced by the condition of finite second moment without reformulating the theorem.

13 One could think of replacing Assumption 2b) by the weaker assumption that \( g_{\xi|s} \) is (improper) Riemann-integrable, however almost all distributions which are typically used in practice satisfy Assumption 2b).

14 Assumption 2c) implies that \( \min_{x \in \text{supp}(g_{\xi|s})} g_{\xi|s} > 0 \). Similarly to footnote 13, this assumption might be weakened in a way allowing \( g_{\xi|s} \) to have finitely many jumps and \( \min_{x \in \text{supp}(g_{\xi|s})} g_{\xi|s} \) to be zero.

15 Similarly to footnote 13, Assumption 2d) might be attenuated.

16 Assumption 2e) always holds in typical scenarios. Assumption 2e) together with Assumption 2a) and d) implies that \( \mathbb{E}[\|v_k\|_2^2|\xi_k = x, s_k = y] \) is bounded on \( \text{supp}(g_{\xi|s}) \).
Assumption 4 (Loss). There exist $p \in [1, \infty)$ and a finite Borel measure $\nu = \nu_c + \nu_a$, where $\nu_c$ is absolutely continuous w.r.t. the Lebesgue measure and $\nu_a$ is supported on a finite (possibly empty) subset $\{x_1, \ldots, x_N\} \subset \mathcal{X}$ such that the loss functional $L : L^\infty(K) \to \mathbb{R}_{\geq 0}$ is

a) continuous w.r.t. $\|\cdot\|_{W^{1,p}(K,\nu)}$ for some compact $K \subset \mathbb{R}^d$ and

b) Lipschitz\footnote{Assumption 3a) has to be satisfied due to the way Definition 4.3 and Theorem 4.9 are formulated, although the theory could be easily reformulated if Assumption 3a) were not satisfied. The theorem presented would hold as well if $\hat{g}$ were replaced by $\int_{s \in S^{d-1}} g_s(r_{\text{mid}}(s)) \, ds$ for a value $r_{\text{mid}}(s)$ depending on the direction $s \in S^{d-1}$, or by e.g. $\int_{s \in S^{d-1}} \frac{1}{2} \int_{-1}^1 g_s(r) \, dr \, ds$. However, the results are more easily interpreted if $s r_{\text{mid}}(s) \in \mathbb{R}^d$ is located somewhere “in the middle” of the training data. Theorem 4.9 would even hold true if $\hat{g} := 1$. It is only necessary to consistently pick the same definition $\hat{g} \neq 0$ everywhere it appears—e.g. in the definition of $\hat{\lambda}$ in Theorem 4.9 and in the definition of regularization-functional $P_\mathcal{G}$.} continuous w.r.t. $\|\cdot\|_{W^{1,p}(K,\nu)}$ on $\{f : L(f) < L(0) + \epsilon\}$ for some $\epsilon > 0$.

Example 4.6 (Classification). Let $\forall i \in \{1, \ldots, N\} : x_i^{\text{train}} \in \mathcal{X}, y_i^{\text{train}} \in [0, 1]$. If we set

$$L(f) := \sum_{i=1}^N l_i \left(f(x_i^{\text{train}})\right),$$

with cross-entropy losses $l_i$ and softmax as final activation function $\ell^{-1}$, Assumption 4 is fulfilled.

Example 4.7 (Regression). Let $\forall i \in \{1, \ldots, N\} : x_i^{\text{train}} \in \mathcal{X}, y_i^{\text{train}} \in \mathcal{Y}$. If we set

$$L(f) := \sum_{i=1}^N ||y_i^{\text{train}} - f(x_i^{\text{train}})||_2^2,$$

and use the identity as final activation function $\ell^{-1}$, Assumption 4 is fulfilled. Of course, almost any other classical regression loss such as $L(f) := \sum_{i=1}^N ||y_i^{\text{train}} - f(x_i^{\text{train}})||_1$ fulfills Assumption 4 as well.

Note that in contrast to many other results in the literature, Assumption 4 does not require the loss to be convex. In fact, the loss functional can be quite general, it can depend on the first derivative or include integrals over functions, as we see in the following example.

Example 4.8. Let $\forall i \in \{1, \ldots, N\} : x_i^{\text{train}} \in \mathcal{X}, y_i^{\text{train}} \in \mathcal{Y}$. For any loss functional of the form

$$L(f) := \sum_{i=1}^N l_i \left(f(x_i^{\text{train}})\right) + \int_K u(f(x), f'(x)) \, dx,$$

with losses $l_i : \mathcal{Y} \to \mathbb{R}_{\geq 0}$ that are Lipschitz-continuous on the sub-level set

$$\{ y \in \mathcal{Y} : l_i(y) \leq L(0) + \epsilon \},$$

a Lipschitz-continuous function $u : \mathcal{Y} \to \mathbb{R}_{\geq 0}$ and a compact set $K \subset \mathbb{R}$, then Assumption 4 is fulfilled. For instance, the loss in [11] can be written in this form if one chooses a Lipschitz integrand (as done in [20]).
Proof. Let \( \nu_n(E) := \lambda_{S^d}(E \cap K) \) be the Lebesgue measure restricted to \( K \) and let \( \nu_n(E) := \#(E \cap \{ x_i^{\text{train}} : i \in \{1, \ldots, N \} } \) be the counting measure restricted to the training data points.

Based on these assumptions, we now formulate this paper’s main results.

**Theorem 4.9** (\( \ell_2 \)-regularized RSN corresponds to adapted IGAM). Using the notation from Definitions 3.1, 3.4, 3.5, 4.1 and 4.3 let

\[
\forall s \in S^{d-1}, r \in \mathbb{R} : g_s(r) := p(s) g_{\xi_s}(r) \mathbb{E} \left[ \| v_k \|^2 \| \xi_k = r, s_k = s \right],
\]

and \( \tilde{\lambda} := \lambda n g \). Let further the Assumptions 1–3, as well as Assumption 4 for some compact \( K \subset \mathbb{R}^d \) be satisfied. Then the following statement holds: for every \( (\mathcal{R} \mathcal{N}^{\ast,\lambda})_n \in \mathbb{N} \)

\[
\mathbb{P}_n \lim_{n \to \infty} d_{W^1,\infty(K,\mathbb{R}^{d_{out}})} \left( \mathcal{R} \mathcal{N}^{\ast,\tilde{\lambda}}, \arg \min \mathcal{F}^{\tilde{\lambda}}_0 \right) = 0.20
\]

**Proof.** The proof of Theorem 4.9 is formulated in Appendix A.2.2.

The following lemma shows that adapted GAMs converge to adapted IGAMs as you let the number of directions go to infinity (more precisely as you let the gaps between the directions go to zero).

**Lemma 4.10** (adapted GAM converges to adapted IGAM). Let \( \lambda \in \mathbb{R}_{>0} \). Furthermore, let \( f_{\tilde{g},0}^{\ast,\lambda} \) be an adapted IGAM with

\[
g_s(\cdot) := g(s, \cdot) p(s), s \in S^{d-1},
\]

for some weighting function \( g : S^{d-1} \times \mathbb{R} \to \mathbb{R}_{\geq 0} \) and \( p \) the kink direction density (see Definition 3.5). Consider the adapted GAM \( f_{\tilde{g},0}^{\ast,\lambda} \) for \( n = |S^{d-1}| \) finite directions, with weighting function \( \tilde{g}_s \) given as

\[
\tilde{g}_s(\cdot) := g(s, \cdot) \int_{U(s)} p(s) ds, s \in S^{d-1},
\]

where \( U := \{ U(s) \}_{s \in S^{d-1}} \) are disjoint environments such that \( \bigcup_{s \in S^{d-1}} U(s) = S^{d-1} \). We further denote the maximal distance of the partition \( U \) w.r.t. the Euclidean norm \( \| \cdot \|_2 \) by

\[
|U| := \max_{s \in S^{d-1}} \left( \sup_{s \in U(s)} \| s - \hat{s} \|_2 \right).
\]

---

19Since all \( \gamma_k \) are identically distributed and all \( \xi_k \) are identically distributed as well, the conditioned expectation \( \mathbb{E} \left[ \| v_k \|^2 \| \xi_k = r, s_k = s \right] \) does not depend on the choice of \( k \in \{1, \ldots, n\} \). Therefore, we will sometimes use the following notation \( \mathbb{E} [\xi = r, s = s] := \mathbb{E} [\xi_k = r, s_k = s] \)

20Using the definition of the \( \mathbb{P}_n \)-lim, equation (16) reads as: \( \forall \mathcal{R} \mathcal{N}^{\ast,\lambda} \in \bigcap_{n \in \mathbb{N}} \arg \min \mathcal{F}^{\lambda} : \forall \epsilon > 0 : \exists t \in (0, 1) : \exists n_0 \in \mathbb{N} : \forall n > n_0 : \mathbb{P} \left[ \mathcal{F}^{\ast,\lambda} < \epsilon \right] > t \).
Let further the Assumptions 1–2, as well as Assumption 4 for some compact $K \subset \mathbb{R}^d$ be satisfied. Then, if $|U| \overset{n \to \infty}{\rightarrow} 0$, we have that

$$\lim_{n \to \infty} d_{W^{1,\infty}(K,\mathbb{R}^{d_{out}})}(f^*_{\lambda,\delta}, \arg \min_{\delta} F^*_{\lambda,\delta}) = 0, \quad \forall f^*_{\lambda,\delta} \in \arg \min_{\delta} F^*_{\lambda,\delta}.$$  \hspace{1cm} (17)

Proof. The proof of Lemma 4.10 is formulated in Appendix A.2. □

4.2. RSN and Gradient Descent $\rightarrow \ell_2$-regularized Network. We now move on to restate the convergence result [9, Theorem 3.20] in Theorem 4.13, which, for the specific choice of squared loss (from Example 4.7), characterizes the convergence for infinite training time of the solution obtained by gradient descent to the $\ell_2$-regularized network within this paper’s setting, i.e., for general output dimension $d_{out} \in \mathbb{N}$.

Throughout this section, we consider the setting of supervised learning with squared loss, i.e., we require Assumption 5 for some compact $K$.

**Assumption 5.** The loss functional is given as $L(f) := \sum_{i=1}^{N} ||y_{i}^{train} - f(x_{i}^{train})||^2_2$ for some training data $x_{i}^{train} \in X = \mathbb{R}^d$, $y_{i}^{train} \in Y = \mathbb{R}^{d_{out}}$, $i = 1, \ldots, N$.

**Definition 4.11** (time-$T$ solution). Let $\forall i \in \{1, \ldots, N\} : (x_{i}^{train}, y_{i}^{train}) \in \mathbb{R}^{d+d_{out}}$ for some $N, d \in \mathbb{N}$ and $\mathcal{R}N_w$ be a randomized shallow neural network with $n \in \mathbb{N}$ hidden nodes. For any $\omega \in \Omega$ and $T > 0$, the time-$T$ solution to the problem

$$\min_{w \in \mathbb{R}^{d_{out} \times n}} \sum_{i=1}^{N} ||\mathcal{R}N_w(x_{i}^{train}) - y_{i}^{train}||^2_2$$

is defined as $\mathcal{R}N_{w^T(\omega),\omega}$, with weights $w^T(\omega) \in \mathbb{R}^{d_{out} \times n}$ obtained by taking the gradient flow

$$dw^t = -\nabla_w L(\mathcal{R}N_w) \; dt,$$

$$w^0 = 0,$$

corresponding to (18) up to time $T$.

**Remark 4.12.** In practice, the weights $w^T$ of the time-$T$ solution as introduced in Definition 4.11 are approximated by taking $\tau := T/\gamma$ steps of size $\gamma > 0$ according to the Euler discretization

$$\tilde{w}^{t+\gamma} = \tilde{w}^{t} - \gamma \nabla_w L(\mathcal{R}N_{w^t}),$$

$$\tilde{w}^0 = 0,$$

corresponding to (GF).

**Theorem 4.13.** Let $\mathcal{R}N_{w^T}$ be the time-$T$ solution and consider for $\tilde{\lambda} = \frac{1}{\gamma}$ the corresponding $\ell_2$-regularized network $\mathcal{R}N_{\tilde{\lambda}}^*$ (cp. Definitions 4.1 and 4.11). We then have that

$$\forall \omega \in \Omega : \lim_{T \to \infty} \left\| \mathcal{R}N_{\tilde{\lambda}}^* - \mathcal{R}N_{w^T(\omega),\omega} \right\|_{W^{1,\infty}(K)} = 0.$$  \hspace{1cm} (19)

This correspondence is well known in the literature. However, we refer to Theorem 4.13 for a formulation of the result in the context of randomized shallow neural networks mapping from $\mathbb{R}^d$ to $\mathbb{R}^{d_{out}}$. 


Proof. The proof follows analogously to the one of [9, Theorem 3.20]. □

Remark 4.14 (Early Stopping). Note that all the results about early stopping from [9, Subsection 3.2.1 Early Stopping] hold true in case of arbitrary input-dimension \( d \in \mathbb{N} \). I.e., if we use the equation \( \lambda = \frac{1}{2(\frac{d}{2} + 1)} \), then the solution \( R_N^{w,T} \) obtained from an early stopped gradient flow (GF) without any explicit regularization is usually quite close to the perfectly optimized \( \ell_2 \)-regularized solution \( R_N^{*} \).

5. Conclusion

We are now ready to summarize our main results. The notation \( \approx \) in equations (20) and (21) below corresponds to a mathematically proven exact limit in the very strong\(^{22}\) Sobolev-Norm \( ||\cdot||_{W^{1,\infty}(K)} \) (in probability in the case of \( n \to \infty \)).

Explicit regularization. By Theorem 4.9, a wide ReLU \( \ell_2 \)-regularized RSN (cp. Definition 4.1) corresponds to an IGAM in the following sense:

\[
R_N^{*}, \tilde{\lambda} \approx_{\text{Theorem 4.9}} f^{\star,\lambda}_{g,o}.
\]

For convex loss functionals, both \( R_N^{*}, \tilde{\lambda} \) and \( f^{\star,\lambda}_{g,o} \) are unique (see Remark A.4). In this case, eq. (20) means that the \( \ell_2 \)-regularized RSN \( R_N^{*}, \tilde{\lambda} \) converges in probability to the adapted IGAM \( f^{\star,\lambda}_{g,o} \) w.r.t. the Sobolev norm \( ||\cdot||_{W^{1,\infty}(K,\mathbb{R}^d)} \). However, depending on the choice of loss functional \( L \), neither \( R_N^{*}, \tilde{\lambda} \) nor \( f^{\star,\lambda}_{g,o} \) must be unique. In that general case, the approximation in eq. (20) should be more generally interpreted as in Theorem 4.9.

Implicit regularization. Combining Theorems 4.9 and 4.13 we can characterize the effect of implicit regularization when minimizing the squared loss (15) over the function class of randomized shallow networks with \( n \) hidden nodes. Then, for large training time \( T \) and a large number of neurons \( n \), the obtained network

\[
R_N^{w,T} \approx_{\text{Theorem 4.13}} \frac{P}{n \to \infty} R_N^{*,\frac{1}{T}} \approx_{\text{Theorem 4.9}} f^{*,0}_{g,0}.
\]

is very close to the adapted IGAM \( f^{*,\lambda}_{g,0} \) with diminishing penalization.\(^{23}\)

In applications however, both the number of hidden nodes and training steps are finite. Hence, it is particularly interesting to note that in typical settings for arbitrary training time \( T \in \mathbb{R}_{>0} \) (including early stopping, i.e. \( T \ll \infty \)) the same relation approximately holds true. We refer to [9, Sections 3.2.1 and 4] for a discussion of early stopping and finite numbers of nodes.

\(^{22}\)Convergence in \( ||\cdot||_{W^{1,\infty}(K)} \) implies uniform convergence on \( K \) or convergence in \( W^{1,p}(K) \). Even stronger Sobolev-convergence, such as convergence w.r.t. \( W^{2,p} \), cannot be shown since \( R_N \notin W^{2,p}(K) \).

\(^{23}\)One can extend eq. (21) to the left-hand side to standard discretized gradient descent (GD) via

\[
R_N^{w,T} \approx_{\text{GD}} \frac{\gamma \to 0}{\gamma} R_N^{*,\gamma} \approx \frac{\gamma \to 0}{\gamma} R_N^{w,T}
\]

analogously to [9, eq. (32) and (33)].
5.1. **Empirical illustration.** We investigate a randomized shallow neural network trained to approximate the function \( f : \mathbb{R}^2 \rightarrow \mathbb{R}, x \mapsto \|x\|_2^2 \), given \( N = 64 \) noisy data points \((x_i, f(x_i) + \epsilon_i) \in \mathbb{R}^3\), where \( x_i, i = 1, \ldots, N \) are realizations of independent centered Gaussians with covariance matrix \( \Sigma = I_2 \), scaled to fit the two-dimensional \([-1,1]\)-cube. The i.i.d. noise terms \( \epsilon_i, i = 1, \ldots, N \) are Gaussian as well, with standard deviation \( \sigma = 0.05 \). The RSN was chosen to consist of \( n = 2^{12} \) hidden nodes with first-layer weights and biases sampled from a Uniform distribution on \([-0.05, 0.05]\).

Figure 1 shows the contours of the solution function obtained by using a standard implementation of gradient descent with step size \( \gamma = 2^{-15} \) for \( \tau = 2^{15} \) epochs. Within this paper’s setting, this corresponds to the time-T solution for \( T = 1 \).

In Figures 2 and 3 we visualize the the components of gradient \( \nabla R_{\text{wT}} \) on differing scales. Figure 2 shows the gradient’s contours close to the data. As these plots show, \( \nabla R_{\text{wT}}(x) \approx \nabla f(x) = 2x \) for \( x \in [-1,1]^2 \), i.e. close to the data, the trained RSN approximates well the unknown function \( f \).

On regions far from the \([-1,1]\)-cube, the trained network displays a cone-like shape, with \( \nabla R_{\text{wT}} \approx x/\|x\|_2 \) (cp. Figure 3).

5.2. **Ongoing Work and Further Extensions.** Within this paper, we presented a first generalization to the work [9] on (implicit) regularization of RSNs to multidimensional input and output \( \mathcal{X} = \mathbb{R}^d, \mathcal{Y} = \mathbb{R}^{d_{\text{out}}} \). In [10], we elaborate on explicit regularization effects in terms of regularization functionals for fully trained, shallow as well as deep neural networks. The long-term objective of our research is to extend this theory to various network architectures. Ideally, this would lead to a thorough understanding of the regularizing constraints (in terms of regularizing functionals) that one implicitly imposes by deciding for the structure, algorithm and meta-parameters of the neural network considered in supervised learning. In other words, our vision is to on a large scale link network architectures to prior beliefs.
Figure 1. The solution function obtained from performing gradient descent to train an RSN to fit through the data points (white circles) visualized on different scales.
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Appendix A. Proofs

In the following, we rigorously prove the results presented within this paper.

In Appendix A.1, we discuss regularity properties of solutions to the optimization problems defining the adapted GAM and adapted IGAM and prove their existence. Thereafter in Appendix A.2, we prove this paper’s main results Lemma 4.10 (Appendix A.2.1) and Theorem 4.9 (Appendix A.2.2) respectively.

Throughout this section, we henceforth require Assumptions 1–4 to be in place.

A.1. Existence and Regularity of aGAM and aIGAM. We start by showing specific regularity properties of the adapted GAM $f_{g,\lambda}$ and adapted IGAM $f_{g,\lambda}$ in Lemma A.1. Thereafter, we give an equivalent formulation of the optimization problem defining the adapted IGAM $f_{g,\lambda}$ in Definition A.2. We use this equivalent formulation to derive existence (and uniqueness, in case of convex loss $L$) of minimizers $\phi^*$ (respectively $f_{g,\lambda}$) of Definition A.2 (respectively Definition 4.3) in Remark A.4.

Lemma A.1. Let $f_{g,\lambda}$ be an adapted IGAM as introduced in Definition 4.3, with link function $\ell$, $\tilde{K} \subset \mathbb{R}$ compact, and $\phi^*$ s.t.

$$\ell \circ f_{g,\lambda}(x) = \int_{\mathbb{S}^{d-1}} \phi^* \left( \langle s, x \rangle \right) \, ds, \quad \forall x \in \mathbb{R}^d.$$

Then

1. $\frac{\partial^2 \phi^*(r)}{\partial r^2} : S^{d-1} \times \mathbb{R} \to \mathbb{R}^{d_{\text{out}}}$ is continuous.
2. $\phi^* \in L^2(S^{d-1}, W^{2,\infty}(\tilde{K}))$.
3. Moreover,

$$S^{d-1} \to W^{2,\infty}(K, \mathbb{R}^{d_{\text{out}}}), s \mapsto \phi^* \left( \langle s, \cdot \rangle \right)$$

is continuous for any compact $K \subset \mathbb{R}^d$ s.t. $\bigcup_{s \in S^{d-1}} \{ \langle s, x \rangle \mid x \in K \} \subset \tilde{K}$.
(4) \( \varphi^* \in W^{1,2}(S^{d-1}, W^{1,\infty}(\tilde{K})) \) and there exists a constant \( C > 0 \) such that the first (weak) derivative \( \partial \varphi^*/\partial s \) is bounded by \( C \) in \( L^2(S^{d-1}, W^{1,\infty}(\tilde{K})) \).

Let \( f^*_{g,\delta} \) be an adapted GAM as introduced in Definition 4.2, with link function \( \ell \), and \( \varphi^* \)

\[ \ell \circ f^*_{g,\delta}(x) = \sum_{s \in S^{d-1}} \varphi^*_s(\langle \tilde{s}, x \rangle), \quad \forall x \in \mathbb{R}^d. \]

Then

\[ \frac{\partial^2 \varphi^*_s(r)}{\partial r^2} : \mathbb{R} \to \mathbb{R}^{d_{out}} \text{ is continuous for every } \tilde{s} \in \tilde{S}^{d-1}. \]

(6) the map

\[ S^{d-1} \to W^{2,\infty}(K, \mathbb{R}^{d_{out}}), s \mapsto \varphi^*_s(\langle s, \cdot \rangle) \]

is continuous for any compact \( K \subset \mathbb{R}^d \), \( \tilde{s} \in \tilde{S}^{d-1} \) s.t. \( \bigcup_{s \in S^{d-1}} \{ \langle \tilde{s}, x \rangle \mid x \in K \} \subset \tilde{K} \).

**Proof.** (1) We start by showing \( \frac{\partial^2 \varphi^*_s(r)}{\partial r^2} \in C(S^{d-1} \times \mathbb{R}, \mathbb{R}^{d_{out}}) \) (i.e., that there exists a continuous representative in the equivalence class of \( \frac{\partial^2 \varphi^*_s(r)}{\partial r^2} \in L^2(S^{d-1} \times \mathbb{R}, \mathbb{R}^{d_{out}}) \)).

Let \( (s_0, r_0) \in S^{d-1} \times \mathbb{R} \) and \( \epsilon > 0 \) be fixed. Furthermore, define

\[ \overline{\varphi}^{\epsilon} := \frac{1}{\mu(U_{\delta}(s_0, r_0))} \int_{U_{\delta}(s_0, r_0)} \frac{\partial^2 \varphi^*_s(r)}{\partial r^2} d\mu(s, r), \]

for some open environment \( U_{\delta}(s_0, r_0) \), \( \delta > 0 \) around \( (s_0, r_0) \). By optimality of \( \varphi^*_s(r) \), we have that for some small \( \delta > 0 \)

\[ \mu \left( \left\{ (s, r) \in U_{\delta}(s_0, r_0) \left\| \varphi^*_s(r) - \overline{\varphi}^{\epsilon} \right\|_2 \geq \frac{\epsilon}{2} \right\} =: N \right) = 0. \]

To see this, assume \( \mu(N) > 0 \). Define for \( \Delta := \epsilon/2 > 0 \)

\[ \varphi^{\Delta,\epsilon}(s, r) := \begin{cases} \varphi^*_s(r) + \Delta & (s, r) \in N^-, \\ \varphi^*_s(r) - \Delta & (s, r) \in N^+, \\ \varphi^*_s(r) & \text{else}, \end{cases} \]

with \( N = N^+ \cup N^- \) and

\[ N^+ := \left\{ (s, r) \in U_{\delta}(s_0, r_0) \mid \varphi^*_s(r) \geq \overline{\varphi}^{\epsilon} + \Delta \right\}, \]

\[ N^- := \left\{ (s, r) \in U_{\delta}(s_0, r_0) \mid \varphi^*_s(r) \leq \overline{\varphi}^{\epsilon} - \Delta \right\}. \]

Moreover,

\[ f^\Delta(\cdot) := \int_{S^{d-1}} \varphi^\Delta(s, \langle s, \cdot \rangle) ds. \]

We remark that

(a) by Assumption 4 there exists \( K \subset \mathbb{R}^d \) compact s.t.

\[ \left\| f^\Delta - f^*_{g,\delta} \right\|_{W^{1,\infty}(K, \mathbb{R}^{d_{out}})} < 4\Delta^2 |S^{d-1}| \]
implies that $|L(f^\Delta) - L(f^*_{g,\phi})| < \epsilon_L$. Therefore, we proceed with showing

$$\left\| f^\Delta - f^*_{g,\phi} \right\|_{W^{1,\infty}(K;\mathbb{R}^d_{\text{out}})} < 4\Delta \delta^2 |S^{d-1}|.$$ 

Indeed, for every $s \in S^{d-1}$ we have $\lim_{r \to -\infty} \varphi^\Delta'(s, r) = 0$ and $\lim_{r \to -\infty} \varphi^\Delta(s, r) = 0$ since $\varphi^* \in T$, and hence

$$\varphi^\Delta'(s, r) = \int_{-\infty}^r \varphi^\Delta''(s, x) \, dx = \varphi^*_s(r)' + \Delta |N^\pm_s \cap (-\infty, r]|,$n

$$\implies \varphi^\Delta(s, r) = \int_{-\infty}^r \varphi^\Delta'(s, y) \, dy = \varphi^*_s(r) + \Delta \int_{-\infty}^r |N^\pm_s \cap (-\infty, y]| \, dy$$

$$= \varphi^*_s(r) + \Delta \int_{r_0 - \delta}^{r_0 + \delta} |N^\pm_s \cap (-\infty, y]| \, dy.$$ 

This implies

$$\| \varphi^\Delta'(s, r) - \varphi^*_s(r) \|^2 \leq 2\Delta \delta \quad \forall (s, r) \in S^{d-1} \times \mathbb{R},$$

$$\| \varphi^\Delta(s, r) - \varphi^*_s(r) \| \leq 4\Delta \delta^2 \quad \forall (s, r) \in S^{d-1} \times \mathbb{R},$$

and further we get that first,

$$f^\Delta(x) = \int_{S^{d-1}} \varphi^*_s(\langle s, x \rangle) \pm 4\Delta \delta^2 \, ds = f^*_{g,\phi}(x) \pm 4\Delta \delta^2 |S^{d-1}| \quad \forall x \in \mathbb{R}^d.$$ 

with $N^\pm_s := \{ r \in \mathbb{R} | (s, r) \in N^\pm \}$. Therefore, $\left\| f^\Delta - f^*_{g,\phi} \right\|_{L^\infty(K)} < 4\Delta \delta^2 |S^{d-1}|$. Second,

$$\| f^\Delta'(x) - f^*_{g,\phi}'(x) \| \leq \int_{S^{d-1}} \| \varphi^\Delta(s, \langle s, x \rangle)' - \varphi^*_s(\langle s, x \rangle)' \| |s| \, ds$$

$$= \int_{S^{d-1}} \| \varphi^\Delta(s, \langle s, x \rangle)' - \varphi^*_s(\langle s, x \rangle)' \| \, ds$$

$$\leq 2\Delta \delta |S^{d-1}| \quad \forall x \in \mathbb{R}^d.$$ 

Therefore, $\left\| f^\Delta' - f^*_{g,\phi}' \right\|_{L^\infty(K)} < 2\Delta \delta |S^{d-1}|$. Since by Assumption 4 it holds that $L$ is Lipschitz continuous with constant $C_L$ w.r.t. $W^{1,p}(K)$ on a level set of $L$, and $f^\Delta$ lies in that level set for $\epsilon$ small enough, we obtain by the above derivations

$$|L(f^\Delta) - L(f^*_{g,\phi})| \leq \| f^\Delta - f^*_{g,\phi} \|_{W^{1,p}(K)} C_L$$

$$\leq \| f^\Delta - f^*_{g,\phi} \|_{W^{1,\infty}(K;\mathbb{R}^d_{\text{out}})} C_L$$

$$\leq 4C_L \Delta \delta^2 |S^{d-1}|.$$ 

Therefore, for $\delta := \left(\frac{\epsilon_L}{4C_L |S^{d-1}|} \right)^{1/2}$ we have $|L(f^\Delta) - L(f^*_{g,\phi})| < \epsilon_L$. (b) due to the quadratic form of the regularization, there exists $C_\Delta > 0$ s.t. $P_\delta(f^\Delta) \leq P_\delta(f^*_{g,\phi}) - \Delta^2 C_\Delta$. 
Indeed, 
\[
\int_{S^{d-1}} \int_{\mathbb{R}} \left\| \frac{\varphi''(s, r)}{g_s(r)} \right\|^2 dr ds = \int_{S^{d-1}} \int_{\mathbb{R}} \left\| \frac{\varphi''(s, r) + \Delta K_N(s, r)}{g_s(r)} \right\|^2 dr ds
\]
\[
= \int_{S^{d-1}} \int_{\mathbb{R}} \left\| \frac{\varphi''(s, r)}{g_s(r)} \right\|^2 dr ds
\]
\[
+ 2 \left[ \int_{S^{d-1}} \int_{N^-} \frac{\Delta \varphi''(s, r)}{g_s(r)} dr ds - \int_{S^{d-1}} \int_{N^+} \frac{\Delta \varphi''(s, r)}{g_s(r)} dr ds \right]
\]
\[
+ \Delta^2 \int_{S^{d-1}} \int_{N^- \cup N^+} \frac{1}{g_s(r)} dr ds
\]
\[
< \int_{S^{d-1}} \int_{\mathbb{R}} \left\| \frac{\varphi''(s, r)}{g_s(r)} \right\|^2 dr ds
\]
\[
+ 2 \left[ \int_{S^{d-1}} \int_{N^-} \frac{1}{g_s(r)} dr ds
\]
\[
- \int_{S^{d-1}} \int_{N^+} \frac{1}{g_s(r)} dr ds
\]
\[
+ \Delta^2 G
\]
\[
= -2\Delta^2 (G^- + G^+) + \Delta^2 G = -\Delta^2 G,
\]
assuming \(G^- = G^+\) in the penultimate equation.

Hence, choosing \(\delta < \left( \frac{\Delta C_\Delta}{4C_L[S^{d-1}]} \right)^{1/2}\) we obtain \(\epsilon \leq \Delta C L\) and thus \(F_0^{\lambda, \beta}(f^\Delta) < F_0^{\lambda, \beta}(f^g, \delta)\) contradicting its optimality. Thus, by (23), for every \((s, r)\) in \(U_\delta(s_0, r_0)\), we have by the triangle inequality that \(\mu\)-a.e.
\[
\left\| \varphi''(r) - \varphi''(r_0) \right\|_2 < \epsilon.
\]

Hence the first claim follows.

(2) Since \(\frac{\partial^2 \varphi''(r)}{\partial r^2} \in C(S^{d-1} \times \mathbb{R}, [\mathbb{R}]^{d_{out}})\), we have \(\left\| \frac{\partial^2 \varphi''(r)}{\partial r^2} \right\|_{L^\infty(S^{d-1} \times \bar{K}, [\mathbb{R}]^{d_{out}})} < \infty\) for every \(\bar{K} \subset \mathbb{R}\) compact. Thus \(\frac{\partial^2 \varphi''(r)}{\partial r^2} \in L^\infty(S^{d-1} \times \bar{K}, [\mathbb{R}]^{d_{out}}) \subset L^2(S^{d-1}, L^\infty(\bar{K}, \mathbb{R}^{d_{out}})).\)

Since \(\varphi'' \in T, \) Lemma A.7 (item (4)) implies that also \(\frac{\partial^2 \varphi''(r)}{\partial r^2} \in L^\infty(S^{d-1} \times \bar{K}, [\mathbb{R}]^{d_{out}}) \subset L^2(S^{d-1}, L^\infty(\bar{K}, \mathbb{R}^{d_{out}})).\) Analogously, we get that \(\varphi''(r) \in L^\infty(S^{d-1} \times \bar{K}, [\mathbb{R}]^{d_{out}}) \subset L^2(S^{d-1}, L^\infty(\bar{K}, \mathbb{R}^{d_{out}})).\) Therefore, we have
there exists a solution $\ell$ with
\begin{equation}
\phi^* \in L^2 \left( S^{d-1}, W^{2,\infty}(\hat{K}, \mathbb{R}^{d_{\text{out}}}) \right).
\end{equation}

In particular,
\begin{equation}
\phi^* : S^{d-1} \to W^{2,\infty}(\hat{K}, \mathbb{R}^{d_{\text{out}}}),
\end{equation}
is continuous.

Since for any compact $K \subset \mathbb{R}^d$, the map $S^{d-1} \to C^\infty(K, \mathbb{R}) : s \mapsto \langle s, \cdot \rangle$ is uniformly continuous, with (2) we get continuity of $S^{d-1} \to W^{2,\infty}(K, \mathbb{R}^{d_{\text{out}}})$, $s \mapsto \phi^*_s(\langle s, \cdot \rangle)$.

To show that $\phi^* \in W^{1,2}(S^{d-1}, W^{2,2}(\hat{K}))$, we first note that
\begin{equation}
\phi^* \in \mathcal{T} \subset L^2(S^{d-1}, W^{1,\infty}(\hat{K})) \subset L^2(S^{d-1}, W^{1,\infty}(\hat{K}))
\end{equation}
and that the Hilbert space $W^{1,\infty}(\hat{K})$ has the Radon Nikodym property. Now, by [17, Thm. 2.5.] if $\phi^*_s$ has $L^2(S^{d-1}, W^{1,\infty}(\hat{K}))$-bounded difference quotients, we obtain that $\phi^* \in W^{1,2}(S, W^{1,\infty}(\hat{K}))$. Since by item (2), $S^{d-1} \to W^{1,\infty}(\hat{K})$ is continuous, the difference quotient
\begin{equation}
\|\phi^*_s + h e_i - \phi^*_s\|_{W^{1,\infty}(\hat{K})} \quad \text{is bounded by a constant } C \text{ on } S^{d-1}.
\end{equation}
Thus we get that
\begin{equation}
\|\phi^*_s + h e_i - \phi^*_s\|_{L^2(S^{d-1}, W^{1,\infty}(\hat{K}))} \leq |h| |S^{d-1}| \frac{1}{2} C.
\end{equation}

Analogously, it follows that the maps $\hat{\partial}_r \hat{\phi}_s^*(r) : \mathbb{R} \to \mathbb{R}^{d_{\text{out}}}$, $\hat{s} \in \hat{S}^{d-1}$, as well as for any compact $K \subset \mathbb{R}^d$ s.t. $\bigcup_{\hat{s} \in \hat{S}^{d-1}} \{ \langle \hat{s}, x \rangle \mid x \in K \} \subset \hat{K}$ and $\hat{s} \in \hat{S}^{d-1}$ the maps (22) are continuous.

We now state an equivalent formulation of the optimization problem of Definition 4.3 in Definition A.2.

**Definition A.2.** Let $\lambda \in \mathbb{R}_{>0}$. Then for a given function $g : \mathbb{R} \to \mathbb{R}_{\geq 0}$ we define
\begin{equation}
\phi^* \in \text{arg min}_{\phi \in \mathcal{T}} L(f) + \lambda P^\phi_\phi(\phi),
\end{equation}
with $\ell \circ f = \int_{S^{d-1}} \phi_s(\langle s, \cdot \rangle) ds$, and
\begin{equation}
P^\phi_\phi(\phi) := \bar{g} \int_{S^{d-1}} \int_{\text{supp}(g_s)} \|\phi_s(r)\|_2^2 dr ds.
\end{equation}

**Remark A.3** (Equivalence of Optimization problems). Note that every solution $\phi^*$ to (26) yields a solution $f^\phi_{\phi, \lambda} := \int_{S^{d-1}} \phi^*_s(\langle s, \cdot \rangle) ds$ to (13). Conversely, for any solution $f^\phi_{\phi, \lambda}$ to (13) there exists a solution $\phi^*$ to (26) such that $f^\phi_{\phi, \lambda} := \int_{S^{d-1}} \phi^*_s(\langle s, \cdot \rangle) ds$. Thus, $\phi^*$ is a solution to (26) if and only if $f^\phi_{\phi, \lambda}$ is a solution to (13). Moreover, $\min F^\phi = \min F^\phi_{\phi, \lambda}$.

We elaborate more on the existence of the minimizers in eq. (26) (and by Remark A.3 also the existence of $f^\phi_{\phi, \lambda}$) in Remark A.4.
Remark A.4 (Existence and Uniqueness of the adapted IGAM). By Lemma A.1, we know that for any optimal $\phi^*$ s.t.
\[
\ell \circ f^*_{g,\lambda}(x) = \int_{S^{d-1}} \varphi^*_s(\langle s, x \rangle) \, ds, \quad \forall x \in \mathbb{R}^d
\]
with $f^*_{g,\lambda}$ as in Definition 4.3, we have that $\varphi^* \in L^2(S^{d-1}, H^2(\hat{K})) \cap W^{1,2}(S^{d-1}, W^{1,\infty}(\hat{K}))$. Therefore, it suffices to consider the restricted space
\[
(28) \quad \tilde{T} := T \cap W^{1,2}(S^{d-1}, W^{1,\infty}(\hat{K}))
\]
in the definition of $P^\circ_\phi$. By Remark A.3, it thus also suffices to consider $\tilde{T}$ in eq. (26), i.e., we have
\[
\arg \min_{\phi \in \tilde{T}} F^\phi(\phi) = \arg \min_{\phi \in \tilde{T}} F^\phi(\phi).
\]
We apply [9, Lemma A.23] to show that
\[
\arg \min_{\phi \in \tilde{T}} F^\phi(\phi) \neq \emptyset
\]
as follows. We set $X := \tilde{T}$ (which is a closed subset of the Hilbert space $L^2(S^{d-1}, H^2(\hat{K}, \mathbb{R}^{d_{\text{out}}}))$, thus complete), $\|\cdot\| := \|\cdot\|_{L^2(S^{d-1}, H^2(\hat{K}, \mathbb{R}^{d_{\text{out}}}))}$ and $\tau$ the topology induced by $\|\cdot\|_{L^2(S^{d-1}, W^{1,\infty}(\hat{K}))}$. By Lemma A.1, $P_\phi^\circ$ is strongly convex w.r.t. $\|\cdot\|$, and by Lemmas A.9 and A.15 $L$ is continuous w.r.t. $\tau$. Moreover, let $\lambda > 0$ and define $K := \{ \phi \in \tilde{T} : P^\circ_\phi(\phi) \leq \frac{L(0)}{\lambda} + P^\circ_\phi(0) \}$. By Lemma A.14, $K$ is sequentially compact w.r.t. $\tau$.

In case $L$ is convex, an analogous application of [9, Lemma A.24] yields that $\arg \min_{\phi \in \tilde{T}} F^\phi(\phi)$ is a singleton.

A.2. Proof of Theorem 4.9. A number of lemmata are required for both the proof of Lemma 4.10 and the proof of Theorem 4.9. These will be given below. We start by defining two specific aIGAM and aGAM that will be needed for the following proofs.

Definition A.5 (aIGAM2aGAM). Let for some $\lambda > 0$, $f^*_{g,\lambda}$ be an adapted infinite generalized additive model as introduced in Lemma 4.10, with link function $\ell$,
\[
g_\ast(\cdot) := g(s, \cdot) \circ p(s), \quad s \in S^{d-1},
\]
for some weighting function $g : S^{d-1} \times \mathbb{R} \to \mathbb{R}_{\geq 0}$ and $U := \{ U(s) \}_{s \in S^{d-1}}$ are disjoint environments such that $\bigcup_{s \in S^{d-1}} U(s) = S^{d-1}$. Furthermore, let $\varphi^*$ s.t.
\[
\ell \circ f^*_{g,\lambda}(x) = \int_{S^{d-1}} \varphi^*_s(\langle s, x \rangle) \, ds, \quad \forall x \in \mathbb{R}^d.
\]
The aIGAM2aGAM $\tilde{f}_\lambda$ w.r.t. the aIGAM $f^*_{g,\lambda}$ is given by
\[
(29) \quad \ell \circ \tilde{f}_\lambda(x) = \sum_{s \in S^{d-1}} \tilde{\varphi}_s(\langle s, x \rangle), \quad \forall x \in \mathbb{R}^d,
\]
with
\[
\tilde{\varphi}_s(r) := \varphi^*_s(r) \mu(U(s)), \quad \forall (s, r) \in S^{d-1} \times \mathbb{R}.
\]
Here, $\mu$ denotes the $(d-1)$-dimensional surface measure.
Definition A.6 (aGAM2aIGAM). Let for \( n = |S^d| \) finite directions \( S^d \subset S^d \), \( f^*_{g,\delta} \) be an adapted generalized additive model as introduced in Lemma 4.10, with link function \( \ell \),
\[
\hat{g}_s(\cdot) := g(\hat{s}, \cdot) \int_{U(\hat{s})} p(s) \, ds, \quad \hat{s} \in \hat{S}^d,
\]
for some weighting function \( g : S^d \times \mathbb{R} \to \mathbb{R}_{\geq 0} \) and \( U := \{ U(\hat{s}) \}_{\hat{s} \in \hat{S}^d} \) are disjoint environments such that \( \bigcup_{\hat{s} \in \hat{S}^d} U(\hat{s}) = S^d \). Furthermore, let \( \varphi^* \) s.t.
\[
\ell \circ f^*_{g,\lambda}(x) = \sum_{\hat{s} \in \hat{S}^d} \varphi^*(s, x), \quad \forall x \in \mathbb{R}^d.
\]
The aGAM2aIGAM \( \hat{f}^\lambda_{g,\delta} \) w.r.t. the aGAM \( f^*_{g,\lambda} \) is given by
\[
(30)
\ell \circ \hat{f}^\lambda_{g,\delta}(x) = \int_{s \in S^d} \varphi^*(s, x) \, ds, \quad \forall x \in \mathbb{R}^d,
\]
with
\[
\varphi^*_s(r) := \sum_{s \in S^d} \frac{\varphi^*(\cdot, s, r)}{\mu(U(s))} \mathbf{1}_{\{U(s)\}}(s), \quad (s, r) \in S^d \times \mathbb{R}^d.
\]
Here, \( \mu \) denotes the \((d-1)\)-dimensional surface-measure.

A.2.1. Proof of Lemma 4.10. Throughout this subsection A.2.1 we will assume \(|U| \to \infty \).

Proof of Lemma 4.10. The two auxiliary functions \( \hat{f}^\lambda_g \) and \( \hat{f}^\lambda_{g,\delta} \) defined above in Definitions A.5 and A.6 will play an important role in this proof.

In the end we want to show the convergence of \( f^*_{g,\lambda} \) to \( \arg \min F^\lambda_{\varnothing,\varnothing} \). We do so by proving that every \( f^*_{g,\lambda} \) gets closer to the corresponding \( \hat{f}^\lambda_{g,\delta} \) and that \( \hat{f}^\lambda_{g,\delta} \to \arg \min F^\lambda_{\varnothing,\varnothing} \) as \( n \to \infty \). The first convergence is shown in Lemma A.11. The proof of the second convergence \( \hat{f}^\lambda_{g,\delta} \to \arg \min F^\lambda_{\varnothing,\varnothing} \) needs more steps—first we show the convergence \( F^\lambda_{\varnothing,\varnothing}(\hat{f}^\lambda_{g,\delta}) \to \min F^\lambda_{\varnothing,\varnothing} \) (in multiple steps based on Lemmas A.10 and A.12) to further imply with the help of Lemma A.16 the convergence \( \hat{f}^\lambda_{g,\delta} \to \arg \min F^\lambda_{\varnothing,\varnothing} \).

Following this strategy, we prove Lemma 4.10 step by step:

step 0 Lemma A.8 shows
\[
\lim_{n \to \infty} \left\| f^*_g - f^*_g \right\|_{W^{1,\infty}(K,\mathbb{R}^{d\text{out}})} = 0.
\]

step 1 It is directly clear that
\[
F^\lambda_{\varnothing,\varnothing}(f^*_g) \leq F^\lambda_{\varnothing,\varnothing}(\hat{f}^\lambda_{g}),
\]
because \( f^*_g \) is optimal (see Definition 4.2).

step 1.5 The auxiliary Lemma A.9 will be needed for step 2 and step 4

step 2 Lemma A.10 shows
\[
\lim_{n \to \infty} F^\lambda_{\varnothing,\varnothing}(\hat{f}^\lambda_{g}) = F^\lambda_{\varnothing,\varnothing}(f^*_g).
\]

step 3 Lemma A.11 shows
\[
\lim_{n \to \infty} \left\| f^*_g - \hat{f}^\lambda_{g} \right\|_{W^{1,\infty}(K,\mathbb{R}^{d\text{out}})} = 0.
\]
step 4 Lemma A.12 shows
\[
\lim_{n \to \infty} \left| F_0^{\lambda,\varnothing} \left( f_{g,\varnothing}^* \right) - F_0^{\lambda,\varnothing} \left( \tilde{f}_{g,\varnothing}^* \right) \right| = 0.
\]

step 5 Because of optimality of \( f_{g,\varnothing}^* \) we have
\[
F_0^{\lambda,\varnothing} \left( f_{g,\varnothing}^* \right) \leq F_0^{\lambda,\varnothing} \left( \tilde{f}_{g,\varnothing}^* \right).
\]

step 6 Combining step 1, step 2, step 4 and step 5 we directly get:
\[
\begin{align*}
F_0^{\lambda,\varnothing} \left( \tilde{f}_{g,\varnothing}^* \right) & \approx F_0^{\lambda,\varnothing} \left( \tilde{f}^*_{g,\varnothing} \right) \pm \varepsilon_1 \\
& \leq F_0^{\lambda,\varnothing} \left( \tilde{f}^*_{g,\varnothing} \right) \pm \varepsilon_1 \\
& \leq F_0^{\lambda,\varnothing} \left( \tilde{f}^*_{g,\varnothing} \right) \pm \varepsilon_1 \pm \varepsilon_2 \\
& \leq F_0^{\lambda,\varnothing} \left( \tilde{f}_{g,\varnothing}^* \right) \pm \varepsilon_2
\end{align*}
\]

and thus:
\[
\begin{align*}
F_0^{\lambda,\varnothing} \left( \tilde{f}_{g,\varnothing}^* \right) & \approx F_0^{\lambda,\varnothing} \left( f_{g,\varnothing}^* \right) \pm \varepsilon_1 \\
& \leq F_0^{\lambda,\varnothing} \left( f_{g,\varnothing}^* \right) \pm \varepsilon_1
\end{align*}
\]

which directly implies
\[
\lim_{n \to \infty} F_0^{\lambda,\varnothing} \left( \tilde{f}_{g,\varnothing}^* \right) = F_0^{\lambda,\varnothing} \left( f_{g,\varnothing}^* \right).
\]

step 7 Lemma A.16 (and Lemma A.13 in case \( L \) is convex) shows
\[
\lim_{n \to \infty} d_{W^{1,\infty}(K,\mathbb{R}^{d_{out}})} \left( \tilde{f}_{g,\varnothing}^*, \arg \min_{\tilde{f}_{g,\varnothing}^*} F_0^{\lambda,\varnothing} \right) = 0
\]
if one applies it on the result (31) of step 6 and using Lemma A.15.

step 8 Combining step 3 and step 7 with the triangle inequality directly results in the statement (17) we want show. 

\[\square\]

Lemma A.7 (Poincaré-typed inequalities). Let \( \tilde{K} \subset \mathbb{R} \) be compact and \( u : S^{d-1} \to W^{1,2}(\tilde{K},\mathbb{R}^{d_{out}}) \) s.t. for all \( s \in S^{d-1} \) it holds that \( \text{supp} \frac{\partial}{\partial r} u(s) \subset \tilde{K} \)
\[
\lim_{r \to -\infty} u(s)(r) = 0 = \lim_{r \to -\infty} \frac{\partial}{\partial r} u(s)(r).
\]

(1) Let \( u \in L^2(S^{d-1}, W^{1,2}(\tilde{K})) \). Then, with \( u' := \frac{\partial}{\partial r} u \in L^2(S^{d-1}, L^2(\tilde{K})) \),
\[
\|u\|_{L^2(S^{d-1}, L^2(\tilde{K}))} \leq |\tilde{K}| \|u'\|_{L^2(S^{d-1}, L^2(\tilde{K}))}.
\]

(2) Let \( u \in L^2(S^{d-1}, W^{1,\infty}(\tilde{K})) \). Then, with \( u' := \frac{\partial}{\partial r} u \in L^2(S^{d-1}, L^\infty(\tilde{K})) \),
\[
\|u\|_{L^2(S^{d-1}, L^\infty(\tilde{K}))} \leq |\tilde{K}| \|u'\|_{L^2(S^{d-1}, L^\infty(\tilde{K}))}.
\]

(3) Let \( u \in L^2(S^{d-1}, W^{1,\infty}(\tilde{K})) \). Then, with \( u' := \frac{\partial}{\partial r} u \in L^2(S^{d-1}, L^\infty(\tilde{K})) \),
\[
\|u\|_{L^2(S^{d-1}, L^\infty(\tilde{K}))} \leq \sqrt{|\tilde{K}|} \|u'\|_{L^2(S^{d-1}, L^2(\tilde{K}))}.
\]
(4) Let \( u : S^{d-1} \times \tilde{K} \to \mathbb{R}^{d_{out}} \) with (weak) derivative \( u' := \frac{\partial}{\partial r} u \in L^\infty(S^{d-1} \times \tilde{K}, \mathbb{R}^{d_{out}}) \). Then

\[
\|u\|_{L^\infty(S^{d-1} \times \tilde{K})} \leq |\tilde{K}| \|u'\|_{L^\infty(S^{d-1} \times \tilde{K})}.
\]

**Proof.** (1) We have that

\[
\|u\|^2_{L^2(S^{d-1}, L^2(\tilde{K}))} = \int_{S^{d-1}} \int_{\tilde{K}} \|u(s, r)\|^2 \, dr \, ds
\]

\[
= \int_{S^{d-1}} \int_{\tilde{K}} \left( \int_{(-\infty, r) \cap K} u'(s, x) \, dx \right)^2 \, dr \, ds
\]

\[
= \int_{S^{d-1}} \int_{\tilde{K}} \left( \int_{(-\infty, r) \cap \tilde{K}} u'(s, x) \, dx \right)^2 \, dr \, ds
\]

\[
\leq \int_{S^{d-1}} \int_{\tilde{K}} \|u'(s, \cdot)\|^2_{L^2(\tilde{K})} \left( \int_{(-\infty, r) \cap \tilde{K}} 1 \, dx \right)^2 \, dr \, ds
\]

\[
\leq |\tilde{K}|^2 \int_{S^{d-1}} \|u'(s, \cdot)\|^2_{L^2(\tilde{K})} \, ds
\]

\[
= |\tilde{K}|^2 \|u'\|^2_{L^2(S^{d-1}, L^2(\tilde{K}))}.
\]

(2) Analogously to the proof of item (1), it holds that

\[
\|u\|^2_{L^2(S^{d-1}, L^\infty(\tilde{K}))} = \int_{S^{d-1}} \|u(s, \cdot)\|^2_{L^\infty(\tilde{K})} \, ds
\]

\[
= \int_{S^{d-1}} \left( \int_{(-\infty, r) \cap \tilde{K}} u'(s, x) \, dx \right)^2_{L^\infty(\tilde{K})} \, ds
\]

\[
= \int_{S^{d-1}} \left( \int_{(-\infty, r) \cap \tilde{K}} u'(s, x) \, dx \right)^2_{L^\infty(\tilde{K})} \, ds
\]

\[
\leq \int_{S^{d-1}} \|u'(s, \cdot)\|^2_{L^\infty(\tilde{K})} \left( \int_{(-\infty, r) \cap \tilde{K}} 1 \, dx \right)^2_{L^\infty(\tilde{K})} \, ds
\]

\[
\leq |\tilde{K}|^2 \int_{S^{d-1}} \|u'(s, \cdot)\|^2_{L^\infty(\tilde{K})} \, ds
\]

\[
= |\tilde{K}|^2 \|u'\|^2_{L^2(S^{d-1}, L^\infty(\tilde{K}))}.
\]
Proof. By A.1 we have that 

\[ g : S^{d-1} \times \mathbb{R} \to \mathbb{R}_0^+ \text{ and } K \subset \mathbb{R}^d \text{ compact}, \text{ with } \big\{ \langle s, x \rangle \mid x \in K \big\} \subset \tilde{K}, \text{ the} \]

\[ \text{aIGAM2oGAM} \tilde{f}^{\lambda} \text{ with } n = |\tilde{S}^{d-1}| \text{ directions converges to the aIGAM } f^{s, \lambda} \text{ w.r.t. } ||W^1,\infty(K,\mathbb{R}^{d_{out}})|| \text{ as } n \text{ tends to infinity}^{24}, \text{ i.e.,} \]

\[ \lim_{n \to \infty} ||\tilde{f}^{\lambda} - f^{s, \lambda}_n||_{W^1,\infty(K,\mathbb{R}^{d_{out}})} = 0. \]

**Proof.** By A.1 we have that \( \varphi^* \in L^2(S^{d-1},W^{1,\infty}(K,\mathbb{R}^{d_{out}})) \) and hence by Definition A.5, \( \ell \circ \tilde{f}^{\lambda} \) is given as the Bochner integral ([7]) of the simple function 

\[ \phi_{S^{d-1}} : S^{d-1} \to W^{1,\infty}(K,\mathbb{R}^{d_{out}}), \]

\[ \phi_{S^{d-1}}(s) = \sum_{S^{d-1}} \varphi^*(\langle \tilde{s}, \cdot \rangle) \mathbb{I}_{U(s)}(s). \]

---

\(^{24}\)Recall that throughout this subsection A.2.1 we assume \( ||U||_{n \to \infty} \to 0. \)
Since by Lemma A.1 item (3) $s \mapsto \varphi^*_s((s, \cdot))$ is continuous the difference quotient
\[
\frac{\|\varphi^*_s((s, \cdot)) - \varphi^*_s((\bar{s}, \cdot))\|_{W^{1, \infty}(K)}}{\|s - \bar{s}\|}
\]
is bounded by a constant $C_S$ on $S^{d-1}$. We then get
\[
\int_{S^{d-1}} \|\varphi^*_s((s, \cdot)) - \phi_{S^{d-1}}(s)\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} \, ds = \int_{S^{d-1}} \left\| \varphi^*_s((s, \cdot)) - \sum_{S^{d-1}} \varphi^*_s((\bar{s}, \cdot))\mathbb{I}_{U}(s) \right\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} \, ds
\]
\[
\leq \int_{S^{d-1}} \sum_{S^{d-1}} \|\varphi^*_s((s, \cdot)) - \varphi^*_s((\bar{s}, \cdot))\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} \mathbb{I}_{U}(s) \, ds
\]
\[
\leq \int_{S^{d-1}} \sum_{S^{d-1}} \|s - \bar{s}\|_{C_S} \mathbb{I}_{U}(s) \, ds
\]
\[
\leq |\mathcal{U}| |S^{d-1}| C_S.
\]
And since $\lim_{n \to \infty} |\mathcal{U}| = 0$, we obtain
\[
\lim_{n \to \infty} \int_{S^{d-1}} \|\varphi^*_s((s, \cdot)) - \phi_{S^{d-1}}(s)\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} \, ds = 0.
\]
Therefore, we have
\[
\ell \circ f^*_n \xrightarrow{n \to \infty} \int_{S^{d-1}} \varphi^*_s((s, \cdot)) \, ds = \ell \circ f^*_{g, \circ}.
\]
Thus, by Lipschitz continuity of $\ell^{-1}$, the result follows. \qed

**Lemma A.9** ($L(f_n) \to L(f)$). Let $K \subset \mathbb{R}^d$ be s.t. Assumption 4 is satisfied, and $(f_n)_{n \in \mathbb{N}}$ be a sequence of continuous functions with piece-wise continuous derivatives which converges w.r.t. $W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})$ to a function $f : \mathbb{R}^d \to \mathbb{R}^{d_{\text{out}}}$ then the training loss $L$ of $f_n$ converges to $L(f)$ as $n$ tends to infinity, i.e.
\[
(36) \quad \lim L(f_n) = L(f).
\]

**Proof.** By Assumption 4 there exists a finite Borel measure $\nu$ and some $p > 1$ s.t. $L$ is continuous w.r.t. $W^{1,p}(K, \nu)$. Since for each component $f_k$ of $f$
\[
\|f_k\|_{W^{1,p}(K, \nu)} = \left( \int_K (f_k)^p \, d\nu \right)^{\frac{1}{p}} + \left( \int_K (f'_k)^p \, d\nu \right)^{\frac{1}{p}}
\]
\[
\leq \left( \sup_{x \in K} |f_k(x)| + \sup_{x \in K} |f'_k(x)| \right) \nu(K)^{\frac{1}{p}}
\]
\[
\leq 2\nu(K)^{\frac{1}{p}} \|f_k\|_{W^{1, \infty}(K)},
\]
where the last inequality follows from Remark 1.2. Therefore, $L$ is continuous w.r.t. $W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})$ as well and the result follows. \qed

**Lemma A.10** (step 2). For any $\lambda > 0$ we have
\[
(37) \quad \lim_{n \to \infty} F^{\lambda, \beta}_n \left( \tilde{f}_n \right) = F^{\lambda, \beta}_n \left( f_{g, \circ}^* \right),
\]
with $g$ and $\tilde{g}$ as defined in Lemma 4.10.
Proof. We start by showing the convergence of the regularization terms, i.e.

\[
\lim_{n \to \infty} \sum_{\hat{s} \in \mathcal{S}} \int_{\text{supp}(\hat{g}_s)} \left\| \frac{\hat{\varphi}_s(r)''}{\hat{g}_s(r)} \right\|^2 dr = \int_{\mathcal{S}} \int_{\text{supp}(g_s)} \left\| \frac{\varphi^*_s(r)''}{g_s(r)} \right\|^2 ds dr.
\]

From Definition A.5 and the definition of \( \hat{g} \) we get

\[
\sum_{\hat{s} \in \mathcal{S}} \int_{\text{supp}(\hat{g}_s)} \left\| \frac{\hat{\varphi}_s(r)''}{\hat{g}_s(r)} \right\|^2 dr = \sum_{\hat{s} \in \mathcal{S}} \int_{\text{supp}(g_s)} \frac{\left\| \frac{\varphi^*_s(r)''}{g_s(r)} \right\|^2}{\mu(U(\hat{s}))} ds dr,
\]

which is a Riemann sum of the map

\[
\hat{s} \in \mathcal{S} \mapsto \frac{\int_{\text{supp}(g_s)} \left\| \frac{\varphi^*_s(r)''}{g_s(r)} \right\|^2 dr}{\frac{\int_{U(\hat{s})} p(s) ds}{\mu(U(\hat{s}))}} \in \mathbb{R}.
\]

Thus we have proven the convergence of the regularization terms (38). Together with Lemmas A.8 and A.9, (37) follows.

\[\Box\]

**Lemma A.11 (step 3).** For any \( \lambda > 0 \) we have

\[
\lim_{n \to \infty} \left\| f_{\hat{g}, \delta}^{\lambda} - f_{\hat{g}, \delta}^{\lambda} \right\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} = 0,
\]

with \( \hat{g}_s \) as defined in Lemma 4.10.

Proof. By Definition A.6, we have on the one hand

\[
\ell \circ f_{\hat{g}, \delta}^{\lambda} = \int_{\mathcal{S}} \sum_{\hat{s} \in \mathcal{S}} \hat{\varphi}_s^*(\langle s, \cdot \rangle) \mathbb{I}_{U(\hat{s})}(s(s)) ds = \sum_{\hat{s} \in \mathcal{S}} \frac{1}{\mu(U(\hat{s}))} \int_{U(\hat{s})} \hat{\varphi}_s^*(\langle s, \cdot \rangle) ds.
\]

On the other,

\[
\ell \circ f_{\hat{g}, \delta}^{\lambda} = \sum_{\hat{s} \in \mathcal{S}} \hat{\varphi}_s^*(\langle \hat{s}, \cdot \rangle) = \sum_{\hat{s} \in \mathcal{S}} \frac{1}{\mu(U(\hat{s}))} \int_{U(\hat{s})} \hat{\varphi}_s^*(\langle \hat{s}, \cdot \rangle) ds.
\]

Because the map \( S^{d-1} \to W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}}) : s \mapsto \hat{\varphi}_s^*(\langle s, \cdot \rangle) \) (see Lemma A.1 item 6) is continuous, the difference quotient

\[
\frac{\| \varphi^*_s(\langle s, \cdot \rangle) - \varphi^*_s(\langle \hat{s}, \cdot \rangle) \|_{W^{1, \infty}(K)}}{\| s - \hat{s} \|}
\]
is bounded by a constant $C_S$ on $S^{d-1}$. We then get

$$
\left\| \sum_{\tilde{s} \in S^{d-1}} \frac{1}{\mu(U(\tilde{s}))} \int_{s \in U(\tilde{s})} \tilde{\varphi}_s^* (\langle \tilde{s}, \cdot \rangle) - \tilde{\varphi}_s^* (\langle s, \cdot \rangle) \, ds \right\|_{W^{1,\infty}(K,\mathbb{R}^{d_{out}})} \leq \sum_{\tilde{s} \in S^{d-1}} \frac{1}{\mu(U(\tilde{s}))} \int_{s \in U(\tilde{s})} \| \tilde{s} - \tilde{\varphi}_s^* (\langle \tilde{s}, \cdot \rangle) - \tilde{\varphi}_s^* (\langle s, \cdot \rangle) \|_{W^{1,\infty}(K,\mathbb{R}^{d_{out}})} \, ds \leq |\mathcal{U}| |S^{d-1}| C_S \sum_{\tilde{s} \in S^{d-1}} \frac{1}{\mu(U(\tilde{s}))} = |\mathcal{U}| C_S.
$$

And since $\lim_{n \to \infty} |\mathcal{U}| = 0$, we obtain

$$
\lim_{n \to \infty} \left\| \sum_{\tilde{s} \in S^{d-1}} \frac{1}{\mu(U(\tilde{s}))} \int_{s \in U(\tilde{s})} \tilde{\varphi}_s^* (\langle \tilde{s}, \cdot \rangle) - \tilde{\varphi}_s^* (\langle s, \cdot \rangle) \, ds \right\|_{W^{1,\infty}(K,\mathbb{R}^{d_{out}})} = 0.
$$

By Lipschitz continuity of $\ell^{-1}$, (39) follows. \qed

**Lemma A.12 (step 4).** For any $\lambda > 0$ we have

$$
\lim_{n \to \infty} \left| F_0^{\lambda,\cdot} \left( \hat{f}_{\tilde{g},\cdot}^\lambda \right) - F_0^{\lambda,\cdot} \left( \tilde{f}_{\tilde{g},\cdot}^\lambda \right) \right| = 0,
$$

with $\hat{g}_s$ as defined in Lemma 4.10.

**Proof.** Lemmas A.9 and A.11 show together that

$$
\lim_{n \to \infty} \left| L \left( \hat{f}_{\tilde{g},\cdot}^\lambda \right) - L \left( \tilde{f}_{\tilde{g},\cdot}^\lambda \right) \right| = 0.
$$

So it is sufficient to show:

$$
\lim_{n \to \infty} \left| \sum_{\tilde{s} \in S^{d-1}} \int_{\operatorname{supp}(g_s)} \frac{\| \varphi_s^* (r) \|^2}{g(s,r)} \, dr \right|_{L^2(U)} - \int_{\operatorname{supp}(g_s)} \frac{\| \varphi_s^* (r) \|^2}{g(s,r)} \, dr \right|_{L^2(U)} = 0.
$$

Since by Definition A.6

$$
\varphi_s^* (r) := \sum_{\tilde{s} \in S^{d-1}} \frac{\varphi_s^* (r)}{\mu(U(\tilde{s}))} \mathbb{1}_{U(\tilde{s})}(s), \quad (s,r) \in S^{d-1} \times \mathbb{R}^d,
$$
we get (the first inequality holds true since \{U(\delta)\}_{\delta \in \mathbb{S}^d} are disjoint environments)

\[
\sum_{\delta \in \mathbb{S}^{d-1}} \frac{\int_{\mathcal{S}} \|\varphi^*_\delta(r)\|^2 g(s, r) ds}{\int_{U(\delta)} p(s) ds} \leq \int_{\mathcal{S}} \frac{\|\hat{\varphi}^*_\delta(r)\|^2 g(s, r) ds}{p(s)} - \int_{\mathcal{S}} \frac{\int_{\mathcal{S}} \|\hat{\varphi}^*_\delta(r)\|^2 g(s, r) ds}{p(s)} ds
\]

\[
\leq \sum_{\delta \in \mathbb{S}^{d-1}} \frac{\int_{\mathcal{S}} \|\varphi^*_\delta(r)\|^2 g(s, r) ds}{\int_{U(\delta)} p(s) ds} - \int_{\mathcal{S}} \frac{1}{p(s) \int_{U(\delta)} p(s) \mu(\mathcal{S})^2} \|\hat{\varphi}^*_\delta(r)\|^2 g(s, r) ds dr ds
\]

\[
= \sum_{\delta \in \mathbb{S}^{d-1}} \int_{\mathcal{S}} \left[ \left\|\varphi^*_\delta(r)\right\|^2 \frac{1}{\mu(\mathcal{S})} \right] - \int_{\mathcal{S}} \frac{1}{p(s) \int_{U(\delta)} p(s) \mu(\mathcal{S})^2} \|\hat{\varphi}^*_\delta(r)\|^2 g(s, r) ds dr ds
\]

An application of the mean-value theorem to the integrals in \(A\) yields \(\lim_{n \to \infty} |A| = 0\). Thus, for \(n\) large enough, the above can be bounded by

\[
\sum_{\delta \in \mathbb{S}^{d-1}} \int_{\mathcal{S}} \left\|\varphi^*_\delta(r)\right\|^2 \frac{1}{\mu(\mathcal{S})} dr \leq L(0)\epsilon(n),
\]

for some \(\epsilon(n) > 0\) with \(\lim_{n \to \infty} \epsilon(n) = 0\), since due to optimality \(F^\lambda_{0, \delta} (f^*_\delta, \delta) \leq L(0)\) and thus \(P^\delta_{0} (f^*_\delta, \delta) \leq L(0)\). Hence, taking the limit \(n \to \infty\) finally proves eq. (40).

**Lemma A.13** (step 7 convex). Assume that \(L\) is convex. For any \(\lambda > 0\) for any sequence of functions \(\phi^n \in \mathcal{T} := L^2(\mathbb{S}^{d-1}, W^{2, \infty}(\bar{K}, \mathbb{R}^{d+1})) \cap \mathcal{T}\) for some compact \(K \subset \mathbb{R}\) such that

\[
\lim_{n \to \infty} F^{\lambda, \delta}_{0} (f^n) = F^{\lambda, \delta}_{g, 0} (f^*_g, \delta),
\]

with \(\ell \circ f^n = \int_{\delta \in \mathbb{S}^{d-1}} \phi^n(\delta, \cdot) ds\) then it follows that:

\[
\lim_{n \to \infty} \int_{\mathcal{S}} \|\phi^n_\delta(\delta, \cdot) - \varphi^*_\delta(\delta, \cdot)\|_{W^{1, \infty}(K, \mathbb{R}^{d+1})} = 0,
\]

with \(K \subset \mathbb{R}^d\) compact.

**Proof.** For any \(n \in \mathbb{N}\), define the functions

\[
u^n := \varphi^* - \phi^n \in \mathcal{T}.
\]
Define the regularization term of $F_{\phi}^{\lambda,g}$ as:

\[(45)\]

\[P_{\phi}^{g}\phi := \bar{g} \int_{S^{d-1}} \int_{\text{supp}(g_s)} \left\| \phi_s(r)^{''} \right\|^2 \left\| \frac{\phi_s(r)}{g_s(r)} \right\|^2 dr ds\]

This penalty $P_{\phi}^{g}$ is obviously a quadratic form. Note that $\frac{\phi^n + \varphi^*}{2} \in T$. Since the training loss $L$ is convex, we get the inequality:

\[(46)\]

\[L\left(\frac{f^n + f_{g,o}^{\lambda}}{2}\right) \leq L\left(\frac{f^n}{2}\right) + L\left(\frac{f_{g,o}^{\lambda}}{2}\right) + \frac{P_{\phi}^{g}\left(\frac{\phi^n + \varphi^*}{2}\right)}{2} - \frac{P_{\phi}^{g}\left(u^n\right)}{4}.\]

Since the penalty $P_{\phi}^{g}$ is a quadratic form, we get with the help of some algebraic calculations the inequality:

\[(47)\]

\[P_{\phi}^{g}\left(\frac{\phi^n + \varphi^*}{2}\right) \leq P_{\phi}^{g}\left(\frac{\phi^n}{2} + \frac{\varphi^*}{2}\right) - \frac{P_{\phi}^{g}\left(u^n\right)}{4}.\]

Combining the inequalities (46) and (47) results in:

\[(48)\]

\[F_{\phi}^{\lambda,g}\left(\frac{f^n + f_{g,o}^{\lambda}}{2}\right) \leq \frac{F_{\phi}^{\lambda,g}\left(f^n\right) + F_{\phi}^{\lambda,g}\left(f_{g,o}^{\lambda}\right)}{2} - \frac{P_{\phi}^{g}\left(u^n\right)}{4} \]

Together with the optimality of $f_{g,o}^{\lambda}$ this result leads directly to:

\[(49a)\]

\[F_{\phi}^{\lambda,g}\left(f_{g,o}^{\lambda}\right) \leq F_{\phi}^{\lambda,g}\left(\frac{f^n + f_{g,o}^{\lambda}}{2}\right) \leq F_{\phi}^{\lambda,g}\left(f_{g,o}^{\lambda}\right) + \frac{P_{\phi}^{g}\left(u^n\right)}{4} \]

By subtracting $\left(\frac{F_{\phi}^{\lambda,g}\left(f_{g,o}^{\lambda}\right) - P_{\phi}^{g}(u^n)}{4}\right)$ from both sides of ineq. (49) and multiplying by 4 we get:

\[P_{\phi}^{g}\left(u^n\right) \leq 4\epsilon,\]

which implies that

\[(50)\]

\[\lim_{n \to \infty} P_{\phi}^{g}\left(u^n\right) = 0.\]

First we will show that the weak second derivative $u^{n''}$ converges to zero:

\[(51)\]

\[\int_{S^{d-1}} \left\| u^{n''}_{s} \right\|^2_{L^2(\mathbb{R})} ds \leq P_{\phi}^{g}\left(u^n\right) \max_{\{(s,x): s \in S^{d-1}, x \in \text{supp}(g_s)\}} g_s(x),\]

because for any $s \in S^{d-1}$, $u^n_s$ has zero second derivative outside $\text{supp}(g_s)$. Thus,

\[\lim_{n \to \infty} \left\| u^{n''}_{s} \right\|^2_{L^2(S^{d-1}, L^2(\mathbb{R}))} = 0,\]

(by combining eqs. (50) and (51)) and, since $u^n \in \tilde{T}$,

\[\lim_{n \to \infty} \left\| u^{n''} \right\|^2_{L^2(S^{d-1}, L^\infty(\mathbb{K}))} = 0,\]
for any compact $\tilde{K} \subset \mathbb{R}$. This can be used to apply two times the Poincaré-typed Lemma A.7 (item (2), first on $u^n_s$ then on $u^n_{s,x}$) to get (after an application of the Cauchy-Schwarz inequality)

$$\lim_{n \to \infty} \int_{S^{d-1}} \|u^n_s\|_{W^{1,\infty}(\tilde{K}, \mathbb{R}^{d \text{out}})} \, ds = 0,$$

because $u^n_s \in \tilde{T}$ satisfies the boundary conditions at $C_{2s}^d$ and $C_{0s}^d$ (cp. Remark 4.4) which in turn follows by compactness of the support of $g_s$, $s \in S^{d-1}$. In particular,

$$\lim_{n \to \infty} \int_{S^{d-1}} \|u^n_s\|_{W^{1,\infty}(\tilde{K}, \mathbb{R}^{d \text{out}})} \, ds = 0.$$

Due to

$$\|u^n_s((s, \cdot))\|_{W^{1,\infty}(K, \mathbb{R}^{d \text{out}})} \leq \|u^n_s\|_{W^{1,\infty}(\tilde{K}, \mathbb{R}^{d \text{out}})} \|\langle s, \cdot \rangle\|_{W^{1,\infty}(K, \mathbb{R}^{d \text{out}})} \leq C_K \|u^n_s\|_{W^{1,\infty}(\tilde{K}, \mathbb{R})},$$

(43) follows. \qed

**Lemma A.14.** For any $c > 0$, the sub-level set $K := \{ \phi \in \tilde{T} : P_\phi^c (\phi) \leq c \}$ is sequentially compact w.r.t. $L^2(S^{d-1}, W^{1,\infty}(\tilde{K}))$ for $\tilde{T}$ and $K \subset \mathbb{R}$ compact as in eq. (28).

**Proof.** First note that $W^{2,2}(\tilde{K})$ embeds compactly into $W^{1,\infty}(\tilde{K})$ (see for instance the proof of [9, Lemma A.19]). By Aubin-Lions Lemma (see for instance [2, Theorem 6.3.]) we therefore have the compact embedding

$$L^2(S^{d-1}, H^2(\tilde{K})) \cap W^{1,2}(S^{d-1}, W^{1,\infty}(\tilde{K})) \subset L^2(S^{d-1}, W^{1,\infty}(\tilde{K})).$$

The set $K \subset L^2(S^{d-1}, H^2(\tilde{K})) \cap W^{1,2}(S^{d-1}, W^{1,\infty}(\tilde{K}))$ is bounded: by eq. (62) it is bounded in $L^2(S^{d-1}, H^2(\tilde{K}))$, and by Lemma A.1 item (4) (for bounding the first weak derivative $\partial \phi / \partial x : S^{d-1} \to W^{1,\infty}(\tilde{K})$) together with eq. (62) and Lemma A.7 (3) (for bounding the zeroth derivative $\phi : S^{d-1} \to W^{1,\infty}(\tilde{K})$) it is bounded in $W^{1,2}(S^{d-1}, W^{1,\infty}(\tilde{K}))$. Therefore, it is sequentially compact w.r.t. $L^2(S^{d-1}, W^{1,\infty}(\tilde{K}))$. \qed

**Lemma A.15.** Let $K \subset \mathbb{R}^d$ compact and define $\tilde{K} := \bigcup_{x \in S^{d-1}} \{ (s, x) \mid x \in K \}$. Then, the map

$$L^2(S^{d-1}, W^{1,\infty}(\tilde{K})) \to W^{1,\infty}(K),$$

$$\phi \mapsto \ell^{-1} \left( \int_{s \in S^{d-1}} \phi_s(\langle s, \cdot \rangle) \, ds \right),$$

is Lipschitz continuous.
Proof. For each $s$ the set $\tilde{K}_s := \{ \langle s, x \rangle \mid x \in K \} \subset \tilde{K}$ and $\tilde{K}$ is compact. We then get
\[
\left\| \int_{S^{d-1}} \phi_s(\langle s, \cdot \rangle) \, ds \right\|_{L^\infty(K, \mathbb{R}^{d_{\text{out}}})} \leq \int_{S^{d-1}} \| \phi_s(\langle s, \cdot \rangle) \|_{L^\infty(K, \mathbb{R}^{d_{\text{out}}})} \, ds
\]
\[
= \int_{S^{d-1}} \| \phi_s(\cdot) \|_{L^\infty(\tilde{K}, \mathbb{R}^{d_{\text{out}}})} \, ds
\]
\[
\leq \int_{S^{d-1}} \| \phi_s(\cdot) \|_{L^\infty(\tilde{K}, \mathbb{R}^{d_{\text{out}}})} \, ds
\]
\[
\leq \sqrt{\int_{S^{d-1}} \| \phi_s(\cdot) \|_{L^2(\tilde{K}, \mathbb{R}^{d_{\text{out}}})}^2} \, ds
\]
\[
= \| \phi \|_{L^2(S^{d-1}, L^\infty(\tilde{K}, \mathbb{R}^{d_{\text{out}}}))}
\]
\[
\leq \| \phi \|_{L^2(S^{d-1}, W^{1, \infty}(\tilde{K}, \mathbb{R}^{d_{\text{out}}}))},
\]
where the third inequality follows by Cauchy-Schwarz. Moreover, we analogously get
\[
\left\| \int_{S^{d-1}} \phi_s(\langle s, \cdot \rangle) \, ds \right\|_{L^\infty(K, \mathbb{R}^{d_{\text{out}}})} \leq \int_{S^{d-1}} \| \phi_s(\langle s, \cdot \rangle) \|_{L^\infty(K, \mathbb{R}^{d_{\text{out}}})} \, ds
\]
\[
= \int_{S^{d-1}} \| \phi_s(\cdot) \|_{L^\infty(K, \mathbb{R}^{d_{\text{out}}})} \, ds
\]
\[
\leq \int_{S^{d-1}} \| \phi_s(\cdot) \|_{L^\infty(K, \mathbb{R}^{d_{\text{out}}})} \, ds
\]
\[
\leq \sqrt{\int_{S^{d-1}} \| \phi_s(\cdot) \|_{L^2(K, \mathbb{R}^{d_{\text{out}}})}^2} \, ds
\]
\[
= \| \phi \|_{L^2(S^{d-1}, L^\infty(K, \mathbb{R}^{d_{\text{out}}}))}
\]
\[
\leq \| \phi \|_{L^2(S^{d-1}, W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}}))},
\]
Thus in total,
\[
L^2(S^{d-1}, W^{1, \infty}(\tilde{K})) \rightarrow W^{1, \infty}(K), \phi \mapsto \int_{s \in S^{d-1}} \phi_s(\langle s, \cdot \rangle) \, ds
\]
is Lipschitz continuous. Since the inverse of a link function $\ell$ is Lipschitz continuous too, the result follows. \hfill \Box

Lemma A.16 (step 7). For any sequence of functions $\phi^n \in \tilde{T} := T \cap W^{1,2}(S^{d-1}, W^{1,\infty}(\tilde{K}))$ for some compact $\tilde{K} \subset \mathbb{R}$ such that
\[
\lim_{n \to \infty} \int_{S^{d-1}} \phi^n(\langle s, \cdot \rangle) \, ds = \min_{\phi} F_{\lambda, \gamma} \phi,
\]
with $\ell \circ \phi^n = \int_{s \in S^{d-1}} \phi^n(\langle s, \cdot \rangle) \, ds$, it holds that
\[
\lim_{n \to \infty} d_{L^2(S^{d-1}, W^{1,\infty}(\tilde{K}))}(\phi^n, \arg \min F_{\phi}) = 0,
\]
where $F_{\phi}$ as in Definition A.2, i.e., $\forall \epsilon > 0 : \exists n_0 \in \mathbb{N} : \forall n > n_0$ such that
\[
\exists \phi^* \in \arg \min F_{\phi} : \| \phi^n - \phi^* \|_{L^2(S^{d-1}, W^{1,\infty}(\tilde{K}))} < \epsilon.
\]
Proof. In order to show that eq. (53) holds true, assume on the contrary that \( \exists \epsilon > 0 : \forall n_0 \in \mathbb{N} : \exists n > n_0 \) such that

\[
\forall \phi^* \in \arg \min F^\phi : \| \phi^n - \phi^* \|_{L^2(S^{d-1}, W^{1,\infty}(\tilde{K}))} > \epsilon.
\]

This implies the existence of a sub-sequence \( \tilde{\phi}^\tilde{n} \) of which every element fulfills (55). Equation (42) implies that for every \( \epsilon(52) > 0, |F^\phi_0 - \phi_0^n - \min F^\phi_0| < \epsilon(52) \) for all \( n \) large enough, with \( \tilde{f}^n \) again given via \( \ell \circ \tilde{f}^n = \int S_{s} \tilde{\phi}^\tilde{n}((s, \cdot)) \, ds \) and \( \tilde{f} = \int S_{s} \tilde{\phi}^S((s, \cdot)) \, ds \). Which is equivalent to \( |F^\phi(\tilde{\phi}^\tilde{n}) - \min F^\phi| < \epsilon(52) \) for all \( n \) large enough. Therefore, also \( |F^\phi(\tilde{\phi}^\tilde{n}) - \min F^\phi| < \epsilon(52) \) for all \( \tilde{n} \) large enough. Define the set \( \mathcal{K} := \{ \phi \in \hat{T} : P_\phi^\phi (\phi) \leq \frac{L(0) + \epsilon(52)}{\Lambda} \} \). It then holds that for large \( \tilde{n} \) that \( \tilde{\phi}^\tilde{n} \in \mathcal{K} \).

Since \( \mathcal{K} \) is sequentially compact w.r.t. \( L^2(S^{d-1}, W^{1,\infty}(\tilde{K})) \) by Lemma A.14, there exists a sub-sequence \( \tilde{\phi}^\tilde{n} \) of \( \tilde{\phi}^\tilde{n} \) which converges w.r.t. \( L^2(S^{d-1}, W^{1,\infty}(\tilde{K})) \) to a limit \( \tilde{\phi} \in \hat{K} \). By Lemma A.9 and Lemma A.15 \( L \) is continuous w.r.t. \( L^2(S^{d-1}, W^{1,\infty}(\tilde{K})) \) and we define

\[
\lim_{\tilde{n} \to \infty} L \left( \tilde{f}^\tilde{n} \right) = L \left( \tilde{f} \right) := L^*,
\]

(Here, analogously, \( \tilde{f}^\tilde{n} \) and \( \tilde{f} \) are given via \( \ell \circ \tilde{f}^\tilde{n} = \int S_{s} \tilde{\phi}^\tilde{n}((s, \cdot)) \, ds \) and \( \ell \circ \tilde{f} = \int S_{s} \tilde{\phi}^S((s, \cdot)) \, ds \).) and

\[
\lim_{\tilde{n} \to \infty} P^\phi_\phi \left( \tilde{\phi}^\tilde{n} \right) = \min \tilde{f} F^\phi - L^* := P^*.
\]

We now proceed to show that \( \tilde{\phi}^\tilde{n} \) is a \( L^2(S^{d-1}, W^{2,2}(\tilde{K})) \)-Cauchy sequence. By continuity of \( L \) there exists a \( \delta > 0 \) such that

\[
L \left( \frac{\tilde{f}^\tilde{n} + \tilde{f}^\tilde{m}}{2} \right) < L^* + \epsilon L,
\]

for \( \tilde{n}, \tilde{m} \) large enough such that

\[
\left\| \frac{\tilde{\phi}^\tilde{n} + \tilde{\phi}^\tilde{m}}{2} \right\|_{L^2(S^{d-1}, W^{1,\infty}(\tilde{K}))} < \delta L.
\]

By \( M \)-strong convexity\(^{25}\) of \( P^\phi_\phi \) (see Lemma A.17) we have

\[
P^\phi_\phi \left( \frac{\tilde{\phi}^\tilde{n} + \tilde{\phi}^\tilde{m}}{2} \right) \leq \frac{1}{2} P^\phi_\phi \left( \tilde{\phi}^\tilde{n} \right) + \frac{1}{2} P^\phi_\phi \left( \tilde{\phi}^\tilde{m} \right) - \frac{M}{8} \left\| \tilde{\phi}^\tilde{n} - \tilde{\phi}^\tilde{m} \right\|_{L^2(S^{d-1}, W^{2,2}(\tilde{K}))} < \frac{P^* + \epsilon P}{2} + \frac{P^* + \epsilon P}{2} - \frac{M}{8} \left\| \tilde{\phi}^\tilde{n} - \tilde{\phi}^\tilde{m} \right\|_{L^2(S^{d-1}, W^{2,2}(\tilde{K}))},
\]

where in the last inequality we used \( L^2(S^{d-1}, W^{2,2}(\tilde{K})) \)-continuity of \( P^\phi_\phi \) (see Lemma A.17) (and \( \tilde{n}, \tilde{m} \) again large enough). Combining the inequalities above, we obtain

\[
L \left( \frac{\tilde{f}^\tilde{n} + \tilde{f}^\tilde{m}}{2} \right) + \lambda P^\phi_\phi \left( \frac{\tilde{\phi}^\tilde{n} + \tilde{\phi}^\tilde{m}}{2} \right) < L^* + \lambda P^* + \epsilon L + \lambda \frac{\epsilon P + \epsilon P}{2} - \frac{M}{8} \left\| \tilde{\phi}^\tilde{n} - \tilde{\phi}^\tilde{m} \right\|_{L^2(S^{d-1}, W^{2,2}(\tilde{K}))}.
\]

\(^{25}\)In (63), one can see the explicit form of \( M := \tilde{g}/ \left( \left( |\tilde{K}|^4 + |\tilde{K}|^2 + 1 \right) \max_{x \in \text{supp}(\tilde{g})} g(x) \right) \).
Thus,
\[
\|\phi_{\hat{n}} - \phi_{\tilde{n}}\|_{L^2(S^{d-1}, W^{2,2}(\hat{K}))} < \frac{8}{M} \left( \frac{1}{\lambda} \epsilon_L + \epsilon_F \right)
\]
for \(\hat{n}, \tilde{n}\) large enough in order not to violate optimality. Thus, \(\phi_{\hat{n}}\) is a \(L^2(S^{d-1}, W^{2,2}(\hat{K}))\)-Cauchy sequence, since we can choose \(\epsilon_L\) and \(\epsilon_F\) arbitrarily small.

Since \(\phi_{\hat{n}}\) is a \(L^2(S^{d-1}, W^{2,2}(\hat{K}))\)-Cauchy sequence, it converges to \(\hat{\phi}\) in \(L^2(S^{d-1}, W^{2,2}(\hat{K}))\). Note that \((\hat{f}_+, \hat{f}_-) \in \mathcal{T}\), since \(\mathcal{T}\) is closed w.r.t. \(W^{2,2}(\hat{K})\). This, together with \(W^{2,2}(\hat{K})\)-continuity of \(L\) and \(P^{\phi}_{\mathcal{T}}\) implies
\[
\min_{\mathcal{T}} F^{\phi} = \lim_{\hat{n} \to \infty} L\left(\hat{f}_{\hat{n}}\right) + \lambda P^{\phi}_{\mathcal{T}}(\hat{\phi}) = F^{\phi}(\hat{\phi}),
\]
i.e., \(\hat{\phi} \in \arg \min_{\mathcal{T}} F^{\phi}\). This however is a contradiction to eq. (55) for \(\hat{n}\) large enough. \(\square\)

**Lemma A.17.** Let \(\hat{K} \subset \mathbb{R}\) be a compact interval and consider the Banach space \((\mathcal{T}, || \cdot ||_{L^2(S^{d-1}, W^{2,2}(\hat{K}))})\). The penalty term of \(F^{\phi}\) from Definition A.2, given by \(P^{\phi}_{\mathcal{T}} : \mathcal{T} \to \mathbb{R}_{\geq 0}\),
\[
P^{\phi}_{\mathcal{T}}(\phi) = \bar{g} \int_{S^{d-1}} \int_{\supp(g, \cdot)} \left(\frac{\phi_s(r)}{g_s(r)}\right)^2 dr ds
\]
is strongly convex w.r.t. \(|| \cdot ||_{L^2(S^{d-1}, W^{2,2}(\hat{K}))}\). Moreover, if \(\text{supp}(g) \subset \hat{K}\), then \(P^{\phi}_{\mathcal{T}}\) is continuous w.r.t. \(|| \cdot ||_{L^2(S^{d-1}, W^{2,2}(\hat{K}))}\).

**Proof.** Let \(\hat{K} \subset \mathbb{R}\) be a compact interval with diameter \(|\hat{K}|\), \(\phi^1, \phi^2 \in \mathcal{T}\) and define
\[
u := \phi^1 - \phi^2 \in \mathcal{T}
\]
as the component-wise difference. Note that \(t\phi^1 + (1 - t)\phi^2 \in \mathcal{T}\) for every \(t \in [0, 1]\). Since \(P^{\phi}_{\mathcal{T}}\) is a quadratic form, we get for any \(t \in [0, 1]\) with the help of some algebraic calculations
\[
P^{\phi}_{\mathcal{T}}(t\phi^1 + (1 - t)\phi^2) = tP^{\phi}_{\mathcal{T}}(\phi^1) + (1 - t)P^{\phi}_{\mathcal{T}}(\phi^2) - t(1 - t)P^{\phi}_{\mathcal{T}}(u).
\]
Moreover, we have
\[
\left\|u''\right\|_{L^2(S^{d-1}, L^2(\hat{K}))}^2 \leq \frac{\max_{x \in \supp(g)} g(x)}{\bar{g}} P^{\phi}_{\mathcal{T}}(u),
\]
since \(u \in \mathcal{T}\) has zero second derivative outside \(\supp(g) \subset \hat{K}\). Applying the Poincaré-typed Lemma A.7 twice (item (1) first on \(u\) then on \(u\)) yields
\[
\left\|u\right\|_{L^2(S^{d-1}, L^2(\hat{K}))} \leq \left|\hat{K}\right|^2 \frac{\max_{x \in \supp(g)} g(x)}{\bar{g}} P^{\phi}_{\mathcal{T}}(u),
\]
\[
\left\|u\right\|_{L^2(S^{d-1}, L^2(\hat{K}))} \leq \left|\hat{K}\right|^4 \frac{\max_{x \in \supp(g)} g(x)}{\bar{g}} P^{\phi}_{\mathcal{T}}(u),
\]
as \(u \in \mathcal{T}\) satisfies the boundary conditions at \(C^u g\) (cp. Remark 4.4) because of the compact support of \(g\). Hence
\[
\left\|u\right\|_{L^2(S^{d-1}, W^{2,2}(\hat{K}))} \leq \left(\left|\hat{K}\right|^4 + \left|\hat{K}\right|^2 + 1\right) \frac{\max_{x \in \supp(g)} g(x)}{\bar{g}} P^{\phi}_{\mathcal{T}}(u).
\]
Combining this with (58) results in
\[
(63) \quad P^g_\phi (t \phi^1 + (1-t) \phi^2) \leq t P^g_\phi (\phi^1) + (1-t) P^g_\phi (\phi^2)
\]
\[
(64) \quad - \frac{t(1-t) \bar{g}}{(|\tilde{K}|^4 + |\tilde{K}|^2 + 1) \max_{x \in \text{supp}(g)} g(x)} \|u\|^2_{L^2(S^{d-1}, W^{2,2}(|K|))}.
\]
Thus, $P^g_\phi$ is strongly convex with parameter $\bar{g} / \left(|\tilde{K}|^4 \max_{x \in \text{supp}(g)} g(x)\right)$. To show continuity, note that we have
\[
(65) \quad P^g_\phi (u) \leq \frac{\bar{g}}{\min_{x \in \text{supp}(g)} g(x)} \|u\|^2_{L^2(S^{d-1}, W^{2,2}(|K|))}
\]
since $u \in \mathcal{T}$ has zero second derivative outside $\text{supp}(g)$ and $\text{supp}(g) \subset \tilde{K}$. Let $\phi^1 \in \mathcal{T}$. Then, for any $\phi^2 \in \mathcal{T}$
\[
(66a) \quad |P^g_\phi (\phi^2) - P^g_\phi (\phi^1)| = \bar{g} \int_{S^{d-1}} \int_{\text{supp}(g)} \frac{\phi^2'' - \phi^1''}{g(x)} (x) dx ds
\]
\[
(66b) \quad \leq \sqrt{P^g_\phi (\phi^2 - \phi^1)} \sqrt{P^g_\phi (\phi^2 + \phi^1)}
\]
\[
(66c) \quad \leq \sqrt{P^g_\phi (u)} \sqrt{8 P^g_\phi (\phi^1) + 2 P^g_\phi (u)}
\]
\[
(66d) \quad \leq \sqrt{\frac{8 \bar{g} P^g_\phi (\phi^1)}{\min_{x \in \text{supp}(g)} g(x)}} \|u\|^2_{L^2(S^{d-1}, W^{2,2}(|K|))}
\]
\[
(66e) \quad + \frac{2 \bar{g}}{\min_{x \in \text{supp}(g)} g(x)} \|u\|^2_{L^2(S^{d-1}, W^{2,2}(|K|))}
\]
\[
(66f) \quad = c_{\phi^1} \|u\|^2_{L^2(S^{d-1}, W^{2,2}(|K|))} + c \|u\|^2_{L^2(S^{d-1}, W^{2,2}(|K|))}
\]
with positive constants $c_{\phi^1}$ and $c$, where we employed the Cauchy-Schwarz inequality and (65). Thus, for any $\epsilon > 0$ we achieve $|P^g_\phi (\phi^2) - P^g_\phi (\phi^1)| < \epsilon$ for every $\phi^2$ such that
\[
\|\phi^2 - \phi^1\|_{L^2(S^{d-1}, W^{2,2}(|K|))} < \delta
\]
with $\delta := \sqrt{\frac{\epsilon}{2 \bar{g}}} + \frac{\epsilon}{c} - \frac{c_{\phi^1}}{2c}$. Hence we have shown continuity at an arbitrary $\phi^1 \in \mathcal{T}$. \hfill \square

### A.2.2. Proof of Theorem 4.9.

**Definition A.18** (FD $\ell_2$-regularized RSN). Let $\lambda \in \mathbb{R}_{>0}$, $n \in \mathbb{N}$ and let $\mathcal{R}N^{*, w^{*, \lambda}}$ be the corresponding $\ell_2$-regularized RSN of width $n$, with first-layer parameters $(b_k, v_k)(\omega) \in \mathbb{R}^{d+1}$ and kink positions respectively kink directions $\xi_k(\omega)$ and $s_k(\omega)$, $k = 1, \ldots, n$. Furthermore, consider a set $\tilde{S}^{d-1} \subset S^{d-1}$ of $|\tilde{S}^{d-1}| = n$ finite directions and denote by $\mathcal{U} := \{U(\tilde{s})\}_{\tilde{s} \in \tilde{S}^{d-1}}$ a collection of disjoint environments such that $\bigcup_{\tilde{s} \in \tilde{S}^{d-1}} U(\tilde{s}) = S^{d-1}$. Define for every $k = 1, \ldots, n$ the vectors $\tilde{v}_k \in \mathbb{R}^d$ as
\[
\tilde{v}_k(\omega) := \sum_{\tilde{s} \in \tilde{S}^{d-1}} \tilde{s} \|v_k\|_2 \mathbb{I}_{U(\tilde{s})}(s_k)(\omega).
\]
The finite direction $\ell_2$-regularized RSN (FD $\ell_2$-regularized RSN) $\mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}$ is then defined as the $\ell_2$-regularized RSN obtained when the first-layer parameters are given by $(b_k, \hat{v}_k(\omega), k = 1, \ldots, n$, i.e.

$$\mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}(x) := \ell^{-1} \left( \sum_{k=1}^{n} \tilde{w}_{k,\omega}^{*,\hat{\lambda}}(\omega) \sigma \left( b_k(\omega) + \sum_{j=1}^{d} \hat{v}_{k,j}(\omega) x_j \right) \right) \quad \forall x \in \mathbb{R}^d,$$

with $\tilde{w}_{k,\omega}^{*,\hat{\lambda}}$ such that

$$\tilde{w}_{k,\omega}^{*,\hat{\lambda}}(\omega) \in \arg \min_{\tilde{w} \in \mathbb{R}^{d \times n}} L \left( \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}(\omega), \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}(\omega) \right) + \hat{\lambda} \| \tilde{w} \|_2^2.$$

**Remark A.19.** The FD $\ell_2$-regularized RSN w.r.t. an RSN and a certain partition $\mathcal{U}$ of $\mathbb{R}^{d-1}$ is obtained by shifting the first-layer parameters $\hat{v}_k(\omega) \in \mathbb{R}^d$, $k = 1, \ldots, n$ towards the nearest mid-points $\tilde{v}_k, \in \mathbb{R}^{d}$ of $\mathcal{U}$ and optimizing the terminal layer parameters of the resulting network via $\ell_2$-regularized regression. In particular, due to

$$\| \tilde{v}_k \|_2 = \sum_{\delta \in \mathbb{S}^{d-1}} \delta \| v_k \|_2 \mathbb{1}_{U(\delta)}(s_k) = \sum_{\delta \in \mathbb{S}^{d-1}} \| v_k \|_2 \mathbb{1}_{U(\delta)}(s_k) = \| v_k \|_2, \quad k = 1, \ldots, n,$$

the norms of the first layer parameters remain unchanged.

**Proof of Theorem 4.9.** With the notation from Lemmas 4.10 and A.20 we have

$$d_{W^{1,\infty}(K,\mathbb{R}^{d_{\text{out}}})} \left( \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}, \arg \min F_0^{\lambda,\beta} \right) \leq d_{W^{1,\infty}(K,\mathbb{R}^{d_{\text{out}}})} \left( \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}, \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}} \right) + d_{W^{1,\infty}(K,\mathbb{R}^{d_{\text{out}}})} \left( \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}, \arg \min F_0^{\lambda,\beta} \right) + d_{W^{1,\infty}(K,\mathbb{R}^{d_{\text{out}}})} \left( \arg \min F_0^{\lambda,\beta}, \arg \min F_0^{\lambda,\beta} \right).$$

Moreover by Lemma 4.10 and Lemma A.20 respectively, it holds that

$$\lim_{n \to \infty} d_{W^{1,\infty}(K,\mathbb{R}^{d_{\text{out}}})} \left( \arg \min F_0^{\lambda,\beta}, \arg \min F_0^{\lambda,\beta} \right) = 0, \quad \text{and} \quad \mathbb{P}\lim_{n \to \infty} d_{W^{1,\infty}(K,\mathbb{R}^{d_{\text{out}}})} \left( \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}, \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}} \right) = 0.$$

Applying [9, Theorem 3.9] for finitely many directions $\tilde{s}_k$, $k = 1, \ldots, n$ (and multiple outputs $d_{\text{out}}$) yields

$$\mathbb{P}\lim_{n \to \infty} d_{W^{1,\infty}(K,\mathbb{R}^{d_{\text{out}}})} \left( \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}, \arg \min F_0^{\lambda,\beta} \right) = 0.$$

Therefore, the statement (16) follows. \(\square\)

**Lemma A.20 (A).** Let $\mathcal{R}N_{\omega,2}^{*,\hat{\lambda}} = \mathcal{R}N_{\omega,2}^{*,\hat{\lambda}}$ and $\mathcal{R}N_{2,\omega}^{*,\hat{\lambda}} = \mathcal{R}N_{2,\omega}^{*,\hat{\lambda}}$ be an $\ell_2$-regularized RSN respectively an FD $\ell_2$-regularized RSN of width $n$. We further denote the maximal
distance of the partition $\mathcal{U}$ (cp. Definition A.18) w.r.t. the Euclidean distance $d$ by
\[
|\mathcal{U}| := \max_{s \in S^{d-1}} \left( \sup_{\tilde{s} \in U(s)} d(s, \tilde{s}) \right).
\]
Then, if $|\mathcal{U}| \xrightarrow{n \to \infty} 0$, we have for any compact $K \subset \mathbb{R}^d$ that
\[
P\text{-lim}_{n \to \infty} \left\| \mathcal{R}N_{w^*, \lambda} - \mathcal{R}N_{\delta, \tilde{w}^*, \lambda} \right\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} = 0.
\]

Proof. An application of the triangle inequality for the $W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})$-norm yields
\[
\left\| \mathcal{R}N_{w^*, \lambda} - \mathcal{R}N_{\delta, \tilde{w}^*, \lambda} \right\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} \leq \left\| \mathcal{R}N_{w^*, \lambda} - \mathcal{R}N_{\delta, w^*, \lambda} \right\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} + \left\| \mathcal{R}N_{\delta, w^*, \lambda} - \mathcal{R}N_{\delta, \tilde{w}^*, \lambda} \right\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})},
\]
with $\mathcal{R}N_{\delta, w^*, \lambda}$ as defined in (78). By Lemma A.22, we have $P\text{-lim}_{n \to \infty} \left\| w^*, \lambda - \tilde{w}^*, \lambda \right\|_F = 0$, and thus, by continuity of the map $(\mathbb{R}^{n \times d_{\text{out}}}, \| \cdot \|_F) \to W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}}) : w \mapsto \mathcal{R}N_{\delta, w^*}$,
\[
P\text{-lim}_{n \to \infty} \left\| \mathcal{R}N_{\delta, w^*, \lambda} - \mathcal{R}N_{\delta, \tilde{w}^*, \lambda} \right\|_{W^{1, \infty}(K, \mathbb{R}^{d_{\text{out}}})} = 0.
\]
Together with Lemma A.23, the claim follows. \qed

Lemma A.21. In the setting of Lemma A.20, we have
\[
\|v - \tilde{v}\|_F \overset{p}{\lesssim} \mathcal{O} \left( \sqrt{n} |\mathcal{U}| \right),
\]
\[
\left\| w^*, \lambda \right\|_F \leq \frac{L(0)}{\lambda} \quad \forall \omega \in \Omega,
\]
\[
\left\| \tilde{w}^*, \lambda \right\|_F \overset{p}{\lesssim} \frac{2 \mathcal{F}^\lambda}{\sqrt{\lambda}} \left( \mathcal{F}^{\lambda, \Omega}_0 \left( f_{\lambda, \Omega}^* \right) \right).
\]

Proof. An application of the law of large numbers yields
\[
\|v - \tilde{v}\|_F^2 = \sum_{k=1}^n \|v_k - \tilde{v}_k\|_2^2 = \sum_{k=1}^n \|s_k - \tilde{s}_k\|_2^2 \|v_k\|_2^2 \overset{p}{\lesssim} |\mathcal{U}|^2 n \mathbb{E} \left[ \|v_k\|_2^2 \right],
\]
Since $\mathbb{E} \left[ \|v_k\|_2^2 \right] < \infty$ by Item e) of Assumption 2, (70) follows. By optimality of $w^*, \lambda$, we have $\forall \omega \in \Omega$
\[
\hat{\lambda} \left\| w^*, \lambda \right\|_F \leq F_n^\lambda \left( \mathcal{R}N_{w^*, \lambda} \right) \leq F_n^\lambda \left( \mathcal{R}N_0 \right) = L(0),
\]
and therefore
\[
\left\| w^*, \lambda \right\|_F \leq \frac{L(0)}{\lambda}.
\]
Moreover, applying [9, Lemma A.17] for finitely many directions \( \delta_k, k = 1, \ldots, n \) yields
\[
\|F_n^\lambda (\mathcal{R}_0 \delta_0, \bar{w}^{*, \lambda})\|_{p, \lambda} \approx F_0^\lambda (f^{*, \lambda}_{\bar{g}, \delta}).
\]
(Here, the notation \( \approx \) corresponds to a mathematically proved exact limit in probability.) Using Lemma A.12, we then have
\[
\tilde{\lambda} \| \bar{w}^{*, \lambda} \|_{p, \lambda} \leq \frac{2}{\lambda} F_0^\lambda (f^{*, \lambda}_{\bar{g}, \delta}),
\]
which implies
\[
\| \bar{w}^{*, \lambda} \|_{p, \lambda} \leq \frac{2}{\lambda} F_0^\lambda (f^{*, \lambda}_{\bar{g}, \delta}).
\]

**Lemma A.22 (A.1).** In the setting of Lemma A.20, we have for any \( \tilde{\lambda} > 0 \)
\[
(73) \quad \lim_{n \to \infty} \mathbb{P} \left( \left\| w^{*, \lambda} - \bar{w}^{*, \lambda} \right\|_p = 0, \right)
\]
with \( w^{*, \lambda} \) and \( \bar{w}^{*, \lambda} \) the optimal terminal-layer parameters of \( \mathcal{R}_0^{*, \lambda} \) and \( \mathcal{R}_0^{*, \lambda} \) respectively.

**Proof.** Since \( w^{*, \lambda} \) and \( \bar{w}^{*, \lambda} \) are optimal terminal-layer parameters, both \( \mathcal{R}_0^{*, \lambda} \) and \( \mathcal{R}_0^{*, \lambda} \) are in the sub-level set \( \mathcal{L} := \{ f : L(f) < L(0) + \epsilon \} \), for any \( \epsilon > 0 \). Thus, by Assumption 4, there exists a compact set \( K \subset \mathbb{R}^d \) s.t. \( L \) is \( W^{1,p}(K, \nu) \)-Lipschitz at \( \mathcal{R}_0^{*, \lambda} \) and \( \mathcal{R}_0^{*, \lambda} \). Moreover by Assumption 4, \( L \) is continuous w.r.t. \( W^{1,p}(K, \nu) \). Therefore, for \( |U| \) small enough, i.e., for \( n \) large enough, also for the FD \( \ell_2 \)-regularized RSN \( \mathcal{R}_0^{*, \lambda} \) it holds that \( \mathcal{R}_0^{*, \lambda} \subset \mathcal{L} \). To see this, note that since \( \sigma(\cdot) = \max\{\cdot, 0\} \) is Lipschitz continuous with constant 1, by Cauchy-Schwarz we have for any \( w \in \mathbb{R}^{d_{\text{out}} \times n} \)
\[
\| \mathcal{R}_w - \mathcal{R}_0 \mathcal{w}^{*, \lambda} \|_{W^{1,p}(K, \nu)} = \sum_{k=1}^n \left\| w_{*, k} \left( \sigma (b_k + \langle v_k, \cdot \rangle) - \sigma (b_k + \langle \bar{v}_k, \cdot \rangle) \right) \right\|_{W^{1,p}(K, \nu)}
\]
\[
\leq \sum_{k=1}^n \left\| w_{*, k} \right\|_{2} \left\langle (v_k, - \bar{v}_k, \cdot) \right\rangle_{W^{1,p}(K, \nu)}
\]
\[
\leq \sum_{k=1}^n \left\| w_{*, k} \right\|_{2} 2\nu(K) \sum_{j=1}^{d_{\text{out}}} \| \langle v_{k, j} - \bar{v}_{k, j}, \cdot \rangle \|_{W^{1,\infty}(K)}
\]
\[
\leq \left( \max_{x \in K} \| x \|_{2} + 1 \right) \| w \|_{p, \nu} \| v - \bar{v} \|_{p, \nu}.
\]
Now since we assume \( \lim_{n \to \infty} |U| = 0 \), we have that \( \lim_{n \to \infty} \| v - \bar{v} \|_{p} = 0 \), and therefore for any \( \delta > 0 \) there exists \( n \) large enough such that
\[
\| \mathcal{R}_w^{*, \lambda} - \mathcal{R}_0 \mathcal{w}^{*, \lambda} \|_{W^{1,p}(K, \nu)} < \delta \quad \text{and} \quad \| \mathcal{R}_0 \mathcal{w}^{*, \lambda} - \mathcal{R}_0 \bar{w}^{*, \lambda} \|_{W^{1,p}(K, \nu)} < \delta.
\]
Thus, by continuity of \( L \), there \( \mathcal{R}_w^{*, \lambda}, \mathcal{R}_0 \mathcal{w}^{*, \lambda} \in \mathcal{L} \) for \( n \) large enough. With \( W^{1,p}(K, \nu) \)-Lipschitz continuity of \( L \) on \( \mathcal{L} \) we further get for a constant \( C^K > 0 \),
\[
(74) \quad | L(\mathcal{R}_w) - L(\mathcal{R}_0 \mathcal{w}) | \leq C^K \| w \|_{p} \| v - \bar{v} \|_{p}, \quad \forall w \in \{ w^{*, \lambda}, \bar{w}^{*, \lambda} \}.
\]
These upper bounds in eq. (74) can be further refined (cp. Lemma A.21). Indeed, combining equations (74) and (72) we obtain

\[ F_n^\lambda (\mathcal{RN}_{\tilde{w}^*,\lambda}) \leq F_n^\lambda (\mathcal{RN}_{\tilde{w}^*,\lambda}) + \frac{\lambda}{2} \|v - \tilde{v}\|_F^2. \]

Moreover, by 2\lambda-strong convexity of \( w \mapsto F_n^\lambda (\mathcal{RN}_{\tilde{w}},\lambda) \), we have due to the optimality of \( \tilde{w}^*,\lambda \)

\[ F_n^\lambda (\mathcal{RN}_{\tilde{w},\lambda}) \geq F_n^\lambda (\mathcal{RN}_{\tilde{w},\lambda}) + \lambda \|w - \tilde{w}^*,\lambda\|_F^2, \quad \forall w \in \mathbb{R}^{d_{out} \times n}. \]

Therefore, together with equations (74), (71) it follows that

\[ F_n^\lambda (\mathcal{RN}_{\tilde{w},\lambda}) \geq F_n^\lambda (\mathcal{RN}_{\tilde{w},\lambda}) - C_k \left( \sum_{i=1}^{d_{out}} \frac{\lambda}{\lambda} \right) \|v - \tilde{v}\|_F^2. \]

Thus overall, it follows that

\[ 0 < F_n^\lambda (\mathcal{RN}_{\tilde{w},\lambda}) - F_n^\lambda (\mathcal{RN}_{\tilde{w},\lambda}) \leq \frac{C_k}{\lambda} \|v - \tilde{v}\|_F^2 \left( L(0) + 2F_\lambda (f_{\lambda,0}) \right) - \lambda \|w^*,\lambda - \tilde{w}^*,\lambda\|_F^2, \]

which by Lemma A.21 implies

\[ \left\|w^*,\lambda - \tilde{w}^*,\lambda\right\|_F^2 \leq \frac{C_k}{\lambda} \|v - \tilde{v}\|_F^2 \left( L(0) + 2F_\lambda (f_{\lambda,0}) \right) \leq O \left( \frac{\|U\|}{\sqrt{n}} \right). \]

Lemma A.23 (A.2). In the setting of Lemma A.20, define the RSN \( \mathcal{RN}_{\tilde{w},\lambda} \) as

\[ \mathcal{RN}_{\tilde{w},\lambda}(x) := \ell^{-1} \left( \sum_{k=1}^{d_{out}} w_{\tilde{w},\lambda,k}(\omega) \sigma \left( b_k(\omega) + \sum_{j=1}^{d_{out}} m_{k,j}(\omega) x_j \right) \right), \quad \forall x \in \mathbb{R}^d. \]

Then, we have for any compact \( K \subset \mathbb{R}^d \) that

\[ \mathbf{P} \lim_{n \to \infty} \left\| \mathcal{RN}^{\ast,w*,\lambda} - \mathcal{RN}_{\tilde{w},\lambda} \right\|_{W^{1,\infty}(K,\mathbb{R}^{d_{out}})} = 0. \]

Proof. Analogously to the proof of [9, Lemma A.23] it follows that

\[ \lim_{n \to \infty} \left\| \mathcal{RN}^{\ast,w*,\lambda} - \mathcal{RN}_{\tilde{w},\lambda} \right\|_{L^{\infty}(K,\mathbb{R}^{d_{out}})} = 0, \quad \forall \omega \in \Omega, \]

as \( \ell^{-1} \) is required to be Lipschitz continuous by Definition 2.1 and \( \|U\| \to \infty \). In particular,

\[ \mathbf{P} \lim_{n \to \infty} \left\| \mathcal{RN}^{\ast,w*,\lambda} - \mathcal{RN}_{\tilde{w},\lambda} \right\|_{L^{\infty}(K,\mathbb{R}^{d_{out}})} = 0. \]

It remains to show

\[ \mathbf{P} \lim_{n \to \infty} \max_{i=1,\ldots,d} \left\| J^i \left( \mathcal{RN}^{\ast,w*,\lambda} \right) - J^i \left( \mathcal{RN}_{\tilde{w},\lambda} \right) \right\|_{L^{\infty}(K)} = 0, \]
for every $j \in \{1, \ldots, d_{\text{out}}\}$, where $J^j(f)$ represents the gradient of the $j^{\text{th}}$ component $f^j : \mathbb{R}^m \to \mathbb{R}$ of a differentiable function $f : \mathbb{R}^m \to \mathbb{R}^{d_{\text{out}}}$ ($m = d$ in this case). (Accordingly, $J^j(f)_i$ represents the $i^{\text{th}}$ partial derivative of $f^j$.) Let $j \in \{1, \ldots, d_{\text{out}}\}, i \in \{1, \ldots, d\}$ be fixed. We have by the chain rule that

$$J^j \left( \mathcal{R} \mathcal{N}^*_{\omega^*, \lambda} \right)_{i} = J^j \left( \ell^{-1} \right) |_{\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}} \sum_{k=1}^{n} w^{*, \lambda}_{k,i} \cdot k^j \sigma^\prime \left( \langle v_{k,i}^\prime, x \rangle + b_k \right) v_{k,i},$$

$$J^j \left( \mathcal{R} \mathcal{N}^*_{\omega^*, \lambda} \right)_{i} = J^j \left( \ell^{-1} \right) |_{\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}} \sum_{k=1}^{n} w^{*, \lambda}_{k,i} \cdot k^j \sigma^\prime \left( \langle \tilde{v}_{k,i}^\prime, x \rangle + b_k \right) \tilde{v}_{k,i}.$$

(Here, $v_{k,i}$ and $v_{k,i}$ denote the $k^{\text{th}}$ column and row respectively of a real-valued matrix $v$ with corresponding dimensions. Even though $v_{k,i}$ is a row vector, we keep writing $\langle v_{k,i}, x \rangle$ for the scalar product with a vector $x$ instead of $v_{k,i}^\prime, x$.) By Lipschitz continuity of $\ell^{-1}$, we have

$$\left\| J^j \left( \ell^{-1} \right) |_{\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}} - J^j \left( \ell^{-1} \right) |_{\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}} \right\|_{L^\infty(K)} \leq L \left\| \mathcal{R} \mathcal{N}^*_{\omega^*, \lambda} - \mathcal{R} \mathcal{N}^*_{\omega^*, \lambda} \right\|_{L^\infty(K, \mathbb{R}^{d_{\text{out}}})}.$$

Thus, with (80)

$$\mathbb{P} \lim_{n \to \infty} \left\| J^j \left( \ell^{-1} \right) |_{\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}} - J^j \left( \ell^{-1} \right) |_{\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}} \right\|_{L^\infty(K)} = 0.$$

Note that by Remark A.19 we have $\xi_k = -b_k / \| v_k \|_2 = -b_k / \| \tilde{v}_k \|_2 = : \xi_k$, for all $k = 1, \ldots, n$, i.e., the kink positions of $\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}$ and $\mathcal{R} \mathcal{N}^*_{\omega^*, \lambda}$ coincide. Therefore, it follows that

$$\left\| \sum_{k=1}^{n} w^{*, \lambda}_{k,i} \cdot k^j \sigma^\prime \left( \langle v_{k,i}, x \rangle + b_k \right) v_{k,i} - \sum_{k=1}^{n} w^{*, \lambda}_{k,i} \cdot k^j \sigma^\prime \left( \langle \tilde{v}_{k,i}, x \rangle + b_k \right) \tilde{v}_{k,i} \right\|_{L^\infty(K)}$$

$$= \sup_{x \in K} \left( \sum_{k: \xi_k < \langle s_k, x \rangle, \xi_k > \langle \tilde{s}_k, x \rangle} \left\| w^{*, \lambda}_{k,i} \right\|_2 \left\| v_{k,i} - \tilde{v}_{k,i} \right\|_2 + \sum_{k: \xi_k < \langle s_k, x \rangle, \xi_k > \langle \tilde{s}_k, x \rangle} \left\| w^{*, \lambda}_{k,i} \right\|_2 \left\| v_{k,i} + \tilde{v}_{k,i} \right\|_2 \right. + \left. \sum_{k: \xi_k > \langle s_k, x \rangle, \xi_k > \langle \tilde{s}_k, x \rangle} \left\| w^{*, \lambda}_{k,i} \right\|_2 \left\| v_{k,i} + \tilde{v}_{k,i} \right\|_2 \right)$$

$$\leq \left( \left\| w^{*, \lambda}_F \right\|_F \left\| v - \tilde{v} \right\|_F + \left\| w^{*, \lambda}_F \right\|_F \left( \sup_{x \in K} \sum_{k: \xi_k < \langle s_k, x \rangle, \xi_k > \langle \tilde{s}_k, x \rangle} \left\| v_k \right\|_2 \right) + \sup_{x \in K} \sum_{k: \xi_k > \langle s_k, x \rangle, \xi_k > \langle \tilde{s}_k, x \rangle} \left\| v_k \right\|_2 \right)$$

(82)

By Lemma A.21, we have

$$\left\| w^{*, \lambda}_F \right\|_F \left\| v - \tilde{v} \right\|_F \leq \frac{L(0)}{\lambda} \mathcal{O} \left( \sqrt{n} \left| U \right| \right) = \mathcal{O} \left( \frac{|U|}{\sqrt{n}} \right),$$

(83)
and hence the first summand vanishes for \( n \to \infty \). With the law of large numbers it follows that
\[
\sum_{k : \xi_k < \langle s_k, x \rangle} \|v_k\|_2^2 \xrightarrow{P} nE \left[ \|v_k\|_2^2 \mathbb{1}_{\xi_k : (\delta_k, x) < \langle s_k, x \rangle} \right].
\]
Moreover,
\[
\mathbb{P}_n \text{- lim } \frac{1}{n} E_{\delta_k} \left[ \xi_k : (\delta_k, x) < \langle s_k, x \rangle \right] = 0,
\]
uniformly in \( x \). Note that by Item e) of Assumption 2 \( v_k \in L^2 \), and hence we have
\[
\lim_{n \to \infty} \frac{1}{n} \sup_{x \in K} \sum_{k : \xi_k < \langle s_k, x \rangle} \|v_k\|_2^2 \xrightarrow{L(0)} \frac{L(0)}{\lambda} \sup_{x \in K} \sum_{k : \xi_k < \langle s_k, x \rangle} \|v_k\|_2^2 = 0.
\]
Together with Lemma A.21, this implies
\[
\lim_{n \to \infty} \left\| w^*, \tilde{\lambda} \right\|_{\infty} \sup_{F \in K} \sum_{k : \xi_k < \langle s_k, x \rangle} \|v_k\|_2^2 \xrightarrow{(71)} \frac{L(0)}{\lambda} \sup_{x \in K} \sum_{k : \xi_k < \langle s_k, x \rangle} \|v_k\|_2^2 = 0.
\]
Analogously,
\[
\lim_{n \to \infty} \left\| w^* \right\|_{\infty} \sup_{F \in K} \sum_{k : \xi_k < \langle s_k, x \rangle} \|v_k\|_2^2 \xrightarrow{(71)} \frac{L(0)}{\lambda} \sup_{x \in K} \sum_{k : \xi_k < \langle s_k, x \rangle} \|v_k\|_2^2 = 0.
\]
With every summand in the upper bound (82) converging to zero, we obtain
\[
\lim_{n \to \infty} \left\| \sum_{k=1}^{n} w^*_{\xi_k, \delta} (v_k, \cdot) + b_k \right\|_{L^\infty(K)} = 0.
\]
Hence, by (80) and (87) we have
\[
\mathbb{P}_n \lim \max_{i=1,\ldots,d} \left\| J^j (\mathcal{R}^*_{\mathcal{W}^*})_i - J^j (\mathcal{R}^*_{\tilde{\delta}, \mathcal{W}^*})_i \right\|_{L^\infty(K)} = 0.
\]
