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ABSTRACT With the rapid development of the Internet, the number of Web APIs is increasing. How to recommend accurate and appropriate Web APIs to mashups has become a focus and difficulty in the field of service computing. The existing methods are mainly based on collaborative filtering technology, but these methods have problems such as the data sparsity and cold start, which leads to poor recommendation effects. This paper proposes a service recommendation model based on knowledge graph and collaborative filtering. In this model, the knowledge graph connects the APIs and mashups related information to mine the potential relations between mashups and APIs, hence reducing the impact of data sparsity. All the API entities in the service knowledge graph are embedded into the low-dimensional space through the representation learning algorithm, then the distances between the API vectors are calculated to recommend the related APIs. In addition, in order to solve the cold-start problem of recommending APIs to target mashups that have no APIs usage, the similarities of functional sets extracted from mashups are calculated to recommend APIs for target mashups. At the same time, the model obtains the Mashup-API usage record, using the technology of collaborative filtering to recommend appropriate APIs to target mashups. Finally, the similarities of the above recommended APIs are normalized and sorted to form the final recommendation result. The experimental results show that our proposed model significantly improves the accuracy of service recommendation.

INDEX TERMS Web API recommendation, knowledge graph, representation learning, collaborative filtering.

I. INTRODUCTION

Web APIs are applications that do not depend on the specific operating system. Developers can complete their requirements by using specific Web APIs [1]. With the rapid development of the Internet, the number of Web APIs has increased rapidly in recent years, which has brought great trouble to developers [2]. In this case, mashup technology becomes popular [3]. Mashups can combine Web APIs effectively according to existing web resources [4]. In addition, mashups integrate different functions together, which has the advantages of fast development and strong scalability. For example, the best shop guide is a shopping-themed mashup, which consists of three Web APIs: shopping.com, comamazon product advertising, and ebay. This mashup implements the function of shopping through the combination of three APIs. It can be seen that the emergence and development of mashups not only solve the shortcomings of a single Web API function, but also make codes related to APIs reusable, which greatly reduces the workload of developers. Therefore, mashup technology has been applied in many fields, and has been combined with cloud computing, Internet of things [5] and other advanced technologies in recent years.

However, the number of Web APIs and mashups is too large. For example, the number of Web APIs published on ProgrammableWeb (PWeb for short) has exceeded 18000, while that of mashups has exceeded 7700, and the number is growing every year. How to find suitable Web APIs for a mashup from so many Web APIs has become a difficult problem in the Service Computing field. There are two ways...
to find required APIs: recommendation and search. In most cases, developers cannot clearly express the specific information of the required API, so it is difficult to obtain the required API through service search. On the contrary, the service recommendation system can personally recommend suitable APIs based on fuzzy requirements and historical usage records, which makes service recommendation gradually become a research hotspot. There are many researches on service recommendation. Among them, the most widely used method is collaborative filtering [6], including mashup-based collaborative filtering [7], service recommendation combining collaborative filtering and text content [8]. Based on collaborative filtering, matrix decomposition [9], [10] is usually used to improve the quality of recommendation through historical usage records between mashups and APIs. In addition, researchers have also tried to combine NLP [11], knowledge graph [12], neural network [13] and other technologies with collaborative filtering.

Since only a few of the APIs have been used, the service recommendation based on collaborative filtering has the problem of sparsity. In order to alleviate sparsity, [14] proposed a service recommendation model based on knowledge graph and representation learning. The model analyzes the relations between APIs to construct a knowledge graph about users and services. Then representation learning is used to embed the entities in the knowledge graph into the low-dimensional space. Finally, the collaborative filtering is used to recommend suitable APIs for users. However, this method relies on the description information of APIs. In reality, the information of the API is often inaccurate and incomplete, which seriously affects the recommendation effect. Inspired by the above model, we applied some of the ideas of the model to recommend APIs for mashups. The development of a mashup is often the work of a large team, and it is difficult to accurately recommend APIs based on the usage records of a single user. Therefore, we added the relevant information of mashups to the knowledge graph to make the service knowledge graph more complete. In addition to recommending APIs through knowledge graph and representation learning, we also recommended APIs based on the similarities between the functions of mashup and Mashup-API invocation matrices. In this way, we solved the problem of relying only on API information through the hybrid recommendation.

In view of the shortcomings of the existing recommendation methods, we propose a service recommendation model based on knowledge map and collaborative filtering. In this model, in order to reduce the impact of data sparsity, our model embeds information related to APIs and mashups into the knowledge graph to explore the potential relations between APIs and mashups. Then our model uses the representation learning algorithm to convert API entities into low-dimensional vectors to calculate the distances between API vectors, and uses collaborative filtering to recommend suitable APIs. In addition, the model recommends APIs related to the target mashup by calculating the similarities between the extracted functional sets of all mashups, which solve the cold start problem. At the same time, the historical record of mashups using APIs is used to recommend APIs for target mashups to enrich the recommended result. Finally, the similarities of above recommended APIs are normalized to form the final recommendation list.

The main contributions of this paper are as follows:

- We propose a service recommendation model (KGCFMR) based on knowledge graph and collaborative filtering, which can effectively alleviate sparsity and solve the problem of cold start.
- We embed mashups and APIs into neo4j graph database to build a complete service knowledge graph. Compared with the existing service knowledge graphs, the service knowledge graph we constructed contains the complete information of APIs and mashups, and fully considers the diverse relations between entities. With this knowledge graph, the potential relations between mashups and APIs can be explored.
- We have collected more than 18000 web APIs and more than 7700 mashups on PWeb. Experiments on this dataset showed that our proposed method is significantly better than existing related methods.

The rest of the paper is organized as follows. Section 2 discusses some representative related work. Section 3 introduces the service recommendation model of this paper in detail. Section 4 evaluates our model through a comprehensive experiment. In section 5, we make a summary of our work; meanwhile we put forward the shortcomings of our method and prospects for the future.

II. RELATED WORK

A. API RECOMMENDATION FOR MASHUPS

In this section, we discuss some representative research work on the existing methods that recommend APIs for mashups.

In the existing related researches, the most widely used method is collaborative filtering technology, which provides recommendations through similarities of mashups or similarities of APIs. Cao et al. [7] proposed a collaborative filtering method based on the semantic similarities of mashups. Depending on the semantic similarities between mashups, they recommended the APIs used by mashups with similar description information to the target mashup. However, this method has high requirements for the description information of mashups. When the description information is incomplete or inaccurate, it will greatly affect the final recommendation result. In addition, some researchers used the technology of matrix factorization [9], and combined the relations between APIs and mashups to make the recommended APIs more diverse. However, this method has the problem of data sparsity. In order to alleviate the sparsity problem of collaborative filtering, many scholars have proposed effective methods. Yu et al. [15] proposed a two-side Cross Domain Collaborate Filtering model. Firstly, the intrinsic features of users and items are extracted from the auxiliary domain. Then the problem of recommending items to users is changed into a
classification problem. Finally, SVM [16] is used to solve the classification problem. However, the extracted intrinsic features are usually not related to the domain, which leads to poor recommendation effects. Considering this shortcoming, Yu et al. [17] improved the previous model and proposed a cross-domain collaborative filtering algorithm with expanding user and item features via the latent factor space of auxiliary domains. Based on the previous model, Funk-SVD is used to extract additional user and item features from the auxiliary domain to expand the two-dimensional location feature vector. Finally, the model uses the C4.5 decision tree algorithm to predict missing ratings to achieve better experimental results.

Xiong et al. [8] proposed a hybrid service recommendation method based on deep learning. They first obtained the historical usage records between mashups and APIs. Then they put the historical usage records and their functions into the neural network. In this way, researchers explored the potential relations between mashups and APIs. However, this approach relies on the historical usage records between mashups and APIs. Unfortunately, historical usage data is very sparse. Most mashups use no more than three APIs, and only 10% of the existing APIs are used by mashups, which makes it difficult to recommend appropriate APIs when the scale of data is very large.

B. KNOWLEDGE GRAPH
Knowledge graph is a directed graph composed of entities and relationships between entities [18]. It can store large-scale data and describe the relations between data. At present, there are many knowledge graph databases, the most well-known ones are DBpedia [19] based on Wikipedia, and the huge knowledge resource library YAGO [20].

In recent years, knowledge graph has gradually become a hot spot in academic research, especially in the field of recommendation algorithms [21]. Many researchers applied knowledge graph to recommend APIs for mashups [14], which has a good effect in solving the problem of sparsity.

Wang et al. [12] proposed an API recommendation method by using knowledge graph and random walking. They first obtained the information of APIs and mashups through the knowledge graph. Then they mined the potential relations between the APIs and the target mashup through the random walking algorithm. Finally, they recommended appropriate APIs for the target mashup through potential relationships. Although this method can alleviate sparseness, it has high requirements for description information of mashups. Once the developers describe the requirements of mashups inaccurately, it will affect the final experimental results. In addition, the quality of screening features directly affects the final results.

C. KNOWLEDGE REPRESENTATION LEARNING
In the field of knowledge, feature engineering [22] is often used to extract features. However, feature engineering needs to process data manually, which makes the workload become huge. Considering the shortcomings of feature engineering, Mikolov et al. [23] proposed the word2vec representation learning model, which is the earliest research of knowledge representation learning.

As more and more scholars pay attention to knowledge representation learning, many models of representation learning appear. Nickel et al. [24] proposed the method of factorization of a three-way tensor, and Socher et al. [25] proposed a single-layer neural network-based representation learning model. Among these models, the translation model [26] has received attention because of its high accuracy.

With the development of knowledge graph technology, the application of the translation model in knowledge graph has become extensive [26]–[29]. These methods transform the relations and entities in the knowledge graph into vectors, and the representative one is the TransE model [26]. Although the TransE method has a good effect on a single relation vector, when the entities have one-to-many or many-to-many relations, the expected effect cannot be achieved. Therefore, in 2014, Wang et al. [27] proposed TransH, which can handle one-to-many or many-to-many relations in the knowledge graph. Since then, many scholars improved models on the basis of TransE, and successively proposed TransA [28], TransR [29], TransD [30].

In recent years, the method of combining representation learning and knowledge graph has been used in service recommendation. Cao et al. [14] proposed an API recommendation algorithm based on knowledge graph and representation learning. They first determined the competitive or cooperative relations between APIs. Then they embedded API entities and user entities into the low-dimensional space by the representation learning algorithm. Finally, they recommended APIs to users through the distances between API entities and user entities. But this recommendation model is dependent on the quality of the information in the API description. Generally, if the quality of the API description is not high, then the triples extracted from the knowledge graph will be inaccurate, which seriously affects the effectiveness of a specific recommendation approach.

III. THE PROPOSED METHOD: KGCF-SR
Considering the problem of data sparsity and cold start in existing service recommendation models, this paper proposes a service recommendation model based on knowledge graph and collaborative filtering. In this model, in order to explore the hidden relations between APIs and mashups, the related information of APIs and mashups is transformed into entities to construct the service knowledge graph. Then the TransH algorithm is used to embed the APIs into the low-dimensional space to calculate the similarities between APIs. The $K$ neighbor APIs of target APIs are selected as the recommended set, which is defined as AS1. For the purpose of solving the cold start problem, the model calculates the similarities between the extracted functional sets of all mashups, and then selects $K$ neighbor mashups of the target mashup. The APIs used by these neighbor mashups form a recommended set, which
is defined as \((MS1)\). In addition, the similarities between APIs and the similarities between mashups are calculated according to the record of mashups using APIs, and then the collaborative filtering is used to obtain the API-based recommendation set \((AS2)\) and the Mashup-based recommendation set \((MS2)\). After the four recommendation lists are obtained, the similarities of the recommended APIs in \((AS1)\) and \((AS2)\) are normalized and the two sets are merged into the API-based recommendation list \((AS)\). Similarly, \((MS1)\) and \((MS2)\) are merged into the Mashup-based recommendation set \((MS)\). Finally, the \((AS)\) and \((MS)\) are combined and sorted to form the final recommendation list \((RS)\).

The specific steps of the proposed method are shown in Figure 1.

**A. SERVICE KNOWLEDGE GRAPH CONSTRUCTION**

At present, the historical data of mashups using APIs is very sparse. Among nearly 20000 APIs, more than 90% of mashups use less than five APIs, which makes it difficult to obtain the relations between the target mashups and a large number of APIs. The knowledge graph is a directed graph, which can connect information related to entities with complex relations. So that knowledge graph can mine the potential relations between entities. Therefore, our model constructs a service knowledge graph to mine the potential relations between the target mashups and a large number of APIs.

In order to build a service knowledge graph, we first obtained over 18,000 APIs and 7,732 mashups as service entities from PWeb, and embedded them into the knowledge graph. Then we defined the relations between entities. The relation between API and Mashup was “used”, the relation between API and Category was “belong_to”, and the relation between Tag and API was “tag”. In addition, the relation between Mashup and Category is “belong_to”, and the relation between Mashup and Tag is “Tag”.

When the functions between the two APIs are very similar, the two APIs are in competition. In order to explore the potential relations between APIs, we calculated the similarities between APIs by extracting functions. Based on the functional similarities, we set the 20% APIs that were closest to each API as the API’s competing APIs.

The relations in the knowledge graph are shown in Figure 2.

**FIGURE 2. Relations in the knowledge graph.**

Neo4J [31] is an open source graph database, which can embed entities and relations into graph databases by Cypher language. We embedded the entities and relations into the
Neo4J graph database to construct a knowledge graph about services.

**B. EMBEDDING SERVICE ENTITIES INTO LOW DIMENSIONAL SPACE**

After constructing the service knowledge graph, although the API entities are connected with their related attributes and entities, the distance between the APIs cannot be calculated, so we need to embed the APIs into the vector space. In order to obtain the vectors of APIs from the knowledge graph, the representation learning algorithm is used to embed API entities into low dimensional space.

TransE is a classical algorithm in representation learning algorithms. It obtains the low-dimensional vector of each API by the triples in the knowledge graph. In the proposed model, the triples (h, r, t) extracted from the service knowledge graph form the training set $M$. h and r belong to the set $E$ which is the set of entities. And r belongs to the set $R$ which is the set of relations. The vectors of h, t, r are defined as $v_h$, $v_t$, $v_r$. The purpose of the TransE algorithm is to satisfy that the sum of $v_h$ and $v_r$ is approximately equal to $v_t$, as shown in Figure 3.

![Figure 3. Representation of the triple vector in the TransE.](image)

For a triple (h, r, t) in the knowledge graph, its corresponding vectors are $v_h$, $v_r$, $v_t$. In the TransH algorithm, each relation r will have a hyperplane, and the normal vector of the hyperplane is defined as $w_r$. The $v_h$ and $v_r$ are respectively multiplied by the normal vector $w_r$ to map the two vectors to the hyperplane to obtain $v_{hw}$ and $v_{rw}$. The formulas of $v_{hw}$ and $v_{rw}$ are as follows:

\[
\begin{align*}
v_{hw} & = v_r - w_r^T v_h w_r \\
v_{rw} & = v_t - w_r^T v_t w_r
\end{align*}
\]

(4) and (5)

The score function is defined as:

\[
d(v_{hw} + v_r, v_{rw}) = \left\|v_h - w_r^T v_h w_r + d_r - v_t + w_r^T v_t w_r\right\|_2^2
\]

(6)

In order to distinguish correct triples from wrong triples, we use negative sampling to maximize the scores of wrong triples and minimize the scores of correct triples. The loss function sets some constraints on the basis of TransE:

\[
L = \sum_{(h,r,t) \in M} \left\{ \eta + d(v_h + v_r, v_t) - d(v_h + v_r, v_t) \right\}_+ + C \left\{ \sum_{e \in E} \left[ ||e||_2^2 - 1 \right]_+ + \sum_{r \in R} \left[ \frac{(w_r^T d_r)^2}{||d_r||_2^2} \right]_+ \right\}
\]

(7)

For a triple (h, r, t) in the knowledge graph, its corresponding vectors are $v_h$, $v_r$, $v_t$. In the TransH algorithm, each relation r will have a hyperplane, and the normal vector of the hyperplane is defined as $w_r$. The $v_h$ and $v_r$ are respectively multiplied by the normal vector $w_r$ to map the two vectors to the hyperplane to obtain $v_{hw}$ and $v_{rw}$. The formulas of $v_{hw}$ and $v_{rw}$ are as follows:

\[
\begin{align*}
v_{hw} & = v_r - w_r^T v_h w_r \\
v_{rw} & = v_t - w_r^T v_t w_r
\end{align*}
\]

(4) and (5)

The score function is defined as:

\[
d(v_{hw} + v_r, v_{rw}) = \left\|v_h - w_r^T v_h w_r + d_r - v_t + w_r^T v_t w_r\right\|_2^2
\]

(6)

In order to distinguish correct triples from wrong triples, we use negative sampling to maximize the scores of wrong triples and minimize the scores of correct triples. The loss function sets some constraints on the basis of TransE:

\[
L = \sum_{(h,r,t) \in M} \left\{ \eta + d(v_h + v_r, v_t) - d(v_h + v_r, v_t) \right\}_+ + C \left\{ \sum_{e \in E} \left[ ||e||_2^2 - 1 \right]_+ + \sum_{r \in R} \left[ \frac{(w_r^T d_r)^2}{||d_r||_2^2} \right]_+ \right\}
\]

(7)
where \( C \) is a weight. The second term is the maximum of the difference between the square of the lengths of all entity vectors and 1, which restricts the length of the entity to be no more than 1. The accumulation in the third term constrains that the spaces represented by different relations are uncorrelated.

**C. SIMILARITY CALCULATION**

The model proposed in this paper uses the collaborative filtering algorithm to recommend related APIs for target mashups. In order to obtain the neighbor mashups of the target mashup or the neighbor APIs of the target API, a variety of similarities need to be calculated, including the similarities between API entities in the low-dimensional space, the similarities between the invocation matrices of mashups or APIs, and Functional similarities between mashups.

1) **CALCULATING THE SIMILARITIES OF API ENTITIES IN THE LOW-DIMENSIONAL SPACE**

After embedding the entities in the service knowledge graph into the low-dimensional space, we can get the vectors of all API entities. Then the similarities between APIs can be calculated by cosine similarity. The cosine similarities between API entities. Then the similarities between APIs can be calculated as follows:

\[
Sim(API_i, API_j) = \frac{\sum_{n=1}^{d} (API_i \times API_j)}{\sqrt{\sum_{n=1}^{d} API_i^2 \times \sqrt{\sum_{n=1}^{d} API_j^2}}}
\]  

(8)

where \( d \) is the dimension of the API vector. The dimension of vector can be set in the TransH algorithm. In this model, the dimension of API vector is 100.

2) **CALCULATING THE SIMILARITIES BETWEEN INVOCATION MATRICES**

We obtained a historical record of mashups using APIs. From the historical record, a total of 1569 APIs are used by 7732 mashups. Based on the record, mashup-based invocation matrices and API-based invocation matrices are constructed, and then the similarities of the two types of matrices are calculated respectively.

According to records of Mashup-API invocation, matrices of mashups can be constructed. The construction method is as follows:

\[
Mashup_i = (API_1, API_2, \ldots, API_j, \ldots, API_{1569})
\]

(9)

The value of \( API_j \) depends on whether \( API_j \) has been used by \( Mashup_i \). If it has been used, \( API_j \) is 1, otherwise it is 0. Its value is shown in Eq. (10):

\[
API_j = \begin{cases} 
0 & \text{if } API_j \text{ is not used by } Mashup_i \\
1 & \text{if } API_j \text{ is used by } Mashup_i 
\end{cases}
\]

(10)

After obtaining the matrices of mashups, the Jaccard similarity coefficient is used to calculate the similarities between the matrices. The similarities are calculated as follows:

\[
\text{Jaccard}(x, y) = \frac{Mashup_x \cap Mashup_y}{Mashup_x \cup Mashup_y}
\]

(11)

where \( Mashup_x \cap Mashup_y \) represents the number of APIs used by two Mashups at the same time. \( Mashup_x \cup Mashup_y \) means the number of APIs used by \( Mashup_x \) or \( Mashup_y \).

Similarly, the matrices of APIs are constructed as follows:

\[
API_i = (Mashup_1, Mashup_2, \ldots, Mashup_j, \ldots, Mashup_{7732})
\]

(12)

When \( API_i \) has been used by \( Mashup_j \), the value of \( Mashup_j \) is 1. Otherwise, the value of \( Mashup_j \) is 0. Its value is as shown in Eq. (13):

\[
Mashup_j = \begin{cases} 
0 & \text{if } API_i \text{ is not used by } Mashup_j \\
1 & \text{if } API_i \text{ is used by } Mashup_j 
\end{cases}
\]

(13)

The Jaccard similarity coefficient is used to calculate the similarities between matrices of APIs. The formula for calculating similarity is as follows:

\[
\text{Jaccard}(x, y) = \frac{API_x \cap API_y}{API_x \cup API_y}
\]

(14)

where \( API_x \cap API_y \) means the number of mashups that have used both \( API_x \) and \( API_y \), and \( API_x \cup API_y \) means the number of mashups that have used \( API_x \) or \( API_y \).

3) **CALCULATING THE SIMILARITIES BETWEEN MASHUPS BASED ON FUNCTIONS**

In most related researches, the similarities between mashups are represented by the similarities between description texts of mashups. However, the description texts of mashups are very short, which makes the semantic similarities between the texts unable to accurately represent the similarities between the mashups.

In actual development, when the functions in the description text of two mashups are similar, the APIs they use are also similar. Therefore, in the model proposed in this paper, the functions in the description texts of mashups are extracted to form function sets. Based on the functional sets of mashups, the similarities between mashups are calculated.

Stanford Parser is a popular tool of natural language processing. It can identify the parts of speech of words and generate the corresponding sets Stanford dependence (SD) by analyzing the grammatical relationships of words [32]. An SD is a two-tuple expressed as \( sdtpe \) (gov, dep). Where \( gov \) is the dominant word, including verbs, prepositions, etc., while \( dep \) is a subsidiary word, including nouns, noun phrases, etc. The \( sdtpe \) is the type of \( SD \) between two words. In this paper, Stanford Parser is used to extract the functions of mashups' description text. For example, the description information of the mashup whose name is search video is Search for videos through Google. The SD method of direct conversion is used to convert the description information of this mashup into a two-tuple \( dobj \) (search for, video), which is the extracted function of the mashup. Since the number of functions of different mashups is different, the Jaccard similarity coefficient is used to calculate the similarities between the functional sets.
of mashups. The formula is as follows:

$$Jaccard(P, Q) = \frac{|P \cap Q|}{|P \cup Q|}$$  \hspace{1cm} (15)

where $P$ and $Q$ are function sets with different lengths. The similarities between mashups are calculated as shown in Eq. (16):

$$S_{n}(m_1, m_2) = \frac{\sum_{i=0}^{l} S_{n}(f_{1i}, f_{2i})}{k}$$  \hspace{1cm} (16)

where $m_1$ and $m_2$ are two mashups, $f_{1i}$ is the $i^{th}$ function in $m_1$, and $f_{2i}$ is the $i^{th}$ function in $m_2$. $k$ is the larger number of functions in the mashup between $m_1$ and $m_2$. $l$ is the number of functions of the mashup with fewer functions. $S_{n}(f_{1i}, f_{2i})$ is the similarity between each function in $m_1$ and each function in $m_2$. The formula for calculating the similarities of functions is as follows:

$$S_{n}(f_1, f_2) = w_1 \times S_{word}(V_1, V_2) + w_2 \times \frac{\sum_{i=1}^{l} S_{word}(N_{1i}, N_{2i})}{k}$$  \hspace{1cm} (17)

where $V_1$ is the verb contained in function $f_1$, and $V_2$ is the verb contained in function $f_2$. $N_{1i}$ is the $i^{th}$ noun in function $f_1$, and $N_{2i}$ is the $i^{th}$ noun in function $f_2$. $S_{word}(V_1, V_2)$ is the similarity between $V_1$ and $V_2$, and $S_{word}(N_{1i}, N_{2i})$ is the similarity between $N_{1i}$ and $N_{2i}$. $w_1$ is the proportion of verb similarity, $w_2$ is the proportion of noun similarity, $w_1 + w_2 = 1$.

In this model, the WordNet [33] is used to calculate the similarities of words. The formula of $S_{word}(d_1, d_2)$ is as follows:

$$S_{word}(d_1, d_2) = \frac{2 \times E(F(d_1) \cap F(d_2))}{E(F(d_1)) + E(F(d_2))}$$  \hspace{1cm} (18)

where $F(D)$ is the feature set of word $D$, while $E(D)$ is the number of information of functional set $D$. The formula of $E(D)$ is as Eq. (19):

$$E(D) = - \sum_{t \in D} \log P(t)$$  \hspace{1cm} (19)

where $P(t)$ represents the probability of feature $t$. When there is no intersection between the feature set of $d_1$ and the feature set of $d_2$, $S_{word}(d_1, d_2) = 0$. When the feature set of $d_1$ and the feature set of $d_2$ are the same, $S_{word}(d_1, d_2) = 1$.

### D. CONCATENATION OF RECOMMENDATION SETS

For a Target Mashup, all the APIs used by the target mashup are the target APIs. Equation (8) is used to calculate the similarities between APIs in the low-dimensional space, and then $K$ neighbor APIs of each target API are selected to form the recommended set AS1. In addition, the formula (14) calculates the similarities of Mashup-API invocation matrices of APIs, and then the $K$ neighbor APIs of the target APIs form the recommended set (AS2). In order to merge (AS1) and (AS2), the API similarities in the two sets are normalized. The normalized formula is as follows:

$$M_i = \frac{s_i - s_{min}}{s_{max} - s_{min}}$$  \hspace{1cm} (20)

where $s_i$ is the similarity of the original $i^{th}$ API in the set, $s_{min}$ is the lowest API similarity value in the set, and $s_{max}$ is the highest API similarity value in the collection.

After the set (AS1) and set (AS2) are normalized, they become the union of the two sets, and then the scores for the recommended APIs in the two sets are determined. If the API was included in the set before, the score of the recommended API is the normalized similarity of the API. Otherwise, the score of this recommended API is 0. In this way, two sets of the same length are obtained, and the recommended APIs in two sets are the same.

Next, set (AS1) and set (AS2) are merged into an API-based recommendation set (AS). The score of each API in (AS) is calculated as follows:

$$S_{r_i} = \begin{cases} s_1 & \text{if } s_2 = 0 \\ s_2 & \text{if } s_1 = 0 \\ \frac{s_1 + s_2}{2} & \text{if } s_1 \neq 0 \text{ and } s_2 \neq 0 \end{cases}$$  \hspace{1cm} (21)

Where $s_1$ is the score of the $i^{th}$ API in the set AS1, AND $s_2$ is the score of the $i^{th}$ API in the set (AS2).

Eq. (11) is used to calculate the functional similarities between the target mashup and other mashups, and then all APIs used by the $K$ neighbor mashups of the target mashup form the recommended set (MS1). The similarities between the target mashup and the recommended APIs are the similarities between the neighbor mashups and the APIs. At the same time, Eq. (11) is used to calculate the similarities between the Mashup-API invocation matrices of mashups. The APIs used by the $K$ neighbor mashups of the target mashup form the recommended set (MS2).

Considering that the similarity range of recommended API in (MS1) is different from that in (MS2), Eq. (20) is used to normalize the two sets. Similar to the formation of the API-based recommendation set, (MS1) and (MS2) are transformed into two sets of the same length, and then (MS1) and (MS2) are combined into the Mashup-based recommendation set (MS) through Eq. (21).

Finally, Eq. (21) is used to merge API-based recommendation set (AS) and mashup-based recommendation set (MS) into one set and take Top-$N$ APIs as final recommendation set. When obtaining Top-$N$ APIs, it is possible that multiple APIs have the same score, which leads to the number of recommended APIs exceeds $N$. Since a large number of experiments have proved that the Mashup-based recommendation is more reliable, if the score is the same, we prefer to choose the APIs from set MS. If APIs with the same score are all from MS, we choose the API that has been used more often.

### IV. EXPERIMENTAL EVALUATION

In our model, the selection of $K$ which is the number of neighbors is very important, so we analyzed the influence of $K$ on the experimental results. In order to verify the accuracy of our algorithm, we used real data obtained from PWWeb to compare our model with several traditional collaborative
filtering recommendation models. Experiments show that our service recommendation model is better than the existing service recommendation models based on collaborative filtering in Recall, Precision and F1.

A. DATASET
For the authenticity of the experiment, we obtained 18,536 real APIs and 7,732 real mashups from PWeb. We selected all the mashups that use three APIs as the test set, and remove the mashups without text description. Finally, the number of mashups selected in the test set is 769.

In order to evaluate the effectiveness of the recommendation method, we removed one of the three APIs from each target mashup in the test set. According to the two APIs that have not been removed, recommendation model recommends APIs for the target mashup. If the removed API is in the Top-N recommendation set, the recommendation is successful. Since a target mashup in the test set will have three different sets of data depending on the different removed API, the evaluation metric of the target mashup is the average of three experimental results.

B. EVALUATION METRICS
In the experiment, we used the Precision, Recall and F1 to evaluate the effectiveness of the recommendation model. Precision and Recall are widely used when comparing the effects of methods [34], and F1 is a combination of precision [35] and Recall [36]. The metrics are defined as follows.

Precision@N [37] is a popular type of Precision for evaluating recommendation systems. It indicates how many of all recommended APIs are marked as originally belonging to the target mashup. The formula is as follows:

\[
\text{Precision@N} = \frac{|\{\text{Real APIs}\} \cap \{\text{Recommend APIs}\}|}{N} \tag{22}
\]

where Real APIs represents the APIs set marked in the target mashup, and Recommend APIs represents the Top-N recommended APIs. Since Precision@N refers to the ratio of the number of recommended correct APIs to the total recommended APIs, the larger \( N \) is, the smaller Precision@N will be.

Recall@N indicates how many of the APIs marked by the target mashup are in the Top-N recommended API set. The calculation formula is as follows:

\[
\text{Recall@N} = \frac{|\{\text{Real APIs}\} \cap \{\text{Recommend APIs}\}|}{|\{\text{Real APIs}\}|} \tag{23}
\]

\( F1@N \) considers both the Recall and the Precision. Therefore, the \( F1 \) is often used as an important indicator of the recommendation system evaluation. \( F1@N \) is defined as equation (24):

\[
F1@N = \frac{2 \times \text{Precision@N} \times \text{Recall@N}}{\text{Precision@N} + \text{Recall@N}} \tag{24}
\]

C. THE INFLUENCE OF THE PARAMETER K
There is an important parameter \( K \) in our model, which is the number of neighbors of the target mashup or target API in the model. \( K \) has a great influence on the experimental results. When \( K \) is set too small, the recommended APIs will be too few to compare the experimental results under different \( N \) which is the number of recommended APIs. When the value of \( K \) is set too large, it will seriously affect the running speed of the model. In this section, we study the influence of \( K \) on the recommendation results through experiments.

We set \( K \) in the KGCF-SR algorithm to 5, 7, 9, 11 respectively, and then calculated the Precision, Recall and \( F1 \) of Top-N under different \( K \). \( N \) is the number of APIs recommended by the recommendation model. The value of \( N \) in the relevant research is generally evenly distributed between 0 and 20. We chose the value of \( N \) as 5, 10, 15 and 20. The experimental result is shown in Figures 5-7.
Fig. 6 shows that the Top-$N$ Recall of the KGCF-SR model also decreases with the increase of $K$, and the change rule is similar to that of the Precision. Affected by the Precision and Recall, the larger the $K$ is, the smaller the $F_1$ is.

Experiments showed that the value of $K$ has an impact on the final experimental results, especially when $N$ is small, the choice of $K$ has a huge impact on the recommended performance. Generally speaking, when the value of $K$ is larger, the recommendation effect of API is worse. Therefore, the value of $K$ selected in our model should be as small as possible. But when $K$ is too small, the final recommended APIs are too few. Considering comprehensively, the parameter $K$ in our model is set to 5 in all the following comparison experiments.

D. APPROACH COMPARISON

To evaluate the performance of our model, we compared our method with existing service recommendation methods. These methods are briefly explained as follows.

1) Function-Based Recommendation (FBR): The purpose of this method is to recommend functionally similar APIs for the target mashup. First, the Stanford Parser tool is used to extract the verbs and objects of the description information in mashups and APIs. Then the extracted verbs and objects form a functional set. The similarities between the target mashup and APIs are calculated through functions. Finally, the most similar Top-$N$ APIs are recommended to the target mashup.

2) API-Based Recommendation though LDA (ABR-LDA): This method first obtains the description information of all APIs, then LDA [38] is used to model APIs as topic probabilistic proportion vectors. Finally, the most similar Top-$N$ APIs of each API used by the target mashup are recommended.

3) Mashup-Based Recommendation through Function (MBRF): Similar to method 1, this method first uses the Stanford Parser tool to extract the functions of all mashups. Based on the similarities of the functions, the model recommends the APIs used by similar mashups of the target mashup.

4) Mashup-Based Recommendation through VSM (MBR-VSM): This method uses the VSM algorithm to map the description information of the mashups into feature vectors. Then the similarities between mashups are calculated. Finally, the APIs used by the $K$ neighbor mashups that are most similar to the target mashup form the final recommendation list.

5) Service recommendation based on knowledge map and collaborative filtering (KGCF-SR): our function.

Figures 8-10 show the comparison of our method and other recommended methods. These three figures respectively show the Precision@$N$, Recall@$N$, $F_1@N$ of five methods. In general, our method is obviously better than the other four methods.

Experiments show that the effect of API-based collaborative filtering recommendation through the LDA is very poor. The main reason is that two APIs with greater correlation cannot cooperate well with each other in the same mashup. Generally, two similar APIs often have a competitive relationship and can replace each other. The effect of the function-based recommendation method is also very bad, mainly because the description information of mashups and APIs is not accurate, and a lot of description information is even incomplete.

Compared with the above methods, the two methods of Mashup-based collaborative filtering recommendation have
TABLE 1. Evaluation results of five recommendation algorithms.

|       | N=5  | N=10 | N=15 | N=20 |
|-------|------|------|------|------|
| **Precision** |      |      |      |      |
| FBR   | 0.09%| 0.08%| 0.07%| 0.07%|
| ABR-LDA | 1.33%| 0.88%| 0.8% | 0.63%|
| MBRF  | 6.41%| 3.6% | 2.53%| 1.95%|
| MBR-VSM | 3.95%| 2.97%| 2.53%| 2.18%|
| KGCF-SR | 8.97%| 6.06%| 4.86%| 4.12%|
| **Recall** |      |      |      |      |
| FBR   | 0.48%| 0.78%| 1.00%| 1.34%|
| ABR-LDA | 6.67%| 8.75%| 12.00%| 12.61%|
| MBRF  | 32.03%| 36.02%| 37.97%| 39.10%|
| MBR-VSM | 19.77%| 29.74%| 37.97%| 43.69%|
| KGCF-SR | 44.86%| 60.60%| 72.91%| 82.36%|
| **F1** |      |      |      |      |
| FBR   | 0.16%| 0.15%| 0.13%| 0.13%|
| ABR-LDA | 2.22%| 1.59%| 1.50%| 1.20%|
| MBRF  | 10.68%| 6.55%| 4.74%| 3.72%|
| MBR-VSM | 6.59%| 5.41%| 4.74%| 4.16%|
| KGCF-SR | 14.95%| 11.02%| 9.12%| 7.84%|

FIGURE 10. The comparison on the overall F1@N.

better performance. Because only a few of APIs have been used by mashups, and API usage frequency varies greatly. The frequently used APIs are used more than 2000 times, while the rarely used APIs have been used no more than 10 times. The invocations of the 200 most frequently used APIs even accounts for more than 90% of the historical records of invocations. It can be seen that mashups tend to use popular APIs, which makes two mashups with similar functional requirements often use the same API. Therefore, MBRF and MBR-VSM have better performance.

Our method KGCF-SR not only considers the functional information of mashups, but also considers the Mashup-API invocation matrices and potential relations between the APIs in the service knowledge graph. Experiments showed that our model has better effect. It can be seen from Figure 9 that when N is 5, the gap between our method KGCF-SR and other methods is not large. As N increases, the advantage of our method becomes more and more obvious. When the number of recommended APIs increases to 20, the Recall of our method has reached 0.82, which is far better than other methods. In addition, the Recall tends to be stable with the growth of N.

The values of N selected in Top-N above are not continuous, which makes the experimental results not rigorous. In order to make the experiment more rigorous, we calculated all the Precision, Recall and F1 of the five models from top-1 to top-20. The Precision, Recall, and F1 from Top-1 to top-20 are shown in Figures 11-13.
TABLE 2. The cases of recommendation.

| Target Mashup | Method | Top 3 Recommendations of APIs                      |
|---------------|--------|---------------------------------------------------|
| Acme georss   | FBR    | Active financial, stufeflix, data.washington      |
|               | ABR-LDA| kelkoo, station, Twilio sms                       |
|               | MBRF   | Google maps, youtube, Yahoo maps                  |
|               | MBR-VSM| foursquare, Instagram, google calendar            |
|               | KGCF-SR| Yahoo search, Gowalla, Syndicate plus             |
| songs         | FBR    | Bing-maps-locations, battlecell, noaa-natioal-weather-service |
|               | ABR-LDA| identi.ca, feedly, wiziq-virtual-classroom       |
|               | MBRF   | Flickr, Yahoo boss, Yahoo local search           |
|               | MBR-VSM| Youtube, lyricsfly, Yahoo local search           |
|               | KGCF-SR| Backtype, Flats, Google-ajax-language             |
| amanav        | FBR    | Betfair, big property list, ustream.tv            |
|               | ABR-LDA| Bitfinex, gigjunkie, boxcar                      |
|               | MBRF   | Twitter, Amazon product advertising, Google earth |
|               | MBR-VSM| Last.fm, lyricwiki, coindesk                     |
|               | KGCF-SR| Amazon product advertising, Rpm software, google-friend-connect |
| actually      | FBR    | Windows-live-contacts, facebook-real-time-updates, best-buy-reviews |
|               | ABR-LDA| Cloudmade, imdbapi.org, geogratis                |
|               | MBRF   | Google-ajax-search, google-ajax-language, google-o3d |
|               | MBR-VSM| Discogs, 500px, twitter                         |
|               | KGCF-SR| Rhymebrain, bit.ly, google-ajax-search           |
| App review    | FBR    | Sports-power, layar, flixter                     |
| tube          | ABR-LDA| Gastro, Google maps, 4-1-search                  |
|               | MBRF   | Google maps, twitter, Yahoo geocoding           |
|               | MBR-VSM| Amazon product advertising, cnet, Netflix        |
|               | KGCF-SR| Google search, bizvizz, Realtime register        |

It can be seen from the figure that when $N$ takes continuous values, the effect of our method is still significantly better than other methods.

E. CASE STUDY

In this section, we will use actual cases to show the results of the five recommended API recommendation methods. We randomly selected 5 target mashups from the mashup data set, and each mashup in the data set was removed with a used API. The five selected mashups are Acme Georss, Songs, Amanav, Actually, App Review Tube. Then five methods were used to recommend top-3 APIs for target mashups. The final recommendation results are shown in Table 2. The bolded API is the one that has been removed from APIs used by the target mashup. If there is a bolded API in the recommended list of top-3, it means that the recommended method hits the correct API.

In the five randomly selected samples, KGCF-SR hits twice, MBRF also hits twice, and MBR-VSM hits once. In contrast, ABR-LDA and FBR did not perform well, none of their recommended top-3 APIs hits. From the results, both KGCF-SR and MBRF hit twice. KGCF-SR did not show an advantage, because it can be seen from the previous part that the top-3 Precision of KGCF-SR and MBCF are both low and similar, and the target mashups were all randomly selected. In fact, the superiority of our method has been fully reflected in the experimental comparison of the previous part. The purpose of this part is to show real cases of recommendation. It can be seen from the table that some popular APIs appear frequently and rank very high in the recommended list even if they are completely unrelated to the target mashup.
For example, some popular APIs released by Google and Yahoo. It shows that these methods have the Matthew effect. Those APIs that are used more frequently will have a higher ranking.

V. CONCLUSION

In this paper, we propose a new method of recommending APIs for mashups, which is based on knowledge graphs and collaborative filtering. In the proposed model, in order to mine the potential relations between APIs and mashups, TransH is used to embed the entities in the service knowledge graph into a low-dimensional space. In addition, the Mashup-API invocation matrices and functions of mashups are also considered.

Experiments showed that our method can provide more accurate recommendation results compared with existing methods.

However, our method has some limitations. The main problem is the Matthew effect, that is, APIs that are frequently used by mashups rank high in the recommended list. For example, Google maps has been used by mashups for more than 2000 times, which leads to a high ranking of Google maps, even if it is completely unrelated to the target mashup.

Since APIs used by mashups account for a small proportion of all APIs, the Matthew effect has a greater impact on the recommendation results. In addition, the incomplete description information of mashups leads to inaccurate extracted functions, which also affects the final recommendation effect.

In the future, we will improve our method in view of the above shortcomings. First of all, in order to reduce the impact of the Matthew effect, the weight of popular APIs should be reduced to make their ranking in the recommended list more reasonable. For the problem of incomplete description information of mashups, it is necessary to use natural language processing technology to complete the description text. In this way, the functions of the mashups can be extracted accurately.
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