MR image reconstruction using deep density priors
Kerem C. Tezcan, Christian F. Baumgartner, Roger Luechinger, Klaas P. Pruessmann, Ender Konukoglu

Abstract—Algorithms for Magnetic Resonance (MR) image reconstruction from undersampled measurements exploit prior information to compensate for missing k-space data. Deep learning (DL) provides a powerful framework for extracting such information from existing image datasets, through learning, and then using it for reconstruction. Leveraging this, recent methods employed DL to learn mappings from undersampled to fully sampled images using paired datasets, including undersampled and corresponding fully sampled images, integrating prior knowledge implicitly. In this article, we propose an alternative approach that learns the probability distribution of fully sampled MR images using unsupervised DL, specifically Variational Autoencoders (VAE), and use this as an explicit prior term in reconstruction, completely decoupling the encoding operation from the prior. The resulting reconstruction algorithm enjoys a powerful image prior to compensate for missing k-space data without requiring paired datasets for training nor being prone to associated sensitivities, such as deviations in undersampling patterns used in training and test time or coil settings. We evaluated the proposed method with T1 weighted images from a publicly available dataset, multi-coil complex images acquired from healthy volunteers (N=8) and images with white matter lesions. The proposed algorithm, using the VAE prior, produced visually high quality reconstructions and achieved low RMSE values, outperforming most of the alternative methods on the same dataset. On multi-coil complex data, the algorithm yielded accurate magnitude and phase reconstruction results. In the experiments on images with white matter lesions, the method faithfully reconstructed the lesions.
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I. INTRODUCTION

ACQUISITION time in magnetic resonance (MR) imaging is directly related to the number of samples acquired in k-space. For high quality images, a large number of samples, and therefore long acquisition times are necessary. Reducing acquisition time in a reliable manner is an important question in MR imaging and many methods exploiting different properties of the k-space [1] and hardware design [2] have found wide use in clinical practice.

The question also received considerable attention from the image and signal processing research communities, main focus being reconstruction methods from randomly or regularly undersampled k-space acquisitions. The random undersampling approach was primarily motivated by the compressed sensing framework [3], [4], [5], [6], [7], where the incoherence between k-space sampling and some sparsifying transform was exploited. Some works used hand-crafted sparsifying transformations, such as gradient in total variation [8] (TV) and wavelet decomposition [9], [10], while others used dictionary learning to determine the transformation from data [11], [12]. An alternative approach in [13] used block matching and 3D filtering, based on the BM3D denoising method [14], to tackle reconstruction as a denoising problem and exploit similarity of image patches to determine a sparsifying transform (BM3D-MRI). On the other hand, regular undersampling schemes and corresponding reconstruction algorithms were also extensively investigated [15], [16], [17], [18]. The common aspect in all of these approaches, notably except BM3D-MRI, is that they invert underdetermined and ill-posed systems of equations by using good regularizers, which can be viewed as introducing explicit prior information on the expected structure that helps eliminate artifacts.

Recently, researchers started to employ deep neural networks (DNN) [19] for MR reconstruction [20]. Two main approaches have been explored. The first is to learn a mapping from undersampled images to the fully sampled versions. For a given undersampling pattern, [21], [22], [23] proposed to learn a feed-forward network and during test time fed the undersampled image to the network. Similarly, authors in [24] proposed to train a network to remove spiking artifacts in computed tomography images and modified the mapping for MR using domain adaptation. The feed-forward network strategy, however, could not guarantee data consistency at test time. To address this, authors in [25] added explicit data-consistency. Here, a mapping block, based on Convolutional Neural Networks (CNN), is followed by a data consistency block and the dual block structure is cascaded. This strategy guaranteed consistency with measured data during test time while the CNNs perform de-aliasing. Alternatively, authors in [26] proposed a model where a feed-forward mapping is learned and during test time its output is used as a regularization term alongside the data consistency and other regularizers. The aim was to make sure the final reconstruction did not deviate too much from the mapping output.

The second DL approach leverages networks to improve existing iterative reconstruction algorithms in terms of reconstruction quality. In [27] the authors showed that the iterations of the alternating direction method of multipliers (ADMM) algorithm can be unraveled as a multi-layer CNN. Instead of being fixed as in the original method, kernels and non-linear functions are parameterized and learned by the network, which improved reconstruction accuracy. A similar method was presented in [28] applying the technology developed in
which used the same principle as [27] for improving diffusion filtering. The same strategy of expressing an existing iterative method as a convolutional network was also used in [30], [31] and in [32] using recurrent neural networks. Algorithms taking either of the DL approaches also integrate prior information on the structure of fully sampled images to account for missing k-space measurements but in an implicit manner, embedded in the trained weights of the feed-forward networks.

In this work, we employ a neural network as an explicit prior similar in essence to the non-DL based reconstruction methods proposed in the signal processing communities, the difference being the power of the prior model. Unsupervised learning with DNNs has been very successful in approximating probability distributions of high dimensional data, including images, from a set of samples. One such approach, of particular interest to the method proposed here, is the variational auto encoder (VAE) algorithm [33], [34]. Using VAEs, it is possible to approximate the distribution of MR image patches and likelihood of a previously unseen image. Furthermore, the approximate likelihood function is a network and therefore differentiable. These two aspects allow using a VAE as a prior model that can approximate distributions of large image patches, e.g. patches of 28x28 pixels, for iterative reconstruction.

We propose a novel probabilistic reconstruction method that uses priors learned via VAEs, which we term as Deep Density Prior (DDP) based reconstruction. We formulate a Bayesian model of the imaging process, including the prior and a data consistency term that embeds the encoding operation, and express DDP as the Maximum-A-Posteriori (MAP) estimation. Compared to non-DL based methods, the main difference of DDP is the powerful prior that can capture distribution of large image patches. Compared to DL approaches, the fundamental differences of DDP are: (i) the explicit prior, which is trained to capture the structure of the fully sampled images as opposed to the implicit prior in feed-forward networks that is learned to reduce artifacts seen during training; and (ii) the decoupling of the prior from the data consistency term. The latter difference leads to two theoretical advantages: (i) while previously proposed DL-based approaches required paired datasets for training, including undersampled and corresponding fully sampled images, DPP does not; and (ii) decoupling prior and data consistency terms eliminates possible sensitivities in accuracy to deviations in acquisition specifications between undersampled images used for training and encountered during test time, such as sampling parameters, coil settings and k-space trajectories, which for instance has been demonstrated to be the case in [21].

In the rest of article, we first present the method and then show reconstruction results and comparisons with conventional approaches as well as recent DNN based methods.

II. METHODS

In the first two parts of this section, we provide a brief background on Bayesian formulation of the MR reconstruction problem and the VAE algorithm. We present our main technical contribution, learning a prior for MR patches and integrating it in the reconstruction problem, starting from Section II-C.

A. Bayesian formulation of the MR reconstruction problem

An MR image is denoted as \( m \in \mathbb{C}^N \), where \( N \) is the number of pixels\(^4\). An imaging operation is given by an undersampling encoding operation \( E = UFS \), where \( S : \mathbb{C}^N \to \mathbb{C}^{N \times \gamma} \) is a sensitivity encoding operator. \( \gamma \) is the number of coils, \( F : \mathbb{C}^{N \times \gamma} \to \mathbb{C}^{N \times \gamma} \) is the Fourier operator and \( U : \mathbb{C}^{N \times \gamma} \to \mathbb{C}^{M \times \gamma} \) is an undersampling operator, with \( M < N \). Let us also define \( x \in \mathbb{C}^P \) as an image patch of \( P \) pixels extracted from \( m \).

Assuming complex-valued, zero-mean, normal distributed and uncorrelated additive noise, denoted as \( \eta \), the acquired data \( y \in \mathbb{C}^{M \times \gamma} \) can be modelled as \( y = Em + \eta \). Under this noise model the data likelihood becomes

\[
p(y|m) = \mathcal{N}(y|Em, \sigma_\eta) = \frac{1}{(2\pi\sigma_\eta^2)^M/2}e^{-\frac{1}{2\sigma_\eta^2}(Em-y)^H(Em-y)},
\]

where \( H \) denotes the Hermitian transpose and \( \sigma_\eta \) is the standard deviation of the noise. In reality, the noise might have some correlation especially in multi-coil acquisitions, which can be corrected by prewhitening. Here, in order to keep things simple, we neglect the noise correlation. In reconstruction, the quantity of interest is the posterior distribution \( p(m|y) \), i.e. the probability of the image being \( m \) given the k-space measurements. A common approach to model the reconstruction problem is to use the MAP estimation

\[
\text{arg max}_m p(m|y) = \text{arg max}_m [p(y|m)p(m)],
\]

where we used the Bayes’ theorem and dropped the term \( p(y) \) since it does not depend on \( m \). \( p(m) \) is called the prior term and represents the information one has about the fully sampled image before the data acquisition. Taking the log of both sides yields

\[
\text{arg max}_m \log p(m|y) = \text{arg max}_m [\log p(y|m) + \log p(m)]
= \text{arg max}_m \left[ -\frac{1}{2\sigma_\eta^2}\|Em - y\|^2_2 + \log p(m) \right].
\]

Taking the maximum (or equivalently taking the minimum of the negative of the expression), defining the constant \( \lambda \triangleq 2\sigma_\eta^2 \) and multiplying both terms with it recovers the conventional formulation of a reconstruction problem with a data consistency and a regularization term that is weighted by the trade-off parameter \( \lambda \)

\[
\hat{m} = \text{arg min}_m [\|Em - y\|^2_2 - \lambda \log p(m)].
\]

In this work, we propose to estimate the prior term from examples of fully sampled images and approximate \( -\log p(|x|) \), i.e. the negative log prior of magnitude of image patches, with a neural network model. We train a VAE on patches extracted from fully sampled MR images to capture the distribution and

\[^4\text{In this work we focus on 2D imaging, however, the same techniques can be applied to 3D imaging and this extension will be a part of future work.}\]
use this prior for reconstruction. This allows us to utilize the prior independent of the sampling operation in contrast to the feed-forward mapping approach.

B. Learning the data distribution with VAEs

VAE is an unsupervised learning algorithm proposed to approximate high-dimensional data distributions [33], [34]. We introduce VAEs very briefly [35] and refer the reader to [33] for further details. VAE is a generic algorithm that can be applied to any signal but we focus on the magnitude image patches in our description.

The main goal of the VAE algorithm is to approximate the data distribution using a latent variable model and optimize its parameters for a given set of examples using variational inapproximation. The model is given as

$$p(x) = \int_{z} p(x, z) dz = \int_{z} p(x|z)q(z) dz,$$  \hspace{1cm} (5)

where $z \in \mathbb{R}^L$ denotes the latent variable, $p(z)$ the prior over the $z$'s and $L << P$. A known distribution is assumed for $p(z)$, e.g. unit Gaussian, and a parameterized $p(x|z)$ is optimized to maximize $\log p(x)$ of observed samples. This modeling strategy is also taken in other probabilistic latent variable models, such as probabilistic principal component analysis [35]. The VAE model parameterizes $p(x|z)$ as a neural network whose set of parameters we denote with $\varphi$. To optimize $\log p(x)$ for the given samples, the integral over $z$ needs to be evaluated and this is not feasible even for moderate $L$. Variational approximation uses an approximate distribution for the posterior $q(z|x) \approx p(z|x)$ to address this problem. Using $q(z|x)$, $\log p(x)$ can be decomposed into two terms [35]

$$\log p(x) = \mathbb{E}_{q(z|x)} \left[ \log \frac{p(x, z)}{q(z|x)} \right] + D_{KL}[q(z|x)||p(z|x)].$$

The first term is referred to as the evidence lower bound (ELBO) and the second term is the Kullback-Leibler divergence (KLD) between the approximate and true posteriors. The KLD term is intractable because the true posterior $p(z|x)$ is intractable. It is, however, always larger than or equal to zero, which makes ELBO a lower bound for $\log p(x)$. The strategy of VAE is to maximize the ELBO as a proxy to $\log p(x)$.

Similar to $p(x|z)$, the VAE algorithm models $q(z|x)$ as a separate neural network with parameters $\theta$ and during training optimizes both $\theta$ and $\varphi$ to maximize the ELBO of the training samples. Rewriting the ELBO with $p(x|z)$, $p(z)$ and $q(z|x)$, the optimization for training can be written as

$$\max_{\theta, \varphi} \sum_{n=1}^{N} \text{ELBO}(x^n) = \max_{\theta, \varphi} \sum_{n=1}^{N} \mathbb{E}_{q_{\theta}(x^n)} [\log p_{\varphi}(x^n|z)] - D_{KL}[q_{\theta}(z|x^n)||p(z)],$$  \hspace{1cm} (7)

where $x^n$ is the $n^{th}$ training sample and we added the network parameters as subscript at the corresponding terms to indicate the dependence. Notice that the KLD term in Equation [7] is distinct from the one in Equation [6] it includes $p(z)$ instead of $p(z|x)$, which makes it tractable.

The networks $q_{\theta}(z|x)$ and $p_{\varphi}(z|x)$ are typically called the encoder and the decoder, respectively. The former takes a data sample $x$ and encodes it into a posterior distribution in the latent space with network parameters $\theta$. If the posterior distribution $p_{\varphi}(z|x)$ is modelled as a Gaussian, then the encoder outputs a mean and a covariance matrix for $z$ depending on $x$. The decoder network on the other hand, takes a latent vector $z$ and maps it to a conditional distribution of the data given $z$. During training, $z$ vectors are sampled from $q_{\theta}(z|x)$ to evaluate the expectations in 7. In this work, we use the original VAE design [33] except for the data likelihood, for which we use a multi-modal Gaussian $p_{\varphi}(z|x) = N(\mu_{\varphi}(z), \Sigma_{\varphi}(z))$ with a diagonal covariance matrix, similar to [36]. We note that the Gaussian distribution here is different from the data likelihood given in Equation 1. The Gaussian in Equation 1 models the complex valued observation noise whereas the one here models conditional distribution of $|x|$ given $z$ in the essence of compound probability distributions. We provide further network design details in the supplementary materials.

C. Deep density prior (DDP) reconstruction model

Once the VAE model is trained we can integrate the prior within a Bayesian formulation of the reconstruction problem as given in Equation 1. We make two key observations to achieve this. First, given by the theory, the ELBO($x$) can be used as a proxy to the true distribution $\log p(x)$. So, an approximate log likelihood of a magnitude image patch $|x|$ can be obtained by evaluating ELBO($|x|$)

$$\text{ELBO}(|x|) = \mathbb{E}_{q_{\theta}(z|x)} \left[ \log p_{\varphi}(|x||z) + \log \frac{p(z)}{q_{\theta}(z|x)} \right],$$  \hspace{1cm} (8)

where $\theta^*$ and $\varphi^*$ are the optimal VAE parameters learned during training. The approximate log-likelihood allows us to formulate the proposed reconstruction model as the following MAP estimation problem

$$\arg \min_{m} \left[ \|m - y\|^2 - \sum_{x \in \Omega(m)} \text{ELBO}(|x|) \right],$$  \hspace{1cm} (9)

where $\Omega(m)$ denotes a set of (overlapping) patches covering the image $m$ and $|x|$ is the magnitude of the $r^{th}$ image patch. Note that this approach assumes independence between different patches, ignoring statistical dependencies between them. It would be possible to extend the model to achieve this, which is left for future work.

Since an exact computation of the ELBO term requires evaluating the expectation with respect to $q(z|x)$, which is computationally not feasible, we use a Monte Carlo sampling approach to calculate the ELBO as follows

$$\text{ELBO}(|x|) \approx \frac{1}{J} \sum_{j=1}^{J} \log p(|x| | z^j) + \log \frac{p(z^j)}{q_{\theta}(z^j | |x|)},$$  \hspace{1cm} (10)

Here $J$ represents the number of Monte-Carlo samples.
Plugging the ELBO approximation into Equation 9, we obtain the formulation of the proposed DDP reconstruction problem

\[
\arg\min_{m} \|Em - y\|_2^2 - \sum_{x_i \in \Omega(m)} \left[ \frac{1}{J} \sum_{j=1}^{J} \log p(x_i | \{z^j\}) + \log \frac{p(z^j)}{q(z^j | x_i)} \right],
\]

where \( z^j \sim q(z|\{x_i\}) \), the first term is the usual data term and the second term within the summation is the regularization term that arises from the learned prior.

Our second key observation is that the approximation in Equation 10 is differentiable since each term is defined through networks that are themselves differentiable. This is the critical aspect that allows integrating the trained VAE as a prior into the reconstruction method. We compute the total derivative of the prior term with respect to each image patch as follows

\[
\mathcal{R}(\{x_i\}, \{z^j\}) \triangleq \log p(\{x_i\} | \{z^j\}) + \log \frac{p(z^j)}{q(z^j | \{x_i\})}
\]

\[
d\mathcal{R}(\{x_i\}, \{z^j\}) = \left[ \frac{1}{J} \sum_{j=1}^{J} \mathcal{R}(\{x_i\}, z^j) \right] = \frac{1}{J} \sum_{j=1}^{J} \frac{d}{dx} \mathcal{R}(\{x_i\}, z^j)
\]

\[
= x | \left[ \frac{1}{J} \sum_{j=1}^{J} \frac{\partial}{\partial x} \mathcal{R}(\{x_i\}, z^j) + \frac{\partial}{\partial z^j} \mathcal{R}(\{x_i\}, z^j) \frac{dz^j}{dz^j} \right].
\]

Algorithm 1 Deep density prior (DDP) reconstruction using POCs. See text for a more detailed explanation.

1: \( y \): undersampled k-space data
2: \( E \): undersampling encoding operator
3: VAE: the trained VAE
4: procedure DDPRECON(\( y, E, \text{VAE} \))
5: \( m^0 \leftarrow EHy \quad \triangleright\text{initialize with the zero-filled image} \)
6: for \( t = 0 : T - 1 \) do \( \triangleright\text{main loop: POCs iterations} \)
7: \( m^{t,0} \leftarrow m^t \)
8: for \( k = 0 : K - 1 \) do \( \triangleright\text{inner loop: iterations for the prior projection} \)
9: \( \{x_r^{k,\ell}\} \leftarrow \text{image2patches}(m^{t,\ell}) \quad \triangleright\text{creates a set of patches covering the image} \)
10: for \( r = 1 : \text{no of patches} \) do \( \triangleright\text{loop over all patches in} \{x_r^{k,\ell}\} \)
11: \( g_r \leftarrow \frac{d}{dx} \left[ \frac{1}{J} \sum_{j=1}^{J} \mathcal{R}(\{x_i\}, \{z^j\}) | x = x_r^{k,\ell} \right] \quad \triangleright\text{calculate the derivative acc. to Eq. 12} \)
12: end for
13: \( g \leftarrow \text{patches2image}(\{g_r\}) \quad \triangleright\text{P_recon,} \quad m^t \)
14: \( m^{t,k+1} \leftarrow m^{t,k} + \alpha \cdot g \quad \triangleright\text{P_recon,} \quad m^t \)
15: \( m^{t,k+1} \leftarrow \text{P_recon}(m^{t,k+1}) \quad \text{(optional)} \)
16: end for
17: \( m^{t+1} \leftarrow m^{t,K} - EH(Em^{t,K} - y) \quad \triangleright\text{PD}_{DC} \quad m^t \)
18: end for
19: return \( m^T \quad \triangleright\text{Resulting reconstruction} \)
20: end procedure

D. Optimization using projection onto convex sets

We solve the DDP optimization problem given in Equation 11 using the projection onto convex sets (POCS) algorithm [37], specifically using the formulation in [38]. POCS is an iterative minimization process, where the solution variable is projected sequentially onto different convex sets, each defined by one of the constraints in the problem.

The projection for the data consistency term is implemented using the method proposed in [37], which is \( \mathcal{P}_{DC} \) m = m - \( EH(Em - y) \). When there are multiple coils, this projection implements SENSE reconstruction [38]. Since we do not have a projection operator for the prior term, we approximate it by several gradient ascent steps with a small step size \( \alpha \) as in [38]. We use the final image at the end of the ascent steps as the projected image patch. We define the prior projection with the following steps: i) create a set of patches \( \{x_r^{k}\} = \Omega(m^t) \) from the image \( m^t \) at iteration \( t \), ii) obtain the derivatives for each of these patches using Equation 12, which have the same size as the patches themselves, iii) combine the derivatives of the patches to form a derivative image by averaging the values where the patches overlap, iv) update the image using the derivative image, v) repeat this \( T \) times. Notice that the set defined by the prior projection is not necessarily convex in \( \{x\} \), however we have not encountered any problems in convergence during our experiments. To reduce edge effects resulting from patchwise projections, we use four sets of overlapping patches.

With the data consistency and prior projections defined as above, one step of reconstruction within the POCs framework becomes

\[
m^{t+1} = \mathcal{P}_{DC} \mathcal{P}_{prior} m^t.
\]

The prior term in the DDP method does not explicitly provide information on the phase, therefore, reconstruction of the phase is driven by the data consistency projection in the update equation above. For acquisition with multiple coils, the reconstruction method recovers the phase without any modification. For single coil acquisitions, to account for the less amount of information we use an additional projection \( \mathcal{P}_{phase} \) in the update equation. A reconstruction iteration is then given as \( m^{t+1} = \mathcal{P}_{DC} \mathcal{P}_{phase} \mathcal{P}_{prior} m^t \).

We use the final image as the reconstructed image. Algorithm 1 provides a summary of the reconstruction procedure.

\footnote{For optimal signal-to-noise ratio, one needs to account for the noise covariance as well, which we ignore in this work for simplicity.}
E. Experimental setup  

1) MR image data: We used structural images from three different data sources to demonstrate the proposed algorithm. First, we used images from the Human Connectome Project (HCP) data set [41] (see https://www.humanconnectome.org/study/hcp-young-adult/document/500-subjects-data-release). The high quality and large number of images from the HCP dataset are ideal for learning priors with the VAE model. We took 2D slices from the T1 weighted 3D MPRAGE images from 158 subjects (790 images in total) to train the prior VAE model. We normalized the training images by mapping their 99th intensity percentile before reconstruction with DDP. Notice that this may not be the same value as the 99th percentile of the fully sampled images, which would not be available in a real setting for test images.

Second, to verify that the proposed reconstruction method can be used on a domain that is different from the one the prior is trained on, we experimented with two slices from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) data set (for up-to-date information, see www.adni-info.org). The images were selected from subjects with Alzheimer’s disease and who have visible white matter lesions. Images with lesions allowed us to also test whether the proposed method will be able to faithfully reconstruct such lesions. We extracted the central slices that showed the largest lesions from these images and further cropped the FOV to 168x224 to remove the empty regions in the images to accelerate computations.

Lastly, we acquired images of 8 healthy volunteers after written informed consent and according to the applicable ethics approval, using a similar protocol to the HCP and ADNI datasets with a 3T Philips Ingenia scanner. The FOV was planned according to the volunteer and a head coil array with 16 elements for receiving was used. We acquired fully sampled complex k-space data for retrospective undersampling study, measuring the coil sensitivities using the standard Philips SENSE reference scan (for only 6 volunteers, due to technical issues) and also estimating them using ESPRiT [42] (Code: http://people.eecs.berkeley.edu/~mlustig/Software.html) with default parameters to obtain the autocalibrated coil maps.

2) Setup and evaluation: We used images from 17 HCP subjects (separate from training subjects), the ADNI images and the acquired data from 8 subjects in our evaluation. We retrospectively undersampled the test images in k-space, reconstructed them back and compared the results with the original images. For the acquired data, the fully sampled k-space data was present while for HCP and ADNI images, we used Fourier transform to compute the fully sampled k-space data. We experimented with varying undersampling (US) ratios, which we denote with R when presenting results.

We used Cartesian US in one dimension while fully sampling in the other dimension, corresponding to phase-encoding and readout directions, respectively. We present an example of US patterns in Figure 1. We generated the patterns by randomly sampling a 1D Gaussian distribution along the phase-encoding dimension. We randomly drew many sampling patterns from the Gaussian distribution and selected the ones with the best peak-to-side ratio. In addition, we added the central 15 profiles to these selected patterns to fully sample the low-frequency components. We used 2, 3, 4 and 5 for net US ratios (including the fully sampled center). In addition, we used 4-fold radial US with non-uniform fast Fourier transform (NUFFT) [43]. We used the implementation given in [44] with a conjugate gradient solver. For reconstruction in this case, we only changed the fast Fourier transform (FFT) to NUFFT in the data consistency term and did not modify the prior projection.

At reconstruction time the undersampled images need to be in the intensity range for which the DDP prior is trained. To meet this requirement, we normalized the undersampled images to their 99th percentile before reconstruction with DDP. Notice that this may not be the same value as the 99th percentile of the fully sampled images, which would not be available in a real setting for test images.

We compared the reconstruction with the fully sampled “ground truth” images using Root-Mean-Squared-Error (RMSE), Contrast-to-Noise-Ratio (CNR) and Contrast difference (CN) computed at the gray and white matter boundary in the brain. We use the FreeSurfer [46] to obtain the segmentations required for CNR and CN. Details are given in the Supplementary materials. We present these results in Section 11.

Additionally, we performed three experiments to test sensitivity of ADMM-Net to deviations in acquisition specifications between undersampled images used in training and test. Experiments in [21] provide evidence to this end for basic feed-forward networks. Authors showed that when k-space trajectories between training and test images differ, the feed-forward network’s performance decreased. ADMM-Net is notably different than a basic feed-forward network as it integrates explicit data consistency in the feed-forward architecture. In these experiments we test the null hypothesis that using a different US pattern in reconstruction than in training does not result in a decrease in the performance in the RMSE sense. When measuring RMSE, we used a mask to only measure the reconstruction errors in the brain tissue and skull ignoring artifacts in the background. In each experiment, we trained two networks using different US patterns and applied them on the same test images. In Experiment I, we used R=2 and R=4 for training and tested on R=2. In Experiment II, we used the same networks as in I but tested on R=4. Lastly, we trained networks with R=3 Cartesian and R=3 pseudo-radial patterns and tested on R=3 Cartesian. We used the 17
Fig. 1: Reconstruction results for R=3. (a) shows the fully sampled image (FS) and the undersampling pattern (USP). (b-g) show reconstruction results and the error maps (intensities clipped to (-0.3, 0.3)) for the full FOV. (h-k) show the results for the cropped FOV. (l-v) show a zoomed region from the images above. (b-g) are produced with the undersampling pattern that was used to train the ADMM-Net for comparability. In (h-k), we also used the same pattern for undersampling for all methods for comparability.

We start by showing visual reconstruction results. Figure 1 shows results for one of the test images from the HCP data for R=3. The sampling pattern is also shown in the figure. Visual quality of reconstructions for different methods varied. TV and PBDW reconstructions had problems in restoring the structure and texture. Respective reconstructed images in Figure 1 appear cartoon-like and error images show higher error in regions where gray (GM) and white matter (WM) structures are intertwined. SIDWT did not complete dealiasing and ADMM-Net did not reconstruct the small GM island in the zoomed image. DDP, DLMRI and FDLCP perform well. We show four more randomly selected images from the test set in supplementary Figures S6 and S7 for R=2,3 as well as reconstruction results for R=2,4,5 in supplementary Figures S8, S9 and S10.

We present the quantitative results for reconstruction accuracy in Table I. We show results for full FOV and cropped images separately as the numbers are not comparable. In terms of RMSE, our DDP method performed best for the full FOV reconstructions (except for R=2, where BM3D-MRI performed better) and second best against FDLCP for the cropped FOV setting. In terms of CNR, the proposed method performed equally or better than all the other methods for both full and cropped FOVs.

In Figure 2, we show reconstruction results from retrospectively undersampled k-space data acquired within this study. First example is reconstruction of 2-fold Cartesian undersampling and the second is of 4-fold radial undersampling using NUFFT in the encoding operation. Our DDP method can reconstruct the original magnitude and phase fairly well, though the magnitude image was smoother than the fully sampled magnitude image in both cases. Quantitatively, the mean (std) RMSE for the Cartesian case for all subjects was 6.97% (0.37) using ESPiRiT coil maps (N=8) and 6.92% (0.58) using measured coil maps (N=6) for R=2. Mean (std) value for R=3 was 10.35% (1.53) with ESPiRiT coil maps and 9.93% (1.82) with measured sensitivities. These values were higher than those for HCP data. In order to see the portion of the increase in RMSE due to the inaccuracies in the encoding operator and phase, we also reconstructed the images by setting the phase of the fully sampled image to zero before undersampling and expanding the image by known coil maps. In this case the mean RMSE reduced to 5.76% (0.56) (R=2, N=8). Furthermore, we also reconstructed the images using only data consistency projections, corresponding to SENSE reconstruction, to see the added value of the DDP projections. In this case the mean RMSE was 7.95% and 11.42% for (R=2,3, respectively, N=8, ESPiRiT maps). We present more information on this point in the supplementary materials.

In Figure 3, we show DDP reconstructions for the ADNI images for R=2. We used the VAE model that was trained on the HCP dataset, which had only healthy subjects, to reconstruct the images here. The reconstructed images recover GM and WM structures and edges faithfully. The WM lesions were also well reconstructed. The error maps do not indicate a specific increase in the lesion regions.
TABLE I: Table summarizing results for different reconstruction quality metrics. Numbers indicate the mean (and standard deviation) of the error metric for N=17 test images. Top group are the results for experiments with full FOV images and bottom group are for cropped FOV images.

| R=2 | R=3 | R=4 | R=5 |
|-----|-----|-----|-----|
| **FS** | **ZF** | **DDP** | **Error** |
| CNR | RMSE | CNR | RMSE | CNR | RMSE | CNR | RMSE | CNR | RMSE |
| 13.03(1.13) | 4.49(0.98) | 3.55(0.40) | 2.63(0.35) | 2.76(0.53) | 3.24(0.38) | 3.87(0.47) | 2.68(0.38) |
| 0.48(0.10) | 0.12(0.02) | 0.12(0.02) | 0.12(0.02) | 0.12(0.02) | 0.12(0.02) | 0.12(0.02) | 0.12(0.02) |
| 0.45(0.10) | 0.48(0.11) | 0.40(0.10) | 0.48(0.10) | 0.46(0.11) | 0.48(0.11) |
| 0.12(0.02) | 0.12(0.02) | 0.12(0.02) | 0.12(0.02) |

TABLE II: Reconstruction results for ADMM-Net, when using different US patterns at training and test times. Statistics were derived from N=17. R\text{train} and R\text{test} denote the US factor (pattern) used in training and testing. If not stated, a Cartesian pattern (cart) was used and "rad" denotes pseudo-radial pattern. RMSE diff. refers to the \(n^{th}\) percentile or median value of the distribution of pairwise RMSE differences. p-values are calculated with paired Wilcoxon signed-rank test. Last row presents the DDP RMSE values for comparison purposes. These RMSE values were calculated with disregarding the artifacts in the background using a brain mask.

| Experiment | R\text{train} | R\text{US} | RMSE mean | RMSE std | RMSE diff. 25% | RMSE diff. median | RMSE diff. 75% | p-value | RMSE DDP mean (std) |
|------------|---------------|-------------|-----------|----------|-----------------|-----------------|-----------------|---------|------------------|
| I          | 2, 4          | 2           | 3.17      | 0.39     | 0.82            | 0.36            | -               | 0.25    | 2.47 (0.44)      |
| II         | 4, 2          | 4           | 4.11      | 0.44     | 0.09            | 0.15            | 0.14(0.02)      | 0.0002  | 6.08 (1.45)      |
| III        | 3, cart       | 3 cart      | 10.55     | 0.68     | 0.66            | 0.49            | 0.51(0.36)      | 0.0002  | 3.93 (0.36)      |

IV. DISCUSSION

The reconstruction examples in Figure I and the quantitative results in Table I show that the proposed deep density prior reconstruction method produced highly accurate reconstructions both in terms of RMSE and CNR compared to the other methods. While BM3D-MRI and FDLCP could achieve slightly lower RMSE’s, they both decreased CNR further than DDP, indicating that both methods sacrificed contrast to reduce RMSE, generating blurrier images. Leveraging the powerful prior over image patches, DDP was able to restore structures in the image faithfully while removing aliasing artifacts. Comparing methods that use explicit priors, DDP’s sensitivity to deviations in acquisition specifications between training and test images of ADMM-Net in Table I. All the differences were statistically significant at the 0.05 level according to the paired test, performance of the method decreased significantly when the training and test patterns/ratios differed. Performance differences in the Experiment I were particularly high.
Fig. 3: DDP reconstruction results for two images with white matter lesions due to Alzheimer’s disease from the ADNI data set for R=2. Images show the original (FS), zero-filling (ZF), reconstructed (DDP) and the error maps from left to right. Lesions are clearly visible in the reconstructed images as well. Error map values are clipped to (-0.3, 0.3). Arrows denote lesions.

performance demonstrate the huge potential in DL-based priors for MRI reconstruction. Compared to ADMM-Net, DDP’s higher accuracy show that it is a highly attractive alternative to feed-forward network approaches.

Experiments with images from the ADNI dataset and acquired k-space data showed further properties of DDP and also prompted some key questions for further research. Results in Figure 2 show that the DDP method yielded high quality reconstructions for both the magnitude and phase images, though with higher mean RMSE values than those in the HCP test images. The fact that the RMSE decreased when the correct coil sensitivities and phase were used, suggest that some part of the error is due to the discrepancies between real and measured coil sensitivities. Hence, increasing accuracy of the coil maps would potentially decrease the error rate. Similarly, the method currently uses theoretical or no prior for the phase but it would benefit from better priors for this component as well.

The ADNI reconstruction results are encouraging in two respects. First, they show that the learned model does not blur out the lesions during the prior projection, which could have been expected since the training images did not contain any examples of lesions. We believe the lesions could be reconstructed because they are structurally not very different from healthy brain structures. In addition, the data consistency term makes sure the sampled information regarding the lesions is kept in the final image. However, the proposed method, similar to other reconstruction methods, requires further investigation as to where its limits lie, such as with bigger, brighter lesions. We believe for an optimal treatment of lesions, the training data set should include such images to provide the prior the capability to represent them.

Second, the proposed method performed reasonably well despite the domain difference between the training and test sets. Although the two data sets were acquired at the same field strength, they still differed in some acquisition protocol and imaging parameters. Their FOV and voxel resolution are different, and HCP was acquired with fat suppression while ADNI was not, which affects the image contrast. Our method is invariant to changes in FOV but not in scale. The lack of fat suppression also makes the dealiasing more challenging in the ADNI images since artifacts become more prominent. This results in very faint artifacts in the ventricles in the reconstructed images. Despite these differences, the quality of the reconstruction results indicate that the learned prior model could generalize to slightly different scales and similar but not identical imaging protocols. However, these experiments raised two key questions and exciting research directions regarding the sensitivity of the proposed method.

Even though the proposed method is not sensitive to variations in undersampling patterns or coil settings, when contrast or resolution of the acquired images differ substantially from training images used to learn the prior, we believe reconstruction quality will decrease. There are two interesting directions to remedy this issue. First is to use a different prior for different contrast and resolutions. Second is to further improve the reconstruction quality using appropriate domain adaptation methods. Integrating invariance to domain differences in the prior and even building a joint prior for multiple contrasts are interesting research directions. Similar sensitivity issues can also be expected when the underlying anatomy differs between the acquired image and the prior. In this scenario, the safest approach would be to train a prior for each anatomy but building a prior that is capable of representing multiple anatomies is also an interesting direction. We also note that it is possible that all learning based methods suffer from the mentioned sensitivities.

An underlying assumption of our model is the unit Gaussian prior for the latent space, for which different extensions such as Gaussian mixtures or graphical models were investigated in [48], [49], which could in principle improve the representation capacity of the prior. Similarly, different density estimation methods are investigated, for instance using generative adversarial networks (GAN) [50], [51]. In [52], the authors proposed to use the discriminator of a GAN to superresolve images. The authors in [53] explain the drawbacks of this approach and similar to [54] suggest projecting images onto the span of the generator. A similar approach is given in [55]. The advantage of using VAEs is the simplicity of the inverse mapping. Determining the latent space representation of a given image is much more straightforward with VAEs, not requiring a separate optimization as GANs.

Another alternative approach to the VAE would be to use denoising autoencoders (DAE) [56]. Even though these might offer faster algorithms, the advantages of VAEs compared to DAEs are i) a more principled way of approximating the target distribution and ii) ease and rigor in approximating the likelihood of an image patch due to the variational inference mechanism that underlies VAEs.
One limitation of our method is the requirement of training in contrast to methods using fixed bases for regularization. Training of the prior relies on the availability of high quality data. Such data is available for commonly used sequences, such as structural T1w and T2w MRI. For other sequences, such as functional or diffusion MRI, construction of appropriate training set is of interest for future research.

Experiments with different configurations, which are presented in the supplementary materials, showed that the DDP reconstruction is not sensitive to patch size and latent space dimensions for a reasonable range. Furthermore, reconstruction quality is higher when patches larger than 12x12 are used. In addition, as expected, the performance degrades with decreasing SNR, however, with a low rate indicating robustness of the method to noise. This means the method is likely to perform fairly well in the regions with higher g-factor that have lower SNR due to parallel imaging.

In our current implementation a single evaluation of the derivative through the network takes around 9 seconds for 360 28x28 patches (0.6 seconds per batch of 25 patches in parallel). The total run time is given by this multiplied by number of iterations and all the other operations including mainly the phase projection, data projection and application of the derivatives for these operations. This time can be reduced by optimizing the code, increasing the parallelization and changing the network to work with images directly rather than patches. Furthermore, we demonstrate our method on 2D slices with a single phase encoding/undersampling direction as a proof of concept. However the method can be extended to a 3D setting, either by doing slice-by-slice reconstruction with a VAE trained on the whole brain or by training a VAE with 3D patches.

Results presented in Table I demonstrate that ADMM Net model is also sensitive to deviations in undersampling patterns used in training and test images, similar to the method proposed in [21]. Other feed-forward networks may also show similar sensitivities however, to the best of our knowledge, such an analysis is rarely performed. In contrast, we emphasize that the proposed method, due to decoupling of the prior and the data consistency term, does not share the same sensitivity. It learns the prior distribution on fully-sampled images and can be used to reconstruct any sampling scheme faithful to the measured data without the need of retraining as long as the images are from the same domain.

V. CONCLUSION

In this paper we proposed a novel method termed DDP for MR reconstruction from undersampled k-space acquisitions. The method uses the VAE algorithm to learn the distribution of MR patches from fully sampled images, removing the sensitivity of the model to the sampling pattern. The model then uses this learned distribution as a probabilistic prior in a Bayesian reconstruction framework. We have shown that the reconstruction with the DDP approach yielded promising results for HCP and ADNI data sets as well as multi-channel k-space measurements in terms of visual quality and quantitative measures.
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VI. SUPPLEMENTARY MATERIALS TO MR IMAGE RECONSTRUCTION USING DEEP DENSITY PRIORS

In this accompanying document, we provide supplementary details and results to support the main document.

A. Details on VAE network architecture and training

Both \( p_{\phi}(x|z) \) and \( q_{\theta}(z|x) \) networks are depicted in Figure S1. For the encoding network, the input is an image patch and the output is the mean and the covariance of the corresponding posterior. The decoding network takes a vector \( z \) as input and outputs the mean and the covariance of the corresponding likelihood for the patch. Both networks are mostly convolutional with single fully connected layers. All convolutional layers for both networks use 3x3 kernels and all layers also have additive bias terms throughout the network. We use rectified linear units (ReLU) as the non-linear activation function.

![Fig. S1: Architecture of the encoding (top) and decoding (bottom) networks of our VAE. Arrows indicated with C# are convolutional layers followed by ReLU non-linear activation except C4 of decoding network, which is not followed by non-linear activation. Arrows indicated by FC are fully connected layers. FC of the decoding network is followed by a ReLU activation but not of the encoding network.](image)

To avoid numerical stability issues we use the log of the variance values throughout the network. We initialize the network weights with a truncated normal initializer with standard deviation 0.05. We use Adam [57] for optimization (learning rate of 5e-4, default momentum values in Tensorflow).

As the base model, we used patches of size 28x28 and a 60 dimensional latent space. However, we also experimented with different patch size and latent dimensions.

B. Details on acquisition parameters of used images

Images from HCP and ADNI dataset were publicly available. Here, we summarize the acquisition parameters detailed in the respective websites for completeness.

C. Implementation details of the methods used for comparisons

As the baseline, we evaluated zero-filling (ZF) reconstructions. This baseline represents a lower-bound of the reconstruction accuracy. The first method we used is the total variation (TV) reconstruction as described in [3]. We used the BART toolbox implementation that is publicly available [59], specifically the "pics" tool with TV regularization (regularization strength 0.075) and the ADMM parameter \( p \) as 1. We used 20 conjugate gradient steps and 4500 total iterations ("bart pics -R T:3:0:0.0075 -u1 -C20 -i4500"). The parameters above are chosen by a grid search for the best parameter setting in the RMSE sense.

As the second method, we used reconstruction using dictionary learning (DLMRI) as proposed in [11]. We used 200 iterations, a patch size of 36 voxels and 36 dictionary atoms. Furthermore, we set number of signals used for training to 7200 and the overlap stride to 2. K-SVD learning was used with both sparsity and error threshold. The sparsity level was set to 7. The error threshold was set to 0.046 for the first four iterations, then to 0.0322 for the rest of the iterations. We used 15 K-SVD iterations. We chose the parameters as suggested by the authors in the code, but increased the number of iterations.

Third, we used the ADMM-Net [27] algorithm, a feed-forward neural network with data consistency term that unrolls ADMM iterations, designed for square images with radial

---

6Code available at [http://www.ifp.illinois.edu/~yoram/DLMRI- Lab/Documentation.html](http://www.ifp.illinois.edu/~yoram/DLMRI-Lab/Documentation.html)

7https://github.com/yangyan92/Deep-ADMM-Net
under-sampling. We modified the code to work with non-square images and Cartesian undersampling patterns. To train the model, we used the same 790 images that were used to train the VAE model. In order to correctly evaluate the method, we used the same undersampling pattern to train and test the method, except while performing sensitivity tests described in the main text. We normalized the image intensities in the same way as for DDP. We used 15 stages with 8 filters (filter size 3x3), and set padding as 1. We did not use weight decay during training. We set the maximum iteration number to 25 for the L-BFGS algorithm. It trained for maximum number of iterations for R=2 (45 hours), 13 iterations before convergence for R=3 (42 hours), 18 iterations before running out of time (120 hours) for R=4 and maximum number iterations for R=5 on a GPU (GeForce GTX TITAN X). The normalized mean squared errors were 0.078 and 0.035 for R=2, 0.11 and 0.071 for R=3, 0.15 and 0.11 for R=4, and 0.19 and 0.13 for R=5, before and after training, respectively, on the training set. For the radial undersampling patterns (R=3) used in the sensitivity tests, the network was trained for 36 hours before termination after 11 iterations. We took the parameter setting for which the best results were reported in the paper.

We also compared with SIDWT [9], FDLCP [12] and PBDW [10], which were reported to achieve highly accurate reconstructions. For these methods we had to crop the images to 256x256 and generate new undersampling patterns for this size since the authors’ implementations worked only with that size. We did not modify the code for these methods, as only the binaries were available, and took the parameters as set by the authors in the code. We ran our proposed method on these images as well.

Lastly, we compared to BM3D-MRI [13], a powerful reconstruction method that leverages redundancy in the images, and used the parameters as set by the author in the code.

D. Performance Metrics

Here we supply the formulae of the performance metrics used in the presented evaluation.

Normalized Root-Mean-Squared-Error (RMSE) is defined as:

$$\text{RMSE}(gt, rec) = 100 \cdot \sqrt{\frac{\sum_{i}^{N}(|gt_i|^2 - |rec_i|^2)^2}{\sum_{i}^{N}|gt_i|^2}}, \quad (14)$$

where $gt$ and $rec$ are the fully sampled and reconstructed images, $|.|$ denotes the magnitude operator. The subscript $i$ goes through all the $N$ voxels in the image. If a mask is used, then only the voxels in the masked region are used. The denominator provides the normalization factor.

Contrast-to-Noise Ratio (CNR) is given as:

$$\text{CNR}(rec) = \frac{|mean_{GM}(rec) - mean_{WM}(rec)|}{std_{GM}(rec) + std_{WM}(rec)}, \quad (15)$$

where $mean_{GM}$ and $mean_{WM}$ denote the mean values of the voxels in the gray matter and white matter, and $std_{xx}$ denotes the standard deviation in the respective tissue type. To compute these statistics, we use the whole GM but only the edge of the WM. In order to obtain white matter boundaries we applied binary erosion (with a square structuring element of size $7 \times 7$) to the white matter segmentations, as computed by FreeSurfer, and took the difference of the original and eroded segmentations. This gives us the voxels at the boundary of WM and GM but within WM.

Contrast-to-noise is similar, but without the division by the standard deviation:

$$\text{CNR}(rec) = |mean_{GM}(rec) - mean_{WM}(rec)|. \quad (16)$$

E. Complementary Results

Here we present some supplementary results to the ones presented in the main text.

Fig. S2: 16 image patches sampled from the prior learned by the VAE algorithm. Images on the left are the mean predictions and the images on the right are the corresponding variance maps. The patches are 28x28.

Firstly, we show patches sampled from the prior model trained for patch-size of 28x28 and latent dimension of 60 in Figure S2. These patches were generated by simply feeding 16 random $z$ vectors drawn from unit Gaussian to the decoder network. The decoder network outputs the mean images, i.e. $\mu_{\phi}(z)$, and the corresponding variance images, i.e. $\Sigma_{\phi}(z)$. We like to note that we have not cherry-picked these examples. The sampled mean patches, shown on the left, look realistic where gray matter (GM), white matter (WM) and gyri/sulci structures are clearly defined and properly positioned. These generated samples suggest that the VAE algorithm is able to approximate the underlying distribution of MR patches. The variance images on the right show that VAE places high variance in the cerebrospinal fluid (CSF) areas as well as boundaries between structures. We observe that isolated GM or CSF islands receive high variance.

The samples support our hypothesis that the VAE model can learn to approximate the distribution of MR patches. The variance maps show that the sulci-like generated structures filled with CSF have higher variance, which is in accordance with the works that quantified uncertainty in image synthesis [60].

Figure S3 demonstrates the convergence of RMSE and ELBO values during iterations of the POCs algorithm for
a random image from the test set for R=2. We observe the graceful decrease in RMSE and increase in ELBO, and convergence in both measures.

Figure S4 shows results for different configurations of the model. We vary the dimensions of the latent space and the patch size to see how sensitive the method is to these design parameters. We do the experiments for 5 test subjects at R=3. We observe that patch-size has a much larger impact than latent-dimension. Reconstruction accuracy values do not change substantially with changing latent-dimension. On the other hand, we observe decrease in reconstruction error with decreasing patch-size, especially going from 12 to 20. This suggests the value of building explicit priors for larger image patches. Figure S5 shows the decrease in performance with decreasing SNR in the undersampled image for 5 subjects for R=2 to 5. We calculate the RMSE between the noisy fully sampled image and the reconstruction. Increase in RMSE is observed, as expected, however, the rate of increase was slow for all the cases. Figure S6 shows examples of reconstructions with varying patch size and SNR for R=3, and latent dimension 60.

Figures S7 and S8 present more images selected randomly from the test set and their reconstructions for R=2 and 3, respectively. Figures S10 and S11 presents the same image used in the main text and its reconstructions for R=4 and 5, respectively.

Figure S9 shows the improvement achieved in RMSE by using DDP with SENSE in contrast to performing only SENSE reconstruction for one image acquired within this study. We implement the SENSE reconstruction by only doing data consistency steps as in [37]. Otherwise, we do the reconstruction as described in the main text, i.e. only data consistency projections for the first 10 iterations, then switch on the DDP projection. We show only 40 iterations. The drop in the RMSE value after iteration 10, i.e. right after the DDP projection is applied, shows the added value of doing the DDP projection. We also observe increase in RMSE for both reconstruction methods with increasing iterations. This increase is attributed to the discrepancy between the true and used coil sensitivities. Reconstructed images for this subject are given in Figure S13. We observe larger aliasing artifacts in only SENSE reconstruction.

In Figure S14 we show results for two slices from the inferior and superior regions of the brain, on which the prior model was not trained. Visual inspection shows that the superior slices are reconstructed fairly well, whereas the model struggles more in the inferior slices, especially in the cerebellum. The RMSE values for both anatomical areas together are 4.28% (0.68) and 6.90% (1.23) (N=17) for R=2 and 3, respectively. These values show an overall decrease in performance, as expected, when the prior is used for reconstructing slices from regions which are not represented in the training set. This decrease might also be partly due to the fact that the inferior slices generally contain more complex structures than central slices (e.g. the cerebellum). Furthermore, the RMSE values are higher for the inferior slices, supporting the visual observations: the mean (std) RMSE values for superior slices are 3.66% (0.44) and 5.43% (0.54) (N=6) in contrast to 4.44% (0.71) and 7.41% (1.06) (N=11) for inferior slices for R=2 and 3, respectively. This difference is highly likely due to the difference in the structural complexity between the regions.

In Figure S15 we show ADMM-Net reconstruction results for a slice in the setting where training and test undersampling schemes differ. The image pairs (f-g), (h-i) and (j-k) correspond to visual results for experiments I, II and III in Table II in the main text, respectively. We also show the zero-filled images to give an idea on the difficulty of the reconstruction problem.

Fig. S3: ELBO (red) and RMSE (blue) values between an original and reconstructed HCP image during DDP reconstruction from an undersampled image with R=2. Convergence is achieved approximately after 15 iterations for R=2. For higher R values, more iterations are necessary. The RMSE starts with a high value as the iterations are initialized with the zero-filled image. Notice that ELBO also increases stably.
Fig. S4: RMSE values for varying the latent space dimension (ld) and patch size (ps) (5 subjects, R=3). The method performs similarly for different configurations indicating robustness to parameter selection to some extend. Each color indicates a different subject. The dashed line is the mean value for all subjects.

Fig. S5: RMSE vs SNR of added noise (5 subjects). As expected increasing noise increases the error in reconstruction. Notice the net SNR of the images is around half of the added value, due to the base noise in the original images.

Fig. S6: Example reconstructions for varying SNR and patch size (PS).
Fig. S7: Reconstruction results from 4 different subjects with R=2. Rows show in top-down direction: the fully sampled images, zero-filling images, DDP, TV, DLMRI and ADMM-Net, BM3D-MR reconstructions for full FOV and reconstructions with the cropped FOV for DDP, SIDWT, FDLCP, PBDW.

Fig. S8: Similar display as in Figure S7 with R=3
Fig. S9: Similar display as in Figure 3 with R=2.

Fig. S10: Similar display as in Figure 3 with R=4.
Fig. S11: Similar display as in Figure 3 with R=5.

Fig. S12: RMSE values for using doing SENSE reconstruction (i.e. only data consistency projections) vs doing combined SENSE and DDP reconstruction. Notice the DDP projection is switched on after the 10th iteration. The drop right after the first DDP projection demonstrates the added value due to the DDP projection.

Fig. S13: Reconstruction results for a measured subject with using only SENSE and the combination of SENSE and DDP. Error maps are clipped to (-0.3,0.3)
Fig. S14: DDP reconstruction results (R=2 and 3) of two slices from anatomical areas, on which the prior was not trained. The left and right columns show slices from superior and inferior regions, respectively. Error maps are clipped to (-0.3,0.3).
Fig. S15: ADMM-Net reconstruction results with differing training and test undersampling patterns. The first row shows the fully sampled image and zero-filled images. R denotes the Cartesian undersampling ratio used for generating the zero-filled images. The second and third rows show the reconstruction results and the error maps, respectively. R_{tr} and R_{ts} stand for Cartesian undersampling factors for training and testing, respectively. "3R" denotes pseudo-radial undersampling pattern with factor 3. Error maps are clipped to (-0.3,0.3).