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SUMMARY Recently, local features computed using convolutional neural networks (CNNs) show good performance to image retrieval. The local convolutional features obtained by the CNNs (LC features) are designed to be translation invariant, however, they are inherently sensitive to rotation perturbations. This leads to miss-judgements in retrieval tasks. In this work, our objective is to enhance the robustness of LC features against image rotation. To do this, we conduct a thorough experimental evaluation of three candidate anti-rotation strategies (in-model data augmentation, in-model feature augmentation, and post-model feature augmentation), over two kinds of rotation attack (dataset attack and query attack). In the training procedure, we implement a data augmentation protocol and network augmentation method. In the test procedure, we develop a local transformed convolutional (LTC) feature extraction method, and evaluate it over different network configurations. We end up a series of good practices with steady quantitative supports, which lead to the best strategy for computing LC features with high rotation invariance in image retrieval.
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1. Introduction

In recent years, content-based image retrieval has received sustained attention in the computer vision community. Different with conventional object recognition tasks, which typically classify object categories with significant visual differences, the objective of image retrieval is to discriminate similar individual objects, such as different buildings. Robust image retrieval requires comprehensive image details to be captured in an invariant way. So, it is a challenging task.

In early works, low level hand-crafted visual features are mainly used to capture different aspects of images details, such as color [1]–[5], shape [6], texture [7], [8] and spatial layout [9], [10]. Recently, with the rapid popularization of convolutional neural networks (CNN) [11], [12], it has led to attempts that use pre-trained CNNs to produce the image features. Especially, local convolutional (LC) features, which are produced by the last convolutional layer in a CNN, have been studied in many works [13]–[15] and confirmed to be useful in image retrieval.

Although LC features have shown better performance on the image retrieval than hand-crafted local features, they still have some significant limitations such as lack of transformations invariance, especially for rotations. For example, as show in Fig. 1, the-state-of-the-art method called R-MAC [15] gives a good performance on the original Oxford5k dataset (the first row); however, when the database (the second row) or query (the third row) is attacked by rotation perturbations, the retrieval performance appears a huge decrease. This is because the LC features obtained by CNNs are designed to be translation invariant, but they are inherently sensitive to rotation transformation. This congenital shortage could lead to unimaginable miss-judgements in retrieval tasks, such as the results shown in Fig. 1. How to make the LC features become robust to rotation is an important issue.

From the viewpoint described above, this paper focuses on how to advance the rotation invariance of local convolutional (LC) features by analyzing the performance under different types of rotational attacks. In general, there are two cases where the dataset can be attacked. One is the database attack (A_d), which means that the retrieval model is required to find a target among images rotationally transformed. The other is query attack (A_q) which indicates that the model needs to find the target using a rotated query image. In this work, with the purpose of producing rotation-invariant LC...
features, we propose three candidate strategies: in-model data augmentation, in-model feature augmentation and post-model feature augmentation. The in-model data augmentation strategy hypothesizes that a CNN that is trained to be rotation invariant can produce LC features with high rotation invariance, and train such a CNN by heavily augmenting the training images using image rotation. The in-model feature augmentation strategy attempts to rotate feature maps of networks so that more abundant rotation information can be given to the models. The post-model feature augmentation strategy extracts the features from multiple orientation of training images. This is done by feeding rotated images to a fixed CNN, and then collecting the activations from multiple additional orientations.

In the remaining of this paper, we conduct a thorough experimental evaluation on these three candidate strategies with respect to the two kinds of attack ($A_r$ and $A_q$), to find out some meaningful conclusions on how effectively each strategy can promote rotation invariance of LC features. The experiments are conducted on multiple benchmark datasets using multiple CNN architectures. We end up a series of good practices with steady quantitative supports, which lead to a best method for computing LC features with high rotation invariance in image retrieval.

The contributions of our work are: (1) We conduct a detailed and systematic evaluation on rotation invariance of LC features for image retrieval. (2) We propose the local transformed convolutional (LTC) features, which is robust against image rotation. (3) We figure out the chief factors that contribute to advancing rotation invariance for in-model and post-model strategies. (4) We summarize a series of good practices for extracting LC features with high rotation invariance.

2. Related Work

Content-based image retrieval. Most image retrieval approaches comprise a common pipeline that can be naturally divided into three parts: (1) local feature extraction; (2) image-level feature encoding; and (3) image-image similarity calculation. Local feature extraction is at the core of image retrieval issue. In early works, low level hand-crafted visual features, for example, scale-invariant feature transform (SIFT) [16] and histogram of oriented gradients (HOG) descriptors [17] are mainly used. At the image level, the Bag of Visual Words framework has been used to propose encoding methods such as voting-based encoding [18], reconstruction-based encoding [19], and super vectors [20], [21]. The Euclidean distance and cosine similarity are generally used to compare similarities between different global features. Moreover, the distance matrix learning is also a popular way in image retrieval, as shown in the [22]–[24]. In this work, we mainly discuss the methods that generate the local features with high rotation invariance.

CNN based features. Initially, the activations of fully connected layers are utilized as global features in many works such as [25] and [13]. Deep features, or the features maps in the last convolutional layer, are currently receiving attention as they can be extracted efficiently, and can be naturally interpreted as local features ([13], [26] and [14]) of images. Most recent work has focused on how to aggregate deep features to obtain good global features. In [13] and [14], deep features were aggregated through sum-pooling based on the geometric characteristics of images and max pooling, respectively. Both techniques obtained very discriminative global features and outperformed results obtained by other techniques. R-MAC [15] encodes local features by calculating regional maximum features and has also been shown to obtain higher accuracy than most state-of-the-art methods. In this work, we incorporate R-MAC into the baseline model for all evaluations (Fig. 2.C).

Rotation invariance. In the paper [27], it shows the low capability of CNN-based features for resisting the rotation transformation, by comparing with fisher vector [22]. Generally, to advance this capability, many works [28], [29], and [30]) proposed solution from two aspects which are network fine-tuning and feature extraction. The work [31] proposed a model named spatial transformer network (STN) to defy the rotation by studying the optimized crop or transformation to images (or activation layers). The purpose of STN is to alien the object of the image in the right angle and position automatically. Data augmentation is also a valid way to advance the rotation invariance of the network. The work [32] implements the rotations and flips on the input images randomly. The network will learn the information from different angles of an image so that the network will produce similar feature maps to the rotated images from the same data. For the other aspect, feature extraction, [27] showed that the rotation invariance of CNN activations can be advanced by fusing global features from different orientations of an image.

Based on these related works, we propose three strategies for advancing the rotation invariance of CNN features for image retrieval. Instead of aligning the input image, in-model feature augmentation is a pooling method to advance the rotation invariance by rotating feature maps randomly. In-model data augmentation provides a protocol to train a CNN that can produce similar feature maps of an image and its rotated version. Moreover, different with [27], post-model feature augmentation presents an extraction method (local transformation convolutional features) based on LC features, which include more detail information than global features. We conduct thorough and systematic experiments to evaluate the effectiveness of them.

We implement all experiments on three datasets which are Oxford Building [33], Paris [34], and Retrieval-SM-30K [35]. Three popular networks, VGG16 [12], ResNet50 [36] and DenseNet121 [37], are employed in this work.

3. Ideas and Methods

Our objective is to enhance the robustness of LC features against image rotation. There are three key factors that influ-
ence decisively rotation invariance of LC features, which are dataset, network structure, and feature extraction. Regarding the first factor, we introduce an in-model data augmentation strategy, and concerning the second and third factors, we propose in-model and post-model feature augmentation strategies, respectively. In this section, we describe how to implement these strategies in training procedure (in-model strategy) and test procedure (post-model strategies).

### 3.1 In-Model Data Augmentation

A direct interpretation for why the CNNs show high sensitivity to rotation transformation is that training data are usually not abundant enough for learning such rotation invariance. Therefore, fine-tuning a pre-trained network by feeding the images after some rotation transformation is supposed to be helpful to advance rotation invariance. It is necessary to evaluate the effects of the ratio of rotated images to non-rotated images (in the training data) on rotation invariance.

Based on this idea, we randomly select input images, rotate them into a random angle \( \alpha \in [0^\circ, 360^\circ] \), and add these images to the dataset, which is used for fine-tuning the model. We define a rotation parameter \( k \) that means the rotation percentage of input data in each iteration of fine-tuning (e.g. \( k = 0.3 \) means 30% images are rotated). In the experiments described later, we set the \( k \) to be a number of values, for instance, \([0.3, 0.5, 0.7]\) corresponding to the low, middle, and high ratios of rotated input images, to investigate quantitatively how data augmentation affects rotation invariance. This is so-called in-model data augmentation (DA) strategy. Figure 2.B1 shows architecture of DA.

### 3.2 In-Model Feature Augmentation

The other reason that the network cannot resist the rotation perturbations is supposed to be that the pooling layers of the network do not have enough compatibility with image rotations. Strictly speaking, since simple max pooling for the convolutional layers has a limitation on spatial invariance of feature location, CNNs are inherently sensitive to rotation transformations of input data. Based on this idea, we propose a new architecture called rotation invariance pooling (RIP), which is expected to advance the anti-rotation capability of the network itself. We call this in-model feature augmentation.

The RIP improves the spatial invariance of the feature position by rotating randomly the feature maps of the network that are learned from the original input data. Theoretically, it will increase the compatibility for defying rotation of the model. The RIP is composed of a rotation layer and a down-sampling layer. Inspired by the spatial transformed network (STN), the rotation layer is to generate a grid by using a affine transformation shown in Eq. (1):

\[
\begin{bmatrix}
  x_i' \\
  y_i'
\end{bmatrix} = \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
  x_i \\
  y_i
\end{bmatrix},
\]

where the \( x_i' \) and \( y_i' \) are the coordinates of source image, and the \( x_t' \) and \( y_t' \) are coordinates of the target image. The \( \theta \) means the rotation angle controlled by an activation function \( H(r) \) and an angle \( \alpha \) as shown in Eq. (2):

\[
\theta = H(r) \cdot \alpha, \quad \alpha \in [10^\circ, 350^\circ] \quad \text{in step of } 10^\circ;
\]

\[
H(r) = \begin{cases} 
1, & r \geq \text{margin} \\
0, & \text{others}
\end{cases}, \quad r \sim U(0, 1),
\]
where $r$ and $\text{margin}$ respectively represent the activation factor and activation margin. The activation factor $r$ follows uniform distribution $U(0, 1)$. When $r$ is larger than the activation margin, the rotation operation is activated, otherwise, the rotation operation is non-activated. Furthermore, we utilize the bilinear sampling to generate and down-sample the feature maps. Figure 2.B2 shows architecture with single RIP.

### 3.3 Post-Model Feature Augmentation

Sections 3.1 and 3.2 discussed how to promote the rotation invariance of LC features in the training procedure. In this section, we focus on the way to advance the rotation invariance of LC features in the test procedure by using a fixed pre-trained network. Generally, as already mentioned, the pre-trained CNNs are inherently sensitive to image rotations because of a lack of orientation information. We hypothesize that the rotation invariance of LC features can be advanced by extracting and assembling the features that are related to rotation transformation with various rotation angles.

We propose a method to obtain local convolutional features which contain multi-angle information of an image. The features produced by this method are called local transformed convolutional features (LTC features). We define that $t$ is a rotation transformation matrix. To extract rotation information, the image $I$ need to be transformed into $I \cdot t$, before feeding into the network. The feature maps of the rotated image $I \cdot t$ is expressed as $X_{t\beta}$ with the dimension $m' \times n' \times D$ ($m' \times n'$ is the size of the image, and $D$ is the number of feature maps). To recover the correspondences concerning the original input image $I$, the inverse transformation $t^{-1}$ is applied on the feature maps $X_{t\beta}$, which results in the transformed feature maps as

$$X'_{\beta} = X_{t\beta} \cdot t^{-1},$$

where $t^{-1}$ is the inverse matrix of $t$ which represents the inverse transformation.

We defined a set of transformation matrices $T = \{t_i\}, i = 1, \ldots, K$, and fusion function $F$. Therefore, the LTC feature can be described by

$$f_{LTC} = F(X_I, X_{i1}^{t_1}, \ldots, X_{iI}^{t_I}), X_I \in \mathbb{R}^{m \times n \times D}.$$  

Using this feature extraction method in the test procedure is called post-model feature augmentation. Figure 2.D shows architecture of LTC.

### 4. Experiments

In this section, we give the details of our experiments that are conducted for verify the ideas and methods described in Sect. 3.

#### 4.1 Dataset

**Oxford5k and Paris6k.** The Oxford Building dataset (Oxford5k) and Paris dataset (Paris6k) are published by a research group from Oxford university [33], [34]. They include 5,062 images and 6,412 images, respectively. Of which, Oxford5k include 11 landmarks and Paris6k include 12 landmarks. There are 55 query images for both datasets. Oxford5k and Paris6k are only used in the test procedure.

**Attacked dataset.** As mentioned before, we focus on two attacks cases: database attack ($A_d$) and query attack ($A_q$). The attacked datasets of these two cases are produced based on the Oxford5k and Paris6k. To simulate $A_d$ situation, the two original datasets are rotated randomly within a range of $[0^\circ, 360^\circ]$. For each dataset, we impose three degrees of attack on it: Heavy attack ($k = 0.7$), medium attack ($k = 0.5$) and low attack ($k = 0.3$), that is, 70%, 50%, and 30% images in the dataset are randomly rotated, respectively. On the other hand, to simulate the $A_q$ situation, the query images of two datasets are rotated by an angle within the range of $[0^\circ, 360^\circ]$, in the step of $10^\circ$ (the same settings are used in the [27], [38]).

**Retrieval-SfM-30k.** During the training procedure, we employ the Retrieval-SfM-30k dataset that is provided by [35]. The dataset includes 28,599 images collected from Flicker, which are taken in popular 713 cities and landmarks across the world. This dataset includes 22,156 images, with 5,974 query images for training, and includes 6,403 images with 1,691 query images for validation.

#### 4.2 Network Pre-Finetuning

Because of the particularity of the image retrieval task, a pre-trained network for classification tasks is not able to produce suitable local convolutional features for retrieval tasks. As the image retrieval task discriminates differences between two similar individual objects belonging to the same category, the local features must have more detail information than which is required for classification tasks. For this reason, it is necessary to fine-tune the network so that the model is well adapted to image retrieval tasks. In this work, to produce good deep features, we utilize a loss function called triplet loss. This loss function is confirmed to be more suitable for image retrieval than other often used loss function.

Based on the idea of linear margin nearest neighborhood (LMNN) [39], the triplet loss takes the influence of three inputs into account which are query image $X_q$, positive image $X_p$ and negative image $X_n$. By optimizing the loss function, the network can make the distance between images with the same label smaller, while making the distance between images with different label further. This can be represented by Eq. (5):

$$L_T(W, X_q, X_p, X_n) = \frac{1}{2} \max(0, m + \|X_q - X_p\|^2 - \|X_q - X_n\|^2).$$

To implement the triplet loss, we rebuild the network with triplet structure that is also used in the [31]–[33].
new network includes three branches with the same structure for three inputs, and all sub-networks sharing the same parameters as shown in Fig. 2.A.

In this work, we mainly focus on three widely used pre-trained networks which are VGG16, ResNet50 and DenseNet121, as shown in the Table 1. All fine-tuning and feature extraction steps are implemented on the Matconvnet25, with GPU GTX 1080Ti and RTX 2080.

| Network  | Depth | Input size | LC features (D) |
|----------|-------|------------|-----------------|
| VGG16    | 5+3   | 224×224×3 | 512             |
| ResNet50 | 5+1   | 224×224×3 | 2048            |
| DenseNet121 | 5+1 | 224×224×3 | 1024            |

4.3 Encoding Method

After obtaining local convolutional features, instead of implementing maximum pooling directly, we employ the regional maximum activation of convolutions (R-MAC)[15] to generate the global features. Assumed that $x_k$ represent the $k^{th}$ feature map of 3D tensor $f$. Under the rectangular region $R \in [1, m] \times [1, n]$, the regional maximum activation is given by

$$F_R = [F_{R,1} \ldots F_{R,k} \ldots F_{R,D}], F_{R,i} = \text{MAX}_{p \in R} x_k(p) \quad (6)$$

All of the regional maximum features are implemented the sum and $l_2$ normalization at last. Following the encoding step, the principal component analysis (PCA) is used to decrease the dimension of the global features. Features from all of the network will be reduced to 512 dimensions in all of the experiments. We use the mean average precision (mAP) to evaluate the performance of each method.

5. Experimental Results and Discussion

5.1 In-Model Data Augmentation

In this section, we evaluate the effect of data augmentation in different cases and seek the best data augmentation method.

Some results of $A_d$ situation are shown in the Table 2. We fine-tuned and evaluated the influence of $k$ (the ratio of rotated images augmented) on the VGG16 network. The baseline model is the original fine-tuned VGG16 ($k = 0$). All the results show that the accuracy of the image retrieval decreases as the database attack is intensifying. Additionally, we can see that accuracy has significant improvement after data augmentation, and moreover, as the ratio $k$ increases, the accuracy improvement is on an obvious increasing trend. It indicates that high ratio of rotated images performs well for advancing the rotation invariance of VGG16 network (we will talk about other models later). The highest ratio ($k = 0.7$) of rotated images shows the best performance on the $A_d$ case, which increased the accuracy by 11.32% at most.

The results of $A_q$ case are given in Fig. 3. They show the similar tendency of rotation effect with baseline model. Effected by three inflection points (rotation angle at 90°, 180°, and 270°), curves present ‘w’ shape, where accuracy drop suddenly at 90° and 270°, but it returns around 180°. It is obvious that after data augmentation, the accuracy disparity among three inflection points decrease considerably. That means data augmentation mitigates the influence caused by rotation angle varying of a query image. The effect of $k$ is the same as the $A_d$. With the increase of rotation parameter $k$, the rotation invariance of LC features is improved. When $k$ achieved 0.7, the LC features showed the best performance on defying rotation.

We found in-model data augmentation advance the rotation invariance by decreasing the disparity of rotation angles. Furthermore, the high rotation ratio of input images advances the orientation variety of the training dataset, and makes it easy to obtain a model with multi-orientation information.

5.2 In-Model Feature Augmentation

For in-model feature augmentation strategy, since we found multiple RIP showed low accuracy on both $A_q$ and $A_d$ cases in the preliminary study, we only show and discuss the effect of a single RIP for VGG16 (other models will be discussed later). We evaluate the position of the RIP at first. There are five pooling layers (each in a convolutional block) in the network, and we evaluate the effect of RIP for each pooling layer. After fine-tuning the VGG16 network by the RIP, we
extract LC features and conduct the experiments for the \( A_q \) and \( A_d \) cases. Finally we evaluated the effect of three activation margins \((0.3, 0.5, 0.7)\) on the rotation invariance of networks.

The results of in-model feature augmentation on the \( A_d \) are shown in the Table 3. Among the five candidate positions of RIP, only the last convolutional block (conv5) shows the slight improvement on rotation invariance. The results of the first three blocks show that with the margin increasing, the performance is nearly on a distinct going up trend, while the last two blocks show an disordered tendency. Figure 4 summarizes the result of RIP on the \( A_q \). Compared with baseline model, the RIP shows little effect on rotation invariance except for the first block (conv1). The conv5 with margin 0.3 presents the best performance. In conclusion, the RIP improves the \( A_d \) case to a limited extent, but almost no contribution to the \( A_q \) case. For the \( A_d \) case, this is because the feature maps of conv5 is able to catch the global features of objects [43], rotating the feature maps of conv5 adds the orientation information to the model without destroying the spatial structure of the targets. On the other hand, for the \( A_q \) case, this is because the spatial structure of objects is modified by the RIP, which leads to a low retrieval performance. The RIP emphasizes rotation information too much so that it ignores important features of original images.

As summarized above, to a greater or lesser extent, two in-model strategies both show the validity to advance the rotation invariance of networks (VGG16). Compared with

### Table 3 Results of in-model feature augmentation in the situation of database attack.

| method     | high attack | medium attack | low attack |
|------------|-------------|---------------|------------|
| original   | 33.12%      | 43.62%        | 58.79%     |
| conv1+0.3  | 17.69%      | 17.93%        | 16.80%     |
| conv1+0.5  | 28.68%      | 36.32%        | 45.26%     |
| conv1+0.7  | 29.93%      | 29.92%        | 23.88%     |
| conv2+0.3  | 22.37%      | 30.27%        | 40.93%     |
| conv2+0.5  | 25.14%      | 32.86%        | 44.02%     |
| conv2+0.7  | 27.76%      | 36.38%        | 49.37%     |
| conv3+0.3  | 30.05%      | 38.10%        | 49.49%     |
| conv3+0.5  | 30.28%      | 39.09%        | 51.19%     |
| conv3+0.7  | 31.04%      | 39.66%        | 51.97%     |
| conv4+0.3  | 29.53%      | 40.19%        | 52.89%     |
| conv4+0.5  | 27.08%      | 36.21%        | 51.60%     |
| conv4+0.7  | 30.05%      | 38.10%        | 51.94%     |
| conv5+0.3  | 33.32%      | 44.75%        | 60.99%     |
| conv5+0.5  | 33.45%      | 44.72%        | 59.87%     |
| conv5+0.7  | 33.39%      | 44.72%        | 60.11%     |

**Fig. 4** Results of in-model feature augmentation in the situation of query attack. Five colors represent the different position of RIP. Three marks indicate three different activation margins. The baseline is shown by the blue line without any mark. Among five convolutional blocks, the conv1 gives the best performance.

#### Table 4 Transformation combinations for image retrieval.

| index | setting                     |
|-------|-----------------------------|
| comb1 | [0,90]                      |
| comb2 | [0,90,180,270]              |
| comb3 | [0,90,180,270, flip, flip +90] |
| comb4 | [0,90,180,270, flip, flip+90, flip+180, flip+270] |

### Table 5 Results of post-model feature augmentation in the situation of database attack.

| method     | heavy attack | medium attack | low attack |
|------------|--------------|---------------|------------|
| original   | 33.12%       | 43.62%        | 58.79%     |
| comb1+CAT  | 35.45%       | 44.97%        | 59.72%     |
| comb1+max  | 44.96%       | 50.04%        | 58.02%     |
| comb1+mean | 48.64%       | 52.83%        | 58.93%     |
| comb2+CAT  | 36.99%       | 46.19%        | 61.19%     |
| comb2+max  | 54.19%       | 56.84%        | 60.38%     |
| comb2+mean | 56.95%       | 58.54%        | 60.86%     |
| comb3+CAT  | 39.65%       | 47.34%        | 61.03%     |
| comb3+max  | 54.48%       | 57.18%        | 60.59%     |
| comb3+mean | 56.9%        | 58.8%         | 60.73%     |
| comb4+CAT  | 38.7%        | 47.48%        | 61.76%     |
| comb4+max  | 54.03%       | 57.11%        | 60.49%     |

**Fig. 5** The effects of two strategies (data augmentation and feature augmentation) with respect to ResNet50 and DenseNet121 are similar with VGG16. Especially, the LTC+DA method based on all the networks achieves the best robustness against rotations.
the feature augmentation, the data augmentation achieves more significant performance in not only query attack case but also database attack case.

### 5.3 Post-Model Feature Augmentation

In this section, we evaluate the performance of anti-rotation by seeking good transformation for test images and good function for feature fusion. To evaluate the effects of different combinations of transformation, we propose four combination methods as shown in the Table 4, where to augment the LC features, the rotation and flip operations are applied to test images. Consequently, four types of features, i.e., the local transformed convolutional (LTC) features, can be produced by using a fixed fine-tuned VGG16 network. As to the fusion function, we evaluate three methods which are maximum pooling, average pooling and concatenation.

The results of feature augmentation in Ad situation are shown in Table 5. Among different combinations of transformation and fusion function, it is obvious that with the types of transformation increasing, the rotation invariance of LTC features advances. Among the three fusion methods, average pooling shows the best performance. The comb4 with average pooling achieved the highest accuracy at most of the datasets. Compared with the baseline, it improved accuracy by 22% at most.

Figure 6 shows a comparison of the effects of LTC features in Aq situation. Compared with the baseline, all the combinations of LTC show better performance on defying the rotations. Except concatenation, LTC features enhance
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**Figure 6** Results of post-model feature augmentation in the situation of query attack. Within different combinations, the comb4 with average pooling achieved the best performance.

| Network  | Oxford5k | Paris6k |
|----------|----------|---------|
|          | heavy attack | medium attack | low attack | heavy attack | medium attack | low attack |
| VGG16    | 33.12% | 43.62% | 58.79% | 62.82% | 67.37% | 72.12% |
| VGG16-LTC | 57.52% | 59.95% | 62.25% | 75.10% | 76.32% | 76.99% |
| VGG16-DA | 44.44% | 49.80% | 62.85% | 68.97% | 71.50% | 74.34% |
| VGG16-DA-LTC | 64.40% | 64.45% | 66.52% | 75.87% | 76.64% | 77.66% |
| ResNet50  | 36.20% | 45.74% | 60.43% | 67.41% | 71.72% | 75.60% |
| ResNet50-LTC | 65.79% | 67.11% | 70.34% | 79.98% | 80.66% | 81.60% |
| ResNet50-DA | 60.40% | 58.31% | 65.60% | 74.10% | 75.43% | 76.53% |
| ResNet50-DA-LTC | 64.98% | 66.37% | 68.08% | 76.68% | 77.43% | 77.71% |
| DenseNet  | 36.20% | 40.20% | 54.60% | 57.82% | 63.31% | 68.81% |
| DenseNet-LTC | 55.97% | 63.94% | 65.53% | 77.38% | 78.2% | 79.45% |
| DenseNet-DA | 40.14% | 43.63% | 52.48% | 62.86% | 65.55% | 69.66% |
| DenseNet-DA-LTC | 64.98% | 61.12% | 62.66% | 74.35% | 74.88% | 75.83% |
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**Table 6** Evaluate the combination of the best performing strategies under other networks.
the accuracy greatly at the typical angles which are involved in transformation combination. Therefore, it is not difficult to find that the curves become more flatter (rotation invariance) when feature maps include more orientation information. In this case, same as $A_d$ situation, comb4 with average pooling shows the best performance.

It is easy to see that the concatenation fusion shows disappointing performance in all the experiments. We think this is because of too much repetitive information in LTC features. Since concatenation just simply connects all the feature maps from the beginning to the end, the important activations do not get the attention they deserve to do. Although PCA is implemented to decrease the repetition, it decreases the amount of rotation information simultaneously. On the other hand, max pooling and average pooling have comparable performance in some of experiments. It is because both of them picked up the important activations of feature maps.

5.4 Experiments with Other Networks

Based on the experiments we implemented previously, we select the best performing strategies, namely, in-model data augmentation and post-model feature augmentation, which are related to training and test procedures, respectively. Pursuant to the two strategies, we further conducted thorough experiments to evaluate the effects of previous works over ResNet50 and DenseNet121 under two attack cases, $A_d$ and $A_q$.

Moreover, we visualized the results of three methods of VGG16 as shown in Fig. 7. For the $A_d$ situation, effected by rotation angle $90^\circ$, the top 10 retrieval results of the baseline model are almost wrong. It is easy to see that the method including LTC features showed robustness against rotations. The $A_d$ situation is given at the right side of Fig. 7. From the retrieval results, we can see that rotated positive images come to the top, which is the situation we are aiming for.

In summary, for the VGG16, the combination of in-model data augmentation (DA) and post-model feature augmentation (LTC) achieved the best performance of rotation invariance, as expected. For deeper network, like ResNet and DenseNet, although the LTC features show the highest accuracy under two attack cases, the combination of LTC and DA shows the least fluctuation.

6. Conclusion

In this work, we provide a thorough and systematic evaluation for advancing rotation invariance of LC features. According to the results, the following conclusions are obtained: 1) in-model data augmentation (DA) advances the rotation invariance because it decreases the accuracy disparity between different orientations, and 2) post-model feature augmentation (LTC) defies the rotation attack by advancing accuracy of appointed orientations. Based on our experiments, the best robust model against rotation is the combination of in-model data augmentation (DA: rotation parameter $k = 7$) and post-model feature augmentation (LTC: 0,90,180,270,flip, flip+90, flip+180, flip+270).
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