Dynamic predictability and spatio-temporal contexts in human mobility

Bibandhan Poudyal,1 Diogo Pacheco,2 Marcos Oliveira,2,3 Zexun Chen,4 Hugo S. Barbosa,2,5 Ronaldo Menezes,2,∗ and Gourab Ghoshal1, †

1Department of Physics & Astronomy, University of Rochester, Rochester, NY, USA
2BioComplex Laboratory, Department of Computer Science, University of Exeter, UK
3GESIS - Leibniz Institute for the Social Sciences, Cologne, Germany
4University of Edinburgh Business School, UK
5Department of Computer Science, University of Rochester, Rochester, NY, USA

Abstract

Human travelling behaviours are markedly regular, to a large extent, predictable, and mostly driven by biological necessities (e.g. sleeping, eating) and social constructs (e.g. school schedules, synchronisation of labour). Not surprisingly, such predictability is influenced by an array of factors ranging in scale from individual (e.g. preference, choices) and social (e.g. household, groups) all the way to global scale (e.g. mobility restrictions in a pandemic). In this work, we explore how spatio-temporal patterns in individual-level mobility, which we refer to as predictability states, carry a large degree of information regarding the nature of the regularities in mobility. Our findings indicate the existence of contextual and activity signatures in predictability states, pointing towards the potential for more sophisticated, data-driven approaches to short-term, higher-order mobility predictions beyond frequentist/probabilistic methods.
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The understanding of mechanism governing human travelling behaviours is crucial to a variety of domains such as epidemic modelling [1–5], transportation [6–9], national security [10], urban planning [11–17] and a host of other applications [18]. Human mobility trajectories have been shown to exhibit statistical regularities at multiple scales [19, 20], despite the inherent complexity that exists in the available choices for the routes of their daily travels [21, 22]. These regularities are rooted in an array of social, spatial and temporal mechanisms, leading to visitation patterns being highly regular [23]. Indeed, it has been shown that a perfect algorithm can predict, with between 70-90% certainty, an individual’s future location given their prior location visits [24], depending upon the spatio-temporal granularity of observations [25].

Moreover, human beings tend to be routine-oriented. For instance, lack of regularity in daily mobility is linked to high levels of stress [26, 27]. This change-averse behaviour leads people to favouring well-defined routines, which, in combination with stationarity [25], makes mobility trajectories quite regular [28]. Several factors such as work schedules and physiological processes, influence mobility-related decisions; for instance, daily necessities such as sleeping and eating influence activity schedules [29–34]. Conversely, disruptions to such routines can completely alter the mobility trajectories (as in the recent COVID-19 lock-down measures [35]), which can significantly alter mobility trajectories and therefore the associated levels of predictability [36].

Missing from extant measures of predictability are spatio-temporal constraints and the social embedding behind mobility regularities [37]. For instance, guessing that a person will be at home on a Tuesday at 4am will most likely be a correct prediction. However, it may be much harder to know a person’s whereabouts during times in which they might not be bound by typical daily rhythms, for instance on weekends [38]. Additionally, predictability is computed from an asymptotic approximation of entropy based on a non-parametric estimator [39, 40] that does not account for the periodic and rhythmic nature of travelling behaviours [41, 42]. Finally, the metric does not provide insight into the generative mechanisms that underpin the observed regularities in mobility [18].

To overcome these limitations, we conduct studies on three Location-Based Social-Networks (LBSNs) that contain the sequences of location trajectories, and propose a new perspective to mobility predictability that accounts for these missing factors, particularly connecting the observed regularities in mobility patterns to human circadian/semi-
TABLE I. Data from location-based social networking sites.

| Dataset     | Users     | Records   | Period         |
|-------------|-----------|-----------|----------------|
| Brightkite  | 58,228    | 4,491,143 | Apr/2008–Oct/2010 |
| Gowalla     | 107,002   | 6,405,492 | Feb/2009–Oct/2010 |
| Weeplaces   | 15,799    | 7,658,368 | Nov/2003–Jun/2011 |

circadian routines and the types of location they visit. Furthermore, we study the temporal variations of predictability, unveiling structural patterns in their frequency and time components, which we refer to as predictability states. Our results suggest that in addition to the daily routines, regularities in mobility predictability is also marked by periods of approximately 12h and 6h, which could correspond to the second and fourth harmonics of internal circadian rhythm. These findings could suggest that factors governing mobility-related decisions are also influenced by internal biological cycles beyond sleeping and feeding needs. This is corroborated by the predominance of 12h periods over other cycles governed by sleep/work/study routines, such as the 8h and 4h cycles. Additionally we show the role of spatial context, demonstrating heterogeneities in mobility profiles based on the types of locations that people visit. The importance of this spatial context is demonstrated through agreement between the true distribution—calculated from the full set of visitation trajectories—and a simple linear model that takes only the frequency of visiting a location-type as input. Taken together our results indicate that uncertainty and predictability in mobility patterns should be considered as a transient state of the individuals that is heavily influenced by spatio-temporal context.

RESULTS

Data

We use data from three different location-based social networking services. Brightkite and Gowalla were two popular social networking sites that existed from 2007 until 2012. Weeplaces was a website in that users could upload their check-in activities from other social network services (e.g., Facebook Places, Foursquare). These datasets contain users’ check-in activity including user identification, location coordinates (i.e., latitude and longitude), and the time-stamp of the logged activity. Additionally, the Weeplaces dataset
contains a description (i.e., the category) of the locations (e.g., nightlife, outdoors). The
details of the data are listed in Table I. For each individual in the dataset, we convert their
check-in activity to trajectories described as a time-series of the form

\[ X = \{x(1), x(2), \ldots, x(T)\}, \]

where \( x(t) \in \mathcal{V} \) is a location, and \( \mathcal{V} \) is the set of all visited locations by that individual. For
more details on the data, see Section S1 and Table S1.

**Time-independent uncertainty and predictability**

We begin our analysis by examining the information contained in the location tra-
jectories of all individuals in each of the datasets. When accounting for only frequency
of location visitations, the degree of uncertainty in capturing the future locations of a
trajectory given past observations is encoded in the Shannon entropy (measured in bits)

\[ H_u = - \sum_{i \in \mathcal{V}} p(x) \log_2 p(x), \tag{1} \]

where \( p(x) \) is the probability to visit location \( x \). The subscript refers to the fact that this is
the uncorrelated entropy, given that no information on the sequence of location visits is
considered. Accounting for both the visitation frequency and the temporal sequence of
location visits, we use a non-parametric estimator [39, 40] termed the entropy rate, given
by the expression

\[ H_c = \frac{N \log_2 N}{\sum_{i=1}^{N} \Lambda_i}, \tag{2} \]

where \( N \) is the number of locations visited by an individual and \( \Lambda_i \) is the length of the
shortest trajectory sub-sequence beginning at position \( i \) not seen previously. In the absence
of any structure in the sequence Eq. (2) reduces to Eq. (1). In Fig. 1A we plot the results
for the datasets finding that in all cases \( H_u \approx 6 \) bits and \( H_c \approx 5 \) bits. This indicates that
accounting for the temporal sequence reduces the possible space of future location visits
from \( 2^6 \) to \( 2^5 \) possible locations indicating the presence of temporal correlations in visits
between locations.
FIG. 1. Time-independent entropy and predictability

A The entropy accounting for only visitation frequencies $H_u$ and incorporating the temporal sequence of visitations $H_c$. B The corresponding predictability values calculated via Eq. (3). In all cases, accounting for the sequence reduces uncertainty from 6 to 5 bits and increases predictability from 20% to 40%.

The entropy rate can be converted to a measure of predictability $\Pi$ using Fano’s inequality [46] to define the upper bound of how often an ideal predictive algorithm can correctly guess the next location visit, given prior history. This is calculated by inverting

$$H_{u,c} \leq B(\Pi_{u,c}) + (1 - \Pi_{u,c}) \log_2(n - 1),$$

(3)

where $n$ is the number of distinct locations visited and $B(x)$ is the binary entropy function capturing the entropy of a simple Bernoulli trial (in this case achieving maximal predictability or not). The metric mathematically bounds the performance of all real predictive methods given an information sources inferred uncertainty. The corresponding results are shown in Fig. 1B and mirrors the trends seen for the entropy; including information about the sequence of location visits, over and above the frequency of visiting those locations, increases the predictability from around 20% to 40%. Given the inherent information in the sequence, in what is to follow, we restrict the analysis to the correlated entropies and predictability $H_c, \Pi_c$. 
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FIG. 2. Time-dependent predictabilities. **A** The predictability disaggregated with respect to time for Weeplaces. The trajectory of each individual is split into time slots representing the time of the week. We create 168 slots (i.e., 24 hours × 7 days of the week) and define $X_{t=t_0}$ as a random variable representing the places that an individual visits at the time slot $t = t_0 \in [1, \ldots, 168]$. **B** The temporal predictability disaggregated with respect to the number of unique locations visited $S$. **C** Now disaggregated with respect to geographical coverage as measured by the radius of gyration $r_g$ in units of kilometer. **D** Finally, disaggregated with respect to the average frequency of monthly check-ins $\bar{f}_c$. Across all users we see daily peaks (4-5am) and secondary peaks (12-5pm) of predictability throughout the time series. A increasing diversity in activity (more locations visited, larger areas covered, and more check-ins) the predictability progressively decreases.

**Temporal Predictability**

Human activity routines are characterised by temporal regularities with time and frequency components. For instance, usual working hours tend to recur every 24h (i.e., frequency) with changes during the weekends (i.e., time). Thus, it is reasonable to believe that mobility regularities in both time and frequency domains should manifest themselves in the predictability profile of an individual. Thus, in order to extract the temporal variation of the predictability, instead of considering the complete visitation sequence of individuals, we analyse individuals at different moments of the week. Specifically, we split the trajectory of each individual into time slots representing the time of the week. We create 168 slots (i.e., 24 hours × 7 days of the week) and define $X_{t=t_0}$ as a random variable representing the places that an individual visits at the time slot $t = t_0 \in [1, \ldots, 168]$.

In Fig. 2A we plot the time-series of the predictability $\Pi_c(t)$ for Weeplaces—the corre-
sponding plots for Brightkite and Gowalla are shown in Figs. S2 and S3. As the figure indicates, when disaggregating with respect to time, the predictability exhibits considerable variation both from day-to-day as well as within a given day. For instance we see a progressive decrease in predictability from Monday to Friday, which then picks up again and peaks on the weekend. Within a day there is considerable variation, with the predictability of an individual fluctuating between 50-85%, with individuals being more predictable at night. Finally, we see a clear 24h periodicity in the predictability profile with high predictability periods during evenings and at night (peaking around 4-5am) and troughs at mid-day. This feature is seen across all three datasets.

We note that as in other human facets, human mobility and social interactions tend to exhibit a high degree of heterogeneity. If on the one hand most people use their mobile phones a few times a day, some users, on the other hand, make hundreds of calls a day. Some individuals are more active in the sense of travelling more frequently, to a diversity of locations, as well as traveling longer distances. One would expect this spatio-temporal context to influence the predictability profiles in different ways. To test for this effect we disaggregate the data in terms of three different metrics of activity: number of unique location visited \( S \); geographical coverage measured by the \( \text{radius of gyration} \ r_g \) \[19\]; and monthly recurrent frequency by averaging the number of check-ins per month \( \bar{f}_c \). Figure S1 shows the distribution of these quantities for all the datasets indicating a right-skewed heavy-tailed distribution for all three measures in line with previous observations \[19, 24\].

The influence of the observed heterogeneity in the activity metrics on the predictability is plotted in Figs. 2B-D. First, we note that the temporal trends are maintained even while disaggregating with respect to the activity metrics. However the range in predictability varies with respect to the levels of activity. For instance, those who visit between 10-20 unique locations have an effectively flat temporal profile across the days of the week, as well as within a day (\( \Pi_c \approx 90\% \)). In contrast those that visit greater than 60 unique locations show much more temporal variability with lower levels of predictability (\( 50\% \leq \Pi_c \leq 80\% \)). Additionally one sees a sharp drop in predictability when comparing populations visiting less than 60 locations to those visiting more than this number. A similar trend is seen for geographical coverage, where once again a flat trend is exhibited by populations venturing not more than 10kms from their residence, whereas those travelling more than 100 kms, experience the same variability as those visiting more than
60 unique locations. Now one sees a sharp drop in \( \Pi_c \) when comparing populations travelling more than 100kms to those that travel less. Finally, the trend is also mirrored when measuring the frequency of check-ins \( \bar{f}_c \), the difference being the absence of any sharp drops in \( \Pi_c \) with a more smooth decrease between the segmented populations. Figures S2 and S3 indicate the same trends for BrightKite and Gowalla. Across all datasets the predictability decreases with more diversity in activity (as measured by \( S, r_g, \) and \( \bar{f}_c \)). That is, it is harder to predict the mobility of users with more diverse routes irrespective of whether the diversity is measured in terms of the number of unique locations visited, the geographical area explored, or the amount of monthly data (traces). Taken together the results indicate an unexplored facet of uncertainty and predictability; stating that “an individual is 80% predictable” must be interpreted in an averaged sense. Missing from this is the instantaneous changes in a person’s predictability state over time.

Indeed, one would also expect this to vary with respect to the observation window of an individual’s trajectory. For instance, if we observe an user only for hour, they are likely to visit only a few locations. Given the lack of diversity in routes, the predictability should be high (as indicated by Fig. 2). Conversely the longer the observation window, the more the number of locations visited and therefore the predictability necessarily should decrease. It is interesting to consider whether there is a saturation in this decrease in

![FIG. 3. The effect of temporal windows of observation](image)

(A) The distribution of \( \Pi_c \) as a function of window-size for Weeplaces. The dashed curve represent the baseline distribution of \( \Pi_c \) when taking into account the full trajectory of individuals. B The modes of the distributions plotted as a function of window-size for all three datasets. Horizontal dashed lines indicate the saturated value of \( \Pi_c \).
FIG. 4. **Temporal modes of predictability A.** Estimated global wavelet power spectrum showing peaks at 24h (circadian) and 12h (circasemedian) as well as a non-significant peak at 6h. The dashed black line represents the statistical significance of the mode as measured by Eq. S3. **B.** Stacked bar chart for the most strong component period (24, 12, 6 hours) of each individual.

\( \Pi_c \). In Fig. 3A we plot the distribution of \( \Pi_c \) as a function of the temporal window of observations for Weeplaces. As a baseline, the curve for the predictability considering the full set of trajectories (absent any window) is shown as a dashed line. As the temporal window decreases, from a week-day (seven 24-hour bins per week) to a week-day-hour (hundred and sixty-eight 1-hour bins), the average predictability increases as expected. In Fig. 3B we plot mean of the distributions as a function of the window-size finding a saturation in the curve at 24h for all three datasets. Thus it appears that an observation window of 24h is a reasonable approximation to considering the full trajectory in terms of uncovering the distribution of \( \Pi_c \).

**Temporal and frequency modes in predictability**

The temporal variation of \( \Pi_c \) in Fig. 2 suggests the possible presence of additional frequency modes in addition to the clear 24h periodicity. To uncover this one can use the continuous wavelet transform to describe the regularities in the time series of the individuals [47, 48]. Wavelet analysis reveals the frequency components of signals just like the Fourier transform, but it also identifies where a certain frequency exists in the temporal or spatial domain (See Section S4 for details of the method). Fig. 4A shows the wavelet power spectrum for each of the datasets (the dashed line indicates the statistical significance Eq. S3). Not surprisingly, the figure reveals the circadian period (approximately 24h) as the
most prominent component of the predictability regularity. Additionally, and somewhat surprisingly, the 12h component is the second-strongest component (i.e., the circasemidian period). Given working schedules and sleeping cycles, one might have expected a mode around the 8h period, however, the third-strongest component is centred approximately around the 6h regime during the day, even though the signal is not statistically significant at the population level. We note that the power spectrum is essentially identical across all three datasets, indicating the robustness of these modes in determining the observed temporal variation in predictability. Conducting the wavelet analysis on individual-level data, one can represent the percentage of user in each dataset that have either the 24h, 12h or 6h mode as their strongest components. The results are shown in Fig. 4B indicating that across all datasets around 75% of users have the 24h mode as their strongest component. Around 20% of users have instead the 12h mode as their strongest component whereas a negligible fraction have the 6h mode.

**Spatial context of predictability**

Thus far we have investigated the temporal context of uncertainty in mobility behaviour. It stands to reason, that there is also a spatial– or location–based context that influences movement patterns. For example, it is plausible that people are more predictable about their workplace or residence, as compared to locations that represent leisure and entertainment activities such as visiting restaurants and museums. This is a function of those types of locations being less frequently visited as compared to those that are driven by the daily work schedules.

If one were to use the types of locations as a proxy for spatial context, then one can scan the sequence of trajectory visits and group each location into categories. The Weeplaces dataset contains a standardised set of eight location tags: *Home/Work, Education, Entertainment, Food, Travel, Shops, Outdoors and Nightlife*. Restricting the analysis of trajectories to each location-type, one can compare it to the baseline distribution of $\Pi_c$ when considering all types of locations. For instance, a context-dependent trajectory for food could be: *breakfast-place-A, lunch-place-B, coffee-place-C*, etc; while a full baseline trajectory could be: *home-place-X, breakfast-place-A, work-place-Y, lunch-place-B, coffee-place-C, gym-place-Z*, etc.

The results are shown in Fig. 5 with the baseline distribution shown as a dashed line.
The figure clearly indicates the role of a spatial-context in the distribution of $\Pi_c$. For instance, as expected, activities related to Home/Work, Travel, Shops are more predictable than the baseline; Education, Outdoors essentially mirror the baseline, whereas activities corresponding to Food, Entertainment, Nightlife have peaks markedly below the baseline.

The observed difference in predictability as a function of location-context behooves us to investigate the extent to which the frequency of which particular location types are visited, has a bearing on the overall distribution of $\Pi_c$. Note this is different from merely considering the frequency distribution of visiting a particular location which is the primary input to Eq. (1). Instead, here we coarse-grain these locations into categories and investigate whether this feature can be a good estimator for $P(\Pi_c)$. To that effect, we consider a linear regression model by using the relative frequency that an individual stayed at places from each category as an input. For instance, we investigate whether knowing that a person goes shopping often, informs us about this person’s overall predictability. We train the model with the calculated predictability as an independent variable and the relative frequencies of the categories as the dependent variable.

Using this linear model, we estimate the predictability denoted by $P(\hat{\Pi}_c)$ (calculated from coarse-grained trajectories, e.g., 80% home/work, 18% food, 1% nightlife, etc) in Fig. 6A and plot it against the true distribution $P(\Pi_c)$ (calculated from the full trajectories
over multiple days, e.g., home, restaurant, work, restaurant, etc.). As the figure indicates, this simple model does a reasonable job of estimating the true distribution ($R^2 = 0.419$) with the residuals being normally distributed and centred around zero (Fig. 6B). (The coefficients of the model are shown in Tab. S2). The results are instructive in a couple of ways. First, the role of spatial context is clearly important given that the linear model is a reasonable approximation to the true distribution; second, it also implies that coarse-grained information about individuals is enough to capture the qualitative trends in mobility uncertainty, without recourse to the fine-grained full set of mobility trajectories.

**DISCUSSION**

Meeting a citizenry’s needs require governments, industries, and other stakeholders to be able to plan for demands (e.g., hospital admissions, public transportation, store opening times). The predictability of human movement is at the heart of planning, hence more accurate modelling should inform better decision-making in terms of public policy. Extant research, models uncertainty and predictability in mobility trajectories as as aggregated value for individual considering their full set of mobility trajectories as an input. This neglects the spatio-temporal factors influencing mobility, such as the temporal variations for different times of the day and days of the week, as well as in space. As our results
indicate, the predictability is greatly influenced by the window of observation, the length of the observation, the diversity of activities undertaken by an individual, as well as the location of the individual. Consequently, a more accurate way of modelling predictability is to consider it as a transient state, while taking into account the spatio-temporal context.

The role of spatial context has some practical considerations. As shown, coarse-graining the locations into types and measuring the frequency with each location type visited is a reasonable proxy for the predictability that is extracted from the mobility trajectories, that requires finely-grained data with enough sampling. Indeed, typically high-resolution mobility data is hard to come by and is restricted to only a few regions in the world. Our results show that much can be learnt even with low-resolution information. On the other hand, there is increasing access to higher resolution data, such as the ones being collected as part of “track-and-trace” systems in certain countries. In such instances, our framework of combining mobility traces with spatio-temporal context can lead to more accurate characterisations. Indeed, many governments and companies (as part of “data-for-good” efforts) are starting to open their datasets to scientists which will naturally lead to better urban analytics, including human dynamics modelling.

The main implications of this work is that planning of activities related to human mobility (e.g. city events, epidemic modelling, road maintenance) need to consider time-space variations of individual activities. Furthermore, during periods of restrictions, such as the COVID-19 pandemic, the understanding and characterisation of these time-spatial variations can aid governments to make the correct decisions. In 2020 and 2021, many governments imposed curfew/lockdown measures to citizens after certain hours (e.g., Spain, Colombia) in a “blanket” way. Effective curfews depend on the time and the location, and the consideration of such variations can lead to a better approach where not all areas are treated equally. Using predictability as a state and using the states for planning could lead to more just/equitable outcomes.

Our work of course has limitations; given the analysis was conducted on a particular type of dataset (LBSN’s) that vary in their spatiotemporal resolution, geographical coverage, and sampling rates. It will be instructive to conduct this analysis in different regions of the world and using other sources of mobility information such as censuses, GPS data and Call Data Records. Nevertheless, given that we conducted the analysis on three different datasets, finding similar trends points towards the results holding up to
scrutiny in different settings.

ACKNOWLEDGEMENT

We thank Brooke Foucault-Welles for useful discussions on the paper.

[1] Balcan, D. et al. Multiscale mobility networks and the spatial spreading of infectious diseases. Proceedings of the National Academy of Sciences of the United States of America 106, 21484–9 (2009).

[2] Soriano-Paños, D., Ghoshal, G., Arenas, A. & Gómez-Gardeñes, J. Impact of temporal scales and recurrent mobility patterns on the unfolding of epidemics. Journal of Statistical Mechanics: Theory and Experiment 2020, 024006 (2020).

[3] Hazarie, S., Soriano-Paños, D., Arenas, A., Gómez-Gardeñes, J. & Ghoshal, G. Interplay between population density and mobility in determining the spread of epidemics in cities. Communications Physics 4, 191 (2021). URL https://doi.org/10.1038/s42005-021-00679-0.

[4] Ansari, M., Soriano-Paños, D., Ghoshal, G. & White, A. D. Inferring spatial source of disease outbreaks using maximum entropy. Physical Review E 106, 014306– (2022). URL https://link.aps.org/doi/10.1103/PhysRevE.106.014306.

[5] Soriano-Paños, D. et al. Modeling communicable diseases, human mobility, and epidemics: A review. Annalen der Physik n/a, 2100482 (2022). URL https://doi.org/10.1002/andp.202100482.

[6] Wang, P., Hunter, T., Bayen, A. M., Schechtner, K. & González, M. C. Understanding road usage patterns in urban areas. Scientific reports 2, 1001 (2012).

[7] Louf, R. & Barthelemy, M. How congestion shapes cities: from mobility patterns to scaling. Scientific Reports 4, 5561 (2014).

[8] Lee, M., Barbosa, H., Youn, H., Holme, P. & Ghoshal, G. Morphology of travel routes and the organization of cities. Nature Communications 8 (2017). URL http://dx.doi.org/10.1038/s41467-017-02374-7.

[9] Kirkley, A., Barbosa, H., Barthelemy, M. & Ghoshal, G. From the betweenness centrality in street networks to structural invariants in random planar graphs. Nature Communications 9 (2018). URL http://dx.doi.org/10.1038/s41467-018-04978-z.
[10] Laxhammar, R. *Conformal Anomaly Detection: Detecting Abnormal Trajectories in Surveillance Applications* (2014).

[11] Roth, C., Kang, S. M., Batty, M. & Barthélémy, M. Structure of urban movements: polycentric activity and entangled hierarchical flows. *PloS ONE* 6, e15923 (2011).

[12] Zhong, C., Arisona, S. M., Huang, X., Batty, M. & Schmitt, G. Detecting the dynamics of urban structure through spatial network analysis. *International Journal of Geographical Information Science* 28, 2178–2199 (2014).

[13] Batty, M. *The new science of cities* (MIT Press, Cambridge MA, USA, 2013).

[14] Pan, W., Ghoshal, G., Krumme, C., Cebrian, M. & Pentland, A. Urban characteristics attributable to density-driven tie formation. *Nature Communications* 4, 1–7 (2013). 1210.6070.

[15] Barthelemy, M. *The structure and dynamics of cities* (Cambridge University Press, Cambridge, UK, 2016).

[16] Bassolas, A. et al. Hierarchical organization of urban mobility and its connection with city livability. *Nature Communications* 10, 1–10 (2019). URL http://dx.doi.org/10.1038/s41467-019-12809-y.

[17] Mimar, S. et al. Connecting intercity mobility with urban welfare. *PNAS Nexus* 1, pgac178 (2022).

[18] Barbosa, H. et al. Human mobility: Models and applications. *Physics Reports* 734, 1–74 (2018).

[19] González, M. C., Hidalgo, C. A. & Barabási, A.-L. Understanding individual human mobility patterns. *Nature* 453, 479–482 (2008). 0806.1256.

[20] Hazarie, S., Barbosa, H., Frank, A., Menezes, R. & Ghoshal, G. Uncovering the differences and similarities between physical and virtual mobility. *Journal of The Royal Society Interface* 17, 20200250 (2020). URL https://doi.org/10.1098/rsif.2020.0250.

[21] Aldashev, G., Chen, S., Huang, W., Cattani, C. & Altieri, G. Traffic dynamics on complex networks: A survey. *Mathematical Problems in Engineering* 2012, 732698 (2012). URL https://doi.org/10.1155/2012/732698.

[22] Lima, A., Stanojevic, R., Papagiannaki, D., Rodriguez, P. & González, M. C. Understanding individual routing behaviour. *Journal of The Royal Society Interface* 13, 20160021–7 (2016).

[23] Ghoshal, G., Mangioni, G., Menezes, R. & Poncela-Casanovas, J. Social system as complex networks. *Social Network Analysis and Mining* 4, 238 (2014). URL https://doi.org/10.1007/s13278-014-0238-9.
[24] Song, C., Qu, Z., Blumm, N. & Barabási, A.-L. Limits of predictability in human mobility. *Science (New York, N.Y.*), 327, 1018–21 (2010).

[25] Ikanovic, E. L. & Mollgaard, A. An alternative approach to the limits of predictability in human mobility. *EPJ Data Science* 6 (2017).

[26] Evans, G. W., Wener, R. E. & Phillips, D. The morning rush hour: Predictability and commuter stress. *Environment and behavior* 34, 521–530 (2002).

[27] Quelhas Martins, A., McIntyre, D. & Ring, C. Aversive event unpredictability causes stress-induced hypoalgesia. *Psychophysiology* 52, 1066–1070 (2015).

[28] Chen, Z. et al. Contrasting social and non-social sources of predictability in human mobility. *Nature Communications* 13, 1922 (2022). URL https://doi.org/10.1038/s41467-022-29592-y.

[29] Stupfel, M. & Pavely, A. Ultradian, circahoral and circadian structures in endothermic vertebrates and humans. *Comparative Biochemistry and Physiology – Part A: Physiology* 96, 1–11 (1990).

[30] Scheer, F. A., Wright, K. P., Kronauer, R. E. & Czeisler, C. A. Plasticity of the intrinsic period of the human circadian timing system. *PLoS ONE* 2 (2007).

[31] Toole, J. L., Herrera-Yaque, C., Schneider, C. M. & González, M. C. Coupling human mobility and social ties. *Journal of The Royal Society Interface* 12, 20141128–20141128 (2015). 1502.00690.

[32] Schneider, C. M. et al. Unravelling daily human mobility motifs. *Journal of The Royal Society Interface* 10, 20130246 (2013).

[33] Hasan, S., Schneider, C. M., Ukkusuri, S. V. & González, M. C. Spatiotemporal Patterns of Urban Human Mobility. *Journal of Statistical Physics* 151, 304–318 (2012).

[34] Barbosa, H. et al. Uncovering the socioeconomic facets of human mobility. *Scientific Reports* 11, 8616 (2021). URL https://doi.org/10.1038/s41598-021-87407-4.

[35] Santana, C. et al. Analysis of socioeconomic aspects related to mobility patterns in the uk during the covid-19 pandemic (2020). https://covid19-uk-mobility.github.io/Second-report, Last accessed on 2020-06-01.

[36] Santana, C. et al. Covid-19 is linked to changes in the time–space dimension of human mobility. *Nature Human Behaviour* (2023). URL https://doi.org/10.1038/s41562-023-01660-3.

[37] De Domenico, M., Lima, A. & Musolesi, M. Interdependence and predictability of human mobility and social interactions. *Pervasive and Mobile Computing* 9, 798–807 (2013). URL
[38] Zhang, H.-T. et al. Spatiotemporal property and predictability of large-scale human mobility. *Physica A: Statistical Mechanics and its Applications* **495**, 40–48 (2018).

[39] Lempel, A. & Ziv, J. On the Complexity of Finite Sequences. *IEEE Transactions on Information Theory* **22**, 75–81 (1976).

[40] Kontoyiannis, I., Algoet, P., Suhov, Y. & Wyner, A. Nonparametric entropy estimation for stationary processes and random fields, with applications to English text. *IEEE Transactions on Information Theory* **44**, 1319–1327 (1998).

[41] Jiang, S. et al. The timegeo modeling framework for urban mobility without travel surveys. *Proceedings of the National Academy of Sciences* **113**, E5370–E5378 (2016).

[42] Cornacchia, G. & Pappalardo, L. A mechanistic data-driven approach to synthesize human mobility considering the spatial, temporal, and social dimensions together. *ISPRS International Journal of Geo-Information* **10**, 599 (2021).

[43] Brightkite dataset. https://snap.stanford.edu/data/loc-brightkite.html, Last accessed on 2023-09-15.

[44] Gowalla dataset. https://snap.stanford.edu/data/loc-gowalla.html, Last accessed on 2023-09-15.

[45] Weeplaces dataset. https://www.yongliu.org/datasets/, Last accessed on 2023-09-15.

[46] Cover, T. M. & Thomas, J. A. *Elements of Information Theory* (John Wiley & Sons, Dordrecht, 2006), 2 edn.

[47] Percival, D. P. On estimation of the wavelet variance. *Biometrika* **82**, 619–631 (1995).

[48] Torrence, C. & Compo, G. P. A Practical Guide to Wavelet Analysis. *Bulletin of the American Meteorological Society* **79**, 61–78 (1998).
Supplementary material

Dynamic predictability and spatio-temporal contexts in human mobility
Bibandhan Poudyal, Diogo Pacheco, Marcos Oliveira, Zexun Chen, Hugo S. Barbosa,
Ronaldo Menezes and Gourab Ghoshal

CONTENTS

S1. Dataset pre-processing S-2
S2. Brightkite predictability S-4
S3. Gowalla predictability S-5
S4. Wavelet analysis S-6
S5. Linear regression model S-7
References S-7
S1. DATASET PRE-PROCESSING

FIG. S1 below shows the distribution of three different quantities capturing activity patterns in mobility trajectories. The distribution of the radius of gyration $r_g$ resembles a truncated power-law distribution and is qualitatively identical among all three datasets. The truncation for Weeplaces occur around $10^3$ km whereas for Brightkite and Gowalla, it occurs around $10^4$ km. The distribution of no of distinct locations $S$ and the average monthly check-ins frequency $\bar{f}_c$ shows few characteristic differences between the dataset. First, Brightkite users have lesser probability to check-in new locations and their average monthly check-in frequency is also likely to be lesser than in the other datasets. Second, Weeplaces exhibits a heavier tail both in no of distinct locations and average monthly check-in frequency indicating that Weeplaces user are more active than other users.

FIG. S1. Distribution of selected mobility quantities (a) Distribution of number of distinct locations visited by all users in the dataset. (b) Distribution of radius of gyration of all users in the dataset. (c) Distribution of average monthly check-in frequency of all users in the dataset.
Given the sparsity and differences in the dataset, the pre-processing of dataset was done with the objective to set a threshold for our data such that the predictability estimator saturates and yield a robust output. During the longitudinal analysis of the predictability along different days of the week, we find that the predictability for no. of distinct location (S)>60 resembles most accurately the overall predictability as show in FIG. 2, FIG. S2 and FIG. S3. Thus, for all other analysis in the manuscript, with the exception of Fig. 2, we use S > 60 as a threshold to compute the results.

| Dataset   | Total Check-ins/Call Records | Users | Distinct Placeid |
|-----------|------------------------------|-------|------------------|
| BrightKite| 2,279,147                    | 4,401 | 667,549          |
| Gowalla   | 4,061,522                    | 15,874| 2,454,544        |
| Weeplaces | 5,589,296                    | 10,388| 1,947,392        |
S2. BRIGHTKITE PREDICTABILITY

FIG. S2. (a) The average predictability $\Pi_c$ across all Brightkite users exhibit daily peaks (4-5am) and secondary peaks (12-5pm) of predictability throughout the time series. For all datasets, $\Pi_c$ is lower for groups with (b) more unique locations $S$, (c) more radius of gyration $r_g$ and (d) more average monthly check-ins $\bar{f}_c$. 
FIG. S3. (a) The average predictability $\Pi_c$ across all Gowalla users exhibit daily peaks (4-5am) and secondary peaks (12-5pm) of predictability throughout the time series. For all datasets, $\Pi_c$ is lower for groups with (b) more unique locations $S$, (c) more radius of gyration $r_g$ and (d) more average monthly check-ins $\bar{f}_c$. 
S4. WAVELET ANALYSIS

To understand the temporal dimension of human mobility predictability, we use the continuous wavelet transform to describe the regularities in the time series of the individuals. With the wavelet transform, we extract both time and frequency components from a time series. The method has a long history of successful applications to a variety of domains such as climate prediction [1], digital image processing [2], and crime dynamics analysis [3]. The wavelet transform decomposes a time series using functions, called wavelets that dilate (scale) to capture different frequencies and that translate (shift) in time to include changes with time. We can define the wavelet transform of a discrete sequence \( Y = \{y(1), y(2), \ldots, y(N)\} \) having observations with a uniform step \( \delta t \) as the following:

\[
W_Y(s, n) = \sqrt{\delta t} \sum_{t=1}^{N} y(t) \psi^* \left[ \frac{(t-n)\delta t}{s} \right],
\]

(S1)

where the ‘*’ denotes the complex conjugate and \( s \) is the wavelet scale. The wavelet transform can be seen as the cross-correlation between the time series \( y(t) \) and a set of functions \( \psi_{s,\tau}^*(t) \), distributed over time and having different widths [4]. By varying the scale \( s \) and translating over time (i.e., varying \( n \)), we have a representation of the amplitude of the different periodic features of \( Y \) and how they vary with time.

To examine the overall periodicity in \( Y \), we evaluate the average of \( W_{Y^c}(s, n) \) over \( n \):

\[
W^2(s) = \frac{1}{N} \sum_{n=1}^{N} |W_{Y^c}(s, n)|^2,
\]

(S2)

called the global wavelet spectrum, which provides us with an unbiased estimate of the true power spectrum [5]. We analyse its statistical significance by using the method developed by Torrence and Compo [6], which tests the wavelet power against a null model that generates a background power spectrum \( P_k \). The test is given by:

\[
D \left( \frac{|W_X(s, n)|^2}{\sigma^2_X} < p \right) = \frac{1}{2} P_k \chi^2_{\nu},
\]

(S3)

where \( \nu = 2 \) for complex wavelets (our case) [6].
S5. LINEAR REGRESSION MODEL

|                         | coef | std err | t-statistic | 95% CI          |
|-------------------------|------|---------|-------------|-----------------|
| constant                | 0.4216 | 0.002   | 218.979     | [0.418, 0.425 ] |
| Education               | 0.2264 | 0.010   | 22.159      | [0.206, 0.246 ] |
| Entertainment           | -0.2233 | 0.014   | -15.430     | [-0.252, -0.195]|
| Food                    | -0.0861 | 0.005   | -15.754     | [-0.097, -0.075]|
| Home/Work               | 0.3234 | 0.005   | 65.292      | [0.314, 0.333 ] |
| Nightlife               | -0.0938 | 0.008   | -12.378     | [-0.109, -0.079 ]|
| Outdoors                | 0.0379 | 0.013   | 2.877       | [0.0012, 0.064 ]|
| Shops                   | 0.1007 | 0.007   | 13.963      | [0.087, 0.115 ] |
| Travel                  | 0.1365 | 0.006   | 22.337      | [0.124, 0.148 ] |
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