Molecular dynamics study of convective heat transfer mechanism in a nano heat exchanger
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With the rapid development of micro/nano electro-mechanical systems, the convective heat transfer at the micro/nanoscale has been widely studied for the thermal management of micro/nano devices. Here we investigate the convective heat transfer mechanism of a nano heat exchanger by the employment of molecular dynamics simulation with a modified thermal pump method. First, the temperature jump and velocity slip are observed at the wall–fluid interfaces of the nano heat exchanger. Moreover, the larger Kapitza resistance in the entrance region weakens the convective heat transfer. Second, the heat transfer performance of the nano heat exchanger can be improved by increasing the surface wettability of the solid walls owing to more fluid atoms being involved in heat transport at the walls when the wall–fluid interaction is enhanced. Meanwhile, the strong surface wettability results in the appearance of the quasi-solid fluid layers, which improves the heat transfer between walls and fluids. Finally, we point out that when the surface wettability of the nano heat exchanger is weak, the heat transfer of the hot fluid side is better than that of the cold fluid side, while the convective heat transfer performances of the cold and hot fluid sides are reversed when the surface wettability is strong. This is because of the feeble temperature jump of the hot fluid side when wall–fluid interaction is small and the greater velocity slip of the cold fluid side for walls with large wall–fluid interaction.

1. Introduction

Since the 1960s, Moore’s law has endured for more than half a century, which states that the integration and performance of electronic components would double approximately every 18 months.1,2 The increasing integration means that the size of the electronic components is shrinking and this improved property causes a higher level of power density, which challenges the thermal management at the micro/nanoscale.3 The application of the micro/nano heat exchangers is considered as an effective method to solve the thermal issues of the micro/nano devices in order to ensure their performance and prolong their life span.4 Although the macroscopic mechanism of the convection heat transfer for heat exchangers has been investigated sufficiently due to their wide application, the analysis of micro/nano heat exchangers is scarce. Therefore, research on the flow and heat transfer characteristics at the micro/nanoscale emerge in an endless stream.5–10

At microscale level, the explorations of the convective heat transfer are conducted by experiments and simulations. In 1981, Tuckerman et al. firstly experimentally studied the convective heat transfer in microchannels and they verified that employing the cooling fluid flow in microchannels could effectively dissipate the heat.11 By driving the water to flow in the silicon microchannels with different aspect ratios, Wu et al. discovered the fluid temperature jump and velocity slip at the microchannel walls in their experiments.12 Besides, they concluded that the surface roughness and surface hydrophilic property determined the Nusselt number. Friedrich et al. fabricated the micro heat exchangers in many micron-sized plates experimentally.13 They pointed out that the volumetric heat transfer coefficient of the micro heat exchanger would even reach 45 MW K⁻¹ m⁻³, which was much larger than that at macroscale. On the other hand, with the implementing of the computational fluid dynamics method, Bigham et al. focused on the fluid thermal and hydraulic development under the slip flow regime in the microchannel with the constant wall temperature.14 They exposed that the temperature jump and velocity slip made the fluid flow and heat transport different from those at macroscale. By using the numerical calculation, Hettiarachchi et al. solved the Navier–Stokes equations and energy equations with the temperature jump and velocity slip at the walls.15 They presented that the temperature jump seemed to be harmful to the heat transport while the velocity slip could enhance the convective heat transfer and the combined effect of them could result in an increase or a decrease in the Nusselt number. In addition, Mohammed et al. numerically investigated the heat transfer characteristics in the wavy microchannel with the wavy amplitudes ranging from 125 μm to 500 μm.16 They reported that the heat transfer performance of the wavy...
microchannel was better than the normal microchannel and the friction factor, as well as the wall shear stress, boosted proportionally with the increase of the wavy amplitude. Whereas, these studies are still based on the fluid continuum hypotheses and the traditional computational fluid dynamics method is too restricted to reveal the heat transfer mechanism at micro/nanoscale. Hence, the mathematical and physical description of the flow and heat transfer process needs to adopt the principles and equations which are based on the molecular dynamics (MD) theory.17

When the system size further decreases to the nanoscale, the experimental measurement is limited and the molecular dynamics simulation is an available research technique as long as the accurate atomic interaction parameters can be guaranteed.18–20 By performing MD simulation, Markvoort et al. firstly came up with a thermal pump method to simulate the convective heat transfer in nanochannels.21 Different from applying the external force to the whole fluid which would bring the impractical energy into the fluid domain, they only drove the fluid and controlled the fluid temperature in specific regions. Meanwhile, they pointed out that the convective heat transfer in the nanochannel could be amplified by strengthening the surface wettability. Furthermore, Ge et al. improved the above thermal pump method by locating the region for resetting the fluid temperature behind the region where the fluid was driven and the modified method could set the inlet fluid temperature more accurately.22 They also revealed that the convective heat transfer at nanoscale was weaker than that at macroscale, which was attributed to the temperature jump at the interface. Gu et al. used the non-equilibrium molecular dynamics simulation to investigate the influence of the axial heat conduction on the convective heat transfer at nanoscale.23 They figured out that the contribution of the axial heat conduction to the heat transport could be less than 2.0% when Peclet number is larger than 20. By utilizing the MD method to simulate the convective heat transfer of water flow in graphene nanochannels, Marable et al. indicated that the system scale influenced the convective heat transfer at nanoscale.24 With the implementing of the MD simulations, Chakraborty et al. concluded that the surface roughness could boost the convective performance because of the extensive heat transfer area.25 Furthermore, they demonstrated that the selected coating layers could promote the convective heat transfer due to the effect of "phonon bridge". Motlagh et al. investigated the effect of different wall materials on the convective heat transfer using the MD method.26 They pointed that the Nusselt number was affected by the wall materials and its value for the copper nanochannel was larger than that for platinum channels. However, the above MD simulations only focus on the convective heat transfer with the constant wall temperature or fixed heat flux. As a result, the investigations of the nanoscopic mechanism about the convective heat transfer between the cold and hot fluids are vacant, which deserves the further study.

According to the above discussion, we propose a modified thermal pump method to investigate the mechanism of the convective heat transfer between the cold and hot fluids in the nano heat exchanger using molecular dynamics simulation in this work. First, we concentrate on the thermal and flow characteristics in nano heat exchanger with the tunable surface wettability, including the fluid temperature profile, fluid velocity profile, fluid density profile, temperature slip length and the local Nusselt number. Then, we assess the convective heat transfer performance caused by increasing the surface wettability of the heat exchanger walls. Last, the heat transfer capability of the cold fluid side is compared with that of the hot fluid side when the surface wettability of the heat exchanger walls is varying.

2. Simulation details

In this work, we focus on the convective heat transfer process in the nano heat exchanger where the cold and hot fluids are separated by the solid walls. Fig. 1 depicts the schematic of the simulation domain. Argon atoms act as the cold and hot fluids and platinum atoms make up the walls. All parallel platinum walls possess the face-centered cubic (FCC) lattice structure with the lattice constant \( a = 3.923 \text{ Å} \). The lattice constant \( a \) is taken as the unit size in order to describe the size conveniently and we use the nondimensional parameters \( X^* = x/a \) and \( Y^* = y/a \) to describe the position. Harmonic springs are applied to all platinum atoms to simulate the simple atomic harmonic vibration at the FCC lattice sites. According to the solid state physics theory and simple harmonic motion law, the spring constant of all harmonic springs is set as \( k = 179.5 \text{ N m}^{-1} \).27–28 Cold and hot fluids flow in their own channels and the sizes of both two channels are \( 110a \times 20a \times 20a \text{ Å}^3 \). Based on the above channel volume, 48 000 argon atoms are randomly distributed in each channel, which means the corresponding average fluid density is about 1.2 g cm\(^{-3}\). With the aim of better simulating the convective heat transfer at nanoscale, Markvoort et al. and Ge et al. put forward two simulation methods where the fluid is just driven in a forcing region and the fluid temperature is controlled only in a temperature reset region.21,22 The difference between their methods is that: the method used by Markvoort et al. puts the temperature reset region in front of the forcing region, while Ge et al. drive the fluid before resetting the inlet fluid temperature. Due to the different heat transfer conditions in our work (cold and hot fluids undergo the convective heat transfer at nanoscale) from the previous studies at nanoscale (the fluid is cooled or heated by walls with the constant temperature or fixed heat flux),21,22 the existing

![Fig. 1](image-url) The schematic of the simulation domain.
simulation settings are no longer suitable for our simulation owing to the following reasons: (1) adding force in a specific region leads to an abnormally high temperature field in this region which acts as an internal heat source and generates the axial heat conduction with the adjacent fluid region; (2) if the forcing region locates behind the temperature reset region, the inlet fluid temperature could deviate from the desired temperature because of the unrealistic axial conduction; (3) if the inlet temperature resetting is implemented after driving the fluid, the outlet fluid temperature is influenced by the image atoms in the forcing region due to the periodic boundary condition in the simulation. For the convective heat transfer with the condition that cold and hot fluids exchange the heat, the temperature difference of cold and hot fluids plays an important role in the convective heat transfer and needs to be more accurate. In order to better simulate the convective heat transfer process between the cold and hot fluids at nanoscale, an modified thermal pump method is proposed in this work, which is a combination of the previous work. We divide the fluid domain into four independent regions: an outlet temperature reset region, a forcing region, an inlet temperature reset region and a data collection region, which is shown in Fig. 1. The outlet temperature reset region locates in the range of $-10a \leq x < -8a$ Å and the inlet temperature reset region locates in the range of $-2a < x < 0$ Å. Both of them use the Langevin thermostats to rescale the atomic interactions and the scaling parameter. Periodic boundary conditions are applied to the $x$, $y$ and $z$ directions for the following two reasons: (1) the size of the system is expanded at $x$ and $y$ directions without slowing down the calculation; (2) this operation more realistically simulates the convective heat transfer between the cold and hot fluids when they distribute alternately at $z$ direction. In addition, the Verlet algorithm is employed to integrate Newton’s equations of motion within the simulation domain. With the aim of improving the computational efficiency, the cut-off radius $r_{\text{cut}}$ is set to be 10 Å and the atomic interactions beyond the cut-off radius are not considered.

All simulations are conducted for a total duration of 9.0 ns and the time step is chosen as 1.0 fs. The simulation process is as follows: firstly, the whole system may spend 1 ns thermally relaxing at 300 K in the $NVT$ ensemble (constant number of atoms, volume, and temperature) in order to reach the systematic stability. Subsequently, the system is switched to the $NVE$ ensemble (constant number of atoms, volume, and energy), which lasts the next 8.0 ns. Under the $NVE$ ensemble, the solid walls are not thermostated and their temperature should depend on the heat transfer between cold and hot fluids. Argon atoms are speeded up in the forcing region in order to drive the flow. Once fluid atoms enter the inlet temperature reset region, the cold fluid temperature is controlled at 200 K and the hot fluid temperature is controlled at 400 K. When cold and hot fluids leave the inlet temperature reset region, the convective heat transfer process between them happens in the data collection region. Owing to the periodic boundary condition in the flow direction, the unrealistic axial heat conduction may result in the abnormal outlet temperature. Thus, the outlet temperature reset region is added to correct the abnormality. In the whole 8.0 ns $NVE$ process, we spend 4.0 ns to achieve a steady convective heat transfer condition and the remaining 4.0 ns are used to record the fluid characteristics in the data collection region. The cold and hot fluid channels are both divided into 110 columns in the $x$ direction and 20 layers in the $y$ direction to acquire data, so the size of each bin is $a \times a \times 20a \text{ Å}^3$.

### 3. Results and discussion

The variation of the local mean temperature ($T_m$) along the flow direction at $\chi = 1.00$ is shown in Fig. 2, where $T_m$ is mathematically defined as:

$$U(r) = 4 \epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right]$$

where $\epsilon$ is the energy parameter, $r$ is the interatomic distance and $\sigma$ is the length parameter. In this work, $\sigma_{\text{Ar-Ar}}$ is set to be 3.405 Å and $\epsilon_{\text{Ar-Ar}}$ is equal to 0.0104 eV. In addition, $\sigma_{\text{Pt-Pt}} = 2.475$ Å and $\epsilon_{\text{Pt-Pt}} = 0.521$ eV. Therefore, $\sigma_{\text{Ar-Pt}} = 2.940$ Å and $\epsilon_{\text{Ar-Pt}}$ is equal to 0.074 eV, which are obtained by the Lorentz–Berthelot mixing rule. The direct interactions between cold and hot fluid atoms are ignored to match the actual situation perfectly. We use seven different scaling parameters $\chi$ to tune the interfacial coupling strength between fluids and walls: $\chi = 0.25, 0.50, 0.75, 1.00, 2.00, 3.00, 4.00$. Hence, the actual energy parameters between the platinum atoms and argon atoms are the product of their intrinsic energy parameters and the scaling parameter. Periodic boundary conditions are applied to the $x$, $y$ and $z$ directions for the following two reasons: (1) the size of the system is expanded at $x$ and $y$ directions without slowing down the calculation; (2) this operation more realistically simulates the convective heat transfer between the cold and hot fluids when they distribute alternately at $z$ direction. In addition, the Verlet algorithm is employed to integrate Newton’s equations of motion within the simulation domain. With the aim of improving the computational efficiency, the cut-off radius $r_{\text{cut}}$ is set to be 10 Å and the atomic interactions beyond the cut-off radius are not considered.

All simulations are conducted for a total duration of 9.0 ns and the time step is chosen as 1.0 fs. The simulation process is as follows: firstly, the whole system may spend 1 ns thermally relaxing at 300 K in the $NVT$ ensemble (constant number of atoms, volume, and temperature) in order to reach the systematic stability. Subsequently, the system is switched to the $NVE$ ensemble (constant number of atoms, volume, and energy), which lasts the next 8.0 ns. Under the $NVE$ ensemble, the solid walls are not thermostated and their temperature should depend on the heat transfer between cold and hot fluids. Argon atoms are speeded up in the forcing region in order to drive the flow. Once fluid atoms enter the inlet temperature reset region, the cold fluid temperature is controlled at 200 K and the hot fluid temperature is controlled at 400 K. When cold and hot fluids leave the inlet temperature reset region, the convective heat transfer process between them happens in the data collection region. Owing to the periodic boundary condition in the flow direction, the unrealistic axial heat conduction may result in the abnormal outlet temperature. Thus, the outlet temperature reset region is added to correct the abnormality. In the whole 8.0 ns $NVE$ process, we spend 4.0 ns to achieve a steady convective heat transfer condition and the remaining 4.0 ns are used to record the fluid characteristics in the data collection region. The cold and hot fluid channels are both divided into 110 columns in the $x$ direction and 20 layers in the $y$ direction to acquire data, so the size of each bin is $a \times a \times 20a \text{ Å}^3$.

### 3. Results and discussion

The variation of the local mean temperature ($T_m$) along the flow direction at $\chi = 1.00$ is shown in Fig. 2, where $T_m$ is mathematically defined as:

$$U(r) = 4 \epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right]$$

where $\epsilon$ is the energy parameter, $r$ is the interatomic distance and $\sigma$ is the length parameter. In this work, $\sigma_{\text{Ar-Ar}}$ is set to be 3.405 Å and $\epsilon_{\text{Ar-Ar}}$ is equal to 0.0104 eV. In addition, $\sigma_{\text{Pt-Pt}} = 2.475$ Å and $\epsilon_{\text{Pt-Pt}} = 0.521$ eV. Therefore, $\sigma_{\text{Ar-Pt}} = 2.940$ Å and $\epsilon_{\text{Ar-Pt}}$ is equal to 0.074 eV, which are obtained by the Lorentz–Berthelot mixing rule. The direct interactions between cold and hot fluid atoms are ignored to match the actual situation perfectly. We use seven different scaling parameters $\chi$ to tune the interfacial coupling strength between fluids and walls: $\chi = 0.25, 0.50, 0.75, 1.00, 2.00, 3.00, 4.00$. Hence, the actual energy parameters between the platinum atoms and argon atoms are the product of their intrinsic energy
where \( H \) is the channel height, \( c \) is the specific heat capacity, \( \rho(x,y) \) is the fluid density, \( u(x,y) \) is the local fluid velocity and \( T_i(x,y) \) is the local fluid temperature. As shown in Fig. 2, the cold fluid temperature \( (T_{m,cold}) \) increases from 200 K and the hot fluid temperature \( (T_{m,hot}) \) decreases from 400 K firstly, which results from the convective heat transfer driven by their temperature difference. However, \( T_{m,cold} \) rises up and \( T_{m,hot} \) goes down anomalously at the second half of the nano heat exchanger domain. This abnormal phenomenon is caused by the unrealistic axial heat conduction. Hence, only the data from the first half of the data collection region are valid, which refers to the range of \( 0 \leq x < 50a \) Å. Ulteriorly, Fig. 3 describes the temperature field at the first half of the nano heat exchanger when \( \chi = 1.00 \). As the temperature distribution shows, the temperature difference between the cold and hot fluids \( (\Delta T) \) is considerable at the range of \( 0 \leq x < 25a \) Å \( (\Delta T \) ranges from 199.87 K at \( x = 0 \) Å to 22.64 K at \( x = 25a \) Å), while that is inappreciable at the range of \( 25a < x < 50a \) Å \( (\Delta T \) ranges from 22.64 K at \( x = 25a \) Å to 3.60 K at \( x = 50a \) Å). By comparing the variation of the cold and hot fluids temperature difference \( (\Delta T) \) at the range of \( 0 < x < 50a \) Å, we figure out that \( \Delta T \) has made more than 90 percent of the decline at the range of \( 0 < x < 50a \) Å. Since the temperature difference acts as the driving force of the heat exchange between the cold and hot fluids, the convective heat transfer taking place at the range of \( 0 < x < 25a \) Å is of more research value.

In addition, Fig. 4 exhibits the fluid temperature profiles at different cross sections along the flow direction at \( \chi = 1.00 \). The temperature jump can be observed at the wall–fluid interfaces of both cold and hot fluid sides. As a whole, the fluid temperature profiles are concave for the cold fluid but convex for the hot fluid. Especially, the middle region of the temperature profile is flattened no matter whether the fluid is cold or hot at \( X^* = 0.5 \), which indicates that the fluid thermal development is inadequate. The temperature profiles at other positions are parabolic where the cold and hot fluids are fully thermal developed. Such temperature profile variations are consistent with those at macroscale. It is worth mentioning that the temperature profiles for \( X^* > 21.5 \) are almost overlapping, which also proves that the convective heat transfer at the range of \( 25a < x < 50a \) Å is weak. Except the fluid temperature, the fluid velocity is another important indicator for the convective heat transfer.
transfer. Fig. 5 displays the fluid velocity profiles at different cross sections along the flow direction at $\chi = 1.00$. As shown in the previous studies,$^{14,22}$ the velocity slip is the phenomenon that the velocity of the near-wall fluid is not the same as that of the walls, which becomes an important difference between the micro/nanoscale and macroscale flows. Obviously, the velocity slip occurs at the walls of the cold and hot fluid sides. Similar to the fluid thermal development, the fluid hydraulic development determines the fluid velocity profiles. The velocity profile shows flattened at the entrance on account of the deficient hydraulic development while the velocity profile is parabolic for the fully hydraulic developed region. Fig. 5 also points out that the cold fluid always flows slower than the hot fluid at the same cross section since the lower fluid temperature induces the larger fluid viscosity. Moreover, the fluid hydraulic development is almost sufficient when $X^* > 7.5$, which leads to the similar velocity profiles. Fig. 6 reveals the average fluid velocities for different surface wettabilities of the solid walls when the flow states of the cold and hot fluids are stable. In consistent with Fig. 5 and 6 also uncovers that the velocity of the cold fluid is smaller than that of the hot fluid because of the different fluid viscosities. The cold fluid velocity varies from 22.41 m s$^{-1}$ to 15.66 m s$^{-1}$ and the hot fluid velocity changes from 29.42 m s$^{-1}$ to 19.52 m s$^{-1}$ for different $\chi$.

As discussed above, the temperature difference between the cold and hot fluids at the range of 25$a$ $< x < 50a$ is puny and the fluid hydraulic development is fully developed quickly for $X^* < 7.5$, so we select the region locating from $X^* = 0$ to $X^* = 25$ to comprehensively analyze the convective heat transfer performance in the nano heat exchanger by tuning the interfacial coupling strength between the walls and the cold and hot fluids. The Nusselt number (Nu) is a dimensionless number to assess the intensity of convective heat transfer, which can be calculated as follows:

$$Nu = \frac{hD_c}{\lambda} \tag{3}$$

where $h$ is the convective heat transfer coefficient, $D_c$ is the characteristic size which is equal to $2H$ and $\lambda$ is the thermal conductivity of the fluid. The convective heat transfer coefficient $h$ can be obtained based on the average temperature $T_m$ as:

$$h = \frac{\lambda}{|T_m - T_w|} \left[ \frac{\partial T(x,y)}{\partial y} \right]_{w/i} \tag{4}$$

where $T_w$ is the temperature of walls separating the cold and hot fluids, $(\partial T(x,y)/\partial y)|_{w/i}$ is the fluid temperature gradient at the wall–fluid interface and vertical lines represent the absolute value symbol. It must be mentioned that a quartic polynomial function is adopted to extrapolate the fluid temperature to determine $(\partial T(x,y)/\partial y)|_{w/i}$. By combining eqn (3) and (4), the local Nusselt number $Nu(x)$ is identified as:

$$Nu(x) = \frac{2H}{|T_m - T_w|} \left[ \frac{\partial T(x,y)}{\partial y} \right]_{w/i} \tag{5}$$

Fig. 7 displays the variation of local Nu along the flow direction for different surface wettabilities of the solid walls. The local Nu increase along with the enhancement of the wall–fluid interaction for either the cold fluid or the hot fluid, which demonstrates that the increasing surface wettability can effectively strengthen the convective heat transfer. Obviously, the enhancement of the heat transfer is restricted when $\chi > 2.00$. Furthermore, the local Nu, corresponding to seven different scale parameters $\chi$, have the similar tendencies: the local Nusselt numbers are all small in the entrance region and then they ascent and eventually stabilize. In order to explain these series of temperature changes, we calculate the thermal slip length ($l_k$) with eqn (6):

$$l_k = \lambda R_{Kap} = \frac{\Delta T_{w/i}}{\partial T(x,y)}_{w/i} \tag{6}$$

where $R_{Kap}$ is the Kapitza resistance and $\Delta T_{w/i}$ is the difference between wall temperature and fluid temperature achieved by
using a quartic polynomial function to fit the fluid temperature profiles at the wall–fluid interface.\cite{23} As we can see from Fig. 8, $\lambda_k$ diminishes along with the increase of $\chi$. Besides, for both cold and hot fluid sides, $\lambda_k$ are very large in the entrance region and then reduce to steady values in the following region for all cases with different $\chi$. Eqn (6) uncovers that the thermal slip length $\lambda_k$ is proportional to the Kapitza resistance at the wall–fluid interfaces. Hence, the improvement of the heat transmission by increasing the surface wettability of the walls can be attributed to the reduction of thermal resistance. At the same time, the larger Kapitza resistance in the entrance region can account for the smaller Nusselt numbers.

The total heat transfer coefficient of the heat exchanger ($K$), the number of transfer unit (NTU) and the effectiveness of the heat exchanger ($\eta$) are also significant indicators to measure the performance of heat exchangers. $K$ is calculated by eqn (7)–(9):

$$\Phi = KA\Delta T_m$$

$$\Phi = q_{m1}c_1(T'_{m1} - T''_{m1}) = q_{m2}c_2(T'_{m2} - T''_{m2})$$

where $\Phi$ is the total heat load, $A$ is the heat transfer area, $\Delta T_m$ is the logarithmic mean temperature difference (LMTD) and $q_m$ is the mass flow rate. The subscripts 1 and 2 represent the cold and hot fluids and the superscripts ‘ and ‘’ refer to the inlet and outlet. For the concurrent parallel flow heat exchanger, LMTD is calculated by eqn (9):

$$\Delta T_m = \frac{\Delta T'_{m} - \Delta T''_{m}}{\ln \frac{\Delta T'_{m}}{\Delta T_{m}}}$$

where $\Delta T'_{m}$ is the temperature difference between the cold and hot fluids at the inlet and $\Delta T''_{m}$ is that at the outlet. NTU and $\eta$ are defined as:

$$NTU = \frac{KA}{(q_m)_{min}} \quad (10)$$

$$\eta = \frac{(T'_{m} - T''_{m})_{max}}{T'_{m1} - T'_{m2}} \quad (11)$$

The variations of $K$ and NTU at different surface wettabilities are displayed in Fig. 9. With the surface wettability enhancing, $K$ increases firstly and then reach a relatively stable level when $\chi \geq 2.00$. NTU varies in a similar trend and its value enhances from 0.55 to 1.18. Effectiveness $\eta$ indicates the ratio of the actual heat exchange performance of the heat exchanger to the optimal heat exchange performance. From Fig. 10, we can observe that $\eta$ increases from 0.36 at $\chi = 0.25$ to a steady value about 0.46 when the wall–fluid interaction is reinforced. In short, Fig. 7–10 demonstrate that the convective heat transfer in nano heat exchangers cannot improve unlimitedly with increasing the parameter $\chi$ and it becomes saturated for $\chi \geq 2.00$.

To explain above phenomena, we calculate the average fluid density from $X^* = 0$ to $X^* = 2.5$. As displayed in Fig. 11, the fluid density near the walls fluctuates and there are at least four value peaks at each side of wall–fluid interfaces. The distance between two adjacent peaks is about the argon atom interaction distance ($\sigma_{Ar-Ar}$). The highest peak of the fluid density refers to the mean location of the near-wall fluid atoms which are closest to the wall surfaces. In addition, we observe that the mean location of the near-wall fluid atoms moves towards the nano heat exchanger walls when $\chi$ increases.\cite{26} It is apparent that stronger
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Fig. 11 The average density profiles along the channel height at different surface wettabilities for (a) cold fluid and (b) hot fluid. The insets are zoom-in images of density at the near-wall regions.

Fig. 12 The trajectory of the near-wall fluid atoms at (a) $\chi = 0.25$ and (b) $\chi = 2.00$.

d–fluid interaction allows more fluid atoms to contact with the walls and thus more atoms participate in transporting the heat from the interface. Besides, the increase of the near-wall fluid density is limited when $\chi \geq 2.00$ for cold and hot fluids. These behaviors of the cold and hot fluids can explain why the enhanced wall–fluid interaction can improve the convective heat transfer and the improvement extent is finite. Furthermore, we monitor the trajectory of the near-wall fluid atoms at $\chi = 0.25$ and $\chi = 2.00$ during the whole 4 ns process of collecting data. As shown in Fig. 12(a), the fluid atoms closest to the nano heat exchanger walls move freely when $\chi = 0.25$. However, the near-wall fluid atoms are trapped by the nano heat exchanger walls when $\chi = 2.00$ and the quasi-solid fluid layers appear at the surface of the nano heat exchanger. To further uncover the heat transfer mechanism in the nano heat exchanger, we calculate the phonon density of states (DOS) of the wall, mainstream fluid and near-wall fluid at $\chi = 0.25$ and $\chi = 2.00$. Mainstream fluid atoms refer to those atoms that are 10 Å away from the nano heat exchanger walls and near-wall fluid atoms represent the atoms at the highest peak of fluid density. By taking the Fourier transform of the velocity autocorrelation function, DOS can be defined as:

$$G(w) = \frac{1}{\sqrt{2\pi}} \int_0^\infty \langle \nabla v(0) \times \nabla v(t) \rangle e^{-iw^2} dt$$

(12)

where $v$ is the atomic velocity, and the angle brackets denote the ensemble averaging. The DOS of the nano heat exchanger wall, mainstream fluid and near-wall fluid for cold and hot fluids at $\chi = 0.25$ and $\chi = 2.00$ are displayed in Fig. 13. As is shown in Fig. 13(a) and (b), the DOS of the near-wall fluid is similar to that of the mainstream fluid at $\chi = 0.25$ for both cold and hot fluid sides, which indicates the near-wall argon atoms show the fluid property. The small overlapping area between the fluid and walls at $\chi = 0.25$ means the nasty phonon matching and weak convective heat transfer. However, at $\chi = 2.00$ depicted in Fig. 13(c) and (d), the DOS of near-wall fluid have the large overlapping area with DOS of the wall and mainstream fluid, which denotes that the near-wall argon atoms behave like the solid coating layers and act as the “phonon bridge” to facilitate the heat transfer between the mainstream fluid and walls at $\chi = 2.00$. In conclusion, the enhancement of the convective heat transfer in nano heat exchangers when surface wettability boosts could attribute to the following two reasons: (1) stronger wall–fluid interaction attracts more fluid atoms to contact with walls and transport heat; (2) when the wall–fluid interaction is strong, the quasi-solid fluid layers occur at the nano heat exchanger walls, which perform as the coating layers and lead to the “phonon bridge” effect during the heat transfer between the fluids and walls.

Finally, we further compare the Nu values of the cold and hot fluid sides for different surface wettabilities at $\chi = 0.25$, 0.50, 1.00 and 2.00 in Fig. 14. From Fig. 14(a), we can observe that the heat transfer performance of the hot fluid side is better than that of the cold fluid side at $\chi = 0.25$. Along with the increase of $\chi$, the heat transfer performances of the cold and hot fluid sides are reversed in Fig. 14(b)–(d). Generally, the temperature jump and velocity slip play the prominent roles in the convective heat transfer at nanoscale but they have the opposite effects. When the temperature jump exists at the wall–fluid interfaces, it generates a thermal resistance and is adverse to the convective heat transfer. On the contrary, the existence of the velocity slip is beneficial to the convective heat transfer. Here the thermal slip length and the velocity slip length ($l_x$) are employed to evaluate the temperature jump and velocity slip. With the aim of understanding the transformation of Nu on the cold fluid side and hot fluid side when $\chi$ raises from 0.25 to 2.00, $l_x$ and $l_y$ at $\chi = 0.25$, 0.50, 1.00 and 2.00 are exhibited in Fig. 15 and 16. Similar to the calculation of the temperature slip length, the velocity slip length is defined as:

$$l_x = \frac{\Delta u_x}{\partial (u_x(x,y))/\partial y}$$

(13)

where $\Delta u_x$ is the difference between the fluid velocity at the walls and the wall velocity ($u_w = 0$ m s$^{-1}$), $(\partial u_x(x,y))/\partial y)|_{wall}$ is the fluid
velocity gradient at the walls. Quadratic polynomial functions are used to extrapolate the velocity profile in order to calculate $l_s$.\textsuperscript{22} The thermal slip length of the cool fluid side is larger than that of the hot fluid side at $\chi = 0.25$ (Fig. 15(a)), which means that more pronounced temperature jump occurs on the cold fluid side and leads to the greater Kapitza resistance. The larger Kapitza resistance occurs on the hot fluid side since the fact that wall atoms on the hot fluid side own the higher temperature, which makes them

---

Fig. 13  The phonon density of states of the wall, mainstream fluid, and near-wall fluid (a) for cold fluid side at $\chi = 0.25$, (b) for hot fluid side at $\chi = 0.25$, (c) for cold fluid side at $\chi = 2.00$ and (d) for hot fluid side at $\chi = 2.00$.

Fig. 14  The comparison of the local Nusselt number for the cold fluid side and hot fluid side at different surface wettabilities at (a) $\chi = 0.25$, (b) $\chi = 0.50$, (c) $\chi = 1.00$ and (d) $\chi = 2.00$. 
have higher kinetic energy and vibrate more violently. On the other hand, the high temperature can motivate more phonons, which are conducive to the heat transfer.\textsuperscript{37,43} Thus, the Nu value of

\[ \text{hot fluid side} \]

overweights that of the cold fluid side at \( \chi = 0.25 \) as shown in Fig. 14(a). With the increase of the wall-fluid interaction, the temperature slip length of the cold fluid side tends to be the same as that of the hot fluid side, which reflects that the temperature jump at both sides of the cold and hot fluids are almost identical. However, in Fig. 16(a) and (b), \( l_s \) of the cold and hot fluid sides show little distinction when \( \chi \) is equal to 0.25

---

**Fig. 15**  The comparison of the thermal slip length for the cold fluid side and hot fluid side at different surface wettabilities for (a) \( \chi = 0.25 \), (b) \( \chi = 0.50 \), (c) \( \chi = 1.00 \) and (d) \( \chi = 2.00 \).

**Fig. 16**  The comparison of the velocity slip length for the cold fluid side and hot fluid side at different surface wettabilities for (a) \( \chi = 0.25 \), (b) \( \chi = 0.50 \), (c) \( \chi = 1.00 \) and (d) \( \chi = 2.00 \).
or 0.50. When $\chi = 1.00$ and 2.00 in Fig. 16(c) and (d), $l_0$ of the cold side is larger than that of the hot fluid. This phenomenon derives from the fact that the lower fluid temperature results in the higher fluid viscosity, which comes into being the more severe velocity slip on the cold fluid side. Therefore, due to the more ardent velocity slip on the cold fluid side, the convective heat transfer of the cold fluid side is superior to that of hot fluid side when wall–fluid interaction is strong. At $\chi < 1$, the Nu diversity between the cold and hot sides attributes to the different Kapitza resistance of the cold and hot fluid sides.

All in all, the heat exchanger at nanoscale exhibits numerous diversities in flow and heat transfer characteristics in comparison with that at macroscale. Since the spatial scale of the system at nanoscale becomes comparable to the phonon mean free path of the fluid atoms, the continuum hypothesis is invalid and the velocity and temperature slips at the wall–fluid interface occur in nano heat exchangers. As we all know, the convective heat transfer in the thermal and hydraulic developing region is better than that in the fully developed region in macroscopic heat exchanger on account of the more violent fluid disturbances in the inlet region. However, the heat transfer capability in the inlet region is weaker than that in the fully developed region at nanoscale because of the more ardent temperature jump in the inlet region of nano heat exchanger.

4. Conclusions

In this work, we implement the molecular dynamics simulations to uncover the convective heat transfer mechanism in the nano heat exchanger. A modified thermal pump method is proposed to investigate the thermal and flow characteristics in nano heat exchangers using the molecular dynamics simulation. Different from the heat exchanger at macroscale, temperature jump and velocity slip are discovered in nano heat exchanger. Owing to the insufficient thermal and hydraulic development accompanying with the greater Kapitza resistance in the entrance region, the heat transfer in the entrance region is worse than that in the thermal and hydraulic fully developed region. By enhancing the surface wettability of the solid walls, the heat transfer performance of the nano heat exchanger can be promoted due to two reasons: (1) strong wall–fluid interaction causes more near-wall fluid atoms to contact with walls and transport heat; (2) the quasi-solid fluid layers emerge at the walls when the surface wettability enhances, which gives rise to the “phonon bridge” effect between the fluids and walls. In addition, the Kapitza resistance and velocity slip co-determine the convective heat transfer of the cold and hot fluid sides at nanoscale. When the surface wettability of nano heat exchanger is weak, the convective transfer of the hot fluid side is superior to that of the cold fluid side because of the Kapitza resistance. When the surface wettability of the nano heat exchanger is strong, the larger velocity slip leads to better heat transfer on the cold fluid side than that on the hot fluid side. Our work is expected to provide the fundamental knowledge for the design of the nano heat exchangers and the thermal management of the micro/nanodevices.
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