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Abstract. Online Multiplayer is one of the most essential feature in modern games. However, while developing a multiplayer feature can be done with a simple computer networking programming, creating a balanced multiplayer session requires more player management components such as game lobby and matchmaking system. Our objective is to develop OpenLobby, a server that available to be used by other developers to support their multiplayer application. The proposed system acts as a lobby and matchmaker where queueing players will be matched to other player according to a certain criteria defined by developer. The solution provides an application programing interface that can be used by developer to interact with the server. For testing purpose, we developed a game that uses the server as their multiplayer server.

1. Introduction
Modern video games industry is flooded with games with online multiplayer feature. The idea of multiplayer computer games has been around since 1961. The first real computer game that allows multiple player to play in the same session is Spacewar, an MIT product used to demonstrate a new PDP-1 computer. The game allows two players to shoot torpedo at one another. In the early 70s, University of Illinois' ILLIAC build a computer system called PLATO. This multi purpose computer has a server and running on a nearly a dozen computers. The system also contains two games; Empire and Airfight, which are considered as the first computer games to allow multiplayer game via computer network. One of the significant milestone in computer network games is DOOM in 1993. It features a four player cooperative mode using IPX protocol from Novell [1]. It uses peer-to-peer network architecture and can be used in via LAN or modem connection [2].

While multiplayer feature is considered capable to lengthen the lifespan of a game by allowing player to interact to other players, not all in-game interaction can enhance the game quality. Player satisfaction is highly depending on other players. Since it is impossible to fully control in-game interaction, multiplayer game usually group players according to their properties. Most games uses experience (or a value equivalent to it) to group players based on their skill. Other game requires a more complex matchmaking formula that uses additional properties such as region, latency, kill/death ratio, or even play style. To meet this need, matching players has become a complicated problem of how to match a group of available player to ensure the quality of a session. Instead of directly matching available players, most games use a lobby and a matchmaker algorithm to group optimal players. Lobby is where the players meet and wait to be matched with other player. Dhupelia et al. gives a thorough architecture of game lobby and its properties in common modern games [5].

As the player waiting in the lobby, a matchmaking system will work to find the best group of player based on some criteria. This matchmaking problem is one of the most discussed topic in game networking. There are a few researches that focus on developing an optimal matchmaking system.
Agarwal et al. developed Htrae, a latency prediction system that can be used in matchmaking application [4]. A similar system was proposed by Manweiler et al. with an application called Switchboard [7]. Similar to Htrae, this application is a matchmaking system for mobile games that heavily rely on latency between game player. Armitage et al. [6] proposed REED, a matchmaking system focused on optimizing host selection in a client-server model multiplayer game session. Another interesting research by Delalleau et al. shows how matchmaking process can be optimized to increase game quality by applying neural network to find the optimal team amongst selected player [3]. The system proposed uses a more complex data set to calculate a player's attribute such as number of matches played, kill/death ratio, firing accuracy, and headshot percentage.

However, developing an online multiplayer feature in a game is not a trivia task. It requires a specific skills and tools to develop the feature. While large game developers already have enough resources to develop this feature, (network programmer, game/database server), small game developers might not be able to have these privileges. Common game engines such as Unity and Unreal has also provide a higher level API to decrease the complexity in developing a multiplayer feature. However, this feature still requires networking programming skill and developed specifically to a certain game engine.

In this paper, we propose a solution that able to help small developers to add an online multiplayer feature in their product. We will start by discussing the architecture of the system in the next section. Section 3 will discuss the implementation of the system and the specification of hardware and software used to develop and run the system. In section 4, we will discuss the testing process which involves developing a multiplayer game application using the OpenLobby API. We conclude our work in section 5 and present the future work regarding the system.

2. Application Architecture

The overall architecture of our server is as follow:

![OpenLobby Application Architecture](image)

The server contains 3 important items; web server, database, and daemon program. The web server is responsible in receiving and processing request from client and sending the appropriate response to client. Currently, our server is able to process basic functions of a game server. The first basic function of the server is to register a new player who would like to join a multiplayer game session. When a client is requesting to join a multiplayer game, it send a request to join to the server. The server is then kept the basic information related to the request such as request arrival time and client's IP address. The second basic function is to inform the client whether the client has been joined to a multiplayer session. Our system follows a pull-notification method to perform this function; clients send a request to get the update from the server. The server is then to update the player's information related to the game such as score, win/lose, rank, etc. This information is sent after a multiplayer session has completed.
In designing the database server, we have to consider the various requirement of games that may connect to our server. Different games have different requirements and criteria to create an ideal session. Most games, if not all, rely on player's rank and experience to define an ideal set of players. Some games use additional player's properties such as region, latency, and preference. To provide the different requirements of games, we have to develop a flexible concept to store player's properties. We can not define one player's property as a single column since each game may require different properties. We came up with a simple solution to store various properties; a text based values delimited with a specific unusable character. Hence, we only need a single column to store all properties defined by the game. The figure below shows the overall architecture of our database design:

**Figure 2. OpenLobby Database Design**

3. **Implementation**
   In this section, we will go through the implementation of the architecture previously described. The web server is built using PHP. It uses HTTP protocol to communicate with the clients. In communicating with the server, application may use this 5 methods:

1. **queue**: this function is called when a user wants to be listed as queueing in a game queue. It requires player ID and game ID as its parameter. If the game ID is not registered in the system, the request will be rejected. Otherwise, the server will check the player's information based on the player ID. If the player's ID is not listed on the game database, the system will register the player ID with default experience. After both player and game are confirmed to be registered, the server will return the queue id to the player.
2. **get_status**: this function is called by user to check its queue status. The server is then return the user's status whether its waiting, found, or cancelled. When the user has been assigned to a session, the response will contain the host identification. Additionally, if a player has already queued for 5 minutes, the queue will be dropped and the player has to resend the request.
3. **get_session_info**: this function is called by user to find information regarding the session it is in. The information sent contains the host IP address, session_id.
4. **session_started**: this function is called by the host right after a session is started.
5. **update_result**: this function is called by the host after a session is over. This function will update the player's information based on the result of the session. Host can only update a session.
6. **remove_queue**: this function is called when a user wants to be removed from a queue. This action can not be performed if a player has already been matched to a session.


4. Test and Result
To test the usability of the server, we build a game that uses OpenLobby as player management in its multiplayer feature. The game developed on Android Platform and built using Java. The game is a simple math-based quiz game, Cogitare. In this game, two players will compete to answer a math question by pressing a larger number. In each session, both players will be given a limited amount of time to answer a series of questions. Each question will give an amount of point based on its difficulty. The player with more points win the session. The game also implements an adaptive difficulty method which makes the question becomes harder if the player able to answer an amount of correct answers consecutively. Harder question will grant more points. Figure 4 shows the screenshot of our game Cogitare that uses the OpenLobby to add lobby and matchmaking. To increase the quality of each session, the game also requires players with similar experience to compete in a session. The game holds two value as player's properties. The first property, experience, is linear to the amount of game played by the user. Each game completed by the user is calculated 10 experience point. The experience point is tripled if the player wins the game. The second property is correct/incorrect ratio which holds the comparison between correct and incorrect ratio of a player. However, to calculate the ratio, we need to keep two values; the amount of correct and incorrect value.

![Figure 3. Screenshot of Cogitare: Menu (left), Session Found after matchmaking process (middle), and in-game (right)](image)

The multiplayer session begins when a player sends a queue request to join a multiplayer game. The server will store the queue in the system to be processed later by the matchmaker. Every 5 second, the game checks the status of the queue; should a session has been found, it may request more information regarding its session such as players’ id, name, and properties. The server will also decide the host's of each session and send the host's IP to all players. If the player has been chosen as a host, it will wait for other player to communicate with the host. When both players are ready, the multiplayer session starts. When the session is over, the host is responsible to calculate properties changes of both players and pass the information to the server. The server stores the adjusted data to the database and the OpenLobby's protocol ended.

5. Conclusion and Future Works
We have successfully build OpenLobby, an open player management service for games regarding their platform. The server acts as a lobby and matchmaking service and provide an API for communicating with games via HTTP Request. The server also provides player's properties database to keep in track of player's progress. To test the functionality of the server, we developed a game that uses OpenLobby's service. While the system already works as intended, it does not yet applicable for commercial use due to lack of some important elements such as players and games registration process. Another essential feature that should be implemented in the near future is the security of communication process. Currently, we do not have any security feature implemented in our games. Additionally, add the social experience in the server, we would also like to implement leaderboards and friend-networking features in the next phase of the development.
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