Data Mining Techniques for Pandemic Outbreak in Healthcare
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Abstract— Pandemic outbreaks such as SARS-CoV, MERS-CoV and Covid-19 have attracted worldwide attention since these viruses have affected many countries and become a global public health issue. In 2019, Covid-19 was announced as a pandemic disease and categorized as a public health emergency globally. It is ranked as the sixth most serious pandemic internationally. This pandemic tracking and analysis require an appropriate method that gives better performance in terms of accuracy, precision and recall that defines its pattern since it involves huge and complicated datasets from the pandemic. Pattern identification is currently applied in many instances due to the rapid growth of data besides having the potential to generate a knowledge-rich environment which can help to significantly improve the quality of clinical decisions and identify the relationships between data items. Therefore, there is a need to review the techniques in data mining on the pandemic outbreak that focuses on healthcare. The goal of this study was to analyze the algorithms from the data mining method that had been implemented for pandemic outbreaks in past research such as SARS-CoV, MERS-CoV and Covid-19. The result shows that 2 main algorithms, namely Naïve Bayes and Decision Tree, from the classification method, are appropriate algorithms and give more than 90% accuracy in both the pandemic and healthcare. This will be further considered and investigated for future analysis on large datasets of Covid-19 which can help researchers and healthcare practitioners in controlling the infection of the coronavirus using the data mining technique discussed.
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I. INTRODUCTION

Currently data has become a commodity in many businesses across different sectors. Data becomes the source to understand business and plan for a better future. The large amount of data about its competitive environment requires methods that can extract pertinent information and provide insight on business strategy. Data mining is a concept that was found in the 1990’s which is part of computer science and has been implemented in many sectors for analysis of data and knowledge discovery [1],[2]. Besides, several pandemic outbreaks such as SARS-CoV, MERS-CoV and Covid-19 have applied data mining for data analysis. Several works have been explored in various aspects of the outbreak since the widespread and the increasing prevalence rate of infection in infected countries such as the identification of the virus source, analysis of the gene sequences, analysis of patient information and analysis of the first cases in the countries involved.

However, pandemic databases consist of a huge amount of data, but hidden dataset cannot be discovered due to lack of effective tools. The conventional methods are not suitable to process and analyze the massive volume of data from the healthcare sector since the data is too complicated and voluminous [3]. This is true even in healthcare where there is a need for appropriate computer-based information or a decision support system for managing pandemic situations. Therefore, the data mining method is essential to be implemented in the medical area and it has been widely used for the past few years mainly in patient outcome prediction, evaluation of treatment effectiveness, control of infection and diagnosis of diseases [4],[5]. Moreover, successful data mining applications have provided the opportunity for the various parties to make full use of them, as they have recognized that data mining is important for all sectors related to the healthcare industry to collect valuable information [5]. Data mining implementation enables health insurers to identify fraud cases and violence, health managers are able to make good decisions, especially when engaging with their customers, and healthcare practitioners can improve the treatment and care of their patients [6],[3]. Insights gained from data mining will affect expenditures,
Data mining is a concept founded in the 1990s. It is one part of computer science that is bound up with disciplines such as statistics, probability, artificial intelligence, and machine learning, which has become a good research field that has gained a lot of attention due to its approach to data processing and information discovery [1],[2],[16]. Besides, it is defined as a set of rules, procedures, and algorithms to produce valuable insights, derive patterns, and draw connections from huge datasets [16]. It also incorporates advanced data retrieval, processing and simulation using several methods and techniques. It is a modern field recognized as one of the top ten sciences affecting technology, with different applications [17]. In order to use data mining algorithms for health data, the understanding of the researchers about the nature and roles of data mining techniques should be clear. Descriptive which is unsupervised learning and predictive which is supervised learning are both data mining algorithms [3]. Descriptive is analysed by detecting unknown trends or correlations in the data whereby the users may recognize an intensive data pool by the similarity of the items or records. It is known as investigative data mining for clustering, association, summarization, and sequence discovery.

According to [18] a predictive model aims to make it possible for the data miner to predict a specific of an uncertain variable, the future value of the targeted variable. Thus, the predictive model, probably including the previous target variable values, is created from the known variable values given [19]. Several major data mining techniques have been developed and applied in pandemic outbreaks such as classification, clustering, and association rules. Classification is a method that allocates objects in a series to target groups whereby the same set of features is put into a class by this approach [16]. Naïve Bayes, Decision Tree, Artificial Neural Network, Support Vector Machine, Associative Classification and K-Nearest Neighbours are some of the methods of classification [2]. Moreover, the method of clustering identifies clusters of data objects that are identical to each other in certain data [20]. The data points are clustered to maximize intra-class similarities and minimize inter-class similarities based on the characteristics of the data points [19]. This method identifies classes and sets objects in each category, while objects are listed in predefined categories in the classification method. Some of the clustering approaches are K-Means, Density-Based Spatial Clustering of Applications with Noise (DBSCAN), Fuzzy Clustering, and Expected Maximization (EM) [20].

Besides, healthcare data will be categorized into manageable data with useful information and may help to recognize patterns by enabling many effective data extraction processes by using this clustering method [18]. The association rule method discovers new relationships in a database of variables. Based on the input data set, it is designed to identify well-built rules from the database using various important procedures. In addition, it comprises data mining process for identifying rules, finding recurrent patterns, correlations, similarities, or combinatorial logic between sets of items that can regulate associations between sets of items and causal artifacts [5]. Basket data analysis, cross-marketing and catalogue design are the core applications of association rule mining.

C. Data Mining in Pandemic Outbreak

Traditional methods are very limited to be used in healthcare because the data produced are vast and complex
to be interpreted and analysed using the system; thus, data mining has been introduced in this area to predict outcomes, evaluate the effectiveness of treatment, control of infection and diagnosis of diseases [4]. A study by [10] applied two types of classification algorithms; Naive Bayes and J48 from Decision Tree to analyse the status of cases of MERS-CoV disease by building predictive models for a dataset of 1082 cases between 2013 and 2015. The result of the accuracy, precision and recall for all the models was between 53.6% and 71.58%. [9] compared SARS-CoV and MERS-CoV datasets by using different techniques of data mining. Various types of algorithms were repeated through normal, polynomial, and sigmoid to show that MERS-CoV and SARS-CoV are distinct viruses. [14] employed three classification algorithms including Random Forest, Support-Vector Machine (SVM) and Naïve Bayes to diagnose patients with early symptoms of MERS-CoV using 322 datasets which consisted of 92 infected cases and 230 uninfected cases where Random Forest showed a good performance with a ROC measurement of 0.942%.

AliMoammar [4] performed two classification types for the model performance using the 2013 to 2017 MERS-CoV dataset from Saudi Arabia. Three types of algorithms, namely k-NN, SVM and Decision Tree were used to measure the accuracy of the dataset. Despite the emerging technology, researchers have recently used other data mining techniques, called trajectory data mining, for scientific studies as well as for infection prevention and control approaches. Trajectory data means a trace that uses a sequence of geographical locations that consists of a geospatial coordinate set and a timestamp [21]. Research by [22] on epidemic prevention and control has given 90% accuracy on the sample of 20% of the infected population. Moreover, the nature of moving objects in pandemic introduces biasness and complexity in data processing. Therefore, the study introduced the spatio-temporal variability method. This allows the research to consider spatial information within temporal dimensions in which the data is sampled based on different frequencies [21]. In addition, a Covid-19 research was undertaken by [23] to examine the situation of the pandemic worldwide in terms of its cases, deaths, and recovery. Most studies focus on predicting the situation by commonly using forecasting techniques ranging from the naïve method to ARIMA in improving the root mean square error score for each technique. Another study by [24] predicted Covid-19 cases for 187 countries using 13 different time series forecasting models consisting of statistical and machine learning models for long- short- term memory (LSTM). Mainly, the results of these studies show that ARIMA offers a better projected result for the exponential growing pattern, while Holt’s Linear Trend outperforms the other models for both the exponential and linear patterns.

D. Data Mining in Healthcare

In healthcare, traditional methods have limited use because the dataset is massive and complex to be processed and analysed within the method. Hence, the implementation of data mining is essential in that field. Nowadays, data mining is widely used in this area to predict outcomes, evaluate the effectiveness of treatment, control infection and diagnose diseases [4]. Some studies have also shown a positive outcome of the use of data mining in the medical field, which aims to enhance treatment efficacy and the detection of fraud in health insurance, which lightens the workload burden, helps doctors make diagnosis in making their clinical decision, as well as reduces healthcare sector costs [4],[25]. In data mining, disease or virus prediction plays a crucial role and a lot of study in fields such as breast cancer, heart disease, neonatal jaundice, and coronaviruses, uses data mining techniques [26].

Besides, more information and new perspective approaches to certain diseases can be identified which can gain knowledge to increase research in the field of medicine. [27] stated that a good example of contribution of data mining to medicine is through the high degree of accuracy of the models developed in the field. [28] applied data mining techniques in their research in the medical area by using different types of techniques in the prognosis and diagnosis of heart disease. This study helps physicians by giving an accurate result of the diagnosis to differentiate between benign breast tumour and an invasive one without performing any surgical biopsy besides reducing the treatment cost. The result shows the ability of data mining in the medical area to support clinical decision- making based on the diseases.

Furthermore, [29] applied a few of classification methods such as KNN, Naïve Bayes and Random Forest for diabetes analysis and its prediction using two datasets; PIDD (Pima Indian Diabetes Dataset) and the 130-US hospital diabetes dataset. The result showed that the ensemble approach outperformed other algorithms. The accuracy of the proposed ensemble approach was 93.62% for PIDD and 88.56% for the 130-US hospital dataset. In addition, RBF Network, Naïve Bayes and J48 was applied by [23] for developing a benign and malignant breast cancer prediction model using the breast cancer dataset from the UCI Machine Learning repository. Besides, the 10-fold cross-validation method was used to compare the performance between three algorithms. The findings showed that with 97.36% accuracy on the holdout study, the Naive Bayes was the best predictor. RBF Network was second with 96.77% accuracy and J48 was third with 93.41% accuracy based on the average accuracy Breast Cancer dataset.

The structure of the paper consists of, next section powers the paper towards the understanding of reviews, themes, and its relevant keywords. Section III presents the findings and elaborates further its algorithm with respect to the objective of the paper and section IV concludes the discussion and suggests further work.

II. MATERIAL AND METHOD

In this section, two different gaps of review are presented which consist of the artificial intelligence (AI) techniques in data mining used in healthcare and pandemic outbreaks. A literature search was performed to classify recent reviews on these latest techniques performed in healthcare and pandemic outbreak research. The research utilized a semi-structured qualitative method for gathering and analysing information. The information was arranged based on patterns or topics and composed to analyse important data and keywords. In addition, this study also focused on various
types of information sources that consisted of research papers, electronic databases, computer journals and books. Some of the keyword terms used were “data mining techniques”, “data mining algorithms”, “data mining in healthcare”, “pandemic outbreak”, “Covid-19”, “MERS-CoV” and “SARS-CoV”. The sources for the articles were Google Scholar, Science Direct, Springer, IEEE, Scopus and Medical Website. 38 papers consisting of 28 papers on data mining techniques in healthcare and 10 papers on the pandemic outbreak were studied and analysed to gather all the information on data mining. The review included articles published within the last 10 years mainly from 2011 until 2020. All the sources of the review were analysed to come out with the appropriate review about data mining techniques in healthcare and pandemic outbreaks.

The description of the classification methods that mostly used in the healthcare sector are described below.

1) Naïve Bayes:

The Bayesian classifier is a type of statistical probabilistic model that essentially uses the theorem of Bayes and treats all characteristics as independent. Class conditional independence is also included, where correlations between class attributes are ignored. [30],[31] mentioned that many researchers found that Naïve Bayes has excellence performance in terms of computational efficiency since it has better performance than other algorithms; Decision Tree and neural networks which can handle missing data and produce high prediction accuracy.

Furthermore, this model is easy to build because it uses the probabilistic conditional approach to analyse datasets by multiplying the individual probabilities of each pair of value attributes, which will help the user derive more functionality from the data without being over-fitted even for large datasets [30],[25]. This classifier is very stable; it can be trained with small datasets to create accurate parameter predictions since it only needs the calculation from the frequencies and the outcomes of the pairs of attributes in the training datasets [32], [27].

2) Decision Tree:

Decision tree algorithm was invented by Ross Quinlan in 1979. Known as Iterative Dichotomiser (ID)3 it has been widely used for practical methods of classifications [33]. It represents a method for assessing or grouping interesting objects by graphical means consisting of a flowchart that is like a tree structure which is simple and easy to be implemented and interpreted by human experts [34]. It exhibits functions by mapping the constituent of a specific domain to a corresponding set of constituents with characters or figures that represent a class [11]. According to [35], a decision tree is part of the classification algorithm in which a test on an input case attribute is shown by each non-leaf node; each branch corresponds to a test result; and a class prediction attribute is shown by each leaf node. The outgoing node is an internal node while the other nodes are referred to as leaves or terminal nodes or decision nodes [32]. The dependent variable is estimated on the basis or selected by the evaluated values of all the other attributes, while the other attributes are known as independent variables in the dataset [32] Through this method, learned trees can be constructed as a set of rules of IF-THEN which help readability. The precision of classification and the size of a decision tree are applied to estimate its performance.

3) Neural Network:

Neural network (NN) or artificial neural network (ANN) is a type of biological neuron system that recognizes patterns and generates predictions in data mining [34],[19]. This algorithm forms structures which are made up of multiple nodes and is modelled on the function of the human brain [36]. Knowledge is expressed in ANN as a complex set of linked processors called neurons. The neurons will interact with each other, connected by many connections. Input data is approved by the nodes and basic operations on the data are carried out. The product of these processes is transferred to another neuron. Each output node is named or enabled as a node value [36]. Various kinds of neural network models are applied to solve market problems and play a critical role as a scientific form of research for operations [2]. In recent years, the biggest breakthroughs in neural networks have been their implementation to real-world problems such as the prediction of consumer response, detection of fraud, etc. Besides, ANN is one of the newest tools for processing signals. It is an adaptive, non-linear system that learns to perform a data function, and that adaptive step is typically a stage of training where during operations the system parameter changes [36], [2].

A. Model Evaluation

Through this study it was found that the most common evaluation models used were mainly three performance measures: accuracy, precision, and recall [1],[4],[33],[22]. Since the pandemic and healthcare involve voluminous and large datasets, this performance was significant to identify the best result besides developing a predictive model for the datasets [10],[1]. Accuracy is the calculation of the correctly classified record in percentage and referred to as summation of the correctly classified positive records and the correctly classified negative records over the summation of positive and negative records. Meanwhile, precision is the amount of data that the model accurately categorized as positive for all positive predictions. Recall classifies the correct number of records as positives while classifying incorrect number of records as negatives for the overall summation of these records. These measures are calculated as follows:

\[
\text{Accuracy} = \frac{TP+TN}{P+N} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP+FP} \quad (2)
\]

\[
\text{Recall} = \frac{TP}{TP+FN} \quad (3)
\]

In these three equations, the number of positive records is P while the number of negative records is N. The number of records that were correctly classified as positive is TP while the number of records that were correctly classified as negative is TN. The number of records that were misclassified as negative is represented as FN.

III. RESULT AND DISCUSSION

This section describes the data-mining techniques from the reviews and their implementation on pandemic outbreaks.
which focused on SARS-CoV, MERS-CoV and Covid-19 in healthcare.

A. Data Mining Techniques in Healthcare

The current global mobility exposed healthcare to many new and complex diseases. Table 1 shows several methods of data mining implemented by past researchers in the domain of healthcare.

| Data mining methods               | Number of papers |
|-----------------------------------|------------------|
| Classification                    | 20               |
| Clustering                        | 2                |
| Association                       | 0                |
| Classification & clustering       | 1                |
| Classification & association      | 2                |
| Classification & clustering & association | 3          |

It is common in many countries to monitor and practice good control of healthcare by investigating data collected about people, movement, and environment for health prediction. Some research has been conducted to determine the patterns and predict useful information and threat from medical datasets [37],[38]. Based on this aim and through the reviews, three methods were found to be widely used by past researchers in healthcare. These three methods were classification, clustering, and association rule. Generally, classification is used by researchers to extract valuable information besides determining pattern, predict future outcomes and trends in healthcare [3] which act as a discovery of data items in predefined classes [21]. Besides classification, there is also a combination of methods and this is to increase accuracy and performance of the algorithms.

These methods and their algorithms present better accuracy and performance compared to other methods like clustering and association rule.

B. Data Mining Techniques in Pandemic Outbreaks

Referring to the reviewed papers identified, the analysis depicted various algorithms used by many researchers on pandemic outbreaks. Table 2 presents the most common algorithms and their datasets as well as the tools used by the researchers to build predictive models in the pandemic outbreak.

Naïve Bayes, Decision Tree and SVM are the most common algorithms used in diagnosing pandemic outbreaks. These algorithms have the highest accuracy and better performance, so they are commonly used by the researchers. Based on 10 papers, Decision Tree is the highest algorithm used for pandemic outbreak datasets. Besides, [27] stated that the automatic selection of features and the reduction of complexity can be carried out by Decision Tree classifiers, where the tree structure provides easy-to-understand and comprehensible information on the predictive or generation capability of classification. [31] mentioned that results from many researchers show that Naïve Bayes has excellent performance in terms of computational efficiency since it has better performance than other algorithms as it can handle missing data and produce high accuracy in prediction.

Furthermore, this model is easy to build because it uses the probabilistic conditional approach to analyse dataset [34]. It also helps the user to derive more functionality from the data without being over fitted even for large datasets [10],[21]. SVM is also selected by researchers since this algorithm is akin to solving a linear, quadratic programming problem and is commonly used in disease diagnostics because of the high accuracy in prediction [21].

In addition, [22] used a high-resolution spatio-temporal model with a fine and complex spatial resolution for disease risk assessment. High precision is given by the spatio-temporal pattern of Covid-19 using various algorithms. The regional risk measured using modelling maps shows a strong correlation between the total number of reported cases in the area [39]. Besides, type and structure of datasets will affect the performance of algorithms. The finding also found that some researchers are trying to explore more techniques such as using ensemble approach between the algorithms.

Figure 1 shows the different types of algorithms used in healthcare. Algorithms for classification methods, namely Naïve Bayes and Decision Tree, and K-Means for clustering are commonly used in healthcare. 20 papers implemented Decision Tree while 19 papers used Naïve Bayes to predict various types of datasets in healthcare such as heart disease, cancer, diabetes, liver disease and neonatal jaundice. 6 papers used the clustering method with K-Means while 5 papers used the association method where 2 papers used the Apriori algorithm while 3 papers used the MAFIA algorithm.
| Authors | Datasets | Details of datasets | Data mining techniques | Tool | Outcomes |
|---------|----------|---------------------|-----------------------|------|----------|
| [10]    | MERS-CoV datasets between 2013-2015 | The datasets are divided into three categories, namely new cases with recorded data of 633 cases; recoveries with 231 records and death records of 1082. | Naïve Bayes, Decision Tree (J48) | WEKA | Naïve Bayes achieved the highest accuracy (71.58%) for the recovery model; meanwhile Decision Tree achieved 55.69% for the stability model. |
| [9]     | DNA sequences of MERS-CoV | These NCBI datasets provide protein sequence of SARS and MERS Spike glycoprotein data. | Decision Tree, SVM and Apriori algorithm | Mathematical model | SVM showed a better performance in distinguishing the Spike glycoprotein of MERS and SARS with more than 75% of accuracy. |
| [11]    | DNA sequences of MERS-CoV | The datasets contain pandemic virus data in different regions of the world. | Decision Tree, and Apriori algorithm | Mathematical model | The results indicated countries that are vulnerable to MERS-CoV transmission, namely middle eastern regions. |
| [40]    | Multiple health-related attributes that consist of personal attributes and MERS-CoV related attributes | The datasets contain data over a period of time on personal attributes and MER-CoV attributes | BBN Classification | WEKA, Amazon EC2 and R Studio | The result showed that 83.1% was the accuracy by using the classifier with synthetic data |
| [14]    | MERS-CoV datasets from UCI and medical analytical papers | The datasets represent infected cases of 92 out of 322 records, meanwhile 230 are uninfected cases. Both contain 24 attributes. | Random Forest, Naïve Bayes, and Support Vector Machine | WEKA | Random Forest Classifier presents good performance with ROC measurement at 0.942% |
| [1]     | MERS-CoV datasets between 2013 until second half of 2016 | Datasets in the text-based form (infographic) | k-NN, Decision Tree, and Naïve Bayes | RapidMiner Studio (version 7.0) | The highest accuracy for binary classification is Decision Tree (90%), meanwhile multiclass classification is k-NN (51.60%) and Naïve Bayes for multilabel classification (77%) |
| [4]     | MERS-CoV datasets between January 2013 and October 2017 | The datasets represent records on living and death that occurred from 2013 to 2017. There were 1,186 and 224 records respectively. | Decision Tree, Support Vector Machine, and k-NN classifiers | RapidMiner Studio version 7.6 | The highest accuracy: 86.44%, was achieved for Binary classification such as Decision Tree and SVM while for Multiclass classification such as Decision Tree it was 42.80% Random Forest showed the highest accuracy (0.9083) with Kappa Statistics |
| [41]    | Covid-19 datasets | The dataset had 482 records from Johns Hopkins Github repository | Random Forests, Logistic Model Trees, Decision Tree, and Naïve Bayes | Python | The Decision Tree model developed gave the highest accuracy of 99.85%. |
| [42]    | COVID-19 data from South Korea | The datasets had 3254 instances and 8 attributes that were obtained from KCDC which was made available on the Kaggle Website | Random Forest, Support Vector Machine, Naïve Bayes, Logistic Regression, Decision Tree, and k-NN classifiers | Python | All algorithms showed the performance that were above 90% for various rates of the population infection that ranged from 1% to 20% |
| [22]    | COVID-19 trajectory datasets in China | Datasets of 2020 with 9000 diagnosed cases and 120 thousand normal cases in 25 regions of China. | Random Forest, Decision Tree, Support Vector Machine, and K-Means | Mathematical model | All algorithms showed the performance that were above 90% for various rates of the population infection that ranged from 1% to 20% |

**TABLE III**

*TYPES OF ALGORITHMS USED IN PANDEMIC OUTBREAK DATASETS*
IV. CONCLUSION
This paper has reviewed and analyzed the techniques of data mining, its method, and algorithms in healthcare and pandemic healthcare outbreak. The findings obtained indicate that large number of studies have applied classification method in healthcare for medical diagnosis and disease prediction with Naïve Bayes and Decision Tree algorithms top the list. This is also recorded in pandemic outbreak where three algorithms that widely used under classification is Decision Tree, Bayesian Network, and SVM. Moreover, J48 and C4.5 are models frequently used in Decision Tree to evaluate and compare results besides to calculate prediction and accuracy. For future research, many possibilities and solutions provided in this paper for data mining in healthcare besides there are many other avenues to be explored in relation to different aspects of health data, such as privacy, quality, cost and so on. Next, these methods will be tested and evaluated on large dataset of Covid-19.
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