SQUARE FUNCTION ESTIMATES FOR THE
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Abstract. We prove novel (local) square function/Carleson measure estimates for non-negative solutions to the evolutionary $p$-Laplace equation in the complement of parabolic Ahlfors-David regular sets. In the case of the heat equation, the Laplace equation as well as the $p$-Laplace equation, the corresponding square function estimates have proven fundamental in symmetry and inverse/free boundary type problems, and in particular in the study of (parabolic) uniform rectifiability. Though the implications of the square function estimates are less clear for the evolutionary $p$-Laplace equation, mainly due its lack of homogeneity, we give some initial applications to parabolic uniform rectifiability, boundary behaviour and Fatou type theorems for $\nabla X u$.

1. Introduction

Given $p$, $1 < p < \infty$, fixed, the evolutionary $p$-Laplace equation, often referred to as the $p$-parabolic equation, is the equation

$$
\partial_t u - \nabla X \cdot (|\nabla X u|^{p-2} \nabla X u) = 0,
$$

where $u = u(X,t)$, $(X,t) \in \mathbb{R}^n \times \mathbb{R}$, $n \geq 1$. This equation is degenerate when $p > 2$, and singular when $1 < p < 2$, as the modulus of ellipticity $|\nabla X u|^{p-2}$ tends to 0 and $+\infty$, respectively, as $|\nabla X u| \to 0$. When $p = 2$, the equation is linear and coincides with the heat equation. It is well-known that if $p \neq 2$, then solutions to (1.1) display different behaviours depending on $p$ (degenerate or singular) and in this paper we will only be concerned with the degenerate case $p > 2$. Note that the evolutionary $p$-Laplace equation is invariant under standard Euclidean translation in $X$ and $t$, and under the scalings $(X,t) \to (rX,rt)$. However, the equation is not homogeneous: if $u$ is a solution, then in general $cu$ is not a solution unless $c = 1$. Also, in contrast to the case $p = 2$, for $p > 2$ any initial perturbation is propagated with finite speed by the equation and, as a consequence, any form of the strong maximum principle for non-negative solutions fails.

The results established in this paper concern inverse/free boundary type problems, and problems concerning the boundary behaviour of non-negative solutions, for the degenerate evolutionary $p$-Laplace equation in time-dependent domains. Our contribution is inspired by recent progress concerning symmetry problems, inverse/free boundary type problems involving the heat equation and parabolic measure, and parabolic uniform rectifiability, see [11, 12, 44], and by studies of the corresponding problems, and the boundary behaviour of non-negative solutions, for the $p$-Laplace equation, $1 < p < \infty$, see [45–52]. The essence is that in all of these papers there are crucial square function/Carleson measure estimates lurking in the background, estimates based on which the oscillation of the (spatial) gradient of the solution can be controlled near the boundary in a $L^2$-sense. The purpose of this paper is to prove that similar estimates remain valid for the degenerate evolutionary $p$-Laplace equation. Though the implications of these square function estimates are less clear for the evolutionary $p$-Laplace equation, mainly due to the lack of homogeneity of the equation, we will give some initial applications to parabolic uniform rectifiability, boundary behaviour and Fatou type theorems for $\nabla X u$.

To be more precise we need to introduce some more notation, but we refer to the bulk of the paper for definitions. Let $\Sigma$ be a closed subset of $\mathbb{R}^{n+1}$ which is parabolic Ahlfors-David regular. Given
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$X \in \mathbb{R}^n$, let $B(X, r)$ denote the open ball in $\mathbb{R}^n$, centered at $X$ and of radius $r$. Let
\begin{equation}
C(X, t, r) := \{ (Y, s) \in \mathbb{R}^{n+1} : Y \in B(X, r), \ |t - s| < r^2 \},
\end{equation}
whenever $(X, t) \in \mathbb{R}^{n+1}$, $r > 0$. We call $C(X, t, r)$ a parabolic cylinder of size $r$. Let $\delta(Y, s) := \text{dist}(Y, s, \Sigma)$ denote the parabolic distance from $(Y, s) \in \mathbb{R}^{n+1} \setminus \Sigma$ to $\Sigma$. We let $\text{diam}(\Sigma)$ denote the parabolic diameter of $\Sigma$.

Theorem 1.1. Let $\Sigma$ be a closed subset of $\mathbb{R}^{n+1}$ which is parabolic Ahlfors-David regular with constant $M$, let $\Omega := \mathbb{R}^{n+1} \setminus \Sigma$. Let $(X_0, t_0) \in \Sigma$, $r_0 \in (0, \text{diam}(\Sigma)/2)$. Assume that $u$ is a non-negative function in $\Omega \cap C(X_0, t_0, 2r_0)$ which satisfies $(\partial_t - \Delta_X)u = 0$ in $\Omega \cap C(X_0, t_0, 2r_0)$. Assume in addition that there is a constant $\gamma$, $1 \leq \gamma < \infty$ such that
\begin{equation}
\delta(Y, s)|\nabla_X^2 u(Y, s)| + |\nabla_X u(Y, s)| + (\delta(Y, s))^{-1}u(Y, s) \leq \gamma,
\end{equation}
for all $(Y, s) \in \Omega \cap C(X_0, t_0, r_0)$. Then there exists a constant $c = c(n, M) \in (1, \infty)$ such that
\begin{equation}
\left( |\nabla_X^2 u(Y, s)|^2 + |\partial_t u(Y, s)|^2 \right) u(Y, s) \, dY \, ds \lesssim r^{n+1},
\end{equation}
whenever $(X, t) \in \Sigma$, $r > 0$, $C(X, t, r) \subset C(X_0, t_0, r_0/c)$, and where the implicit constant depends only on $n$, $M$ and the constant $\gamma$ in (1.3).

Theorem 1.1 states that
\begin{equation}
(|\nabla_X^2 u(Y, s)|^2 + |\partial_t u(Y, s)|^2) u(Y, s) \, dY \, ds
\end{equation}
is a Carleson measure on $\Omega \cap C(X_0, t_0, r_0/c)$. Note that (1.3) can, by interior regularity estimates for the heat equation, be replaced by the sufficient condition
\begin{equation}
u(Y, s) \leq \gamma \delta(Y, s)
\end{equation}
for all $(Y, s) \in \Omega \cap C(X_0, t_0, r_0)$. Obviously (1.3) and (1.5) implies that $u(Y, s) \to 0$ in $\Omega \cap C(X_0, t_0, r_0)$ as $\delta(Y, s) \to 0$.

In [44], see also [58, 59], the square function estimate in Theorem 1.1 was used in Lip$(1,1/2)$ domains to prove certain symmetry theorems for the Green function associated to the heat equation. A crucial step in [44] was to prove that the imposed over-determined boundary condition implies that the boundary, originally assumed to be only Lip$(1,1/2)$, is in fact regular Lip$(1,1/2)$, i.e., parabolic uniform rectifiable. The stated square function estimate is fundamental to that argument. Recently, in [11, 12] this part of [44] was revisited in the context of caloric measure. Indeed, assuming appropriate background hypotheses and that the caloric measure has the weak $A_{\infty}$ property with respect to the surface measure on $\Sigma$, in [12], see also [11], it is proved that $\Sigma$ is parabolic uniform rectifiable. A key initial step in [12] is to prove that the stated hypotheses implies that $\Sigma \subset \mathbb{R}^{n+1}$ satisfies the parabolic weak half-space approximation property. The proof of this, as well as the argument in [11], rely on a version of Theorem 1.1 but in certain dyadic sawtooth/Whitney regions.

In applications, see for example, [11, 12, 44, 58, 59, 59], the Carleson measure estimate in (1.4) is connected to geometry through the fact that we usually do not only have (1.5), but also the lower bound $\gamma^{-1} \delta(Y, s) \leq u(Y, s)$, either in all of $\Omega \cap C(X_0, t_0, r_0)$ or in certain dyadic sawtooth/Whitney regions. Based on this, (1.4) implies that also
\begin{equation}
(|\nabla_X^2 u(Y, s)|^2 + |\partial_t u(Y, s)|^2) \delta(Y, s) \, dY \, ds
\end{equation}
is a Carleson measure in the appropriate setting, and this is the result that is actually used to conclude information about $\Sigma$.

Focusing briefly on elliptic problems, the importance of this type of square function estimates for the Laplace equation, as well as the $p$-Laplace equation, was established in [53–55]. In this case $E$ is a closed subset of $\mathbb{R}^n$ which is Ahlfors-David regular of dimension $(n-1)$ with constant $M$, $D := \mathbb{R}^n \setminus E$. In the case of the Laplace equation, it is proved that if $X_0 \in E$, if $u$ is a non-negative function in $D \cap B(X_0, 2r_0)$, $\Delta_X u = 0$ in $D \cap B(X_0, 2r_0)$, and if $u(Y) \leq \gamma \delta(Y)$ for all $Y \in D \cap B(X_0, r_0)$, then
\begin{equation}
|\nabla_X^2 u(Y)|^2 u(Y) \, dY
\end{equation}
is a Carleson measure on $D \cap B(X_0, r_0/c)$. In the case of the $p$-Laplace equation, $1 < p < \infty$, $u$ is instead assumed to be a solution to the $p$-Laplace equation $\nabla_X \cdot (|\nabla_X u|^{p-2} \nabla_X u) = 0$ in $D \cap B(X_0, 2r_0)$. In this case the conclusion is, under additional assumptions concerning the non-degeneracy of $|\nabla_X u|$, that

$$
(1.8) \quad |\nabla_X u(Y)|^p \cdot |\nabla_X^2 u(Y)|^2 u(Y) \, dY
$$

is a Carleson measure on $D \cap B(X_0, r_0/c)$, see Theorem 1 in [41] and [55]. In (1.7) and (1.8) the constants in the Carleson measure estimates depend at most on $n, M, \gamma$ and $p$. We refer to [41] for an excellent and lucid survey of these developments in the context of symmetry, inverse/free boundary type problems, and uniform rectifiability. Building on [53–55], in [30] it is proved that if $E \subset \mathbb{R}^n$, $n \geq 3$, is an Ahlfors-David regular set of dimension $(n-1)$, then the weak-$A_\infty$ property of harmonic measure, for the open set $\overline{D} = \mathbb{R}^n \setminus E$, implies uniform rectifiability of $E$. More generally, in [30] a similar result is established for the Riesz measure, $p$-harmonic measure, associated to the $p$-Laplace operator, $1 < p < \infty$. In [30], versions of the Carleson measure estimates in (1.7) and (1.8), in certain dyadic sawtooth/Whitney regions, are crucial to the arguments.

The purpose of this paper is to establish a version of Theorem 1.1 but for the degenerative $p$-Laplace equation. In particular, we prove the following theorem.

**Theorem 1.2.** Let $p, 2 < p < \infty$, be fixed. Let $\Sigma$ be a closed subset of $\mathbb{R}^{n+1}$ which is parabolic Ahlfors-David regular with constant $M$, let $\Omega := \mathbb{R}^{n+1} \setminus \Sigma$. Let $(X_0, t_0) \in \Sigma, r_0 \in (0, \text{diam}(\Sigma)/2)$. Assume that $u$ is a non-negative function in $\Omega \cap C(X_0, t_0, 2r_0)$ which satisfies $\partial_t u - \nabla_X \cdot (|\nabla_X u|^{p-2} \nabla_X u) = 0$ in $\Omega \cap C(X_0, t_0, 2r_0)$. Assume in addition that

$$
(1.9) \quad |\nabla_X u(Y, s)| > 0 \text{ for all } (Y, s) \in \Omega \cap C(X_0, t_0, 2r_0),
$$

and that there is a constant $\gamma$, $1 \leq \gamma < \infty$, such that

$$
(1.10) \quad \delta(Y, s)|\nabla_X^2 u(Y, s)| + |\nabla_X u(Y, s)| + (\delta(Y, s))^{-1} u(Y, s) \leq \gamma,
$$

for all $(Y, s) \in \Omega \cap C(X_0, t_0, r_0)$. Then there exists a constant $c = c(n, M) \in (1, \infty)$ such that the following holds. Let $q \geq p$ and let $r := q - 2p + 4$. Then

$$
\prod_{Y \in C(X, t, r)} \left( |\nabla_X u(Y, s)|^q \cdot |\nabla_X^2 u(Y, s)|^2 + |\nabla_X u(Y, s)|^r \cdot |\partial_t u(Y, s)|^2 \right) u(Y, s) \, dY \, ds \lesssim r^{-1},
$$

whenever $(X, t) \in \Sigma, r > 0, C(X, t, r) \subset C(X_0, t_0, r_0/c)$, and with implicit constant depending only on $n, p, M, \gamma$, and $q$.

Theorem 1.2 states, subject to the stated restrictions on $(q, r)$, that

$$
(1.11) \quad \left( |\nabla_X u(Y, s)|^q \cdot |\nabla_X^2 u(Y, s)|^2 + |\nabla_X u(Y, s)|^r \cdot |\partial_t u(Y, s)|^2 \right) u(Y, s) \, dY \, ds
$$

is a Carleson measure on $\Omega \cap C(X_0, t_0, r_0/c)$. Note that $(q, r) = (p, 4 - p)$ are admissible exponents in Theorem 1.2, and hence

$$
(1.12) \quad \left( |\nabla_X u(Y, s)|^p \cdot |\nabla_X^2 u(Y, s)|^2 + |\nabla_X u(Y, s)|^{(p-4)} \cdot |\partial_t u(Y, s)|^2 \right) u(Y, s) \, dY \, ds
$$

is a Carleson measure on $\Omega \cap C(X_0, t_0, r_0/c)$. For stationary functions, (1.12) is consistent with the measure in (1.8).

We also prove the following result which should be seen as a corollary to Theorem 1.2.

**Corollary 1.1.** Let $p, \Sigma, \Omega, (X_0, t_0), r_0$, and $u$ be as in the statement of Theorem 1.2. Assume (1.9) and (1.10), and in addition that

$$
(1.13) \quad \delta^2(Y, s)|\nabla_X^2 u(Y, s)| \leq \gamma,
$$

for all $(Y, s) \in \Omega \cap C(X_0, t_0, r_0)$. Then there exists a constant $c = c(n, M) \in (1, \infty)$ such that the following holds. For $a \geq 1$ and $b \geq 1$ sufficient large, depending on $p$, we have

$$
\prod_{Y \in C(X, t, r)} \left( |\nabla_X u(Y, s)|^a \cdot |\nabla_X^2 u(Y, s)|^2 + |\nabla_X u(Y, s)|^b \cdot |\partial_t u(Y, s)|^2 \right) u(Y, s) \, dY \, ds \lesssim r^{-1},
$$

for all $(Y, s) \in \Omega \cap C(X_0, t_0, r_0)$. Then there exists a constant $c = c(n, M) \in (1, \infty)$ such that the following holds. For $a \geq 1$ and $b \geq 1$ sufficient large, depending on $p$, we have

$$
\prod_{Y \in C(X, t, r)} \left( |\nabla_X u(Y, s)|^a \cdot |\nabla_X^2 u(Y, s)|^2 + |\nabla_X u(Y, s)|^b \cdot |\partial_t u(Y, s)|^2 \right) u(Y, s) \, dY \, ds \lesssim r^{-1},
$$

for all $(Y, s) \in \Omega \cap C(X_0, t_0, r_0)$.
wherever \((X,t) \in \Sigma, r > 0, C(X,t,r) \subset C(X_0,t_0,r_0/c), and with implicit constant depending only on \(n, p, M, \gamma, a \) and \(b\).

Concerning Theorem 1.2 and Corollary 1.1, several comments are in order.

First, weak solutions to the equation in (1.1) are in general only \(C^{1,\alpha}\) regular, but if (1.9) holds then \(u\) is a smooth classical solution to the equation in (1.1), see subsection 5.5. Note also that to even have the quantities appearing in (1.11), as well as similar quantities appearing in the proof of Theorem 1.2, well defined and finite we also need (1.9). Differently, we could simply have assumed that \(u\) is a smooth solution in \(\Omega \cap C(X_0,t_0,2r_0)\) and formulated a result as in Corollary 1.1 (saying that there exists sufficient large \(a \geq 1\) and \(b \geq 1\)). Concerning the Schauder estimates for higher order spatial partial derivatives stated in (1.10), (1.13), if \((\delta(Y,s))^{-1}u(Y,s) \leq \gamma\), then these estimates can be verified if, for example,

\[
\gamma^{-1} \leq |\nabla_X u(Y,s)| \quad \text{for all } (Y,s) \in \Omega \cap C(X_0,t_0,2r_0),
\]

we here again refer to subsection 5.5. If (1.14) holds, then (1.10) and (1.14) imply that there is a constant \(\tilde{\gamma}, \tilde{\gamma} \leq \infty\), such that

\[
\tilde{\gamma}^{-1} \leq |\nabla_X u(Y,s)| \leq \tilde{\gamma},
\]

for all \((Y,s) \in \Omega \cap C(X_0,t_0,r_0)\). In particular, the statements of Theorem 1.2 and Corollary 1.1 implicitly assume some strong non-degeneracy conditions on \(\nabla_X u(Y,s)\).

Second, while Theorem 1.2 and Corollary 1.1 may seem quite similar they are stated based on a distinction. Indeed, consider the linear operators

\[
\mathcal{H} := \partial_t - \nabla_X \cdot (A(X,t)\nabla_X),
\]

\[
\tilde{\mathcal{H}} := \partial_t - \nabla_X \cdot (\tilde{A}(X,t)\nabla_X),
\]

where

\[
A_{ij}(Y,s) := |\nabla u(Y,s)|^{p-2}\delta_{ij},
\]

\[
\tilde{A}_{ij}(Y,s) := |\nabla_X u(Y,s)|^{p-4}[(p-2)u_{x_i}(Y,s)u_{x_j}(Y,s) + \delta_{ij}|\nabla_X u(Y,s)|^2].
\]

Note that

\[
\min\{1, p-1\}|\nabla_X u(Y,s)|^{p-2}|\xi|^2 \leq \tilde{A}_{ij}(Y,s)\xi_i\xi_j \leq \max\{1, p-1\}|\nabla_X u(Y,s)|^{p-2}|\xi|^2.
\]

In particular, the constants of ellipticity of the linear operators \(\mathcal{H}\) and \(\tilde{\mathcal{H}}\) are, at \((Y,s)\), determined by \(|\nabla_X u(Y,s)|^{p-2}\). \(\mathcal{H}\) is the operator obtained by formally differentiating the \(p\)-parabolic equation, i.e., if \(u\) is a (weak) solution to (1.1), and if we let \(v = u_{x_k}\), then formally \(\mathcal{H}v = 0\). Note also that if \(u\) is a weak solution to (1.1), then

\[
\mathcal{H}u = \partial_t u - \nabla_X \cdot (A(X,t)\nabla_X u) = 0,
\]

\[
\tilde{\mathcal{H}}u = \partial_t u - (p-1)\nabla_X \cdot (\tilde{A}(X,t)\nabla_X u),
\]

but in general \(\tilde{\mathcal{H}}u\) is not equal to 0. In particular, due to the lack of homogeneity of the evolutionary \(p\)-Laplace equation, \(u\) and its spatial partial derivatives solve different linear parabolic partial differential equations. Now the point is that Theorem 1.2 is a statement about solutions to the \(p\)-parabolic equation, while jointly Theorem 1.2 and Corollary 1.1 can be seen as statements concerning the coefficients of the linear operators \(\mathcal{H}\) and \(\tilde{\mathcal{H}}\). Indeed, if

\[
\tilde{\gamma}^{-1} \leq \min\{|\nabla_X u(Y,s)|, (\delta(Y,s))^{-1}u(Y,s)| \leq \max\{|\nabla_X u(Y,s)|, (\delta(Y,s))^{-1}u(Y,s)| \leq \tilde{\gamma},
\]

for all \((Y,s) \in \Omega \cap C(X_0,t_0,r_0)\), then Theorem 1.2 and Corollary 1.1 imply that

\[
(|\nabla_X A(Y,s)|^2 + |\nabla_X \tilde{A}(Y,s)|^2) \delta(Y,s) \, dY \, ds,
\]

as well as

\[
(|\partial_t A(Y,s)|^2 + |\partial_t \tilde{A}(Y,s)|^2) \delta^2(Y,s) \, dY \, ds,
\]
are Carleson measures on $\Omega \cap C(X_0, t_0, r_0/c)$. This implies, as discussed in subsection 4.4 below, that at least in the setting of regular Lip(1,1/2) domains, the parabolic measures associated to $H$ and $\mathcal{H}$ satisfy scale invariant estimate with respect to surface measure in the sense of $A_{\infty}$. The latter will be explored in our applications to parabolic uniform rectifiability, boundary behaviour and Fatou type theorems for $\nabla_X u$.

Recall that the notion of parabolic uniformly rectifiable sets was introduced by the author, together with S. Hofmann and J. Lewis, in [33], [34], and concerns time-varying boundaries which lack differentiability, and which are locally not necessarily given by graphs. Instead geometry is controlled by a local geometric square function, based on which key geometric information and structure can be extracted: this is captured in the notion of parabolic uniformly rectifiable sets. The local geometric square function quantifies, on each scale, how the underlying set deviates from time-independent hyperplanes in a $L^2$-sense (mean square sense). Parabolic uniform rectifiability is the dynamic counterpart of the uniform rectifiability studied in the monumental works of G. David and S. Semmes [16], [17]. The notions of parabolic uniformly rectifiable sets and parabolic uniform rectifiability extract the geometrical theoretical essence of the (time-dependent) (regular) parabolic Lipschitz graphs from the point of view of parabolic singular integrals and parabolic/caloric measure. In particular, in the context of Lip(1,1/2) graphs, see below, a graph being regular Lip(1,1/2) is equivalent to the graph being parabolic uniform rectifiable.

As a first application of the square function/Carleson measure estimates in Theorem 1.2 and Corollary 1.1, we consider parabolic uniform rectifiability and we prove the following theorem.

**Theorem 1.3.** Let $p, 2 < p < \infty$, be given. Let $\Omega \subset \mathbb{R}^{n+1}$ be a (unbounded) Lip(1,1/2) graph domain with constant $b_1$ and with boundary $\Sigma$. Let $(X_0, t_0) \in \Sigma$, assume that $u$ is a non-negative function in $\Omega \cap C(X_0,t_0,2r_0)$ which is a weak solution to $\partial_t u - \nabla_X \cdot (|\nabla_X u|^{p-2}\nabla_X u) = 0$ in $\Omega \cap C(X_0,t_0,2r_0)$. Assume that there exist a constant $\gamma, 1 \leq \gamma < \infty$, such that
\begin{equation}
\gamma^{-1} \leq |\nabla_X u(Y,s)|, \quad (\delta(Y,s))^{-1} u(Y,s) \leq \gamma,
\end{equation}
for all $(Y,s) \in \Omega \cap C(X_0,t_0,r_0)$. Then there exists a constant $c = c(n,b_1) \in (1,\infty)$ such that,
\begin{equation}
\Sigma \cap C(X_0,t_0,r_0/c) \text{ is locally parabolic uniform rectifiable in the sense that this set is a local regular Lip}(1/2) \text{ graph, with constant } b_2 = b_2(n,p,b_1,\gamma).
\end{equation}

As a second application, we establish a Fatou type theorem for $\nabla_X u$. The non-tangential cone $\Gamma(X,t)$, the (time-independent) unit vector $n(X,t) \in \mathbb{R}^n$, and the surface measure $\sigma$, are defined in the bulk of the paper.

**Theorem 1.4.** Let $p, 2 < p < \infty$, be given. Let $\Omega \subset \mathbb{R}^{n+1}$ be a (unbounded) regular Lip(1/2) graph domain,
\begin{equation}
\Omega = \Omega_\psi = \{(x,x_n,t) \in \mathbb{R}^{n-1} \times \mathbb{R} \times \mathbb{R} : x_n > \psi(x,t)\},
\end{equation}
with constants $(b_1,b_2)$ and with boundary $\Sigma$. Let $(X_0,t_0) \in \Sigma$, assume that $u$ is a non-negative function in $\Omega \cap C(X_0,t_0,2r_0)$ which is a weak solution to $\partial_t u - \nabla_X \cdot (|\nabla_X u|^{p-2}\nabla_X u) = 0$ in $\Omega \cap C(X_0,t_0,2r_0)$. Assume that there exist a constant $\gamma, 1 \leq \gamma < \infty$, such that (1.23) holds for all $(Y,s) \in \Omega \cap C(X_0,t_0,r_0)$. Then,
\begin{equation}
\nabla_X u(X,t) := \lim_{(Y,s) \rightarrow (X,t)} \nabla_X u(Y,s)
\end{equation}
exists for $\sigma$-a.e. $(X,t) \in \Sigma \cap C(X_0,t_0,r_0)$. Furthermore, assume in addition that
\begin{equation}
\gamma^{-1} \leq \langle \nabla_X u(Y,s), e_n \rangle,
\end{equation}
for all $(Y,s) \in \Omega \cap C(X_0,t_0,r_0)$. Then there exists, if we let $u \equiv 0$ on $(\mathbb{R}^{n+1} \setminus \Omega) \cap C(X_0,t_0,r_0)$, a locally finite measure $\mu$ supported on $\Sigma \cap C(X_0,t_0,r_0)$ such that
\begin{equation}
\int_0^t \int_{C(X_0,t_0,r_0)} |\nabla_X u|^{p-2}\nabla_X u \cdot \nabla_X \phi - u \partial_t \phi \, dX \, dt = - \int_0^t \int \phi \, d\mu
\end{equation}
for all \( \phi \in C_0^\infty(C(X_0,t_0,r_0)) \). Furthermore, for \( \sigma \)-a.e. \((X,t) \in \Sigma \cap C(X_0,t_0,r_0)\)

\[
\nabla_X u(X,t) = |\nabla_X u(X,t)| \mathbf{n}(X,t) \quad \text{and} \quad d\mu(X,t) = |\nabla_X u(X,t)|^{p-1} \, d\sigma(X,t).
\]

Concerning Theorem 1.3 and Theorem 1.4, it is naturally unclear in what applications (1.23) and (1.26) can be verified. However, in the mathematical theory of free boundaries, conditions similar to one in (1.23) appear frequently as part of the analysis, see for example [1–3, 13–15, 23, 44] for works devoted to the heat operator, and [22, 63] for some results concerning the evolutionary \( p \)-Laplace operator. (1.26) implies that the level sets of the function \( u \) close to the boundary are \( \text{Lip}(1,1/2) \) graphs, at least locally in the given coordinate system.

1.1. Organization of the paper. Section 2 is of preliminary type and we here introduce notation, weak solutions, parabolic Ahlfors-David regular sets and Whitney cubes. In Section 3 we prove Theorem 1.2 and Corollary 1.1. In Section 4 we introduce parabolic uniform rectifiability, (regular) \( \text{Lip}(1,1/2) \) graphs and we state a Rademacher theorem for regular \( \text{Lip}(1,1/2) \) functions. In this section we also introduce parabolic measure for linear parabolic operators in divergence form, and we state the results we need concerning the \( A_\infty \) property with respect to surface measure for parabolic measure. In Section 5 we discuss estimates for the evolutionary \( p \)-Laplace equation. Section 6 is devoted to the applications to parabolic uniform rectifiability, boundary behaviour and Fatou type theorems for \( \nabla_X u \) mentioned above, and we here prove Theorem 1.3 and Theorem 1.4. While we undoubtedly prove new results in this paper, it is also fair to say that paper also has a bit of the character of a survey as we connect results and techniques from several fields of (parabolic) PDEs.

2. Preliminaries

2.1. Notation. Points in Euclidean space-time \( \mathbb{R}^{n+1} \) are denoted by \((X,t) = (x_1,\ldots,x_n,t)\), where \( X = (x_1,\ldots,x_n) \in \mathbb{R}^n\), \( n \geq 1 \), and \( t \) represents the time-coordinate. We let \( dX \) denote Lebesgue \( n \)-measure on \( \mathbb{R}^n \) and we let \( dt \) denote Lebesgue 1-measure on \( \mathbb{R} \). We let \( \bar{E}, \partial E \), be the closure and boundary of the set \( E \subset \mathbb{R}^{n+1} \). \( \langle \cdot, \cdot \rangle \) denotes the standard inner product on \( \mathbb{R}^n \) and we let \( |X| = \langle X,X \rangle^{1/2} \) be the Euclidean norm of \( X \). We let \( \|(X,t)\| := |X| + |t|^{1/2} \) denote the parabolic length of a space-time vector \((X,t)\). Given \((X,t),(Y,s) \in \mathbb{R}^{n+1} \) we let

\[
\text{dist}(X,t,Y,s) := |X - Y| + |t - s|^{1/2},
\]

and, more generally, we let

\[
\text{dist}(E_1,E_2) := \inf_{(X,t) \in E_1,(Y,s) \in E_2} \text{dist}(X,t,Y,s),
\]

denote the parabolic distance between \( E_1 \) and \( E_2 \), where \( E_1,E_2 \subset \mathbb{R}^{n+1} \). dist\((X,t,E)\) is defined to equal the parabolic distance, defined with respect to dist\((\cdot,\cdot)\), from \((X,t) \in \mathbb{R}^{n+1} \) to \( E \). We let diam\((E)\) denote the parabolic diameter of \( E \), i.e. the diameter of \( E \) as measured using the parabolic distance function. In addition, we let

\[
H(E_1,E_2) := \max\Big\{ \sup_{(X,t) \in E_1} \text{dist}(X,t,E_2), \sup_{(Y,s) \in E_2} \text{dist}(Y,s,E_1) \Big\},
\]

denote the parabolic Hausdorff distance between \( E_1 \) and \( E_2 \), where \( E_1,E_2 \subset \mathbb{R}^{n+1} \). Given \( X \in \mathbb{R}^n \) we let \( B(X,r) \) denote the open ball in \( \mathbb{R}^n \), centered at \( X \) and of radius \( r \), and we recall that the parabolic cylinder \( C(X,t,r) \) was introduced in (1.2).

2.2. Functional setting. If \( U \subset \mathbb{R}^n \) is open and \( 1 \leq q \leq \infty \), then by \( W^{1,q}(U) \) we denote the space of equivalence classes of functions \( f \) with distributional gradient \( \nabla_X f = (f_1,\ldots,f_n) \), both of which are \( q \)-th power integrable on \( U \). Let

\[
\|f\|_{W^{1,q}(U)} := \|f\|_{L^q(U)} + \|\nabla_X f\|_{L^q(U)}
\]

be the norm in \( W^{1,q}(U) \) where \( \|\cdot\|_{L^q(U)} \) denotes the usual Lebesgue \( q \)-norm in \( U \). \( C_0^\infty(U) \) is the set of infinitely differentiable functions with compact support in \( U \) and we let \( W_0^{1,q}(U) \) denote the closure of \( C_0^\infty(U) \) in the norm \( \|\cdot\|_{W^{1,q}(U)} \). \( W_1^{1,q}(U) \) is defined in the standard way. By \( \nabla_X \), we denote the
divergence operator in $X$. Given $U \subset \mathbb{R}^n$, and $t_1 < t_2$, we denote by $L^q(t_1, t_2, W^{1,q}(U))$ the space of functions such that for almost every $t$, $t_1 \leq t \leq t_2$, the function $X \to u(X, t)$ belongs to $W^{1,q}(U)$ and

$$
\|u\|_{L^q(t_1, t_2, W^{1,q}(U))} := \left( \int_{t_1}^{t_2} \int_U \left( |u(X, t)|^q + |\nabla_X u(X, t)|^q \right) dX dt \right)^{1/q} < \infty.
$$

The spaces $L^q(t_1, t_2, W^{1,q}_0(U))$ and $L^q_{loc}(t_1, t_2, W^{1,q}_{loc}(U))$ are defined analogously.

2.3. Weak solutions. Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set. Given $p$, $1 < p < \infty$, we say that $u$ is a weak solution to the equation in (1.1) in $\Omega$, if the following is true whenever $U \subset \mathbb{R}^n$ is open, $-\infty < t_1 < t_2 < \infty$, and $\mathcal{O} := U \times (t_1, t_2) \subset \Omega$. First, $u \in L^p_{loc}(t_1, t_2, W^{1,p}(U))$, and second

$$
\iint |\nabla_X u|^{p-2} \nabla_X u \cdot \nabla_X \phi - u \partial_t \phi \, dX \, dt = 0,
$$

whenever $\phi \in C_0^\infty(\mathcal{O})$. If $u$ is a weak solution to (1.1) in this sense, then we will refer to $u$ as a weak solution to the evolutionary $p$-Laplace equation, or the $p$-parabolic equation, and we will sometimes refer to $u$ as being a $p$-parabolic function in $\Omega$. If (2.3) holds with $= \partial_t \phi$ replaced by $\geq (\leq)$ for all $\phi \in C_0^\infty(\mathcal{O})$, $\phi \geq 0$, then we will refer to $u$ as a weak supersolution (subsolution) to the $p$-parabolic equation. Note that for $p \in (2, \infty)$ fixed, by the regularity theory for weak solutions, see [18], any $p$-parabolic function $u$ has a locally Hölder continuous (in space and time) representative.

2.4. Parabolic Hausdorff measure. Given $\eta \geq 0$, we let $\mathcal{H}_p^\eta$ denote standard $\eta$-dimensional Hausdorff measure. We also define a parabolic Hausdorff measure of homogeneous dimension $\eta$, denoted $\mathcal{H}^\eta_{p, \delta}$, in the same way that one defines standard Hausdorff measure, but instead using coverings by parabolic cubes. I.e., for $\delta > 0$, and for $A \subset \mathbb{R}^{n+1}$, we set

$$
\mathcal{H}^\eta_{p, \delta}(A) := \inf \sum_k \text{diam}(A_k)^\eta,
$$

where the infimum runs over all countable such coverings of $A$, $\{A_k\}_k$, with $\text{diam}(A_k) \leq \delta$ for all $k$. We then define

$$
\mathcal{H}^\eta_p(A) := \lim_{\delta \to 0^+} \mathcal{H}^\eta_{p, \delta}(A).
$$

As is the case for classical Hausdorff measure, $\mathcal{H}^\eta_p$ is a Borel regular measure. We refer the reader to [24, Chapter 2] for a discussion of the basic properties of standard Hausdorff measure. The arguments in [24] adapt readily to treat $\mathcal{H}^\eta_p$. In particular, one obtains a measure equivalent to $\mathcal{H}^\eta_p$ if one defines $\mathcal{H}^\eta_{p, \delta}$ in terms of coverings by arbitrary sets of parabolic diameter at most $\delta$, rather than cubes. As in the classical setting, we define the parabolic homogeneous dimension of a set $A \subset \mathbb{R}^{n+1}$ by

$$
\mathcal{H}_{p, \text{dim}}(A) := \inf \left\{ 0 \leq \eta < \infty : \mathcal{H}^\eta_p(A) = 0 \right\}.
$$

We observe that $\mathcal{H}_{p, \text{dim}}(\mathbb{R}^{n+1}) = n + 2$.

2.5. Surface measure. Given a closed set $\Sigma \subset \mathbb{R}^{n+1}$ of homogeneous dimension $\mathcal{H}_{p, \text{dim}}(\Sigma) = n + 1$, we define a surface measure on $\Sigma$ as the restriction of $\mathcal{H}_{p, \text{dim}}^{n+1}$ to $\Sigma$, i.e.,

$$
\sigma = \sigma_\Sigma := \mathcal{H}^{n+1}_{p, \Sigma}.
$$

For $(X, t) \in \Sigma$ and $r > 0$, we let

$$
\Delta(X, t, r) := \Sigma \cap C(X, t, r).
$$

The extremal time coordinates of $\Sigma$ will be denoted by $T_0 = \inf \{ t : \exists (X, t) \in \Sigma \}$ and $T_1 = \sup \{ t : \exists (X, t) \in \Sigma \}$. Throughout the rest of the paper we will, for simplicity, consistently assume that

$$
diam \Sigma = \infty \text{ and that } T_0 = -\infty \text{ and } T_1 = \infty.
$$
2.6. Parabolic Ahlfors-David regular sets.

Definition 1. (Parabolic Ahlfors-David Regularity). Let $\Sigma \subset \mathbb{R}^{n+1}$ be a closed set. We say that $\Sigma$ is parabolic Ahlfors-David regular, parabolic ADR for short (or simply p-ADR, or just ADR) with constant $M \geq 1$, if

$$M^{-1} r^{n+1} \leq \sigma(\Delta(X,t,r)) \leq M r^{n+1},$$

whenever $0 < r < \infty$, $(X,t) \in \Sigma$.

2.7. Whitney cubes. Let $\Sigma \subset \mathbb{R}^{n+1}$ be a closed set and let $\Omega := \mathbb{R}^{n+1} \setminus \Sigma$. We let $\mathcal{W} = \mathcal{W}(\Omega)$ denote a collection $\{I\}$ of (closed) dyadic parabolic Whitney cubes of $\Omega$, constructed so that the cubes in $\mathcal{W}$ form a covering of $\Omega$ with non-overlapping interiors, such that

$$4 \diam(I) \leq \dist(4I, \Sigma) \leq \dist(I, \Sigma) \leq 40 \diam(I),$$

and

$$\diam(I_1) \sim \diam(I_2),$$ whenever $I_1$ and $I_2$ touch.

Given a small, positive parameter $\tau$, and given $I \in \mathcal{W}$, we let

$$I^* = I^*(\tau) := (1 + 2^\tau)I,$$

denote corresponding fattened Whitney cubes. We fix $\tau$ sufficiently small so that the cubes $\{I^*\}$ retain the properties of the Whitney cubes and in particular that

$$\diam(I) \sim \diam(I^*) \sim \dist(I^*, \Sigma) \sim \dist(I, \Sigma),$$

where, strictly speaking, the implicit constants now also depend on $\tau$.

2.8. Whitney regions and integration. Let $\Omega = \mathbb{R}^{n+1} \setminus \Sigma$ and consider the collection of (closed) dyadic Whitney cubes $\mathcal{W} = \mathcal{W}(\Omega)$ introduced above, see (2.7) and (2.8). Assuming that $\Sigma = \partial \Omega$ is parabolic ADR, $(X_0, t_0) \in \Sigma$, $r_0 > 0$, we, to this end, fix $c = c(n, M) \geq 1$ large enough to ensure that if $I \in \mathcal{W}$, and if $I \cap C(X,t,r) \neq \emptyset$ for some $(X,t) \in \Sigma$, $r > 0$, such that $C(X,t,r) \subset C(X_0,t_0,r_0)$, then $I^* \subset C(X_0,t_0,r_0/8)$. With $c$ fixed we introduce, for $(X,t) \in \Sigma$ and $r > 0$ such that $C(X,t,r) \subset C(X_0,t_0,r_0)$,

$$\mathcal{W}(X,t,r) := \{I : I \cap C(X,t,r) \neq \emptyset\},$$

and

$$\Omega(X,t,r) := \bigcup_{I : I \in \mathcal{W}(X,t,r)} I, \quad \Omega^*(X,t,r) := \bigcup_{I : I \in \mathcal{W}(X,t,r)} I^*.$$

Given a large enough integer $N$, we also introduce

$$\mathcal{W}_N(X,t,r) := \{I : I \in \mathcal{W}(X,t,r), \ell(I) \geq 2^{-N}r\},$$

and

$$\Omega_N(X,t,r) := \bigcup_{I : I \in \mathcal{W}_N(X,t,r)} I, \quad \Omega^*_N(X,t,r) := \bigcup_{I : I \in \mathcal{W}_N(X,t,r)} I^*.$$

Then clearly

$$\Omega(X,t,r) \subset \Omega^*(X,t,r), \quad \Omega_N(X,t,r) \subset \Omega^*_N(X,t,r),$$

and

$$\Omega_N(X,t,r) \subset \Omega_{N'}(X,t,r), \quad \Omega^*_N(X,t,r) \subset \Omega^*_{N'}(X,t,r),$$

whenever $N \leq N'$. Furthermore, this and the monotone convergence theorem imply that

$$\iint_{\Omega(X,t,r)} G(Y,s) \, dY \, ds = \lim_{N \to \infty} \iint_{\Omega_N(X,t,r)} G(Y,s) \, dY \, ds,$$
for any integrable, non-negative function $G$ on $\Omega(X, t, r)$. The conclusion remain valid with $\Omega_N(X, t, r)$, $\Omega(X, t, r)$, replaced by $\Omega_N^*(X, t, r)$, $\Omega^*(X, t, r)$. Finally, we introduce

$$\Gamma(X, t, r) := \{ I \in \mathcal{W}(X, t, r) : I^* \cap (\Omega \setminus C(X, t, r)) \neq \emptyset \},$$

(2.18) $$\Gamma_N(X, t, r) := \{ I \in \mathcal{W}(X, t, r) : \exists I' \in \mathcal{W} \text{ such that } I^* \cap I' \neq \emptyset, \ell(I') \leq 2^{-N} r \},$$

and

(2.19) $$I_N(X, t, r) := \mathcal{W}(X, t, r) \setminus \Gamma(X, t, r) \setminus \Gamma_N(X, t, r).$$

**Lemma 2.1.** Consider $(X, t) \in \Sigma$, $r > 0$, let $N \gg 1$ and let $\Omega_N := \Omega_N(X, t, r)$, $\Omega_N^* := \Omega_N^*(X, t, r)$, and $I_N := I_N(X, t, r)$ be defined as above. Then there exists $\Psi_N \in C_0^\infty(\mathbb{R}^{n+1})$ such that

(2.20) $$1_{\Omega_N} \lesssim \Psi_N \leq 1_{\Omega_N^*},$$

and such that

(2.21) $$|\nabla_X \Psi_N(Y, s)| \delta(Y, s) + |\partial_t \Psi_N(Y, s)| \delta^2(Y, s) \lesssim 1,$$

for all $(Y, s) \in \mathbb{R}^{n+1} \setminus \Sigma$. Furthermore,

(2.22) $$|\nabla_X \Psi_N(Y, s)| + |\partial_t \Psi_N(Y, s)| \equiv 0 \text{ whenever } (Y, s) \in \bigcup_{I \in I_N} I^*.$$

**Proof.** Given $I$, any closed dyadic parabolic cube in $\mathbb{R}^{n+1}$, we have $I^* = (1 + 2\tau)I$. We here also introduce $\tilde{I} = (1 + \tau)I$ so that

(2.23) $$I \subseteq \text{int}(\tilde{I}) \subseteq \tilde{I} \subset \text{int}(I^*).$$

Given $I_0 := [-1/2, 1/2]^n \times [-1/4, 1/4] \subset \mathbb{R}^{n+1}$, fix $\phi_0 \in C_0^\infty(\mathbb{R}^{n+1})$ such that $1_{I_0} \leq \phi_0 \leq 1_{I_0}$ and $|\nabla_X \phi_0| + |\partial_t \phi_0| \lesssim 1$, here the implicit constant will also depend on the parameter $\tau$. For every $I \in \mathcal{W} = \mathcal{W}(\Omega)$, we set

$$\phi_I(Y, s) = \phi_0((Y - X(I))/\ell(I), (s - t(I))/\ell^2(I)),$$

where $(X(I), t(I))$ denotes the center of $I$. Then $\phi_I \in C^\infty(\mathbb{R}^{n+1})$, $1_I \leq \phi_I \leq 1_{\tilde{I}}$ and

$$\ell(I)|\nabla_X \phi_I| + \ell^2(I)|\partial_t \phi_I| \lesssim 1.$$

To start the construction of $\Psi_N$ leading to (2.20), we let, for every $(Y, s) \in \Omega = \mathbb{R}^{n+1} \setminus \Sigma$,

$$\phi(Y, s) := \sum_{I \in \mathcal{W}} \phi_I(Y, s).$$

It then follows that $\phi \in C_0^\infty(\Omega)$ since for every compact subset of $\Omega$ the previous sum has finitely many non-vanishing terms. Also, $1 \leq \phi(Y, s) \lesssim c_\tau$ for every $(Y, s) \in \Omega$ since the family $\{I_I\} \subseteq \mathcal{W}$ has bounded overlap by our choice of $\tau$. Hence, letting $\eta_I := \phi_I/\phi$ we see that $\eta_I \in C_0^\infty(\mathbb{R}^{n+1})$, $c_\tau^{-1} 1_I \leq \eta_I \leq 1_I$, and that

$$\ell(I)|\nabla_X \eta_I| + \ell^2(I)|\partial_t \eta_I| \lesssim 1.$$

Using this, and recalling the definition of $\mathcal{W}_N = \mathcal{W}_N(X, t, r)$ in (2.13), we set

(2.24) $$\Psi_N(Y, s) := \sum_{I \in \mathcal{W}_N} \eta_I(Y, s) = \frac{\sum_{I \in \mathcal{W}_N} \phi_I(Y, s)}{\sum_{I \in \mathcal{W}} \phi_I(Y, s)},$$

for all $(Y, s) \in \Omega$. Note that the number of terms in the sum defining $\Psi_N$ is bounded depending on $N$. This and the fact that each $\eta_I \in C_0^\infty(\mathbb{R}^{n+1})$ yield that $\Psi_N \in C_0^\infty(\mathbb{R}^{n+1})$. By construction

$$\text{supp} \Psi_N \subset \bigcup_{I \in \mathcal{W}_N} \tilde{I} = \bigcup_{I \in \mathcal{W}_N(X, t, r)} \tilde{I} \subset \Omega_N^*(X, t, r) = \Omega_N^*.$$

This, the fact that $\mathcal{W}_N \subset \mathcal{W}$ and the definition of $\Psi_N$ immediately gives that $\Psi_N \lesssim 1_{\Omega_N^*(X, t, r)}$. On the other hand if $(Y, s) \in \Omega_N(X, t, r)$ then the exists $I \in \mathcal{W}_N$ such that $(Y, s) \in I$ in which case
\[ \Psi_N(Y, s) \geq \eta_l(Y, s) \geq c_r^{-1}. \] This completes the proof of (2.20). To prove (2.21) we note that for every \((Y, s) \in \Omega, \)
\[ |\nabla_X \Psi_N(Y, s)| \leq \sum_{J \in \mathcal{W}} |\nabla_X \eta_l(Y, s)| \lesssim \sum_{I \in \mathcal{W}} \ell(I)^{-1} 1_{J}(Y, s) \lesssim \delta(Y, s)^{-1}, \]
where we have used that if \((Y, s) \in \tilde{I}, \) then \(\delta(Y, s) \approx \ell(I), \) and the fact that the family \(\{\tilde{I}\}_{I \in \mathcal{W}} \)
has bounded overlap. The estimate for \(|\partial_Y \Psi_N(Y, s)|\) proceeds analogously. To prove (2.22), we fix \(I \in I_N(X, t, r) \) and \((Y, s) \in \mathcal{I}^*, \) and we set \(\mathcal{W}_{Y,s} := \{J \in \mathcal{W} : \phi_J(Y, s) \neq 0\}. \) We first note that \(\mathcal{W}_{Y,s} \subset \mathcal{W}_N. \) Indeed, if \(\phi_J(Y, s) \neq 0 \) then \((X, t) \in \mathcal{J}^*. \) Hence \((Y, s) \in \mathcal{I}^* \cap \mathcal{J}^* \) and our choice of \(\tau \) gives that \(\partial_I \) meets \(\partial_J, \) this in turn implies that \(J \in \mathcal{W}_N(X, t, r) \) since \(I \in I_N(X, t, r). \) All this yields
\[ \Psi_N(Y, s) = \frac{\sum_{J \in \mathcal{W}_N(X, t, r)} \phi_J(Y, s)}{\sum_{J \in \mathcal{W}} \phi_J(Y, s)} = \frac{\sum_{J \in \mathcal{W}_N(X, t, r) \cap \mathcal{W}_{Y,s}} \phi_J(Y, s)}{\sum_{J \in \mathcal{W}_N(X, t, r) \cap \mathcal{W}_{Y,s}} \phi_J(Y, s)} = \frac{\sum_{J \in \mathcal{W}_N(X, t, r) \cap \mathcal{W}_{Y,s}} \phi_J(Y, s)}{\sum_{J \in \mathcal{W}_N(X, t, r) \cap \mathcal{W}_{Y,s}} \phi_J(Y, s)} = 1. \]
Hence \(\Psi_N|_{I^*} \equiv 1 \) for every \(I \in I_N(X, t, r). \) This and the fact that \(\Psi_N \in C^0_{\infty}(\mathbb{R}^{n+1}) \) immediately give that \( |\nabla_X \Psi_N| + |\partial_t \Psi_N| \equiv 0 \) in \(\bigcup_{I \in I_N(X, t, r)} \mathcal{I}^*. \) This completes the proof of the lemma. \(\Box\)

Lemma 2.2. Consider \((X, t) \in \Sigma, r > 0, \) let \(N \gg 1 \) and let \(\Omega^*_N = \Omega_N(X, t, r) \) be defined as above. Let \(\Psi = \Psi_N \in C^0_{\infty}(\mathbb{R}^{n+1}) \) be as in Lemma 2.1. Then
\[ \int_{\Omega^*_N} (|\nabla_X \Psi_N(Y, s)| + \delta(Y, s)|\partial_t \Psi_N(Y, s)|) \, dY \, ds \lesssim r^{n+1}, \]
with implicit constant depending on the admissible constants of the construction, but not on \(N. \)

Proof. Consider \((X, t) \in \Sigma, r > 0, \) let \(N \gg 1 \) and let \(\Gamma := \Gamma(X, t, r), \) \(\Gamma_N := \Gamma_N(X, t, r), \) and \(I_N := I_N(X, t, r) \) be defined as above. Using Lemma 2.1 it follows that
\[ \int_{\Omega^*_N} (|\nabla_X \Psi_N(Y, s)| + \delta(Y, s)|\partial_t \Psi_N(Y, s)|) \, dY \, ds \lesssim \sum_{I \in \Gamma \cup \Gamma_N} \ell(I)^{n+1}. \]
Hence, to prove the lemma is suffices to prove that
\[ \sum_{I \in \Gamma \cup \Gamma_N} \ell(I)^{n+1} \lesssim r^{n+1}, \]
with implicit constant depending on the allowable parameters but being uniform in \(N. \) To estimate the contribution to sum in (2.25) coming from \(\Gamma_N, \) we first note that if \(I \in \Gamma_N(X, t, r), \) then \(\ell(I) \approx 2^{-N} r \) and there exists \((Z_I, \tau_I) \in \Sigma \) such that
\[ \text{dist}(Z_I, \tau_I, I) \sim \ell(I) \sim \delta(Z_I, \tau_I). \]
Using \((Z_I, \tau_I) \in \Sigma \) we let \(\Delta_I := \Sigma \cap C(Z_I, \tau_I, \delta(Z_I, \tau_I)), \) which is a surface ball/cube on \(\Sigma \) centered at \((Z_I, \tau_I) \in \Sigma. \) Since \(\Sigma \) is parabolic ADR it follows that
\[ \sum_{I \in \Gamma_N(X, t, r)} \ell(I)^{n+1} \lesssim \sum_{I \in \Gamma_N(X, t, r)} \sigma(\Delta_I). \]
We now simply note that the members of the family \(\{\Delta_I\}_{I \in \Gamma_N(X, t, r)} \) have bounded overlap. Hence
\[ \sum_{I \in \Gamma_N(X, t, r)} \ell(I)^{n+1} \lesssim r^{n+1}. \]
To handle the contribution to (2.25) from \(I \in \Gamma(X, t, r) \) we note that \(\partial C(X, t, r) = S \cup T \cup B \) where \(S \) is the lateral part of the cylinder, and \(T \) and \(B \) are the top and the bottom of the cylinder, respectively. We introduce
\[ \Gamma_T(X, t, r) := \{I \in \Gamma(X, t, r) : I^* \cap T \neq \emptyset\}, \]
\[ \Gamma_B(X, t, r) := \{I \in \Gamma(X, t, r) : I^* \cap B \neq \emptyset\}, \]
and $\Gamma_S(X, t, r) = \Gamma(X, t, r) \setminus \Gamma_T(X, t, r) \setminus \Gamma_B(X, t, r)$. Hence,

$$
(2.29) \quad \sum_{I \in \Gamma(X, t, r)} \ell(I)^{n+1} \leq \sum_{I \in \Gamma_S(X, t, r)} \ell(I)^{n+1} + \sum_{I \in \Gamma_T(X, t, r)} \ell(I)^{n+1} + \sum_{I \in \Gamma_B(X, t, r)} \ell(I)^{n+1}.
$$

Given $I \in \Gamma_S(X, t, r)$ we see that there exists a cylinder $C_I = C_I(\hat{X}_I, \hat{t}_I, \hat{r}_I)$ such that $(\hat{X}_I, \hat{t}_I) \in S$, $\hat{r}_I \sim \ell(I)$, and such that $\mathcal{H}^{n+1}_p(S \cap C_I) \sim \ell(I)^n$. The cylinders $\{C_I\}$ have bounded overlap, as the Whitney cubes have, and it follows that

$$
(2.30) \quad \sum_{I \in \Gamma_S(X, t, r)} \ell(I)^{n+1} \lesssim \sum_{I \in \Gamma_S(X, t, r)} \mathcal{H}^{n+1}_p(S \cap C_I) \lesssim \mathcal{H}^{n+1}_p(S) \lesssim r^{n+1}.
$$

Similarly, given $I \in \Gamma_B(X, t, r)$ we see that there exists a cylinder $C_I = C_I(\hat{X}_I, \hat{t}_I, \hat{r}_I)$ such that $(\hat{X}_I, \hat{t}_I) \in B$, $\hat{r}_I \sim \ell(I)$, and such that $|B \cap C_I| \sim \ell(I)^n$. Again, the cylinders $\{C_I\}$ have bounded overlap and we see that

$$
(2.31) \quad \sum_{I \in \Gamma_B(X, t, r)} \ell(I)^{n+1} \lesssim r \sum_{I \in \Gamma_B(X, t, r)} \ell(I)^n \lesssim r \sum_{I \in \Gamma_B(X, t, r)} |B \cap C_I| \lesssim r|B| \lesssim r^{n+1}.
$$

The sum with respect to $I \in \Gamma_T(X, t, r)$ can be treated analogously. This completes the proof of (2.25) and the proof of the lemma.

3. Proof of Theorem 1.2

Let $(X, t) \in \Sigma$, $r > 0$, $C(X, t, r) \subset C(X_0, t_0, r_0/c)$, $W_N = W_N(X, t, r)$, and recall the cutoff introduced in (2.24), i.e.,

$$
\Psi_N(Y, s) = \sum_{I \in W_N} \eta_I(Y, s).
$$

Based on this we introduce

$$
(3.1) \quad J := \iiint |\nabla_X u|^q (u_{x_i x_j})^2 u \eta_I \, dY \, ds, \quad \tilde{J} := \frac{1}{2} \iiint |\nabla_X u|^r u^2 \eta_I \, dY \, ds,
$$

where we use summation convention with respect to $I \in W_N$. (1.9) implies that $u$ is a strong/classical solution to the evolutionary $p$-Laplacian in $\Omega \cap C(X_0, t_0, 0)$, see subsection 5.5. In particular, in $\Omega \cap C(X_0, t_0, 2r_0)$ $u$ satisfies, in the strong or pointwise sense,

$$
(3.2) \quad u_t = \nabla_X \cdot (|\nabla_X u|^{p-2} \nabla_X u) = |\nabla_X u|^{p-2} \Delta u + (p-2)|\nabla_X u|^{p-4} \Delta \infty u,
$$

where

$$
(3.3) \quad \Delta \infty u := u_{x_i x_j} u_{x_i x_j}.
$$

To prove Theorem 1.2 we will integrate by parts a number of times in $J$ and $\tilde{J}$. Each integration by parts will result in a number of terms. A term labelled with the letter $G$ will be referred to as a Good term and such a term will either contain a factor $(\eta_I)_{x_i}$ or a factor $(\eta_I)_t$. Using this, (1.10) and Lemma 2.2, we will always be able to conclude that such a term satisfies $|G| \lesssim r^{n+1}$, with implicit constant depending only on $n$, $M$, $\gamma$, $p$, $q$, and $r$. Later we choose $r = q - 2p + 4$.

To start the proof we first estimate $J$ and in this case we first note, using integration by parts, that

$$
(3.4) \quad J = \iiint |\nabla_X u|^q u_{x_i x_j} u_{x_i x_j} u \eta_I \, dY \, ds = -G_1 - J_1 - J_2 - qJ_3,
$$

where

$$
G_1 := \iiint |\nabla_X u|^q u_{x_i x_j} u_{x_i x_j} u(\eta_I)_{x_j} \, dY \, ds,
$$

$$
J_1 := \iiint |\nabla_X u|^q (\Delta \infty u) \eta_I \, dY \, ds,
$$

$$
J_2 := \iiint |\nabla_X u|^q u_{x_i x_j} u_{x_i x_j} u_{x_i x_j} u \eta_I \, dY \, ds,
$$

$$
J_3 := \iiint |\nabla_X u|^q (\Delta \infty u) \eta_I \, dY \, ds.
$$
\[ J_2 := \iiint |\nabla_X u|^q (\Delta u_{x_i}) u_{x_i} u_{\eta_I} \, dY \, ds, \]
\[ J_3 := \iiint |\nabla_X u|^q u_{x_k x_j} u_{x_i} u_{x_j} u_{\eta_I} \, dY \, ds. \]

Note that
\[ J_3 = \frac{1}{4} \iiint |\nabla_X u|^q \left( |\nabla_X u|^2 \right)_{x_i}^2 u_{\eta_I} \, dY \, ds > 0. \]

Hence,
\[ J + qJ_3 = -G_1 - J_1 - J_2. \]

We manipulate \( J_2 \) by using the equation. Note that
\[ \Delta u = |\nabla_X u|^{2-p} u_t - (p-2)|\nabla_X u|^{-2} \Delta_\infty u. \]

Hence,
\[ \Delta u_{x_i} = |\nabla_X u|^{2-p} u_{t x_i} - (p-2) |\nabla_X u|^{-2} \Delta_\infty u_{x_i} \]
\[ = |\nabla_X u|^{2-p} u_{t x_i} + (2-p) |\nabla_X u|^{-p} u_{x_k x_j} u_{t x_i} u_{x_j} u_{\eta_I} \]
\[ + 2(p-2) |\nabla_X u|^{-4} u_{x_k x_j} u_{x_j x_i} \Delta_\infty u - (p-2) |\nabla_X u|^{-2} \left( \Delta_\infty u \right)_{x_i}. \]

Using this we see that
\[ J_2 = \iiint |\nabla_X u|^{q+2-p} u_{t x_i} u_{x_i} u_{\eta_I} \, dY \, ds \]
\[ + (2-p) \iiint |\nabla_X u|^{q-p} u_{x_k x_j} u_{t x_i} u_{x_j} u_{\eta_I} \, dY \, ds \]
\[ + 2(p-2) \iiint |\nabla_X u|^{-4} u_{x_k x_j} u_{x_j x_i} \left( \Delta_\infty u \right) u_{x_i} u_{\eta_I} \, dY \, ds \]
\[ - (p-2) \iiint |\nabla_X u|^{q-2} \left( \Delta_\infty u \right)_{x_i} u_{x_i} u_{\eta_I} \, dY \, ds. \]

This can be simplified and we deduce
\[ J_2 = \iiint |\nabla_X u|^{q+2-p} u_{t x_i} u_{x_i} u_{\eta_I} \, dY \, ds \]
\[ - (p-2) \iiint |\nabla_X u|^{q-p} u_t (\Delta_\infty u) u_{\eta_I} \, dY \, ds \]
\[ + 2(p-2) \iiint |\nabla_X u|^{q-4} (\Delta_\infty u)^2 u_{\eta_I} \, dY \, ds \]
\[ - (p-2) \iiint |\nabla_X u|^{q-2} (\Delta_\infty u)_{x_i} u_{x_i} u_{\eta_I} \, dY \, ds. \]

Let
\[ J_{21} = \iiint |\nabla_X u|^{q+2-p} u_{t x_i} u_{x_i} u_{\eta_I} \, dY \, ds. \]

Then
\[ J_{21} = \frac{1}{2} \iiint |\nabla_X u|^{q+2-p} (|\nabla_X u|^2)_t u_{\eta_I} \, dY \, ds \]
\[ = - \frac{1}{2} \iiint |\nabla_X u|^{q+4-p} u_t (\eta_I)_t \, dY \, ds \]
\[ - \frac{1}{2} \iiint |\nabla_X u|^{q+4-p} u_{t \eta_I} \, dY \, ds \]
\[ - \frac{1}{2} (q + 2 - p) \iiint |\nabla_X u|^{q+2-p} u_{t x_i} u_{x_i} u_{\eta_I} \, dY \, ds. \]
In particular, we can conclude that
\[
J_{21} = - \frac{1}{(q + 4 - p)} \iint \left| \nabla_X u \right|^{q+4-p} u_t \eta \, dY \, ds
\]
(3.14)
\[
- \frac{1}{(q + 4 - p)} \iint \left| \nabla_X u \right|^{q+4-p} u_t \eta I \, dY \, ds.
\]
Put together we see that
\[
-J_1 - J_2 = G_2 - \iint \left| \nabla_X u \right|^{q} (\Delta_{\infty} u) \eta I \, dY \, ds
\]
\[
+ \frac{1}{(q + 4 - p)} \iint \left| \nabla_X u \right|^{q+4-p} u_t \eta I \, dY \, ds
\]
\[
+ (p - 2) \iint \left| \nabla_X u \right|^{q-2} u_t (\Delta_{\infty} u) \eta I \, dY \, ds
\]
\[
- 2(p - 2) \iint \left| \nabla_X u \right|^{q-4} (\Delta_{\infty} u)^2 u \eta I \, dY \, ds
\]
(3.15)
\[
+ (p - 2) \iint \left| \nabla_X u \right|^{q-2} (\Delta_{\infty} u)_{x_i} u_{x_i} \eta I \, dY \, ds,
\]
where
\[
G_2 := \frac{1}{(q + 4 - p)} \iint \left| \nabla_X u \right|^{q+4-p} u(\eta I) \, dY \, ds.
\]
Using \( u_t = \left| \nabla_X u \right|^{p-2} \Delta u + (p - 2)\left| \nabla_X u \right|^{p-4} \Delta_{\infty} u \) in (3.15) we deduce
\[
-J_1 - J_2 = G_2 - \iint \left| \nabla_X u \right|^{q} (\Delta_{\infty} u) \eta I \, dY \, ds
\]
\[
+ \frac{1}{(q + 4 - p)} \iint \left| \nabla_X u \right|^{q+2} (\Delta u) \eta I \, dY \, ds
\]
\[
+ \frac{p - 2}{(q + 4 - p)} \iint \left| \nabla_X u \right|^{q} (\Delta_{\infty} u) \eta I \, dY \, ds
\]
\[
+ (p - 2) \iint \left| \nabla_X u \right|^{q-2} (\Delta u) (\Delta_{\infty} u) \eta I \, dY \, ds
\]
\[
+ (p - 2) (p - 4) \iint \left| \nabla_X u \right|^{q-4} (\Delta_{\infty} u)^2 u \eta I \, dY \, ds
\]
(3.17)
\[
+ (p - 2) \iint \left| \nabla_X u \right|^{q-2} (\Delta_{\infty} u)_{x_i} u_{x_i} \eta I \, dY \, ds.
\]
We next manipulate \( \tilde{J} \) and in this case we first note that
\[
\frac{1}{2} (u_t)^2 \leq \left( \left| \nabla_X u \right|^{2p-4}(\Delta u) \right)^2 + (p - 2)^2 \left| \nabla_X u \right|^{2p-8}(\Delta_{\infty} u)^2.
\]
Hence,
\[
\tilde{J} \leq \tilde{J}_1 + \tilde{J}_2,
\]
where
\[
\tilde{J}_1 := \iint \left| \nabla_X u \right|^{r+2p-4}(\Delta u)^2 u \eta I \, dY \, ds,
\]
(3.18)
\[
\tilde{J}_2 := (p - 2)^2 \iint \left| \nabla_X u \right|^{r+2p-8}(\Delta_{\infty} u)^2 u \eta I \, dY \, ds.
\]
Using partial integration we see that
\[
\tilde{J}_1 = - \iint \left| \nabla_X u \right|^{r+2p-4}(\Delta u) u (\eta I)_{x_i} \, dY \, ds
\]
\[
- \iiint |\nabla_X u|^{r+2p-4}(\Delta u) \eta_I \, dY \, ds \\
- \iiint |\nabla_X u|^{r+2p-4}(\Delta u_x) u_x, u \eta_I \, dY \, ds
\]

Furthermore,
\[
\begin{align*}
\iiint & |\nabla_X u|^{r+2p-6}(\Delta u)(\Delta_u \eta_I) \, dY \, ds \\
= & \iiint |\nabla_X u|^{r+2p-6} u_{x,x_i} u_{x_i} \, dY \, ds \\
= & - \iiint |\nabla_X u|^{r+2p-4} u_{x,x_i} u(\eta_I)_{x_j} \, dY \, ds - \iiint |\nabla_X u|^{r+2p-2}(\Delta u) \eta_I \, dY \, ds \\
- & \iiint |\nabla_X u|^{r+2p-4}(\Delta u_{x_j}) u_{x_j} \eta_I \, dY \, ds \\
\end{align*}
\]

Combining the last two displays we see that

\[
\begin{align*}
\tilde{J}_1 = & \quad - G_3 - \iiint |\nabla_X u|^{r+2p-2}(\Delta u) \eta_I \, dY \, ds \\
& - \iiint |\nabla_X u|^{r+2p-4}(\Delta u_x) u_{x_i} \eta_I \, dY \, ds,
\end{align*}
\]

where

\[
G_3 := \iiint |\nabla_X u|^{r+2p-4}(\Delta u) u_{x_i} (\eta_I)_{x_i} \, dY \, ds + \iiint |\nabla_X u|^{r+2p-4} u_{x,i} u_{x_j} (\eta_I)_{x_j} \, dY \, ds.
\]

Hence,

\[
\begin{align*}
\tilde{J} \leq & \quad - G_3 - \iiint |\nabla_X u|^{r+2p-2}(\Delta u) \eta_I \, dY \, ds \\
& - \iiint |\nabla_X u|^{r+2p-4}(\Delta u_x) u_{x_i} \eta_I \, dY \, ds \\
& + (p-2)^2 \iiint |\nabla_X u|^{r+2p-8}(\Delta u)^2 u \eta_I \, dY \, ds.
\end{align*}
\]

Repeating the deduction made for \( J_2 \) we see that

\[
\begin{align*}
- & \iiint |\nabla_X u|^{r+2p-4}(\Delta u_x) u_{x_i} \eta_I \, dY \, ds \\
= & \frac{1}{(r+p)} \iiint |\nabla_X u|^{q+p}(\eta_I) \, dY \, ds \\
& + \frac{1}{(r+p)} \iiint |\nabla_X u|^{r+p} u \eta_I \, dY \, ds \\
& + (p-2) \iiint |\nabla_X u|^{r+2p-4} u(\Delta_u u) \eta_I \, dY \, ds \\
& - 2(p-2) \iiint |\nabla_X u|^{r+2p-8}(\Delta_u)^2 u \eta_I \, dY \, ds \\
& + (p-2) \iiint |\nabla_X u|^{r+2p-6}(\Delta_u)_{x_i} u_{x_i} \eta_I \, dY \, ds.
\end{align*}
\]

Put together we have

\[
\tilde{J} \leq - G_3 + G_4 - \iiint |\nabla_X u|^{r+2p-2}(\Delta u) \eta_I \, dY \, ds
\]
\[ + \frac{1}{(r+p)} \iiint | \nabla_X u |^{r+p} u_t \eta_I \, dY \, ds \]
\[ + (p-2) \iiint | \nabla_X u |^{r+p-4} u_t (\Delta_\infty u) u \eta_I \, dY \, ds \]
\[ + 2(p-2)(p-4) \iiint | \nabla_X u |^{r+2p-8} (\Delta_\infty u)^2 u \eta_I \, dY \, ds \]
\[ + (p-2) \iiint | \nabla_X u |^{r+2p-6} (\Delta_\infty u)_{x_i} u_{x_i} u \eta_I \, dY \, ds, \tag{3.27} \]
where
\[ G_4 := \frac{1}{(r+p)} \iiint | \nabla_X u |^{q+p} u(\eta_I)_t \, dY \, ds. \]

Using that \( u_t = | \nabla_X u |^{p-2} \Delta u + (p-2)| \nabla_X u |^{p-4} \Delta_\infty u, \) (3.27) implies that
\[ \tilde{J} \leq - G_3 + G_4 - \iiint | \nabla_X u |^{r+2p-2} (\Delta u) \eta_I \, dY \, ds \]
\[ + (p-2) \iiint | \nabla_X u |^{r+2p-6} (\Delta u) (\Delta_\infty u) u \eta_I \, dY \, ds \]
\[ + \frac{1}{(r+p)} \iiint | \nabla_X u |^{r+2p-2} (\Delta u) \eta_I \, dY \, ds \]
\[ + \frac{(p-2)}{(r+p)} \iiint | \nabla_X u |^{r+2p-4} (\Delta_\infty u) \eta_I \, dY \, ds \]
\[ + (p-2)(3p-10) \iiint | \nabla_X u |^{r+2p-8} (\Delta_\infty u)^2 u \eta_I \, dY \, ds \]
\[ + (p-2) \iiint | \nabla_X u |^{r+2p-6} (\Delta_\infty u)_{x_i} u_{x_i} u \eta_I \, dY \, ds. \tag{3.29} \]

Above we have conducted some preliminary manipulations of \( J \) and \( \tilde{J} \). In particular, by (3.7),
\[ J + q J_3 = - G_1 - J_1 - J_2, \]
and in (3.17) we concluded an equality for \(-J_1 - J_2\). We have also deduced an upper bound on \( \tilde{J} \) in (3.29).

To proceed, we introduce, for \( a > 0 \),
\[ T^a := \iiint | \nabla_X u |^a (\Delta u) (\Delta_\infty u) u \eta_I \, dY \, ds \]
\[ + \iiint | \nabla_X u |^a (\Delta_\infty u)_{x_i} u_{x_i} u \eta_I \, dY \, ds. \tag{3.30} \]

Integrating by parts in the second term we see that
\[ T^a = - G_5 - \iiint | \nabla_X u |^{a+2} (\Delta_\infty u) \eta_I \, dY \, ds \]
\[ - a \iiint | \nabla_X u |^{a-2} (\Delta_\infty u)^2 u \eta_I \, dY \, ds, \tag{3.31} \]
where
\[ G_5 := \iiint | \nabla_X u |^a (\Delta_\infty u)_{x_i} u (\eta_I)_{x_i} \, dY \, ds. \tag{3.32} \]

Using (3.31) in (3.17) with \( a = q - 2 \),
\[ -J_1 - J_2 = - G_1 - G_5 - \left( p-1 - \frac{(p-2)}{q+4-p} \right) \iiint | \nabla_X u |^q (\Delta_\infty u) \eta_I \, dY \, ds \]
\[ + \frac{1}{(q + 4 - p)} \iint \lVert \nabla_X u \rVert^{q+2}(\Delta u) \eta_I \, dY \, ds \]
\[ + (p - 2)(p - q - 2) \iint \lVert \nabla_X u \rVert^{q-4}(\Delta_{\infty} u)^2 u \eta_I \, dY \, ds. \]

Similarly, using (3.31) with \( a = r + 2p - 6 \) in (3.29) we see that
\[ \tilde{J} \leq G_3 + G_4 - G_5 - \left(1 - \frac{1}{(r + p)}\right) \iint \lVert \nabla_X u \rVert^{r+2p-2}(\Delta u) \eta_I \, dY \, ds \]
\[ - \left(\frac{p - 2}{(r + p)}\right) \iint \lVert \nabla_X u \rVert^{r-2p-4}(\Delta_{\infty} u) \eta_I \, dY \, ds \]
\[ + (p - 2)(p - r - 4) \iint \lVert \nabla_X u \rVert^{r+2p-8}(\Delta_{\infty} u)^2 u \eta_I \, dY \, ds. \]

Next we introduce
\[ \tilde{T}^a := \iint \lVert \nabla_X u \rVert^a(\Delta_{\infty} u) \eta_I \, dY \, ds = \iint \lVert \nabla_X u \rVert^a u \eta_I \, dY \, ds. \]

Using this we see that (3.33) simplifies to
\[ -J_1 - J_2 = \tilde{G} + \left(\frac{1}{(q + 4 - p)} + \frac{(p - 1)}{q + 2} + \frac{(p - 2)}{(q + 4 - p)(q + 2)}\right) \iint \lVert \nabla_X u \rVert^{q+2}(\Delta u) \eta_I \, dY \, ds \]
\[ + (p - 2)(p - q - 2) \iint \lVert \nabla_X u \rVert^{q-4}(\Delta_{\infty} u)^2 u \eta_I \, dY \, ds, \]

and that (3.34) simplifies to
\[ \tilde{J} \leq \tilde{G} - \left(1 - \frac{1}{(r + p)}\right) \left(1 - \frac{p - 2}{(r + 2p - 2)}\right) \iint \lVert \nabla_X u \rVert^{r+2p-2}(\Delta u) \eta_I \, dY \, ds \]
\[ + (p - 2)(p - r - 4) \iint \lVert \nabla_X u \rVert^{r+2p-8}(\Delta_{\infty} u)^2 u \eta_I \, dY \, ds. \]

In the last two displays, and from now on, \( G \) is a Good term which depends linearly on \( G_1 - G_6 \).

We now consider the sum \( J + qJ_3 + \alpha \tilde{J} \) where \( \alpha > 0 \) is a constant to be chosen in order to achieve cancellation. We have
\[ J + qJ_3 + \alpha \tilde{J} \leq \tilde{G} + \left(\frac{1}{(q + 4 - p)} + \frac{(p - 1)}{q + 2} + \frac{(p - 2)}{(q + 4 - p)(q + 2)}\right) \iint \lVert \nabla_X u \rVert^{q+2}(\Delta u) \eta_I \, dY \, ds \]
\[ + (p - 2)(p - q - 2) \iint \lVert \nabla_X u \rVert^{q-4}(\Delta_{\infty} u)^2 u \eta_I \, dY \, ds \]
\[ - \alpha \left(1 - \frac{1}{(r + p)}\right) \left(1 - \frac{p - 2}{(r + 2p - 2)}\right) \iint \lVert \nabla_X u \rVert^{r+2p-2}(\Delta u) \eta_I \, dY \, ds \]
\[ + \alpha(p - 2)(p - r - 4) \iint \lVert \nabla_X u \rVert^{r+2p-8}(\Delta_{\infty} u)^2 u \eta_I \, dY \, ds. \]
Let \( r = q - 2p + 4 \) and

\[
E_1 := \iint_{\Omega \cap C(X,t,r)} |\nabla_X u|^q (|\Delta u|)_{q/2} \, dY ds,
\]

(3.42)

\[
E_2 := \iint_{\Omega \cap C(X,t,r)} |\nabla_X u|^q (|\Delta u|)_{q/2} \, dY ds.
\]

Then (3.41) can be expressed

\[
J + qJ_3 + \alpha \tilde{J} \leq G + \left( \frac{1}{q - p + 4} + \frac{p - 1}{q + 2} + \frac{p - 2}{(q - p + 4) q + 2} \right) E_1
- \alpha \left( 1 - \frac{1}{q - p + 4} \right) \left( 1 - \frac{p - 2}{q + 2} \right) E_1
+ (p - 2) \left( p - q - 2 + \alpha (p - q - 8) \right) E_2.
\]

(3.43)

Given \( q \) we let \( \alpha \) solve the equation

\[
\left( \frac{1}{q - p + 4} + \frac{p - 1}{q + 2} + \frac{p - 2}{(q - p + 4) q + 2} \right) = \alpha \left( 1 - \frac{1}{q - p + 4} \right) \left( 1 - \frac{p - 2}{q + 2} \right).
\]

This equation is equivalent to

\[
\left( \frac{p + q + (p - 1)(q - p + 4)}{q - p + 4} \right) = \alpha (q - p + 3).
\]

(3.45)

Hence,

\[
\alpha = \frac{p + q + (p - 1)(q - p + 4)}{(q - p + 4)(q - p + 3)}.
\]

Note that \( \alpha \in (0, \infty) \) if \( q > p - 4 \). With this choose of \( \alpha \), (3.43) implies that

\[
J + qJ_3 + \alpha \tilde{J} \leq G + (p - 2) \left( p - q - 2 + \alpha (p - q - 8) \right) E_2.
\]

(3.47)

Finally, if we let \( q > p - 4 \) be such that

\[
-\beta := (p - q - 2) + \alpha (p - q - 8) < 0,
\]

then

\[
J + qJ_3 + \alpha \tilde{J} + \beta (p - 2) E_2 \leq G.
\]

(3.49)

Note that (3.48) is satisfied if and only if

\[
q > \frac{2 + 8 \alpha}{1 + \alpha} + p = p - 8 + \frac{6}{1 + \alpha},
\]

(3.50)

and obviously this is the case if \( q \geq p - 2 \). The proof of Theorem 1.2 is now almost complete. We just have to make sure that the terms \( |\nabla_X u|^\gamma \) appearing in all terms labelled with \( G \) has an exponent \( \gamma \) which is non-negative. To achieve this it is sufficient that \( q \geq \max\{2, p - 4\} \). We can conclude that if \( p \geq 4 \), then \( q \geq p - 2 \) works for all purposes, and if \( 4 > p > 2 \), then \( q \geq 2 \) works for all purposes. In particular, if \( q \geq p \) then all these cases are covered.

**Remark 3.1.** Note that in the proof of Theorem 1.2 we actually establish several additional square function estimates that may be of interest. Indeed, from the proof we can conclude the following. Under the assumptions in the statement of Theorem 1.2, we have

\[
\iint_{\Omega \cap C(X,t,r)} |\nabla_X u(Y,s)|^q (|\nabla_X u(Y,s)|^2)_{x_j} \, dY ds \lesssim r^{n+1},
\]

\[
\iint_{\Omega \cap C(X,t,r)} |\nabla_X u(Y,s)|^{q-4} (|\Delta_X u(Y,s)|)_{x_j} \, dY ds \lesssim r^{n+1},
\]

where \( \Delta_X u := u_{x_j} u_{x_j} u_{x_j} \), and with implicit constants depending only on \( n, M, \gamma, p \) and \( q \).
3.1. Proof of Corollary 1.1. Using the same notation as in the proof of Theorem 1.2 we introduce

\[(3.51) \quad K := \iint |\nabla X u|^4 (u_{x_i x_j}) \, dY \, ds, \quad L := \frac{1}{2} \iint |\nabla X u|^b (u_{x_k})^2 \, dY \, ds,\]

where we again use summation convention with respect to \( I \in \mathcal{W}_N \), and where \( a, b \in \mathbb{R} \). We want to estimate \( K, L \). As in the proof of Theorem 1.2, we will integrate by parts a number of times in \( K \) and \( L \). Each integration by parts will result in a number of terms. A term labelled with the letter \( G \) will be referred to as a Good term and such a term will either contain a factor \((\eta_I)_x \) or a factor \((\eta_I)_t \).

Using this, (1.10) and (1.13) and Lemma 2.2, we will always be able to conclude that \(|G| \lesssim K^{n+1} \).

To estimate \( K \) we write

\[(3.52) \quad K = \iint |\nabla X u|^4 (u_{x_i x_j}) \, dY \, ds = \iint |\nabla X u|^a (u_{x_i x_j}) \, dY \, ds,
\]

we perform integration by parts, and as a result

\[(3.53) \quad K = - \iint |\nabla X u|^a (u_{x_i x_j}) \, dY \, ds \]

Using Cauchy-Schwarz with \( \epsilon \), Theorem 1.2, (1.10) and (1.13),

\[(3.54) \quad |K_1| + |K_3| \leq \epsilon K + c(\epsilon) K^{n+1},\]

Hence,

\[(3.55) \quad K \lesssim |G| + |K_2| = G + \iint |\nabla X u|^4 (u_{x_i x_j}) \, dY \, ds.\]

Using the equation we see that

\[(3.56) \quad \Delta u_{x_i x_j} = |\nabla X u|^{2-p} u_{x_i x_j} + (2 - p) |\nabla X u|^{-p} u_{x_i x_j} x_{i} x_{j} x_{k} x_{x_i} x_{x_j} x_{x_k} x_{x_l} (\Delta u)_{x_j} x_{i} x_{l} x_{x_k} x_{x_l} (\Delta u)_{x_i} x_{j} x_{k} x_{x_l} (\Delta u)_{x_j} x_{i} x_{l} x_{x_k} x_{x_l} (\Delta u).\]

Replacing \( \Delta u_{x_i x_j} \) by the expression in (3.56), and again using Cauchy-Schwarz with \( \epsilon \), (1.10), (1.13) and Theorem 1.2, we see that

\[K_2 = \iint |\nabla X u|^a (\Delta u_{x_i x_j}) \, dY \, ds = G + \frac{1}{2} \iint |\nabla X u|^{a+2-p} (u_{x_i x_j})^2 \, dY \, ds \]

\[= \iint |\nabla X u|^{a-2} (\Delta u_{x_i x_j}) \, dY \, ds \]
\[(3.57)\]

Again $K_{21}$ can be treated as $G$. Focusing on $K_{22}$ we see that

\[
K_{22} = -(p-2) \iint |\nabla X u|^{a-2}(\Delta \infty u)_{x_i} u_{x_j} u^3 \eta_I \, dY \, ds
\]

\[(3.58)\]

By partial integration,

\[
K_{22} = G -(p-2) \iint |\nabla X u|^{a-2} u_{x_k} u_{x_m} u_{x_i} u_{x_j} u^3 \eta_I \, dY \, ds
\]

\[
= G + (p-2) \iint |\nabla X u|^{a-2} u_{x_k} u_{x_m} u_{x_i} u_{x_j} u^3 \eta_I \, dY \, ds
\]

\[(3.59)\]

Hence,

\[
K = G - K_2 = G - K_{22}
\]

\[(3.60)\]

In particular,

\[
(p-2) \iint |\nabla X u|^{a-2}(\nabla X u \cdot \nabla X u_{x_i}) u_{x_j} u^3 \eta_I \, dY \, ds + K = G.
\]

As $p > 2$, then we can handle $K$, and hence one part of Corollary 1.1 is proved.

Next we consider

\[
L = \iint |\nabla X u|^b(u_{x_k}) u^3 \eta_I \, dY \, ds.
\]

We first note, using the equation, that

\[
\begin{align*}
\eta_{x_k} &= |\nabla X u|^{p-2} \Delta u_{x_k} + (p-2)|\nabla X u|^{p-4}(\Delta \infty u)_{x_k} \\
&\quad + (p-2)|\nabla X u|^{p-4} u_{x_m} u_{x_m x_k} \Delta u \\
&\quad + (p-2)(p-4)|\nabla X u|^{p-6} u_{x_m} u_{x_m x_k} \Delta \infty u.
\end{align*}
\]

Using this,

\[
L = \iint |\nabla X u|^{b+p-2}(u_{x_k})(\Delta u_{x_k}) u^3 \eta_I \, dY \, ds
\]

\[
+ (p-2) \iint |\nabla X u|^{b+p-4}(u_{x_k})(\Delta \infty u)_{x_k} u^3 \eta_I \, dY \, ds
\]

\[
+ (p-2) \iint |\nabla X u|^{b+p-4} u_{x_m} u_{x_m x_k} \Delta u u^3 \eta_I \, dY \, ds
\]

\[
+ (p-2)(p-4) \iint |\nabla X u|^{b+p-6}(u_{x_k})(u_{x_m} u_{x_m x_k} \Delta \infty u) u^3 \eta_I \, dY \, ds
\]

\[(3.64)\]

Using Cauchy-Schwarz with $\epsilon$,

\[
|L_1| + |L_2| + |L_3| + |L_4| \leq (\epsilon_1 + \epsilon_2) L + c(\epsilon_1) \iint |\nabla X u|^{b+2p-6}(u_{x_m x_k})^2 u \eta_I \, dY \, ds
\]

\[
+ c(\epsilon_2) \iint |\nabla X u|^{b+2p-6}(u_{x_m x_k})^2 u^3 \eta_I \, dY \, ds.
\]

The estimate for $L$ now follows from Theorem 1.2, and from the estimate of $K$ proved above. This completes the proof of Corollary 1.1.
4. PARABOLIC UNIFORM RECTIFIABILITY, REGULAR \text{Lip}(1, 1/2) GRAPHS, PARABOLIC MEASURE

As mentioned, the notion of parabolic uniformly rectifiability was introduced in [33, 34], and concerns time-varying boundaries which lack differentiability, and which are locally not necessarily given by graphs. For more recent developments concerning parabolic uniformly rectifiability and related topics, we refer to [6–10, 61].

4.1. \textbf{Parabolic uniform rectifiability.} Let Σ ⊂ \mathbb{R}^{n+1} be a closed set. Assume that Σ is parabolic Ahlfors-David regular with constant \( M ≥ 1 \). We introduce

\[ \gamma(\Sigma, \tau, r) := \inf_{P \in \mathcal{P}} \left( \int_{\Delta(\Sigma, \tau, r)} \left( \frac{\text{dist}(Y, s, P)}{r} \right)^2 \, d\sigma(Y, s) \right)^{1/2}, \]

whenever \((Z, \tau) \in \Sigma, r > 0\), and where \( \mathcal{P} \) is the set of \( n \)-dimensional hyperplanes \( P \) containing a line parallel to the \( t \) axis. We also introduce \( d\nu(Z, \tau, r) := d\nu_{\Sigma}(Z, \tau, r) = (\gamma(\Sigma, \tau, r))^2 \, d\sigma(Z, \tau) r^{-1} \, dr \). Recall that \( \nu \) is defined to be a Carleson measure on \( \Delta(Y, s, R) \times (0, R) \), if there exists \( \Gamma < \infty \) such that \( \nu(\Delta(X, t, \rho) \times (0, \rho)) ≤ \Gamma \rho^d \), whenever \((X, t) \in \Sigma \) and \( C(X, t, \rho) \subseteq C(Y, s, R) \). The least such \( \Gamma \) is called the Carleson norm of \( \nu \) on \( \Delta(Y, s, R) \times (0, R) \).

\textbf{Definition 2.} Assume that \( \Sigma \subseteq \mathbb{R}^{n+1} \) is parabolic ADR in the sense of Definition 1 with constant \( M \). Let \( \nu = \nu_{\Sigma} \) be defined as above. Then \( \Sigma \) is parabolic uniformly rectifiable with constants \((M, \Gamma)\) if

\[
\|\nu\| := \sup_{(X, t) \in \Sigma, \rho > 0} \rho^{-d} \nu(\Delta(X, t, \rho) \times (0, \rho)) \leq \Gamma.
\]

Furthermore, if \((X_0, t_0) \in \Sigma, r_0 > 0\), then we say that \( \Sigma \cap C(X_0, t_0, r_0) \) is locally parabolic uniform rectifiable with constants \((M, \Gamma)\), if

\[
\sup_{(X, t) \in \Sigma, C(X, t, \rho) \subseteq C(X_0, t_0, r_0)} \rho^{-d} \nu(\Delta(X, t, \rho) \times (0, \rho)) \leq \Gamma.
\]

4.2. \textbf{Lip(1,1/2) and regular Lip(1,1/2) graphs.} Given a function \( \psi : \mathbb{R}^{n-1} \times \mathbb{R} \to \mathbb{R} \) we let \( D_{1/2}^t \psi(x, t) \) denote the 1/2 derivative in \( t \) of \( \psi(x, \cdot) \), \( x \) fixed. This half derivative in time can be defined by way of the Fourier transform using the multiplier \(|\tau|^{1/2}\), or by

\[
D_{1/2}^t \psi(x, t) \equiv \hat{\psi} \int_{\mathbb{R}} \frac{\psi(x, s) - \psi(x, t)}{|s - t|^{3/2}} \, ds,
\]

for properly chosen \( \hat{\psi} \). We let \( \| \cdot \|_s \) denote the norm in parabolic \( BMO(\mathbb{R}^n) \) (replace standard cubes by parabolic cubes in the definition of \( BMO \)). A function \( \psi : \mathbb{R}^{n-1} \times \mathbb{R} \to \mathbb{R} \) is called Lip(1,1/2) with constant \( b_1 \), if

\[
|\psi(x, t) - \psi(y, s)| \leq b_1 (|x - y| + |t - s|^{1/2})
\]

whenever \((x, t) \in \mathbb{R}^n, (y, s) \in \mathbb{R}^n\). If \( \Sigma = \{(x, \psi(x, t)) : (x, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \} \) in the coordinates \( P \times P^1 \times \mathbb{R} \), for some \( t \)-independent plane \( P = P_x \in \mathcal{P} \) and for some Lip(1,1/2) function \( \psi \), then we say that \( \Sigma \) is a Lip(1,1/2) graph. An open set \( \Omega \subseteq \mathbb{R}^{n+1} \) is said to be a (unbounded) Lip(1,1/2) graph domain, with constant \( b_1 \), if

\[
\Omega = \Omega_\psi = \{(x, x_n, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \times \mathbb{R} : x_n > \psi(x, t)\},
\]

for some Lip(1,1/2) function \( \psi \) having Lip(1,1/2) constant bounded by \( b_1 \).

\textbf{Definition 3.} We say that \( \psi = \psi(x, t) : \mathbb{R}^{n-1} \times \mathbb{R} \to \mathbb{R} \) is a regular Lip(1,1/2) function with parameters \( b_1 \) and \( b_2 \), if \( \psi \) satisfies (4.4) and if

\[
D_{1/2}^t \psi \in BMO(\mathbb{R}^n), \quad \|D_{1/2}^t \psi\|_s \leq b_2 < \infty.
\]

If \( \Sigma = \{(x, \psi(x, t)) : (x, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \} \) in the coordinates \( P \times P^1 \times \mathbb{R} \), for some \( t \)-independent plane \( P = P_x \in \mathcal{P} \) and for some regular Lip(1,1/2) function \( \psi \), then we say that \( \Sigma \) is a regular Lip(1,1/2) graph.
Remark 4.1. One can prove that in general \( \psi \) being regular Lip(1,1/2) is strictly stronger than \( \psi \) being Lip(1,1/2), i.e., there are examples of functions \( \psi \) which are Lip(1,1/2) but not regular Lip(1,1/2), see [43], [35]. One can also prove, in the context of Lip(1,1/2) graphs, that the graph being regular Lip(1,1/2) is equivalent to the graph being parabolic uniform rectifiable, see [34].

Remark 4.2. Given \((X,t) \in \Sigma = \Sigma_\psi = \{(x,\psi(x,t),t) : (x,t) \in \mathbb{R}^{n-1} \times \mathbb{R} \}\), and \(r > 0\), we let \(\hat{C}(X,t,r)\) denote the orthogonal projection of \(C(X,t,r)\) onto \(\mathbb{R}^{n-1} \times \mathbb{R} \). Consider \((X_0,t_0) \in \Sigma\), \(r_0 > 0\), and assume that \(\Sigma \cap \hat{C}(X_0,t_0,r_0) = \Sigma_\psi \cap C(X_0,t_0,r_0)\) is locally parabolic uniform rectifiable with constants \((M,\Gamma)\) in the sense of (4.2). Let \(\phi = \phi(x,t) \in C^\infty_0(C(X_0,t_0,2r_0/100))\) be such that \(0 \leq \phi \leq 1\), \(\phi \equiv 1\) on \(\hat{C}(X_0,t_0,3r_0/200)\), and let \(\tilde{\psi}(x,t) := \phi(x,t)\psi(x,t)\). Then

\[
\sup_{(X,t) \in \Sigma_\psi, \ r>0} \|\tilde{\psi}\|(\Sigma_\psi \cap C(X,t,r)) \times (0,r) < \infty
\]

and

\[
D^t_{1/2} \tilde{\psi} \in BMO(\mathbb{R}^n), \quad \|D^t_{1/2} \tilde{\psi}\|_* < \infty.
\]

These conclusions are proved in Theorem 11 in [44]. In particular, \(\Sigma_\psi \cap C(X,t,r_0/100)\) is given as a part of the graph of a (unbounded) regular Lip(1,1/2) function.

Given a (unbounded) Lip(1,1/2) graph domain \(\Omega\) with constant \(b_1\), \((X,t) = (x,x_n,t) \in \partial \Omega, \ r > 0\), we introduce reference points

\[
A^+_t(x,t) := (x,x_n + 4b_1r, t + r^2), \quad A^-_t(x,t) := (x,x_n + 4b_1r, t).
\]

Furthermore, given \((X,t) = (x,\psi(x,t),t) \in \partial \Omega, \ \eta > 0\), we introduce the (non-tangential) cone

\[
\Gamma^\eta(X,t) := \{(Y,s) \in \Omega \mid \text{dist}(Y,s,X,t) < \eta|x_n - \psi(x)|\}.
\]

Given a function \(u\) defined in \(\Omega\), a function \(f\) defined on \(\partial \Omega\), and \((X,t) \in \partial \Omega\), we say that \(u(X,t) = f(X,t)\) non-tangentially (n.t.) if

\[
\lim_{(Y,s) \in \Gamma^\eta(X,t) \atop (Y,s) \to (X,t)} u(Y,s) = f(X,t),
\]

where \(\eta = \eta(b_1)\) is chosen so that \(\partial \Omega \cap \Gamma^\eta(X,t) = \{(X,t)\}\). For \(\eta\) fixed as stated, we let \(\Gamma(X,t) := \Gamma^\eta(X,t)\).

4.3. Rademacher’s theorem for regular Lip(1,1/2). Using that a regular Lip(1,1/2) function \(\psi : \mathbb{R}^{n-1} \times \mathbb{R} \to \mathbb{R}\) is Lipschitz in the Euclidean sense in the spatial variables, one can apply Rademacher’s theorem and conclude that there exists, for \(\text{d}x \text{d}t\) a.e. \((x,t) \in \mathbb{R}^{n-1} \times \mathbb{R}\), a linear map \(M_{(x,t)} : \mathbb{R}^{n-1} \to \mathbb{R}\) such that

\[
\frac{|\psi(y,t) - \psi(x,t) - M_{(x,t)}(y-x)|}{|x-y|} = \epsilon_{(x,t)}(|x-y|),
\]

where \(\epsilon_{(x,t)}(r) \to 0\) as \(r \to 0\). However, the following theorem, see Theorem 3.10 in [62], states that this differentiability can be upgraded. In particular, the linear map determined by the horizontal gradient automatically approximates \(\psi\) also in the vertical direction, \(\text{d}x \text{d}t\) almost everywhere. This is an analogue of Rademacher’s theorem for regular Lip(1,1/2) functions.

Theorem 4.1. Let \(\psi : \mathbb{R}^{n-1} \times \mathbb{R} \to \mathbb{R}\) be regular Lip(1,1/2). Then there exists, for \(\text{d}x \text{d}t\) a.e. \((x,t) \in \mathbb{R}^{n-1} \times \mathbb{R}\), a linear map \(M_{(x,t)} : \mathbb{R}^{n-1} \to \mathbb{R}\) such that

\[
\frac{|\psi(y,s) - \psi(x,t) - M_{(x,t)}(y-x)|}{\text{dist}(x,t,y,s)} = \epsilon_{(x,t)}(\text{dist}(x,t,y,s)),
\]

where \(\epsilon_{(x,t)}(r) \to 0\) as \(r \to 0\).

Remark 4.3. Note that the linear map \(M_{(x,t)} : \mathbb{R}^{n-1} \to \mathbb{R}\) in Theorem 4.1 can be identified, for \(\text{d}x \text{d}t\) a.e. \((x,t) \in \mathbb{R}^{n-1} \times \mathbb{R}\), with \(\nabla_x \psi(x,t)\) in the sense that \(M_{(x,t)}(y-x) = \nabla_x \psi(x,t) \cdot (y-x)\).
**Definition 4.** We introduce, for \( dx \, dt \text{ a.e. } (x, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \),
\[
n(X, t) := (\nabla_x \psi(x, t), 1)/\sqrt{1 + |\nabla_x \psi(x, t)|^2}.
\]

**Remark 4.4.** Consider a regular Lip(1,1/2) graph \( \Sigma = \{(x, \psi(x, t), t) : (x, t) \in \mathbb{R}^{n-1} \times \mathbb{R}\}. Then Theorem 4.1 implies that there exists, for \( \sigma \)-a.e. \( (X, t) = (x, \psi(x, t), t) \in \Sigma \), a time-independent hyperplane \( T(X, t) \), with unit normal \( n(X, t) \), such that
\[
\lim_{\rho \to 0} H(T(X, t) \cap C(X, t, \rho), \Delta(X, t, \rho)) = 0,
\]
where \( H \) denotes parabolic Hausdorff distance, see (2.2).

### 4.4. Parabolic measure for linear parabolic operators in divergence form.

We here consider linear operators
\[
\mathcal{H} = \mathcal{H}_A := \partial_t - \nabla_X \cdot (A(X, t) \nabla_X)
\]
in \( \mathbb{R}^{n+1}, n \geq 1 \). We assume that \( A = A(X, t) = \{A_{ij}(X, t)\}_{i,j=1}^n \) is a real-valued, \( n \times n \)-dimensional, symmetric matrix satisfying
\[
\kappa^{-1} |\xi|^2 \leq \sum_{i,j=1}^n A_{ij}(X, t) \xi_i \xi_j, \quad |A(X, t) \xi \cdot \zeta| \leq \kappa |\xi||\zeta|,
\]
for some \( \kappa \in [1, \infty) \), and for all \( \xi, \zeta \in \mathbb{R}^n \), \( (X, t) \in \mathbb{R}^{n+1} \). We refer to \( \kappa \) as the constant of \( A \). Assuming that \( \Omega \subset \mathbb{R}^{n+1} \) is a (unbounded) Lip(1,1/2) graph domain with constant \( b_1 \), it follows, for \( \varphi \in C_0(\partial \Omega) \) given, that there exists a unique weak solution \( u = u_\varphi \), \( u \in C(\bar{\Omega}) \), to the Dirichlet problem
\[
\begin{cases}
\mathcal{H} u = 0 & \text{in } \Omega, \\
u = \varphi & \text{on } \partial \Omega.
\end{cases}
\]

Furthermore, there exists, for every \( (X, t) \in \Omega \), a unique probability measure \( \omega(X, t, \cdot) \) on \( \partial \Omega \) such that
\[
u(X, t) = \iint_{\partial \Omega} \varphi(\tilde{X}, \tilde{t}) \, d\omega(X, t, \tilde{X}, \tilde{t}).
\]
The measure \( \omega(X, t, E) \) is referred to as the parabolic measure associated to \( \mathcal{H} \) in \( \Omega \), at \( (X, t) \in \Omega \), and of \( E \subset \partial \Omega \). In the case of the heat operator, we refer to \( \omega(X, t, \cdot) \) as the caloric measure. Properties of \( \omega(X, t, \cdot) \) govern the Dirichlet problem in (4.15).

The Dirichlet problem, parabolic measure, and the boundary behaviour of non-negative solutions, for linear uniformly parabolic equations with space and time-dependent coefficients, read \( \mathcal{H} \), in Lip(1,1/2) domains have been studied intensively over the years. Results include Carleson type estimates, the relation between the associate parabolic measure and the Green function, the backward in time Harnack inequality, the doubling of parabolic measure, boundary Harnack principles (local and global) and H"{o}lder continuity up to the boundary of quotients of non-negative solutions vanishing on the lateral boundary, we refer to [25–28,60] for details. In particular, we refer to [60] for the proof of the following theorem.

**Theorem 4.2.** Assume that \( \Omega \subset \mathbb{R}^{n+1} \) is a (unbounded) Lip(1,1/2) graph domain with constant \( b_1 \). Assume that \( A \) satisfies (4.14) with constant \( \kappa \). Then there exist constants \( c_1 = c_1(n, b_1) \) and \( c_2 = c_2(n, \kappa, b_1) \), \( 1 \leq c_1, c_2 < \infty \), such that if \( (X_0, t_0) \in \partial \Omega, r_0 > 0, (X, t) \in \partial \Omega, r > 0, \Delta(X, t, r) \subset \Delta(X_0, t_0, r_0/c_1) \), then
\[
\omega(A^+_{r_0}(X_0, t_0), \Delta(X, t, 2r)) \leq c_2 \omega(A^+_{r_0}(X_0, t_0), \Delta(X, t, r)).
\]

The notion of regular Lip(1,1/2) graphs, or parabolic uniform rectifiable graphs, is deeply rooted in the study of the Dirichlet problem for the heat equation in time-varying (graph) domains, and the solvability of the \( L^p \)-Dirichlet problem for the heat equation is intimately connected to quantitative mutual absolute continuity of the caloric measure with respect to the surface measure. In particular,
while one can prove that there are Lip(1,1/2) graph domains for which the caloric measure and the surface measure are mutually singular, in [42,43] it is proved that for regular Lip(1,1/2) graph domains, the caloric measure and the surface measure are quantitatively related in the sense that they are mutual absolutely continuous, and the associated parabolic Poisson kernel satisfies a scale-invariant reverse Hölder inequality in $L^p$ for some $p \in (1, \infty)$: the $A_\infty$-property of caloric measure. The importance of regular Lip(1,1/2) graph domains, from the perspective of parabolic singular integrals, layer potentials and boundary value problems, is emphasized through the works in [29,31,42,43]. In particular, in [31] the solvability of the $L^2$-Dirichlet problem (and of the $L^2$-Neumann and $L^2$-regularity problems) for the heat equation was obtained using layer potentials in the region above a regular Lip(1,1/2) graph under the restriction that 1/2-order time derivative (measured in BMO) of the function defining the graph is small. This smallness is sharp in the sense that there are regular Lip(1,1/2) graph domains for which the $L^2$-Dirichlet problem is not solvable. On the other hand, the $L^p$-Dirichlet problem is solvable, for some $p < \infty$, for all regular Lip(1,1/2) graph domains [42].

The $L^p$ Dirichlet problem for operators with space and time dependent coefficients, connected to regular Lip(1,1/2) graph domains and also allowing for singular drift terms, was studied in the influential work [32]. In [32] the method of extrapolation of Carleson measure estimates was introduced, a method that was crucial in the resolution of the Kato conjecture, see [4], [5]. In this paper we will use some results concerning parabolic measure which emanates from [32] but which are proved in [57]. Recall that $\delta(X,t)$ denote the parabolic distance from $(X,t) \in \Omega$ to $\partial \Omega$. Consider the following measures, $\mu_1$ and $\mu_2$, defined on $\Omega$,

$$
\begin{align*}
\mu_1(X,t) := |\nabla_X A(X,t)|^2 \delta(X,t) \, dX \, dt,
\mu_2(X,t) := |\partial_t A(X,t)|^2 \delta(X,t) \, dX \, dt.
\end{align*}
$$

We say that $\mu_1$ and $\mu_2$ are Carleson measures on $\Omega$ with constant $\Upsilon$ if

$$
egin{align*}
\left| \mu_1(Y,s) \right| \leq \Upsilon,
\left| \mu_2(Y,s) \right| \leq \Upsilon,
\end{align*}
$$

for all $(X,t) \in \partial \Omega$, $r > 0$. We refer to [57] for the following result.

**Theorem 4.3.** Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a (unbounded) regular Lip(1,1/2) graph domain with constants $(b_1, b_2)$. Assume that $A$ satisfies (4.14) with constant $\kappa$. Assume that the measures $\mu_1$ and $\mu_2$ defined in (4.17) are Carleson measures on $\Omega$ with constant $\Upsilon$ in the sense of (4.18). Then there exist constants $c_1 = c_1(n, b_1)$ and $c_2 = c_2(n, \kappa, b_1, b_2, \Upsilon)$, $1 \leq c_1$, $c_2 < \infty$, and $\eta = \eta(n, \kappa, b_1, M_2, \Upsilon)$, $0 < \eta < 1$, such that the following is true. If $(X_0, t_0) \in \partial \Omega$, $r_0 > 0$, $(X,t) \in \partial \Omega$, $r > 0$, $\Delta(X, t, r) \subset \Delta(X_0, t_0, r_0/c_1)$, then

$$
c_2^{-1} \left( \frac{\sigma(E)}{\sigma(\Delta(X, t, r))} \right)^{1/\eta} \leq \frac{\omega(E)}{\omega(\Delta(X, t, r))} \leq c_2 \left( \frac{\sigma(E)}{\sigma(\Delta(X, t, r))} \right)^{\eta},
$$

whenever $E \subset \Delta(X, t, r)$.

**Remark 4.5.** Theorem 4.3 is one of several equivalent formulations of the $A_\infty$-property for parabolic measure with respect to the surface measure $\sigma$, see [57, 60].

5. **Estimates for the evolutionary p-Laplace equation**

In this section we focus on estimates for the evolutionary p-Laplace equation and we derive estimates based on the assumptions that $|\nabla_X u| > 0$. The Schauder type results we derive are well known to the experts, but we believe that the proofs and the brief introduction to the regularity theory for the evolutionary p-Laplace equation can serve the interested reader. Due to the lack of homogeneity of the evolutionary p-Laplace equation when $p \neq 2$, a crucial ingredient in the regularity
theory for this equation is the use of DiBenedetto’s intrinsic geometry when deriving local estimates. This amounts to using cylinders whose size depends on the solution itself.

5.1. Notation. Given $\mathcal{O} \subset \mathbb{R}^{n+1}$ and a function $f : \mathcal{O} \to \mathbb{R}^m$, $m \geq 1$, we let

$$\text{osc}_\mathcal{O} f := \sup_{(X_0, t_0), (X, t) \in \mathcal{O}} |f(X_0, t_0) - f(X, t)|$$

denote the oscillation of $f$ on $\mathcal{O}$. Given $(X, t) \in \mathbb{R}^{n+1}$ and $r, \lambda > 0$, we introduce the space-time cylinders

$$Q^\lambda_r(X, t) := B(X, r) \times (t - \lambda^2 - p r^p, t + \lambda^2 - p r^p).$$

In a context where the dependence on $(X, t)$ is not important we will often write $Q^\lambda_r$ for $Q^\lambda_r(X, t)$. Furthermore, we let $\omega : \mathbb{R}_+ \to \mathbb{R}_+$ be a concave modulus of continuity, i.e., a concave nondecreasing function such that $\omega(1) = 1$ and $\omega(0) := \lim_{r \to 0} \omega(r) = 0$. Concavity of $\omega(\cdot)$ implies that

$$\frac{\omega(r)}{r} \leq \frac{\omega(\varrho)}{\varrho} \quad \text{whenever } 0 < \varrho < r.$$

Furthermore,

$$\left( \frac{\varrho}{r} \right)^{(p-2)/p} Q^\omega_{\varrho}(r) \subset Q^\omega_r(r) \quad \text{for every } \varrho \in (0, r).$$

A generic example is $\omega(r) = \omega_\alpha(r) = r^\alpha$, $\alpha \in (0, 1]$. Following [40], given a function $f$ defined on $\mathcal{O} = U \times (t_1, t_2) \subset \mathbb{R}^n \times \mathbb{R}$, we set

$$[f]_{C^\omega(\mathcal{O})} := \inf \left\{ \lambda > 0 : \sup_{Q^\omega_{\lambda} \subset \mathbb{R}^n \times \mathbb{R}} \left( \frac{1}{\lambda \omega(r)} \text{osc}_{Q^\omega_{\lambda \omega(r)} \cap \mathcal{O}} f \right) \leq 1 \right\}.$$

Moreover, we let $C^0(\mathcal{O})$ denote the set of functions which are continuous on $\mathcal{O}$. We note that in the special case $\omega(r) = r^\alpha$, $\alpha \in (0, 1]$, then the definition in (5.4) reduces to a notion of Hölder continuity,

$$\omega(r) = r^\alpha, \quad \alpha \in (0, 1], \quad [f]_{C^\omega(\mathcal{O})} < \infty \quad \iff \quad \sup_{(X_1, t_1), (X_2, t_2) \in \mathcal{O}} \frac{|f(X_1, t_1) - f(X_2, t_2)|}{||(X_1, t_1) - (X_2, t_2)||_\alpha^\alpha} < \infty,$$

where

$$||(X_1, t_1) - (X_2, t_2)||_\alpha := \max \left\{ |X_1 - X_2|, |t_1 - t_2|^{1/[p - \alpha(p-2)]} \right\}.$$

In particular, this metric is depending on the degree of regularity considered. Note also that when $p = 2$, then the space introduced coincides with the space of functions which are Hölder continuous of order $\alpha$ with respect to the standard parabolic metric.

5.2. Intrinsic geometry: the philosophy. The lack of homogeneity of the evolutionary $p$-Laplace equation results in the lack of homogeneous a priori estimates, and the impossibility of using such estimates in iterative schemes in line with the standard regularity techniques. Instead, the lack of homogeneity must be locally corrected by using intrinsic geometries, and the philosophy is that the type of cylinders used must depend on the type of regularity one is proving. To give an illustrative example following [40], let us discuss the type of geometry used in the case one is interested in proving gradient regularity starting from higher integrability of the gradient, see [18, 19, 36]. In this case the relevant cylinders are

$$Q^\omega_r(X_0, t_0) := B(X_0, r) \times (t_0 - \lambda^2 - p(\omega(r))^2 - p r^p, t_0 + \lambda^2 - p(\omega(r))^2 - p r^p),$$

where

$$\left( \int_{Q^\omega_r(X_0, t_0)} |\nabla_X u|^p \, dX \, dt \right)^{1/p} \approx \lambda \quad \text{and} \quad \omega(r) = r.$$

The first relation encodes the fact that on $Q^\omega_r(X_0, t_0)$ we have, in an integral sense, $|\nabla_X u| \approx \lambda$. We now proceed heuristic as follows. On $Q^\omega_r(X_0, t_0)$ we formally identify

$$\partial_t u - \nabla_X \cdot (|\nabla_X u|^{p-2} \nabla_X u) \approx u_t - \lambda^{p-2} \Delta_X u.$$
Therefore, with this heuristics \(v(X, t) := u(X_0 + rX, t_0 + \lambda^2 - p^2t)\) solves the heat equation \(\partial_t v - \Delta_X v = 0\) in \(B(0, 1) \times (-1, 1)\) and homogenous estimates can be derived which are suitable for regularity procedures. To make this rough argument rigorous is far from being trivial, but the point is that for this procedure to work, along the iteration, the gradient must remain bounded. In other words, the type of intrinsic geometry considered depends on the kind of regularity one is proving. For the same reason, when proving regularity results for \(u\), see for instance [18, 20, 21, 37], one is led to use the geometry dictated by the cylinders in (5.6) but now with \(\omega(r)\) and \(\lambda\) satisfying

\[
\text{osc}_{Q_r^{\omega(r)}(X_0, t_0)} u \approx \lambda \omega(r) \text{ and } \omega(r) \equiv 1.
\]

An observation is that the two geometries considered in (5.7) and (5.8) are two particular, actually extremal, cases of a class of intermediate/interpolative intrinsic geometries, suited to the regularity one want to prove. In particular, if we let \(\omega(r) = r^\alpha\), \(\alpha \in (0, 1]\), then the geometries in (5.7) and (5.8) can be seen to contain the endpoint cases \(\omega(r) = r\) and \(\omega(r) \equiv 1\), respectively. The limiting cases of the parabolic metric used in (5.5) are, in the case \(\alpha = 1\),

\[
\| (X_1, t_1) - (X_2, t_2) \|_1 = \max \left\{ |X_1 - X_2|, |t_1 - t_2|^{1/2} \right\},
\]

and this the usual parabolic metric used to study the regularity of the gradient, and, when \(\alpha \to 0\),

\[
\| (X_1, t_1) - (X_2, t_2) \|_1 = \max \left\{ |X_1 - X_2|, |t_1 - t_2|^{1/p} \right\},
\]

which is instead the metric that turns out to be relevant in the study of Hölder continuity of solutions, again see [18]. For the efficiency of these intermediate/interpolative intrinsic geometries in the study of optimal regularity in the \(p\)-parabolic obstacle problem we refer to [40].

5.3. Energy and zero order estimates. For the record we state the following Harnack estimate which can be found in [18]. For generalizations to operators of \(p\)-parabolic type but with only bounded and measurable coefficients we refer to [21] and [37].

**Theorem 5.1.** Suppose that \(u\) is a nonnegative weak solution to (1.1) in a space-time cylinder \(O\). There are constants \(c_i = c_i(n, p), i \in \{1, 2\}\), such that if

\[
B(X_0, 2r) \times (t_0 - c_1 u(X_0, t_0)^{2-p}r^p, t_0 + c_1 u(X_0, t_0)^{2-p}r^p) \subseteq O,
\]

then

\[
u(X_0, t_0) \leq c_2 \inf_{X \in B(X_0, r)} u(X, t_0 + c_1 u(X_0, t_0)^{2-p}r^p) .
\]

The next result is a standard energy estimate applied in \(Q_r^{\omega(r)}(X_0, t_0)\) (see [18, Proposition 3.1, Chapter 2]), together with an \(L^\infty\) bound for the solution which can be inferred from [18, Theorem 4.1, Chapter 5], with some small variants.

**Lemma 5.1.** Suppose that \(w\) is a nonnegative weak subsolution to (1.1) in \(Q_r \equiv Q_r^{\omega(r)}(X_0, t_0)\). Then there exists a constant \(c = c(n, p)\) such that

\[
\iint_{Q_{r/2}} |\nabla X w|^p \, dX \, dt + \sup_{t_0 - (\lambda \omega(r/2))^{2-p}r^{2-p} < t < t_0} \iint_{B(X_0, r/2)} w^2(\cdot, t) \, dX \leq \frac{c}{r^p} \iint_{Q_r} [w^p + (\omega(r) \lambda)^{p-2}w^2] \, dX \, dt
\]

holds. Furthermore, let \(\epsilon > 0\) be a degree of freedom. Then there exists a constant \(c_\epsilon \geq 1\), depending only on \(n, p, \epsilon\), such that

\[
\sup_{Q_{r/2}} w \leq \epsilon \omega(r) + c_\epsilon \omega(r) \lambda^{2-p} \iint_{Q_r} w^{p-1} \, dX \, dt .
\]
5.4. Gradient estimates. The first auxiliary theorem stated below gives an estimate of the local supremum of the gradient in the form of a reverse Hölder inequality. In the case of the equation in (1.1), the estimate can be found in [18, Chapter 8, Theorem 5.1]. The second estimate below is a consequence of the first estimate, a simple covering argument and (5.3).

**Theorem 5.2.** Suppose that \( u \) is a weak solution to (1.1) in \( Q_r^{\lambda r} \) for some \( r, \lambda > 0 \) and let \( \epsilon > 0 \) be a degree of freedom. Then there exists a constant \( c_\epsilon \geq 1 \), depending only on \( n, p, \epsilon \), such that

\[
\sup_{Q_r^{\lambda r}/2} |\nabla_X u| \leq \epsilon \lambda + c_\epsilon \lambda^{2-p} \sup_{Q_r^{\lambda r}} |\nabla_X u|^{p-1} \, dX \, dt
\]

holds. In particular, if \( \lambda = \tilde{\lambda}(r)/r \), for some \( r, \tilde{\lambda} > 0 \), then

\[
\sup_{Q_r^{\lambda_0(r)}/2} |\nabla_X u| \leq \epsilon \tilde{\lambda_0}(r)/r + c_\epsilon \tilde{\lambda_0}(r)/r^{2-p} \sup_{Q_r^{\lambda_0(r)}} |\nabla_X u|^{p-1} \, dX \, dt.
\]

The next fundamental regularity result was obtained for evolutionary parabolic equations in [19]. We refer to [38, Theorem 3.2] and [39, Theorem 3.2] for the scalar case and for more details.

**Theorem 5.3.** Suppose that \( u \) is a weak solution to (1.1) in a space-time cylinder \( \mathcal{O} \). Then \( \nabla_X u \) has the Hölder continuous representative in \( \mathcal{O} \). Moreover, let \( Q_r^{\lambda r} \subset \mathcal{O} \), for some \( r, \lambda > 0 \) such that

\[
\sup_{Q_r^{\lambda r}} |\nabla_X u| \leq M \lambda,
\]

holds for a constant \( M \geq 1 \). Then there exists \( \alpha \equiv \alpha(n, p, M) \in (0, 1] \) such that

\[
\text{oce}_{Q_\rho^{\lambda r}} \nabla_X u \leq 4 M \lambda \left( \frac{\rho}{r} \right)^\alpha,
\]

holds for all \( \rho \in (0, r) \). Here \( Q_\rho^{\lambda r} \subset Q_r^{\lambda r} \), for \( 0 < \rho \leq r \), is an intrinsic cylinder sharing its center with \( Q_r^{\lambda r} \).

In the intrinsic geometry suited for the general modulus of continuity, the above Hölder estimates takes the following form.

**Corollary 5.1.** Let \( u \) be as in Theorem 5.3 with \( \lambda = \tilde{\lambda}(r)/r \), for some \( r, \tilde{\lambda} > 0 \). Then

\[
\text{oce}_{Q_\rho^{\tilde{\lambda}(r)}} \nabla_X u \leq 4 M \lambda \tilde{\lambda}(r)/r \left( \frac{\rho}{r} \right)^\alpha
\]

holds for all \( \rho \in (0, r) \) and with \( \alpha \) as in Theorem 5.3.

5.5. Estimates assuming that \( |\nabla_X u| > 0 \). We here use (some of) the estimates of the previous subsection to deduce some elementary Schauder type estimates/conclusions assuming that \( |\nabla_X u| > 0 \), i.e., assuming that the equation is locally non-degenerate.

**Lemma 5.2.** Suppose that \( u \) is a weak solution to (1.1) in a space-time cylinder \( \mathcal{O} = U \times (t_1, t_2) \). Assume that \( |\nabla_X u| > 0 \) in \( \mathcal{O} \). Then \( u \) is infinitely differentiable (with respect to \( X \) and \( t \)) in \( \mathcal{O} \) and \( u \) is a strong solution to evolutionary \( p \)-Laplace equation in \( \mathcal{O} \).

**Proof.** In the following we can without loss of generality assume that \( U \) is bounded. Let \((X_0, t_0) \in \mathcal{O} \) and assume that \( |\nabla_X u(X_0, t_0)| =: \delta > 0 \). As \( u \) is a weak solution to (1.1) in \( \mathcal{O} \), we have that \( u \in L^p(t_1, t_2, W^{1,p}(U)) \). Assume that \( Q_r^{\lambda r}(X_0, t_0) \) is compactly contained in \( \mathcal{O} \) for some \( r, \lambda > 0 \). Then, using Lemma 5.2, and Hölder’s inequality,

\[
\sup_{Q_r^{\lambda r}(X_0, t_0)} |\nabla_X u| \leq \epsilon \lambda + c_\epsilon \lambda^{2-p} \sup_{Q_r^{\lambda r}(X_0, t_0)} |\nabla_X u|^{p-1} \, dX \, dt \leq \epsilon \lambda + c_\epsilon \lambda^{2-p} \left( \sup_{Q_r^{\lambda r}(X_0, t_0)} |\nabla_X u|^p \, dX \, dt \right)^{(p-1)/p}
\leq \epsilon \lambda + c_\epsilon \lambda^{2-p}/p \left( r^{-(n+2)(p-1)/p} \right) \|u\|_{L^p(t_1, t_2, W^{1,p}(U))}.
\]

(5.13)
Let
\[ M := \epsilon + c_\epsilon \lambda^{(2-2p)/p} r^{-(n+2)(p-1)/p} \| u \|_{L^p(t_1, t_2, W^{1,p}(U))} < \infty. \]
Then (5.13) gives
\[ (5.14) \quad \sup_{Q_{\rho/2}(X_0, t_0)} |\nabla_X u| \leq M\lambda. \]
Using Theorem 5.3 this implies that there exists \( \alpha = \alpha(n, p, M) \in (0, 1] \) such that
\[ (5.15) \quad \text{osc}_{Q_\rho(X_0, t_0)} |\nabla_X u| \leq 4M\lambda \left( \frac{\rho}{\rho} \right)^\alpha, \]
holds for all \( \rho \in (0, r) \). In particular,
\[ (5.16) \quad |\nabla_X u(X, t) - \nabla_X u(X_0, t_0)| \leq 4M\lambda \left( \frac{\delta}{\rho} \right)^\alpha, \]
whenever \((X, t) \in Q_\rho(X_0, t_0)\). With \( M, \lambda, r \) and \( \alpha \) fixed, we now choose \( \rho_0 \) small enough so that
\[ |\nabla_X u(X, t) - \nabla_X u(X_0, t_0)| \leq \delta/2. \]
Hence
\[ (5.19) \quad |\nabla_X u(X, t)| \leq |\nabla_X u(X, t) - \nabla_X u(X_0, t_0)| + |\nabla_X u(X_0, t_0)| \leq \delta/2, \]
whenever \((X, t) \in Q_\rho(X_0, t_0)\). Next, formally carrying out the differentiations in the \( p \)-parabolic equation, we arrive at the non-divergence form equation
\[ (5.19) \quad \partial_t u - |\nabla_X u(X, t)|^{p-2} u_{x_i x_j} - (p-2)|\nabla_X u(X, t)|^{p-4} u_{x_i x_j} u_{x_j} =: \partial_t u - B_{ij}(X, t) u_{x_i x_j}, \]
Here, \( B_{ij} = B_{ji} \), and
\[ (5.20) \quad c^{-1} \lambda(X, t)|\xi|^2 \leq \sum_{i,j=1}^n B_{i,j}(X, t) \xi_i \xi_j \leq c\lambda(X, t)|\xi|^2, \]
whenever \( \xi \in \mathbb{R}^n \).

\[ \lambda(X, t) := |\nabla_X u(X, t)|^{p-2}. \]
In particular, in this form the \( p \)-parabolic equation is in \( Q_{\rho_0/2}^{\lambda_0/2}(X_0, t_0) \) and as a consequence of (5.19), a uniformly elliptic parabolic equation in non-divergence form with symmetric coefficients. Now, using Schauder theory for these equation, and uniqueness for the Dirichlet problem, see Lemma 12.11 in \([56]\) or \([64,65]\), it follows that \( u \) is twice continuously differentiable in \( X \) and once continuously differentiable in \( X \). Furthermore, by a bootstrap argument, iteratively differentiating the \( p \)-parabolic equation with respect to \( X \) and \( t \), we can conclude that \( u \) is infinitely differentiable (with respect to \( X \) and \( t \)) in \( \mathcal{O} \), and that \( u \) is a strong solution to evolutionary \( p \)-Laplace equation in \( Q_{\rho_0/2}^{\lambda_0/2}(X_0, t_0) \). This completes the proof of the lemma.

**Lemma 5.3.** Let \( p, 2 < p < \infty \), be fixed. Let \( \Sigma \) be a closed subset of \( \mathbb{R}^{n+1} \) which is parabolic Ahlfors-David regular with constant \( M \), let \( \Omega := \mathbb{R}^{n+1} \setminus \Sigma \). Let \((X_0, t_0) \in \Sigma, r_0 \in (0, \text{diam}(\Sigma)/2)\). Assume that \( u \) is a non-negative function in \( \Omega \cap C(X_0, t_0, 2r_0) \) which satisfies \( \partial_t u - \nabla_X \cdot (|\nabla_X u|^{p-2} \nabla_X u) = 0 \) in \( \Omega \cap C(X_0, t_0, 2r_0) \). Assume in addition that there is a constant \( \gamma \), \( 1 \leq \gamma < \infty \), such that
\[ (5.21) \quad \gamma^{-1} \leq |\nabla_X u(Y, s)|, \quad u(Y, s) \leq \gamma \delta(Y, s), \]
for all \((Y, s) \in \Omega \cap C(X_0, t_0, r_0)\). Then there exist constants \( c = c(n, M) \in (1, \infty) \), and \( \tilde{\gamma} \), which only depends on \( n, p, \gamma \), such that
\[ (5.22) \quad \delta^2(Y, s) |\nabla_X^2 u(Y, s)| + \delta(Y, s) |\nabla_X^2 u(Y, s)| + |\nabla_X u(Y, s)| \leq \tilde{\gamma}, \]
for all \((Y, s) \in \Omega \cap C(X_0, t_0, r_0/c)\).

**Proof.** Let \( I \) be a Whitney cube of size \( r \) such that \( I \cap C(X_0, t_0, r_0/c) \neq \emptyset \). Combining Theorem 5.2 and Lemma 5.1, with \( \lambda = 1 \), and the assumption that \( u(Y, s) \leq \gamma \delta(Y, s) \), we immediately deduce that \( |\nabla_X u(Y, s)| \leq \gamma \) on \( I \), and hence
\[ (5.23) \quad \gamma^{-1} \leq |\nabla_X u(Y, s)| \leq \tilde{\gamma}, \]
for all \((Y, s) \in \Omega \cap C(X_0, t_0, r_0/c)\). Using Lemma 5.2 we have that \(u\) is infinitely differentiable (with respect to \(X\) and \(t\)) in \(\Omega \cap C(X_0, t_0, r_0/c)\). Now, again formally carrying out the differentiations in the \(p\)-parabolic equation, we arrive at the non-divergence form equation in (5.19) with coefficients as in (5.20). The stated estimate for \(\delta(Y, s)|\nabla_X u(Y, s)|\) and \(\delta^2(Y, s)|\nabla_X^2 u(Y, s)|\) now follows from (5.23) and Schauder estimates, again see [56] or [64,65].

6. Applications: Proof of Theorem 1.3 and Theorem 1.4

In this section we prove Theorem 1.3 and Theorem 1.4.

6.1. Proof of Theorem 1.3. Let \((X_0, t_0) \in \Sigma, r_0 > 0\), and by assumptions \(u\) is a smooth non-negative function in \(\Omega \cap C(X_0, t_0, 2r_0)\) subject to the stated restrictions. We need to prove that there exist a constant \(c = c(n, b_1) \in (1, \infty)\) such that,

\[
\Sigma \cap C(X_0, t_0, r_0/c) \text{ is locally parabolic uniform rectifiable}
\]

(6.1)

with the stated control on the constants.

It then follows, see Remark 4.2, that \(\Sigma \cap C(X_0, t_0, r_0/c)\) is given as a part of the graph of a (unbounded) regular Lip\((1,1/2)\) function, with constant \(b_2 = b_2(n, p, b_1, \gamma)\). To prove (6.1) we need to prove that if \((X,t) \in \partial \Omega\) and \(R > 0\) satisfy \(C(X,t,R) \subset C(X_0, t_0, r_0/c)\), then

\[
\nu(\Delta(X,t,R) \times (0,R)) \lesssim R^{n+1},
\]

where the implicit constant is independent of \((X,t)\) and \(R\), and only depend on \(n,p,b_1\), and \(\gamma\). Recall that

\[
\nu(\Delta(Z,\tau,r) = \gamma^2(Z,\tau,r) \, d\sigma(Z,\tau) r^{-1} \, dr,
\]

and

\[
\gamma(Z,\tau,r) = \inf_{P \in \mathcal{P}} \left( \iint_{\Delta(Z,\tau,r)} \left( \frac{\text{dist}(Y,s,P)}{r} \right)^2 d\sigma(Y,s) \right)^{1/2}.
\]

In this last expression the infimum is taken over all \(n\) dimensional planes \(P\) containing a line parallel to the \(t\) axis. In the following we consider points \((\hat{X},\hat{t}) \in \Delta(X_0, t_0, r_0/c)\) and \(r < r_0\). We introduce \(S = \{A_r(\hat{X},\hat{t}) + (0,0,\rho); \, \rho \in (-r^2,r^2)\}\), i.e., \(S\) is the line in the \(t\)-direction connecting the points \(A_r^+(\hat{X},\hat{t})\) and \(A_r^-(\hat{X},\hat{t})\). By construction this line is contained in \(\Omega\) and for all points \((\hat{Z},\hat{\tau}) \in S, \delta(\hat{Z},\hat{\tau}) \sim r\). Let \(\hat{X},\hat{t} = A_t(\hat{X},\hat{t})\) and let \(I\) denote the interval \((\hat{t} - r^2, \hat{t} + r^2)\). Let \(\eta\) be a small positive number. Then, by the mean value theorem

\[
uu(\hat{X},\hat{t}) - u(x,x_n + \eta r, \hat{t}) = (4b_1 - \eta)r(\nabla_X u(x,x_n + \beta r, \hat{t}), e_n),
\]

for some \(\beta \in (\eta,4b_1)\). In particular,

\[
(4b_1 - \eta\gamma) \leq (4b_1 - \eta)(\nabla_X u(x,x_n + \beta r, \hat{t}), e_n),
\]

and we can conclude, by choosing \(\eta\) small, that there is a point \((X^*, \hat{t}) \in \Omega, X^* := (x,x_n + \beta r), \beta \in (\eta,4b_1)\), such that

\[
\tilde{c}^{-1} \leq (\nabla_X u(X^*,\hat{t}), e_n),
\]

for some \(\tilde{c} = \tilde{c}(\delta, b_1, \gamma) \geq 1\).

Considering \((Y,s) \in \Omega\) with \(s \in I\) and using Taylor’s formula we get

\[
uu(Y,s) = u(X^*,s) + \langle (\nabla_X u(X^*,s), Y - X^*) \rangle + \int_{X^*}^Y \langle \nabla_X^2 u(Z,s), Z - Y \rangle dl.
\]

Here the last integral is interpreted as the second directional derivative of \(u\) taken along the line segment \(l\) from \((X^*,s)\) to \((Y,s)\) (with \(Z\) on \(l\)). We introduce

\[A(X^*, Y, s) := u(X^*,s) + \langle (\nabla_X u(X^*,s), Y - X^*) \rangle \text{ when } Y \in \mathbb{R}^n,
\]

and we let \(P\) denote the hyperplane defined through

\[
P := \{(Z,\tau) : A(X^*,Z,\hat{t}) = 0\} = \{(Z,\tau) : \langle \nabla_X u(X^*,\hat{t}), X^* - Z \rangle = u(X^*,\hat{t})\}.
\]
We claim that
\[(6.4) \quad |A(X^*, Y, \tilde{t})| \sim \text{dist}(Y, s, P) \text{ for all } (Y, s) \in \Delta(\tilde{X}, \tilde{t}, r).\]
Indeed, assume that \((Y, s) \in \Delta(\tilde{X}, \tilde{t}, r)\) and \((Z, \tau) \in P\). Then
\[(6.5) \quad |A(X^*, Y, \tilde{t})| = |A(X^*, Y, \tilde{t}) - A(X^*, Z, \tilde{t})| = |\langle \nabla_X u(X^*, \tilde{t}), Y - Z \rangle| \sim |Y - Z|,
by (6.2) and the fact that \(|\nabla_X u(X^*, \tilde{t})| \lesssim 1|.
By definition
\[
\nu(\Delta(X, t, R) \times (0, R)) \leq \int_0^R \int_{\Delta(X, t, R)} \xi(\tilde{X}, \tilde{t}, r) \, d\sigma(\tilde{X}, \tilde{t}) \, dr,
\]
where
\[
\xi(\tilde{X}, \tilde{t}, r) = r^{-n-4} \int_{\Delta(\tilde{X}, \tilde{t}, r)} (\text{dist}(Y, s, P))^2 \, d\sigma(Y, s).
\]
Using the deduction above,
\[
\xi(\tilde{X}, \tilde{t}, r) \sim r^{-4n-4} \int_{\Delta(\tilde{X}, \tilde{t}, r)} (\text{dist}(Y, s, P))^2 \, d\sigma(Y, s)
\]
\[
\sim r^{-4n-4} \int_{\Delta(\tilde{X}, \tilde{t}, r)} |A(X^*, Y, \tilde{t})|^2 \, d\sigma(Y, s)
\]
\[
\leq 2r^{-4n-4} \int_{\Delta(\tilde{X}, \tilde{t}, r)} |A(X^*, Y, s)|^2 \, d\sigma(Y, s)
\]
\[
+ 2r^{-4n-4} \int_{\Delta(\tilde{X}, \tilde{t}, r)} |A(X^*, Y, s) - A(X^*, Y, \tilde{t})|^2 \, d\sigma(Y, s).
\]
Hence we have to estimate \(|A(X^*, Y, s)|^2\) and \(|A(X^*, Y, s) - A(X^*, Y, \tilde{t})|^2\) for all \((Y, s) \in \Delta(\tilde{X}, \tilde{t}, r)\).

Next, given \((Y, s) \in \Delta(\tilde{X}, \tilde{t}, r)\) we note that due to (6.2), the line emanating at \((Y, s)\) and extending in the direction of \(e_n\) will hit the plane \(P\) at one unique point. Using the fact that \(u = 0\) on \(\partial \Omega\), Taylor’s formula as above and Schwarz’s inequality we get for all \(s \in I,\)
\[(6.6) \quad |A(X^*, Y, s)|^2 \lesssim r \int_{X^*} \delta^2(Z, s)|\nabla_{X^*}^2 u(Z, s)|^2 \, dl.
\]
Hence,
\[
2r^{-n-4} \int_{\Delta(\tilde{X}, \tilde{t}, r)} |A(X^*, Y, s)|^2 \, d\sigma(Y, s) \lesssim r^{-n-3} \int_{\Omega \cap C(\tilde{X}, \tilde{t}, 100r)} |\nabla_{X^*}^2 u(Z, s)|^2 \delta^2(Z, s) \, dZ \, ds.
\]
Also,
\[
A(X^*, Y, s) - A(X^*, Y, \tilde{t}) = u(X^*, s) - u(X^*, \tilde{t})
\]
\[
+ \langle (\nabla_X u(X^*, s) - \nabla_X u(X^*, \tilde{t})), Y - X^* \rangle
\]
\[- \langle \partial_t u(X^*, t^*), Y - X^* \rangle (s - \tilde{t}),
\]
for some \(t^* \in (\tilde{t}, s)\). Using interior estimates, which again follows from our assumptions and [56], we get, for \((Y, s) \in \Delta(\tilde{X}, \tilde{t}, r),\)
\[
|A(X^*, Y, s) - A(X^*, Y, \tilde{t})|^2
\]
\[
\lesssim r^{-n} \int_{\Omega \cap C(X^*, \tilde{t}, 2r)} (|\partial_t u(Z, s)|^2 \delta^2(Z, s) + |\nabla_X \partial_t u(Z, s)|^2 \delta^4(Z, s)) \, dZ \, ds.
\]
Hence,
\[
2r^{-n-4} \int_{\Delta(\tilde{X}, \tilde{t}, r)} |A(X^*, Y, s) - A(X^*, Y, \tilde{t})|^2 \, d\sigma(Y, s)
\]
\[
\lesssim r^{-n-3} \iint_{\Omega \cap C(\tilde{X}, \tilde{t}, 100b_1 r)} |\partial_t u(Z, s)|^2 \delta^2(Z, s) \, dZ \, ds \\
+ r^{-n-3} \iint_{\Omega \cap C(\tilde{X}, \tilde{t}, 100b_1 r)} |\nabla_X \partial_t u(Z, s)|^2 \delta^4(Z, s) \, dZ \, ds.
\]

Using this, and continuing our previous deductions, we find
\[
\xi(\tilde{X}, \tilde{t}, r) \lesssim r^{-n-3} \iint_{\Omega \cap C(\tilde{X}, \tilde{t}, 100b_1 r)} (|\partial_t u(Z, s)|^2 \delta^2(Z, s) + |\nabla_X \partial_t u(Z, s)|^2 \delta^4(Z, s)) \, dZ \, ds \\
+ r^{-n-3} \iint_{\Omega \cap C(\tilde{X}, \tilde{t}, 100b_1 r)} |\nabla_X^2 u(Z, s)|^2 \delta(Z, s) \, dZ \, ds.
\]

Integrating this with respect to \((\tilde{X}, \tilde{t}) \in \Omega \cap C(X, t, R)\) and \(r \in (0, R)\) we obtain, after interchanging the order of integration,
\[
\nu(\Delta(X, t, R) \times (0, R)) \leq \int_0^R \int_{\Delta(X, t, R)} \xi(\tilde{X}, \tilde{t}, r) \, d\sigma(\tilde{X}, \tilde{t}) \, dr \\
\lesssim \iint_{\Omega \cap C(X, t, 200b_1 R)} (|\partial_t u(Z, s)|^2 \delta(Z, s) + |\nabla_X \partial_t u(Z, s)|^2 \delta^3(Z, s)) \, dZ \, ds \\
+ \iint_{\Omega \cap C(X, t, 200b_1 R)} |\nabla_X^2 u(Z, s)|^2 \delta(Z, s) \, dZ \, ds.
\]

Using the assumptions on \(u\) it follows that \(\delta(Z, s) \lesssim u(Z, s)\) for all \((Z, s) \in \Omega \cap C(X, t, 200b_1 R)\).
Hence, combining Lemma 5.3, Theorem 1.2 and Corollary 1.1,
\[
\nu(\Delta(X, t, R) \times (0, R)) \lesssim R^{n+1},
\]
and this completes the proof.

6.2. **Proof of Theorem 1.4.** To prove the first statement of the theorem, (1.25), note that for each \(k \in \{1, \ldots, n\}\), \(u_{\epsilon_k}\) is a bounded solution to the linear equation \(\tilde{H}u_{\epsilon_k}\) in \(\Omega \cap C(X_0, t_0, r_0)\). Hence, by a Fatou type theorem, see for example Theorem 4.5 in [60], we deduce that
\[
(6.8) \quad \lim_{(Y, s) \to (X, t) \in \Sigma} u_{\epsilon_k}(Y, s)
\]
exists for \(\omega\)-a.e. \((X, t) \in \Sigma \cap C(X_0, t_0, r_0)\), where \(\omega\) is the parabolic measure associated to \(\tilde{H}\). However, using that \(\delta \lesssim u\) close to the boundary, Lemma 4.3, Theorem 1.2 and Corollary 1.1, we see that the same conclusion must hold for \(\sigma\)-a.e. \((X, t) \in \Sigma \cap C(X_0, t_0, r_0)\). This proves (1.25). Next, let \(u \equiv 0\) on \((\mathbb{R}^{n+1} \setminus \Omega) \cap C(X_0, t_0, r_0)\), and consider the functional
\[
T(\phi) := - \iiint |\nabla_X u|^{p-2} \nabla_X u \cdot \nabla_X \phi - u \partial_t \phi \, dX \, dt,
\]
for \(\phi \in C_0^\infty(C(X_0, t_0, r_0))\). Using our assumptions on \(u\), it follows readily that \(T\) is a non-negative distribution, and hence there exists a locally finite measure \(\mu\) supported on \(\Sigma \cap C(X_0, t_0, r_0)\) such that
\[
T(\phi) = \mu(\phi)
\]
for \(\phi \in C_0^\infty(C(X_0, t_0, r_0))\). This proves (1.27). Furthermore, given \(\epsilon > 0\) small it follows from (1.23) and (1.26) that
\[
\{(X, t) : u(X, t) = \epsilon\} \cap \Omega \cap C(X_0, t_0, r_0)
\]
is a smooth hypersurface and in particular that
\[
\{(X, t) : u(X, t) = \epsilon\} \cap \Omega \cap C(X_0, t_0, r_0) = \{(x, x_n, t) : x_n = \psi_\epsilon(x, t)\} \cap C(X_0, t_0, r_0),
\]
for a Lip(1/2) function \(\psi_\epsilon\) with constant \(b_1\) independent of \(\epsilon\). As a consequence
\[
\iiint_{\Omega_\epsilon} |\nabla_X u|^{p-2} \nabla_X u \cdot \nabla_X \phi - u \partial_t \phi \, dX \, dt = - \iiint_{\partial \Omega_\epsilon} \phi \, d\mu_\epsilon,
\]
\[ \Omega_\varepsilon := \{ (x, x_n, t) : x_n > \psi_\varepsilon(x, t) \}, \]
for all \( \phi \in C_0^\infty(C(X_0, t_0, r_0)) \), and \( d\mu_\varepsilon = |\nabla_X u(X, t)|^{p-1} d\sigma_\varepsilon(X, t) \)
where \( \sigma_\varepsilon \) is the surface measure on \( \{ (x, x_n, t) : x_n = \psi_\varepsilon(x, t) \} \). Using (1.25) and dominated convergence we deduce that
\[ d\mu = |\nabla_X u(X, t)|^{p-1} d\sigma(X, t) \text{ on } \partial \Omega \cap C(X_0, t_0, r_0). \]
This proves the second part of (1.28). It remains to prove the first part of (1.28), i.e.,
\[ \nabla_X u(X, t) = |\nabla_X u(X, t)| \mathbf{n}(X, t), \]
for \( \sigma \)-a.e. \( (X, t) \in \Sigma \cap C(X_0, t_0, r_0) \), and where \( \mathbf{n}(X, t) \) was introduced in Definition 4. Consider \( \Delta := \Delta(X_0, t_0, r_0), (X_0, t_0) \in \partial \Omega \). Let \( E \) be the set of all \( (Z, \tau) \in \Delta \) which satisfies the following,

(a) \((Z, \tau)\) is a point of density for \( E \) relative to \( \sigma \).

(b) There is a time-independent tangent plane \( T(Z, \tau) \) to \( \partial \Omega \) at \((Z, \tau)\) with unit normal \( \mathbf{n}(Z, \tau) \).

(c) \( \lim_{\rho \to 0} \rho^{-(n+1)} \sigma(\Delta \cap C(Z, \tau, \rho)) = 2\tilde{a} \).

(d) \( \lim_{\rho \to 0} \rho^{-(n+1)} \mu(\Delta \cap C(Z, \tau, \rho)) = 2\tilde{a}|\nabla_X u(Z, \tau)|^{p-1}. \)

In (6.9) (c), \( \tilde{a} \) denotes the Lebesgue \((n-1)\)-measure of the unit ball in \( \mathbb{R}^{n-1} \). Now \( \sigma(\Delta \setminus E) = 0 \).
Indeed (a) of (6.9) for \( \sigma \) almost every \((Z, \tau)\) is a consequence of the fact that \( \sigma \) is a regular Borel measures and differentiation theory. To prove (b) of (6.9) we need to prove, for \( \sigma \) almost every \((Z, \tau) \in \Delta \), that there exists a time-independent hyperplane \( T(Z, \tau) \), with unit normal \( \mathbf{n}(Z, \tau) \), such that
\[ \lim_{\rho \to 0} \frac{H(T(Z, \tau) \cap C(Z, \tau, \rho), \Delta(Z, \tau, \rho))}{\rho} = 0, \]
where \( H \) denotes parabolic Hausdorff distance. However, this follows from the Rademacher theorem stated in Theorem 4.1, see (4.12) in Remark 4.4. (c) of (6.9) is a consequence of the same argument, and (d) was proved above.

We now use a blow-up argument to complete the proof of (1.28). Let \( E \) and \( \Delta \) be as in (6.9) and consider \((Z, \tau) \in E\). Using invariance of the \( p \)-parabolic equation under spatial rotations, and invariance under translations in \((X, t)\), we may assume \((Z, \tau) = 0, T(0, 0) = \{(X, t) \in \mathbb{R}^n : x_n = 0\}\), where \( T(0, 0) \) is the time-independent tangent plane in (6.9), and that \( \mathbf{n}(0, 0) = e_n \). We let \( H := \{(X, t) \in \mathbb{R}^n : x_n > 0\}, \partial H = T(0, 0) \). Let \( \{\rho_m\} \) be a decreasing sequence of positive numbers with limit zero and \( \rho_1 \ll r \). Let
\[ \Omega_m = \{(X, t) : (\rho_m X, \rho_m^p t) \in \Omega \cap C(0, 0, r)\}, \]
and let
\[ v_m(X, t) = \rho_m^{-1} u(\rho_m X, \rho_m^p t), (X, t) \in C(0, 0, r). \]
Fix \( R \gg 1 \). Then for \( m \) sufficiently large, say \( m \geq m_0, m_0 = m_0(R) \), we note that \( v_m \) is a \( p \)-parabolic function in \( \Omega_m \cap C(0, 0, R) \), continuous in \( C(0, 0, R) \), and \( v_m \equiv 0 \) on \( C(0, 0, R) \setminus \Omega_m \). Define
\[ \nu_m(G) = \rho_m^{1-n} \mu(\rho_m G), \]
whenever \( G \) is a Borel subset of \( C(0, 0, R) \). Then \( \nu_m \) is the measure corresponding to \( v_m \) as in (1.27) for \( m \geq m_0 \). Furthermore, \( |\nabla_X v_m| \leq c \) on \( \Omega_m \cap C(0, 0, R) \), and
\[ |v_m(X, t)| \leq c \text{ dist}(X, t, \partial \Omega_m), (X, t) \in \Omega_m \cap C(0, 0, R). \]
(6.10) implies that
\[ H(\Omega_m \cap C(0, 0, R), H \cap C(0, 0, R)) \to 0 \text{ as } m \to \infty. \]
From (6.14)-(6.16) we see that a subsequence of \( \{v_m\} \), denoted \( \{v'_m\} \) converges uniformly on compact subsets of \( \mathbb{R}^{n+1} \) to a Hölder continuous function \( v \) with \( v \equiv 0 \) in \( \mathbb{R}^{n+1} \setminus H \). Also \( v \geq 0 \) is a \( p \)-parabolic
function in $H$. Next, using Schwarz reflection, Theorem 5.3, (6.14), and (6.15), we see that for each $R \gg 1$, we have
\[ \text{osc}_{Q_{2R}} |\nabla_X v| \leq 4e \left( \frac{\rho}{R} \right)^\alpha, \]
for all $\rho \in (0, R)$ with $\alpha$ as in Theorem 5.3. In particular, letting $R \to \infty$, we can conclude that $\nabla_X v$ is constant on $H$. Hence $v = \beta x_n^+$ for some constant $\beta > 0$, $x_n^+ = \max\{x_n, 0\}$. Next, let $\{v'_m\}$, be measures corresponding to $\{v_m\}$ in the sense that
\[
\iiint |\nabla_X v'_m|^p \nabla_X v'_m \cdot \nabla_X \phi - v'_m \partial_t \phi \, dX \, dt = - \int \phi \, d\nu'_m,
\]
for all $\phi \in C^\infty_0(C(0,0,R))$ provided $m > m_0$, $m_0 = m_0(R)$. Then the measures, $\{\nu'_m\}$ have uniformly bounded total masses on $C(0,0,R)$. Using this and (6.14), (6.15), we obtain that $\nu'_m$ converges weakly to $\nu$ where $\nu$ is the measure associated with $\alpha x_n^+$. It follows $v = \alpha^{p-1} \sigma_H$ where $\sigma_H$, denotes the $(n+1)$-dimensional parabolic Hausdorff measure on $H$. Using this computation, weak convergence, (6.13), and (6.9) (d), we get
\[
2\alpha^{p-1} \alpha^R \nabla X u|^{p-1}(0,0) = \lim_{m \to \infty} \alpha^{-n} \mu(C(0,0,Rs_m)) = 2\alpha^R \nabla X u|^{p-1}(0,0).
\]
Hence,
\[
(6.17) \quad \alpha = |\nabla X u|(0,0).
\]

From (6.17) and our earlier observations we see that $(X,t) \to \rho^1 \nu(\rho X, \rho^2 t)$ converges uniformly as $\rho \to 0$ to $\alpha x_n^+$ on compact subsets of $\mathbb{R}^{n+1}$ and $(X,t) \to \nabla X v(\rho X, \rho^2 t)$ converges uniformly to $\alpha x_n$ as $t \to 0$, when $(X,t)$ lies in a compact subset of $H$. Put together these observations prove (1.28).
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