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Abstract. In this paper we study the Cauchy problem associated to the Maxwell-Schrödinger system with a defocusing pure-power non-linearity. This system has many applications in physics, for instance in the description of a charged non-relativistic quantum plasma, interacting with its self-generated electromagnetic potential.

One consequence of our analysis is to demonstrate that the Lorentz force associated with the electromagnetic field is well-defined for solutions slightly more regular than the finite energy class. This aspect is of fundamental importance since all the related physical models require the observability of electromagnetic effects. The well-posedness of the Lorentz force still seems to be a major open problem in the class of solutions which are only finite energy.

We show the global well-posedness at high regularity for the cubic and sub-cubic case, and we provide polynomial bounds for the growth of the Sobolev norm of the solutions, for a certain range of non-linearities. An important role is played by appropriate a priori dispersive estimates, obtained by means of Koch-Tzvetkov type bounds for the non-homogeneous Schrödinger equation, which overcome the lack of Strichartz estimates for the magnetic Schrödinger flow.

Because of the power-type non-linearity, the propagation of higher regularity, globally in time, cannot be achieved via a bootstrap argument as done in [45]. Our approach then exploits the analysis of a modified energy functional, combined with the a priori bounds coming from the dispersive estimates obtained previously.

1. Introduction

In this paper we study the following non-linear Maxwell-Schrödinger system in the Coulomb gauge

\begin{align}
\begin{cases}
    i\partial_t u &= -\Delta_A u + \phi u + |u|^{q-1}u, \\
    \Box A &= P J,
\end{cases} \quad t \in \mathbb{R}, x \in \mathbb{R}^3,
\end{align}

in the unknown \((u, A) : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C} \times \mathbb{R}^3\), with initial conditions

\((u(0), A(0), \partial_t A(0)) = (u_0, A_0, A_1)\), \quad \text{div} A_0 = \text{div} A_1 = 0,

where \(\Delta_A := (\nabla - iA)^2\) is the magnetic Laplacian, \(\phi = \phi(u) := (-\Delta)^{-1}|u|^2\), \(J = J(u, A) := 2Im(\overline{u} \nabla - iA)u\), and \(P := I - \nabla \text{div} \Delta^{-1}\) is the Helmholtz-Leray projection onto divergence free vector fields.

Physically \(u\) can be interpreted as the order parameter associated to a charged quantum plasma [51, 52, 51, 53], interacting with its self-generated electromagnetic potential described by \((\phi, A)\). Moreover, \(\rho := |u|^2\) and \(J(u, A)\) are, respectively,
the charge and the electric current density. The power-type non-linearity is introduced in order to encode pressure effects \[52\], see also the discussion later in this introduction. Formally, the charge \( Q(t) := \|\rho\|_{L^1} = \|u\|^2_{L^2} \), and the energy

\[
E(t) := \int_{\mathbb{R}^3} |(\nabla - iA)u|^2 + \frac{1}{2} (|\partial_t A|^2 + |\nabla A|^2 + |\nabla \phi|^2) + \frac{2}{\gamma + 1}|u|^\gamma + 1 dx,
\]

are conserved by solutions to (1.1).

The system (1.1) is strictly related to the classical Maxwell-Schrödinger system

\[
\begin{aligned}
i\partial_t u &= -\Delta A u + \phi u \\
-\Delta \phi - \partial_t \text{div} A &= \rho \\
\Box A + \nabla (\partial_t \phi + \text{div} A) &= J,
\end{aligned}
\]

in the unknown \((u, \phi, A) : \mathbb{R}_t \times \mathbb{R}^3 \to \mathbb{C} \times \mathbb{R} \times \mathbb{R}^3\), which describes the dynamics of a charged non-relativistic quantum particle, subject to its self-generated (classical) electro-magnetic field \[49, 21\]. In particular, (1.3) provides a classical approximation to the quantum field equations for an electro-dynamical non-relativistic many-body system.

It is well-known that (1.3) is invariant under the gauge transformation

\[
(u, \phi, A) \mapsto (e^{i\lambda} u, \phi - \partial_t \lambda, A + \nabla \lambda).
\]

In particular, in the Coulomb gauge, i.e. \(\text{div} A = 0\), it takes the simple form

\[
\begin{aligned}
i\partial_t u &= -\Delta A u + \phi u \\
\Box A &= \mathcal{P} J,
\end{aligned}
\]

where \(\phi\) is explicitly given by \((-\Delta)^{-1}|u|^2\).

The Cauchy problem associated with the Maxwell-Schrödinger system (1.3) has been widely studied in the mathematical literature, under various choices of the gauge. Among the first treatments we mention \[43, 57\], where the authors studied the local and global well-posedness in high regularity spaces by means of the Lorenz gauge. The global existence of finite energy weak solutions has been investigated in \[29\], by using a vanishing viscosity approach. The asymptotic behavior and the long-range scattering of solutions to (1.3) has been studied in \[26, 27, 50\] (see also the references therein).

In \[44, 45\], using the evolution semigroup associated to the magnetic Laplacian, the authors obtained global well-posedness at high Sobolev regularity by means of a fixed point argument and suitable a priori estimates. The well-posedness at low regularity, and in particular in the energy space, can not be easily handled with these techniques, due to the difficulty to construct the linear magnetic propagator. The question has been recently solved in \[8\], by using the analysis of a short time wave packet parametrix for the magnetic Schrödinger equation and the related linear, bilinear, and trilinear estimates. On the other hand, at present it is still not clear whether the finite energy framework provides the sufficient regularity needed in order to define the Lorentz force. This aspect has its relevance since all related physical models require the observability of electromagnetic effects \[21\]. This issue is straightforwardly overcome in the higher regularity framework, as for instance in \[44, 45\], and it turns out to be solved also for solutions slightly more regular than finite energy, see Proposition 3.3 below.

Let us remark that the Maxwell-Schrödinger system (1.3), even when augmented
with a power type nonlinearity as in (1.1), retains its invariance with respect to gauge transformations. Our choice of studying problem (1.1) in the Coulomb gauge is only dictated by the aim of providing a simpler presentation. Indeed, by using a similar strategy the problem could be studied also in the Lorenz gauge, for instance, see Section 6 for more details. On the other hand, it is possible to translate part of the results, studied in the Coulomb gauge, also to other gauges by using suitable transformations, see e.g. the discussion in [29, Section 5].

As already mentioned, the study of the non-linear Maxwell-Schrödinger system is motivated by the physical applications of this model. Indeed, system (1.1) arises in the description of dense astrophysical plasmas exhibiting quantum effects [30, 31, 51, 52, 53]. More precisely, by means of the Madelung transform [41] and by identifying \( \rho \) and \( J \) with the hydrodynamical momenta associated to \( u \), it is possible to draw an analogy between (1.1) and a hydrodynamical system describing a compressible, inviscid, charged, quantum fluid modeling a quantum plasma [52]. By exploiting this analogy, the nonlinear term in (1.1) then corresponds to the so-called electron degeneracy pressure in the fluid dynamic description. The interested reader could refer to Section III in [52] for more details about the physical modeling and to [4, 2, 5] and the references therein for the rigorous setting of the Madelung transform.

From the mathematical point of view, the power-type non-linearity in (1.1) introduces further difficulties. The lack of suitable space-time estimates for the classical Maxwell-Schrödinger system prevents the study of (1.1) as a perturbation of (1.5). For instance, the analysis in [8] cannot be straightforwardly adapted to the non-linear case. In order to deal with the power-type non-linearity at low-regularity regimes, one would need some kind of global smoothing properties for the magnetic-Schrödinger flow, such as Strichartz estimates. Although magnetic Strichartz estimates are well understood for time independent potentials [16, 17, 18, 19, 20] (see also [42] and references therein), in the time dependent case much less is known, and the only results available require the smallness of suitable scale invariant space-time norms [22, 55]. In particular, even for a non-linear Schrödinger equation with a given external time dependent magnetic potential, the well-posedness in the energy space is in general an open question (see [23, Chapter 4] for relevant advances in this direction, and the paper [7] for the existence of finite energy weak solutions).

Concerning the Maxwell-Schrödinger system with focusing non-linearities, one can also study the existence and stability of standing waves, see for instance [14] and references therein.

A convenient regularity framework for (1.1) is given by [44, 45] (see also [23, Chapter 2]), where the authors determine the sufficient regularity in order to construct the evolution semigroup associated to the magnetic Laplacian. On the other hand, in this framework it is not possible to use standard arguments such as the conservation of charge and energy in order to extend the solution globally in time, see for example [11, 15] where the estimates inferred are not sufficient to control the non-linearity globally in time.

To overcome those difficulties here we combine two main ingredients. First of all, we derive suitable a priori estimates (encoded in Propositions 3.1 and 3.5) for weak solutions to the non-linear Maxwell-Schrödinger system (1.1), in the same spirit as in [45]. The relevant tools are the Strichartz estimates for the Klein-Gordon equation, and the smoothing-Strichartz estimates for the inhomogeneous Schrödinger
equation, which allow us to deal with the derivative term in the expansion of the magnetic Laplacian. The a priori estimates, combined with the conservation of charge and energy, imply a non-trivial gain of spatial integrability, see Lemma 5.1. The second ingredient is a classical argument involving modified energies (see for instance the papers [56, 48, 46]), which improves on the standard energy method for \( \gamma > 2 \). Combining this argument with the a priori estimates allows us to deduce global well-posedness at the \( H^2 \)-regularity level for the order parameter, in the regime \( \gamma \in (1, 3] \). Moreover, we obtain a polynomial bound for the growth of the Sobolev norms of the solutions when \( \gamma \in (2, 3) \), and an exponential bound in the cubic case \( \gamma = 3 \) (see the recent paper [17] for an analogous result in the case of NLS on compact manifolds).

Let us state our main result. For \( s, \sigma \in \mathbb{R} \) we set
\[
\Sigma^s := \{(A_0, A_1) \in H^s(\mathbb{R}^3, \mathbb{R}^3) \times H^{s-1}(\mathbb{R}^3, \mathbb{R}^3) \mid \text{div} A_0 = \text{div} A_1 = 0\},
\]
and \( M^{s, \sigma} := H^s(\mathbb{R}^3, \mathbb{C}) \times \Sigma^s \). We have the following theorem.

**Theorem 1.1.** Fix \( \gamma \in (1, 3], \sigma \in \left[\frac{1}{3}, 3\right) \). The Cauchy problem associated with (1.1) is globally well-posed in \( M^{2, \sigma} \). Namely, for any initial data \( (u_0, A_0, A_1) \in M^{2, \sigma} \), there exists a unique solution \( (u, A, \partial_t A) \) to (1.1), with \( (u, A, \partial_t A) \in C([0, +\infty), M^{2, \sigma}) \). Moreover

(i) There is continuous dependence on the initial data. Namely, for every \( 0 < T < \infty \), the flow map \( (u_0, A_0, A_1) \mapsto (u, A, \partial_t A) \) is continuous from \( M^{2, \sigma} \) to \( C([0, T], M^{2, \sigma}) \).

(ii) The charge and the energy are conserved, i.e. \( Q(t) = Q(0), E(t) = E(0) \) for every \( t > 0 \).

In addition, when \( \gamma \in (2, 3) \) there exists a positive constant \( N \), independent on \( \gamma \), such that
\[
\|(u, A, \partial_t A)\|_{L^\infty((0, T); M^{2, \sigma})} \lesssim (1 + T)^{\frac{N}{1 + \gamma}}.
\]
When \( \gamma = 3 \) we have instead the exponential bound
\[
\|(u, A, \partial_t A)\|_{L^\infty((0, T); M^{2, \sigma})} \lesssim \exp(T^N),
\]
for some constant \( N > 0 \).

Theorem 1.1 improves on the results in [1] and [15], where the authors proved local well-posedness at high-regularity regimes. Moreover, it is worth noticing that a similar global-in-time result can be also obtained in the focusing case, for the mass sub-critical regime \( \gamma \in (1, \frac{7}{3}] \). For the sake of concreteness, here we focus on the defocusing case only.

The paper is organized as follows. In Section 2, we collect the main tools we use throughout the paper, in particular the Strichartz estimates for the Klein-Gordon equation, and the smoothing-Strichartz estimates for the inhomogeneous Schrödinger equation. Section 3 is devoted to the proof of the a priori estimates for weak solutions to (1.1), which are the key tool for the globalization argument. Moreover, they allow to show that the Lorentz force is well defined for weak solutions which are slightly more regular than just finite energy, see Proposition 3.3 and the subsequent remark. In Section 4, owing to the theory on the linear magnetic-Schrödinger propagator, we prove, by means of a contraction argument, local well-posedness for (1.1), for every \( \gamma > 1 \) (Theorem 4.1). In Section 5, we show the global well-posedness in the cubic and sub-cubic case. For \( \gamma \in (1, 2] \), the proof is
based on a standard energy method, combined with the Brezis-Gallouet-Wainger inequality and a Grönewall-type argument. For \( \gamma \in (2, 3] \), we exploit the properties of the modified energy, which allow us to obtain also the polynomial bound \([1.6]\) in the sub-cubic case, and the exponential bound \([1.7]\) in the cubic case.
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2. Notation and preliminaries

In this Section we collect some preliminary results we are going to use throughout the paper. We begin with a few remarks on our notation.

We often write \( L^p \) (resp. \( W^{s,p} \)) to denote the Lebesgue space \( L^p(\mathbb{R}^3) \) (resp. the Sobolev space \( W^{s,p}(\mathbb{R}^3) \)). As usual, \( H^s \) denotes the space \( W^{s,2} \). For any interval \( I \subseteq \mathbb{R} \) and any Banach space \( X \), we denote by \( L^p(I, X) \) (resp. \( W^{s,p}(I, X) \)) the space of \( X \)-valued Bochner measurable function on \( I \), whose \( X \)-norm belongs to \( L^p(I) \) (resp. \( W^{s,p}(I) \)). These spaces will be often abbreviated to \( L^p_T X \) and \( W^{s,p}_T X \) when \( I = [0, T] \). Given \( p \geq 1 \), we denote by \( p' \) its dual exponent. As customary, we set \( \langle \lambda \rangle := \sqrt{1 + \lambda^2} \) for \( \lambda \in \mathbb{R} \). Given two positive quantities \( A, B \), we write \( A \lesssim B \) if there exists a constant \( C > 0 \) such that \( A \leq CB \); if \( A \) and \( B \) depend on a positive parameter \( T \), we write \( A \lesssim_{[T^n]} B \) if \( A \lesssim (T^n)B \) for some positive constant \( n \). We denote by \((\cdot, \cdot)\) the standard scalar product on \( L^2 \). For a given vector field \( A : \mathbb{R}^3 \to \mathbb{R}^3 \), we define the magnetic gradient \( \nabla_A := (\nabla - iA) \). Given \( s \in \mathbb{R} \), we write \( D^s := (1 - \Delta)^{s/2} \) for the Bessel operator of order \( s \) (we just write \( D \) when \( s = 1 \)). When not specified otherwise, \( m \) denotes a positive integer constant, which may change at each occurrence.

We recall the generalized fractional Leibniz rule \([28]\).

**Lemma 2.1.** Let \( s, \alpha, \beta \in [0, \infty) \), \( p \in (1, \infty) \), and let \( p_1, p_2, q_1, q_2 \in (1, \infty) \) be such that \( \frac{1}{p_i} + \frac{1}{q_i} = \frac{1}{p}, \ i = 1, 2 \). Then

\[
\|D^s(fg)\|_{L^p} \lesssim \|D^{s+\alpha}f\|_{L^{p_1}}\|D^{-\alpha}g\|_{L^{q_1}} + \|D^{-\beta}f\|_{L^{p_2}}\|D^{\beta+\gamma}g\|_{L^{q_2}}.
\]

We shall also use the following estimate, which can be deduced by the Kato-Ponce commutator estimates \([39]\) and the observation that \( \nabla \nabla = 0 \) (see \([44]\) for details).

**Lemma 2.2.** Let \( s \geq 0 \), and let \( p, p_1, p_2 \in (1, \infty) \), \( q_1, q_2 \in (1, \infty) \) be such that \( \frac{1}{p_i} + \frac{1}{q_i} = \frac{1}{p}, \ i = 1, 2 \). Then

\[
\|\nabla f_1 \nabla f_2\|_{W^{s,p}} \lesssim \|f_1\|_{W^{s,p_1}}\|\nabla f_2\|_{L^{q_1}} + \|\nabla f_1\|_{L^{q_2}}\|f_2\|_{W^{s,p_2}}.
\]

Let us recall the Brezis-Gallouet-Wainger inequality \([11]\) \([12]\).

**Lemma 2.3.** Let \( p, q \in (1, \infty) \) and \( \alpha > 0 \). We have the estimate

\[
\|f\|_{L^\infty} \lesssim 1 + \|f\|_{W^{3/p, p}}^{(p-1)/p}(e + \|f\|_{W^{3/q+\alpha, q}}).
\]

The following two lemmas will be useful when we estimate the non-linear terms \( \phi u \) and \( |u|^{\gamma-1}u \) in fractional Sobolev spaces. They can be deduced, respectively, from \([44]\) Lemma 2.1 and \([13]\) Proposition 4.9.4.
Lemma 2.4. For every \( s \in [0, 1] \) we have
\[
\|((\Delta)^{-1}|u|^2)u\|_{H^s} \lesssim \|u\|_{H^{1}}^2 \|u\|_{H^{r+1}}.
\]

Lemma 2.5. Let \( \gamma > 1 \), \( s \in (0, 1) \), \( \varepsilon > 0 \), and let \( p, \bar{p} \in [2, \infty] \) be such that
\[
\frac{1}{p} + \frac{1}{\bar{p}} = \frac{1}{2}.
\]
Then
\[
\|u\|_{\gamma \cdot 1} \lesssim \|u\|_{L^6_t}^\gamma \|u\|_{W^{s, \bar{p}}}.
\]

Next, we state the Strichartz estimates for the Klein-Gordon equation. We say that a pair \((q, r)\) is Klein-Gordon admissible if \( \frac{3}{q} + \frac{1}{r} = \frac{1}{2} \). For any given solution \( A \in L^2 \) and \( F \in L^3_t W^{\alpha, 2/\alpha} \), there exists a unique solution \( A \in C([0, T], H^s) \) and \( C^1([0, T], H^{s-1}) \) to the equation \((\Box + 1)A = F\), with initial data \( A(0) = A_0 \), \( \partial_t A(0) = A_1 \). Moreover, for every Klein-Gordon admissible pair \((q, r)\), we have the estimate
\[
\max_{k=0,1} \|\partial_t^k A\|_{L^q_t W^{s-k/q, r}} \lesssim \|A_0\|_{H^s} + \|F\|_{L^q_t W^{s+2/q, r}}.
\]

We also need a suitable smoothing-Strichartz estimate for the inhomogeneous Schrödinger equation. We recall that a pair \((p, r)\) is Schrödinger admissible if \( \frac{3}{q} + \frac{1}{r} = \frac{1}{2} \). For any given solution \( A \in L^2 \) and \( F \in L^3_t W^{\alpha, 2/\alpha} \), there exists a unique solution \( A \in C([0, T], H^s) \) and \( C^1([0, T], H^{s-1}) \) to the equation \((\Delta + 1)A = F\), with initial data \( A(0) = A_0 \), \( \partial_t A(0) = A_1 \). Moreover, for every Schrödinger admissible pair \((q, r)\), we have the estimate
\[
\max_{k=0,1} \|\partial_t^k A\|_{L^q_t W^{s-k/q, r}} \lesssim \|A_0\|_{H^s} + \|F\|_{L^q_t W^{s+2/q, r}}.
\]

This kind of estimate was originally proved by Koch-Tzvetkov and Kenig-Koenig for the Benjamin-Ono equation. In they were adapted to the Schrödinger equation, with an \( \varepsilon \)-loss of regularity, and finally proved by Nakamura-Wada in the form above.

Applying Lemma 2.7 with \( \alpha \geq \frac{1}{2} \), to the linear magnetic Schrödinger equation, it is possible to control the derivative term \( A\nabla u \), provided the magnetic potential is regular enough. More precisely, we have the following result.

Lemma 2.8. Let \( T > 0 \), \( \alpha \in [1, 2] \), \( \sigma \geq 1 \), with \( (\alpha, \sigma) \neq (\frac{1}{2}, 1) \). Let \( A \in L^\infty \cap L^3 \) and \( F \in L^6_t W^{s-2\alpha} \), with \( \text{div} A = 0 \), and \( F \in L^6_t W^{s-2\alpha} \). Then a weak solution \( u \) to \( i\partial_t u = -\Delta u + F \) satisfies
\[
\|u\|_{L^6_t W^{s-\alpha, 6}} \lesssim \|u\|_{L^6_t W^{2\alpha}} + T^{1/2}\|A\|_{L^6_t W^{s-2\alpha}}.
\]

Proof. The case \( \alpha = 1/2 \) has been proved in Lemma 3.1. Let us focus on the case \( \alpha > 1/2 \). Expanding the magnetic Laplacian, and applying Lemma 2.7 with the endpoint Strichartz pair \((q, r)\) = \((2, 6)\), we get
\[
\|u\|_{L^6_t W^{s-\alpha, 6}} \lesssim \|u\|_{L^6_t W^{2\alpha}} + T^{1/2}\|A\|_{L^6_t W^{s-2\alpha}} + \|A\|_{L^6_t W^{s-2\alpha}}^2.
\]

We start by estimating the term \( A\nabla u \). When \( s \in [1, 2\alpha] \), Sobolev embedding and Hölder inequality yield
\[
\|A\nabla u\|_{L^6_t W^{s-2\alpha}} \lesssim \|A\|_{L^6_t W^{3/2(2\alpha-1)}} \|\nabla u\|_{L^6_t W^{6/(5-2\alpha)}} \lesssim \|A\|_{L^6_t W^{3/2(2\alpha-1)}} \|u\|_{L^6_t W^{s}}.
\]
Consider now the case $s \in (2\alpha, 2]$. At spatial level, the fractional Leibniz rule \((2.1)\) and Sobolev embedding give
\[
\|A\nabla u\|_{L^{2(2\alpha-2\alpha)\circ}} \lesssim \|A\|_{L^{3/(2\alpha-1)}} \|u\|_{W^{s+1-2\alpha, s/(5-4\alpha)}} + \|A\|_{W^{s-2\alpha, r}} \|\nabla u\|_{L^q},
\]
for every Klein-Gordon admissible pair $(q, r)$. In particular, we choose the pair $(q, r) = (q(s, \alpha), r(s, \alpha))$ given by
\[
\frac{2}{r} = 1 - \frac{2}{q} := (s - 2\alpha) + \frac{2}{3}(2\alpha - 1)(1 + 2\alpha - s).
\]
Using Sobolev embedding and Gagliardo-Nirenberg interpolation inequality, we find
\[
\theta := \theta(s, \alpha) \geq \frac{2}{q} \text{ such that }
\|\nabla u\|_{L^\theta} \lesssim \|u\|_{H^s} \|u\|_{W^{s-\alpha, 0}}^{1-\theta}.
\]
The bounds \((2.8)-(2.9)\), together with Young inequality and Hölder inequality in the time variable yield
\[
\|A\nabla u\|_{L^2_{t, x} H^{s-2\alpha}} \lesssim \|A\|_{L^{3/(2\alpha-1)}} \|u\|_{L^\infty_t H^s} + \|A\|_{L^{2, q, r}_{t, x} W^{s-2\alpha, r}} \|u\|_{L^q_t H^s} \|u\|_{L^r_t W^{s-\alpha, 0}}^{1-\theta},
\]
for any $\epsilon > 0$. Moreover, for a suitable $c \in (0, 1)$, we have the interpolation inequality
\[
\|A\|_{W^{s-2\alpha, r}} \lesssim \|A\|_{H^s} \|A\|_{L^{3/(2\alpha-1)}}^{1-c},
\]
which implies
\[
\|A\|_{L^{3/(2\alpha-1)}} \lesssim \langle T \rangle^n \|A\|_{L^\infty_t H^s \cap L^{2, q, r}_{t, x} L^{3/(2\alpha-1)}}.
\]
Combining \((2.10)\) and \((2.11)\), we obtain
\[
\|A\|_{L^{3/(2\alpha-1)}}^2 u \|L^2_{t, x} H^{s-2\alpha} \lesssim \langle T \rangle^n \|A\|_{L^\infty_t H^s \cap L^{3/(2\alpha-1)}} \|u\|_{L^\infty_t H^s},
\]
which in view of \((2.7)\) is valid in the whole regime $s \in [1, 2]$.

Next, we consider the term $|A|^2 u$. Let us prove the estimate
\[
\|\|A\|_{L^{3/(2\alpha-1)}}^2 u \|_{L^2_{t, x} H^{s-2\alpha}} \lesssim \langle T \rangle^n \|A\|_{L^\infty_t H^s \cap L^{3/(2\alpha-1)}}^2 \|u\|_{L^\infty_t H^s},
\]
When $s \in [1, 2\alpha]$, \((2.13)\) follows by Sobolev embedding and Hölder inequality. When $s \in (2\alpha, 2]$, we use the fractional Leibniz rule \((2.1)\) to deduce
\[
\|\|A\|_{H^{s-2\alpha}}^2 \|_{H^{s-2\alpha}} \lesssim \|A\|_{W^{s-2\alpha, 6/(2\alpha+1-4\alpha)}} \|A\|_{L^{3/(2\alpha-1)}} \|u\|_{L^3/(2\alpha+1-4\alpha)} + \|A\|_{L^6} \|u\|_{W^{s-2\alpha, 6}} \lesssim \|A\|_{H^s} ||A\|_{L^{3/(2\alpha-1)}} + \|A\|_{H^s} \|u\|_{H^s},
\]
and \((2.13)\) immediately follows.

Finally, estimate \((2.6)\) is proved by combining \((2.4)\), \((2.12)\) and \((2.13)\), and by choosing $\varepsilon > 0$ sufficiently small so that $\varepsilon \|u\|_{L^{3/(2\alpha-1)}}$ can be absorbed into the left hand side of the inequality.

We conclude this Section with some useful results for time independent magnetic potentials. For any given $A \in L^2_{loc}(\mathbb{R}^3)$, the magnetic Laplacian $-\Delta A$ can be defined.
as a non-negative self-adjoint operator on $L^2(\mathbb{R}^3)$, by means of a quadratic form argument [54]. Given $s \geq 0$, we can define the magnetic Sobolev space

$$H^s_A(\mathbb{R}^3) := D((-\Delta_A + 1)^{s/2})$$

$$\|f\|_{H^s_A(\mathbb{R}^3)} := \|(-\Delta_A + 1)^{s/2}f\|_{L^2(\mathbb{R}^3)}.$$

When the magnetic potential is regular enough, the classical and magnetic Sobolev norms, for a suitable regime of regularity, are equivalent. In particular, we shall use the following result (see e.g. [45 Lemma 2.2]).

**Lemma 2.9.** Let $s \in [0, 2]$. Then

$$\langle\|A\|_{H^1}\rangle^{-m}\|f\|_{H^s_A} \lesssim \|f\|_{H^s} \lesssim \langle\|A\|_{H^1}\rangle^m\|f\|_{H^s_A}. \tag{2.14}$$

Last, we recall the diamagnetic inequality [40 Theorem 7.21], which asserts that for every $A \in L^2_{\text{loc}}(\mathbb{R}^3)$, and $f \in H^s_A(\mathbb{R}^3)$,

$$|\langle\nabla f\rangle(x)| \leq |\langle\nabla_A f\rangle(x)| \quad \text{for a.e. } x \in \mathbb{R}^3. \tag{2.15}$$

As a particular instance of the diamagnetic inequality, we have the bound

$$|\langle\nabla f\rangle(x)| \leq |\langle f\rangle(x)| \quad \text{for a.e. } x \in \mathbb{R}^3, \tag{2.16}$$

for every $f \in H^1(\mathbb{R}^3)$.

### 3. A priori estimates

In this Section we prove suitable a priori estimates for weak solutions to (1.1), which will play a crucial role in the well-posedness argument. We start with the following result.

**Proposition 3.1.** Fix $\gamma \in (1, 4)$, $s \in [1, 2]$, $\sigma > 1$, $T > 0$, and set $\sigma := \min\{\sigma, \frac{7}{2}\}$. Let $(u, A)$ be a weak solution to (1.1), with $(u, A, \partial_t A) \in L^\infty_T M^{s,1}$ and with initial data $(u_0, A_0, A_1) \in M^{s,1}$. Then the following estimates hold true.

$$\|A\|_{L^2_T L^\infty} + \|\langle A, \partial_t A\rangle\|_{L^{\infty}_T L^{\Sigma^2}} \lesssim (T^n) \langle\|u\|_{H^1}\rangle^{m} \langle\|A_0, A_1\|_{\Sigma^2}\rangle^{m}, \tag{3.1}$$

$$\|u\|_{L^2_T W^{s-1/2,2}} \lesssim (T^n) \langle\|u, A\|_{L^{\infty}_T (H^1 \times H^1)}\rangle \langle\|A_0, A_1\|_{\Sigma^2}\rangle \langle\|u\|_{L^\infty_T H^s}\rangle. \tag{3.2}$$

Estimates (3.1) - (3.2) yield a non trivial gain of integrability for weak solutions to the Maxwell-Schrödinger system, due to the smoothing estimates presented in the previous Section. Moreover, (3.1) implies that the magnetic field enjoys a persistence of regularity property. Finally, we also notice that the right hand side of (3.2) is linear in the higher norm, hence this will enable us to infer global bounds for high Sobolev norms of $u$.

**Proof of Proposition 3.1.** Let $(q, r)$ be a Klein-Gordon admissible pair, with $q \in (2, 4)$. Applying Lemma 2.9 to the equation $(\Box + 1)A = \mathbb{F}J + A$, we get

$$\|A\|_{L^2_T L^r} \lesssim \langle\|A_0, A_1\|_{\Sigma^{2/q}}\rangle + \|\mathbb{F}J\|_{L^q_T W^{s+1/2,q-1}} + \|A\|_{L^1_T H^{2/q-1}}. \tag{3.3}$$

The first and third term in the r.h.s. of (3.3) are easily controlled. Indeed we have the bound

$$\langle\|A_0, A_1\|_{\Sigma^{2/q}}\rangle + \|A\|_{L^1_T H^{2/q-1}} \lesssim \langle\|A_0, A_1\|_{\Sigma^r}\rangle + T \|A\|_{L^\infty_T H^1}. \tag{3.4}$$
We focus on the second term. Lemma 2.2 and the fractional Leibniz rule (2.1) yield
\[ \| P J \|_{L^p_T W^{s-1-\delta, q}} \lesssim \| (\nabla u) + A \|_{L^p_T W^{s-1, q}} \]
\[ \lesssim \| u \|_{L^p_T W^{s-1, q}} \| \nabla u \|_{L^p_T L^2} \]
\[ + \| u \|_{L^p_T W^{s-1, q}} \| u \|_{L^p_T L^2} \]
\[ \lesssim \| u \|_{L^p_T H^s} \langle A \|_{L^p_T H^1} \rangle. \]
(3.5)
Combining (3.5), (3.1) and (3.3), we deduce that
\[ \| A \|_{L^p_T L^p} \lesssim \| u \|_{L^p_T H^s} \langle \| A \|_{L^p_T H^1} \rangle \]
\[ + \| (A_0, A_1) \|_{\Sigma^1}. \]
(3.6)
Interpolating with the trivial bound for \| A \|_{L^p_T L^2}, we conclude that (3.6) is true for every Klein-Gordon admissible pair (g, r).

Our next step is to prove that, for any \delta > 0,
\[ \| u \|_{L^p_T W^{s-1/2-\delta, 6}} \lesssim \| u \|_{L^p_T H^s} \langle \| (u, A) \|_{L^p_T (H^1 \times H^1)} \rangle \]
\[ \lesssim \| u \|_{L^p_T H^s} \| (A_0, A_1) \|_{\Sigma^1}. \]
(3.7)
Assume for simplicity \delta \in (0, \frac{1}{2}), and denote by \((q_s, r_s)\) the Klein-Gordon admissible pair such that \(r_s = \frac{2}{q_s}\). Let us set moreover
\[ p = p(\gamma) := \min \left\{ 3, \frac{6}{q_s - 1} \right\} > 2, \quad \hat{p} = \hat{p}(\gamma) := \max \left\{ 6, \frac{6}{q_s - 1} \right\} < \infty. \]

We consider first the case \gamma \in (1, 3). Applying Lemma 2.8 with \alpha = 1/2 + \delta, and using Lemma 2.3 and Lemma 2.5 for the pair \((p, \hat{p})\), we obtain
\[ \| u \|_{L^p_T W^{s-1/2-\delta, 6}} \lesssim \| A \|_{L^p_T H^s} \| (u, A) \|_{L^p_T H^s} \]
\[ \lesssim \langle (u, A) \|_{L^p_T H^s} \rangle \| (A_0, A_1) \|_{\Sigma^1}. \]
which combined with (3.6) yield the bound (3.7). For the case \gamma \in (3, 4) we proceed as follows. Let us set \delta_1 = \frac{2-3}{2} \in (0, \frac{1}{2}), and applying Lemma 2.8, Lemma 2.3 and Lemma 2.5 for the pair \((p, \hat{p})\) we get
\[ \| u \|_{L^p_T W^{s-1/2-\delta_1, 6}} \lesssim \| A \|_{L^p_T H^s} \| (u, A) \|_{L^p_T H^s} \]
\[ \lesssim \langle (u, A) \|_{L^p_T H^s} \rangle \| (A_0, A_1) \|_{\Sigma^1}. \]
Combining the bound above, the embedding \(H^s \hookrightarrow W^{s-1-2\delta_1, \hat{p}}\), and estimate (3.6) we deduce
\[ \| u \|_{L^p_T W^{s-1/2-\delta_1, 6}} \lesssim \| (u, A) \|_{L^p_T H^s} \| (A_0, A_1) \|_{\Sigma^1}. \]
(3.8)
When \gamma \in (3, \frac{1}{2}], we can apply again Lemma 2.8 Lemma 2.3 and Lemma 2.5 for the pair \((p, \hat{p})\), obtaining
\[ \| u \|_{L^p_T W^{s-1/2-\delta_1, 6}} \lesssim \| A \|_{L^p_T H^s} \| (u, A) \|_{L^p_T H^s} \]
\[ \lesssim \langle (u, A) \|_{L^p_T H^s} \rangle \| (A_0, A_1) \|_{\Sigma^1}. \]
When \gamma \in (3, \frac{1}{2}], we can apply again Lemma 2.8 Lemma 2.3 and Lemma 2.5 for the pair \((p, \hat{p})\), obtaining
\[ \| u \|_{L^p_T W^{s-1/2-\delta_1, 6}} \lesssim \| A \|_{L^p_T H^s} \| (u, A) \|_{L^p_T H^s} \]
\[ \lesssim \langle (u, A) \|_{L^p_T H^s} \rangle \| (A_0, A_1) \|_{\Sigma^1}. \]
Combining the bound above with estimates (3.3) and (3.8), and observing that $W^{-1/2-\delta,6} \hookrightarrow W^{-1,\tilde{p}}$, we obtain (3.7). In the remaining case $\gamma \in (\frac{1}{4},\frac{3}{4})$, we first get a bound for $\|u\|_{L^2_{\tilde{p}}W^{(\gamma -\frac{1}{2} - 2\delta), -\delta}}$, for some $\delta \in (0, \delta_1)$, and iterating sufficiently many times such argument we eventually deduce estimate (3.7).

Let us fix now a Klein-Gordon admissible pair $(q, r)$ with $r(\tilde{e} - 1) > 1$, so that $(\tilde{e} - \frac{2}{q})r > 3$. Using Sobolev embedding and Lemma 2.6 we get

$$\|A\|_{L^2_{\tilde{p}}L^\infty} + \|(A, \partial_t A)\|_{L^2_{\tilde{p}}L^\gamma} \lesssim \|A\|_{L^2_{\tilde{p}}W^{\gamma -2/\gamma, r}} + \|(A, \partial_t A)\|_{L^2_{\tilde{p}}L^\gamma}$$

$$\lesssim \|(A_0, A_1)\|_{L^2_{\tilde{p}}H^{2-\delta}} + \|A\|_{L^2_{\tilde{p}}H^{2-\delta}} + \|P_J\|_{L^{6/5}W^{2/3, 3/2}}.$$

The first two terms in the last expression are easily controlled, indeed we have the bound

$$\|(A_0, A_1)\|_{L^2_{\tilde{p}}H^{2-\delta}} + \|A\|_{L^2_{\tilde{p}}H^{2-\delta}} \lesssim \|(A_0, A_1)\|_{L^2_{\tilde{p}}H^1} + T\|A\|_{L^2_{\tilde{p}}H^1}. (3.10)$$

We focus on the third term, assuming preliminary that $\sigma < \frac{\tilde{e}}{2}$. Using Lemma 2.2 and the fractional Leibniz rule (2.1), and observing that $\tilde{e} - 2/3 < 1/2$, we obtain

$$\|P_J\|_{L^{6/5}W^{2/3, 3/2}} \lesssim (T)^{\alpha} \|P_J(\nabla u)\|_{L^{6/5}W^{2/3, 3/2}} + \|A\|_{L^{6/5}W^{2/3, 3/2}}$$

$$\lesssim \|u\|_{L^{6/5}W^{2/3, 3/2}} \|u\|_{L^{6/5}L^2} + \|A\|_{L^{6/5}W^{2/3, 3/2}} |u|^2 \|L^{6/5}L^3$$

$$+ \|A\|_{L^{6/5}L^6} (\|u\|_{L^{6/5}W^{1/3, 3}} |u|^2 \|L^{6/5}L^3$$

$$\lesssim (\|u\|_{L^{6/5}W^{2/3, 3/2}} + \|A\|_{L^{6/5}H^1}) (\|u\|_{L^{6/5}H^1}),$$

for some $\delta > 0$ small enough. Combining (3.9), (3.10), and (3.11) with the bound (3.7), we deduce the a priori estimate (3.1), in the regime $\sigma < \frac{\tilde{e}}{2}$.

Next, we apply Lemma 2.8 with $\alpha = 1/2$, Lemma 2.4 and Lemma 2.9 for the pair $(p, \tilde{p})$, obtaining

$$\|u\|_{L^2_{\tilde{p}}W^{1/2, 1/2}} \lesssim (T)^{\alpha} (\|A\|_{L^{2}_{\tilde{p}}H^1 \cap L^2_{\tilde{p}}L^\infty}) \|\phi u\|_{L^{2}_{\tilde{p}}H^1} + \|u\|_{L^{2}_{\tilde{p}}H^1} \|\phi u\|_{L^{2}_{\tilde{p}}H^1}$$

$$\lesssim (T)^{\alpha} \left( \|A\|_{L^{2}_{\tilde{p}}H^1 \cap L^2_{\tilde{p}}L^\infty} \|u\|_{L^{2}_{\tilde{p}}H^1} + \|u\|_{L^{2}_{\tilde{p}}H^1}^2 \|u\|_{L^{2}_{\tilde{p}}H^1} \right.$$

$$+ \|u\|_{L^{2}_{\tilde{p}}H^1} \|\phi u\|_{L^2_{\tilde{p}}H^1} \|\phi u\|_{L^2_{\tilde{p}}H^1} \|u\|_{L^{2}_{\tilde{p}}H^1}$$

$$\lesssim (T)^{\alpha} \left( \|u\|_{L^{2}_{\tilde{p}}H^1} \|u\|_{L^{2}_{\tilde{p}}H^1} \right.$$

for every $\varepsilon > 0$. In particular, let us choose $\varepsilon$ small enough such that $\varepsilon \tilde{p} < 3$; and set $\delta := 3/\tilde{p} - \varepsilon > 0$. Then the bound above, combined with the Sobolev embedding $W^{1/2, 1/2} \hookrightarrow W^{1/2 - \delta, \varepsilon}$ and the estimates (3.7) and (3.11) yields

$$\|u\|_{L^2_{\tilde{p}}W^{1/2, 1/2}} \lesssim (T)^{\alpha} \left( \|A\|_{L^{2}_{\tilde{p}}H^1 \cap L^2_{\tilde{p}}L^\infty} \|u\|_{L^{2}_{\tilde{p}}H^1} + \|u\|_{L^{2}_{\tilde{p}}H^1}^2 \|u\|_{L^{2}_{\tilde{p}}H^1} \right.$$

$$+ \|u\|_{L^{2}_{\tilde{p}}H^1} \|u\|_{L^{2}_{\tilde{p}}W^{1/2 - 1/2 \delta}}$$

$$\lesssim (T)^{\alpha} \left( \|u\|_{L^{2}_{\tilde{p}}H^1 \cap L^2_{\tilde{p}}L^\infty} \|u\|_{L^{2}_{\tilde{p}}H^1} \right.$$

which proves the a priori estimate (3.2). Moreover, it follows that (3.11), whence also (3.1), is valid for $\sigma \geq \frac{\tilde{e}}{2}$, which concludes the proof.

Remark 3.2. Observe that Lemma 2.2 has been crucial in order to obtain estimates (3.3) and (3.8), as it allows one to avoid the harmful terms which would appear by directly applying a fractional Leibniz rule. This kind of mechanism does not apply for similar models, such as the Maxwell-Pauli system, which involve pure-curl currents modeling quantum spin effects. In fact, local well-posedness at low regularity for the Maxwell-Pauli system appears to be an open problem – see the discussion in [38].
The a priori estimates encoded in Proposition 3.1 turn out to be very useful in the analysis of the Lorentz force associated with a solution \((u, A)\) to the non-linear Maxwell-Schrödinger system \((\text{1.3})\). Let us recall that the Lorentz force is formally defined by \(F_L := \rho E + J \times B\), where \((E, B)\) is the electro-magnetic field, given explicitly by \(E = -\partial_t A - \nabla \phi\), \(B = \nabla \times A\), by means of the Maxwell equations.

For sufficiently regular solutions, defined on a time interval \([0, T]\), it is straightforward to deduce that \(F_L\) belongs to \(L_T^2 L^1\). On the contrary for a generic finite energy solution it is unknown whether one can give a meaning to the Lorentz force, at least in a distributional sense. As mentioned in the Introduction, this issue already emerges for the classical linear Maxwell-Schrödinger system \((\text{1.3})\).

As a consequence of estimates \((\text{3.1})-\text{(3.2)}\), in the next Proposition we show that, as long as \(\gamma \in (1, 4)\), \(u \in H^1\), and the magnetic potential is slightly more regular than being in the energy space, i.e. \(A \in H^{\sigma}\) for some \(\sigma > 1\), we have that the Lorentz force belongs to a suitable Lebesgue space.

**Proposition 3.3.** Fix \(\gamma \in (1, 4)\), \(\sigma \in (1, \frac{7}{4})\), and \(T > 0\). Let \((u, A)\) be a weak solution to the system \((\text{1.3})\), with \((u, A, \partial_t A) \in L_T^\infty M^{1, \sigma}\) and with initial data \((u_0, A_0, A_1) \in M^{1,\sigma}\). Then the Lorentz force \(F_L\) belongs to \(L_T^2 L^1\).

*Proof.* It is easy to check that \(\rho E \in L_T^\infty L^2\), whence \(\rho E \in L_T^2 L^1\). Moreover, owing to Proposition 3.1 we have \(u \in L_T^2 W^{1, 2.6}\). Since \(B \in L_T^\infty L^p\) for some \(p := p(\sigma) > 2\), we deduce that

\[
\|J \times B\|_{L_T^2 L^1} \lesssim_T \|A\|_{L_T^\infty L^6} \|u\|^2_{L_T^2 L^6} \|B\|_{L_T^2 L^2} + \|u\|_{L_T^2 L^{2(p/(p-2))}} \|\nabla u\|_{L_T^\infty L^2} \|B\|_{L_T^2 L^p} \lesssim \|A\|_{L_T^\infty L^6} \|u\|^2_{L_T^2 L^6} \|B\|_{L_T^2 L^2} + \|u\|_{L_T^2 W^{1, 2.6}} \|\nabla u\|_{L_T^\infty L^2} \|B\|_{L_T^2 L^p} \lesssim 1,
\]

which concludes the proof. \(\square\)

**Remark 3.4.** Given \(\gamma \in (1, 4)\), and an initial data \((u_0, A_0, A_1) \in M^{1,\sigma}\), with \(\sigma \in (1, \frac{7}{4})\), the existence of a global weak \(M^{1,\sigma}\)-solution to \((\text{1.3})\) follows by the existence of a global finite energy weak solution, as proved in [1], and the persistence of regularity implied by Proposition 3.1. Moreover, Proposition 3.3 guarantees that this solution has a well-defined Lorentz force \(F_L\) in \(L_T^2 L^1\). We conclude this Section with a further a priori estimate for weak \(M^{2,\sigma}\)-solutions to \((\text{1.1})\). It will be useful in order to obtain the local well-posedness result for the admissible regime \(\sigma \in \left[\frac{2}{3}, 3\right]\). Here we do not require linearity in the \(H^2\)-norm of \(u\), in fact we can take an arbitrary \(\gamma > 1\).

**Proposition 3.5.** Fix \(\gamma > 1\), \(\sigma \in (1, 3)\), and \(T > 0\). Let \((u, A)\) be a weak solution to \((\text{1.1})\), with \((u, A, \partial_t A) \in L_T^\infty M^{2,1}\) and with initial data \((u_0, A_0, A_1) \in M^{2,\sigma}\). Then \(A \in C([0, T], H^{\sigma}) \cap C^1([0, T], H^{\sigma-1})\), and for every Klein-Gordon admissible pair \((q, r)\) we have the bound

\[
\|(A, \partial_t A)\|_{L_T^q(W^{\sigma-2/q, r} \times W^{\sigma-2/q - 1, r})} \lesssim_T \|u\|_{L_T^\infty H^2}^m\|A\|_{L_T^\infty H^1}^p\|u\|_{L_T^\infty H^2}^m.
\]

*Proof.* Preliminarily we observe that, arguing as in the proof of Theorem 3.1 and allowing all the estimates to depend super-linearly on the \(H^2\)-norm of \(u\), we obtain

\[
\|(u, A)\|_{L_T^2(W^{3/2, 4} \times L^\infty)} \lesssim_T \|u\|_{L_T^\infty H^1}^m\|A\|_{L_T^\infty H^1}^p\|u\|_{L_T^\infty H^2}^m.
\]
Next, applying Lemma 2.6 we get the bound
\begin{equation}
\| (A, \partial_t A) \|_{L^2_t(W^{-q/r, r}_s \times W^{-2/q - 1 - r})} \lesssim \| (A_0, A_1) \|_{\Sigma^r} + \| A \|_{L^1_t H^{s-1}} + \| \mathcal{P} J \|_{L^1_t H^{s-1}},
\end{equation}
for any Klein-Gordon admissible pair \((q, r)\).

We assume first \(s \in (1, 2]\). In this case, the second terms in the r.h.s. of (3.14) is controlled by \(\| A \|_{L^2_t H^s}\). Let us consider the third term. Using Lemma 2.2 and the fractional Leibniz rule (2.1) we get
\begin{equation}
\| \mathcal{P} J \|_{L^1_t H^{s-1}} \lesssim \| u \|_{L^\infty_t W^{-1,3}} \| \nabla u \|_{L^2_t L^6} + \| A \|_{L^2_t H^s} \| u \|_{L^2_t L^6} + \| A \|_{L^2_t L^6} \| u \|_{L^2_t W^{1,6}} \| u \|_{L^2_t L^\infty}
\end{equation}
which combined with (3.14) proves the estimate (3.12). Moreover, Lemma 2.6 gives also \(A \in C([0, T], H^{s}) \cap C^1([0, T], H^{s-1})\).

Consider now the case \(s \in (2, 3]\). Since we have proved already (3.12) when \(s = 2\), in particular we get
\begin{equation}
\| A \|_{L^2_t H^{s-1}} \lesssim \| A \|_{L^2_t H^{s+1}} \lesssim \| \langle A \rangle_{L^2_t H^1} \langle \| u \|_{L^2_t H^{s+1}} \rangle \| \| (A_0, A_1) \|_{\Sigma^r} \| u \|_{L^\infty_t H^2}.
\end{equation}
Using Lemma 2.2, the fractional Leibniz rule (2.1), and estimates (3.13), (3.16) we deduce
\begin{equation}
\| \mathcal{P} J \|_{L^1_t H^{s-1}} \lesssim \| u \|_{L^\infty_t W^{-1,6/(2s-3)} \times L^3/(3-s)} \| \nabla u \|_{L^2_t L^{3/(3-s)}} + \| A \|_{L^2_t H^{s-1}} \| u \|_{L^2_t L^6} + \| A \|_{L^2_t L^6} \| u \|_{L^2_t H^{s-1}} \| u \|_{L^2_t L^\infty}
\end{equation}
\begin{equation}
\lesssim \| u \|_{L^2_t H^2} \| \nabla u \|_{L^2_t W^{3/2, 6}} + \langle \| A \|_{L^2_t H^{s-1}} + \| A \|_{L^2_t L^\infty} \rangle \| u \|_{L^2_t H^2} \lesssim \| \langle A \rangle_{L^2_t H^1} \langle \| (A_0, A_1) \|_{\Sigma^r} \rangle \| u \|_{L^2_t H^2}.
\end{equation}
Combining estimates (3.14), (3.16) and (3.17) we deduce (3.12). Again, Lemma 2.6 gives also \(A \in C([0, T], H^s) \cap C^1([0, T], H^{s-1})\), which completes the proof. \(\square\)

4. LOCAL WELL-POSEDNESS

In this Section we prove local well-posedness in \(M^{2, \sigma}, s \in [\frac{4}{3}, 3)\), for the Cauchy problem associated to the non-linear Maxwell-Schrödinger system (1.1), with \(\gamma > 1\). The proof is based on a fixed point argument, inspired by [14] [45], where the authors studied the solution theory for the classical Maxwell-Schrödinger system (1.5), and by the recent paper [41], where the authors proved local well-posedness in \(M^{2, \frac{4}{3}}\) for (1.1), when \(\gamma > 2\). Here, in addition, we implement Kato’s idea [35] (see also [13] Section 4.8) to differentiate the Schrödinger equation once in time, in order to handle also the case \(\gamma \in [1, 2]\), and then to recover the \(H^2\)-regularity from the equation. Moreover, we exploit the a priori estimates of Section 3 in order to cover the whole range \(s \in [\frac{4}{3}, 3)\).

We state the main result of this Section.

**Theorem 4.1 (Local well-posedness).** Fix \(\gamma > 1\) and \(s \in [\frac{4}{3}, 3)\). For any given initial data \((u_0, A_0, A_1) \in M^{2, \sigma}\), there exists a maximal time \(T_{\text{max}} \in (0, +\infty]\), and a unique (maximal) solution \((u, A)\) to (1.1), with \((u, A, \partial_t A) \in C([0, T_{\text{max}}], M^{2, \sigma})\). Moreover
(i) The blow-up alternative holds true, i.e., if $T_{\text{max}} < \infty$, then
\[
\lim_{t \to T_{\text{max}}} \|(u, A, \partial_t A)(t)\|_{M^2, \sigma} = +\infty.
\]

(ii) There is continuous dependence on the initial data. Namely, the map $(u_0, A_0, A_1) \mapsto T_{\text{max}}$ is lower semicontinuous from $M^{2, \sigma}$ to $\mathbb{R}^+$, and for every $T \in (0, T_{\text{max}})$ the flow map $(u_0, A_0, A_1) \mapsto (u, A, \partial_t A)$ is continuous from $M^{2, \sigma}$ to $C([0, T], M^{2, \sigma})$.

(iii) The charge $Q(t) := \|u(t)\|_{L^2}$, and the energy $E(t)$ defined by \[12\] are conserved, i.e. $Q(t) = Q(0)$ and $E(t) = E(0)$ for every $t \in (0, T_{\text{max}})$.

Remark 4.2. A similar well-posedness result holds true in $M^{s, \sigma}$, for $s \in [11/8, 2]$ and $\sigma > 1$, and for suitable ranges of $\gamma$ [23 Chapter 2]. As already mentioned in the Introduction, instead, covering the finite energy case $s = \sigma = 1$ is a challenging open question.

We start our discussion by proving suitable estimates for the solutions to the linear magnetic Schrödinger equation.

**Lemma 4.3.** Let $T > 0$ and $A \in L^\infty_T H^1 \cap W^{1,p}_T L^3$, for some $p \geq 1$, with $\text{div} A = 0$. Then, for every $t_0 \in [0, T]$, $f \in H^2(\mathbb{R}^3)$, and $F \in W^{1,1}_T L^2$, the Cauchy problem
\[
\begin{cases}
\imath \partial_t u = -\Delta_A u + F \\
u(t_0, \cdot) = f.
\end{cases}
\] (4.1)
has a unique solution $u \in C([0, T]; H^2) \cap C^1([0, T], L^2)$, which satisfies
\[
\|u\|_{L^\infty_T W^{1,2}_T} \lesssim \left( \left\| A_0 \right\|_{H^1} \right\| u_0 \|_{H^2} + \|F(0)\|_{L^2} + \|F\|_{W^{1,1}_T L^2} + \|\partial_t A\|_{L^p_T L^3} \left( \|A\|_{L^p_T H^1} \right) e^{\|\partial_t A\|_{L^p_T L^3} \left( \|A\|_{L^p_T H^1} \right)},
\]
\[
\|u\|_{L^\infty_T H^2} \lesssim \left( \left\| A_0 \right\|_{H^1} \right\| u_0 \|_{H^2} + \|F(0)\|_{L^2} + \|F\|_{W^{1,1}_T L^2} + \|\partial_t A\|_{L^p_T L^3} \left( \|A\|_{L^p_T H^1} \right) e^{\|\partial_t A\|_{L^p_T L^3} \left( \|A\|_{L^p_T H^1} \right)}.
\] (4.3)

**Proof.** We assume in the proof that $A$ and $F$ are smooth enough, in which case the existence of a solution $u \in C([0, T]; H^2) \cap C^1([0, T], L^2)$ is guaranteed by Kato’s abstract evolution method [33, 34]. Hence, we only need to prove estimates (4.1) and (4.3). The general case follows by a standard compactness argument (see the proof of [44, Lemma 3.1] for more details).

Multiplying the equation by $\bar{u}$, integrating by parts and using the self-adjointness of $-\Delta_A$ we deduce the bound $\partial_t \|u\|_{L^2}^2 \lesssim \|F\|_{L^2} \|u\|_{L^2}$, which implies
\[
\|u\|_{L^\infty_T L^2} \lesssim \|u_0\|_{L^2} + \|F\|_{L^2_T L^2}.
\] (4.4)

Next, we write the equation for $\partial_t u$, which reads
\[
\imath \partial_t (\partial_t u) = -\Delta_A (\partial_t u) + 2i \partial_t A \cdot \nabla_A u + \partial_t F.
\] (4.5)
The energy method applied to (4.5) yields
\[
\|\partial_t u\|_{L^\infty_T L^2} \lesssim \| (\partial_t u)(0) \|_{L^2} + \|\partial_t A \cdot \nabla_A u + \partial_t F\|_{L^\infty_T L^2}.
\] (4.6)
\[
\lesssim \|\Delta_A (0) u(0)\|_{L^2} + \|F(0)\|_{L^2} + \|\partial_t A \cdot \nabla_A u + \partial_t F\|_{L^\infty_T L^2}.
\] Using (4.4), (4.6) and the equivalence of norms (2.14) we get
\[
\|u\|_{W^{1, \infty}_T L^2} \lesssim \left( \left\| A_0 \right\|_{H^1} \right\| u_0 \|_{H^2} + \|F(0)\|_{L^2} + \|F\|_{W^{1,1}_T L^2} + \|\partial_t A \cdot \nabla_A u\|_{L^\infty_T L^2}.
\] (4.7)
Moreover, we have
\[
\begin{align*}
&\|\partial_t A \cdot \nabla_A u\|_{L^1_t L^2} \lesssim \int_0^T \|\partial_t A\|_{L^3} \|\nabla_A u\|_{L^6} dt \\
&\lesssim \int_0^T \|\partial_t A\|_{L^3} \langle \|A\|_{H^1}^m \rangle (\|u\|_{L^2} + \|\partial_t u\|_{L^2} + \|F\|_{L^2}) dt \\
&\lesssim \int_0^T \|\partial_t A\|_{L^3} \langle \|A\|_{H^1}^m \rangle (\|u\|_{L^2} + \|\partial_t u\|_{L^2} + \|\partial_t A\|_{L^6}) dt \\
&\sim \int_0^T \|\partial_t A\|_{L^3} \langle \|A\|_{H^1}^m \rangle (\|u\|_{L^2} + \|\partial_t u\|_{L^2} + \|\partial_t A\|_{L^6}) dt.
\end{align*}
\]

Combining the inequality above with (4.7), and applying the Grönwall inequality we deduce the bound (4.2). Using the equivalence of norms (2.14) we also get
\[
\|u\|_{L^\infty_t H^2} \lesssim (\|A\|_{L^\infty_t H^1}^m \|u\|_{L^\infty_t H^3}) (\|u\|_{W^{1,\infty}_t L^2} + \|F\|_{L^\infty_t L^2})
\]
\[
\lesssim (\|A\|_{L^\infty_t H^1}^m \|u\|_{W^{1,\infty}_t L^2} + \|F(0)\|_{L^2} + \|\partial_t A\|_{L^6})_{L^\infty_t L^2},
\]
which combined with (4.2) yields (4.3). \[\square\]

As a consequence of Lemma 4.3 we can define, for \(A \in L^\infty_t H^1 \cap W^{1,1}_t L^3\), and for every \(t_0 \in [0, T]\), the linear magnetic propagator \(U_A(t, t_0) : H^2 \to H^2\), by setting \(U_A(t, t_0)f := u(t, \cdot)\), where \(u\) is the solution to the Cauchy problem (4.1) with \(F = 0\). The propagator \(U_A\) is a strongly continuous two-parameters \(H^2\)-semigroup, namely,

- \(U_A(t, t) = 1\) for every \(t \in [0, T]\),
- \(U_A(t_0, t_0, t_1, t_2)U_A(t_2, t_3)\) for every \(t_1, t_2, t_3 \in [0, T]\),
- For every \(f \in H^2\), the flow map \((t_1, t_2) \mapsto U_A(t_1, t_2)f\) is continuous from \([0, T]^2\) to \(H^2\).

Moreover, for every \(t, t_0 \in [0, T]\), we have \(\|U_A(t, t_0)f\|_{L^2} = \|f\|_{L^2}\), which implies that \(U(t, t_0)\) can be extended to a unitary operator on \(L^2\). Interpolating with (1.2), we deduce that for every \(s \in [0, 2]\), \(U_A\) is a strongly continuous two-parameters \(H^s\)-semigroup, which satisfies the estimate
\[
\|U_A(t, t_0)f\|_{L^\infty_t H^s} \lesssim \|f\|_{H^s} \langle \|A\|_{L^\infty_t H^1}^m \rangle e^{\frac{s}{2} \|\partial_t A\|_{L^2_t L^3}}.
\]

Last, we observe that \(u\) is the solution to the inhomogeneous problem (4.1) if and only if it satisfies the integral formula
\[
u(t) := U_A(t, t_0)f - \int_{t_0}^t U_A(t, \tau)F(u)(\tau)d\tau,
\]
as an identity in \(L^2\), for every \(t \in [0, T]\).

We are ready to prove the local well-posedness result.

**Proof of Theorem 4.1.** First, we consider the case \(\sigma = \frac{4}{3}\). We are going to prove the existence of a local solution to (1.1) by means of a fixed point argument.

For \(T > 0\), \(R_1, R_2 > 1\) to be chosen later, consider the space \(Z\) defined by
\[
Z := \left\{ (u, A) \mid \begin{array}{l}
\begin{align*}
u &\in W^{1,\infty}_T L^2 \cap L^\infty_t H^2, u(0) = u_0, \\
A &\in L^\infty_t H^{4/3} \cap W^{1,\infty}_T H^{1/3} \cap W^{1,4}_T L^3, \text{div } A = 0, \\
\|u\|_{W^{1,\infty}_T L^2} &\leq R_1, \\
\|A\|_{L^\infty_T H^{4/3} \cap W^{1,\infty}_T H^{1/3} \cap W^{1,4}_T L^3} &\leq R_2
\end{align*}
\end{array}\right\}
\]
endowed with the distance
\[
d((u^{(1)}, A^{(1)}), (u^{(2)}, A^{(2)})) := \|u^{(1)} - u^{(2)}\|_{L^\infty_t L^2} + \|A^{(1)} - A^{(2)}\|_{L^\infty_t L^4}.
\]
Observe that, for \( R_1 \geq 2\|u_0\|_{H^2} \), the space \( Z \) is non empty, as it contains the constant map \( u_0 \). Moreover, it is straightforward to see that \( (Z,d) \) is a complete metric space.

Let us fix the initial data \( (u_0, A_0, A_1) \in M^{2,\sigma} \). Set \( \mathcal{N}(u) := \phi u + |u|^{\gamma - 1}u \), and consider the solution map \( \Phi : (u, A) \mapsto (v, B) \), where

\[
v(t) := U_A(t, 0)u_0 - i \int_0^t U_A(t, \tau)\mathcal{N}(u)(\tau)d\tau,
\]

\[
B(t) := \cos(tD)A_0 + \frac{\sin(tD)}{D}A_1 + \int_0^t \frac{\sin((t - \tau)D)}{D}(P^J(u, A) + A)(\tau)d\tau.
\]

First we show that, for suitable choices of \( T > 0 \), \( R_1, R_2 > 1 \), \( \Phi \) maps \( Z \) into itself. To this aim, let us fix \( (u, A) \in Z \). Using Sobolev embedding and the Hardy-Littlewood-Sobolev inequality we get

\[
\|\mathcal{N}(u)\|_{L^p_{\infty}L^2} \lesssim \|u\|_{L^p_{\infty}H^2}^3 + \|u\|_{L^p_{\infty}H^2}^2 \lesssim R_1^m,
\]

\[
\|\partial_t \mathcal{N}(u)\|_{L^p_{\infty}L^2} \lesssim (\|u\|_{L^p_{\infty}H^2}^2 + \|u\|_{L^p_{\infty}H^2}^{\gamma - 1}) \|\partial_t u\|_{L^p_{\infty}L^2} \lesssim R_1^m,
\]

\[
\|\mathcal{N}(u)(0)\|_{L^2} \lesssim (\|u_0\|_{H^2}^m).
\]

Using Lemma \([4.3]\) and estimates \((4.12), (4.13)\) and \((4.14)\) we deduce that

\[
\|v\|_{W^{1,\infty}_{\infty}L^2} \leq C_1 \left( (\|A_0\|_{H^{1/3}}^m)\|u_0\|_{H^2}^m + TR_1^m + T^{5/6}R_1^m R_2^m \right) e^{T^{5/6}R_2^m},
\]

\[
\|v\|_{L^p_{\infty}L^2} \leq C_1 \left( (\|A_0\|_{H^{1/3}}^m)\|u_0\|_{H^2}^m + TR_1^m + T^{5/6}R_1^m R_2^m \right) R_2 e^{T^{5/6}R_2^m}.
\]

for some positive constant \( C_1 \).

Next, using Lemma \([2.6]\) we get

\[
\|B\|_{L^p_{\infty}H^{4/3} \cap W^{1,\infty}_{\infty}H^{1/3} \cap W^{1,\infty}_{\infty}L^3} \lesssim (\|A_0\|_{H^{1/3}}^m)\|u_0\|_{H^2}^m + \|P^J(u, A) + A\|_{L^p_{\infty}H^{4/3}} \lesssim ((\|A_0\|_{H^{1/3}}^m)\|u_0\|_{H^2}^m + TR_1^m R_2^m),
\]

\[
\|B\|_{L^p_{\infty}H^{4/3} \cap W^{1,\infty}_{\infty}H^{1/3} \cap W^{1,\infty}_{\infty}L^3} \leq C_2 \left( (\|A_0\|_{H^{1/3}}^m)\|u_0\|_{H^2}^m + TR_1^m R_2^m \right)
\]

for some positive constant \( C_2 \).

Let us choose \( R_1 := 4C_1 (\|A_0\|_{H^{1/3}}^m)\|u_0\|_{H^2}^m \) and \( R_2 := 2(\|A_0\|_{H^{1/3}}^m)\|u_0\|_{H^2}^m \). Using \((4.15), (4.16)\) and \((4.19)\), and choosing \( T > 0 \) sufficiently small (depending on \( R_1, R_2 \)), we deduce that \( \Phi \) maps \( Z \) into itself. Moreover, arguing as in the proof of \([1] \ Proposition \ 3.1\) we can prove that, after choosing \( T \) possibly smaller (depending on \( R_1, R_2 \)), \( \Phi \) is a contraction on \( Z \). Therefore, there exist a unique solution \((u, A) \in Z\) to the system \((1.1)\). Owing to estimates \((4.12), (4.13)\), Lemma \([3.3]\) yields \( u \in C([0, T], H^2) \cap C^1([0, T], L^2) \). Similarly, estimates \((4.18)\) and Lemma \([2.6]\) give \( A \in C([0, T], H^{\sigma - 1}) \cap C^1([0, T], H^{\sigma - 1}) \).

Next, observe that the unconditional uniqueness holds true. Suppose indeed that \( \tilde{u} \in L^p_{\infty}H^2 \cap W^{1,\infty}_{\infty}L^2, \tilde{A} \in L^p_{\infty}H^{4/3} \cap W^{1,\infty}_{\infty}H^{1/3} \) is a weak solution to \((1.1)\). By means of Proposition \([3.3]\) we have also that \( \tilde{A} \in W^{1,6}_{\infty}L^3 \). Therefore, after
choosing $T$ possibly smaller (depending on $R_1, R_2$), we have $(\tilde{u}, \tilde{A}) \in Z$, whence
$(\tilde{u}, \tilde{A}) = (u, A)$.

Using uniqueness, we can consider the maximal solution, defined on a (maximal) time interval $[0, T_{\text{max}})$. The blow-up alternative easily follows from the fact that a lower bound on the local time of existence depends only on the $M^{2, \frac{4}{3}}$-norm of the initial data.

In the remaining case $\sigma \in \left(\frac{4}{3}, 3\right)$, the existence of a unique maximal $M^{2, \sigma}$-solution to (1.1) is discussed in [11], as well as the blow-up alternative, follow by the result for $\sigma = \frac{4}{3}$ and the persistence of regularity implied by Proposition 3.5.

Let us prove now that for every $\sigma \in \left[\frac{4}{3}, 3\right)$ the charge and energy are conserved. Indeed, taking the imaginary part of the identity
$$(i\partial_t u + \Delta_A u - \mathcal{N}(u), u) = 0$$
we get $\partial_t Q = 0$, whence the conservation of charge. Similarly, taking the real part of the identity
$$(i\partial_t u + \Delta_A u - \mathcal{N}(u), \partial_t u) = 0,$$
we deduce the conservation of energy.

Finally, for every $\sigma \in \left[\frac{4}{3}, 3\right)$, the continuous dependence on the initial data can be proved by adapting the argument in [1] Proposition 3.2. The proof is complete. □

5. Global well-posedness

This Section is devoted to the proof of our main result, Theorem 1.1. We start with the following lemma, which shows the finiteness in time of a suitable norm of the solutions to (1.1), and will play a key role in the globalization argument.

Lemma 5.1. Let $\gamma \in (1, 4)$, $\sigma \in \left[\frac{4}{3}, 3\right)$. We fix an initial data $(u_0, A_0, A_1) \in M^{2, \sigma}$, and let $(u, A)$ be the maximal solution to (1.1), with $(u, A, \partial_t A) \in C([0, T_{\text{max}}), M^{2, \sigma})$. Then, for every $T \in (0, T_{\text{max}})$ we have the estimate

$$\| (u, A) \|_{L^2_x(W^{1,2,6} \times L^{\infty})} + \| (u, A, \partial_t A) \|_{L^2_x M^{1,7/6}} \lesssim (T)^{\gamma} 1.$$  

Proof. Using the conservation of energy we obtain

$$(5.2) \quad \| A \|_{L^\infty_T H^1} \lesssim \| \nabla A \|_{L^2_T L^2} + \int_0^T \| (\partial_t A)(t, \cdot) \|_{L^2} dt \lesssim (T)^{\gamma} 1.$$  

Moreover, the conservation of charge and energy, combined with the equivalence of norms (2.14) and estimate (5.2) yields

$$(5.3) \quad \| u \|_{L^\infty_T H^{1/2}} \lesssim \| A \|_{L^\infty_T H^1} \| u \|_{L^\infty_T H^1} \lesssim (T)^{\gamma} 1.$$  

Applying the a priori bounds (5.1) and (5.2), together with estimates (5.2) and (5.3), we deduce

$$\| (u, A) \|_{L^\infty_T(W^{1,2,6} \times L^{\infty})} + \| (A, \partial_t A) \|_{L^\infty_T \Sigma^{7/6}} \lesssim (T)^{\gamma} \| (u, A) \|_{L^\infty_T(H^{1/2} \times H^1)} \| A_0, A_1 \|_{\Sigma^7} \lesssim (T)^{\gamma} 1,$$

which combined with (5.3) yields $\| (u, A) \|_{L^\infty} \lesssim (T)^{\gamma} 1$.

Next, we introduce a suitable (higher order) modified energy. An analogous functional has been used in [27], where the authors study the growth of high Sobolev norms of solutions to the non-linear Schrödinger equation on compact manifolds. Similar ideas can be found also in [8], where the authors prove the stability of weak solutions to a one-dimensional quantum hydrodynamic system.
For any given $\gamma > 1$, we define the following modified energy:
\[
E_2(t) := \int_{\mathbb{R}^3} |\partial_t u|^2 - (\gamma - 1)|u|^\gamma |\nabla u|^2 - \frac{\gamma - 1}{\gamma} |u|^{2\gamma} \, dx.
\]

Given any solution $(u, A)$ to the system (1.1), for $\gamma \in (1, 4)$, it turns out that the modified energy $E_2(t)$ is equivalent to $\|u\|_{H^3}^2$, up to lower order terms. Indeed, we can prove the following lemma.

**Lemma 5.2.** Let $\gamma \in (1, 4)$, $\sigma \in [\frac{4}{\gamma}, 3)$. We fix an initial data $(u_0, A_0, A_1) \in M^{2, \sigma}$, and let $(u, A)$ be the maximal solution to (1.1), with $(u, A, \partial_t A) \in \mathcal{C}([0, T_{\text{max}}), M^{2, \sigma})$. Then, for every $t \in (0, T_{\text{max}})$ we have the estimate
\[
E_2(t) - \|u\|_{H^3}^2 \lesssim (\|u\|_{H^2})^c(\gamma),
\]
where $c(\gamma) := \max\{1, \frac{2+1}{2} \} \in [1, 2]$.

**Proof.** Let us set $S(t) := \|\phi + |u|^{-1})u\|_{L^2}$, and
\[
R(t) := (\gamma - 1)\|u^{-1}|\nabla u|^{2}\|_{L^1} + \frac{\gamma - 1}{\gamma}\|u^{2\gamma}\|_{L^1},
\]
so that $E_2(t) = \|\partial_t u\|_{L^2}^2 - R(t)$. We have
\[
E_2(t) \leq \|\partial_t u\|_{L^2}^2 - \|\Delta_A u\|_{L^2}^2 \lesssim S(t) (\|\Delta_A u\|_{L^2}^2 + S(t)) + \|u\|_{L^2}^2 + R(t),
\]
using estimates (2.10) and (5.1) we get
\[
R(t) \lesssim \|u\|_{L^6}^{\gamma - 1}\|\nabla u\|_{L^{12/(\gamma - 1)}}^2 + \|u\|_{H^2}^{(\gamma + 3)^{2\gamma}}\|u\|_{H^2}^{(\gamma - 3)^0} \lesssim (\|u\|_{H^2}^{(\gamma - 3)^0} \lesssim (\|u\|_{H^2}^{(\gamma - 3)^0}.
\]

Analogously, we can prove
\[
S(t)^2 \lesssim \|u\|_{H^1}^3 + \|u\|_{H^2}^{(\gamma + 3)^{2\gamma}}\|u\|_{H^2}^{(\gamma - 3)^0} \lesssim (\|u\|_{H^2}^{(\gamma - 3)^0},
\]
where we used the Hardy-Littlewood-Sobolev and Hölder inequalities to estimate the non-linear term involving the electric potential $\phi$. Moreover, the equivalence of norms (2.13) and estimate (5.1) yield
\[
\|u\|_{H^3}^2 \lesssim (\|A\|_{H^1}^2)\|u(t)\|_{H^2} \lesssim (\|u\|_{H^2}^\gamma).
\]
Combining (5.5) and (5.8) we deduce estimate (5.4). □

Next result shows that, when computing the time derivative of the modified energy, we have a gain in spatial derivatives with respect to the standard energy method. Here we need the assumption $\gamma > 2$, which guarantees the existence of the (weak) derivative of $E_2$.

**Lemma 5.3.** Let $\gamma \in (2, 4)$, $\sigma \in [\frac{4}{\gamma}, 3)$. We fix an initial data $(u_0, A_0, A_1) \in M^{2, \sigma}$, and let $(u, A)$ be the maximal solution to (1.1), with $(u, A, \partial_t A) \in \mathcal{C}([0, T_{\text{max}}), M^{2, \sigma})$. Then, for every $T \in (0, T_{\text{max}})$,
\[
\frac{d}{dt} E_2 = \int_{\mathbb{R}^3} 4 \Re(c_0 \cdot \nabla u - \nabla u) + (\gamma - 1)(\gamma - 3)|u|^{\gamma - 2}\partial_t |u| \cdot |\nabla u|^2 + 2(\gamma - 1)|u|^{\gamma - 2}\partial_t |u| \cdot |\nabla u|^2 + 2(\gamma - 1)|\phi| |\nabla u| + 2 \Im(u \partial_t \phi \cdot \nabla u) \, dx,
\]
as an identity between functions in $W^{1, 1}(0, T)$. 
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Proof. We assume that the solution \((u, A)\) is regular enough so that \(E_2 \in C^1(0,T)\), in which case all the computations below are justified. The general case follows by a standard density argument, owing to the a priori estimates \((3.12)\) and \((3.12)\).

We start with the following computation.
\[
\frac{d}{dt}\|\partial_t u\|_{L^2}^2 = 2 \text{Re}(\partial_t^2 u, \partial_t u) = 2 \text{Re}(\partial_t(-\Delta u + \phi u + |u|^{-1} u), i\partial_t u)
\]
\[
= 2 \text{Re}(-\Delta \partial_t u, i\partial_t u) + 2 \text{Re}([\Delta, \partial_t] u, i\partial_t u)
\]
\[
+ 2 \text{Re}(\partial_t(\phi u), i\partial_t u) + 2 \text{Re}(\partial_t(|u|^{-1} u), i\partial_t u)
\]
\[
= 4 \text{Re}(\partial_t A \cdot \nabla u, \partial_t u) + 2 \text{Re}(u\partial_t \phi, i\partial_t u) + 2 \text{Re}(\partial_t(|u|^{-1} u, i\partial_t u).
\]

Next, we observe that
\[
2 \text{Re}(\partial_t(|u|^{-1} u, i\partial_t u) = 2 \text{Re}(\partial_t(|u|^{-1} u, -\Delta u + \phi u + |u|^{-1} u)
\]
\[
= 2 \text{Re}(\partial_t(|u|^{-1} u, -\Delta u) + 2(\gamma - 1) \int_{\mathbb{R}^3} \phi|u|^{-1} \partial_t|u|dx + \frac{\gamma - 1}{\gamma} \frac{d}{dt} \int_{\mathbb{R}^3} |u|^2 dx.
\]

Finally, using the identity \(2 \text{Re}(\bar{u} \Delta u) = \Delta(|u|^2) - 2 |\nabla u|^2\) we get
\[
2 \text{Re}(\partial_t(|u|^{-1} u, -\Delta u) = -(\partial_t|u|^{-1}, 2 \text{Re}(\bar{u} \Delta u))
\]
\[
= -(\partial_t|u|^{-1}, \Delta(|u|^2) + 2(\partial_t|u|^{-1}, |\nabla u|^2)
\]
\[
= (\gamma - 1) \frac{d}{dt} \int_{\mathbb{R}^3} |u|^{-1} |\nabla u|^2 dx
\]
\[
+ (\gamma - 1)(\gamma - 3) \int_{\mathbb{R}^3} |u|^{-2} \partial_t|u| |\nabla u|^2 dx
\]
\[
+ 2(\gamma - 1) \int_{\mathbb{R}^3} |u|^{-2} \partial_t|u| |\nabla u|^2 dx,
\]
which concludes the proof. \(\square\)

Now we are ready to prove our main Theorem.

Proof of Theorem 1.1. The local well-posedness of the Cauchy problem associated to \((1.1)\) has been proved in Theorem \((1.3)\). We are left to show that for every given initial data \((u_0, A_0, A_1)\), the corresponding solution \((u, A)\) can be extended globally in time (i.e. \(T_{\text{max}} = \infty\)), and that it satisfies the polynomial bound \((1.6)\) when \(\gamma \in (2, 3)\), and the exponential bound \((1.7)\) when \(\gamma = 3\).

Preliminarily, observe that
\[
\|\partial_t u\|_{L^\infty L^2} \lesssim \|\Delta u\|_{L^\infty L^2} + \|A\nabla u\|_{L^\infty L^2} + \|(A^2 + \phi + |u|^{-1})u\|_{L^\infty L^2}
\]
\[
\lesssim (T)^{\gamma} (\|u\|_{L^\infty H^2}) + \|A\|_{L^\infty L^3}\|\nabla u\|_{L^\infty L^6} + \|A^2\|_{L^\infty L^2}\|u\|_{L^\infty L^\infty}
\]
\[
\lesssim \|A\|_{L^\infty H^1}^2 (\|u\|_{L^\infty H^2}) \leq (T)^{\gamma} \|u\|_{L^\infty H^2},
\]
where we used \((5.7)\), Sobolev embedding, and the bound \(\|A\|_{L^\infty H^1} \leq (T)^{\gamma} = 1\) provided by \((5.1)\). Similarly, using \((5.7)\) and Sobolev embedding we obtain
\[
\|\partial_t u\|_{L^\infty H^{-1}} \lesssim \|\Delta u\|_{L^\infty H^{-1}} + \|2\partial_t A\nabla u + |A|^2 u\|_{L^\infty L^{6/5}} + \|(|\phi + |u|^{-1})u\|_{L^\infty H^{-1}}
\]
\[
\lesssim (T)^{\gamma} (\|u\|_{L^\infty H^1}) + \|A\|_{L^\infty L^3}\|\nabla u\|_{L^\infty L^6} + \|A^2\|_{L^\infty L^3/2}\|u\|_{L^\infty L^6}
\]
\[
\lesssim \|A\|_{L^\infty H^1}^2 (\|u\|_{L^\infty H^1}),
\]
which in view of the bound \((5.1)\) yields
\[
\|\partial_t u\|_{L^\infty H^{-1}} \lesssim (T)^{\gamma} = 1.
\]
Let us also state a couple useful estimates for the electric potential \( \phi \). First, applying Sobolev embedding and the Hardy-Littlewood-Sobolev inequality, and using the bound \( 5.1 \) we get

\[
\| \phi \|_{L^p_T L^\infty} \lesssim \| (-\Delta)^{-1/2} \rho \|_{L^2_T H^{3/2,6}} \lesssim \| \rho \|_{L^2_T L^3} \lesssim \| u \|_{L^p_T H^1}^{1/2} \lesssim \| u \|_{L^p_T H^2}^{1/2}.
\]

In addition, using Sobolev embedding together with estimates \( 5.11 \) and \( 5.1 \) we obtain

\[
\| \partial_t \phi \|_{L^1_T L^3} \lesssim (T)^{n/2} \| (\Delta)^{-1/2} \partial_t \rho \|_{L^2_T H^{1/2}} \lesssim \| \partial_t \rho \|_{L^2_T H^{-1}} \lesssim (T)^{n/2} \| u \|_{L^p_T H^2}^{1/2}.
\]

Let us start our analysis by considering the case \( \gamma \in (1,2) \). Arguing as in the proof of \( 4.13 \) (see estimate \( 4.17 \)), and using the bound \( 5.1 \) we deduce that for every \( T \in (0,T_{\text{max}}) \)

\[
\| u \|_{L^p_T H^2} \lesssim (T)^{n} \| \mathcal{N}(u) \|_{W^{1,2}_x L^2} + \| \partial_t A \cdot \nabla_A u \|_{L^1_T L^2}.
\]

Using Sobolev embedding, the a priori bound \( 3.2 \), and estimate \( 5.1 \) we get

\[
\| \partial_t A \cdot \nabla_A u \|_{L^1_T L^2} \lesssim (T)^{n} \| \partial_t A \|_{L^p_T L^{3/2,6} \nabla_A u} \|_{L^2_T L^{1,8}}
\]

\[
\lesssim \| \partial_t A \|_{L^p_T H^{1/6}} (\| u \|_{L^2_T W^{4,6}} + \| A \|_{L^\infty_T L^\infty} \| u \|_{L^\infty_T L^{1,8}})
\]

\[
\lesssim (T)^{n} \| \partial_t A \|_{L^p_T H^{1/6}} (\| A \|_{L^\infty_T L^\infty} \| u \|_{L^p_T H^{11/6}}) \lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6}.
\]

Combining \( 5.14 \), \( 5.15 \), and using estimates \( 5.7 \), \( 5.10 \), \( 5.12 \), \( 5.13 \) and \( 5.1 \) we obtain

\[
\| u \|_{L^p_T H^2} \lesssim (T)^{n} \| \mathcal{N}(u) \|_{L^1_T L^2} + \| \partial_t \mathcal{N}(u) \|_{L^1_T L^2}
\]

\[
\lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6} + \| \partial_t \phi \|_{L^1_T L^3} \| u \|_{L^p_T L^6}
\]

\[
+ \| \phi \|_{L^p_T L^\infty} \| \partial_t u \|_{L^1_T L^2} + \| u \|_{L^p_T H^2}^{5/6} \| \partial_t u \|_{L^1_T L^2}
\]

\[
\lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6} + \| u \|_{L^p_T L^6} + \| u \|_{L^p_T H^2}^{5/6} \| \partial_t u \|_{L^1_T L^2}.
\]

Using \( 5.16 \), \( 5.10 \), and the Brezis-Gallouet-Wainger inequality \( 2.2 \) we get

\[
\| u \|_{L^p_T H^2} \lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6} + \int_0^T \| u \|_{L^p_T H^2}^{5/6} \| \partial_t u \|_{L^p_T L^2} dt
\]

\[
\lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6} + \int_0^T \| u(t,\cdot) \|_{L^p_T H^2}^{5/6} dt
\]

\[
\lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6} + \int_0^T \| u(t,\cdot) \|_{L^p_T H^2}^{5/6} \times
\]

\[
\times (\ln (\gamma^{-1/2}(e + \| u \|_{L^p_T H^2})) \| u \|_{L^p_T H^2}) dt.
\]

Since \( \gamma - 1 \leq 2 \), we can use the bound \( 5.1 \) to obtain

\[
\int_0^T \| u(t,\cdot) \|_{L^p_T H^2}^{5/6} dt \lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6} \| \partial_t u \|_{L^p_T L^1} \lesssim (T)^{n} \| u \|_{L^p_T H^2}^{5/6} \lesssim 1.
\]

Combining \( 5.11 \) and \( 5.18 \), and observing that \( \frac{5}{2} (\gamma - 1) < 1 \), a Grönwall-type argument (more precisely, the Biharis-LaSalle inequality \( 9 \)) yields

\[
\| u \|_{L^p_T H^2} \lesssim \exp \exp (T^m).
\]
Owing to Proposition 3.5 and estimate (5.1), we also get
\[ \|(A, \partial_t A)\|_{L^\infty_t L^2_x} \lesssim \exp(\exp(T^m)). \]
Therefore, it follows by the blow-up alternative that the solution \((u, A)\) can be extended globally.

Consider now the case \(\gamma \in (2, 3]\). Using estimate (5.14), and integrating in time the identity (5.9), we deduce that for every \(T \in (0, T_{\text{max}})\)
\[
\|u(T)\|_{H^{\gamma}_2(T)}^2 - \|u(0)\|_{H^{\gamma}_2(0)}^2 \lesssim (T)^n \mathcal{E}_2(T) - \mathcal{E}_2(0) + \|\partial_t u\|_{L^2_t L^1_x} + \|u\|_{L^\infty_t H^2_x}
\]
\[
\lesssim (T)^n \|\partial_t A \cdot \nabla A u + \partial_t u\|_{L^1_t L^1_x} + \|u\|_{L^\infty_t L^2_x} \lesssim (T)^n \|\partial_t A \cdot \nabla A u\|_{L^1_t L^1_x} + \|u\|_{L^\infty_t H^2_x}.
\]
Using that \(\partial_t u \leq |\partial_t u|\) for a.e. \(x \in \mathbb{R}^3\), we get from estimates (5.19) and (5.10)
\[
\|u(T)\|_{H^{\gamma}_2(T)}^2 - \|u(0)\|_{H^{\gamma}_2(0)}^2 \lesssim (T)^n \left( \|\partial_t A \cdot \nabla A u\|_{L^1_t L^1_x} + \|u\|_{L^\infty_t L^2_x} \right)
\]
\[
\lesssim (T)^n \|\partial_t A \cdot \nabla A u\|_{L^1_t L^1_x} + \|u\|_{L^\infty_t H^2_x}.
\]
The term (I) is estimated by (5.13). Let us estimate the terms II - V.

(II) Let us fix \(\varepsilon = \varepsilon(\gamma) : = 3^\gamma 2 \in (0, \frac{1}{2})\). At spatial level, interpolating \(W^{3,2-\varepsilon,6}\) with \(H^{2-\varepsilon}\), we deduce
\[
\|u\|_{W^{3/2-\varepsilon,6}(1+4\varepsilon)} \lesssim \|u\|_{W^{3/2-\varepsilon,6}(0)} \lesssim \|u\|_{W^{3/2-\varepsilon,6}(0)}\|u\|_{W^{3/2-\varepsilon,6}(0)}^{2\varepsilon}.
\]
Next, an interpolation between \(W^{1/2,6}\) and \(W^{3/2,6}/(1+4\varepsilon)\), combined with estimate (5.21) yields
\[
\|u\|_{W^{1,6}(1+2\varepsilon)} \lesssim \left( \|u\|_{W^{1/2,6}}^2 + \|u\|_{W^{3/2,6}(1+4\varepsilon)}^2 \right)^{1/2} \leq \left( \|u\|_{W^{1/2,6}}^2 + \|u\|_{W^{3/2-\varepsilon,6}}^2 \right)^{1/2} \lesssim \|u\|_{W^{1/2,6}}^2 + \|u\|_{W^{3/2-\varepsilon,6}}^2.
\]
Using (5.22), H"older inequality in time, the a priori estimate (5.2), and the bound (6.1) we get
\[
\|\nabla u\|_{L^2_t L^{6/(1+2\varepsilon)}(0,T)}^2 \lesssim \|u\|_{L^2_t W^{1/2,6}}^2 \|u\|_{L^{\infty}_t W^{3/2-\varepsilon,6}}^2 \lesssim \|u\|_{L^2_t W^{1/2,6}}^2 \|u\|_{L^{\infty}_t H^{2-\varepsilon}}^2.
\]
Finally, estimate (5.23) and the diamagnetic bound (2.16) yield
\[
\|u\|_{L^2_t L^{6/(1+2\varepsilon)}(0,T)}^2 \lesssim \|u\|_{L^2_t W^{1/2,6}}^2 \|u\|_{L^{\infty}_t H^{2-\varepsilon}}^2\lesssim (T)^n \|u\|_{L^2_t W^{1/2,6}}^2 \|u\|_{L^{\infty}_t H^{2-\varepsilon}}^2.
\]
(III) We have
\[
\|u\|_{L^2_t L^{6/(1+2\varepsilon)}(0,T)}^2 \lesssim \|u\|_{L^2_t W^{1/2,6}}^2 \|u\|_{L^{\infty}_t H^{2-\varepsilon}}^2.
\]
The first term in the r.h.s. can be estimated as in (5.24):
\begin{equation}
\|u\|^2 |\nabla u|^2 \lesssim (T)^n \|u\|_{L^2} \|L^{1/2} u\|_{H^2}.
\end{equation}

For the second term, the bound (5.1) yields
\begin{equation}
\|u\|^2 |A|^2 \lesssim \|u\|^2 \|L^2 H^1\| A \lesssim (T)^n 1.
\end{equation}

Combining (5.25), (5.26) and (5.27) we get
\begin{equation}
\|u\|^2 |\nabla u|^2 \lesssim (T)^n 1 + \|u\|_{L^2} \|\nabla u\|_{H^2}.
\end{equation}

(IV) Using (5.12) and the bound (5.1) we get
\begin{equation}
\|\phi u\|^2 \lesssim \|\phi\|_{L^\infty} \|u\|^2 \lesssim (T)^n 1.
\end{equation}

(V) Using (5.13) and the bound (5.1) we obtain
\begin{equation}
\|u \partial_t \phi\|^2 \lesssim \|u\|_{L^2} \|\partial_t \phi\|_{H^3} \lesssim (T)^n 1.
\end{equation}

Combining (5.20), (5.13), (5.24), (5.28), (5.29) and (5.30) we obtain
\begin{equation}
\|u\|_{L^2}^2 H_A^2 \|u(0)\|_{H^2}^2 \lesssim (T)^n \left(\|u\|_{L^{11/6}}^2 + \|u\|_{L^2}^2 \right).
\end{equation}

Using the equivalence of norms (2.14) and the bound (5.1) we also get
\begin{equation}
\|u\|_{L^2}^2 H_A^2 \|u(0)\|_{H^2}^2 \lesssim (T)^n \left(\|u\|_{L^{11/6}}^2 + \|u\|_{L^2}^2 \right).
\end{equation}

When \( \gamma \in (2, 3) \), we can use (5.31) and the bound \( \|u\|_{L^2}^2 \lesssim (T)^n 1 \) provided by (5.1), obtaining
\begin{equation}
\|u\|_{L^2}^2 H_A^2 \|u(0)\|_{H^2}^2 \lesssim (T)^n \left(\|u\|_{L^{11/6}}^2 \right)^{\max\{2-\varepsilon(\gamma), 11/6\}}.
\end{equation}

Since \( \varepsilon(\gamma) = \frac{3}{\gamma - 1} > 0 \), we deduce the polynomial bound
\begin{equation}
\|u\|_{L^2} \lesssim (T)^{\frac{\gamma}{\gamma - 1}} \approx (T)^{\frac{\gamma}{\gamma - 1}},
\end{equation}
which in view of the equivalence of norms (2.14) and estimate (5.1) also yields
\begin{equation}
\|u\|_{L^2} \lesssim (T)^{\frac{\gamma}{\gamma - 1}}.
\end{equation}

Moreover, using Proposition 3.5 and estimates (5.1) and (5.33) we deduce
\begin{equation}
\|(A, \partial_t A)\|_{L^2 \Sigma^\infty} \lesssim (T)^{\frac{\gamma}{\gamma - 1}}.
\end{equation}

Combining estimates (5.33) and (5.34) we obtain
\begin{equation}
\|(u, A, \partial_t A)\|_{L^2 M^2, \infty} \lesssim (T)^{\frac{\gamma}{\gamma - 1}},
\end{equation}
for a suitable positive constant \( N \) independent of \( \gamma \) (note indeed that all the bounds we used to derive (5.33) and (5.34), including in particular the a priori estimates (3.1)-(3.2), are uniform for \( \gamma \in (2, 3) \)). Using the blow-up alternative, we conclude that the solution \( (u, A) \) can be extended globally in time, and that it satisfies the polynomial bound (1.6).
When $\gamma = 3$ we have $\varepsilon(3) = 0$, and estimate (5.32) does not give any information. Instead, we rely on the following argument. Let us fix an arbitrary $T \in (0, T_{\text{max}})$, and rewrite estimate (5.31) for two generic times $T_0, T_1$, with $0 \leq T_0 < T_1 \leq T$:

$$
\|u\|_{L^2_t H^2}^2 \leq \|u(T_0)\|_{H^2(T_0)}^2 + C_1\langle T\rangle^{m_1}\left(\|u\|_{L^2_t H^2}^{11/6}\right)
$$

(5.35)

for some positive constants $C_1, m_1$. Moreover, consider the continuous, increasing function $t \to \|u\|_{L^2_t W^{1, \infty}}^2$, $t \in [0, T]$, which in view of (5.31) is also bounded by $C_2\langle T\rangle^{m_2}$, for some positive constants $C_2, m_2$. Let us set $\delta := (2C_1\langle T\rangle^{m_1})^{-2}$, and observe that we can find $k \in \mathbb{N}$, with $k \leq 1 + \delta^{-1}C_2\langle T\rangle^{m_2} \lesssim \langle T\rangle^m$, and a sequence of times $t_0 = 0, t_1, \ldots, t_{k-1}, t_k = T$, such that

$$
\|u\|_{L^2((t_j, t_{j+1}), W^{1, \infty})}^2 = \|u\|_{L^2_{t_j} W^{1, \infty}}^2 - \|u\|_{L^2_{t_{j+1}} W^{1, \infty}}^2 \leq \delta, \quad j = 0, \ldots, k-1,
$$

which in view of the expression for $\delta$ yields

(5.36) $C_1\langle T\rangle^{m_1}\|u\|_{L^2((t_j, t_{j+1}), W^{1, \infty})}^2 \leq \frac{1}{2}, \quad j = 0, \ldots, k-1.$

Applying (5.35) with $(T_0, T_1) = (t_j, t_{j+1})$, and owing to (5.36), we obtain

$$
\frac{1}{2}\|u\|_{L^2_{t_{j+1}} H^2}^2 \leq 1 + \|u(t_j)\|_{H^2(t_j)}^2 + C_1\langle T\rangle^{m_1}\|u\|_{L^2_{t_{j+1}} H^2}^{11/6}, \quad j = 0, \ldots, k-1,
$$

(5.37) which in particular implies

$$
\|u\|_{L^\infty_{t_{j+1}} H^2} \leq C_3\|u(t_j)\|_{H^2(t_j)} + \langle T\rangle^{6m_1}, \quad j = 0, \ldots, k-1,
$$

for a suitable constant $C_3 > 1$. Applying iteratively estimate (5.37), and using that $k \lesssim \langle T\rangle^m$, we eventually obtain an exponential bound

$$
\|u\|_{L^\infty_t H^2} \lesssim \exp(T^m).
$$

The bound above, together with the equivalence of norms (2.14) and estimate (5.1) also yields

(5.38) $\|u\|_{L^\infty_t H^2} \lesssim \exp(T^m).$

Moreover, using Proposition 3.3 and estimates (5.1) and (5.38) we deduce

(5.39) $\|((A, \partial_t A))\|_{L^\infty_t H^m} \lesssim \exp(T^m).$

As before, combining estimates (5.38) and (5.39), and using the blow-up alternative, we conclude that the solution $(u, A)$ can be extended globally in time, and that it satisfies the exponential bound (1.4).

The proof is complete. \hfill \Box

6. WELL-POSEDNESS IN OTHER GAUGES

In this final Section we briefly discuss the possibility of studying the nonlinear Maxwell-Schrödinger system in the Lorenz gauge, namely by imposing $\partial_t \phi + \text{div} A = 0$. More precisely, we briefly present and discuss the main mathematical differences with our study that uses the Coulomb gauge.

First of all, in the expansion of the magnetic Laplacian $\Delta_A$ the scalar potential given by $-i\text{div} A = i\partial_t \phi$ does not vanish any more. This extra term can be handled with the magnetic Koch-Tzvetkov estimates, see Lemma 2.8 by means of a bootstrap argument, similar to the one used to control the power type nonlinearity in the
proof of Proposition 3.1. Furthermore, the electric potential now satisfies a wave equation with \( \rho = |u|^2 \) as a source term, namely \( \Box \phi = \rho \). This means that, even if \( \phi \) is not given anymore by the Poisson equation, it is sufficiently regular, since the source term does not involve derivatives of the order parameter \( u \). Finally, while in the Coulomb gauge we only need to control the solenoidal part of the magnetic potential \( FA \), here we need to control also \( QA \). On the other hand, notice that in the Lorenz gauge we have \( QA = (-\Delta)^{-1} \nabla \partial_t \phi \), so that the irrotational part of the magnetic potential can be controlled by exploiting the estimates on the electric potential \( \phi \).

In this sense we see that the nonlinear Maxwell-Schrödinger system in the Lorenz gauge can be treated in a similar manner, since the system (1.1) retains the main mathematical difficulties.
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