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Abstract—The exploration–exploitation trade-off in reinforcement learning (RL) is a well-known and much-studied problem that balances greedy action selection with novel experience, and the study of exploration methods is usually only considered in the context of learning the optimal policy for a single learning task. However, in the context of online task transfer, where there is a change to the task during online operation, we hypothesize that exploration strategies that anticipate the need to adapt to future tasks can have a pronounced impact on the efficiency of transfer. As such, we re-examine the exploration–exploitation trade-off in the context of transfer learning. In this work, we review reinforcement learning exploration methods, define a taxonomy with which to organize them, analyze these methods’ differences in the context of task transfer, and suggest avenues for future investigation.
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I. INTRODUCTION

It has been observed in many types of animals and humans that prior knowledge helps them to learn new tasks more efficiently and effectively [1, 2]. This adaptability of knowledge for decision making is vital to surviving and thriving when our world or our needs change. Deep reinforcement learning (RL) has driven robot learning huge leaps forward, including in generalization and adaptability. However, the ability of an RL agent trained for a specific task to rapidly transfer prior knowledge to a new domain or task is still inefficient or intractable, often times resulting in catastrophic forgetting [3].

Transfer learning is built on the assumption that knowledge learned in an initial task can generalize to a new task. This is powerful because it dramatically reduces the dependence on large amounts of task-specific data to produce usable performance and makes training new models much more efficient than training tabula rasa, or without prior knowledge [4]. Transfer learning is commonly studied in supervised and semi-supervised learning settings. In reinforcement learning, transfer is complicated by several factors:

1) The transfer of prior knowledge in the context of a Markov decision process, instead of a stationary data domain as in supervised learning, means that observations from different RL domains are not identically and independently distributed (i.i.d); as such, it is even less likely that observations in different reinforcement learning tasks will be similarly distributed.

2) Because the feedback signal from reward in RL is often sparse compared to supervised or semi-supervised learning, the already-challenging credit assignment problem becomes harder when transferring between tasks, as even similar, transferable knowledge may be differently rewarded in different domains.

3) Lastly, because the transition dynamics and reward functions of RL tasks are usually not known in advance and must be sampled as a through a process, it is difficult if not impossible to determine the similarity of two different tasks.

Within the exploration-exploitation trade-off in single task reinforcement learning, exploration is seen as a “necessary evil”; exploration beyond what is strictly needed for exploitation is typically assumed to be wasted computation. This assumption, however, no longer holds when RL is not optimizing for just a single task. We hypothesize that the method of exploration in the source domain plays an important role in how well an agent transfers its policy and knowledge to the target domain. To support transfer learning in the real world, we consider the case where the optimal policy for the source task is not the same as the optimal policy for the target task. Indeed, the action trajectory required to perform the target task may not overlap with any sequence of actions required to perform the source task. Regardless, the agent may have encountered—and learned through exploration—aspects of the source domain that, despite not being useful to the source task, are in fact useful to exploring and learning in the target domain.

In this paper, we re-examine RL’s exploration-exploitation trade-off in the context of online task transfer in reinforcement learning, and question what exploration approaches should be further researched when considering transfer efficiency and performance in reinforcement learning. We define a taxonomy with which to organize and assess the potential effectiveness of broad types of exploration methods, argue how the different aspects of the taxonomy make methods more or less suited for online task transfer in reinforcement learning, and suggest how this taxonomy might be used to drive future research into exploration for open world task transfer.
II. BACKGROUND

Reinforcement learning typically models an environment as a Markov decision process (MDP): $M = (\mathcal{S}, \mathcal{A}, R, P, \gamma)$, where $\mathcal{S}$ is the space of environment states, $\mathcal{A}$ is the space of actions, $R: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is the function that maps states and actions to a scalar reward, $P: \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}$ is the transition function between states, and $\gamma$ is the discount factor of future reward. The learning task in RL is to model a policy $\pi(s)$ that, given any state, can select the action that maximizes either the likelihood of getting a reward or the value of an action given future reward. For brevity, we show this learning process with Q-learning, where the policy of best action is determined by the maximum value of the state-action value function $Q(s, a)$. The optimal solution $Q^*(s, a)$ is defined through the Bellman Optimality Equation:

$$Q^*(s, a) = R(s, a) + \gamma \sum_{s' \in \mathcal{S}} P_{s,s'}^{a,a'} \max_{a' \in \mathcal{A}} Q^*(s', a')$$

where $s'$ and $a'$ are the next state and action, respectively [5]. There are many ways to derive an error function to solve this objective, for example by TD-learning where the update is a learning rate weighted mixture of the estimated next-state return $R_{t+1} + \gamma \max_{a' \in \mathcal{A}} Q(s_{t+1}, a)$ and the estimated value $Q(s_t, a_t)$. In deep reinforcement learning, a neural network of parameters $\theta$ approximates the value function, $Q_\theta(s, a) \approx Q(S, A; \theta)$. The parameters of this network are updated by calculating the loss function:

$$L(\theta) = \mathbb{E}_{(s, a, r, s') \sim U(B)} \left[ r + \gamma \max_{a'} Q_\theta(s', a') - Q(s, a; \theta) \right]^2$$

where $U(B)$ is a uniform distribution for sampling random transition tuples from an experience replay buffer $B$, and $Q_\theta(\cdot)$ is a frozen copy of the Q-function that acts as surrogate target Q-function (this target network is updated less frequently to reduce correlations between the target and current Q-functions [6]). Even with this process, exploration is necessary to keep the policy out of local minima; by mixing the greedy selection of maximum-value actions and exploring the environment, one can be more confident that the policy is not missing the most optimal path to the goal [5].

The study of transfer learning in RL, while not as widespread as in other machine learning subfields, has seen growing body of work over the past two decades [7]–[9]. For example, one application of great interest to the RL community is as a solution to the sim-to-real problem [10]; however most of these works presume some knowledge about (or have access to) the target domain in advance.

Given the similarity of model implementation and architecture between deep supervised learning and deep reinforcement learning, transfer for deep reinforcement learning is in principle equally attainable. A challenge unique to transfer in reinforcement learning is that similarity between tasks is very difficult to measure and model [8]. Traditionally in transfer learning for supervised and semi-supervised learning the domain is defined as $D = \{X, p(X)\}$, where $p(X)$ is the marginal distribution over the input dataset $X$ sampled from the input space $\mathcal{X}$, and the learning task is defined as $T = \{Y, p(Y|X)\}$, where $p(Y|X)$ is the distribution of the outputs $Y$ from the output space $\mathcal{Y}$ given the inputs [11]. In transfer learning, there is a source task $T_s$ and domain $D_s$ for which a model is originally optimized, and a target task $T_t$ and domain $D_t$ on which that model’s performance will be measured.

This high-level designation of source and target remains for transfer in RL as well. However, as the environment is a decision process to be sampled through interaction instead of a pre-sampled set, the formulation of $D$ and $T$ is distributed according to the sampling procedure, which is non-i.i.d as it is a function of the policy and, by association, exploration method. Therefore, when discussing transfer in model-free RL like Q-learning, the learning domain becomes $D = \{S, P(s', r | s, a)\}$ and the learning task becomes $T = \{A, Q(S_t, A_t)\}$

III. EXPLORATION FOR ONLINE TASK TRANSFER

This paper concerns itself with what we call the online task transfer in reinforcement learning problem (OTTRL). Given a model optimized for an original source learning task $T_s$ and domain $D_s$ without any information about the target task except that a target task exists, we would like to optimize the model’s performance on the target learning task $T_t$ in an unknown target domain $D_t$ with as few training iterations and samples as possible. This is distinct from other important problems in transfer learning such as model transfer learning (sometimes referred to as knowledge distillation [27], [28] or teacher-student frameworks [29], [30]), where target task knowledge encoded in a “teacher” agent is transferred by the teacher into a “student” agent with the same target task and domain. OTTRL is also distinct in that, unlike most cases in domain adaptation and skill transfer [7], the target task and domain are not known in advance.

To better understand existing exploration techniques in the context of OTTRL, we propose a taxonomy of exploration for transfer. We characterize exploration methods by two axes:

- **Algorithmic instantiation** characterizes the mechanism within the RL algorithm that determines how the exploration-exploitation tradeoff is achieved;
- **Exploration principle** characterizes an agent’s behavior beyond greedily selecting actions to maximize reward.

We consider three means of algorithmic instantiation: intrinsic reward, a modified loss function, and using multiple goals or policies within the single learning task. Intrinsic motivation is a quality of exploration methods that incentivise visitation of sub-optimal transitions by reweighting the rewards experienced by the agent at those transitions. Modifying the reinforcement update or loss function is a tactic used by exploration methods that add exploration incentives fundamentally to the MDP or the optimization procedure. Lastly, methods
that use multiple policies or imagined goals incentivizes exploration by algorithmically shifting way actions are selected or goal-based rewards are generated.

We also consider three exploration principles: the integration of randomness into the learning process, prediction error, and balanced sampling of the environment. There are many ways to use randomness in exploration, whether by injecting random noise into the input or some intermediate weight layer, using a stochastic policy, distilling a random network, or simply selecting random actions. Prediction error methods identifying changes and novelty in the environment using a model, usually separate from the policy model, that explores more when it incorrectly predicts transition information. Lastly, balanced sampling methods drive the agent toward uncertain or stale transitions, effectively trying to encourage models to experience all parts of the domain equally.

The following are exemplar exploration methods for each area of the taxonomy (as seen in Table 1):

- **(Intrinsic Reward, Randomness):** Random Network Distillation (RND) [12] sets an intrinsic reward equal to the error of a forward model’s ability to match the projection of a random neural network. This is effectively using a random projection to build a density model: if the prediction error is low, that can be interpreted as something the network has seen before.

- **(Intrinsic Reward, Prediction Error):** Intrinsic Curiosity Module (ICM) [14] learns a forward model and an inverse dynamics model (predicting the action from the previous and current states), and then adds an intrinsic reward based on the Euclidean distance between the state encoding by a forward model and the inverse model state encoding.

- **(Intrinsic Reward, Balanced Sampling):** Count-based deep models use density estimation methods such as Context Switching Trees [15] to add intrinsic value to all states based on how frequently they have been visited. This biases greedy action selection to be more exploratory.

- **(Loss function, Randomness):** Maximum entropy methods such as Maximum Entropy Exploration (MEE) [18] modify the loss function to have as high-entropy a policy as possible. The theory is that this will help learn a policy, with or without reward, which moves the policy to be more uniformly distributed over state space.

- **(Loss function, Prediction Error):** Relational reasoning methods of exploration attempt to predict the connections between parts of the states, and methods like Relational reinforcement learning (RRL) [19] reconfigure the loss so that it may work over MDPs described in a relational or logical language.

- **(Loss function, Balanced Sampling):** Reinforcement methods that use Bayesian approaches like Bayesian deep Q-networks (BDQN) modify the update and loss functions so that the agent can sample actions according to some posterior uncertainty distribution.

- **(Multi-Policy, Randomness):** The simplest exploration technique and the same one used by Q-learning and deep Q-learning illustrates this regime: $\varepsilon$-greedy. The agent has another policy, random selection, that is utilized at the frequency of the decaying hyperparameter $\varepsilon$.

- **(Multi-Policy, Prediction Error):** Instead of simply accepting failed trajectories as part of the reinforcement learning process, Hindsight experience replay (HER) [23] trains goal-conditioned policies, where it considers the task goal to be the only one possible, then imagines and tries to predict the goals that would make failed trajectories successful.

- **(Multi-Policy, Balanced Sampling):** Thompson Sampling [20] (TS) and Upper Confidence Bound (UCB) switch back and forth between greedy action selection and a ‘policy’ sampling procedure. Thomson sampling selects actions according to the likelihood that they are optimal, and UCB shares Bayesian regret bounds with Thompson sampling as well [31]. As a result, these methods act to drive the policy to explore areas of uncertainty.

### IV. Discussion and Desiderata

Based on the qualities of successful task transfer approaches [7], we propose that exploration methods designed for online task transfer should exhibit the following qualities:

1. Exploration should always be engaged—even after the policy for the source task has converged—because online transfer means the agent must be ready to switch to the target task at any time.

2. The exploration method should be designed to optimize for the source task performance, and then optimize for the target task only after the task switches; don’t compromise or ignore source task performance to be good at the target task.

3. Exploration methods should encourage generalization; they should help prevent the policy from overfitting to the source task.
4) Methods should generalize to as many tasks as possible and require little-to-no task-specific tuning.

Applying these criteria to the taxonomy, we find that no single existing exploration technique is clearly best suited for OTTRL. Among the algorithmic instantiations, intrinsic rewards often need to be tuned with respect to the extrinsic reward of the source task; to transfer successfully, the target task reward would need to be similar in scale to the source task reward. Similarly, changes to the loss function may not generalize to the broad spectrum of target tasks; for example, with Bayesian methods, the prior for the source task may be well modeled by a normal Guassian, but the target task may not be. The multi-policy/multi-goal approach exhibits a strong ability to generalize, but may require tuning to not damage source task performance.

Among the exploration principles, randomness is naturally task agnostic, but many sources of randomness need to be designed to decay throughout training to ensure that the source policy converges. Balanced sampling on the other hand can remain active after convergence, but have downsides as they are usually anchored to the behavior of the policy. For example, assuming a problem where the source task is a maze and the target task is the same maze but with a shortcut added, the optimal solution from the source task is still reachable for the policy, but is not optimal for the target task. Methods like prediction error that rely on the policy for selecting actions can be slow to adapt or possibly never converge to the target optimum. Moreover, prediction-based methods can be susceptible the “noisy TV” problem [12]. In a “noisy TV” environment there is a “TV” area that is continuously showing random novel images; this scenario, an agent seeking “newness” through prediction error naively will just “learn to watch TV.”

The opportunities and limitations identified through the taxonomy suggest that new exploration techniques may be required to improve online task transfer learning. A simple solution may be to combine these distinct approaches so that the strengths of one taxonomy area can compensate for the deficits of another. We find that the vast majority of exploration methods only exist in one area on this taxonomy. While exploration methods from different parts of the taxonomy are often theoretically complementary, it can be non-trivial to integrate multiple methods in a way that increases general performance [32]. Investigating the viability of mixed methods across the taxonomy is a suggested future avenue of research.

One subdomain of reinforcement learning research that has seen renewed recent attention and has potential to solve this “mixing” problem is the area of model-building control systems, also called world models [33]–[36]. While model-based reinforcement learning techniques (e.g., [37], [38]) learn a forward model of the transition function and then use an algorithm like Monte Carlo Tree Search or Model Predictive Control to identify the best next action, world models learn models of the transition function and the policy together. In training of world models, the input to the policy is affected by the output of the forward model, and the policy directs the agent to provide learning samples for the forward model. As a result, world models are a natural way to combine the affect multiple exploration techniques on a single agent, where one technique can affect the policy and another the forward model. In their default configuration, the forward models still can fall into the trap of overfitting to the part of environment most sampled by the policy. However, as the optimization of forward model is only indirectly connected to the optimization of the policy, world models have potential to overcome the challenges of other prediction-based exploration methods with regard to online transfer. There has been some recent work in methods of exploration in world models [39], [40], but we believe more investigation into their world model-focused exploration methods is warranted.

Another topic for consideration is mapping areas of the taxonomy to environmental or value-based considerations such as tolerance for risk during exploration for transfer. For example, if a robot controlled by a reinforcement learning agent is helping in a disaster zone, this robot may benefit from an exploration method that is (Multi-Policy/Multi-Goal, Prediction error)-type. A technique from this area of the taxonomy will reduce unnecessary random actions by the robot, which could be dangerous, while preparing the robot to change its goal as needed. By matching the needs of an OTTRL application with an exploration method described by the taxonomy, research can accelerate the application of reinforcement learning to our open, ever-changing world.

V. OTHER RELATED WORK

There exist many comprehensive and excellent reviews of exploration methods [41], [42]. In this paper, we focused on prior work in the context of effective transfer learning. There are prior works that do not fit neatly into this context and our taxonomy. End-to-end world models [38], [43] could be argued to offer both stochastic exploration native to policy learning and a loss change since loss from the world model propagates back to the policy by way of imagination-based training. Meta-learning of exploration methods [44] also does not fit perfectly. While meta-learning may, for a given problem, employ one exploration technique characterized in our taxonomy, the exploration technique may be different for different domains.

Another means of “transfer” is training a model on multiple source learning tasks in advance of the target task so as to diversify the agent’s experience [45]. These multi-task learning methods are usually inferior to single task performance [46], often using one-policy-per-task as an upper bound of performance [47]. Additionally, they do not try to adapt to real-world perturbations instead trying to be robust to them.

Work on novelty adaptation in RL has seen recent attention [48]–[51]. Novelty is generally defined as a sudden but individual change—not necessarily directly observable—in the fundamental mechanics of the environment, leaving the high-level task the same. As such, novelty is a subdomain of task transfer that would likely benefit greatly from improved exploration methods.
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