Multiple critical gravitational collapse of charged scalar with reflecting wall
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In this paper, we present the results on the gravitational collapse of charged massless scalar field in asymptotically flat spacetime with a perfectly reflecting wall. Differing from previous works, we study the system in the double null coordinates, by which we could simulate the system until the black hole forms with higher precision but less performance time. We investigate the influence of charge on the black hole formation and the scaling behavior near the critical collapses. The gapless and gapped critical behaviors for black hole mass and charge are studied numerically. We find that they satisfy the scaling laws for critical gravitational collapse but the gapped critical behavior is different from its AdS counterpart.

I. INTRODUCTION

Since the pioneering work by Choptuik [1], the critical phenomena in gravitational collapse have attracted a lot of attention and are still an active topic in numerical relativity (see Ref. [2] for recent reviews). In Choptuik’s original work, he investigated the gravitational collapse of a massless scalar field in spherically symmetric asymptotically flat space-times with one-parameter family of initial data parameterized by $\epsilon$. It was found that such a system exhibits critical phenomena with discrete self-similarity. In the vicinity of the critical solution, the mass contained in the initial apparent horizon obeys following scaling relationship,

$$M_h \propto \begin{cases} (\epsilon - \epsilon^*)^\beta, & \epsilon \rightarrow \epsilon^+, \\ 0, & \epsilon < \epsilon^*. \end{cases}$$

with the critical solution at $\epsilon = \epsilon^*$ and $\beta \approx 0.37$. The scaling exponent $\beta$ is universal, i.e., the same for different family of initial configurations. But it has been also found that $\beta$ has different values for same special initial function families [3, 4] and is also model dependent [5]. Since then, the critical gravitational collapse for different matter fields in open space-time (asymptotic flat or de Sitter (dS) space-time) has been studied extensively both by numerical simulations and theoretical analysis. The critical scaling of the mass can now be understood in terms of general relativity as a dynamical system, and of Lyapunov’s exponents [6, 7], at least in the spherically symmetric case.

However, the gravitational collapse in closed system is very different. The first one of such a system is the gravitational collapse in asymptotically anti-de Sitter (AdS) space-time. With the abundant of investigations in the holographic duality provided by the anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence [8, 9], the dynamics of critical collapse and the stability of AdS have been studied in details in the last years. One of important results in the numerical computations for gravitational collapse in asymptotically AdS$_{d+1}$ ($d \geq 3$) is the discovery of weakly turbulent instability [10]. Different from the asymptotically flat or dS space-time cases, there are infinite critical solutions for given one-parameter family of initial configuration and the black hole can form with an infinitesimal energy after enough time. Another closed system was studied by Maliborski in Ref. [11], where he studied a spherically symmetric self-gravitating massless scalar field enclosed inside a perfectly reflecting wall in a flat spacetime. Numerical evidence is given that arbitrarily small generic initial data evolve into a black hole. This result shows that turbulent dynamics and infinite critical collapses can occur in a very wide system when dissipation of energy by dispersion is absent rather than specific to asymptotically AdS space-time. The turbulent behavior is not an exclusive domain of asymptotically AdS spacetimes but a typical feature of “confined” Einstein’s gravity with reflecting boundary conditions and the only role of cosmological constant $\Lambda$ is to generate the timelike boundary at spatial infinity.

The energy transformation and reasons of weakly turbulent behavior have been studied for several years. However, the critical behavior for the multiple critical solutions is still a mysterious topic. The relationship between these infinite critical solutions and how the critical solutions distribute in a given one-parameter initial data family are still open questions and lack of enough study both in numerical computation and analytic analysis. The recent work in Ref. [12] found that there is a mass gap when $\epsilon \rightarrow \epsilon_n^-$ in the asymptotically AdS spacetime. For the asymptotic AdS case, the Choptuik’s scaling relationship can be modified as,

$$\begin{cases} M_h \propto (\epsilon - \epsilon^*)^{\beta^+}, & \epsilon \rightarrow \epsilon_n^+, \\ M_h - M_{ng} \propto (\epsilon - \epsilon^*)^{\beta^-}, & \epsilon \rightarrow \epsilon_n^- . \end{cases}$$

Here $\epsilon_n$ is the n-th critical value of $\epsilon$, $M_{ng}$ is the n-th mass gap at $\epsilon \rightarrow \epsilon_n^-$, $\beta^+ \approx 0.37$, while $\beta^- \approx 0.70$. The new critical exponent $\beta^-$ is found universal. This result shows that the critical gravitational collapses in closed systems are much rich than those in open systems. Different from the case $\epsilon \rightarrow \epsilon_n^+$ where critical phenomenon is
determined by local geometry, such gapped critical phenomena should have relationship with overall geometry contained in the initial apparent horizon. So one can expect that the critical exponents in asymptotically AdS spacetimes and flat spacetimes with perfectly reflecting mirror may be different.

In studying such problems, one of main difficulties is the challenge of numerical computation. If one is going to study the critical behavior, the numerical solver must have ability to cover the case that an apparent horizon appears in very close to the origin point of the coordinates. This needs the spatial discretization is small enough near the position where the apparent horizon appears. In the uniform spatial grid method (see, for example, in Refs. [10, 11]), it at least needs about $10^5$ grids and will spend time from days to weeks in supercomputer to finish numerical simulations for every initial data. The other method that may be suitable for such problems is the adaptive refined algorithm. However, this method is rather complicated and has not been applied into the multiple critical collapse so far.

In this paper, we will propose a new algorithm to solve the gravitational collapse in a closed system and study the influence of charge on the multiple critical phenomena in gravitational collapse. This method was inspired by Refs. [16–18]. We solve the gravitational collapse in the double-null coordinates with null initial data in a null surface, by which we could simulate the system until the black hole forms with higher precision but less performance time. Theoretically, our method has the same precision as that in Ref. [12] when the black hole nearly forms, but we don’t need to make a transformation from the Cauchy-type evolution to characteristic evolution. By this method, we study the gravitational collapse of a charged massless scalar field in asymptotically flat spacetime with a perfectly reflecting wall but the critical exponent $\beta^- \approx 0.36$, which is universal but different from the one in the asymptotically AdS case. Except for the mass gap, the charge contained in the initial apparent horizon also shows the similar gaped scaling behavior. To describe the scaling behavior when $\epsilon \to \epsilon_n^+$, we define two groups of critical exponents and compute them numerically. These critical exponents are agreement with the scaling law proposed recently in Ref. [19]. Here we mention that the gravitational collapse of charged scalar field in asymptotically flat spacetime has been studied in [20], and in asymptotically de Sitter space has been recently discussed in [21].

This paper is organized as follows. In section II, we will first give out the equations of motion of the system in the double-null coordinates and introduce the algorithms. In section III, we will explain how to deal with the timelike boundary conditions in the double-null coordinates, which is main difficulty in such coordinates. Then some tests for the convergence and precision for our solver will be shown in this section. In section IV, we will study the multiple critical collapse and the scaling relationships numerically. The summary and some discussions will be given in section V.

II. EQUATIONS OF MOTION IN DOUBLE NULL COORDINATES

A. Equation of motions

In 3+1 dimensional asymptotically flat space-time, the dynamics of Einstein gravity, a charged massless scalar field and Maxwell field are described by the following action,

$$ S = \int d^4 x \sqrt{-g} \left( \frac{R}{16\pi G} + \mathcal{L}_m \right), $$

with

$$ \mathcal{L}_m = -\frac{1}{2} (D_a \phi)(D^a \phi)^\dagger - \frac{1}{16\pi} F_{ab} F^{ab}. $$

Here $R$ is the scalar curvature, $G$ is the Newton gravitational constant, $\phi$ is the complex scalar field. $F_{ab} = (dA)_{ab}$ and $A_a$ is the gauge field. $D_a \phi = \nabla_a \phi + ieA_a \phi$ and $e$ is the charge carried by scalar field. For convenience, we take $G = 1$. By variation, we can get the equations of motion of the system,

$$ R_{ab} - \frac{R}{2} g_{ab} = 8\pi T_{ab}, $$

$$ D_a D^a \phi = 0, $$

$$ \frac{1}{4\pi} \nabla^b F_{ab} - ie[\phi(D_a \phi)^\dagger - \phi^\dagger D_a \phi] = 0. $$

Here $R_{\mu
u}$ is the Ricci tensor, $T_{ab}$ is the energy momentum tensor of the matter sector,

$$ T_{ab} = (D_a \phi)(D_b \phi)^\dagger + \frac{1}{4\pi} F_{ac} F^{bc} + g_{ab} \mathcal{L}_m. $$

Our ansatz for metric and gauge field in the double null coordinates can be described by [17, 18],

$$ ds^2 = -fr'dudv + r^2d\Omega^2, \quad A_a = [A(u, v), 0, 0, 0]. $$

Here $u$ and $v$ are two null coordinates, $r$ and $f$ are the functions of $u$ and $v$. Here we take $u$ as the null time and $v$ as the null spatial coordinate. The prime means the partial derivative with respect to $v$ and a dot means the partial derivative with respect to $u$.

Now introduce auxiliary variables $\Phi$ and $\bar{f}$ such as,

$$ \phi = \frac{1}{r} \int_{v_0(u)}^v \Phi r' dv, $$

and

$$ \dot{r} = -\bar{f}/2. $$
Here \( v_0(u) \) is defined by equation \( r(u, v_0(u)) = 0 \). By the \( w \)-component of equations for gauge field in Eqs. (5), the charge contained within the sphere of radius \( r \) at a retarded time \( u \) is expressed as,

\[
Q(u, v) = 4\pi ie \int_{v_0(u)}^{v} (\phi^\dagger \Phi - \phi \Phi^\dagger) r r' dv,
\]

and the gauge potential is,

\[
A(u, v) = \int_{v_0(u)}^{v} \frac{Q}{f^2} f r' dv.
\]

The \( w \)-component of equations for gauge field is not independent. Take these into the equation for scalar field in (5), we obtain a time evolutional equation,

\[
\dot{\phi} = \frac{1}{2r} (\Phi - \phi)(1 - Q^2/r^2) g - \mathring{f} - \frac{ieQy\Phi}{2r^2} - i\epsilon \phi A.
\]

There are only three nontrivial components of Einstein’s equations. By the \( uv \) and \( vu \) components of Einstein’s equations in Eqs. (5), \( f \) and \( \mathring{f} \) can be solved by following integrations,

\[
f = F_1(u) \exp \left[ 4\pi \int_{v_0}^{v} \frac{[\Phi - \phi]^2 r'}{r} dv \right],
\]

\[
\mathring{f} = \frac{1}{r} \int_{v_0}^{v} [1 - Q^2/r^2] f r' dv + \frac{F_2(u)}{r}.
\]

Here functions \( F_1(v) \) and \( F_2(v) \) are defined by boundary conditions. We see that in this system, there are only two time-evolution equations (9) and (12). The solution at a given \( v \) depends only on the solution in \( \tilde{v} < v \).

The \( uu \) component of Einstein’s equations linearly depends on others and can be used to check the accuracy of numerical computation. By combining the \( uu \) and \( uv \) components of Einstein’s equations, we have

\[
K(u, v) = \partial_u \ln(\mathring{f}/f) + \frac{\mathring{f} - \mathring{f}/f - Q^2 f}{2r^3} - 8\pi r T_{uu}/\mathring{f} = 0,
\]

where

\[
T_{uu} = |\partial_u \phi|^2 + ieA(\phi \partial_u \phi^\dagger - \phi^\dagger \partial_u \phi) + e^2 A^2 |\phi|^2.
\]

Eq. (14) is used to check the precision in the progress of time evolution. The time partial derivatives are computed by 4th order center difference method with previous two steps and later two time steps. The deviation of (14) can describe the error of our numerical algorithm.

In spherically symmetric spacetime, Misner-Sharp mass is a very useful quantity. In the investigation on the gravitational collapse, this mass is a very important because it shows some scaling relation with respect to the parameter of initial family [1]. The Misner-Sharp mass function is given by,

\[
M(u, v) = \frac{r}{2} (1 - f / f + Q^2/r^2).
\]

Here \( r \) is a function of \( u, v \) and \( Q \) is defined by integration (10).

B. Boundary conditions and gauge fixing

Now let us consider the boundary conditions. In this paper, we consider the system with a perfectly reflecting mirror at a fixed radius \( r = R \) for matter field. There are two boundaries which locate at the curves of \( r(u, v) = 0 \) and \( r(u, v) = R \), respectively. In the null coordinates, these two boundaries are both dynamic and evolve with the null time \( u \), which bring some difficulties when we perform numerical simulation by finite difference method. We will discuss the details about how to impose boundary conditions in numerical computations in section III A.

First we impose regular conditions for all the functions at the origin point \( r = 0 \). i.e., all the quantities are finite and smooth at \( r = 0 \). Then we have \( F_2(u) = 0 \) and \( F_1(u) \) should be finite. From the expressions in Eqs. (8) and (13), this condition implies following Taylor’s expansions,

\[
\mathcal{F} = F_0 + F_1 r + F_2 r^2 + \cdots.
\]

Here \( \mathcal{F} = \{ \Phi, \phi, f, \mathring{f} \} \). Take this expressions into the integrations (8) and (13), we can get their relationships, which are very useful when we make numerical computations. At the first order, we see that,

\[
\mathring{f}(u, v)|_{r=0} = f(u, v)|_{r=0} = F_1(u), \quad \Phi(u, v)|_{r=0} = \phi(u, v)|_{r=0}.
\]

We see that function \( F_1(u) \) is free in this system. The fact that the equations of motion cannot define the function of \( F_1(u) \) reflects the gauge freedom of parameterization of time. By this gauge freedom, we can choose,

\[
F_1(u) = 1.
\]

This is done usually in some papers. This choice can lead some convenince when we compute the proper time at the origin point because it is just the coordinate time. However, it is not convenient to find the time and position of black hole formation as we can see later that \( f, \mathring{f} \) must diverge when apparent horizon appears. This will break the stability for time-evolution equation of \( \Phi \) in Eq. (12). In this paper, we will choose the gauge,

\[
f(u, v)|_{r=R} = 1.
\]

By the integration for \( f \) in (13), it is equivalent to the gauge choice,

\[
F_1(u) = \exp \left[ -4\pi \int_{v_0}^{v} \frac{\Phi - \phi^2 r'}{r} dv \right].
\]

Here \( v_m(u) \) is defined by the equation \( r(u, v_m(u)) = R \). When black hole begins to form, \( f \) and \( \mathring{f} \) are both bounded, so that Eq. (12) can be stable in numerical calculation. But in this gauge choice, the proper time at the origin point is no longer the coordinate time. In fact, it is given by,

\[
\tau(u) = \int_{0}^{u} \sqrt{f(\bar{u}, v)\mathring{f}(\bar{u}, v)}|_{r=0} d\bar{u} = \int_{0}^{u} F_1(\bar{u}) d\bar{u}.
\]
The black hole will form when \( u \to \infty \), but the proper time at the origin point \( \tau \) is finite. At the finite boundary \( r \to R \), we need not to specify conditions for metric functions. As the same as in Ref. [11], we impose the Dirichlet’s condition for \( \phi \) as,

\[
\phi(u, v)|_{r=R} = 0. \tag{23}
\]

In this system, to perform the evolution, we need to give out the initial values of \( r(0, v) \) and \( \Phi(0, v) \). There is no any requirement for them except that \( r(0, v) \) is monotonous with respect to \( v \). We will set,

\[
r(0, v) = v. \tag{24}
\]

This setting does not lose the generality, because for any initial setting \( r(0, v) = h(v) \), we always can redefine the \( v \) such as \( v \to h(v) \) which makes no difference in physics. The initial value \( \Phi(0, v) \) will be specified latter when we make numerical calculation.

C. Trapped surface and apparent horizon

The trapped surface and apparent horizon can be obtained by standard steps. The null tangent vector field for out-going null geodesics congruence is,

\[
k_\mu dx^\mu = -fdu. \tag{25}
\]

However, it is not in its form of affine parameter. It can be found that,

\[
k^\mu \nabla_\mu k_\nu = \kappa k_\nu \tag{26}
\]

with

\[
\kappa = \frac{\dot{f}}{f}. \tag{27}
\]

In fact for any function \( a(u, v) \neq 0 \), the vector,

\[
\tilde{k}_\mu = a(u, v)k_\mu, \tag{28}
\]

is also a null tangent vector field for out-going null geodesics congruence. The expansion for out-going null geodesics congruence tangent to \( \tilde{k}_\mu \) is,

\[
\theta = \nabla^\mu \tilde{k}_\mu - \alpha \kappa = \frac{2\ddot{f}a}{fr}. \tag{29}
\]

To remove the coordinate singularity at the origin point \( r = 0 \), we can choose \( a = r/2 \). This is just for convenience when we make numerical computations.

The initial apparent horizon is given by \( \theta = 0 \), i.e., \( \ddot{f}/f = 0 \). From the expression in (13), the expansion is independent of the gauge choice for \( F_1(u) \). So different gauge choices for \( F_1(u) \) can give same apparent horizon. If we choose gauge \( F_1(u) = 1 \), then \( f(u, v) > 1 \) and \( \dot{f}(u, v) > 1 \). So when apparent horizon forms, \( f(u, v) \) and \( \dot{f} \) must be infinite. This will lead that the equation for \( \Phi \) in Eq. (12) is unstable. As a result this gauge choice is bad for finding the black hole formation. For the gauge choice in Eq. (21), we see that condition \( \ddot{f}/f = 0 \) means that \( f(u, v) \to 0 \) and \( \dot{f}(u, v) \to 0 \). Then the equation for \( \Phi \) in Eq. (12) is stable, which might be a better choice for performing numerical computation. However, in this gauge choice, we can never really reach the case \( \ddot{f}/f = 0 \), because the evolution of system will become slower and slower measured by null time \( u \). In practice, we can set a threshold value for \( \theta \).

III. NUMERICAL SETUP

A. Initial data

In this section we discuss our numerical solver in details. Especially, we will introduce how to deal with the timelike boundaries in the double null coordinates. We will also make some numerical checks to show the precision of our numerical solver.

The numerical results that we will present arise from a special family of initial value as,

\[
\Phi(0, v) = e^\epsilon \exp \left[ -\sigma_1^2 \tan^2 \left( \frac{u}{2R} \right) + iv/\sigma_2 R \right]. \tag{30}
\]

with four parameters \( \epsilon, \sigma_1, \sigma_2 \) and charge \( e \). Because there is a symmetry with \( e \to -e \) in the system, we set \( e \geq 0 \). Our solver is based on MATLAB R2010b. The main code and some simple guidance or examples can be downloaded from Ref. [14].

B. Timelike boundaries

A numerical simulation of gravitation collapse in an asymptotically flat case in such null coordinates was first performed by Goldwirth and Piran in Ref. [15] and improved by Refs. [16, 17] to study the scaling behavior of the black hole mass. Here we will mainly follow the algorithm proposed in Ref. [17]. But, in previous studies, one needs not to add any boundary condition except for at the origin point, which is not the case discussed in this paper. We improve the algorithm in Ref. [17] so that it can be suitable for our perfectly reflecting boundary conditions at \( r = R \). Our algorithm is as follows.

For the initial value \( r(0, v) = v \) and \( \Phi(0, v) \), we first discretize the spatial coordinate \( v \) into \( \{v_0, v_1, \ldots, v_N\} \) by equal interval \( \Delta v \) with \( v_0 = 0 \) and \( v_N = v_m = R \) and obtain the values of \( r(0, v) \) and \( \Phi(0, v) \) at these grid points \( \{r_0(0), r_1(0), \ldots, r_N(0)\} \) and \( \{\Phi_0(0), \Phi_1(0), \ldots, \Phi_N(0)\} \).

Except for the first 4 grid points of \( \Phi, f \) and \( \dot{f} \), we use composite 4th order finite difference to compute \( v' \) and Simpson’s rule to compute integrations in (8), (10), (11) and (13), respectively. The first few grid points involve small \( r \), which may cause big error and cannot be numerically integrated directly. Instead, we compute them by
the 3rd order Lagrange interpolation. For example, for any integration,

\[ H = \int_0^u hr'dv = \int_0^r hdr, \tag{31} \]

we express \( h \) at first 4 grids as,

\[ h = h_0 + h_1 r + h_2 r^2 + h_3 r^3 \tag{32} \]

by the 3rd order Lagrange interpolation using the values of \( r \) and \( h \) at these grids. Then the value of integration (31) at these grids are obtained by this formula,

\[ H = h_0 r + h_1 r^2/2 + h_2 r^3/3 + h_3 r^4/4. \tag{33} \]

Further we obtain the time-evolution equations for \( r \) and \( \Phi \) at the spatial grid at this moment. By 4th order explicit fixed step Runge-Kutta method, we can obtain the next step of \( \{x_0(\Delta u), x_1(\Delta u), \ldots, x_N(\Delta u)\} \) and \( \{\Phi_0(\Delta u), \Phi_1(\Delta u), \ldots, \Phi_N(\Delta u)\} \). To keep the numerical stability, the 6th order dispersion term is implied. Theoretically, our algorithm has 4th convergence in spatial difference.

Before going to the next step, we have to be careful to deal with the boundary conditions. As once a null trajectory arrives at the origin \( r = 0 \), it bounces and disperses along \( u = \text{const} \) to the boundary of \( r = R \). As in the null coordinates, 'time' is denoted by \( u \), this bounce will occur at an instantaneous time. Once the wave packet disappears at \( r = 0 \), a new wave packet will appear at the boundary of \( r = R \). The grid point is therefore lost when the light ray hits the origin. So we first need to check the values in \( \{r_0(\Delta u), r_1(\Delta u), \ldots, r_N(\Delta u)\} \) and delete the grid points corresponding to \( r < 0 \). Let \( r_i \) is the first point such that \( r_i > 0 \). We directly delete all the grids \( v < v_i \). On the other hand, as \( r_N(\Delta u) < R \), the boundary of \( r = R \) now is not covered by spatial grid points. We need to find position of \( r = R \) and may need to add some points into the spatial grid. To do so, we use the last a few grids (the number should be larger than 5) to obtain an approximately polynomial expression \( r = \mathcal{R}(v) \) and \( v = \mathcal{V}(r) \) by 3rd order Lagrange interpolation. Then the boundary \( r = R \) will locate at,

\[ v = v_m = \mathcal{V}(R), \tag{34} \]

If \( v_m - v_N < \Delta v \), we don’t need to add any point. Otherwise, we need to add some new points such that \( \{v_{N+1}, v_{N+2}, \ldots, v_{N+k}\} \) and corresponding values of \( r \) such as \( \{r_{N+1}(\Delta u), r_{N+2}(\Delta u), \ldots, r_{N+k}(\Delta u)\} \) into the grid. Here \( k \) is the integral part of \( (v_m - v_N)/\Delta v \) and \( v_{N+j} = v_N + j\Delta v, r_{N+j}(\Delta u) = \mathcal{R}(v_{N+j}). \) The

\[ \text{FIG. 1. The schematic diagram for the process to deal with boundary conditions.} \]

values of \( \phi \) at these additional points are also obtained by 3rd order Lagrange interpolation at the grid points \( \{v_{N-2}, v_{N-1}, v_N, v_m\} \) and their values of \( \phi, \{\phi_{N-2}(\Delta u), \phi_{N-1}(\Delta u), \phi_N(\Delta u), 0\}. \) Here we have used the boundary condition \( \phi(u,v)|_{r=R} = 0 \). With the relation \( \Phi = \phi + r\phi'/r' \), we can get the values of \( \Phi \) at these added points.

Now we obtain the grids \( \{v_i, v_{i+1}, \ldots, v_{N+k}\} \) at the new time and the function values of \( r \) and \( \Phi \) at these grid points such as \( \{r_i, r_{i+1}, \ldots, r_{N+k}\} \) and \( \{\Phi_i, \Phi_{i+1}, \ldots, \Phi_{N+k}\} \). Then we use them as the initial values of next step. A schematic diagram for process of discarding and adding points is shown in Fig.1. To be accurate, the time step \( \Delta u \) is determined so that in each step the number of added points is no more than 1, so we need,

\[ \Delta u \leq 2\Delta v. \tag{35} \]

This process is iterated as many times as necessary until the minimum value of \( f/f \) is less than a threshold value which suggests that an apparent horizon appears and black hole begins to form. An example of numerical solution for \( \phi \) normalized with the total mass \( M_0 \) is shown in Fig. 2. It is clearly seen how the bounce happens when the wave packet arrives at the origin point and a new wave packet appears at the boundary of \( r = R \).

\[ \text{C. Tests} \]

In this subsection, various tests will be made to show the correctness and accuracy of our numerical solver as well as the consistency of the finite difference method used to evolve the system. We use a variety of diagnostic tools, including monitoring of the additional equation (14), the conserved quantities and convergence tests of the primary dynamical variables.

---

1. Here we say ‘this moment’ because the boundaries of \( r = 0 \) and \( r = R \) are evolutive with respect to null time \( u \) and spatial grid points are different at different time.
In order to monitor the evolution of Eq. (14), we define the $l_2$ norm for any function $F(u)$ as,

$$E(F) = \| F \|. \tag{36}$$

Here $\| \cdot \|$ means the root mean square value at the $v$-grids. A typical result for the error of $uu$-component of Einstein’s equations $E(K)$ at different proper time of origin point is shown in Figs. 3(a). This is the most important indicator for the accuracy in our algorithm. The total charge $Q_0$ contained inside the mirror is a conserved quantity. The charge contained within the sphere of radius $r$ is obtained directly from integration (10) by solving the system and $Q_0 = Q(u,v)_{r=R}$. The deviation of the total charge from its initial value is defined as,

$$\delta Q(\tau) = |1 - Q(\tau)/Q_0|. \tag{37}$$

The typical values of $\delta Q(\tau)$ for different spatial step length are plotted in Figs. 3(b). This is another indicator for the accuracy in our algorithm.

The convergence test should also be considered. It is more convenient to choose $E(K)(u)$ and $\delta Q(\tau)$ as the test functions since the exact values of them are both zero. Let $\mathcal{F}(u)$ stand for $E(K)(u)$ or $\delta Q(\tau)$, then a discrete approximation to it computed at finite difference resolution $\Delta v = h$ is denoted by $\mathcal{F}(u; h)$. Fixing initial data, if the computation is $n$-th order convergent, we can expect that when $h$ is small enough,

$$\mathcal{F}(u; h) = h^n \mathcal{F}_n(u) + O(h^{n+1}). \tag{38}$$

We perform a sequence of calculations with resolutions $h$ and $h/2$ and then compute a convergent order as,

$$n = \log_2[\mathcal{F}(u; h)/\mathcal{F}(u; h/2)]. \tag{39}$$

From Figs. 3(c), we see that $n = 3 \sim 5$, which provides clear evidence that the solver is better than the third order convergence throughout the time evolution.

Theoretically, our numerical algorithm should have 4th order convergence. The deviation arises in handling the boundary conditions. This can be seen by comparing Figs. 3(a-c) with (d), which shows that the peaks appearing in Figs. 3(a-c) always happen at the time when the wave packet arrives at the origin point. This can be understood as follows. To obtain the function values at the boundary $r = R$, we use the 3rd Lagrangian interpolation, which gives the 3rd global accuracy. When the wave packet reaches the origin point or just appears at the boundary of $r = R$, because of 3rd Lagrangian interpolation, the accuracy is just 3rd order. When the wave packet is away from the boundary of $r = R$, the effects caused by the handling of boundary conditions are negligible as the functions of $\phi$ and $\Phi$ are near zero in the region near $r = 0$ or $r = R$. Then the error is dominated by the algorithms of spatial integration and time evolution, which gives nearly a 4th order convergence.

Generally speaking, our algorithm shows a 3rd convergence.

Higher order interpolations will lead instability because of the Runge’s phenomenon.
As we introduced in section I, one of main advantages using the double null coordinates is that it has higher efficiency when a black hole forms. The reason why the double null coordinates are more efficient than the usual Schwarzschild coordinates can be understood as follows. In the usual Schwarzschild spherical coordinates \{t, r, \theta, \phi\} with the metric form taken in Ref. [11], the fields will change along \(r\)-direction rapidly in a very small spatial region near the horizon. To obtain a precise result, we have to make the step be so small that there are enough grids in this narrow region. However, in our null coordinates, though the spatial step in the null-spatial direction \(v\) is still uniform, the physical distance is highly non uniform. In fact, as the apparent horizon begins to form, the grids will be more and more concentrated on the place where apparent horizon begins to form so that the changes of fields with respect to \(v\) are still smooth.

Fig. 4 is a typical example showing a comparison between the expansions of \(r\) = constant null surface in the usual Schwarzschild spherical coordinates and double null coordinates. From Fig. 4(a), we see that we have to set the threshold value of expansion is small enough so that we can get a reasonable value of \(r_h\) (comparing the green line and blue line in the inset of Fig. 4(a)). However, when \(\theta \to 0\), the expansion will have a very narrow peak. To cover such sharply changing region, we have to make the \(r\)-grid refined enough so that there are enough grids in this narrow region. In uniform grids, one needs at least \(10^5\) order in the number of grid points in spatial direction. On the other hand, in the double null coordinates, we see that there is no any peak and the expansion near the horizon is smooth. To obtain the same accuracy, we need only about \(10^3\) grids in the spatial direction.

IV. NUMERICAL SIMULATIONS

A. Multiple critical collapse

From this subsection, we will present our numerical results. A complex scalar with an additional self-interacting potential in a fixed AdS background with Maxwell field has been studied in Ref. [22]. Here in our setup, the Maxwell field and gravitational fields are both dynamical. We will first study the black hole formation in this system, i.e., the strong field case. Here we fix \(\sigma_1 = \sigma_2 = 1/4, R = 1\). Our main results are shown in Fig. 5.

In the case of \(e = 0\), our model is just the one with two massless scalar fields minimal coupling with gravitational field, so the results are very similar to what have been obtained in Ref. [11]. We see that there are a series of critical amplitudes \(\epsilon_n (n = 0, 1, 2, \cdots)\) which give zero initial mass for black hole and the horizon formation time exhibits jumps of size \(\Delta \tau \approx 2\). This coincidence is also the evidence to show our solver and algorithm are effective and accurate. However, our solver and algorithm have an obvious advantage. In our double null coordinates, we just take about 3 hours to obtain all the data in Fig. 5. This advantage can release us from long time waiting for the numerical results and gives us more time to try different cases, which can make us obtain more guidances from numerical results to understand physics behind.

Our interest of course is the case with \(e \neq 0\). In Fig. 5(a) and (c), we plot the values of initial black hole mass \(M_h\) and the formation time \(\tau\) at the origin point with respect to \(\epsilon\) when \(e = 0, 0.2\) and 0.4, respectively. In our scanning region for \(\epsilon\) and the initial family (30), the black hole will always form and the influence of charge change is just to increase the initial black hole mass. Our numerical results show that the critical amplitudes are dependent of the value of \(\epsilon\) very weak and the lines for different charge are nearly coincident with each other. In very step of Fig. 5(c), the formation times for different charges are also very close. For larger \(\epsilon\), because of the strong repulsive force coming from Maxwell field, the change of expansion \(\theta\) near the horizon formation varies very slowly, we can’t confirm if a black hole forms.

Except for the initial horizon radius, the initial charge
FIG. 5. (a): The mass $M_h$ contained within the initial apparent horizon vs amplitude $\epsilon$ with different charge $e$. (b): The charge contained in initial apparent horizon. Note that there are gaps when amplitudes tend to critical values from the subcritical direction. (c): The proper time $\tau$ at the origin point when the black hole forms with respect to amplitude $\epsilon$ in different charge $e$. The lines of $\tau$ for different $e$ are nearly coincident with other. (d): the ratio between the mass and charge contained in the initial apparent horizon. Similar to the case in (c), there are gaps when amplitudes tend to critical values from the subcritical direction. The initial value we take is shown in Eq. (30) with $\sigma_1 = \sigma_2 = 1/4, R = 1, e = 0.3$.

Q_h contained in the apparent horizon when a black hole forms is also a very important quantity. From Fig. 5(b), we see that it has a similar behavior as the initial black hole mass. As the amplitude approaches to its critical value from the supercritical direction, $Q_h$ also tends to zero. As the values of charge and mass contained in the initial apparent horizon both tend to zero near the critical amplitudes, the ratio of them is also an interesting quantity. In Fig. 5(d), we plot the value $Q_h/M_h$ for different charges and amplitudes. There is a jump behavior with respect to amplitude. Our numerical results show that $Q_h/M_h$ tends to zero as the amplitude tends to the critical value from the supercritical direction. This means that the black hole charge tends to zero faster than its mass and the initial black hole will more and more neutral. This result has also been found in the same system without the reflecting mirror in Ref. [18]. Our results imply that the reflection boundary condition does not change this behavior.

In the recent work in Ref. [12], a mass gap for critical gravitational collapse in asymptotically AdS space-time was found by numerical simulation. We find that this gap can also appear in the asymptotically flat space-time with perfectly reflecting boundary. In addition, there is also a gap for charge contained in the initial apparent horizon. Our results imply that such a gapped behavior for the critical solutions is a universal phenomenon in the closed system in gravitational collapse. In Fig. 6, we plot typical results of the mass and charge contained in the initial apparent horizon for the first critical solution.

B. Critical exponents at different critical points

As we have shown, the double-null coordinates are very suitable for studying the behavior near the critical amplitudes. In this subsection, we will pay attention to the
scaling behaviors near the critical amplitudes.

The first group of scaling relations is on the mass $M_h$, and charge $Q_h$ with respect to the tuning parameter $\epsilon$ in initial family and charge $e$, which can be characterized by following three relationships as,

$$
\begin{align*}
M_{h\epsilon=0} & \propto (\epsilon - \epsilon_{n0})^{\beta_n^+}, \quad \epsilon \to \epsilon_{n0}^+ , \\
\lim_{\epsilon \to 0} Q_{h\epsilon}/e & \propto (\epsilon - \epsilon_{n0})^{\gamma_n^+}, \quad \epsilon \to \epsilon_{n0}^+ , \\
M_{h\epsilon=\epsilon_{n0}} & \propto |e|^{2-\alpha_n^+}, \quad \epsilon \to 0, \text{ and if } \epsilon_n < \epsilon_{n0}.
\end{align*}
$$

(40)

Here index $n = 0, 1, 2, 3, \cdots$, which stands for the different critical amplitudes. $\epsilon_n$ is the $n$-th critical amplitude for fixed charge $e$ and $\epsilon_{n0}$ is the $n$-th critical amplitude when $e = 0$. The third scaling relationship in (40) exists only when $\epsilon_n < \epsilon_{n0}$.

In the case of asymptotically flat spacetime without reflection mirror, there is only one critical solution. When the reflection mirror is imposed, there are multiple critical solutions so that the critical exponents may be different at different critical amplitudes. But after $n$ reflections from the mirror boundary, locally asymptotic Chopin’s solution [1] will form because critical solution only depends on the local properties near the origin point. Then from the discussions in Ref.[1] and Refs.[18, 20], we find that indeed the critical exponents $\beta_n^+ \approx 0.37$ and $\gamma_n^+ \approx 0.88$, independent of $n$. Except for the four scaling relationships in Eqs. (40), other two scaling relations were first proposed in Ref. [23] to characterize the influence of interaction on critical amplitudes and formation time of black hole. In the current case, they are,

\begin{align*}
\chi_{\epsilon_n} = \partial\epsilon_n/\partial e \propto |e|^{\beta_n}, \quad e \to 0 \\
\chi_{\epsilon_n}^+ = \lim_{\epsilon \to 0} \partial\tau/\partial e \propto (\epsilon - \epsilon_{n0})^{-\gamma_n^+}, \quad \epsilon \to \epsilon_{n0}^+.
\end{align*}

(41)

The scaling equations (40) and (41) with five critical exponents $\{\beta_n^+, \delta_n^+, \alpha_n^+, \delta_n, \gamma_n^+\}$ give out the critical behaviors when $\epsilon \to \epsilon_{n0}$ and $\epsilon \to 0$. However, the five critical exponents are not independent with each other. Based on the result in Ref. [19], $\beta_n^+, \alpha_n^+$ and $\delta_n$ satisfy the following universal relationship,

$$
\beta_n^+(\delta_n + 1) + \alpha_n^+ = 2.
$$

(42)

For a given charge $e$, if we treat the expansion $\theta$ at the origin point as a function of $\epsilon$, then finding critical solution becomes an eigenvalue problem, i.e., finding suitable $\epsilon_n$ such that $\theta|_{\epsilon=0} = 0$. As the equations of motion for matter field and metric are all smoothly dependent on charge $e$, we can assume that the eigenvalue $\epsilon_n$ is a function of $e$. Taking the symmetry $e \to -e$ into account, we can make a Taylor’s expansion for $\epsilon_n$ as,

$$
\epsilon_n = \epsilon_n^{(0)} + e^2\epsilon_n^{(1)} + \cdots.
$$

(43)

Here $\epsilon_n^{(k)}, k = 0, 1, 2, \cdots$ are independent of $e$. Take (43) into the first one of (41), we can obtain that,

$$
\delta_n = 1.
$$

(44)

FIG. 7. (a): The mass contained in the initial apparent horizon vs amplitude $\epsilon$ when $\epsilon \to \epsilon_{n0}^+$ for $n = 0$ and 1. (b): The charge contained in the initial horizon vs amplitude $\epsilon$ when $\epsilon \to \epsilon_{n0}^+$ for $n = 0$ and 1. (c): The periodic structure of the deviation in mass scaling relation. (d): The periodic structure of the deviation in charge scaling relation.
Put (44) into (42), we can find that \(2 - \alpha_n^+ = 2\beta_n^+\). The value of \(\alpha_n^+\) was first computed in Ref. [18] by numerical fitting and showed \(2 - \alpha_n^+ \approx 2\beta_n^+.\) Here we used scaling (42) with (44) to confirm this analytically. This is in agreement with our numerical fitting shown in Table I. However, when \(n \geq 1\), numerical simulation shows that \(\chi_{\epsilon_n} > 0\), which means that for any given \(\epsilon \neq 0\), the critical amplitude \(\epsilon_n\) is always larger than \(\epsilon_{n0}\). So the critical exponent \(\alpha_n^+\) does not exist for \(n \geq 1\).

In an open system, there is a sub-leading correction appearing in the mass scaling relationship in Eqs. (40). In the asymptotically flat space-time with massless real scalar field, such a sub-leading correction is a periodic function of the critical separation \(\ln(\epsilon - \epsilon^*)\) with the period \(\Omega = \Delta/(2\beta)\) [24]. Here \(\Delta\) is the echoing period which shows a discrete self-similar behavior [1]. Such a periodic structure in the sub-leading correction for scaling relationships is the performance of discrete self-similarity. In the closed system, such as the asymptotically AdS space-time, such a periodic correction for the scaling relationships when \(\epsilon \to \epsilon_{n0}^+\) also appears [12].

In Fig. 7, we examine the sub-leading corrections in the mass and charge scaling relationships for the first two critical solutions when \(\epsilon \to \epsilon_{n0}^+\). In Fig. 7(n) and (b), we plot the fitting results for \(\ln M_h\) and \(\ln [Q_h/e]\) with respect to \(\ln(\epsilon - \epsilon_{n0})\) for \(n = 0\) and 1, respectively, which shows that the numerical results obey the scaling relationships (40) very well. Then in Fig. 7(c) and (d), we plot the deviations from the fitting curves. A periodic structure can be clearly seen in Fig. 7(c) and (d) both for mass and charge when \(n = 0\) or 1. According to the four curves in Fig. 7(c) and (d), we find that the values of \(\Omega\) are very close to each other and \(\Delta \approx 3.43\), which is the same as the case without the reflection mirror found in Refs [1, 17].

In the case with \(\epsilon \to \epsilon_{n0}^-\), we can also define a group of critical exponents \(\{\beta_n^-, \alpha_n^-, \delta_n^-, \eta_n^-\}\) in a way as,

\[
\begin{align*}
(M_h - M_{ng})_{\epsilon = e0} &\propto (\epsilon - \epsilon_{n0})^{\beta_n^-}, \quad \epsilon \to \epsilon_{n0}, \\
\lim_{\epsilon \to e0} e^{-1}(Q_h - Q_{ng}) &\propto (\epsilon - \epsilon_{n0})^{\alpha_n^-}, \quad \epsilon \to \epsilon_{n0}, \\
(M_h - M_{ng})_{\epsilon = \epsilon_{n0}} &\propto |\epsilon|^2^{-\alpha_n^-}, \quad \epsilon \to 0, \quad \text{and} \quad \epsilon_n > \epsilon_{n0} \\
\chi_{\epsilon_n} &\propto \frac{\partial \tau}{\epsilon \partial \epsilon^2} \propto (\epsilon - \epsilon_{n0})^{-\eta_n^-}, \quad \epsilon \to \epsilon_{n0}.
\end{align*}
\]

(45)

Here \(M_{ng}\) and \(Q_{ng}\) are the gaps of mass and charge contained in the initial apparent horizon for the \(n\)-th critical solution when \(\epsilon \to 0\). The third scaling relationship in (45) exists only when \(\epsilon_n > \epsilon_{n0}\). According to the results in Ref. [19], there is also a scaling law for \(\beta_n^-\) and \(\delta_n^-\),

\[
\beta_n^-(\delta_n + 1) + \alpha_n^- = 2. \quad (46)
\]

This means that only one is independent in \(\beta_n^-\) and \(\delta_n^-\). As only when \(n \geq 1\) can \(\epsilon_n\) be larger than \(\epsilon_{n0}\), \(\alpha_n^-\) does not exist.

To compare with the case with \(\epsilon \to \epsilon_{n0}^+\), we also examine the deviations in the mass and charge scaling relations for the first two critical solutions, which are shown in Fig. 8. We find that the critical exponents are different from the case in Fig. 7. In addition, the critical exponent \(\beta_n^- \approx 0.36\), which is also different from its counterpart in the asymptotically AdS spacetime reported in Ref. [12], where numerical result shows that \(\beta_n^- \approx 0.70\). In the gapless case when \(\epsilon \to \epsilon_{n0}^+\), we know that the values of \(\beta_n^+\) in the asymptotically AdS space-time share the same value as in the asymptotically flat space-time, because the scaling behavior happens in the infinitesimal region \((r \to 0)\) and the influence of cosmological constant can be ignored. However, in the gapped case when \(\epsilon \to \epsilon_{n0}^-\), the influence of cosmological constant cannot be ignored so that the critical behavior and exponent are different.

Different from the case in Fig. 7, the numerical error is too large to give out the information about the sub-leading term. This is due to the fact that when the amplitude approaches to \(\epsilon_n\), the singularity will appear in the origin point (when \(\epsilon = \epsilon_n\), the horizon radius is zero and the singularity appears at \(r = 0\)), which leads the Taylor’s expansion in Eq. (32) loses its accuracy. As the periodic structure in the sub-leading term is a manifestation of discrete self-similarity, it is worth to im-
proving the algorithm so that the sub-leading terms can be determined. We hope we can report this in the future.

The values of $\eta_1^\pm$ can only be obtained by fitting the formation time of black hole at the critical solutions for different charge $e$. Our results show that $\eta_1^+ \approx 0.57$ and $\eta_1^- \approx 0.91$, which are also independent of $n$.

In Table 1, we show our numerical fitting results by our algorithm about the five exponents for the first two critical solutions with a given initial family. The results show the agreement with the scaling laws (42).

V. SUMMARY

In this paper, we proposed a new method based on the double-null coordinates to investigate the multiple critical gravitational collapse of charged scalar field in closed system and studied the influence of charge on the multiple critical phenomena in gravitational collapse. The background we consider is the asymptotically flat space-time. Our results show that the periodic structure in the their sub corrections can be understood well from the Lyapunov’s exponents and renormalization group [7]. The periodic structure in the their sub corrections can also be understood by treating the Choptuik’s solution as an eigenvalue problem [6]. However, to understand the gapped critical behaviors in closed system is still poor. It l needs more investigation in future.
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