Abstract

In this paper we are dealing with the Reflection Equation algebra $\mathcal{M}(R)$, associated with a $GL_N$ type Hecke symmetry $R$. In this algebra we define the $q$-analogs of the partial derivatives $\partial_i^j$ in generators $m_j^i$ of $\mathcal{M}(R)$. The product $\hat{L} = MD$ of two matrices $M = \|m_j^i\|$ and $D = \|\partial_i^j\|$ turns out to be a generating matrix of a modified Reflection Equation algebra $\hat{\mathcal{L}}(R)$ which is similar to the universal enveloping algebra $U(gl_N)$ in many aspects. Central elements of the modified Reflection Equation algebra give rise to $q$-Casimir operators in a representation of $\hat{\mathcal{L}}(R)$ in the algebra $\mathcal{M}(R)$.

We perform a spectral analysis of the first $q$-Casimir operator and formulate a conjecture about the spectrum of the higher ones. At last, we define the normal ordering for the $q$-differential operators and introduce the $q$-cut-and-join operators. In several explicit examples we express some of $q$-cut-and-join operators via the $q$-Casimir ones by analogy with the classical case.
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1 Introduction

Let $N^2$ elements $m^i_j$, $1 \leq i, j \leq N$, be generators of the coordinate ring of the commutative algebra $\text{Sym}(gl_N)$. We denote by $\partial_j^i = \partial/\partial m^i_j$ the partial derivative in the indeterminate $m^i_j$.

Consider the matrix $\hat{L} = MD$, where $N \times N$ matrices $M = ||m^i_j||$ and $D = ||\partial_j^i||$ are composed of the generators and the partial derivatives respectively. Hereafter the lower index enumerates the rows of a matrix, while the upper one — the columns. Note, that the entries $\hat{L}_{ij}^l$ of the matrix $\hat{L}$ meet the commutation relations:

$$[\hat{L}_{ij}^l, \hat{L}_{ik}^r] = \delta_{jk}^l \hat{L}_{ij}^r - \delta_{ij}^l \hat{L}_{ik}^r$$

and consequently generate the universal enveloping algebra $U(gl_N)$. As is well known, the elements $\text{Tr} \hat{L}^k$, $1 \leq k \leq N$, generate the center $Z(U(gl_N))$ of the enveloping algebra.

Let $\lambda = (\lambda_1, \ldots, \lambda_N)$ be a partition and $V\lambda$ be the corresponding irreducible finite dimensional $U(gl_N)$-module. The Schur lemma implies that the central elements of $U(gl_N)$ are represented by scalar operators on the spaces $V\lambda$ (we call them the Casimir operators). The eigenvalues related to $\text{Tr} \hat{L}^k$ were computed in [PP].

Lately, the following operators attracted a considerable interest:

$$W^\Delta =: \text{Tr} \hat{L}^{\Delta_1} \cdots \text{Tr} \hat{L}^{\Delta_k} :$$

where $\Delta = (\Delta_1, \ldots, \Delta_k)$ is a partition of a positive integer and colons $::$ denote the normal ordering. These operators play an important role in the Hurwitz-Kontsevich theory (see [MMN]) and are called the cut-and-join operators. Often, the operators $W^\Delta$ are expressed in terms of invariants $p_k = \text{Tr} M^k$ and partial derivatives in $p_k$. Namely, in this form the simplest cut-and-join operator was introduced in [Go].

The main objective of the present note is to introduce $q$-analogs of the Casimir and cut-and-join operators for the Reflection Equation (RE) algebra related to a $GL_N$ type Hecke symmetry $R$ and to perform the spectral analysis of some of these operators. Note that in this case the properties of the RE algebra are very similar to those of the enveloping algebra $U(gl_N)$.

By definition, a Hecke symmetry is a linear operator $R : V^{\otimes 2} \rightarrow V^{\otimes 2}$, $\dim_\mathbb{C} V = N$, which satisfies the so-called braid relation:

$$(R \otimes I)(I \otimes R)(R \otimes I) = (I \otimes R)(R \otimes I)(I \otimes R)$$

and the Hecke condition:

$$(qI - R)(q^{-1}I + R) = 0, \quad q \in \mathbb{C} \setminus \{\pm 1, 0\}.$$  \hfill (1.2)

Hereafter, $I$ stands for the identity operator or the unit matrix.

The well known example is the Hecke symmetry $R$ coming from the Quantum Group (QG) $U_q(sl_N)$. At the limit $q \rightarrow 1$ it turns into the usual flip $P$ (the permutation operator).

Below, we impose two additional requirements on a Hecke symmetry $R$: it should be skew-invertible and even. The first requirement enables us to define the so-called $R$-trace $\text{Tr}_R M$ of any $N \times N$ matrix $M$. The second requirement means that the Poincaré-Hilbert series, corresponding to the $R$-skew-symmetric algebra $\Lambda_R(V)$ of the basic space $V$, is a monic polynomial. The degree $m$ of this polynomial is called the rank of $R$ and in general $m \leq N = \dim_\mathbb{C} V$.

If $R$ satisfies the above requirements it is called a $GL_m$ type Hecke symmetry (see [GPS1] for more detail). In the present paper we mostly deal with $m = N$, this case includes in particular the Drinfeld-Jimbo and Cremmer-Gervais $R$-matrices.

---

1 Usually, these operators have some normalizing factors, motivated by representation theory of symmetric groups. We disregard these factors.
Remark 1 There exist a lot of examples of Hecke symmetries with the rank $m < N$ which are not deformations either of the usual flips or of the super-flips (see [G]).

With any $GL_N$ type Hecke symmetry $R$ we associate two versions of the RE algebras — modified and non-modified ones. The modified RE algebra $\hat{\mathcal{L}}(R)$ is a unital associative algebra generated by entries of a matrix $\hat{L} = \|\hat{L}_{ij}\|_{1 \leq i, j \leq N}$ subject to the following system of quadratic-linear relations
\[
R\hat{L}_1 R\hat{L}_1 - \hat{L}_1 R\hat{L}_1 R = R\hat{L}_1 - \hat{L}_1 R, \quad \hat{L}_1 = \hat{L} \otimes I. \tag{1.3}
\]
The non-modified RE algebra $\mathcal{M}(R)$ is defined by a homogeneous quadratic system of relations on entries of the generating matrix $M = \|m_{ij}\|:\nRM_1 RM_1 - M_1 RM_1 R = 0, \quad M_1 = M \otimes I.$

Note that for any Hecke symmetry $R$ the RE algebra $\mathcal{M}(R)$ is isomorphic to the modified RE algebra $\hat{\mathcal{L}}(R)$. Moreover, for a Hecke symmetry $R$ the algebras $\mathcal{M}(R)$ and $\hat{\mathcal{L}}(R)$ can be treated as the same RE algebra written in two different sets of generators $m_{ij}$ and $\hat{L}_{ij}$ connected with each other by a simple linear shift:
\[
M = I - (q - q^{-1})\hat{L}. \tag{1.4}
\]

Nevertheless, we shall distinguish these two versions of the RE algebra and use the different notation $\mathcal{M}(R)$ and $\hat{\mathcal{L}}(R)$ for them. One of the reasons is that the substitution (1.3) is singular at the limit $q \rightarrow 1$ and, consequently, we get different classical limits $q \rightarrow 1$ for $\mathcal{M}(R)$ and $\hat{\mathcal{L}}(R)$. Indeed, if $R \rightarrow P$ as $q \rightarrow 1$, the algebra $\mathcal{M}(R)$ tends to $\text{Sym}(gl_N)$, whereas the algebra $\hat{\mathcal{L}}(R)$ tends to $U(gl_N)$.

For any $GL_N$ type Hecke symmetry $R$, the algebra $\hat{\mathcal{L}}(R)$ (respectively $\mathcal{M}(R)$) has a large center similar to the center of the algebra $U(gl_N)$. In particular, the center is generated by the elements $\text{Tr}_R\hat{L}^k$ (respectively $\text{Tr}_R M^k$), called the power sums. Besides, it is possible to define $q$-analogs of the partial derivatives $\partial_i^I$ in the algebra $\mathcal{M}(R)$. In the full analogy with the classical case, the matrix $\hat{L} = MD$, where $D = \|\partial_I^i\|$, generates the modified RE algebra $\hat{\mathcal{L}}(R)$, which is similar to the enveloping algebra $U(gl_N)$.

In [GPS1] we constructed $\hat{\mathcal{L}}(R)$-modules which are $q$-analogs of the $U(gl(N))$-modules $V_\lambda$. Conjecturally, the modules $V_\lambda$ are irreducible$^3$ for a generic $q$. Up to this conjecture, the central elements of the algebra $\hat{\mathcal{L}}(R)$ are represented by scalar operators in these modules.

It is also true for the Casimir operators of the modified RE algebra $\hat{\mathcal{L}}(R)$ represented as operators acting onto another (non-modified) copy of the RE algebra $\mathcal{M}(R)$ provided the action is a $q$-analog of the $U(gl_N)$ representation by the right-invariant vector fields on the algebra $\text{Sym}(gl_N)$. We perform the spectral analysis of the first Casimir operator. In this analysis an important role is played by some idempotents belonging to the Hecke algebras. Using these idempotents, we define the $q$-Schur polynomials $s_\lambda(M) \in \mathcal{M}(R)$ and prove that they are eigenvectors of the $q$-cut-and-join operator.

This note is organized as follows. In the next section, we introduce a quantum double, giving rise to the quantum partial derivatives and to the relation $\hat{L} = MD$ similar to the

\[\text{If a Hecke symmetry } R \text{ is a deformation of the usual flip } P \text{ (for instance, it comes from } U_q(sl_N) \text{ or it is a Cremmer-Gervais symmetry), the algebra } \hat{\mathcal{L}}(R) \text{ can be treated as a two parameter deformation of the algebra } \text{Sym}(gl_N). \text{ The quasi-classical counterpart of this deformation is a Poisson pencil, generated by two brackets (see [GPS1]). By contrast, the QG } U_q(gl_N) \text{ is isomorphic to } U(sl_N) \text{ as an algebra, only its coalgebraic structure is deformed.}

\[\text{Note that the RE algebras admit representations different from those defined in [GPS1]. For instance, some examples of reducible but indecomposable representations were constructed in [S].}\]
classical one. Also, we introduce the $q$-Schur polynomials and power sums. Section 3 contains a spectral analysis of the first $q$-Casimir operator (which coincides with the first $q$-cut-and-join operator). In particular, we show that the $q$-Schur polynomials are its eigenvectors and find the corresponding eigenvalues. In the last section we introduce the “eigenvalues” $\mu_i$ and $\hat{\mu}_i$ of the quantum matrices $M$ and $\hat{L}$ respectively and formulate a conjecture for the spectrum of the higher $q$-Casimir and $q$-cut-and-join operators in terms of these eigenvalues. A few examples of the $q$-cut-and-join operators and their relations with the $q$-Casimir operators are exhibited.

The ground field is assumed to be $\mathbb{C}$. The parameter $q$ is assumed to be generic. In particular, this means that $q^k \neq 1$ for any integer $k > 1$.

## 2 Quantum Doubles and Casimir operators

Given two associative unital algebras $A$ and $B$, we assume that there exists a permutation map

$$\sigma : A \otimes B \rightarrow B \otimes A$$

preserving the algebraic structures of $A$ and $B$. If these algebras are defined via relations on their generators, this property means that the relations are preserved by $\sigma$ (for a more detailed definition see [GS2]). Using the map $\sigma$, one can convert the linear space $B \otimes A$ into the unital associative algebra with the product defined by the rule:

$$(b_1 \otimes a_1) * (b_2 \otimes a_2) = (m_B \otimes m_A) \circ (b_1 \otimes \sigma(a_1 \otimes b_2) \otimes a_2),$$

where $m_B$ and $m_A$ are the product operations in the algebras $B$ and $A$ respectively. Such an algebra $B \otimes A$ is called a quantum double (QD) of the algebras $A$ and $B$ if the map $\sigma$ is different from a (super-)flip. We denote the corresponding QD as $(A, B, \sigma)$ or simply $(A, B)$.

The algebras $A \simeq 1_B \otimes A$ and $B \simeq \hat{B} \otimes 1_A$ are subalgebras of the QD $(A, B)$ with respect to the above $*$ product since by definition $\sigma(1_A \otimes b) = b \otimes 1_A$ and $\sigma(a \otimes 1_B) = 1_B \otimes a$ for any $a \in A$, $b \in B$ (see [GS2]). The QD products $*$ of elements of the subalgebra $A$ and elements of the subalgebra $B$ will be called the permutation relations induced by the map $\sigma$:

$$(1_B \otimes a) * (b \otimes 1_A) = \sigma(a \otimes b).$$

If the algebra $A$ is endowed with a counit $\varepsilon_A : A \rightarrow \mathbb{C}$ (a one-dimensional representation), it is possible to define an action $\triangleright : A \otimes B \rightarrow B$ of the algebra $A$ onto $B$ by setting

$$a \triangleright b := (\text{Id} \otimes \varepsilon_A)\sigma(a \otimes b), \quad \forall a \in A, \ b \in B. \quad (2.1)$$

A typical example of a QD is the so-called Heisenberg double [IP], in which the roles of the algebras $A$ and $B$ are played respectively by an RE algebra $\mathcal{L}(R)$ and the so-called RTT algebra, defined via the same Hecke symmetry $R$.

In [GPS2] [GPS3] we have introduced a QD $(A, B, \sigma)$, where $A = \hat{L}(R)$, $B = \mathcal{M}(R)$ with the generating matrices $\hat{L}$ and $M$ respectively and the permutation map

$$\sigma : R\hat{L}_1RM_1 \rightarrow M_1R\hat{L}_1R^{-1} + RM_11_A. \quad (2.2)$$

By contrast with the mentioned Heisenberg double, this one is composed of two copies of RE algebras.

Also, we have introduced the matrix $D = M^{-1}\hat{L}$, whose entries are interpreted as $q$-partial derivatives in the entries of the matrix $M$. The matrix $D$ was shown to satisfy the matrix relation [GPS2]:

$$R^{-1}D_1R^{-1}D_1 = D_1R^{-1}D_1R^{-1}.$$
The permutation relations between the matrices $D$ and $M$ read as follows

$$D_1RM_1R = RM_1R^{-1}D_1 + R1_{B}1_{A}. \quad (2.3)$$

Below, we shall omit the unit factors $1_A$ and $1_B$ in order to simplify the formulas.

Note that our treatment of the entries of the matrix $D$ as analogs of partial derivatives is motivated by the following reason. If $R = P$, the relation (2.3) means that the entries of the matrix $D$ are just the usual partial derivatives in the entries of the matrix $M$, which commute with each other. In the general case, we call the entries of the matrix $D$ the quantum partial derivatives.

Observe that a particular case of such a QD, corresponding to the Quantum Group $U_q(sl_2)$, was considered earlier in some papers (see the references in [GPS3]).

Let us go back to the QD $(\hat{L}(R), \mathcal{M}(R), \sigma)$, where $\sigma$ is defined in (2.2). It is convenient to make a linear shift of generators in the modified RE algebra $\hat{L}(R)$ $L = I - (q - q^{-1})\hat{L}$ and pass to the QD $(\mathcal{L}(R), \mathcal{M}(R), \sigma)$, where the permutation map for new generators takes the form:

$$\sigma : RL_1RM_1 \rightarrow M_1RL_1R^{-1}.$$ 

The full list of the defining relations of this QD is as follows

$$RL_1RL_1 = L_1RL_1R, \quad RM_1RM_1 = M_1RM_1R,$$

$$RL_1RM_1 = M_1RL_1R^{-1}. \quad (2.4)$$

The equality (2.4) is a permutation relation between subalgebras $\mathcal{L}(R)$ and $\mathcal{M}(R)$.

This QD will play the main role in our considerations below. In particular we perform the spectral analysis of the Casimir operators of the subalgebra $\mathcal{L}(R)$ acting on the subalgebra $\mathcal{M}(R)$ in accordance with the rule (2.4).

The technical tools for describing a representation of $\mathcal{L}(R)$ in $\mathcal{M}(R)$ are given by the so-called $R$-matrix representations of the Hecke algebras $H_k(q)$, $k \geq 1$. Recall that a Hecke algebra $H_k(q)$ is generated by elements $1, \tau_1, \ldots, \tau_{k-1}$ subject to the relations

$$\tau_i \tau_{i+1} \tau_i = \tau_{i+1} \tau_i \tau_{i+1}, \quad 1 \leq i \leq k - 2,$$

$$\tau_i \tau_j = \tau_j \tau_i, \quad |i - j| \geq 2,$$

$$(q^1 - \tau_i)(q^{-1} 1 + \tau_i) = 0, \quad q \in \mathbb{C} \setminus \{\pm 1, 0\}.$$ 

A maximal commutative subalgebra in the Hecke algebra $H_k(q)$ is generated by the so-called Jucys-Murphy elements $J_i$, $1 \leq i \leq k$, which are defined by the recurrence relation (see [OP] for detail):

$$J_1 = 1, \quad J_i = \tau_{i-1}J_i\tau_{i-1}, \quad 2 \leq i \leq k.$$ 

With any Hecke symmetry $R$ we can associate the $R$-matrix representation of the Hecke algebra $H_k(q)$ in the space $V^\otimes k$ by the following map

$$\tau_i \mapsto R_i := I^\otimes(i-1) \otimes R \otimes I^\otimes(k-i-1) \in \text{End}(V^\otimes k), \quad 1 \leq i \leq k - 1.$$ 

Besides, we introduce the “copies” of the generating matrix $L$ of the RE algebra $\mathcal{L}(R)$:

$$L_{\tau} = L_{\bar{1}} = L_1, \quad L_{i+1} = R_i L_i R_i^{-1}, \quad L_{i+1} = R_i^{-1} L_{i} R_i, \quad i \geq 1.$$ 

The same notation will be used for the generating matrix $M$ of the RE algebra $\mathcal{M}(R)$.
With this notation we can rewrite the permutation relation (2.4) using the $R$-matrix representation of the Jucys-Murphy elements:

$$L_2 M_1 = R_1^{-2} M_1 L_2 = J_2^{-1} M_1 L_2.$$

This relation gives rise to the following generalizations valid for a chain of the “copies” of the matrix $M$:

$$L_{k+1} M_1 M_2 \ldots M_k = J_{k+1}^{-1} M_1 M_2 \ldots M_k L_{k+1}.$$

(2.5)

Now, introduce the counit $\varepsilon : \mathcal{L}(R) \to \mathbb{C}$ in the algebra $\mathcal{L}(R)$:

$$\varepsilon(l_i^1) = \delta^{ij}, \quad \varepsilon(1) = 1_{C}, \quad \varepsilon(a \cdot b) = \varepsilon(a) \varepsilon(b), \quad \forall a, b \in \mathcal{L}(R).$$

According to the scheme described above we get the action of the algebra $\mathcal{L}(R)$ onto $\mathcal{M}(R)$:

$$L_{k+1} \triangleright M_1 \ldots M_k = J_{k+1}^{-1} M_1 \ldots M_k.$$

(2.6)

Hereafter, the notation $\triangleright$ means that in any entry of the matrix $L_{k+1} M_1 \ldots M_k$ the element of the algebra $\mathcal{L}(R)$ is applied as an operator to the element of $\mathcal{M}(R)$.

**Remark 2** In [GPS2] the QD $(\mathcal{L}(R), T(V))$ was considered. Here $T(V)$ is the free tensor algebra of the basic space $V$. The permutation relations (see formula (3.20) in [GPS2]) give rise to the following action of generators of the algebra $\mathcal{L}(R)$ onto the basis elements of $T(V)$:

$$L_{k+1} \triangleright x_1 \otimes \ldots \otimes x_k = J_{k+1}^{-1} x_1 \otimes \ldots \otimes x_k.$$

(2.7)

Note that this action is similar to (2.6). It is worth mentioning that representation (2.6) is defined by a *one-sided left* action of $L$ on a matrix $M_1 \ldots M_k$ and due to this fact it is isomorphic to the direct sum of representations (2.7) in the spaces $V^{\otimes k}$.

In [IP] there was exhibited a way to associate a central element of the RE algebra with any element of the Hecke algebra $H_k(q)$ (and even more, of the group algebra of the braid group). We introduce some of these central elements.

First of all, we note that for a generic $q$ the Hecke algebra $H_k(q)$ is isomorphic to the group algebra $\mathbb{C}[S_k]$ of the symmetric group, therefore its representation theory is the same as that of the symmetric group. In particular, to any partition $\lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k)$ of the integer $k$ we put into correspondence a set of primitive idempotents $P_{(\lambda, a)} \in H_k(q)$ enumerated by the standard Young tables $(\lambda, a)$ constructed for the Young diagram of the partition $\lambda$. Here the index $a$ indicates different standard tables $(\lambda, a)$ with respect to some ordering. In the $R$-matrix representations these idempotents turn into orthogonal projection operators which we denote as $P_{(\lambda, a)}(R)$.

According to [IP] the central element of the algebra $\mathcal{M}(R)$ corresponding to the projector $P_{(\lambda, a)}$ is given by the formula:

$$s_{\lambda}(M) = \text{Tr}_{R(1 \ldots k)} (P_{(\lambda, a)}(R) M_1 M_2 \ldots M_k).$$

(2.8)

Hereafter, we use the following notation: $\text{Tr}_{R(1 \ldots k)} = \text{Tr}_{R(1)} \ldots \text{Tr}_{R(k)}$.

As was shown in [OP], the primitive idempotents $P_{(\lambda, a)}$ and $P_{(\lambda, a')}$, corresponding to different standard tables $(\lambda, a)$ and $(\lambda, a')$ of the same Young diagram $\lambda$, are conjugated in the Hecke algebra. This means that there exists an invertible element $c(a, a') \in H_k(q)$ such that

$$P_{(\lambda, a)} c(a, a') = c(a, a') P_{(\lambda, a')}.$$
This property entails that the elements $s_\lambda(M)$ in (2.8) depend on the diagrams $\lambda$ but not on the on the tables. For this reason we omit the index $a$ in their notation. We call the elements $s_\lambda(M)$ the $q$-Schur (or simply Schur) polynomials.

If $\lambda$ is a one-row or a one-column diagram, we get a complete symmetric polynomial $h_k(M)$ or elementary symmetric polynomial $e_k(M)$ respectively. The corresponding projectors $S^{(k)}(R)$ and $A^{(k)}(R)$ are called the $R$-symmetrizer and the $R$-skew-symmetrizer.

Thus, the elementary symmetric polynomials are given by the formula

$$e_k(M) = \text{Tr}_{R(1...k)}(A^{(k)}M_1M_2...M_k), \quad k \geq 1.$$ 

The set of $R$-skew-symmetrizers can be constructed with the use of the following recursion:

$$A^{(1)} = I, \quad A^{(k)} = \frac{1}{k_q} A^{(k-1)} \left( q^{k-1}I - (k-1)q R_{k-1} \right) A^{(k-1)}, \quad k \geq 2,$$

where $k_q = (q^k - q^{-k})/(q - q^{-1})$ is a $q$-integer. Note that $k_q \neq 0 \forall k \in \mathbb{Z}$ for generic values of $q$.

Also, we need the central elements

$$p_k(M) = \text{Tr}_{R(1...k)}(R_{k-1}...R_2R_1 M_1M_2...M_k) = \text{Tr}_R(M^k), \quad k \geq 1,$$

which are called the power sums.

**Definition 3** The operators arising from all central elements of the algebras $L(R)$ or $\hat{L}(R)$ and acting in the spaces $V \otimes^k$ in accordance with (2.7) or in the algebra $M(R)$ in accordance with (2.6) are called the $q$-Casimir operators.

Note, that dealing with the $q$-Casimir operators of the RE algebra $L(R)$ is simpler in comparing with $q$-Casimir operators of the modified RE algebra $\hat{L}(R)$. Recall, that any result obtained for the operators of $L(R)$ can be rewritten for the operators of $\hat{L}(R)$ by means of the linear shift of generators (1.4).

### 3 Spectral analysis of the first Casimir operator

In this section we perform the spectral analysis of the first $q$-Casimir and $q$-cut-and-join operators. Note that the first cut-and-join operator and the first Casimir one coming from the algebra $L(R)$ are equal to each other.

Let us introduce the short-hand notation $\nu = q - q^{-1}$. Besides, we shall systematically use the following property of the $R$-trace:

$$\text{Tr}_{R(k)} X_k = \text{Tr}_{R(k)} X_k = I_{1...k-1} \text{Tr}_R X,$$  \hfill (3.1)

where $X$ is an arbitrary $N \times N$ matrix and $I_{1...k-1}$ is the matrix of the identity operator in the space $V \otimes^{(k-1)}$.

**Proposition 4** The following relation takes place

$$\text{Tr}_R L \triangleright M_1M_2...M_k = \left( q^{-N}N_q - \frac{\nu}{q^{2N}} \sum_{i=1}^{k} J_i^{-1} \right) M_1M_2...M_k.$$ 

*Below we omit $q$ in the notation of these operators.*
Proof. By using (3.1), we get from formula (2.6):
\[ \text{Tr}_R L \triangleright M_1 M_2 \ldots M_k = \text{Tr}_{R(k+1)} (J_{k+1}^{-1} M_1 M_2 \ldots M_k). \]

The Hecke condition (1.2) implies \( R^{-1} = R - \nu I \), so we transform the element \( J_{k+1}^{-1} \) to the sum of two terms:
\[ J_{k+1}^{-1} = R_k^{-1} J_k^{-1} R_k^{-1} = R_k^{-1} J_k^{-1} R_k - \nu R_k^{-1} J_k^{-1}. \]

Then we apply (3.1) to the first term and take into account that \( 5 \) (see [GPS1])
\[ \text{Tr}_R (k+1) R_{k-1} = q^{-2N} I_{1 \ldots k} \]
for the second term. So, we get:
\[ \text{Tr}_{R(k+1)} R_k^{-1} = q^{-2N} I_{1 \ldots k} \]

Applying step by step the same transformations to \( J_k^{-1} \), \( J_{k-1}^{-1} \) and so on, we arrive at the following expression:
\[ \text{Tr}_{R(k+1)} (J_k^{-1} M_1 M_2 \ldots M_k) = \left( \text{Tr}_{R(2)} J_2^{-1} - \frac{\nu}{q^{2N}} \sum_{i=2}^{k} J_i^{-1} \right) M_1 M_2 \ldots M_k. \]

As a consequence of the Hecke condition we have:
\[ J_2^{-1} = R_1^{-2} = I_{12} - \nu R_1^{-1}. \]

Since for a \( GL_N \) type Hecke symmetry \( \text{Tr}_R I = q^{-N} N_q \) (see [GPS1]), we get
\[ \text{Tr}_{R(2)} J_2^{-1} = \left( q^{-N} N_q - \frac{\nu}{q^{2N}} \right) I \equiv q^{-N} N_q I - \frac{\nu}{q^{2N}} J_1^{-1}, \]
which completes the proof.

To formulate the next proposition we need the notion of the content of a box of a Young diagram. Take a Young diagram corresponding to some partition \( \lambda \) and consider an arbitrary box of the diagram located at the intersection of the \( m \)-th row and the \( n \)-th column. The content \( c \) of the box is an integer number \( c = n - m \).

Proposition 5 Let \( \lambda \vdash k \) be a partition and \((\lambda, a)\) be a standard Young table corresponding to the Young diagram of the partition \( \lambda \). Then the following relation holds
\[ \text{Tr}_R L \triangleright P_{(\lambda,a)}(R) M_1 M_2 \ldots M_k = \chi_{\lambda}(\text{Tr}_R L) P_{(\lambda,a)}(R) M_1 M_2 \ldots M_k, \]
where
\[ \chi_{\lambda}(\text{Tr}_R L) = \frac{N_q}{q^{N}} - \frac{\nu}{q^{2N}} \sum_{i=1}^{k} q^{-2c(i)}, \quad (3.2) \]
the sum is taken over all boxes of the table \((\lambda, a)\) and \( c(i) \) is the content of the box in which the integer \( i \) is located.

5 Recall that we are dealing with a \( GL_N \) type Hecke symmetry \( R \). For a \( GL_m \) type symmetry of an arbitrary rank \( m \) the changes in formulas are minor: one should everywhere substitute \( m \) instead of \( N \).
Note, that in (3.2) the sum is taken over all boxes of \((\lambda, a)\) and therefore it depends only on the diagram \(\lambda\) but not on the table \((\lambda, a)\). For this reason we omit the index \(a\) in the notation of the character \(\chi_\lambda\).

**Proof.** Take into account that due to the braid relation on \(R\) we have

\[
R_i^{\pm 1} R_{i+1}^{\pm 1} \ldots R_k^{\pm 1} = R_{i+1}^{\pm 1} R_i^{\pm 1} R_{i+1}^{\pm 1} \ldots R_k^{\pm 1} \quad 1 \leq i < k - 1,
\]

\[
R_k^{\pm 1} \ldots R_2^{\pm 1} R_1^{\pm 1} R_j = R_j^{-1} R_k^{\pm 1} \ldots R_2^{\pm 1} R_1^{\pm 1} \quad 2 \leq j < k.
\]

Therefore, the matrix \(L_{k+1} = R_k^{-1} \ldots R_1^{-1} L_1 R_1 \ldots R_k\) commute with any polynomial \(Q\) in the matrices \(R_i, 1 \leq i < k - 1\):

\[
L_{k+1} Q(R_1, R_2, \ldots, R_{k-1}) = Q(R_1, R_2, \ldots, R_{k-1}) L_{k+1}.
\]

In the \(R\)-matrix representation any primitive idempotent \(P_{(\lambda, a)} \in H_k(q)\) is given by a projector \(P_{(\lambda, a)}(R)\) which is a polynomial in the matrices \(R_i, 1 \leq i < k - 1\) and, consequently, commute with \(L_{k+1}\). So, taking into account (2.6) we find:

\[
L_{k+1} \triangleright P_{(\lambda, a)}(R) M_1 M_\tau \ldots M_\tau = P_{(\lambda, a)}(R) J_{k+1}^{-1} M_1 M_\tau \ldots M_\tau.
\] (3.3)

Besides, it can be shown (see [OP]) that

\[
J_i P_{(\lambda, a)}(R) = P_{(\lambda, a)}(R) J_i = q^{2c(i)} P_{(\lambda, a)}(R).
\]

So, on applying the \(R\)-trace to the left and right hand sides of (3.3) and on taking into account Proposition 4 we come to the desired result (3.2).

Let us observe that Proposition 5 remains true if we replace the product \(M_1 M_\tau \ldots M_\tau\) by basis vectors \(x_1 \otimes \ldots \otimes x_k\) of the space \(V^\otimes k\) (see (2.7)).

**Corollary 6** The Schur polynomials \(s_\lambda(M)\) (2.8) are eigenvectors of the Casimir operator \(\text{Tr}_R L\) with respect to the action (2.6):

\[
\text{Tr}_R L \triangleright s_\lambda(M) = \chi_\lambda(\text{Tr}_R L) s_\lambda(M),
\]

where the eigenvalue \(\chi_\lambda(\text{Tr}_R L)\) is defined in (3.2).

**Definition 7** If the Schur polynomial \(s_\lambda(M)\) is an eigenvector of a given Casimir operator \(C\)

\[
C \triangleright s_\lambda(M) = \chi_\lambda(C) s_\lambda(M),
\]

then the corresponding eigenvalue \(\chi_\lambda(C)\) is called the \(\lambda\)-character of \(C\).

**Remark 8** Note that for a \(GL_N\) type Hecke symmetry \(R\) the projectors \(P_{(\lambda, a)}(R)\) are identically equal to zero if the partition \(\lambda\) contains more than \(N\) nonzero components. So in what follows we will consider only partitions \(\lambda\) with \(\lambda_i = 0\) for \(i \geq N + 1\) (see also footnote 5).

**Proposition 9** Let \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_N)\) be a partition. Then the \(\lambda\)-character (3.2) of the Casimir element \(\text{Tr}_R L\) can be written in the following form

\[
\chi_\lambda(\text{Tr}_R L) = q^{-1} \sum_{k=1}^{N} q^{-2(\lambda_k+N-k)}.
\] (3.4)
**Proof.** Let us multiply formula \((3.2)\) by \(q\) and calculate the sums of terms \(q^{-2c(i)}\) corresponding to each row of the Young diagram \(\lambda\). For such a partial sum corresponding to a \(j\)-th row we have:

\[
\nu q^{1-2N} \left( q^{2(j-1)} + q^{2(j-2)} + \ldots + q^{2(j-\lambda_j)} \right) = q^{-2(N-j)} - q^{-2(\lambda_j+N-j)}.
\]

So, the second term of \((3.2)\), multiplied by \(q\), is equal to the expression

\[
\nu q^{1-2N} \sum_{i=1}^{k} q^{-2c(i)} = \sum_{j=1}^{s} \left( q^{-2(N-j)} - q^{-2(\lambda_j+N-j)} \right),
\]

where \(s\) is the number of non-trivial components of the partition \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s, 0, \ldots, 0)\), \(\lambda_s > 0\).

Taking into account that

\[
q^{1-N}N_q = 1 + q^{-2} + \ldots + q^{-2(N-1)},
\]

we arrive at the final result:

\[
q \chi_\lambda(\text{Tr}_RL) = 1 + q^{-2} + \ldots + q^{-2(N-s-1)} + \sum_{j=1}^{s} q^{-2(\lambda_j+N-j)} = \sum_{k=1}^{N} q^{-2(\lambda_k+N-k)},
\]

since \(\lambda_k = 0\) for \(s+1 \leq k \leq N\).

Now, we introduce the first quantum cut-and-join operator setting by definition:

\[
W^{(1)} = \text{Tr}_R \hat{L} = \text{Tr}_R MD,
\]

where the matrix \(D\), composed of the quantum partial derivatives, was defined in section 2 (see, in particular, \((2.3)\)). Since the entries of the matrix \(\hat{L} = MD\) generate the modified RE algebra \(\hat{L}(R)\), we are able to get the \(\lambda\)-characters of the operator \(W^{(1)} = \text{Tr}_R \hat{L}\) by using formulae \((1.4)\) and \((3.2)\).

**Proposition 10** For any partition \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_N)\), \(\lambda \vdash k \in \mathbb{Z}_+\), the following relation holds:

\[
W^{(1)} \triangleright s_\lambda(M) = \chi_\lambda(\text{Tr}_R \hat{L})s_\lambda(M),
\]

where the \(\lambda\)-character of the operator \(W^{(1)}\) reads

\[
\chi_\lambda(\text{Tr}_R \hat{L}) = \frac{1}{q^{-2N}} \sum_{i=1}^{k} q^{-2c(i)} = \frac{1}{q^{-2N}} \sum_{i=1}^{N} q^{-(\lambda_i+1-2i)}(\lambda_i)q.
\]

**Proof.** The first equality follows from \((1.4)\), \((3.2)\), and the relation \(\text{Tr}_RI = q^{-N}N_q\). The second equality follows from \((3.5)\).}

## 4 Higher Casimir and cut-and-join operators

In this section we shall consider the general case of a \(GL_m\) type Hecke symmetry with an arbitrary rank \(m \leq N\). For such a symmetry \(R\) the generating matrix \(L\) of the algebra \(\mathcal{L}(R)\) is subject to the matrix Cayley-Hamilton (CH) identity (see for instance [GPS1] and the references therein):

\[
L^m - qe_1(L)L^{m-1} + q^2e_2(L)L^{m-2} + \ldots + (-q)^{m-1}e_{m-1}(L)L + (-q)^m e_m(L)I = 0. \tag{4.1}
\]
The corresponding characteristic polynomial $Q(t)$ meeting the relation $Q(L) = 0$ is of the form:

$$Q(t) = \sum_{k=0}^{m} t^{m-k}(-q)^k e_k(L).$$

Its roots $\{\mu_i\}_{1 \leq i \leq m}$ are called the eigenvalues of the matrix $L$. These roots are elements of a central extension of the algebra $\mathcal{L}(R)$. Thus, we have

$$q^k e_k(L) = \sum_{1 \leq i_1 < \ldots < i_k \leq m} \mu_{i_1} \ldots \mu_{i_k}.$$  \hspace{1cm} (4.2)

In particular, $\text{Tr}_R L = e_1(L) = q^{-1} \sum_{k=1}^{m} \mu_k$.

It is tempting to assign to the eigenvalues $\mu_i$ their $\lambda$-characters $\chi_\lambda(\mu_i)$ whose values would be consistent with the relations (4.2).

**Conjecture 11** Given a partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)$, we set

$$\chi_\lambda(\mu_i) = q^{-2(\lambda_i + m - i)}.$$

This assignment is consistent with the relations (4.2), that is

$$\chi_\lambda(e_k(L)) = q^{-k} \sum_{1 \leq i_1 < \ldots < i_k \leq m} \chi_\lambda(\mu_{i_1}) \ldots \chi_\lambda(\mu_{i_k}).$$

In Proposition 9 this conjecture was proved for the particular case $k = 1$. Also, we checked this conjecture in a few low-dimensional cases.

**Remark 12** As was shown by straightforward calculations, the $\lambda$-character of the Casimir operator $\text{Tr}_R L$ does not depend on the Young table $(\lambda, a)$. So far we do not have analogous explicit calculations for the characters of the higher Casimir operators. Nevertheless, it is not difficult to see that the $\lambda$-characters of these operators do not depend on the table indeed. It is due to the property, mentioned above, that the idempotents $P_{(\lambda,a)}$, corresponding to different tables, are conjugated to each other.

Assuming Conjecture 11 to be true, we become able to compute the $\lambda$-characters of the elementary symmetric polynomials and consequently of the power sums since these two families are related by $q$-analogs of the Newton relations. The reader is referred to [GPS4] for more details on the relations between these families.

Note that the matrix $\hat{L}$ is also subject to a version of the CH identity. It can be readily obtained from (4.1) and (1.4). Let $\hat{\mu}_i$ be the eigenvalues of the characteristic polynomial for the matrix $\hat{L}$. They are related to the eigenvalues of the matrix $L$ by the formula

$$\mu_i = 1 - \nu \hat{\mu}_i.$$

Thus, we get

$$\chi_\lambda(\hat{\mu}_k) = \frac{1 - q^{-2(\lambda_k + m - k)}}{q - q^{-1}} = q^{-(\lambda_k + m - k)(\lambda_k + m - k)q}, \hspace{1cm} 1 \leq k \leq m.$$ 

If $m = N$ and $R \rightarrow P$ as $q \rightarrow 1$, then by passing to the limit $q \rightarrow 1$ in the above relation we obtain the $\lambda$-characters of the eigenvalues $\hat{\mu}_k$ of the matrix $\hat{L}$ generating the algebra $U(gl(N))$:

$$\chi_\lambda(\hat{\mu}_k) = \lambda_k + N - k, \hspace{1cm} 1 \leq k \leq N.$$
Note that a similar result is also valid for the generating matrix \( \hat{L} \) of the modified RE algebra, associated with any involutive symmetry \( R \) (i.e. \( R^2 = I \)), provided \( R \) is the \( q \to 1 \) limit of a \( GL_N \) type Hecke symmetry.

Now, we pass to construction of the higher cut-and-join operators \( W^\Delta \), which are similar to those \( (1) \) but with a new meaning of the matrix \( \hat{L} \), the traces and the normal ordering. In our setting the matrix \( \hat{L} \), giving rise to the cut-and-join operators, equals to the matrix product \( MD \), where \( D \) and \( M \) are the generating matrices of the algebras \( \mathcal{L}(R^{-1}) \) and \( \mathcal{M}(R) \) respectively, their permutation relations are given by \( (2.3) \).

Thus, in order to introduce the quantum analogs of the operators \( W^\Delta \) we have to define the quantum normal ordering rule. For this purpose we replace each matrix \( \hat{L} \) in the definition of \( W^\Delta \) by the product \( MD \) and then, in full analogy with the classical pattern, we push all the matrices \( D \) through all the matrices \( M \) to the most right position by means of the following permutation relations:

\[
D_1 RM_1 R = RM_1 R^{-1} D_1 \iff D_1 RM_1 = RM_1 R^{-1} D_1 R^{-1}.
\]

These permutation relations are obtained from \( (2.3) \) by omitting the last (constant) term. Thus, we define the \( q \)-analog of the normal ordering for the product of \( q \)-differential operators.

Besides, similarly to the classical case considered in [MMZ], the cut-and-join operators thus defined can be expressed in terms of the quantum Casimir ones.

Let us consider a few examples. Namely, we compute the operators \( W^\Delta \) for \( \Delta = (2, 0, \ldots, 0) \), \( \Delta = (1, 1, 0, \ldots, 0) \), and \( \Delta = (3, 0, \ldots, 0) \).

**Example 13** For \( \Delta = (2, 0, \ldots, 0) \) the cut-and-join operator reads \( W^{(2)} = : \text{Tr}_R \hat{L}^2 :. \) In order to get the explicit expression for the normal ordered form, we use the identity

\[
\text{Tr}_R \hat{L}^2 = \text{Tr}_{R(12)}(\hat{L}_1 \hat{L}_2 R_1) = \text{Tr}_{R(12)}(\hat{L}_1 R_1 \hat{L}_1) = \text{Tr}_{R(12)}(M_1 D_1 R_1 M_1 D_1)
\]

and apply the permutation relations \( (4.3) \):

\[
W^{(2)} = : \text{Tr}_R \hat{L}^2 : = : \text{Tr}_{R(12)}(M_1 D_1 R_1 M_1 D_1) := \text{Tr}_{R(12)}(M_1 R_1 M_1 R_1^{-1} D_1 R_1^{-1} D_1)
\]

\[
= \text{Tr}_{R(12)}(M_1 M_1 D_1 D_1 R_1^{-1} D_1) = \text{Tr}_{R(12)}(M_1 M_1 D_1 D_1 R_1^{-1} D_1).
\]

A straightforward computation leads to the following connection between \( W^{(2)} \) and the Casimir operators:

\[
W^{(2)} = \text{Tr}_R \hat{L}^2 - q^{-m} m_q \text{Tr}_R \hat{L}. \quad (4.4)
\]

**Example 14** For \( \Delta = (1, 1, 0, \ldots, 0) \) we have the cut-and-join operator

\[
W^{(1,1)} = : (\text{Tr}_R \hat{L})^2 : = : \text{Tr}_{R(12)}(\hat{L}_1 \hat{L}_2) :.
\]

Its explicit form is

\[
W^{(1,1)} = : \text{Tr}_{R(12)}(M_1 D_1 R_1 M_1 D_1 R_1^{-1}) := \text{Tr}_{R(12)}(M_1 R_1 M_1 R_1^{-1} D_1 R_1^{-1} D_1 R_1^{-1})
\]

\[
= \text{Tr}_{R(12)}(M_1 M_1 D_1 D_1 R_1^{-2}).
\]

Also, we get the following expression of the operator \( W^{(1,1)} \) in terms of the Casimir operators:

\[
W^{(1,1)} = (\text{Tr}_R \hat{L})^2 - q^{-2m} \text{Tr}_R \hat{L}. \quad (4.5)
\]
Example 15 At last, we give the explicit form of the cut-and-join operator $W^{(3)} =: \text{Tr}_R \hat{L}^3 :$, corresponding to $\Delta = (3, 0, \ldots, 0)$. To this end we use the identity

$$\text{Tr}_R \hat{L}^3 = \text{Tr}_{R(123)}(\hat{L}_1 \hat{L}_2 \hat{L}_3 R_2 R_1)$$

and then apply the relations (4.3). Omitting the straightforward calculations we give the answer

$$W^{(3)} =: \text{Tr}_R(\hat{L}^3) := \text{Tr}_{R(123)}(M_1 M_2 M_3 D_3 D_2 D_1 (R_2^{-1} R_1^{-1})^2).$$

The expression of $W^{(3)}$ via the Casimir operators is as follows

$$W^{(3)} = \text{Tr}_R \hat{L}^3 - 2 \frac{m}{q^m} \text{Tr}_R \hat{L}^2 - \frac{1}{q^2 m} (\text{Tr}_R \hat{L})^2 + (q^{-4m} + q^{-2m} m_q^2) \text{Tr}_R \hat{L}. \quad (4.6)$$

At last, we point out that the $\lambda$-characters of all operators under consideration do not depend on the concrete form of the initial Hecke symmetry $R$, but only on its rank.

As we said above, the classical cut-and-join operators are usually expressed in terms of the power sums $p_k = \text{Tr}(M^k)$, $k \geq 1$, and the partial derivatives in $p_k$. In our setting such an expression is impossible and the action of the cut-and-join operators on the power sums $p_k$ (and functions in $p_k$) has to be computed directly. We plan to consider this problem in our subsequent publications.
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