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We suggest a new method of studying coherence in finite level systems coupled to the environment and use it for the Hamiltonian that has been used to describe the light-harvesting pigment-protein complex. The method works with the adiabatic states and transforms the Hamiltonian to a form in which the terms responsible for decoherence and population relaxation are separated out. Decoherence is then accounted for non-perturbatively, and population relaxation using a Markovian master equation. Analytical results can be obtained for the seven level system and the calculations are very simple for systems with more levels. We apply the treatment to the seven level system and the results are in excellent agreement with the exact numerical results of Nalbach et al (P. Nalbach, D. Braun, and M. Thorwart, Physical Review E, 84, 041926 (2011)). Our approach is able to account for decoherence and population relaxation separately. It is found that decoherence only causes damping of oscillations, and does not lead to transfer to the reaction centre. Population relaxation is necessary for efficient transfer to the reaction centre, in agreement with earlier findings. Our results show that the transformation to the adiabatic basis followed by a Redfield type of approach leads to results in good agreement with exact simulation.
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I. INTRODUCTION

Photosynthesis by plants is one of the most ubiquitous phenomena on earth. It involves the creation of excitations by absorption of photons and the transfer of this excitation to the reaction centre where the crucial step in photosynthesis, namely the transfer of an electron takes place. This transfer of energy from the absorption site to the reaction site is called light harvesting and is highly efficient with more than 95% of the absorbed energy being transferred to the reaction centre. One expects this transfer to be incoherent classical hopping (Förster transfer) from one chromophore to the next. The reason for this is that the chromophores do not exist isolated. They are surrounded by a protein scaffold and solvent molecules. Consequently the excitation which might be considered as a wave encompassing more than a single site/chromophore is then continuously measured by the surroundings, viz., the proteins and the solvent. Therefore the superposition is expected to be rapidly destroyed (within $\sim 10 \text{ fs}$) resulting in the localization of the excitation at a particular site. The excitation now exhibits particle-like behavior and the transfer takes place through a series of independent hops. However, lately there have been some very interesting experiments reported by Fleming and coworkers [1–3] which observe coherent excitation energy transfer over a considerable period of time. It should be noted that there have also been studies in which role of coherence was investigated and found to be important in determining the rate of energy transfer [4–6].

The FMO complex [7–9] or the Fenna-Matthews-Olson complex is found in green sulfur bacteria. It forms a kind of bridge between the peripheral chlorosome antenna and the reaction centre and is endowed with the important task of transferring the excitation energy from the antenna to the reaction centre. It is essentially a trimer of identical subunits, each comprising seven bacteriocholophyll a molecules. Recent 2D Electronic spectroscopy studies observe coherence for as long as 660 fs at 77 K [2] and 300 fs at 277 K [10]. The observations are very surprising for one would expect rapid decoherence for a system interacting so profusely with its environment [11–18]. Decoherence refers to the loss of coherence, caused by the quantum nature of the surroundings and can be avoided only by sufficiently isolating the system, and by keeping the temperatures low. However, the above experiments suggest that quantum coherence can be maintained even in wet and hot physiological systems and this has led to a great deal of interest and to the emergence of what may be referred to as
Theoretical studies for the same were conducted by Fleming and coworkers. They formulated a treatment where a quantum dynamical equation is proposed which considers the reorganization dynamics of the surroundings non-perturbatively in a hierarchical expansion. These predicted the survival of coherence at room temperature \([21, 22]\) as well. There were also similar conclusions from the theoretical studies by other groups \([23–25]\). Guzik et al. \([23]\) developed continuous quantum walks in the Liouville space. Their studies suggested that the interplay between the coherent dynamics of the system and the dissipative influence of the environment assists in more efficient transport of the excitation compared to the case where the environment is considered absent. Independent studies by Plenio et al. \([24]\) also suggested quantum transport assisted by noise due to environment. While these are approximate results, in a very interesting paper, exact numerical studies have been performed recently for the FMO complex by Nalbach et al. \([26]\). It should also be mentioned that there have also been some studies which ruled out coherence. These were atomistic simulations by Kleinekathöfer et al., which sought to calculate the spectral densities for the FMO trimer. The studies proposed that the electron-phonon coupling was much stronger than what was considered previously. A stronger coupling with the environment would imply faster and more efficient destruction of coherence. Path integral Monte Carlo simulations by the same group \([28]\) suggested that coherence would not be retained with the initial excitation put on a specific chromophore. However it could survive if the initial excitation was delocalised. The point worth noting here is that all the above methods employed numerical methods or simulations and were computationally quite expensive. Also, population relaxation and decoherence resulted from the same term in the Hamiltonian. We also note that the related problem of coherence in the spin boson problem has been a subject of a large amount of literature \([29–31]\).

At this point, we emphasize that the definition of decoherence we follow is the one used by Schlosshauer in his book on decoherence \([32]\). We quote from the book: “We consistently reserve the term *decoherence* to describe the consequences of (usually in practice irreversible) quantum entanglement with some environment, in agreement with the historically established meaning and the vast body of literature on environmental decoherence..... Thus decoherence should be understood as a distinctly quantum-mechanical effect with no classical analog.” As a result, we consider population relaxation to be distinct from deco-
herence, unlike many other authors.

In this paper we propose an analytical approach for treating such coherences. The main advantage of the treatment is that the evaluation is numerically inexpensive, and it can be easily performed for the FMO protein (seven-level system). Further it can be easily extended to systems with larger number of states unlike the existing approaches which are computationally expensive and hence difficult to apply to systems with large number of states. A comparison of results obtained with our method with the exact numerical studies by Nalbach [26] has also been provided. The agreement between the two is excellent. Our method uses the adiabatic basis of the Hamiltonian and as we show below, we can treat the population relaxation and decoherence independently and hence more efficiently. In Section II, we introduce the generalised electronic Hamiltonian that is commonly used and transform it to the adiabatic basis in Section III. Section IV deals with the reduced density matrix of the system which would give us independent expressions for population relaxation and decoherence. In Section V, the FMO Hamiltonian is introduced and analytical expressions are given for the reduced density matrix elements at a time \( t \). Section VI contains the results and discussions. While almost all our results are concerned with a situation in which there are no correlations between the phonon baths for the different chromophores, in Section VII we give a brief discussion of how spatial correlations affect the energy transfer. We summarize our results in Section VIII.

II. THE HAMILTONIAN

The Hamiltonian that is commonly used has the minimum number of terms, that are required to account for the phenomena. The FMO complex has a finite number \( (N = 7) \) of bacteriochlorophyll a molecules. Each bacteriochlorophyll a can be in the excited state or the ground state. The separation between these two is large \(( \approx 12500 \ cm^{-1} )\) and the two states are only radiatively coupled. Environmental tuning makes the excitation energies on different bacteriochlorophylls different, though by small amounts, thus helping the flow of energy. The energy values relative to the lowest element are given by the diagonal elements of the matrix in Eq. (40). The dipolar coupling between the bacteriochlorophylls is responsible for the transfer of excitation from one bacteriochlorophyll to the next. Its magnitude is
typically less than 100 \text{ cm}^{-1}. We describe the electronic part of the Hamiltonian by

\[ H_{el} = \sum_j \epsilon_j |j\rangle \langle j| + \sum_{i,j} (V_{ij} |i\rangle \langle j| + V_{ji} |j\rangle \langle i|), \]  

where \(|j\rangle\) with \(j = 1, 2 \ldots N\) denotes the state in which the excitation is on the \(j^{th}\) bacteriochlorophyll a molecule. \(\epsilon_j\) is the energy appropriate for this state. Note that in Eq. (40) the diagonal matrix element for the excitation having the lowest energy of value 12210 \text{ cm}^{-1} is taken as the reference. When the excitation is on the \(j^{th}\) site, it interacts with its surroundings (the nuclear degrees of freedom) and this is responsible for decoherence and relaxation within these states. The model used for surroundings is a collection of harmonic oscillators. On the \(j^{th}\) bacteriochlorophyll site, the coupling is to a set of phonons represented by

\[ H_{ph,j} = \frac{1}{2} \sum_k (p_{jk}^2 + m_{jk} \omega_{jk}^2 q_{jk}^2), \]  

\(q_{jk}\) being the position of the \(k^{th}\) harmonic oscillator associated with the \(j^{th}\) site. It has a mass \(m_{jk}\) and frequency \(\omega_{jk}\). \(p_{jk}\) is the momentum operator. Thus the total phonon system has the Hamiltonian

\[ H_{ph} = \sum_j H_{ph,j}. \]  

The presence of the excitation on the \(j^{th}\) site causes modification of the phonon Hamiltonian. The excitation causes a shift in the equilibrium positions of the phonons. This is accounted for by \(Q_j\) in equations (4) and (5). Eq. (5) implies that this term may also be thought of as a shift of the energy of the \(j^{th}\) excited state by the fluctuations of the phonons.

\[ Q_j = \sum_k m_{jk} \nu_{jk} q_{jk}, \]  

with

\[ H_{el-ph} = \sum_j Q_j |j\rangle \langle j|. \]  

Thus the total Hamiltonian is

\[ H = H_{el} + H_{ph} + H_{el-ph}. \]  

Interestingly, with this type of coupling to the phonon system, the time evolution of the excitation is determined just by the spectral densities for each site, defined by [29]

\[ J_j(\omega) = \sum_k \frac{m_{jk} \nu_{jk}^2}{2\omega_{jk}} \delta(\omega - \omega_{jk}). \]
When the $j$th site is excited, the excitation would cause a shift in the equilibrium positions of all the harmonic oscillators for this site. The displacement of the $k$th oscillator is $\nu_{jk}/\omega_{jk}^2$ costing an energy $m_{jk}\nu_{jk}^2/2\omega_{jk}$. Sum of this for all the oscillators is denoted by $\lambda_j = \frac{1}{2} \sum_k m_{jk}\nu_{jk}^2/\omega_{jk}^2$ and is called the reorganization energy for that site. It may be written as

$$\lambda_j = \int_0^\infty d\omega J_j(\omega)/\omega. \quad (8)$$

The Hamiltonian has two competing sets of parameters which affect the energy transport in opposite ways. The first are the off-diagonal exciton-exciton coupling $V_{ij}$ responsible for energy transfer and the other being the exciton-phonon coupling, measured by the reorganisation energy $\lambda_j$. If $|V_{ij}| \gg \lambda_j$, we essentially have delocalised eigenstates instead of energy being localised to a particular site and the energy transfer is quantum mechanical and coherent. One has incoherent, Förster like transfer in the opposite limit where $|V_{ij}| \ll \lambda_j$. The fluctuations of the phonons associated with different sites are likely to be independent, and there is some evidence from simulations [28] showing this to be the case. However, it has also been suggested that the correlations are important and models in which there are correlations have been investigated. The correlations can be accounted for by taking $[33]$

$$\langle Q_i(t)Q_j(0) \rangle = C_{ij}\langle Q_i(t)Q_i(0) \rangle. \quad (9)$$

In the above equation, $C$ is the correlation matrix with the matrix element $C_{ij}$ denoting the correlation among the chromophores $i$ and $j$. Obviously, $C_{ii} = 1$. In most of the following, except in Section VIII, we have assumed that $C_{ij} = \delta_{ij}$ and $J_j(\omega) = J(\omega)$ for all $j$.

However, if $\lambda_j \gg |V_{ij}|$, the strong interaction with the environment makes it difficult for a delocalised state to survive. Consequently one would expect classical incoherent particle-like hopping of the excitation from one site to the other. There would also be an intermediate regime where $|V_{ij}|$ and $\lambda_j$ are comparable, and this is the case of the FMO complex.

In the usual approaches, for the intermediate regime conditions, one would take $H_{el-ph}$ as a perturbation [34] and then derive a master equation for the time development of the reduced density matrix, which then is solved approximately using different techniques. It is important to realize that in this type of approach, the same term ($H_{el-ph}$) causes both decoherence and population relaxation. One would then resort to some approximate way of handling the perturbation, involving truncating at some order in $Q_{js}$. Our approach here follows a different route. We use an approach usual in the theory of non-adiabaticity
effects in chemical reactions [35]. We re-express the Hamiltonian in terms of the adiabatic states. In such a representation, accounting for decoherence becomes easy as a part of the adiabatic Hamiltonian is responsible for major component of the decoherence and the non-adiabatic coupling causes population relaxation. Thus the two important effects of $H_{el-ph}$ viz., decoherence and population relaxation are separated out (at the lowest order) and can be accounted for separately, in a natural fashion. Once this separation is done, the calculation proceeds in a fashion similar to references [36, 37]. In the next section, we give an outline of the approach.

III. THE ADIABATIC BASIS AND THE MAPPING $T(Q)$

It is convenient to use the notation $Q = (Q_1, Q_2,...)$. The survival of coherences for long times implies that there is considerable delocalization even in presence of the environment. Therefore, it is natural to expect that the adiabatic eigenfunctions of the Hamiltonian

$$H_{ad}(Q) = H_{el} + H_{el-ph},$$

would be the best starting point to describe dynamics. Therefore, we wish to express the total Hamiltonian of Eq. (6) in terms of the eigenfunctions $|m(Q)\rangle$, with $m = 1, 2, ..., N$. They obey the equation

$$H_{ad}(Q)|m(Q)\rangle = \varepsilon_m(Q)|m(Q)\rangle.$$

$|m(Q)\rangle$ are obviously linear combinations of $|j\rangle$ with the coefficients dependent on $Q$. It is also convenient to introduce creation and annihilation operators for these states as $c^+_m(Q)$ and $c_m(Q)$ (the operators have the anticommutator $\{c^+_m(Q), c_n(Q)\} = \delta_{mn}$). We can then write the total Hamiltonian as

$$H = \sum_m \varepsilon_m(Q)c^+_m(Q)c_m(Q) + H_{ph}.$$

This Hamiltonian has the problem that $c^+_m(Q)$ does not commute with $H_{ph}$. It would be better if the Hamiltonian is expressed in terms of $c^+_m(Q) = 0$ as they will commute with $H_{ph}$. Note that $Q = 0$ is the equilibrium value of $Q$. Hence we introduce a unitary transformation which maps $|m(Q)\rangle$ to $|m(Q = 0)\rangle$ as $|m(Q)\rangle = T(Q)|m\rangle$. To simplify the appearance of the equations, we use the notation $|m\rangle$ for $|m(Q = 0)\rangle$ and write the corresponding
operator as \( c_m^\dagger \). Obviously, \( c_m^\dagger = T^\dagger(Q)c_m^\dagger(T(Q)) \). The derivative \( \nabla_Q|m(Q)\rangle \) can be written as \( \sum_n |n(Q)\rangle \langle n| \nabla_Q|m(Q)\rangle \) and hence we have

\[
-i\hbar \nabla_Q c_m^\dagger(Q) = \sum_n c_n^\dagger(Q) \langle n(Q)|(-i\hbar \nabla_Q)|m(Q)\rangle. \tag{13}
\]

From the above, we get [35]

\[
-i\hbar \nabla_Q T(Q) = T(Q)\hat{A}(Q). \tag{14}
\]

\( \hat{A}(Q) \) is a vector of dimension \( N \) whose \( j^{th} \) component is the operator \( \hat{A}^j(Q) \) which may be written as

\[
\hat{A}^j(Q) = \sum_{n,m} A_{nm}^j(Q) c_n^\dagger c_m, \tag{15}
\]

where \( A_{nm}^j(Q) = -i\hbar \langle n(Q)|\frac{\partial}{\partial Q_j}|m(Q)\rangle \). The Hellmann-Feynman theorem can be used to evaluate \( A_{nm}^j(Q) \). For this one uses the result that \( [\frac{\partial}{\partial Q_j}, H] = |j\rangle\langle j| \), and takes the matrix element of this in the basis of functions \( |m(Q)\rangle \) to get \( A_{nm}^j(Q) = -i\hbar \langle n(Q)|\frac{\partial}{\partial Q_j}|m(Q)\rangle \). In the following, we shall use the symbols \( a, b, c, i \) and \( j \) for orbitals on the sites while \( m, n, r, r', s' \) and \( s \) for adiabatic eigenstates evaluated at \( Q = 0 \). \( k \) stands for the \( k^{th} \) harmonic oscillator mode. We now find the transformed Hamiltonian \( \hat{H} = T^\dagger(Q)HT(Q) \). For this we use the equation

\[
T^\dagger(Q)(\hat{p}_{jk})T(Q) = \hat{p}_{jk} + \frac{\partial Q_j}{\partial q_{jk}} \hat{A}^j(Q). \tag{16}
\]

Then

\[
\hat{H} = \sum_m \varepsilon_m(Q)c_m^\dagger c_m + \frac{1}{2} \sum_{j,k} \frac{1}{m_{jk}} \left[ \hat{p}_{jk} + \sum_{n,m} m_{jk} \nu_{jk} \hat{A}^j(Q) \right]^2 + \frac{1}{2} \sum_{j,k} m_{jk} \omega_{jk}^2 q_{jk}^2. \tag{17}
\]

In the above, the terms linear in \( \hat{A}^j(Q) \) are the non-adiabatic coupling terms. The retention of coherence in the system implies that these non-adiabatic coupling terms are small. Hence one would expect the terms quadratic in \( \hat{A}^j(Q) \) to be small and we shall neglect them. The Hamiltonian thus becomes

\[
\hat{H} = \hat{H}_0 + \hat{H}_{na} \tag{18}
\]

\[
\hat{H}_0 = \sum_m \varepsilon_m(Q)c_m^\dagger c_m + \frac{1}{2} \sum_{j,k} \left\{ \frac{\hat{p}_{jk}^2}{m_{jk}} + m_{jk} \omega_{jk}^2 q_{jk}^2 \right\}. \tag{19}
\]

and

\[
\hat{H}_{na} = \frac{1}{2} \sum_j \left\{ \hat{P}_j \hat{A}^j(Q) + \hat{A}^j(Q) \hat{P}_j \right\}. \tag{20}
\]
where
\[ \hat{P}_j = \sum_k \nu_{jk} \hat{p}_k. \] (21)

With this, all the terms in the Hamiltonian except \( \mathcal{H}_{na} \) are diagonal in the electronic basis consisting of \( |m\rangle \). In \( \mathcal{H} \), the most important term is \( \sum_m \varepsilon_m(Q)c_m^\dagger c_m \). This term is diagonal in the basis \( \{|m\rangle\} \), but note that the \( Q \) dependence of \( \varepsilon_m(Q) \) implies coupling to the surroundings. It would not cause jumps between different \( |m\rangle \) states, but would cause the system to get entangled with the phonon bath, leading to decoherence. \( \mathcal{H}_{na} \) represents nonadiabatic coupling and causes transitions between the different \( |m\rangle \) and is responsible for relaxation of the populations of the adiabatic states  \( |m\rangle \).

IV. THE REDUCED DENSITY MATRIX

Let us use the notation \( |\alpha>, |\beta>, |\gamma> \) to denote arbitrary states of the system (we will specify them later - typically, they would be states in which the excitation is on the sites \( a, b \) and \( c \)). Let us say we start with an initial density operator \( |\alpha><\alpha| \rho_{ph}(0) \), where \( \rho_{ph}(0) \) denotes the initial density operator for the phononic part which is taken to be in equilibrium at a temperature \( T \). We allow the system to evolve in time during the interval \( [0, t] \) to get the total density operator \( \rho(t) \) and then find the contribution of the coherence \( |\gamma><\beta| \) to the reduced density matrix by calculating
\[ \rho_{\beta\gamma}(t) = \text{Tr} \{ c_\beta e^{-iHt/\hbar} c_\alpha^\dagger |0><0| \rho_{ph}(0) e^{iHt/\hbar} c_\gamma^\dagger \}. \] (22)

In the above, \( |0> \) denotes the vacuum state. Introducing identity as \( T(Q)T^\dagger(Q) \) and using \( H = T(Q)\mathcal{H}T^\dagger(Q) \), one can write \( \rho_{\beta\gamma}(t) \) as:
\[ \rho_{\beta\gamma}(t) = \text{Tr} \{ c_\beta T(Q)T^\dagger(Q)e^{-iHt/\hbar} T(Q)T^\dagger(Q)c_\alpha^\dagger |0><0| \rho_{ph}(0)c_\alpha T(Q)e^{iHt/\hbar} T(Q)T^\dagger(Q)c_\gamma^\dagger \} \]
\[ = \text{Tr} \{ c_\beta T(Q)e^{-i\mathcal{H}t/\hbar} T^\dagger(Q)c_\alpha^\dagger |0><0| \rho_{ph}(0)c_\alpha T(Q)e^{i\mathcal{H}t/\hbar} T^\dagger(Q)c_\gamma^\dagger \} \] (23)

We shall denote \( T^\dagger(Q)c_\alpha^\dagger |0> \) as \( |\bar{\alpha}> \). Our calculations are simple if \( |\bar{\alpha}> \) is taken to be an orbital in which the bacteriochlorophyll a on the \( a^{th} \) site is excited. (The alternate choice would be to take \( c_\alpha^\dagger |0> \) to be an excited state on site \( a \), but this would lead to slightly more complicated expressions, without adding to the physics of the problem). Thus in the following we shall take \( |\bar{\alpha}> = |a>, |\bar{\beta}> = |b> \) and \( |\bar{\gamma}> = |c> \), as this simplifies the calculations.
A. Decoherence

We now split the Hamiltonian in Eq. (18) into the unperturbed part $\overline{H}_0$ and the perturbation $\overline{H}_{na}$. Time evolution under $\overline{H}_0$ causes the state $|m\rangle$ to remain in that state only, even though its energy fluctuates following variations in $Q$, thus leading to decoherence. Note that time evolution under this Hamiltonian alone will not lead to any change in the population of the states $|m\rangle$. On the other hand $\overline{H}_{na}$ causes jumps between the states $|m\rangle$, and can lead to changes in the populations. It is convenient to use the interaction picture with $\overline{H}_0$ as the unperturbed Hamiltonian. We start with

$$\rho_{bc}(t) = Tr_{ph}\{\langle b|e^{-i\overline{H}_0t/\hbar}|a\rangle\rho_{ph}(0)\langle a|e^{i\overline{H}_0t/\hbar}|c\rangle\}, \quad (24)$$

and rewrite it as

$$\rho_{bc}(t) = \sum_{m,n,m',n'} Tr_{ph}\{\langle b|m\rangle\langle m|e^{-i\overline{H}_0t/\hbar}e^{i\overline{H}_0t/\hbar}e^{-i\overline{H}_0t/\hbar}|n\rangle\langle n|a\rangle\rho_{ph}(0)$$

$$\times \langle a|n'\rangle\langle n'|e^{i\overline{H}_0t/\hbar}e^{-i\overline{H}_0t/\hbar}e^{i\overline{H}_0t/\hbar}|m'\rangle\langle m'|c\rangle\}. \quad (25)$$

Defining the time evolution operator in the interaction picture $U_I(t)$ by $U_I(t) = e^{-i\overline{H}_0t/\hbar}e^{i\overline{H}_0t/\hbar}$, we get

$$\rho_{bc}(t) = \sum_{m,n,m',n'} \langle b|m\rangle\langle m|\rho_{ph}(0)\langle n'|e^{i\overline{H}_0t/\hbar}U_I^\dagger(t)|m'\rangle S_{mn,n'm'}(t), \quad (26)$$

where

$$S_{mn,n'm'}(t) = Tr_{ph}\{\langle m|U_I(t)|n\rangle\rho_{ph}(0)\langle n'|e^{i\overline{H}_0t/\hbar}U_I^\dagger(t)|m'\rangle\}. \quad (27)$$

We use the fact that $\overline{H}_0$ is diagonal in the adiabatic basis $|n\rangle$. It is convenient to represent $e^{-i\overline{H}_0t/\hbar}|n\rangle$ as $(\hat{T}e^{-i\int_0^t dt_1\varepsilon_n(Q(t_1))dt_1/\hbar})e^{-iH_{ph}t/\hbar}|n\rangle$, where $Q(t_1) = e^{-H_{ph}t_1/\hbar}Qe^{iH_{ph}t_1/\hbar}$ and $\hat{T}$ is the time ordering operator. Then

$$S_{mn,n'm'}(t) = Tr_{ph}\{\langle m|U_I(t)|n\rangle \left(\hat{T}e^{-i\int_0^t dt_1\varepsilon_n(Q(t_1))dt_1/\hbar}\right) \rho_{ph}(0) \left(\hat{T}^\dagger e^{i\int_0^t dt_1\varepsilon_{n'}(Q(t_1))dt_1/\hbar}\right) \langle n'|U_I^\dagger(t)|m'\rangle\}. \quad (28)$$

which we can write as

$$S_{mn,n'm'}(t) = Tr_{ph}\{\langle m|U_I(t)|n\rangle\rho_{ph}(0)\langle n|U_I^\dagger(t)|m'\rangle\delta_{nn'}$$

$$+ (1 - \delta_{nn'})Tr_{ph}\{\langle m|U_I(t)|n\rangle \left(\hat{T}e^{-i\int_0^t dt_1\varepsilon_n(Q(t_1))dt_1/\hbar}\right) \rho_{ph}(0)$$

$$\times \left(\hat{T}^\dagger e^{i\int_0^t dt_1\varepsilon_{n'}(Q(t_1))dt_1/\hbar}\right) \langle n'|U_I^\dagger(t)|m'\rangle\}. \quad (29)$$
The term \( \left( \hat{T}_{e^{-i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar}} \right) \rho_{ph}(0) \left( \hat{T}_{\dagger} e^{i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar} \right) \) in the above equation is responsible for decoherence. To proceed further, we assume that the correlation between decoherence and relaxation can be neglected and approximate

\[
Tr_{ph} \{ \langle m | U_1(t) | n \rangle \left( \hat{T}_{e^{-i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar}} \right) \rho_{ph}(0) \left( \hat{T}_{\dagger} e^{i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar} \right) \langle n' | U_{1}\dagger(t) | m' \rangle \} \approx
Tr_{ph} \{ \langle m | U_1(t) | n \rangle \rho_{ph}(0) \langle n' | U_{1}\dagger(t) | m' \rangle \} Tr_{ph} \{ \left( \hat{T}_{e^{-i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar}} \right) \rho_{ph}(0) \left( \hat{T}_{\dagger} e^{i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar} \right) \}.
\]

Using this in Eq. (26) and Eq. (27) we get

\[
\rho_{bc} \approx \sum_{m,n,m'} \langle b | m \rangle \langle n | a \rangle \langle a | n' \rangle \langle m' | c \rangle \rho_{mm',nn'}(t) + \sum_{m,m',n' \neq n} \langle b | m \rangle \langle n | a \rangle \langle a | n' \rangle \langle m' | c \rangle \rho_{mm',nn'}(t) D_{nn'}(t).
\]

(30)

We have used the notations \( p_{mm',nn'}(t) = Tr_{ph} \{ \langle m | U_1(t) | n \rangle \rho_{ph}(0) \langle n' | U_{1}\dagger(t) | m' \rangle \} \) and \( D_{nn'}(t) = Tr_{ph} \{ \left( \hat{T}_{e^{-i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar}} \right) \rho_{ph}(0) \left( \hat{T}_{\dagger} e^{i \int_0^t dt_1 \varepsilon_n(Q(t_1)) dt_1 / \hbar} \right) \} \).

B. The time evolution operator \( U_1(t) \)

\( U_1(t) \), being the unitary operator in the interaction picture, obeys the equation \( i \hbar \frac{\partial U_1(t)}{\partial t} = U_1(t) \overline{H}_{na}(t) \) with \( \overline{H}_{na}(t) = e^{i \overline{\pi} t / \hbar} \overline{\pi} e^{-i \overline{\pi} t / \hbar} \). As the system is close to its adiabatic limit, we can take \( \overline{H}_{na} \) as a perturbation, approximate it by its value at \( Q = 0 \), so that we have

\[
\overline{H}_{na} \approx \overline{H}_{na,0} = \frac{1}{2} \sum_j \left\{ \hat{P}_j \hat{A}^j(0) + \hat{A}^j(0) \hat{P}_j \right\} = \sum_j \hat{P}_j \hat{A}^j(0)
\]

\( = \sum_{j,n,m} \hat{P}_j \hat{A}^j_{nm,0} c_n^j c_m^j. \) (31)

We now approximate the Hamiltonian in Eq. (18) by

\[
\overline{H} \approx \overline{H}_0 + \overline{H}_{na,0}.
\]

(32)

Our interest is in the evaluation of \( p_{mm',nn'}(t) \). For this, we introduce \( \rho(t) = e^{-i \overline{H} t / \hbar} \rho(0) e^{i \overline{H} t / \hbar} \) and define \( \tilde{\rho}(t) = e^{i \overline{\pi} t / \hbar} \rho(t) e^{-i \overline{\pi} t / \hbar} \). Then we note that

\[
p_{mm',nn'}(t) = Tr_{ph} \{ \langle m | U_1(t) | n \rangle \rho_{ph}(0) \langle n' | U_{1}\dagger(t) | m' \rangle \} \quad \text{(33)}
\]

if \( \rho(0) \) is taken to be \( \rho_{ph}(0) | n \rangle \langle n' | \). It is convenient to define an operator \( \tilde{\rho}_{nn'}(t) \) by

\[
\langle m | \tilde{\rho}_{nn'}(t) | m' \rangle = p_{mm',nn'}(t).
\]

(34)
We now proceed to derive an equation for \( m|\tilde{\rho}_{nn'}(t)|m' \) for an arbitrary initial density matrix of the form \( \rho_{ph}(0)\rho_e \) where \( \rho_e \) is the initial density operator for the electronic state. \( \tilde{\rho}_{nn'}(t) \) obeys the Liouville equation
\[
\frac{\partial \tilde{\rho}_{nn'}(t)}{\partial t} = -\frac{i}{\hbar} [\overline{H}_{na,0}, \tilde{\rho}_{nn'}(t)] = L_{na}(t) \tilde{\rho}_{nn'}(t),
\] (35)
where \( \overline{H}_{na,0} \) is defined in Eq. (31) and \( L_{na}(t) \) is defined by the above equation. This equation has to be solved, subject to the initial condition \( \rho_{nn'}(0) = |n\rangle\langle n'|. \) Looking at this equation, one realizes that this just the problem of time evolution of initial coherences and populations under the influence of the perturbation \( \overline{H}_{na,0}. \) Also, note that the coherence \( |n\rangle\langle n'| \) enters only through the initial condition and that the equation itself is the same for all \( |n\rangle\langle n'|. \)

Following well known methods [4–6, 36–39], we derive the master equation for the reduced density matrix \( \tilde{\rho}_1(t) \) (see Appendix B for more details)
\[
\frac{\partial \tilde{\rho}_1(t)}{\partial t} = -\sum_{r,r',s} B_{r,r',s}[X_{r,r',s}|r\rangle\langle s|\tilde{\rho}_1(t)+X_{r',r,s}^*\tilde{\rho}_1(t)|r\rangle\langle s|]+\sum_{r,r',s',s} B_{r,r',s',s}^* (X_{r,r'+s',s})[|r\rangle\langle r'|\tilde{\rho}_1(t)|s\rangle\langle s'|],
\] (36)
with the initial condition \( \tilde{\rho}_1(0) = |n\rangle\langle n'|. \) We have dropped the subscript \( nn' \) as the equation itself does not depend on \( nn' \); only the initial condition does. \( |r\rangle, |r'|, |s\rangle \) and \( |s\rangle \) are the adiabatic states evaluated at \( Q = 0. \)
\[
B_{r,r',s} = \sum_j A^j_{r,r',0}A^j_{r',s,0}; B_{r,r',s',s}^* = \sum_j A^j_{r,r',0}A^j_{s',s,0}
\]
and \( \omega_{rr'} = (\varepsilon_r^0 - \varepsilon_r^0)/\hbar. \)
\[
X_{r,r'} = \begin{cases} 
\frac{\pi J(\omega_{rr'})\omega_{rr}^2}{\hbar} & \text{if } \omega_{rr'} > 0 \\
\frac{\pi J(\omega_{rr'})\omega_{rr}^2}{\hbar(1-e^{-\pi\hbar\omega_{rr'}})} & \text{if } \omega_{rr'} > 0.
\end{cases}
\] (37)

Here \( J_j(\omega) \) is the spectral density defined as
\[
J_j(\omega) = \sum_k \frac{m_{jk}v^2_{jk}}{2\omega_{jk}} \delta(\omega - \omega_{jk}).
\] (38)

Note that in the following we will assume that all \( J_j(\omega) \) are the same, and denote it by \( J(\omega), \) though our analysis is valid for arbitrary \( J_j(\omega). \) It is worth mentioning that the method that we have used to derive the master equation is quite well known and has been used in many papers (see for example [5, 6]). For deriving the master equation we use their methods. However, our procedure differs from these papers in one crucial aspect. For example, in [5] the Hamiltonian is (following the notation [5]),
\[
H_{tot}(t) = H_{ex} + \delta H_{ex} + H_{env} + H_f(t),
\] (39)
and the states $|\alpha\rangle$ that are used to derive the master equation are eigenfunctions of the Hamiltonian $H_{ex}$ and have no dependence on the environment. They are taken to be delocalized states of the excitonic system and all calculations are done using these. In comparison, in our calculations, the states $|m(Q)\rangle$ that we use are dependent on the co-ordinates of the environment and are adiabatic eigenfunctions of the electronic Hamiltonian $H_{el}+H_{el-ph}(Q)$. They have a parametric dependence on $Q$. This $Q$ dependence makes them difficult to work with, and hence we had to introduce the operator $T(Q)$. Introducing this enabled us to split the Hamiltonian as in Eq. (18) and then analyze the time evolution easily. In the notations of reference [5], this means that we are working with eigenstates of $H_{ex}+\delta H_{ex}$ and not with eigenfunctions of $H_{ex}$.

V. APPLICATION TO THE FMO COMPLEX

We now apply the above formalism to a monomer in the trimeric FMO complex with sites denoted as 1, 2, 3, ..., 7. We use the Hamiltonian used by Nalbach et al. [26], who have recently performed exact numerical calculations using this Hamiltonian. The electronic part of their Hamiltonian is

$$H_{el} = \begin{pmatrix} 240 & -87.7 & 5.5 & -5.9 & 6.7 & -13.7 & -9.9 \\
315 & 30.8 & 8.2 & 0.7 & 11.8 & 4.3 \\
0 & -53.5 & -2.2 & -9.6 & 6.0 \\
130 & -70.7 & -17.0 & -63.3 \\
285 & 81.1 & -1.3 \\
435 & 39.7 \\
245 \end{pmatrix}. \quad (40)$$

We have written only the part of the matrix along the diagonal and above it. The eigenstates of the Hamiltonian are denoted as $|m\rangle$ with $m = 1, 2, \ldots, 7$ with respective energies $\varepsilon_m^0$. Approximating $\varepsilon_m(Q) \approx \varepsilon_m^0 + \nabla Q \varepsilon_m(Q)|_{Q=0} \cdot Q$, we get
\[ \rho_{bc}(t) = \sum_{m,m',n \in \psi_0^0} \langle b|m\rangle\langle n|a\rangle\langle a|n\rangle\langle m'|c\rangle p_{mm',nn}(t) \]
\[ + \sum_{m,m',n,n' \in \psi_0^0} \langle b|m\rangle\langle n|a\rangle\langle a|n'\rangle\langle m'|c\rangle e^{-i\varepsilon_{nn'}t/\hbar}e^{-\phi_{nn'}(t)} p_{mm',nn'}(t), \] (41)

where \( \varepsilon_{nn'} = \varepsilon_n^0 - \varepsilon_{n'}^0 \), \( \phi_{nn'}(t) = Re(\phi_{nn'}(t)) + iIm(\phi_{nn'}(t)) \) and

\[ Re(\phi_{nn'}(t)) = \frac{1}{\hbar} \int_0^\infty d\omega J(\omega) \frac{1 - \cos(\omega t)}{\omega^2} \coth \left( \frac{\beta \omega}{2} \right) \sum_{j=1,2,...,7} \left( \frac{\partial \varepsilon_n}{\partial Q_j} - \frac{\partial \varepsilon_{n'}}{\partial Q_j} \right)^2 Q_j=0, \] (42)

and

\[ Im(\phi_{nn'}(t)) = \frac{1}{\hbar} \int_0^\infty d\omega J(\omega) \frac{\sin(\omega t) - \omega t}{\omega^2} \sum_{j=1,2,...,7} \left( \frac{\partial \varepsilon_n}{\partial Q_j} - \frac{\partial \varepsilon_{n'}}{\partial Q_j} \right)^2 Q_j=0. \] (43)

Equations (36) and (41) and together with (42) and (43) form the basic equations of our calculation. If one puts \( \phi_{nn'} \) in Eq. (41) equal to zero, and imagined \( H_{na} \) to be the only perturbation, then the our method of calculation would be same as that of [5, 6].

First we will consider the Drude spectral density as it has been extensively used for the theoretical modeling of excitation energy transfer in the FMO complex. It is given by

\[ J(\omega) = J_D(\omega) = \frac{2\lambda}{\pi} \frac{\omega \omega_c}{\omega^2 + \omega_c^2}, \] (44)

where \( \lambda \) is the reorganization energy and \( \alpha = \frac{\lambda}{\hbar \omega_c} \). In our calculations, we consider \( \lambda = 35 \text{ cm}^{-1} \) and \( \omega_c^{-1} = 50 \text{ fs} \). Expressions for the integrals in Eq. (42) and Eq. (43) are given in the Appendix A. We also performed calculations for the more realistic spectral density determined by Adolphs and Renger for the FMO complex [40]. Their spectral density has a discrete mode too and is given by

\[ J(\omega) = J_{AR}(\omega) = \omega^2 S_0 g_0(\omega) + J_{dm}(\omega), \] (45)

where \( J_{dm}(\omega) = \omega^2 S_H \delta (\omega - \omega_H) \) and

\[ g_0(\omega) = 6.105 \times 10^{-5} \times \frac{\omega^3}{\omega_1^4} e^{-\sqrt{\omega_1}} + 3.8156 \times 10^{-5} \times \frac{\omega^3}{\omega_2^4} e^{-\sqrt{\omega_2}}, \]

with \( S_0 = 0.5, S_H = 0.22, \omega_H = 180 \text{ cm}^{-1}, \omega_1 = 0.575 \text{ cm}^{-1} \) and \( \omega_2 = 2 \text{ cm}^{-1} \). Nalbach and coworkers [26], use a spectral density in which the discrete mode has a broadening of \( \gamma_p \), so that

\[ J_{dm}(\omega) = \omega^2 S_H \frac{1}{\pi} \frac{\gamma_p}{(\omega - \omega_H)^2 + \gamma_p^2}, \] (46)
We use a slightly different way of broadening the delta function, as this makes the calculations of the decoherence expressions analytical. We take the contribution to the spectral density from the discrete mode to be

\[ J_{dm}(\omega) = \omega \omega_H S_H \frac{1}{\pi (\omega - \omega_H)^2 + \gamma_p^2}. \]  

We have performed calculations for \( \gamma_p = 1 \text{ cm}^{-1} \). There is negligible difference between the two densities as may be confirmed by making plots of them. To evaluate the matrix elements

\[ \tilde{\rho}_{1,mm'}(t) = \langle m|\rho_1(t)|m'\rangle, \]  

we use the following equations respectively for populations and coherences, which are obtained from Eq. (36), by calculating matrix elements of this equation.

\[ \dot{\tilde{\rho}}_{1,mm}(t) = - \left( \sum_{n,n \neq m} \Gamma_{nm} \right) \tilde{\rho}_{1,mm}(t) + \sum_{n,n \neq m} \Gamma_{mn} \tilde{\rho}_{1,nn}(t) \]  

\[ \dot{\tilde{\rho}}_{1,mm}(t) = - \frac{1}{2} (\Gamma_{mn} + \Gamma_{nm}) \tilde{\rho}_{1,mm}(t), \quad n \neq m. \]  

Therefore, we would have a matrix equation of the following form:

\[ \tilde{\rho}_1(t) = e^{\Gamma t} \tilde{\rho}_1(0), \]  

where \( \Gamma \) is a 7 \( \times \) 7 matrix containing the rate constant elements \( \Gamma_{nm} \). \( \tilde{\rho}_1(t) \) is the \( N \times N \) matrix of populations and coherences at any time \( t \).

We have \( \omega_{mn} = \frac{\varepsilon_{m}^0 - \varepsilon_{n}^0}{\hbar} = \omega_m - \omega_n \). If \( \varepsilon_{m}^0 > \varepsilon_{n}^0 \), this gives \( \Gamma_{nm} = e^{\beta \omega_{mn}} \Gamma_{mn} \) with

\[ \Gamma_{mn} = \frac{2\pi}{\hbar} \frac{J(\omega_{mn})}{e^{3\beta \omega_{mn}} - 1} \sum_j (\langle n|j\rangle\langle j|m\rangle)^2. \]  

It is worth stressing that the eigenfunctions \( |m\rangle \) and \( |n\rangle \) are just the delocalized eigenstates of the system at \( Q = 0 \) and hence our approach in calculation of the relaxation rate resembles the approaches of [5, 6]. However, our procedure differs from previous approaches [5, 6] in two respects: (1) The use of adiabatic eigenstates has enabled us to split the effects of interaction with the environment into two parts. (2) The term responsible for the major part of decoherence is accounted for separately in a non-perturbative fashion and the non-adiabatic term \( \overline{H}_{na,0} \) which causes population relaxation is accounted for using the methods
VI. RESULTS AND DISCUSSIONS

We discuss below the results for the seven level FMO complex using the analytical expressions obtained above. We consider the initial excitation to reside at either site 1 or site 6 as they are located nearest to the chlorosome antenna. We provide an instance of how well our method compares with the exact numerical calculations by Nalbach et al. [26]. In Fig. 1 we give results for the case where the initial excitation is at site 1. The figure shows the probability of finding the excitation at sites 1, 2 and 3, at 77 K. The agreement of our method with the exact results is seen to be very good. We have compared for the other cases when the initial excitation is at site 6 and at two different temperatures of 77 K and 300 K (figures are not given, to save space). The agreement is excellent for all the cases.

With our approach, it is possible to look at the effect of decoherence and population relaxation separately. First, we consider the case when the initial excitation is put on site 1 and the environment is absent. The excitation mostly oscillates between sites 1 and 2 and a very small amount of the total excitation is transferred to the other sites, including site 3 which has the least energy. This is due to the strong off-diagonal coupling in the Hamiltonian between chromophores 1 and 2. If we confine the initial excitation to chromophore 6 and again consider the environment to be absent, the excitation oscillates among the sites 6, 5, 4 and 7 but there is again no appreciable transfer to chromophore 3 which is closest to the reaction centre. We now investigate the impact of decoherence at two temperatures, 77 K and 300 K, respectively. Figure 2 has the initial excitation on 1 at 77 K and shows only the decoherence effects induced by the environment. We have coherent oscillations of the excitation mostly between chromophores 1 and 2 with no significant transfer elsewhere. The oscillatory behaviour of the excitation gets somewhat damped, due to decoherence, at timescales of $\sim 750 \text{ fs}$. However, once we include the environment - induced population relaxation effects along with decoherence (Figure 3), the oscillations at sites 1 and 2 get damped rapidly (the oscillations reduce significantly at $\sim 750 \text{ fs}$) and their amplitudes decrease significantly. Chromophore 3 now has a significant amount of excitation transferred
FIG. 1. Calculations for the spectral density $J_D(\omega)$. Initial excitation is on site 1 and temperature is 77 K. Comparison of our results (dashed lines) with those of Nalbach et al. [26] (denoted by symbols) for chromophores 1, 2 and 3.

to it and it exhibits oscillations only up to 300 fs. As there was no appreciable transfer to site 3 in the absence of population relaxation, this is just the environment assisted transport, suggested previously by other authors. There is also some population transfer to chromophore 4 which hardly shows any oscillatory behaviour.

We now consider the environment-induced effects at a higher temperature, 300 K. Figure 4 considers only the decoherence effects on population evolution at the different chromophores with the initial population at site 1. A higher temperature causes severe damping in the oscillatory behaviour of the excitation, which is again mostly confined to sites 1 and 2. The other sites do not receive any appreciable amount of energy. But on inclusion of the population relaxation effects as well (Figure 5), we see the excitation getting transferred to other sites with significant transfers to sites 3 and 4. However the coherent oscillations get damped and disappear around 350 fs.

We now consider the initial excitation to be at site 6 and investigate the decoherence
FIG. 2. Results for decoherence caused by the environment when the spectral density is $J_D(\omega)$ and $T = 77K$. Initial excitation is put on site 1. The curves for sites 4, 6 and 7 are not shown as the population at these sites are less than that of site 3 at all times.

Effects due to the environment, with and without population relaxation, at the two temperatures. Figures 6 and 7 show only the decoherence effects at 77 K and 300 K respectively. In both the cases, the excitation mostly oscillates between chromophores 6, 5, 4 and 7 with no significant transfer elsewhere, as in the case where the environment was considered absent. However, higher the temperature we consider, greater would be the damping and the coherent oscillations would disappear faster. At 77 K, the oscillations, though damped, persist upto $\sim 500$ fs. However, at 300 K, the oscillations disappear around $\sim 200$ fs.

Inclusion of the population relaxation effects (Figures 8 and 9) results in faster damping and more importantly, in transfer of the population to the other sites, most importantly to chromophore 3, which is located closest to the reaction centre and chromophore 4. Again, thermal equilibrium is attained faster at higher temperatures.

We now present the calculations for the more realistic spectral density $J_{AR}(\omega)$ suggested by Adolphs and Rengers [40], for which exact numerical calculations have been done by
FIG. 3. Calculations for spectral density $J_D(\omega)$. Initial excitation is taken to be on site 1 and temperature to be 77 K. Curves shown include effects of decoherence and population relaxation due to the environment.

Nalbach and coworkers [26]. We show only the results which arise from decoherence and population relaxation considered together. Again, we provide a comparison of our results with them to show how well the method works, despite the approximations in Figure 10. The agreement is seen to be very good.

VII. CORRELATED BATH

It is also possible to investigate, how the presence of correlations among the bath degrees of freedom affects the process of light-harvesting [33]. A numerical investigation of the effect of correlations on the simple two level system was done by Nalbach and coworkers [41]. We investigate the effect of correlations for the seven level system using our method. Reference [33] suggests three different models for correlations. The first has no correlations, which is what we have studied in detail in this paper. The second one has correlations between neighboring sites while the third has correlations decay exponentially with distance.
FIG. 4. Calculations at 300 K, for the spectral density $J_D(\omega)$. Initial excitation is assumed to be on site 1. Calculations account only for decoherence and does not include population relaxation. The curves for sites 4, 6 and 7 are not shown as the population at these sites are less than that of site 3 at all times.

We have studied the second model, as we wish to see what happens if correlations are included. Physically, it seems unlikely that there are correlations, as the sites are rather apart in space. It should be pointed out that recent simulations [42] found no correlations in the fluctuations of the energies at different sites. A quantitative measure of the spatial correlation is given by the correlation matrix $C$ of Eq. (9). Following reference [33], we use $C_{12} = C_{21} = C_{56} = C_{65} = 0.9; C_{45} = C_{54} = C_{47} = C_{74} = 0.4$. Figures 11 and 12 compare the evolution of population for correlated and uncorrelated bath for two specific cases: a) population evolution at site 6 when the initial excitation is at site 6 at 77 K and b) population evolution at site 3 when the initial excitation is at site 6 at 77 K. The spectral density used here is the Drude spectral density. From Figure 11, we see that in the absence of correlations, the population at site 6 reaches thermal equilibrium faster. However, we would be more interested in the excitation transfer to site 3 as it sits closest to the reaction
FIG. 5. Calculations at 300 K, for spectral density $J_D(\omega)$. Initial excitation is assumed to be on site 1. Results include both decoherence and population relaxation due to the environment.

centre. In Figure 12, the excitation is transferred much faster and hence more efficiently to site 3 in the absence of correlations. It has been recently suggested that vibrational coherences may be responsible for the oscillations that are observed in the experiments with the FMO complex [43–46]. This requires that one or more vibrations exchange energy back and forth with electronic excitations. Proper accounting for this requires that these vibrations should be accounted for in a more detailed manner than we have done. We are currently investigating the extension of our approach to account for this. Also, it has been suggested that the initial state that is produced in the experiment may not be on a single site, but it may be delocalized over two (or more) sites. In our approach this is quite easy to account for - all that one needs is to express the initial state in terms of the delocalized eigenfunctions. We are currently investigating such states using the method.
FIG. 6. Calculations for the spectral density $J_D(\omega)$ and temperature 77 K. Initial excitation is assumed to be on site 6. The curves include only the effects of decoherence and do not include effects of population relaxation. The curves for sites 1 and 3 are not shown as the population at these sites are less than that of site 2 at all times.

VIII. CONCLUSIONS

In this paper, we have introduced an analytical technique for treating coherent wavelike excitation transfer. We wish to emphasize that unlike the existing numerical techniques, the method is computationally inexpensive and could be applied to systems with large number of states. Again, the existing approaches mostly employ perturbative techniques. However, our treatment, which employs mapping onto the adiabatic basis, accounts for decoherence and population relaxation independently. Decoherence is accounted for non-perturbatively, and population relaxation using a Markovian master equation. Results are presented for two spectral densities: a) Drude spectral density and b) the spectral density determined by Adolphs and Renger [40] for the FMO complex. The results obtained suggest that if only the environment-induced decoherence is considered, there is only damping observed in the oscillatory nature of the excitation which otherwise remains confined to the same sites as
FIG. 7. Calculations for the spectral density $J_D(\omega)$ and temperature 77 K. Initial excitation is assumed to be on site 6. The curves include only the effects of decoherence and do not include effects of population relaxation. The curves for sites 1 and 3 are not shown as the population at these sites are less than that of site 2 at all times.

in the case where we have considered the environment absent. A higher temperature would only induce more severe damping. In other words, on confining the initial excitation to site 1 or site 6, coherence doesn’t help the excitation propagate to site 3 which has the least energy and is located closest to the reaction centre where the electron transfer reaction takes place. The energy transfer to site 3 and the other sites takes place only when the population relaxation effects are included along with coherence effects. Again, at higher temperatures, attainment of thermal equilibrium due to this would be faster. Therefore, the population relaxation, which is responsible for washing out of the coherences, is the principal reason for the excitation to move to site 3. The coherent oscillations, which do not persist for large enough times, remain essentially confined to a subset of chromophores and do not help in propagating the excitation to site 3. The method also works well when we use the spectral density suggested by Adolphs and Renger [40], which has a discrete mode too. We
FIG. 8. Calculations for the spectral density $J_D(\omega)$ and temperature 77 K. Initial excitation is assumed to be on site 6. The curves include effects of both decoherence and population relaxation due to the environment.

also investigate the effects of presence of bath correlations. The excitation transfer to the reaction centre is more efficient in their absence. To conclude, the extremely efficient light harvesting phenomenon is rendered so by the dissipative influence of the environment and not its absence, as usually suspected.
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FIG. 9. Calculations for the spectral density $J_D(\omega)$ and temperature 300 K. Initial excitation is assumed to be on site 6. The curves include effects of both decoherence and population relaxation due to the environment.

Appendix A: Evaluating the Decoherence Terms

We can evaluate $\text{Tr}_{\text{ph}} \left\{ \left( \hat{T} e^{-i \int_0^t dt_1 \hat{\epsilon}_m(Q(t_1))/\hbar} \right) \rho_{\text{ph}}(0) \left( \hat{T}^\dagger e^{i \int_0^t dt_1 \hat{\epsilon}_m(Q(t_1))/\hbar} \right) \right\}$ in the following manner: We have from Eq. (19)

$$H_0 = \sum_m \epsilon_m(Q) c_m^\dagger c_m + \frac{1}{2} \sum_{j,k} \left\{ \frac{\bar{p}_{jk}^2}{m_{jk}} + m_{jk} \omega_{jk}^2 q_{jk}^2 \right\}$$

We consider upto first order in $\epsilon_m(Q)$ with respect to $Q$. Consequently, $\epsilon_m(Q) = \epsilon_m + \sum_j \left( \frac{\partial \epsilon_m}{\partial Q_j} \right)_{Q_j=0} Q_j$. Therefore, $H_0 = H_0 + V$ where $H_0 = \sum_m \epsilon_m^0 c_m^\dagger c_m + \frac{1}{2} \sum_{j,k} \left\{ \frac{\bar{p}_{jk}^2}{m_{jk}} + m_{jk} \omega_{jk}^2 q_{jk}^2 \right\}$ and $V = \sum_{j,m} \left( \frac{\partial \epsilon_m}{\partial Q_j} \right)_{Q_j=0} Q_j c_m^\dagger c_m$. Now we write the following matrix element in the interaction picture as follows:

$$\text{Tr}_{\text{ph}} \left\{ \left( \hat{T} e^{-i \int_0^t dt_1 \hat{\epsilon}_m(Q(t_1))/\hbar} \right) \rho_{\text{ph}}(0) \left( \hat{T}^\dagger e^{i \int_0^t dt_1 \hat{\epsilon}_m(Q(t_1))/\hbar} \right) \right\}$$

$$= \text{Tr}_{\text{ph}} \left\{ \left\langle n \left| e^{-i \hat{H} t/\hbar} \right| n \right\rangle \rho_{\text{ph}}(0) \left\langle n' \left| e^{i \hat{H} t/\hbar} \right| n' \right\rangle \right\}$$
FIG. 10. Calculations for the spectral density $J_{AR}(\omega)$. We have taken $\gamma_p = 1 \text{ cm}^{-1}$ and temperature to be 77 K. Initial excitation is taken to be on site 1. The curves include effects of decoherence and population relaxation due to the environment. The figure compares our results (lines) with those of Nalbach et al. [26] (denoted by symbols) for chromophores 1, 2 and 3 and the agreement is found to be good.

Using cumulant expansion and writing $Q_j(t)$ in terms of creation and annihilation operators, the above expression can be evaluated. Then we get

$$
Tr_{ph} \left\{ \left( T e^{-i \int_0^t dt_1 V_j(t_1) / \hbar} \right) \rho_{ph}(0) \left( \hat{T}^\dagger e^{i \int_0^t dt_1 V_j(t_1) / \hbar} \right) \right\} = e^{-i \varepsilon_{nn'} t / \hbar} e^{-\phi_{n,n'}(t)}.
$$

where $\varepsilon_{nn'} = \varepsilon_n^0 - \varepsilon_{n'}^0$,

$$
Re(\phi_{n,n'}(t)) = \frac{1}{\hbar} \sum_{j=1,2,\ldots,7} \left( \frac{\partial \varepsilon_n}{\partial Q_j} - \frac{\partial \varepsilon_{n'}}{\partial Q_j} \right)^2.
$$
FIG. 11. Calculations for the spectral density \( J_D(\omega) \). Initial excitation assumed to be on site 6 and the temperature is taken to be 77 K. Results are given for the population on site 6, for both correlated and uncorrelated baths.

and

\[
\text{Im}(\phi_{n,n'}(t)) = \frac{1}{\hbar} \int_{0}^{\infty} d\omega J(\omega) \frac{\sin(\omega t) - \omega t}{\omega^2} \sum_{j=1,2,...,7} \left( \frac{\partial \varepsilon_n}{\partial Q_j} \right)_{Q_j=0}^2 - \left( \frac{\partial \varepsilon_{n'}}{\partial Q_j} \right)_{Q_j=0}^2 \quad (A2)
\]

We now evaluate the two integrals. First in Eq. (42), we rewrite

\[
\frac{1}{\hbar} \int_{0}^{\infty} d\omega J(\omega) \frac{1 - \cos(\omega t)}{\omega^2} \coth \left( \frac{\beta \hbar \omega}{2} \right) = \frac{1}{2\hbar} \int_{0}^{t} dt_2 \int_{0}^{t_{12}} dt_1 \int_{-\infty}^{\infty} d\omega J(\omega) e^{i\omega t_1} \coth \left( \frac{\beta \hbar \omega}{2} \right) \quad (A3)
\]

Using Drude spectral density, \( \int_{-\infty}^{\infty} d\omega J(\omega) e^{i\omega t_1} \coth \left( \frac{\beta \hbar \omega}{2} \right) = \frac{2\lambda}{\pi} \int_{-\infty}^{\infty} d\omega \frac{\omega}{\omega^2 + \omega_c^2} e^{i\omega t_1} \coth \left( \frac{\beta \hbar \omega}{2} \right) \) which can be evaluated using contour integration. The above function has poles at \( \omega = \pm i\pi, \pm i\frac{2\pi n}{\beta \hbar} (n = 0, 1, 2, \ldots) \). Applying the Cauchy Integral theorem at the poles and evaluating the time-integration, we have

\[
\frac{1}{\hbar} \int_{0}^{\infty} d\omega J(\omega) \frac{1 - \cos(\omega t)}{\omega^2} \coth \left( \frac{\beta \hbar \omega}{2} \right) = \frac{\lambda}{\hbar \omega_c} \cot \left( \frac{\beta \hbar \omega_c}{2} \right) (e^{-\omega_c t} + \omega_c t - 1)
\]

\[+ \frac{4\lambda \omega_c}{\hbar^2 \beta} \sum_{n=1}^{\infty} \frac{1}{\nu_n (\nu_n^2 - \omega_c^2)} (e^{-\nu_n t} + \nu_n t - 1). \quad (A4)
\]
FIG. 12. Calculations for the spectral density $J_D(\omega)$. Initial excitation is assumed to be on site 6 at 77 K. The plots show probability of transfer to site 3, for correlated and uncorrelated baths.

Here, $\nu_n = \frac{2 \pi n}{\beta \hbar}$. Eq. (43) could easily be evaluated to give the following expressions:

$$\frac{1}{\hbar} \int_0^\infty d\omega J(\omega) \frac{\sin(\omega t) - \omega t}{\omega^2} = -\frac{\lambda}{\hbar \omega_c} \left( e^{-\omega_c t} + \omega_c t - 1 \right). \quad (A5)$$

Therefore,

$$Re(\phi_{n,n'}(t)) = \left( \frac{\lambda}{\hbar \omega_c} \cot \left( \frac{\beta \hbar \omega_c}{2} \right) \left( e^{-\omega_c t} + \omega_c t - 1 \right) + \frac{4 \lambda \omega_c}{\hbar^2 \beta} \sum_{n=1}^\infty \frac{1}{\nu_n (\nu_n^2 - \omega_c^2)} \left( e^{-\nu_n t} + \nu_n t - 1 \right) \right) \sum_{j=1,2,\ldots,7} \left( \frac{\partial \varepsilon_n}{\partial Q_j} - \frac{\partial \varepsilon_{n'}}{\partial Q_j} \right)_{Q_j=0}^2 \quad (A6)$$

and

$$Im(\phi_{n,n'}(t)) = \left( -\frac{\lambda}{\hbar \omega_c} \left( e^{-\omega_c t} + \omega_c t - 1 \right) \right) \sum_{j=1,2,\ldots,7} \left( \frac{\partial \varepsilon_n}{\partial Q_j} \right)_{Q_j=0}^2 - \left( \frac{\partial \varepsilon_{n'}}{\partial Q_j} \right)_{Q_j=0}^2. \quad (A7)$$

**Appendix B: Deriving the Master Equation**

In this section, we give a brief derivation of the master equation. The approach is well known and is used in several papers [4–6, 36–39]. As is usual in deriving master equations
[47], we introduce two projection operators \( \mathbb{A} \) and \( \mathbb{B} \) which are defined by
\[
\mathbb{A}X = \rho_{ph}(0) Tr_{ph}X
\]
\( \mathbb{B}X = (1 - \mathbb{A}) X \)

for any operator \( X \). Using these and following [47], we derive the equations:
\[
\frac{\partial \tilde{\rho}_1(t)}{\partial t} = \mathbb{A} L_{na}(t) \tilde{\rho}_1(t) + \mathbb{A} L_{na}(t) \tilde{\rho}_2(t), \tag{B3}
\]
and
\[
\frac{\partial \tilde{\rho}_2(t)}{\partial t} = \mathbb{B} L_{na}(t) \tilde{\rho}_1(t) + \mathbb{B} L_{na}(t) \tilde{\rho}_2(t), \tag{B4}
\]
where \( \tilde{\rho}_1(t) = \mathbb{A} \tilde{\rho}_{nn'}(t) \) and \( \tilde{\rho}_2(t) = \mathbb{B} \tilde{\rho}_{nn'}(t) \). Note that \( \rho_1(t) \) and \( \rho_2(t) \), are dependent on the initial coherence \( |n\rangle \langle n'| \), which we have not indicated explicitly as that will clutter up the notation. It is easy to show that \( \mathbb{A} L_{na}(t) \tilde{\rho}_1(t) = 0 \). Solving Eq. (B4) and using it in Eq. (B3) we get
\[
\frac{\partial \tilde{\rho}_1(t)}{\partial t} = Tr_{ph} \left\{ L(t) \int_0^t dt_1 e^{\mathbb{B} L_{na}(t-t_1)} L_{na}(t_1) \tilde{\rho}_{ph}(0) \right\} \tilde{\rho}_1(t_1). \tag{B5}
\]
As this is expected to be small, in Eq. (B5) we retain terms up to second order in \( L_{na}(t) \). This implies that we shall approximate \( e^{\mathbb{B} L_{na}(t-t_1)} \approx 1 \). Further, we make the Markovian approximation and put \( \tilde{\rho}_1(t_1) \approx \tilde{\rho}_1(t) \) and take the upper limit in the integral to be infinity, to get
\[
\frac{\partial \tilde{\rho}_1(t)}{\partial t} = Tr_{ph} \left\{ \int_0^\infty dt_1 L_{na}(t) L_{na}(t_1) \tilde{\rho}_{ph}(0) \right\} \tilde{\rho}_1(t). \tag{B6}
\]
On evaluating the right hand side of the above expression, we get
\[
\frac{\partial \tilde{\rho}_1(t)}{\partial t} = - \sum_{r,r',s} B_{r,r',s} [X_{r',s}|r\rangle \langle s| \tilde{\rho}_1(t) + X_{r',r} \tilde{\rho}_1(t)|r\rangle \langle s|] + \sum_{r,r',s} B'_{r,r',s} (X_{r',r} + X_{r,r'}) |r\rangle \langle r'| \tilde{\rho}_1(t)|s\rangle \langle s|, \tag{B7}
\]
with the initial condition \( \tilde{\rho}_1(0) = |n\rangle \langle n'|, |r\rangle, |r'|, |s\rangle \) and \( |s\rangle \) are the adiabatic states evaluated at \( Q = 0 \). \( B_{r,r',s} = \sum_j A^j_{r,r',0} A^j_{r',s,0'} \), \( B'_{r,r',s} = \sum_j A^j_{r,r',0} A^j_{s',s,0} \) and \( \omega_{rr'} = (\varepsilon_r - \varepsilon_{r'})/h \).

\[
X_{r,r'} = \begin{cases} \frac{\pi J(\omega_{rr'}) \omega_{rr'}^2}{h} & \text{if } \omega_{rr'} > 0 \\ \frac{\pi J(\omega_{rr'}) \omega_{rr'}^2}{h} & \text{if } \omega_{rr'} > 0 \end{cases}, \tag{B8}
\]
Here $J_j(\omega)$ is the spectral density defined as

$$J_j(\omega) = \sum_k \frac{m_{jk} \nu_{jk}^2}{2\omega_{jk}} \delta(\omega - \omega_{jk}). \quad \text{(B9)}$$
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