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Abstract: In this paper, we focus on the problem of contextual aggregation in the semantic segmentation of aerial images. Current contextual aggregation methods only aggregate contextual information within specific regions to improve feature representation, which may yield poorly robust contextual information. To address this problem, we propose a novel multi-level context refinement network (MLCRNet) that aggregates three levels of contextual information effectively and efficiently in an adaptive manner. First, we designed a local-level context aggregation module to capture local information around each pixel. Second, we integrate multiple levels of context, namely, local-level, image-level, and semantic-level, to aggregate contextual information from a comprehensive perspective dynamically. Third, we propose an efficient multi-level context transform (EMCT) module to address feature redundancy and to improve the efficiency of our multi-level contexts. Finally, based on the EMCT module and feature pyramid network (FPN) framework, we propose a multi-level context feature refinement (MLCR) module to enhance feature representation by leveraging multi-level contextual information. Extensive empirical evidence demonstrates that our MLCRNet achieves state-of-the-art performance on the ISPRS Potsdam and Vaihingen datasets.
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1. Introduction

Image segmentation or semantic annotation is an exceptionally significant topic in remote sensing image interpretation and plays a key role in various real-world applications, such as geohazard monitoring [1,2], urban planning [3,4], site-specific crop management [5,6], autonomous driving systems [7,8], and land change detection [9]. This task aims to segment and interpret a given image into different image regions associated with semantic categories.

Recently, deep learning methods represented by deep convolutional neural networks [10] have demonstrated powerful feature extraction capabilities compared with traditional feature extraction methods, thereby sparking the interest of researchers and prompting a series of works [11–16]. Among these works, FCN [11] is a pioneer in deep convolutional neural networks and has made great progress in the field of image segmentation. Its encoder–decoder architecture first employs several down-sampling layers in the encoder to reduce the spatial resolution of the feature map to extract features. Then, it uses several up-sampling layers in the decoder to restore the spatial resolution, and it exhibits many improvements in semantic segmentation. However, limited by the structure of the encoder–decoder, FCN suffers from inadequate contextual and detail information. On one hand, some of the detail information is usually dropped by the down-sampling operation. On the other hand, due to the inherent nature of convolution, FCN does not provide adequate contextual information. This task leaves plenty of room for improvement. The key to improving the performance of semantic segmentation is to obtain strong semantic representation with detail information (e.g., detailed target boundaries, location, etc.) [17].
To restore detail information, several studies fuse features that come from encoder (low-level features) and decoder (high-level features) by long-range skip connections. FPN-based approaches [18–20] employ a long-range lateral path to refine feature representations across layers iteratively. SFNet [17] extracts location information from low-level features at a limited scope (e.g., $3 \times 3$ kernel size) and then applies it to calibrate the target boundaries of high-level features. Although impressive, these methods solely focus on harvesting contextual information from a local perspective (the local level) and do not aggregate contextual information from a more comprehensive perspective.

Furthermore, to improve the intra-class consistency of feature representation, some studies enhance feature representation by aggregating contextual information. Wang et al. [21] proposed the self-attention mechanism, a long-range contextual relationship modeling approach that is used by the segmentation model [22–25] to aggregate contextual information across an image adaptively. EDFT [26] designed the Depth-aware Self-attention (DSA) Module, which uses the self-attention mechanism to aggregate image-level contextual information to merge RGB features and depth features. Nevertheless, these approaches only focus on harvesting contextual information from the perspective of the whole image (the image level) without explicit guidance of prior context information [27], and they suffer from high computational complexity $O((HW)^2)$, where $HW$ is the input image size [28]. In addition, OCRNet [29], ACFNet [30], and SCARF [31] model the contextual relationships within a specific category region based on coarse segmentation (the semantic level). However, in some regions, the contextual information tends to be unbalanced (e.g., pixels in the border or small-scale object regions are susceptible to interference from another category), leading to the misclassification of these pixels. Moreover, ISNet [32] models contextual information from the perspective of the image level and semantic level. HMANet [33] designed a Class Augmented Attention (CAA) module to capture semantic-level context information and a Region Shuffle Attention (RSA) module to exploit region-wise image level context information. Although these methods improve the intra-class consistency of the feature representation, they still lack local detail information, resulting in lower classification accuracy in the object boundary region.

Several works have attempted to combine local-level and image-level contextual information to enhance the detail information and intra-class consistency of feature maps. MANet [34] introduces the multi-scale context extraction module (MCM) to extract both local-level and image-level contextual information in low-resolution feature maps. Zhang et al. [35] aggregate local-level contextual information in a high-resolution branch and harvest image-level contextual information in a low-resolution branch based on HRNet. HRCNet [36] proposes a light-weight dual attention (LDA) module to obtain image-level contextual information, and then the feature enhancement feature pyramid (FEFP) module is designed to exploit the local-level and image-level contextual information in parallel structure. Although these methods harvest local-level and image-level contextual information within the single module or between different modules, they are still missing the contextual dependencies of distinct classes. This paper seeks to provide a solution to these issues by integrating different levels of contextual information efficiently to enhance feature representation.

To this end, we propose a novel network called the multi-level context refinement network (MLCRNet) to harvest contextual information from a more comprehensive perspective efficiently. The basic idea is to embed local-level and image-level contextual information into semantic-level contextual relations to obtain more comprehensive and accurate contextual information to augment feature representation. Specifically, inspired by the flow alignment module in SFNet [17], we first design a local-level context aggregation module, which discards the warp operation that demands extensive computation and enhances the feature representation with a local contextual relationship matrix directly. Then, we propose the multi-level context transform (MCT) module to integrate three levels of context, namely, local-level, image-level, and semantic-level, to capture contextual information from multiple aspects adaptively, which can improve model performance but dramatically...
increased GPU memory usage and inference time. Thus, an efficient MCT (EMCT) module is presented to address feature redundancy and to improve the efficiency of our MCT module. Subsequently, based on the EMCT block and FPN framework, we propose a multi-level context prior feature refinement module called the multi-level context refinement (MLCR) module to enhance feature representation by aggregating multi-level contextual information. Finally, our model refines the feature map iteratively across FPN [18] decoder layers with MLCR.

In summary, our contribution falls into three aspects:
1. We propose a MCT module, which dynamically harvests contextual information from the semantic, image, and local perspectives.
2. The EMCT module is designed to address feature redundancy and improve the efficiency of our MCT module. Furthermore, a MLCR module is proposed on the basis of EMCT and FPN to enhance feature representation by aggregating multi-level contextual information.
3. We propose a novel MLCRNet based on the feature pyramid framework for accurate semantic segmentation.

2. Related Work

2.1. Semantic Segmentation

Over the past decade, deep learning methods represented by convolutional neural networks have made substantial advances in the field of semantic segmentation. FCN is a seminal work that applies convolutional layers on the entire image to replace fully connected layers to generate pixel-by-pixel labels, and many researchers have made great improvements based on it. These improvements can be roughly divided into two categories. One is for encoders to improve the robustness of feature representation. Yu et al. [37] designed an efficient structure called STDC for the semantic segmentation task, which obtains variant scalable receptive fields with a small number of parameters. HRNet [38] obtains a strong semantic representation with detail information by parallelizing multiple branches with different spatial resolutions. The other improvement is for the decoder, which introduces richer contextual information to enhance feature representation. DeepLab [13–15] presents the ASPP module that collects multi-scale contexts by employing a series of convolutions with different dilation rates. SENet [39] harvests global contexts by using global average pooling (GAP), and GCNet [40] adopts query-independent attention to model global contexts. This work concentrates on the latter, which aggregates more robust contextual information to enhance feature representation.

2.2. Context Aggregation

Based on the scope of context modelling, we can roughly categorize these contextual aggregation methods into three categories, namely, local level, image level, and semantic level. OCRNet [29], ACFNet [30], and SCARF [31] model contextual relationships within a specific category region based on coarse segmentation results. FLANe [41] and DANet [22] use self-attention [21] to gather image-level contexts along channel and spatial dimensions. Li et al. [42] present a kernel attention with linear complexity to capture image-level context in the spatial dimension. ISANet [43] disentangles dense image-level contexts into the product of two sparse affinity matrices. CCNet [44] iteratively collects contextual information at a criss-cross pathway to approximate image-level contextual information. PSPNet [45] and DeepLab [13–15] harvest context at multiple scales, and SFNet [17] harvests local-level contextual information by using the flow alignment module.

2.3. Semantic Segmentation of Aerial Imagery

Unlike natural images, the use of semantic segmentation in aerial images is more challenging. Niu et al. [33] proposed hybrid multiple attention (HMA), which models attention in channel, spatial, and category dimensions to augment feature representation. Yang et al. [46] designed a collaborative network for image super-resolution and the
segmentation of remote sensing images, which takes low-resolution images as input to obtain high-resolution semantic segmentation and super-resolution image reconstruction results, thereby effectively alleviating the constraints of inconvenient high-resolution data as well as limited computational resources. Saha et al. [47] proposed a novel unsupervised joint segmentation method, which separately feeds multi-temporal images to a deep network, and the segmentation labels are obtained from the argmax classification of the final layer. Du et al. [48] proposed an object-constrained higher-order CRF model to explore local-level and semantic-level contextual information to optimize segmentation results. EANet [49] combines aerial image segmentation with edge prediction tasks in a multi-task learning approach to improve the classification accuracy of pixels in object contour regions.

3. Methods

3.1. General Contextual Refinement Framework

As shown in Figure 1, the general contextual refinement scheme can be divided into three parts, namely, context modeling, transformation, and weighting:

\[
C = f_c(X) \tag{1} \\
A = f_t(C) \tag{2} \\
X' = f_w(A, g(X)) \tag{3}
\]

where \(X \in \mathbb{R}^D\) is the input feature map, \(f_c\) is the contextual information aggregate function, \(C\) is the context relation matrix, function \(f_t\) is adopted to transform context relation into context the attention matrix \(A \in \mathbb{R}^D\), \(f_w\) is the weighting function, and \(X' \in \mathbb{R}^D\) is the output feature map. The function \(g\) is used to calculate a better embedding of the input feature map. In this paper, we take \(g\) as part of \(f_w\) and set \(g\) as identity embedding: \(g(x) = x\).

![General Contextual Refinement Framework](image)

**Figure 1.** General contextual refinement framework.

According to the different context modelling methods, the generic definition can be divided into three specific examples, namely, local-level context, image-level context, and semantic-level context.

3.1.1. Local-Level Context

The main purpose of proposed local-level context is to calibrate misalignment pixels between fine and coarse feature maps from the encoder and decoder. Concretely, standard encoder–decoder semantic segmentation architecture relies heavily on up-sampling methods to up-sample the low spatial resolution strong semantic feature maps into high spatial resolution. However, the widely used up-sampling approaches, such as bilinear up-sampling, can not recover spatial detail information, which is lost during the down-
sampling process. Therefore, the misalignment problem must be solved by utilizing the precise position information from the encoder feature map. As depicted in Figure 2, we first harvest local-level context information \(C_L\):

\[
C_L = \zeta(Cat(\tau(F), \beta(X)))
\]

(4)

where \(F \in R^{C' \times HW}\) is a \(C'\)-dimensional feature map from the encoder; \(X \in R^{C \times H \times W}\) is the decoder feature map; \(\tau\) and \(\beta\) are used to compress the channel depth of \(F\) and \(X\) to be the same, respectively; \(Cat\) represents the channel concatenation operation; \(\zeta\) is implemented by one \(3 \times 3\) convolutional layer; \(C_L \in R^{K \times HW}\); and \(K\) is the category number. Then, \(C_L\) is transformed into the local-level context attention matrix \(A_L\):

\[
A_L = \varphi(C_L),
\]

(5)

where \(\varphi\) is the local-level context transformation function and implemented by one \(1 \times 1\) convolutional layer, and \(A_L \in R^{C \times HW}\).

![Figure 2. Local-level context module.](image)

3.1.2. Image-Level Context

The main purpose of the image-level context is to model the contextual information from the perspective of the whole image [32]. Here, we adopt the GAP operation to gather image-level prior context information \(C_I\):

\[
C_I = \rho(GAP(X))
\]

(6)

where \(\rho\) is implemented by two \(1 \times 1\) convolutional layer, and \(C_I \in R^{C \times 1}\). Then, \textit{repeat} is adopted to generate the image-level context attention matrix \(A_I\):

\[
A_I = \text{repeat}(C_I)
\]

(7)

where \(A_I \in R^{C \times HW}\) is the image-level context attention matrix.

3.1.3. Semantic-Level Context

The central idea of semantic-level context is to aggregate contextual information based on semantic-level prior information [29–31]. We first employ an auxiliary segmentation head \(\xi\) and class dimension normalized exponential function \textit{Softmax} to predict the category posterior probability distribution \(P\):

\[
P = \text{Softmax}(\xi(X))
\]

(8)

where \(X \in R^{C \times HW}\) (\(C\), \(H\), and \(W\) stand for the number of channels, height, and width of the feature map, respectively), and \(P \in R^{K \times HW}\) (\(K\) is the number of semantic categories).
Then, we aggregate the semantic prior context $C_S$ according to the category posterior probability distribution:

$$C_S = XP^T$$

(9)

where $C_S \in \mathbb{R}^{C \times K}$ is the semantic-level contextual information. Finally, we apply self-attention to generate the semantic-level context attention matrix $A_S$:

$$A_S = \eta(C_S)Softmax\left(\frac{\phi(C_S^T)\psi(X)}{\sqrt{d}}\right)$$

(10)

where $A_S \in \mathbb{R}^{C \times HW}$ is the semantic-level context attention matrix, $\eta$, $\phi$, and $\psi$ are embeddings implemented by two $1 \times 1$ convolutional layer, and $d$ is the number of the middle channel.

3.2. EMCT

The intuition of the proposed EMCT is to efficiently and dynamically extract contextual information from the category, image, and local perspectives.

3.2.1. Multi-Level Context Transform

The most straightforward way to transform multi-level contextual information is to directly sum up all levels’ context attention matrices. As shown in Figure 3, we propose a multi-level context transformation block, called MCT block, which first computes the local-level, image-level and semantic-level contextual attention matrices separately, and then directly sums them together to obtain the multi-level contextual attention matrix:

$$\hat{A}_{ML} = \text{reshape}(A_L + A_I + A_S)$$

(11)

where $A_L \in \mathbb{R}^{C \times HW}$, $A_I \in \mathbb{R}^{C \times HW}$, and $A_S \in \mathbb{R}^{C \times HW}$ are the local-level, image-level and semantic-level contextual attention matrices mentioned in Section 3.1, $\text{reshape}$ is adopted to switch the dimension of the multi-level context attention matrix to $\mathbb{R}^{C \times H \times W}$, and $\hat{A}_{ML} \in \mathbb{R}^{C \times H \times W}$ is the multi-level context attention matrix.

![Figure 3. The multi-level context transform (MCT) module.](image-url)
3.2.2. Reduction of Computational Complexity

To alleviate contextual information redundancy and reduce computational complexity, we design an EMCT module by reframing the context transform operation based on the MCT block. As illustrated in Figure 4, we construct the EMCT block as:

\[ A_{ML} = (C_S \odot C_I)C_L \] (12)

where \( A_{ML} \in \mathbb{R}^{C \times H \times W} \) and \( \odot \) is the broadcast element-wise multiplication that we use to embed image-level contextual information into semantic level contextual information. Then, we further fuse it with the local contextual information matrix \( C_L \) by matrix multiplication to generate the multi-level contextual relationship matrix \( A_{ML} \). Our designed EMCT module outperforms the MCT module in terms of time complexity and space complexity. Detailed complexity comparison results are presented in Section 4.2.4.

3.3. Multi-Level Context Refinement Module

Based on the EMCT block, we propose a multi-level context feature refinement module called the MLCR module. According to Figure 5, we construct the MLCR block as:

\[ X' = [EMCT(Upsample_2(x), F) \odot Upsample_2(x)] \oplus F \] (13)

where \( F \in \mathbb{R}^{C \times H \times W} \) is the fine feature map from the encoder, \( X \in \mathbb{R}^{C \times H/2 \times W/2} \) is the prior decoder layer output, \( Upsample_2 \) is the bilinear up-sample operation, \( \oplus \) stands for the broadcast element-wise addition, and \( X' \) is the refined feature map.

Figure 4. The efficient multi-level context transform (EMCT) module. The image-level contextual information \( C_I \) is first embedded into semantic-level contextual information \( C_S \), then we further fuse them with local contextual information matrix \( C_L \) by matrix multiplication to generate multi-level contextual attention matrix \( A_{ML} \).

Figure 5. MLCR module.
3.4. MLCRNet

Finally, we construct a coarse-to-fine network based on the MLCR module called MLCRNet (Figure 6). MLCRNet incorporates the backbone network and FPN decoder, and any standard classification network with four stages (e.g., ResNet series [16,50,51]) can serve as the backbone network. The FPN [18] decoder progressively fuses high-level and low-level features by bilinear up-sampling to build up a hierarchical multi-scale pyramid network. As shown in Figure 6, the decoder can be seen as an FPN armed with multiple MLCRs.

![Figure 5. MLCR module.](image1)

![Figure 6. Overview of the proposed MLCRNet.](image2)

Initially, we feed the input image \( I \in \mathbb{R}^{3 \times H \times W} \) into the backbone network and projected it to a set of feature maps \( \{ F^s \}_{s \in [1,4]} \) from each network stage, where \( F^s \in \mathbb{R}^{C_s \times H_s \times W_s} \) denotes the \( s \)-th stage of the backbone output, \( H_s = \frac{H}{2^s} \), and \( W_s = \frac{W}{2^s} \). Then, considering the complexity of the aerial image segmentation task and the overall network computation cost, we replace the 4th stage of the FPN [18] decoder with one 1 x 1 convolution layer, reduce the channel dimension to \( C_s \), and obtain the feature maps \( X^4 \in \mathbb{R}^{C_s \times H_s \times W_s} \). Then, we replace all the rest of the stages of the FPN decoder with MLCR:

\[
X^s = MLCR \left( X^{s+1}, F^{s+1} \right)
\]

(14)
where \( X^s \in R^{C_d \times H_s \times W_s} \) is the FPN decoder output feature map of stage \( s \in [1, 3] \), MLCR is the MLCR module, and \( F^s \) is the backbone network output feature map of stage \( s \). The coarse feature map \( X^s \) and the fine feature map \( F^s \) are fed into the MLCR module to produce the fine feature map \( X^1 \). We obtain the output feature map \( X^1 \) by refining the feature maps iteratively. Finally, following the same setting of FPN, \( \{F^s\}_{s=1,2,3,4} \) are up-sampled to the same spatial size of \( F^1 \) and concatenated together for prediction.

4. Experiments and Results

In this part, we first introduce the benchmarks, implementation, and training details of the proposed network. Next, we introduce the evaluation metric. Afterwards, we perform a string of ablation experiments on the Potsdam dataset. Finally, we compare the proposed method with the others from Potsdam and Vaihingen.

4.1. Experimental Setup

4.1.1. Benchmarks

We conducted experiments on two challenging datasets from the challenging 2D Semantic Labeling Contest held by the International Society for Photogrammetry and Remote Sensing (ISPRS).

**Potsdam.** The ISPRS Potsdam [52] data set contains 38 orthorectified patches, each of which is composed of four wave bands, namely, red (R), green (G), blue (B), and near-infrared (NIR), plus the corresponding digital surface model (DSM). All patches have a spatial resolution of 6000 \( \times \) 6000 pixels and a ground sampling distance (GSD) of 5 cm. In terms of dataset partitioning, we randomly selected 17 images as the training set, 14 images as the test set, and 1 image as the validation set. It should be noted that we do not use NIR and DSM in our experiments.

**Vaihingen.** Unlike the Potsdam semantic labeling dataset, Vaihingen [52] is a relatively small dataset with only 33 patches and an average size of 2494 \( \times \) 2064 pixels. Each of them contains NIR-R-G channels. Following the division method suggested by the dataset publisher, we used 16 patches for training and 17 for testing.

4.1.2. Implementation Details

We utilized ResNet50 [16] pre-trained on ImageNet [53] as the backbone by dropping the last several fully connected layers and by replacing the last stage down-sampling operations by dilated convolutional layer with dilation rate 2. Aside from the backbone, we applied Kaiming initialization [54] to initialize the weights. We replaced all batch normalization (BN) [55] layers in the network with Sync-BN [56]. Given that our model adopted deep supervision [57], for fair comparison, we used deep supervision in all experiments.

4.1.3. Training Settings

In the training phase, we adopted the stochastic gradient descent (SGD) optimizer with a batch size of 16, and the initial learning rate, momentum, and weight decay were set to 0.001, 0.9, and \( 5 \times 10^{-4} \), respectively. As a common practice, “Poly” learning rate schedules were adopted to update the initial learning rate by a decay factor \( \left(1 - \frac{\text{cur\_iter}}{\text{total\_iter}}\right)^{0.9} \) after each iteration. For Potsdam and Vaihingen, we set the training iterations as 73.6 K.

In practice, suitably enlarging the size of the input image can improve network performance. After balancing performance and memory constraints, we employed a sliding window with 25% overlap and clipped the original image into pixel 512 \( \times \) 512 patches. We adopted random horizontal flip, random transpose, random scaling (scale ratio from 0.5 to 2.0), and random cropping with a crop size of 512 \( \times \) 512 as our data augmentation strategy for all benchmarks.
4.1.4. Inference Settings

During inference, we used the same clipping method as the training phase. By default, we do not use any test time data augmentation. For the comprehensive quantitative evaluation of our proposed method, the mean intersection of union (mIoU), overall accuracy (OA), and average F1 score (F1) were used for accurate comparison. Furthermore, a number of float-point operations (FLOPs), memory cost (Memory), number of parameters (Parameter), and frames per second (FPS) were adopted for computation cost comparison.

4.1.5. Reproducibility

We conducted all experiments based on the PyTorch (version ≥ 1.3) [58] framework and trained on two NVIDIA RTX 3090 GPUs with a 24 GB memory per card. Aside from our method, all models were obtained from open sourcing code.

4.2. Ablation Study

4.2.1. Ablation Studies of the MLCR Module to Different Layers

To demonstrate the effectiveness of the MLCR, we replaced various FPN [18] decoder stages with our MLCR. As illustrated in Table 1, from the top four rows, MLCR enhances all stages and exhibits the most progress at Stage 1, bringing an improvement of 1.3% mIoU. By replacing MLCR in all stages, we achieved 76.0% mIoU by an improvement of 1.9%.

| Method | 3 | 2 | 1 | mIoU (%) | ∆α (%) |
|--------|---|---|---|---------|-------|
| Baseline | | | | 74.1 | — |
| MLCR | ✓ | | | 74.8 | 0.7↑ |
| MLCR | | ✓ | | 75.0 | 0.9↑ |
| MLCR | | ✓ | ✓ | 75.4 | 1.3↑ |
| MLCR | ✓ | ✓ | ✓ | 75.7 | 1.6↑ |
| MLCR | ✓ | ✓ | ✓ | 76.0 | 1.9↑ |

We up-sampled and visualized the feature maps outputted from the 4th stage of FPN [18] and after MLCR enhancement, as shown in Figure 7. The features enhanced by MLCR are more structural.

4.2.2. Ablation Studies of Different Level Contexts

To explore the impact of different levels of context on performance, we set the irrelevant contextual information to one and then observed how performance was affected by different levels of contextual information (e.g., set the image level context information $C_I$ and local level context information $C_L$ to one when investigating the importance of semantic level context). As shown in Table 2, the first to fourth rows suggest that improvements can come from any single level of context. Compared with the baseline, the addition of semantic-level and image-level contextual information brings 1.2% and 1.3% mIoU improvement, respectively. However, the addition of local-level context information only results in a 0.9 app mIoU improvement, most likely because local-level context improves the accuracy of object boundary areas, which occupy a comparatively small area. Meanwhile, combining semantic-level context and image-level context yields a result of 75.7% mIoU, which brings 1.4% improvement. Similarly, combining image-level context with local-level context also results in a 1.5% mIoU improvement. Finally, when we integrated local-level, image-level, and semantic-level context, it behaved superiorly compared with other methods, thereby further improving to 76.0%. In summary, our approach brings great benefit via exploiting multi-level context.
4.2. Ablation Study

4.2.1. Ablation Studies of the MLCR Module to Different Layers

To demonstrate the effectiveness of the MLCR, we replaced various FPN [18] decoder stages with our MLCR. As illustrated in Table 1, from the top four rows, MLCR enhances all stages and exhibits the most progress at Stage 1, bringing an improvement of 1.3% mIoU. By replacing MLCR in all stages, we achieved 76.0% mIoU by an improvement of 1.9%.

Table 1. Ablation results for MLCR module to different insert positions on Potsdam test set.

| Method           | S | I | L | mIoU (%) | ∆α (%) |
|------------------|---|---|---|----------|--------|
| Baseline         |   |   |   | 74.1     | —      |
| MLCR ✓           |   |   |   | 74.8     | 0.7    |
| MLCR ✓           |   |   | ✓ | 75.0     | 0.9    |
| MLCR ✓ ✓         |   |   | ✓ | 75.4     | 1.3    |
| MLCR ✓ ✓ ✓       | ✓ |   | ✓ | 75.5     | 1.4    |
| MLCR ✓ ✓ ✓ ✓     | ✓ | ✓  | ✓ | 76.0     | 1.9    |

We up-sampled and visualized the feature maps outputted from the 4th stage of FPN [18] and after MLCR enhancement, as shown in Figure 7. The features enhanced by MLCR are more structural.

Figure 7. Visualization of features. Our module enhances the representation of more structural features.

4.2.2. Ablation Studies of Different Level Contexts

To explore the impact of different levels of context on performance, we set the irrelevant contextual information to one and then observed how performance was affected by different levels of contextual information (e.g., set the image level context information $C_I$).

Table 2. Ablation studies of different level context on Potsdam test set.

| Method          | S | I | L | mIoU (%) | ∆α (%) |
|-----------------|---|---|---|----------|--------|
| Baseline        |   |   |   | 74.1     | —      |
| MLCR ✓          |   |   |   | 75.3     | 1.2    |
| MLCR ✓          |   |   | ✓ | 75.4     | 1.3    |
| MLCR ✓ ✓        |   |   | ✓ | 75.0     | 0.9    |
| MLCR ✓ ✓ ✓      | ✓ |   | ✓ | 75.6     | 1.5    |
| MLCR ✓ ✓ ✓ ✓    | ✓ | ✓  | ✓ | 75.5     | 1.4    |
| MLCR ✓ ✓ ✓ ✓    | ✓ | ✓  | ✓ | 76.0     | 1.9    |

4.2.3. Ablation Studies of Local-Level Context Receptive Fields

To evaluate our proposed local-level context, we varied the kernel size to investigate the effect of different harvesting scopes on local-level contextual information, and the results are reported in Table 3. Appropriate kernel sizes (e.g., 3 × 3) can achieve maximum accuracy (76.0% mIoU) with a small additional computational cost. However, larger convolutions (e.g., 5 × 5) achieve results (75.8%) similar to those of 3 × 3 but come with a significant additional computational expense. Notably, smaller kernel sizes (e.g., 1 × 1) yield results similar to those when local context information (e.g., set local contextual relation $C_L$ as one) is eliminated, with results of 75.5% and 75.5%, respectively. This finding demonstrates that our proposed local-level context is effective in harvesting local information within an appropriate scope.
Table 3. Ablation study on kernel size $k$ in local-level context module.

| Method | mIoU (%) | FLOPs (G) |
|--------|----------|-----------|
| $k = 1$ | 75.5     | 42.7      |
| $k = 3$ | 76.0     | 43.3      |
| $k = 5$ | 75.8     | 44.3      |
| $k = 7$ | 75.8     | 45.9      |

4.2.4. Ablation Studies of Computation Cost

We further studied the efficiency of the MLCR module by applying it to the baseline model. We reported the model memory cost, parameter number, FLOPs, FPS, and performance in the inference stage with the batch of size one. As illustrated in Table 4, the performance difference between MCT and EMCT is statistically negligible. However, EMCT only incurs minimal additional computation cost overhead. Specifically, MCT increases GPU memory usage by 255 M compared with the Baseline. However, EMCT increased it by only 2 M, and the same was true for the Parameter (+2.1 vs. +0.5), GFLOPs (+8.0 vs. +0.6), and FPS (−26.7 vs. −10.3).

Table 4. Ablation study on computation cost.

| Method           | Memory (Mb) | Parameter (M) | FLOPs (G) | FPS | mIoU (%) |
|------------------|-------------|---------------|-----------|-----|----------|
| Baseline         | 915         | 25.2          | 42.7      | 90.3| 74.1     |
| MCT              | 1170 (+255) | 27.3 (+2.1)   | 50.7 (+8.0)| 63.6 (−26.7)| 75.8 (+1.7) |
| Efficient MCT    | 917 (+2)    | 25.7 (+0.5)   | 43.3 (+0.6)| 80.0 (−10.3)| 76.0 (+1.9) |

4.3. Comparison with State-of-the-Art

Potsdam. Given that some models (e.g., ACFNet [30], SFNet [17], and SCARF [31]) apply additional context modelling blocks, such as ASPP [13] or PPM [45], between the backbone network and the decoder, we removed these additional blocks for a fair comparison. Considering that the ASPP module is part of the decoder in DeepLabV3+ [15], we retained the ASPP module in DeepLabV3+. Likewise, we preserved the PPM module in PSPNet [45]. Tables 5 and 6 compare the quantification results on the Potsdam test set. At first glance, our method achieves the best performance (76.0% mIoU) among these approaches. In the subsequent sections, we analyze and compare these approaches in detail.

Table 5. Quantitative comparisons with state-of-the-arts on Potsdam test set.

| Model      | Backbone | Stride | mIoU (%) | Acc (%) | F1    | Parameter (M) | FLOPs (G) |
|------------|----------|--------|----------|---------|-------|---------------|-----------|
| FCN [11]   | ResNet50 | 16 x   | 72.5     | 83.0    | 83.5  | 32.9          | 33.7      |
| OCRNet [29]| ResNet50 | 16 x   | 73.9     | 84.0    | 84.4  | 39.0          | 47.6      |
| CCNet [44] | ResNet50 | 16 x   | 74.1     | 84.1    | 84.6  | 47.4          | 57.4      |
| ISANet [43]| ResNet50 | 16 x   | 74.5     | 84.5    | 84.8  | 40.0          | 49.5      |
| PSPNet [45]| ResNet50 | 16 x   | 74.5     | 84.2    | 84.8  | 46.6          | 52.0      |
| ACFNet [30]| ResNet50 | 16 x   | 74.7     | 84.3    | 84.9  | 30.1          | 39.3      |
| DANet [22] | ResNet50 | 16 x   | 74.9     | 84.4    | 85.1  | 47.4          | 198.1     |
| DeepLabV3+ [15]| ResNet50 | 16 x | 75.1     | 84.7    | 85.1  | 40.3          | 69.3      |
| MANet [42] | ResNet50 | 16 x   | 75.2     | 84.7    | 85.2  | 33.5          | 49.6      |
| AttUNet [59]| ResNet50 | 16 x   | 75.3     | 84.6    | 85.3  | 96.5          | 207.8     |
| SFNet [17] | ResNet50 | 16 x   | 75.4     | 84.9    | 85.4  | 30.6          | 100.1     |
| ISNet [32] | ResNet50 | 16 x   | 75.7     | 85.0    | 85.6  | 44.5          | 58.8      |
| SCARF [31] | ResNet50 | 16 x   | 75.7     | 85.3    | 85.6  | 25.9          | 45.0      |
| Ours       | ResNet50 | 16 x   | 76.0     | 85.2    | 85.8  | 25.7          | 43.3      |
Table 6. Per-class results (mean intersection over union) on the Potsdam test set.

| Model          | Imp.sur | Building | Low.veg | Tree  | Car   | Clutter | mIoU(%) |
|----------------|---------|----------|---------|-------|-------|---------|---------|
| FCN [11]       | 79.8    | 90.3     | 70.6    | 72.6  | 72.2  | 49.8    | 72.5    |
| OCRNet [29]    | 80.9    | 90.9     | 71.6    | 73.5  | 74.7  | 51.9    | 73.9    |
| CCNet [44]     | 81.1    | 91.5     | 71.9    | 73.3  | 75.6  | 51.3    | 74.1    |
| ISANet [43]    | 81.2    | 91.5     | 72.4    | 74.1  | 74.7  | 52.8    | 74.5    |
| PSPNet [45]    | 81.4    | 91.3     | 72.1    | 74.1  | 75.4  | 52.5    | 74.5    |
| ACFNet [30]    | 81.3    | 91.4     | 71.5    | 73.4  | 79.4  | 51.0    | 74.7    |
| DANet [22]     | 81.7    | 91.5     | 72.0    | 74.4  | 76.4  | 53.2    | 74.9    |
| DepLabV3+ [15] | 81.5    | 91.4     | 72.0    | 73.1  | 80.9  | 51.4    | 75.1    |
| MANet [42]     | 81.6    | 91.1     | 72.2    | 73.8  | 81.7  | 50.6    | 75.2    |
| AtUUnet [59]   | 81.6    | 91.3     | 71.9    | 73.1  | 81.4  | 52.3    | 75.3    |
| SFNet [17]     | 81.9    | 91.5     | 72.5    | 73.7  | 81.0  | 51.8    | 75.4    |
| ISNet [32]     | 82.1    | 91.7     | 72.7    | 74.3  | 81.1  | 52.1    | 75.7    |
| SCARF [31]     | 82.1    | 91.5     | 72.8    | 74.1  | 81.4  | 52.1    | 75.7    |
| Ours           | 82.3    | 91.4     | 73.1    | 73.7  | 81.6  | 53.7    | 76.0    |

Table 5 shows that MLCRNet outperforms existing approaches with 76.0% mIoU, 85.2% OA, and a 85.8 F1 score on the Potsdam test set. Among previous works, semantic-level context methods, for instance, OCRNet [29], ACFNet [30], and SCARF [31], achieve 73.9% mIoU, 74.7% mIoU, and 75.7% mIoU, respectively. Image-level context models, such as CCNet [44], ISANet [43], and DANet [22], achieve 74.1% mIoU, 74.5% mIoU, and 74.9% mIoU, respectively. Local-level context approach SFNet [17] yields a result of 75.4% mIoU, 84.9% OA, and an 85.4 F1 score. Multi-level context methods, such as ISNet, MANet, DeepLabV3+, and PSPNet, reach 75.7% mIoU, 75.2% mIoU, 75.1% mIoU and 74.5% mIoU, respectively. Compared with these methods, MLCRNet harvests contextual information from a more comprehensive perspective, thereby achieving the best performance results with the lowest number of parameters (25.7 M) and relatively modest FLOPs (43.3 G).

Table 6 summarizes the detailed per-category comparisons. Our method achieves improvements in categories such as impervious surfaces, low vegetation, cars, and clutter. Our method effectively preserves the consistency of segmentation within objects at various scales.

Figure 8 shows the visualization results of our proposed MLCRNet and baseline model on the Potsdam datasets, which further proves the reliability of our proposed method. As can be observed, by introducing multi-level contextual information, the segmentation performance of large and small objects can be well improved. For example, in the first and third rows, our method improves the consistency of segmentation within large objects. In the second rows, our MLCR improves the consistency of segmentation within large objects. In the second row, our method not only enhances the consistency of the segmentation within small objects but also improves the performance of regions that are easily confused (e.g., the region sheltered by trees, buildings, or shadows). In addition, some robustness experiment results are presented in the Appendix A.

Vaihingen. We conducted further experiments on Vaihingen datasets, which is a challenging remote sensing image semantic labelling dataset with a total data volume (number of pixels) of roughly 8.1% of that of Potsdam. Table 7 summarizes the results, and our method achieves 68.1% mIoU, 77.5% OA, and a 79.8 F1 score, thereby significantly outperforming previous state-of-the-art methods by 1% mIoU, 1.1% OA, and a 0.8 F1 score due to the robustness of MLCRNet.
Figure 8. Qualitative comparisons against the Baseline on the Potsdam test set. We marked the improved regions with red dashed boxes (best viewed when colored and zoomed in).

Table 7. Quantitative comparisons with state-of-the-arts on Vaihingen test set.

| Model     | Backbone | Stride | mIoU (%) | Acc (%) | F1   |
|-----------|----------|--------|----------|---------|------|
| FCN [11]  | ResNet50 | 16×    | 64.6     | 74.7    | 77.1 |
| CCNet [44]| ResNet50 | 16×    | 65.5     | 75.2    | 77.7 |
| OCRNet [29]| ResNet50 | 16×    | 66.3     | 76.5    | 78.6 |
| ISNet [32]| ResNet50 | 16×    | 66.4     | 76.7    | 78.6 |
| ISANet [43]| ResNet50 | 16×    | 66.6     | 76.4    | 78.7 |
| PSPNet [45]| ResNet50 | 16×    | 66.6     | 76.0    | 78.6 |
| ACFNet [30]| ResNet50 | 16×    | 66.7     | 76.4    | 78.7 |
| DANet [22]| ResNet50 | 16×    | 66.8     | 76.4    | 78.8 |
| DepLabV3+ [15]| ResNet50 | 16×    | 66.9     | 76.4    | 78.8 |
| MANet [42]| ResNet50 | 16×    | 66.9     | 76.2    | 78.8 |
| AttUNet [59]| ResNet50 | 16×    | 67.1     | 76.4    | 79.0 |
| Ours      | ResNet50 | 16×    | 68.1     | 77.5    | 79.8 |

As listed in Table 8, our proposed method achieves outstanding performance consistently in categories such as impervious surfaces, buildings, low vegetation, trees, and cars.
Table 8. Per-class results (mean intersection over union) on the Vaihingen test set.

| Model          | Imp.sur | Buildings | Low.veg | Tree   | Car   | Clutter | mIoU (%) |
|----------------|---------|-----------|---------|--------|-------|---------|----------|
| FCN [11]       | 78.9    | 86.1      | 63.8    | 72.8   | 49.9  | 36.0    | 64.6     |
| CCNet [44]     | 80.1    | 86.7      | 65.0    | 73.5   | 52.5  | 35.3    | 65.5     |
| OCRNet [29]    | 79.6    | 86.5      | 64.6    | 73.5   | 54.1  | 39.4    | 66.3     |
| ISNet [32]     | 79.8    | 86.1      | 63.8    | 72.9   | 58.8  | 36.9    | 66.4     |
| ACFNet [30]    | 80.6    | 87.1      | 65.2    | 74.1   | 57.8  | 35.3    | 66.7     |
| DANet [22]     | 80.1    | 86.4      | 65.3    | 73.8   | 59.4  | 36.0    | 66.8     |
| DepLabV3+ [15] | 80.4    | 86.5      | 64.3    | 73.7   | 61.3  | 35.2    | 66.9     |
| MANet [42]     | 80.3    | 86.5      | 64.1    | 73.5   | 63.4  | 33.7    | 66.9     |
| AttUNet [59]   | 80.4    | 86.6      | 64.3    | 73.7   | 63.2  | 34.4    | 67.1     |
| Ours           | 81.3    | 87.2      | 65.4    | 74.3   | 64.4  | 36.1    | 68.1     |

To further understand our model, we displayed the segmentation results of the Baseline and MLCRNet on the Vaihingen datasets, which can be seen in Figure 9. By integrating different levels of contextual information to reinforce feature representation, MLCRNet increases the differences among the different categories. For example, in the first and second rows, some regions suffer from local noise (e.g., occluders such as trees, buildings, or shadows) and tend to be misclassified. Our proposed MLCRNet assembles different levels of contextual information to eliminate local noise and to improve the classification accuracy in these regions.

![Figure 9](image.png)

**Figure 9.** Qualitative comparisons between our method and Baseline on Vaihingen test set. We marked the improved regions with red dashed boxes (best viewed when colored and zoomed in).
5. Discussion

Previous studies have explored the importance of different levels of context and have made many improvements in semantic segmentation. However, these approaches tend to only focus on level-specific contextual relationships and do not harvest contextual information from a more holistic perspective. Consequently, these approaches are prone to suffer from a lack of contextual information (e.g., image-level context provides little improvement in identifying small targets). To this end, we aimed to seek an efficient and comprehensive approach that can model and transform contextual information.

Initially, we directly integrated local-level, image-level, and semantic-level contextual attention matrices, which improved model performance but dramatically increased GPU memory usage and inference time. We realize that these three levels of context are not orthogonal. Moreover, concatenating the three levels of contextual attention matrices directly suffers from the redundancy of contextual information. Hence, we designed the EMCT module to transform the three levels of contextual relationships into a contextual attention matrix effectively and efficiently. The experimental results suggest that our proposed method has three advantages over other methods. First, our proposed MLCR module has made progress in quantitative experimental results, and ablation experimental results on the Potsdam test set reveal the effectiveness of our proposed module, thereby lifting the mIoU by 1.9% compared with the Baseline and outperforming other state-of-the-art models. Second, the computational cost of our proposed MLCR module is less than those of other contextual aggregation methods. Relative to DANet, MLCRNet reduces the number of parameters by 46% and the FLOPs by 78%. Lastly, from the qualitative experimental results, our MLCR module increases the consistency of intra-class segmentation and object boundary accuracy, as shown in the first row of Figure 10. MLCRNet improves the quality of the car edges while solving the problem of misclassification of disturbed areas (e.g., areas between adjacent vehicles, areas obscured by building shadows). The second and third rows of Figure 10 show the power of MLCRNet to improve the intra-class consistency of large objects (e.g., buildings, roads, grassy areas, etc.). Nevertheless, for future practical applications, we need to continue to improve accuracy.

Figure 10. Qualitative comparison in terms of prediction errors on Potsdam test set, where correctly predicted pixels are shown with a black background and incorrectly predicted pixels are colored using the prediction results (best viewed when colored and zoomed in).
6. Conclusions

In this paper, we designed a novel MLCRNet that dynamically harvests contextual information from the semantic, image, and local perspectives for aerial image semantic segmentation. Concretely, we first integrated three levels of context, namely, local level, image level, and semantic level, to capture contextual information from multiple aspects adaptively. Next, an efficient fusion block is presented to address feature redundancy and improve the efficiency of our multi-level context. Finally, our model refines the feature map iteratively across FPN layers with MLCR. Extensive evaluations on Potsdam and Vaihingen challenging datasets demonstrate that our model can gather the multi-level contextual information efficiently, thereby enhancing the structure reasoning of the model.
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Appendix A. Robustness Evaluation

Appendix A.1. Incorrect Labels and Rectification

During the early experiments, we noticed that two labels in Potsdam datasets (e.g., IDs: 4_12 and 6_7) were incorrect, with all pixels of labels 4_12 and some pixels of 6_7 (approximately 6000 pixels) inconsistent with the labels defined by the dataset publisher. We randomly selected three 512 $\times$ 512 patches in 4_12 (Figure A1). As shown in the second column, the original labels are mixed with noise, most likely because the dataset publisher failed to remove the original image channels after the tagging was completed.

After comparing the RGB channels of the incorrect labels with normals, we found that the RGB channels of the incorrect labels were shifted to varying degrees (offset $\leq$ 127). Therefore, we used the binarization operation to process the incorrect label:

$$GT_{k,i,j} = \begin{cases} 
255, & \text{if } GT'_{k,i,j} \geq T \\
0, & \text{otherwise}
\end{cases} \quad (A1)$$

where $GT' \in R^{3 \times H \times W}$ is the original ground truth; $GT \in R^{3 \times H \times W}$ is the fixed ground truth; and $T$ is the threshold, which is set as $T = 127$. We show the modified result in the third column of Figure A1. Next, we are to present the results of quantitative experiments on a training set that includes incorrect labels. Note that we have re-implemented the experiment with corrected labels and reported the results in the main text.
Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Robustness Evaluation

Appendix A.1. Incorrect Labels and Rectification

During the early experiments, we noticed that two labels in Potsdam datasets (e.g., IDs: 4_12 and 6_7) were incorrect, with all pixels of labels 4_12 and some pixels of 6_7 (approximately 6000 pixels) inconsistent with the labels defined by the dataset publisher. We randomly selected three 512 × 512 patches in 4_12 (Figure A1). As shown in the second column, the original labels are mixed with noise, most likely because the dataset publisher failed to remove the original image channels after the tagging was completed.

After comparing the RGB channels of the incorrect labels with normals, we found that the RGB channels of the incorrect labels were shifted to varying degrees (offset ≤ 127). Therefore, we used the binarization operation to process the incorrect label:

\[
G_{T',i,j,k} = \begin{cases} 
255, & G_{T,i,j,k} \geq T \\
0, & \text{otherwise} 
\end{cases}
\] (A1)

where \(GT \in \mathbb{R}^{1 \times 3 \times 3}\) is the original ground truth; \(GT' \in \mathbb{R}^{1 \times 3 \times 3}\) is the fixed ground truth; and \(T\) is the threshold, which is set as \(T = 127\). We show the modified result in the third column of Figure A1. Next, we are to present the results of quantitative experiments on a training set that includes incorrect labels. Note that we have re-implemented the experiment with corrected labels and reported the results in the main text.

Figure A1. Error and binarization-corrected labels in the Potsdam datasets (best viewed when colored and zoomed in).

Appendix A.2. Robustness Evaluation Results

We presented the experimental results before fixing the incorrect label to demonstrate the robustness of our proposed method. Table A1 shows that our method is less affected by the incorrect label than the other methods.

Table A1. Robustness evaluation results on the Potsdam test set.

| Model          | Backbone  | Stride | mIoU (%) | Acc (%) | F1  |
|----------------|-----------|--------|----------|---------|-----|
| ISNet [32]     | ResNet50  | 16×    | 70.2     | 81.3    | 81.8|
| FCN [11]       | ResNet50  | 16×    | 71.5     | 81.9    | 82.8|
| OCRNet [29]    | ResNet50  | 16×    | 73.6     | 83.6    | 84.2|
| DepLabV3+ [15] | ResNet50  | 16×    | 74.5     | 84.2    | 84.8|
| SCARF [31]     | ResNet50  | 16×    | 74.6     | 83.9    | 84.8|
| SFNet [17]     | ResNet50  | 16×    | 74.7     | 84.1    | 84.9|
| Ours           | ResNet50  | 16×    | 75.3     | 84.6    | 85.4|
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