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Abstract:

We developed OmicsMapNet approach to take advantage of existing deep leaning frameworks to analyze high-dimensional omics data as 2-dimensional images. The omics data of individual samples were first rearranged into 2D images in which molecular features related in functions, ontologies, or other relationships were organized in spatially adjacent and patterned locations. Deep learning neural networks were trained to classify the images. Molecular features informative of classes of different phenotypes were subsequently identified. As an example, we used the KEGG BRITE database to rearrange RNA-Seq expression data of TCGA diffuse glioma samples as treemaps to capture the functional hierarchical structure of genes in 2D images. Deep Convolutional Neural Networks (CNN) were derived using tools from TensorFlow to learn the grade of TCGA LGG and GBM samples with relatively high accuracy. The most contributory features in the trained CNN were confirmed in pathway analysis for their plausible functional involvement.
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1. Introduction:

In the recent decades, high throughput proteogenomic analysis technologies have become much more mature (Nesvizhskii 2014). This has led to an explosion of genomics, transcriptomics, proteomics and other datasets from large-scale profiling efforts of biological/clinical samples. The analysis of genes and the products of genes contributes to deeper understandings of human diseases at molecular level. Molecular biological omics data are now serving as important resources in biomarkers research for initial discovery, further distillation, and possible collaborative verification (Ludwig and Weinstein 2005; Skates et al. 2013; Zhang, Tian, and Zhang 2014).

Currently, much of the omics data analysis for biomarker discovery involves some form of global univariate significance tests with adjustment/control for multiple-testing. It is often only until the number of potential targets has been significantly reduced that more complex multivariate approaches, such as GSEA (Mootha et al. 2003; Subramanian et al. 2005), differential dependency network analysis (Zhang et al. 2009), CAMERA (Wu and Smyth 2012) and GSVA (Hänzelmann, Castelo, and Guinney 2013), are used to assess their performance in combination. It is desirable therefore to develop supervised multivariate approaches that are capable of analyzing high-dimensional data of which features are sparsely related based on a prior knowledge and an undetermined subset of them could be potentially complementary in classification of samples in data.

Computationally, it is not straightforward to organize such data to allow for effective and efficient application of conventional multivariate analysis algorithms on omics data directly to select candidate biomarkers. We developed a new approach to rearrange high-dimensional omics data as 2-dimensional
images in which molecular features related in functions, ontologies, or other relationships were organized in spatially adjacent and patterned locations. We then take advantage of existing deep leaning frameworks to train classifier deep learning neural networks to classify the images based on known sample classes. The selection of potential biomarkers involved the identification of informative features for the trained neural network.

Specifically in this research, as an example, to rearrange the omics data and convert the data into 2-dimensional images, functional annotation of genes was employed and treemap approach was used. First, KEGG (http://www.kegg.jp/) is a database of interpreting genome sequence and other high-throughput data biologically (Minoru Kanehisa et al. 2016), it aims at linking sets of genes in the genomes to biological functions of the cell and the organism. Hierarchical tree structure is a way of presenting the complex biological functions of molecules, KEGG BRITE is reference database which contains a set of manually created hierarchical texts. And those texts capture the functional hierarchies of biological objects, especially the KEGG objects (M. Kanehisa 2006; Minoru Kanehisa et al. 2012, 2008). So KEGG BRITE hierarchical structure was used for the hierarchical functional annotations. Second, treemap is a space-filling method for visualizing large scale hierarchical structures (Shneiderman 1992; Bederson, Shneiderman, and Wattenberg 2002), and was used for converting the generated hierarchical structures into 2-dimensional images. Some other methods of potentially converting omics expression data into 2-dimensional images have also been proposed previously, and those methods include using heatmap to visualize bi-clustering (Barkow et al. 2006) and covariant matrix (González et al. 2012).

Previously, treemap methods for visualizing omics expression data were proposed. For example, Baehrecke applied treemaps to visualize the microarray based gene expression data in the context of GO hierarchical annotations (Baehrecke et al. 2004), Halligan used treemaps to display quantitative proteomics data using simplified version of GO annotation - Generic GO slim (Halligan et al. 2007), and Bernhardt (Bernhardt et al. 2009) visualized gene expression data via Voronoi treemaps using GO slim generic and KEGG Orthology. Yet, compared to Halligan and Baehrecke’s work, this current work removed the labels of the units and uninformative boundaries, and each gene in the treemaps was assigned with the same size of area. Compared to Bernhardt’s work, the creation procedures of treemaps are similar, yet we used rectangle treemaps instead of Voronoi treemaps. In summary, we customized the process and aim at creating treemaps that are suitable for deep learning model to learn.

In this current work, as an example, we explored a TCGA dataset to create treemap images. We obtained the gene expression matrix of TCGA diffuse glioma samples from Ceccarelli’s paper (Ceccarelli et al. 2016) at https://tcga-data.nci.nih.gov/docs/publications/lgggbm_2015/. The grading of gliomas is important as erroneous grading may lead to either over- or under-treatment, particular affects the radiotherapy dosage and the use of chemotherapy. The grading of gliomas from WHO were traditionally classified based on histologic type and malignancy grade (Louis et al. 2007), and in 2016 the grading from WHO further takes several molecular features (IDH-mutant, 1p/19q-codeleted, etc.) into consideration to define several new gliomas.

Convolutional Neural Networks was inspired by visual cortex of the brain, and are designed to process 2-dimensional images (Krizhevsky, Sutskever, and Geoffre E. 2012). Therefore, we designed deep Convolutional Neural Network (CNN) to learn and understand the created treemap images. In this work, the CNN was written in python employing TensorFlow framework. The developed CNN was trained to learn and predict the grade of the TCGA LGG and GBM samples, the contributory genes for the classification were obtained from the CNN feature maps. Pathway analysis was further done on the selected contributory genes from the feature maps, and the analysis results show that plausible functional pathways are enriched.
2. Methods:

2.1 Omics expression data

In this work, the RNA-Seq expression matrix of the TCGA LGG&GBM dataset was obtained at [https://tcga-data.nci.nih.gov/docs/publications/lgggbm_2015/LGG-GBM.gene_expression.normalized.txt](https://tcga-data.nci.nih.gov/docs/publications/lgggbm_2015/LGG-GBM.gene_expression.normalized.txt). To be specific, we first used the R package edgeR (Robinson, McCarthy, and Smyth 2010) to normalize the RAW count number into TMM value (log2) (Risso et al. 2014). Then we filtered out the genes with extremely low TMM values, since it is assumed that extremely low abundant genes are likely not to influence the biological processes. The threshold of TMM value that we used for filtration is -5. These gene names were matched to KEGG IDs using R package UniProt.ws from Bioconductor.

2.2 Transforming Omics expression data into 2-dimensional images

In this work, to transform omics expression data into 2-dimensional images, we first parsed the KEGG BRITE structure at [http://rest.kegg.jp/get/br:br08902](http://rest.kegg.jp/get/br:br08902). In this work, we only considered the Genes and Proteins branch of the BRITE hierarchical structure. A two-layer hierarchical tree with 58 child nodes was initially generated, and each child node represents a ko hierarchy file. Then we explored the ko hierarchy files and extracted the next layer of functional groupings from those files and updated the generated tree with a third layer, the finer tree contains 234 child nodes. Then we further assigned the genes to the corresponding child nodes of the tree structure, and finally generated a hierarchical tree with four layers. Considering that one gene might have multiple KEGG functional annotation, one gene might appear in several places in the tree.

Second, to spatially arrange the genes of a sample into a 2-dimensional image, rectangle treemaps were used. Rectangle units were used to represent genes in the treemaps. Considering that each rectangle unit represents one gene, each rectangle unit was assigned the same size of area. To put the rectangle units into the treemap, several algorithms have been proposed previously. In this paper, the pivot method (Bederson, Shneiderman, and Wattenberg 2002) was used. To realize this, the R package TreeMap from CRAN was obtained and modified. Furthermore, within each functional group, the genes were sorted according to the median value of the TMM (log2) values across all the samples. All the treemap images have exactly the same spatial arrangement of the genes.

Third, we colored the treemaps based on the normalized value of the gene expression abundances. The normalized gene expression values were mapped to colors in the BlueYellowRed heatmap sample by sample. For each sample, the highest TMM value (log2) was mapped to the Red color, and the lowest TMM value (log2) was mapped to the Blue color, 256 colors were interpolated, TMM values (log2) were linearly mapped to the corresponding colors in the BlueYellowRed heatmap. An advantage of this method is that the relative abundance of different genes within one sample are kept.

The created treemap images contains 1024*1024 pixels, the images were subsampled to 512*512 pixels before deep CNN. An example of created treemap image was given in Figure 1 layer by layer.

2.3 The designed deep Convolutional Neural Network

The architecture of the designed deep CNN is shown in Figure 2. It is with 3 convolutional layers (conv), 2 fully connected layers (fc), the RELU (Tang 2013) activation functions was used, Adam Optimizer (Kingma and Ba 2014) was used as the optimizer, and the loss function is Cross Entropy. Conventional convolution neural network layer normally contains alternating CNN layers and pooling layers, this
method was adopted in this work. Max Pooling method was used as the pooling function. For the conv layers, the filter size is 3, the first and second conv layer has 32 filters respectively, and the third conv layer has 64 filters, the strides of all the conv filters are 1, and the strides for all the pooling layers are 2, the padding method adopted is “VALID”. The first FC layer and second FC layer have 128 and 3 neurons respectively. For other hyper-parameters of the model, dropout method which was proposed by Hinton (Srivastava et al. 2014) was used on FC1 layer (dropout rate is 0.75), L2 regularization was used for both FC layers to further reduce overfitting and the beta parameter is 0.01, learning rate is 0.001, batch size for learning is 25, the number of iterations is 500 and early stopping number is 10. 20-fold cross validation method was adopted, treemap images of all the sample were randomly divided into 20 folds (fold size = 30 or 31).

### 2.4 Selection of contributory gene set based on the feature maps of CNN

Apart from the overall prediction accuracy of the model, we are further interested in using the deep CNN model to select or assume a set of genes that are highly contributory to the classification. We noticed that the sum of pixel intensity of feature maps reduces from low conv layer to high conv layer. In conv3, most of the features maps rarely have any nonzero pixel intensities. Even for the several strongest feature maps (the maps whose sum of pixel intensities are the largest), they are likely to be sparse. In this work, since conv3 layer is directly linked to the downstream fully connected layer, the feature maps generated from conv3 layer were used for this gene set selection. To be specific, conv3 layer has 64 channels, so 64 feature maps were outputted from conv3, and we selected the strongest feature map (which has the largest sum of pixel intensities).

An example of the selected feature map is shown in Figure 3. Since signal intensity of conv3 feature map is low, heatmaps were used to visualize the feature maps in this paper. In computer vision, for object detections, by projecting the strong responses in feature maps back to the original image (He et al. 2015), reasonable features could be potentially discovered. In this work, we adopted the same approach, and projected the strong responses to original treemap. Due to the pooling operation, the feature map is down sampled from original treemap. The size of feature map from conv3 is 62*62, so each pixel in the conv3 feature map was linearly projected to a square area with PR*PR pixels in the treemap image (PR = (1024/62)), the projection is shown in Figure 4. In this work, if the center of a gene’s rectangle is within the square area of selected response point, it is assumed that the selected response point can be projected to the gene.

To summarize the strong response points of the selected feature maps, the top 10% strongest points in each feature maps were selected. Then we calculated the number of selections of each pixels in the feature maps of all samples. To visualize the frequency of selection of each pixel, a heatmap was used as well. The genes which were able to stably providing strong response in the feature maps were obtained.

### 2.5 Pathway analyses of selected gene set

To further interpret the selected contributory genes, Cytoscape (Shannon et al. 2003) ClueGO (Bindea et al. 2009) was used. Pathway analysis was done on the selected genes. In this work, Gene Ontology Biological Process (Ashburner et al. 2000) and REACTOME pathway (Fabregat et al. 2016) analyses were done. For both pathways analyses, we chose the specific terms for analysis, used the GO term fusion for GO enrichment analysis, and pathways only with p-value smaller than 0.05 were shown in the figure.
3. Results:

3.1 The acquisition of gene data for treemap creation

From the TCGA LGG&GBM dataset, 20330 genes were initially obtained from the gene expression matrix, and 17715 genes were obtained after eliminating genes with extremely low abundances. 10896 genes of the 17715 filtered genes are able to be mapped to the KEGG IDs, therefore, these 10896 genes were used to generate the treemaps. Also, in the dataset, RNA-Seq analysis was done on 667 samples, and 607 samples of them were labelled with WHO grade (Louis et al. 2016, 2007). Therefore, in total, 607 treemap images were created.

3.2 The performance of predicting the grade using designed CNN and treemap image

For the 607 TCGA LGG&GBM samples, the number of samples of different grade are listed below:
- Grade-II: 215
- Grade-III: 239
- Grade-IV: 153

The performance of the CNN was assessed using 20-fold cross validation. Shapiro-Wilk test was done on the prediction accuracies of 20 folds, the result indicates that the accuracies follows a normal distribution (p-value = 0.9265). The mean value of the accuracies is 0.71543, the 95% confidence interval is from 0.66966 to 0.761193. A label permutation test was further done for comparison. Shapiro-Wilk test also indicates that the accuracies follows a normal distribution (p-value = 0.9782), the mean value of the prediction accuracies is 0.4025806, the 95% confidence interval is from 0.3660146 to 0.4391467. A Welch Two Sample t-test was done on prediction accuracies of labeled and label permutated samples, p-value is 2.676e-13, and the result indicates that the means are significantly different.

The ROC curves are shown in Figure 5. In the figure, G2 and G3 are relatively difficult to be distinguished, since the AUC of G2 is 0.82 and the AUC of G3 is 0.77. The AUC of G4 is 0.99, which indicates that G4 can be distinguished from G2 and G3 with high accuracy.

3.3 Analysis of the selected gene sets.

To investigate the properties of feature maps, we first calculated the sum of pixel intensities of the 64 conv3 feature maps of all the treemap images. The information was saved in Supplementary File 1 “1 ActivationMap_signalIntensitySummaryCNV3.csv”. For most samples, the pixel intensities were concentrated to several feature maps. From the heatmaps of the selected feature maps, we notice that the strong response points are sparse and therefore can only be projected to a subset of genes.

For the 607 samples, the numbers of gene selection in the feature maps were calculated and visualized in Figure 6. The strong response points are concentrated in certain areas of the treemap images. Using the projection method in 2.4, genes that correspond to the strong responses were obtained. The corresponding genes and number of selection of those genes are listed in Supplementary File 2 “2 A_SummaryofGenes_SelectRatio.xlsx”. From this file, genes with KEGG id “K02923”, “k02957” and ko03011 “Ribosome: Ribosomal proteins” functional annotation were selected in 428 samples.

We further explored genes relevant to LGG and GBM from literatures (Ceccarelli et al. 2016; Zheng et al. 2008; Eckel-Passow et al. 2015) the genes and corresponding KEGG id are listed in Table 1. The positions of these genes in the treemap image is given in Figure 7. We further check the numbers of
selections of these genes, yet, it shows that the selection times vary largely. For example, K00031 was selected 331 times, yet, K20225 was only selected for 25 times. And some genes were not selected at all.

One gene might appear in multiple places in the treemap image, this is because genes might have multiple KEGG functional annotations. Based on the local connectivity property of deep CNN model, so one gene might be selected in one functional position, the same gene in the other functional positions might not be selected. In brief, genes are selected locally based on functional groupings. For example, for the gene K05021, the pixel point with ko04040 “Ion Channels: Chloride channels” annotation term was selected 371 times, comparatively, the pixel point with ko04147 “Exosome: Exosomal proteins” annotation term was selected only 71 times.

3.4 Pathway analyses of selected gene set.

We further analyzed the pathways of the highly frequently selected genes. The genes with at least 300 selection number were selected. In total, 485 genes were selected, the gene IDs are listed in Supplementary File 3 “3 ASelected_GeneListConverted.csv”. In Figure 8, Gene Ontology (Biological Process) pathway enrichment analysis result is illustrated. Oculomotor nerve formation pathway (p = 3.6e-3) which is related to cranial nerve formation pathway are enriched. In Figure 9, REACTOME pathways enrichment analysis is illustrated, pathways like Metabolism of serotonin (p = 1.1e-3) and Loss of Function of TGFBR2 in cancer (p = 6.6e-3) are enriched. Several enriched functional annotations are associated with nerve systems and/or cancer progression.

4. Conclusion and discussion:

Omics expression dataset (e.g proteomics data, mRNA expression data) usually contains thousands of genes or proteins, the dimensions are much larger than the number of samples. To discover effective biomarkers for certain phenotypes or clinical properties, strict feature selection from the high dimensional data is required. In recent years, deep learning is proved to have strong capacity in discovering intricate patterns in high-dimensional data (Lecun, Bengio, and Hinton 2015), with this consideration, we developed OmicsMapNet approach. The aim is to convert the high-dimensional omics data into a format on which deep learning can be used for feature discovery.

Specifically, since deep CNN has been widely used for visual understanding successfully (Ranzato et al. 2006; Szegedy et al. 2015; Simonyan and Zisserman 2015), in this current work, we transformed omics expression data into 2-dimensional images and developed the deep CNN model to understand the grade of TCGA LGG and GBM samples. Traditional approaches rely heavily on global univariate analysis, yet, the deep CNN pooled the original treemap images three times. During spatial pooling method, the outputs of several nearby feature detectors are combined into local or global “bag of features”, the aim is to enable compact representations, better robustness to noise (Boureau, Ponce, and LeCun 2010). Therefore, in this work, the deep CNN provides a way to jointly considering multiple variant locally with similar functions.

To improve OmicsMapNet approach in this work, there are several issues that need further investigating and studying. For example, in these selected feature maps, the genes with non-zero pixel intensities are more densely located in the “cold” areas in the heatmap. It indicates that some biases exist. Essential normalization methods could be developed to remove the biases. Moreover, considering that gene semantic annotations are still facing multiple challenges, updating the functional groupings or using finer functional annotations might help to improve the prediction performance and selecting of gene set.
Finally, although the RNA-Seq expression data was used to generate the treemap images in this work, yet, OmicsMapNet method can also be used for protein expression data and other types of quantitative omics and clinical data.
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Figures:

Figure 1(a)
Figure 1(b)
Figure 1(d)
An example of treemap image. The hierarchical structure is shown layer by layer. Each gene rectangle represent one gene, so they have the same size of area. Therefore, the size of the rectangle of functional unit represents the number of genes within the unit. The colors of the gene rectangle represent the normalized gene abundances, yet the colors of the functional unit rectangles were randomly generated.
Figure 2. The architecture of deep CNN

Figure 3. An example of the Feature Map of Conv3
Figure 4. Projecting pixel in feature map to treemap image.

Figure 5. ROC curves of the deep CNN
Figure 6. Selection the strongest response pixels from the feature maps across all the samples, and plot the selection frequency using a heatmap.

Figure 7. Positions of Key Genes. The Red Rectangles represents the key genes inferred from literatures.
Figure 8. GO (Biological Process) analysis of selected genes
Figure 9. REACTOME pathway analysis of selected genes

Tables:

Table 1. Important Genes according to relevant literatures: Gene Name and corresponding KEGG entry ID:
ARID2 - K11765
ATRX – K10779
CIC - K20225
DNMT3A - K17398
EGFR - K04361
FUBP1 - K13210
IDH1 - K00031
IDH2 - K00031
IDH3A - K00030
IDH3B - K00030
IDH3G - K00030
KRAS - K07827
NRAS - K07828
PTEN – K01110
SETD2 - K11423
TERT – K11126
TP53 - K04451