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Abstract

This article reports measurements characterizing the Underlying Event (UE) associated with hard scatterings at midrapidity ($|\eta| < 0.8$) in pp collisions at $\sqrt{s} = 13$ TeV. The hard scatterings are identified by the leading particle, the charged particle with the highest transverse momentum ($p_T^{\text{leading}}$) in the event. Charged-particle numbers and summed transverse-momentum densities are measured in different azimuthal regions defined with respect to the leading particle direction: Toward, Transverse, and Away. The Toward and Away regions contain the fragmentation products of the hard scatterings in addition to the UE contribution, whereas particles in the Transverse region are expected to originate predominantly from the UE. The study is performed as a function of $p_T^{\text{leading}}$ with three different $p_T$ thresholds for the associated particles, $p_T^{\text{track}} > 0.15$, 0.5, and 1.0 GeV/c. The charged-particle density in the Transverse region rises steeply for low values of $p_T^{\text{leading}}$ and reaches a plateau. The results confirm the trend observed at lower collision energies that the charged-particle density in the Transverse region shows a stronger increase with $\sqrt{s}$ than the inclusive charged-particle density at midrapidity. The plateau in the Transverse region ($5 < p_T^{\text{leading}} < 40$ GeV/c) is further characterized by the probability distribution of its charged-particle multiplicity normalized to its average value (relative transverse activity, $R_T$) and the mean transverse momentum as a function of $R_T$. Experimental results are compared to model calculations obtained using PYTHIA 8 and EPOS LHC. The overall agreement between models and data is within 30%. These measurements provide new insights on the interplay between hard scatterings and the associated UE in pp collisions.
1 Introduction

In proton–proton (pp) collisions, particles originating from partonic scatterings with large 4-momentum transfer $Q$ compared to the Quantum ChromoDynamics (QCD) scale $\Lambda_{\text{QCD}}$, hard processes, are accompanied by additional, predominantly low transverse momentum ($p_T$), particles from the proton break-up (beam remnants) and possibly further scatterings, termed Multiple Parton Interactions (MPI) \([1]\). This associated particle production represents an important background to most observables at hadron colliders and its detailed understanding and modeling with Monte Carlo (MC) generators is crucial for precision measurements and for connecting experimental observables to theory. Experimentally and theoretically it is impossible to separate particles originating from hard processes and the associated event activity event-by-event. In order to enable experimental studies and model comparisons one commonly separates the kinematic region containing the direct fragmentation products of the partons produced in the hardest scattering from the remaining part, generally referred to as the Underlying Event (UE). The UE also contains particles from initial- and final-state radiation related to the hard interaction.

The first study of this kind was performed by the UA1 experiment at CERN’s proton-antiproton (Sp\(\bar{p}\)S) collider by measuring the transverse energy density outside the leading jet cone \([2–4]\), the so-called jet pedestal region. In the method introduced by CDF \([5]\) and used in the present analysis, one identifies the leading jet, or any other leading object in the event, and measures particle production in the azimuthal region orthogonal to the direction of this leading object, the Transverse region. Based on this method, several UE studies at the Tevatron \([5–8]\) and at the LHC \([9–14]\), at various center-of-mass energies ($\sqrt{s}$), have been published. These also include UE measurements in Drell-Yan \([11]\) and Z-boson \([13]\) events performed by CMS.

A common characteristic of UE measurements at all collision energies is that the particle density in the Transverse region as a function of the $p_T$ of the leading object ($p_T^{\text{leading}}$) rises steeply at low $p_T^{\text{leading}}$ until a plateau at about twice the inclusive particle density is reached \([2]\). In the framework of MPI-based models, the probability for a hard scattering increases with the matter overlap in the collisions (decreasing pp impact parameter). And conversely, by requiring a high-$p_T$ object to be detected in a given collision biases the selection of collisions towards those with a smaller impact parameter, at which the probability for additional uncorrelated scatterings and consequently the charged-particle multiplicity is enhanced \([15]\). The multiplicity density ($dN_{\text{ch}}/d\eta$) in the plateau region increases logarithmically with $\sqrt{s}$ and faster than in minimum-bias events \([12]\). In MPI-based models, the height of the plateau is sensitive to the pp impact parameter dependence of the number of MPI per event \([15]\). Hence, UE measurements have facilitated the implementation and tuning of such models \([15–18]\). They have been used as tools for high precision Standard Model (SM) measurements as well as searches for physics beyond the SM. In recent years it has been shown that they are also important to obtain a qualitative understanding of the centrality dependence of hard processes in p–Pb \([19]\) and Pb–Pb \([20, 21]\) collisions at LHC energies.

During the last decade, the study of the bulk properties of pp collisions has gained increased interest as a research field in its own right. One of the most important discoveries in pp collisions at the LHC is the observation of collective, fluid-like features. They are strikingly similar to those observed in heavy-ion collisions (AA), where they are attributed to the production of a deconfined hot and dense medium, known as the Quark-Gluon Plasma (see Ref. \([22]\) for a recent review). The question arises whether the conditions created in high-multiplicity pp collisions can also modify, as in AA \([23, 24]\), the yields of hard probes, for example through partonic energy loss \([25]\). Hence, the study of hard processes as a function of the charged-particle multiplicity has moved into the focus of interest. In this context the UE activity in the Transverse region (particle or summed-$p_T$ density) provides an event-activity classifier with reduced sensitivity to the hard process studied, which compared to inclusive classifiers can reduce trivial auto-correlation effects \([26, 27]\). With this in mind, the measurement of the distribution of the multiplicity in the Transverse region normalized to its average (relative transverse activity, $R_T$) \([26]\) is included in the
set of UE measurements reported in this paper.

This paper reports measurements characterizing the UE associated with hard scatterings performed at midrapidity ($|\eta| < 0.8$) in pp collisions at $\sqrt{s} = 13$ TeV based on the CDF method \cite{5}, which utilizes the leading-charged particles. It extends the previous measurement of the multiplicity and summed-$p_T$ densities using charged particles \cite{14} to a lower $p_T^{\text{track}} > 0.15$ GeV/c, in order to get higher sensitivity to the soft part of the UE. The results are compared to the previous ALICE measurements in the same kinematic regions for pp collisions at $\sqrt{s} = 0.9$ and 7 TeV. The plateau in the Transverse region ($5 < p_T^{\text{leading}} < 40$ GeV/c) is further characterized by the probability distribution of its charged-particle multiplicity normalized to its average value ($R_T$). Moreover, the mean-transverse momentum in the Transverse region is studied as a function of $R_T$.

The paper is organized as follows: Section 2 introduces the UE observables. The MC event generators used in this paper are described in Sec. 3. The ALICE subsystems used in the analysis are described in Sec. 4 and Sec. 5 is dedicated to the analysis and data correction procedures, which includes the evaluation of the systematic uncertainties. The final results are presented and discussed in Sec. 6 and the conclusions are summarized in Sec. 7.

2 Underlying Event observables

The UE observables considered in this study are based on primary charged particles\footnote{A primary particle is a particle with a mean proper lifetime $\tau$ larger than $1$ cm/c, which is either produced directly in the interaction, or from decays of particles with $\tau$ smaller than $1$ cm/c, restricted to decay chains leading to the interaction \cite{28}.} reconstructed in the pseudorapidity range $|\eta| < 0.8$ with three different thresholds of the transverse momentum: $p_T^{\text{track}} > 0.15, 0.5,$ and $1.0$ GeV/c, for both the leading particle $p_T^{\text{leading}}$ and the associated particles used in the correlation studies. The UE observables are measured in three different regions defined by the relative azimuthal angle, $|\Delta \phi| = \phi - \phi^{\text{leading}}$, to the direction of the leading-charged particle (see Fig. 1):

- $|\Delta \phi| < 60^\circ$, the Toward region;
- $60^\circ < |\Delta \phi| < 120^\circ$, the Transverse region;
- $|\Delta \phi| > 120^\circ$, the Away region.

The following observables, measured as a function of $p_T^{\text{leading}}$, are considered to characterize the UE:

- average charged-particle density:
  \begin{equation}
  \frac{1}{\Delta \eta \times \Delta \phi} \frac{1}{N_{\text{ev}}(p_T^{\text{leading}})} N_{\text{ch}}
  \end{equation}

- average summed-$p_T$ density:
  \begin{equation}
  \frac{1}{\Delta \eta \times \Delta \phi} \frac{1}{N_{\text{ev}}(p_T^{\text{leading}})} \sum p_T
  \end{equation}

evaluated in the three azimuthal regions, where $N_{\text{ev}}(p_T^{\text{leading}})$ is the number of events satisfying a given $p_T^{\text{leading}}$ interval, $\Delta \phi = 2\pi/3$ is the width of the regions in azimuth, and $\Delta \eta = 1.6$ is the acceptance window in pseudorapidity. The leading particle is not included in the calculation of the particle density and in the summed $p_T$ of the Toward region.

The $p_T^{\text{leading}}$ can be regarded as a suitable proxy for the transverse-momentum scale of the hard scattering to avoid any problems related to jet reconstruction at low transverse momentum. The restriction of the
leading-particle pseudorapidity to the acceptance of the detector is part of the definition of the observables. In particular, the measurements did not correct for the fact that particles with $p_T > p_T^{\text{leading}}$ can be present outside the acceptance. Therefore, the same selection is also applied in simulation model calculations.

The Toward and Away regions are predominated by particle production from the hard process and are, therefore, relatively insensitive to the softer UE. Conversely, the Transverse region is more sensitive to the UE as this region is least affected by contributions from the hardest scattering [5]. Observables defined inside this region are the primary focus of UE measurements.

For $p_T^{\text{leading}}$ above the onset of the jet pedestal plateau, the UE depends only weakly on this quantity. It has therefore been proposed in [26] to study the UE properties in events that contain one leading object with $p_T^{\text{leading}}$ in the range of the plateau, as functions of a new variable for quantifying event activity, relative transverse activity, $R_T$, defined as:

$$R_T = \frac{N_{\text{inc}}}{\langle N_{\text{inc}} \rangle}, \quad (3)$$

where $N_{\text{inc}}$ is the inclusive number of charged particles in an event and $\langle N_{\text{inc}} \rangle$ is the event-averaged multiplicity, both evaluated in the Transverse region. Using this observable as an event classifier one can, as proposed in [26], test whether events with very small UE activity are compatible with equivalent measurements in $e^+e^-$ collisions (jet universality) or whether the scaling behaviour towards high UE activity exhibits properties of non-trivial soft-QCD dynamics. As a self-normalized observable, $R_T$ is relatively insensitive to center-of-mass energy and kinematic selection variations, while simultaneously covering a large dynamic range in terms of event activity. The present paper reports the measurement of the $R_T$ probability distribution and the mean transverse momentum $\langle p_T \rangle$ in the Transverse region as a function of $R_T$. 

Figure 1: Illustration of the Toward, Transverse, and Away regions in the azimuthal plane with respect to the leading track direction.
Particle production in hadronic collisions can be classified according to the energy scale of the process involved. At high-momentum transfers, \( Q^2 \gg \Lambda^2 \text{QCD} \), perturbative Quantum ChromoDynamics (pQCD) is the appropriate theoretical framework to describe partonic interactions. This approach can be used to quantify parton yields and correlations, whereas the transition from partons to hadrons (hadronization) is a non-perturbative process that has to be treated using phenomenological approaches. For momenta of the order of the QCD scale, \( \sim 200 \text{MeV}/c \), a perturbative treatment is no longer feasible. Furthermore, at the center-of-mass energies of the LHC, with momentum transfers of a few GeV/c, the calculated QCD cross sections for \( 2 \to 2 \) parton scatterings exceed the total hadronic cross section for pp collisions (see for example [16]). This suggests that hard MPI occur in this regime. The overall event dynamics cannot be derived fully from first principles and must be described using phenomenological models implemented as general purpose MC generators. In these event generator implementations, model-specific choices are made to regulate these processes at low momentum scales. This section reviews relevant features of the \textsc{Pythia} 8 [29] and \textsc{Epos} [30] MC event generator models, which are used in this study for data correction and for comparison to our fully corrected results.

\textsc{Pythia} 8  In \textsc{Pythia}, event generation starts with a primary process that defines the nature of the event. At LHC energies, this is in most cases a leading order pQCD partonic scattering. At small \( p_T \) values, color screening effects need to be taken into account. Therefore a cut off, \( p_{T,0} \), is introduced, which damps the QCD cross section for \( p_T \ll p_{T,0} \). This cut off is one of the main tunable model parameters. Subsequent partonic processes calculable in pQCD are initial- and final-state radiation, MPI, and the structure of beam remnants. The number of MPI in this model depends on the pp impact parameter. After these steps, a realistic partonic structure including jets and UE activity is obtained. The partonic configuration is hadronized using string fragmentation as described by the Lund string Model [31], followed by the decays of unstable particles. In collisions with several MPI, individual long strings connected to the remnants are replaced by shorter additional strings connecting partons from different MPIs. This mechanism, called color reconnection, has been introduced to reproduce the increase of the average transverse momentum with multiplicity observed in data [32].

\textsc{Epos Lhc}  The \textsc{Epos} [33] event generator can be used to simulate pp, pA, and AA collisions. The multiple scattering approach in \textsc{Epos} is based on a combination of Gribov-Regge theory and pQCD [30]. An elementary scattering corresponds to a parton ladder, containing a hard scattering calculable based on pQCD, including initial- and final-state radiation. Parton ladders which are formed in parallel to each other share the total collision energy leading to a consistent treatment of energy conservation in hadronic collisions. String hadronization in \textsc{Epos} is based on the local density of string segments per unit volume with respect to a critical-density parameter. Event-by-event, string segments in low-density regions hadronize normally and independently (corona) while string segments in high-density regions are used to create a core with collective expansion and hadronization including radial and longitudinal flow effects. The \textsc{Epos Lhc} tune considered here is based on a dedicated parameter set used to describe data from all LHC energies and collision systems [34].

4  Experimental setup

ALICE is the dedicated heavy-ion experiment at the LHC. A detailed description of the ALICE detectors can be found in [35]. In the following, only the detector components used in the data analysis presented here are described.

The ALICE apparatus comprises a central barrel (pseudorapidity coverage \( |\eta| < 0.9 \) over full azimuth) situated in a uniform 0.5 T magnetic field along the beam axis \( z \) supplied by a large solenoid magnet. The forward and backward rapidity plastic scintillator counters, V0A and V0C, are positioned on each
The first two layers of the ITS are equipped with high-granularity Silicon Pixel Detectors (SPD), which cover the pseudorapidity ranges $|\eta| < 2.0$ and $|\eta| < 1.4$ respectively. The position resolution is $12\mu m$ in r-$\phi$ and about $100\mu m$ along the beam direction. The following two layers are composed of Silicon Drift Detectors (SDD). The position along the beam direction is measured via collection anodes, and the associated position resolution is about $50\mu m$. The r-$\phi$ coordinate is given by a drift-time measurement, with a spatial resolution of about $60\mu m$. Finally, the two outer layers are made of double-sided Silicon micro-Strip Detectors (SSD) with a position resolution of $20\mu m$ in r-$\phi$ and about $800\mu m$ along the beam direction. The material budget of all six layers, including support and services, amounts to 7.7% of a radiation length in the transverse plane.

The TPC covers the pseudorapidity range of about $|\eta| < 0.9$ for tracks traversing the outer radius. In order to avoid border effects, the fiducial region has been restricted in this analysis to $|\eta| < 0.8$. The position resolution along the r-$\phi$ coordinate varies from $1100\mu m$ at the inner radius to $800\mu m$ at the outer. The resolution along the beam axis ranges from $1250\mu m$ to $1100\mu m$.

The ITS and TPC space points are combined to reconstruct tracks from charged particles over a wide transverse momentum range starting from $p_T = 0.15$ GeV/$c$. The tracking efficiency estimated from a full simulation of the detectors is $\approx 65$% at the lowest $p_T$, and increases with $p_T$, plateauing at $\approx 80$% for $p_T > 2$ GeV/$c$. The momentum resolution is better than 3% for primary tracks below 1 GeV/$c$, and degrades linearly up to 6% at $p_T = 40$ GeV/$c$ [36]. The transverse impact parameter resolution, $DCA_{xy}$, decreases from $300\mu m$ at 0.2 GeV/$c$ to $20\mu m$ at 30 GeV/$c$.

5 Analysis procedure

5.1 Event selection

The measurements presented here use data collected by ALICE during the 2016 LHC pp run at $\sqrt{s} = 13$ TeV. During this period, minimum-bias (MB) events were selected using the high purity V0-based MB trigger [36] which required a charged-particle signal coincidence in the V0A and V0C arrays. After event selection, a data sample of 46.2 million MB pp collisions is obtained. Further event selection for offline analysis is made by requiring a primary vertex position along the $z$-axis within $\pm10$ cm around the nominal interaction point to ensure full geometrical acceptance in the ITS. Pile-up interactions are limited by keeping the average number of pp interactions per bunch crossing below 0.06 through beam separation in the horizontal plane. Residual pile-up events are rejected based on a multiple interaction points finding algorithm using SPD information [36]. Primary tracks satisfying various quality selection criteria, described in the next section, are used in this analysis. Moreover, at least one track with a minimum transverse momentum $p_T^{\text{track}} = 0.15$, 0.5, and 1.0 GeV/$c$ in the acceptance range $|\eta| < 0.8$ is required for the analysis. Table 1 summarizes the percentage of events remaining after each event selection step for the various $p_T^{\text{track}}$ selections. The last row in the table shows the sample size available for the $R_T$ analysis.

5.2 Track selection

The selected charged-particle tracks are required to have at least 70 TPC space points, the number of geometrically possible clusters which can be assigned to a track, and more than 60% of the findable TPC space points, i.e. those that can be assigned to tracks based on geometrical criteria derived from track parameters. The track selection criteria are optimized for good momentum resolution and minimal
Table 1: Events (absolute numbers and percentages) remaining after each event selection step.

| Events Fraction (%) |
|---------------------|
| Offline trigger: 46.2 M 100.0 |
| Reconstructed vertex: 42.8 M 92.6 |
| $p_T^{\text{track}} > 0.15\text{ GeV/c}$: 40.4 M 87.4 |
| $p_T^{\text{track}} > 0.5\text{ GeV/c}$: 34.5 M 74.7 |
| $p_T^{\text{track}} > 1.0\text{ GeV/c}$: 22.1 M 47.8 |
| $p_T^{\text{leading}} > 5.0\text{ GeV/c}$: 0.43 M 0.93 |

 contamination from secondary tracks. For this purpose a track must have at least 3 clusters in the ITS, one of which has to be in the first 3 layers. The quality of the track fitting measured in terms of the $\chi^2$ per space point is required to be lower than 4 (each space point having 2 degrees of freedom). Moreover, to reject secondary tracks, the distance of closest approach of the track to the primary vertex along the beam axis (DCA$^Z$) is required to be smaller than 2 cm and a $p_T$-dependent DCA$^XY$ cut is applied in the transverse direction, corresponding to 7 standard deviations of its inclusive probability distribution.

5.3 Corrections

For efficiency and acceptance corrections, simulated data samples are used. Events are generated with the PYTHIA 8.2 MC generator (Monash-2013 tune) [37] and subsequently transported through the software description of the ALICE apparatus using GEANT 3.21 [38]. For particles crossing sensitive detector layers the detector response is simulated. The simulated events are reconstructed and analyzed using the same algorithms as used for the real data. The number of simulated events similar to the ones in data are used to determine the corrections.

The measured particle and $\sum p_T$ densities are corrected for tracking efficiency, contamination from secondary particles, and finite vertex reconstruction efficiency. The particle with the highest $p_T$ in a collision may not be detected due to finite acceptance and efficiency of the detection apparatus, and a lower $p_T$ track enters the analysis instead. If the misidentified leading particle has a different $p_T$ but roughly the same direction as the true leading particle, this leads to a shift in $p_T^{\text{leading}}$. On the other hand, if the misidentified leading particle has a significantly different direction than the true one, this will cause a rotation of the event topology and a bias on the UE observables. The data are corrected for these effects using a data-driven procedure described in detail in Ref. [12].

Table 2 summarizes the maximum effect of each correction on the measured final observable for $p_T^{\text{track}} > 0.15\text{ GeV/c}$. For other $p_T^{\text{track}}$ thresholds the effects are similar. The correction procedures follow the same approach as described in [12]. In the following only the corrections for $R_T$-related distributions using unfolding and re-weighting methods will be detailed.

Table 2: Maximum effect of $p_T$-dependent corrections on measured particle and summed-$p_T$ densities with $p_T^{\text{track}} > 0.15\text{ GeV/c}$ threshold.

| Correction | charged-particle density | summed-$p_T$ density |
|------------|--------------------------|----------------------|
| Efficiency | 30% 25% | |
| Leading track misidentification | 7% 7% | |
| Contamination | 3% 2% | |
| Vertex reconstruction | 0.9% 0.9% | |

Due to the finite momentum resolution and tracking efficiency of the detector, the measured $R_T$ probability distribution and the charged-particle $\langle p_T \rangle$ distribution as a function of $R_T$ are distorted. This affects,
in particular, the $R_T$ probability distribution which falls steeply at large $R_T$. For this reason an unfolding procedure is employed to correct for detector effects. For the measurement of the charged-particle $\langle p_T \rangle$ vs. $R_T$ both quantities have to be corrected. For the full unfolding a 4-dimensional response matrix is needed. Considering that the charged-particle $\langle p_T \rangle$ rises slowly as a function of $R_T$, a re-weighting correction procedure is performed, as described in [39, 40].

**Unfolding**

The $R_T$ probability distribution is corrected using 1-dimensional Bayesian unfolding [41], an iterative method based on Bayes’ theorem, as implemented in the RooUnfold package [42]. To this end, a 2-dimensional response matrix is created using the PYTHIA 8 generator. It maps the particle level $R_T$ obtained from a MC simulation to the detector level $R_T$ obtained after full GEANT3 based transport, track reconstruction, and track selection. Projections of the distribution of $R_T$ for a given $R_T$ are well approximated by a Gaussian distribution, and hence, described by its mean and standard deviation. This is used to extrapolate the response matrix into a region where statistical uncertainties are large and can deteriorate the quality of the unfolding. Figure 2 shows the mean and standard deviation of $R_T$ as a function of $R_T$ obtained from the PYTHIA 8 simulation. A linear function and a function of the form $a\sqrt{x} + b$ are used to fit the mean and the standard deviation, respectively. Over the whole $R_T$ range the relative difference between the fit and the simulated data is less than 1% and less than 0.2% for $R_T < 2$. Therefore, the results of the fits are used to extend the response matrix to $R_T > 2$. The smoothed response matrix is used for $R_T$ probability distribution unfolding and $\langle p_T \rangle$ re-weighting, with the difference between the data points and the parameterized fitting functions (as shown in Fig. 2) being propagated to the final systematical uncertainties.

For the unfolding correction, the PYTHIA 8 generated $R_T$ distribution is used as the prior. Convergence is reached typically after three iterations. As an additional cross check, the analysis is also carried out using the Singular Value Decomposition (SVD) unfolding [43]. The relative difference between the SVD and Bayesian unfolded distributions is found to be below 2%. To study the influence of the corrections using a particular MC event generator, EPOS LHC generator is also used to determine the unfolding response matrix and as prior in the unfolding process. The difference of the unfolded results using different MC generator corrections is considered as part of unfolding uncertainty.

![Figure 2: Mean $R_T$ and standard deviation $\sigma$ of the $R_T$ distribution as a function of $R_T$. The solid lines represent the fits to the points and the extrapolation to higher $R_T$, resulting in the parameterized response matrix used for unfolding.](image-url)
Mean $p_T$ re-weighting

For the measurement of the charged-particle $\langle p_T \rangle$ as a function of $R_T$, a re-weighting approach is used. The procedure is implemented based on the following relation between the true and measured $R_T$

$$\langle p_T \rangle(R_T^{\text{meas}}) = \sum P(R_T^{\text{meas}}|R_T^{\text{truth}}) \times \langle p_T \rangle(R_T^{\text{truth}})$$  \hspace{1cm} (4)

where $P(R_T^{\text{meas}}|R_T^{\text{truth}})$ is the normalised probability distribution of $R_T^{\text{meas}}$ in a given $R_T^{\text{truth}}$ interval, which is obtained from the detector response matrix previously described.

5.4 Systematic uncertainties

The evaluation of the systematic uncertainties on the charged-particle number density and $\sum p_T$ density follows closely the methods developed for inclusive charged-particle measurements [39, 44, 45] and the UE measurements at lower collision energies [12]. Table 3 summarizes the systematic uncertainties evaluated for the particle transverse momentum $p_T^{\text{track}} > 0.15$ GeV/c threshold, for selected $p_T^{\text{leading}}$ ranges. In the following, the individual sources of systematic uncertainty, listed in the first column of Tab. 3, will be described briefly. A detailed description of the procedures can be found in [12].

- **ITS-TPC track matching efficiency**: Systematic uncertainties on the ITS and TPC detector efficiencies are estimated by comparing the experimental ITS-TPC track matching efficiencies with those obtained using the MC sample.

- **Track and vertex selection**: By applying the efficiency and contamination corrections, one accounts for those particles which are lost due to detector effects, vertex reconstruction inefficiency, and secondary tracks which have not been removed by the selection criteria. These corrections rely on detector simulations. Therefore, the systematic uncertainties were estimated by varying the choices of track parameter requirements and vertex reconstruction parameters.

- **Secondary particle contamination**: MC generators underestimate the production of strange particles in data. The effect on the secondary particle contamination correction was estimated by varying the strange particle fraction between the one given by PYTHIA and the one compatible with the measured DCA$_{XY}$ distribution.

- **Misidentification bias**: The uncertainty on the leading-track misidentification correction is estimated from the discrepancy between a data-driven correction used in the analysis and an alternative method based on simulations.

- **MC non-closure**: By correcting an MC prediction after full detector simulation with corrections extracted using the same generator, one expects to reproduce the input MC prediction within statistical uncertainty. This consideration holds true only if each correction is evaluated with respect to all the variables to which the given correction is sensitive. Any statistically significant difference between input and corrected distributions is referred to as MC non-closure and is added in quadrature to the total systematic uncertainty.

- **MC dependence**: The difference in final distributions when applying corrections extracted using PYTHIA 8 or EPOS LHC generators was quantified and added to the systematic uncertainty.

Since $R_T$ is a self-normalized quantity evaluated event-by-event, the systematic uncertainties related to the ITS-TPC track matching efficiency and track cuts partially cancel each other. A residual effect results from the fact that the $p_T$ spectrum gets harder with increasing multiplicity, leading to a difference between the $p_T$ weighted efficiencies for $N_{\text{inc}}$ and $\langle N_{\text{inc}} \rangle$, which is imperfectly accounted for through the MC-based response matrix. The resulting scale uncertainty on $R_T$ has been estimated by varying the
Table 3: Systematic uncertainties of the charged-particle number and summed-$p_T$ densities as a function of $p_T^{leading}$ for the transverse momentum threshold $p_T^{track} > 0.15$ GeV/c in pp collisions at $\sqrt{s} = 13$ TeV. When more than one number is quoted, the values refer to the uncertainty in Toward, Transverse, and Away regions, respectively; they are independent of the azimuthal region in all other cases.

|                                | Charged-particle density | Summed-$p_T$ density |
|--------------------------------|--------------------------|----------------------|
|                                | $p_T^{leading} < 1$ GeV/c | $p_T^{leading} > 6$ GeV/c |
| ITS-TPC track matching         | 0.3%                     | 2.3%                 |
| Track cuts                     | 0.8%                     | 1.6%                 |
| Secondaries contamination      | 0.2%                     | 0.2%                 |
| Misidentification bias         | 0.7%                     | negl.                |
| Vertex reconstruction           | 0.3%                     | negl.                |
| MC non-closure                 | 0.9%, 0.9%, 1.1%         | 0.7%, 0.1%, 0.1%     |
| MC dependence                  | 0.3%, 0.6%, 0.8%         | 1.7%, 2.8%, 2.8%     |
|                                | 0.4%, 0.2%, 0.4%         | 0.5%, 0.5%, 0.4%     |
|                                | 0.6%, 0.3%, 0.3%         | 1.0%, 3.0%, 3.0%     |
| Total uncertainty              | 1.5%, 1.5%, 1.8%         | 3.4%, 3.9%, 3.9%     |
|                                | 1.4%, 1.4%, 1.5%         | 3.9%, 4.7%, 4.6%     |

shape of the $p_T$ spectra within uncertainties taken from the spectrum analysis [45]. The variations are propagated to the $R_T$ distribution via the response matrix.

Another contribution to the systematic uncertainty on the $R_T$ distribution results from the event selection. This uncertainty is estimated by repeating the $R_T$ analysis using a more restrictive selection on the primary vertex, $|v_z| < 7$ cm. Since the vertex reconstruction efficiency increases with $N_{inc}$, also the systematic uncertainty related to this efficiency cancels only partially in the ratio $N_{inc}/\langle N_{inc} \rangle$ (in particular at low $N_{inc}$, where the efficiency is low). This uncertainty is evaluated by changing the default selection from one minimum track contributing to the primary vertex to two tracks. The resulting difference of 2.7% is assigned as the systematic uncertainty on the $N_{inc}$ determination.

To validate the unfolding procedure, and identify potential biases, closure tests are performed which compare the unfolded distribution to the particle-level truth in the MC simulation. Consistency of the unfolding procedure is also ensured by re-folding the solution to detector level and comparing it to the uncorrected distribution used as input. The remaining difference of 0.3% is assigned as uncertainty from MC non-closure. As discussed in the previous section, the Bayesian unfolding is employed as the default method. The number of iterations serves as a regularization parameter in Bayesian unfolding. Based on the closure test and convergence, four iterations were chosen as the default. To estimate the related systematic uncertainty, the iterations parameter is varied by ±2. The unfolded results are quite stable against regularization parameter variations with a maximum deviation of 1.2% at high-$R_T$. As an independent cross-check, the SVD unfolding has also been used in the analysis and the difference between SVD and Bayesian unfolded results are found to be less than 0.4%. The corrected $R_T$ distribution is obtained after the unfolding, which is performed using the detector response matrix computed based on simulations with PYTHIA 8 tune Monash-2013. This particular choice of MC event generator affects the prior used for unfolding. To investigate the systematic uncertainty from this particular choice, the prior distributions are varied using the deviations of fitted Negative Binomial Distribution (NBD) distribution (see Sec. 5).

For the measurement of the $\langle p_T \rangle$ distribution vs. $R_T$, a 1% systematic uncertainty from MC non-closure using the re-weighting procedure is assigned. The uncertainty from the ITS-TPC track matching efficiency contributes to 1.3%, while the track selection criteria results in a total uncertainty of around 0.4%. The residual scale uncertainty due to the particle $p_T$-spectrum slope changes is estimated using the same
approach as described for $R_T$. Here both $R_T$ and $\langle p_T \rangle$ are affected and therefore the residual scale uncertainty largely cancels out, resulting in a systematic uncertainty of 0.2% on $\langle p_T \rangle$. The variations of the number of vertex contributors and the vertex cut contribute both 0.2% to the systematic uncertainty.

The maximum systematic uncertainties for the $R_T$ probability and $\langle p_T \rangle$ distributions as a function of $R_T$ are summarized in Tab. 4. The overall systematic uncertainty is calculated by summing the different contributions in quadrature.

| Table 4: Systematic uncertainties for $R_T$ probability and $\langle p_T \rangle$ distributions as a function of $R_T$. |
|---------------------------------------------------------------|
| **Unfolding** | $\pm 3.1\%$ |                                |
| **Z vertex cut** | $\pm 2.4\%$ | $\pm 0.2\%$ |
| **Minimum of $N_{ch}$ to primary vertex** | $\pm 2.7\%$ | $\pm 0.2\%$ |
| **Track cuts** | $\pm 0.4\%$ |                                |
| **ITS-TPC track matching** |                                | $\pm 1.3\%$ |
| **Residual scale** | $\pm 2.2\%$ | $\pm 0.2\%$ |
| **MC non-closure** | $\pm 0.4\%$ | $\pm 1.0\%$ |
| **Total uncertainty** | $\pm 5.3\%$ | $\pm 1.6\%$ |

6 Results and discussion

In the following the results for the charged-particle number and summed-$p_T$ densities in three azimuthal regions are reported and discussed. Then the results for the $R_T$ probability and $\langle p_T \rangle$ vs. $R_T$ distributions in the Transverse region are presented. The experimental results are compared to model predictions using PYTHIA 8 and EPOS LHC.

6.1 Charged-particle number density $N_{ch}$ and $\sum p_T$ distributions

Fig. 3 shows the average charged-particle number and summed-$p_T$ densities as a function of $p_T^{\text{leading}}$, in the Toward, Transverse, and Away regions for the transverse momentum threshold requirement of $p_T^{\text{track}} > 0.15$ GeV/c. The averaged charged-particle number and summed-$p_T$ densities as a function of $p_T^{\text{leading}}$ using different $p_T$ thresholds for the associated particles, $p_T^{\text{track}} > 0.5$ and 1.0 GeV/c, are presented in Appendix A. Figure 4 shows the averaged charged-particle number and summed-$p_T$ densities as a function of $p_T^{\text{leading}}$ in the Toward, Transverse, and Away regions for the transverse momentum threshold requirement of $p_T^{\text{track}} > 0.15$ GeV/c, and the comparison to MC results. The $p_T^{\text{leading}}$ dependencies in all regions show a similar behavior. At low $p_T^{\text{leading}}$, there is a steep rise in event activity followed by a change to a smaller gradient at $p_T^{\text{leading}} \sim 5$ GeV/c, the jet pedestal region. Above this value in the Transverse region, and in particular for the number density, the event activity becomes almost independent of $p_T^{\text{leading}}$, while it continues to rise in the Toward and Away regions.

In the MPI implementation of PYTHIA, the average number of hard scatterings per event depends strongly on the impact parameter. Conversely, tagging hard scatterings with high-$p_T$ particles biases the events towards lower impact parameter and, hence, higher event activity. The change of slope observed in data corresponds to the transverse momentum where the leading particle is dominantly produced by rare hard scatterings, where the average yield per event for such a process is $\ll 1$. This is plausible, in PYTHIA, since requiring particles with lower $p_T^{\text{leading}}$ which are produced in almost every parton-parton interaction there cannot be a significant bias on the number of MPI. The continuous rise observed for the
Toward and Away regions can be attributed to particles not only from the UE but also to the contribution of fragments from hard scatterings, which are mainly back-to-back in azimuth. The contribution from fragments increases with $p_T^{\text{leading}}$ causing the rise of event activity. In contrast, only a small number of fragments enter the Transverse region. In addition to the contributions from MPI uncorrelated with the hardest scattering, this region contains particles originating from initial-state radiation and hard scatterings which produce more than two jets, causing the slow rise of event activity with $p_T^{\text{leading}}$ observed in the jet plateau range.

Figure 3 compares the number density and $\sum p_T$ distributions as a function of $p_T^{\text{leading}}$ in the Transverse region for the three threshold selections $p_T^{\text{track}} > 0.15$, 0.5, and 1.0 GeV/c. In the jet pedestal region, increasing the cut from $p_T^{\text{track}} > 0.15$ GeV/c to $p_T^{\text{track}} > 1.0$ GeV/c reduces the number density by almost a factor of 4. The relative slope of the distributions in the pedestal region slightly increases with the $p_T^{\text{track}}$ threshold, indicating an increased contribution of correlated hard processes (initial-state radiation) to the Transverse region. This shows that the highest sensitivity to the UE is obtained using the lowest $p_T$ threshold.

Figures 4 and 5 also compare the number density $N_{\text{ch}}$ and $\sum p_T$ densities to the results of PYTHIA 8 and EPOS LHC predictions. The overall agreement between data and simulations is within 30%. In particular, PYTHIA 8 describes the jet pedestal in the Transverse region quite well, while EPOS LHC underpredicts the densities in this region (as well as in the Toward region) by about 20%. When increasing the $p_T^{\text{track}}$ cut, the agreement between data and PYTHIA 8 in the Toward and Away regions becomes slightly worse (see Appendix A), with the largest discrepancies appearing at low $p_T^{\text{leading}}$ in the Toward region. In general EPOS LHC fails to reproduce the experimental data in most regions. This can be attributed to the underprediction of the number of hard scatterings in the model. The issue is expected to be solved in EPOS 3 using a new variable saturation scale [46, 47].

Figure 6 (left) shows the comparison of the results obtained at $\sqrt{s} = 13$ TeV to the ones obtained at lower collision energies, $\sqrt{s} = 0.9$ and 7 TeV [12], in the Transverse region. Between the two higher energies, the number density in the plateau increases by about 30%. More information about the $\sqrt{s}$-dependence in the Transverse region can be obtained by comparing the shapes of the number density vs. $p_T^{\text{leading}}$. To this end, the height of the plateau for different collision energies is quantified by fitting a constant function in the range $5 < p_T^{\text{leading}} < 10$ GeV/c, shown as lines in Fig. 6 (left). The fitting range was restricted to the common range in order to be consistent with the procedure used for the measurements at lower
Figure 4: Number density $N_{ch}$ (left) and $\sum p_T$ (right) distributions as a function of $p_T^{\text{leading}}$ along with the MC predictions in Toward (top), Transverse (middle), and Away (bottom) regions for the threshold of $p_T^{\text{track}} > 0.15$ GeV/c. The shaded areas in the upper panels represent the systematic uncertainties and vertical error bars indicate statistical uncertainties. In the lower panels, the shaded areas are the sum in quadrature of statistical and systematic uncertainties from upper panels. No uncertainties are shown for the MC calculations.
Figure 5: Number density $N_{ch}$ (left) and $\sum p_T$ (right) distributions as a function of $p_T^{\text{leading}}$ along with the MC predictions in Transverse region for three transverse momentum thresholds of $p_T^{\text{track}} > 0.15, 0.5,$ and 1.0 GeV/c. The shaded areas represent the systematic uncertainties and vertical error bars indicate statistical uncertainties.

$\sqrt{s}$. Larger fitting ranges were also considered and consistent results were obtained. The shapes of the particle densities as a function of $p_T^{\text{leading}}$ are then compared after dividing the densities by the height of the jet pedestal. The results are shown in Fig. 6 (right). For the two higher energies the coverage extends beyond the fitting range, i.e. to $p_T > 10$ GeV/c. In this range the densities agree within the statistical and systematic uncertainties. In the region of the rise ($p_T < 5$ GeV/c) one observes a clear ordering among the three collision energies, the lowest energy having the highest density relative to the plateau. At lower $\sqrt{s}$ the jet pedestal starts at a slightly lower $p_T^{\text{leading}}$.

Figure 6: Left: Number density $N_{ch}$ in the Transverse region as a function of $p_T^{\text{leading}}$ ($p_T^{\text{track}} > 0.15$ GeV/c threshold) for $\sqrt{s} = 0.9, 7$ and 13 TeV. A constant function is used to fit the data in the range $5 < p_T^{\text{leading}} < 10$ GeV/c and the results are shown as solid lines. Right: Number densities $N_{ch}$ scaled by the pedestal values obtained from the fit in order to compare the shapes. The open boxes represent the systematic uncertainties and vertical error bars indicate statistical uncertainties.

Figure 7 shows the $\sqrt{s}$-dependence of the number density of the jet pedestal in the Transverse region for $p_T^{\text{track}} > 0.5$ GeV/c, from a fitting of a constant function in the $p_T^{\text{leading}}$ range $5 < p_T^{\text{leading}} < 10$ GeV/c. The lower energy data are taken from ALICE [12] and CDF [5] measurements. It is compared with
the midrapidity charged-particle density $dN_{ch}/d\eta|_{\eta=0}$ of charged-particles with $p_T > 0.5$ GeV/c in MB events also requiring at least one charged particle in $|\eta| < 2.5$ (scaled by $1/2\pi$) [48]. The UE activity in the plateau region is more than a factor of two higher than $dN_{ch}/d\eta$. Both are consistent with a logarithmic dependence on collision energy. Between $\sqrt{s} = 0.9$ and 13 TeV $dN_{ch}/d\eta$ increases by approximately a factor of 2.1 whereas the increase of the UE activity is 30% larger, confirming the trend observed previously for collision energies up to 7 TeV.

Figure 7: Comparison of number density in the plateau of the Transverse region with lower energy data taken from [5, 12] and $dN_{ch}/d\eta$ in minimum-bias events (scaled by $1/2\pi$) [48]. Both are for charged-particles with $p_T > 0.5$ GeV/c. Error bars represent statistical and systematic uncertainties summed in quadrature. The straight lines show the results of fitting data points with the functional form $a + b\ln(s)$.

ATLAS has published similar UE results measured in a wider rapidity acceptance of $|\eta| < 2.5$ and using a threshold of $p_{T}^{\text{track}} > 0.5$ GeV/c [14]. Since jets have a finite extension in $\eta$-$\phi$ space, the larger acceptance allows more particles from the leading jet fragmentation and in particular, from the away-side partner jet subject to a pseudorapidity swing, to enter the measurement and, hence, the results in the Toward and Away regions are not directly comparable between the two experiments. However, when comparing the distributions from the Transverse region one observes good agreement (Fig. 8) in the plateau region. This indicates that the UE activity does not depend strongly on the rapidity coverage and that the fact that in some cases particles with $p_T > p_T^{\text{leading}}$ are outside the acceptance does not have a strong effect on the measurement. For the lower acceptance used in ALICE, the jet pedestal starts at a slightly lower $p_T^{\text{leading}}$. As a consequence, in the region of the steep rise for $p_T^{\text{leading}} < 5$ GeV/c, the ratio between the densities for the higher and lower $\eta$ acceptance increases strongly with $p_T^{\text{leading}}$. In MPI-based models, like the one implemented in PYTHIA 8, the onset of the plateau depends on the per-event-yield of the leading particle. Decreasing the acceptance or, as discussed above, lowering the collision energy would
move the onset of the jet pedestal to smaller $p_T^{\text{leading}}$, which is in agreement with our observations (see PYTHIA 8 comparison in Fig. 8).

![Figure 8: Number density $N_{ch}$ (left) and $\sum p_T$ density (right) in the Transverse region for $p_T^{\text{track}} > 0.5$ GeV/c at $\sqrt{s} = 13$ TeV from ALICE ($|\eta| < 0.8$) and ATLAS ($|\eta| < 2.5$) measurements [14]. The results are compared to PYTHIA 8 Monash-2013 calculations. The shaded areas represent the systematic uncertainties and vertical error bars indicate statistical uncertainties. No uncertainties are shown for the MC calculations.](image)

### 6.2 Relative Transverse activity classifier $R_T$ distributions

The $R_T$ analysis is performed using a track transverse momentum threshold of $p_T^{\text{track}} > 0.15$ GeV/c and by selecting events in the jet pedestal region ($p_T^{\text{leading}} > 5$ GeV/c). Here the $R_T$ probability distribution and the mean charged-particle $p_T$ as a function of $R_T$, in the Transverse region, are reported.

The $R_T$ probability distribution is shown in Fig. 9. The distribution has been fitted by a modified NBD with the multiplicity scaled by its average value, as was done for the measured $R_T$ observable. Within the experimental uncertainties, the NBD fit gives a good description of the data up to $R_T = 3$, and it slightly overestimates the data with increasing $R_T$, by about 14% at $R_T = 5$. The distribution is also compared with the calculations from PYTHIA 8 and EPOS LHC. While both models describe the data well in the $R_T$ regions close to the peak at $R_T \sim 0.7$, both PYTHIA 8 and EPOS LHC calculations diverge strongly at higher $R_T$ and underpredict the $R_T$ distribution by more than a factor of two for $R_T > 4$.

The charged-particle $\langle p_T \rangle$ distribution as a function of $R_T$ is shown in Fig. 10. The average transverse momentum rises steadily from $\sim 0.6$ GeV/c at low UE multiplicity to $\sim 1$ GeV/c for 5 times the mean multiplicity. The results are also compared with the PYTHIA 8 and EPOS LHC calculations. While the shapes are similar, both models deviate from the measurement by up to 10%, in particular at the extremes of the $R_T$ interval covered by the measurement. Interestingly, at high multiplicity the deviations have opposite signs for the two models, with PYTHIA 8 predicting slightly harder and EPOS LHC softer transverse activity than seen in data.

### 7 Conclusions

The UE properties in pp collisions at $\sqrt{s} = 13$ TeV have been characterized by measuring the number density $N_{ch}$ and $\sum p_T$ density distributions of charged particles in three azimuthal regions with respect to the leading charged-particle direction: Toward, Transverse, and Away. The measurement is performed using charged particles, which have been corrected to the level of primary charged particles. The results are compared to previous ALICE measurements in pp collisions at $\sqrt{s} = 0.9$ and 7 TeV. In this work,
Figure 9: $R_T$ probability distribution in the Transverse region for $p_T^{\text{track}} > 0.15 \text{ GeV/c}$ and $|\eta| < 0.8$. The result (solid circles) is compared to the PYTHIA 8 and EPOS LHC calculations (lines). The red line represents the result of the NBD fit, where the multiplicity is scaled by its mean value, $m$. The parameter $k$ is related to the standard deviation of the distribution via $\sigma = \sqrt{\frac{1}{m} + \frac{1}{k}}$. The open boxes represent the systematic uncertainties and vertical error bars indicate statistical uncertainties. No uncertainties are shown for the MC calculations. The bottom panel shows the ratio between the NBD fit, as well as those of the MC to the data.

Figure 10: $\langle p_T \rangle$ in the Transverse region as a function of $R_T$ for $p_T^{\text{track}} > 0.15 \text{ GeV/c}$ and $|\eta| < 0.8$. Data (solid circles) are compared to the results of PYTHIA 8 and EPOS LHC calculations (lines). The open boxes represent the systematic uncertainties and vertical error bars indicate statistical uncertainties. No uncertainties are shown for the MC calculations. The bottom panel shows the ratio of the MC to data.
the kinematic range of the leading particle, $p_{T}^{\text{leading}}$, is extended, and the uncertainties are reduced. An increase of approximately 30% of the jet pedestal is observed when the pp collision energy increases from $\sqrt{s} = 7$ to 13 TeV. The UE activity, quantified by the charged-particle density in the jet pedestal range in the Transverse region, shows a stronger increase with $\sqrt{s}$ than the inclusive midrapidity charged-particle density in MB events. This is in qualitative agreement with an increased relative contribution of hard processes to the UE with increasing $\sqrt{s}$.

The Transverse region has been further characterized by the relative transverse UE activity classifier $R_{T}$. Measuring UE quantities versus $R_{T}$ yields sensitivity to rare events with exceptionally large or small transverse activity with respect to the event-averaged mean. The models considered in the paper, PYTHIA 8 and EPOS LHC, cannot describe the $R_{T}$ distribution in the full range covered by the measurements ($0 < R_{T} < 5$). Moreover, whereas the overall agreement with $\langle p_{T} \rangle$ measured in the transverse region as a function of $R_{T}$ is within 10%, PYTHIA 8 and EPOS LHC show significant deviations at very low and high $R_{T}$. Compared to data and to each other, these models show a significantly different behavior at high $R_{T}$. This might be a consequence of how each model treats the high-density events. Therefore, the measurements presented here provide new constraints on the models, particularly to their description of MPI.
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A Appendix

The fully corrected distributions of the averaged charged-particle number and summed-$p_T$ densities as a function of $p_T^{\text{leading}}$, in the Toward, Transverse, and Away regions for the transverse momentum cuts $p_T^{\text{track}} > 0.5$ and 1.0 GeV/c are presented in Fig. A.1 and A.2.
Figure A.1: Number density $N_{ch}$ (left) and $\Sigma p_T$ (right) distributions as a function of $p_T^{\text{leading}}$ compared to MC predictions in Toward (top), Transverse (middle), and Away (bottom) regions for $p_{\text{track}}^{\text{track}} > 0.5$ GeV/c. The shaded areas in the upper panels represent the systematic uncertainties and vertical error bars indicate statistical uncertainties. In the lower panels, the shaded areas are the sum in quadrature of statistical and systematic uncertainties from the upper panels. No uncertainties are given for the MC calculations.
Figure A.2: Number density $N_{ch}$ (left) and $\sum p_T$ (right) distributions as a function of $p_T^{\text{leading}}$ and the comparisons to MC predictions in Toward (top), Transverse (middle), and Away (bottom) regions for $p_T^{\text{track}} > 1.0$ GeV/c. The shaded areas in the upper panels represent the systematic uncertainties and vertical error bars indicate statistical uncertainties. In the lower panels, the shaded areas are the sum in quadrature of statistical and systematic uncertainties from the upper panels. No uncertainties are given for the MC calculations.
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