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Abstract—We present a conic sector theorem for linear parameter varying (LPV) systems in which the traditional definition of conicity is violated for certain values of the parameter. We show that such LPV systems can be defined to be conic in an average sense if the parameter trajectories are restricted so that the system operates with such values of the parameter sufficiently rarely. We then show that such an average definition of conicity is useful in analyzing the stability of the system when it is connected in feedback with a conic system with appropriate conic properties. This can be regarded as an extension of the classical conic sector theorem. Based on this modified conic sector theorem, we design conic controllers that allow the closed-loop system to operate in nonconic parameter regions for brief periods of time. Due to this extra degree of freedom, these controllers lead to less conservative performance than traditional designs, in which the controller parameters are chosen based on the largest cone that the plant dynamics are contained in. We demonstrate the effectiveness of the proposed design in stabilizing a power grid with very high penetration of renewable energy while minimizing power transmission losses.

I. INTRODUCTION

The conic sector theorem, introduced by Zames [1], is a powerful input-output stability result that is applicable to both linear and nonlinear systems that are sector bounded. Traditionally, conic-sector-based analysis has received relatively limited attention in comparison to small gain and passivity-based analysis due to the difficulty involved in accurately characterizing conic bounds. However, recent results in the efficient computation of conic bounds have made it possible to consider the conic sector theorem as an attractive tool for analysis and control design [2].

In this paper, we present a conic-sector-based stability analysis and control synthesis for linear parameter varying (LPV) systems. Typical control design approaches for LPV systems involve designing and scheduling a bank of controllers to stabilize the system for all parameter values in its operating trajectory [3]–[5]. Analysis and synthesis results for LPV systems based on small gain theorems [6]–[8] and dissipativity theory [9]–[11] are also available. Of particular interest to this paper, controllers have been designed for LPV systems [12] and specific subclasses like polytopic systems [13] using the conic sector theorem. However, these controllers are usually conservative since they are designed for the worst-case sector bounds on the plant as a function of the parameter. Furthermore, these results cannot be used for LPV systems in which the system is non-conic for even one value of the parameter. In this paper, we propose a less conservative design approach based on a modification of the conic sector theorem that does not constrain the designer to consider the worst-case sector bound.

Recent results indicate that passivity in LPV systems can be preserved on the average even when certain parameter values lead to nonpassive operation, provided that the system spends a sufficiently small amount of time operating with these parameter values [14]. Here, we generalize these results to obtain a modified conic sector theorem for intermittently conic LPV systems, that is, LPV systems that may be nonconic for certain parameter values. We then use this theorem to design a conic controller that allows the closed-loop LPV system to be intermittently conic. This approach allows for less conservative control designs as the controller is not designed for the worst case sector bound of the plant, which, in fact, does not exist for intermittently conic plants.

The contributions of this paper are threefold. Firstly, we derive conditions under which an LPV system with intermittent conic behavior is conic in the average sense. Secondly, we derive a modified conic sector theorem for the feedback interconnection of an intermittently conic LPV system and a conic system. Finally, we design a conic controller based on this conic sector theorem that allows the closed-loop system to be intermittently conic, leading to less conservative designs than methods available in literature. We also demonstrate an application of the proposed design in stabilizing a power system with high penetration levels of renewable energy while minimizing power losses.

Notation: \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}^p \) the set of \( p \)-dimensional real vectors, \( \mathbb{R}^+ \) the set of non-negative real numbers, \( \mathbb{N} \) the set of natural numbers including zero and \( \mathbb{N}_n \) the set of natural numbers \( \{1, \ldots, n\} \), \( n \in \mathbb{N} \). Given two sets \( A \) and \( B \), \( A \setminus B \) denotes the set of all elements of \( A \) that are not in \( B \). For a vector \( v \), \( [v]_i \) denotes the \( i \)-th component. \( I \) stands for the identity matrix with dimensions clear from the context. \( A' \) denotes the transpose of a matrix \( A \).

II. PROBLEM FORMULATION

Linear Parameter Varying (LPV) system: Consider the system described by

\[
\begin{align*}
\dot{x}(t) &= A(\rho(t))x(t) + B(\rho(t))u(t) \\
y(t) &= C(\rho(t))x(t) + D(\rho(t))u(t)
\end{align*}
\]

(1)

where \( x(t) \in \mathbb{R}^n \) is the process state, \( u(t) \in \mathbb{R}^m \) is the control input, \( y(t) \in \mathbb{R}^m \) is the process output, and \( \rho \in \mathbb{R}^p \)
is the parameter vector which is assumed to be a piecewise
discretely differentiable function of time. We will limit
consideration to the time interval \([t_0, t_n]\) and consider \(t_0 = 0\)
and \(t_n \to \infty\) to define stability for this system. The
parameter trajectory from times \(t_0\) to \(t_n\) (denoted by \(p(t)\) or simply \(\rho(t)\)
when the interval \([t_0, t_n]\) is clear from context)
refers to the set of parameter values that the system assumes
from time \(t_0\) to \(t_n\). The following assumptions will hold
throughout the paper.

**Assumption 1:** We assume that the input \(u(t)\) is norm
bounded so that \(||u(t)||^2 \in [u_1^2, u_2^2]\) where \(u_1 > 0\) and
\(u_2 < \infty\) are positive constants.

LPV models are often constructed as linearizations of
nonlinear dynamics about a collection of different operating
points. Assumption 1 implies that \(u(t) = 0\) for all \(t\) is not
allowed, that is, we disallow operation at an equilibrium for
such LPV models.

**Assumption 2:** The parameter trajectories satisfy the fol-
lowing range and rate bounds

\[
P \leq \rho(t) \leq \bar{\rho}, \quad \nu \leq \frac{d\rho(t)}{dt} \leq \bar{\nu}, \quad \forall 1 \leq i \leq p. \tag{2}
\]

The special case when \(\nu \to -\infty\) and \(\bar{\nu} \to \infty\) is called the
rate unbounded case.

Let all parameter trajectories that satisfy these constraints
be collected in the set \(\mathcal{A}\), which is the set of admissible
parameter trajectories. An admissible parameter trajectory
\(\rho(t)\) is any \(\rho(i)\) indexed by \(i \in \{1, 2, \ldots, n\}\), \(n \in \mathbb{N}\), for time \(t_{i-1} < t \leq t_i\) is defined as a discrete parameter trajectory over
the time interval \([t_{i-1}, t_i]\). We denote the set of all discrete
parameter trajectories by \(\mathcal{A}^d\), where \(\mathcal{A}^d \subset \mathcal{A}\).

**Conicity:** The system \(\mathcal{A}\) with a fixed value of the param-
er is a linear time-invariant system and can be analyzed
for conicity [2]. As the parameter value varies, we use the
following definition of conicity for particular parameter
trajectories. The LPV system \(\mathcal{A}\) with a given parameter
trajectory \(\rho(t)\) is said to be conic for that parameter
trajectory if there exist constants \(a\) and \(b\) such that \(0 < a < b\) and
the inequality

\[
\int_{t_0}^{t_n} w(u(t), y(t)) dt \geq 0,
\tag{3}
\]

holds for all times \(t_1\) and \(t_2\) such that \(t_0 \leq t_1 < t_2 \leq t_n\) and
all \(u(t)\) satisfying Assumption 1 where

\[
w(u(t), y(t)) = \begin{bmatrix} y(t) & y(t) \end{bmatrix} \begin{bmatrix} -\frac{1}{2}I & \frac{1}{2} \left(1 + \frac{\nu}{\rho(t)}\right)I \\ \frac{1}{2} \left(1 + \frac{\nu}{\rho(t)}\right)I & -aI \end{bmatrix} \begin{bmatrix} u(t) \\ y(t) \end{bmatrix}.
\]

Further, if the system is conic for every parameter trajectory
in a set \(\mathcal{S} \subseteq \mathcal{A}\), then it is said to be conic for that set
\(\mathcal{S}\). Note that the constants \(a\) and \(b\) will, in general, depend
on the parameter trajectory and are not unique. We assume
that the conic bounds represent the tightest bounds for the
set of parameter trajectories \(\mathcal{S} \subseteq \mathcal{A}\) and time interval being
considered, and can be characterized by solving the matrix
inequality [23] as described in Appendix A. We define the interval \([a, b]\) as the conic sector for the system \(\mathcal{A}\) for
the set \(\mathcal{S}\), the value \((b - a)/2\) as the corresponding radius \(r\) of
the conic sector, and the quantity \((b + a)/2\) as the center \(c\) of
the conic sector. We also drop the dependence of \(w(u(t), y(t))\) on time and use \(w(u, y)\) for brevity. Note that \(\mathcal{S}\) is a finite
horizon integral quadratic constraint (IQC) on \((u, y)\). The
most general IQC theory also allows dynamic multipliers,
with \(\mathcal{S}\) being the special case where the multiplier is simply
the (static) identity matrix [15].

**Intermittent conicity:** Equation (3) constrains the param-
eter trajectory such that \(\mathcal{S}\) holds for all choices of times
\(t_1\) and \(t_2\) where \(t_0 \leq t_1 < t_2 \leq t_n\). We are interested
in trajectories that are only ‘intermittently conic’ in the
following sense. For a given parameter trajectory \(\rho(t)\) and
time interval \([t_0, t_n]\), identify times \(t_0 \leq t_1 < t_2 \leq t_n\) such that for every
\(i \leq i_n, N_n\), the system is conic for the parameter trajectory
\(\rho(t)\) if \(t_1 \leq t_2 \leq t_n\), and for every \(i \in i_{nc}, N_{nc}\), where \(i_{nc} = N_n \setminus i_c\), the
system is not conic for the parameter trajectory \(\rho(t)\) if \(t_1 \leq t_2 \leq t_n\).
Note that the choice of these times is not unique. The conic
parameter region of the trajectory \(\rho(t)\) is then defined as the set
\(\mathcal{R}_c = \{\rho(t) : t \in [t_1, t_2]\}\) and the time
spent in this region is denoted by \(t_c\). The nonconic param-
ter region of the trajectory \(\rho(t)\) is the set \(\mathcal{R}_{nc} = \{\rho(t) : t \in
[t_0, t_n], t \not\in c\}\) and the time spent in this region is
denoted by \(t_{nc}\). If the set \(\mathcal{R}_c\) is not empty, the system is intermittently
conic for the parameter trajectory \(\rho(t)\).

For intermittently conic systems, we extend the definition
of conicity proposed in [3] as follows. The LPV system \(\mathcal{A}\)
with a given parameter trajectory \(\rho(t)\) is said to be conic
in the average sense for that parameter trajectory if there
exist constants \(a\) and \(b\) with \(0 < a < b\) such that

\[
\int_{t_0}^{t_n} w(u, y) dt \geq 0
\]

holds for all \(u(t)\) satisfying Assumption 1 If the system
is conic in the average sense for every parameter trajectory
in a set \(\mathcal{S} \subseteq \mathcal{A}\), then it is said to be conic in the average sense
for that set \(\mathcal{S}\). We will make the following assumptions on
the conic and nonconic parameter regions.

**Assumption 3:** For every \(i \leq i_c, N_c\), there exist constants
\(a\) and \(b\) and a constant \(\epsilon_i\) such that \(0 < a < b\) and

\[
\int_{t_1}^{t_2} w(u, y) dt \geq \epsilon_i(t_i - t_{i-1}).
\tag{5}
\]

**Remark 1:** Assumption 3 is similar to the notion of quasi-
QR dissipativity with the supply function given by the left
hand side of (3) (see, e.g., [16, Chapter 4]). However, by
Assumption 1 we do not allow uniformly zero inputs over
any finite time horizon. Therefore, classical constraints on
the sign of \(\epsilon_i\) ([16, Chapter 4]) are not applicable in our
case. We note that Assumption 3 may be relaxed to allow
zero inputs over specific time intervals by imposing the sign
constraint \(\epsilon_i < 0\) in such intervals. In this paper, we avoid
such a formulation due to increased conservatism.

**Assumption 4:** For every \(i \leq i_{nc}, N_{nc}\), there exists a constant
\(\alpha_i > 0\) such that

\[
\int_{t_{i-1}}^{t_i} u(t) dt \geq \alpha_i(t_i - t_{i-1}) \int_{t_{i-1}}^{t_i} u^2(t) dt.
\tag{6}
\]

Note that the \(\int_{t_{i-1}}^{t_i} u^2(t) dt\) term in (6) ensures that no conic
parameter region satisfies (6). In the context of Assumption
\(\mathcal{A}\) and \(\mathcal{B}\) represent the smallest constants such that (6)
holds with \(0 < a < b\), rather than conventional sector bounds.
The constants $\epsilon_i$ and $\alpha_i$ depend on the parameter trajectory $\rho(t)_{i-1}^i$; we drop this dependence for simplicity of notation. In general, we jointly compute the tightest bounds for $\epsilon_i$ and $\alpha_i$ with the sector bounds $[a,b]$ (see Appendix I).

**Problem statement:** With these assumptions, the aim of this paper is to

(i) derive conditions under which an LPV system (1) with intermittently conic behavior for a parameter trajectory $\rho(t)_{i-1}^i$ is conic in the average sense for that trajectory,
(ii) derive a conic-sector theorem that ensures $L_2$ stability when system (1) with intermittently conic behavior for a parameter trajectory is connected in negative feedback with another conic system, and
(iii) design a conic controller using this conic sector theorem to stabilize an intermittently conic LPV system while guaranteeing some gain performance.

**III. CONICITY OF LPV SYSTEMS WITH INTERMITTENT CONIC BEHAVIOR**

We begin by deriving conditions for average system conicity in terms of the fractions of time spent in conic and nonconic parameter regions.

**Lemma 1 (Discrete Case):** Let the parameter trajectories of the intermittently conic system (1) be restricted to the set of discrete parameter trajectories $A^+ \subset \mathcal{A}$. Then, (1) is conic in the average sense if, for every $\rho(t)|_{t_0}^t \in \mathcal{A}_d$, we have

$$\sum_{i=1}^{n} c_i \mu_i \geq 0, \quad \mu_i = \frac{t_i - t_{i-1}}{t_n - t_0}, \quad c_i = \left\{ \begin{array}{ll} \epsilon_i, & i \in i_c, \\ -\alpha_i \tilde{u}_{i_c}^2, & i \in i_{nc}. \end{array} \right.$$ (7)

We can readily generalize Lemma 1 to the case where the LPV system (1) can operate along any admissible parameter trajectory as follows.

**Theorem 1:** The system (1) is conic in the average sense if, for every $\rho(t)|_{t_0}^t \in \mathcal{A}_c$, we have

$$\int_{t \in t_c} \epsilon(\rho(t)) dt \geq \tilde{u}_{i_c}^2 \int_{t \in t_{nc}} \alpha(\rho(t)) dt,$$ (8)

where $\epsilon(\rho(t))$ and $\alpha(\rho(t))$ are continuous approximations of $\epsilon_i$ and $\alpha_i$ as defined in Appendix I.

The proofs of Lemma 1 and Theorem 1, along with the formal definitions of $\epsilon(\rho(t))$ and $\alpha(\rho(t))$, can be found in Appendix I. Lemma 1 and Theorem 1 formalize the idea that the LPV system (1) is conic in the average sense if it spends a sufficiently large fraction of time operating in conic parameter regions.

**IV. CONIC SECTOR THEOREM FOR INTERMITTENTLY CONIC SYSTEMS**

Consider a negative feedback interconnection of LPV systems $G_1$ and $G_2$ as shown in Fig. 1, where the dynamics of $G_1$ and $G_2$ are described as follows.

$$G_1: \quad \dot{x}_p(t) = A_p(\rho_p(t))x_p(t) + B_p(\rho_p(t))u_p(t)$$
$$y_p(t) = C_p(\rho_p(t))x_p(t) + D_p(\rho_p(t))u_p(t)$$ \quad \quad (9)

$$G_2: \quad \dot{x}_c(t) = A_c(\rho_c(t))x_c(t) + B_c(\rho_c(t))u_c(t)$$
$$y_c(t) = C_c(\rho_c(t))x_c(t) + D_c(\rho_c(t))u_c(t)$$ \quad \quad (10)

![Fig. 1: Negative feedback interconnection of $G_1$ and $G_2$](image)

Let $A_p$ and $A_c$ denote the admissible parameter trajectories of $G_1$ and $G_2$ respectively. Let $G_2$ be conic with sector bounds $[\alpha_c, b_c]$ and $G_1$ be intermittently conic with sector bounds $[a_p, b_p]$. We also assume $|u_p(t)|_2^2 \in [\tilde{u}_{p,1}^2, \tilde{u}_{p,2}^2]$ with constants $\tilde{u}_{p,1} > 0$ and $\tilde{u}_{p,2} < \infty$. We now examine the stability of the negative feedback interconnection of $G_1$ and $G_2$ when $G_1$ is intermittently conic as defined in Section II.

**Theorem 2 (Modified Conic Sector Theorem):** The negative feedback interconnection of $G_1$ and $G_2$ as shown in Fig. 1 is $L_2$ stable if, for every admissible $\rho_p(t) \in A_p$ and $\rho_c(t) \in A_c$, $t_n \to \infty$,

$$\int_{t \in t_c} \epsilon_p(\rho_p(t)) dt \geq \tilde{u}_{p,1}^2 \int_{t \in t_{nc}} \alpha_p(\rho_p(t)) dt,$$ (11)

$$\frac{1}{b_c} a_p > 0, \quad \left( \frac{1}{b_c} a_p \right) \left( \frac{1}{b_p} a_c \right) - \frac{1}{4} \left( \frac{a_c}{b_c} - \frac{a_p}{b_p} \right)^2 > 0.$$ (12)

**Proof:** Since $G_2$ is conic, for all $t_1$ and $t_2$ such that $t_0 \leq t_1 < t_2 \leq t_n$, it satisfies

$$\int_{t_1}^{t_2} y_c(t) \frac{1}{b_c} I \left( \frac{1 + a_p}{b_p} \right) I - \frac{1}{b_p} I \left( \frac{1 + a_c}{b_c} \right) I \left[ y_c(t) \right] dt \geq 0.$$ (13)

If (11) holds, then $G_1$ is conic in the average sense, with

$$\int_{t_1}^{t_2} y_p(t) \frac{1}{b_p} I \left( \frac{1 + a_p}{b_p} \right) I - \frac{1}{b_p} I \left( \frac{1 + a_c}{b_c} \right) I \left[ y_p(t) \right] dt \geq 0.$$ (14)

From Fig. 1 we have $e_c = u_c + y_p$ and $e_p = u_p - y_c$, which when used in conjunction with (13) and (14) gives

$$\int_{t_0}^{t_n} \left[ Y(t) \frac{1}{E(t)} \right] \left[ Q \ S \ R \ S' R \ E(t) \right] \left[ Y(t) \right] dt \geq 0,$$ (15)

where $Y = [y_c', y_p']$, $E = [e_c', e_p']$, and

$$Q = \begin{bmatrix} -\frac{1}{b_c} I - a_p I & \frac{a_p}{b_p} - \frac{a_c}{b_c} \\ -\frac{a_p}{b_p} I - a_c I \end{bmatrix}, \quad R = \begin{bmatrix} -a_c I & 0 \\ 0 & -a_p I \end{bmatrix}, \quad S = \begin{bmatrix} 1 + \frac{a_c}{b_c} I - a_c I & \frac{1 + a_p}{b_p} I - a_p I \end{bmatrix}.$$ (16)

Setting $t_0 = 0$ and $t_n \to \infty$ in (15), the feedback interconnection is $L_2$ stable if $Q < 0$, giving condition (12).\hfill \blacksquare

**Remark 2:** The modified conic sector theorem (Theorem 2) provides sufficient conditions for stability of the closed-loop system based on the plant and feedback controller parameters. This conic sector theorem can be graphically interpreted as follows. The feedback interconnection of the plant and the controller is stable if the two systems are conic in the average sense (Equation 4) and the conic sectors they lie in do not intersect. Note that Theorem 2 is an input-output stability result; however, with additional assumptions like...
V. CONIC SECTOR THEOREM BASED CONTROL DESIGN

In this section, we present a control design approach based on the modified conic sector theorem derived in Section IV.  

**Key design idea:** Consider an LPV plant that lies in a range of conic sectors as depicted in Fig. 2. A conservative control design approach involves designing the controller such that it lies in a cone that is complementary to the largest conic sector that contains the plant dynamics [12]. However, this strategy may result in very low gain controllers. Therefore, we propose the following alternative design. We choose a nominal plant cone that is smaller than the largest plant cone, and design a controller that lies in the conic sector complementary to this nominal cone, based on Theorem 2. Now, the controller cone will intersect the plant cone in certain parameter regions, making the closed-loop system nonconic. Based on Theorem 1 we then bound the fraction of time that the closed-loop system operates in these nonconic regions. Note that in contrast to standard LPV design methods, we do not use the parameter trajectory for gain scheduling. Rather, we use the knowledge of the parameter trajectory to characterize conic and nonconic parameter regions, which are then used to design a single conic controller for a nominal operating point.

**Design Procedure:** Let \( \gamma \) be the induced \( \mathcal{L}_2 \) gain of the feedback interconnection of plant \( G_1 \) and controller \( G_2 \) shown in Fig. 1. We would like to choose a nominal plant cone \( [a_p^*, b_p^*] \) such that a controller \( G_2 \) lying in the conic sector \( [a_c^* = -\frac{1}{a_p^*} + \delta, b_c^* = -\frac{1}{a_p^*} - \delta] \), where \( \delta > 0 \) is a trivially small number, minimizes \( \gamma \) while keeping the closed-loop system \( \mathcal{L}_2 \) stable. This design problem can be formulated as

\[
P_1: \min_{a_p, b_p} \gamma \quad \text{s.t.} \quad \int_{t_a}^{t_b} \epsilon_{cl}(t) dt \geq \int_{t_a}^{t_b} \alpha_{cl}(t) dt,
\]

where \( \epsilon_{cl} \) and \( \alpha_{cl} \) are the conicity indices as defined in (5) and (6) respectively for the closed-loop system. We now have the following result.

**Proposition 1:** If there exist \( a_p = a_p^* \) and \( b_p = b_p^* \) satisfying matrix inequalities (18)-(20), where \( A_{cl}, B_{cl}, C_{cl} \) and \( D_{cl} \) are the closed loop system matrices, and \( Q, S \) and \( R \) are defined in (16), then the conic controller \( G_2 \) with \( [a_c, b_c] = [-\frac{1}{a_p^*}, -\frac{1}{a_p^*}] \) renders the closed-loop system in Fig. 1 \( \mathcal{L}_2 \) stable. Further, \( a_p^* \) and \( b_p^* \) solve problem \( P_1 \).

**Proof:** Let \( \beta > 0 \) be the smallest scalar such that \( \beta I + R > 0 \) and \( (1/\beta + Q) < \zeta I \), for some \( \zeta > 0 \). From (15), with \( t_0 = 0 \) and \( t_n \to \infty \), we have

\[
f_0^\infty Y(t)Y(t)dt > \frac{\beta^2 + \lambda(R)}{\zeta} \int_0^\infty U'(t)U(t)dt, \quad Y = [y_c', y_p'], \quad U = [u_c', u_p'] \quad \text{and} \quad \lambda(R) \text{ is the maximum eigenvalue of } R.
\]

Substituting \( a_c = -\frac{1}{a_p} \) and \( b_c = -\frac{1}{a_p} \), the closed-loop \( \mathcal{L}_2 \) gain can be written in terms of the plant parameters as \( \gamma = (\beta + \lambda(R))/\zeta \). The numerator and denominator of \( \gamma \) can be expressed as \( k_1 (b_p/a_p - 1) \) and \( k_2 (b_p/a_p) \) respectively, where \( k_1 \) and \( k_2 \) are constants independent of the optimization variables \( a_p \) and \( b_p \). Therefore, the optimization problem \( P_1 \) is equivalent to

\[
P_2: \min_{a_p, b_p} r_p = \frac{(b_p - a_p)}{2} \quad \text{s.t.} \quad \int_{t_1}^{t_2} \epsilon_{cl}(t) dt \geq \int_{t_1}^{t_2} \alpha_{cl}(t) dt,
\]

that is, minimizing the conic radius of the nominal plant cone. As \( r_p \) is increased, the intersection of the plant and controller cones increases. Therefore, the solution to problem \( P_2 \) is \( [a_p^*, b_p^*] = \{a_p, b_p\} : \int_{t_1}^{t_2} \epsilon_{cl}(t) dt = \int_{t_1}^{t_2} \alpha_{cl}(t) dt = 0 \} \), which is the smallest plant cone such that the closed-loop system remains conic in the average sense defined in Theorem 1 implying (20). Equations (18) and (19) correspond to computation of \( \epsilon_{cl} \) and \( \alpha_{cl} \) (see Appendix A).

VI. APPLICATION EXAMPLE: POWER SYSTEM WITH VERY HIGH Penetration of Renewable Energy

A class of systems where the proposed control design finds application is power grids with a large penetration of renewable energy resources. The dynamics of power grids are described by nonlinear differential algebraic equations, which are extremely difficult to analyze. Therefore, LPV models of power grids have been proposed for the design of wide-area controllers [18]. LPV models and switched system approximations have also become relevant in the context of time-varying generation from renewable energy sources [19]. Typical approaches to stabilize power grids with LPV models involve the design of parameter varying controllers [18] that can be difficult to design and implement. In this section, we demonstrate the design of a conic controller to stabilize power grids with very high penetration of renewable energy, enhance their peak loading capacity and minimize losses.

Let the generation sources \( G_1, G_2, ..., G_N \) in the grid be represented by LPV systems of the form (9) with the parameters of the \( i \)-th generator being \( \rho_{pi} = (P_i, Q_i) \), representing the scheduled real and reactive power, and the output being \( y_i = [v_i] \), representing the voltage at the \( i \)-th generator bus. The detailed nonlinear models of the renewable generators and the electrical network can be found in [20]. The system power flow constraint requires

\[
P_L = \sum_{i=1}^{N_i} P_i \quad \text{loss}, \quad Q_L = \sum_{i=1}^{N_i} Q_i - Q_{\text{loss}},
\]

where the total system load is \( P_L + jQ_L \) and the power losses are \( Q_{\text{loss}} = 0.5 \sum_i \sum_j |r_{ij}|^2 \) and \( Q_{\text{loss}} = \sum_i \sum_j |r_{ij}|^2 \).
which is equivalent to minimizing the induced objective is to minimize the total power loss in the system, line currents, resistances and reactances respectively. Our penetration). The system is then linearized around the power production generator (DFIG) wind farm (78% renewable energy proposed design. In this modified system, the generator at standard test system as shown in Fig. 3 to illustrate the point of (A VR) excitation controllers on the generators at buses 2, and 5 outputs is obtained. The five control inputs correspond (Table I) and a state space model with 48 states, 5 inputs  

$$\rho^T \hat{P}_B - C_{cl}^T S + C_{cl}^T Q D_{cl}$$ 

$$D_{cl}^T Q D_{cl} - S^T D_{cl} - D_{cl}^T S + R - \alpha_{cl} I$$  

\[
\begin{align*}
A_{cl}^T P_{cl} + P_{cl} A_{cl} + \hat{\rho} P_{cl} \frac{\partial P_{cl}}{\partial \rho} + C_{cl}^T Q C_{cl} & \quad P_{cl} B_{cl} - C_{cl}^T S + C_{cl}^T Q D_{cl} + \epsilon_{cl} I \leq 0 \\
B_{cl}^T P_{cl} - S^T C_{cl} + D_{cl}^T Q C_{cl} & \quad P_{cl} B_{cl} - C_{cl}^T S + C_{cl}^T Q D_{cl} \quad D_{cl}^T Q D_{cl} - S^T D_{cl} - D_{cl}^T S + R - \alpha_{cl} I \leq 0
\end{align*}
\]

\[
\int_{t_{ic}}^{t_{fc}} \epsilon_{cl} = \int_{t_{ac}}^{t_{fc}} \alpha_{cl}, \quad P_{cl}(\rho_p) \geq 0, \quad \hat{P}_{cl}(\rho_p) \geq 0
\]

Fig. 3: Modified IEEE 14-bus test system.

We test the performance of the closed-loop system when all real and reactive loads are increased by 15% between $t = 5s$ to $t = 10s$ (Fig. 4). This test condition is chosen to compare the responses of the controllers to two major changes in the system parameter (operating point) corresponding to the increase in the total load at $t = 5s$ and the decrease in the system load at $t = 10s$. With the standard controller for the 14-bus system [23], the system loses stability for the 15% load change, implying that the maximum loading capability of the system is exceeded. With the conic controller designed for the largest plant cone [12], the system remains stable but exhibits poor performance, with the voltage at the DFIG bus not settling at the nominal value. With the classical gain scheduled controller, the system displays adequate transient response to the first operating point change at $t = 5s$, but responds poorly to the second change at $t = 10s$. On the other hand, the system with the conic controller designed for the nominal cone responds well to this load change and maintains a voltage level close to the nominal value, which is an advantage of the increased controller gain obtained by allowing the intermittently conic operation. This result indicates that the conic controller enhances the maximum loading capability of the grid. We also observe from Table I that the nominal conic controller has a significantly lower net power loss (94.95 MVA) as compared to the conic controller designed for the largest plant cone (164.65 MVA) and the classical gain scheduled controller (116.36 MVA).

| $P_{DFIG}$ (MW) | $Q_{DFIG}$ (MVar) | $a_p$ | $b_p$ | $P_{loss}$ (MW) | $Q_{loss}$ (MVar) | $S_{loss}$ (MVA) |
|-----------------|------------------|-------|-------|-----------------|------------------|-----------------|
| 420             | -34.00           | -3.499| 7.501 | 46.68           | 157.90           | 164.65          |
| 400             | -31.70           | -3.199| 7.201 | 37.34           | 121.32           | 126.94          |
| 350             | -28.20           | -2.425| 7.575 | 29.43           | 90.27            | 94.95           |
| (Nominal)       |                  |       |       |                 |                  |                 |
| 300             | -23.05           | -2.899| 6.901 | 21.93           | 60.72            | 64.55           |

Fig. 4: Voltage profiles with conic and standard controllers.

0.5 $\left( \sum_{i=1}^{N} \sum_{j=1}^{N} |i_{ij}|^2 x_{ij} \right)$, with $i_{ij}$, $r_{ij}$ and $x_{ij}$ being the line currents, resistances and reactances respectively. Our objective is to minimize the total power loss in the system, which is equivalent to minimizing the induced $L_2$ norm from the output vector $y_i$ to the input vector $u_i$, subject to (22).

We consider a modified version of the IEEE 14-bus standard test system as shown in Fig. 3 to illustrate the proposed design. In this modified system, the generator at bus 1 is replaced with an equivalent 600 MW doubly-fed induction generator (DFIG) wind farm (78% renewable energy penetration). The system is then linearized around the power flow solution at 4 operating points of ($P_{DFIG}, Q_{DFIG}$) (Table I) and a state space model with 48 states, 5 inputs and 5 outputs is obtained. The five control inputs correspond to the reference signals of the Automatic Voltage Regulator (AVR) excitation controllers on the generators at buses 2, 3, 6 and 8, and the speed reference signal of the pitch angle controller on the DFIG at bus 1. The conic sector bounds for each operating point are listed in Table I. We solve (18)-(20) over a grid of parameter values using YALMIP/SeDuMi [21], [22] to obtain the nominal operating point of ($P_{DFIG}, Q_{DFIG}$) = (350 MW, -28.2 MVar) and the corresponding nominal plant and controller conic bounds. We then synthesize a conic controller with system matrices ($A_c$, $B_c$, $C_c$) of dimensions (48x48), (48x5) and (5x48) respectively, satisfying these nominal conic bounds using the procedure in [2, Section 5]. We also implement three other controllers for comparison, namely, the classical AVR and pitch angle controllers, referred to as the 'standard controller', as described in [23], a conic controller designed to lie in a sector complementary to the largest plant cone (corresponding to the operating point $P_{DFIG} = 420$ MW) [12], and a dynamic gain scheduled controller designed to stabilize the system for every operating point [18].

We consider a modified version of the IEEE 14-bus standard test system as shown in Fig. 3 to illustrate the proposed design. In this modified system, the generator at bus 1 is replaced with an equivalent 600 MW doubly-fed induction generator (DFIG) wind farm (78% renewable energy penetration). The system is then linearized around the power flow solution at 4 operating points of ($P_{DFIG}, Q_{DFIG}$) (Table I) and a state space model with 48 states, 5 inputs and 5 outputs is obtained. The five control inputs correspond to the reference signals of the Automatic Voltage Regulator (AVR) excitation controllers on the generators at buses 2, 3, 6 and 8, and the speed reference signal of the pitch angle controller on the DFIG at bus 1. The conic sector bounds for each operating point are listed in Table I. We solve (18)-(20) over a grid of parameter values using YALMIP/SeDuMi [21], [22] to obtain the nominal operating point of ($P_{DFIG}, Q_{DFIG}$) = (350 MW, -28.2 MVar) and the corresponding nominal plant and controller conic bounds. We then synthesize a conic controller with system matrices ($A_c$, $B_c$, $C_c$) of dimensions (48x48), (48x5) and (5x48) respectively, satisfying these nominal conic bounds using the procedure in [2, Section 5]. We also implement three other controllers for comparison, namely, the classical AVR and pitch angle controllers, referred to as the 'standard controller', as described in [23], a conic controller designed to lie in a sector complementary to the largest plant cone (corresponding to the operating point $P_{DFIG} = 420$ MW) [12], and a dynamic gain scheduled controller designed to stabilize the system for every operating point [18].
VII. CONCLUSION

We derived a modified conic sector theorem for intermittently conic LPV systems, and employed this theorem to synthesize conic controllers that are less conservative than traditional designs. We also demonstrated the performance and advantages of this design in stabilizing a power grid with very high penetration of renewable energy.

APPENDIX I

DETERMINING CONIC BOUNDS AND CONICITY INDICES

Theorem 3: The LPV system (1) is conic with sector bounds $[a, b]$ if and only if there exists a symmetric $P(\rho) > 0$ such that for all $\rho \in \mathcal{A}$, the following holds:

$$
\begin{bmatrix}
A'\dot{P}(\rho) + P(\rho)A + \rho \frac{\partial P(\rho)}{\partial \rho} + C'C\dot{P}(\rho)B - \frac{a+b}{2}C' + C'D'

D'D' - \frac{a+b}{2}(D + D') + abI
\end{bmatrix} \leq 0.
$$

(23)

The proof is along the lines of [12, Theorem 2.1] and is omitted here. In conic parameter regions, $\mathcal{P}(\rho)] > 0$ such that

$$
A'\dot{P}(\rho) + P(\rho)A + \rho \frac{\partial P(\rho)}{\partial \rho} + C'C\dot{P}(\rho)B - \frac{a+b}{2}C' + C'D'
$$

$$
D'D' - \frac{a+b}{2}(D + D') + abI \leq 0.
$$

(24)

From (24), following standard literature [24], and defining $Q = \frac{1}{\rho}b$, $S = \frac{1}{2}(1 + \frac{\rho}{b})$, and $R = -aI$, we can derive

$$
A'\dot{P}(\rho) + P(\rho)A + \rho \frac{\partial P(\rho)}{\partial \rho} + C'C\dot{P}(\rho)B - \frac{a+b}{2}C' + C'D'
$$

$$
D'D' - \frac{a+b}{2}(D + D') + abI \leq 0.
$$

(25)

This matrix inequality can then be solved with constraints (2) and (24) to determine $e(\rho(t))$. Similarly, from (6), we can obtain the matrix inequality

$$
A'\dot{P}(\rho) + P(\rho)A + \rho \frac{\partial P(\rho)}{\partial \rho} + C'C\dot{P}(\rho)B - \frac{a+b}{2}C' + C'D'
$$

$$
D'D' - \frac{a+b}{2}(D + D') + abI \leq 0.
$$

(26)

where $\dot{P}(\rho) > 0$, which can be solved with bounds (2) to determine $\alpha(\rho(t))$. The matrix inequalities to compute the conic bounds and conicity indices are infinite dimensional due to their dependence on $\rho$ and can be solved by discretization over a mesh on $\rho$ and $\dot{\rho}$. Further, the conic bounds obtained are not unique; the computation of tight conic bounds for each parameter is discussed in [2].

APPENDIX II

Proof of Lemma 4

We have

$$
\int_{t_0}^{t_\infty} w(u,y) dt = \sum_{i \in \mathcal{I}} \left( \int_{t_{i-1}}^{t_i} w(u,y) dt \right) + \sum_{i \in \mathcal{I}_{\infty}} \left( \int_{t_{i-1}}^{t_\infty} w(u,y) dt \right).
$$

(27)

From (27), (5), and Assumption 1, we have

$$
\int_{t_0}^{t_\infty} w(u,y) dt \geq \sum_{i \in \mathcal{I}} \left( \int_{t_{i-1}}^{t_i} w(u,y) dt \right)
$$

$$
- \sum_{i \in \mathcal{I}_{\infty}} \left( \int_{t_{i-1}}^{t_\infty} w^2(u,y) dt \right).
$$

(28)

Comparing (28) with (4), system (1) is conic in the average sense if, for every $\rho(t) \in \mathcal{A}$, (7) is satisfied.

Proof of Theorem 4

Consider the discrete parameter trajectory $\rho(i)$ in Lemma 1. Then, the interval $\mathcal{I} = [t_0, t_n] = \bigcup_{i=0}^{n} [t_{i-1}, t_i] = \left( \bigcup_{i \in \mathcal{I}} [t_{i-1}, t_i] \right) \cup \left( \bigcup_{i \in \mathcal{I}_{\infty}} [t_{i-1}, t_\infty] \right)$. Define a partition of $\mathcal{I}$ to be $P = \{t_0, t_1, \ldots, t_n\}$ with norm $|P| = \max_{i \in \mathcal{I}} (t_i - t_{i-1})$, $i \in \mathcal{N}$. Let $\mathcal{R} = \{x(\rho(1)), x(\rho(2)), \ldots, x(\rho(n))\}$ such that for every $i \in \mathcal{N}$, $\rho(i) \in [t_{i-1}, t_i]$. Define the tagged partition $\mathcal{F}(t, \rho) = (P, \mathcal{R})$ to be the collection of the partition $P$ and the associated parameter set $\mathcal{R}$. Define the Riemann sum $S_\mathcal{R}$ with respect to tagged partition $\mathcal{F}(t, \rho)$ to be the RHS of (28).

In the limit $|P| \to 0$, since $\rho(t)$ is piecewise continuously differentiable, $S_\mathcal{R}$ can be approximated by the Riemann integral

$$
\lim_{|P| \to 0} S_\mathcal{R} = \int_{t_{i-1}}^{t_i} e(\rho(t)) dt - \sum_{t_{i-1}}^{t_i} \alpha(\rho(t)) dt.
$$

(29)

From (28) and (29), (1) is conic in the average sense if (28) is satisfied for every $\rho(t) \in \mathcal{A}$, completing the proof.
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