Understanding the saturation power of Josephson Parametric Amplifiers made from SQUIDs arrays
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We report on the implementation and detailed modelling of a Josephson Parametric Amplifier (JPA) made from an array of eighty Superconducting QUantum Interference Devices (SQUIDs), forming a non-linear quarter-wave resonator. This device was fabricated using a very simple single step fabrication process. It shows a large bandwidth (45 MHz), an operating frequency tunable between 5.9 GHz and 6.8 GHz and a large input saturation power (~117 dBm) when biased to obtain 20 dB of gain. Despite the length of the SQUID array being comparable to the wavelength, we present a model based on an effective non-linear LC series resonator that quantitatively describes these figures of merit without fitting parameters. Our work illustrates the advantage of using array-based JPA since a single-SQUID device showing the same bandwidth and resonant frequency would display a saturation power 15 dB lower.

I. INTRODUCTION

Gain, bandwidth, and noise performance ultimately dictate the quantum efficiency and speed of quantum measurements performed at microwave frequencies in the circuit quantum electrodynamics architecture. Improving these three properties of an amplifier has been the driving force for Josephson junction based amplifier design and characterisation including significant work optimising bandwidth [1, 2], pump rejection using flux or non-degenerate pumping schemes [3–8] and realizing directionality in the amplification process in section IV we present the device and section V describes its properties in the linear regime. Gain and saturation are often avoided in Section VI while we discuss the main results in section VII.

II. MODEL

Our device (See Fig. 1) can be modeled as a two-tone spectroscopy, is fitted using a long range Coulomb interaction or remote ground model [26] leading to independently inferred values of the circuit components (capacitances and SQUIDs’ critical current). We show that the amplifier can be quantitatively described by an effective non-linear LC series resonator with a resonant frequency near the first resonant mode of the array. We report a good qualitative agreement between the saturation power of this JPA and a model without fitting parameters. According to this theory, the 80 SQUID array yields a 15 dB improvement over a comparable single SQUID device.

This article is organized as follow: In Section II we present an effective model and review the basic description of our device as a single port degenerate Josephson parametric amplifier and in section III we discuss how arrays of SQUIDs can effectively reduce the nonlinearity of the device leading to increased saturation power. In Section IV we present the device and Section V describes its properties in the linear regime. Gain and saturation are reported in Section VI while we discuss the main results in section VII.

array, obtained via two tone spectroscopy, is fitted using a long range Coulomb interaction or remote ground model [26] leading to independently inferred values of the circuit components (capacitances and SQUIDs’ critical current). The circuit can be described by the Hamiltonian of a non-linear resonator:

\[ H_{JPA} = \hbar \omega_{eff} A^\dagger A + \hbar \frac{K_{eff}}{2} (A^\dagger)^2 A^2 \]  (1)

where \( A \) is the annihilation operator of the intra-resonator field. It is characterised by an effective resonant frequency \( \omega_{eff} \), a non-linearity or self-Kerr coefficient \( K_{eff} \) and a coupling rate to a transmission line \( \kappa_{eff} \). The
We recall here the main equations, following the approach of Eichler and Wallraff [14]. The dynamics of the circuit is inferred using conventional input-output theory:

\[
\dot{A} = -i\omega_{\text{eff}} A - iK_{\text{eff}} A^\dagger AA - \frac{\kappa_{\text{eff}}}{2} A + \sqrt{\kappa_{\text{eff}}} A_{\text{in}}
\]  

(2)

with \( A_{\text{in}} \) the input field coupled with rate \( \kappa_{\text{eff}} \). The boundary conditions of the resonator are taken into account via the equation \( A_{\text{out}} = \sqrt{\kappa_{\text{eff}}} A - A_{\text{in}} \), where \( A_{\text{out}} \) is the output field. Next we assume that \( A = \alpha + \hat{a} \), where \( \alpha \) is a classical part (referring to the strong coherent pump) and \( \hat{a} \) is the signal that we treat quantum mechanically. To obtain the gain of the amplifier we follow a two-step procedure: we first solve for the classical field \( \alpha \) while setting \( \langle \hat{a} \rangle = 0 \) and then we use a linearisation of the equation of motion for \( \hat{a} \) around this working point (see Appendix E for a detailed derivation). This leads to the standard equation of a parametric amplifier:

\[
\dot{\hat{a}}_{\text{out}}(\Delta) = g_{S,\Delta} \hat{a}_{\text{in}}(\Delta) + g_{I,\Delta} \hat{a}_{\text{in}}^\dagger(-\Delta)
\]

(3)

The operators \( \hat{a}_{\text{in}}(\Delta) \) and \( \hat{a}_{\text{out}}(\Delta) \) are the Fourier components of the input and outputs signals, where \( \Delta \) is the dimensionless frequency detuning \( \Delta = (\omega_p - \omega_{\text{signal}})/\kappa \) from the pump frequency. Eq. (3) illustrates the link between the output signal and the inputs at signal (\( \Delta \)) and idler (\(-\Delta\)) frequencies. Signal and idler gain (\( g_{S,\Delta} \) and \( g_{I,\Delta} \), respectively) are expressed as:

\[
g_{S,\Delta} = -1 + \frac{i(\delta - 2\xi_\alpha n - \Delta) + \frac{1}{2}}{(i\Delta - \lambda_-)(i\Delta - \lambda_+)}
\]

(4a)

\[
g_{I,\Delta} = \frac{-i\xi_\alpha n e^{2\phi}}{(i\Delta - \lambda_-)(i\Delta - \lambda_+)}
\]

(4b)

with \( \lambda_\pm = \frac{1}{2} \pm \sqrt{(\xi_\alpha n)^2 - (\delta - 2\xi_\alpha n)^2} \) (a complete derivation is given in Appendix E). Both of them encompass the dimensionless detuning \( \delta \) between the pump and bare resonator frequencies, \( \xi_\alpha \) the product between the non-linearity and the pump power, \( n \) the normalised number of pump photons in the cavity, \( \phi \) the phase difference between the pump and the signal and \( \Delta \). The exact expressions for these parameters are given in Appendix E. \(|g_{S,\Delta}|^2\) is plotted in Fig. 2 using the parameters of our amplifier, as a function of the pump power and pump frequency for zero detuning between the pump and the signal (\( \Delta = 0 \)). We define the optimal pump frequency \( f_{p,\text{opt}} \) as the one which maximises the gain for a given pump power, as shown in Eq. (4).

\[
\Delta f_p = f_p - f_{p,\text{opt}}
\]

is a frequency shift from optimal pumping conditions. As illustrated on the inset of Fig. 2, \( \Delta f_p \) as small as 5 MHz
leads to a reduction of the gain in excess of 1 dB. This observation is at the heart of JPA saturation [17], since an input power of $n_s$ signal photons per second will lead to a shift $\Delta f_p \approx n_s \times K_{\text{eff}}/\kappa_{\text{eff}}$ Hertz from optimal pumping frequency, thus leading to a drop of the maximum expected gain. This qualitative explanation will be further formalised in Section VI and it can be shown that the input saturation power of JPA increases linearly with the ratio $\kappa_{\text{eff}}/K_{\text{eff}}$ [11]. Maximizing this ratio, and thus minimizing the non-linear self-Kerr term $K_{\text{eff}}$, is therefore of prime importance.

III. DECREASING NON-LINEARITY USING ARRAYS

Because reduced $K_{\text{eff}}$ is important to improve dynamical range, several methods have been introduced to reduce non-linearity in parametric amplifiers. One first option is to use the intrinsic non-linearity of superconductors such as Niobium [28], NbN [29] or granular Aluminium [30], since they often come with very weak non-ductors such as Niobium [28], NbN [29] or granular Aluminium [30].

Another option is to use the intrinsic non-linearity of superconductors by considering the Lagrangian

$$L = \sum_{n=0}^{N-1} \frac{C_I}{2}(\Phi_n + \dot{\Phi}_n)^2 - \sum_{n=0}^{N-1} \frac{1}{2L_f}(\Phi_n + \dot{\Phi}_n)^2$$

$$+ \sum_{n=1}^{N-1} C_{g,nn} \dot{\Phi}_n^2 + \sum_{n=1}^{N-1} \sum_{i \neq n}^{N-1} C_{g,ni}(\Phi_n^2 - \Phi_i^2)$$

$$+ \frac{C_{\text{out}}}{2} \dot{\Phi}_N^2 + \frac{C_s}{2} \dot{\Phi}_N^2$$

(5)

With $N$ the number of SQUIDs in the chain and $C_{g,ni}$ are the elements of a generalised ground capacitance matrix. We define a new set of variables to describe the system, the charge $Q_n$ and its conjugate $I_n$ at each node $n$

$$Q_n = \frac{\partial L}{\partial \Phi_n}$$

$$I_n = \frac{\partial L}{\partial \Phi_n}$$

These new variables lead to capacitance and inductance matrices ($\hat{C}$ and $\hat{L}$ respectively):

$$\hat{Q} = \hat{C}\Phi$$

$$\hat{I} = \hat{L}^{-1}\Phi$$

(7)

From these matrices, we can define the angular frequency matrix $\Omega$ as:

$$\hat{\Omega}^2 = -\hat{C}^{-1}\hat{L}^{-1}$$

(8)

The eigenvalues $\omega_n^2$ and eigenvectors of the matrix $\Omega$ define respectively the resonant frequency and the wave profile of each mode $n$ of the chain. It allows the definition of an effective capacitance $C_{\text{eff},n}$ and an effective inductance $L_{\text{eff},n}$ for each mode $n$:

$$C_{\text{eff},n} = \varphi_n^T \hat{C} \varphi_n$$

$$L_{\text{eff},n}^{-1} = \varphi_n^T \hat{L}^{-1} \varphi_n$$

(9)
With this linear model, we now treat the Kerr non-linearity of the chain. The Josephson non-linearity can be reintroduced as a perturbation of the linear Hamiltonian, by developing the cosine of the Josephson potential up to fourth order \[\psi\]. By applying the Rotating Wave Approximation (RWA), one can rewrite the full Hamiltonian as:

\[
\hat{H} = \sum_n \hbar \omega_n a_n^\dagger a_n - \sum_n \frac{\hbar}{2} K_{nn} a_n^\dagger a_n - \sum_{n,m} \frac{\hbar}{2} K_{nm} a_n^\dagger a_m a_n a_m
\]

where \(K_{nn}\) and \(K_{nm}\) are the self and cross Kerr coefficients, respectively:

\[
\begin{align*}
K_{nn} &= \frac{2\hbar \pi^4 E_1 \eta_{nnnn}}{\Phi_0^4 C_J^2 \omega_n^4}, \\
K_{nm} &= \frac{4\hbar \pi^4 E_1 \eta_{nnmn}}{\Phi_0^4 C_J^2 \omega_n \omega_m}
\end{align*}
\]

\(\eta_{nnnn}\) takes into account the spatial variation of the phase across the chain and \(E_1 = \varphi_0^2 / L_J\) is the Josephson energy of a single SQUID. Given that \(\eta_{nnnn}\) depends only on circuit parameters of the chain, the Kerr non-linearities of the modes are fully predictable. To describe the effect of the transmission line connected to the array and the resulting external quality factor, we model this \(\lambda/4\) resonator as an effective non-linear series \(LC\) circuit (See Fig. 2b) close to its resonance. From now on, we drop the index \(n\) since we only consider the first mode. Using the effective inductance and capacitance defined previously, we can then easily define an effective resonant frequency \(\omega_{\text{eff}} = 1/\sqrt{L_{\text{eff}}C_{\text{eff}}}\), an effective external quality factor \(Q_{\text{eff}} = \sqrt{L_{\text{eff}}/C_{\text{eff}}} / Z_e\), and an effective coupling rate \(K_{\text{eff}} = \omega_{\text{eff}} / Q_{\text{eff}}\), as is very commonly done in microwave engineering [36]. The accuracy of this mapping relies on a precise determination of the capacitance and inductance matrices. Using a combination of electromagnetic simulations and two-tone measurements we managed to infer precisely \(C\) and \(L\) as will be explained later.

IV. SAMPLE DESCRIPTION

The JPA presented in this work is made of 80 SQUIDs, obtained using a bridge-free fabrication technique [37]. It is fabricated on a 300\(\mu\)m thick, single side polished, intrinsic silicon wafer. The backside of the wafer is metalized using a sandwich of titanium (10 nm) and gold (200 nm). The array is connected galvanically to a 50\(\Omega\) microstrip transmission line on one side and to a superconducting pad on the other side (Fig. 1a). Such a design presents two main advantages. It can be fabricated in one single electronic lithography step and since no superconducting ground plane is involved, flux-trapping possibilities and the effect of Meissner currents are strongly reduced. The associated circuit parameters are \(C_1 = 370\,\text{fF}\), \(a_0 = 4.3\,\mu\text{m}\), \(C_{\text{out}} = 24.7\,\text{fF}\), \(C_s = 1\,\text{fF}\). Finally, \(L_J = 165\,\text{pH}\) at zero magnetic flux, which translates into a critical current of \(I_c = 2\,\mu\text{A}\) for each SQUID. \(L_J\) remains larger than the kinetic inductance of the aluminum wires connecting the SQUIDs. We estimate this stray inductance to be \(L_{\text{stray}} = 30\,\text{pH}\). Ensuring \(L_{\text{stray}} \ll L_J\) is important to the validity of our model (Fig. 1b). \(C_J\) is inferred via the size of the junctions and the capacitance density 45\(\text{fF/mm}^2\) [38]. The values of \(C_{\text{out}}\) and \(C_s\) are obtained using an electromagnetic simulation software. \(L_J\) and \(a_0\) are determined from the dispersion relation of the array, as explained in Section V.

V. CHARACTERIZATION IN THE LINEAR REGIME

The device is measured using a conventional cryogenic microwave measurement setup (See Appendix A). The linear properties of the JPA are inferred by measuring the reflected phase of the microwave signal at zero flux and low power (Fig. 3c). The fit of the phase shift yields \(\omega_{\text{exp}} / 2\pi = 7.07\,\text{GHz}\) and \(Q_{\text{exp}} = 19\). The resonant frequency of the JPA can be adjusted over a broad frequency range when flux-biasing the SQUID array (Fig. 2a). We note the smooth behaviour of the device during flux tuning, despite the presence of the SQUID array. We attribute this stability to the absence of superconducting ground plane. We can go one step further in the characterization of the device and obtain the dispersion relation of the array using two-tone spectroscopy [34, 39]. The higher-order resonant frequencies of the device are presented in Fig. 3b. Fitting these data using the circuit model presented in Section III, we can determine \(L_J\) and \(a_0\) independently. Plugging these values in the effective model introduced before, we obtain the values \(L_{\text{eff}} = 21\,\text{nH}, C_{\text{eff}} = 24\,\text{fF}, K_{\text{eff}} = 80\,\text{kHz}\). These values translate to an effective resonant frequency \(\omega_{\text{eff}} / 2\pi = 7.08\,\text{GHz}\) and an effective external quality factor \(Q_{\text{eff}} = 19\) in very good agreement with the measured values. We note that this external quality factor is much smaller than internal quality factors \(Q_{\text{int}} \sim 10^4\) we measured in devices fabricated using the same procedure [26]. This justifies that internal losses can be safely neglected in our model. In the next section, we will use the value of \(K_{\text{eff}}\) to explain the measured gain, bandwidth and 1 dB compression point of the JPA without any free parameters.

VI. GAIN AND INPUT SATURATION POWER

In Fig. 4a, we present the gain of the amplifier versus frequency at various pump powers. We measure a \(-3\,\text{dB}\) bandwidth of \(\Delta f = 45\,\text{MHz}\) at 20\,\text{dB} of gain. All these gain curves can be explained by Eq. (3) using only the above-mentioned effective parameters. In-
and powers as plotted on Fig. 4b. As will be explained in the next section, this saturation is very sensitive to the pump biasing conditions.

VII. DISCUSSION

To further illustrate the performance of our device and the predictive value of our model, we summarize three important figures of merit of our JPA in Fig. 5. These are the maximum gain, the -3 dB bandwidth, and the 1 dB compression point. The maximum gain $G_{\text{max}}$ at low signal power and the corresponding $-3$ dB deviation $\Delta f$ are measured for different pump powers (panels a and b). The gain-bandwidth product remains equal to 450 MHz over this pump power range, as expected from JPA theory. We now compare the 1 dB compression points measured at various gains to our theoretical predictions. Such a plot should be interpreted with great care since a

FIG. 3. a DC flux modulation of the phase of the reflected signal. b Dispersion relation of the SQUID array for the first modes. Blue stars are the solution of the matrix computation and black diamonds show experimental data. c Cut of a at zero magnetic flux, where the experimental data are fitted by an arctangent.

Interestingly it also provides an accurate calibration of the pump power at the JPA level and thus of the attenuation of the input line (see Appendix E). We note that our JPA can be flux tuned over a band of 900 MHz while reaching $G_{\text{max}} = 20$ dB as shown in Appendix E. Knowing the attenuation of the input line, the input saturation power of the JPA is quantified by measuring the maximum gain $G_{\text{max}}$ as a function of input power for different gains (Fig. 4b). More specifically we measure a 1 dB compression point $P_{\text{1dB}} = -117 \pm 1.4$ dBm at 20 dB of gain. This point corresponds to the input power at which the amplifier saturates and the gain is compressed by 1 dB from $G_{\text{max}}$. Again we show a very good agreement between experiment and theory, without fitting parameters. To describe the saturation of the JPA, the number of signal photons inside the JPA must be taken into account while the pump is on. To do so, we add, in a self-consistent approach [14], the terms $2iK(a^+a)$ and $iK(a^2)$ to the initial equation of motion of the intra-resonator field (see Appendix F). This correction to the total number of photons inside the cavity (pump, signal and idler), dependent on the signal power, allows the modelling of the amplifier saturation for a given set of pump frequencies and powers as plotted on Fig. 4b. As will be explained in the next section, this saturation is very sensitive to the pump biasing conditions.

FIG. 4. a Signal power gain versus signal frequency. Experimental (dots) and calculated (solid line) gain at four different pump powers and frequencies. The theoretical pump parameters are chosen as followed: the pump frequency is first set to the one used experimentally. The pump power is then set to maximise the gain at zero detuning ($\Delta = 0$), as done experimentally. This leads to optimal pump biasing conditions, which can be visualised as the ridge on Fig. 2b. These optimal conditions are associated with the minimum gain: $(-81.65 \text{ dBm}, 6.83 \text{ GHz}), (-81.12 \text{ dBm}, 6.80 \text{ GHz}), (-80.83 \text{ dBm}, 6.79 \text{ GHz}), (-80.57 \text{ dBm}, 6.78 \text{ GHz})$. The bumps on the right tail of the experimental amplification curves are due to the normalisation procedure and small losses at zero pump power. b Maximum gain as a function of the input power signal for the same parameters. The pump powers for the theoretical plots have been shifted by up to $\pm 0.03 \text{ dBm}$ from the optimal pump power to account for the fact that a very small variation of pump power translates in a large variation of the gain as explained in the text. Such shifts are compatible with small drifts in the attenuation of the input line over the course of one day.
very small deviation from optimal pump conditions can lead to variations of $P_\text{dB}$ as reported previously [17]. For example a pump power variation of 0.03 dBm leads to a change of up to 3 dBm in $P_\text{dB}$, as illustrated by the shaded area of Fig. 5c. To illustrate the advantage of using SQUID arrays, we also plot what would be $P_\text{dB}$ for a single SQUID JPA as reported in various papers [8, 40]. To ensure a meaningful comparison we chose the parameters of this single SQUID JPA so that it displays the same working frequency ($\omega_{\text{exp}}/2\pi = 7.07$ GHz) and bandwidth ($Q_{\text{exp}} = 19$) as our array JPA. The self-Kerr coefficient of such JPA would be $K_{\text{single}}/2\pi = 2.4$ MHz (to be compared to $K_{\text{eff}}/2\pi = 80$ kHz). This translates into $P_{\text{dB single}} = -131$ dBm at $G_{\text{max}} = 20$ dB compared to $P_{\text{dB array}} = -116$ dBm for our array JPA. This 15 dBm difference reflects directly the ratio of self-Kerr coefficients since $P_{\text{dB}}$ scales as $n_{\text{eff}} / |K_{\text{eff}}|$ as explained previously. This illustrates the key advantage of using arrays to fabricate high-performance JPAs. Finally we would like to discuss the data/theory agreement. According to our microscopic model $P_{\text{dB}}$ should be $-116$ dBm, while we measured $-117 \pm 1.4$ dBm. This good agreement confirms that adding two terms to the equation of motion of the intra-resonator field is enough to explain the saturation effect observed in our JPA. From a physical point of view, the effect of these terms is two-fold. First the bare frequency of the JPA $\omega_{\text{eff}}$ becomes dependent on the number of signal photons, similarly to the ac-Stark shift effect. Second the number of pump photons inside the JPA depends as well on the number of signal photons; an effect known as pump depletion in parametric amplifiers theory.

FIG. 5. Summary of the amplifier characteristics and agreement between experiment (dots) and theory for optimal pumping condition (line). a Maximum gain and $-3$ dB bandwidth (obtained from a Lorentzian fit of the amplification curve) as a function of the pump frequency. The gain theoretical line follows the highlighted ridge shown on Fig. 2b. b 1 dB compression point as a function of the initial maximum gain. The shaded area below (above) the theoretical curve shows the effect of a shift of $+0.03$ dBm ($-0.03$ dBm) from the optimal pump power on the 1 dB compression point. The dashed line shows the 1 dB compression point of a single-SQUID JPA which would show the same bandwidth and operating frequency.

VIII. CONCLUSION

We designed and measured a Josephson parametric amplifier made of 80 SQUIDs. This device relies on a single-step, all-aluminium fabrication process, easily reproducible in a research-grade clean-room. We showed that the number of SQUIDs in the array has a direct and predictable impact on the nonlinearity, which is directly linked to the saturation power of the amplifier. The circuit model we used gives a very good agreement with the experimental data, without fitting parameters. Improvements could be obtained by bringing the Josephson inductance down to $L_J \approx L_{\text{stray}}$. Setting $L_J$ to 40 nH, just above $L_{\text{stray}}$, adjusting $C_{\text{out}}$ to 50 fF and the total number of SQUIDs to $N = 150$, would lead to a JPA with a bare resonant frequency $f_0 = 7.45$ GHz and external quality factor $Q_e = 9$. According to our model, this JPA would display for 20 dB signal gain, a bandwidth of 95 MHz and a 1 dB compression point of $-102$ dBm. A pump power of $-66$ dBm would be necessary to operate a JPA with these figures of merit. This value is comparable to what was reported for Josephson Traveling Wave Parametric Amplifiers (JTWPA) [11, 42] and, as such, should not be a concern. We would like to stress that these estimates cannot be strictly quantitative since the approximation described in Section IV ($L_{\text{stray}} \ll L_J$) does not hold anymore. Theory should be further developed to account for the effect of these stray inductances. Further developments that could be applied to this SQUID array JPA include input impedance engineering to improve the performance of the device [11, 2] or band engineering to bring in new capabilities such as non-degenerate [4] or multi-mode parametric amplification [43].
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Appendix A: Experimental setup

The full measurement setup is shown in Fig. 6. The device was placed in a dilution refrigerator at a base temperature of 20 mK, and the transmission measurements were performed using a Vector Network Analyzer (VNA). An additional microwave source was used for two-tone measurements while a global magnetic field was applied via an external superconducting coil. The output line included one isolator at 20 mK, a HEMT amplifier at 4 K and room temperature amplifiers. The input line was attenuated at various stages, including a home-made filter that prevents stray-radiations from reaching the sample. We adopted a coaxial geometry with a dissipative dielectric (reference RS-4050 from resin systems company). The bandwidth of the measurement setup goes from 4 GHz to 13 GHz.

Appendix B: Diluting the non-linearity in a Josephson array

In this appendix, we briefly demonstrate the effect of an array of Josephson junctions on the effective nonlinearity. For the sake of simplicity, we don’t take into account the propagation effects. First, we start to derive an expression for the nonlinearity for a single junction whose Hamiltonian is

\[ \hat{H} = \frac{\hat{Q}^2}{2C} + E_J \cos \hat{\phi} \]  

(B1)

where \( \hat{Q} \) is the charge operator and \( \hat{\phi} \) is its conjugate such as \([\hat{Q}, \hat{\phi}] = -2ie\), with \( e \) the positive charge of the electron. \( C \) is the capacitance of the junction, \( E_C = q/2C \) and \( E_J \) are the charging and the Josephson energy of the junction, respectively, defining the resonance frequency of the junction \( \hbar \omega_0 = \sqrt{8E_JE_C} \). Under the assumption that the phase fluctuations are small, the cosine potential is developed up to the fourth order

\[ E_J \cos \hat{\phi} = E_J - E_J \hat{\phi}^2/2! + E_J \hat{\phi}^4/4! + o(\hat{\phi}^4) \]

Then \( \hat{\dot{q}} \) and \( \hat{\dot{\phi}} \) are written as a function of creation and annihilation operators:

\[ \hat{\dot{q}} = q_{\text{zpf}}(\hat{a}^\dagger + a) \]  

(B2a)

\[ \hat{\dot{\phi}} = i\varphi_{\text{zpf}}(\hat{a}^\dagger - a) \]  

(B2b)

Where the zpf stands for zero point fluctuations, with \( q_{\text{zpf}} = \sqrt{\hbar\omega C/2} \) and \( \varphi_{\text{zpf}} = \sqrt{\hbar/2C\omega} \propto (EC/E_J)^{1/4} \). The Hamiltonian is rewritten as:

\[ \hat{H} = \frac{1}{4C} q_{\text{zpf}}^2 (\hat{a}^\dagger + a)^2 + \frac{E_J}{2} \varphi_{\text{zpf}}^2 (\hat{a}^\dagger - a)^2 - \frac{E_J}{4!} \varphi_{\text{zpf}}^4 (\hat{a}^\dagger - a)^4 \]  

(B3)

The last term on the right hand side of Eq. (B3) is the nonlinearity linked to the self-Kerr coefficient by \( K = E_J \varphi_{\text{zpf}}^2 /4\hbar \propto E_C/\hbar \) [13].

Let’s consider now the \( N \) series junctions case. The Josephson potential is written \( NE_J \cos \frac{\varphi}{N} \), under the assumption that the phase-drop across the chain is equally

FIG. 6. Experimental setup
divided across each junction. The potential is once again developed to the fourth order \( NE_1 \cos \varphi = NE_1 - NE_1 \varphi^2 / 2N^2 + NE_1 \varphi^4 / 4!N^4 \). The second term is simplified in \( E_1 \varphi^2 / 2N \), and a new Josephson energy is defined as \( E_1^* = E_1 / N \). Considering that we want to keep the same resonance frequency, it leads to

\[
h\omega_0 = \sqrt{8E_C E_1} = \sqrt{8E_C^* E_1^*} \tag{B4}\]

This condition gives \( E_1^* = NE_C \) and leads to \( \varphi_{\text{ZPF}} \propto (E_C^*/E_1^*)^{1/2} \propto N^{1/2}(E_C/E_1)^{1/2} \sim N^{1/2}\varphi_{\text{ZPF}} \). Now the new Kerr term \( K^* \) is:

\[
h K^* = \frac{NE_1 \varphi_{\text{ZPF}}^4}{4!} = \frac{E_1^4}{4!} \varphi_{\text{ZPF}}^4 \frac{1}{N^4} = \frac{hK}{N} \tag{B5}\]

We demonstrated that with an array of \( N \) Josephson junctions, while keeping the same resonance frequency and under the assumption that each junction is equally phase-biased in the array, the non-linearity is divided by \( N \) compared to the single junction case. This calculation is only meant to give a qualitative estimation since in a real device propagating effects have to be accounted for, as explained in the main text.

**Appendix C: Flux Tunability**

In this section, we show the frequency range on which the amplification is possible while flux tuning the array. In the main text, we presented the flux tunability of the JPA by showing the \( 2\pi \) phase shift from 7 GHz to 4 GHz, which corresponds to the bare frequency of the array and the lower bound of the circulator, respectively. Nonetheless, this frequency window does not correspond to the band on which amplification is reachable. We arbitrarily define the range of effective tunability as the range where 20 dB signal gain can be observed. We show in Fig. 7 signal gain for different DC flux biasing. We could obtain clear amplification from \( 6.8 \) GHz (\( \Phi = 0\Phi_0 \)) to \( 5.9 \) GHz (\( \Phi \approx 0.25\Phi_0 \)). At lower frequencies, the critical current of the SQUID decreased too much compared to the pump current necessary to achieve 20 dB gain.

**Appendix D: Remote Ground Model**

In Table [I] we compare 4 SQUID array models to experimental results and justify our choice to use the remote ground model, as described in section [III] of the main text. The simplest way to model such an array is to only consider the Josephson inductances \( L_J \) and the capacitances \( C_{\text{out}} \) and \( C_s \), without taking into account the capacitive effect between the SQUIDs and the ground. With this over-simplified model, we can choose \( L_J \) to obtain the right resonant frequency but the value of the quality factor is then wrong and vice-versa. Moreover no propagating effects can be described and thus the dispersion relation cannot be reproduced. The standard model using a ground capacitance \( C_g \) for each elementary cell (local screening of the charge \( Q_n \) by the ground) can reproduce the dispersion relation, but the values of the external quality factor and resonant frequency are less accurate. Finally, the remote ground model reproduces well the dispersion relation and returns an effective quality factor \( Q_{\text{eff}} \) closer to the experimental one. An intuitive way to estimate the effective parameters of the circuit without going through the matrix computation shown in the main text is to take \( C_{\text{out}}, C_J \) and \( C_s \) equal to zero and consider the array as a simple transmission line. Then each unitary cell has an inductance \( L_J \), a ground capacitance \( C_g \) and an impedance \( Z_{\text{TL}} = \sqrt{L_J/C_g} \). In that case, there is a direct mapping between a \( \frac{1}{4} \) resonator and an effective \( LC \) series resonator close to resonance [30]. We can define an effective inductance and an effective capacitance as:

\[
L_{\text{eff,TL}} = \frac{\pi Z_{\text{TL}}}{4\omega_0} \tag{D1a}
\]

\[
C_{\text{eff,TL}} = \frac{1}{\omega^2_{0L_{\text{eff,TL}}}} \tag{D1b}
\]

By setting the first resonance to \( \omega_0 / 2\pi = 7.07 \) GHz, \( L_J \) and \( C_g \) to the values inferred from the measured dispersion relation (165 pH and 0.3 fF respectively), we find a characteristic impedance \( Z_c = \sqrt{L_{\text{eff,TL}}/C_{\text{eff,TL}}} = 600 \) Ω. The external quality factor is then given by \( Q_{\text{eff,TL}} = Z_c/Z_0 = 12 \). This over simplified model fails to reproduce, at the same time, the experimental values of the resonant frequency and the external quality factor. In the following table, we present the different effective parameters found \( (\omega_{\text{eff}}, Q_{\text{eff}} \text{ and } K_{\text{eff}}) \) using the various models as well as the experimental values.
|                | $f_{\text{eff}}$ (GHz) | $Q_{\text{eff}}$ | $K_{\text{eff}}$ (KHz) |
|----------------|------------------------|-----------------|------------------------|
| Experimental   | 7.07                   | 19              | x                      |
| No ground Capacitance | 7.95                  | 13              | 98                     |
| Ground capacitance | 7.05                   | 21              | 80                     |
| Remote ground   | 7.08                   | 19              | 80                     |
| $\frac{1}{\omega}$ resonator | 7.07                  | 12              | x                      |

TABLE I. Comparison of the effective parameters between three models of the SQUID array and the parameters found experimentally.

Appendix E: Derivation of the gain

In this section, we detail the derivation to obtain expression of the gain, as a function of the pump and signal parameters. As in the main text, we start describing the circuit with the Hamiltonian of a non-linear resonator with annihilation and creation operators:

$$H_{\text{PA}} = \hbar \omega_{\text{eff}} A^\dagger A + \hbar K_{\text{eff}} \left( A^\dagger \right)^2 A^2$$  \hspace{1cm} (E1)

The dynamics of the circuit is described with the conventional input-output theory

$$\dot{A} = -i \omega_{\text{eff}} A - i K_{\text{eff}} A^\dagger A A - \frac{K_{\text{eff}}}{2} A + \sqrt{\kappa_{\text{eff}}} A_{\text{in}}$$  \hspace{1cm} (E2)

We neglect the internal losses as they are much smaller than the coupling rate $\kappa_{\text{eff}}$. In this derivation, the intr resonator field $A(t) = (\alpha + a(t)) e^{i \omega_{\text{eff}} t}$ is decomposed in two components: a strong, classical field $ae^{i \omega_{\text{eff}} t}$ called pump and a weak, quantum field $a(t)$ which we refer to as the signal. First, Eq. \hspace{1cm} (E2) is considered only with the pump field $A(t) = \alpha(t) e^{i \omega_{\text{eff}} t}$. We multiply both sides with their complex conjugate, leading to

$$1 = (\delta^2 + \frac{1}{4}) n - 2 \delta \xi_n n^2 + \xi_n^2 n^3$$ \hspace{1cm} (E3)

where $\delta = (\omega_p - \omega_{\text{eff}}) / \kappa_{\text{eff}}$ is the detuning between the pump and the bare frequency of the resonator, $\alpha_{\text{in}} = \alpha_{\text{in}} / \sqrt{\kappa_{\text{eff}}}$ is the dimensionless drive amplitude, $\xi_n = |\alpha_{\text{in}}|^2 K_{\text{eff}} / \kappa_{\text{eff}}$, is the pump strength and finally $n = |\alpha|^2 / |\alpha_{\text{in}}|^2$ is the mean number of pump photons inside the non-linear resonator. We numerically solve this equation which is cubic in $n$ to determine the number of pump photon as a function of the pump power and pump frequency. Once this equation solved, the signal tone is added $(A(t) = \alpha(t) + a(t))$, Eq. \hspace{1cm} (E2) is linearized for the weak quantum signal, only the first order terms in $a(t)$ are kept:

$$\dot{a}(t) = i(\omega_p - \omega_{\text{eff}} - 2 K_{\text{eff}} |\alpha|^2 + i \kappa_{\text{eff}}) a(t)$$ \hspace{1cm} (E4)

To solve Eq. \hspace{1cm} (E4), $a(t)$ is decomposed into its Fourier components since Eq. \hspace{1cm} (E4) is linear in $a(t)$:

$$a(t) = \frac{\kappa_{\text{eff}}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} a_{\Delta} d\Delta e^{-i \Delta \kappa_{\text{eff}} t}$$ \hspace{1cm} (E5)

where $\Delta = (\omega_a - \omega_p) / \kappa_{\text{eff}}$ is the dimensionless detuning between the pump and the signal. Eq. \hspace{1cm} (E4) can be rewritten as a function of the Fourier components of $a(t)$, using the parameters defined before:

$$0 = (i(\delta - 2 \xi_n n + \Delta) - \frac{1}{2}) a_\Delta - i \xi_n ne^{2 i \phi} a_{\Delta} + \tilde{a}_{\text{in}, \Delta}$$ \hspace{1cm} (E6)

Since Eq. \hspace{1cm} (E4) mixes $a_\Delta$ and its conjugate $a_{\Delta}^\dagger$, the conjugate of Eq. \hspace{1cm} (E6) has to be accounted for to have a full expression of $a_\Delta$ as a function of the dimensionless input $a_{\text{in}, \Delta} = a_{\text{in}, \Delta} / \sqrt{\kappa_{\text{eff}}}$ and its conjugate $a_{\text{in}, \Delta}^\dagger = a_{\text{in}, \Delta} / \sqrt{\kappa_{\text{eff}}}$. This leads to a set of two equations linking input and output, which can be written as a matrix equation:

$$\begin{pmatrix}
\tilde{a}_{\text{in}, \Delta} \\
\tilde{a}_{\text{in}, -\Delta}^\dagger
\end{pmatrix} =
\begin{pmatrix}
(i(\delta - 2 \xi_n n - \Delta) + \frac{1}{2}) & i \xi_n ne^{-2i\phi} \\
-i \xi_n ne^{-2i\phi} & i(\delta - 2 \xi_n n - \Delta) + \frac{1}{2}
\end{pmatrix}
\begin{pmatrix}
\tilde{a}_{\Delta} \\
\tilde{a}_{\Delta}^\dagger
\end{pmatrix}$$  \hspace{1cm} (E7)

By inverting the matrix, we can have access to the expression of $a_\Delta$ and $a_{\Delta}^\dagger$ as a function of the input field $\tilde{a}_{\text{in}, \Delta}$ and $\tilde{a}_{\text{in}, -\Delta}$ and the pump parameter $\delta$, $\xi_n$, $n$ and $\Delta$.
with our JPA parameters.

the pump power and pump frequency is plotted in Fig. 2 between the pump and the signal (in the main text). The maximum gain at zero detuning with input field at gains are defined as the ratio between output field and output field with the boundary condition:

\[ a_{\Delta} = \frac{i(\delta - 2\xi_\alpha n - \Delta) + \frac{1}{2}}{(i\Delta - (\frac{1}{2} + \sqrt{\xi_\alpha n})^2 - (\delta - 2\xi_\alpha n)^2)} a_{in,\Delta} \]

and

\[ a_{\Delta} = \frac{-i\xi_\alpha ne^{2i\phi}}{(i\Delta - (\frac{1}{2} - \sqrt{\xi_\alpha n})^2 - (\delta - 2\xi_\alpha n)^2)} a_{in,-\Delta} \]

leading to an expression linking the output field to the input field.

\[ a_{out,\Delta} = -1 + \frac{i(\delta - 2\xi_\alpha n - \Delta) + \frac{1}{2}}{(i\Delta - \lambda_-)(i\Delta - \lambda_+)} a_{in,\Delta} \]

leading to an expression linking the output field to the input field.

\[ a_{out,\Delta} = -1 + \frac{i(\delta - 2\xi_\alpha n - \Delta) + \frac{1}{2}}{(i\Delta - \lambda_-)(i\Delta - \lambda_+)} a_{in,\Delta} \]

\[ a_{out,\Delta} = -1 + \frac{i(\delta - 2\xi_\alpha n - \Delta) + \frac{1}{2}}{(i\Delta - \lambda_-)(i\Delta - \lambda_+)} a_{in,\Delta} \]

with \( \lambda_\pm = \frac{1}{2} \pm \sqrt{(\xi_\alpha n)^2 - (\delta - 2\xi_\alpha n)^2} \). Signal and idler gains are defined as the ratio between output field and input field at \( \Delta = 0 \) and \( \Delta = \Delta \) respectively. We can define the signal gain as the prefactor of \( a_{in,\Delta} \) in Eq. (E10), as in the main text. The maximum gain at zero detuning between the pump and the signal (\( \Delta = 0 \)) as a function of the pump power and pump frequency is plotted in Fig. 2 with our JPA parameters.

\[ 1 = n[\delta^2 + 1/4 - 4\xi_\alpha \delta + 5\xi_\alpha^2 + \xi_\alpha((2\xi_\alpha^2 + \delta) \cos 2\Delta \phi + \frac{1}{2} \sin 2\Delta \phi)] + n^2[-2\delta \xi_\alpha + \xi_\alpha \xi_\alpha \cos 2\Delta \phi] + n^3 \xi_\alpha^2 \]  

\[ (E11) \]

where \( \xi_\alpha = \frac{K_{n,eff}}{\hbar \omega_c n_\alpha} \) is the normalized signal strength, \( n_\alpha \) is the mean photon number created by the input signal power \( n_\alpha = \langle a_{\Delta}^\dagger a_{\Delta} \rangle + \langle a_{\Delta}^\dagger a_{-\Delta} \rangle \) and \( \Delta \phi \) the phase difference between the pump and the signal. To consider the terms depending on \( \Delta \phi \) (operating in phase sensitive mode) the difference between the signal frequency and the pump frequency has to be smaller than IF bandwidth. Otherwise, these terms average to 0. Given the IF bandwidth \( \kappa_{if} = 10 \text{ Hz} \) used in our experiment, these terms can be safely neglected. We link \( n_\alpha \) to the input power using Eq. (E8), giving the intra-cavity field as a function of the input power. Moreover we neglect the idler input power \( a_{in,-\Delta}^\dagger \) and the associated vacuum fluctuations, which leads to:

\[ a_{\Delta} = \frac{i(\delta - 2\xi_\alpha n - \Delta) + \frac{1}{2}}{(i\Delta - \lambda_-)(i\Delta - \lambda_+)} a_{in,\Delta} \]  

\[ (E12a) \]

\[ a_{\Delta} = \frac{-i\xi_\alpha ne^{2i\phi}}{(i\Delta - \lambda_-)(i\Delta - \lambda_+)} a_{in,\Delta} \]  

\[ (E12b) \]

where \( |a_{in,\Delta}|^2 = P_{\text{signal}}/\hbar \omega_c n_{\text{eff}} \). Using this formula, we compute the photon number inside the cavity while taking into account the signal power and the Kerr shift induced by the signal power. We set the pump parameters to reach the optimal maximum gain (as explained in the previous paragraph), while \( \Delta = 0 \). We observe a decrease in the gain as the signal power increases, as shown in the main text in Fig. 3b. Since this mean-field approach needs to be solved self-consistently, once this new pump photon number \( n \) (solution of Eq. (E11)) is obtained, \( n \) has to be plugged again in Eq. (E8) to get the actual
number of signal photons inside the cavity, which will affect the pump photon number inside the cavity and so on. We iterate this loop several times and show on Fig. 8 that the saturation process converges after four iterations. In this study, input power of the quantum fluctuations have not been taken into consideration in the calculation of the mean photon number $n_a$. Care has been taken to ensure that saturation of the amplifier starts for $n_a$ greater than one, which mean that input power of the quantum fluctuations is negligible in the saturation. Nonetheless, in the calculation of the 1 dB compression point for a Kerr constant equals to 2.4 MHz in the main text, saturation occurs for $n_a$ smaller than one for gain greater than 20 dB. This means that quantum fluctuations themselves saturate the amplifier. A model taking into account these fluctuations in a self-consistent way is beyond the scope of this paper.

Appendix F: Calibration of the input line

In this section, we detail how the calibration of the input was done. To do so, we plugged our JPA characteristics (resonant frequency, bare bandwidth and non-linearity) in the model detailed in the last section. As explained, we compared the amplification process (by sweeping the signal frequency around the pump frequency) between theory and experimental data for several pump sets. To choose a set of pump parameters, we followed the same protocol for both theory and experimental data: once the pump frequency was fixed, we swept the signal frequency around the pump frequency) between theory and experimental data for several pump sets. To choose a set of pump parameters, we followed the same protocol for both theory and experimental data. To do so, we plugged our JPA characteristics (resonant frequency, bare bandwidth and non-linearity) in the model detailed in the last section. As explained, we compared the amplification process (by sweeping the signal frequency around the pump frequency) between theory and experimental data for several pump sets. To choose a set of pump parameters, we followed the same protocol for both theory and experimental data. To do so, we plugged our JPA characteristics (resonant frequency, bare bandwidth and non-linearity) in the model detailed in the last section. As explained, we compared the amplification process (by sweeping the signal frequency around the pump frequency) between theory and experimental data for several pump sets. To choose a set of pump parameters, we followed the same protocol for both theory and experimental data.

Appendix G: Noise properties of the amplifier

We discuss here the noise properties of a JPA nominally identical to the one presented in this paper. The analysis is closed to the one described in appendix B of Lin et al. paper [4]. We measure the power spectral density at the output of the whole measurement chain when the JPA is off and compare it to the case where it is operated with finite gain. This measurement chain consists in a JPA followed by a HEMT amplifier (Fig. 10(a)). Inevitable losses $\eta$ are present between the JPA and the HEMT amplifier. They are mainly caused by the insertion losses of various microwave components such as circulators for example, all thermalised at the same temperature than the JPA ($T_{in}$). At a given pump frequency $\omega_p$, the power spectral density when the JPA is off is given by:

$$PSD_{off} = G_{HEMT}k_B(T_{HEMT} + T_{in}) \approx k_B T_{HEMT} \quad (G1)$$

We assume that the input of the JPA is connected to a perfect 50 Ω resistance giving a vacuum noise of half a photon, $T_{in} = \hbar \omega_p / 2k_B = 166 mK$. We assume as well that the HEMT amplifier is the main source of noise in this case.
When the JPA is operated with a gain $G_{\text{JPA}}$, the PSD increases because of the contribution of the amplified added noise of the JPA, $G_{\text{JPA}}(1 - \eta)k_B T_{\text{JPA}}$ with $T_{\text{JPA}}$ the effective noise temperature of the JPA. The total PSD is then given by:

$$PSD_{\text{on}} = G_{\text{HEMT}} k_B (T_{\text{HEMT}} + G_{\text{JPA}}(T_{\text{JPA}} + T_{\text{in}})(1 - \eta) + \eta T_{\text{in}})$$

where we suppose that the noise of the JPA does not depend on its gain.

Therefore, the PSD ratio, $R_{\text{PSD}}$ is:

$$R_{\text{PSD}} = \frac{PSD_{\text{on}}}{PSD_{\text{off}}} = \frac{T_{\text{HEMT}} + \eta T_{\text{in}} + G_{\text{JPA}}(1 - \eta) T_{\text{JPA}} + T_{\text{in}}}{T_{\text{HEMT}} + T_{\text{in}}} \approx 1 + G_{\text{JPA}}(1 - \eta) \frac{T_{\text{JPA}} + T_{\text{in}}}{T_{\text{HEMT}}}$$

Under these assumptions there is a linear relationship between the gain of the JPA and $R_{\text{PSD}}$. This ratio is measured for several gain values (Fig. 10(b)) at frequency $\omega_p/2\pi = 6.913 \text{GHz}$. From the measured slope $(1 - \eta)(T_{\text{JPA}} + T_{\text{in}})/T_{\text{HEMT}} \simeq 1/22.7$, we can estimate the noise temperature of the JPA, at frequency $\omega_p$. Indeed the ratio $T_{\text{HEMT}}/(1 - \eta)$ was measured to be $(8 \pm 2) \text{K}$ in this setup [10]. This translates into $T_{\text{JPA}} = (180 \pm 90) \text{mK}$ corresponding to a number of added photons $0.55 \pm 0.25$, while the quantum limit stands at 0.50 [17]. Moreover this PSD ratio is comparable to what was reported by other groups [8]. In conclusion, we present evidence that the JPA reported in this work is near quantum limited but the uncertainty of our measurement prevents us to claim that it performs strictly at the quantum limit.
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