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Abstract: The overarching aim of this research was to develop a method for deriving crop maps from a time series of Sentinel-2 images between 2017 and 2018 to address global challenges in agriculture and food security. This study is the first step towards improving crop mapping based on phenological features retrieved from an object-based time series on a national scale. Five main crops in Israel were classified: wheat, barley, cotton, carrot, and chickpea. To optimize the object-based classification process, different characteristics and inputs of the mean shift segmentation algorithm were tested, including vegetation indices, three-band combinations, and high/low emphasis on the spatial and spectral characteristics. Four known vegetation indices (VIs)-based time series were tested. Additionally, we compared two widely used machine learning methods for crop classification, support vector machine (SVM) and random forest (RF), in addition to a newer classifier, extreme gradient boosting (XGBoost). Lastly, we examined two accuracy measures—overall accuracy (OA) and area under the curve (AUC)—in order to optimally estimate the accuracy in the case of imbalanced class representation. Mean shift best performed when emphasizing both the spectral and spatial characteristics while using the green, red, and near-infrared (NIR) bands as input. Both accuracy measures showed that RF and XGBoost classified different types of crops with significantly greater success than achieved by SVM. Nevertheless, AUC was better able to represent the significant differences between the classification algorithms than OA was. None of the VIs showed a significantly higher contribution to the classification. However, normalized difference infrared index (NDII) with XGBoost classifier showed the highest AUC results (88%). This study demonstrates that the short-wave infrared (SWIR) band with XGBoost improves crop type classification results. Furthermore, the study emphasizes the importance of addressing imbalanced classification datasets by using a proper accuracy measure. Since object-based classification and phenological features derived from a VI-based time series are widely used to produce crop maps, the current study is also relevant for operational agricultural management and informatics at large scales.
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1. Introduction

Agriculture plays a crucial role in both water management and food security. Irrigated agriculture is one of the most significant water consumers [1], and agricultural production is key to food supply. Due to the impact of agriculture on the world’s resources, it must be optimally managed to secure our future. Identifying which crop is grown where and when is essential for better decision-making regarding water and fertilization. For example, crop maps can facilitate crop-specific water consumption estimates [2,3] and provide a basis for regional yield forecasting [4]. Therefore, decision-makers may rely on crop maps as a reliable tool to facilitate better agricultural management.
In recent decades, studies have shown that spaceborne remote sensing can be used for accurate crop mapping. Among the satellites used for crop mapping are Landsat, SPOT, and MODIS. Imagery from these satellites is offered to the public at no cost, yet they provide either high spatial or high temporal resolutions, but not both [5]. In 2015 and 2017, the earth observation satellites Sentinel-2A and Sentinel-2B, respectively, were launched as part of the European Copernicus program. These satellites provide public-domain imagery at a combined temporal resolution of five days, a spatial resolution of 10–20 m in visible, near-infrared (NIR), red edge, and short-wave infrared (SWIR), positioning them as potentially suitable for monitoring land use in agriculture.

Satellite images of fields with large spectral in-field variability can lead to crop misclassification; more than one crop type is tagged inside one field. One way to overcome this problem is by using object-based classification. This approach to crop classification generates objects representing the boundaries of the agricultural fields through a process termed segmentation. Segmentation techniques use the spectral and spatial characteristics of the image to differentiate between objects [6–8]. Large spectral variability might limit the ability to identify crops when using only spectral information [9]. Therefore, using the unique crop phenological features can overcome this limitation because crops often have different seasonal variations [10,11]. The phenology features can be automatically extracted using feature extraction methods from vegetation indices (VIs) time series [12].

A widely used VI is the normalized difference vegetation index (NDVI) [13]. This index uses the red and NIR bands to assess green vegetation and indicate vegetation productivity as well as phenological changes. However, NDVI is sensitive to soil and atmospheric influences, such as soil color and brightness, as well as clouds and shadow [14]. Additionally, from a certain phenology stage, NDVI is less sensitive to the green leaf area of the crop and, therefore, will peak sooner than the crop leaf area will [15]. NDVI time series from satellite data was used for crop classification [16–18] and specifically, with Sentinel-2 imagery [6,19]. An additional VI is the optimized soil-adjusted vegetation index (OSAVI) [20]. OSAVI is a simplified version of the SAVI, and is based on the red and NIR bands, with a reduced soil background effect. Even though SAVI has been used for land cover classification [21] as well as crop classification [22,23], OSAVI is not generally used for crop classification, and its previous applications include, for example, detection of chlorophyll content and above-ground biomass [14,24]. The VI normalized difference red edge index (NDRE) [25] uses the NIR band and the red edge band, which is less translucent to leaves. Eitel et al. [26] compared NDRE with other VIs, such as NDVI, and showed that NDRE improves forest stress monitoring from RapidEye imagery. In the context of crop classification, Ustuner et al. [27] demonstrated that NDRE had a greater contribution compared with other indices such as NDVI to crop classification from RapidEye imagery. Another VI is normalized difference infrared index (NDII) [28]. NDII uses the NIR and SWIR bands and is mainly correlated with water content in vegetation. NDII was used successfully to extract rice from remote sensing images [29,30] and showed a higher ability than demonstrated by NDVI to do so [29]. In addition, NDII was used, among other bands, for crop classification based on Sentinel-2 imagery [23]. SWIR bands have a high contribution to crop classification performance [10,31], and VIs that are based on SWIR bands are helpful for crop identification [8].

Subsequently, the segmentation of plot boundaries, together with the extraction of crop phenological characteristics, can facilitate accurate crop classification. Categorizing segments into crop types in the classification process can be achieved using many classification methods. Nonlinear multiclass classification methods can detect the nonlinear relations between crop type and cropping patterns. Therefore, to distinguish between crops with common development patterns and similar spectral responses, machine learning algorithms are growing in popularity [32–38].

The overarching aim of this study was to develop a process to automatically generate crop maps for Israel from a time series of Sentinel-2 imagery. This process included several steps: segmentation, VI time series calculation, phenology features extraction, classification,
and evaluation. Each one of those steps was performed in several ways. Here, we compare the performance of different combinations of parameters (i.e., high/low spectral or spatial) and inputs (i.e., three optical bands or NDVI greyscale band) to the Mean Shift segmentation technique. In addition, to determine the best input for classification, we compare time series of different VIs, such as NDVI, OSAVI, NDRE, and NDII, in addition to different phenology features. Moreover, we compare three machine learning methods—random forest (RF), support vector machine (SVM), and extreme gradient boosting (XGBoost)—for crop classification. Lastly, we test and discuss two accuracy measures, AUC and OA, to evaluate imbalanced classification.

2. Materials and Methods

2.1. Sentinel-2 Data Acquisition, Preprocessing, and VIs Calculation

A time series of Sentinel-2 images from 119 dates between October 2017 and September 2019 was acquired from the Copernicus Open Access Hub (https://scihub.copernicus.eu/ accessed on 1 September 2021). The data were obtained for seven Sentinel-2 L2A tiles (36SXB, 36SYB, 36SXA, 36SYA, 36RXV, 36RXU, 36RXT) in order to achieve nationwide coverage of Israel (Figure 1). The tiles were preprocessed using ERDAS Imagine 2018 (Hexagon Geospatial, Peachtree Corners Circle Norcross). The resolution of 20 m bands was resampled into 10 m using the nearest neighbor algorithm. All bands from the same tile were stacked into one tile to create a 12-band tile, and all tiles from the same date were mosaicked to create an image of the total area of Israel. Finally, clouds were masked to create a cloudless mosaic using the Sentinel-2 level 2A product that includes a cloud detection flag. The images were also masked by the borders of Israel’s agricultural area [39]. This way, we created 10 m cloud-free mosaics for a period of two years (Figure 2A). Then, four VIs: NDVI, OSAVI, NDRE, and NDII (Appendix A) were calculated for each one of the 119 mosaics (Figure 2B).

Figure 1. Sentinel-2 tiles over Israel.
2.2. Segmentation

Object-based classification begins with the creation of objects in a process named segmentation. The segmentation process groups similar adjacent pixels into an object for a joint classification. In crop classification, ideally, each object represents the boundaries of a different agricultural field.

Mean shift segmentation [40] is a nonparametric iterative technique that uses kernel density estimation (KDE). This algorithm has two bandwidth parameters—spectral and spatial. Satellite images are represented as a three-dimensional matrix, employing length, height/width, and spectral bands. The space of the matrix is known as the spatial domain, and the spectral information is known as the range domain. The values of the spectral and spatial parameters determine the spectral and spatial distance between pixels in the range and spatial domains.
Mean shift segmentation was performed using ArcGIS Pro (ESRI, West Redlands, CA, USA) (Figure 2C). In this platform, the spectral and spatial parameters are represented according to the level of importance (in the range of 1–20) given to the spectral differences and the importance given to the proximity, respectively. In this study, these parameters are referred to as spectral and spatial characteristics of pixels within an object. When the parameter value is closer to 20, the emphasis of the parameter is greater, and the importance given to the spectral or spatial characteristics is greater. Therefore, high importance will result in greater similarity of pixels within an object compared with a parameter value closer to 1. Six different combinations of characteristics importance and inputs (Table 1) were assessed for the mean shift algorithm. These inputs were chosen due to the relatively high spatial resolution of the bands used to calculate them (10 m), and the emphasis on the characteristics was selected since this ratio performed well for Sentinel-2 image segmentation [31]. As reference data, polygons of field boundaries were digitized. To generate these polygons, we used six Sentinel-2 images and created 350 polygons for each one of them. To evaluate the segmentation accuracy, segmentation outputs were compared to the compatible reference polygons using the intersection over union (IoU) method [41]. IoU measures the similarity between two segments by dividing the area of overlap by the area of the union of the two segments. This process was repeated six times for the following dates: 31 January 2018, 16 April 2018, 9 August 2018, 31 January 2019, 11 April 2019, and 9 August 2019. To test if there is a significant difference between at least two of the combinations, analysis of variance (ANOVA) was performed, and to test whether there is one combination that is significantly different than the others, a Tukey’s post hoc analysis [42,43] was performed. The statistical tests were performed using the Python StatsModels statistics package [44]. Finally, 24 images, one per month with minimal cloud coverage, were segmented into objects using input Combination 1.

### Table 1. Characteristics importance (spectral and spatial) and input (image bands or VI) combinations tested using mean shift segmentation.

| Combination Number | Input Bands | Spectral Characteristic Importance | Spatial Characteristic Importance |
|--------------------|-------------|-----------------------------------|----------------------------------|
| 1                  | Green, Red, NIR | High (18)                          | High (18)                        |
| 2                  | Green, Red, NIR | High (18)                          | Low (6)                          |
| 3                  | Green, Red, NIR | Low (6)                            | High (18)                        |
| 4                  | NDVI         | High (18)                          | High (18)                        |
| 5                  | NDVI         | High (18)                          | Low (6)                          |
| 6                  | NDVI         | Low (6)                            | High (18)                        |

2.3. Time Series Analysis

For each one of the 119 images and each one of the VIs, the average pixel value inside the area of each segment was calculated to create a VI time series for each field. The results were four time series for every field—one for each VI. Noise was removed from the VI time series (Figure 2D) using the Python Pandas package [45]. First, it was determined whether one crop was grown during the growing season or two crops were grown one after the other during the growing season in each of the fields. A field-specific sample was considered as a single crop sample if the VI time series contained a single maximum point, and a double-crop sample if it contained two maximum points that were at least 75 days apart and had a local minimum point between them. In the case of the latter, the VI time series of the sample was split into two; one for each crop cycle. Then, all outliers (VI values that were out of trend) were removed. Finally, a Whittaker interpolation was performed for gap filling, followed by Whittaker smoothing to smooth the data [46], using RStudio version 1.2.5033 [47]. The VIs time series were used as the input for the feature extraction process (Figure 2E). Eleven phenological features that represent the unique crops pattern were extracted: the crop start of season (SOS) and end of season (EOS) dates and VI values, the growing season length, the maximum VI date and value, the crop enhancement
and reduction periods, the seasonal integral, and the geographic location of the plot. The essential features that served as the basis for most of the other features are the crop start of season (SOS) and end of season (EOS) dates and VI values. To detect those features automatically, we used a modified approach based on a moving average developed by Reed et al. [48]. This method uses a five-point moving average such that the first point is the average of the first five points from the VI time series; the next point is the average of five points following a shift by one point forward, and so on. In this method, the SOS and EOS are the points where the VI time series crosses the moving-average curve or the reverse moving-average curve, respectively.

Once the SOS and EOS dates and the corresponding VI values were extracted, we extracted the remaining features: the growing season length, which is the distance between the SOS and EOS dates; the maximum VI value of the growing season, as well as the date when the growing season reaches its maximum; the crop enhancement and reduction periods, which are the distances from the SOS and EOS dates to the maximum VI date, respectively; the seasonal integral, which is the area below the VI curve between the SOS and EOS (Figure 3), and lastly, the geographic location of the plot (Figure 4). We hypothesized that some crops would be more abundant in specific regions and used the K-means [49] clustering technique to assign every sample to a cluster based on the sample’s coordinates. At the end of the process, four datasets, one for each VI, were created. Each one of the datasets contained the phenological features of all the fields.

![Figure 3. Phenology features.](image)

The phenological signature of each crop was calculated to compare how different features were pronounced in every crop. Therefore, we computed the mean standard score (the distance of the result from the mean in standard deviation units) of each crop by each feature using the Python Scikit-learn package. Since the standard score has slightly different interpretations depending on whether the feature’s distribution is normal or not, the Kolmogorov–Smirnov test was performed using the Python Scipy package to determine the normality of the distribution.

2.4. Classification and Accuracy Assessment

Using the Python Scikit-learn package, three classification algorithms (i.e., RF, SVM, XG Boosting) were tested to determine the best VI dataset and classification algorithm for crop classification (Figure 2F): 1361 fields of five crops in Israel were selected to train and
test the model. We used crop type polygons from the Ministry of Agriculture [39] that demark the boundaries of each field and the crop type that is grown in that field to assign the type of crop to each segment, using the k-dimensional tree (k-d tree) algorithm [50]. These polygons were created manually from an annual survey carried out by the Ministry of Agriculture [39]. Comparing these polygons to information collected directly from farmers shows that the polygons are reliable but do not cover all of the agricultural areas of Israel.

The four VI datasets were split into 75% train dataset and 25% test dataset (Figure 4).

![Figure 4. Train and test dataset distribution for each crop.](image)

The effect of each phenology feature on the RF and XGBoost classifiers was assessed using the Python Scikit-learn package. The importance was determined by checking how randomizing each feature (and therefore excluding its impact on the classification) affected the accuracy and then standardizing the result to a scale of 0–1. The present Python libraries cannot find the feature importance for nonlinear SVM because the importance of the features is not directly related to the input features.

Evaluation of the accuracy of each crop classification method is often performed using the overall accuracy (OA) statistic. One of the challenges with assessing the accuracy of the classification is the imbalanced classification. This issue occurs when there is a different number of samples from each class. This uneven distribution causes the classification to be biased or skewed. Since the OA can change according to the data distribution in different columns in the confusion matrix, even when the classification performance does not change [51], it is necessary to use an estimation technique that is insensitive to the imbalance in the dataset. One such method is derived from the receiver operating characteristics (ROCs) by relating to the area under the ROC curve. ROC is a graphic method for presenting different classification results. The y-axis of the ROC graph shows the true positive rate, and the x-axis shows the false positive rate. Points generate the curve; each one of them represents the classification results using a different threshold. The AUC accuracy measure is the calculation of the area under the ROC curve. The traditional use of the ROC curve and the AUC measure is for binary classification, as described above. In order to modify this method to imbalanced multiclass classification problems, a ROC curve is produced for each pair of classes. The AUC in such a case would be the mean AUC from all the pairs [51–55]. Therefore in order to evaluate the classification results, we used both the OA and AUC measures. These measures were used for train, validation, and cross-validation evaluation.

The user’s accuracy (UA) and producer’s accuracy (PA) measurements were computed for each class, for each VI, and for each classification method. Additionally, OA and AUC measurements were calculated for each VI and classification method with train, test, and 10-fold cross-validation estimations. ANOVA and post hoc Tukey statistical tests at \( \alpha < 0.05 \) level were computed to determine whether there was a significant difference between the accuracy results of the VIs input and the classifiers (Figure 2F).
3. Results

3.1. Segmentation

Six combinations of two spectral and spatial characteristics and two types of inputs (Table 1) were compared on six different dates in order to determine the optimal way to use the mean shift segmentation algorithm to segment agricultural plots in Sentinel-2 imagery. We found a statistically significant difference as yielded by one-way ANOVA for the six combinations ($F(5,30) = 6$, MSE = 150, $p = 0.0006$). Subsequently, Combination 1 was chosen as the best combination according to its high IoU result and low standard deviation (Figures 5 and 6). This result demonstrates that both the spectral and spatial characteristics of the blue, red, and NIR bands are important for mean shift object segmentation.

![Figure 5](image-url) IoU results of six parameters and input combinations (detailed in Table 1) applied to the mean shift segmentation algorithm. The box represents 50% of the data, from the 25th percentile to the 75th percentile. The horizontal line inside the box represents the median of the data. The lines extending from the box (whiskers) represent the lower or upper quartiles. The gray lines represent the standard deviation, and the gray squares represent the average of each combination.

![Figure 6](image-url) Segmentation output with mean shift algorithm using the green, red, and NIR bands as input and high emphasis on the spectral and spatial characteristics. (A) Segmented image of part of the study area. (B) Under segmentation problem. (C) Over segmentation problem.
For both NDVI and three-band combination, when the emphasis on both the spectral and spatial characteristics was high (combinations 1 and 4), the number of output segments was similar to that obtained when the emphasis on the spectral characteristic was high and the emphasis on the spatial characteristic was low (combinations 2 and 5). However, when the emphasis on the spatial characteristic was high and the emphasis on the spectral characteristic was low (combinations 3 and 6), the number of segments decreased by more than a half (Figure 7). This trend is presented in Figure 8.

Figure 7. The number of output segments in part of the study area created using the mean shift algorithm and each one of the combinations (detailed in Table 1).

Figure 8. An example of mean shift segmentation output using the blue, red, and NIR bands as input and high/low spectral and spatial parameters. (A) Input image (the green, red, and NIR bands). (B) Segmentation output using high emphasis on the spectral characteristic and low emphasis on the spatial characteristic (Combination 2). (C) Segmentation output using low emphasis on the spectral characteristic and high emphasis on the spatial characteristic (Combination 3). (D) Segmentation output using high emphasis on the spectral and spatial characteristics (Combination 1).

3.2. Phenology Features

All the date-based features (max date, SOS date, and EOS date) showed a similar trend of crop mean standard score; cotton had a distinctly higher mean standard score compared with the other crops, chickpea and wheat had a rather discrete mean standard
scores as well, but barley and carrot had similar mean standard scores. Cotton also showed a particularly high mean standard score of the seasonal integral, the enhancement period, the EOS NDII value, and the max NDII value (Figure 9).

The importance of the phenology features in the RF and XGBoost classifiers is shown in Figure 10. The most important feature of both classification methods was the max date. Additionally, in both methods, the EOS and SOS dates were very important as well. The least important feature of both classifiers was the reduction periods. The rank of the rest of the features was not consistent. For example, growing season length and the geographic location of the field were important in XGBoost but not in RF.

Figure 9. The mean standard score of each crop for each one of the features. The error bars represent the confidence interval. Max date, EOS date, SOS date, Max NDII, EOS NDII, and SOS DNII refer to the dates when NDII value was at the maximum, the date when the growing season had started, the date when the growing season had ended, and the corresponding NDII values at these dates, respectively. Length references the length of the growing season. Integral references the seasonal integral. Enhancement and Reduction refer to the enhancement and reduction periods.

Figure 10. Feature importance for XGBoost and RF classifiers. The error bars represent the confidence interval for the four VIs (NDVI, OSAVI, NDRE, and NDII).

3.3. Classification Results

NDVI, OSAVI, NDRE, and NDII time-series-based phenology features were used as input for the RF, SVM, and XGBoost classifiers. The AUC results were generally higher than the OA results for all the algorithms and VIs (Table 2). One-way ANOVA showed that there was no significant difference between different VIs both for AUC results (F (3, 8) = 0.41, MSE = 12, p = 0.74) and OA results (F (3, 8) = 1.34, MSE = 10, p = 0.33). However, there was a significant difference between the classifiers as shown by one-way ANOVA for AUC
results \(F(2, 8) = 20.6, \text{MSE} = 2.3, p = 0.0004\) and OA results \(F(2, 8) = 5, \text{MSE} = 10.5, p = 0.01\). Tukey’s post hoc test for both measures determined that the SVM classifier was significantly different from the two other classifiers. Still, there was no significant difference between RF and XGBoost classifiers.

Table 2. OA and AUC results of the different classification methods.

| Algorithm | VI | Train (%) | Validation (%) | Cross Validation (%) | AUC (%) | Train (%) | Validation (%) | Cross Validation (%) |
|-----------|----|-----------|----------------|----------------------|---------|-----------|----------------|----------------------|
| RF NDVI   | 76 | 66        | 64             | 95                   | 87      | 86        | 86             |                      |
|           | 72 | 65        | 64             | 93                   | 85      | 86        | 86             |                      |
|           | 82 | 70        | 67             | 96                   | 87      | 87        | 87             |                      |
| SVM NDVI | 72 | 65        | 58             | 91                   | 80      | 79        | 79             |                      |
|           | 72 | 61        | 59             | 91                   | 79      | 79        | 79             |                      |
|           | 68 | 62        | 63             | 89                   | 81      | 82        | 82             |                      |
|           | 74 | 66        | 63             | 92                   | 82      | 82        | 82             |                      |
| XGBoost   | NDVI | 72 | 67        | 65             | 93                   | 86      | 86        | 86             |                      |
|           | OSAVI | 74 | 65        | 65             | 93                   | 84      | 84        | 84             |                      |
|           | NDRE | 78 | 69        | 66             | 95                   | 88      | 87        | 87             |                      |
|           | NDII | 75 | 68        | 68             | 95                   | 88      | 88        | 88             |                      |

The most accurately classified crop, according to the trends of the UA and PA, was wheat, followed by cotton and chickpea. Barley and carrot were the least accurately classified crops (Table 3). The confusion matrix of NDII time series with XGBoost classifier (Table 4) demonstrates that the majority of confusion was caused when barley, carrot, and chickpea were misclassified as wheat.

Figure 11 shows the final NDII time series with XGBoost classification results. A segment was classified as a certain crop if the classification probability was over 50%, otherwise it was classified as unknown. In some cases, the results were satisfying, but in other cases, one field contained a few segments that were classified as different crops. Moreover, additional crops that were grown in this area were not classified.

Table 3. UA and PA values of the different classification methods.

|          | UA (%) | PA (%) |
|----------|--------|--------|
| Carrot   | Cotton | Barley | Wheat | Chickpea | Carrot | Cotton | Barley | Wheat | Chickpea |
| RF NDVI  | 60     | 73     | 64    | 67      | 63     | 21     | 70     | 43    | 89      | 55    |
| OSAVI    | 50     | 67     | 60    | 68      | 63     | 19     | 61     | 46    | 88      | 54    |
| NDRE     | 58     | 74     | 60    | 73      | 67     | 26     | 61     | 44    | 87      | 77    |
| NDII     | 58     | 48     | 56    | 72      | 61     | 17     | 48     | 41    | 91      | 63    |
| SVM NDVI | 50     | 65     | 48    | 68      | 71     | 19     | 74     | 41    | 86      | 57    |
| OSAVI    | 57     | 54     | 40    | 67      | 65     | 19     | 57     | 39    | 81      | 57    |
| NDRE     | 54     | 49     | 54    | 67      | 61     | 17     | 70     | 35    | 84      | 55    |
| NDII     | 56     | 47     | 46    | 73      | 71     | 21     | 61     | 44    | 87      | 57    |
| XGBoost  | NDVI   | 60     | 70     | 67     | 69      | 61     | 21     | 70     | 48    | 87      | 59    |
| OSAVI    | 61     | 71     | 67     | 68      | 55     | 26     | 52     | 41    | 87      | 59    |
| NDRE     | 67     | 63     | 62    | 73      | 66     | 29     | 65     | 52    | 84      | 75    |
| NDII     | 82     | 52     | 55    | 71      | 69     | 21     | 48     | 44    | 90      | 66    |
| Average  | 59     | 61     | 57    | 70      | 64     | 21     | 61     | 43    | 87      | 61    |
Table 4. Confusion matrix and validation results for NDII time series and XGBoost classifier.

| Actual       | Carrot | Cotton | Barley | Wheat | Chickpea | Total # of Classified Samples | User’s Accuracy % Correct |
|--------------|--------|--------|--------|-------|----------|-------------------------------|---------------------------|
| Carrot       | 9      | 0      | 2      | 3     | 1        | 15                           | 60                        |
| Cotton       | 2      | 16     | 0      | 2     | 3        | 23                           | 70                        |
| Barley       | 4      | 0      | 26     | 7     | 2        | 39                           | 67                        |
| Wheat        | 25     | 3      | 21     | 144   | 17       | 210                          | 69                        |
| Chickpea     | 2      | 4      | 5      | 10    | 33       | 54                           | 61                        |

Total # of reference data samples: 42, 23, 54, 166, 56
Producer’s accuracy % correct: 21, 70, 48, 87, 59
OA = 68

Figure 11. Final object-based NDII time series XGBoost classification results in a part of the study area.

4. Discussion

4.1. Segmentation

The segments in this study were created using the mean shift algorithm with different inputs and several combinations of emphasis on the spectral and spatial characteristics. A high emphasis on the spectral or spatial characteristics should lead to the creation of more segments. Likewise, a low emphasis on the spectral or spatial characteristics will create a smoother output with fewer segments [56]. Therefore, it was expected that segmentation with a high emphasis on the spectral and spatial characteristics output would have more segments than that obtained when the emphasis on one of the characteristics was low. Additionally, we expected the segmentation output obtained when the emphasis on one of
the characteristics was low to have a similar number of segments. The results showed that for both inputs, the number of segments resulting from a high emphasis on the spectral and spatial characteristics was similar to the number of segments obtained when using a high emphasis on the spectral characteristic and low emphasis spatial characteristic. In contrast, the number of segments obtained when using a low emphasis on the spectral characteristic and a high emphasis on spatial characteristic was much lower. This result indicates that the spectral characteristic has more influence on the mean shift segmentation algorithm than has the spatial characteristic. The main segmentation challenges occur in cases of under segmentation where the fields are very similar to one another (such as plowed fields; Figure 6B) or in cases of over segmentation where there is large variability within one field (patches of soil and vegetation or vegetation in different growth stages in one field; Figure 6C). As shown in Figure 8 and from the IoU results, the best and relatively balanced result between over and under segmentation was obtained using a high emphasis on the spectral and spatial characteristics. Therefore, even though the spectral characteristic is more influential, both the spectral and spatial characteristics are important for achieving optimal segmentation results.

Even though segmentation is very common in crop classification, there is little information regarding the segmentation accuracy. Immitzer et al. [31] used a modification of the mean shift segmentation algorithm to determine the boundaries of agriculture fields. By visually evaluating the segmentation results by a trial-and-error approach, they concluded that the pixels in each segment should be less spectrally similar (i.e., they should correspond to a low emphasis on the spectral characteristic) and more spatially similar (i.e., they should correspond to a high emphasis on the spatial characteristic). This result does not agree with the results of this study. This might be explained by Immitzer et al.’s use of a minimum segment size (smaller than the one used in the current study). The opposite conclusion was obtained by Ming et al. [57], presenting a method for optimal selection of the spatial and spectral characteristics. They concluded that for farmland segmentation, the pixels in each segment should be more spectrally similar (corresponding to a high emphasis on the spectral characteristic) and less spatially similar (corresponding to a low emphasis on the spatial characteristic). The minimum optimal segment size in their study was larger than in our study, influencing these results. Since there is no agreement about the ideal emphasis of the spectral and spatial characteristics, this topic warrants further investigation. The results obtained in this study may be pertinent to such an endeavor.

4.2. Phenology Features

The importance of the date-based classification features was the highest for both RF and XGBoost classifiers. More importantly, the importance of those features was higher than that of the corresponding values-based features; for example, the EOS date was more important than the VI value at the EOS. These results were also reflected in the crops’ mean standard score for the date-based and value-based features: for cotton, chickpea, and wheat, date-based features had more distinct mean standard scores than did value-based features. These results demonstrate that most of the crops have similar VI values, but different crops reach those values at different dates. Some features, such as the season’s length and the field’s geographic location (that is represented as a cluster), were less important for the RF classifier and more important for the XGBoost classifier. Even though the season’s length was an important feature for XGBoost, its standard score was relatively similar for all the crops. This result demonstrates the complexity of machine learning-based decision-making. It was expected that the geographic location of the field would be one of the most important features since in Israel, specific crops are commonly grown in different areas, e.g., barley is mainly grown in the south of Israel. Using an automated coordinates-based clustering technique to create the agricultural areas (clusters) could allow different but close agricultural areas to be represented by one cluster. That could decrease the optimal performance of this feature.
4.3. Classification

Since SVM and RF are commonly used in remote sensing classification, we anticipated that the two methods would function well (Table 2). In contrast to these classifiers, XGBoost is newer and has only recently been used in crop classification. Both the RF and XGBoost classifiers achieved significantly better AUC and OA results than the SVM classifier did. This result is in agreement with Ghazaryan et al. [36] and Inglada et al. [58], who also concluded that SVM was less accurate for crop classification than were decision-tree-based classifiers. In addition, Peterson et al. [59] reported that boosted trees was the best learning algorithm, RF was second, and SVM was ranked fourth. In previous studies, XGBoost showed the highest performance in crop classification among other machine learning classifiers [60], and specifically with Sentinel-2 [61]. OA values in this study significantly differed between the classifiers with less certainty than did the AUC (i.e., the OA $p$-value was higher than the AUC $p$-value). One explanation for this could be that OA is sensitive to imbalanced data, and thus, the largest group (in this case, wheat) had more impact on OA results. The imbalanced data might also explain the difference between the accuracy results calculated by the two measures; AUC results were higher than OA results. The reason could be that cotton, which was relatively well classified, had the smallest number of samples and therefore did not greatly increase OA results and had a more positive effect on AUC results. This highlights the preferability of AUC to OA as an accuracy measure, as was recommended in a previous study by Ling et al. [62]. Comparing the OA accuracy results in previous crop classification studies (Table 5) showed that this study achieved lower results than those of the other studies, possibly since OA is not a suitable measure for this dataset.

NDII was shown to be a slightly better input for the time series analysis by AUC and with XGBoost classifier. This result demonstrates the importance of SWIR bands for crop classification, specifically when using Sentinel-2 images, and is in agreement with previous studies that also reported the importance of the SWIR bands for crop classification with various satellites such as Sentinel-2, Landsat, and ASTER [8,10,31]. The SWIR region is related to water, nitrogen, lignin, and cellulose content [63–65]. The relationship between those plant components and the SWIR band can be the reason for SWIR importance for crop identification.

Wheat had the highest UA and PA values, while the mean standard scores were similar to those of the other crops. We assumed that the reason for this result was that wheat had the largest number of training samples. Therefore, the algorithm had more data with which to create and learn distinctive phenology features for wheat. However, this may be the reason for the misclassification of most crops; barley, carrot, and chickpea were misclassified as wheat. The second-best-classified crops were cotton and chickpea. Since cotton is a summer crop and chickpea is a spring crop, in contrast to the other crops, they could be separated from the other crops by the date-based features, as was shown by their distinct mean standard score. Carrot was poorly classified and did not have a unique mean standard score, possibly due to the fact that it has more than one growing cycle, in both winter and spring, in addition to having a small number of samples. Barley was not well classified, most likely due to the fact that barley and wheat belong to the same family and are very similar crops, as reflected in their mostly similar mean standard scores, and therefore it is a great challenge to correctly classify them. In a study performed by [66] Bargiel with radar data, the majority of spring barley was misclassified as wheat. Additionally, Chakhar et al. [67] concluded that the confusion between wheat and barley in crop classification is due to the similarity of their growing cycles. Overall, having a large number of samples and a distinct mean standard score for date-based features seems to greatly improve classification accuracy.
Table 5. A number of OA results of crop classification from studies from the last decade.

| Number of Classes | Crop Type | Area | Object/ Pixel-Based | Satellite | Classifier | Accuracy | Reference |
|-------------------|-----------|------|----------------------|-----------|------------|----------|----------|
| 4                 | Cotton, spring maize, winter wheat and summer maize, tree. | China, 5710 km² | Pixel-based | Landsat and Sentinel-2 | Artificial Immune Network | OA: 97% | [19] |
| 8                 | Citrus, sugar beet, fallow, cereals, urban, pomegranate, olive, alfalfa. | Morocco, 970 km² | Pixel-based | Sentinel-2A | RF | OA: 88% | [68] |
| 8                 | Rice, corn, water, soybean, potato, beet, building, forest. | China, 3685 km² | Pixel-based | Sentinel-2 | SVM | OA: 97.2% | [69] |
|                   |           |      |                      |           | Decision Tree | OA: 95.9% |          |
| 6                 | Winter cereal, maize, soybean, winter rapeseed, sunflower. | Ukraine 1184 km² | Pixel-based | Landsat 8 and Sentinel-1 | SVM + RF fusion | OA: 88% | [36] |
|                   |           |      |                      |           | SVM | OA: 75% |          |
|                   |           |      |                      |           | RF | OA: 81.4% |          |
| 6                 | Been, beet root, grass, maize, potato, wheat | Japan, over 200 km² | Pixel-based | Sentinel-2 | SVM | OA: 90.6% | [23] |
|                   |           |      |                      |           | RF | OA: 89% |          |
|                   |           |      |                      |           | Ensemble machine learning method | OA: 91.6% |          |
| 16                | Barley (spring + winter), beet, linseed, maize, wheat (spring + winter), potato, oats, oilseed, fallow, field beans (spring + winter), peas, grassland (permanent + temporary) | UK, 400 km² | Object-based | WorldView-3, Sentinel-2 | RF and Decision Tree fusion | OA: 91% | [22] |
| 4                 | Soy, cotton, maize, others | Brazil, over 90,000 km² | Pixel-based | MODIS | Decision Tree | OA: 86% | [33] |
| 3                 | Corn and soybean, others. | United States, 2585 km² | Object-based | Landsat 5/7/8 | Machine learning model based on deep neural network | OA: 96% | [10] |
| Number of Classes | Crop Type | Area | Object/ Pixel-Based | Satellite | Classifier | Accuracy | Reference |
|-------------------|-----------|------|---------------------|-----------|------------|----------|----------|
| 6                 | Wheat, maize, rice, sunflower, forest, water. | Romania, 638.77 km$^2$ | Pixel-based | Sentinel-2 | RF | OA: 97% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 95% |
|                   |           |      |                     |           | RF | OA: 98% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 96% |
| 6                 | Forage, forest, maize, water, cereal, double cropping. | Italy, 242.56 km$^2$ | Pixel-based | Sentinel-2 | RF | OA: 87% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 87% |
|                   |           |      |                     |           | RF | OA: 86% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 90% |
| 7                 | Wheat, alfalfa, hay, sugar beets, onions, fallow, lettuce. | California, USA 588.9 km$^2$ | Pixel-based | Sentinel-2 | RF | OA: 89% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 75% |
|                   |           |      |                     |           | RF | OA: 88% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 78% |
| 12                | Wheat, barley, rapeseed, maize, potatoes, beets, flax, grassland, forest, built-up, water, other | Belgium, 13,414.87 km$^2$ | Pixel-based | Sentinel-1 and Sentinel-2 | Hierarchical RF | OA: 82% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 83% |
|                   |           |      |                     |           | RF | OA: 77% |
| 7                 | Carrots, maize, onions, soya, sugar beet, sunflower, winter crops | Austria, 600 km$^2$ | Pixel-based | Sentinel-2 | RF | OA: 83% |
|                   |           |      |                     |           | Time-Weighted Dynamic Time Warping | OA: 77% |
| 9                 | Alfalfa, cotton, corn, wheat, barley, potatoes barley-cotton, wheat-sorghum, and wheat-cotton | Arizona, USA, 1338 km$^2$ | Pixel-based | Landsat 5/7 | SVM | OA: 90% | [18] |
Table 5. Cont.

| Number of Classes | Crop Type                                                                 | Area                        | Object/ Pixel-Based          | Satellite      | Classifier     | Accuracy       | Reference |
|-------------------|---------------------------------------------------------------------------|-----------------------------|------------------------------|----------------|----------------|----------------|-----------|
| 10                | First crop corn, second crop corn, well-developed cotton, moderately developed cotton, weakly developed cotton, wet soil, moist soil, dry soil, and water surface | Turkey, 17.3 km²            | Pixel-based                  | RapidEye       | SVM            | OA: 87%        | [27]      |
| 3                 | Cereal, pulse, other                                                      | Montana, USA, approximately 13,778 km² | Object-based                  | Landsat ETM+   | RF             | OA: 85%        |          |
|                   |                                                                           |                             | Pixel-based                  |                | OA: 85%        |                | [35]      |
| 6                 | Cotton, fallow, other crops, pasture, sorghum, woody                      | Australia, 1.7 million km²  | Object-based                  | Landsat TM     | SVM            | OA: 78%        |          |
| 5                 | Soybean, soybean + noncommercial crop, soybean + maize, soybean + cotton, cotton. | Brazil, 906000 km²          | Pixel-based classification and object-based post-classification | MODIS          | Maximum Likelihood | OA: 74%        | [71]      |
| 13                | Alfalfa, vineyard, almond, walnut, corn, rice, safflower, sunflower, tomato, oat, rye, wheat and meadow. | California, USA, 2649 km²  | Object-based                  | ASTER          | Decision Tree  | OA: 79%        | [8]       |
| 5                 | Wheat, cotton, chickpea, barley, carrot.                                   | Israel, approximately 220 km² | Object-based                  | Sentinel-2     |                |                |           |
|                   |                                                                           |                             |                              |                | FR             | OA: 69%        |           |
|                   |                                                                           |                             |                              |                | SVM            | OA: 63%        |           |
|                   |                                                                           |                             |                              |                | XGBoost        | OA: 68%        | This study |
5. Conclusions
In this study, a method for crop classification was developed for a time series of Sentinel-2 images. The best combination for this task was an XGBoost object-based classification of phenological features extracted from an NDII time series. Based on the results and analyses, we reached the following conclusions:

1. High emphasis on the spectral and spatial characteristics is important when using the mean shift segmentation algorithm; nevertheless, the spectral parameter is more dominant.
2. Date-based phenological features had the most influence on the classification models.
3. NDII with XGboost showed the highest classification results.
4. RF and XGboost classified different types of crops with significantly greater success than did SVM. XGboost showed a better accuracy trend than did RF.
5. The AUC was able to assess the significant differences between the classification algorithms in contrast to the OA.

It has been demonstrated in this study that crop maps can be created accurately, without human intervention, and at a reduced computational time in comparison to hand-made maps. The method used in this study can be applied to other areas worldwide, as well as to other crops in Israel, using data from additional spaceborne sensors. Further research can explore other methods and parameters such as texture for the segmentation process. Moreover, more accuracy measures for imbalanced data, such as the F1 score and precision-recall curve, could be considered for this type of classification. Finally, it is suggested to incorporate additional data (e.g., meteorological data) to improve classification accuracy.
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