Hit-time and hit-position reconstruction in strips of plastic scintillators using multi-threshold readouts
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Abstract—In this article a new method for the reconstruction of hit-time and hit-position of photons in long scintillator detectors is investigated. This research is motivated by the recent development of the positron emission tomography scanners based on plastic scintillators. The proposed method constitutes a new way of signal processing in Multi-Voltage-Technique. It is based on the determination of the degree of similarity between the registered signals and the synchronized model signals stored in a library. The library was established for a set of well defined hit-positions along the length of the scintillator. The Mahalanobis distance was used as a measure of similarity between the two compared signals. The method was validated on the experimental data measured using two-strips J-PET prototype with dimensions of 5x9x300 mm³. The obtained Time-of-Flight (TOF) and spatial resolutions amount to 325 ps (FWHM) and 25 mm (FWHM), respectively. The TOF resolution was also compared to the results of an analogous study done using Linear Fitting method. The best TOF resolution was obtained with this method at four pre-defined threshold levels which was comparable to the resolution achieved from the Mahalanobis distance at two pre-defined threshold levels. Although the algorithm of Linear Fitting method is much simpler to apply than the Mahalanobis method, the application of the Mahalanobis distance requires a lower number of applied threshold levels and, hence, decreases the costs of electronics used in PET scanner.

I. INTRODUCTION

Positron Emission Tomography is a noninvasive imaging technique used in medical diagnostics. It uses a short-lived positron-emitting radioactive tracer which is injected into the patient’s body. The density distribution of the tracer is determined by pairs of back-to-back gamma quanta registered by detectors surrounding the patient. Emission of gamma quanta occurs as a result of annihilation of a positron with an electron present inside the patient’s body. PET scanners available commercially use crystal scintillators as radiation detectors and they have an axial extent of about 17-25 cm [1], [2]. The time and spatial resolutions obtained by the best PET scanners are about 210-400 ps and 4.7-6 mm, respectively [1], [3].

One of the challenges in the PET tomography is to increase the axial extent. In current PET scanners roughly 85%-90% of the patient’s body is outside of the field-of-view (FOV) of the scanner, hence, only 1% of pairs of coincidence photons emitted from the body are detected [1], [2], [4]. The extension of detector rings from 20 cm axial FOV to a 200 cm FOV would allow maximal detection of radiation emitted from the body and hence improve the sensitivity and signal-to-noise ratio. Furthermore, with improved sensitivity the radiation dose needed for the whole body scan could be decreased which in turn will allow usage of short-lived radionuclides like ¹¹C. The extension of axial FOV to total-body scan may also enable newly developed positron imaging [5], [6]. To address this problem many new PET concepts have been proposed, like the Lead-Walled Straw PET detector (LWS) [7], [8], the Resistive Plate Chamber PET (RPC) [9], [10], axial geometry based PET scanners [11], [12] and the EXPLORER total-body PET tomograph [13]-[15]. The J-PET scanner [16]-[20] constitutes another economical solution with large FOV, built out of plastic scintillators. The relatively low probability of annihilation photons detection with plastic scintillators can be overcome by using longer modules and more detection layers [21]. The axial arrangement of plastic strips allows placing the electronic readout system [22]-[25] outside of the detectors, with a great benefit for medical diagnostics since it enables simultaneous application of PET and CT as well as PET and MRI. The later hybrid is already achieved also with the crystal based PET/MRI systems [1].

This novel solution of long detection modules requires new optimization methods for the determination of the hit-time and the hit-position. There have been several attempts made so far to optimize the reconstruction [18], [26]-[30] however, in this article we present another idea based on the fact that the shape of signals registered at the end of a plastic bar depends significantly on the position of interaction. The idea was realized in two steps: first, creation of library of synchronized model
signals and second, reconstruction of hit-time and hit-position of annihilation gamma quanta. The reconstruction is based on the comparison between measured signal and signals from the library. As a measure of similarity a Mahalanobis distance is used which accounts for the uncertainties of the signals samplings and correlations between uncertainties. A similar method was already presented in [28] but with chi-square minimization function used as a measure of similarity. In the present article the first step is extended further with additional conditions of signal selection followed by the reconstruction method using Mahalanobis distance. The method, similarly as the one introduced in [28], requires application of the Multi-Voltage Threshold (MVT) technique introduced and developed by [31]–[33]. The main motivation of the research presented in this article is to find out a measure of similarity which would enable to minimize the number of threshold used, and to facilitate more economical construction of PET modalities with long axial FOV. The article is structured into four sections: First, the concept of the J-PET detector and the two strip J-PET prototype is briefly described. Then, the general idea behind the proposed reconstruction method including a description of signal processing is presented. In the next section, the realization and validation of the method is explained. Finally, the experimental results are presented and discussed.

II. THE J-PET DETECTOR

The J-PET scanner uses organic scintillators arranged axially (see Fig.1) as a radiation detectors. Signals from each detection module are read out by a pair of photomultipliers connected to the two ends of each strip, as shown in Fig.2. Organic scintillators have a long light attenuation length (in the order of 100 cm to 400 cm [34], [35]), in comparison to crystal scintillators (∼ 10 cm [35]), which allows to make large diagnostic chambers from long scintillators strips. The annihilation gamma quanta with 511 keV energy interact in plastic scintillators predominantly via Compton scattering. The hit-position and hit-time of the annihilation photons can be determined from the arrival time information of signals detected by the photomultipliers placed at each end of the detection module. Similarly, the position along the line-of-response (LOR) can be determined using Time-of-Flight information, as shown in Fig.3.

Fig. 3 shows typical signals obtained from a single detection module consisting of a plastic scintillator optically connected to a pair of photomultipliers at three different irradiated positions with gamma quanta. As one can see the shape and amplitude of the signals vary with the interaction point of gamma quanta within the scintillator. The J-PET electronics used to process signals from the photomultipliers enables to determine their widths and times at which they crossed the given reference voltages by means of multi-threshold constant-level discriminators [22], [23]. A pictorial representation of signal sampling in voltage domain is shown in Fig.4.

As mentioned above and illustrated in Fig.4 in the J-PET scanner the shape and amplitude of signals strongly depend on the hit-position of gamma quanta in the strip. This dependency becomes stronger with increasing size of the scintillator and hence, influences the time and position resolution. Moreover, the final uncertainty in reconstruction of the annihilation point and herewith the performance of the PET-scanner depends strongly on the time resolution.

As it will be shown in next sections of this article, the strong change of signal shape along the scintillator strip can be utilized in optimizing the position and time of photons interaction. It is important to remark that a single event as a result of annihilation, refers to two signal curves in each strip, so in total of four signal curves. The reconstruction method which we propose was developed and optimized on the two strips J-PET prototype read out by a Serial Data Analyzer which provided full signals gathering. However, in order to simulate the real J-PET tomograph electronics, we have emulated the sampling in the voltage domain [39]. In general this reconstruction method can be used in other state of the art scanners, which sample signals in voltage domain either by means of multi-threshold constant-level discriminators or by means of constant-fraction discriminators. Here it is worth noting that recently new methods for multi-voltage sampling
Fig. 3. Example of signals obtained at three different irradiated positions from a pair of photomultipliers connected to the ends of a scintillator strip. Solid black and red lines represent the left and right signals measured by left ($A_L$) and right ($A_R$) photomultiplier, respectively. The measurements were conducted with BC-420 scintillators [36] and R9800 photomultipliers [38].

Fig. 4. Sampling of signal in the voltage domain at three defined voltages $V_1$, $V_2$, and $V_3$ as it is done by the J-PET electronics. As a result, in the presented example one obtains three time values measured at the leading ($t_1$, $t_2$, $t_3$) and three times values at the trailing edge ($t'_1$, $t'_2$, $t'_3$).

Fig. 5. A schematic representation of the developed reconstruction method. The measured event, consisting of signals registered at both ends of the scintillator is compared to model events determined for a set of well defined positions along the detector. Orange dots are representing the points of interactions of gamma quanta within the scintillator.

III. HIT-POSITION AND HIT-TIME RECONSTRUCTION METHOD FOR LONG PLASTIC SCINTILLATORS

A. Realization of the method

The proposed reconstruction method, as mentioned earlier, utilizes the signal shape to determine the hit-time and hit-position of photons registered in long scintillating detectors. To this end the detector is first characterized by determination of signal shapes at a set of well-defined hit positions along the scintillator. Since the signal amplitude can vary even at the same hit position (e.g. due to different energy deposition) we synchronize and average a big statistics of signals at each hit-position which defines so called model events. Having such a standardized detector the reconstruction is done by comparing the registered event to all the model events stored in a database. The known hit-time and hit-position of the most similar model event in the database is then treated as the hit-time and hit-position of registered event. In Fig.5 a schematic illustration of the working principle behind the presented reconstruction method is shown. The Mahalanobis distance formula [49] is used as a measure of similarity between the two compared events. It is a measure of the deviations of the different mean values in terms of the standard deviation in a multivariate analysis. Here, deviation is defined as the correlation between the model and registered events [39].

B. Library of synchronized model events

The library was determined from a scan of scintillator strip with a collimated beam of annihilation photons with profile width of $\sim$1.5 mm [50]. The strips were scanned with a step of 3 mm, such that there were in total 98 scanned positions and the information of the irradiated position was obtained by the synchronization of collimator movement with the data acquisition system [24]. High statistics of events ($\sim$5000) were collected for each irradiated position. The construction of model signals library was already described in details in [28], here we present only main steps of the procedure comprising:

- Synchronization of signals: For each hit-position of photons all the collected events were synchronized in order to have the same hit-time value. This was obtained by using a calibration constant, $t_{synch} = (t_L + t_R)/2$ for each
event, where \( t_L \) and \( t_R \) are the time values of the left and right ended signals calculated at their beginning point, respectively, and the signals were shifted in time by \( t_{\text{synch}} \) such that the resulted synchronized signal time is equal to zero as shown in Fig. 6 at three different irradiated positions.

- Determination of average event: Then averaging over all events for each hit-position was performed and the obtained average event was treated as a reference to align the measured signal as it is shown in Fig. 7a and Fig. 7b.

- Event’s alignment: The \( \chi^2 \) statistics was used for the alignment of signals which is necessary to suppress the spread of the events in terms of amplitude and time:

\[
\chi^2(\delta t, \alpha_L, \alpha_R) = \sum_{i=1}^{n} \frac{(t_{\text{AvgLeft}}(V_i) - t_{\text{dbLeft}}(\alpha_L V_i) - \delta t)^2}{n} + \sum_{i=1}^{m} \frac{(t_{\text{AvgRight}}(V_i) - t_{\text{dbRight}}(\alpha_R V_i) - \delta t)^2}{m} \tag{1}
\]

Here, \( \delta t \) is the shift along the time axis and \( \alpha_L, \alpha_R \) are the normalization factors for signals registered at both ends of the scintillator (left and right, respectively) as shown in Fig. 7a. \( t_{\text{AvgLeft}}(V_i) \) and \( t_{\text{AvgRight}}(V_i) \) denote the time of left and right average signals computed for voltage \( V_i \) at their leading edge. \( t_{\text{dbLeft}}(\alpha_L V_i) \) and \( t_{\text{dbRight}}(\alpha_R V_i) \) are the times computed for rescaled left and right signals at their leading edge, respectively [28], [29]. Finally, \( n \) and \( m \) denote the number of points sampled at the leading edge of the left and right signals, respectively. The set of parameters \( \alpha_L, \alpha_R \) and \( \delta t \) was used for alignment of the measured events for which \( \chi^2 \) was minimal.

- Determination of model events shape: Afterwards an averaging of all the rescaled events was performed resulting in determination of the so called model event. In Fig. 7a exemplary model events obtained for three different hit-positions are shown.

C. Reconstruction of hit-position and hit-time

The hit-position of gamma quanta is reconstructed exploiting the Mahalanobis distance [49] as a measure of similarity for two compared events (the measured and the model one), using Eq. 2:

\[
M.D(z, \Delta t) = \sqrt{\vec{x}(z, \Delta t)C(z)^{-1}\vec{x}(z, \Delta t)^T} \tag{2}
\]

where \( z \) is the hit-position along the length of the scintillator and \( \Delta t \) denotes the time shift between the two compared events. \( \vec{x}(z, \Delta t) \) is a vector whose elements equal to the differences between the elements of the measured and the model event vectors shifted by \( \Delta t \) and \( C(z) \) are the covariance matrices. As a result of comparison, only those values of \( z \) and \( \Delta t \) were taken into consideration for which minimum value of the Mahalanobis distance was obtained. The minimum value corresponds to the most similar model event. Formulation of covariance matrices \( C(z) \) and \( \vec{x}(z, \Delta t) \) vectors was as follows:
- x-vector: The elements of the measured and the model event vectors are the time values calculated at defined set of threshold levels for signals registered at both detector sides. The number of elements in $\vec{x}$ depends on the number of threshold levels applied to the signals of an event. For example, $\vec{x}(z, \Delta t)$ of an event at a single applied threshold level will consist of two elements: one measured from the left- and right-ended photomultipliers connected to the scintillator. It is defined as:

$$\vec{x}(z, \Delta t) = [\vec{x}^L(z, \Delta t), \vec{x}^R(z, \Delta t)]$$  \hspace{1cm} (3)

$\vec{x}^L(z, \Delta t) = t^L - t^R$  
$\vec{x}^R(z, \Delta t) = t^R - t^L$

where $t^L$ and $t^R$ are the elements of $\vec{t}$ whose values are times at the applied threshold for the left and right signal of measured event, respectively. Similarly, $t^L$ and $t^R$ are the elements of $t^mod$ whose values are the times obtained at the same threshold for model event:

$$\vec{t} = [t^L, t^R]$$

$$\vec{t}^mod = [t^Lmod, t^Rmod]$$

- Covariance matrix: The covariance matrix $C(z)$, was computed for each scanned position (mentioned in sec III-B) for the defined set of threshold levels using Eq 4

$$C_{ij} = \frac{\sum_{k=1}^{N} (\vec{t}_k(i) - \overline{\vec{t}}_i)(\vec{t}_k(j) - \overline{\vec{t}}_j)}{N}$$  \hspace{1cm} (4)

where $\overline{\vec{t}}_k$ is the vector of times for the $k^{th}$ measured event belonging to the defined hit-position from the scan and $\overline{\vec{t}}_i$ is the average times vector determined for the same hit-position. Indices $i$ and $j$ enumerate the applied threshold levels and $N$ denotes number of events corresponding to the position in the database. The number of elements of the covariance matrix is equal to $(2m)^2$, where $m$ denotes the number of threshold levels applied to the signals.

- Hit-time: Hit-time (interaction time of gamma quanta) is equal to $\Delta t$, time shift between the two compared events \[51\] for minimum Mahalanobis distance obtained from Eq 2. Thus, Time-of-Flight of annihilation gamma quanta registered in a pair of detectors, denoted A and B, is equal to the difference between hit-times in these detectors and is computed by:

$$TOF = \Delta t_A - \Delta t_B$$  \hspace{1cm} (5)

It is worth to mention that the obtained TOF is independent of the trigger time because the same time affects both detectors. Hence, the proposed method allows direct determination of line-of-response (LOR) and Time-of-Flight.

- Hit-position: Hit-position is the position ($z$) of most similar model event from the library with respect to measured event for which minimal value of Mahalanobis distance is obtained from Eq \[2\]. This value of ($z$) is called as the reconstructed hit-position.

### IV. LINEAR-FIT METHOD

In this article, in addition to method based on the Mahalanobis distance we also test another method for determining the time of the signals. The second method is based on a linear fit to the times measured at the leading edge analogously as applied in references \[31\], \[45\], \[52\]. The event time was then calculated as a zero value of a regression line fitted to the measured leading edge points. The scheme of the method is shown in Fig 9. In Ref. \[52\], this method was tested on the
data obtained from a pair of LSO crystals of dimensions 6.25 x 6.25 x 25 mm³. The scintillators were wrapped in the teflon tape and optically coupled to the photomultiplier tubes. Signals were readout via a Tektronix TDS6154C digital oscilloscope using coincident technique. A weak ¹⁸F source was used to irradiate the scintillators. The signals were sampled at number of pre-defined voltage levels and the best coincidence timing resolution of about 302 ps (FWHM) was obtained at 16 voltage threshold levels.

In another work [45], using ²²Na source, again the signals were sampled at 50, 100, 200 and 300 mV threshold levels and the Multi-Voltage-Threshold was used to compute coincidence timing resolution. As a result 340 ps (FWHM) was obtained as coincidence timing resolution which is closer to the value obtained with digital library sampled at 20 GSp's using multi-threshold discriminator board. Thus, this is also one of the potential methods for implementing digital PET data acquisition.

### V. Validation of the method

#### A. Data collection and filtration

The method was validated on the same data measured with the double strip J-PET prototype (mentioned in sec.III-B). The prototype was built out of two BC-420 [36] plastic scintillators with dimensions 300 x 19 x 5 mm³. Both strips were wrapped with 3M Vikuiti specular reflector foil [53]. Signals from strips were read out using Hamamatsu photomultipliers R9800 [38] connected optically via optical grease EJ-550 to the ends of scintillators and probed by Serial Data Analyzer (Lecroy SDA6000A) with a time interval of 100 ps. The ²²Na isotope was used as a source of annihilation photons. For noise suppression only coincident signals from both detectors were registered. The scheme of the used experimental setup is presented in Fig.10. The measurements were done along the whole length of scintillator at positions for which we earlier determined the library of model signals. This allowed us to determine the achievable performance of the reconstruction in function of the hit position. After collection of the dataset a primary correction for pedestals was implemented on all the registered signals to have a signal library free of the electronic voltage offset. Next, only those events were considered for the reconstruction of hit-position and hit-time for which energy depositions were in the range from 200 keV to 380 keV. This is the range of energy loss which will be used for the J-PET tomography in order to minimise the blurring of the image due to the scatterings of gamma quanta in the patient [17], [54]. The relation between the measured charge and deposited energy was computed by fitting the Klein-Nishina formula [55] convoluted with the detector resolution to the experimental energy loss spectrum [17]. The data filtering was done to suppress most of those events which originate from secondary Compton scattering [56] and also from the 1.27 MeV gamma quanta produced in the decay of ²²Na isotope.

#### B. Optimization of the signal processing

The full-scale J-PET tomograph signals will be sampled by a dedicated front-end electronics (FEE) in voltage domain with a pre-defined set of thresholds with time resolution of about 20 ps [22]. In order to design the optimal configuration of thresholds for the full scale J-PET tomograph it is necessary to determine the optimal number of thresholds and voltage value for each threshold. To this end the measured data were optimized by constant level discriminator approach followed by energy deposition classifier using the Mahalanobis distance defined in Eq. [2] The Time-of-Flight resolution was used as a criterion for the optimization. We have chosen threshold levels at which root mean squared error value of TOF distribution i.e. rms(TOF) obtained from Mahalanobis distance is minimal [39]. We have performed tests with a different number of applied threshold levels but no significant improvement was observed on increasing the number of threshold levels by more than two. The reason may be the fact that the signal is composed of many single photoelectron pulses but only few of them contribute significantly to the onset of the leading edge [21]. Thus, we have performed optimization of two-threshold levels for signals measured at the center of the scintillator. As a result, we obtained -55 mV and -100 mV as the optimized constant levels of discrimination and these values were used as the reference for all other hit-positions. It was noticed that the time resolution and, hence, the covariance matrix depends on the number of photoelectrons in the signal which corresponds to the energy deposited by the interacting gamma photon. Therefore, the comparison of signals should improve if the covariance matrix would be established as a function of the energy loss. To check this we divided the range of available energy losses (i.e. 200 keV to 380 keV) into several regions and computed the covariance matrix for each of them separately. No significant improvement in the resolution was found after dividing the whole energy loss region to more than two parts [39]. Bisection of energy distribution into two parts (R1 and R2) is presented in Fig.11.
VI. RESULTS

A. Mahalanobis method

The Mahalanobis distance distribution calculated according to Eq.2 for an event from the central hit-position sampled at pre-defined two-threshold levels is shown in lower panel of Fig.12. The upper panel of Fig.12 is showing the $\chi^2$ distribution of the same event presented in [28]. One can see clear the value of position reconstructed by Mahalanobis distance has less uncertainty then the one reconstructed by $\chi^2$ minimization method.

The Time-of-Flight and spatial resolutions obtained for hit-positions in the range from (-100, 0) mm to (100, 0) mm along the length of scintillator using the Mahalanobis method are presented in Fig.13a and Fig.13b respectively. Exemplary Time-of-Flight and spatial ($\Delta z$) distributions at optimized levels followed by energy classifier are shown in Fig.14a and Fig.14b respectively. It is evident from Fig.13a and Fig.13b that both resolutions remain constant at all $z$ values along the whole length of the scintillator strip. The achieved Time-of-Flight resolution along 300 mm long scintillator amounts to 325 ps (FWHM) and the spatial resolution is 25 mm (FWHM).

Moreover, in order to test the method in view of its application in Positron Emission Tomography, we performed experiments with bare $^{22}$Na sources emitting annihilation gamma quanta isotropically. The activities of the used sources are listed in Table I. The sources were placed at nine different positions between the two scintillators. The scheme of source position is presented in [39]. The reconstructed image of these sources using maximum likelihood expectation maximization (MLEM) algorithm [57]–[59] is presented in Fig.15. Even though only two strips were used to detect the signals it was possible to reconstruct a tomographic image. The point spread functions in transverse and axial directions, calculated according to the NEMA norm [60], are equal to FWHM = 20.2 mm.
and FWHM = 7.7 mm, respectively. Indeed, the axial and transaxial resolutions obtained for the two-strip J-PET prototype are worse in comparison to commercial tomographs. This was expected, since we have used only one pair of scintillators. However, we expect the further improvement when the image will be done with scintillators forming the cylindrical barrel providing LOR, and TOF in three dimensions [54].

### B. Comparison of the Mahalanobis reconstruction with Linear Fitting method

In order to test the Linear Fitting method we have determined the optimal number of applied thresholds looking for the best achievable Time-of-Flight resolution. The test was performed with different number of threshold levels. For each number of levels different values of threshold were tested e.g. for two-threshold levels the value of TOF was calculated at a number of different set of values: (-40 mV, -80 mV), (-60 mV, -100 mV), (-80 mV, -160 mV) etc. In Tab. II only those values for each number of applied levels are given for which we obtained best TOF resolution. The dependence of TOF resolution on the number of applied threshold levels is shown in Fig.16. One can see that the resolution improves with the number of applied thresholds, but after discrimination on four of them there is no significant improvement with the current threshold setting in our experiment. The obtained value of rms (TOF) with four pre-defined threshold levels is comparable with the value calculated using the Mahalanobis method at two pre-defined threshold levels.

![Fig. 15. 2D image reconstructed for the sources placed at nine different positions using the MLEM algorithm. Each point represents sources of different activity placed in between the two strips. The source at position (250, 200) mm was the most active one.](image)

![Fig. 16. Time-of-Flight resolution as a function of the number of applied threshold levels obtained using the Linear Fitting Method. The values of applied thresholds for each set is presented in Tab. II](image)

**TABLE I**

| Source No. | Activity [kBq] |
|------------|----------------|
| 1          | 393            |
| 2          | 140            |
| 3          | 399            |
| 4          | 391            |
| 5          | 2180           |
| 6          | 11946          |
| 7          | 2185           |
| 8          | 280            |
| 9          | 9              |

**TABLE II**

| Number of applied levels | Values [mV] |
|--------------------------|-------------|
| 2                        | -40, -80    |
| 3                        | -40, -80, -120 |
| 4                        | -40, -80, -120, -160 |
| 5                        | -40, -80, -120, -160, -200 |
| 6                        | -40, -80, -120, -160, -200, -240 |
| 7                        | -40, -80, -120, -160, -200, -240, 280 |

Although the algorithm of Linear Fitting method is much easier to apply than the algorithm of the Mahalanobis method, its realization is impractical because it requires four thresholds to achieve the same resolution as with two thresholds when applying the method based on the Mahalanobis distance. A higher number of applied threshold levels would increase the cost of electronics used in the PET scanner and would make it more expensive.

**VII. SUMMARY**

An optimized method of reconstructing the hit-position and hit-time of photons in scintillator detectors was developed in view of its application for the registration of 511 keV photons in the Positron Emission Tomography. The method was validated on experimental data collected with the double-strip J-PET prototype. It is based on the comparison of the measured signal with synchronized model signals stored in a library utilizing the Mahalanobis distance as a measure of similarity. The reconstructed hit-position of the photons is considered as the position of a library signal most similar to the measured one, and the hit-time is the relative time difference between them. The time difference between the reconstructed hit-time (interaction time) of photons in different
detectors corresponds to the Time-of-Flight (TOF) which is independent of the trigger time. The best obtained Time-of-Flight and spatial resolutions amount to 325 ps (FWHM) and 25 mm (FWHM), respectively. This result is comparable to the one obtained from Linear Fitting method requiring higher number of pre-defined thresholds than two.

In Summary, the cost of the electronics for a J-PET scanner device depends on the number of voltage thresholds levels needed in the reconstruction of the time and spatial resolution. In this contribution we have studied two methods and compared them with respect to the obtained resolution. We found that the Mahalanobis method needs less levels than the Linear Fitting method in obtaining the same resolution. In a next step we will apply the Mahalanobis method for all 192 scintillators which build up the J-PET full frame detector positioned along a cylindrical geometry in 3 layers. The front and rear view of the J-PET full frame prototype are shown in Fig. 17a and Fig. 17b respectively.

![Fig. 17. (a) Front view of the full frame J-PET prototype with large field of view (diameter of 85 cm) and axial length of 50 cm. (b) Rear view of the full frame J-PET prototype with large field of view (diameter of 85 cm) and axial length of 50 cm.](image)
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