Impurity effects on spin dynamics in magnetic and superconducting iron pnictides and chalcogenides
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In this article, we summarize the effects of magnetic and non-magnetic impurities on the spin dynamics in Fe-based superconductors and their parent compounds. The effects of chemical substitution, vacancies, and disorder on the suppression or stabilization of superconductivity and spin-density-wave phases are reviewed in the context of recent neutron-spectroscopy measurements of spin excitations. We also present new results on the structure of magnetic fluctuations in BaFe$_2$As$_2$ single crystals doped with Mn local moments and discuss them in relation to the previously reported $(\pi, \pi)$ branch of checkerboard magnetic excitations.

1 Introduction Superconductivity (SC) can be induced in a wide group of materials by chemical substitution or introduction of structural defects. The resulting changes in the ground state are typically caused by a combination of charge-doping, chemical-pressure, and impurity-scattering effects, which are often difficult to separate. While charge-doping effects can be minimized by isovalent substitution or introduction of structural defects, even in these cases more subtle changes of the Fermi surface cannot be avoided completely, as the end member compounds of the substitution series do not have identical electronic structures. These changes become especially important in the proximity to Lifshitz transitions, where the density of states can no longer be considered constant near the Fermi level. Therefore, separating the effect of impurities from influences of chemical pressure and changes in the band structure represents a challenge that can only be solved by a systematic comparison of multiple experiments with predictions of theoretical models.

In early days, impurity effects were investigated in classical experiments on Bardeen–Cooper–Schrieffer (BCS) superconductors [1, 2] to study the nature of the pairing state. It was shown that magnetic impurities are not time-reversal invariant and hence have a drastic effect on superconductivity by breaking Cooper pairs [3–6]. The following work [7] predicted a decrease of the critical temperature ($T_c$) and energy gap with impurity concentration. On the other hand, it was shown that nonmagnetic impurities (NMI) should not affect directly the physical properties of a conventional superconductor [3]. Further theories predicted the presence of impurity bands within the superconducting energy gap [8, 9], which were later demonstrated in tunneling experiments [10, 11].

In the following decades, the role of impurities for the superconducting phase was studied in non-BCS superconductors, which display contrasting properties to the conventional (BCS) superconductors. Well-studied examples of such unconventional superconductors are high-$T_c$ cuprates and heavy-fermion systems [12–14], where SC emerges from a competing magnetically ordered phase. The presence of sign-changing SC pairing in such superconductors makes them much more sensitive to nonmagnetic defects [15, 16]. In copper oxides, SC can be induced only by electron and hole doping into the nearly perfect CuO$_2$ plane, whereas any chemical substitution at the Cu site by other elements dra-
The relation between $T_c$ and the impurity level for FBS is shown in Fig. 1 [30]. These results were based on the five-orbital model given in Ref. [31]. The plot shows results for both $s_{++}$-wave and $s_\pm$-wave symmetries for different impurity potentials. It also illustrates the fragility against impurities of the $s_\pm$-wave and the stability for $s_{++}$-wave superconducting states. Authors suggested that in the sign-reversing $s$-wave state, the interband impurity scattering is promoted by the $d$-orbital degree of freedom. At the same time only a comprehensive analysis of different techniques in addition to the $T_c$ suppression can mark out the exact host compound.

The class of FBS includes different groups of compounds, which significantly differ by their crystal structure, chemical composition, magnetic structure, and superconducting properties. Despite such a variety of features, including pairing symmetry and gap structure, the source of the pairing interaction in all groups is now generally considered to be the same [32]. From the theoretical point of view, two different scenarios, involving spin and orbital fluctuations, were suggested to describe SC in FBS. Complexities in the isolation of impurity effects still raise a discussion of symmetry and structure of the order parameters in some FBS [32]. Due to the multiband structure of the Fermi surface, sign-changing order parameters with an $s_{++}$-wave and $d$-wave symmetry were theoretically proposed [33–35]. Such sign-reversing pairing was indirectly confirmed by the presence of the resonance peak in inelastic neutron scattering (INS) experiments [36–38] and later by scanning tunneling spectroscopy (STS) measurements [39]. It was also demonstrated that coexistence of a long-range magnetic order and SC, that is, the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction, can exhibit cooperative behavior due to the magnetic impurities. It leads to the formation of an antiferromagnetic magnetic order [23]. It was also demonstrated that magnetic impurities can exhibit cooperative behavior due to the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction mediated by conduction electrons [24], which causes the magnetic moment of the impurity. It leads to the formation of an antiferromagnetic magnetic order [23]. It was also demonstrated that magnetic impurities can exhibit cooperative behavior due to the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction mediated by conduction electrons [24], which leads to the case of Mn-substituted BaFe$_2$As$_2$ to a new type of short-range checkerboard ($\pi, 0$) stripe-like magnetic order [25].

In superconducting compounds, the investigation of pairing symmetry provides indirect information about the symmetry of Cooper pairs by studying the suppression of SC as a function of impurity concentration [26, 27]. According to Anderson’s theorem [3–6], NMs act as strong scattering centers and lead to a suppression of SC by pair breaking in the case of an anisotropic gap, for instance for $s_\pm$-wave and $d$-wave gap symmetries. However, in the underdoped regime of FBS, the $s_\pm$ superconducting state can be also enhanced, contrary to this conventional wisdom, due to the suppression of the competing itinerant magnetic order [28]. On the other hand, the isotropic $s$-wave superconductors are sensitive to magnetic and resistant against nonmagnetic impurities. Such distinction in the impact of impurities or controlled disorder, when observed experimentally on a new type of superconductor, gives a tentative hint on the underlying pairing symmetry and superconducting mechanism [20, 29].

The effect of both magnetic and nonmagnetic impurities in parent compounds of iron pnictides has been intensively studied theoretically [20, 21]. It was shown that the introduction of a nonmagnetic atom instead of Fe can change the magnetic ground state of the material and stabilize static magnetism [22] or lead to the formation of an antiferromagnetic magnetic order [23]. It was also demonstrated that magnetic impurities can exhibit cooperative behavior due to the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction mediated by conduction electrons [24], which leads to the case of Mn-substituted BaFe$_2$As$_2$ to a new type of short-range checkerboard ($\pi, 0$) stripe-like magnetic order [25].

In superconducting compounds, the investigation of pairing symmetry provides indirect information about the symmetry of Cooper pairs by studying the suppression of SC as a function of impurity concentration [26, 27]. According to Anderson’s theorem [3–6], NMs act as strong scattering centers and lead to a suppression of SC by pair breaking in the case of an anisotropic gap, for instance for $s_\pm$-wave and $d$-wave gap symmetries. However, in the underdoped regime of FBS, the $s_\pm$ superconducting state can be also enhanced, contrary to this conventional wisdom, due to the suppression of the competing itinerant magnetic order [28]. On the other hand, the isotropic $s$-wave superconductors are sensitive to magnetic and resistant against nonmagnetic impurities. Such distinction in the impact of impurities or controlled disorder, when observed experimentally on a new type of superconductor, gives a tentative hint on the underlying pairing symmetry and superconducting mechanism [20, 29].
To avoid confusion, in this article we will describe wave vectors and all reciprocal-space coordinates (HKL) in the unfolded notation corresponding to the Fe sublattice (one Fe atom per unit cell) and express them in reciprocal lattice units 1r.u. = 2π/a(√2), where a is the lattice constant of the FeAs plane, so that a/√2 is the nearest-neighbor Fe–Fe distance.

Although undoped stoichiometric parent compounds of FBS may exhibit considerably different static AFM arrangements and Néel temperatures [37], T_N, magnetic interactions are generally considered to be important for superconductivity in nearly all of these materials. The in-plane collinear long-range AFM structure for different iron-pnictide superconductors is identical for all materials, but the out-of-plane component is material dependent. Most iron pnictides share the collinear C-type AFM structure [56], but some related compounds have G- [57] or even an A-type [58] structure. Another distinct type of collinear structure was found in LaFeAsO_1−δ [59].

At the same time, the magnetic structure of Fe-chalcogenides Fe_{1+x}Te with x ≤ 9% differs from that of Fe-pnictides and represents a commensurate bicollinear spin structure that is rotated by 45° [60] with respect to the AFM ordering vector of most Fe-pnictides (1/2 0 1/2), and exhibits incommensurate helical magnetic order which competes with commensurate antiferromagnetism for x ≥ 12% [61–63]. The end member of the Fe_{1+x}Te_{1−y}Se_y series is FeSe, which has no long-range magnetic order [64].

The feature of alkali-metal selenides A_{x}Fe_{2−y}Se_y (A = K, Rb, Cs, Tl) is the presence of a crystallographic √3 × √3 superstructure of Fe vacancies [65, 66] and the coexistence of two spatially separated phases: (i) the majority nonsuperconducting vacancy-ordered AFM phase with magnetic moments aligned along the c-axis; and (ii) the minority paramagnetic phase, which exhibits a superconducting response [67–69]. The detailed structure of the superconducting phase was studied by a variety of experimental methods such as: X-ray and neutron diffraction [70–72], photoemission [73, 74], nuclear magnetic resonance (NMR) [75, 76], and neutron spectroscopy [77, 78]. This phase has reportedly no vacancies in the FeSe layer and an alkali-metal deficient composition A_xFe_ySe_2, where the actual amount of dopant depends on the sample and experimental method and varies in the range of 0.3 ≤ x ≤ 0.6 [72, 76].

In iron-pnictide superconductors the static magnetic moment and T_N gradually decrease with electron doping [79]. Contrary to electron doping, hole doping does not separate the structural and magnetic phase transitions, the coexistence of superconductivity with the AFM phase is also present.

As follows from reported experimental and theoretical studies, the introduction of impurities or disorder gives us an instrument for studying of new magnetic states in FBS phase diagrams as well as the competition between magnetism and SC. Our article gives a short review of the investigations of impurity effects in FBS and their parent compounds. Such effects were intensively studied since conventional superconductors, but there has been no comprehensive review which would elucidate the influence of impurities on magnetic fluctuations in magnetic and superconducting iron arsenides and chalcogenides. The main purpose of this article is to describe the most recent results, to summarize the current understanding of how impurities affect the magnetic structure and spin excitations, as well as the rise and suppression of SC in FBS. Although we mainly focus on the results of neutron spectroscopy measurements, we will also cover important results of other scattering techniques.

2 The effect of nonmagnetic impurities Single NMI has a filled d shell and hence works as a scattering center, resulting in quasiparticle interference patterns (QPI). Any sort of impurity in a metal can be screened by the conduction electrons, which leads to Friedel oscillations of the charge and spin density around the defect. A useful technique to map out the variations in electron density near the Fermi level resulting from such oscillations is STS.

Recently, QPI on Cu impurities was studied in NaFe_0.97_{1-x}Co_xSe [39]. Authors considered that Cu plays the role of a weak magnetic impurity compared with the strong magnetic host ions Fe^{2+}. The local density of states around the Cu impurity exhibits a systematic evolution, which is well consistent with the coherence length. Therefore, Cu impurity is considered as a source of disorder leading to a decay of the in-gap quasiparticle states and consequently inducing Cooper-pair breaking in the strongly anisotropic s± pairing state.

Latest results in Ref. [83] demonstrated the local destruction of SC by the presence of nonmagnetic Zn impurities in the single-crystal nanobridges of Ba_{0.8}K_{0.2}Fe_2As_2 (BKFA), which were studied in the approach of a quasi-one-dimensional superconducting system. Authors observed phase-slip phenomena, revealed in transport measurements, and studied both in-plane and out-of-plane effects of Zn ions on superconductivity. In cuprates, Zn impurities can exclude on a local scale the supercurrent within an area of Π_{ab}, where Π_{ab} is the in-plane coherence length of the superconductor [84–86], and result in a two-dimensional (2D) “Swiss cheese”-like model of the supercurrent distribution. The same model was extended to the third dimension along the c-axis (stacks of 2D model separated by Ba/K barrier layer) in 6% Zn doped BKFA [83], which shows in contrast to previous results [87] that a small amount of Zn impurities leads to the inhibition of SC. Authors estimated the in-plane Π_{ab} = 2.05 nm and out-of-plane Π_{c} = 1.2 nm coherence lengths. The presence of impurities indicates the increase of anisotropy in comparison with previously reported Π_{ab} = 1.2 nm and Π_{c} = 0.45 nm results [88] for the similar compound Ba_{0.9}K_{0.1}Fe_2As_2 in the absence of Zn doping.

According to Anderson’s theorem [3], NMI can break SC pairing only for an anisotropic gap. In cuprates, atoms of Zn were usually substituted for Cu, where the presence of only a few percent of Zn^{2+} remarkably suppressed SC due to the presence of an anisotropic d-wave gap [89]. At the same time, early studies focused on Zn impurities in FBS reported contradictory results.
Figure 2 The dependence of $T_c$ suppression in Ba$_{0.5}$K$_{0.5}$Fe$_{2-x}$M$_x$As$_2$ by substitution of magnetic and nonmagnetic transition metals ($M$ = Mn, Ru, Co, Ni, Cu, and Zn). The solid markers represent $T_c$ obtained from resistivity measurements, whereas open markers show $T_c$ from magnetization. The superconductivity is suppressed much slower by Ru impurities than by Co, Zn, Ni, Cu, and Mn. Among these impurities, Mn is observed as having the strongest suppression effect. The negligible suppression effect from Ru in the present compound is consistent with the “1111” system [80, 94]. The stronger $T_c$ suppression effects from Mn, Co, Ni, Cu, and Zn are considered to be a result of localization rather than the pair-breaking effect in the s$_\pm$-wave model. Copyright by the American Physical Society. Reprinted from Ref. [81].

It was first reported that Zn doping in LaFeAsO$_{0.85}$ [90] and LaFeAsO$_{1-x}$F$_x$ [91] severely suppressed the superconducting phase. A comparable result was obtained in the following work on K$_{0.8}$Fe$_{2-x}$Zn$_x$Se$_2$, where the substitution of nonmagnetic Zn for Fe substantially increased magnetic susceptibility of the material and strongly suppressed $T_c$ [92]. In a further work [93], a more linear $T_c$ suppression was found for the Ba$_{0.5}$K$_{0.5}$Fe$_{2-x}$Zn$_x$As$_2$ superconductor, where the authors studied impurity effects of 3d-metal substitution by Mn, Co, Ni, Cu, and Zn. Results of this work are shown in Fig. 2. One can see that SC is maintained robustly upon Ru doping and is increasingly suppressed by Co, Zn, Ni, Cu, and Mn impurities. The negligible suppression effect from Ru in Fig. 2 is consistent with the “1111” system [80, 94].

The local effect of a single interstitial impurity on a superconductor with the s$_\pm$ pairing symmetry [82] is shown in Fig. 3. The spatial distribution of the self-consistent superconducting order parameter is given for the impurity potential. It is clear that a significant suppression of the SC pairing is locally present in the vicinity of the impurity site.

An experimental attempt to highlight the role of impurity scattering for the pair-breaking mechanism as compared to the influence of carrier doping, structural distortions, or chemical pressure has been undertaken by Kirshenbaum et al. [95]. The authors compare the rate of $T_c$ suppression induced by chemical substitution among numerous FBS with the ThCr$_2$Si$_2$ (“122”-type) crystal structure with the experimental transport scattering rate. They reveal a universal dependence indicative of a common pair-breaking mechanism (Fig. 4), letting them deduce an upper limit of 26 K for the maximum $T_c$ for all transition-metal-substituted “122” systems. On the other hand, they also note that the observed critical scattering rate is much weaker than expected for an s$_\pm$ multiband superconductor with strong interband scattering.

Recently, NMI effects on spin excitations were studied in Fe$_{0.98}$-zCu$_z$Te$_{0.5}$Se$_{0.5}$ by neutron-spectroscopy measurements [96] upon transition-metal substitution with weakly (non-)
magnetic Cu. With increasing Cu substitution, the system is driven towards an insulator and the low-energy spin excitations of the system are enhanced (Fig. 5, upper panels). Such results are unusual, as normally Cu doping suppresses spin waves, and can be explained by assuming that Cu inclusions introduce localization into the system and suppress the itinerancy.

In Fig. 5, we reproduce the momentum maps at a constant energy of 6 meV at 100 K (upper panel) and 300 K (bottom panel) for different doping levels (from left to right: $z = 0$, 0.02, and 0.1). One can see that for 100 K the spin excitations near (0.5 0.5) [(0.5 0) in the unfolded notation] become stronger with Cu doping, and there is no static magnetic order at (0.5 0) [(0.25 0.25) in the unfolded notation]. The scattering is incommensurate with the strongest scattering occurring at wave vectors displaced from (0.5 0.5). For each sample, as the temperature increases, the magnetic excitations become broader.

Further, Kim et al. compared the effects of transition-metal substitution by copper, which induces no superconductivity, to cobalt or nickel, which stabilize superconductivity, on the spin-fluctuation spectra of BaFe$_2$As$_2$ [97]. They studied samples with 2.8% Cu and 4.7% Co concentrations, well below the optimal doping level, and observed that their spin fluctuation spectra are indistinguishable within the accuracy of the experiment. At the same time, in the elastic channel, Co- and Ni-substituted samples displayed incommensurate spin-density-wave (SDW) order, whereas the magnetic phase for Cu-substituted samples remained commensurate. Hence, the substitutional impurity effects (in contrast to the simple rigid-band doping concept) were found to be of major importance for controlling both the static magnetism and superconductivity.

### 3 The effect of magnetic impurities

The formation of a magnetic moment due to the presence of non-magnetic arsenic vacancies in LaFeAsO was studied in Refs. [98, 99] by the analysis of the static susceptibility and nuclear spin-lattice relaxation rate $1/T_1$. An induced magnetic moment leads to the substantial enhancement of the paramagnetic susceptibility in both normal and superconducting states. Authors explained the origin of the moment formation by a strong enough $d - p$ hybridization between Fe 3$d$ and As 4$p$ orbitals. Arsenic defects remove the covalent bonds with 3$d$ orbitals from four adjacent Fe ions, which leads to the formation of a vacancy-iron complex that is schematically depicted in Fig. 6. It leads to the charge transfer from Fe ions to As vacancies, which results in the local enhancement of the effective charge around Fe ions and formation of localized states with inherent uncompensated magnetic moments around defects.

The effect of both magnetic (Mn, Co, Ni) and non-magnetic impurities (Ru, Cu, Zn) in BKFA was studied in Ref. [93]. One can see in Fig. 2 that there is no direct correspondence between the SC pair breaking and the magnetic properties of the dopant atom. The localized magnetic Mn inclusions cause the strongest $T_c$ suppression among all studied impurities, which in the most extreme case of La-1111 became known as the “poisoning effect” [100] that received a recent theoretical explanation in terms of a cooperative impurity behavior driven by Coulomb interactions [21].

Indeed, magnetic Cr and Mn impurities substituted for Fe in “122”-type parent compounds represent unusual exceptions among other transition-metal dopants. First of all, they suppress the static AFM order without inducing SC [101–104], as seen in the phase diagram shown in Fig. 7. Recent NMR measurements [105] indicated that this distinct
behavior results from the localization of additional Mn holes, which prevents the change in the electron count within the conduction band, in contrast to Co or Ni dopants, but instead stabilizes local magnetic moments on the Mn sites. It was then found that these localized moments lead to the formation of unusual $(\pi, \pi)$ fluctuations in the excitation spectrum (Fig. 8), which were first explained by the formation of checkerboard-AFM nanoregions stabilized by Mn impurities [25].

The phase diagram for Ba(Fe$_{0.88}$Mn$_{0.12}$)$_2$As$_2$ (BFMA), reproduced from Ref. [101] in Fig. 7, summarizes the results of muon-spin relaxation ($\mu$SR), resistivity, and neutron diffraction measurements [101–103]. It shows the temperature evolution of the AFM, cluster-glass (CG) [106–109], and spin-glass (SG) phases [110, 111]. At intermediate temperatures, BFMA is characterized by the Griffiths regime of multiple coexisting phases, which is only present for Mn impurity concentration above 10%. The formation of the CG phase is characterized by the presence of long-range AFM correlations between static magnetic clusters and defined by $T_{CG} \approx 210$ K (the diamond symbol in the diagram) that is much higher than the ordering temperature of the undoped parent compound.

An INS study of Ba(Fe$_{1-x}$Mn$_x$)$_2$As$_2$ ($x = 7.5\%$) in Ref. [25] has demonstrated the presence of the second branch of diffuse short-range spin fluctuations near the $(\pi, \pi)$ wave vector, in contrast to other FBS, where magnetic fluctuations are limited to $(\pi, 0)$ and $(0, \pi)$ nesting vectors. These fluctuations were interpreted as quasielastic, originating from checkerboard AFM fluctuations in the vicinity of Mn local moments. Both magnetic branches are illustrated in panels (a, b) in Fig. 8. Panel (a) shows a constant-energy map of INS intensity obtained by integrating the time-of-flight (TOF) data within the energy window 5–15 meV. The data clearly show the presence of diffuse intensity around the $(\pi, \pi)$ wave vector marked as $Q_{\text{N\acute{e}el}}$. Panel (b) shows the magnetic spectrum along the dashed line in panel (a). At low energies, the TOF data are limited by 5 meV, and hence leave an open question about the presence of a low-energy spin gap. Further, due to the coupling between the energy and $L$ component of momentum in this experimental geometry, the data in panel (b) do not reflect the actual energy dependence of the scattering function. On the other hand, triple-axis data from Ref. [25] demonstrate finite magnetic intensity at 3 meV with a strong $L$ dependence, which can only be reconciled with a very small or partially developed spin gap.

To get a clearer picture of the peculiar $(\pi, \pi)$ excitations that are uncommon among other iron pnictides, we performed follow-up INS measurements on a similar sample with 12% Mn doping, the same that we investigated previously in Ref. [101]. Our INS experiments were carried out at the thermal-neutron triple-axis spectrometer (TAS) PUMA at FRM-II (MLZ, Garching) [112] and the cold-neutron multi-axis crystal spectrometer (MACS) at NIST (Gaithersburg, MD) [113]. We used an assembly of coaligned Ba(Fe$_{0.88}$Mn$_{0.12}$)$_2$As$_2$ single crystals with a total mass of $\sim 1$ g, which were grown from self-flux in zirconia crucibles sealed in quartz ampoules under argon atmosphere, as described elsewhere [114]. The lattice parameters of our sample, as measured at MACS during the sample alignment at the base temperature of 1.6 K, were $a/\sqrt{2} = b/\sqrt{2} \approx 2.807$ Å and $c/2 \approx 6.481$ Å.

For measurements at the MACS spectrometer, the neutron final energy was fixed at $E_f = 5$ meV or $k_f = 1.55$ Å$^{-1}$.
and (0 0 1) directions in the scattering plane. For PUMA measurements, the top panels show raw unprocessed intensity. Bottom panels present background-subtracted intensity. Low-energy data at the bottom of panel (a) reveal the partial spin gap of ~4 meV. Error bars represent one standard deviation.

The sample was mounted into a standard cryostat with (1 1 0) and (0 0 1) directions in the scattering plane. For PUMA measurements, the sample was aligned in the (HKH) scattering plane using the (1 0 1) and (0 1 0) Bragg reflections, and the incident neutron wave vector was fixed at $k_i = 2.662$ or 3.84 Å$^{-1}$ (14.68 and 30.55 meV, respectively). To avoid higher-order neutron contamination, we used a cold beryllium filter for MACS and two pyrolytic graphite filters for PUMA. The sample environment consisted of a closed-cycle cryostat at PUMA and an orange-type cryostat at MACS.

We first present the energy dependence of INS intensity measured at PUMA. In Fig. 9 (top panels), we show the raw data and background at $T = 4.5$ K and $T = 300$ K for two different values of $k_i$. The energy dependence of the scattering function, $S(Q, \omega)$, which we obtained by background subtraction, is shown in the lower panels for both low (4 K) and high (300 K) temperatures. Data from the MACS spectrometer are added to the plot as blue triangles at the bottom of panel (a). These data conform with results from PUMA spectrometer and follow the overall energy dependence, which is shown by the dashed line. Results from both spectrometers reveal the partial energy gap with a midpoint around 4 meV and an onset below 7 meV (hatched region). Despite the presence of this partial gap, finite magnetic intensity persists down to the lowest measurable energies, which is qualitatively consistent with the observation of an $L$-dependent signal at 3 meV in Ref. [25]. The magnitude of this gap is approximately twice smaller as compared to the anisotropy gap measured on the same sample for the conventional $(\pi, 0)$ branch of magnetic excitations [101]. The presence of the gap clearly demonstrates that the diffuse $(\pi, \pi)$ excitations at 12\% Mn concentration are no longer quasielastic, but represent another spin-wave-like collective mode of short-range dynamic fluctuations. It could originate from the static magnetic clusters surrounding the Mn ions [101], which start forming long-range AFM correlations below $T_{C_{CG}}$ while filling only a fraction of the sample volume, whereas the rest of the sample exhibits the conventional $(\pi, 0)$ magnetic correlations.

Low-temperature scans along the $(0.5 \ 0.5 \ 0.5)$ direction, crossing both branches of magnetic excitations at several representative energies between 3 and 15 meV, are shown in Fig. 10. One can see the broadening of the signal at 3 meV within the spin-gap region, yet the interpretation of this effect is not straightforward because of the possible contamination of the magnetic signal by acoustic phonons in the vicinity of the structural Bragg peak. The centers of all peaks are slightly shifted from their expected positions, which could be explained by resolution effects or a slight misalignment of the crystal mosaic during the measurement.

As the next step, we reveal the true out-of-plane momentum and energy dependence of the excitation spectrum along the $(0.5 \ 0.5 \ L)$ direction. In the data obtained with the MACS spectrometer, unlike in the TOF data, the energy transfer was not coupled to the out-of-plane component of the momentum $L$.

These measurements were done by collecting a series of constant-energy maps in the (HHL) scattering plane as shown in Fig. 11. They demonstrate the presence of magnetic modes at the equivalent $(0.5 \ 0.5 \ 0.3)$ and $(0.5 \ 0.5 \ 0.5)$ wave vectors with a sharp $L$-dependence, which clearly indicates the three-dimensional character of these $(\pi, \pi)$ spin fluctuations. Furthermore, one can see a minimum of intensity around 4 meV within the partial spin gap. At even lower energies ($\leq$3 meV), the magnetic signal is contaminated presumably by an acoustic phonon mode. The same data were
...such as Ba(Fe1−x,Co)xAs2. At zero doping, their common BaFe2As2 parent compound exhibits a magnetic and tetragonal-to-orthorhombic transition, which is usually separated from the magnetic phase transition at Tc and occurs at a slightly higher temperature, Tp, as a result of an electron-nematic instability. By doping the sample, one can effectively change these representative temperatures. At the same time, it remains a question of debate whether the impurity-induced electron scattering or doping-induced changes in the electronic structure (and, consequently, Fermi-surface nesting properties) is the main underlying reason for the experimentally observed phase diagram.

4 Impurity effects of dopants

Charge dopants introduced as substitutional impurities in iron pnictides usually lead to the suppression of static magnetic order and emergence of the superconducting phase. Typical FBS families, such as Ba(Fe1−x,M)xAs2 (M = Ni, Co, etc.), exhibit a tetragonal-to-orthorhombic transition, which is usually separated from the magnetic phase transition at Tc and occurs at a slightly higher temperature, Tp, as a result of an electron-nematic instability. By doping the sample, one can effectively change these representative temperatures. At the same time, it remains a question of debate whether the impurity-induced electron scattering or doping-induced changes in the electronic structure (and, consequently, Fermi-surface nesting properties) is the main underlying reason for the experimentally observed phase diagram.

Figure 12 Magnetic excitation spectra along the (11L) direction in reciprocal space, where unlike in the TOF data [25], the energy transfer is not coupled to the out-of-plane momentum component L. (a) Color map of the total INS intensity compiled from multiple momentum scans for different energies such as those shown in panel (b). (b) Out-of-plane dependence of the inelastic scattering signal for several representative energies, obtained by integrating the data in Fig. 11 around H = π direction. The curves are spaced by 10 counts for clarity. Error bars represent one standard deviation of the count rate. (c) Color map of the background-subtracted INS intensity. Both panels (a) and (b) show the partial spin gap, which opens around 8 meV, and an additional contamination from an acoustic phonon branch at low energies.

4.1 Hole and electron doping

The evolution of structural and magnetic phase transitions for the typical “122”-type compound, such as BaFe2As2, upon electron and hole doping is depicted in Fig. 14. The left panel (a) shows hole doping of Ba1−x,KxFe2As2 from neutron powder diffraction experiments [119]. The right panel (b) illustrates X-ray and neutron diffraction measurements on the electron-doped Ba(Fe1−x,Co)xAs2. At zero doping, their common BaFe2As2 parent compound exhibits a magnetic and tetragonal-to-orthorhombic structural transitions, which occur almost at the same temperature of ~138 K. Upon electron doping with Co, shown in Fig. 14 (b), structural and magnetic transitions become gradually separated. The coexistence of superconductivity and magnetism is shown as the shaded area in the
underdoped regime at both phase diagrams. In contrast to hole doping, for optimal electron doping the system enters the reentrant tetragonal phase.

In the presence of charge doping, the spectrum of spin dynamics changes. In moderately electron-doped “122” systems, this change represents a reduction and smearing of the anisotropy gap [122] concomitant with the reduction of dimensionality of anisotropic spin excitations [125]. The signal broadens and becomes more diffusive [122]. With higher electron doping, the local gap anisotropy develops into a spin-glass phase with a smeared Néel transition [126].

One can observe the evolution of spin excitations in the \((H K)\) plane at different energies as a function of the electron doping for \(BaFe_{2-x}Ni_xAs_2\) that is shown in Fig. 13. In the underdoped compound \(BaFe_2As_2\), due to the presence of a spin gap below \(\sim 15\) meV, the signal at the conventional ordering vector \((\pm 0.5, 0)\) and its twin \((0, \pm 0.5)\) around \(E = 9\) meV has low intensity [denoted as \((\pm 1, 0)\) and \((0, \pm 1)\) in Fig. 13 (a)]. For optimally electron-doped \(x = 0.096\), the spin gap is suppressed, which leads to the enhancement of low-energy spin excitations (Fig. 13f). For the electron-overdoped range \(x = 0.15\) and \(x = 0.18\), low-energy spin fluctuations become weaker and more elongated (Fig. 13k,p). For a nonsuperconducting \(x = 0.3\) sample [117], the spin excitation spectrum up to \(\sim 20\) meV (Fig. 13u–v) is completely suppressed, which can be explained by the presence of a large spin gap. At the same time, high-energy spin excitations remain mostly unchanged upon electron doping [115–118].

Figure 13 Constant-energy maps of electron-doped \(BaFe_{2-x}Ni_xAs_2\) in the \((H K)\) plane. Panels (a–e) illustrate spin excitations for the undoped compound \(BaFe_2As_2\) [115], panels (f–j) for \(x = 0.096\), panels (k–o) for \(x = 0.15\), panels (p–t) for \(x = 0.18\) [116], and panels (u–y) for the nonsuperconducting \(x = 0.3\) sample [117]. Reproduced from Ref. [118]. Copyright by the American Physical Society.
Figure 14 The structural and the magnetic phase diagrams of electron- and hole-doped BaFe$_2$As$_2$. Panel (a) illustrates the structural and magnetic phase transitions for hole-doped Ba$_{1-x}$K$_x$Fe$_2$As$_2$, obtained from neutron powder diffraction experiments [119]. Panel (b) summarizes electron doping of Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$, determined from X-ray and neutron diffraction experiments [120]. Copyright by the American Physical Society.

The evolution of spin excitations at different energies for the nonsuperconducting sample Fe$_{1+y}$Te$_{0.73}$Se$_{0.27}$ and superconducting Fe$_{1+y}$Te$_{0.51}$Se$_{0.49}$ is represented in Fig. 15 (left and right columns, respectively) [127]. The low-energy excitations of the nonsuperconducting sample [panels (a) and (b) in Fig. 15] are centered at the transversely incommensurate positions near $(\pm 0.5, \pm 0.5)$ [or $(\pm 0.5, 0)/(0, \pm 0.5)$ in the unfolded notation]. At higher energies, spin excitations become fourfold symmetric and centered around $(\pm 0.5, 0)$ and $(0, \pm 0.5)$ in the unfolded notation, see panels (c) and (d)]. On the other hand, for the superconducting compound the low-energy excitations are characterized by elongated spin excitations around $(\pm 0.5, \pm 0.5)$ [panels (e) and (f)]. The high-energy spectrum [panels (g) and (h)] shows no significant differences as compared to the nonsuperconducting sample [panels (c) and (d)]. One can therefore conclude that charge doping affects only the low-energy part of the spectrum.

4.2 Vacancies, defects, and isovalent substitution

Isovalent substitution, such as replacing As with P [128] or Fe with Ru [103] in BaFe$_2$As$_2$, offers other interesting examples of impurity effects. The peculiarity of the phase diagram of BaFe$_2$As$_2$ is the presence of a magnetic quantum critical point, which was proven by transport and London penetration depth measurements [129]. At the same time, more recent NMR, X-ray and neutron diffraction measurements in Ref. [130] report that structural and magnetic transitions vanish like in the electron-doped iron pnictides with an avoided quantum critical point.

The role of vacancies can be reviewed by the example of LiFeAs, a superconductor without any static magnetic order [51], where Li deficiency in Li$_{1-x}$FeAs suppresses superconductivity [121, 131, 132]. Early ARPES measurements reveal poor Fermi surface nesting between the $\Gamma$ and $M$ points [133]. This is considered to be the main reason for the absence of magnetic ordering. Further, INS measurements performed on both superconducting LiFeAs compound and nonsuperconducting sample with Li vacancies revealed transversely incommensurate spin excitations, arising from the quasiparticle excitations between mismatched hole and electron Fermi surfaces [121, 131, 132]. In Fig. 16, we show constant-energy maps of spin excitations in the $(HK)$ plane of nonsuperconducting Fe$_{1+y}$Te$_{0.73}$Se$_{0.27}$ and superconducting Fe$_{1+y}$Te$_{0.51}$Se$_{0.49}$ at different representative energies. Reproduced from Ref. [127]. Copyright by the Macmillan Publishers Ltd.

Figure 15 Constant-energy maps of spin excitations in the $(HK)$ plane of nonsuperconducting Fe$_{1+y}$Te$_{0.73}$Se$_{0.27}$ and superconducting Fe$_{1+y}$Te$_{0.51}$Se$_{0.49}$ at different representative energies. Reproduced from Ref. [127]. Copyright by the Macmillan Publishers Ltd.
Another interesting example of isovalent doping is CeFeAs$_{1-x}$P$_x$O, where arsenic is substituted by phosphorus. In this system, static AFM order can be suppressed without superconductivity [134]. Authors performed detailed neutron diffraction studies on the powder samples and revealed the presence of a magnetic quantum critical point. Further transport and susceptibility measurements [123] revealed that superconductivity does not appear in the entire phase diagram. Such peculiarity can possibly arise due to heavy-fermion properties of Ce 4f electrons. The resulting phase diagram is reproduced in Fig. 18.

### 4.3 Codoping

Simple chemical substitution leads to a number of different effects such as charge doping, impurity scattering, or chemical pressure, which are difficult to separate. To decouple the charge doping from other impurity effects, some iron pnictides were codoped with different concentrations of two elements to preserve the constant charge carrier density while varying the impurity concentration. One of the most studied compounds in this field is Ba-122 codoped with Co and K [124]. This work demonstrated the presence of superconductivity up to $T_c = 15.5$ K, which can be evoked...
even in the charge-compensated regime in coexistence with static AFM order. These results are shown in Figs. 19 and 20, which summarize the dependence of $T_c$ on dopant concentrations and the suppression of magnetic order along the line of charge compensation.

Another example of codoping is the introduction of magnetic Ni into iron chalcogenides with the statistical mixture of Se and Te, resulting in local disorder, which was studied in Ref. [136]. Based on INS measurements, the authors observed an incommensurability of low-energy spin excitations in Fe$_{0.96}$Ni$_{0.04}$Te$_{0.5}$Se$_{0.5}$. These results are illustrated in Fig. 21, where we show the momentum dependence of the magnetic scattering function $S(Q, \omega)$ for several representative energies. INS data obtained at different temperatures are depicted in red, blue, and green datasets, respectively. As one can clearly see, at low energies [panels (a)–(c)] a single commensurate peak below $T_c$ transforms into a pair of well-resolved incommensurate peaks around 100 K. For higher energies in panels (d)–(f), the splitting of two peaks is only partially reduced with temperature, but the overall trend persists.

The codoping of La-1111 with fluorine and phosphorus [135] reveals a peculiar phase diagram of LaFe(As$_{1-x}$P$_x$)O$_{1-y}$F$_{y}$, reproduced in Fig. 22. A new AFM phase was reported for zero fluorine concentration and the phosphorus doping range $0.4 \leq x \leq 0.7$, where two superconducting domes are separated by an AFM region with a maximum at $T_N = 35$ K [137]. Upon fluorine doping, this AFM phase is suppressed, and the two superconducting domes merge into a single one with two maxima of $T_c$ as a function of the As content. Such a trend suggests the presence of an unusual AFM quantum critical point at low fluorine concentration $0 < y_0 < 0.05$ and a certain phosphorus concentration $x_0$, where any change of $x$ with respect to $x_0$ will lead to the increase of $T_c$. 

---

**Figure 19** Phase diagram of Ba$_{1-x}$K$_x$(Fe$_{1-y}$Co$_y$)$_2$As vs. two dopant concentrations. Blue color represents the nonsuperconducting ground state and superconductivity is shown from yellow ($T_c = 10$ K) to dark red ($T_c = 40$ K). Dashed line denotes the border for the existence of the orthorhombic phase. Reproduced from Ref. [124]. Copyright by the American Physical Society.

**Figure 20** Phase diagram of charge-compensated Ba$_{1-x}$K$_x$(Fe$_{1-y}$Co$_y$)$_2$As$_2$ along the $x/2 \approx y$ diagonal, illustrating the coexistence of the AFM state with superconductivity. Reproduced from Ref. [124]. Copyright by the American Physical Society.

**Figure 21** Wave vector dependence of the magnetic scattering intensity in Fe$_{0.96}$Ni$_{0.04}$Te$_{0.5}$Se$_{0.5}$ along the transverse direction near (0.5, 0.5) [equivalent to (0.5, 0) in the unfolded notation] at different temperatures: 2.8 K (red circles), 15 K (blue squares) and 100 K (green triangles). Panels (a)–(f) illustrate different representative energies. Solid lines are guides to the eyes. Reproduced from Ref. [136]. Copyright by the American Physical Society.
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