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\section*{Abstract}
The task of following-the-leader is implemented using a hierarchical Deep Neural Network (DNN) end-to-end driving model to match the direction and speed of a target pedestrian. The model uses a classifier DNN to determine if the pedestrian is within the field of view of the camera sensor. If the pedestrian is present, the image stream from the camera is fed to a regression DNN which simultaneously adjusts the autonomous vehicle’s steering and throttle to keep cadence with the pedestrian. If the pedestrian is not visible, the vehicle uses a straightforward exploratory search strategy to reacquire the tracking objective. The classifier and regression DNNs incorporate grouped convolutions to boost model performance as well as to significantly reduce parameter count and compute latency. The models are trained on the Intelligence Processing Unit (IPU) to leverage its fine-grain compute capabilities in order to minimize time-to-train. The results indicate very robust tracking behavior on the part of the autonomous vehicle in terms of its steering and throttle profiles, which required minimal data collection to produce. The throughput in terms of processing training samples has been boosted by the use of the IPU in conjunction with grouped convolutions by a factor $\sim 3.5$ for training of the classifier and a factor of $\sim 7$ for the regression network. A recording of the vehicle tracking a pedestrian has been produced and is available on the web.

\section{Introduction}
Autonomous vehicles (AV) and general autonomous systems (AS) are being tasked in an ever increasing number of applications and within ever more diverse environments. From deep sea exploration to delivering meals in highly congested urban centers \cite{1,2}, they are performing their duties in a number of highly complex eco-systems. These tasks not only require novel capabilities in terms of physical manipulation of the immediate surroundings, but also new control paradigms that permit for rigorous, repeatable, and flexible behavior on the part of the AS/AV.

The tasks of following-the-leader and platooning is a recurring objective in a variety of these applications, and though of a seemingly mundane nature, it is relatively complex for a computational framework to perform. Various approaches have been documented in the literature. Earlier efforts focused on creating robust kinematic models that require only minimal information from target objects, such as in Klancár et al \cite{3}, where a Euler integrable system of equations is fed the relative distance and angular trajectory of the target to force adherence to a tracking path. In Baarth et al \cite{4}, a state-space kinematic model is presented that uses a Kinect\textsuperscript{®} sensor to determine distance to the target object and adjust velocity and trajectory to maintain a one meter distance while following. The common theme across much of this body of work is to minimize the complexity of the input signal while maximizing the responsiveness of the tracking vehicle by creating detailed mathematical representations that allow for greatest flexibility in kinematic response. The approach taken here is to
leverage the representation capabilities of DNNs and use a raw image feed as input and allow for robust kinematic behavior to be learned by the network implicitly.

The focus of the current effort is in training an AV to follow a pedestrian. The specific driver here is the concept of a technician working on an assembly line that requires either a heavy tool or large part to be carried from one location of the factory floor to a destination not known a priori. The approach taken is to build on the authors prior work [5] and train a hierarchical deep learning framework to handle the task. In the hierarchical framework, two distinct networks work in unison: an entry DNN is a classifier model which determine if the target pedestrian is within the field of view and if so, feeds the camera data to a subservient regression DNN which adjusts the vehicles steering and throttle to maintain cadence with pedestrian. If the target pedestrian is not detected, then an exploratory strategy is used to re-acquire them. Using two distinct network to subdivide the task allows for more shallow network typologies which lowers the computational load on the embedded compute platform, reduces the amount of data required for training, and helps build a modular system that permits for functionality upgrades.

In terms of the networks developed for this work, in order to reduce both time-to-train and inference latency on the AV platform, grouped convolutions, [6, 7], have been introduced into both network structures. All models developed for the work were trained on the IPU to leverage its fine-grain compute capabilities. This novel graph processor has demonstrated significant differentiation in terms of speed-up when training grouped convolutions since these generally consist of dispersed node connectivity and so benefit from the IPU’s Multiple Instruction, Multiple Data (MIMD) compute platform [8].

The outline of the paper is as follows. The hierarchical DNN framework is introduced, discussing the primary functional characteristics of how the scaled AV performs its objective. The two DNNs that are integral to the framework are then presented, followed by a conceptual review of grouped convolutions. The scaled AV platform is then presented, along with how the training set was generated. The recipes by which the models were trained and deployed to the scaled AV’s compute platform is then discussed. Quantified results for both the MCN and RN are presented, which is followed by a conclusion section.

2 Hierarchical Framework

The hierarchical framework for end-to-end control of the AV platform is documented in Figure[1] The entry into the network is a six-channel image acquired by concatenation of the stereo-vision camera feed which is classified by the Master Classifier Network (MCN) as containing the target pedestrian or not. If it determines that the pedestrian is within the field of view, it feeds the Regression Network (RN) which in turn runs inference on the image to produce a steering angle and throttle value that will allow it to maintain cadence with the pedestrian.

If the target pedestrian is not within the field of view, then an exploratory search strategy is initiated which pivots around the inference capabilities of the RN. The RN graph will be described in detail shortly, but pertinent to the strategy is that an LSTM layer is incorporated close to the top of the model to give the network state memory. If a target pedestrian walks laterally out of the field of view, the model will infer a steering value to re-acquire them. If the pedestrian is not recovered within ~10 frames of their departure, (training an LSTM for larger sequence lengths tends to create instability in its response profile), the RN will not be able to re-acquire without external prompting. This external prompting will come from a control loop that monitors the steering signal: if the steering signal produced from the RN is above a minimal threshold, the MCN defers to the RN’s inference output and the pedestrian is re-acquired by continuous regression inference. If the RN steering value drops below a certain threshold, (indicative of the network having no certainty in which direction to turn), the control loop will use the last steering direction to force the AV into a continuous circular lap to sweep for the pedestrian. If after 10 seconds of sweep search the pedestrian is still not re-acquired, then the vehicle performs an emergency stop. When the MCN determines that the pedestrian is re-acquired, it feeds the RN camera video feed and regression inference once again determines the tracking path of the AV.
2.1 Classifier Model

The MCN has a relatively straightforward but pivotal task since it serves as the entry gateway to the hierarchical framework. As such, a significant amount of experimentation went in designing the robust architecture presented in Figure 1.

The architecture begins with a sequence of two convolutional/max-pooling blocks, which expand the input tensor’s channels from 6 channels to 64. After the second convolution block, a grouped convolution block is inserted with a cardinality of 4, kernel size 3 and no channel expansion. (A conceptual review of grouped convolutions is given shortly.) The grouped convolution is itself followed by a pooling layer, which feeds a sequence of two dense layers that then submit their output to a softmax layer. Binary cross-entropy could have been used as the loss function here, but experimentation with tracking other objects besides pedestrians used the same framework so conventional cross-entropy was used for training.

It is noted that batch normalization [9] was used at various stages in the network development process, but due most likely to the relatively shallow nature of the networks, no significant improvement in model performance resulted from its use despite a slight increase in compute latency, so it was not included in the final MCN or RN architectures.
2.2 Regression Model

The RN consists of certain common elements with the MCN, with the entry of the network consisting of a sequence of convolutional blocks, (in this case 3), feeding into a grouped convolution. An LSTM layer is inserted post grouped convolution to build in state memory for the network. Using 60 hidden nodes and a sequence of 5 frames, the LSTM’s primary role is to correct for sudden lateral movements of the target pedestrian, allowing for quick recovery of the AV in the appropriate direction if the pedestrian were to suddenly depart from the field of view. An additive $L_2$ cost function is applied across the steering and throttle node outputs of the dense layer that sits at the top of the network.
2.3 Grouped Convolutions

Despite the MCN and RN performing distinct roles in the hierarchical framework, both network architectures have benefited from the introduction of grouped convolutions. As Xie et al [7] point out, one of the first most widely circulated introductions to grouped convolutions resulted out of computational necessity, since the authors of AlexNet [6] were striving to train an image classifier across two GPUs and in so doing wanted to share certain convolutional layers’ workloads across devices. It was not until some years later that Xie et al proposed that grouped convolutions should be revisited as a means to directly boost the representational capabilities of convolutions, and in so doing produced the highly versatile and accurate ResNeXt model. The impact of this novel layer are even now being explored in NLP applications, where Iandola et al [10] are demonstrating the significant computational savings they provide being introduced into the transformer block model. There are a few versions of grouped convolutions introduced in the literature, but what was implemented here is the non-channel expanding variety which is conceptually rendered in Figure 4.

A given input tensor of arbitrary channel width \( P \) is segregated into distinct groups consisting of \( \left(\frac{P}{n_{\text{groups}}} \right) \) channels. To each of these groups, a separate set of convolutional kernels are applied. These grouped convolutions produce output feature maps that maintain the channel width dimension and feed their output feature maps to a concatenation across all groups, producing a final tensor of the...
same channel width as the input tensor. Let’s consider the discrete, two-dimensional cross-correlation operator at the heart of convolutional layers,

\[ f[x, y] = \mathcal{I} * \mathcal{K} = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \mathcal{I}[x + m, y + n] \mathcal{K}[m, n] \]

(1)

where \( \mathcal{I} \) and \( \mathcal{K} \) are the input tensor and filter kernel respectively. If we consider this application across an input tensor of \( P \) channels, a single element of the output feature map \( z \) would result from

\[ o[x, y, \text{channel } z] = \sum_{p=1}^{P} \left[ \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \mathcal{I}[x + m, y + n] \mathcal{K}[m, n] \right]_p \]

(2)

If now the input channel dimension is divided into \( G \) groups, an element of the output feature map becomes

\[ o[x, y, \text{channel } z] = \sum_{p=1}^{P} \left[ \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \mathcal{I}[x + m, y + n] \mathcal{K}[m, n] \right]_p \]

(3)

Finally, if one concatenates the output feature maps across all groups, (as done in Figure 4),

\[ O = O_{\text{group } 1} \bigoplus O_{\text{group } 2} \bigoplus \ldots \bigoplus O_{\text{group } G} \]

(4)

then in effect one is reducing the compute required by the predefined number of groups. As Iandola et al. [10] adeptly point out, the ultimate effect is to reduce the flop count per convolution by \( G \).

Table 1 summarizes the impact of introducing grouped convolutions into the MCN and RN architectures by replacing the grouped convolution layers with conventional convolutions and then comparing the trainable variable counts and the floating point operations.

The open question is why does segregating the channels of the input tensor actually improve representation? This is much more difficult to ascertain. Xie et al document their experiments with ResNeXt, correlating greater classification performance of their model with cardinality, i.e. number of distinct
Table 1: Comparing Grouped Convolutions with Conventional Convolutions

|          | w Standard Convs | w Grouped Convs | % Reduction |
|----------|------------------|-----------------|-------------|
| RN       | 2.23M            | 1.79M           | 19.84       |
|          | 3.95B            | 3.66B           | 7.36        |
| MCN      | 5.20K            | 4.93K           | 5.31        |
|          | 200M             | 186M            | 7.06        |

* Networks are run in inference state using Tensorflow metric tools.

2.4 Comparing Training Performance to Graphical Processing Units

Prior to this phase of work, the models ported to the scaled AV were exclusively trained on Graphical Processing Units (GPUs), and so a basic performance comparison in terms of training was made with the final versions of the trained networks on both the IPU and GPU. It is noted that the results presented in Table 2 were done using the same batch-sizes and hyper-parameter configurations so as to produce a direct comparison. At the time this work was conducted, the team involved at Ford Research used NVIDIA's Titan X cards with the Maxwell chip set for this particular research task, and therefore that platform was used in comparing performance throughput to that of the IPU Mark 1. Newer architectures for both the GPU and IPU platforms are now currently available and future work will be done to compare performance metrics on the upgraded chip sets. Larger batch sizes would have boosted GPU performance, but the objective was to compare based on how the models were actually trained for deployment given that larger batch sizes tended to have less stable loss profiles for the given optimizer selected, which in this case was SGD. The results presented here were averaged over 10 epochs of training on actual data. To fully utilize the IPU’s C2 card, models were run with a replication factor of two; i.e. the model was deployed to both IPUs of the same card and run in a data parallel fashion.

Table 2: Training Throughput Comparison

| Model | Batch Size | Throughput on IPU (images/sec) | Throughput on GPU (images/sec) | × Speed-up |
|-------|------------|--------------------------------|--------------------------------|------------|
| MCN   | 8          | 5148                           | 1360                           | 3.78       |
| RN    | 1          | 2914                           | 413                            | 7.05       |

3 Creating a Training Set

The scaled AV platform facilitates the process of creating training data for a variety of tasks. When remotely controlled by a human operator, the AV logs video feed from the stereo camera in addition to input from the operator in terms of steering and throttle control. These controls are logged as PWM signals, which an RC transmitter sends to the micro-controller that manages the steering servo and the ESC of the motor. It is noted that both steering and throttle signals are normalized and scaled to have range of $-100$ to $100$ in the case of steering and $0$ to $100$ in the case of throttle. For each frame, the steering commands and throttle adjustments made by the driver are logged concurrently, so that a network can then be trained based on the image frame data to replicate the steering and throttle responses of the human driver. The HDF5 format is to used to keep all distinct frame data sequentially logged.
Building on this capability, the strategy to train the hierarchical framework is follows. A pedestrian stands at four distinct locations of a circle: imagining a clock face, the pedestrian starts from 12 o’clock, 3 o’clock, 6 o’clock and 9 o’clock. The scaled AV platform records a fixed set of frames of the pedestrian standing in front of the camera at these locations, and then a fixed number of frames of no pedestrian in the camera’s field of view. This data is appropriately labeled and used to train the classifier network. A subset set of frames, ∼10%, are set aside as a test set. The pedestrian then steps within the field of view of the camera and starting from the four distinct locations completes a circular lap while a driver remotely controls the AV. Four laps are recorded in the clockwise and counter-clockwise direction, with two additional laps set aside as a test set.

Two distinct pedestrians were used to create the data, so a total of 8 laps in each direction (16 laps total) are used for final training. The training data for both pedestrians is mixed for the MCN as well as the RN, and performance is quantified based solely on performance of inference on the test data set.

### 3.1 The Scaled AV Platform

The scaled AV platform used for the work is described in detail in [5]. One notable improvement since that work is an upgrade to the battery pack from lead-acid to a 12 cell “M” size LiFePO4 battery, which significantly increased the operational time of the AV to about 3 to 4 hours. The new battery pack is shown in Figure 5.

![Figure 5: Scaled-vehicle platform consisting of 1/6th scaled platform with Zed stereo-camera, Arduino Mega 2560 micro-controller, NUC running Ubuntu 16.04, 12 cell LiFePO4 battery pack and wireless transmitter to record steering input from driver.](image)

Of specific note here is that the scaled AV’s camera is a Stereolab’s® stereo-vision camera, and so camera sensor feed consists of two RGB image frames which are concatenated to create a six-channel input image for each network.

### 4 Training

The MCN and RN architectures were defined and trained in Tensorflow/Keras using the IPU. The MCN required binary labeling to recognize when a pedestrian was present in the field of view, while the RN required steering and throttle values with each frame to learn the appropriate vehicle response. The MCN used shuffled image frames from 16 log files, each labeled in terms of depicting a pedestrian or not, and stochastic gradient with a static learning rate was applied to a cross-entropy loss. The RN required a sequence of 5 image frames to train the LSTM, and used shuffled data sequences from 18 distinct log files. An additive $L_2$ loss was used across the RN’s steering and throttle output nodes. A summary of the training schedule is given in Table 5.
Table 3: Training Schedule for the MCN and RN

| Model | Base Log Files | Training Data Frames | Loss/Optimizer | Epochs |
|-------|----------------|----------------------|----------------|--------|
| RN    | 18             | 31,440               | Additive $L_2$ w. SGD | 500    |
| MCN   | 16             | 13,639               | Cross-entropy w. SGD | 100    |

5 Results

Results are presented in two distinct sets of quantification: the accuracy of the MCN as a classifier and the accuracy of the RN as a regression model for steering and inference given that these are the primary indicators of how the hierarchical framework will operate overall.

5.1 MCN Classifier Performance

The MCN can be trained to a very high degree of accuracy and the confusion matrix resulting on the test data set is presented in Figure 6. The inference classification were normalized for precision.

![Figure 6: MCN confusion matrix normalized based on precision](image)

5.2 RN Regression Performance

The performance of the RN are quantified by two test laps in each direction for both pedestrian subjects and are presented in Figure 7. It is noted that although the trajectory of the test laps are similar to the training set, there is significant variation between each lap that is logged since it relies on manual driving input from the driver in terms of throttle and steering; i.e. the ground truth has some variability. Thus the resulting steering and throttle mean squared-error (MSE) values are not a completely concrete metric, but based on extensive experimentation, MSE on the order of 20\% and below indicate successful regression performance. It is noted that a moving average of 10 frames was used to modulate the throttle output during real-time inference in live drive tests to minimize jolting behavior of the scaled-vehicle due to sudden throttle value changes. The moving average is computed as

$$throttle_{t+1} = \frac{\sum_{n=t-N}^{t} throttle_n}{N}$$  \hspace{1cm} (5)

where $N = 10$ and the throttle value at time step $t + 1$ is the average value of the previous $t - N$ time steps. The delay associated with this moving average of 10 frames had no visible impact on the overall performance of the real-time inference.
5.3 A Random Walk

As a final drive test, one of the pedestrians was then requested to walk in a random trajectory along a path that was not used for training or testing and the resulting behavior was recorded and posted here: Random Video Walk. Due to ongoing wildfire conditions in the vicinity of where this drive test was conducted, an additional data set for training the classifier was required to account for the uncharacteristically smokey and hazy lighting conditions.

6 Conclusion

The work has presented a flexible framework to train autonomous systems to leverage the representation capabilities of DNNs to perform the task of following-the-leader. The hierarchical paradigm used in the authors’ previous work lent itself directly to the current objective, and by using the IPU as the training platform, the authors were able to rapidly prototype and experiment with numerous network architectures achieving significant boost to training throughput, (on the order of a factor of 3.5 for the MCN and 7 for the RN), while producing very robust steering and throttle profiles from the control framework. In terms of future work, the authors aim to replicate this effort on actual factory floors involved in the production of vehicles for the Ford Motor Company so as to enhance the capability and applicability of the control framework presented.
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1Video link: https://www.youtube.com/watch?v=1IbgvzCIoLQ&feature=youtu.be
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