Stability Analysis of Gradient-Based Distributed Formation Control with Heterogeneous Sensing Mechanism: Two and Three Robot Case

Nelson P.K. Chan*, Bayu Jayawardhana*, and Hector Garcia de Marina†

Abstract—This paper focuses on the stability analysis of a formation shape displayed by a team of mobile robots that uses heterogeneous sensing mechanism. Depending on the convenience and reliability of the local information, each robot utilizes the popular gradient-based control law which, in this paper, is either the distance-based or the bearing-only formation control. For the two and three robot case, we show that the use of heterogeneous gradient-based control laws can give rise to an undesired invariant set where a distorted formation shape is moving at a constant velocity. The (in)stability of such an invariant set is dependent on the specified distance and bearing constraints. For the two robot case, we prove almost global stability of the desired equilibrium set while for the three robot case, we guarantee local asymptotic stability for the correct formation shape. We also derive conditions for the three robot case in which the undesired invariant set is locally attractive. Numerical simulations are presented for illustrating the theoretical results in the three robot case.
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I. INTRODUCTION

For the past two decades, formation control has been an active research topic within the cooperative control of multi-agent systems. Two problems in formation control are the formation stabilization problem and the formation tracking problem. In the former, the goal is to design control laws for each agent (in this paper, mobile robot) with the aim to steer the team to display a desired geometric shape in a collective manner. The latter problem adds to the former the requirement that the whole formation needs to follow a given reference trajectory. In the current study, our focus will be on the former problem (also known as formation shape control).

Over the years, a rich body of work has been developed on the problem of realizing a formation shape by a team of mobile robots. In these works, the variables for specifying the formation shape are commonly given in terms of a certain set of inter-robot relative positions [1], distances [2], [3], bearings [4], or inner angles [5]. When the formation shape is specified by inter-robot relative positions, then the consensus-based formation control approaches, which are linear, can be used directly. For realizing a formation shape using only distance, bearing, or angle constraints, the notion of rigidity [5], [6], [7] for the underlying interconnection topology is required. The condition of rigidity describes the motions for the whole formation which preserve the formation shape. Among others, gradient-based control laws are a popular approach for realizing the formation shape specified by distance [8] or bearing constraints [4]. A formation shape can also be realized by a set of mixed constraints. In this setting, [9] explores the combination of distance and bearing constraints, [10] considers distance and angle constraints while in [11], the combination of distance, bearing and angle constraints is being considered. In distance-constrained and also distance-and-angle-constrained formation control, flip and flex ambiguities occur. To resolve this problem, signed constraints [12], [13], [14] have been introduced.

In most of the aforementioned references, the underlying interconnection topology is that of an undirected graph. This implies that the geometrical constraint between a robot pair, represented by an edge on the graph, is actively maintained by both robots. While the use and active maintenance of a common type of constraints (distance, bearing, angle) between two neighboring robots have been proven to guarantee the stability of the desired formation shape, it may not be desirable in practice. Firstly, the sole use of one type of constraints on all edges implies that all robots must use the same sensing mechanism. This restriction prevents the integration of other robots carrying different sensor loads into the formation. Secondly, when multiple types of constraints need to be actively maintained by certain robots, these robots have to be equipped with multiple different sensing mechanisms corresponding to the different constraints defined on the edges connected to them. This implies that these robots have to carry extra sensor loads that can be costly and consume additional space, weight and computational load. On the other hand, it might be desirable for robots to control only distances or bearings depending on their current situation. For instance, the bearing measurement becomes less sensitive when the robots move in a large shape formation, or the robots carrying multiple distance and bearing sensors can control the most relevant constraint depending on the accuracy or reliability of the equipped sensor for a given situation (e.g., far versus near, wide-angle versus small-angle, etc.). Lastly, if a partial sensor failure in a robot occurs, maintaining the same constraint with its neighbours may no longer be possible. For instance, in the case of a partial failure of a LIDAR sensor, which can normally provide relative position information, we may still measure bearing information with non-accurate distance information. Distance-based/bearing-based controllers are tolerant to non-accurate bearing/distance measurements [7], [9]. In this case, while it is possible to define heterogeneous constraints on the...
same edge that still define the same shape (e.g., one robot controls relative position while the other one controls bearing), it remains an open problem whether the application of standard local gradient-based control law based on the information available to each robot can still maintain the formation. Intuitively, the gradient-based control law will direct each robot to the direction that minimizes the local potential function and reaches the desired constraints. However, as different types of potential function may be defined for the same edge due to the heterogeneous sensing mechanisms between the two robots, the direction that is taken by each robot may not coincide anymore with the minimization of the combined potential functions.

In this work, we consider the formation stabilization problem in which the desired formation shape is specified by a mixed set of distance and bearing constraints. Different from [9], we consider the setup where each constraint is actively maintained by only one robot, i.e., the underlying interconnection topology is that of a directed graph. Each robot within the team has the individual task of maintaining a subset of either the distance or bearing constraints. For this particular work, we focus on teams consisting of two and three robots in different setups. Using standard gradient-based control laws specific to the constraints each robot has to maintain, we analyze the stability property, particularly, the local asymptotic stability of the desired formation shape. It is of interest to study the applicability of these control laws without modifying their local potential functions to incorporate the different constraints on the edges since it allows us to design distributed control laws for each robot that is completely dependent on the available local information to the robot and is independent of the eventual deployment of the robot in the formation (provided of course that the desired admissible constraints are available to the robot).

We firstly present some preliminaries and problem formulation in Section II. We start our exposition of the problem by analyzing the stability of a simple two robot case in Section III. In this section, we show that the deployment of two different gradient-based control laws results in the existence of an invariant set where a distorted formation shape is moving at a constant velocity. Despite the existence of such an invariant set, the heterogeneous control laws can still guarantee almost global stability of the desired formation shape; in the current setting, this is a static link. We further extend the analysis to the three robot case in Sections IV and V. Section IV deals with the case when one robot has to maintain distance constraints (w.r.t. the other two robots) and two robots have to maintain bearing constraints. Similarly, in Section V, we analyze the case in which two robots have to maintain distance constraints and one robot has to maintain bearing constraints. Numerical simulations are presented in Section VI for illustrating the various different final formations in the three robot case. Finally, conclusions and future work are presented in Section VII. The proofs for some technical results are given in the Appendix.

Notation: The cardinality of a given set $S$ is denoted by $\text{card}(S)$. For a vector $x \in \mathbb{R}^n$, $x^\top$ is the transpose and $\|x\| = \sqrt{x^\top x}$ is the 2-norm of $x$. The vector $1_n$ (or $0_n$) denotes the vector with entries being all 1s (or 0s). The set of all combinations of linearly independent vectors $v_1, \ldots, v_k$ is denoted by $\text{span}\{v_1, \ldots, v_k\}$. The symbol $\angle v_1$ denotes the counter-clockwise angle from the $x$-axis of a coordinate frame $\Sigma$ to the vector $v_1 \in \mathbb{R}^2$. For a complex number $z = a + bi$, the numbers $a, b \in \mathbb{R}$ are the real and imaginary part of $z$ and $i^2 = -1$. The complex conjugate of $z$ is $\bar{z} = a - bi$. In polar form, we write $z = r \angle \varphi_z$, where $r = \sqrt{a^2 + b^2}$ is the modulus and $\varphi_z = \tan^{-1}\left(\frac{b}{a}\right)$ is the argument corresponding to $z$. Furthermore, $r = r \cos \varphi_z$, $b = r \sin \varphi_z$, and $\bar{z} = r \angle (-\varphi)$. Let $y = y \angle \varphi_y$, we have the multiplication $yz = (ry) \angle (\varphi_y + \varphi_z)$ and the division $\frac{y}{z} = \left(\frac{r}{r}\right) \angle (\varphi_y - \varphi_z)$. For a matrix $A \in \mathbb{R}^{m \times n}$, $\text{Null}(A) \subset \mathbb{R}^n$, $\text{trace}(A)$, and $\text{det}(A)$ denote the null space, the trace, and the determinant of $A$, respectively. The $n \times n$ identity matrix is denoted by $I_n$ while $\text{diag}(v)$ is the diagonal matrix with entries of vector $v$ on the main diagonal. Finally, given matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$, the Kronecker product is $A \otimes B \in \mathbb{R}^{mp \times nq}$, and we denote $\hat{A} = A \otimes I_d \in \mathbb{R}^{md \times nd}$.

II. PRELIMINARIES

In this section, we provide the background material which will be used later in the paper. Furthermore, details on the problem setup are also given.

A. Graph theory

A directed graph (in short, digraph) $G$ is a pair $(\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, 2, \ldots, n\}$ is the vertex set and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set. For $i, j \in \mathcal{V}$, the ordered pair $(i, j)$ represents an edge pointing from $i$ to $j$. We assume $G$ does not have self-loops, i.e., $(i, i) \notin \mathcal{E}$ for all $i \in \mathcal{V}$ and $\text{card}(\mathcal{E}) = m$. The set of neighbors of vertex $i$ is denoted by $\mathcal{N}_i = \{j \in \mathcal{V} | (i, j) \in \mathcal{E}\}$. Associated to $G$, we define the incidence matrix $H \in \{0, \pm 1\}^{m \times n}$ with entries $[H]_{ki} = -1$ if vertex $i$ is the tail of edge $k$, $[H]_{ki} = 0$ if it is the head, and $[H]_{ki} = 0$ otherwise. Due to its structure, we have $\text{span}\{1_n\} \subseteq \text{Null}(H)$. The digraph $G$ is bipartite if the vertex set $\mathcal{V}$ can be partitioned into two subsets $\mathcal{V}_1$ and $\mathcal{V}_2$ with $\mathcal{V}_1 \cap \mathcal{V}_2 = \emptyset$ and the edge set $\mathcal{E} \subseteq (\mathcal{V}_1 \times \mathcal{V}_2) \cup (\mathcal{V}_2 \times \mathcal{V}_1)$. We assume $\text{card}(\mathcal{V}_1) = n_1$ and $\text{card}(\mathcal{V}_2) = n - n_1 = n_2$. For a complete bipartite digraph, the edge set is $\mathcal{E} = (\mathcal{V}_1 \times \mathcal{V}_2) \cup (\mathcal{V}_2 \times \mathcal{V}_1)$ and $\text{card}(\mathcal{E}) = 2n_1n_2$. Fig. 1 depicts complete bipartite digraphs for $n = 2$ and $3$ vertices and a bipartite digraph for $n = 4$ vertices.

B. Formations and gradient-based control laws

We consider a team consisting of $n$ robots in which $\mathbb{R}^1_i$ is the label assigned to robot $i$. The robots are moving in the plane according to the single integrator dynamics, i.e.,

$$\dot{p}_i = u_i, \quad i \in \{1, \ldots, n\}, \quad (1)$$

where $p_i \in \mathbb{R}^2$ (a point in the plane) and $u_i \in \mathbb{R}^2$ represent the position of and the control input for $\mathbb{R}^1_i$, respectively. For convenience, all spatial variables are given relative to a global coordinate frame $\Sigma^g$. The group dynamics is obtained as $\dot{p} = u$
with the stacked vectors $p = \begin{bmatrix} p_1^T \cdots p_n^T \end{bmatrix}^T \in \mathbb{R}^{2n}$ representing the team configuration and $u = \begin{bmatrix} u_1^T \cdots u_n^T \end{bmatrix}^T \in \mathbb{R}^{2n}$ being the collective input. The interactions among the robots is described by a fixed graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ with $\mathcal{V}$ being the team of robots and $\mathcal{E}$ containing the neighboring relationships. We can embed the graph $\mathcal{G}$ into the plane by assigning to each vertex $i \in \mathcal{V}$, a point $p_i \in \mathbb{R}^2$. The pair $\mathcal{F}_p = (\mathcal{G}, p)$ denotes a framework (or equivalently a formation) in $\mathbb{R}^2$. We assume $p_i \neq p_j$ if $i \neq j$, i.e., two robots cannot be at the same position. In addition, we introduce the following notation before providing details on the distance-based and bearing-only formation control approaches. For points $p_i$ and $p_j$ of the formation, we define the relative position vector as $z_{ij} = p_j - p_i \in \mathbb{R}^2$, the distance as $d_{ij} = ||z_{ij}|| \in \mathbb{R}_{>0}$ and the relative bearing vector as $g_{ij} = \frac{z_{ij}}{d_{ij}} \in \mathbb{R}^2$, all relative to a global coordinate frame $\Sigma^g$. It follows $z_{ji} = -z_{ij}$, $d_{ji} = d_{ij}$ and $g_{ji} = -g_{ij}$.

1) Distance-based formation control: In distance-based formation control, a desired formation is characterized by a set of inter-robot distance constraints. Assume the desired distance between a robot pair $(i, j)$ of the formation is $d_{ij}^*$ and let $d_{ij}(t)$ be the current distance at time $t$. Let us define the distance error signal as $e_{ij}(t) = d_{ij}^*(t) - (d_{ij}^*)^2$. A distance-based potential function used for deriving the gradient-based control law for the robot pair $(i, j)$ takes the form $V_{ij}(e_{ij}) = \frac{1}{4}e_{ij}^2$. It has a minimum at the desired edge distance $d_{ij}^*$; in other words, $V_{ij}(e_{ij}) = 0 \iff e_{ij} = 0 \iff d_{ij} = d_{ij}^*$. In this case, the corresponding gradient-based control law for maintaining a desired inter-robot distance for the robot pair $(i, j)$ is

$$u_{ijd} = -\left(\frac{\partial V_{ij}}{\partial p_i}\right)^T = e_{ijd}z_{ijd},$$

where $z_{ijd}$ is the measurement that $\mathbb{R}i$ obtains from its neighbor $j \in \mathcal{N}_i$. Thus the distance-based formation control law for robot $\mathbb{R}i$ in (1) is given by

$$u_{id} = \sum_{j \in \mathcal{N}_i} e_{ijd}z_{ijd}. \quad (2)$$

It is well-studied in the literature that the above control law guarantees the local exponential stability of the desired formation shape when the desired shape is infinitesimally rigid. We refer interested readers to [8] for the exposition of standard distance-based formation control and its local exponential stability property.

2) Bearing-only formation control: In bearing-only formation control, the desired formation is characterized by a set of inter-robot bearing constraints. Consider the $i$-th robot (with label $\mathbb{R}i$) in this setup. Robot $\mathbb{R}i$ is able to obtain the bearing measurement $g_{ij}(t)$ to its neighbors $j \in \mathcal{N}_i$ and its goal is to achieve desired bearings $g_{ij}^*$ with all neighbors $j \in \mathcal{N}_i$. In this case, the bearing error signal for a robot pair $(i, j)$ can be defined by $e_{ij}(t) = g_{ij}(t) - g_{ij}^*$. As before, the corresponding potential function that can be used to design the gradient-based control law is $V_{ij}(e_{ij}) = d_{ij}^2e_{ij}^2$. Note that $V_{ij}(e_{ij}) \geq 0$ and it is only zero when $d_{ij} = 0$ or $e_{ij} = 0 \iff g_{ij} = g_{ij}^*$. (In forthcoming analysis, we will show that $d_{ij} = 0$, where robots $\mathbb{R}i$ and $\mathbb{R}j$ are at the same position, is not a viable option.) It can be verified that

$$u_{ijb} = -\left(\frac{\partial V_{ijb}}{\partial p_i}\right)^T = e_{ijb}$$

is the gradient-based control law derived from $V_{ijb}(e_{ijb})$ for the robot pair $(i, j)$. The bearing-only formation control law for robot $\mathbb{R}i$ in (1) is then given by

$$u_{ib} = \sum_{j \in \mathcal{N}_i} e_{ijb}. \quad (3)$$

In [4], it has been shown that the above control law ensures the global asymptotic stability of the desired formation shape provided the formation shape is infinitesimally bearing rigid.

C. Cubic equations

Consider the reduced\(^1\) cubic equation

$$y^3 + cy + d = 0, \quad (4)$$

where $c, d \in \mathbb{R}$. The discriminant of (4) is $\Delta = -4c^3 - 27d^2$. Using $\Delta$, we determine the following properties regarding the roots:

- $\Delta > 0$: we have three distinct real roots;
- $\Delta = 0$: we have at least two equal real roots;
- $\Delta < 0$: we have a single real root and two complex roots forming a conjugate pair.

The roots of (4) are [15]

$$y_1 = A + B, \quad y_2 = \omega A + \omega^2 B, \quad y_3 = \omega^2 A + \omega B, \quad (5)$$

where

$$A = \sqrt[3]{-\frac{d}{2} + \sqrt{\frac{d^2}{4} - R}}, \quad B = \sqrt[3]{\frac{d}{2} - \sqrt{\frac{d^2}{4} - R}},$$

$$AB = -\frac{c}{3}, \quad R = \left(\frac{c}{3}\right)^3 + \left(\frac{d}{2}\right)^2 = -\frac{1}{108} \Delta, \quad (6)$$

$$\omega = -1 + \sqrt{3}i, \quad \omega^2 = -1 - \sqrt{3}i.$$  

Note that $\omega$ and $\omega^2$ form a complex conjugate pair, i.e., $\bar{\omega} = \omega^2$. In polar form, we obtain $\omega = 1 \angle 120^\circ$ and $\omega^2 = 1 \angle (-120^\circ)$.

We focus on the case when the coefficients of (4) take values $c < 0$ and $d \geq 0$. Applying Descartes’ rule of signs [15], we

\(^1\)in some texts, the term ‘depressed’ is used.
obtain that when the coefficient \( d \leq 0 \), the reduced cubic equation (4) always has a positive real root while for \( d > 0 \), it always contains a negative real root. The remaining roots for the case when \( d \) is positive depends on the discriminant \( \Delta \); when \( \Delta \geq 0 \), we have two positive real roots, and otherwise, we have zero positive real roots and instead two complex roots. The following lemma provides the characterization of the positive real roots when \( d > 0 \).

**Lemma 1:** Consider the reduced cubic equation (4) with coefficients \( c < 0 \) and \( d > 0 \). Assume the discriminant is \( \Delta \geq 0 \). Then two positive real roots exist with values

\[
y_{p_1} = 2\sqrt[3]{r_v} \cos \left( \frac{1}{3} \varphi_v \right) \quad \in \left[ 1, \sqrt[3]{3} \right] \sqrt[3]{r_v},
\]

\[
y_{p_2} = 2\sqrt[3]{r_v} \cos \left( \frac{1}{3} \varphi_v - 120^\circ \right) \quad \in (0, 1] \sqrt[3]{r_v},
\]

where \( r_v = \sqrt{-\left( \frac{2}{3} \right)^3} \) and \( \varphi_v = \tan^{-1} \left( \frac{-\sqrt{3}}{2} \right) \in \{90^\circ, 180^\circ\} \). When \( \Delta = 0 \), the two positive real roots are equal and have value \( y_{p_1} = y_{p_2} = \sqrt[3]{r_v} = \sqrt[3]{\frac{3}{2}} \).

The proof of Lemma 1 is found in Appendix A.

**D. Problem formulation**

As discussed in the Introduction, we study in this paper the setup in which the robots possess heterogeneous sensing, and each robot, depending on its own local information, maintains the prescribed distance or bearing with its neighbors using the aforementioned distance-based or bearing-only formation control law. Thus, in the current setup, each robot fulfills either a distance task or a bearing task. As before, consider a pair of robots with labels \( R_1 \) and \( R_2 \). In case \( R_1 \) is assigned a distance task, its goal is to maintain a desired distance \( d_{21} \in [0, \infty) \) with \( R_2 \). The robot \( R_1 \) possesses an independent local coordinate frame \( \Sigma_1 \) which is not necessarily aligned with that of \( R_2 \) or the global coordinate frame \( \Sigma^\circ \). Within its local coordinate frame \( \Sigma_1 \), \( R_1 \) is able to measure the relative position vector \( z_{12} \in \mathbb{R}^2 \) relative to \( R_2 \). On the other hand, when \( R_2 \) is assigned a bearing task, its goal is to maintain a desired bearing \( y_{21} \in \mathbb{R}^2 \) with \( R_1 \). The robot \( R_2 \) is able to obtain the relative bearing measurement \( y_{21} \) of \( R_1 \) in its local coordinate frame \( \Sigma_2 \) which is aligned with \( \Sigma^\circ \). Since robot \( R_1 \) is assigned the distance task, we term it a distance robot. Correspondingly, \( R_2 \) is a bearing robot. For the interconnection topology, we assume each robot has only neighbors of the opposing category, i.e., a distance robot can only have edges with bearing robot(s) and vice versa. As a result, the team of \( n \) robots can be partitioned into two sets, namely the set of distance robots \( D \) and the set of bearing robots \( B \) with \( D \neq \emptyset \) and \( B \neq \emptyset \). The edge set is given by \( \mathcal{E} \subseteq (D \times B) \cup (B \times D) \); the underlying graph structure is that of a bipartite digraph.

In the current work, we focus on the cases in which the team of \( n \in \{2, 3\} \) robots has a complete bipartite digraph topology, i.e., the edge set is \( \mathcal{E} = (D \times B) \cup (B \times D) \). For the two robot case, we have only one feasible setup, namely the setup consisting of one distance and one bearing (1D1B) robot, while for the three robot case we have two feasible robot setups, namely the one distance and two bearing (1D2B) or the one bearing and two distance (1B2D) setup; see Fig. 2 for an illustration of these setups. Based on these setups, we are interested in studying the stability of the formation when the distance-based formation control law in (2) for the distance robot(s) and the bearing-only formation control law in (3) for the bearing robot(s) are used. In this case, we do not modify the standard gradient-based control law for the different tasks. Consequently, we analyze whether i). the equilibrium set contains undesired shape and/or group motion; ii). the desired shape is (exponentially) stable; and iii). the undesired shape and/or group motion (if any) is attractive. The first and last questions are motivated by the robustness issues of the distance- and displacement-based controllers as studied in [16], [17], [18], [19] where a disagreement between neighboring robots about desired values or measurements can lead to an undesired group motion and deformation of the formation shape. Since we are considering heterogeneous sensing mechanisms with corresponding heterogeneous potential functions, it is of interest whether such undesired behaviour can co-exist. Such knowledge on the effect of heterogeneity in the control law can potentially be useful to design simultaneous formation and motion controller as pursued recently in [20].

**III. THE (1D1B) ROBOT SETUP**

In this section, we focus on the case of two robots in the (1D1B) setup as depicted in Fig. 2. The analysis of this seemingly simple setup serves as a prelude for the setups with three robots. Without loss of generality, robot \( R_1 \) takes the role of the distance robot and \( R_2 \) is the bearing robot. Considering gradient-based control laws for the robot-specific tasks, the closed-loop dynamics is given by

\[
\dot{z}_{12} = K_d \epsilon_{12d}, \quad \dot{y}_{21} = K_b \epsilon_{21b}
\]

where \( K_d > 0 \) and \( K_b > 0 \) are control gains for robots \( R_1 \) and \( R_2 \), respectively, the bearing error satisfies \( \epsilon_{21b} = -\epsilon_{12b} \) in \( \Sigma^\circ \), and the error vector is \( e = [\epsilon_{12d}, \epsilon_{21b}]^\top \in \mathbb{R}^3 \). It is of interest to note that when physical dimension is taken into account with \( [L] \) as the unit of length and \( [T] \) the unit of time, the control gain \( K_d \) has dimension \( [L]^{-2} [T]^{-1} \) while \( K_b \) is expressed in \([L]\) \([T]^{-1}\). This observation implies that the ratio of both gains has an effect on the time-scale of both systems’ dynamics.
In the remainder of this section, we provide the analysis of the closed-loop formation system (8), hereby focusing on the three questions raised in Section II-D. First, we have the following result on the equilibrium configurations.

**Proposition 1 ((1DB) Equilibrium Configurations):** The equilibrium configurations for the closed-loop formation system (8) belong to the set

\[
S_p = \{ p \in \mathbb{R}^4 \mid e = 0_3 \}.
\] (9)

**Proof:** Solving for \( \dot{p}_1 = 0_2 \) and \( \dot{p}_2 = 0_2 \), we obtain \( K_b e_{12} z_{12} = 0_2 \iff e_{12} = 0 \lor z_{12} = 0_2 \) and \( -K_b e_{12b} = 0_2 \iff g_{12} = g_{12} \), respectively. With \( g_{12} = g_{12} \) implying \( d_{12} \neq 0 \), it follows the option \( z_{12} = 0_2 \) is not feasible. Hence, \( \dot{p} = 0_4 \iff e = 0_3 \). This completes the proof. \( \blacksquare \)

Following \( e = 0_3 \), the inter-robot relative position \( z_{12} \) equals the desired relative position \( \hat{z}_{12} = d_{12}^* g_{12} \) when both the robots attain their individual task. Furthermore, note the set \( S_p \) is invariant under translations in the plane; therefore, such a set is non-compact.

We proceed the analysis by determining the stability of the equilibrium configurations (9). To this end, we take as Lyapunov function candidate \( V(e) \) of the form

\[
V(e) = V_{12d}(e_{12d}) + V_{21b}(e_{21b}) = \frac{1}{4} K_b e_{12d}^2 + \frac{1}{2} K_b d_{21} \| e_{21b} \|^2.
\] (10)

Observe that \( V(e) \) is the sum of the task-specific potential functions. Since \( V_{12d}(e_{12d}) \geq 0 \) and \( V_{21b}(e_{21b}) \geq 0 \), it follows that \( V(e) \geq 0 \). Moreover, \( V(e) = 0 \iff V_{12d}(e_{12d}) = 0 \lor V_{21b}(e_{21b}) = 0 \). When considered separately, we know \( V_{12d}(e_{12d}) = 0 \iff d_{12} = d_{12}^* \) and \( V_{21b}(e_{21b}) = 0 \iff d_{21} = 0 \lor \varepsilon_{21b} = 0_2 \). Combining both potential functions, we conclude that \( d_{21} = 0 \) is not a feasible option since \( V_{12d}(e_{12d}) > 0 \). Therefore, the minimum value of \( V(e) \) is attained in \( S_p \), i.e., \( V(e) = 0 \iff \hat{p} \in S_p \). The derivative of (10) evaluates to

\[
\dot{V}(e) = \frac{d}{d\varepsilon} \left[ V_{12d}(e_{12d}) + V_{21b}(e_{21b}) \right]
= \left[ \frac{\partial}{\partial \varepsilon} V_{12d} \right] \left[ \frac{\dot{p}_1}{\dot{p}_2} \right] + \left[ \frac{\partial}{\partial \varepsilon} V_{21b} \right] \left[ \frac{\dot{p}_1}{\dot{p}_2} \right] = -\left[ \dot{p}_1^T \dot{p}_2 \right] + \left[ \dot{p}_2^T - \dot{p}_1^T \right] \left[ \frac{\dot{p}_1}{\dot{p}_2} \right] = -\| \dot{z}_{12} \|^2 \leq 0,
\] (11)

where we use \( \dot{p}_i = -\left( \frac{\partial}{\partial \varepsilon} V_{ij} \right)^T \iff -\dot{p}_i^T = \frac{\partial}{\partial \varepsilon} V_{ij} \).

Let the set of configurations \( p \in \mathbb{R}^4 \) yielding robots to move with the (yet to be determined) constant velocity \( w \in \mathbb{R}^2 \) is of the form

\[
T_p = \{ p \in \mathbb{R}^4 \mid \dot{p}_1 = \dot{p}_2 = w, w \neq 0_2 \}.
\] (12)

Note the set \( T_p \) is also non-compact, since if \( \hat{p} \in T_p \), then \( \dot{p} + c(\dot{z}_{12} \otimes w) \in T_p \), with \( c \in \mathbb{R} \). Since both the equilibrium set \( S_p \) and the moving set \( T_p \) are non-compact and the expression for the Lyapunov derivative (11) is expressed in the dynamics of the link \( \dot{z}_{12} \), we continue the analysis by exploring the link dynamics \( \dot{z}_{12} \), obtained as

\[
\dot{z}_{12} = -(K_b e_{12b} + K_a e_{12d} z_{12}) \quad \text{and} \quad \dot{z}_{12} = -(K_b e_{12b} + K_a e_{12d} z_{12})
\] (13)

instead of the robot dynamics \( \dot{p} \). Mapping the sets of interest \( S_p \) and \( T_p \) to the link space yields \( S_z = \{ z_{12} \in \mathbb{R}^2 \mid z_{12} = z_{12} \} \) and \( T_z = \{ z_{12} \in \mathbb{R}^2 \mid z_{12} = z_{12} \} \), where \( z_{12} = d_{12} g_{12} \), is the inter-robot relative position vector as they move with the (yet unknown) velocity \( w \) in the plane. The set \( S_z \) contains only a single point and is therefore compact.

**A. Characterization of the moving set \( T_z \)**

In this part, we make the effort to characterize the moving set \( T_z \) (and implicitly \( T_p \)). To this end, we provide the following proposition:

**Proposition 2 ((1DB) Moving Configurations):** The closed-loop formation system (8) moves with a constant velocity \( w = 2K_b g_{12} \) when the error vector \( e \) is of the form

\[
\begin{bmatrix}
  e_{12d} \\
  e_{12b}
\end{bmatrix} = -\begin{bmatrix}
  \frac{2}{d_{12}} R_{bd} \\
  2g_{12}
\end{bmatrix}
\] (14)

**Proof:** Solving for \( \dot{z}_{12} = 0_2 \) results in the expression \( K_b e_{12d} d_{12} + K_b g_{12} = K_b g_{12} \). We distinguish two cases. The case \( g_{12} = g_{12}^* \) and \( K_a e_{12d} d_{12} + K_b = K_b \iff K_d e_{12d} d_{12} = 0 \) corresponds to the equilibrium configurations \( \hat{p} \in S_p \). On the other hand, we have \( g_{12} = -g_{12}^* \) and \( K_a e_{12d} d_{12} + K_b = -K_b \iff e_{12d} d_{12} + 2R_{bd} = 0 \), where \( R_{bd} = \frac{K_b}{K_a} \) is the ratio of the control gains. Substituting in the robot dynamics (8) yields \( \dot{p}_1 = \dot{p}_2 = 2K_b g_{12} \), i.e., robots are moving with a common velocity \( w = 2K_b g_{12} \). Therefore, moving formations occur at the relative orientation \( g_{12} = g_{12}^* \). By definition, we obtain \( e_{12b} = -g_{12}^* \) and the distance error \( e_{12d} d_{12} + 2R_{bd} = 0 \iff e_{12d} = -\frac{2}{d_{12}} R_{bd} \). This completes the proof. \( \blacksquare \)

Proposition 2 provides a characterization of the moving set \( T_z \) through the error vector \( e \). We also obtain that the inter-robot bearing for moving formations to occur is \( g_{12m} = -g_{12} \). For a complete characterization of \( T_z \) in terms of the vector \( z_{12m} \), it remains to obtain the distance \( d_{12m} \) by solving the expression \( e_{12d} d_{12} + 2R_{bd} = 0 \). Expanding it, we obtain the following cubic equation in \( d_{12} \):

\[
d_{12}^3 - (d_{12}^*)^2 d_{12} + 2R_{bd} = 0.
\] (15)

Compared with (4), the coefficients are \( c = -(d_{12}^*)^2 < 0 \) and \( d = 2R_{bd} > 0 \). We infer the solution set to (15) contains positive real roots given by Lemma 1 when the
corresponding discriminant is non-negative. This is equivalent to the constraint \( d_{12}^* \geq \hat{d} \) with \( \hat{d} = \sqrt{3R_{bd}^2} \).

**Remark 1:** When the desired distance \( d_{12}^* < \hat{d} \), the moving set \( \mathcal{T}_z = \emptyset \) since there does not exist a feasible distance between robots such that they move with the common velocity \( w \). This implies \( \dot{V}(e) = 0 \iff \vec{p} \in \mathcal{S}_p \). With \( \dot{V}(e) < 0 \) when \( p \notin \mathcal{S}_p \), we conclude that for all initial configurations \( p(0) \in \mathbb{R}^3 \) satisfying \( p_1(0) \neq p_2(0) \), we have global asymptotic convergence to the desired equilibrium set \( \mathcal{S}_p \).

**Remark 2:** The threshold value \( \hat{d} \) is proportional to the gain ratio \( R_{bd}^{-1} \); increasing \( R_{bd} \) leads to a larger value for \( \hat{d} \). Therefore, increasing the value of \( R_{bd} \) “delays” the occurrence of the moving set \( \mathcal{T}_p \) since there exists a larger range of values for \( d_{12}^* \) satisfying \( d_{12}^* < \hat{d} \).

Assume the desired distance satisfies \( d_{12}^* \geq \hat{d} \). Lemma 1 provides us the positive roots and thus the feasible distances \( d_{12} \) satisfying (15). For the specific values \( c = -(d_{12}^*)^2 \) and \( d = 2R_{bd} \), we obtain \( \varphi_v = \sqrt{(d_{12}^*)^2} \) and \( \varphi_v = \tan^{-1}(-R_{bd}^{-1} \sqrt{-R}) \). Substituting in (7) yields

\[
\begin{align*}
y_p_1 &= \frac{2}{3} \sqrt{3d_{12}^*} \cos \left( \frac{1}{3} \varphi_v \right), \\
y_p_2 &= \frac{2}{3} \sqrt{3d_{12}^*} \cos \left( \frac{1}{3} \varphi_v - 120^\circ \right). \quad (16)
\end{align*}
\]

When \( d_{12}^* = \hat{d} \), the positive root (with multiplicity 2) corresponding to the cubic equation (15) is \( d_{12} = \frac{1}{2} \sqrt{3\hat{d}} = R_{bd}^{\frac{3}{2}} \). The characterization of the moving set \( \mathcal{T}_z \) for \( d_{12}^* \geq \hat{d} \) is then

\[
\mathcal{T}_z = \{z_{12} \in \mathbb{R}^2 \mid z_{12} = -yg_{12}^*, \ y \text{ satisfies (16)} \}. \quad (17)
\]

**B. Local stability of the moving set \( \mathcal{T}_z \)**

After characterizing the set \( \mathcal{T}_z \) for \( d_{12}^* \geq \hat{d} \), we continue with determining the local stability of \( \mathcal{T}_z \). First, we obtain the Jacobian of the right hand side (RHS) of the link dynamics (13) as the matrix

\[
A = -(K_bA_{12b} + K_dA_{12d}), \quad (18)
\]

where \( A_{12b} = \frac{1}{d_{12}} (I - g_{12}g_{12}^T) \) and \( A_{12d} = e_{12d}I + 2z_{12}z_{12}^T \).

**Lemma 2:** The closed-loop formation system (8) at any feasible point \( z_{12} \) in the moving set \( \mathcal{T}_z \) is unstable.

**Proof:** From Feasible Point 2, we know that all feasible points \( \exists \mathcal{T}_z \) satisfies \( e_{12d} = -2 \frac{1}{d_{12}} R_{bd} < 0 \) and \( g_{12} = -g_{12} \). Let the inter-robot bearing be given as \( g_{12} = [a \ b]^T \) with the norm constraint \( \|g_{12}\| = \sqrt{a^2 + b^2} = 1 \); we obtain \( g_{12}g_{12}^T = [a^2 \ ab \ ab \ b^2]^T \). Substituting in (18) yields

\[
A = \begin{bmatrix}
x + (x - y) \ a^2 & (x - y) \ ab \\
(x - y) \ ab & x + (x - y) \ b^2
\end{bmatrix}, \quad (19)
\]

where we define \( x = K_b \frac{1}{d_{12}} \) and \( y = 2K_d \frac{d_{12}^2}{2} \), both being positive. For a \( 2 \times 2 \) matrix \( A \), the characteristic polynomial \( \chi(\lambda) \) can be given by

\[
\chi(\lambda) = \lambda^2 - \text{trace}(A) \lambda + \text{det}(A), \quad (20)
\]

where \( \text{trace}(A) \) is the trace and \( \text{det}(A) \) is the determinant of matrix \( A \). With \( A \) in (19), we obtain \( \text{trace}(A) = 3x - y \) and \( \text{det}(A) = x(2x - y) \). It follows the roots of \( \chi(\lambda) \) are \( \lambda_1 = x \) and \( \lambda_2 = 2x - y \). Since \( \lambda_1 = x > 0 \), we conclude matrix \( A \) has at least one positive eigenvalue for all feasible points \( z_{12} \in \mathcal{T}_z \). Therefore, the closed-loop formation system (8) is unstable at these points. This completes the proof.

The following theorem states the main result for the \( (\text{ID1B}) \) setup when the desired distance satisfies \( d_{12}^* \geq \hat{d} \).

**Theorem 1 (Almost global convergence):** Consider two robots \( R1 \) and \( R2 \) possessing heterogeneous sensing mechanisms. Let the closed-loop dynamics be given by (8) and the desired inter-robot distance satisfies \( d_{12}^* \geq \hat{d} \). If \( p_1(0) \neq p_2(0) \) and \( p(0) \notin \mathcal{T}_p \), then the trajectories of the robots asymptotically converge to a point \( \vec{p} \in \mathcal{S}_p \).

**Proof:** In (11), we obtain the Lyapunov derivative \( \dot{V}(e) \leq 0 \). In fact, \( \dot{V}(e) < 0 \) when \( p(t) \notin \mathcal{T}_p \). From Lemma 2, we obtain that the set \( \mathcal{T}_z \) and implicitly also \( \mathcal{T}_p \) is unstable. Hence, if \( p(0) \notin \mathcal{T}_p \), it follows \( p(t) \rightarrow \mathcal{T}_p \). This implies \( \dot{V}(e) = 0 \) if and only if the trajectories reaches a point \( \vec{p} \in \mathcal{S}_p \). In this scenario, \( V(e) = 0 \) and \( \dot{p}_1 = \dot{p}_2 = 0 \). This completes the proof.

Previously, Remark 1 encapsulates the result for when the desired inter-robot distance is \( d_{12}^* < \hat{d} \). In combination with Theorem 1, we thus have provided the stability analysis for the \( (\text{ID1B}) \) setup when the closed-loop system is given by (8).

We can now provide answers to the three questions raised in Section II-D. For the the \( (\text{ID1B}) \) setup, we have shown that equilibrium configurations consist of only the correct inter-robot relative positions \( z_{12} \) and we have (almost) global convergence towards \( z_{12} \). Also, there exist moving configurations \( z_{12} \). However, these are locally not attractive. Moreover, as mentioned in Remark 2, the occurrence of moving configurations can be postponed when the gain ratio \( R_{bd} \) is increased.

**IV. THE \( (\text{ID2B}) \) ROBOT SETUP**

In the previous section, we have analyzed the case of two robots in the \( (\text{ID1B}) \) setup. One observation which stands out is the fact that robots may move with a constant velocity \( w \) when they are initialized at specific points in the plane.

In this section, we consider the case of three robots with the specific partition \( \mathcal{D} = \{1\} \) and \( \mathcal{B} = \{2, 3\} \); the \( (\text{ID2B}) \) setup depicted in Fig. 2. The neighbor sets are found to be \( \mathcal{N}_1 = \{2, 3\} \) and \( \mathcal{N}_2 = \mathcal{N}_3 = \{1\} \). Utilizing gradient-based control laws for each distance or bearing task, we obtain the following closed-loop dynamics

\[
\begin{bmatrix}
\dot{p}_1 \\
\dot{p}_2 \\
\dot{p}_3
\end{bmatrix} = \begin{bmatrix}
K_d\epsilon_{12d}z_{12} + K_d\epsilon_{13d}z_{13} \\
K_b\epsilon_{21b} \\
K_b\epsilon_{31b}
\end{bmatrix}, \quad (21)
\]

where we assume the distance robot \( R1 \) has the control gain \( K_d > 0 \) and the bearing robots \( R2 \) and \( R3 \) the common control gain \( K_b > 0 \). In the \( (\text{ID1B}) \) setup, we observe the link dynamics is also of interest. Therefore, in the current setup, we define the relative position vector \( z = [z_{12}^T \ z_{13}^T]^T \in \mathbb{R}^4 \). We have
\[ z = \tilde{H}p \] with the graph incidence matrix \( H = \begin{bmatrix} -1 & 1 & 0 \\ -1 & 0 & 1 \end{bmatrix} \) and \( \tilde{H} = H \otimes L_2 \). The link dynamics is then \( \dot{z} = \tilde{H}p \). In expanded form, we write

\[ \begin{bmatrix} \dot{z}_{12} \\ \dot{z}_{13} \end{bmatrix} = - \begin{bmatrix} K_a e_{12b} + K_d e_{12d} z_{12} + K_d e_{13d} z_{13} \\ K_b e_{13b} + K_d e_{12d} z_{12} + K_d e_{13d} z_{13} \end{bmatrix} \cdot (22) \]

For a triangle, it holds that \( z_{12} + z_{23} - z_{13} = 0 \). Hence, the dynamics related to the ‘invisible’ link \( z_{23} = -K_b (e_{13b} - e_{12b}) \).

In the following subsections, we analyze the closed-loop formation system (21), following similar steps as we have done for the (1D1B) setup.

### A. Equilibrium configurations

The following result on the equilibrium configurations is obtained.

**Proposition 3 ((1D2B) Equilibrium Configurations):** The equilibrium configurations corresponding to the closed-loop formation system (21) belong to the set

\[ S_p = \{ p \in \mathbb{R}^6 \mid e = e_0 \} \cdot (23) \]

where \( e = [e_{12d} \quad e_{13d} \quad e_{12b}^T \quad e_{13b}^T] \in \mathbb{R}^6 \).

**Proof:** Setting the left hand side (LHS) of each equation in (21) to the zero vector, we immediately obtain that at the equilibrium configurations, the bearing constraints for robots \( R2 \) and \( R3 \) are satisfied since \( e_{21b} = -e_{12b} = 0 \) and \( e_{31b} = -e_{13b} = 0 \). This implies that \( d_{21} = d_{12} \neq 0 \) and \( d_{31} = d_{13} \neq 0 \). It remains to solve for \( \bar{p}_1 = 0 \). With the gathered insights, we obtain \( e_{12d} d_{12} g_{12} = -e_{13d} d_{13} g_{13} \). Since \( g_{12} \neq \pm g_{13} \) (the robots are co-linear when \( g_{12} = \pm g_{13} \)), the only way to satisfy the expression is when \( e_{12d} d_{12} = 0 \wedge e_{13d} d_{13} = 0 \). Because \( d_{12} \neq 0 \) and also \( d_{13} \neq 0 \), we require \( e_{12d} = 0 \wedge e_{13d} = 0 \) to hold. This completes the proof.

### B. Moving configurations

During the analysis of the (1D1B) setup, we observed that robots may move with a common velocity \( w \) while the predefined constraints are not met. Recall that \( \dot{z} = \bar{H}p \) and span \( \{ \dot{z}_4 \} \subseteq \text{Null}(\bar{H}) \). Hence, for the (1D2B) setup, we aim to identify the conditions such that the formation may move with the common velocity \( w \).

**Proposition 4 ((1D2B) Moving Configurations):** The closed-loop formation system (21) moves with a constant velocity \( w = K_b (g_{12} + g_{13}) \) when the error vector \( e \) is of the form

\[ \begin{bmatrix} e_{12d} \\ e_{13d} \\ e_{12b} \\ e_{13b} \end{bmatrix} = - \begin{bmatrix} \frac{1}{d_{12}} R_{bd} \\ \frac{1}{d_{13}} R_{bd} \\ (g_{12} + g_{13}) \\ (g_{12} + g_{13}) \end{bmatrix} \cdot (24) \]

**Proof:** First, we solve for \( \dot{z} = 0 \). Since \( \dot{z}_{12} = 0 = 0 \), it follows \( \dot{z}_{23} = 0 \). This expression evaluates to \( g_{12} - g_{13} = g_{12} - g_{13} \). Define \( b_{\text{diff}} = g_{12} - g_{13} \) and let \( \angle g_{12} = \alpha \) be the angle enclosed by \( g_{12} \) and the positive \( x \)-axis of \( \Sigma^g \). Similarly, let \( \angle g_{13} = \beta \). We can rewrite \( b_{\text{diff}} \) as

\[ b_{\text{diff}} = g_{12} - g_{13} = \begin{bmatrix} \cos \alpha \\ \sin \alpha \end{bmatrix} - \begin{bmatrix} \cos \beta \\ \sin \beta \end{bmatrix} \]

\[ = 2 \cos \left( \frac{\alpha - \beta}{2} \right) \begin{bmatrix} \cos \left( \frac{\alpha + \beta}{2} \right) \\ \sin \left( \frac{\alpha + \beta}{2} \right) \end{bmatrix} \cdot (25) \]

where \( \beta = \pi + (\mod 2\pi) \). The expression \( \dot{z}_{23} = 0 \) can be transformed to the following set of constraints on the angles, namely

\[ \begin{cases} \alpha + \beta = \alpha + \beta = \pi \\ \alpha - \beta = \alpha - \beta \end{cases} \]

and

\[ \begin{cases} \alpha + \beta = \alpha + \beta = \pi \\ - (\alpha - \beta) = \alpha - \beta \end{cases} \]

From (26), we obtain \( g_{12} = g_{12} \) and \( g_{13} = g_{13} \), corresponding to the equilibrium configurations in \( S_p \), while the solution in (27) corresponds to \( g_{12} = -g_{12} \) and \( g_{13} = -g_{13} \). Subsequently, we obtain \( e_{12d} = e_{13b} = - (g_{12} + g_{13}) \). Hence, it is sufficient to consider one of the equations in (22). This leads to \( -K_d e_{13d} d_{13} + K_b = K_b = K_b \). For it to hold, we require \( -K_d e_{13d} d_{13} - K_b = K_b \). Collecting the error constraints, we obtain (24). By an immediate substitution, we obtain for the dynamics of the bearing robot \( R2, \dot{p}_2 = K_b (g_{12} + g_{13}) = w \). This completes the proof.

**Remark 3:** The signed area for a triangle, introduced as a constraint for resolving flip and flex ambiguities in [6], [21], can be obtained using the expression \( S_A = \frac{1}{2} \frac{d_{12}}{d_{13}} \left[ \begin{array}{cc} 0 & -1 \\ -1 & 0 \end{array} \right] z_{13} \). The signed area of the desired formation shape evaluates to \( S_A = \frac{1}{2} \frac{d_{12}}{d_{13}} g_{12} \left[ \begin{array}{cc} 0 & -1 \\ -1 & 0 \end{array} \right] g_{13} \). The signed area of the moving formation shape is \( S_{A_m} = \frac{1}{2} \frac{d_{13}}{d_{13}} g_{12} \left[ \begin{array}{cc} 0 & -1 \\ -1 & 0 \end{array} \right] g_{13} = - \frac{1}{2} d_{13} d_{13} g_{13} + \frac{1}{2} d_{13} d_{13} g_{13} \). Since the distance error signals in (24) are negative, it follows \( d_{12} < d_{13} \). Hence \( |S_{A_m}| < |S_A| \) and the cyclic ordering of the robots is opposite to that of the desired formation shape. Following Proposition 4, a characterization of the moving set \( T_p \) in terms of the error vector \( e \) is

\[ T_p = \{ p \in \mathbb{R}^6 \mid e \text{ satisfies (24)} \} \cdot (28) \]

An equivalent characterization of \( T_p \) can be provided in terms of the inter-robot relative position vectors \( z_{12a} \) and \( z_{13a} \) where subscript \( M \) refers to “moving”. In fact, the inter-robot bearing vectors \( g_{12g} \) between \( R1 \) and \( R2 \) and \( g_{13g} \) between robots \( R1 \) and \( R3 \) is known from the proof of Proposition 4. It remains to obtain feasible values for the inter-robot distances \( d_{12a} \) and \( d_{13a} \). To this end, we find the roots satisfying the expressions for the distance error signals \( e_{12d} \) and \( e_{13d} \) in (24). Expanding the expressions leads to the following cubic equation

\[ d_{ij}^3 - (d_{ij}^*)^2 d_{ij} + R_{bd} = 0, \quad ij \in \{12, 13\} \cdot (29) \]
TABLE I

| Number of feasible combinations (d_{12,1}d_{13,3}) depending on desired distances d_{12}^* and d_{13}^* |
|--------------------------------------------------|
| d_{12} > \hat{d} | d_{13} > \hat{d} | d_{12} = \hat{d} | d_{13} = \hat{d} |
| 4 | 2 | 2 | 1 |

similar to the (1D1B) setup. Compared with (4), we now have 
$c = -\left( d_{ij}^* \right)^2 < 0$ and $d = R_{bd} > 0$. In the (1D1B) setup, we have $d = 2R_{bd}$. Following the same steps as was done for (15), we obtain that the discriminant corresponding to (29) is 
$\Delta = 4 \left( d_{ij}^* \right)^6 - 27R_{bd}^2$ and the threshold value for the desired distance $d_{ij}^*$ such that positive roots exist is $\hat{d} = \sqrt[3]{\frac{R_{bd}^2}{2}} \approx 1.3747 \sqrt[3]{R_{bd}^2}$. Similar to the (1D1B) setup, we conclude that if one of (or both) the desired distances $d_{12}^*$ or (and) $d_{13}^*$ has (have) a value less than $\hat{d}$, then no feasible value for $d_{12}$ or (and) $d_{13}$ satisfies $e_{12}d_{12} = -R_{bd}$ or (and) $e_{13}d_{13} = -R_{bd}$, implying the in-feasibility of moving formations. We conclude the set $S_p$ containing equilibrium configurations with either one of (or both) $d_{12}^* < \hat{d}$ or $d_{13}^* < \hat{d}$ is asymptotically stable.

The asymptotic stability property follows the same arguments as that in the following subsection (for the case when $d_{12} > \hat{d}$ and $d_{13} > \hat{d}$), and therefore it is omitted.

When the desired distance $d_{ij}^*$ satisfies $d_{ij}^* \geq \hat{d}$, we obtain feasible distances $d_{ij}$ to (29) are given by Lemma 1 with the values 
$r_n = \sqrt{\left( d_{ij}^* \right)^2}$ and $\varphi_n = \tan^{-1} \left( -R_{bd} \right)$. Since we have two desired distances $d_{12}^*$ and $d_{13}^*$ and we have either one or two feasible value(s) $d_{ij}$ to the cubic equation (29), it follows that different feasible combinations $(d_{12,1}d_{13,3})$ exist. In Table 1, we summarize the number of feasible combinations for the different scenarios. We conclude the set $S_p \neq \emptyset$ when the additional constraints $d_{12} \geq \hat{d}$ and $d_{13} \geq \hat{d}$ are satisfied.

Recall the common velocity $w = K_d (g_{12} + g_{13})$ for the robots in Proposition 4. Define $b_{sum} = g_{12} + g_{13}$. We want to write $b_{sum}$ in the form $b_{sum} = d_{sum} g_{sum}$ with $d_{sum}$ being the magnitude and $g_{sum}$ being the orientation of $b_{sum}$ relative to the global coordinate frame $\Sigma^p$. By the sum-to-product identities for cosine and sine, we obtain

$$b_{sum} = g_{12} + g_{13} = \cos \left( \frac{\alpha - \beta}{2} \right) \left[ \cos \left( \frac{\alpha + \beta}{2} \right) \right] + \cos \left( \frac{\alpha + \beta}{2} \right) \sin \left( \frac{\alpha - \beta}{2} \right).$$

Depending on the value of the angle difference $|\alpha - \beta|$, we have different expressions for $d_{sum}$ and $g_{sum}$. When $|\alpha - \beta| < \pi$, we set $d_{sum} = 2 \cos \left( \frac{|\alpha - \beta|}{2} \right)$ and $\angle g_{sum} = \frac{\alpha + \beta}{2}$ while for $|\alpha - \beta| > \pi$, we set $d_{sum} = 2 \cos \left( \pi - \frac{|\alpha - \beta|}{2} \right)$ and $\angle g_{sum} = \frac{\alpha + \beta}{2} + \pi \pmod{2\pi}$. Note that $d_{sum} \in \{0, 2\}$ for the cases $|\alpha - \beta| \geq \pi$. If $|\alpha - \beta| = 0$, then $g_{12} = g_{13}$ and $b_{sum} = 2g_{12}$, and finally, $|\alpha - \beta| = \pi$ implies $g_{12} = -g_{13}$ and hence $b_{sum} = 0$. Since $g_{12}^* \not\equiv g_{13}^*$, the last two mentioned cases do not occur; therefore, the magnitude of $w$ is $0 < \|w\| < 2K_d$.

C. Local stability analysis of the equilibrium and moving formations

Assume that the desired distances satisfy $d_{12}^* \geq \hat{d}$ and $d_{13}^* \geq \hat{d}$. In this case, both the equilibrium configurations in (23) and moving configurations in (28) satisfy $z = 0$ and are feasible. We are interested in determining the local stability around these formations. To this end, we consider the linearization of the $z$-dynamics (22); this results in the Jacobian matrix $A \in \mathbb{R}^{4 \times 4}$ as

$$A = - \left[ \begin{array}{c} K_d A_{12b} + K_d A_{13d} \\
K_d A_{12d} \\
K_d A_{13b} + K_d A_{13d} \end{array} \right],$$

where $A_{ij} = e_{ij}J_{I_{2}} + 2z_{ij}e_{ij}$ and $A_{ij} = \frac{1}{d_{ij}^2} \left( I_{2} - g_{ij}g_{ij}^{T} \right)$, $ij \in \{12, 13\}$.

We first consider the stability analysis around the equilibrium configurations.

Theorem 2: Consider a team of three robots arranged in the (1D2B) setup with closed-loop dynamics given by (21). Assume the desired distances satisfy $d_{12}^* \geq \hat{d}$ and $d_{13}^* \geq \hat{d}$ with $\hat{d} = \sqrt[3]{\frac{R_{bd}^2}{2}}$ and the bearing vectors satisfy $g_{ij} \neq \pm g_{ij}$. Given an initial configuration $p(0)$ that is close to the desired formation shape, then the robot trajectories asymptotically converge to a point $\hat{p} \in S_p$.

Proof: The proof for the local asymptotic stability of the equilibrium configurations in $S_p$ is shown using Lyapunov’s indirect method.

Evaluating the Jacobian matrix (31) at the equilibrium configurations results in

$$A_E = - \begin{bmatrix} x^* & x^* & p^* & p^* \end{bmatrix} - \begin{bmatrix} y^* - x^* & 0 & 0 & 0 \\
(y^* - x^*)a^2 & y^* & 0 & 0 \\
(y^* - x^*)b^2 & 0 & y^* & 0 \\
(y^* - x^*) & 0 & 0 & y^* \end{bmatrix},$$

where we define the variables

$x = K_2 \frac{1}{d_{12}}, \quad y = 2K_2d_{12}, \quad p = K_1 \frac{1}{d_{13}}, \quad q = 2K_2d_{13}^2,$

and the matrices

$$g_{12}^*g_{13}^* = \begin{bmatrix} a^2 & 0 \\
b^2 & 0 \end{bmatrix}, \quad g_{12}g_{13} = \begin{bmatrix} c^2 & 0 \\
0 & d^2 \end{bmatrix}.$$

The starred version for $x$, $y$, $p$, and $q$ is used here since we have $d_{12} = d_{12}^*$ and $d_{13} = d_{13}^*$. The characteristic polynomial $\chi_E(\lambda)$ corresponding to matrix $A_E$ is obtained as

$$\chi_E(\lambda) = (\lambda + x^*)(\lambda + y^*) \cdots (\lambda + y^*q^* \sin^2 \theta^*),$$

where $\sin \theta = g_{12}^* \left[ 0 \ 1 \right] g_{13}^*$. The roots of (35) are

$$\lambda_1 = -x^*, \quad \lambda_2 = -y^*, \quad \lambda_{3,4} = \frac{1}{2} (y^* + q^*) \pm \frac{1}{2} \sqrt{(y^* + q^*)^2 - 4y^*q^* \sin^2 \theta^*}.$$

It can be verified that $0 < 4y^*q^* \sin^2 \theta^* \leq (y^* + q^*)^2$, therefore, all roots are real. Moreover, $-\frac{1}{2} (y^* + q^*) + \frac{1}{2} \sqrt{(y^* + q^*)^2 - 4y^*q^* \sin^2 \theta^*} < 0$ and we conclude all $\lambda$s
are negative; hence, the matrix $A_E$ is Hurwitz. This implies that the link trajectories asymptotically converge to the desired relative positions, i.e., $z(t) \to z^*$ as $t \to \infty$. It also means that the robots reach their individual tasks since $z_{ij} = d_{ij}^* g_{ij}^*$, so $p(t) \to S_p$ when $p(0)$ is close to the desired formation shape. This completes the proof.

We continue with determining the stability of the moving formations in the set $\mathcal{T}_p$. Again, the Lyapunov's indirect method is used for this task. As a first step, the characteristic polynomial corresponding to the Jacobian matrix of the moving formations is derived. Based on the characteristic in (24), we obtain the sub-matrices $A_{12d} = -R_{bd} \frac{1}{d_{12}} I_2 + 2d_{12}^2 g_{13}^* g_{13}^T$, $A_{13d} = -R_{bd} \frac{1}{d_{13}} I_2 + 2d_{13}^2 g_{12}^* g_{12}^T$, $A_{12b} = \frac{1}{d_{12}} (I_2 - g_{13}^* g_{13}^T)$, and $A_{13b} = \frac{1}{d_{13}} (I_2 - g_{12}^* g_{12}^T)$. Substituting these sub-matrices in (31) yields the matrix

$$A_M = -\begin{bmatrix} (y-x) c^2 & (y-x) c d & -p + qa^2 & qab \\ (y-x) d & (y-x) d^2 & qab & -p + qb^2 \\ -x + y c^2 & -y c d & (q-p) a^2 & (q-p) ab \\ y c d & y d + y b^2 & (q-p) ab & (q-p) b^2 \end{bmatrix},$$

(37)

where the variables are previously defined in (33) and (34). The characteristic polynomial $\chi_M (\lambda)$ corresponding to matrix $A_M$ is then obtained as the quartic polynomial

$$\chi_M (\lambda) = \lambda^4 + c_1 \lambda^3 + c_2 \lambda^2 + c_3 \lambda + c_4$$

(38)

with the coefficients

$$c_1 = (y-x) + (q-p),$$

$$c_2 = qy \sin^2 \theta^* - px,$$

$$c_3 = x (y-x) \left( q \sin^2 \theta^* - p \right) + p (q-p) \left( y \sin^2 \theta^* - x \right),$$

$$c_4 = px (y-x) (q-p) \sin^2 \theta^*.$$

(39)

Recall from Table I that depending on the value of the desired distances $d_{12}^*$ and $d_{13}^*$, we can obtain more than one feasible combination $(d_{12a}, d_{13a})$ for the moving configurations. Under certain conditions, we have the following result on the eigenvalues of the matrix $A_M$.

**Lemma 3:** Assume the desired distances satisfy $d_{12}^* > \hat{d}$ and $d_{13}^* > \hat{d}$ and the desired bearing vectors are not perpendicular, i.e. $g_{12}^* \not\perp g_{13}^*$. Consider the feasible combination in which the distances are of the form $d_{12a} = y_{p_1}(d_{12}^*)$ and $d_{13a} = y_{p_1}(d_{13}^*)$ in Lemma 1. Then all eigenvalues of the matrix $A_M$ has negative real part if the inequality

$$\cos^2 \theta^* < \frac{(m-n) q^2 + mn (m+n) (x+p)}{(m^2 q + n^2) (m q x + n q y)},$$

(40)

holds, where the variables $x$, $y$, $p$, and $q$ are defined in (33), and we define $m = y - x$ and $n = q - p$.

**Proof:** Assuming the bearing vectors are not perpendicular, we obtain that $0 < \sin^2 \theta^* < 1$. Also, since $d_{12a} = y_{p_1}(d_{12}^*)$ and $d_{13a} = y_{p_1}(d_{13}^*)$, and $d_{12}^* > \hat{d}$ and $d_{13}^* > \hat{d}$, we can verify that $m > 0$ and $n > 0$ by applying Proposition 7. We employ the Routh-Hurwitz stability criterion to show the desired result provided (40) holds. To this end, the Routh-Hurwitz table is formed. The first column of the Routh-Hurwitz table, which is the column of interest, contains the following values

$$\begin{bmatrix} 1 & c_1 & \frac{c_2 - c_3}{c_1} & \frac{(c_1-c_2-c_3-c_4^2 c_4)}{(c_1-c_2-c_3)} \end{bmatrix}.$$  

(41)

For all roots $\lambda$ to have negative real parts, all values in (41) need to be positive. When $m > 0$ and $n > 0$, the coefficients $c_1$ and $c_4$ are positive. It remains to show the third and fourth entry in (41) is positive. In fact, it is sufficient to show the numerators are both positive. The numerator $c_1 c_2 - c_3$ evaluates to

$$c_1 c_2 - c_3 = (m+n) (qy \sin^2 \theta^* - px) \ldots$$

(42)

$$-mx (q \sin^2 \theta^* - p) - np (y \sin^2 \theta^* - x) = \sin^2 \theta^* (m^2 q + n^2) > 0.$$  

The numerator $(c_1 c_2 - c_3) c_3 - c_4^2 c_4$ evaluates to the expression (43). Provided (40) holds, it follows the numerator $(c_1 c_2 - c_3) c_3 - c_4^2 c_4 > 0$. Since the entries in (41) are all positive, we conclude all eigenvalues of the matrix $A_M$ have negative real parts. This completes the proof.

**Remark 4:** The implication of Lemma 3 is that under certain conditions on the distance and bearing constraints, a subset of the moving set $\mathcal{T}_p$ is locally asymptotically stable. Hence, initializing the robots close to the conditions for the moving formation is not desirable. An illustration of this behavior is provided in Fig. 4(b).

Lemma 3 also holds when the desired bearing vectors are perpendicular, i.e. $g_{12}^* \perp g_{13}^* \iff \sin^2 \theta^* = 1$. In this case, the coefficients in (39) and also all entries in (41) are positive; therefore, the matrix $A_M$ will only have eigenvalues with negative real parts.

A full characterization of the remaining cases can be found in Appendix B. In almost all cases, the matrix $A_M$ contains at least a root with positive real part and hence, it is not Hurwitz.

**V. THE (1B2D) ROBOT SETUP**

In this section, the formation setup with one bearing and two distance robots (1B2D) is considered. Without loss of generality, we assume robot $R_1$ is the bearing robot while robots $R_2$ and $R_3$ are the distance robots. The rightmost graph in Fig. 2 depicts the interconnection structure for this setup. Based on the interconnection structure, the closed-loop dynamics is obtained as

$$\begin{bmatrix} \dot{p}_1 \\ \dot{p}_2 \\ \dot{p}_3 \end{bmatrix} = \begin{bmatrix} K_{b} e_{12d} + K_b e_{13b} \\ K_d e_{21d} + K_\bar{e}_{21} \\ K_d e_{31d} + K_\bar{e}_{31} \end{bmatrix}.$$  

(44)

The corresponding link dynamics evaluates to

$$\begin{bmatrix} \dot{z}_{12} \\ \dot{z}_{13} \end{bmatrix} = \begin{bmatrix} K_{d} e_{21d} + K_b e_{12b} + K_b e_{13b} \\ K_d e_{31d} + K_b e_{12b} + K_b e_{13b} \end{bmatrix}.$$  

(45)

Also, the dynamics of the ‘invisible’ link $z_{23}$ is found to be $\dot{z}_{23} = -K_{d} e_{13d} e_{21} - e_{12d} e_{12}$. In the following, we follow similar steps as in Sections III and IV for the analysis of the closed-loop formation system (44) focusing on equilibrium
\[
\begin{align*}
(c_1c_2 - c_3) c_4 - c_1^2c_4 \\
= (\sin^2 \theta^* (m^2q + n^2y)) (m x (q \sin^2 \theta^* - p) + np (y \sin^2 \theta^* - x)) - (m + n)^2 (x m p n \sin^2 \theta^*) \\
= \sin^2 \theta^* \left((m^2q + n^2y) (m x (q \sin^2 \theta^* - 1) + n) + np (y \sin^2 \theta^* - 1) + m) - (m + n)^2 x m p n \right)
\end{align*}
\]

configurations, possible moving formations, and their (local) stability analysis.

A. Equilibrium configurations

When we consider the equilibrium conditions with \( p = 0 \), we have the following result.

**Proposition 5 (1B2D) Equilibrium Configurations:** The equilibrium configurations corresponding to the closed-loop formation system (44) belong to \( S_p^{correct} \cup S_p^{flipped} \), where
\[
S_p^{correct} = \{ p \in \mathbb{R}^6 \mid e = 0 \}, \quad S_p^{flipped} = \{ p \in \mathbb{R}^6 \mid e = [0 \ 0 \ -b_{\text{diff}}^T \ b_{\text{diff}}^T]^T \},
\]
with \( e = [e_{12d} \ e_{12d} \ e_{12b} \ e_{13b}]^T \in \mathbb{R}^6 \) and \( b_{\text{diff}} = g_{12}^* - g_{13}^* \).

**Proof:** Setting the LHS of each equation of the closed-loop dynamics (44) to the zero vector, we obtain for robot \( R2 \) that \(-K_{d}e_{12d12} = 0 \Leftrightarrow e_{12d} = 0 \vee z_{12} = 0 \) and similarly, we have \(-K_{d}e_{13d13} = 0 \Leftrightarrow e_{13d} = 0 \vee z_{13} = 0 \) for \( R3 \). The expression for \( R1 \) evaluates to \( g_{12} + g_{13} = g_{12}^* + g_{13}^* \). Defining \( \angle g_{12} = \alpha \), \( \angle g_{13} = \beta \) as before, and recalling the RHS of (30), we can write the following set of constraints on the angles, namely
\[
\begin{align*}
\alpha + \beta &= \alpha^* + \beta^* \\
\alpha - \beta &= \alpha^* - \beta^*
\end{align*}
\]
and
\[
\begin{align*}
\alpha + \beta &= \alpha^* + \beta^* \\
-(\alpha - \beta) &= \alpha^* - \beta^*
\end{align*}
\]

Equation (47) translates to \( g_{12} = g_{12}^* \) and \( g_{13} = g_{13}^* \) implying robot \( R1 \) satisfies its bearing tasks while (48) translates to the flipped formation shape with bearings satisfying \( g_{12} = g_{13}^* \) and \( g_{13} = g_{12}^* \). It follows that the bearing error signals are \( e_{12b} = -e_{13b} = -b_{\text{diff}} \). With both \( g_{12} \) and \( g_{13} \) defined, we obtain that \( d_{12} \neq 0 \) and \( d_{13} \neq 0 \). Therefore, \( z_{12} = 0 \) and \( z_{13} = 0 \) are both not feasible. Robots \( R2 \) and \( R3 \) will stop moving when \( e_{12d} = 0 \) and \( e_{13d} = 0 \) holds, respectively, i.e., when they accomplished their individual distance task irrespective of \( R1 \). This completes the proof.

It can be verified that the signed area of the flipped formation satisfies \( S_{A_0} = -S_{A} \).

B. Moving configurations

For the moving formations, we set the link dynamics to the zero vector and obtain the following result.

**Proposition 6 (1B2D Moving Formations):** The moving formations for the (1B2D) setup occur when the robots are co-linear, i.e., \( g_{12} = \pm g_{13} \) and oriented in the direction of \( b_{\text{sum}}^* = (g_{12}^* + g_{13}^*) \).

**Proof:** The expression for the link \( z_{12} \) and \( z_{13} \) in (45) evaluates to
\[
(K_{d}e_{12d12} + K_{b}) g_{12} + K_{b}g_{13} = K_{b}b_{\text{sum}}^*
\]
Solving for \( \bar{z}_{23} = 0 \), we obtain \( e_{12d}d_{12}g_{12} = e_{13d}d_{13}g_{13} \).

Two vectors are equal when they have the same magnitude and direction or opposite signs in both the magnitude and direction. Hence we distinguish the case \( g_{12} = g_{13} \) and \( e_{12d}d_{12} = e_{13d}d_{13} \) and \( g_{12} = -g_{13} \) and \( e_{12d}d_{12} = -e_{13d}d_{13} \). Since \( g_{12} = \pm g_{13} \), we conclude the robots are co-linear. Substituting this in (49), we obtain expressions of the form \( h g_{12} = K_{b}d_{\text{sum}}^* b_{\text{sum}}^* \) where \( h = K_{d}e_{12d12}d_{12} + 2K_{b} \) when \( g_{12} = g_{13} \) and \( h = K_{d}e_{12d12}d_{12} \) when \( g_{12} = g_{13} \). From this, we infer \( g_{12} = \pm g_{13}^* \), implying the orientation of the formation is in the direction of \( b_{\text{sum}}^* \). This completes the proof.

In light of Proposition 6, we can obtain four different ordering of the robots, as depicted in Fig. 3. To provide a full characterization of the moving configurations, it remains to obtain the inter-robot distances for the different ordering. We first derive expressions for the distance error signals corresponding to the different ordering from the general expression \( h g_{12} = K_{b}d_{\text{sum}}^* b_{\text{sum}}^* \). Define \( e_{12d} = \frac{d_{12}}{R_{bd}} \) and \( e_{13d} = \frac{d_{13}}{R_{bd}} \). Table II provides the values for \( s \) and \( t \) corresponding to the different robot orderings depicted in Fig. 3. When expanded, we obtain an instance of the cubic expression (4) with the coefficient \( c = -d_{12}^2 \) and \( d = -s R_{bd} \) when solving for feasible distance \( d_{12} \) while coefficient \( c = -d_{12}^2 \) and \( d = -t R_{bd} \) when we are considering distance \( d_{13} \). Since \( d_{\text{sum}} \in \{0, 2\} \), it follows the value for \( s \) and \( t \) can be positive or negative and hence also the coefficient \( d \) of the cubic equation. In turn, this may impose a condition on the desired distances \( d_{12} \) and \( d_{13} \) for obtaining positive values for \( d_{12} \) and \( d_{13} \) as discussed in Section II-C. In particular, we can verify that coefficient \( d \) has range \( d \in (-2, 4) R_{bd} \). Taking \( d = 4R_{bd} \), we obtain that all four robot orderings in Fig. 3 can occur when the desired distances satisfy \( d_{ij}^* \geq \sqrt{3} \sqrt{2R_{bd}} \).

In the next part, we will show that the co-linear moving formations are unstable.

C. Local stability analysis of the equilibrium and moving formations

We have characterized the equilibrium configurations and also conditions for the moving formations. It is of interest
to study the local stability property of these different sets. Similar to the stability analysis for the (1D2B) setup, we will use Lyapunov's indirect method. The Jacobian matrix corresponding to the $\lambda$-dynamics (45) results in

$$A = -\begin{bmatrix} K_bA_{12b} + K_dA_{12d} & K_bA_{13b} \\ K_{E_{12b}} & K_{E_{13b}} + K_dA_{13d} \end{bmatrix},$$

where as before, $A_{ijd} = e_{ijd}I_2 + 2z_{ij}z_{ij}^T$ and $A_{ijb} = \frac{1}{\sigma_{ij}}(I_2 - g_{ij}g_{ij}^T)$, $ij \in \{12, 13\}$.

We obtain the following result for the equilibrium configurations in (46).

**Lemma 4:** The Jacobian matrix $A_E$ at the equilibrium configurations in $S_p^{correct} \cup S_p^{flipped}$ is Hurwitz.

**Proof:** For the correct and desired equilibrium configurations in $S_p^{correct}$, the Jacobian matrix (50) evaluates to

$$A_E^{correct} = -\text{diag}\left(\begin{bmatrix} x^* & x^* & p^* & p^* \end{bmatrix}\right) - \begin{bmatrix} (y^* - x^*)a^2 & (y^* - x^*)ab & -p^*cd \\ (y^* - x^*)ab & (y^* - x^*)b^2 & -p^*cd & p^*c^2 \\ x^*b^2 & -x^*ab & (q^* - p^*)c^2 & (q^* - p^*)cd \\ -x^*ab & x^*a^2 & (q^* - p^*)c^2 & (q^* - p^*)d^2 \end{bmatrix}$$

where $x, y, p, q$ and the bearing matrices are previously defined in (33) and (34). Also, for the equilibrium configurations in $S_p^{flipped}$ yielding a flipped formation shape, we obtain

$$A_E^{flipped} = -\text{diag}\left(\begin{bmatrix} x^* & x^* & p^* & p^* \end{bmatrix}\right) - \begin{bmatrix} (y^* - x^*)c^2 & (y^* - x^*)cd & p^*b^2 & -p^*ab \\ (y^* - x^*)cd & (y^* - x^*)d^2 & -p^*ab & p^*c^2 \\ x^*d^2 & -x^*cd & (q^* - p^*)a^2 & (q^* - p^*)ab \\ -x^*cd & x^*c^2 & (q^* - p^*)a^2 & (q^* - p^*)b^2 \end{bmatrix}$$

The characteristic polynomial $\chi_E(\lambda)$ corresponding to the Jacobian matrices $A_E^{correct}$ and $A_E^{flipped}$ is the same, namely

$$\chi_E(\lambda) = (\lambda + q^*) (\lambda + y^*) \ldots (\lambda^2 + (p^* + x^*) \lambda + p^* x^* \sin^2 \theta^*).$$

The roots of (53) are

$$\lambda_1 = -q^*, \quad \lambda_2 = -y^*,$$

$$\lambda_{3,4} = -\left(\frac{1}{2} (p^* + x^*) \pm \frac{1}{2} \sqrt{(p^* + x^*)^2 - 4p^*x^* \sin^2 \theta^*}\right).$$

We can verify that $0 < 4p^*x^* \sin^2 \theta^* \leq (p^* + x^*)^2$. This implies that all $\lambda$s are real. Also, $-(p^* + x^*) + \sqrt{(p^* + x^*)^2 - 4p^*x^* \sin^2 \theta^*} < 0$ and hence, we conclude that all roots are negative real. This completes the proof. 

This leads to the following main result:

**Theorem 3:** Consider a team of three robots arranged in the (IB2D) setup with closed-loop dynamics given by (44). Given an initial configuration $p(0)$ that is close to the desired formation shape, then the robot trajectories asymptotically converge to a point $\hat{p} \in S_p^{correct}$.

**Proof:** Following Lemma 4, we obtain that link trajectories locally asymptotically converge to the desired relative positions $z^*$ when they are initialized in the neighborhood of it. With $z^*_{ij} = d^*_{ij} q^*_{ij}$, it follows that also the robots converge to a point $\hat{p} \in S_p^{correct}$.

Employing Lyapunov's indirect method to the moving co-linear formations yields the following statement

**Theorem 4:** Let $p \in \mathbb{R}^6$ be a configuration yielding a co-linear formation satisfying conditions in Table II. Then the configuration $p$ is unstable.

**Proof:** We first obtain the matrix $A_M$ and the corresponding characteristic polynomial $\chi_M(\lambda)$.

The sub-matrices for the Jacobian matrix (50) are $A_{12d} = R_{bd} \frac{1}{\sigma_{12}}I_2 + 2d_{21}^2g_{13}g_{23}^T$, $A_{13d} = R_{bd} \frac{1}{\sigma_{13}}I_2 + 2d_{21}^2g_{13}g_{23}^T$, $A_{12b} = \frac{1}{\sigma_{12}}(I_2 - g_{13}g_{23}^T)$, and $A_{13b} = \frac{1}{\sigma_{13}}(I_2 - g_{13}g_{23}^T)$ with the bearing matrix $g_{13}g_{23}^T = \begin{bmatrix} k_1^2 & k_1k_2 \\ k_2k_1 & k_2^2 \end{bmatrix}$. The values for $s$ and $t$ depend on the considered ordering in Table II. Hence, $A_M$ takes the form

$$A_M = -\left(\begin{bmatrix} (s + 1)x & (t + 1)p \end{bmatrix} \otimes I_2\right) = \begin{bmatrix} (y - x)k_2^2 & (y - x)k_1 & pk^2 & -pk^2 \\ (y - x)k_1 & (y - x)^2 & -pk^2 & pk^2 \\ x^2k_1 & -xk_1 & (q - p)k_2 & (q - p)k_1 \\ -xk_1 & xk_2 & (q - p)^2 & (q - p)k_2 \end{bmatrix},$$

where the variables $x, y, p,$ and $q$ are defined in (33).

The characteristic polynomial $\chi_M(\lambda)$ corresponding to matrix $A_M$ is found to be

$$\chi_M(\lambda) = (\lambda + pt + q) (\lambda + x + s + y) (\lambda^2 + BB\lambda + CC),$$

$$A_M =$$

$$A_E^{correct}$$

$$A_E^{flipped}$$

$$\chi_E(\lambda) =$$

$$\chi_M(\lambda) =$$
where the coefficients are $BB = (p(t + 1) + x(s + 1))$ and $CC = px((t + 1)(s + 1) - 1)$. We explore the nature of the roots, hereby focusing on the coefficients of the quadratic polynomial. Table III presents the values for $BB$ and $CC$ corresponding to the different robot ordering, where whenever is possible, the sign of the coefficient is also provided. By Lemma 5, we infer that the quadratic polynomial in (56) contains at least a root with positive real part since for each ordering, either coefficient $BB$ or $CC$ is negative. This implies the matrix $A_M$ is not Hurwitz; therefore, the co-linear formations are unstable. This completes the proof.

VI. NUMERICAL EXAMPLE

In this section, we present simulation results for the three robot case with interconnection structure as depicted in Fig. 2. We consider two triangular formation shapes with the same distances $d_{12}^i$ and $d_{13}^i$ but different value for the internal angle $\theta^*$ (Note: $\theta^* = \cos^{-1}(g_{12}^i g_{13}^i)$). In particular, shape $T_1$ has bearing vectors such that the internal angle is $\theta^*_T_1 = 15^\circ$ while for shape $T_2$, we take $\theta^*_T_2 = 45^\circ$. We set the gain ratio $R_{bd}$ to a value $4$. Taking the different setups into consideration, the threshold distance such that moving formations (stable or unstable) exist is $\bar{d} = 2\sqrt{3} \approx 3.4641$. We set the desired distances to $d_{12}^i = d_{13}^i = 4$ and assume $g_{12}^i = 0^\circ$. Thus, shape $T_1$ and $T_2$ has the following desired constrained:

$$
T_1: d_{12}^i = d_{13}^i = 4; \quad g_{12}^i = 0^\circ, \quad g_{13}^i = 15^\circ; \\
T_2: d_{12}^i = d_{13}^i = 4; \quad g_{12}^i = 0^\circ, \quad g_{13}^i = 45^\circ.
$$

(57)

For shape $T_1$, the moving formation for the (1B2D) setup is unstable, since $\cos^2(15^\circ) = 0.9330 > 0.9321$. Hence the constraint in (40) is violated. For shape $T_2$, we obtain $\cos^2(15^\circ) = 0.5 < 0.9321$ satisfying constraint (40).

We remark that when desired distance constraints are provided, we can also modify the control gains $K_a$ for the distance robot(s) and $K_b$ for the bearing robot(s) such that the desired distances satisfy $d_{ij}^* < \bar{d}$. This prevents the occurrence of (stable or unstable) moving configurations. In the current example, we intentionally set first the gain ratio $R_{bd}$ and then obtain desired distances $d_{ij}^*$ in order to show the existence and local asymptotic stability of the moving formations in the (1D2B) setup.

A. (1D2B) Simulation Results

In this part, we present simulation results for the three robots in the (1D2B) setup, thereby focusing on the formation shape $T_2$. The Jacobian matrix $A_M$ for the moving formation with distances $d_{12} = d_{13} \approx 3.8686$ is checked to be Hurwitz. Indeed, all values of the first column in the Routh-Hurwitz table (41) evaluates to a positive value. Therefore, employing the closed-loop dynamics (21) can, depending on the initial configuration $p(0)$, lead to robot trajectories moving with a constant velocity. In Fig. 4(b), we show such an outcome for a specific initial configuration $p(0)$. Fig. 4(a) depicts an initial configuration $p(0)$ leading to convergence to the correct shape.

B. (1B2D) Simulation Results

In this part, we present simulation results for the three robots in the (1B2D) setup, thereby focusing on the formation shape $T_1$. For the (1B2D) robot setup, there are two equilibrium formations, namely the correct and desired formation and the flipped formation satisfying only the distance constraints but not the bearing constraints. Fig. 5(a) depicts an initial configuration $p(0)$ which converges to this flipped formation. Notice that the signed area corresponding to $p(0)$ is positive (counter-clockwise cyclic ordering of the robots) while the flipped formation has a negative signed area (clockwise cyclic ordering of the robots). Fig. 5(b) depicts an initial co-linear configuration $p(0)$ leading to the robots to move with a constant velocity when employing the closed-loop dynamics (44). When perturbed, it will converge either to the correct or the flipped formation shape.

VII. CONCLUSIONS & FUTURE WORK

In the current work, we have considered the formation shape problem for teams of two and three robots partitioned into two categories, namely distance and bearing robots. Our aim is to employ gradient-based control laws in a heterogeneous setting and provide a systematic study on the stability of the possible formation shapes that arise as a result. We have shown that under certain conditions on the distance and bearing error signals, we obtain distorted formation shapes moving with a constant velocity $w$. For the (1D1B) and the (1B2D) robot setup, these undesired formation shapes are unstable while for the (1D2B) robot setup, we derive conditions such that the distorted moving formation shape is locally asymptotically stable. Furthermore, by increasing the value for the gain ratio $R_{bd} = \frac{K_b}{K_a}$, the occurrence of distorted moving formation shapes can be postponed. This may lead to global asymptotic stability of the desired formation shape, depending on the setup considered.

We note that the moving configurations in the (1D2B) setup and the flipped equilibrium configuration in the (1B2D) setup both have a signed area that has an opposite sign compared to the signed area of the desired formation shape. Hence the use of signed constraints as introduced in [12], [14] is a possible future direction. For the (1D2B) setup, the inclusion of the signed area constraint in [12] does not increase the sensing load of the distance robot while it can have the potential of mitigating the existence of distorted formation shapes.
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Fig. 4. Robot trajectories for the (1D2B) setup; o represents the initial position and × is the final position of the robot. On the left panel, we have an initial configuration (connected by dashed lines) where robots converge to the correct formation shape (connected by solid lines) while the right panel illustrates an initial configuration where robots converge to the moving configuration with velocity $w = K_b \delta_{\text{sum}}$.
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A. Proof of Lemma 1

First, we define \( v = -\frac{d}{2} + \sqrt{R} \). Since \( \Delta \geq 0 \) holds and \( R = -\frac{1}{108} \Delta \), it follows \( R \leq 0 \). Hence we rewrite \( v \) as the complex number \( v = -\frac{d}{2} + \sqrt{-R}i \). In polar form, we obtain \( v = r_v \angle \varphi_v \) with modulus \( r_v = \sqrt{-\left(\frac{d}{2}\right)^2} \) and argument \( \varphi_v = \tan^{-1}\left(-\frac{d}{2\sqrt{-R}}\right) \). With \( d > 0 \), we know the real part of \( v \) is negative while the imaginary part is non-negative. Hence the argument \( \varphi_v \) is in the range \( \varphi_v \in (90^\circ, 180^\circ) \) with \( \varphi_v = 180^\circ \) holds when \( R = 0 \). Furthermore, the complex conjugate of \( v \) is \( \bar{v} = -\frac{d}{2} - \sqrt{-R}i = r_v \angle (-\varphi_v) \). Substituting in (6), we obtain \( A = \sqrt{\bar{v}} = \sqrt{r_v} \angle (-\frac{1}{3} \varphi_v) \) and \( B = \sqrt{v} = A \). Recalling \( \omega^2 = \bar{\omega} \), the cubic roots (5) are

\[
y_1 = 2\sqrt[3]{r_v} \cos \left(\frac{1}{3} \varphi_v\right), \quad y_{2,3} = 2\sqrt[3]{r_v} \cos \left(\frac{1}{3} \varphi_v \pm 120^\circ\right).
\]

(58)

Corresponding to the range \( \varphi_v \in (90^\circ, 180^\circ) \), we have \( \frac{1}{3} \varphi_v \in (30^\circ, 60^\circ) \). The positive roots are then found to be

\[
y_1 = 2\sqrt[3]{r_v} \cos \left(\frac{1}{3} \varphi_v\right), \quad y_3 = 2\sqrt[3]{r_v} \cos \left(\frac{1}{3} \varphi_v - 120^\circ\right).
\]

(59)

With \( \frac{1}{3} \varphi_v \in (30^\circ, 60^\circ) \), we obtain for the range of the positive roots \( y_1 \in [1, \sqrt{3}] \sqrt[3]{r_v} \) and \( y_3 \in [0, 1] \sqrt[3]{r_v} \). The inequality \( y_1 \geq y_3 \) follows and equality holds when \( \Delta = 0 \implies R = 0 \). From (6), \( R = 0 \) is equivalent to \(-\left(\frac{d}{2}\right)^3 = \left(\frac{d}{2}\right)^2\); therefore, \( r_v = \frac{d}{2} \). This completes the proof.

B. Full characterization of the local stability analysis of the moving formations for the (1D2B) setup

In Lemma 3, we considered only one of four possible combinations \((d_{12a}, d_{13a})\) for the scenario \( d_{12} > \hat{d} \) and \( d_{13} > \hat{d} \). Referring to Table I, we can have in total nine possible combinations \((d_{12a}, d_{13a})\) when all the different scenarios are considered. Here, we provide the local stability analysis of the moving formations for the (1D2B) setup for all the remaining combinations and scenarios.

To this end, we first give the following auxiliary result that connects the sign of the coefficients of a polynomial of degree \( n \) to its roots.

**Lemma 5:** Consider a polynomial of degree \( n \)

\[
f(y) = y^n + c_1 y^{n-1} + \cdots + c_n.
\]

(60)

Suppose the (distinct) roots of the equation \( f(y) = 0 \) are \( \alpha_i, i = 1, \cdots, n \). Then the factored form of \( f(y) \) is

\[
f(y) = (y - \alpha_1)(y - \alpha_2)\cdots(y - \alpha_n),
\]

(61)

and the sum and product of the roots \( \alpha_i s \) are related to the coefficients \( c_1 \) and \( c_n \) as \( \sum_{i=1}^n \alpha_i = -c_1 \) and \( \prod_{i=1}^n \alpha_i = (-1)^n c_n \), respectively. Furthermore, there exists at least a positive real root or a pair of complex roots with positive real part when the coefficient \( c_1 \) is negative while an odd number of positive real roots exists when the coefficient \( c_n \) is negative.

In Lemma 3, we define the variables \( m \) and \( n \). Since they can take values \( m \leq 0 \) and \( n \geq 0 \), we arrive also to the number nine.

### Table IV

| c_1 | c_2 | c_3 | c_4 |
|-----|-----|-----|-----|
| m < 0 & n < 0 | < 0 | < 0 | > 0 | > 0 |
| m < 0 & n = 0 | < 0 | < 0 | > 0 | = 0 |
| m < 0 & n > 0 | i | i | i | < 0 |
| m = 0 & n < 0 | = 0 | < 0 | = 0 | = 0 |
| m = 0 & n = 0 | < 0 | < 0 | > 0 | > 0 |
| m = 0 & n > 0 | i | i | i | < 0 |
| m > 0 & n < 0 | i | i | i | < 0 |
| m > 0 & n = 0 | > 0 | i | < 0 | = 0 |

The proof of Lemma 5 is straightforward and therefore omitted.

**Proposition 7:** Consider the desired distance \( d_{ij} \geq \hat{d} \) with \( \hat{d} = \sqrt[3]{\frac{R_m}{2}} \) and let \( d_{ij} \) be a feasible solution to the cubic equation (29). Define the variable \( h(d_{ij}) = 2K_d d_{ij}^2 - K_b \frac{1}{\pi c_3} \).

Then,

- \( h(d_{ij}) = 0 \) when \( d_{ij} = \hat{d} \);
- \( h(d_{ij}) > 0 \) when \( d_{ij} > \hat{d} \land d_{ij} = y_p_1(d_{ij}) \) in Lemma 1;
- \( h(d_{ij}) \leq 0 \) when \( d_{ij} > \hat{d} \land d_{ij} = y_p_2(d_{ij}) \) in Lemma 1.

**Proof:** The expression \( h(d_{ij}) \leq 0 \) is equivalent to \( d_{ij} \geq \sqrt[3]{\frac{R_m}{2}} = \frac{1}{3} \sqrt{3}d \). When \( d_{ij} \geq \tilde{d} \), we obtain that \( d_{ij} = \frac{1}{3} \sqrt{3}d \), resulting in the term \( h(d_{ij}) = 0 \). For \( d_{ij} > \tilde{d} \), Lemma 1 provides two feasible distances satisfying the cubic equation (29). The ranges of the two feasible distances are \( y_p_1 \in \left(\frac{1}{3} \sqrt{3}, 1\right) d_{ij} \) and \( y_p_2 \in \left(0, \frac{1}{3} \sqrt{3}\right) d_{ij} \). Since \( d_{ij} > \tilde{d} \), we obtain \( y_p_1 > \frac{1}{3} \sqrt{3}d_{ij} \) and therefore, \( h(y_p_1) > 0 \).

For the feasible distance \( y_p_2 \), we have \( y_p_2 < \frac{1}{3} \sqrt{3}d_{ij} \). It also satisfies \( y_p_2 \approx \frac{1}{3} \sqrt{3}d \) and consequently, \( h(y_p_2) \approx 0 \). This completes the proof.

Following Proposition 7, we define the variables \( m := h(d_{ij}) = y - x \) and \( n := h(d_{13}) = q - p \) in the characteristic polynomial \( \chi_M(\lambda) \) (38). The case \( m > 0 \) and \( n > 0 \) has already been considered in Lemma 3.

We are ready to consider the remaining combinations of \( m \) and \( n \). First, we assume the bearing vectors \( g_{12} \) and \( g_{13} \) are not perpendicular. This is equivalent to \( 0 < \sin^2 \theta^* < 1 \).

Table IV provides the sign of the coefficients of \( \chi_M(\lambda) \) in (39). Applying Lemma 5, we obtain that \( \chi_M(\lambda) \) contains at
least a root with positive real part for each combination of \( m \) and \( n \) in Table IV. This in turn implies the Jacobian matrix \( A_M \) in (37) is not Hurwitz and hence the moving formations are unstable.

We proceed with the case in which \( \sin^2 \theta^* = 1 \), i.e., the bearing vectors satisfy \( g_{12} \perp g_{13} \). Again, we determine the sign of the coefficients for each combination of \( m \) and \( n \); see Table V. Applying Lemma 5, we obtain that \( \chi_M(\lambda) \) contains at least a root with positive real part for all combination of \( m \) and \( n \) in Table V, except for the cases \((m, n) = ((0, 0), (> 0, 0), (0, > 0))\). Further investigation reveals that for the case \((m, n) = (0, 0)\), we obtain the root \( \lambda = 0 \) with multiplicity 4 while for \((m, n) = ((> 0, 0), (0, > 0))\), the roots to \( \chi_M(\lambda) \) are \( \lambda_{1, 2} = 0 \) and 
\[
\lambda_{3, 4} = \frac{1}{2} \left( -c_1 \pm \sqrt{c_1^2 - 4c_2} \right).
\]
Since both \( c_1 > 0 \) and \( c_2 > 0 \), we obtain \( c_1^2 - 4c_2 < c_1 \) and hence \( \lambda_{3, 4} \) are negative real roots or are roots containing a negative real part. For these specific cases, the Jacobian matrix \( A_M \) in (37) cannot provide any conclusion on the local stability while for the cases containing a root with positive real part, we conclude those moving formations are unstable. It should be remarked that the case \((m, n) = (0, 0)\) corresponds to the scenario when 
\[
d_{12}^* = d_{13}^* = \hat{d}, \quad (m, n) = (> 0, 0) \quad \text{corresponds to} \quad d_{12}^* > \hat{d}
\]
and 
\[
d_{13}^* = \hat{d}, \quad (m, n) = (0, > 0) \quad \text{corresponds to} \quad d_{12}^* = \hat{d}
\]
and 
\[
d_{13}^* > \hat{d}. \quad \text{In particular, the scenario of} \quad d_{12}^* = d_{13}^* = \hat{d} \quad \text{is very specific.}
\]