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Abstract
Near-surface temperature and humidity observations over Germany, coming on the one hand from the citizen weather station's network Netatmo and on the other hand from synoptic weather stations, were assimilated into the limited area mode of the Icosahedral Nonhydrostatic Model with 2-km resolution (ICON-D2). For that we use the Kilometre-Scale Ensemble Data Assimilation (KENDA) system and a bias-correction approach that improves the assimilation of the observations by taking into account the diurnal cycle of temperature and humidity variables. Our results show that the assimilation of bias-corrected observations from Netatmo stations reduces the forecast error considerably; meanwhile, the assimilation of Netatmo observations without bias correction leads to a strong warm bias with a negative impact on forecast performance. In contrast, for the assimilation of synoptic observations the usage of our bias-correction approach does not lead to any significant decrease in the forecast error, yet reduces the bias for the diurnal cycle of synoptic stations. Overall, it can be concluded that the forecast quality can gain from assimilating Netatmo data, provided an effective bias-correction approach is applied.
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1 | INTRODUCTION

Crowd-sourced observations (CSOs) form a set of emergent observational sources (Ghezzi et al., 2017), the importance of which is growing over time, given the ever-increasing amount of privately owned environmental sensors connected to the internet. Currently, the ongoing expansion of the Internet of Things is leading to a revolutionary augmentation of the volume of data acquired from CSO networks, which now can be of orders of magnitude higher than the data from conventional networks, for some variables and geographical areas. However, this vast amount of available data cannot be exploited directly, as CSOs typically have lower quality standards than the standard scientific sensors, suffering from larger biases...
and higher noise levels. Thus, rigorous data-quality assessments are necessary in order to take advantage of these novel datasets (Zahumenský, 2004).

Regarding meteorological applications, the use of data coming from unconventional sources is revolutionary. The classical meteorological networks provide high-quality measurements for a series of variables, but they are not as dense as needed by ongoing human activities, which demand fast and precise weather forecasts (Moseley, 2011). The abundant amount of meteorological measurements in high temporal and spatial resolution from alternative and cost-efficient sensors can fill this gap and provide weather models with real-time datasets (Muller et al., 2015). While the quality of CSOs is always questionable and a challenging issue to deal with, their quantity itself can be used to address this problem (Flanagan and Metzger, 2008; Foody et al., 2013). For example, when a dense network in a very restricted geographical area agrees in measurements of a meteorological variable, it could indicate a level of measurement accuracy (See et al., 2013; Bell et al., 2015). The quality of the data and their error characteristics and interpolation are discussed in Williams et al. (2011) and Bell et al. (2013), while Bell (2014) and Tostrams (2017) have worked on quantifying their uncertainty. The impact of CSOs from citizen weather networks on meteorological models is an important research area and studies thus far underline their positive attribution in improving weather forecasts (Madaus et al., 2014; Sobash and Stensrud, 2015; Gasperoni et al., 2018; Hintz et al., 2021).

CSOs collected from cars to smartphones and social media have already been utilized in a variety of applications (Hintz et al., 2021), though the largest amount of meteorological CSOs worldwide comes from citizen weather stations. Citizen weather stations consist of privately owned automatic weather stations, cheap and easy to install, which resemble synoptic observational networks but provide a much denser coverage, especially over inhabited areas.

There are ongoing efforts to collect and share as much as possible of the information collected by citizen weather stations (MetOffice, 2021; US National Weather Service, 2021) and, in the last years, they have been used in numerous regional studies: for example, fine-scale analysis of hailstorms (Clark et al., 2018), rainfall monitoring (Zinevich et al., 2008; Fenner et al., 2017; de Vos et al., 2017; 2019), heat-island analysis (Steeneveld et al., 2011; Wolters and Brandsma, 2012; Bell et al., 2015; Chapman et al., 2017; Meier et al., 2017), and operational data assimilation (James and Benjamin, 2017).

Presently, an important network of citizen weather stations is provided by Netatmo (Netatmo, 2021). This company develops and sells worldwide internet-connected personal weather stations collecting several meteorological variables (i.e., temperature, wind speed, precipitation, air pressure, and humidity) in almost real time. This network, which is currently larger in Europe, has achieved such a dense coverage of temporally highly resolved meteorological observations over a large area that it is an innovation in atmospheric science (Chapman et al., 2017). Its density in many urban areas has made it an important tool in urban climate studies (Meier et al., 2015; de Vos et al., 2017; Uteuov et al., 2019). In addition, Netatmo observations have recently been used by MET Norway to post-process near-surface temperature forecasts (Lussana et al., 2019; Nipen et al., 2020).

The potential positive impact of Netatmo data on weather forecasting (Fenner et al., 2017) has led to numerous studies for the assessment and quality improvement of Netatmo data, as the quality of all measurements cannot be checked manually. Tostrams (2017) presented a spatio-temporal analysis of Netatmo observations for dealing with the data uncertainty, as well as an error correction in order to address issues such as radiation bias. Furthermore, Bell (2014) worked on the bias of temperature sensors, showing the different bias patterns depending on the type of sensor, whereas Hintz et al. (2021) developed a quality control for temperature Netatmo measurements based, among other things, on comparisons with a numerical weather prediction (NWP) ensemble.

In the present work, we report a set of experiments where, besides the conventional observational sources, Netatmo temperature and humidity data are assimilated into the limited are mode of the Icosahedral Nonhydrostatic Model (ICON–LAM: Zängl et al., 2015). A description of both observational sources is presented in Section 2, whereas the design of the experiments is given in Section 4. We combine various data sources in different ways and also utilize a bias-correction methodology, which is described in Section 3, together with the quality control that takes place prior to and during the assimilation, as well as the data assimilation environment itself. The performance of the weather prediction system under these different configurations is analyzed thoroughly and the results are presented in Sections 5, 6, and 7. Finally, Section 8 discusses the conclusions of this study.

2 | OBSERVATIONS

The experiments reported in this study consider the time period from September 17, 2018 to September 30, 2018 and make use of two observational datasets: (a) the so-called “conventional observations” of the German
FIGURE 1  Pie chart of the number of active observations. Here we consider only one day (September 19, 2018) of our experiments, given that the distribution of observations by variable does not change considerably day by day. Notice the ratio of about 14 between Netatmo and synoptic active observations for both 2-m temperature and 2-m relative humidity. The 2-m temperature and 2-m relative humidity are assimilated over Germany, while the other observations are assimilated over the entire ICON-D2 domain [Colour figure can be viewed at wileyonlinelibrary.com]

weather service, the Deutscher Wetterdienst (DWD), which contain the synoptic weather stations, and (b) the Netatmo observations lying in German territory during the time period explored. Given the resemblance of Netatmo and synoptic weather stations, they go through the same plausibility quality control and their set-ups in the assimilation system are relatively close. Nevertheless, there are some important differences between these observation systems; accordingly, in the following we describe both datasets separately in more detail.

2.1  Conventional observations

This dataset comprises observations coming from synoptic weather stations, as well as from aircraft, wind profilers, and radiosondes. For the time period considered, the conventional observations actually assimilated are dominated in number by the measurements of upper-air temperature and $u/v$ wind components coming from aircraft. Regarding ground observations, the most numerous variables are 2-m temperature, 2-m humidity, 2-m dew-point, and surface pressure (Figure 1).

2.2  Netatmo observations

Netatmo weather stations can be found worldwide, installed by interested citizens. These devices collect time series with a period of about 5 min of temperature, humidity, pressure, and optionally of precipitation, wind speed, wind angle, wind gust speed, and wind gust angle. For the present study, we consider the dataset taken by 50,328 Netatmo stations present in Germany during the time period considered.

As our assimilation algorithm (local ensemble transform Kalman filter, LETKF) is not able to consider correlated observations, we selected 5,000 Netatmo stations
at random, which leads to a ratio of about 14 between Netatmo and active synoptic observations for both 2-m temperature and 2-m relative humidity. Notice that this minimalistic thinning approach assumes that all Netatmo stations provide data of similar quality, and was selected for the sake of simplicity.

Regarding altitudinal aspects, Netatmo stations display rather small differences between station heights and the corresponding model orography, represented by the orange distribution of Figure 2a, similar to the corresponding blue distribution for synoptic stations. However, it is noticeable that the Netatmo stations are located in inhabited areas, which in Germany normally correspond to lowlands, as we can see in Figure 2b, where no orange points have station heights larger than 1,000 m. Notice that the situation could be different for countries like Switzerland.

Concerning the resolution of the time series, we reduce the amount of data by dropping the first 45 min of each hour and averaging the remaining 15 min. The resulting hourly resolution is consistent with the assimilation period of our experiments. With respect to the measured variables, we assimilate only temperature and humidity observations. This selection was based on the fact that these are the only variables susceptible to our bias-correction method. Since the Netatmo stations are operated by citizens, sources of error are more numerous than is the case with synoptic stations. It can happen that stations are misplaced: for example, indoor instead of outdoor, or at a place with no radiation shield (Meier et al., 2015). Observations that deviate strongly from the other measurements are sorted out in our quality control (Section 3.1). Finally, we set the observation error to 3.0 K for temperature and 30% for humidity. These values are three times higher than the corresponding ones for synoptic observations and led to reasonable results, as we will see in the following sections.

3 | METHODOLOGY

3.1 | Quality control

A series of controls before and during the assimilation processes take place, in order to guarantee the quality of the observational data for the variables being studied, that is, the 2-m temperature (T2M) and the 2-m relative humidity (RH2M).

Before any further use within the data assimilation system, both the conventional and the raw crowd-sourced Netatmo datasets are subject to an initial plausibility control. Here, the values of the raw crowd-sourced Netatmo observations were checked to be within reasonable ranges. As far as the 2-m temperature is concerned, observations with values lower than $-50 \degree C$ or higher than $50 \degree C$ are discarded. Relative humidity observations lower than 0% and higher than 110% are also discarded.

For the data assimilation, in the quality control, during the derivation of the model equivalents $H(x)$, the synoptic observations are checked for their first guess and their station height. If the difference between observation $i$ and its corresponding first guess $d_{fg}(i) = y(i) - H(x(i))$ is too large, the observations are discarded. The threshold for the relative humidity observations is $d_{fg}(RH2M) > 70\%$ and that for the temperature observations $d_{fg}(T2M) > 12\, K$. The height check examines the height of the observation station itself and the height difference between the measuring station and the model orography. Temperature
FIGURE 3  Mean diurnal cycle of difference between model and synoptic observations (blue) and Netatmo observations (red) of the September period (September 19–30, 2018) over Germany. Difference between (a) simulated and observed 2-m temperature and (b) simulated and observed 2-m relative humidity. The differences between the model and observations without bias correction (solid line) are larger than the bias-corrected differences (dashed line). In particular, the warm bias of the temperature measured by Netatmo stations is clearly reduced by the bias correction. [Colour figure can be viewed at wileyonlinelibrary.com]

An evaluation of the observation-minus-first guess departures $\Delta o - fg$ of synoptic and Netatmo observations, for the study period of two weeks in September, shows a diurnal bias pattern in temperature and relative humidity for both measurement systems (Figure 3). The temperature observations from synoptic weather stations show a diurnal cycle with negative bias during the night and positive bias during the daytime (Figure 3a). The temperature from Netatmo stations shows, on average, a stronger diurnal cycle with a similar shape, but has, in general, a warm bias of around 1 K. The synoptic relative humidity observations have a dry bias during the afternoon (1200–1900 UTC) and a moist bias otherwise (Figure 3b). The amplitude of the bias of relative humidity observed by Netatmo stations is similar to the amplitude of the bias of the synoptic observations (between −0.05 and 0.05), but, by contrast, the Netatmo observations have a moist bias during the day (0800–1700 UTC) and a dry bias during the night.

As far as the synoptic observations are concerned, the results are as expected, considering the strong dependence of the temperature bias on the solar radiation. During the daytime, the warm bias of temperature observations is related to the dry bias of the relative humidity, whereas during the night hours the moist bias is influenced by the cold temperature bias. However, this expected behaviour cannot totally explain the stronger diurnal cycle of temperature measured by Netatmo stations and the opposite bias behaviour of relative humidity Netatmo data. Here, the position of the Netatmo stations plays a major role, as they can be indoors or near house walls and so poor and insufficient ventilation leads to higher temperature measurements. Additionally, as highlighted in Bell (2014), the bias of temperature can also be related to the type of sensor. The use of cheap temperature sensors may give larger biases. Relative humidity measurements can be biased as well, especially if they are not recalibrated regularly (Ingleby et al., 2013).

Based on the idea of Otkin et al. (2018), who used a Taylor series polynomial expansion of $\Delta o - fg$ to estimate the bias of infrared brightness temperatures measured...
by the Spinning Enhanced Visible and Infrared Imager (SEVIRI), we predict the bias \( b \) through a set of basis functions \( \Phi \), which use the daytime \( t \) and cloud cover \( N \) as predictor:

\[
[b^{(i)}(N, t) = \Phi(N, t) \cdot c^{(i)}]_{i=1,...,m}.
\]

The index \( i = 1, ..., m \) indicates that the bias \( b \) is estimated separately for each measuring instrument at each station. The cloud cover as a predictor is relevant, because a strong cloud cover reduces the amplitude of the diurnal bias. The set of basis functions \( \Phi \) is split into a set of \( k \) trigonometric basis functions \( U \) to estimate the diurnal cycle,

\[
U_k(t) = \{ 1, \sin t \tau, \cos t \tau, \sin 2t \tau, \cos 2t \tau, \ldots \},
\]

and a set of \( l \) polynomial basis functions \( V \) to estimate the impact of the cloud cover,

\[
V_l(N) = (9 - N)^{(l - 1)}.
\]

The cloud cover \( N \) is set to 8 okta if the station has no cloud-cover observation, which is true for several synoptic and all Netatmo stations. In these cases, the bias correction is determined by the diurnal cycle alone. The period of the trigonometric basis functions is one diurnal cycle, \( \tau = 2\pi/24 \). A useful estimate is given by a combination of \( K = 5 \) trigonometric basis functions and \( L = 2 \) polynomial basis functions:

\[
[b^{(i)}(N, t) = \sum_{k=1}^{K} \sum_{l=1}^{L} U_k(t)V_l(N)c_{kl}^{(i)}]_{i=1,...,m},
\]

where each measuring instrument \( i \) has its own set of coefficients \( c_{kl}^{(i)} \).

The system is an underdetermined system (Equation 2) and a common approach to find a solution for an ill-posed system is Tikhonov regularization (Otkin et al., 2018; Nakamura and Potthast, 2015):

\[
c^{(i)} = (aI + \Phi\Phi^T)^{-1}\Phi^T b^{(i)}.
\]

with a multiple of the identity matrix \( aI \) as the Tikhonov matrix. In the following, \( (aI + \Phi\Phi^T)^{-1}\Phi^T \) is summarized as weighting matrix \( K_c \). The coefficients are determined dynamically during the experimental period by a coefficient update for the \( i \) separate stations and measurement instruments for each time step at which a new observation is available.

Taking the information from the previous step \( t - 1 \) and the actual time step \( t \) into account, the coefficients adapt to the bias behaviour of their corresponding station and observation type. The estimated bias \( b^{(i)}(t) \) used to update the coefficients is derived from Equation 2 with the coefficients of the previous analysis step \( c(t - 1) \). With a higher value of \( a \), the influence of the coefficients of the previous analysis steps increases. We choose \( a = 150 \): this results in coefficients that adapt to a new weather regime within a two-day period.

The estimated bias \( b \) is used to adjust the observation with the bias correction \( bc = -b \), although \( b \) is the estimation of a combined bias consisting of observation and forecast bias. The bias-correction approach introduced reduces the amplitude of the bias for both types of observation (humidity and temperature) for synoptic and Netatmo stations (Figure 3). As expected, the bias correction adapts well to the existing systematic deviations between observation and model after a few days and reduces the mean bias between 50 and 70\% for the entire period. Adjusted to the measuring instruments, the mean bias correction of temperature measured by synoptic stations is smaller than 0.5 K during the whole diurnal cycle (Figure 3a). Furthermore, the mean temperature bias correction of the Netatmo stations is able to reduce the 2-K evening bias by more than 1 K.

Because our bias-correction scheme depends on the model background field, it is important to have “anchoring” observations within the assimilation framework (Eyre, 2016). The anchoring observations should prevent the model state relaxing towards its own climatology due to the bias correction. In our assimilation framework, radiosoundings, wind profiler, aircraft observations, and surface pressure from synoptic stations are used as anchoring observations.

### 3.3 Data assimilation system

As assimilation system, we used the operational Kilometre-scale ENsemble Data Assimilation system (KENDA: Schraff et al., 2016), which is based on the LETKF (Hunt et al., 2007). The KENDA-system ensemble consists of 40 members and one additional deterministic simulation (Schraff et al., 2016). The analysis of the deterministic simulation is determined by the Kalman gain matrix of the LETKF. Therefore, the deterministic simulation benefits from the background-error covariance matrix of the ensemble \( P \) and further can be used for the evaluation of cloud-related variables, because these are smeared in the ensemble mean by its averaging. The localization is performed at each analysis grid point by scaling the inverse observation-error covariance matrix \( R^{-1} \) according to the distance between the observation and the analysis grid point. The analysis grid is three times coarser than the model grid, hence the weight matrices
are interpolated to the model grid afterwards. The scaling is realized by use of the Gaspari–Cohn function (Gaspari and Cohn, 1999) with a fixed vertical localization scale and an adaptive horizontal localization scale (Schraff et al., 2016). Covariance inflation is achieved by a combination of multiplicative covariance inflation (Anderson and Anderson, 1999) and relaxation to prior perturbations (Zhang et al., 2004). Furthermore, the KENDA system combines the LETKF with latent-heat nudging for the assimilation of radar-derived precipitation rates (Stephan et al., 2008; Schraff et al., 2016).

The KENDA system uses the limited-area mode of the ICOsahedral Nonhydrostatic (ICON) model (ICON–LAM: Zängl et al., 2015) with \( k = 40 \) ensemble members as regional weather prediction model. The experimental domain covers Germany, Switzerland, Austria, Denmark, Belgium, the Netherlands, and parts of further neighbouring countries. The ICON–LAM is performed on an unstructured triangular horizontal grid of 542,040 cells with a spatial resolution of about 2 km. The 65 vertical levels follow the terrain in the lower troposphere and become horizontally flat in the upper troposphere. The atmosphere of the model consists of dry air and water in all phases (gaseous, liquid, ice). The prognostic variables of the model are the horizontal velocity component normal to the triangle edges, the vertical wind component, the density and the virtual potential temperature. The radiation is simulated every 12 min by the Rapid Radiative Transfer Model (Mlawer et al., 1997; Barker et al., 2003). The ICON–LAM is driven and initialized by the European two-way nest of the global ICON. Further details can be found in Zängl et al. (2015) and Prill et al. (2020).

### EXPERIMENTAL SET-UP

We conducted one reference and four case experiments within the ICON–LAM–KENDA system. The experiments refer to the period from September 17–September 30, 2018. Because the first two days of this period are used as spin-up of the bias correction, the evaluation period starts at September 19, 2018. The hourly assimilation was based on a 40-member ensemble and one deterministic run. Each 6 hr, that is, at 0000, 0600, 1200, and 1800 UTC, a 24-hr forecast was initialized from the deterministic analysis. The reference experiment REF included latent-heat nudging based on radar observations and the assimilation of surface pressure and 10-m wind observations of synoptic and buoy stations, as well as temperature, relative humidity, and horizontal wind components observed by aircraft, wind profilers, and radiosondes. Additionally, latent-heat nudging is included, but not 3D volume radar, which has been operational since June 2020. Abbreviations: T2M, 2-m temperature; RH2M, 2-m relative humidity.

**Table 1** Overview of the experiments performed

| Exp. name | Assimilated obs. | Bias correction |
|-----------|------------------|----------------|
| REF       | CONV             | No             |
| SNP       | CONV + synoptic T2M+RH2M | No |
| SNP_BC    | CONV + synoptic T2M+RH2M | Yes |
| NTM       | CONV + Netatmo T2M+RH2M | No |
| NTM_BC    | CONV + Netatmo T2M+RH2M | Yes |

Note: CONV includes the following observations: surface pressure and 10-m wind observations of synoptic and buoy stations, as well as temperature, relative humidity, and horizontal wind components observed by aircraft, wind profilers, and radiosondes. Additionally, latent-heat nudging is included, but not 3D volume radar, which has been operational since June 2020.

5 | IMPACT ON FORECAST OF 2-M VARIABLES

The 24-hr forecasts of 2-m temperature, 2-m relative humidity, and 2-m dewpoint temperature of the reference and the four experiments are verified by observations of the synoptic observation network. In contrast to the synoptic weather stations, Netatmo observations are not quality controlled and do not follow World Meteorological Organization (WMO) standards. Furthermore, there is uncertainty about the exact location and height of the Netatmo stations. To ensure a reasonably fair comparison of the experiments, we split the synoptic observations into two subsets: one subset is used for assimilation and the other for verification. Due to the fact that the bias correction depends on the respective first guesses, it differs from experiment to experiment. Thus, we use observations without bias correction for verification.

The impact of assimilation of synoptic T2M and RH2M on the forecasts initialized from the assimilation cycle is mainly positive (Figure 4). The root-mean-square error

(3D) volume radar data had not yet been assimilated, and in the following we refer to it as the CONV set-up. Within the experiments, we compare the impact of synoptic and Netatmo observations and additionally the performance of the adaptive bias-correction approach. Hence, we conducted experiments where we assimilated synoptic T2M and RH2M, one without (SNP) and one with bias correction (SNP_BC), in addition to the CONV set-up. Likewise, we performed experiments with assimilation of Netatmo observations without (NTM) and with bias correction (NTM_BC), additionally to the CONV set-up. A brief overview of the experiments can be found in Table 1.
FIGURE 4  Comparison of RMSE of different variables for the different experiments for different lead times, based on temperature and humidity measurements from synoptic weather stations within Germany (GER). Shown are the 2-m relative humidity (RH2M_raw), 2-m temperature (T2M_raw), and 2-m dewpoint temperature (TD2M). The forecasts were started from September 19–30, 2018 at 0000, 0600, 1200, 1800 UTC. In (a), a positive value indicates that SNP has a reduced RMSE compared with REF, a negative value indicates the opposite. The brightness indicates the significance of the results (based on a t-test). (b) shows the same as (a), but for SNP_BC versus REF [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 5  Like Figure 4 but for (a) NTM versus REF and (b) NTM_BC versus REF [Colour figure can be viewed at wileyonlinelibrary.com]

(RMSE) of the forecast of relative humidity, temperature, and dewpoint temperature at 2-m height is reduced significantly in the first six forecast hours for both experiments (SNP and SNP_BC). After the first 6 hr, the reduction of RMSE is below 3% but still positive, although less significant. An exception is the 2-m relative humidity of the experiment SNP, where a negative impact on the RMSE can be found around a lead time of 9 hr. This negative impact can be overcome by using bias correction (SNP_BC). However, within SNP_BC the assimilation has little less impact on the reduction of the RMSE of 2-m temperature.
The effect of assimilating temperature and relative humidity measured by Netatmo stations depends on the use of the bias correction (Figure 5). The Netatmo observations assimilated without bias correction (NTM) have a rather neutral impact on 2-m relative humidity. During short lead times, the RMSE of the 2-m temperature forecasts initialized from NTM is increased compared with the 2-m temperature RMSE of the forecasts initialized from REF. In contrast, for long lead times, the 2-m temperature forecast RMSE of NTM is reduced compared with REF. This effect could be due to cooling during the model forecasts. By assimilating the Netatmo observations, which include a warm bias, the initial model state near the surface is too warm. However, during the forecast the 2-m temperature decreases and thereby the atmospheric model state becomes closer to the observations, where in the meanwhile the atmospheric model state of REF cools down too much. The forecast of 2-m dewpoint temperature profits from the assimilation of Netatmo observations during the first 12 forecast hours; afterwards the impact is negative. The negative effects on 2-m temperature and dewpoint temperature vanish if the bias-corrected Netatmo observations are assimilated (NTM_BC). Hence, the impact of assimilating bias-corrected Netatmo observations is successful, even if it is lower than the impact of for assimilating synoptic observations.

6 | IMPACT ON FIRST GUESS OF UPPER-AIR TEMPERATURE AND HUMIDITY

In addition to the impact on the forecast of 2-m variables, the assimilation of near-surface observations has an impact on values and processes in the atmospheric boundary layer. To quantify this impact, we evaluate the hourly output of the assimilation cycle and the 24-hr forecasts. Hereby, observations of temperature and relative humidity measured by radiosondes are used for verification.
For the evaluation of the first guess, the mean error (ME) and RMSE of the experiments are calculated (Figures 6 and 7). The first-guess temperature profiles of REF and SNP have no bias near the land surface and a small cold bias at 850 hPa. The assimilation of bias-corrected synoptic T2M and RH2M introduces a small cold bias near the land surface; meanwhile, the assimilation of Netatmo T2M and RH2M introduces a warm bias, which is nearly 0.2 K stronger if no bias correction is applied. The bias correction has a cooling effect for both kinds of observation. Therefore, the bias correction has a positive impact on the Netatmo observations and reduces the near-surface temperature bias by nearly 0.2 K.

The largest temperature RMSE in the lowest level is found for the NTM experiment, with a value of almost 1 K. Compared with REF, the assimilation of Netatmo observations increases the RMSE close to the land surface, whereas the assimilation of synoptic observations reduces the RMSE. For both observation types, the bias correction improves the RMSE. In total, SNP_BC has the strongest RMSE reduction.

REF has a slight dry bias, which is reduced in each of the assimilation experiments (Figure 7b). It is noticeable that the bias is even more reduced if the observations of Netatmo stations are assimilated. The RMSE of relative humidity is reduced in each of the assimilation experiments compared with REF (Figure 7c).

To sum up, the bias correction improves the use of Netatmo observations within the assimilation cycle, while the assimilation of the bias-corrected synoptic temperature leads to a stronger cold bias compared with our reference experiment. This could be an indication that the assimilation of the bias-corrected synoptic temperature pulls the model towards its own climatology. In this case, it would be better to use the synoptic temperature as anchor observation. Overall, it can be stated that the difference between the impact of synoptic and Netatmo observations on the first guess is more defined for temperature than for relative humidity.

7 | IMPACT ON 24-HR FORECASTS OF UPPER-AIR TEMPERATURE AND HUMIDITY

The 24-hr forecasts initialized at 0000, 0600, 1200, and 1800 UTC from the deterministic analysis are verified further with radiosonde observations and aircraft measurements. The verification with radiosoundings shows that the assimilation of synoptic 2-m temperature and
relative humidity has a positive impact on temperature and relative humidity for the 24-hr forecasts as well. The reduction of RMSE for the near-surface levels ranges between 3 and 4%, but the bias correction reduces the positive impact (Figure 8). In contrast, the assimilation of temperature and relative humidity measured by Netatmo stations without bias correction leads to an increase of RMSE compared with the forecast initialisation from REF (Figure 9a). However, the bias correction has a positive impact and the increased temperature and relative humidity RMSE of the lower atmospheric layers (NTM) is reduced or even decreased (Figure 9b). Thereby, SNP and NTM_BC reduce the RMSE of temperature and relative humidity by a similar order of magnitude.

The verification with aircraft temperature observations shows a different image. Here, each assimilation experiment reduces the RMSE compared with REF, but the strongest reduction is achieved by the NTM experiment (Figures 10 and 11). This result may have several reasons. Firstly, the aircraft data used is composed of data from the Aircraft Meteorological Data Relay (AMDAR) and the Mode-S Enhanced Surveillance system (Mode-S), where both have a known warm bias (Ballish and Kumar, 2008; de Haan, 2011; de Haan et al., 2021). Therefore, the positive impact within the aircraft verification could be due to the fact that both NTM and the aircraft observations used have a positive bias. In the recent version of Mode-S temperature, there is a correction applied that reduces the warm bias significantly. However, this was not yet active in our 2018 data. Secondly, the positive impact of Netatmo observations could be due to the location of Netatmo and aircraft measurements. The assimilated Netatmo observations are more dense within city regions with high population density (Figure 12a). Here, the observation data are likely to be warmer than the corresponding atmospheric state. Because ICON does not involve an urban canopy model, it cannot reproduce local properties related to cities. Furthermore, airports are mainly located within or close to city regions (Figure 12b). Hence, observations of the lower atmosphere by aircraft are mainly located within the same regions as the Netatmo observations. In contrast, SYNOP and TEMP observations are located outside regions with a dense population (Figure 12c,d). Thus, the bias correction is more active for the Netatmo dataset, resulting
in more stations accepted in the assimilation cycle. This indicates that some of the effects of parametrization of cities are reflected in the bias correction. This emphasizes that a parametrization of effects of cities might be useful in ICON. However, further studies are required to investigate the effects of the associated biases. It is also possible that both effects come into play and support each other.

8  |  CONCLUSION

The large amount of temporal and spatial high-resolution crowd-sourced observations can be beneficial to weather prediction, if a level of quality can be ensured. Thus, in the present work, near-surface data of temperature and humidity from Netatmo stations all over Germany are
FIGURE 11 Like Figure 10, but for (a) NTM vs REF and (b) NTM_BC versus REF [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 12 Distribution of temperature observations over Germany from September 19–30, 2018. The brighter the colour, the more observations are available. In (a), the coloured boxes indicate the number and location of Netatmo stations; (b) shows the same as (a), but for aircraft measurements between 800 and 1,000 hPa; (c) shows the same as (a), but for synoptic stations; and (d) also shows the same as (a), but for radiosonde measurements [Colour figure can be viewed at wileyonlinelibrary.com]
assimilated into the regional weather model ICON–LAM. For a complete study, the performance of Netatmo observations is compared with the assimilation of the synoptic data available for the same time period.

Firstly, the bias of the observations is studied and a bias-correction method is applied, which takes into account the diurnal cycle of temperature and humidity. Secondly, a series of different assimilation experiments is performed (Table 1), in order to assess the impact of the observations (with and without bias correction) from both sources in the model forecast. Verification of the results is performed using non-assimilated surface and upper-air observations, which can thus be regarded as independent. The results are positive and promising, showing the beneficial potential of the assimilation of crowd-sourced data for weather forecasts.

The most noticeable bias is the warm bias of the 2-m temperature data of the Netatmo stations. Because Netatmo stations are run by citizens, they are mainly located in urban areas and can suffer from poor siting and ventilation. Our bias-correction approach is able to reduce the daily temperature RMSE up to 1.5 K. The strong warm bias of 2-m temperature further affects the dew point. On the other hand, the high-quality synoptic observations show a low warm bias (less than 1 K) during the afternoon, which can be significantly reduced by assimilation with bias correction. The impact of bias correction regarding the humidity is correspondingly positive. Assimilation of the bias-corrected synoptic observations removes the negative impact that the non-bias-corrected data have on humidity.

The impact on assimilation results for both the bias- and non-bias-corrected synoptic observations is positive and stronger than the equivalent for Netatmo data, even though the Netatmo observations are more numerous. Still, verification of the assimilation of Netatmo observations against aircraft data shows a strong positive impact. Two facts play a significant role in this result: on the one hand, both Netatmo and aircraft observations (AMDA R and Mode-S) have a warm bias. On the other hand, this can be explained by the fact that both kinds of dataset are observed mostly above cities, where ICON–LAM does not include an urban canopy module.

The promising results of the current work highlight the potential of further studies with Netatmo or other crowd-sourced observations. A first step would be to extend the experiment period in order to check how the assimilation of Netatmo observations performs in different seasons. As a second step, the whole set of around 52,000 available Netatmo observations could be assimilated, in order to assess the impact of massive data on the model forecast. Here, except for application of the bias correction, a superobbing method would be necessary for dealing with the observation-error correlation issues that could arise, due to the large amount of data. Further experiments could combine the assimilation of pressure observations from the citizen network too, as well as considering the joint assimilation of synoptic and Netatmo data.
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