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Abstract

We determine the all-loop dressing phases of the AdS$_3$/CFT$_2$ integrable system related to type IIB string theory on AdS$_3 \times S^3 \times T^4$ by solving the recently found crossing relations and studying their singularity structure. The two resulting phases present a novel structure with respect to the ones appearing in AdS$_5$/CFT$_4$ and AdS$_4$/CFT$_3$. In the strongly-coupled regime, their leading order reduces to the universal Arutyunov-Frolov-Staudacher phase as expected. We also compute their sub-leading order and compare it with recent one-loop perturbative results, and comment on their weak-coupling expansion.
1 Introduction

The gauge/string correspondence \[1\] is a remarkable relation between quantum gauge and gravity theories. In the planar limit \[2\] of certain dual pairs, the correspondence can be understood in terms of an integrable system with the 't Hooft coupling constant \(\lambda\) entering as a free parameter\[4\]. At small values of \(\lambda\) the integrable system reduces to an integrable spin-chain with local interactions \[5\]. At large values of \(\lambda\), in the thermodynamic limit, the integrable system is described by a set of integral equations known as the finite-gap equations \[6\]; these integral equations can be obtained using the classical (Lax) integrability of the string theory equations of motion \[7\].

\[1\] For a comprehensive review and list of references see \[3\]. A detailed exposition of integrable string theory on \(\text{AdS}_5\) can be found in \[4\].
Integrable systems’ S-matrices satisfy the Yang-Baxter equation, which allows for an arbitrary scalar factor in its solution. Fixing this factor requires imposing additional constraints, the most powerful of these being crossing symmetry. In the context of the AdS$_5$/CFT$_4$ integrable system, crossing symmetry constraints were first identified in $^8$. The solution of these constraints $^9$–$^{14}$, the so-called dressing phase, conventionally written as $\sigma \equiv e^{i\theta}$, is a key ingredient in matching the strong and weak coupling limits of the duality $^{15}$.

In the AdS$_5$/CFT$_4$ and AdS$_4$/CFT$_3$ integrable systems a non-perturbative dressing phase was found by Beisert, Eden and Staudacher in $^{10}$; we will denote it by $\sigma^{\text{BES}}$. At small coupling the dressing phase is trivial at the leading two orders: $\sigma^{\text{BES}} = 1 + \mathcal{O}(\lambda^3)$, while for large $\lambda$ it appears already at the leading order. It is conventional to refer to the first two orders in the strong coupling expansion of a dressing phase as the Arutyunov-Frolov-Staudacher (AFS) $^{15}$ and Hernández-López (HL) $^{16}$–$^{17}$ orders, which appear at $\mathcal{O}(\lambda^{1/2})$ and $\mathcal{O}(\lambda^0)$, respectively. Expanding $\sigma^{\text{BES}}$ at strong coupling, one finds the leading AFS phase $^{15}$ which is expected to be universal for many integrable string theory backgrounds. The next-to-leading term gives the HL phase. This was first found through a one-loop sigma-model computation $^{16}$–$^{18}$ and can also be obtained through a semi-classical quantisation of the finite gap equations $^{19}$. This latter derivation shows explicitly that the HL phase is the same for all states in a given background. Finally, since the dressing phase is the same in AdS$_5$/CFT$_4$ and AdS$_4$/CFT$_3$, one may ask whether $\sigma^{\text{BES}}$ is a universal dressing phase of AdS/CFT integrable systems.

The AdS$_3$/CFT$_2$ correspondence $^{20}$ for theories with 16 supercharges has recently been investigated using integrability methods. There are in fact two distinct classes of AdS$_3$ backgrounds with this amount of supersymmetry: AdS$_3 \times S^3 \times T^4$ and AdS$_3 \times S^3 \times S^3 \times S^1$; these were studied following Maldacena’s seminal paper, see for example $^{21}$.

The integrability approach to the AdS$_3$/CFT$_2$ correspondence was initiated in $^{22}$. Building on the actions $^{23}$ (see also $^{24}$), string theories, in a certain kappa-gauge, on such AdS$_3$ backgrounds were shown to be classically integrable $^{22}$–$^{24}$. The finite gap equations $^{22}$ and conjectured all-loop Bethe Ansätze were written down in $^{22}$–$^{27}$. However, this procedure keeps track only of the excitations which remain massive in the BMN limit $^{28}$. Fully incorporating the massless modes remains an open issue; for recent progress on this, see $^{29}$.

In $^{30}$–$^{31}$ an S-matrix and Bethe Ansatz for the AdS$_3 \times S^3 \times S^3 \times S^1$ integrable system was written down. Expanding on this, in $^{32}$ the exact integrable S-matrix and associated Bethe Ansatz of the integrable system associated to Type IIB string theory on AdS$_3 \times S^3 \times T^4$ with R-R flux was constructed$^3$. A number of recent papers have performed important perturbative calculations for string theory on AdS$_3$ backgrounds $^{26}$–$^{34}$–$^{40}$. Further, the integrability of a family of AdS$_3 \times S^3 \times T^3$ theories with both R-R and NS-NS flux has been investigated $^{41}$. Integrability appears also to play an important role in AdS$_3$ black-hole solutions $^{42}$.

The integrable system related to Type IIB string theory on AdS$_3 \times S^3 \times T^4$ with

---

$^2$Classical integrability has also been investigated independent of any kappa-gauge fixing $^{25}$–$^{26}$.

$^3$For other work in this direction see $^{33}$. 

---
R-R flux has two dressing phases, as can be expected on fairly general grounds \cite{32,43}. The phases satisfy two crossing relations \cite{32} (see equation (2.8) below). One can check that these crossing relations imply that the two dressing phases behave differently under double-crossing, and therefore the two phases must be distinct. In this paper we find the non-perturbative dressing phases of the AdS$_3$/CFT$_2$ S-matrix by solving the crossing relations. We identify the bound states of the system and show that the full S-matrix including these dressing phases has the right pole structure to account for such bound states.

We perform a strong coupling expansion of our dressing phases and find that at the AFS-order both dressing phases are the same as the AFS-phase of AdS$_5$/CFT$_4$ and AdS$_4$/CFT$_3$, confirming its universality. This is in agreement with an explicit strong-coupling regime calculation done in \cite{34,36,38}. At the HL-order, our phases are different from one another, confirming that the system does have two distinct dressing phases. Only the sum of these two phases is the same as the HL-phase of AdS$_5$/CFT$_4$ and AdS$_4$/CFT$_3$. This shows that, unlike the AFS-phase, the HL-order phase is not universal. We find that at the HL-order our dressing phases are almost, though not quite, the same as the ones obtained in \cite{36}. We discuss the possible origins of this discrepancy and how it may be resolved. In the near-flat space limit our dressing phases agree with the results of \cite{38}. We also give a weak-coupling expansion of our dressing phases.

This paper is organised as follows. In section 2 we review the crossing relations derived in \cite{32} and their interpretation in terms of the rapidity torus. In section 3 we solve the crossing relations non-perturbatively. In section 4 we analyse the BPS bound state spectrum and the corresponding singularities of the S-matrix. In section 5 we perform a strong-coupling expansion of the two phases, compare with the results of \cite{36,38} and give the weak coupling expansion of the phases. Some technical results are relegated to the appendices.

Note added: Shortly after this paper, another work appeared \cite{44}, where a semiclassical derivation of dressing phases was performed for the AdS$_3 \times S^3 \times S^3 \times S^1$ and AdS$_3 \times S^3 \times T^4$ backgrounds, taking into account some issues of anti-symmetrisation, cutoffs and surface terms. The results for AdS$_3 \times S^3 \times T^4$ agree with the Hernández-López order of our proposal, and the ones for AdS$_3 \times S^3 \times S^3 \times S^1$ are half of that, irrespectively of the masses of the excitations. This is compatible with the crossing (and in particular double-crossing) equations of \cite{30}, which suggests that the AdS$_3 \times S^3 \times S^3 \times S^1$ phases may be found in terms of the ones presented here, even at all-loop. We plan to return to this issue in the near future.

\footnote{This is quite natural since in AdS$_3$/CFT$_2$ the left- and right- movers are independent.}

\footnote{By inspection, there is no straightforward linear combination of the two phases whose crossing relation would reduce to the AdS$_5$ crossing relations \cite{8}.}

\footnote{We would like to thank Matteo Beccaria, Fedor Levkovich-Maslyuk, Guido Macorini, and Arkady Tseytlin for discussions about this point.}
2 Rapidity torus and crossing equations

In this section we will consider the crossing equations of [32] on the rapidity torus where the AdS$_3 \times S^3 \times T^4$ dispersion relation is uniformized.

2.1 Uniformizing the dispersion relation

The all-loop dispersion relation for massive excitations on AdS$_3 \times S^3 \times T^4$ reads [32]

\[ E(p) = \sqrt{1 + 16h^2 \sin^2 \frac{p}{2}}. \quad (2.2) \]

In analogy with the relativistic case, it is convenient to introduce a rapidity variable $z$ which uniformizes the dispersion relations. In the present setting, given the similarity with the AdS$_5 \times S^5$ dispersion relations, the rapidity will also live on a complex torus [8]. Following the conventions of [4], let us define

\[ p(z) = 2 \text{am} z, \quad \sin \frac{p(z)}{2} = \text{sn}(z, \kappa), \quad E(z) = \text{dn}(z, \kappa), \quad (2.3) \]

in terms of Jacobi’s elliptic functions, where the elliptic modulus is $\kappa = -16h^2$. This defines a torus with a real period $2\omega_1$ and an imaginary period $2\omega_2$ that depend on $h$ through

\[ \omega_1 = 2K(\kappa), \quad \omega_2 = 2iK(1-\kappa) - 2K(\kappa), \quad (2.4) \]

where $K$ is the complete elliptic integral of the first kind. The Zhukovski variables $x^\pm(z)$ are meromorphic functions on the torus

\[ x^\pm(z) = \frac{1}{4h} \left( \frac{\text{cn}(z, \kappa)}{\text{sn}(z, \kappa)} \pm i \right) \left( 1 + \text{dn}(z, \kappa) \right). \quad (2.5) \]

They satisfy the shortening condition [32]

\[ \left( x^+(z) + \frac{1}{x^+(z)} \right) - \left( x^-(z) + \frac{1}{x^-(z)} \right) = \frac{i}{h}. \quad (2.6) \]

One can check that the Zhukovski variables and the dispersion relations are also $\omega_1$-periodic, so that we can always restrict to $|\text{Re}(z)| \leq \omega_1/2$, corresponding to $-\pi < p \leq \pi$. In this parameterization the real $z$-axis lies in the physical region, since it corresponds to real momentum and positive energy.

The crossing transformation corresponds to changing the sign of momentum and energy. In terms of $x^\pm(z)$ this is achieved by sending $x^\pm \to 1/x^\pm$, which amounts to a shift by half of the imaginary period of the rapidity torus, $z \to z \pm \omega_2$. For a meromorphic

---

7We express the dispersion relation in terms of the coupling constant $h(\lambda)$, which is related to the world-sheet coupling $\lambda$ by

\[ h(\lambda) = \frac{\sqrt{\lambda}}{4\pi} + \mathcal{O}(1/\sqrt{\lambda}). \quad (2.1) \]

In [36] it was shown that there is no $\mathcal{O}(1)$ term in the strong coupling expansion of $h(\lambda)$. 

---
function on the torus shifting up or down makes no difference, but the S-matrix that we are interested in will not be meromorphic on the product of two such tori. In fact, due to the presence of the dressing factors, we expect it to have an infinite number of cuts there.

Based on the experience with the AdS$_5 \times S^5$ case it is convenient to identify distinct regions on the z-torus. The curves $|x^\pm| = 1$ divide the torus into four non-intersecting regions, depicted in figure 1(a), and so do the curves $\text{Im}(x^\pm) = 0$, see figure 1(b). These two sets of curves intersect in eight points that lie on $\text{Re}(z) = \pm \omega_1/4$, see figure 1(c).

### 2.2 The crossing equations

In [32] the all-loop S-matrix for AdS$_3 \times S^3 \times T^4$ strings was proposed. It contained two undetermined dressing factors $\sigma(p_1, p_2)$ and $\tilde{\sigma}(p_1, p_2)$. Unitarity and physical unitarity constrain them to be of the form

$$\sigma(p_1, p_2) = e^{i\theta(p_1, p_2)}, \quad \tilde{\sigma}(p_1, p_2) = e^{i\tilde{\theta}(p_1, p_2)},$$

where $\theta(p_1, p_2)$ and $\tilde{\theta}(p_1, p_2)$ are antisymmetric real analytic functions for real $p_1, p_2$.

It was also shown that crossing invariance requires these factors to obey a set of crossing equations,

$$\sigma(\bar{p}_1, p_2)\tilde{\sigma}(p_1, p_2)^2 = g(p_1, p_2), \quad \sigma(p_1, p_2)^2\tilde{\sigma}(\bar{p}_1, p_2)^2 = \tilde{g}(p_1, p_2),$$

$$\sigma(p_1, \bar{p}_2)\tilde{\sigma}(p_1, p_2)^2 = \frac{1}{\tilde{g}^{(1)}(p_2, p_1)}, \quad \sigma(p_1, p_2)^2\tilde{\sigma}(p_1, \bar{p}_2)^2 = \frac{1}{\tilde{g}^{(1)}(p_2, p_1)},$$

(2.8)
where the bar indicates crossing and

\[
g(p_1, p_2) = \left(\frac{x^+_2}{x^-_2}\right)^2 \frac{1}{\left(1 - \frac{1}{x^+_1 x^-_2}\right)^2} \frac{1}{\left(1 - \frac{1}{x^-_1 x^+_2}\right)^2} x^+_1 - x^-_2, \]

\[
\tilde{g}(p_1, p_2) = \left(\frac{x^-_2}{x^+_2}\right)^2 \frac{1}{\left(x^-_1 - x^+_2\right)^2} \frac{1}{\left(x^+_1 - x^-_2\right)^2} x^+_1 - x^-_2.
\]

Antisymmetry requires that in (2.8) the shift by \(\omega_2\) is done in opposite directions in the first and the second variables of the dressing factors; this leaves us with two distinct choices. Fixing the direction of the shift amounts to choosing a path for analytic continuation of the dressing phase from the physical to the crossed region. As discussed in appendix [13] compatibility with the perturbative results requires

\[
\tilde{p}_1 \equiv p(z_1 + \omega_2), \quad \tilde{p}_2 \equiv p(z_2 - \omega_2), \tag{2.10}
\]

This is the same convention as in the case of AdS\(_5 \times S^5\) [4].

By iterating the crossing transformation twice we find that the dressing factors are not \(2\omega_2\)-periodic

\[
\frac{\sigma(z_1 + 2\omega_2, z_2)}{\sigma(z_1, z_2)^2} = g(z_1 + \omega_2, z_2) \frac{(x^+_1 - x^-_2) (x^-_1 - x^+_2)}{(x^+_1 - x^-_2) (x^-_1 - x^+_2)}, \tag{2.11}
\]

\[
\frac{\tilde{\sigma}(z_1 + 2\omega_2, z_2)}{\tilde{\sigma}(z_1, z_2)^2} = \tilde{g}(z_1 + \omega_2, z_2) \frac{(1 - \frac{1}{x^+_1 x^-_2}) (1 - \frac{1}{x^-_1 x^+_2})}{(1 - \frac{1}{x^+_1 x^-_2}) (1 - \frac{1}{x^-_1 x^+_2})}.
\]

This confirms our expectation that the dressing factors have cuts on the rapidity torus.

We are interested in solving the crossing equations

\[
\sigma(z_1 + \omega_2, z_2)^2 \tilde{\sigma}(z_1, z_2)^2 = g(z_1, z_2), \quad \sigma(z_1, z_2)^2 \tilde{\sigma}(z_1 + \omega_2, z_2)^2 = \tilde{g}(z_1, z_2). \tag{2.12}
\]

Our result will be manifestly antisymmetric, so that the crossing equations in the second variable will automatically follow.

We have to give a prescription for performing the continuation from \(z\) to \(z + \omega_2\) on the torus. In order to construct the dressing factors \(\sigma\) and \(\tilde{\sigma}\) we will exploit some properties of the Beisert-Eden-Staudacher (BES) phase [10], which compels us to choose a path compatible with the crossing transformation for that phase. This has been discussed in detail in [13], and we will follow the procedure outlined there. Figure 2 depicts the paths we will use to reach the crossed region along curves \(\gamma(z)\) that go from \(z\) to \(z + \omega_2\) with constant \(\text{Re}(\gamma)\), which lie close to the boundaries of the region \(|\text{Re}(\gamma)| < \omega_1/4\) and crossing the lines \(|x^\pm| = 1\) in the region \(\text{Im}(x^\pm) < 0\)\(^8\).

\(^8\)This is a subset of the paths used in the case of AdS\(_5 \times S^5\), see section 4 in [13].
3 Solutions of the crossing equations

In order to solve (2.12) we will consider the crossing equations for the sum and the difference of the two phases $\theta(p_1, p_2)$ and $\tilde{\theta}(p_1, p_2)$. Let us denote the product and the ratio of the dressing factors by

$$
\sigma^+(p_1, p_2) \equiv \sigma(p_1, p_2) \sigma(p_1, p_2), \quad \sigma^-(p_1, p_2) \equiv \frac{\sigma(p_1, p_2)}{\sigma(p_1, p_2)},
$$

and corresponding phases by $\theta^+(p_1, p_2)$ and $\theta^-(p_1, p_2)$. It is also useful to rewrite each phase as

$$
\theta(p_1, p_2) = \chi(x_1^+, x_2^+) + \chi(x_1^-, x_2^-) - \chi(x_1^+, x_2^-) - \chi(x_1^-, x_2^+),
$$

where $\chi$ is an antisymmetric function, with similar expressions for $\tilde{\theta}(p_1, p_2)$, $\theta^+(p_1, p_2)$ and $\theta^-(p_1, p_2)$.

3.1 The BES and HL phases

In what follows we will use some properties of the BES \[10\] and HL phases \[16\], which we briefly recall here. The AdS$_5$ S-matrix contains a single dressing phase, which satisfies the crossing equation \[8\]

$$
\sigma^\text{BES}(z_1, z_2)\sigma^\text{BES}(z_1 + \omega_2, z_2) = h(x_1^+, x_2^+),
$$

$$
h(x_1^+, x_2^+) \equiv \frac{x_1^+ - x_2^-}{x_2^+ - x_1^-} \frac{1 - \frac{1}{x_1^+ x_2^-}}{1 - \frac{1}{x_1^- x_2^+}}.
$$

Figure 2: The paths used for analytic continuation from $z$ to $z + \omega_2$ (in purple) are vertical segments that lie close to the boundary of $|\text{Re}(\gamma)| < \omega_1/4$. They cross the red lines $|x^\pm| = 1$ when $\text{Im}(x^\pm) < 0$. 

3 Solutions of the crossing equations

In order to solve (2.12) we will consider the crossing equations for the sum and the difference of the two phases $\theta(p_1, p_2)$ and $\tilde{\theta}(p_1, p_2)$. Let us denote the product and the ratio of the dressing factors by

$$
\sigma^+(p_1, p_2) \equiv \sigma(p_1, p_2) \sigma(p_1, p_2), \quad \sigma^-(p_1, p_2) \equiv \frac{\sigma(p_1, p_2)}{\sigma(p_1, p_2)},
$$

and corresponding phases by $\theta^+(p_1, p_2)$ and $\theta^-(p_1, p_2)$. It is also useful to rewrite each phase as \[15\]

$$
\theta(p_1, p_2) = \chi(x_1^+, x_2^+) + \chi(x_1^-, x_2^-) - \chi(x_1^+, x_2^-) - \chi(x_1^-, x_2^+),
$$

where $\chi$ is an antisymmetric function, with similar expressions for $\tilde{\theta}(p_1, p_2)$, $\theta^+(p_1, p_2)$ and $\theta^-(p_1, p_2)$.

3.1 The BES and HL phases

In what follows we will use some properties of the BES \[10\] and HL phases \[16\], which we briefly recall here. The AdS$_5$ S-matrix contains a single dressing phase, which satisfies the crossing equation \[8\]

$$
\sigma^\text{BES}(z_1, z_2)\sigma^\text{BES}(z_1 + \omega_2, z_2) = h(x_1^+, x_2^+),
$$

$$
h(x_1^+, x_2^+) \equiv \frac{x_1^+ - x_2^-}{x_2^+ - x_1^-} \frac{1 - \frac{1}{x_1^+ x_2^-}}{1 - \frac{1}{x_1^- x_2^+}}.
$$

8
The solution is given by the BES phase. A particularly useful representation of this phase in the physical region was given by Dorey, Hofman and Maldacena (DHM)\[12\]

\[
\chi_{\text{BES}}(x, y) = i \oint \frac{dw}{2\pi i} \oint \frac{dw'}{2\pi i} \frac{1}{x - w y - w'} \log \frac{\Gamma(1 + ih(w + 1/w - w' - 1/w'))}{\Gamma(1 - ih(w + 1/w - w' - 1/w'))}. \tag{3.4}
\]

The leading term in the strong coupling limit ($h \to \infty$) of this phase is given by the Arutyunov-Frolov-Staudacher (AFS) phase \[15\]

\[
\sigma_{\text{AFS}}(x_1, x_2) = \left( \frac{1 - x_1^2}{1 - x_1 x_2} \right) \left( \frac{1 - x_2^2}{1 - x_1 x_2} \right)^{ih(x_1 + 1/x_1 - x_2 - 1/x_2)}, \tag{3.5}
\]

while the next-to-leading order correction is the Hernández-López (HL) phase \[16\],

\[
\chi_{\text{HL}}(x, y) = \frac{\pi}{2} \oint \frac{dw}{2\pi i} \oint \frac{dw'}{2\pi i} \frac{1}{x - w y - w'} \operatorname{sign}(w' + 1/w' - w - 1/w). \tag{3.6}
\]

For later convenience, let us perform one of the two integrals in (3.6) and obtain the representation

\[
\chi_{\text{HL}}(x, y) = \left( \oint - \oint \right) \frac{dw}{4\pi} \frac{1}{x - w} (\log (y - w) - \log (y - 1/w)), \tag{3.7}
\]

where the two integrals are performed in the upper and lower unit semi-circle respectively, counterclockwise in both cases.

The HL phase solves the “odd” part of the AdS\(_5\) crossing equation \[9\]

\[
\sigma_{\text{HL}}^{\text{(1)}}(z_1, z_2) \sigma_{\text{HL}}^{\text{(2)}}(z_1 + \omega_2, z_2) = \sqrt{\frac{h_{12}}{h_{12}^*}} = \sqrt{\frac{h_{12}}{(h_{12})^*}}, \tag{3.8}
\]

where

\[
h_{12}(h_{12})^* = \ell^{\text{HL}}(x_1^+, x_2^+) \ell^{\text{HL}}(x_1^+, x_2^-) \ell^{\text{HL}}(x_1^-, x_2^-), \quad \ell^{\text{HL}}(x, y) \equiv \frac{x - y}{1 - xy}, \tag{3.9}
\]

where complex conjugation amounts to sending $x_k^\pm \to x_k^\mp$\[10\]

### 3.2 Solution for the sum of the phases

Taking the product of the two crossing equations \[2,12\], we find an equation for $\sigma^+$

\[
\sigma^+(z_1, z_2)^2 \sigma^+(z_1 + \omega_2, z_2)^2 = g_{12} \tilde{g}_{12}. \tag{3.10}
\]

\[9\]To find the asymptotic expansion of the BES phase at strong coupling one can expand the integrand using that $i \log \frac{\Gamma(1+ix)}{\Gamma(1+ix)} = -x \log \frac{x^2}{2} + \frac{x}{2} \sign(\Re x) - 2 \sum_{n=0}^{\infty} \frac{(1-x)^{2n+1}}{(2n+1)^2}$ for $\Re x \neq 0$. This expression corrects some typos in the expansion given in \[46\].

\[10\]One can check that in order for (3.7) to solve (3.8) it is necessary to choose the path of analytic continuation as in figure \[2\]. To do this one can mimic the arguments presented in appendix \[A\].
We observe that the r.h.s of this equation can be written in terms of the function $h_{12}$ appearing on the r.h.s of the AdS$_5$ crossing equation (3.3)

$$g_{12} \tilde{g}_{12} = \frac{(h_{12})^3}{(h_{12})^s}, \quad (3.11)$$

where the shortening condition (2.6) is used. The above relation allows us to solve the crossing equation (3.10) using parts of the AdS$_5$ dressing phase

$$\sigma_{12}^+ = \frac{(\sigma_{12}^{\text{BES}})^2}{\sigma_{12}^{\text{HL}}}, \quad \text{i.e.} \quad \theta_{12}^+ = 2\theta_{12}^{\text{BES}} - \theta_{12}^{\text{HL}}. \quad (3.12)$$

To show that $\sigma_{12}^+$ defined in this way satisfies equation (3.10) one need only use equations (3.3) and (3.8). It is convenient to express $\sigma_{12}^+$ in terms of a DHM-like double-integral representation, by defining $\chi_+(x, y)$ as

$$\chi_+(x, y) = 2\chi_+^{\text{BES}}(x, y) - \chi_+^{\text{HL}}(x, y)$$

$$= \int_\mathbb{C} \frac{dw}{2\pi i} \frac{1}{x - w} \int_\mathbb{C} \frac{dw'}{2\pi i} \frac{1}{x' - w'} \left( 2i \log \frac{\Gamma[1 + ih(w + 1/w - w' - 1/w')]}{\Gamma[1 - ih(w + 1/w - w' - 1/w')]} - \pi \text{sign}(w' + 1/w' - w - 1/w) \right), \quad (3.13)$$

in the physical region. Notice that the above expression is exact to all orders in the coupling $h$.

Let us comment on the strong-coupling behaviour of the above expression for $\sigma^+$. In the next subsection we will show that the difference of the two phases has no term at the AFS order. Taking this into account, it follows that both $\sigma$ and $\tilde{\sigma}$ reduce to $\sigma_{\text{AFS}}$ at leading order, as expected on general grounds and confirmed by the explicit calculations in [36]. Moreover, this result confirms that $\theta + \tilde{\theta}$ is equal to $\theta_{\text{HL}}$ – the AdS$_5$ HL term, as predicted by [36].

### 3.3 Solution for the difference of the phases

Taking the ratio of the two crossing equations (2.12), we get

$$\frac{\sigma_-(z_1, z_2)^2}{\sigma_-(z_1 + \omega_2, z_2)^2} = \frac{\tilde{g}_{12}}{g_{12}}, \quad (3.14)$$

where

$$\frac{\tilde{g}_{12}}{g_{12}} = \frac{\ell^-(x_1^+, x_2^+)}{\ell^-(x_1^+, x_2^+)} \frac{\ell^-(x_1^+, x_2^-)}{\ell^-(x_1^+, x_2^-)} \ell^-(x, y) \equiv (x - y) \left( 1 - \frac{1}{xy} \right). \quad (3.15)$$

Notice that this equation involves the ratio rather than the product of the dressing factor with its analytic continuation. As we show in appendix A.2, defining $\chi_-(x, y)$ in...
the physical region ($|x|, |y| > 1$) by the integral
\[
\chi^-(x, y) = \oint \frac{dw}{8\pi} \frac{1}{x-w} \log \left[ (y-w) \left(1 - \frac{1}{yw}\right) \right] \text{sign}((w-1/w)/i) - x \leftrightarrow y
\]
\[
= \left( \oint \int - \oint \int \right) \frac{dw}{8\pi} \frac{1}{x-w} \log \left[ (y-w) \left(1 - \frac{1}{yw}\right) \right] - x \leftrightarrow y ,
\]
(3.16)
solves the crossing equation (3.14). By construction, $\chi^-$ is antisymmetric. As mentioned in the previous subsection, in the strong coupling expansion $\chi^-$ is zero at leading (AFS) order; at the next-to-leading (HL) order it has a non-zero term, which we discuss in detail in section [5]. Finally, we note that the integrand of $\chi^-$ has a trivial expansion in the coupling $h$, in contrast to the solution of the crossing equation (3.10) which is solved by an integrand with a non-trivial series expansion in $h$. This is because equation (3.14) is “odd” in the sense of [9].

The all loop expressions for $\chi$ and $\tilde{\chi}$ are then given by
\[
\chi(x, y) = \chi^{BES}(x, y) + \frac{1}{2} \left( -\chi^{HL}(x, y) + \chi^-(x, y) \right) ,
\]
\[
\tilde{\chi}(x, y) = \chi^{BES}(x, y) + \frac{1}{2} \left( -\chi^{HL}(x, y) - \chi^-(x, y) \right) .
\]
(3.17)
These solutions are expressed in terms of the non-perturbative BES phase plus terms at the HL order. These latter contributions to $\chi$ and $\tilde{\chi}$ are independent of $h$. As such, they can be added to the DHM representation of the BES phase without affecting the $h$-resummation.

4 Single poles and bound states

There is a close connection between simple poles in the physical region of the S-matrix and the bound states of the model. In this section we will first give a brief overview of the expected bound state spectrum, and then discuss the corresponding simple poles.

4.1 Short representations

The ground state is preserved by the algebra $\mathfrak{psu}(1|1)^4 \times \mathfrak{u}(1)^4$, where the four $\mathfrak{u}(1)$ factors represent central charges [30,32]. The excitations transform in short representations of this algebra, satisfying a shortening condition relating the four central charges by [30]
\[
\mathfrak{h}^2 - 4\mathfrak{m}\bar{\mathfrak{m}} = \mathfrak{m}^2 .
\]
(4.1)
Bound states preserving some supersymmetry also transform in a short representation of the symmetry algebra. Let us consider the two-particle state $|\Phi^+\Phi^+\rangle$ containing

\[\text{[11]}\] There is no loss in generality in doing so, since the shortening condition (4.1) is expressed in terms of central charges.
two left-moving bosons. For generic values of the momenta $p$ and $q$ the tensor product of two fundamental left-moving representations is an irreducible long representation. However, at special points the tensor product becomes reducible. In particular, we find that the shortening condition \((4.1)\) is satisfied for $x_p^+ = x_q^-$ and $x_p^- = x_q^+$. Only at these points it is possible to construct short sub-representations. Therefore any pole in the S-matrix corresponding to a supersymmetric bound state will have to satisfy one of these conditions.

An interesting feature of the $\mathfrak{psu}(1|1)^4 \times \mathfrak{u}(1)^4$ algebra is that all short irreducible representations are two-dimensional while all long irreducible representations have dimension four. A two-particle bound state will therefore transform in a representation which has the same form as the fundamental representation, differing only in the values of the central charges. This should be contrasted with the centrally extended $\mathfrak{psu}(2|2)$ algebra appearing in $\text{AdS}_5 \times S^5$ \cite{47}, where the fundamental representation has dimension four while the $M$-particle bound state has dimension $4M$ \cite{48}.

At the points where the tensor product becomes reducible some of the elements of the S-matrix become zero or develop poles. In order to fully understand the behaviour of the S-matrix at these points we will need to take the dressing phase into account. This will be further analysed in section \textsection{4.3}. Here we will instead consider the matrix structure of the S-matrix. Since some of the entries in the matrix vanish, the corresponding bound state representation is formed from the states on which the S-matrix acts non-trivially. For the bound state wavefunction to be normalizable the exponential multiplying the S-matrix corresponding to a point in the physical spectrum we need to impose additional constraints on the momenta of the fundamental excitations. In the region $s_1 \ll s_2$ the wavefunction of a scattering state takes the general form \cite{49}

$$
\Psi(s_1, s_2) = e^{i(p s_1 + q s_2)} + S(p, q) e^{i(p s_2 + q s_1)},
$$

(4.2)

where the first term describes the incoming wave and the second term the outgoing wave. To find a bound state we analytically continue the wavefunction to complex values of the momenta

$$
p = \frac{p'}{2} + iv, \quad q = \frac{q'}{2} - iv.
$$

(4.3)

The wavefunction then behaves as

$$
\Psi(s_1, s_2) \sim e^{i(s_2 - s_1)} + S(p, q) e^{-i(s_2 - s_1)} \quad (s_1 \ll s_2).
$$

For the bound state wavefunction to be normalizable the exponential multiplying $S(p, q)$ should be decaying. Hence we are interested in the solution where the momentum of the first particle has a positive imaginary part. By solving the condition \((2.6)\) for $x_p^\pm$ and $x_q^\pm$

\footnote{Following the notation of \cite{32}, the left-moving bosonic excitations are $\Phi^{++}$ and $\Phi^{--}$, and correspond to excitations on $\text{AdS}_5$ and $S^5$, respectively. Similarly, the right-moving bosons are $\Phi^{+-}$ and $\Phi^{-+}$. The distinction between the “left-moving” and “right-moving” (or L and R) excitations comes from the fact that $\Phi^{+-}$ carries positive angular momentum on $\text{AdS}_5$, while the angular momentum of $\Phi^{-+}$ is negative. Hence, these excitations can be thought of as left- and right-movers in the dual CFT$_2$.}

\footnote{In $\text{AdS}_5 \times S^5$ the physical bound states correspond to “$\mathfrak{su}(2)$ bound states”. The “$\mathfrak{sl}(2)$ bound states” appear as bound states of the mirror theory \cite{49}.}

\footnote{In order to avoid confusion with the dressing phase we denote the world-sheet coordinate by $s$.}
in the physical region, we find that for \( x_p^+ = x_q^- \) the momentum \( p \) has a positive imaginary part, while \( x_p^- = x_q^+ \) leads to the imaginary part being negative. We hence conclude that only the \( su(2) \) bound state can appear in the physical spectrum. In section 4.3 we will check that the full S-matrix, including the correct scalar factor and the dressing phase, has a corresponding pole in the physical region.

So far we have only considered bound states in the LL-sector. If we start with two right-moving excitations we again find an \( su(2) \) bound state at \( x_p^+ = x_q^- \), since the S-matrix in [32] is symmetric under exchange of left- and right-movers. Let us finally consider the state \( |\Phi^+ \Phi^-\rangle \) consisting of one left- and one right-moving excitations. In this case the shortening condition (4.1) is satisfied for \( x_p^+ = 1/x_q^+ \) and \( x_p^- = 1/x_q^- \).

Neither of these solutions lie in the physical region \( |x_i| > 1 \) and hence there are no supersymmetric bound states in the LR-sector.

In summary we find that physical two-particle \( su(2) \) bound states exist in the LL- and RR-sectors. The LR-sector, on the other hand, does not contain any bound states.

4.2 Giant magnons

At strong coupling of the AdS$_5$/CFT$_4$ duality the fundamental scalar excitations are described by giant magnons [50]. The simple giant magnon is a string solution living in a \( \mathbb{R} \times S^3 \) subspace of AdS$_5 \times S^5$. The giant magnon solution can be extended to a solution in \( \mathbb{R} \times S^3 \), the dyonic giant magnon [51], which carries angular momentum \( M \) along the additional angle. This solution corresponds to a bound state of \( |M| \) fundamental magnons [52].

Since both the fundamental giant magnon and the dyonic extension live in \( \mathbb{R} \times S^3 \) they can be directly embedded in AdS$_5 \times S^5$ [35]. In AdS$_3 \times S^3$ a dyonic giant magnon with positive \( u(1) \) charge \( M \) can be continuously rotated to the corresponding magnon with negative charge \( -M \). However, in the case of AdS$_3 \times S^3$ such a rotation is not possible since the intermediate states would not sit inside \( S^3 \), so the two states with charges \( +M \) and \( -M \) are independent. In the scalar sector the left- and right-moving excitations are distinguished by the sign of the angular momentum \( M \). Hence, the dyonic giant magnons with charges \( +M \) and \( -M \) correspond to bound states of \( |M| \) left- and right-moving fundamental excitations, respectively. Setting \( M = 2 \) we find exactly the two \( su(2) \) bound states expected from the representation theory considerations above.

4.3 Simple poles of the S-matrix

Scattering processes involving formation or exchange of bound states give rise to single poles in the S-matrix for physical values of the spectral parameters. Let us consider the \( s \)-channel diagram in figure 3(a). The process involves two fundamental particles from the same sector, e.g. two left-movers, in the physical region \( |x_i| > 1 \), \( i = p, q \), which form an on-shell boundstate and then split up again. Similarly to the case of the \( su(2) \) sector in AdS$_5$ [12], this should lead to a pole in the corresponding S-matrix element at
\[ x_p^+ = x_q^- \]. The relevant element is

\[ A_{pq} = \langle \Phi_p^{++}\Phi_q^{++} | S | \Phi_q^{++}\Phi_p^{++} \rangle = \frac{x_p^- - x_q^-}{x_p^+ - x_q^+} \frac{1}{1 - \frac{1}{x_p^+ x_q^+}} \sigma_{pq}^{-2}. \quad (4.4) \]

As discussed in appendix A.4 the dressing factor is regular at \( x_p^+ = x_q^- \), so that \( A_{pq} \) has a simple pole there.

This \( s \)-channel process is related through crossing symmetry to the exchange of a bound state in the \( t \)-channel, depicted in figure 3(b). There the particle of momentum \( p \) has been crossed so that \( x_p^\pm = 1/x_p^\pm \) are not in the physical region. Since the two processes are related by crossing symmetry, the poles in the \( s \)-channel automatically fix the singularities in the \( t \)-channel. In fact crossing symmetry implies

\[ A_{pq} \tilde{A}_{pq} = 1, \quad \text{where} \quad \tilde{A}_{pq} = \langle \Phi_q^{++}\Phi_p^{++} | S | \Phi_p^{++}\Phi_q^{++} \rangle, \quad (4.5) \]

so that a pole of \( A_{pq} \) corresponds to a pole of \( \tilde{A}_{pq}^{-1} \). We can check this explicitly by considering

\[ \tilde{A}_{pq} = \frac{1 - \frac{1}{x_p^+ x_q^+}}{1 - \frac{1}{x_p^- x_q^-}} \frac{1 - \frac{1}{x_p^- x_q^-}}{1 - \frac{1}{x_p^+ x_q^+}} \sigma_{pq}^{-2}. \quad (4.6) \]

Since \( \tilde{A} \) is regular when continued inside the unit circle (see appendix A.4), \( \tilde{A}_{pq} \) has a zero at \( x_p^+ = 1/x_q^- \), as expected.

If we consider S-matrix elements involving one left- and one right-moving particle we expect no poles, since there are no corresponding bound states. Therefore a process such as the one depicted in figure 4(a) should not happen. Indeed, the S-matrix element

\[ A_{pq} \tilde{A}_{pq} = 1, \quad \text{where} \quad \tilde{A}_{pq} = \langle \Phi_q^{++}\Phi_p^{++} | S | \Phi_p^{++}\Phi_q^{++} \rangle, \quad (4.5) \]

so that a pole of \( A_{pq} \) corresponds to a pole of \( \tilde{A}_{pq}^{-1} \). We can check this explicitly by considering

\[ \tilde{A}_{pq} = \frac{1 - \frac{1}{x_p^+ x_q^+}}{1 - \frac{1}{x_p^- x_q^-}} \frac{1 - \frac{1}{x_p^- x_q^-}}{1 - \frac{1}{x_p^+ x_q^+}} \sigma_{pq}^{-2}. \quad (4.6) \]

Since \( \sigma \) is regular when continued inside the unit circle (see appendix A.4), \( \tilde{A}_{pq} \) has a zero at \( x_p^+ = 1/x_q^- \), as expected.

If we consider S-matrix elements involving one left- and one right-moving particle we expect no poles, since there are no corresponding bound states. Therefore a process such as the one depicted in figure 4(a) should not happen. Indeed, the S-matrix element

\[ A_{pq} \tilde{A}_{pq} = 1, \quad \text{where} \quad \tilde{A}_{pq} = \langle \Phi_q^{++}\Phi_p^{++} | S | \Phi_p^{++}\Phi_q^{++} \rangle, \quad (4.5) \]

so that a pole of \( A_{pq} \) corresponds to a pole of \( \tilde{A}_{pq}^{-1} \). We can check this explicitly by considering

\[ \tilde{A}_{pq} = \frac{1 - \frac{1}{x_p^+ x_q^+}}{1 - \frac{1}{x_p^- x_q^-}} \frac{1 - \frac{1}{x_p^- x_q^-}}{1 - \frac{1}{x_p^+ x_q^+}} \sigma_{pq}^{-2}. \quad (4.6) \]

Since \( \sigma \) is regular when continued inside the unit circle (see appendix A.4), \( \tilde{A}_{pq} \) has a zero at \( x_p^+ = 1/x_q^- \), as expected.

If we consider S-matrix elements involving one left- and one right-moving particle we expect no poles, since there are no corresponding bound states. Therefore a process such as the one depicted in figure 4(a) should not happen. Indeed, the S-matrix element

\[ A_{pq} \tilde{A}_{pq} = 1, \quad \text{where} \quad \tilde{A}_{pq} = \langle \Phi_q^{++}\Phi_p^{++} | S | \Phi_p^{++}\Phi_q^{++} \rangle, \quad (4.5) \]

so that a pole of \( A_{pq} \) corresponds to a pole of \( \tilde{A}_{pq}^{-1} \). We can check this explicitly by considering

\[ \tilde{A}_{pq} = \frac{1 - \frac{1}{x_p^+ x_q^+}}{1 - \frac{1}{x_p^- x_q^-}} \frac{1 - \frac{1}{x_p^- x_q^-}}{1 - \frac{1}{x_p^+ x_q^+}} \sigma_{pq}^{-2}. \quad (4.6) \]

Since \( \sigma \) is regular when continued inside the unit circle (see appendix A.4), \( \tilde{A}_{pq} \) has a zero at \( x_p^+ = 1/x_q^- \), as expected.

If we consider S-matrix elements involving one left- and one right-moving particle we expect no poles, since there are no corresponding bound states. Therefore a process such as the one depicted in figure 4(a) should not happen. Indeed, the S-matrix element

\[ A_{pq} \tilde{A}_{pq} = 1, \quad \text{where} \quad \tilde{A}_{pq} = \langle \Phi_q^{++}\Phi_p^{++} | S | \Phi_p^{++}\Phi_q^{++} \rangle, \quad (4.5) \]

so that a pole of \( A_{pq} \) corresponds to a pole of \( \tilde{A}_{pq}^{-1} \). We can check this explicitly by considering

\[ \tilde{A}_{pq} = \frac{1 - \frac{1}{x_p^+ x_q^+}}{1 - \frac{1}{x_p^- x_q^-}} \frac{1 - \frac{1}{x_p^- x_q^-}}{1 - \frac{1}{x_p^+ x_q^+}} \sigma_{pq}^{-2}. \quad (4.6) \]

Since \( \sigma \) is regular when continued inside the unit circle (see appendix A.4), \( \tilde{A}_{pq} \) has a zero at \( x_p^+ = 1/x_q^- \), as expected.
\[ \tilde{\mathcal{B}}_{pq} = \langle \Phi_q^+ \Phi_p^- | S | \Phi_p^- \Phi_q^+ \rangle = \frac{1 - \frac{1}{x_p x_q}}{1 - \frac{1}{x_p x_q}} \frac{1 - \frac{1}{x_p x_q}}{1 - \frac{1}{x_p x_q}} \sigma^{-2}, \quad (4.7) \]

is regular in the physical region, and in particular has no pole at \( x_p^+ = x_q^- \). It is an interesting check that the same holds in the crossed channel, whose exchange diagram would be as in figure 4(b) should it exist. Again crossing symmetry relates the two processes by

\[ \tilde{\mathcal{B}}_{pq} \mathcal{B}_{pq} = 1, \quad \text{where} \quad \mathcal{B}_{pq} = \langle \Phi_q^+ \Phi_p^- | S | \Phi_p^- \Phi_q^+ \rangle, \quad (4.8) \]

which implies the first crossing equation in (2.8). Since \( \tilde{\mathcal{B}}_{pq} \) has no singularity at \( x_p^+ = x_q^- \) we expect \( \mathcal{B}_{pq} \) to have no singularity at \( x_p^+ = 1/x_q^- \). Explicitly we have

\[ \mathcal{B}_{pq} = \frac{(x_p^- - x_q^-)^2}{(x_p^- - x_q^+)(x_p^+ - x_q^-)} \frac{1 - \frac{1}{x_p x_q}}{1 - \frac{1}{x_p x_q}} \sigma^{-2}, \quad (4.9) \]

The rational terms have a pole at \( x_p^+ = 1/x_q^- \), but once the dressing factor is continued to the crossed region as in (A.27), this is canceled by a zero of \( \sigma^{-2} \), so that the result is non-singular.

The solutions to the crossing equations that we found can be modified by multiplying them by some “CDD factors”. Similarly to the AdS\(_5\) case [14], we expect them to be meromorphic functions of the spectral parameters that solve the homogeneous crossing equations

\[ \sigma_{pq}^{CDD} \sigma_{pq}^{CDD} = 1, \quad \sigma_{pq}^{CDD} \sigma_{pq}^{CDD} = 1. \quad (4.10) \]

Such factors would introduce pairs of zeros and poles in the two phases, for instance by letting

\[ \lambda_{pq}^{CDD} = \frac{i}{2} \log \frac{(x - y)^{cl}}{(1 - xy)^{c2}}, \quad \lambda_{pq}^{CDD} = \frac{i}{2} \log \frac{(x - y)^{c2}}{(1 - xy)^{cl}}. \quad (4.11) \]
with $c_1, c_2$ integer constants. However, since the pole structure of the dressing factors and of the resulting S-matrix agrees with the one we expect from the bound state content of the theory we can consistently set

$$\sigma_{pq}^{\text{CDD}} = 1, \quad \tilde{\sigma}_{pq}^{\text{CDD}} = 1,$$

so that the full dressing phases are given by \(3.17\), up to non-trivial solutions of the homogeneous crossing equations with no poles in the physical region.

## 5 Expansions of the dressing factors

In section 3 we solved the AdS$_3$ crossing equations \(2.12\) in terms of \(3.17\). In what follows we give the strong- and weak-coupling expansions of these all-loop phases.

### 5.1 Strong-coupling expansion

In this subsection we compute the strong coupling expansion of the dressing phases in order to compare with the perturbative string theory calculations of [36]. The dressing phases have an expansion in terms of local conserved charges $q_r(p_k)$

$$\theta(p_1, p_2) = \sum_{r=1}^{\infty} \sum_{r+s=\text{odd}, s>r} c_{r,s}(h) [q_r(p_1)q_s(p_2) - q_r(p_2)q_s(p_1)],$$

where $c_{r,s}(h)$ are functions of the coupling constant $h$ with expansion

$$c_{r,s}(h) = h c_{r,s}^{(0)} + c_{r,s}^{(1)} h^{-1} + \ldots$$

and are antisymmetric in $r, s$. The phase $\tilde{\theta}(p_1, p_2)$ has a similar expansion where the coefficients will be denoted $\tilde{c}_{r,s}(h)$. The expression above is similar to the corresponding one in AdS$_5$, but unlike that case, we will need to include the $r=1$ terms. This new feature was first noted in [36]. For $r \geq 2$ the conserved charges are given by

$$q_r(p_k) = Q_r(x_k^+) - Q_r(x_k^-) = \frac{i}{r - 1} \left[ \frac{1}{(x_k^+)^{r-1}} - \frac{1}{(x_k^-)^{r-1}} \right], \quad Q_r(x) \equiv \frac{i}{r - 1} \frac{1}{x^{r-1}},$$

where we introduced the function $Q_r(x_k)$ for later convenience. For $r = 1$ the charge is just the momentum

$$q_1(p_k) = Q_1(x_k^+) - Q_1(x_k^-) = -i \log \left( \frac{x_k^+}{x_k^-} \right), \quad Q_1(x) \equiv i \log \left( \frac{1}{x} \right).$$

Expressing $\theta(p_1, p_2)$ in terms of $\chi$ (cf. equation \(3.2\)), we obtain the expansion

$$\chi(x, y) = \sum_{r=1}^{\infty} \sum_{s>r} \sum_{r+s=\text{odd}} c_{r,s}(h) [Q_r(x)Q_s(y) - Q_r(y)Q_s(x)].$$
with a corresponding expression for $\tilde{\chi}$. The coefficients $c_{r,s}$ and $\tilde{c}_{r,s}$ can be obtained by expanding the integrands through which $\chi$ and $\tilde{\chi}$ are defined at large $h$ and at large $x$ and $y$ and then performing the integrals. The expansions for $\chi^{\text{BES}}$ and $\chi^{\text{HL}}$ are well known in the literature, and in particular we have

$$\chi^{\text{HL}}(x, y) = \frac{2}{\pi} \sum_{r=2}^{\infty} \sum_{s>r \text{ odd}} (r-1)(s-1) \left( \frac{Q_r(x)Q_s(y)}{(r-s)(r+s-2)} - Q_r(y)Q_s(x) \right). \quad (5.6)$$

The expansion for $\chi^-$ (cf. equation (3.16)) is

$$\chi^-(x, y) = -\frac{1}{\pi} \sum_{r=2}^{\infty} \sum_{s>r \text{ odd}} \left( \frac{(r-1)^2 + (s-1)^2}{(r-s)(r+s-2)} \left[ Q_r(x)Q_s(y) - Q_r(y)Q_s(x) \right] \right)$$

$$+ \frac{1}{2\pi} \sum_{s=1}^{\infty} \sum_{s > r \text{ even}} \left[ Q_1(x)Q_s(y) - Q_1(y)Q_s(x) \right]. \quad (5.7)$$

Expanding (3.17) at large $h$ we find

$$\chi(x, y) = h \chi^{\text{AFS}}(x, y) + \frac{1}{2} \left( \chi^{\text{HL}}(x, y) + \chi^-(x, y) \right) + O\left(\frac{1}{h}\right),$$

$$\tilde{\chi}(x, y) = h \chi^{\text{AFS}}(x, y) + \frac{1}{2} \left( \chi^{\text{HL}}(x, y) - \chi^-(x, y) \right) + O\left(\frac{1}{h}\right),$$

where we have extracted the $h$-scaling of each phase. At leading order both phases reduce to the AFS one, as it was found in the perturbative string expressions obtained in [36], so that

$$c^{(0)}_{r,s} = \tilde{c}^{(0)}_{r,s} = c^{(0)}_{r,s} = \tilde{c}^{(0)}_{r,s} = \delta_{r+1,s}. \quad (5.9)$$

At HL-order all three terms on the r.h.s equation (3.17) contribute and we find

$$c^{(1)}_{r,s} = \frac{1}{2\pi} \left[ \frac{1}{2} - (s-r) \left( \frac{s-r}{s+r-2} - \frac{1}{2} (\delta_{r,1} - \delta_{s,1}) \right) \right],$$

$$\tilde{c}^{(1)}_{r,s} = -\frac{1}{2\pi} \left[ \frac{1}{2} - (s-r) \left( \frac{s+r-2}{s-r} - \frac{1}{2} (\delta_{r,1} - \delta_{s,1}) \right) \right], \quad (5.10)$$

for $s > r > 0$. Comparing to the semiclassical results [36] we find, for $r > 1$

$$c^{(1)}_{r,s}^{\text{BLMMT}} = 4\pi c^{(1)}_{r,s}, \quad \tilde{c}^{(1)}_{r,s}^{\text{BLMMT}} = 4\pi \tilde{c}^{(1)}_{r,s}. \quad (5.11)$$

The factors of $4\pi$ are there since [36] expand in $\sqrt{\lambda}$ and we expand in $h = \frac{\sqrt{\lambda}}{\pi}$ (see equation (5.2)). In summary, the $r > 1$ coefficients at HL-order give the same contribution to the dressing phases as those found in [36]. On the other hand, the $r = 1$ coefficients, which come exclusively from the expansion of $\chi^-(x, y)$ are

$$c^{(1)}_{1,s}^{\text{BLMMT}} = 8\pi c^{(1)}_{1,s}, \quad \tilde{c}^{(1)}_{1,s}^{\text{BLMMT}} = 8\pi \tilde{c}^{(1)}_{1,s}. \quad (5.12)$$

Taking into account the factor of $4\pi$ discussed above, we conclude that the $r = 1$ coefficients of [36] give twice the contribution found here.
One possible origin for this discrepancy could have to do with the antisymmetrisation procedure used in [36]. Unlike $r > 1$ terms, the $r = 1$ contributions to the BA dressing phases can be simplified using the momentum conservation condition. As such, this part of the phase need not be explicitly antisymmetric. In the next subsection we discuss another possible likely source of this discrepancy.

Finally, the higher order coefficients $c^{(n)}_{r,s} = \tilde{c}^{(n)}_{r,s}$ with $n > 1$ are exactly the same as in the expansion of the BES phase.

### 5.2 Semiclassical and near flat space limits

In order to compare with perturbative results, it is convenient to write explicit expressions for our phases in the semiclassical limit, i.e., when

$$x^\pm = x \pm \frac{i}{2\hbar} \frac{x^2}{x^2 - 1} + O \left( \frac{1}{\hbar^3} \right).$$

Such an expansion for the BES phase is well known: the leading order $O(1/\hbar)$ is given by the AFS phase (3.5), which in our normalization reads

$$\theta_{AFS}(x, y) = \frac{1}{\hbar} \frac{x - y}{(x^2 - 1)(xy - 1)(y^2 - 1)} + O \left( \frac{1}{\hbar^3} \right),$$

whereas the next-to-leading-order is given by the HL phase which can be found by expanding (3.6) under the integral. Doing so also for (3.16), we get to the expressions

$$\theta(x, y) = \theta_{AFS}(x, y) + \frac{1}{4\pi\hbar^2} \frac{x^2}{x^2 - 1} \frac{y^2}{y^2 - 1} \left[ \frac{(x + y)^2(1 - \frac{1}{xy})}{(x^2 - 1)(xy - 1)(y^2 - 1)} + \frac{2}{(x - y)^2} \log \left( \frac{x + 1 + y - 1}{x - 1 + y + 1} \right) \right] + O \left( \frac{1}{\hbar^3} \right),$$

$$\tilde{\theta}(x, y) = \theta_{AFS}(x, y) + \frac{1}{4\pi\hbar^2} \frac{x^2}{x^2 - 1} \frac{y^2}{y^2 - 1} \left[ \frac{(xy + 1)^2(1 - \frac{1}{y})}{(x^2 - 1)(xy - 1)(y^2 - 1)} + \frac{2}{(xy - 1)^2} \log \left( \frac{x + 1 + y - 1}{x - 1 + y + 1} \right) \right] + O \left( \frac{1}{\hbar^3} \right).$$

As it was expected from the discussion in [32], the rational part of these expression differs from the one found in [36]. The logarithmic part agree\footnote{One should keep into account a factor of $-2$ coming from the different definition of the phases in [36].} with what conjectured in [36], also in agreement with recent results found by unitarity techniques [39,40]. The discrepancy in the rational part may come from the fact that the Bethe ansatz assumed in [36] differs from the one of [32] by terms of the form

$$\frac{1 - \frac{1}{x^+ y^{-1}}}{1 - \frac{1}{x^{-1} y^+}} \quad \text{or} \quad \frac{1 - \frac{1}{x^+ y^{-1}}}{1 - \frac{1}{x^{-1} y^+}}.$$

(5.16)
The former term in each product is antisymmetric, and can just be absorbed by a redefinition of the phase $\tilde{\sigma}$. This is not true for the latter term which is symmetric. This will contribute to the Bethe ansatz in the finite gap limit as

$$\frac{1 - \frac{1}{x^2 + y^2}}{1 - \frac{1}{x^2 - y^2}} = \exp \left( i \frac{x + y}{\hbar (x^2 - 1)(y^2 - 1)} \right) + O \left( \frac{1}{\hbar^3} \right), \quad (5.17)$$

such a contribution has presumably to be taken into account before antisymmetrisation and regularization procedure performed in [36] and may nontrivially affect it.

Let us also evaluate the dressing factors in the near-flat-space limit [33].

$$\theta(p_-, q_-) = \frac{p_- q_- (p_- - q_-)}{16\hbar(p_- + q_-)} + \frac{p_-^2 q_-^2 \left( p_-^2 + 2p_- q_- \log \frac{2p_-}{p_- - q_-} \right)}{256\pi \hbar^2 (p_- - q_-)^2} + O \left( \frac{1}{\hbar^3} \right),$$

$$\tilde{\theta}(p_-, q_-) = \frac{p_- q_- (p_- - q_-)}{16\hbar(p_- + q_-)} - \frac{p_-^2 q_-^2 \left( p_-^2 - 2p_- q_- \log \frac{2p_-}{p_- - q_-} \right)}{256\pi \hbar^2 (p_- + q_-)^2} + O \left( \frac{1}{\hbar^3} \right). \quad (5.18)$$

Using these results one can check that the dressing phases are compatible with the near-flat-space results of [38].

### 5.3 Weak-coupling expansion

In this subsection we compute the weak-coupling expansion of the dressing phases. The results for $\sigma^{\text{BES}}$ are well known from AdS$_5$/CFT$_4$. The leading-order contribution to the dressing phase starts at $\mathcal{O}(h^0)$ [10], and comes from the $r = 2$, $s = 3$ terms in the expansion of $\chi^{\text{BES}}$.\footnote{\text{\textsuperscript{17}}See equation (5.5), and recall that for the BES phase there is no $r = 1$ term.}

The AdS$_3$ dressing phases (3.17) contain extra terms besides the BES phase. The coefficients $c_{r,s}$ and $\tilde{c}_{r,s}$ that come from these extra contributions are all order $h^0$ (see equation (5.7) and (5.6)). The coupling constant dependence comes only from the charges $q_r$ and $q_s$ in equation (5.5). In fact, the leading contribution comes from the $r = 1$ and $s = 2$ term

$$\theta(p, q) = 4c_{1,2}^{(1)} \left( p \sin^2 \frac{q}{2} - q \sin^2 \frac{2p}{2} \right) \hbar + \mathcal{O}(h^3), \quad (5.19)$$

with a similar expression holding for $\tilde{\theta}(p, q)$. Note that the $O(h^2)$ terms vanish. The above result shows that the $r = 1$ terms, which are novel to AdS$_3$, contribute at order $\hbar$ to the BA\footnote{Notice that, despite being linear in one of the momenta, such terms cannot be re-absorbed into a shift of the Bethe Ansatz length, since $c_{1,2}^{(1)} = -\tilde{c}_{1,2}^{(1)}$ so that they appear with opposite sign in $\theta$ and $\tilde{\theta}$.} and so should modify the energy of states in the weakly-coupled spin-chain at order $\hbar^2$. Notice that a priori we do not know how $h(\lambda)$ behaves at weak coupling\footnote{Recall, for example, that in AdS$_5$/CFT$_4$ $h \sim \sqrt{\lambda}$ while in AdS$_3$/CFT$_3$ $h \sim \lambda$.} This prevents us from determining whether the $h^1$ contribution to $\theta(p, q)$ in the equation above comes with an integral power of $\lambda$ as one would expect in a weakly coupled planar limit. Nevertheless the above expansion is a new feature of the AdS$_3$ spin-chain, which places it in a different category to the spin chains investigated in [54]. This is not surprising, since in contrast to [54], the AdS$_3$ spin-chain consists of left-moving and right-moving...
Spin-chains with a left- and right-moving copy of a symmetry group will have a larger family of operators that can act on them than the homogeneous chains of \[54\], and it would be interesting to extend the analysis of \[54\] to this case, in order to better understand the role of the \(r = 1\) terms in the dressing phase.

### 6 Conclusions

We have determined the non-perturbative dressing phases of the AdS\(_3\)/CFT\(_2\) integrable system associated to Type IIB string theory on AdS\(_3\) × S\(^3\) × T\(^4\) with R-R flux. This was done by solving the crossing relations of \[32\]. Our solution differs from the BES dressing phase that enters AdS\(_5\)/CFT\(_4\) and AdS\(_4\)/CFT\(_3\) integrable systems. The two phases we have found are different from one another as is expected from the crossing equations. We have investigated the spectrum of bound states of the system and show that it is consistent with the full non-perturbative S-matrix. The details of this matching depend crucially on the analytic properties of the dressing phases. As such, this represents a strong consistency check of our solution.

We have performed an expansion of the dressing phases at strong coupling. At the leading order both phases reduce to the AFS-phase, in agreement with perturbative world-sheet calculations \[34, 36, 38\]. At the next-to-leading order our phases differ from one another and only their sum is the same as the HL-phase. We have compared our expressions at this order with the results of \[36, 38\] and found almost complete agreement. In section 5.1 and 5.2 we discussed the likely origins of the discrepancy.

In order to further check whether our solutions correspond to the string theory phases, it is necessary to test them against stringent perturbative calculations, beyond the HL-order. In addition, studying their analytical properties in the string and mirror regions may give further insights on the validity of our proposal. It would also be very interesting to investigate the double poles/zeros of our phases and compare them to relevant Landau diagrams as was done in AdS\(_5\)/CFT\(_4\) in \[12\]. Another important direction would be to build on \[29\] in order to understand how massless modes should be incorporated into the integrable S-matrix. There is by now significant evidence that integrable spin-chains play an important role in the context of AdS\(_3\)/CFT\(_2\). Finding the origin of such spin-chains in the CFT\(_2\) remains an outstanding challenge.
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A Useful formulae and identities

In this appendix we present the proofs of some identities we used in the main body of the paper. In particular, we provide the proof that the phase $\chi^- (x, y)$ solves the crossing equation (3.14). This can be easily adapted to check that the Hernández-López phase as defined in (3.7) solves the “odd” crossing equation (3.8) with the choice of path depicted in figure 2.

### A.1 Solving equation (3.14)

Let us define the following integral

\[
\Phi^- (x, y) = \oint \frac{dw}{8\pi} \frac{1}{x - w} \log \left[ (y - w) \left(1 - \frac{1}{yw}\right) \right] \text{sign}((w - 1/w)/i) - x \leftrightarrow y
\]

\[
= \left( \oint_{\mathcal{C}} - \oint_{\mathcal{C}'} \right) \frac{1}{8\pi} \frac{1}{x - w} \log \left[ (y - w) \left(1 - \frac{1}{yw}\right) \right] - x \leftrightarrow y,
\]

which is reminiscent of (3.7). This function satisfies a property which will be crucial in what follows, that is

\[
\Phi^- (x, y) - \Phi^- (1/x, y) = 0.
\]

Furthermore, when $|y| > 1$ is fixed and $|x| \gg 1$ approaches the unit circle, $\Phi^- (x, y)$ has a jump discontinuity. As discussed in appendix A.3, the value of the discontinuity depends on whether $x$ approaches the unit circle form below the real line, in which case

\[
\Phi^- (e^{i\varphi + \epsilon}, y) = \Phi^- (e^{i\varphi - \epsilon}, y) + \delta_\uparrow (e^{i\varphi}, y) + O(\epsilon), \quad \epsilon > 0, \quad -\pi < \varphi < 0,
\]

with

\[
\delta_\uparrow (x, y) = -\frac{i}{2} \log \left[ (y - x) \left(1 - \frac{1}{xy}\right) \right],
\]

or from above, where

\[
\Phi^- (e^{i\varphi + \epsilon}, y) = \Phi^- (e^{i\varphi - \epsilon}, y) + \delta_\downarrow (e^{i\varphi}, y) + O(\epsilon), \quad \epsilon > 0, \quad 0 < \varphi < \pi,
\]

\[\text{The proof of this is presented in appendix A.2.}\]

\[\text{More precisely, the following relation holds up to an arbitrary function of } y \text{ only, and in an appropriate branch of the logarithm, see A.3. Such a function plays no role in the crossing equation.}\]
with $\delta_\uparrow(x, y) = -\delta_\uparrow(x, y)$.

These ingredients are all we need to construct a solution of (3.14). In the physical region we define

$$\chi^-(x, y) \equiv \Phi^-(x, y) \quad |x|, |y| > 1.$$  \hfill (A.6)

In order to continue this function to the crossed region, it is important to recall our choice of cuts of figure 2: both $x^+(z)$ and $x^-(z)$ will cross the unit circle below the real line. Therefore, we define

$$\chi^-(x, y) \equiv \Phi^-(x, y) + \delta_\uparrow(x, y) \quad |x| < 1, \quad |y| > 1,$$  \hfill (A.7)

which is continuous across the lower half circle by construction. Using (A.2) we have

$$\chi^-(x, y) - \chi^-(1/x, y) = -\delta_\uparrow(1/x, y) = -\delta_\uparrow(x, y), \quad |x|, |y| > 1.$$  \hfill (A.8)

Rewriting the left-hand-side of (3.14) in terms of $\chi(x, y)$ gives finally

$$\frac{\sigma^-(z_1, z_2)^2}{\sigma^-(z_1 + \omega_2, z_2)^2} = \frac{e^{-2i(\delta_\uparrow(x^+, y^+) + \delta_\uparrow(x^-, y^-))}}{e^{-2i(\delta_\uparrow(x^+, y^-) + \delta_\uparrow(x^-, y^+)}},$$  \hfill (A.9)

which coincides with (3.15).

### A.2 Identity for $\Phi^- (x, y) - \Phi^- (1/x, y)$

In this subsection we prove equation (A.2). Define

$$F(x, y) = F^\wedge(x, y) - F^\vee(x, y) = \oint f(w, x, y)dw - \oint f(w, x, y)dw,$$  \hfill (A.10)

where $F^\wedge$, $F^\vee$ corresponds to the first and second integral, respectively, and

$$f(w, x, y) = \frac{1}{8\pi} \frac{x}{x - w} \log \left[ (y - w) \left( 1 - \frac{1}{yw} \right) \right],$$  \hfill (A.11)

so that $\Phi^-(x, y) = F(x, y) - F(y, x)$. Since $f(w, x, y) - f(w, x, 1/y) = 0$, we see that

$$F^\wedge(x, y) - F^\wedge(x, 1/y) = 0, \quad \text{and} \quad F^\vee(x, y) - F^\vee(x, 1/y) = 0.$$  \hfill (A.12)

A change of integration variable, $u = 1/w$, can be used to derive the following identity

$$F^\vee(1/x, y) = \oint \frac{du}{8\pi} \frac{1}{1/x - u} \log \left[ (y - u) \left( 1 - \frac{1}{yu} \right) \right]$$

$$= \oint \frac{du}{8\pi u^2} \frac{1}{1/x - 1/u} \log \left[ (y - u) \left( 1 - \frac{1}{yu} \right) \right]$$

$$= -\oint \frac{du}{8\pi} \frac{1}{x - u} \log \left[ (y - u) \left( 1 - \frac{1}{yu} \right) \right] - \oint \frac{du}{8\pi} \frac{1}{u} \log \left[ (y - u) \left( 1 - \frac{1}{yu} \right) \right]$$

$$= -F^\wedge(x, y) - \phi^-(y),$$

for arbitrary $x$ with $|x| \neq 1$. Sending $x \to 1/x$ in the above equation gives

$$F^\vee(1/x, y) = -F^\wedge(x, y) - \phi^-(y).$$  \hfill (A.14)

Combining equations (A.12), (A.13) and (A.14) and writing out $\Phi$ in terms of $F^\wedge$ and $F^\vee$ one may check that (A.2) holds.
A.3 Discontinuities of $\Phi^-(x, y)$ at $|x| = 1$

Let us split $\Phi^-(x, y)$ in terms of $F^\land, F^\lor$ as in (A.10), and focus on the discontinuities of $F^\lor(x, y)$. The discontinuity in $x$ follows immediately from Cauchy’s theorem, and is given by

$$F^\lor(e^{i\varphi+\epsilon}, y) = F^\lor(e^{i\varphi-\epsilon}, y) + d^x_\downarrow(x, y) + O(\epsilon), \quad \epsilon > 0, \quad -\pi < \varphi < 0,$$

(A.15)

crossing the unit circle from below, with

$$d^x_\downarrow(x, y) = \frac{i}{4} \log \left( (y - x) \left( 1 - \frac{1}{xy} \right) \right).$$

(A.16)

Note that $F^\lor(x, y)$ is continuous in $x$ across the upper half-circle.

To find the discontinuity in $y$, we can consider $\partial_y F^\lor(x, y)$ for $|x|, |y| > 1$; bringing the derivative under the integral gets rid of the logarithm. The resulting function has a discontinuity on the lower half circle:

$$\partial_y F^\lor(x, e^{i\varphi+\epsilon}) = \partial_y F^\lor(x, e^{i\varphi-\epsilon}) + d^{y_\uparrow}_\downarrow(x, e^{i\varphi}) + O(\epsilon), \quad \epsilon > 0, \quad -\pi < \varphi < 0.$$

(A.17)

The appropriate primitive of $d^{y_\uparrow}(x, y)$ in $y$ gives the discontinuity of $F^\lor(x, y)$ from below. Such a primitive is

$$d^{y_\uparrow}(x, y) = -\frac{i}{4} \log (x - y) + \phi_\uparrow(x),$$

(A.18)

where $\phi_\uparrow(x)$ is arbitrary function. Furthermore, there is also a discontinuity on the upper half circle:

$$\partial_y F^\lor(x, e^{i\varphi+\epsilon}) = \partial_y F^\lor(x, e^{i\varphi-\epsilon}) + d^{y_\downarrow}_\downarrow(x, e^{i\varphi}) + O(\epsilon), \quad \epsilon > 0, \quad 0 < \varphi < \pi,$$

(A.19)

whose primitive is

$$d^{y_\downarrow}_\downarrow(x, y) = \frac{i}{4} \left( \log (1 - xy) - \log x - \log y \right) + \phi_\downarrow(x).$$

(A.20)

It is easy to repeat this analysis for $F^\land(x, y)$, where we find essentially the same results up to exchanging the upper and lower circles. Putting everything together proves (A.4) up to such an arbitrary function of $x$, which however would drop out of the crossing equation (A.9), canceling among the contributions of the four $\chi$’s. Since the crossing relations (A.9) are written in exponential form, the logarithmic branch cuts of the discontinuities play no role.

If we instead had considered the discontinuities of $\Phi^-(x, y)$ when crossing the unit circle in the upper half-plane we would have found an extra minus sign upon crossing.
A.4 Singularities of the dressing phases

Let us investigate the singularities of the dressing phases $\theta(x,y)$ and $\tilde{\theta}(x,y)$. They are defined in terms of $\chi(x,y)$, $\tilde{\chi}(x,y)$ by (3.17). Since the analytic properties of the BES phase are well known [12,13], we will focus on the semisum and semidifference of the HL phase with $\chi^-(x,y)$. We are interested in logarithmic singularities as $x$ and $y$ take particular positions with respect to each other. To find them, let us consider the integrals

$$\Psi^\pm(x,y) = \frac{1}{2} \left( -\Phi^{\text{HL}}(x,y) \pm \Phi^-(x,y) \right), \quad (A.21)$$

where $\Phi^{\text{HL}}(x,y)$ is the integral defining the HL phase in the physical region,

$$\Phi^{\text{HL}}(x,y) = \left( \oint_{-} - \oint_{+} \right) \frac{1}{4\pi} \frac{1}{x-w} \left( \log(y-w) - \log(y-1/w) \right), \quad (A.22)$$

and $\Phi^-(x,y)$ is defined in (A.1). Singularities may arise only at $y=x$ or $y=1/x$. However, we can evaluate explicitly

$$\Psi^\pm(x,y) \bigg|_{y=x} = 0, \quad \Psi^\pm(x,y) \bigg|_{y=1/x} = \frac{1}{4\pi} \left( 4\text{Li}_2(x) - \text{Li}_2(x^2) \right), \quad (A.23)$$

with $|y| > 1$, so that no singularity arises from the integral representation. Since this coincides with the phase in the physical region, we can conclude that there is no discontinuity for the phases at $x=y$ when both variables are in the physical region.

When $y=1/x$ one of the variables, e.g., $x$, must be inside the unit circle. Therefore, as explained in appendix A.1, we must continue $\Psi^\pm(x,y)$ in $x$ through the lower half-circle. In order to do this we need to find the discontinuity of $\Psi^\pm(x,y)$ there. In appendix A.3 we worked out the discontinuity of $\Phi^-(x,y)$ to be as in (A.4), i.e.,

$$\delta^-(x,y) = -\frac{i}{2} \log \left[ \frac{(y-x)(1-1/xy)}{y-x} \right]. \quad (A.24)$$

Using Cauchy’s theorem we find that $\Phi^{\text{HL}}(x,y)$ satisfies

$$\Phi^{\text{HL}}(e^{i\varphi+\epsilon},y) = \Phi^{\text{HL}}(e^{i\varphi-\epsilon},y) + \delta^{\text{HL}}(e^{i\varphi},y) + O(\epsilon), \quad \epsilon > 0, \quad -\pi < \varphi < 0, \quad (A.25)$$

with

$$\delta^{\text{HL}}(x,y) = -\frac{i}{2} \log \left[ \frac{y-x}{y-1/x} \right]. \quad (A.26)$$

Using this to analytically continue (A.21) we have that when $|x| < 1$ and $|y| > 1$, there is no singularity in $\tilde{\chi}(x,y)$ at $y = 1/x$. However $\chi(x,y)$ has a logarithmic singularity such that

$$e^{2i\chi(x,y)} \approx \left( y - \frac{1}{x} \right), \quad \text{when} \quad y \approx 1/x. \quad (A.27)$$
B Choice of analytic continuation

Using the S-matrix derived in [32], one can write down two sets of crossing equations, which turn out to be incompatible. This problem is not specific to our case, but also appears, e.g., for AdS$_5$. These two possibilities are related to the fact that charge conjugation can be implemented either with $C$ or $C\Sigma$. In the first case the first entry has to be analytically continued by $z + \omega_2$, while in the second case by $z - \omega_2$. The opposite is true for the second entry.

We write these crossing equations for AdS$_3 \times S^3 \times T^4$ in the following table. In the first column we write the crossing equations explicitly in terms of $\sigma, \tilde{\sigma}$ (the functions $g, \tilde{g}$ are defined in (2.9)) and in the second column we write them in matrix form.

| Column | Equation | Matrix Form |
|--------|----------|-------------|
| (I)    | $\sigma(z_1 + \omega_2, z_2)^2 \tilde{\sigma}(z_1, z_2)^2 = g(x_1^+, x_2^+)$ | $C^{-1} \otimes \mathbb{I} \cdot \mathbb{R}^{11}(z_1 + \omega_2, z_2) \cdot C \otimes \mathbb{I} = \mathbb{R}(z_1, z_2)^{-1}$ |
| (II)   | $\sigma(z_1, z_2 - \omega_2)^2 \tilde{\sigma}(z_1, z_2)^2 = \tilde{g}^{-1}\left(\frac{1}{x_2^+}, x_1^+\right)$ | $\mathbb{I} \otimes C^{-1} \cdot \mathbb{R}^{12}(z_1, z_2 - \omega_2) \cdot \mathbb{I} \otimes C = \mathbb{R}(z_1, z_2)^{-1}$ |
| (III)  | $\sigma(z_1 - \omega_2, z_2)^2 \tilde{\sigma}(z_1, z_2)^2 = g(x_1^+, x_2^+)$ | $\Sigma C^{-1} \otimes \mathbb{I} \cdot \mathbb{R}^{11}(z_1 - \omega_2, z_2) \cdot C \Sigma \otimes \mathbb{I} = \mathbb{R}(z_1, z_2)^{-1}$ |
| (IV)   | $\sigma(z_1, z_2 + \omega_2)^2 \tilde{\sigma}(z_1, z_2)^2 = \tilde{g}^{-1}\left(\frac{1}{x_2^+}, x_1^+\right)$ | $\mathbb{I} \otimes \Sigma C^{-1} \cdot \mathbb{R}^{12}(z_1, z_2 + \omega_2) \cdot \mathbb{I} \otimes C \Sigma = \mathbb{R}(z_1, z_2)^{-1}$ |

Looking at the first column, it is clear that rows (I) and (III) are incompatible because the r.h.s is the same but the analytic continuation is performed in opposite directions. The same is true for rows (II) and (IV). Rows (I) and (II) are instead related by using antisymmetry of the factors, as are (III) and (IV).

In order to fix the convention for analytic continuation we compare our results with the perturbative results of [38]. We consider the matrix elements $A_{pq}, \tilde{A}_{pq}, B_{pq}, \tilde{B}_{pq}$ defined in section 4.3 and we write the crossing equations in the form

$$A_{pq} \tilde{A}_{\bar{p}q} = 1, \quad \tilde{B}_{pq} B_{pq} = 1. \quad \text{(B.1)}$$

In order for the equations to be satisfied up to one-loop order in the NFS limit, we use that $\bar{p}_- = -p_-$ and we note that we need to choose the branch of the log in such a way that $\log(-p_-) = \log(p_-) - i\pi$, which also implies the rule $\sqrt{-p_-} = -i \sqrt{p_-}$. We can relate these choices of branches to the choice of the sign of the shift on the torus by considering the analytic continuation of

$$\eta(p) = \left(\frac{x_p^+}{x_p^-}\right)^{1/4} \left(\frac{ih}{2} (x_p^- - x_p^+)\right)^{1/2} = \frac{\text{dn}^{2/3}_2 \left(\text{cn}^{2/3}_2 + i \text{sn}^{2/3}_2 \text{dn}^{2/3}_2\right)}{1 + 16h^2 \text{sn}^4_2}, \quad \text{(B.2)}$$
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which is given by [4]

\[ \eta(z \pm \omega_2) = \pm \frac{i}{x^+(z)} \eta(z). \tag{B.3} \]

By using \([B.2]\) we find that in the NFS limit \( \eta(p_-) = 1/2 \sqrt{p_-} \). We can now compare our choice of the log branch with the crossing transformation, finding

\[ \eta(-p_-) = \frac{1}{2} \sqrt{-p_-} = \frac{i}{2} \sqrt{p_-} = \eta(z + \omega_2) \bigg|_{\text{NFS limit}}. \tag{B.4} \]

This allows us to conclude that crossing holds with a shift by \(+\omega_2\) in the first variable. The crossing equations in row (I) in the table are the ones that are solved in the main text. Consistency with this choice allows us to conclude that the crossing equations written in \([30, 31]\) should follow the same convention of shifting by \( -\omega_2 \) in the second variable. This corrects footnote 10 in \([30]\) and footnote 3 in \([31]\).

A posteriori we can check in the same way that the solutions we found in the finite gap \([5.15]\) and near flat space limit \([5.18]\) do indeed solve the crossing equations in those limits when shifting the first variable by \( z \to z + \omega_2 \) and resolving the branch of the log accordingly.

References

[1] J. M. Maldacena, “The large N limit of superconformal field theories and supergravity”, Adv. Theor. Math. Phys. 2, 231 (1998), [hep-th/9711200]. S. S. Gubser, I. R. Klebanov and A. M. Polyakov, “Gauge theory correlators from non-critical string theory”, Phys. Lett. B428, 105 (1998), [hep-th/9802109]. E. Witten, “Anti-de Sitter space and holography”, Adv. Theor. Math. Phys. 2, 253 (1998), [hep-th/9802150].

[2] G. ’t Hooft, “A Planar Diagram Theory for Strong Interactions”, Nucl. Phys. B72, 461 (1974).

[3] N. Beisert et al., “Review of AdS/CFT Integrability: An Overview”, Lett.Math.Phys. 99, 3 (2010), arxiv:1012.3982.

[4] G. Arutyunov and S. Frolov, “Foundations of the AdS₅ × S⁵ Superstring. Part I”, J.Phys.A A42, 254003 (2009), arxiv:0901.4937.

[5] J. A. Minahan and K. Zarembo, “The Bethe-ansatz for \( N = 4 \) super Yang-Mills”, JHEP 0303, 013 (2003), [hep-th/0212208]. N. Beisert, “The complete one-loop dilatation operator of \( N = 4 \) super Yang-Mills theory”, Nucl. Phys. B676, 3 (2004), [hep-th/0307015].

[6] V. A. Kazakov, A. Marshakov, J. A. Minahan and K. Zarembo, “Classical/quantum integrability in AdS/CFT”, JHEP 5, 24 (2004), [hep-th/0402207]. N. Beisert, V. A. Kazakov, K. Sakai and K. Zarembo, “The algebraic curve of classical superstrings on AdS₅ × S⁵”, Commun. Math. Phys. 263, 659 (2006), [hep-th/0502226].

[7] I. Bena, J. Polchinski and R. Roiban, “Hidden symmetries of the AdS₅ × S⁵ superstring”, Phys. Rev. D69, 046002 (2004), [hep-th/0305116].

[8] R. A. Janik, “The AdS₅ × S⁵ superstring worldsheet S-matrix and crossing symmetry”, Phys. Rev. D73, 086006 (2006), [hep-th/0603038].
[9] N. Beisert, R. Hernández and E. López, “A crossing-symmetric phase for $\text{AdS}_5 \times \mathbb{S}^5$”, JHEP 0611, 070 (2006), hep-th/0609044.

[10] N. Beisert, B. Eden and M. Staudacher, “Transcendentality and crossing”, J. Stat. Mech. 0701, P021 (2007), hep-th/0610251.

[11] I. Kostov, D. Serban and D. Volin, “Functional BES equation”, JHEP 0808, 101 (2008), arxiv:0801.2542.

[12] N. Dorey, D. M. Hofman and J. M. Maldacena, “On the singularities of the magnon $S$-matrix”, Phys. Rev. D76, 025011 (2007), hep-th/0703104.

[13] I. Kostov, D. Serban and D. Volin, “Quantum corrections to the string Bethe ansatz”, JHEP 0607, 004 (2006), hep-th/0604069.

[14] N. Beisert and A. A. Tseytlin, “On quantum corrections to spinning strings and Bethe equations”, Phys. Lett. B629, 102 (2005), hep-th/0509084.

[15] N. Gromov and P. Vieira, “Constructing the AdS/CFT dressing factor”, Nucl. Phys. B790, 72 (2008), hep-th/0703266.

[16] J. D. Brown and M. Henneaux, “Central Charges in the Canonical Realization of Asymptotic Symmetries: An Example from Three-Dimensional Gravity”, Commun. Math. Phys. 104, 207 (1986).

[17] A. Babichenko, B. Stefanski, jr. and K. Zarembo, “Integrability and the AdS$_3$/CFT$_2$ correspondence”, JHEP 1003, 058 (2010), arxiv:0912.1723.

[18] R. R. Metsaev and A. A. Tseytlin, “Type IIB superstring action in $\text{AdS}_5 \times \mathbb{S}^5$ background”, Nucl. Phys. B533, 109 (1998), hep-th/9805028. B. Stefanski, jr., “Landau-Lifshitz sigma-models, fermions and the AdS/CFT correspondence”, JHEP 0707, 009 (2007), arxiv:0704.1460. G. Arutyunov and S. Frolov, “Superstrings
on $\text{AdS}_4 \times \mathbb{CP}^3$ as a Coset Sigma-model”, JHEP 0809, 129 (2008), [arxiv:0806.4940]
B. Stefanič, jr, “Green-Schwarz action for Type IIA strings on $\text{AdS}_4 \times \mathbb{CP}^3$”, Nucl. Phys. B808, 80 (2008) [arxiv:0806.4948]

[24] I. Pesando, “The GS type IIB superstring action on $\text{AdS}_3 \times S^3 \times T^4$”, JHEP 9902, 007 (1999) [hep-th/9809145]. J. Park and S.-J. Rey, “Green-Schwarz superstring on $\text{AdS}_4 \times S^3$”, JHEP 9901, 001 (1999) [hep-th/9812062]. R. Metsaev and A. A. Tseytlin, “Superparticle and superstring in $\text{AdS}_3 \times S^3$ Ramond-Ramond background in light cone gauge”, J.Math.Phys. 42, 2987 (2001) [hep-th/0011191].

[25] I. Pesando, “The GS type IIB superstring action on $\text{AdS}_3 \times S^3 \times T^4$”, JHEP 9902, 007 (1999) [hep-th/9809145]. J. Park and S.-J. Rey, “Green-Schwarz superstring on $\text{AdS}_4 \times S^3$”, JHEP 9901, 001 (1999) [hep-th/9812062]. R. Metsaev and A. A. Tseytlin, “Superparticle and superstring in $\text{AdS}_3 \times S^3$ Ramond-Ramond background in light cone gauge”, J.Math.Phys. 42, 2987 (2001) [hep-th/0011191].

[26] J. Gomis, D. Sorokin and L. Wulff, “The complete $\text{AdS}_4 \times \mathbb{CP}^3$ superspace for the type IIA superstring and D-branes”, JHEP 0903, 015 (2009), arxiv:0811.1566.

[27] D. Sorokin and L. Wulff, “Evidence for the classical integrability of the complete $\text{AdS}_4 \times \mathbb{CP}^3$ superstring”, JHEP 1011, 143 (2010), arxiv:1009.3498.

[28] P. Sundin and L. Wulff, “Classical integrability and quantum aspects of the $\text{AdS}_3 \times S^3 \times S^3 \times S^1$ superstring”, JHEP 1210, 109 (2012), arxiv:1207.5531.

[29] O. Ohlsson Sax and B. Stefanič, jr, “Integrability, spin-chains and the AdS$_3$/CFT$_2$ correspondence”, JHEP 1108, 029 (2011), arxiv:1106.2558.

[30] D. E. Berenstein, J. M. Maldacena and H. S. Nastase, “Strings in flat space and pp waves from $N=4$ super Yang Mills”, JHEP 0204, 013 (2002) [hep-th/0202021].

[31] O. Ohlsson Sax, B. Stefanič, jr. and A. Torrielli, “On the massless modes of the $\text{AdS}_3$/CFT$_2$ integrable systems”, JHEP 1303, 109 (2013), arxiv:1211.1952.

[32] R. Borsato, O. Ohlsson Sax and A. Sfondrini, “A dynamic su(1|1)$^2$ S-matrix for $\text{AdS}_3$/CFT$_2$”, JHEP 1304, 113 (2013), arxiv:1212.5119.

[33] R. Borsato, O. Ohlsson Sax and A. Sfondrini, “All-loop Bethe ansatz equations for $\text{AdS}_3$/CFT$_2$”, JHEP 1304, 116 (2013), arxiv:1212.0505.

[34] R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefanič, jr. and A. Torrielli, “The all-loop integrable spin-chain for strings on $\text{AdS}_3 \times S^3 \times T^4$: the massive sector”, arxiv:1303.5995.

[35] N. Rughoonauth, P. Sundin and L. Wulff, “Near BMN dynamics of the $\text{AdS}_3 \times S^3 \times S^3 \times S^1$ superstring”, JHEP 1207, 159 (2012), arxiv:1204.4742.

[36] M. Beccaria and G. Macorini, “Quantum corrections to short folded superstring in $\text{AdS}_3 \times S^3 \times M^4$; determining the dressing phase”, JHEP 1304, 006 (2013), arxiv:1211.6090.

[37] M. Beccaria and G. Macorini, “Quantum corrections to short folded superstring in $\text{AdS}_3 \times S^3 \times M^4$;”, JHEP 1303, 040 (2013), arxiv:1212.5672.

[38] P. Sundin and L. Wulff, “Worldsheet scattering in $\text{AdS}_3$/CFT$_2$”, arxiv:1302.5349.
[39] L. Bianchi, V. Forini and B. Hoare, “Two-dimensional S-matrices from unitarity cuts”, arxiv:1304.1798.

[40] O. T. Engelund, R. W. McKeown and R. Roiban, “Generalized unitarity and the worldsheet S matrix in AdS\textsubscript{5} \times S\textsuperscript{5} \times M\textsuperscript{10-2n}”, arxiv:1304.4281.

[41] A. Cagnazzo and K. Zarembo, “B-field in AdS\textsubscript{3} /CFT\textsubscript{2} Correspondence and Integrability”, JHEP 1211, 133 (2012), arxiv:1209.4049. B. Hoare and A. Tseytlin, “On string theory on AdS\textsubscript{3} \times S\textsuperscript{3} \times T\textsuperscript{4} with mixed 3-form flux: tree-level S-matrix”, Nucl.Phys. B873, 682 (2013), arxiv:1303.1037. B. Hoare and A. Tseytlin, “Massive S-matrix of AdS\textsubscript{3} \times S\textsuperscript{3} \times T\textsuperscript{4} superstring theory with mixed 3-form flux”, Nucl.Phys. B873, 395 (2013), arxiv:1304.4099.

[42] J. R. David, C. Kalousios and A. Sadhukhan, “Generating string solutions in BTZ”, JHEP 1302, 013 (2013), arxiv:1211.5382.

[43] B. Hoare and A. Tseytlin, “Towards the quantum S-matrix of the Pohlmeyer reduced version of AdS\textsubscript{5} \times S\textsuperscript{5} superstring theory”, Phys. Rev. D85, 161 (2011), arxiv:1104.2423.

[44] M. C. Abbott, “The AdS\textsubscript{3} \times S\textsuperscript{3} \times S\textsuperscript{3} \times S\textsuperscript{1} Hernández-López Phases: a Semiclassical Derivation”, arxiv:1306.5106.

[45] G. Arutyunov and S. Frolov, “On AdS\textsubscript{5} \times S\textsuperscript{5} string S-matrix”, Phys. Lett. B639, 378 (2006), hep-th/0604043.

[46] P. Vieira and D. Vovin, “Review of AdS/CFT Integrability, Chapter III.3: The dressing factor”, Lett.Math.Phys. 99, 231 (2010), arxiv:1012.3992.

[47] N. Beisert, “The dilatation operator of \mathcal{N} = 4 super Yang-Mills theory and integrability”, Phys. Rept. 405, 1 (2005), hep-th/0407277. N. Beisert, “The su(2|2) dynamic S-matrix”, Adv. Theor. Math. Phys. 12, 945 (2008), hep-th/0511082. G. Arutyunov, S. Frolov, J. Plefka and M. Zamaklar, “The off-shell symmetry algebra of the light-cone AdS\textsubscript{5} \times S\textsuperscript{5} superstring”, J. Phys. A40, 3583 (2007), hep-th/0609157.

[48] H.-Y. Chen, N. Dorey and K. Okamura, “The Asymptotic spectrum of the \mathcal{N} = 4 super Yang-Mills spin chain”, JHEP 0703, 005 (2007), hep-th/0610295.

[49] G. Arutyunov and S. Frolov, “On String S-matrix, Bound States and TBA”, JHEP 0712, 024 (2007), arxiv:0710.1568.

[50] D. M. Hofman and J. M. Maldacena, “Giant magnons”, J. Phys. A39, 13095 (2006), hep-th/0604135.

[51] H.-Y. Chen, N. Dorey and K. Okamura, “Dyonic giant magnons”, JHEP 0609, 024 (2006), hep-th/0605155.

[52] N. Dorey, “Magnon bound states and the AdS/CFT correspondence”, J. Phys. A39, 13119 (2006), hep-th/0604175.

[53] J. Maldacena and I. Swanson, “Connecting giant magnons to the pp-wave: An interpolating limit of AdS\textsubscript{5} \times S\textsuperscript{5}”, Phys. Rev. D76, 26002 (2007), hep-th/0612079.

[54] N. Beisert and T. Klose, “Long-range \textit{gl}(n) integrable spin chains and plane-wave matrix theory”, J. Stat. Mech. 0607, P006 (2006), hep-th/0510124.

[55] T. Bargheer, N. Beisert and F. Loebbert, “Long-Range Deformations for Integrable Spin Chains”, J. Phys. A42, 285205 (2009), arxiv:0902.0956.