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Abstract
In this article, we realize skew-gentle algebras as skew-tiling algebras associated to admissible partial triangulations of punctured marked surfaces. Based on this, we establish a bijection between tagged permissible curves and certain indecomposable modules, interpret the Auslander–Reiten translation via the tagged rotation, and show intersection-dimension formulas. As an application, we classify support $\tau$-tilting modules via maximal collections of non-crossing tagged generalized permissible curves.
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Introduction

Cluster algebras were introduced by Fomin and Zelevinsky around 2000. During the last decade, the cluster phenomenon was spotted in various areas in mathematics, as well as in physics, including geometric topology and representation theory. On the one hand, the geometric aspect of cluster theory was explored by Fomin, Shapiro and Thurston [18], where flips of triangulations model mutations of clusters. They constructed a quiver (and later, Labardini-Fragoso [24] gave a corresponding potential) from any triangulation of a marked surface. On the other hand, the categorification of cluster algebras leads to cluster categories of acyclic quivers due to Buan, Marsh, Reineke, Reiten and Todorov [12] (see also [13] for type A) and later to generalized cluster categories of quivers with potential due to Amiot [2], where mutations of cluster tilting objects model mutations of clusters. In [32], Qiu and Zhou established directly a bijection from triangulations of a punctured marked surface with non-empty boundary to cluster tilting objects in the corresponding generalized cluster category, which is compatible with flips and mutations. The endomorphism algebras of certain cluster tilting objects in such categories are skew-gentle algebras [21, 32].

Skew-gentle algebras were introduced by Geiß and de la Peña [20], as an important class of representation-tame finite dimensional algebras. The indecomposable modules of a skew-gentle algebra (or more generally, a clannish algebra) were classified by Crawley-Boevey [15], Deng [17] and Bondarenko [8]. A basis of the space of morphisms between (certain) indecomposable modules was given by Geiß [19].

Not every skew-gentle algebra is the endomorphism algebra of a cluster tilting object in a generalized cluster category (or more generally, a 2-Calabi–Yau triangulated category). However, a skew-gentle algebra, or more generally, an arbitrary finite dimensional algebra admits a cluster phenomenon via considering the so-called support \( \tau \)-tilting modules, which were introduced by Adachi, Iyama and Reiten [1]. The aim of this paper is to give a geometric model of the module categories of skew-gentle algebras via punctured marked surfaces with non-empty boundary, which is applied to get a complete classification of support \( \tau \)-tilting modules of skew-gentle algebras.

The geometric interpretations of gentle algebras, as a special class of skew-gentle algebras, have been fully investigated (not only for cluster theory but also for module categories and topological/derived Fukaya categories), cf. [5–7, 9, 11, 13, 14, 16, 22, 26–28, 30, 31, 33, 35, 36]. However, skew-gentle algebras are much more complicated. There are two different approaches to cluster categories from punctured marked surfaces with non-empty boundary: one is using the tagging technology after [18], e.g. [10, 32, 34]; the other is using orbifold model, e.g. [4]. The orbifold approach was generalized later to give a geometric model of derived categories of skew-gentle algebras [3, 25]. In contrast, in this paper, we follow the tagging technology to give a geometric model for the module categories of skew-
gentle algebras. The realization of gentle algebras as tiling algebras and the classification of indecomposable objects in the module category of a gentle algebra via permissible curves have been already given in [7], which we generalize in the paper to the case of skew-gentle algebras. One important feature in our approach is that we further get an intersection-dimension formula (precisely, an equality between the tagged intersection number of two tagged permissible curves and the sum of dimensions of homomorphism spaces from one corresponding object to the Auslander–Reiten translation of the other), which is applied to classify the support $\tau$-tilting modules of the skew-gentle algebra. We note that it is claimed in [25] that a formula connecting morphisms between two indecomposable objects in the derived category of a skew-gentle algebra and well-graded intersections of the corresponding curves is currently in preparation.

A punctured marked surface is a compact oriented surface with a finite set of marked points on its non-empty boundary and with a finite set of punctures in its interior. To any admissible partial triangulation $T$ (see Definition 1.8) of a punctured surface $S$, we construct an associated algebra $\Lambda^T$, called a skew-tiling algebra (see Definition 1.9). The main result in the paper is the following.

**Theorem A** (Theorems 1.12, 2.29, 3.12 and 4.3) Any skew-tiling algebra is a skew-gentle algebra. Conversely, for any skew-gentle algebra $A$, there is a punctured marked surface $S$ with an admissible partial triangulation $T$ such that $\Lambda^T \cong A$ and the following hold.

1. There is a bijection
   \[
   M : \mathbb{P}^\times(S) \to S
   
   (\gamma, \kappa) \mapsto M(\gamma, \kappa)
   \]
   where $\mathbb{P}^\times(S)$ is the set of tagged permissible curves (up to inverse) on $S$ (see Definition 2.2), and $S$ is a certain class of indecomposable $A$-modules.

2. For any pair of tagged permissible curve $(\gamma, \kappa)$, if $M(\gamma, \kappa)$ is not projective, we have
   \[
   \tau M(\gamma, \kappa) = M(\rho(\gamma, \kappa)),
   \]
   where $\rho$ is the tagged rotation (see Definition 3.1) and $\tau$ is the Auslander–Reiten translation.

3. For any tagged permissible curves $(\gamma_1, \kappa_1)$ and $(\gamma_2, \kappa_2)$ (not necessarily distinct), we have
   \[
   \text{Int}((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = \dim_k \text{Hom}(M_1, \tau M_2) + \dim_k \text{Hom}(M_2, \tau M_1)
   \]
   where $M_i = M(\gamma_i, \kappa_i)$, $i = 1, 2$, and $\text{Int}$ stands for the intersection number (see Definition 4.1).

Moreover, the Auslander–Reiten sequence ending at a non-projective string module is described via geometric methods (see Theorem 3.12), and the dimension of $\text{Hom}(M_1, \tau M_2)$ is also interpreted via the so-called black intersection number (see Definition 4.10 and Theorem 4.13). In the case that $A$ is gentle (or equivalently, $S$ has no punctures), Theorem A recovers [7, Theorem 2] and moreover gives an int-dim formula for their model, where the intersection number $\text{Int}$ is the usual one (see Corollary 4.5).

As an application of our main result, we classify the support $\tau$-tilting modules for skew-gentle algebras.
Theorem B (Corollary 5.9) Under the notion and notations in Theorem A, there is a bijection
\[
\text{GD}(S) \rightarrow \bigoplus_{(\gamma, \kappa) \in R} M(\gamma, \kappa)
\]
from the set GD(S) of generalized dissections on S (see Definition 5.5), i.e. maximal collections of non-crossing tagged generalized permissible curves (see Definition 3.7), to the set \(\text{s}\tau\text{-tilt } A\) of isoclasses of basic support \(\tau\text{-tilting } A\)-modules.

The paper is organized as follows. In Sect. 1 we recall the definition of and set the notation for skew-gentle algebras, introduce the notion of skew-tiling algebras associated to admissible partial triangulations of punctured marked surfaces and show that a finite dimensional algebra is skew-gentle if and only if it is skew-tiling. In Sect. 2, we introduce the notion of tagged permissible curves and show that they are in bijection with isoclasses of certain indecomposable modules. In Sect. 3, we recall a description of the Auslander–Reiten translation for skew-gentle algebras and realize it via the tagged rotation. In Sect. 4, we interpret the dimension of the Hom space between two indecomposable modules in \(S\) via the intersection numbers of tagged permissible curves. In Sect. 5, we apply our results to classify support \(\tau\text{-tilting } A\)-modules of skew-gentle algebras. In Sect. 6, we give an example to illustrate our results.

Throughout this paper, we assume that \(k\) is an algebraically closed field. For any \(k\)-algebra \(A\), an \(A\)-module is always a finitely generated right \(A\)-module. We denote by \(\text{mod } A\) the category of finitely generated right \(A\)-modules.

In Tables 1 and 2, we list some notations used throughout the paper.

1 Skew-gentle algebras and their geometric realization

1.1 Skew-gentle algebras

In this subsection, we recall the notion of skew-gentle algebras from [19, 20, 32].

A quiver \(Q = (Q_0, Q_1, s, t)\) is a directed graph, which we always assume to be finite, with \(Q_0\) the set of vertices, \(Q_1\) the set of arrows, and \(s, t : Q_1 \rightarrow Q_0\) two functions, sending an arrow to its start and target respectively. A loop (at a vertex \(v \in Q_0\)) is an arrow \(\epsilon \in Q_1\) with \(s(\epsilon) = t(\epsilon) = v\). A path in \(Q\) of length \(n \geq 1\) is a sequence \(\alpha_n \cdots \alpha_1\) of arrows such that \(t(\alpha_i) = s(\alpha_{i+1})\) for \(1 \leq i \leq n - 1\). In addition, to each vertex \(v \in Q_0\), we associate a trivial path \(e_v\) of length 0 with \(s(e_v) = t(e_v) = v\). By \(kQ\) we denote the path algebra of \(Q\).

An ideal \(I\) of \(kQ\) is called admissible if \(RQ \subseteq I \subseteq R^2Q\) for some \(m \geq 2\), where \(RQ\) denotes the ideal of \(kQ\) generated by \(Q_1\). The quotient algebra \(kQ/I\) is finite dimensional whenever \(I\) is admissible.

Definition 1.1 A pair \((Q, I)\) where \(Q\) is a quiver and \(I\) is a set of paths in \(Q\) is called a gentle pair if the following hold.

(G1) Any vertex of \(Q\) is the start of at most two arrows and the target of at most two arrows.

(G2) The length of any path in \(I\) is 2.

(G3) For any arrow \(\alpha\), there is at most one arrow \(\beta\) (resp. \(\gamma\)) such that \(\beta\alpha \in I\) (resp. \(\gamma\alpha \notin I\)).

(G4) For any arrow \(\alpha\), there is at most one arrow \(\beta\) (resp. \(\gamma\)) such that \(\alpha\beta \in I\) (resp. \(\alpha\gamma \notin I\)).

A finite dimensional basic algebra \(A\) is called a gentle algebra if it is isomorphic to \(kQ/\langle I\rangle\) with \((Q, I)\) a gentle pair, where \(\langle I\rangle\) denotes the ideal of \(kQ\) generated by \(I\).
Table 1 Notations of geometric items

| Notation | Description | Section/Definition |
|----------|-------------|--------------------|
| $S = (S, M, P)$ | A punctured marked surface | Section 1.2 |
| $\gamma^{-1}$ | The inverse of a curve $\gamma$ | Definition 1.7 |
| $T$ | An admissible partial triangulation of $S$ | Definition 1.8 |
| $\Lambda^T$ | The skew-tiling algebra arising from $T$ | Definition 1.9 |
| $\mathcal{F}$ | The completion of a curve $\gamma$ | Definition 2.1 |
| $\mathbb{P}(S)$ | The set of permissible curves on $S$ | Definition 2.2 |
| PAS | Permissible arc segment | Definition 2.5 |
| PPC | Prepermissible curve | Definition 2.10 |
| $\mathbb{P}(S)$ | The set of prepermissible curves on $S$ | Definition 2.10 |
| PPCS | Prepermissible curve segment | Definition 2.10 |
| $\mathbb{P}^*(S)$ | The set of generalized permissible curves on $S$ | Definition 3.7 |
| $\mathbb{P}^*(S)$ | The set of tagged generalized permissible curves on $S$ | Definition 3.7 |
| $[1]\gamma$ (resp. $\gamma[1]$) | The curve obtained from $\gamma$ by moving $\gamma(1)$ (resp. $\gamma(0)$) along the boundary clockwise to the next marked point | Definition 3.1 |
| $\rho(\gamma, \kappa)$ | The tagged rotation of a tagged curve $(\gamma, \kappa)$ | Definition 3.1 |
| $\gamma_1 \sim \gamma_2$ | $\gamma_1$ is homotopic to $\gamma_2$ | Section 4 |
| $\gamma_1 \cap^\circ \gamma_2$ | The set of interior intersections between $\gamma_1$ and $\gamma_2$ | Definition 4.1 |
| $\text{Int}^*(\gamma_1, \gamma_2)$ | The number of black interior intersections from $\gamma_1$ to $\gamma_2$ | Definition 4.10 |
| $\Sigma((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))$ | The set of tagged intersections between $(\gamma_1, \kappa_1)$ and $(\gamma_2, \kappa_2)$ | Definition 4.1 |
| $\Sigma^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))$ | The set of black tagged intersections from $(\gamma_1, \kappa_1)$ to $(\gamma_2, \kappa_2)$ | Definition 4.10 |
| $\text{Int}((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))$ | The number of intersections between $(\gamma_1, \kappa_1)$ and $(\gamma_2, \kappa_2)$ | Definition 4.1 |
| $\text{Int}^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))$ | The number of black intersections from $(\gamma_1, \kappa_1)$ to $(\gamma_2, \kappa_2)$ | Definition 4.10 |
| $\mathcal{P}(\gamma_1, \gamma_2)$ | The set of punctured intersections between $\gamma_1$ and $\gamma_2$ | Section 4.2 |
| $\mathcal{P}^*(\gamma_1, \gamma_2)$ | The set of black punctured intersections from $\gamma_1$ to $\gamma_2$ | Definition 4.10 |
| GD($S$) | The set of generalized dissections on $S$ | Definition 5.5 |
Let \((Q, I)\) be a gentle pair. It is known that \(kQ/I\) is finite dimensional if and only if \(I\) is admissible. We have the following observation.

**Lemma 1.2** Let \((Q, I)\) be a gentle pair with \(I\) an admissible ideal of \(kQ\). Then \(\epsilon^2 \in I\) for any loop \(\epsilon\), and there is at most one loop at each vertex.

**Proof** Since \(I\) is admissible, for any loop \(\epsilon\) in \(Q_1\), there is an integer \(m \geq 2\) such that \(\epsilon^m \in I\). The ideal \(I\) consists of the linear combinations of paths which contain a sub-path in \(I\). So we have \(\epsilon^2 \in I\) by (G2) in Definition 1.1.

If there are two distinct loops \(\epsilon_1, \epsilon_2\) at a vertex \(v\), then by (G3) and (G4) in Definition 1.1, either \(\epsilon_1^2, \epsilon_2^2 \notin I\) or \(\epsilon_1 \epsilon_2, \epsilon_2 \epsilon_1 \notin I\). In the former case, we have \(\epsilon_1^m \notin I\) for any \(m \geq 1\), and in the latter case, we have \(\langle \epsilon_1 \epsilon_2 \rangle^m \notin I\) for any \(m \geq 1\), both of which contradict that \(I\) is admissible. \(\Box\)

**Definition 1.3** A triple \((Q, Sp, I)\) consisting of a quiver \(Q\), a subset \(Sp\) of \(Q_0\) and a set \(I\) of paths in \(Q\) is called skew-gentle if \((Q^{sp}, I^{sp})\) is a gentle pair, where \(Q_0^{sp} = Q_0\), \(Q_1^{sp} = Q_1 \cup \{\epsilon_i \mid i \in Sp\}\) with \(\epsilon_i\) a loop at \(i\), and \(I^{sp} = I \cup \{\epsilon_i^2 \mid i \in Sp\}\). We call \(\epsilon_i\), where \(i \in Sp\), a special loop and the elements in \(Q_1\) ordinary arrows.

A finite dimensional basic algebra \(A\) is called skew-gentle if it is isomorphic to \(kQ^{sp}/\langle I^{sg} \rangle\) for a skew-gentle triple \((Q, Sp, I)\), where \(I^{sg} = I \cup \{\epsilon_i^2 - \epsilon_i \mid i \in Sp\}\).

By definition, for a skew-gentle triple \((Q, Sp, I)\), the algebra \(kQ^{sp}/\langle I^{sg} \rangle\) is obtained from the algebra \(kQ^{sp}/\langle I^{sp} \rangle\) by specializing the nilpotent loops \(\epsilon_i, i \in Sp\), to be idempotents, i.e. \(\epsilon_i^2 = \epsilon_i\).

---

**Table 2 Notations of quiver representations**

| Notation | Definition |
|----------|------------|
| \((Q, Sp, I)\) | A skew-gentle triple |
| \(\sigma, \tau\) | Functions from \(Q_1\) to \(\{\pm 1\}\) |
| \(\hat{Q}\) | An extended quiver obtained from \(Q\)|
| \((i, -)\) | A bijection from the set of PASs to the set of letters in \(\hat{Q}_1\)|
| \(IE\) | The set of inextensible words |
| \(\mathfrak{M}(-)\) | A map from PPCSs to the set of words |
| \(\Gamma(-)\) | A map from the set of words to PPCSs |
| \(\hat{Q}(i, \theta)\) | The set of letters in \(\hat{Q}_1\) that starts at \(i\) with the sign \(\theta\) on its tail |
| \(m(i, \theta)\) | The set of inextensible words that starts at \(i\) with the sign \(\theta\) on its tail |
| \(m_{(i, j)}\) | The subword of a word \(m\) between \(i\) and \(j\) |
| \(F(m)\) | The completion of a word \(m\) |
| \(Ad\) | The set of admissible words |
| \(A_m\) | A \(k\)-algebra associated to a word \(m \in Ad\) |
| \(M(m, N)\) | A module associated to an admissible word \(m\) with a one-dimensional \(A_m\)-module \(N\) |
| \(S\) | The set of all modules \(M(m, N)\) |
| \([1]m\) | The successor of a word \(m\) in \(m(i, \theta)\) |
| \(H_{m,n}\) | The set of common pairs from \(m\) to \(n\) |
Remark 1.4 Let $A = kQ^{sp}/(I^{sg})$ be a skew-gentle algebra for a skew-gentle triple $(Q, Sp, I)$. Then the set $\{e_j \mid j \in Q_0^T\setminus Sp\} \cup \{e_i - \epsilon_i, \epsilon_i \mid i \in Sp\}$ is a complete set of primitive orthogonal idempotents, where $\epsilon_i, i \in Sp$ is the special loop at $i$.

Lemma 1.5 Let $(Q, Sp, I)$ be a skew-gentle triple. Then there is an isomorphism of vector spaces $kQ^{sp}/(I^{sg}) \cong kQ^{sp}/(I^{sp})$. In particular, the quotient algebra $kQ^{sp}/(I^{sg})$ is finite dimensional if and only if $kQ^{sp}/(I^{sp})$ is finite dimensional.

Proof The vector space $kQ^{sp}/(I^{sp})$ has a basis consisting of the residue classes (modulo $I^{sp}$) of paths in $Q^{sp}$ which do not contain any sub-path in $I^{sp}$. By the construction of $I^{sg}$, the residue classes (modulo $I^{sg}$) of the same paths form a basis of $kQ^{sp}/(I^{sg})$. Thus, we get an isomorphism of the vector spaces. $\square$

Combining Lemmas 1.2 and 1.5, we have the following.

Lemma 1.6 Let $(Q, Sp, I)$ be a skew-gentle triple with $kQ^{sp}/(I^{sg})$ finite dimensional. Then there is at most one loop at each vertex, and for each loop $\epsilon$, either $\epsilon^2$ or $\epsilon^2 - \epsilon$ is in $I^{sg}$, or equivalently, $\epsilon^2$ is in $I^{sp}$.

1.2 Skew-tiling algebras

A punctured marked surface in the sense of [18] is a triple $S = (S, M, P)$, where $S$ is a compact oriented surface with nonempty boundary $\partial S$, $M \subset \partial S$ is a finite set of marked points on the boundary and $P \subset S\setminus \partial S$ is a finite set of punctures in the interior of $S$.

A connected component of $\partial S$ is called a boundary component of $S$. A boundary component $B$ of $S$ is called unmarked if $M \cap B = \emptyset$. A boundary segment is the closure of a component of $\partial S\setminus M$.

Definition 1.7 A curve on a punctured marked surface $S$ is a continuous map $\gamma : [0, 1] \rightarrow S$ such that

1. $\gamma(0), \gamma(1) \in M \cup P$ and $\gamma(t) \in S\setminus (\partial S \cup P)$ for $0 < t < 1$; and
2. $\gamma$ is neither null-homotopic nor homotopic to a boundary segment.

The inverse $\gamma^{-1}$ of a curve $\gamma$ is defined as $\gamma^{-1}(t) = \gamma(1-t), t \in [0, 1]$. We always consider curves on $S$ up to homotopy relative to their endpoints and up to inverse.

Definition 1.8 A partial triangulation $T$ of $S$ is a collection of curves such that they do not intersect themselves or each other in $S\setminus (M \cup P)$. An admissible partial triangulation $T$ is a partial triangulation where each puncture lies in the interior of a monogon of $T$ such as in Fig. 1. Note in particular that in an admissible partial triangulation, the endpoints of each curve lie in $M$.

Let $T$ be an admissible partial triangulation of a punctured marked surface $S$. Then $S$ is divided by $T$ into a collection of regions. The following types of regions are specially important to us:
Fig. 2 A region of an admissible partial triangulation, which is not of one of the types (I)--(IV).

Fig. 3 Relations in (R2), the case $p_β \neq p_α$.

(I) $m$-gons ($m \geq 3$) without any unmarked boundary components nor punctures in their interiors;

(II) monogons with exactly one unmarked boundary component but no punctures in their interiors;

(III) digons with exactly one unmarked boundary component but no punctures in their interiors;

(IV) once-punctured monogons, that is, monogons with exactly one puncture but no unmarked boundary components in their interiors;

Note that not every region is necessarily of one of the types above (e.g. when $S$ is an unpunctured torus and $T$ contains exactly one curve, see Fig. 2) and that the number of regions of type (IV) is $|P|$.

**Definition 1.9** Let $T$ be an admissible partial triangulation of a punctured marked surface $S$. The skew-tiling algebra of $T$ is defined to be $\Lambda^T = k Q^T / \langle R^T \rangle$, where the quiver $Q^T$ and the relation set $R^T$ are given by the following.

- The vertices in $Q^T_0$ are (indexed by) the curves in $T$.
- There is an arrow $\alpha \in Q^T_1$ from $i$ to $j$ whenever the corresponding curves $i$ and $j$ share an endpoint $p_\alpha \in M$ such that $j$ follows $i$ when going around $p_\alpha$ in the anticlockwise direction. Note that by this construction, each loop in $Q^T$ is at (the vertex indexed by) a curve in $T$ whose endpoints coincide.
- The relation set $R^T$ consists of
  
  (R1) $\epsilon^2 - \epsilon$ (resp. $\epsilon^2$) if $\epsilon$ is a loop such that the curve (corresponding to) $s(\epsilon) = t(\epsilon)$ does (resp. does not) cut out a region of type (IV); and
  
  (R2) $\alpha \beta$ if $p_β \neq p_α$ (see Fig. 3), or the endpoints of the curve (corresponding to) $t(\beta) = s(\alpha)$ coincide and we are in one of the situations in Fig. 4.

Note that by the above construction, each region of type (II) or (IV) gives rise to a loop while any region of type (I) or (III) does not. In particular, we have the following.

**Lemma 1.10** If each region of $T$ is of one of the types (I)--(IV), then there is a bijection between the loops in $Q^T$ and the regions of type (II) or (IV).
For a curve $i \in T$ which cuts out a region of type (II) or (IV), we denote by $\epsilon_i$ the loop in $Q^T$ at $i$. See Sect. 6 for an example of a skew-tiling algebra.

Note that, for the case when $P$ is empty, any partial triangulation is admissible. In this case, skew-tiling algebras are tiling algebras introduced in [7]. So we have the following result.

**Theorem 1.11** ([7]) Let $T$ be an admissible partial triangulation of a punctured marked surface $(S, M, P)$ with $P = \emptyset$. Then the algebra $\Lambda^T$ is a gentle algebra. Conversely, for any gentle algebra $A$, there is an admissible partial triangulation $T$ of a punctured marked surface $(S, M, P)$ with $P = \emptyset$ such that $\Lambda^T \cong A$ and $T$ divides $(S, M, P)$ into a collection of regions of types (I)-(III).

We generalize this to the case when $P$ might not be empty.

**Theorem 1.12** Let $T$ be an admissible partial triangulation of a punctured marked surface $S$. Then the skew-tiling algebra $\Lambda^T$ is skew-gentle. Conversely, for any skew-gentle algebra $A$, there is a punctured marked surface $S$ with an admissible partial triangulation $T$ such that $\Lambda^T \cong A$ and $S$ is divided by $T$ into a collection of regions of types (I)-(IV).

**Proof** Let $T$ be an admissible partial triangulation of a punctured marked surface $S = (S, M, P)$. Let $\tilde{S}$ be the surface obtained from $S$ by replacing each puncture $p \in P$ with an unmarked boundary component $\partial_p$ and denote by $\tilde{S} = (\tilde{S}, M, \emptyset)$. Then the set $T$ becomes an admissible partial triangulation of $(\tilde{S}, M, \emptyset)$, which is denoted by $T'$ to avoid misunderstanding. By Theorem 1.11, $\Lambda^T$ is a gentle algebra, i.e. $(Q^{T'}, R^{T'})$ is a gentle pair and $\Lambda^{T'}$ is finite dimensional. Let $T^{sp}$ be the subset of $T$ consisting of the curves that cut out regions of type (IV) in $S$. Then each curve in $T^{sp}$ cuts out a region of type (II) in $\tilde{S}$. So we have $Q^T = Q^{T'}$ and $R^T = (R^{T'} \setminus \{\epsilon_i^2 \mid i \in T^{sp}\}) \cup \{\epsilon_i^2 - \epsilon_i \mid i \in T^{sp}\}$. By Definition 1.3 and Lemma 1.5, $\Lambda^T$ is a skew-gentle algebra.

Conversely, let $A = kQ^{sp}/I^{sp}$ be a skew-gentle algebra for a skew-gentle triple $(Q, Sp, I)$. By Definition 1.3 and Lemma 1.5, the corresponding algebra $kQ^{sp}/I^{sp}$ is a gentle algebra. So by Theorem 1.11, there is a punctured marked surface $S' = (S', M', P')$ with $P' = \emptyset$ and an admissible partial triangulation $T'$ which divides $S'$ into a collection of regions of types (I)-(III) such that $Q^{T'} = Q^{sp}$ and $R^{T'} = I^{sp}$. Then by Lemma 1.10, the loops in $Q^{sp}$ are in bijection with the regions of type (II) on $S'$. Denote by $B^{sp}$ the set of unmarked boundary components in regions of type (II) whose corresponding loops are $\epsilon_i$, with $i \in Sp$. Let $S$ be the punctured marked surface obtained from $S'$ by replacing each unmarked boundary component in $B^{sp}$ with a puncture. Then $T'$ becomes an admissible partial triangulation of $S$, denoted by $T$, which divides $S$ into a collection of regions of types (I)-(IV). So we have $Q^T = Q^{T'} = Q^{sp}$ and $R^T = R^{T'} \setminus \{\epsilon_i^2 \mid i \in Sp\} \cup \{\epsilon_i^2 - \epsilon_i \mid i \in Sp\} = I^{sp}$. Hence the skew-tiling algebra $\Lambda^T$ is isomorphic to $A$. \qed
Corollary 1.13 Let $A$ be a finite dimensional algebra. Then $A$ is skew-gentle if and only if it is skew-tiling.

2 Geometric interpretation of modules

Throughout the rest of the paper, let $A = kQ^{sp}/I^{sg}$ be a skew-gentle algebra for a skew-gentle triple $(Q, Sp, I)$. By Theorem 1.12, there is a punctured marked surface $S = (S, M, P)$ with an admissible partial triangulation $T$ satisfying $Q^T = Q^{sp}$ and $R^T = I^{sg}$ (in particular, the skew-tiling algebra $\Lambda^T$ is isomorphic to $A$), and such that $S$ is divided by $T$ into a collection of regions of types (I)-(IV). For any curve $\gamma$ on $S$, we always assume that $\gamma$ has a minimal intersection number with $T$.

Definition 2.1 (Completions of curves, [32, Definition 3.1]) For a curve $\gamma$ on $S$, we define its completion $\overline{\gamma}$ as shown in Fig. 5, where $\overline{\gamma} = \gamma$ if and only if both of the endpoints of $\gamma$ are in $M$ (i.e. the first case), and where the endpoints of $\gamma$ could coincide (for the first/third case).

The notion of completion of curves will be used to define permissible curves (Definition 2.2) and to describe the middle terms of certain Auslander–Reiten sequences (Theorem 3.12 and Remark 3.13).

Definition 2.2 (Tagged permissible curves) A curve $\gamma$ on $S$ is called permissible with respect to $T$ if the following conditions hold.

(T1) The starting/ending segment of $\gamma$ has one of the forms shown in Fig. 6, where the red curves lie in $T$ or are boundary segments.

(T2) If $\gamma$ crosses consecutively two sides $x, y$ of a region $\Delta$ of $T$, then $x, y$ are neighboring sides and $\gamma$ cuts out an angle of $\Delta$ as shown in Fig. 7.

(P1) The curve $\gamma$ does not cut out a once-punctured monogon by its self-intersection, see Fig. 8;

(P2) If $\gamma(0), \gamma(1) \in P$ then the completion $\overline{\gamma}$ is not a proper power of a closed curve in the sense of the multiplication in the quotient of the fundamental group of $S$ by the squares of simple closed curves that encloses a puncture.

We denote by $P(S)$ the set of permissible curves.

A tagged permissible curve on $S$ is a pair $(\gamma, \kappa)$, where $\gamma \in P(S)$ and

$$\kappa : \{t | \gamma(t) \in P\} \to \{0, 1\}$$
is a map. The inverse of a tagged permissible curve \((\gamma, \kappa)\) is \((\gamma^{-1}, \kappa^{-1})\), where \(\gamma^{-1}(t) = \gamma(1-t)\) and \(\kappa^{-1}(t) = 1 - \kappa(t)\). Let \(\mathbb{P}^\times(S)\) denote the set of (representatives of) equivalence classes of tagged permissible curves on \(S\) under taking inverse.

The conditions (T1) and (T2) are basically from [7] (although we modified (T1) a little in order to pick up a suitable representative in each equivalence class) while the conditions (P1) and (P2) are from [32] (but note that we fixed (P2)).

**Example 2.3** Let \(c\) be a simple closed curve winding around two punctures \(p, q\) clockwise, and let \(a\) (resp. \(b\)) be the simple closed curve winding around the puncture \(p\) (resp. \(q\)) clockwise. See the left picture of Fig. 9. Then we have \(c = ab\) in the fundamental group of \(S\). Take a curve \(\gamma\) connecting \(p\) and \(q\) in the way shown in the left picture. The completion \(\overline{\gamma}\) of \(\gamma\) is shown in the right picture. We have \(\overline{\gamma} = a^{-1}b^{-1}abab = (ab)^3 = c^3\) in the quotient group of the fundamental group of \(S\) by \(a^2\) and \(b^2\). So \(\gamma\) does not satisfy (P2).

In this section, we show that a certain class \(S\) of indecomposable \(A\)-modules can be realized as tagged permissible curves on the surface \(S\).
2.1 Letters and permissible arc segments

As in [19, 32], let $\sigma, \tau : Q^SP \to \{\pm 1\}$ be two maps defined in such a way that for any path $\alpha\beta$ in $Q^SP$ of length 2, we have that $\alpha\beta \in I^SP$ if and only if $\sigma(\alpha) = \tau(\beta)$. These two maps can be regarded as labeling signs on the head and tail of an arrow, respectively. Note that if $s(\alpha) = s(\alpha')$ (resp. $t(\beta) = t(\beta')$) and $\alpha \neq \alpha'$ (resp. $\beta \neq \beta'$) then $\sigma(\alpha) = -\sigma(\alpha')$ (resp. $\tau(\beta) = -\tau(\beta')$), and also note that for any loop $\epsilon$ in $Q^SP$, we always have $\sigma(\epsilon) = \tau(\epsilon)$, since $\epsilon^2 \in I^SP$ by Lemma 1.6.

Example 2.4 In the following quiver $Q^SP$ with functions $\sigma$ and $\tau$, we have $\sigma(\alpha) = 1$, $\tau(\alpha) = 1$, $\sigma(\alpha') = -1$, $\tau(\alpha') = 1$, $\sigma(\beta) = -1$, $\tau(\beta) = 1$, $\sigma(\epsilon) = \tau(\epsilon) = 1$, which imply $I^SP = \{\alpha\beta, \epsilon^2\}$.

Note that different signs may give the same relation set, e.g. if we take $\tau(\alpha) = -1$, $\sigma(\alpha) = -1, \sigma(\alpha') = 1$ and $\tau(\beta) = -1$ instead, the relations set $I^SP$ does not change.

We construct a new quiver $\hat{Q} = (\hat{Q}_0, \hat{Q}_1)$, which is obtained from $Q^SP$ by adding, for each $i \in Q^SP_0$ and $\theta \in \{+, -\}$, a new vertex $i_\theta$ and a new arrow $z_{i,\theta} : i \to i_\theta$, and by adding a formal inverse $\alpha^{-1} : t(\alpha) \to s(\alpha)$ for each arrow $\alpha$ in $Q^SP_1 \cup \{z_{i,\theta} | i \in Q^SP_0, \theta \in \{+, -\}\}$.

That is, we have

- $\hat{Q}_0 = Q^SP_0 \cup \{i_\theta | i \in Q^SP_0, \theta \in \{+, -\}\}$;
- $\hat{Q}_1 = \{\alpha\pm 1 | \alpha \in Q^SP_1 \cup \{z_{i,\theta} | i \in Q^SP_0, \theta \in \{+, -\}\}\}$.

The maps $\sigma, \tau$ can be extended to $\hat{Q}$ so that

$\sigma(z_{i,\theta}) = \theta 1, \quad \tau(z_{i,\theta}) = 1$

for any $i \in Q^SP_0$ and $\theta \in \{+, -\}$, and

$\sigma(\alpha^{-1}) = \tau(\alpha), \quad \tau(\alpha^{-1}) = \sigma(\alpha)$

for any $\alpha \in Q^SP_1 \cup \{z_{i,\theta} | i \in Q^SP_0, \theta \in \{+, -\}\}$.

A letter is an arrow $\omega \in \hat{Q}_1$. A letter in $\{z_{i,\theta} | i \in Q^SP_0, \theta \in \{+, -\}\}$ is called a left end letter; a letter in $\{z_{i,\theta}^{-1} | i \in Q^SP_0, \theta \in \{+, -\}\}$ is called a right end letter. Both left end letters and right end letters are called end letters. An end letter $z_{i,\theta}^{\pm 1}$ is called special provided $i \in Sp$ and $\rho = \sigma(\epsilon_i) = \tau(\epsilon_i)$.

For any letter $l \in \hat{Q}_1$, its inverse is defined to be

$$l^{-1} = \begin{cases} \alpha^{-1} & \text{if } l = \alpha \in Q^SP_1 \cup \{z_{i,\theta} | i \in Q^SP_0, \theta \in \{+, -\}\}; \\ \alpha & \text{if } l = \alpha^{-1} \text{ for } \alpha \in Q^SP_1 \cup \{z_{i,\theta} | i \in Q^SP_0, \theta \in \{+, -\}\}. \end{cases}$$

Definition 2.5 A segment of a permissible curve in a region of $T$ is called a permissible arc segment (=PAS). A PAS whose endpoints are not in $M \cup P$ is called interior (cf. Fig. 7 for interior PASs and Fig. 6 for non-interior PASs).

By the construction of $Q^T$, each interior PAS $\eta$ gives rise to an arrow $\alpha$ in $Q^T$ or its formal inverse $\alpha^{-1}$ (depending on the orientation of $\eta$), which is defined to be the letter $l(\eta)$ associated to $\eta$. The function $\sigma$ has the following interpretation.
Fig. 10 The sign $\theta$ on PAS

**Lemma 2.6** For any two interior PASs $\eta_1$ and $\eta_2$, if $\eta_1(0)$ and $\eta_2(0)$ are in the same curve $i$ in $T$, then $\eta_1$ and $\eta_2$ are on the same side of $i$ if and only if $\sigma(l(\eta_1)) = \sigma(l(\eta_2))$.

**Proof** By the construction of $Q^T$ and $R^T$, $\eta_1$ and $\eta_2$ are on the same side of $i$ if and only if either $l(\eta_1)$ and $l(\eta_2)$ are the same, or one of them is an arrow $\alpha \in Q_{1p}^0$, the other is $\beta^{-1}$ with $\beta \in Q_{1p}^0$, and $\alpha \beta \in I_{2p}$. So by the definition of the function $\sigma$, this is equivalent to $\sigma(l(\eta_1)) = \sigma(l(\eta_2))$. $\square$

For any interior PAS $\eta$, we define $\theta(\eta) = \sigma(l(\eta))$. By Lemma 2.6, the map $\theta$ can be extended to the set of all PASs, such that for any PASs $\eta_1$, $\eta_2$ satisfying $\eta_1(0)$ and $\eta_2(0)$ in the same curve $i$ in $T$, $\eta_1$ and $\eta_2$ are on the same side of $i$ if and only if $\theta(\eta_1) = \theta(\eta_2)$. So the map $\theta$ can be regarded as labeling the sign at the start of each PAS, such that the starts of PASs starting from the same side of a curve in $T$ have the same sign, see Fig. 10.

To each non-interior PAS $\eta$, denote by $i$ the curve in $T$ whose interior contains an endpoint of $\eta$. Define the associated letter

$$l(\eta) = \begin{cases} z_{i,\theta(\eta)} & \text{if } \eta(1) \in P \cup M, \\ z_{i,\theta^{-1}(\eta)} & \text{if } \eta(0) \in P \cup M. \end{cases}$$

**Proposition 2.7** The map $\eta \mapsto l(\eta)$ is a bijection from the set of PASs to the set $\hat{Q}_1$. Moreover, the following hold.

(1) Any PAS $\eta$ is non-interior if and only if $l(\eta)$ is an end letter. In this case,

(i) $\eta(0) \in P \cup M$ if and only if $l(\eta)$ is a right end letter;

(ii) $\eta(1) \in P \cup M$ if and only if $l(\eta)$ is a left end letter;

(iii) $\eta$ has an endpoint in $P$ if and only if $l(\eta)$ is special.

(2) For any PAS $\eta$, $l(\eta)^{-1} = l(\eta^{-1})$.

(3) For any PASs $\eta_1$ and $\eta_2$, $s(l(\eta_1)) = s(l(\eta_2))$ if and only if $\eta_1(0)$ and $\eta_2(0)$ are in the same curve $i$ of $T$, and in this case, $\sigma(l(\eta_1)) = \sigma(l(\eta_2))$ if and only if $\eta_1$ and $\eta_2$ are on the same side of $i$.

**Proof** By the construction of the map $l(-)$, two PASs $\eta_1$ and $\eta_2$ are the same if and only if $l(\eta_1) = l(\eta_2)$. So the map $l(-)$ is injective. Any letter in $\{\sigma^{\pm 1} \in Q_{1p}^0\}$ corresponds to an interior PAS; for any vertex $i \in Q_{1p}^0$, the letters $z_i, z_{i,\pm 1}$ respectively correspond to the two non-interior PASs which start (resp. end) at a point in the curve $i$. Hence $l$ is a bijection and a PAS $\eta$ is non-interior if and only if $l(\eta)$ is an end letter.
For a non-interior PAS \( \eta \), \( \eta(0) \in P \cup M \) if and only if \( l(\eta) = z_{i,0}^{-1} \) is a right end letter; \( \eta(1) \in P \cup M \) if and only if \( l(\eta) = z_{i,\theta} \) is a left end letter. Note that a non-interior PAS \( \eta \) has an endpoint in \( P \) if and only if it is in a once-punctured monogon. Let \( \eta' \) be an interior PAS in this once-punctured monogon. Then \( l(\eta') \) is a special loop \( \epsilon_i \) or its inverse \( \epsilon_i^{-1} \), and hence \( \sigma(l(\eta')) = \sigma(\epsilon_i) = \sigma(\epsilon_i^{-1}) \) which is independent of the orientation of \( \eta' \). Thus \( l(\eta) \in \{z_{i,\sigma(\epsilon_i)}^{\pm 1}\} \), which implies that \( l(\eta) \) is special. Thus, we have the assertion (1). The assertions (2) and (3) follows from the construction of \( l(\gamma) \) and Lemma 2.6.

\[ \square \]

2.2 Words and prepermissible curves

A word of length \( m \) is a sequence \( m = \omega_m \cdots \omega_1 \) of letters in \( \hat{Q}_1 \) satisfying \( t(\omega_i) = s(\omega_{i+1}) \) and \( \tau(\omega_i) = -\sigma(\omega_{i+1}) \) for any \( 1 \leq i \leq m - 1 \). We define \( s(m) = s(\omega_1) \), \( \sigma(m) = \sigma(\omega_1) \), \( t(m) = t(\omega_m) \) and \( \tau(m) = \tau(\omega_m) \). Define the inverse of \( m \) to be \( m^{-1} = \omega_1^{-1} \cdots \omega_m^{-1} \). The product of two words \( m = \omega_m \cdots \omega_1 \) and \( n = \nu_n \cdots \nu_1 \) is \( mn = \omega_m \cdots \omega_1 \nu_n \cdots \nu_1 \) if it is again a word, that is, \( t(n) = s(m) \) and \( \tau(n) = -\sigma(m) \). For a word \( m \) with \( t(m) = s(m) \) and \( \tau(m) = -\sigma(m) \), define \( m^1 = m \) and \( m^r = mm^{-1} \) for any \( r \geq 2 \). We call \( m^r \) a proper power of \( m \) when \( r \geq 2 \). By Proposition 2.7, we have the following.

Lemma 2.8 For any PASs \( \eta_1 \) and \( \eta_2 \), we have that \( l(\eta_2)(l(\eta_1)) \) is a word if and only if \( \eta_1(1) \) and \( \eta_2(0) \) are in the same curve \( i \) in \( T \) with \( \eta_1 \) and \( \eta_2 \) on the different sides of \( i \).

A word \( m \) is said to be left (resp. right) inextensible if there is no letter \( l \in \hat{Q}_1 \) such that \( \text{Im} (\text{resp.} \text{ml}) \) is again a word. A word is said to be inextensible if it is both left inextensible and right inextensible. We denote by \( IE \) the set of inextensible words.

Lemma 2.9 Let \( m = \omega_m \cdots \omega_1 \) be a word. The following are equivalent.

1. \( m \) is right (resp. left) inextensible.
2. \( s(m) \) (resp. \( t(m) \)) is in \( \hat{Q}_0 \setminus Q_0^{sp} \).
3. \( \omega_1 \) (resp. \( \omega_m \)) is a right (resp. left) end letter.

Proof The equivalence between (2) and (3) follows from the definition of left/right end letters. To show the equivalence between (1) and (2), suppose that \( m \) is left inextensible and \( t(m) \in Q_0^{sp} \). Then we have \( z_{i(t(m))} = -\tau(m)m \) is a word, a contradiction. So we have that (1) implies (2). Conversely, suppose that \( t(m) \in \hat{Q}_0 \setminus Q_0^{sp} \). Then \( \tau(m) = 1 \). But for any letter \( l \) with \( s(l) \in \hat{Q}_0 \setminus Q_0^{sp} \), we have \( \sigma(1) = 1 \). So \( \text{Im} \) is not a word. This implies that \( m \) is left inextensible.

\[ \square \]

Definition 2.10 (Prepermissible curves) Let \( \gamma \) be a curve on \( S \). We call \( \gamma \) a prepermissible curve (=PPC) if it satisfies the conditions (T1) and (T2) in Definition 2.2. Denote by \( PP(S) \) the set of PPCs on \( S \). A segment of a PPC with both endpoints in the interior of curves in \( T \) is called a prepermissible curve segment (PPCS).

For any PPCS \( \gamma \), denote by \( \gamma^1, \ldots, \gamma^m \) the arc segments of \( \gamma \) divided by \( T \), which are ordered with respect to the orientation of \( \gamma \). Here, \( \gamma^1 \) and \( \gamma^m \) are called end segments of \( \gamma \). Define \( \mathcal{M}(\gamma) = l(\gamma^m) \cdots l(\gamma^1) \). Conversely, for a word \( m = \omega_m \cdots \omega_1 \), define \( \Gamma(m) \) to be the class of compositions of representatives in \( l^{-1}(\omega_1), \ldots, l^{-1}(\omega_m) \) in order.

By Lemma 2.8, \( \mathcal{M}(\gamma) \) is a word for any PPCS \( \gamma \), and \( \Gamma(m) \) is a PPCS for any word \( m \). Hence by Proposition 2.7, we have the following bijections.
Lemma 2.11 \textit{The maps }\mathcal{M}(\cdot)\text{ and }\Gamma(\cdot)\text{ are mutually inverse bijections between the set of PPCSs and the set of words.}

Note that by Proposition 2.7, the right (resp. left) end letters correspond to the non-interior PASs which start (resp. end) at \( P \cup M \). So by Lemma 2.9, we have the following.

Lemma 2.12 \textit{Let }\gamma\textit{ be a PPCS. Then }\mathcal{M}(\gamma)\textit{ is left (resp. right) inextensible if and only if }\gamma(1)\textit{ (resp. }\gamma(0)\textit{) is in }P \cup M.\textit{ In particular, }\mathcal{M}(\gamma)\textit{ is inextensible if and only if }\gamma\textit{ is a PPC.}

Combining Lemmas 2.11, 2.12 and Proposition 2.7, we have the following result.

Proposition 2.13 \textit{The maps }\mathcal{M}(\cdot) : PP(S) \rightarrow IE\text{ and }\Gamma(\cdot) : IE \rightarrow PP(S)\textit{ are mutually inverse. Moreover, for any PPC }\eta,\textit{ we have that}

\begin{enumerate}
\item the right end letter in }\mathcal{M}(\gamma)\textit{ is special if and only if }\gamma(0) \in P,
\item the left end letter in }\mathcal{M}(\gamma)\textit{ is special if and only if }\gamma(1) \in P,\text{ and}
\item }\mathcal{M}(\gamma^{-1}) = \mathcal{M}(\gamma)^{-1}.
\end{enumerate}

2.3 Admissible words and permissible curves

For any \( i \in Q^{sp}_0 \) and \( \theta \in \{+, -\} \), let

\[ \hat{Q}(i, \theta) := \{ i \in \hat{Q}_1 | s(i) = i, \sigma(i) = \theta \}. \]

be the set of letters in \( \hat{Q}_1 \) that starts at \( i \) with the sign \( \theta \) on its tail. There is a linear order on the set \( \hat{Q}(i, \theta) \) where the formal inverse of an arrow in \( Q_1 \) is greater than an end letter, and an end letter is greater than an arrow in \( Q_1 \). So \( \hat{Q}(i, \theta) \) has one of the following forms, i.e.,

\begin{itemize}
\item \( \hat{Q}(i, \theta) = \{ z_i, \theta \} \),
\item \( \hat{Q}(i, \theta) = \{ \alpha \} \), where \( \alpha \in Q_1 \) with \( s(\alpha) = i \) and \( \sigma(\alpha) = \theta \),
\item \( \hat{Q}(i, \theta) = \{ \beta^{-1} > z_i, \theta \} \), where \( \beta \in Q_1 \) with \( t(\beta) = i \) and \( \tau(\beta) = \theta \),
\item \( \hat{Q}(i, \theta) = \{ \alpha \} \), where \( \alpha \in Q_1 \) with \( s(\alpha) = i \) and \( \sigma(\alpha) = \theta \), \( \beta \in Q_1 \) with \( t(\beta) = i \) and \( \tau(\beta) = \theta \), and \( \alpha \beta \in 1^{sp} \).
\end{itemize}

Using directly the correspondence between letters and PASs in Proposition 2.7, we have a geometric interpretation of the orders via the relative positions of PASs as follows.

Lemma 2.14 \textit{Let }\eta_1, \eta_2\textit{ be PASs such that they are in the same region }\Delta\textit{ of }T\textit{ and }\eta_1(0)\textit{ and }\eta_2(0)\textit{ are in the same edge of }\Delta.\textit{ Then }l(\eta_1) > l(\eta_2)\textit{ if and only if }\eta_1\textit{ is to right of }\eta_2,\textit{ i.e. we are in one of the situations presented in Fig. 11, where }\eta_i, \ i = 1, 2, \textit{ are respectively the arc segments of }\gamma_i\textit{ in the region.}

For any \( i \in Q^{sp}_0 \) and \( \theta \in \{+, -\} \), let

\[ \mathfrak{w}(i, \theta) = \{ m \text{ left inextensible word} | s(m) = i, \sigma(m) = \theta \}. \]

be the set of left inextensible words that starts at \( i \) with the sign \( \theta \) on the tail of its first word (from the right). Then the order on \( \hat{Q}(i, \theta) \) can be extended to the set \( m(i, \theta) \) by the dictionary order, i.e., \( m > n \) if \( m = \eta_1 \xi, \ n = \eta_2 \zeta \) with \( \xi, \eta, \zeta \) words, \( u, v \) letters and \( u > v \) in \( \hat{Q}(i(\xi), -\tau(\xi)) \). Note that this is a linear order. By Lemma 2.14, we have the following.

Lemma 2.15 \textit{Let }\gamma_1, \gamma_2\textit{ be two PPCSs such that }\mathcal{M}(\gamma_1), \mathcal{M}(\gamma_2) \in \mathfrak{w}(i, \theta)\textit{ for some }i \in Q^{sp}_0\textit{ and }\theta \in \{+, -\}.\textit{ Then }\mathcal{M}(\gamma_1) > \mathcal{M}(\gamma_2)\textit{ if and only if }\gamma_1\textit{ and }\gamma_2\textit{ separate as in one of the situations presented in Fig. 11, after sharing a common starting part.}
For technical reasons, we also consider a trivial word $1_i$ associated to each vertex $i \in \hat{Q}_0$ and define $1_i m = m$ and $n 1_i = n$ for any word $m$ with $t(m) = i$ and any word $n$ with $s(n) = i$.

**Notations 2.16** Let $m = \omega_m \cdots \omega_1$ be a word. For any integers $i, j$ with $0 \leq i < j \leq m + 1$, define the subword of $m$ between $i$ and $j$ as

$$m_{(i, j)} = \begin{cases} 
\omega_{j-1} \cdots \omega_{i+1} & \text{if } i < j - 1, \\
1_{t(\omega_i)} & \text{if } i = j - 1.
\end{cases}$$
For a word \( m = \omega_m \cdots \omega_1 \) with \( m \) a word, a rotation of \( m \) is a word of the form \( m_{(0,i+1)} m_{(i,m+1)} \). For an inextensible word \( m = \omega_m \cdots \omega_1 \), define its completion to be

\[
F(m) = \begin{cases} 
    m & \text{if neither } \omega_1 \text{ nor } \omega_m \text{ is special;} \\
    (m_{(0,m)})^{-1}\epsilon_s(\omega_m)m_{(0,m)} & \text{if } \omega_m \text{ is special and } \omega_1 \text{ is not special;} \\
    m_{(1,m+1)}\epsilon_t(\omega_1)(m_{(1,m+1)})^{-1} & \text{if } \omega_1 \text{ is special and } \omega_m \text{ is not special;} \\
    \epsilon_s(\omega_m)m_{(1,m)}\epsilon_t(\omega_1)(m_{(1,m)})^{-1} & \text{if both } \omega_1 \text{ and } \omega_m \text{ are special.}
\end{cases}
\]

Note that in the case that both \( \omega_1 \) and \( \omega_m \) are special, the completion \( F(m) \) does not contain any end letters, and \( F(m)F(m) \) is a word.

**Definition 2.17** An inextensible word \( m = \omega_m \cdots \omega_1 \) is called admissible if the following conditions hold.

(A1) If \( \omega_i = \epsilon \) for \( \epsilon \in Q_1 \) a special loop, then we have \( (m_{(0,i)})^{-1} > m_{(i,m+1)} \); and if \( \omega_i = \epsilon^{-1} \) for \( \epsilon \in Q_1 \) a special loop, then we have \( (m_{(0,i)})^{-1} < m_{(i,m+1)} \).

(A2) If both \( \omega_1 \) and \( \omega_m \) are special then its completion \( F(m) \) is not equivalent to a rotation of a proper power of any word, where two words \( \omega_m \cdots \omega_1 \) and \( \nu_n \cdots \nu_1 \) are called equivalent if \( m = n \) and for any \( 1 \leq i \leq m \), either \( \omega_i = \nu_i \) or one of \( \omega_i \) and \( \nu_i \) is a special loop \( \epsilon \) and the other is \( \epsilon^{-1} \).

We denote by \( \text{Ad} \) the set of admissible words.

Note that (A1) is well-defined since the words \( m_{(0,i)} \) and \( m_{(i,m+1)} \) are not trivial words as \( m \) is inextensible.

Recall that a PPC is a permissible curve if and only if the conditions (P1) and (P2) in Definition 2.2 hold. Under the bijections in Proposition 2.13, the following lemmas give the equivalences between condition (A1) and condition (P1) and between condition (A2) and condition (P2), respectively.

**Lemma 2.18** An inextensible word \( m \) does not satisfy condition (A1) if and only if the curve \( \Gamma(m) \) cuts out a once-punctured monogon by its self-intersection.

**Proof** Write \( m = \omega_m \cdots \omega_1 \). Then the failure of (A1) is that there is (after taking the inverse of \( m \) if necessary) \( \omega_i = \epsilon \) such that either \( m_{(0,i)}^{-1} = m_{(i,m+1)} \) or \( m_{(0,i)}^{-1} < m_{(i,m+1)} \). Denote \( \gamma_1 = \Gamma(m_{(i,m+1)}) \), \( \gamma_2 = \Gamma(m_{(0,i)}^{-1}) \) and \( \gamma = \Gamma(\omega_j) \). Then we are in the situation presented in Fig. 12, with the right part being one of the forms in Fig. 11 for the case \( m_{(0,i)}^{-1} < m_{(i,m+1)} \) by Lemma 2.15, or being the form that the last arc segments of \( \gamma_1 \) and \( \gamma_2 \) coincide for the case \( m_{(0,i)}^{-1} = m_{(i,m+1)} \). In both cases, the curve \( \Gamma(m) \) cuts out a once-punctured monogon by its self-intersection. All arguments above are invertible. Hence we complete the proof. \( \square \)
**Lemma 2.19** An inextensible word $m$ satisfies condition (A2) if and only if $\Gamma(m)$ satisfies condition (P2).

**Proof** Both of the endpoints of $\Gamma(m)$ are punctures if and only if $m$ has two special end letters. In this case, $\Gamma(F(m))$ (after gluing its endpoints which must be in the same arc in $T$) is the completion of $\Gamma(m)$. Thus, $\Gamma(F(m))$ is a proper power. Hence $\Gamma(m)$ satisfies (P2) if and only if $m$ satisfies (A2). \qed

The following correspondence follows directly from the above two lemmas, together with Proposition 2.13.

**Proposition 2.20** The maps $\mathcal{M}(-): \mathbb{P}(S) \to \mathfrak{A}d$ and $\Gamma(-): \mathfrak{A}d \to \mathbb{P}(S)$ are mutually inverse. Moreover, for any permissible curve $\gamma$, we have that

1. the right end letter in $\mathcal{M}(\gamma)$ is special if and only if $\gamma(0) \in P$,
2. the left end letter in $\mathcal{M}(\gamma)$ is special if and only if $\gamma(1) \in P$,
3. $\mathcal{M}(\gamma^{-1}) = \mathcal{M}(\gamma)^{-1}$, and
4. $\mathcal{M}(\overline{\gamma}) = F(\mathcal{M}(\gamma))$.

### 2.4 Modules and permissible tagged curves

For any admissible word $m \in \mathfrak{A}d$, we associate an indeterminate $x$ to each special end letter in $m$ and let $A_m$ be the $k$-algebra generated by these indeterminates modulo relations $x^2 - x$. Let $N$ be a one-dimensional $A_m$-module. Then the module $N$ is determined (up to isomorphism) by the values $N(x) \in \{0,1\}$. More specifically,

- if $m$ contains no special end letters, then $A_m = k$, which has only one one-dimensional module $N = k$;
- if $m$ has exactly one special end letter, then $A_m = k[x]/(x - x^2)$, which has exactly two one-dimensional modules $k_a, a \in \{0,1\}$, with $k_a(x) = a$. We have
  \[
  \dim_k \text{Hom}_{A_m}(k_a, k_b) = \delta_{a,b}, \quad a, b \in \{0,1\},
  \]
  where $\delta_{a,b}$ is the Kronecker symbol, i.e. $\delta_{a,b} = 1$ when $a = b$ and $\delta_{a,b} = 0$ when $a \neq b$;
- if $m$ has two special end letters, then $A_m = k\langle x, y/(x - x^2, y - y^2) \rangle$, which has four one-dimensional modules $k_{a,b}, a, b \in \{0,1\}$, with $k_{a,b}(x) = a$ and $k_{a,b}(y) = b$. We have
  \[
  \dim_k \text{Hom}_{A_m}(k_{a,b}, k_{a',b'}) = \delta_{a,a'}\delta_{b,b'}, \quad a, a', b, b' \in \{0,1\}.
  \]

**Construction 2.21** For each pair $(m, N)$ with $m = \omega_m \cdots \omega_1 \in \mathfrak{A}d$ and $N$ one-dimensional $A_m$-module, a representation $M(m,N) = \langle \{M_i\}_{i \in Q_0^\text{op}}, \{M_a\}_{a \in Q_1^\text{op}} \rangle$ of $Q^\text{op}$ bounded by $I^\text{op}$ (so $M(m,N)$ is also an $A$-module) is constructed as follows.

- For each vertex $i \in Q_0^\text{op}$, let $I_i = \{1 \leq j \leq m-1 | \omega_j = i\}$;
- Let $M_i$ be a vector space of dimension $|I_i|$, say with base vectors $z_j, j \in I_i$;
- For $\alpha \in Q_1^\text{op}$ an ordinary arrow, define
  \[
  M_\alpha(z_j) = \begin{cases} 
  z_{j+1} & \text{if } \omega_{j+1} = \alpha, \\
  z_{j-1} & \text{if } \omega_j = \alpha^{-1}, \\
  0 & \text{otherwise};
  \end{cases}
  \]
For \( \epsilon \in Q_1^{sp} \) a special loop, define

\[
M_\epsilon(z_j) = \begin{cases}
z_{j+1} & \text{if } \omega_{j+1} = \epsilon, \\
z_{j-1} & \text{if } \omega_j = \epsilon^{-1}, \\
z_j & \text{if } \omega_{j+1} = \epsilon^{-1} \text{ or } \omega_j = \epsilon, \\
x_1z_j & \text{if } j = 1, \omega_1 \text{ is special and } t(\epsilon) = t(\omega_1), \\
N(x_1)z_1 & \text{if } j = 1, \omega_1 \text{ is special and } s(\epsilon) = s(\omega_1), \\
N(x_m)z_{m-1} & \text{if } j = m - 1, \omega_m \text{ is special and } s(\epsilon) = s(\omega_m),
\end{cases}
\]

where \( x_1 \) (resp. \( x_m \)) is the indeterminate corresponding to \( \omega_1 \) (resp. \( \omega_m \)).

**Remark 2.22** A word is said to be **direct** if each of its letters is in \( Q_0^{sp} \cup \{ z_{j, \theta} | j \in Q_0^{sp}, \theta \in \{+, -\} \} \). For any \( i \in Q_0^{sp} \) and \( \theta \in \{+, -\} \), the least element in the linearly ordered set \( \mathfrak{m}(i, \theta) \) is the direct word whose length is maximal among those of direct words in \( \mathfrak{m}(i, \theta) \). Note that the maximality implies that the left end letter of the least element is not special.

Recall from Remark 1.4 that \( \{ e_j | j \in Q_0^{sp} \setminus Sp \} \cup \{ e_i - e_i, e_i | i \in Sp \} \) is a complete set of primitive orthogonal idempotents of \( A \). We have the following description of indecomposable projective modules.

(1) For any \( j \in Q_0^{sp} \setminus Sp \), the indecomposable projective \( A \)-module \( e_j A = M(m, k) \), where \( m = \mathfrak{m}^{-1} \) with \( \mathfrak{m} \) and \( \epsilon \) the least elements in \( \mathfrak{m}(j, +) \) and \( \mathfrak{m}(j, -) \), respectively.

(2) For any \( i \in Sp \), the indecomposable projective \( A \)-modules \( (e_i - e_i) A = M(m, k_0) \) and \( \epsilon_i A = M(m, k_1) \), where \( m = \mathfrak{m}^{-1}_{i, \sigma(\epsilon_i)} \) with \( \mathfrak{m} \) the least element in \( \mathfrak{m}(i, -\sigma(\epsilon_i)) \).

Denote by \( \overline{Ad} \) the equivalence class of admissible words under taking inverse. An element in \( \overline{Ad} \) is always represented by a representative in it. For any \( m = \omega_m \cdots \omega_1 \in \overline{Ad} \) which contains exactly one special end letter, we always assume that \( \omega_1 \) is the special end letter.

We shall use the following classification of indecomposable modules of a skew-gentle algebra.

**Theorem 2.23** ([8, 15, 17]) Let \( A = kQ^{sp}/I^{sg} \) be a skew-gentle algebra for a skew-gentle triple \( (Q, Sp, I) \). Then the map \( (m, N) \mapsto M(m, N) \) is an injective map from the set of pairs \( (m, N) \) with \( m \in \overline{Ad} \) and \( N \) one-dimensional \( A_m \)-module (up to isomorphism), to the set of indecomposable \( A_m \)-modules (up to isomorphism).

**Remark 2.24** Indeed, Bondarenko [8], Crawley-Boevey [15], and Deng [17] proved the result above for general clannish algebras, where the map can be upgraded to a bijection by enlarging the set \( \overline{Ad} \) and taking \( N \) to be an arbitrary indecomposable \( A_m \)-module. The modules \( M(m, N) \) with \( m \) containing at most one special end letter (in this case, any indecomposable \( A_m \)-module is one-dimensional) are called **string** modules. Any other indecomposable module is called a **band** module. Note that not all band modules are of the form \( M(m, N) \) with \( m \) containing two special end letters.

The description in [19] of the Auslander–Reiten components consisting of band modules gives the following.

**Lemma 2.25** ([19]) Any band module is either in a homogeneous tube or in a tube of rank 2. The band modules which are on the bottom of tubes of rank 2 are exactly the modules \( M(m, N) \) with \( m \) containing two special end letters and \( N \) one-dimensional.

**Remark 2.26** More generally, the band modules \( M(m, N) \) for an \( m \) containing two special end letters and for all indecomposable \( A_m \)-modules \( N \) form two tubes of rank 2 and a family of tubes of rank 1. In this case, if \( M(m, N) \) is on the \( r \)-th level of a tube of rank 2 (resp. 1), then \( \dim N = r \) (\( \dim N = 2r \)).
Denote by $S$ the set of (isoclasses of) indecomposable modules $M(m, N)$ with $m \in \mathbb{Ad}$ and $N$ one-dimensional $A_m$-module (so $S$ is the image of the injective map in Theorem 2.23).

Recall that a tagged permissible curve is a pair $(\gamma, \kappa)$, where $\gamma$ is a permissible curve and $\kappa : \{ t \mid \gamma(t) \in P \} \to \{ 0, 1 \}$ is a map, and that $P^\times(S)$ denotes the set of tagged permissible curves up to inverse. For any tagged permissible curve $(\gamma, \kappa) \in P^\times(S)$, if exactly one of the endpoints of $\gamma$ is in $P$, we always assume $\gamma(0) \in P$.

**Remark 2.27** For any $\gamma \in P(S)$, there are the following three cases for possible tagged permissible curves $(\gamma, \kappa) \in P^\times(S)$.

- If both $\gamma(0)$ and $\gamma(1)$ are in $M$, then by definition (Definition 2.2), the domain of $\kappa$ is empty. So in this case, there is only one tagged permissible curve $(\gamma, \emptyset)$.
- If $\gamma(0) \in P$ and $\gamma(1) \in M$, then there are two tagged permissible curves $(\gamma, \kappa_a), a \in \{ 0, 1 \}$ with $\kappa_a(0) = a$.
- If both $\gamma(0)$ and $\gamma(1)$ are in $P$, then there are four tagged permissible curves $(\gamma, \kappa_{a,b}), a, b \in \{ 0, 1 \}$ with $\kappa_{a,b}(0) = a$ and $\kappa_{a,b}(1) = b$.

**Construction 2.28** Let $(\gamma, \kappa)$ be a tagged permissible curve. To any $t \in \{ 0, 1 \}$ with $\gamma(t) \in P$, by Proposition 2.20, there is an associated special end letter of $M(\gamma)$. Let $x_t$ denote the corresponding indeterminate. Define $N_\kappa$ to be the one-dimensional $A_{M(\gamma)}$-module satisfying $N_\kappa(x_t) = \kappa(t)$. We denote $M(\gamma, \kappa) = M(M(\gamma), N_\kappa)$.

We have the following main result in this section.

**Theorem 2.29** The map $(\gamma, \kappa) \mapsto M(\gamma, \kappa)$ is a bijection from the set $P^\times(S)$ of tagged permissible curves to the set $S$.

**Proof** For a fixed permissible curve $\gamma$, the map $\kappa \mapsto N_\kappa$ is a bijection from the set of tagged curves whose underlying permissible curve is $\gamma$ (cf. Remark 2.27) to the set of one-dimensional modules of $A_{M(\gamma)}$. Hence by Proposition 2.20 and Theorem 2.23, we have this theorem. \qed

### 3 Auslander–Reiten translation via tagged rotation

In this section, we introduce the notion of tagged rotation of tagged generalized permissible curves, and show that this gives a geometric realization of the Auslander–Reiten translation.

#### 3.1 The tagged rotation

In this subsection, we introduce the notion of tagged rotation, which is a generalization of the pivotal elementary move in [7] and the tagged rotation in [10, 32].

**Definition 3.1** (Tagged rotation) The tagged rotation $\rho(\gamma, \kappa)$ of a tagged permissible curve $(\gamma, \kappa)$ is $(\rho(\gamma), \kappa')$ where

- $\rho(\gamma)$ is the rotation of $\gamma$ obtained from $\gamma$ by moving every endpoint of $\gamma$ that is in $M$ along the boundary clockwise to the next marked point, and
- $\kappa'(t) = 1 - \kappa(t)$ for any $t$ with $\gamma(t) \in P$.

For a curve $\gamma$ on $S$ with $\gamma(1) \in M$, denote by $[1]\gamma$ the curve obtained from $\gamma$ by moving $\gamma(1)$ along the boundary clockwise to the next marked point, see Fig. 13; dually, for a curve
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\[ \gamma \] on \( S \) with \( \gamma(0) \in M \), denote by \( \gamma[1] \) the curve obtained from \( \gamma \) by moving \( \gamma(0) \) along the boundary clockwise to the next marked point. Then we have

\[
\rho(\gamma) = \begin{cases} 
[1]\gamma[1] & \text{if } \gamma(0), \gamma(1) \in M, \\
[1]\gamma & \text{if } \gamma(0) \in P \text{ and } \gamma(1) \in M, \\
\gamma & \text{if } \gamma(0), \gamma(1) \in P.
\end{cases}
\]

Note that for a permissible curve \( \gamma \), it is possible that none of \( \gamma[1], [1]\gamma \) and \( \rho(\gamma) \) crosses any curve in \( T \) in the interior of \( S \). So we need the following notion.

**Definition 3.2 (Trivial curves)** A curve \( \gamma \) on \( S \) which does not transversally cross any curve in \( T \) in the interior of \( S \) is called trivial (with respect to \( T \)). For any trivial curve \( \gamma \), we define \( M(\gamma, \kappa) \) to be a zero \( A \)-module for any map \( \kappa : \{ t | \gamma(t) \in P \} \rightarrow \{ 0, 1 \} \).

Note also that, it is possible that one of \( \gamma[1], [1]\gamma \) and \( \rho(\gamma) \) is not permissible even if it is non-trivial. So we introduce the following notion.

**Definition 3.3 (Almost permissible curves)** A curve \( \gamma \) on \( S \) is called an almost permissible curve (resp. almost PPC) provided that its starting/ending segment has one of the forms in Fig. 14 and after moving these segments to equivalent segments in condition \((T1)\), it becomes a permissible curve (resp. PPC).

Although a PPC is a permissible curve if and only if it satisfies \((P1)\) and \((P2)\), an almost PPC satisfying \((P1)\) and \((P2)\) is possibly not an almost permissible curve because after changing starting/ending segments, \((P1)\) may fail, see Fig. 15.

**Notations 3.4** Each almost permissible curve (resp. almost PPC) \( \gamma \) gives rise to a unique permissible curve (resp. PPC), which is denoted by \([\gamma]\). Since starting and ending segments contribute nothing to the corresponding word, we can define \( M(\gamma, \kappa) = M([\gamma]) \). So for any tagged almost permissible curve \((\gamma, \kappa)\), we can define \( M(\gamma, \kappa) = M([\gamma], \kappa) \).

By construction (cf. also [7]), for any PPC \( \gamma \), any of \( \gamma[1], [1]\gamma \) and \( \rho(\gamma) \) is an almost PPC if it is not trivial. So we have the following.

**Lemma 3.5** For any permissible curve \( \gamma \), its rotation \( \rho(\gamma) \) is almost permissible if it is not trivial.

However, this may not be true for \( \gamma[1] \) and \([1]\gamma \). This is because the permissible version \([\gamma][1]\) (resp. \([1][\gamma]\)) does possibly cut out a once-punctured monogon by a self-intersection at \( M \), see Fig. 15. In such case, \([\gamma][1]\) (resp. \([1][\gamma]\)) is the completion \( \eta \) of a permissible curve \( \eta \) with \( \eta(0) \in P \) and \( \eta(1) \in M \).
Notations 3.6 For any completion $\bar{\eta}$ of a permissible curve $\eta$ with $\eta(0) \in P$ and $\eta(1) \in M$, we denote by $M(\bar{\eta}, \emptyset)$ the decomposable module $M(\eta, \kappa_0) \oplus M(\eta, \kappa_1)$, where $\kappa_a(0) = a, a \in \{0, 1\}$.

Definition 3.7 (Generalized tagged permissible curves) A generalized permissible curve is either a permissible curve or a curve whose completion is in $T$. Denote by $\mathbb{P}(S)$ the set of generalized permissible curves and $T^* = \mathbb{P}(S) \setminus P(S)$. 
A tagged generalized permissible curve is a pair \((\gamma, \kappa)\) with \(\gamma\) a generalized curve and \(\kappa : \{ t \mid \gamma(t) \in P \} \to \{0, 1\}\) a map. Denote by \(\mathbb{P}^\times(S)\) the set of tagged generalized permissible curves up to inverse and denote \(T^\times = \mathbb{P}^\times(S) \setminus \mathbb{P}^\times(S)\).

The set \(T^\times\) can be obtained from \(T\) by replacing the edge \(\gamma\) of each once-punctured monogon by the only curve \(\eta\) in the monogon whose completion is \(\gamma\), see Fig. 16.

**Remark 3.8** The set \(T^\times\) is the tagged version of the admissible partial triangulation \(T\) (cf. \([18, 23, 32]\)). Recall from Remark 1.4 that the set \(\{e_j \mid j \in \mathcal{Q}_T \setminus \mathcal{S}p\} \cup \{e_i - \epsilon_i, \epsilon_i | i \in \mathcal{S}p\}\) is a complete set of primitive orthogonal idempotents. There is a bijection from this set to \(T^\times\) which

- sends \(e_j\) to the tagged generalized permissible curve \((\gamma, \emptyset)\) such that \(j\) is the vertex indexed by \(\gamma\), and
- sends \(e_i - \epsilon_i\) (resp. \(\epsilon_i\)) to the tagged generalized permissible curve \((\gamma, \kappa_a)\) (see Remark 2.27 for the notation \(\kappa_a\)) such that \(i\) is the vertex indexed by the completion \(\overline{\gamma}\) of \(\gamma\) and \(a = 1\) (resp. \(a = 0\)).

**Lemma 3.9** Let \(\gamma\) be a permissible curve. Then \(\rho(\gamma)\) is trivial if and only if \(\rho(\gamma) \in T^*\).

**Proof** The “if” part is trivial. We show the “only if” part. If \(\gamma(0), \gamma(1) \in P\), then \(\rho(\gamma) = \gamma\) is not trivial, a contradiction. So at least one of \(\gamma(0)\) and \(\gamma(1)\) is in \(M\). If \(\gamma\) has exactly one endpoint in \(M\), then so does \(\rho(\gamma)\). Since \(\rho(\gamma)\) is trivial, its completion is the edge of a once-punctured monogon of \(T\), which implies \(\rho(\gamma) \in T^*\). Now we consider the case \(\gamma(0), \gamma(1) \in M\). Let \(\Delta\) be the region of \(T\) where \(\rho(\gamma)\) lives. There are the following cases.

- \(\Delta\) is a once-punctured monogon. Because \(\gamma\) is not trivial, it must cut out a once-punctured monogon by its endpoints, which contradicts (P1) in Definition 2.2. So this case does not occur.
- \(\Delta\) is a monogon or digon with an unmarked boundary component in its interior. If \(\rho(\gamma)\) has self-intersections in the interior of the surface, then one of the arc segments of \(\gamma\) which are not end segments has self-intersections. This contradicts the condition (T2) in Definition 2.2. So \(\rho(\gamma)\) has no self-intersections in the interior of the surface. Hence if \(\Delta\) is a monogon, \(\rho(\gamma)\) has to be the edge of \(\Delta\), which is in \(T^*\). If \(\Delta\) is a digon and if \(\rho(\gamma)\) has the following form

then the curve \(\gamma\) does not cut out an angle of \(\Delta\), which contradicts the condition (T2) in Definition 2.2. So \(\rho(\gamma)\) has to be one edge of \(\Delta\), which is in \(T^*\).
• $\Delta$ is a polygon without a puncture nor an unmarked boundary component in its interior. Suppose that $\rho(\gamma)$ is not in $T^*$, then we are in one of the following situations

where in the first situation, $\gamma$ is trivial while in the last situation, $\gamma$ is not permissible since it does not cut out an angle of $\Delta$ as required in (T2) in Definition 2.2. So there is always a contradiction. Hence $\rho(\gamma)$ is in $T^*$.

\[\square\]

### 3.2 The Auslander–Reiten translation

In this subsection, we show that the Auslander–Reiten translation can be realized as the tagged rotation.

Recall from Sect. 2.3 that we have a linear order $>_0$ on the set

$$w(i, \theta) = \{m \left| m \text{ left inextensible word} s(m) = i, \sigma(m) = \theta, i \in Q^0, \theta \in \{+, -\} \}.$$ 

Denote by $[1]m$ (resp. $[-1]m$) the successor (resp. predecessor) of $m$ with respect to this linear order, if it exists. So we have $[-1]m > m > [1]m$. For a right inextensible word $m$, noting that $m^{-1}$ is left inextensible, define $m[1] = ([1]m)^{-1}$ and $m[-1] = ([1]m^{-1})^{-1}$. Let $m$ be an inextensible word. By [19], $[1](m[1]) = ([1]m)[1]$ (resp. $[-1](m[-1]) = ([1]m)[-1]$) if both sides of the equality exist; denote by $[1]m[1]$ (resp. $[-1]m[-1]$) one (or both) of them.

Let $m$ be an admissible word. By [32], if the word $[1]m$ exists but is not admissible, then $[1]m = F(n)$ or $F(n)^{-1}$, where $n$ is an admissible word which contains exactly one special end letter. In this case, we denote $M([1]m, k) = M(n, k_0) \oplus M(n, k_1)$.

We shall use the following description of irreducible morphisms and the Auslander–Reiten translation $\tau$ for skew-gentle algebras. Recall that for any admissible word $m = \omega_m \cdots \omega_1 \in \overline{Ad}$ with exactly one special end letter, we always assume that $\omega_1$ is the special end letter.

**Theorem 3.10** ([19]) For any $m = \omega_m \cdots \omega_1 \in \overline{Ad}$ and any one-dimensional $A_m$-module $N$, the $A$-module $M(m, N)$ is projective (resp. injective) if and only if one of the following holds.

1. Both $\omega_1$ and $\omega_m$ are not special, and $[1]m[1]$ (resp. $[-1]m[-1]$) does not exist.
2. Only $\omega_1$ is special and $[1]m$ (resp. $[-1]m$) does not exist.

When the $A$-module $M(m, N)$ is not projective, we have

$$\tau M(m, N) = \begin{cases} M([1]m[1], k) & \text{if both } \omega_1 \text{ and } \omega_m \text{ are not special and } N = k; \\ M([1]m, k_{1-a}) & \text{if } \omega_1 \text{ is special, } \omega_m \text{ is not special and } N = k_a; \\ M(m, k_{1-a, 1-b}) & \text{if both } \omega_1 \text{ and } \omega_m \text{ are special and } N = k_{a,b}. \end{cases}$$
Moreover, the middle term of the Auslander–Reiten sequence ending at $M(m, N)$ is

\[
\begin{cases}
M(m[1], k) \oplus M([1]m, k) & \text{if both } \omega_1 \text{ and } \omega_n \text{ are not special}, \\
M([1]F(m), k) & \text{if } \omega_1 \text{ is special and } \omega_m \text{ is not special},
\end{cases}
\]

where, $M(m[1], k)$ (resp. $M([1]m, k)$) is taken to be a zero module if $m[1]$ (resp. $[1]m$) does not exist.

The rotation (at one end) of PPCs gives a realization of the successors of inextensible words.

**Lemma 3.11** Let $\gamma$ be a PPC.

1. If $\gamma(1) \in M$ and $[1]\gamma$ is not trivial, then $M([1]\gamma) = [1]M(\gamma)$.
2. If $\gamma(0) \in M$ and $\gamma[1]$ is not trivial, then $M(\gamma[1]) = M(\gamma)[1]$.

**Proof** We only prove the first assertion since the second one can be proved dually. By construction, $\gamma$ and $[1]\gamma$ start at the same point, go through the same way at the beginning, and then separate in a region as one of the forms in Fig. 17 (except the last two, where either $\gamma$ or $[1]\gamma$ is trivial), where $\delta$ is the boundary segment between $[1]\gamma(1)$ and $\gamma(1)$. Then by Lemma 2.15, we have $M(\gamma) > M([1]\gamma)$. Moreover, since $\gamma$, $[1]\gamma$ and $\delta$ enclose a contractible triangle, by Lemma 2.15 again, there is no PPC $\gamma'$ with $\gamma'(0) = \gamma(0) = [1]\gamma(0)$ and such that $M(\gamma) > M(\gamma') > M([1]\gamma)$. Therefore, the bijection in Proposition 2.13 between PPCs and inextensible words implies that $M([1]\gamma)$ is the successor of $M(\gamma)$, i.e. $M([1]\gamma) = [1]M(\gamma)$.

Now we are ready to interpret the Auslander–Reiten translation via the tagged rotation.

**Theorem 3.12** Let $(\gamma, \kappa)$ be a tagged permissible curve. Then $M(\gamma, \kappa)$ is the projective (resp. injective) module at an idempotent $e$ if and only if the tagged generalized permissible curve $\rho(\gamma, \kappa)$ (resp. $\rho^{-1}(\gamma, \kappa)$) is in $T^\times$ corresponding to $e$ (see Remark 3.8 for the correspondence). When $M(\gamma, \kappa)$ is not projective, we have

\[
\tau M(\gamma, \kappa) = M(\rho(\gamma, \kappa)).
\]

Moreover, if $\gamma(0), \gamma(1) \in M$, the Auslander–Reiten sequence ending at $M(\gamma, \kappa)$ is

\[
0 \to M([1]\gamma[1], \emptyset) \to M(\gamma[1], \emptyset) \oplus M([1]\gamma, \emptyset) \to M(\gamma, \emptyset) \to 0;
\]
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if $\gamma(0) \in P$ and $\gamma(1) \in M$, the Auslander–Reiten sequence ending at $M(\gamma, \kappa)$ is

$$0 \to M([1]_\gamma, \kappa') \to M([1]_{\overline{\gamma}}, \emptyset) \to M(\gamma, \kappa) \to 0$$

where $\kappa'(0) = 1 - \kappa(0)$ and $\overline{\gamma}$ is the completion of $\gamma$ (see Definition 2.1).

**Proof** Let $(\gamma', \kappa')$ be a tagged generalized permissible curve in $T$ and $e$ the corresponding idempotent. By Construction 2.28, $M(\gamma, \kappa) = M(\mathfrak{M}(\gamma), N_\kappa)$. By Remark 2.22, $M(\mathfrak{M}(\gamma'), N_\kappa)$ is projective at $e$ if and only if the following hold.

(1) When $e = e_j$ for $j \in Q^P_0 \setminus S_p$, we have $\mathfrak{M}(\gamma) = \tau_{\gamma^{-1}}$ with $\tau$ and $\eta$ the direct word in $w(j, +)$ and $w(j, -)$ respectively, whose length is maximal among those of direct words there, and $N_\kappa = k$. Then we have $\gamma = \rho^{-1}(\gamma')$ and $\kappa = \kappa' = \emptyset$, see the left picture of Fig. 18. So $\rho(\gamma, \kappa) = (\gamma', \kappa')$.

(2) When $e = e_i - e_i$ (resp. $\epsilon_i$), we have $\mathfrak{M}(\gamma) = \tau_{\epsilon_i}^{-1}$ with $\tau$ the direct word in $w(i, -\sigma(\epsilon_i))$, whose length is maximal among those of direct words there, and $N_\kappa = k_a$ with $a = 0$ (resp. $a = 1$). Note that $\kappa' = \kappa_0$ with $a = 1$ (resp. $a = 0$). Then $\gamma = \rho^{-1}(\gamma')$ and $\kappa = \kappa'$. see the right picture of Fig. 18. So $\rho(\gamma, \kappa) = (\gamma', \kappa')$.

In all, in each case, we have $\rho(\gamma, \kappa)$ is in $T^X$ corresponding to $e$. The assertion for injective modules can be proved dually.

When $M(\gamma, \kappa)$ is not projective, denote $\rho(\gamma, \kappa) = (\rho(\gamma), \kappa')$. Then $\rho(\gamma)$ is not in $T$ and hence is not trivial by Lemma 3.9. There are the following three cases.

- If $\gamma(0), \gamma(1) \in M$, we have $\rho(\gamma) = [1]_\gamma[1]$. We deduce that at least one of $\gamma[1]$ and $[1]_\gamma$ is not trivial. This is because otherwise both $\gamma[1]$ and $[1]_\gamma$ do not transversally cross any curve in $T$ in the interior of $S$. Since $\gamma$ is permissible, there is a curve in $T$ crossing $\gamma$ in its interior. But this curve does not cross $\gamma[1]$ and $[1]_\gamma$, so it has to be $\rho(\gamma)$, cf. Figure 19, a contradiction.

Then by Lemma 3.11, we have $\mathfrak{M}(\gamma[1]) = \mathfrak{M}(\gamma)[1]$ (if $\gamma[1]$ is not trivial), $\mathfrak{M}([1]_\gamma) = [1]_\gamma \mathfrak{M}(\gamma)$ (if $[1]_\gamma$ is not trivial) and $\mathfrak{M}(\rho(\gamma)) = [1]_\gamma \mathfrak{M}(\gamma)[1]$. By Theorem 3.10, we get the required Auslander–Reiten sequence.

- If $\gamma(0) \in P$ and $\gamma(1) \in M$, we have $\rho(\gamma) = [1]_\gamma$ which is not trivial. So $[1]\overline{\gamma}$ is not trivial. By Lemma 3.11, we have $\mathfrak{M}([1]_\gamma) = [1]_\gamma \mathfrak{M}(\gamma)$ and $\mathfrak{M}(\overline{\gamma}) = [1]_\gamma \mathfrak{M}(\gamma) = [1]_\gamma F(\mathfrak{M}(\gamma))$, where the last equality is due to Proposition 2.20 (4). By Definition 3.1 and Construction 2.28, we have $N_\kappa(x_0) = \kappa'(0) = 1 - \kappa(0) = 1 - N_\kappa(x_0)$. Hence by Theorem 3.10, we get the required Auslander–Reiten sequence.

- If $\gamma(0), \gamma(1) \in P$, we have $\rho(\gamma) = \gamma$. By Definition 3.1 and Construction 2.28, we have $N_\kappa(x_t) = \kappa'(t) = 1 - \kappa(t) = 1 - N_\kappa(x_t)$ for any $t \in \{0, 1\}$. Hence by Theorem 3.10, we have $\tau M(\gamma, \kappa) = M(\rho(\gamma, \kappa))$. 

\[ \square \]
Remark 3.13 The module $\text{M}(\gamma[1], \emptyset)$ (resp. $\text{M}([1]\gamma, \emptyset)$) occurring in the middle term of the AR sequence in Theorem 3.12 is decomposable if and only if $\gamma[1]$ (resp. $[1]\gamma$) is non-trivial and its permissible version $[\gamma[1]]$ (resp. $[[1]\gamma]$) is the completion of a permissible curve $\eta$. In this case, we have that $\text{M}(\gamma[1], \emptyset)$ (resp. $\text{M}([1]\gamma, \emptyset)$) is $\text{M}(\eta, \kappa_0) \oplus \text{M}(\eta, \kappa_1)$, cf. Notations 3.4 and 3.6. Hence the middle term of the AR sequence may contain more than two indecomposable summands.

4 Intersection-dimension formula

For any two tagged generalized permissible curves $(\gamma_1, \kappa_1)$, $(\gamma_2, \kappa_2)$, whenever we consider their intersections, we always assume that $\gamma_1$ and $\gamma_2$ are in a minimal position, i.e., they are representatives in their homotopy classes such that their intersections are minimal. In what follows, denote by $\gamma_1 \sim \gamma_2$ if $\gamma_1$ is homotopic to $\gamma_2$.

Definition 4.1 (Intersection number) Let $(\gamma_1, \kappa_1)$, $(\gamma_2, \kappa_2)$ be two tagged generalized permissible curves. The intersection number between $(\gamma_1, \kappa_1)$ and $(\gamma_2, \kappa_2)$ is defined to be

$$\text{Int}((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = |\gamma_1 \cap^o \gamma_2| + |\Sigma((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))|,$$

where

$$\gamma_1 \cap^o \gamma_2 := \{(t_1, t_2) \mid 0 < t_1, t_2 < 1, \gamma_1(t_1) = \gamma_2(t_2)\},$$

is the set of interior intersections between $\gamma_1$ and $\gamma_2$, and $\Sigma((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))$ is the set of tagged intersections between $(\gamma_1, \kappa_1)$ and $(\gamma_2, \kappa_2)$, i.e., $(t_1, t_2) \in \{0, 1\} \times \{0, 1\}$ satisfying $\gamma_1(t_1) = \gamma_2(t_2) \in \text{P}$ and the following conditions.

(TI1) $\kappa_1(t_1) \neq \kappa_2(t_2)$.

(TI2) If $\gamma_1|_{t_1 \to (1-t_1)} \sim \gamma_2|_{t_2 \to (1-t_2)}$, where $\gamma_0 \to 1 = \gamma$ and $\gamma_1 \to 0 = \gamma^{-1}$, then $\gamma_1(1-t_1) = \gamma_2(1-t_2) \in \text{P}$ and $\kappa_1(1-t_1) \neq \kappa_2(1-t_2)$.

Example 4.2 Let $(\gamma_1, \kappa_1)$ and $(\gamma_2, \kappa_2)$ be two tagged generalized permissible curves such that $\gamma_1 \sim \gamma_2$, $\gamma_1 \sim \gamma_2^{-1}$, $\gamma_1(0) = \gamma_2(0) = \gamma_1(1) = \gamma_2(1) \in \text{P}$ and $\kappa_1(0) = 1$, $\kappa_1(1) = \kappa_2(0) = \kappa_2(1) = 0$, see Fig. 20. Then $(0, 0)$ and $(0, 1)$ satisfy the condition (TI1). Since $\gamma_1 \sim \gamma_2$, we have that $(0, 0)$ also satisfies the condition (TI2). Since $\gamma_1 \sim \gamma_2^{-1}$ and $\kappa_1(1) = \kappa_2(0)$, we have that $(0, 1)$ does not satisfy the condition (TI2).

The main result in this section is the following.

Theorem 4.3 Let $(\gamma_1, \kappa_1)$, $(\gamma_2, \kappa_2)$ be two tagged permissible curves. Then we have

$$\text{Int}((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = \dim_k \text{Hom}(M_1, \tau M_2) + \dim_k \text{Hom}(M_2, \tau M_1)$$

(4.1)

where $M_i = M(\gamma_i, \kappa_i)$, $i = 1, 2$. 

Fig. 19 Both $\gamma[1]$ and $[1]\gamma$ are trivial
Remark 4.4 When $S$ has no unmarked boundary components and $T$ is a maximal admissible partial triangulation, the algebra $A$ is the endomorphism algebra of a cluster tilting object in the cluster category of $S$. In this case, the formula (4.1) is a direct consequence of [32, Theorem 1.1 (iii)] and [1, Proposition 4.3 (c)].

When $S$ has no punctures, i.e. $P = \emptyset$, $A$ is a gentle algebra. In this case, the permissible curves are the curves satisfying (T1) and (T2) in Definition 2.2, since (P1) and (P2) hold automatically. For any permissible curve $\gamma$, we define $M(\gamma) = M(\gamma, \emptyset)$. Then we have the following int-dim formula for the model in [7].

Corollary 4.5 When $A$ is a gentle algebra, for any two permissible curves $\gamma_1, \gamma_2$, we have

$$\text{Int}(\gamma_1, \gamma_2) = \dim_k \text{Hom}(M(\gamma_1), \tau M(\gamma_2)) + \dim_k \text{Hom}(M(\gamma_2), \tau M(\gamma_1))$$

where $\text{Int}(\gamma_1, \gamma_2) = |\{(t_1, t_2) \mid \gamma_1(t_1) = \gamma_2(t_2) \notin \mathbf{M}\}|$.

4.1 Homomorphisms

Let $m = \omega_m \cdots \omega_1$ be a word. Recall from Notation 2.16 that for any integers $i, j$ with $0 \leq i < j \leq m + 1$, the subword of $m$ between $i$ and $j$ is

$$m(i, j) = \omega_{i-1} \cdots \omega_{j+1} \quad \text{if } i < j - 1,$$

$$1_{t(\omega_i)} \quad \text{if } i = j - 1.$$

Definition 4.6 Let $m = \omega_m \cdots \omega_1$ and $n = v_n \cdots v_1$ be two admissible words. A common pair from $m$ to $n$ is a pair $((i, j), (h, l))$ of pairs of integers with $0 \leq i < j \leq m + 1$ and $0 \leq h < l \leq n + 1$ such that one of the following conditions holds:

1. $m(i, j) = n(h, l)$, $\omega_i^{-1} < v_h^{-1}$ and $\omega_j < v_l$;
2. $m(i, j) = (n(h, l))^{-1}$, $\omega_i^{-1} < v_l$ and $\omega_j < v_h^{-1}$,

where if an inequality contains at least one of $\omega_0$, $\omega_{m+1}$, $v_0$ and $v_{n+1}$ then it is assumed to hold automatically. Let $H^{m, n}$ be the set of common pairs from $m$ to $n$.

Remark 4.7 Let $m = \omega_m \cdots \omega_1$ be an admissible word. A subword $m(i, j)$, $0 \leq i < j \leq m + 1$ of $m$ is called

- a factor string if $\omega_j$ (resp. $\omega_j^{-1}$) is in $Q_1^{\text{rp}} \cup \{z_k, \theta|k \in Q_0^{\text{rp}}, \theta \in \{+, -\}\}$ when $j \leq m$ (resp. $1 \leq i$), and
- a substring if $\omega_j^{-1}$ (resp. $\omega_i$) is in $Q_1^{\text{rp}} \cup \{z_k, \theta|k \in Q_0^{\text{rp}}, \theta \in \{+, -\}\}$ when $j \leq m$ (resp. $1 \leq i$).

Then a common pair $((i, j), (h, l))$ from $m$ to $n$ is nothing but a pair of a factor string $m(i, j)$ of $m$ and a substring $n(h, l)$ of $n$ such that $m(i, j) = n(h, l)$ or $m(i, j) = n(h, l)^{-1}$. See Fig. 21.
Fig. 21 Common pairs from \( m \) to \( n \)

Fig. 22 Intersections of type I

For each common pair \( J = ((i, j), (h, l)) \in H^{m,n} \), denote by \( A_J \) the \( k \)-algebra generated by the indeterminates associated to the special end letters in \( m(i, j) \) (or equivalently in \( n(h, l) \)). Then \( A_J \) is a subalgebra of \( A_m \) and \( A_n \), which implies that any \( A_m \)-module or \( A_n \)-module can be regarded as an \( A_J \)-module. The following result is useful in this section.

**Theorem 4.8** ([19]) Let \( m, n \) be two admissible words and \( V, W \) be one-dimensional \( A_m \)-module and \( A_n \)-module, respectively. Then we have

\[
\dim_k \text{Hom}_A(M(m, V), M(n, W)) = \sum_{J \in H^{m,n}} \dim_k \text{Hom}_{A_J}(V, W)
\]

**4.2 Proof of Theorem 4.3**

By taking suitable representatives in their homotopy classes, we may assume that any intersection in \( \gamma_1 \cap \gamma_2 \) is not in a curve in \( T \).

Let

\[
\mathcal{P}(\gamma_1, \gamma_2) = \{(t_1, t_2) | \gamma_1(t_1) = \gamma_2(t_2) \in \mathcal{P} \} \subseteq \{0, 1\} \times \{0, 1\}
\]

be the set of punctured intersections between \( \gamma_1 \) and \( \gamma_2 \). Note that \( \mathcal{T}((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) \) is a subset of \( \mathcal{P}(\gamma_1, \gamma_2) \).

We denote by \( \gamma_1^1, \ldots, \gamma_1^m \) (resp. \( \gamma_2^1, \ldots, \gamma_2^n \)) the arc segments of \( \gamma_1 \) (resp. \( \gamma_2 \)) divided by \( T \) in the order with respect to the orientation of \( \gamma_1 \) (resp. \( \gamma_2 \)). Let \( c \) be an intersection of \( \gamma_1 \) and \( \gamma_2 \). By our setting, it is an intersection of \( \gamma_1^1 \) and \( \gamma_2^2 \) in their interior, for some \( 1 \leq c_1 \leq m \) and \( 1 \leq c_2 \leq n \). Note that for each pair of arc segments \( \gamma_1^u \) and \( \gamma_2^v \) of \( \gamma_1 \) and \( \gamma_2 \), they have at most one intersection.

**Lemma 4.9** Let \( c \) be an intersection in \( \gamma_1 \cap \gamma_2 \). Then it has one of the forms in Fig. 22, 23 or 24, where \( \{a, b\} = \{1, 2\} \).

**Proof** By our assumption, the intersection \( c \) lives in the interior of a region \( \Delta \) of \( T \). By (T2) in Definition 2.2, \( \gamma_1^1 \) and \( \gamma_2^2 \) cut out angles from \( \Delta \). There are the following cases.
Both $\gamma_1^{c_1}$ and $\gamma_2^{c_2}$ have no self-intersections, and they share a common curve in $T$. By (T1) in Definition 2.2, two end segments in the same region of $T$ that cross the same side are homotopic to each other, so at least one of $\gamma_1^{c_1}$ and $\gamma_2^{c_2}$ is not an end segment. Hence depending on whether $\gamma_1^{c_1}$ and $\gamma_2^{c_2}$ cut the same angle and whether one of $\gamma_1^{c_1}$ and $\gamma_2^{c_2}$ is an end segment, there are the four subcases shown in Fig. 22, where \( \{a, b\} = \{1, 2\} \).

If both $\gamma_1^{c_1}$ and $\gamma_2^{c_2}$ have no self-intersections, after the intersection $c$, then they do not share a common curve in $T$. If both $\gamma_1$ and $\gamma_2$ are not end segments, then we are in one of the first two situations in Fig. 22, a contradiction. Hence we have the following two subcases.

- If exactly one of $\gamma_1^{c_1}$ and $\gamma_2^{c_2}$ is an end segment, denote by $\gamma_b$ the end one and $\gamma_a$ the other one. Then $\gamma_b$ has one of the forms in Fig. 6. Since $\gamma_a$ need to cross $\gamma_b$, the only possible relative positions between $\gamma_a$ and $\gamma_b$ are shown in the cases in Fig. 23, respectively.
- If both of $\gamma_1^{c_1}$ and $\gamma_2^{c_2}$ are end segments, then they have the same form in one of the first three cases in Fig. 6 (because in the fourth case, they will not cross in their interiors). So we are in one of the situations in Fig. 24.

\[\square\]

The intersections $c$ in the cases in Figs. 22, 23 and 24 are called of types I, II and III, respectively. To distinguish the maps from $M(\gamma_1, \kappa_1)$ to $\tau M(\gamma_2, \kappa_2)$ and those from $M(\gamma_2, \kappa_2)$ to $\tau M(\gamma_1, \kappa_1)$, we introduce the following notion.

**Definition 4.10 (Black intersection)** An interior intersection $c$ between $\gamma_1$ and $\gamma_2$ is called a black interior intersection from $\gamma_1$ to $\gamma_2$ if it has one of the forms in Figs. 22, 23 and 24, where $a = 1$ and $b = 2$. We denote by $\text{Int}^*(\gamma_1, \gamma_2)$ the number of black interior intersections from $\gamma_1$ to $\gamma_2$.

A punctured intersection $(t_1, t_2)$ between $\gamma_1$ and $\gamma_2$ is called a black punctured intersection from $\gamma_1$ to $\gamma_2$ if $\gamma_1|_{t_1 \to (1-t_1)}$ is left to $\gamma_2|_{t_2 \to (1-t_2)}$ (see Fig. 25). We denote by $\Psi^*(\gamma_1, \gamma_2)$ the set of black punctured intersections from $\gamma_1$ to $\gamma_2$. ** Springer**
A tagged intersection between \((\gamma_1, \kappa_1)\) and \((\gamma_2, \kappa_2)\) is called a black tagged intersection from \((\gamma_1, \kappa_1)\) to \((\gamma_2, \kappa_2)\) if it is a black punctured intersection from \(\gamma_1\) to \(\gamma_2\). We denote by \(\mathcal{I}^\bullet((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))\) the set of black tagged intersections from \((\gamma_1, \kappa_1)\) to \((\gamma_2, \kappa_2)\).

We call the number
\[
\text{Int}^\bullet((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) := \text{Int}^\bullet(\gamma_1, \gamma_2) + |\mathcal{I}^\bullet((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))|
\]
the black intersection number from \((\gamma_1, \kappa_1)\) to \((\gamma_2, \kappa_2)\).

**Remark 4.11** By the assumption that \(\gamma_1\) and \(\gamma_2\) are in a minimal position and the assumption that any intersection in \(\gamma_1 \cap^\circ \gamma_2\) is not in a curve in \(\mathcal{T}\), an intersection that has one of the forms in Fig. 22 can move to other regions. But its type is always I and it is always a black intersection from \(\gamma_a\) to \(\gamma_b\). So the notion of types and black intersections is well-defined.

The other types of intersections cannot be moved since the two curves do not cross the same curve in \(\mathcal{T}\) after that intersection.

**Remark 4.12** In each of the last two cases in Fig. 24, there is one more intersection between \(\gamma_a\) and \(\gamma_b\), different from \(c\), which is a black intersection from \(\gamma_b\) to \(\gamma_a\) by definition.

By Lemma 4.9, an interior intersection between \(\gamma_1\) and \(\gamma_2\) is either a black intersection from \(\gamma_1\) to \(\gamma_2\) or a black intersection from \(\gamma_2\) to \(\gamma_1\). So we have
\[
|\gamma_1 \cap^\circ \gamma_2| = \text{Int}^\bullet(\gamma_1, \gamma_2) + \text{Int}^\bullet(\gamma_2, \gamma_1).
\]

By the definitions of black punctured intersections and black tagged intersections, we also have the disjoint unions
\[
\partial(\gamma_1, \gamma_2) = \partial^\bullet(\gamma_1, \gamma_2) \cup \partial^\bullet(\gamma_2, \gamma_1)
\]
and
\[
\mathcal{I}(\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = \mathcal{I}^\bullet((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) \cup \mathcal{I}^\bullet((\gamma_2, \kappa_2), (\gamma_1, \kappa_1)).
\]
So we have
\[
\text{Int}((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = \text{Int}^\bullet((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) + \text{Int}^\bullet((\gamma_2, \kappa_2), (\gamma_1, \kappa_1)).
\]

Hence to show Theorem 4.3, it suffices to show the following result.

**Theorem 4.13** Let \((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)\) \(\in \mathcal{P}^\times(S)\). Then we have
\[
\text{Int}^\bullet((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = \dim_k \text{Hom}(M(\gamma_1, \kappa_1), \tau M(\gamma_2, \kappa_2)). \tag{4.3}
\]

**Remark 4.14** The formula (4.3) interprets the dimension of \(\text{Hom}\) between two indecomposable modules in \(S\) via the intersection number between the corresponding tagged curves, except the second module is injective. However, this exceptional case can be included in the following way. By Theorem 3.12, all indecomposable injective modules are \(M(\rho(\gamma, \kappa))\) for \((\gamma, \kappa)\) \(\in \mathcal{T}^\times\). We claim
\[
\dim_k \text{Hom}(M(\gamma_1, \kappa_1), M(\rho(\gamma, \kappa))) = \text{Int}((\gamma_1, \kappa_1), (\gamma, \kappa)) \tag{4.4}
\]
holds for any \((\gamma_1, \kappa_1) \in \mathbb{P}^\perp(S)\) and any \((\gamma, \kappa) \in T^\perp.\)

To show (4.4), let \(e\) be the idempotent associated to \((\gamma, \kappa)\) (see Remark 3.8) and \(S\) the corresponding simple module. Let \(s\) be the number of \(S\) appearing in the composition series of \(M(\gamma_1, \kappa_1)\). Then \(s = \dim_{\mathbb{K}} \text{Hom}(M(\gamma_1, \kappa_1), M(\rho(\gamma, \kappa)))\). Recall from Construction 2.28 that we have \(M(\gamma_1, \kappa_1) = M(\mathcal{M}(\gamma_1), N_{\kappa_1}).\)

(1) If \(e = e_j\) for some \(j \in Q^0_{\rho} \setminus Sp\), by Construction 2.21, \(s\) equals the number of times of the word \(\mathcal{M}(\gamma_1)\) passing through the vertex \(j\). By the construction of \(\mathcal{M}(\gamma_1)\) (see Sect.2.2), this number is equal to \(|\gamma_1 \cap \gamma| = \text{Int}((\gamma_1, \kappa_1), (\gamma, \kappa))\), where the last equality is due to that in this case, both of the endpoints of \(\gamma\) are in \(M\).

(2) If \(e = e_i - e_i\) (resp. \(e_i\)) for some \(i \in Sp\), by Construction 2.21, \(s = s_1 + s_2\), where \(s_1\) is the number of \(e_i\) and \(e_i^{-1}\) appearing in \(\mathcal{M}(\gamma_1)\), and \(s_2\) is the number of special end letters of \(\mathcal{M}(\gamma_1)\) whose value under \(N_{\kappa_1}\) is 0 (resp. 1). By the construction of \(\mathcal{M}(\gamma_1)\) (see Sect.2.2), \(s_1 = |\gamma_1 \cap \gamma|\) and \(s_2 = |\mathcal{Z}(\gamma_1, \kappa_1), (\gamma, \kappa)|\). Hence \(s = \text{Int}((\gamma_1, \kappa_1), (\gamma, \kappa))\) as required.

4.3 Proof of Theorem 4.13

Let \(m = \omega_m \cdots \omega_1\) and \(n = v_n \cdots v_1\) be the words \(\mathcal{M}(\gamma_1)\) and \(\mathcal{M}(\gamma_2)\), respectively. By our setting, \(\rho(\gamma_2, \kappa_2) = (\rho(\gamma_2), \kappa_2')\), where \(\kappa_2'(t) = 1 - \kappa_2(t)\) for any \(t\) with \(\gamma_2(t) \in \mathbb{P}\). If there is at least one black interior or punctured intersection from \(\gamma_1\) to \(\gamma_2\), then it follows from the cases in Figs. 22, 23, 24 and 25 that \(\rho(\gamma_2)\) is not trivial and \(\mathcal{M}(\gamma_2)\) and \(\mathcal{M}(\rho(\gamma_2))\) share a common subword. So we can write \(\mathcal{M}(\rho(\gamma_2)) = n' = v'_s \cdots v'_r\) with integers \(s > r\) (where \(r\) is probably non-positive or bigger than 1) such that \(n'_{(p,q)} = n_{(p,q)}, v_p \neq v'_p\) and \(v_q \neq v'_q\) for some integers \(p < q\).

Let \(H^m, n'_l, l = 0, 1, 2,\) be the set of common pairs from \(m\) to \(n'\) which contains exactly \(l\) special end letters. Then \(H^{m, n'} = H^m_{0}, n' \cup H^m_{1}, n' \cup H^m_{2}, n'\).

Lemma 4.15 There is a bijection from the set of black interior intersections from \(\gamma_1\) to \(\gamma_2\) to the set \(H^{m, n'}.

Proof For any black intersection \(c\) from \(\gamma_1\) to \(\gamma_2\), we have \(t(\omega_{c_1}) = t(v'_2).\) This is because for the case that \(c\) is of type I (see Fig. 22 where \(a = 1\) and \(b = 2\)), we have \(t(\omega_{c_1}) = t(v_2)\) and \(t(v_2) = t(v'_2)\), where the second equality is due to that \(\rho(\gamma_2)\) is between \(\gamma_1\) and \(\gamma_2\); for the case that \(c\) is of type II or III (see Figs. 23 and 24 where \(a = 1\) and \(b = 2\), we have \(c_2 = n\) (i.e. \(\gamma_2^c\) is the ending arc segment of \(\gamma_2^c\)) and \(t(v'_n) = t(\omega_{c_1})\). Then \(\gamma_1\) and \(\rho(\gamma_2)\) share a common part containing the ending points of \(\gamma_1^c\) and \(\rho(\gamma_2)^c\), and separate (on both sides) that \(\gamma_1\) is to the left of \(\rho(\gamma_2)\), see Figs. 26 and 27. So by Lemma 2.14, we get a common pair from \(m\) to \(n'\). Note that, because in each case, the common part does not contain punctures, the induced common pair does not contain special end letters.

Conversely, for any common pair ((\(i, j\), (\(h, l\))) from \(m\) to \(n'\) which does not contain any special end letters, it gives a common part of \(\gamma_1\) and \(\rho(\gamma_2)\) which does not contain punctures, with separating (on both sides) that \(\gamma_1\) is same with or to the left of \(\rho(\gamma_2)\). There are two cases.

- \((h, l)\) intersects \((p, q)\), then this gives a common part between \(\gamma_1\) and \(\gamma_2\) with separating \(\gamma_1\) is to the left of \(\gamma_2\) because \(\gamma_2\) is to the right of \(\rho(\gamma_2)\), which induces a black intersection from \(\gamma_1\) to \(\gamma_2\) of type I.
- \((h, l)\) does not intersect \((p, q)\). Without loss of generality, assume \((h, l)\) is included in \([q, s + 1]\), which implies that \(h = q\) by checking the cases in Fig. 17. Then we are in...
one of the situations in Figs. 23 and 24 where \( a = 1 \) and \( b = 2 \), that is, we get a black intersection from \( \gamma_1 \) to \( \gamma_2 \) of type II or III.

By construction, the above two maps are mutually inverse. Thus, we finish the proof.

For any \( J \in H_{0}^{m,n'} \), since it does not contain any special end letters, we have \( A_J = k \). Then \( N_{\kappa_1} = k = N_{\kappa_2} \) as \( A_J \)-modules. So \( \dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}) = 1 \). Hence, by Lemma 4.15, we have

\[
\text{Int}^\bullet(\gamma_1, \gamma_2) = \sum_{J \in H_{0}^{m,n'}} \dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}).
\] (4.5)

Let

\[
\mathcal{P}_1(\gamma_1, \gamma_2) = \{(t_1, t_2) \in \mathcal{P}(\gamma_1, \gamma_2) \mid \gamma_1|_{t_1 \to (1-t_1)} \sim \gamma_2|_{t_2 \to (1-t_2)} \},
\]

and

\[
\mathcal{T}_1((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = \{(t_1, t_2) \in \mathcal{P}_1(\gamma_1, \gamma_2) \mid \kappa_1(t_1) \neq \kappa_2(t_2) \}.
\]

**Lemma 4.16** There is a bijection between \( \mathcal{P}_1(\gamma_1, \gamma_2) \) and \( H_{1}^{m,n'} \).

**Proof** This directly follows from Lemma 2.14.

For any \( (t_1, t_2) \in \mathcal{P}_1(\gamma_1, \gamma_2) \), denote by \( J \) the corresponding common pair in \( H_{1}^{m,n'} \). Then \( A_J = k[x]/(x^2 - x) \) and \( N_{\kappa_1} = k_{\kappa_1(t_1)} \) and \( N_{\kappa_2} = k_{1-\kappa_2(t_2)} \) as \( A_J \)-modules. Using the formula (2.1), we have

\[
\dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}) = \begin{cases} 
1 & \text{if } (t_1, t_2) \in \mathcal{T}_1((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)), \\
0 & \text{otherwise}.
\end{cases}
\]

Hence, by Lemma 4.16, we have

\[
|\mathcal{T}_1((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))| = \sum_{J \in H_{1}^{m,n'}} \dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}).
\] (4.6)
Let
\[ \mathcal{P}_2(\gamma_1, \gamma_2) = \{(t_1, t_2) \in \mathcal{P}(\gamma_1, \gamma_2) \mid \gamma_1|_{t_1} \sim \gamma_2|_{t_2}, \gamma_1(1-t_1) = \gamma_2(1-t_2) \in \mathcal{P}\}, \]
and
\[ \mathcal{P}_2^*(\gamma_1, \gamma_2) = \mathcal{P}_2(\gamma_1, \gamma_2) \cap \mathcal{P}_1^*(\gamma_1, \gamma_2). \]
Note that for each \((t_1, t_2) \in \mathcal{P}_2, (1-t_1, 1-t_2)\) is also in \(\mathcal{P}_2\), with one of which being black from \(\gamma_1\) to \(\gamma_2\) while the other one being black from \(\gamma_2\) to \(\gamma_1\). So if the set \(\mathcal{P}_2\) is not empty, it contains exactly one black punctured intersection, say \((t, \gamma)\).

In the case that \(P_2\) is empty, there are no common pairs in \(H^2_{m,n'}\) (which is the one standing for the identity between \(m\) or its inverse and \(n = n'\)). So we have \(A_J = k(x, y)/(x^2 - x, y^2 - y)\) and \(N_{\kappa_1} = k_{1-\kappa_2(t_2),1-\kappa_2(1-t_2)}\) as \(A_J\)-modules. Using formula (2.2), we have
\[ \dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}) = \begin{cases} 1 & \text{if } (t_1, t_2) \in \mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)), \\ 0 & \text{otherwise}, \end{cases} \]
where
\[ \mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) := \{(t_1, t_2) \in \mathcal{P}_2^*(\gamma_1, \gamma_2) \mid \kappa_1(t_1) \neq \kappa_2(t_2), \kappa_1(1-t_1) \neq \kappa_2(1-t_2)\} \]
is the set of the black tagged intersections from \((\gamma_1, \kappa_1)\) to \((\gamma_2, \kappa_2)\). Hence, we have
\[ |\mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))| = \sum_{J \in H^2_{m,n'}} \dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}) \] (4.7)
In the case that \(\mathcal{P}_2\) is empty, there are no common pairs in \(H^2_{m,n'}\). So we also have equation (4.7).

By definition, we have
\[ |\mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))| = |\mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))| + |\mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))|; \]
by Theorem 4.8, we have
\[ \dim_k \text{Hom}_{A}(M(m, N_{\kappa_1}), M(n', N_{\kappa_2})) = \sum_{J \in H^2_{m,n'}} \dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}); \]
and by Theorem 3.12, we have
\[ M(\rho(\gamma_2, \kappa_2)) = \tau M(\gamma_2, \kappa_2). \]
Combining these with (4.5), (4.6) and (4.7), we have
\[ \text{Int}^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = \text{Int}^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) + |\mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))| \]
\[ = \text{Int}^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) + |\mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))| + |\mathcal{P}_2^*((\gamma_1, \kappa_1), (\gamma_2, \kappa_2))| \]
\[ = \sum_{J \in H^2_{m,n'}} \dim_k \text{Hom}_{A_J}(N_{\kappa_1}, N_{\kappa_2}) \]
\[ = \dim_k \text{Hom}_{A}(M(m, N_{\kappa_1}), M(n', N_{\kappa_2})) \]
\[ = \dim_k \text{Hom}_{A}(M(\gamma_1, \kappa_1), M(\rho(\gamma_2, \kappa_2))) \]
\[ = \dim_k \text{Hom}_{A}(M(\gamma_1, \kappa_1), \tau M(\gamma_2, \kappa_2)) \]
This finishes the proof of Theorem 4.13 and hence finishes the proof of Theorem 4.3.
5 Tau-tilting theory for skew-gentle algebras

We recall some definitions and notations of \(\tau\)-tilting theory from [1]. For a finite dimensional basic \(k\)-algebra \(\Lambda\), a \(\Lambda\)-module \(M\) is called \(\tau\)-rigid provided
\[
\text{Hom}_{\Lambda}(M, \tau M) = 0.
\]

A \(\tau\)-rigid module \(M\) is called \(\tau\)-tilting if \(M\) is \(\tau\)-rigid and \(|M| = |\Lambda|\), where \(|M|\) denotes the number of non-isomorphic indecomposable direct summands of \(M\). A \(\tau\)-rigid module \(M\) is called \(\tau\)-rigid if \(\text{Ext}_{\Lambda}^1(M, M) = 0\). By the Auslander–Reiten formula, any \(\tau\)-rigid module is rigid.

A pair \((M, P)\) of a \(\Lambda\)-module \(M\) and a projective \(\Lambda\)-module \(P\) is called a \(\tau\)-rigid pair if \(M\) is \(\tau\)-rigid and \(\text{Hom}_{\Lambda}(P, M) = 0\). A \(\tau\)-rigid pair \((M, P)\) is called a support \(\tau\)-tilting pair if \((M, P)\) is \(\tau\)-rigid and \(|M| + |P| = |\Lambda|\). As usual, we say that \((M, P)\) is basic if \(M\) and \(P\) are basic. We shall use the following two results.

**Lemma 5.1** ([1, Corollary 2.13]) A \(\tau\)-rigid pair is support \(\tau\)-tilting if and only if it is maximal with respect to the \(\tau\)-pair property.

**Lemma 5.2** ([1, Proposition 2.3]) A \(\Lambda\)-module \(M\) is support \(\tau\)-tilting if and only if there exists a projective \(\Lambda\)-module \(P\) such that \((M, P)\) is a support \(\tau\)-tilting pair.

Now we apply our results in the previous sections to study the \(\tau\)-tilting theory for the skew-gentle algebra \(A\). We denote by

- \(\text{ind} \tau\)-rigid \(A\): the set of isoclasses of indecomposable \(\tau\)-rigid \(A\)-modules;
- \(\tau\)-rigid \(A\): the set of isoclasses of basic \(\tau\)-rigid \(A\)-modules;
- \(\tau\)-tilt \(A\): the set of isoclasses of basic support \(\tau\)-tilting \(A\)-modules;
- \(\tau\)-rigidp \(A\): the set of isoclasses of basic \(\tau\)-rigid pairs;
- \(\text{s} \tau\)-tiltp \(A\): the set of isoclasses of basic support \(\tau\)-tilting pairs.

Recall that \(\mathbb{P}^\times(S)\) denotes the set of tagged permissible curves (up to inverse) and \(\mathbb{P}^\times(S)\) denotes the set of tagged generalized permissible curves (up to inverse). The set \(T^\times = \mathbb{P}^\times(S) \setminus \mathbb{P}^\times(S)\) is the tagged version of the admissible partial triangulation \(T\).

**Proposition 5.3** There is a bijection
\[
\{((\gamma, \kappa) \in \mathbb{P}^\times(S) \mid \text{Int}((\gamma, \kappa), (\gamma, \kappa)) = 0\} \rightarrow \text{ind} \tau\)-rigid \(A
\]
\[
(\gamma, \kappa) \mapsto M(\gamma, \kappa)
\]

**Proof** By Lemma 2.25, the set \(S\) consists of all of string modules and the band modules which are on the bottom of tubes or in the \(r\)-th level, \(r \geq 2\), of a tube of rank 2. In particular, any indecomposable \(\tau\)-rigid \(A\)-module is in \(S\). Hence we get the required bijection by the bijection in Theorem 2.29 and the formula in Theorem 4.3.

Denote by \(\text{indproj}(A)\) the set of isoclasses of indecomposable projective \(A\)-modules. By Theorem 3.12, we have the following.

**Corollary 5.4** The map \(M\) gives a bijection
\[
\{((\gamma, \kappa) \in \mathbb{P}^\times(S) \mid \rho(\gamma, \kappa) \in T^\times\} \rightarrow \text{indproj}(A).
\]
Definition 5.5 A collection $R$ of tagged generalized permissible curves in $\mathbb{P}^X(S)$ is called a partial generalized dissection of $S$ (with respect to $T$) if
\[
\text{Int}((\gamma_1, \kappa_1), (\gamma_2, \kappa_2)) = 0
\]
for any $(\gamma_1, \kappa_1)$ and $(\gamma_2, \kappa_2)$ in $R$. Denote by $\text{PGD}(S)$ the set of partial generalized dissections of $S$. Let $R \in \text{PGD}(S)$.

1. We call $R$ a generalized dissection of $S$ if it is maximal in $\text{PGD}(S)$. Denote by $\text{GD}(S)$ the set of generalized dissections of $S$.
2. We call $R$ a partial dissection of $S$ if $R \subseteq \mathbb{P}^X(S)$. Denote by $\text{PD}(S)$ the set of partial dissections of $S$.
3. We call $R$ a dissection of $S$ if $R \subseteq \mathbb{P}^X(S)$ and $|R| = |T^X|$, where $|R|$ denotes the number of elements in $R$. Denote by $\text{D}(S)$ the set of dissections of $S$.

Proposition 5.6 There is a bijection
\[
\text{PD}(S) \rightarrow \tau \text{-rigid } A
\]
\[
R \mapsto \bigoplus_{(\gamma, \kappa) \in R} M(\gamma, \kappa)
\]
which restricts to a bijection from $\text{D}(S)$ to $\tau \text{-tilt } A$.

Proof The first bijection follows from Proposition 5.3 and the formula in Theorem 4.3. The second bijection follows from the first one and $|T^X| = |Q_0| + |Sp| = |A|$.

Theorem 5.7 There is a bijection
\[
\text{PGD}(S) \rightarrow \tau \text{-rigidp } A
\]
\[
R \mapsto \left( \bigoplus_{(\gamma, \kappa) \in R \setminus T^X} M(\gamma, \kappa), \bigoplus_{\rho(\gamma, \kappa) \in R \cap T^X} M(\gamma, \kappa) \right)
\]
which restricts to a bijection from $\text{GD}(S)$ to $s\tau \text{-tilt p } A$.

Proof Let $(\gamma, \kappa), (\gamma', \kappa') \in \mathbb{P}^X(S)$ be such that $\rho(\gamma', \kappa') \in T^X$. By the construction of $M(\gamma, \kappa)$ (Construction 2.28), $\text{Int}((\gamma, \kappa), \rho(\gamma', \kappa')) = 0$ if and only if the simple top of the projective module $M(\gamma', \kappa')$ does not occur in the composition series of $M(\gamma, \kappa)$. This is equivalent to $\text{Hom}_A(M(\gamma', \kappa'), M(\gamma, \kappa)) = 0$. So by Corollary 5.4 and Proposition 5.6, we get the first bijection. The second bijection follows from the first one and Lemma 5.1.

We have the following immediate consequences.

Corollary 5.8 Let $R \in \text{PGD}(S)$. Then $R \in \text{GD}(S)$ if and only if $|R| = |T^X|$. In particular, we have $T^X \in \text{GD}(S)$ and $D(S) \subset \text{GD}(S)$.

Proof This follows from Theorem 5.7 and $|T^X| = |A|$.

Corollary 5.9 There is a bijection
\[
\text{GD}(S) \rightarrow \text{s} \tau \text{-tilt } A
\]
\[
R \mapsto \bigoplus_{(\gamma, \kappa) \in R} M([\gamma], \kappa)
\]

Proof This follows from Theorem 5.7 and Lemma 5.2.
Fig. 28 An example of an admissible partial triangulation of a punctured marked surface and the associated quiver with relation

\[
Q^T:\quad \begin{array}{c}
\vcenter{\hbox{\begin{tikzpicture}
\node (1) at (0,0) {$1$};
\node (2) at (2,0) {$2$};
\node (3) at (1,2) {$3$};
\node (4) at (3,2) {$4$};
\node (5) at (4,4) {$5$};
\node (6) at (4,-2) {$6$};
\node (7) at (2,-2) {$7$};
\draw[->] (1) to[bend left] node[above] {$a$} (2);
\draw[->] (2) to[bend left] node[below] {$b$} (1);
\draw[->] (2) to node[above] {$c$} (3);
\draw[->] (3) to node[below] {$d$} (4);
\draw[->] (4) to node[above] {$e$} (5);
\draw[->] (5) to[bend left] node[below] {$f$} (6);
\draw[->] (6) to[bend left] node[above] {$g$} (7);
\draw[->] (7) to node[below] {$h$} (2);
\end{tikzpicture}}}
\end{array}}
\]

\[
R^T = \{ \epsilon_1^2 - \epsilon_1, \epsilon_2^2, ab, ba, ed, hc \}
\]

Fig. 29 Examples of tagged permissible curves and their tagged rotations

6 An example

Let \( S \) be a punctured marked surface as shown in the left picture of Fig. 28, where an admissible partial triangulation \( T \) is given. The four types (I)-(IV) of regions all appear in \( T \). The associated quiver \( Q^T \) is shown in the right picture of Fig. 28 with the relation set \( R^T = \{ \epsilon_1^2 - \epsilon_1, \epsilon_2^2, ab, ba, ed, hc \} \). The corresponding skew-tiling algebra \( A = \Lambda^T \) is a skew-gentle algebra from the skew-gentle triple \( (Q, Sp, I) \) with \( Q = Q^T \setminus \{ \epsilon_1 \}, Sp = \{ 1 \} \) and \( I = R^T \setminus \{ \epsilon_1^2 - \epsilon_1 \} \).

To show a tagged permissible curve \((\gamma, \kappa)\) in a picture, as in [18, 32], we use the symbol \( \times \) on one end of \( \gamma \) to denote the value of \( \kappa \) on this end is 1. The (solid) tagged curves \( \gamma_i^\times = (\gamma_i, \kappa_i), i = 1, 2, 3 \) shown in the left picture of Fig. 29 are all tagged permissible curves, whose tagged rotations \( \rho(\gamma_i^\times) \), \( i = 1, 2, 3 \) are shown in the right picture of Fig. 29.

By Construction 2.28, the indecomposable representations \( M(\gamma_1^\times), M(\gamma_2^\times), M(\gamma_3^\times), M(\rho(\gamma_1^\times)), M(\rho(\gamma_2^\times)) \) and \( M(\rho(\gamma_3^\times)) \) are, respectively, the following.

\( \text{Springer} \)
By Theorem 3.12, we have $M(\rho(\gamma^\times_i)) = \tau M(\gamma^\times_i)$, $i = 1, 2, 3$, and the Auslander–Reiten sequence ending at $M(\gamma^\times_2)$ is

$$
0 \rightarrow M(\rho(\gamma^\times_2)) \rightarrow M(\eta^\times) \rightarrow M(\gamma^\times_2) \rightarrow 0
$$

where $\eta$ is shown in Fig. 30.

The intersection numbers $\text{Int}(\gamma^\times_1, \gamma^\times_3) = 1$, $\text{Int}(\gamma^\times_2, \gamma^\times_3) = 2$, and $\text{Int}(\gamma^\times_3, \gamma^\times_3) = 0$. So by Theorem 4.3, we have

$$
\dim_k \text{Hom}_A(M(\gamma^\times_1), \tau M(\gamma^\times_3)) + \dim_k \text{Hom}_A(M(\gamma^\times_3), \tau M(\gamma^\times_1)) = 1,
$$

$$
\dim_k \text{Hom}_A(M(\gamma^\times_2), \tau M(\gamma^\times_3)) + \dim_k \text{Hom}_A(M(\gamma^\times_3), \tau M(\gamma^\times_2)) = 2,
$$

$$
\dim_k \text{Hom}_A(M(\gamma^\times_3), \tau M(\gamma^\times_3)) + \dim_k \text{Hom}_A(M(\gamma^\times_3), \tau M(\gamma^\times_3)) = 0.
$$

In particular, $M(\gamma^\times_3)$ is an indecomposable $\tau$-rigid $A$-module.

The black intersection numbers are $\text{Int}^*(\gamma^\times_1, \gamma^\times_3) = 1$, $\text{Int}^*(\gamma^\times_2, \gamma^\times_3) = 1$ and $\text{Int}^*(\gamma^\times_3, \gamma^\times_3) = 1$. So by Theorem 4.13, we have

$$
\dim_k \text{Hom}_A(M(\gamma^\times_1), \tau M(\gamma^\times_3)) = 1,
$$

$$
\dim_k \text{Hom}_A(M(\gamma^\times_2), \tau M(\gamma^\times_3)) = 1,
$$

$$
\dim_k \text{Hom}_A(M(\gamma^\times_3), \tau M(\gamma^\times_2)) = 1.
$$

Finally, consider the collection $R$ of tagged generalized permissible curves shown as solid curves in Fig. 31. Because for any two tagged generalized permissible curves in $R$, their
intersection number is 0, we have that \( R \) is a partial generalized dissection of \( S \). Note that \( |R| = 8 = |Q_0^T| + |Sp| = |A| = |T^x| \). So by Corollary 5.8, \( R \) is a generalized dissection of \( S \). Hence by Corollary 5.9, we have that \( \bigoplus_{\gamma^x \in R} M(\gamma^x) \) is a basic support \( \tau \)-tilting \( A \)-module, but not a basic \( \tau \)-tilting module (because \( R \cap T^x \neq \emptyset \)).
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