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Abstract

We show that that the stochastic 3D primitive equations with either the physical boundary conditions or Neumann boundary conditions on the top and bottom and Dirichlet boundary condition on the sides driven by multiplicative gradient-dependent white noise have unique maximal strong solutions both in stochastic and PDE sense under certain assumptions on the growth of the noise. For the latter boundary conditions global existence is established using an argument based on decomposition of vertical velocity to barotropic and baroclinic modes and an iterated stopping time argument. An explicit example of non-trivial infinite dimensional noise depending on the vertical average of the horizontal gradient of horizontal velocity is presented.
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1 Introduction

The primitive equations are one of the fundamental models in geophysical fluid dynamics. They can be derived from the Navier-Stokes equations using the hydrostatic approximation and the Boussinesq approximation, see e.g. [46] or [50]. In 3D, the primitive equations of the ocean perturbed by a multiplicative white noise read as

\[
\begin{align*}
\partial_t v + (v \cdot \nabla) v + w \partial_z v + \frac{1}{\rho_0} \nabla p + f \times v - \mu_v \Delta v - \nu_v \partial_{zz} v &= F_v + \sigma_1 (v, \nabla_3 v, T, \nabla_3 T) \dot{W}_1, \\
\partial_t p &= -\rho g, \\
\text{div } v + \partial_z w &= 0, \\
\partial_t T + (v \cdot \nabla) T + w \partial_z T - \mu_T \Delta T - \nu_T \partial_{zz} T &= F_T + \sigma_2 (v, \nabla_3 v, T, \nabla_3 T) \dot{W}_2, \\
\rho &= \rho_0 (1 - \beta_T (T - T_r)),
\end{align*}
\]

where \(v = (v_1, v_2)\), \(w\), \(T\), \(p\), \(\rho\) are the horizontal velocity, vertical velocity, temperature, salinity, pressure and density, respectively, \(f\) represents the Coriolis acceleration, \(g\) is gravity and the coefficients \(\mu_v, \nu_v\) and \(\mu_T, \nu_T\) are the horizontal and vertical viscosity and heat diffusion coefficients, respectively. The system is driven by deterministic non-autonomous forces \(F_v, F_T\) and stochastic terms with multiplicative white noise in time. The primitive equations usually contain salinity as well. However, it is omitted here since it does not introduce any additional mathematical problems.

Motivated by the papers [5, 6, 7, 11, 12, 43, 44], where stochastic Navier-Stokes equations with noise term depending on the gradient of velocity are considered, we aim to establish global well-posedness of the 3D stochastic primitive equations with a gradient-dependent noise. For physical justification of such noise terms see [12, 43] and the references.
therein. A similar result has been established in [21] for 2D stochastic primitive equations with only mild assumptions on the noise term.

A rigorous mathematical treatment of the primitive equations started in [40, 41] where global existence of weak solutions has been established. In 2007, the global existence of strong solutions was shown by [10, 36, 37] with different boundary conditions and assumptions on the regularity of the domain. Recent results include global well-posedness in $L^p$ spaces [30] and global existence of models with partial diffusivity and/or viscosity, see the review paper [38] and a related result [31].

The existence theory for the 3D stochastic primitive is slightly less developed. In [28] global existence of pathwise (i.e. strong in stochastic sense) strong (in PDE sense) solutions of primitive equations driven by additive noise in the setting of [10] has been established. The existence of maximal pathwise strong solutions for primitive equations with so-called physical boundary conditions, that is the setting of e.g. [37], driven by multiplicative noise has been established in [14] with the assumptions

$$\sigma \in \text{Lip}(H, L_2(U, H)) \cap \text{Lip}(V, L_2(U, V)) \cap \text{Lip}(D(A), L_2(U, D(A))),$$

where $U$ is the reproducing kernel Hilbert space of the cylindrical Wiener process $W$ and $L_2(X, Y)$ and Lip$(X, Y)$ are the spaces of all Hilbert-Schmidt operators and Lipschitz continuous mappings from $X$ to $Y$, respectively, for Hilbert spaces $X$ and $Y$. The spaces $H$ and $V$ are defined in Section 2.2. The maximal existence result has been later expanded to global well-posedness in [15] with noise term $\sigma$ satisfying

$$\sigma \in \text{Lip}(H, L_2(U, H)) \cap \text{Lip}(V, L_2(U, V)) \cap \text{Lip}(V, L_2(U, D(A))).$$

Clearly, the assumption (1.7) excludes noise terms depending on gradients. Other results include existence of invariant measures [24], large deviations principle [16] and Markov selections result [17], both under the assumption (1.7).

We present two results. First, we show local existence and uniqueness of maximal pathwise strong solutions to the stochastic 3D primitive equations (1.1)-(1.5) for a general class of noise terms $\sigma$ assuming that the growth of $\sigma$ w.r.t. to the gradient is sufficiently small, see Theorem 2.5 and Example 1 in Section 2.5. In particular using the notation above we require

$$\sigma \in \text{Lip}(V, L_2(U, H)) \cap \text{Lip}(D(A), L_2(U, V))$$

with explicit control of some of the growth constants involved. This result holds both for the boundary conditions from [15] and the physical boundary conditions from e.g. [14]. Secondly, considering the boundary conditions from [15] we establish global existence for a smaller class of noise terms still allowing the presence of e.g. vertical average of horizontal gradients of vertical velocity, see Theorem 2.6 and Example 2 in Section 2.5. Similarly as above we require that $\sigma$ satisfies (1.8) together with explicit control of additional constants resulting from the decomposition technique of [10]. The maximal existence result is obtained by an adjustment of the technique from [14], while the global existence result relies on the decomposition method of [10] combined with an iterated version of the stopping time argument from [15] and the stochastic Gronwall lemma from [27].
The maximal existence result directly improves the one in [14] to a less regular noise terms and provides additional information about stochastic integrability of the solutions. Although the higher integrability is more or less a cosmetic improvement by itself, it is necessary for the global existence argument of [10] to go through. Since the argument closely follows the method from [14], we provide details mostly in the parts where the different regularity of the noise term plays any role and in parts omitted from [14] where we believe that a more detailed exposition might be in order, in particular in the proof of the blow-up of maximal solutions.

The global existence result directly improves the well-posedness results for both the additive noise [28] and for the multiplicative noise [15] to a less regular noise setting. A well-posedness result for stochastic 3D primitive equations with non-homogeneous physical boundary conditions and varying topography, which is the setting of [37] in the deterministic case, and possibly gradient dependent noise still remains an open problem. Global existence of martingale weak solutions in this setting has been established in [26].

The proof of the existence of global solutions differs from the corresponding proofs for stochastic Navier-Stokes Equations, see [7] and/or [44]. In those papers the global solutions are constructed directly without using local solutions. Moreover, we only use the classical Skorokhod Theorem [13, Theorem 2.4] without invoking a generalization to nonmetric spaces as it has been done in [7].

The rest of the paper is organized as follows: In Section 2 we recall the standard reformulation of the primitive equations, define the necessary function spaces, operators and the various notions of solutions. We also state the main results and provide explicit examples of admissible noise terms. In Section 3 we establish the maximal existence result. Section 4 consists of the proof of global well-posedness and necessary apriori estimates in the spirit of [10]. In the Appendix the reader can find a version of the Itô Lemma used in Sections 3 and 4.

2 Mathematical setting

2.1 Reformulation of the problem

Let \( \mathcal{M}_0 \subseteq \mathbb{R}^2 \) be a bounded domain with \( C^2 \) boundary and let \( \mathcal{M} = \mathcal{M}_0 \times (-h, 0) \) for \( h > 0 \) fixed. The boundary \( \partial \mathcal{M} \) is partitioned into the the top part \( \Gamma_i \), the lateral part \( \Gamma_l \) and the bottom part \( \Gamma_b \) defined respectively by

\[
\Gamma_i = \overline{\mathcal{M}_0} \times \{0\}, \quad \Gamma_l = \partial \mathcal{M}_0 \times (-h, 0), \quad \Gamma_b = \overline{\mathcal{M}_0} \times \{-h\}.
\]

We emphasize that the operators \( \text{div}, \nabla \) and \( \Delta \) are acting only on the horizontal coordinates, i.e. for a sufficiently smooth function \( v : \mathcal{M} \to \mathbb{R}^2 \)

\[
\text{div} \, v = \partial_x v_1 + \partial_y v_2, \quad \nabla v = \begin{pmatrix} \partial_x v_1 & \partial_y v_2 \\ \partial_x v_2 & \partial_y v_2 \end{pmatrix}, \quad \Delta v = \begin{pmatrix} \partial_{xx} v_1 + \partial_{yy} v_1 \\ \partial_{xx} v_2 + \partial_{yy} v_2 \end{pmatrix}.
\]

The full gradient will be denoted by \( \nabla_3 \). For simplicity of the notation we will sometimes use \( \partial_1 \) and \( \partial_2 \) instead of \( \partial_x \) and \( \partial_y \).
The primitive equations (1.1)–(1.5) are supplemented by the initial conditions
\[ v(0) = v_0, \quad T(0) = T_0, \]
and the following boundary conditions
\[ \text{on } \Gamma_i : \quad \partial_z v = 0, \quad w = 0, \quad \nu \partial_z T + \alpha T = 0, \]
\[ \text{on } \Gamma_l : \quad v = 0, \quad w = 0, \quad \partial_h T = 0, \]
\[ \text{on } \Gamma_b : \quad \partial_z v = 0, \quad w = 0, \quad \partial_z T = 0. \]

where \( \vec{n}_H \in \mathbb{R}^2 \) is the horizontal part of the outer unit normal to \( \partial \mathcal{M} \). The maximal existence result in Theorem 2.5 will also hold for the physical boundary conditions, see Section 2.5, since the problem can be formulated in the same abstract functional way.

Following a standard argument, see [47, Section 2.1], we may reformulate equations (1.1)–(1.5) as follows
\[
\begin{align*}
\partial_t v + (v \cdot \nabla) v + w(v) \partial_z v + \frac{1}{\rho_0} \nabla p_S - \beta_T g \nabla \int_0^z T \, dz' + f \vec{k} \times v \\
- \mu_v \Delta v - \nu_v \partial_{zz} v &= F_v + \sigma_1 (v, \nabla v, T, \nabla T) \hat{W}_1, \\
\text{div} \int_{-h}^0 v(x, y, z') \, dz' &= 0, \\
\partial_t T + (v \cdot \nabla) T + w \partial_z T - \mu_T \Delta T - \nu_T \partial_{zz} T &= F_T + \sigma_2 (v, \nabla v, T, \nabla T) \hat{W}_2,
\end{align*}
\]

where
\[
\begin{align*}
w(v)(x, y) &= -\int_{-h}^{z} \text{div} v(x, y, z') \, dz' \quad (2.4) \\
p_S &= p - P, \quad P = P(T) = g \int_{z}^{0} \rho \, dz', \quad (2.5) \\
\rho &= \rho_0 (1 - \beta_T (T - T_r)), \quad (2.6)
\end{align*}
\]
and \( p_S \) is the surface pressure. Here we interpret \( \vec{k} \times v = \vec{k} \times (v_1, v_2) = (-v_2, v_1) \). A given number \( T_r \) is the reference value of the temperature.

We remark that in what follows we will be considering only the couple of prognostic variables \( U = (v, T) \) since the remaining diagnostic variables \( w, p, \rho \) can be inferred from the prognostic variables using the equations (2.4), (2.5) and (2.6) and the hydrostatic Helmholz-Leray projection \( P_H \) defined below. We will sometimes write \( U = (U_1, U_2) \) instead of \( U = (v, T) \). Also, for simplicity, we will from now on assume that \( \mu_v = \mu_t \equiv \mu \) and \( \nu_T = \nu_v \equiv \nu \).

### 2.2 Function spaces and operators

For \( p \in [1, \infty] \) we will denote the Lebesgue spaces on the domain \( \mathcal{M} \) by \( L^p = L^p (\mathcal{M}) \).
Let us define
\[ V_1 = \left\{ v \in C^\infty (\overline{\mathcal{M}}; \mathbb{R}^2) \mid \text{div} \int_{-h}^{0} v \, dz' = 0, v = 0 \text{ in some neighbourhood of } \Gamma_i \right\}, \]
\[ V_2 = C^\infty (\overline{\mathcal{M}}), \quad V = V_1 \times V_2. \]

Let \( H_1 \) and \( H_2 \) be the closure of \( V_1 \) and \( V_2 \) in \( L^2 (\mathcal{M}; \mathbb{R}^2) \) and in \( L^2 (\mathcal{M}) \), respectively, and let \( H = H_1 \times H_2 \). Equipped with the inner product of \( L^2 (\mathcal{M}; \mathbb{R}^3) \), the space \( H \) is a separable Hilbert space. The norms and the inner products on \( H \) and \( (\cdot \cdot) \) below. The projection \( \text{P} \) denotes the Lebesgue measure on \( M \).

Remark that by e.g. [1, Theorem 3.3] the Poincaré inequality implies the equivalence of norm \( \| \cdot \| \) holds for \( v \in V_1 \), which implies the equivalence of norm \( \| u \| \simeq |\nabla u| \). Finally, let \( V(2) \) be the closure of \( V \) in \( H^2 (\mathcal{M}; \mathbb{R}^3) \) equipped with the inner product of \( H^2 (\mathcal{M}; \mathbb{R}^3) \).

Let \( a : V \times V \to \mathbb{R}, a_i : V_i \times V_i \to \mathbb{R} \) be the bilinear forms defined by
\[
\begin{align*}
  a_1 (v, v') &= \int_{\mathcal{M}} \mu \nabla v \cdot \nabla v' + \nu \partial x v \partial x v' \, d\mathcal{M}, \quad v, v' \in V_1, \\
  a_2 (T, T') &= \int_{\mathcal{M}} \mu \nabla T \cdot \nabla T' + \nu \partial x T \partial x T' + \alpha \int_{\Gamma_i} TT' \, d\Gamma_i, \quad T, T' \in V_2, \\
  a_1 (u, u') &= a_1 (v, v') + a_2 (T, T'), \quad U, U' \in V,
\end{align*}
\]

where \( d\mathcal{M} = dx \, dy \, dz \) denotes the Lebesgue measure on \( \mathcal{M} \). In a similar fashion we will denote the Lebesgue measure on \( \mathcal{M} \) by \( d\mathcal{M}_0 \), therefore \( d\mathcal{M}_0 = dx \, dy \). By [41, Lemma 2.4], the forms \( a \) and \( a_i \) are continuous and coercive, that is \( a \) and \( a_i \) satisfy
\[
\begin{align*}
  a (U, U^2) &\leq C \| U \| \| U^2 \|, \quad a (U, U) \geq c \| U \|^2, \quad U, U^2 \in V, \\
  a_i (U_i, U_i^2) &\leq C \| U_i \| \| U_i^2 \|, \quad a_i (U_i, U_i) \geq c \| U_i \|^2, \quad U_i, U_i^2 \in V_i.
\end{align*}
\]

By the Riesz Theorem there exists isomorphisms \( \hat{A} : V \to V' \) and \( \hat{A}_i : V_i \to V_i' \). The unbounded operators \( A : H \to H \) and \( A_i : H_i \to H_i \) are defined by
\[
\begin{align*}
  D(A) &= \left\{ U \in V \mid \hat{A} U \in H \right\}, \\
  D(A_i) &= \left\{ U_i \in V_i \mid \hat{A}_i U_i \in H_i \right\}, \\
  AU &= \hat{A} U, \quad U \in D(A), \\
  A_i U_i &= \hat{A}_i U_i, \quad U_i \in D(A_i).
\end{align*}
\]
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The operator $A$ is called the hydrostatic Stokes operator. By \[11\] Lemma 2.4, see also Section VI.\[82\], the operators $A$ and $A_1$ are self-adjoint and the inverse operators $A^{-1} : V' \to V$ and $A_1^{-1} : V_1' \to V$ are compact. By a standard argument there exists an increasing sequence of positive eigenvalues $\{\lambda_k\}_{k=1}^{\infty}$ and a corresponding orthonormal basis consisting of eigenvectors $\{h_k\}_{k=1}^{\infty}$ of $A$. Let us recall that the fractional power $A^s$, for $s > 0$, of $A$ is defined by

$$D(A^s) = \left\{ U \in H : \sum_{k=1}^{\infty} \lambda_k^{2s} ||(U, h_k)|| < \infty \right\}, \quad A^s U = \sum_{k=1}^{\infty} \lambda_k^s (U, h_k) h_k, \text{ for } U \in D(A^s).$$

For $s > 0$ let us put

$$|U|_s = |A^s U| = \left( \sum_{k=1}^{\infty} \lambda_k^{2s} ||(U, h_k)||^2 \right)^{1/2}.$$

We have $D\left(A^{1/2}\right) = V$ and $||U|| = |U|_1$. For $n \in \mathbb{N}$ let $H^n = \text{span}\{h_1, h_2, \ldots, h_n\}$. Let $P_n : H \to H^n$ and $Q_n = I - P_n$ denote the canonical projection operator and its complement. Note that for $0 < s_1 < s_2$ the following Poincaré type inequalities holds

$$|P_n U|_{s_2} \leq \lambda_{n}^{s_2-s_1} |P_n U|_{s_1}, \quad |Q_n U|_{s_1} \leq \lambda_{n}^{-(s_2-s_1)} |Q_n U|_{s_2}, \quad U \in D(A^{s_2}). \quad (2.7)$$

For a proof of (2.7) see e.g. \[27\] Lemma 2.1.

Let $b : V \times V \times V_{(2)} \to \mathbb{R}$ be the trilinear form defined by

$$b(U, U^2, U^\flat) = \left( P_H \left( v \cdot \nabla w^\flat + w(v) \partial_2 v^\flat \right), U^\flat \right), \quad U, U^2 \in V, U^\flat \in V_{(2)}.$$

Similarly as in \[47\] Lemma 2.1 and Lemma 3.1] we may show that $b$ is continuous on $V \times V \times V_{(2)}$ and $V \times V_{(2)} \times V$ and satisfies the following anti-symmetry property

$$b\left(U, U^2, U^\flat\right) = -b\left(U, U^\flat, U^2\right), \quad U, U^2, U^\flat \in V \text{ and } U^2 \text{ or } U^\flat \in V_{(2)}. \quad (2.8)$$

Moreover, $b$ satisfies the estimates

$$|b\left(U, U^2, U^\flat\right)| \leq c_0 ||v|| ||U^2||_{H^2} ||U^\flat||, \quad U, U^2 \in V, U^\flat \in V_{(2)}, \quad (2.9)$$

$$|b\left(U, U^2, U^\flat\right)| \leq c_0 ||v||^{1/2} ||U||^{1/2} ||U^2||^{1/2} ||U^\flat||^{1/2} \quad U, U^2 \in V_{(2)}, U^\flat \in H, \quad (2.10)$$

and for $U, U^2 \in V_{(2)}, U^\flat \in H$ we have

$$|b\left(U, U^2, U^\flat\right)| \leq c_0 ||U^\flat|| \left( ||v||_{L^6} ||U^2||^{1/2} ||U^\flat||^{1/2} + ||v||^{1/2} ||v||_{H^2} ||\partial_2 U^2||^{1/2} ||\partial_2 U||^{1/2} \right). \quad (2.11)$$

Note that the anti-symmetry property (2.8) implies that

$$b\left(U, U^2, U^\flat\right) = 0 \quad \text{for all } U \in V, U^2 \in V_{(2)}. \quad (2.12)$$
We associate a bilinear operator $B : V \times V \to V'_{(2)}$ to the trilinear form $b$ by

$$(B(U, U^\sharp), U^\flat) = b(U, U^\sharp, U^\flat), \quad U, U^\sharp \in V, U^\flat \in V'_{(2)},$$

and as usual we write $B(U) = B(U, U)$. By the anti-symmetry property (2.8) one can also assume that $B : V \times V_{(2)} \to V'$. We remark that by (2.9) and (2.10), respectively, the operator $B$ is continuous as a map from $V \times V_{(2)}$ to $V'$ and from $V_{(2)} \times V_{(2)}$ to $H$.

Following the notation of [14] we define the operators $A_{\text{pr}} : V \to H$ and $E : H \to H$ by

$$A_{\text{pr}} U = P_H \left( -\beta_T g \nabla \int_0^T d\gamma \right), \quad E U^\sharp = P_H \left( \sum K \times U^\sharp \right), \quad U \in V, U^\sharp \in H.$$  

Let $F_U$ be a progressively measurable process such that for all $t > 0$ we have

$$F_U = P_H \left( \frac{F_U}{F_T} \right) \in L^2 \left( \Omega, L^2(0, t; H) \right).$$  

Let

$$F(U) = A_{\text{pr}} U + E U - F_U, \quad U \in V.$$  

Then $F : L^2(0, t; V) \to L^2(0, t; H)$ satisfies the linear growth condition

$$\int_0^t |F(U)|^2 \, ds \leq C \left( \|F_U\|^2_{L^2(0, t; H)} + \int_0^t \|U\|^2 \, ds \right) \quad \text{for all } t > 0,$$

and the Lipschitz continuity condition

$$|F(U) - F(U^\sharp)| \leq C \|U - U^\sharp\|, \quad U, U^\sharp \in V.$$  

Sometimes we will include the $L^2(0, t; H)$-norm of $F_U$ in $F(U)$ in the constant $C = C_t$.

Let $\overline{H}$ and $\overline{V}$ be the Hilbert space defined by

$$\overline{H} = \left\{ v \in L^2(\mathcal{M}_0; \mathbb{R}^2) \mid \text{div } v = 0 \text{ in } \mathcal{M}_0, v \cdot \nu = 0 \text{ on } \partial \mathcal{M}_0 \right\},$$  

$$\overline{V} = \left\{ v \in H^1(\mathcal{M}_0; \mathbb{R}^2) \cap H \mid v = 0 \text{ on } \partial \mathcal{M}_0 \right\}.$$  

The space $\overline{H}$ is equipped with the inner product of $L^2(\mathcal{M}_0, \mathbb{R}^2)$. On $\overline{V}$ we assume the inner product given by

$$(u, v)_\overline{V} = \mu \int_{\mathcal{M}_0} \nabla u \cdot \nabla v \, d\mathcal{M}, \quad u, v \in \overline{V}.$$  

We will denote the norms on $\overline{H}$ and $\overline{V}$ by $| \cdot |$ and $\| \cdot \|$, respectively, if there is no ambiguity.

Let $A_S : D(A_S) \to \overline{H}$ be the 2D Stokes operator with Dirichlet boundary condition. It is well known that $A_S$ is a self-adjoint operator and by the result from [22] we have the equivalence of norms

$$|A_S v| \simeq \|v\|_{H^2(\mathcal{M}_0, \mathbb{R}^2)}, \quad v \in D(A_S).$$
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Let $\mathcal{A}_2$ and $\mathcal{A}_3$ be the averaging operators defined for $v : \mathcal{M} \rightarrow \mathbb{R}^2$ by
\[
(\mathcal{A}_2v)(x, y) = \frac{1}{h} \int_{-h}^{0} v(x, y, z') \, dz', \quad (\mathcal{A}_3v)(x, y, z) = (\mathcal{A}_2v)(x, y),
\]
(2.17)
It is straightforward to check that $\|\mathcal{A}_3\|_{L(H_1)} \leq 1$ and $\|\mathcal{A}_2\|_{L(H_1, \mathcal{H})} \leq h^{-1/2}$. Also let $\mathcal{R} = I - \mathcal{A}_3$. Then clearly $\mathcal{R} : H_1 \rightarrow H_1$ and $\|\mathcal{R}\|_{L(H_1)} \leq 2$. Moreover, since the spaces $H$ and $\mathcal{T}$ have the norm of $L^2(\mathcal{M}; \mathbb{R}^2)$ and $L^2(\mathcal{M}_0; \mathbb{R}^2)$, respectively, we observe that the operators $\mathcal{A}_2$, $\mathcal{A}_3$ and $\mathcal{R}$ remain bounded also if considered with $L^2(\mathcal{M})$ and $L^2(\mathcal{M}_0)$ in place of $H_1$ and $\mathcal{T}$, respectively.

Let us observe that $\Phi = Av + \mathcal{R}v$ for $v \in H_1$. Moreover, following [23] one has
\[
P_{H_1}v = P_{\mathcal{T}}Av + \mathcal{R}v, \quad v \in L^2(\mathcal{M}, \mathbb{R}^2),
\]
where $P_{\mathcal{T}}$ is the standard 2D Helmholtz-Leray projection on $L^2(\mathcal{M}_0; \mathbb{R}^2)$.

Let $\mathcal{U}$ be an auxiliary Hilbert space with an orthonormal basis $\{e_k\}_{k=1}^{\infty}$ and let $\sigma : \mathcal{U} \rightarrow L_2(\mathcal{U}, H)$ be defined by
\[
\sigma(U) = P_{H} \left( \sigma_1(v, \nabla v, T, \nabla T) \right), \quad U = (v, T) \in \mathcal{U}.
\]
For simplicity we will from now on write $\sigma_1(U)$ instead of $\sigma_1(v, \nabla v, T, \nabla T)$. With a slight abuse of notation, let us define the operator $\mathcal{A}_2\sigma_1 : \mathcal{U} \rightarrow L_2(\mathcal{U}, H)$ by
\[
(\mathcal{A}_2\sigma_1)(U)\zeta = \mathcal{A}_2(\sigma_1(U)\zeta), \quad U \in \mathcal{U}, \zeta \in \mathcal{U},
\]
and similarly for $\mathcal{A}_3$ and $\mathcal{R}$.

We will consider two sets of assumptions on the noise term $\sigma$. The assumptions can be naturally extended to time-dependent functions $\sigma$.

1. First, for the local existence, we assume that $\sigma$ considered as a mapping from $\mathcal{U}$ to $H$ and from $D(A)$ to $H$ is continuous and satisfies the following sub-linear growth conditions
\[
\|\sigma(U)\|_{L_2(U,H)}^2 \leq C \left( 1 + |U|^2 \right) + \eta_0 \|U\|^2, \quad U \in \mathcal{U}, \quad (2.18)
\]
\[
\|\sigma(U)\|_{L_2(U,V)}^2 \leq C \left( 1 + \|U\|^2 \right) + \eta_1 |AU|^2, \quad U \in \mathcal{U}_2, \quad (2.19)
\]
for some $\eta_j > 0$, where $L_2(K, L)$ denotes the space of Hilbert-Schmidt operators from a Hilbert space $K$ to another Hilbert space $L$. Moreover, for the local uniqueness in Proposition [3.5] and the maximal existence in Theorem [2.5] we assume that $\sigma$ is Lipschitz continuous and satisfies
\[
\|\sigma(U) - \sigma(U^2)\|_{L_2(U,H)}^2 \leq C \|U - U^2\|^2, \quad U, U^2 \in \mathcal{V}, \quad (2.20)
\]
\[
\|\sigma(U) - \sigma(U^2)\|_{L_2(U,V)}^2 \leq C \|U - U^2\|^2 + \gamma |AU - AU^2|^2, \quad U, U^2 \in \mathcal{V}_2, \quad (2.21)
\]
for some $\gamma > 0$.  
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2. Secondly, for the global existence, we assume that for \( U = (v, T) \in V(2) \) the functions \( \sigma_i \) moreover satisfy the following inequalities for some \( \eta_i > 0 \):

\[
\sum_{k=1}^{\infty} |\mathcal{R}_1 \sigma_1 (U) e_k|^2 \leq C \left( 1 + |\mathcal{R} v|^2 \right) \left( 1 + \| U \|^2 \right),
\]

\[
\sum_{k=1}^{\infty} |\sigma_2 (U) e_k|^2 \leq C \left( 1 + |T|^2 \right) \left( 1 + \| U \|^2 \right),
\]

\[
\| \mathcal{A}_2 \sigma_1 (U) \|_{L^2 (U, \mathcal{V})}^2 \leq C \left( 1 + \| U \|^2 \right) + \eta_2 \| A_s \mathcal{A}_2 \nu \|_{\mathcal{P}}^2.
\]

\[
\| \partial_s \sigma_1 (U) \|_{L^2 (U, L^2)}^2 \leq C \left( 1 + \| U \|^2 \right) + \eta_3 \| \nabla_3 \partial_s U \|^2.
\]

Let \( X \) and \( Y \) be Banach spaces and let \( \text{Lip}(X, Y) \) denote the set of all Lipschitz continuous maps from \( X \) to \( Y \). Recalling that the space of Hilbert-Schmidt operators have the ideal property, we observe that

\[
\mathcal{A}_2 \sigma_1 \in \text{Lip} \left( V, L_2 (U, H_f) \right) \cap \text{Lip} \left( D(A), L_2 (U, H^1 (M_0)) \right),
\]

\[
\mathcal{A}_3 \sigma_1, \mathcal{R} \sigma_1 \in \text{Lip} \left( V, L_2 (U, H) \right) \cap \text{Lip} \left( D(A), L_2 (U, H^1 (M)) \right).
\]

Let us also recall the definitions of Sobolev spaces with fractional time derivative, see e.g. [IS]. Let \( X \) be a separable Hilbert space and let \( t > 0, p > 1 \) and \( \alpha \in (0, 1) \). We define

\[
W^{\alpha, p}(0, t; X) = \left\{ u \in L^p(0, t; X) \mid \int_0^t \int_0^t \frac{|u(s) - u(r)|^p_X}{|s - r|^{1+\alpha p}} \, dr \, ds < \infty \right\}
\]

and equip it with the norm

\[
\| u \|_{W^{\alpha, p}(0, t; X)}^p = \int_0^t |u(s)|^p_X \, ds + \int_0^t \int_0^t \frac{|u(s) - u(r)|^p_X}{|s - r|^{1+\alpha p}} \, dr \, ds.
\]

### 2.3 Stochastic preliminaries

Let \( \mathcal{S} = (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}) \) be a stochastic basis\(^1\) with filtration \( \mathbb{F} = (\mathcal{F}_t)_{t \geq 0} \). Let \( \mathcal{U} \) be a separable Hilbert space and let \( W \) be an \( \mathbb{F} \)-adapted cylindrical Wiener process with reproducing kernel Hilbert space \( \mathcal{U} \) on \( \mathcal{S} \). Let \( \{ e_k \}_{k=1}^{\infty} \) be an orthonormal basis of \( \mathcal{U} \). Let \( X \) be another separable Hilbert space and assume that \( \Phi \in L^2 (\Omega, L^2 (0, T; L_2 (U, X))) \). Recall that the stochastic integral w.r.t. a cylindrical Wiener process \( W \) is defined by

\[
\int_0^T \Phi \, dW = \sum_{k=1}^{\infty} \int_0^T \Phi e_k \, dW^k,
\]

where \( W^k \) are independent one dimensional Wiener processes on \( \mathcal{S} \) such that formally \( W = \sum_{k=1}^{\infty} e_k W_k \), see e.g. [IS, Section 4]. The definition of the stochastic integral can be extended to processes satisfying

\[
\int_0^T \| \Phi \|^2_{L_2 (U, X)} \, dt < \infty \quad \mathbb{P}\text{-almost surely.}
\]

\(^1\) In the whole text we always assume that the stochastic bases satisfy the usual conditions.
For more details see e.g. [13, Section 4].

We will often use the Burkholder-Davis-Gundy inequality

\[
\mathbb{E} \sup_{t \in [0,T]} \left| \int_0^t \Phi \, dW \right|^r_X \leq C_{BDG,r} \mathbb{E} \left( \int_0^T \|\Phi\|_{L^2(U,X)}^r \right)^{r/2},
\]

for \( \Phi \in L^2(\Omega, L^2(0,T; L^2(U,X))) \). For proof see e.g. [34, Theorem 3.28, p. 166]. If \( r = 1 \), we omit part of the subscript and write \( C_{BDG} \) instead of \( C_{BDG,1} \). Moreover, we will require a fractional variation of the above inequality from [20, Lemma 2.1]. Let \( p \geq 2 \) and \( \alpha \in [0, 1/2) \), then

\[
\mathbb{E} \left| \int_0^T \Phi \, dW \right|^p_{W^{\alpha,p}(0,T;X)} \leq c_{BDG,p} \mathbb{E} \int_0^T \|\Phi\|_{L^2(U,X)}^p \, dt,
\]

for \( \Phi \in L^p(\Omega, L^p(0,T; L^2(U,X))) \).

Let \( H, V \) and \( \overline{H} \) be the Hilbert spaces defined in Section 2.2 and let \( \sigma \) satisfy (2.18). Given \( U \in L^2(\Omega, L^2(0,T; V)) \), by [13, Proposition 4.30] and (2.26) we have

\[
\mathcal{A}_2 \int_0^T \sigma_1(U) \, dW_1 = \int_0^T \mathcal{A}_2 \sigma_1(U) \, dW_1 \in \overline{H},
\]

\[
\mathcal{A}_3 \int_0^T \sigma_1(U) \, dW_1 = \int_0^T \mathcal{A}_3 \sigma_1(U) \, dW_1 \in H,
\]

both identities holding \( \mathbb{P} \)-almost surely. Similar argument holds in other spaces such as \( V \) or \( V_{(2)} \).

In Section 4 we will often need the stochastic Gronwall Lemma form [27, Lemma 5.3].

**Proposition 2.1.** Let \( t > 0 \) and \( X, Y, Z, R : [0, \infty) \times \Omega \to [0, \infty) \) be stochastic processes. Let \( \tau : \Omega \to [0,t) \) be a stopping time such that

\[
\mathbb{E} \int_0^\tau RX + Z \, ds < \infty
\]

and let \( \kappa > 0 \) be a constant for which

\[
\int_0^\tau R \, ds < \kappa \quad \mathbb{P} - \text{almost surely}.
\]

Assume that there exists \( C_0 > 0 \) such that for all stopping times \( \tau_a, \tau_b \) such that \( 0 \leq \tau_a \leq \tau_b \leq \tau \) one has

\[
\mathbb{E} \left[ \sup_{s \in [\tau_a, \tau_b]} X + \int_{\tau_a}^{\tau_b} Y \, ds \right] \leq C_0 \mathbb{E} \left[ X(\tau_a) + \int_{\tau_a}^{\tau_b} RX + Z \, ds \right],
\]

then

\[
\mathbb{E} \left[ \sup_{s \in [0, \tau]} X + \int_0^\tau Y \, ds \right] \leq C(C_0, \kappa) \mathbb{E} \left[ X(0) + \int_0^\tau Z \, ds \right].
\]
2.4 Definition of solutions

For martingale solutions (i.e. weak in stochastic sense), we consider the initial data to be given by a Borel measure $\mu_0$ on $V$ satisfying, for some $q \geq 2$,

$$\int_V \|U\|^q \, d\mu_0(U) < \infty. \quad (2.30)$$

Given a stochastic basis $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$, we may find an $\mathcal{F}_0$-measurable $V$-valued random variable $U_0$ such that the law of $U_0$ is $\mu_0$ and $U_0 \in L^2(\Omega; \mathcal{F}_0, V)$.

We may now reformulate the equations (2.1)-(2.6) in an abstract form

$$dU + [AU + B(U) + A_p U + EU] \, dt = F_U \, dt + \sigma(U) \, dW, \quad U(0) = U_0. \quad (2.31)$$

**Definition 2.2.** Let $\mu_0$ be a Borel probability measure on $V$ such that (2.30) holds for some $q \geq 2$. Let $F_U$ satisfy (2.13) and let $\sigma$ be such that (2.18) holds. A quadruple $(S, W, U, \tau)$ is called a local martingale solution if $S = (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ is a stochastic basis, $W$ is an $\mathbb{F}$-adapted cylindrical Wiener process with reproducing kernel Hilbert space $\mathcal{U}$, $\tau$ is an $\mathbb{F}$-stopping time and $U : (\cdot \wedge \tau) : \Omega \times [0, \infty) \to V$ is a progressively measurable process such that $\tau > 0 \mathbb{P}$-a.s. and for all $t \geq 0$

$$U (\cdot \wedge \tau) \in L^2(\Omega; C([0, t], V)), \quad \mathbb{1}_{[0, \tau]}(\cdot)U \in L^2(\Omega; L^2(0, t; D(A))), \quad (2.32)$$

the law of $U(0)$ is $\mu_0$ and $U$ satisfies the following equality in $H$

$$U (t \wedge \tau) + \int_0^{t \wedge \tau} AU + B(U) + A_p U + EU - F_U \, ds = U(0) + \int_0^{t \wedge \tau} \sigma(U) \, dW \quad (2.33)$$

for all $t \geq 0$.

Moreover, if $\tau = +\infty \mathbb{P}$-a.s. we call the triple $(S, W, U)$ a global martingale solution.

**Definition 2.3.** Let $F$ and $\sigma$ satisfy (2.13) and (2.18)-(2.21). Let $S = (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a stochastic basis and let $W$ be a given $\mathbb{F}$-adapted cylindrical Wiener process with reproducing kernel Hilbert space $\mathcal{U}$. Let $U_0 \in L^2(\Omega; \mathcal{F}_0, V)$ be an $\mathcal{F}_0$-measurable random variable.

1. A pair $(U, \tau)$ is called a local pathwise solution if $\tau$ is an $\mathbb{F}$-stopping time and $U(\cdot \wedge \tau)$ is a $V$-valued progressively measurable stochastic process satisfying (2.32) and (2.33).

2. A couple $(U, \xi)$ is called a maximal pathwise solution if there exists an increasing sequence $\{\tau_N\}_{N=1}^\infty$ of $\mathbb{F}$-adapted stopping times such that $\tau_N \nearrow \xi \mathbb{P}$-a.s., for all $N \in \mathbb{N}$ the couple $(U|_{[0, \tau_N]}, \tau_N)$ is a local pathwise solution and for all local pathwise solutions $(\hat{U}, \hat{\tau})$ we have $\hat{\tau} \leq \xi$ a.s. and the solutions $U$ and $\hat{U}$ coincide on $[0, \hat{\tau}]$, that is $U|_{[0, \tau]} = \hat{U}$.

\footnote{We could define the solution to be measurable and adapted and then use the fact that for a measurable and adapted process there is a progressively measurable modification. In the rest of the manuscript we will understand the progressively measurable processes up to a modification, in particular in Appendix A}
3. A maximal pathwise solution \((U, \xi)\) is called global if \(\xi = +\infty\) \(\mathbb{P}\)-almost surely.

In the following Section we will study a modified problem \((3.1)\) similar to \((2.31)\). The definitions of solutions of the modified equation \((3.1)\) remain the same as the definitions above with obvious adjustments.

2.5 Main results and an example

We remark that due the abstract form of the proof of Theorem 2.5 the maximal existence result also holds for the physical boundary conditions from [14], see also [37], [47] and [26] for a more complicated setting. The physical boundary conditions read as follows:

- On \(\Gamma_i\): \(\nu \partial_z v = 0, \ w = 0, \ \nu_T \partial_z T + \alpha_T T = 0\),
- On \(\Gamma_l\): \(v = 0, \ w = 0, \partial_{\bar{n}} H_T = 0\),
- On \(\Gamma_b\): \(v = 0, \ w = 0, \partial_z T = 0\).

**Definition 2.4.** We say that \(\sigma\) satisfies the hypothesis \(H_p\) for \(p \geq 2\) if \((2.18)-(2.21)\) hold with \(\eta_1 < \frac{1}{p(1 + C_{BDG}^2) - 1} \wedge 10^{2/p-1}\) and \(\gamma < \frac{2}{C_{BDG}^2}\), (2.34)

where \(C_{BDG}\) is the constant from the Burkholder-Davis-Gundy inequality (2.28).

In both theorems below let \(\mathcal{S} = (\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})\) be a stochastic basis and let \(W\) be a given \(\mathcal{F}\)-adapted cylindrical Wiener process with reproducing kernel Hilbert space \(U\).

**Theorem 2.5.** Let \(U_0 \in L^2(\Omega; \mathcal{F}_0, V)\) be a \(V\)-valued random variable and let \(F_U\) satisfy \((2.13)\). Let \(\sigma\) satisfy Hypothesis \(H_4\), see (2.34). Then there exists a unique maximal pathwise solution \((U, \xi)\) of \((2.31)\). The maximal solution also satisfies

\[
\sup_{t \in [0, \xi]} \|U\|^2 + \int_0^\xi |AU|^2 \, dt = \infty \quad \mathbb{P}\text{-a.s. on } \{\xi < \infty\}. \tag{2.35}
\]

Moreover, if \(U_0 \in L^p(\Omega; \mathcal{F}_0, V)\) for some \(p > 2\) and \(\sigma\) satisfies Hypothesis \(H_{\max(p,4)}\), then for all \(N \in \mathbb{N}\) and \(t \geq 0\)

\[
U(\cdot \wedge \tau_N) \in L^p(\Omega, C([0, t], V)), \quad 1_{[0, \tau_N]}|AU|^2\|U\|^{p-2} \in L^1(\Omega, L^1(0, t)). \tag{2.36}
\]

**Theorem 2.6.** Let \(U_0 \in L^6(\Omega; \mathcal{F}_0, V)\) be a \(V\)-valued random variable and let \(F_U = (F_v, F_T)\) satisfy both \((2.13)\) and \(F_T \in L^2(\Omega, L^2(0, t; L^2(\Gamma_i)))\) for all \(t > 0\). Let \(\sigma\) satisfy Hypothesis \(H_6\), see (2.34), and \((2.22)-(2.25)\) with constants \(\eta_0, \eta_2, \eta_3\) such that

\[
\eta_0 < \frac{2}{3 + 2C_{BDG}^2}, \quad \eta_2 < \frac{1}{C_{BDG}^2 + 2}, \quad 2C_{BDG}^2 \eta_3 < \mu \wedge \nu. \tag{2.37}
\]

Then there exists a unique global pathwise solution \(U\) of \((2.31)\).
The necessity of the additional regularity of $F_T$ will be made apparent in the proof of Proposition 1.6. The proofs of the above Theorems can be found in Sections 3.4 and 4.3 respectively.

Let us now give two explicit examples of non-trivial noise terms $\sigma$ that satisfy the assumptions of Theorem 2.5 and Theorem 2.6. In the following examples let $U = \ell^2(\mathbb{N})$, let $\{e_k\}_{k=1}^{\infty}$ be the canonical basis of $\ell^2(\mathbb{N})$ and let $W$ be a cylindrical Wiener process $W$ with reproducing kernel Hilbert space $U$. For simplicity we consider only the term $\sigma_1$.

**Example 1.** Let $\phi_k \in C^1(\overline{M}, \mathbb{R}^2)$, $\psi_k \in C^1(\overline{M})$ and $\chi_k \in V_1$ be such that
\[
\sum_{k=1}^{\infty} |\phi_k|^2_{L^\infty} + |\psi_k|^2_{L^\infty} = \theta_0^2, \quad \sum_{k=1}^{\infty} |\nabla_3 \phi_k|^2_{L^\infty} + |\nabla_3 \psi_k|^2_{L^\infty} = \theta_1^2, \quad \sum_{k=1}^{\infty} \|\chi_k\|^2 = \kappa^2,
\]
for some $\theta_1, \theta_2, \kappa \geq 0$. Let $\alpha_k \geq 0$ be such that $\sum_{k=1}^{\infty} \alpha_k^2 = \alpha^2$ for some $\alpha \geq 0$. Let us define
\[
\sigma_1(v)\zeta = \sum_{k=1}^{\infty} \zeta_k \left( [\phi_k \cdot (\nabla) v + \psi_k \partial_z v + \alpha_k v + \chi_k], \zeta = \{\zeta_k\}_{k=1}^{\infty} \in U. \tag{2.38}
\]

Then $\sigma_1$ satisfies
\[
\|\sigma_1(v)\|^2_{L^2(U,H_1)} = \sum_{k=1}^{\infty} |(\phi_k \cdot (\nabla) v + \psi_k \partial_z v + \alpha_k v + \chi_k)^2_{H_1} \leq C \left( \theta_0^2 \|v\|^2 + \alpha^2 \|v\|^2 + \kappa^2 \right), \quad v \in V_1.
\]
Therefore (2.18) holds and if $\theta_0$ is sufficiently small the condition on $\eta_0$ from (2.37) can be met as well. One can also show that $\sigma_1$ satisfies
\[
\|\sigma_1(v)\|^2_{L^2(U,V_1)} \leq C \left[ (\theta_0^2 + \alpha^2) \|v\|^2 + \theta_1^2 \|A_1 v\|^2 + \kappa^2 \right], \quad v \in D(A_1).
\]
Thus (2.19) holds. If one assumes that $\theta_1$ is sufficiently small, the assumption on $\eta_1$ in (2.34) can be satisfied. The Lipschitz continuity properties can be checked in a straightforward manner.

We emphasize that although the smallness of coefficients may seem to be overly restrictive, it contains the class of noise terms for which the uniqueness of invariant measures is typically established, see also [24, Remark 1.4].

**Example 2.** Due to the additional structural assumptions (2.22), (2.23) and (2.24) that come from the estimates on the baroclinic and barotropic modes, see the proofs in Section 4, the previous example (2.38) does not in general meet the assumptions of Theorem 2.6. Let $\phi_k \in C^1(\overline{M}, \mathbb{R}^2)$ be such that $A_3 \phi_k = \phi_k$ for all $k \in \mathbb{N}$, that is $\phi_k$ is independent of $z$. Moreover, let $\chi_k \in V$ and let
\[
\sum_{k=1}^{\infty} |\psi_k|^2_{L^\infty} = \theta_0^2, \quad \sum_{k=1}^{\infty} |\nabla \phi_k|^2_{L^\infty} \leq \theta_1^2, \quad \sum_{k=1}^{\infty} \|\chi_k\|^2 = \kappa^2,
\]

for some $\theta_0, \theta_1, \kappa > 0$. Let $\alpha, \alpha_k \geq 0$ be as in Example 1 and let us define

$$\sigma_1(v)\xi = \sum_{k=1}^{\infty} \zeta_k (\phi_k \nabla A_3 v + \alpha_k v + \chi_k), \quad \xi = \{\zeta_k\}_{k=1}^{\infty} \in \mathcal{U}.$$  

Then since for all $k \in \mathbb{N}$ we have $R \phi_k = (I - A_3) \phi_k = 0$, we readily observe that for $\xi \in \mathcal{U}$

$$R \sigma_1(v)\xi = \sum_{k=1}^{\infty} \zeta_k R \left[(\phi_k \cdot \nabla) A_3 v + \alpha_k v + \chi_k\right] = \sum_{k=1}^{\infty} \zeta_k \left[\alpha_k R v + R \chi_k\right],$$

$$A_2 \sigma_1(v)\xi = \sum_{k=1}^{\infty} \zeta_k A_2 \left[(\phi_k \cdot \nabla) A_2 v + \alpha_k v + \chi_k\right] = \sum_{k=1}^{\infty} \zeta_k \left[(\phi_k \cdot \nabla) A_2 v + \alpha_k A_2 v + A_2 \chi_k\right]$$

and thus

$$\sum_{k=1}^{\infty} |R \sigma_1(v)e_k|^2_{L^2} = \sum_{k=1}^{\infty} |\alpha_k R v + R \chi_k|^2_{L^2} \leq C \left(\alpha^2 |R v|^2_{L^2} + \kappa^2\right),$$

$$\|A \sigma_1(v)\|^2_{L^2(\mathcal{U}, \mathcal{V})} = \sum_{k=1}^{\infty} |A^{1/2} P_{H_1} [(\phi_k \cdot \nabla) A v + \alpha_k A v + A \chi_k] |^2_{H_1} \leq C \left[ (\theta_1^2 + \alpha^2) \|A v\|^2_{V} + \theta_0^2 |A \mathcal{S} A v|^2_{H^1} + \kappa^2 \right],$$

which immediately gives (2.22). We observe that choosing $\alpha$, $\theta_0$ and $\theta_1$ sufficiently small, (2.24), then the condition for $\eta_2$ in (2.37) can be satisfied. Checking that (2.25) and the rest of (2.37) can be met by a suitable choice of $\alpha$, $\theta_0$ and $\theta_1$ is straightforward, although in this particular case we have $\eta_3 = 0$.

### 3 Existence of maximal solutions

In the whole section we assume that the stochastic basis $\mathcal{S}$, the cylindrical Wiener process $W$, the force term $F$ and the noise term $\sigma$ are as in Theorem 2.5.

#### 3.1 Approximation scheme

Employing the technique from [14], we first focus on following the modified equation

$$dU + [AU + \theta(\|U - U_\ast\|)B(U, U) + F(U)] \, dt = \sigma(U) \, dW, \quad U(0) = U_0, \quad (3.1)$$

where $U_\ast$ is the solution of the random linear differential equation

$$\frac{d}{dt} U_\ast(t) + AU_\ast(t) = 0, \quad U_\ast(0) = U_0, \quad (3.2)$$

and $\theta \in C^\infty(\mathbb{R})$ is such that, for some $\kappa > 0$ determined later,

$$1_{[-\kappa/2, \kappa/2]} \leq \theta \leq 1_{[-\kappa, \kappa]}.$$
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Lemma 3.1. Let \( n \) where the constants are independent of random variable with \( \eta \) demonstrates the dependence on \( n \). The linear equation (3.6) is well-posed, see e.g. [39], and the solution by a standard argument. The fact that the solutions are global will follow from estimates growth assumption (2.15).

The Galerkin approximations of the modified equation (3.1) solve the equation
\[
dU^n + [AU^n + \theta (\|U^n - U^n\|) B^n (U^n) + F^n (U^n)] \, dt = \sigma^n (U^n) \, dW, \tag{3.4}
\]
\[
U^n (0) = P_n U_0 \equiv U^n_0, \tag{3.5}
\]
where \( U^n \) is the solution of the linear equation
\[
\frac{d}{dt} U^n (t) + AU^n (t) = 0, \quad U^n (0) = U^n_0. \tag{3.6}
\]
and
\[
F^n = P_n F, \quad B^n = P_n B, \quad \sigma^n = P_n \sigma.
\]
Since the equation (3.4) is as an SDE in a finite dimensional Hilbert space and all the non-linear terms in (3.4) are locally Lipschitz, local existence and uniqueness of \( U^n \) follow by a standard argument. The fact that the solutions are global will follow from estimates from Lemma 3.1. The linear equation (3.6) is well-posed, see e.g. [39], and the solution \( U^n \) satisfies for \( p \geq 2 \)
\[
\|U^n\|_{W^{1,2}(0,t;H)}^2 \leq C \|U_0\|^2,
\]
\[
\sup_{s \in [0,t]} \|U^n\|^p + \int_0^t |AU^n|^2 \|U^n\|^{p-2} \, ds + \left( \int_0^t |AU^n|^2 \, ds \right)^{p/2} \leq C \|U_0\|^p, \quad \tag{3.7}
\]
where the constants are independent of \( n \in \mathbb{N} \) and therefore has the regularity
\[
U^n \in C ([0, t]; V) \cap L^2 (0, t; D(A)), \quad \frac{d}{dt} U^n \in L^2 (0, t; H), \quad t > 0.
\]

In the next lemma we will establish the boundedness of the Galerkin approximations \( U^n \). The lemma and its proof are similar to [14, Lemma 3.1]. We include a full proof to demonstrate the dependence on \( \eta_1 \) in (2.34).

Lemma 3.1. Let \( t > 0, p \geq 2, \alpha \in [0, 1/2) \) and let \( U_0 \in L^q (\Omega, V) \) be an \( \mathcal{F}_0 \)-measurable random variable with \( q \geq \max \{2p, 4\} \). Let \( F \) satisfy (2.15) and let \( \sigma \) satisfy the Hypothesis \( H_p \), see (2.34). Then there exist \( \kappa > 0 \), see (3.3), and \( K > 0 \) such that for all \( n \in \mathbb{N} \) we have
\[
\mathbb{E} \left[ \sup_{s \in [0,t]} \|U^n\|^p + \int_0^t |AU^n|^2 \|U^n\|^{p-2} \, ds + \left( \int_0^t |AU^n|^2 \, ds \right)^{p/2} \right] \leq K, \quad \tag{3.8}
\]
\[
\mathbb{E} \left[ \int_0^t \sigma^n (U^n) \, dW \right]_{W^{1,p}(0,t;H)}^p \leq K. \tag{3.9}
\]
Moreover, if \( p \geq 4 \) then also for all \( n \in \mathbb{N} \)
\[
\mathbb{E} \left[ U^n (\cdot) - \int_0^\cdot \sigma^n (U^n) \, dW \right]_{W^{1,2}(0,t;H)}^2 \leq K. \quad \tag{3.10}
\]
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Proof. Let $\bar{U}^n = U^n - U^*_n$ and therefore $\bar{U}^n$ satisfies the following SDE
\[
d\bar{U}^n + \left[A\bar{U}^n + \theta \left(\|\bar{U}^n\|\right) B^n \left(\bar{U}^n + U^*_n\right) + F^n \left(\bar{U}^n + U^*_n\right)\right] dt = \sigma^n \left(\bar{U}^n + U^*_n\right) dW, \quad \bar{U}^n(0) = 0.
\]

First, for $p \geq 2$ let us prove that there exists $C > 0$ such that for all $n \in \mathbb{N}$
\[
\mathbb{E} \left[ \sup_{s \in [0,t]} \|\bar{U}^n\|^p + \int_0^t \|\bar{U}^n\|^{p-2}|A\bar{U}^n|^2 \, ds \right] \leq C \left(1 + \mathbb{E}\|U_0\|^{\max\{p,4\}}\right). \tag{3.11}
\]

Recalling that $A$ is self-adjoint, from the finite dimensional Itô Lemma we infer that
\[
d\|\bar{U}^n\|^p + p\|\bar{U}^n\|^{p-2}|A\bar{U}^n|^2 \, dt = \\
- p\|\bar{U}^n\|^{p-2} \left(\bar{A}\bar{U}^n, \theta \left(\|\bar{U}^n\|\right) B^n \left(\bar{U}^n + U^*_n\right)\right) dt \\
- p\|\bar{U}^n\|^{p-2} \left(\bar{A}\bar{U}^n, F^n \left(\bar{U}^n + U^*_n\right)\right) dt + p\|\bar{U}^n\|^{p-2} \left(A^{1/2}\bar{U}^n, A^{1/2}\sigma \left(\bar{U}^n + U^*_n\right)\right) dW \\
+ \frac{p(p-2)}{2} \|\bar{U}^n\|^{p-4} \text{tr} \left[\left(A^{1/2}\bar{U}^n \otimes A^{1/2}\bar{U}^n\right) \left(A^{1/2}\sigma^n \left(\bar{U}^n + U^*_n\right)\right) \left(A^{1/2}\sigma^n \left(\bar{U}^n + U^*_n\right)\right)^*\right] dt \\
= J_1^p dt + J_2^p dt + J_3^p dW + J_4^p dt + J_5^p dt. \tag{3.12}
\]

To estimate $J_1^p$, we first use the bilinearity of $B$ to get
\[
|J_1^p| = p\|\bar{U}^n\|^{p-2} \left|\left(A\bar{U}^n, \theta \left(\|\bar{U}^n\|\right) \left[B^n \left(U^*_n\right) + B^n \left(\bar{U}^n + U^*_n\right) + B^n \left(U^*_n, \bar{U}^n\right) + B^n \left(\bar{U}^n\right)\right]\right)\right| \\
\leq J_{1,1}^p + J_{1,2}^p + J_{1,3}^p + J_{1,4}^p.
\]

By the bound (2.10) on $B$, the Young inequality and the property (3.3) of the function $\theta$ we have
\[
J_{1,1}^p \leq pc_0 \|\bar{U}^n\|^{p-2} \theta \left(\|\bar{U}^n\|\right) \|U^*_n\| |A\bar{U}^n| \\
\leq \frac{p^2}{4} \|\bar{U}^n\|^{p-2} |A\bar{U}^n|^2 + C_\epsilon \theta \left(\|\bar{U}^n\|\right)^2 \|\bar{U}^n\|^{p-2} |U^*_n|^2 |A\bar{U}^n|^2 \\
\leq \frac{p^2}{4} \|\bar{U}^n\|^{p-2} |A\bar{U}^n|^2 + C_\epsilon c_\epsilon^{p-2} |U^*_n|^2 |A\bar{U}^n|^2. \tag{3.13}
\]

for some $\epsilon > 0$ small determined later. We deal with $J_{1,2}^p$ and $J_{1,3}^p$ in a similar way by estimating
\[
J_{1,2}^p + J_{1,3}^p \leq 2pc_0 \theta \left(\|\bar{U}^n\|\right) \|\bar{U}^n\|^{p-2} \|\bar{U}^n\|^{1/2} |A\bar{U}^n|^{3/2} |U^*_n|^{1/2} |A\bar{U}^n|^{1/2} \\
\leq \frac{p^2}{4} \|\bar{U}^n\|^{p-2} |A\bar{U}^n|^2 + C_\epsilon \theta \left(\|\bar{U}^n\|\right)^4 \|\bar{U}^n\|^{p-2} |U^*_n|^2 |A\bar{U}^n|^2 \\
\leq \frac{p^2}{4} \|\bar{U}^n\|^{p-2} |A\bar{U}^n|^2 + C_\epsilon c_\epsilon^{p-2} |U^*_n|^2 |A\bar{U}^n|^2. \tag{3.14}
\]

Using the estimate (2.10) on $B$ and the property (3.3) of the function $\theta$ we deduce
\[
J_{1,4}^p \leq pc_0 \theta \left(\|\bar{U}^n\|\right) \|\bar{U}^n\|^{p-1} |A\bar{U}^n|^2 \leq pc_0 \kappa \|\bar{U}^n\|^{p-2} |A\bar{U}^n|^2. \tag{3.15}
\]
Collecting the estimates (3.13)–(3.15) we get
\[ |J^n_3| \leq \left( \frac{p^2}{2} + p\kappa \right) \|\bar{U}^n\|^{p-2} |A\bar{U}^n|^2 + C_x \kappa \|U^n_\ast\|^2 |AU^n_\ast|^2. \tag{3.16} \]

Concerning \( J^n_2 \), employing the growth assumption (2.15) on \( F \) and the Young inequality we infer
\[
\int_0^t |J^n_2| \ ds \leq pC \int_0^t \|\bar{U}^n\|^{p-2} |A\bar{U}^n| \left( 1 + \|\bar{U}^n\| + \|U^n_\ast\| \right) \ ds \\
\leq \frac{p\varepsilon}{2} \int_0^t |A\bar{U}^n|^2 \|\bar{U}^n\|^{p-2} \ ds + C\varepsilon \int_0^t 1 + \|\bar{U}^n\|^p + \|U^n_\ast\|^p \ ds. \tag{3.17} \]

We estimate \( J^n_4 \) and \( J^n_5 \) together by the assumption (2.19) on the growth of \( \sigma(U) \) in \( L_2(U, V) \) and the Young inequality. We obtain
\[
\int_0^t |J^n_4 + J^n_5| \ ds \leq \frac{p(p-1)}{2} \int_0^t \|\bar{U}^n\|^{p-2} \|\sigma^n(\bar{U}^n + U^n_\ast)\|_{L_2(U,V)}^2 \ ds \\
\leq \frac{p(p-1)}{2} \int_0^t \|\bar{U}^n\|^{p-2} \left[ C \left( 1 + \|\bar{U}^n + U^n_\ast\|^2 \right) + \eta_1 |A\bar{U}^n + AU^n_\ast|^2 \right] \ ds \\
\leq C\varepsilon \left( \int_0^t 1 + \|\bar{U}^n\|^p + \|U^n_\ast\|^p \ ds \right) + p(p-1)\eta_1 \int_0^t \|\bar{U}^n\|^{p-2} |A\bar{U}^n|^2 \ ds \\
+ \frac{\varepsilon}{3} \sup_{s \in [0,t]} \|\bar{U}^n\|^p + C\varepsilon \left( \int_0^t |AU^n_\ast|^2 \ ds \right)^{p/2}. \tag{3.18} \]

for some \( \varepsilon > 0 \) precisely determined later. The stochastic term is dealt with using the Burkholder-Davis-Gundy inequality (2.28), the Young inequality and the bound (2.19) on the growth of \( \sigma(U) \) in \( L_2(U,V) \). For a similar kind of argument see [8, Theorem 1.1]. We deduce
\[
\mathbb{E} \sup_{s \in [0,t]} \left| \int_0^s J^n_3 \ dW \right| \leq pC_{BDG} \mathbb{E} \left( \int_0^t \|\bar{U}^n\|^{2(p-1)} \|\sigma(\bar{U}^n + U^n_\ast)\|_{L_2(U,V)}^2 \ ds \right)^{1/2} \\
\leq C \mathbb{E} \left( \int_0^t \|\bar{U}^n\|^{2(p-1)} \left( 1 + \|\bar{U}^n\|^2 + \|U^n_\ast\|^2 \right) \ ds \right)^{1/2} \\
+ pC_{BDG} \sqrt{\eta_1} \mathbb{E} \left( \int_0^t \|\bar{U}^n\|^{2(p-1)} |A\bar{U}^n + AU^n_\ast|^2 \ ds \right)^{1/2} \\
= \mathbb{E} J^n_{3,1} + \mathbb{E} J^n_{3,2}. 
\]

By the Young inequality it is straightforward to obtain
\[
\mathbb{E} J^n_{3,1} \leq C\varepsilon \mathbb{E} \left( \int_0^t 1 + \|\bar{U}^n\|^p \ ds + \sup_{s \in [0,t]} \|U^n_\ast\|^p \right) + \frac{\varepsilon}{3} \mathbb{E} \sup_{s \in [0,t]} \|\bar{U}^n\|^p. \tag{3.19} \]
Regarding $J_{3,2}^p$ we again use the Young inequality and get

\[ EJ_{3,2}^p \leq pC_{BDG} \sqrt{2\eta_1} \mathbb{E} \left( \int_0^t \| \bar{U}^n \|^2 (|A^n|^2 + |\bar{A}U^n|^2) \, ds \right)^{1/2} \]

\[ \leq \frac{\varepsilon}{3} \mathbb{E} \sup_{s \in [0, t]} \| \bar{U}^n \|^p + C_p \mathbb{E} \left( \int_0^t |A^n|^2 \, ds \right)^{p/2} \]

\[ + \frac{pC_{BDG} \sqrt{2\eta_1}}{2} \mathbb{E} \sup_{s \in [0, t]} \| \bar{U}^n \|^p + \frac{pC_{BDG} \sqrt{2\eta_1}}{2} \mathbb{E} \int_0^t \| \bar{U}^n \|^p |A^n|^2 \, ds \]

for some $\hat{\varepsilon} > 0$ small determined later. Denoting

\[ \frac{pC_{BDG} \sqrt{2\eta_1}}{2} = 1 - \delta \]

for some $\delta \in (\varepsilon, 1)$ precisely determined later we rewrite the above as

\[ EJ_{3,2}^p \leq \left( \frac{\varepsilon}{3} + 1 - \delta \right) \mathbb{E} \sup_{s \in [0, t]} \| \bar{U}^n \|^p + C_p \mathbb{E} \left( \int_0^t |A^n|^2 \, ds \right)^{p/2} \]

\[ + \frac{p^2 C_{BDG}^2 \eta_1}{1 - \delta} \mathbb{E} \int_0^t \| \bar{U}^n \|^p |A^n|^2 \, ds. \tag{3.20} \]

Collecting the estimates (3.16)-(3.20), we integrate the equation (3.12) in time and apply the expected value to get

\[ (\delta - \varepsilon) \mathbb{E} \sup_{s \in [0, t]} \| \bar{U}^n \|^p \]

\[ + p \left( 1 - \varepsilon - c_{\delta, \kappa} - (p - 1)\eta_1 - \frac{pC_{BDG} \eta_1}{1 - \delta} \right) \mathbb{E} \int_0^t |A^n|^2 \| \bar{U}^n \|^p \, ds \]

\[ \leq CE \left[ \| U_0^n \|^p + \sup_{s \in [0, t]} \| U^n_s \|^p + \int_0^t 1 + \| \bar{U}^n \|^p + \| U^n_s \|^2 |A^n_s|^2 \, ds + \left( \int_0^t |A^n_s|^2 \, ds \right)^{p/2} \right]. \]

Recalling that $\sigma$ satisfies Hypothesis $H_p$, see (2.31), and the estimate (3.7) on $U^n_s$ holds, we choose $\delta, \kappa = \kappa_1, \varepsilon > 0$ sufficiently small (in this order) and invoke the standard Gronwall Lemma to obtain

\[ \mathbb{E} \left[ \sup_{s \in [0, t]} \| \bar{U}^n \|^p + \int_0^t \| \bar{U}^n \|^p |A^n|^2 \, ds \right] \]

\[ \leq CE \left[ 1 + \| U_0^n \|^p + \sup_{s \in [0, t]} \| U^n_s \|^p + \int_0^t \| U^n_s \|^2 |A^n_s|^2 \, ds + \left( \int_0^t |A^n_s|^2 \, ds \right)^{p/2} \right] \]

\[ \leq CE \left[ 1 + \| U_0 \|^\max\{p,4\} \right], \]

which finishes the proof of (3.11).
Next, we want to prove that for \( p \geq 2 \) there exists \( C > 0 \) such that for all \( n \in \mathbb{N} \)

\[
\mathbb{E} \left( \int_0^t |A\bar{U}^n|^2 \, ds \right)^{p/2} \leq C \mathbb{E} \left[ 1 + \|U_0\|^{\max\{p,4\}} + \|U_0\|^{2p} \right]. \tag{3.21}
\]

Returning to (3.12) with \( p = 2 \), we integrate in time and apply the expected value to get

\[
\mathbb{E} \left( \int_0^t |A\bar{U}^n|^2 \, ds \right)^{p/2} \leq 5^{(p-2)/2} \mathbb{E} \left[ \|\bar{U}^n\|^p + \left( \int_0^t \left| \theta \left( \|\bar{U}^n\| \right) \left( B^n (\bar{U}^n + U^*_n), A\bar{U}^n \right) \right) \, ds \right]^{p/2}
+ \left( \int_0^t \left| \left( F(\bar{U}^n + U^*_n), A\bar{U}^n \right) \right| \, ds \right)^{p/2} + \sup_{s \in [0,t]} \left| \int_0^s J_3^2 \, dW \right|^{p/2}
+ \left( \int_0^t \left| \sigma_n (\bar{U}^n + U^*_n) \|\bar{U}^n\|^2 \right| \, ds \right)^{p/2}
= 5^{(p-2)/2} \mathbb{E} \left[ \|\bar{U}^n\|^p + I_1 + I_2 + I_3 + I_4 \right]. \tag{3.22}
\]

Using the previously established bound (3.13) we get

\[
|I_1| \leq 2^{(p-2)/2} (\varepsilon + c_b K)^{p/2} \left( \int_0^t |A\bar{U}^n|^2 \, ds \right)^{p/2} + C_\varepsilon \left( \int_0^t \|\bar{U}^n\|^2 |A\bar{U}^n|^2 \, ds \right)^{p/2} \tag{3.23}
\]

for some \( \varepsilon > 0 \) precisely determined later. Similarly to (3.17) we estimate

\[
|I_2| \leq \frac{\varepsilon}{2} \left( \int_0^t |A\bar{U}^n|^2 \, ds \right)^{p/2} + C_\varepsilon \left( 1 + \int_0^t \|\bar{U}^n\|^p + \|U^*_n\|^p \, ds \right). \tag{3.24}
\]

By the assumption (2.19) on the \( L_2 (\mathcal{U}, V) \) norm of \( \sigma(U) \) we have

\[
|I_4| \leq 2^{(p-2)/2} \left( \int_0^t C \left( 1 + \|\bar{U}^n\|^p + \|U^*_n\|^p \right) + 2\eta_1 |A\bar{U}^n|^2 \, ds \right)^{p/2}
+ 2^{(p-2)/2} \left( \int_0^t 2\eta_1 |A\bar{U}^n|^2 \, ds \right)^{p/2}
\leq C \left[ \int_0^t 1 + \|\bar{U}^n\|^p + \|U^*_n\|^p \, ds + \left( \int_0^t |A\bar{U}^n|^2 \, ds \right)^{p/2} \right] + 2^{p-1} \eta_1 \left( \int_0^t |A\bar{U}^n|^2 \, ds \right)^{p/2}. \tag{3.25}
\]

Regarding the stochastic term \( I_3 \), we use the Burkholder-Davis inequality (2.28), the Young
inequality and the bound (3.19) again to obtain the estimate

\[
\mathbb{E} \sup_{s \in [0,t]} \left| \int_0^s J_3^2 \, dW \right|^{p/2} \leq C_{BDG,p/2} \mathbb{E} \left( \int_0^t \| \tilde{U}^n \|^2 \| \sigma^n \left( \tilde{U}^n + U^n_s \right) \|_{L_2(U,V)} \, ds \right)^{p/4}
\]

\[
\leq 2^{p/2} C_{BDG,p/2} \mathbb{E} \left( \int_0^t \| \tilde{U}^n \|^p \left( C \left( 1 + \| \tilde{U}^n \|^2 + \| U^n \|^2 \right) + 2 \eta_1 \left( |A_U^n|^2 + |A \tilde{U}^n|^2 \right) \right) \, ds \right)^{p/4}
\]

\[
\leq \frac{\varepsilon}{2} \mathbb{E} \left( \int_0^t |A \tilde{U}^n|^2 \, ds \right)^{p/2} + C_\varepsilon \mathbb{E} \left[ 1 + \sup_{s \in [0,t]} \| \tilde{U}^n \|^p + \sup_{s \in [0,t]} \| U^n_s \|^p + \left( \int_0^t |A_U^n|^2 \, ds \right)^{p/2} + \left( \int_0^t |A \tilde{U}^n|^2 \, ds \right)^{p/2} \right].
\]

(3.26)

More precisely, if \( p < 4 \) we use the fact that the concave function \( x \rightarrow x^{p/4} \) is sublinear, otherwise we employ discrete Hölder’s inequality. Collecting the estimates (3.22), (3.26) we obtain

\[
2^{p/2} \mathbb{E} \left( \int_0^t |A \tilde{U}^n|^2 \, ds \right)^{p/2} \leq 5^{(p-2)/2} \mathbb{E} \| \tilde{U}^n(0) \|^{p}
\]

\[
+ 5^{(p-2)/2} \left( 2^{(p-2)/2} \left( \varepsilon + c_0 \kappa \right)^{p/2} + \varepsilon + 2^{p-1} \eta_1^{p/2} \right) \mathbb{E} \left( \int_0^t |\tilde{U}^n|^2 \, ds \right)^{p/2}
\]

\[
+ C_\varepsilon \mathbb{E} \left[ 1 + \sup_{s \in [0,t]} \| \tilde{U}^n \|^p + \sup_{s \in [0,t]} \| U^n_s \|^p + \left( \int_0^t |U^n_s|^2 |A_U^n|^2 \, ds \right)^{p/2} + \left( \int_0^t |A \tilde{U}^n|^2 \, ds \right)^{p/2} \right].
\]

Recalling that \( \sigma \) satisfies Hypothesis \( H_p \), see (2.34), and assuming that \( \kappa = \kappa_2 > 0 \) is sufficiently small, we may choose \( \varepsilon > 0 \) sufficiently small and invoke the estimate (3.7) on \( U^n_s \) and the previously established bound (3.11) to prove (3.21). Let \( \kappa = \kappa_1 \wedge \kappa_2 \).

Finally we are ready to prove the original claim (3.8). Recalling \( q \geq \max\{2p, 4\} \) we estimate

\[
\mathbb{E} \left[ \sup_{s \in [0,t]} \| U^n \|^p + \int_0^t |A \tilde{U}^n|^2 \| U^n \|^{p-2} \, ds \right]
\]

\[
\leq \mathbb{E} \left[ \sup_{s \in [0,t]} \| U^n \|^p + \left( \sup_{s \in [0,t]} \| U^n \|^{p-2} \right) \int_0^t |A \tilde{U}^n|^2 \, ds \right]
\]

\[
\leq C \mathbb{E} \left[ \sup_{s \in [0,t]} \| U^n \|^p + \left( \int_0^t |A \tilde{U}^n|^2 \, ds \right)^{p/2} \right]
\]

\[
\leq C \mathbb{E} \left[ \sup_{s \in [0,t]} \| U^n \|^p + \sup_{s \in [0,t]} \| U^n_s \|^p + \left( \int_0^t |A_U^n|^2 \, ds \right)^{p/2} + \left( \int_0^t |A \tilde{U}^n|^2 \, ds \right)^{p/2} \right]
\]

\[
\leq C \mathbb{E} \left[ 1 + \| U_0 \|^{\max\{p, 4\}} + \| U_0 \|^{2p} \right].
\]

The bound (3.9) is proved using the fractional Burkholder-Davis-Gundy inequality.
the bound (2.18) on $\sigma(U)$ in $L_2(U, H)$ and the estimate (3.8) by
\[
E \left| \int_0^t \sigma^n(U^n) \, dW \right|^p_{W^{1,2}(0,t,H)} \leq C_1 E \int_0^t \|\sigma^n(U^n)\|_{L_2(U,H)}^p \, ds \leq C_1 E \left[ 1 + \int_0^t \|U^n\|^p \, ds \right].
\]

The remaining claim (3.10) follows from
\[
U^n(s) - \int_0^s \sigma^n(U^n) \, dW = U^n(0) - \int_0^s A U^n + \theta (\|U^n - U^*_n\|) B^n(U^n) - F^n(U^n) \, dr,
\]
the bound (2.19) on $B$ and the assumption (2.15) on $F$ by the estimate
\[
E \left\| U^n - \int_0^t \sigma^n(U^n) \, dW \right\|^2_{W^{1,2}(0,t,H)} \leq C E \left[ 1 + \|U^n(0)\|^2 + \int_0^t |A U^n|^2 (1 + \|U^n\|)^2 \, ds \right],
\]
where the right-hand side is finite by (3.8) with $p = 4$. \hfill \Box

### 3.2 Existence of local martingale solutions

After obtaining the same bounds on the finite dimensional approximations of (3.1) as in [13] Lemma 3.1, the compactness argument follows similarly. Thus, we concentrate mainly on the differences and omitted parts.

Given an initial distribution $\mu_0$ on $V$, let $U_0$ be an $F_0$-measurable $V$-valued random variable with law $\mu_0$ satisfying the assumptions of Lemma 3.1. Recall that $W$ is an $F$-cylindrical Wiener process with reproducing kernel Hilbert space $U$ and let $U_0$ be an auxiliary Hilbert space such that the embedding $U \hookrightarrow U_0$ is Hilbert-Schmidt. Let $U^n$ be the solutions to the approximating system (3.1) relative to the basis $S$, the cylindrical Wiener process $W$ and the initial condition $U_0$. We define
\[
\mathcal{X}_U = L^2(0,t; V) \cap C([0,t]; V') , \quad \mathcal{X}_W = C([0,t]; U_0) , \quad \mathcal{X} = \mathcal{X}_U \times \mathcal{X}_W.
\]

Let $\mu^n_U$, $\mu^n_W$ and $\mu^n$ be laws of $U^n$, $W$ and $(U^n, W)$ on $\mathcal{X}_U$, $\mathcal{X}_W$ and $\mathcal{X}$, respectively, in other words
\[
\mu^n_U(\cdot) = \mathbb{P}(\{U^n \in \cdot\}) , \quad \mu^n_W(\cdot) = \mathbb{P}(\{W \in \cdot\}) , \quad \mu^n = \mu^n_U \otimes \mu^n_W . \quad (3.27)
\]

The proof of the existence of a global martingale solution to the modified problem (3.1) will be shown once we prove the following two propositions, cf. [14] Proposition 4.1 and Proposition 7.1, in the setting of gradient-dependent noise. The first proposition can be proved similarly as in the referenced paper, the second requires a minor modification of the argument.

**Proposition 3.2.** Let $\mu_0$ be a probability measure on $V$ satisfying (2.30) with $q \geq 8$ and let $(\mu^n)$ be the measures defined in (3.27). Then there exists a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, a subsequence $n_k \to \infty$ and a sequence of $\mathcal{X}$-valued random variables $(\tilde{U}^{n_k}, \tilde{W}^{n_k})$ such that
1. \((\tilde{U}^{n_k}, \tilde{W}^{n_k})\) converges almost surely in \(\mathcal{X}\) to \((\tilde{U}, \tilde{W}) \in \mathcal{X}\),

2. \(\tilde{W}^{n_k}\) is a cylindrical Wiener process with reproducing kernel Hilbert space \(\mathcal{U}\) adapted to the filtration \((\mathcal{F}^{n_k}_t)_{t \geq 0}\), where \((\mathcal{F}^{n_k}_t)_{t \geq 0}\) is the completion of \(\sigma(\tilde{W}^{n_k}, \tilde{U}^{n_k} ; s \leq t)\),

3. each pair \((\tilde{U}^{n_k}, \tilde{W}^{n_k})\) satisfies the equation

\[
d\tilde{U}^{n_k} + \left[ A\tilde{U}^{n_k} + \theta(\|\tilde{U}^{n_k} - \tilde{U}^n\|)B^{n_k}(\tilde{U}^{n_k}) + F^{n_k}(\tilde{U}^{n_k}) \right] dt = \sigma^{n_k}(\tilde{U}^{n_k}) d\tilde{W}^{n_k},
\]

with initial condition

\[
\tilde{U}^{n_k}(0) = \tilde{U}^{n_k} := \tilde{P}^{n_k} \tilde{U}_0,
\]

where \(\tilde{P}^{n_k}\) is the solution of

\[
\frac{d}{dt} \tilde{U}^{n_k}_* + A\tilde{U}^{n_k}_* = 0, \quad \tilde{U}^{n_k}_*(0) = \tilde{U}^{n_k}_0.
\]

**Proof.** Using the estimates established in Lemma 3.1 and the compactness of the embeddings

\[
L^2(0, t ; D(A)) \cap W^{1,2}(0, t ; H) \hookrightarrow L^2(0, t ; V),
\]

\[
W^{1,2}(0, t ; H) \hookrightarrow C([0, t], V'), \quad W^{\alpha,q}(0, t ; H) \hookrightarrow C([0, t], V')
\]

for some \(\alpha \in (1/q, 1/2)\), we may repeat the proof of [14, Lemma 4.1] to show that the sequence of measures \(\{\mu^n\}_{n=1}^\infty\) is tight in \(\mathcal{X}\). The first assertion then follows immediately by the Skorokhod Theorem, see e.g. [13, Theorem 2.4].

Regarding the second claim, we recall that cylindrical process is fully determined by its law, see e.g. [3, Lemma 2.1.35]. To establish that a cylindrical Wiener process is \((\mathcal{F}^{n_k}_t)_{t \geq 0}\)-adapted, by e.g. [3, Corollary 2.1.36] it suffices to show that the process \(W^{n_k}(s+h)-W^{n_k}(s)\) is non-anticipative w.r.t. the filtration \((\mathcal{F}^{n_k}_t)_{t \geq 0}\), which again follows from the equality in law.

The final assertion follows using an infinite dimensional version of the mollification method by Bensoussan in [2, Section 4.3.4], see also the proof of [14, Lemma 2.1], using estimates for convolution in Banach spaces from e.g. [32, Section 1.2]. Let

\[
X^{n_k} = \int_0^t \left\| U^{n_k} + \int_0^s A U^{n_k} + B^{n_k}(U^{n_k}) + F^{n_k}(U^{n_k}) \right\|^2 ds.
\]

Since \(U^{n_k}\) are the solutions of (3.24), clearly

\[
X^{n_k} = 0 \quad \mathbb{P}\text{-a.s.} \quad \text{and thus } \mathbb{E} \left[ \frac{X^{n_k}}{1 + X^{n_k}} \right] = 0.
\]

Let \(\tilde{X}^{n_k}\) be the analogue of (3.29) with \((\tilde{U}^{n_k}, \tilde{W}^{n_k})\) instead of \((U^{n_k}, W)\), that is

\[
\tilde{X}^{n_k} = \int_0^t \left\| \tilde{U}^{n_k} + \int_0^s A \tilde{U}^{n_k} + B^{n_k}(\tilde{U}^{n_k}) + F^{n_k}(\tilde{U}^{n_k}) \right\|^2 ds.
\]
To prove (3.28), it suffices to establish that
\[ \mathbb{E} \left[ \frac{\tilde{X}^{n_k}}{1 + \tilde{X}^{n_k}} \right] = 0. \]

The difficulty arises from the presence of stochastic integral in (3.31). For \( \varepsilon > 0 \) let \( K_\varepsilon : \mathbb{R} \to [0, \infty) \) be defined by
\[ K_\varepsilon(r) = \mathbb{1}_{[0,\infty)}(r) \frac{\exp(-r/\varepsilon)}{\varepsilon}, \quad r \in \mathbb{R}. \]

Let \( \mathcal{K}_\varepsilon : L^2(0, t; L_2(\mathcal{U}, H)) \to L^2(0, t; L_2(\mathcal{U}, H)) \) be the convolution operator
\[ \mathcal{K}_\varepsilon(q) = K_\varepsilon * q, \quad q \in L^2(0, t; L_2(\mathcal{U}, H)). \] (3.32)

By the Young inequality for convolutions in Banach spaces, see e.g. [32, Lemma 1.2.30], we have
\[ \mathbb{E}\|\mathcal{K}_\varepsilon \left( \sigma^{n_k} (U^{n_k}) \right) \|_{L^2(0, t; L_2(\mathcal{U}, H))}^2 \leq \mathbb{E}\|\sigma^{n_k} (U^{n_k}) \|_{L^2(0, t; L_2(\mathcal{U}, H))}^2. \] (3.33)

and from [32] Proposition 1.2.32 we obtain that for fixed \( q \in L^2(0, t; L_2(\mathcal{U}, H)) \) we have
\[ \mathcal{K}_\varepsilon(q) \to q \quad \text{in} \quad L^2(0, t; L_2(\mathcal{U}, H)) \quad \text{as} \quad \varepsilon \to 0. \] (3.34)

Let \( X^{n_k, \varepsilon}, \tilde{X}^{n_k, \varepsilon} \) be the equivalents of \( X^{n_k}, \tilde{X}^{n_k} \) with \( \mathcal{K}_\varepsilon (\sigma^{n_k} (U^{n_k})) \) and \( \mathcal{K}_\varepsilon (\sigma^{n_k} (\tilde{U}^{n_k})) \) instead of \( \sigma^{n_k} (U^{n_k}) \) and \( \sigma^{n_k} (\tilde{U}^{n_k}) \), respectively, i.e.
\[ X^{n_k, \varepsilon} = \int_0^t \| U^{n_k} + \int_0^r A U^{n_k} + B^{n_k} (U^{n_k}) + F^{n_k} (U^{n_k}) \ dr - U^{n_k}(0) \|_V^2 \ ds. \] (3.35)
\[ \tilde{X}^{n_k, \varepsilon} = \int_0^t \| \tilde{U}^{n_k} + \int_0^r A \tilde{U}^{n_k} + B^{n_k} (\tilde{U}^{n_k}) + F^{n_k} (\tilde{U}^{n_k}) \ dr - \tilde{U}^{n_k}(0) \|_V^2 \ ds. \] (3.36)

From the definition of the stochastic integral w.r.t. a cylindrical Wiener process, the stochastic Fubini theorem, see e.g. [13, Section 4.5], and the stochastic integration by parts
\[ \int_0^s \! \int_0^r K_\varepsilon(r - u) \sigma^{n_k} (U^{n_k}(u)) \ du \ dW_r \]
\[ = \sum_{\ell=1}^{\infty} \sum_{j=1}^{n_k} h_j \left( \int_0^s \! \int_u^s K_\varepsilon(r - u) (\sigma (U^{n_k}(u)) e_\ell, h_j)_H \ dW_r^\ell du \right) \]
\[ = \sum_{\ell=1}^{\infty} \sum_{j=1}^{n_k} h_j \left( \int_0^s (\sigma (U^{n_k}(u)) e_\ell, h_j)_H \left[ K_\varepsilon(s - u) W^\ell(s) - W^\ell(u) \right] du \right) + \frac{1}{\varepsilon} \int_u^s W^\ell(r) K_\varepsilon(r - u) \ dr \ du. \]
Returning to (3.35) we observe that all the integrals involved are deterministic and therefore there exists a bounded continuous function $\phi^{n_k, \varepsilon}$ on $\mathcal{X}$ such that
\[
\frac{X^{n_k, \varepsilon}}{1 + X^{n_k, \varepsilon}} = \phi^{n_k, \varepsilon}(U^{n_k}, W).
\]
Similarly from (3.36) we get
\[
\frac{\tilde{X}^{n_k, \varepsilon}}{1 + \tilde{X}^{n_k, \varepsilon}} = \phi^{n_k, \varepsilon}(\tilde{U}^{n_k}, \tilde{W}^{n_k}).
\]
The remaining part is straightforward. Since $(U^{n_k}, W)$ and $(\tilde{U}^{n_k}, \tilde{W}^{n_k})$ have the same law, we have
\[
\tilde{E} \left[ \frac{\tilde{X}^{n_k, \varepsilon}}{1 + \tilde{X}^{n_k, \varepsilon}} \right] = E \left[ \phi^{n_k, \varepsilon}(\tilde{U}^{n_k}, \tilde{W}^{n_k}) \right] = E \left[ \phi^{n_k, \varepsilon}(W, U^{n_k}) \right] = E \left[ \frac{X^{n_k, \varepsilon}}{1 + X^{n_k, \varepsilon}} \right]. \tag{3.37}
\]
Recalling that for $h_1$ and $h_2$ from some Hilbert space $\mathcal{H}$ the identity
\[
|h_1|^2_{\mathcal{H}} - |h_2|^2_{\mathcal{H}} = (h_1 - h_2, h_1 + h_2)_{\mathcal{H}}
\]
holds, we use the Burkholder-Davis-Gundy inequality (2.28) and (3.33) we get
\[
\begin{align*}
E \left| \frac{X^{n_k, \varepsilon}}{1 + X^{n_k, \varepsilon}} - \frac{X^{n_k}}{1 + X^{n_k}} \right| & \leq E \left| \frac{X^{n_k, \varepsilon}}{1 + X^{n_k, \varepsilon}} - \frac{X^{n_k}}{1 + X^{n_k}} \right| + E \left| \frac{X^{n_k}}{1 + X^{n_k}} - \frac{X^{n_k}}{1 + X^{n_k}} \right| \\
& \leq 2E \left| \frac{X^{n_k, \varepsilon}}{1 + X^{n_k, \varepsilon}} - \frac{X^{n_k}}{1 + X^{n_k}} \right| \\
& \leq C E \left[ \int_0^t \left( \int_0^s \mathcal{K}_\varepsilon \left( \sigma^{n_k}(U^{n_k}) \right) - \sigma^{n_k}(U^{n_k}) \right) dW^s \right. \\
& \hphantom{=} + \left. \int_0^s \mathcal{K}_\varepsilon \left( \sigma^{n_k}(U^{n_k}) \right) + \sigma^{n_k}(U^{n_k}) \right) dW^s \right) ds \\
& \leq C \left\| \mathcal{K}_\varepsilon \left( \sigma^{n_k}(U^{n_k}) \right) - \sigma^{n_k}(U^{n_k}) \right\|_{L^2(0,t;L^2(\mathcal{H}))}.
\end{align*}
\]
In a similar way we may establish the estimate
\[
E \left| \frac{\tilde{X}^{n_k, \varepsilon}}{1 + \tilde{X}^{n_k, \varepsilon}} - \frac{\tilde{X}^{n_k}}{1 + \tilde{X}^{n_k}} \right| \leq C \left\| \mathcal{K}_\varepsilon \left( \sigma^{n_k}(U^{n_k}) \right) - \sigma^{n_k}(U^{n_k}) \right\|_{L^2(0,t;L^2(\mathcal{H}))}.
\]
Then by (3.30), (3.37), (3.34) and the above estimates we get
\[
\begin{align*}
\tilde{E} \left| \frac{\tilde{X}^{n_k}}{1 + \tilde{X}^{n_k}} \right| & \leq \tilde{E} \left| \frac{\tilde{X}^{n_k}}{1 + \tilde{X}^{n_k}} - \frac{\tilde{X}^{n_k, \varepsilon}}{1 + \tilde{X}^{n_k, \varepsilon}} \right| + \tilde{E} \left| \frac{\tilde{X}^{n_k, \varepsilon}}{1 + \tilde{X}^{n_k, \varepsilon}} \right| \\
& \leq \tilde{E} \left| \frac{\tilde{X}^{n_k}}{1 + \tilde{X}^{n_k}} - \frac{\tilde{X}^{n_k, \varepsilon}}{1 + \tilde{X}^{n_k, \varepsilon}} \right| + \tilde{E} \left| \frac{X^{n_k}}{1 + X^{n_k}} - \frac{X^{n_k}}{1 + X^{n_k}} \right| \\
& \leq C \left\| \mathcal{K}_\varepsilon \left( \sigma^{n_k}(U^{n_k}) \right) - \sigma^{n_k}(U^{n_k}) \right\|_{L^2(0,t;L^2(\mathcal{H}))} \to 0, \quad \varepsilon \to 0 + .
\end{align*}
\]
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It follows that
\[
\tilde{U}^n_k(s) + \int_0^s A\tilde{U}^n_k + B^n_k(\tilde{U}^n_k) + F^n_k(\tilde{U}^n_k) \, dr = \tilde{U}^n_k(0) + \int_0^s \sigma^n_k(\tilde{U}^n_k) \, d\tilde{W}^n_k
\]
for almost surely on $\tilde{\Omega} \times [0, t]$. By the continuity of the functions in $V'$ the above stochastic differential equation holds $\mathbb{P}$-almost surely.

**Proposition 3.3.** Let $(\tilde{U}^n_k, \tilde{W}^n_k)$ be a sequence of $\mathcal{X}$-valued random variables on a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \mathbb{P})$ such that

1. $(U^n_k, W^n_k) \to (\tilde{U}, \tilde{W})$ in $\mathcal{X}$ $\tilde{\mathbb{P}}$-a.s., i.e.
   \[
   U^n_k \to \tilde{U} \text{ in } L^2(0, t; V) \cap C([0, t], V'), \quad W^n_k \to \tilde{W} \text{ in } C([0, t]; \mathcal{U}_0), \quad \mathbb{P}\text{-a.s.,}
   \]
2. $\tilde{W}^n_k$ is a cylindrical Wiener process with reproducing kernel Hilbert space $\mathcal{U}$ adapted to the filtration $(\mathcal{F}_t^n)_{t \geq 0}$ that contains the $\sigma$-algebra $\sigma(W^n_k, \tilde{U}^n_k; s \leq t)$.
3. each pair $(\tilde{U}^n_k, \tilde{W}^n_k)$ satisfies [3.28] with $\tilde{U}_0 \in L^q(\Omega, V)$ for some $q > 4$.

Let $\tilde{\mathcal{F}}_t$ be the completion of $\sigma(\tilde{W}(s), \tilde{U}(s), 0 \leq s \leq t)$ and $\tilde{\mathcal{S}} = (\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t)_{t \geq 0}, \tilde{\mathbb{P}})$. Then $(\tilde{\mathcal{S}}, \tilde{\mathcal{W}}, \tilde{\mathcal{U}})$ is a global martingale solution to the approximating problem (3.1).

Moreover, for all $p > 2$ such that $q \geq 2p$ and for all $t \geq 0$ the solution $\tilde{U}$ satisfies
\[
\tilde{U} \in L^p(\Omega, C([0, t], V)), \quad |A\tilde{U}|^p \|\tilde{U}\|^{p-2} \in L^1(\Omega, L^1(0, t)). \tag{3.38}
\]

Note that the requirement $q > 4$ above is used to prove the convergence of the stochastic term of the approximating sequence $\tilde{U}^n_k$.

**Proof.** The proof follows the argument of [14, Proposition 7.1]. Arguing as in [14, Section 7.1] we may find
\[
\tilde{U} \in L^2\left(\tilde{\Omega}, L^2(0, t; D(A))\right) \cap L^2\left(\tilde{\Omega}, L^\infty(0, t; V)\right) \tag{3.39}
\]
such that
\[
\tilde{U}^n_k \to \tilde{U} \text{ in } L^2\left(\tilde{\Omega}, L^2(0, t; D(A))\right), \quad \tilde{U}^n_k \to \tilde{U} \text{ in } L^2(\Omega, L^2(0, t; V)). \tag{3.40}
\]

Let $U^\sharp \in D(A)$ be fixed. Repeating the argument of [14, Section 7.2] we deduce the convergence of deterministic terms
\[
\int_0^s \left(A\tilde{U}^n_k + \theta(\|\tilde{U}^n_k - \tilde{U}^n_k\|)B^n_k(\tilde{U}^n_k) + F^n_k(\tilde{U}^n_k), U^\sharp\right) \, dr
\]
\[
\to \int_0^s \left(A\tilde{U} + \theta(\|\tilde{U} - \tilde{U}\|)B(\tilde{U}) + F(\tilde{U}), U^\sharp\right) \, dr \tag{3.41}
\]
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in \(L^r([0, t] \times \tilde{\Omega})\) for every \(r \in [1, 2)\). To show the convergence of the stochastic term we use the Lipschitz continuity of \(\sigma\) in \(L_2(\mathcal{U}, H)\) (2.20) and the Poincaré type inequality (2.17) to get

\[
\|\sigma^{n_k}(\tilde{U}^{n_k}) - \sigma(\tilde{U})\|^2_{L^2(0,t;L_2(\mathcal{U},H))} \leq C \left( \|\sigma(\tilde{U}^{n_k}) - \sigma(\tilde{U})\|^2_{L^2(0,t;L_2(\mathcal{U},H))} + \|Q_{n_k}\|_{L^2(0,t;L_2(\mathcal{U},H))} \right) \\
\leq C \left( \|\tilde{U}^{n_k} - \tilde{U}\|^2_{L^2(0,t;V)} + \frac{1}{\lambda_{n_k}} \|\sigma(\tilde{U}^{n_k})\|^2_{L^2(0,t;L_2(\mathcal{U},V))} \right) \\
\leq C \left( \|\tilde{U}^{n_k} - \tilde{U}\|^2_{L^2(0,t;V)} + \frac{1}{\lambda_{n_k}} \int_0^t 1 + \|\tilde{U}^{n_k}\|^2 + |A\tilde{U}^{n_k}|^2 \, ds \right)
\]

Recalling the uniform estimates (3.8) from Lemma 3.1 and the convergence (3.40) we have \(\sigma^{n_k}(\tilde{U}^{n_k}) \to \sigma(\tilde{U})\) in \(L^2(0, t; L_2(\mathcal{U}, H))\) and therefore

\[
\|\sigma^{n_k}(\tilde{U}^{n_k}) - \sigma(\tilde{U})\|^2_{L_2(\mathcal{U},H)} \to 0
\]

for almost all \((s, \omega) \in [0, t] \times \tilde{\Omega}\). Using the estimate (3.8) again with the bound (2.18) on \(\sigma(U)\) in \(L_2(\mathcal{U}, H)\) we get

\[
\sup_{k \in \mathbb{N}} \mathbb{E} \left[ \int_0^t \|\sigma^{n_k}(\tilde{U}^{n_k})\|^q_{L_2(\mathcal{U},H)} \, ds \right] \leq C \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \left( 1 + \sup_{s \in [0, t]} \|\tilde{U}^{n_k}\|^q \right) \right],
\]

which gives uniform integrability of \(\|\sigma(\tilde{U}^{n_k})\|_{L_q([0, t] \times \tilde{\Omega})}\) in \(L^{q_0}([0, t] \times \tilde{\Omega})\) with \(q_0 \in [1, q/2)\) and \(q/2 > 2\). By the Vitali convergence theorem we have

\[
\sigma^{n_k}(\tilde{U}^{n_k}) \to \sigma(\tilde{U}) \quad \text{in} \quad L^{q/2} \left( \tilde{\Omega}, L^{q/2} (0, t; L_2(\mathcal{U}, H)) \right).
\]

From [14, Lemma 2.1] we obtain

\[
\int_0^s \sigma^{n_k}(\tilde{U}^{n_k}) \, d\tilde{W}^{n_k} \to \int_0^s \sigma(\tilde{U}) \, d\tilde{W}
\]

in probability in \(L^2(0, t; H)\). Using the Vitali Theorem once more with (3.42) we observe that the convergence in (3.43) occurs in the space \(L^q(\tilde{\Omega}, L^2 (0, t; H))\).

From the convergence in (3.41) and the above we infer that for all \(U^s \in D(A)\) the equation

\[
\left( \tilde{U}(s), U^s \right) + \int_0^s \left( A\tilde{U} + \theta(\|\tilde{U} - \tilde{U}_s\|)B(\tilde{U}) + F(\tilde{U}), U^s \right) \, dr = \left( \tilde{U}_0, U^s \right) + \int_0^s \left( \sigma(\tilde{U}) \, d\tilde{W}, U^s \right)
\]

holds for almost all \((s, \omega) \in [0, t] \times \tilde{\Omega}\). By (3.39) and by the density of \(D(A)\) in \(H\), (3.44) holds for \(U^s \in H\) which gives the analogue to (2.33) for the modified equation (3.1).
The proof of continuity of \( \tilde{U} \) in time in the space \( V \) follows by a maximal regularity type argument similarly as in [14, Section 7.3], see also [45]. By the assumption on the growth of the \( L_2(\mathcal{U}, V) \)-norm of \( \sigma \) in (2.19) and the regularity of \( \tilde{U} \) from (3.39) we have

\[
\sigma(\tilde{U}) \in L^2 \left( \tilde{\Omega}; L^2(0, t; L_2(\mathcal{U}, V)) \right),
\]

therefore the solution of

\[
dZ + AZ \, dt = \sigma(U) \, d\tilde{W}, \quad Z(0) = \tilde{U}_0,
\]

satisfies

\[
Z \in L^2 \left( \tilde{\Omega}, C([0, t], V) \right) \cap L^2 \left( \tilde{\Omega}; L^2(0, t; D(A)) \right).
\]

(3.45)

Then, defining \( \bar{U} = \tilde{U} - Z \), by (3.1) we have \( \mathbb{P} \)-almost surely

\[
\frac{d}{dt} \bar{U} + A\bar{U} + \theta(\|\bar{U} + Z - \tilde{U}_\ast\|)B(\bar{U} + Z) + F(\bar{U} + Z) = 0, \quad \bar{U}(0) = \tilde{U}_0.
\]

(3.46)

The regularity of \( Z \) (3.45) and \( \tilde{U} \) (3.39) gives

\[
A\bar{U}, \ \theta(\|\bar{U} + Z - \tilde{U}_\ast\|)B(\bar{U} + Z), \ F(\bar{U} + Z) \in L^2 \left( \tilde{\Omega}, L^2(0, t; H) \right)
\]

and thus

\[
\frac{d}{dt} A^{1/2} \bar{U} \in L^2 \left( \tilde{\Omega}, L^2(0, t; V') \right), \quad A^{1/2} \bar{U} \in L^2 \left( \tilde{\Omega}, L^2(0, t; V) \right).
\]

Finally, by the Lions-Magenes Lemma, see e.g. [49, Lemma 1.2, Chapter 3], we infer from (3.46) that \( A^{1/2} \bar{U} \in C([0, t], H) \) and therefore \( \bar{U} \in C([0, t], V) \), both \( \mathbb{P} \)-almost surely.

To establish (3.38) it suffices to repeat the estimates in the first part of Lemma 3.1 for \( \tilde{U} \). This can be done by using the Itô Lemma from Theorem A.1. It is straightforward to check that the assumptions of the lemma are satisfied for \( \psi(U) = \|U\|_p \). Indeed, the operator \( D\psi(U) \) can be extended to \( H \) if \( U \in D(A) \) by \( D\psi(U)(h) = p\|U\|^{p-2}(AU, h) \) and the required convergence property (A.5) can be established in a direct way.

**Corollary 3.4.** Let \( (\tilde{S}, \tilde{W}, \tilde{U}) \) be the global martingale solution of (3.1) from Proposition 3.3 with \( \tilde{U}_0 \in L^q(\Omega, V) \) for some \( q \geq 8 \). Let

\[
\tau = \inf \left\{ t \geq 0 \mid \|\tilde{U} - U_\ast\| \geq \kappa \right\},
\]

with \( U_\ast \) being the solution to the linear problem (3.2) and \( \kappa > 0 \) the constant from (3.3) and Lemma 3.2. Then \( (\tilde{S}, \tilde{W}, \tilde{U}, \tau) \) is a local martingale solution to the problem (2.31). Moreover, for all \( p > 2 \) such that \( q \geq 2p \), then for all \( t \geq 0 \)

\[
\tilde{U} (\cdot \wedge \tau) \in L^p(\tilde{\Omega}, C([0, t], V)), \quad 1_{[0, \tau]} \|A\tilde{U}\|^2 \|\tilde{U}\|^{p-2} \in L^1(\Omega, L^1(0, t)).
\]

(3.47)
3.3 Existence of local pathwise solutions

Implementing the same argument from [14 Section 5] relying on the the Gyöngy-Krylov theorem, see [29 Lemma 1.1], we briefly sketch the proof of the existence of local pathwise solution of the original problem (2.1)-(2.3). We provide more details mainly in those parts where the explicit smallness of constants in the growth estimates of $\sigma(U)$ in $L_2(\mathcal{U}, V)$ (2.19) and the Lipschitz constant $\gamma$ in (2.21) may play a role.

First we state a pathwise uniqueness result with a proof following that of [14 Proposition 5.1] with only minor changes. From now on we assume that $F$ also satisfies (2.16).

**Proposition 3.5.** Let $U_0 \in L^q(\Omega; \mathcal{F}_0, V)$ with $q \geq 8$. Let $S = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ and $W$ be as in Theorem 2.7 and let $(S, W, U_1)$ and $(S, W, U_2)$ be two global martingale solutions of the modified equation (3.1). Let $\Omega_0 = \{U_1(0) = U_2(0)\} \subseteq \Omega$. Then
\[
\mathbb{P}\left(\{1_{\Omega_0}(U_1(t) - U_2(t)) = 0 \text{ for all } t \geq 0\}\right) = 1.
\]

**Proof.** Let $R = U^{(1)} - U^{(2)}$ and $\bar{R} = 1_{\Omega_0} R$. Let $\tau^n$ be the stopping time defined by
\[
\tau^n = \inf\left\{t \geq 0 \mid \int_0^t ||U^{(1)}||^2 |A U^{(1)}|^2 + ||U^{(2)}||^2 |A U^{(2)}|^2 \, ds \geq n\right\}.
\]
Since both $U^{(1)}$ and $U^{(2)}$ are defined globally and $U_0 \in L^q(\Omega; \mathcal{F}_0, V)$ with $q \geq 8$, from the estimates from Lemma 3.1 we deduce $\tau^n \to \infty$ $\mathbb{P}$-a.s. and therefore it suffices to show that
\[
\mathbb{E} \sup_{s \in [0, \tau^n \wedge T]} ||\bar{R}(s)||^2 = 0
\]
for all $n \in \mathbb{N}$ and $T > 0$. Subtracting the equations for $U^{(1)}$ and $U^{(2)}$ we get
\[
dR + [AR + \theta(||U^{(1)} - U^{(1)}_* ||)B(U^{(1)}) - \theta(||U^{(2)} - U^{(2)}_* ||)B(U^{(2)}) + F(U^{(1)}) - F(U^{(2)})] \, dt
= \left[\sigma(U^{(1)}) - \sigma(U^{(2)})\right] \, dW,
\]
\[
R(0) = U^{(1)}(0) - U^{(2)}(0).
\]
Fix $n \in \mathbb{N}$ and let $\tau_a$, $\tau_b$ be stopping times such that $0 \leq \tau_a \leq \tau_b \leq \tau^n$. Applying the Itô Lemma from Theorem A.1 multiplying by $1_{\Omega_0}$, using the bilinearity of $B$, integrating over $[\tau_a, \tau_b]$ and applying the expected value gives the estimate
\[
\mathbb{E} \left[\sup_{s \in [\tau_a, \tau_b]} ||\bar{R}(s)||^2 + 2 \int_{\tau_a}^{\tau_b} |A \bar{R}|^2 \, ds\right] \leq \mathbb{E} ||\bar{R}(\tau_a)||^2
+ 2 \mathbb{E} \int_{\tau_a}^{\tau_b} \left|\left[\theta(||U^{(1)} - U^{(1)}_* ||) - \theta(||U^{(2)} - U^{(2)}_* ||)\right] B(U^{(1)}), A \bar{R}\right| \, ds
+ 2 \mathbb{E} \int_{\tau_a}^{\tau_b} \left|\left[B(U^{(1)}), A \bar{R}\right| \, ds
+ 2 \mathbb{E} \sup_{s \in [\tau_a, \tau_b]} \left|\int_{\tau_a}^{s} \left[\sigma(U^{(1)}) - \sigma(U^{(2)})\right] \, dW, A \bar{R}\right| \, ds
+ \mathbb{E} \int_{\tau_a}^{\tau_b} 1_{\Omega_0} ||\sigma(U^{(1)}) - \sigma(U^{(2)})||^2_{L_2(\mathcal{U}, V)} \, ds
\leq \mathbb{E}||\bar{R}(\tau_a)||^2 + J_1 + J_2 + J_3 + J_4 + J_5.
\]

(3.48)
Note that \(1_{\Omega_b}(U_1^{(1)} - U_2^{(2)}) = 0\) almost surely. To estimate \(J_1\), recall that \(\theta\) is Lipschitz continuous and use the estimate (2.10) and the Young inequality to get

\[
J_1 \leq \frac{\varepsilon}{3} E \int_{\tau_a}^{\tau_b} |A\bar{R}|^2 \, ds + C_\varepsilon E \int_{\tau_a}^{\tau_b} \|\bar{R}\|^2 \|U^{(1)}\|^2 \|AU^{(1)}\|^2 \, ds
\]

(3.49)

for some \(\varepsilon > 0\) precisely determined later. The term \(J_2\) can be estimated by the bound (2.10) on \(B\) and the Young inequality. We deduce

\[
J_2 \leq 2E \int_{\tau_a}^{\tau_b} \left| (B(U^{(1)}) - B(U^{(2)}) \pm B(U^{(2)}, U^{(1)}), A\bar{R}) \right| \, ds
\]

\[
\leq \frac{\varepsilon}{3} E \int_{\tau_a}^{\tau_b} |A\bar{R}|^2 \, ds + C_\varepsilon E \int_{\tau_a}^{\tau_b} \|\bar{R}\|^2 (\|U^{(1)}\|^2 \|AU^{(1)}\|^2 + \|U^{(2)}\|^2 \|AU^{(2)}\|^2) \, ds.
\]

(3.50)

For \(J_3\) we recall the Lipschitz continuity of \(F\) (2.16) and employ the Young inequality to obtain

\[
J_3 \leq \frac{\varepsilon}{3} E \int_{\tau_a}^{\tau_b} |A\bar{R}|^2 \, ds + C_\varepsilon E \int_{\tau_a}^{\tau_b} \|\bar{R}\|^2 \, ds.
\]

(3.51)

Regarding \(J_4\), from the Burkholder-Davis-Gundy inequality (2.28), the Lipschitz continuity of \(\sigma\) in \(L_2(U, V)\) (2.21) and the Young inequality we follow the same argument leading to (3.20) and infer

\[
J_4 \leq 2C_{BDG} E \left( \int_{\tau_a}^{\tau_b} \|\sigma(U^{(1)}) - \sigma(U^{(2)})\|_{L_2(U, V)}^2 \|\bar{R}\|^2 \, ds \right)^{1/2}
\]

\[
\leq (1 - \delta + \varepsilon) E \sup_{s \in [\tau_a, \tau_b]} \|\bar{R}\|^2 + C_\varepsilon E \int_{\tau_a}^{\tau_b} (1 + \|\bar{R}\|^2) \, ds + \frac{C_{BDG}^2}{1 - \delta} E \int_{\tau_a}^{\tau_b} |A\bar{R}|^2 \, ds
\]

(3.52)

for some \(\delta > \varepsilon\) small. Finally, the integral \(J_5\) is estimated using the Lipschitz continuity of \(\sigma\) in \(L_2(U, V)\) (2.21). We get

\[
J_5 \leq \gamma E \int_{\tau_a}^{\tau_b} |A\bar{R}|^2 \, ds + C E \int_{\tau_a}^{\tau_b} \|\bar{R}\|^2 \, ds.
\]

(3.53)

Collecting the estimates (3.48)-(3.53) we finally obtain

\[
E \left[ (\delta - \varepsilon) \sup_{s \in [\tau_a, \tau_b]} \|\bar{R}\|^2 + \left( 2 - \varepsilon - \gamma - \frac{C_{BDG}^2}{1 - \delta} \right) \int_{\tau_a}^{\tau_b} |A\bar{R}|^2 \, ds \right]
\]

\[
\leq C E \left[ \|\bar{R}(\tau_a)\|^2 + \int_{\tau_a}^{\tau_b} \|\bar{R}\|^2 (1 + \|U^{(1)}\|^2 \|AU^{(1)}\|^2 + \|U^{(2)}\|^2 \|AU^{(2)}\|^2) \, ds \right].
\]

Recalling that \(\sigma\) satisfies the hypothesis \(H_1\) (2.34) and choosing \(\delta\) and \(\varepsilon\) sufficiently small we may invoke the stochastic Gronwall Lemma from Proposition 2.1 to conclude the proof.
**Proposition 3.6.** Let $\mathcal{S}, W, \sigma$ and $F_U$ be as in Theorem 2.5.

1. Let $U_0 \in L^q (\Omega; \mathcal{F}_0, V)$ with $q \geq \max \{2p, 8\}$. Then there exists a unique global pathwise solution of (3.1). Moreover, for all $p > 2$ such that $q \geq 2p$, then (3.38) holds for all $t > 0$ with $U$ instead of $\hat{U}$.

2. If $U_0 \in L^2 (\Omega; \mathcal{F}_0, V)$, then there exists a unique a local pathwise solution $(U, \tau)$ of (2.31). Moreover, if $U_0 \in L^p (\Omega; \mathcal{F}_0, V)$ for some $p > 2$, then (3.47) holds for all $t > 0$ with $U$ instead of $\hat{U}$.

**Proof.** The proof of the first part runs exactly as in [14, Section 5.1] and is therefore omitted. Also if $p > 2$ is such that $q \geq 2p$, the equivalent of the regularity (3.38) can be established by repeating the estimates of Lemma 3.1 by the means of the Itô Lemma from Theorem A.1.

Assuming $U_0 \in L^2 (\Omega; \mathcal{F}_0, V)$, we may prove the second claim by the following the localization argument of [27, Proposition 4.1]. Let $M \geq 1$ be fixed and for $k \in \mathbb{N} \cup \{0\}$ let $\Omega_k = \{k \leq \|U_0\| < k + 1\}$. By the above there exist local solutions $(U_k, \rho_k)$ of the problem (2.31) with initial data $1_{\Omega_k} U_0 \in L^\infty (\Omega, V)$. Let us define

$$\tau_k = \rho_k \wedge \inf \left\{ s \geq 0; \sup_{r \in [0, s \wedge \rho_k]} \|U_k\|^2 + \int_0^s |AU_k|^2 \, dr \geq M + \|U_0\|^2 \right\}.$$

Clearly, by the continuity of $U_k$ in $V$ we have $\tau_k > 0$ almost surely. Let us define

$$U = \sum_{k=0}^\infty U_k 1_{\Omega_k}, \quad \tau = \sum_{k=0}^\infty \tau_k 1_{\Omega_k}.$$

Then by the definitions of $\tau$ and $\tau_k$ we have

$$\mathbb{E} \left[ \sup_{s \in [0, \tau]} \|U\|^p + \int_0^\tau |AU|^2 \, ds \right] = \mathbb{E} \sum_{k=0}^\infty 1_{\Omega_k} \left( \sup_{s \in [0, \tau]} \|U_k\|^2 + \int_0^\tau |AU_k|^2 \, ds \right) \leq \mathbb{E} \sum_{k=0}^\infty 1_{\Omega_k} \left( M + \|U_0\|^2 \right) \leq M + \mathbb{E}\|U_0\|^2 < \infty,$$

hence $(U, \tau)$ is a local pathwise solution of (2.31).

Let now $U_0 \in L^p (\Omega; \mathcal{F}_0, V)$ for some $p > 2$ satisfying $q \geq 2p$ and let $(U, \tau)$ be the local pathwise solution to (2.31) from above. Then from the definition of $\tau$ we get

$$\sup_{s \in [0, \tau]} \|U\|^p + \int_0^\tau |AU|^2 \|U\|^{p-2} \, ds$$

$$\leq \left( \sup_{s \in [0, \tau]} \|U\|^2 \right)^{p/2} + \left( \sup_{s \in [0, \tau]} \|U\|^2 \right)^{(p-2)/2} \int_0^\tau |AU|^2 \, ds$$

$$\leq (M + \|U_0\|^2)^{p/2} + (M + \|U_0\|^2)^{(p-2)/2} (M + \|U_0\|^2)$$

$$\leq C_{p, M} (1 + \|U_0\|^p)$$

$\mathbb{P}$-almost surely, which leads to the desired equivalent of (3.47). \qed
3.4 Proof of Theorem 2.5

The proofs in this section are an adaptation of [27, Section 4] and [43, Theorem 3], see also [33, Theoreme 14.21] and [19, Chapter 7, Section 2].

Let $T$ be the set all of stopping times $\tau$ such that there exists a process $U$ such that the couple $(U, \tau)$ is a local pathwise solution of the problem (2.31). In particular $(U, \tau)$ has the regularity (2.32) and satisfies the equation (2.33). By Proposition 3.6 $T$ is non-empty.

By [18, Chapter 5, Section 18] there exits a stopping time $\xi$ such that $\xi \geq \tau$ a.s. for all $\tau \in T$ and a sequence of stopping times $(\tau_N)_{N=1}^\infty \in T$ satisfying $\tau_N \nearrow \xi$ on a full-measure set $\Omega^1 \subseteq \Omega$. Let $(U_N, \tau_N)$ be the respective local pathwise solutions. By the pathwise uniqueness result from Proposition 3.5 there exists $\Omega^2 \subseteq \Omega^1 \subseteq \Omega$ of full measure such that for all $N, M \in \mathbb{N}$

$$U_N(t \wedge \tau_N \wedge \tau_M, \omega) = U_M(t \wedge \tau_N \wedge \tau_M, \omega), \quad t \geq 0, \quad \omega \in \Omega^2. \quad (3.54)$$

For $\omega \in \Omega^2$ and $t \geq 0$ we define

$$U(t, \omega) = \lim_{N \to \infty} U_N(t \wedge \tau_N, \omega) \mathbf{1}_{[0,\xi]}(\omega).$$

Note that the limit exists since by (3.54) the sequence $U_N$ it is constant for $k \geq k_0$ with $k_0 = k_0(\omega)$. It is straightforward to check that $U$, $\xi$ and $\tau_N$ have the required properties, cf. the amalgation argument in [19, Lemmata III.6.A and III.6.B], see also [4].

If $U_0 \in L^p(\Omega; \mathcal{F}_0, V)$ with $p > 2$, the additional integrability (2.36) immediately follows from the construction of $\tau_N$, in particular from the fact that the stopping times $\tau_N$ are accessible by a finite number of extensions which, by the final argument of the proof of Proposition 3.6 preserves integrability in question.

It remains to establish the blow-up property (2.35). Let $\rho_R$ be the stopping time defined by

$$\rho_R = \inf \left\{ t \in [0, \xi) \mid \sup_{s \in [0, t]} \|U\|^2 + \int_0^t |AU|^2 ds \geq R \right\} \wedge \xi.$$ 

Let us observe that $\{\xi < \infty\} = \Omega_1 \cup \Omega_2$, where the disjoint sets $\Omega_1$ and $\Omega_2$ are given by

$$\Omega_1 = \{\xi < \infty\} \cap \{\rho_R < \xi \text{ for all } R > 0\}, \quad \Omega_2 = \{\xi < \infty\} \cap \{\rho_R = \xi \text{ for some } R > 0\}.$$ 

Clearly, on the set $\Omega_1$ the blow-up property (2.35) holds. Let us show that $\mathbb{P}(\Omega_2) = 0$. If $\mathbb{P}(\Omega_2) > 0$, observing

$$\Omega_2 = \bigcup_{R \in \mathbb{N}} \{\xi < \infty\} \cap \{\rho_R = \xi\} = \bigcup_{R \in \mathbb{N}} \Omega_2^R,$$

we find $R_0 \in \mathbb{N}$ such that $\mathbb{P}(\Omega_2^{R_0}) > 0$. In particular, we have

$$\sup_{s \in [0, \xi]} \|U\|^2 + \int_0^\xi |AU|^2 ds \leq R_0 \quad (3.55)$$

We emphasize that we do not claim $\xi \in T$ as that would be incompatible with our local solution $(U, \tau)$ being considered on a closed interval $[0, \tau]$. Thus, we do not need to invoke the Kuratowski-Zorn Lemma.
on a set of positive measure. From the definition it is immediate that \( \{ \xi < \infty \} \in \mathcal{F}_\xi \). Also by e.g. [34, Lemma I.2.15] \( \{ \rho_{R_0} = \xi \} \in \mathcal{F}_\xi \) and therefore \( \Omega_2^{R_0} \in \mathcal{F}_\xi \). Let \( X \) be the stochastic process defined by

\[
X(t) = U_0 + \int_0^t 1_{[0, \xi]} 1_{\Omega_2^{R_0}} (-AU - B(U) - F(U)) \, ds + \int_0^t 1_{[0, \xi]} 1_{\Omega_2^{R_0}} \sigma(U) \, dW \quad (3.56)
\]

for \( t \in [0, \infty) \) and \( \omega \in \Omega \). The stochastic integral is well defined due to the bound (3.55) and the assumption (2.19) and takes values in \( V \). The deterministic integral can be defined pathwise. From (3.56) we observe

\[
X(t) = U(t) \quad \text{for all } 0 \leq t < \xi \ \mathbb{P}\text{-a.s. on the set } \Omega_2^{R_0}. \quad (3.57)
\]

We want to establish that the trajectories of the process \( X \) are continuous in \( \mathbb{P} \)-almost surely. On \( \Omega \setminus \Omega_2^{R_0} \) this is immediate. Indeed, by the Itô Lemma, see e.g. Theorem A.1, we get

\[
d||X||^2 + 21_{\Omega_2^{R_0}} 1_{[0, \xi]} [(AU, AX) + (B(U), AX) + (F(U), AX)] \, dt \\
\leq 1_{\Omega_2^{R_0}} 1_{[0, \xi]} ||\sigma(U)||_{L_2(U, V)}^2 \, dt + 2 \left( 1_{\Omega_2^{R_0}} 1_{[0, \xi]} A^{1/2} \sigma(U) \, dW, A^{1/2} X \right).
\]

Let \( t > 0 \). In the following estimates we implicitly use the bound by \( R_0 \) (3.55) and the equivalence of \( X \) and \( U \) on \( \Omega_2^{R_0} \) from (3.57). Clearly

\[
2\mathbb{E} \int_0^t 1_{\Omega_2^{R_0}} 1_{[0, \xi]} (AU, AX) \, ds = 2\mathbb{E} \int_0^{t \land \xi} 1_{\Omega_2^{R_0}} |AU|^2 \, ds \leq 2R_0 < \infty.
\]

By the estimate on \( B \) (2.19) we have

\[
2\mathbb{E} \int_0^t 1_{\Omega_2^{R_0}} 1_{[0, \xi]} (B(U), AX) \, ds \leq C\mathbb{E} \int_0^{t \land \xi} 1_{\Omega_2^{R_0}} ||U|| |AU|^2 \, ds \leq CR_0^{1+1/2} < \infty.
\]

From the bound (2.15) on \( F \) we deduce

\[
2\mathbb{E} \int_0^t 1_{\Omega_2^{R_0}} 1_{[0, \xi]} (F(U), AX) \, ds \leq C\mathbb{E} \int_0^{t \land \xi} 1_{\Omega_2^{R_0}} (1 + ||U||) |AU| \, ds \leq C\xi (1 + R_0) < \infty.
\]

The estimate (2.19) on \( \sigma(U) \) in \( L_2(U, V) \) leads to

\[
\mathbb{E} \int_0^t 1_{\Omega_2^{R_0}} 1_{[0, \xi]} ||\sigma(U)||^2 \, ds \leq C\mathbb{E} \int_0^{t \land \xi} 1_{\Omega_2^{R_0}} (1 + ||U||^2 + |AU|^2) \, ds \leq C\xi (1 + R_0) < \infty.
\]

Finally we use the Burkholder-Davis-Gundy inequality (2.28) and (2.19) once more to deduce

\[
2\mathbb{E} \sup_{s \in [0, t]} \left| \int_0^s 1_{\Omega_2^{R_0}} 1_{[0, \xi]} \left( A^{1/2} \sigma(U) \, dW, A^{1/2} X \right) \right| \\
\leq C\mathbb{E} \left( \int_0^{t \land \xi} 1_{\Omega_2^{R_0}} ||U||^2 (1 + ||U||^2 + |AU|^2) \, ds \right)^{1/2} \leq C\xi (1 + R_0) < \infty.
\]
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Recalling the estimates above we may repeat the deterministic and stochastic maximal regularity-type argument as in the proof of Proposition 3.3 to show that for all \( t > 0 \)
\[
X \in C ([0, t]; V) \cap L^2 (0, t; D(A)) \quad \mathbb{P}\text{-a.s. on } \Omega^R_0.
\]
Therefore, by (3.57) the limit
\[
\lim_{t \to \xi^-} U(t) = \lim_{t \to \xi^-} X(t) = X(\xi)
\]
exists \( \mathbb{P}\)-almost surely on the set \( \Omega^R_0 \). Let us define
\[
\tilde{U}_0(\omega) = \begin{cases} \lim_{t \to \xi^-} U(t, \omega), & \omega \in \Omega^R_0 \text{ and the limit exists,} \\ 0, & \text{otherwise.} \end{cases}
\]
We claim that the function \( \tilde{U}_0 \) is \( \mathcal{F}_\xi \)-measurable. Indeed, the convergence \( \tau_N \nearrow \xi \mathbb{P}\)-a.s. gives
\[
\tilde{U}_0(\omega) = \lim_{t \to \xi^-} \mathbb{1}_{\Omega^R_0}(\omega) U(t, \omega) = \lim_{N \to \infty} \mathbb{1}_{\Omega^R_0}(\omega) U(\tau_N(\omega), \omega) \quad \mathbb{P}\text{-a.s. on } \Omega^R_0.
\]
Since \( U(\tau_N(\cdot), \cdot) \) is \( \mathcal{F}_{\tau_N} \)-measurable, the random variable \( \tilde{U}_0 \) is \( \mathcal{F}_\xi \)-measurable. By Proposition 3.3 applied to the stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_{t+\xi}\}_{t \geq 0}, \mathbb{P})\) and the \( \{\mathcal{F}_{t+\xi}\}_{t \geq 0} \)-adapted cylindrical Wiener process \( W_{t+\xi} \) there exists a local pathwise solution \((\tilde{U}, \tilde{\tau})\) to (2.31) with initial data \( \tilde{U}_0 \). Let \( N \in \mathbb{N} \) be fixed. It is straightforward to check that
\[
\tilde{U}(t, \omega) = \begin{cases} U(t, \omega), & \omega \in \Omega, 0 \leq t \leq \tau_N, \\ U(t, \omega), & \omega \in \Omega^R_0, \tau_N \leq t < \xi, \\ \tilde{U}(t - \xi(\omega), \omega), & \omega \in \Omega^R_0, \xi \leq t \leq \xi + \tilde{\tau}, \end{cases}
\]
is a local pathwise solution of the problem (2.31) with initial data \( U_0 \), which is a contradiction with the definition of the maximal solution and the stopping time \( \xi \).

4 Existence of global solution

In this section let \( S, W, U_0, F_U \) and \( \sigma \) be as in Theorem 2.6 and let \( (U, \xi) \) be the maximal solution from Theorem 2.5 with initial data \( U_0 \). Let \( \tau_N \) be the sequence of \( \mathbb{F}\)-adapted stopping times satisfying \( \tau_N \nearrow \xi \mathbb{P}\)-almost surely from Theorem 2.5.

The strategy of the proof of global existence is similar to the one in [10]. We decompose the horizontal velocity \( v \) into its baroclinic and barotropic modes. The equation for the baroclinic mode does not contain pressure and using the fact that the operator \( -\Delta_3 \) is dissipative in \( L^6(M) \) we may estimate \( |\hat{v}|_{L^6}^6 \). This is done by employing the stochastic Gronwall Lemma from [27] recalled in Proposition 2.1. After that we use the above estimate to obtain estimates on \( ||v||^2_{L^6}, |T|_{L^6}^6 \) and \( |\partial_z U|^2 ||\partial_z U||^2 \). Finally, following the argument from [15] we establish the global existence.
The decomposition of the horizontal velocity into barotropic and baroclinic modes \( \bar{v} \) and \( \tilde{v} \) respectively is done by defining
\[
\bar{v} = A_2 v, \quad \tilde{v} = (I - A_3) v = R v,
\]
where \( A_2, A_3 \) are the averaging operators defined in (2.17). Using the computations from [10] we observe that the barotropic mode satisfies the equation
\[
d\bar{v} + \left[ -\mu \Delta \bar{v} + (\bar{v} \cdot \nabla) \bar{v} + A_2 ((\bar{v} \cdot \nabla) \bar{v} + (\text{div} \, \bar{v}) \bar{v}) + \vec{f} \times \bar{v} + \nabla p_s - \beta T g A_2 \int_0^z T dz' \right] dt = A_2 F_v dt + A_2 \sigma_1(U) dW_1, \quad \bar{v}(0) = A_2 v_0, \quad (4.1)
\]
with
\[
\text{div } \bar{v} = 0 \text{ in } M_0, \quad \bar{v} = 0 \text{ on } \partial M_0,
\]
with the equation (4.1) understood in the space \( H_f \). On the other hand, the baroclinic mode of the horizontal velocity solves the equation
\[
d\tilde{v} + \left[ -\mu \Delta \tilde{v} - \nu \partial_{zz} \tilde{v} + (\tilde{v} \cdot \nabla) \tilde{v} + w(\tilde{v}) \partial_z \tilde{v} + (\tilde{v} \cdot \nabla) \tilde{v} + (\bar{v} \cdot \nabla) \tilde{v}
\]
\[
- A_3 ((\bar{v} \cdot \nabla) \tilde{v} + (\text{div} \, \tilde{v}) \tilde{v}) + f \vec{k} \times \tilde{v} - \beta T g R \nabla \left( \int_0^z T dz' \right) \right] dt = R F_v dt + R \sigma_1(U) dW_1, \quad \tilde{v}(0) = R v_0, \quad (4.2)
\]
with the boundary conditions
\[
\partial_z \tilde{v} = 0 \text{ on } \Gamma_i \cup \Gamma_b, \quad \tilde{v} = 0 \text{ on } \Gamma_l.
\]

Before we proceed to the estimates let us state the following simple lemma. For a different argument see e.g. [25, Proposition A.1].

**Lemma 4.1.** Let \( f : \Omega \times [0, \infty) \to [0, \infty] \) be such that the function \( f(\cdot, \omega) \) is non-decreasing continuous for \( \mathbb{P} \)-almost all \( \omega \in \Omega \) and \( f(t, \cdot) \) is measurable and almost surely finite for all \( t \geq 0 \). For \( K \geq 0 \) let \( \rho_K(\omega) = \inf \{ t \geq 0 \mid f(t, \omega) \geq K \} \). Then \( \lim_{K \to \infty} \rho_K = \infty \) \( \mathbb{P} \)-almost surely.

**Proof.** For \( N \in \mathbb{N} \) let \( \Omega_N = \{ \omega \in \Omega \mid f(N, \omega) < \infty \} \) and \( \tilde{\Omega} = \bigcap_{N=1}^{\infty} \Omega_N \). By the assumptions the set \( \tilde{\Omega} \) is of full measure. Observe that for \( 0 \leq K_1 \leq K_2 \) we have \( \rho_{K_1} \leq \rho_{K_2} \), i.e. \( \rho_K \) is monotone in \( K \). Assume that \( \rho_K \to \infty \) on some measurable set \( \Omega^1 \) such that \( \mathbb{P}(\Omega^1) > 0 \). By the monotonicity of \( \rho_K \) there exists \( t_0 \in \mathbb{N} \) such that \( \rho_K \leq t_0 \) for all \( K > 0 \) on \( \Omega^2 \subseteq \Omega^1 \) such that \( \mathbb{P}(\Omega^2) > 0 \). From the definition of \( \rho_K \) and the continuity of \( f \) we get \( f(\omega, \rho_K(\omega)) = K \) for all \( K > 0 \) and \( \omega \in \Omega_2 \). Then since \( f \) is continuous and non-decreasing, we have \( f(t_0) = +\infty \) on a set of non-zero measure, a contradiction. \( \square \)
Proposition 4.2. Let \( p \geq 2 \) and let \( U_0 \in L^p(\Omega; \mathcal{F}_0, H) \). Let us the constant \( \eta_0 \) from (2.18) is such that

\[
\eta_0 < \frac{2}{p \left(1 + \frac{c_{\text{BDG}}^2}{2}\right) - 1}. \tag{4.3}
\]

Then for all \( t > 0 \) we have

\[
\mathbb{E} \left[ \sup_{s \in [0, t \wedge \tau_N]} |U|^p + \int_0^{t \wedge \tau_N} |U|^{p-2} \|U\|^2 ds \right] \leq C_t \mathbb{E}[|U_0|^p + 1]. \tag{4.4}
\]

If moreover \( U_0 \in L^4(\Omega; \mathcal{F}_0, H) \) and \( \eta_0 \) is as in Theorem 2.6, so that in particular the condition (4.3) holds with \( p = 4 \), the stopping time \( \tau_N^w \) defined by

\[
\tau_N^w = \inf \left\{ s \geq 0 \mid \int_0^{s \wedge \xi} |U|^2 \|U\|^2 + \|F_U\|^2 + |F_T|_{H^{1/2}(\mathcal{M})}^2 dr \geq K \right\} \tag{4.5}
\]

satisfies \( \tau_N^w \to \infty \) \( \mathbb{P} \)-almost surely as \( K \to \infty \).

Proof. We employ the Itô Lemma from Theorem A.1 in \( H \). We use the cancellation property of \( b \) (2.12) and the cross product, the self-adjointness of \( A \), the Lipschitz continuity of \( F \) and the bound on \( \sigma \) (2.18) in \( L_2(U, H) \) to obtain

\[
(\delta - \varepsilon) \mathbb{E} \sup_{s \in [0, t \wedge \tau_N]} |U|^p + p \left(1 - \varepsilon - \frac{p - 1}{2} - \frac{p c_{\text{BDG}}^2 \eta_0}{4(1 - \delta)}\right) \mathbb{E} \int_0^{t \wedge \tau_N} \|U\|^2 |U|^{p-2} ds

\leq C \varepsilon \mathbb{E} \left[ |U_0|^p + \int_0^{t \wedge \tau_N} 1 + |U|^p + |F_U|^2 ds \right]
\]

for some \( \varepsilon > 0 \) and \( \varepsilon < \delta < 1 \). Recalling that \( \eta_0 \) satisfies (4.3), the standard Gronwall Lemma leads to

\[
\mathbb{E} \left[ \sup_{s \in [0, t \wedge \tau_N]} |U|^p + \int_0^{t \wedge \tau_N} |U|^{p-2} \|U\|^2 ds \right] \leq C_t \left( \mathbb{E}[|U_0|^p] + \int_0^{t \wedge \tau_N} 1 + |F_U|^2 ds \right)
\]

The desired bound (4.4) then follows by passing to the limit w.r.t. \( N \to \infty \) justified by the assumption on \( F_U \) (2.13) and the monotone convergence theorem. The convergence \( \lim_{K \to \infty} \tau_N^w = \infty \) \( \mathbb{P} \)-a.s. now follows immediately from Lemma 4.1

\[\square\]

4.1 \( L^6 \) estimates

Proposition 4.3. Under the assumptions of Theorem 2.6, for all \( t > 0 \) and \( K, N \in \mathbb{N} \) the baroclinic mode \( \tilde{v} \) from (4.2) satisfies

\[
\mathbb{E} \left[ \sup_{s \in [0, t \wedge \tau_N^w \wedge \tau_N]} |\tilde{v}|^6 + \int_0^{t \wedge \tau_N^w \wedge \tau_N} \int_{\mathcal{M}} |
\nabla_3 \tilde{v}|^2 |\tilde{v}|^4 d\mathcal{M} ds \right]

\leq C_{t, K} \mathbb{E} \left[ |\tilde{v}(0)|^6_6 + \int_0^{t \wedge \tau_N^w \wedge \tau_N} 1 + \|U\|^2 + \|U\|^2 |U|^2 + |F_t|^2 ds \right]. \tag{4.6}
\]
Moreover, the stopping time $\tau^u_K$ defined by

$$
\tau^u_K = \inf \left\{ s \geq 0 \mid \int_0^s e^{\lambda t} \left| \ddot v \right|^6_6 + \left( \int_M |\nabla_3 \ddot v|^2 |\ddot v|^4 \, dM \right) \, dr \geq K \right\}
$$

(4.7)
satisfies $\tau^u_K \to \infty \mathbb{P}$-almost surely.

For another argument using dissipative properties of the Laplacian in the context of stochastic fluid mechanics see e.g. the paper [9] on the stochastic 2D Euler equations.

\begin{proof}
Using the Gagliardo-Nirenberg inequality it is straightforward to check that for $u \in H^2$ and $h \in L^2$

$$
|D|u|^{6/2}_6(h)| \leq C|u|^5_5 |h| \leq C|u|^{3/2}| \nabla_3 u|^3 |h|
$$

and therefore the operator $D|u|^{6/2}_6$ can be continuously extended to $L^2$ for $u \in D(A_1)$. Moreover, if $u_n \to u$ in $C([0,t],V)$ and $u_n$ is bounded in $L^2(0,t;D(A))$, then by the Gagliardo-Nirenberg inequality

$$
\left| \int_0^t |D|u_n|^{6/2}_6 - |D|u|^{6/2}_6| |h| \, ds \right| \leq C \int_0^t \int_M |u_n - u| \left( |u_n|^4 + |u|^4 \right) \left| \nabla_3 h \right| \, dM \, ds
$$

\leq C \int_0^t \left( |u_n|^{6/2}_6 + |u|^{6/2}_6 \right) \left| u - u_n \right| \left| \nabla_3 h \right| \, ds
$$

\leq C \int_0^t \left( |u_n|_{H^2} + |u|_{H^2} \right) \left( ||u_n||^3 + ||u||^3 \right) \left| u - u_n \right| \left| \nabla_3 h \right| \, ds
$$

\leq C \sup_{s \in [0,t]} \left( ||u_n - u| \left( ||u_n||^3 + ||u||^3 \right) \right) \left( ||u||_{L^2(0,t;H^2)} + ||u_n||_{L^2(0,t;H^2)} \right) \left| \nabla_3 h \right| \to 0,
$$

and therefore the assumptions of Theorem A.1 are met. Thus, by the Itô Lemma from Theorem A.1 applied to the equation (4.2) and the function $|\ddot v|^6_6$ and the usual cancellations we may use integration by parts to get

$$
d|\ddot v|^6_6 + 6 \int_M \mu |\nabla_3 \ddot v|^2 |\ddot v|^4 \, dM \, dt
$$

$$
= -6 \int_M |\ddot v|^4 \ddot v \cdot \left( \ddot v \cdot \nabla \ddot v + A_3 (\ddot v \cdot \nabla) \ddot v + (\text{div} \ddot v) \ddot v + \beta_T g \mathcal{R} \nabla \int_0^T dz' \right) \, dM \, dt
$$

$$
+ 6 \int_M \mathcal{R} F \, \cdot |\ddot v|^4 \ddot v \, dM \, dt + 15 \sum_{k=1}^{\infty} \int_M |\ddot v|^4 (\mathcal{R} \sigma(U) e_k)^2 \, dM \, dt
$$

$$
+ 6 \sum_{k=1}^{\infty} \int_M |\ddot v|^4 \ddot v \mathcal{R} \sigma(U) e_k \, dM \, dW_1^k
$$

$$
= I_1 \, dt + I_2 \, dt + I_3 \, dt + \sum_{k=1}^{\infty} I_4^k \, dW_1^k.
$$

(4.9)

\end{proof}

\footnote{For $\psi(u) = |\ddot v|^6_6$, it is sufficient to assume boundedness of $u_n$ instead of convergence in the space $L^2(0,T;W)$ to get the required convergence (A.5).}
To estimate the integral $I_1$ we proceed as in [10, Section 3.2] and use the boundedness of the operators $\mathcal{A}$ and $\mathcal{R}$ from (2.21) to get

$$I_1 \leq (\mu \wedge \nu) \int_{\mathcal{M}} |\nabla^3 \bar{v}|^2 |\bar{v}|^4 d\mathcal{M} + C|\bar{v}|_{L^6}^6 (|v|^2 + 1) (||v||^2 + 1) + C|T|^2 ||T||^2. \quad (4.10)$$

Let $\tau_a$ and $\tau_b$ be stopping times such that $0 \leq \tau_a \leq \tau_b \leq t \wedge \tau_N \wedge \tau_K$. We estimate the integral $I_2$ by the Gagliardo-Nirenberg inequality similarly as in (4.8) by

$$\int_{\tau_a}^{\tau_b} I_2 \, ds \leq \int_{\tau_a}^{\tau_b} |\mathcal{R}F_v| |\bar{v}|^5 \, ds = \int_{\tau_a}^{\tau_b} |\mathcal{R}F_v| |\bar{v}|^5 L^{10/3} \, ds \leq (\mu \wedge \nu) \int_{\tau_a}^{\tau_b} \int_{\mathcal{M}} |\nabla^3 \bar{v}|^2 |\bar{v}|^4 d\mathcal{M} + C|F_v|^2 (|\bar{v}|_{L^6}^6 + 1) \, ds. \quad (4.11)$$

The integral $I_3$ can be estimated using (4.8) as

$$I_3 \leq |\bar{v}|_{L^6}^6 \sum_{k=1}^{\infty} |\mathcal{R}\sigma_1(U)e_k|^2 \leq C|\bar{v}|_{L^6}^6 \left(1 + |\bar{v}|_{L^6}^2 \right) \left(1 + ||U||^2 \right) \leq C \left(1 + ||U||^2 \right) \left(1 + |\bar{v}|_{L^6}^6 \right). \quad (4.12)$$

We deal with the stochastic integral by the means of the Burkholder-Davis-Gundy inequality (2.28) and the structural assumption (2.22). We get

$$\mathbb{E} \sup_{s \in [\tau_a, \tau_b]} \left| \int_{\tau_a}^{\tau_b} \sum_{k=1}^{\infty} I_4 \, dW^k \right| \leq C \mathbb{E} \left( \int_{\tau_a}^{\tau_b} \sum_{k=1}^{\infty} \left( \int_{\mathcal{M}} |\nabla^3 \bar{v}|^2 |\bar{v}|^4 \, d\mathcal{M} \right)^2 \, ds \right)^{1/2} \leq C \mathbb{E} \left( \int_{\tau_a}^{\tau_b} |\bar{v}|_{L^6}^{10} \sum_{k=1}^{\infty} |\mathcal{R}\sigma_1(U)e_k|^2 \, ds \right)^{1/2} \leq C \mathbb{E} \left[ \left( \sup_{s \in [\tau_a, \tau_b]} |\bar{v}|_{L^6}^6 \right) \left( \int_{\tau_a}^{\tau_b} |\bar{v}|_{L^6}^4 \sum_{k=1}^{\infty} |\mathcal{R}\sigma_1(U)e_k|^2 \, ds \right)^{1/2} \right] \leq \mathbb{E} \left[ \frac{1}{2} \sup_{s \in [\tau_a, \tau_b]} |\bar{v}|_{L^6}^6 + C \int_{\tau_a}^{\tau_b} \left(1 + |\bar{v}|_{L^6}^6 \right) \left(1 + ||U||^2 \right) \, ds \right]. \quad (4.13)$$

Collecting the estimates (4.9)-(4.13) we obtain

$$\mathbb{E} \left[ \sup_{s \in [\tau_a, \tau_b]} |\bar{v}|_{L^6}^6 + \int_{\tau_a}^{\tau_b} \int_{\mathcal{M}} |\nabla^3 \bar{v}|^2 |\bar{v}|^4 \, d\mathcal{M} \, ds \right] \leq C \mathbb{E} \left[ |\bar{v}(\tau_a)|_{L^6}^6 + \int_{\tau_a}^{\tau_b} \left(1 + |\bar{v}|_{L^6}^6 \right) \left(1 + ||U||^2 \right) \left(1 + ||U||^2 \right) \, ds \right]$$

and by the stochastic Gronwall Lemma from Proposition 2.1 we obtain (4.6). Indeed, the use of the stochastic Gronwall Lemma is justified by the regularity of the maximal solution.
in (2.36) with $U_0 \in L^6(\Omega; F_0, V)$ and Hypothesis $H_6$, see (2.34). The right-hand side of (4.6) can be estimated by

$$C_{t,K} \mathbb{E} \left[ |\tilde{v}(0)|^6_{L^6} + \int_0^{t \wedge \tau_{\tilde{v}}_K} 1 + \|U\|^2 + \|V\|^2 |U|^2 + |F_v|^2 \, ds \right] < \infty,$$

where the finiteness follows from Proposition 4.2, and thus we may use the monotone convergence theorem to pass to the limit w.r.t. $N \to \infty$. In particular, we obtain

$$\sup_{s \in [0, t \wedge \tau_{\tilde{v}}_K]} |\tilde{v}|^6_{L^6} + \int_0^{t \wedge \tau_{\tilde{v}}_K} \int_M |\nabla_3 \tilde{v}|^2 |\tilde{v}|^4 \, dM \, ds < \infty \quad \mathbb{P}\text{-a.s.}$$

for all $K \in \mathbb{N}$ and $t > 0$. Since $\tau_{\tilde{v}}_K \to \infty \mathbb{P}\text{-a.s.}$, we have

$$\sup_{s \in [0, t \wedge \tau_{\tilde{v}}_K]} |\tilde{v}|^6_{L^6} + \int_0^{t \wedge \tau_{\tilde{v}}_K} \int_M |\nabla_3 \tilde{v}|^2 |\tilde{v}|^4 \, dM \, ds < \infty \quad \mathbb{P}\text{-a.s.}$$

for all $t > 0$. The convergence $\tau_{\tilde{v}}_K \to \infty \mathbb{P}\text{-a.s.}$ follows from the convergence of $\tilde{\tau}_{\tilde{v}}_K \to \infty \mathbb{P}\text{-a.s.}$, where

$$\tilde{\tau}_{\tilde{v}}_K = \inf \left\{ s \geq 0 \mid \sup_{r \in [0, s \wedge \xi]} |\tilde{v}|^6_{L^6} + \int_0^{s \wedge \xi} \int_M |\nabla_3 \tilde{v}|^2 |\tilde{v}|^4 \, dM \, dr \geq K \right\},$$

which is established using Lemma 4.1. □

4.2 $H^1$ estimates

**Proposition 4.4.** Let the assumptions of Theorem 2.6 hold and let $\tau_{\tilde{v}}_K = \tau_{\tilde{v}}_K \wedge \tau_{\tilde{v}}_K$ for $K > 0$. Then for all $t > 0$ and $K, N \in \mathbb{N}$ we have

$$\mathbb{E} \left[ \sup_{s \in [0, t \wedge \tau_{\tilde{v}}_N \wedge \tau_{\tilde{v}}_K]} \|\tilde{v}\|^4 + \int_0^{t \wedge \tau_{\tilde{v}}_N \wedge \tau_{\tilde{v}}_K} \|\tilde{v}\|^2 |A_S \tilde{v}|^2 \, ds \right] \leq C_{t,K} \mathbb{E} \left[ \|v_0\|^4_{V} + \int_0^{t \wedge \tau_{\tilde{v}}_N \wedge \tau_{\tilde{v}}_K} 1 + \|U\|^2_{V} + |F_v|^2_{H} \, ds \right], \quad (4.14)$$

where the symbols $\| \cdot \|$ and $\| \cdot \|$ denote the norms on $\overline{H}$ and $\overline{V}$, respectively. Moreover, the stopping time $\tau_{\tilde{v}}^{\tilde{\tau}_{\tilde{v}}}_K$ defined by

$$\tau_{\tilde{v}}^{\tilde{\tau}_{\tilde{v}}}_K = \inf \left\{ s \geq 0 \mid \int_0^{s \wedge \xi} \|\tilde{v}\|^4_{H^1(M_0, \mathbb{R}^2)} \, dr \geq K \right\} \quad (4.15)$$

satisfies $\tau_{\tilde{v}}^{\tilde{\tau}_{\tilde{v}}}_K \to \infty \mathbb{P}\text{-almost surely.}$
Proof. We apply the Itô Lemma from Theorem A.1 to the equation (4.11) with the function \( A_S^{1/2} \). Recalling that the Stokes operator \( A_S \) is self-adjoint we obtain

\[
d ||\tilde{v}||^4 + 4 ||\tilde{v}||^2 |A_S \tilde{v}|^2 \, dt \\
\leq 4 ||\tilde{v}||^2 \left| (P_{\mathcal{M}} A_2 [(\tilde{v} \cdot \nabla) \tilde{v} + (\text{div} \, \tilde{v}) \tilde{v}], A_S \tilde{v}) \right| \, dt + 4 ||\tilde{v}||^2 \left| (P_{\mathcal{M}} [(\tilde{k} \times \tilde{v}), A_S \tilde{v}) \right| \, dt \\
+ 6 ||\tilde{v}||^2 \left| A_2 \sigma_v(U) ||L_2(dt, \mathcal{V}) \right| \, dt + 4 ||\tilde{v}||^2 \left| (P_{\mathcal{M}} A_2 \int_0^t T \, dz', A_S \tilde{v}) \right| \, dt \\
+ 4 ||\tilde{v}||^2 \left| (P_{\mathcal{M}} A_2 F_v, A_S \tilde{v}) \right| \, dt + 4 ||\tilde{v}||^2 \right| (P_{\mathcal{M}} [(\tilde{v} \cdot \nabla) \tilde{v}], A_S \tilde{v}) | \, dt \\
= \sum_{j=1}^6 I_j \, dt + \sum_{k=1}^\infty I_k \, dW_k \right|.
\]

(4.16)

Let \( \varepsilon > 0 \) be fixed and precisely determined later. Recalling that \( ||\tilde{v}||_{L^2} \leq C ||U||_H \) and \( ||\tilde{v}||, ||\nabla \tilde{v}||_{L^2} \leq C ||U||_V \) we employ the argument of \[10\] Section 3.3.1 we have

\[
I_1 \leq C ||\tilde{v}||^2 ||\nabla \tilde{v}||_{L^2}^{1/2} \left( \int_{\mathcal{M}} ||\tilde{v}||^4 ||\nabla^3 \tilde{v}||^2 \, d\mathcal{M} \right)^{1/4} |A_S \tilde{v}| \\
\leq \frac{\varepsilon}{3} |A_S \tilde{v}|^2 ||\tilde{v}||^2 + C \varepsilon ||U||_V^2 + C \varepsilon ||\tilde{v}||^4 \left( \int_{\mathcal{M}} ||\tilde{v}||^4 ||\nabla^3 \tilde{v}||^2 \, d\mathcal{M} \right),
\]

(4.17)

\[
I_6 \leq C ||\tilde{v}||^{1/2} ||\tilde{v}||^3 |A_S \tilde{v}|^{3/2} \leq \frac{\varepsilon}{3} ||\tilde{v}||^2 |A_S \tilde{v}|^2 + C \varepsilon ||U||_V^2 ||\tilde{v}||^4.
\]

(4.18)

Let \( \tau_a \) and \( \tau_b \) be stopping times such that \( 0 \leq \tau_a \leq \tau_b \leq t \wedge \tau_N \wedge \tau_K^1 \). The remaining deterministic terms can be estimated in a straightforward way by

\[
\int_{\tau_a}^{\tau_b} \sum_{j=2}^5 I_j \, ds \leq \left( \frac{\varepsilon}{3} + 6 \eta_2 \right) \int_{\tau_a}^{\tau_b} ||\tilde{v}||^2 |A_S \tilde{v}|^2 \, ds \\
+ C \varepsilon \int_{\tau_a}^{\tau_b} \left( ||U||_V^2 + ||F_v||_H^2 \right) + C \varepsilon ||\tilde{v}||^4 \left( ||U||_V^2 + ||F_v||_H^2 \right) \, ds.
\]

(4.19)
Collecting the estimates (4.16)-(4.20), choosing $K \to \infty$ and the assumption (2.24) on $K > 0$, for all $t > 0$, let Proposition 4.5. Let the assumptions of Theorem 2.6 hold and let $\tau_K = \tau_K^w \land \tau_K^v \land \tau_K^{\nabla v}$ for $K > 0$. Then for all $t > 0$, $p \in [2, 4]$ and $K, N \in \mathbb{N}$ the following estimate holds

$$
\mathbb{E} \left[ \sup_{s \in [0, t \wedge \tau_N \wedge \tau_K]} |\partial_z v|^p + \int_0^{t \wedge \tau_N \wedge \tau_K} |\partial_z v|^{p-2} |\nabla_3 \partial_z v|^2 \, ds \right] \leq C_{t, K, p} \mathbb{E} \left[ \|v_0\|^p + \int_0^{t \wedge \tau_N \wedge \tau_K} 1 + |F_v|^2 + \|U\|^2 \, ds \right].
$$

Moreover, the stopping time $\tau_{K}^{0, v}$ defined by

$$
\tau_{K}^{0, v} = \inf \left\{ s \geq 0 \mid \sup_{r \in [0, s \wedge \xi]} \int_0^{s \wedge \xi} |\nabla_3 \partial_z v|^2 + |\partial_z v|^2 |\nabla_3 \partial_z v|^2 \, dr \geq K \right\}
$$

Similarly as in the proof of Proposition 4.3 from the estimate (4.14), the monotone convergence theorem and Lemma 4.1.
satisfies \( \tau_K^{3/2} \to \infty \) as \( K \to \infty \) \( \mathbb{P} \)-almost surely.

**Proof.** Using the identity

\[
\partial_z \left[ (v \cdot \nabla) v + w(v) \partial_z v \right] = (\partial_z v \cdot \nabla) v + (v \cdot \nabla) \partial_z v - (\text{div } v) \partial_z v - w(v) \partial_{zz} v
\]

and the cancellation

\[
((v \cdot \nabla) \partial_z v + w(v) \partial_{zz} v, \partial_z v) = 0,
\]

by the Itô Lemma from Theorem \( \text{[A.1]} \) applied to the equation for \( v \) and \( |\partial_z v|^p \), we get the estimate

\[
d|\partial_z v|^p + p (\mu \wedge |v|) |\partial_z v|^{p-2} |\nabla_3 \partial_z v|^2 dt
\leq p |\partial_z v|^{p-2} |(\partial_z v \cdot \nabla) v, \partial_z v| dt + p |\partial_z v|^{p-2} |(\text{div } v) \partial_z v, \partial_z v| dt
\]
\[
+ p |\partial_z v|^{p-2} |(g_{\beta T} \nabla T, \partial_z v)| dt + \frac{p(p-1)}{2} |\partial_z v|^{p-2} |\partial_z \sigma_1(v, T, S)|^2 L_{2(\mathcal{U}, L^2)} dt
\]
\[
+ p |\partial_z v|^{p-2} |(\partial_z F_v, \partial_z v)| dt + p |\partial_z v|^{p-2} \sum_{k=1}^{\infty} \int_{\mathcal{M}} \partial_z \sigma_1(U) e_k \partial_z v d\mathcal{M} dW_k^k
\]
\[
= \sum_{j=1}^{5} I_j dt + \left| \sum_{k=1}^{\infty} I_k^k dW_k^k \right|.
\]  

(4.23)

Let \( \varepsilon > 0 \) be fixed. Integrating by parts w.r.t. the horizontal coordinates and using the Gagliardo-Nirenberg inequality we get

\[
I_1 + I_2 \leq C |\nabla_3 \partial_z v|^{3/2} |\partial_z v|^{p-2+1/2} |v|_{L^2} \leq \frac{\varepsilon}{2} |\nabla_3 \partial_z v|^2 |\partial_z v|^{p-2} + C_{\varepsilon} |v|^4 |\partial_z v|^p.
\]  

(4.24)

Let \( \tau_a \) and \( \tau_b \) be stopping times satisfying \( 0 \leq \tau_a \leq \tau_b \leq t \wedge \tau_N \wedge \tau_K^{3/2} \). From the bound \( \text{[2.25]} \) on \( \partial_z \sigma_1(U) \) in \( L_2(\mathcal{U}, L^2) \) we readily deduce

\[
\int_{\tau_a}^{\tau_b} \sum_{j=3}^{5} I_j ds \leq \left( \frac{\varepsilon}{2} + 6 \eta_3 \right) \int_{\tau_a}^{\tau_b} |\partial_z v|^{p-2} |\nabla_3 \partial_z v|^2 ds
\]
\[
+ C_{\varepsilon} \int_{\tau_a}^{\tau_b} |U|^2 + |F_v|^2 + |\partial_z v|^p (|F_v|^2 + ||U||^2) ds.
\]  

(4.25)

Similarly as in \( \text{[1.20]} \) we estimate the stochastic integral by the Burkholder-Davis-Gundy inequality \( \text{[2.28]} \) using the bound \( \text{[2.25]} \) on \( \partial_z \sigma_1(U) \) once more and obtain

\[
p\mathbb{E} \sup_{s \in [\tau_a, \tau_b]} \int_{\tau_a}^{\tau_b} \sum_{k=1}^{\infty} I_{6k}^k dW_k^k \leq p c_{\text{BDG}} \mathbb{E} \left( \int_{\tau_a}^{\tau_b} |\partial_z v|^{2p-2} |\partial_z \sigma_1(U)|^2 L_{2(\mathcal{U}, L^2)} ds \right)^{1/2}
\]
\[
\leq (1 - \delta + \varepsilon) \mathbb{E} \sup_{s \in [\tau_a, \tau_b]} |\partial_z v|^p + C_{\varepsilon} \mathbb{E} \int_{\tau_a}^{\tau_b} (1 + |\partial_z v|^p) \left( 1 + ||v||^2 + ||T||^2 \right) ds
\]
\[
+ \frac{p^2 c_{\text{BDG}}^2 \eta_3}{4(1 - \delta)} \int_{\tau_a}^{\tau_b} |\partial_z v|^{p-2} |\nabla_3 \partial_z v|^2 ds
\]  

(4.26)
for some $\delta \in (0, 1)$. Then we collect the estimates (4.23)-(4.26) and, recalling the bound (2.37) on $\eta$, we choose $\delta > \varepsilon > 0$ similarly as in the proof of Proposition 4.3 to get

$$
E \left[ \sup_{s \in [\tau_a, \tau_b]} |\partial_z v|^4 + \int_{\tau_a}^{\tau_b} |\partial_z v|^2 |\nabla_3 \partial_z v|^2 \, ds \right] \leq C E |\partial_z v(\tau_a)|^4 + C E \int_{\tau_a}^{\tau_b} 1 + |F_t|^2 + \|U\|^2 \, ds \\
+ C E \int_{\tau_a}^{\tau_b} |\partial_z v|^4 \left( 1 + \|v\|^2 + \|T\|^2 + |F_t|^2 + |v|_{L^6}^4 \right) \, ds.
$$

Since we can control $|v|_{L^6} = |\bar{v} + \bar{u}|_{L^6} \leq C (|\bar{v}|_{L^6} + |\nabla \bar{v}|^4)$, the estimate (4.21) is obtained similarly as in the proof of Proposition 4.2 by the stochastic Gronwall Lemma, see Proposition 2.1. The convergence $\tau^v_{K} \to \infty \text{ P-a.s.}$ can be proven by first establishing the convergence $\tau^v_{K} = \inf \{ s \geq 0 \mid f_p(s, \omega) \geq K \} \to \infty \text{ P-a.s.}$ for $p = 2, 4$, where

$$
f_p(s, \omega) = \sup_{\tau \in (0, s \wedge \xi)} |\partial_z v|^p + \int_{0}^{s \wedge \xi} |\partial_z v|^{p-2} |\nabla_3 \partial_z v|^2 \, dr,
$$

similarly as in the previous proofs by the means of the monotone convergence theorem and Lemma 4.1.

Proposition 4.6. Let the assumptions of Theorem 2.6 hold and for $K > 0$ let $\tau^v_{K} = \tau^w_{K} \wedge \tau^\xi_{K} \wedge \tau^\nabla_{K} \wedge \tau^\partial_{K}$. Then for all $t > 0$ and $K, N \in \mathbb{N}$ the following estimate holds

$$
E \left[ \sup_{s \in [0, t \wedge \tau^v_{K}]} |T|^6_{L^6} + \sup_{s \in [0, t \wedge \tau^v_{K}]} |\partial_z T|^4 + \int_{0}^{t \wedge \tau^v_{K}} \int_{\mathcal{M}} |\nabla_3 T|^2 |T|^4 \, d\mathcal{M} \, ds \right] \\
+ E \left[ \int_{0}^{t \wedge \tau^v_{K}} |T|^6_{L^6(\Gamma_1)} + |\partial_z T|^2 |\nabla_3 \partial_z T|^2 + |\partial_z T|^2 |\partial_z T|^2_{L^2(\Gamma_1)} \, ds \right] \\
\leq C_{L,K} E \left[ |T(0)|^6_{L^6} + |\partial_z T(0)|^4 + \int_{0}^{t \wedge \tau^v_{K}} 1 + \|U\|^2 + |F_T|^2 + |F_T|^2_{L^2(\Gamma_1)} \, ds \right]. \tag{4.27}
$$

Moreover, the stopping time $\tau^v_{K}$ defined by

$$
\tau^v_{K} = \inf \left\{ s \geq 0 \mid \int_{0}^{s \wedge \xi} |T|^6_{L^6} + |\partial_z T|^2 |\partial_z T|^2 \, dr \geq K \right\} \tag{4.28}
$$

satisfies $\tau^v_{K} \to \infty$ as $K \to \infty$ P-almost surely.

Proof. Let $\tau_a$ and $\tau_b$ be stopping times such that $0 \leq \tau_a \leq \tau_b \leq t \wedge \tau^v_{K}$. First, similarly as in the proof of Proposition 4.3 we deduce

$$
E \left[ \sup_{s \in [\tau_a, \tau_b]} |T|^6_{L^6} + \int_{\tau_a}^{\tau_b} \left( \int_{\mathcal{M}} |\nabla_3 T|^2 |T|^4 \, d\mathcal{M} \right) + |T|^6_{L^6(\Gamma_1)} \, ds \right] \\
\leq C E \left[ |T(\tau_a)|^6_{L^6} + \int_{\tau_a}^{\tau_b} \left( 1 + |F_T|^2 + \|U\|^2 \right) + 1 + |F_T|^2 + \|U\|^2 \, ds \right]. \tag{4.29}
$$
Secondly, by the Itô Lemma from Theorem A.1 we get the estimate
\[
d|\partial_z T|^4 + 4\mu|\partial_z T|^2|\nabla \partial_z T|^2 dt + 4\nu|\partial_z T|^2|\partial_z z T|^2 dt + 4\alpha|\partial_z T|^2|\partial_z T|^2_{L^2(U,\Gamma)} dt
\leq 4|\partial_z T|^2 (|\partial_z ((v \cdot \nabla) T)|, \partial_z T)| dt + 4|\partial_z T|^2 (|\partial_z (w(v) \partial_z T), \partial_z T)| dt
+ 4|\partial_z T|^2 (|\partial_z F_T, \partial_z T)| dt + 6|\partial_T T|^2 ||\partial_z \sigma_2 (U)||^2_{L^2(U,\Gamma)} dt
\]
\[
+ 4|\partial_z T|^2 \sum_{k=1}^{\infty} (\partial_z \sigma_2 (v, T) c_k, \partial_z T) dW^k
= \sum_{j=1}^{4} I_j dt + \sum_{k=1}^{\infty} I^k dW^k
\]
Repeating the integration by parts procedure from of [15, Proposition 5.3] we use the Gagliardo-Nirenberg inequality to obtain
\[
I_1 = 4|\partial_z T|^2 \sum_{j=1}^{2} \int_M v_j \partial_z j \partial_z T \partial_z j - \partial_z j v_j T \partial_z j - \partial_z v_j T \partial_z j T dM
\leq 4|\partial_z T|^2 (|v|_{L^6} |\nabla \partial_z T| |\partial_z \partial_z T|_{L^3} + |\nabla \partial_z v|_{L^6} |\partial_z T|_{L^3} + |\nabla \partial_z T| |T|_{L^6} |\partial_z v|_{L^3})
\leq \frac{\varepsilon}{3} |\partial_z T|^2 |\partial_z \partial_z T|^2 + C_\varepsilon (|T|_{L^6}^4 + |v|_{L^6}^4)
+ C_\varepsilon |\partial_z T|^4 (|v|_{L^6}^4 + |\nabla \partial_z \partial_z T|^2 + |\nabla \partial_z T|^2 |\partial_z v|^2)
(4.30)
\]
and
\[
I_2 = 4|\partial_z T|^2 \sum_{j=1}^{2} \int_M v_j \partial_z j \partial_z T \partial_z j T dM
\leq C |\nabla \partial_z \partial_z T|^3 |\partial_z T|^{5/2} |v|_{L^6}^4.
(4.31)
\]
Using integration by parts again we infer
\[
\int_{\tau_a}^{\tau_b} I_3 ds = 4 \int_{\tau_a}^{\tau_b} |\partial_z T|^2 \left( F, \partial_z \partial_z T \right) + \alpha \int_{\Gamma_i} T F_T d\Gamma
\leq \int_{\tau_a}^{\tau_b} \frac{\varepsilon}{3} |\partial_z T|^2 |\nabla \partial_z \partial_z T|^2 + C_\varepsilon (|\partial_z T|^4 + 1) \left( 1 + ||U||^2 + |F_T|^2 + |F_T|^2_{L^2(U,\Gamma)} \right) ds.
(4.32)
\]
Similarly as in (4.20) we employ the Burkholder-Davis-Gundy inequality (2.28) and the bound on \(\partial_z \sigma_2 (U)\) in \(L^2 (U, L^2)\) (2.25) to deduce
\[
E \sup_{s \in [\tau_a, \tau_b]} \left| \sum_{k=1}^{\infty} \int_{\tau_a}^{\tau_b} I^k dW^k \right| \leq 4C_{BDG} E \left( \int_{\tau_a}^{\tau_b} |\partial_z T|^6 ||\partial_z \sigma_2 (U)||^2_{L^2(U,\Gamma)} ds \right)^{1/2}
\leq C_\varepsilon E \int_{\tau_a}^{\tau_b} (1 + |\partial_z T|^4) \left( 1 + ||U||^2 \right) ds + (1 - \delta + \varepsilon) E \sup_{s \in [\tau_a, \tau_b]} |\partial_z T|^4
+ \frac{4C_{BDG}^2 \varepsilon}{1 - \delta} \int_{\tau_a}^{\tau_b} |\partial_z T|^2 |\nabla \partial_z \partial_z T|^2 ds.
(4.33)
\]
Collecting the estimates \((4.29) - (4.33)\) while recalling that \(\eta_3\) satisfies \((2.37)\) and choosing \(\delta > \varepsilon > 0\) sufficiently small, we use the bound \((2.25)\) once more to obtain

\[
E \left[ \sup_{s \in [\tau_a, \tau_b]} \left( |T|^6_{L^6} + |\partial_z T|^4 \right) + \int_{\tau_a}^{\tau_b} \left( \int_{\mathcal{M}} |\nabla_3 T|^2 |T|^4 d\mathcal{M} \right) + |T|^6_{L^6(\Gamma_1)} ds \right]
\]

\[
+ E \int_{\tau_a}^{\tau_b} |\nabla_3 \partial_z T|^2 |\partial_z T|^2 + |\partial_z T|^2 |\partial_z T|^2_{L^2(\Gamma_1)} ds
\]

\[
\leq C E \left[ |T(\tau_a)|^6_{L^6} + |\partial_z T|^4 \right] + CE \int_{\tau_a}^{\tau_b} 1 + |F_T|^2 + |F_T|^2_{L^2(\Gamma_1)} + \|U\|^2 ds
\]

\[
+ C E \int_{\tau_a}^{\tau_b} \left( |\nabla_3 \partial_z T|^2 \right) \left( 1 + |F_T|^2 + |F_T|^2_{L^2(\Gamma_1)} + \|U\|^2 \right) ds
\]

\[
+ C E \int_{\tau_a}^{\tau_b} \left( |\nabla_3 \partial_z v|^2 \right) \left( |v|^4_{L^6} + |\nabla_3 \partial_z v|^2 + |\nabla_3 \partial_z v|^2 |\partial_z v|^2 \right) ds.
\]

The estimate \((4.27)\) then follows by the stochastic Gronwall Lemma from Proposition \(2.1\). The convergence of the stopping times \(\tau^U_K\) follows from the same argument as in the previous proofs. \(\square\)

### 4.3 Proof of Theorem 2.6

The proof will be complete once we establish

\[
P\{\xi < \infty\} = 0. \tag{4.34}\]

The technique of the proof comes from \[15\] Theorem 3.2. For \(K \in \mathbb{N}\) we define

\[
\tau^U_K = \tau^w_K \land \tau^v_K \land \tau^\nabla^v_K \land \tau^\partial_z^v_K \land \tau^T_K,
\]

where the stopping times \(\tau^w_K, \tau^v_K, \tau^\nabla^v_K, \tau^\partial_z^v_K\) and \(\tau^T_K\) are defined in \((4.5), (4.7), (4.15), (4.22)\) and \((4.28)\) respectively. By Propositions \(4.2, 4.3, 4.4, 4.5\) and \(4.6\) we infer that \(\tau^U_K \to \infty\) \(\mathbb{P}\)-a.s. as \(K \to \infty\).

Before we embark on proving \((4.34)\) let us establish the estimate

\[
E \left[ \sup_{t \in [0, T \land \tau_N \land \tau^U_K]} \|U\|^2 + \int_0^{T \land \tau_N \land \tau^U_K} |AU|^2 ds \right] \leq C_{t,K} E \left[ \|U(0)\|^2 + \int_0^{T \land \tau_N \land \tau^U_K} 1 + |F_U|^2 ds \right]. \tag{4.35}\]
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for all $K, N \in \mathbb{N}$. By the Itô Lemma from Theorem 2.1, we have
\[
\begin{align*}
\frac{d\|U\|^2}{dt} + 2|AU|^2 dt \leq 2|b(U, U, AU)| dt + 2\left|\left(A^{1/2}F(U), A^{1/2}U\right)\right| dt \\
+ \left\|A^{1/2}\sigma(U)\right\|_{L^2(U, H)}^2 dt + 2\sum_{k=1}^{\infty} \left(A^{1/2}\sigma_1(U)e_k, A^{1/2}U\right) dW^k
\end{align*}
\]
\[
= \sum_{j=1}^{\infty} I_j dt + \sum_{k=1}^{\infty} I_k^I dW^k.
\] (4.36)

Let $\varepsilon > 0$ be fixed. By the estimate on $B$ (2.11) we have
\[
I_1 \leq \frac{\varepsilon}{2}|AU|^2 + C_{\varepsilon}|U|^2 (|v|^4_{L^6} + |\partial_z U|^2\|\partial_z U\|^2).
\] (4.37)

From the definition of $F(U)$ (2.14) we deduce
\[
\int_{\tau_n}^{T_b} I_2 ds \leq \frac{\varepsilon}{2} \int_{\tau_n}^{T_b} |AU|^2 ds + C_{\varepsilon} \int_{\tau_n}^{T_b} 1 + \|U\|^2 + |F_U|^2 ds.
\] (4.38)

Similarly as in the previous proofs we use the Burkholder-Davis-Gundy inequality (2.28) and the bound on $\sigma(U)$ in $L^2(U, V)$ (2.19) to get
\[
\mathbb{E}\sup_{s \in [\tau_n, \tau_b]} \left|\sum_{k=1}^{\infty} I_k^I dW^k\right| \leq C_t, \varepsilon \mathbb{E} \int_{\tau_n}^{T_b} 1 + \|U\|^2 ds
\]
\[
+ (1 - \delta + \varepsilon) \mathbb{E} \sup_{s \in [\tau_n, \tau_b]} \|U\|^2 + \frac{C_{\varepsilon}^2}{1 - \delta} \mathbb{E} \int_{\tau_n}^{T_b} |AU|^2 ds.
\] (4.39)

Collecting the estimates (4.36)–(4.39) and choosing $0 < \varepsilon < \delta$ sufficiently small we get
\[
\mathbb{E}\left[\sup_{s \in [\tau_n, \tau_b]} \|U\|^2 + \int_{\tau_n}^{T_b} |AU|^2 ds\right] \leq C\mathbb{E}\|U(\tau_n)\|^2
\]
\[
+ C\mathbb{E}\left[\int_{\tau_n}^{T_b} \|U\|^2 (1 + |v|^4_{L^6} + |\partial_z U|^2\|\partial_z U\|^2) ds + \int_{\tau_n}^{T_b} 1 + |F|^2 ds\right].
\]

The estimate (4.35) is then established by the stochastic Gronwall Lemma from Proposition 2.1. Since the constant on the right-hand side of (4.35) is independent of $N$, we may use the monotone convergence theorem to infer that for all $t > 0$ and $K \in \mathbb{N}$
\[
\mathbb{E}\left[\sup_{0 \leq t < t_{N+1}^K} \|U\|^2 + \int_{0}^{t_{N+1}^K} |AU|^2 ds\right] \leq C_t, K \mathbb{E}\left[\|U(0)\|^2 + \int_{0}^{t_{N+1}^K} 1 + |F|^2 ds\right] < \infty.
\]

In particular we deduce that for all $t > 0$ and $K \in \mathbb{N}$
\[
\sup_{s \in [0, t_{N+1}^K]} \|U\|^2 + \int_{0}^{t_{N+1}^K} |AU|^2 ds < \infty \quad \mathbb{P}\text{-a.s.}
\] (4.40)
Finally, we are ready to prove (4.34). Since from the definition $\tau^U_K \to \infty \mathbb{P}$-almost surely, it suffices to establish that for all $K \in \mathbb{N}$ $\tau^U_K \leq \xi \mathbb{P}$-almost surely. Arguing by contradiction, let us assume that $\mathbb{P} \left( \{ \tau^U_K > \xi \} \right) > 0$ for some $K \in \mathbb{N}$. Since

$$\{ \tau^U_K > \xi \} = \bigcup_{t \in \mathbb{N}} \{ \tau^U_K \wedge t > \xi \},$$

we deduce that $\mathbb{P} \left( \{ \tau^U_K \wedge t > \xi \} \right) > 0$ for some $t \in \mathbb{N}$. Now on the set $\{ \tau^U_K \wedge t > \xi \}$ the explosion property (2.35) on $\xi < t < \infty$ implies that

$$\sup_{s \in [0,t \wedge \xi \wedge \tau^U_K]} \| U \|^2 + \int_{t \wedge \xi}^{t \wedge \tau^U_K} |AU|^2 \, ds \geq \sup_{s \in [0,\xi]} \| U \|^2 + \int_{0}^{\xi} |AU|^2 \, ds = +\infty$$

on a set of non-zero measure. This contradicts (4.40). \qed
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A The Itô Lemma

In this Section we prove a generalization of the Itô Lemma formulated and proved by Pardoux in [45, Theorem 1.2]. We have used this version of the notoriously known result to establish the higher integrability of solutions in Section 3 and the estimates necessary for the global existence in Section 4.

Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a stochastic basis with filtration $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ and let $\mathcal{U}$ be a separable Hilbert space with an orthonormal basis $\{ e_k \}_{k=1}^\infty$. Let $W$ be an $\mathbb{F}$-adapted cylindrical Wiener process with reproducing kernel Hilbert space $\mathcal{U}$. Let $V$ and $H$ be separable Hilbert spaces such that the embedding $V \hookrightarrow H$ is dense and compact and let $A : D(A) \to H$ be an unbounded self-adjoint densely defined bijective operator on $H$ such that $(AU, U^2)_H = (U, U^2)_V$ for $U, U^2 \in V$. Following a standard argument one can show that there exists an orthonormal basis $\{ E_k \}_{k=1}^\infty$ of $H$ consisting of eigenvalues of $A$, in particular $E_k \in D(A)$ and $AE_k = \lambda_k E_k$ for all $k \in \mathbb{N}$. We may then define the fractional powers of $A$ by

$$D(A^\alpha) = \left\{ U \in H \mid \sum_{k=1}^{\infty} \lambda_k^{2\alpha} |(U, E_k)_H|^2 < \infty \right\}, \quad A^\alpha U = \sum_{k=1}^{\infty} \lambda_k^\alpha (U, E_k) E_k, \ U \in D(A^\alpha).$$

For simplicity let use denote $X_0 = D(A^{\alpha/2})$ and $\| U \|_\alpha = \| U \|_{D(A^{\alpha/2})}$. One can identify $X_0 = H$, $X_1 = V$ and $X_2 = D(A)$. 47
For an auxiliary separable Hilbert space $K$ and $T > 0$ let $M^2(0, T; K)$ be the Hilbert space consisting of all equivalence classes of progressively measurable $K$-valued processes $\psi$ such that $E \int_0^T \| \psi_t \|^2_K < \infty$.

**Theorem A.1.** Let $\alpha \geq 0$ and $p \geq 2$ and let $U^0 \in L^p(\Omega; \mathcal{F}_0, X_{\alpha+1})$. Let $T > 0$ be fixed and let $\tau$ be a stopping time such that $\tau \leq T$. Let $v : [0, T] \times \Omega \to X_{\alpha}$ and $g : [0, T] \times \Omega \to L_2(U, X_{\alpha+1})$ be progressively measurable processes such that $\psi$ satisfy the equation in the space $\mathcal{E}([0, T], X_{\alpha+1})$.

Then for all $t > 0$ and $R \geq 0$ exists $C_{R,t}$ such that if $u \in \mathcal{C}([0, t], X_{\alpha+1}) \cap L^2(0, t; X_{\alpha+2})$ is such that

$$\|u\|_{C([0,t],X_{\alpha+1})} + \|u\|_{L^2(0,t;X_{\alpha+2})} \leq R,$$

then one has

$$\sup_{s \in [0,t]} \| D\psi(u_s) \|_{L(X_{\alpha}, \mathbb{R})} \leq C_{R,t}, \quad (A.4)$$

(b) for all $t > 0$ if $u^n \to u$ in $\mathcal{C}([0, t], X_{\alpha+1}) \cap L^2(0, t; X_{\alpha+2})$, then for all $h \in L^2(0, t; X_{\alpha})$

$$\int_0^s D\psi(u^n_r)(h_r) dr \to \int_0^s D\psi(u_r)(h_r) dr, \quad s \in [0, t]. \quad (A.5)$$

Then for all $t \in [0, T]$ $\mathbb{P}$-almost surely

$$\psi(U_{t\wedge \tau}) = \psi(U_0) + \int_0^{t\wedge \tau} D\psi(U_s)(AU_s + v_s) \, ds + \int_0^{t\wedge \tau} D\psi(U_s)(g_s \, dW_s) + \frac{1}{2} \sum_{k=1}^\infty \int_0^{t\wedge \tau} D^2\psi(U_s)(g_s e_k, g_s e_k) \, ds. \quad (A.6)$$
We will need the following version of Itô Lemma for processes with bounded variation from [15] Lemma 1.3.

**Lemma A.2.** Let $\tilde{g} \in M^2(0, T; L_2(\mathcal{U}, X_{\alpha+2}))$. Let $V : [0, T] \times \Omega \to X_{\alpha+1}$ be stochastic process with trajectories of bounded variation and let $M_t = \int_0^t \tilde{g}_s dW_s$, $t \in [0, T]$. Let $\psi \in C^2(X_{\alpha+1}, \mathbb{R})$ satisfy the assumptions 1.-3. from Theorem A.1. Then for all $t \in [0, T]$ $\mathbb{P}$-almost surely

$$
\psi(V_t + M_t) = \psi(V_0) + \int_0^t D\psi(V_s + M_s) (dV_s) + \int_0^t D\psi(V_s + M_s) (\tilde{g}_s dW_s) + \frac{1}{2} \sum_{k=1}^{\infty} \int_0^t D^2\psi(V_s + M_s) (\tilde{g}_s e_k, \tilde{g}_s e_k) \, ds.
$$

**Proof of Theorem A.1 Step 1.** First, let us prove the claim with the additional assumption

$$
\mathbb{E} \int_0^T 1_{[0,\tau]}(s) \|g_s\|_{L_2(\mathcal{U}, X_{\alpha+2})}^2 < \infty.
$$

Let $M_t = \int_0^t 1_{[0,\tau]}(s) g_s dW_s$ for $t \in [0, T]$, then we have $M \in M^2(0, T; X_{\alpha+2})$. Defining $\tilde{U}_t = U_{t,\tau} - M_t$ for $t \in [0, T]$ we observe that

$$
\frac{d}{ds} \tilde{U}_s = 1_{[0,\tau]}(s) (AU_s + v_s) \quad \mathbb{P}\text{-a.s. for a.a. } s \in (0, t).
$$

We infer that

$$
\tilde{U} \in M^2(0, T; X_{\alpha+2}) \quad \text{and} \quad \frac{d}{dt} \tilde{U} \in M^2(0, T; X_\alpha).
$$

Let $\tilde{U}^n \in M^2(0, T; X_{\alpha+2})$ be such that $\tilde{U}^n \in C^1([0, T], X_\alpha)$ $\mathbb{P}$-almost surely, $\tilde{U}^n_0 = U_0$ and

$$
\tilde{U}^n \to \tilde{U} \text{ in } M^2(0, T; X_{\alpha+2}), \quad \frac{d}{dt} \tilde{U}^n =: \tilde{v}^n \to 1_{[0,\tau]}(AU + v) \text{ in } M^2(0, T; X_\alpha). \quad (A.7)
$$

In particular, $\tilde{U}^n$ have bounded variation. Such a sequence can be constructed by defining $\tilde{U}^n = \mathcal{K}_{1/n} \tilde{U}$, where $\mathcal{K}_{1/n}$ is a convolution operator similar to the one in (3.32). Assuming we extend $U|_{(-\infty, 0)} = U_0$, which is justified by the continuity of $\tilde{U}$, the requirement $\tilde{U}^n_0 = U_0$ is satisfied. The resulting processes are measurable since the convolution operator $\mathcal{K}_{1/n}$ is continuous on $L^2(0, T; X_{\alpha+2})$ for all $n \in \mathbb{N}$. By passing to a (not relabelled) subsequence we may assume that in fact

$$
\tilde{U}^n \to \tilde{U} \text{ in } L^2(0, T; X_{\alpha+2}) \quad \mathbb{P}\text{-a.s.}, \quad \tilde{v}^n \to 1_{[0,\tau]}(AU + v) \text{ in } L^2(0, T; X_\alpha) \quad \mathbb{P}\text{-a.s.} \quad (A.8)
$$

Moreover from the Lions-Magenes Lemma, see e.g. [19] Lemma 3.1.2], and the dominated convergence theorem we deduce that

$$
\tilde{U}^n \to \tilde{U} \text{ in } L^2(\Omega, C([0, T], X_{\alpha+1})). \quad (A.9)
$$
Furthermore, by choosing a suitable (again not relabelled) subsequence we can assume that the convergence in (A.9) is sufficiently fast so that
\[
\sum_{n=1}^{\infty} \mathbb{E} \sup_{t \in [0,T]} \| \tilde{U}_t^n - U_t \|_{\alpha+1}^2 < \infty. \quad (A.10)
\]
This in turn implies that
\[
\tilde{U}_n \to \tilde{U} \quad \mathbb{P}\text{-a.s. in } C([0,T], X_{\alpha+1}). \quad (A.11)
\]

For the later use let \( \tilde{\Omega} \subseteq \Omega \) be the set of full-measure on which the convergences (A.8) and (A.11) hold. By the Itô Lemma for processes with bounded variation, see Lemma A.2, recalling the definition of \( M \), we get \( \mathbb{P} \)-almost surely for all \( t \in [0,T] \)
\[
\psi \left( \tilde{U}_t^n + M_t \right) = \psi (U_0) + \int_0^t D\psi \left( \tilde{U}_s^n + M_s \right) (v_s^n) \, ds + \int_0^{t \land \tau} D\psi \left( \tilde{U}_s^n + M_s \right) (g_s dW_s) + \frac{1}{2} \sum_{k=1}^{\infty} \int_0^{t \land \tau} D^2\psi \left( \tilde{U}_s^n + M_s \right) (g_s e_k, g_s e_k) \, ds. \quad (A.12)
\]

It remains to pass to the limit w.r.t. \( n \to \infty \) in (A.12). Assume that \( t \leq \tau(\omega) \) for some \( \omega \in \tilde{\Omega} \); the case \( t > \tau(\omega) \) being similar. Then
\[
\left| \int_0^t D\psi \left( \tilde{U}_s^n + M_s \right) (v_s^n) - D\psi \left( \tilde{U}_s + M_s \right) (AU_s + v_s) \, ds \right|
\leq \left| \int_0^t D\psi \left( \tilde{U}_s^n + M_s \right) (v_s^n - AU_s - v_s) \, ds \right|
+ \left| \int_0^t \left[ D\psi \left( \tilde{U}_s^n + M_s \right) - D\psi \left( \tilde{U}_s + M_s \right) \right] (AU_s + v_s) \, ds \right|
\]

The first term converges to 0 by the convergence of \( v^n \) localized on \( (0, \tau(\omega)) \) and by (A.4). The second term converges to 0 by the boundedness of \( \tilde{U}_n \) in \( C([0, \tau(\omega)], X_{\alpha+1}) \cap L^2 (0, \tau(\omega); X_{\alpha+2}) \) and (A.5).

Regarding the convergence of the stochastic term, let
\[
\Omega = \bigcup_{R \in \mathbb{N}} \left\{ \tilde{U}_n, \tilde{U}, M \in B_R \left( C ([0,T], X_{\alpha+1}) \cap L^2 (0,T; X_{\alpha+2}) \right) \right\} \equiv \bigcup_{R \in \mathbb{N}} \Omega_R,
\]
where \( B_R(Y) \) denotes a ball of radius \( R \) in a Banach space \( Y \). Then for \( R \in \mathbb{N} \) arbitrary we use the Fubini Theorem, the Burkholder-Davis-Gundy inequality (2.28), the ideal property of Hilbert-Schmidt operators, the Lipschitz continuity of \( D\psi \) on balls in \( X_{\alpha+1} \), i.e. the
assumption 2, and finally the convergence property (A.10) to deduce
\[
E \sum_{n=1}^{\infty} \sup_{t \in [0,T]} \mathbb{I}_{\Omega_R} \left| \int_0^t \left[ D\psi \left( \tilde{U}_s^n + M_s \right) - D\psi \left( \tilde{U}_s + M_s \right) \right] \left( \mathbb{I}_{[0,\tau]}(s)g_s \, dW_s \right) \right|
\leq C \sum_{n=1}^{\infty} E \left( \mathbb{I}_{\Omega_R} \left( \int_0^\tau \| D\psi \left( \tilde{U}_s^n + M_s \right) - D\psi \left( \tilde{U}_s + M_s \right) \|_{L(X_{\alpha+1},\mathbb{R})}^2 \| g_s \|_{L^2(\mathcal{U},X_{\alpha+1})}^2 \right) ds \right)^{1/2}
\leq C_R E \left[ \int_0^\tau \| g_s \|_{L^2(\mathcal{U},X_{\alpha+1})}^2 ds \right] \sum_{n=1}^{\infty} E \left( \| \tilde{U}_s^n - \tilde{U}_s \|_{C([0,T],X_{\alpha+1})}^2 \right) < \infty.
\]
This implies that
\[
\sup_{t \in [0,\tau]} \left| \int_0^t \left[ D\psi \left( \tilde{U}_s^n + M_s \right) - D\psi \left( \tilde{U}_s + M_s \right) \right] \left( \mathbb{I}_{[0,\tau]}(s)g_s \, dW_s \right) \right| \rightarrow 0 \quad \mathbb{P}\text{-a.s. on } \Omega_R.
\]
Since \( R \in \mathbb{N} \) was arbitrary, we get the desired \( \mathbb{P}\text{-a.s.} \) convergence.

Finally, let \( \omega \in \Omega \) and \( t \leq \tau(\omega) \). The convergence (A.11) and the uniform continuity of \( D^2\psi \) on balls in \( X_{\alpha+1} \) imply
\[
\left| \int_0^t \sum_{k=1}^{\infty} \left[ D^2\psi \left( \tilde{U}_s^n + M_s \right) - D^2\psi \left( \tilde{U}_s + M_s \right) \right] \left( g_s e_k, g_s e_k \right) ds \right|
\leq \sup_{s \in [0,t]} \left| \left[ D^2\psi \left( \tilde{U}_s^n + M_s \right) - D^2\psi \left( \tilde{U}_s + M_s \right) \right] \right|_{L(X_{\alpha+1} \times X_{\alpha+1},\mathbb{R})} \int_0^\tau \| g_s \|_{L^2(\mathcal{U},X_{\alpha+1})}^2 ds \rightarrow 0
\]
on \( \Omega^c \). We are therefore able to pass to the limit in (A.12) and obtain (A.6).

**Step 2.** To prove the general case, let \( g^n \in M^2 \left( [0,T];L_2(\mathcal{U},X_{\alpha+2}) \right) \) be such that \( g^n \rightarrow \mathbb{I}_{[0,\tau]}g \) in \( M^2 \left( 0, T; L_2(\mathcal{U},X_{\alpha+1}) \right) \) and
\[
\sum_{n=1}^{\infty} \mathbb{E} \int_0^T \| g^n_s - \mathbb{I}_{[0,\tau]}(s)g_s \|_{L_2(\mathcal{U},X_{\alpha+1})}^2 ds < \infty. \quad \text{(A.13)}
\]
Let \( U^n \) be the solution of the equation in the space \( X_\alpha \)
\[
U^n_t + \int_0^t \mathbb{I}_{[0,\tau]}(s) \left( AU^n_s + v_s \right) ds = \int_0^t g^n_s \, dW_s, \quad t \in [0,T], \quad U^n_0 = U_0. \quad \text{(A.14)}
\]
Following a standard argument using the Burkholder-Davis-Gundy inequality (2.28) and the Itô Lemma from e.g. [45] Theorem 1.2 we may show that
\[
U^n \in L^2 \left( \Omega, C \left( [0,T],X_{\alpha+1} \right) \right), \quad \mathbb{I}_{[0,\tau]}U^n \in L^2 \left( \Omega, L^2 \left( 0,T;X_{\alpha+2} \right) \right).
\]
Therefore by Step 1 we have \( \mathbb{P}\text{-almost surely} \)
\[
\psi \left( U^n_t \right) = \psi \left( U_0 \right) + \int_0^{t^{\wedge \tau}} D\psi \left( U^n_s \right) \left( AU^n_s + v_s \right) ds + \int_0^t D\psi \left( U^n_s \right) \left( g^n_s \, dW_s \right)
+ \frac{1}{2} \sum_{k=1}^{\infty} \int_0^t D^2\psi \left( U^n_s \right) \left( g^n_s e_k, g^n_s e_k \right) ds, \quad t \in [0,T]. \quad \text{(A.15)}
\]
Subtracting (A.14) from (A.3) we may repeating the argument above relying on the Burkholder-Davis-Gundy inequality and the Itô Lemma by from [45] to get

\[
U^n \to U(\cdot \wedge \tau) \text{ in } L^2(\Omega, C([0,T], X_{\alpha+1})),
\]

\[
\mathbb{1}_{[0,\tau]}U^n \to \mathbb{1}_{[0,\tau]}U \text{ in } L^2(\Omega, L^2(0,T; X_{\alpha+2})).
\]

Similarly as in Step 1 we may also use (A.13) and (A.16) to obtain

\[
U^n \to U(\cdot \wedge \tau) \text{ in } C([0,T], X_{\alpha+1}) \text{ } \mathbb{P}-\text{a.s.}, \quad \mathbb{1}_{[0,\tau]}U^n \to \mathbb{1}_{[0,\tau]}U \text{ in } L^2(0,T; X_{\alpha+2}) \text{ } \mathbb{P}-\text{a.s.}
\]

The passage to the limit in (A.15) now follows similarly as in Step 1.

\[\square\]
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