LOCATION OF MAXIMIZERS OF EIGENFUNCTIONS OF FRACTIONAL
SCHRÖDINGER’S EQUATIONS

ANUP BISWAS†

Abstract. Eigenfunctions of the fractional Schrödinger operators in a domain $D$ are considered, and a relation between the supremum of the potential and the distance of a maximizer of the eigenfunction from $\partial D$ is established. This, in particular, extends a recent result of Rachh and Steinberger [19] to the fractional Schrödinger operators. We also propose a fractional version of the Barta’s inequality and also generalize a celebrated Lieb’s theorem for fractional Schrödinger operators. As applications of above results we obtain a Faber-Krahn inequality for non-local Schrödinger operators.

1. Introduction

In this article we are interested in certain properties of eigenfunctions and eigenvalues of fractional Schrödinger operators. These operators have applications in quantum mechanics, for instance, they show up in relativistic Schrödinger’s equations [4, 15]. Therefore, understanding the properties of eigenvalues and eigenfunctions becomes important. Many properties that are known for Laplacian operator have been generalized to the fractional Laplacian operators. We refer the readers to the recent review by Rupert L. Frank [9] (see also [3, Chapter 4]) for further motivations and recent developments in the study of eigenvalues of fractional Laplacian operators.

Let $X$ be the $d$-dimensional, $d \geq 2$, spherically symmetric $\alpha$-stable process with $\alpha \in (0, 2]$ defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. In particular,

$$
\mathbb{E} \left[ e^{i \xi \cdot (X_t - X_0)} \right] = e^{-t |\xi|^\alpha}, \quad \text{for every } \xi \in \mathbb{R}^d, \ t \geq 0.
$$

When $X_0 = x$ we say that the $\alpha$-stable process $X$ starts at $x$. As well known for $\alpha = 2$, $X$ is the $d$-dimensional Brownian motion, will be denoted by $W$, running twice fast as the $d$-dimensional standard Brownian motion. We denote the generator of $X$ by $-(\Delta)^{\alpha/2}$ where

$$
-(\Delta)^{\alpha/2} u(x) = \begin{cases} 
  c_{d,\alpha} \int_{\mathbb{R}^d} (u(x+y) - u(x) - 1_{\{|y| \leq 1\}} y \cdot \nabla u(x)) \frac{1}{|y|^{d+\alpha}} dy, & \text{if } \alpha \in (0, 2), \\
  \Delta u(x), & \text{if } \alpha = 2.
\end{cases}
$$

It is also well known that the sample paths of $X$ are continuous if and only if $\alpha = 2$. By $p(t, x, y)$ we denote the transition density of $X_t$ starting at $x$. Unfortunately, no explicit expression of $p(t, x, y)$ is known unless $\alpha = 1, 2$. But the following estimate is known for $\alpha \in (0, 2)$: there exists a positive constant $C$ such that

$$
\frac{1}{C} \left( t^{-d/\alpha} \wedge \frac{t}{|x-y|^{d+\alpha}} \right) \leq p(t, x, y) \leq C \left( t^{-d/\alpha} \wedge \frac{t}{|x-y|^{d+\alpha}} \right), \quad (t, x, y) \in (0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d. \quad (1.1)
$$
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For a set $A \subset \mathbb{R}^d$, we denote the exit time of $X$ from $A$ by $\tau(A)$ i.e.,

$$\tau(A) := \inf\{t > 0 : X_t \not\in A\}.$$  

Let $\mathcal{D}$ be an open, connected set in $\mathbb{R}^d$ and $V$ be a bounded function on $\mathcal{D}$. We are interested in the non-zero solution $u \in C_b(\mathbb{R}^d)$, the space of real-valued bounded, continuous function on $\mathbb{R}^d$, of the following equation

$$-(\Delta)^{\alpha/2}u + Vu = 0 \quad \text{in } \mathcal{D},$$

$$u = 0 \quad \text{in } \mathcal{D}^c.$$  

For $\alpha = 2$ the boundary condition in (1.2) should be interpreted as $u = 0$ on $\partial \mathcal{D}$. Note that we have not imposed any regularity condition on the boundary of $\mathcal{D}$. However, throughout this article we assume the following without further mention

**\textbf{(H)}** $u$ has the Feynman-Kac representation in $\mathcal{D}$, i.e., for any $x \in \mathcal{D}$ we have

$$u(x) = \mathbb{E}_x\left[\exp\int_0^{\tau(\mathcal{D})} V(X_s) \, ds \, u(X_t|\tau(\mathcal{D}))\right], \quad t > 0. \tag{1.3}$$

Here $\mathbb{E}_x[\cdot]$ denotes the expectation under the law of the process $X$ starting at $x$. The above hypothesis $(\text{H})$ is not very restrictive and is satisfied under very mild assumptions on $\mathcal{D}$ and $V$. For instance, let $V$ be locally Hölder continuous in $\mathcal{D}$ and any point $z$ on $\partial \mathcal{D}$ be regular in the sense that $\mathbb{P}_z(\tau(\mathcal{D}) = 0) = 1$. The later is known to hold if $\mathcal{D}$ has an exterior cone property. On the other hand, any viscosity solution of (1.2) belongs to $C^{\alpha+}(K)$ for any compact set $K$ in $\mathcal{D}$ (see [20]). Therefore, one can safely apply Feynman-Kac formula in any compact set $K \subset \mathcal{D}$ and get the representation (1.3) with $\tau(\mathcal{D})$ replaced by $\tau(K)$. Now if the boundary is regular we have $\tau(\mathcal{D}) = \tau(\mathcal{D})$, and therefore, if we consider a sequence of compact sets which increases to $\mathcal{D}$, it is easy to obtain (1.3) employing a limit argument. Moreover, for $\alpha = 2$ the same argument works even when $\partial \mathcal{D}$ is not regular in the above sense.

Representation (1.3) plays a key role in the analysis of this article. Assume that $u \neq 0$ and $x_0 \in \mathcal{D}$ is a maximizer of $|u|$ in $\mathcal{D}$. We may also assume that $u(x_0) > 0$, otherwise we multiply $u$ by $-1$. Then from (1.3) we obtain that

$$u(x_0) = \mathbb{E}_{x_0}\left[\exp\int_0^{\tau(\mathcal{D})} V(X_s) \, ds \, u(X_t|\tau(\mathcal{D}) > t)\right] \leq u(x_0) \exp^{\|V\|_\infty} \mathbb{P}_{x_0}(\tau(\mathcal{D}) > t), \quad \forall t > 0,$$

where $\|V\|_\infty := \sup_{\mathcal{D}} |V|$. Thus we have

$$\exp^{\|V\|_\infty} \mathbb{P}_{x_0}(\tau(\mathcal{D}) > t) \geq 1, \quad \text{for every } t > 0. \tag{1.4}$$

The main idea of all the proofs of this article is to exploit the probability in (1.4). Similar expression also appears in [22, Section 4] where this is used to study certain properties of the nodal domains of the eigenfunctions of Laplacian operator.

To state our first main result we need a few more notations. We need a class of domains similar to [11, Theorem 2]. Let $\mathcal{D}(d, \beta)$ be the collection of domains in $\mathbb{R}^d$ with the following property: for any $z \in \partial \mathcal{D}$ we have $|\mathcal{D}^c \cap B_r(z)| \geq |B_r(z)| > 0$ for every $r > 0$, where $B_r(z)$ denotes the ball of radius $r$ around the point $z$. Note that bounded domains with uniform exterior sphere property belong to $\mathcal{D}(d, \beta)$ for some $\beta > 0$. Our first main result is the following.

**Theorem 1.1.** Consider $\mathcal{D} \in \mathcal{D}(d, \beta)$ for some $\beta \in (0,1)$. Let $u \neq 0$ satisfy (1.2) in the domain $\mathcal{D}$ and $|u|$ attain its maximum at $x_0 \in \mathcal{D}$. Then there exists a constant $c$, dependent only on $d, \alpha, \beta$, satisfying

$$\text{dist}(x_0, \partial \mathcal{D}) \geq c \left(\sup_{x \in \mathcal{D}} |V(x)|\right)^{-1/\alpha}. \tag{1.5}$$

One interesting consequence of Theorem 1.1 is the following. By inradius of a domain $\mathcal{D}$, denoted by inradius($\mathcal{D}$), we mean the radius of the maximal sphere that can be inscribed inside $\mathcal{D}$.
Corollary 1.1. There exists a universal constant $c$, depending on $d, \alpha$, such that for any bounded, convex set $D$ with non-empty interior we have
\[
\text{dist}(x_0, \partial D) \geq c \left( \sup_{x \in D} |V(x)| \right)^{-1/\alpha},
\]
where $x_0$ is a maximizer of $|u|$ and $u \neq 0$ satisfies (1.2). In particular, (1.2) does not have a non-zero solution in a bounded, convex domain if
\[
\sup_{x \in D} |V(x)| < \left[ \frac{c}{\text{inradius}(D)} \right]^\alpha.
\]

Proof. Observe that for a convex set $D$ we can take $\beta = \frac{1}{2}$, and therefore, the proof follows from Theorem 1.1. For the second part, boundedness of $D$ assures existence of a maximizer of $|u|$. □

Remark 1.1. The exponent $-1/\alpha$ is optimal in Theorem 1.1 and Corollary 1.1. This can be immediately seen as follows. If we let $D$ to be $B_r(0)$, ball of radius $r$ around 0, then by Corollary 1.1 we get
\[
\frac{c}{r} \leq \lambda_{1,\alpha}^{1/\alpha}(r) \leq \lambda_{1,2}^{1/2}(r) = \frac{\lambda_{1,2}^{1/2}(1)}{r},
\]
where $\lambda_{1,\alpha}(r)$ denotes the principal eigenvalue of $(-\Delta)^{\alpha/2}$ in $B_r(0)$, and the last inequality follows from [3]. This shows that the exponent $-1/\alpha$ is optimal.

Another application of Theorem 1.1 gives a generalization to the Barta’s inequality [1] [21] for fractional Laplacian in the convex domains. Classical Barta’s inequality provides a bound for the principal eigenvalue of Laplacian in bounded domains. In particular, by Barta’s inequality one can take the constant $c$ to be 1 for $\alpha = 2$, in Corollary 1.2 below.

Corollary 1.2. There exists a universal constant $c$, depending on $d, \alpha$, such that for any bounded, convex domain $D$ and $u \in C^{\alpha+\gamma}_{\text{loc}}(\overline{D}) \cap C(\mathbb{R}^d)$, $u = 0$ on $D^c$, we have
\[
\lambda_{1,\alpha}(D) \leq c \text{ ess sup} \sup_{x \in D} \left| \frac{-(\Delta)^{\alpha/2} u(x)}{u(x)} \right|,
\]
where $\lambda_{1,\alpha}(D)$ denotes the principal eigenvalue of $(-\Delta)^{\alpha/2}$ in $D$.

For $\alpha = 2$ and $d = 2$ Rachh and Steinerberger first looked into the estimate (1.5) in [19, Theorem 1]. In particular, they proved the following.

Theorem 1.2 (Rachh & Steinerberger [19]). Let $\alpha = 2$ and $u$ satisfy (1.2). There exists a universal constant $c$ such that for any simply-connected domain $D \subset \mathbb{R}^2$ we have
\[
\text{dist}(x_0, \partial D) \geq c \left( \sup_{x \in D} |V(x)| \right)^{-1/2},
\]
where $x_0$ is a maximizer of $|u|$.

The main idea of the proof again uses (1.4). In [19] the authors give some heuristic to justify a universal upper bound on the probability $\mathbb{P}_{x_0}(\tau(D) > 1)$, independent of the domain $D$. In Section 2 we shall revisit this proof and give a rigorous argument for this upper bound. Theorem 1.2 is a refined version of a problem of Pólya and Szegö [18], raised in 1951, which states existence of a universal constant $c_1$ such that for any simply connected domain $D \subset \mathbb{R}^2$ one has
\[
\text{inradius}(D) \geq c_1 \lambda_{1,2}(D)^{-1/2}.
\]
Here $\lambda_{1,2}(D)$ denotes the principal eigenvalue of the Laplacian in $D$ with Dirichlet boundary condition. This problem of Pólya and Szegö was independently solved by Hayman [14] and Makai [17]. It is also noted by Hayman in [14] that it is not possible to bound the inradius of $D \subset \mathbb{R}^d$ by the
principal eigenvalue $\lambda_{1,2}(D)$ if $d \geq 3$. For example, one can remove lines from $D$ which decreases the inradius but does not affect the value of $\lambda_{1,2}(D)$. Note that removal of lines does not affect the measure of the domain $D$. Recall that $\lambda_{1,\alpha}(D)$ denotes the principal eigenvalue of $(-\Delta)^{\alpha/2}$ in $D$. It is known from the fractional Faber-Krahn inequality that

$$\lambda_{1,\alpha}(D) \geq C_{d,\alpha} |D|^{-\alpha/d},$$

where $C_{d,\alpha}$ is a constant and $|\cdot|$ denotes the Lebesgue measure on $\mathbb{R}^d$. The optimal value of the constant $C_{d,\alpha}$ is attained when $D$ is a ball. Note that if $\lambda_{1,\alpha}(D)$ is small then the Lebesgue measure of $D$ has to be large. In fact, $D$ has to be fat in the sense of Lieb [16]. More precisely, it is shown in [16] Corollary 2 that for $\alpha = 2$ and any $\varepsilon \in (0, 1)$, one can find a constant $r_\varepsilon$, dependent only on $d$, such that for any $D \subset \mathbb{R}^d$ there exists a point $x \in \mathbb{R}^d$ satisfying

$$|D \cap B_x| \geq (1 - \varepsilon) |B_x|,$$

where $B_x$ is the ball of radius $r_\varepsilon \lambda_{1,2}(D)^{-1/2}$ around the point $x$. By drawing motivation from [22], the above result is refined by Georgiev & Mukherjee [10] who show that one can choose $x = x_0$ as the centre of $B_x$ where $x_0$ is a maximizer of $|u|$. Using the ideas of [10], Lieb’s result is further generalized to bounded potential $V$ by Rachh & Steinerberger in [19, Theorem 2]. Our next result generalizes this Lieb’s theorem for Laplace operator to fractional Schrödinger operators. Since Lieb’s theorem is known for $\alpha = 2$, we only consider $\alpha \in (0, 2)$ for the following result.

**Theorem 1.3.** Let $u$ be a non-zero solution to (1.2) and $x_0$ be a maximizer of $|u|$. Let $\|V\|_{\infty}$ be positive and $\alpha \in (0, 2)$. Then for any $\varepsilon \in (0, 1)$, there exists positive $r_\varepsilon$, dependent on $\varepsilon, d, \alpha$ but not on $\|V\|_{\infty}, D, x_0$, satisfying

$$|D \cap B_{x_0}| \geq (1 - \varepsilon) |B_{x_0}|,$$

where $B_{x_0}$ is the ball around $x_0$ of radius $r_\varepsilon \|V\|_{\infty}^{-1/\alpha}$.

Recently, De Carli & Hudson [8] have proved the Faber-Krahn inequality for the eigenfunctions of the Schrödinger operator $-\Delta + V$, and shown that for a bounded domain $D$ with a non-zero solution $u$ satisfying $\Delta u + Vu = 0$ in $D$, $u = 0$ on $\partial D$, one has

$$|D| \|V\|_{\infty}^{d/2} \geq j^d |B_1(0)|,$$

where $j = j_{\alpha-1}^{d/2}$ is the first zero of the Bessel function $J_{\alpha-1}(x)$. It is also shown in [8] that the constant appearing on the RHS is sharp. We can generalize this result to the fractional Schrödinger operators using Theorem 1.3.

**Corollary 1.3.** Let $\alpha \in (0, 2)$. Suppose that $D$ is a bounded domain and $u$ satisfy (1.2). Then there exists a universal constant $c$, depending on $d, \alpha$ but not on $D$, such that

$$|D| \|V\|_{\infty}^{-d/\alpha} \geq c.$$

**Proof.** Let $x_0$ be a maximizer of $|u|$ in $D$ and we let $\varepsilon = \frac{1}{2}$. Let $B$ be the ball of radius $r_\varepsilon \|V\|_{\infty}^{-1/\alpha}$ around $x_0$. Then by Theorem 1.3 we have

$$|D| \geq |D \cap B| \geq \frac{1}{2} |B| = \frac{r_\varepsilon^d |B_1(0)|}{2} \|V\|_{\infty}^{-d/\alpha}.$$

Hence the proof.

Before we conclude this section let us mention another interesting application of the Feynman-Kac representation of the solution and also an application of Theorem 1.1 to the obstacle problems for fractional Laplacian.
**Theorem 1.4.** There exists a universal constant $c$, depending on $d, \alpha$ but not on $\mathcal{D}$, such that for any solution $u$ of (1.2) we have

$$
\sup_{\mathcal{D}} |u| \leq c \|V\|_{\infty}^{d/2\alpha} \left( \int_{\mathcal{D}} |u|^2(y) \, dy \right)^{1/2}.
$$

(1.7)

Moreover, if $\phi_{1,\alpha}$ is the principal eigenfunction of $(-\Delta)^{\alpha/2}$ then for a universal constant $c$, depending only on $d, \alpha$, we have

$$
\sup_{\mathcal{D}} \phi_{1,\alpha} \leq c \frac{1}{(\text{inradius}(\mathcal{D}))^{\alpha/2}} \left( \int_{\mathcal{D}} (\phi_{1,\alpha})^2(y) \, dy \right)^{1/2}.
$$

(1.8)

Note that the above estimate is a reverse Hölder inequality for the eigenfunctions. For $\alpha = 2$, (1.8) was obtained by Chiti [6, 7] with an optimal constant $c$. Later van den Berg [23] conjectured existence of a constant $c$, dependent only on $d$, such that for any convex set $\mathcal{D} \subset \mathbb{R}^d$ with inradius $\rho$ and diameter $D$ one has

$$
\sup_{\mathcal{D}} |u| \leq c \left( \frac{\rho}{D} \right)^{d/2} \left( \int_{\mathcal{D}} |u|^2(y) \, dy \right)^{1/2},
$$

where $u$ is the principal eigenfunction of $-\Delta$ in $\mathcal{D}$. Recently, this conjecture is established in the special case of two dimension by Georgiev, Mukherjee & Steinerberger [12]. Theorem 1.4 can be seen as a generalization to the Chiti’s inequality to the eigenfunctions of fractional Laplacian.

**Proof of Theorem** [1.4] If $u = 0$ there is nothing to prove. Thus, we may assume that $u(x_0) = \sup_{\mathcal{D}} |u| > 0$. It is easy to see from (1.3) that

$$
\sup_{\mathcal{D}} |u| = u(x_0) \leq e^{t \|V\|_{\infty}} \mathbb{E}_{x_0} \left[ |u|(X_t) 1_{\{t < \tau\}} \right] \leq e^{t \|V\|_{\infty}} \mathbb{E}_{x_0} \left[ |u|^2(X_t) \right]^{1/2} \leq e^{t \|V\|_{\infty}} \left( \int_{\mathbb{R}^d} |u|^2(y) p(t, x_0, y) \, dy \right)^{1/2}, \quad \forall \, t > 0.
$$

Since $p(t, x, y) \leq C t^{-d/\alpha}$ for all $(t, x, y) \in (0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d$, by (1.1), choosing $t = \frac{1}{\|V\|_{\infty}}$ above, we obtain (1.7).

To prove the second part, we consider the principal eigenpair $(\phi_{1,\alpha}, \lambda_{1,\alpha})$. Therefore, we have $V = \lambda_{1,\alpha}$ in (1.7). Then (1.8) follows from the following estimate

$$
\lambda_{1,\alpha}^{1/\alpha} \leq \lambda_{1,2}^{1/2} \leq \lambda_{1,2}^{1/2}(B_\rho) = \frac{1}{\rho} \lambda_{1,2}(B_1(0)),
$$

where $\rho = \text{inradius}(\mathcal{D})$, $B_\rho$ is a ball of radius $\rho$ inscribed in $\mathcal{D}$, $\lambda_{1,2}(B_1(0))$ denotes the first eigenvalue of $-\Delta$ in $B_1(0)$, the first inequality above follows from [5, Theorem 3.4 and Remark 3.5] and the second inequality uses monotonicity of principal eigenvalues of Laplacian with respect to the domains.

In the rest of this section, we discuss an application of Theorem 1.1 in obstacle problems (see [11, 13]). To introduce the problem we recall the variational representation of the principal eigenvalue of the fractional Laplacian operator in a domain $\mathcal{D}$ i.e., for $\alpha \in (0, 2)$,

$$
\lambda_{1,\alpha}(\mathcal{D}) = \frac{c_{d,\alpha}}{2} \inf_{u \in X_0(\mathcal{D})} \frac{\int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{|u(x) - u(y)|^2}{|x-y|^{d+\alpha}} \, dx \, dy}{\int_{\mathcal{D}} |u(x)|^2 \, dx},
$$

where

$$
X_0(\mathcal{D}) := \{ u \in H^{\frac{\alpha}{2}}(\mathbb{R}^d) : u \neq 0 \text{ and } u = 0 \text{ in } \mathcal{D}^c \}. 
$$
and $H^{\frac{3}{2}}(\mathbb{R}^d)$ is the fractional Sobolev space. $\lambda_{1,2}$ is also defined similarly where the fractional integral in the numerator is replaced by the second moment of $\nabla \alpha$ in $\mathcal{D}$. Let $B_r(x)$ be the ball of radius $r$ around $x$. For a given bounded domain $\mathcal{D}$ the classical obstacle problem determines the optimal location of the obstacle $B_r(x)$ so that the value of $\lambda_{1,\alpha}(\mathcal{D} \setminus B_r(x))$ is minimized/maximized. For the case $\alpha = 2$ these problems have been studied extensively. See for instance [11, 13] and the references therein. Recently, Georgiev & Mukherjee [11] have used Theorem 1.1 for the case $\alpha = 2$ to predict the location of a convex obstacle $\mathcal{B}$ which maximizes the value of $\lambda_{1,2}(\mathcal{D} \setminus \mathcal{B})$. Using Theorem 1.1 we can generalize their result to any $\alpha \in (0, 2]$. Fix a domain $\mathcal{D} \in \mathcal{D}(d, \beta)$ where $\mathcal{D}(d, \beta)$ is same as in Theorem 1.1. Let $\phi_{1,\alpha}$ be the principal eigenfunction of $(-\Delta)^{\alpha/2}$ with principal eigenvalue $\lambda_{1,\alpha}$. Define

$$M := \{ x \in \mathcal{D} : \phi_{1,\alpha}(x) = \max_{\mathcal{D}} \phi_{1,\alpha} \}.$$ 

Then the following result follows along the lines of [11] Theorem 4.1] and using the monotonicity of $\lambda_{1,\alpha}$ with respect to the domain.

**Theorem 1.5.** Let $\mathcal{D} \in \mathcal{D}(d, \beta)$ and $\alpha \in (0, 2]$. Then there exists a universal constant $c$, depending on $\alpha, \beta, d$ but not on $\mathcal{D}$, such that for any bounded, convex set $\mathcal{B}$ if we have $\lambda_{1,\alpha}(\mathcal{D} \setminus (x + \mathcal{B})) \geq c \lambda_{1,\alpha}(\mathcal{D})$ for some $x$, then

$$\max_{z \in M} \text{dist}(z, x + \mathcal{B}) = 0.$$

2. Proofs of Theorem 1.1, 1.2 and 1.3

We being with the proof of Theorem 1.1

**Proof of Theorem 1.1.** We assume that $\sup_{x \in \mathcal{D}} |V(x)|$ is finite, otherwise there is nothing to prove. Without loss of generality we assume that $u(x_0) > 0$, otherwise multiply $u$ by $-1$. Let us introduce a scaling that would reduce the problem to the case where $\text{dist}(x_0, \partial \mathcal{D}) = 1$. Note that we may assume $x_0 = 0$, otherwise we translate the domain. Let $R = \text{dist}(0, \partial \mathcal{D})$. Defining $w(x) = u(Rx)$, we find that

$$-(-\Delta)^{\alpha/2} w + V_R w = 0, \quad \text{in } \mathcal{D}_R := \frac{1}{R} \mathcal{D}, \quad \text{where } V_R(x) = R^\alpha V(Rx).$$

This gives us $\text{dist}(0, \partial \mathcal{D}_R) = 1$. Also note that for any $z \in \partial \mathcal{D}_R$, we have

$$|\mathcal{D}_R \cap B_r(z)| \geq \beta |B_r(z)|, \quad \text{for all } r > 0,$$

where $B_r(z)$ is the ball of radius $r$ around $z$. Using the above scaled equation in [1.4], we obtain

$$e^{t\|V_R\|_\infty} \mathbb{P}_0(\tau_R > t) \geq 1, \quad \forall \ t > 0, \quad (2.1)$$

where $\tau_R = \tau(\mathcal{D}_R)$ is the exit time from the domain $\mathcal{D}_R$. Now to complete the proof we shall find $\delta \in (0, 1)$, independent of $R$, such that

$$\mathbb{P}_0(\tau_R > 1) \leq 1 - \delta.$$

Then the proof would follow from (2.1) with $c = \log \frac{1}{1-\delta}$. Let $z_0 \in \partial \mathcal{D}_R$ be such that $|z_0| = 1 = \text{dist}(0, \partial \mathcal{D}_R)$. Let $\mathcal{B}(z_0)$ be the ball of radius $\frac{1}{2}$ around $z_0$ and $A = \mathcal{D}^c \cap \mathcal{B}(z_0)$. By our assertion we have $|A| \geq \beta |\mathcal{B}(z_0)|$. Since $A \subset \mathcal{D}^c \mathcal{R} \mathcal{W}$ we have

$$\inf_{y \in A} |y| \geq 1, \quad \text{and} \quad \sup_{y \in A} |y| \leq 3/2.$$

Therefore, it is easy to see from (1.1) that for $\alpha \in (0, 2)$,

$$\mathbb{P}_0(X_1 \in A) \geq \frac{C}{C} \int_A \frac{1}{|y|^{d+\alpha}} \, dy \geq \frac{1}{C(3/2)^{d+\alpha}} |A| = \frac{\beta \omega_d (1/2)^d}{C 2^d (3/2)^{d+\alpha}},$$
where \( \omega_d \) is the volume of the unit ball in \( \mathbb{R}^d \). Let us define \( \delta = \frac{\beta \omega_d}{C_2^{d/2}} \). Thus

\[
P_0(\tau_R > 1) = 1 - P_0(\tau_R \leq 1) \leq 1 - P_0(X_1 \in A) \leq 1 - \delta.
\]

A similar estimate is also possible for \( \alpha = 2 \). This completes the proof.

\[\square\]

Proof of Corollary 1.2. We only consider the case when the supremum on the RHS of (1.6) is finite. Define

\[
V(x) := \frac{-(\Delta)^{\alpha/2} u(x)}{u(x)}, \quad x \in \mathcal{D}.
\]

Note that \( V \) need not to be defined pointwise. But we can still apply Theorem 1.1. This can be done as follows. For \( \delta > 0 \), we define

\[
\mathcal{D}_{-\delta} = \{ y \in \mathcal{D} : \text{dist}(y, \partial \mathcal{D}) < \delta \}, \quad \text{and} \quad \tau_\delta = \tau(\mathcal{D}_{-\delta}).
\]

Pick a point \( x_0 \in \mathcal{D} \) where \( |u| \) attains its maximum and \( u(x_0) > 0 \). Consider \( \delta \ll \text{dist}(x_0, \partial \mathcal{D}) \). Now for \( 0 < \varepsilon \ll \delta \), we consider a mollifier \( \varrho_\varepsilon \) supported in \( B_\varepsilon(0) \), and define \( V_\varepsilon = V * \varrho_\varepsilon \). Also define

\[
F_\varepsilon(x) := -(\Delta)^{\alpha/2} u(x) - V_\varepsilon(x) u(x).
\]

Since \( V_\varepsilon \) is smooth in \( \mathcal{D}_{-\delta} \), by Feynman-Kac formula we get that for any \( t > 0 \)

\[
\mathbb{E}_{x_0} \left[ e^{\int_{0}^{t} \tau_\delta \Delta} - V_\varepsilon(X_s) ds u(X_{t \wedge \tau_\delta}) \right] - u(x_0) = \mathbb{E}_{x_0} \left[ e^{\int_{0}^{t} \tau_\delta \Delta} - V_\varepsilon(X_s) dp F_\varepsilon(X_s) ds \right],
\]

which implies

\[
u(x_0) \leq e^{t \|V\|_\infty} \mathbb{E}_{x_0} \left[ |u|(X_{t \wedge \tau_\delta}) \right] + e^{t \|V\|_\infty} \mathbb{E}_{x_0} \left[ \int_{0}^{t} \mathbb{1}_{\mathcal{D}_{-\delta}}(X_s) |F_\varepsilon(x)| ds \right]
\]

\[= e^{t \|V\|_\infty} \mathbb{E}_{x_0} \left[ |u|(X_{t \wedge \tau_\delta}) \right] + e^{t \|V\|_\infty} \int_{0}^{t} \int_{\mathbb{R}^d} \mathbb{1}_{\mathcal{D}_{-\delta}}(y) |F_\varepsilon(y)| p(s, x_0, y) dy ds. \quad (2.2)
\]

Since \( F_\varepsilon \) is uniformly bounded in \( \mathcal{D}_{-\delta} \) and \( V_\varepsilon \to V \), as \( \varepsilon \to 0 \), almost everywhere in \( \mathcal{D}_{-\delta} \) (and therefore, \( F_\varepsilon \to 0 \) almost everywhere), we get from (2.2) by letting \( \varepsilon \to 0 \), that

\[
u(x_0) \leq e^{t \|V\|_\infty} \mathbb{E}_{x_0} \left[ |u|(X_{t \wedge \tau_\delta}) \right].
\]

Now let \( \delta \to 0 \), and use the fact \( \tau_\delta \to \tau(\mathcal{D}) \) almost surely as \( \delta \to 0 \), to obtain (1.4). Hence we can apply the arguments of Theorem 1.1 to reach at the same conclusion as in Theorem 1.1.

All the constants involved in the estimate below depend only on \( d, \alpha \) and not on the domain.

\[
\text{ess sup}_{x \in \mathcal{D}} \left[ \frac{-(\Delta)^{\alpha/2} u(x)}{u(x)} \right]^{-1/\alpha} \leq c \ \text{dist}(x_0, \partial \mathcal{D})
\]

\[
\leq c \ \text{inradius}(\mathcal{D})
\]

\[
\leq c_1 \frac{1}{\lambda_{1,2}(\mathcal{D})^{1/2}}
\]

\[
\leq c_1 \frac{1}{\lambda_{1,\alpha}(\mathcal{D})^{1/\alpha}},
\]

where the first inequality follows from Corollary 1.1, third inequality follows from [14] Theorem 2 and the fourth inequality follows from [15] Theorem 3.4, Remark 3.5. Hence the proof.

\[\square\]

Now we prove Theorem 1.2. Let us again remind the readers that the proof below is essentially the arguments of [19]. We just give a rigorous proof of the upper bound estimate of the probability in (1.4).
Proof of Theorem 1.2 As in Theorem 1.1, we assume that \( x_0 = 0 \) and \( \text{dist}(x_0, \partial D_R) = 1 \) where \( D_R = \frac{1}{R} D \) and \( R = \text{dist}(x_0, D) \). Let \( z_0 \in \partial D_R \) be such that \( |z_0| = 1 \). From (2.1) we obtain
\[
\varepsilon t \| V_R \| = \mathbb{P}_0(\tau_R > t) \geq 1, \quad \forall t > 0,
\]
where \( \| V_R \|_\infty = R^2 \| V \|_\infty \). Here \( \tau_R \) denotes the exit time of the Brownian motion \( W \) from \( D_R \). Fix \( t = 1 \) above. To complete the proof we need to show that for some \( \delta \in (0, 1) \), independent of \( D \), we have
\[
\mathbb{P}_0(\tau_R > 1) \leq 1 - \delta. \tag{2.4}
\]
Note that the bound in Theorem 1.1 depends on \( \beta \), and therefore, the arguments of Theorem 1.1 is not applicable here. We use the property of simply connectedness of \( D \) to get this estimate. Without loss of generality we may assume that \( z_0 \) lies on the \( x \)-axis, otherwise we rotate the domain around 0. Consider two concentric circles, centered at 0, of radii \( 5 \) and \( 7 \), respectively. Let \( \varphi : [0, 1] \to \mathbb{R}^2 \) be a \( C^1 \) curve with the following properties (see Figure 1)

(i) \( \varphi(0) = 0, \ z_0 = \varphi(0) \), and \( z_2 = \varphi(1) \) lies on the circle of radius \( 5 \);
(ii) \( \varphi \) intersects itself only at one point, say \( \varphi(\frac{1}{4}) = \varphi(\frac{3}{4}) \), lying on the circle of radius \( 5 \);
(iii) There is an \( \varepsilon \in (0, \frac{1}{16}) \) such that any curve that belongs to \( N_\varepsilon = \{ \psi \in C([0, 1], \mathbb{R}^2) : \sup_{s \in [\frac{1}{4}, \frac{3}{4}]} |\psi(s) - \varphi(s)| < \varepsilon \} \)

gives rise to a closed curve having \( z_0 \) inside.

By Strroock-Varadhan support theorem we know that
\[
\delta := \mathbb{P}_0(W \in N_\varepsilon) > 0.
\]
Note that \( \delta \) does not depend on \( D \). We claim that
\[
W \in N_\varepsilon \Rightarrow \tau_R \leq 1. \tag{2.5}
\]
Then (2.5) implies (2.4). Therefore, we only need to establish the above claim. Let \( \psi \in N_\varepsilon \). We show that \( \psi \cap D_R^c \neq \emptyset \) which implies (2.5). Suppose that \( \psi \cap D_R^c = \emptyset \). We show that there exists a simple closed curve \( \xi \) in \( D \) containing \( z_0 \) inside. But this would contradict the simply connectedness of \( D \). To do so, we define
\[
B_\varepsilon = \left\{ x \in \mathbb{R}^2 : \text{dist} \left( x, \varphi \left( \frac{1}{8}, \frac{7}{8} \right) \right) < \varepsilon \right\}.
\]
We may choose \( \varepsilon \) small enough so that \( z_0 \notin B_\varepsilon \). By the property (iii) we can find a closed curve \( \gamma : [a, b] \to D \) that sits inside \( B_\varepsilon \). This \( \gamma \) need not be simple and may have many small loops inside the tubular part. The required curve \( \xi \) can be constructed from \( \gamma \) as follows. For every \( t \in [a, b] \) we can find \( \eta = \eta(t) > 0 \) and a small disc \( B(\gamma(t)) \) around \( \gamma(t) \) such that for \( s \in (t - \eta, t + \eta) \) we have \( \gamma(s) \in B(\gamma(t)) \subset D \cap B_\varepsilon \). This is possible as \( \gamma \) is continuous and \( D \cap B_\varepsilon \) is open. Applying compactness of \([a, b]\) we can find \( \{ t_i \}_{i=0}^k \) such that \( \{ (t_i - \eta_i, t_i + \eta_i) : 0 \leq i \leq k \} \) covers \([a, b]\) and

\[\text{Figure 1.} \ d = 2. \ Dotted \ lines \ represent \ two \ concentric \ circles \ of \ radii \ 5/4 \ and \ 7/4, \ respectively.\]
\{B(\gamma(t_i)) : 0 \leq i \leq k\} forms a chain of overlapping discs in \(D \cap B_z\). Therefore we can easily
construct a piecewise linear closed curve \(\xi\) from \([a,b]\) which is linear, or has at most one point of
non-differentiability, in each disc \(B(\gamma(t_i))\). Since \(\xi\) can have only finitely many small loops, we
can erase those loops to form our required simple closed curve \(\xi\) in \(D \cap B_z\). This completes the
proof. \[\square\]

Now we remain to prove Theorem \[1.3\]. To do this we need the following lemma. This result is
pretty standard but we include the proof to make this article self-contained.

**Lemma 2.1.** Let \(\alpha \in (0,2)\). There is a constant \(\kappa_1 > 1\), depending on \(\alpha, d\), such that for any
\(r > 0\) and \(t > 0\) we have \(\mathbb{P}_x(\tau(B_r(x)) \leq t) \leq \kappa_1 t^{-\alpha}\),
for all \(x \in \mathbb{R}^d\).

**Proof.** Note that we may assume \(x = 0\), without any loss of generality. Let \(f \in C_b^2(\mathbb{R}^d)\) be such
that \(|f(y)| = |y|^2\) for \(|y| \leq \frac{1}{2}\) and \(f(y) = 1\) for \(|y| \geq 1\). Therefore we have a constant \(\kappa\) such that
\[\sup_{y \in \mathbb{R}^d} |\nabla f(y)| \leq \kappa,\]
and for all \(y, z \in \mathbb{R}^d\), we have
\[|f(y + z) - f(z) - \nabla f(z) \cdot y| \leq \kappa |y|^2.\]
Define \(f_r(y) = f(\frac{y}{r})\). Now for \(z \in \bar{B}_r(0)\) we calculate
\[\left|\int_{\mathbb{R}^d} \left( f_r(z + y) - f_r(z) - \nabla f_r(z) \cdot y \right) \frac{1}{|y|^{d+\alpha}} \, dy \right|
\leq \left|\int_{|y| \leq r} \left( f_r(y + z) - f_r(y) - \nabla f_r(z) \cdot y \right) \frac{1}{|y|^{d+\alpha}} \, dy \right|
+ \left|\int_{|y| > r} \left( f_r(y + z) - f_r(y) \right) \frac{1}{|y|^{d+\alpha}} \, dz \right|
\leq \kappa \frac{1}{r^2} \int_{|y| \leq r} |y|^{2-d-\alpha} \, dy + 2 \int_{|y| > r} |y|^{-d-\alpha} \, dy
\leq \frac{\tilde{\kappa}}{r^\alpha},\]
for some constant \(\tilde{\kappa}\). Hence \(z \in \bar{B}_r(0)\) we have
\[\left|-(\Delta)^{\alpha/2} f(z)\right| \leq \frac{c_{d,\alpha} \tilde{\kappa}}{r^\alpha}.\]
Therefore using the Itô’s formula we have for all \(t > 0\) that
\[\frac{c_{d,\alpha} \tilde{\kappa}}{r^\alpha} \mathbb{E}_0[\tau(\bar{B}_r(0)) \wedge t] \geq \mathbb{E}_0 \left[\int_0^{\tau(\bar{B}_r(0)) \wedge t} -(\Delta)^{\alpha/2} f(X_s) \, ds \right] = \mathbb{E}_0[f_r(X_{\tau(\bar{B}_r(0)) \wedge t})].\]
Since \(f_r = 1\) on \(\bar{B}_r(0)\) we have \(\mathbb{P}_0(\tau(\bar{B}_r(0)) \leq t) \leq c_{d,\alpha} \tilde{\kappa} r^{-\alpha} t\). The proof follows since \(\tau(\bar{B}_r(0)) = \tau(B_r(0))\) almost surely.

Now we are ready to prove Theorem \[1.3\].

**Proof of Theorem 1.3.** As earlier, we assume \(u(x_0) > 0\). Let \(\tau\) be the exit time of \(X\) from \(D\). In
what follows we denote \(\Lambda = \|V\|_\infty\). From \[1.4\] we know that
\[e^{t\Lambda} \mathbb{P}_{x_0}(\tau > t) \geq 1, \quad \forall t > 0.\]
Replacing \(t\) by \(\frac{t}{\Lambda}\) we see that
\[\mathbb{P}_{x_0}(\tau > \frac{t}{\Lambda}) \geq e^{-t} \quad \forall t > 0. \tag{2.6}\]
By $B_r$ we denote the ball of radius $r$ around $x_0$. Let $E_r = B_r \cap D^c$ (see Figure 2). It is enough to show that for some $r = r_\epsilon \Lambda^{-1/\alpha}$, we have

$$|E_r| \leq \epsilon |B_r|.$$  

(2.7)

We shall use (2.6) to obtain (2.7). Given $\kappa_2 \in (0, 1/8)$, we can find $t_0$ small enough so that

$$\mathbb{P}_{x_0}(\tau \leq t_0 \Lambda) \leq \kappa_2.$$  

(2.8)

This is possible due to (2.6). We shall choose $\kappa_2$ later depending to $\epsilon$. Let $r = t_0^{1/\alpha} \Lambda^{-1/\alpha}$. By $\bar{\tau}_r = \tau(E^c_r)$ we denote the hitting time to $E_r$ by $X$. Denote also by $\tau_r = \tau(B_r(x_0))$. We use Lévy system formula (see for instance, [2, Proposition 2.3 and Remark 2.4]) to estimate the following probability

$$\mathbb{P}_{x_0}(\bar{\tau}_r \leq \tau_r \wedge t) = \mathbb{E}_{x_0}\left[ \sum_{s \leq \bar{\tau}_r \wedge \tau_r \wedge t} 1\{X_s \neq X_s, X_s \in E_r\}\right]$$

$$= c_{d,\alpha} \mathbb{E}_{x_0}\left[ \int_0^{\bar{\tau}_r \wedge \tau_r \wedge t} \int_{E_r} \frac{dz}{|X_s - z|^{d+\alpha}} \right] \quad \text{[By Lévy system formula]}$$

$$\geq \frac{c_{d,\alpha}}{2^{d+\alpha}} \mathbb{E}_{x_0}\left[ \int_0^{\bar{\tau}_r \wedge \tau_r \wedge t} \frac{|E_r|}{|r|^{d+\alpha}} \right]$$

$$= \kappa_3 r^{-\alpha} \frac{|E_r|}{|B_r|} \mathbb{E}_{x_0}[\bar{\tau}_r \wedge \tau_r \wedge t],$$

for some constant $\kappa_3$, dependent only on $d, \alpha$. Now let us find a lower bound for the expectation above. By our choice of $r$ above we have $tr^{-\alpha} = \frac{t}{t_0 \Lambda}$. Therefore by choosing $\hat{t} = \frac{t_0}{4 \kappa_1 \Lambda} < \frac{t_0}{\Lambda}$ we obtain from Lemma 2.1 that

$$\mathbb{P}_{x_0}(\tau_r \leq \hat{t}) \leq \frac{1}{4}. \quad \text{(2.9)}$$

Fix this choice of $\hat{t}$ which depends on $t_0, \Lambda$. It is also easy to see that

$$\mathbb{P}_{x_0}(\tau_r \leq \tau_r \wedge \hat{t}) \leq \mathbb{P}_{x_0}(\bar{\tau}_r \leq \hat{t}) \leq \mathbb{P}_{x_0}(\tau \leq \hat{t}) \leq \mathbb{P}_{x_0}(\tau \leq t_0 / \Lambda) \leq \kappa_2,$$

where the last estimate follows from (2.8). Since $\kappa_2 \leq 1/8$ we get

$$\mathbb{P}_{x_0}(\bar{\tau}_r \leq \tau_r \wedge \hat{t}) \leq 1/8. \quad \text{(2.10)}$$

Therefore combining (2.9) and (2.10) we have

$$\mathbb{E}_{x_0}[\tau_r \wedge \tau_r \wedge t] \geq \hat{t} \mathbb{P}_{x_0}(\tau_r \wedge \tau_r > \hat{t})$$

$$\geq \hat{t} \left[ 1 - \mathbb{P}_{x_0}(\bar{\tau}_r \leq \tau_r \wedge \hat{t}) - \mathbb{P}_{x_0}(\tau_r \wedge \tau_r \leq \hat{t}) \right]$$

$$\geq \frac{1}{2} \hat{t}.$$
Since $\hat{t} r^{-\alpha} = \frac{1}{4\kappa_1}$, we obtain from the above estimates that

$$\frac{|E_r|}{|B_r|} \leq \frac{8\kappa_1}{\kappa_3} \mathbb{P}_{x_0}(\hat{t}_r \leq \tau_r \wedge \hat{t}) \leq \frac{8\kappa_1}{\kappa_3} \kappa_2,$$

where the last estimate is also obtained as before. Now we choose $\kappa_2$ depending on $\varepsilon$ so that

$$\frac{|E_r|}{|B_r|} \leq \varepsilon,$$

and this gives us $t_0$ and $r_\varepsilon = t_0^{1/\alpha}$.

\[\square\]
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