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Abstract

We study spinon excitations of the integrable spin-1 (Fateev-Zamolodchikov; FZ) chain and their relation
to the hidden supersymmetry. Using the notion of the supercharges earlier introduced to the spin chains,
which change the system length by one, we found that they nontrivially act on one of two kinds of
the degrees of freedom for the FZ chain. Their actions were obtained to be the same as those of the
supercharges defined on the supersymmetric sine-Gordon model, the low-energy effective field theory of
the FZ chain. Moreover, we construct the eigenstates which are invariant under the supersymmetric
Hamiltonian given as the anti-commutator of the supercharges.

1 Introduction

The integrable spin chains have been studied since a long ago and various methods have been
developed to diagonal their Hamiltonians. One of the most successful methods for the finite XXZ
spin chains is the Bethe ansatz method [5], which allows us not only to derive eigenfunctions but
also to calculate correlation functions [9, 10, 26, 27, 29, 36] through the quantum inverse scattering
method [40]. Another successful method is the $q$-vertex operator approach [7, 21, 23, 24, 28], which
is valid for infinite chains. Both methods are based on the common property of the integrable spin
chains, the factorizability of the scattering $S$-matrix resulting from the Yang-Baxter equation.
For the XXZ spin chain with arbitrary spin $\ell$, the $S$-matrix is known to be decomposed into
the $SU(2)$ part and the restricted solid-on-solid (RSOS) part [33]. In the Bethe ansatz method,
an excitation particle is a magnon, which is defined as a flipped spin in the vacuum given by
fully polarized spins. Each magnon carries rapidity, which takes complex number, and magnons
carrying rapidities with the same real part but with the different imaginary parts make a bound
state. Such a set of rapidities is called string solutions [39]. On the other hand, in the
$q$-vertex operator approach, an excitation particle is a spinon, which emerges at an unpaired bond in the
vacuum given by singlet paired spins. Each spinon carries spin $1/2$ and this freedom shows up
in the $SU(2)$ part of the $S$-matrix.

The spin-$1/2$ XXZ chain reveals the quantum phase transition depending on the anisotropy [37].
In the massless regime, its low energy excitations are described by the quantum sine-Gordon model.
For the spin-1 case, the low energy effective field theory is the supersymmetric sine-Gordon model [22]
and for the arbitrary spin-$\ell$ case, it is expected that the low energy excitations are
described by the fractional supersymmetric sine-Gordon model through the comparison of the
structure of the $S$-matrices [10]. What is interesting is, although the supersymmetry is not explicit-
ly obtained in the spin chains, their effective field theory possess the supersymmetry. Reflecting
the structure of the $S$-matrix, the supersymmetric effective field theory has an asymptotic state
labeled by a soliton charge and a pair of RSOS indices. The generators of the superalgebra non-trivially act on the asymptotic state by changing the RSOS indices but by leaving the soliton charge preserved \[4, 20, 34, 44\]. This motivates us to consider how the superalgebra acts on a spinon state of the spin chain, which also possesses a spinon spin and a pair of RSOS indices.

Recently, the discrete analog of the supersymmetry was introduced to the spin chains \[16, 17, 31, 42\]. The idea originates in the fermion representation of the spin operator

\[
\vec{S}_j = f_j^\dagger \vec{\sigma} f_j,
\]

which assign a fermion to each lattice site. Since the supersymmetry exchanges a bosonic state and a fermionic state, \textit{i.e.} it changes the fermion number by one, the supercharges were defined to change the system length by one. Subsequently, the action of the supercharge was given on the spin basis as a map \(V \mapsto V \otimes V\) or \(V \otimes V \mapsto V\). Although it is hard to deal with such an operator that changes the system size in the spin basis, we expect that the action of the superalgebra is clearly understood on the RSOS part of the spinon basis. Indeed, the \(\ell = 2\) case possesses the \(\mathcal{N} = 1\) supersymmetry and the total magnetization is conserved, which implies that the spinon number could be conserved as well.

Therefore, the aim of this paper is to investigate the discrete analog of supersymmetry on the spinon basis. For simplicity, we limit our interest to the \(\mathcal{N} = 1\) case, in which the total magnetization is a conserved quantity of the superalgebra. The \(\mathcal{N} = 1\) supersymmetry is observed only for the spin-1 case, and therefore we focus on the Fateev-Zamolodchikov (FZ) spin chain known as the spin-1 integrable XXZ chain \[43\]. Moreover, we restrict our discussion to the infinite spin chain, where the whole system is \(U_q(\hat{sl}_2)\)-invariant and the spinon excitations are well-described by the vertex operator. Since the supersymmetry was discussed only for the finite systems either with the periodic boundary or open boundaries \[16, 17, 42\], we modify it in compatible with the infinite spin chain.

This paper is organized as follows. In the next section, we review the known properties of the ZF chain and its spinon basis introduced in \[32\]. Section 3 is devoted to the attempt to combine the notion of spinon basis with the discrete analog of supersymmetry, by discussing the actions of superalgebra on the spinon basis. For better understanding, we introduce the graphical representation of the restricted paths. At the same time, we construct the superspace where all the eigenvectors except for the ground state make superpartners. The relation to Haldane’s spinon motifs \[19\] is also pointed out. The conclusion and future works are given in the last section.

## 2 Spinon excitations of the spin-1 XXZ chain

The Fateev-Zamolodchikov (FZ) spin chain is known as the integrable spin-1 XXZ model. The integrability lies in the factorizable bulk scattering matrix obtained as the trigonometric solution (a nine-by-nine matrix) of the Yang-Baxter equation \[43\]. The Hamiltonian of the FZ spin chain is written in the following form \[16\]:

\[
H = \sum_{j \in \mathbb{Z}} h_{j,j+1} = \sum_{j \in \mathbb{Z}} \left( \sum_{a,b=1}^3 A_{ab} S_j^a S_{j+1}^b - \sum_{a=1}^3 J_a (S_j^a S_{j+1}^a + 2(S_j^a)^2) \right),
\]

where the coupling constants are chosen as

\[
J_1 = A_{11} = J_2 = A_{22} = 1, \quad J_3 = A_{33} = \frac{(q - q^{-1})^2}{2},
\]

\[
A_{12} = A_{21} = 1, \quad A_{13} = A_{31} = A_{23} = A_{32} = q - 1 + q^{-1}.
\]

Throughout this paper, we consider only the infinite chain and therefore the index \(j\) in \(1\) runs over all integers. The spin operator \(S_j^a\) is a spin-1 operator which nontrivially acts on the \(j\)th site:

\[
S_j^a := 1 \otimes \cdots \otimes 1 \otimes \sum_j S_j^a \otimes \cdots \otimes 1.
\]
By choosing the basis as
\[ |0\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad |2\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \]
the local actions of the spin operators are written as follows:
\[ S^1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad S^2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad S^3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}. \]

Thus, we have \( S^3 |p(l)\rangle = (-p(l) + 1) |p(l)\rangle \) for \( p(l) \in \{0, 1, 2\} \). We write a tensor product state by
\[ \otimes_{l \in \mathbb{Z}} |p(l)\rangle := |\ldots, p(l-1), p(l), p(l+1), \ldots\rangle. \]

Here \( l \) indicates the \( l \)th site of the spin chain. A basis vector of the whole system is written as a linear combination of tensor product states.

### 2.1 \( U_q(sl_2) \)-invariance of the FZ model

In the case of the infinite spin chain, the choice of the coupling constants \[ \text{(2)} \] makes the Hamiltonian \( U_q(sl_2) \)-invariant. Let \( V(\lambda_m) \) the three dimensional irreducible highest weight \( U_q(sl_2) \)-module with the highest weight \( \lambda_m \). Then the action of \( U_q'(sl_2) \) on \( V^{(2)} \) \( (\pi : U_q'(sl_2) \to \text{End}(V^{(2)}) \) on the basis \[ \text{(4)} \] is given by
\[ \pi(e^{(0)}) = \pi(f^{(1)}) = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & \frac{q+q^{-1}}{2} & 0 \end{pmatrix}, \]
\[ \pi(e^{(1)}) = \pi(f^{(0)}) = \begin{pmatrix} 0 & \frac{q+q^{-1}}{2} & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \]
\[ \pi(k^{(1)}) = \pi((k^{(0)})^{-1}) = \begin{pmatrix} q^2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & q^{-2} \end{pmatrix}. \]

They have the comultiplication given by
\[ \Delta^{(\infty)}(e^{(i)}) = \sum_{j \in \mathbb{Z}} \cdots \otimes k^{(i)} \otimes e^{(i)} \otimes 1 \otimes \cdots, \]
\[ \Delta^{(\infty)}(f^{(i)}) = \sum_{j \in \mathbb{Z}} \cdots \otimes 1 \otimes f^{(i)} \otimes (k^{(i)})^{-1} \otimes \cdots, \]
\[ \Delta^{(\infty)}(k^{(i)}) = \cdots \otimes k^{(i)} \otimes k^{(i)} \otimes k^{(i)} \otimes \cdots. \]

From \[ \text{(7)} \] and \[ \text{(8)} \], one can check the \( U_q'(sl_2) \)-invariance of the Hamiltonian \[ [H, U_q'(sl_2)] = 0. \]

### 2.2 Path realization at \( q \to 0 \)

In the \( q \to 0 \) limit, the properly normalized Hamiltonian consists only of the operator \( S^3 \):
\[ q^2 H \xrightarrow{q \to 0} H_0 = \frac{1}{2} \sum_{j \in \mathbb{Z}} \left( (S^3_j S^3_{j+1})^2 - S^3_j S^3_{j+1} \right) \]
and thus becomes diagonal in the tensor products of \[ \text{(4)} \]. Therefore, the eigenvectors are written in a form of \[ \text{(4)} \]. These eigenvectors are interpreted as paths \( (p(l))_{l \in \mathbb{Z}} \) \[ \text{(42)} \].
There are three degenerate ground state with the vector elements given by
\[ \bar{p}_m(l) := (p(l))_{l \in \mathbb{Z}} \mid p(l) = m + (2 - 2m)\varepsilon(l) \quad m = 0, 1, 2. \]  
\( \varepsilon(l) \) takes 0 for even \( l \), while 1 for odd \( l \). A sequence \( \bar{p}_m(l) \) is called a ground state path. Under the fixed boundary conditions such that
\[ p(l) = \begin{cases} \bar{p}_m(l) & l \gg 0, \\ \bar{p}_{m'}(l) & l \ll 0, \end{cases} \]
the lowest energy state is realized by the vector elements given by
\[ \bar{p}_{m,m'}(l) := (p(l))_{l \in \mathbb{Z}} \mid \begin{array}{ll} p(l) = \bar{p}_m(l) & l(\in \mathbb{Z}) > 0 \\ p(l) = \bar{p}_{m'}(l) & l(\in \mathbb{Z}) \leq 0. \end{array} \]  
This sequence is called an \( (m, m') \) ground state path. We simply call an \( (m, m') \) path if a sequence satisfies
\[ p(l) = \bar{p}_{m,m'} \quad |l| \gg 0. \]  
There exists a bijection between an \( (m, m') \) path and the associated crystal \( B(\lambda_m) \) to the crystal base of the level 2 irreducible highest weight \( \lambda_m \) \( \mathbb{Z}^2 \)-module with the highest weight \( \lambda_m \) \[ B^{(2)}(\lambda_m) \otimes B^{(2)}(\lambda_{m'})^* = \{ p = (p(l))_{l \in \mathbb{Z}} \mid p(l) \in \{0, 1, 2\}, p(l) = \bar{p}_{m,m'} (|l| \gg 0) \}. \]  
Here we denote the associated crystal to the crystal base of \( \ell + 1 \) dimensional \( U_q(\mathfrak{sl}_2) \)-module by \( B^{(\ell)} \).

An \( (m, m') \) path admits the domain wall description. If a path contains \( n \) domain walls at \( l_1, \ldots, l_n \in \mathbb{Z} \quad (l_n \geq \cdots \geq l_1) \), the path consists of the fragments of \( n + 1 \) ground state paths:
\[ p(l) = \bar{p}_{m_r}(l), \quad l_{r+1} \geq l > l_r \]  
The adjacent domains must satisfy the adjacency condition:
\[ |m_j - m_{j-1}| = 1 \]  
besides the boundary conditions \( m_n = m, m_0 = m' \). For a fixed sequence \( (m_n, \ldots, m_0) \), a set of domain walls \( \{l_1, \ldots, l_n\} \) uniquely determines the path components. Thus, we write the \( (m_n, m_0) \) path encoded by a fixed sequence \( (m_n, \ldots, m_0) \) as \( [[l_n, \ldots, l_1]]_{m_n, m_0} \). The state without domain walls (empty states) are represented by \( [\ ] \) \( m, m \). There are three empty states for the choice of \( m \in \{0, 1, 2\} \), corresponding to the three degenerate ground states. Note that, in an \( (m, m') \) path, at least \( |m - m'| \) domain walls exit, i.e. the \( (m, m') \) ground state path \( \bar{p}_{m,m'} \) contains \( |m - m'| \) domain walls. The bijection \( \{14\} \) indicates that there exists the following isomorphism:
\[ \bigcup_{n=0}^{\infty} \bigcup_{l_1, \ldots, l_n} [[l_n, \ldots, l_1]]_{m, m'} \simeq B^{(2)}(\lambda_m) \otimes B^{(2)}(\lambda_{m'})^*. \]  
Let us consider the path consisting of \( n \) domain walls at \( l_1, \ldots, l_n \). In the \( q \to 0 \) limit, a domain wall \( l_j \) is identified with a spinon which carries a pair of RSOS indices and a spinon spin. The RSOS indices are encoded by the ground state paths on both sides of the domain wall \( m_{j-1}, m_j \), while the spinon spin is defined by
\[ s_j = -\frac{1}{2} \text{sgn}(p(l_j) + p(l_j + 1) - 2). \]  
This definition is consistent with the fact that each spinon carries spin \( \frac{1}{2} \). In the \( q \to 0 \) limit, the comultiplication \( [5] \) is modified according to \( [28] \). By denoting the actions of \( e^{(i)} \) and \( f^{(i)} \) at \( q \to 0 \) by \( \bar{e}^{(i)} \) and \( \bar{f}^{(i)} \), we consider the following quantities:
\[ e^{(i)}_{\text{max}} := \max\{k \geq 0; (\bar{e}^{(i)})^k b \neq 0\}, \quad b \in B^{(2)} \]  
\[ f^{(i)}_{\text{max}} := \max\{k \geq 0; (\bar{f}^{(i)})^k b \neq 0\}, \quad b \in B^{(2)}. \]
Then, \( \hat{e}^{(i)} \) is compatible with the comultiplication defined in [25] if we choose the action of \( \hat{e}^{(i)} \) as follows:

\[
\Delta^{(\infty)}(\hat{e}^{(i)})(\cdots \otimes b_{j+1} \otimes b_j \otimes b_{j-1} \otimes \cdots) = \cdots \otimes \hat{e}^{(i)} b_j \otimes b_{j-1} \otimes \cdots
\]

for the largest \( j \) such that \( f^{(i)}_{\max}(b_{j-1}) < e^{(i)}_{\max}(b_j) \). On the other hand, \( \hat{f}^{(i)} \) is consistently with the definition of the comultiplication by choosing the action of \( \hat{f}^{(i)} \) as

\[
\Delta^{(\infty)}(\hat{f}^{(i)})(\cdots \otimes b_{j+1} \otimes b_j \otimes b_{j-1} \otimes \cdots) = \cdots \otimes \hat{f}^{(i)} b_j \otimes b_{j-1} \otimes \cdots
\]

for the smallest \( j \) such that \( f^{(i)}_{\max}(b_j) > e^{(i)}_{\max}(b_{j+1}) \). From these comultiplications, it is easily obtained that \( \hat{e}^{(i)} \) and \( \hat{f}^{(i)} \) simply shift a domain wall:

\[
\hat{e}^{(i)}[[l_n, \ldots, l_1]] = [[l_n, \ldots, l_j + 1, \ldots, l_1]]
\]

for the largest \( j \) such that \( s_j = \frac{1}{2}(-1)^s \), while

\[
\hat{f}^{(i)}[[l_n, \ldots, l_1]] = [[l_n, \ldots, l_j - 1, \ldots, l_1]]
\]

for the smallest \( j \) such that \( s_j = \frac{1}{2}(-1)^{s+1} \). If no such \( s_j \) exists that satisfies the above condition, we have

\[
\hat{e}^{(i)}[[l_n, \ldots, l_1]] = 0, \quad \hat{f}^{(i)} = \hat{e}^{(i)}, \hat{f}^{(i)}.
\]

The adjacency condition (16) is expressed by using \( p_j \in \{0, 1\} \) as

\[
m_j - m_{j-1} = (-1)^{p_j}.
\]

A sequence \((p_n, \ldots, p_1) \in \{0, 1\}^n\) is called a level 2 restricted path. The restricted path associated with an \((m, m')\) path is characterized by

\[
(-1)^{p_1} + \cdots + (-1)^{p_s} \in \{-m', -m' + 1, -m' + 2\}, \quad 0 \leq s \leq n, \quad (-1)^{p_1} + \cdots + (-1)^{p_n} = m.
\]

If we set a function \( H(p_{s+1}, p_s) \) for the components of a restricted paths as

\[
H(1, 0) = 1, \quad H(0, 0) = H(0, 1) = H(1, 1) = 0,
\]

the energy of the system is given by \( \sum_{s=1}^{n-1} H(p_{s+1}, p_s) \).

### 2.3 Spinon basis

The spinon creation operator \( \varphi_j^p \) \((j \in \mathbb{Z}, p = 0, 1) \) was introduced as the operator which obeys the following algebraic relations [8][32]:

\[
\varphi_j^{p_1} \varphi_j^{p_2} + \varphi_j^{p_1} \varphi_j^{p_2} = 0, \quad j_1 = j_2 \mod 2 \land (p_1, p_2) = (1, 0),
\]

\[
\varphi_j^{p_1} \varphi_j^{p_2} + \varphi_j^{p_1} \varphi_j^{p_2} = 0, \quad j_1 \neq j_2 \mod 2 \land (p_1, p_2) = (1, 0),
\]

\[
\varphi_j^{p_1} \varphi_j^{p_2} - \varphi_j^{p_1} \varphi_j^{p_2} = 0, \quad j_1 = j_2 \mod 2 \land (p_1, p_2) \neq (1, 0),
\]

\[
\varphi_j^{p_1} \varphi_j^{p_2} + \varphi_j^{p_1} \varphi_j^{p_2} = 0, \quad j_1 \neq j_2 \mod 2 \land (p_1, p_2) \neq (1, 0).
\]

These relations were introduced through the inspiration by the relations for the vertex operators [8]. The subscripts \( j \) relate to the spinon spins in such a way that even \( j \) indicates a +1/2 spinon, while odd \( j \) indicates a −1/2 spinon. For these spinon creation operators, the empty state \([[\ ]]_{m,m}\) \((m \in \{0, 1, 2\})\) serves as the Fock vacuum:

\[
\varphi_{j_1}^{p_1} \cdots \varphi_{j_n}^{p_n} [[\ ]]_{m,m} = [[j_n - p_n, \ldots, j_1 - p_1]]_{m,m}.
\]

That is, \( \varphi_j^{p_r} \) creates a domain wall at \( j_r - p_r \). Since the subscript represents the spinon spin depending on whether it is an even integer or an odd integer, the superscript \( p_r \) can be identified
with the component of a restricted path defined in \((34)\). Since the domain-wall positions in \((22)\)
are set in a non-decreasing order \(j_n - p_n \geq \cdots \geq j_1 - p_1\), the following condition must be satisfied:
\[
j_n - 2 \sum_{r=1}^{j_1-1} H(p_{r+1}, p_r) \geq \cdots \geq j_2 - 2H(p_2, p_1) \geq j_1,
\]
where \(H(p_{r+1}, p_r)\) is the energy function defined by \((27)\). Then, corresponding to \((17)\), we have a bijection given by
\[
\left\{ \varphi_{j_n}^{*p_n} \cdots \varphi_{j_1}^{*p_1} \in \prod_{n=0}^{j_1-p_1, \ldots, j_n-p_n} [[j_n - p_n, \ldots, j_1 - p_1]]_{m,m} \right\} = B^{(2)}(\lambda_m) \otimes B^{(2)}(\lambda_m)^*.
\]
We rewrite \((32)\) as
\[
\varphi_{j_{n+1+i}}^{*p_{n+i}} \cdots \varphi_{j_{1+i}}^{*p_{1+i}} \left[ \right] m,m = \left[ \left[ 2j_{n+i} + i_n - p_n, \ldots, 2j_1 + i_1 - p_1 \right] \right] m,m,
\]
where \((i_n, \ldots, i_1) \in \{0,1\}^n\), that is, we have a \(+\frac{1}{2}\) spinon for \(i = 0\), while a \(-\frac{1}{2}\) spinon for \(i = 1\). Let \(j_{k+1} - j_k = H(p_{k+1}, p_k)\) denoted by \(j_r\) \((s = 1, \ldots, M)\). Then we have another bijection:
\[
\left\{ \varphi_{j_n}^{*p_n} \cdots \varphi_{j_1}^{*p_1} \in \prod_{n=0}^{j_1-p_1, \ldots, j_n-p_n} [[2j_{n+i} + i_n - p_n, \ldots, 2j_1 + i_1 - p_1]]_{0,0} \left| j_{k+1} - j_k = H(p_{k+1}, p_k), j_k = j_r \right. \right\} = B^{(r_{M-r})} \otimes \cdots \otimes B^{(r_2-r_1)}.
\]
This bijection leads to the Yangian-like structure and thus we obtain the relation to Haldane’s spinon orbital interpretation of spinon motifs \([19]\). This notion was introduced for the Haldane-Shastry (HS) spin chain \([18, 35]\), in which the eigenstates are characterized by integer-valued rapidities. A spinon motif, which consists of parentheses and 1’s, is defined by assigning a motif \((\cdot)\) to an unoccupied integer by rapidities and 1 to an occupied integer. If one finds a motif \((1 \; \cdots \; 1)\) consisting of \(n\) symbols by counting \((\cdot)\) or \((\cdot)\) as a half-symbol, it represents the singlet state of \(n\) spins belonging to the fundamental representations. In the case of \(n = 1\), a motif \((\cdot)\) simply represents a single spinon state. Therefore, a sequential motif \((\cdot)(\cdot)\) consisting of \(n\) symbols represents a \(n\)-fold tensor product of single spinon states. The irreducible decomposition of a spinon motif leads to the notion of spinon orbitals. We replace a parenthesis between symmetrized spinons by 0. For instance, \(n\) symmetrized spinons constitute a space represented by \((0 \; \cdots \; 0)\) with \(n\) symbols. Then a distinct spinon orbital is assigned to each set of symmetrized spinons. This leads to the bijection between the right-hand side of \((39)\) and a spinon motif as
\[
B^{(r_{M-r_{M-1}})} \otimes \cdots \otimes B^{(r_2-r_1)} = (0 \; \cdots \; 0) \cdots (0 \; \cdots \; 0).
\]

3 Supersymmetry behind the ZF model

The supersymmetry of the finite ZF chain was introduced in \([16]\). The superalgebra was defined in such a way that the supercharges change the number of system size by one. Here we modify their definitions in order to be compatible with the infinite spin chain:
\[
Q := \sum_{j \in \mathbb{Z}} (-1)^{j-1} q_j, \quad Q^\dagger := \sum_{j \in \mathbb{Z}} (-1)^{j-1} q_j^\dagger,
\]
where \(q_j\) and \(q_j^\dagger\) nontrivially act on the \(j\)th site:
\[
q_j := 1 \otimes \cdots \otimes 1 \otimes q_j \otimes 1 \otimes \cdots \otimes 1,
\]
\[
q_j^\dagger := 1 \otimes \cdots \otimes 1 \otimes q_j^\dagger \otimes 1 \otimes \cdots \otimes 1.
\]
the local action \( q: V^{(2)} \rightarrow V^{(2)} \otimes V^{(2)} \) is given by

\[
q|2\rangle_j = \frac{q + q^{-1}}{2}(|12\rangle_{j,j+1} - |21\rangle_{j,j+1}), \\
q|1\rangle_j = |02\rangle_{j,j+1} - |20\rangle_{j,j+1}, \\
q|0\rangle_j = \frac{q + q^{-1}}{2}(|01\rangle_{j,j+1} - |10\rangle_{j,j+1})
\]

and \( q^\dagger: V^{(2)} \otimes V^{(2)} \rightarrow V^{(2)} \) is the adjoint operator of \( q \). These supercharges obey a discrete analog of the superalgebra \([41, 42]\):

\[
Q^2 = (Q^1)^2 = 0, \quad [F, Q] = Q, \quad [F, Q^\dagger] = -Q^\dagger,
\]

where \( F \) is the fermion number operator.

The infinite ZF chain is a supersymmetric model in the sense of \([16]\), since the Hamiltonian density in \([1]\) meets the criteria of the supersymmetry:

\[
h_{j,j+1} = -(q_j^\dagger \otimes 1)(1 \otimes q_j) - (1 \otimes q_j^\dagger)(q_j \otimes 1) + q_j q_j^\dagger + \frac{1}{2} q_j q_j^\dagger \otimes 1 + 1 \otimes q_j q_j^\dagger).
\]

This form of the local Hamiltonian guarantees that the whole Hamiltonian \([1]\) is obtained as the anticommutator of the supercharges \( \{Q, Q^\dagger\} = H \).

### 3.1 Supercharges acting on the spinon basis

Although the supercharges \([38]\) insert/remove a site to/from the system, they do not change the total magnetization. This motivates us to investigate how they act on the spinon basis since, with the conserved total magnetization, the number of spinons is either conserved or pairs of \( + \frac{1}{2} \) spinons and \( - \frac{1}{2} \) spinons are generated. We normalize the local supercharges as \( \tilde{q}_j = gq_j \) in order not to diverge at \( q \rightarrow 0 \). Then the actions given in \([10]\) are modified into

\[
\tilde{q}|2\rangle_j = \frac{1}{2}(|12\rangle_{j,j+1} - |21\rangle_{j,j+1}), \\
\tilde{q}|1\rangle_j = 0, \\
\tilde{q}|0\rangle_j = \frac{1}{2}(|01\rangle_{j,j+1} - |10\rangle_{j,j+1})
\]

It is obtained from the direct calculation that the supercharge \( \tilde{Q} \) kills the \((0, 0)\) ground state paths:

\[
\tilde{Q}|[]\rangle_{0,0} = \sum_{j \in \mathbb{Z}} (-1)^{j-1} q_j |0202 \ldots\
= \cdots - \frac{1}{2}(|01202 \ldots - |01020 \ldots\rangle) + \frac{1}{2}(|01202 \ldots - |01020 \ldots\rangle)\
- \frac{1}{2}(|02012 \ldots - |02012 \ldots\rangle) + \frac{1}{2}(|02012 \ldots - |02012 \ldots\rangle) - \ldots\
= 0.
\]

Similarly, the \((2, 2)\) ground state path is killed by \( \tilde{Q} : [[]]_{2,2} \rightarrow 0 \). The \((1, 1)\) ground state path vanishes from the definition of the local action of \( q \) on \(|1\rangle\).

A path with a single domain wall is given by the \((m, m')\) ground state path with \(|m - m'| = 1\). The supercharge \( Q \) defined through the local relation \([13]\) acts on a path with a single domain wall as

\[
\tilde{Q}|[t_1]\rangle_{0,1} = -\frac{1}{2} |[t_1 + 1]\rangle_{2,1}, \quad \tilde{Q}|[t_1]\rangle_{2,1} = \frac{1}{2} |[t_1 + 1]\rangle_{0,1},
\]

\[
\tilde{Q}|[t_1]\rangle_{1,0} = \frac{1}{2} |[t_1]\rangle_{1,0}, \quad \tilde{Q}|[t_1]\rangle_{1,2} = -\frac{1}{2} |[t_1]\rangle_{1,2}.
\]
These are interpreted as the supercharge locally acts on the $r$th operator of a sequence of $n$ spinon creation operators \((45)\) as

\[
\tilde{Q}(\varphi_{j_r}^1) = -\frac{1}{2} \varphi_{j_r}^1, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 1) \wedge (p_r = 1)
\]

\[
\tilde{Q}(\varphi_{j_r}^0) = \frac{1}{2} \varphi_{j_r+1}^0, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 1) \wedge (p_r = 0)
\]

\[
\tilde{Q}(\varphi_{j_r}^0) = \frac{1}{2} \varphi_{j_r+1}^0, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 0) \wedge (p_r = 0)
\]

\[
\tilde{Q}(\varphi_{j_r}^1) = -\frac{1}{2} \varphi_{j_r}^1, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 2) \wedge (p_r = 1).
\]

In order to define the sequential action of the supercharge on $n$ spinon creation operators, we introduce the operator $\Gamma$. This operator acts on a path with a single domain wall as

\[
\begin{align*}
\Gamma[[l_1]]_{0,1} &= [[l_1 + 1]]_{2,1}, \quad \Gamma[[l_1]]_{2,1} = [[l_1 + 1]]_{0,1}, \\
\Gamma[[l_1]]_{1,0} &= [[l_1 - 1]]_{1,2}, \quad \Gamma[[l_1]]_{1,2} = [[l_1 - 1]]_{1,0},
\end{align*}
\]

which leads to the local action on the $r$th operator of a sequence of $n$ spinon operators as

\[
\begin{align*}
\Gamma(\varphi_{j_r}^0) &= \varphi_{j_r}^0, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 1) \wedge (p_r = 1) \\
\Gamma(\varphi_{j_r}^0) &= \varphi_{j_r+1}^0, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 1) \wedge (p_r = 0) \\
\Gamma(\varphi_{j_r}^1) &= \varphi_{j_r+1}^1, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 0) \wedge (p_r = 0) \\
\Gamma(\varphi_{j_r}^1) &= \varphi_{j_r+1}^1, \quad ((-1)^{p_1} + \cdots + (-1)^{p_{r-1}} = 2) \wedge (p_r = 1).
\end{align*}
\]

Note that $\tilde{Q}$ and $\Gamma$ do not change the spinon spins since the subscripts are invariant under their actions in mod 2. The number of spinons is also conserved and therefore, they only act on the domain-labels, denoted by the superscripts.

We obtain that the actions of the supercharges $\tilde{Q}$, $\tilde{Q}^\dagger$ on a sequence of $n$ spinon creation operators is written by

\[
\tilde{Q}(\varphi_{j_n}^* \cdots \varphi_{j_1}^*) = \tilde{Q}(\varphi_{j_n}^*)1(\varphi_{j_{n-1}}^*) \cdots 1(\varphi_{j_1}^*) + \Gamma(\varphi_{j_n}^*)\tilde{Q}(\varphi_{j_{n-1}}^*)1(\varphi_{j_{n-2}}^*) \cdots 1(\varphi_{j_1}^*)
\]

\[
+ \cdots + \Gamma(\varphi_{j_n}^*)\cdots \Gamma(\varphi_{j_2}^*)\cdots \tilde{Q}(\varphi_{j_1}^*)
\]

\[
\tilde{Q}^\dagger(\varphi_{j_n}^* \cdots \varphi_{j_1}^*) = \tilde{Q}^\dagger(\varphi_{j_n}^*)1(\varphi_{j_{n-1}}^*) \cdots 1(\varphi_{j_1}^*) + \Gamma(\varphi_{j_n}^*)\tilde{Q}^\dagger(\varphi_{j_{n-1}}^*)1(\varphi_{j_{n-2}}^*) \cdots 1(\varphi_{j_1}^*)
\]

\[
+ \cdots + \Gamma(\varphi_{j_n}^*)\cdots \Gamma(\varphi_{j_2}^*)\cdots \tilde{Q}^\dagger(\varphi_{j_1}^*)
\]

\]

The actions \((45)\) and \((47)\) are expressed in terms of four-by-four matrices, if we choose the basis \((m_r, m_{r-1})\) as \{(0, 1), (2, 1), (1, 0), (1, 2)\}:

\[
\begin{align*}
\tilde{Q} &= \frac{1}{2} \begin{pmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}, \quad \tilde{Q}^\dagger = \frac{1}{2} \begin{pmatrix}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}, \quad \Gamma = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\end{align*}
\]

These are related to the generators $Q$, $\tilde{Q}$, $\Gamma$ of the superalgebra introduced for the supersymmetric sine-Gordon model \((20)\) via

\[
\tilde{Q} = \frac{e^{\pi i/4}}{2\sqrt{2}}(Q - i\tilde{Q}), \quad \tilde{Q}^\dagger = \frac{e^{-\pi i/4}}{2\sqrt{2}}(Q + i\tilde{Q}), \quad \Gamma = \Gamma.
\]

Moreover, the action of $\tilde{Q}$, $\tilde{Q}^\dagger$ on the sequential operators \((49)\) coincides with the comultiplication
of the supercharge $\mathbf{34}$:

$$\Delta^{(n)}(Q) = \sum_{j=1}^{n} \Gamma \otimes \cdots \otimes \Gamma \otimes \frac{Q_j}{Q} \otimes 1 \otimes \cdots \otimes 1,$$

$$\Delta^{(n)}(\tilde{Q}) = \sum_{j=1}^{n} \Gamma \otimes \cdots \otimes \Gamma \otimes \frac{\tilde{Q}_j}{\tilde{Q}} \otimes 1 \otimes \cdots \otimes 1.$$  \hfill (52)

Besides the number of spinons and each of spinon spins, the supercharges $\tilde{Q}$, $\tilde{Q}^\dagger$ do not change the sequence $(r_M - r_{M-1}, \ldots, r_2 - r_1)$. Therefore, the associated Haldane’s spinon motifs are invariant under the actions of supercharges. Thus, the supercharges do not change the spinon spins i.e. the $SU(2)$-multiplet structure of spinons but nontrivially act on the RSOS part by changing the labels of domains.

### 3.2 Superalgebra in spinon basis

In the previous subsection, we have obtained the actions of the supercharges on a sequence of spinon creation operators. In this subsection, we discuss which subspace of the Hilbert space of the FZ chain is supersymmetric. In [16], the discrete analog of the supersymmetry was discussed only in the subspace with limit momentum, i.e. the zero momentum space for odd $N$ and the $\pi$ momentum space for even $N$. In this subspace, we have no restriction from $E \geq |P|$. In order to determine the superspace for which the supersymmetry holds, we study the superalgebra $\mathbf{41}$ in the spinon basis.

Taking into account that $(-1)^F = \Gamma$, the second and third relations of $\mathbf{41}$ are rewritten as

$$\{\Gamma, \tilde{Q}\} = \{\Gamma, \tilde{Q}^\dagger\} = 0.$$  \hfill (53)

These relations are checked through direct calculation in the matrix forms $\mathbf{40}$. The first relation of $\mathbf{41}$ is proved through the coproductive forms $\mathbf{39}$. Noting that

$$\tilde{Q}^2 = (\tilde{Q}^\dagger)^2 = \frac{1}{4} \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \Gamma^2 = 1$$  \hfill (54)

and the anticommutation relations $\mathbf{53}$, the squares of the coproductive supercharges act on a sequence of $n$ spinon creation operators as

$$(\Delta^{(n)}(Q))^2 = \sum_{j=1}^{n} 1 \otimes \cdots \otimes 1 \otimes \tilde{Q}_j^2 \otimes 1 \cdots \otimes 1,$$

$$(\Delta^{(n)}(\tilde{Q})^\dagger)^2 = \sum_{j=1}^{n} 1 \otimes \cdots \otimes 1 \otimes (\tilde{Q}_j^\dagger)^2 \otimes 1 \cdots \otimes 1.$$  \hfill (55)

The summations vanish only for even $n$. Thus, the supersymmetry is obtained only when an even number of spinons exists, that is, the infinite FZ chain possesses supersymmetric subspace, which is spanned by paths with boundary conditions $m_0 = 0$, $m_n = 0, 2$.

### 3.3 Graphical representations of restricted paths

Here we give the graphical representations of a restricted path, which represents the RSOS degrees of freedom of the FZ chain. A restricted path is encoded by a sequence $(p_n, \ldots, p_1)$ ($p_j = 0, 1$) satisfying the restriction $\mathbf{29}$. For a fixed sequence of $p_j$’s, set

$$h(n) = (-1)^{p_1} + \cdots + (-1)^{p_n}$$  \hfill (56)
Note that, in a condition (26), a restricted path of length $n$ by $r_i$'s which span the supersymmetric subspace of the FZ model meet the boundary conditions.

The adjacency condition (25) indicates that a graph consists only of $m$-integer value. The adjacency condition imposes that we have $n$ fixed boundary conditions. We write a restricted path of length $N$, the supersymmetry is obtained only for even.

Consideration, we obtain that there are $r_i$'s read the positions of local maximum/minimum of a graph. Taking all these into consideration, we obtain that $r_i$'s are determined. One obtains that the operator $\Gamma$ simply exchanges the labels 0 and 2.

Figure 1: Two examples of the restricted path with $n = 8$. (a) The restricted path from 0 to 2 under the boundary conditions $m_0 = 0, m_8 = 0$. This path is given by the set $(p_8, p_7, p_6, p_5, p_4, p_3, p_2, p_1) = (1, 0, 1, 0, 1, 0, 0)$. The local maxima and minima characterizing the restricted path are obtained as $\{r_2, r_1\} = (7, 3)$ and $(r^{tot}_1, r^{tot}_3, r^{tot}_4) = (7, 6, 4, 3, 2)$.

(b) The restricted path from 0 to 2 under the boundary conditions $m_0 = 0, m_8 = 2$. This path is given by the set $(p_8, p_7, p_6, p_5, p_4, p_3, p_2, p_1) = (0, 1, 1, 0, 1, 0, 0)$. The local maxima and minima characterizing the restricted path are obtained as $r_1 = 3$ and $(r^{tot}_1, r^{tot}_3, r^{tot}_4) = (6, 4, 3, 2)$.

Figure 2: The values of the energy function applied to restricted paths of length two.

as a function of $n$. Then we have a graphical representation of the restricted path by taking $n$ on the $x$-axis and $h(n)$ on the $y$-axis (Fig. 1). Thus, $h(n)$ is considered as a height function. The adjacency condition (26) indicates that a graph consists only of $\pm 1$ slopes. Since the paths which span the supersymmetric subspace of the FZ model meet the boundary conditions $m_0 = 0, m_n = 0, 2$, the associated restricted paths start from $(0, 0)$ and end with $(n, 0)$ or $(n, 2)$ on a graph. Note that, in a $(m_n, m_0)$ path, the value of the function $h(j)$ reads the domain after the $j$th domain wall.

Here we remark properties of a restricted path. Let us denote $j$ which satisfies

$$h(j) = 1 \land h(j-1) = h(j+1)$$

by $r_s$. This is interpreted as the existence of local maxima/minima with height 1 in a graph. Due to the condition (27), a restricted path of length $n$ is uniquely determined by a set of $r_s$'s under a fixed boundary conditions. We write a restricted path of length $n$ characterized by $(p_{r_1}, \ldots, p_{r_M})$ $(r_1 < \cdots < r_M)$ as $p_n^{r}(p_{r_1}, \ldots, p_{r_M})$. Due to the boundary conditions, any $r_s$ takes an odd-integer value. The adjacency condition imposes that we have $M \leq \frac{n}{2}$, which is an integer since the supersymmetry is obtained only for even $n$. Once $M$ is fixed, the number of $j$'s which satisfy $h(j - 1) = h(j + 1)$ is uniquely determined:

$$\# r^{tot}_{s} := \# \{j | h(j-1) = h(j+1)\}$$

$$= \begin{cases} \frac{1}{2}(n - 2M) + 2M - 1 & m_n = 0 \\ \frac{1}{2}(n - 2M - 2) + 2M & m_n = 2. \end{cases}$$

Note that $r^{tot}_{s}$'s read the positions of local maximum/minimum of a graph. Taking all these into consideration, we obtain that there are $\left( \frac{n}{2} \right)$ distinct paths.

The energy function $H(p_s, p_{s-1})$ in (27) is graphically represented as in Fig. 2. The function maps a path of length two either 0 or 1. The supercharge $Q$ also admits graphical actions (Fig. 3). These are determined from the matrix expressions (50). Similarly, the graphical actions of $Q^\dagger$ and $\Gamma$ are determined.
3.4 Construction of superspace

In the supersymmetric model, every eigenstate except for the ground state makes a superpartner by sharing the same energy. A superpartner consists of the eigenstates which are mapped to each other by $\tilde{Q}$ and $\tilde{Q}^\dagger$. Due to the nilpotency of the supercharges, these states are annihilated either by $\tilde{Q}$ or by $\tilde{Q}^\dagger$. This property is a straightforward consequence of the definition of the Hamiltonian as the anticommutator $\{\tilde{Q}, \tilde{Q}^\dagger\}$. Although the Hamiltonian with the Hamiltonian density given by (42) coincides with the known FZ Hamiltonian (1), (2), any of paths are invariant under the $q \to 0$ limit of the latter Hamiltonian but not invariant under the former one. This is understood as due to degeneracy occurring in the $q \to 0$ limit. We expect that the structure of linearly combined paths invariant under the supersymmetry holds for arbitrary anisotropy, which is one of our future problems. After some manipulation, we found that a certain linear combination of
paths constitutes the invariant subspace of both of the above Hamiltonians. 

Since any of invariant paths are killed by one of two terms constituting the anticommutator \( \{ \hat{Q}, \hat{Q}^\dagger \} \), we look up these two actions on a path separately. Let us first consider the action of the product \( \hat{Q}\hat{Q}^\dagger \). By expanding them in the coproductive forms, we have

\[
\Delta^{(n)}(\hat{Q})\Delta^{(n)}(\hat{Q}^\dagger) = \sum_{j>i} 1 \otimes \cdots \otimes 1 \otimes \hat{Q}_j \otimes \cdots \otimes \hat{Q}_i \otimes 1 \otimes \cdots \otimes 1 \\
+ \sum_{j>i} 1 \otimes \cdots \otimes 1 \otimes \hat{Q}_j \otimes \cdots \otimes \hat{Q}^\dagger_i \otimes 1 \otimes \cdots \otimes 1 \\
+ \sum_{i=1}^n 1 \otimes \cdots \otimes 1.
\]

(59)

The actions of \( \hat{Q}, \hat{Q}^\dagger \), and \( \Gamma \) on a restricted path are given in (50), while we have

\[
\Gamma \hat{Q}^\dagger = \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad \hat{Q}\Gamma = \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}.
\]

(60)

Thus, the actions of the first and second terms in (59) cancel each other out unless \( j-i \in 2\mathbb{Z}_{\geq 0}+1 \).

For a sequence \( (\hat{t}_1, \ldots, \hat{t}_{n-M-1}) \) \( (\hat{t}_j \in \{1,3, \ldots, n-1\}\setminus \{r_1, \ldots, r_M\}) \), we define a set of \( s \)'s by \( S_j := \bigcup_{r_j-1 < s < r_j} s \). If there exists no such \( s \), then \( S_j = \emptyset \). From direct calculation, we obtain

\[
\hat{Q}\hat{Q}^\dagger p_{\text{res}}^{\text{res}}(p_{r_M}, \ldots, p_{r_1}) \\
= \frac{1}{4} p_{\text{res}}^{\text{res}}(p_{r_M}, \ldots, p_{r_1}) + \left\{ \left( \frac{n}{2} - M \right) \left( \frac{1}{2} \right) + M \left( -\frac{1}{2} \right) \right\} p_{\text{res}}^{\text{res}}(p_{r_M}, \ldots, p_{r_1}) \\
+ \sum_{j=1}^M \sum_{j'=1}^M \sum_{s \in S_j} (-1)^{\frac{1}{2} |r_j-s| - |r_{j'}| + \frac{1}{2} |r_{j'}|} p_{\text{res}}^{\text{res}}(p_{\sigma(r_M)}, \ldots, p_{\sigma(r_j)}), p_{\sigma(r_j)}, p_{\sigma(s)}, \ldots, p_{\sigma(r_1)})
\]

(61)

where \( \hat{p}_r \) indicates a local minimum or maximum removed and replaced by \( p_s \). We used the notation \([*] \) in order to represent the largest integer no greater than \( * \). The first term comes from the last term of (59), the second term comes from the sums over odd \( j \), and the rest comes from the sums over even \( j \). Note that \( p_s \) does not always satisfy \( r_j+1 > s > r_{j-1} \). For this reason, we introduced \( \sigma \) for reordering the indices \( r_M, \ldots, r_1 \) in such a way that \( \sigma(r_M) > \cdots > \sigma(r_1) \).

What (61) indicates is as follows. Suppose we have two restricted paths \( p_{\text{res}}^{\text{res}}(p_{\sigma(r_M)}, \ldots, p_{\sigma(r_1)}) \) and \( p_{\text{res}}^{\text{res}}(p_{\sigma(r_M)}, \ldots, p_{\sigma(r_1)}) \). The actions \( \Gamma \hat{Q}^\dagger \) on these restricted paths produce the same restricted path \( p_{\text{res}}^{\text{res}}(p_{\sigma(r_M)}, \ldots, p_{\sigma(r_1)}) \) \( (r_j \notin \{r_1, \ldots, r_{M-1}, r_0, r_{\beta}\}) \) with the opposite signs (Fig. 1). At the same time, the operator \( \hat{Q}\hat{Q}^\dagger \) maps these restricted paths to each other with the same signs (Fig. 1). Therefore, a linear combination \( \sum_{\delta r_1, \ldots, r_M} c_{\delta r_1, \ldots, r_M} p_{\text{res}}^{\text{res}}(p_{r_M}, \ldots, p_{r_1}) \), where the summation is taken for \( r_1, \ldots, r_M \in \{1,3, \ldots, n-1\} \) \( (r_1 < \cdots < r_M) \), is invariant under the anticommutator of the supercharges if the coefficients are chosen as

\[
c_{\delta r_1, \ldots, r_M} = \begin{cases} 1 & \{r_1, \ldots, r_M\} = \{r_2, \ldots, r_{M+1}\} \\ (-1)^{-\frac{1}{2} (r'_j - r_j) + (j-1)} & \{r_1, \ldots, r_M\} = \{r'_1, \ldots, r'_{M+1}\} \setminus \{r'_j\} \\ 0 & \text{otherwise} \end{cases}
\]

(62)

for an arbitrary sequence \( (r'_1, \ldots, r'_{M+1}) \) \( (r'_j \in \{1,3, \ldots, n-1\}) \).

The invariant linear combinations under the action of \( \hat{Q}\hat{Q}^\dagger \) are obtained as the superpartners of those invariant under \( \hat{Q}\hat{Q}^\dagger \). The explicit calculation leads to the action of \( \hat{Q}\hat{Q}^\dagger \).
invariant if the coefficients satisfy $p$ has the non-zero contribution (Fig. 8). Thus, a linear combination

The cases (i) and (ii) always get opposite signs and therefore cancel each other out. The case (iv) is obtained through the four different kinds of restricted paths:

- The upper one gets $(-1)^{\frac{1}{2}(r_{\alpha} - r_{\gamma}) - (\alpha - \beta + 1) + (\beta - 1)}$ and the lower one gets $(-1)^{\frac{1}{2}(r_{\beta} - r_{\gamma}) + (\beta - \gamma) - \frac{1}{2}(r_{\beta} - r_{\gamma}) + (\beta - 1)}$. (ii) The upper one gets $(-1)^{\frac{1}{2}(r_{\alpha} - r_{\gamma}) + (\beta - \gamma) - \frac{1}{2}(r_{\alpha} - r_{\gamma}) + (\beta - 1)}$ and the lower one gets $(-1)^{\frac{1}{2}(r_{\beta} - r_{\gamma}) - (\beta - \gamma) - \frac{1}{2}(r_{\beta} - r_{\gamma}) + (\beta - 1)}$.

Thus we obtain that, in all cases, the upper one and the lower one result in the opposite signs.

path, which just changes the signs in the right-hand side of equation (61) except for the first term. Suppose the $\mathcal{Q}\mathcal{Q}_1$-invariant restricted path of $M - 1$ spinons $\sum c_{r_1, \ldots, r_{M-1}} p_n^{res}(p_{r_{M-1}}, \ldots, p_{r_1})$. Then this path is mapped by $\tilde{\mathcal{Q}}$ as

$$
\tilde{\mathcal{Q}} : \sum_{r_1, \ldots, r_{M-1}} c_{r_1, \ldots, r_{M-1}} p_n^{res}(p_{r_{M-1}}, \ldots, p_{r_1}) \\
\mapsto \sum_{j=1}^{M-1} \sum_{r_j \in \mathcal{S}_j} (-1)^{\frac{1}{2}(r_{\gamma} - r_{\alpha}) - (\alpha - \beta + 1) + (\beta - 1)} c_{r_1, \ldots, r_{M-1}} p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, \ldots, p_{\sigma(r_1)}). \quad (63)
$$

This linear combination can be checked to be invariant under $\mathcal{Q}_1\mathcal{Q}$. Let us consider a sequence $(r_1, \ldots, r_{M-1})$ ($r_j \in \{r_1', \ldots, r_M', \mathcal{S}_j\}$). According to [13], a restricted path with $r_1, \ldots, r_{M-1}$ is mapped to the one with $r_1, \ldots, \bar{r}_k', \ldots, r_{M-1}, r_\alpha$ ($r_\alpha \in \{1, 3, \ldots, n - 1\} \setminus \{r_1, \ldots, r_{M-1}\}$). For $r_\alpha, r_\beta \not\in \{r_1', \ldots, r_M'\}$, two restricted paths in the combination \[\sum_{r_j \in \mathcal{S}_j} (-1)^{\frac{1}{2}(r_{\gamma} - r_{\alpha}) - (\alpha - \beta + 1) + (\beta - 1)} c_{r_1, \ldots, r_{M-1}} p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, \ldots, p_{\sigma(r_1)})\]

and $p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, \ldots, p_{\sigma(r_1)})$ are mapped by the product $\mathcal{Q}_1\mathcal{Q}$ to the same restricted path $p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, p_{\sigma(r_{\gamma})}, \ldots, p_{\sigma(r_{\gamma})}, \ldots, p_{\sigma(r_{\gamma})}, p_{\sigma(r_1)})$ with different signs (Fig. 7). On the other hand, for $r_\alpha \not\in \{r_1', \ldots, r_M'\}$ and $r_\beta \in \{r_1', \ldots, r_M'\}$ \(\setminus \{r_1, \ldots, r_{M-1}\}\), a restricted path with $r_1, \ldots, \bar{r}_k', \ldots, r_{M-1}, r_\alpha, r_\beta$ is obtained through the four different kinds of restricted paths:

- $p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, p_{\sigma(r_{\gamma})}, \ldots, p_{\sigma(r_{\gamma})}, p_{\sigma(r_{\gamma})}, p_{\sigma(r_1)})$ $r_k$ replaced by $r_\beta$.
- $p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, p_{\sigma(r_{\gamma})}, \ldots, p_{\sigma(r_{\gamma})}, p_{\sigma(r_{\gamma})}, p_{\sigma(r_1)})$ $r_k$ replaced by $r_\alpha$.
- $p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, p_{\sigma(r_{\gamma})}, \ldots, p_{\sigma(r_{\gamma})}, p_{\sigma(r_{\gamma})}, p_{\sigma(r_1)})$ mapped to itself.
- $p_n^{res}(p_{\sigma(r_{\alpha})}, p_{\sigma(r_{\beta})}, p_{\sigma(r_{\gamma})}, \ldots, p_{\sigma(r_{\gamma})}, p_{\sigma(r_{\gamma})}, p_{\sigma(r_1)})$ $r_l$ replaced by $r_k$.

The cases (i) and (ii) always get opposite signs and therefore cancel each other out. The case (iv) has the non-zero contribution (Fig. 3). Thus, a linear combination $\sum c'_{r_1, \ldots, r_M} p_n^{res}(p_{r_M}, \ldots, p_{r_1})$ is invariant if the coefficients satisfy

$$
c'_{\sigma(r_1), \ldots, \sigma(r_{M-1})} = (-1)^{\frac{1}{2}(r_{\gamma} - r_{\alpha}) - (\alpha - \beta + 1)} c_{r_1, \ldots, r_{M-1}}, \quad (64)
$$
paper cannot be used in a finite chain. One possibility is to use the hole description of spinons via vertex operator is well-defined only in infinite systems, the spinon creation operators used in this in how the discussion here works for finite spin chains. The problem to overcome is that, since the be partially achieved through the light-cone lattice regularization \([1, 2, 14, 30]\), we are interested a non-trivial action only on the latter.

Figure 7: The possible configurations of \(r_\alpha, r_\beta, r_k\) and the sets they belong to. In all cases (i)-(iii), the upper one represents a map \(Q^\dagger\tilde{Q}\) replacing \(r_k\) with \(\tilde{r}_\beta\), while the lower one represents a map replacing \(r_k\) with \(\tilde{r}_\alpha\). (i) The upper one gets \((-1)^{1/2}(r_k-r_\beta)-(k-\alpha+1)-1/2(r_\beta-r_1)+1/2(r_1-1)+(\alpha-1)\) and the lower gets \((-1)^{1/2}(r_k-r_\beta)-(k-\beta+1)-1/2(r_\beta-r_1)+1/2(r_1-1)+(\beta-2)\). (ii) The upper one gets \((-1)^{1/2}(r_k-r_\beta)-(k-\beta+1)-1/2(r_\beta-r_1)+1/2(r_1-1)+(\alpha-1)\) and the lower gets \((-1)^{1/2}(r_k-r_\alpha)-(k-\alpha+1)-1/2(r_\alpha-r_1)+1/2(r_1-1)+(\beta-2)\). Thus we obtain that, in all cases, the upper one and the lower one result in the opposite signs.

Figure 8: Under the map \(Q^\dagger\tilde{Q}\), the upper one gets 
\((-1)^{1/2}(r_k-r_1)-(k-l+1)-1/2(r_1-r_l)+(l-1)+1/2(r_1-1)\) and the lower one gets 
\((-1)^{1/2}(r_k-r_1)-(l-k+1)-1/2(r_1-r_l)+(l-2)+1/2(r_k-1)+(k-1)\), which result in the same signs.

where \(c_{r_1,...,r_{M-1}}\) meets the condition \(62\).

It is checked that the linear combinations specified by \(64\) are orthogonal to those given by \(62\). This verifies that the paths satisfying \(62\) and \(64\) make a superpartner. Indeed, the combination given by \(62\) is killed by \(Q^\dagger\), whereas that specified by \(64\) is annihilated by \(Q\). Thus, the paths encoded by \(62\) and \(64\) span orthogonal eigenspaces of the supersymmetric Hamiltonian. Their eigenvalues are calculated as \(64\) by using the properties obtained in Fig. 6 and 8 which coincide with the exact results obtained from the spin chain Hamiltonian \(9\).

4 Conclusions

In this paper, we discussed the discrete analog of the supersymmetry on the spinon basis of the infinite spin chain of the Fateev-Zamolodchikov (FZ) type at \(q \to 0\). By modifying the supercharges introduced to the finite spin chain in order to be compatible with the infinite system, we showed that the actions on the spin basis properly realize the matrix forms and the comultiplications of the superalgebra on the supersymmetric sine-Gordon model. We also constructed the linear combinations of paths which constitute the supersymmetric subspace of the FZ chain. We found that, although the discrete analog of the supercharge inserts or removes a site in the spin basis, it preserves the number of spinons and the spin of each spinon. Among two kinds of degrees of freedom, the \(SU(2)\) degrees of freedom and the RSOS degrees of freedom, the supercharge makes a non-trivial action only on the latter.

Since our motivation come from the lattice regularization of quantum field theories, which can be partially achieved through the light-cone lattice regularization \([11, 12, 14, 30]\), we are interested in how the discussion here works for finite spin chains. The problem to overcome is that, since the vertex operator is well-defined only in infinite systems, the spinon creation operators used in this paper cannot be used in a finite chain. One possibility is to use the hole description of spinons via the Bethe ansatz method \([6]\). In the Bethe ansatz method, each eigenstate is characterized by a
set of Bethe roots, which are classified into strings $\{11, 12, 38\}$. From the string compositions of eigenvectors, the Yangian-like structure was found for the spin-$\frac{1}{2}$ case [3]. The similar structure is expected for the arbitrary spin-$\frac{\ell}{2}$ case, by letting configurations of shorter strings than length two give the RSOS degrees of freedom [33]. For the spin-$\frac{1}{2}$ case, the spinon orbitals were identified in association with spinon momenta [3]. However, the method seems to be empirical and therefore, more sophisticated formulation would be needed for the extension to the spin 1, which contains more degrees of freedom.

Another future problem is to consider the arbitrary spin cases. Although we used the spinon creation operator defined at the $q \to 0$ limit, in which the eigenvectors admit the domain-wall description, the spin chain with spin $\frac{\ell}{2}$ does not generally possess the supersymmetry at arbitrary anisotropy but is supersymmetric only at the combinatorial point $q = e^{\frac{\pi i}{\ell+2}}$ [16].

The problem to work on finite systems is especially interesting for us, since the FZ chain with boundary magnetic fields shows the phase transition in its correspondence with the supersymmetric sine-Gordon model [30]. That is, the spin chain realizes either the Neveu-Schwarz sector or the Ramond sector of supersymmetry depending on the boundary parameters. We expect that the study of spinon excitations and length-change operators may lead to understanding how the boundary condition of spin chains works for the hidden supersymmetry of spin chains, and subsequently, how the supersymmetry holds/changes in manipulating the scaling limit.

Acknowledgements

The author thanks M. Staudacher and J. Suzuki for fruitful discussion about the discrete analog of the supersymmetry. The author is also grateful to K. Schoutens for inspiring interesting future works. This work is supported by CREST-JST and JSPS Grant-in-Aid No. 15K20939.

References

[1] C. Ahn, Z. Bajnok, L. Palla, and F. Ravanini. NLIE of Dirichlet sine-Gordon Model for Boundary Bound States. Nucl. Phys. B, 799:379–402, 2008.
[2] C. Ahn, R. Nepomechie, and J. Suzuki. Finite size effects in the spin-1 XXZ and supersymmetric sine-Gordon models with Dirichlet boundary conditions. Nucl. Phys. B, 767:250–294, 2007.
[3] M. Arikawa, M. Karbach, G. Müller, and K. Wiele. Spinon excitations in the $XX$ chain: spectra, transition rates, observability. J. Phys. A: Math. Gen., 39:10623–10640, 2006.
[4] Z. Bajnok, L. Palla, and G. Takacs. Spectrum of boundary states in $N = 1$ SUSY sine-Gordon theory. Nucl. Phys. B, 644:509–532, 2002.
[5] H. Bethe. Zur Theorie der Metalle. Zeit. Phys., 71:205–226, 1931.
[6] D. Biegel, M. Karbach, G. Müller, and K. Wiele. Spectrum and transition rates of the $XX$ chain analyzed via Bethe ansatz. Phys. Rev. B, 69:174404, 2004.
[7] A. Bougourzi and R. Weston. $N$-point correlation functions of the spin 1 XXZ model. Nucl. Phys. B, 417:439–462, 1994.
[8] B. Davies, O. Foda, M. Jimbo, T. Miwa, and A. Nakayashiki. Diagonalization of the XXZ Hamiltonian by Vertex Operators. Comm. Math. Phys., 151:89–153, 1993.
[9] T. Deguchi and C. Matsui. Correlation functions of the integrable higher-spin XXX and XXZ spin chains through the fusion method. Nucl. Phys. B, 831:359–407, 2009.
[10] C. Dunning. Finite size effects and the supersymmetric sine-Gordon models. J. Phys. A: Math. Gen., 36:5463–5476, 2003.
[11] F. Essler, V. Korepin, and K. Schoutens. Fine structure of the Bethe ansatz for the spin-1/2 Heisenberg XXX model. J. Phys. A: Math. Gen., 25:4115–4126, 1992.

[12] K. Fabricius and B. McCoy. Bethe’s Equation Is Incomplete for the XXZ Model at Roots of Unity. J. Stat. Phys., 103:647–678, 2001.

[13] L. Faddeev and L. Takhtajan. What is the spin of a spin wave? Phys. Lett. A, 85:375–377, 1981.

[14] G. Feverati, F. Ravanini, and G. Takacs. Scaling Functions in the Odd Charge Sector of Sine-Gordon/Massive Thirring Theory. Phys. Lett. B, 444:442–450, 1998.

[15] F. Göhmann, A. Klümper, and A. Seel. Integral representations for correlation functions of the XXZ chain at finite temperature. J. Phys. A: Math. Gen., 37:7625–7651, 2004.

[16] C. Hagendorf. Spin chains with dynamical lattice supersymmetry. J. Stat. Phys., 150:609–657, 2013.

[17] C. Hagendorf and P. Fendley. The eight-vertex model and lattice supersymmetry. J. Stat. Phys., 146:1122–1155, 2012.

[18] F. Haldane. Exact Jastrow-Gutzwiller Resonating-Valence-Bond Ground State of the Spin-\(\frac{1}{2}\) Antiferromagnetic Heisenberg Chain with \(1/r^2\) Exchange. Phys. Rev. Lett., 60:635–638, 1988.

[19] F. Haldane, Z. Ha, J. Talsta, D. Benard, and V. Pasquier. Yangian Symmetry of Integrable Quantum Chains with Long-Range Interactions and a New Description of States in Conformal Field Theory. Phys. Rev. Lett., 69:2021–2025, 1992.

[20] T. Hollowood and E. Mavrikis. The \(N=1\) supersymmetric bootstrap and Lie algebras. Nucl. Phys. B, 484:631–652, 1997.

[21] M. Idzumi. Correlation functions of the spin 1 analog of the XXZ model. hep-th/9307129, 1993.

[22] T. Inami and S. Odake. Continuum limit of spin-1 chain. Phys. Rev. Lett., 70:2016–2019, 1993.

[23] M. Jimbo, K. Miki, T. Miwa, and A. Nakayashiki. Correlation functions of the XXZ model for \(\Delta < -1\). Phys. Lett. A, 168:256–263, 1992.

[24] M. Jimbo and T. Miwa. Algebraic Analysis of Solvable Lattice Models. AMS, 1995.

[25] M. Kashiwara. On crystal bases of the \(q\)-analogue of universal enveloping algebras. Duke Math. J., 63:465–516, 1991.

[26] N. Kitanine. Correlation functions of the higher spin XXX chains. J. Phys. A: Math. Gen., 34:8151–8169, 2001.

[27] N. Kitanine, J. Maillet, and V. Terras. Correlation functions of the XXZ Heisenberg spin-1/2 chain in a magnetic field. Nucl. Phys. B, 567:554–582, 2000.

[28] H. Konno. Free-field representation of the quantum affine algebra \(U_q(\widehat{sl}_2)\) and form factors in the higher-spin XXZ model. Nucl. Phys. B, 432:457–486, 1994.

[29] V. Korepin, N. Bogoliubov, and A. Izergin. Quantum Inverse Scattering Method and Correlation Functions. Cambridge University Press, 1993.

[30] C. Matsui. Boundary effects on the supersymmetric sine-Gordon model through light-cone lattice approach. Nucl. Phys. B, 885:373–408, 2014.
[31] D. Meidinger and V. Mitev. Dynamic Lattice Supersymmetry in $\mathfrak{gl}(n|m)$ Spin Chains. *J. Stat. Phys.*, 156:1199–1220, 2014.

[32] A. Nakayashiki and Y. Yamada. Crystallizing the Spinon Basis. *Comm. Math. Phys.*, 178:179–200, 1996.

[33] N. Reshetikhin. $S$-matrices in integrable models of isotropic magnetic chains. I. *J. Phys. A: Math. Gen.*, 24:3299–3309, 1991.

[34] K. Schoutens. Supersymmetry and factorizable scattering. *Nucl. Phys. B*, 344:665–695, 1990.

[35] B. Shastry. Exact Solution of an $s = 1/2$ Heisenberg Antiferromagnetic Chain with Long-Ranged Interactions. *Phys. Rev. Lett.*, 60:639–642, 1988.

[36] N. Slavnov. Calculation of scalar products of wave functions and form factors in the framework of the algebraic Bethe ansatz. *Theor. Math. Phys.*, 79:502–508, 1989.

[37] M. Takahashi. *Thermodynamics of One-Dimensional Solvable Models*. Cambridge University Press, 1999.

[38] M. Takahashi and M. Suzuki. One-dimensional anisotropic Heisenberg model at finite temperatures. *Prog. Theo. Phys.*, 48:2187–2209, 1972.

[39] L. Takhtajan. THE PICTURE OF LOW-LYING EXCITATIONS IN THE ISOTROPIC HEISENBERG CAIN OF ARBITRARY SPINS. *Phys. Lett. A*, 87:479–482, 1982.

[40] L. Takhtajan and L. Faddeev. The quantum inverse problem method and XYZ heisenberg model. *Uspechi Mat. Nauk*, 34:13–63, 1979.

[41] E. Witten. Constraints on supersymmetry breaking. *Nucl. Phys. B*, 202:253–316, 1982.

[42] X. Yang and P. Fendley. Non-local spacetime supersymmetry on the lattice. *J. Phys. A: Math. Gen.*, 37:8937–8948, 2004.

[43] A. Zamolodchikov and V. Fateev. A model factorized $S$-matrix and an integrable spin-1 Heisenberg chain. *Sov. J. Nucl. Phys.*, 32:298–303, 1980.

[44] A. B. Zamolodchikov. Fractional spin integrals of motion in perturbed conformal field theory. *Proceedings of Fields, strings and quantum gravity*, pages 349–372, 1989.