Quantum mechanics often leads to exotic behaviors and features that violate the common senses of the classical world. One of the central topics in modern science is investigating how to utilize the quantum features to build functional devices for the tasks that cannot be accessed, or efficiently solved by classical ones. Paradigm examples include simulating complicated quantum systems, or solving the NP-hard problems. As Feynman proposed in the American Society Meeting in 1956, “When we get to the very, very small world we have a lot of new things that would happen that represent completely new opportunities for design”.

Many efforts have been made towards this aim. One distinguished example concerns quantum simulators (cf. [1–4]), for the very recent achievements see [5]), which are controllable quantum systems for efficiently mimicking the properties of other more complicated quantum systems. Another more universal proposal concerns quantum computers [6, 7], which are expected to accelerate the exponentially expensive computations to be with only polynomial costs.

Rapid development in experimental techniques provides increasing possibility of and feasibility for realizing novel functional quantum devices. For instance, cold/ultracold atoms in optical lattices or trapped ions [8, 9] allow to realize few-body models with designed interactions. Impressive results have been achieved using such methods to simulate many-body phenomena [10] including ground-state phase transitions [11], and/or dynamical processes [12] of large quantum lattice models.

However, there is still a long road to go for practical implementations of quantum devices, especially for utilizing the strongly-correlated systems: the proposals that can practically be realized in experiments are rare, and problems that can be solved by existing quantum devices in a more efficient manner than by the classical ones are also severely rare. Thus, searching for simple quantum models, and even more importantly, for systematic ways of designing interactions to realize non-trivial quantum devices is highly desired.

Recently, the “quantum entanglement simulators” (QES’s) were proposed [13]; these are few-body models that mimic optimally the ground states of the corresponding many-body systems of infinite size. A QES is formed by two parts: bulk and boundaries. The bulk is a finite-size super-cell of the infinite model to be simulated. The Hamiltonians on the boundaries give the optimal effective interactions between the boundary physical sites and entanglement-bath sites. These effective Hamiltonians are determined by the ab-initio optimization principle (AOP) scheme [14, 15]; they mimic optimally the entanglement between the finite bulk and the infinite environment in the targeted model.

In this work, we construct a one-dimensional (1D) spin-1/2 model of finite size, dubbed as controllable spin wire (CSW), where we have Ising interactions with a transverse field in the bulk, and the designed Hamiltonians (TH’s) bear the same form as the effective Hamiltonians emerging in the so-called “quantum entanglement simulator” (QES) that is originally proposed for mimicking infinite models. We show that tuning the TH’s can trigger surprising controlling phenomena of the bulk properties, including the degeneracy of energy/entanglement spectrums, and the response to the magnetic field in the bulk. The CSW could potentially serve as the basic building blocks of quantum devices for quantum sensing, quantum memories, or quantum computers. The CSW contains only nearest-neighboring spin-1/2 interactions, and could be realized in future experiments with atoms/ions coupled with artificial quantum circuits or dots.

PACS numbers;
an extremely weak strength of the TH’s ($\sim O(10^{-2})$ of the energy scale) to fully possess the above controlling function of the CSW. The interactions in the bulk are only the Ising couplings (fixed) in a uniform transverse field, thus could be easily realized with, e.g., ultracold atoms or ions [16-22]: the TH’s on the boundaries contain simply two-body interactions of nearest-neighboring spin-1/2’s, and could be realized and tuned, for instance, by using super-lattices and ultracold atoms, ions in microtraps, quantum circuits or quantum dots coupled through photons with the bulk [8,22-25].

**Hamiltonian of the controllable spin wire.**— The Hamiltonian of our CSW with $N$ spin-1/2’s reads

$$\hat{H} = \hat{H}_{\text{Bulk}} + \hat{H}_L(\alpha) + \hat{H}_R(\alpha),$$

(1)

with $\alpha$ the control parameter. $\hat{H}_{\text{Bulk}}$ is the bulk Hamiltonian of the $(N-2)$ spins in the middle of the CSW. The interactions are the nearest-neighbor Ising couplings in an uniform transverse field that reads

$$\hat{H}_{\text{Bulk}} = \sum_{n=2}^{N-2} \hat{S}_n^z \hat{S}_{n+1}^z - \hbar_{\text{Bulk}} \sum_{n=2}^{N-1} \hat{S}_n^x.$$  

(2)

The $\hat{S}_n^z \hat{S}_{n+1}^z$ coupling constant multiplied by the Planck constant $\hbar$ is set to be one, so that it defines the energy unit. Without losing generality, we take $N$ to be even.

$\hat{H}_L(\alpha)$ and $\hat{H}_R(\alpha)$ are the TH’s, which give the interactions between the first two and the last two sites, respectively. These Hamiltonians contain $\hat{S}_1^z \hat{S}_2^z$ and $\hat{S}_N^z \hat{S}_{N-1}^z$ couplings in a canted magnetic field as

$$\hat{H}_L(\alpha) = J_{\alpha}^{zx} \hat{S}_{1/2}^z \hat{S}_{3/2}^z + J_{\alpha}^{zz} \hat{S}_{1/2}^z \hat{S}_{3/2}^z - \hbar_L^x \hat{S}_{1/2}^z - \hbar_L^z \hat{S}_{3/2}^z,$$

$$\hat{H}_R(\alpha) = J_{\alpha}^{zx} \hat{S}_{N-1/2}^z \hat{S}_{N+1/2}^z + J_{\alpha}^{zz} \hat{S}_{N-1/2}^z \hat{S}_{N+1/2}^z - \hbar_R^x \hat{S}_{N-1/2}^z - \hbar_R^z \hat{S}_{N+1/2}^z.$$  

(3)

The coupling constants and magnetic fields depend on the parameter $\alpha$, as shown in Fig. 1.

**Parameterizing the tuning Hamiltonians.**— Let us explain how we obtain the TH’s and the $\alpha$-dependence of all the parameters of them. The idea is to borrow the form of the physical-bath Hamiltonians emerging in the QES [13], which is originally for building a few-body model that optimally mimics the ground state of the infinite system and calculated by the AOP approach [13,14]. Here, we take the TH’s as the physical-bath Hamiltonian of the QES for the infinite transverse Ising model, whose Hamiltonian reads

$$\hat{H}_{\text{Inf}} = \sum_n \left[ \hat{S}_n^z \hat{S}_{n+1}^z - \frac{\alpha}{2} (\hat{S}_n^z + \hat{S}_{n+1}^z) \right],$$

(4)

where the summation runs over the infinite chain. Note that $\alpha$ is a uniform transverse field in the $x$ direction but is now taken as the control parameter in the CSW.

The first and last sites in the CSW are corresponding to the bath sites of the QES. Here, we take the bath dimension as $\text{dim(bath)} = 2$, and use the TH’s as physical Hamiltonians of spin-1/2’s. The detail of the algorithm can be found in the Appendix, as well as Refs. [13-15]. After calculating

the TH’s (see more details in the supplementary material), we study the ground state of the Hamiltonian of the CSW in Eq. (1) by the exact diagonalization and finite-size density matrix renormalization group algorithm [23].

The calculation shows that except the Ising interactions and the transverse field that originally appear in the infinite model, the $\hat{S}_1^z \hat{S}_2^z$ coupling and a vertical field emerge in the TH’s. This is interesting, because the $\hat{S}_1^z \hat{S}_2^z$ interaction is the stabilizer on the open boundaries of the cluster state, a highly entangled state that has been widely used in quantum information sciences [27,28]. More relations with the cluster state are to be further explored.

Firstly, let us consider the magnetic fields $\tilde{h}_L^x$ and $\tilde{h}_R^x$ emerging on the second and the last second spins, respectively. Though these two terms are in $\hat{H}_L$ and $\hat{H}_R$, they in fact belong to $\hat{H}_{\text{Bulk}}$. To explicitly obey the translational invariance while computing the TH’s, $\hat{H}_{\text{Inf}}$ is written as the summation of two-body terms as Eq. (4). By taking a finite part from the infinite chain, one can see that the magnetic fields on both ends of this finite part is only half of the field on the other sites. Interestingly, this missing field automatically appears in $\hat{H}_L$ and $\hat{H}_R$, making the field uniform again. Our calculation confirms that $\tilde{h}_L^x = \tilde{h}_R^x = \alpha/2$. In the following, we remove these fields from $\hat{H}_L$ and $\hat{H}_R$, while ensuring that the field on all $(N-2)$ sites in the bulk of the CSW is uniformly $\hbar_{\text{Bulk}}$.

Due to the symmetry of the infinite chain, we have

$$J_{\alpha}^{zx} = -J_{\alpha}^{zx}, \quad J_{\alpha}^{zz} = -J_{\alpha}^{zz},$$

$$\tilde{h}_L^x = \tilde{h}_R^x = \tilde{h}_L^z = \tilde{h}_R^z = \tilde{h}_L^y = \tilde{h}_R^y = \tilde{h}_L^x = \tilde{h}_R^x.$$  

(5)

One can see that the coupling constants have the odd parity and the magnetic fields have the even parity, when changing from the left to the right boundary. This is because the couplings in the transverse Ising model is antiferromagnetic, and the magnetic field is uniform. Interestingly, changing the sign of $\tilde{h}_L$ or $\tilde{h}_R$ does not affect the ground-state properties.

The $\alpha$-dependences of the coupling constants and magnetic fields in $\hat{H}_L$ and $\hat{H}_R$ are given in Fig. 1. Note that the Hamiltonian of the CSW is given by Eq. (1), and $\alpha$ only plays the role of a control parameter that has one-to-one correspondence with the coupling constants and fields of the TH’s. In the following, we will tune the TH’s by tuning $\alpha$. 

![Figure 1:](attachment:image.png) The $\alpha$-dependence of the coupling constants (left) and magnetic fields (right) of the tuning Hamiltonians [Eq. (3)].
Let us take some limits of $\alpha$ to see how the values of the coupling constants in Eq. (5) change. As shown in Fig. 1 for $\alpha \to \infty$ we have $J_{z2} \to 1$, $J_{z1} \to 0$, $\hat{h}_z \to 0$, and $\hat{h}_1 \to \alpha$. It means in this limit, the TH’s become the $\hat{S}_z^0\hat{S}_z^0$ coupling in a vertical field (in the z direction). For $\alpha \to 0$, we have $J_{z2} \to 0$, $J_{z1} \to 1$, $\hat{h}_z \to 0$, and $\hat{h}_1 \to 0.5$. The boundary interactions become the Ising coupling in a fixed vertical field. This leads exactly to the N-site classical Ising chain in a mean field.

Moreover, singular behaviors of the constants and fields are found near $\alpha = \alpha^c = 0.5$. Interestingly, $\alpha = 0.5$ is in fact the critical point of the infinite transverse Ising chain [Eq. (3)]. In the following, we will show that $\alpha^c = 0.5$ is a “switch point” where a dramatical change of the landscape of the ground-state properties occurs.

Controlling the degeneracies.— Let us take $\alpha$ as the control parameter, and simulate how the CSW responds to the magnetic field $h_{\text{Bulk}}$ in the bulk. Fig. 2 shows the $\alpha$-dependence of the energy spectrum $E(\alpha)$ and the logarithmic ground-state entanglement spectrum $\ln \lambda_n$ with different $h_{\text{Bulk}}$. The entanglement is measured in the middle of the CSW. With small $h_{\text{Bulk}}$, e.g., $h_{\text{Bulk}} = 0.1$, the ground state has two-fold degeneracy for $\alpha > 0.5$. The difference between the two lowest energies is around $O(10^{-7})$. In this region, the entanglement spectrum show some instability. The reason might be that the super-position of the degenerate states does not robustly leads to a unique entanglement.

At $h_{\text{Bulk}} = 0.2$, the degeneracy of the ground state still exists with the energy difference around $O(10^{-5})$. Meanwhile, the entanglement is stabilized and the two leading Schmidt numbers become degenerate with a difference around $O(10^{-2})$. As $h_{\text{Bulk}}$ becomes larger, e.g., $h_{\text{Bulk}} = 0.3$ and 0.4, the differences increases, destroying the degeneracy of both the energy and entanglement spectra. In all cases, there is no degeneracy for $\alpha < 0.5$. We dub $\alpha^c = 0.5$ as the switch point.

Amazingly, we discover that for $\alpha < \alpha^c$, the “degeneracy” is hidden behind the signs of $J_{z2}$ in the TH’s. Note that changing the signs of $\hat{h}_z$ and $J_{z2}$ does not affect the ground-state properties, thus we calculate the fidelity to compare the ground states (Table 1). For $\alpha < 0.5$, the ground state of the Hamiltonian does not possess any degeneracy whatever the sign of $\hat{h}_z$ or $J_{z2}$ is. If we change the sign of $J_{z2}$, the new ground state is orthogonal to the one before changing the sign. Changing the sign of $\hat{h}_z$ does not affect anything. Thus in this case, the two Hamiltonians with different signs of $J_{z2}$ have exactly the same ground-state properties, but their ground states are orthogonal to each other. For $\alpha > \alpha^c$ for comparison, the Hamiltonian has degenerate ground states. But changing the sign of $\hat{h}_z$ or $J_{z2}$ does not make any differences. Our results show that the two orthogonal ground states can be controlled by the sign of $J_{z2}$ in the TH’s.

Controlling the ground-state landscape.— In Fig. 3 (a)-(b), we show the staggered magnetization in the z direction $M_z = \langle \hat{S}_z(\sum_{n=2,4,...,N-2} \hat{S}_z^0 - \sum_{n=3,5,...,N-1} \hat{S}_z^0) \rangle/(N-2)$ and the entanglement entropy $S = -\sum_i S_i^z \ln S_i^z$. $M_z$ and $S$ show two different kinds of responses to the transverse field $h_{\text{Bulk}}$ with different $\alpha$. For $\alpha > \alpha^c$, a very steep cliff of $M_z$ dropping from a large value ($\approx 0.5$) to zero appears around $h_{\text{Bulk}} = 0.2$. Similar singular behaviors are found for the entanglement entropy $S$ in this region, which reaches its maximum around $h_{\text{Bulk}} = 0.2$. The peak of $S$ is from the two-fold degeneracy of the entanglement spectrum shown in Fig. 2 thus can be the indicator of the degeneracy. The behaviors of both the quantities in this region coincide with the quantum phase transition driven by defects on the boundaries. For comparison, both $M_z$ and $S$ change smoothly with $h_{\text{Bulk}}$ for $\alpha < \alpha^c$. Our work shows that the ground state can be switched between these landscapes by tuning the TH’s on the boundaries.

We shall stress that with or without $\alpha$, these two different landscapes exist and can be reached by setting the coupling constants and fields of the TH’s properly according to the numerical results shown in Fig. 1. In other words, the existence of the controlling phenomena does not rely on the path that how the TH’s are tuned or parameterized. Nevertheless, with $\alpha$, we will have a well-defined switch point at $\alpha^c = 0.5$. From Fig. 1 we have $J_{z2} \approx 1$, $J_{z1} = 0$, $\hat{h}_1 = 0$, and $\hat{h}_z \approx 0.31$ at $\alpha = \alpha^c$. Comparing with the physics of the QES for the infinite quantum Ising chain in Eq. (4), the switch point coincides with the critical point ($\alpha = 0.5$) of the infinite model. Since the TH’s optimally generate the entanglement bath of the infinite chain, our work implies that the remote control of the CSW should be triggered by the entanglement from the boundaries, which approximately mimics the entanglement from an infinite chain.

For comparison, we implement similar numerical experiments on the finite transverse Ising chain without the TH’s. The Hamiltonian simply reads $\hat{H}_{\text{Ising}} = \sum_{n=1}^{N-1} \hat{S}_z^0 \hat{S}_z^0 - h_{\text{Bulk}} \sum_{n=1}^{N-1} \hat{S}_n^z - \alpha(\hat{S}_1^z + \hat{S}_N^z)$. $h_{\text{Bulk}}$ is still the transverse field in the bulk, and $\alpha$ here is the transverse field on the boundary sites. As shown in Fig. 4 (c)-(d), no drastic changes occur for $M_z^c$ and $S$. The switch point is gone. It means that the response of the bulk to the transverse field on the boundaries becomes qualitatively weak. Furthermore, $\alpha$ does not alter the degeneracy of the energy spectrum or the entanglement spectrum (see the supplementary material). Our results show that with the TH’s, we are enabled to drastically alter the landscape of the bulk by only operating on the boundaries; without the TH’s, one has to change the magnetic fields in the whole bulk to alter the properties of the system.

Table 1: The fidelity $F = |\langle \phi' | \phi \rangle|$ between the ground states of two Hamiltonians that have different signs of $\hat{h}_z$ and $J_{z2}$ in the TH’s. We take $L = 8$, $\alpha = 0.3$ and $h_{\text{Bulk}} = 0.3$. The ground states of the Hamiltonians with opposite signs of $J_{z2}$ have the same properties, but are orthogonal to each other, giving a vanishing fidelity $F \approx 0(10^{-5})$.
The fidelity is calculated when the phase of the bulk is driven from one to another by solely tuning the TH’s. These could be useful information for the future applications of the CSW.

Conclusions and prospects.— We propose the controllable spin wire, with the quantum Ising interactions in the bulk and the QES-inspired interactions on the boundaries. By solely tuning the interactions on the boundaries, not only the properties of the bulk of the CSW (including the ground-state degeneracy, entanglement and magnetization), but also its response to the external magnetic field can be controlled. The interactions in the CSW are simple, and the system size can be moderately small, so that the CSW could be potentially used to build functional quantum devices with non-trivial controlling phenomena, using cold-atom or cold-ion platforms.

In the future, we plan to investigate the QES-inspired Hamiltonians of the non-conventionally ordered systems (e.g., the integer spin chains [31, 32]) or systems in higher dimensions. Furthermore, we will explore feasible and tunable interactions that couple multiple CSW’s into size-scalable networks. We expect to be able to design and develop devices with more complicated and universal controlling properties. It would be interesting to investigate the underlying relations between the controlling of the CSW and the boundary-driven phase transitions [29, 30]. It is also promising to utilize the controlling effects to detect the bulk properties [33].
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**Supplemental Material**

**AB-INITIO OPTIMIZATION PRINCIPLE OF TENSOR NETWORKS**

The *ab-initio* optimization principle (AOP) scheme is a tensor network (TN)-based numerical approach for simulating the ground states of infinite quantum lattice models. The idea is using Trotter-Suzuki decomposition to transform the evolution of infinite imaginary time of the model into a TN contraction problem, and then solving the TN contraction by encoding it into local self-consistent equations. Here, we take the generalized AOP approach borrowed from the infinite density matrix renormalization group algorithm, which allows to deal with non-Hermitian cases.

The Hamiltonian of infinite size is written as

$$
\hat{H}_{\text{inf}} = \sum_n \hat{H}_{n,n+1},
$$

with $\hat{H}_{n,n+1}$ the two-body interaction. We impose translational invariance here. To simulate the ground state, we firstly take a $N$-site finite bulk of the system as the supercell, say two spins with $N = 2$. The rest of the system is considered as the infinite environment. Then divide the local interactions into three parts: the ones inside the supercell $\hat{H}_B = \hat{H}_{n,n+1}$, those connecting the supercell and the environment $\hat{H}_\partial = \hat{H}_{n',n'+1}$, and those in the environment.

To obtain the TN, let us make a shift of $\hat{H}_\partial$ as

$$
\hat{F}_\partial = \hat{I} - \tau \hat{H}_\partial,
$$

with $\tau$ a small number that plays the role of the Trotter-Suzuki step. This shift will not change the ground state. Introduce an ancillary particle $a$ and rewrite $\hat{F}_\partial$ as a sum of operators as

$$
\hat{F}_\partial = \sum_a \hat{F}_{L}(s)_a \otimes \hat{F}_{R}(s')_a,
$$

where $\hat{F}_{L}(s)_a$ and $\hat{F}_{R}(s')_a$ are two sets of one-body operators (labeled by $a$) acting on the left and right one of the two spins associated with $\hat{H}_\partial$, respectively. Eq. (S3) can be easily achieved by directly rewriting Eq. (S2) or using eigenvalue decomposition.

Construct the operator $\hat{F}(S)_{aa'}$, with $S = (s, s')$ representing the two physical spins in the super-cell, as

$$
\hat{F}(S)_{aa'} = \hat{F}_{R}(s)_a \hat{H}_B \hat{F}_{L}(s')_{a'},
$$

where one has $\hat{H}_B = \hat{I} - \epsilon \hat{H}_B$. $\hat{F}_{R}(s)_a$ and $\hat{F}_{L}(s')_{a'}$ act on the first and last sites of the super-cell, respectively. One can see that $\hat{F}(S)_{aa'}$ represents a set of operators labeled by two indexes $a$ and $a'$, acting on the two physical spins in the supercell. In the language of TN, the co-efficients of $\hat{F}(S)_{aa'}$ in the local basis is a forth-order tensor as

$$
T_{SS'}^{aa'} = \langle S | \hat{F}(S)_{aa'} | S' \rangle.
$$

The infinite copies of $T$ (dubbed as cell tensor) form the TN of the imaginary-time evolution of the infinite system up to the first Trotter-Suzuki order.

To solve the TN contraction, we introduce three third-order variational tensors denoted by $v^L, v^R$ (dubbed as boundary tensors) and $\Psi$ (dubbed as central tensor). $v^L$ and $v^R$ are, respectively, the left and right dominant eigenvectors of the following matrices

$$
M_{abib'jb'j'}^{L} = \sum_{SS'} T_{SS'}^{abib'jb'j'},
$$

$$
M_{abib'jb'j'}^{R} = \sum_{SS'} T_{SS'}^{abib'jb'j'},
$$

where $A$ and $B$ are the left and right orthogonal parts of $\Psi$ as

$$
\Psi_{bb'} = \sum_{b''} A_{bb''} \Psi_{b'b''} = \sum_{b''} \Psi_{bb''} B_{b'b''}.
$$

Eq. (S6) can be achieved by the QR decomposition. $\Psi$ is the dominant eigenvector of the Hermitian matrix

$$
\mathcal{H}_{SS'bb'j'b'j'} = \sum_{aa'} T_{SS'aa'} v_{abib'j'}^{L} v_{ab'jb'j'}^{R}.
$$
Each of the eigenvalue problems [Eqs. (S6), (S7) and (S9)] are parametrized by the solutions of the others, thus we solve them in a recursive way. First, we initialize arbitrarily the central tensors \( \Psi \) and get \( A \) and \( B \) by Eq. (S5). Note that a good initial guess can make the simulations faster and more stable. Then we update \( v^L \) and \( v^R \) by \( v^L M^L \) and \( M^R v^R \), respectively [Eqs. (S5) and (S7)]. Then we update \( \Psi \) by solving the first eigenvector of \( \hat{H} \) in Eq. (S9) that is defined by the new \( v^L \) and \( v^R \). We iterate such a process until all variational tensors converge. The ground state is then given by an MPS formed by \( \Psi \), \( A \) and \( B \) as

\[
|\Phi\rangle = \sum_{|A\rangle} \cdots \sum_{|B\rangle} \cdots \sum_{|B\rangle} A_{s_1 \cdots b_2 \cdots b_m} A_{s_1 \cdots b_2 \cdots b_m} \Psi_{s_1 \cdots b_2 \cdots b_m} B_{s_1 \cdots b_2 \cdots b_m} B_{s_1 \cdots b_2 \cdots b_m} \cdots.
\]

(S10)

Since \( A \) and \( B \) are orthogonal, Eq. (S10) is called central orthogonal MPS. Here, one can see that the bond dimension of \( b_m \) is in fact the dimension cut-off of the MPS.

**CALCULATING THE PHYSICAL-BATH HAMILTONIANS**

The ground-state properties can be calculated from the MPS. Specifically, the reduced density matrix \( \hat{\rho}_B \) of the bulk (2 spins in our example) can be calculated by tracing all other physical indexes. From the orthogonality of \( A \) and \( B \), it can be easily seen that \( \hat{\rho}_B \) is given by the reduced matrix of \( \Psi \) by tracing all virtual bonds as

\[
\hat{\rho}_B = \sum_{S'} \sum_{bb'} \Psi^\dagger_{S b} \Psi_{S' b'} |S'S\rangle |S\rangle. \tag{S11}
\]

In other words, the reduced matrix of \( \Psi \) optimally gives that of the infinite ground states. Interestingly, \( \Psi \) is just the “ground state” of \( \hat{H} \), which can be considered as a finite-size Hamiltonian that contains the finite bulk surrounded by two bath sites. The matrix representation of \( \hat{H} \) in local basis is given by \( \hat{H} \) in Eq. (S9) as

\[
\hat{H} = \sum_{S'} \sum_{bb'} \hat{H}_{S b, b' S'} |S b\rangle \langle S' b'|. \tag{S12}
\]

Note that now we consider the indexes \( |b\rangle \) as virtual spins by introducing the basis of space vectors \( |b\rangle \). The virtual spins are called bath sites in the QES.

What is more interesting is that \( \hat{H} \) is formed by the original Hamiltonian in the bulk \( \hat{H}_B \) as well as two Hamiltonians on the boundary of the bulk as

\[
\hat{H} = \hat{H}_L \hat{H}_B \hat{H}_R, \tag{S13}
\]

where the Hamiltonians \( \hat{H}_L \) and \( \hat{H}_R \) on the boundaries satisfy

\[
\langle bs|\hat{H}_L|b' s'\rangle = \sum_{aa'} V^L_{ab, b'a'} \langle s|\hat{F}_L(s)|s'\rangle, \tag{S14}
\]

\[
\langle sb|\hat{H}_R|s' b'\rangle = \sum_{aa'} \langle s|\hat{F}_L(s)|s'\rangle V^R_{ab, b'a'},
\]

\( \hat{H}_L \) and \( \hat{H}_R \) are just two-body Hamiltonians between the bath site and the physical site on the boundary of the bulk.

Ref. [13] shows that \( \hat{H}_L \) and \( \hat{H}_R \) can be written in a shifted form as

\[
\hat{H}_{L(R)} = I - \tau \hat{H}_{L(R)}, \tag{S15}
\]

\( \hat{H}_{L(R)} \) is independent on \( \tau \) and called the physical-bath Hamiltonian. Then \( \hat{H} \) can be written as the shift of a few-body Hamiltonian as \( \hat{H} = I - \tau \hat{H}_{FB} \), where \( \hat{H}_{FB} \) has the standard summation form as

\[
\hat{H}_{FB} = \hat{H}_L + \sum_{n=1}^{L} \hat{H}_{n+1} + \hat{H}_R. \tag{S16}
\]

\( \hat{H}_{FB} \) is the few-body Hamiltonian that optimally mimics the ground state of the infinite system. \( \hat{H}_L \) and \( \hat{H}_R \) are the tuning Hamiltonian employed in the CSW.

After obtaining \( \hat{H}_L \) and \( \hat{H}_R \) by solving the self-consistent equations in Eqs. (S6) - (S9), the next step is calculating the coupling constants and magnetic fields. If one takes the bond (bath) dimension to be \( \chi \), \( \hat{H}_{L(R)} \) is a \((2\chi \times 2\chi)\) matrix. The Hamiltonian
Figure S1: (Color online) (a)-(c) show the ground-state uniform magnetization in the x direction $M^x$, staggered magnetization in the z direction $M^z$, and the entanglement entropy $S$ with different values of the bulk transverse field $h_{\text{Bulk}}$ and the control parameter $\alpha$ of the TH’s on the boundaries. We take the system $N = 6$. (d)-(f) show the same quantities with $N = 32$. For different system sizes, the switch point remains at $\alpha' = 0.5$, and the landscapes for $\alpha < 0.5$ do not change much. For $\alpha < 0.5$, the boundary of the Néel phase and polarized phase moves.

represents the interaction between a spin-1/2 and a bath site. Then $\hat{H}_{L(R)}$ can be generally expanded by $\hat{S}^{\alpha_1} \otimes \hat{S}^{\alpha_2}$ with $\{\hat{S}\}$ the generators of the SU($\chi$) group.

In our case, we take the bond dimension $\chi = 2$, and $\hat{H}_{L(R)}$ just gives the Hamiltonian between two spin-1/2’s. Thus, it can be expanded by $\hat{S}^{\alpha_1} \otimes \hat{S}^{\alpha_2}$, as

$$\hat{H}_{L(R)} = \sum_{\alpha_1, \alpha_2 = 0}^{3} J^{\alpha_1 \alpha_2}_{L(R)} \hat{S}^{\alpha_1} \otimes \hat{S}^{\alpha_2},$$

(S17)

where the spin-1/2 operators are labeled as $\hat{S}^0 = \hat{1}$, $\hat{S}^1 = \hat{S}^x$, $\hat{S}^2 = \hat{S}^y$, and $\hat{S}^3 = \hat{S}^z$. Then with $\alpha_1 \neq 0$ and $\alpha_2 \neq 0$, we have $J^{\alpha_1 \alpha_2}_{L(R)}$ as the coupling constants, and $J^{00}_{L(R)}$ and $J^{02}_{L(R)}$ the magnetic fields on the first and second sites, respectively. $J^{00}_{L(R)}$ only provides a constant shift of the Hamiltonian which does not change the eigenstates.

SUPPLEMENTARY RESULTS: SIZE-DEPENDENCE, COUPLING STRENGTH, FIDELITY, AND THE CONTROLLING BY LOCAL MAGNETIC FIELDS

Size dependence. We calculate the ground-state uniform magnetization in spin-x direction $M^x$, staggered magnetization in spin-z direction $M^z$ and the entanglement entropy $S$ for $N = 6$ and $N = 32$ (Fig. S1).

For both sizes, the switch point stays at $\alpha' = 0.5$. This is expected because the switch should be triggered by the entanglement bath provided by the TH’s. The landscapes of the quantities for $\alpha < 0.5$ do not exhibit drastic changes, only with quantitative differences between $N = 6$ and $N = 32$. Differently, we show that the boundary between the Néel phase and the polarized phase moves as $N$ changes for $\alpha > 0.5$. With $N = 6$, the width of the Néel phase very narrow, where the location of the cliff of $M^z$ and
Figure S2: (Color online) The staggered magnetization $M_s$ of the CSW with the TH’s for different sizes $N$ at $\alpha = 1$. The width of the Néel phase increases with $N$. The red crosses gives the positions of the cliffs without the TH’s, where $M_s$ drops rapidly and the ground state start entering the polarized phase from the Néel phase. The differences of the positions with or without the TH’s are about $\Delta h_{\text{Bulk}} \sim O(10^{-2})$.

Figure S3: (Color online) The ground-state uniform magnetization in spin-x direction $M_u$, staggered magnetization in spin-z direction $M_s$ and the entanglement entropy $S$ in the middle of the chain with different values of TH coupling strength $J_{TH}$ and the control parameter $\alpha$. We fix $h_{\text{Bulk}} = 0.3$ and $N = 12$. The switch of the landscape is induced by a very small TH coupling strength of $J_{TH} \sim O(10^{-2})$.

The peak of $S$ is quite close to zero at $\alpha \approx O(10^{-3})$. For $N = 32$, the width is much larger, and the cliff of $M_s$ and the peak of $S$ appear at $\alpha \approx 0.28$.

In Fig. S2 we calculate $M_s$ at $\alpha = 1$ for different sizes $N$. The yellow area shows the Néel region, whose width increases with $N$. In theory, the width will approach to $h_{\text{Bulk}} = 0.5$ for $N \to \infty$, where we have the infinite quantum Ising chain and the quantum phase transition occurs at $h_{\text{Bulk}} = 0.5$. Compared with the finite quantum Ising chain without the TH’s, the positions of the cliffs of $h_{\text{Bulk}} = 0.5$ are given by the red crosses. The differences between the CSW and the finite Ising chain is only quantitative, around $O(10^{-2})$.

**Coupling strength dependence.** How strong need the TH’s be to activate the switch? Our results amazingly show that only a very week strength of the TH’s is needed. To control the coupling strength of the TH’s, we add a constant $J_{TH}$ in Eq. (1) as

$$\hat{H} = \hat{H}_{\text{Bulk}} + J_{TH}(\hat{H}_L + \hat{H}_R).$$

Note that we have the $(N-2)$-site transversing Ising chain for $J_{TH} = 0$, and the Hamiltonian in Eq. (1) for $J_{TH} = 1$.

As shown in Fig. 3 when we fix $h_{\text{Bulk}} = 0.3$ and tune $\alpha$, there will be a drastic change of $M_s$ and $S$ of the CSW that indicates the switch point of the landscape with the TH’s. The results with different $J_{TH}$ are shown in Fig. S3. By changing $J_{TH}$ and $\alpha$, $M_s$ almost keeps unchanged, which is expected according to the results above. For $M_s$ and $S$, the switch of the landscape behavior start to appear as soon as the $J_{TH}$ becomes non-zero, and is completely turned on as Fig. 3 only with $J_{TH} \sim O(10^{-2})$. These results show that one only needs a very small coupling strength of the TH’s to induce the switch of the landscapes.
Figure S4: (Color online) The ground-state uniform magnetization in spin-x direction $M^u_x$, staggered magnetization in spin-z direction $M^s_z$ and the entanglement entropy $S$ with different $\alpha$ and $h_2$ that is the transverse magnetic on the second and last second sites. For $h_2 = 0$, the change of $\alpha$ has nearly zero effects on the bulk, meaning the controlling is deactivated in this case. With a nonzero $h_2$, the controlling appears, indicating by a steep change of $M^s_z$ and $S$ around $\alpha = 0.5$. Here we take $N = 12$ and $h_{\text{bulk}} = 0.3$ [Eq. (S19)].

Figure S5: (Color online) The ground state fidelity $F(0.1, \alpha)$ and $F(0.8, \alpha)$ of the CSW as the function of the control parameter $\alpha$. We fix $h_{\text{bulk}} = 0.3$ and $N = 18$.

**Deactivating the controlling by local magnetic fields.** We find that the controlling can be activated/deactivated by simply tuning the magnetic fields $h_2$ at the second and last second sites (Fig. S4). The Hamiltonian reads

$$\hat{H} = \sum_{n=2}^{N-2} \hat{S}_n^x \hat{S}_{n+1}^x + \tilde{H}_L + \tilde{H}_R - h_2(\hat{S}_2^x + \hat{S}_{N-1}^x) - h_{\text{bulk}} \sum_{n=3}^{N-2} \hat{S}_n^x.$$

For $h_2 = 0$, the change of $\alpha$ has nearly no effects on the bulk, meaning the controlling is deactivated in this case. By increasing $h_2 = 0$, one can see that the controlling appears as soon as $h_2$ becomes non-zero, and is fully activated at $h_2 \sim O(10^{-2})$.

**Fidelity in the controlling.** We also investigate the fidelity $F(\alpha', \alpha)$ defined as

$$F(\alpha', \alpha) = |\langle \phi(\alpha') | \phi(\alpha) \rangle|.$$  

(S20)

Here, $|\phi(\alpha)\rangle$ is the ground state of the CSW with the control parameter taken as $\alpha$. We choose the size to be $N = 18$ and the magnetic field $h_{\text{bulk}} = 0.3$ in the bulk. Note that the signs of $\tilde{h}_x$ and $J_{zz}$ can be taken freely, we fix them to be positive.

Fig. S5 shows the curves of $F(\alpha', \alpha)$ at $\alpha' = 0.1$ and 0.8. The maximum of $F(\alpha', \alpha)$ is very close to 1, which is expected when $\alpha' \approx \alpha$. When $\alpha$ and $\alpha'$ locate on two different sides of the switch point $\alpha^s = 0.5$, the fidelity drops. The minimum is $F(\alpha', \alpha) \approx 0.6 \gg 0$, meaning the polarized states and the Néel states are not orthogonal to each other. A drastic change occurs
Figure S6: (Color online) The $\alpha$-dependence of (a)-(d) the energy spectrum and (e)-(h) the entanglement spectrum in the middle of the finite quantum Ising chain without the TH’s. In this case, the spectrums show different structure when varying $\alpha$, compared with Fig. 2.

at the switch point, which is consistent with the results of other quantities such as energies, magnetizations and entanglement spectrum/entropy.

**Spectrums without the tuning Hamiltonians.** For comparison, Fig. S6 shows the energy spectrum and entanglement spectrum for the pure quantum Ising chain with no TH’s on the boundaries. By tuning $\alpha$ (the magnetic fields on the boundary sites), we find no non-trivial changes of the degeneracy of the ground state or dominant Schmidt numbers.