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Abstract—Cell-free massive multiple-input multiple-output (CF mMIMO) systems are characterized by having many more access points (APs) than user equipments (UEs). A key challenge is to determine which APs should serve which UEs. Previous work has tackled this combinatorial problem heuristically. This paper proposes a sparse large-scale fading decoding (LSFD) design for CF mMIMO to jointly optimize the association and LSFD. We formulate a group sparsity problem and then solve it using a proximal algorithm with block-coordinate descent. Numerical results show that sparse LSFD achieves almost the same spectral efficiency as optimal LSFD, thus achieving a higher energy efficiency since the processing and signaling are reduced.

Index Terms—Cell-free massive MIMO, large-scale fading decoding, sparse optimization.

I. INTRODUCTION

The sixth-generation (6G) communications are expected to achieve 100× spectral efficiency (SE) and energy efficiency (EE) gains over the fifth-generation networks [1]. This requires a denser network infrastructure and cell-free (CF) operation that shifts the communication network from cell-centric to user-centric, to provide ubiquitous coverage, improved network throughput, and reduced energy consumption [2]–[4].

User-centric CF massive multiple-input multiple-output (mMIMO) is a promising paradigm for increasing the average and worst-case data rates in 6G networks [5]. In CF mMIMO, a large number of distributed access points (APs), coordinated by a central processing unit (CPU), serve the user equipments (UEs) by coherent joint transmission and reception, as illustrated in Fig. 1. Due to the UE-AP-CPU architecture, the signal processing tasks can be distributed between the APs and the CPU in different ways [6], [7]. Especially, [6] applied large-scale fading decoding (LSFD), which is a two-stage decoding procedure where all APs first compute soft estimates of the data signal from all UEs and then deliver them to the CPU for final decoding. Although this approach achieves a good compromise between SE and computational complexity compared to fully centralized processing [5], it might not be energy efficient in a large network in its original form. It is unnecessary for an AP to waste power and computational resources on UEs with weak channels to it [8]. The geometry induces a sparse structure on the practically meaningful AP-UE associations. Prior work has suggested associating each UE with a subset of APs (typically in a heuristic non-SE-optimizing manner [9]) in advance and then excluding APs not serving this UE when computing the LSFD vector [6].
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Fig. 1. An illustration of the considered CF mMIMO systems.

However, treating the AP-UE association as a separate combinatorial problem from the LSFD design, which is used to maximize the SE [6], is suboptimal. That motivates us to take the association as a part of the LSFD design and exploit sparsity methods to jointly solve the association problem.

Sparse optimization has attracted extensive research interest in the fields of signal processing, image processing, and computer vision [10]. Specific to communications, sparse optimization was applied for activity detection [11], random access [12], and node sleeping [13]. Especially, [13] turned off some “unnecessary” APs in a CF mMIMO network by formulating a sparse reconstruction problem. Similarly, in [4], binary programming is utilized to activate only the minimal subsets of APs for each UE to minimize the end-to-end network power consumption. Inspired by these approaches, we formulate a new sparse optimization problem that minimizes the mean-squared-error (MSE), to enforce sparsity on the LSFD coefficients. The major contributions are as follows:

• We propose the new sparse LSFD (S-LSFD) design where joint AP-UE association and LSFD is achieved by formulating a sparsity-inducing MSE-minimizing problem to force small LSFD coefficients to zero.
• We solve the sparsity problem by developing a proximal algorithm with block-coordinate descent (BCD) that is tailored to our problem.
• We compare the proposed S-LSFD, the optimal LSFD (O-LSFD) [6], and the partial LSFD (P-LSFD) [6] with the separate association algorithm in [9], considering the SE and EE and different combining schemes.

Notation: Boldface lowercase letters, x, denote column vectors, boldface uppercase letters, X, denote matrices, and calligraphic uppercase letters, A, denote sets. The superscripts ⋆, ⋅, and † denote the transpose, conjugate, and conjugate transpose, respectively. I_n denotes the n×n identity matrix, E{·} denotes the expected value, and N ∈ (0, R) denotes the multi-variate circularly symmetric complex Gaussian distribu-
tion, \( x_i = [x]_i, \ (x)_+ = \max(x, 0), \) and \( \text{sign}(\cdot) \) is the signum function.

II. CF MIMO SYSTEM MODEL

We consider a CF mMIMO system consisting of \( K \) single-antenna UEs and \( L \) geographically distributed APs, each equipped with \( N \) antennas. As illustrated in Fig. 1 we adopt the user-centric CF architecture, where each UE is served by a subset of APs based on the UE-dependent channel quality and service requirement. All APs are connected via fronthaul connections to a CPU, which is responsible for coordinating and processing the signals of all UEs. The AP-UUE association is optimized in Section III. For now, we let \( D_l \subset \{1, \ldots, K\} \) denote the subset of UEs served by AP \( l \) and \( \mathcal{M}_k \subset \{1, \ldots, L\} \) denote the subset of APs serving UE \( k \).

A. Channel Model

We denote by \( h_{kl} \in \mathbb{C}^N \) the channel between AP \( l \) and UE \( k \) and assume that these channels are constant in time-frequency coherence blocks of \( \tau_c \) channel uses [14]. We assume spatially correlated Rayleigh fading, which implies that in each block \( h_{kl} \) takes an independent realization according to the distribution

\[
h_{kl} \sim \mathcal{C}(0, R_{kl}),
\]

where \( R_{kl} \in \mathbb{C}^{N \times N} \) is the spatial correlation matrix, and \( \beta_{kl} \triangleq \text{tr}(R_{kl})/N \) is the large-scale fading coefficient that describes pathloss and shadowing. We assume that AP \( l \) knows the correlation matrices \( \{R_{kl} : k = 1, \ldots, K\} \) to all UEs since the correlation matrices represent the long-term channel statistics, and, thus, can be accurately estimated from the received signals [14]. We consider the uplink operation, where each block dedicates \( \tau_p \) channel uses for pilots and the remaining \( \tau_c - \tau_p \) channel uses for payload data.

B. Channel Estimation and Uplink Data Transmission

During the channel estimation, \( \tau_p < K \) holds in a large network since the coherence block length is limited and thus some UEs have to share pilots if a mutually orthogonal set of pilots is used. We denote by \( S_{tk} \) the set of the co-pilot UEs sharing pilot \( t_k \) with UE \( k \). When the UEs in \( S_{tk} \) transmit pilot \( t_k \), the pilot signal \( y_{tkl}^p \in \mathbb{C}^N \) received at AP \( l \) (after taking the inner product of the received signal and the pilot \( t_k \) is [14, Sec. 3]

\[
y_{tkl}^p = \sum_{i \in S_{tk}} \sqrt{\tau_p \beta_{il}} h_{il} + n_{tl},
\]

where \( \rho_p \) denotes the pilot transmit power and \( n_{tl} \sim \mathcal{C}(0, \sigma^2 I_N) \) is the receiver noise. The minimum mean-squared-error (MMSE) estimate of \( h_{kl} \) is [14, Sec. 3]

\[
\hat{h}_{kl} = \sqrt{\tau_p \beta_{kl}} \Psi_{tk}^{-1} y_{tkl}^p \sim \mathcal{C}(0, B_{kl}),
\]

where \( \Psi_{tk} = \sum_{i \in S_{tk}} \tau_p \beta_{il} R_{il} + \sigma^2 I_N \) is the correlation matrix of \( y_{tkl}^p \) in [4] and \( B_{kl} = \tau_p \beta_{kl} R_{kl} \Psi_{tk}^{-1} R_{kl} \).

During the uplink data transmission, all APs will receive a superposition of the signals sent from all UEs. The received signal \( y_{kl}^u \in \mathbb{C}^N \) at AP \( l \) is

\[
y_{kl}^u = \sum_{i=1}^{K} h_{il} s_i + n_l
\]

where \( s_i \in \mathbb{C} \) is the signal transmitted from UE \( i \) with the power \( p_i = \mathbb{E}\{|s_i|^2\} \) and \( n_l \sim \mathcal{N}_C(0, \sigma^2 I_N) \) is the independent additive receiver noise.

Each AP \( l \) selects the local combining vector \( v_{kl} \) for UE \( k \) and then computes its local estimate of \( s_k \) as \( \hat{s}_k = v_{kl}^H y_{kl}^u \). One choice with interference suppressing capability is the Local MMSE (L-MMSE) combining [9] given as

\[
v_{kl} = \sum_{i=1}^{K} p_i \left( h_{il} \hat{h}_{il} + R_{il} - B_{il} \right) + \sigma^2 I_N \right)^{-1} h_{kl}
\]

which minimizes the local MSE \( \mathbb{E}\{|s_k - \hat{s}_k|^2|\hat{h}_{kl}\} \). Alternatively, maximum ratio (MR) processing scheme with \( v_{kl} = \hat{h}_{kl} \) can be used. Note that, for UE \( k \), although \( v_{kl} \neq 0 \) for all APs, only the APs in \( \mathcal{M}_k \) need to compute \( v_{kl} \).

Next, all APs deliver the local data estimates to the CPU, which computes its final estimate of \( s_k \) as a linear combination of the local estimates:

\[
\hat{s}_k = \sum_{l=1}^{L} a_{kl}^H \hat{s}_l = \sum_{l=1}^{L} a_{kl}^H v_{kl}^H y_{kl}^u,
\]

where \( a_{kl} \in \mathbb{C} \) is the weight that the CPU assigns to the local estimates. It was introduced for CF mMIMO in [6] but was originally proposed for Cellular mMIMO [15]. Note that the user-centric architecture is determined by which variables in \( \{a_{kl}\} \) are non-zero, so that \( \mathcal{M}_k = \{l : a_{kl} \neq 0\} \) for UE \( k \).

By letting \( a_k = [a_{k1}, \ldots, a_{KL}]^T \in \mathbb{C}^L \) denote the LSFD vector of UE \( k \), \( g_k = [v_{k1}^H, \ldots, v_{KL}^H]^T \in \mathbb{C}^L \) denote the receive-combined channels between UE \( i \) and all APs, we rewrite the estimate of \( s_k \) in (6) as

\[
\hat{a}_k = a_k^H g_k s_k + \sum_{l=1, l \neq k}^{K} a_k^H g_k s_l + n_k^l,
\]

where \( n_k^l = \sum_{l=1}^{L} a_{kl}^H v_{kl}^H n_l \) represents the effective noise. Although the effective channel \( a_k^H g_k \) is unknown at the CPU, we notice that its average \( \mathbb{E}\{a_k^H g_k\} = a_k^H \mathbb{E}\{g_k\} \) is deterministic and non-zero if the receive combining is selected as suggested above. Therefore, it can be assumed known and used to compute the following achievable SE.

C. Spectral Efficiency and Energy Efficiency

The well-known hardening bound [14, Th. 4.6] is used to compute an achievable uplink SE at UE \( k \) as

\[
SE_k = (1 - \tau_p/\tau_c) \log_2 (1 + \text{SINR}_k)
\]

where the effective signal-to-interference-and-noise ratio (SINR) is given by [5, Th. 5.4]

\[
\text{SINR}_k = \frac{|a_k^H b_k|^2}{a_k^H A_k b_k - |a_k^H b_k|^2} = \frac{|a_k^H b_k|^2}{a_k^H (A_k - b_k b_k^H) a_k},
\]

with

\[
A_k = \sum_{i=1}^{K} p_i \mathbb{E}\{g_{ki} g_{ki}^H\}
\]

\[
+ \sigma^2 \text{diag} \left( \mathbb{E}\{v_{ki} v_{ki}^H\}, \ldots, \mathbb{E}\{v_{ki} v_{ki}^H\} \right) \in \mathbb{C}^{L \times L},
\]

\[
b_k = \sqrt{p_k} \mathbb{E}\{g_{ki}\} \in \mathbb{C}^L.
\]

Note that the effective SINR in (9) is a generalized Rayleigh quotient with respect to \( a_k \) and, thus, the O-LSFD vector is [14, Lemm. B.10]

\[
a_k^\text{opt} = c_k (A_k - b_k b_k^H)^{-1} b_k
\]
with $c_k \in \mathbb{C}$ being an arbitrary non-zero scaling coefficient, which leads to the maximum SINR$_k = b_k^H (A_k - b_k b_k^H)^{-1} b_k$.

Additionally, the MSE of UE $k$ becomes
\[
\text{MSE}_k = \mathbb{E}\{|s_k - \hat{s}_k|^2\} = a_k^H A_k a_k - 2\sqrt{p_k R(a_k^H b_k)} + p_k,
\]
which is minimized by the O-LSFD vector in (12) with $c_k = \frac{1}{\sqrt{p_k}} (1 - b_k^H A_k^{-1} b_k)$. Hence, we can conclude that the O-LSFD vector $a_k^{opt}$ also minimizes MSE$_k$ as
\[
a_k^{opt} = \arg\min_{a_k \in \mathbb{C}^L} \text{MSE}_k.
\]

The uplink EE (in bit/joule) is defined as [14], [16]
\[
\text{EE} = \frac{B \cdot \sum_{k=1}^{K} \text{P}_{\text{ue}}}{\sum_{k=1}^{K} \text{P}_{\text{ue}} + \sum_{l=1}^{L} \text{P}_{l}^{\text{ap}} + \sum_{l=1}^{L} \text{P}_{l}^{\text{th}} + \text{P}_{\text{cpu}}},
\]
where $B$ is the system bandwidth. In the denominator,
\[
\text{P}_{k}^{\text{ue}} = \text{P}_{k}^{\text{c,ue}} + p_k / \eta_k
\]
is the power consumption related to UE $k$ where $0 < \eta_k \leq 1$ is the power amplifier efficiency and $\text{P}_{k}^{\text{c,ue}}$ is the internal circuit power. Moreover,
\[
\text{P}_{l}^{\text{ap}} = N \text{P}_{l}^{\text{c,ap}} + N |D_l| \cdot \text{P}_{l}^{\text{proc}}
\]
includes the circuit power $P_{l}^{\text{c,ap}}$ per AP antenna and the power $P_{l}^{\text{proc}}$ for processing the received signal of each served UE at AP $l$. The power related to the fronthaul connections is
\[
\text{P}_{l}^{\text{th}} = \text{P}_{l}^{\text{fix}} + |D_l| \cdot \text{P}_{l}^{\text{sig}},
\]
where $\text{P}_{l}^{\text{fix}}$ is the fixed power consumption and $\text{P}_{l}^{\text{sig}}$ is proportional to the UE-related signaling. Finally,
\[
\text{P}_{\text{cpu}} = \text{P}_{\text{cpu}}^{\text{fix}} + \sum_{k=1}^{K} |M_k| \cdot \text{P}_{\text{cpu}}^{\text{lsfd}} + B \sum_{k=1}^{K} \text{SE}_k \cdot \text{P}_{\text{cpu}}^{\text{deco}}
\]
where $\text{P}_{\text{cpu}}^{\text{fix}}$ is the fixed power consumption, $\text{P}_{\text{cpu}}^{\text{lsfd}}$ is the power consumption required for LSFD, and $\text{P}_{\text{cpu}}^{\text{deco}}$ is the traffic-dependent power for the final decoding at the CPU. Typical values for these parameters are given later in Table I.

III. PROBLEM FORMULATION AND SPARSE LSFD

Recall from [14] that $a_k^{opt}$ minimizes MSE$_k$. This vector typically contains a few large and many small values, due to pathloss differences between APs and UE. We will develop a sparse LSFD design that put such values zero. By letting $a = [a_1^T, \ldots, a_K^T] \in \mathbb{C}^{KL}$, $b = [\sqrt{p_1 b_1^T}, \ldots, \sqrt{p_K b_K^T}] \in \mathbb{C}^{KL}$, and $A = \text{diag}(A_1, \ldots, A_K) \in \mathbb{C}^{KL \times KL}$, we can cast a similar sparse optimization problem in a generic form as
\[
\min_{ \alpha \in \mathbb{C}^{KL} } \Omega(a) = \gamma \sum_{l=1}^{L} \| \alpha_l \|_2 + \lambda \| \alpha \|_1
\]
where $\Omega(a)$ is a penalty function that can be designed to turn small values in $a_k^{opt}$ into zero. We propose to use the sparsity-inducing penalty function
\[
\Omega(a) = \gamma \sum_{l=1}^{L} \| \alpha_l \|_2 + \lambda \| \alpha \|_1
\]
where $\alpha_l = [a_{1l}, \ldots, a_{Kl}]^T \in \mathbb{C}^K$ is the LSFD vector related to AP $l$, and $\gamma$ and $\lambda$ are tunable regularization parameters. Larger value of $\gamma$ or $\lambda$ induces more sparsity on vector $a$. The first term in $\Omega(a)$ is a $\ell_1/\ell_2$-norm regularizer that behaves like a $\ell_1$-norm applied to the vector $[\| \alpha_1 \|_2, \ldots, \| \alpha_L \|_2]^T$. Element $l$ is small if AP $l$ has little impact on the decoding and the regularization promotes making such values identically zero (i.e., inactivate the AP). The second term limits the number of the UEs served by the remaining active APs. We notice that $\Omega(a)$ is convex since the “MSE” cost $a_i^H A a - 2R(a_i^H b)$ and the composite norm penalty $\Omega(a)$ are both convex functions. Since $\Omega(a)$ is convex with a non-smooth sparsity-inducing penalty and separable between the APs, proximal methods with BCD can be utilized to reach the global optimum of the problem (20) [17]. We refer to the minimizers of (20) as the S-LSFD vectors for $\{\hat{s}_k\}$ in (6).

A. Proximal Algorithm with Block-Coordinate Descent

The BCD approach requires (20) to be separated into $L$ groups, each related to an AP. To this end, we first equivalently rewrite the original problem in (20) as
\[
\min_{a_l \in \mathbb{C}^K} \left\| \bar{b} - \sum_{l=1}^{L} \bar{A}_l \alpha_l \right\|_2^2 + \Omega(a),
\]
where $\bar{A} = A$ and $\bar{A}_l$ is the submatrix of $A$ with columns corresponding to group $l$ so that we have $\bar{A}_l a = \sum_{l=1}^{L} \bar{A}_l a_l$. The vector $\bar{b}$ is defined as $\bar{b} = (\bar{A}^H)^{-1} b$. (22) has the same form as the so-called “sparse-group Lasso” problem [13] but with complex variables. Then, by using the BCD approach, we can solve (22) by iteratively minimizing a subproblem of group $l$ while fixing the coefficients of the other groups:
\[
P_l : \min_{\alpha_l \in \mathbb{C}^K} f(\alpha_l) + \Omega_l(\alpha_l), \quad l = 1, \ldots, L,
\]
where $f(\alpha_l) = \| \bar{r}_l - \bar{A}_l \bar{a}_l \|_2^2$, $\Omega_l(\alpha_l) = \gamma \| \alpha_l \|_2 + \lambda \| \alpha_l \|_1$, and $\bar{r}_l = \bar{b} - \sum_{l \neq l} \bar{A}_l \alpha_l$ is the partial residual of $\bar{b}$ subtracting all group coefficients other than group $l$. $\Omega_l(\alpha_l)$ implies that for group $l$, the other group coefficients are considered to be fixed and thus the penalties corresponding to the coefficients in these groups are ignored. Since $a_k, A_k$, and $b_k$ have complex entries, we employ the standard transformations
\[
\bar{A} = \begin{bmatrix} R(\bar{A}_l) \\ \Im(\bar{A}_l) \end{bmatrix}, \quad \bar{b} = \begin{bmatrix} R(\bar{b}_l) \\ \Im(\bar{b}_l) \end{bmatrix},
\]
and rewrite $P_l$ in the following real form:
\[
P_l : \min_{\bar{\alpha}_l \in \mathbb{R}^{2K}} f(\bar{\alpha}_l) + \Omega_l(\bar{\alpha}_l),
\]
where $f(\bar{\alpha}_l) = \| \bar{r}_l - \bar{A} \bar{a}_l \|_2^2$. The original $P_l$ is upper bounded by its real form $P_l$ since $\| \alpha_l \|_1 \leq \| \bar{\alpha}_l \|_1$.

By using proximal methods for a subproblem $P_l$ of group $l$, we start with an initial point $\bar{\alpha}_l^n$ and then compute a sequence of updates $\bar{\alpha}_l^n$ that converges to the solution of (25), where $n$ is the iteration index. Given the current $\bar{\alpha}_l^n$ obtained at iteration $n$, the next update $\bar{\alpha}_l^{n+1}$ is found by minimizing the following proximal problem
\[
\min_{\bar{\alpha}_l \in \mathbb{R}^{2K}} \frac{1}{2} \| \bar{\alpha}_l - G(\bar{a}_l^n) \|_2^2 + \mu \Omega_l(\bar{\alpha}_l),
\]
where $G(\bar{a}_l^n) = \bar{a}_l^n - \mu \nabla f(\bar{a}_l^n)$ is the so-called gradient update and $\mu$ is the step length, which is generally computed in practice via line search. Due to the strong convexity, the unique solution of (26) can be found [17].
Lemma 1. Since $\nabla f(\mathbf{a}_l) = 2\mathbf{A}_l^T(\mathbf{A}_l\mathbf{a}_l - \mathbf{s})$, the unique solution of (26) can be computed in closed form as

$$\text{Prox}_{\mu,l}(G(\mathbf{a}_l)) = \frac{1}{\mu} \text{Prox}_{\lambda,\ell_1}(G(\mathbf{a}_l)),$$

where $f \circ g(x) \triangleq f(g(x))$ for any function $f$ and $g$, $[\text{Prox}_{\mu,\ell_1}(x)]_i = \text{sign}(x_i) \cdot (|x_i| - \mu)_+$ is the proximal operator of the $\ell_1$-norm [17], and

$$\text{Prox}_{\mu,\ell_2}(x) = \begin{cases} \frac{x}{|x|^2}(|x|^2 - \mu)_+, & \text{if } x \neq 0, \\ 0, & \text{otherwise}, \end{cases}$$

is the proximal operator of the $\ell_2$-norm [17].

Proof: The proof follows a similar approach as in [18] but for problem (22) and is omitted due to limited space. $\blacksquare$

The minimizer of group $l$ is updated as

$$\mathbf{a}_l^{n+1} \leftarrow \text{Prox}_{\mu,l}(G(\mathbf{a}_l^n))$$

with the Nesterov step $\mathbf{a}_l^n = \mathbf{a}_l^n + \frac{n-1}{n+2} (\mathbf{a}_l^n - \mathbf{a}_l^{n-1})$ which accelerates the convergence [17], and then is fixed while the other groups are minimized until next iteration. By iteratively updating $\{\mathbf{a}_l : i = 1, \ldots, L\}$, the global solution for $\{P_i : i = 1, \ldots, L\}$ in (25) can be reached. Then with the inverse transformation of (24) and some algebra, we achieve the complex S-LSFD vectors $\mathbf{a}_k^*: k = 1, \ldots, K$.

B. Sparse AP-UE Association and Power Control

According to the S-LSFD vectors $\{\mathbf{a}_k^*: k = 1, \ldots, K\}$, AP $l$ does not serve UE $k$ if $\mathbf{a}_k^l = 0$ since AP $l$ will not contribute to the global estimate of $s_k$ in (6). Therefore, we have $\mathcal{M}_k \triangleq \{i : \mathbf{a}_k^i \neq 0\}$ for UE $k$. In the next section, we adopt the fractional power control [19]

$$p_k = \min_{i \in \{1, \ldots, K\}} \left(\sum_{i \in \mathcal{M}_k} \beta_{ki}\right) \theta, \quad \sum_{i \in \mathcal{M}_k} \beta_{ki} = \min_{i \in \{1, \ldots, K\}} \left(\sum_{i \in \mathcal{M}_k} \beta_{ki}\right),$$

where $p_{\max}$ is the maximal uplink transmit power of a UE and $\theta \in [0, 1]$ determines the power control behavior. During the optimization, (31) is used with $\mathcal{M}_k = \{1, \ldots, L\}$, $\forall k$.

IV. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed S-LSFD design in Section III and validate the algorithm convergence by comparing it to CVX [20]. We consider a setup with $K = 20$ UEs that are independently and uniformly dropped in a $0.5 \times 0.5$ km² area. The wrap-around technique is used to approximate an infinitely large network. We use the 3GPP Urban Microcell model to compute the large-scale propagation conditions, such as pathloss and shadow fading. The SE results with L-MMSE combining are obtained from Monte Carlo simulations while the results with MR combining are analytically computed by [9, Cor. 2]. Pilot assignment is performed with the scheme from [9]. The main system parameters are given in Table I and originate from [7, 16].

We consider two deployment setups: a) $L = 40$, $N = 4$ and b) $L = 160$, $N = 1$. Both setups have the total number of antennas $LN = 160$. To highlight the performance improvements of our joint AP-UE association and LSFD, we consider two benchmarks: the first one is the O-LSFD in [12] where all APs serve all UEs, and the second one applies the heuristic AP-UE association scheme from [9] followed by P-LSFD. The latter is referred to as “P-LSFD” in this section.

In Fig. 2 and Fig. 3 we set the vertical scale intervals to emphasize how small/large the gaps are between the curves.

In Fig. 2 we first evaluate the average SE when the S-LSFD is used and we vary the regularization parameters $\lambda$ and $\gamma$. The first observation is that both the average SE with L-MMSE combining and MR combining decreases as $\lambda$ increases since the number of serving APs per UE decreases. These SE results are only slightly below the O-LSFD but above the P-LSFD (for small values of $\lambda$ that let each UE be served by its most essential APs). The SE with MR combining drops more markedly than the SE with L-MMSE combining, since the interference suppression makes L-MMSE more robust to a reduction in the number of serving APs. This feature of L-MMSE also reflects on the SE gaps between the two AP deployment setups, where the L-MMSE case (between Fig. 2a and b) has more narrow gaps than the MR case (between Fig. 2c and d). Moreover, we notice that the multi-antenna AP setup outperforms the single-antenna AP setup in the L-MMSE case while it is the opposite in the MR case. The reason is that in the L-MMSE case, the interference suppression gain enabled by multiple antennas is more beneficial than the macro diversity gain brought by having more APs. In contrast, the macro diversity gain dominates in the MR case, which relies on it for avoiding interference. When comparing the SE with different $\gamma$, we notice the average SE loss compared to O-LSFD grows when $\gamma$ increases for a similar reason as for $\lambda$.

Fig. 3 shows the average EE of our S-LSFD design. It is clear that although our S-LSFD slightly reduces the SE, it significantly increases the EE compared to the O-LSFD where all APs serve all UEs. Our joint design also outperforms P-LSFD where the AP-UE association and LSFD are performed separately. We notice that the setup $L = 40$, $N = 4$ gives higher EE than the setup $L = 160$, $N = 1$ since it consumes...
We proposed a new mechanism for joint AP-UE association and LSFD design for CF mMIMO by formulating a group sparsity problem. We solved the problem by a proximal algorithm with BCD to intentionally turn off some APs and limit the number of UEs served by each of the remaining active APs. Numerical results showed that, compared to the O-LSFD and P-LSFD, the proposed S-LSFD gives a better association and more flexibility on the sparsity parameters, and, thus, achieves significant EE improvements with relatively small SE loss, especially when using L-MMSE combining with multi-antenna APs. Maximum EE could be achieved by tuning $\lambda$.

V. CONCLUSION

We proposed a new mechanism for joint AP-UE association and LSFD design for CF mMIMO by formulating a group sparsity problem. We solved the problem by a proximal algorithm with BCD to intentionally turn off some APs and limit the number of UEs served by each of the remaining active APs. Numerical results showed that, compared to the O-LSFD and P-LSFD, the proposed S-LSFD gives a better association and more flexibility on the sparsity parameters, and, thus, achieves significant EE improvements with relatively small SE loss, especially when using L-MMSE combining with multi-antenna APs. Maximum EE could be achieved by tuning $\lambda$.

more power to have many APs (see [13]). Another observation is that the EE gaps between L-MMSE and MR is larger with multi-antenna APs (between Fig. 3(b) and (c)) than with single-antenna APs (between Fig. 3(b) and (d)) thanks to the interference suppression. The average EE is unimodal with respect to $\lambda$ in Fig. 3(b), (c), and (d), which implies that there exist a value of $\lambda$ that provides maximum average EE.

The convergence of our proposed proximal algorithm is validated by checking the following two metrics: the accuracy $\Delta f/f^*$ and the elapsed time. The accuracy is defined as the function value difference $\Delta f = f - f^*$ normalized by the “optimal” function value $f^*$ obtained by CVX, which is shown in Fig. 4. The elapsed times for convergence with different sparsity parameters are given in Table II where the shadowed results correspond to CVX. Fig. 4 validates the correctness of our algorithm by showing the accuracy of $10^{-4}$. It can be seen in Fig. 4 that the proximal algorithm converges faster with a larger $\lambda$. The results in Table II indicate the effectiveness of our algorithm where the elapsed time of our algorithm is much less than that of CVX, especially when $\lambda$ and $\gamma$ are small.

| Elapsed time [sec] | $\lambda = 10^{-4}$ | $\lambda = 10^{-2}$ |
|-------------------|--------------------|--------------------|
| $\gamma = 10^{-4}$ | 152.23             | 82.28              |
| $\gamma = 10^{-2}$ | 166.09             | 120.99             |

TABLE II

ELAPSED TIME FOR CONVERGENCE IN Fig. 4 (CVX: SHADOWED).
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