Improving Prediction Accuracy and Extraction Precision of Frequency Shift from Low-SNR Brillouin Gain Spectra in Distributed Structural Health Monitoring
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Abstract: In this paper, we studied the possibility of increasing the Brillouin frequency shift (BFS) detection accuracy in distributed fibre-optic sensors by the separate and joint use of different algorithms for finding the spectral maximum: Lorentzian curve fitting (LCF, including the Levenberg–Marquardt (LM) method), the backward correlation technique (BWC) and a machine learning algorithm, the generalized linear model (GLM). The study was carried out on real spectra subjected to the subsequent addition of extreme digital noise. The precision and accuracy of the LM and BWC methods were studied by varying the signal-to-noise ratios (SNRs) and by incorporating the GLM method into the processing steps. It was found that the use of methods in sequence gives a gain in the accuracy of determining the sensor temperature from tenths to several degrees Celsius (or MHz in BFS scale), which is manifested for signal-to-noise ratios within 0 to 20 dB. We have found out that the double processing (BWC + GLM) is more effective for positive SNR values (in dB): it gives a gain in BFS measurement precision near 0.4 °C (428 kHz or 9.3 με); for BWC + GLM, the difference of precisions between single and double processing for SNRs below 2.6 dB is about 1.5 °C (1.6 MHz or 35 με). In this case, double processing is more effective for all SNRs. The described technique’s potential application in structural health monitoring (SHM) of concrete objects and different areas in metrology and sensing were also discussed.
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1. Introduction

The most used material in engineering structures is concrete. The list of its varieties is constantly expanding [1,2]. Mechanical phenomena, both during concrete hardening and during operation [3] and ageing [4] of particularly critical concrete structures, such as hydraulic structures, are important data that require analysis and study. This is the scientific direction of structural health monitoring (SHM) [5], which is actively developing due to the emergence of new materials [6]. The challenging issue that SHM helps to solve are related to the ability to receive data directly from construction in real-time about their mechanical state during all its operational life. This allows the critical defects in the structure to be found in time, thus preventing disasters. The most used instruments in SHM are point-wise [3] and distributed fibre-optic sensors (DOFS) [7–9]. DOFS are mostly based on various principles of optical reflectometry. Most often, using such techniques,
the spatial distribution of temperature and deformation is studied. There are a number of applications where obtaining accurate data on the temperatures and strains of a material is essential. For example, in [10] the authors illustrate the age-induced degradation on the Rayleigh-based distributed sensor response. To implement such a task, the distributed systems must have a resolution of the order of tenths of a microstrain. In the case of using a system based on the Brillouin scattering principle, in terms of Brillouin frequencies, this will be in units of kilohertz [11]. When using experimental materials and designs, optical fibres can be squeezed, pinched, or stretched more than they originally intended to. In such cases, the optical signal undergoes significant changes—it is distorted causing the signal-to-noise ratio to dramatically decreases [12–14]. At the same time, to solve a scientific or industrial problem, sensors still need to give as correct values as possible. In the case of the aforementioned sensor systems based on Rayleigh scattering, these issues are not so acute since this type of scattering is relatively strong in comparison to Brillouin scattering which is widely used in DOFS [15,16]. Meanwhile, systems based on these principles are applied in SHM quite often [17,18]. One of the serious problems (especially at low signal-to-noise ratios) is the inability to accurately determine the frequency maximum of the Brillouin gain spectrum [19]. The present work is focused on solving this problem using a combination of various methods, including machine learning. Since the available equipment allowed us to train the system only on thermocouple readings, all issues of determining the frequency shift will be solved using degrees Celsius, which will later be converted to frequency and strain.

Thus, obtaining the correct BFS value is critical for the efficient operation of this type of distributed sensor. In conditions of extremely low signal-to-noise-ratio (SNR), when, for example, an optical line has a sufficiently high attenuation due to the use of a special type of optical fibre or external influence, this task becomes even more difficult. The methods known to the authors for revealing the real value of the maximum of the Brillouin gain spectrum (BGS) can be divided into four possible approaches:

1. The first group of methods requires retrofitting additional hardware or software-based digital filters to increase the SNR of BGS. For example, in [20–22], the low-pass filtering, pump and probe waves intensities modulation and also the modulation of the probe signal wavelength were used. The reports in [23,24] describe the successful use of the wavelet transformations designed for signal filtering. The techniques mentioned above showed their effectiveness, but due to their complexity (the use of atypical and sophisticated algorithms with a significant number of parameters and coefficients) and sensitivity to the spectra shape, the implementation of these methods is limited. The idea of increasing the number of optical pulses for the strain measurement in a single repetition time has also been proposed. Inspired by the pulse coding technique in radar technology, the incorporation of optical pulse coding techniques such as Golay complementary codes has also been proposed for the purpose of improving the SNR [25].

2. Then, the most popular in commercial instruments and well-known method is the reconstruction of a Lorentzian function, which is the actual BGS shape. This method is widely used in engineering applications [26]. In recent years the method has seen significant improvements in BFS detection precision [27] as well as in calculation speed increase and works perfectly if the tuning coefficients of the Lorentzian shape are precisely extracted. However, in practice, due to digitization data losses and the noise contributed by various other reasons, the spectrum can be significantly distorted [28,29]. These problems bring new limitations to the BGS reconstructing method’s application.

3. The third approach is based on calculating the cross-correlation function of the obtained BGS and some previously generated profiles of the Lorentzian shape [30–33]. Additionally, instead of this approach, the spectrum can be obtained by inverting the original BGS, which is called backward correlation. This method will be described in
this article in more detail later. Practice has shown that correlation methods are quite effective in studying signals with low SNR.

4. Another noteworthy method is machine learning [34–37]. These are artificial intelligence methods used to obtain the correct characteristic feature which is not a direct solution to the problem but is a learning input through applied solutions to many other similar problems. To obtain the desired value of the frequency shift, it is advisable to use learning from precedents, or inductive learning based on identifying empirical patterns in the data. Similar methods, including the generalized linear model (GLM) method, which will also be discussed in detail in this article, have become widespread and have demonstrated their effectiveness not only in increasing the accuracy of determining the BFS but also in predicting it.

All these ways of BFS extraction are presented in a simplified manner within the process of temperature or strain measurements using distributed Brillouin scattering technique (Figure 1a). The circled numbers correspond to the numbers of the approaches in the list above.

Figure 1. The classical approach of the BFS extraction process (a) in comparison with the proposed study (b).

Since the GLM method has demonstrated its effectiveness exclusively on the raw BGS so far, its potential use for processing previously stored or newly received data that has already been processed by other methods becomes especially interesting. This work is focused on the consistent application of BFS extraction methods, and their effect on the detection precision and the prediction accuracy evaluated at different signal-to-noise ratios.

In the sections below, firstly, the theory of the methods used and the ability of their joint application and possible advantages of this approach are briefly discussed. Then the conducted experiments are described, providing the processing details of the obtained data and then demonstrating that the subsequent use of backward correlation method and generalized linear model (Figure 1b) help to improve the BFS prediction efficiency as well as measurement precision in a wide range of SNRs. The classical solutions which usually apply the single processing with one of the well-known methods show smaller efficiency. The Lorentzian curve fitting method realized with the Levenberg–Marquardt (LM) algorithm is one of them. Its theory basics are presented in Section 2.

2. Levenberg–Marquardt (LM) Theory

The most used method to obtain BFS is the Lorentzian curve fitting (LCF) as the measured BGS resembles a Lorentzian shaped curve [38]. Most of the LCF based methods require initialization of model parameters. The accuracy of the system, however, is solely dependent on the BFS determination [39,40]. This means that the pre-selection of the spectral range is crucial for the fitting to be precise. One method to realize the fitting
technique is by using a Levenberg–Marquardt (LM) algorithm. The LM algorithm is a non-linear least square algorithm that has a good convergence property to minimize errors in the derived BGS spectra. In this paper, the LM algorithm implemented is from the lmfit module in Python. The module supports the optimization method and is advantageous when encountering curve fitting related problems, which as mentioned previously is mainly due to the initial parameter setting that could eventually affect the accuracy of the whole system. This lmfit module automatically calculates the structure factor, convoluted with the instrumental resolution, and then calculates the least square minimization to compute the optimal parameters with high precision.

The Lorentzian model in the lmfit module is based on a Lorentzian or Cauchy–Lorentz distribution function. The model possesses three main parameters: amplitude \( A \), width \( w \) and peak position \( \mu \). The model is expressed as:

\[
f(x : A, \mu, w) = \frac{A}{\pi} \frac{w}{(x - \mu)^2 + w^2}
\]  

(1)

Subsequently, the FWHM can be translated as \( 2w \). Whereas the established Brillouin unsaturated gain profile \( g(v) \) of stimulated Brillouin scattering is expressed as:

\[
g(v) = g_B + \left[ \frac{(f - f_B)}{\Delta f_B} \right]^2
\]  

(2)

where \( f_B \) is the central frequency (which in this study is the BFS) and \( \Delta f_B \) is the BGS linewidth, and \( g_B \) is the peak of the spectrum. The lmfit module possess a model.guess function that enables it to guess the starting values for the model parameters through an iterative algorithm. From this method, some values for data are taken and utilized to construct reasonable starting values for the parameters. As the set of parameters is obtained, the module will subsequently perform a curve fit onto the data array. These methods are repeated for each of the data arrays. Compared to the conventional LCF method, the LM based LCF using lmfit is much faster in terms of processing as it is automatically and relatively more accurate in guessing the starting values for the model parameters.

3. Backward Correlation (BWC) Method Theory

Correlation methods can be used as an alternative to the LCF/LM methods. It was previously shown [41] that the backward correlation (BWC) method, described in detail in [42], demonstrates good efficiency in finding the maximum of the spectrum in conditions of low signal-to-noise ratios, distortion of the spectrum shape and even digitization defects. In [41], extreme detection conditions were created using digital simulation. How effective this method will be in processing data obtained by a hybrid method—an experimental setup and subsequent regeneration of noise—is reflected in one of the parts of the current study. A basic theory of the BWC method is presented in Figure 2.

Let us imagine that we have registered a BGS using a typical Brillouin optical time-domain analysis (BOTDA) or Brillouin optical time-domain reflectometry (BOTDR) setup. After analogue-to-digital conversion, it can be written as a discrete sample set. This sample set could be presented as \( 2N + 1 \) values of \( P_i \) (the backscattering power at frequency \( f_i = f_0 + i \ast \Delta f \ [f_0 + i \ast \Delta f, P_i] \), where \( i \) is in the range of \([0; 2N]\) and corresponds to the current frequency in BGS obtained from measurement; \( f_0 \), the scanning start frequency; and \( \Delta f \) is a frequency sweeping step. You can see the array of \( P_i \) values represented graphically in Figure 2, coloured blue. The obtained source data could be described as two components. The first one is the useful data itself, the second component is the noise, distorting the obtained signal: \( P_i = P_i^s + P_i^n \). In the ideal case, when no noise is present, i.e., \( P_i^n = 0 \), a simple iterative spectral peak seeking could be used to extract the precise BFS value up to analogue-to-digital conversion error. However, in [42] we have previously demonstrated that even the insignificant noise (SNR less than 20 dB) leads to precision loss. Let us write down the source data \( P_i \) back to front to get the “backward” BGS \( P_i^b = P_{2N-i} \). To calculate
the correlation function we need also to provide the “shift” \( k \) between two these data arrays, so the backward signal with the shift \( k \) could be presented as \( P''_i = P'_{i-k} \), considering that \( P'' = 0 \) in the case when \( j = [i-k] \) is out of \([0; 2N]\) range. The parameter \( k \) is an integer in the range of \([-2N; 2N]\). Let us present the resulting signal as a convolution of the forward and the backward signals:

\[
X = \sum_{i=0}^{2N} P_i \ast P''_i = \sum_{i=0}^{2N} P^s_i \ast P''^s_i + \sum_{i=0}^{2N} P^n_i \ast P''^s_i + \sum_{i=0}^{2N} P^s_i \ast P''^n_i + \sum_{i=0}^{2N} P^n_i \ast P''^n_i
\]

(3)

where \( \ast \) means multiplication. It is clearly seen from Equation (3) that the second and third parts equal to zero, accurate to a statistical error since the noise and clean BGS data of the resulting signal are not related to each other. The similar situation with the fourth term which is also close to zero since the convolution of two independent noise signals gives extremely low values. The first term represents the clean signals convolution. The graphical interpretation of Equation (3) is a BWC profile (Figure 2, dotted line).

![Figure 2](image.png)

**Figure 2.** A schematic diagram combined using real data, describing the method operation principle (blue graph—forward spectrum; orange graph—backward spectrum with its shifted copy; dotted line—backward correlation function).

To have the right to apply other techniques after the BWC-profile calculation, we must estimate the curve shape at first \([43]\). The convolution of two Lorentzian functions shifted relative to each other by some value \( \delta \) is given by (here we neglect discretization effects and transit from summation to integration)

\[
I(f) = \frac{w^2 \pi^{-2}}{\pi^2} \int_{-\infty}^{\infty} \frac{df}{[f^2 + w^2][(f-f_b)^2 + w^2][(f-f_b-\delta)^2 + w^2]} \]

(4)

where \( w \) is the spectrum width and \( f_b \) is the BFS. For simplicity, at this stage, let us set the \( f_b \), equal zero. We come to:

\[
I(f) = \frac{w^2}{\pi^2} \int_{-\infty}^{\infty} \frac{df}{[f^2 + w^2][(f-\delta)^2 + w^2]} = \frac{w^2}{\pi^2} \int_{-\infty}^{\infty} \frac{df}{[(f-z_1)(f-z_2)][(f-z_3)(f-z_4)]}
\]

(5)

Here \( z_{1-4} = \pm i \ast w, z_{3-4} = \delta \pm i \ast w \) are the points of singularity where denominator turns to zero.

Let us choose the closed curve consisting of section \([-R, R]\) and semicircle in half-plane where the imaginary part is positive—as shown in Figure 3. According to residue theorem, the integral of the function under consideration over the closed curve is equal
to \(2\pi i \sum \text{res} f\) and summation is taken over all the singularity points inside the curve—i.e., over \(z_1\) and \(z_3\). In the limit \(R \to \infty\), the integral over the semicircle tends to zero (since the semicircle length is proportional only to \(R\) and the integer and falls as \(1/R^4\)). Obviously, the integral over the \([-R, R]\) section tends to the required value \(I\). Let us calculate the residues at points \(z = z_1\) and \(z = z_3\):

\[
\text{Res } f|_{z=\pm iw} = \frac{1}{(iw + i\omega)(iw - \delta)^2 + \omega^2} = \frac{1}{2i\omega[\delta^2 - 2i\omega\delta]} \tag{6}
\]

\[
\text{Res } f|_{z=\pm i\omega + \delta} = \frac{1}{(i\omega - \delta + i\omega)(i\omega + \delta)^2 + \omega^2} = \frac{1}{2i\omega[\delta^2 + 2i\omega\delta]} \tag{7}
\]

Finally, we can write

\[
I = 2i\frac{w^2}{\pi} \left[ \frac{1}{2i\omega[-2i\omega\delta + \delta^2]} + \frac{1}{2i\omega[2i\omega\delta + \delta^2]} \right] = \frac{2\omega}{\pi} \left[ \frac{\delta^2}{[2i\omega\delta - \delta^2][2i\omega\delta + \delta^2]} \right] = \frac{2\omega}{\pi} \left[ \frac{1}{(2w)^2 + \delta^2} \right] \tag{8}
\]

\[
I(\delta) = \frac{(2\omega)}{\pi} \left[ \frac{1}{[(2w)^2 + \delta^2]} \right] = \frac{(2\omega)}{\pi} \left[ \frac{1}{[W^2 + \delta^2]} \right] \tag{9}
\]

where \(w\) is a FWHM of the BWC profile.

It is obvious that expression Equation (9) is also a Lorentzian function, and, therefore, has a clearly localized maximum, associated with the desired value. As mentioned above, the Lorentzian-like shaped signal makes it possible to include the method into processing circuits. The value of “optimal shift” \(\delta\) is fairly easy to be recalculated in BFS.

![Figure 3. Illustration of taking the integral procedure.](image)

4. Generalize Liner Model (GLM) Theory

GLM is an extension of the general linear model in machine learning that could compute response based on the maximum likelihood of the training set of data [44,45]. It allows Lorentzian or Gaussian, Poisson, normal and a few other distribution-like data to be processed through GLM. The model calculates the mean and matches it to the linear predictor using a link function with reweighted least square iterative technique onto the distribution data to produce the maximum likelihood predictions. There are three main components in GLM: the random component, systematic component and link function. The link function, as its name suggests, links the other two components together. The random component, which is the distribution data, with the linear predictor of the systematic component is given by:

\[
\eta_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \cdots + \beta_k X_{ik} \tag{10}
\]
where $\beta_k$ are the estimated coefficients, and $X_{ik}$ are the independent variables. Then, a commonly employed link function or identity link transforms the expectation of the dependent variable $\mu_i \equiv E(Y_i)$, to the linear predictor, which is given by:

$$g(\mu_i) = \eta_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \ldots + \beta_k X_{ik}$$  \hspace{1cm} (11)

where $\mu_i$ is the expected value of the response. GLM can also be thought of as a linear model for a transformation of the expected response. The physical model can be represented as in Figure 4. Since the behaviour of BFS is linear to the increment of temperature, the GLM suits the BFS–temperature input–output target for the BOTDA dataset the best.

The random component, which is represented as $Y$ value, is the BGS distribution, and the systematic component is represented as $X$. For instance, in this paper, the temperature categories for each BGS, represented by $Y_1, Y_2, \ldots, Y_n$, are all independently distributed. The task of the link function is to connect the two variables together.

![Figure 4. The use of GLM for BFS extraction.](image)

Before implementing the GLM model, there are a few crucial steps required. First, the BGS distribution along the fibre was retrieved experimentally using the experimental setup presented below. The BGS distribution is normalized to 1 in order to increase consistency and easier object to target mapping. Next, the target value, which in this case is the temperature measured by the thermocouple, was paired with the noisy raw BGS. The BGS–temperature pairs will create a dataset that will be used in the training phase in GLM model.

In the training phase for machine learning models, it is crucial to avoid overfitting. Overfitting can eventually lead to low accuracy and has a higher chance to occur when the dataset used is noisy. A noisy dataset may not represent the actual properties of that particular dataset. Forcing the model to learn such a noisy dataset may make the model more flexible but, at the same time, can cause overfitting. However, for a different type of machine learning model, a different technique or solution is required to overcome this and, at the same time, increase the interpretability of the model.

For GLM, the technique used is called regularization. Regularization tunes the learning algorithm from relying too much on every data point and helps identify the significant predictors. It reduces the variance of the model significantly without a substantial increase in its bias. The regularization technique used in this paper is called Lasso, which stands for the least absolute shrinkage and selection operator. The Lasso regularization can be expressed as:

$$\sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} \beta_j x_{ij})^2 + \lambda \sum_{j=1}^{p} |\beta_j| = \text{RSS} + \lambda \sum_{j=1}^{p} |\beta_j|$$  \hspace{1cm} (12)

where the first term is residual sum of squares (RSS) and $\beta$ represents the coefficient responsible for estimating different variables. The Lasso method allows variable selection...
that can yield sparse models. This means that Lasso shrinks the insignificant features or completely removes some features altogether in order to avoid over-fitting.

5. Experiment Setup

The experimental setup for BOTDA is illustrated by Figure 5. A continuous-wave (CW) laser source having a linewidth of 100 kHz was used as an input signal with a centre wavelength at 1552.92 nm. The source radiation was split by a 50:50 optical coupler into a CW probe and pulsed pump signal. The probe arm is comprised of three main components: a signal generator, a single side-band modulator and an erbium-doped fibre amplifier. The CW light was modulated with a high-frequency radio signal by the SSBM which generates a carrier suppressed double-sideband probe signal. The radio frequency was swept at 1 MHz scanning step between 10.765 to 10.935 GHz, which is the typical range of BGS for a single-mode fibre. The modulated signal was amplified to 0 dBm by EDFA1 and then sent into the fibre under test (FUT). The FUT was subjected to five different temperature levels, 45 °C to 85 °C with 10 °C increment.

![Experimental BOTDA setup.](image)

The pump arm consists of a pulse generator, Mach–Zehnder modulator, polarization scrambler and another amplifier. The light was modulated with a square pulse by MZM to generate the pump signal with an extinction ratio of around 25 dB. The polarization of this pump signal was scrambled by the PS to reduce the polarization-dependent noise in the Brillouin signal. The power of this pump was boosted by EDFA2 and launched into the opposite end of the FUT.

The Brillouin signal from FUT was passed through a fibre Bragg grating (FBG) to filter out other spectral components such as the Rayleigh scattering and the anti-Stokes frequency. The signal was converted into electrical by a DC-coupled 1 GHz bandwidth detector and digitized by an oscilloscope with 500 MHz bandwidth, 2.5 Gbps sampling rate and averaged 5000 times. For this particular experiment, the FUT was a 1.26 km long standard telecom-grade single-mode fibre. A short section of the FUT, about 8 m, was heated to the set temperature using a hot plate. The thermocouple was used to measure the temperature throughout the experiment as a reference. Table 1 lists the make and model of key components and devices used in the experiment.
Table 1. List of components and equipment used in the experiment.

| No. | Components/Devices                  | Make and Model                  |
|-----|-------------------------------------|---------------------------------|
| 1.  | Laser source                        | Yokogawa AQ4312A                |
| 2.  | Signal generator                    | Hittite HMC-T2220               |
| 3.  | Pulse generator                     | Agilent 33521A                  |
| 4.  | Polarization scrambler               | General Photonics PCD-104       |
| 5.  | Mach–Zehnder modulator              | iXblue MX-LN-20                 |
| 6.  | Single side-band modulator          | iXblue MPX-LN-20                |
| 7.  | Erbium-doped fiber amplifier        | Keopsys CEFA-C-PB-LP            |
| 8.  | O/E converter                       | Tektronix P6703B                |
| 9.  | Oscilloscope                         | Teledyne-LeCroy HDO4054         |
| 10. | Optical spectrum analyzer           | Yokogawa AQ6370B                |
| 11. | Fibre Bragg grating                 | Generic. FWHM 1nm. Reflectivity >95% |
| 12. | Fibre under test                    | Corning SMF-28e+                |
| 13. | Polarization controller             | Newport F-POL-APC               |

6. Digital Noise

Further, the noise had to be added to the obtained spectra. This could be done in several ways: for example, to introduce additional attenuation of the optical signal into the line by adding macro bends or other defects; controllably shift the area of interest to the end of the line; reduce the duration of the probe pulses; the addition of digital noise. Using the first two listed methods, it is rather difficult to achieve noise control with good accuracy, the third method can distort the useful signal form, which will cast doubt on the correctness of the experiment. The fourth way, associated with the generation of digital noise based on spectra previously obtained in the experiment, is preferable in view of its simplicity, transparency and lack of influence on other parameters of the study.

However, digital noise must be generated correctly. It is possible to study the distribution law of noise intensities in the experimentally obtained spectra and generate new noise according to this law. This approach is appropriate if we assume the linearity of the photodetector response over the entire frequency range of interest. If we assume that the response, and therefore the noise characteristics at each individual frequency, can vary, it is necessary to create noise with this feature in mind. To do this, we took a big set of individual spectra, exclude the useful signal from them, and, based on the data obtained, generate noise for each frequency separately. Let us denote these BGS sets, obtained for each sensor temperature, by the matrix \( N \), in which \( I \) is the signal intensity at the discrete value of the frequency \( m \).

\[
N = \begin{pmatrix}
I_{1,1} & \cdots & I_{m;1} \\
\vdots & \ddots & \vdots \\
I_{1,n} & \cdots & I_{m;n}
\end{pmatrix}
\]

(13)

Thus, \( m \) is the number of elements in the spectrum; \( n \) is the number of spectra for a given temperature. The values of the matrix are calculated from the matrix \( N \):

\[
B = \begin{pmatrix}
\frac{1}{n} \sum_{i=0}^{n} N(I_{1,i}) & \cdots & \frac{1}{n} \sum_{i=0}^{n} N(I_{m,i}) \\
\vdots & \ddots & \vdots \\
\frac{1}{n} \sum_{i=0}^{n} N(I_{1,n}) & \cdots & \frac{1}{n} \sum_{i=0}^{n} N(I_{m;n})
\end{pmatrix}
\]

(14)

It is easy to see that the rows of this matrix represent the averaged BGS for each individual temperature, and therefore for a certain BFS. Further, the set of noise components \( N' \) was calculated by subtracting the matrix \( B \) from the matrix \( N \):

\[
N' = N - B
\]

(15)
Thus, the columns in this matrix will contain deviations from the average spectrum inherent for every frequency of the spectrum. If for each discrete frequency \( m \) we randomly choose the number of the element in the column \([0, n]\), then the laws of the intensity distribution of the noise components for each frequency will be maintained.

The resulting noise must be added to the original spectrum with a known signal-to-noise ratio, multiplied by the appropriate factor, as shown in the equation below:

\[
S = 10^{N(\text{add})/10} (N'(I_{1,n'}) \ldots N'(I_{m,n'}) + (N(I_{1,n}) \ldots N(I_{m,n}))
\]

(16)

where \( N(\text{add}) \) is the specified increase in noise, dB; \( n' = \text{random}(0 \ldots n) \) for the column corresponding to the frequency \( m \).

We believe that this approach will allow the most realistic reproduction of the BGS noise pattern. The next section considers the application of Equation (16) to generate digital noise with a given SNR.

7. Data Processing Strategy

Once the data of five different temperature conditions have been collected experimentally, the BGS is distorted by digital noise as described in the previous section. There are four different values of SNR that had been generated through digital noise: −2, 3, 6 and 20 dB, comprising four datasets with five different temperature conditions in each of the datasets. The complete steps of the whole data processing areas are visualised in Figure 6. Once the added digital noise dataset is generated, the following step is processing the spectra with the LCF- and correlation-based methods: LM and BWC. The purpose of this step is to improve the noisy spectra by replacing them with a smooth Lorentzian curve. Next, the new spectra are normalized to unity for better efficiency when using the machine learning method in the later stage.

![Figure 6. Data processing principle.](image)

There are two ways of obtaining the temperature corresponding to the individual BGS. One way is to obtain the central frequency of the spectra, i.e., the BFS and the other one is by using the machine learning method. For the former method, the fibre coefficient has to be calculated through BFS–temperature slope and then utilizing it for the translation, as what had been done in single processing. The second method is by using a machine learning model. As previously mentioned in this paper, the machine learning model used is GLM.
The GLM model is trained with the four datasets (−2, 3, 6 and 20 dB) containing 100 BGS of each of the temperature conditions and then tested with 100 spectra samples collected at 75 °C for double processing. Another GLM model is trained with the noisy spectra and then tested with the same 100 spectra samples collected at 75 °C as a benchmark. The described principle is shown in Figure 6.

8. Results and Discussion

To identify the efficacy of the proposed method, the 100 BGS spectra collected at 75 °C are plotted for each SNR condition. The absolute error results are as illustrated in Figure 7. The absolute error is calculated based on the difference between the thermocouple reading, where we regarded it as the true temperature of 75 °C and the temperature predicted by the GLM model and through the BFS calculation process. The x-axis represents the fibre length described by 100 spectra samples collected at 75 °C. On the other hand, the y-axis represents the absolute error calculated for each of the individual 100 BGS.

Figure 7. The absolute error results obtained after data processing: (a) −2 dB single processing; (b) −2 dB double processing (c) 3 dB single processing; (d) 3 dB double processing; (e) 6 dB single processing (f); 6 dB double processing; (g) 20 dB single processing; (h) 20 dB double processing.
On the left-hand side, the graphs are plotted for single processing methods (BWC, LM), as opposed to the right-hand side where the BGS had been processed through double processing methods (BWC + GLM, LM + GLM). All the plots are inclusive of the benchmark plot where the noisy spectra were processed using only GLM. Visually, one can notice that the absolute errors were improved significantly using the double processing methods. Of all four of the SNR conditions, the single processing method appeared to have higher error as opposed to the benchmark. However, when going through the double processing method, the error is comparable, and some are even better than the benchmark.

For a 2 dB SNR, the maximum error for single processing using LM is 25.5 °C whereas when using the double processing method (LM + GLM) it is 11 °C, an improvement of 14.5 °C. On the other hand, for single processing using BWC, the error is 11.2 °C and for the double processing method (BWC + GLM), it is 10.9 °C. The maximum error for benchmark, however, is 12.5 °C, higher than both double processing methods.

As for a 3 dB SNR, the difference in error between single and double processing for LM is 7.9 °C and 1.3 °C for BWC. While for 6 dB SNR, the error has improved by 0.9 °C for the double processing method using LM and 1.4 °C for the double processing method using BWC. Finally, for 20 dB SNR, the improvement using the double processing method is by 2.4 °C for LM and 1.7 °C for BWC.

For a deeper insight, the measurement precision and the prediction accuracy were calculated and shown in Figures 8 and 9. The prediction accuracy is calculated based on the root mean square error (RMSE) formula taking the thermocouple reading, 75 °C, as the true temperature. On the other hand, the measurement precision is calculated based on the standard deviation. The temperature measurement precision represents the statistical variability and how reproducible measurements were even if the points are far away from the actual temperature reading. In contrast, the temperature prediction accuracy reflects on the analysis of the predicted result in comparison to the true temperature value. Both are a measure of errors and both are independent of one another, therefore, it is possible to have a high measurement precision but less prediction accuracy.

For measurement precision test at a −2 dB SNR, it has been improved by 1.6 °C (1.71 MHz or 37.2 µε) in LM when using the double processing technique. This was followed by 1.7 °C, 0.7 °C and 0.5 °C improvement respectively for 3, 6 and 20 dB SNRs. It should be noted that there are two areas of the SNR-axis at Figure 8a showing stable differences of precisions between single and double processing—for SNRs below 2.6 dB, it is about 1.5 °C (1.6 MHz or 35 µε)—labelled as G1, and for SNRs above 7.6 dB, this value equals to 0.5 °C (500 kHz or 11.6 µε)—labelled as G2. This means that for SHM data with extremely low SNR, adding GLM after LM in the processing stage is necessary to keep the precision within acceptable level.

For measurement precision test at a −2 dB SNR, it has been improved by 1.6 °C (1.71 MHz or 37.2 µε) in LM when using the double processing technique. This was followed by 1.7 °C, 0.7 °C and 0.5 °C improvement respectively for 3, 6 and 20 dB SNRs. It should be noted that there are two areas of the SNR-axis at Figure 8a showing stable differences of precisions between single and double processing—for SNRs below 2.6 dB, it is about 1.5 °C (1.6 MHz or 35 µε)—labelled as G1, and for SNRs above 7.6 dB, this value equals to 0.5 °C (500 kHz or 11.6 µε)—labelled as G2. This means that for SHM data with extremely low SNR, adding GLM after LM in the processing stage is necessary to keep the precision within acceptable level.

On the other hand, for BWC (see Figure 8b), the difference between single processing and double processing is around 0.4 °C (428 kHz or 9.3 µε), where single processing is the more precise technique for a −2 dB SNR. However, for other SNR conditions (above the SNR value of approximately 0.1 dB, which was found by approximation), the double
processing technique is more precise than single processing. For 3, 6 and 20 dB SNRs, the difference is 0.3 °C, 0.4 °C and 0.3 °C, respectively. The measurement precision for double processing using BWC surpass the benchmark where it is 2.6 °C, 1.2 °C, 0.8 °C and 0.6 °C for −2, 3, 6, and 20 dB respectively. As for the double processing using LM, the precision is comparable to the benchmark.

A similar pattern can be seen in prediction accuracy plots. At a −2 dB SNR for LM (Figure 9a), the significant difference was found to be 8.3 °C (8.9 MHz or 193 µϵ). This was followed by 3.3 °C, 1.7 °C and 1.8 °C accuracy improvement for 3, 6, and 20 dB respectively. The graph shows that for SNRs below approximately 5 dB the “accuracy to SNR” slopes differ (marked as angles g1 and g2). It gives reason to suppose that further decrease of SNR could lead to the total signal loss when using a single processing technique with LM, while the application of double processing gives hopes for more precise BFS detection.

Comparably to the measurement precision, the single processing technique is more accurate at a −2 dB SNR for BWC (Figure 9b), where the difference was found to be 0.9 °C (963 kHz or 21 µϵ). The crossing of red and green lines occurs at approximately 0.2 dB, which is also found by approximation. However, a more accurate reading was scored by the double processing technique for other SNR conditions for BWC. The difference is 0.9 °C, 0.8 °C and 0.7 °C for 3, 6 and 20 dB SNRs respectively. The prediction accuracy for benchmark is found to be 4.3 °C, 1.9 °C, 1.3 °C, and 1.1 °C. This means that both double processing techniques scored a comparable accuracy result to the benchmark.

As can be seen from the figures presented above, double data processing is more efficient in almost all cases, both in the case of measurement precision and prediction accuracy. This suggests that the tasks set can be considered completed and we can proceed to a discussion of the general results obtained.

9. Conclusions and Future Work

In this work, we have successfully demonstrated the subsequent application of various methods for determining BFS, which gave a gain from tenths to several Celsius degrees when determining the temperature at a single point of an optical fibre. The graphs provided above showed that double processing is more efficient in most cases.

The conducted studies allowed us to conclude that the first part of the data processing algorithm should be finding the signal-to-noise ratio for each individual BGS. Depending on this value, the entire further signal processing strategy can be built. Thus, when processing signals with a low signal-to-noise ratio, it is recommended to use the BWC method as the first stage. With the SNR = 2 dB, even with single processing, it gives a gain of 0.5 °C (535 kHz or 11.6 µϵ) compared to the LM method. In the case of the BWC method, the double processing strategy should be as follows: at SNR <0 dB, more confidence should be given to the signal after single processing, and at higher signal-to-noise ratios, double processing is more effective.

The results obtained are in good agreement both with simulation and experiments in our previous works [40,41,46] and with the results of other authors. Thus, in [47], Ha-
neef et al. examine a method called cross reference plot analysis (CRPA) and compare it with the well-known cross-correlation and LCF methods. The cross-correlation method, which is similar in nature to the backward correlation method, also exhibits higher accuracies in data regions with low SNR. The CRPA method itself, which also uses the convolution operation in its algorithm, gives the BFS determination accuracy at SNR = 6 dB about 1 MHz, which is slightly higher than that obtained by us. However, it is worth noting that for the CRPA method this accuracy is constant, while the artificial intelligence algorithm improves the accuracy with further training.

In [33], where the cross-correlation method for determining BFS is considered in detail, an accuracy of 2.7 MHz was achieved at a 12 dB signal-to-noise ratio, while our approach gives an accuracy of 0.7 MHz. Of course, it would be appropriate to carry out all such comparisons on the same initial data, but in fact, there are not many works where researchers compare their methods on different SNRs (even with different data). During the work on the material, we have not found a single scientific article that shows the fundamental possibility and successful application of combining BGS processing methods into chains (sequences), similar to how the methods of sequential processing of audio material are arranged in recording studios. We have proved that the formation of such sequences is possible due to the universality of the methods and the similarity of their input and output data. At this stage, double processing was the first step to multiprocessing.

We believe that for applications in SHM for concrete and reinforced concrete objects with normal operating conditions when the fibres are not subjected to extreme strains, the use of double processing is more appropriate. This strategy is suitable for increasing accuracy in most cases. According to [48], a fibre extension of 1000 µε (0.1%) results in an increase of only 0.108 dB/km in line attenuation. So when the fibre is stretched by units or tens of µε, the spectrum will not be dramatically distorted. A somewhat different situation becomes in the scientific problems of SHM of concrete structures. For example, when analyzing critical deformations of a reinforced concrete structure, much larger deformations (up to 2 mm/m, which is equivalent to 2000 µε or 0.2%) can be studied [49]. For a big research object such as a fragment of a residential building, extended lengths of optical fibre are used to obtain more information, then each kilometre with such deformations will reduce the SNR by more than 0.2 dB. Even more interesting is the situation with research on the shape memory materials [50]. In addition to the fact that they can have higher strains (up to 2.5%), they can also be below zero. This complicates the task and, provided that the integrity of the fibre is maintained, gives an almost twofold signal loss (>2.7 dB) per sensor kilometre. However, such a case is not frequent: usually, the dimensions of products made of shape memory materials are much smaller, so signal losses due to the impact on a long sensor are unlikely. At the same time, at fibre deformations close to breaking, when irreversible deformations are formed in the quartz glass and polymer coating, the dependence of the optical signal attenuation on the deformation magnitude can hardly be considered linear. In this regard, strong signal distortions are possible, thus the processing strategy in such cases must be studied in the future. The disadvantages of the proposed method include the obvious two-stage nature, which complicates the algorithm. However, this can be overcome by using more substantial computing resources. Their cost compared to the cost of BOTDA or BOTDR is extremely low. Another negative feature of the approach using a neural network is the requirement to train the system for each new application. However, it should be noted that any traditional method, when adapted to a new task, requires adjustment by a specialist, which also takes time; while the neural network learns on its own.

Another interesting area of future exploration may be the study of BFS in somewhat “exotic” fibres, for example, active ones. Such optical fibres have a complex multi-component structure—in addition to traditional silica and germanium oxides. They quite often contain aluminium oxide, and very rare earth elements such as erbium, ytterbium, holmium, etc. Each of these components significantly affects the final BFS, the accurate value of which is a “fingerprint” of a given sample and characterizes the correctness of the
creation of its composition. However, such fibres have rather high optical losses (30 dB/m) in the region of 1.55 microns due to the presence of these elements. This makes the study of extended sections of such fibres by reflectometry methods rather difficult, although realizable [51–54]. In the case of Brillouin reflectometry, the use of short probe pulses leads to distortion of BGS, the appearance of a rather intense noise component. This task also opens a new page in the application of LM, BWC and GLM separately and together and can become a worthy part of research devoted to the multistage study of active fibres.

One more promising direction in the study of the sequential application of the LM, BWC and GLM methods can be their use in polarization-Brillouin reflectometry [46]. In such setup, linearly polarized radiation is injected into one or sequentially into different polarization axes using linear polarizers or polarization beam splitters. Each time light passes through such elements, it loses 3 dB of optical power or more. With the dynamic ranges of Brillouin reflectometers of tens of decibels and the presence of several forward and backward passages through such elements in the optical scheme, the study can be carried out with an extremely low signal-to-noise ratio. In some cases, the spectrum can show two superimposed Stokes or anti-Stokes of two polarization modes, which leads to a deviation of the shape of the resulting spectrum from the Lorentzian curve. Under these conditions, it would undoubtedly be interesting to evaluate the productivity of GLM, BWC and LM methods, which the authors propose to do in the future.

**Author Contributions:** Setup design, experiment, programming, data processing using GLM, DSP strategy, discussions, writing, drawings, N.D.N., M.S.D.Z., F.A. and A.A.A.B.; programming of noise generator, BWC module programming, data processing using BWC, discussions, writing, A.I.K.; mathematical background, discussions, writing, F.L.B.; noise generation principle, BWC data post-processing idea, discussions, writing, drawings, proofreading, team management, Y.A.K. All authors have read and agreed to the published version of the manuscript.

**Funding:** Sections 1, 3, 6 and 9 were carried out as part of State Assignment No. AAAA-A19-11904290085-2; Sections 2, 4, 5, 7 and 8 were funded by Fundamental Research Grant Scheme (FRGS), grant number FRGS/1/2019/TK04/UKM/02/2, Geran Universiti Penyelidikan (GUP-2019-024) from Universiti Kebangsaan Malaysia (UKM) and Universiti Tenaga Nasional BOLD 2025 fund.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Acknowledgments:** We thank Ekaterina Barkova for assistance in data processing and visualization and Roman Dubinkin, Natalia Kosheleva, and Grigorii Serovaev for discussions, proofreading and English corrections.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Bolzoni, F.; Brenna, A.; Ormellese, M. Recent advances in the use of inhibitors to prevent chloride-induced corrosion in reinforced concrete. *Cem. Concr. Res.* 2022, 154, 106719. [CrossRef]
2. Duque-Redondo, E.; Masoero, E.; Manzano, H. Nanoscale shear cohesion between cement hydrates: The role of water diffusivity under structural and electrostatic confinement. *Cem. Concr. Res.* 2022, 154, 106716. [CrossRef]
3. Monsberger, C.M.; Lienhart, W. Distributed Fiber Optic Shape Sensing of Concrete Structures. *Sensors* 2021, 21, 6098. [CrossRef][PubMed]
4. Rolland, A.; Benzarti, K.; Quiertant, M.; Chataigner, S. Accelerated Aging Behavior in Alkaline Environments of GFRP Reinforcing Bars and Their Bond with Concrete. *Materials 2021*, 14, 5700. [CrossRef]
5. Bado, M.F.; Casas, J.R. A Review of Recent Distributed Optical Fiber Sensors Applications for Civil Engineering Structural Health Monitoring. *Sensors 2021*, 21, 1818. [CrossRef]
6. Fedorov, A.; Kosheleva, N.; Matveenko, V.; Serovaev, G. Strain measurement and stress analysis in the vicinity of a fiber Bragg grating sensor embedded in a composite material. *Compos. Struct. 2020*, 239, 111844. [CrossRef]
7. Gorshkov, B.G.; Yüksel, K.; Fotiadi, A.A.; Wuilpart, M.; Korobko, D.A.; Zhirmov, A.A.; Stepanov, K.V.; Turov, A.T.; Konstantinov, Y.A.; Lobach, I.A. Scientific Applications of Distributed Acoustic Sensing: State-of-the-Art Review and Perspective. *Sensors 2022*, 22, 1033. [CrossRef]
8. Kosheleva, N.; Serovaev, G.; Gusev, G. On application of distributed FOS embedded into material for the mechanical state monitoring of civil structures. *Proc. SPIE*, 2021, 1100, 012038. [CrossRef]

9. Matveenko, V.; Serovaev, G.; Kosheleva, N.; Gusev, G. Application of distributed FOS embedded into material for the mechanical state monitoring of civil structures. *Proc. SPIE*, 2021, 1100, 012038. [CrossRef]

10. Ali, I.; Quiertant, M.; Khadour, A.; Grando, Q.; Benzarti, K. Environmental Durability of an Optical Fiber Cable Intended for Distributed Strain Measurements in Concrete Structures. *Sensors*, 2022, 22, 141. [CrossRef]

11. Deroh, M.; Sylvestre, T.; Chretien, J.; Maillotte, H.; Kibler, B.; Beugnot, J.C. Towards athermal Brillouin strain sensing based on heavily germania-doped core optical fibers. *APL Photonics*, 2019, 4, 030801. [CrossRef]

12. Huang, S.; Ohn, M.M.; LeBlanc, M.; Measures, R.M. Continuous arbitrary strain profile measurements with fiber Bragg gratings. *Smart Mater. Struct.* 1998, 7, 248–256. [CrossRef]

13. Peters, K.; Fattin, P.; Botisoi, J.; Giacardi, P. Experimental verification of response of embedded optical fiber Bragg grating sensors in non-homogeneous strain fields. *Opt. Lasers Eng.* 2000, 33, 107–119. [CrossRef]

14. Peters, K.; Studer, M.; Botisoi, J.; Iocco, A.; Limberger, H.; Salathé, R. Embedded optical fiber Bragg grating sensor in a nonuniform strain field: Measurements and simulations. *Exp. Mech.* 2001, 41, 19–28. [CrossRef]

15. Spirin, V.V.; Lopez-Mercado, C.A.; Megret, P.; Korobko, D.A.; Zolotovskii, I.O.; Fotiadi, A.A. Stabilizing Brillouin fiber laser for applications in distributed BOTDA sensing. *Opt. Sens.*, 2021, 11772, 1177207. [CrossRef]

16. Lopez-Mercado, C.A.; Korobko, D.A.; Zolotovskii, I.O.; Fotiadi, A.A. Application of Dual-Frequency Self-Injection-Locked DFB Laser for Brillouin Optical Time Domain Analysis. *Sensors*, 2021, 21, 6859. [CrossRef]

17. Bao, X.; Ravet, F.; Zou, L. Distributed Brillouin sensor based on Brillouin scattering for structural health monitoring. In Proceedings of the 2006 Optical Fiber Communication Conference and the National Fiber Optic Engineers Conference, Anaheim, CA, USA, 5–10 March 2006. [CrossRef]

18. Minardo, A.; Persichetti, G.; Testa, G.; Zeni, L.; Bernini, R. Long term structural health monitoring by Brillouin fibre-optic sensing: A real case. *J. Geophys. Eng.* 2012, 9, S64–S69. [CrossRef]

19. Feng, C.; Schneider, T. Benefits of Spectral Property Engineering in Distributed Brillouin Fiber Sensing. *Sensors* 2021, 21, 1881. [CrossRef]

20. Gyger, F.; Yang, Z.; Soto, M.A.; Yang, F.; Tow, K.H.; Thévenaz, L. High Signal-to-Noise Ratio Stimulated Brillouin Scattering Gain Spectrum Measurement. In Proceedings of the 26th International Conference on Optical Fiber Sensors OSA, Lausanne, Switzerland, 24–28 September 2018. [CrossRef]

21. Feng, C.; Preussler, S.; Kadum, J.E.; Schneider, T. Measurement Accuracy Enhancement via Radio Frequency Filtering in Distributed Brillouin Sensing. *Sensors* 2019, 19, 2878. [CrossRef]

22. Urricelqui, J.; Sagues, M.; Loayssa, A. Synthesis of Brillouin frequency shift profiles to compensate non-local effects and Brillouin induced noise in BOTDA sensors. *Opt. Express* 2014, 22, 18195. [CrossRef]

23. Zhang, Z.H.; Hu, W.L.; Yan, J.S.; Zhang, P. The research of optical fiber Brillouin spectrum denoising based on wavelet transform and neural network. In SPIE Proceedings; Rao, Y., Ed.; SPIE: Beijing, China, 2013. [CrossRef]

24. Zhou, F.; Gan, J.; Lv, H.; Cui, L. Application of wavelet analysis in distributed optical fiber Brillouin temperature strain monitoring. *IOP Conf. Ser. Earth Environ. Sci.* 2018, 189, 032026. [CrossRef]

25. Zan, M.S.D.; Mokhtar, M.H.H.; Elgaud, M.M.; Bakar, A.A.A.; Arsad, N.; Mahdi, M.A. Pulse Coding Technique in Differential Cross-Spectrum BOTDR for Improving the Brillouin Frequency Accuracy and Spatial Resolution. In Proceedings of the 2020 IEEE 8th International Conference on Photonics (ICP), Kota Bharu, Malaysia, 12 May–30 June 2020. [CrossRef]

26. Minardo, A.; Caccavale, M.; Coscetta, A.; Esposito, G.; Matano, F.; Somma, R.; Zeni, G.; Zeni, L. Monitoring test of crack opening in volcanic tuff (Coroglio Cliff, Italy) using distributed optical fiber sensor. In *Geophysics: Principles, Applications and Emerging Technologies*; Nova Science Publisher’s, Inc.: New York, NY, USA, 2016; Chapter 6, pp. 179–188.

27. Feng, C.; Lu, X.; Preussler, S.; Schneider, T. Gain Spectrum Engineering in Distributed Brillouin Fiber Sensors. *J. Light. Technol.* 2019, 37, 5231–5237. [CrossRef]

28. Jia, X.; Rao, Y.; Wang, Z.; Zhang, W.; Ran, Z.; Deng, K.; Yang, Z. Non-local effect in Brillouin optical time-domain analyzer. *High Power Laser Part. Beams* 2012, 24, 1667–1671. [CrossRef]

29. Dragić, P.; Kucera, C.; Furttick, J.; Guérrier, J.; Hawkins, T.; Ballato, J. Brillouin spectroscopy of a novel baria-doped silica glass optical fiber. *Opt. Express* 2013, 21, 10924. [CrossRef]

30. Xiao, Z.; Yuan, X.; Zhang, Y.; Huang, Y.; Xi, L.; Xu, S.; Shan, L.; Li, X. Improvement of Brillouin Frequency Shift Estimation Performance in BOTDR Using Twice Cross Correlation. In Proceedings of the Asia Communications and Photonics Conference/International Conference on Information Photonics and Optical Communications 2020 (ACP/IPOC), Beijing, China, 24–27 October 2020. [CrossRef]

31. Horiguchi, T.; Masui, Y.; Zan, M. Analysis of Phase-Shift Pulse Brillouin Optical Time-Domain Reflectometry. *Sensors* 2019, 19, 1497. [CrossRef]

32. Zan, M.S.D.; Masui, Y.; Horiguchi, T. Differential Cross Spectrum Technique for Improving the Spatial Resolution of BOTDR Sensor. In Proceedings of the 2018 IEEE 7th International Conference on Photonics (ICP), Langkawi, Malaysia, 9–11 April 2018. [CrossRef]

33. Farahani, M.A.; Castillo-Guerra, E.; Colpitts, B.G. Accurate estimation of Brillouin frequency shift in Brillouin optical time domain analysis sensors using cross correlation. *Opt. Lett.* 2011, 36, 4275–4277. [CrossRef]
34. Ruiz-Lombera, R.; Fuentes, A.; Rodriguez-Cobo, L.; Lopez-Higuera, J.M.; Mirapeix, J. Simultaneous Temperature and Strain Discrimination in a Conventional BOTDA via Artificial Neural Networks. *J. Light. Technol.* **2018**, *36*, 2114–2121. [CrossRef]

35. Lalam, N.; Venketeswaran, A.; Lu, P.; Buric, M.P. Probabilistic deep neural network based signal processing for Brillouin gain and phase spectrums of vector BOTDA system. In *Optical Interconnects XXI*; Schröder, H., Chen, R.T., Eds.; SPIE: Bellingham, WA, USA, 2021. [CrossRef]

36. Wu, H.; Wan, Y.; Tang, M.; Chen, Y.; Zhao, C.; Liao, R.; Chang, Y.; Fu, S.; Shum, P.P.; Liu, D. Real-Time Denoising of Brillouin Optical Time Domain Analyzer With High Data Fidelity Using Convolutional Neural Networks. *J. Light. Technol.* **2019**, *37*, 2648–2653. [CrossRef]

37. Karapanagiotis, C.; Wosniok, A.; Hicke, K.; Krebber, K. Time-Efficient Convolutional Neural Network-Assisted Brillouin Optical Frequency Domain Analysis. *Sensors* **2021**, *21*, 2724. [CrossRef]

38. Li, C.; Li, Y. Fitting of Brillouin Spectrum Based on LabVIEW. In Proceedings of the 2009 5th International Conference on Wireless Communications, Networking and Mobile Computing, Beijing, China, 24–26 September 2009. [CrossRef]

39. Yan, Z.; Zhong, S.; Lin, L.; Cui, Z. Adaptive Levenberg–Marquardt Algorithm: A New Optimization Strategy for Levenberg–Marquardt Neural Networks. *Mathematics* **2021**, *9*, 2176. [CrossRef]

40. Amini, K.; Rostami, F. A modified two steps Levenberg–Marquardt method for nonlinear equations. *J. Comput. Appl. Math.* **2015**, *288*, 341–350. [CrossRef]

41. Krivosheev, A.I.; Konstantinov, Y.A.; Barkov, F.L.; Pervadchuk, V.P. Comparative Analysis of the Brillouin Frequency Shift Determining Accuracy in Extremely Noised Spectra by Various Correlation Methods. *Instrum. Exp. Tech.* **2021**, *64*, 715–719. [CrossRef]

42. Barkov, F.L.; Konstantinov, Y.A.; Krivosheev, A.I. A Novel Method of Spectra Processing for Brillouin Optical Time Domain Reflectometry. *Fibers* **2020**, *8*, 60. [CrossRef]

43. Krivosheev, A.; Konstantinov, Y. Creating an automated system elements for measuring the optical fibers brillouin shift in industrial production. *Perm Sci. Cent. J.* **2021**, *14*, 37–48. [CrossRef]

44. Nordin, N.D.; Zan, M.S.D.; Abdullah, F. Comparative Analysis on the Deployment of Machine Learning Algorithms in the Distributed Brillouin Optical Time Domain Analysis (BOTDA) Fiber Sensor. *Photonics* **2020**, *7*, 79. [CrossRef]

45. Nordin, N.D.; Zan, M.S.D.; Abdullah, F. Generalized linear model for enhancing the temperature measurement performance in Brillouin optical time domain analysis fiber sensor. *Opt. Fiber Technol.* **2020**, *58*, 102298. [CrossRef]

46. Barkov, F.L.; Konstantinov, Y.A.; Burdin, V.V.; Krivosheev, A.I. Theoretical and Experimental Estimation of the Accuracy in Simultaneous Distributed Measurements of Temperatures and Strains in Anisotropic Optical Fibers Using Polarization-Brillouin Reflectometry. *Instrum. Exp. Tech.* **2020**, *63*, 487–493. [CrossRef]

47. Haneef, S.M.; Yang, Z.; Thévenaz, L.; Venketesh, D.; Srinivasan, B. Performance analysis of frequency shift estimation techniques in Brillouin distributed fiber sensors. *Opt. Express* **2018**, *26*, 14661–14677. [CrossRef]

48. Ashfaq, A.; Chen, Y.; Jia, F.; Yao, K.; Yu, J.; Cheng, Y. Attenuation investigation influenced by the temperature and strain in an optical fiber composite low voltage cable. *Opt. Express* **2021**, *29*, 12696. [CrossRef]

49. Shardakov, I.; Glot, I.; Shestakov, A.; Tsvetkov, R.; Yepin, V.; Gusev, G. Analysis of Quasistatic Deformation of Reinforced Concrete Structure on the Basis of Acoustic Emission on the Results of Vibration Diagnostics and Acoustic Emission. *Procedia Struct. Integr.* **2020**, *28*, 1407–1415. [CrossRef]

50. Tikhomirov, K.A.; Trufanov, N.A. Post-buckled equilibrium state of axially compressed polymeric rod in glass and rubbery transitions. *Mech. Adv. Mater. Mod. Process.* **2016**, *2*, 1. [CrossRef]

51. Wegmuller, M.; Oberson, P.; Guinnard, O.; Huttner, B.; Guinnard, L.; Vinegoni, C.; Gisin, N. Distributed gain measurements in Er-doped fibers with high resolution and accuracy using an optical frequency domain reflectometer. *J. Light. Technol.* **2020**, *38*, 2127–2132. [CrossRef]

52. Bulot, P.; Bernard, R.; Cieslikiewicz-Bouet, M.; Laffont, G.; Douay, M. Performance Study of a Zirconia-Doped Fiber for Distributed Temperature Sensing by OFDR at 800 °C. *Sensors* **2021**, *21*, 3788. [CrossRef] [PubMed]

53. Belokrylov, M.E.; Konstantinov, Y.A.; Latkin, K.P.; Claude, D.; Selezniev, D.A.; Stepin, A.A.; Konin, Y.A.; Scherbakova, V.A.; Kashina, R.R. An All-Fiber Time Domain Reflectometer for Measuring the Length of Active Erbium Doped Optical Fibers. *Instrum. Exp. Tech.* **2020**, *63*, 481–486. [CrossRef]

54. Bogachkov, I.V. Detection of initial level of Brillouin frequency shift in optical fibres of different types. *J. Phys. Conf. Ser.* **2018**, *1015*, 022004. [CrossRef]