OBJECT COUNTING: YOU ONLY NEED TO LOOK AT ONE
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ABSTRACT

This paper aims to tackle the challenging task of one-shot object counting. Given an image containing novel, previously unseen category objects, the goal of the task is to count all instances in the desired category with only one supporting bounding box example. To this end, we propose a counting model by which you only need to Look At One instance (LaoNet). First, a feature correlation module combines the Self-Attention and Correlative-Attention modules to learn both inner-relations and inter-relations. It enables the network to be robust to the inconsistency of rotations and sizes among different instances. Second, a Scale Aggregation mechanism is designed to help extract features with different scale information. Compared with existing few-shot counting methods, LaoNet achieves state-of-the-art results while learning with a high convergence speed. The code will be available soon.

Index Terms— Object Counting, One-Shot Learning, Attention Mechanism

1. INTRODUCTION

Object counting has become increasingly important due to its wide range of applications such as crowd surveillance, traffic monitoring, wildlife conservation and inventory management. Most of the existing counting methods [1, 2, 3] focus on a particular, single category. However, when applying them into new categories, their performances will drop catastrophically. Meanwhile, it is extremely difficult and costly to collect all categories and label them for training.

For humans, the generalization ability allows them to learn and deal with various vision tasks without much prior knowledge and experience. We are amazed by this remarkable ability and in this work, we focus on this learning paradigm and design a network to efficiently recognize and count new categories given only one example. We follow the few-shot setting in [4] and modify it to one-shot object counting. That is, the model takes an image with unseen novel categories and a supporting bounding box containing an example instance of desired category as input, and then predicts the object count in the image.

However, there are two main challenges. First, the object counting task includes many different categories, and even several categories exist within a same image. Moreover in few-shot setting, these categories will not overlap between training and inference. This means that the model needs to have a strong distinguishing ability between features of different categories, and meanwhile, an effective associating ability among instances sharing the same category. Second, in one-shot counting, the model learns from only one supporting instance. Much of the difficulty results from the fact that the supporting sample may differ from other instances in, for example, sizes and poses. Hence, the model is required to be invariant towards these variations without seeing the commonalities across different instances.

Therefore, in this paper, we propose an effective network named LaoNet for one-shot object counting. It consists of three main parts: feature extraction, feature correlation and the density regressor, as shown in Figure[1] The feature correlation model and the feature extraction model are elaborately designed to address the above two challenges.

We propose the feature correlation based on Self-Attention and Correlative-Attention modules to learn inner-relations and inter-relations respectively. The Self-Attention encourages the model to focus more on important features and their correlations, improving the efficiency of information refinement. Previous few-shot counting methods [4, 5] usually leverage on a convolution operation to match the similarities between image features and supporting features. However, as the kernel is derived from supporting features with the default size and rotation angle, the convolution operation will greatly depend on the quality of supporting features and the consistency of physical properties among different instances. Instead, our designed feature correlation model benefits from two kinds of attention modules and addresses the above problem by considering all correlations.

We further propose a Scale Aggregation mechanism in scale extraction to deal with scale variations among different categories and different instances. By learning features from multi-subspace, the model aggregates various scale information while maintaining a spatial consistency.

To summarize, our contribution is threefold.

• We design a novel network named LaoNet (A network by which you only need to Look At One instance) for one-shot object counting. By combining Self-Attention
and Correlative-Attention modules, LaoNet exploits the correlation among novel category objects with high accuracy and efficiency.

- We propose a Scale Aggregation mechanism to extract more comprehensive features and fuse multi-scale information from the supporting box.
- The experimental results show that our model achieves state-of-the-art results with significant improvements on FSC-147 [4] and COCO [6] datasets under the one-shot setting without fine-tuning.

2. RELATED WORKS

Object counting methods can be briefly divided into two types. Detection based methods [7] count the number of objects by exhaustively detecting every target in images. But they rely on the complex labels such as bounding boxes. Regression based methods [1, 2] learn to count by predicting a density map, in which each value represents the density of target objects at the corresponding location. The count prediction equals to the total sum of density map.

Nevertheless, most of the counting methods are category specifically, e.g., for human crowd [1, 2, 8, 9, 10, 11], for cars [3, 12], for plants [13] or for cells [14, 15]. They focus on only one category and will loss the original satisfied performance when transferring to other categories. Moreover, most traditional approaches usually rely on tens of thousands of instances to train a counting model [2, 8, 9, 11, 13, 12].

To reduce considerably the number of samples needed to train a counting model for a particular category, recently, few-shot counting task has been developed. The key lies in the generalization ability of the model to deal with novel categories from few labeled examples. The study [16] proposes a Generic Matching Network (GMN) for class-agnostic counting. However it still needs several dozens to hundreds examples of a novel category for adaptation and good performance. CFOCNet is introduced to match and utilize the similarity between objects within the same category [5]. The work [4] presents a Few Shot Adaptation and Matching Network (FamNet) to learn feature correlations and few-shot adaptation and also introduces a few-shot counting dataset named FSC-147.

When the number of labeled example decreases to one, the task evolves into one-shot counting. In other visual tasks, researchers develop methods for one-shot segmentation [17] and one-shot object detection [18, 19]. Compared to the few-shot setting which usually uses at least three instances for each object [4], the one-shot setting, where only one instance is available, is clearly more challenging.

It is worth mentioning that detection based approaches [20, 21, 22] are inferior for the tasks of few-shot and one-shot counting. One main reason is that it requires extra and costly bounding-box annotations of all instances in the training stage while one-shot counting approach which we focus on depends on dot annotations and only one supporting box. To illustrate this point further, we perform experiments in Section 4.3 to compare with detection based approaches and validate the proposed network for one-shot counting.

3. APPROACH

3.1. Problem Definition

One-shot object counting consists of a training set \((I_t, s_t, y_t) \in T\) and a query set \((I_q, s_q) \in Q\), in which categories are mutually exclusive. Each input for the model contains an image \(I\) and a supporting bounding box \(s\) annotating one object of the desired category. In training set, abundant
point annotations $y_i$ are available to supervise the model. In inference stage, we aim the model to learn to count the novel objects in $I_q$ with a supporting category instance sampled by $s_q$.

3.2. Feature Correlation

As the model is required to learn to count from only one supporting object, seizing the correlation between features with high efficiency is quite important. Therefore, we build the feature correlation model in our one-shot network based on Self-Attention and Correlative-Attention modules, for learning the inner-relations and inter-relations respectively.

As illustrated in Figure 1 (violet block), our Self-Attention module consists of a Multi-head Attention (MA) and a layer normalization (LN). We first introduce the definition of attention [23], given the query $Q$, key $K$ and value vector $V$:

$$A(Q, K, V | W) = S\left(\frac{QW^Q(KW^K)^T}{\sqrt{d}} + PE\right)(VW^V),$$  \hspace{1cm} (1)

where $S$ is the softmax function and $\frac{1}{\sqrt{d}}$ is a scaling factor based on the vector dimension $d$. $W^Q, W^K, W^V \in \mathbb{R}^{d \times d}$ are weight matrices for projections and $PE$ is the position embedding.

To leverage on more representation subspaces, we adopt the extending form with multi attention heads:

$$MA(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^O$$

where $\text{head}_i = A(Q, K, V | W_i).$  \hspace{1cm} (2)

The representation dimensions are divided by parallel attention heads, where parameter matrices $W_i : W^Q_i, W^K_i, W^V_i \in \mathbb{R}^{d \times d/h}$ and $W_O \in \mathbb{R}^{d \times d}$.

One challenging problem in counting task is the existence of many complex interfering things. To efficiently weaken the negative influence by those irrelevant background, we apply Multi-head Self-Attention in image features to learn inner-relations and encourage the model to focus more on repetitive objects that can be counted.

We denote the feature sequences of the query image and the supporting box region as $X$ and $S$, with sizes $X \in \mathbb{R}^{HW \times C}$ and $S \in \mathbb{R}^{hw \times C}$. And the refined query feature is calculated by:

$$\tilde{X} = LN(MA(X_Q, X_K, X_V) + X).$$  \hspace{1cm} (3)

A layer normalization (LN) is adopted to balance the value scales.

Meanwhile, as there is only one supporting object in one-shot counting problem, refining the salient features within the object is necessary and helpful for counting efficiency and accuracy. Therefore we apply another Self-Attention module to supporting feature and get refined $\tilde{S}$.

Previous few-shot counting methods [4, 5] usually adopt a convolution operation where the supporting features act as kernels to match the similarities for target category. However, the results will greatly depend on the quality of supporting features and the consistency of objects’ properties, including rotations and scales.

To this end, we propose a Correlative-Attention module to learn inter-relations between query and supporting features and alleviate the constraints of irrelevant properties.

Specifically, we extend the MA by learning correlations between different feature sequences and add a feed-forward network (FFN) to fuse the features, i.e.,

$$X^* = \text{Corr}(\tilde{X}, \tilde{S}) = G(MA(\tilde{X}_Q, \tilde{S}_K, \tilde{S}_V) + \tilde{X}).$$  \hspace{1cm} (4)

$G$ includes two LNs and a FFN in the form of residual (light blue block in Figure 1). Finally, $X^*$ and $\tilde{S}$ will be fed into the cycle as new feature sequences where each cycle consists of two Self-Attention modules and a Correlative-Attention module.

3.3. Feature Extraction and Scale Aggregation

To extract feature sequences from images, we use VGG-19 as our backbone. For query image, the output of the final level is directly flattened and transmitted into Self-Attention module. For the supporting box, as there are uncontrollable scale variations among instances due to the perspective, we propose a Scale Aggregation mechanism to fuse different scale information.

Given $l$ as the number of layers in CNN, we aggregate the feature maps among different scales:

$$S = \text{Concat}(F^l(s), F^{l-1}(s), \ldots, F^{l+1-\delta}(s)),$$  \hspace{1cm} (5)

where $F^l$ represents a feature map at $l_{th}$ level and $\delta \in [1, l]$ decides the number of layers taken for aggregation.

Meanwhile, we leverage on identifying position embedding to help the model distinguish the integrated scale information in attention model. By adopting the fixed sinusoidal absolute position embedding [23], feature sequences from different scales can still maintain the consistency between positions, i.e.,

$$PE_{(\text{pos}_j, 2i)} = \sin(\text{pos}_j/10000^{2i/d}),$$

$$PE_{(\text{pos}_j, 2i+1)} = \cos(\text{pos}_j/10000^{2i/d}).$$  \hspace{1cm} (6)

$i$ is the dimension and pos$_j$ is the position for $j_{th}$ feature map.

3.4. Training Loss

We use Euclidean distance to measure the difference between estimated density map and ground truth density map, which is generated based on annotated points following [1]. The loss is defined as follows:

$$\mathcal{L}_E = ||D^g - D||^2_2,$$  \hspace{1cm} (7)
where $D$ is the estimated density map and $D_{\text{gt}}$ is the ground truth density map. To improve the local pattern consistency, we also adopt a SSIM loss followed the calculation in [8]. By integrating the above two loss functions, we have

$$
\mathcal{L} = \mathcal{L}_E + \lambda \mathcal{L}_{\text{SSIM}},
$$

where $\lambda$ is the balanced weight.

**4. EXPERIMENTS**

**4.1. Implement Details and Evaluation Metrics**

We design the density regressor by an upsampling layer and three convolution layers with ReLU activation. The kernel sizes of first two layers are $3 \times 3$ and that of last is $1 \times 1$. Random scaling and flipping are adopted for each training image. Adam [24] with a learning rate $5 \times 10^{-5}$ is used to optimize the parameters. We set the number of attention heads $h$ as 4, the correlation cycle $T$ as 2, the number of aggregated layers $\delta$ as 2, and the loss balanced parameter $\lambda$ as $10^{-4}$.

Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) are used to measure the performance of our methods. They are defined by:

$$
\text{MAE} = \frac{1}{M} \sum_{i=1}^{M} | N_{i}^{\text{gt}} - N_{i} |,
$$

$$
\text{RMSE} = \sqrt{ \frac{1}{M} \sum_{i=1}^{M} (N_{i}^{\text{gt}} - N_{i})^2 },
$$

where $M$ and $N_{i}^{\text{gt}}$ are the number of images and the ground-truth count, respectively. The predicted count $N$ is calculated by integrating the estimated density map $D$.

**4.2. Datasets**

**FSC-147** [4] contains a total of 6135 images collected for few-shot counting problem. In each image, three randomly selected object instances are annotated by bounding boxes while other instances are annotated by points. 89 object categories with 3,659 images are divided for training set. Each 29 categories with 1,286 and 1,190 images respectively are divided for validation and testing sets.

**MS-COCO** [6] is a large dataset widely used in object detection and instance segmentation. In val2017 set, there are 80 common object categories with 5,000 images in complex everyday scenes. We follow [17] to generate four train/test splits which each contains 60 training and 20 testing categories.

**4.3. Comparison with Few-Shot Approaches**

We hold experiments on above two few-shot counting datasets to evaluate the proposed network. As there are few existing methods specifically designed for one-shot counting, for comprehensive evaluation, we modify FamNet [4] and CFOCNet [5] for this setting and also compare with other few-shot counting approaches [25, 26, 16, 27, 17].

First, quantitative results on FSC-147 are shown in Table 1. We list seven results of previous few-shot detection and counting methods in 3-shot setting and two results of state-of-the-art counting methods in 1-shot setting for comparison. The result of FamNet [4] uses the adaptation strategy during testing. It is worth noticing that our one-shot LaoNet outperforms all of previous methods, even those in 3-shot setting, without any fine-tuning strategy.

| Methods       | Val MAE | Val RMSE | Test MAE | Test RMSE |
|---------------|---------|----------|----------|-----------|
| Mean          | 53.38   | 124.53   | 47.55    | 147.67    |
| Median        | 48.68   | 129.70   | 47.73    | 152.46    |
| FR detector   | 45.45   | 112.53   | 41.64    | 141.04    |
| FSOD detector | 36.36   | 115.00   | 32.53    | 140.65    |
| GMN           | 29.66   | 89.81    | 26.52    | 124.57    |
| MAML          | 25.54   | 79.44    | 24.90    | 112.47    |
| FamNet        | 23.75   | 69.07    | 22.08    | 99.54     |

Table 1: Comparisons with previous state-of-the-art few-shot methods on FSC-147. The upper part of the table presents the results in 3-shot setting while the lower part presents 1-shot results. FamNet [4] uses the adaptation strategy during testing. It is worth noticing that our one-shot LaoNet outperforms all of previous methods, even those in 3-shot setting, without any fine-tuning strategy.
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Table 2. Results on each of four folds of COCO val2017. Methods with † follow the experiment setting in [5]. Our method achieves great accuracy without any fine-tuning on testing categories.

| Methods        | Fold 0  | Fold 1  | Fold 2  | Fold 3  | Average |
|----------------|---------|---------|---------|---------|---------|
|                | MAE     | RMSE    | MAE     | RMSE    | MAE     | RMSE    | MAE     | RMSE    | MAE     | RMSE    | MAE     | RMSE    |
| Segment [17]   | 2.91    | 4.20    | 2.47    | 3.67    | 2.64    | 3.79    | 2.82    | 4.09    | 2.71    | 3.94    |
| GMN [16]       | 2.97    | 4.02    | 3.39    | 4.56    | 3.00    | 3.94    | 3.30    | 4.40    | 3.17    | 4.23    |
| CFOCNet [5]†   | 2.24    | 3.50    | 1.78    | 2.90    | 2.66    | 3.82    | 2.16    | 3.27    | 2.21    | 3.37    |
| FamNet [4]     | 2.34    | 3.78    | 1.41    | 2.85    | 2.40    | 3.02    | 2.13    | 3.03    | 1.95    | 3.20    |
| CFOCNet [5]    | 2.23    | 4.04    | 1.62    | 2.72    | 2.40    | 2.75    | 2.16    | 3.07    | 2.21    | 3.37    |
| LaoNet (Ours)  | 2.20    | 3.78    | 1.32    | 2.66    | 1.58    | 2.19    | 1.84    | 2.90    | 1.73    | 2.93    |

Table 3. Ablation study for different terms. X stands for feature sequences of query image and S stands for that of supporting box region. Experiments are performed in FSC-147 val and test.

| Methods       | Val MAE | Val RMSE | Test MAE | Test RMSE |
|---------------|---------|----------|----------|-----------|
| LaoNet        | 17.11   | 56.81    | 15.78    | 97.15     |
| – Self-Attention (X) | 19.83  | 64.84    | 19.71    | 107.32    |
| – Self-Attention (S) | 19.67  | 63.79    | 18.71    | 111.83    |
| – Scale Aggregation | 18.82  | 63.74    | 17.16    | 106.40    |
| – SSIM         | 17.82   | 57.66    | 16.11    | 100.59    |

Table 4. Comparisons with pre-trained object detectors on FSC147-COCO splits of FSC147 which contain images with COCO categories. Even pre-trained with thousands of annotated examples on MS-COCO dataset, these object detectors still perform unsatisfied accuracy on counting task.

| Methods         | FSC147-COCO Val MAE | FSC147-COCO Val RMSE | FSC147-COCO Test MAE | FSC147-COCO Test RMSE |
|-----------------|----------------------|----------------------|----------------------|-----------------------|
| RetinaNet [20]  | 63.57                | 174.36               | 52.67                | 85.86                 |
| Faster R-CNN [21]| 52.79               | 172.46               | 36.20                | 79.59                 |
| Mask R-CNN [22] | 52.51               | 172.21               | 35.56                | 80.00                 |
| FamNet [4]      | 39.82               | 108.13               | 22.76                | 45.92                 |
| LaoNet (Ours)   | 31.12               | 97.15                | 12.89                | 26.64                 |

4.4. Discussions

Contribution of Different Terms. We study the accuracy contributions of different terms in FSC-147. The result is shown in Table 3 each row whereof reports the results after removing one component or one term from LaoNet. The Self-Attention modules for the two feature sequences to learn inner-relations increase the accuracy in testing set by 19.9% and 15.7% for MAE, 9.5% and 13.1% for RMSE, respectively. Compared to other two terms, the Self-Attention modules contribute most to the performance of our model.

The Scale Aggregation mechanism helps more on RMSE. The result demonstrates a robustness contribution under the multi-scale aggregation. Finally, the SSIM loss further improves the counting accuracy by both lower MAE and RMSE.

Convergence Speed. We hold experiments to measure the convergence speed and the performance stability. We pick FamNet [4] as the baseline for LaoNet with a pre-trained CNN backbone and an Adam optimizer. We train both two models on FSC-147 and report the validation MAE for 100 epochs.

As shown in Figure 3 our model has faster convergence speed and better stability than FamNet. With just 2 epochs, our method achieves a low counting error which FamNet has to reach after 40 epochs. Meanwhile, the convergence of our method is smooth and stable, while that of FamNet is jagged, with multiple sharp peaks and the highest error of 70.

Comparison with Object Detectors. Object detectors can be used for counting task with the number of predicted detections. However, even these detectors work with categories which they are trained on instead of one-shot setting, their counting performances are still limited. We select images of FSC-147-COCO subset from FSC147 Val and Test sets which share categories with MS-COCO dataset and conduct quantitative experiments.

As the results shown in Table 4 we compare LaoNet with several object detectors which are well pre-trained with thou-
Comparisons of validation MAE during training. The blue line represents our proposed LaoNet. With just one epoch, it can perform a great accuracy which FamNet needs to train for about 20 epochs.

sands of annotated examples on MS-COCO. Nevertheless, our method, which counts unseen categories, still outperforms the detection based methods which have met those categories in training, by a large margin.

5. CONCLUSION

This paper targets one-shot object counting, which requires the counting model to count objects of new categories by looking at only one instance. We propose an efficient network named LaoNet to address this challenge. LaoNet includes a feature correlation module to learn both inner-relations and inter-relations and a scale aggregation module to extract multi-scale information for improving robustness. Without any fine-tuning in inference, our LaoNet outperforms previous state-of-the-art few-shot counting methods with a high convergence speed. In the future, we consider applying our model to a wider range of one-shot vision tasks.
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