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ABSTRACT

Detection of object anomalies is crucial in industrial processes, but unsupervised anomaly detection and localization is particularly important due to the difficulty of obtaining a large number of defective and abnormal samples, and the unpredictable types of anomalies in real life. Among the existing unsupervised anomaly detection and localization methods, the NF-based scheme has achieved better results. However, the two subnets (complex functions) $s_i(u_i)$ and $t_i(u_i)$ in NF are usually multilayer perceptrons, which need to squeeze the input visual features from 2D flattening to 1D, destroying the spatial location relationship in the feature map and losing the spatial structure information. In order to retain and effectively extract spatial structure information, we design in this study a complex function model with alternating CBAM embedded in a stacked 3×3 full convolution, which is able to retain and effectively extract spatial structure information in the normalized flow model. Extensive experimental results on the MVTec AD dataset show that CAINNFlow achieves advanced levels of accuracy and inference efficiency based on CNN and Transformer backbone networks as feature extractors, and CAINNFlow achieves a pixel-level AUC of 98.64% for anomaly detection in MVTec AD.
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1. Introduction

Artificial intelligence anomaly detection system is widely used in manufacturing error detection Roth, Pemula, Zepeda, Schölkopf, Brox, and Gehler (2021), network intrusion detection Bergman and Hoshen (2020), and diagnosis of medical cases Wang, Wu, Cui, and Shen (2021). Anomaly detection and positioning technology are used to detect and locate anomalies from samples. In the field of industrial manufacturing, it is used to timely find defects in industrial equipment and industrial products that are not easily noticed by people, to ensure product quality and improve industrial production efficiency. In traditional anomaly detection methods, the training sample is roughly divided into samples of normal and abnormal samples, however, in real life, it is difficult to get a lot of defective samples Li, Sohn, Yoon, and Pfister (2021), the abnormal sample distribution imbalance caused by abnormal types at the same time uncertainty, training can’t contain all the abnormal types, so to break through the limitations, we use the form of distribution fitting to train the model with unlabeled data. We use a distribution transformation structure based on a reversible neural network to transform the distribution corresponding to the normal sample into the normal distribution. On the contrary, if the final distribution is not normal, then the input image is abnormal. Our method is mainly composed of a feature extraction module and distribution estimation module, which are responsible for image feature extraction and feature distribution transformation respectively.

In the feature extraction module, we choose spatial structure information of the image, in the field of computer vision, used in spatial structure information of image extraction model mainly divided into two kinds, and based on the Transformer based on convolution, among them, the classic model based on convolution is the ResNet, it through the residual structure can solve the problem of gradient disappearance, it can effectively extract spatial structure information of images. Recently, Transformer based machine vision model has gradually become a new paradigm, leading the traditional model based on Convolutional Neural Network (CNN) in a variety of scenarios. For example, ViT Dosovitskiy, Beyer, Kolesnikov, Weissenborn, Zhai, Unterthiner, Dehghani, Minderer, Heigold, Gelly et al. (2020) imitates Bert’s way of processing natural language and extracts the features of patch embedding sequence by Decoder. Although Transformer based machine vision model has achieved great success, convolution-based ConvNeXt still has faster processing speed and higher accuracy than Swin Transformer Liu, Lin, Cao, Hu, Wei, Zhang, Lin, and Guo (2021) under the same FLOPs, which shows us that the CNN structure still has a certain potential. CAINNFlow is a plug-in structure that can be connected to any image feature extractor for distribution transformation, regardless of the structure based on which image feature extractor is formed.

In the distribution estimation module, we transform the distribution and convert the original probability distribution of the output features of the feature extractor into normal distribution and other distributions (or the original probability distribution itself). In this module, we make assumptions about the distribution of data that based on statistical meth-
ods and find out the "anomalies" defined under the assumptions. Recently, a method named NF has been proposed Cunningham, Zabounidis, Agrawal, Fiterau, and Sheldon (2020). Flow-based NF can transform an arbitrary probability distribution into another arbitrary probability distribution. Such as the normal distribution converts into other arbitrary distributions, including the normal distribution itself. Improved GAN, VAE, and other traditional methods can not accurately evaluate the probability distribution and reasoning defects. However, the original one-dimensional normalized flow model required flattening the two-dimensional input features into one-dimensional vectors to estimate the distribution, which limited the flow model’s ability and destroyed the inherent spatial position relationship of two-dimensional images Cunningham et al. (2020). To solve this problem, CAINNFlow is proposed, that is, CNN structure embedded in CBAM(Convolutional Block Attention Model) Woo, Park, Lee, and Kweon (2018) is used to retain the spatial location of input samples, which enables CAINNFlow to effectively extract spatial structure information while preserving spatial structure information. In addition, in the traditional structure of the Convolutional structure, the Attention of each point and channel in the space is the same, which enables the Model to focus on important features and suppress unnecessary features. Using the structure of CBAM, effectively improve the effect of anomaly detection.

As shown in the figure: 1, we first used the feature extractor pre-trained in the large-scale open field to extract the spatial features of the image, and then input the obtained spatial feature tensor into CAINNFlow to realize anomaly detection and location. During training, CAINNFlow can transform the distribution corresponding to the spatial features of normal images into normal distribution through parameter updating. In the transformation, CAINNFlow can retain the spatial structure information in the features through the stacked CNN structure embedded with CBAM and extract it effectively. During the test, we calculate the distance between the model input image distribution and the standard normal distribution to obtain the anomaly score of each pixel, to achieve pixel-level anomaly detection and location. In general, we use a visual feature extractor based on a neural network for visual feature extraction, and then use CAINNFlow for distribution transformation of reserved spatial information to realize anomaly detection and pixel-level location.

The main contributions of this paper are summarized as follows:
- The CAINNFlow proposed by us retains spatial information during distributed transformation not only uses CNN structure embedded with CBAM to effectively extract spatial location information but also information of each channel to improving the accuracy of anomaly detection.
- CAINNFlow is a straight-in structure that acts as a distributed converter and can be attached to any feature extractor, which can be any computer vision model using neural networks, such as ResNet, ViT, and ConvNeXt.
- The experimental results using the MVTec Bergmann, Fauser, Sattlegger, and Steger (2019) AD anomaly detection data set show that the CAINNFlow method we proposed, which indexes with fewer parameters, achieves the advanced level of image-level AUROC(Area Under the Receiver Operating Characteristic) and pixel-level AUROC.

2. Related Work
2.1. Anomaly detection method
Anomaly detection is the most common method in industrial production. One of the most commonly used methods is unsupervised anomaly detection and location, which can effectively detect and locate anomalies Roth et al. (2021). Because in anomaly detection in real life, it is difficult to get a lot of defective sample sample distribution caused by serious imbalance, and the unpredictability of the kinds of causes training focus to include all types of abnormal, made with limited supervision and the application of anomaly detection, unsupervised anomaly detection and location is particularly important. In order to be close to the actual situation, the anomaly check data set of MVTec Bergmann et al. (2019) was used as the main supporting data set in the experiment in this study. It contains 5354 high-resolution color images of different object and texture classes. It contains normal (that is, defect-free and unlabeled) images for training and abnormal images for testing. Anomalies are represented by more than 70 different types of defects, such as scratches, dents, contamination and various structural changes. This is the first comprehensive multi-target, multi-defect anomaly detection dataset, which is taken from real industrial scenarios and provides pixel-level anomaly annotation.

In addition, during 2017, Y. Feng et al used PCANet to extract both appearance and motion features from 3D gradients on two publicly available datasets, the UCSD Ped1 Dataset and the Avenue Dataset, and video events were automatically represented and modeled in an unsupervised manner. A deep Gaussian Mixture Model (GMM) is constructed using the observed normal events. It is proved that the depth model is effective in detecting abnormal events in video surveillance Feng, Yuan, and Lu (2017). In 2018, S. Wang et al. modeled the features of ordinary video events on UCSD PED1, PED2, and UMN datasets, and introduced an extreme learning machine (OC-ELM) as the data description algorithm. A new method for automatic detection and location of video anomalies is proposed, which can achieve the most advanced results in both video anomaly detection and location tasks Wang, Zhu, Yin, and Porikli (2018). In 2019, Nanjun Li et al conducted experiments on three common data sets of UCSD dataset, UMN dataset, and Avenue dataset through Multi-variable Gaussian Full Convolution Adversarial Autoencoder (MGFC-AAE). A video anomaly detection and location method based on deep learning is proposed. Li and Chang (2019). M. Canizo et al. proposed an architecture of supervised multi-time series anomaly detection method based on deep learning, multi-head CNN-RNN(Regressive Neural Network), which combined CNN and RNN in different ways. Different from other methods,
we use independent CNN, called convolution head, to handle anomaly detection in multi-sensor systems. This architecture is suitable for multi-time series anomaly detection and has achieved good results in actual industrial scenes Canizo, Triguero, Conde, and Onieva (2019). In 2020, X. Zhang et al. proposed a method based on scene perception combining fluid force expression and psychological theory, introduced the line integral convolution flow field visualization technology to segment the moving pedestrians in the scene, and proposed a clustering strategy guided by scene perception to cluster the consistent crowd. Experimental results show that the proposed method achieves higher accuracy in both frames and pixel-level measurement than the existing methods. Zhang, Ma, Yu, Huang, Howell, and Stevens (2020). Labiba Gillani Fahad et al. executed a comprehensive activity level assessment of the proposed method on two smart home datasets and used probabilistic neural networks for the classification of presegmented activity instances. It is used to recognize abnormal phenomena in multi-resident activities Fahad and Tahir (2021). In this study, pixel-accurate Ground Truth(GT) was provided for all anomalies, and the current advanced unsupervised anomaly detection methods were evaluated Yu, Zheng, Wang, Li, Wu, Zhao, and Wu (2021), and compared with the CAINNFlow method adopted by us.

2.2. Feature Extraction

With the gradual integration of artificial intelligence into people’s production and life, deep learning has been widely used in computer vision. Currently, the commonly used methods of feature extraction are respectively based on convolutional Neural Network (CNN) and Transformer. Some studies use ResNet to extract object features. For example, the residual network (ResNet) adopted by Microsoft Li, Jiao, Han, and Weissman (2016) won the first place in ILSVRC-2015 with an astonishing error rate of 3.6%. The 152-layer network they use has lower complexity than the VGG Simonyan and Zisserman (2014) network and solves the degradation problem by introducing residual learning of deep connections. While Transformer has been a big success in Natural Language Processing(NLP), Vision Transformer extends the Transformer model architecture into the realm of computer Vision. Transformer is a good replacement for convolution operations and can still achieve good results in computer vision tasks without relying on convolution. The convolution operation can only consider local feature information, while the attention mechanism in Transformer can comprehensively consider global feature information. In order to be as compatible as possible with Transformer related structures in the NLP domain, Vision Transformer directly migrates Transformer from the NLP domain to the computer Vision domain without changing the Encoder architecture in Transformer as much as possible. Recently, DeiT Touvron, Cord, Douze, Massa, Sablayrolles, and Jégou (2021a), which is realized by Transformer and distillation technology without any convolution, can get good results only by training on ImageNet with relatively less computation. Later, based on DeiT’s work, CaiT Touvron, Cord, Sablayrolles, Synnaeve, and Jégou (2021b) made Deep Vision Transformer easy to converge and improve accuracy through LayerScale, and CaiT adopted class-attention layers. Make the model more efficient for class token processing. Recently, however, a ConvNeXt Liu, Mao, Wu, Feichtenhofer, Darrell, and Xie (2022) based on the CNN model design framework emerged, which surpassed the performance of such models as ViT based on Transformer in terms of overall performance. To sum up, both CNN-based and Transformer Based computer vision models have their own advantages and disadvantages, so the feature extractor modules selected in this study include Transformer Based and CNN Based, both of which are combined with CAINNFow for experiments.

2.3. Normalizing Flow

In recent years, researchers have developed many methods to learn probability distributions of data sets, including Generative Adversarial Networks (gans), Variational Self-encoders (VAE), and Normalizing Flow. However, both GAN and VAE lack accurate evaluation and inference of probability distribution, which leads to poor quality of fuzzy results in VAE, and GAN training also faces problems such as pattern collapse. To overcome the deficiency of GAN and VAE, relevant researchers proposed Normalizing Flow. NF based on Flow can transform random probability distribution
into another random probability distribution, while GAN can only transform a random vector into an image, for example, normal distribution into another random distribution including the normal distribution itself. Compared with GAN and VAE, NF can transform the probability distribution corresponding to complex data into a simple probability distribution, for example, the probability distribution corresponding to images in MNIST data into a simple normal distribution, and vice versa, the simple normal distribution can be transformed into complex probability distribution corresponding to images in MNIST.

Therefore, based on the advantages of NF above, we propose CAINNFlow based on NF to achieve distributed transformation on the basis of retaining and effectively extracting spatial structure information.

3. Methodology

3.1. Definition And Methods of NF

The general representation of Normalized Flow refers to the gradual approximation of complex distribution to simple Gaussian distribution by using multiple nested reversible functions Yu et al. (2021). The original distribution has several nested reversible functions and then transforms into any other distribution (including the original distribution itself), where the corresponding increase or decrease in the probability area is the product of the Jacobian determinant of all the reversible functions. Normalizing Flow Cunningham et al. (2020) is essentially a series of reversible functions, so Normalizing Flow is reversible. Meanwhile, the probability density distribution of samples can be converted back to its corresponding original distribution through the reverse process of Normalizing Flow Agnelli, Cadeteas, Tabak, Turner, and Vanden-Eijnden (2010).

In simple terms, Normalizing Flow is a set of invertible functions, or the analytic inverse of these functions can be computed. For example, \( f(x) = x + 2 \) is a reversible function because every input has and only one unique output, and vice versa, and \( f(x) = x^2 \) is not a reversible function. Such functions are also called bijective functions.

In particular, I’m given an invertible mapping \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \), and use it to put random variables \( z \) \( q(z) \) Transform to a new variable \( z' = f(z) \) After, the distribution of the new variable is: \( q (z') = g(z) \left| \frac{\partial f^{-1}}{\partial z} \right| = q(z) \left| \frac{\partial f}{\partial z} \right|^{-1} \) . Then, in order to build a sufficiently complex distribution, we can design the model structure with multiple similar reversible mappings and nested sequences of mappings:

\[
\begin{align*}
v_1 &= u_1 \odot \exp \left( s_2 \left( u_2 \right) \right) + t_2 \left( u_2 \right) \\
v_2 &= u_2 \odot \exp \left( s_1 \left( v_1 \right) \right) + t_1 \left( v_1 \right)
\end{align*}
\]  

(1)

In the figure: 2, the basic building block of a reversible neural network is the affine coupling layer generalized by the Real NVP model. Its working principle is to divide the input data into two parts \( u_1 \) and \( u_2 \), which are converted by learning functions \( s_i(u_i) \) and \( t_i(u_i) \) and coupled alternately.

The specific operation is as follows: firstly, input data \( u_2 \) is substituted into function \( s_2 \), the result of \( s_2(u_2) \) is substituted into base E for exponential operation, and then the result of input data \( u_1 \) and \( \exp(s_2(u_2)) \) are dot multiplied to get \( u_1 \odot \exp(s_2(u_2)) \). After \( \exp(s_2(u_2)) \), add the result with the result of input data \( u_2 \) into the function \( T_2 \), and finally get our output node \( v_1 \). Similarly, we can perform a series of operations to get the output node \( v_2 \).

\[
z_K = f_K \circ \cdots \circ f_2 \circ f_1 \left( z_0 \right)
\]

(2)

In this way, \( \ln q_K \left( z_K \right) = \ln q_0 \left( z_0 \right) - \sum_{k=1}^{K} \ln \left| \frac{\partial f_k}{\partial z_{k-1}} \right| \) When you calculate the distribution after the transformation \( q_k \). Value is not evaluated explicitly \( q_k \). But by the initial distribution \( q_0 \). Through the above process, NF can transform the original distribution into a new distribution with a series of reversible mappings. By optimizing the variable parameters of the bijective function during training, the bijective function can transform the basic distribution into an arbitrary distribution. Each bijective function can be written as a layer of a network, with the optimizer learning the parameters and finally fitting the real data. By using the maximum likelihood estimation method, the distribution problem of fitting real data is changed into the log-likelihood problem of the probability after fitting transformation, and the log-likelihood problem is also used for the stability of calculation. The traditional Normalized Flow has the following characteristics Kobyzev, Prince, and Brubaker (2020):

- A mapping from input to output is bijective, that is, its inverse function exists.
- Both forward and reverse mappings are effectively computable.
- The map has a tractable Jacobian determinant, so the probabilities can be explicitly converted by variable formulas.

The proposal of NF provides an effective idea and method to solve the fitting problem of complex distribution. Reversible functions can map the vector space in the Cartesian coordinate system into different vector spaces and reversely map back to the original vector space using the inverse operation of reversible functions. It is worth noting that the area of the vector space is changed in the above mapping process by the Jacobian determinant of the reversible function.

Since some information is lost in the forward process, an additional potential output variable \( z \) is introduced, which is trained to capture information related to \( x \) but not contained in \( y \). In addition, the training network needs to adjust \( p(z) \) according to the Gaussian distribution. Namely, \( p(x|y) \) is adjusted to a certain function \( x = g(y, z) \), this function will be known to the distribution of \( p(z) \) in the case of meet \( y \) to \( x \) space.

If \( x \in RD \ y \in RM \), then due to the loss of information in the forward process, the inherent dimension \( m \) of \( y \) must be less than \( D \), even though \( M \) may be greater than \( D \). We hope that based on the model \( q(x|y) \) to predict the \( p(x|y) \),
By alternating forward and backward iterations and accumulating bidirectional gradients before parameters are updated, the input and output errors are reduced and training is more efficient.

$s_i(u_i)$ and $t_i(u_i)$ subnets (complex functions) in NF are usually multi-layer perceptrons, which need to flatten and extrude the input visual features from $2D$ to $1D$, thus destroying the spatial position relationship in the feature graph and losing the spatial structure information. To retain and effectively extract spatial structure information, we designed a complex function model with alternating CBAM embedded in the stacked $3 \times 3$ full convolution in this study, which can retain and effectively extract spatial structure information in the Normalized Flow model. Its model structure is the combination of two-dimensional convolution and CBAM structure. CBAM is a convolution attention module that integrates channel attention and spatial attention mechanism, and the tensor shape of input and output of CBAM is consistent so that it can be seamlessly integrated into the structure constituted by CNN. Therefore, we propose a structure named CAINNFlow that can retain spatial information and extract spatial information effectively.

As the characteristic distribution of abnormal samples is different from that of normal samples, the likelihood value of abnormal samples obtained by CAINNFlow should be lower than that of normal samples. Therefore, the likelihood value of test samples can be used as the anomaly score to detect and locate anomalies.

### 3.2. CBAM

CBAM is a convolution attention module proposed by Sanghyun et al., which integrates channel attention and spatial attention mechanism (Woo et al. 2018). CBAM can be seamlessly integrated into CNNs and can conduct end-to-end training with CNNs.
The convolutional block attention module takes an input feature \( F \in \mathbb{R}^{C \times H \times W} \), refines it, and generates a refined feature \( F' \). The refined feature is then used to create a spatial attention map \( M_s \) and a channel attention map \( M_c \). These maps are then multiplied together to generate the final output feature \( F'' \).

The calculation process of channel attention is as follows:

\[
M_c(F) = \sigma(MLP(Avg\ Pool(F)) + MLP(Max\ Pool(F)))
\]

\[
= \sigma \left( W_1 \left( W_0 \left( F^{\text{avg}} \right) \right) + W_1 \left( W_0 \left( F^{\text{max}} \right) \right) \right)
\]

(7)

where \( \sigma \) denotes the sigmoid function, \( W_0 \in \mathbb{R}^{C/r \times C} \), and \( W_1 \in \mathbb{R}^{C/r \times C} \). Note that the MLP weights, \( W_0 \) and \( W_1 \), are shared for both inputs and the ReLU activation function is followed by \( W_0 \). The structure of the spatial attention module is shown in the figure: 6. In the spatial attention module, we first perform mean pooling and max pooling operations on the input feature map \( F \) along the channel axis to aggregate the information on the feature map \( F \). Then, the two-dimensional spatial attention map \( M_s \) is generated through the spatial attention module, and then the sum is made of the elements are multiplied to get the final output.

3.3. Comparison of different spatial information extraction structures of CAINNFlow

CAINNFlow has three modules to extract spatial information: CA, AC, and CAC, as well as a CC module for ablation experiments. The structure of the CA module is connected to a CBAM after a 3×3 convolution layer, as shown in the figure: 7. The final output of the input feature graph \( F \) is obtained through CBAM after convolution. The calculation process of the CA module is as follows:

\[
F' = \text{Con}(F)
\]

\[
F'' = M_c(F') \odot F' \downarrow
\]

\[
F''' = M_s(F'') \odot F''
\]

(9)
Among them, $\otimes$ For element-level multiplication, Con for convolution operation, $F'$ Represents the output of the convolution. $F''$ Note the output of the graph elements multiplied by each other, $F'''$ for $F''$. And the final output of the multiplication of the force diagram elements in two-dimensional space. The structure of the AC module is connected with a 3×3 convolution layer after a CBAM, and its structure diagram is shown in the figure: 8. The final output of input feature graph $F$ is obtained after CBAM and convolution. The AC module is calculated as follows:

$$
F' = M c (F) \otimes F' \\
F'' = M s (F') \otimes F' \downarrow \\
F''' = \text{Con} \left( F'' \right)
$$

(10)

Among them $\otimes$ For element-level multiplication, and Con for convolution operation. $F'$ for $F$ Notice the output when you multiply the graph elements, $F''$ For $F'$ the And the output of the multiplication of the force diagram elements in two-dimensional space, $F'''$ for $F''$. The final output after convolution. The structure of the CAC module is

$$
F' = \text{Con} (F) \\
F'' = \text{Con} (F')
$$

(12)

Conv stands for convolution operation. $F'$ is the output after the first convolution and the $F''$ output after the second convolution.

The structure of the CC module is two 3×3 convolution layers, and its structure diagram is shown in the figure: 10. The final output of the input feature graph $F$ is obtained after two levels of convolution. The calculation process of the CC module is as follows:

$$
F' = \text{Con} (F) \\
F'' = \text{Con} (F')
$$

(12)

Conv stands for convolution operation. $F'$ is the output after the first convolution and the $F''$ output after the second convolution.

4. Experiments

4.1. The data set

The detection of abnormal structures in natural image data is very important for many types of research in computer vision. The data set used in this study is the MV Tec Anomaly Detection dataset, which contains 5354 high-resolution color images of different object and texture categories, as well as normal images for training without defects and defective anomaly images for testing. The abnormal images show more than 70 different types of defects, such as scratches, dents, contamination, and various structural changes.

This dataset is a new unsupervised anomaly detection dataset that simulates real industrial detection scenarios and offers the possibility of evaluating unsupervised anomaly detection methods for various textures and object classes with different types of exceptions. Since this dataset provides pixel-level accurate GT annotation for anomaly areas in the image, we can evaluate anomaly detection methods for image-level classification and pixel-level segmentation. At
the same time, the proposed data set promotes the development of new unsupervised anomaly detection methods. The development of unsupervised anomaly detection methods requires data to train and evaluate new methods and ideas, so in an unsupervised setting, we train our model with normal images for each category and evaluate it in test images that contain both normal and abnormal images.

### 4.2. The evaluation

In this study, the method we used and other methods compared with it need to be measured by the image or pixel-level region under the receiver Operating Characteristic Curve (AUROC) during the comparison of their respective performance. AUROC is an indicator used to measure the performance of a classifier. It reflects the performance of the classifier through the area between the receiver operating characteristic curve and the coordinate axis. Its significance can be understood as the expectation that uniformly selected random positive samples (positive samples) rank ahead of uniformly selected random negative samples (negative samples). AUROC is a value between 0 and 1. When the AUROC value is close to 1, it indicates that the classifier has a better classification of positive and negative samples. In the locating task, we need to output an exception score for each pixel for comparison. Meanwhile, AUROC is also a dichotomous evaluation method commonly used in machine learning, which directly means the area under the ROC curve. A pair of samples (one positive sample and one negative sample) are randomly selected, and then the trained classifier is used to predict the two samples. The probability of a positive sample is predicted to be better than the probability of a negative sample.

There is how to calculate AUROC:

In a data set with $M$ positive samples and $N$ negative samples. There are $M$ times $N$ pairs of samples. So let’s figure out how many of these $M$ times $N$ samples, the positive sample is more likely to predict than the negative sample.

$$AUC = \frac{\sum I(P_{\text{positive samples}} \times P_{\text{negative samples}})}{M \times N}$$ (13)
4.3. contrast others

4.3.1. Different anomaly detection methods

Table (1): Anomaly detection and location performance of the MVTec AD dataset (image-level AUC, pixel-level AUC). The MVTec AD dataset contains 5354 high-resolution color images of different object and texture classes, the training set contains only normal samples without defects, and the test set adds abnormal samples. We compared four with other anomaly detection methods that work well, such as: PatchSVDD Yi and Yoon (2020), SPADE Reiss, Cohen, Bergman, and Hoshen (2021), DiFFerNet Rudolph, Wandt, and Rosenhahn (2021), Cut Paste Li et al. (2021), PaDiM Defard, Setkov, Loesch, and Audigier (2021), PatchCore Roth et al. (2021), CFlow Gudovskiy, Ishizaka, and Kozuka (2022), CC Yu et al. (2021). The comparison results are shown in Table (1). It can be found that in the case of Flow using fewer parameters, the image-level AUC and pixel-level AUC of most industrial products are higher than those of other anomaly detection methods.

4.3.2. Different feature extractors

As shown in Table (4), we used four different feature extractors to detect and locate anomalies and filled the average into the table as the final result.

In addition, the advantages of using AUROC to measure the performance of the classifier are as follows:

- It is not affected by category imbalance, and different sample proportions will not affect the evaluation results of AUC.
- AUC can be directly used as a loss function during training.

Therefore, two evaluation indexes, image-level AUROC and pixel-level AUROC are adopted in anomaly detection and location tasks. Image-level AUROC is an evaluation indicator used to classify whether the whole image is abnormal, and pixel-level AUROC is an evaluation indicator used to judge whether the model accurately classifies whether a single pixel is defective.

The structure of CAINNFlow is a plug-in, and we can attach any feature extractor before it. To observe the performance of CAINNFlow when using different feature extractors, we designed a group of experiments, in which RESNet18, CaiT, wide-ResNet50-2 and Deit were used as our feature extractors, followed by CAINNFlow which used CAC structure to extract spatial information. Under the same parameter setting. It can be found that CAINNFlow using CaiT, wide-ResNet50-2 and Deit feature extractor, the Pixels-level AUROC is generally higher than CAINNFlow using ResNet18 feature extractor. The experimental results show that the stronger the feature extractor before CAINNFlow, the better the output effect of CAINNFlow. The effect of the feature extractor and CAINNFlow combination structure is positively correlated with the strength of the feature extractor in the combination structure.

| Table 2 |
| Structure comparison of CAC, CA, AC and CC |

The feature extractor of the experiment was ResNet18, the epoch was 750, the parameter was step2, and the learning rate LR was 5e−4.

| Table 3 |

Experimental results of CAC with different parametersResNet18 epoch was 750, and the LR of learning was 5e−4.

| Table 4 |

The structure of CAINNFlow is a plug-in, and we can attach any feature extractor before it. To observe the performance of CAINNFlow when using different feature extractors, we designed a group of experiments, in which RESNet18, CaiT, wide-ResNet50-2 and Deit were used as our feature extractors, followed by CAINNFlow which used CAC structure to extract spatial information. Under the same parameter setting. It can be found that CAINNFlow using CaiT, wide-ResNet50-2 and Deit feature extractor, the Pixels-level AUROC is generally higher than CAINNFlow using ResNet18 feature extractor. The experimental results show that the stronger the feature extractor before CAINNFlow, the better the output effect of CAINNFlow. The effect of the feature extractor and CAINNFlow combination structure is positively correlated with the strength of the feature extractor in the combination structure.

| AUROC (Best) | Wide-ResNet-50 | ResNet18 | DeiT | CaiT |
|-------------|----------------|---------|------|------|
| bottle      | 99.31          | 98.20   | 96.64| 98.02|
| cable       | 98.44          | 97.87   | 98.59| 98.63|
| capsule     | 98.89          | 98.41   | 98.77| 98.92|
| carpet      | 99.15          | 98.76   | 98.63| 99.31|
| grid        | 99.62          | 98.73   | 98.34| 97.74|
| hazelnut    | 99.08          | 98.72   | 98.92| 99.24|
| leather     | 99.62          | 99.62   | 99.45| 99.64|
| metal nut   | 99.88          | 97.11   | 99.22| 99.06|
| pill         | 97.31          | 96.26   | 98.58| 98.79|
| screw       | 99.39          | 97.93   | 98.98| 99.63|
| tile         | 97.92          | 94.81   | 97.14| 97.48|
| toothbrush   | 99.11          | 97.76   | 99.29| 99.53|
| transistor   | 97.51          | 97.53   | 97.30| 97.22|
| wood         | 96.07          | 95.03   | 95.99| 95.46|
| zipper       | 98.86          | 98.04   | 97.62| 98.61|
| Average      | 98.64          | 97.39   | 98.39| 98.49|
4.4. Structure comparison of CAC, CA, AC and CC

Our CAINNFlow has four structures for extracting spatial information: CA, AC, CAC, and CC. To compare the effects of CAINNFlow with four different structures, we conducted experiments on CAINNFlow using these four structures to extract spatial information, and the experimental results obtained are shown in Table (2). In general, the CAC module adopted by CAINNFlow has a better overall effect than the CA module and AC module in 12 evaluation indicators, and only the AC module is weaker than the CC module.

4.5. CAC was compared with different steps

We conducted experiments on the CAC module in F under different parameters. In the same experiment, the feature extractor used RESNet18, the epoch was 750, and the learning rate LR was $5e^{-4}$. The experimental parameters were step1, Step2, step3, step4, and step5. The experimental results are shown in Table (3):

It was observed that the evaluation index increased with Step and reached a better level when Step was equal to 2, then decreased. In practice, Step can be set to 2 to ensure performance and accuracy.

Although the performance of CAINNFlow with the large model as a feature extractor is better than that with the ResNet18 feature extractor, the experimental cost brought by the number of parameters of the large model is huge. To explore whether CAINNFlow can achieve better results when using small models as feature extractors, we conducted experiments. In the experiment, we used RESNet18 as the feature extractor and then modified the parameter Settings of CAINNFlow to find the global optimal solution. It is observed that under the condition of an invariant feature extractor, a better effect can be achieved by tuning CAINNFlow parameters. The experimental results are shown in Table (5).

4.6. Feature Visualization and Generation

The ability of bidirectional reversible probability distribution is one of the indispensable functions in our design of CAINNFlow. In the forward process, CAINNFlow can transform the feature map of the backbone network into the standard Gaussian distribution of high availability. In its reverse process, we also designed noise interference to prove that CAINNFlow has the visual characteristics of visualizing the reverse generation of specific probability sampling variables. In the figure(11) We have visualized this process.

As shown in figure(11) , as is shown in figure(11) In the forward process of class image, the probability graph after feature extraction and transformation has significant distribution characteristics. Moreover, in the experiment of adding noise points to the probability graph to verify the reversibility of CAINNFlow, obvious abnormal visual features were also obtained in the reverse results.
4.7. Qualitative Results

Through experiments on the MVTecAD data set, we find the following figure(12) Visualizes the results. We designed a control experiment containing ground truth Mask and heatmap of abnormal location score with two kinds of reference images. The experimental results show that our CAINNFlow architecture is effective in anomaly recognition, whether based on normal images or abnormal images.

5. Conclusion

CAINNFlow is a plug-in structure proposed in this study to identify and localize objects with anomalies, which can be used as a plug-in connected behind any computer vision model as a backbone feature extractor. In our research, in order to retain and effectively extract spatial structure information while performing distribution transformation, we constructed CAINNFlow based on INN by using a stacked CNN structure embedded with CBAM as a subnetwork. The results of extensive experiments on MVTec AD dataset show that CAINNFlow can be used as a feature extractor based on CNN and Transformer backbone network as a feature extractor, it achieves advanced level in terms of accuracy and inference efficiency.
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