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Abstract. Computational Physics plays a major role in solving the physical problems numerically, which cannot be achieved using analytical methods due to the time constraint and complexity of the underlying physical systems. Computational physics combines the theoretical and experimental aspects of conventional scientific study. The advancement in the field of computing and numerical analysis helped computational physics to solve the problems associated with molecular modeling, protein folding, atmospheric science more effectively. In this paper, we review some of the important methods and equations used in Computational Physics in order to solve mathematical problems numerically. Integration, Root finding, Ordinary differential equations, Matrix eigenvalue problems, system of linear equations and Partial differential equations along with some of the well-known methods are briefly discussed. Challenges and applications associated with Computational Physics are also reviewed.
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1. Introduction
Computational Physics is study and implementation of numerical algorithms and techniques using computer programming. It is a subset of computational science. Computational physics can also be used as tool for solving various numerical problems across various domains like computational biophysics, computational astrophysics, computational chemistry etc. Computational physics encompasses numerical integration, numerical solution of differential equation, simulations etc. Computational physics is often needed when we cannot solve the problems analytically and there are too much of data to be processed. This paper has total 5 sections. Section 1 provides the brief introduction of computational physics. Section 2 Methods and Algorithms describes prominent used in computational physics Section 3 lists Applications and Impact of computational physics. Section 4 covers challenges faced by computational physics. Finally this paper concludes with Section 5 Conclusion.
2. Methods and Algorithms
Algorithms are the set of logical steps for a specific computational problem. These involve two steps in the first step we need to transform a problem or equations into a set of logical steps that a computer can follow and in the second step we inform the computer to perform these logical steps. Figure 2. Computational Physics Methods shows different methods used.
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2.1. Root Finding
Root finding is a method to find root for the continuations equation f(x) = 0. Root Finding method can be used in different fields. Roots of the mathematical equation in found in successive iterative process [2], where solution of one iteration is given as input to next iteration until solution / roots found is close enough to solution. Figure 3. Represents some of the prominent different types of root finding methods [3] [4] [5] [6].
2.1.1. *Bracketing Method*. Bracketing Method will successively allow shrinking the interval until it is sufficiently close enough to solution/root. Bracket is an interval where solution/root is present. Initial values of brackets are guessed depending on the problem. Bracketing Methods are slower but they are reliable, if there is a solution bracketing methods will converge to it [4].

![Diagram of Root Finding Methods](image)

**Figure 3.** Types of Root Finding Method

2.1.1.1 *Bisection Method*. Within bracketing method, Bisection Method is the simplest method of root finding. If \( f(x) \) is a continuous function in between initial guess of interval \( x_l \) and \( x_u \), where \( x_l \) is the lower bracket and \( x_u \) is the upper bracket. Calculate \( x_r \) by taking average of interval. There are 3 conditions, Condition 1. \( f(x_l)f(x_r)=0 \), then \( x_r \) is root/solution and stop iteration. Condition 2 \( f(x_l)f(x_r)>0 \) then \( x_l=x_r \) and Condition 3 \( f(x_l)f(x_r)<0 \) then \( x_u=x_r \) if condition 2 or 3 is true then return to previous step [2][6]. The iteration can be stopped when value of subsequent \( x_r \) becomes relatively smaller or when approximate error becomes lesser than 1%.

2.1.1.2 *False Position (Regula Falsi)*. False position method is very similar to Bisection method but much faster when compared with it. It will be using geometric information. Initial guessing of interval, checking the conditions and updating of intervals are same. Only difference between bisection and false position method is how \( x_r \) is calculated. The value of function at \( x_l \) and \( x_u \) is connected using straight line. The point where line crosses x axis is \( x_r \).

2.1.2. *Open Method*. Only one value is guessed. Solution of iteration is fed to successive iteration to reach solution which will be very closer to root/solution. Faster compared with the bracketing method but unreliable, Open methods may not converge to solution [4].

2.2. *System of Linear Equation*
In linear equation we will be trying to find solution for unknown variable in an equation. System of linear equation can have 1 or more equation [7].

2.2.1. *Gauss Elimination Method*. The paragraph text follows on from the subsubsection heading but should not be in italic. Carl Friedrich Gauss in 19th century recommended this method. Gauss Elimination method mainly 2 steps Elimination method and Back substitution method. In elimination method unknown variable will be eliminated and in back substitution method the value of the
unknown variable which is found will be substituted in an equation to find different unknown variable. To overcome disadvantages several variation introduced like scaling and pivoting. Gauss-Jordan method is another variation of Gauss Elimination Method [8].

2.2.2. LU Decomposition Method. LU Decomposition Method decomposes matrix A as multiplication of 2 matrices L and U, where L represent lower triangular matrix and U represents upper triangular matrix [9]. It mainly consists of 3 steps decomposition, forward substitution and backward substitution.

\[ AX = B \]  
\[ \text{---Eq(1)} \]

In decomposition step, matrix A is decomposed to matrix L and U. \( A = LU \) Eq(1) can be rewritten as \( LUX = B \). Renaming \( UX = D \). In forward substitution value of D is found by equation \( LD = B \). Value of X can be found by backward substitution \( UX = D \). LU Decomposition is more efficient when forward substitution and backward substitution steps are more efficient. LU Decomposition method decomposition method will not go into iteration which will save considerable amount of time [10].

2.3. Ordinary Differential Equation

Some text. Ordinary differential equations (ODEs) are derived from physical science which proven to be essential approaches to solve physical problems [11]. ODE comprises few ordinary derivatives of a function and a single independent variable (like \( y \))[12]. Classification of ODEs have been done based on the order which has been determined based on the order of the highest derivative exists in any of the equation. The lack of availability of analytical solutions for the wide range of differential equations that emerges in physics and engineering applications makes numerical methods indispensable. Runge-Kutta Methods, Linear Multistep Methods etc are example for the numerical methods used in ODEs.

2.3.1. Runge-Kutta Methods. Runge-Kutta methods aids in numerically assessing solutions to differential equations which would be in the form of \( y' = f(x, y) \) [13]. They were first introduced in 1900 by Carle Runge and Martin Kutta. John Butcher contributed further developments in 1960. Runge-Kutta algorithm is widely used by researchers and scholars since it is known for accuracy when used in applications pertaining to scientific and engineering field. The Runge-Kutta methods is a group of methods with common structure. The Runge–Kutta methods are a collection of implicit and explicit iterative methods and popular due to its simplicity and efficacy. This method can be considered as compelling predictor–corrector methods. It may follow single predictor step and one or more corrector steps [14].

The explicit Runge-Kutta method is not as stable and accurate as implicit Runge–Kutta methods [15]. Some of the well-known explicit methods are Ralston's method, Forward Euler, Heun's method, Kutta's third-order method Explicit midpoint method, Generic second-order method, etc. Backward Euler, Implicit midpoint, Crank-Nicolson method, Diagonally Implicit Runge Kutta methods and Gauss–Legendre methods are some of the implicit methods.

2.4. Integration

Numerical Integration computes the integral of a function using numerical techniques [16]. It involves a wide range of algorithms for calculating the numerical value of a definite integral.

\[ A = \int_{a}^{b} f(x) \, dx \approx \sum_{j} w_{j} f(x_{j}) \]

The area from x axis to curve \( y = f(x) \). The positions of the points, \( x_{j} \), at which heights are calculated are termed abscissae in numerical integration terminology, and the widths, \( w_{j} \), are named weights. To a given degree of accuracy, computing an approximate solution to a definite integral is a real challenge in numerical integration. [17].
2.4.1. Monte Carlo integration. In physics and other areas where these methods are used, the word “Monte Carlo” refers to the use of random numbers. The simplest of a broad range of “Monte Carlo methods” is a Monte Carlo integration. Here uniform random sampling method is used to determine the averages \[ \frac{1}{8} \]. An integral can be stated as an average of the integrand over the range, or volume, of integration, and Monte Carlo integration is based on this fact. Two of the easily applicable methods to multi-dimensional integrals are Monte-Carlo and quasi-Monte Carlo methods.

2.4.2. Romberg’s method. In the field of numerical analysis, the definite integral is estimated using Romberg’s method. Taking a sequence approximate solutions to an integral and calculating an enhanced approximation is an extrapolation technique of Romberg integration. It assumes that the function that is being integrated is sufficiently differentiable[19].

2.5. Partial Differential Equation

Partial Differential Equation (PDE) is one of the methods of computational physics. PDE is a differential equation method that contains unknown multivariate columns along with their partial derivatives [20]. PDE can be used in wide variety of applications such as quantum mechanics, gravitation mechanics, electrodynamics etc. There are three main types of PDE [21].

2.5.1. Parabolic Partial Differential Equation. One Variable has first order derivative and all the other variables have second order derivative. Parabolic PDE are used to define variety of time dependent phenomenon. Examples includes diffusion, time dependent Schrodinger equation, heat equation. Suppose \( u = u(x, t) \) satisfies the second order partial differential equation \[ A u_{xx} + B u_{xt} + C u_{tt} + D u_x + E u_t + F u = G \] In Which \( A,...,G \) are functions the equation is said to be parabolic if

\[
a(x,t)c(x,t) - \frac{b(x,t)^2}{4} = 0
\]

2.5.1.1 Diffusion Equation. It is a kind of Parabolic differential equation in which macroscopic behavior of micro particles in Brownian motion is described [22]. It describes evolution in time like particle density, temperature gradient etc.

2.5.1.2 Elliptic Partial Differential Equation. All the variables have second order derivative with same signs. Examples includes Poisson, time independent Schroedinger equation, Laplace equation. Suppose \( u = u(x, t) \) satisfies the second order partial differential equation \[ A u_{xx} + B u_{xt} + C u_{tt} + D u_x + E u_t + F u = G \] In Which \( A,...,G \) are functions the equation is said to be elliptic if

\[
a(x,t)c(x,t) - \frac{b(x,t)^2}{4} > 0
\]

2.5.1.3 Poisson and Laplace Equation. Poisson and Laplace equation are two order elliptic partial differential equation. Poisson equation is a generalized form of Laplace equation. These equations describe potential field is known one can calculate gravitational field or electrostatic field [23].

2.5.2. Hyperbolic Partial Differential Equation. All the variables have second order derivative with different signs. Example includes wave equations. Suppose \( u = u(x, t) \) satisfies the second order partial differential equation \[ A u_{xx} + B u_{xt} + C u_{tt} + D u_x + E u_t + F u = G \] In Which \( A,...,G \) are functions the equation is said to be hyperbolic if
\[ a(x, t)c(x, t) - \frac{b(x,t)^2}{4} < 0 \]

2.5.2.1 Wave Equation. This is a type of hyperbolic partial differential equation which is used for the description of waves like sound waves or water waves etc. [24].

2.6. Matrix Eigenvalue Problem
An eigenvalue problem is when a linear operation is performed on a vector and the resulting output is the same vector multiplied by a scalar. Typically, a linear operator will have multiple scalar numbers that will be returned for a single vector and can have many vectors that this will happen with. These vectors are called eigen vectors and the scalar numbers are the eigenvalues associated with each eigen vector. Eigen Vector is a non-zero vector and is also called characteristic vector. When a linear transformation is applied it changes at most by a scalar factor. Eigen value is a factor by which eigenvector is scaled. Application of Eigenvalues includes Face recognition, vibration analysis, analysis of financial data etc. Many algorithms/methods can be used to solve the matrix eigenvalue problem.

2.6.1. Power Iteration. The paragraph text follows on from the subsubsection heading but should not be in italic Power iteration is an iterative method and is useful for estimating largest or smallest eigenvalue and its corresponding eigen vector. This technique can also be used to find remaining eigenvalues [25]. Companies like Google use power iteration method for page rank of the webpages in search engine. Twitter uses power iteration for recommending whom to follow.

2.6.2. Jacobi Eigenvalue Algorithm. This is one of the oldest algorithms for computing eigenvalues the algorithm was introduced by Jacobi in the year 1845. Jacobi algorithm is an iterative method for computing eigenvalues and eigen vector for symmetric matrix [26].

2.6.3. Divide and Conquer Eigenvalue Algorithm. This type of algorithm breaks an eigenvalue problem into two problems of equal size then these two problems are solved recursively [27].

2.6.4. Inverse Iteration. This is an iterative method in which an approximate value for eigenvector can be found if an approximate value for the corresponding eigenvalue are already known [28].

3. Applications & Impact
3.1. Understanding of Complex Problem
The main impact of computational physics is development of simulation models of computational physics which helps to understand complex natural phenomenon. In complex systems changes cannot be applied on real world since many real world factors are involved, simulation will provide option of understanding the system without effecting real world. Simulation helps to provide / try many solutions and they will not affect real world because of which we can follow trial and error method. Computational physics allows the development more depth-conscious models for natural phenomena [29].

3.2. Software
The Computational physicist’s for simulation uses high-level programming languages like FOTRAN, C, C++, and Python which in turn developed listed programming languages [29]. Software packages like MATHEMATICA, MAPLE, EXCEL, and MATLAB were improved to support the different needs of researchers in the field of computational physics [29]. Improvement in parallel program codes, Message Passing Interface (MPI Graphics Processing Units (GPUs), CUDA, OpenMP and OpenCL. Improvement in Statistical testing framework like R framework and ecosystem [30].
3.3. *IT Infrastructure*
Simulation of complex problems / natural phenomenon helped to collect new information about systems and understand them. Computational physics opened new fields resulted in availability of new data and improvement of servers, IT related infrastructure, hardware and algorithms with new idea [30] [31].

4. **Challenges**

4.1. **Academics**
Computational physics field is younger than 1 century, people do not know about applications and importance of it. Developing a computational physics curriculum isn’t easy because it includes physics, computer science, and mathematics. Students or faculties may not be interested in specific subjects or fields [29].

4.2. **Simulation**
Deciding whether to use existing program or self-written program, existing model / simulation or new model / simulation is difficult [29] since computational program addresses simple / complex natural phenomenon and factors affecting them are different. The components present in one system will be different to one another which makes harder for building simulation models. Making sure that computational model / simulation that is being tested imitates the natural phenomenon is a major challenge [31].

4.3. **Software and Hardware**
New efficient algorithms are developed to support complexity of computational physics. To develop software or algorithm needs the sufficient information from all fields. Invention / improvement of algorithms are costly and time consuming [30]. To support fast computation, parallel program, time efficient process hardware components should also be improved to support computational physics. Developing / improving hardware is costly, time consuming and requires support of other engineering fields.

4.4. **Interdisciplinary Field**
The quality of theoretical model of computational physics depends on physics, computer science, and mathematics. Because these fields depend on each other, all fields need to improve for better quality. Computational physics is interdisciplinary field [31], because of which finding solution to complex problem is difficult and requires cooperation from researchers from different fields. Creating a common platforms for an interdisciplinary field for exchange of new ideas, information and approaches is difficult [30]. Introduction of new techniques and integrating them in computational physics is difficult since it involves different fields [30] [31].

5. **Conclusion**
An attempt has been made to present the concept of Computational Physics, methods and algorithms. Applications and challenges associated with Computational Physics have been discussed. Attention to development of new algorithms should be given. Although Computational Physics has made tremendous progress in recent years with the help of high-speed computing and cloud technology, there is a need to create a common platform for an interdisciplinary field.
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