Growth and evolution of category fluency network graphs
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Abstract

Background: Category fluency is a sensitive measure of cognitive integrity and is known to involve both frontal and temporal cortical areas. Network graph analysis is a technique used to analyze relationships between nodes and edges and calculate metrics such as path lengths between nodes and clustering coefficients.

Objectives: To investigate network growth and preferential attachment in a network model of category fluency.

Method: Category fluency results (“animals” recorded over 60 seconds) from subjects (N=374) contacted via telephone were converted to undirected network graphs of all unique neighbors and network parameters were calculated. Growth was also modeled using an extended cognitive network model. Random subsamples of people or of node pairs were used to model network growth and study preferential attachment.

Results: The final network had 275 nodes and 2035 edges. The network showed scale free and small world properties, which change with network size. Both methods of modeling connectivity showed exponential growth of nodes and edges as increasing fractions of the complete network were sampled. Preferential attachment was demonstrated by using Newman’s method.

Conclusions: Network growth patterns show a sharp transition to scale free and small world properties with early network growth. Networks based on category fluency show preferential attachment and appear to be a valid model for studying network dynamics based on cognitive output.

Introduction

Complex networks consisting of nodes and edges have received increasing attention as a means of understanding complex relationships in the natural world. In addition to the analysis of static networks, issues of network growth and the concept of “preferential attachment” have been studied in relation to many scale free networks [1-3]. Findings regarding composite networks derived from category fluency testing in normal older individuals and subjects with Alzheimer’s disease have been previously reported [4].

Measures of category fluency, a form of verbal fluency, are a standard part of neuropsychological testing, and verbal fluency may be tested either as lexical fluency (such as words beginning with the letter “F”) or semantic fluency, such as naming of animals, vegetables or tools. Animal and vegetable naming has been incorporated into the standardized neuropsychological battery of the Uniform Data Set (UDS) adopted by the National Institutes of Health [5] and a large body of literature has been devoted to its development in childhood and adult norms [6,7]. In addition, verbal fluency output reflects the accessibility of “semantic space,” representations of which are closely aligned with our understanding of how semantic information is organized at the neuronal level, particularly in left hemisphere structures, and how this is modified in those at risk for dementia, with Mild Cognitive Impairment (MCI), or mild to moderate Alzheimer’s disease [8-13].

The networks derived from animal naming category fluency tests are constructed by combining the results from all group members. Nodes are all named animals, connected by edges when the two nodes are named directly in succession by at least one individual [4]. This is analogous to networks created from controlled word association data, or Roget’s thesaurus [14].

In the present study, we model network growth, defined as the addition of new nodes and edges to existent ones. Since the data is derived from individuals, we model network growth as a function of adding subjects. We compare this to network growth modeled as the addition of nodes through the selection of random pairs of nodes (animals named in succession), chosen from the pool of all available responses. We also examine the emergence of scale free properties with network growth and whether preferential attachment occurs in category fluency networks, in accordance with the Barabasi-Albert (BA) model [1].
Methods

Subjects and sampling

This study is based on data from the Cleveland Area Telephone Survey (CATS), a population-based study of cognitive aging and dementia initiated in 2002. Telephone interviews were used to gather cognitive data on a sample of approximately 500 community-dwelling adults, age 65 and older, living in Cuyahoga County in Northeastern Ohio. The study was mainly designed to examine the feasibility of generating a representative sample for future epidemiologic studies involving assessment of memory and cognition in older adults. Study procedures associated with this project were reviewed and approved by the Institutional Review Board for Human Investigation of University Hospitals of Cleveland (IRB 07-02-02). Subjects were exempted from having to sign a written consent form.

The target population consisted of residents of households in Cuyahoga County with listed telephone numbers who were age 65 and older in 2002. The population was limited to households with listed numbers for two reasons: (1) the household’s addresses could be obtained so that a letter describing the study could be sent before calling them to conduct the telephone interview; (2) knowledge of the telephone number and the name of the householder listed in the telephone directory made it possible to select a sample of households that were known or expected to have at least one resident who was 65 or older. Households expected to have at least one person 65 or older were used to reduce the need for extensive screening for older persons that would be required if a random-digit-dialed survey of all households with telephones had been conducted.

Survey Sampling, Inc. provided a randomly selected list of households that were likely to meet our inclusion criteria. Survey Sampling, Inc. gathers data on age, education, race, gender, and income through contests, warranty cards, phone solicitation, and other means. For households with missing data, regression models are used to estimate whether or not there was someone 65 or older in the household. Each potential subject first received a letter describing the project and soliciting participation. Potential subjects were told that they would be interviewed if they could be contacted by telephone; (2) knowledge of the telephone number and the name of the householder listed in the telephone directory made it possible to select a sample of households that were known or expected to have at least one resident who was 65 or older. Households expected to have at least one person 65 or older were used to reduce the need for extensive screening for older persons that would be required if a random-digit-dialed survey of all households with telephones had been conducted.

Of the 1,897 households we attempted to contact, 350 were ineligible (e.g., no one 65 or older, undeliverable letter, or potential subject deceased or too impaired). Of the remaining 1,547 households, interviews were conducted in 499 of them, yielding a response rate of 32.3%. This was a conservative estimate because it was assumed that the 249 households where there was no answer after three calls may have contained eligible subjects. Our completion rate - indicating how successful we were in completing an interview when an eligible household was contacted - was 38.7%.

Among subjects who participated in the study, the mean age was 75.7 years (SD = 6.4); 62.2% were female; and 83.0% were Caucasian (most of the minority participants were African Americans). The mean years of education attained by subjects in the study sample was 13.2 (SD = 3.0). Approximately 18% had less than 12 years of education, 36% had a high school diploma, and 45% had more than 12 years of education (values do not sum to 100% due to rounding).

According to data gathered for the 2000 U.S. Census, 15% of persons living in Cuyahoga County were 65 years and older (n = 217,177). Among these, 60.8% were women and 48.0% were Caucasian. In terms of education, approximately 35% of residents of Cuyahoga County, age 65 and older, had less than 12 years of education, 34% had a high school diploma, and 31% had more than 12 years of education. Thus, when comparing the older population in Cuyahoga County to our study sample, we see that our study sample over-represented Caucasians and persons with higher education.

Measures

Verbal fluency: Verbal fluency was assessed through “animal naming,” in which subjects are asked to name as many animals as possible in one minute. The animals named were transcribed at the time of interview, and later entered into computerized databases and checked by two raters for quality assurance. Verbal fluency scores reflect the total number of animals named.

Graph construction: In order to prepare the network graph for each group, data was pooled across all individuals participating in CATS; the network graph represents all of the unique connections made across the individuals of the group, as previously reported [4].

For example, if three individuals gave results of cat, dog, elephant and cat, dog, horse, elephant and dog, cat, elephant, moose the resultant graph would have five nodes and six undirected edges of cat-dog, dog-elephant, dog-horse, horse-elephant, cat-elephant, and elephant-moose (Figure 1). The Cytoscape 2.5.1 visualization program was used to help

![Figure 1. Example of graph construction with the consecutive naming approach. If three individuals gave results of cat, dog, elephant and cat, dog, horse, elephant and dog, cat, elephant, moose the resultant graph would have five nodes and six undirected edges of cat-dog, dog-elephant, dog-horse, horse-elephant, cat-elephant, and elephant-moose. The highest node degree is Elephant with 4 edges connecting it to other nodes. The average path length for Elephant is 1.0 since it is one edge to every other node. The characteristic path length for horse would be (1+1+2+2)/4=1.5](Image)
manage network graph data and to check for data quality [15]. Network parameters were obtained with the Cytoscape plugin Network analyzer a program for graph analysis [16]. Statistical analysis of topological results, i.e. comparisons of group cluster coefficients, mean degree and average path length was performed in SPSS for Mac 16.0 [17].

Network definitions: Standard network definitions for number of nodes (N), number of edges (K), mean node degree (k), clustering coefficient (cc) and average path length (l) were calculated as detailed in previously published studies [1,4].

Network Growth: To simulate network growth, network topology was examined at 0.5, 0.75, 1, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 per cent of final size. Analysis did not show significant differences between choosing random subjects (at the percentages mentioned above) or random pairs of nodes (items mentioned in direct succession by an individual subject) (Figure 2); therefore, these results are combined in further analysis.

Preferential attachment: Different models have been used to study the assumption that the likelihood of acquiring new edges increases as the node’s degree increases [1,18,19]. We used a modeling approach based on the calculation of relative probability (R_k) with which a node with degree k acquires a new edge at time t, as described by Newman [20]. In this modeling, if preferential attachment is present, R_k increases linearly with k, whereas in the absence of preferential attachment, R_k is equal to 1 for all k.

Results

Of the eligible participants, category fluency data was available for N = 374. Because of the inter-relationship of network variables, we analyzed network growth to show how these variables change relative to each other, and as a percent of final network size. The complete sample yielded a network of 275 nodes and 2035 edges. The mean node degree was 14.72, mean clustering coefficient 0.44, and characteristic path length 2.526. The slope of the plot of k vs P(k) (the fraction of nodes with degree k) is the scale free exponent -0.79 for the entire population. The small world properties of each graph were evaluated by definitions based on the Watts and Strogatz (1998) model [21]. We used a method based on Bassett and Bullmore (2006) [22] combining

Figure 2. Network growth of nodes and edges. Subsamples are randomly chosen individuals (top) and randomly chosen pairs (bottom) from the full set of category fluency responses.
path length and clustering coefficients to create a normalized measure for small world properties. Using this method, \( \lambda = 1.21 \), \( \gamma = 8.22 \) and \( \sigma = 6.8 \), where \( \lambda \) and \( \gamma \) are the ratios of mean path length and clustering coefficient respectively of the network of interest to those of a random network with the same number of nodes, edges and degree distribution; \( \sigma \) is defined as the ratio \( \gamma/\lambda \). Based on these definitions, \( \lambda \) is expected to be approximately 1, \( \gamma \) greater than 1 and \( \sigma \) greater than 1 if the network has small world properties.

Evolution of network parameters

In reality, individuals are recruited into a study and results added to a database in what may be considered random order. Therefore, random sampling of subsets of individuals simulates the effects of repeated views of the data as it is collected and as the network "grows". In figure 3, the changes in network metrics of clustering coefficient, average k and average path length are shown. As the network grows, the clustering coefficient rises above zero and scale free properties emerge. This also corresponds to the development of small world properties (Figure 4) where \( \sigma > 1 \).

Figure 2 shows the relationship between the number of nodes (N) and edges (K) showing the exponential relationship.

Preferred attachment

We studied network growth and preferential attachment by modeling network growth from 20% to 60% of node pairs, and from 60% to 100% of final size. Using the method of Newman [20], the relative probability of new edges shows an increasing linear relationship with k, implying preferential attachment of new edges to nodes with higher k (Figure 5).

Discussion

We report on network growth in a large telephone sample of subjects using semantic fluency data from the one minute animal naming test. In our previous study, networks made from category fluency data have been shown to have both scale free and small world properties [4]. Our current study extends these findings by examining the dynamics of network growth based on random subsamples and demonstrates that

![Graph showing evolution of network parameters](image-url)
the category fluency model shows evidence of preferential attachment; small world and scale free properties emerge early and change in a predictable way with network growth.

Category fluency networks are constructed by aggregating data across individuals. This leads to several interesting properties conducive to modeling network growth. The number of individuals included is an important variable in determining network metrics, and allows for subsamples of randomly chosen subjects to model network growth. We also compared use of randomly chosen subjects to randomly chosen node pairs. Use of random nodes yields slightly faster network growth than randomly chosen subjects although they are roughly comparable overall. This may be because of the high redundancy of node pairs such as "cat-dog" or "lion-tiger", so that each individual yields fewer nodes for network growth than randomly chosen pairs, which reflect the entire underlying distribution.

Goñi et al. [23] developed a modified network construction technique in exploring the semantic organization of the animal category. They utilized a novel statistical framework to account for likelihood of concept-concept associations, and a missing links recovery criterion based on network modularity. Direct comparison of the results from that model with our results is beyond the scope of this paper. In future studies, using a different model such as polymerization model [24,25] to analyze network growth could reveal other properties and provide further insight into underlying mechanisms of recovery of semantic memory.

In the BA model of network growth, preferential attachment to higher degree nodes as nodes and edges are added to the network is central to the emergence of scale free properties. Indirect as well as generalized methods of measuring preferential attachment have been proposed and it has been demonstrated in growth of networks of actors, scientific citations and the Internet [18-20].

One major difference in our model from studies of networks such as the growth of the Internet, actor collaboration and the science citation network [18-20] is our lack of a true time parameter. Our networks
Figure 5. The relative probability of new connection increases linearly as a function of prior number of connections as the network grows from 20 to 60 percent (top) and from 60 to 100 percent (bottom) of the final network.
Challenges in category fluency include the lack of a standard test, and the difficulty in comparing results across different populations and settings. To address these issues, the use of network models has been proposed, which can capture the complex interconnections between different categories.

One network model that has been used is the preferential attachment model. In this model, new nodes (categories) are more likely to connect to existing nodes (categories) that already have a high number of connections. This can be seen as a way to simulate the growth of category fluency over time.

However, while these networks show evidence for preferential attachment, the likelihood of common items to appear repeatedly by different individuals, the possibility remains that mechanisms other than preferential attachment may be operative in determining network growth and form as individuals are added to the response set.

Conclusion
Abnormalities in category fluency have been reported in many cognitive disorders such as Alzheimer’s disease [4,8-13], primary progressive aphasia form of Frontotemporal dementia [27], Huntington’s disease [28], Parkinson’s disease [29] and schizophrenia [30] as well as changes with language development and aging [6,7]. Comparisons of network growth in these populations using graph theory measures may disclose important differences in language processing.

The semantic organization of the animal category: evidence from semantic verbal fluency testing. Cogn Behav Neurol 22: 45-52. [Crossref]
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