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Abstract—We consider the problem of trajectory planning in an environment comprised of a set of obstacles with uncertain locations. While previous approaches model the uncertainties with a prescribed Gaussian distribution, we consider the realistic case in which the distribution’s moments are unknown and are learned online. We derive tight concentration bounds on the error of the estimated moments. These bounds are then used to derive a tractable and tight mixed-integer convex reformulation of the trajectory planning problem, assuming linear dynamics and polyhedral constraints. The solution of the resulting optimization program is a feasible solution for the original problem with high confidence. We illustrate the approach with a case study from autonomous driving.

I. INTRODUCTION

Trajectory planning in uncertain environments arises in several autonomous system applications. One method to incorporate the environment’s uncertainty into an optimization framework is through chance-constrained programming. With this approach, an acceptable risk level is prescribed and trajectories are constrained to reside in a corresponding probabilistically “safe” set. The advantage of this approach, in contrast to robust optimization, is that allowing a small level of constraint violation leads to less conservative trajectories and, moreover, can also handle uncertainties with unknown or unbounded support sets.

Mixed-integer programming is often used for dealing with the non-convex nature of obstacle avoidance, as was done for example in [1], [2]. In conjunction with this, Boole’s inequality is commonly employed in order to decouple joint chance constraints into single ones, e.g. in [3], [4]. These two methods have been successfully used in recent literature, thus also making them a natural choice for our work.

For tractability, the uncertainties in trajectory planning problems are often assumed to follow Gaussian distributions. This allows reformulations of the chance constraints based on the distributions’ moments. In [5] the authors considered planning in convex regions under Gaussian plant uncertainties. Chance-constrained trajectory generation in non-convex regions was tackled in [3]. In [4], the uncertainties originated from the environment as uncertain polyhedrons. Both system and environment uncertainties were considered in [6] and handled via approximations. For arbitrary distributions, the Cantelli inequality was used in [7] to tackle a chance-constrained model predictive control problem. In all of the above, the standing assumption was that the moments of the uncertainty were known a priori. In several realistic scenarios, the autonomous system must maneuver in a partially known environment and can only learn about environment uncertainties online based on real-time sensor measurements.

One method to relax the assumption of known moments is to use samples of the distribution to estimate these moments and to derive probabilistic bounds on the error of these estimates through moment concentration inequalities. Distribution-free concentration inequalities derive such bounds for the case in which no assumption is made about the uncertainty’s distribution. The reformulation of chance constraints using estimates of moments has been addressed for distribution-free cases in [8], [9]. If no assumptions are made on the distribution, the concentration inequalities derived are naturally conservative. As a result, this approach often results in infeasibility for trajectory planning problems.

Another recent approach to solving chance-constrained trajectory generation problems has been through utilizing collected data directly. In [10] the scenario approach was used to solve a chance-constrained problem arising from deriving robust policies for trajectory planning. The scenario approach to this problem requires a large number of samples to provide high confidence feasibility guarantees. On the one hand, such high number of samples may not be available. On the other hand, the resulting optimization problem is too large for real-time implementation.

We attempt to reach a compromise between the purely data-driven approach of [10] and the purely known distribution assumptions of [4] for trajectory generation in stochastic environments. In particular, we take on the fairly accepted model of a Gaussian distribution but consider the realistic case in which the moments of the distribution are unknown and are estimated through samples of the uncertainties. Such samples could be obtained through robots sensors online. While the problem of chance-constrained programming under uncertain moments has been addressed through the seminal work of [8], the case of tight concentration inequalities given distribution model and using this in a mixed-integer setting to provide probabilistic guarantees for stochastic trajectory generation has not been addressed. To this end, we derive novel and tight concentration bounds on the estimation error of these moments, using the knowledge of the Gaussian distributions. Based on these bounds, we propose a reformulation of the chance-constrained problem using only the estimates of the Gaussian moments and we prove its solution’s feasibility (in a probabilistic sense) for the original problem. The provided proof holds regardless of the number of samples available. We demonstrate the perfor-
mance of this method through a case study in autonomous driving.

**Notation:** We denote a conjunction (logical AND operator) by \( \land \) and a disjunction (logical OR operator) by \( \lor \). By \( \mathcal{N}(\mu, \Sigma) \) we denote the Gaussian distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \). By \( \Psi^{-1}(\cdot) \) we denote the inverse cumulative distribution function of \( \mathcal{N}(0, 1) \). We denote a positive definite matrix by \( A \succ 0 \). Given a random variable \( d \), we call its samples \( d_i \) as i.i.d. if they are independent and identically distributed. By \( \text{Unif}(a, b) \) we denote the continuous uniform distribution over \([a, b]\).

## II. PROBLEM STATEMENT

### A. Chance-constrained trajectory planning

We consider the discrete-time system:

\[
x_{t+1} = A_t x_t + B_t u_t,
\]

where \( x_t \in \mathbb{R}^{n_x} \) is the state and \( u_t \in \mathbb{R}^{n_u} \) is the input at time \( t \). Given an initial state \( x_0 \) and a horizon length \( N \) our goal is to choose the input sequence \( u \) in \( \mathcal{U} \), leading to the state trajectory \( x := (x_1, \ldots, x_N) \), such that a given cost \( J(x_0, u) \) is minimized. For tractability, we assume that \( \mathcal{U} \) is a compact polyhedron and that the cost \( J(x_0, u) \) is convex with respect to its arguments.

We also require that each state \( x_t \) belongs to a “safe” set \( \mathcal{X}_t \), \( t = 1, \ldots, N \). The set \( \mathcal{X}_t \) consists of the area outside of polyhedral obstacles with uncertain faces. Let \( N_o \) be the number of obstacles, with each obstacle indexed by \( j \), and let \( F_j \) be the number of faces of the \( j \)-th obstacle, with each face indexed by \( i \). Then, the set \( \mathcal{X}_t \) can be written as:

\[
\mathcal{X}_t := \left\{ x_t \in \mathbb{R}^{n_x} : \sum_{j=1}^{N_o} \sum_{i=1}^{F_j} a_{ij}^T x_t + b_{ij}^T > 0 \right\},
\]

where \( a_{ij} \in \mathbb{R}^{n_x} \) and \( b_{ij} \in \mathbb{R} \) are the uncertain coefficients of the \( i \)-th face of the \( j \)-th obstacle at time \( t \). The coefficients \( a_{ij} \) and \( b_{ij} \) are modelled as random variables, alternatively concatenated through \( d := [a_{ij}^T, b_{ij}^T] \in \mathbb{R}^{n_d+1} \). Due to the stochasticity in \( d_{ij} \), we enforce the safety constraints through a joint chance constraint:

\[
\Pr \left( \sum_{t=1}^{N} x_t \in \mathcal{X}_t \right) \geq 1 - \epsilon,
\]

where \( \epsilon \in (0, 0.5) \) is a prescribed safety margin. By combining (2) and (3) we obtain the set describing the constraint on the trajectory \( x \in \mathbb{R}^{N_{x}+1} \):

\[
\mathcal{X} := \left\{ x \in \mathbb{R}^{N_{x}+1} : \sum_{j=1}^{N_o} \sum_{i=1}^{F_j} a_{ij}^T x_t + b_{ij}^T > 0 \right\}.
\]

The optimization problem can then be formulated as:

\[
\begin{align*}
\min_{u} & \quad J(x_0, u) \quad \text{ (5a)} \\
\text{s.t.} & \quad x, u \text{ satisfy (1) with initial state } x_0 \quad \text{ (5b)} \\
& \quad u \in \mathcal{U} \quad \text{ (5c)} \\
& \quad \Pr(x \in \mathcal{X}) \geq 1 - \epsilon \quad \text{ (5d)}
\end{align*}
\]

where \( \mathcal{U} := U \times \ldots \times U \subseteq \mathbb{R}^{N_{x}+1} \).

### B. Reformulation as second-order cone constraints

Problem (5) is not in a form that can be directly handled by off-the-shelf optimization solvers because of the chance constraint (5d). As such, we reformulate this constraint into a tractable form based on the so-called Big-M reformulation [1] and Boole’s inequality [11]. The latter allows us to split (5c) into single chance constraints which are easier to handle. Another alternative for dealing with such constraints could have been e.g. the scenario approach as in [10].

1) **Big-M Method:** It is known that satisfaction of a disjunction as in (2) can be equivalently written as [1]:

\[
\sum_{i=1}^{N_o} \sum_{j=1}^{F_j} a_{ij}^T x_t + b_{ij}^T > 0 \iff \sum_{i=1}^{N_o} \sum_{j=1}^{F_j} a_{ij}^T x_t + b_{ij}^T + M z_{ij}^t > 0, \quad (6)
\]

where \( z_{ij}^t \in \{0, 1\} \) are binary variables, for which it must hold that at least one of the \( i \)-indexed \( z_{ij}^t \) is not equal to 1, and \( M \) is a positive number that is larger than any possible constraint value in the problem being considered (Big-M). Introducing these binary variables and using (6), constraint (5d) can be equivalently rewritten as:

\[
\Pr \left( \sum_{i=1}^{N_o} \sum_{j=1}^{F_j} a_{ij}^T x_t + b_{ij}^T + M z_{ij}^t > 0 \right) \geq 1 - \epsilon, \quad (7)
\]

with the additional constraint \( \sum_{i=1}^{N_o} \sum_{j=1}^{F_j} z_{ij}^t < F_j \) for all \( t \) and \( j \), making Problem (5) a mixed-integer optimization problem.

2) **Boole’s Inequality:** Boole’s inequality states that for a finite number of events \( A_i \) we have \( \Pr(\bigvee_i A_i) \leq \sum_i \Pr(A_i) \) [11]. Using this the constraint (7) can be conservatively satisfied through [4]:

\[
\sum_{i=1}^{N_o} \sum_{j=1}^{F_j} \Pr \left( a_{ij}^T x_t + b_{ij}^T + M z_{ij}^t > 0 \right) \geq 1 - \epsilon, \quad (8)
\]

where \( 0 \leq \epsilon_i \leq 1 \) are risk variables that must satisfy \( \sum_{i=1}^{N_o} \sum_{j=1}^{F_j} \epsilon_i \leq \epsilon \). Here, for simplicity, we use the uniform risk allocation \( \epsilon_i = \frac{\epsilon}{(N_o \sum_{j=1}^{F_j})} \). Other existing approaches based on heuristics [4] or optimization problems [5] can easily be incorporated.

To reformulate (8) into deterministic constraints on the moments of \( d_{ij}^t \) we make the following assumption.

**Assumption 1:** Each \( d_{ij}^t \) is a Gaussian random variable with mean \( \mu_{ij}^t \) and covariance \( \Sigma_{ij}^t \) \( \succ 0 \), i.e. \( d_{ij}^t \sim \mathcal{N}(\mu_{ij}^t, \Sigma_{ij}^t) \). Consistent with several existing trajectory planning work, we assume normally distributed uncertainties to allow the analytic reformulation of the chance constraints \(^1\) while capturing general uncertainties with a unimodal and unbounded support set. Under Assumption 1, if \( \epsilon_i < 1/2 \), each chance constraint of (8) is equivalent to the following second-order cone constraint [8, Theorem 2.1] for \( \bar{x} := [x^T \ 1]^T \in \mathbb{R}^{n_x+1} \):

\[
\Psi^{-1}(1 - \epsilon_i) \left\| (\Sigma_{ij})^{1/2} \bar{x} \right\|_2 \leq \mu_{ij}^t \bar{x} + M z_{ij}^t. \quad (9)
\]

\(^1\) See [8] for more general distributions with analytic reformulations.
Putting the above developments together we can conclude that we can conservatively satisfy the joint chance constraint (5d) of our original problem through (5d) \( \Leftrightarrow \) (8) \( \Leftrightarrow \) (9). Hence, Problem 5 is conservatively reformulated as:

\[
\begin{align*}
\min_{\mathbf{u}, \mathbf{z}_{ij}} & \quad J(x_0, \mathbf{u}) \\
\text{s.t.} & \quad \mathbf{x}, \mathbf{u} \text{ satisfy (1) with initial state } x_0 \\
& \quad \mathbf{u} \in \mathcal{U} \\
& \quad \Psi^{-1}(1 - e_{ij}^t) \| (\Sigma_{ij}^t)^{1/2} \mathbf{x}_t \|_2 \leq \mu_{ij}^t \mathbf{T} + M z_{ij}^t \\
& \quad \sum_{i=1}^{n} z_{ij}^t < F_j, z_{ij}^t \in \{0, 1\}
\end{align*}
\]  

(10a)–(10e)

where constraints (10d)–(10e) must hold for all values of indices \( t, j \) and \( i \). Problem (10a) is now in the standard form of a Mixed-Integer Second-Order Cone Program (MISOCP), solvable by off-the-shelf optimization solvers.

III. MOMENTS ROBUST APPROACH

The moments \( \mu_{ij}^t \) and \( \Sigma_{ij}^t \) capture our knowledge about the distribution. In practice one might have sample data of \( d_{ij}^t \), from their distributions, and would estimate the moments from these samples. To ensure satisfaction of the chance constraints in (10) the uncertainty in the moments needs to be incorporated. The goal of this section is to derive tight bounds on these uncertainties and to use these bounds to derive a conservative reformulation of the chance constraints accordingly. In the following, for the sake of brevity, the indices \( i, j \) and \( t \) are omitted from \( d_{ij}^t \) and its moments. Furthermore, the dimension of \( d_{ij}^t \) is denoted by \( n \).

A. Moment concentration inequalities

Assumption 2: We have extracted \( N_s \) i.i.d. samples \( d_1, \ldots, d_{N_s} \), of \( d \sim N(\mu, \Sigma) \).

We form the sample mean and covariance estimates \( \bar{\mu} = 1/N_s \sum_{i=1}^{N_s} d_i \) and \( \bar{\Sigma} = 1/(N_s - 1) \sum_{i=1}^{N_s} (d_i - \bar{\mu})(d_i - \bar{\mu})^\top \), which we assume to be positive definite, i.e. \( \bar{\Sigma} > 0^2 \).

Lemma 1: With probability \( 1 - \beta \):

\[
\| \bar{\mu} - \mu \|_2 \leq r_1 := \sqrt{\frac{T_{n,N_s-1}^2(1 - \beta)}{N_s \lambda_{\min}(\bar{\Sigma})}},
\]

(11)

where \( T_{n,b}(p) \) denotes the \( p \)-th quantile of the Hotelling’s T-squared distribution with parameters \( a \) and \( b \), and \( \beta \in (0, 1) \).

Proof: The sample covariance matrix of the sample mean is \( \hat{\Sigma}_{\bar{\mu}} = \bar{\Sigma}/N_s \). Furthermore, because of the underlying Gaussian assumption, the sample mean concentration:

\[
(\mathbf{\bar{\mu}} - \mu)^\top \hat{\Sigma}_{\bar{\mu}}^{-1}(\mathbf{\bar{\mu}} - \mu) = N_s(\mu - \bar{\mu})^\top \bar{\Sigma}^{-1}(\mu - \bar{\mu}),
\]

follows the Hotelling’s T-squared distribution \( [12] \) with parameters \( n \) and \( N_s - 1 \), denoted by \( T_{n,N_s-1}^2 \), i.e.:

\[
N_s(\mu - \bar{\mu})^\top \bar{\Sigma}^{-1}(\mu - \bar{\mu}) \leq T_{n,N_s-1}^2.
\]

This assumption would not be reasonable for a very small number of samples \( N_s < n \), since the sample covariance matrix is a sum of \( N_s \) rank-1 matrices. In practice, for our trajectory generation, it is reasonable to assume that \( N_s \) is sufficiently larger than \( n \).

Hence, we can construct the \( 1 - \beta \) confidence interval:

\[
N_s(\mu - \bar{\mu})^\top \bar{\Sigma}^{-1}(\mu - \bar{\mu}) \leq T_{n,N_s-1}^2(1 - \beta),
\]

and bound the concentration of the sample mean as follows:

\[
\lambda_{\min}(\bar{\Sigma}^{-1})\| \mu - \bar{\mu} \|^2 \leq (\mu - \bar{\mu})^\top \bar{\Sigma}^{-1}(\mu - \bar{\mu}) \leq \frac{T_{n,N_s-1}^2(1 - \beta)}{N_s},
\]

with probability \( 1 - \beta \), from which the statement of the lemma readily follows.

Lemma 2: Define the constants:

\[
r_{2,i} := \hat{\Sigma}_{ij} \max \left\{ \left| 1 - (N_s - 1)/\chi^2_{N_s-1,1-\beta/2} \right|, \right. \\
\left. \left| 1 - (N_s - 1)/\chi^2_{N_s-1,1-\beta/2} \right| \right\},
\]

(12)

for all \( i = 1, \ldots, n \), where \( \chi^2_{k,p} \) is the \( p \)-th quantile of the \( \chi^2 \) distribution with \( k \) degrees of freedom. Then, the inequality:

\[
\left\| \bar{\Sigma} - \Sigma \right\|_F \leq r_2 := \left( \sum_{i=1}^{n} r_{2,i}^{2} \right)^{1/2},
\]

(13)

holds with probability \( 1 - \beta \), where \( \beta \in (0, 1) \).

Proof: It is known [13, p. 535] that the diagonal elements of a sample Gaussian covariance matrix follow a scaled chi-squared distribution. Hence, we construct confidence intervals for each diagonal element separately using the sample variance concentration of a univariate Gaussian [14, p. 133]. Thus, we obtain that each of the bounds:

\[
|\Sigma_{ii} - \hat{\Sigma}_{ii}| \leq r_{2,i}, \quad \forall i = 1, \ldots, n,
\]

(14)

holds with probability \( 1 - \frac{\beta}{n} \) and consequently all hold jointly with probability \( 1 - \frac{\beta}{n} \). Since the covariance matrix \( \Sigma \) is positive definite its diagonal entries are non-negative and, moreover, it is known [15, p. 398] that:

\[
|\Sigma_{ij}| \leq \sqrt{\Sigma_{ii} \Sigma_{jj}} \leq \sqrt{(\hat{\Sigma}_{ii} + r_{2,i})(\hat{\Sigma}_{jj} + r_{2,j})},
\]

(15)

for all \( i, j = 1, \ldots, n \). According to the definition of the Frobenius norm we write:

\[
\left\| \bar{\Sigma} - \Sigma \right\|_F^2 \leq \sum_{i=1}^{n} \sum_{j=1}^{n} |\Sigma_{ij} - \hat{\Sigma}_{ij}|^2 \leq \sum_{i=1}^{n} r_{2,i}^{2} + \sum_{i=1}^{n} \sum_{j=1}^{n} (|\Sigma_{ij}| + |\hat{\Sigma}_{ij}|)^2 \leq \sum_{i=1}^{n} r_{2,i}^{2} + \sum_{i=1}^{n} \sum_{j=1}^{n} (\sqrt{(\hat{\Sigma}_{ii} + r_{2,i})(\hat{\Sigma}_{jj} + r_{2,j})} + |\hat{\Sigma}_{ij}|)^2,
\]

(14)

By considering the function \( f(\beta) = (1 - \beta/n)^n + \beta - 1 \) and verifying that \( f(0) = 0 \) and \( f'(\beta) > 0 \) for \( n \geq 1 \) and \( 0 < \beta < 1 \).
with probability $1 - \beta$, from which the statement of the lemma readily follows.

**Corollary 1:** If $\Sigma$ and $\hat{\Sigma}$ are diagonal matrices, the bound of (13) simplifies to:

$$\|\Sigma - \hat{\Sigma}\|_F \leq r_2 := \sum_{i=1}^{n} r_{2,i}.$$  \hfill (16)

Although the bound $r_2$ derived in Lemma 2 holds for a general covariance matrix $\Sigma$, Corollary 1 provides a tighter bound in the case in which both $\Sigma$ and $\hat{\Sigma}$ are diagonal.

Concentration inequalities of sample covariance matrices have been derived before both for general [16] and Gaussian [17] distributions. The former result is too conservative, and both results depend on undefined constants. Hence, they are not useful in our optimization framework to follow.

**B. Robustifying the chance-constraints**

Using our tight bound on the distance between the true and estimated ones, we use the same derivations as in [8, Theorem 4.1], albeit with different bounds, to derive a conservative reformulation of a single chance constraint as follows.

**Lemma 3:** The chance constraint:

$$\text{Pr}(d^T \hat{x} + M z > 0) \geq 1 - \epsilon,$$

holds with a probability of at least $1 - 2\beta$, provided that:

$$\Psi^{-1}(1 - \epsilon) \left( \|\hat{\Sigma} + r_2 I_{n+1}\|^{1/2} + r_1 \|\hat{x}\| \right) \leq \mu^T \hat{x} + M z.$$  \hfill (17a)

**Proof:** We have already established that the chance constraint $\text{Pr}(d^T \hat{x} + M z > 0) \geq 1 - \epsilon$ is equivalent to $\Psi^{-1}(1 - \epsilon) \|\hat{\Sigma}^{1/2} \hat{x} - \mu^T \hat{x} - M z \leq 0$. According to Lemmas 1 and 2 the bounds $\|\mu - \hat{\mu}\|_2 \leq r_1$ and $\|\Sigma - \hat{\Sigma}\|_F \leq r_2$ each hold with probability $1 - \beta$ and thus hold jointly with probability $(1 - \beta)^2$. It follows that:

$$\Psi^{-1}(1 - \epsilon) \|\hat{\Sigma}^{1/2} \hat{x}\|_2 - \mu^T \hat{x} - M z$$

$$= \Psi^{-1}(1 - \epsilon) \sqrt{\hat{x}^T (\Sigma - \hat{\Sigma}) \hat{x} + \hat{x}^T \hat{\Sigma} \hat{x}}$$

$$- (\mu - \hat{\mu})^T \hat{x} - \hat{\mu}^T \hat{x} - M z$$

$$\leq \Psi^{-1}(1 - \epsilon) \sqrt{\|\Sigma - \hat{\Sigma}\|_F \|\hat{x} - \hat{\mu}\|_2 + \hat{\mu}^T \hat{\Sigma} \hat{x}}$$

$$+ \|\mu - \hat{\mu}\|_2 \|\hat{x}\|_2 + \hat{\mu}^T \hat{x} - M z$$

$$\leq \Psi^{-1}(1 - \epsilon) \left( r_2 \|\hat{x}\|_2 + \|\hat{x}\|_2 + \|\hat{x}\|_2 \right)$$

$$+ r_1 \|\hat{x}\|_2 - (\mu - \hat{\mu})^T \hat{x} - M z$$

$$= \Psi^{-1}(1 - \epsilon) \left( \|\hat{\Sigma} + r_2 I_{n+1}\|^{1/2} \hat{x} + r_1 \|\hat{x}\|_2 - \mu^T \hat{x} - M z \right)$$

with probability $(1 - \beta)^2 > 1 - 2\beta$, from which the statement of the lemma readily follows.

Using the lemma above, we formulate Problem (10) for the case in which the moments of the uncertainty are estimated from sample data.

$$\begin{align*}
\min_{u} & \quad J(x_0, u) \quad \text{(17a)} \\
\text{s.t.} & \quad x, u \text{ satisfy (1) with initial state } x_0 \quad \text{(17b)} \\
& \quad u \in \mathcal{U} \quad \text{(17c)}
\end{align*}$$

**Theorem 1:** A solution to Problem (17) is a feasible solution to Problem (10) with a probability of at least $1 - 2\beta N \sum_{j=1}^{N_x} F_j$.

**Proof:** By comparing problems (10) and (17), it is evident that the only difference is the chance constraints (10d) and (17d). Using Lemma 3, we know that each constraint of (17d) implies the corresponding chance constraint of (10d) with probability $1 - 2\beta$. By requiring that this implication holds jointly for all $k = N \sum_{j=1}^{N_x} F_j$ constraints, and noting that $(1 - 2\beta)^k > 1 - 2\beta k$, the statement of the theorem readily follows.

Note that, in contrast to the scenario approach [10], the number of samples does not affect the complexity of the resulting optimization problem, nor the probabilistic guarantees. However, a lower number of samples results in looser bounds on the estimated moments. This in turn affects the feasibility of the optimization problem. We will illustrate this aspect in the numerical simulation.

We will illustrate the effectiveness of the concentration bounds through a simple example.

**Example 1:** Consider the chance constrained problem $\min_{x \in \mathbb{R}} x$ s.t. $\text{Pr}(x \geq \delta) \geq 0.95$, where $\delta \sim \mathcal{N}(0, 1)$. We estimate the moments of $\delta$ using $N_s = 100$ samples and solve the problem: (i) assuming that the moments estimated are correct (i.e. $r_1 = r_2 = 0$) and (ii) robustifying against moment uncertainty (with $\beta = 10^{-2}$). Doing the above $10^4$ times, we notice that the solution of (i) has approximately a 51% probability of violating the prescribed constraint upon drawing a new set of samples, whereas (ii) satisfies the chance constraint in all scenarios. Even if we were to increase $N_s$ significantly, e.g. to $N_s = 10^5$, the same behaviour is observed with (i) producing an “unsafe” solution around half of the times, whereas the solution of (ii) always satisfies the safety bound and, in fact, converges to the optimal value of $x^* = \Psi^{-1}(0.95)$ as $N_s \to \infty$. For comparison, the scenario approach would require 291 samples to satisfy the chance constraint with the same confidence and the distributionally robust approach of [8, Section 4] could not even be applied due to the unbounded uncertainty.

**IV. CASE STUDY**

To demonstrate the applicability of our method, we examine an adaptation of [10, Case study 5.1]. In this case study, the controlled car (henceforth called “ego car”) is driving with an initial forward velocity of 50 km/h on the right lane of a two-way street when an adversary car, coming from the opposite direction, starts turning left into a side street.

\footnote{By considering the function $f(\beta) = (1 - 2\beta)^k + 2k\beta - 1$ and verifying that $f(0) = 0$ and $f'(\beta) > 0$ for $k \geq 1$ and $0 < \beta < 1/2$.}
The trajectory of position and orientation, i.e. the pose, of the adversary car is uncertain and follows unicycle dynamics:
\[
\dot{\chi} := \begin{bmatrix} \dot{y}_1 \\ \dot{y}_2 \\ \dot{\theta} \end{bmatrix}^\top = \begin{bmatrix} v \cos(\theta) \\ v \sin(\theta) \\ \omega \end{bmatrix}^\top, \tag{18}
\]
with a constant forward velocity of \( v = 22 \text{ km/h} \) and known initial state \((49 \text{ m}, 1.75 \text{ m}, 0^\circ)\). The angular velocity \( \omega \) enters through a zero-order hold and at time \( t \) is distributed as:
\[
\omega_t \sim \text{Unif}\left(\frac{\pi - 0.66}{2(N + 1)}, \min\left(\frac{\pi + 0.66}{2(N + 1)}, \sum_{\tau=0}^{t-1} \omega_\tau\right)\right),
\]
measured in \( \text{rad/} T_s \), which means that the adversary car completes a 90\(^\circ\) counter-clockwise turn by the end of the planning horizon \( N \).

The controlled car is modelled as a double-integrator:
\[
\begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix}^\top = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}^\top, \quad \begin{bmatrix} \dot{x}_3 \\ \dot{x}_4 \end{bmatrix}^\top = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}^\top, \tag{19}
\]
where the state \( x \in \mathbb{R}^4 \) contains the position \((x_1, x_2)\) of the car and the corresponding velocities \((x_3, x_4)\). The accelerations \((u_1, u_2)\) are the control inputs and are constrained to the set \( \mathcal{U} := \{u \in \mathbb{R}^2 : -3 \leq u_1 \leq 10, |u_2| \leq 5\} \). Similarly, the velocities \((x_3, x_4)\) are constrained to the set:
\[
\mathcal{X} := \left\{ x \in \mathbb{R}^2 : \left| \frac{x_3}{40 \text{ km/h}} - 1 \right| + \left| \frac{x_4}{20 \text{ km/h}} - 1 \right| \leq 1 \right\}.
\]
The objective function is to maximize the terminal forward position of the car, encoded through the cost
\[
J = -x_{1,N}.
\]

In order to deal with the uncertain pose \( \chi_t \) of the adversary car, the joint chance constraint:
\[
\Pr\left( \bigwedge_{t=1}^{N} \bigvee_{i=1}^{4} d_i(\chi_t)^\top \begin{bmatrix} x_{1,t} \\ x_{2,t} \end{bmatrix}^\top > 0 \right) \geq 1 - \epsilon, \tag{20}
\]
is enforced. The exact form of the coefficients \( d_i(\chi_t) \) is:
\[
\begin{align*}
d_1^t &= [+ \cos(\theta), - \sin(\theta), - \cos(\theta)y_1 + \sin(\theta)y_2 - L/2]^\top, \\
d_2^t &= [+ \sin(\theta), + \cos(\theta), - \sin(\theta)y_1 - \cos(\theta)y_2 - W/2]^\top, \\
d_3^t &= [- \cos(\theta), + \sin(\theta), + \cos(\theta)y_1 - \sin(\theta)y_2 - L/2]^\top, \\
d_4^t &= [- \sin(\theta), - \cos(\theta), + \sin(\theta)y_1 + \cos(\theta)y_2 - W/2]^\top,
\end{align*}
\]
where \( L \) and \( W \) are the length and width, respectively, of the adversary car.

In the absence of prior knowledge of the adversary car’s trajectory, we assume a Gaussian distribution of each coefficient \( d_i(\chi_t) \) but with uncertain moments. If the actual distribution of the coefficients can be approximated sufficiently well by a Gaussian distribution, then the solution of our approach should still satisfy (20). The mean and covariance of each \( d_i^t \) are calculated by sampling \( N_s \) i.i.d. adversary car trajectories and the optimization problem is reformulated based on these estimates, as presented in Section III.

We consider three different cases for this case study. Case A estimates the moments using \( N_s^A \) samples but assumes perfect knowledge of the moments (i.e. \( r_1 = r_2 = 0 \)), whereas cases B and C use \( N_s^B \) and \( N_s^C \) samples and robustify the constraints using the bounds \( r_1 \) and \( r_2 \). Discrete-time versions of (18) and (19) with sampling time \( T_s = 0.4 \text{s} \) and a planning horizon of \( N = 10 \) (i.e. 4s) are used. Both cars have length 4.5 m and width 2 m, which are taken into account for the relevant inequality constraints. We also enforce lane constraints. The joint chance constraint (20) is imposed with \( \epsilon = 0.05 \) and \( \beta = 10^{-3} \) over the whole horizon. The number of samples used for the proposed approach is \( N_s^A = N_s^B = 5000 \) for cases A/B and \( N_s^C = 500 \) for case C. The resulting optimization problem is a MISOCP with 60 continuous variables, 40 binary variables and 224 constraints. The MISOCP is solved for all three cases 100 different times, with different realizations of the disturbance, taking on average 0.70 s/1.07 s/0.74 s to solve for cases A/B/C respectively. All computations were carried out on an Intel i5 CPU at 2.50 GHz with 8 GB of memory using YALMIP [18] and CPLEX [19]. For comparison, an open-loop scenario approach as in [10] would require 2963 samples leading to 118,704 constraints and 6 s solver time.

The solutions to one instance of the problem are presented in Fig. 1. We can observe that under moment uncertainty (cases B and C) the ego car is forced to break sharply, in order to avoid the uncertain position of the adversary car. On the other hand, perfect knowledge of the moments (case A) leads to a feasible trajectory that avoids the adversary car with a narrow margin. As expected, in case B where a larger number of samples than case C is used and hence smaller moment uncertainty is present, a slightly better solution is produced (i.e. the ego car’s final position is slightly to the right in case B compared to case C). As an example, for time step \( t = 5 \) and constraint involving coefficient \( d_2^5 \), the values of the bounds are \( r_1 = 0.0652 \) and \( r_2 = 0.1559 \) for case B, and \( r_1 = 0.2018 \) and \( r_2 = 0.3436 \) for case C.

We evaluated the empirical violation probability of each case’s solution through Monte Carlo simulations using \( 10^5 \) new realizations of the adversary car’s unknown pose. In Fig. 2 one of the 100 solutions for the ego car is presented, along with the area covered by all the generated adversary car’s trajectories. The distribution of the violation probability and the terminal position over the 100 different instances solved is presented in Fig. 3. As seen in Fig. 3a, case A produced the smallest cost, with case B having the next smaller one and case C having the largest cost (i.e. smallest terminal position). As seen in Fig. 3b case A produced a violation probability of approximately 0.3%, well within the prescribed safety margin of 5%, whereas cases B and C produced 0% violation probabilities. This is to be expected since, because of the increased uncertainty stemming from the moment estimates in cases B and C, the ego car chose the safest option which was to break sharply. It is noteworthy that the assumption of Gaussian uncertainty, although it was a simplifying assumption due to lack of further information, was sufficient to produce trajectories that still satisfied the risk level originally prescribed.

There are two main factors that contribute to the lower risk level exhibited by all three cases (fortunately), compared to the one prescribed. First, the trajectory planning framework present is an open-loop control scheme and is inherently more conservative than a closed-loop approach. Second, the
The use of Boole’s inequality, although necessary for tractability, is a conservative reformulation.

Fig. 1. One simulation of the ego car’s trajectories for cases A (green/squares), B (blue/circles), C (magenta/crosses) and the adversary car’s trajectory (red). Pictured are time steps $t = 3, 5, 7$ and $10$.

Fig. 2. Evaluation of the trajectories through Monte Carlo simulations using $10^7$ realizations of adversary car trajectories. The area shaded in red contains all the new trajectories that were generated. The trajectory in green/blue/magenta is one example solution for case A/B/C, out of the 100.

Fig. 3. Distribution of the (a) terminal position and (b) empirical violation probability over 100 instances of the trajectory planning optimization problem. The median is in red and the 25/75-th percentiles are in blue.

V. CONCLUSIONS

We used chance-constrained optimization to tackle the problem of trajectory planning in an environment comprised of uncertain obstacles. To account for partial knowledge of the uncertainty’s distribution in a computationally tractable way, we reformulated the resulting problem based on the estimated moments of the distribution. We derived tight concentration inequalities for the estimated moments, in order to improve the feasibility of the resulting optimization problem. We illustrated this framework in an autonomous driving example, where the approach produced conservative, but safe, trajectories. Tuning the uncertainty’s distribution model to specific problems and exploring ways to reduce the conservativeness introduced by Boole’s inequality, through for example a non-uniform risk allocation, would be relevant.
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