STRAIN INDUCED SLOWDOWN OF FRONT PROPAGATION IN RANDOM SHEAR FLOW VIA ANALYSIS OF G-EQUATIONS

HONGWEI GAO

Abstract. It is proved that for the 2-dimensional case with random shear flow of the G-equation model with strain term, the strain term reduces the front propagation. Also an improvement of the main result by Armstrong-Souganidis is provided.

1. Introduction

1.1. G-equations and strain effect. The G-equation is a well known model in the study of turbulent combustion. It is the level set formulation of interface motion laws in the thin interface regime. In the simplest model of the G-equation, the normal velocity of the interface equals a positive constant $s_L$ (which is called the laminar speed) plus the normal projection of the fluid velocity $V(x)$, which gives the inviscid G-equation (in the general dimensional situation, we use $x$ as spatial variable and $t$ as time variable):

$$
\begin{cases}
    G_t + V(x) \cdot DG + s_L|DG| = 0 & (x,t) \in \mathbb{R}^d \times (0, \infty) \\
    G(x,0) = G_0(x) & x \in \mathbb{R}^d
\end{cases}
$$

In reality, inter-facial fluctuations appear in front propagation. So, there is a family of G-equations with different oscillation scales.

$$
\begin{cases}
    G^\epsilon_t + V(x) \cdot DG^\epsilon + s_L|DG^\epsilon| = 0 & (x,t) \in \mathbb{R}^d \times (0, \infty) \\
    G^\epsilon(x,0) = G_0(x) & x \in \mathbb{R}^d
\end{cases}
$$

When $V(x)$ is $\mathbb{Z}^d$-periodic and nearly compressible, Xin-Yu and Cardaliaguet-Nolen-Souganidis independently proved that $G^\epsilon(x,t) \to G(x,t)$ locally uniformly and $G$ solves the homogenized Hamilton-Jacobi equation:

$$
\begin{cases}
    \overline{G}_t + \overline{H}(DG) = 0 & (x,t) \in \mathbb{R}^d \times (0, \infty) \\
    G(x,0) = G_0(x) & x \in \mathbb{R}^d
\end{cases}
$$

The effective Hamiltonian $\overline{H}$ is called the turbulent flame speed or the turbulent burning velocity in combustion literature. For the stationary ergodic divergence-free flow $V(x,\omega)$ which is the gradient of a stream function that satisfies some
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integrability condition, Nolen-Novikov [10] first proved homogenization for the 2-dimensional case. Then for the general dimensional case, if \( V(x, \omega) \) is divergence-free and has appropriately small mean, Cardaliaguet-Souganidis [5] proved the homogenization.

Since the flow will stretch or compress the front flame surface, the reaction over the flame front will be affected. Thus the laminar speed \( s_L \) depends on the flame stretch and therefore can not be constant. To model the strain effect in the G-equation, people extend \( s_L \) to \( s_L + c \hat{n} \cdot DV \cdot \hat{n} \), where \( \hat{n} \) represents the normal direction. Here the Markstein length \( c \) is proportional to the flame thickness. Hence the induced strain G-equation is [11, 9, 4]

\[
G_t + V(x, \omega) \cdot DG + s_L |DG| + c \frac{DG}{|DG|} \cdot S \cdot DG = 0 \quad S := \frac{DV + (DV)^\top}{2}
\]

Some interesting questions are:

1. Can this strain G-equation be homogenized?
2. If yes, how does the strain term affect the turbulent flame speed \( \overline{H}(p) \)?

**Remark 1.1.** The strain G-equation (1.4) is highly non-coercive and non-convex, which increase the difficulty of homogenization.

When \( V \) is a 2-d periodic Cellular Flow, Xin-Yu [14] showed that due to the existence of a strain term, when the flow intensity (magnitude of \( V \)) is large enough, the effective Hamiltonian becomes zero. This means that under the effect of strain, the flame is quenched when the flow is too strong.

In this short article, we investigate those questions for 2-d random Shear Flows \( V(x, \omega) \) in the stationary ergodic setting.

### 1.2. 2-d random Shear Flows

For the 2-d problem, we denote the space variable by \((x, y) \in \mathbb{R}^2\). Without loss of generality, we assume \( s_L = 1 \). We study the problem under a random Shear Flow \( V = (v(y, \omega), 0) \) and assume \( v(y, \omega) \) is stationary ergodic (See section 2 for precise definitions).

Let \( p = (m, n) \), the cell problem, if it exists, becomes:

\[
\sqrt{(m + G_x)^2 + (n + G_y)^2} + v(y, \omega) \cdot (m + G_x) + c \frac{m(n + G_y) v'}{\sqrt{(m + G_x)^2 + (n + G_y)^2}} = \overline{H}(m, n, c)
\]

This can be reduced to a 1-d problem:

\[
\sqrt{m^2 + (n + G_y)^2} + v(y, \omega) \cdot m + c \frac{m(n + G_y) v'}{\sqrt{m^2 + (n + G_y)^2}} = \overline{H}(m, n, c)
\]

So, it suffices to study the following 1-d Hamiltonian. Since the case \( m = 0 \) is trivial, let’s fix \( m \neq 0 \), and we will denote \( \overline{H}(m, n, c) \) by \( \overline{H}(n, c) \). As a function of \( p \), the following Hamiltonian is not convex but it is level-set convex.

\[
H(p, x, \omega, c) = \sqrt{m^2 + p^2} + v(x, \omega) \cdot m + c \frac{mp v'(x, \omega)}{\sqrt{m^2 + p^2}}
\]
In fact,

\[
\frac{\partial H(p, x, \omega, c)}{\partial p} = p^3 + m^2p + cv'm^3
\]

\[
\frac{\partial H(p, x, \omega, c)}{(m^2 + p^2)^2}
\]

For fixed \(x, \omega, c\), \(\frac{\partial H}{\partial p} = 0\) has a unique real root and \(\lim_{p \to -\infty} \frac{\partial H}{\partial p} = -1, \lim_{p \to +\infty} \frac{\partial H}{\partial p} = 1\). Thus the Hamiltonian is level-set convex (see (A2) in section 2). Actually, by the above facts, \(H\) is strictly level-set convex. This means that for each fixed \(x, \omega, c\), for any \(\mu \in \mathbb{R}\), \(\{p : H(p, x, \omega, c) = \mu\}\) has no interior point.

1.3. Random homogenization of Hamilton-Jacobi equations with level-set convex Hamiltonians. Armstrong-Souganidis [1] proved random homogenization of the Hamilton-Jacobi equations with level-set convex Hamiltonians. In addition to level-set convexity they require more assumptions. Their proofs depend on the existence of a family of auxiliary functions \(\Lambda_\lambda \in C(\mathbb{R} \times \mathbb{R})\) that are nondecreasing in both of the arguments and satisfying

\[
\Lambda_\lambda(\mu, \nu) < \max\{\mu, \nu\}
\]

\[
H(\lambda p + (1 - \lambda)q, y, \omega) \leq \Lambda_\lambda(\mu, \nu)H(p, y, \omega) + \Lambda_\lambda(\mu, \nu)H(q, y, \omega)
\]

where \(p, q, y \in \mathbb{R}^d, \omega \in \Omega\), for each \(0 < \lambda_1 \leq \lambda_2 \leq \frac{1}{2}\). However, the existence of \(\Lambda_\lambda\) is not straightforward.

So, it is not obvious if the Hamiltonian \((1.6)\) satisfies \((1.8), (1.9)\). However, based on a very simple modification of the method in [1], we will show in section 2 that \((1.8), (1.9)\) are not necessary and random homogenization holds for any level-set convex Hamiltonian with general dimension. Actually, to prove the homogenization of 1-d Hamiltonian in section 5 we do not need the result of section 2. In fact, random homogenization of 1-d coercive Hamiltonian has been established by Armstrong-Tran-Yu [2] in separable case and extended by the author [7] to general coercive case. The following is our main result which will be proved in section 3. Throughout this paper, all solutions of PDEs are interpreted in the viscosity sense [6].

**Theorem 1.2.** For the 2-dimensional case in the the stationary ergodic setting with a shear flow \(V = (v(y, \omega), 0)\) such that \(v(\cdot, \omega) \in C^\infty(\mathbb{R})\) and \(v(x, \omega), v'(x, \omega) \in L^\infty(\mathbb{R} \times \Omega)\). Then

1. The G-equation with strain term \((1.4)\) can be homogenized.
2. For any unit vector \(p = (m, n) \in \mathbb{R}^2\) and \(c > 0\),

\[
P(p) = P(m, n) \geq P(p, c) = P(m, n, c) \geq |m| + \sup_{(y, \omega) \in \mathbb{R} \times \Omega} mv(y, \omega)
\]

3. If \(P(p) > |m| + \sup_{(y, \omega) \in \mathbb{R} \times \Omega} mv(y, \omega)\) and \(\mathbb{E}[v] = 0\), then \(P(p) = P(p, c)\) if and only if \(mv \equiv 0\).

**Remark 1.3.** Statement (2) means that the strain term reduces the turbulent flame speed. Since \(v'\) changes sign, this is not obvious at all. This result is consistent with concensus in combustion literature that the strain rate plays an important
role in slowing down or even quenching flame propagation. This fact has been observed by Xin-Yu in the periodic setting.

2. A REMARK ON HOMOGENIZATION OF LEVEL-SET CONVEX HAMILTONIANS

In this section, we claim that random Hamilton-Jacobi equations with Hamiltonians that are merely level-set convex can be homogenized. Here \((x,t) \in \mathbb{R}^d \times \mathbb{R}\) is the space-time variable.

2.1. Assumptions. Consider the Hamilton-Jacobi equation

\[
\begin{aligned}
\left\{ 
&u_t + H(Du, x, \omega) = 0 \quad (x,t) \in \mathbb{R}^d \times (0, \infty) \\
&u(x,0) = u_0(x) \quad x \in \mathbb{R}^d
\end{aligned}
\]

For \(H\), we assume:

(A1) Stationary Ergodicity: There exists a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and a group \(\{\tau_y\}_{y \in \mathbb{R}^d}\) of \(\mathcal{F}\)-measurable, measure-preserving transformations \(\tau_y: \Omega \to \Omega\), i.e. for any \(x, y \in \mathbb{R}^d\):

\[
\tau_{x+y} = \tau_x \circ \tau_y \quad \text{and} \quad \mathbb{P}[\tau_y(A)] = \mathbb{P}[A]
\]

Ergodicity:

\[
A \in \mathcal{F}, \quad \tau_z(A) = A \quad \text{for every} \quad z \in \mathbb{R}^d \Rightarrow \mathbb{P}[A] \in \{0,1\}
\]

Stationary:

\[
H(p,y,\tau_z \omega) = H(p,y+z,\omega)
\]

(A2) Level-Set Convexity: For every \((y, \omega) \in \mathbb{R}^d \times \Omega\) and \(p, q \in \mathbb{R}^d\).

\[
H\left(\frac{p + q}{2}, y, \omega\right) \leq \max\{H(p, y, \omega), H(q, y, \omega)\}
\]

(A3) Coercivity:

\[
\lim_{|p| \to \infty} \operatorname{ess\, inf}_{(y, \omega) \in \mathbb{R}^d \times \Omega} H(p, y, \omega) = +\infty
\]

(A4) Boundedness and Uniform Continuity:

\[
\{H(\cdot, \cdot, \omega): \omega \in \Omega\} \text{ is bounded and equicontinuous on } B_R \times \mathbb{R}^d \text{ for any } R > 0.
\]

2.2. Comparison Principle for Metric Problem. We adopt the same notations as in \([1]\); by stationary ergodicity, these are independent of random variable \(\omega\). So, we suppress the random variable.

Notation 2.1.

\[
\mathcal{L} := \{ \text{real-valued global Lipschitz functions in } \mathbb{R}^d \}
\]

\[
\overline{H}_* := \inf_{w \in \mathcal{L}} \sup_{y \in \mathbb{R}^d} H(Dw, y)
\]

\[
S := \{ w \in \mathcal{L} : \lim_{|y| \to \infty} \frac{w(y)}{|y|} = 0 \}
\]

\[
\hat{H}(p) := \inf_{w \in S} \sup_{y \in \mathbb{R}^d} H(p + Dw, y)
\]
For fixed $x \in \mathbb{R}^d$ and $\mu \geq \overline{H}_*$, we consider the metric problem

\[
\begin{cases}
H(p + Du, y) = \mu & \text{in } \mathbb{R}^d \setminus \{x\} \\
v(x) = 0
\end{cases}
\]

The idea in [1] to determine $\overline{H}(p)$ is to homogenize each level set of $H$. The main tool is a comparison principle (Proposition 3.1 of [1]) of the metric problem, and the proof of the comparison principle depends on the additional assumptions (1.8) and (1.9). For general level-set convex Hamiltonians, we cannot prove the same comparison principle.

Since homogenization is closed under uniform limits, the following question arises: can we add a small perturbation to the level-set convex Hamiltonian such that the perturbed Hamiltonian satisfy (1.8) and (1.9), and then take the limit? This may work for a carefully constructed perturbation, but it does not work if we simply perturb $H(p, x, \omega)$ by $H_\epsilon(p, x, \omega) := \epsilon |p|^2 + H(p, x, \omega)$ as the following simple example shows.

Example 2.2. Consider $d = 1$ and $H(p, x, \omega) = H(p)$ defined by

\[
H(p) := \begin{cases}
-p & p \in (-\infty, 0] \\
0 & p \in (0, 1] \\
-p + 1 & p \in (1, 2] \\
-p - 3 & p \in (2, +\infty)
\end{cases}
\]

Then for $0 < \epsilon \ll 1$, $H_\epsilon(0) = 0, H_\epsilon(1) = \epsilon > 0, H_\epsilon(2) = 4\epsilon - 1 < 0$ violates the level-set convexity. So the perturbation may destroy the structure of level-set convexity.

Fortunately, we observe that by the method introduced in [1], wherever we need the comparison principle we actually only need the following weak version comparison principle. To prove the weak version comparison principle, level-set convexity is sufficient.

Lemma 2.3 (Weak Comparison Principle). Assume $\widehat{H}(p) < \mu < \nu < +\infty$ and $u, -v \in USC(\mathbb{R}^d)$ solve the following equation.

\[
H(p + Du, y) \leq \mu < \nu \leq H(p + Dv, y) \text{ in } \mathbb{R}^d \setminus K, \ K \subset \mathbb{R}^d \text{ compact}
\]

with

\[
\lim_{|y| \to \infty} \inf_{|y|} \frac{v(y)}{|y|} \geq 0
\]

Then

\[
\sup_{\mathbb{R}^d} (u - v) = \max_K (u - v)
\]

Remark 2.4. Without loss of generality, we only consider the case $p = 0$. 

For fixed $x \in \mathbb{R}^d$ and $\mu \geq \overline{H}_*$, we consider the metric problem

(2.1)

\[
\begin{cases}
H(p + Du, y) = \mu & \text{in } \mathbb{R}^d \setminus \{x\} \\
v(x) = 0
\end{cases}
\]
(A4) and $\mu < \nu$ ⇒ by adding a function with arbitrary small gradient to $v$, we can assume without of loss of generality that:

\begin{equation}
A := \liminf_{|y| \to \infty} \frac{v(y)}{|y|} > 0
\end{equation}

(A3) ⇒ $u$ is Lipschitz ⇒ $\exists a := \limsup_{|y| \to \infty} \frac{u(y)}{|y|} < \infty$

Claim 1. $A \geq a$.

Proof of the Claim. It suffices to prove $I := \{0 \leq \lambda \leq 1 : A \geq \lambda a\} = [0,1]$. If $a \leq 0$, there is nothing to prove. Assume $a > 0$ and let $s := \sup I$. Since $I$ is closed, $I = [0, s]$. It suffices to show that for any $\lambda \in I \cap [0,1)$, $\exists 0 < \delta \ll 1$ such that $\lambda + \delta \in I$.

By the assumption $\hat{H}(0) < \mu$, we can choose $w \in S$, such that

$H(Dw, y) < \mu$

Fix $R, \epsilon > 0$, let $0 < \delta < \min\{\frac{\epsilon}{2a}, 1 - \lambda\}$, and define

$\phi_R(y) := \sqrt{R^2 + |y|^2} - R$

Define

$\tilde{u} := (\lambda + \delta)u + (1 - \lambda - \delta)w$ and $\tilde{v} := v + \epsilon \phi_R$

Then by level-set convexity,

$H(D\tilde{u}, y) = H((\lambda + \delta)Du + (1 - \lambda - \delta)Dw, y) \leq \max\{H(Du, y), H(Dw, y)\} \leq \mu$

By (A4), if we choose $\epsilon \ll 1$, we have

$\mu < H(D\tilde{v}, y)$

\[
\liminf_{|y| \to \infty} \frac{\tilde{v} - \tilde{u}}{|y|} = \liminf_{|y| \to \infty} \frac{(v + \epsilon \phi_R) - ((\lambda + \delta)u + (1 - \lambda - \delta)w)}{|y|} = \liminf_{|y| \to \infty} \left[\frac{v - \lambda u}{|y|} + \epsilon \frac{\phi_R}{|y|} - \frac{\delta u}{|y|} - \frac{(1 - \lambda - \delta)w}{|y|}\right] \geq 0 + \epsilon - \delta \cdot a - 0 \geq \epsilon - \frac{\epsilon}{2a} \cdot a = \frac{\epsilon}{2}
\]

So, $\tilde{u} - \tilde{v}$ attains its maximum in a bounded domain. And by the comparison principle in bounded domain.

$\tilde{u} - \tilde{v} \leq \max_K (\tilde{u} - \tilde{v})$

Let $R \to \infty$

$\tilde{u} - v \leq \max_K (\tilde{u} - v)$
Which leads to
\[ (\lambda + \delta)u + (1 - \lambda - \delta)w - v \leq \max_K (\lambda + \delta)u + (1 - \lambda - \delta)w - v \]

So,
\[
\liminf_{|y| \to \infty} \frac{v - (\lambda + \delta)u}{|y|} = \liminf_{|y| \to \infty} \frac{v - \bar{u}}{|y|} = \liminf_{|y| \to \infty} \frac{- \min_K (v - \bar{u})}{|y|} = 0
\]

So, \( I = [0, 1] \), i.e. \( A \geq a \).

Proof of Lemma 2.3. Since \( I = [0, 1] \), by argument similar to the one above, for any \( \lambda \in [0, 1) \)
\[ \lambda u + (1 - \lambda)w - v \leq \max_K (\lambda u + (1 - \lambda)w - v) \]

Letting \( \lambda \to 1 \), we get the lemma.

Remark 2.5. The following statements give the homogenization of general level-set convex Hamiltonians under (A1)-(A4).

(I) In [1], the assumptions (1.8), (1.9) are only used to derive the comparison principle(Proposition 3.1 of [1]).

(II) The above proof of the weak comparison principle does not require (1.8), (1.9).

(III) The weak comparison principle is sufficient to obtain the homogenization. Actually, in [1], the comparison principle is used mainly in two places. One is the construction of a maximal solution of the metric problem, the other is the proof of homogenization where the comparison principle is used to control the convergence in the approximated cell problem. Wherever we need the comparison principle, the above weak version comparison principle is sufficient.

3. The effect of strain term

We will study the following more general Hamiltonians with (B1)-(B4).
\[ H(p, x, \omega, c) = \sqrt{m^2 + p^2} + cs(x, \omega) \cdot \frac{p}{\sqrt{m^2 + p^2}} + k(x, \omega) \]

(B1) Fix \( \omega \in \Omega \), \( k(x, \omega) \), \( s(x, \omega) \in C^\infty(R) \) and \( k(x, \omega), s(x, \omega) \in L^\infty(R \times \Omega) \).

(B2) Fix \( \omega \in \Omega \), if \( k(x, \omega) \) achieves its local maximum value, then \( s(x, \omega) = 0 \).

(B3) The event \( \{ \omega \in \Omega : k(x, \omega) \) or \( s(x, \omega) \) is constant \} is not of probability 1.

(B4) \( k(x, \omega) \) and \( s(x, \omega) \) are stationary. For any \( x \in R \), \( E[s(x, \omega)] = 0 \).
Remark 3.1. (1) The strain G-equation is a special case with \( k = mv \) and \( s = mv' \).

(2) We keep the existence of \( \{ \tau_z \}_{z \in \mathbb{R}} \), which is ergodic. By this fact and (B1)-(B4), without loss of generality, we can assume there are \( k < k \), \( s < 0 < s \), such that for all \( \omega \in \Omega \),
\[
\inf_{x \in \mathbb{R}} k(x, \omega) = k, \quad \sup_{x \in \mathbb{R}} k(x, \omega) = k, \quad \inf_{x \in \mathbb{R}} s(x, \omega) = s, \quad \sup_{x \in \mathbb{R}} s(x, \omega) = s.
\]

(3) Since \( H(\cdot, x, \omega, c) \) is level-set convex and \( \min_{p \in \mathbb{R}} H(p, x, \omega, c) \leq |m| + k \), there exist \( p_-(x, \omega, c) \leq p_+(x, \omega, c) \) and \( p_-, p_+ \) that are continuous functions of \( x \) with
\[
\{ p : H(p, x, \omega, c) > |m| + k \} = (-\infty, p_-(x, \omega, c)) \cup (p_+(x, \omega, c), \infty).
\]

(4) By the homogenization result in [1], the following is true: for a.e. \( \omega \in \Omega \) and any \( \delta > 0 \), if \( u^\delta \) is the unique viscosity solution of
\[
\delta u^\delta + H(p + (u^\delta)'(x, \omega, c) = 0,
\]
then we have
\[
\lim_{\delta \to 0} -\delta u^\delta(0, \omega) = \overline{H}(p, c).
\]
Without loss of generality, we can assume this statement is true for every \( \omega \in \Omega \).

(5) It is easy to see \( \overline{H}_* = \min_{p \in \mathbb{R}} \overline{H}(p, c) = |m| + k \). By level-set convexity of \( \overline{H}(p, c) \), there exist \( \overline{P}_-(c) \leq \overline{P}_+(c) \) with
\[
\{ p : \overline{H}(p, c) > |m| + k \} = (-\infty, \overline{P}_-(c)) \cup (\overline{P}_+(c), \infty).
\]

(6) We will show (from Lemma 3.2 to Lemma 3.5) that if \( \overline{H}(p, c) > \overline{H}_* \), for fixed \( \omega, c \), the following cell problem has a sub-linear solution \( \gamma(x, \omega, c) \).
\[
H(p + \gamma'(x, \omega, c)) = \overline{H}(p, c)
\]

(7) Cell problems \( \overline{H} \) do not have solutions (see \( \overline{E} \)) in general. Here in the 1-dimensional level-set convex setting, the above remark (6) says for those \( \overline{H}(p, c) > \overline{H}_* \), cell problems do have solutions. More generally, in the 1-dimensional coercive situation, if \( \overline{H}(p) \) is not a local extreme value, the solution of the cell problem at \( p \in \mathbb{R} \) always exists (see \( \overline{H} \)). As for those \( \overline{H}(p, c) = \overline{H}_* \), the identity (3.2) can be obtained by using comparison principle (see \( \overline{E} \)).

(8) From Lemma 3.2 to Lemma 3.5 we always fix \( c \). In Theorem 3.6, we fix \( p = (m, n) \) and study how \( \overline{H}(p, c) \) depends on \( c \).
Lemma 3.2. Fix $c \in [0, \infty)$. For any $\mu \in (\bar{H}_*, \infty)$, there exists a unique $P_+ (\mu, c)$, such that for each $\omega$, the equation
\[
\begin{align*}
H(P_+ (\mu, c) + \gamma'(x, \omega, c), x, \omega, c) &= \mu \\
P_+ (\mu, c) + \gamma'(x, \omega, c) &> p_+ (x, \omega, c)
\end{align*}
\]
admits a viscosity solution $\gamma(x, \omega, c)$ and for a.e. $\omega \in \Omega$, $\gamma(x, \omega, c)$ is sub-linear.

Proof. For each $\mu > \bar{H}_*$, consider the equation
\[
H(u'(x, \omega, c), x, \omega, c) = \mu
\]
By the fact that $\min_{p \in \mathbb{R}} H(p, x, \omega, c) \leq \bar{H}_*$ and $H(p, x, \omega, c)$ is strictly level set convex. There are exactly two solutions of $u'(x, \omega, c)$, one is less than $p_-(x, \omega, c)$, the other is greater than $p_+(x, \omega, c)$. We choose the latter one, by stationary of $H_*$, $u'(x, \omega, c)$ is stationary. By smoothness of $H(\cdot, \cdot, \omega, c)$ and $\mu > \bar{H}_*$, $u'(x, \omega, c)$ is smooth with respect to $x$, so by continuity, we always have that $u'(x, \omega, c) > p_+(x, \omega, c)$.

Since $H(p, x, \omega, c)$ is coercive with respect to $p$, uniformly with respect to $x \in \mathbb{R}$, $u'(x, \omega, c)$ is bounded. We can define
\[
P_+ (\mu, c) := \mathbb{E}[u'(x, \omega, c)]
\]
Due to the stationary of $u'$, the expectation is independent of $x$ and is uniquely defined for each $c \geq 0$ and $\mu > \bar{H}_*$.

Then we define the function
\[
\gamma(x, \omega, c) := u(x, \omega, c) - P_+ (\mu, c) \cdot x
\]
Then $\mathbb{E}[\gamma'(x, \omega, c)] = 0$ and by sub-additive Ergodic Theorem, for a.e. $\omega \in \Omega$,
\[
\lim_{|x| \to \infty} \frac{\gamma(x, \omega, c) - \gamma(0, \omega, c)}{|x|} = \lim_{|x| \to \infty} \frac{1}{|x|} \int_0^x \gamma'(s, \omega, c)ds = \mathbb{E}[\gamma'(0, \omega, c)] = 0
\]
Hence for a.e. $\omega \in \Omega$, $\gamma(x, \omega, c)$ is sub-linear and this is the desired solution. \(\square\)

By the same argument, we have:

Lemma 3.3. Fix $c \in [0, \infty)$. For any $\mu \in (\bar{H}_*, \infty)$, there exists a unique $P_- (\mu, c)$, such that for each $\omega$, the equation
\[
\begin{align*}
H(P_- (\mu, c) + \gamma'(x, \omega, c), x, \omega, c) &= \mu \\
P_- (\mu, c) + \gamma'(x, \omega, c) &< p_- (x, \omega, c)
\end{align*}
\]
admits a viscosity solution $\gamma(x, \omega, c)$ and for a.e. $\omega \in \Omega$, $\gamma(x, \omega, c)$ is sub-linear.

Proposition 3.1. Fix $c \in [0, +\infty)$. The function $P_+ (\mu, c) : (\bar{H}_*, +\infty) \rightarrow \mathbb{R}$ has the following properties:
(1) $P_+ (\mu, c)$ is strictly increasing.
(2) $P_+ (\mu, c)$ is continuous.
(3) $\lim_{\mu \to +\infty} P_+ (\mu, c) = +\infty$. 

Lemma 3.5. This gives a contradiction when $\mu$.

Proposition 3.2. By bounded convergence theorem, \( \lim n \to \infty \) by Lemma 3.2.

Definition 3.4. For each fixed \((x, \omega, c) \in \mathbb{R} \times \Omega \times \mathbb{R}^+\), by the fact that \(H(\cdot, x, \omega, c)\) is smooth and strictly increasing on \((p_+(x, \omega, c), +\infty)\), we have \( \lim_{n \to \infty} u''_n(x, \omega, c) = u'(x, \omega, c) \), by bounded convergence theorem, \( \lim_{n \to \infty} E[u''_n(x, \omega, c)] = E[u'(x, \omega, c)] \).

Thus, \( \lim_{n \to \infty} P_+(\mu_n, c) = P_+(\mu, c) \).

Similarly, we can prove:

Proposition 3.2. Fix \( c \in [0, +\infty) \). The function \( P_-(\mu, c) : (\overline{\mathcal{P}}, +\infty) \to \mathbb{R} \) has the following properties:

1. \( P_-(\mu, c) \) is strictly decreasing.
2. \( P_-(\mu, c) \) is continuous.
3. \( \lim_{\mu \to +\infty} P_-(\mu, c) = -\infty \).

By the above propositions of \( P_+(\mu, c) \) and \( P_-(\mu, c) \), we denote their inverse functions by \( \mu_+(p, c) \) and \( \mu_-(p, c) \).

Definition 3.4. By the above propositions of \( P_+(\mu, c) \) and \( P_-(\mu, c) \), we denote their inverse functions by \( \mu_+(p, c) \) and \( \mu_-(p, c) \).

And then we can define the continuous level-set convex function \( \mu(p, c) \).

\[
\mu(p, c) := \begin{cases} 
\mu_-(p, c) & \text{if } p \in (-\infty, \sup_{\mu} P_-(\mu, c)) \\
\overline{\mathcal{P}} & \text{if } p \in [\sup_{\mu} P_-(\mu, c), \inf_{\mu} P_+(\mu, c)] \\
\mu_+(p, c) & \text{if } p \in (\inf_{\mu} P_+(\mu, c), +\infty) 
\end{cases}
\]

Lemma 3.5. \( \mu(p, c) = \overline{\mathcal{P}}(p, c) \)
Theorem 3.6. 

Let $h (c) \in C^0 (\Omega)$ and $\| s \| := \| s (x, \omega) \|_{L^\infty (\Omega \times \Omega)}$ be the Lipschitz constant.

(1) $h (c) \in C^0 (\Omega)$ and $\| s \| := \| s (x, \omega) \|_{L^\infty (\Omega \times \Omega)}$ is the Lipschitz constant.

(2) $h (c) \leq 0$ for a.e. $c \in (0, \infty)$. If $h (c) > H_* (c)$, $h (c) < 0$.

(3) There exists $\tau > 0$, when $c > \tau$, $h (c) = H_* (c)$.

Proof. Fix $c_1, c_2 \in (0, \infty)$, then $H_* \leq h (c_1), h (c_2) \leq \infty$. For each $0 < \delta \ll 1$, let $u^\delta, v^\delta$ be the unique solutions of the following two equations:

\begin{align}
(3.4) \quad & \delta u^\delta + \sqrt{m^2 + (n + (u^\delta)^2)} + \frac{c_1 (n + (u^\delta)^2) s (x, \omega)}{\sqrt{m^2 + (n + (u^\delta)^2)}} + k (x, \omega) = 0 \\
(3.5) \quad & \delta v^\delta + \sqrt{m^2 + (n + (v^\delta)^2)} + \frac{c_2 (n + (v^\delta)^2) s (x, \omega)}{\sqrt{m^2 + (n + (v^\delta)^2)}} + k (x, \omega) = 0
\end{align}

By Remark 3.1

\[ \lim_{\delta \to 0} |\delta u^\delta (0, \omega) + h (c_1) - \delta v^\delta (0, \omega) + h (c_2)| = 0 \]

Since $w (x, \omega) := v + \frac{1}{2} \| s \| \| c_2 - c_1 \|$ is a super solution of (3.4). By comparison principle, $\delta u^\delta \leq \delta v^\delta + \| s \| \| c_2 - c_1 \|$, similarly, $\delta v^\delta \leq \delta u^\delta + \| s \| \| c_2 - c_1 \|$, thus

\[ |\delta u^\delta (0, \omega) - \delta v^\delta (0, \omega)| \leq \| s \| \| c_2 - c_1 \| \]

Let $\delta \to 0$, we get

\[ |h (c_2) - h (c_1)| \leq \| s \| \| c_2 - c_1 \| \]

(2) Fix $c_0 > 0$. Without loss of generality, we assume $n > 0$. Lipschitz function is differentiable a.e., so if $h (c_0) = H_*$ and $h (c_0)$ is differentiable at $c_0$, then $h' (c_0) = 0$.

Now assume $h (c_0) > H_*$ and denote $f (t) := \sqrt{m^2 + t^2}$.

We will focus on the cell problem $H (n + u', x, \omega, c) = h (c)$.

By continuity, there is some $\epsilon > 0$, such that for $c \in I_\epsilon = (c_0 - \epsilon, c_0 + \epsilon) \cap R^+$, $h (c) > H_*$ has a positive lower bound. Since $u (x, \omega, c)$ is smooth, $n + u' (x, \omega, c) > 0$ has a positive lower bound.

To show $h' (c_0) < 0$, we first show:

Claim 1: For $c \in I_\epsilon$ (here $t = n + u'$ in $f (t)$).

\[ f' + cs (x, \omega) f'' = \frac{(n + u')^3 + m^2 (n + u') + cs (x, \omega) m^2}{(m^2 + (n + u')^2)^{3/2}} > 0 \]
To prove Claim 1, it suffices to show \((n + u') + cs(x, \omega) > 0\).

By the fact that \(H_* = |m| + k\) and
\[
\sqrt{m^2 + (n + u')^2} + \frac{c(n + u')s(x, \omega)}{\sqrt{m^2 + (n + u')^2}} + k(x, \omega) = h(c) > H_*
\]
We have
\[
\sqrt{m^2 + (n + u')^2} - |m| + \frac{c(n + u')s(x, \omega)}{\sqrt{m^2 + (n + u')^2}} > 0
\]
This is equivalent to
\[
\frac{(n + u')^2}{\sqrt{m^2 + (n + u')^2} + |m|} + \frac{c(n + u')s(x, \omega)}{\sqrt{m^2 + (n + u')^2}} > 0
\]
So
\[
\frac{(n + u')^2 + c(n + u')s(x)}{\sqrt{m^2 + (n + u')^2}} = \frac{(n + u')^2}{\sqrt{m^2 + (n + u')^2}} + \frac{c(n + u')s(x, \omega)}{\sqrt{m^2 + (n + u')^2}} > 0
\]
Which means
\[(n + u')(n + u' + cs(x, \omega)) > 0\]
The fact that \(n + u' > 0\) implies \(n + u' + cs(x, \omega) > 0\). Thus Claim 1 is proved.

Immediately, we have:

(3.7) \[
E\left[\frac{1}{f' + cs(x, \omega)f''}\right] > 0
\]

The fact that
\[
f' + cs(x, \omega)f'' = \frac{(n + u')^3 + m^2(n + u') + cs(x, \omega)m^2}{(m^2 + (n + u')^2)^2} > \frac{(n + u')^3}{(m^2 + (n + u')^2)^2}
\]
implies \(f' + cs(x, \omega)f''\) has a positive lower bound. And the fact that
\[
f'(n + u') = \frac{n + u'}{\sqrt{m^2 + (n + u')^2}}
\]
implies \(f'(n + u')\) has a positive lower bound.

If we denote
\[
a(x, \omega, c) := \frac{c f''}{f'} = \frac{m^2c}{(n + u')(m^2 + (n + u')^2)} > 0
\]

Then by dividing \(f'\) in (3.6),
\[1 + a(x, \omega, c)s(x, \omega) > 0\] has a positive lower bound.

Now, the cell problem can be rewritten as (3.8). Since \(F(t) := f(t) + csf'(t) + k\) is smooth and increasing with respect to \(t = n + u'(x, \omega, c)\) and \(h(c) \in C^{0,1}(R^+)\), \(u' = F^{-1}(h(c)) - n\) is differentiable a.e. with respect to \(c\).

(3.8) \[
f(n + u'(x, \omega, c)) + cs(x, \omega)f'(n + u'(x, \omega, c)) + k(x, \omega) = h(c)
\]
Differentiate it w.r.t. $e$ gives: \( \text{here } \frac{\partial}{\partial c}(u') = \frac{\partial}{\partial c}(\frac{\partial}{\partial x}u(x, \omega, e)) \)

\[
(3.9) \quad h'(c) \cdot \frac{1}{f' + cs(x, \omega)f''} = \frac{s(x, \omega)}{1 + a(x, \omega, c)s(x, \omega)} + \frac{\partial}{\partial c}(u')
\]

The above positive lower bounds as well as the boundedness of $h'$ and $s(x, \omega)$ implies that $\frac{\partial}{\partial c}(u')$ is bounded uniformly for $(c, x, \omega) \in I_\epsilon \times \mathbb{R} \times \Omega$. This will allow us to apply bounded convergence theorem in (3.11).

Taking expectation in (3.9) gives:

\[
E\left[ \frac{1}{f' + cs(x, \omega)f''} \right] = E\left[ \frac{s(x, \omega)}{1 + a(x, \omega, c)s(x, \omega)} \right] + E\left[ \frac{\partial}{\partial c}(u')(x, \omega, c) \right]
\]

Choose $I_\epsilon \ni c_k \to c_0$, by bounded convergence theorem and the fact $E[u'] = 0$.\n
\[
(3.10) \quad E\left[ \frac{\partial}{\partial c}(u')(x, \omega, c_0) \right] = E\left[ \lim_{I_\epsilon \ni c_k \to c_0} \frac{u'(x, \omega, c_k) - u'(x, \omega, c_0)}{c_k - c_0} \right] = \lim_{I_\epsilon \ni c_k \to c_0} E\left[ \frac{u'(x, \omega, c_k) - u'(x, \omega, c_0)}{c_k - c_0} \right] = 0
\]

Recall that $a(x, \omega, c_0) > 0$, $1 + a(x, \omega, c_0)s(x, \omega) > 0$ and $s(x, \omega)$ is not a constant function, we have

\[
E\left[ \frac{s(x, \omega)}{1 + a(x, \omega, c_0)s(x, \omega)} \right] = E\left[ \frac{s(x, \omega)}{1 + a(x, \omega, c_0)s(x, \omega)} \chi_{\omega \cdot s(x, \omega) > 0} \right] + E\left[ \frac{s(x, \omega)}{1 + a(x, \omega, c_0)s(x, \omega)} \chi_{\omega \cdot s(x, \omega) \leq 0} \right] < E\left[ s(x, \omega) \chi_{\omega \cdot s(x, \omega) > 0} \right] + E\left[ s(x, \omega) \chi_{\omega \cdot s(x, \omega) \leq 0} \right] = E[s(x, \omega)] = 0
\]

Combine these with (3.7), we can conclude:

\[
h'(c_0) < 0
\]

(3) Without loss of generality, let $n > 0$ and \( \tau := |\underline{s}| = -\underline{s} > 0 \).

For each $\omega \in \Omega$, there are countable disjoint intervals \{ \((l_i(\omega), r_i(\omega)) : r_{i-1} \leq l_i, i \in \mathbb{Z} \) \} such that

\[
A(\omega) := \{ x : s(x, \omega) < -\frac{\tau}{2} \} = \bigcup_{i \in \mathbb{Z}} (l_i(\omega), r_i(\omega))
\]

Denote

\[
B(\omega) := \mathbb{R} \setminus A(\omega) = \bigcup_{i \in \mathbb{Z}} [r_i(\omega), l_{i+1}(\omega)]
\]

Since $s(x, \omega) < -\frac{\tau}{2}$ on $A(\omega)$, by the stationary of $\chi_{A(\omega)}(x)$ and $\chi_{B(\omega)}(x)$ we have for a.e. $\omega \in \Omega$: \[
\alpha := \lim_{L \to +\infty} \frac{1}{2L} \int_{-L}^{L} \chi_{A(\omega)}(x) dx = P[\omega \in \Omega : s(0, \omega) < -\frac{\tau}{2}]
\]
By (B4) and Remark 6.1, \( \alpha \in (0, 1) \). Now we can construct a smooth stationary function \( \psi(x, \omega) \) with \( \psi(x, \omega) = 0 \) on \( B(\omega) \) and

\[
\frac{1}{r_i - l_i} \int_{r_i}^{l_i} \psi(x, \omega) dx = \frac{n}{\alpha} \text{ and } 0 \leq \psi(x, \omega) \leq \frac{2n}{\alpha}
\]

Then we will have

\[
\lim_{L \to +\infty} \frac{1}{2L} \int_{-L}^{L} \psi(x, \omega) dx = \lim_{L \to +\infty} \frac{1}{L} \int_{0}^{L} \psi(x, \omega) dx = \lim_{L \to +\infty} \frac{1}{L} \int_{-L}^{0} \psi(x, \omega) dx = n
\]

Let \( \phi'(x, \omega) := \psi(x, \omega) - n \), then

\[
\lim_{|x| \to \infty} \frac{\phi(x, \omega) - \phi(0, \omega)}{|x|} = \lim_{|x| \to \infty} \frac{1}{|x|} \int_{0}^{x} \phi'(s, \omega) ds = 0
\]

Which means that for a.e. \( \omega \in \Omega \), \( \phi(x, \omega) \) is sub-linear.

The derivative of \( g(t) := \sqrt{\frac{m^2 + t^2 + \frac{c_{ts}(x, \omega)}{\sqrt{m^2 + t^2}}} {m^2 + t^2}} \) with respect to \( t \) is \( \frac{t^3 + m^2 t + m^2 c_{ts}(x, \omega)}{(m^2 + t^2)^{3/2}} \).

Let \( \tau := \frac{2}{m} \left[ \frac{2n}{\alpha} \right]^3 + m^2 \left( \frac{2n}{\alpha} \right) > 0 \). For all \( x \in A(\omega) \), if \( c > \tau \), then \( g'(t) < 0 \) for \( t \in [0, \frac{2n}{\alpha}] \). By the construction of \( \phi \),

\[
0 \leq n + \phi'(x, \omega) = \psi(x, \omega) \leq \frac{2n}{\alpha}
\]

And recall that \( \text{supp}(n + \phi'(x, \omega)) \subset A(\omega) \), then

\[
\max_{x \in \mathbb{R}} \left\{ \sqrt{m^2 + (n + \phi')^2} + \frac{c(n + \phi') s}{\sqrt{m^2 + (n + \phi')^2}} + k \right\} \leq \max_{x \in \mathbb{R}} \{ |m| + k(x, \omega) \} = |m| + \max_{x \in \mathbb{R}} k(x, \omega) = \|\tau\|
\]

If \( h(c) > \|\tau\| \), by Lemma 5.8, the cell problem has solution \( u(x, \omega) \) which is sub-linear for a.e. \( \omega \in \Omega \). By above construction, \( \phi \) is also sub-linear for a.e. \( \omega \in \Omega \). Fix such \( \omega \) that both of \( \phi(x, \omega) \) and \( u(x, \omega) \) are sub-linear. So for any \( \delta > 0 \), \( u(x, \omega) = \phi(x, \omega) + \delta \sqrt{x^2 + 1} \) can achieve minimum at some point \( x_\delta \), so

\[
h(c) \leq H(n + \phi'(x_\delta, \omega) - \delta \frac{x_\delta}{\sqrt{x_\delta^2 + 1}}, x_\delta, \omega)
\]

\( \delta \to 0 \implies h(c) \leq \max_{x, \omega} H(n + \phi'(x, \omega), x, \omega) = \|\tau\| \), this is a contradiction.

Thus \( h(c) = \|\tau\| \) when \( c > \tau \).

\(\square\)

Proof of theorem 1.1 (1) comes from section 2.

(2) If \( mn \neq 0 \), by Theorem 3.6 with \( k(x, \omega) = mv(x, \omega), s(x, \omega) = mv'(x, \omega) \).

If \( m = 0 \), \( \|\tau\| = \|\tau\| \) with \( \|\tau\| = |n| = 1 > 0 = |m| + \sup_{(x, \omega) \in \mathbb{R} \times \Omega} mv(x, \omega) \).

If \( n = 0 \), \( \|\tau\| = \|\tau\| \) with \( |m| + \sup_{(x, \omega) \in \mathbb{R} \times \Omega} mv(x, \omega) \).
(3) If \(mv \equiv 0\), then \(H(p) \equiv H(p, c)\).

Suppose \(H(m, n) = H(m, n, c) > H_*\).

If \(mn \neq 0\) we must have \(v\) is constant, otherwise by Theorem 3.4, \(H(m, n, c) > H(m, n)\) which gives a contradiction. By \(E[v] = 0\), we must have \(mv \equiv 0\).

If \(m = 0\) then \(mv \equiv 0\).

If \(n = 0\), this is impossible since \(H(m, n) = H(m, n, c) \equiv H_*\).

Thus \(mv \equiv 0\). \(\square\)
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