The Monodromy problem for hyperelliptic curves

Daniel López Garcia

Abstract

We study the Dynkin diagram associated to the monodromy of direct sums of polynomials. The monodromy problem asks under which conditions on a polynomial, the monodromy of a vanishing cycle generates the whole homology of a regular fiber. We consider the case $y^4 + g(x)$, which is a generalization of the results of Christopher and Mardešić about the monodromy problem for hyperelliptic curves. Moreover, we solve the monodromy problem for direct sums of fourth degree polynomials.

1 Introduction

The interest on polynomial foliations in $\mathbb{C}^2$ arises as an approach to the Hilbert Sixteen Problem [14, 19]. These foliations are given by 1-forms $\omega = P(x,y)dy - Q(x,y)dx$, where $P$ and $Q$ are polynomials. The classical notation for the foliation associated to the form $\omega$ is $F(\omega)$. In this context, a point $p \in \mathbb{C}^2$ is a singularity of $F(\omega)$ if $P(p) = Q(p) = 0$. We say that the singularity $p$ is a center singularity if there is a local chart such that $p$ is mapped to $0 \in \mathbb{C}^2$, and a non-degenerated function $f : (\mathbb{C}^2,0) \to \mathbb{C}$ with fibers tangent to the leaves of $F(\omega)$. The degree of a foliation $F(\omega)$ is the greatest degree of the polynomials $P$ and $Q$, and the space of foliations of degree $d$ is denoted by $F(d)$. The closure of the set of foliations in $F(d)$ with at least one center is denote by $M(d)$.

It is known that $M(d)$ is an algebraic subset of $F(d)$ (e.g. [17, §6.1] [14]). The problem of describing its irreducible components is formulated by Lins Neto [18]. In [11], Y. Ilyashenko proves that the space of Hamiltonian foliation $F(df)$, where $f$ is a polynomial of degree $d + 1$, is an irreducible component of $M(d)$. In [15], H. Movasati considers the logarithmic foliations $F\left(\sum_{i=1}^{s} \lambda_i \frac{df_i}{f_i}\right)$, with $f_i \in \mathbb{C}[x,y]_{d_i}$ and $\lambda_i \in \mathbb{C}^\ast$. He proves that the set of logarithmic foliations form an irreducible component of $M(d)$, where $d = \sum_{i=1}^{s} d_i - 1$. Moreover, in [21], Y. Zare works with pullback foliations $F(P^\ast \omega)$, where $P = (R,S) : \mathbb{C}^2 \to \mathbb{C}^2$ is a generic morphism with $R,S \in \mathbb{C}[x,y]_{d_1}$, and $\omega$ is a 1-form of degree $d_2$. Zare shows that they form an irreducible component of $M(d_1(d_2 + 1) - 1)$.

The main idea in the proofs of these assertions is to choose a particular polynomial $f$ and consider deformations $df + \epsilon \omega_1$ in $M(d)$. Then, it is necessary to study the vanishing of the abelian integrals $\int_{\delta} \omega_1$, where $\delta$ is a homological 1-cycle in a regular fiber of $f$. This integral is zero on the vanishing cycle associated to the center singularity. If the monodromy action on this cycle generates the whole vector space $H_1(f^{-1}(b), \mathbb{Q})$ for a regular value $b$, then the deformation is relatively exact to $df$.

The condition that the vanishing of the integral $\int_{\delta} \omega_1$ implies that $\omega_1$ is relatively exact to $df$, is known as the (*)-property (It was introduced by J.P. Françoise in [8]).
by monodromy action on the vanishing cycle $\omega$ cycle in a regular fiber, then $\omega_1$ is relatively exact. Therefore, if the subspace generated by monodromy action on the vanishing cycle $\delta$ is the whole space $H_1(f^{-1}(b), \mathbb{Q})$, then the ($*$)–property is satisfied. This gives rise to the next natural problem, which is summarized by C. Christopher and P. Mardešić in [4] as follows.

**Monodromy problem.** Under which conditions on $f$ is the $\mathbb{Q}$-subspace of $H_1(f^{-1}(b), \mathbb{Q})$ generated by the images of a vanishing cycle of a Morse point under monodromy equal to the whole of $H_1(f^{-1}(b), \mathbb{Q})$?

Furthermore, they show a characterization of the vanishing cycles associated to a Morse point in hyperelliptic curves given by $y^2 + g(x)$, depending on whether $g$ is decomposable (Theorem 4.7). This case is closely related with the 0-dimensional monodromy problem; by using the definition of Abelian integrals of dimension zero in [10]. For example, if we think in the Dynkin diagram associated with $y^2 + g(x)$ and the one associated with $g(x)$, then we see that they coincide. However, the Dynkin diagram for $y^3 + g(x)$ is a bit more complicated. Moreover, in the case $y^3 + g(x)$ there is always a pullback associated to $y \to y^2$, thus the Dynkin is expected to reflect this fact. For these two cases, we prove the following two theorems.

**Theorem 1.1.** Let $g$ be a polynomial with real critical points, and degree $d$ such that, $4 \not| d$ and $d \leq 100$. Consider the polynomial $f(x, y) = y^3 + g(x)$, and let $\delta(t)$ be an associated vanishing cycle at a Morse point; then one of the following assertions holds.

1. The monodromy of $\delta(t)$ generates the homology $H_1(f^{-1}(t), \mathbb{Q})$.

2. The polynomial $g$ is decomposable (i.e., $g = g_2 \circ g_1$), and $\pi_*\delta(t)$ is homotopic to zero in $\{y^4 + g_2(z) = t\}$, where $\pi(x, y) = (g_1(x), y) = (z, y)$. Or, the cycle $\pi_*\delta(t)$ is homotopic to zero in $\{z^2 + g(x) = t\}$, where $\pi(x, y) = (x, y^2) = (x, z)$.

**Theorem 1.2.** Let $g$ be a polynomial with real critical points, and degree $d$ such that, $3 \not| d$ and $d \leq 100$. Consider the polynomial $f(x, y) = y^3 + g(x)$, and let $\delta(t)$ be an associated vanishing cycle at a Morse point; then one of the following assertions holds.

1. The monodromy of $\delta(t)$ generates the homology $H_1(f^{-1}(t), \mathbb{Q})$.

2. The polynomial $g$ is decomposable (i.e., $f = g_2 \circ g_1$), and $\pi_*\delta(t)$ is homotopic to zero in $\{y^3 + g_2(z) = t\}$, where $\pi(x, y) = (g_1(x), y) = (z, y)$.

Some parts in the proof are done numerically using computer, thus we have the restriction $d \leq 100$ in the degree of the polynomial $g$.

The monodromy problem for polynomials of degree 4, on the other hand, is very interesting, because the classification of the irreducible components of $M(3)$ is still an open problem. In fact, the only case which has a complete classification is $M(2)$ (see [7] [3, p. 601]). For polynomials $f(x, y) = h(y) + g(x)$ where $\deg(h) = \deg(g) = 4$, we determine in the Theorem 5.4 a relation between the subspaces of $H_1(f^{-1}(b), \mathbb{Q})$ generated by the monodromy action of the vanishing cycles, and the property of $f$ being decomposable. In order to do that, we provide an explicit description of the space of parameters of the polynomials $h(y) + g(y)$ which satisfies some conditions in the critical values.
Organization. In section 2, we provide some definitions in Picard-Lefschetz theory and describe the Dynkin diagram for direct sum of polynomials in two variable. In section 3, we analyze the particular case, in which there is only one critical value. For this case, we compute the vector space generated by the monodromy action on the vanishing cycles. In section 4, we prove Theorems 1.1 and 1.2. Finally, in Section 5, we solve the case, we compute the vector space generated by the monodromy action on the vanishing cycles. In this case there is another pullback to be considered, associated to the map $(x, y) \rightarrow (xy, x + y)$. For this reason, we do not know a geometrical characterization of some of vanishing cycles which do not generate the whole $H_1(f^{-1}(b), \mathbb{Q})$.
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2 Lefschetz fibrations and monodromy action on direct sum of polynomials

Let $f \in \mathbb{C}[x,y]$ with the set of critical values $C$ and a regular value $b$. Suppose that the origin is an isolated critical point of the highest-grade homogeneous piece of $f$. Hence, the Milnor number $\mu$ of $f$ is finite, and there are vanishing cycles $\delta_1, \delta_2, \ldots, \delta_\mu$ associated to the critical values, such that they generate freely the 1-homology of the fiber $X_b := f^{-1}(b)$, i.e. $H_1(X_b, \mathbb{Z}) = \text{span} \{\delta_i\}_{i=1}^\mu$ (see [2, 16, §7.5], [12]). Moreover, there is an action $\pi_1(C \setminus C) \times H_1(X_b) \to H_1(X_b)$ called the monodromy action given by local trivialization of $f^{-1}(\gamma)$, where $\gamma$ is any loop in $C \setminus C$, see [16, §6.3]. A homological cycle in $X_b$ such that its orbit by the monodromy action generates the whole homology group $H_1(X_b, \mathbb{Z})$ is called simple cycle. This definition of simple cycle was introduced in [14], and it is different from the definition of simple cycle used in [4, 10].

Let $f(x, y) = h(y) + g(x)$ be a polynomial with real coefficients, such that the critical points of $h$ and $g$ are reals. By considering a deformation of $f$, we can suppose that $f$ is a Morse function and all its critical values are different pairwise. Furthermore, by doing a translation we can suppose that the critical values of $g$ are positive, the critical values of $h$ are negatives, and $b = 0$. Let $c_i^h$ and $c_i^g$ be the critical values of $h$ and $g$, respectively.

Consider the paths $r_i$ and $s_j$, from 0 to $c_i^h$ and $c_j^g$, respectively. Furthermore, the paths are without self-intersection, and they intersect each others only in 0. Also, $(s_1, s_2, \ldots, s_{d-1}, r_1, r_2, \ldots, r_{\varepsilon-1})$ near 0 is the anticlockwise direction, as in Figure 1. Moreover, we have chosen the enumeration of the paths such that $0 < c_1^g < c_2^g < \cdots < c_{d-1}^g$ and $c_{\varepsilon-1}^h > c_{\varepsilon-2}^h > \cdots > c_1^h > 0$.

Let $C_g = \{(x, g(x)) \mid x \in \mathbb{R}\}$ be the real curve associated to $g$. For each $j = 1, \ldots, d-1$, let $p_j$ be the critical point associated to $c_j^g$, and we define a real number $\varepsilon_j$ as follows. If $p_j$ is a minimum, then we take $c_j^g < \varepsilon_j < c_{j+1}^g$, otherwise we take $c_{j+1}^g < \varepsilon_j < c_j^g$. Consider the real line $L_j = \{(x, \varepsilon_j) \mid x \in \mathbb{R}\}$, thus there are two points in $L_j \cap C_g$, such that, they go to $(p_j, c_j^g)$ when $\varepsilon_j$ goes to $c_j^g$. Thus, we define the 0-vanishing cycle $\sigma_j \in H_0(g^{-1}(\varepsilon_j), \mathbb{Z})$, as the formal sum of these two points, with coefficients 1 and -1. Note that these vanishing cycles are simple cycles according to the definition in [4, 10], however, they are not simple cycles according to our definition.
By taking a simple path from 0 to $\varepsilon_j$, without encircling or passing through critical values, we can consider $\sigma_j$ in $H_0(g^{-1}(0), \mathbb{Z})$. Note, that it is possible to chose a path from 0 to $\varepsilon_j$ and compose it with the segment $\varepsilon_j c_{j1}$, such this path is homotopic equivalent to $s_j$. Therefore, we can suppose that the cycle $\sigma_j$ vanishes along the path $s_j$. Analogously for the polynomial $h$, we define the 0-vanishing cycle $\gamma_i \in H_0(h^{-1}(0), \mathbb{Z})$.

Consider the path $\lambda = s_j r_i^{-1}$, starting in $c_{1i}$ and ending in $c_{2i}$, as in [16, §7.9], we define the join cycle

$$\gamma_i \ast \sigma_j := \bigcup_{t \in [0,1]} \gamma_i(\lambda_t) \times \sigma_j(\lambda_t),$$

where $\gamma_i(\lambda_t) \in H_0(h^{-1}(\lambda_t))$ and $\sigma_j(\lambda_t) \in H_0(g^{-1}(\lambda_t))$. The join cycle $\gamma_i \ast \sigma_j$ is homeomorphic to a circle $S^1$, the Figure 2 shows this construction. On the other hand, note that the join cycle $\gamma_i \ast \sigma_j$ is a vanishing cycle of the fibration given by $f$ along the path $s_j r_i^{-1} + c_{hi}$. Therefore, the join cycles generate the homology $H_1(f^{-1}(b), \mathbb{Z})$. Next, we compute the intersection of two join cycles. The local formula for the intersection form of two vanishing cycles is due to A.M. Gabrielov (see [2, Thm 2.11]). Its reproduction in the global context of tame polynomials is done in [16, §7.10]. Since the particular case of 1-dimension fibers is simple, we reproduce the proof in the next proposition.

**Proposition 2.1.** Let $\gamma_i \ast \sigma_j$ and $\gamma_i' \ast \sigma_j'$ be two join cycles along the paths $\lambda := s_j r_i^{-1}$ and
\( \lambda' := s_j s_{j'}^{-1} \), respectively. Then

\[
\langle \gamma_i \ast \sigma_j, \gamma_i' \ast \sigma_j' \rangle = \begin{cases} 
\text{sgn}(j' - j)\langle \sigma_j, \sigma_j' \rangle & \text{if } i = i' \text{ and } j \neq j' \\
\text{sgn}(i' - i)\langle \gamma_i', \gamma_j' \rangle & \text{if } j = j' \text{ and } i \neq i' \\
\text{sgn}(i' - i)\langle \gamma_i, \gamma_j' \rangle \langle \sigma_j, \sigma_j' \rangle & \text{if } (i' - i)(j' - j) > 0 \\
0 & \text{if } (i' - i)(j' - j) < 0.
\end{cases}
\tag{2.1}
\]

**Proof.** Suppose that the paths intersect each other transversally in \( b \). The join cycle \( \gamma_i \ast \sigma_j \) intersects \( \gamma_i' \ast \sigma_j' \) at one point if the 0-cycles intersect each other, and at zero points otherwise. The orientation of the intersection of the join cycles is given by \( d\lambda \wedge d\lambda' \) times the sign of the intersection of the 0-cycles. Moreover, we consider as positive orientation the canonical orientation of \( \mathbb{C} \) given by \( dz_1 \wedge dz_2 \) where \( z = z_1 + \sqrt{-1}dz_2 \).

Suppose that \( i = i' \), thus the path \( \lambda \) and \( \lambda' \) intersect transversally in positive direction if \( j' > j \). The intersection of the 0-cycles only depends on the intersection \( \langle \sigma_j, \sigma_j' \rangle \). Analogously, for \( j = j' \). When \( (i' - i)(j' - j) > 0 \) the intersection of \( \lambda \) and \( \lambda' \) is transversal again, with positive direction if \( i' > i \), and the intersection of the 0-cycles is \( \langle \gamma_i, \gamma_j' \rangle \langle \sigma_j, \sigma_j' \rangle \). Finally, if \( (i' - i)(j' - j) < 0 \), the paths do not intersect transversally. Furthermore, after doing a homotopy we can suppose that the path \( \lambda \) and \( \lambda' \) do not have intersection points, therefore the intersection of the join cycles is zero.

Next, we present a combinatorial way of representing the intersection form, which is described in [2, §2.8] and [16, §7.10].

**Definition 2.2.** The Dynkin diagram of \( f(x, y) = h(y) + g(y) \), is a directed graph where the vertices are the vanishing cycles in a regular fiber. The vertices \( v_i \) and \( v_j \) are joined by an edge with multiplicity \( |\langle v_i, v_j \rangle| \). If \( \langle v_i, v_j \rangle > 0 \), then the direction goes from \( v_i \) to \( v_j \).

We can also relate the vertex in a Dynkin diagram with the critical value associated to the vanishing cycle. In order to define the Dynkin diagram of the polynomial \( f(x, y) = h(y) + g(x) \), we consider a deformation \( \tilde{f} \) such that the critical values are different pairwise. Although the Dynkin diagram for \( f \) and \( \tilde{f} \) are equals (the same vertices and edge), the Dynkin diagram associated to \( f \) has relations among the vertices according to the equalities of the critical values. From the previous choice of paths \( r_i \) and \( s_j \), we have rules in the Dynkin diagram which establish the possibilities to relate the critical values:

1. The Dynkin diagram associated to \( f(x, y) = h(y) + g(x) \), can be thought as a two-dimensional array, where the rows are the critical values \( c_i^h + c_j^g \) for a fixed \( i \) and \( j = 1, \ldots, d - 1 \). Thus, if two critical values of \( f(x, y) \) in the same row of the Dynkin diagram are equals, then for the columns of these critical values there are equalities in the rows. This is obviously because if \( c_i^h + c_j^g = c_i^h + c_j^g \) then \( c_j^g = c_i^g \), consequently \( c_i^h + c_j^g = c_k^h + c_i^g \) for all \( k = 1 \ldots e - 1 \). This happens in an analogous way for the columns.

2. If \( c_i^h + c_j^g = c_k^h + c_i^g \) and additionally \( i < k, j > l \) then \( c_i^h = c_k^h \) and \( c_j^g = c_l^g \). This follows from the choice of distinguished paths because \( i < k \) implies that \( c_i^h \geq c_k^h \) and \( j > l \) implies \( c_j^g \geq c_l^g \) then \( c_i^h + c_j^g \geq c_k^h + c_l^g \) since \( c_i^h + c_j^g = c_k^h + c_i^g \) then the inequalities actually are equalities.

Similarly, a Dynkin diagram in dimension 0 consists of vertex which are the vanishing cycles associated to a polynomial, and dashed edges representing an intersection of \(-1\),
in this case the edges do not have direction. Note that the vanishing cycles associated to the critical values $c_i^j$ with $i \leq [d/2]$ can only intersect vanishing cycles associated to critical values $c_j^j$ with $j \geq [d/2]$, and similarly for the critical values $c_k^k$, for example, see the figure 3.

Figure 3: Real part of the polynomials $h(y) = -(y + \frac{5\sqrt{3}}{3})(y + \sqrt{5})(y - \frac{\sqrt{3}}{3})(y - \ln(3))(y - 2)(y - 2\sqrt{2})$ and $g(x) = (x + 3)(x + 2)(x + 1)x(x - 1)(x - 2)(x - 3)$, with its real critical values. On the left is $h(y)$ and on the right $g(x)$.

The 0-dimensional Dynkin diagrams associated to $h$ and $g$ of the Figure 3 are:

\[ \gamma_2 \dashv \gamma_4 \dashv \gamma_3 \dashv \gamma_5 \dashv \gamma_1 \dashv \gamma_6, \quad \sigma_1 \dashv \sigma_5 \dashv \sigma_3 \dashv \sigma_4 \dashv \sigma_2 \dashv \sigma_6, \]

thus, by using (2.1) we get the next Dynkin diagram for $f(x, y) = h(y) + g(x)$ (in terms of critical values),

\[
\begin{align*}
&c_2^1 + c_1^2 \leftarrow c_4^1 + c_3^2 \leftarrow c_3^3 + c_2^3 \leftarrow c_1^3 + c_4^3 \leftarrow c_6^1 + c_1^1 \\
&c_2^2 + c_3^2 \leftarrow c_4^2 + c_3^3 \leftarrow c_3^4 + c_2^4 \leftarrow c_1^4 + c_3^4 \leftarrow c_6^2 + c_1^2 \\
&c_2^3 + c_3^3 \leftarrow c_4^3 + c_3^4 \leftarrow c_3^5 + c_2^5 \leftarrow c_1^5 + c_3^5 \leftarrow c_6^3 + c_1^3 \\
&c_2^4 + c_3^4 \leftarrow c_4^4 + c_3^5 \leftarrow c_3^6 + c_2^6 \leftarrow c_1^6 + c_3^6 \leftarrow c_6^4 + c_1^4 \\
&c_2^5 + c_3^5 \leftarrow c_4^5 + c_3^6 \leftarrow c_3^7 + c_2^7 \leftarrow c_1^7 + c_3^7 \leftarrow c_6^5 + c_1^5 \\
&c_2^6 + c_3^6 \leftarrow c_4^6 + c_3^7 \leftarrow c_3^8 + c_2^8 \leftarrow c_1^8 + c_3^8 \leftarrow c_6^6 + c_1^6.
\end{align*}
\]

(2.2)

The **Picard-Lefschetz formula** give us an explicit computation of the monodromy of a cycle $\delta$, around to a critical value $c_{ij} := c_i^j + c_j^i$. Namely, it is

\[
\text{Mon}_{c_{ij}}(\delta) = \delta - \sum_k (\delta, \delta_k)\delta_k,
\]

(2.3)

where $k$ runs through all the join cycles in the singularities of $f^{-1}(c_{ij})$ (see [16, §6.6]). Therefore, in order to compute the monodromy of the fibration given by the polynomial $f(x, y) = h(y) + g(x)$, we just need to handle combinatorial aspects of Dynkin diagrams. In the remainder of the text, we denote as $\text{Mon}(\delta)$, the subspace generated by the orbit of $\delta$ by monodromy action.
3 Monodromy for direct sum of polynomials with one critical value

In this section, we provide the monodromy matrix around 0 for the polynomial \( f(x, y) = y^e + x^d \), with \( e = 2, 3, 4 \). For simplicity, we denote by \( \delta^i_j \) the vanishing cycles in the row \( i \) and column \( j \). Thus we have the Dynkin diagram for \( e = 2, 3, 4 \):

\[
\begin{align*}
\delta_1^1 \rightarrow \delta_2^1 \leftarrow \delta_3^1 \rightarrow \delta_4^1 \leftarrow \delta_5^1 \rightarrow \delta_6^1 \leftarrow \cdots \delta_1^d \\
\delta_1^1 \rightarrow \delta_2^1 \leftarrow \delta_3^1 \rightarrow \delta_4^1 \leftarrow \delta_5^1 \rightarrow \delta_6^1 \leftarrow \cdots \delta_2^d \\
\delta_1^2 \rightarrow \delta_2^2 \leftarrow \delta_3^2 \rightarrow \delta_4^2 \leftarrow \delta_5^2 \rightarrow \delta_6^2 \leftarrow \cdots \delta_3^d \\
\delta_1^3 \rightarrow \delta_2^3 \leftarrow \delta_3^3 \rightarrow \delta_4^3 \leftarrow \delta_5^3 \rightarrow \delta_6^3 \leftarrow \cdots \delta_4^d \\
\delta_1^4 \rightarrow \delta_2^4 \leftarrow \delta_3^4 \rightarrow \delta_4^4 \leftarrow \delta_5^4 \rightarrow \delta_6^4 \leftarrow \cdots \delta_5^d \\
\delta_1^5 \rightarrow \delta_2^5 \leftarrow \delta_3^5 \rightarrow \delta_4^5 \leftarrow \delta_5^5 \rightarrow \delta_6^5 \leftarrow \cdots \delta_6^d \\
\vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots
\end{align*}
\]

respectively. By Proposition 2.1, the intersection matrix in the ordered vector basis \( \delta_1^1, \ldots, \delta_e^1, \delta_1^2, \ldots, \delta_e^2, \ldots, \delta_1^d, \ldots, \delta_e^d \) for these Dynkin diagram are

\[
\Psi_2 = \begin{pmatrix}
0 & -1 & 0 & 0 & \ldots \\
1 & 0 & 1 & 0 & \ldots \\
0 & -1 & 0 & -1 & \ldots \\
0 & 0 & 1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \tag{3.2}
\]

\[
\Psi_3 = \begin{pmatrix}
0 & -1 & -1 & 1 & 0 & 0 & 0 & 0 & \ldots \\
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & \ldots \\
1 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & \ldots \\
-1 & 1 & 1 & 0 & -1 & 1 & 0 & 0 & \ldots \\
0 & 0 & -1 & 1 & 0 & -1 & -1 & 1 & \ldots \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & -1 & \ldots \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 & \ldots \\
0 & 0 & 0 & 0 & -1 & 1 & 1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \tag{3.3}
\]
When the sequence is $(-1, 1, \ldots)$. For $\Psi_3$ the sequence are $(-1, 0, -1, -1, 0, \ldots)$, $(-1, -1, 1, \ldots)$ and $(1, 0, 0, 0, \ldots)$. For $\Psi_4$ the sequence are $(-1, 1, 0, \ldots)$, $(0, 0, 1, 0, -1, 0, \ldots)$, $(-1, -1, -1, 1, 1, \ldots)$ and $(-1, 0, 0, 1, 0, \ldots)$. From the Picard-Lefschetz formula (2.3), it follows that the monodromy matrices for $f(x, y) = y^e + x^d$ with $e = 2, 3, 4$, are

$$M_e = I_N - \Psi_e,$$

where $I_N$ is the identity matrix of rank $N = (d-1)(e-1)$.

For a vector $v$ and a matrix $M \in \mathcal{M}_N(\mathbb{R})$, the Krylov subspace is the vectorial space generated by the vectors $M^jv$ where $l = 0, 2, \ldots, N - 1$. Therefore, by taking $M$ as one of the monodromy matrices $M_2, M_3$ or $M_4$, and $v = v_k$ a vector of the canonical basis of $\mathbb{R}^N$, the Krylov subspace is

$$\text{Mon} \left( \delta^i l \mod_{\Psi_e}(k) \right)$$

for the fibration $y^e + x^d$. In the next proposition we provide the vanishing cycles that are in (3.5).

**Proposition 3.1.** For the polynomial $y^2 + x^d$, the vanishing cycles in the subspace $\text{Mon}(\delta_i^1)$ are

| Vanishing cycle $\delta_i^1$ | Vanishing cycles $\delta_i^1$ in $\text{Mon}(\delta_i^1)$ |
|-----------------------------|--------------------------------------------------|
| $\gcd(d, j) = r$           | $l = rn$ with $n = 1, \ldots, \frac{d}{r} - 1$. |

For the polynomial $y^3 + x^d$ with $d \leq 100$ and $3 \nmid d$, the vanishing cycles in the subspace $\text{Mon}(\delta_i^2)$ are

| Vanishing cycle $\delta_i^2$ | Vanishing cycles $\delta_i^2$ in $\text{Mon}(\delta_i^2)$ |
|-----------------------------|--------------------------------------------------|
| $i = 1, 2$ and $\gcd(d, j) = r$ | $m = 1, 2$ and $l = rn$ with $n = 1, \ldots, \frac{d}{r} - 1$. |

When $3 \mid d$, the number of different eigenvalues is less than $2(d - 1)$. For the polynomial $y^4 + x^d$ with $d \leq 100$ and $4 \nmid d$, the vanishing cycles in the subspace $\text{Mon}(\delta_i^2)$ are

| Vanishing cycle $\delta_i^2$ | Vanishing cycles $\delta_i^2$ in $\text{Mon}(\delta_i^2)$ |
|-----------------------------|--------------------------------------------------|
| $i = 1, 3$ and $\gcd(d, j) = r$ | $m = 1, 2, 3$ and $l = rn$ with $n = 1, \ldots, \frac{d}{r} - 1$. |
| $i = 2$ and $\gcd(d, j) = r$ | $m = 2$ and $l = rn$ with $n = 1, \ldots, \frac{d}{r} - 1$. |
When $4 \mid d$, the number of different eigenvalues is less than $3(d-1)$.

Proof. Let $M$ be one of the matrices $M_2, M_3$ or $M_4$, and $v := v_k = (0,0,\ldots,0,1,0,\ldots,0)$ for $k = 1,\ldots,(d-1)(e-1)$. The corresponding vanishing cycle to $v_k$ is $\delta_a^b$, with $a = \mod_4(k)$ and $b = \left[\frac{k}{e}\right]$. Since the matrices $\Psi_e$ are skew-symmetric, then $M$ is a normal matrix, consequently it is diagonalizable. Hence, its eigenvectors $u_j$ are a basis for $\mathbb{R}^N$. Then we can write $v = \sum_j r_j u_j$ for scalars $r_j$. Let $\lambda_j$ be the eigenvalue associated to $u_j$, thus we have

$$M^t v = \sum_{j=1}^N r_j \lambda_j^t u_j,$$

where $N = (d-1)(e-1)$, and the matrix $\{v, Mv, M^2v, \ldots, M^nv\}$ is

$$\begin{pmatrix} r_1 u_1 & r_2 u_2 & \cdots & r_N u_n \end{pmatrix} \begin{pmatrix} 1 & \lambda_1 & \lambda_1^2 & \cdots & \lambda_1^{N-1} \\ 1 & \lambda_2 & \lambda_2^2 & \cdots & \lambda_2^{N-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & \lambda_N & \lambda_N^2 & \cdots & \lambda_N^{N-1} \end{pmatrix}.$$ 

The matrix in the right, is the Vandermonde matrix with determinant $\prod_{i<j}(\lambda_j - \lambda_i)$. Hence, if the eigenvalues are different, then the Krylov subspace is the span of the vectors $u_j$ such that $r_j \neq 0$.

For $e = 2$, it is possible to show that the matrix $M_2$ is similar to a tridiagonal matrix with main diagonal of 1s, first diagonal below of -1s, and first diagonal above of 1s. The change of basis is given by the diagonal matrix, whose diagonal is $(-1,1,1,-1,-1,1,\ldots)$. Hence, there is a known closed form for the eigenvalues and eigenvectors of the matrix $M_2$ (see [20]). Namely, the eigenvalues are given by

$$\lambda_j = 1 + 2\sqrt{-1} \cos \left( \frac{j\pi}{d} \right), \quad \text{whit } j = 1, \ldots, d-1.$$ 

If the vector $u_j = (u_j^{(1)}, u_j^{(2)}, \ldots, u_j^{(d-1)})^T$ is the eigenvector associated to $\lambda_j$, then the $k$–th coordinate satisfies

$$u_j^{(k)} = (\sqrt{-1})^{k-1} \sqrt{\frac{2}{d}} \sin \left( \frac{k\pi}{d} \right).$$

If we denote $U = [u_1 \ u_2 \ \cdots \ u_{d-1}]$ the matrix whose columns are the eigenvalues, then $UU^* = Id(d-1)$. Hence, if we want to know which eigenvectors are used in the representation of $\delta_d^1$, it is enough to note which terms in the row $l$ of $U$ are zero. This happens when $\frac{l}{d} \in \mathbb{Z}$. Furthermore, the Krylov space of $\delta_d^1$ is contained in the Krylov space of $\delta_d^j$, provided that the $j$’s such that $\frac{l}{d} \in \mathbb{Z}$, satisfy $\frac{d}{j} \in \mathbb{Z}$. It is equivalent to $gcd(d,l') \mid gcd(d,l)$.

For $e = 3, 4$, we do not know a close form for the eigenvalues. However, for given values of $d$, on a computer we can compute explicitly the eigenvalues, and a basis for the subspace generated by these eigenvectors. Next, we determine which vectors of the canonical base $\mathbb{R}^N$ are in this subspace. If $e = 3$ and $3 \mid d$, then the number of different eigenvalues is less than $N$. The same is true for $e = 4$ and $4 \mid d$. In other cases the number of different eigenvalues is $N$. The reader can use the functions written in MATLAB, MonMatrix and VanCycleSub for a numerical supplement of this proof (see [13]).
Remark 3.2. The condition $3 \nmid d$ in the case $M_3$ may be related with the fact that $y^3 + x^d$ is a pullback with the map $(x, y) \to (x^3, y)$. Analogously, the condition $4 \nmid d$ in the case $M_4$ associated to $y^4 + x^d$.

On the other hand, in general a monodromy matrices is not diagonalizable. For example, the monodromy matrices of the mirror quintic Calabi-Yau threefold (see [6, 13]).

4 Monodromy problem for $y^4 + g(x)$

Let $g \in \mathbb{R}[x]_{\leq d}$ be a polynomial with real critical points. Consider the polynomial $f(x, y) := y^e + g(x)$ which has critical values equal to the critical values of $g$. Recall, in some cases we relate the vertices in the Dynkin diagram to the critical values associated with the vanishing cycles. Thus, we denote by $C_j$ the critical value in the column $j$ from left to right in the Dynkin diagram, and $\delta^l_j$ to the vanishing cycle in the row $i$ over $C_j$. For example, if we suppose that $d$ is even and $C_1$ is a local maximum, then the Dynkin diagram looks like

$$
\begin{align*}
C_1 & \rightarrow C_2 \leftarrow C_3 \rightarrow C_4 \leftarrow C_5 \rightarrow C_6 \leftarrow \cdots \rightarrow C_{d-2} \leftarrow C_{d-1} \\
& \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
C_1 & \rightarrow C_2 \leftarrow C_3 \rightarrow C_4 \leftarrow C_5 \rightarrow C_6 \leftarrow \cdots \rightarrow C_{d-2} \leftarrow C_{d-1} \\
& \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
C_1 & \rightarrow C_2 \leftarrow C_3 \rightarrow C_4 \leftarrow C_5 \rightarrow C_6 \leftarrow \cdots \rightarrow C_{d-2} \leftarrow C_{d-1} 
\end{align*}
$$

(4.1)

Definition 4.1. We say that the Dynkin diagram of $y^e + g(x)$ with $g \in \mathbb{C}[x]_{\leq d}$ has horizontal symmetry if there exists integer $r > 1$ such that for any $j$ with $\text{g.c.d}(j, d) = r$ the critical values satisfy

$$
C_{j-k} = C_{j+k} \text{ where } k = 1, \ldots, r-1.
$$

The vanishing cycles $\delta^l_j$ with $l = 1, \ldots, \frac{d}{r} - 1$ are called vanishing cycles with horizontal symmetry. We can define the vertical symmetry analogously. For the Dynkin diagram (4.1) the cycles $\delta^l_j$ are vanishing cycles with vertical symmetry.

From a direct computation in the Dynkin diagram (4.1) and Picard-Lefschetz formula, we observe that only the terms

$$
\delta^j_{i-k} + \delta^j_{i+k} \text{ with } \text{g.c.d}(j, d) = r
$$

and the cycles with horizontal symmetry appear in the subspace generated by the monodromy action on a cycle with horizontal symmetry. This happens in an analogous way for the vertical symmetry. Therefore, the subspace generated by the monodromy action on a cycle with horizontal symmetry or vertical symmetry is different to $H_1(f^{-1}(b), \mathbb{Q})$.

On the other hand, the definition of horizontal symmetry only depend on the relation among the critical values of $g$. Hence, for $p, q$ integers greater than 1, there are cycles with horizontal symmetry in the Dynkin diagram associated to $y^p + g(x)$ if and only if there are in the Dynkin diagram associated to $y^q + g(x)$.

For the vertical symmetry, in the next lemma we provide a geometric characterization of the cycles $\delta^l_j$ with $j = 1, \ldots, d-1$.

Lemma 4.2. Consider the map $\mathbb{C}^2 \rightarrow \mathbb{C}^2$, given by $\pi(x, y) = (x, y^2)$. The cycles $\delta^l_j \in H_1((y^4 + g(x))^{-1}(b))$ for $j = 1, \ldots, d-1$, are in the kernel of $\pi_\star : H_1((y^4 + g(x))^{-1}(b)) \rightarrow H_1((y^2 + g(x))^{-1}(b))$. 

Proof. Consider the perturbation $h_\varepsilon(y) := y^4 + \varepsilon(-y^2 + \frac{x}{8})$ of $y^4$, where $\varepsilon \geq 0$. The roots of $h_\varepsilon(y)$ are $\pm \frac{1}{2}\sqrt{\varepsilon(2 \pm \sqrt{2})}$. Therefore, the 0-cycle associated to $\delta^2_2$, is

$$\gamma_1 = \left(\frac{1}{2}\sqrt{\varepsilon(2-\sqrt{2})}, 0\right) - \left(\frac{1}{2}\sqrt{\varepsilon(2-\sqrt{2})}, 0\right)$$

(see Figure 4). In the projection by $y^2$, these points are identified with $(\frac{1}{4}\varepsilon(2-\sqrt{2}), 0)$. Consequently, the image of the vanishing cycles $\delta^2_2 = \gamma_1 \ast \sigma_j$ by the map $\pi$ is trivial.

Note that the kernel of $\pi_*$ is generated by the cycles

$$\gamma_1 \ast \sigma_j \quad \text{and} \quad (\gamma_3 - \gamma_2) \ast \sigma_j, \quad \text{for } j = 1, \ldots, d - 1,$$

however, the first ones generate the others by monodromy.

Figure 4: Critical values for $y^4 + \varepsilon(-y^2 + \frac{x}{8})$, a perturbation of $y^4$.

We want to study the vanishing cycles in the subspace generated by the monodromy action when there is no horizontal symmetry in the Dynkin diagram. By using Lemma 4.3, we can reduce this analysis to the cases $\pi_1(\mathbb{P}^1 \setminus C) \equiv \mathbb{Z}$ and $\pi_1(\mathbb{P}^1 \setminus C) \equiv \mathbb{Z}^2$.

Lemma 4.3. Let $g$ be a polynomial of degree $d$, and let $G_1$ and $G_g$ be the monodromy groups associated to $y^4 + x^2$ and $y^4 + g(x)$, respectively. For any $v \in H_1((y^4 + g)^{-1}(b), \mathbb{Z})$ the subspaces generated by the orbits satisfies $(G_1, v) \subset (G_g, v)$. Besides, if $C$ has more than one element, then there exist a group of two elements $G_2 < Aut(V_g)$ such that $(G_2, v) \subset (G_g, v)$.

Proof. Any element in $G_g$ can be written as a matrix $I_N - A_j \in M_{3(d-1)}(\mathbb{R})$. Moreover, this $A_j$ is constructed by putting rows of zeros in the matrix $\Psi_4$ of equation (3.4). Thus, we have that $M_4 = \sum_{A_j \in G_g} I_N - A_j + (1-|G_g|)I_N$. Consequently, $M_h^k v \in (G_g \cdot v)$ for $k \in \mathbb{Z}$.

In order to construct $G_2$ is enough to divide in two groups the elements of $G_g$, and define two matrix as the sum of the matrices in these groups. Note that these sums correspond with identifications of some critical values in the Dynkin diagram.

The next proposition follows from the proposition 3.1 and lemma 4.3.

Proposition 4.4. Let $g$ be a polynomial of degree $d$, where $d \leq 100$ and $4 \nmid d$. If the Dynkin diagram of $f(x, y) = y^4 + g(x)$ does not have horizontal symmetry, then the subspace of $H_1(f^{-1}(b), \mathbb{Q})$ generated by the orbit of a vanishing cycle $\delta_i^2$ contains all the vanishing cycles in the row $i$. Moreover, if $i$ is 1 or 3, then the submodule generated is whole space $H_1(f^{-1}(b), \mathbb{Q})$. 

Proof. The restrictions on the degree $d$ are due to the Proposition \[3.1\] By Proposition \[3.1\] the result is true for $gcd(j, d) = 1$ and $g(x) = x^d$, then by Lemma \[4.3\] is true for any $g \in \mathbb{C}[x]_{\leq d}$. If $gcd(j, d) = r > 1$, then $\text{Mon}(\delta_i^r)$ contains the vanishing cycles $\delta_i^r$ with $l = rn$ and $n = 1, \ldots, \frac{d}{r} - 1$. Since the rows do not have horizontal symmetry, then $d$ is prime or there are at least two different critical values. However if $d$ is prime, then $r = 1$. Hence, by using lemma \[4.3\] we suppose that there are two critical values $A$ and $B$. Thus, it is enough to consider an initial vanishing cycle $v := \delta_2^r$ where the critical values $C_{j-l}$ and $C_{l+j}$ are equal for $l = 1, \ldots, k - 1 < r - 1$. Also, the critical values $C_{j-k}$ and $C_{j+k}$ are different.

We can suppose that the Dynkin diagram looks like

\[
\begin{align*}
&\ast \rightarrow \cdots \leftarrow C_{j-k-1} \leftarrow C_{j-k} \leftarrow C_{j-k+1} \rightarrow \cdots \leftarrow A \rightarrow A \leftarrow A \rightarrow \cdots \leftarrow C_{k-1+j} \rightarrow C_{k+j} \leftarrow \ast \rightarrow \cdots \leftarrow \ast \\
&\downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \\
&\ast \rightarrow \cdots \leftarrow D \rightarrow B \leftarrow A \rightarrow \ast \rightarrow D \rightarrow \ast \rightarrow \cdots \leftarrow A \rightarrow A \leftarrow A \rightarrow \cdots \leftarrow A \rightarrow A \rightarrow \ast \rightarrow \cdots \leftarrow A.
\end{align*}
\]

where $D$ can be $A$ or $B$, and $\ast$ means that no matter what value it is. We denote by $\text{Mon}_A$ and $\text{Mon}_B$ the monodromy action around to the critical values $A$ and $B$, respectively. By doing $\text{Mon}_B(\text{Mon}_A)^{k-1}(v)$, we get a linear combination of cycles in the column $k$. In fact we have one of the next possibilities

\[
(m_2 m_1)^* v, m_1 (m_2 m_1)^* v, (m_1 m_2)^* v, m_2 (m_1 m_2)^* v, \ s \in \mathbb{N},
\]

where

\[
m_1 = \begin{pmatrix}
-1 & 1 & 0 \\
0 & -1 & 0 \\
0 & 1 & -1
\end{pmatrix},
\]

\[
m_2 = \begin{pmatrix}
1 & 0 & 0 \\
-1 & 1 & -1 \\
0 & 0 & 1
\end{pmatrix}
\]

and the matrices are in the basis $\delta_1^{j-k}, \delta_2^{j-k}, \delta_3^{j-k}$. Hence, we generate the linear combination $w := m_2 \delta_1^{j-k} + n \delta_2^{j-k} + m \delta_3^{j-k}$ where $m \in \mathbb{Z}$ and $n \in \mathbb{Z}^r$. If $D = B$, taking $\text{Mon}_B \text{Mon}_A(w)$, we get

\[
\begin{align*}
&(n - 3m)\delta_1^{j-k} + (2m - n)\delta_2^{j-k} + (n - 3m)\delta_3^{j-k}, \text{ or} \\
&(n - m)\delta_1^{j-k} + (2m - 3n)\delta_2^{j-k} + (n - m)\delta_3^{j-k}.
\end{align*}
\]

Any of the linear combinations in the previous equation and $w$ generate the vanishing cycle $\delta_2^{j-k}$. If $D = A$, considering $\text{Mon}_B(w)$ and $w$ we also generate the cycle $\delta_1^{j-k}$. If $gcd(j - k, d) = 1$, then the results follows from proposition \[3.1\]. If $gcd(j - k, d) = r'$, then we repeat the previous analysis with $r'$ instead of $r$, thus the proof follows from $r' < r$. \hfill \Box

The next propositions are proved with analogous arguments as in the proof of Proposition \[4.4\]. For this reason, in their proof we only indicate the corresponding matrices $m_1$ and $m_2$.

**Proposition 4.5.** Let $g$ be a polynomial of degree $d$, where $d \leq 100$ and $3 \mid d$. If the Dynkin diagram of $f(x, y) = y^3 + g(x)$ does not have horizontal symmetry, then the subspace generated by the orbit of a vanishing cycle $\delta_i^j$ is the whole space $H_1(f^{-1}(b), \mathbb{Q})$. 
Proof. Consider the matrices
\[
m_1 = \begin{pmatrix} -1 & 1 \\ 0 & -1 \end{pmatrix}, \quad m_2 = \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix},
\]
thus considering the initial vanishing cycle \( v := \delta_2^j \), we get a vector \( w = m\delta_1^j + n\delta_2^j \) where \( m \in \mathbb{Z} \) and \( n \in \mathbb{Z}^* \).

**Proposition 4.6.** If the Dynkin diagram of \( f(x,y) = y^2 + g(x) \) does not have horizontal symmetry, then the subspace generated by the orbit of a vanishing cycle \( \delta_2^j \) is the whole space \( H_1(f^{-1}(b), \mathbb{Q}) \).

Proof. In this case the matrices are \( m_1 = -1 \) and \( m_2 = 1 \).

The next theorem is the main result in [4], it is a solution of the monodromy problem for hyperelliptic curves \( y^2 + g(x) \). We will use it, in order to solve the monodromy problem for \( y^3 + g(x) \) and \( y^4 + g(x) \). Although, this theorem holds for \( g \in \mathbb{C}[x] \), we are interested in the case of \( g \) being a real polynomial with real critical points.

**Theorem 4.7** (C. Christopher and P. Mardešić, 2008). Let \( f(x,y) = y^2 + g(x) \), and let \( \delta(t) \) be an associated vanishing cycle at a Morse point; then one of the following assertions holds.

1. The monodromy of \( \delta(t) \) generates the whole homology \( H_1(f^{-1}(b), \mathbb{Q}) \).

2. The polynomial \( g \) is decomposable (i.e., \( g = g_2 \circ g_1 \)), and \( \pi_*\delta(t) \) is homotopic to zero in \( \{ y^2 + g_2(z) = t \} \), where \( \pi(x,y) = (g_1(x), y) = (z,y) \).

From this theorem, we can show that the condition of \( g \) being decomposable as \( g = g_2 \circ g_1 \), is equivalent to the Dynkin diagram associated to \( y^e + g(x) \) has horizontal symmetry, with \( e > 1 \). In fact, as we mentioned above, the horizontal symmetry condition only depend on \( g \).

**Proposition 4.8.** The next assertions are equivalents.

1. The polynomial can be written as \( g = g_2 \circ g_1 \), where \( g_1, g_2 \) are polynomials such that \( \deg(g_1), \deg(g_2) > 1 \).

2. The Dynkin diagram associated to \( y^e + g(x) \) has horizontal symmetry, for some \( e > 1 \) (and hence for all \( e > 1 \)).

Proof. From Proposition 4.6 it follows that the condition 2 implies that there are vanishing cycles for the fibration \( f(x,y) = y^2 + g(x) \), such that they do not generates the whole \( H_1(f^{-1}(b)) \). Thus, by the Theorem 4.7 we conclude that 2 implies 1. The other implication follows by a direct computation on a Dynkin diagram similar to 4.1 but with \( e - 1 \) rows.

Although the horizontal symmetry is just a condition on the polynomial \( g \), this proposition allows to extend the result in the Theorem 4.7 to the fibrations defined by \( y^3 + g(x) \) and \( y^4 + g(x) \). The non trivial part for this generalization are due to the Propositions 4.4 and 4.5. However, since Proposition 3.1 is numerically proven, we have restrictions in the degree of \( g \).
Theorem 4.9. Let \( g \) be a polynomial with real critical points, and degree \( d \) such that, \( 4 \div d \) and \( d \leq 100 \). Consider the polynomial \( f(x,y) = y^3 + g(x) \), and let \( \delta(t) \) be an associated vanishing cycle at a Morse point; then one of the following assertions holds.

1. The monodromy of \( \delta(t) \) generates the homology \( H_1(f^{-1}(t), \mathbb{Q}) \).

2. The polynomial \( g \) is decomposable (i.e., \( g = g_2 \circ g_1 \)), and \( \pi_* \delta(t) \) is homotopic to zero in \( \{ y^4 + g_2(z) = t \} \), where \( \pi(x, y) = (g_1(x), y) = (z, y) \). Or, the cycle \( \pi_* \delta(t) \) is homotopic to zero in \( \{ z^2 + g(x) = t \} \), where \( \pi(x, y) = (x, y^2) = (x, z) \).

Proof. The restrictions on the degree \( d \) are due to the Proposition 3.1 which is used in proposition 4.4. Let \( \delta_i^1 \) be a vanishing cycle. If the monodromy of \( \delta_i^1 \) does not generate the homology \( H_1(f^{-1}(t), \mathbb{Q}) \), then considering the contrapositive of Proposition 4.5 we have the next possibilities: The index \( i \) is 2 or the cycle \( \delta_i^1 \) has horizontal symmetry. If \( i = 2 \), then by the Lemma 4.2 we have that \( \pi_* \delta_2^1 \) is trivial, where \( \pi(x, y) = (x, y^2) \). If \( \delta_i^1 \) has horizontal symmetry, then by using Proposition 4.5 we conclude that \( g = g_2 \circ g_1 \).

Furthermore, \( \delta_i^1 \) is in correspondence with a cycle with horizontal symmetry in the Dynkin diagram of \( y^2 + g(x) \). Consequently, \( \delta_i^1 \) is in the kernel of \( \pi_* \), where \( \pi(x, y) = (g_1(x), y) \).

On the other hand, if the condition 2 is true, then the vanishing cycle \( \delta_i^1 \) has vertical or horizontal symmetry. In any of these cases, it follows by direct computation in the Dynkin diagram 4.4 that the subspace generated by the orbit of the monodromy action on \( \delta_i^1 \) is different to \( H_1(f^{-1}(t), \mathbb{Q}) \).

We have an analogous result for degree \( y^3 + g(x) \). Note that in this case there are not cycles with vertical symmetry.

Theorem 4.10. Let \( g \) be a polynomial with real critical points, and degree \( d \) such that, \( 3 \div d \) and \( d \leq 100 \). Consider the polynomial \( f(x,y) = y^3 + g(x) \), and let \( \delta(t) \) be an associated vanishing cycle at a Morse point; then one of the following assertions holds.

1. The monodromy of \( \delta(t) \) generates the homology \( H_1(f^{-1}(t), \mathbb{Q}) \).

2. The polynomial \( g \) is decomposable (i.e., \( f = g_2 \circ g_1 \)), and \( \pi_* \delta(t) \) is homotopic to zero in \( \{ y^3 + g_2(z) = t \} \), where \( \pi(x, y) = (g_1(x), y) = (z, y) \).

Proof. The restrictions on the degree \( d \) are due to the Proposition 3.1 which is used in proposition 4.5. Let \( \delta_i^1 := \delta(t) \) be a vanishing cycle. If the monodromy of \( \delta_i^1 \) does not generate the homology \( H_1(f^{-1}(t), \mathbb{Q}) \), then by Proposition 4.5 the cycle \( \delta_i^1 \) has horizontal symmetry. Hence, by using Proposition 4.5 we conclude that \( g = g_2 \circ g_1 \).

5 Monodromy problem for 4th degree polynomials

\( h(y) + g(x) \)

Consider \( f(x,y) = h(y) + g(x) \) where \( h \in \mathbb{R}[y]_{\leq 4} \) and \( g \in \mathbb{R}[x]_{\leq 4} \), and \( b \) is a regular value. Moreover, we suppose that the critical points of \( h \) and \( g \) are reals. The aim of this section is to compute the part of the homology \( H_1(f^{-1}(b)) \) generated by the action of the monodromy. From the equation (2.1) it follows that the 1-dimensional Dynkin diagram depends on the 0-dimensional Dynkin diagrams of \( h \) and \( g \). Let \( \gamma_i \in H_0(h^{-1}(b), \mathbb{Z}) \) and \( \sigma_i \in H_0(g^{-1}(b), \mathbb{Z}) \) be the 0-cycles, where \( i = 1, 2, 3 \). Thus, using the enumeration of vanishing cycles, indicated in § 2 we have the next three cases,
If we consider $-f$ instead of $f$, the two last Dynkin diagram coincide. Hence, we only focus in the first two 1-dimensional Dynkin diagrams.

**Example 5.1.** Consider the polynomials $h(y) = -y^4 + 9y^2$ and $g(x) = -x^4 + 16x^2 + 8x$. In Figure 5, we show the real part of this polynomials with the critical values indexed according to §2. Let $f_1(x, y) = h(y) + g(x)$, thus the Dynkin diagram associated to $f_1$ is the first one.
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Figure 5: Real part of the polynomials $h(y) = -y^4 + 9y^2$ and $g(x) = -x^4 + 16x^2 + 8x$, with its critical values. On the left is $h(y)$ and on the right $g(x)$.

**Example 5.2.** Consider the polynomials $h(y) = -y^4 + 9y^2$ and $g(x) = x^4 - 16x^2 - 8x$. In Figure 6, we present the real part of this polynomials with the critical values indexed according to §2. Let $f_2(x, y) = h(y) + g(x)$, thus the Dynkin diagram associated to $f_2$ is the second.

![Figure 6](image2.png)

Figure 6: Real part of the polynomials $h(y) = -y^4 + 9y^2$ and $g(x) = x^4 - 16x^2 - 8x$, with its critical values. On the left is $h(y)$ and on the right $g(x)$. 
In Figures 7 and 8 we present the real part of the fibration $f_1(x, y) = t$ and $f_2(x, y) = t$, respectively. Note that the maximum corresponds with the addition of the maximum of $h$ and $g$, analogously for the minimum. The others critical points are known as saddles points.

We denote the critical values by

$$a_1 = c_1^h + c_1^g,$$  
$$a_2 = c_1^h + c_2^g,$$  
$$a_3 = c_1^h + c_3^g,$$  
$$a_4 = c_2^h + c_1^g,$$  
$$a_5 = c_2^h + c_2^g,$$  
$$a_6 = c_2^h + c_3^g,$$  
$$a_7 = c_3^h + c_1^g,$$  
$$a_8 = c_3^h + c_2^g,$$  
$$a_9 = c_3^h + c_3^g.$$

If we consider the contour lines associated to the Figure 7, then we obtain a drawing in the plane which represent the vertex in the Dynkin diagram associated to the polynomial $f_1$. In fact, the correspondence between the Dynkin diagram and the curve in the plane is shown in [1]. In Figure 9 we present the contour lines of the real part of the polynomial $f_1(x, y)$. The critical values $a_2, a_3, a_5, a_6$ and $a_7$ correspond with ovals contained in the real part of the foliation defined by $df_1$. 

Figure 7: Real part of graph defined by $f_1(x, y) = -y^4 + 9y^2 - x^4 - 16x^2 + 8x = t$, with its critical values.

Figure 8: Real part of graph defined by $f_2(x, y) = -y^4 + 9y^2 + x^4 - 16x^2 - 8x = t$, with its critical values.
Analogously, the contour lines of the Figure 8 give us a drawing in the plane which represent the vertex in the Dynkin diagram associated to \( f_2 \). In Figure 10, we present the contour lines of the real part of the polynomial \( f_2(x, y) \). In this case, the critical values \( a_3, a_6, a_7 \) and \( a_8 \) correspond with ovals contained in the real part of the foliation defined by \( df_2 \).

Figure 9: Contour lines of the real part of \( f_1(x, y) = -y^4 + 9y^2 - x^4 + 16x^2 + 8x = t \).

Figure 10: Contour lines of the real part of \( f_1(x, y) = -y^4 + 9y^2 + x^4 - 16x^2 - 8x = t \).

Let \( \alpha_i \) be the cycle which vanishes in the critical point corresponding to the critical value \( a_i \) for \( i = 1, ..., 9 \). For simplicity in the notation we call the possible critical values as \( a, b, c, d, e, f, g, h, i \) if all are different and we are removing from right to left as soon as the critical values are repeated. Moreover, we indicate with "*" on the right, the vanishing cycles which is not contained in the real plane (or its associated critical value). For instance, the polynomial \( f_1(x, y) \) of the Example 5.1 satisfies that \( a_1 = a_4, a_2 = a_5, a_3 = a_6 \) and the other critical values are different, therefore its next Dynkin diagram is

\[
\begin{align*}
\text{b} & \leftarrow e^* \rightarrow \text{b} \\
\downarrow & \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
\text{a}^* & \leftarrow d \rightarrow \text{a}^* \\
\uparrow & \quad \uparrow \quad \uparrow \quad \uparrow \\
\text{c} & \leftarrow f^* \rightarrow \text{c},
\end{align*}
\]
Similarly, the polynomial $f_2(x, y)$ of the Example 5.2 has Dynkin diagram

$$
\begin{align*}
& a^* \leftarrow d \rightarrow a^* \\
& \uparrow \quad \uparrow \\
& c \leftarrow e^* \rightarrow c \\
& \downarrow \quad \downarrow \\
& b^* \leftarrow f \rightarrow b^*.
\end{align*}
$$

The subspace of the homology $H_1(f^{-1}(b))$ generated by the monodromy action on a vanishing cycle $\alpha_i$ is denoted $\text{Mon}(\alpha_i)$ $i = 1, \ldots, 9$. We will compute the monodromy for any $\alpha_i$ depending on the number of different critical values.

For the Dynkin diagram

$$
\begin{align*}
& a_2 \leftarrow a_8^* \rightarrow a_5 \\
& \downarrow \quad \downarrow \\
& a_1^* \leftarrow a_7 \rightarrow a_4^* \\
& \uparrow \quad \uparrow \\
& a_3 \leftarrow a_9^* \rightarrow a_6.
\end{align*}
$$

(5.1)

when there is one critical value the ranks of the subspaces are: $\text{rank}(\text{Mon}(\alpha_i)) = 5$ for $i \neq 7$ and $\text{rank}(\text{Mon}(\alpha_7)) = 3$. For more than one critical value, in Table 1 we present the cases where the vanishing cycles are not simple cycles.

For the Dynkin diagram

$$
\begin{align*}
& a_1^* \leftarrow a_7 \rightarrow a_4^* \\
& \uparrow \quad \uparrow \\
& a_3 \leftarrow a_9^* \rightarrow a_6 \\
& \downarrow \quad \downarrow \\
& a_2 \leftarrow a_8 \rightarrow a_5^*,
\end{align*}
$$

(5.2)

when there is one critical value the ranks of the subspaces are: $\text{rank}(\text{Mon}(\alpha_i)) = 5$ for $i \neq 9$ and $\text{rank}(\text{Mon}(\alpha_9)) = 3$. For more than one critical value, in Table 2 we present the cases where the vanishing cycles are not simple cycles.

In Tables 1 and 2 the first column is the number of different critical values. In the second column are written the vanishing cycles which are not simple cycles. Right in front of any non simple vanishing cycle $\alpha_i$, in the the third column, it is a basis for the subspace $\text{Mon}(\alpha_i)$. Note that there are vanishing cycles which generate the same subspace, then they are on the same line in the second column. In fourth column are the corresponding Dynkin diagram. Finally, in the last column, we add information about an equivalence class, which is explained below. This last column together with the Theorem 5.4 give us examples of polynomials that satisfy these diagrams.
| # critical values | $\alpha_i$ | Mon($\alpha_i$) | Dynkin diagram of $f(x, y) = h(x) + g(y)$ |
|-------------------|----------|-----------------|-----------------------------------------|
| 2                 | $\alpha_1^0,\alpha_1^-$ | $(\alpha_1^0, \alpha_1^-, \alpha_2 + \alpha_3, \alpha_2 + \alpha_5, \alpha_6, \alpha_6')$ | D$_3$ |
|                   | $\alpha_2^-,\alpha_2^0$ | $\alpha_2^-, \alpha_2^0, \alpha_2 + \alpha_5, \alpha_5'$ | |
| 2                 | $\alpha_1^0,\alpha_4^+$ | $(\alpha_1^0, \alpha_4^+, \alpha_4^-, \alpha_2 + \alpha_3, \alpha_2 + \alpha_5, \alpha_6, \alpha_6')$ | D$_3$ |
|                   | $\alpha_2^-,\alpha_2^0$ | $\alpha_2^-, \alpha_2^0, \alpha_2 + \alpha_5, \alpha_5'$ | |
| 3                 | $\alpha_1^-,\alpha_2^0$ | $(\alpha_1^-, \alpha_2^0, \alpha_2 + \alpha_3, \alpha_2 + \alpha_5, \alpha_6, \alpha_6')$ | D$_3$ |
|                   | $\alpha_2^-,\alpha_2^0$ | $\alpha_2^-, \alpha_2^0, \alpha_2 + \alpha_5, \alpha_5'$ | |
| 3                 | $\alpha_1^-,\alpha_2^0$ | $(\alpha_1^-, \alpha_2^0, \alpha_2 + \alpha_3, \alpha_2 + \alpha_5, \alpha_6, \alpha_6')$ | D$_3$ |
|                   | $\alpha_2^-,\alpha_2^0$ | $\alpha_2^-, \alpha_2^0, \alpha_2 + \alpha_5, \alpha_5'$ | |
| 4                 | $\alpha_1^-,\alpha_2^0$ | $(\alpha_1^-, \alpha_2^0, \alpha_2 + \alpha_3, \alpha_2 + \alpha_5, \alpha_6, \alpha_6')$ | D$_3$ |
|                   | $\alpha_2^-,\alpha_2^0$ | $\alpha_2^-, \alpha_2^0, \alpha_2 + \alpha_5, \alpha_5'$ | |
| 5                 | $\alpha_1^-,\alpha_2^0$ | $(\alpha_1^-, \alpha_2^0, \alpha_2 + \alpha_3, \alpha_2 + \alpha_5, \alpha_6, \alpha_6')$ | D$_3$ |
|                   | $\alpha_2^-,\alpha_2^0$ | $\alpha_2^-, \alpha_2^0, \alpha_2 + \alpha_5, \alpha_5'$ | |
| 6                 | $\alpha_1^-,\alpha_2^0$ | $(\alpha_1^-, \alpha_2^0, \alpha_2 + \alpha_3, \alpha_2 + \alpha_5, \alpha_6, \alpha_6')$ | D$_3$ |
|                   | $\alpha_2^-,\alpha_2^0$ | $\alpha_2^-, \alpha_2^0, \alpha_2 + \alpha_5, \alpha_5'$ | |

Table 1: Monodromy for $h(x) + g(y) \in \mathbb{R}[x, y]_{d \leq 1}$ and Dynkin diagram \(5.1\)
| # critical values | $\alpha_i$   | $\text{Mon}(\alpha_i)$                  | Dynkin diagram of $f(x, y)h(x) + g(y)$ |
|-------------------|--------------|---------------------------------------|-----------------------------------------|
| 2                 | $\alpha_3, \alpha_6$ | $(\alpha_3, \alpha_6, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $\alpha^4 \leftrightarrow a \leftrightarrow a^* \alpha^* \leftrightarrow b \leftrightarrow a^*$ |
|                   | $\alpha_7, \alpha_8$ | $(\alpha_7, \alpha_8, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $b^* \leftrightarrow b \leftrightarrow a^*$ |
| 3                 | $\alpha_3, \alpha_6$ | $(\alpha_3, \alpha_6, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $\alpha^4 \leftrightarrow a \leftrightarrow a^* \alpha^* \leftrightarrow b \leftrightarrow a^*$ |
|                   | $\alpha_7, \alpha_8$ | $(\alpha_7, \alpha_8, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $b^* \leftrightarrow b \leftrightarrow a^*$ |
| 4                 | $\alpha_3, \alpha_6$ | $(\alpha_3, \alpha_6, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $\alpha^4 \leftrightarrow a \leftrightarrow a^* \alpha^* \leftrightarrow b \leftrightarrow a^*$ |
|                   | $\alpha_7, \alpha_8$ | $(\alpha_7, \alpha_8, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $b^* \leftrightarrow b \leftrightarrow a^*$ |
| 5                 | $\alpha_3, \alpha_6$ | $(\alpha_3, \alpha_6, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $\alpha^4 \leftrightarrow a \leftrightarrow a^* \alpha^* \leftrightarrow b \leftrightarrow a^*$ |
|                   | $\alpha_7, \alpha_8$ | $(\alpha_7, \alpha_8, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $b^* \leftrightarrow b \leftrightarrow a^*$ |
| 6                 | $\alpha_3, \alpha_6$ | $(\alpha_3, \alpha_6, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $\alpha^4 \leftrightarrow a \leftrightarrow a^* \alpha^* \leftrightarrow b \leftrightarrow a^*$ |
|                   | $\alpha_7, \alpha_8$ | $(\alpha_7, \alpha_8, \alpha_2, \alpha_3^2 + \alpha_2 + \alpha_3, \alpha_3^2 + \alpha_2 + \alpha_3^2, \alpha_3 + \alpha_2 + \alpha_3^2)\backslash 4\alpha_3$ | $b^* \leftrightarrow b \leftrightarrow a^*$ |

Table 2: Monodromy for $h(x) + g(y) \in \mathbb{R}[x, y]_d$ and Dynkin diagram (5.2)
Lemma 5.3.

Let $f(x, y) = h(y) + g(y)$ be a polynomial of degree 4, we consider the vector space $V_f = H_1(f^{-1}(b), \mathbb{Q})$ with the basis given by the vanishing cycles $\{\alpha_i\}_{i=1,...,9}$. Let $G_f = \pi_1(\mathbb{C} \setminus \{a_1, \ldots, a_9\})$ be a free group acting on $V_f$ by monodromy. For polynomials $f, f'$, we relate $f$ and $f'$ if there is a permutation $\varphi$ of the set $\{\alpha_i\}_{i=1,...,9}$, such that

$$\text{span}(G_f \cdot \varphi(\alpha_i)) = \varphi(\text{span}(G_{f'} \cdot \alpha_i)), \text{ for } i = 1, \ldots, 9.$$ 

Let us introduce the suggestive notation $v_{11}, v_{12}, v_{13}, v_{21}, v_{22}, v_{23}, v_{31}, v_{32}, v_{33}$ as a basis for $V_f$. Then, we compute the equivalence classes $[f]$ of the polynomials in $\mathbb{R}[x]_{\leq 4} \oplus \mathbb{R}[y]_{\leq 4}$ with real critical points. From Tables 1 and 2, we conclude that there are 5 equivalence classes of these polynomials, they are

- $\mathcal{O}_0$: $\text{span}(G_f \cdot v_{ij}) = V_f$, for $i, j = 1, 2, 3$.
- $\mathcal{O}_1$: In this cases $G_f$ is a free group generated by a matrix $M$, and $\text{span}(G_f \cdot v_{ij}) = (M^k v_{ij})$ with $k = 0, \ldots, 4$ and $(i, j) \neq (2, 2)$.
- $\mathcal{O}_2$: $\text{span}(G_f \cdot v_{21}) = \text{span}(G_f \cdot v_{22}) = \text{span}(G_f \cdot v_{23}) = \langle v_{21}, v_{22}, v_{23}, v_{11} + v_{31}, v_{12} + v_{32}, v_{13} + v_{33} \rangle$.
- $\mathcal{O}_3$: $\text{span}(G_f \cdot v_{21}) = \text{span}(G_f \cdot v_{23}) = \langle v_{21}, v_{22}, v_{23}, v_{11} + v_{31}, v_{12} + v_{32}, v_{13} + v_{33} \rangle$.
- $\mathcal{O}_4$: $\text{span}(G_f \cdot v_{21}) = \text{span}(G_f \cdot v_{23}) = \langle v_{21}, v_{22}, v_{23}, v_{11} + v_{31}, v_{12} + v_{32}, v_{13} + v_{33} \rangle$.

These equivalence classes of polynomial $f(x, y) = h(x) + g(y)$ in terms of the subspaces generated by the orbit of monodromy action, can be written in terms of the polynomials $h$ and $g$. That is showed in the theorem 5.4. We also consider polynomials up to linear transformation, because these do not change the monodromy action. For a polynomial $h \in \mathbb{C}[x]_{\leq 4}$ and a partition $(d_1, d_2, \ldots, d_M)$ of $d - 1$, we say that $h$ has critical values degree $(d_1, d_2, \ldots, d_M)$ if it has $M$ different critical values $c_1, c_2, \ldots, c_M$ and for any $i = 1, \ldots, M$ there are $d_i$ critical points over $c_i$, counted with multiplicity. The next lemma is proved in appendix A and we give an algorithm to compute the ideals.

**Lemma 5.3.** Given a positive integer $d$ and a partition $(d_1, d_2, \ldots, d_M)$ of $d - 1$, the set of polynomials in $\mathbb{C}[x]_{\leq 4}$ with critical values degree $(d_1, d_2, \ldots, d_M)$ is an algebraic subvariety of $\mathbb{C}[x]_{\leq 4}$. Its ideal associated is denoted by $I_{(d_1, d_2, \ldots, d_M)}$. 

For example if $d = 4$, we consider $h(x) := x^4 + r_3 x^3 + r_2 x^2 + r_1 x + r_0$. Since translations in the abscissa and in the ordinate do not change the monodromy action, we can suppose that $h(x) := x^4 + r_2 x^2 + r_1 x$. Thus, we have

\[
I_{(3,0)} = \langle r_1, r_2 \rangle, \\
I_{(2,1)} = \langle r_1 \rangle \cap (27 r_1^2 + 8 r_2^3) = \langle r_1 \rangle \cap \langle H \rangle, \\
I_{(1,1,1)} = 0.
\]

Another interesting example is when we consider the polynomials $h(x) = x^4 + r_2 x^2 + r_1 x, g(y) = y^4 + s_2 y^2 + s_1 y$ and we suppose that the critical values of $h$ are equal to the critical values of $g$. In this case, we have a subvariety of $\mathbb{C}[x, y]_{\leq d}$ given by the ideal

\[
\langle r_2 - s_2, r_1 - s_1 \rangle \cap \langle r_2 + s_2, r_1^2 + s_1^2 \rangle \cap \langle r_2 - s_2, r_1 + s_1 \rangle \cap \langle s_2, s_1, r_2, r_1 \rangle.
\]

**Theorem 5.4.** Let $f(x, y) = h(x) + g(y)$, where $h \in \mathbb{R}[x]_{\leq d}$ and $g \in \mathbb{R}[y]_{\leq d}$ are polynomials with real critical points. There is a characterization of the equivalence class of $f$ in terms of $h, g$ as follows,

1. $[f] \in \mathcal{O}_1$ iff $f(x, y) = x^4 + y^4$.
2. $[f] \in \mathcal{O}_2$ iff $f(x, y) = (h_2 \circ h_1)(x) + g(y)$, where $h_1, h_2 \in \mathbb{R}[x]_{\leq 2}$ and $g$ is not decomposable.
3. $[f] \in \mathcal{O}_3$ iff $f(x, y) = (h_2 \circ h_1)(x) + (g_2 \circ g_1)(y)$, where $h_1, h_2 \in \mathbb{R}[x]_{\leq 2}, g_1, g_2 \in \mathbb{R}[y]_{\leq 2}$.
4. $[f] \in \mathcal{O}_4$ iff $f(x, y) = (h_2 \circ h_1)(x) + (h_2 \circ h_1)(\pm y)$, where $h_1, h_2 \in \mathbb{R}[x]_{\leq 2}$.
5. $[f] \in \mathcal{O}_0$ iff $h(x)$ and $g(y)$ are not decomposable.

**Proof.** It is easy to show that the conditions on $h$ and $g$ are sufficient conditions. Following, we show that they are necessary conditions. Since we consider polynomials up to linear transformation, we can suppose $h(x) = x^4 + r_2 x^2 + r_1 x, g(y) = y^4 + s_2 y^2 + s_1 y$. Thus, for $h$ and $g$ be decomposable polynomials it is necessary that $r_1 = 0$ and $s_1 = 0$, respectively.

1. For $[f] \in \mathcal{O}_1$, the polynomial $f(x, y)$ has a critical value, thus $h$ and $g$ have only one critical value. Since $h \in I_{(3,0)}$, then $h(x) = x^4$, analogously for $g$.

2. When $[f] \in \mathcal{O}_2$ we have the next possibilities: If the Dynkin diagram is $\Box (5.1)$, then the critical values satisfy $a_1 = a_4, a_2 = a_5, a_3 = a_6$ or $a_2 = a_3, a_5 = a_6, a_8 = a_9$. If the Dynkin diagram is $\Box (5.2)$, then the critical values satisfy $a_1 = a_4, a_2 = a_5, a_3 = a_6$ or $a_1 = a_2, a_4 = a_5, a_7 = a_8$. The first conditions in both Dynkin diagrams implies that $c_1^h = c_2^h$, the others conditions implies $c_2^h = c_3^h$ and $c_1^h = c_3^h$, respectively. Without loss of generality we consider $c_1^h = c_2^h$, then $h \in I_{(2,1)}$, and recall that the 0-dimensional Dynkin diagram for $h$ in this case is $\gamma_1 \cdots \gamma_3 \cdots \gamma_2$.

Furthermore, the discriminant of $h'(x)$ is equal to $-16H$, thus $V(H)$ corresponds to the polynomials with at most 2 critical points. Hence, the polynomials in $V(H) \backslash V(I_{(3,0)})$ are polynomials that have two different critical values and two critical points, and it is not the case of $c_1^h = c_2^h$ and $c_1^h \neq c_3^h$, see the Figure 11. Therefore, the polynomials in $\mathcal{O}_2$ satisfy that $h(x) = x^4 + r_2 x^2$. Then $h(x) = h_2(h_1(x))$ where $h_1(x) = x^2$ and $h_2(x) = x(x + r_2)$. 


3. If \( [f] \in \mathcal{O}_3 \), then the conditions \( c^h_1 = c^h_2 \) and \( c^s_1 = c^s_2 \), with 0-dimensional Dynkin diagram \( \delta_1 \cdots \delta_3 \) associated to \( g \), are satisfied simultaneously (or \( c^s_2 = c^s_3 \), with 0-dimensional Dynkin diagram \( \delta_2 \cdots \delta_1 \delta_3 \) associated to \( g \)). Hence, analogously to the previous case we have \( f(x,y) = h_2(h_1(x)) + g_2(g_1(y)) \) where \( h_1(x) = x^2, h_2(x) = x(x + r_2), g_1(y) = y^2, g_2(y) = y(y + s_2) \).

4. For \([f] \in \mathcal{O}_4\), the Dynkin diagram is \([5,1]\) and the critical values of \( f \) satisfies the relations \( a_1 = a_3, a_2 = a_6 \) and \( a_4 = a_8 \), that means \( c^h_1 + c^h_2 = c^h_3, c^s_1 + c^s_2 = c^s_3 + c^s_4 \) and \( c^h_2 + c^h_1 = c^h_3 + c^h_2 \). Thus \( c^h_1 = c^h_3 + k, c^h_2 = c^h_3 + k \) and \( c^h_3 = c^h_4 + k \), where \( k = c^h_3 - c^h_1 \). Hence, by doing a translation, we can suppose that the critical values of the polynomial \( h \) are equals to the critical values of \( g \). Therefore, \( g(x) = h(\pm x) \). On the other hand, the conditions \( a_1 = a_4, a_2 = a_5, a_3 = a_6 \), implies that \( h \) is decomposable.

5. When \([f] \in \mathcal{O}_0\), the critical values of \( h \) are different or \( h \in \mathcal{V}(H) \setminus \mathcal{V}(I_{(3,0)}) \). Therefore, \( r_1 \neq 0 \). Analogously for \( g \), we conclude that \( s_1 \neq 0 \).

\[ \Box \]

**Figure 11:** In the left a polynomial \( g \in \mathbb{R}[y]_{\leq 4} \) with two critical values and two critical points. In the right a perturbation of \( g \) which separates the critical values. In both cases the enumeration is done according to section 2. The vanishing cycle associated to \( c^h_1 \) and \( c^s_3 \) always intersect.

**Remark.** Similar to Theorem 4.7 if \([f] \in \mathcal{O}_2\), then the vanishing cycles \( v_{21}, v_{22}, v_{23} \) are in the kernel of the map

\[ H_1(f^{-1}(b), \mathbb{Q}) \to H_1(\tilde{f}^{-1}(b), \mathbb{Q}), \quad \text{where } \tilde{f} = h_2(x) + g(y) \]

coming from the map \((x, y) \mapsto (h_1(x), y)\). If \([f] \in \mathcal{O}_3\), then the vanishing cycles \( v_{21}, v_{22}, v_{23} \) are as before, and the vanishing cycles \( v_{12}, v_{22}, v_{32} \) are in the kernel of the map

\[ H_1(f^{-1}(b), \mathbb{Q}) \to H_1(\tilde{f}^{-1}(b), \mathbb{Q}), \quad \text{where } \tilde{f} = h(x) + g_2(y) \]

coming from the map \((x, y) \mapsto (x, g_1(y))\). The other not simple vanishing cycles appear with the symmetry \( h(x) = g(\pm x) \). Therefore, they may be related with the pullback

\[ \mathbb{C}^2 \to \mathbb{C}^2 \to \mathbb{C} \]

\[(x, y) \mapsto (x + y, xy) \to \tilde{f}(\tilde{x}, \tilde{y})\]

where \( \tilde{x} = x + y, \tilde{y} = xy \) and some \( \tilde{f} \in \mathbb{R}[\tilde{x}, \tilde{y}]_{\leq 4} \). So far we do not know a geometrical characterization for these vanishing cycles.
Appendix: Algebraic space $I_{(d_1,d_2,...,d_M)}$

In this section we show that the space of polynomials $f(x)$ of degree $d$ with a given number of critical values is an algebraic subspace. Actually, we need other conditions in the cardinality of the critical values, it motivates the next definition.

**Definition A.1.** For an integer $d$ and a partition $(d_1, d_2, \ldots, d_M)$ of $d-1$, we say that the polynomial $f(x) \in \mathbb{C}[x]_{\leq d}$ has **critical values degree** $(d_1, d_2, \ldots, d_M)$ if it has $M$ different critical values $c_1, c_2, \ldots, c_M$ and for any $i = 1, \ldots, M$ there are $d_i$ critical points over $c_i$, counted with multiplicity.

We show that the condition of critical values degree for a polynomial can be given in terms of algebraic expressions.

**Proof of Lemma 5.3.** By definition of the **discriminant** $\Delta$, see [10] §10.9, we know that $\xi$ is a critical value of $f(x)$ if and only if $\Delta(f(x) - \xi) = 0$. For $f(x) = x^d + r_{d-1}x^{d-1} + \ldots + r_0$, we have that $\Delta_\xi(f) := \Delta(f - \xi)$ is a polynomial $\lambda(\xi) = \alpha_{d-1}\xi^{d-1} + \alpha_{d-2}\xi^{d-2} + \ldots + \alpha_0$. It defines the map

$$\mathbb{C}^d \xrightarrow{\Delta_\xi} \mathbb{C}^{d-1}$$

$$(r_{d-1}, \ldots, r_0) \mapsto (\alpha_{d-2}, \ldots, \alpha_0).$$

The polynomial $\lambda(\xi)$ can also be expressed in terms of the critical values $t_1, \ldots, t_{d-1}$ of $f$, as $\lambda(\xi) = (\xi - t_1)(\xi - t_2)\ldots(\xi - t_{d-1}) = (\xi - t_{i_1})^{d_1}(\xi - t_{i_2})^{d_2}\ldots(\xi - t_{i_M})^{d_M}$, where we have used the definition of critical values degree. Let $\mathbb{C}^{d-1} \xrightarrow{\varphi} \mathbb{C}^{d-1}$ be the map given by the Vieta’s formula

$$\mathbb{C}^{d-1} \xrightarrow{\varphi} \mathbb{C}^{d-1}$$

$$(t_1, t_2, \ldots, t_{d-1}) \xrightarrow{\varphi} (\varepsilon_1 \sum_i t_i, \varepsilon_2 \sum_{i \neq j} t_it_j, \ldots, \varepsilon_{d-1}t_1t_2\ldots t_{d-1}),$$

where $\varepsilon_j = (-1)^j\alpha_{d_j}$. Hence, $\varphi$ take the roots of a polynomial and gives the coefficients of the polynomial. Let $V$ be a subvariety in the domain of $\varphi$ given by $M$ equations of the form $t_{i_1} = t_{i_2} = \ldots = t_{i_M}$ with $j = 1, \ldots, M$. The subvariety $V$ has the information of the critical values degree.

The closure of $\varphi(V)$ is a subvariety of $\mathbb{C}^{d-1}$, we denote it by $W$. The pullback of $W$ by the map $\Delta_\xi$ is a subvariety in $\mathbb{C}^d$ in terms of the parameters $r_k$ which is the closure of the space of polynomial in $\mathbb{C}[x]_{\leq d}$ with critical values degree $(d_1, d_2, \ldots, d_M)$.

$$V \subset \mathbb{C}^{d-1} \xrightarrow{\varphi} W \subset \mathbb{C}^{d-1}$$

$$\mathbb{C}^d \xrightarrow{\Delta_\xi} \mathbb{C}^{d-1}$$

In order to compute an explicit expression for $W$ we use the implicitation algorithm [5, §3.3]. Let $v_1, v_2, \ldots, v_s$ be the polynomials which describes $V$, thus $v_i = v_i(t_1, \ldots, t_{d-1})$. Let $I \subset \mathbb{C}[t_1, \ldots, t_{d-1}, x_1, \ldots, x_{d-1}]$ be the ideal

$$I = (z_1 - \sum_i t_i, z_2 - \sum_{i \neq j} t_it_j, \ldots, z_{d-1} - t_1t_2\ldots t_{d-1}, v_1, \ldots, v_s).$$
If $G$ is a Groebner basis of $I$ with respect to lexicographic order $t_1 > t_2 > ... > t_{d-1} > z_1 > ... > z_{d-1}$, then $G_z = G \cap \mathbb{C}[z]$ is a Groebner basis of the ideal $I_z := I \cap \mathbb{C}[z]$. Also $W := V(I_z)$ is the smallest variety in $\mathbb{C}^{d-1}$ containing $\varphi(V)$.

**B Numerical supplementary items**

In this section we provide the explanation of the codes used in the proof of Proposition 3.1. To start, it is necessary to get the MATLAB’s functions MonMatrix and VanCycleSub. These are available in https://github.com/danfelmth/Intersection-matrix-for-polynomials-with-1-crit-value.git.

The function MonMatrix computes the monodromy matrix for the polynomial

$$f := y^e + x^d$$

(B.1)

in the basis described in §3. That is, for each by considering a perturbation of $y^e$ and $x^d$, such that the critical values are different. Thus, we have a real curve similar to the Figure 3. Moreover, we can suppose that the critical points induce the 0-Dynkin diagrams

$$\sigma_{l_d+1} \ldots \sigma_1 \ldots \sigma_{l_{d+2}} \ldots \sigma_2 \ldots \sigma_{l_{d+3}} \ldots \sigma_3 \ldots$$

$$\gamma_{l_e+1} \ldots \gamma_1 \ldots \gamma_{l_{e+2}} \ldots \gamma_2 \ldots \gamma_{l_{e+3}} \ldots \gamma_3 \ldots$$

where $l_d = \lfloor \frac{d-1}{2} \rfloor$ and $l_e = \lfloor \frac{e-1}{2} \rfloor$. The cycles $\sigma_i$ with $i = 1, \ldots, d-1$ and $\gamma_j$ with $j = 1, \ldots, e-1$ are the 0-dimensional vanishing cycles associated to $x^d$ and $y^e$, respectively. The last vanishing cycle on the right in this Dynkin diagram is $\gamma_{l_e}$ or $\gamma_{l_{e-1}}$, depending on whether $e$ is odd or even, respectively (analogously for the last $\sigma_i$).

Then, we consider the basis given by the join cycles of the vanishing cycles $\gamma_j \ast \sigma_i$, where $j = 1, \ldots, e-1$ and $i = 1, \ldots, d-1$. Furthermore, we consider the orderings $\sigma_{l_{d+1}} > \gamma_1 > \sigma_{l_{d+2}} > \sigma_2 > \sigma_{l_{d+3}} > \sigma_3 > \ldots$, and $\gamma_{l_{e+1}} > \gamma_1 > \gamma_{l_{e+2}} > \gamma_2 > \gamma_{l_{e+3}} > \gamma_3 > \ldots$, for any $i$. The ordering for the join cycles is given by

$$\gamma_j \ast \sigma_i > \gamma_j' \ast \sigma_{i'}, \text{ if and only if, } \sigma_i > \sigma_{i'}, \text{ or } i = i' \text{ and } \gamma_j > \gamma_{j'}.$$

We use the ordered basis $(\gamma_j \ast \sigma_i, >)$, in order to write the intersection and monodromy matrices associated to the fibration given by (3.1). For example, let $f(x, y) = x^6 + y^4$, therefore the ordered basis is

$$\gamma_2 \ast \sigma_3, \gamma_1 \ast \sigma_3, \gamma_3 \ast \sigma_3, \gamma_2 \ast \sigma_1, \gamma_1 \ast \sigma_1, \ldots, \gamma_3 \ast \sigma_5.$$

In §3 we use the notation $\delta_j^i$ to denote the vanishing cycle in the row $i$ and column $j$ of the Dynkin diagram (3.1). Thus, $\delta_1^1 = \gamma_2 \ast \sigma_\rho(j)$, $\delta_1^2 = \gamma_1 \ast \sigma_\rho(j)$, $\delta_2^3 = \gamma_3 \ast \sigma_\rho(j)$, where $\rho$ is the permutation $(1, 2, 3, 4, 5) \rightarrow (3, 1, 4, 2, 5)$.

In order to compute the intersection matrix by using the function MonMatrix, it is enough to write $\text{Im} = \text{MonMatrix}(m, p)$, where $m$ is a vector whose coordinate corresponds to $m(1) = d$ and $m(2) = e$. The parameter $p$ should be a integer number such that: If $p = 0$, then $\text{Im}$ is the intersection matrix, else $\text{Im}$ is the monodromy matrix. For the previous example, we get the matrix (3.4) by writing the lines
The function VanCycleSub computes the subspace spanned by the monodromy action of the fibration given by Equation 3.1 acting on each vanishing cycle. In other words, this function compute the Krylov space of the monodromy matrix and each one of the the vectors of the basis previously described. That is by computing the eigenvalues and eigenvector of the monodromy matrix as in the proof of Proposition 3.1. The usage of this function is as follows: \([\text{Dim}, \ Wout, Vout] = \text{VanCycleSub}(m)\), where the vector \(m\) represented again the degrees \(d, e\).

The output \(\text{Dim}\) is the number of different eigenvalues of the monodromy matrix. Note that the dimension of the homology group \(H_n(f^{-1}(b))\), is \(N = (d - 1)(e - 1)\). If \(\text{Dim} = N\), then the array \(\text{Wout}\) of size \(N \times N \times N\), represents the Krylov space of each vanishing cycle. Thus, the columns of the matrix \(\text{Wout}(:,:,j)\) are a basis of the subspace generated by the monodromy action on the vector \(e_j = (0 \cdots 1 \cdots 0)\). The vector \(e_j\) corresponds with the \(j\)-th joint cycle according to the previously defined order.

Finally, \(\text{Vout}\) is a matrix where the \(j\)-th column is a list of the vanishing cycles in the Krylov subspace of the vector \(e_j\) with the monodromy matrix. Actually, this list is the position given by the order, associated to these vanishing cycles. Note that these vanishing cycles correspond to the rows of \(\text{Wout}(:,:,j)\) with a single 1 and zeros in the others. Continuing the example,

\[
\begin{align*}
\text{m} & = [6, 4]; \\
\text{Im} & = \text{MonMatrix}(m, 0)
\end{align*}
\]

In this case the second column of \(\text{Vout}\) is the list \((2, 5, 8, 11, 14)\), which are the positions associated to the vanishing cycles \(\delta_k\), with \(k = 1, \ldots, 5\) (see Dynkin diagram 3.1). The fifth column is the list \((5, 11)\); it is because the vanishing cycle associated to the position 5th and 11th are \(\delta_2^5\) and \(\delta_2^4\), respectively, and \(\text{gcd}(d, 2) = 2\) (see Proposition 3.1).
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