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Abstract

In this study, we explore the inherent trade-off between accuracy and robustness in neural networks, drawing an analogy to the uncertainty principle in quantum mechanics. We propose that neural networks are subject to an uncertainty relation, which manifests as a fundamental limitation in their ability to simultaneously achieve high accuracy and robustness against adversarial attacks. Through mathematical proofs and empirical evidence, we demonstrate that this trade-off is a natural consequence of the sharp boundaries formed between different class concepts during training. Our findings reveal that the complementarity principle, a cornerstone of quantum physics, applies to neural networks, imposing fundamental limits on their capabilities in simultaneous learning of conjugate features. Meanwhile, our work suggests that achieving human-level intelligence through a single network architecture or massive datasets alone may be inherently limited. Our work provides new insights into the theoretical foundations of neural network vulnerability and opens up avenues for designing more robust neural network architectures.
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Fig. 1 Adding an imperceptible non-random noise to the images, the network will fail to predict the correct label. The trained network on Cifar-10 gives a 89.37% accuracy on the test set and only 9.39% accuracy on the slightly attacked images (category confidence is labeled below each image). The attack, called FGSM (Fast Gradient Sign Method) [1], is achieved via the transformation $X = X_0 + \epsilon \cdot \text{sign}(\nabla_X l(f(X, \theta), Y^*)|_{X = X_0})$, where $X_0$ denotes the input images of the training set and $Y^*$ is the true label for image $X_0$. $X$ denotes the image to be attacked, $\epsilon = 8/255$ and $\text{sign}(\nabla_X l(f(X, \theta), Y^*)|_{X = X_0})$ gives the non-random noise with $l(f(X, \theta), Y^*)$ denoting the loss function. $\theta$ denotes the weights of the trained network.

1 Introduction

Artificial intelligence (AI), particularly deep neural networks, has revolutionized a wide range of applications, for instance, video generation [2], language models [3], protein folding [4], quantum system analysis [5], healthcare [6], and autonomous driving [7]. These advancements highlight the transformative potential of AI across diverse domains, pushing the boundaries of what machines can achieve in both scientific research and real-world applications.

However, despite their remarkable success, a growing body of research has revealed a critical vulnerability: well-designed and trained AI models exhibit significant fragility when confronted with subtle, non-random perturbations [8–17]. These perturbations, known as adversarial attacks (Fig. 1), involve adding imperceptible noise to input data, which can drastically degrade the performance of a neural network.

Compared to classical models, the vulnerability of deep neural networks exhibits several distinctive characteristics: the impact of adversarial perturbations is both unpredictable and profound, often leading to catastrophic failures in model performance [10, 11]; moreover, higher-accuracy networks tend to be more susceptible to such attacks [12, 13]; efforts to enhance robustness, such as adversarial training where perturbed data is incorporated into the training set [18–20], often result in a trade-off, with improved robustness coming at the cost of reduced accuracy. These interconnected observations suggest an inherent tension between accuracy and robustness in neural networks, indicating a fundamental limitation rooted in these models.

Classical approximation theorems assert that neural networks can approximate continuous functions with arbitrary precision [21–24], implying that stable functions should, in theory, yield stable solutions. Yet, the persistent accuracy-robustness trade-off challenges this assumption. If this trade-off arises solely from network architecture or data acquisition, it might be mitigated through improved engineering. However,
if it is intrinsic to the foundational principles of deep learning, a deeper theoretical understanding is required. To date, no definitive explanation for this phenomenon has been established.

In this study, we propose a theoretical framework that attributes the accuracy-robustness trade-off to an uncertainty principle analogous to that in quantum mechanics, which posits that certain pairs of properties cannot be simultaneously determined with arbitrary precision. Translating this concept to neural networks, we argue that a network cannot simultaneously extract two complementary features with maximal accuracy. We substantiate this framework with both analytical and experimental evidence, demonstrating that this uncertainty principle is a universal characteristic of neural networks.

Our findings reveal that the complementarity principle [25], a cornerstone of quantum physics, applies to neural networks, imposing fundamental limits on their capabilities in simultaneous learning of conjugate features. Meanwhile, our work suggests that achieving human-level intelligence through a single network architecture or massive datasets alone may be inherently limited.

2 Observation: Neural networks are vulnerable under small imperceptible attacks

As illustrated in Fig. 1, trained neural networks can fail under non-random attacks. These phenomena, typically constructed using the gradient of the loss function with respect to the inputs, differ significantly from classical algorithms, which are robust to small input variations. Furthermore, the vulnerability of these neural networks is related to their accuracy — more accurate neural networks tend to be more sensitive to gradient-based attacks, indicating a trade-off between accuracy and robustness [1, 15, 20, 26–29].

2.1 Phenomena in image classification

To see the trade-off between test and robust accuracies across various attack methods, we train three neural networks separately on the MNIST and Cifar-10 datasets: (1) a 4-layer CNN, (2) ResNet, and (3) GoogleNet. Here, robust accuracy refers to the accuracy when the network input is attacked. Due to the varying performances of different networks and the distinct pixel distributions of the datasets, the test accuracies of these networks versus epochs are shown by the black lines in Fig. 2. For the MNIST dataset all three neural networks achieve test accuracies over 98%. For the Cifar-10 dataset the simple CNN achieves only around 60% test accuracy, while ResNet and GoogleNet reaches nearly 90%.

We then subject all networks to six types of gradient-based attacks: one-step target (OST) attack [1], one-step non-target (OSNT) attack [1], basic iterative method (BIM) attack [30], iterative least-likely (ILLC) class attack [30], projected gradient descent (PGD) attack [31], and SparseFool attack [32]. The other six lines in the figure represent the robust accuracies versus epochs after applying these attacks, and we draw a robust accuracy envelope to show the general variation trend. As observed, the general trend of test accuracy and robust accuracy is opposite: test accuracy increases
Fig. 2 Test accuracy and robust accuracy under different attack methods for the MNIST and CIFAR-10 datasets. Networks are trained using a 4-layer CNN, ResNet, and GoogleNet. The black lines represent test accuracy, while the other six colored lines indicate robust accuracy. The attack amplitude for MNIST is 0.1, whereas for CIFAR-10 it is 8/255.
Fig. 3 Performance of the TinyLlama model on six representative multiple-choice datasets under four distinct conditions. The background is color coded to distinguish dataset types: yellow for four-option datasets and green for two-option datasets. Dashed lines represent random guess accuracy (0.25 for four-option datasets and 0.5 for two-option datasets). Bars indicate the model’s evaluation accuracy, with annotations highlighting accuracy without attacks and the FGSM attacks.

with epochs, while robust accuracy under attack decreases simultaneously. Additionally, since the MNIST dataset is less complex, the robust accuracy only decreases by around 10% to 15% after various attacks. However, for the Cifar-10 dataset, the situation is more severe, with a decrease in robust accuracy of approximately 30% to 50%. Furthermore, more complex neural networks trained on more intricate datasets are more susceptible to attacks.

2.2 Phenomena in language model

To assess the vulnerability of large language models (LLM) under small perturbation attacks, we conducted experiments in open-source LLM TinyLlama [33] by introducing three types of perturbation into its embedding layer output: Random attack, FGSM and BIM. Specifically, FGSM and BIM are gradient-based attacks, whereas Random attack introduces gradient-independent random noise to the embedding vectors. All attacks were applied with a fixed amplitude of 0.01. The random and FGSM attack have the same amplitude and only differ in their directions. Subsequently, we evaluated the model’s performance using the Language Model Evaluation Harness [34] (LM-Evaluation-Harness) on six multiple-choice benchmark datasets: ARC Challenge [35], ARC Easy, Hellaswag [36], OpenBookQA [37], PiQA [38], and Winogrande [39].

The experimental results, as shown in Fig. 3, provide insights into the model’s behavior under these attack scenarios. We see that all three types of attacks lead to a degradation in the performance of the model. However, gradient-based attacks cause significantly larger performance drops compared to random perturbations. In fact, for certain datasets, such as ARC Challenge, OpenBookQA, and Winogrande, the model performance under gradient-based attacks decreases to the random guessing level. For
instance, in the ARC Challenge dataset, where each question has four options, the model’s accuracy drops to 0.25 under both gradient-based attacks, indicating that it performs no better than random guessing. Similarly, for the Winograde dataset, where each question has two options, the model’s accuracy decreases to 0.5, again corresponding to the random guessing baseline.

3 Results: Neural networks exhibit the principle of complementarity similar to that found in quantum mechanics

We introduce an uncertainty principle for deep neural networks by drawing an analogy with the Heisenberg uncertainty principle in quantum mechanics. This principle describes an inherent trade-off between a neural network’s ability to recognize two conjugate variables: the input features and the corresponding gradients (gradients of the loss function with respect to these features). Based on the uncertainty principle, we demonstrate that the trade-off between the network’s prediction accuracy and its robustness to adversarial perturbations is a natural result of the uncertainty relation.

3.1 Uncertainty principle paralleled from quantum mechanics for neural networks

We define a ‘neural packet’ $\psi_Y(X)$ analogous to a quantum wave function, which is the normalized loss function of a network in response to input $X$ and target $Y$,

$$
\psi_Y(X) = \frac{l(f(X, \theta), Y)}{\sqrt{\beta}},
$$

where the normalization coefficient $\beta$ ensures that the integral of the squared neural packet over its input space equals one, $\int \psi_Y(X)^2 dX = 1$.

To obtain the uncertainty relation, we use the Dirac notation in quantum physics in the following contexts. For an input $X = (x_1, \ldots, x_i, \ldots, x_M)$ with $M$ components in the multi-dimensional space, we introduce two operators, named the feature and attack operators, as follows,

$$
\hat{x}_i \psi_Y(X) = x_i \psi_Y(X),
\hat{p}_i \psi_Y(X) = \frac{\partial}{\partial x_i} \psi_Y(X).
$$

Since $\psi_Y(X)$ is square normalized, its square can be seen as a “probability density”, allowing us to calculate the corresponding mean values of the two operators,

$$
\langle \hat{x}_i \rangle = \int \psi_Y(X)x_i \psi_Y(X) dX.
\langle \hat{p}_i \rangle = \int \psi_Y(X)\frac{\partial}{\partial x_i} \psi_Y(X) dX.
$$
It can be proved that the standard deviations \( \sigma_a \) and \( \sigma_b \) corresponding to two general operators \( \hat{A} \) and \( \hat{B} \) obey the following uncertainty relation (derivation is provided in the supplementary information),

\[
\sigma_a \sigma_b = \langle (\hat{A} - \langle \hat{A} \rangle)^2 \rangle^{\frac{1}{2}} \langle (\hat{B} - \langle \hat{B} \rangle)^2 \rangle^{\frac{1}{2}} \geq \frac{1}{2} |\langle [\hat{A}, \hat{B}] \rangle|.
\] (5)

Thus, in the context of neural networks, we can replace operators \( \hat{A} \) and \( \hat{B} \) by \( \hat{p}_i \) and \( \hat{x}_i \),

\[
\sigma_{p_i} \sigma_{x_i} \geq \frac{1}{2} |\langle [\hat{p}_i, \hat{x}_i] \rangle| = \frac{1}{2},
\] (6)

where we have used the relation

\[
[\hat{p}_i, \hat{x}_i] \psi_Y(X) = \hat{p}_i \hat{x}_i \psi_Y(X) - \hat{x}_i \hat{p}_i \psi_Y(X) = \psi_Y(X).
\] (7)

The lower bound in Eq. (6) arises from the normalization of the loss function, which is influenced by both the dataset and the network architecture. Consequently, for a trained neural network, the uncertainty relation is inherently dependent on the specific task (defined by the dataset) and the structure of the network.

### 3.2 Explanation of the uncertainty principle of neural networks

**Intuitive explanation.** We use a binary example to explain the meaning of the quantities \( \sigma_x \) and \( \sigma_p \). A simple neural network is employed to classify data points based on their position relative to the origin. The dataset consists of points uniformly distributed in a 2D space, with labels assigned based on whether the points lie on the positive or negative side of the \( x \)-axis. The neural network model comprises multiple fully connected layers and is trained over 500 epochs. Various metrics, including loss, accuracy, \( \sigma_x = dx \) and \( \sigma_p = dp \), are tracked throughout the training process. To ensure the reliability of our results, the experiment is repeated five times with different random seeds, and the average values are computed.

The results are presented in Fig. 4. We observe that as test accuracy increases, robust accuracy gradually decreases. The boundary separating the two categories becomes steeper, leading to a decrease in \( dx \). Concurrently, as \( dx \) decreases, the quantity \( dp \) increases, indicating the network’s vulnerability. This is because \( dp \) measures the sharpness of the boundary, which can also be understood from the Fourier
Fig. 4  Explanation of the uncertainty relation via the binary classification. A, B and C give the loss landscapes at different training epochs 100, 200, and 500. The x and y axes represent the input features $x_1$ and $x_2$, respectively, while the z axis represents the normalized loss value $\psi(x_1, x_2, Label) = \frac{loss}{\sqrt{\beta}}$. These plots demonstrate how the loss landscape evolves during training, becoming sharper as the model converges. D shows the test accuracy (green) and robust accuracy under gradient attack (orange) as a function of training epochs. E presents the evolution of $dx$ and $dp$ values, which quantify the test accuracy and sharpness of the loss landscape. For convenience, here $dx$ and $dp$ are evaluated with $x_2 = 0$. Since the category interface between the two classes is similar along the $x_2$ direction, for convenience, we select a specific value for the loss function, i.e., $\psi(x_1, x_2 = 0, Label)$. These plots highlight the trade-off between model accuracy and robustness, as well as the relationship between loss landscape sharpness and adversarial vulnerability. The results are averaged among 5 random seeds for reproducibility.

transformation of the gradient:

$$\mathcal F \left\{ \frac{\partial \psi_Y(x)}{\partial x} \right\} = \int_{-\infty}^{\infty} \frac{\partial \psi_Y(x)}{\partial x} e^{-ipx} \, dx = ip\hat{\psi}_Y(p).$$

(8)

In real scenarios, the inputs often contain many concepts and features at different levels. Therefore, we encounter tremendous sharp boundaries that make the network vulnerable. $dp$, however, provides us with a quantitative measure of these many sharpnesses.

Quantum explanation. There are many concepts that are vital in quantum physics, such as wave packet, quantum state, uncertainty principle, quantum entanglement, state collapse, etc. Analogously, in the context of neural networks, even if it is not designed to mimic a quantum system, it can manifest some quantum aspects, such
as the uncertainty principle and state collapse, to help us understand vulnerability phenomena and complementary effects.

We can treat the images that can be understood by human beings as eigenvalues of a neural network, as defined in Eq. (2). In the surprisingly large space expanded by the network input, there are tremendous images, but only those that mimic the real world and can be understood by human beings are the meaningful ones. In classification tasks, the classifier is fed with the eigenvalues (real images), and the network learns to mimic an operator where the normalized loss functions are the eigenstates (also called ontological states [40]), as defined in Eq. (2). Similarly, for generative tasks, the neural network contains two procedures: to understand the inputs (similar to the classification task) and to produce correct outputs that can be understood by human beings. The latter can be seen as an artificial state collapse, hence a measurement. These analogies are essential for deriving the uncertainty relation, thus we have defined and given meanings to these quantities in consistency with Eq. (2).

The concept of a neural packet is quite similar to the concept of a wave packet. Since a neural packet is also square normalized to be unity, its square has the meaning of probability density. To see this, we again use the binary classification example. For images that have a higher probability of being recognized correctly, their squared loss values should be smaller. Those images near the boundaries are the most likely ones to be incorrectly categorized, hence they have larger square values. It is worth noting that, contrary to the wave packet where larger square values indicate higher probability, the neural packet should be understood reversely in order to be consistent with the uncertainty relation.

The uncertainty relation is a genuine quantum phenomenon, which has a definite meaning in neural networks in terms of the complementarity principle. We can think of two aspects in understanding the images of the same network: one with loss landscape in the feature (input) space and one with loss landscape in the conjugate space. In both landscapes, accurate results should correspond to small dx or dp. Since accurate neural networks indicate smaller dx in feature space but result in larger dp in conjugate space, one cannot expect to obtain high accuracy in both feature and conjugate spaces. The attack method actually creates a scenario where information in feature and conjugate space is forced to be identified simultaneously (Eq. (8)), leading to a decline in accuracy.

However, it remains an open question whether one needs to treat neural networks as a non-linear version of a quantum system, since even in quantum mechanics there are still studies that consider quantum mechanics as a cellular automaton [40]. Regardless of these arguments, it is beneficial, at least at the level of mathematics, for us to use the uncertainty relation in Eq. (6) to perceive the complementary aspects of neural network vulnerability and provide different angles with conclusions that cannot be drawn by other theories. For instance, in training language models, if the training data contain complementary features, we may encounter abrupt collapse. In video generation, if the output is a complementary feature of the input, the correct physical laws cannot be learned by a single model. However, at the current stage, we still need more studies before we can conclude that neural networks are worth being mathematically
modeled as quantum systems or other quantum effects can be added to the network design for robustness [41].

3.3 Uncertainty principle essentially works at the feature level

It is natural to question the discrepancy between the observed phenomena in Fig. 2 and the uncertainty relation derived in Eq. (6), given that the pixels in the input images are dependent, while the uncertainty relation applies to an arbitrary dimension. In reality, the uncertainty relation operates at the level of features rather than individual pixels. As previously discussed, the uncertainty principle arises from the sharp boundaries between concepts and features, indicating that complementarity should manifest at the feature level and their corresponding conjugates. This is why we refer to the operator \( \hat{x}_i \) as a feature operator rather than a pixel operator. Since the features of the input can be considered relatively independent variables, the uncertainty principle is more pronounced at the feature scale.

To illustrate this, we conducted experiments similar to those in Fig. 2, but with the attack applied to the feature layers of the neural networks instead of the inputs. Because the specific features of the images cannot be exhaustively enumerated, we divided the neural network into two parts: the initial few layers, which extract features, and the subsequent layers, which perform classification. The attack was primarily executed on the outputs of the initial part (which also serve as the inputs to the latter part). The results are shown in Fig. 5. Compared to Fig. 2, the decline in robust accuracy with training epochs is more pronounced, supporting the underlying uncertainty relation.
3.4 Role of complementarity in network optimization

The uncertainty principle of neural networks suggests that highly accurate networks tend to reach the lower bound of the uncertainty relation, which is influenced by the specific task and network structure. This principle can be understood through the complementarity principle [25], which addresses the mutually exclusive nature of two conjugate variables. In neural networks, these conjugate variables are the input and the gradient (gradient of the loss function with respect to the input). Consequently, we can anticipate that inputs correctly identified by the neural network should be as irrelevant as possible to the corresponding gradients, i.e., the neural network tends to avoid recognizing two conjugate variables simultaneously. Conversely, inputs that cannot be correctly identified must share more common features with the relevant gradients, so the network fails in recognizing these inputs correctly. This phenomenon should be more prominent in more accurate networks.

To verify this hypothesis, we conducted an experiment involving word classification, categorizing words into positive, negative, and neutral sentiments. The dataset included a mix of English and Chinese words, which were labeled accordingly. These words were encoded and embedded into high-dimensional embedding vectors, and were fed into a neural network model consisting of multiple fully connected layers for classification. The model was trained over 1000 epochs with different embedding sizes to control the model accuracy. We then computed the cosine similarities between the input embeddings and their corresponding gradients for both correct and incorrect inputs, resulting in two types of similarities: correct input vs. correct gradient and incorrect input vs. incorrect gradient. The average cosine similarities for each category were tracked over the training epochs and collected for multiple random seeds to ensure reproducibility. The results, presented in Fig. 6, confirm our anticipation: more accurate neural networks exhibit a more pronounced effect limited by the uncertainty relation, as manifested by the similarity between incorrect inputs and their
corresponding gradients. Meanwhile, the similarity between correct inputs and the gradients tends to be zero for all models.

4 Conclusion

Our work reveals that neural networks are subject to an uncertainty relation, similar to the uncertainty principle in quantum mechanics, through mathematical proofs and the concept of complementarity. We demonstrate that neural networks exhibit an inherent trade-off between accuracy and robustness, which can be quantified using the uncertainty relation. This trade-off explains why highly accurate neural networks tend to be more vulnerable to adversarial attacks.

Furthermore, our analysis shows that the vulnerability of neural networks is fundamentally due to the formation of sharp boundaries when learning different class concepts. Additionally, we use the complementarity principle to explain the difficulty in further optimizing highly accurate networks.

Our work suggests new directions for designing robust neural networks, such as exploring new architectures that can significantly separate concepts, or incorporating methods like ohm’s global quantum potential [41] to improve the network’s handling of sharp structures between concepts.

5 Acknowledgments

We thank Prof. David Donoho from Stanford University for providing valuable suggestions on the accuracy robustness of neural networks.

6 Funding

The work is partly supported by the National Natural Science Foundation of China (NSFC) under the grant number 12105227 and 12405318, and the National Key Research and Development Program of China under Grant No. 2020YFA0709800.

7 Preprints

A preprint of this article is published at https://doi.org/10.48550/arXiv.2205.01493.

8 Data availability

All data are available in the main text or the supplementary materials. Additional data related to this paper are available at https://doi.org/10.7910/DVN/SWDL1S

References

[1] Goodfellow, J.I., Shlens, J., Szegedy, C.: Explaining and harnessing adversarial examples. In: International Conference on Learning Representations (2015)
[2] Wang, X., Zhang, Y.-F., Li, R., Wang, X., Zhu, J.-Y., Efros, A.A., Shechtman, E., Darrell, T., Zhang, R.: Video generation from text. IEEE Transactions on Pattern Analysis and Machine Intelligence 45(1), 123–135 (2023) https://doi.org/10.1109/TPAMI.2022.3141234

[3] Brown, T.B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J.D., Dhariwal, P., Neelakantan, A., Shyam, P., Sastry, G., Askell, A., Agarwal, S., Herbert-Voss, A., Krueger, G., Henighan, T., Child, R., Ramesh, A., Ziegler, D.M., Wu, J., Winter, C., Hesse, C., Chen, M., Sigler, E., Litwin, M., Gray, S., Chess, B., Clark, J., Berner, C., McCandlish, S., Radford, A., Sutskever, I., Amodei, D.: Language models are few-shot learners. Advances in Neural Information Processing Systems 33, 1877–1901 (2020)

[4] Abramson, J., Adler, J., Dunger, J., Evans, R., Green, T., Pritzel, A., Ronneberger, O., Willmore, L., Ballard, A.J., Bambrick, J., Bodenstein, S.W., Evans, D.A., Hung, C.-C., O’Neill, M., Reiman, D., Tunyasuvunakool, K., Wu, Z., Žemgulytė, A., Arvaniti, E., Beattie, C., Bertolli, O., Bridgland, A., Cherepanov, A., Congreve, M., Cowen-Rivers, A.I., Cowie, A., Figurnov, M., Fuchs, F.B., Gladman, H., Jain, R., Khan, Y.A., Low, C.M.R., Perlin, K., Potapenko, A., Savy, P., Singh, S., Stecula, A., Thillaisundaram, A., Tong, C., Yakneen, S., Zhong, E.D., Zielinski, M., Židek, A., Bapst, V., Kohli, P., Jaderberg, M., Hassabis, D., Jumper, J.M.: Accurate structure prediction of biomolecular interactions with alphafold 3. Nature 630, 493–500 (2024) https://doi.org/10.1038/s41586-024-00001-2

[5] Carleo, G., Cirac, I., Cranmer, K., Daudet, L., Schuld, M., Tishby, N., VogtMaranto, L., Zdeborová, L.: Machine learning and the physical sciences. Rev. Mod. Phys. 91, 045002 (2019) https://doi.org/10.1103/RevModPhys.91.045002

[6] Topol, E.J.: High-performance medicine: the convergence of human and artificial intelligence. Nature Medicine 25, 44–56 (2019)

[7] Bojarski, M., et al.: End to end learning for self-driving cars. arXiv preprint arXiv:1604.07316 (2016)

[8] Zhang, J.-J., Song, J., Wang, X.-C., Li, F.-P., Liu, Z., Chen, J.-N., Dang, H., Wang, S., Zhang, Y., Xu, J., Shi, C., Wang, F., Pang, L.-G., Cheng, N., Zhang, W., Zhang, D., Meng, D.: Is ai robust enough for scientific research? arXiv preprint arXiv:2102.16234, 26 (2024) https://doi.org/10.48550/arXiv.2102.16234

[9] Facchinetti, N., Simonetta, F., Ntalampiras, S.: A systematic evaluation of adversarial attacks against speech emotion recognition models. Intelligent Computing 3, 0088 (2024) https://doi.org/10.34133/icomputing.0088 https://spj.science.org/doi/pdf/10.34133/icomputing.0088

[10] Szegedy, C., Zaremba, W., Sutskever, I., Bruna, J., Erhan, D., Goodfellow, I., Fergus, R.: Intriguing Properties of Neural Networks. In: 2nd International Conference on Learning Representations, ICLR 2014 (2014)
[11] Eykholt, K., Evtimov, I., Fernandes, E., Li, B., Rahmati, A., Xiao, C., Prakash, A., Kohno, T., Song, D.: Robust physical-world attacks on deep learning visual classification. In: 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 1625–1634 (2018). https://doi.org/10.1109/CVPR.2018.00175

[12] Jia, R., Liang, P.: Adversarial examples for evaluating reading comprehension systems. In: Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing, pp. 2021–2031. Association for Computational Linguistics, Copenhagen, Denmark (2017). https://doi.org/10.18653/v1/D17-1215 . https://aclanthology.org/D17-1215

[13] Chen, H., Zhang, H., Chen, P.-Y., Yi, J., Hsieh, C.-J.: Attacking visual language grounding with adversarial examples: A case study on neural image captioning. Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing, 2587–2597 (2018)

[14] Carlini, N., Wagner, A.D.: Audio adversarial examples: Targeted attacks on speech-to-text. 2018 IEEE Symposium on Security and Privacy Workshops (SPW 2018), 1–7 (2018)

[15] Xu, H., Caramanis, C., Mannor, S.: Sparse algorithms are not stable: A no-free-lunch theorem. IEEE Trans. Pattern Anal. Mach. Intell., 187–193 (2012)

[16] Benz, P., Zhang, C., Karjauv, A., Kweon, I.S.: Robustness may be at odds with fairness: An empirical study on class-wise accuracy. In: Bertinetto, L., Henriques, J.F., Albanie, S., Paganini, M., Varol, G. (eds.) NeurIPS 2020 Workshop on Pre-registration in Machine Learning. Proceedings of Machine Learning Research, vol. 148, pp. 325–342. PMLR, ??? (2021). https://proceedings.mlr.press/v148/benz21a.html

[17] Morcos, S.A., Barrett, G.T.D., Rabinowitz, C.N., Botvinick, M.: On the importance of single directions for generalization. In: International Conference on Learning Representations (2018)

[18] Yang, Y.-Y., Rashtchian, C., Zhang, H., Salakhutdinov, R.R., Chaudhuri, K.: A closer look at accuracy vs. robustness. In: Larochelle, H., Ranzato, M., Hadsell, R., Balcan, M.F., Lin, H. (eds.) Advances in Neural Information Processing Systems, vol. 33, pp. 8588–8601. Curran Associates, Inc., ??? (2020). https://proceedings.neurips.cc/paper/2020/file/61d776552c97e636343742fc3cf3ba9-Paper.pdf

[19] Arani, E., Sarfraz, F., Zonooz, B.: Adversarial concurrent training: Optimizing robustness and accuracy trade-off of deep neural networks. In: The British Machine Vision Conference (BMVC) (2020)

[20] Arcaini, P., Bombarda, A., Bonfanti, S., Gargantini, A.: Roby: a tool for robustness analysis of neural network classifiers. In: 2021 14th IEEE Conference on
Software Testing, Verification and Validation (ICST), pp. 442–447 (2021)

[21] Cybendo, G.: Approximations by superpositions of a sigmoidal function. Mathematics of Control, Signals and Systems, 303–314 (1992)

[22] Hornik, K., Stinchcombe, M., White, H.: Multilayer feedforward networks are universal approximators. Neural Networks 2(5), 359–366 (1989) https://doi.org/10.1016/0893-6080(89)90020-8

[23] Gelenbe, E.: Random Neural Networks with Negative and Positive Signals and Product Form Solution. Neural Computation 1(4), 502–510 (1989) https://doi.org/10.1162/neco.1989.1.4.502 https://direct.mit.edu/neco/article-pdf/1/4/502/811931/neco.1989.1.4.502.pdf

[24] Gelenbe, E., Mao, Z.-H., Li, Y.-D.: Function approximation with spiked random networks. IEEE Transactions on Neural Networks 10(1), 3–9 (1999) https://doi.org/10.1109/72.737488

[25] Bohr, N.: On the notions of causality and complementarity. Science 111(2873), 51–54 (1950) https://doi.org/10.1126/science.111.2873.51

[26] Su, D., Zhang, H., Chen, H., Yi, J., Chen, P.-Y., Gao, Y.: Is robustness the cost of accuracy? – a comprehensive study on the robustness of 18 deep image classification models. In: Computer Vision – ECCV 2018, pp. 644–661 (2018)

[27] Zhang, H., Yu, Y., Jiao, J., Xing, E., Ghaoui, L.E., Jordan, M.: Theoretically principled trade-off between robustness and accuracy. In: Proceedings of the 36th International Conference on Machine Learning. Proceedings of Machine Learning Research, vol. 97, pp. 7472–7482 (2019). https://proceedings.mlr.press/v97/zhang19p.html

[28] Tsipras, D., Santurkar, S., Engstrom, L., Turner, A., Madry, A.: Robustness may be at odds with accuracy. In: International Conference on Learning Representations (2019)

[29] Colbrook, J.M., Antun, V., Hansen, C.A.: The difficulty of computing stable and accurate neural networks: On the barriers of deep learning and smale’s 18th problem. Proceedings of the National Academy of Sciences, 2107151119 (2021)

[30] Kurakin, A., Goodfellow, I.J., Bengio, S.: Adversarial examples in the physical world. In: International Conference on Learning Representations (2017)

[31] Madry, A., Makelov, A., Schmidt, L., Tsipras, D., Vladu, A.: Towards deep learning models resistant to adversarial attacks. In: International Conference on Learning Representations (2018). https://openreview.net/forum?id=rJzlBfZAb

[32] Modas, A., Moosavi-Dezfooli, S.-M., Frossard, P.: Sparsefool: A few pixels make
a big difference. In: 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pp. 9079–9088 (2019). https://doi.org/10.1109/CVPR.2019.00930

[33] Zhang, P., Zeng, G., Wang, T., Lu, W.: TinyLlama: An Open-Source Small Language Model (2024). https://arxiv.org/abs/2401.02385

[34] Gao, L., Tow, J., Abbasi, B., Biderman, S., Black, S., DiPofi, A., Foster, C., Golding, L., Hsu, J., Le Noa’ch, A., Li, H., McDonell, K., Muennighoff, N., Ociepa, C., Phang, J., Reynolds, L., Schoekkopf, H., Skowron, A., Sutawika, L., Tang, E., Thite, A., Wang, B., Wang, K., Zou, A.: A framework for few-shot language model evaluation. Zenodo (2024). https://doi.org/10.5281/zenodo.12608602 . https://zenodo.org/records/12608602

[35] Clark, P., Yatskar, M., Tafjord, O., Richardson, K., Sabharwal, A., Bhakthavatsalam, S., Humphreys, M., Hovy, D.: Think you have solved question answering? try arc, the ai2 reasoning challenge. arXiv preprint arXiv:1803.05457 (2018)

[36] Zellers, R., Holtzman, A., Bisk, Y., Farhadi, A., Choi, Y.: Hellaswag: Can a machine really finish your sentence? In: Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics (2019)

[37] Mihaylov, T., Clark, P., Khot, T., Sabharwal, A.: Can a suit of armor conduct electricity? a new dataset for open book question answering. In: Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing (2018)

[38] Bisk, Y., Zellers, R., Le Bras, R., Gao, J., Choi, Y.: Piqa: Reasoning about physical commonsense in natural language. In: Proceedings of the AAAI Conference on Artificial Intelligence (2020). https://arxiv.org/abs/1911.11641

[39] Sakaguchi, K., Bras, R.L., Bhagavatula, C., Choi, Y.: An adversarial winograd schema challenge at scale. (2019). https://api.semanticscholar.org/CorpusID:199370376

[40] Hooft, G.t.: The Cellular Automaton Interpretation of Quantum Mechanics. Springer, Cham (2016)

[41] Tipler, F.J.: Quantum nonlocality does not exist. Proceedings of the National Academy of Sciences 111(31), 11281–11286 (2014) https://doi.org/10.1073/pnas.1324238111 https://www.pnas.org/doi/pdf/10.1073/pnas.1324238111