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Abstract. We study the problem of a quantum quench in which the initial state is the ground state of an inhomogeneous Hamiltonian, in two different models, conformal field theory and ordinary free field theory, which are known to exhibit thermalization of finite regions in the homogeneous case. We derive general expressions for the evolution of the energy flow and correlation functions, as well as the entanglement entropy in the conformal case. Comparison of the results from the two approaches in the regime of their common validity shows agreement up to a point further discussed. Unlike for the thermal analogue, the evolution in our problem is non-diffusive and can be physically interpreted using an intuitive picture of quasiparticles emitted from the initial time hypersurface and propagating semiclassically.
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1. Introduction

An isolated quantum system in which some of the parameters that determine the dynamics change rapidly at a specific instant is said to undergo a quantum quench. Recently such rapid changes have become experimentally feasible in cold atom systems [1]–[4]. These experiments as well as the development of numerical techniques for the study of quantum dynamics (t-DMRG) have motivated significant theoretical interest as the investigation of a wide range of problems, either in lattice models [5]–[14] or in continuous theories [7, 8, 15], shows. The importance of quantum quenches relies on the potential discovery of novel physical phenomena and the fact that they will help us to better understand out of equilibrium quantum behaviour. On the other hand they can be described by simple theoretical models. More specifically, to find the evolution that follows a quantum quench in the Heisenberg picture one should calculate the expectation values of operators whose time dependence is determined by the Hamiltonian after the quench, with respect to the pure state in which the system was before the quench, which is typically the ground state of the initial Hamiltonian. Then one finds that while in systems with finite number of degrees of freedom local observables exhibit periodic or quasiperiodic behaviour, in the
thermodynamic limit they tend to stationary values instead. It should be emphasized that this happens to connected correlation functions of local observables, as a result of the interference of the infinite number of momentum modes of the whole system.

In particular let us consider a system of coupled harmonic oscillators or equivalently a free field theory, described by a general dispersion relation with some energy gap or ‘mass’ $m_0$ and maximum group velocity of excitations $v_{\text{max}}$. Assume that the system is in the ground state of the initial Hamiltonian $H_0$ when at time $t = 0$ the mass is quenched from $m_0$ to a different value $m \neq 0$. Then after the quench there is an extensive excess in energy in comparison with the ground state of the final Hamiltonian $H$, which is distributed to the excitation levels of $H$. In a spacetime representation these excitations appear as quasiparticles that emerge from the $t = 0$ hypersurface and propagate forward in time. For free field theories the two-point correlation function contains all the information required to determine their state since this is a superposition of Gaussian wavepackets. This correlation function of two points separated by distance $r$ turns out [7, 8] to remain unaffected by the quench until time $t = r/2v_{\text{max}}$ when it starts changing and finally for large times it takes the form of a thermal correlation function with a momentum dependent effective temperature. Additionally if $m_0 > m$ then for large values of $m_0$ the effective temperature $1/\beta_{\text{eff}}$ is of order $m_0$ and asymptotically independent of the momentum [16]. To understand this behaviour we can imagine pairs of coherent quasiparticles emitted by neighbouring points of the $t = 0$ hypersurface that induce correlations between spatially separated points as soon as the fastest ones reach them after time $t = r/2v_{\text{max}}$. This is called the horizon effect [7, 8]. On the other hand for large times, the interference between a large number of incoherent quasiparticles coming from different and uncorrelated points of the $t = 0$ hypersurface drives the system to stationary and in particular thermal behaviour as far as local observables are concerned. This means that any finite subsystem tends to thermal equilibrium with its complement which acts as a bath (thermalization) [17, 18, 7, 8, 12] (also [19, 20] for recent general discussions of the subject). The fact that the effective temperature depends on the momentum $k$ in the free field theory case should be expected since the final Hamiltonian can be diagonalized exactly in momentum space which means that the different momentum modes evolve independently and so thermalize to different temperatures.

The above observations have been shown to be valid not only in the simple case of a free field theory but also in two other important general cases: first [7, 8] in conformal field theory (CFT), which describes one-dimensional quantum systems at criticality in the continuum limit (equivalently massless interacting field theories); second [21] in a self-consistent Hartree–Fock approximation of a system of anharmonic oscillators (equivalently an interacting bosonic field theory), which is valid in the large-$N$ limit of the linear sigma model.

An important question is to what extent the stationary behaviour of the system depends on the initial state and whether there are any physical quantities other than the conserved energy (and possibly any other quantity that commutes with the Hamiltonian) about which information survives in the final state. One way to study the effect of different initial states on the evolution is to choose the Hamiltonian before the quench to be spatially inhomogeneous. We call this kind of quench an inhomogeneous quench. More specifically we will concentrate on the previous system of harmonic oscillators where the initial mass $m_0$ now depends on the position $x$. In this case the initial Hamiltonian is not diagonal.
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in momentum space although it is still diagonalizable. A question of particular interest is whether the evolution after the quench resembles that of the thermal analogue, which would be the heat diffusion occurring in a system with inhomogeneous initial temperature distribution $u_0(x)$. A special case of distribution where this comparison should be easier is the step distribution, that is when $u_0(x)$ and $m_0(x)$, respectively, have different values for $x>0$ and $x<0$. In the thermal case the diffusive nature of the heat equation leads to the heat current across $x=0$ decreasing with time as $1/\sqrt{t}$ and we wish to study what happens following an equivalent initial state in the case of a quantum quench. To this end we will be calculating the energy flow instead, since there is not such a notion as the heat current in our case. Recall that in the thermal problem the heat current $j_q$ is related to the energy current $j_e$ and the particle current $j_n$ according to $j_q = j_e - \mu j_n$ where $\mu$ is the chemical potential, and that these currents also exhibit the same diffusive behaviour.

At the same time we will derive general expressions for the correlation functions and the entanglement entropy which measure the correlations between points or parts of the system respectively. Similar calculations in the special case of a step distribution and $m=0$ have been done using a CFT method alternative to ours in [22]. Also local effects caused by defects have been investigated in [9] for a general lattice model and in [15] for a continuous field theory. General analytical results for the calculation of the entanglement entropy in field theory can be found in [23]–[26].

In this paper we consider a continuous bosonic field with a relativistic dispersion relation $\omega = \sqrt{k^2 + m^2}$ where $v_{\text{max}} = 1$, although other dispersion relations drawn from lattice models and having the same energy gap and maximum group velocity are expected to lead to similar behaviour. For our purposes we can choose the initial distribution to depend only on one space coordinate and so it is sufficient to consider only one-dimensional systems. Also we often make use of the so-called deep quench limit, that is the limit when $m_0 \gg m$. This must obviously reflect all the characteristic features of a quantum quench since it is one of the two most extreme possibilities for the relation between the two masses. In our inhomogeneous problem this means that $m$ should be much smaller than any value of the initial mass distribution $m_0(x)$.

This paper is organized as follows. In section 2 we apply the methods of CFT to solve the general problem in the case where the theory after the quench is massless. In section 3 we analyse two special cases where the initial distribution has a bump or a step. In section 4 we use free field theory methods to solve the massive problem as well and in section 5 we compare the results obtained from these two approaches. Lastly in section 6 we discuss our findings as compared to the thermal analogue and give a physical interpretation.

2. Massless case—CFT approach

As shown in earlier work [8], the problem of a quantum quench can be mapped to a Euclidean field theory defined on a strip (or a $d+1$-dimensional slab in general) where the transverse direction corresponds to imaginary time $\tau$. To see this let us consider the expectation value of a local operator after the quench

$$\langle O(t, \{r_i\}) \rangle = \langle \Psi_0 | e^{iHt} O(\{r_i\}) e^{-iHt} | \Psi_0 \rangle$$

where $|\Psi_0\rangle$ is the initial state and $H$ is the Hamiltonian after the quench. The last relation can be written in path integral form and to assure its convergence one should first insert
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damping factors $e^{-\epsilon H}$ with $\epsilon \to 0$ as follows:

$$\langle O(t, \{ r_i \}) \rangle = Z^{-1} \langle \Psi_0 | e^{iHt - \epsilon H} O(\{ r_i \}) e^{-iHt - \epsilon H} | \Psi_0 \rangle$$

(2)

where $Z = \langle \Psi_0 | e^{-2\epsilon H} | \Psi_0 \rangle$ is a normalization factor. If we analytically continue to imaginary time $\tau$ then we obtain the same expression as corresponds to a strip of width $2\epsilon$ where $|\Psi_0 \rangle$ plays now the role of boundary conditions along both borders of the strip. Using the arguments of renormalization group (RG) theory one can argue that as long as $|\Psi_0 \rangle$ is translationally invariant, it can be safely replaced by another state that corresponds to an RG-invariant boundary condition, without changing the asymptotic behaviour of (2) in the limit $\epsilon \to 0$. In particular it turns out that for the bosonic field that we discussed in the introduction and the deep quench limit, we have to impose Dirichlet boundary conditions (b.c.) forcing the field to vanish on the boundary. The same RG arguments give $\epsilon$ a physical meaning as the typical timescale of the dynamics near the ground state of $H_0$, that is the inverse initial mass $1/m_0$.

This suggests that an inhomogeneous quench can still be formulated on a strip with Dirichlet b.c. but having variable width $2(\epsilon + h(x))$ where $h(x)$ expresses the variation of the initial mass $2(\epsilon + h(x)) \sim m_0^{-1}(x)$. Now let us assume that the Hamiltonian after the quench is massless, i.e. $m = 0$. In this case we can use CFT techniques and solve the problem directly for general $h(x)$ by exploiting the conformal invariance of the theory. Indeed if we map the variable width strip (VWS) to the simpler geometry of a strip with constant width $2\epsilon$ (CWS) using a conformal mapping $w \to z = g(w)$ then the transformation law of correlation functions of (primary) operators under such mappings will allow us to derive the corresponding expressions in the VWS from those in the CWS which are already known (figure 1). The appropriate conformal mapping should satisfy the condition that

$$\text{Im } g(x \pm i(\epsilon + h(x))) = \pm \epsilon$$

(3)

so that it deforms the boundaries as required. Notice that unlike in the convention used in previous papers where the strip ranges from $\tau = 0$ to $2\epsilon$, we now centre the strip in the middle so that $\tau$ ranges from $-\epsilon$ to $+\epsilon$. This is a well-posed mathematical problem whose solution can be found in general by solving Laplace’s equation. In this way we obtain $g(w)$ as an integral along the boundary of the VWS, a form that depends implicitly on $h(x)$. This form is both cumbersome and actually inappropriate for our purposes since in order to extract useful information about physical quantities we only need to consider

Figure 1. Schematic representation of the transformation from the VWS to the CWS.
special asymptotic limits. To this end we will use two approaches:

- The limit in which the transformation is infinitesimal, i.e. \( m_0(x) \) varies only slightly in comparison with some average value. In this limit, if we define the inverse transformation as \( 1 + f \equiv g^{-1} \), the boundary conditions for \( f \) are to first order in \( h \)

\[
\text{Im} f(x \pm i\epsilon) = \pm h(x). \tag{4}
\]

The solution can be found by using the general solution to the Laplace equation or by manipulating the analyticity of \( f \). We then find that, up to an irrelevant real additive constant, \( f \) is given by

\[
f(z) = \int_{-\infty}^{+\infty} ds \, h(s) F(z-s) \tag{5}
\]

with kernel

\[
F(z) = \frac{1}{\epsilon (e^{-\pi z/\epsilon} + 1)} = \frac{1}{2\epsilon} \left( \tanh \frac{\pi z}{2\epsilon} + 1 \right) \tag{6}
\]

where we have assumed without loss of generality that \( h(-\infty) = 0 \). In appendix A we explain all of the above in detail and present an elegant derivation of the solution. As we will see, to calculate the physical quantities that we want it is sufficient to know the form of \( f(z) \) for real values of \( z \). In addition if the distribution \( h(x) \) changes only slowly in comparison with \( \epsilon \) then, assuming that the following expression is convergent, the asymptotic form of \( f \) in the limit \( \epsilon \to 0 \) that we are interested in is

\[
f(x) = \frac{1}{\epsilon} \int_{-\infty}^{x} ds \, h(s) \tag{7}
\]

since \( F(x-s) \) can be written in this limit as \( \Theta(x-s)/\epsilon \).

- The asymptotic behaviour of the transformation for large \( |z| \), which turns out to determine the behaviour of physical quantities for large times and separations. Since the initial distribution \( h(x) \) must be bounded, we can distinguish two important cases: it tends either to the same value as \( x \to \pm \infty \) or to different values for each limit. In what follows we will consider one characteristic example for each case, focusing on the second which is more interesting: a bump distribution and a step distribution, both localized at the origin. Having assumed that \( h(-\infty) = 0 \), for \( \text{Re} z \to -\infty \) the transformation becomes asymptotically equal to the identity, that is \( f(z) \to 0 \). If we write \( h(+\infty) = \alpha \) then for \( \text{Re} z \to +\infty \) the transformation should rescale the strip width by \( (1+\alpha/\epsilon) \) and since it is conformal must also rescale the \( x \)-direction by the same amount (figure 2). This means that the asymptotic form of \( f(z) \) as \( \text{Re} z \to +\infty \) can only be

\[
f(z) \sim \frac{\alpha}{\epsilon} z + \beta \tag{8}
\]

where \( \beta \) is real so, if \( \alpha = 0 \), \( f(z) \) corresponds to a translation along the \( x \)-direction for \( \text{Re} z \to +\infty \). Overall the asymptotic form of the transformation from the CWS to the VWS is

\[
z + f(z) \sim \begin{cases} 
z & \text{for } \text{Re}(z) \to -\infty \\
(1+\alpha/\epsilon)z + \beta & \text{for } \text{Re}(z) \to +\infty \end{cases} \tag{9}
\]
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Figure 2. Conformal map from the CWS to a stepped width strip, as illustrated by the deformation of grid lines of the CWS. The transformation used is $f(z) = \alpha \lambda \log(1 + e^{2z/\lambda})/2\epsilon$ where $\alpha$ controls the increase in the width in the right half and $\lambda$ the distance over which the change happens. Notice that due to the fact that the transformation is conformal, it scales the strip in the longitudinal direction by the same amount as in the transverse direction, in the right half.

and that of the inverse transformation $g$ is

$$g(w) \sim \begin{cases} w & \text{for } \text{Re}(w) \to -\infty \\ (w - \beta)/(1 + \alpha/\epsilon) & \text{for } \text{Re}(w) \to +\infty. \end{cases}$$

The bump distribution corresponds to $\alpha = 0$, while the step distribution corresponds to $\alpha \neq 0$ where $\alpha$ is the height of the step. It can be verified that the infinitesimal form of the transformation obtained from (5) and (6) has the expected asymptotic behaviour in these two cases. Notice that due to the fact that $h(x)$ is supposed to be sufficiently smooth in (5), we cannot use the Heaviside step function $\Theta(x)$ to model the step distribution, since otherwise the result is incorrect. Also note that from (7)

$$\beta = \frac{1}{\epsilon} \lim_{x \to +\infty} \left( \int_{-\infty}^{x} ds \, h(s) - x h(+\infty) \right).$$

We can now calculate the evolution of physical quantities. We are mainly interested in the energy flow which is the off-diagonal component of the stress–energy tensor $T^{01}$, the correlation function of (primary) field operators and the entanglement entropy. The results obtained for the strip should be analytically continued to real time $\tau \to it$ and should give the correct asymptotic behaviour for times large in comparison with $m_0^{-1}(x)$ after the quench.

In the following subsections we derive general formulæ using the first approach. The derivation can be outlined as follows: we use the CFT transformation laws to express observables in the VWS in terms of those in the CWS in the form

$$O_{\text{vws}}(\{w_i\}) = \mathcal{F}^* \left[ \{g(w_i), \overline{g(w_i)}\}, O_{\text{cws}}(\{g(w_i)\}) \right]$$

or for infinitesimal transformations, if we keep only the terms of first order in $f$,

$$O_{\text{vws}}(\{w_i\}) = O_{\text{cws}}(\{w_i\}) + \mathcal{F} \left[ \{f(w_i), \overline{f(w_i)}\} \right] D O_{\text{cws}}(\{w_i\})$$
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where the functionals $\mathcal{F}^*$ and $\mathcal{F}$ involve derivatives of the functions $g$ and $f$ respectively, as well as their complex conjugates, with $\mathcal{F}$ being linear in $f$. Also note that $w_i = x_i + i\tau_i$ and $\hat{\mathcal{D}}$ is a suitable differential operator.

By the symmetry of the VWS under $z \to \bar{z}$ we deduce that

$$g(w) = g(\bar{w}) \quad \text{and similarly} \quad f(w) = f(\bar{w})$$

which is satisfied by the kernel (6). This means that after the analytic continuation to real times $\tau \to it$, (13) gives for the observables in the inhomogeneous problem

$$\mathcal{O}([x_i, t_i]) = \mathcal{O}_0([x_i, t_i]) + \mathcal{F}\left(\{f(x_i - t_i), f(x_i + t_i)\}\right) \hat{\mathcal{D}}\mathcal{O}_0([x_i, t_i])$$

where the subscript 0 stands for the homogeneous expressions. This proves that it is only the restriction of $f$ along the real axis that we need in our calculation. As a last step we take the limit $\epsilon \to 0$, also using (7) to express $f$ in terms of $h$.

2.1. Energy flow

Let us first calculate the energy flow. We will do this calculation in detail in order to demonstrate the procedure outlined above. Assuming that $f(z)$ is infinitesimal, the inverse map is to first order $w \to z = w - f(w)$ and the well-known CFT formula for the transformation of the stress–energy tensor in complex coordinates gives

$$\langle T_{\text{vws}}(w) \rangle = (z'(w))^2 \langle T_{\text{cws}} \rangle - \frac{c}{12} \{z, w\}$$

$$= (1 - 2f'(w))\langle T_{\text{cws}} \rangle + \frac{c}{12} f'''(w)$$

where

$$\langle T_{\text{cws}} \rangle = \langle \bar{T}_{\text{cws}} \rangle = \frac{c}{24π} \left( \frac{π}{2\epsilon} \right)^2 .$$

The energy flow is given by the expectation value of $T^{01}(w, \bar{w}) = i(T(w) - \bar{T}(w))/2\pi$ where we have taken into account the CFT normalization factor $-1/2\pi$. Using the property (14) that is satisfied by $f$ we find that

$$\langle \bar{T}_{\text{vws}}(w) \rangle = (1 - 2f'(w))\langle \bar{T}_{\text{cws}} \rangle + \frac{c}{12} f'''(w)$$

and combining the above results,

$$\langle T^{01}_{\text{vws}}(w, \bar{w}) \rangle = \frac{ci}{24π} \left[ \left( \frac{π}{2\epsilon} \right)^2 \left( -f''(w) + f'(\bar{w}) \right) + f'''(w) - f'''(\bar{w}) \right] .$$

Now we substitute $w = x + i\tau$ and analytically continue to real times $\tau \to it$ to obtain

$$\langle T^{01}(x, t) \rangle = \frac{c}{24π} \left[ \left( \frac{π}{2\epsilon} \right)^2 \left( -f'(x - t) + f'(x + t) \right) + f'''(x - t) - f'''(x + t) \right] .$$

Notice that, since $T^{\mu\nu}$ is not a scalar but a tensor, $T^{01}(x, t)$ in real time equals $-iT^{01}(x, it)$ in imaginary time, that is apart from making the substitution $\tau = it$ we also have to multiply by $dt/d\tau = -i$. Finally taking the limit $\epsilon \to 0$ and assuming that $h(x)$ varies...
slowly in comparison with \( \epsilon \) so that we can use (7), we end up with

\[
\langle T_{\mu\nu}(x, t) \rangle = \frac{c\tau}{96\epsilon^3} (h(x + t) - h(x - t)).
\] (21)

From the last equation, it is apparent that the energy flows from the initial time hypersurface in both directions in a wave-like fashion with speed equal to 1 (the characteristic speed of the system, typically the speed of sound in condensed matter systems). The fact that it satisfies the wave equation is a general property of the stress–energy tensor in massless 2D theories, i.e. in CFT. What is non-trivial is the specific dependence on the initial distribution \( h(x) \).

### 2.2. Correlation functions

The next physically interesting quantity that we can derive by the CFT transformation laws is the correlation function of a scalar primary field operator \( \Phi \). If we define

\[
C(z_1, z_2) \equiv \langle \Phi(z_1)\Phi(z_2) \rangle
\] (22)

then its transformation law is

\[
C_{vws}(w_1, w_2) = |w'(z(w_1))w'(z(w_2))|^{-\chi}C_{cws}(z(w_1), z(w_2))
\] (23)

where \( w_j = x_j + i\tau_j \) and \( \chi \) is the scaling dimension of \( \Phi \). Following the procedure described earlier we can write this transformation law in infinitesimal form. In particular to first order in \( f \) we have \( |w'(z(w))| = 1 + \text{Re} f'(w) \). The CWS correlation function \( C_{cws}(z_1, z_2) \) has been found in [8], but we can make a few more steps without using its explicit form, taking into account only the fact that it is invariant under space translations and interchange of the imaginary time variables. After some algebra we find that the equal time VWS correlation function to first order in \( f \) is given by

\[
C_{vws}(x_1 + i\tau, x_2 + i\tau) = \left( 1 - \text{Re}[f(x_1 + i\tau) - f(x_2 + i\tau)] \right) \frac{\partial}{\partial (x_1 - x_2)}
\]

\[
- \frac{1}{2} \text{Im}[f(x_1 + i\tau) + f(x_2 + i\tau)] \frac{\partial}{\partial \tau}
\]

\[
- \chi \text{Re}[f'(x_1 + i\tau) + f'(x_2 + i\tau)] C_{cws}(x_1 + i\tau, x_2 + i\tau)
\] (24)

which after the analytic continuation to real times becomes

\[
C(x_1, x_2, t) = C_0(x_1 - x_2, t)
\]

\[
- \frac{1}{2} \frac{\partial C_0(x_1 - x_2, t)}{\partial (x_1 - x_2)} (f(x_1 - t) + f(x_1 + t) - f(x_2 - t) - f(x_2 + t))
\]

\[
+ \frac{1}{4} \frac{\partial C_0(x_1 - x_2, t)}{\partial t} (f(x_1 - t) - f(x_1 + t) + f(x_2 - t) - f(x_2 + t))
\]

\[
- \frac{\chi}{2} C_0(x_1 - x_2, t) (f'(x_1 - t) + f'(x_1 + t) + f'(x_2 - t) + f'(x_2 + t))
\] (25)
where the subscript 0 denotes the homogeneous case. Now we can use the explicit form of the homogeneous correlation function \( C_0(r, t) \)

\[
C_0(r, t) = \left[ \frac{\pi}{2e} \right]^2 \cos(\pi r/2e) + \cos(\pi t/\epsilon) \right]^{\chi_{e \to 0}} 
\begin{cases} 
e^{-\chi \pi \tau/\epsilon} & \text{if } t < r/2 \\ e^{-\chi \pi \tau/2e} & \text{if } t > r/2 \end{cases}
\]  

(26)

take the limit \( \epsilon \to 0 \) and use (7) to finally find

\[
C(x_1, x_2, t) = C_0(x_1 - x_2, t) \left[ 1 + \frac{\chi \pi}{4e^2} \left( \Theta(t - |x_1 - x_2|/2) \int_{x_1 - t}^{x_1 + t} \, ds \, h(s) + \int_{x_2 - t}^{x_2 + t} \, ds \, h(s) \right) 
- \frac{\chi}{2e} (h(x_1 - t) + h(x_1 + t) + h(x_2 - t) + h(x_2 + t)) \right]
\]  

(27)

where we assumed that \( x_1 > x_2 \) without loss of generality. Although the physical significance of this relation will become transparent later when we apply it to concrete examples, it is already clear that the effect of the inhomogeneity of the initial state propagates in waves with unit speed and that this gives rise to different behaviour inside and outside the horizon at \( t = |x_1 - x_2|/2 \).

### 2.3. Entanglement entropy

We now turn our attention to the evolution of the entanglement entropy whose calculation turns out to be an application of the results of the previous subsection, since it can be expressed in terms of a correlation function of primary operators too. The entanglement entropy between a subsystem \( A \) defined by an interval \([x_1, x_2]\) of length \( l = |x_1 - x_2| \) and the rest of the system, is equal to

\[
S_A = -\text{Tr}_A \rho_A \log \rho_A = -\frac{\partial}{\partial n} \text{Tr} \rho_A^n \bigg|_{n=1}
\]  

(28)

where \( \rho_A \) is the reduced density matrix of the subsystem \( A \). From earlier work \([25,27]\) we know that \( \text{Tr} \rho_A^n \) turns out to be proportional to the correlation function of primary field operators \( \Phi_{\pm n} \) defined on the strip geometry and having complex scaling dimensions \( \Delta_n = \Delta_n \)

\[
\text{Tr} \rho_A^n = c_n \Phi_n(z_1) \Phi_{-n}(z_2) \right) = c_n \left( \frac{|z_1 - \bar{z}_2| |z_2 - \bar{z}_1|}{|z_1 - \bar{z}_2| |\bar{z}_1 - \bar{z}_2| |z_1 - \bar{z}_1| |z_2 - \bar{z}_2|} \right)^{2n\Delta_n} F^*(\eta)
\]  

(29)

where \( z_1, z_2 \) correspond to the edges \( x_1, x_2 \) of the interval and imaginary time \( \tau \) and

\[
\Delta_n = \frac{c}{24} \left( 1 - \frac{1}{n^2} \right)
\]  

(30)

while \( F^*(\eta) \) is a model dependent function of the cross-ratio

\[
\eta = \frac{|z_1 - \bar{z}_1| |z_2 - \bar{z}_2|}{|z_1 - \bar{z}_2| |z_2 - \bar{z}_1|}.
\]  

(31)

Notice that, since \( \Delta_1 = 0 \) and \( \text{Tr} \rho_A = 1, c_1 \) must be equal to 1. It should be mentioned that although \( (29) \) is supposed to be valid for positive integer \( n \) the analyticity of the expression...
allows us to calculate its derivative with respect to \( n \) that appears in (28). From (28), (29) and the transformation law of correlation functions under conformal mappings \( z \to w(z) \) which is

\[
\langle \Phi_n(w_1)\Phi_{-n}(w_2) \rangle = |w'(z(w_1))w'(z(w_2))|^{-2n\Delta_n} \langle \Phi_n(z(w_1))\Phi_{-n}(z(w_2)) \rangle
\]

one can easily draw a general formula for the entanglement entropy in the inhomogeneous problem. Indeed, if we define

\[
\hat{C}(z_1, z_2) \equiv \langle \Phi_n(z_1)\Phi_{-n}(z_2) \rangle^{1/(2n\Delta_n)}
\]

then the entanglement entropy is

\[
S_A = -\frac{\partial}{\partial n} \left( c_n \hat{C}^{2n\Delta_n} \right) \bigg|_{n=1} \sim -\frac{c}{6} \log \hat{C}.
\]

We mention that \( F^*(\eta) \), although non-trivial, does not affect the asymptotic behaviour of \( S_A \) (see also the note added in [25] and the discussion of section B.3 in [8]). From (32) we see that \( \hat{C} \) itself transforms as

\[
\hat{C}_{vws}(w_1, w_2) = |w'(z(w_1))w'(z(w_2))|^{-1} \hat{C}_{cws}(z(w_1), z(w_2))
\]

which is a special case of (23) for \( \chi = 1 \). Hence in the infinitesimal inhomogeneous case \( \hat{C}(x_1, x_2, t) \) is given by (27) with \( \chi = 1 \). Substituting into (34) and using the homogeneous form of the entropy already known from [27]

\[
S_{A0}(l, t) \sim -\frac{c}{6} \log \left[ \left( \frac{\pi}{2\epsilon} \right)^2 \frac{\cosh(\pi l/2\epsilon) + \cosh(\pi t/\epsilon)}{8 \sinh^2(\pi l/4\epsilon) \cosh^2(\pi t/2\epsilon)} \right]
\]

\[
\sim -\frac{c}{6} \log \epsilon + \begin{cases} 
\frac{c\pi t}{6\epsilon} & \text{if } t < l/2 \\
\frac{c\pi l}{12\epsilon} & \text{if } t > l/2
\end{cases}
\]

we obtain the entanglement entropy after an inhomogeneous quench

\[
S(x_1, x_2, t) = S_0(|x_1 - x_2|, t) - \frac{c\pi}{24\epsilon^2} \left[ \Theta(|x_1 - x_2|/2 - t) \left( \int_{x_1-t}^{x_1+t} + \int_{x_2-t}^{x_2+t} \right) \sinh(s) \right]
\]

\[
+ \Theta(t - |x_1 - x_2|/2) \left( \int_{x_1-t}^{x_2-t} + \int_{x_1+t}^{x_2+t} \right) \sinh(s) \right] + \frac{c}{12\epsilon} \left( h(x_1 - t) + h(x_1 + t) + h(x_2 - t) + h(x_2 + t) \right).
\]

Similar comments like those for the correlation function apply here. The wave-like propagation of the entanglement and the different behaviour inside and outside the horizon will be fully explained later using the quasiparticle picture.
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3. Application to the bump and step initial distributions

Having found the general formulae we are now going to explain their characteristics. First of all, it is clear from (21), (27) and (37) that all quantities can be written as functions of the form \( f(x + t) \pm f(x - t) \). This means that the inhomogeneity of the initial distribution evolves in the form of waves in both directions, verifying the physical picture of quasiparticles emerging from the initial time hypersurface. Any initial inhomogeneity located for example at the origin will only affect a distant point \( x \) after time \( t = |x| \). This is another manifestation of the horizon effect that we already mentioned and a direct consequence of causality.

To make our results more transparent we apply them to two main cases, the bump and step distributions, emphasizing the latter. As models of those cases we should use smooth distributions localized for example at the origin and preferably such that \( f(z) \) can be calculated in closed form at least from (7). The parameter \( \beta \) which corresponds to the size of the bump in the first case and \( \alpha \) which is the height of the step in the second must both be small if we wish \( f(z) \) to be infinitesimal so that we can use (5). On the other hand, results that do not rely on this restriction can be obtained from the asymptotic approach using (9) and (10). These will be valid away from the horizon lines \( t = |x| \). The last approach is more useful for the qualitative descriptions of this section.

Let us start with the energy flow and assume for the moment that \( f \) is infinitesimal. The meaning of (21) is almost obvious: the initial energy density distribution propagates as in the classical wave equation. Notice however that this relation is only valid for slowly varying distributions relative to \( \epsilon \) and that in general the horizon will be smoothed over a distance of order \( \epsilon \) in the CFT approach.

To visualize the evolution we will describe what happens in the above two cases. In the case of the bump, the latter splits into two equal parts each of which moves in the two different directions. In the case of the step, the energy flow is non-zero only inside the horizon, that is for \( t > |x| \), where it takes the constant value \( c\pi\alpha/96\epsilon^3 \). Notice that if the strip width is larger on the right than on the left, which means that the opposite is true for the initial energy density, then after the quench the energy flows to the right as it should. Of course as we can check using the asymptotic approach, this behaviour is correct away from the horizon even for finite transformations.

Next comes the correlation function. We recall [7, 8] that in the homogeneous case (26) the correlation function \( C_0 \) decays exponentially in time until \( t = r/2 \) and then saturates to a value that depends exponentially on \( r \) and we will use the infinitesimal corrections to \( C \) (27) along with the asymptotic form (9). Let us concentrate on the step distribution and consider two points \( x_1 \) and \( x_2 \) separated by some distance \( r = |x_1 - x_2| \), both lying in either the left or the right half of space, far away from the origin. If the pair of points is on the left then from (27) and (9) we see that right after the quench, \( C \) is equal to \( C_0 \) since all the corrections vanish. This is because the two points have not yet been affected by quasiparticles from the right half. This starts happening at \( t = \min\{|x_1|, |x_2|\} \) and \( C \) is changing until time equal to \( r \) has passed. If now the pair of points is on the right half then right after the quench the correction terms in (27) give exactly the first-order corrections due to the substitution of \( \epsilon \) in \( C_0 \) by \( \epsilon + \alpha \). That is \( C \) has the homogeneous form \( C_0 \) but with the local strip width \( \epsilon + \alpha \) as expected since the two points are not affected by quasiparticles from the left half. As before, this happens...
at \( t = \min\{|x_1|, |x_2|\} \) and for time equal to \( r \). After this time \( C \) takes a value that is the same for the left and right halves and equal to the average of the previous local values. To summarize, \( C \) evolves initially like the homogeneous correlation function \( C_0 \) corresponding to the local strip width until it enters the horizon, when the contribution of quasiparticles from both halves mixes to the average of the left and right values.

A similar analysis holds for the entanglement entropy \( S_A(t) \). In the homogeneous case \((36)\) this increases linearly with time until \( t = l/2 \) when it saturates to a value proportional to the length \( l \) of \( A \). Notice that there is also some constant amount of entropy that depends only on \( \epsilon \) in the form \( \frac{1}{3}c \log \epsilon \). This offset is the part that is already there before the quench. Indeed since the theory is then massive, the entropy according to [25] is \( \frac{1}{3}c \log \xi \) where \( \xi \) is the correlation length, \( \xi \sim m_0^{-1} \sim \epsilon \). Moreover we mention that the entanglement in a massive theory is roughly speaking ‘located’ close to the boundary points of \( A \) over a distance \( \xi \).

If we focus on the step distribution and consider again two cases for the position of the interval \( A \), in the left or right halves and away from the origin, then \((37)\) tells us that \( S_A \) saturates first to the local homogeneous value at \( t = l/2 \), then it starts changing at time \( t = \min\{|x_1|, |x_2|\} \) when the first quasiparticles from the opposite half enter \( A \) and finally after time equal to \( l \) it saturates again to its final value

\[
\frac{c}{3} \log \epsilon + \frac{\pi cl}{12c} \left( 1 - \frac{\alpha}{2\epsilon} \right) + \frac{c \alpha}{6 \epsilon}.
\]

This value is the same in the two cases and exactly equal to the average of the initial saturation values on the left and on the right. It is also the same even if \( A \) was in the middle containing the origin, as long as the length \( l \) is the same (figure 3).

It is actually possible to go further and determine this asymptotic value of \( S_A \) for arbitrary finite \( \hbar \) by using the general asymptotic form of the transformation \( g \) \((10)\) together with \((34)\) and \((35)\). To this end we need however the expression for \( \hat{C}_{\text{cws}} \) corresponding to different imaginary times because the points \( x_1 + i\tau \) and \( x_2 + i\tau \) will be mapped by \( g \) to points with in general different imaginary parts \( \tau_1, \tau_2 \) in the CWS. The required expression can be obtained from [8]:

\[
\hat{C}_{\text{cws}}(r + i\tau_1, i\tau_2) = \left( \frac{\pi}{2\epsilon} \right)^2 \times \frac{\cosh(\pi r/2\epsilon) + \cos(\pi(\tau_1 + \tau_2)/2\epsilon)}{2(\cos(\pi(\tau_1 - \tau_2)/2\epsilon) + \cos(\pi(\tau_1 + \tau_2)/2\epsilon))(\cosh(\pi r/2\epsilon) - \cos(\pi(\tau_1 - \tau_2)/2\epsilon))}. \tag{39}
\]

When we analytically continue to real times and take into account \((10)\) we find that in the limit \( t \rightarrow +\infty \)

\[
r \rightarrow \frac{1}{2} \left( 1 + \frac{1}{1 + \alpha/\epsilon} \right) \tag{40a}
\]

\[
\tau_1 - \tau_2 \rightarrow \frac{1}{2i} \left( 1 - \frac{1}{1 + \alpha/\epsilon} \right) \tag{40b}
\]

\[
\tau_1 + \tau_2 \rightarrow \frac{1}{2i} \left[ (x_1 + x_2) \left( 1 - \frac{1}{1 + \alpha/\epsilon} \right) - 2t \left( 1 + \frac{1}{1 + \alpha/\epsilon} \right) + \frac{2\beta}{1 + \alpha/\epsilon} \right] \tag{40c}
\]
Figure 3. Evolution of the entanglement entropy in the case of a step distribution, with the strip width smoothly varying over a distance of order \( \epsilon = 1 \), from 2 on the left of the origin to 4 on the right. The actual transformation used is \( f(z) = \frac{1}{2} \log(1 + e^{2z}) \) in which case the inverse transformation can be found analytically. The subsystem \( A \) under consideration is of length \( l = 10 \) and placed in three different positions with respect to the origin: with its middle at \( x_m = -30 \) (i), 0 (ii) and 30 (iii), all in units of \( \epsilon = 1 \). We notice that in each case \( S_A \) first saturates to the homogeneous saturation value that corresponds to the local ((i), (iii)) or average width (ii), at time \( t = l/2 = 5 \). Note the different slopes and offset values before the saturation. In cases (i), (iii) and at time \( t = 25 \), i.e. the distance of the boundary of \( A \) closest to the origin, \( S_A(t) \) starts changing again, since the first quasiparticles from the opposite half of space enter \( A \). After time equal to \( l = 10 \), the entropy saturates again to its final value which is common for all positions and equal to the homogeneous value that corresponds to the average width. In the plot we used (34), (35) and (39) which are exact not only for infinitesimal transformations.

where \( l = |x_1 - x_2| \). Finally substituting into (39), (34) and (35) we arrive at

\[
\lim_{t \to \infty} S_A(l, t) = \frac{\pi cl}{12} \left( \frac{1}{\epsilon} + \frac{1}{\epsilon + \alpha} \right) + \frac{c}{6} \left( \log \epsilon + \log(\epsilon + \alpha) \right).
\]

(41)

This leads to the important conclusion that the entropy finally saturates to a value independent of the position. It only depends on the length of the interval \( l \), no matter whether it is in the left or right part or somewhere in the middle. As far as the initial conditions are concerned, it is completely determined by the two limits of \( h(x) \) at \( \pm \infty \), being the average of the corresponding homogeneous values. Bumps and any other characteristics of \( h(x) \) do not affect the final saturation value.

Another interesting aim is finding the entropy of entanglement between the left and right halves in the case of a step initial distribution. Again we can do this for finite \( \alpha \). Now that the subsystem \( A \) is infinite, \( \text{Tr} \rho_A^n \) transforms like \( \langle \Phi_n(z) \rangle \) where \( z \) corresponds to the edge of \( A \) (i.e. the origin) and time \( t \). This is because the other edge is at infinity.
and does not contribute to the correlation function $\langle \Phi_n \Phi_{-n} \rangle$. As before, we can write $S_A = -(c/6) \log \hat{C}$ where $\hat{C}(z) \equiv (\Phi_n(z))^{1/(2n\Delta_n)}$ transforms as

$$\hat{C}_{\text{vws}}(w) = |w'(z(w))|^{-1} \hat{C}_{\text{cws}}(z(w))$$

and on the constant width strip takes the form found again in [8]

$$\hat{C}_{\text{cws}}(x+i\tau) = \frac{\pi}{4} e^{1/2} \cos(\pi \tau/2)$$

where as always we have modified the result for a strip centred in the middle. Setting $w = 0 + i\tau$ in (42) and following the same procedure as before we finally find that for large times

$$S_A(t) \sim \frac{c\pi t}{12} \left( \frac{1}{\epsilon} + \frac{1}{\epsilon + \alpha} \right) + \frac{c}{12} \left( \log \epsilon + \log(\epsilon + \alpha) \right),$$

that is $S_A$ increases linearly in time with a rate that is the average of the homogeneous rates corresponding to the two different strip widths.

4. Free field theory approach

Let us now study the inhomogeneous quench using a different approach: the real time evolution as prescribed by free field theory (FFT). This approach does not have the restriction that the Hamiltonian after the quench be massless and it offers both a validity check of the CFT results in the massless case and an extension of the results to the massive case. As we will soon see, the time evolution of the two-point correlation function can be easily found by solving the Heisenberg equations of motion. Then the problem reduces to finding the initial correlation function, that is the correlation function in a theory with spatially inhomogeneous mass. This is formally equivalent to a scattering problem where the mass plays the role of the potential and it can be generally solved by means of perturbation theory, assuming that the spatial variation $\eta(x)$ of the mass is small relative to some characteristic value $m_0$. We are interested in the first-order correction in $\eta$, which is sufficient for making a comparison with the conformal result. Unlike in the CFT method where the correlation functions and the energy–momentum tensor were derived independently, we will first calculate a general expression for the correlation function of the field and then from this the energy flow. Then we explore the asymptotic behaviour of the latter in the special case of a step distribution in the deep quench limit.

4.1. Perturbative solution and calculation of the propagator

We start with the calculation of the two-point correlation function of the field operator $\phi$. The Heisenberg equation of motion for $\phi$ after the quench at $t = 0$ is

$$\ddot{\phi}(x, t) = (\partial_x^2 - m^2)\phi(x, t)$$

which can be readily solved in Fourier space where it reads

$$\hat{\phi}(k; t) = -\omega_k^2 \hat{\phi}(k; 0)$$

with $\omega_k^2 = k^2 + m^2$ and $\hat{\phi}(k; t) = \int dx e^{-ikx} \phi(x, t)$ the Fourier transform of $\phi(x, t)$. The solution is

$$\phi(k; t) = \hat{\phi}(k; 0) \cos \omega_k t + \hat{\phi}(k; 0) \frac{\sin \omega_k t}{\omega_k}$$

$$\text{doi:10.1088/1742-5468/2008/11/P11003}$$
so the two-point correlation function is
\[
\langle \phi(x_1, t_1) \phi(x_2, t_2) \rangle = \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} e^{ik_1x_1+ik_2x_2} \left( \langle \phi(k_1; 0) \phi(k_2; 0) \rangle \cos \omega_1 t_1 \cos \omega_2 t_2 + \langle \phi(k_1; 0) \phi(k_2; 0) \rangle \frac{\sin \omega_1 t_1}{\omega_1} \cos \omega_2 t_2 \right.
\]
\[+ \left. \langle \dot{\phi}(k_1; 0) \phi(k_2; 0) \rangle \frac{\sin \omega_1 t_1 \sin \omega_2 t_2}{\omega_1 \omega_2} \right) \] 
(48)
where \( \omega_1 \equiv \omega_{k_i} \).

We have isolated the time evolution and we now need to calculate the correlation functions just before the quench, when the system lies in the initial ground state. The expectation values \( \langle \cdots \rangle \) are therefore meant to be evaluated for this state so that we can forget the quench for the moment and focus on the field theory before that. If we write the initial mass distribution as \( m_0(x) = m_0 + \eta(x) \) and assume that \( |\eta(x)| \ll m_0 \) then the field equation before the quench is
\[
(\partial_t^2 - \partial_x^2 + (m_0 + \eta(x))^2) \phi(x, t) = 0
\] 
(49)
or to first order in \( \eta(x) \)
\[
(\partial_t^2 - \partial_x^2 + m_0^2 + 2m_0 \eta(x)) \phi(x, t) = 0.
\] 
(50)
For later comparison with the CFT results, note that the correspondence between the strip width and the initial mass leads to \( \epsilon = 1/m_0 \) and so \( h(x) = -\eta(x)/m_0^2 \) where the variation is always assumed relatively small.

The field equation above can be solved perturbatively in \( \eta(x) \). The method is the same as that used in the derivation of the Lippmann–Schwinger equation in scattering theory, with the inhomogeneous terms corresponding to the potential. The homogeneous field equation is the well-known Klein–Gordon equation
\[
(\partial_t^2 - \partial_x^2 + m_0^2) \phi_0(x, t) = 0
\] 
(51)
whose retarded Green’s function, satisfying
\[
(\partial_t^2 - \partial_x^2 + m_0^2) G_{0R}(x, x', t, t') = -i\delta(x - x') \delta(t - t')
\] 
(52)
is
\[
G_{0R}(x, x', t, t') = \Theta(t - t')(G_0(x - x', t - t') - G_0(x' - x, t' - t))
\] 
(53)
with
\[
G_0(x - x', t - t') = \langle \phi_0(x, t) \phi_0(x', t') \rangle = \int \frac{dk}{2\pi} e^{ik(x-x')-i\omega_k(t-t')} \frac{1}{2\omega_{0k}}
\] 
(54)
where \( \omega_{0k} = \sqrt{k^2 + m_0^2} \). From these last relations, (50) can be written in the integral form
\[
\phi(x, t) = \phi_0(x, t) - 2im_0 \int dt' \int dx' G_{0R}(x, x', t, t') \eta(x') \phi(x', t')
\] 
(55)
and since \( \eta(x) \) is small this leads to first order to the solution
\[
\phi(x, t) = \phi_0(x, t) - 2im_0 \int dt' \int dx' G_{0R}(x, x', t, t') \eta(x') \phi_0(x', t') + O(\eta^2)
\] 
(56)
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from which it follows that before the quench
\[
\langle \phi(x_1, t_1) \phi(x_2, t_2) \rangle = \langle \phi_0(x_1, t_1) \phi_0(x_2, t_2) \rangle
- 2i m_0 \int dt' \int dx' G_{0R}(x_1, x', t_1, t') \eta(x') \langle \phi_0(x', t') \phi_0(x_2, t_2) \rangle
- 2i m_0 \int dt' \int dx' G_{0R}(x_2, x', t_2, t') \eta(x') \langle \phi_0(x_1, t_1) \phi_0(x', t') \rangle + O(\eta^2). \tag{57}
\]

From (53) and (54) we can work out the time integral (adding appropriate small imaginary numbers to the lower integration limits to ensure convergence). Passing to momentum space, the final result for the correlation function to first order in \( \eta \) is
\[
\langle \tilde{\phi}(k_1; t_1) \tilde{\phi}(k_2; t_2) \rangle = 2\pi \delta(k_1 + k_2) \left( \frac{e^{i\omega_1 t_1 - i\omega_2 t_2}}{2\omega_1} \right) + \frac{2m_0 \tilde{\eta}(k_1 + k_2)}{(\omega_0^2 - \omega_0^2)} \left( \frac{e^{i\omega_1 t_1 - i\omega_2 t_2}}{2\omega_1} - \frac{e^{-i\omega_0 (t_1 - t_2)}}{2\omega_2} \right) \tag{58}
\]
where \( \omega_0 \equiv \omega_{0k} \) and \( \tilde{\eta}(k) \) is the Fourier transform of \( \eta(x) \).

Going back to (48), we see that we need the following equal time correlation functions, between field and conjugate momentum operators \( \pi = \dot{\phi} \), which can all be found from (58) by applying appropriate time derivatives:
\[
\langle \dot{\phi}(k_1; 0) \tilde{\phi}(k_2; 0) \rangle = 2\pi i \delta(k_1 + k_2) \tag{59a}
\]
\[
\langle \tilde{\phi}(k_1; 0) \dot{\phi}(k_2; 0) \rangle = \pi i \delta(k_1 + k_2) \tag{59b}
\]
\[
\langle \dot{\phi}(k_1; 0) \dot{\phi}(k_2; 0) \rangle = -\pi i \delta(k_1 + k_2) \tag{59c}
\]
\[
\langle \dot{\phi}(k_1; 0) \tilde{\phi}(k_2; 0) \rangle = 2\pi i \delta(k_1 + k_2) \frac{\omega_0}{2} + \frac{2m_0 \tilde{\eta}(k_1 + k_2)}{\omega_0^2 - \omega_0^2} \left( \frac{\omega_0}{2} - \frac{\omega_0}{2} \right). \tag{59d}
\]

As a check, we can verify the consistency with the canonical commutation relations \([\dot{\phi}(k_1; 0), \tilde{\phi}(k_2; 0)] = 2\pi i \delta(k_1 + k_2)\). The next step is to substitute into (48) to find that the propagator after the quench is
\[
\langle \phi(x_1, t_1) \phi(x_2, t_2) \rangle = \int \frac{dk}{2\pi} e^{ik(x_1 - x_2)} \left( \frac{\omega_0}{2\omega^2} \sin \omega t_1 \sin \omega t_2 + \frac{1}{2\omega} \cos \omega t_1 \cos \omega t_2 - \frac{i}{2\omega} \sin \omega (t_1 - t_2) \right)
+ m_0 \int \frac{dk_1}{2\pi} \int \frac{dk_2}{2\pi} e^{ik_1 x_1 + ik_2 x_2} \tilde{\eta}(k_1 + k_2) \left( \frac{\sin \omega_1 t_1 \sin \omega_2 t_2}{\omega_1 \omega_2} - \frac{\cos \omega_1 t_1 \cos \omega_2 t_2}{\omega_0^3 \omega_2} \right), \tag{60}
\]
The first line is just the propagator in the homogeneous case found in [8] and the second line is the first-order correction due to the inhomogeneity. In the deep quench limit $m_0 \to \infty$, (60) can be written as

$$\langle \phi(x_1, t_1)\phi(x_2, t_2) \rangle = \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \int ds e^{ik_1(x_1-s)+ik_2(x_2-s)}m_0(s)\frac{\sin \omega_1 t_1 \sin \omega_2 t_2}{2\omega_1 \omega_2}. \quad (61)$$

This expression can be found directly from (48) if we notice that the contribution of highest order in $m_0$ comes from the initial momentum–momentum correlation function (59d) which can now be written in real space as $\langle \dot{\phi}(x_1,0)\dot{\phi}(x_2,0) \rangle \approx m_0(x_1)\delta(x_1-x_2)/2$. This is because the initial correlation functions fall exponentially fast over a distance of order $1/m_0 \to 0$ and so they can be approximated by $\delta$-functions with suitable coefficients which, in the current inhomogeneous problem, depend on the ‘local mass’ $m_0(x)$.

In the language of Feynman diagrams, (61) says that the dominant part of the correlation function between two points $(x_1, t_1)$ and $(x_2, t_2)$ comes from a diagram with two lines connecting the points with another one $(s, 0)$ at the initial time hypersurface. What such a diagram represents physically is a pair of quasiparticles emerging from this hypersurface and reaching the two points. In general in order to cause correlations, two quasiparticles should emerge not necessarily from the same point, but from points separated by a distance of order $1/m_0(s)$, that is the ‘local correlation length’, and the deep quench approximation consists in saying that these two points are so close that they can be effectively identified.

In the massless case, i.e. when $m = 0$, $\omega_k = |k|$ and the Fourier transforms in (61) can be calculated explicitly giving the correlation function as a convolution of the initial mass distribution

$$\langle \phi(x_1, t_1)\phi(x_2, t_2) \rangle = \frac{1}{8} \int ds m_0(s)\Theta(t_1 - |x_1 - s|)\Theta(t_2 - |x_2 - s|). \quad (62)$$

Notice that in the homogeneous case $m_0 = \text{const}$ and for equal times, we recover the deep quench massless propagator discussed in [8]

$$\langle \phi(x_1, t)\phi(x_2, t) \rangle = \begin{cases} 0 & \text{if } t < |x_2 - x_1|/2 \\ (2t - |x_2 - x_1|)m_0/8 & \text{if } t > |x_2 - x_1|/2. \end{cases} \quad (63)$$

The meaning of (62) is quite transparent: the correlation function between two spacetime points depends on the values of $m_0(s)$ only at those points of the initial time hypersurface that lie inside the horizons of both points (figure 4). The physical interpretation of correlations will be fully explained later using the quasiparticle picture. Also it will be shown that (62) is in agreement with the CFT formula (27).

4.2. Energy flow

The energy flow after the quench, i.e. the expectation value of the $T_{01}^0$ component of the stress–energy tensor, can be obtained by acting on the correlation function with $-\partial_1 \partial_2$...
and then setting $x_1 = x_2$ and $t_1 = t_2$:
\[
\langle T^{01}(x,t) \rangle = -\langle \pi(x,t) \partial_x \phi(x,t) \rangle = - \lim_{x' \rightarrow x, t' \rightarrow t} \frac{\partial}{\partial t'} \frac{\partial}{\partial x'} \langle \phi(x',t') \phi(x,t) \rangle.
\] (64)

From (60) we then find
\[
T^{01}(x,t) = -m_0 \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} (i(k_1 + k_2)x) \tilde{n}(k_1 + k_2) \frac{\cos \omega_1 t \sin \omega_2 t}{\omega_1 \omega_2} + \frac{\sin \omega_1 t \cos \omega_2 t}{\omega_0 \omega_2}.
\] (65)

The homogeneous term, as expected, does not contribute to the energy flow. We are mainly interested in the value of the energy flow at the origin $x = 0$ and for $t \rightarrow +\infty$. As before, in the massless case the expression above simplifies significantly:
\[
T^{01}(0,t) = -m_0 \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} (i(k_1 + k_2)) \tilde{n}(k_1 + k_2) \left(1 + \frac{k_1 k_2}{\omega_0 \omega_2}\right) \sin(k_1 + k_2)t
\] (66)

but unlike before, we cannot use the deep quench limit in the first place as in (61) as this would lead to ultraviolet divergences. In fact this should be expected since the double differentiation of the propagator dropped down a factor of $k_2 \omega_1$ making $T^{01}$ more sensitive to ultraviolet divergences. Therefore the approximation that $m_0 \gg k, q$ is not valid any longer.

To extract the large $t$ behaviour of $T^{01}(0,t)$ we can probe the small frequency behaviour of its Fourier transform $\tilde{T}^{01}(0;\omega) = \int dt e^{-i\omega t}T^{01}(0,t)$ instead. Notice that the time integration runs from $-\infty$ to $+\infty$ although (66) is physically valid only for $t > 0$. Since (66) is an odd function of $t$, $T^{01}(0;\omega)$ must be an odd function of $\omega$. This means that if $T^{01}(0,t)$ tends to a non-zero value as $t \rightarrow +\infty$ then $\tilde{T}^{01}(0;\omega)$ must behave like $i/\omega$ for $\omega \rightarrow 0$, while if it tends to zero then $\tilde{T}^{01}(0;\omega)$ will have no singularity at $\omega = 0$. Setting $k_1 = k + q$ and $k_2 = k - q$,
\[
\tilde{T}^{01}(0;\omega) = -m_0 \int \frac{dk}{2\pi} \frac{dq}{2\pi} \tilde{n}(2k) \left(1 + \frac{k^2 - q^2}{\omega_0(k+q)\omega_0(k-q)}\right) \int dt e^{-i\omega t} \sin 2kt
\]
\[
= -m_0 \int \frac{dk}{2\pi} \frac{dq}{2\pi} \tilde{n}(2k) \left(1 + \frac{k^2 - q^2}{\omega_0(k+q)\omega_0(k-q)}\right) \times 2\pi \left(\delta(2k-\omega) - \delta(2k+\omega)\right)
\]

\[
\text{Figure 4.} \quad \text{Physical explanation of (62). The connected two-point correlation function is determined by the values of the initial distribution at the overlap of their horizons (red thick line).}
\]
Inhomogeneous quantum quenches

\[
= -\frac{1}{4} m_0 (\tilde{\eta}(\omega) - \tilde{\eta}(-\omega)) \int \frac{dq}{2\pi} \frac{1}{\omega_0(\omega/2+q) + \omega_0(\omega/2-q)} \\
\times \left( 1 + \frac{\omega^2/4 - q^2}{\omega_0(\omega/2+q)\omega_0(\omega/2-q)} \right)
\]

(67)

and for \( \omega \to 0 \),

\[
\tilde{T}_{01}^{01}(0; \omega) \sim -\frac{1}{8} m_0 (\tilde{\eta}(\omega) - \tilde{\eta}(-\omega)) \int dq \frac{m_0^2}{2\pi \omega_0^2 q} = -\frac{1}{8\pi} m_0 (\tilde{\eta}(\omega) - \tilde{\eta}(-\omega)).
\]

(68)

Applying our result to the case when the initial mass distribution is a step function of step \( a \), where \( \tilde{\eta}(k) = ai/k \) we find

\[
\tilde{T}_{01}^{01}(0; \omega \to 0) \sim -\frac{m_0 a i}{4\pi \omega}
\]

(69)

which, according to our discussion above, means that the energy flow at the origin tends for large times to a non-zero value, more specifically to \(-am_0/(8\pi)\). This result proves once again the non-diffusive behaviour of the energy flow. Notice that if \( a > 0 \), i.e. the initial mass, and consequently the initial energy density, is higher in the right half of space than it is in the left, then the minus sign indicates that the energy flows from right to left, as it is supposed to do.

The massive case is also interesting independently from the massless one since thermalization occurs for different reasons in the two cases. Following a similar calculation, presented in appendix B, we conclude again that the energy flow at \( t \to +\infty \) tends to a non-zero value.

5. Comparison between the conformal and free field theory results

Since we were able to calculate the energy flow and correlation function in both the CFT and the FFT approach, we can now compare our results. We start with the energy flow. In both cases we have shown that it does not decrease with time inside the horizon. If we compare the asymptotic values at the origin for large times using the correspondence relations \( \epsilon = 1/m_0 \) and \( h(x) = -\eta(x)/m_0^2 \) we notice that the two results agree up to a numerical factor of \( \pi^2/12 \). Consequently the CFT method is consistent with FFT as far as the qualitative behaviour of the energy flow is concerned, the only difference being in numerical factors. This remark holds in the homogeneous case as well if one calculates the energy density instead, as explained in appendix C.

Now for the correlation function we have to take into account that in the Gaussian model (free boson) the primary field \( \Phi \), whose correlation function \( C(x_1, x_2, t) \) is given by the CFT expression (27), is not the field \( \phi \) of FFT but its imaginary exponential. More specifically \( C(x_1, x_2, t) \) should be compared to \( \langle e^{iq\phi(x_1,t)} e^{-iq\phi(x_2,t)} \rangle \) where \( q \) is an arbitrary constant. Using properties of Gaussian integrals we have

\[
\langle e^{iq\phi(x_1,t)} e^{-iq\phi(x_2,t)} \rangle = e^{-q^2/2(\phi(x_1,t)-\phi(x_2,t))^2} = \exp \left[ -\frac{q^2}{2} \left(G(x_1, x_1, t) + G(x_2, x_2, t) - 2G(x_1, x_2, t)\right) \right]
\]

(70)
where $G(x_1, x_2, t)$ is the correlation function of $\phi$ in the massless case, as given by (62). After some algebra we find that to first order in $\eta(x)$

$$\langle e^{iq\phi(x_1, t)}e^{-iq\phi(x_2, t)} \rangle = e^{q^2(G_0(x_1 - x_2, t) - G_0(0, t))}$$

$$\times \left( \Theta(t - |x_1 - s|) + \Theta(t - |x_2 - s|) - 2\Theta(t - |x_1 - s|)\Theta(t - |x_2 - s|) \right)$$

(71)

where $G_0(x_1 - x_2, t)$ is the homogeneous correlation function (63).

On the other hand, the CFT result (27) can also be written in a comparable form

$$C(x_1, x_2, t) = C_0(x_1 - x_2, t)$$

$$\times \left[ 1 + \frac{\chi\pi}{4\epsilon^2} \int_{-\infty}^{+\infty} ds h(s) K(x_1, x_2, t; s) \right]$$

(72)

where the kernel $K(x_1, x_2, t; s)$ is

$$K(x_1, x_2, t; s) = \Theta(|x_1 - x_2|/2 - t)$$

$$\times \left( \Theta(t - |x_1 - s|) + \Theta(t - |x_2 - s|) \right)$$

$$+ \Theta(t - |x_1 - x_2|/2)$$

$$\times \left( \Theta(s - x_2 + t)\Theta(-s + x_1 - t) \right)$$

$$+ \Theta(s - x_2 - t)\Theta(-s + x_1 + t)$$

(73)

and we kept only terms of first order in $\epsilon$. The homogeneous correlation functions $\exp [q^2(G_0(x_1 - x_2, t) - G_0(0, t))]$ and $C_0(x_1 - x_2, t)$ have already been shown to be equal [8] assuming that $q^2 = 4\chi\pi$. What we wish to verify now is that the first-order corrections agree too. This is true since the integration kernels in (71) and (72) are in fact identical and even the numerical coefficients are equal if we use the previous substitution for $q$.

6. Discussion and conclusions

6.1. The quasiparticle interpretation

Our results can be easily interpreted using the physical picture of quasiparticles developed in earlier work [8] and verified for the special case of a domain wall initial distribution in [22]. This can be seen in the formula (37) that gives the evolution of the entanglement entropy for example.

First we repeat how this physical picture applies to the homogeneous case. As always we consider a subsystem $A$ which is an interval of length $l$ while the complement is the subsystem $B$. Then the entropy of entanglement between the two subsystems after the quench is given by (36) up to an additive constant independent of $\epsilon$. The constant value $\frac{1}{3}\epsilon\log\epsilon$ is the part that corresponds to the massive field theory before the quench. In that case correlations are restricted to ones between points separated by distances of order $1/m_0 \sim \epsilon$ which is the correlation length. Hence the entanglement between $A$ and $B$ is only due to correlations between points close to the two boundaries of $A$. Since the initial state has energy density much higher than the ground state of the Hamiltonian after the quench, it acts as a source of quasiparticles moving with unit speed in both directions. Two quasiparticles emitted from the same initial point are entangled and if
Inhomogeneous quantum quenches

Figure 5. Illustration of the physical interpretation of the entanglement entropy evolution using the concept of entangled quasiparticles. (i) Pairs of entangled quasiparticles emitted from the same point on the $t = 0$ hypersurface. One of the quasiparticles of the pair denoted by dark red colour is inside subsystem $A$ at some time $t$, while the other is in its complement $B$. Therefore this pair contributes to the entanglement $S_A(t)$ between $A$ and $B$ at that time. In contrast, pairs like those denoted by light grey colour whose quasiparticles are both in the same subsystem, either $A$ or $B$, do not contribute to $S_A(t)$. (ii) The red thick lines denote the regions on the $t = 0$ hypersurface from which entangled quasiparticles that contribute to $S_A(t)$ come. For $t < l/2$ these regions are $[x_1 - t, x_1 + t]$ and $[x_2 - t, x_2 + t]$, while for $t > l/2$ they are $[x_1 - t, x_2 - t]$ and $[x_1 + t, x_2 + t]$. They move in different directions they can reach the two different subsystems, increasing the entanglement between them. The latter must be at any time proportional to the number of such entangled pairs which is simply proportional to the length of the region $E(A)$ from which these pairs are emitted (figure 5). This is the total length of the left and right projections of $A$ on the initial line apart from their intersection, since the
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quasiparticles coming from there both end up inside $A$. Also the number of quasiparticle 
pairs emitted from some point must be proportional to the initial energy density at this 
point, which in the homogeneous case is constant and proportional to $1/\epsilon$.

Keeping all this in mind, we can easily see that shortly after the quench, the pairs 
that contribute to the entanglement are emitted from within distance equal to $t$ from 
the boundaries of $A$. This causes a linear increase, $\sim 4t/\epsilon$. However at time $t = l/2$, 
the region $E(A)$ reaches its maximum length $2l$, since the left and right projections of $A$ 
on the initial line no longer overlap. This explains the saturation to a value $\sim 2l/\epsilon$. By 
comparison with (36) the proportionality factor turns out to be equal to $c\pi/24$.

Following the same arguments it should be straightforward to generalize to the 
inhomogeneous problem. From (37) the part of the entanglement entropy that corresponds 
to the massive theory before the quench is

$$S(x_1, x_2, 0) = \frac{c}{3} \log \epsilon + \frac{c}{6\epsilon} (h(x_1) + h(x_2)).$$  \hfill (74)

This is simply the sum of the contributions of the two boundaries, if we take into account 
that now it is the local correlation length at each point that should be used:

$$\frac{c}{6} \left[ \log(\epsilon + h(x_1)) + \log(\epsilon + h(x_2)) \right]$$  \hfill (75)

and that $h(x) \ll \epsilon$. To calculate the contribution of this initial entanglement after the 
quench, we must take into account that due to the wave propagation, $A$ is affected not 
by the initial value at $x_1, x_2$ but that at their projections $x_1 \pm t, x_2 \pm t$. This justifies the term

$$\frac{c}{12\epsilon} (h(x_1 - t) + h(x_1 + t) + h(x_2 - t) + h(x_2 + t)).$$  \hfill (76)

Now we calculate the contribution of the quasiparticles. As before, until $t = l/2$, this 
comes from the intervals $[x_1 - t, x_1 + t]$ and $[x_2 - t, x_2 + t]$, but now the emission rate at 
some point $s$ is proportional to the local initial energy density $\sim 1/(\epsilon + h(s))$. This leads to

$$\frac{c\pi}{24} \left( \int_{x_1 - t}^{x_1 + t} ds \frac{1}{\epsilon + h(s)} + \int_{x_2 - t}^{x_2 + t} ds \frac{1}{\epsilon + h(s)} \right).$$  \hfill (77)

and since $h(x) \ll \epsilon$

$$\frac{c\pi t}{6\epsilon} - \frac{c\pi}{24\epsilon^2} \left( \int_{x_1 - t}^{x_1 + t} ds h(s) + \int_{x_2 - t}^{x_2 + t} ds h(s) \right).$$  \hfill (78)

The first term can be recognized as the homogeneous part while the rest is due to the 
inhomogeneity. Similarly after $t = l/2$ we find

$$\frac{c\pi l}{12\epsilon} - \frac{c\pi}{24\epsilon^2} \left( \int_{x_1 - t}^{x_1 + t} ds h(s) + \int_{x_1 + t}^{x_2 + t} ds h(s) \right).$$  \hfill (79)

Adding this together we obtain (37).

A similar analysis applies to the expression for the correlation function $C(x_1, x_2, t)$. 
This shows that the quasiparticle interpretation successfully explains all the details of 
the evolution of correlations following an inhomogeneous quantum quench. This picture 
should also be valid in the massive case, the difference being that the quasiparticles now 
have finite lifetimes and propagate with various velocities up to the maximum one [8]. 
This smooths out the horizon and leads to spatial oscillations of correlations inside and 
exponential decay outside it, as can be shown by stationary phase arguments.
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6.2. Comparison to the thermal analogue

Our findings enable us to answer the main question that motivated the study of this problem, that of whether there are any similarities between an inhomogeneous quantum quench and its thermal analogue. This is the evolution of an inhomogeneous initial temperature distribution $u_0(x)$ which is given by the heat equation

$$\partial_t u(x, t) = \kappa \partial_x^2 u(x, t)$$

with initial condition $u(x, 0) = u_0(x)$. The solution is

$$u(x, t) = \frac{1}{\sqrt{4\pi \kappa t}} \int_{-\infty}^{+\infty} ds \, u_0(s) \exp \left[-\frac{(x - s)^2}{4\kappa t}\right]$$

from which we can find the heat flow by Fourier’s law:

$$j_q(x, t) \equiv \frac{dQ}{dt} = -\lambda \partial_x u(x, t) = -\frac{\lambda}{\sqrt{4\pi \kappa t}} \int_{-\infty}^{+\infty} ds \, u'_0(s) \exp \left[-\frac{(x - s)^2}{4\kappa t}\right].$$

(81)

As can be seen from the last equation and mentioned in the introduction, for any step-like initial distribution the heat flow at the origin decreases as $1/\sqrt{t}$ for large times:

$$j_q(0, t) \sim -\frac{\lambda \alpha}{\sqrt{4\pi \kappa t}}$$

(82)

where $\alpha$ is the size of the step. This can be considered as a characteristic of diffusive behaviour thus providing a simple test for our analysis.

In a quantum quench on the other hand, the energy density which is supposed to be proportional to the effective temperature, if we could assign a local meaning to it, exhibits wave-like non-diffusive behaviour instead as we can see from (21). The same message comes from (69) and (B.6) when we see them through the lens of the aforementioned test. We thus conclude that the effective temperature is not meaningful as a local quantity. Notice that the non-decreasing of the energy flow is also true in the massive case $m \neq 0$, even though the quasiparticles have finite lifetimes. Recall that for $m \neq 0$ it is the bosonic propagator itself that thermalizes, unlike the conformal case where thermalization occurs on the level of correlation functions of primary field operators. Thus the thermalization is qualitatively different in nature in these two cases and one should consider them as independent.

Note that in our work we considered systems with a ‘relativistic’ dispersion relation i.e. one with a maximum group velocity. Although this is already very general, one could also use a ‘diffusive’ dispersion relation i.e. one that allows instantaneous signal propagation as needed for the local thermalization related to the heat diffusion. This can be true for small momenta and it would be interesting to work out the free field theory result in this case in comparison to the thermal analogue.

Another aspect of the comparison is whether the entanglement entropy $S_{\text{ent}}$ resembles the thermodynamic one $S_{\text{th}}$. We already know from the homogeneous case that $S_{\text{ent}}$ becomes extensive when it saturates and of course the same holds in the present inhomogeneous case. One might be tempted then to define an entanglement entropy current and ask whether this plays a role similar to that of the heat current $j_q = T(dS_{\text{th}}/dt)$ where $T$ is the temperature. Once again this question is simplified for a step distribution and with the complementary subsystems $A$ and $B$ between which $S_{\text{ent}}$ is measured, being the two halves of space, on the left and right of the origin. From (44) we
see that in CFT the entanglement entropy rate for large times is constant, not decreasing as it should if it exhibited diffusive behaviour like the heat current.

As a final remark we will discuss the second interesting question that arose in the introduction, which was that of what information about the initial state survives in the stationary values of local observables for large times. As must be clear from the CFT expressions (21), (27) and (37), in the limit \( t \to +\infty \) the only relevant parameters of the initial distribution \( h(x) \) are its asymptotic values in the limits \( x \to \pm \infty \). This must be obvious considering the wave-like nature of the evolution. We should mention by the way that, even if the evolution was of diffusive nature, those two limits would still be the only relevant parameters determining the large time behaviour. For example the uniform relaxation temperature is simply the average of the initial temperature distribution \( \int_0^\infty s u_0(s) \) which equals the average of the above two limits \( u_0(\pm \infty) \).

**Acknowledgments**

This work was supported in part by EPSRC grant EP/D050952/1. S Sotiriadis acknowledges financial support from St John’s College, Oxford, and the A G Leventis Foundation. He would also like to thank Fabian Essler for useful discussions and Pasquale Calabrese for reading the final version of the paper.

**Appendix A. Derivation of the conformal map**

We seek a conformal transformation \( g(w) \) from the strip with variable width \( 2(\epsilon + h(x)) \) to the strip with constant width \( 2\epsilon \), which means that \( g \) must satisfy the boundary conditions (3). As mentioned in the main part of the article, these conditions have the disadvantage of being defined along the boundary of the VWS whose shape is non-trivial. Let us define the inverse transformation \( 1 + f \equiv g^{-1} \) from the CWS to the VWS. If we expressed the problem in terms of \( f \) then the boundary conditions would be defined along straight lines, but (3) cannot be translated into sufficient boundary conditions for \( f \) unless we assume that the transformation is infinitesimal. More specifically, if \( h(x) \) is small compared to \( \epsilon \) and sufficiently smooth, then \( g \) is close to the identity and \( f \) is of the order of \( h \), so the boundary condition implied for \( f \) to first order in \( h \) is (4)

\[ \text{Im} f(x \pm i\epsilon) = \pm h(x). \]

Now the problem reduces to finding the analytic function \( f(z) \) defined on the CWS and obeying (4). \( f \) is a solution of the Laplace equation which ensures that the boundary conditions above along with conditions at \( \pm \infty \) are sufficient for determining \( \text{Im} f \), while \( \text{Re} f \) can be determined using the Cauchy–Riemann equations up to a real additive constant. This is irrelevant for our purposes since we can check that it would vanish from all of the expressions for the physical observables that we are interested in. Hence we can fix its value by requiring that \( f \) is equal to zero for vanishing \( h \). Without loss of generality we suppose that \( h(-\infty) = 0 \) and then

\[ \lim_{\text{Re} z \to -\infty} f(z) = 0. \quad (A.1) \]

One way to find \( f(z) \) is using a generalized form of Cauchy’s integral formula with an appropriate kernel. In particular we have

\[ f(z) = \frac{1}{2\pi i} \oint_C D(z' - z) f(z') dz' \quad (A.2) \]
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Figure A.1. Contour integration for the derivation of \( f(z) \).

where \( C \) is a closed contour around \( z \) and \( D(z' - z) \) is any function with a simple pole with unit residue at \( z' = z \) as the only singularity within \( C \). If we choose \( C \) to go along the boundaries of the strip (figure A.1) then

\[
\begin{align*}
  f(z) &= \frac{1}{2\pi i} \int_{-\infty}^{+\infty} (D(s - i\epsilon + in - z) f(s - i\epsilon) - D(s + i\epsilon + in - z) f(s + i\epsilon)) \, ds \\
  &\quad + \frac{1}{2\pi} \int_{-\epsilon}^{+\epsilon} (D(+\infty + is - z) f(+\infty + is) - D(-\infty + is - z) f(-\infty + is)) \, ds \\
  &\quad - \frac{1}{2\pi} \int_{-\epsilon}^{+\epsilon} D(+\infty + is - z) f(+\infty + is) \, ds \\
  &\quad + \frac{1}{2\pi} \int_{-\epsilon}^{+\epsilon} D(+\infty + is - z) f(+\infty + is) \, ds \\
\end{align*}
\]  

where \( \eta \to 0+ \) simply serves as a reminder of the prescription that the pole is always enclosed inside the contour, even for \( z \) on the boundary. Using (A.1) and the symmetry of the problem under reflections \( z \to \bar{z} \) which implies that \( f(\bar{z}) = \overline{f(z)} \), we find

\[
\begin{align*}
  f(z) &= \frac{1}{2\pi i} \int_{-\infty}^{+\infty} (D(s - i\epsilon + in - z) - D(s + i\epsilon + in - z)) \, ds \\
  &\quad - \frac{1}{2\pi} \int_{-\epsilon}^{+\epsilon} (D(s - i\epsilon - in - z) + D(s + i\epsilon + in - z)) \, ds \\
  &\quad + \frac{1}{2\pi} \int_{-\epsilon}^{+\epsilon} D(+\infty + is - z) f(+\infty + is) \, ds. \\
\end{align*}
\]  

The last relation suggests that we choose \( D(z) \) such that \( D(z + 2i\epsilon) = D(z) \) and \( \lim_{Re z \to +\infty} D(z) = 0 \), because then \( f(z) \) is completely determined by the boundary condition (4):

\[
f(z) = -\frac{1}{\pi} \int_{-\infty}^{+\infty} D(s + i\epsilon - z) h(s) \, ds.
\]  

Now it is relatively easy to see that one function that satisfies all the above conditions is

\[
D(z) = \frac{\pi}{\epsilon} \frac{1}{(e^{\pi z/\epsilon} - 1)}
\]  

which finally gives

\[
f(z) = \frac{1}{\epsilon} \int_{-\infty}^{+\infty} \frac{1}{e^{-\pi(z-s)/\epsilon} + 1} h(s) \, ds,
\]  

i.e. (5) and (6).
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Appendix B. Free field theory calculation of the energy flow in the massive case

We will calculate the large time asymptotic behaviour of \( T^{01}(x, t) \) at \( x = 0 \) and with \( m \neq 0 \) following the same method as for the massless case, that is using its Fourier transform with respect to time \( \tilde{T}^{01}(0; \omega) \). As before, if this is proportional to \( i/\omega \) for \( \omega \to 0 \) then \( T^{01}(0, t) \) tends to a non-zero value as \( t \to +\infty \). Starting from (65) we have

\[
T^{01}(0, t) = -m_0 i \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \frac{\tilde{\eta}(k_1 + k_2)}{2(\omega_{01} + \omega_{02})} k_2 \omega_1 \left[ \left( \frac{1}{\omega_{01}\omega_{02}} + \frac{1}{\omega_1\omega_2} \right) \sin(\omega_1 + \omega_2) t + \left( \frac{1}{\omega_{01}\omega_{02}} - \frac{1}{\omega_1\omega_2} \right) \sin(\omega_1 - \omega_2) t \right].
\]

Its Fourier transform for small frequencies \( \omega \) is

\[
\tilde{T}^{01}(0; \omega) \sim -\frac{m_0 a i}{8\pi} \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \frac{\tilde{\eta}(k_1 + k_2)}{2(\omega_{01} + \omega_{02})} k_2 \omega_1 \left( \frac{1}{\omega_{01}\omega_{02}} - \frac{1}{\omega_1\omega_2} \right) \times \left( \delta(\omega_1 - \omega_2 - \omega) - \delta(\omega_1 - \omega_2 + \omega) \right).
\]

Notice that we have skipped the two \( \delta \)-functions of the form \( \delta(\omega_1 + \omega_2 \pm \omega) \) that come from \( \sin(\omega_1 + \omega_2) t \) since they vanish for \( \omega \to 0 \) as \( \omega_1 + \omega_2 \geq 2m > 0 \). Let us specialize to the step distribution

\[
\eta(x) = \begin{cases} -a/2 & \text{if } x < 0 \\ +a/2 & \text{if } x > 0 \end{cases}
\]

whose Fourier transform is \( \tilde{\eta}(k) = ai/k \). If we symmetrize the integrand under \( k_1 \to -k_1 \), \( k_2 \to -k_2 \) and \( k_1 \leftrightarrow k_2 \) we finally obtain

\[
\tilde{T}^{01}(0; \omega) \sim -\frac{m_0 a i}{8\pi} \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \frac{k_2^2 \omega_2 + k_1^2 \omega_1}{(\omega_{01} + \omega_{02})(k_1^2 - k_2^2)} \left( \frac{1}{\omega_{01}\omega_{02}} - \frac{1}{\omega_1\omega_2} \right) \delta(\omega_1 - \omega_2 - \omega).
\]

Now the \( \delta \)-function prescribes that \( \omega_1 = \omega_2 + \omega \) and substituting into the integrand we find to first order in \( \omega \)

\[
\tilde{T}^{01}(0; \omega \to 0) \sim -\frac{m_0 a i (m_0^2 - m^2)}{16\pi \omega} \int \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \left( \frac{\omega_0^2 - m^2}{\omega_{01}\omega_{02}} \right) \delta(\omega_1 - \omega_2 - \omega).
\]

This shows that \( T^{01}(0; \omega) \) is of order \( 1/\omega \) for \( \omega \) close to zero, which means that as before \( T^{01}(0, t) \) does not tend to zero for large times. Evaluating the integrals carefully we end up with the simple relation

\[
\tilde{T}^{01}(0; \omega \to 0) \sim -\frac{(m_0 - m)a i}{4\pi \omega}.
\]

For \( m = 0 \) we recover the already found result (69). Notice that the expression above gives zero if \( m = m_0 \).
Appendix C. Comparison of the CFT and FFT results for the energy density after a quantum quench

We will calculate the energy density after a homogeneous quench of the mass from $m_0$ to zero, using the CFT and FFT methods. The CFT result is obtained from the expectation value of the $T^{00}$ component of the stress–energy tensor on a strip of width $2\epsilon$:

$$\langle T^{00}_{\text{strip}} \rangle = -\frac{c\pi}{24(2\epsilon)^2}. \quad (C.1)$$

The analytic continuation from imaginary to real time reverses the sign and when we also set $c = 1$ and take into account the correspondence relation $\epsilon = 1/m_0$, we obtain

$$\langle T^{00} \rangle = \frac{\pi m_0^2}{96}. \quad (C.2)$$

In free field theory the energy density $\langle T^{00} \rangle$ can be obtained from the propagator in the same way as the energy flow $\langle T^{01} \rangle$, but here we will show a slightly different derivation. The energy of the system which is conserved is obviously equal to the expectation value of the Hamiltonian after the quench $H = \frac{1}{2} \int (\partial \phi)^2 \, dx$ with respect to the ground state $|\Psi_0\rangle$ of the Hamiltonian before the quench $H_0 = \frac{1}{2} \int ((\partial \phi)^2 + m_0^2 \phi^2) \, dx$. If we decompose the latter as follows:

$$\langle \Psi_0 | H | \Psi_0 \rangle = \langle \Psi_0 | (H - H_0) | \Psi_0 \rangle + \langle \Psi_0 | H_0 | \Psi_0 \rangle \quad (C.3)$$

then the first part is

$$-\frac{1}{2} m_0^2 \int dx \langle \Psi_0 | \phi^2 | \Psi_0 \rangle \quad (C.4)$$

which is easy to calculate since

$$\langle \Psi_0 | \phi^2 | \Psi_0 \rangle = \int \frac{d^2 k}{(2\pi)^2} \frac{1}{k^2 + m_0^2} \quad (C.5)$$

is a loop of the Feynman propagator with mass $m_0$ in $(1+1)$ dimensions, while the second part is the reduced free energy of a system with Hamiltonian $H_0 = H + \frac{1}{2} m_0^2 \int \phi^2 \, dx$ where the last term is considered as a perturbation over $H$. The reduced free energy per unit length in this case is

$$f(m_0^2) = \frac{1}{2} \int \frac{d^2 k}{(2\pi)^2} \left[ \log (k^2 + m_0^2) - \log k^2 \right]. \quad (C.6)$$

Putting all these together we find that the energy density is equal to

$$\frac{1}{2} \int \frac{d^2 k}{(2\pi)^2} \left[ \log (1 + m_0^2/k^2) - \frac{m_0^2}{k^2 + m_0^2} \right]. \quad (C.7)$$

The last integral is both ultraviolet and infrared convergent and if we set $k^2 = um_0^2$ and integrate by parts, it gives

$$\frac{m_0^2}{8\pi} \int_0^\infty \frac{du}{(1+u)^2} = \frac{m_0^2}{8\pi}. \quad (C.8)$$

Comparing the two results we notice that they differ by a factor $\pi^2/12$, exactly as for the energy flow.
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