Research Article

Robustness Analysis of a Type of Iterative Algorithm for R-L Fractional Nonlinear Control Systems in the Sense of $L_p$ Norm

Yanfang Li, Xianghu Liu, and Guangjun Xu

Department of Mathematics, Zunyi Normal College, Zunyi 563006, Guizhou, China

Correspondence should be addressed to Xianghu Liu; liouxianghu04@126.com

Received 28 October 2020; Revised 4 December 2020; Accepted 31 December 2020; Published 16 January 2021

Academic Editor: Abdelalim Elsadany

Copyright © 2021 Yanfang Li et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The paper is concerned with the robustness analysis of a type of iterative algorithm for R-L fractional nonlinear control systems in the sense of $L_p$ norm. Firstly, according to the Laplace transform and M-L function, the concept of mild solutions of the system is derived. Secondly, we give the sufficient conditions of robustness analysis of the PD$^\alpha$-type ILC algorithm with uncertain disturbances and then study the robust analysis of the second-order PD$^\alpha$-type ILC algorithm. At last, two fractional examples are given to demonstrate the results.

1. Introduction

The aim of the paper is to analyze the robustness of a type of iterative algorithm in the sense of $L_p$ norm of the following R-L fractional system:

$$\begin{align*}
\{ \text{RL}_t^\alpha z(t) = Az(t) + Bu(t), & \quad t \in J = [0, b], \\
(g_{1-\alpha} * z)(0) = z_0, y(t) = Cz(t) + Du(t), & \quad t \in J.
\end{align*}$$

where $\text{RL}_t^\alpha$ denotes the R-L derivative of order $\alpha$, $0 < \alpha < 1$, $A, B, C \in R^{n \times n}$, $u(t)$ is a control vector, and $g_{1-\alpha} = (t^{1-\alpha}/\Gamma(1-\alpha))$.

Iterative learning control (ILC) was shown by Uchiyama in 1978 (in Japanese), and in recent years, more and more scholars have paid attention to the problems, among which are experts who study fractional calculus. The work of the fractional-order system in iterative learning control appeared in 2001. In the following decade, extensive attention has been paid to this field, great progress has been made [1–8], and many fractional nonlinear systems were investigated [9–17]. In recent years, the fractional ILC algorithm has played a great role in multiagent control information transmission, and for more information, one can see the references [13–16].

In Li et al.’s study [17], the authors discussed a P-type ILC scheme for a class of fractional-order nonlinear systems with delay by using the $\lambda$-norm and Gronwall inequality and obtained the sufficient condition for the robust convergence of the tracking errors.

In view of that the $\lambda$-norm often causes tracking errors that exceed the actual engineering range and cause inaccurate data, the authors Lan and Lin [18] used the $L_p$ norm to discuss the convergence of iterative learning algorithms, and it objectively quantifies the essential characteristics of the tracking error and comprehensively reflects the behavior of the system. Zhang and Peng [19] used the generalized Young inequality of convolution and discussed the robustness of the PD-type fractional-order iteration and learning control algorithm in the sense of $L_p$ norm, and the conditions of its robust convergence are obtained.
The above references have analyzed the robustness of the algorithm of the Caputo-type fractional system, and we find the Caputo fractional derivative is often used to solve general diffusion problems. The R-L type fractional derivative has a wider application in viscoelastic problems because it does not require the function to be differentiable at the origin. As far as we all know, analyzing robustness with interference of the R-L type fractional system is an extremely interesting and challenging work.

The rest of this paper is organized as follows. In Section 2, according to the Laplace transform and M-L function, the concept of mild solutions of the system is derived. In Section 3, we give the sufficient conditions of robustness analysis of the PD\(^\alpha\)-type ILC algorithm with uncertain disturbances and then study the robust analysis of the second-order PD\(^\alpha\)-type ILC algorithm. In Section 4, two fractional examples are given to demonstrate the results.

2. Some Preliminaries for Fractional Systems

In this section, we show some definitions and preliminaries of the \(L_p\) norm and Mittag–Leffler function. From [20–23], one can see the definitions of the R-L fractional integral and derivative.

**Definition 1.** The norm for the \(n\)-dimensional vector \(Z = (z_1, z_2, \ldots, z_n)\) is defined as \(\|Z\| = \max_{1 \leq i \leq n}|z_i|\), and the \(L_p\) norm is defined as \(|Z|_p = \left(\int_0^T |z(t)|^p \, dt\right)^{1/p}\), where \(t \in [0, T]\).

**Definition 2.** The definition of the two-parameter function of the Mittag–Leffler type is described by

\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \alpha > 0, \beta > 0, z \in C. \tag{2}
\]

If \(\beta = 1\), one has the Mittag–Leffler function of one parameter as follows:

\[
E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}. \tag{3}
\]

Now, according to the results of the papers [17, 24–27], we will give the following lemma.

**Lemma 1** (Lemma 3, see [25]). The general solution of equation (1) is given by

\[
z(t) = t^{\alpha-1}E_{\alpha,\alpha}(A, t)z_0 + \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(A(t-s)^\alpha)Bu(s)ds, \tag{4}
\]

where

\[
E_{\alpha,\beta}(A, t) = \sum_{k=0}^{\infty} \frac{A^k t^{\alpha k + \beta - 1}}{\Gamma(\alpha k + \beta)}. \tag{5}
\]

**Lemma 2** (Definition 2.4, see [27]). The operators \(E_{\alpha,\alpha}(t)\) are exponentially bounded, and there is a constant \(C_0 = (1/\alpha)\|A\|^{(1-\alpha)/\alpha}\), \(e_\alpha(t) = t^{\alpha-1}A^\alpha\), \(M = e_\alpha(b)\), and \(\|E_{\alpha,\alpha}(A, t)\| \leq C_0 e_\alpha(t) \leq C_0 M\).

**Lemma 3** (Hölder inequality). Set \(p > 0, q > 0\), and \((1/p) + (1/q) = 1\); if \(f \in L^p(\Omega), \ g \in L^q(\Omega)\), and \(f \cdot g \in L^1(\Omega)\), then \(\|f \cdot g\|_{L^1} \leq \|f\|_{L^p} \|g\|_{L^q}\).

3. Robustness Analysis of the PD\(^\alpha\)-Type ILC Algorithm with Uncertain Disturbances

In this section, we consider the following fractional equation:

\[
[\mathcal{D}_D^{\alpha}] z_k(t) = Az_k(t) + Bu_k(t) + \omega(t), \quad t \in I = [0, b], \ y_k(t) = Cz_k(t) + Du_k(t) + \nu(t), \tag{6}
\]

where \(k = 0, 1, 2, 3, \ldots\), and \(\omega(t)\) and \(\nu(t)\) are uncertain disturbances.

For system (6), we apply the following open- and closed-loop PD\(^\alpha\)-type ILC algorithm:

\[
u_{k+1}(t) = u_k(t) + y_1 e_k(t) + y_2 e_k^{(a)}(t), \tag{7}
\]

where \(t \in [0, b]\), \(y_1\) and \(y_2\) are the parameters which will be determined, \(y_1' = y_1(t)\) is the given function, \(e_k = y_1(t) - y_k(t)\), and \(e_k^{(a)}(t) = [\mathcal{D}_D^{\alpha}] e_k\). For convenience, one can see Figure 1. The initial state of each iterative learning is as follows:

\[
z_{k+1}(0) = z_k(0) + By_1 e_k(t). \tag{8}
\]

We denote that
**Theorem 1.** Assume that each iteration state meets algorithm (7) and the initial state is \( z_k(0) = z_d(0) \); then, there exists \( m > 0 \) such that \( \kappa_1 > 0, \kappa_2 > 0, \kappa_1 < m, \) and \( \kappa_1 > \kappa_2, \) and then, the sufficient condition for being uniformly bounded on \( J \) is \( \lim_{k \to \infty} \| u_k \|_{L_p} \leq (\kappa_3/ (\kappa_1 - \kappa_2)). \)

**Proof.** Define

\[
\begin{cases}
\Delta z_k(t) = z_d(t) - z_k(t), \\
\Delta u_k(t) = u_d(t) - u_k(t).
\end{cases}
\]  

(10)

For \( t \in J \), one has \( \Delta z_{k+1}^{(a)}(t) = R^l A \Delta z_k(t) + B \Delta u_k(t) \) and \( e_{k+1}^{(a)}(t) = C(A \Delta z_{k+1}(t) + B \Delta u_{k+1}(t)). \)

According to system (6), we have

\[
z_{k+1}(t) = t^{\alpha-1} E_{\alpha,a}(A,t)z_0 + \int_0^t (t-s)^{\alpha-1} E_{\alpha,a}(A(t-s)^a)(Bu_{k+1}(s) + \omega(t))ds,
\]

\[
z_d(t) = t^{\alpha-1} E_{\alpha,a}(A,t)z_0 + \int_0^t (t-s)^{\alpha-1} E_{\alpha,a}(A(t-s)^a)Bu_d(s)ds,
\]

(11)

and thus, using the ILC algorithms (7) and (8), we derive

\[
\Delta z_{k+1}(t) = \int_0^t (t-s)^{\alpha-1} E_{\alpha,a}(A(t-s)^a)B(\Delta u_k(s) + \omega(t))ds + \gamma_1 D \Delta u_k(t) - \gamma_1 \nu(t),
\]

\[
\Delta z_k(t) = \int_0^t (t-s)^{\alpha-1} E_{\alpha,a}(A(t-s)^a)B(\Delta u_{k+1}(s) + \omega(t))ds + \gamma_2 D \Delta u_{k+1}(t) - \gamma_2 \nu(t).
\]

(12)

Hence,

\[
\Delta u_{k+1}(t)(I + y_2 D) = \Delta u_k(t)(I - y_1 D)
\]

\[
- \gamma_1 C \int_0^t (t-s)^{\alpha-1} E_{\alpha,a}(A(t-s)^a)B(\Delta u_k(s) + \omega(t))ds - y_1 \nu(t)
\]

\[
- \gamma_2 C \int_0^t (t-s)^{\alpha-1} E_{\alpha,a}(A(t-s)^a)B(\Delta u_{k+1}(s) + \omega(t))ds - y_2 \nu(t).
\]

(13)

By taking the \( L_p \) norm, we obtain

\[
\left\| \Delta u_{k+1} \right\|_{L_p} \leq \left\| \Delta u_k \right\|_{L_p} (I + y_2 D)
\]

\[
+ \frac{b^{\alpha-(1/p)} \left\| y_1 \right\| C_{M} M \left\| \Delta u_k \right\|_{L_p} + \left\| \Delta \omega \right\|_{L_p}}{\sqrt[p]{q(\alpha - 1) + 1}} + \left\| y_1 \right\| \nu \left\| \nu \right\|_{L_p}
\]

\[
+ \frac{b^{\alpha-(1/p)} \left\| y_2 \right\| C_{M} M \left\| \Delta u_{k+1} \right\|_{L_p} + \left\| \Delta \omega \right\|_{L_p}}{\sqrt[p]{q(\alpha - 1) + 1}} + \left\| y_2 \right\| \nu \left\| \nu \right\|_{L_p}.
\]

(14)

\[
\left\| \Delta u_k \right\|_{L_p} \leq \left\| \Delta u_0 \right\|_{L_p} (I + y_2 D)
\]

\[
+ \frac{b^{\alpha-(1/p)} \left\| y_1 \right\| C_{M} M \left\| \Delta u_0 \right\|_{L_p} + \left\| \Delta \omega \right\|_{L_p}}{\sqrt[p]{q(\alpha - 1) + 1}} + \left\| y_1 \right\| \nu \left\| \nu \right\|_{L_p}
\]

\[
+ \frac{b^{\alpha-(1/p)} \left\| y_2 \right\| C_{M} M \left\| \Delta u_0 \right\|_{L_p} + \left\| \Delta \omega \right\|_{L_p}}{\sqrt[p]{q(\alpha - 1) + 1}} + \left\| y_2 \right\| \nu \left\| \nu \right\|_{L_p}.
\]

(15)

\[
\kappa_1 = \left\| I + y_2 D \right\| - \frac{b^{\alpha-(1/p)} \left\| y_1 \right\| C_{M} M \left\| \Delta u_0 \right\|_{L_p}}{\sqrt[p]{q(\alpha - 1) + 1}}
\]

\[
+ \left\| y_1 \right\| \nu \left\| \nu \right\|_{L_p}
\]

\[
\kappa_2 = \left\| I - y_1 D \right\| - \frac{b^{\alpha-(1/p)} \left\| y_1 \right\| C_{M} M \left\| \Delta u_0 \right\|_{L_p}}{\sqrt[p]{q(\alpha - 1) + 1}}
\]

\[
+ \left\| y_2 \right\| \nu \left\| \nu \right\|_{L_p}
\]

\[
\kappa_3 = \frac{b^{\alpha-(1/p)} \left( \left\| y_1 \right\| C_{M} + \left\| y_2 \right\| C_{M} M \left\| \Delta \omega \right\|_{L_p} \right)}{\sqrt[p]{q(\alpha - 1) + 1}}
\]

(16)

Consequently, \( \kappa_1 \left\| \Delta u_{k+1} \right\|_{L_p} \leq \kappa_2 \left\| \Delta u_k \right\|_{L_p} + \kappa_3 \). So, there exists a positive \( m \), such that \( \kappa_1 < m \) and \( \kappa_1 > 0, \kappa_2 > 0, \kappa_1 > \kappa_2, \) and then \( \lim_{k \to \infty} \left\| u_k \right\|_{L_p} \leq (\kappa_3/ (\kappa_1 - \kappa_2)) \), which implies \( u_k(t) \) is uniformly bounded on \( J \).
4. Robust Analysis of the Second-Order $PD^a$-Type ILC Algorithm

In this section, we consider the following second-order $PD^a$-type ILC algorithm:

$$
u_k(t) = u_k(t) + \gamma_1 e_1(t) + \gamma_2 e_2(t),$$

$$u_{k+1}(t) = r_1 [u_k(t) + \gamma_1 \varepsilon_k + \gamma_2 \varepsilon_2(t)]$$

$$+ r_2 [u_{k-1}(t) + \gamma_3 \varepsilon_{k-1}(t) + \gamma_4 \varepsilon_{k-1}(t)], \quad k = 2, 3, \ldots, (17)$$

where $r_1 + r_2 = 1.$

The initial state of the system is as follows:

$$z_{k+1}(0) = z_k(0) + BL_1 \varepsilon_k(t) + BL_2 \varepsilon_2(t). \quad (18)$$

For convenience, one can see Figure 2.

Assume that the initial state of each iterative learning meets (18), where $L_1$ and $L_2$ are the parameters which will be determined.

Note

$$K_1 = \|r_1 + r_1 y_1 D + r_1 y_2 C B\|$$

$$+ \|r_1 y_1 C + r_1 y_2 C A\| \frac{b^{a-1/p} C_0 M \|\|B\|}{\sqrt{q}(\alpha - 1) + 1},$$

$$K_2 = \|r_2 + r_2 y_2 D + r_2 y_4 C B\|$$

$$+ \|r_2 y_3 C + r_2 y_4 C A\| \frac{b^{a-1/p} C_0 M \|\|B\|}{\sqrt{q}(\alpha - 1) + 1},$$

$$K_3 = \|r_1 y_1 C + r_1 y_2 C A\|$$

$$+ \|r_2 y_3 C + r_2 y_4 C A\| \frac{b^{a-1/p} C_0 M \|\|B\|}{\sqrt{q}(\alpha - 1) + 1} \|\|\omega\|\|_L^p.,$$

Theorem 2. Suppose system (6) satisfies the second-order $PD^a$-type ILC algorithm and the initial state of each iteration satisfies (18), then there exists positive $p$ such that $K_1 + K_2 < 1$, and $K_3 \rightarrow 0$. Since $k \rightarrow oo$, $\|\Delta u_{k+1}\|_{L^p}$ is uniformly bounded, which guarantees that $\lim_{k \rightarrow oo} \|\varepsilon_k\|_1 = 0$ and $t \in J$.

Proof. According to Lemma 1, we yield

$$z_{k+1}(t) = t^{a-1} \varepsilon_{a,a} (A, t) z_0 + \int_0^t (t-s)^{a-1} \varepsilon_{a,a} (A(t-s))$$

$$\cdot (B u_{k+1}(s) + \omega(t)) ds,$$

$$\Delta z_{k+1}(t) = \int_0^t (t-s)^{a-1} \varepsilon_{a,a} (A(t-s)) B (\Delta u_{k+1}(s) + \omega(t)) ds,$$

$$\Delta z_k(t) = \int_0^t (t-s)^{a-1} \varepsilon_{a,a} (A(t-s)) B (\Delta u_k(s) + \omega(t)) ds,$$

$$\Delta u_{k+1}(t) = r_1 [\Delta u_k(t) + \gamma_1 C \Delta z_k(t) + \gamma_1 D \Delta u_k(t)$$

$$+ \gamma_2 C (A \Delta z_k(t) + B \Delta u_k(t))]$$

$$+ r_2 [\Delta u_{k-1}(t) + \gamma_3 C \Delta z_{k-1}(t) + \gamma_3 D \Delta u_{k-1}(t)$$

$$+ \gamma_4 C (A \Delta z_{k-1}(t) + B \Delta u_{k-1}(t))],$$

$$= (r_1 + r_1 y_1 D + r_1 y_2 C B) \Delta u_k(t)$$

$$+ (r_2 + r_2 y_2 D + r_2 y_4 C B) \Delta u_{k-1}(t)$$

$$+ (r_1 y_1 C + r_1 y_2 C A) \int_0^t (t-s)^{a-1} \varepsilon_{a,a}$$

$$\cdot (A(t-s)) B (\Delta u_k(s) + \omega(t)) ds$$

$$+ (r_2 y_3 C + r_2 y_4 C A) \int_0^t (t-s)^{a-1} \varepsilon_{a,a}$$

$$\cdot (A(t-s)) B (\Delta u_{k-1}(s) + \omega(t)) ds.$$

By taking the $L_p$ norm, it yields

$$\|\Delta u_{k+1}\|_{L^p} \leq \|r_1 + r_1 y_1 D + r_1 y_2 C B\| \|\Delta u_k(t)\|_{L^p} + \|r_1 y_1 C + r_1 y_2 C A\| \frac{b^{a-1/p} C_0 M \|\|B\|}{\sqrt{q}(\alpha - 1) + 1} \|\Delta u_k(t)\|_{L^p}$$

$$+ \|r_2 + r_2 y_2 D + r_2 y_4 C B\| \|\Delta u_{k-1}(t)\|_{L^p} + \|r_2 y_3 C + r_2 y_4 C A\| \frac{b^{a-1/p} C_0 M \|\|B\|}{\sqrt{q}(\alpha - 1) + 1} \|\Delta u_{k-1}(t)\|_{L^p}$$

$$+ \|r_1 y_1 C + r_1 y_2 C A\| \frac{b^{a-1/p} C_0 M \|\|B\|}{\sqrt{q}(\alpha - 1) + 1} \|\omega\|_{L^p} + \|r_2 y_3 C + r_2 y_4 C A\| \frac{b^{a-1/p} C_0 M \|\|B\|}{\sqrt{q}(\alpha - 1) + 1} \|\omega\|_{L^p}.$$
For brevity, note that

\[ K_1 = \| r_1 + r_1 y_1 D + r_1 y_2 C B \| + \| r_1 y_1 C + r_1 y_2 CA \| b^{(1/p)} C_0 M \| B \| \sqrt{q} (\alpha - 1) + 1, \]

\[ K_2 = \| r_2 + r_2 y_1 D + r_2 y_4 C B \| + \| r_2 y_3 C + r_2 y_4 CA \| b^{(1/p)} C_0 M \| B \| \sqrt{q} (\alpha - 1) + 1, \]

\[ K_3 = \left( \| r_1 y_1 C + r_1 y_3 CA \| + \| r_2 y_3 C + r_2 y_4 CA \| \right) b^{(1/p)} C_0 M \sqrt{q} (\alpha - 1) + 1 \| \omega \|_{L^p}, \]

and one can deduce \( \| \Delta u_{k+1} \|_{L^p} \leq K_1 \| \Delta u_k \|_{L^p} + K_2 \| \Delta u_{k-1} \|_{L^p} + K_3 \). There exists a constant \( p > 0 \), which satisfies \( K_1 + K_2 \leq 1 \) and \( K_3 \rightarrow 0 \). Since \( k \rightarrow \infty \), \( \| \Delta u_{k+1} \|_{L^p} \) is uniformly bounded. The proof is completed. \( \square \)

5. Simulations

In this section, we will give two simulation examples to demonstrate the validity of the algorithms.

5.1. PDα-Type ILC with Initial State Error. Consider the following one-dimensional systems as follows:

\[
\begin{align*}
\mathcal{R}^{a}_{t} x (t) &= x_{k}^{2} (t) + 0.1 u (t) + \omega_{k} (t), & t \in J = [1,2], x (0) = 2, y (t) = x (t) + 0.3 u_{k} (t) + v (t).
\end{align*}
\]
with the iterative learning control and initial state error

\[
\begin{align*}
\mu_{k+1}(t) &= \mu_k(t) + 0.5\varepsilon_k(t) + 0.5\varepsilon_{k+1}(t), \\
\eta_{k+1}(0) &= \eta_k(0) + 0.1\varepsilon_k(t),
\end{align*}
\]

where \( A(x) = x(x)^2 \). Now, we can choose \( \alpha = 0.6, B = 0.1, C = 1, p = 2, \) \( \gamma_1 = \gamma_2 = 0.5, \omega(t) = 10^{-3} \sin(0.001t), \) and \( v(t) = 10^{-5} \sin(t) \). For the system, we use the PD\(^n\)-type ILC algorithm and set the initial control \( \mu_0 = 0, \eta_0(t) = 5 \sin(e^t), \) and \( t \in (0, 2) \). One can calculate \( M \approx 3 > 0, \kappa_1 = 0.47, \kappa_2 = 0.17, \) and \( \kappa_3 < 0.01 = m, \) and then, all conditions of Theorem 1 are satisfied.

The state trajectories of system (24) with initial conditions are given in Figure 3 and Table 1, and with the increase of the number of iterations, it can track the desired trajectory gradually. Consistent with the theoretical analysis in the previous section, the algorithm has a faster convergence speed. At the end of the fourth iteration, the algorithm has converged. From Figures 3 and 4, the curve is basically completely fitted, showing that the system algorithm is well robust.

### 5.2 PD\(^n\)-Type ILC with Random Disturbance

Consider a two-dimensional ILC system; we set \( \alpha = 0.7, \omega(t) = 10^{-10} \sin((\pi t)/1000), v(t) = 10^{-9}, \) \( \gamma_1 = \gamma_2 = 0.5, \) \( \gamma_1 = \gamma_2 = 0.5, \) and construct the second-order PD\(^n\)-type ILC algorithm as follows:

Table 1: Numerical simulation of the output of the system in Section 5.1 and the desired trajectory.

| \( k \) | \( y_k \) | \( y_d(t_k) \) | \( k \) | \( y_k \) | \( y_d(t_k) \) | \( k \) | \( y_k \) | \( y_d(t_k) \) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1     | 2.0818 | 2.0539 | 18    | -4.9051 | -4.9774 | 35    | 5.0183 | 4.9945 |
| 2     | 1.2580 | 1.2454 | 19    | -0.9237 | -0.9645 | 36    | -4.0133 | -4.0915 |
| 3     | 0.3294 | 0.3088 | 20    | 4.7684  | 4.7910  | 37    | -4.6198 | -4.7037 |
| 4     | -0.7118| -0.7414| 21    | 0.8193  | 0.7912  | 38    | -3.3214 | -3.3956 |
| 5     | -1.8284| -1.8677| 22    | -4.7823 | -4.8564 | 39    | 3.2206  | 3.1983  |
| 6     | -2.9501| -2.9989| 23    | 4.1016  | 4.0857  | 40    | -4.7914 | -4.8791 |
| 7     | -3.9613| -4.0190| 24    | -2.2443 | -2.2993 | 41    | 4.9318  | 4.9216  |
| 8     | -4.6935| -4.7576| 25    | 2.1803  | 2.1603  | 42    | 2.1176  | 2.0840  |
| 9     | -4.9269| -4.9936| 26    | -3.9964 | -4.0669 | 43    | -4.8627 | -4.9535 |
| 10    | -4.4206| -4.4837| 27    | 4.3542  | 4.3339  | 44    | 4.5943  | 4.5790  |
| 11    | -2.9888| -3.0410| 28    | 3.8435  | 3.7982  | 45    | 4.2592  | 4.2403  |
| 12    | -0.6484| -0.6824| 29    | 2.6705  | 2.6515  | 46    | -2.3747 | -2.4479 |
| 13    | 2.1738 | 2.1620 | 30    | 4.9469  | 4.9048  | 47    | -4.3241 | -4.4139 |
| 14    | 4.4456 | 4.4755 | 31    | -1.9316 | -1.9891 | 48    | -2.2423 | -2.3162 |
| 15    | 4.7533 | 4.7927 | 32    | 4.4846  | 4.4505  | 49    | 3.3387  | 3.3090  |
| 16    | 2.0844 | 2.0698 | 33    | 3.1067  | 3.0883  | 50    | 2.8945  | 2.8603  |
| 17    | -2.5569| -2.6095| 34    | 2.1099  | 2.0826  |       |        |        |

![Figure 3: Simulation results of output \( y_k \).](image-url)
Figure 4: The tracking error of the systems.

Figure 5: Simulation results of output $y_k$.

Figure 6: The tracking error of the system.
Algorithm as follows:

\[
\begin{aligned}
\mathbf{u}_{k+1}(t) &= 0.1 \left[ \mathbf{u}_k(t) + 0.1 \mathbf{e}_k(t) + 0.1 \mathbf{e}_k^a(t) \right] \\
&+ 0.1 \left[ \mathbf{u}_{k-1}(t) + 0.2 \mathbf{e}_{k-1}(t) + 0.2 \mathbf{e}_{k-1}^a(t) \right], \\
k &= 2, 3, \ldots
\end{aligned}
\]

We also select other parameters and initial values of the algorithm as follows: \( \mathbf{u}_0(\cdot) = 0 \), \( \mathbf{y}_d(\cdot) = \begin{pmatrix} y_1(d)(t) \\ y_2(d)(t) \end{pmatrix} \)

\[
= \begin{pmatrix} 5 \sin(t) \\ 4t^2 \end{pmatrix}, \ t \in (0, 1.9), \ r_1 = 1, \ r_2 = 0.5, \ y_1 = 1, \text{ and } y_2 = 0.5.
\]

It is easy to show that \( M = 3 > 0, \ K_1 = 0.264, \ K_2 = 0.428, \text{ and } K_3 \rightarrow 0 \), and all conditions of Theorem 2 are satisfied. In the simulation, \( \mathbf{e}_k \) denotes the desired trajectory of state 1, \( \mathbf{e}_k^a \) denotes the desired trajectory of state 2, and solid lines (-----) in different colors denote the output of the system. In Figure 5, we use \( k_1 \) to represent the iteration of state 1 and use \( k_2 \) to represent the iteration of state 2, and the tracking error is shown in Figure 6, which implies the number of iterations and tracking error.

From Figure 6 and Table 2, one can find that the tracking error tends to zero quickly, so the output of the system can track the desired trajectory almost perfectly.

### 6. Conclusion

In this paper, we show the concept of mild solutions of the R-L fractional system and considered two cases of the PD\(^\alpha\)-type ILC algorithm. The sufficient conditions of robustness analysis of the PD\(^\alpha\)-type ILC algorithm with uncertain disturbances were given by the corresponding theorems and proved. At last, two R-L fractional examples are given to demonstrate the results.

### Table 2: Numerical simulation of the output of the system in Section 5.2 and the desired trajectory.

| \( k \) | \( y_k \) | \( y_d(t_k) \) | \( k \) | \( y_k \) | \( y_d(t_k) \) |
|---|---|---|---|---|---|
| 1 | 0 | 0 | 1 | 0 | 0 |
| 2 | 2.3808 | 2.3971 | 2 | 0.0181 | 0.0040 |
| 3 | 4.1782 | 4.2073 | 3 | 0.0354 | 0.0320 |
| 4 | 4.9538 | 4.9874 | 4 | 0.1349 | 0.1080 |
| 5 | 4.5182 | 4.5464 | 5 | 0.2860 | 0.2560 |
| 6 | 2.9784 | 2.9923 | 6 | 0.5299 | 0.5000 |
| 7 | 0.7378 | 0.7056 | 7 | 0.8898 | 0.8640 |
| 8 | −1.7256 | −1.7539 | 8 | 1.3887 | 1.3720 |
| 9 | −3.7370 | −3.7840 | 9 | 2.0900 | 2.0480 |
| 10 | −4.8293 | −4.8876 | 10 | 2.8958 | 2.9160 |
| 11 | −4.7343 | −4.7946 | 11 | 3.9500 | 4.0000 |
| 12 | −3.4746 | −3.5277 | 12 | 5.3063 | 5.3240 |
| 13 | −1.3580 | −1.3970 | 13 | 6.8846 | 6.9120 |
| 14 | 1.0981 | 1.0755 | 14 | 8.7488 | 8.7880 |
| 15 | 3.3259 | 3.2849 | 15 | 10.9227 | 10.9760 |
| 16 | 4.7019 | 4.6899 | 16 | 13.4300 | 13.5000 |
| 17 | 4.9573 | 4.9467 | 17 | 16.2946 | 16.3840 |
| 18 | 4.0060 | 3.9924 | 18 | 19.5403 | 19.6520 |
| 19 | 2.0936 | 2.0605 | 19 | 23.1909 | 23.3280 |
| 20 | −0.3191 | −0.3757 | 20 | 27.2702 | 27.4360 |
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