Anyonic $\mathcal{PT}$ symmetry, drifting potentials and non-Hermitian delocalization
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Abstract – We consider wave dynamics for a Schrödinger equation with a non-Hermitian Hamiltonian $\mathcal{H}$ satisfying the generalized (anyonic) parity-time symmetry $\mathcal{PT}\mathcal{H} = \exp(2i\varphi)\mathcal{PT}\mathcal{H}$, where $\mathcal{P}$ and $\mathcal{T}$ are the parity and time-reversal operators. For a stationary potential, the anyonic phase $\varphi$ just rotates the energy spectrum of $\mathcal{H}$ in a complex plane, however, for a drifting potential the energy spectrum is deformed and the scattering and localization properties of the potential show intriguing behaviors arising from the breakdown of the Galilean invariance when $\varphi \neq 0$. In particular, in the unbroken $\mathcal{PT}$ phase the drift makes a scattering potential barrier reflectionless, whereas for a potential well the number of bound states decreases as the drift velocity increases because of a non-Hermitian delocalization transition.

Introduction. – The concept of parity-time ($\mathcal{PT}$) symmetry, originally introduced by Carl Bender in non-Hermitian extensions of conventional quantum mechanics [1–3], is attracting a great attention in different areas of physics [4–8]. The Hamiltonian $\mathcal{H}$ is $\mathcal{PT}$ symmetric if $\mathcal{HPT} = \mathcal{PT}\mathcal{H}$, where $\mathcal{P}$ and $\mathcal{T}$ are the parity and time-reversal operators. Like for the broader class of pseudo-Hermitian Hamiltonians [9–11], $\mathcal{PT}$-symmetric Hamiltonians possess an entirely real energy spectrum below a symmetry breaking phase transition. Besides $\mathcal{PT}$ symmetry, anti-$\mathcal{PT}$ (or Wick-rotated $\mathcal{PT}$) symmetry, i.e., $\mathcal{HPT} = -\mathcal{PT}\mathcal{H}$, as well as other symmetries, such as $\mathcal{CPT}$, have been introduced and demonstrated in some recent works [12–19]. Owing to the non-uniqueness of parity and time-reversal operators, different symmetries can coexist in the same system [19–21]. $\mathcal{PT}$ symmetry and anti-symmetry can be regarded as special cases of the generalized $\mathcal{PT}$ symmetry $\mathcal{HPT} = \exp(2i\varphi)\mathcal{PT}\mathcal{H}$ when the phase $\varphi$ takes the value 0 and $\pi/2$, respectively. The commutation relation $\mathcal{HPT} = \exp(2i\varphi)\mathcal{PT}\mathcal{H}$ is formally similar to the one for creation/destruction operators of quasi-particles (anyons) with a statistics intermediate between bosons ($\varphi = 0$) and fermions ($\varphi = \pi/2$). Therefore, the generalized $\mathcal{PT}$ symmetry $\mathcal{HPT} = \exp(2i\varphi)\mathcal{PT}\mathcal{H}$ can be referred to as anyonic $\mathcal{PT}$ symmetry, although we are not actually dealing with anyonic quasi-particles. For a stationary Hamiltonian of Schrödinger type, anyonic $\mathcal{PT}$ symmetry is rather generally obtained by multiplying a $\mathcal{PT}$-symmetric Hamiltonian by a phase factor, which rotates the energy spectrum in a complex plane. Such a rotation may have major physical implications, for example it can provide symmetry protection of non-Hermitian zero-energy modes [20]. Here we disclose intriguing scattering and localization effects in anyonic $\mathcal{PT}$-symmetric Hamiltonians that arise when considering a drifting potential: the absence of reflection for a moving potential barrier and the disappearance of bound states for a fast moving potential well. Such phenomena can be traced back to breakdown of the Galilean invariance of the Schrödinger equation for a non vanishing anyonic phase and to the phenomenon of non-Hermitian delocalization [22–26].

Anyonic parity-time symmetry. – Let us consider wave dynamics described by a Schrödinger-like equation with a non-Hermitian and time-dependent Hamiltonian $\mathcal{H}(T)$ for the wave function $\psi(X,T)$

$$\frac{\partial \psi}{\partial T} = \mathcal{H}(T)\psi$$

(1)
defined in the $L^2(R)$ Hilbert space. The Hamiltonian $\mathcal{H}$ is said to satisfy a generalized (anyonic) $PT$ symmetry if

$$PT\mathcal{H} = \exp(2i\varphi)\mathcal{H}PT$$

(2)

for some angle $\varphi$, with $0 \leq \varphi \leq \pi/2$, where $\mathcal{T}$ and $\mathcal{P}$ are the time-reversal and parity operators, defined in the usual way as $[3,4] \mathcal{T}\psi(X, T) = \psi^*(X, -T)$ and $\mathcal{P}\psi(X, T) = \psi(-X, T)$. Note that the ordinary $PT$ symmetry [3] is retrieved when $\varphi = 0$, whereas for $\varphi = \pi/2$ one has anti-$PT$ symmetry. A stationary or time-dependent Hamiltonian $\mathcal{H} = \mathcal{H}_0$ of the form

$$\mathcal{H}_0 = -\frac{\partial^2}{\partial X^2} + V(X - vT),$$

(3)

where $v$ is a drift velocity, satisfies the ordinary $PT$ symmetry (eq. (2) with $\varphi = 0$) provided that

$$V(-X) = V^*(X)$$

(4)

for the complex potential $V(X)$. If $\mathcal{H}_0$ is Hermitian or satisfies the ordinary $PT$ symmetry, $PT\mathcal{H}_0 = \mathcal{H}_0PT$, then the phase-rotated Hamiltonian $\mathcal{H} = \exp(-i\varphi)\mathcal{H}_0$, i.e.,

$$\mathcal{H} = -\exp(-i\varphi)\frac{\partial^2}{\partial X^2} + \exp(-i\varphi)V(X - vT)$$

(5)

satisfies the anyonic $PT$ symmetry (eq. (2)) with anyonic phase $\varphi$. In the following, we will assume that $V(X)$ is a short-range potential with $V(X) \to 0$ as $X \to \pm \infty$, and that $\mathcal{H}_0$ is either Hermitian or in the unbroken $PT$ phase, i.e., the energy spectrum of $\mathcal{H}_0$ (assuming a stationary potential $v = 0$) is entirely real. The energy spectrum of $\mathcal{H}_0$ comprises rather generally a point spectrum corresponding to bound states of negative energies, and a continuous spectrum of scattered states with positive energies (fig. 1(a)). Clearly, for a stationary potential $v = 0$ the energy spectrum of the phase-rotated Hamiltonian $\mathcal{H}$, defined by eq. (5), is rotated clockwise by an angle $\varphi$ in complex plane as compared to the spectrum of $\mathcal{H}_0$, as shown in fig. 1(b). Note that, if the potential $V_0(X)$ is real on the real $X$ line with $V_0(-X) = V_0(X)$ and the analytic continuation $V(Z)$ of $V_0$ in the $Z = X + iY$ complex plane is holomorphic in the stripe $|Y| < \Delta$, then an anyonic $PT$-symmetric Hamiltonian $\mathcal{H}$ in the unbroken $PT$ phase can be synthesized according to eq. (5) assuming the potential

$$V(X) = V(Z = X - i\delta),$$

(6)

where $\delta$ is an arbitrary shift constrained by $|\delta| < \Delta$. In fact, the imaginary spatial displacement $i\delta$ inside the domain of analyticity of $V$ does not change the energy spectrum of $\mathcal{H}_0$ with respect to the Hermitian limit $\delta = 0$.

**Drifting potentials and Galilean invariance.** Let us consider the Schrödinger equation described by the Hamiltonian (5) having an arbitrary potential $V(X)$—not necessarily satisfying the $PT$ condition (4)—drifting in time at some speed $v$. For $\varphi = 0$, the drift does not introduce any appreciable effect on wave dynamics owing to the Galilean invariance of the Schrödinger equation [27,28]. However, for $\varphi \neq 0$ Galilean invariance of the Schrödinger equation is broken, as shown below. This implies that in the anyonic phase a drifting potential causes a deformation of the energy spectrum of the Hamiltonian in the moving reference frame and deeply changes the scattering properties of the potential. To prove the above statements, let us consider the wave dynamics in the moving reference frame $(x, t)$ defined by the Galilean boost

$$x = X - vT, \quad t = T.$$  

(7)

In the $(x, t)$ frame, the Schrödinger equation (1) reads

$$i\frac{\partial \psi}{\partial t} = \mathcal{H}_{\text{eff}} \psi$$

(8)

for the wave function $\psi = \psi(x, t)$, where the stationary Hamiltonian $\mathcal{H}_{\text{eff}}$ is given by

$$\mathcal{H}_{\text{eff}} = -\exp(-i\varphi)\frac{\partial^2}{\partial x^2} + \exp(-i\varphi)V(x) + iv\frac{\partial}{\partial x}$$

(9)

To obtain invariance of the Schrödinger equation for the Galilean boost (7), we need to remove the drift term $iv(\partial/\partial x)$ appearing in $\mathcal{H}_{\text{eff}}$. This can be formally achieved by introduction of the (rather generally non-Hermitian) gauge transformation

$$\psi(x, t) = \phi(x, t)\exp(i\alpha x - i\beta t)$$

(10)

where we have set

$$\alpha \equiv \frac{v}{2}\exp(i\varphi), \quad \beta \equiv -\frac{v^2}{4}\exp(i\varphi).$$

(11)

In fact, substitution of the Ansatz (11) into eq. (8) and using eqs. (9) and (11) yields

$$i\frac{\partial \phi}{\partial t} = -\exp(-i\varphi)\frac{\partial^2 \phi}{\partial x^2} + \exp(-i\varphi)V(x)\phi = \exp(-i\varphi)\mathcal{H}_0\phi$$

(12)
which is precisely the Schrödinger equation with a stationary potential. For $\varphi = 0$, the gauge transformation (10) does not modify the Hilbert space of wave functions and we retrieve the well-known Galilean invariance of the Schrödinger equation [27,28]. However, for a non-vanishing phase $\varphi$ the gauge transformation (10) introduces an unbounded time-dependent operator, namely

$$|\psi(x,t)|^2 = |\phi(x,t)|^2 \exp(-v x \sin \varphi) \exp \left( \frac{u^2}{2} t \sin \varphi \right).$$  

(13)

Since the Schrödinger operator $H_{\text{eff}}$ should be defined on the $L^2(\mathbb{R})$ Hilbert space, for $\varphi \neq 0$ the gauge transformation (10) cannot be used and thus the Galilean invariance of the Schrödinger equation is broken. Note that such a result, i.e., breakdown of the Galilean invariance for $\varphi \neq 0$, is a rather general one and holds for arbitrary potential shapes $V(X)$, i.e., not necessarily satisfying the $PT$ condition (4).

Scattering and non-Hermitian delocalization. –

Wave scattering off from non-Hermitian potentials is known to show distinctive features as compared to Hermitian potentials, such as asymmetric reflection for left/right incidence sides [29,30]. Here we disclose new intriguing behaviors arising from potential drift and rooted in the breakdown of the Galilean invariance discussed above.

While the results derived in this section are rather general ones, in the following we focus our analysis to the case of either $H_0$ Hamiltonian (i.e., $V(X)$ real) or $H_0 PT$ symmetric in the unbroken $PT$ phase. This ensures that, at $\varphi = 0$, the energy spectrum of $H = H_0$ is entirely real.

Let us indicate by $u_1(X), u_2(X), \ldots, u_N(X)$ the $N$ bound states with real and negative energies $E_1 < E_2 < \cdots < E_N < 0$ sustained by the $PT$-symmetric Hamiltonian $H_0$ with stationary potential, defined by eq. (3) with $v = 0$ and $V(-X) = V^*(X)$, and by $E(k) = k^2$ the continuous spectrum of scattering states (asymptotic plane waves) with wave number $k$. If the potential $V(X)$ does not sustain bound states, such as in case of a potential barrier, $N = 0$ and the spectrum is entirely continuous.

For the phase-rotated anyonic $PT$-symmetric Hamiltonian $H = \exp(-i\varphi)H_0$, in the absence of drifts ($v = 0$) the energy spectrum is rotated clockwise by the anyonic angle $\varphi$ (fig. 1(b)), but it is not deformed. In particular, a non-vanishing anyonic phase does not change the number of bound states of the Hamiltonian, although the groundstate $u_1(x)$ becomes the dominant mode, i.e., the mode with the largest imaginary part of the energy. Let us now consider the case of a drifting potential. In the moving reference frame $(x,t)$, the wave function $\psi(x,t)$ satisfies the Schrödinger equation (8) with the Hamiltonian $H_{\text{eff}}$ given by eq. (9). Owing to breakdown of Galilean invariance, for $\varphi \neq 0$ the drift term $iv \partial \psi/ \partial x$ in eq. (9) cannot be removed; as a consequence, the spectrum of $H_{\text{eff}}$ is not obtained from the one of $H_0$ by a mere phase rotation in complex plane. How does the spectrum of $H_{\text{eff}}$ look like for $\varphi \neq 0$?

i) Continuous spectrum. Since $V(x) \to 0$ as $x \to \pm \infty$, from eq. (9) it readily follows that the scattering states of $H_{\text{eff}}$ are asymptotically plane waves with wave number $k$ and energy $\tilde{E}(k)$ given by the dispersion curve

$$\tilde{E}(k) = \exp(-i\varphi)k^2 - kv.$$  

(14)

Note that the continuous spectrum $\tilde{E}(k)$ of $H_{\text{eff}}$ is not merely obtained by the rotation in complex plane, by the angle $\varphi$, of the spectrum $E(k) = k^2$ of $H_0$ as in fig. 1(b), because of the additional contribution arising from the drift term. As a result, the continuous spectrum of $H_{\text{eff}}$ in a complex plane is not a straight line anymore, but becomes a bent curve, as shown in fig. 2.

ii) Point spectrum. In view of the transformation defined by eqs. (10) and (11), it is clear that $\tilde{u}_n(x) \equiv u_n(x) \exp(ivarx)$ is formally a solution to the equation

$$H_{\text{eff}}\tilde{u}_n(x) = \tilde{E}_n \tilde{u}_n(x)$$  

(15)

with

$$\tilde{E}_n = E_n \exp(-i\varphi) + \beta$$  

(16)

($n = 1, 2, \ldots, N$). However, this does not necessarily imply that $\tilde{E}_n$ belongs to the point spectrum of $H_{\text{eff}}$. In fact, owing to the exponential term introduced by the transformation (eq. (13)), the wave function $\tilde{u}_n(x)$ can become delocalized (non-normalizable) for a drift velocity $|v|$ larger than a critical value $v_c$, i.e., the bound state can disappear for a fast enough drift of the potential. This effect is analogous to the non-Hermitian delocalization transition found in non-Hermitian Anderson models or for quantum particles in a potential well driven by an imaginary magnetic field [22–26,31,32]. To determine the critical drift velocity $v_c$, above which the bound state disappears, let us notice that, as $v \to \pm \infty$, the bound state $u_n(x)$ has the asymptotic decay behavior $u_n(x) \sim \exp(-\sqrt{|E_n|}x)$.

Therefore, the critical drift velocity $v_c$ is obtained by letting $\sqrt{|E_n|} = \left| (v/2) \sin \varphi \right|$, i.e.,

$$v_c = 2\sqrt{|E_n|}/\sin \varphi.$$  

(17)

As the drift velocity $v$ approaches $v_c$ from below, the bound state $\tilde{u}_n(x)$ becomes less and less confined in one spatial direction, and its corresponding eigenvalue $\tilde{E}_n$ coalesce with the continuous spectrum. In fact, from eqs. (11), (14) and (16) it can be readily shown that, at $v = v_c$, one has $\tilde{E}_n = \tilde{E}(k_c)$ for the critical wave number $k_c = \sqrt{-E_n}/\tan \varphi$. This means that, as the drift velocity is increased, the number of bound states can be reduced and fully cancelled. This is illustrated, as an example, in fig. 2 for the Pöschl-Teller potential well [33]

$$V(x) = -\frac{\nu(\nu + 1)}{\cosh^2(x - i\delta)}$$  

(18)

($\nu > 0$). As is well known, this potential is $PT$ symmetric in the unbroken $PT$ phase for $|\delta| < \pi/2$, and sustains $N = 1 + [\nu]$ bound states with energies $\tilde{E}_n = -(\nu - n + 1)^2$.
For \( v \) approaching \( v_c \), the bound state delocalizes and its energy coalesces with the continuous spectrum.

\((n = 1, 2, \ldots, N)\), where \([\nu]\) is the integer part of \( \nu \).

For \( \nu \) integer, the potential is reflectionless and there is just one unbound state with zero energy \( E = E_N = 0 \).

Figure 2 shows, as an example, non-Hermitian delocalization and coalescence of the point spectrum in the continuum as the drift velocity is increased to approach the critical value \( v_c \) for the Pöschl-Teller potential well with \( \nu = 1 \), which sustains one bound state. We note that a change of number of bound states in Hamiltonian models with drifting potentials and arising from breakdown of the Galilean invariance can be observed in Hermitian models as well, such as in discrete wave mechanics [34], however, in the present work the disappearance of bound states for increasing drift velocities is ultimately ascribed to the phenomenon of non-Hermitian delocalization, i.e., it is a clear signature of non-Hermitian dynamics.

From the dynamical viewpoint, the drift of the potential in the anyonic phase gives rise to some interesting effects, such as non-Hermitian transparency of a potential barrier and instability of the dominant bound state in a potential well near the critical drift velocity in spite of eigenvalue stability. Let us discuss in detail such two effects.

Non-Hermitian barrier transparency. Let us consider a potential barrier \( V = V(x) \) vanishing at \( x \to \pm \infty \) and let us consider, in the moving reference frame \( (x, t) \), a plane wave with wave number \( k \) and group velocity \( v_g = \text{Re}(\tilde{E}/dk) = 2k \cos \varphi - v \) coming from \( x = -\infty \) and incident onto the barrier from the left side. The barrier drifts at the speed \( v \). We typically assume \( v < 0 \), so that \( v_g > 0 \) for any \( k \geq 0 \) and anyonic phase \( \varphi \).

As in usual scattering problems, a solution to eq. (8) that describes the scattering of the incident plane wave has the asymptotic form

\[
\psi(x, t) \sim \begin{cases}
[\exp(ikx) + r(k)\exp(ikr,x)]\exp[-i\tilde{E}(k)t], & x \to -\infty, \\
(t(k)\exp[ikx - i\tilde{E}(k)t], & x \to \infty,
\end{cases}
\]

where \( r = r(k) \) and \( t = t(k) \) are the spectral reflection and transmission coefficients, respectively, \( \tilde{E}(k) \) is given by eq. (14), and \( k_r \) is the wave number of the reflected wave, which is determined by the elastic scattering condition \( \tilde{E}(k_r) = \tilde{E}(k) \) with \( \text{Re}(\tilde{E}/dk)_{k_r} < 0 \), namely

\[
k_r = -k + v \exp(i\varphi).
\]

Clearly, for conventional \( \mathcal{PT} \) symmetry (\( \varphi = 0 \)), the wave number \( k_r \) turns out to be real and the reflected wave is propagative with a group velocity opposite to the one of the incident wave. In the laboratory reference frame \((X, T)\) this leads to the usual Doppler shift of frequency of reflected wave from a moving potential barrier. Unless for special tailoring of \( V(x) \), the potential barrier does reflect some of incident wave. However, for a non-vanishing anyonic phase \( \varphi \neq 0 \), from eq. (20) it follows that the wave number \( k_r \) of reflected wave has a non-vanishing imaginary part, indicating that the reflected wave is evanescent. This means that, on the far left from the scattering potential,
the reflected wave decays exponentially in space and the potential barrier effectively becomes reflectionless. Remarkably, such a reflectionless property is independent of the potential barrier shape, and it is thus rather distinct than the reflectionless property showed by some special complex potentials studied in the recent literature, such as potentials with spatial Kramers-Kronig profiles [35,36].

While in the latter case waves are not reflected because the scattering potential shows a one-sided spatial Fourier spectrum and is unable to create regressive waves, in our case waves are not reflected because of a non-Hermitian transparency effect, quite similar to the one found in tight-binding lattices in the presence of an imaginary gauge field [32]; reflected waves are evanescent ones. An example of reflectionless drifting potential barrier induced by a non-vanishing anyonic phase is shown in fig. 3. The figure illustrates the scattering of a Gaussian wave packet off from the potential barrier \( V(x) = V_0 / \cosh^2(x - i\delta) \) \((V_0 > 0, |\delta| < \pi/2)\) for two different carrier wave numbers \( k \) for conventional \( PT \) symmetry \((\nu = 0, \text{left panels})\) and for anyonic \( PT \) symmetry \((\nu = \pi/8, \text{right panels})\). Clearly, while in the former case the wave packet is partially or almost totally reflected from the barrier, in the latter case the barrier is reflectionless.

Anomalous amplification of perturbations and instability of the dominant bound state. Let us consider a potential well sustaining (for the sake of simplicity) one bound state, such as the Pöschl-Teller potential well (18) with \( \nu \leq 1 \) and \(|\delta| < \pi/2\). Clearly, for a drift velocity \( v \) below the critical value \( v_c \), the imaginary part of the energy \( \tilde{E}_1 \) of the bound state \( \tilde{u}_1(x) = u_1(x) \exp(ivx) \) remains larger than the one of scattered states \( \tilde{E}(k) \), i.e., the bound state is the dominant and linearly (eigenvalue) stable mode. However, since the non-Hermitian Hamiltonian \( \mathcal{H}_{eff} \) can show non-normal dynamics [15,17,37], the spectral dominance of the bound state and the energy spectrum of \( \mathcal{H}_{eff} \) may have little to do with the dynamical behavior of the system, which is at best measured by the norm [37]

\[
G_t \equiv \|exp[-i(\mathcal{H}_{eff} - \tilde{E}_1)\hat{t}]]\|^2. \tag{21}
\]

\( G_t \) measures the largest power amplification, at a given time \( t \), that an initial perturbation can undergo, with respect to the bound-state power level. For a normal operator, \( G_t \) can never exceed one, however for a highly non-normal operator \( G_t \) can become large values, driving the system into a kind of unstable behavior in spite of the eigenvalue stability of the bound state. This behavior, induced by non-normal dynamics, i.e., by non-orthogonality of operator eigenfunctions, is known to arise for hydrodynamic flows [38] and laser systems [39,40], where huge values of \( G_t \) can even drive the system into turbulence. A simple analytical expression of the power growth \( G_t \) can be obtained in the \( t \to \infty \) limit. In this limit, \( G_\infty \) equals the so-called Petermann excess noise factor and the perturbation that undergoes the largest amplification is the bound state \( u_1^\dagger(x) \) of the adjoint Hamiltonian

\[
\mathcal{H}_{eff}^\dagger = -\exp(i\varphi)\frac{\partial^2}{\partial x^2} + \exp(i\varphi)V(-x) + iv\frac{\partial}{\partial x}. \tag{22}
\]

The value of \( G_\infty \) can be readily calculated and reads

\[
G_\infty = \langle \tilde{u}_1 | \tilde{u}_1 \rangle \langle \tilde{u}_1^\dagger | \tilde{u}_1^\dagger \rangle \tag{23}
\]

where \( \langle f | g \rangle \equiv \int dxf^\ast(x)g(x) \) is the usual scalar product in \( L^2 \). Taking into account that in our case

\[
\tilde{u}_1(x) = u_1(x) \exp[iv|x/2\exp(i\varphi)], \tag{24}
\]

\[
\tilde{u}_1^\dagger(x) = u_1^\dagger(x) \exp[iv|x/2\exp(-i\varphi)], \tag{25}
\]

substitution of eqs. (25) and (26) into eq. (24) finally yields

\[
G_\infty = \int_{-\infty}^{\infty} dx |u_1(x)|^2 \exp(-vx \sin \varphi) \times \int_{-\infty}^{\infty} dx |u_1^\dagger(x)|^2 \exp(vx \sin \varphi) \tag{26}
\]

In the above equations, \( u_1(x) \) is the bound state of the \( PT \)-symmetric Hamiltonian \( \mathcal{H}_0 \), i.e.,

\[
\frac{d^2u_1}{dx^2} + V(x)u_1(x) = E_1u_1(x). \tag{27}
\]

Equation (26) clearly shows that large values of \( G_\infty \), i.e., large power amplification of perturbations that could destabilize the dominant bound state, can be obtained in two cases: i) when the \( PT \) symmetry is close to the symmetry breaking transition, signaled by the appearance of an exceptional point and the self-orthogonality of the eigenmode \( \int_{-\infty}^{\infty} dx u_1^\ast(x) = 0 \); or ii) when the drift velocity \( v \) approaches the critical value \( v_c \). In the former case the bound state remains localized and \( G_\infty \) becomes large near the exceptional point because of the self-orthogonality of the mode. This happens even for a stationary (i.e., not drifting) potential and does not require anyonic \( PT \) symmetry (see, for example, [41]). In the latter case a large value of \( G_\infty \) arises because of the non-Hermitian delocalization of the bound state as \( v \to v_c \), i.e., this kind of large transient amplification strictly requires a drifting potential and a non-vanishing anyonic phase \( \varphi \) of the \( PT \) symmetry.

For example, let us consider the Pöschl-Teller potential well (18) with \( \nu = 1 \) and \( 0 \leq \delta < \pi/2 \); the bound state \( u_1(x) \) can be calculated in a closed form and reads

\[
u_1(x) = 1/\cosh(x - i\delta). \tag{28}
\]

\( PT \) symmetry breaking is reached as \( \delta \to \pi/2^- \). In fact, after setting \( \delta = \pi/2 - \epsilon \) with \( \epsilon > 0 \) a small quantity, in the \( \epsilon \to 0 \) limit one has

\[
V(x) \simeq 2/(x + i\epsilon)^2 \tag{29}
\]
Fig. 4: Behavior of the growth (amplification) factor $G_\infty$ of perturbations vs. the drift velocity $v$ for the Pöschl-Teller potential well $V(x) = -2/\cosh^2(x-i\delta)$ for anyonic phase $\varphi = \pi/3$ and for a few increasing values of $\delta$: (a) $\delta = 0$ (Hermitian limit), (b) $\delta = \pi/4$ and (c) $\delta = 0.9 \times \pi/2$. The critical drift velocity $v_c$ is $v_c = 2/\sin \varphi = 4/\sqrt{3}$.

and

$$u_1(x) \sim 1/(x + i\epsilon)$$

which is a self-orthogonal mode, corresponding to an exceptional point of $\mathcal{H}_0$ at the edge of the continuum [41]. Figure 4 shows the behavior of the power growth $G_\infty$ for the potential well with $\varphi = \pi/3$ anyonic phase vs. the drift velocity $v$ for a few increasing values of the complex space displacement $i\delta$. For $\delta = 0$ or far from the exceptional point (figs. (a) and (b)), $G_\infty$ takes large values only when the drift velocity approaches the critical value $v_c$. On the other hand, when $\delta$ is pushed close to the exceptional point $\delta = \pi/2$ the power amplification $G_\infty$ is less sensitive to the drift velocity and can take large values also for a potential well at rest (fig. 4(c)). In the regime of a large amplification $G_\infty$, even if the bound state is the dominant mode with the largest value of imaginary part of energy, small initial perturbations or noise in the system can effectively destabilize the mode [38,39]. In numerical simulations of the Schrödinger equation, discretization or truncation effects and numerical accuracy are often enough to observe disruption of the bound mode. As an example, fig. 5 shows the numerically computed evolution of the normalized wave distribution $|\psi(x,t)|^2/\int dx|\psi(x,t)|^2$, in the moving $(x,t)$ reference frame, for a drifting Pöschl-Teller potential well (eq. (19)) with $\nu = 1$ and $\delta = 0.2$ in the anyonic phase $\varphi = \pi/4$ for a few increasing values of the drift velocity $v$, below the critical velocity $v_c$. The profile of the $\mathcal{PT}$-symmetric potential well (real and imaginary parts) is shown in fig. 5(a).

The system is initially prepared in the exact bound state $\psi(x,0) = \cosh^{-1}(x-i\delta) \exp[i((x/2) \exp(i\varphi)]$. For a small drift velocity (fig. 5(b)), the dynamics is not normal, however, the asymptotic growth $G_\infty$ is relatively small ($G_\infty \approx 1.2$), so that the system evolution does not deviate from the dominant bound state. As the drift velocity increases and approaches the critical one (figs. 5(c) and (d)), the asymptotic growth $G_\infty$ rapidly increases ($G_\infty \approx 19$ and $G_\infty \approx 366$ in figs. 5(c) and (d), respectively), small perturbations and noise in the system can be amplified, destroying the bound state, as shown in figs. 5(c) and (d). The figures clearly show that small perturbations are transiently amplified to power levels comparable or larger than the initial bound state mode, while being advected away from the potential well because of the drift.

Optical realization of anyonic $\mathcal{PT}$ symmetry. – The Schrödinger equation with Hamiltonian (5) can be of relevance to describe some optical or fluid systems, such as light dynamics in optical cavities or hydrodynamic flows [15,17,42–44]. In optics, the anyonic $\mathcal{PT}$ Hamiltonian (5) with non-vanishing phase $\varphi$ describes rather generally light dynamics in optical resonators and cavities with diffraction and spatial filtering, or temporal pulse propagation in the presence of material dispersion and finite gain bandwidth effects like in actively mode-locked laser systems [15,17,43]. For example, let us consider pulse dynamics in an actively mode-locked laser cavity containing an amplitude (AM) and a phase (PM) modulator, driven by the same periodic waveform $W(X)$ at frequency $\omega_m = 2\pi/T_m$. The modulation frequency is set close to the separation $\Delta\omega_{m} = 2\pi/T_R$ of cavity axial modes, where $T_R$ is the photon transit time in the resonator. The evolution of the pulse envelope $\psi(X,T)$ inside the optical cavity is described by the master equation [39,42,45–47]

$$iT_R \frac{\partial \psi}{\partial T} = (\mathcal{D} + i\mathcal{D}_g) \frac{\partial^2 \psi}{\partial X^2} + i(g - l)\psi + \Delta W(X - \nu T)\psi,$$

where $X$ is the fast time variable describing the pulse shape envelope in each cavity round trip ($-T_R/2 < X < T_R/2$), $T$ is the slow time variable (the round-trip number) that describes pulse reshaping at successive transits in the cavity, $\mathcal{D}$ and $\mathcal{D}_g$ are the group velocity dispersion and spectral filtering parameters of the optical cavity, defined by the dispersive and gain elements of the resonator [46,47], $\nu = 1 - T_m/T_R$ is the normalized detuning parameter between cavity transit time and modulation period, $g$ and $l$ are the saturated gain and loss per round.
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trip in the resonator, $\Delta = \Delta_1 - i\Delta_2$, and $\Delta_1$, $\Delta_2$ are the amplitudes of the FM and AM modulators, respectively. Clearly, for $g = l$ and provided that the amplitudes $\Delta_1$ and $\Delta_2$ of modulators are tuned to satisfy the condition $\Delta_2/\Delta_1 = D_g/D$, the master equation (31) defines a Hamiltonian dynamics with a non-Hermitian Hamiltonian $\mathcal{H}$ given by eq. (5) where the anyonic phase $\varphi$ is given by

$$\varphi = \text{atan}(D_g/D) \quad (32)$$

and the potential is $V(X) \propto W(X)$. Note that the drift velocity $v$ can be tuned by changing the modulation frequency, with $v = 0$ for exact synchronization $T_\lambda = T_R$. Let us assume that $W(X)$ is real and describes a potential well, such as in the usual sinusoidal modulation. For exact synchronization $T_\lambda = T_R$ of the modulation frequency, a stable mode-locked pulse, corresponding to the lowest bound state of the potential well, is established in the cavity, which saturates the gain and dominates the laser dynamics after an initial laser switch-on transient. For a sufficiently large detuning $v \neq 0$, corresponding to a modulation not synchronized with the photon transit time in the cavity [45], the disappearance of bound states arising from non-Hermitian delocalization would destroy stable mode-locking operation, which should be observable in an experiment.

**Conclusion.** – In this letter we introduced the concept of anyonic $\mathcal{PT}$ symmetry and disclosed intriguing scattering and localization properties that arise from the breakdown of the Galilean invariance of the Schrödinger equation, such as drift-induced transparency of a potential barrier and disappearance of bound states for fast-moving potential wells. Such phenomena could be observed in photonic systems, such as in actively mode-locked lasers, where the optical pulse dynamics is effectively described by Hamiltonians with anyonic phase.
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