The diverse nature of small-scale turbulence
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The self-similar Richardson cascade admits two logically possible scenarios of small-scale turbulence at high Reynolds numbers. In the first scenario, eddies’ population densities vary as a function of eddies’ scales. As a result, one or a few eddy types dominate at small scales, and small-scale turbulence lacks diversity. In the second scenario, eddies’ population densities are scale-invariant across the inertial range, resulting in small-scale diversity. That is, there are as many types of eddies at the small scales as at the large scales. In this letter, we measure eddies’ population densities in three-dimensional isotropic turbulence and determine the nature of small-scale turbulence. The result shows that eddies’ population densities are scale-invariant.
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While turbulent flows are different from one another at large scales, they are universal at small scales. Understanding the nature of small-scale turbulence is at the center of turbulence research [1–3]. The beginning point is usually the Richardson cascade [4, 5], according to which large-scale eddies break into small-scale eddies, and small-scale eddies break into lesser-scale eddies. This eddy breakup process is self-similar in the inertial range, where neither viscosity nor flow geometry plays an important role in determining flow’s dynamics. While most authors acknowledge the eddy breakup process as being self-similar, how one models the eddy breakup process differs, and that has led to vastly different speculations about the nature of small-scale turbulence. Kolmogorov [5] models eddy breakup as an even partition of mother eddy’s turbulent kinetic energy. It follows from Kolmogorov that eddies’ population densities are scale-invariant, and relatively small-scale turbulence is no different from relatively large-scale turbulence. On the other hand, Frisch [6] argues that turbulence occupies less space as the cascade process continues to small scales, and small-scale turbulence consists of bursts of velocity fluctuations. According to Frisch, eddies’ population densities are scale-dependent, and the probability of observing turbulence diminishes at small scales. This picture was adopted in the study of vortex filaments: vortex filaments occupy less physical space at smaller scales [7, 8]. Besides Kolmogorov and Frisch, many have proposed models for the Richardson cascade [9–13].

The Richardson cascade being self-similar says very little about eddies population densities and the nature of small-scale turbulence. The self-similar Richardson cascade requires the eddy population density scales as \( P(S_i(l)) \sim l^{\zeta_i} \) but with no further requirement on \( \zeta_i \)’s values. Here, \( S_i(l) \) is a given type of \( l \)-scaled eddy, \( i \) indexes all types of eddies, \( P(S_i(l)) \) is the probability density function for observing \( S_i(l) \), and \( \zeta_i \) is a positive number. In fact, for any \( \zeta_i \), \( P(S_i(l)) \)'s variation from one scale \( l \) to the next scale \( l/2 \) is

\[
1 - \frac{P(S_i(l/2))}{P(S_i(l))} = 1 - \frac{1}{2^{\zeta_i}},
\]

i.e., not a function of \( l \) and therefore self-similar irrespective of \( \zeta_i \)'s value. Here, the length scale \( l \) in the scaling \( P(S_i) \sim l^{\zeta_i} \) needs normalization. Following the convention, if a process leads to a scaling that is an increasing function of \( l \), i.e., if \( \zeta > 0 \), the proper normalization length scale should be the Kolmogorov length scale \( \eta \). The resulting scaling would be \( (l/\eta)^{\zeta_i} \). Consequently, the integral length scale would not be a part of the scaling. Here, \( \zeta_i \geq 0 \), and therefore \( P(S_i) \sim (l/\eta)^{\zeta_i} \). In the following, we will omit \( \eta \) for brevity.

Unlike the Richardson cascade and its insensitivity to \( \zeta_i \)'s value, the small-scale turbulence and its nature critically depend on whether \( \zeta_i \)'s are zero. Consider two eddy types: \( i \) and \( j \). If \( \zeta_i \neq \zeta_j \), the fact that \( \lim_{l/\eta \to \infty, Re \to \infty} l^{\zeta_i}/l^{\zeta_j} \) is either 0 or infinity suggests that one eddy type dominates the other at small scales. Here, \( \eta \) is the Kolmogorov length scale, and \( Re \) is the Taylor microscale Reynolds number. Hence, if \( \zeta_i \neq 0 \), one or a few eddy types dominate at small scales. On the other hand, if \( \zeta_i \equiv 0 \), eddies’ population densities are invariant across the inertial range, and there would be as many types of eddies at small scales as at large scales.

Eddies’ population density being scale-invariant in the inertial range is, to date, unconfirmed speculation about small-scale turbulence. It is also a fundamental property of fractal interpolation [14–17] (and an implied property of turbulence in Refs [18, 19]). When applying fractal interpolation, one re-scales the large-scale flows and populates them at small scales, which results in scale-invariant eddy population densities. However, those fractal models lack a priori validation, and the question remains open as to what is the true nature of small-scale turbulence.

To answer the above question, we need to measure eddies’ population densities, \( P(S_i(l)) \). Directly measuring eddies’ population densities \( P(S_i(l)) \) as a function of \( l \) is very difficult, if not impossible, as there are many eddy types. In this letter, we infer \( P(S_i(l)) \)'s \( l \) scaling by studying the statistics properties of “equivalent eddies classes”. After five steps’ derivation, we will come to the conclusion \( P(S_i(l)) \sim l^0 \).

First, we define eddies and eddy classes. We begin by defining an observation window. Denote a point in the turbulent flow field as \( x = (x_1, x_2, x_3) \). We define \( \Omega(l, x) \) to be a one-dimensional observation window in an arbitrary direction (note that small-scale turbulence is isotropic). The size of the observation window is \( l \), and the point \( x \) belongs to \( \Omega \). How the size of the observation window is measured can be somewhat arbitrary. For this discussion, we may think of the observation window as a lens centered at \( x \) with its length being \( l \). We define a turbulent eddy as the velocity segment within an observation window, i.e., \( \{ u(x) \mid x \in \Omega(l, x) \} \). Thus defined eddies exist everywhere in the flow (as opposed to vortex filaments, which
occupy a fraction of the physical space). The ensemble of velocity segments at all locations and all scales (all \( l \)) contains all eddies. The definition concerns eddies in the spatial domain only. We can also define eddies in the temporal domain, and if Taylor’s hypothesis holds, we should come to the same conclusions.

Second, we define geometric equivalence. Consider two velocity segments \( \{ \mathbf{u}(x'_1), x'_1 \in \Omega(l_1, x_1) \} \) and \( \{ \mathbf{u}(x'_2), x'_2 \in \Omega(l_2, x_2) \} \). We say that the two velocity segments are equivalent if there exist a constant velocity vector \( \mathbf{u}_0 \) and a constant positive real number \( c \) such that for all \( x'_1 \in \Omega(l_1, x_1) \), we have

\[
\mathbf{u}(x'_2 + l_2(x'_1 - x_1)/l_1) = c \mathbf{u}(x'_1) + \mathbf{u}_0.
\]

The notion of equivalence makes it possible for us to split velocity segments into equivalent eddy classes [20], and we denote these equivalent eddy classes as \( S_i \), \( i = 1, 2, 3, ... \). Per our definition, we have: first, any velocity segment must belong to some equivalent eddy class; second, two velocity segments that are equivalent must belong to the same equivalent eddy class; third, one velocity segment cannot belong to two equivalent eddy classes, i.e., equivalent eddy classes are mutually exclusive. It therefore follows that

\[
P(\cup_{i \in I} S_i) = \sum_{i \in I} P(S_i),
\]

for any union of eddy classes \( I \). Note that the above definition does not concern eddies’ dynamics [21, 22], and we do not study interactions among eddy classes. Figure 1 shows a few velocity segments that belong to the same equivalent eddy class.

Third, we define \( S_i(l) \)’s “\( n \)-point equivalent eddy class”: \( S^{(n)}_i(l) \). Given a velocity segment that belongs to \( S_i(l) \) and \( n \) sampling points on the segment, \( S_i(l) \)’s \( n \)-point equivalent eddy class contains all velocity segments that match the given velocity segment at these \( n \) sampling points (up to a constant displacement and a multiplying factor). For example, given the velocity segment in figure 2 (a) and its equivalent eddy class \( S_i \), the velocity segments in figure 2 (b, c) belong to \( S_i(l) \)’s 5-point, and 21-point equivalent eddy classes. Considering that two sampling points are practically one if the distance between them is less than one Kolmogorov length scale, we require that any two of the \( n \) points have a distance of at least one Kolmogorov length scale. Considering that the flow is isotropic, we can think of the \( n \) sample points as evenly spaced. Per the above definition, we have: first, \( S_i(l) \)’s \( n \)-point equivalent eddy class contains \( S_i(l) \) itself; second, as \( n \) increases, \( S_i(l) \)’s \( n \)-point equivalent eddy class approaches \( S_i(l) \) itself; third, \( S_i(l) \) and \( S_j(l) \) give rise to the same \( n \)-point equivalent eddy class if the velocity segments in the two eddy classes \( S_i(l) \) and \( S_j(l) \) match at the \( n \) sampling points; conversely, if the velocity segments in the two eddy classes \( S_i(l) \) and \( S_j(l) \) do not match at the \( n \)-sampling points, their \( n \)-point equivalent eddy classes, i.e., \( S^{(n)}_i(l) \) and \( S^{(n)}_j(l) \), are two different sets; fourth, the union of all \( S^{(n)}_i(l) \) contain all possible velocity segments at the scale \( l \).

In practice, to determine whether a given velocity segment belongs to \( S^{(n)}_i(l) \), we compute the following \( n - 2 \) by 1 feature vector, \( \theta^{(n)}(l) \), whose \( i \)th component is

\[
\theta^{(n)}_i(l) = \tan^{-1} \frac{u(x_{i+2}) - u(x_{i+1})}{u(x_{i+1}) - u(x_i)},
\]

where \( x_i \), \( i = 1, ..., n \) is the \( i \)th sampling point on the velocity segment, \( \tan^{-1} \) is the inverse of the tangent function, and we define \( \tan^{-1}(\pm \infty) = \pm \pi/2 \). Two velocity segments that give rise to the same \( \theta^{(n)}(l) \) belong
Velocity segments that belong to \( S_i(l) \)’s equivalent eddy class \( S_i(l) \). Figure 3 sketches how one may compute \( \theta^{(n)}(l) \) for \( n = 3 \) and \( n = 5 \).

Fourth, we compute \( \theta^{(n)}(l) \)’s statistics, the knowledge of which will allow us to infer \( P(S^{(n)}(l)) \)’s \( l \) scaling. Formally, given a function \( f(\theta^{(n)}(l)) \), its ensemble average is its \( P(S_i(l)) \) weighted sum over all possible \( S_i(l) \)’s, and therefore we have

\[
\langle f(\theta^{(n)}(l)) \rangle = \sum_{i'} P(S_{i'}^{(n)}(l)) \langle f(\theta^{(n)}(l)) \rangle_{S_{i'}^{(n)}(l)},
\]

where the summation is among the mutually exclusive \( n \)-point equivalent eddy classes, \( \langle \cdot \rangle_{S_{i'}^{(n)}(l)} \) is the ensemble average given only velocity segments in \( S_{i'}(l) \)’s \( n \)-point equivalent eddy class \( S_{i'}^{(n)}(l) \). While it is not the focus of this work, we can compute any statistics by summing up contributions due to all eddy classes. For example, the \( p \)th-order velocity structure function is

\[
\langle (u(x + l) - u(x))^p \rangle = \sum_i P(S_i(l)) \langle (u(x + l) - u(x))^p \rangle_{S_i(l)}.
\]
Here, we compute \( f(\theta^{(3)}(l)) = (\theta^{(3)}(l))^2 \) according to Eq. (5). Let us say that the flow has only two mutually exclusive 3-point equivalent eddy classes: \( S_1^{(3)}(l) \) and \( S_2^{(3)}(l) \). The velocity segments in \( S_1^{(3)}(l) \) and \( S_2^{(3)}(l) \) correspond to the feature vectors \( \theta' \) and \( \theta'' \). (For \( n = 3 \), the feature vector has only one component.) The eddy population densities are \( P(S_1^{(3)}(l)) \sim l^{c_1} \) and \( P(S_2^{(3)}(l)) \sim l^{c_2} \) as required by the Richardson cascade. It follows from Eq. (5) that

\[
\left\langle (\theta^{(3)}_1(l))^2 \right\rangle \sim c_1 (l/\eta)^{\zeta_1'} \theta'^2 + c_2 (l/\eta)^{\zeta_2'} \theta''^2, \tag{7}
\]

where \( c_1 \) and \( c_2 \) are two constants. If \( \zeta_1 \neq \zeta_2 \), one of the two terms in Eq. (7) dominates at sufficiently high Reynolds numbers. Without loss of generality, let us say \( \zeta_1 \geq \zeta_2 \geq 0 \). For a given \( l/L \), we have

\[
\lim_{Re \to \infty} \left\langle (\theta^{(3)}_1(l))^2 \right\rangle \\
\sim \lim_{l/\eta \to \infty} (l/\eta)^{\zeta_1} \left[ 1 + c_3 (l/\eta)^{\zeta_2 - \zeta_1} \right] \\
= (l/\eta)^{\zeta_1}. \tag{8}
\]

In this case, \( \left\langle (\theta^{(3)}_1(l))^2 \right\rangle \sim l^0 \) if and only if \( \zeta_1 = 0 \). Also, because \( \zeta_1 \geq \zeta_2 \geq 0 \), if \( \zeta_1 = 0 \), we would have \( \zeta_1 = \zeta_2 = 0 \), and the population densities of the two 3-point equivalent eddy classes would have \( l^0 \) scaling. On the other hand, if \( \zeta_1 = \zeta_2 = (\zeta) \), Eq. (7) becomes

\[
\left\langle (\theta^{(3)}_1(l))^2 \right\rangle \sim l^0 (\theta'^2 + \theta''^2). \tag{9}
\]

Again, \( \left\langle (\theta^{(3)}_1(l))^2 \right\rangle \sim l^0 \) if and only if \( \zeta = 0 \). The above argument relies on \textit{a priori} knowledge of \( \zeta \)'s sign. In the supplemental material, we present a derivation that does not rely on our knowledge of \( \zeta \)'s sign. The idea is to consider two \( \theta \)'s statistics. We would then be able to determine \( \zeta_1, \zeta_2 \)'s values directly from the two scalings. (It is like solving for two unknowns from two equations.)

Generalizing the above derivation to an arbitrary number of 3-point equivalent eddy classes, Eq. (7) becomes

\[
\left\langle (\theta^{(3)}_1(l))^2 \right\rangle \sim l^{c_1} \theta'^2 + l^{c_2} \theta''^2 + l^{c_3} \theta''^2 + \ldots \tag{10}
\]

Following the same logic, we conclude that if \( \left\langle (\theta^{(3)}_1(l))^2 \right\rangle \sim l^0 \), the eddy population density scales as \( P(S_1^{(3)}(l)) \sim l^0 \).

We now examine the data to see if \( \left\langle (\theta^{(3)}_1(l))^2 \right\rangle \) scales as \( l^0 \). Figure 4 shows \( \left\langle (\theta^{(3)}_1(l))^p \right\rangle \) for \( p = 2, 4, 6, 8 \) in a \( Re \lambda = 433 \) isotropic turbulent flow. Here, \( Re \lambda \) is the Taylor-scale Reynolds number. The data is DNS of isotropic turbulence in a periodic box. The grid size is 1024\(^3\), and the domain size is 2\( \pi \)^3. Further details of the DNS data can be found in Ref [23]. We see that not only \( \left\langle (\theta^{(3)}_1)^2 \right\rangle \) scales as \( l^0 \) in the inertial range but also the higher order even moments. This allows us to conclude that, for any \( i \),

\[
P P \left( S_i^{(3)}(l) \right) \sim l^0. \tag{11}
\]

Next, we consider \( n \)-point equivalent eddy classes \( S_i^{(n)} \), whose feature vectors’ size is \( n - 2 \) by 1. We have \( \left\langle (\theta^{(n)}_k(l))^2 \right\rangle \):

\[
\left\langle (\theta^{(n)}_k(l))^2 \right\rangle \sim c_1 l^{c_1} \theta'^2 + c_2 l^{c_2} \theta''^2 + \ldots, \tag{12}
\]

for \( k = 1, 2, 3, ..., n - 2 \). Following the same logic, if the data is such \( \left\langle (\theta^{(n)}_k(l))^2 \right\rangle \sim l^0 \) for \( k = 1, 2, 3, ..., n - 2 \), we would be able to conclude \( P(S_i^{(n)}(l)) \sim l^0 \). To prove \( \left\langle (\theta^{(n)}_k(l))^2 \right\rangle \sim l^0 \), we invoke the following two facts: first, because the flow is homogeneous, for evenly spaced sampling points, we have \( \left\langle (\theta^{(n)}_k(l))^2 \right\rangle = \left\langle (\theta^{(n)}_k(l))^2 \right\rangle \).
for any \( k' \) and \( k'' \); second, per our definition, the segment between the first and the third sampling points of an velocity segment in \( S_1^{(n)}(l) \) is a velocity segment in \( S_1^{(3)}(2l/(n-1)) \), and therefore
\[
\left\langle \left( \theta_1^{(n)}(l) \right)^2 \right\rangle = \left\langle \left( \theta_1^{(3)} \left( \frac{2l}{n-1} \right) \right)^2 \right\rangle.
\] (13)

Hence, to show \( \left\langle \left( \theta_k^{(n)}(l) \right)^2 \right\rangle \sim l^0 \) for \( k = 1, 2, 3, \ldots, n-2 \), we only need to show \( \left\langle \left( \theta_1^{(3)}(l) \right)^2 \right\rangle \sim l^0 \), which is the result in figure 4.

Fifth (and the last step), we show \( P(S_i(l)) \sim l^0 \). This is now trivial. Because \( S_1^{(n)}(l) \) becomes \( S_i(l) \) itself for sufficiently many sampling points, the fact that \( P(S_1^{(n)}(l)) \sim l^0 \) for any \( n \) readily guarantees
\[
P(S_i(l)) \sim l^0,
\] (14)
and we come to our conclusion.

To summarize, we show that eddies’ population density is scale-invariant across the inertial range, i.e., \( P(S_i(l)) \sim l^0 \). The result shows that there are as many types of eddies at small scales as at large scales.
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APPENDIX: A MORE RIGOROUS DERIVATION

Let us say that the flow has only two mutually exclusive 3-point equivalent eddy classes: \( S_1^{(3)}(l) \) and \( S_2^{(3)}(l) \), whose feature vectors are \( (\theta') \) and \( (\theta'') \) and their eddy population densities scale as \( P(S_1^{(3)}(l)) \sim l^\zeta_1 \) and \( P(S_2^{(3)}(l)) \sim l^\zeta_2 \). In order to arrive at the conclusion \( \zeta_1 = \zeta_2 = 0 \), we assume that \( \zeta_{1,2} > 0 \) in the main text. In this supplemental material, we present a derivation that does not rely any assumption about \( \zeta_{1,2} \)'s sign.

We consider two \( \theta \) statistics, i.e., \( \left\langle \left( \theta_1^{(3)}(l_1) \right)^2 \right\rangle \) and \( \left\langle \left( \theta_1^{(3)}(l_1) \right)^4 \right\rangle \) at two arbitrary length scales, \( l_1 \) and \( l_2 \):
\[
\left\langle \left( \theta_1^{(3)}(l_1) \right)^2 \right\rangle = P(S_1^{(3)}(l_1))\theta'^2 + P(S_2^{(3)}(l_1))\theta''^2,
\]
\[
\left\langle \left( \theta_1^{(3)}(l_1) \right)^4 \right\rangle = P(S_1^{(3)}(l_1))\theta'^4 + P(S_2^{(3)}(l_1))\theta''^4,
\] (15)
Rewriting Eqs. (15) and (16), we have

\[ \left\langle (\theta_1^{(3)}(l_2))^2 \right\rangle = P(S_1^{(3)}(l_2))\theta^2 + P(S_2^{(3)}(l_2))\theta'^2, \]
\[ \left\langle (\theta_1^{(3)}(l_2))^4 \right\rangle = P(S_1^{(3)}(l_2))\theta'^4 + P(S_2^{(3)}(l_2))\theta'^4, \]

Rewriting Eqs. (15) and (16), we have

\[
\begin{bmatrix}
\theta'^2 & \theta'^4 \\
\theta'^4 & \theta'^4
\end{bmatrix}
\begin{bmatrix}
P(S_1^{(3)}(l_1)) \\
P(S_2^{(3)}(l_1))
\end{bmatrix}
= \begin{bmatrix}
\left\langle (\theta_1^{(3)}(l_1))^2 \right\rangle \\
\left\langle (\theta_1^{(3)}(l_1))^4 \right\rangle
\end{bmatrix},
\]

and

\[
\begin{bmatrix}
\theta'^2 & \theta'^4 \\
\theta'^4 & \theta'^4
\end{bmatrix}
\begin{bmatrix}
P(S_1^{(3)}(l_2)) \\
P(S_2^{(3)}(l_2))
\end{bmatrix}
= \begin{bmatrix}
\left\langle (\theta_1^{(3)}(l_2))^2 \right\rangle \\
\left\langle (\theta_1^{(3)}(l_2))^4 \right\rangle
\end{bmatrix}.
\]

The determinant of the 2-by-2 matrix

\[
\begin{bmatrix}
\theta'^2 & \theta'^4 \\
\theta'^4 & \theta'^4
\end{bmatrix}
\]

is

\[
\theta'^2\theta'^4 - \theta'^4\theta'^4 \neq 0
\]

because \(\theta' \neq \theta''\). Now, if \(\left\langle (\theta_1^{(3)}(l))^2 \right\rangle \sim l^0\) and \(\left\langle (\theta_1^{(3)}(l))^4 \right\rangle \sim l^0\), the right hand side of Eqs. (17) and (18) are equal. As a result,

\[
\begin{bmatrix}
P(S_1^{(3)}(l_1)) \\
P(S_2^{(3)}(l_1))
\end{bmatrix} = \begin{bmatrix}
P(S_1^{(3)}(l_2)) \\
P(S_2^{(3)}(l_2))
\end{bmatrix},
\]

for arbitrary \(l_1\) and \(l_2\), i.e., \(P(S_1^{(3)}(l_2)) \sim l^0\) and \(P(S_2^{(3)}(l_2)) \sim l^0\), leading to the conclusion \(\zeta_1 = \zeta_2 = 0\). If we have \(n\) mutually exclusive 3-point equivalent eddy classes, we need to show that \(\left\langle (\theta_1^{(3)}(l))^{2n} \right\rangle \sim l^0\), which is shown in figure 4 of the main text. In fact, data shows that any \(\theta\) statistics is scale-invariant within the inertial range. Figure 5 shows a few \(\theta^{(n)}(l)\)'s statistics. We see that the statistics scales as \(l^0\) in the inertial range.

FIG. 5. Here, \(f_1 = \left\langle |\theta_1|^6 \right\rangle\), \(f_2 = \left\langle |\theta_1|^3|\theta_2|^3 \right\rangle\), \(f_3 = \left\langle |\theta_1|^2|\theta_2|^2|\theta_3|^2 \right\rangle\), \(f_4 = \left\langle |\theta_1|^2|\theta_2|^2|\theta_3| |\theta_4| \right\rangle\), and \(f_5 = \left\langle |\theta_1|^2|\theta_2||\theta_4||\theta_5| \right\rangle\) for \(n = 7\) in a \(Re = 344\) isotropic turbulence. The dashed line is at the grid cutoff. The two solid lines enclose the scales within which the energy spectrum follows a \(-5/3\) scaling.
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