PlantStereo: A Stereo Matching Benchmark for Plant Surface Dense Reconstruction
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Abstract—Stereo matching is an important task in computer vision which has drawn tremendous research attention for decades. While in terms of disparity accuracy, density and data size, public stereo datasets are difficult to meet the requirements of models. In this paper, we aim to address the issue between datasets and models and propose a large scale stereo dataset with high accuracy disparity ground truth named PlantStereo. We used a semi-automatic way to construct the dataset: after camera calibration and image registration, high accuracy disparity images can be obtained from the depth images. In total, PlantStereo contains 812 image pairs covering a diverse set of plants: spinach, tomato, pepper and pumpkin. We firstly evaluated our PlantStereo dataset on four different stereo matching methods. Extensive experiments on different models and plants show that compared with ground truth in integer accuracy, high accuracy disparity images provided by PlantStereo can remarkably improve the training effect of deep learning models. This paper provided a feasible and reliable method to realize plant surface dense reconstruction. The PlantStereo dataset and relative code are available at: https://www.github.com/wangqingyu985/PlantStereo

I. INTRODUCTION

Depth estimation is one of the critical topics in 3D reconstruction, phenotyping and breeding automation for crops and plants, which is important to increase food production and solve global famine problem. Stereo matching is one of the most fundamental tasks in computer vision. Compared with other depth perception systems, the binocular camera system can provide the affordable dense depth estimation, and has been widely applied in autonomous driving [1]-[6] and indoor/outdoor environment depth estimation [7]-[15]. However, due to the lack of specialized stereo dataset, there has been little research in plant surface reconstruction using binocular camera system.

In recent years, deep learning methods [16]-[19] greatly improved the performance of stereo matching, bringing in more accurate, faster and more dense depth estimation. While deep learning models are data-thirsty, which requires massive labeled disparity images to reach good performance. Different from other tasks in computer vision such as image classification, object detection and semantic/instance segmentation, the labeled disparity images in stereo matching task are difficult to obtain in real scene, due to the amount of human labor involved in constructing the scenes and annotating ground truth information [7]. Moreover, the model trained on large-scale synthetic stereo datasets [20], [21] is difficult to generalize in real scene. On the other hand, the public stereo datasets nowadays are difficult to meet the requirements of deep learning models in terms of disparity density [1]-[3], [5], [15] and data size [7]-[12], [22].

We also noticed that disparity accuracy and data quality of ground truth is another important factor to influence the training effect of deep learning model. Before the appearance of deep learning methods, traditional algorithms [23]-[25] serve stereo matching task as a classification problem, and can only achieve pixel level matching accuracy. The emergency of deep learning has brought a revolutionary change to stereo matching task, which define a loss function and convert the original classification problem to regression problem [16]. Nowadays, the End-Point-Error(EPE) of deep learning models [17]-[19] has been less than one on the most popular benchmarks, such as Middlebury [7]-[11] and KITTI [1], [2]. While the most popular datasets [1]-[5], [21] are still remaining pixel-level disparity accuracy, which seriously influence the development of deep learning models.

In this article, we aim to address the issue of stereo dataset mentioned above. Overall, the main contributions of this paper are listed as follows:

- We constructed a data collecting platform equipped with a depth camera and a binocular camera. Based on camera calibration and image registration, we proposed a semi-automatic method which can be used to construct stereo matching dataset.
- We developed a stereo matching dataset named PlantStereo, with sub-pixel accuracy disparity map as ground truth, which can be applied to plant surface dense reconstruction.
- We demonstrated that our sub-pixel level accuracy dis-
parity ground truth can remarkably improve the training effect of learning-based models, compared with pixel level accuracy ground truth. The proposed method in this paper provides a low-cost solution for plant surface dense reconstruction.

The rest of this paper is organized as follows: in section II, we briefly review the existing large scale datasets published for stereo matching task and popular stereo matching algorithms. Section III introduces the method we proposed to obtain the high accuracy disparity image as ground truth. Further more, in section IV, we will analysis our PlantStereo dataset in detail. Section V reports our experiments on PlantStereo with different accuracy of ground truth. Section VI concludes the paper and points out the future work.

II. RELATED WORK

We review the previous works from three primary related streams of the research area: open access stereo matching datasets, traditional stereo matching algorithms and recently developed end-to-end learning based stereo matching algorithms.

A. Stereo Matching Dataset

In recent years, large-scale datasets applied to stereo matching have been constructed. To the best of our knowledge, stereo matching datasets could be divided into six classes according to the tools and methods used to obtain the ground truth disparity image, which are: simulation software, structured light, LIDAR, stereo matching algorithms, annotation and some unsupervised dataset.

**Synthetic datasets.** Simulation software such as UE and Blender are the most widely adopted tools, which allow researchers to build their own scenes, with changeable textures, lighting and weather conditions [26]. Representative datasets constructed using this method include Sintel [21], Scene Flow [20], HR-VS [27], IRS [14] and New Tsukuba CG [28]. In general, disparity images generated by simulation software have the advantages of high accuracy, high density (usually no invalid pixels), and convenient to build large scale datasets. However, unfortunately, the generalization performance of the model trained in virtual scenes is unstable when it comes to real scenes, and the real scene datasets are commonly required to fine-tune the model.

**Structured light to generate ground truth.** Datasets such as Middlebury [8]–[11] and InStereo2K [13] that use structured light encoding and decoding to get the depth value of the corresponding pixel and then calculate the disparity value. The disparity accuracy and density of the dataset constructed by this method can usually meet the requirements of deep learning algorithms, while the encoding and decoding process is complicated and time-consuming, thus it is difficult to construct large scale datasets.

**LIDAR to generate ground truth.** Representative datasets that use LIDAR or 3D scanner to obtain disparity image include KITTI [1], [2], ETH3D [12], DrivingStereo [3], ApolloScape [4] and Argoverse [5]. Due to the working principle of LIDAR, the ground truth obtained in this way usually have the disadvantage of low disparity density. In general, this method requires joint calibration of camera and LIDAR, which is generally applicable to scenes where the object is far from the camera, such as outdoor or autonomous driving.

**Stereo matching algorithms to generate ground truth.** In addition to the three commonly used methods mentioned above, some researchers also use existing stereo matching algorithms such as SGM [23] to generate disparity maps. Representative datasets include Cityscapes [6]. Obviously, the ground truth generated by this method has the shortcomings of low accuracy and low density, thus it has not been widely adopted.

**Annotation to generate ground truth.** In the early days, Middlebury2001 [7] and Ladicky [22] were constructed by annotating with human labor, with only 8 and 70 pairs of images were provided, respectively. The data size is difficult to meet the needs of training a learning based algorithm, thus it is no longer the mainstream method.

**Unsupervised datasets.** In addition, there are some datasets for unsupervised stereo matching, which only provide left and right view images and no ground truth, representative datasets include Flickr1024 [29], Holopix50k [30] and WSVD [31].

In figure 2, we give an example of the left image and the associated disparity image for each method to obtain the ground truth.

B. Traditional Stereo Matching Algorithm

Traditional stereo matching algorithm calculates the similarity of corresponding image blocks in the left and right images to match. In 2002, Scharstein et al. summarized the overall framework of traditional matching algorithm as the following four steps: matching cost computation, cost aggregation, disparity computation and disparity refinement [7]. The traditional stereo matching algorithm can be divided into local matching algorithm, semi-global matching algorithm and global matching algorithm according to the scope of constraints. Local matching algorithm uses different cost functions for block matching. Semi-global matching algorithm introduces a cost aggregation step to minimize the energy function [23]. Global matching algorithm uses global optimization theory to estimate disparity map, and the representative algorithms include graph cut [24] and belief propagation [25].

C. Learning Based Stereo Matching Algorithm

The past 5 years have witnessed the rapid development of deep learning technology applicable to stereo matching task. Before the emergence of end-to-end pipeline, researchers have tried to replace local modules with learnable methods [32], such as learning the matching cost of image blocks [33], disparity optimization [34] and disparity refinement [35]. These local substitutions have greatly improved the accuracy compared with traditional algorithms. In recent years, end-to-end pipeline has become the mainstream of research. GCNet [16] transforms disparity calculation from a classification problem to a regression problem for the first time, and laying
Fig. 2: Representative stereo matching datasets constructed by five methods mentioned above: synthetic dataset(Scene Flow), structured light to generate ground truth(Middlebury2006), LIDAR to generate ground truth(KITTI2015), stereo matching algorithms to generate ground truth(Cityscapes), annotation to generate ground truth(Middlebury2001). The first row represent the left image of the corresponding dataset, the second row represent the disparity images, which have been normalized and visualized for demonstration. Best viewed in color.

the basic architecture of end-to-end pipeline. PSMNet [17] uses SPP module and stacked hourglass 3D convolution to carry out image feature extraction and cost aggregation steps, respectively. GwcNet [18] uses grouping method to construct cost volume, which also improved accuracy. We also noticed that transformer encoder structure was recently applied to stereo matching task or depth prediction task [36] and STTR [19] was constructed. In addition, there are also researchers adopted multi-task learning: semantic information [37], normal vector extraction [38], edge extraction [39] and others on stereo matching task.

III. METHOD

In this section, we will briefly introduce the camera calibration and image registration method we proposed to obtain ground truth disparity image.

A. Sensor Platform

In this research, we adopted two cameras to construct PlantStereo dataset: mech to obtain depth information and serve as ground truth disparity, and ZED to capture left and right image pairs. The camera parameters such as Field of View(FoV), resolution, working range and depth accuracy adopted in this research in detail are listed in table I.

We built an image acquisition system to construct datasets, as shown in Figure 3. During the experiment to construct the dataset, the relative position of the two cameras is fixed through a specially designed fastenings. The rotation and translation matrix between two cameras are calculated through camera calibration step.

B. Camera Calibration

Zhang’s monocular camera calibration method [40] can only obtain the transformation matrix between the camera and the world coordinate system. By considering the world coordinate system as the interchange coordinate, we can calculate the rotation and translation matrix between the mech camera and the ZED camera through equation 1, as illustrated in Figure 4.
of the ZED camera.

First, the pixel coordinate on mech image \(I_{i,\text{mech}}\) was transformed to world coordinate from the view of mech camera \(P_{i,\text{mech}}\) through equation 2.

\[
P_{i,\text{mech}} = (K_{\text{mech}})^{-1} \times I_{i,\text{mech}} \times Z_{\text{mech}} \quad (2)
\]

Where \(K_{\text{mech}}\) and \(Z_{\text{mech}}\) denote the intrinsic matrix of the mech camera and the depth value of the exact pixel, respectively. Then, the world coordinate was transformed from the view of the mech camera to the view of the ZED camera by means of the mutual rotation and translation matrix \(R_{\text{mech}}^{-1} Z_{\text{mech}} R_{\text{ZED}}\) obtained from equation 1.

\[
P_{i,ZED} = R_{\text{mech}}^{-1} Z_{\text{mech}} R_{\text{ZED}} P_{i,\text{mech}} + t_{\text{mech}}\quad (3)
\]

Finally, the point was transformed back to pixel coordinate of the ZED camera \(I_{i,ZED}\).

\[
I_{i,ZED} = K_{ZED} \times P_{i,ZED} Z_{ZED} \quad (4)
\]

where \(K_{ZED}\) is the intrinsic matrix of the ZED camera, while depth was indicated as \(Z_{ZED}\), which equals to the value of the third element of the \(P_{i,ZED}\) calculated from equation 1.

Thus, each pixel in the image captured by mech camera could be aligned to ZED image through equation 2, 3 and 4. After transform the depth to disparity on each pixel through equation 5, a disparity image with high accuracy and density could be generated.

\[
d_i = \frac{b_{ZED} \times f_{ZED}}{Z_{ZED}} \quad (5)
\]

where \(b_{ZED}\) is the baseline of the ZED camera and \(f_{ZED}\) is the focal length of the ZED camera. Both intrinsic parameters could be obtained through the camera calibration step [40].

### IV. ANALYSIS

#### A. Dataset Overview

A total of 812 pairs of left and right images with high accuracy disparity images were collected to construct the PlantStereo dataset. Among them, 470 pairs of images were used for training, 110 pairs were used to validate the training effect, and another 232 pairs were used to test the final training results. Besides, 300 pairs of images were captured for spinach reconstruction, 150 for tomato, 212 for pepper and another 150 for pumpkin, more details about PlantStereo are illustrated in Table II.

#### B. Dataset Comparison

By comparing with the existing public datasets, we found that our PlantStereo dataset showed superiority in many aspects.

To the author’s knowledge, PlantStereo is the first stereo matching dataset applied in agriculture, and constructed in real scenario, which can promote the generalization performance of the deep learning model in practical application.

In terms of data size, PlantStereo exceeds the earlier datasets and is sufficient for training the deep learning model.

In terms of the accuracy of the disparity map, only three datasets: Middlebury2014 [7], HR-VS [27] and IRS [14] achieved sub-pixel accuracy, and the latter two [14], [27] were synthetic datasets generated by software. Obviously, as the average matching error of the SOTA deep learning stereo matching model has been less than one pixel, most datasets that only provide pixel-level accuracy disparity maps can no longer meet the requirements of the deep learning models.

In terms of disparity density, PlantStereo is close to 90%, which is in the forefront of the existing datasets. It is obviously better than the datasets acquired ground truth by LiDAR, and only lower than the datasets generated by simulation software.

We summarize the public stereo matching datasets in table III for comparison.

### TABLE I: Camera Parameter Employed in Our Research

| Camera                           | Type                  | Field of View(°) | Resolution       | Range(m)   | Accuracy              |
|---------------------------------|-----------------------|------------------|------------------|------------|-----------------------|
| Mech-Mind Pro S Enhanced Stereolabs ZED | structured light depth camera | 38.6×24.8        | 1920×1200        | 0.5-1.0    | 0.05mm@0.6m           |
|                                | stereo camera         | 90×60            | 2208×1242        | 0.3-25     | /                     |

### TABLE II: Basic Information of the PlantStereo Dataset

| Subset | Train | Validation | Test | All | Resolution |
|--------|-------|------------|------|-----|------------|
| Spinach | 160   | 40         | 100  | 300 | 1046×606   |
| Tomato  | 80    | 20         | 50   | 150 | 1040×603   |
| Pepper  | 150   | 30         | 32   | 212 | 1024×571   |
| Pumpkin | 80    | 20         | 50   | 150 | 1024×571   |
| All     | 470   | 110        | 232  | 812 | All        |

For the ground truth of disparity images at pixel level accuracy, we save them as normal 8 bit .png format. For disparity images at sub-pixel accuracy, we save the 32 bit floating data as .tif format.
TABLE III: Comparison between PlantStereo Dataset and the Other Polular Stereo Matching Datasets Published

| Dataset            | Tools     | Scene Type       | Data Size      | Accuracy     | Real | Density |
|--------------------|-----------|------------------|----------------|--------------|------|---------|
| Middlebury [7]–[11]| structured light | indoor           | 8+2+9+21+30    | sub-pixel only in [11] | ✓    | ≈ 96 % |
| KITTI [1], [2]    | LiDAR     | autonomous driving| 389+400        | pixel         | ✓    | ≈ 19 % |
| Scene Flow [20]   | software   | animation        | 39049          | pixel         | ×    | 100 %   |
| HR-VS [27]        | software   | autonomous driving| 780           | sub-pixel     | ×    | 100 %   |
| New Tsukuba [28]  | software   | indoor           | 1800           | pixel         | ×    | 100 %   |
| ETH3D [12]        | scanner    | indoor/outdoor   | 27(train)+20(test) | pixel         | ✓    | ≈ 69 % |
| DrivingStereo [3] | LiDAR     | autonomous driving| 174437(train)+7751(test) | pixel         | ✓    | ≈ 4 %   |
| InStereo2K [13]   | structured light | indoor           | 2010(train)+50(test) | pixel         | ✓    | ≈ 87 % |
| ApolloScape [4]   | LiDAR     | autonomous driving| 4156(train)+1009(test) | pixel         | ✓    | ≈ 90 % |
| Argoverse [5]     | LiDAR     | autonomous driving| 4008(train)+1522(validate)+1094(test) | pixel         | ✓    | ≈ 0.86 % |
| Sintel [21]       | software   | animation        | 1064           | pixel         | ×    | 100 %   |
| IRS [14]          | software   | indoor           | 84946(train)+15079(test) | sub-pixel     | ✓    | ≈ 8 %   |
| CATS [15]         | LiDAR     | indoor/outdoor   | 1372           | pixel         | ✓    | 8 %     |
| Ladicky [22]      | annotation | autonomous driving| 50(train)+20(test) | pixel         | ✓    | 8 %     |
| Cityscapes [6]    | SGM algorithm | autonomous driving | 470(train)+110(validate)+232(test) | sub-pixel | ✓    | ≈ 38 % |

Besides, we evaluated the disparity distribution of PlantStereo and other datasets in Figure 5. Obviously, the disparity distribution histogram of PlantStereo is bimodal, because the ground and leaf surface occupy most of the pixels. In addition, different from other datasets with disparity distribution in \([0, D_{\text{max}}]\), PlantStereo’s disparity is ranging from 200 to 260, and the minimum disparity \(D_{\text{min}}\) is not 0. This is because the furthest distance in the image is ground, rather than the infinite distance in outdoor scenes such as autonomous driving. Compared with other datasets, the larger maximum disparity \(D_{\text{max}}\) also increases the difficulty, and can more truly reflect the matching effect of the model in difficult scenes such as large disparity and close distance.

C. Quantitative Analysis

In order to evaluate the image registration accuracy between disparity image and left image in PlantStereo, quantitative analysis was performed.

In this step, 8×11 inner corners of the chessboard are used as the testing objects. We first detect the corners in the image coordinates of depth camera. Then, through \(R_{\text{ZED}}^{\text{mech}}\) and \(t_{\text{ZED}}^{\text{mech}}\) matrix calculated from the camera calibration steps and the depth of inner corner \(Z_i\) captured by depth camera, we can calculate the image coordinates of the corresponding corner in left image. With the image coordinate of the corresponding corner detected by OpenCV in the left image, we can calculate the Euclidean distance between two coordinates (in pixels), as the registration error. The schematic of the image registration error calculation method was shown in Figure 6 (a). We implemented six times of testing with an average registration error of 2.5 pixels, as shown in Figure 6 (b).

V. EXPERIMENTS AND RESULTS

In this section, we used four methods: BM, SGM [23], PSMNet [17] and GwcNet [18] to evaluate on PlantStereo. We also performed ablation study to evaluate the influence made by disparity accuracy of ground truth. The experimental implementation details are presented in section V-A, followed by the evaluation metrics, results and discussion.

A. Implementation Details

The two traditional algorithms: BM and SGM [23] were implemented using python and OpenCV. For BM, the block size was set to 15. For SGM, the matching block size was set...
to 3, the penalty coefficient \( P_1 \) and \( P_2 \) were set to 216 and 864, respectively. In the process of left and right consistency check, we set the maximum difference to 1.

The two learning based model: PSMNet [17] and GwcNet [18] were implemented using PyTorch architecture. both models were end-to-end trained with Adam(\( \beta_1 = 0.9, \beta_2 = 0.999 \)). We performed color normalization (normalize each channel of the image by subtracting their means and dividing their standard deviations) on the entire PlantStereo dataset for data preprocessing. The learning rate of the training process began at 0.001 for the first 200 epochs, and 0.0001 for the remaining 300 epochs. The batch size was fixed to 1 for the training process on one Nvidia RTX 3090 GPU.

### B. Evaluation Metrics

In order to evaluate the performance of the algorithms in a quantitative way, we adopted three general methods called bad-\( \delta \) error, End-Point-Error(EPE) and Root Mean Square Error(RMSE) to calculate the matching accuracy. The calculation method of the three metrics are shown in equation 6, 7 and 8.

\[
\text{bad-}\delta = \frac{\sum_{(x,y)} \left| \hat{d}(x,y) - d^*(x,y) \right| > \delta}{N} \times 100\% \quad (6)
\]

where \( \hat{d}(x,y) \) is the disparity calculated by algorithms, \( d^*(x,y) \) is the ground truth disparity value provided by dataset. Operator \([\cdot]\) indicates the value becomes 1 if the condition establish. \( N \) is the effective pixel number in one disparity image, and effective pixel must meets the requirement that \( 0 < d^*(x,y) < D_{\text{max}} \), where \( D_{\text{max}} \) is the maximum matching disparity given by us.

\[
\text{EPE} = \frac{\sum_{(x,y)} \left| \hat{d}(x,y) - d^*(x,y) \right|}{N} \quad (7)
\]

where all the terms have the same meaning as equation 6.

\[
\text{RMSE} = \sqrt{\frac{\sum_{(x,y)} \left( \hat{d}(x,y) - d^*(x,y) \right)^2}{N}} \quad (8)
\]

where all the terms have the same meaning as equation 7.

### C. Computation Volume and Inference Time

Considering the tradeoff between accuracy and inference time, the maximum matching disparity \( D_{\text{max}} \) was set to 256 for four algorithms. During training process, all the input images were randomly cropped to size 256×512. Under such a condition, we calculated the model parameters (#param.) and Floating point operations (GFLOPs) for both learning-based methods, as shown in table IV. Obviously, in the case of less computing volume, GwcNet possess more learnable parameters to fit a better model.

As for inference process, all the input left and right images were padded with zeros on the top and right sides to become the resolution of 608×1056. Under the condition mentioned above, we tested on PlantStereo and found that BM and GwcNet consume 0.02s in average to inference a single pair of image. On the other hand, PSMNet consumes 1.05s in average and can not satisfy the real time requirement.

### D. Matching Accuracy

In our experiment, the value \( \delta \) of bad-\( \delta \) error was set to 1, 3 and 5 to evaluate the corresponding proportion of pixels failed to match correctly.

Compared SGM with BM algorithm, because of the cost aggregation and the disparity refinement steps, SGM can perform much better than BM on both validation and testing set, especially in textureless regions such as ground and plant surface. Due to the perspective transformation, there are some occluded regions which can be seen on left image but can not be seen on right image. The traditional algorithms can not give a specific prediction on these misleading regions. Thus, the matching accuracy of traditional algorithms is much lower that that of learning based methods, as shown in table V.

Compared GwcNet with PSMNet, because of the improvement in cost volume construction and 3D convolution steps, GwcNet can attain better fitting effect. And both two end-to-end models can perform much better than traditional algorithms.

### E. Ablation Study on Disparity Accuracy

In this section, in order to verify the improvement of training effect brought by the disparity accuracy of ground truth, we performed ablation study on two learning based methods [17] [18] and four kinds of plants in PlantStereo. The results are shown in table VI, where low represents pixel level accuracy disparity ground truth and high represents sub-pixel level accuracy disparity ground truth.

The results indicate that the performance on both validation set and testing set becomes better with the increment of disparity accuracy from pixel level to sub-pixel level. It is worth noting that out high accuracy ground truth improved the performance without increase the parameters or inference time of the model.
Fig. 7: Results on test set (four methods: BM, SGM [23], PSMNet [17] and GwcNet [18] on four subset: spinach, tomato, pepper and pumpkin). Best viewed in color.

TABLE VI: Ablation Study on Disparity Accuracy of Ground Truth.

| Model | Subset | Accuracy | Validation | Test |
|-------|--------|----------|------------|------|
|       |        |          | bad-1(%) | bad-3(%) | bad-5(%) | EPE | RMSE | bad-1(%) | bad-3(%) | bad-5(%) | EPE | RMSE |
| spinach | low   | 29.09 | 3.48 | 2.39 | 1.03 | 2.38 | 46.98 | 8.77 | 5.29 | 1.46 | 2.56 |
|        | high  | 12.09 | 1.94 | 1.06 | 0.63 | 1.67 | 33.48 | 3.4 | 1.97 | 1.03 | 2.13 |
| tomato  | low   | 20.13 | 5.15 | 3.57 | 1.14 | 3.64 | 21.71 | 5.59 | 3.9 | 1.17 | 3.67 |
|         | high  | 17.22 | 4.23 | 2.54 | 0.94 | 3.22 | 18.3 | 4.46 | 2.71 | 1.01 | 3.45 |
| pepper  | low   | 31.97 | 4.01 | 2.39 | 1.2 | 3.46 | 33.33 | 4.66 | 3.08 | 1.38 | 4.11 |
|         | high  | 24.87 | 3.59 | 2.33 | 1.13 | 3.39 | 25.7 | 3.68 | 2.36 | 1.15 | 3.43 |
| pumpkin | low   | 20.18 | 4.43 | 3.09 | 0.97 | 3.22 | 25.88 | 5.23 | 3.24 | 1.22 | 3.68 |
|         | high  | 15.04 | 3.21 | 2.31 | 0.82 | 2.9 | 17.22 | 4.23 | 2.54 | 0.94 | 3.23 |
| spinach | low   | 10.61 | 1.71 | 1.3 | 0.54 | 1.86 | 21.5 | 2.04 | 1.22 | 0.83 | 1.87 |
|         | high  | 10.58 | 1.26 | 0.73 | 0.52 | 1.53 | 21.42 | 1.94 | 1.15 | 0.83 | 1.86 |
| tomato  | low   | 15.39 | 3.6 | 2.61 | 0.92 | 3.34 | 18.12 | 4.69 | 3.12 | 1.06 | 3.57 |
|         | high  | 13.94 | 3.48 | 2.33 | 0.87 | 3.25 | 14.96 | 4.03 | 2.81 | 0.91 | 3.29 |
| pepper  | low   | 13.63 | 2.87 | 1.96 | 0.79 | 3.13 | 14.82 | 3.54 | 2.73 | 0.84 | 3.43 |
|         | high  | 12.48 | 2.57 | 1.71 | 0.76 | 3.09 | 13.03 | 2.68 | 1.78 | 0.78 | 3.21 |
| pumpkin | low   | 15.04 | 3.42 | 2.31 | 0.82 | 2.9 | 15.51 | 3.75 | 2.7 | 0.9 | 3.18 |
|         | high  | 14.55 | 3.21 | 2.07 | 0.72 | 2.58 | 14.63 | 3.71 | 2.45 | 0.79 | 2.89 |

VI. CONCLUSION AND FUTURE WORK

A. Conclusion

In this work, we introduced a new stereo matching benchmark with high accuracy disparity image, PlantStereo for plant surface dense reconstruction. Left image, right image and high precision disparity image generated from depth image of four kinds of plants collected in real scene are concluded in the dataset. We demonstrated that our sub-pixel level accuracy disparity ground truth can remarkably improve the training effect of learning-based models, compared with pixel level accuracy ground truth.

We have released the dataset, sampling and testing code publicly so that the community can research based on our work.

B. Future Work

Due to the characteristics of PlantStereo introduced in section IV, potential research directions include:

- Continuous breakthrough on the existing sub-pixel level matching accuracy.
- Break the limit of maximum disparity $D_{max}$ as a necessary parameter of the model.
- Achieve real-time matching under the consumption level computing power.

We expect the newly released PlantStereo benchmark can inspire researchers to develop new and more robust stereo matching algorithms.
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