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Abstract

To characterize the regularity of distribution-path dependent SDEs in the initial distribution which varies in the class of probability measures on the path space, we introduce the intrinsic and Lions derivatives for probability measures on Banach spaces, and prove the chain rule of the Lions derivative for the distribution of Banach-valued random variables. By using Malliavin calculus, we establish the Bismut type formula for the Lions derivatives of functional solutions to SDEs with distribution-path dependent drifts. When the noise term is also path dependent so that the Bismut formula is invalid, we establish the asymptotic Bismut formula. Both non-degenerate and degenerate noises are considered. The main results of this paper generalize and improve the corresponding ones derived recently in the literature for the classical SDEs with memory and McKean-Vlasov SDEs without memory.
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1 Introduction

To characterize stochastic systems with evolutions affected by both micro environment and history, the distribution-path dependent SDEs have been considered in \cite{21, 30}, where the
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Harnack type inequalities, ergodicity and long time large deviation principles are investigated. This type SDEs generalize the McKean-Vlasov (distribution dependent or mean-field) SDEs and path dependent (functional) SDEs (or SDEs with memory). Both have been studied intensively in the literature; see, for instance, the monographs [6, 9] and references within.

On the other hand, as a powerful tool in the study of regularity for diffusion processes, a derivative formula on diffusion semigroups was established first by Bismut in [7] using Malliavin calculus, and then by Elworthy-Li in [12] using a martingale argument. Hence, this type derivative formula is named as Bismut formula or Bismut-Elworthy-Li formula. Moreover, a new coupling method (called coupling by change of measures) was introduced to establish derivative formulas and Harnack inequalities for SDEs and SPDEs; see, for example, [35] and references therein. Due to their wide applications, the Bismut type formulas have been investigated for different models; see, for instance, [10, 26, 32, 33, 40, 42] for SDEs/SPDEs driven by jump processes, [16, 17, 25, 36, 37, 39, 41] for hypoelliptic diffusion semigroups, and [2, 14, 15] for SDEs with fractional noises.

Recently, the Bismut type formulas have been established in [4] for the Gâteaux derivative of functional solutions to path dependent SDEs, in [27] for the Lions derivative of solutions to McKean-Vlasov SDEs. See also [3, 11] for the study of derivative in the initial points for McKean-Vlasov SDEs, and Lions derivative for solutions to the de-coupled SDEs (which do not depend on the distribution of its own solution) associated with McKean-Vlasov SDEs. In these references, the noise term is distribution-path independent. However, when the noise term is path dependent, the distribution of the solution is no longer differentiable in the initial distribution, so that the Bismut type formula is invalid. In this case, a weaker derivative formula, called asymptotic Bismut formula, has been established in [23].

The aim of this paper is to establish (asymptotic) derivative formulas for the Lions derivative in the initial distribution of distribution-path dependent SDEs, so that results derived in [4, 23, 27] are generalized and improved. Since the functional solution of a distribution-path dependent SDE takes values in the path space $\mathcal{C}([-r_0, 0]; \mathbb{R}^d)$, where $r_0 > 0$ is the length of memory, to investigate the regularities of the solution in initial distributions, we will introduce and study derivatives for probability measures on the path space (or more generally, on a Banach space), which is new in the literature.

For a fixed number $r_0 > 0$, the path space $\mathcal{C} := C([-r_0, 0]; \mathbb{R}^d)$ is a separable Banach space under the uniform norm

$$\|\xi\|_{\mathcal{C}} := \sup_{-r_0 \leq \theta \leq 0} |\xi(\theta)|, \quad \xi \in \mathcal{C}.$$  

For $t \geq 0$ and $f \in C([-r_0, \infty); \mathbb{R}^d)$, the $\mathcal{C}$-valued function $(f_t)_{t \geq 0}$ defined by

$$f_t(\theta) = f(t + \theta), \quad \theta \in [-r_0, 0]$$

is called the segment (or window) process of $(f(t))_{t \geq -r_0}$. Let $\mathcal{L}_\xi$ stand for the distribution of a random variable $\xi$. When different probability measures are concerned, we also denote $\mathcal{L}_\xi$ by $\mathcal{L}_\xi|_\mathbb{P}$ to emphasize the reference probability measure $\mathbb{P}$. Let $\mathcal{P}(\mathcal{C})$ be the collection
of all probability measures on \( C \) and, for \( p \in [1, \infty) \), \( \mathcal{P}_p(C) \) the set of probability measures on \( C \) with finite \( p \)-th moment, i.e.,

\[
\mathcal{P}_p(C) = \{ \mu \in \mathcal{P}(C) : \| \mu \|_p := \{ \mu(\| \cdot \|_p^p) \}^{1/p} < \infty \},
\]

where \( \mu(f) := \int f \, d\mu \) for a measurable function \( f \). Then \( \mathcal{P}_p(C) \) is a Polish space under the \( W_p \)-Wasserstein distance defined by

\[
W_p(\mu, \nu) = \inf_{\pi \in \mathcal{C}(\mu, \nu)} \left( \int_{C \times C} \| \xi - \eta \|_p^p \pi(d\xi, d\eta) \right)^{1/p}, \quad \mu, \nu \in \mathcal{P}_p(C), \quad p > 0,
\]

where \( \mathcal{C}(\mu, \nu) \) is the set of all couplings of \( \mu \) and \( \nu \).

Consider the following McKean-Vlasov SDE with memory (also called distribution-path dependent SDE):

(1.1) \[ dX(t) = b(t, X_t, \mathcal{L}_{X_t}) dt + \sigma(t, X_t, \mathcal{L}_{X_t}) dW(t), \quad t \geq 0, \]

where \( (W(t))_{t \geq 0} \) is an \( m \)-dimensional Brownian motion on a complete filtration probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\), and

\[ b : [0, \infty) \times \mathcal{C} \times \mathcal{P}(\mathcal{C}) \rightarrow \mathbb{R}^d, \quad \sigma : [0, \infty) \times \mathcal{C} \times \mathcal{P}(\mathcal{C}) \rightarrow \mathbb{R}^d \otimes \mathbb{R}^m \]

are measurable and satisfy the following assumption.

**(A)** Let \( p \in [1, \infty) \).

\((A_1)\) \( b \) and \( \sigma \) are bounded on bounded subsets of \([0, \infty) \times \mathcal{C} \times \mathcal{P}_p(\mathcal{C})\).

\((A_2)\) For any \( T > 0 \), there is a constant \( K \geq 0 \) such that

\[
2\langle \xi(0) - \eta(0), b(t, \xi, \mu) - b(t, \eta, \nu) \rangle^+ + \| \sigma(t, \xi, \mu) - \sigma(t, \eta, \nu) \|_{\text{HS}}^2 \leq K\left\{ \| \xi - \eta \|_p^2 + W_p(\mu, \nu)^2 \right\}, \quad \xi, \eta \in \mathcal{C}, \mu, \nu \in \mathcal{P}_p(\mathcal{C}), t \in [0, T].
\]

\((A_3)\) When \( p \in [1, 2) \), \( \sigma(t, \xi, \mu) = \sigma(t, \xi) \) depends only on \( t \) and \( \xi \).

For any \( \mathcal{F}_0 \)-measurable random variable \( X_0 \in \mathcal{C} \), an adapted continuous process \((X(t))_{t \geq 0}\) is called a solution with the initial value \( X_0 \), if \( \mathbb{P} \)-a.s.

\[ X(t) = X(0) + \int_0^t b(s, X_s, \mathcal{L}_{X_s}) ds + \int_0^t \sigma(s, X_s, \mathcal{L}_{X_s}) dW(s), \quad t \geq 0, \]

where the segment process \((X_t)_{t \geq 0}\) associated with the solution process

\[ X(t) := X(t)1_{(0, \infty)}(t) + X_0(t)1_{[-r_0, 0]}(t), \quad t \geq -r_0 \]

is called a functional solution to (1.1).
According to Lemma 3.1 below, under the assumption (A), for any \( X_0 \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}) \), (1.1) has a unique functional solution \((X_t)_{t \geq 0}\) satisfying

\[
\mathbb{E}\left( \sup_{0 \leq s \leq t} \|X_s\|^p_{\mathcal{C}} \right) < \infty, \quad t > 0.
\]

To emphasize the initial distribution, we denote the functional solution by \( X_\mu \) if \( \mathcal{L}X_0 = \mu \).

In this paper, we aim to investigate the Lions derivative of the functional \( \mu \mapsto (P_t f)(\mu) \), where

\[
(P_t f)(\mu) := \mathbb{E} f(X_\mu^t), \quad t > 0, f \in B_b(\mathcal{C}), \mu \in \mathcal{P}(\mathcal{C}).
\]

This refers to the regularity of the law \( \mathcal{L}X_\mu^t \) w.r.t. the initial distribution \( \mu \). Due to the weak uniqueness ensured by Lemma 3.1 below, \((P_t f)(\mu)\) is a function of \( \mu \); i.e., it only depends on \( \mu \) rather than the choices of the initial value \( X_0 \), the Brownian motion and the reference probability space.

The remainder of this paper is organized as follows. Since \( \mathcal{C} \) is a Banach space, in Section 2 we introduce the intrinsic and Lions derivatives for probability measures on Banach spaces, and establish a derivative formula in the distribution of Banach-valued random variables. In Section 3, we prove the well-posedness of (1.1) under assumption (A), which generalizes the corresponding results derived in [21] for \( p = 2 \) and in [30] for Lipschitz continuous \( b(t, \cdot) \). In Sections 4 and 5, we calculate the Malliavin derivative of \( X_\mu^t \) with respect to the Brownian motion \( W(t) \), and the Lions derivative of \( X_\mu^t \) in the initial distribution \( \mu \), respectively. Finally, in Sections 6 and 7, we establish the Bismut type formula for the Lions derivative of \((P_t f)(\mu)\) in \( \mu \) when \( \sigma(t, \xi, \mu) = \sigma(t, \xi(0)) \) depends only on \( t \) and \( \xi(0) \), and the asymptotic Bismut formula for the Lions derivative of \((P_t f)(\mu)\) in \( \mu \) in case of \( \sigma(t, \xi, \mu) = \sigma(t, \xi) \) (i.e., the diffusion term is path dependent but independent of the measure argument \( \mu \)).

\section{Derivatives in probability measures on a separable Banach space}

In this part, we introduce the intrinsic and Lions derivatives for probability measures on a separable Banach space, and establish the chain rule for the distribution of Banach-valued random variables. These will be used to establish the (asymptotic) Bismut type formulas for the intrinsic and Lions derivatives of \((P_t f)(\mu)\).

The intrinsic derivative was first introduced in [1] on the configuration space over Riemannian manifolds, while the Lions derivative (denoted by \( L \)-derivative in the literature) was developed on the Wasserstein space \( \mathcal{P}_2(\mathbb{R}^d) \) from Lions’ lectures [8] concerning mean-field games, where \( \mathcal{P}_2(\mathbb{R}^d) \) consists of all probability measures on \( \mathbb{R}^d \) with finite second moment. The relation between them has been clarified in the recent paper [28, 29], where the latter is a stronger notion than the former and they coincide if both exist.

Let \((\mathbb{B}, \| \cdot \|_{\mathbb{B}})\) be a separable Banach space, and let \((\mathbb{B}^*, \| \cdot \|_{\mathbb{B}^*})\) be its dual space. For any \( p \in [1, \infty) \), denote \( p^* = \frac{p}{p-1} \) when \( p > 1 \) and \( p^* = \infty \) as \( p = 1 \). Let \( \mathcal{P}(\mathbb{B}) \) be the class of
null probability measures on $\mathcal{B}$ equipped with the weak topology. Then

$$\mathcal{P}_p(\mathcal{B}) := \{ \mu \in \mathcal{P}(\mathcal{B}) : \|\mu\|_p := \{\mu(\|\cdot\|_p^p)\}^{\frac{1}{p}} < \infty \}$$

is a Polish space under the $L^p$-Wasserstein distance

$$\mathbb{W}_p(\mu_1, \mu_2) := \inf_{\pi \in \mathcal{C}(\mu_1, \mu_2)} \left( \int_{\mathcal{B} \times \mathcal{B}} \|x - y\|_p^p \pi(dx, dy) \right)^{\frac{1}{p}},$$

where $\mathcal{C}(\mu_1, \mu_2)$ is the set of all couplings of $\mu_1$ and $\mu_2$.

For any $\mu \in \mathcal{P}_p(\mathcal{B})$, the tangent space at $\mu$ is given by

$$T_{\mu,p} = L^p(\mathcal{B} \to \mathcal{B}; \mu) := \{ \phi : \mathcal{B} \to \mathcal{B} \text{ is measurable with } \mu(\|\phi\|_p^p) < \infty \},$$

which is a Banach space under the norm $\|\phi\|_{T_{\mu,p}} := \{\mu(\|\phi\|_p^p)\}^{\frac{1}{p}}$, and its dual space is

$$T_{\mu,p}^* = L^{p^*}(\mathcal{B} \to \mathcal{B}^*; \mu) := \{ \psi : \mathcal{B} \to \mathcal{B}^* \text{ is measurable with } \|\psi\|_{T_{\mu,p}^*} := \|\|\psi\|_{\mathcal{B}^*}\|_{L^{p^*}(\mu)} \} < \infty \}.$$

**Definition 2.1.** Let $f : \mathcal{P}_p(\mathcal{B}) \to \mathbb{R}$ be a continuous function for some $p \in [1, \infty)$, and let $\text{Id}$ be the identity map on $\mathcal{B}$.

1. $f$ is called intrinsically differentiable at a point $\mu \in \mathcal{P}_p(\mathcal{B})$, if

$$T_{\mu,p} \ni \phi \mapsto D^Lf(\mu) := \lim_{\varepsilon \to 0} \frac{f(\mu + \varepsilon \phi) - f(\mu)}{\varepsilon} \in \mathbb{R}$$

is a well-defined bounded linear functional. In this case, the unique element $D^Lf(\mu) \in T_{\mu,p}^*$ such that

$$T_{\mu,p} \langle D^Lf(\mu), \phi \rangle_{T_{\mu,p}} := \int_{\mathcal{B}} \phi^* (D^Lf(\mu)(x), \phi(x))_B \mu(dx) = D^Lf(\mu), \quad \phi \in T_{\mu,p}$$

is called the intrinsic derivative of $f$ at $\mu$.

If moreover

$$\lim_{\|\phi\|_{T_{\mu,p}} \to 0} \frac{|f(\mu + \varepsilon \phi) - f(\mu) - D^Lf(\mu)|}{\|\phi\|_{T_{\mu,p}}} = 0,$$

$f$ is called $L$-differentiable at $\mu$ with the $L$-derivative (i.e., Lions derivative) $D^Lf(\mu)$.

(2) We write $f \in C^1(\mathcal{P}_p(\mathcal{B}))$ if $f$ is $L$-differentiable at any point $\mu \in \mathcal{P}_p(\mathcal{B})$, and the $L$-derivative has a version $D^Lf(\mu)(x)$ jointly continuous in $(x, \mu) \in \mathcal{B} \times \mathcal{P}_p(\mathcal{B})$. If moreover $D^Lf(\mu)(x)$ is bounded, we denote $f \in C^1_b(\mathcal{P}_p(\mathcal{B}))$.

**Theorem 2.1.** Let $f : \mathcal{P}_p(\mathcal{B}) \to \mathbb{R}$ be continuous for some $p \in [1, \infty)$, and let $(\xi_{\varepsilon})_{\varepsilon \in [0,1]}$ be a family of $\mathcal{B}$-valued random variables on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that $\xi_0 := \lim_{\varepsilon \to 0} \frac{\xi_{\varepsilon} - \xi_0}{\varepsilon}$ exists in $L^p(\Omega)$. We assume that either $\xi_{\varepsilon}$ is continuous in $\varepsilon \in [0,1]$ or the probability space is Polish (i.e., $\mathcal{F}$ is the $\mathbb{P}$-complete Borel $\sigma$-field induced by a Polish metric on $\Omega$).
(1) Let \( \mu_0 = \mathcal{L}_{\xi_0} \) be atomless. If \( f \) is \( L \)-differentiable such that \( D^L f(\mu_0) \) has a continuous version satisfying

\[
\| D^L f(\mu_0)(x) \|_{\mathbb{B}^*} \leq C(1 + \| x \|_{\mathbb{B}}^{p/p^*} 1_{(p>1)}), \quad x \in \mathbb{B}
\]

for some constant \( C > 0 \), then

\[
\lim_{\varepsilon \downarrow 0} \frac{f(\mathcal{L}_{\xi_0}) - f(\mathcal{L}_{\xi_0})}{\varepsilon} = \mathbb{E}[\mathbb{B}^*(D^L f(\mu_0)(\xi_0), \xi_0)_{\mathbb{B}}].
\]

(2) If \( f \) is \( L \)-differentiable in a neighbourhood \( O \) of \( \mu_0 \) such that \( D^L f \) has a version jointly continuous in \( (x, \mu) \in \mathbb{B} \times O \) satisfying

\[
\| D^L f(\mu)(x) \|_{\mathbb{B}^*} \leq C(1 + \| x \|_{\mathbb{B}}^{p/p^*} 1_{(p>1)}), \quad (x, \mu) \in \mathbb{B} \times O
\]

for some constant \( C > 0 \), then (2.2) holds.

To prove this result, we need the following lemma similar to [18, Lemma A.2] for the special case that \( \mathcal{P}_p(\mathbb{B}) = \mathcal{P}_2(\mathbb{R}^d) \) (i.e., \( p = 2 \) and \( \mathbb{B} = \mathbb{R}^d \)).

**Lemma 2.2.** Let \( \{ (\Omega_i, \mathcal{F}_i, \mathbb{P}_i) \}_{i=1,2} \) be two atomless, Polish complete probability spaces, and let \( X_i, i = 1, 2, \) be \( \mathbb{B} \)-valued random variables on these two probability spaces respectively such that \( \mathcal{L}_{X_1|\mathbb{P}_1} = \mathcal{L}_{X_2|\mathbb{P}_2} \). Then for any \( \varepsilon > 0 \), there exist measurable maps

\[ \tau : \Omega_1 \to \Omega_2, \quad \tau^{-1} : \Omega_2 \to \Omega_1 \]

such that

\[
\mathbb{P}_1(\tau^{-1} \circ \tau = \text{Id}_{\Omega_1}) = \mathbb{P}_2(\tau \circ \tau^{-1} = \text{Id}_{\Omega_2}) = 1,
\]

\[
\mathbb{P}_1 = \mathbb{P}_2 \circ \tau, \quad \mathbb{P}_2 = \mathbb{P}_1 \circ \tau^{-1},
\]

\[
\| X_1 - X_2 \circ \tau \|_{L^\infty(\mathbb{P}_1)} + \| X_2 - X_1 \circ \tau^{-1} \|_{L^\infty(\mathbb{P}_2)} \leq \varepsilon,
\]

where \( \text{Id}_{\Omega_i} \) stands for the identity map on \( \Omega_i, i = 1, 2 \).

**Proof.** Since \( \mathbb{B} \) is separable, there is a measurable partition \( \{ A_n \}_{n \geq 1} \) of \( \mathbb{B} \) such that \( \text{diam}(A_n) < \varepsilon, n \geq 1 \). Let \( A_n^i = \{ X_i \in A_n \}, n \geq 1, i = 1, 2 \). Then \( \{ A_n^i \}_{n \geq 1} \) forms a measurable partition of \( \Omega_i \) so that \( \sum_{n \geq 1} A_n^i = \Omega_i, i = 1, 2 \), and, due to \( \mathcal{L}_{X_1|\mathbb{P}_1} = \mathcal{L}_{X_2|\mathbb{P}_2} \),

\[
\mathbb{P}_1(A_n^1) = \mathbb{P}_2(A_n^2), \quad n \geq 1.
\]

Since the probabilities \( \{ \mathbb{P}_i \}_{i=1,2} \) are atomless, according to [19, Theorem C in Section 41], for any \( n \geq 1 \) there exist measurable sets \( \tilde{A}_n^i \subset A_n^i \) with \( \mathbb{P}_i(A_n^i \setminus \tilde{A}_n^i) = 0, i = 1, 2 \), and a measurable bijective map

\[ \tau_n : \tilde{A}_n^1 \to \tilde{A}_n^2 \]

such that

\[
\mathbb{P}_1|_{\tilde{A}_n^1} = \mathbb{P}_2 \circ \tau_n|_{\tilde{A}_n^1}, \quad \mathbb{P}_2|_{\tilde{A}_n^2} = \mathbb{P}_1 \circ \tau_n^{-1}|_{\tilde{A}_n^2}.
\]
By \( \text{diam}(A_n) < \varepsilon \) and \( \mathbb{P}_i(A^i_n \setminus \widetilde{A}^i_n) = 0 \), we have
\[
\|(X_1 - X_2 \circ \tau_n)1_{\widetilde{A}^i_n}\|_{L^\infty(P)} \vee \|(X_2 - X_1 \circ \tau_n^{-1})1_{\widetilde{A}^i_n}\|_{L^\infty(P)} \leq \varepsilon.
\]
Then the proof is finished by taking, for fixed points \( \hat{\omega}_i \in \Omega_i, i = 1, 2 \),
\[
\tau(\omega_1) := \begin{cases} 
\tau_n(\omega_1), & \text{if } \omega_1 \in \widetilde{A}^i_1 \text{ for some } n \geq 1, \\
\hat{\omega}_2, & \text{otherwise},
\end{cases}
\]
\[
\tau^{-1}(\omega_2) := \begin{cases} 
\tau_n^{-1}(\omega_2), & \text{if } \omega_2 \in \widetilde{A}^i_n \text{ for some } n \geq 1, \\
\hat{\omega}_1, & \text{otherwise}.
\end{cases}
\]

\( \Box \)

**Proof of Theorem 2.1.** Without loss of generality, we may and do assume that \( \mathbb{P} \) is atomless. Otherwise, by taking
\[
(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{\mathbb{P}}) := (\Omega \times [0, 1], \mathcal{F} \times \mathcal{B}([0, 1]), \mathbb{P} \times ds), \ (\xi_\varepsilon)(\omega, s) := \xi_\varepsilon(\omega) \text{ for } (\omega, s) \in \widetilde{\Omega},
\]
where \( \mathcal{B}([0, 1]) \) is the completion of the Borel \( \sigma \)-algebra on \([0, 1] \) w.r.t. the Lebesgue measure \( ds \), we have
\[
\mathcal{L}_{\xi_\varepsilon|\mathbb{P}} = \mathcal{L}_{\xi_0|\mathbb{P}}, \quad \mathbb{E}_{\mathbb{P}}[\mathbb{E}_\mathbb{P}(D^L f(\mu_0)(\xi_0), \xi_0)\mathbb{B}] = \mathbb{E}[\mathbb{E}_{\mathbb{P}}(D^L f(\mu_0)(\tilde{\xi}_0), \tilde{\xi}_0)\mathbb{B}].
\]
In this way, we go back to the atomless situation. Moreover, it suffices to prove for the Polish probability space case. Indeed, when \( \xi_\varepsilon \) is continuous in \( \varepsilon \), we may take \( \widetilde{\Omega} = C([0, 1]; \mathbb{R}^d) \), let \( \widetilde{\mathbb{P}} \) be the distribution of \( \xi_\varepsilon \), let \( \widetilde{\mathcal{F}} \) be the \( \mathbb{P} \)-complete Borel \( \sigma \)-field on \( \widetilde{\Omega} \) induced by the uniform norm, and consider the coordinate random variable \( \tilde{\xi}_\varepsilon (\omega) := \omega, \omega \in \widetilde{\Omega} \). Then \( \mathcal{L}_{\xi|\mathbb{P}} = \mathcal{L}_{\tilde{\xi}|\mathbb{P}} \), so that \( \mathcal{L}_{\xi|\mathbb{P}} = \mathcal{L}_{\xi_\varepsilon|\mathbb{P}} \) for any \( \varepsilon \in [0, 1] \) and \( \mathcal{L}_{\xi_0|\mathbb{P}} = \mathcal{L}_{\tilde{\xi}_0|\mathbb{P}} \), hence we have reduced the situation to the Polish setting.

(1) Let \( \mathcal{L}_{\xi_0} = \mu_0 \in \mathcal{P}_P(\mathbb{B}) \) be atomless. In this case, \( (\mathbb{B}, \mathcal{B}(\mathbb{B}), \mu_0) \) is an atomless Polish complete probability space, where \( \mathcal{B}(\mathbb{B}) \) is the \( \mu_0 \)-complete Borel \( \sigma \)-algebra of \( \mathbb{B} \). By Lemma 2.2, for any \( n \geq 1 \) we find measurable maps
\[
\tau_n : \Omega \to \mathbb{B}, \quad \tau_n^{-1} : \mathbb{B} \to \Omega
\]
such that
\[
\mathbb{P}(\tau_n^{-1} \circ \tau_n = \text{Id}_\Omega) = \mu_0(\tau_n \circ \tau_n^{-1} = \text{Id}) = 1,
\]
\[
\mathbb{P} = \mu_0 \circ \tau_n, \quad \mu_0 = \mathbb{P} \circ \tau_n^{-1},
\]
\[
\|\xi_0 - \tau_n\|_{L^\infty(\mathbb{P})} + \|\text{Id} - \xi_0 \circ \tau_n^{-1}\|_{L^\infty(\mu_0)} \leq \frac{1}{n},
\]
where \( \text{Id} = \text{Id}_{\mathbb{B}} \) is the identity map on \( \mathbb{B} \).

Since \( f \) is \( L \)-differentiable at \( \mu_0 \), there exists a decreasing function \( h : [0, 1] \to [0, \infty) \) with \( h(r) \downarrow 0 \) as \( r \downarrow 0 \) such that
\[
\sup_{\|\phi\|_{L^p(\mu_0)} \leq r} |f(\mu_0 \circ (\text{Id} + \phi)^{-1}) - f(\mu_0) - D^L_{\phi} f(\mu_0)| \leq rh(r), \quad r \in [0, 1].
\]
By $\mathcal{L}_{\xi_0} \in \mathcal{P}_p(\mathbb{B})$ and (2.4), we have

$$\phi_{n,\varepsilon} := (\xi_0 - \xi_0) \circ \tau_n^{-1} \in T_{\mu, p}, \quad \|\phi_{n,\varepsilon}\|_{T_{\mu, p}} = \|\xi_0 - \xi_0\|_{L^p(\mathbb{P})}. \quad (2.6)$$

Next, (2.4) implies

$$\mathcal{L}_{\tau_n + \xi_0} = \mathbb{P} \circ (\tau_n + \xi_0 - \xi_0)^{-1} = (\mu_0 \circ \tau_n) \circ (\tau_n + \xi_0 - \xi_0)^{-1} = \mu_0 \circ (\text{Id} + \phi_{n,\varepsilon})^{-1}. \quad (2.7)$$

Moreover, by $\xi_0 - \xi_0 \to \xi_0$ in $L^p(\mathbb{P})$ as $\varepsilon \downarrow 0$, we find a constant $c \geq 1$ such that

$$\|\xi_0 - \xi_0\|_{L^p(\mathbb{P})} \leq c\varepsilon, \quad \varepsilon \in [0, 1]. \quad (2.8)$$

Combining (2.4)-(2.8) leads to

$$|f(\mathcal{L}_{\tau_n + \xi_0} - f(\mathcal{L}_{\xi_0}) - \mathbb{E}[\mathbb{B} \cdot ((D^L f)(\mu_0)(\tau_n)), (\xi_0 - \xi_0)]_{\mathbb{B}}]|
= |f(\mu_0 \circ (\text{Id} + \phi_{n,\varepsilon})^{-1}) - f(\mu_0) - D^L_{\phi_{n,\varepsilon}} f(\mu_0)|
\leq \|\phi_{n,\varepsilon}\|_{T_{\mu, p}} \mathbb{E}[\|\phi_{n,\varepsilon}\|_{T_{\mu, p}}] = \|\xi_0 - \xi_0\|_{L^p(\mathbb{P})} h(\|\xi_0 - \xi_0\|_{L^p(\mathbb{P})}, \varepsilon \in [0, c^{-1}]. \quad (2.9)$$

Since $f(\mu)$ is continuous in $\mu$ and $D^L f(\mu_0)(x)$ is continuous in $x$, by (2.1) and (2.4), we may apply the dominated convergence theorem to deduce from (2.9) with $n \to \infty$ that

$$|f(\mathcal{L}_\varepsilon) - f(\mathcal{L}_{\xi_0}) - \mathbb{E}[\mathbb{B} \cdot ((D^L f)(\mu_0)(\xi_0), (\xi_0 - \xi_0)]_{\mathbb{B}}]|
\leq \|\xi_0 - \xi_0\|_{L^p(\mathbb{P})} h(\|\xi_0 - \xi_0\|_{L^p(\mathbb{P})}, \varepsilon \in [0, c^{-1}].$$

Combining this with (2.8) and $h(r) \to 0$ as $r \to 0$, we prove (2.2).

(2) When $\mu_0$ has an atom, we take a $\mathbb{B}$-valued bounded random variable $X$ which is independent of $(\xi_0)_{\varepsilon \in [0, 1]}$ and $L_X$ does not have an atom. Then $\mathcal{L}_{\xi_0 + sX + \tau(\xi_0 - \xi_0)} \in \mathcal{P}_p(\mathbb{B})$ does not have atom for any $s > 0, \varepsilon \in [0, 1]$. By conditions in Theorem 2.1(2), there exists a small constant $s_0 \in (0, 1)$ such that for any $s, \varepsilon \in (0, s_0]$, we may apply (2.2) to the family $\xi_0 + sX + (r + \delta)(\xi_0 - \xi_0)$ for small $\delta > 0$ to conclude

$$f(\mathcal{L}_{\xi_0 + sX}) - f(\mathcal{L}_{\xi_0}) = \int_0^1 \frac{d}{ds} f(\mathcal{L}_{\xi_0 + sX + r(\xi_0 - \xi_0)})|_{s=0} dr
= \int_0^1 \mathbb{E}[\mathbb{B} \cdot (D^L f(\mathcal{L}_{\xi_0 + sX + r(\xi_0 - \xi_0)}))((\xi_0 + sX + r(\xi_0 - \xi_0), (\xi_0 - \xi_0)]_{\mathbb{B}}] dr.$$ 

By conditions in Theorem 2.1(2), we may let $s \downarrow 0$ to derive

$$f(\mathcal{L}_{\xi_0}) - f(\mathcal{L}_{\xi_0}) = \int_0^1 \mathbb{E}[\mathbb{B} \cdot (D^L f(\mathcal{L}_{\xi_0 + r(\xi_0 - \xi_0)}))((\xi_0 + r(\xi_0 - \xi_0), (\xi_0 - \xi_0)]_{\mathbb{B}}] dr, \quad \varepsilon \in (0, s_0).$$

Multiplying both sides by $\varepsilon^{-1}$ and letting $\varepsilon \downarrow 0$, we finish the proof. \hfill \Box

3 Well-posedness of (1.1)

When $p = 2$, the existence and uniqueness of strong solutions to (1.1) follows from [21, Theorem 3.1]; see also [30, Theorem 3.1] for $p \geq 2$, where $b(t, \xi, \mu)$ is Lipschitz continuous in $(\xi, \mu) \in \mathcal{C} \times \mathcal{P}_p(\mathcal{C})$. In the following result, the drift $b(t, \xi, \mu)$ may be non-Lipschitz continuous w.r.t. $\xi$. 
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Lemma 3.1. Assume (A) for some \( p \in [1, \infty) \) and let \( T \geq 0 \). There exists a constant \( c > 0 \) such that for any \( X_0 \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}) \), (1.1) has a functional solution \( X_{[0,T]} := (X_t)_{t \in [0,T]} \) satisfying

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|X_t\|_p \right) \leq c \left( 1 + \mathbb{E} \|X_0\|_p \right),
\]

and any two functional solutions \( X_{[0,T]} \) and \( Y_{[0,T]} \) satisfy

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|X_t - Y_t\|_p \right) \leq c \mathbb{E} \|X_0 - Y_0\|_p.
\]

Consequently, the SDE (1.1) is strongly and weakly well-posed.

Proof. By Itô’s formula and BDG’s inequality, it is easy to derive estimates (3.1) and (3.2) from assumption (A). In particular, the strong uniqueness holds. Next, according to [31, Theorem 2.3], the assumption (A) implies the well-posedness of the decoupled SDE with memory: for any \( \mu \in C([0,T]; \mathcal{P}_p(\mathcal{C})) \) and \( X_0 \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}) \),

\[
dY^\mu(t) = b(t,Y^\mu_t,\mu_t)dt + \sigma(t,Y^\mu_t,\mu_t)dW(t), \quad t > 0, \quad Y_0^\mu = X_0.
\]

As shown in the proof of [22, Lemma 2.1], the weak well-posedness of (1.1) follows from the strong one. So, it remains to prove the strong existence, for which we use the fixed point theorem in the distribution variable as explained in the proof of [20, Theorem 3.3]. For fixed \( T > 0 \), define

\[
\mathcal{D}_T = \{ \mu \in C([0,T]; \mathcal{P}_p(\mathcal{C})) : \mu_0 = \mathcal{L}_{X_0} \},
\]

which is a Polish space under the metric

\[
\mathbb{W}_{p,\lambda}(\mu, \nu) := \sup_{0 \leq t \leq T} \left( e^{-\lambda t} \mathbb{W}_p(\mu_t, \nu_t) \right), \quad \lambda > 0.
\]

Let

\[
(H(\mu))_t = \mathcal{L}_{Y^\mu_t}, \quad t \in [0,T], \mu \in \mathcal{D}_T.
\]

By the fixed-point theorem, for the strong existence and uniqueness of (1.1), it is sufficient to prove the contraction of the mapping \( H \) under the metric \( \mathbb{W}_{p,\lambda} \) for large \( \lambda > 0 \); that is, we only need to verify

1. \( H : \mathcal{D}_T \to \mathcal{D}_T \),

2. There exist constants \( \lambda > 0 \) and \( \alpha \in (0,1) \) such that

\[
W_{p,\lambda}(H(\mu), H(\nu)) \leq \alpha W_{p,\lambda}(\mu, \nu), \quad \mu, \nu \in \mathcal{D}_T.
\]

Under the assumption (A), (i) follows easily from Itô’s formula and BDG’s inequality. Below we only prove (ii). For any \( \mu, \nu \in \mathcal{D}_T \), let \( \Psi(t) = Y^\mu(t) - Y^\nu(t), t \in [-r_0, T] \). By Itô’s formula and (3.3), we find a constant \( c_1 > 0 \) such that

\[
d|\Psi(t)|^p \leq c_1 \left\{ \|\Psi_t\|_p^p + \mathbb{W}_p(\mu_t, \nu_t)^p \right\} dt + dM(t),
\]
where \( M(t) := p \int_0^t |\Psi(s)|^{p-2} \langle \Psi(s), (\sigma(s, Y_s^\mu, \mu_s) - \sigma(s, Y_s^\nu, \nu_s))dW(s) \rangle \).

By BDG’s inequality, and when \( p \in [1, 2) \) the coefficient \( \sigma(t, \xi, \mu) \) depends only on \((t, \xi)\) so that (A) implies

\[
\|\sigma(s, Y_s^\mu, \mu_s) - \sigma(s, Y_s^\nu, \nu_s)\|_{\text{HS}} \leq K \|\Psi_t\|_{\mathcal{C}}^2,
\]

we find constants \( c_2, c_3 > 0 \) such that

\[
\mathbb{E}\left( \sup_{0 \leq s \leq t} |M(s)|^p \right) \leq c_2 \mathbb{E}\left( \int_0^t |\Psi(s)|^{2(p-1)} \left\{ \|\Psi_s\|_{\mathcal{C}}^2 + 1_{\{p \geq 2\}} \mathbb{W}_p(\mu_s, \nu_s)^2 \right\} ds \right)^{\frac{1}{2}} \\
\leq \frac{1}{2} \mathbb{E}\|\Psi_t\|_{\mathcal{C}}^p + c_3 \int_0^t \left\{ \mathbb{E}\|\Psi_s\|_{\mathcal{C}}^p + \mathbb{W}_p(\mu_s, \nu_s)^p \right\} ds.
\]

This, together with (3.4) and \( Y_0^\mu = Y_0^\nu = X_0 \), yields

\[
\mathbb{E}\|\Psi_t\|_{\mathcal{C}}^p \leq c_4 \int_0^t \left\{ \mathbb{E}\|\Psi_s\|_{\mathcal{C}}^p + \mathbb{W}_p(\mu_s, \nu_s)^p \right\} ds, \quad t \in [0, T],
\]

for some constant \( c_4 > 0 \). Thus, the Gronwall inequality gives

\[
\mathbb{E}\|\Psi_t\|_{\mathcal{C}}^p \leq c_4 e^{c_4 T} \int_0^t \mathbb{W}_p(\mu_s, \nu_s)^p ds, \quad t \in [0, T],
\]

which implies that for any \( \lambda > 0 \),

\[
e^{-\lambda t} \mathbb{E}\|\Psi_t\|_{\mathcal{C}}^p \leq c_4 e^{c_4 T} \int_0^t e^{-\lambda(t-s)} e^{-\lambda s} \mathbb{W}_p(\mu_s, \nu_s)^p ds \leq \frac{c_4 e^{c_4 T}}{\lambda} \mathbb{W}_p(\mu, \nu).
\]

Since

\[
W_p,\lambda(H(\mu), H(\nu)) \leq \sup_{0 \leq t \leq T} \left( e^{-\lambda t} \mathbb{E}\|\Psi_t\|_{\mathcal{C}}^p \right),
\]

this implies (ii) for \( \alpha = \frac{1}{2} \) and large enough \( \lambda > 0 \). Therefore, the proof is finished.

\[\square\]

4 The Malliavin derivative of \( X_t^\mu \)

Consider the separable Banach space \( \mathcal{C} \) with the uniform norm \( \|\xi\|_{\mathcal{C}} := \sup_{t \in [-r_0, 0]} |\xi(t)| \).

For a Gâteaux differentiable matrix-valued function \( f \) on \( \mathcal{C} \), let

\[
\|\nabla f(\xi)\| := \sup_{\eta \in \mathcal{C}, \|\eta\|_{\mathcal{C}} \leq 1} \|\nabla f(\xi)\|_{\text{HS}}, \quad \xi \in \mathcal{C},
\]

where

\[
(\nabla f(\xi))(\eta) := \lim_{\varepsilon \to 0} \frac{f(\xi + \varepsilon \eta) - f(\xi)}{\varepsilon}.
\]

Besides (A), we will need the following assumption. A function \( f \) on \( \mathcal{C} \) is called \( C^1 \)-smooth, denoted by \( f \in C^1(\mathcal{C}) \), if it is Gâteaux differentiable with derivative \( \nabla f(\xi) \) continuous in \( \xi \). Moreover, if the derivative is bounded, we write \( f \in C^1_b(\mathcal{C}) \). It is well known that a function \( f \in C^1_b(\mathcal{C}) \) is Fréchet differentiable.
Let $p \in [1, \infty)$. $\sigma(t, \xi, \mu)$ and $b(t, \xi, \mu)$ are bounded on bounded subsets of $[0, \infty) \times \mathcal{C} \times \mathcal{P}_p(\mathcal{C})$, $C^1$-smooth in $\xi \in \mathcal{C}$ and $L$-differentiable in $\mu \in \mathcal{P}_p(\mathcal{C})$, and satisfy the following conditions.

\[(B_1) \quad \{(\nabla_\eta \sigma)(t, \cdot, \mu)\}(\xi)\text{ is continuous in } (\xi, \eta) \in \mathcal{C} \times \mathcal{C}, \text{ and there exist increasing functions } K_1, K_2 : [0, \infty) \to [0, \infty) \text{ such that}
\]
\[
\|\{(\nabla b)(t, \cdot, \mu)\}(\xi)\| \leq K_1(t)\{1 + \|\xi\|_{\mathcal{C}}^{(p-2)\frac{1}{2}} + K_2(\|\mu\|_{\mathcal{P}})\}, \quad (t, \xi, \mu) \in [0, \infty) \times \mathcal{C} \times \mathcal{P}_p(\mathcal{C}).
\]

\[(B_2) \quad b(t, \xi, \cdot), \sigma(t, \xi, \cdot) \in C^1(\mathcal{P}_p(\mathcal{C})) \text{ with}
\]
\[
\sup_{(t, \xi, \mu) \in [0, T] \times \mathcal{C} \times \mathcal{P}_p(\mathcal{C})} \{\mu(D^t b(t, \xi, \cdot)(\mu)(\cdot))_{\mathcal{C}}^2 + \mu(D^t \sigma(t, \xi, \cdot)(\mu)(\cdot))_{\mathcal{C}}^2\} < \infty, \quad T > 0.
\]

\[(B_3) \quad \text{For any } T > 0 \text{ there exists a constant } K > 0 \text{ such that for any } t \in [0, T],
\]
\[
2\langle \xi(0), \{(\nabla_\xi b)(t, \cdot, \mu)\}(\eta) \rangle^+ + \|\{(\nabla_\xi \sigma)(t, \cdot, \mu)\}(\eta)\|_{\text{HS}}^2 \leq K\|\xi\|_{\mathcal{C}}^2, \quad \xi, \eta \in \mathcal{C}, \mu \in \mathcal{P}_p(\mathcal{C}).
\]

\[(B_4) \quad \text{If } p \in [1, 2], \text{ then } \sigma(t, \xi, \mu) = \sigma(t, \xi) \text{ depends only on } t \text{ and } \xi, \text{ and there exists an increasing function } K : [0, \infty) \to [0, \infty) \text{ such that}
\]
\[
\|\sigma(t, \xi, \mu)\| \leq K(t)(1 + \|\xi\|_{\mathcal{C}}^\frac{p}{2}), \quad \xi \in \mathcal{C}.
\]

Obviously, (B) implies (A) so that Lemma 3.1 applies. For any $T > 0$, set $\mathcal{C}_T := C([0, T]; \mathbb{R}^m)$ and consider the Cameron-Martin space
\[
\mathcal{H} = \left\{ h \in \mathcal{C}_T \middle| h(0) = 0, \dot{h}(t) \text{ exists a.e. } t, \|h\|_{\mathcal{H}} := \left( \int_0^T |\dot{h}(t)|^2 dt \right)\frac{1}{2} < \infty \right\}.
\]

By the pathwise uniqueness of (1.1), we may regard $X_t^\mu$ as a $\mathcal{C}$-valued function of $X_0^\mu$ and $W$, and investigate its Malliavin derivative w.r.t. the Brownian motion $W$. For any $h \in L^\infty(\Omega \to \mathcal{H}, \mathbb{P})$ and $\varepsilon \geq 0$, consider the SDE
\[
\begin{align*}
\text{(4.1) } dX_{t}^{h,\varepsilon,\mu}(t) & = \{b(t, X_t^{h,\varepsilon,\mu}, \mu_t) + \varepsilon \sigma(t, X_t^{h,\varepsilon,\mu}, \mu_t)\dot{h}(t)\}dt + \sigma(t, X_t^{h,\varepsilon,\mu}, \mu_t)dW(t), \\
& \quad t \in [0, T], X_0^{h,\varepsilon,\mu} = X_0^\mu, \mu_t := \mathcal{L}_{X_t^\mu}.
\end{align*}
\]

When $h$ is adapted, according to the proof of Lemma 3.1, assumption (A) implies the existence and uniqueness of this SDE.

The directional Malliavin derivative of $X^\mu(t)$ along $h$ is given by
\[
D_h X^\mu(t) := \lim_{\varepsilon \to 0} \frac{X_{t}^{h,\varepsilon,\mu}(t) - X_t^\mu(t)}{\varepsilon}
\]
provided the limit exists in $L^2(\Omega \to C([0, T]; \mathbb{R}^d), \mathbb{P})$. To prove the existence of this limit, we first present the following lemma.
Lemma 4.1. Assume (A) and let $(B_4)$ hold if $p \in [1, 2)$. Let $h \in L^\infty(\Omega \to \mathcal{H}, \mathbb{P})$ which is adapted if $\sigma(t, \xi, \mu)$ depends on $\xi$, and let $X_0 \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})$. Then there exists a constant $c > 0$ such that

$$
E \left( \sup_{0 \leq t \leq T} \| X^{t, h, \epsilon, \mu}_t - X^\mu_t \|_{\mathcal{C}}^{2\nu p} \right) \leq c \epsilon^{2\nu p}, \quad \epsilon \in [0, 1].
$$

Proof. Below, we only consider the case that $h$ is adapted and $\sigma(t, \xi, \mu)$ depends on $\xi$, since the proof for the setup that $\sigma(t, \xi, \mu)$ is independent of $\xi$ is even simpler.

Let $Z^{h, \epsilon}(t) = \frac{X^{h, \epsilon, \mu}_t - X^\mu_t}{\epsilon}$ and

$$
\tau_n = \inf \left\{ t \geq 0 : \| X^\mu_t \|_{\mathcal{C}} + \| X^{h, \epsilon, \mu}_t \|_{\mathcal{C}} \geq n \right\}, \quad n \geq 1.
$$

By (1.1) and (4.1), we have

$$
dZ^{h, \epsilon}(t) = \left\{ \frac{b(t, X^{h, \epsilon, \mu}_t, \mu_t) - b(t, X^\mu_t, \mu_t)}{\epsilon} + \sigma(t, X^{h, \epsilon, \mu}_t, \mu_t) \dot{h}(t) \right\} dt + \frac{1}{\epsilon} \sigma(t, X^{h, \epsilon, \mu}_t, \mu_t) - \sigma(t, X^\mu_t, \mu_t) dW(t), \quad Z^{h, \epsilon}_0 = 0.
$$

Applying Itô’s formula and taking (A) and $Z^{\epsilon}_0 = 0$ into account yields, for $q := 2 \lor p$,

$$
|Z^{h, \epsilon}(t \wedge \tau_n)|^q \leq \frac{q}{2} \left\{ \frac{2}{\epsilon^2} \left[ \langle Z^{h, \epsilon}(s), b(s, X^{h, \epsilon, \mu}_s, \mu_s) - b(s, X^\mu_s, \mu_s) \rangle \right] + \frac{q - 1}{\epsilon^2} \| \sigma(s, X^{h, \epsilon, \mu}_s, \mu_s) - \sigma(s, X^\mu_s, \mu_s) \|_{HS}^2 \right\} ds + N^{\epsilon}(t) + M^{\epsilon}(t)
$$

for some constant $c > 0$, where, by setting $r^0 = 1$ for $r \in [0, \infty)$ in case of $p = 1$,

$$
N^{\epsilon}(t) := q \int_0^{t \wedge \tau_n} |Z^{h, \epsilon}(s)|^{q-1} |\sigma(s, X^{h, \epsilon, \mu}_s, \mu_s) \dot{h}(s)| ds,
$$

$$
M^{\epsilon}(t) := \frac{q}{\epsilon} \int_0^{t \wedge \tau_n} |Z^{h, \epsilon}(s)|^{q-2} \langle Z^{h, \epsilon}(s), (\sigma(s, X^{h, \epsilon, \mu}_s, \mu_s) - \sigma(s, X^\mu_s, \mu_s)) dW(s) \rangle.
$$

Let $\psi > 0$ be a constant such that $\| \dot{h} \|_{\mathcal{H}} \leq \psi$ due to $h \in L^\infty(\Omega \to \mathcal{H}, \mathbb{P})$. By Hölder’s and Young’s inequalities, Lemma 3.1, (A) and $(B_4)$ when $p \in [1, 2)$, we find constants $c_0, c_1 > 0$ such that

$$
E \left( \sup_{0 \leq s \leq t \wedge \tau_n} |N^{\epsilon}(s)| \right) \leq q \psi E \left( \sup_{0 \leq s \leq t \wedge \tau_n} |Z^{h, \epsilon}(s)|^{2(q-1)} \int_0^{t \wedge \tau_n} |\sigma(s, X^{h, \epsilon, \mu}_s, \mu_s)\|_{HS}^2 ds \right)^{1/2}
$$

$$
\leq \frac{1}{4} E \left( \sup_{0 \leq s \leq t \wedge \tau_n} |Z^{h, \epsilon}(s)|^q \right) + c_0 E \left( \int_0^t (1 + \| X^{h, \epsilon, \mu}_s \|_{\mathcal{C}}^{2\nu p}) ds \right)^{2\nu p}
$$

$$
\leq \frac{1}{4} E \left( \sup_{0 \leq s \leq t \wedge \tau_n} |Z^{h, \epsilon}(s)|^q \right) + c_1, \quad t \in [0, T].
$$
By (A) and the BDG inequality, there exist constants $c_2, c_3 > 0$ such that

\[
E \left( \sup_{0 \leq s \leq t \wedge \tau_n} |M^\varepsilon(s)| \right) \leq c_2 E \left( \sup_{0 \leq s \leq t \wedge \tau_n} \|Z^{h,\varepsilon}_s\|_\varepsilon^q \int_0^{t \wedge \tau_n} \|Z^{h,\varepsilon}_s\|_\varepsilon^q \right)^{1/2}
\]

(4.6)

\[
\leq \frac{1}{4} E \left( \sup_{0 \leq s \leq t \wedge \tau_n} \|Z^{h,\varepsilon}_s\|_\varepsilon^4 \right) + c_3 \int_0^t E \|Z^{h,\varepsilon}_{s \wedge \tau_n}\|_\varepsilon^4 ds.
\]

Combining (4.4)-(4.6), we find a constant $c > 0$ such that

\[
E \left( \sup_{0 \leq s \leq t \wedge \tau_n} \|Z^{h,\varepsilon}_s\|_\varepsilon^4 \right) \leq c + c \int_0^t E \|Z^{h,\varepsilon}_{s \wedge \tau_n}\|_\varepsilon^4 ds < \infty, \quad t \in [0, T], \ \varepsilon \in [0, 1].
\]

By applying Gronwall’s inequality followed by letting $n \to \infty$, we derive (4.2). \qed

**Lemma 4.2.** Assume (B). For any $X_0^\mu \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})$ and $h \in L^\infty(\Omega \to \mathcal{H}, \mathbb{P})$ which is adapted if $\sigma(t, \xi, \mu)$ depends on $\xi$, the limit

\[
D_h X^\mu_t := \lim_{\varepsilon \to 0} \frac{X^{h,\varepsilon,\mu}_t - X^\mu_t}{\varepsilon}, \quad t \in [0, T]
\]

exists in $L^2(\Omega \to C([0, T]; \mathcal{C}), \mathbb{P})$, and it is the unique solution of the following SDE with memory

\[
dw^h(t) = \left\{ \left( \nabla \cdot b(t, \cdot, \mu_t) \right)(X^\mu_t) + \sigma(t, X^\mu_t, \mu_t)h(t) \right\} dt
\]

(4.8)

\[
+ \left\{ \left( \nabla \cdot \sigma(t, \cdot, \mu_t) \right)(X^\mu_t) \right\} dW(t), \quad t \in [0, T], \ w_0^h = 0, \ \mu_t := \mathcal{L}_t.
\]

**Proof.** By (B3) and the boundedness of $\sigma$ due to (B1), for any adapted $h \in L^2(\Omega \to \mathcal{H}, \mathbb{P})$, the SDE (4.8) has a unique solution in $L^2(\Omega \to C([0, T]; \mathcal{C}), \mathbb{P})$ and for some constant $C > 0$,

\[
E \left( \sup_{0 \leq t \leq T} \|w^h_t\|_\varepsilon^2 \right) \leq C \|h\|_{\mathcal{H}}^2 < \infty.
\]

(4.9)

So, it remains to prove that the limit in (4.7) exists in $L^2(\Omega \to C([0, T]; \mathcal{C}), \mathbb{P})$, and it solves (4.8). Let $\Lambda^{h,\varepsilon}(t) = Z^{h,\varepsilon}(t) - w^h(t)$, where $Z^{h,\varepsilon}(t) := X^{h,\varepsilon}(t) - X^\mu(t)$ as before. Then, it suffices to verify

\[
\lim_{\varepsilon \to 0} E \left( \sup_{0 \leq t \leq T} |\Lambda^{h,\varepsilon}(t)|^2 \right) = 0.
\]

(4.10)

Observe that (4.2) and (4.9) imply

\[
E \left( \sup_{0 \leq t \leq T} |\Lambda^{h,\varepsilon}(t)|^2 \right) < \infty.
\]

(4.11)

By (B3) and (4.8), we have

\[
d\Lambda^{h,\varepsilon}(t) = \left\{ \left( \nabla \cdot b(t, \cdot, \mu_t) \right)(X^\mu_t) + \Gamma_1^\varepsilon(t) \right\} dt
\]

(4.12)

\[
+ \left\{ \left( \nabla \cdot \sigma(t, \cdot, \mu_t) \right)(X^\mu_t) + \Gamma_2^\varepsilon(t) \right\} dW(t),
\]
where

\begin{equation}
\Gamma_1^\epsilon(t) := \left( \sigma(t, X_t^{h,\epsilon,\mu}, \mu_t) - \sigma(t, X_t^\mu, \mu_t) \right) \hat{h}(t) + \int_0^1 \left\{ (\nabla Z_{t,\epsilon} b)(t, \cdot, \mu_t) \right\} (X_t^\mu + \theta(X_t^{h,\epsilon,\mu} - X_t^\mu)) - \left\{ (\nabla Z_{t,\epsilon}^h b)(t, \cdot, \mu_t) \right\} (X_t^\mu) \right\} d\theta
\end{equation}

\begin{equation}
\Gamma_2^\epsilon(t) := \int_0^1 \left\{ (\nabla Z_{t,\epsilon}^* \sigma)(t, \cdot, \mu_t) \right\} (X_t^\mu + \theta(X_t^{h,\epsilon,\mu} - X_t^\mu)) - \left\{ (\nabla Z_{t,\epsilon}^h \sigma)(t, \cdot, \mu_t) \right\} (X_t^\mu) \right\} d\theta.
\end{equation}

Obviously, when \( \sigma(t, \xi, \mu) = \sigma(t, \mu) \) does not depend on \( \xi \), the noise term in (4.12) disappears so that the SDE reduces to an ODE for which we can allow \( h \) to be non-adapted. Applying Itô’s formula yields

\begin{equation}
\left| \Lambda_{s}^{h,\epsilon}(t) \right|^2 \leq \int_0^t \left\{ 2\left\langle \Lambda^{h,\epsilon}(s), \left\{ (\nabla \Lambda_{s}^{h,\epsilon} b)(s, \cdot, \mu_s) \right\} (X_s^\mu) \right\rangle + 2\left\| \left\{ (\nabla \Lambda_{s}^{h,\epsilon} \sigma)(s, \cdot, \mu_s) \right\} (X_s^\mu) \right\|_{\text{HS}}^2 \right\} ds
\end{equation}

\begin{equation}
+ 2\int_0^t \left\{ \left\langle \Lambda^{h,\epsilon}(s), \Gamma_1^\epsilon(s) \right\rangle + \left\| \Gamma_2^\epsilon(s) \right\|_{\text{HS}}^2 \right\} ds
\end{equation}

\begin{equation}
+ 2\int_0^t \left\langle \Lambda^{h,\epsilon}(s), \left\{ \left\{ (\nabla \Lambda_{s}^{h,\epsilon} \sigma)(s, \cdot, \mu_s) \right\} (X_s^\mu) + \Gamma_2^\epsilon(s) \right\} dW(s) \right\rangle
\end{equation}

=: \gamma_1^\epsilon(t) + \gamma_2^\epsilon(t) + \gamma_3^\epsilon(t).

Obviously, \((B_3)\) implies

\begin{equation}
\mathbb{E}\left( \sup_{0 \leq s \leq t} \gamma_1^\epsilon(s) \right) \leq 3K \int_0^t \mathbb{E}\left\| \Lambda_{s}^{h,\epsilon} \right\|_{\text{H}^2}^2 ds,
\end{equation}

while Cauchy-Schwarz’s inequality gives

\begin{equation}
\mathbb{E}\left( \sup_{0 \leq s \leq t} \gamma_2^\epsilon(s) \right) \leq \int_0^t \left\{ 2\mathbb{E}\left| \Lambda^{h,\epsilon}(s) \right|^2 + \mathbb{E}\left| \Gamma_1^\epsilon(s) \right|^2 + 2\mathbb{E}\left\| \Gamma_2^\epsilon(s) \right\|_{\text{HS}}^2 \right\} ds.
\end{equation}

Next, by \((B_3)\) and BDG’s inequality, we find constants \( c_1, c_2 > 0 \) such that

\begin{equation}
\mathbb{E}\left( \sup_{0 \leq s \leq t} \gamma_3^\epsilon(s) \right) \leq c_1 \mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Lambda^{h,\epsilon}(s) \right|^2 \right) \int_0^t \left\{ \left\| \left\{ (\nabla \Lambda_{s}^{h,\epsilon} \sigma)(s, \cdot, \mu_s) \right\} (X_s^\mu) + \Gamma_2^\epsilon(s) \right\|_{\text{HS}}^2 \right\} ds
\end{equation}

\begin{equation}
\leq \frac{1}{2} \mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Lambda^{h,\epsilon}(s) \right|^2 \right) + c_2 \int_0^t \left\{ \mathbb{E}\left\| \Lambda_{s}^{h,\epsilon} \right\|_{\text{H}^2}^2 + \mathbb{E}\left\| \Gamma_2^\epsilon(s) \right\|_{\text{HS}}^2 \right\} ds.
\end{equation}

Combining (4.14), (4.15) with (4.16), there exists a constant \( c_3 > 0 \) such that

\begin{equation}
\mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Lambda^{h,\epsilon}(s) \right|^2 \right) \leq c_3 \int_0^t \mathbb{E}\left\| \Lambda_{s}^{h,\epsilon} \right\|_{\text{H}^2}^2 ds + c_3 \int_0^t \left\{ \mathbb{E}\left\| \Gamma_1^\epsilon(s) \right\|^2 + \mathbb{E}\left\| \Gamma_2^\epsilon(s) \right\|_{\text{HS}}^2 \right\} ds.
\end{equation}

By Gronwall’s inequality and (4.11), this implies

\begin{equation}
\mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Lambda^{h,\epsilon}(s) \right|^2 \right) \leq c_3 e^{c_4 t} \int_0^t \left\{ \left\| \Gamma_1^\epsilon(s) \right\|^2 + \left\| \Gamma_2^\epsilon(s) \right\|_{\text{HS}}^2 \right\} ds.
\end{equation}
Moreover, by (4.13), we have

\begin{equation}
|\Gamma_1^\varepsilon(t)|^2 + \|\Gamma_2^\varepsilon(t)\|_{\text{HS}}^2 \leq I_\varepsilon(t)|\dot{h}(t)|^2 + J_\varepsilon(t)\|Z_t^{h,\varepsilon}\|_{\varepsilon}^2,
\end{equation}

where according to (B1) and (B3) we find a constant \(c(T) > 0\) increasing in \(T\) such that

\[
I_\varepsilon(t) := 2\|\sigma(t, X_t^{h,\varepsilon,\mu}, \mu_t) - \sigma(t, X_t^{\mu}, \mu_t)\|^2,
\]

\[
J_\varepsilon(t) := 2 \int_0^1 \left\{ \|\{(\nabla b)(t, \cdot, \mu_t)\} (X_t^{\mu} + \theta(X_t^{h,\varepsilon,\mu} - X_t^{\mu})) - \{(\nabla b)(t, \cdot, \mu_t)\} (X_t^{\mu})\|^2
\right.
\]
\[
+ \|\{(\nabla \sigma)(t, \cdot, \mu_t)\} (X_t^{\mu} + \theta(X_t^{h,\varepsilon,\mu} - X_t^{\mu})) - \{(\nabla \sigma)(t, \cdot, \mu_t)\} (X_t^{\mu})\|^2 \right\} d\theta
\]
\[
\leq c(T) \left(1 + \|X_t^{\mu} \|^2 + \|X_t^{h,\varepsilon,\mu} - X_t^{\mu} \|^2 \right) dt,
\]

\[
t \in [0, T].
\]

By (B3), and (4.2) and \(h \in L^\infty(\Omega \to \mathcal{H}, \mathbb{P})\), we obtain

\begin{equation}
\lim_{\varepsilon \to 0} \mathbb{E} \int_0^T I_\varepsilon(t)|\dot{h}(t)|^2 dt \leq 2K\|h\|_{L^\infty(\Omega \to \mathcal{H}, \mathbb{P})} \sup_{t \in [0, T]} \|X_t^{h,\varepsilon,\mu} - X_t^{\mu} \|_{\varepsilon}^2 = 0.
\end{equation}

Below we complete the proof of (4.10) by considering two different cases.

1. When \(p > 2\), (3.1) and (4.2) imply that \(\{\|Z_t^{h,\varepsilon}\|_{\varepsilon}^2 (1 + \|X_t^{\mu} \|^2 \} \varepsilon \in [0, 1]\) is uniformly integrable in \(L^1(\mathbb{P})\) and

\[
\mathbb{E}\|Z_t^{h,\varepsilon}\|_{\varepsilon}^2 \leq c \varepsilon \rightarrow 0.
\]

Then, by the dominated convergence theorem, (4.2) and \(J_\varepsilon(t) \to 0\) in probability, we arrive at

\[
\lim_{\varepsilon \to 0} \mathbb{E} \int_0^T J_\varepsilon(t)\|Z_t^{h,\varepsilon}\|_{\varepsilon}^2 dt = 0.
\]

This, together with (4.18) and (4.19), implies

\begin{equation}
\lim_{\varepsilon \to 0} \mathbb{E} \int_0^T \{|\Gamma_1^\varepsilon(t)|^2 + \|\Gamma_2^\varepsilon(t)\|_{\text{HS}}^2\} dt = 0
\end{equation}

so that (4.10) follows from (4.17).

2. When \(p \in [1, 2]\), (B1) and (3.1) imply \(J_\varepsilon(t) \leq K\) for some constant \(K\) depending on \(T\). Then,

\begin{equation}
\mathbb{E} \int_0^t \{|\Gamma_1^\varepsilon(s)|^2 + \|\Gamma_2^\varepsilon(s)\|_{\text{HS}}^2\} ds \leq \varepsilon_T + 2K\int_0^t \|\Lambda^h \varepsilon (s) \|_{\varepsilon}^2 ds, \ t \in [0, T],
\end{equation}

where, by the dominated convergence theorem,

\[
\varepsilon_T := \int_0^T \mathbb{E}\{I_\varepsilon(t)|\dot{h}(t)|^2 + J_\varepsilon(t)\|w_t^{h,\varepsilon}\|_{\varepsilon}^2\} dt \to 0 \quad \text{as} \ \varepsilon \to 0.
\]

Substituting (4.21) into (4.17) and using Gronwall’s lemma, we derive

\[
\lim_{\varepsilon \to 0} \mathbb{E} \left( \lim_{0 \leq t \leq T} \|\Lambda^h \varepsilon (t) \|_{\varepsilon}^2 \right) \leq \lim_{\varepsilon \to 0} \varepsilon_T e^{(\varepsilon + 2K)T} = 0.
\]

Therefore, (4.10) holds.
Let \((D, \mathcal{D}(D))\) be the Malliavin gradient with adjoint (i.e., Malliavin divergence) \((D^*, \mathcal{D}(D^*))\). Then,
\begin{equation}
\mathbb{E}[D_h F] = \mathbb{E}[F D^*(h)], \quad F \in \mathcal{D}(D), \ h \in \mathcal{D}(D^*).
\end{equation}
In particular, if \(h \in L^2(\Omega \to \mathcal{H}, \mathbb{P})\) is adapted, then \(h \in \mathcal{D}(D^*)\) and
\begin{equation}
D^*(h) = \int_0^T \langle \dot{h}(t), dW(t) \rangle,
\end{equation}
see, for example, [24].

**Proposition 4.3.** Assume (B). For any \(h \in \mathcal{D}(D^*)\) which is adapted if \(\sigma(t, \xi, \mu)\) depends on \(\xi\), (4.8) has a unique functional solution satisfying (4.9) for some constant \(C > 0\), and for any \(f \in C^1_b(\mathcal{C})\),
\begin{equation}
\mathbb{E}[(\nabla w^h f)(X^h_T)] = \mathbb{E}[f(X^h_T)D^*(h)].
\end{equation}

**Proof.** As explained in the proof of Lemma 4.2, the first assertion follows from assumptions (A) and (B). So it suffices to prove (4.24).

We first consider \(h \in L^\infty(\Omega \to \mathcal{H}, \mathbb{P}) \cap \mathcal{D}(D^*)\). By Lemma 4.2, the chain rule and (4.22), we obtain
\begin{equation}
\mathbb{E}[(\nabla w^h f)(X^h_T)] = \mathbb{E}[D_h \{f(X^h_T)\}] = \mathbb{E}[f(X^h_T)D^*(h)].
\end{equation}
In general, for adapted \(h \in \mathcal{D}(D^*)\), we choose \((h_n)_{n \geq 0} \subset L^\infty(\Omega \to \mathcal{H}, \mathbb{P}) \cap \mathcal{D}(D^*)\) such that
\begin{equation}
\lim_{n \to \infty} \mathbb{E}[\|h_n - h\|_H^2 + |D^*(h_n) - D^*(h)|^2] = 0.
\end{equation}
In terms of (4.25), we have
\begin{equation}
\mathbb{E}[(\nabla w^{h_n} f)(X^{h_n}_T)] = \mathbb{E}[f(X^{h_n}_T)D^*(h_n)], \quad n \geq 1.
\end{equation}
By (B) and (4.8), we find a constant \(C > 0\) such that
\begin{equation*}
\mathbb{E}\|w^{h_n} - w^{h}_T\|_\sigma^2 \leq C \mathbb{E}\|h - h_n\|_H^2.
\end{equation*}
This, together with \(f \in C^1_b(\mathcal{C})\) and (4.26), yields the desired formula (4.24) by taking \(n \to \infty\) in (4.27). \(\square\)

### 5 The Gâteaux and intrinsic derivatives

For fixed \(p \in [2, \infty)\) and \(X^\mu_0 \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})\) with the distribution \(\mu\), let \((X^\mu_t)_{t \geq 0}\) be the unique solution to (1.1) starting from \(X^\mu_0\). To calculate the intrinsic derivative of \(X^\mu_t\) w.r.t. \(\mu\), we consider the tangent space \(T_{\mu,p} := L^p(\mathcal{C} \to \mathcal{C}, \mu)\), where \(\mathcal{C} := C([-r_0, 0]; \mathbb{R}^d)\) endowed with the uniform norm \(\|\xi\|_\sigma := \sup_{t \in [-r_0, 0]} |\xi(t)|\) is a separable Banach space with the dual space \(\mathcal{C}^*\) consisting of all bounded linear functionals \(\alpha : \mathcal{C} \to \mathbb{R}\). We denote the
derivative of $\nabla$ provided the limit above exists. Obviously, provided the limit above exists.

Let $(X_t^\phi)_{t \geq 0}$ be the functional solution to (1.1) with $X_0^\phi := (\text{Id} + \phi)(X_0^\mu)$, and denote $\mu_t^\phi = \mathcal{L}_{X_t^\phi}$, $t \geq 0$.

Then the directional intrinsic derivative of $X_t^\mu$ along $\phi$ is given by

$$D^L_{\phi}X_t^\mu := \lim_{\varepsilon \to 0} \frac{X_t^{\mu^\phi} - X_t^\mu}{\varepsilon}$$

provided the limit above exists.

More generally, for $\xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})$ and $\varepsilon \in [0, 1]$, we let $X_t^{\varepsilon, \mu}$ be the functional solution to (1.1) with $X_0^{\varepsilon, \mu} = \varepsilon \xi + X_0^\mu$, and denote $\mu_t^{\varepsilon} = \mathcal{L}_{X_t^{\varepsilon, \mu}}$. Then the Gâteaux derivative of $X_t^\mu$ along $\xi$ is

$$\nabla_\xi X_t^\mu := \lim_{\varepsilon \to 0} \frac{X_t^{\varepsilon, \mu} - X_t^\mu}{\varepsilon}$$

provided the limit above exists. Obviously,

$$\nabla_\xi X_t^\mu = D^L_{\phi}X_t^\mu \quad \text{if} \; \xi = \phi(X_0^\mu).$$

To prove the existence of $\nabla_\xi X_t^\mu$, we need the following lemma.

**Lemma 5.1.** Assume (A). For any $T > 0$ and $q \geq p$, there exists a constant $c > 0$ such that

$$\mathbb{E}\left( \sup_{0 \leq s \leq t} ||X_s^{\varepsilon, \mu} - X_s^\mu||_{\mathcal{C}}^q \right) \leq c^q \varepsilon^{q-2} \mathbb{E}||\xi||_{\mathcal{C}}^p, \; t \in [0, T], \; \varepsilon \in [0, 1], \; \xi \in L^q(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}).$$

**Proof.** Set $\Phi^{\varepsilon}(t) := \frac{X_t^{\varepsilon, \mu}(t) - X_t^\mu}{\varepsilon}, t \geq -r_0, \varepsilon > 0$. Since $X_t^{\varepsilon, \mu}$ and $X_t^\mu$ solve (1.1) with the initial values $X_0^{\varepsilon, \mu}$ and $X_0^\mu$, respectively, one has

$$d\Phi^{\varepsilon}(t) = \frac{1}{\varepsilon}\left\{b(t, X_t^{\varepsilon, \mu}, \mu_t^{\varepsilon}) - b(t, X_t^\mu, \mu_t)\right\}dt$$

$$\quad + \frac{1}{\varepsilon}\left\{\sigma(t, X_t^{\varepsilon, \mu}, \mu_t^{\varepsilon}) - \sigma(t, X_t^\mu, \mu_t)\right\}dW(t), \; t \geq 0, \Phi_0^{\varepsilon} = \xi.$$

By (A), and applying Itô’s formula and the fact that

$$\mathbb{W}_p(\mu_t^{\varepsilon}, \mu_t)^p \leq \mathbb{E}||X_s^{\varepsilon, \mu} - X_s^\mu||_{\mathcal{C}}^p = \varepsilon^p \mathbb{E}||\Phi_s^{\varepsilon}||_{\mathcal{C}}^p \leq \varepsilon^p \left\{ \mathbb{E}||\Phi_s^{\varepsilon-q}||_{\mathcal{C}}^q \right\}^{\frac{p}{q}},$$

we find a constant $c_1 > 0$ such that

$$|\Phi^{\varepsilon}(t)|^q \leq \frac{q}{2} \int_0^t |\Phi^{\varepsilon}(s)|^{q-2} \left\{ \frac{2}{\varepsilon} (\Phi^{\varepsilon}(s), b(s, X_s^{\varepsilon, \mu}, \mu_s^{\varepsilon})) - b(s, X_s^\mu, \mu_s) \right\}ds + M^\varepsilon(t)$$

$$\leq \frac{q}{2} \int_0^t \left\{ ||\Phi_s^{\varepsilon-q}||_{\mathcal{C}}^q + \mathbb{E}||\Phi_s^{\varepsilon-q}||_{\mathcal{C}}^q \right\}ds + M^\varepsilon(t), \; t \geq 0,$$
where
\[
M_t^\varepsilon := \frac{q}{\varepsilon} \int_0^t |\Phi^{\varepsilon,\varepsilon}(s)|^{q-2} (\phi^{\varepsilon,\varepsilon}(s), (\sigma(s, X_s^{\varepsilon,\varepsilon}, \mu_s^{\varepsilon,\varepsilon}) - \sigma(s, X_s^{\mu}, \mu_s))dW(s).
\]

Next, by BDG’s inequality and (A), there exist some constants \(c_2, c_3 > 0\) such that
\[
\mathbb{E}\left( \sup_{0 \leq s \leq t} M_t^\varepsilon(s) \right) \leq \frac{c_2}{\varepsilon} \mathbb{E}\left( \sup_{0 \leq s \leq t} |\Phi^{\varepsilon,\varepsilon}(s)|^q \int_0^t |\Phi^{\varepsilon,\varepsilon}(s)|^{q-2} \|\sigma(s, X_s^{\varepsilon,\varepsilon}, \mu_s^{\varepsilon,\varepsilon}) - \sigma(s, X_s^{\mu}, \mu_s)\|^2 ds \right) \frac{1}{2}
\]
\[
\leq \frac{1}{2} \mathbb{E}\left( \sup_{0 \leq s \leq t} |\Phi^{\varepsilon,\varepsilon}(s)|^q \right) + c_3 \mathbb{E}\int_0^t \|\Phi_t^{\varepsilon,\varepsilon}\|^q ds.
\]
Combining this with (5.6), we derive
\[
\mathbb{E}\left( \sup_{0 \leq s \leq t} \|\Phi_t^{\varepsilon,\varepsilon}\|^q \right) \leq 2 \mathbb{E}\|\Phi_t^{\varepsilon,\varepsilon}\|^q + c_4 \int_0^t \mathbb{E}\|\Phi_t^{\varepsilon,\varepsilon}\|^q ds, \quad t \geq 0
\]
for some constant \(c_4 > 0\). By stopping at an exit time as in the proof of Lemma 4.1, we may assume \(\mathbb{E}\left( \sup_{0 \leq s \leq t} \|\Phi_t^{\varepsilon,\varepsilon}\|^q \right) < \infty\), such that (5.4) follows from Gronwall’s inequality. \(\square\)

Consider the following SDE with memory
\[
dv_t^\varepsilon = \left\{ (\nabla_{\varepsilon} b)(t, \cdot, \mu_t)(X_t^\mu) + (\mathbb{E}_{\varepsilon} \langle D^b t, \eta, \cdot \rangle(\mu_t)(X_t^\mu), v_t^\xi)_{\varepsilon} \right\}_{\eta=X_t^\mu} dt
\]
\[
+ \left\{ (\nabla_{\varepsilon} \sigma)(t, \cdot, \mu_t)(X_t^\mu) + (\mathbb{E}_{\varepsilon} \langle D^\sigma t, \eta, \cdot \rangle(\mu_t)(X_t^\mu), v_t^\xi)_{\varepsilon} \right\}_{\eta=X_t^\mu} dW(t)
\]
with the initial value \(v_0^\xi = \xi\), where, for \(t \geq 0, \mu_t := \mathcal{L}_{X_t^\mu}\) and
\[
\mathbb{E}_{\varepsilon} \langle D^b \eta, \cdot \rangle(\mu_t)(X_t^\mu), v_t^\xi)_{\varepsilon} := (\mathbb{E}_{\varepsilon} \langle D^b \eta, \cdot \rangle(\mu_t)(X_t^\mu), v_t^\xi)_{\varepsilon} \in \mathbb{R}^d,
\]
\[
\mathbb{E}_{\varepsilon} \langle D^\sigma \eta, \cdot \rangle(\mu_t)(X_t^\mu), v_t^\xi)_{\varepsilon} := (\mathbb{E}_{\varepsilon} \langle D^\sigma \eta, \cdot \rangle(\mu_t)(X_t^\mu), v_t^\xi)_{\varepsilon} \in \mathbb{R}^d \otimes \mathbb{R}^m.
\]

Let \(p \geq 2\). By (B), this linear SDE has a unique solution. Moreover, by Itô’s formula and BDG’s inequality, we find a constant \(c > 0\) such that
\[
\mathbb{E}\|v_t^\xi\|_{L^p}^p \leq c \mathbb{E}\|\xi\|_{L^q}^q, \quad t \in [0, T], \quad \xi \in L^q(\Omega \rightarrow \mathcal{F}_0, \mathbb{P}). \tag{5.8}
\]

**Lemma 5.2.** Assume (B) for some \(p \geq 2\). Then for any \(\xi \in L^p(\Omega \rightarrow \mathcal{F}_0, \mathbb{P})\), the limit in (5.2) exists in \(L^2(\Omega \rightarrow C([0, T]; \mathcal{F}), \mathbb{P})\) and it gives rise to the unique functional solution of (5.7).

**Proof.** Let \(\Xi_t^{\varepsilon} = \Phi_t^{\varepsilon} - v_t^\xi\), where \((\Phi_t^{\varepsilon})_{t \geq 0}\) solves (5.5). To end the proof, it suffices to prove
\[
\lim_{\varepsilon \rightarrow 0} \mathbb{E}\left( \sup_{0 \leq t \leq T} \|\Xi_t^{\varepsilon}\|_{L^2}^2 \right) = 0, \quad T > 0. \tag{5.9}
\]
Set
\[
X_t^{\varepsilon, \theta}(t) := X_t^{\mu}(t) + \theta(X^{\varepsilon, \mu}(t) - X_t^{\mu}(t)), \quad t \geq -r_0, \quad \theta \in [0, 1].
\]
By (5.5), (5.7) and Theorem 2.1, we obtain
\[d \Xi^\varepsilon(t) = \left\{ (\nabla \Xi^\varepsilon, b(t, \cdot, \mu_t))(X_t^\mu) + (E \varepsilon^* ((D^L b(t, \eta, \cdot)) \xi^\varepsilon, \Xi^\varepsilon) |_{\eta = X_t^\mu} + \Upsilon_1^\varepsilon(t) \right\} dt + \left\{ (\nabla \Xi^\varepsilon, \sigma)(t, \cdot, \mu_t))(X_t^\mu) + (E \varepsilon^* ((D^L \sigma(t, \eta, \cdot)) \xi^\varepsilon, \Xi^\varepsilon) |_{\eta = X_t^\mu} + \Upsilon_2^\varepsilon(t) \right\} dW(t),\]

where
\[\Upsilon_1^\varepsilon(t) := \int_0^1 \left\{ (\nabla \phi^\varepsilon, b(t, \cdot, \mu_t^\varepsilon))(X_t^\varepsilon) - (\nabla \phi^\varepsilon, b(t, \cdot, \mu_t))(X_t) \right\} d\theta + \int_0^1 \left\{ (E \varepsilon^* ((D^L b(t, \eta, \cdot)) \xi^\varepsilon, \Phi^\varepsilon) |_{\eta = X_t^\mu} \right\} d\theta,\]
\[\Upsilon_2^\varepsilon(t) := \int_0^1 \left\{ (\nabla \phi^\varepsilon, \sigma)(t, \cdot, \mu_t^\varepsilon))(X_t^\varepsilon) - (\nabla \phi^\varepsilon, \sigma(t, \cdot, \mu_t))(X_t) \right\} d\theta + \int_0^1 \left\{ (E \varepsilon^* ((D^L \sigma(t, \eta, \cdot)) \xi^\varepsilon, \Phi^\varepsilon) |_{\eta = X_t^\mu} \right\} d\theta.\]

By Itô’s formula, we obtain
\[(5.10) \quad |\Xi^\varepsilon(t)|^2 \leq \Theta_1^\varepsilon(t) + \Theta_2^\varepsilon(t) + \Theta_3^\varepsilon(t) + \Theta_4^\varepsilon(t), \quad t \geq 0,\]

where
\[\Theta_1^\varepsilon(t) := \int_0^t \left\{ 2\Xi^\varepsilon(s), (\nabla \Xi^\varepsilon, b(s, \cdot, \mu_s))(X_s^\mu) \right\} ds + 3\|\nabla \Xi^\varepsilon, \sigma(s, \cdot, \mu_s)(X_s^\mu)\|^2_{HS} + 2\Xi^\varepsilon(s), \{\Xi^\varepsilon, \sigma(s, \cdot, \mu_s)(X_s^\mu)\} \right\} |_{\eta = X_t^\mu} \right\} ds,
\[\Theta_2^\varepsilon(t) := \int_0^t \left\{ 3\|\Upsilon_2(s)\|^2_{HS} + 2\Xi^\varepsilon(s), \Upsilon_1(s) \right\} ds,
\[\Theta_3^\varepsilon(t) := 2\int_0^t \left\{ \Xi^\varepsilon(s), (\nabla \Xi^\varepsilon, \sigma)(s, \cdot, \mu_s)(X_s^\mu) \right\} ds + (E \varepsilon^* ((D^L \sigma(s, \eta, \cdot)) \mu_s)(X_s^\mu), \Xi^\varepsilon, \Pi^\varepsilon, \Phi^\varepsilon) |_{\eta = X_t^\mu} \right\} dW(s).\]

By (B), we find a constant \(c_1 > 0\) such that for any \(t \in [0, T]\),
\[(5.11) \quad \mathbb{E} \left( \sup_{0 \leq s \leq t} \Theta_1^\varepsilon(s) \right) \leq c_1 \int_0^t \left\{ \mathbb{E} \|\Xi^\varepsilon\|^2_{\Pi^\varepsilon} + \mathbb{E} |\Xi^\varepsilon(s)| \sqrt{\mathbb{E} \|\Xi^\varepsilon(s)\|^2_{\Pi^\varepsilon}} \right\} ds \leq 2c_1 \int_0^t \mathbb{E} \|\Xi^\varepsilon\|^2_{\Pi^\varepsilon} ds.
\]

Next, there exists a constant \(c_2 > 0\) such that
\[(5.12) \quad \mathbb{E} \left( \sup_{0 \leq s \leq t} \Theta_2^\varepsilon(s) \right) \leq c_2 \int_0^t \left\{ \mathbb{E} |\Xi^\varepsilon(s)|^2 + \mathbb{E} |\Upsilon_1(s)|^2 + \mathbb{E} |\Upsilon_2(s)|^2 \right\} ds, \quad t \in [0, T].\]
Moreover, applying BDG’s inequality and using \((\nu)\), we find constants \(c_3, c_4 > 0\) such that
\[
\mathbb{E}\left( \sup_{0 \leq s \leq t} \Theta^\varepsilon_s (s) \right) \leq c_3 \mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Xi^\varepsilon_s (s) \right|^2 \right) \int_0^t \left\{ \mathbb{E}\left[ \left\| \left( \nabla_{\Xi^\varepsilon_s} \sigma \right) (s, \cdot, \mu_s) \right\| \right] (X^\mu_s) \right\} ds + c_4 \int_0^t \left\{ \mathbb{E}\left[ \left| \Xi^\varepsilon_s (s) \right|^2 \right] + \mathbb{E}\left[ \left| \gamma^\varepsilon_s (s) \right|^2 \right] \right\} ds, \quad t \in [0, T].
\]
Substituting this and (5.11), (5.12) into (5.10), and noting that \(\Xi^\varepsilon_0 = 0\), we find a constant \(c > 0\) such that
\[
\mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Xi^\varepsilon_s (s) \right|^2 \right) \leq c \int_0^t \mathbb{E}\left[ \left| \Xi^\varepsilon_s (s) \right|^2 \right] ds + c \int_0^t \left\{ \mathbb{E}\left[ \left| \gamma^\varepsilon_s (s) \right|^2 \right] \right\} ds, \quad t \in [0, T].
\]
Since \(\mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Xi^\varepsilon_s (s) \right|^2 \right) < \infty\) due to (5.4) and (5.8), Gronwall’s inequality yields
\[
\mathbb{E}\left( \sup_{0 \leq s \leq t} \left| \Xi^\varepsilon_s (s) \right|^2 \right) \leq c e^{cT} \int_0^T \left\{ \mathbb{E}\left[ \left| \gamma^\varepsilon_s (t) \right|^2 \right] \right\} ds.
\]
This implies (5.9) by following the argument to deduce (4.10) from (4.17).

Let \(C^1_p (\mathcal{C})\) be the class of functions \(f \in C^1 (\mathcal{C})\) such that for some constant \(c > 0\),
\[
\|\nabla f (\xi)\| \leq c (1 + \|\xi\|^{-p-1}), \quad \xi \in \mathcal{C}.
\]

**Proposition 5.3.** Assume (\(\nu\)) for some \(p \geq 2\). For any \(T \geq 0\), \(f \in C^1_p (\mathcal{C})\) and \(\mu \in \mathcal{P}_p (\mathcal{C})\), \((P_T f)(\mu)\) is \(L\)-differentiable w.r.t. \(\mu \in \mathcal{P}_p (\mathcal{C})\) and
\[
D^L\phi (P_T f)(\mu) = \mathbb{E}\mathcal{E} \cdot (\nabla f (X^\mu_T), \nabla \phi (X^\mu_T)) \mathcal{E}.
\]
Consequently, letting \(\Phi : \mathcal{C} \to \mathcal{C}\) be a measurable function such that
\[
\Phi (X^\mu_0) = \mathbb{E}(\{\nabla X^\mu_T\}^* \nabla f (X^\mu_T)|X^\mu_0),
\]
we have \(D^L (P_T f)(\mu) = \Phi\).

**Proof.** Let \(X^{\phi, \mu}_t = X^{\mu_0 (\text{Id} + \phi)^{-1}}_t\) be the functional solution to (1.1) with initial value \(X^\mu_0 + \phi (X^\mu_0)\). For any \(f \in C^1_p (\mathcal{C})\), by Lemma 5.2, (5.8) and (5.14), we may apply Taylor’s expansion to derive that for small \(\|\phi\|_{T_{\mu,p}}\),
\[
(P_T f)(\mu^\phi f (X^\mu_T)_T) f (X^\mu_T) = \mathbb{E}\mathcal{E} \cdot (\nabla f (X^\mu_T), \nabla \phi (X^\mu_T), X^\mu_T) \mathcal{E} + o(\|\phi\|_{T_{\mu,p}}).
\]
This implies the desired assertion.

6 Bismut formula for the $L$-derivative

In this section, we consider (1.1) with $\sigma(t, \xi, \mu) = \sigma(t, \xi(0))$ dependent only on $t$ and $\xi(0)$, i.e.,

$$dX(t) = b(t, X_t, \mathcal{L}X_t)dt + \sigma(t, X(t))dW(t).$$

We aim to investigate the intrinsic derivative of $(P_t f)(\mu)$, given by (1.2) associated with $X^\mu_t$.

The main results (Theorems 6.2, 6.3 and 6.4 below) of this part generalize those derived in [4] for SDEs with memory and in [27] for McKean-Vlasov SDEs without memory. Going back to the case $r_0 = 0$ (i.e. without memory), the conditions in Theorems 6.2 and 6.3 are weaker than the corresponding ones used in [27], since the drift $b$ herein is allowed to be non-Lipschitz continuous w.r.t. the space variables. We will first prove a general result and then apply it to establish the Bismut formula for (1.1) with additive and multiplicative noise, respectively.

6.1 A general result

**Theorem 6.1.** Assume (B) for some $p \geq 2$, and let $T > r_0$. Suppose that for any $\mu \in \mathcal{P}_p(\mathcal{C})$ and $\xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})$, there exists $h_{\xi,\mu} \in \mathcal{D}(D^*)$, which is adapted when $\sigma(t, \xi, \mu)$ depends on $\xi$, such that

$$w^h_{\xi,\mu} = \nabla_\xi X^\mu_T,$$

where $\nabla_\xi X^\mu_T$ is in (5.2) and $w^h_{\xi,\mu}$ solves (4.8) for $h = h_{\xi,\mu}$. Moreover, suppose that for some increasing function $\alpha_T : [0, \infty) \to [0, \infty)$ we have

$$E|D^*(h_{\xi,\mu})|^2 \leq \alpha_T(||\mu||_p)(E||\xi||_{21}^p)^2, \quad \xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}), \mu \in \mathcal{P}_p(\mathcal{C}).$$

Then the following assertions hold.

1. For any $f \in \mathcal{B}_b(\mathcal{C})$,

$$|(P_T f)(\mu) - (P_T f)(\nu)| \leq \sqrt{\alpha_T(||\mu||_p \vee ||\nu||_p)||f||_\infty \mathcal{W}_p(\mu, \nu)}, \quad \mu, \nu \in \mathcal{P}_p(\mathcal{C}).$$

2. For any $f \in C^1_b(\mathcal{C})$, $(P_T f)(\mu)$ is intrinsically differentiable in $\mu \in \mathcal{P}_p(\mathcal{C})$ such that

$$D^L_{\phi}(P_T f)(\mu) = E[f(X^\mu_t)D^*(h_{\phi(X^\mu_t)}^\mu)], \quad \phi \in T_{\mu,p}.$$

Consequently,

$$\|D^L(\mu)(P_T f)(\mu)\|_{T_{\mu,p}}^2 \leq \alpha_T(||\mu||_p)(P_T f^2)(\mu), \quad \mu \in \mathcal{P}_p(\mathcal{C}).$$

3. If moreover

$$\lim_{\mathcal{W}_p(\nu, \mu) \to 0} \sup_{\mathbb{E}(\xi \in (0,1))} \frac{E|D^*(h_{\xi,\mu}) - D^*(h_{\xi,\nu})|^2}{E||\xi||_{21}^p} = 0, \quad \mu \in \mathcal{P}_p(\mathcal{C}),$$

then for any $f \in C_b(\mathcal{C})$, $(P_T f)(\mu)$ is $L$-differentiable in $\mu \in \mathcal{P}_p(\mathcal{C})$ and (6.6) holds.
Proof. (1) We first consider \( f \in C_b^1(\mathcal{C}) \). Recall that \( X_t^{\varepsilon,\mu} \) is the functional solution to (1.1) with \( X_0^{\varepsilon,\mu} = \varepsilon \xi + \mu_0 \), and \( \mu_t^{\varepsilon,\mu} = \mathcal{L}^{X_t^{\varepsilon,\mu}} \). Then, we have

\[
\frac{d}{ds} \mathbb{E} f(X_T^{\varepsilon,\mu}) := \lim_{\varepsilon \to 0} \frac{\mathbb{E} f(X_T^{\varepsilon + \varepsilon,\mu}) - \mathbb{E} f(X_T^{\varepsilon,\mu})}{\varepsilon} = \nabla_\xi (P_T f)(\mu^{\xi,s}), \quad s \in [0, 1].
\]

Then, by applying (6.2) with \( \mu \) replaced by \( \mu^{\xi,s} \) and using Proposition 4.3, we obtain

\[
\frac{d}{ds} \mathbb{E} f(X_T^{\varepsilon,\mu}) = \mathbb{E} \left[ \varepsilon \nabla f(X_T^{\varepsilon,\mu}), \nabla X_T^{\varepsilon,\mu} \right] = \mathbb{E} \left[ f(X_T^{\varepsilon,\mu}) D^*(\mathbb{L}_{\mathcal{C}}) \right].
\]

Whence, one has

\[
(P_T f)(\mathcal{L}^{X_0^{\varepsilon,\mu}}) - (P_T f)(\mu) = \mathbb{E} f(X_T^{\varepsilon,\mu}) - \mathbb{E} f(X_T^{\mu}) = \int_0^1 \frac{d}{ds} \mathbb{E} f(X_T^{\varepsilon,\mu}) ds
\]

(6.9)

\[
= \int_0^1 \mathbb{E} \left[ f(X_T^{\varepsilon,\mu}) D^*(\mathbb{L}_{\mathcal{C}}) \right] ds, \quad f \in C_b^1(\mathcal{C}).
\]

Let

\[
\tilde{\mu}_T(A) = \int_0^1 \mathbb{E} [1_A(X_T^{\varepsilon,\mu}) D^*(\mathbb{L}_{\mathcal{C}})] ds, \quad A \in \mathcal{B}(\mathcal{C}).
\]

Since \( C_b^1(\mathcal{C}) \) is dense in \( L^1(\mathcal{L}^{X_0^{\varepsilon,\mu}} + \mathcal{L}^{X_0^{\mu}} + \tilde{\mu}_T) \supset \mathcal{B}(\mathcal{C}) \), (6.9) implies

\[
(P_T f)(\mathcal{L}^{X_0^{\varepsilon,\mu}}) - (P_T f)(\mu) = \int_0^1 \mathbb{E} \left[ f(X_T^{\varepsilon,\mu}) D^*(\mathbb{L}_{\mathcal{C}}) \right] ds, \quad f \in \mathcal{B}(\mathcal{C}).
\]

Now, for any \( \nu \in \mathcal{P}_p(\mathcal{C}) \), let \( \xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}) \) such that \( \mathcal{L}^{X_0^{\nu}} = \nu \) and

\[
\mathbb{W}_p(\mu, \nu) = \left\{ \mathbb{E} ||\xi||_{\mathcal{C}}^p \right\}^{\frac{1}{p}}.
\]

We deduce form (6.10) that

\[
|(P_T f)(\mu) - (P_T f)(\nu)| \leq ||f||_\infty \sup_{s \in [0,1]} (\mathbb{E} |D^*(\mathbb{L}_{\mathcal{C}})|^2)^{\frac{1}{2}} \leq ||f||_\infty \mathbb{W}_p(\mu, \nu) \sup_{s \in [0,1]} \sqrt{\alpha_T(||\mu^{\xi,s}||_p)}.
\]

Combining this with

\[
||\mu^{\xi,s}||_p = \left\{ \mathbb{E} ||X_0^{\mu} + s\xi||_{\mathcal{C}}^p \right\}^{\frac{1}{p}} = \left\{ \mathbb{E} \|s(X_0^{\mu} + \xi) + (1 - s)X_0^{\mu}\|_{\mathcal{C}}^p \right\}^{\frac{1}{p}} \leq (1 - s)\left\{ \mathbb{E} ||X_0^{\mu}||_{\mathcal{C}}^p \right\}^{\frac{1}{p}} + s\{ \mathbb{E} ||X_0^{\mu} + \xi||_{\mathcal{C}}^p \}^{\frac{1}{p}} \leq ||\mu||_p \vee ||\nu||_p, \quad s \in [0, 1],
\]

we prove (6.4).
(2) Let \( f \in C^1_b(\mathcal{E}) \), \( \mu \in \mathcal{P}_p(\mathcal{E}) \) and \( \phi \in T_{\mu,p} \). Applying (6.8) with \( \xi = \phi(X^\mu_0) \) and \( s = 0 \), we obtain (6.5), which, together with (6.3), implies
\[
|D^\phi_\phi(P_T f)(\mu)|^2 \leq \alpha_T(\|\mu\|_p)\{\mathbb{E}\|\phi(X^\mu_0)\|_{\mathcal{E}}^p\}^{\frac{1}{2}}\mathbb{E}[f^2(X^\mu_T)] = \alpha_T(\|\mu\|_p)\|\phi\|^2_{T_{\mu,p}}(P_T f^2)(\mu), \quad \phi \in T_{\mu,p}.
\]
Therefore, (6.6) holds true.

(3) Let \( f \in C_b(\mathcal{E}) \). To prove that \( (P_T f) \) is \( L \)-differentiable, it suffices to verify
\[
(6.11) \quad I_\mu(\phi) := \frac{|(P_T f)(\mu \circ (\text{Id} + \phi)^{-1}) - (P_T f)(\mu) - \gamma_\phi|}{\|\phi\|_{T_{\mu,p}}} \to 0 \text{ as } \|\phi\|_{T_{\mu,p}} \to 0,
\]
where
\[
\gamma_\phi := \mathbb{E}[f(X^\mu_T)D^*_{\phi}(h_{\phi(X^\mu_0)})], \quad \phi \in T_{\mu,p}.
\]
By (6.10) and the definition of \( \gamma_\phi \), it is easy to see that
\[
(6.12) \quad I_\mu(\phi) \leq A_\mu(\phi) + B_\mu(\phi)
\]
holds for
\[
A_\mu(\phi) := \frac{1}{\|\phi\|_{T_{\mu,p}}} \int_0^1 \mathbb{E}\{f(X^\mu_T) - f(X^\mu_T\circ(\text{Id} + s\phi)^{-1})\} D^*_{\phi}(h_{\phi(X^\mu_0)}) \text{ ds},
\]
\[
B_\mu(\phi) := \frac{\|f\|_\infty}{\|\phi\|_{T_{\mu,p}}} \int_0^1 \left( \mathbb{E}[D^*_{\phi}(h_{\phi(X^\mu_0)}\circ(\text{Id} + s\phi)^{-1}) - D^*_{\phi}(h_{\phi(X^\mu_0)})]^2 \right)^{\frac{1}{2}} \text{ ds}.
\]
Since \( f \in C_b(\mathcal{E}) \), and (5.4) implies \( \mathbb{E}\|X^\mu_T\circ(\text{Id} + s\phi)^{-1} - X^\mu_T\|_{\mathcal{E}} \to 0 \) as \( \|\phi\|_{T_{\mu,p}} \to 0 \), it follows from (6.3) and the dominated convergence theorem that
\[
\lim_{\|\phi\|_{T_{\mu,p}} \to 0} A_\mu(\phi) = 0.
\]
Finally, (6.7) implies \( \lim_{\|\phi\|_{T_{\mu,p}} \to 0} B_\mu(\phi) = 0 \). Therefore, (6.11) follows from (6.12).

\begin{remark}
When \( r_0 = 0 \) (i.e. without memory), the Bismut formula for the \( L \)-derivative has been establish in [27] for all \( f \in \mathcal{B}_b(\mathcal{E}) \), by applying a formula like (6.10) for small \( \varepsilon > 0 \) replacing \( T \). However, in the present case (6.10) is available merely for \( T > r_0 \), so that this technique is invalid. So, in Theorem 6.1 we only establish the Bismut formula of the \( L \)-derivative for \( f \in C_b(\mathcal{E}) \).
\end{remark}

\subsection{Additive noise: non-degenerate case}

\begin{theorem}
Assume (B) for some \( p \geq 2 \), and consider (1.1) with \( \sigma(t, \xi, \mu) = \sigma(t) \) independent of \( (\xi, \mu) \) such that \( (\sigma^*)^{-1}(t) \) is invertible with \( (\sigma^*)^{-1}(t) \) locally bounded in \( t \).

(1) There exist an increasing function \( C : [r_0, \infty) \to [0, \infty) \) and a constant \( c > 0 \) such that for any \( T > r_0 \), \( f \in \mathcal{B}_b(\mathcal{E}) \), and \( \mu, \nu \in \mathcal{P}_p(\mathcal{E}) \),
\[
|(P_T f)(\mu) - (P_T f)(\nu)|
\leq C(T)\|f\|_\infty \left[ 1 + (T - r_0)^{-\frac{1}{2}} + K_2(c(1 + \|\mu\|_p + \|\nu\|_p) + \left\| (\|\mu\|_p + \|\nu\|_p) \right\|^{\frac{p-2}{2}}) \right] W_p(\mu, \nu).
\]
\end{theorem}
(2) For any $T > r_0$ and $f \in C_b(\mathcal{C})$, $(P_T f)(\mu)$ is $L$-differentiable in $\mu \in \mathcal{P}_p(\mathcal{C})$ such that

$$D^L_\phi(P_T f)(\mu) = -\mathbb{E}\left( f(X^\mu_T) \int_0^T \{\sigma^*(\sigma\sigma^*)^{-1}\}(t)H^\phi(t), dW(t) \right), \quad \phi \in T_{\mu,p}$$

holds for

$$H^\phi(t) := \{ (\nabla_\zeta b)(t, \cdot, \mu_t) \} (X^\mu_t) + (\mathbb{E}[\zeta, D^L b(t, \cdot, \cdot)(\mu_t)(X^\mu_t), Z_t])|_{\zeta = X^\mu_t}$$

$$+ \frac{\phi(X^\mu_0)(0) 1_{[0,T-r_0]}(t)}{T - r_0},$$

where $\mu_t := \mathcal{L}_X^\mu$ and $(Z_t)_{t \geq 0}$ is the segment of $(Z(t))_{t \geq -r_0}$ given by

$$Z(t) := \begin{cases} 
\phi(X^\mu_0)(t), & \text{if } t \in [-r_0, 0], \\
\frac{(T - r_0 - t)^+}{T - r_0}\phi(X^\mu_0)(0), & \text{if } t \geq 0.
\end{cases}$$

Consequently, there exist an increasing function $C : [r_0, \infty) \to (0, \infty)$ and a constant $c > 0$ such that

$$\|D^L(P_T f)(\mu)\|_{T_{\mu,p}} \leq C(T) \left\{ 1 + (T - r_0)^{-\frac{1}{2}} + K_2(c(1 + \|\mu\|_p)) + \|\mu\|^\alpha_{p^2} \right\} \|P_T f^2(\mu)\|^{\frac{1}{2}}$$

holds for all $T > r_0$, $f \in C_b(\mathcal{C})$ and $\mu \in \mathcal{P}_p(\mathcal{C})$.

Proof. To apply Theorem 6.1, for any $\mu \in \mathcal{P}_p(\mathcal{C})$ and $\xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})$, let

$$h_{\xi,\mu}(t) := -\int_0^t \{\sigma^*(\sigma\sigma^*)^{-1}\}(s)H^\xi,\mu(s)ds, \quad t \in [0, T],$$

where

$$H^\xi,\mu(t) := \{ (\nabla_\zeta b)(t, \cdot, \mu_t) \} (X^\mu_t) + (\mathbb{E}[\zeta, D^L b(t, \eta, \cdot)(\mu_t)(X^\mu_t), Z^\xi_t])|_{\eta = X^\mu_t} + \frac{\xi(0) 1_{[0,T-r_0]}(t)}{T - r_0},$$

$$Z^\xi(t) := \xi(t) 1_{[-r_0, 0]}(t) + \frac{(T - r_0 - t)^+}{T - r_0}\xi(0) 1_{(0, \infty)}(t).$$

By (B), the boundedness of $(\sigma\sigma^*)^{-1}(t)$ in $t \in [0, T]$, and the definition of $H^\xi,\mu(t)$, we find a constant $c_1 = c_1(T) > 0$ increasing in $T$ such that

$$|\hat{h}_{\xi,\mu}(t)|^2 \leq c_1 \|\xi\|_{L^2}^2 \left\{ (T - r_0)^{-2}1_{[0,T-r_0]}(t) + \|X^\mu_t\|^p_{L^p} + K_2(\|\mu_t\|_p)^2 \right\}, \quad t \in [0, T].$$

Note that (3.1) and $\mu \in \mathcal{P}_p(\mathcal{C})$ imply

$$\sup_{t \in [0, T]} \|\mu_t\|_p \leq c(1 \lor \|\mu\|_{p^2})$$
for some constant \( c = c(T) > 0 \) increasing in \( T \). This, combining (3.1) with (4.23) and (6.18), yields

\[
\mathbb{E}[D^* (h_{\xi, \mu})]^2 = \mathbb{E} \int_0^T |\dot{h}_{\xi, \mu}(t)|^2 dt \\
\leq c_2 (\mathbb{E} \| \xi \|_p^p)^{2/3} \{(T - r_0)^{-1} + (\mathbb{E} \| X_P^\mu \|_p^{(p-2)/p} + K_2(c(1 \vee \| \mu \|_p)^2) \}
\leq c_3 (\mathbb{E} \| \xi \|_p^p)^{2/3} \{1 + (T - r_0)^{-1} + \| \mu \|_p^{p-2} + K_2(c(1 \vee \| \mu \|_p)^2) \} < \infty
\]

for some constants \( c_2 = c_2(T), c_3 = c_3(T) > 0 \) increasing in \( T \).

Note that \((Z_t^\xi)_{t \in [0,T]}\) is the functional solution to the SDE with memory

\[
dZ^\xi(t) = \left\{ \{(\nabla Z_t^\xi b)(t, \cdot, \mu_t)\}(X_t^\mu) + \sigma(t)\dot{h}_{\xi, \mu}(t) \\
+ (\mathbb{E}[\phi^\cdot \langle DL b(t, \eta, \cdot)(\mu_t)(X_t^\mu), Z_t^\xi \rangle]_{\eta=X_t^\mu}) \right\} dt, \quad t \in [0,T], \ Z_0^\xi = \xi.
\]

On the other hand, by Lemmas 4.2 and 5.2, the process

\[
\nabla \xi X^\mu(t) - w^{h_{\xi, \mu}}(t), \quad t \in [0,T]
\]

also solves (6.20) with the same initial value \( \xi \). By the uniqueness of (6.20) and \( Z_t^\xi = 0 \), we derive \( \nabla \xi X_T^\mu = w^{h_{\xi, \mu}}_T \), that is, (6.2) holds. Moreover, (3.2) implies

\[
\mathbb{W}_p(\mu_t, \nu_t) \leq c \mathbb{W}_p(\mu, \nu), \quad t \in [0,T]
\]

for some constant \( c > 0 \), where \( \nu_t := \mathcal{L}_{X_t^{\mu}} \), so that (6.16), (6.17) and the continuity of \( b(t, \xi, \mu) \) in \( \mu \) imply (6.7). Therefore, the desired assertions follow from Theorem 6.1 and (6.19).

\[
\square
\]

### 6.3 Additive noise: a degenerate case

As generalizations to the stochastic Hamiltonian system [17] and the counterpart with memory [5] as well as the distribution dependent model [27], we consider the following distribution-path dependent stochastic Hamiltonian system for \( X(t) = (X^{(1)}(t), X^{(2)}(t)) \) on \( \mathbb{R}^{l+m} := \mathbb{R}^l \times \mathbb{R}^m \), which goes back to (1.1) for \( d = l + m \):

\[
\begin{align*}
\left\{ \begin{array}{l}
\text{d}X^{(1)}(t) = b^{(1)}(t, X(t)) \text{d}t, \\
\text{d}X^{(2)}(t) = b^{(2)}(t, X_t, \mathcal{L}_{X_t}) \text{d}t + \sigma(t) \text{d}W_t,
\end{array} \right.
\end{align*}
\]

where \((W(t))_{t \geq 0}\) is an \( m \)-dimensional Brownian motion on a complete filtration probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\), for each \( t \geq 0, \sigma(t) \) is an invertible \( m \times m \)-matrix, and

\[
b = (b^{(1)}, b^{(2)}): [0, \infty) \times \mathcal{C} \times \mathcal{P}_p(\mathcal{C}) \rightarrow \mathbb{R}^{l+m}
\]

is measurable with \( b^{(1)}(t, \xi, \mu) = b^{(1)}(t, \xi(0)) \) dependent only on \( t \) and \( \xi(0) \). Let \( \nabla = (\nabla^{(1)}, \nabla^{(2)}) \) be the gradient operator on \( \mathbb{R}^{l+m} \), where \( \nabla^{(i)} \) stands for the gradient operator w.r.t. the \( i \)-th component, \( i = 1, 2 \). Let \( \nabla^2 = \nabla \nabla \) denote the Hessian operator on \( \mathbb{R}^{l+m} \). We assume
(H1) For every \( t \geq 0 \), \( \sigma(t) \) is invertible, \( b^{(1)}(t, \cdot, \mu) \in C^2(\mathbb{R}^{l+m} \to \mathbb{R}^l) \), \( b^{(2)}(t, \xi, \mu) \) is \( C^1 \) in both \( \xi \in \mathcal{C} \) and \( \mu \in \mathcal{P}_p(\mathcal{C}) \), and there exists an increasing function \( K: [0, \infty) \to [0, \infty) \) such that
\[
\begin{align*}
\|\{(\nabla b^{(1)})(t, \cdot, \mu)\}(\xi(0))\| + \|\{(\nabla^2 b^{(1)})(t, \cdot, \cdot)\}(\xi(0))\| + \|\{(\nabla b^{(2)})(t, \cdot, \cdot)\}(\xi)\| \\
+ \|D^L b^{(2)}(t, \xi, \cdot)(\mu)\|_{T^*_p} + \|\sigma(t)\| + \|\sigma(t)^{-1}\| \leq K(t)
\end{align*}
\]
holds for all \( t \geq 0 \) and \( (\xi, \mu) \in \mathcal{C} \times \mathcal{P}_p(\mathcal{C}) \).

Obviously, the assumption (H1) implies (B) for the SDE (6.21).

For any \( \mu \in \mathcal{P}_p(\mathcal{C}) \), let \((X^\mu_t)_{t \geq 0}\) be the functional solution to (6.21) with \( \mathcal{L}_{X^\mu_0} = \mu \), and denote \( \mu_t = \mathcal{L}_{X^\mu_t} \) as before. To establish the Bismut formula for the \( L \)-derivative of \((P_T f)(\mu) := \mathbb{E} f(X^\mu_T)\), we shall follow the line of [27, 39], where the case without memory was investigated. To establish the Bismut formula, we need the following assumption (H2), which implies the hypoellipticity.

(H2) There exist an \( l \times m \)-matrix \( B \) and some constant \( \varepsilon \in (0, 1) \) such that
\[
\langle(\nabla^2 b^{(1)})(t, \cdot) - B B^* a, a\rangle \geq -\varepsilon |B^* a|^2, \quad \forall a \in \mathbb{R}^l.
\]

Moreover, there exists an increasing function \( \theta_\cdot \in C([0, T - r_0]; \mathbb{R}_+) \) such that
\[
\int_0^t s(T - r_0 - s)K_{T - r_0, s}BB^*K_{T - r_0, s}^* \, ds \geq \theta_t I_{l \times l}, \quad t \in [0, T - r_0],
\]
where, for any \( s \geq 0 \), \((K_{t,s})_{t \geq s}\) solves the following linear random ODE on \( \mathbb{R}^l \otimes \mathbb{R}^l \):
\[
\frac{d}{dt} K_{t,s} = (\nabla b^{(1)})(t, X(t))K_{t,s}, \quad t \geq s, K_{s,s} = I_{l \times l}
\]
with \( I_{l \times l} \) being the \( l \times l \) identity matrix.

Specific examples for \( b^{(1)} \) satisfying (H2) are included in [27, Example 2.1]. Let \( T > r_0 \). According to the proof of [39, Theorem 1.1], (H2) implies that the \( l \times l \) matrices
\[
Q_t := \int_0^t s(T - r_0 - s)K_{T - r_0, s}^* \nabla b^{(1)}(s, X^\mu)B^* K_{T - r_0, s} \, ds, \quad t \in (0, T - r_0]
\]
are invertible with
\[
\|Q_t^{-1}\| \leq \frac{1}{(1 - \varepsilon)\theta(t)}, \quad t \in (0, T - r_0].
\]

To apply Theorem 6.1, for any \( \xi = (\xi^{(1)}, \xi^{(2)}) \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}) \), we need to construct \( h_{\xi,\mu} \in \mathcal{D}(D^*) \) such that (6.2) holds. To this end, as in [27], where \( r_0 = 0 \) is concerned, we take
the $\mathcal{C}$-valued process $\alpha_t = (\alpha_t^{(1)}, \alpha_t^{(2)})$, which is the segment of $\alpha(t)$ defined by $\alpha(t) = \xi(t)$ for $t \in [-r_0, 0]$ and

\[(6.26)\]

\[
\alpha^{(2)}(t) := \frac{(T - r_0 - t)^+}{T - r_0} \xi^{(2)}(0) - \frac{t(T - r_0 - t)^+ B^* K_{T - r_0, t}}{T - r_0} \int_0^T \frac{2Q_s^1 K_{T - r_0, s} \xi^{(1)}(0)ds}{\theta^2 s} - \frac{t(T - r_0 - t)^+ B^* K_{T - r_0, t} Q_{T - r_0}^{-1} \int_0^T \frac{2Q_s K_{T - r_0, s} \xi^{(2)}(0)ds}{T - r_0}} {T - r_0} \xi^{(2)}(s, X^\mu(s))ds,
\]

\[
\alpha^{(1)}(t) := 1_{[0, T - r_0]}(t) \left( K_{t, 0} \xi^{(1)}(0) + \int_0^T K_{t, s} \left( \nabla^{(2)}_{\alpha^{(2)}(s)} b^{(1)} \right) (s, \cdot) (X^\mu(s)) ds \right), \quad t \geq 0.
\]

Now, let $(h_{\xi, \mu}(t), w^{h_{\xi, \mu}}(t))_{t \in [0, T]}$ be the unique solution to the random ODEs

\[(6.27)\]

\[
\begin{align*}
\dot{h}_{\xi, \mu}(t) := \frac{dh_{\xi, \mu}(t)}{dt} &= \sigma(t)^{-1} \left\{ \nabla_{\alpha^{(2)}} b^{(1)}(t, \cdot, \mu_t) (X^\mu_t) - \dot{\alpha}^{(2)}(t) \\
&+ (E_{\xi^*} (D^L b^{(2)}(t, \eta, \cdot) (\mu_t) (X^\mu_t), \alpha_t + w^{h_{\xi, \mu}}(t))) \right\} |_{\eta = X^\mu_t}, \\
\frac{dw^{h_{\xi, \mu}}(t)}{dt} &= \left( \nabla_{w^{h_{\xi, \mu}}(t)} b^{(1)}(t, X^\mu(t)), \left( \nabla_{w^{h_{\xi, \mu}}(t)} b^{(2)}(t, \cdot, \mu_t) (X^\mu_t) + \sigma(t) \dot{h}_{\xi, \mu}(t) \right) \right), \\
h_{\xi, \mu}(0) &= 0 \in \mathbb{R}^m, \quad w^{h_{\xi, \mu}}(0) = 0 \in \mathcal{C}.
\end{align*}
\]

Let $u^\xi(t) = ((u^\xi)^{(1)}(t), (u^\xi)^{(2)}(t)) = (\alpha(t) + w^{h_{\xi, \mu}(t)}, t \geq -r_0$. Then, (6.27) implies

\[
(u^\xi)^{(2)}(t) = \alpha^{(2)}(0) + \int_0^t \left\{ \nabla_{u^\xi} b^{(1)}(s, \cdot, \mu_s) (X^\mu_s) \\
+ (E_{\xi^*} (D^L b^{(2)}(s, \eta, \cdot) (\mu_s) (X^\mu_s), v^\xi(s)) \right\} ds.
\]

Furthermore, we have

\[
(u^\xi)^{(1)}(t) = \alpha^{(1)}(t) + \int_0^t \left\{ \nabla_{w^{h_{\xi, \mu}}(s)} b^{(1)}(s, \cdot) (X^\mu(s)) ds \\
= \alpha^{(1)}(t) - \int_0^t \left\{ \nabla_{\alpha(s)} b^{(1)}(s, \cdot) (X^\mu(s)) ds + \int_0^t \left\{ \nabla_{u^\xi(s)} b^{(1)}(s, \cdot) (X^\mu(s)) ds \\
= \alpha^{(1)}(0) + \int_0^t \left\{ \nabla_{u^\xi(s)} b^{(1)}(s, \cdot) (X^\mu(s)) ds,
\]

where in the last identity we used

\[
da^{(1)}(t) = \left\{ \nabla_{\alpha(s)} b^{(1)}(t, \cdot) (X^\mu(t)) \right\} dt,
\]

see the proof of [27, Theorem 2.3] for more details. Moreover, the equation (5.7) for $v^\xi(t) = ((v^\xi)^{(1)}(t), (v^\xi)^{(2)}(t))$ associated with the present SDE (6.21) becomes

\[
\frac{d}{dt}(v^\xi)^{(2)}(t) = \left\{ \nabla_{v^\xi} b^{(2)}(t, \cdot, \mu_t) (X^\mu_t) + (E_{\xi^*} (D^L b^{(2)}(t, \eta, \cdot) (\mu_t) (X^\mu_t), v^\xi(0)) \right\} |_{\eta = X^\mu_t},
\]

\[
\frac{d}{dt}(v^\xi)^{(1)}(t) = \left\{ \nabla_{v^\xi} b^{(1)}(t, \cdot) (X^\mu(t)) \right\}, \quad v^\xi_0 = \xi.
\]
Hence, the uniqueness of this equation implies

\[(6.28)\]

\[v^\xi(t) = w^{h\xi,\mu}(t) + \alpha(t), \quad t \geq 0.\]

Obviously, \(\alpha^{(2)}(t) = 0\) for \(t \geq T - r_0\). On the other hand, inserting the expression of \(\alpha^{(2)}(t)\) into \(\alpha^{(1)}(T - r_0)\), taking the definition of \(Q_t\) and changing the order of integral yields \(\alpha^{(1)}(T - r_0) = 0\), which further implies \(\alpha^{(1)}(t) = 0\) for \(t \geq T - r_0\), according to the definition of \(\alpha^{(1)}\). Hence, we arrive at \(\alpha(t) = 0\) for \(t \geq T - r_0\). This, combining Lemma 5.2 with (6.28), leads to

\[\nabla_\xi X^\mu_T = v_T^\xi = w_T^{h\xi,\mu},\]

that is, (6.2) holds. Moreover, as shown in the proof of [39, Theorem 1.1] that \(h_{\xi,\mu} \in \mathcal{D}(D^*)\) satisfies (6.7), and for small \(T - r_0 > 0, \mathbb{E}|D^*(h_{\xi,\mu})|^2\) has the same order as \(\mathbb{E} \int_0^{T-r_0} \hat{h}_{\xi,\mu}(t)^2 dt\), so that according to the construction of \(h_{\xi,\mu}\), we have

\[\mathbb{E}|D^*(h_{\xi,\mu})|^2 \leq \frac{C(T)(T-r_0)^4}{\int_0^{T-r_0} \theta_s^2 ds}, \quad T > 0, \xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P}), \mu \in \mathcal{P}_p(\mathcal{C})\]

for some increasing function \(C : [r_0, \infty) \to [0, \infty)\). Therefore, by Theorem 6.1, we have the following result.

**Theorem 6.3.** Assume (H1) and (H2) for some \(p \geq 2\).

1. There exists an increasing function \(C : [r_0, \infty) \to [0, \infty)\) such that for any \(T > r_0, f \in \mathcal{B}_b(\mathcal{C}),\)

\[|(P_T f)(\mu) - (P_T f)(\nu)| \leq C(T)(T-r_0)^2 \left( \int_0^{T-r_0} \theta_s^2 ds \right)^{-\frac{1}{2}} \|f\|_{\infty} \mathbb{W}_p(\mu, \nu), \quad \mu, \nu \in \mathcal{P}_p(\mathcal{C}).\]

2. For any \(T > r_0\) and \(f \in C_b(\mathcal{C}), (P_T f)(\mu)\) is \(L\)-differentiable in \(\mu \in \mathcal{P}_p(\mathcal{C})\) such that

\[D^L(\phi)(P_T f)(\mu) = -\mathbb{E} \left[ f(X_T^\mu) D^*(h_{\phi(X_0^\mu),\mu}) \right], \quad \phi \in T_{\mu,p},\]

and there exists an increasing function \(C : [r_0, \infty) \to (0, \infty)\) such that for any \(f \in C_b(\mathcal{C}), T > r_0\) and \(\mu \in \mathcal{P}_p(\mathcal{C}),\)

\[\|D^L(P_T f)(\mu)\|_{T_{\mu,p}} \leq C(T)(T-r_0)^2 \left( \int_0^{T-r_0} \theta_s^2 ds \right)^{-\frac{1}{2}} \{(P_T f^2)(\mu)\}^{\frac{1}{2}}.\]

### 6.4 Multiplicative noise

In this subsection, we assume \(\sigma(t, \xi, \mu) = \sigma(t, \xi(0))\). Following the line of [4] due to the idea of [34], for any \(\xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})\) we consider the SDE with memory

\[(6.29)\]

\[dU^\xi(t) = \left\{ \left( \nabla U^\xi_{\eta} b(t, \cdot, \mu_t) \right)(X^\mu_t) + \left( \mathbb{E}_{\phi^*} \left( D^L b(t, \eta, \cdot)(\mu_t)(X^\mu_t), U^\xi_{\eta} \right) \right) \right\}_t \frac{1}{T - r_0 - t} dt + \left\{ \left( \nabla U^\xi(t) \right)(\xi(0)) \right\}(X^\mu(t)) dW(t), \quad U^\xi_0 = \xi.\]
Then, due to \((B_3)\), the SDE (6.29) has a unique solution for \(t < T - r_0\). By repeating the proofs of [4, Lemma 2.1 and Theorem 1.2(1)], we have

\[
(6.30) \quad \int_0^{T-r_0} \frac{\mathbb{E}|U^\xi(t)|^2}{(T-r_0-t)^2} dt + \mathbb{E}\left( \sup_{t \in [0,T-r_0]} \|U^\xi_t\|_{\mathcal{E}}^2 \right) \leq \frac{C(T)}{T-r_0} \mathbb{E}\|\xi\|_{\mathcal{E}}^2 \frac{1}{r_0}.
\]

for some increasing function \(C : [r_0, \infty) \to [0, \infty)\), so that we may extend \(U^\xi(t)\) for \(t \in [0, T]\) by setting

\[
(6.31) \quad U^\xi(t) = 0, \quad t \in [T - r_0, T],
\]

which obviously solves (6.29) up to time \(T\).

**Theorem 6.4.** Assume \((B)\) for some \(p \geq 2\). Let \(\sigma(t, \xi, \mu) = \sigma(t, \xi(0))\) depend only on \(t\) and \(\xi(0)\) such that, for each \(x \in \mathbb{R}^d\), \((\sigma \sigma^*)_x(t, x)\) is invertible with \(\sup_{x \in \mathbb{R}^d} \| (\sigma \sigma^*)^{-1} \| (t, x) \) locally bounded in \(t\). Then,

1. There exists an increasing function \(C : [r_0, \infty) \to [0, \infty)\) such that for any \(T > r_0\), \(f \in \mathcal{B}_b(\mathcal{C})\), and \(\mu, \nu \in \mathcal{P}_p(\mathcal{C})\),

\[
(6.32) \quad \|(P_T f)(\mu) - (P_T f)(\nu)\| \leq \frac{C(T)}{\sqrt{T-r_0}} \mathbb{E}|f|_{\mathcal{W}_p} (\mu, \nu).
\]

2. For any \(T > r_0\) and \(f \in C_b(\mathcal{C})\), \((P_T f)(\mu)\) is \(L\)-differentiable in \(\mu \in \mathcal{P}_p(\mathcal{C})\) such that

\[
(6.33) \quad D^L_\phi (P_T f)(\mu) = -\mathbb{E}\left( f(X^\mu_t) \int_0^T \{ \sigma^*(\sigma \sigma^*)^{-1}(t) H^\phi(t), dW(t) \} \right), \quad \phi \in T_{\mu, p}
\]

holds for

\[
H^\phi(t) := \left\{ \left\{ \nabla_{U^\xi_t} b(t, \cdot, \mu_t) \right\}(X^\mu_t) + \left( \mathbb{E}_{\phi} \langle D^L b(t, \cdot, \cdot)(\mu_t) (X^\mu_t, U^\xi_t) \rangle \right|_{\eta=X^\mu_t} \right\}_{\eta=X^\mu_t} 1_{[T-r_0, T]}(t)
\]

Consequently, there exists an increasing function \(C : [r_0, \infty) \to (0, \infty)\) such that

\[
(6.34) \quad \|D^L (P_T f)(\mu)\|_{T_{\mu, p}} \leq \frac{C(T)}{\sqrt{T-r_0}} \mathbb{E}(P_T f^2)(\mu) \frac{1}{r_0} \frac{1}{r_0}.
\]

holds for all \(T > r_0\), \(f \in C_b(\mathcal{C})\) and \(\mu \in \mathcal{P}_p(\mathcal{C})\).

**Proof.** To apply Theorem 6.1, for any \(\mu \in \mathcal{P}_p(\mathcal{C})\) and \(\xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})\), let

\[
(6.35) \quad h_{\xi, \mu}(t) = \int_0^t \{ \sigma^*(\sigma \sigma^*)^{-1}(s, X^\mu(s)) G^\xi(s) \} ds, \quad t \in [0, T],
\]

where

\[
G^\xi(t) := \left\{ \left\{ \nabla_{U^\xi_t} b(t, \cdot, \mu_t) \right\}(X^\mu_t) + \left( \mathbb{E}_{\phi} \langle D^L b(t, \cdot, \cdot)(\mu_t) (X^\mu_t, U^\xi_t) \rangle \right|_{\eta=X^\mu_t} \right\}_{\eta=X^\mu_t} 1_{[T-r_0, T]}(t)
\]
Then, \( h \) is adapted and, by (6.30), we find some increasing function \( C : [r_0, \infty) \to (0, \infty) \) such that
\[
\begin{align*}
\mathbb{E} \int_0^T |\dot{h}_{\xi, \mu}(t)|^2 dt & \leq \frac{C(T)}{T - r_0} \left( \mathbb{E} \|\xi\|_{\mathcal{P}}^p \right)^{\frac{2}{p}}, \\
T & > r_0, \mu \in \mathcal{P}_p(\mathcal{C}), \xi \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})
\end{align*}
\]
so that (6.3) holds true. Moreover, by the regularities of \( b \) and \( \sigma \) ensured by (B), the condition (6.7) holds. Therefore, according to Theorem 6.1, it remains to verify (6.2). By (6.29), Lemma 4.2 and Lemma 5.2, we see that both \( U_{\xi}(t) \) and \( \nabla_{\xi} X^\mu_t - w^{h_{\xi, \mu}}(t) \) solve the SDE with memory
\[
\begin{align*}
dZ(t) & = \left\{ \left( \nabla_{Z^\mu_t, \phi, \lambda} b(t, \cdot, \mu_t) \right)(X^\mu_t) - \sigma(t, X^\mu_t(t)) \dot{h}(t) \right\} dt + \left\{ \left( \nabla_{Z(t)} \sigma \right)(t, \cdot) \right\}(X^\mu(t))dW(t) \\
& + \left\{ \mathbb{E}[\phi^* \langle D^t b(t, \eta, \cdot) (\mu_t)(X^\mu_t, Z_t) \rangle |_{\eta = X^\mu_t} \right\} dt, \ Z_0 = \xi, t \in [0, T].
\end{align*}
\]
By the uniqueness of solution to this equation and (6.31), we obtain (6.2) and hence finish the proof.

\section{Asymptotic Bismut formula for the L-derivative}

In this section, we aim to extend the asymptotic Bismut formula derived in [23] for SDEs with memory to that on the \( L \)-derivative for distribution-path dependent SDEs. Coming back to SDEs with memory, our conditions are slightly weaker since we allow the drift terms to be non-Lipschitz continuous.

\subsection{The non-degenerate setup}

In this subsection, we assume that \( \sigma(t, \xi, \mu) = \sigma(t, \xi) \) depends only on \( t \geq 0 \) and \( \xi \in \mathcal{C} \). For any \( \lambda \geq 0, \mu \in \mathcal{P}_p(\mathcal{C}) \) and \( \phi \in T_{\mu, p} \), consider the following SDE with memory
\[
\begin{align*}
dZ^{\mu, \phi, \lambda}(t) & = \left\{ \left( \nabla_{Z^\mu_t, \phi, \lambda} b(t, \cdot, \mu_t) \right)(X^\mu_t) - \lambda Z^{\mu, \phi, \lambda}(t) \right\} dt \\
& + \left\{ \left( \nabla_{Z^\mu_t, \phi, \lambda} \sigma \right)(t, \cdot) \right\}(X^\mu_t) dW(t), \ Z_0^{\mu, \phi, \lambda} = \phi(X^\mu_0), \ t \geq 0.
\end{align*}
\]
According to [31, Theorem 2.3], (B3) implies that (7.1) has a unique functional solution \( (Z^{\mu, \phi, \lambda}_t)_{t \geq 0} \) such that
\[
\begin{align*}
\mathbb{E} \left( \sup_{0 \leq s \leq t} \left\| Z^{\mu, \phi, \lambda}_s \right\|_{\mathcal{P}}^p \right) < \infty, \ t > 0, \ \phi \in T_{\mu, p}, \ \lambda > 0.
\end{align*}
\]

**Theorem 7.1.** Assume (B) for some \( p \geq 2 \) such that (B3) holds for some constant \( K \) uniformly in \( T > 0 \). Moreover, suppose that \( (\sigma \sigma^*)(t, \xi) \) is invertible with \( \sup_{\xi \in \mathcal{C}} \| (\sigma \sigma^*)^{-1}(t, \xi) \| \) locally bounded in \( t \).
(1) For any \( T > 0 \) and \( f \in C^1_p(\mathcal{C}), (P_T f)(\mu) \) is \( L \)-differentiable in \( \mu \in \mathcal{P}_p(\mathcal{C}), \) such that for any \( \mu \in \mathcal{P}_p(\mathcal{C}), \phi \in T_{\mu,p} \) and \( f \in C^1_p(\mathcal{C}), \)

\[
D^L_\phi(P_T f)(\mu) = \mathbb{E}(f(X^\mu_T) \int_0^T \langle h^{\mu,\phi,\lambda}(t), dW(t) \rangle + \mathbb{E}(\nabla_{Z^\mu,T_\phi,L}f)(X^\mu_T), \lambda \geq 0, \]

where

\[
h^{\mu,\phi,\lambda}(t) := \int_0^t \left\{ \sigma^\ast (\sigma^\ast)^{-1} \right\} (s, X^\mu_s) \left\{ (\mathbb{E}_{\phi^*}(D^L b(s, \xi, \cdot)(\mu_s)X^\mu_s), D^L_\phi X^\mu_s) \right\}_{\xi = X^\mu_s} + \lambda Z^{\mu,\phi,\lambda}(s) \right\} ds, \ t \geq 0.
\]

(2) If either \( p > 4 \) or \( p > 2 \) but \( \|\nabla b(t, \cdot, \mu)(\xi)\| \) is bounded, then for any \( \delta > 0 \) there exist constants \( c, \lambda_0 > 0 \) such that

\[
\left| D^L_\phi(P_T f)(\mu) - \mathbb{E}\left( f(X^\mu_T) \int_0^T \langle h^{\mu,\phi,\lambda}(s), dW(s) \rangle \right) \right| \leq c e^{-\delta T} \left\{ (P_T \|\nabla f\|^p)_{\|T_{\mu,p}\|} \right\}^{p-1} \|\phi\|_{T_{\mu,p}}, \lambda \geq \lambda_0, T > 0, f \in C^1_p(\mathcal{C}),
\]

(2) If \( p \in [2, 4] \) and

\[
K < \sup_{\alpha > 0} \frac{\alpha}{p(p - 1 + 32pe^{\alpha\lambda_0})e^{\alpha\lambda_0}},
\]

then there exist constants \( c, \delta, \lambda_0 > 0 \) such that (7.5) holds.

To prove this result, we present the following two lemmas, where the first one is due to [13, Lemma 2.2].

Lemma 7.2. Let \( M(t) \) be a continuous real martingale with \( d\langle M \rangle(t) = g(t)dt, \) and let

\[
F_\alpha(t) = \int_0^t e^{-\alpha(t-s)}dM(s), \ t \geq 0, \ \alpha > 0.
\]

Then for any \( p > 2, \) there exists a function \( r : [0, \infty) \to [0, \infty) \) with \( r_\alpha \to 0 \) as \( \alpha \to \infty \) such that

\[
\mathbb{E}\left[ \sup_{s \in [0,t]} |F_\alpha(s)|^p \right] \leq r_\alpha \mathbb{E}\int_0^t g(s)^2 ds, \ t \geq 0.
\]

Consequently, for any progressively measurable process \( A(t) \) on \( \mathbb{R}^d \otimes \mathbb{R}^m, \)

\[
\mathbb{E}\left[ \sup_{s \in [0,t]} \left| \int_0^s e^{-\alpha(s-u)}A(u)dW(u) \right|^p \right] \leq d^{p-1}r_\alpha \mathbb{E}\int_0^t \|A(s)\|^p ds, \ t \geq 0.
\]

Lemma 7.3. Assume (B) for some \( p \geq 2, \) such that (B3) holds for some constant \( K \) uniformly in \( T > 0. \)
(1) If either $p > 4$ or $p > 2$ but $\|\nabla b(t, \cdot, \mu)(\xi)\|$ is bounded, then for any $\delta > 0$, there exist constants $c, \lambda_0 > 0$ such that

$$E[\|Z_t^{\mu, \phi, \lambda}\|_p^p] \leq c e^{-\delta t} \|\phi\|_{T_{\mu, p}}^p, \quad t \geq 0, \mu \in \mathcal{P}_p(E), \phi \in T_{\mu, p}, \lambda \geq \lambda_0.$$  

(7.7)

(2) If $p \in [2, 4]$ and (7.6) holds, then there exists constants $c, \delta, \lambda_0 > 0$ such that (7.7) holds.

Proof. (1) Let $p > 4$ and denote by $Z_t^{\mu} = Z_t^{\mu, \phi, \lambda}$. Applying Itô’s formula for (7.1) and using $(B_3)$, we obtain

$$d|Z^\lambda(t)|^2 = \left\{2 \langle \nabla^\lambda Z(t), \{((\nabla Z_t)^\lambda b)(t, \cdot, \mu_t)\}(X_t^\mu) \rangle + \|\{(\nabla Z_t^\lambda \sigma)(t, \cdot)\}(X_t^\mu)\|_{HS}^2 \right. \leq 2\|Z^\lambda(t)\|^2 dt + dM^\lambda(t),$$

(7.8)

where

$$dM^\lambda(t) := 2 \langle Z^\lambda(t), \{((\nabla Z_t^\lambda \sigma)(t, \cdot)\}(X_t^\mu)dW(t) \rangle.$$ 

Then for $\beta \in (0, \lambda)$ we obtain

$$|Z^\lambda(t)|^2 e^{2\beta t} \leq |Z^\lambda(0)| + K \int_0^t e^{-(\lambda-\beta)(t-s)} e^{\beta s} \|Z^\lambda_s\|_{HS}^2 ds + \int_0^t e^{-(\lambda-\beta)(t-s)} e^{\beta s} dM^\lambda(s).$$ 

(7.10)

Obviously,

$$e^{-\alpha r_0} \sup_{s \in [t-r_0, t]} (e^{\alpha s} |Z^\lambda(s)|^p) \leq G_\alpha(t) := e^{\alpha(t-r_0)} \|Z^\lambda_t\|_p \leq \sup_{s \in [t-r_0, t]} (e^{\alpha s} |Z^\lambda(s)|^p), \quad \alpha > 0.$$ 

(7.11)

Combining this with (7.10), Lemma 7.2 and $(B_3)$ and employing Hölder’s inequality, for $p > 4$ we find a positive function $r$ on $[0, \infty)$ with $r_0 \to 0$ as $\alpha \to \infty$ such that

$$e^{-p\beta r_0} E[G_{p\beta}(t)] \leq 3^{\frac{5}{2}} - 1 \|\phi\|_{T_{\mu}}^p + r_{\lambda-\beta} \int_0^t E G_{p\beta}(s) ds, \quad t \geq 0.$$ 

Thus, by Gronwall’s lemma we derive

$$E[G_{p\beta}(t)] \leq 3^{\frac{5}{2}} - 1 e^{p\beta r_0} \|\phi\|_{T_{\mu}}^p \exp \left[ (r_{\lambda-\beta} e^{p\beta r_0}) t \right], \quad t \geq 0.$$ 

This yields

$$E[\|Z_t^{\mu}\|_p^p] \leq 3^{\frac{5}{2}} - 1 e^{2p\beta r_0} \|\phi\|_{T_{\mu}}^p \exp \left[ - (p\beta - r_{\lambda-\beta} e^{p\beta r_0}) t \right], \quad t \geq 0.$$ 

This implies (7.7) by taking $\beta = \delta$ and $p\delta - r_{\lambda-\delta} e^{p\delta r_0} \geq \delta$ for large $\lambda$ due to $r_\alpha \to 0$ as $\alpha \to \infty$.

(2) Let $p > 2$ and $\|\nabla b(t, \cdot, \mu)(\xi)\|$ be bounded. By (7.1), for any $\beta \in (0, \lambda)$ we have

$$Z^\lambda(t) e^{\beta t} = Z^\lambda(0) e^{-(\lambda-\beta)t} + \int_0^t e^{-(\lambda-\beta)(t-s)} e^{\beta s} \{((\nabla Z_t^\lambda b)(s, \cdot, \mu_s)\}(X_s^\mu) ds$$
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that (7.7) holds for some constant \( c > 0 \).

Whence, Gronwall’s inequality yields

\[
\int_0^t e^{-(\lambda-\beta)(t-s)} e^{\beta s} ((\nabla Z^2)\sigma)(s, \cdot) (X^\mu_s) dW(s).
\]

Combining this with (7.11), the boundedness of \( \|\nabla b\| + \|\nabla \sigma\| \) and Lemma 7.2 and applying Hölder’s inequality, we find a function \( r : [0, \infty) \to [0, \infty) \) with \( r_\alpha \to 0 \) as \( \alpha \to \infty \) such that

\[
e^{-\beta r_\alpha} E[G_\beta(t)] \leq 3p^{-1}\|\phi\|_{T_\mu}^p + r_{\lambda-\beta} \int_0^t E[G_\beta(s)] ds.
\]

This, by using Gronwall’s inequality, yields

\[
e^{\beta r_\alpha} E[|Z^\lambda|^p] = E[G_\beta(t)] \leq 3p^{-1}e^{2\beta r_\alpha}\|\phi\|_{T_\mu}^p \exp \left[r_{\lambda-\beta} e^{\beta r_\delta} t\right],
\]

which implies (7.7) by taking \( \beta = 2\delta \) and large enough \( \lambda \) such that \( e^{\beta r_\delta} r_{\lambda-\beta} \leq \delta \) due to \( r_\alpha \to 0 \) as \( \alpha \to \infty \).

(3) Let \( p \in [2, 4] \) and (7.6). From (7.8), we have

\[
d|Z^\lambda(t)|^2 \leq \left\{ K\|Z^\lambda\|_\infty^2 - 2\lambda|Z^\lambda(t)|^2\right\} dt + 2(Z^\lambda(t), ((\nabla Z^\mu)\sigma(t, \cdot))(X^\mu_t) dW(t).
\]

Then for any \( p \in [2, 4] \) and \( \alpha \in (0, p\lambda) \), by Itô’s formula and \((B_3)\), it follows that

\[
d(e^{\alpha t}|Z^\lambda(t)|^p) \leq e^{\alpha t}\left\{ -(p\lambda - \alpha)|Z^\lambda(t)|^p + \frac{1}{2}Kp(p-1)|Z^\lambda(t)|^p \right\} dt
\]

\[
+ pe^{\alpha t}|Z^\lambda(t)|^{p-2}(Z^\lambda(t), ((\nabla Z^\mu)\sigma(t, \cdot))(X^\mu_t) dW(t).
\]

Using (7.11) and combining (7.12) with BDG’s inequality, we obtain

\[
E[G_\alpha(t)] \leq E\left[ \sup_{s \in [t-r_\alpha, t]} (e^{\alpha s}|Z^\lambda(s)|^p) \right]
\]

\[
\leq \|\phi\|_{T_\mu}^p + \frac{1}{2}Kp(p-1)e^{r_\alpha} \int_0^t E[\eta_\alpha(s)] ds + 4p\sqrt{2K}E\left[ \left( \int_{t-r_\alpha}^t e^{2\alpha s}|Z^\lambda(s)|^p \|Z^\lambda\|_\infty^p ds \right)^{\frac{1}{2}} \right]
\]

\[
\leq \|\phi\|_{T_\mu}^p + \frac{1}{2}Kp(p-1 + 32pe^{\alpha r_\alpha})e^{r_\alpha} \int_0^t \eta_\alpha(s) ds + \frac{1}{2}E[\eta_\alpha(t)].
\]

Whence, Gronwall’s inequality yields

\[
E[G_\alpha(t)] \leq 2\|\phi\|_{T_\mu}^p e^{\gamma t}, \quad \gamma := Kp(p-1 + 32pe^{\alpha r_\alpha})e^{r_\alpha}.
\]

This, together with (7.11), leads to

\[
E[|Z^\lambda|^p] \leq 2e^{\alpha r_\alpha}\|\phi\|_{T_\mu}^p e^{-(\alpha-\gamma)t}, \quad t \geq 0, \alpha \in (0, p\lambda).
\]

By (7.6), we may find \( \lambda_0 > 0 \) large enough and \( \alpha \in (0, p\lambda_0) \) such that \( \delta := \alpha - \gamma > 0 \), so that (7.7) holds for some constant \( c > 0 \) and all \( \lambda \geq \lambda_0 \).
The proof of Theorem 7.1. The $L$-differentiability is implied by Proposition 5.3. So, it suffices to prove (7.3) and (7.5). For simplicity, let $h^\lambda(t) = h^{\mu,\phi,\lambda}(t)$, which was given in (7.4). By (B), (5.8) and (7.7), $h^\lambda \in L^2(\Omega \to \mathcal{H}; \mathbb{P})$ is adapted. According to Lemmas 4.2 and 5.2, the process $Z(t) := \nabla_{\phi(X_0^\mu)}X^\mu(t) - D_hX^\mu(t)$ solves the SDE with memory

$$dZ(t) = \{(\nabla_{Z_t}b)(t, \cdot, \mu_t)\}(X^\mu_t) - \lambda Z(t)\}dt + \{(\nabla_{Z_t}\sigma)(t, \cdot)\}(X^\mu_t)dW(t), \ t \geq 0, \ Z_0 = \phi(X_0^\mu).$$

Therefore, the uniqueness of solutions to (7.1) yields

$$Z(t) = \nabla_{\phi(X_0^\mu)}X^\mu(t) - D_hX^\mu(t), \ t \geq -r_0.$$

Combining this with the chain rule and the integration by parts formula for the Malliavin derivative, we derive

$$D^L_\phi(P_tf)(\mu) = \mathbb{E}[D^L_\phi f(X_t)(\mu)] = \mathbb{E}(\phi^*\langle \nabla f(X^\mu_t), \nabla_{\phi(X_0^\mu)}X^\mu_t \rangle)$$

$$= \mathbb{E}(\phi^*\langle \nabla f(X^\mu_t), Z_t + D_hX^\mu_t \rangle) = \mathbb{E}(D_hX^\mu_t + \langle \nabla_{Z_t}f \rangle(X^\mu_t))$$

$$= \mathbb{E}\left(f(X^\mu_t) \int_0^t \langle \dot{h}^\lambda(s), dW(s) \rangle\right) + \mathbb{E}((\nabla_{Z_t}f)(X^\mu_t)), \ t \geq 0,$$

i.e. (7.3) holds. Finally, by Lemma 7.3 and Hölder’s inequality, we deduce (7.5) from (7.3). \qed

### 7.2 A degenerate setup

In this subsection, we consider the following distribution-path dependent stochastic Hamiltonian system for $X(t) = (X^{(1)}(t), X^{(2)}(t))$ on $\mathbb{R}^{l+m} = \mathbb{R}^l \times \mathbb{R}^m$:

$$\begin{aligned}
(7.13)
\begin{cases}
    dX^{(1)}(t) = b^{(1)}(t, X_t)dt, \\
    dX^{(2)}(t) = b^{(2)}(t, X_t, \mathcal{L}_{X_t})dt + \sigma(t, X_t)dW(t),
\end{cases}
\end{aligned}$$

where $(W(t))_{t \geq 0}$ is an $m$-dimensional Brownian motion on a complete filtration probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$, $X_0 \in L^p(\Omega \to \mathcal{C}, \mathcal{F}_0, \mathbb{P})$ for $\mathcal{C} := C([-r_0, 0]; \mathbb{R}^{l+m})$, and

$$b := (b^{(1)}, b^{(2)}): [0, \infty) \times \mathcal{C} \times \mathcal{P}_p(\mathcal{C}) \to \mathbb{R}^{l+m}, \sigma: [0, T] \times \mathcal{C} \to \mathbb{R}^m \otimes \mathbb{R}^m$$

are measurable satisfying one of the following assumptions.

**C1** Let $p \in (2, \infty)$, $b(t, \xi, \mu)$ and $\sigma(t, \xi)$ are bounded on bounded sets, $C^1$-smooth in $(\xi, \mu) \in \mathcal{C} \times \mathcal{P}_p(\mathcal{C})$ with bounded $\|\{(\nabla b^{(1)})(t, \cdot, \mu)\}(\xi)\| + \|\{(\nabla \sigma)(t, \cdot)\}(\xi)\| + \|D^Lb(t, \xi, \cdot)(\mu)\|_{T^p_{\mu, 0}}$, and there exist constants $\beta, \kappa > 0$ satisfying

$$\kappa^p < 2^{1-\frac{p}{2}}p^p(p - 1)^{1-p} \sup_{\alpha \in (0, \beta)} e^{-\alpha r_0}(\beta - \alpha)$$

such that

$$\langle z^{(1)}(0), \{(\nabla_{z}b^{(1)})(t, \cdot)\}(\xi)\rangle \leq \kappa|z^{(1)}(0)| \cdot \|z\|_\mathcal{C} - \beta|z^{(1)}(0)|^2.$$
Let \( p \in [2, \infty) \), \( b(t, \xi, \mu) \) and \( \sigma(t, \xi) \) are bounded on bounded sets, \( C^1 \)-smooth in \((\xi, \mu) \in \mathcal{C} \times \mathcal{P}_p(\mathcal{C})\) with bounded \( \|D^2 b(t, \xi, \cdot) (\mu)\|_{T_p^\mu} \), and there exist constants \( K, \beta, \theta > 0 \) satisfying

\[
\frac{\theta^2}{\alpha} \leq \sup_{\alpha \in (0, \beta p)} \frac{\alpha}{p(p - 1 + 32pe^{\theta \alpha})e^{\theta \alpha}}
\]

such that

\[
\begin{align*}
\langle z^{(1)}(0), \{\langle \nabla_z b^{(1)}(t, \cdot, \mu) \rangle(\xi) \rangle \rangle & \leq K|z^{(2)}| \cdot \|z\|_\mathcal{E} + \frac{\theta^2}{2} \|z^{(1)}\|_\mathcal{E}^2 - \beta \|z^{(1)}(0)\|^2, \\
\langle z^{(2)}(0), \{\langle \nabla_z b^{(2)}(t, \cdot, \mu) \rangle(\xi) \rangle & \leq K|z^{(2)}(0)| \cdot \|z\|_\mathcal{E}, \\
\|\{\langle \nabla_z \sigma(t, \cdot) \rangle(\xi) \| & \leq \theta \|z\|_\mathcal{E}, \quad t \geq 0, z, \xi \in \mathcal{C}, \mu \in \mathcal{P}_p(\mathcal{C}).
\end{align*}
\]

Let \( \mu_t = \mathcal{L}_{X_t}^\mu \) with \( \mathcal{L}_{X_0} = \mu \in \mathcal{P}_p(\mathcal{C}) \), and let \( \phi \in T_{\mu, p} \). For any \( \lambda > 0 \), consider the linear SDE with memory for \( Z(t) = (Z^{(1)}(t), Z^{(2)}(t)) \) on \( \mathbb{R}^{l+m} \)

\[
dZ(t) = \left\{ \{\langle \nabla_z b(t, \cdot, \mu) \rangle(\xi) \} \{X^\mu_t - \lambda(0, Z^{(2)}(t))\} \right\} dt + \{0, \{\langle \nabla_z \sigma(t, \cdot) \rangle(\xi) \} \{X^\mu_t\} dW(t), \quad Z_0 = \phi(X^\mu_0).
\]

By [31, Theorem 2.3], under assumption (C1) or (C2), (7.18) has a unique functional solution. We denote the functional solution by \( Z^\mu_{t, \phi, \lambda} \) to emphasize the dependence on \( \mu, \phi \) and \( \lambda \). When \( \sigma \sigma^* \) is invertible, let

\[
h^\mu_{\phi, \lambda}(t) = \int_0^t \{\sigma^*(\sigma \sigma^*)^{-1}(s, X^\mu_s) \{ \lambda Z^{(2)}(s) \} + \mathbb{E}[\mathcal{E}_{\phi^*}, \{D^Lb^{(2)}(s, \xi, \cdot, \mu_s)(X^\mu_s, D^L_{\phi_s}X^\mu_s)\} |_{\xi=X^\mu_s}] \} ds, \quad t \geq 0.
\]

**Theorem 7.4.** Assume (C1) or (C2), and let \( \sigma \sigma^* \) be invertible with \( \|\sigma \sigma^*\|_{\infty} < \infty \). Then for any \( T > 0 \) and \( f \in C^1_p(\mathcal{C}) \), \( (P_T f)(\mu) \) is \( L \)-differentiable in \( \mu \in \mathcal{P}_p(\mathcal{C}) \) such that

\[
D^L_{\phi}(P_T f)(\mu) = \mathbb{E}
\left[
\int_0^T \langle h^\mu_{\phi, \lambda}(s), dW(s) \rangle \right] + \mathbb{E}\langle \nabla_Z f(X^\mu_T) \rangle, \quad \mu \in \mathcal{P}_p(\mathcal{C}), \phi \in T_{\mu, p}.
\]

Consequently, there exist constants \( c, \delta, \lambda_0 > 0 \) such that

\[
D^L_{\phi}(P_T f)(\mu) - \mathbb{E}
\left[
\int_0^T \langle h^\mu_{\phi, \lambda}(s), dW(s) \rangle \right] \leq c e^{-\delta T} \left\{ (P_T \|f\|_{T_{\mu, p}})(\mu) \right\}^{\frac{p-1}{p}} \|\phi\|_{T_{\mu, p}}, \quad \lambda \geq \lambda_0, T > 0, \quad f \in C^1_p(\mathcal{C}).
\]

To prove this result, we first present the following lemma.

**Lemma 7.5.** Assume (C1) or (C2). Then there exist constants \( c, \delta, \lambda_0 > 0 \) such that for any \( \lambda \geq \lambda_0 \),

\[
\mathbb{E}[\|Z^\mu_{t, \phi, \lambda}\|_{\mathcal{B}}^p] \leq c e^{-\delta T} \|\phi\|_{T_{\mu, p}}^p, \quad t \geq 0, \quad \mu \in \mathcal{P}_p(\mathcal{C}), \phi \in T_{\mu, p}.
\]
Proof. We denote $X^\mu = X, Z^{\mu,\phi,\lambda} = Z = (Z^{(1)}, Z^{(2)})$, and $\|Z^{(i)}_t\|_E = \sup_{s \in [t-r_0, t]} |Z^{(i)}(t)|, i = 1, 2$.

(1) Let (C1) hold. By (7.18), we have

$$
Z^{(2)}(t)e^{\alpha t} = \phi^{(2)}(X_0)e^{-(\lambda-\alpha)t} + \int_0^t e^{-\lambda(t-s)}e^{\alpha s}\{\nabla Z_s b^{(2)}(s, \cdot, \mu_s)\}(X_s)ds \\
+ \int_0^t e^{-(\lambda-\alpha)(t-s)}e^{\alpha s}\{\nabla Z_s \sigma^{(2)}(s, \cdot)\}(X_s)dW(s).
$$

Then, by the boundedness of $\|\nabla b\| + \|\nabla \sigma\|$ and applying Lemma 7.2, we find a constant $c_1 > 0$ and a function $r : [0, \infty) \to [0, \infty)$ with $r_s \to 0$ as $s \to \infty$ such that

$$
e^{\rho a(t-r_0)}E\|Z^{(2)}_t\|_E^p \leq c_1\|\phi^{(2)}\|_{T_{\mu,p}}^p + r_{\lambda-\alpha}\int_0^t e^{\rho a s}E\|Z_s\|_E^p ds.
$$

On the other hand, by (7.15) we have

$$
d|Z^{(1)}(t)| \leq \{\kappa|Z_t|_E - \beta|Z^{(1)}(t)|\}dt
$$

so that for $\alpha \in (0, \beta)$,

$$
e^{\alpha t}|Z^{(1)}(t)| \leq \|\phi(X_0^\mu)\|_E e^{-(\beta-\alpha)(t-s)} + \kappa\int_0^t e^{\alpha s-(\beta-\alpha)(t-s)}\|Z_s\|_E ds.
$$

Hence for any $\varepsilon > 0$ there exists a constant $c_2 > 0$ such that

$$
e^{(t-r_0)\rho a}E[\|Z^{(1)}_t\|_E^p] \leq \mathbb{E}\left[\sup_{s \in [t-r_0, t]} \{|Z^{(1)}(s)|e^{\alpha s}\}^p\right] \\
\leq c_2\|\phi\|_{T_{\mu,p}}^p + \rho^p \left(\frac{1-1/p}{\beta-\alpha}\right)^{p-1}(1 + \varepsilon)\int_0^t e^{\rho a s}E[\|Z_s\|_E^p]ds.
$$

Combining this with (7.23), we arrive at

$$
e^{\rho a t}E[\|Z_t\|_E^p] \leq 2^{\frac{\varepsilon}{2}-1}e^{\rho a t}E[\|Z^{(1)}_t\|_E^p + \|Z^{(2)}_t\|_E^p] \leq c_3\|\phi\|_{T_{\mu,p}}^p + \gamma_{\lambda,\varepsilon}\int_0^t e^{\rho a s}E[\|Z_s\|_E^p]ds
$$

for some constants $c_3 > 0$ with

$$
\gamma_{\lambda,\varepsilon} := 2^{\frac{\varepsilon}{2}-1}\left(\rho^p \left(\frac{1-1/p}{\beta-\alpha}\right)^{p-1}(1 + \varepsilon) + r_{\lambda-\alpha}\right)e^{\rho a r_0}.
$$

By Gronwall’s lemma, we obtain

$$
\mathbb{E}[\|Z_t\|_E^p] \leq c_3\|\phi\|_{T_{\mu,p}}^p \exp[-(\gamma_{\lambda,\varepsilon} - \rho a)t].
$$

Due to (7.14), we find a constant $\varepsilon > 0$ such that

$$
\rho a > 2^{\frac{\varepsilon}{2}-1}\rho^p \left(\frac{1-1/p}{\beta-\alpha}\right)^{p-1}(1 + \varepsilon)e^{\rho a r_0}.
$$
This implies
\[
\lim_{\lambda \to \infty} \gamma_{\lambda,\varepsilon} = 2\varepsilon^{-1/kp} \left( 1 - \frac{1}{p(1-\beta)} \right)^{p-1}(1 + \varepsilon) e^{2\varepsilon \rho \alpha_0} < p\alpha.
\]

Hence, we may find constants \(\lambda_0, \delta > 0\) such that \(\alpha p - \gamma_{\lambda,\varepsilon} \geq \delta\) for \(\lambda \geq \lambda_0\). Therefore, (7.22) holds.

(2) Let \(\textbf{C}2\) hold. For \(\varepsilon \in (0, 1)\), set
\[
\rho(t) := \sqrt{|Z^{(1)}(t)|^2 + \varepsilon |Z^{(2)}(t)|^2}, \quad t \geq 0.
\]

By (7.17) and Itô’s formula, for \(\lambda \geq 4\beta\), we have
\[
d|\rho(t)|^2 = 2(Z^{(1)}(t), \{(\nabla Z_t, b^{(1)}(t, \cdot, \mu_t))(X_t^{\mu})\} + 2\varepsilon(Z^{(2)}(t), \{(\nabla Z_t, b^{(2)}(t, \cdot, \mu_t))(X_t^{\mu})
\]
\[
+ \varepsilon \langle (\nabla Z_t, \sigma(t, \cdot))(X_t^\mu), (X_t^\mu_\varepsilon) \rangle_{\mathbb{R}^n} - \varepsilon \lambda |Z^{(2)}(t)|^2 \rangle dt + 2\varepsilon(Z^{(2)}(t), \{(\nabla Z_t, \sigma(t, \cdot))(X_t^\mu)\}dW(t))
\]
\[
\leq \left\{-2\beta |Z^{(1)}(t)|^2 - \frac{\lambda \varepsilon}{2} |Z^{(2)}(t)|^2 + \theta^2 |Z^{(1)}_t|^2 - 2\beta |Z^{(1)}(t)|^2 + \varepsilon \theta^2 |Z^{(1)}_t|^2 - \lambda \varepsilon |Z^{(2)}(t)|^2 \right\} dt
\]
\[
+ 2\varepsilon(Z^{(2)}(t), \{(\nabla Z_t, \sigma(t, \cdot))(X_t^\mu)\}dW(t))
\]
\[
\leq \left\{-2\beta |\rho(t)|^2 + \gamma_{\lambda,\varepsilon} |\rho_t|^2 \right\} dt + 2\varepsilon(Z^{(2)}(t), \{(\nabla Z_t, \sigma(t, \cdot))(X_t^\mu)\}dW(t)),
\]

where \(|\rho_t| \varepsilon := \sup_{-\rho \leq \theta \leq 0} |\rho(t) + \theta|\) and
\[
\gamma_{\lambda,\varepsilon} := \max \left\{ \theta^2 + \varepsilon \left( \theta^2 + \frac{2K^2(1 + \varepsilon)^2}{\lambda \varepsilon^2} \right), \theta^2 + \frac{2K^2(1 + \varepsilon)^2}{\lambda \varepsilon^2} \right\}.
\]

Then, for any \(p \geq 2\) and \((\alpha \in (0, p\beta))\), it follows that
\[
d(e^{\alpha t}|\rho(t)|^p) \leq e^{\alpha t} \left\{- (\beta p - \alpha)|\rho(t)|^p + \frac{1}{2} p(\gamma_{\lambda,\varepsilon} + (p - 2)\theta^2)|\rho_t|^2 \right\} dt
\]
\[
+ \varepsilon p e^{\alpha t}|\rho(t)|^{p-2}(Z^{(2)}(t), \{(\nabla Z_t, \sigma(t, \cdot))(X_t^\mu)\}dW(t)).
\]

Noting that
\[
e^{-\alpha t} \sup_{s \in [t-r_0, t]} (e^{\alpha s}|\rho(s)|^p) \leq \eta_\alpha(t) := e^{\alpha(t-r_0)}|\rho_t|^p \leq \sup_{s \in [t-r_0, t]} (e^{\alpha s}|\rho(s)|^p),
\]
and combining (7.25) with BDG’s inequality, for any \(\alpha \in (0, \beta p)\), we obtain
\[
\mathbb{E}[\eta_\alpha(t)] \leq \mathbb{E} \left[ \sup_{s \in [t-r_0, t]} (e^{\alpha s}|\rho(s)|^p) \right]
\]
\[
\leq \mathbb{E}[|\phi(X_0^{\mu})|^p] + \frac{1}{2} p(\gamma_{\lambda,\varepsilon} + (p - 2)\theta^2) \int_0^t \mathbb{E}[e^{\alpha s}|\rho_s|^p] ds
\]
\[
+ 4\sqrt{2p\theta} \mathbb{E} \left[ \left( \int_{(t-r_0)^+}^t \varepsilon^2 e^{2\alpha s}|\rho(s)|^{2p-4} |Z^{(2)}(s)|^2 |Z_s|^2 ds \right)^{\frac{1}{2}} \right]
\]
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By Lemma 4.2, we have

\[
(7.28)
\]

This together with (7.19) and (7.22) implies that

\[
E \eta_a(t) \leq 2 \| \phi \|_{T_p} \| e^{c_{\lambda,\varepsilon}(\alpha)}t \|, \quad c_{\lambda,\varepsilon}(\alpha) := (p(\gamma_{\lambda,\varepsilon} + (p - 2)\theta^2) + 32p^2e^{\alpha_0}\theta^2) e^{\alpha_0}.
\]

This and (7.26) yield

\[
E[\| \rho_t \|_{\phi}^p] \leq 2e^{\alpha_0} \| \phi \|_{T_p} e^{-(\alpha - c_{\lambda,\varepsilon}(\alpha))}t, \quad t \geq 0.
\]

Note that (7.24) implies

\[
\lim_{\varepsilon \downarrow 0} \lim_{\lambda \to \infty} c_{\lambda,\varepsilon}(\alpha) = e^{\alpha_0} \left( p - 1 + 32pe^{\alpha_0} \right) p\theta^2.
\]

Then, by (7.16), we may find \( \alpha \in (0, \beta_p) \), small enough \( \varepsilon > 0 \) and large enough \( \lambda_0 > 0 \) such that \( \delta := \alpha - c_{\lambda_0,\varepsilon}(\alpha) > 0 \), so that

\[
E[\| Z_t \|_{\phi}^p] \leq e^{-\beta_p E[\| \rho_t \|_{\phi}^p]} \leq 2\varepsilon e^{\alpha_0} \| \phi \|_{T_p} e^{-\delta t}, \quad t \geq 0, \lambda \geq \lambda_0.
\]

Then (7.22) holds. \( \square \)

**Proof of Theorem 7.4.** Since the \( L \)-differentiability is implied by Proposition 5.3, while (7.21) follows from Lemma 7.5 and (7.20), it suffices to prove (7.20).

Simply denote \( h = h^{\mu,\phi,\lambda} \). By (C1) or (C2), there exists a constant \( c_1 > 0 \) such that

\[
(7.27)
\]

This together with (7.19) and (7.22) implies that \( h \in L^2(\Omega \to \mathcal{H}, \mathbb{P}) \) is adapted. Let \( w_t^h = (w_t^{h,1}, w_t^{h,2}) \) be the unique functional solution to the following SDE with memory

\[
(7.28)
\]

By Lemma 4.2, we have \( w_t^h = D_h X_t^\mu \). Next, according to Lemma 5.2, \( v_t^\phi = (v_t^{\phi,1}, v_t^{\phi,2}) := D_\phi D_t X_t^\mu \) exists in \( L^2(\Omega \to C([0,T]; \mathcal{G}), \mathbb{P}) \) and is the unique solution to

\[
(7.29)
\]

From (7.28) and (7.29) we see that

\[
Z(t) := v_t^\phi(t) - w_t^{h,\phi,\lambda}(t)
\]
solves (7.18). In particular, \( Z_T = v_T^\phi - w_T^h = D_\phi D_T X_T^\mu - D_h X_T^\mu \). Then (7.20) follows from Proposition 4.3. \( \square \)
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