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Abstract

Purpose: To present a closed formalism calculating charged particle radiation damage induced in DNA, based on a simplified molecular model. The formalism is valid for all types of charged particles and due to its closed nature is suited to provide fast conversion of dose to DNA-damage.

Methods The induction of complex DNA–damaged is modelled using the standard scattering theory with a simplified effective potential. This leads to a proposal to use the Breit–Wigner expression to model the probability of the complex damage inelastic scatter as a function of kinetic energy of the scattered particle. A microscopic phenomenological Monte Carlo code is used to predict the damage to a DNA molecule embedded in a cell. The model is fit to the result of the simulation for four particles: electrons, protons, alpha–particles, and Carbon ions. The model is then used to predict the damage in a cell as a function of kinetic energy. Finally, a framework is proposed and implemented to provide data that can be assessed experimentally, by predicting the relative biological effectiveness over the track of a pristine proton beam.

Results: The mathematical expression describes the model adequately using the relevant statistical methodologies. This for all particle types with an almost perfect fit for protons, while the other particles seem to provide some discrepancies at very low energies. The implementation calculating a strict version of the RBE based on complex damage alone is corroborated by clinical data.
I. INTRODUCTION

An extensively used model to describe the biological impact of charged particles on cells is the categorization into simple and complex damage introduced by the impacting particles. The Bethe–formalism describes this impact in terms of energy loss of the charged particles in inelastic collisions with the electrons of the medium, through the notion of mass stopping power \( (dE/\rho dx) \)[1]. Linear energy transfer (LET) is a measure for the density of ionization taking place along the track of a charged particle through a medium. Hans Bethe showed that stopping power and therefore the closely related LET approximately depends inversely on the speed squared with (i.e. \( \sim 1/\beta^2 \) with \( \beta = v/c \)). This is corrected by incorporating the effective charge of the charged particle \( (z_{eff}) \)[2]. It follows that there is a direct relationship of LET with the kinetic energy of the depositing particle. From observation the simple damage was shown to be related to low LET events, while more complex damage is attributed to high LET interactions[3]. Brenner and Ward[4] argued that complex damage was related to single particle interactions with a high LET rather than the combination of simple damage events generated by single particles. In this paper we will use this observation to relate the single interaction probabilities to simple or complex damage.

On the other hand, any molecule, and specifically the DNA molecule, can be described using physical models governed by quantum theory. Therefore, single particle interactions creating complex damage need to follow both classical and quantum models.

To describe the impact of energetic charged particles on the DNA–structure, the science community has taken its recourse to using Monte Carlo simulations to quantify the damage introduced[5, 6]. These codes are based on the knowledge provided by the Bethe formalism and are phenomenological in that they are combined with the current experimental knowledge. A more fundamental analytical approach is currently lacking, not in the least due to the underlying complexity of the DNA molecule, as well as the available experimental data which is mainly provided in terms of radiobiologically equivalent dose (RBE), a quantity combining physical, spectral, chemical, and biological factors. All of this hampering ab–initio calculations. Other efforts using more mechanistic models are also available and make use of a classical geometrical view of the DNA–molecule, not taking into account the quantum mechanical nature of the interactions.

The Monte Carlo calculations are able to predict the induction of simple damage as well
as more complex damage to the DNA–molecules. These findings are interpreted using the Bethe formalism in terms of LET and show that high LET particles introduce more complex damage.

In this paper we will develop an approach that leads to an adequate and universal description of damage induction in DNA–molecules. The approach is based on an overall interaction of the charged particle with the DNA–molecule as a whole. Describing the interaction in terms of quantum mechanical scatter theory. In this approach no assumptions are made regarding the specific structure, nor chemical or biological effects that affect the generation of damage. We also show that this formalism describes the current knowledge well.

II. METHODS AND MATERIALS

A. Molecular Model

In this work we reduce the DNA-molecule to a free–electron molecular orbital model (FEMO), further simplified by assuming a constant potential of the particle in a box, a practice proposed independently by Simpson [7], Bayliss [8], and Kuhn [9]. The potential for all electrons is an effective potential. The model hamiltonian for such a system is thought to be the sum of all individual hamiltonians. We then take this one step further and provide an effective potential $V_{eff}$, to serve as single potential interacting with the incoming particle. The approach of replacing a complex system with a many body Schrödinger equation involving an effective potential has also been successfully used to describe elastic and inelastic interactions if neutrons with nucleons [10, 11]. The problem is thereby reduced to the problem of scattering particles by a square well, the size of which is comparable to the size of the DNA–molecule. This is a well known problem in scattering theory and can be solved using the partial wave approach or using the formalism based on the Green’s function, both of which result in resonant behavior of the particle with the potential well. Note that there are no additional assumptions regarding the internal structure of the DNA–molecule, nor of any mechanistic process.
B. Resonance formalism

In nuclear physics, a resonance interaction is described by the Breit–Wigner expression (Eq 1) which is completely determined by a position $E_0$ and a spread $\Gamma$. There the parameter and form are well-defined by a theory solving the equations governing the scattering of particles [12, 13]. The expression then provides the probability of interaction (or cross section) as a function of energy. In all cases the interaction probability of inelastic scattering is governed by the following equation:

$$\sigma_{inel}(E) = \frac{\Gamma^2/4}{(E - E_0)^2 + \Gamma^2/4}$$  \quad (1)

This equation provides the probability of inelastic interaction with the DNA-molecule. The physical interpretation of such a resonance is that it describes a phase transition of the interaction of the scattering beam with the target.

In this work we are interested in the case where single particles generate more than one inelastic interaction in the DNA–molecule. We also know that the average distance between interactions in a medium changes with the energy. To model this we propose to use a hybrid model where we combine the quantum mechanical nature of the interaction with a classical average distance between interactions by introducing a forbidden zone in the target potential. The size of this zone is related to the average distance. Figure 1 illustrates this concept by showing that only interactions (and their probability) confined to that volume can contribute to complex interactions. As the size of the forbidden zone diminishes with the energy of the incoming particle, the contribution of complex damage increases with decreasing energy, thereby sampling an increasingly larger part of the Breit–Wigner distribution. This implies that the probability of complex interaction varies as with energy as the cumulative function of Eq 1. This therefore leads to the ansatz to write the change in probability of the an interaction generating complex damage as the same expression.

$$\frac{d\sigma_{cd}}{dE}(E) = \frac{\Gamma^2/4}{(E - E_0)^2 + \Gamma^2/4}$$  \quad (2)

The interpretation of this equation is that it provides an estimate of the change in contribution of complex damage to the total damage. Note that the subscript is changed to $cd$ to reflect that we now speak of complex damage instead of multiple interactions, making it clear that this is a mathematical model to represent this rather than an actual mechanism,
FIG. 1. A schematic representation of the model depicting the contribution of complex damage. In the middle the forbidden zone restricts the number of particles that can contribute to dual interactions. As the energy decreases the number of particles contributing increases, leading to a reverse cumulative expression of the Breit-Wigner curve. Units in all axes are arbitrary.

this in tune with the single particle theory of complex interaction as proposed by Brenner and Ward[4].

C. Damage calculation

In practice we are interested in the total damage induced in the DNA–molecule and more importantly in the ratio of simple damage (which is easily repairable) and complex damage which has an important biological effect. When we consider depositing a constant amount of energy in the DNA-molecule (i.e. giving the same dose) then there are essentially three possibilities 1) we are at an energy where only single interactions occur (i.e. the Born approximation on a molecular level), 2) A level exists where all interactions are at least double, and thirdly, an intermediate level. An interesting analogy could be a phase transition, where microscopic behavior impacts the ensemble system providing two states with different macroscopic properties. Translating this to cell damage this means that the in first state a particle can only produce simple damage, in the second state complex damage
can be inflicted by a single particle.

It is straightforward that the damage behavior as a function of energy has the following form which is the cumulative expression of the Breit–Wigner function:

\[
F_{cd}(E) = \frac{2}{\pi} \left[ \tan^{-1}\left( \frac{E - E_0}{\Gamma/2} \right) \right] + b
\]

With the parameters \(a\) and \(b\) related to the levels 1 and 2 as outlined above. From boundary conditions we find that at very large energies (i.e. \(E >> E_0\)) the expression is reduced to minimal number of double interactions \((D_{min})\) which is equal to \(a\). The value of \(b\) is related to the maximal number of double interactions \((D_{max})\) as follows:

\[
D_{max} = D_{min} + (1 - \tan^{-1}(\frac{-E_0}{\Gamma/2}))b
\]

D. Validation using Monte Carlo Simulations

The use of microdosimetric calculations has provided important insight in the mechanisms and effects of radiation deposition. In the past Monte Carlo simulations of charged particle deposition by various modalities were used to quantify and typify the kinds of damage introduced by the different modalities[5].

The Monte Carlo Damage Simulation code (MCDS) developed by Semenenko and Stewart, generates spatial maps of the damaged nucleotides forming many types of clustered DNA lesion, including single-strand breaks (SSB), double strand breaks (DSB) as well as individual and clustered base damages[6]. This approach has been shown to be linear with dose up to very high doses, it follows that this parameterization is likewise. In this paper MCDS version 3.0 was used with the parameters described below. The DNA length which was chosen to be 1Gbp (Giga base pairs) and a nucleus diameter of 5µm. In the MCDS software the geometry of the DNA–molecule is not an explicit parameter. Here 4 parameters are used: 1) The DNA–segment length \(n_{seg}\), which is an ad hoc parameter expressed as base pairs \(Gy^{-1}cell^{-1}\), 2) The number of strand breaks generated \(\sigma_{Sb}\), 3) The number of base pair damages generated \(\sigma_{Bb}\) by defining \(f = \sigma_{Bb}/\sigma_{Sb}\), and 4) A parameter \(N_{min}\) (bp) describing the minimal separation for damage to be apart no to be counted as being in the same cluster. The values of these parameters is determined on the basis of other simulations and measurements. For a more in–depth treatment of these parameters we refer to the work by Semenenko and Stewart[14] Variable input parameters MCDS were: the
modality (i.e. energy depositing particle (electron, proton,...)), the energy (in MeV), and the oxygen concentration in %. In the implementation described here we chose to omit any oxygen enhancement as this could be a confounding factor and is subject of another study. Therefore, a concentration of 0% oxygen was used. For every particle type all complex damage was noted per Gy, per cell and per kinetic energy. To obtain differential information a normalized subtraction curve was generated. The fitting procedures were performed in the gnuplot\[15]\–software using a Levenberg–Marquardt minimization routine.

III. RESULTS

In Figure 2 the Breit–Wigner expression as outlined in Equation 1 together with a normalization factor is used to fit the energy differential cross–section for complex damage. The fit is performed to minimize the $\chi^2$–value. In all cases the resulting $\chi^2/NDF$ (NDF = Number of Degrees of Freedom) are lower than 1. The values of the parameters is provided in Table I. All fits are completely satisfactory at energies higher than the Breit–Wigner peak.

| Particle | $\Gamma$ | $E_0$ | $a$  | $b$  | $\frac{\Gamma}{E_0}(\Gamma)$ | $\frac{E}{E_0}(E_0)$ |
|----------|----------|-------|------|------|-------------------------------|----------------------|
| $e^-$    | (2.854±0.051)$\times$10$^{-4}$ MeV | (1.05736±0.036)$\times$10$^{-4}$ MeV | 2.9061 | 21.460 | 29.94 | 49.16 |
| $p^+$    | 0.5575±0.0094 MeV | 0.1642±0.0037 MeV | 2.89068 | 21.4273 | 29.00 | 53.44 |
| $\alpha^{++}$ | 8.20±0.17 MeV | 3.1850±0.056 MeV | 3.0856 | 20.7933 | 30.15 | 48.38 |
| C$^{6+}$ | 201.7±8.4 MeV | 95.4±2.5 MeV | 3.01459 | 21.8489 | 31.50 | 45.80 |

TABLE I. The different values for $\Gamma$ and $E_0$ as defined by Equation 1 and obtained from a fitting procedure together with the asymptotic standard error of the fitted parameter. All fits exhibited minimal values of $\chi^2/NDF$ (NDF = Number of Degrees of Freedom). The columns $a$ and $b$ are the parameters indicating the levels of DSB at low, resp. high LET. Note that even in low LET the number is not zero as complex damage can occur due to the combination of simple damage events.

On the lower energy side different discrepancies can be observed depending on the incoming particles, only for protons we see a satisfactory fit over the full energy range. We attribute this to optical effects with the electron interactions and the change of effective charge in the $\alpha$–particles and C$^{6+}$–ions as they tend to pick up electrons at lower energies, reducing the charge of the particle and therefore change the interaction parameters.
FIG. 2. Fitting the Breit-Wigner expression to the energy differential inelastic cross section
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A. Calculating Damage

B. Parameters

To verify the model we calculate the different parameters starting from the results listed in Table I. Here we convert the values of $E_0$ and $\Gamma$ to $zp/E$ which is nothing more than the charge divided by the speed of the particle, which is closely related to the stopping power. Table I shows that the stopping power remains roughly constant for all particles.
FIG. 3. The prediction of the number of double strand breaks or more complex damage as a function of energy for 4 relevant charged particles. This provides the number of Double Strand breaks (DSB) per Gy, Gbp and per cell. The prediction for protons and alpha particles is almost perfect. For electrons and carbon ions some discrepancies exist at lower energies.

C. Implementation in dose deposition calculations

1. Mono–energetic treatment

In dose calculations a dose matrix is obtained on a dose grid Let $D = D[i, j, k]$ the dose matrix provided then we can write the amount of complex damage incurred by particles with an energy $(E)$ as a damage matrix $(M_{cd})$. as follows:

$$M_{cd} = M_{cd}[i, j, k] = D \times F_{cd}(E)$$

$F_{cd}(E)$ then denotes a response function converting dose to damage.
2. Energy spectrum – photon treatments

Dose deposition spectra rarely consist of a field of mono–energetic electrons. For a photon source with a given photon spectrum, an energy depositing electron fields exists, which is roughly constant throughout the target volume. Using Monte Carlo simulations it is possible to calculate this field and its spectrum $\Psi(E)$. It then becomes possible to include the spectrum in the calculation of the damage matrices. This approach has been used already by different authors [16, 17].

\[
M_{cd} = D \times \frac{\int_0^{E_{max}} \Psi(E) F_{cd}(E)dE}{\int_0^{E_{max}} \Psi(E)dE}
\]

In the case of charged particle treatment, the particles are moderated and the energy spectrum changes depending on the position of the point where the dose is being deposited. It is therefore necessary to apply Equation 6 to each point separately with knowledge of the depositing energy spectrum in that point. Due to the closed nature of this approach this becomes feasible using off the shelf computing equipment.

D. Application: Proton treatment

Recently, the coupling of Monte Carlo simulations in dose deposition to micro-dosimetric code has been proposed and applied by several groups[16, 17]. Here a two step approach is followed: 1) A general purpose Monte Carlo code (MCNPX 2.7b)[19] is used to estimate the spectrum of all different dose contributing particles,. 2) A micro dosimetric code[14] is used to determine the biological damage.

The framework for conversion of dose to biological effect is implemented on a simulation of a pristine 200MeV proton beam, taking into account the changing proton spectrum. The proton simulation is performed using MCNPX. Figure 4(a) shows the variation of the number of complex damage events as a function of energy of the proton. In addition the spectrum of depositing protons is shown at a position before the Bragg peak and at the Bragg peak. In Figure 4(b) the effect on the dose deposition is shown together with the $RBE_{cd}$ calculated as the complex damage yield generated by the protons at that particular position divided by the complex damage induced by a 6MV photon beam with the same spatial characteristics. Note that the $RBE_{cd}$ is of the order of 1.1 with larger value of 2 a few mm distal from the
Bragg peak. This is commensurate with the cell data reported by Paganetti et al.\cite{20}.

IV. DISCUSSION

It is clear that the model used here is over–simplified and is a tool rather than a description of reality. The choice of the Breit–Wigner function shape is a convenient guess based on some knowledge on phase transitions in particle physics rather than a rigorous derivation. As such this is not a theory or mechanistic model of how the interactions actually take place. It should, for the time being be seen as ia pure mathematical model. Disregarding this fact, it is clear that the derived function describes the simulations adequately, and as such can be used as a calculation tool as shown in the last paragraph of the results. Performing at least as well as the phenomenologically based Monte Carlos simulation without the need for extensive computer calculations. It remains to be seen whether the use of this formalism can be used to make predictions rather than be fit to known data.

The low energy results for electrons, $\alpha$–particles and C$^{6+}$ probably have different root causes. For electrons the Monte Carlo simulations do not take into account the optical effects of the electron interactions, papers by Ziaja et al, show that there is a distinct difference in the way electrons interact in matter. The Bethe formalism used in the Monte
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FIG. 4. In Fig 4(a) the spectrum at the beginning of the Bragg peak (scaled by 0.1) is in still completely in the low LET regimen, while at the end of the Bragg peak a significant part of the dose depositing protons exhibits high LET characteristics. Fig 4(b) shows the RBE$_{cd}$ (red line) together with the damage induced by a mono–energetic proton beam.
Carlo simulations fail to take these into account\cite{18}. For the heavier multiply charged ions the discrepancies can be attributed to the increased probabilities of electron capture by the ions at lower energies. Something not accounted for in the simulations.
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APPENDIX A: EXTENDING THE MODEL

A. Geometrical interpretation

The expression of the Breit–Wigner function is written as the inverse tangent of a ratio of energies. This ratio is dimensionless, allowing us to substitute this with a number of other quantities provided that we keep the dimensions of both numerator and denominator identical. One interesting quantity is the conversion of energy into an inelastic mean free path length (IMFP) of the charged particle in an appropriate medium. Values for the inelastic mean free path length (IMFP) for electrons are well known in the literature, not in the least as they are important in solid state physics and electron microscopy. They can be found in freely available databases for a variety of elements and compounds, even for organic molecules like DNA. For protons values can be found in a publication by Zhen–Yu and colleagues. For particles such as α-particles and carbon–ions the data is more difficult to find. We therefore opt not to use the data for these particles and restrict ourselves to electrons and protons.

In all current microdosimetric codes the Bethe formalism is used, which is valid for higher energies (i.e. above 500eV for electrons). This implies that changes in IMFP, denoted by \( \lambda \), which impact the damage calculated using these codes also reflect the limitations of the Bethe formalism. From the theory the following expression is used:

\[
\lambda(E) = \frac{E}{A \log(E/E_0) + B}
\]

(7)

Note that the parameters in Table II provides physically impossible results at very low energies. This is due to the inability of Bethe’s theory to take these into account directly. Using this it is possible to provide a geometric interpretation of the model as outlined schematically in Figure 5. The probability of complex interaction is then related to the size of the volume in which the IMFP fits in a given volume. The relationship is then described

| Particle    | A          | B            |
|-------------|------------|--------------|
| Electrons   | 69.200 eV/nm | -153.94 eV/nm |
| Protons     | 115.231 keV/nm | -301.45 keV/nm |

TABLE II.
as a Breit–Wigner resonance, which is mathematically equivalent to the Cauchy function with describes the projection of a point source on a line [23].

FIG. 5. A schematic model of a source of charged particles with a given mean free path length (i.e. a given energy), which is comparable with the diameter of the sensitive cell volume. As the angle ($\theta$) of the particles path with respect to the normal to the axis of the structure increases the chance that more than a single event will occur in the volume. This implies that if the angle for which the average length between interactions equals the diameter is smaller more high LET events will be registered. On the right hand side the abstracted version describes the distribution of horizontal distances at which a line segment tilted at a random angle $\theta$ cuts the x-axis.

From Figure 5 it follows that the contribution $P$ for a given energy of charged particles to high LET events is proportional to:

$$P \sim 2 \int_{H-H=E}^{H=E} \frac{1}{1 + \left(\frac{x}{r}\right)^2} \frac{dx}{r}$$

Where we denote $H=\lambda(E_0)$ and $r=\lambda(\Gamma/2)$ Performing the calculation, we obtain:

$$P \sim \frac{2}{\pi} \left[ \tan^{-1}\left(\frac{H}{r}\right) \right]_{H-H=E}^{H=E} + C$$

$$\sim \frac{2}{\pi} \left[ \tan^{-1}\left(\frac{H}{r}\right) - \tan^{-1}\left(\frac{H-\lambda(E)}{r}\right) \right] + C$$

$$\sim \frac{2}{\pi} \left[ \tan^{-1}\left(\frac{\lambda(E)-H}{r}\right) + \tan^{-1}\left(\frac{H}{r}\right) \right] + C$$
The full function then has the following form:

\[
F_d(E) = (a - b) \frac{2}{\pi} \left[ \tan^{-1} \left( \frac{\lambda(E) - H}{r} \right) \right] + b
\]  

(12)

B. Characterizing the charged particle

In this work the parameters \(H\) and \(r\) have this far not been linked to any physical property. An interesting proposition could be to link these to dimensions of the target structure. Indeed, the choice of a cylinder as a geometric representation is not an accident. It is natural to use the diameter of a DNA–molecule as a measure of the cylinder’s diameter. The length of the cylinder is then related to the maximal distance we allow to classify two damage events as being part of the same cluster of complex damage. Both values can readily be found in the literature and text books[24]. For the most prevalent form of cellular DNA (B–DNA) the values are 3.4nm (i.e. the height of a spiral of 10 base pairs), and 2.37nm as the diameter, yielding a 1.185nm radius. We now define a dimensionless quantity \(k\) which is specific to the type of charged particle used. It is clear that this parameters acts as a scaling parameter but also depends on the ratio of both fixed parameters. Equation (12) now reads as follows:

\[
F_d(E) = (a - b) \frac{2}{\pi} \left[ \tan^{-1} \left( \frac{k\lambda(E) - 3.4}{1.185} \right) \right] + b
\]

(13)

Reducing the impact of a charged particle on the induction of complex damage in a DNA–molecule to three parameters. Figure 6 illustrates the use of these parameters and shows that comparable results can be obtained using this formalism. We find values of \(k=3.68\) for electrons and \(k=3.42\) for protons.

C. Extending the model

In the work presented above as well as in the used Monte Carlo simulations, the Bethe formalism together with its flawed approach in the lower energy regions has always been used. It is well established that the IMFP does not follow the expression outlined in Equation 7, where \(\lambda(E)\) keeps diminishing as the energy diminishes. Indeed, when the energy is lower than 200eV an increase in IMFP is observed. Ziaja et al. [18] showed that it is possible to describe this behaviour analytically by extending Equation 7 with a second term as follows:
\[
\lambda(E)_Z = \frac{\sqrt{E}}{a(E-t)^b} + \frac{E-t_1 \exp(-b_1/a_1)}{a_1 \log(E/t_1) + b_1}
\]  

(14)

In this equation the parameter \( t \) serves as a threshold separating the behavior as described by Bethe from the plasmonic interactions. Using the data provided in the work from Zhen–Yu and colleagues[22] it is straightforward to obtain parameters for the behavior of protons. These are presented in table III:

| Particle   | a     | b     | t       | a₁     | b₁    | t₁       |
|------------|-------|-------|---------|--------|-------|---------|
| Electrons  | 0.6560| 1.0100| 24.2838 | 65.898 | -128.23| 1.0     |
| Protons    | 0.681 | 1.249 | 42.38   | 117.01 | -318.7 | 1.0 \times 10^3 |

**TABLE III.**

To extend our model to incorporate the behavior of very low energy particles is suffices to replace the expression \( \lambda(E) \) by \( \lambda(E)_Z \) in equation 13. In Figure 6 the modified curves show the difference with the calculations based on the Bethe formalism only. This also shows that there is an upper limit to the increase in double strand breaks which depends on the type of particle. It is conceivable that this approach also works for the heavier particles as can be seen when using the IFMP’s in water for these (not shown).

![Graph showing the comparison of Monte Carlo and this work results for electron and proton energy vs. number of double strand breaks.](image)

**FIG. 6.** Defining the dimensionless constant \( k \) for electrons (left) and protons (right).

[1] H. Bethe. Zur theorie des durchgangs schneller korpuskularstrahlen durch materie. *Ann. Phys.*, 5(325), 1930.
[2] W.H. Barkas, J.N. Dyer, and H.H. Heckman. Resolution of the Σ–mass anomaly. *Phys. Rev. Lett.*, 11:26, 1963.

[3] Eric J. Hall. LET and RBE. In *Radiobiology for the radiologist*. Harper & Row, Publishers, Philadelphia, 1978.

[4] D. J. Brenner and J.F. Ward. Constraints on energy deposition and target size of multiply damaged sites associated with dna double-strand breaks. *International Journal of Radiation Biology*, 61(6):737–748, 1992. doi:10.1080/09553009214551591. URL http://informahealthcare.com/doi/abs/10.1080/09553009214551591.

[5] H. Nikjoo, P. O’Neill, D. T. Goodhead, and M. Terrissol. Computational modelling of low-energy electron-induced DNA damage by early physical and chemical events. *Int J Radiat Biol*, 71(5):467–473, 1997.

[6] Robert D. Stewart, Victor K. Yu, Alexandros G. Georgakilas, Constantinos Koumenis, Joo Han Park, and David J. Carlson. Effects of radiation quality and oxygen on clustered DNA lesions and cell death. *Radiation Research*, 176(5):587–602, 2011.

[7] William T. Simpson. Electronic states of organic molecules. *The Journal of Chemical Physics*, 16(12):1124–1136, 1948. doi:10.1063/1.1746743. URL http://link.aip.org/link/?JCP/16/1124/1.

[8] Noel S. Bayliss. A “metallic” model for the spectra of conjugated polyenes. *The Journal of Chemical Physics*, 16(4):287–292, 1948. doi:10.1063/1.1746869. URL http://link.aip.org/link/?JCP/16/287/1.

[9] Hans Kuhn. Free electron model for absorption spectra of organic dyes. *The Journal of Chemical Physics*, 16(8):840–841, 1948. doi:10.1063/1.1747011. URL http://link.aip.org/link/?JCP/16/840/1.

[10] Herman Feshbach. Unified theory of nuclear reactions. *Annals of Physics*, 5(4):357 – 390, 1958. ISSN 0003-4916. doi:http://dx.doi.org/10.1016/0003-4916(58)90007-1. URL http://www.sciencedirect.com/science/article/pii/0003491658900071.

[11] Roger G Newton. Inelastic scattering. *Annals of Physics*, 4(1):29 – 56, 1958. ISSN 0003-4916. doi:http://dx.doi.org/10.1016/0003-4916(58)90036-8. URL http://www.sciencedirect.com/science/article/pii/0003491658900368.

[12] G. Breit and E. Wigner. Capture of slow neutrons. *Phys. Rev.*, page 519, 1936.

[13] G. Breit. *Handbuch der Physik XLI/I*. Springer, Berlin, Heidelberg, 1959.
[14] VA Semenenko and RD Stewart. Fast Monte Carlo simulation of DNA damage formed by electrons and light ions. *Phys Med Biol*, 51(7):1693–1706, APR 7 2006. ISSN 0031-9155. doi:10.1088/0031-9155/51/7/004

[15] http://www.gnuplot.info.

[16] F Van den Heuvel, Jean-Pierre Locquet, and S Nuyts. Beam energy considerations for gold nano-particle enhanced radiation treatment. *Physics in Medicine and Biology*, 55(16):4509, 2010. URL http://stacks.iop.org/0031-9155/55/i=16/a=806.

[17] Y Hsiao and R D Stewart. Monte carlo simulation of DNA damage induction by X-rays and selected radioisotopes. *Phys Med Biol*, 53(1):233, 2008. URL http://stacks.iop.org/0031-9155/53/i=1/a=016.

[18] Beata Ziaja, Richard A. London, and Janos Hajdu. Ionization by impact electrons in solids: Electron mean free path fitted over a wide energy range. *Journal of Applied Physics*, 99(3):033514, 2006. doi:10.1063/1.2161821. URL http://link.aip.org/link/?JAP/99/033514/1.

[19] Laurie S. Waters, Gregg W. McKinney, Joe W. Durkee, Michael L. Fensin, John S. Hendricks, Michael R. James, Russell C. Johns, and Denise B. Pelowitz. The MCNPX Monte Carlo radiation transport code. In Albrow, M and Raja, R, editor, *Hadronic Shower Simulation Workshop*, volume 896 of *AIP conference proceedings*, pages 81–90. Amer Inst Physics, 2007. ISBN 978-0-7354-0401-4. Hadronic Shower Simulation Workshop, Batavia, IL, SEP 06-08, 2006.

[20] Harald Paganetti, Andrzej Niemierko, Marek Ancukiewicz, Leo E. Gerweck, Michael Goitein, Jay S. Loeffler, and Herman D. Suit. Relative biological effectiveness (rbe) values for proton beam therapy. *International journal of radiation oncology, biology, physics*, 53(2):407–421, Jun 2002. ISSN 0360-3016. URL http://www.ncbi.nlm.nih.gov/pubmed/12023146.

[21] C. Powell and A. Jablonski. Nist standard reference database 71. In *NIST Electron Inelastic-Mean-Free-Path Database — Version 1.2*. NIST Gaithersburg, MD, 2010.

[22] TAN Zhen-Yu, XIA Yue-Yuan, ZHAO Ming-Wen, and LIU Xiang-Dong. Proton inelastic mean free path in a group of organic materials in 0.05-10mev range. *Chinese Physics Letters*, 27(11):113403, 2010. doi:10.1088/0256-307X/27/11/113403. URL http://cpl.iphy.ac.cn/EN/abstract/article_43931.shtml.

[23] A.L. Cauchy. Sur les résultats moyens d’observations de même nature, et sur les résultats les plus probables. *Comptes Rendus de l’Académie des Sciences*, pages 198–206, 1853.
[24] Richard Sinden. *DNA structure and function.* Academic Press, San Diego, 1994. ISBN 0126457506.