Influence of electron-phonon coupling on low temperature phases of metallic single-wall carbon nanotubes
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We investigate the effect of electron-phonon coupling on low temperature phases in metallic single-wall carbon nanotubes. We obtain low-temperature phase diagrams of armchair and zigzag type nanotubes with screened interactions with a weak-coupling renormalization group approach. In the absence of electron-phonon coupling, two types of nanotubes have similar phase diagrams. A D-Mott phase or d-wave superconductivity appears when the on-site interaction is dominant, while a charge-density wave or an excitonic insulator phase emerges when the nearest neighbor interaction becomes comparable to the on-site interaction. The electron-phonon coupling, treated by a two-cutoff scaling scheme, leads to different behavior in two types of nanotubes. For strong electron-phonon interactions, phonon softening is induced and a Peierls insulator phase appears in armchair nanotubes. We find that this softening of phonons may occur for any intraband scattering phonon mode. On the other hand, the effect of electron-phonon coupling is negligible for zigzag nanotubes. The distinct behavior of armchair and zigzag nanotubes against lattice distortion are explained by analysis of the renormalization group equations.

I. INTRODUCTION

Carbon nanotubes are intriguing (quasi-)one-dimensional systems where a variety of electronic states emerge at low temperatures.1 Examples are superconductivity in nanotubes embedded in a zeolite matrix,2 a Mott insulating state in ultraclean nanotubes,2 and Wigner crystals in semiconducting nanotubes.2 These diverse physical properties are determined by microscopic details of nanotubes such as wrapping types (armchair, zigzag, or chiral), the number of wrapping (single-wall, multi-wall, or ropes), doping, and correlations.

In particular, correlations play an important role in presumably metallic nanotubes, since it is well known that one-dimensional gapless systems tend to form (quasi-)long-range order via backscattering processes.2 The effects of electron-electron (e-e) interactions (both long-range and short-range) in carbon nanotubes have been extensively studied and various possible phases have been proposed, e.g., Mott insulators, d-wave superconductivity, and Luttinger liquids. At the same time, electron-phonon (e-ph) interactions are not negligible, and they may lead to different low temperature phases such as s-wave superconductivity Peierls instability or Wentzel-Bardeen singularity. When both e-e and e-ph interactions coexist, it is not trivial which phase emerges at low temperatures; treating both interactions on an equal footing is of crucial importance.

In this paper, in order to investigate the effect of e-ph interactions against e-e interactions in carbon nanotubes, we employ a renormalization group (RG) method combined with a two-cutoff scaling scheme. This approach enables us to explore low temperature phases without bias. We focus on metallic single-wall nanotubes (SWNTs) with short-range interactions, whose wrapping types are either armchair or zigzag. Similar calculations have been done, for example, in Refs. 23 and 36. However, by including all the possible phonon modes and correctly summing up one-loop diagrams for retarded interactions, we reach several new conclusions. First, we find that in armchair nanotubes, as the e-ph coupling becomes strong, eventually Peierls lattice distortion with a wavelength \( \sim 1/2k_F \) \((k_F: \text{the Fermi momentum})\) is induced by phonon softening. Second, this softening is driven by intraband scattering phonon modes, i.e., stretching, radial breathing, or transverse optical modes. We expect that the radial breathing mode is the one that softens first in actual nanotubes. Finally, in contrast to armchair nanotubes, zigzag nanotubes do not show phonon softening instability; the effect of e-ph coupling is insignificantly in this case. This is rather unexpected, since the phase diagrams of metallic armchair and zigzag nanotubes are similar in the absence of e-ph coupling. We explain the different behavior of these types of nanotubes based on the RG equations. We show that the structure of RG equations becomes especially simple for carbon nanotubes that we consider, and that the basic analysis of the RG flows can describe the phase diagrams well.

The paper is organized as follows. In Sec. II we derive effective low energy models for metallic SWNTs from an extended Hubbard model in graphene. Sec. III presents the phase diagrams obtained by RG analysis with and without electron-phonon interactions. In Sec. IV we analyze the RG equations and discuss the consequences of the electron-phonon coupling on low temperature phases. Sec. V is the conclusion. The complete RG equations and other technical details are summarized in the appendices.
II. MODEL

In this section, we present low energy effective models for SWNTs based on an extended Hubbard model on a graphene lattice. Particular attention is paid to connect the zone-folding scheme, which has been used in Refs. 10, 14, and 20, and the radial quantization scheme in Ref. 40. Using the latter is important to correctly derive the electron-phonon coupling in nanotubes, while the former gives a more straightforward interpretation of band structures in nanotubes. The details of the derivation are given in Appendix A.

Throughout the paper, we assume weak short-range e-e interactions: on-site repulsive interactions $U$ and nearest neighbor interactions $V(\perp)$. In free-standing nanotubes, the long-range Coulomb interaction always exists and it is not small. Weak short-range interactions are realized by screening the Coulomb interaction by, for example, putting SWNTs on a substrate or assembling them in an array. We, however, expect that the nearest neighbor interactions capture the essential physics induced by the long-range interaction. Indeed, as we demonstrate in the next section, an excitonic insulator phase, which has been discussed in a model with the long-range Coulomb interaction also appears in our model.

A. Electronic Hamiltonian

We start from a model of a graphene sheet. A graphene lattice consists of two triangular sublattices, $A$ and $B$ sites, with basis vectors $a_{\perp} = a(\pm 1/2, \sqrt{3}/2)$, where $a$ is the edge of the lattice, and the nearest neighbor interactions are $V(\perp)$. In free-standing nanotubes, the long-range Coulomb interaction always exists and it is not small. We assume interactions are realized by screening the Coulomb interaction by, for example, putting SWNTs on a substrate or assembling them in an array. We, however, expect that the nearest neighbor interactions capture the essential physics induced by the long-range interaction. Indeed, as we demonstrate in the next section, an excitonic insulator phase, which has been discussed in a model with the long-range Coulomb interaction also appears in our model.

The hopping Hamiltonian is

$$
H_0 = -J_0 \sum_{r \in \mathbf{R}} \sum_{\alpha = 1}^{3} \left[ c_{A\alpha}^\dagger(r) c_{B\alpha}(r + \delta_i) + \text{h.c.} \right],
$$

(1)

where $c_{m\alpha}^\dagger$ is the annihilation (creation) operator of the fermion on sublattice $m$ with spin $\alpha$. The $A$ sites are at $R = n_{\perp} a_{\perp} + n_{\parallel} a_{\parallel}$ with integers $n_{\parallel}$, and their neighboring $B$ sites are at $R + \delta_i$ ($i = 1, 2, 3$) with

$$
\delta_1 = d, \quad \delta_2 = a_{\perp} + d, \quad \delta_3 = a_{\parallel} + d.
$$

(2)

Fourier transforming the hopping Hamiltonian leads to band dispersions $E_{\pm}(k) = \pm |h(k)|$ [see Fig. 1(b)] with

$$
h(k) = 2J_0 \cos(k_{\perp} a_{\perp}/2) e^{ik_{\parallel} a_{\parallel}/\sqrt{3}} + J_0 e^{-ik_{\perp} a_{\parallel}/\sqrt{3}}.
$$

(3)

An undoped graphene sheet has point-like Fermi surfaces at the Dirac points, where the band dispersion is linear. The on-site interaction is

$$
H_U = U \sum_{r \in \mathbf{R}} \left[ n_{A\uparrow}(r) n_{A\downarrow}(r) + n_{B\uparrow}(r) n_{B\downarrow}(r + d) \right],
$$

(4)

and the nearest neighbor interactions are

$$
H_V = \sum_{r \in \mathbf{R}, \alpha, \beta} \left[ V_{\perp} n_{A\alpha}(r) n_{B\beta}(r + \delta_1) + V \sum_{i = 2, 3} n_{A\alpha}(r) n_{B\beta}(r + \delta_i) \right].
$$

(5)

We assume that $|V_{\perp}| < U$.

We construct a single-wall carbon nanotube by rolling up a graphene sheet. Here we consider $(N_x, N_y)$ armchair carbon nanotubes, and $(N_x, 0)$ zigzag nanotubes. The transverse direction, along which the graphene is wrapped, is the $y$- or $x$-axis for armchair and zigzag nanotubes, respectively. This leads to quantization of momentum in the transverse direction. We move to cylindrical coordinates $r = [R_0 \cos(\theta), R_0 \sin(\theta), z]$, where $R_0$ is the radius of the nanotube and $z$ is the position parallel to the tube axis. Now the Fourier transformation is given by

$$
c_{m\alpha}(r) = \frac{1}{\sqrt{N_x N_y}} \sum_{k, n, \alpha} e^{i(kz + n\theta)} c_{mkn\alpha}.
$$

(6)
For zigzag nanotubes, the Fermi velocities are the same, while they are no longer degenerate. In the following, we always consider either no doping or infinitesimal doping regimes. Therefore, we ignore the velocity difference between two bands, and the additional gapless modes that may appear for doped systems.

To construct low energy effective models, we take the continuum limit,

$$b^{(q)} \sum_z \int dz, \quad \frac{1}{\sqrt{b^{(q)}}} d(z) \to \psi(z). \quad (10)$$

We then linearize the dispersion around the Fermi energy. This introduces two chiral fields \( \psi_{R,L}(z) \), which vary slowly compared to \( 1/k_F \). The kinetic term is

$$H_0 = v \sum_{q,\alpha} \left( \psi^\dagger_{R,q\alpha} i \partial_z \psi_{R,q\alpha} - \psi^\dagger_{L,q\alpha} i \partial_z \psi_{L,q\alpha} \right), \quad (11)$$

where \( v \) is the Fermi velocity. After substituting the chiral decomposition of the low energy modes [Eqs. (A11) and (A12)] into the interaction part of the Hamiltonian, we can cast both cases into the following form,

$$H_{\text{int}} = c_{q\alpha}^a \psi^\dagger_{R,q\alpha} L_q^\beta \psi_{R,q'\beta}^f + c_{q\alpha}^s \psi^\dagger_{R,q\alpha} L_q^\beta \psi_{R,q’\beta}^f + f_{q\alpha}^a \psi^\dagger_{R,q\alpha} L_q^\beta \psi_{L,q’\beta}^f + f_{q\alpha}^s \psi^\dagger_{R,q\alpha} L_q^\beta \psi_{L,q’\beta}^f + \frac{1}{2} u_{q\alpha} \left( \psi^\dagger_{R,q\alpha} \psi^\dagger_{R,q’\alpha} \psi_{R,q’\beta} \psi_{L,q’\beta} + \text{h.c.} \right) + \frac{1}{2} u_{q\alpha} \left( \psi^\dagger_{R,q\alpha} \psi^\dagger_{R,q’\beta} \psi_{L,q’\alpha} \psi_{L,q’\beta} + \text{h.c.} \right), \quad (12)$$

where Einstein summation is implicitly assumed over \( q^{(l)} = \pm = 1,2 \). In order to avoid double counting, we choose \( f_{qq} = 0 \) and \( u_{qq} = 0 \). Furthermore, due to hermiticity, we have \( c_{q\alpha} = c_{q\alpha}^\dagger \) and \( u_{qq'} = u_{qq'}^\dagger \), and the parity symmetry implies \( f_{q\alpha} = f_{q\alpha}^\dagger \). Thus, there are nine independent coupling constants: \( c_{11}, c_{12}, c_{12}^*, f_{12}, f_{12}^*, u_{12}, u_{12}^* \) and \( u_{12}^* \). The initial (bare) values of these coupling constants in terms of \( U, V \) and \( V_\perp \) are given in Appendix A Umklapp processes, which are described by the parameters \( u_{qq'} \), are absent for doped nanotubes.

Finally, using the operator product expansion, we calculate the RG equations for these coupling constants. To identify the emerging order, we consider the renormalized bosonized theory, as in Refs. 1, 26, 44. In many cases, RG analysis combined with bosonization gives reliable results in one-dimension even when coupling constants flow to the strong coupling limit, i.e., asymptotic
TABLE I. Expectation values of bosonic variables in the fully gapped phases. We set \( \langle \phi_{\alpha} \rangle = 0 \).

| Phase  | \( \langle \phi_{\pi/2} \rangle \) | \( \langle \phi_{\pi} \rangle \) | \( \langle \phi_{\pi/2} \rangle \) | \( \langle \phi_{\pi} \rangle \) |
|--------|----------------|----------------|----------------|----------------|
| CDW    | \( \pi/2 \)    | 0              | 0              | 0              |
| PDW    | 0              | \( \pi/2 \)    | \( \pi/2 \)    | 0              |
| CCP    | 0              | 0              | 0              | 0              |
| FDW    | \( \pi/2 \)    | \( \pi/2 \)    | \( \pi/2 \)    | 0              |
| S-Mott | \( \pi/2 \)    | 0              | 0              | 0              |
| S'-Mott| 0              | \( \pi/2 \)    | \( \pi/2 \)    | 0              |
| D-Mott | 0              | 0              | 0              | 0              |

The free theory is\(^{43,44}\) Here we only cite the final form,

\[
H_{\text{int}} = \frac{1}{\pi a_0^{2}} \left[ c_{11} \cos(2\phi_{\alpha}) \cos(2\phi_{\pi}) - c'_{12} \cos(2\phi_{\alpha}) \cos(2\phi_{\pi}) - (c'_{11} - c'_{12}) \cos(2\phi_{\alpha}) \cos(2\phi_{\pi}) - f'_{12} \cos(2\phi_{\alpha}) \cos(2\phi_{\pi}) - u'_{11} \cos(2\phi_{\alpha}) \cos(2\phi_{\pi}) - u'_{12} \cos(2\phi_{\alpha}) \cos(2\phi_{\pi}) - (u'_{12} + u'_{12}) \cos(2\phi_{\alpha}) \cos(2\phi_{\pi}) \right],
\]

and the detailed derivation is given in Appendix C. When the system is undoped, i.e., at commensurate filling, all four modes are gapped and pinned. The possible phases and their pinned fields are given in Table I and also discussed in Refs.\(^{14,42,43,55}\). The properties of these phases are explained in the next section. For incommensurate filling, the total charge mode \( \phi_{\alpha} \) becomes massless. Then, Mott phases become superconducting phases with the same local pairing symmetry. At the same time, the charge-density wave (CDW) phase and the p-wave density wave (PDW) phase become degenerate since the \( Z_2 \) symmetry \( \langle \phi_{\alpha} \rangle = 0 \) or \( \pi \) is unbroken. Similarly, the chiral current phase (CCP) and f-wave density wave (FDW) become degenerate.

B. Electron-phonon interactions

Since a full microscopic description of the e-ph interaction and its parameters are not accessible, we follow the treatment by Mahan in Ref.\(^{40}\) and introduce the electron-phonon coupling as hopping modulations,

\[
V_{\text{e-ph}} = -J_1 \sum_{r \in A, \alpha} \sum_{i=1}^{3} \delta_i \cdot [Q_{B,i}(r) - Q_A(r)] \\
\times [c_{A,i}^\dagger(r) c_{B,i}(r + \delta_i) + \text{h.c.}],
\]

where \( Q_A(r) \) and \( Q_{B,i}(r) \) are the lattice displacement vectors for an A site and its surrounding B sites. \( \delta_i \) is the normalized bond vectors given in Eq. (2). Fourier transforming \( Q_A \) and \( Q_{B,i} \) as Eq. (6), we obtain

\[
V_{\text{e-ph}} = -J_1 \sum_{k,k',n,m} \left[ M_{k,k',n,m}^a e^{iA_{k,k',n,m}^a \beta_{n,m} + \text{h.c.}} \right].
\]

where \( M_{k,k',n,m}^a \)'s are linear combinations of \( Q_{m,n} \). The exact expressions can be found in Ref.\(^{41}\). Each displacement vector consists of radial, transverse, and longitudinal (along the tube axis) components, \( (Q_{m,p}, Q_{n,0}, Q_{m,z}) \).

Each of these is six modes, and it is convenient to use a new basis: \( Q_{\nu} = (Q_{Au} + Q_{Bu})/2 \) and \( q_{\nu} = Q_{Au} - Q_{Bu} \). The former are denoted as acoustic modes, and the latter three are denoted as optical modes.\(^{32}\) Three acoustic modes \( (Q_{\nu}, Q_{\nu}, Q_{\nu}) \) are often called as breathing, twisting, and stretching modes respectively.

For armchair nanotubes, we only consider \( n = n' = 0 \). Moving to the eigenstate basis, we find\(^{22}\)

\[
V_{\text{e-ph}} = V_1 + V_2,
\]

\[
V_1 = \sum_{k,k',\alpha,\nu'=\text{LA,RA,TO}} g_{\nu\nu'}(G) \left( b_{\nu \nu'} + b_{\nu \nu'}^\dagger \right) \\
\times \left( d_{\nu \nu'} k_{\nu \nu'}^+ a_{\nu \nu'} + d_{\nu \nu'}^\dagger a_{\nu \nu'} \right),
\]

\[
V_2 = \sum_{\nu, k, k', \nu'=\text{TA,LO,RO}} g_{\nu\nu'}(G) \left( b_{\nu \nu'} + b_{\nu \nu'}^\dagger \right) \\
\times \left( d_{\nu \nu'} k_{\nu \nu'}^+ a_{\nu \nu'} - d_{\nu \nu'}^\dagger a_{\nu \nu'} \right),
\]

where \( V_1 \) is the intraband scattering caused by longitudinal acoustic (LA), radial acoustic (RA), and transverse optical (TO) modes, and \( V_2 \) is the interband scattering caused by transverse acoustic (TA), longitudinal optical (LO), and radial optical (RO) modes. The reciprocal vector \( G \) is taken such that \( p = k - k' + G \) lies within the first Brillouin zone.\(^{32,55}\) The displacement vectors \( Q_{\nu} \) are quantized and \( g_{\nu \nu'} \) is the coupling constants for mode \( \nu \).

For zigzag nanotubes, we approximate \( M_{k,k',n,m}^a \) \( \approx M_{\pi/2n',0}^a \) with \( n, n' = \pm n_0 \), since we only consider states near the Fermi points located at or very close to the Brillouin zone boundary. In the eigenstate basis, we find

\[
V_{\text{e-ph}} = V_1 + V_2,
\]

\[
V_1 \approx \sum_{k,\alpha, \nu'=\text{RA,LO}} g_{\nu\nu'} \left( b_{\nu \nu'} + b_{\nu \nu'}^\dagger \right) \\
\times \left( d_{\nu \nu'}^\dagger L_{k \nu \nu'} d_{\nu \nu'} - d_{\nu \nu'} L_{k \nu \nu'} d_{\nu \nu'}^\dagger \right),
\]

\[
V_2 \approx \sum_{\nu, k, \nu'=\text{RA, TO}, \nu'=\text{LO}} g_{\nu\nu'} \left( b_{\nu \nu'} + b_{\nu \nu'}^\dagger \right) \\
\times \left( d_{\nu \nu'}^\dagger L_{k \nu \nu'} d_{\nu \nu'} - d_{\nu \nu'} L_{k \nu \nu'} d_{\nu \nu'}^\dagger \right).
\]

The summation over \( k \) is restricted near the Fermi surface. \( V_1 \) is the intraband scattering, where the momentum or angular momentum transfer by phonons are negligible. \( V_2 \) is the interband scattering, where an electron
is scattered from one branch to the other one. We ignore an additional scattering process by TO phonons
\[
V_3 \simeq \sum_{k,\alpha} q g_{\text{TO}} \left( b_{0,\text{TO}}^\dagger + b_{0,\text{TO}}^\dagger \right) \times \left( d_{Rqk\alpha}^\dagger d_{Rqk\alpha} - d_{Lqk\alpha}^\dagger d_{Lqk\alpha} \right),
\]
since this effectively renormalizes the \( f_{12} \) term, which is irrelevant in the renormalization group equations below.

In the next section, we will derive the effective retarded interaction among electrons by integrating out the phonons. This treatment and the use of a two-cutoff scaling scheme are phenomenological by nature. Therefore, we do not elaborate on the precise values of \( \epsilon \)-\( \phi \) coupling constants here.

### III. RENORMALIZATION GROUP ANALYSIS

#### A. Without \( \epsilon \)-\( \phi \) interactions

RG equations for general \( N \)-leg ladder problems with instantaneous electronic interactions have been discussed in Refs. \[49\] and \[59\]. For the sake of completeness, these equations are cited in Appendix \[11\].

The phase diagrams for vanishing \( \epsilon \)-\( \phi \) interactions for armchair and zigzag nanotubes are shown in Figs. 3 and 4, following the notation of Ref. \[21\]. The phase diagrams are obtained by integrating the RG equations with initial conditions \( U = 10^{-8} J_0 \) until one or several of the coupling constants reaches the order of unity. The diverging flows can be well captured by the ansatz \[42,48,49,60,61\]
\[
g_{\text{eff}} (l) \simeq \frac{G_{\text{eff}}}{l \Lambda - l}, \tag{19}
\]
where \( l \) gives the running ultraviolet cutoff \( \Lambda = \Lambda_0 e^{-l} \). We analyze the effective model in bosonized form to determine the low energy phases. The pinned values of the bosonic fields and the corresponding phases are given in Table \[4\]. The phase diagrams for zigzag nanotubes have been obtained in Ref. \[21\]. We note that the two phase diagrams are mapped to each other via the following transformation,
\[
V \leftrightarrow \frac{1}{3} (V + 2 V_\perp), \quad V_\perp \leftrightarrow \frac{1}{3} (4 V - V_\perp). \tag{20}
\]
This is approximately exchanges \( V \) and \( V_\perp \), or equivalently the \( x \)- and \( y \)-axes in Fig. \[4\]. Since zigzag/armchair nanotubes are rolled up along the \( x \)- and \( y \)-axes, such exchange of \( V \) and \( V_\perp \) interchanges the phase diagrams within the bosonization language. However, real space order parameters are different for two nanotubes even for the same pinning fields as we discuss below (see Fig. \[4\]).

First, in both types of SWNTs, we find various Mott phases for the undoped case \[21,51\]. These Mott phases have on average one electron per site, and no hopping is allowed due to repulsive interactions. They become superconducting states when the system deviates from half-filling, and have local pairing that resemble their partner superconducting states. In bosonization language, the only difference between the Mott states and their superconducting partners is whether the total charge mode, \( \phi_{\text{tot}} \), is gapped or not. The local pairing in the \( s \)-wave Mott phases consists of on-site pairs
\[
\frac{1}{\sqrt{2}} \left( |\uparrow\downarrow, 0 \rangle + |0, \uparrow\downarrow \rangle \right), \tag{21}
\]
while the pairing in the \( d \)-wave Mott phases consists of spin singlets
\[
\frac{1}{\sqrt{2}} \left( |\uparrow, \downarrow \rangle - |\downarrow, \uparrow \rangle \right). \tag{22}
\]
In armchair nanotubes, the transverse and tube directions are not equivalent, and the local pairs are on the transverse bonds in the \( S \)- and \( D \)-Mott phases, while the \( S' \)- and \( D' \)-Mott states have pairing along the tube direction (Fig. \[3\]). On the other hand, in zigzag nanotubes, local pairs are distributed equally on every nearest neighbor bonds in the \( S \)- and \( D \)-Mott phases, and
FIG. 5. Schematic presentation of phases appearing in armchair and zigzag nanotubes at half-filling. Blue circles represent the $s$-wave pairing, orange ellipses the $d$-wave pairing, red dots charge accumulations, and arrows currents (We follow the notation of Ref. 21).

on every next-nearest neighbor bonds in the $S'$- and $D'$-Mott phase (Fig. 5).

The CDW phase appears when $V,V_{\perp} \sim U$ as observed in Ref. [51]. For the undoped case, this corresponds to a charge modulation on $A$ and $B$ sites,

$$n_A = 1 \pm \delta n, \quad n_B = 1 \mp \delta n.$$  \hspace{1cm} (23)

In this regard, this CDW state is similar to the excitonic insulator (EI) phase, which was proposed for metallic carbon nanotubes with long-range interactions.\(^\text{41}\) We expect that long-range interactions beyond nearest neighbor repulsions further stabilize the CDW phase. When the system is doped, the CDW is no longer commensurate, and the periodicity of the charge modulation along the tube axis becomes $1/(k_F^2 + k_F^2)$ for armchair nanotubes and $1/(2k_F)$ for zigzag nanotubes.

Chiral current phases (CCPs)\(^\text{21}\) where time-reversal symmetry is spontaneously broken, appear in both phase diagrams. Similar chiral states have been discussed in cold atom gases\(^\text{62–65}\) superfluid $^3$H\(^\text{66}\) or Sr$_2$RuO$_4$\(^\text{67}\). The CCP is mapped on the staggered flux (SF) phase in two-leg ladder problems, which was proposed in the context of $t$-$J$ model\(^\text{51,68–70}\). The SF phase has circularly flowing currents on a plaquet of a ladder, and its chirality is spatially staggered along the ladder. However, we note that the CCP in the two types of SWNTs look different in the original honeycomb lattice, since there are no “staggered currents” there. In SWNTs, the current circulates along the circumference of the tubes in either a clockwise or anti-clockwise manner; they look like a solenoid (Fig. 5).

The new phases that appear in the armchair case, albeit in unphysical parameter regimes, are an $f$-wave density wave (FDW) and a Luttinger liquid (LL). The FDW state has a staggered current,

$$J = i \sum_\alpha \left[ d_{A\alpha}^\dagger (z+b)d_{A\alpha}(z) - d_{B\alpha}^\dagger (z+b)d_{B\alpha}(z) - \text{h.c.} \right].$$  \hspace{1cm} (24)

The FDW and the CCP become degenerate as the system is doped. In the Luttinger liquid phase, all four bosonic modes are massless until $l \sim 10^{10}$, where we stop our RG flow.

B. With $e$-$ph$ interactions

In the presence of phonons, there is another energy scale in addition to the ultraviolet cutoff, i.e., the Debye frequency $\omega_D$. Here we employ a two-cutoff scaling scheme to treat the problem\(^\text{23,58,60,61,71,72}\). We first integrate out the phonon modes in Eqs. (16) and (17) to obtain an effective retarded interaction among electrons\(^\text{57}\)

$$V_{\text{eff}} = -2|g_{\nu\nu'}|^2 \frac{\omega_{\nu'}}{\omega_{\nu}^2 - \omega_{\nu'}^2}.$$  \hspace{1cm} (25)

For $\omega \gg \omega_{\nu'}$, we can ignore the effective interactions. For $\omega \to 0$, the above expression becomes nearly constant for
both acoustic and optical phonons as discussed below. Thus we can approximate it as

$$V_{\text{eff}} \simeq -2|g_{ep}|^2 \omega_D^{-1} \Theta(\omega_D - \omega).$$

(26)

This resembles the treatment of the phonon-induced interaction in BCS theory. For optical phonons, which are approximately dispersionless, the effective interaction in Eq. (25) is nearly constant, $-2|g_{ep}|^2/\omega_D$, below the phonon frequency $\omega_D$. For acoustic phonons, the coupling constant $|g_{ep}|^2$ vanishes linearly as $p \to 0$, and thus we can approximate the phonon frequency by the zone-boundary values. By identifying this frequency as the Debye frequency, we recover the expression in Eq. (26). For the sake of simplicity, we use a single Debye frequency in the following. This gives frequency dependent coupling constants $g_i(\omega)$

$$g_i(\omega) = g_i + \Theta(\omega_D - \omega)\tilde{g}_i,$$

(27)

where $g_i$ is the instantaneous electronic coupling and $\tilde{g}_i$ is the phonon mediated retarded interactions from $V_{\text{eff}}$ above.

In the two-cutoff scaling scheme, RG equations for retarded interactions are given by loop diagrams, since phonon-mediated interactions $\tilde{g}_i$ can only transfer energies $\omega < \omega_D$. These one loop diagrams must include at least one vertex of $\tilde{g}_i$ due to the step-like energy cutoff $\Theta$. The instantaneous interactions $g_i$ are renormalized only through instantaneous vertices and thus are independent of $\tilde{g}_i$. The one-loop diagrams that we consider include not only the RPA bubbles but also half-bubble diagrams. The retarded coupling constants that enter the RG equations are: $(c_{11}^i, c_{12}^i, f_{12}^i, u_{11}^i, u_{12}^i, \tilde{u}_{12}^i)$. The RG equations of these are given in Appendix B.

Since the RG equations for the instantaneous interaction parameters $g_i$ are independent of the retarded interaction parameters $\tilde{g}_i$, the former still diverge at length scale $l_d$ as Eq. (19). On the other hand, the retarded interactions $\tilde{g}_i$ may have another length scale $l_p$ at which their RG flow diverge. Since $g_i$ are included in the RG equations for $\tilde{g}_i$, the two length scales should follow $l_p \leq l_d$. Now what kind of fixed point appears depends on the two length scales. Below we investigate the effect of $\epsilon$-ph coupling to the physically relevant phases for $V = V_\perp > 0$.

1. Armchair nanotubes

The initial conditions for the retarded coupling constants are $(c_{11}^i, c_{12}^i, f_{12}^i, u_{11}^i, u_{12}^i, \tilde{u}_{12}^i) = 2(-\kappa_1 - \kappa_2, \kappa_2, -\kappa_2, \kappa_1, -\kappa_2, \kappa_1)$, where

$$\kappa_1 = 2\omega_D^{-1} \sum_{\nu=L,A,R,T} |g_{\nu,2k_F}|^2,$$

$$\kappa_2 = 2\omega_D^{-1} \sum_{\nu=T,A,L,O,R} |g_{\nu,0}|^2.$$  

(28)

We consider $\kappa_1 = \kappa_2 = \kappa$ and the phase diagram in terms of $\kappa$ and $V = V_\perp$ is given in Fig. 6. The S-Mott phase between $D$-Mott and CDW phases immediately disappears as $\kappa$ is turned on. We find that when $\kappa$ becomes strong, eventually $-c_{11}^i$ and $\tilde{u}_{12}^i$ flow to $+\infty$, in or other words $\kappa_1 \to +\infty$. From Eq. (28), this implies that the intraband phonons are softened. The phonon softening leads to a Peierls lattice distortion with periodicity $\sim 1/2k_F^0 \sim 3a/4\pi$. Because $\kappa$ contains contributions of several phonon modes, the divergence of $\kappa$ does not indicate which of these modes softens. Considering the coupling strength and the mode frequencies, we speculate that the RA mode, i.e., radial breathing mode, is the one that softens. For doped nanotubes, the $d$-wave superconducting phase and the CDW phase turn into Peierls states as $\kappa$ becomes large, while they are more stable than the corresponding phases at half-filling. As we will see in the next section, $\kappa_1$, which triggers the Peierls instability, is always more relevant than $\kappa_2$. Thus, the phase diagram does not change significantly when we deviate from $\kappa_1 = \kappa_2$.

2. Zigzag nanotubes

The initial conditions for the retarded coupling constants are $(c_{11}^i, c_{12}^i, f_{12}^i, u_{11}^i, u_{12}^i, \tilde{u}_{12}^i) = 2(\kappa_4, \kappa_3, \kappa_3, -\kappa_3, -\kappa_4, \kappa_4)$, where

$$\kappa_3 = 2\omega_D^{-1} \sum_{\nu=L,A,R,T} |g_{\nu,2k_F}|^2,$$

$$\kappa_4 = 2\omega_D^{-1} \sum_{\nu=T,A,L,O,R} |g_{\nu,0}|^2.$$  

(29)

In this case, we do not find additional instabilities induced by phonons for $\kappa_{3,4} < U$. This indicates that the phases induced by electronic interactions in zigzag nanotubes are fairly stable to phononic perturbations. We discuss why zigzag nanotubes are much more stable than armchair nanotubes by analyzing the RG equations in detail in the next section.
IV. DISCUSSION

In this section we analyze the RG equations for the retarded interactions to clarify the different behavior of armchair and zigzag nanotubes. First, we decouple these RG equations into the following form,

$$\dot{\rho}_i = \rho_i - 2h_i^2,$$

(30)

by introducing new variables $h_1, \ldots, h_6$,

$$\begin{align*}
(h_1) & = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} c_{11}^l \\ u_{12}^l \end{pmatrix}, \\
(h_2) & = \begin{pmatrix} -1 & 1 & -1 & 1 \\ 1 & 1 & 1 & -1 \end{pmatrix} \begin{pmatrix} c_{12}^l \\ f_{12}^l \\ u_{11}^+ \\ u_{12}^- \end{pmatrix}, \\
(h_3) & = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \tilde{h}_1 \\ \tilde{h}_2 \\ \tilde{h}_3 \end{pmatrix},
\end{align*}$$

(31)

The parameters $\rho_i$ are linear combinations of instantaneous coupling constants,

$$\rho_{1,2} = -2(2c_{11}^l - c_{11}^l + 2u_{12}^l \pm u_{12}^-),$$

$$\rho_3 = \begin{pmatrix} 1 & 1 & 1 \\ 1 & -1 & -1 \end{pmatrix} \begin{pmatrix} 2c_{12}^l - c_{12}^l \\ -2f_{12}^l + f_{12}^l \\ u_{11}^+ + 2u_{12}^- \end{pmatrix},$$

(32)

with $M_i(l) = \exp\left[\int_0^l dl' \rho_i(l')\right]$. Since the instantaneous coupling diverges as Eq. (19), $\rho_i$ behaves as

$$\rho_i \sim \frac{\beta_i}{l_d - l}.$$ 

(34)

The RG flow of $h_i$ is roughly determined by the value of $\beta_i$ and the initial value $h_i(0)$. The asymptotic behavior of $h_i(l)$ is well captured by an ansatz

$$h_i(l) \sim \frac{\tilde{G}_i}{(l_p - l)^\gamma}.$$ 

(35)

In Fig. 7 we sketch the three regimes given by $\beta_i$ and $h_i(0)$. In region I, the retarded coupling diverges faster than the instantaneous coupling, i.e., $l_p < l_d$ with $\gamma = 1$. On the other hand, in region II, the retarded couplings are diverging at $l_d$ but subdominant to the instantaneous ones since $0 < \gamma < 1$. Finally, in region III, $h_i$ are irrelevant and renormalized to zero, i.e., $l_p = l_d$ with $\gamma < 0$. Thus, only case I gives the phonon-driven phases. We note that the precise phase boundary will be affected by the initial part of the RG flow, where the coupling constants do not follow the ansatz, Eq. (35).

First, let us study the undoped case. The values of $\beta_i$ for the D-Mott and CDW phases are

$$\left(\beta_1, \ldots, \beta_6\right) = \begin{cases} 
\left(-\frac{1}{6}, \frac{1}{6}, \frac{1}{6}, -\frac{1}{6}, -\frac{1}{6}, -\frac{1}{6}\right) & \text{D-Mott}, \\
\left(-\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, -\frac{1}{3}, -\frac{1}{3}, -\frac{1}{3}\right) & \text{CDW}.
\end{cases}$$

(36)

These values are extracted from the numerically integrated RG flow by fitting the ansatz in Eq. (35) in the asymptotic regime. For the armchair nanotubes, the only nonzero initial values are $h_2(0) = -4\kappa_1 < 0$ and $h_3(0) = 8\kappa_2 > 0$. The fact that $h_3(0)$ is positive indicates that $h_3$ is subdominant in both phases; either case II or III in Fig. 7. In contrast, since $h_2(0)$ is negative, $h_2$ can be dominant depending on the values of $\beta_2$. Indeed in the D-Mott phase, $h_2$ is always dominant (case I) since $\beta_2 > 1$. On the other hand, in the CDW phase, $\kappa_1$ needs to be larger than a critical value for $h_2$ to be dominant, since $-1 < \beta_2 < 1$. Since $\kappa_1$ is responsible for the Peierls distortion, this explains why the CDW phase is more stable than the D-Mott phase against the Peierls instability. For zigzag nanotubes, the nonzero initial values are $h_3(0) = 4\kappa_4$ and $h_6(0) = 8\kappa_5$. Since they are both positive, the retarded coupling are either irrelevant or subdominant to the instantaneous coupling (Fig. 7). This is why we do not see any effect of $e$-coupling in zigzag nanotubes.

Now we turn to the doped case. The values of $\beta_i$ for the $d$-wave superconducting state and the CDW are

$$\left(\beta_1, \beta_3, \beta_5\right) = \begin{cases} 
\left(\frac{3}{10}, \frac{3}{10}, -\frac{1}{10}\right) & \text{dSC}, \\
\left(0, 0, 2\right) & \text{CDW}.
\end{cases}$$

(37)

For armchair nanotubes, the initial values that are nonzero are $h_1(0) = -\kappa_1 < 0$ and $h_3(0) = 2\kappa_2 > 0$. In both phases, $h_3$ becomes dominant when $\kappa_1$ is above a critical value since $-1 < \beta_1 < 1$, while $h_3$ is again subdominant. Compared to the undoped case, the absence of umklapp processes reduce the values of $\beta_i$’s. This explains why the doped case is relatively more stable to
Peierls instability than the undoped cases. In this sense, the Peierls instability is not simply competing, but also assisted by the electronic scattering processes. For zigzag nanotubes, the nonzero initial values are \( h_1(0) = \kappa_4 \) and \( h_2(0) = 2\kappa_3 \). Since they are both positive, this indicates that the retarded coupling are again irrelevant or sub-dominant.

V. CONCLUSION

In this paper, using a weak-coupling renormalization group approach, we have studied the influence of e-ph coupling on low temperature phases of metallic single-wall carbon nanotubes. In armchair nanotubes, we find that the phases induced by short-range electronic correlations (e.g., a D-Mott phase, \( d \)-wave superconductivity, and a charge-density wave) turn into a Peierls insulator by electron-phonon coupling. We show that the intra-band scattering modes (stretching, radial breathing, and transverse optical modes) cause the softening, and in particular, the radial breathing mode is expected to soften first. On the contrary to armchair nanotubes, no Peierls instability is found in zigzag nanotubes. This suggests that the D-Mott phase or CDW are more likely to appear in zigzag nanotubes in experiments. By analyzing the structure of the RG equations, we clarify that the specific forms of electron-phonon coupling in two types of nanotubes lead to such distinct behavior.
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Appendix A: Derivation of effective models

1. Armchair nanotubes

From Eq. (A1), the eigenvalues of the hopping Hamiltonian for the armchair nanotubes are \( E_{\pm}(n, k) = \pm |\gamma_{\pm}(k)| \) with

\[
|\gamma_{\pm}(k)|^2 = 1 + 4 \cos(ka/2) \cos(3n\theta_1/2) + 4 \cos^2(ka/2).
\] (A1)

We see that only the \( n = 0 \) component is gapless near \( k = \pm 4\pi/3a \). Since we are interested in the low energy physics, we keep only the massless mode \( n = 0 \). In real space, the low-energy effective modes are given by partial Fourier transform along the transverse direction.

\[
c_{m\alpha}(r) \simeq \frac{1}{\sqrt{N_x N_y}} \sum_{k} e^{ikr} c_{m\alpha}(z) \equiv \frac{1}{\sqrt{N_y}} d_{m\alpha}(z). \quad \text{(A2)}
\]

Substituting this to the original Hamiltonian, we find that the effective model is a two-leg ladder model with a lattice constant \( b = a/2 \) [Fig 2(a)].

\[
H_0 \simeq -J_0 \sum_{\pm} d_{A\alpha}(z) d_{B\alpha}(z) + h.c. + J_d \sum_{z} n_{m\alpha}(z),
\]

\[
H_V \simeq \frac{1}{N_y} \sum_{z, m, \alpha, \beta} \left[ V_{\perp} n_{A\alpha}(z) n_{B\beta}(z) + V \sum_{\pm} n_{A\alpha}(z) n_{B\beta}(z) \right].
\] (A3)

The lattice coordinate is given by \( z = pb \) with \( p \in \mathbb{Z} \). A more natural labeling is given by using the chain index \((1 \text{ or } 2)\).

\[
d_{A\alpha}(z) = \begin{cases} d_{1\alpha}(z) & (z \in 2\mathbb{Z}) \\ d_{2\alpha}(z) & (z \in 2\mathbb{Z} + 1) \end{cases}.
\] (A4)

\[
d_{B\alpha}(z) = \begin{cases} d_{1\alpha}(z) & (z \in 2\mathbb{Z}) \\ d_{2\alpha}(z) & (z \in 2\mathbb{Z} + 1) \end{cases}.
\]

Eigenstates of the hopping Hamiltonian are given by \( d_{\pm k\alpha} = \langle d_{k\alpha} \pm d_{2k\alpha} \rangle / \sqrt{2} \), and the eigenvalues are \( E_{\pm}(k) = -J_0 \cos(kb) \mp J_0 \). We note that \( E_{-}(k) \) is shifted by \( \pi/b \) compared to the one in Eq. [A1]. This is due to the relabeling of the sites, Eq. [A1], which leads to

\[
\begin{pmatrix} d_{+, k + \pi, \alpha} \\ d_{-, k, \alpha} \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} d_{A\alpha} \\ d_{B\alpha} \end{pmatrix}
\] (A5)

in momentum space.

2. Zigzag nanotubes

For the zigzag nanotubes, we have

\[
|\gamma_{n}(k)|^2 = 1 + 4 \cos^2(\theta_2/2) + 4 \cos(n\theta_2/2) \cos(\sqrt{3}ka/2),
\] (A6)

from Eq. (7). The condition \( \cos(n\theta_2/2) = \pm 1/2 \) indicates that the gapless mode appears when \( N_z \) is divisible by three. Here we focus on the gapless modes with \( n_0 \equiv \pm N_z/3 \). The low-energy modes are approximated as

\[
c_{m\alpha}(r) \simeq \frac{1}{\sqrt{N_x N_y}} \sum_{k, n=\pm n_0} e^{i(kz + n\theta)} c_{m\alpha}(z) \equiv \frac{1}{\sqrt{N_y}} d_{m\alpha}(z).
\] (A7)
Substituting this to the original Hamiltonian, we find

\[ H_0 \simeq -J_0 \sum_{z,q,\alpha} \left[ d_{Aq\alpha}^\dagger(z) d_{Bq\alpha}(z - b'_+) + d_{Aq\alpha}(z) d_{Bq\alpha}(z + b'_-) + \text{h.c.} \right], \]

\[ H_U \simeq \frac{U}{N_z} \sum_{z,q,\alpha} \left[ n_{mq\uparrow}(z)n_{mq\downarrow}(z) + n_{mq\downarrow}(z)n_{mq\uparrow}(z) \right] \]

\[ + \frac{V_4}{N_z} \sum_{z,q',q,\alpha,\beta} \left[ n_{Aq\alpha}(z)n_{Bq'\beta}(z + b'_-) \right] \]

where \( q = -q, b' = a\sqrt{3}/4, b'_\pm = b' \pm \delta, \) and \( \delta = a/4\sqrt{3}. \)

The lattice coordinate is given by \( z = 2pb' \) with \( p \in \mathbb{Z}; \) the new lattice constant is \( 2b' [\text{Fig.} 21b] \). In zigzag cases, the two species \( q = \pm \) are decoupled in \( H_0. \) For each species, eigenstates of the hopping Hamiltonian are then given by

\[ \left( \begin{array}{c} d_{Rq\alpha} \\ d_{Lq\alpha} \end{array} \right) = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} e^{-ik\delta} \\ 1 \end{array} \right) \left( \begin{array}{c} d_{Aq\alpha} \\ d_{Bq\alpha} \end{array} \right) \]

and the eigenvalues are \( E_{R/L} = \mp 2J_b \cos(kb'). \) The Fermi point is at or near \( \pi/2b', \) i.e., the Brillouin zone boundary.

### 3. Effective theory

In order to obtain the low energy effective theory, we first take the continuum limit,

\[ b^{(l)} \sum_z \to \int dz, \quad \frac{1}{\sqrt{b^{(l)}}} d(z) \to \psi(z). \]

where \( \psi(z) \) is an effective lattice constant for gapless modes. Then we linearize the dispersion around the Fermi energy, and introduce two chiral fields \( \psi_{R,L}(z) \), which are slowly modulating compared to \( 1/k_F. \) For armchair nanotubes, we have

\[ d_{q\alpha}(z)/\sqrt{b'} \sim \psi_{Rq\alpha}(z) e^{ik_F z} + \psi_{Lq\alpha}(z) e^{-ik_F z}. \]

For zigzag nanotubes, we have

\[ d_{q\alpha}(z)/\sqrt{b'} \sim \psi_{Rq\alpha}(z) e^{ik_F z} + \psi_{Lq\alpha}(z) e^{-ik_F z}, \]

\[ d_{q\alpha}(z \pm b' - \delta)/\sqrt{b'} \sim \psi_{Rq\alpha}(z \pm b') e^{ik_F (z \pm b')} + \psi_{Lq\alpha}(z \pm b') e^{ik_F (z \pm b')} , \]

where the factor \( e^{-ik\delta} \) in the Fourier transform is canceled due to Eq. (A11). We note that we use a special labeling of left-moving fields, \( d_{q\alpha}(z) \to \psi_{q\alpha}, \) for zigzag cases. This is more convenient since we can treat armchair and zigzag nanotubes in the same manner. The final results do not change even if we use more natural labeling, \( d_{q\alpha}(z) \to \psi_{q\alpha}. \) The kinetic term now looks

\[ H_0 = v \sum_{q,\alpha} \left( \psi_{Rq\alpha}^\dagger \partial_z \psi_{Rq\alpha} - \psi_{Lq\alpha}^\dagger \partial_z \psi_{Lq\alpha} \right), \]

where \( v \) is the Fermi velocity. Finally, substituting the interaction Hamiltonian into Eq. (A12), we obtain Eq. (B1).

### Appendix B: Renormalization group equations

The RG equations can be derived via operator product expansions. The initial values of the coupling constants for the armchair nanotubes are

\[ c_{11}^l = \frac{1}{2N_y}(U - V + V_\perp), \quad c_{11}^r = \frac{1}{2N_y}(U + 2V + V_\perp), \]

\[ c_{12} = \frac{1}{2N_y}(U - 2V - V_\perp), \quad c_{12} = \frac{1}{2N_y}(U + V - V_\perp), \]

\[ f_{12} = \frac{1}{2N_y}(U - 2V - V_\perp), \quad f_{12} = \frac{1}{2N_y}(U + 2V + V_\perp), \]

\[ u_{11}^l = \frac{1}{2N_y}(U - 2V - V_\perp), \quad u_{11}^r = \frac{1}{2N_y}(U - V + V_\perp), \]

\[ u_{12}^l = \frac{1}{2N_y}(-U + 2V + V_\perp). \]

We note that initial values for the armchair and zigzag cases can be mapped to each other via the following transformation,

\[ V \leftrightarrow \frac{1}{3}(V + 2V_\perp), \quad V_\perp \leftrightarrow \frac{1}{3}(4V - V_\perp), \quad N_z \leftrightarrow N_y. \]

The RG equations for instantaneous coupling con-
The details of derivations are referred to Refs. 8, 26, 44, 47. The bosonic fields are introduced as
\[ \psi_{r\alpha} = \frac{\eta_{r\alpha}}{\sqrt{2\pi\alpha}} e^{-i\pi\Phi_{r\alpha}}, \] (C1)
where \( r = R/L \) is chirality. The bosonic fields satisfy commutation relations
\[ [\Phi_{r\alpha}(z), \Phi_{r'\beta}(z')] = i\pi\delta_{qq'}\delta_{\alpha\beta}\text{sgn}(z - z'), \] (C2)
\[ [\Phi_{R\alpha}(z), \Phi_{L\alpha'\beta'}(z')] = i\pi\delta_{qq'}\delta_{\alpha\beta}. \] (C3)

More convenient representation is given by the nonchiral fields
\[ \phi_{\alpha}, \theta_{\alpha} = (\Phi_{L\alpha} - \Phi_{R\alpha})/2. \] (C4)
They satisfy
\[ [\phi_{\alpha}(z), \phi_{\alpha'}(z')] = [\theta_{\alpha}(z), \theta_{\alpha'}(z')] = 0, \]
\[ [\phi_{\alpha}(z), \theta_{\alpha'}(z')] = i\pi\delta_{qq'}\delta_{\alpha\beta}\Theta(z' - z), \] (C5)

where \( \Theta(z) \) is the Heaviside step function. Finally we move to a new basis
\[ \begin{pmatrix} \phi_{c0} \\ \phi_{c\pi} \\ \phi_{s0} \\ \phi_{s\pi} \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & -1 & -1 \\ -1 & 1 & 1 & -1 \\ -1 & -1 & 1 & 1 \end{pmatrix} \begin{pmatrix} \phi_+ \\ \phi_- \\ \phi_{\uparrow} \\ \phi_{\downarrow} \end{pmatrix}, \] (C6)
where \((c, s)\) represents charge and spin modes, and \((0, \pi)\) does bonding/antibonding combinations. \( \theta's \) are transformed in the same manner. The sign of each coupling constant is determined by products of Majorana fermions (Klein factors), and by commutators between different chirality, \([\Phi_{R\alpha}(z), \Phi_{L\alpha'\beta'}(z')] = i\pi\delta_{qq'}\delta_{\alpha\beta}\). We take the eigenvalues of Klein factors composed of two Majorana fermions as
\[ i = \eta_{+s}\eta_{-s} = \eta_{+s}\eta_{+\downarrow} = \eta_{+-}\eta_{+\downarrow} = \eta_{-+}\eta_{+\uparrow} = \eta_{+\uparrow}\eta_{+\downarrow} = \eta_{-\uparrow}\eta_{-\downarrow}. \] (C7)
Since each term in Eqs. (16) and (17) includes optical phonons, there is always a finite scattering probability even for $p = 0$. 
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