Microwave Engineering of Programmable XXZ Hamiltonians in Arrays of Rydberg Atoms
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We use the resonant dipole-dipole interaction between Rydberg atoms and a periodic external microwave field to engineer XXZ spin Hamiltonians with tunable anisotropies. The atoms are placed in one-dimensional (1D) and two-dimensional (2D) arrays of optical tweezers. As illustrations, we apply this engineering to two iconic situations in spin physics: the Heisenberg model in square arrays and spin transport in 1D. We first benchmark the Hamiltonian engineering for two atoms and then demonstrate the freezing of the magnetization on an initially magnetized 2D array. Finally, we explore the dynamics of 1D domain-wall systems with both periodic and open boundary conditions. We systematically compare our data with numerical simulations and assess the residual limitations of the technique as well as routes for improvement. The geometrical versatility of the platform, combined with the flexibility of the simulated Hamiltonians, opens up exciting prospects in the fields of quantum simulation, quantum information processing, and quantum sensing.
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I. INTRODUCTION

Quantum simulation using synthetic quantum systems is now becoming a fruitful approach to explore open questions in many-body physics [1]. Experimental platforms that have been used for quantum simulation so far include ions [2,3], molecules [4,5], atoms [6,7], and quantum circuits [8,9]. These systems naturally implement particular instances of many-body Hamiltonians, such as those describing the interactions between spins or the Bose- and Fermi-Hubbard Hamiltonians [7]. Each platform already features a high degree of programmability, with the possibility of tuning many of the parameters of the simulated Hamiltonians. In the quest for fully programmable quantum simulators, one would like to extend the capabilities to simulate Hamiltonians beyond those that are naturally implemented. In this spirit, applying a periodic drive to a system allows for the engineering of a broader class of Hamiltonians, where additional parameters can be modified at will. This Floquet-engineering technique [10], initially introduced in the context of NMR [11,12], has been used for digital quantum simulation [13] and to explore new physical phenomena such as dynamical phase transitions [14], Floquet prethermalization [15,16], novel phases of matter [17], and topological configurations [18–23].

Among the platforms being developed, the one based on Rydberg atoms held in arrays of optical tweezers is a promising candidate for quantum simulation [24] and computation [25,26]. Recent works have demonstrated its potential through the implementation of different spin models. First, an ensemble of Rydberg atoms coupled by the van der Waals interaction naturally realizes the quantum transverse-field Ising model. Using this fact, arrays containing up to hundreds of atoms have been used to prepare antiferromagnetic order in two dimensions (2D) [27–29] or three dimensions (3D) [30], study exotic phases...
and quantum phase transitions [31,32], and observe the first evidence of a spin liquid [33]. Second, the resonant dipole-dipole interaction between Rydberg atoms in states with opposite parity implements an XXZ spin Hamiltonian, which has been used to realize a density-dependent Peierls phase [34] and to prepare a symmetry-protected topological phase in one dimension (1D) [35]. Finally, the dipolar interaction for two Rydberg atoms in states with the same parity leads to a XXZ spin Hamiltonian with anisotropy fixed by the choice of the principal quantum number [36], as demonstrated in a gas of cold atoms [37]. Circular Rydberg atoms also offer the promise of realizing the XXZ model with anisotropy tunable by external electric and magnetic fields [38].

Besides these naturally implemented models, more general spin models, such as XYZ models, which can feature SU(2), U(1), or even the absence of unitary symmetries, are also of general interest to study ground-state [39] and out-of-equilibrium many-body physics [40]. In this context, transport properties of spin excitations are actively studied, both experimentally and theoretically (see, e.g., Refs. [41–45]). For 1D systems, the behavior is known to be highly dependent on the parameters of the Hamiltonians [46]. Several experimental methods, involving the relaxation of spin-spiral states [47,48] or the melting of initially prepared domain walls [49,50], enable the extraction of global transport behaviors ranging from ballistic to localized ones as a function of the Hamiltonian parameters. Furthermore, the experimental development of single-atom resolution techniques gives access to the exploration of transport properties through correlation functions, as demonstrated with trapped ions [51–53] or ultracold atoms in optical lattices [54].

Programmable XXZ Hamiltonians have recently been demonstrated on a periodically driven Rydberg gas where the atoms are coupled by the resonant dipole-dipole interaction [55]. This technique offers the opportunity to arbitrarily and dynamically tune the anisotropy of the applied Hamiltonian. However, the use of a gas in Ref. [55] prevented the direct observation of the underlying coherent dynamics. Here, we extend this demonstration to the case of ordered arrays of Rydberg atoms with individual addressing and measurement capabilities. The versatility and control of the platform allows us to implement the XXZ Hamiltonian in several situations, ranging from 1D with open or periodic boundary conditions to 2D geometries. This enables us to explore coherent spin transport in a few-body system through the investigation of domain-wall melting experiments.

## II. MICROWAVE ENGINEERING OF XXZ HAMILTONIANS

In this section, we apply the average Hamiltonian theory to the specific case of Rydberg atoms and briefly show how to engineer the XXZ spin model with tunable parameters. We closely follow the approach developed in Ref. [12,55].

We consider an array of Rydberg atoms, each described as a two-level system with states of opposite parity mapped onto pseudospin states: \( |nS\rangle = |\downarrow\rangle \) and \( |nP\rangle = |\uparrow\rangle \). The resonant dipole-dipole interaction couples the atoms, leading to the XXZ Hamiltonian:

\[
H_{XX} = \frac{1}{2} \sum_{i\neq j} J_{ij} (\sigma_i^x \sigma_j^x + \sigma_i^y \sigma_j^y).
\]

Here, \( J_{ij} = C_3 (1 - 3 \cos^2 \theta_{ij})/(2 r_{ij}^3) \), where \( r_{ij} \) is the distance between atoms \( i \) and \( j \), \( \theta_{ij} \) gives their angle compared to the quantization axis, and \( \sigma_i^x = |\uparrow\rangle \langle \downarrow| + |\downarrow\rangle \langle \uparrow| \) and \( \sigma_i^y = i(|\uparrow\rangle \langle \downarrow| - |\downarrow\rangle \langle \uparrow|) \) are the Pauli matrices for atom \( i \). With the addition of a resonant microwave field to couple the \( |\downarrow\rangle \) and \( |\uparrow\rangle \) states, the Hamiltonian becomes, in the rotating-wave approximation,

\[
H_{\text{driven}} = H_{XX} + \frac{\hbar \Omega(t)}{2} \sum_i \cos \phi(t) \sigma_i^x + \sin \phi(t) \sigma_i^y,
\]

where \( \Omega(t) \) and \( \phi(t) \) are the Rabi frequency and phase of the microwave field, respectively. We use a sequence \( (X, -Y, Y, -X) \) of four \( \pi/2 \) Gaussian pulses, with constant phases \( \phi = (0, -\pi/2, \pi/2, \pi) \) separated by durations \( \tau_{1,2} \) and \( 2\tau_3 \), shown in Fig. 1(a). The time average of \( H_{\text{driven}} \) over a sequence leads to the time-independent Hamiltonian \( H_{\text{av}} \):

\[
H_{\text{av}} = \frac{1}{2} \sum_{i\neq j} \frac{2J_{ij}}{t_c} \left[ (\tau_1 + \tau_2) \sigma_i^x \sigma_j^x + (\tau_1 + \tau_3) \sigma_i^x \sigma_j^y + (\tau_2 + \tau_3) \sigma_i^y \sigma_j^y \right],
\]

where \( t_c = 2(\tau_1 + \tau_2 + \tau_3) \) is the total duration of the sequence. The dynamics of the system is governed in good approximation by \( H_{\text{av}} \) when the duration of each pulse is negligible with respect to \( t_c \). Moreover, \( t_c \) needs to be much shorter than the interaction time scales set by the averaged interaction energy \( J_m = 1/N \sum_{i\neq j} J_{ij} \), where \( N \) is the total number of spins. This leads to the requirement \( J_m t_c \ll 2\pi \). As the number of nearest neighbors, and hence \( J_m \), depends on the geometry of the array, \( t_c \) must be adapted accordingly. Equation (3) has the form of an XYZ Hamiltonian, the coefficients of which are tunable by simply varying the delays between the pulses. In this work, we restrict ourselves to the case of the XXZ Hamiltonian, which conserves the number of spin excitations:

\[
H_{\text{XXZ}} = \sum_{i\neq j} \frac{1}{2} \left[ J_{ij}^x (\sigma_i^x \sigma_j^x + \sigma_i^y \sigma_j^y) + J_{ij}^y \sigma_i^y \sigma_j^y \right],
\]

where \( J_{ij}^x = J_{ij}^y = 2J_{ij} (\tau_1 + \tau_2)/t_c \) and \( J_{ij}^y = 4J_{ij} \tau_2/t_c \), with \( \tau_2 = \tau_3 \). The anisotropy of the Hamiltonian
In this section, we demonstrate the implementation of the XXZ Hamiltonian of Eq. (4) in the case of two interacting atoms. We use the pseudospin states $|\downarrow\rangle = |90S_{1/2}, m_J = 1/2\rangle$ and $|\uparrow\rangle = |90P_{3/2}, m_J = 3/2\rangle$ separated by $\omega_{\text{MW}}/(2\pi) = 5.1$ GHz and coupled by the microwave field with a mean Rabi frequency averaged over the Gaussian pulses $\Omega = 2\pi \times 7.2$ MHz. The atoms are separated by 30 $\mu$m, leading to $J \approx 2\pi \times 930$ kHz.

IV. IMPLEMENTATION OF THE XXZ HAMILTONIAN WITH TWO ATOMS

Our experimental setup is based on arrays of single $^{87}$Rb atoms trapped in optical tweezers [56–58]. The atoms are initialized in their ground state $|g\rangle = |5S_{1/2}, F = 2, m_F = 2\rangle$ by optical pumping (efficiency approximately 99.5%). We then switch off the tweezers, and transfer the atoms into the $|\downarrow\rangle = |nS_{1/2}, m_J = 1/2\rangle$ Rydberg state using a stimulated Raman adiabatic passage (STIRAP) [35] involving two lasers tuned on the $S_{1/2}$-$6P_{3/2}$ transition at 421 nm and $6P_{3/2}$-$nS_{1/2}$ transition at 1013 nm, respectively (efficiency approximately 95%).

The microwave field couples the state $|\downarrow\rangle$ to a chosen Zeeman state $|\uparrow\rangle$ of the $nP_{3/2}$ manifold, in the presence of a 25-G magnetic field. This field is parallel to the interatomic axis for the two-atom situation and perpendicular to the plane of the atomic arrays for the remaining experiments, to ensure isotropic interactions. The microwave field at a frequency $\omega_{\text{MW}}/(2\pi)$ ranging from 5 to 10 GHz is obtained by mixing a microwave signal generated by a synthesizer with the field produced by an arbitrary waveform generator [59] operating near 200 MHz.

To initialize the system in a chosen spin state, we address specific sites within the array [60]. For this purpose, we use a spatial light modulator that imprints a specific phase pattern on a 1013 nm laser beam tuned on resonance with the $6P$-$nS$ transition. This results in a set of focused laser beams (waist approximately 2 $\mu$m) in the atomic plane, the geometry of which corresponds to the subset of sites we wish to address, preventing the addressed atoms from interacting with the microwaves due to the Autler-Townes splitting of the nS state. We combine this addressing technique with resonant microwave rotations to excite the targeted atoms to the state $|\uparrow\rangle$, with the others in $|\downarrow\rangle$. The fidelity of this preparation is approximately 95% per atom.

Following the implementation of a particular sequence, we read out the state of the atoms. To do so, we use the 1013-nm STIRAP laser to deexcite the atoms in the $nS_{1/2}$ state to the $6P_{3/2}$ state, from which they decay back to the ground states and are recaptured in their tweezer [61]. An atom in the Rydberg state $nS_{1/2}$ is thus detected at the end of the sequence, while an atom in the $nP_{3/2}$ state is lost. This detection technique leads to false positives with a 5% probability and false negatives with 3.5% probability [62]. We include the state-preparation-and-measurement (SPAM) errors in the numerical simulations when comparing to the data.
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The microwave field couples the state $|\downarrow\rangle$ to a chosen Zeeman state $|\uparrow\rangle$ of the $nP_{3/2}$ manifold, in the presence of a 25-G magnetic field. This field is parallel to the interatomic axis for the two-atom situation and perpendicular to the plane of the atomic arrays for the remaining experiments, to ensure isotropic interactions. The microwave field at a frequency $\omega_{\text{MW}}/(2\pi)$ ranging from 5 to 10 GHz is obtained by mixing a microwave signal generated by a synthesizer with the field produced by an arbitrary waveform generator [59] operating near 200 MHz.
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Following the implementation of a particular sequence, we read out the state of the atoms. To do so, we use the 1013-nm STIRAP laser to deexcite the atoms in the $nS_{1/2}$ state to the $6P_{3/2}$ state, from which they decay back to the ground states and are recaptured in their tweezer [61]. An atom in the Rydberg state $nS_{1/2}$ is thus detected at the end of the sequence, while an atom in the $nP_{3/2}$ state is lost. This detection technique leads to false positives with a 5% probability and false negatives with 3.5% probability [62]. We include the state-preparation-and-measurement (SPAM) errors in the numerical simulations when comparing to the data.
The spectrum of the XXZ Hamiltonian for two atoms consists of two degenerate eigenstates |↓↓⟩ and |↑↑⟩ with energy $J_x$ and two other eigenstates |±⟩ = (|↑↓⟩ ± |↓↑⟩)/√2 with energy $-J_z ± 2J_x$. To characterize the engineering of the XXZ Hamiltonian, we first initialize the atoms in the state $|→→⟩ = (|↑↑⟩ - |↓↓⟩ + i √2 |+⟩)/2$, by applying a $π/2$ pulse around the $x$ axis. We then apply one sequence of four microwave pulses, varying $τ_c$ for a fixed ratio $τ_1/τ_2$, i.e., a given anisotropy $δ$. This state evolves with time and the total $y$ magnetization $⟨σ^y⟩$ oscillates at a frequency $2|J_y - J_z| [see Fig. 1(b)]. We measure this frequency as a function of $δ$ [see Fig. 1(c)] and find excellent agreement with the predicted value [see Eq. (4)].

To demonstrate the dynamical tunability of this microwave engineering, we perform an experiment in which we change the Hamiltonian during the evolution of the system. We initialize the atoms in |↑↓⟩ and measure the probability $P_{↑↓}$ as a function of time. We first let the system evolve under $H_{XXZ}$ and observe an oscillation between |↑↓⟩ and |↓↑⟩ at a frequency $2J$ [see Fig. 1(d)]. Between $t = 0.8 – 1.7 \, \mu s$, we apply a single microwave sequence, varying $τ_c$ while keeping $τ_1 = τ_2$ to engineer $H_{XXZ}$. We observe a reduction of the oscillation frequency by a factor of 0.65(2), in agreement with the expected factor of 2/3. We then switch off the microwaves and the exchange at frequency $2J$ resumes. This engineering does not introduce extra sizable decoherence beyond the freely evolving case. We compare the results of the experiment with the solution of the Schrödinger equation using the Hamiltonian [Eq. (4)]. We include the residual imperfections measured on the experiment: SPAM and shot-to-shot fluctuations of the interatomic distance. The results of the simulations are shown as solid lines in Fig. 1(d) and agree well with the data.

V. FREEZING OF THE MAGNETIZATION IN A 2D ARRAY

We now implement the Hamiltonian-engineering technique in a 2D square array consisting of 32 atoms (see Fig. 2). For this purpose, as has been done in Ref. [55] for a gas of cold atoms, we engineer the XXX Heisenberg model for which the total magnetization is a conserved quantity. The ability to freeze the magnetization of a system for a controllable time provides a potential route toward dynamical decoupling and quantum sensing [63].

For this experiment and for those in the next section, we use the Rydberg states $|↓⟩ = |S_{1/2}, m_J = 1/2⟩$ and $|↑⟩ = |S_{3/2}, m_J = -1/2⟩$, separated by $\omega_{MW}/2π = 8.5 \, \text{GHz}$. We initialize the system in the $|→→ \cdots →⟩_y$ state. We apply several sequences of the driven Hamiltonian for 3 $\mu s$ and then we switch off the drive and let the system evolve under $H_{XXZ}$. We use $τ_c = 300 \, \text{ns}$ and Gaussian microwave pulses with a $1/e^2$ width of 16.8 ns. We measure the total magnetization $⟨σ^y⟩$ after the application of an increasing number of sequences. The results are shown in Fig. 2 where, as expected, we observe an approximately constant magnetization for the first 3 $\mu s$ and $H_{XXZ}$ afterward. The lines show the numerical simulations based on the MACE method (see text)—all include SPAM errors: blue, $H_{\text{driven}}$ including the microwave imperfections; green, without microwave imperfections; orange, pulse Rabi frequency $Ω = 2π × 28 \, \text{MHz}$, no microwave imperfections; dashed red, evolution under $H_{XXZ}$, followed by $H_{XXZ}$. The inset shows a fluorescence image of the 2D square array containing 32 atoms with an intersite distance $a ≈ 27 \, \text{µm}$, leading to a nearest-neighbor interaction energy without microwaves $J ≈ 2π × 133 \, \text{kHz}$ and a mean interaction energy $J_m ≈ 2π × 720 \, \text{kHz}$.

As the ab initio calculation of the dynamics is now more challenging, we use a moving-average cluster-expansion (MACE) method [64] to simulate the system. This method consists in diagonalizing clusters, here of 12 atoms, using the Schrödinger equation and averaging the results over all 12-atom cluster configurations possible with 32 atoms. We include in the simulation the SPAM errors and imperfections in the microwave pulses calibrated on a single atom (see Appendix A). As shown in Fig. 2, the simulation, without adjustable parameters, is in good agreement with the observed dynamics at all times. However, the comparison with the evolution under $H_{XXZ}$ (red dashed line) reveals that our engineering is not perfect.

The simulation allows us to assess the contribution of various effects to explain this difference. First, not taking into account the imperfections of the microwave in the simulation (green solid line) leads to a nearly perfect freezing of the magnetization during the application of the pulses: the observed residual decay of the magnetization is thus a consequence of the microwave imperfections. Second, after switching off the microwave field, the dynamics under $H_{XXZ}$ differ depending on whether they start from the
state produced by $H_{XXX}$ or $H_{\text{driven}}$ at $t = 3 \, \mu s$. This difference originates from the finite duration of the microwave pulses during which the interactions play a role: an average Rabi frequency four times larger than in the experiment ($\Omega = 2\pi \times 28 \, \text{MHz}$, orange curve) would already lead to a nearly perfect agreement between the evolution under $H_{XXX}$ and $H_{\text{driven}}$. The agreement finally indicates that the value $J_m t_c \approx 2\pi \times 0.2$ is already low enough for a faithful implementation of the $XXX$ model.

VI. DYNAMICS OF DOMAIN-WALL STATES IN 1D SYSTEMS

In a last set of experiments, we illustrate the engineering of $H_{XXZ}$ Hamiltonians on the dynamics of a domain wall (DW), i.e., a situation where a boundary separates spin-up atoms from spin-down ones, in a 1D chain with periodic (PBCs) or open (OBCs) boundary conditions. Transport properties in the nearest-neighbor $XXZ$ model and for large system sizes have been studied extensively, both analytically and numerically. The evolution of such a system depends on $\delta$ due to two competing effects: a melting of the DW caused by spin flips with a rate $J_x$ and an opposing associated energy cost of $2J_z$, which maintains the DW. In the case of a pure initial state (the relevant situation for our experiment), for $\delta < 1$, the domain wall is predicted to melt, with a magnetization profile expanding ballistically in time [65,66]. At the isotropic point ($\delta = 1$), one expects a diffusive behavior with logarithmic corrections [67]. For $\delta > 1$, the magnetization profile should be frozen at long times [42,66,68]. All these theoretical predictions have been explored for large system sizes.

Here, we study the emergence of these properties with a few-body system of ten atoms with interatomic distance $a = 19 \, \mu m$ [see Fig. 3(a)]. This yields a nearest-neighbor interaction $J \simeq 2\pi \times 270 \, \text{kHz}$ and $J_m \simeq 2\pi \times 0.6 \, \text{MHz}$, which fulfills the condition $J_m t_c \ll 2\pi$ for $t_c = 300 \, \text{ns}$. Using the addressing technique described in Sec. III, we prepare five adjacent atoms in $|\uparrow\rangle$ and the remaining ones in $|\downarrow\rangle$. We then study the evolution of the system under $H_{XXZ}$ for different $\delta$.

We first look at the evolution of the single-site magnetization $\langle \sigma^z_i \rangle$ as a function of the normalized time $t' = t J_x(\delta)/(J \times 1 \, \mu s)$. The results for OBCs are shown in Fig. 3(b) with $\delta = 0, 1, 2$ [69]. For $\delta \leq 1$, we observe the melting of the domain wall, resulting in an approximately uniform magnetization profile for $t' \gtrsim 3$. In the case $\delta = 0$, the width $2\xi$ of the magnetization profile grows ballistically in time, as predicted, and follows a light-cone dynamics, $\xi = \pm 2J \, t'$ [65,66], illustrated by the dashed
gray lines in the top-left panel of Fig. 3(b). At the isotropic point $\delta = 1$, the melting of the wall happens more slowly, as the cost of breaking the spin domains becomes higher. For $\delta = 2$, we observe a retention of the domain wall at all times: the magnetization profile hardly evolves between $t' = 1.1$ and $t' = 2.0$, indicating a freezing of the system dynamics. Our Hamiltonian engineering is thus able to distinguish different spin-transport behaviors for various values of $\delta$.

We now consider the case where the atoms are arranged in a circle (PBCs). One expects comparable behavior as for the OBC case, with the two domain walls melting ballistically for $\delta = 0$ and more slowly for increasing $\delta$. This is what we observe in Fig. 3(b), with the system reaching a depolarized state more quickly than for OBCs due to the presence of two edges. However, the dynamics for $t' \gtrsim 1$ differ between PBCs and OBCs when considering as an observable the probability $P_{DW}$ to observe a given domain wall, as we now illustrate for the case $\delta = 1$. The probability $P_{DW}$ is defined as the probability of finding a cluster of adjacent $|\uparrow\downarrow\rangle$ excitations in the chain after an evolution time. The results for the two boundary conditions are shown in Fig. 3(c) where we plot the probability $P_{DW}$ of finding the initial domain wall after an evolution time $t'$ [70]. We do observe the melting of the initial wall and the fact that it disappears faster for PBCs than for OBCs. We also plot the probability $P_{other}^{\text{DW}}$ to find a domain wall at a location different from the initial one. Interestingly, for PBCs, while the average magnetization reaches equilibrium [Fig. 3(b)] and the initial wall melts, $P_{DW}$ still evolves: domain walls appear at different locations around the circle for $t' \approx 1.7$ (see also simulations for longer times in Appendix B). The OBC case shows a much weaker transfer of the initial domain wall toward other ones, thus revealing the role of the boundary conditions.

To further understand the domain-wall structure around the circle (PBCs), we consider the spin correlations $\langle \sigma^z_i \sigma^z_{i+1} \rangle$, related to the number of spin flips $N_{\text{flip}}$ by

$$N_{\text{flip}} = \frac{1}{2} \sum_i 1 - \langle \sigma^z_i \sigma^z_{i+1} \rangle$$

(a flip is defined as two neighboring atoms in opposite spin states). The initialized DW state would therefore consist of two spin flips, while a fully uncorrelated state contains $N/2$ on average. We show in Fig. 4 the dynamics of $N_{\text{flip}}$ for four values of the anisotropy for PBCs. For $\delta < 1$, $N_{\text{flip}}$ approaches $N/2$ at long time, confirming the fact that the system becomes fully uncorrelated. However, for increasing $\delta$, the value of $N_{\text{flip}}$ at long times decreases. This means that the $|\uparrow\uparrow\rangle$ excitations tend to remain bunched for large $\delta$.

We finally compare the experimental data shown in Figs. 3(c) and 4 with numerical simulations using both $H_{\text{driven}}$ and the target $H_{XXZ}$ Hamiltonian. For both, we include SPAM errors, which are chosen to match the initial state, the residual shot-to-shot fluctuations of the interatomic distances, and the microwave imperfections for $H_{\text{driven}}$. The results for the simulation of the probability of domain wall are shown in Fig. 3(c): the data are well approximated by the $H_{\text{driven}}$ simulation, indicating that we understand the sources of experimental errors. However, not including the microwave-pulse imperfections in the simulation $[H_{\text{perfect}}^{\text{driven}}]$ in Fig. 3(c)] reveals a difference compared to the dynamics driven by $H_{XXZ}$. We show in Appendix B that this originates from the finite duration of the pulses during which the interaction plays a role, as observed in Sec. V. We also plot in Fig. 4 the simulation of $N_{\text{flip}}$ using $H_{\text{driven}}$, including all the imperfections, and find good agreement with the data.

**VII. CONCLUSIONS**

In this work, we engineer XXZ Hamiltonians with anisotropies $0 \leq \delta \leq 2$ using the resonant dipole-dipole interaction between Rydberg atoms in arrays coupled to a resonant microwave field. We illustrate the method on two iconic situations: the Heisenberg model in 2D square arrays, where we demonstrate the ability to dynamically freeze the evolution of a state with a given magnetization, and the dynamics of a domain wall in a 1D chain with open and periodic boundary conditions. By comparing our results to numerical simulations, we infer the two current limitations on our setup: (i) the imperfections in the 8.5-GHz microwave pulses and (ii) the lack of microwave power, which prevents us from reaching pulses short enough to be able to neglect the residual influence of the interactions during their application. Despite these limitations, which can be solved by improving the microwave hardware, we are able to observe all the qualitative features of the situations that we explore. This highlights the versatility of a Rydberg-based quantum simulator, beyond the...
implementation of the natural Ising-like or XXZ Hamiltonians. Future work could include the study of frustration in various arrays governed by the Heisenberg model [71] or the study of domain-wall dynamics for larger system sizes to confirm the various delocalization scalings beyond the emergent behaviors studied here. We also anticipate that combination of the microwave drive with the ability to locally address the resonance frequency of the atoms using light shifts would lead to the engineering of a broader class of Hamiltonians.
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APPENDIX A: CALIBRATION OF THE MICROWAVE-PULSE SEQUENCE ON A SINGLE ATOM

The microwave field is sent onto the atoms using a microwave antenna, with poor control over the polarisation due to the presence of metallic parts surrounding the atoms. An example of Rabi oscillation on the transition using a long microwave pulse is shown in Fig. 5(a). We observe no appreciable damping after 25 oscillations.

To implement $H_{\text{driven}}$, we find empirically that the application of pulses with Gaussian, rather than square, envelopes minimizes pulse errors arising from the fast on/off switching. In order to assess the influence of further imperfections in the microwave pulses on the dynamics of the systems used in this work, we compare single-atom data with a numerical simulation. We prepare an atom in $|\downarrow\rangle = |\uparrow\rangle = 1/2)$ and then implement sequences of four $\pi/2$ Gaussian pulses, in the same way as for the many-body system. Following a single four-pulse cycle, one would expect the atom to have returned to $|\downarrow\rangle$. Figure 5(b) shows the probability of measuring the atom in $|\downarrow\rangle$ after each cycle, where we see a slow decrease in $P_{\downarrow}$.

In the main text, we conclude that part of the discrepancy between the experimental results and the prediction of the XXZ Hamiltonian simulation comes from errors in the microwave pulses. The source of these errors could be fluctuations in the amplitude and/or the phase of the microwave pulses, which are difficult to measure at frequencies in the (5–10)-GHz range. To encompass these effects, we phenomenologically include in our simulations an uncertainty in the angle of rotation of the microwave pulse: for each pulse, we assign two values $n_1$ and $n_2$ from a normal distribution centered around zero with a standard deviation $\Delta \theta$. We then use these values to describe the rotation operator: if the desired rotation axis is $x$, the actual rotation is performed around the $x'$ axis such that

$$\sigma^{x'} = (1 - n_1^2 - n_2^2)^{1/2} \sigma^x + n_1 \sigma^y + n_2 \sigma^z. \quad \text{(A1)}$$

This effect is illustrated in Fig. 5(c). In Fig. 5(b), the shaded area shows an uncertainty in pulse error of $\Delta \theta = 0.06 \pm 0.01$, which closely matches the experimental results. We use this value of the uncertainty in all the many-body simulations using $H_{\text{driven}}$ presented in this work.
FIG. 6. The influence of the finite duration of the microwave pulses. A comparison between the evolution of the probabilities of domain walls under $H_{\text{driven}}$ and $H_{XXX}$ in PBCs (upper) and OBCs (lower). The simulations do not include any experimental error to highlight the role of the finite duration of the microwave pulses, with average Rabi frequency $\Omega$. The large increase of $P_{\text{DW}}$ observed for $t' > 4$ in OBCs is a consequence of the reflection of the excitations at the edges of the chain.

APPENDIX B: INFLUENCE OF THE FINITE DURATION OF THE MICROWAVE PULSES ON THE SIMULATED MANY-BODY HAMILTONIAN

We see in Sec. V that, in the case of the 2D array, increasing the Rabi frequency of the microwave pulses by a factor of 4, i.e., decreasing their duration by a factor of 4, leads to a nearly perfect agreement between the evolution under $H_{\text{driven}}$ and $H_{XXX}$. Here, we perform the same analysis for the evolution of the domain wall for both PBCs and OBCs (Sec. VI). The results of the simulation of the probability of a domain wall without experimental imperfections is shown in Fig. 6 for an evolution longer than that achieved in the experiment and for two Rabi frequencies. Similarly to the 2D case, a Rabi frequency four times as large as the one we can reach in the experiment would lead to a very good agreement with the evolution under $H_{XXX}$. This simulation here also indicates that the value $J_{\text{eff}} \approx 2\pi \times 0.2$ is low enough and that the use of discrete pulses does not thwart a faithful implementation of the $XXZ$ Hamiltonian.
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For the experiments beyond two atoms, prior to sending the 1013-nm deexcitation laser, we first apply a microwave pulse of 30ns to transfer atoms in $|\uparrow\rangle$ to $|75D_{3/2},m_J=-3/2\rangle$, which has a much smaller coupling to $|\downarrow\rangle$. This procedure leads to a freezing of the interaction-induced dynamics.

To increase the amplitude of the revival in PDW other observed in Fig. 3(c), we include in the data and in the simulations events containing domain walls with four, five, and six excitations.
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