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ABSTRACT

The challenges presented in an autonomous racing situation are distinct from those faced in regular autonomous driving and require faster end-to-end algorithms and consideration of a longer horizon in determining optimal current actions keeping in mind upcoming maneuvers and situations. In this paper, we propose an end-to-end method for autonomous racing that takes in as inputs video information from an onboard camera and determines final steering and throttle control actions. We use the following split to construct such a method (1) learning a low dimensional representation of the scene, (2) pre-generating the optimal trajectory for the given scene, and (3) tracking the predicted trajectory using a classical control method. In learning a low-dimensional representation of the scene, we use intermediate representations with a novel unsupervised trajectory planner to generate expert trajectories, and hence utilize them to directly predict race lines from a given front-facing input image. Thus, the proposed algorithm employs the best of two worlds - the robustness of learning-based approaches to perception and the accuracy of optimization-based approaches for trajectory generation in an end-to-end learning-based framework. We deploy and demonstrate our framework on CARLA, a photorealistic simulator for testing self-driving cars in realistic environments.
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1 Introduction

The goal of a racecar is to complete a given track in the least possible time. Over several decades of motorsport racing events, the racing speeds have increased tremendously, with car speeds reaching up to up to 360 Km/h in some races. As a consequence of such high racing speeds, the time available for decision making in a race car is vastly diminished. Furthermore, the decision-making is also more complex than a regular lane-driving situation and involves race drivers having to modulate their positioning within the track width and their speeds optimally in anticipation of upcoming maneuvers (sometimes several hundred meters ahead of time). Thus the racing situation distinguishes itself from a regular lane driving situation in terms of three key challenges; less time for decision-making, higher importance of controlling positioning within the track width as compared to lane driving, and the necessity to consider longer future horizon (e.g. upcoming maneuvers) in decision-making [20, 9, 12]. In response to the latter two challenges above, a
racecar driver attempts to maintain a racing line that takes into account speed and upcoming maneuver to position the car within the track width to optimize the time taken to cover the track [21].

In this work, we consider control for an autonomous racecar driving situation. The motivation for considering an autonomous racing situation is twofold. One, the set of challenges presented in a racing situation is distinct from a regular driving situation, as highlighted earlier. Further, in an autonomous situation, a fourth challenge is to substitute the racecar driver’s perception of the track and maneuver ahead with an autonomous algorithm that can run fast enough to be useful in a real-time race driving situation. Two, since a racing situation forces the control strategy to consider a longer future horizon in the decision-making, the developed solutions will be useful in other control situations requiring longer horizon consideration.

Autonomous racing has been explored in various previous works [20] [12] and the autonomous tasks are traditionally bifurcated into three components - (1) Perception & State estimation, (2) Motion Planning, and (3) Control. Several works have explored each of these systems with learning-based approaches. Deep learning methods for perception have shown tremendous success in vision-based applications. Compared to classical vision-based approaches, learning-based methods are robust to errors and are often faster. Traditional methods that determine the racing line utilize optimization strategies that rely on robust state estimation and mapping and are often computationally expensive. Furthermore, these strategies rely on accurate models of the car’s dynamics, leading to a trade-off between accuracy and computational requirements. Likewise, substantial literature exists on motion planning and control in various driving situations, but the literature on motion planning and control for autonomous racing situation is still relatively in its infancy.

In our work, we propose an end-to-end method for autonomous racing that takes in as inputs video information from an on-board camera and determines final steering and throttle control actions. We use the following split to construct such a method (1) learning a low dimensional representation of the scene, (2) pre-generating the optimal trajectory for the given scene, and (3) tracking the predicted trajectory using a classical control method. In learning a low-dimensional representation of the scene, we use intermediate representations with a novel unsupervised expert trajectory generation technique to directly predict race lines from a given front-facing input image. Based on this data set generated, we employ a supervised learning algorithm to learn an end-to-end control strategy. Thus, the proposed algorithm employs the best of two worlds - the robustness of learning-based approaches to perception and the accuracy of optimization-based approaches for trajectory generation in an end-to-end learning-based framework.

We deploy our framework on CARLA, a photo-realistic simulator for testing self-driving cars in realistic environments. CARLA supports realistic dynamics of vehicles allowing us to simulate and verify our proposed framework. We develop this framework with an intention to deploy on a hardware framework currently being developed in the lab (with a camera with depth sensing and with fully on-board computation), but leave the hardware implementation as part of future work.

2 Related Approaches

Prior attempts at developing controls for autonomous racing may be loosely categorized into two sets of approaches, classical approaches and learning-based approaches.

Classical Approach: The crudest of classical methods are based on purely reactive (to lane markers or obstacles) decision-making that does not incorporate trajectory planning and does not take into account future predictions. Other approaches build on a SLAM framework [15] for perception and a separate trajectory planner. Trajectory planning or generation often involves accurate state estimation obtained in the form of a bird’s eye view of the environment (Cartesian space) [13]. Alternatively, trajectories are generated using search-based methods such as graph search [24], or incremental methods such as RRT and SST [11]. The third set of approaches focus on an optimization framework or model predictive control that takes into account a prediction horizon in the decision making [1][20][9][12]. These methods have shown promise, but some of these approaches are computationally expensive and sometimes are inadequate for the agile sport of racing.

Learning based Approach: Learning-based approaches use two distinct approaches - supervised and unsupervised. Among supervised learning methods, [4] propose a framework to regress directly from images to steering angle at a fixed speed. However, these do not take any time-dependent situations into account and may impact performance. AdmiralNet [23] attempts to solve this problem by introducing LSTM cells to enforce time dependence. Other learning-based methods aim to predict the required waypoints to be tracked instead of the steering angle directly [2]. This approach can suffer from the drawback that if there is a deviation or inaccuracy in a single waypoint, it may lead to non-smooth trajectories and subsequent degradation in performance at high speeds. [22] solve this problem by utilizing a method to regress to waypoints based on Bezier curve interpolations leading to smooth trajectories. However,
supervised methods are limited by the expert demonstrations provided to the network and cannot achieve performance better than the demonstrations themselves.

Unsupervised learning methods, on the other hand, try to solve this problem by using reinforcement learning-based techniques. [19] uses an end to end RL framework to learn to drive a racecar through a variety of different terrain, while [7] use a mixture of high and low dimensional features to achieve superhuman performance in a racing game. [14] utilize a method for predicting the OGM of a given image and employ waypoint prediction using an autoencoder. This method poses several advantages as it is significantly easier to plan trajectories from an accurate estimation of the occupancy grid.

The proposed method in this paper exploits the ease of planning using an occupancy grid map used by traditional methods and the advantages of unsupervised learning for obtaining trajectories that outperform human drivers.

3 Proposed Method

The proposed pipeline consists of the following stages - (1) Learning a low dimensional representation of the scene, (2) Generating the optimal trajectory for the given scene. (3) Tracking the desired trajectory using a classical control method. We write our experiments on PyTorch [17] and run our simulation on CARLA [6].

3.1 Perception

VAE’s have been used widely for generative modelling of a given distribution of data. Since our primary goal is to learn a low dimensional representation that can represent both the image space as well as the object graph mapper (OGM), we utilize a cross-modal approach to training the VAE, utilizing both the input image that needs to be autoencoded, as well as the OGM of the environment. [5] show that the CMVAE architecture is robust to the simulator-reality domain transfer and also implicitly regularizes the learnt latent space representation. A block diagram of our architecture can be seen in Fig. [1].

Our architecture primarily attempts to learn a low dimensional representation of the lanes and any surrounding obstacles to predict trajectories.

The input to our framework is a monocular front-facing RGB image ($\mathbb{R}^3$). We model our problem as a mapping from $\mathbb{R}^{3 \times H \times W} \rightarrow \mathbb{R}^k$, where the output is a $k$ dimensional embedding that represents a set of control points for trajectory prediction.

3.2 Trajectory Planning

To generate the training data required for trajectory estimation, we use a novel approach based on simplifying the environment. We use the occupancy maps generated from the top views to set up a simulation and use a learning-based speciation strategy to learn optimal trajectories that the car has to follow.
We represent the trajectories as a set of \((x, y)\) coordinates generated by the trajectory planner. The trajectories are approximated with a single Bezier curve, where points are resampled at regular \(y\) intervals. The \(x\) coordinates of the samples form the \textit{trajectory embedding} which is meant to be the output representing the trajectory for the car to follow using a traditional controller.

### 3.2.1 Vehicle Environment

A simplified custom OGM environment is created to imitate the top view of the road. The environment supports multiple agents that can be spawned on a single track, with each agents’ movement treated independently. The goal of this environment is to train a lightweight feedforward neural network to generate a trajectory given the OGM of the car and the road at every instant. We use a simple 3 layer multi-layer perceptron with \(\lambda\) distance inputs for the agent that learns to generate trajectories.

**Agent Modelling**: We use a bicycle model to represent the simplified car for trajectory generation. The bicycle model takes into consideration the yaw angle, heading angle, the direction of velocity and friction with the ground. The parameters \(l_r, l_f\), mass (M) of the vehicle was kept considering Hobbywing EZRUN Max10 60A as our test car, on which the final system would eventually be deployed.

![Figure 2: Bicycle model of simulated agent](image1)

![Figure 3: OGM Environment](image2)

**Agent Inputs** The green points in Fig. 3 represent the inputs to the simulation agent. These vision points effectively act as ranging sensors and aid the car in measuring the distance of the car from the boundary of the lane at discrete angles. As shown in the illustration, the vision points are offset to each other at an angle \(\beta\).

![Figure 4: Inputs to simulated agent - The agent has \(\lambda\) ranging sensors that provide distances to the track. The agent learns to generate optimal high speed trajectories](image3)

At every instant, the car’s state can be represented by the distances measured by these ranging sensors. Thus if we take \(n_v\) vision points, the car’s position can be represented as an array of \(n_v\) distances \(\{d_1, d_2, d_3, \ldots d_{n_v}\}\), where each of the \(d_i\) is the distances of the vision points from the centre of mass of the car. These form the set of inputs to the neural network that acts on the simplified environment.
Track Generation: The tracks are procedurally generated with the following assumptions - (1) The width of the track is constant, (2) The boundary lanes follow a Bezier spline approximation. We represent the scene in a binarized fashion where the white region represents the lane, and the black region is anything that is not a lane.

3.2.2 Genetic Algorithm

We use a simple mutation strategy for training the agent for trajectory generation. Starting with \( n \) initial spawns of the car, we let the agent run in the environment and retain only the top \( m \) survivors. Then, at each generation, we mutate weights and biases using noise sampled from a Gaussian distribution. Using this strategy, the average fitness of the survivors increases over the number of generations, indicating that the agents learn to generate trajectories.

As seen in figure 4, the agent receives \( \lambda \) distances that is given by the following equation:

\[
D_i = \min(L, \theta_i)
\]

where \( L \) is a parameter that dictates the maximum distance till which the agent can see. We treat this value as a tunable hyperparameter and set it to 150px in our experiments.

The reward function used for the trajectory generation agent is defined as follows:

\[
R = \alpha v + \beta d
\]

where \( \alpha \) and \( \beta \) are tunable parameters, and \( v \) and \( d \) are the velocity and distance of the agent respectively.

4 End to End Training: From RGB to Trajectory

4.1 Dataset Generation

In order to obtain smooth trajectories, we remodel our problem by predicting control points of Bezier curves rather than directly predicting the waypoints, as proposed in [22]. Hence, we represent our trajectories by approximating them with Bezier curves and sampling points from the Bezier curve at regular intervals of increasing y coordinate in the environment. We call this the trajectory embedding, which would be the final prediction of the learning-based model.

We use the agent trained on the simplified simulation as an oracle that generates accurate and robust trajectories given a good occupancy map of the environment. To generate training data for the actual perception and trajectory generation block, we generate a dataset using CARLA by driving on the racetrack environment and collecting segmentation maps of the top view and the RGB front-facing camera. We use the obtained top view segmentation from CARLA and generate an OGM. Using the trained oracle agent, we run the agent on the OGM’s to generate high-speed trajectories for the car to follow. Hence, our dataset consists of a three-way mapping between - (1) Front facing RGB, (2) OGM of environment, (3) High-speed trajectories generated from the OGM.
4.2 Training

We train the network (Fig 7) in an end to end supervised manner using a summation of 4 losses - (1) Binary cross entropy loss for Auto-encoding, (2) Binary cross entropy for OGM prediction, (3) KL-Divergence loss for VAE, (4) MSE loss for trajectory prediction. We downscale the images to 128x128px during training.

\[ L_{BCE, OGM} = \frac{1}{n} \sum_{y_n} w_n \left[ y'_n \cdot \log x'_n + (1 - y'_n) \cdot \log (1 - x'_n) \right] \tag{3} \]

\[ L_{BCE, AE} = \frac{1}{n} \sum_{y_n} w_n \left[ y''_n \cdot \log x''_n + (1 - y''_n) \cdot \log (1 - x''_n) \right] \tag{4} \]

\[ L_{KLD} = \frac{1}{n} \sum_{i=1}^{k} \sigma_i^2 + \mu_i^2 - \log (\sigma_i) - 1 \tag{5} \]

\[ L_{MSE} = \frac{1}{k} \sum_{i=1}^{k} (x'''_n - y'''_n)^2 \tag{6} \]

Where \( y' \) is the target pixel for the OGM, \( y'' \) is the target pixel for the auto-encoder, \( y''' \) is the target trajectory point, \( \sigma \) and \( \mu \) are the standard deviation and means predicted from the VAE.

5 Controller

Once the trajectory is obtained, the points corresponding of trajectory are being tracked. The control of the car is divided into two steps; longitudinal control and lateral control.

For longitudinal control i.e. controlling the throttle to the car, we use PID controller to track a point on the trajectory.

\[ a = K_p dy + K_d \frac{dy}{dt} + K_i \int y dt \tag{7} \]

The gains \( K_p, K_i, K_d \) are found by iterating through several values. The term \( dy \) and \( dt \) are actually discrete values and thus we replace \( dy \) by \((y_{des} - y)\) and \( dt \) by \( \Delta t \).

For lateral control i.e. steering input to the car, we use a Stanley controller. We used the Stanley controller as it takes into consideration both the heading angle error and also the cross track error. The equations for a typical Stanley controller is given by:

\[ \theta_e = \theta - \theta_p \tag{8} \]

\[ steer = \theta_e(t) + \tan^{-1}\left( \frac{K e_{fa}(t)}{v_x(t)} \right) \tag{9} \]

Here, \( K \) is the gain parameter, \( e_{fa} \) is the cross track error of the car from the tracking point and \( v_x \) is the velocity of the car in the lateral direction.
6 Results

The network was trained on $\sim$18,000 images taken from the CARLA racetrack environment, with trajectories generated by the oracle agent for each of these images.
We achieved an average inference time of 260 FPS on CARLA when run on a device with a GTX 1660Ti GPU, i7-9750H, and 16GB RAM. The obtained speed is significantly faster than what is required for realtime inference during racing.

| Method            | Successful Laps | $t_{\text{lap,avg}}$ (s) | $t_{\text{firstfailure}}$ (s) |
|-------------------|-----------------|---------------------------|-------------------------------|
| CNN Regression    | 0               | —                         | 30                            |
| End to end        | 5               | 1378                      | —                             |

Table 1: Experimental results (5 Lap benchmark).

Table I show some quantitative results compared to a direct image to steering angle approach without throttle control. To train the regression based algorithm, we collected discretized expert steering data (left or right) and trained the network using mean squared error loss. We define a failure case as any condition that results in the car going off-track. We see that the CNN approach is significantly inferior compared to our method as it fails to complete laps successfully. In our experiments, to maintain a fair comparison between the regression based approach and end to end approach, we maintain a constant car speed.

7 Conclusion & Future Work

In this work, we present an end to end pipeline based on intermediate representations to generate trajectories from input images. We use a novel speciation based learning strategy to generate high quality racing trajectories using a simplified version of the environment. By combining robust deep learning approaches for perception and advances in model free learning for high speed racing, our framework robustly maps images to trajectories at high inference rates. Implementation of our framework on a 1/10th scale testbed has begun, and our simulation experiments and models were designed keeping the hardware constraints of onboard computation in mind.

In this work, we assumed a simplistic bicycle model of the agent for generating the trajectories from the occupancy grid. By changing the dynamics of the car to more closely match an actual car using better models, we can obtain trajectories which can potentially be of a much higher quality that our simple approximation. Moreover, it is possible to extend this method to dynamically changing scenes such as multi agent racing. However, that will require an increased dependence on temporal data, which can potentially be tackled by introducing recurrent memory units in both the trajectory generation stage (where obstacles are modelled as moving through the lane), and the autoencoding stage.
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