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Abstract

In this paper several methods for animacy recognition are evaluated. Each method has an increasing complexity over the previous one and involves more resources, and as a result, more computation. When assessing the performance of these methods we consider three factors: the results of an intrinsic evaluation, the results of an extrinsic evaluation, and the complexity of the method. For intrinsic evaluation the accuracy of the overall classification is considered as well as the precision and recall for each type classification. In the extrinsic evaluation, the animacy classifier is used to filter candidates in a pronominal anaphora resolution system. Given the wide variety of texts used, an anaphora resolution system could not be used for this evaluation because its performance depends upon the genre of the text being processed. For this reason, the reduction of the number of candidates, the reduction of the number of antecedents, and the increase in the number of pronouns without any antecedents were recorded and used to differentiate between the systems. Comparison between different systems showed that the best one is the system which uses machine learning, and that the additional information brought by different modules does not lead to an increase in the success of the system due to the errors introduced by them.

1. Introduction

In English, automatic identification of the specific gender of English nouns is a difficult task of arguably limited utility. However, information about the animacy of nouns can be very useful in tasks like anaphora resolution, coreference resolution and parsing. It can also contribute to applications such as question answering, allowing users to obtain answers to "who" questions. For our purposes, a noun phrase is animate if, in its singular form, its referent can be referred to using one of the pronouns he, she, him, her, his, himself, or herself.

In the present work, we consider that the animacy of a noun phrase (NP) is derived from the animacy of its head. While the gender of a NP can be specified by adjectival modifiers such as female or male, animacy is not normally specified in this way. To illustrate, both NPs the man and the dead man can be referred to using the same animate pronoun. In this way, our treatment of NP animacy mirrors the treatment of grammatical number under the Government and Binding Theory (Chomsky, 1981).

In this paper several methods for animacy recognition are evaluated. Firstly, a simple statistical method based on WordNet (Fellbaum, 1998) is shown to be quite useful for the task, but is unable to classify animate entities with high accuracy. Next, a machine learning method is used in order to improve the results. In the latest stages of development, word sense disambiguation (WSD), lists of names, and a method for named entity recognition (NER) are added to further improve the accuracy of the classification.

The systems are evaluated using intrinsic and extrinsic evaluation methods. For the intrinsic evaluation, each method is considered a classifier and specific measures for classification (e.g., accuracy, precision, and recall) are applied. For extrinsic evaluation, the influence of the systems on anaphora resolution is assessed.

Previous work in anaphora resolution (AR) has shown that levels of performance are related to both the type of text being processed and to the average number of NPs under consideration as a pronoun’s antecedent (Evans and Orăsan, 2000). Veins Theory (Cristea et al., 2000) sought to use discourse structure in order to select minimal sets of suitable candidates for a pronoun’s antecedent. It is generally recognised that number and gender agreement constraints between pronouns and competing candidates is an effective method for reducing the size of those sets of candidates. In this work, we evaluate the usefulness of animacy agreement constraints as a weaker substitute for the more difficult task of implementing gender agreement constraints on the process of anaphora resolution.

Our implemented system for anaphora resolution, MARS (Mitkov et al., 2002), was designed to resolve pronouns in texts from a technical domain. For every pronoun identified in a text, that system extracts NPs from the preceding part of the sentence in which the pronoun appears as well as two sentences preceding that, as well as the section heading. All NPs failing to agree with the pronoun in number are discarded. The remainder form a set of competing candidates from which MARS should select the antecedent.1

Intuitively, assuming complete preservation of antecedent NPs in the set of competing candidates, the smaller the set, the better the algorithm’s chances of selecting the antecedent from it. Ideally, the size of the set would be reduced further by discarding those NPs that fail to agree with the pronoun in terms of their gender. Since performance in AR is influenced by the domain, and the training corpus used in this paper is derived from quite different domains, we will not present MARS’s performance directly in this paper. Instead, we will examine the degree to which the output of the methods benefits a system for anaphora resolution by reducing the

1In fact, most systems for pronominal anaphora resolution work in this way.
size of the sets of competing candidates. The degree of preservation of valid antecedents in the resultant sets of candidates will also be taken as a measure of success.

This paper is structured as follows. In Section 2, we describe several methods for identifying the animacy of nouns. In Section 3, the methods are assessed using intrinsic and extrinsic evaluation techniques and a comparison is made of their complexity. Related work is discussed in Section 4. Conclusions are drawn in Section 5.

2. Animacy recognition

In this section several methods previously developed for animacy recognition are briefly presented. Each approach uses increasing amounts of linguistic resources and tries to improve the classification accuracy of previous methods.

2.1. Simple method based on WordNet

WordNet (Fellbaum, 1998) is an electronic lexical resource organized hierarchically by relations between sets of synonyms or near-synonyms called synsets. Each of the four primary classes of content-words, nouns, verbs, adjectives and adverbs are arranged under a small set of top-level hypernyms called unique beginners. In the case of nouns and verbs, the unique beginners are the most general concepts under which the entire set of entries is organized on the basis of hyponymy and entailment.

It was noticed that several hierarchies were of interest with respect to the aim of identifying the animate entities in texts. In the case of nouns, three of the unique beginners are expected to be hypernyms of senses of nouns that refer to animate entities. These are animal, reference number (05), person (18), and relation (24). There are four verb sense hierarchies that allow the inference to be made that their subject NPs should be animate. The unique beginners in these cases are cognition (31), communication (32), emotion (37) and social (41). It was clear that a lexical resource arranged in such a hierarchical fashion could be exploited in order to associate the heads of noun phrases with a measure of confidence that the associated NP has either an animate or inanimate referent.

Motivation for the use of WordNet arises from the fact that knowledge as to the animacy of common NPs cannot be readily computed from explicit features of the text. Unlike the situation with proper names and their associated clues such as titles and initial capitalisation, knowledge as to the animacy of common NPs appears to be purely implicit. Recognition of animate entities must, at some point be grounded in world-knowledge - information partially embodied in WordNet.

The animacy of each noun in the text is then decided using the information from WordNet. In each case, WordNet is consulted to examine all the possible senses of a noun. Entries in WordNet are provided with a list of their senses as used in the corpus from which the resource was developed. This means that a method attempting to find the particular sense of a word must do more than simply consult WordNet, it should ideally perform word sense disambiguation (WSD) in order to extract the particular sense of a word in each case. WSD was not incorporated in the simple method. Instead, a count is made of the number of animate senses that is listed for a noun (hyponyms of unique beginners 05, 18, or 24) and the number of inanimate senses (hyponyms of the remaining unique beginners). A ratio is computed and nouns with a ratio greater than a predefined threshold are classified as animate. Similarly, in the case of nouns that are the heads of subject NPs, counts are made of the animate and inanimate senses of the verbs they are subjects of. A ratio is then computed and subject nouns of verbs with a ratio higher than some threshold are classified accordingly. Finally, contextual rules (e.g. the presence of NP-internal complementers and reflexives such as who or herself) are applied in order to improve the classification.

2.2. Machine learning for animacy recognition

Having noted that not all the hyponyms of particular unique beginners can be uniformly classed as either animate or inanimate, we do consider that more specific senses can be uniformly classified in this way. In (Orlisan and Evans, 2001) we presented a corpus-based method which classifies the synsets from WordNet according to their animacy.

The nouns in a 52 file subset of the SEMCOR corpus (Landes et al., 1998) were manually annotated with animacy information and then used by an automatic system to classify more general (though not top-level) senses. SEMCOR is a resource in which each word has been annotated with the sense from WordNet that it conveys.

The system attempts to classify the senses from WordNet that explicitly appear in the corpus directly, on the basis of the frequency with which they have been manually classified as animate or inanimate. One of our goals was to design a procedure which can also classify senses that are not found in the corpus. To this end, we decided to use a bottom up procedure which starts by classifying the terminal nodes in WordNet and then continues with more general nodes. The terminal nodes are classified using information from the annotated files. When classifying a more general node, we considered that if all the hyponyms of a sense are animate, then the sense itself is animate. This does not always hold due to annotation errors or rare uses of a sense and instead, a statistical measure was used to test the animacy of a more general node. After considering several measures, chi-square seemed the most appropriate.

This classification of senses was useful for determining the animacy of a sense, even those which were not previously found in the corpus, but which are hyponyms of a node that has been classified. However, nouns/verbs whose sense is unknown cannot be classified directly and therefore an additional level of processing was necessary. We used the instance-based learning algorithm available in the TiMBL package (Daelemans et al., 2001) to determine the animacy of nouns. Under this type of learning, all the instances are stored without trying to infer anything from them. At the classification stage, the algorithm compares a previously unseen instance with all the data stored at the training stage. The most frequent class in the k nearest neighbours is assigned as the class to which that instance
belongs. In our case the instances used in training and classification contained the lemma of the noun which is to be classified, its number of animate and inanimate senses, the number of animate/inanimate senses of the verb in the case of subject nouns, and the ratio of animate singular pronouns to inanimate singular pronouns in the text being processed. The output of the instance-based learning stage is a list of nouns classified according to their animacy.

During the evaluation of the methods presented in Sections 2.1. and 2.2. we noticed many errors when named entities were classified. This is because our systems rely on WordNet which either does not contain many of these named entities, or else the different senses listed do not relate them to named entities. For this reason, we decided to ignore non-sentence-initial capitalised words.

2.3. Word sense disambiguation

It is difficult to disambiguate the possible senses of words in unrestricted texts, but it is not so difficult to identify those senses which are more likely to be used in a text than others. Such information was not considered in the methods presented in 2.2. and 2.1. Instead, in those methods, all the senses were considered to have an equal weight. In order to address this problem, the word sense disambiguation (WSD) method described in (Resnik, 1995) was implemented and used in the classification algorithm. The WSD method computes the weight of each possible sense of each noun by considering the other nouns in a text. These weights were used to compute the number of animate/inanimate senses. Our underlying hypothesis is that the animacy/inanimacy of senses which are more likely to be used in a text should count more than that of improbable senses.

2.4. Proper name lists

The methods presented in Sections 2.1. and 2.2., even with the improvements presented in 2.3., are able to classify common nouns but not proper nouns. Attempts to use WordNet to classify proper nouns failed because many of those items do not appear in WordNet or else, those that do appear, have a substantial number of inanimate senses. To illustrate, the names Bob and Maria are not assigned any animate senses in WordNet. The systems presented in the previous three sections were enhanced by the inclusion of proper name lists. Whenever a non-sentence-initial capitalised word was encountered, it was searched for in a list of person names and if it was found it was considered an animate entity. At present the list contains more than 180,000 given names and surnames.

One limitation of the use of proper name lists is the fact that they are static. Interestingly, as the size of a gazetteer grows, it becomes more difficult to use effectively because it provides the basis of classification for an increasingly ambiguous collection of words. To illustrate, lists of first names and surnames can include names such as Bacon, Lemon, Flint, Will or Ash. Month names or astronomical terms become confused with person names, words usually denoting professions are confused with the names of computer equipment, and so on.

2.5. Named entity recognition

The presence of a word in a proper name list does not guarantee that in that context the word really does refer to an animate entity. It is very common for personal names to be used to name companies, months, or places. Therefore a named entity recognition (NER) method should classify a capitalised word as a person or other type of entity.

We are currently developing a system for NER. Here, recognition is a two step process where capitalised words are normalised (Mikheev, 2000) and then normally upper case words are classified as references to persons or non-persons. Although the normalisation task is performed with an accuracy of 99.25%, the animacy classificaiton is only 90.21% accurate. It will be noted that at this early stage, the system performs worse than those developed by participants at MUC-7 (Chinchor, 1998). Preliminary error-analysis indicates that this performance is influenced by the features of the texts used in the evaluation. These texts include sentences in block capital letters and a proportion of the texts are incomplete.

3. Evaluation of the systems

In Section 2, several methods for classifying the animacy of a noun were proposed. These systems can be divided into two classes. The first one includes the systems proposed in Sections 2.1., 2.2., and 2.3. which can classify common nouns, but fail to classify proper nouns correctly. In order to address this problem, these systems are extended to classify proper nouns by incorporating the methods proposed in Sections 2.4. and 2.5. In this section these systems are evaluated using intrinsic and extrinsic evaluation methods (Sparck-Jones and Galliers, 1996). In addition, the complexity of the systems is considered.

For our evaluation we used two corpora. The first one is a selection of texts from the SEMCOR corpus (Landes et al., 1998) stripped of the sense annotation. These texts were chosen because the nouns contained in them were annotated with their corresponding senses from WordNet and therefore could be used to determine the animacy of synsets. They were used to train our machine learning classifier. In addition, these texts contained a large number of references to animate entities. The second corpus used in our paper is a collection of texts from Amnesty International (AI) which were used in developing the method described in Section 2.1. (Evans and Øråsen, 2000). These texts were chosen because they contained a large number of references to animate entities. The characteristics of these corpora are summarised in Table 1.

The reliability of the evaluation is increased by evaluating the systems on both corpora. For example the thresholds used in the simple method presented in Section 2.1. were determined through direct observation of the data used to develop that method. Therefore, by evaluating the method on the SEMCOR corpus, we could measure its performance on completely unseen data. In addition to this, the texts from SEMCOR are in a completely different genre.
from AI, allowing us to measure how genre independent the system described in Section 2.1 is. Evaluation raises more serious problems for all of the machine learning systems. As is known, whenever a machine learning method is evaluated, a clear distinction has to be made between training data and testing data.

In the case of the system described in (Orășan and Evans, 2001), we evaluated the approach using 10-fold cross-validation over the SEMCOR corpus. However, given that we also have the AI corpus, we could evaluate the systems on completely unseen data. In addition, the evaluation of the machine learning methods on the AI corpus was useful in proving that the classification of the synsets from WordNet on the basis of information from SEMCOR is also useful when applied to different texts.

3.1. Intrinsic evaluation

Intrinsic evaluation methods measure the accuracy of a system in performing the task which it was designed to carry out. In our case, it is the accuracy of classifying an entity as animate or inanimate. In order to assess the performance of the systems, four measures are considered:

\[
\text{Accuracy} = \frac{\text{Correctly classified items}}{\text{Total number of items}} \tag{1}
\]

\[
\text{Precision} = \frac{\text{True positives}}{\text{True positives} + \text{False positives}} \tag{2}
\]

\[
\text{Recall} = \frac{\text{True positives}}{\text{True positives} + \text{False negatives}} \tag{3}
\]

\[
F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{4}
\]

The accuracy (1) measures how well a system can correctly classify an entity as animate or inanimate, but it can be misleading because of the large number of inanimate entities in texts. As is clear from Table 1, even though the texts were chosen so as to contain a large number of animate entities, the ratio between the number of animate entities and inanimate entities is approximately 1 to 7.5 for SEMCOR, and 1 to 4.8 for AI. This means that a method which classifies all entities as animate would have an accuracy of 88.21% on SEMCOR and 82.77% on AI. As can be seen in Table 2 these results are not very far from the accuracy obtained by the system described in 2.1. However, as mentioned before, we intend to use the filtering of animate entities for anaphora resolution and therefore, the use of a filter which classifies all the entities as inanimate would be highly detrimental. We have observed a much higher ratio of animate pronouns to inanimate ones in the AI and SEMCOR corpora.

It is clearly important to know how well a system is able to identify animate entities and how well it can identify inanimate entities. In order to measure this, precision (2) and recall (3) are used. The precision with which a system can identify animate entities is defined as the ratio between the number of entities correctly classified as animate and the total number of entities it classifies as animate (including the wrongly classified ones). A method’s recall in classifying animate entities is defined as the ratio between the number of entities correctly classified as animate and the total number of animate entities to be classified. The precision and recall of inanimate classification is defined in a similar manner. The f-measure (4) combines the precision and the recall in one value. Several formulas for f-measure were proposed, the one we use gives equal importance to precision and recall.

Table 2 presents the accuracy of the classification, and the recall and precision for classifying the animate and inanimate entities. In addition to the methods presented in Section 2., three baseline methods were introduced. The first one classifies an entity as animate or inanimate on a random basis. The performance of this method is displayed in the column random baseline of the table. A second random baseline was introduced because we supposed that the number of gender marked pronouns in a text can be an indication of how likely it is that a particular noun appearing in that text is to be animate or inanimate. In this case the probability of an entity to be animate is proportional to the number of gender marked pronouns in the text and the classification is made on a weighted random basis. A similar rule applies for inanimate entities. This second baseline is referred to in the table as weighted baseline. In the same table, in order to facilitate the comparison, we included a method which classifies all the entities as inanimate. This method is referred as the dummy method.

As can be noticed, Table 2 does not contain the results of the methods which also incorporate word lists and named entity recognition. Those methods which use lists and named entity recognition try to classify more entities than the other methods. This is because all the methods which use WordNet ignore non-sentence-initial capitalised words, due to our observation that most of them represent named entities and we do not have confidence in information from WordNet when classifying them. They are considered, however, in the extrinsic evaluation.

Table 2 shows that all our methods significantly outperform the baselines used. Close investigation of the table shows that on both corpora the best method is the one which uses machine learning (the one presented in Section 2.2.). It obtains high accuracy when classifying both animate and inanimate entities. As is shown in Section 3.2, similar results are also obtained in the extrinsic evaluation. The machine learning method which uses word sense disambiguation (presented in Section 2.3), yields very similar levels of performance but as we will argue in Section 3.3, the complexity of any word sense disambiguation method does not make it a good alternative. In terms of accuracy, the simple method performs unexpectedly well given its simplicity. However, it fails to accurately classify animate entities. Moreover, comparison with the dummy method on both files shows that the results of the simple method are not much better, which suggests that the simple method has a bias towards recognition of inanimate entities.

The relatively poor accuracy of the Simple system can

\[5\text{The accuracy of the simple method is higher than that reported in our previous papers due to a bug in the evaluation program previously used.}\]
be explained by the fact that the unique beginners, which are used as the basis for classification in that method, cover too wide a range of senses for them all to belong to a single animate or inanimate class. They are too general to be used as the basis of accurate classification. Additionally, the rules used to assist classification only provided limited recall in identifying animate entities.

### 3.2. Extrinsic evaluation

In the previous section we evaluated the performance of the classification method and we saw that even simple methods can achieve high accuracy at the expense of low recall and precision in the classification of animate entities. In computational linguistics, the output of one method is often used as the input for another one, and therefore it is important to know how the results of the first method influence the results of the second. This kind of evaluation is called extrinsic evaluation. Given that the identification of animate entities is not very useful on its own, a formula which is not very indicative on their own, a formula which combines the number of antecedents, number of candidates and the number of pronouns without any antecedent should be considered instead. Ideally, an animacy filters should eliminate as many candidates as possible without eliminating antecedents, and as a result should not increase the number of pronouns without an antecedent. The method which preserves most antecedents is the machine learning method, though it also keeps a large number of candidates.

We note that the two ratios proposed earlier are not very indicative on their own, a formula which combines the number of antecedents, number of candidates and the number of pronouns without any antecedent should be considered instead. Ideally, an animacy filters should eliminate as many candidates as possible without eliminating antecedents, and as a result should not increase the number of pronouns without an antecedent. In light of this, the following formula was used to measure the imposition, or degree to which the performance of a filtering system is unwelcome:

\[
imposition = \frac{1}{\alpha} \cdot \frac{c_A - a_A}{c_B} + \beta \cdot \frac{a_B - a_A}{a_B} + \gamma \cdot \frac{p_A - p_B}{p_B}
\]

where \(c_B\) and \(c_A\) represent the number of candidates before filtering and after, respectively; \(a_B\) and \(a_A\) are the

| Experiment | Acc       | Animacy | Inanimacy |
|------------|-----------|---------|-----------|
|           |           | Prec    | Recall    | F-meas    | Prec | Recall    | F-meas |
| Random baseline on SEMCOR | 50.19% | 14.11% | 50.49% | 22.05% | 86.19% | 50.14% | 63.39% |
| Random baseline on AI | 50.60% | 19.37% | 52.13% | 28.24% | 82.11% | 50.32% | 62.39% |
| Weighted baseline on SEMCOR | 37.62% | 8.40% | 74.44% | 15.09% | 88.41% | 31.64% | 46.60% |
| Weighted baseline on AI | 31.01% | 18.07% | 76.48% | 29.23% | 79.27% | 20.60% | 32.70% |
| Dummy method on SEMCOR | 88.21% | 0% | - | - | 88.21% | 100% | 93.73% |
| Dummy method on AI | 82.77% | 0% | - | - | 82.77% | 100% | 90.57% |
| Simple system on SEMCOR | 91.42% | 88.48% | 56.42% | 68.90% | 91.81% | 98.51% | 95.04% |
| Simple system on AI | 89.61% | 94.79% | 52.69% | 67.73% | 88.93% | 99.24% | 93.80% |
| Machine learning system on SEMCOR | 97.72% | 91.91% | 89.99% | 90.93% | 98.75% | 98.57% | 98.65% |
| Machine learning system on AI | 98.04% | 96.31% | 92.19% | 94.20% | 98.33% | 99.26% | 98.79% |
| Machine learning with WSD on SEMCOR | 97.51% | 89.97% | 90.14% | 90.05% | 98.59% | 98.56% | 98.57% |
| Machine learning with WSD on AI | 97.85% | 95.37% | 92.00% | 93.65% | 98.34% | 99.07% | 98.70% |

Table 1: The characteristics of the two corpora used

Table 2: The results of the classification
Table 3: The results of the extrinsic evaluation (w/o = Performance without filtering on the basis of animacy, Rand. = Performance with random classification of animacy, Wei = Weighted random classification, Dum = Dummy method (NP is inanimate), Sim = Simple method (Evans and Orasan, 2000), SL = Sim with word lists, SN = Sim with NER, ML = Machine learning method (Orasan and Evans, 2001), MLL = ML with word lists, MLN = ML with NER, MW = ML with WSD, MWL = ML with WSD and word lists, MWN = ML with WSD and NER, Pron = Number of pronouns in the corpus, Cand = Total number of candidates, GMP = Gender marked pronouns (e.g. he, she, it, etc.), CGMP = Candidates for gender marked pronouns, Ant = total number of antecedents for gender marked pronouns, GMPA = Gender marked pronouns without any antecedent)

| Method       | AI   | SEMCOR |
|--------------|------|--------|
| ML           | 0.90 | 1.07   |
| ML+list      | 0.99 | 1.07   |
| ML+WSD+NER   | 1.01 | 1.08   |
| ML+NER       | 1.01 | 1.07   |
| ML+WSD       | 1.24 | 1.08   |
| ML+WSD+list  | 1.33 | 1.09   |
| Simple+list  | 2.36 | 1.27   |
| Simple       | 2.41 | 1.26   |
| Simple+NER   | 2.51 | 1.26   |
| Random       | 4.43 | 2.20   |
| Weighted random | 5.47 | 2.73   |
| Dummy        | 6.42 | 2.02   |

Table 4: The values for imposition over the two corpora used

---

number of antecedents before and after filtering; whereas $p_B$ and $p_A$ are the number of pronouns without antecedents before and after filtering. A good method minimises this measure by making each term to tend to zero. The term $c_A - a_A$ indicates the number of candidates which are not antecedents present after the filtering. For a good filtering method the value of this term is small. In order to be able to compare different methods, this value is normalised using the number of candidates present before filtering. Using formula (5), a method which eliminates many antecedents will be penalised by the term $\frac{p_A}{c_A - a_A}$ which is again normalised to facilitate comparison. A further penalty occurs when the number of pronouns without an antecedent increases. The three coefficients $\alpha, \beta, \gamma$ are weights for each term of the formula which indicate the degree of importance of each one. In our evaluation we used the following values: $\alpha = 1, \beta = 2, \gamma = 4$ because we considered that the increase in the number of pronouns without an antecedent should be penalised more the elimination of antecedents. Table 4 shows the value of the imposition measure for different methods.

Table 4 reiterates our observation that the machine learning method (presented in Section 2.2.) is the best method for both corpora. The success of this method is closely followed by the systems using machine learning with a gazetteer, and the one using machine learning and a named entity recogniser. As discussed in the next section, the running time is factor which has to be taken into consideration when a system is evaluated. In light of this, the system using a gazetteer should be preferred because it is faster. Surprisingly, the system combining machine learning with word sense disambiguation and named entity recognition performs better than the one with machine learning, word sense disambiguation and a gazetteer, but given the time necessary to run this system and its greater imposition compared with the machine learning method, none of these systems is considered a good filter. As expected, all the versions of the system which use the simple method fail to filter the candidates accurately. This can be explained by the low accuracy in identifying animate entities by the simple method. As expected, the
baseline methods perform signifi cantly worse than all of our methods.

As can be noticed in Table 4, the values of imposition are closer for the SEMCOR corpus, than for the AI corpus. This can be explained by the large number of inanimate entities in SEMCOR, which makes the fi ltering easier.

3.3. The complexity of the systems

Another aspect which needs to be considered whenever a system is developed is its complexity. This becomes a very important issue whenever such a system is integrated with a larger system, which needs to react promptly to its input (e.g. systems which are available over the Web). In our case, each method presented in Section 2. is more complex than the previous one, and therefore requires more time to run. Table 5 shows the time necessary to run each system on the two corpora. As can be seen, the fastest method is the simple method which has a complexity proportional with \( n \times m \) where \( n \) is the number of entities in the entire corpus, and \( m \) is the average number of senses for each word in WordNet. The method which uses machine learning is slower because it has to prepare the data for the machine learning algorithm, a process which has a similar complexity to the simple method, and in addition it has to run the memory-based learning algorithm, which compares each new instance with all instances already seen. Even though TiMBL, the machine learning algorithm used, employs some complex indexing techniques to speed up the process, for large training sets, the algorithm is slow. When word sense disambiguation is used, the processing time increases dramatically, because the complexity of the algorithm used is \( n \times m \) where \( n \) is the number of distinct nouns from a text to be disambiguated, and \( m \) is the average number of senses from WordNet for each noun. As we argued in Section 3.1., a system which uses lists of words and named entity recognition attempts to classify more entities than the methods which do not use them, and therefore we did not compute the accuracy of the systems which incorporate them. For the same reason, we did not record the time necessary to run those systems. In addition, the module which performs named entity recognition is written in Perl, whereas the other modules are written in C++, making it impossible to have a direct comparison between them. However, in terms of complexity, the systems which use word lists have a complexity comparable to the corresponding systems which do not. The complexity of the system increases dramatically, and as a result of this so does the running time, when the named entity recogniser is used.

In addition to the information which a module added to a system brings, one has to consider the errors that it introduces. In some cases, it is possible that the additional information brought to the system is not enough to compensate for the errors introduced by the same module, and as a result the overall accuracy of the system decreases instead of increasing. Such a phenomenon was noted in our evaluation. As shown in Sections 3.1. and 3.2. the best system is the one which used machine learning. The other systems which use different modules to enhance the success of the machine learning method, have performance slightly worse than those without them, which indicates that the errors introduced by these modules is greater than the information added to the system. A criticism could be that the word sense disambiguation method used (Resnik, 1995) is rather old and newer methods may perform better. We chose this one because it was very easy to implement and it does not need annotated resources for training. In the future we plan to try other word sense disambiguation methods. The named entity recogniser is still under development and we are confident that later versions will lead to further improvement.

4. Related work

There are two main threads of related work in the literature - the fi rst pertaining to automatic recognition of persons and animate entities, the second pertaining to modular system design and its implications for performance. With regard to work concerned with recognition of modular system design and its implications for performance. With regard to work concerned with recognition of NP animacy, we are only concerned with those methods which tackle the problem in English texts, a problem concerned with semantics which cannot be addressed using morphological information, as in other languages.

Identification of the specifi c gender of proper names has been attempted in work presented in (Hale and Charniak, 1998). That method works by processing a 93931-word portion of the Penn-Treebank corpus with a pronoun resolution system and then noting the frequencies with which particular proper nouns are identifi ed as the antecedents of feminine or masculine pronouns. One of the only articles reporting evaluation results in this area, an accuracy of 68.15% in assigning the correct gender to proper names is reported. Many researchers will be interested in processing new texts of variable lengths and the method presented here will be unsuitable for obtaining relevant information from smaller documents.

WordNet has been used to identify NP animacy in work by (Denker, 1998) and (Cardie and Wagstaff, 1999). Unfortunately, no evaluation of the task of animacy recognition was reported in those papers.

The other issue addressed in this paper concerns the combination of methods to improve the performance of a system. The fi rst attempt was by Edmunson (1969) who combined different sentence extraction methods in an automatic summarisation system. Using an annotated corpus he evaluated different combinations of the modules, and determined which of them leads to the best results. More recently, modules were combined to improve the results of named entity recognition (Mikheev et al., 1999), question answering (Harabagiu et al., 2000) and noun phrase extraction (Tjong Kim Sang et al., 2000). Banko and Brill (2000) proposed an alternative way to improve the
performance of a system. Instead of adding new modules to it, they propose to increase the size of the corpora used for training several times over. They evaluate their approach for confusion set disambiguation.

5. Conclusions

In this paper we assessed different methods for classifying NPs on the basis of their animacy. The systems used were modular and of different levels of complexity. Assessing them under intrinsic and extrinsic methodologies, we found that the complexity of a system was not strongly correlated with its level of performance.

Since we first sought to classify the animacy of NPs in a text in (Evans and Oräsan, 2000) we have realised that a growing number of resources are required in order to meet this challenge. For example, WSD is required in order to accurately obtain the senses of the words in a text given that this information provides the basis for our machine learning method. Initially-capitalised words must be classified using techniques from NER. However, due to the difficulty in obtaining good performance from these modules, their incorporation into the system did not provide the gains in performance that we expected. In fact, their inclusion was detrimental to performance.

From this point, we intend to invest more time and effort in the development of effective methods for WSD and NER.
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