Designing Multiplexed Supercell Metasurfaces with Tandem Neural Networks
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Abstract: Complex nanophotonic structures hold the potential to deliver exquisitely tailored optical responses for a range of device applications. Metal-insulator-metal (MIM) metasurfaces arranged in supercells, for instance, can be tailored by geometry and material choice to exhibit a range of absorption properties and resonant wavelengths. With this flexibility however comes a vast space of design possibilities that classical design paradigms struggle to efficiently navigate. To overcome this challenge, here we demonstrate that a deep tandem neural network approach can efficiently generate multiplexed supercells through inverse design. By using a training dataset with several thousand full-wave electromagnetic simulations in a design space of over three trillion possible designs, the deep-learning model can accurately generate a wide range of complex supercell designs given a spectral target. Beyond inverse design, we show that our approach can also be used to explore the limits of broadband absorption and emission in such supercell configurations. Our demonstration of high-dimensional supercell inverse design with deep neural networks is generally applicable to any complex nanophotonic structure composed of multiple subunit elements.
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1. Introduction

Nanophotonic structures, including metasurfaces and metamaterials, have greatly expanded our ability to tailor light-matter interaction and deliver new functionalities for information processing and sensing applications [1], [2], [3], [4]. As demand for advanced capabilities and high-performance nanophotonic devices grow, multimodal implementations with interconnected ensembles of optical sub-components, including in supercells, have shown great promise in delivering tailored responses with respect to many optical characteristics [5], [6], [7], [8]. For example, complex spatial arrangements within photonic crystal circuits have yielded high-efficiency spatial mode conversion [9]. Similarly, by employing metasurfaces that contain periodic arrays of meta-atoms with different geometric parameters, a range of useful behaviors including out-of-plane beam deflection and mirroring can be demonstrated [10]. Although the incorporation of numerous distinct subunit elements within a photonic structure is desirable, it is accompanied by an exponential increase in design costs as a result of the increased dimensionality of the associated design space [11].

Conventional design processes for complex metasurfaces and photonic crystals rely on electromagnetic (EM) simulations that are iteratively optimized by tuning key design parameters until the desired optical properties are obtained. Techniques that have been employed include evolutionary algorithms [12], topology optimization [13], [14], [15], and adjoint-based methods [16], [17]. In the context of supercells and complex/non-periodic arrangements, methods such as Schur complement domain decomposition and overlapping-domain approximation have yielded compelling results [18], [19]. As the unit cell of a metasurface increases in size and complexity, however, computation times from iterative optimization can rapidly escalate from hours to potentially days or weeks. Additionally, optimizations must be repeated and reconfigured for every new target, thus requiring a substantial amount of computational resources and often some prior intuition on the capability of a particular class of nanophotonic structures. These computational costs are further compounded by the fact that only the final optimized results are preserved; any prior data generated in an optimization cycle is not typically reused in the future [41]. As a result, iterative design methods become increasingly inefficient over time [20].

In response to the need for more efficient design strategies, recent advancements in deep neural networks (DNNs) have found application in nanophotonic design [21]. DNNs are now well established in many applications including natural language processing, drug discovery, materials design, and medical diagnosis [22], [23], [24]. In the photonics context, DNNs have shown promise in generating results that are less noisy and more fabricable than other machine learning-based methods (such as generative adversarial networks [25], [26]) by directly predicting key geometric parameters (e.g., resonator widths, lengths, radii, etc.). Previously explored DNN-based photonics design include the forward and inverse modeling of multi-shell nanoparticles, multi-layer thin-films, and various classes of metasurfaces [27], [28], [29]. In a forward-modeling DNN, the network takes structural parameters as inputs and predicts optical properties such as the absorption spectra. By contrast, an inverse-modeling DNN accepts target optical properties as inputs and generates matching structural parameters. By leveraging a one-time investment of EM simulation training data (where all of the generated data is used for training), an accurate inverse-modeling DNN has the potential to design devices that outperform those produced by inverse optimization, while generating the same designs with orders-of-magnitude faster speeds [30]. While promising, prior studies of DNNs for nanophotonic design have primarily focused on individual scatterers or periodic structures with single-unit cell elements and relatively narrowband operation [31], [32], [33]. The possibility of employing a machine learning-based approach to designing complex supercells has not been
previously investigated, but holds the potential to overcome key challenges in meeting challenging target
capabilities with complex nanophotonic architectures.

A particular category of periodic metasurface structure that has shown promise in supercell
configurations is the metal-insulator-metal (MIM) metasurface absorber. Periodic MIM absorbers yield
strong resonances that are narrowband in nature, where the wavelength of the resonance peak can be shifted
by changing the shape of the resonator [34], [35], [36], [37]. By adopting simple supercell configurations,
which contain more than one resonator geometry, multi-resonant and broadband absorption behavior has
previously been realized [38], [39], [40]. The design and optimization of more complex supercells however
remains an open challenge, but holds the potential of yielding a broader range of spectral selectivity than
has previously been achieved.

In this article, we investigate the inverse design of large multiplexed supercell metasurfaces with
over 100 subunit elements that can achieve a diverse set of broadband spectral responses. Specifically, we
focus on engineering arbitrary bandwidth absorbers operating in the mid- and long-wave infrared regime
(4-12 µm) by designing supercell metal-insulator-metal (MIM) metamaterial absorbers through a deep
learning approach. To navigate the large design space that comes with the increased dimensionality of
supercells, we employed a tandem neural network (shown conceptually in Figure 1A). We demonstrate that
with a training dataset of several thousand simulations, in a high-dimensional design space with over three
trillion possible design combinations, the network can inverse-design narrowband, multi-resonance, and
broadband-absorption supercell metasurfaces with high degrees of accuracy. Furthermore, we show that
the network itself can be harnessed to explore the physical limits of this class of metasurfaces.

2. Results and discussion

2.1 Data preparation for deep learning

Figure 1B presents the detailed implementation of our tandem neural network approach for the
inverse design of supercell metasurfaces. First, we defined an array of MIM resonators, as seen in the
bottom-right (blue section) of the schematic. We used gold cross-shaped resonators of 100 nm thickness
with a 100 nm gold backing and 200 nm Al2O3 spacer. This class of metasurfaces was derived from existing
literature on selective thermal emitters and exhibits narrowband resonances in the MIR range [42]. The
cross-shaped resonators had fixed widths (500 nm) and variable lengths (1.4-3 µm in 0.1 µm steps). Each
resonator array represents a quadrant of the supercell and resembles a hexagonal close-packed (HCP) lattice
with a twin boundary, where the individual resonators are mirrored along the diagonal plane. The quadrant
is then mirrored along the x- and y-axes to create a four-fold symmetric supercell. The HCP configuration
is designed to maximize the area density (and therefore the resonance efficiency) of the supercell, while the
four-fold symmetry ensures the structure is s- and p-polarization independent under normal incidence. At
the designated positions of each cross-shaped resonator, we used the corresponding resonator lengths to
create a vector for each supercell design. A structure is represented by $D_A = [l_1, l_2, \ldots, l_m]$, with $l_m$ being the
length of the $m$-th resonator (where $D_A$ and $D_B$ are vectors with distinct $l$-values). These vectors were then
used as the supercell design parameters for deep learning. We then converted the supercell design
parameters into three-dimensional MIM structure models and used the models to perform full-wave EM
simulations (Lumerical FDTD) over the spectral range of 4-12 µm at normal incidence, obtaining a 800-
point absorption spectrum for each structure. With this approach, we simulated the absorption spectrum ($A$)
for randomly generated design parameters ($D$) to create training data pairs ($D, A$) for the neural network.
Figure 1. Inverse design of supercell metasurface designs with a range of underlying symmetries using a tandem neural network approach. (A) A target absorption spectrum is defined, and the matching design parameters for a multiplexed array of plasmonic resonators are generated. (B) Data preparation schematic for deep learning. Supercell design parameters representing resonator lengths and positions are converted into 3D models. Full-wave electromagnetic simulations are performed on the models. The design parameters and corresponding absorption spectra are used to train the tandem neural network.

2.2 Network characterization and evaluation

The performance of a tandem network hinges on the accuracy of the forward-modeling network as well as the breadth and size of the training dataset. Thus, we sought to optimize the architecture of the forward-modeling network and to ensure that the size of our training dataset maximizes the network’s implementation efficiency and predictive capabilities. The forward-modeling network is trained to predict an absorption spectrum ($A'$), given a set of design parameters ($D$) as inputs. Our optimized architecture consists of a 25-neuron input layer (matching the vector size of the supercell design parameters $D$, with values normalized from 0 to 1), and four fully-connected hidden layers with 50, 100, 200, and 400 neurons,
respectively. The output layer contains 800 neurons. Figure S1 presents the hyperparameter tuning results, where — in addition to the number of layers and neurons — the Adam optimizer, batch size of 10, and sigmoid activation functions yielded the lowest validation loss. The training and validation losses of the forward-modeling network are found in Figure 2A (on the left plot), where 10% of the total training dataset (3,600 instances of \(D\) and \(A\)) was used for validation. To prevent overfitting, an early stopping procedure was added to the training process (after 20 epochs of \(\Delta \text{Validation MSE} = 0\)), and the convergence of both losses can be observed. In addition, example test results of the forward network from the validation dataset, on the middle and right plots of Figure 2A, indicate that its predictions (given an input \(D\) from the training dataset) match well with the targets (of the corresponding \(A\)).

Using the same hyperparameters as the forward network with an inverted sequence of hidden layers and neurons (400, 200, 100, and 50), we trained an inverse-modeling network for the prediction of \(D\) given an input \(A\). Model validation was performed by simulating the predicted \(D\), then comparing the target (\(A\)) and simulated spectra. As shown in Figure 2B, the validation loss in the inverse model is higher than the training loss, indicating that the model is overfitting. This behavior is reflected in the example validation test results (to the right of the loss plot), where the network fares poorly when predicting parameters for absorption spectra outside of the training set.

Poor convergence of the inverse-modeling network is a direct result of the nonuniqueness problem [27], where the multiple mappings between an EM response and its available structural parameters may confound the network’s learning process. To account for the nonuniqueness problem, we implemented the tandem architecture by coupling the inverse-modeling network with a pretrained forward-modeling network. The inverse-modeling network was trained by minimizing the loss function between the input absorption spectrum (\(A\)) and the spectrum predicted by the forward-modeling network (\(A'\)), where \(A'\) is generated by the same \(D\) predicted by the inverse-modeling network. As in Ref. [26], we define loss as the mean squared error between \(A\) and \(A'\):

\[
\text{MSE} = \frac{1}{n} \sum (A'_i - A_i)^2.
\]

Thus, rather than requiring the network to generate designs that are similar to the designs from the training dataset (which may vary significantly due to the issue of nonuniqueness), the loss function converges if the target and predicted spectra (\(A\) and \(A'\)) are similar. Accordingly, training the tandem network resulted in strong convergence of both training and validation losses, and the example tests reveal that the accuracy of the tandem implementation surpasses that of the inverse-modeling architecture alone (Figure 2C).

The number of supercell design parameters in \(D\) (\(m = 25\)) and the range of values therein (9 different cross lengths) mean there are a total of \(3.81 \times 10^{12}\) possible supercell designs in the investigated design space. Thus, to expedite our deep learning efforts, we sought to minimize simulation time and to ensure that the quantity of our training data is amenable to the network’s intended functions. We trained the optimized tandem network under various dataset size increments, as shown in Figure S2. We then validated each model with a fixed dataset across all increments (using 300 reserved data instances) and with datasets created by randomly selecting 10% of the data instances within each increment. We observe that in both cases, the validation loss converges to \(2.5 \times 10^{-3}\) at approximately 3,000 data instances, demonstrating that the final model resulted in the optimal performance while minimizing the amount of data required for deep learning by sampling less than \(1 \times 10^{-7}\%\) of the total design space.
2.3 Inverse design of multi-resonance and broadband metasurfaces

We utilized the optimized tandem network to generate new supercell metasurface designs with a broad range of spectral properties. Figure 3 presents a series of test cases comparing the target network inputs to the simulated results of the corresponding output designs. The inset images show the spatial geometries of each supercell designed by the network. For example, as shown in Figure 3A, after specifying a narrowband target with a full width half maximum (FWHM) of 0.5 µm, the network generated a periodic layout that aligns with the target spectra with over 90% accuracy, and prior literature [42]. Similarly, in Figure 3B and 3C, dual-narrowband and triple-narrowband designs were created (with sharp resonances at two and three discrete wavelengths) that closely match their respective targets. In these multi-resonance structures, the supercells include additional cross dimensions that are associated with distinct resonances.

The ability to construct an array of resonator geometries suggests that different resonant modes can be superimposed to achieve responses of arbitrary bandwidth [43]. Accordingly, we tasked the neural network with designing metasurfaces with various broadband characteristics (FWHM > 1 µm). In Figure
3D, a broadband structure with a FWHM of 1.5 µm is shown, and in Figure 3E, we increased the complexity of the target to design a structure with dual-broadband absorption peaks. Lastly, in Figure 3F, we demonstrate the design of a broadband graybody structure that encompasses the entire MIR range of resonance wavelengths captured by the training dataset (5-9 µm).

In the design of the aforementioned multi-resonance and broadband structures, the network not only defined the resonator dimensions required to achieve resonances at the target wavelengths, but also determined their appropriate placements within the lattice in order to reach the target absorption amplitudes. For example, as shown in Figure 4A, the triple-narrowband structure possesses three primary cross lengths that are responsible for resonances at 5.2, 7.2, and 8.6 µm. The high absorption amplitudes are also attributed to the periodic and short-range ordered arrangements (repeating patterns spanning 1-2 subunit cell distances) of the resonators, which result in the strong dipole resonances seen in the electric field enhancement plots. When short-range order is disrupted and converted to long-range order (patterns spanning beyond 2 subunit cell distances), as shown in Figure 4B, the net absorption spectra is drastically altered. Thus, by systematically predicting the subunit resonator dimensions as well as their spatial positions, the trained network can accurately and rapidly design multiplexed metasurfaces with a range of underlying symmetries.

**Figure 3.** Inverse design of new supercell metasurfaces with the tandem neural network. The structures exhibit (A) narrowband, (B) dual-narrowband, (C) triple-narrowband, (D) broadband, (E) dual-broadband, and (F) graybody behaviors. Blue lines indicate the target spectra used as inputs to the network, and orange lines represent the simulated results of the output design parameters. Inset images show the physical layouts of the network-generated supercells.

### 2.4 Exploring the physical limits of metasurface designs

In practice, it is difficult to combine multiple distinct resonant modes in a single metasurface while minimizing hybridization between modes and maintaining high absorption per unit area [43], [44]. Thus, multiplexed resonator structures impose an inherent tradeoff between broadband response and maximum absorption. We here highlight that the instantaneous calculation speed of the developed neural
network can be harnessed to explore the physical limits and the structure-property relationships of classes of metasurfaces. To enable this, we use the pre-trained forward-modeling network as a validation mechanism for the design parameters predicted by the inverse-modeling tandem network. As one example, we specified design targets using Lorentzian functions of increasing bandwidth (FWHM of 0.2-4 µm centered at 7 µm), illustrated in Figure 5A. The tandem network outputs were then fed into the forward-modeling network, and the resulting design predictions were compared to the initial targets. In this approach, the forward network effectively serves as a high-speed surrogate EM solver, replacing the FDTD software that was used to generate the training data.

Figure 4. Relationships between supercell absorption properties and their subunit resonator spatial distributions. The absorption spectra and corresponding electric field profiles for the (A) triple-narrowband and (B) graybody structures reveal the dependence of absorption amplitude on short-range and long-range ordered resonators, respectively.

The design predictions reveal that when an unobtainable target was specified, the network designs a structure with the closest possible solution in the context of this class of supercell metasurfaces. As a result, we observe that as the target bandwidth increases, the discrepancy between the target response and the closest design (measured by the MSE) increases as well (Figure 5B). This in turn allows us to numerically infer the limits of achievable broadband resonances for this class of resonant metasurfaces. Building upon these observations, we can estimate the upper bounds of the absorption at various bandwidths, and derive the following relationship for this metasurface class’ absorption design limits ($R^2 = 0.98$):

$$A_{\text{max}} = 0.0004f^2 - 0.0305f + 1.0214,$$

where $A_{\text{max}}$ is the maximum absorption and $f$ is the FWHM in THz. As an additional example of discovering application-specific design insights through the neural network, we can calculate the average normal-incidence emissivity of the optimized supercell metasurfaces within defined target bandwidths:
\[ \overline{\varepsilon} = \frac{\int_{v_1}^{v_2} I_{BB}(T,v) \varepsilon(v) dv}{\int_{v_1}^{v_2} I_{BB}(T,v) dv}. \] (2)

Here, \( I_{BB}(T, v) = \frac{2h \nu^3}{c^2} \frac{\nu}{e^{h\nu/k_BT} - 1} \) is the spectral radiance of a blackbody at temperature \( T \), where \( h \) is Planck’s constant, \( k_B \) is the Boltzmann constant, \( c \) is the speed of light, and \( \nu \) is frequency. The lower and upper bounds of the integral \((v_1 \text{ and } v_2)\) are derived from the evaluated spectral range (4-12 µm). \( \varepsilon(v) \) is the metasurface’s spectral emittance, which is equal to \( A(v) \) by Kirchoff’s law. In this case, by querying the neural network in a cyclic manner to solve for emittance (at various temperatures) as a function of the target bandwidth, we can find the relationship between the two parameters (Figure 5B) in a remarkably short time frame (less than one minute). Overall, we observe that as the bandwidth sought (FWHM) increases, the MSE between a target with maximum absorption across the entire bandwidth increases and the maximum absorption point decreases. Furthermore, the integrated normal incidence emittance increases as the additional bandwidth compensates for the decreases in the peak absorption/emittance value. However as can be seen in Figure 5B the precise relationship is complex and depends both on the bandwidth being specified and the temperature of the metasurface because the blackbody spectral radiance changes with temperature. By training a neural network that is tasked with the inverse design of complex supercell metasurfaces, we thus demonstrate that the same framework can be strategically leveraged to rapidly identify design trends and dependencies associated with application-specific properties.

**Figure 5.** Probing metasurface design limits using the tandem network. (A) Tandem network inputs (targets) for various Lorentzian functions (FWHM of 0.6, 1, 2, and 3 µm centered at 7 µm) and the corresponding forward network outputs (design predictions). The network is unable to identify designs that exceed the bandwidth / maximum absorption limits of this class of supercell metasurfaces (B) Network-determined design trends and metrics, including the MSE between target and design responses, thermal emittance of the metasurface, and max absorption as functions of FWHM (THz).
3. Conclusions

In this article, we demonstrated a machine learning approach to the inverse-design of multiplexed supercell metasurfaces with over 100 subunit elements. By forming a cascaded architecture with an inverse-modeling and forward-modeling network, the tandem network can overcome the nonuniqueness problem and successfully learn a high-dimensional design space of over three trillion possible designs using only 3,600 data instances. Through the superposition and coupling of multiple resonant modes in a compact region, the network can further efficiently design supercell structures with a range of symmetries that yield narrowband, broadband, and multi-resonant responses. The network not only predicts the geometric parameters for an array of resonators (e.g., resonator widths, lengths, radii, etc.), but also selects their optimum spatial arrangement towards satisfying a specified target, thereby enabling additional degrees of complexity in metasurface design. Though we sought to maximize implementation efficiency by minimizing the required training data, we expect that the performance of our tandem network can be improved with more training data and a larger network architecture. Furthermore, we demonstrate that the network itself can be utilized to study the physical limits of the investigated class of metasurfaces. By using the forward-modeling network as a full-wave EM simulator, high-speed parameter sweeps can be performed to capture property-specific design trends such as maximum absorption and thermal emittance as a function of bandwidth. Importantly, our results show that DNN-based approaches can efficiently design and characterize large-scale supercell metasurfaces with numerous discrete resonators. We believe our results can expedite the development of supercell-class nanophotonic structures, which may in turn yield new tailored capabilities not achievable through conventional periodic nanostructures.

4. Supplementary Material

Included in the supplementary material are details regarding hyperparameter optimization and training data size.
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Supplementary Material

Forward-Modeling Network Optimization

To train the tandem network for inverse design, we first optimized the architecture of the forward-modeling network through extensive hyperparameter tuning. Figure S1 shows the tuning results, where we compare the validation loss of a starting controlled architecture to the losses of networks trained after changing a single dependent variable. Implemented through the TensorFlow framework, the controlled architecture consists of 2 hidden layers, each with 100 neurons, sigmoid activation functions, a batch size of 10 data instances, and the Adam optimizer. The learning rate is 0.001 with an exponential decay of $10^{-5}$. The tested dependent variables include: number of hidden layers, number of neurons within each layer, activation function, batch size, and optimizer.

Figure S1A shows a comparison of different batch sizes (10, 100, and 1000), where we observe noticeable increases in loss as the batch size was increased. In Figure S1B, we tested three commonly used optimization algorithms: Adam, stochastic gradient descent (SGD), and RMSprop. SGD yielded higher losses than the other algorithms while Adam and RMSprop resulted in similar losses. However, RMSprop plateaued much sooner than Adam, indicating that the network was able to improve further with Adam. In Figure S1C, we compared the following activation functions: Sigmoid, TanH (hyperbolic tangent), ReLU (rectified linear unit), Leaky ReLU, and Parametric ReLU. Here, we observe that the Sigmoid and TanH functions resulted in the lowest losses, while the loss progression was more stable and ultimately lower with Sigmoid. We then tested various numbers of neurons and layers (Figure S1D and S1E), and found that increasing from 100 to 200 neurons garnered small improvements, while increasing the number of layers alone yielded insignificant changes. Figure S1F shows the full integration of the individually-optimized hyperparameters and the use of more elaborate combinations of neurons and layers, which resulted in considerable overall performance improvements. From these tests, we found that the 50-100-200-400 neuron architecture has the best performance. Adding more neurons to the optimized architecture did not improve the performance any further and unnecessarily increased training time.

Figure S1. Forward network hyperparameter tuning. Validation loss of a controlled architecture in comparison to various dependent variables, including: (A) batch size, (B) optimizer, (C) activation function, (D) number of neurons, (E) number of layers, (F) combined hyperparameter settings.
(D) number of neurons per layer, and (E) number of hidden layers. (G) Final optimized architecture comparison.

**Training Dataset Size Analysis**

To expedite our deep learning efforts, we sought to minimize the total simulation time and therefore the amount of training data. However, we must also ensure that the dataset size is large enough to maximize the network’s ability to learn supercell design. In that regard, as shown in Figure S2A, we trained the optimized tandem network architecture with increasing increments of training data and evaluated the corresponding validation losses. First, we trained the network with a training set size of 300, and recorded the network’s final validation loss using two different validation datasets. The first validation dataset was a fixed group of 300 data instances. This dataset was intended to monitor the network’s growth as it trained toward a predetermined set of goals. The second validation dataset comes from randomly splitting 10% of the data instances within the available training set. The validation loss derived from the second dataset informs how well the network is able to generalize from the amount of data it learned from. We repeated this validation process after increasing the training set size in 300-increment steps, and found that both validation losses began to converge to $2.5 \times 10^{-3}$ at approximately 3,000 data instances. The reported losses represent the averaged results of 5 training cycles for each training set size. Error bars were omitted due to negligible differences in the range of losses. Thus, we demonstrate that the final model resulted in the optimal performance while minimizing the amount of data required for deep learning.
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**Figure S2.** Training set size analysis. Validation loss vs. training set size with fixed and randomly split validation datasets.