Quantum Non-equilibrium Many-Body Spin-Photon Systems

by:
Fernando Javier Gómez-Ruiz
Universidad de los Andes

Doctoral Thesis

Quantum Non-equilibrium Many-Body Spin-Photon Systems

Author: Fernando Javier Gómez-Ruiz
Advisor: Ferney Rodríguez Dueñas

A thesis submitted in fulfillment of the requirements for the degree of Doctor in Science-Physics in the research group:

Grupo de Física de la Materia Condensada, FIMACO
Departamento de Física

Universidad de los Andes
Facultad de Ciencias

Bogotá D.C., Colombia
May 2019.
Declaration of Authorship

I, Fernando Javier Gómez-Ruiz, declare that this thesis titled, “Quantum Non-equilibrium Many-Body Spin-Photon Systems” and the work presented in it are my own. I confirm that:

• This work was done wholly or mainly while in candidature for a research degree at this University.

• Where any part of this thesis has previously been submitted for a degree or any other qualification at this University or any other institution, this has been clearly stated.

• Where I have consulted the published work of others, this is always clearly attributed.

• Where I have quoted from the work of others, the source is always given. With the exception of such quotations, this thesis is entirely my own work.

• I have acknowledged all main sources of help.

• Where the thesis is based on work done by myself jointly with others, I have made clear exactly what was done by others and what I have contributed myself.

Signed: 

Date: 

“Trying to find a computer simulation of physics seems to me to be an excellent program to follow out... the real use of it would be with quantum mechanics... Nature isn't classical... and if you want to make a simulation of Nature, you'd better make it quantum mechanical, and by golly it is a wonderful problem, because it doesn't look so easy.”

— Richard P. Feynman

[Feynman, R. Simulating Physics with Computers. Keynote address delivered at the MIT Physics of Computation Conference. Published in Int. J. Theor. Phys. 21 (6/7), 1982. (Excerpts reprinted with permission from the International Journal of Theoretical Physics.)]
Universidad de los Andes

Abstract

Facultad de Ciencias
Departamento de Física

Doctor in Science-Physics

Quantum Non-equilibrium Many-Body Spin-Photon Systems

by Fernando Javier Gómez-Ruiz

This thesis dissertation concerns the quantum dynamics of strongly-correlated quantum systems in out-of-equilibrium states. The research is neither restricted to static properties or long-term relaxation evolutions, nor does it neglect effects on any relevant subsystem as is frequently done with the environment in master equations approaches. The focus of this work is to explore different quantum systems during several regimes of operations, then discover results that might be of interest to quantum control, and hence to quantum computation and quantum information processing. Our main results can be summarized as follows in three parts.

Signature of Critical Dynamics.— We thoroughly investigate the fingerprint of equilibrium quantum phase transitions through the single-site two-time correlations and violation of Leggett-Garg inequalities in spins-1/2 and Majorana Fermion systems. By means of simple analytical arguments for a general spin-1/2 Hamiltonian, and matrix product simulations of one-dimensional XXZ and anisotropic XY models, we argue that finite-order quantum phase transitions can be determined by singularities of the time correlations or their derivatives at criticality. The same features are exhibited by corresponding Leggett-Garg functions, which noticeably indicate violation of the Leggett-Garg inequalities for early times and all the Hamiltonian parameters considered [1]. Moreover, we propose that two-time correlations of Majorana edge localized fermions constitute a novel and versatile toolbox for assessing the topological phases of 1D open lattices. Using analytical and numerical calculations on the Kitaev model, we uncover universal relationships between the decay of the short-time correlations and a particular family of out-of-time-ordered correlators, which provide direct experimental alternatives to the quantitative analysis of the system regime, either normal or topological [2].

Driven Dicke Model as a Test-bed of Ultra-Strong Coupling.— In this part, we investigate the non-equilibrium quantum dynamics of a canonical light-matter system, namely the Dicke model, when
the light-matter interaction is ramped up and down through a cycle across the quantum phase transition. Our calculations reveal a rich set of dynamical behaviors determined by the cycle times, ranging from the slow, near adiabatic regime through to the fast, sudden quench regime. As the cycle time decreases, we uncover a crossover from an oscillatory exchange of quantum information between light and matter that approaches a reversible adiabatic process, to a dispersive regime that generates large values of light-matter entanglement [3] and we show that a pulsed stimulus can be used to generate many-body quantum coherences in light-matter systems of general size [4]. Additionally, our results reveal that both types of quantities indicate the emergence of the superradiant phase when crossing the quantum critical point. In addition, at the end of the pulse light and matter remain entangled even though they become uncoupled, which could be exploited to generate entangled states in non-interacting systems [5]. Our findings show robustness to losses and noise, and have potential functional implications at the systems level for a variety of nanosystems, including collections of $N$ atoms, molecules, spins, or superconducting qubits in cavities – and possibly even vibration-enhanced light-harvesting processes in macromolecules.

Beyond the Kibble-Zurek Mechanism.— The Kibble-Zurek mechanism is a highly successful paradigm to describe the dynamics of both thermal and quantum phase transitions. It is one of the few theoretical tools that provide an account of nonequilibrium behavior in terms of equilibrium properties. It predicts that in the course of a phase transition topological defects are formed. In this work, we elucidate the emergence of adiabatic dynamics in an inhomogeneous quantum phase transition. We show that the dependence of the density of excitations with the quench rate is universal and exhibits a crossover between the standard KZM behavior at fast quench rates, and a steeper power-law dependence for slower ramps. Local driving of quantum critical systems thus leads to a much more pronounced suppression of the density of defects, that constitute a testable prediction amenable to a variety of platforms for quantum simulation including cold atoms in optical gases, trapped ions and superconducting qubits. Our results establish the universal character of the critical dynamics across an inhomogeneous quantum phase transition, that we proposed for favoring adiabatic dynamics. Our results should prove useful in a variety of contexts including the preparation of phases of matter in quantum simulators and condensed matter systems, as well as the engineering of inhomogeneous schedules in quantum annealing [6]. Moreover, using a trapped-ion quantum simulator, we experimentally probe the the kink distribution resulting from driving a one-dimensional quantum Ising chain through the paramagnet-ferromagnet quantum phase transition. Our results establish that the universal character of the critical dynamics can be extended beyond the paradigmatic Kibble-Zurek mechanism, that accounts for the mean kink number, to characterize the full probability distribution of topological defects [7]. Finally, we argue that our results have a broad impact as our experiment has manifold applications. Knowledge of the distribution of defects proves useful in the characterization in adiabatic quantum computers. Assessing the statistics of topological defects and its universal character is bound to motivate new experiments across the plethora of experimental platforms where topological defect formation has been explored, e.g., in the light of the Kibble-Zurek mechanism.
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In the last two decades, there have been several breakthroughs in the experimental realization of systems that mimic specific many-body quantum models [8]. This is especially true in systems involving aggregates of real or artificial atoms in cavities and superconducting qubits [9, 10], as well as trapped ultra-cold atomic systems [11, 12, 13]. These advances have stimulated a vast among of theoretical research on a wide variety of phenomena exhibited by these systems, such as quantum phase transitions (QPTs) [14, 15], the collective generation and propagation of entanglement [16, 17, 18], and critical universality [19].

Future applications in the area of quantum technology will involve exploiting – and hence fully understanding – the non-equilibrium quantum properties of such many-body systems. Radiation-matter systems are of particular importance: not only because optoelectronics has always been the main platform for technological innovations, but also in terms of basic science because the interaction between light and matter is a fundamental phenomenon in nature. On a concrete level, light-matter interactions are especially important for most quantum control processes, with the simplest manifestation being the non-trivial interaction between a single atom and a single photon [20]. One of the key goals of experimental research is to improve both the intensity and tunability of the atom-light interaction [21, 22].

In particular, we are interested on two models with a wide range of applications on Condensed Matter Physics as well as in Atomic, Molecular and Optical Physics. These are the driven Dicke Model (DM) and one-dimensional spin–1/2 XYZ chain. Both models have been extensively studied in many circumstances before, for static and dynamical properties.

In the case of the DM despite significant accumulated knowledge regarding its static properties across its parameter space, with the emergence of a quantum phase transition, little is known about the dynamical crossing of this transition. In previous work, we advanced on the understanding of
the DM’s dynamics by exploring the effects of crossing the QPT using a tuned interaction, hence taking the system in a single sweep from a non-interacting regime into one where strong correlations within and between the matter and light subsystems play an essential role [17, 18, 19]. Our previous analyses also revealed universal dynamical scaling behavior for a class of models concerning their near-adiabatic behavior in the region of a QPT, in particular the Transverse-Field Ising model, the DM and the Lipkin-Meshkov-Glick model. These findings, which lie beyond traditional critical exponent analysis like the Kibble-Zurek mechanism [23, 24] and adiabatic perturbation approximations, are valid even in situations where the excitations have not yet stabilized – hence they provide a time-resolved understanding of QPTs encompassing a wide range of near adiabatic regimes. Additionally, we analyze the effects of driving the system through a round trip across the QPT, by successively ramping up and down the light-matter interaction so that the system passes from the non-interacting regime into the strongly interacting region and back again. We restrict ourselves to the case of a closed DM such that a description of the temporal evolution using unitary dynamics is sufficient. Depending on the time interval within which the cycle is realized, we find that the system can show surprisingly strong signatures of quantum hysteresis, i.e. different paths in the system’s quantum state evolution during the forwards and backwards process, and that these memory effects vary in a highly non-monotonic way as the round-trip time changes [3]. The adiabatic theorem ensures that if the cycle is sufficiently slow, the process will be entirely reversible. In the other extreme, where the round-trip ramping is performed within a very short time, the total change undergone by the system is negligible. However in between these two regimes, we find a remarkably rich set of behaviors.

On the other hand, one the most important is the one-dimensional spin−1/2 XXZ model, this spin model describe the competition between hopping and interactions of excitations. It has become one of the most studied models in Condensed Matter Physics, and is usually considered as a testbed to identify general many-body phenomena applicable beyond magnetic systems. The phase diagram for the XXZ model has been extensively studied and characterized under equilibrium conditions. Actually, one of the most active research fields in condensed matter physics corresponds to the properties of this system in out-of-equilibrium states. On the one hand, state-of-the-art experimental techniques have allowed researchers to manipulate several degrees of freedom of complex systems up to unprecedented levels, in both condensed matter[25] and ultracold atomic systems[26]. In addition, several theoretical studies in non-equilibrium systems have shown intriguing physics such as spontaneous emergence of long-range order in boundary-driven spin chains[27], existence of phase transitions absent in equilibrium[28], etc. We introduce a new way of QPTs of equilibrium many-body systems, by mean of local time correlations and Leggett-Garg inequalities.

Additionally, The development of new methods to induce or mimic adiabatic dynamics is essential to the progress of quantum technologies. In many-body systems, the need to develop new methods to approach adiabatic dynamics is underlined for their potential application to quantum simulation and adiabatic quantum computation. The Kibble-Zurek mechanism (KZM) is a highly successful paradigm to describe the dynamics of both thermal and quantum phase transitions [23, 24]. It is one of the few theoretical tools that provide an account of nonequilibrium behavior in terms of equilibrium properties. It predicts that in the course of a phase transition topological defects are formed. We elucidate the emergence of adiabatic dynamics in an inhomogeneous quantum phase
transition. We show that the dependence of the density of excitations with the quench rate is universal and exhibits a crossover between the standard KZM behavior at fast quench rates, and a steeper power-law dependence for slower ramps. Local driving of quantum critical systems thus leads to a much more pronounced suppression of the density of defects, that constitute a testable prediction amenable to a variety of platforms for quantum simulation including cold atoms in optical gases, trapped ions and superconducting qubits.

Our results establish the universal character of the critical dynamics across an inhomogeneous quantum phase transition, that we proposed for favoring adiabatic dynamics. Our results should prove useful in a variety of contexts including the preparation of phases of matter in quantum simulators (e.g., with trapped ions, superconducting qubits) and condensed matter systems, as well as the engineering of inhomogeneous schedules in quantum annealing.
“Trying to understand the way nature works involves a most terrible test of human reasoning ability. It involves subtle trickery, beautiful tightropes of logic on which one has to walk in order not to make a mistake in predicting what will happen. The quantum mechanical and the relativity ideas are examples of this.”

Richard P. Feynman

# 2 Theoretical Background

This chapter is a preamble containing essential ingredients that will play a major role in the next chapters, and gives the first impression of the kind of many-body equilibrium and non-equilibrium situation that has been at the center of this doctoral thesis.

## 2.1 Quantum Phase Transitions in 1-Dimensional Spin-$\frac{1}{2}$ models

For several decades, models of interacting spins have attracted a lot of attention due to their fascinating physical properties. The most prominent example is undoubtedly the spin-$1/2$ Heisenberg model, which was recognized from the early days of quantum mechanics as a key element to understand the origin of the ferromagnetic behavior of several systems. This model corresponds to an effective Hamiltonian for a lattice of interacting electrons with overlapping wave functions, and arises from the Pauli exclusion principle and the Coulomb repulsion. The effective spin coupling resulting from the combination of these two effects, known as the exchange interaction, features a very simple form. Nevertheless, extracting information from it has proven to be a quite challenging task, and several analytical and numerical methods have been developed over the years for that purpose. Even now, open questions exist regarding its physical properties, and a lot of effort is still performed to find an answer to them.

We principal focus on a one dimensional spin-$1/2$ chain described by an general Hamiltonian of the form

$$\hat{H} = \sum_{\alpha} \sum_{i,j} J_{i,j}^{\alpha} \hat{\sigma}_i^\alpha \hat{\sigma}_j^\alpha + \sum_{\alpha} \sum_i B_{i}^{\alpha} \hat{\sigma}_i^\alpha .$$

(2.1)
Here \( \hat{\sigma}_i^\alpha \) denotes the Pauli operators at site \( i (\alpha = x, y, z) \), \( J_{i,j}^{\alpha} \) is the coupling between spins at sites \( i \) and \( j \) along direction \( \alpha \), \( B_i^\alpha \) is the magnetic field at site \( i \) along direction \( \alpha \), and \( \hbar = 1 \). No restrictions on the dimensionality of the system or the range of the interactions are in principle required. We restrict our numerical studies to two particular testbed Hamiltonians of condensed matter physics, namely the 1D XXZ and anisotropic XY models with nearest-neighbour interactions. These systems have been extensively studied in the literature, and their ground-state phase diagrams are very well known [29, 30, 31]. In this section we briefly describe the QPTs featured by these models.

### 2.1.1 Spin-\( \frac{1}{2} \) XXZ Model

We first consider a 1D system in which \( 1/2 \) spins are coupled through an anisotropic Heisenberg interaction. This case, known as the XXZ model, corresponds to \( J_{i,j}^x = J_{i,j}^y = J, J_{i,j}^z = J \Delta \), and \( B_i^\alpha = 0 \). Thus it is described by the Hamiltonian

\[
\hat{H} = J \sum_i \left[ \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x + \hat{\sigma}_i^y \hat{\sigma}_{i+1}^y + \Delta \hat{\sigma}_i^z \hat{\sigma}_{i+1}^z \right].
\]

(2.2)

Here the coupling \( J > 0 \) represents the exchange interaction between nearest neighbors, and \( \Delta \) is the dimensionless anisotropy along the \( z \) direction\(^1\). This model can be exactly solved by means of the Bethe ansatz [29, 30, 31], and possesses several symmetries. Namely, it features a continuous \( U(1) \) symmetry due to the conservation of the total magnetization in the \( z \) direction for any \( \Delta \) and an additional \( SU(2) \) symmetry at \( \Delta = \pm 1 \) due to the conservation of the total magnetization along the \( x \) and \( y \) directions. Furthermore, the Hamiltonian is invariant under transformations \( \hat{\sigma}_i^z \rightarrow -\hat{\sigma}_i^z \), thus having \( \mathbb{Z}_2 \) symmetry.

The model presents three different phases. First, for \( \Delta < -1 \) the ground state consists of a fully polarized configuration along the \( z \) direction, i.e. it corresponds to a ferromagnetic state (FP). In the intermediate regime \( -1 < \Delta < 1 \) the system is in a gapless phase (GLP), which can be shown to correspond to a Luttinger liquid in the continuum limit [30]. Finally, for \( \Delta > 1 \), the ground state corresponds to an antiferromagnetic configuration (AFP). The ferromagnetic and gapless states are separated by a first-order QPT at \( \Delta = -1 \), while the gapless and antiferromagnetic states are separated by an (infinite-order) Kosterlitz-Thouless QPT at \( \Delta = 1 \) (see panel left Fig. 2.1).

### 2.1.2 Spin-\( \frac{1}{2} \) XY Model

We now describe the anisotropic 1D XY Hamiltonian for spins \( 1/2 \). It corresponds to \( J_{i,j}^x = \frac{1}{2} J (1+\gamma), J_{i,j}^y = \frac{1}{2} J (1-\gamma), B_z^i = B_z, J_{i,j}^z = J_{i,j}^x = J_{i,j}^y = 0 \) and is given by

\[
\hat{H} = J \sum_i \left[ \frac{1+\gamma}{2} \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x + \frac{1-\gamma}{2} \hat{\sigma}_i^y \hat{\sigma}_{i+1}^y \right] + B_z \sum_i \hat{\sigma}_i^z.
\]

(2.3)

Here \( J > 0 \) represents the exchange interaction between nearest neighbors, \( \gamma > 0 \) is the anisotropy parameter in the XY plane and \( B_z > 0 \) is the magnetic field along the \( z \) direction. The limiting

\(^1\)Alternatively, the 1D XXZ model can be mapped to a chain of spinless fermions by means of a Jordan-Wigner transformation [29, 30], where \( J \) corresponds to the hopping to nearest neighbors and \( J \Delta \) to a density-density interaction.
value $\gamma = 1$ corresponds to the Ising model in a transverse magnetic field, which possesses a $\mathbb{Z}_2$ symmetry, and the limit $\gamma = 0$ is the isotropic XY model. In the thermodynamic limit $N \to \infty$, the anisotropic XY model can be exactly diagonalized by means of Jordan-Wigner and Bogolyubov transformations [32, 33].

For the anisotropic case $0 < \gamma \leq 1$ the model belongs to the Ising universality class, and its phase diagram is determined by the ratio $\nu = 2B_z/J$. When $\nu > 1$ the magnetic field dominates over the nearest-neighbor coupling, polarizing the spins along the $z$ direction. This corresponds to a paramagnetic state, with zero magnetization in the $xy$ plane. On the other hand, when $0 \leq \nu < 1$ the ground state of the system corresponds to a ferromagnetic configuration with polarization along the $xy$ plane. These phases are separated by a second-order QPT at the critical point $\nu = 1$. Finally, for the isotropic case $\gamma = 0$, a QPT is observed between gapless ($\nu < 2$) and ferromagnetic ($\nu > 2$) phases.

![Figure 2.1](image)

**Figure 2.1:** (a) *Left panel:* Exact result for ground state XXZ model [29] and first derivative ground state as a function $\Delta$, additionally we showed three different phases: ferromagnetic phase (FP), gapless phase (GLP) and antiferromagnetic phase (AFP) with the order of transition. *Right panel:* (b) Exact ground state for XY model as a function of $\nu = 2B_z/J$. Insets: (c) First derivative ground state energy as a function $\nu$ and (d) Gap energy for XY model.

### 2.2 Majorana Fermion Chain

We focus on a concrete realization of a Majorana fermion chain in terms of the Kitaev model [34]. It is described by the Hamiltonian:

$$
\hat{H} = -\frac{\mu}{2} \sum_{j=1}^{N} (2\hat{n}_j - 1) - \omega \sum_{j=1}^{N-1} \left( \hat{c}_j^\dagger \hat{c}_{j+1} + \hat{c}_{j+1}^\dagger \hat{c}_j \right) + \Delta \sum_{j=1}^{N-1} \left( \hat{c}_j \hat{c}_{j+1} + \hat{c}_{j+1}^\dagger \hat{c}_j^\dagger \right),
$$

representing a system of non-interacting spinless fermions on an open end chain of $N$ sites labeled by $j = 1, \ldots, N$. The single site fermion occupation operator is denoted by $\hat{n}_j = \hat{c}_j^\dagger \hat{c}_j$, the chemical potential is $\mu$, taken as uniform along the chain, $\omega$ is the hopping amplitude between nearest-neighbor sites (we assume $\omega \geq 0$ without loss of generality because the case with $\omega \leq 0$ can be
obtained by a unitary transformation: \( \hat{c}_j \rightarrow -i (-1)^j \hat{c}_j \) and \( \Delta \) is the \( p \)-wave paring gap, which is assumed to be real and \( \Delta \geq 0 \) (the case \( \Delta \leq 0 \) can be obtained by transformation \( \hat{c}_j \rightarrow i \hat{c}_j \) for all \( j \)). This model captures the physics of a 1-D topological superconductor with a phase transition between topological and nontopological (trivial) phases at \( \mu = 2\Delta \), for \( \Delta = \omega \). Notice that for this symmetric hopping-pairing Kitaev Hamiltonian, i.e. \( \omega = \Delta \), a Jordan-Wigner transformation leads directly into the transverse field Ising model \([35]\). Thus, from now on we will refer as Majorana fermion chain either the Kitaev chain or the transverse field Ising model.

Let us introduce Majorana operators \( \hat{\gamma}_j \) to express the real space spinless fermion annihilation and creation operators, as:

\[
\hat{c}_j = \frac{1}{2} (\hat{\gamma}_{2j-1} + i\hat{\gamma}_{2j}), \quad \hat{c}_j^\dagger = \frac{1}{2} (\hat{\gamma}_{2j-1} - i\hat{\gamma}_{2j}).
\] (2.5)

These are Hermitian operators \( \langle \hat{\gamma}_j \rangle = \langle \hat{\gamma}_j^\dagger \rangle \), satisfy the property \( \langle \hat{\gamma}_j \rangle^2 = \langle \hat{\gamma}_j^\dagger \rangle^2 = 1 \), and obey the modified anticommutation relations \( \{\hat{\gamma}_i, \hat{\gamma}_j\} = 2\delta_{i,j}, \) with \( i, j = 1, \ldots, 2N \). From the definition of Majorana operators \( \hat{\gamma}_j \) it is evident that for each spinless fermion on site \( j \), two Majorana fermions are assigned to that site, which are denoted by \( \hat{\gamma}_{2j-1} \) and \( \hat{\gamma}_{2j} \). They allow the Kitaev Hamiltonian in Eq. (2.4) to be written in the equivalent form:

\[
\hat{H} = -i\mu \sum_{j=1}^{N} \hat{\gamma}_{2j-1}\hat{\gamma}_{2j} + \frac{i}{2} \sum_{j=1}^{N-1} \left[ (\omega + \Delta) \hat{\gamma}_{2j}\hat{\gamma}_{2j+1} - (\omega - \Delta) \hat{\gamma}_{2j-1}\hat{\gamma}_{2j+2} \right].
\] (2.6)

The parameters \( \mu, \Delta \) and \( \omega \) induce relative complex interactions between the Majorana modes. Now we briefly explain two limit cases of the KM Hamiltonian.

**First limit case:** We start with the simplest case \( \Delta = \omega = 0 \) with \( \mu < 0 \), yielding to a Kitaev state in the so-called topologically trivial phase. Therefore, the KM Hamiltonian of Eq. (2.6) takes the trivial
form

\[ \hat{H}_{\text{Trivial}} = -\frac{i}{2} \sum_{j=1}^{N} \hat{\gamma}_{2j-1} \hat{\gamma}_{2j} \].

Here only the first term of equation (2.6) is different from zero, leaving a coupling only between Majorana modes \( \hat{\gamma}_{2j-1} \) and \( \hat{\gamma}_{2j} \) at the same lattice site \( j \), as Fig. 2.2(a) schematically illustrates. This leads to a ground state with all occupation numbers equal to 0.

**Second limit case:** We now consider the Hamiltonian of Eq. (2.6) with \( \mu = 0 \), namely

\[ \hat{H} = \frac{i}{2} \sum_{j=1}^{N-1} [\Delta \hat{\gamma}_{2j} \hat{\gamma}_{2j+1} - (\omega - \Delta) \hat{\gamma}_{2j-1} \hat{\gamma}_{2j+2}] . \]

This last form simplifies even more when \( \Delta = \omega > 0 \) to the compact expression \( \hat{H} = \Delta i \sum_{j=1}^{N-1} \hat{\gamma}_{2j} \hat{\gamma}_{2j+2} \), indicating that Majorana operators from neighboring sites are paired together, so that the even numbered \( \hat{\gamma} \) at site \( j \) is coupled to the odd numbered \( \hat{\gamma} \) at site \( j+1 \), as depicted in Fig. 2.2(b). The first and last Majorana fermions are thus left unpaired, corresponding to the zero energy Majorana Modes (ZEM) [36, 37].

### 2.2.1 Exact diagonalization of the Kitaev Hamiltonian: Bogoliubov-de Gennes approach

Since the Kitaev Hamiltonian is quadratic in fermionic operators \( \hat{c}_j \) and \( \hat{c}^\dagger_j \), its exact diagonalization via a Bogoliubov-de Gennes transformation is always feasible [38]. The matrix representation of the Kitaev Hamiltonian given by Eq. 2.9

\[
\begin{pmatrix}
-\mu & 0 & -\Delta & -w & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & \mu & w & \Delta & 0 & 0 & 0 & \cdots & 0 & 0 \\
-\Delta & w & -\mu & 0 & -\Delta & -w & 0 & \cdots & 0 & 0 \\
-w & \Delta & 0 & \mu & w & \Delta & 0 & \cdots & 0 & 0 \\
0 & 0 & -\Delta & w & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & -w & \Delta & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & -\Delta & w & -\mu & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & -w & \Delta & 0 & \mu
\end{pmatrix}
\]

\( \begin{pmatrix} \hat{c}_1 \\ \hat{c}_1^\dagger \\ \vdots \\ \vdots \\ \hat{c}_N \\ \hat{c}_N^\dagger \end{pmatrix} \)

In order to put the Majorana fermion Hamiltonian in Eq. (2.4) (or equivalently in Eq. (2.6)) in diagonal form, a standard Bogoliubov transformation is performed:

\[
\hat{c}_j^\dagger = \sum_{k=1}^{N} \left( u_{2k,j} \hat{d}_k^\dagger + v_{2k,j} \hat{d}_k \right), \quad \hat{c}_j = \sum_{k=1}^{N} \left( u_{2k,j} \hat{d}_k + v_{2k,j} \hat{d}_k^\dagger \right),
\]

(2.8)
where $k$ denotes a single fermion mode, $u_{2k,j}$ and $v_{2k,j}$ are real numbers, and the canonical fermion anticomutation relations for the new operators $\hat{d}_k, \hat{d}^\dagger_k$ remain true, that is $\{\hat{d}_k, \hat{d}^\dagger_k\} = \delta_{k,k'}, \{\hat{d}^\dagger_k, \hat{d}_k\} = \{\hat{d}_k, \hat{d}^\dagger_{k'}\} = 0$. Thus the exact diagonalization of the Kitaev Hamiltonian in Eq. (2.4), in terms of the new independent fermion mode operators $\hat{d} \ (\hat{d}^\dagger)$, leads to:

$$\hat{H} = \sum_{k=1}^{N} \epsilon_k \left[ \hat{d}^\dagger_k \hat{d}_k - \frac{1}{2} \right],$$

(2.9)

where the new fermion mode energies $\epsilon_k \geq 0$ are to be numerically calculated for a Kitaev chain with open ends (although analytical exact results may be found in some cases, see [39]). The central $2N \times 2N$ matrix in Eq. (2.2.1), which we denote by $\hat{H}$, can be rendered to a diagonal form $\hat{H}_D = \hat{D}^{-1} \hat{H} \hat{D}$ by a unitary matrix such as:

$$\hat{D} = \begin{pmatrix}
\begin{array}{cccccccc}
 u_{1,1} & u_{2,1} & u_{3,1} & u_{4,1} & \ldots & \ldots & \ldots & u_{2N-1,1} & u_{2N,1} \\
v_{1,1} & v_{2,1} & v_{3,1} & v_{4,1} & \ldots & \ldots & \ldots & v_{2N-1,1} & v_{2N,1} \\
u_{1,2} & u_{2,2} & u_{3,2} & u_{4,2} & \ldots & \ldots & \ldots & u_{2N-1,2} & u_{2N,2} \\
v_{1,2} & v_{2,2} & v_{3,2} & v_{4,2} & \ldots & \ldots & \ldots & v_{2N-1,2} & v_{2N,2} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
u_{1,N} & u_{2,N} & u_{3,N} & u_{4,N} & \ldots & \ldots & \ldots & u_{2N-1,N} & u_{2N,N} \\
v_{1,N} & v_{2,N} & v_{3,N} & v_{4,N} & \ldots & \ldots & \ldots & v_{2N-1,N} & v_{2N,N}
\end{array}
\end{pmatrix}. $$

(2.10)

Since $u_{2q-1,j} = v_{2q,j}$ and $v_{2q-1,j} = u_{2q,j}$, the unitary property of matrix $\hat{D}$ implies that

$$\sum_{q=1}^{N} [u_{2q,i}u_{2q,j} + v_{2q,i}v_{2q,j}] = \delta_{i,j}, \quad \sum_{q=1}^{N} u_{2q,i}v_{2q,j} = 0$$

(2.11)

for every site $j = 1, \ldots, N$. The diagonal matrix $\hat{H}_D$ is ordered as

$$\hat{H}_D = \begin{pmatrix}
-\epsilon_1 & 0 & \ldots & 0 & 0 \\
0 & \epsilon_1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & -\epsilon_N & 0 \\
0 & 0 & \ldots & 0 & \epsilon_N
\end{pmatrix}$$

(2.12)

where, for $\omega = \Delta$, the positive energies are given by:

$$\epsilon_k = -\mu \sum_{j=1}^{N} \left[ u_{2k,j}^2 - v_{2k,j}^2 \right] - 2\Delta \sum_{j=1}^{N-1} \left[ u_{2k,j} - v_{2k,j} \right] \left[ u_{2k,j+1} + v_{2k,j+1} \right].$$

(2.13)

From the entries of matrix $\hat{D}$ in Eq. (2.10) the standard Bogoliubov-de Gennes transformation given by Eq. (2.8).
2.3 Dynamics of the Dicke Model across its quantum phase transition

The DM of a many-body light-matter interacting quantum system, features a set of \( N \) identical two-level systems (commonly referred to as qubits) each of which is coupled to a single radiation mode. It can be described by the following microscopic Hamiltonian:

\[
\hat{H}(t) = \frac{\epsilon}{2} \sum_{i=1}^{N} \hat{\sigma}_z^i + \omega \hat{a}^\dagger \hat{a} + \lambda(t) \sqrt{\frac{N}{N}} \left( \hat{a}^\dagger + \hat{a} \right) \sum_{i=1}^{N} \hat{\sigma}_x^i .
\]  \( (2.14) \)

We purposely avoid common approximations such as the rotating-wave approximation. Here \( \sigma_\alpha^i \) denotes the Pauli operators for qubit \( i \) \((\alpha = x, z)\); \( \hat{a}^\dagger (\hat{a}) \) is the creation (annihilation) operator of the radiation field. \( \epsilon \) and \( \omega \) represent the qubit and field transition frequencies respectively; and \( \lambda(t) \) represents the strength of the radiation-matter interaction at time \( t \) which can be varied over time. In many situations such as those we consider here in our work, the dynamics of the DM do not require the consideration of the entire \( 2^{\otimes N} \otimes \mathbb{N} \) dimensional Hamiltonian. Instead, \( SU(2) \) collective operators \( \hat{J}_\alpha = \frac{1}{2} \sum_{i=1}^{N} \hat{\sigma}_\alpha^i \) can be used. The Hamiltonian \((6.7)\) can then be written in the following form:

\[
\hat{H}(t) = \epsilon \hat{J}_z + \omega \hat{a}^\dagger \hat{a} + \frac{2\lambda(t)}{\sqrt{N}} \hat{J}_x \left( \hat{a}^\dagger + \hat{a} \right).
\]  \( (2.15) \)

The static properties of Dicke Model have been widely studied and characterized in the last two decades \([40, 41]\). It is well known that, in the thermodynamic limit \( N \to \infty \), it exhibits a second-order QPT \([42]\) at \( \lambda_c = \sqrt{\epsilon \omega} / 2 \) with order parameter \( \hat{a}^\dagger \hat{a} / J \), separating the normal phase at \( \lambda_c < \sqrt{\epsilon \omega} / 2 \) from the superradiant phase in which there is a finite value of the macroscopic order parameter, e.g. finite boson expectation number \([19]\). When the static coupling parameter is above this critical value \( \lambda_c \), the ground state of the system is characterized by a non-zero expectation value of the excitation operators,

\[
\langle \hat{N}_b \rangle \equiv \langle \hat{a}^\dagger \hat{a} \rangle \quad \text{and} \quad \langle \hat{N}_q \rangle \equiv \langle \hat{J}_z - \frac{N}{2} \rangle .
\]  \( (2.16) \)

When \( \lambda < \lambda_c \), the order parameters are zero. Because of this, the region when \( \lambda > \lambda_c \) is called the ordered or superradiant phase, while the region when \( \lambda < \lambda_c \) is called the normal phase. Near the phase-boundary in the vicinity of this superradiant phase, there is a dependence of the order parameter as follows: \( \langle \hat{N}_b \rangle \propto (\lambda - \lambda_c) \) and \( \langle \hat{N}_q \rangle \propto (\lambda - \lambda_c)^{1/2} \) \([43]\). This power-law behavior is typical of second-order phase transitions where the critical exponents are characteristic of the universality class to which the model belongs. In the ordered quantum phase \( (\lambda > \lambda_c) \), the \( \mathbb{Z}_2 \) symmetry related to parity is spontaneously broken, which originates from the fact that the TL ground state is two-fold degenerate corresponding to the two different eigenvalues of \( \hat{P} \). Also at the QPT, the DM presents an infinitely-degenerate vanishing energy gap \([43]\), as shown in Fig. 2.3.

In this thesis, now we study its dynamical properties under the time-dependent model in Eq. 2.15. We obtain the full driven DM instantaneous state \( |\psi(t)\rangle \) by numerically solving the time-dependent Schrödinger equation. Our numerical solution of the driven DM profits from the fact that the operator \( \hat{J}^2 = \sum_\alpha \hat{J}_\alpha^2 \) is a constant of motion with eigenvalue \( J(J+1) \), and that the parity operator...
Figure 2.3: (a) Illustration of the Dicke model (DM) network of spins, or equivalently qubits. The electromagnetic field mode mediates the all-to-all interaction among these qubits. (b) Energy spectrum of the DM as a function of the interaction parameter $\lambda(t)$ for a finite number of qubits $N = 257$. The numerical results in this chapter are generated under the condition of resonance between the qubits and the radiation frequency: $\epsilon = \omega = 1$ in Eq. (6.7). All energies are measured with respect to the ground state energy $E_0$. In the thermodynamic limit (TL), a second order QPT occurs at value $\lambda_c = 0.5$ at which point the energy gap vanishes. As can be seen in (b) for finite $N$, a finite-size version of the QCP with minimum gap arises near to $\lambda_c$. Only the even parity sector of the model is depicted here.

$$\hat{P} = \exp \left( i\pi \left[ \hat{a}^\dagger \hat{a} + \hat{J}_z + \hat{J} \right] \right)$$ is also conserved and commutes with $\hat{J}^2$. Since we are seeking results that have general validity, we avoid making the rotating-wave approximation that is commonly used to solve the static version of the driven DM and which makes it Bethe ansatz integrable [44]. The general structure of the state $|\psi(t)\rangle$ at any time $t$ is given by

$$|\psi(t)\rangle = \sum_{m_z = -N/2}^{N/2} \sum_{n=0}^\chi C_{n,m_z}(t) |m_z, n\rangle.$$  \hspace{1cm} (2.17)

Here $\chi$ is the truncation parameter of the size of the bosonic Fock space, whose value we choose to be large enough to ensure that the numerical results converge [19]. The basis states $|m_z, n\rangle = |m_z\rangle \otimes |n\rangle$ are defined such that $|m_z\rangle$ is an eigenvector of $J_z$ in the subspace of even parity with eigenvalue $m_z$, and $|n\rangle$ is a bosonic Fock state with occupation $n$. The initial state of the dynamics at $t = 0$, with negligible light-matter coupling $\lambda(t) = 0$, is the non-interacting ground state $|\psi(0)\rangle = \bigotimes_{i=1}^N |\downarrow\rangle \otimes |n = 0\rangle = |-\frac{N}{2}, 0\rangle$, where both the matter and light subsystems have zero excitations. All qubits are polarized in the state with $\langle \sigma_z \rangle = -1$, and the field is in the Fock state of zero photons. Since the total angular momentum and parity are conserved quantities, we can without loss of generality restrict our study to the maximum angular momentum sector $J = N/2$ and $P = 1$.

The manifestations of the QPT in static properties of the DM at finite values of $N$ makes us to also expect effects of it in the dynamical aspects when the Hamiltonian varies on time through variations of its parameters. This question about the dynamical aspects of the DM has been quite scarcely ad-
dressed, and this contrasts with the big amount of literature that has been written about the static properties. In fact, easier ways to explore the static aspects are still being researched. On the other hand, among the few works we have found to explore the issue of the dynamical evolution of the parameters, all exploit the thermodynamic limit at some level, and either resort to a semiclassical approximation or other perturbative approaches, or open system’s Langevin equations that fail to cross the phase-boundary. In our approach we expect to tackle the problem at the very quantum level. However, we will also limit the issue in some sense, since we will restrict the attention on manageable values of $N$ and neglect the open system situation that it is unavoidably present in all current experimental realizations of the model. However, we expect to effectively explore large enough sizes of the system to be able to make plausible extrapolations to the thermodynamic limit; and results from unitary evolutions of the total system are by no means out of interest, neither theoretically, nor experimentally. From the theoretical point of view, the closed DM is already a non-trivial many-body system that can produce interesting insights about the collective behavior of quantum systems. Also, the results would not be out of empirical verification, since ultrafast spectroscopical techniques keep being improved, then leaving the possibility of operation times being short enough to rule out any significant decoherence effect from external in influences.

2.3.1 Experimental Platform to DrivingDicke Model

To date, several experimental scenarios have shown efficient and effective ways to simulate radiation-matter interaction systems with time-varying couplings. Among the experimental possibilities that have attracted most attention, with many being built around implementations in circuit QED where superconducting qubits play the role of the matter subsystem [9, 10, 45]. Additionally to date, important experimental scenarios have shown efficient and effective ways to simulate radiation-matter interaction systems with time-varying couplings. Some of the most promising experimental possibilities are thermal gases of atoms [46], and BECs using momentum [47] and hyperfine states [48]. However, we believe that the branch of experiments deserving most attention is that demonstrating DM superradiance in ultra-cold atom optical traps, especially $^{87}$Rb Bose-Einstein condensates [47, 49, 50, 51]. Indeed, these atom-trap experiments are so promising that a brief description of them is pertinent here, following Ref. [49].

We now proceed to briefly review how the essential physics from those experiments get captured in our DM Hamiltonian. The involved degrees of freedom can be described by the creation (annihilation) operators $\hat{a}$ ($\hat{a}^\dagger$), the corresponding matter wave field operator $\hat{\psi}(r)$, and the pumping laser amplitude $\alpha_p(t)$ simulated by a c-number. The Hamiltonian then reads\(^2\),

$$\hat{H}_{\text{BEC}} = \omega_0 \hat{a}^\dagger \hat{a} + \int d^2r \hat{\psi}^\dagger(r) \left[ -\frac{\nabla^2}{2m_a} + \Delta_0 \left( \hat{a}^\dagger \cos kz + \alpha_p^*(t) \cos ky \right) \left( \hat{a} \cos kz + \alpha_p(t) \cos ky \right) \right] \hat{\psi}(r)$$

(2.18)

where $m_a$ is the mass of the atoms, $\Delta_0$ is the light shift per intra-cavity photon, and $\omega_0$ is the radiation mode frequency. Now, we approximate the field operator by a Fourier series in the grid plane (which

\(^2\)C. J. Pethick and H. Smith, Bose-Einstein Condensation in Dilute Gases (Cambridge University Press, 2008).
we suppose is the $zy$ plane) discarding global phases; we go to the rotating frame; and we use Dicke states such as

$$|m\rangle = \frac{1}{\sqrt{m!(N-m)!}} (\hat{c}_e^{\dagger})^m (\hat{c}_g^{\dagger})^m |0\rangle .$$

As a result, we obtain the Hamiltonian in Eq. (2.15) with an explicit time-dependent light-matter coupling. Then, there exists the following equivalences among parameters:

$$\epsilon = \frac{k^2}{2m_a}, \quad \omega = \delta_c - \frac{1}{2} \Delta_0 N, \quad \lambda(t) = \frac{\sqrt{N}}{4} \Delta_0 |\alpha_p(t)|$$

where $\delta_c$ is the atom-laser frequency detuning. We note how the laser becomes the actual control parameter, the knob for driving the DM across parameter space. Hence every time we mention in the chapter a time-modulation in the coupling $\lambda(t)$, we are in fact implementing a real physical process such as changing the pumping laser power. Figure 2.4 depicts a schematic of the main components of the atom-trap DM realization. It corresponds to an ultracold cloud of $N \sim 10^5$ $^{87}$Rb atoms confined by a magneto-optical trap inside a high finesse Fabri-Perot cavity. The cloud is driven by a transverse pump laser whose wavelength is the same as that of the fundamental mode of the cavity. The combined cavity and pump laser setting produces an optical lattice potential that affects the motion of the atoms in the cloud through coupling with far-detuned atomic resonances. This coupling causes the atoms to interact with each other through the mediating presence of the radiation mode. At low intensity pump power $\epsilon_p$, the BEC remains in its (almost spatially uniform)
translational ground state. However, when a critical value of $\epsilon_p$ is reached, the ground state becomes a grid-like matter wave as the one shown in Fig 4.1. This change of configuration constitutes the QPT whose spontaneous symmetry breaking is caused by the fact that two matter wave configurations, which are distinguishable only by a phase difference of $\pi$, have the same lowest possible energy. The effective two-level (qubit) system is composed of the ground BEC translational state and the fundamental grid-like matter wave state for each atom. There are several ways to monitor the system. The two most fundamental are (1) addressing the radiation field by coupling one of the (unavoidably) leaky walls of the cavity to a detector, and (2) using time-of-flight methods to measure the matter wave modes. Note that each technique measures the state of one of the two main components of the DM, i.e. light and matter respectively.
Time correlations and Leggett-Garg Inequalities as local probes of quantum phase transitions in interacting spin systems

This chapter focuses on the study of fingerprint critical dynamic properties in spin lattices systems. We discuss an alternative form to identify quantum phase transitions of many-body systems. Namely, we show that local time correlations and Leggett-Garg inequalities help locate the quantum critical points of finite- and infinite-order transitions. By means of an analytical calculation on a general spin-$1/2$ Hamiltonian, and matrix product simulations of one-dimensional XXZ and anisotropic XY models, we argue that finite-order QPTs can be determined by singularities of the time correlations or their derivatives at criticality. The same features are exhibited by corresponding Leggett-Garg functions, which remarkably indicate violation of the Leggett-Garg inequalities for early times and all the Hamiltonian parameters considered. In addition, we find that the infinite-order transition of the XXZ model at the isotropic point can be revealed by the maximal violation of the Leggett-Garg inequalities. We thus show that quantum phase transitions can be identified by purely local measurements, and that many-body systems constitute important candidates to observe the violation of Leggett-Garg inequalities.

This chapter is published in reference [1]: F. J. Gómez-Ruiz, J. J. Mendoza-Arenas, F. J. Rodríguez, C. Tejedor, and L. Quiroga. Quantum phase transitions detected by a local probe using time correlations and violations of Leggett-Garg inequalities. Phys. Rev. B, 93, 035441 (2016).
3.1 Introduction

In recent years, quantum phase transitions (QPTs) of many-body systems have been the object of intense research [14, 15]. This is the case not only due to the intrinsic interest that critical phenomena exhibit, but also because the understanding and development of new states in condensed matter or atomic systems may have prominent applications in areas such as high-temperature superconductivity [52] and quantum computation [53]. The seminal recent advances on quantum simulation schemes [13] in systems such as cold atoms in optical lattices [26] and trapped ions [12, 54] constitute fundamental steps in this direction.

Usually finite-order QPTs of a particular system are characterized by discontinuities of its ground state energy, or singularities of its derivatives with respect to the parameter that drives the transitions. Besides the determination of order parameters, quantities such as gaps, spatial correlation functions and structure factors are commonly used to determine the quantum critical points of several models. Remarkably, a few years ago it was realized that entanglement plays a fundamental role in critical phenomena, and that different measures of entanglement can be used to determine the location of several types of QPTs [16, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65]. Furthermore, the relation of Bell inequalities and criticality has been recently explored [66, 67, 68].

Since non-local measurements are not always accessible, in this work we propose an alternative form to characterize QPTs by exploiting single-site protocols to obtain bulk properties of many-body systems [69, 70, 71, 72]. We argue that local time correlations can indicate the location of critical points for finite-order QPTs, in a similar way to measures of bipartite entanglement such as concurrence and negativity [57]. This is exemplified by numerical simulations, based on tensor network algorithms, of time correlations of one-dimensional (1D) spin-1/2 lattices described by XXZ and anisotropic XY Hamiltonians, which correspond to exhaustively-studied models of condensed matter physics. The first- and second-order transitions of these models are determined by nonanalyticities of the time correlations and their first derivative, respectively. We also relate QPTs to a different characterization of quantumness of a system, namely the violation of Leggett-Garg inequalities (LGI) [73, 74, 75, 76, 77, 78], which indicates the absence of macroscopic realism and non-invasive measurability. We show that by maximizing the violation of these inequalities along all possible directions, the infinite-order QPT of the XXZ model can be identified. Given that the models considered in our work describe several condensed-matter systems [15] and can be implemented in a variety of quantum simulators [13], our analysis places them as interesting many-body scenarios for the experimental observation of the violation of Leggett-Garg inequalities.

3.2 Single-site Two-time correlations

We discuss how single-site two-time correlations (STC) can indicate different types of quantum phase transitions. We consider the symmetrized temporal correlation $C(t)$ for a single-site operator $A$, given by

\[ C(t) = \frac{1}{2} \langle \psi_0 | \{ A(t), A(0) \} | \psi_0 \rangle, \]  

(3.1)
with $|\psi_0\rangle$ the ground state of the time-independent Hamiltonian of interest $H$, $\{\ldots\}$ the anticommutator between two operators, and $A(t)$ the operator at time $t$,

$$
A(t) = e^{iHt}A(0)e^{-iHt}.
$$

(3.2)

For simplicity, we consider that $A(0)$ corresponds to one of the Pauli operators of a particular site $k$ ($A(0) = \sigma_k^\mu$, $\mu = x, y, z$). First note that the time correlations can be rewritten as

$$
C(t) = \text{Re} \left[ e^{iE_0 t} \langle \psi_0 | A(0)e^{-iHt}A(0) | \psi_0 \rangle \right],
$$

(3.3)

with $E_0$ the ground-state energy. To proceed, we expand the time evolution operator, as

$$
e^{-iHt} = \sum_{l=0}^{\infty} \frac{(-it)^l}{l!} H^l.
$$

(3.4)

So, the operators product $A(0)e^{-iHt}A(0)$ can be written as

$$
A(0)e^{-iHt}A(0) = A(0) \sum_{l=0}^{\infty} \frac{(-it)^l}{l!} H^l A(0)
$$

$$
= \sum_{l=0}^{\infty} \frac{(-it)^l}{l!} A(0) H^l A(0)
$$

$$
A(0)e^{-iHt}A(0) = \sum_{l=0}^{\infty} \frac{(-it)^l}{l!} A(0) H \cdot H \cdot \ldots \cdot H \cdot H A(0)
$$

Considering that $A(0)A(0) = (\sigma_k^\gamma)^2 = I$, then

$$
A(0)e^{-iHt}A(0) = \sum_{l=0}^{\infty} \frac{(-it)^l}{l!} (A(0)H A(0))^l
$$

$$
A(0)e^{-iHt}A(0) = e^{-itA(0)HA(0)}.
$$

(3.5)

Here we restrict our calculations to spin-$1/2$ Hamiltonians written in the form

$$
H = \sum_\alpha \sum_{i,j} J_{\alpha,\alpha}^{i,j} \sigma_i^\alpha \sigma_j^\alpha + \sum_\alpha \sum_i B_\alpha^i \sigma_i^\alpha,
$$

(3.6)

where $\sigma_i^\alpha$ denotes the Pauli operators at site $i$ ($\alpha = x, y, z$), $J_{\alpha,\alpha}^{i,j}$ is the two-site coupling between sites $i$ and $j$ along direction $\alpha$, and $B_\alpha^i$ is the magnetic field at site $i$ along direction $\alpha$. Restricting to nearest-neighbor homogeneous couplings, this Hamiltonian includes the $XX$ model in a transversal magnetic field ($J_{x,x}^{i,j} = J_{y,y}^{i,j} = J, J_{z,z}^{i,j} = 0$), the anisotropic $XY$ model ($J_{x,x}^{i,j} = 1 + \gamma$ and $J_{y,y}^{i,j} = 1 - \gamma$, $J_{z,z}^{i,j} = 0$, with $\gamma$ the anisotropy parameter), and the $XXZ$ model ($J_{x,x}^{i,j} = J_{y,y}^{i,j} = J, J_{z,z}^{i,j} = J\Delta \neq 0$, $B_\alpha^i = 0$). No restriction to the dimensionality of the system is made here. Also, the couplings are
considered to be time-independent. In addition, observe that the Hamiltonian can be written in the following form

\[
H = \sum_\alpha \sum_{i,j} J_{\alpha,i,j}^\gamma \frac{\partial H}{\partial J_{\alpha,i,j}^\gamma} + \sum_\alpha \sum_i B_i^\alpha \frac{\partial H}{\partial B_i^\alpha},
\]

(3.7)
given that

\[
\frac{\partial H}{\partial J_{\alpha,i,j}^\gamma} = \sigma_i^\alpha \sigma_j^\gamma \quad \text{and} \quad \frac{\partial H}{\partial B_i^\alpha} = \sigma_i^\alpha.
\]

(3.8)

Therefore, the product of operators in the exponent can be written as

\[
A(0)HA(0) = \sigma_k^\gamma \left( \sum_\alpha \sum_{i,j} J_{\alpha,i,j}^\gamma \sigma_i^\alpha \sigma_j^\gamma + \sum_\alpha \sum_i B_i^\alpha \sigma_i^\alpha \right) \sigma_k^\gamma
\]

\[
= \sum_\alpha \sum_{i,j} J_{\alpha,i,j}^\gamma \sigma_i^\alpha \sigma_j^\gamma + \sum_\alpha \sum_i B_i^\alpha \sigma_i^\alpha.
\]

Different cases emerge within this operation. First note that when \( k \neq i, j \), the operators at site \( k \) commute with those of sites \( i \) and \( j \), leading to an unchanged term (because \( (\sigma_k^\gamma)^2 = \mathcal{I} \)). Second, if \( k = i \) or \( k = j \) and \( \alpha = \gamma \), we have products of three operators of the same kind on the same site, which result in a single operator of the same kind (i.e. \( (\sigma_k^\gamma)^3 = \sigma_k^\gamma \)). Finally, if \( k = i \) or \( k = j \) but \( \alpha \neq \gamma \), we have

\[
\sigma_k^\gamma \sigma_i^\alpha \sigma_k^\gamma = -\sigma_k^\gamma.
\]

(3.9)

So we have that

\[
A(0)HA(0) = \sum_\alpha \sum_{i,j} S_{ijk}^{\alpha\gamma} J_{\alpha,i,j}^\gamma \sigma_i^\alpha \sigma_j^\gamma + \sum_\alpha \sum_i T_{ik}^{\alpha\gamma} B_i^\alpha \sigma_i^\alpha,
\]

where we have defined the tensors \( S \) and \( T \) by the following rules:

\[
S_{ijk}^{\alpha\gamma} = \begin{cases} 
1 & \text{if } \{k = i \text{ or } k = j, \text{ and } \alpha = \gamma, k \neq i, j\} \\
-1 & \text{if } \{k = i \text{ or } k = j, \text{ and } \alpha \neq \gamma\}
\end{cases}
\]

(3.10)

and

\[
T_{ik}^{\alpha\gamma} = \begin{cases} 
1 & \text{if } \{k = i \text{ and } \alpha = \gamma, k \neq i\} \\
-1 & \text{if } \{k = i, \text{ and } \alpha \neq \gamma\}
\end{cases}
\]

(3.11)

Separating the cases in which \( \alpha = \gamma \) and \( \alpha \neq \gamma \), we obtain

\[
A(0)HA(0) = \sum_{i,j} J_{\gamma,i,j}^\gamma \sigma_i^\gamma \sigma_j^\gamma + B_i^\gamma \sigma_i^\gamma + \sum_{\alpha \neq \gamma} \sum_{i,j} S_{ijk}^{\alpha\gamma} J_{\alpha,i,j}^\gamma \sigma_i^\alpha \sigma_j^\gamma + \sum_{\alpha \neq \gamma} B_i^\alpha \sigma_i^\alpha
\]

Now, developing further the second line of the previous equation, we get

\[
A(0)HA(0) = \sum_{i,j} J_{\gamma,i,j}^\gamma \sigma_i^\gamma \sigma_j^\gamma + B_i^\gamma \sigma_i^\gamma + \sum_{\alpha \neq \gamma} J_{\alpha,i,j}^\gamma \sigma_i^\alpha \sigma_j^\gamma + \sum_{\alpha \neq \gamma} B_i^\alpha \sigma_i^\alpha
\]

\[
- \sum_{\alpha \neq \gamma} \sum J_{k,i,j}^\gamma \sigma_i^\alpha \sigma_j^\gamma - \sum_{\alpha \neq \gamma} J_{\alpha,i,j}^\gamma \sigma_i^\alpha \sigma_k^\gamma - \sum_{\alpha \neq \gamma} B_i^\alpha \sigma_i^\alpha.
\]
Finally, adding and subtracting the negative terms of the previous equation, we obtain

\[ A(0) HA(0) = H - 2 \sum_{\alpha \neq \gamma} \sum_{j > k} J_{\alpha, \alpha}^{j, k} \sigma_j^\alpha \sigma_j^\alpha - 2 \sum_{\alpha \neq \gamma} \sum_{j < k} J_{\alpha, \alpha}^{j, k} \sigma_j^\alpha \sigma_k^\alpha - 2 \sum_{\alpha \neq \gamma} B_k^\alpha \sigma_k^\alpha. \]  

(3.12)

For simplicity in further calculations, we rewrite Eq. (3.12) in the form

\[ A(0) HA(0) = H - f_k^\gamma. \]  

(3.13)

where the second term explicitly depends on site \( k \) where the correlations are calculated, namely

\[ f_k^\gamma = 2 \sum_{\alpha \neq \gamma} \left( \sum_{j > k} J_{\alpha, \alpha}^{j, k} \sigma_j^\alpha \sigma_j^\alpha + \sum_{j < k} J_{\alpha, \alpha}^{j, k} \sigma_j^\alpha \sigma_k^\alpha + B_k^\alpha \sigma_k^\alpha \right) \]

(3.14)

where in the second line of the previous equation we have used that \( J_{\alpha, \alpha}^{j, k} = J_{k, \alpha}^{j, k} \), and thus the sum over \( j \) gives contributions from all sites \( j \) coupled to site \( k \). Therefore, the unequal time correlation is given by

\[ C(t) = e^{iE_0 t} \langle \psi_0 | e^{-it(H-f_k^\gamma)} | \psi_0 \rangle. \]  

(3.15)

In this way, using the Hellmann-Feynman relations

\[ \left\langle \psi_0 \left| \frac{\partial H}{\partial \lambda} \right| \psi_0 \right\rangle = \frac{\partial E_0}{\partial \lambda}, \]  

(3.16)

with \( \lambda \) any parameter of the Hamiltonian [79], we obtain that up to first order in the expansion of the time evolution operator, the time correlations are given by

\[ C(t) \approx \cos (E_0 t) + \sin (E_0 t) \left[ E_0 t - 2t \sum_{\alpha \neq \mu} \left( \sum_j J_{\alpha, \alpha}^{j, k} \frac{\partial E_0}{\partial J_{\alpha, \alpha}^{j, k}} + B_k^\alpha \frac{\partial E_0}{\partial B_k^\alpha} \right) \right]. \]  

(3.17)

Thus we have obtained that the STC are proportional (apart from a structureless term \( E_0 t \)) to the first derivatives of the ground-state energy of the system, which show a discontinuity at the critical point of a first-order QPT [57]. This means that first-order QPTs are directly identified by discontinuities of the STC as a function of Hamiltonian parameters.

Now we consider the first derivative of Eq. (3.17) with respect to some Hamiltonian parameter, e.g. \( J_{\beta}^{m, n} \). We obtain

\[ \frac{\partial C(t)}{\partial J_{\beta}^{m, n}} \approx t \cos (E_0 t) \frac{\partial E_0}{\partial J_{\beta}^{m, n}} \left[ E_0 t - 2t \sum_{\alpha \neq \mu} \left( \sum_j J_{\alpha, \alpha}^{j, k} \frac{\partial E_0}{\partial J_{\alpha, \alpha}^{j, k}} + B_k^\alpha \frac{\partial E_0}{\partial B_k^\alpha} \right) \right] \]

\[ - 2t \sin (E_0 t) \sum_{\alpha \neq \mu} \left[ \delta_{\alpha, \beta} \delta_{m, n} \delta_{n, k} \frac{\partial E_0}{\partial J_{\alpha, \alpha}^{j, k}} + J_{\alpha, \alpha}^{j, k} \frac{\partial^2 E_0}{\partial J_{\beta}^{m, n} \partial J_{\alpha, \alpha}^{j, k}} + B_k^\alpha \frac{\partial^2 E_0}{\partial J_{\beta}^{m, n} \partial B_k^\alpha} \right]. \]
This means that the first derivative of the STC with respect to a Hamiltonian parameter is proportional to the second derivative of the ground-state energy with respect to the same parameter,

\[ \frac{\partial C(t)}{\partial J_{\beta}^{m,n}} \propto t \frac{\partial^2 E_0}{\partial (J_{\beta}^{m,n})^2} \quad \text{and} \quad \frac{\partial C(t)}{\partial J_{\beta}^{m,n}} \propto E_0 t. \] (3.18)

As a result of the first proportionality relation of Eq. (3.18), the derivatives of unequal-time correlations indicate second-order QPTs by means of a discontinuity or divergence at the corresponding quantum critical points.

The previous results indicate that, in general, a finite-order QPT can be identified by the properties of the STC of the system. Namely, given that

\[ \frac{\partial^{p-1} C(t)}{\partial (J_{\beta}^{m,n})^{p-1}} \propto t \frac{\partial^p E_0}{\partial (J_{\beta}^{m,n})^p}, \]

and

\[ \frac{\partial^{p-1} C(t)}{\partial (J_{\beta}^{m,n})^{p-1}} \propto t \frac{\partial^{p-1} E_0}{\partial (J_{\beta}^{m,n})^{p-1}}, \] (3.19)

the \((p-1)\)th derivative of the STC with respect to some Hamiltonian parameter is a function of all \(q\)th derivatives of the ground state energy with respect to the same parameter, for \(0 \leq q \leq p\). Thus a \(p\)th order QPT, which corresponds to a discontinuity or divergence of the \(p\)th derivative of the ground-state energy, can be identified by the \((p-1)\)th derivative of the STC.

The validity of this result is not affected by taking the expansion of the exponential of Eq. (3.15) to higher orders. Consider, for instance, the second-order correction \(C^{(2)}(t)\), which adds the terms

\[ C^{(2)}(t) = -\frac{t^2}{2} \cos(E_0 t) \left( E_0^2 - 2E_0 \langle \psi_0 | f^\lambda_k | \psi_0 \rangle + \langle \psi_0 | (f^\lambda_k)^2 | \psi_0 \rangle \right) \] (3.20)

to the time correlations in Eq. (3.17). The term \(\langle \psi_0 | f^\lambda_k | \psi_0 \rangle\) has the form already displayed in Eq. (3.17). The third component \(\langle \psi_0 | (f^\lambda_k)^2 | \psi_0 \rangle\) results in more complicated (up to three-site) expectation values in addition to more terms \(\partial E_0 / \partial J_{\alpha}^{j,k}\) and \(\partial E_0 / \partial B_{\alpha}^k\). These elements will continue appearing in higher-order expansions, either separately or in expectation values \(\langle \psi_0 | f^\lambda_k | \psi_0 \rangle\). So these expansions would lead to the observation of finite-order QPTs as previously discussed for the first-order case. The last results shown that for Hamiltonian (2.1), the STC of Eq. (3.3) and their derivatives constitute appropriate quantities to determine the location of finite-order QPTs. In particular we obtain that the \((p-1)\)-th derivative of the STC is a function of \(E_0\) and its first \(p\) derivatives, so it can be written in the form

\[ \frac{\partial^{p-1} C(t)}{\partial \mu^{p-1}} = \mathcal{F} \left( E_0, \frac{\partial E_0}{\partial \mu}, \ldots, \frac{\partial^p E_0}{\partial \mu^p}, t \right), \] (3.21)

where \(\mu\) can be any Hamiltonian parameter, such as \(\Delta\) for the XXZ model and \(\nu\) for the XY model. This means that, in general, a \(p\)th order QPT, which corresponds to a discontinuity or divergence of
the $p$th derivative of the ground-state energy with respect to some Hamiltonian parameter, can be identified by the $(p - 1)$th derivative of the STC with respect to the same parameter. Thus, a first-order QPT should in principle be identified by a discontinuity of the time correlations $C(t)$, at any time $Jt > 0$, as a function of the parameter driving the transition. Similarly, a second-order QPT should be recognized by a discontinuity or divergence of the first derivative of the time correlations with respect to the driving parameter. Note that this result is similar to the observation of finite-order QPTs by measures of bipartite entanglement [57]. Here, however, we are able to determine transitions by looking at a purely local (single-site) quantity.

To provide stronger evidence that this is in fact the case, we calculate the time correlations for the XXZ and anisotropic XY models, and examine their behavior at the corresponding quantum critical points. Even though both models are exactly solvable, obtaining their physical properties is a very challenging task. For example, for zero temperature exact time correlations are only known for $\Delta = 0$ in the XXZ model (equivalent to the limit $\gamma = 0$ and $B_z = 0$ in the XY model) and for $A(0) = \sigma_z^z$ [80]. Calculations based on a mean-field approach fail to reproduce the time correlations correctly. Furthermore, exact diagonalization methods are restricted to small lattices. Thus to obtain quantitatively-correct results for much longer systems we perform numerical simulations based on tensor-network algorithms. Namely, we first obtain the ground state of both models for several parameters by means of the density matrix renormalization group algorithm [81], using a matrix product state description [82]. Subsequently we simulate the time evolution described in Eq. (3.3) by means of the time evolving block decimation [83]. These methods allow us to carry out our simulations efficiently, for lattices of several sites. In particular, we consider systems of $N = 100$ spins (unless stated otherwise) with open boundary conditions, described by matrix product states with bond dimensions of up to $\chi = 400$. Our implementation of the algorithms is based on the open-source Tensor Network Theory (TNT) library [84].

3.2.1 Fingerprint of First-order QPT

We start by observing the STC for the XXZ model, and focus on the transition between ferromagnetic and gapless states at $\Delta = -1$. All the results to be presented are in a time scale from 0 to 3 in units of $1/J$. Since recent experiments on non-equilibrium spin models implemented in ultracold-atom quantum simulators have been performed for similar ($J/\hbar = 2\pi \times 8.6 Hz$) [85] and even longer time scales ($J/\hbar = 14.1 Hz$) [86], the effects we will present are in a time scale perfectly observable with current technology. In the left panel of Fig. 3.1 we show the correlations $C_z(t)$ (i.e. for $A(0) = \sigma_z^z$), evaluated at site $k = 50$, as a function of $\Delta$ and $t$. Additionally, in the right panel of Fig. 3.1 we plot the corresponding correlations at times $Jt = 1$ and $Jt = 2$ as a function of $\Delta$.

First, note that since the ground state of the system is ferromagnetic for $\Delta < -1$, so $\sigma_z^k |\psi_0\rangle = \pm |\psi_0\rangle$ in this regime, with the sign depending on the direction of polarization along the $z$ axis. Furthermore, this state remains unchanged under magnetization-conserving time evolution, such as that of the XXZ model. Thus the time correlations remain constant, with value $C_z(t) = 1$. For $\Delta > -1$ this is no longer the case. Since in this regime the states $\sigma_z^k |\psi_0\rangle$ are not fully polarized, they are strongly affected by time evolution. More importantly, when the system crosses the quantum critical point $\Delta = -1$ and enters the gapless state, the correlations exhibit a discontinuous
jump to values \( C_z(t) < 1 \) at any finite time \( Jt > 0 \), as depicted in Fig. 3.1.

A similar result is obtained when calculating the STC \( C_x(t) \), i.e. with \( A(0) = \sigma_j^x \), which give identical results to the correlations along \( y \) direction due to the symmetry of the Hamiltonian (2.2). These are shown in the left panel of Fig. 3.2 as a function of \( \Delta \) and \( Jt \), and in the right panel of Fig. 3.2 for two specific times, namely \( Jt = 1 \) and \( Jt = 2 \). In contrast to \( C_z(t) \), the correlations along \( x \) direction do not remain constant in the ferromagnetic regime \( \Delta < -1 \), since \( \sigma_j^x \) flips the spin at site \( k \) and thus induces dynamics on the system. However, the correlations \( C_x(t) \) also show a discontinuity at \( \Delta = -1 \). Thus as expected from Eq. (3.21), the different STC indicate the first-order QPT of the XXZ model by means of a discontinuity as a function of \( \Delta \) at the quantum critical point.

Note that neither \( C_z(t) \) nor \( C_x(t) \), or any of their derivatives, indicate the existence of the Kosterlitz-Thouless QPT at \( \Delta = 1 \), given that it is of infinite order. In this way, we conclude that the observation that a first-order quantum phase transition can be directly identified by means of a discontinuity of the single-site two-time correlations \( C(t) \) at any time \( t \). Moreover, our density matrix renormalization group (DMRG) + time-evolving block decimation (TEBD) simulations correspond to the first calculation of this kind, given the difficulty to correctly obtain these results from analytical calculations.

In the next subsection we discusses how finite-order QPTs can be identified from local time correlations, providing examples for the spin models previously described.
Figure 3.2: Left panel: STC along $x$ direction of the XXZ model, as a function of $Jt$ and anisotropy parameter $\Delta$. Right panel: STC along $x$ direction of the XXZ model, as a function of $\Delta$, for $Jt = 1$ and $Jt = 2$.

3.2.2 Fingerprint of Second-order QPT

Now we consider the transition between ferromagnetic and paramagnetic phases of the anisotropic XY model. In particular, we illustrate the transition for two cases, namely the limit $\gamma = 1$, which corresponds to the Ising model with a transverse magnetic field, and the intermediate case $\gamma = 0.5$. We verified that the STC along any direction $\alpha = x, y, z$ give the same qualitative information regarding the QPT, which is in agreement with Eq. (3.21), so we focus on $C_z(t)$ and do not show the results of the other directions.

In Fig. 3.3 we show the $z$ time correlations as a function of $Jt$ and $\nu$, for $\gamma = 1$; the results for $\gamma = 0.5$ are qualitatively similar. In addition, we depict in the left panel of Fig. 3.4 the correlations for times $Jt = 1$ and $Jt = 2$ as a function of the magnetic field, for both $\gamma = 1$ and $\gamma = 0.5$. In contrast to the XXZ case, here the correlations are continuous for the whole range of values of $\nu$ considered. However, the first derivative with respect to $\nu$ is not a well-behaved function. As exemplified in the lower panel of Fig. 3.4 for two particular times, $\frac{dC_z(t)}{d\nu}$ shows a sharp maximum at the quantum critical point $\nu = 1$.

Figure 3.3: STC along $z$ direction of the anisotropic XY model for $\gamma = 1$ (Ising model), as a function of $Jt$ and $\nu$.

Thus, in accordance with Eq. (3.21), the second-order QPT of the model can be identified by
means of a singularity in the first derivative of the local time correlations with respect to the Hamiltonian parameter which drives the transition, which in this case is \( \nu \).

### 3.3 Leggett-Garg inequalities

Since the birth of quantum mechanics, its non-deterministic nature and nonlocal structure have motivated many theoretical debates that have recently moved to the experimental field. In particular, Bell inequalities establish a natural border to the spatial quantum correlations in separate systems. Leggett and Garg [73] in 1985 showed that the temporal correlations obey similar inequalities.

In our intuitive view of the world, probabilities are due to our uncertainty about the state of a system, but they are not a fundamental description of it. For example, when we toss a coin to the air, it has probability one half of landing tails or heads. We also assume that if we had the precise knowledge of its position and momentum, and enough computational power, we would be able to determine on which side the coin will land. We do not think that the coin is in a superposition of states, such as Schrödinger’s cat. This is known as macroscopic realism. In addition, we assume that making measurements on a system does not modify its present state, in the way projective quantum measurements do. This is referred to as non-invasive measurability. Based on these two principles Leggett and Garg obtained a set of inequalities, which are consistent with the macroscopic intuition. One form these LGI can take is

\[
C(t_1, t_3) - C(t_1, t_2) - C(t_2, t_3) \geq -1
\]  

(3.22)

where \( C(t_i, t_j) = \frac{1}{2} \langle \{Q(t_i), Q(t_j)\} \rangle \) is the two-time correlation of a dichotomic observable \( Q \) (with eigenvalues \( q = \pm 1 \)) between times \( t_i \) and \( t_j \), and \( t_1 < t_2 < t_3 \). On the other hand, if the correlation functions \( C(t_i, t_j) \) are stationary, i.e. they only depend on the time difference \( \tau = t_i - t_j \), then the...
Leggett-Garg inequality (3.22) can be written as [87]

\[ K_\perp (\tau) \equiv C (2\tau) - 2C (\tau) \geq -1, \] (3.23)

which defines the Leggett-Garg functions \( K_\perp (\tau) \) for time \( \tau \). Just as with Bell inequalities, any system that violates inequality (3.23) shows some behavior that is essentially nonclassical. This is why violations of LGI are used as a measure of quantumness [88]. In the following we discuss different Leggett-Garg functions \( K^\alpha (t) \), corresponding to measurements of spin components along \( \alpha \) direction, and see whether they can give information about the QPTs previously discussed.

### 3.3.1 Leggett-Garg Inequalities and finite-order QPTs

We start by showing how the Leggett-Garg functions \( K^\alpha (t) \) signal the finite-order QPTs discussed in Section 3.2. In Fig. 3.5 we depict both \( K^z (t) \) (left panel) and \( K^x (t) \) (right panel) for the XXZ model as a function of \( \Delta \) and time. Regarding the results along \( \alpha = z \) direction, we first note that for \( \Delta < -1 \) the value of the Leggett-Garg function remains equal to \( K^z (t) = -1 \) for any time. Thus in the ferromagnetic phase the corresponding LGIs are never violated. This is clearly a direct consequence of the constant value of the time correlations previously discussed (see Fig. 3.1), and manifests the classical nature of the ferromagnetic state when undisturbed. The situation is entirely different for \( \Delta > -1 \). Not only \( K^z (t) \) varies on time, but indicates a violation of the Leggett-Garg inequalities for early times. As to the results along \( \alpha = x \) direction, all the values of \( \Delta \) considered show a violation of the inequalities for early times. In addition, the violation lasts longer as \( |\Delta| \) decreases.

![Figure 3.5: Leggett-Garg functions for the XXZ model. Left panel: \( K^z (t) \). The regions with diagonal lines corresponds to the regime of anisotropies \( \Delta \) and \( Jt \) in which the \( x \) Leggett-Garg inequalities are violated. The white region below \( \Delta = -1 \) indicates that there the time correlations remain constant. Right panel: \( K^x (t) \). The regions with diagonal lines region corresponds to the regime of anisotropies \( \Delta \) and \( Jt \) in which the \( x \) Leggett-Garg inequalities are violated.](image)

The Leggett-Garg functions also help determine the second-order QPT of the anisotropic XY model. In Fig. 3.7 we show \( K^z (t) \) for several values of \( \nu \) as a function of time, for \( \gamma = 1 \) (left panel)
CHAPTER 3. QPTS DETECTED BY STC AND VIOLATIONS OF LGIS

In Fig. 3.6 we plot the maximum value \( L_{max}^\alpha \) we obtain for the violation of the Leggett-Garg inequalities as defined by

\[
L_{max}^\alpha = \min_t K_{\alpha}^-(t),
\]  

for both directions \( \alpha = z, x \) as a function of \( \Delta \). This clearly shows that similarly to time correlations, the first-order QPT of the XXZ model can be identified by a discontinuity of the \( L_{max}^\alpha \) function at the critical point. Also, the maximal violation occurs along \( z \) direction, close to the noninteracting limit \( \Delta = 0 \). In contrast, for the magnetically-ordered phases, the maximal violation occurs along \( x \) direction.

and \( \gamma = 0.5 \) (right panel). Notably, for all the values of \( \nu \) considered, the system features violation of the inequalities. Initially, for \( Jt < 0.5 \), the violation of the inequalities lasts longer as \( \nu \) decreases. And interestingly, for longer times, revivals of the violations are seen for low values of \( \nu \). Thus weak magnetic fields favor the observation of the violation of the Leggett-Garg inequalities along \( z \) direction.

Just as the time correlations, the Leggett-Garg functions \( K^z(t) \) and the maximal violation functions \( L_{max}^z \) (see upper panel of Fig. 3.8) are continuous in the whole parameter regime. However,
their first derivative tends to diverge at the quantum critical point \( \nu = 1 \) as the size of the system increases (see inset lower panel of Fig. 3.8). This is shown in the lower panel of Fig. 3.8 for \( L_{\text{max}}^z \) and both \( \gamma = 1 \) and \( \gamma = 0.5 \). As expected, the behaviour of the time correlations is translated to the Leggett-Garg functions, and they are able to signal the second-order QPT of the anisotropic XY model by means of a singularity in their first derivative.

For each of the models considered in the present work, we perform an analysis of convergence for the results, both of the bond link used in the MPS processes \( \chi \) and system size \( N \). For the Ising and anisotropic XY model as the critical point (CP) is tracked with discontinuity of the first derivative of the function violation maximum \( L_{\text{max}}^\alpha \) respect to the parameter control \( \nu \), we performed a fine sweep.
near the CP for different sizes showing that the point of discontinuity of the derivative diverges as the size increases, see Fig. 3.9 of this resubmission letter. Finally we chose a size of $N = 100$ for the results presented, since the difference of the known theoretical value $\nu_c$ for the CP with the value found numerically disagree on the order of $10^{-2}$.

### 3.3.2 Infinite-order QPT of the XXZ model

We have observed that finite-order QPTs can in principle be determined by means of a singular behaviour of local unequal-time correlations and Leggett-Garg functions, or of their derivatives. However, this form is not suitable to identify infinite-order transitions. In fact, the results shown so far do not feature any singular property at the quantum critical point $\Delta = 1$ of the Kosterlitz-Thouless transition of the one-dimensional XXZ model. However, it is possible to locate this transition from Leggett-Garg functions, as we discuss in the present Section. This is very similar to the observation of the transition from Bell inequalities [66], with the notable difference that here we actually have violation of the respective inequalities, and thus we can perceive the quantumness of the system.

The first point to note is that to actually establish that a violation of the inequalities exists, and also when the maximal violation occurs, we must consider all the possible directions $\alpha$ of evaluation of time correlations. For the XXZ model, this corresponds to $\alpha = z$ and $\alpha = x$, the latter giving the same results than for $\alpha = y$ due to the symmetry of the Hamiltonian. For this we define the function

$$L_{max}^T = \max_{\alpha = z, x} L_{max}^\alpha,$$

which maximizes over all times and directions the violation of the Leggett-Garg inequalities. We show $L_{max}^T$ as a function of $\Delta$ in Fig. 3.10; note that it indicates the first-order QPT at $\Delta = -1$ by means of a discontinuity.

![Figure 3.10: Total maximum violation of Leggett-Garg inequalities for the XXZ model as a function of $\Delta$.](image)

In the Fig 3.10, the light-red zones indicate the regimes in which the maximal violations comes from inequalities along $x$ direction, while the light-blue zone in between shows the regime in which the maximal violations occur along $z$ direction; see Fig. 3.6.

The second point to note, responsible for the observation of the Kosterlitz-Thouless transition by means of Bell inequalities, is that at the isotropic point of the Hamiltonian there is a change in the largest type of spatial correlation [66]. Namely, for $|\Delta| > 1$ and spins separated by $r$ lattice sites,
\[|\langle \sigma_i^x \sigma_{i+r}^x \rangle| \leq |\langle \sigma_i^z \sigma_{i+r}^z \rangle|, \text{ while for } -1 < \Delta < 1 \text{ we have that } |\langle \sigma_i^x \sigma_{i+r}^x \rangle| > |\langle \sigma_i^z \sigma_{i+r}^z \rangle|. \] This behaviour is translated to the local time correlations and related functions. In fact, as seen in Fig. 3.6, \( L_{\text{max}}^x < L_{\text{max}}^z \) for the ordered phases, while \( L_{\text{max}}^x > L_{\text{max}}^z \) for the gapless regime. As shown in Fig. 3.10, a sharp local maximum appears at \( \Delta = 1 \) in the \( L_{\text{max}}^T \) function, and a singularity of its first derivative results. Thus, by means of a function characterizing the total maximal violation of Leggett-Garg inequalities, we are able to locate the infinite-order Kosterlitz-Thouless transition of the XXZ model. It would be interesting to observe whether Kosterlitz-Thouless transitions for other quantum systems can be identified in this form.

### 3.4 Conclusions

We have discussed whether single-site time correlations and Leggett-Garg inequalities allow the identification of QPTs in many-body quantum systems. By means of efficient matrix product simulations and analytical arguments, we have answered this question in the affirmative for different spin-\(1/2\) models, for both finite- and infinite-order QPTs. Thus we have shown that QPTs can be detected by purely-local measurements.

Initially, by means of a first-order approximation for a general spin-\(1/2\) Hamiltonian, we argued that a \(p\)th order QPT can be located by a singular behaviour of the \((p-1)\)th derivative of the local time correlations at the quantum critical point. Thus, these correlations indicate quantum criticality in a form similar to different measures of bipartite entanglement [57]. Furthermore, this behaviour is directly transferred to the corresponding Leggett-Garg functions.

To support this general result, we calculated several time correlations for large one-dimensional XXZ and anisotropic XY spin systems, using the density matrix renormalization group and time evolving block decimation methods. In particular, we showed that the first-order ferromagnetic-gapless QPT of the XXZ model is manifested as a discontinuity of the correlations at \( \Delta = -1 \), along any possible direction and for any finite time. Subsequently we showed that the second-order paramagnetic-ferromagnetic QPT of the anisotropic XY model is observed by means of a divergence of the first derivative of the correlations with respect to the magnetic field at \( \nu = 1 \).

We also showed that the Leggett-Garg functions can help identify finite-order QPTs in a similar fashion. More importantly, we found that at least for one direction, the Leggett-Garg inequalities are violated for early times and the whole regime of parameters considered, in contrast to Bell inequalities [66]. Furthermore, the maximization of this violation allowed us to identify the infinite-order Kosterlitz-Thouless QPT of the XXZ model at \( \Delta = 1 \), which was not possible from the separate observation of time correlations along each direction. Given the large amount of materials described by the testbed models discussed in our work [15, 89], and the seminal advances on their implementation in quantum simulators [13], we expect that our results extend the range of systems in which the violation of Leggett-Garg inequalities can be observed experimentally [74].
In this chapter, we continue exploring the signatures of critical dynamic properties in strongly correlated many-body quantum systems, thought, two-time correlations. Now, we focus in topological states in the Kitaev chain. Topological states have shown as robust quantum information entities with potential applications in topological quantum computation protocols. A major challenge in these new proposals is the control of both the autonomous as well as directed time evolution of total system, an issue rather unexplored up to now. We evaluate the interplay between time dependent quantum correlations and nonlocal quantum objects such as Majorana based qubits. We use STC and LGI for identifying the transition between normal and the topological phase in a Kitaev chain. STC and LGI of dichotomic quantum observables associated with fermion occupation number of both local as well as nonlocal qubit operators (formed by pairing local and non-local Majorana fermions) are analyzed for different chain lengths and chemical potentials. In order to gain further insight on the physical properties of the system's dynamics, violations of LGI are also evaluated for different string order parameter qubits. We obtain analytical results which allow us to understand the fundamental aspects of STC in topological Kitaev chains.

“*I learned very early the difference between knowing the name of something and knowing something*”
Richard P. Feynman

# Time correlations and Leggett-Garg inequalities for probing the topological phase transition in the Kitaev chain
CHAPTER 4. **STC AND LGI BY MAJORANA FERMION QUBITS**

This chapter is published in reference [2]: F. J. Gómez-Ruiz, J. J. Mendoza-Arenas, F. J. Rodríguez, C. Tejedor, and L. Quiroga. *Universal two-time correlations, out-of-time-ordered correlators, and Leggett-Garg inequality violation by edge Majorana fermion qubits*. Phys. Rev. B, 97, 235134 (2018).

### 4.1 Introduction

In the last few years, the development of new quantum devices has fueled the search for novel materials and control mechanisms to engineer unprecedented technologies. Along this path, topological systems have been identified as robust entities with potential applications in quantum computation and information processing due to their unusual braiding properties [90, 91, 92]. Candidates for topological qubits include chains of magnetic atoms on top of a superconducting surface [93], hybrid systems between s–wave superconductors and topological insulators [94], p–wave superconductors [95], fractional quantum Hall systems [96] and 1D semiconductor-superconductor heterostructure based quantum wires [97, 98, 99]. Notably, the latter have aroused great interest given their high experimental accessibility and controllability [100]. In addition, edge-localized Majorana zero modes, expected to be robust against dephasing and dissipation [37, 101, 102, 103], have been predicted to exist in these systems. The search of new topological configurations allowing for Majorana zero modes has also been extended to Josephson junction based nanostructures [104, 105, 106, 107, 108]. Moreover, Zero energy Majorana modes (ZEM) are expected to be robust against dephasing and dissipation [101, 102], but topological information protocols require an ingredient which remains to be fully explored: the control of the dynamics of each component of the physical system. Deeply related to this, as well as a fundamental problem in quantum physics, is the detection of correlations beyond the scope of classical physics. A large number of protocols have been proposed to this end, and a particularly important subset are those based on spatial non-local correlations as embodied in Bell inequalities, which have been studied vigorously in the quantum information community over the last two decades [109].

Concurrently with the chase of novel materials is the search for experimentally-accessible properties to identify their truly nonclassical features, such as topological quantum phases. A large number of protocols have been proposed to this end, and a particularly important subset are those based on spatial non-local correlations as embodied in Bell inequalities [102, 109, 110]. More recently there has been a surge of theoretical and experimental interest in using temporal correlations instead for similar purposes, since in some scenarios nonlocal measurements are quite challenging. Thus local measurements such as STC can be used to gain further access to the underlying physics [71, 72].

More recently, there has been a surge of theoretical and experimental interest in temporal, in addition to spatial, quantum correlations. First, in some scenarios nonlocal measurements are quite challenging, and thus local measurements such as STC can be used instead to access the underlying physics [69, 70, 71, 72, 111, 112]. Second, **STC** are key quantities to understand the phenomenology and control mechanisms of strongly correlated systems in and out of equilibrium [113, 114, 115, 116, 117, 118]. And importantly for the purposes of the present work, **STC** can be used to assess the quantumness of a system, in a form similar to spatial correlations through Bell inequalities. Namely,
combinations of STC allow for LGI [74, 119] to be tested. These inequalities are satisfied in macroscopic classical systems, characterized by macrorealism (a system is on one particular state at a time only, not in a superposition) and noninvasive measurability (a system is unaffected by a measurement). Their violation thus indicates the existence of macroscopic quantum coherence. Not only has there been an intense search for experimental schemes in which these violations can be observed [120, 121, 122, 123, 124, 125, 126, 127], but also several applications for them have been proposed, including identification of quantum phase transitions in many-body systems [1] and characterization of quantum transport [128].

One of the most important challenges to detect superposition of quantum macroscopic states is the robustness of these states against decoherence. Recent experiments [120, 121, 122, 123, 124, 125, 129, 130] have focused on the detection including interactions with realistic reservoirs. One of the novel signatures is the emergence of non-trivial time dependent non-classical effects. In particular, in nanoresonators [131, 132] or gate-spin manipulations [133], the read-out scheme of qubit states, defined by the measurement process, put new typical time scales to do it. Our main motivation here is not to propose another test of local reality by closing some loopholes. Instead, the LGI test is used here to unambiguously establish the existence of an extremely non-classical sensitivity effect of quantum temporal correlations to topological features in a simple scenario. Our findings suggest that strong quantum spatially non-local coherences that could have been generated in MFC experiments could have accessible signatures via edge temporal correlation measurements. Recently hybrid Bell-LGI weak measurements have been performed for probing remote entanglement in a linear chain of qubits which could also be adapted for non-local topological set ups as the one we address in the present work [126].

The recent interest in time correlations has not been restricted to LGI but has been largely directed towards their second moment, the so called out-of-time-ordered correlations (OTOC). Initially considered for analyzing superconductivity in the presence of impurities [134], and rediscovered much later in the context of chaos and quantum gravity [135, 136, 137], OTOC have rapidly become a valuable quantity for the analysis of many-body quantum systems [138, 139, 140, 141] for several reasons. They characterize information scrambling, which refers to the spreading of quantum information over the different degrees of freedom of a system [142]. They also help diagnosing the existence of quantum chaos by providing a test for the butterfly effect [143, 144, 145, 146], namely that close initial conditions result in exponentially-separated dynamics. In addition, several connections to different measures of quantum correlations have been found [147, 148, 149, 150, 151]. Given the well-known fundamental role of entanglement in quantum criticality, the natural possibility of observing (equilibrium and dynamical) quantum phase transitions through OTOC has been explored with positive results, including transitions in bosonic [152] and spin lattices [153], in impurity systems [140], and many-body localization [151, 154, 155]. Furthermore, after different proposals of measurement of OTOC [156, 157], their experimental realization has been finally achieved in quantum simulators [158, 159].

In this chapter, we consider an extension of that interest to assess the interplay between time correlations and nonlocal quantum objects in Majorana fermion chains, a situation different from any other previously considered, by focusing mainly on the Kitaev chain [34]. In particular we address the open
question of detecting true quantum temporal correlations in a topological quantum phase. Correlations for two types of objects are to be explored: (i) Local Dirac fermions formed by pairing two Majorana fermions on the same edge site, and (ii) Non-local Dirac fermions coming from the pairing of Majorana fermions located at the two opposed edge sites of the chain. In this way we will address the pivotal role that STCs play for detecting large memory effects of local and non-local Majorana edge qubits. In this way we will address the pivotal role that STCs play for detecting large memory effects of spatial local and non-local edge qubits. In particular, we will show how the longtime limit of several edge STCs provide valuable information on the specific quantum phase of the MFC. On the other hand it is also interesting to appraise the adequacy of LGI violations to detect topological phase transitions extending that feasibility beyond the detection of the usual order-disorder quantum phase transitions [1]. The connection between correlations in space and time domains has not been fully addressed before. Our results provide a first step for looking at such a link in a concrete topological condensed-matter set up. Moreover, we stress that all of our results remain still valid for an edge spin in the transverse field Ising (TFI) open chain by applying a Jordan-Wigner transformation to the open KC model.

Specifically we will show how the longtime limit of several boundary STCs possesses features of an order parameter, providing information on the quantum phase transitions of the Majorana fermion system. Moreover, for the purposes of the present work, STC can be used to assess the quantumness of a system, in a form similar to spatial correlations do through Bell inequalities. Namely, combinations of STC allow for testing LGI [74, 119]. These inequalities are satisfied in macroscopic classical systems, characterized by macrorealism (a system’s property is well defined at every time regardless of being observed or not) and noninvasive measurability (a system is unaffected by measurements). Their violation indicates the existence of macroscopic quantum coherence.

Not only there has been an intense search for experimental schemes in which LGI violations can be observed [120, 121, 122, 123, 124, 125, 126, 127], but also several applications for them have been proposed, including identification of order-disorder quantum phase transitions in many-body systems [1] and characterization of quantum transport [128]. Indeed it is also interesting to extend the range of LGI violation features as a detection tool of topological phase transitions. Along this line, our results provide a first step for understanding the link between correlations in space and time domains in a concrete topological condensed-matter set up. Moreover, we stress that all of our results remain still valid for an edge spin in the transverse field Ising open chain, by applying a Jordan-Wigner transformation to the open Kitaev chain model.

### 4.2 Short-time behavior and out-of-time-ordered correlation function

The OTOC are defined as [147, 151, 152, 157, 158, 159]

\[
\mathcal{T}(t) = \langle \hat{O}_1(t) \hat{O}_2^\dagger(0) \hat{O}_1(t) \hat{O}_2(0) \rangle
\]  

(4.1)
where $\hat{O}_1$ and $\hat{O}_2$ are usually (but not necessarily) taken to be local operators and $\hat{O}_1(t) = e^{i\hat{H}t}\hat{O}_1 e^{-i\hat{H}t}$ is the time evolution of $\hat{O}_1$. For our subsequent analysis we focus on a particular family of these OTOC functions. This family of correlations, known as multiple quantum coherences, was initially developed in the context of nuclear magnetic resonance [160, 161, 162, 163] for the characterization of many-particle coherences, and has recently received plenty of attention as it has been the center of important advances in the comprehension of information scrambling. Namely, it has been measured in a trapped-ion quantum simulator [158] and put forward as a probe of the build-up of multiparticle entanglement [148]. These correlations are defined through Eq. (4.1) with $\hat{O}_1$ and $\hat{O}_2$ unitary operators which commute among themselves at time zero.

In order to assess the sensitivity of STC and OTOC for detecting quantum phase transitions by looking at a single local site, we will connect the short time STC behavior to a second-order expansion of the particular multiple quantum coherences. Let us expand up to second order in time the STC as given by Eq. (3.2), yielding to

$$C(t) = \frac{1}{2}\langle\{e^{i\hat{H}t}\hat{Q}e^{-i\hat{H}t},\hat{Q}\}\rangle$$

$$\simeq 1 - \frac{t^2}{2}\langle-\hat{H},\hat{Q}\rangle^2 + \mathcal{O}(t^4)$$

where $\hat{Q}$ denotes a single qubit operator (a dichotomic observable, i.e. with eigenvalues $q = \pm 1$) to be specified later, with $|\psi_K\rangle$ the quantum state of the KC, $\{\cdot,\cdot\}$ denotes an anticommutator. Note that the second line in the last equation holds for any single-site qubit observable $\hat{Q}$ such that $\hat{Q}^2 = \hat{1}$, evolving under the action of an arbitrary (local or global) Hamiltonian $\hat{H}$. Moreover, and most interestingly, the first line in Eq. (4.2) is nothing but the real part of the multiple quantum coherences corresponding to a hermitian single qubit operator $\hat{O}_2 = \hat{Q}_2$. Indeed, the latter single site qubit operator $\hat{O}_2$ does commute with the time-evolving operator $\hat{O}_1(t) = \hat{O}_1 = e^{-i\hat{H}t}$ at $t = 0$ (i.e. with the identity).

First, let us consider the STC for a single edge Majorana fermion $j = 1$, i.e. $\hat{Q} = \hat{\gamma}_1$. By resorting to Eq. (2.6) it is easy to check that $[\hat{H},\hat{\gamma}_1]^2 = -\mu^2$, a scalar quantity, thus producing for the real part of the corresponding OTOC the simple and universal result $\langle\psi_K| - [\hat{H},\hat{\gamma}_1]^2 |\psi_K\rangle = \mu^2$, independent of the chain size and valid for any KC eigenstate $|\psi_K\rangle$. Note that via the Jordan-Wigner transformation, this qubit operator corresponds to $\hat{\sigma}_{1,x} = \hat{\gamma}_1$ for the TFI, i.e. the $x$-spin operator of an edge site. Consequently, we rewrite the STC in Eq. (4.2) as $C^{(x)}_1(t)$,

$$C^{(x)}_1(t) = \frac{1}{2}\langle\psi_K| \{\hat{\gamma}_1(t),\hat{\gamma}_1\} |\psi_K\rangle$$

$$\simeq 1 - \frac{\mu^2}{2}t^2 + \mathcal{O}(t^4).$$

As a second case, we consider a two-Majorana edge qubit such as $\hat{Q} = 2\hat{n}_1 - \hat{1} = -i\hat{\gamma}_1\hat{\gamma}_2$. This qubit corresponds, via the Jordan-Wigner transformation, to the $\hat{\sigma}_z$ edge spin operator for the transverse field Ising model, i.e. $-i\hat{\gamma}_1\hat{\gamma}_2 = \hat{\sigma}_z$. Now it is straightforward to show that $[\hat{H},-i\hat{\gamma}_1\hat{\gamma}_2]^2 = -4\Delta^2$, again a scalar quantity and hence producing a result valid for any Majorana fermion chain pure state $|\psi_K\rangle$ or mixed state $\hat{\rho}_K$. Thus the second derivative of the real part of the $T(t)$ reduces to
the universal value $\langle -[\hat{H}, -i \hat{\gamma}_1 \hat{\gamma}_2]^2 \rangle = 4\Delta^2$ and consequently the short time expression for $C^{(z)}_1(t)$ becomes

$$C^{(z)}_1(t) = -\frac{1}{2} \langle \{\hat{\gamma}_1(t), \hat{\gamma}_2(t)\} \rangle$$

$$\simeq 1 - 2\Delta^2 t^2 + O(t^4).$$

As a third case, we analyze the short-time behavior of the non-local Dirac fermion formed by coupling two Majorana operators located at the two edges of the chain, $\hat{Q}_{1,N} = i \hat{\gamma}_1 \hat{\gamma}_{2N}$. The expansion of the corresponding STC leads to

$$C_{1,N}(t) = -\frac{1}{2} \langle \{\hat{\gamma}_1(t), \hat{\gamma}_{2N}(t)\} \rangle$$

$$\simeq 1 - \mu^2 (1 - \langle \hat{\gamma}_1 \hat{\gamma}_2 \hat{\gamma}_{2N-1} \hat{\gamma}_{2N} \rangle) t^2 + O(t^4).$$

It is evident that this STC features a non-universal short-time evolution, given that it depends on the specific quantum state of the Majorana fermion chain. This is indicated by the expected value of the four Majorana operator term $\langle \hat{\gamma}_1 \hat{\gamma}_2 \hat{\gamma}_{2N-1} \hat{\gamma}_{2N} \rangle = \langle \hat{\gamma}_1 \hat{\gamma}_2 \rangle \langle \hat{\gamma}_{2N-1} \hat{\gamma}_{2N} \rangle$, which for a sufficiently long it can be approximated to $\langle \hat{\gamma}_1 \hat{\gamma}_2 \hat{\gamma}_{2N-1} \hat{\gamma}_{2N} \rangle \approx \langle \hat{\gamma}_1 \hat{\gamma}_2 \rangle^2$ in the ground state.

In Fig. 4.1 the short-time curvature (second time derivative) of the edge STCs corresponding to single- and double-Majorana fermions is depicted as a function of $\mu/\Delta$. In the main panel the non-local case of $C_{1,N}(t)$ is plotted (solid line), while in the inset those of $C^{(z)}_1(t)$ and $C^{(z)}_1(t)$ are depicted. Clearly, by comparing Eqs. (4.3)-(4.4), an universal crossing of initial STC curvatures occurs for $\mu = 2\Delta$, which signals the critical point for the topological-trivial phase transition in the Kitaev model, or equivalently for the ferromagnetic-paramagnetic transition in the transverse field Ising model. This remarkable universal behavior, i.e. the independence from the Majorana fermion chain quantum state, holds true only for the edge sites of both these models as realized by the Kitaev chain and transverse field Ising systems.

By contrast, the non-local $C_{1,N}(t)$ shows a non-universal behavior depending on the specific quantum state of the Majorana fermion chain. The results plotted in the main panel of Fig. 4.1 have
been obtained numerically, as explained below, for a Kitaev chain in the ground state. In the same panel the second derivative of the curvature with respect to \( \mu \) is also plotted (dashed line), which clearly presents a dip at the critical point \( \mu / \Delta = 2 \). Thus, we observe that the early-time correlators, both with universal and non-universal behavior, are sensitive to the topological phase transition.

### 4.3 General two-time correlation behavior of Majorana qubits

Having established the relevance of STCs and a related family of out-of-time-ordered correlations for edge sites in the Majorana fermion chain, we proceed to explore the TTC behavior for qubits formed by any combination between edge and/or bulk sites, for arbitrary times. By developing the Majorana qubits in terms of Bogoliubov operators (see chapter 2) we proceed to express both the single- and double-Majorana STC in convenient forms for numerical analysis. We follow the same notation for Bogoliubov coefficients used in Ref. [38]. As we discuss below this numerical procedure is essential to further progress, except in special cases for \( C_1^{(x)}(t) \) where an exact closed form has been obtained. We first evaluate the two-time correlation as

\[
C_1^{(x)}(t) = \frac{1}{2} \langle \{ \gamma_1(t), \gamma_1 \} \rangle
\]

The temporal evolution for the Majorana operator is given by \( \gamma(t) = e^{iHt} \gamma_0 e^{-iHt} \), where \( \hat{H} \) is the Kitaev-Majorana Hamiltonian Eq. (2.6). We calculate this evolution using the traditional Baker-Campell-Hausdorff formula (BCH) \( e^{sA} \hat{B} e^{-sA} = \hat{B} + s[\hat{A}, \hat{B}] + \frac{s^2}{2!}[\hat{A}, [\hat{A}, \hat{B}]] + \ldots \), and by a direct substitution we evaluate each commutator as follows:

\[
[\hat{H}, \gamma_1] = i \mu \gamma_2 \\
[\hat{H}, [\hat{H}, \gamma_1]] = \mu^2 \gamma_3 \\
[\hat{H}, [\hat{H}, [\hat{H}, \gamma_1]]] = \mu^2 (\mu^2 + 4 \Delta^2) \gamma_3 + 2i \mu^2 \Delta \gamma_4 \\
[\hat{H}, [\hat{H}, [\hat{H}, [\hat{H}, \gamma_1]]]] = \mu^2 (\mu^4 + 3 \mu^2 4 \Delta^2 + 16 \Delta^4) \gamma_5 + 4i \mu^2 \Delta (\mu^2 + 4 \Delta^2) \gamma_6 + 4i \mu^2 \Delta^2 \gamma_7.
\]

After evaluating these first terms of the BCH formula, we can figure out the sequence of the emerging terms. In addition we use the fact that the Majorana operators satisfy the property \( (\gamma_j)^2 = (\gamma_j) \cdot (\gamma_j) = 1 \), and that they obey the modified anticommutation relations \( \{ \gamma_i, \gamma_j \} = 2 \delta_{ij} \) with \( i, j = 1, \ldots, 2N \). Therefore, after a careful algebraic process, we find that

\[
C_1^{(x)}(t) = \sum_{m=0}^{\infty} \left( \frac{-1}{2m} \right)^m (2 \Delta t)^{2m} N_m(u^2),
\]

where \( u = \mu / 2 \Delta \) and \( N_m(x) \) are the well-known Narayana polynomials (NP). The NP have the form

\[
N_m(x) = \sum_{n=1}^{m} N_{m,n} x^n \quad \text{with} \quad N_{m,n} = \frac{1}{m} \binom{m}{n-1} \binom{m}{n} \tag{4.8}
\]
where $N_{m,n}$ are denoted as the Narayana numbers [164, 165]. Note that the critical point corresponds to $u = 1$, for which $N_m(1) = C_m = \frac{1}{m+1} \binom{2m}{m}$, the most famous Catalan numbers. Importantly Eq. (4.7) can be calculated in a closed form at the critical point $u = 1$, yielding to the simple expression

$$C_1^{(x)}(t) = \frac{J_1(4\Delta t)}{2\Delta t}$$

(4.9)

in terms of the Bessel function of the first kind $J_1(z)$. To the best of our knowledge this compact result has passed unnoted in the literature on both Ising and Kitaev models. We emphasize that the expressions given by Eqs. (4.7)-(4.9) are always valid and thus they are of universal reach, independently of the pure or mixed state of the Majorana fermion chain. Consequently, they hold true even at infinite temperature.

For other values of $u$ such a simple form has yet to be found. However the analytics can be developed further, leading to deeper insights on the general behavior of the STC. First, Eq. (4.7) allows for establishing a link of $C_1^{(x)}(t)$-STC on both phases around the critical point $u = 1$, which will come in handy afterwards. Since the Narayana polynomials are symmetric, the property $N_{m,1}(\frac{1}{x}) = \frac{1}{x^{m+1}}N_m(x)$ holds. Consequently,

$$C_1^{(x)}(t, \frac{1}{u}) = 1 - \frac{1}{u^2} + \frac{1}{u^2} C_1^{(x)}\left(\frac{t}{u}, u\right),$$

(4.10)

indicating that the $x$-STC behaves in one phase (reduced chemical potential $\frac{1}{u}$) as it would do in the complementary phase (reduced chemical potential $u$) but with a scaled time $\frac{t}{u}$.

Furthermore, for numerical calculations the time evolution of a single Majorana edge fermion operator, $\hat{\gamma}_i(t) = e^{iHt}\hat{\gamma}_i(0)e^{-iHt}$, is found to be

$$\hat{\gamma}_{2j-1}(t) = \sum_{m=1}^{N}\{\hat{\gamma}_{2m-1}g_{m,j}^{(+,+)}(t) + \hat{\gamma}_{2m}h_{m,j}^{(-,+)}(t)\}$$

(4.11)

$$\hat{\gamma}_{2j}(t) = \sum_{m=1}^{N}\{\hat{\gamma}_{2m}g_{m,j}^{(-,-)}(t) - \hat{\gamma}_{2m-1}h_{m,j}^{(+,-)}(t)\},$$

where

$$g_{m,j}^{(\nu,\nu)}(t) = \sum_k \cos(\epsilon_k t) (u_{2k,m} + \nu v_{2k,m}) (u_{2k,j} + \nu v_{2k,j})$$

$$h_{m,j}^{(\nu,-\nu)}(t) = \sum_k \sin(\epsilon_k t) (u_{2k,m} - \nu v_{2k,m}) (u_{2k,j} + \nu v_{2k,j}),$$

(4.12)

with $\nu = +, -$. A direct application of these relations allows us to obtain an analytical expression for the full time evolution of $C_1^{(x)}(t)$, as

$$C_1^{(x)}(t) = \sum_k \cos(\epsilon_k t)(u_{2k,1} + v_{2k,1})^2,$$

(4.13)

where $\langle \gamma_{2i}\gamma_{2j-1}\rangle = -i \sum_k (u_{2k,i} - v_{2k,i}) (u_{2k,j} + v_{2k,j})$ and $\langle \gamma_{2i}\gamma_{2j}\rangle = \langle \gamma_{2i-1}\gamma_{2j-1}\rangle = \delta_{i,j}$ have been used. By expanding Eq. (4.13) up to second order in time and comparing it with the universal result
quoted in Eq. (4.3) the following identity holds true,
\[ \sum_k \epsilon_k^2 (u_{2k,1} + v_{2k,1})^2 = \mu^2, \] (4.14)
which is valid for open Kitaev and transverse field Ising models (with \( \mu \) replaced by the transverse magnetic field) of arbitrary chain length. The identity given by Eq. (4.14) provides by itself a consistency check of numerical calculations.

Now let us look at the long-time limit of \( C_1^{(x)}(t) \) by averaging Eq. (4.13) over a long time period. As the time average of \( \cos(\epsilon_k t) \) vanishes unless some fermion mode has energy \( \epsilon_M = 0 \), i.e. a zero energy Majorana mode exists (for which the average is 1), we can readily assure that for the topological regime
\[ \lim_{t \to \infty} C_1^{(x)}(t) \simeq (u_{M,1} + v_{M,1})^2 = 4u_{M,1}^2, \] (4.15)
since \( u_{M,1} = v_{M,1} \), i.e. the electron and hole contributions for the zero energy Majorana mode \( k = M \) at site \( j = 1 \) are the same. Consequently, we propose that a measurement of the long time saturation value of the edge \( C_1^{(x)} \)-STC provides a witness of the topological (\( \neq 0 \)) and non-topological (\( = 0 \)) phase transition of the Majorana fermion chain systems, as it probes directly the existence of zero energy modes. Additionally, it gives direct access to the electron-hole weight of such modes.

### 4.3.1 Two-time correlations of double-Majorana qubits

We focus now on qubits formed by any pair of Majorana fermions such as \( \hat{\gamma}_{2i-1} \) and \( \hat{\gamma}_{2j} \). We define
\[ \hat{\theta}_{i,j} = \frac{1}{2} (\hat{\gamma}_{2i-1} + i \hat{\gamma}_{2j}), \quad \hat{\theta}_{i,j}^\dagger = \frac{1}{2} (\hat{\gamma}_{2i-1} - i \hat{\gamma}_{2j}). \] (4.16)
Notice that \( i = j \) implies that the forming Majorana modes are located on the same physical site, and the Kitaev operators in Eq. (2.4) are recovered, i.e \( \hat{\theta}_{i,j} = \hat{c}_j \). On the other hand, for \( i \neq j \) the Majorana fermions are located on different physical sites. It is easy to check that usual Dirac fermion relations hold true for operators \( \hat{\theta}_{i,j} \) and \( \hat{\theta}_{i,j}^\dagger \) as \( \{ \hat{\theta}_{i,j}, \hat{\theta}_{i,j}^\dagger \} \) = \( \{ \hat{\theta}_{i,j}^\dagger, \hat{\theta}_{i,j}^\dagger \} \) = \( \{ \hat{\theta}_{i,j}, \hat{\theta}_{i,j} \} \) = 0. Thus, we can define non-local Majorana qubits as \( \hat{Q}_{i,j} = 2\hat{\theta}_{i,j}^\dagger \hat{\theta}_{i,j} - 1 \), which have eigenvalues \( \pm 1 \). By direct substitution of the standard Bogoliubov-de Gennes transformation (Eq. (2.8)), we can rewrite the operator \( \hat{Q}_{i,j} \) as
\[ \hat{Q}_{i,j} = \frac{1}{2} \sum_{k=1}^N \sum_{q=1}^N (u_{2k,i} + v_{2k,i})(v_{2q,j} - u_{2q,j}) \left[ \hat{d}_k + \hat{d}_k^\dagger, \hat{d}_q - \hat{d}_q^\dagger \right]. \] (4.17)

Similarly we evaluate its time-evolution \( \hat{Q}_{i,j}(t) = e^{i\hat{H}t} \hat{Q}_{i,j}(0)e^{-i\hat{H}t} \), obtaining that
\[ \hat{Q}_{i,j}(t) = \frac{1}{2} \sum_{k=1}^N \sum_{q=1}^N (u_{2k,i} + v_{2k,i})(u_{2q,j} - v_{2q,j}) \left[ e^{-i\epsilon_k t} \hat{d}_k + e^{i\epsilon_k t} \hat{d}_k^\dagger, e^{-i\epsilon_q t} \hat{d}_q - e^{i\epsilon_q t} \hat{d}_q^\dagger \right]. \] (4.18)
Therefore, we explicitly calculate the symmetric STC (see Eq. (4.2)). The STC for the general non-local Majorana qubit operator $\hat{Q}_{i,j}$ is found to be

$$
C_{i,j} (t) = \frac{1}{8} \sum_{k=1}^{N} \sum_{q=1}^{N} (u_{2k,i} + v_{2k,i}) (v_{2q,j} - u_{2q,j}) (u_{2k',i} + v_{2k',i}) (v_{2q',j} - u_{2q',j})
$$

\[
\left\langle \left( \hat{d}_k \hat{d}_q e^{-i(\epsilon_k + \epsilon_q)t} - \hat{d}_k \hat{d}_q^{\dagger} e^{-i(\epsilon_k - \epsilon_q)t} + \hat{d}_q \hat{d}_q^{\dagger} e^{i(\epsilon_k + \epsilon_q)t} - \hat{d}_q \hat{d}_k^{\dagger} e^{i(\epsilon_k - \epsilon_q)t} \right) \right\rangle,
\]

In order to proceed further from last equation, we note that only elements with equal number of creation and annihilation operators are relevant since only they can produce nonvanishing expectation values for eigenstates of the system with a well defined number of elementary fermionic excitations. These nonvanishing terms turn out to be

\[
\langle \hat{d}_k \hat{d}_q \hat{d}_k^{\dagger} \hat{d}_q^{\dagger} \rangle = \delta_{k,q} \delta_{k',q'} (1 - n_k) (1 - n_{k'}) + \delta_{k,q'} \delta_{k',q} (1 - n_k) n_{k'}
\]

\[
\langle \hat{d}_k \hat{d}_q \hat{d}_k^{\dagger} \hat{d}_q \rangle = \delta_{k,q} \delta_{k',q'} (1 - n_k) n_{k'} - \delta_{k,q'} \delta_{k',q} (1 - n_k) n_q
\]

\[
\langle \hat{d}_k \hat{d}_q \hat{d}_k \hat{d}_q^{\dagger} \rangle = \delta_{k,q} \delta_{k',q'} n_k (1 - n_{k'}) - \delta_{k,q'} \delta_{k',q} n_k (1 - n_q)
\]

\[
\langle \hat{d}_k \hat{d}_q \hat{d}_k \hat{d}_q \rangle = \delta_{k,q} \delta_{k',q'} n_k n_{k'} + \delta_{k,q'} \delta_{k',q} n_k (1 - n_q)
\]

\[
\langle \hat{d}_k \hat{d}_q \hat{d}_k^{\dagger} \hat{d}_q^{\dagger} \rangle = (-\delta_{k,q} \delta_{k',q'} + \delta_{k,q'} \delta_{k',q}) (1 - n_k) (1 - n_q)
\]

\[
\langle \hat{d}_k \hat{d}_q \hat{d}_k^{\dagger} \hat{d}_q \rangle = (-\delta_{k,q} \delta_{k',q'} + \delta_{k,q'} \delta_{k',q}) n_k n_{k'}.
\]

From the expression that we obtain for $C_{i,j} (t)$ we develop term by term and insert therein the matrix elements as expressed by Eqs. (4.19). Exchanging the final active labels $k$ and $q$ in the resulting equation, and noting that $n_k^2 = n_k$, the compact expression for the STC $C_{i,j} (t)$ written as

\[
C_{i,j} (t) = 1 - \sum_{k=1}^{N} \sum_{q=1}^{N} \sin^2 \left( \frac{\epsilon_k + \epsilon_q}{2} t \right) \left[ (u_{2k,i} + v_{2k,i}) (u_{2q,j} - v_{2q,j}) - (u_{2q,i} + v_{2q,i}) (u_{2k,j} - v_{2k,j}) \right]^2 \left[ 1 - (n_q - n_k)^2 \right]
\]

\[
+ \sin^2 \left( \frac{\epsilon_k - \epsilon_q}{2} t \right) \left[ (u_{2k,i} + v_{2k,i}) (u_{2q,j} - v_{2q,j}) + (u_{2q,i} + v_{2q,i}) (u_{2k,j} - v_{2k,j}) \right]^2 \left( n_q - n_k \right)^2.
\]

where $n_k = 0$ denotes the k-th fermion mode is empty while $n_k = 1$ means it is occupied. By focusing on the edge STC, i.e. $i = j = 1$ and $C_{1,1} (t) = C_1^{(z)} (t)$, expanding the right hand side of Eq. (4.20) up
Figure 4.2: Edge single- and double-Majorana qubit STC in the topological phase ($\mu/\Delta = 1.5$, left panel), at the transition point ($\mu/\Delta = 2.0$, central panel) and in the non-topological phase ($\mu/\Delta = 2.5$, right panel). In all panels the red line depicts the $C_{1}^{(x)}(t)$-STC, the blue line represents the $C_{1}^{(z)}(t)$-STC, while the green line corresponds to $C_{1,N}(t)$.

The results to second order in time and comparing it to the universal result quoted in Eq. (4.4), a new identity results as

$$\sum_{k=1}^{N} \sum_{q=1}^{N} (\epsilon_{k} + \epsilon_{q})^{2} (u_{2k,1}v_{2q,1} - u_{2q,1}v_{2k,1})^{2} = 2\Delta^{2}$$

(4.21)

which is valid for both open boundary Kitaev and transverse field Ising models (with $\Delta$ replaced by the spin exchange interaction) for arbitrary chain lengths. As before the identity given by Eq. (4.21) turns out to be another important consistency check for numerical calculations.

### 4.3.2 Numerical results for STC in Majorana Fermion Systems

Now we evaluate numerically the different time correlations discussed in Sec. 4.3. All the results we describe below correspond to an open-ended Majorana fermion chain with $N = 101$ sites in the many-body ground-state, $|\psi_K\rangle = \bigotimes_{k=1}^{N} |0\rangle$, with symmetric hopping-pairing energies, i.e. $\omega = \Delta = 1$, which also fixes the energy scale. Their inverse fixes the time scale through the dimensionless variable $\Delta t$. In Figure 4.2 the time evolution of both single edge Majorana qubits $C_{1}^{(x)}(t)$ and two-Majorana edge qubits $C_{1}^{(z)}(t)$ and $C_{1,N}(t)$ is displayed for three specific values of the chemical potential, namely $\mu/\Delta = 1.5$ (left panel), $\mu/\Delta = 2.0$ (central panel) and $\mu/\Delta = 2.5$ (right panel). Oscillatory features are dominant for both short- and intermediate-time regimes $\Delta t < 10$, which subsequently are attenuated until the STCs reach stationary or asymptotical values for $\Delta t > 10$. We discuss first this long-time regime.

It can be seen that the asymptotic behaviors of $C_{1}^{(x)}(t)$ and $C_{1,N}(t)$-STCs are very different from that of $C_{1}^{(z)}(t)$-STC crossing the critical point to the trivial phase. We found that these three STCs remain finite in the topological phase even at infinity time, which agrees with the numerically-based observation in Ref. [166] that long coherence times for edge sites in open boundary Majorana
fermion chains are possible. However, the long-time limits of $C_{1}(x)(t)$ and $C_{1,N}(z)(t)$ vanish when the system enters the non-topological or trivial phase ($C_{1}(z)(t)$ saturates to finite values at both phases).

This order-parameter-like behavior of the STC long-time limit is displayed in Figure 4.3. Furthermore, by both numerical fitting as well as the exact general duality property expressed in Eq. (4.10), we establish that the long-time limit of the single-Majorana edge $C_{1}(x)(t)$-STC has a simple specific functional behavior given by:

$$\lim_{t \to \infty} C_{1}(x)(t) = \begin{cases} 1 - \left( \frac{\mu}{2\Delta} \right)^2 & \text{for } \mu < 2\Delta \\ 0 & \text{for } \mu > 2\Delta. \end{cases}$$

(4.22)

On the other hand, the decay of the limit value of the non-local $C_{1,N}(x)(t)$-STC as a function of $\mu/\Delta$ has been evaluated numerically, showing a gradual transition, instead of an abrupt one, from one phase to the other. Note that these results are strictly valid for an infinitely long chain or for times below a certain limit where finite size effects could emerge, such as possible interference or revivals coming from the reflected influence of the other edge (not shown here).

In addition, the quantum behavior of single-site STC for the edge single- and double- Majorana qubits is similar to the $x$ and $z$ spin correlations of the transverse Ising model, and consequently its quantum critical point could also be detected by STC measurements [1]. Finally, we end this subsection with a comparison between edge vs. bulk STCs. In Figure 4.4 the short- and intermediate-time behaviors of $C_{i,j}(t)$-STC are illustrated for edge-Majorana qubits, namely the local case $i, j = 1$ and the non-local case $i, j = 1, N$, and a bulk-two-Majorana qubit $i, j = \frac{N+1}{2}, \frac{N+1}{2}$. We conclude that apart from a different oscillation amplitude, the local two-Majorana STCs, either located at the edge or at a bulk site, are very similar in going to a finite long-time limit in any phase, thus not being able to detect such phase transition by looking at that specific feature. This behavior contrasts with the one offered by the two-Majorana non-local edge STC or even, as discussed above, with that shown by the single-Majorana edge STC. Next, we focus on the consequences of these STC features when assessing macroscopic quantum coherence through the Leggett-Garg inequality violations, by both local- and non-local-STCs.
Figure 4.4: $C_{i,j}(t)$-STC as a function of the dimensionless time $\Delta t$ in the short- and intermediate-time regimes. Left panels display the STC for two-Majorana qubits: blue (green) line $C_{1,1}(t) = C_{1}^{(z)}(t)$ local STC ($C_{1,N}(t)$ non-local STC), respectively. Right panels illustrate the time evolution behavior of STC for a local bulk two-Majorana qubit (middle site of the Majorana fermion chain $C_{\frac{N+1}{2},\frac{N+1}{2}}(t)$). The chemical potentials are $\mu/\Delta = 1.5$ (upper panels), $\mu/\Delta = 2.0$ (middle panels), and $\mu/\Delta = 2.5$ (bottom panels).
4.4 Violation of LGI in Majorana Fermion systems

Similarly to expose in the Chapter 3, we are interesting in characterize the violation of LGI in the Majorana Fermion context. We will focus on the following form of a LGI,

$$C_{i,j} (t_2 - t_1) + C_{i,j} (t_3 - t_2) - C_{i,j} (t_3 - t_1) \leq 1,$$

(4.23)

where $C_{i,j} (t_\alpha , t_\beta)$ is a two-time correlation (see Eq. (3.2)) of the qubit nonlocal Majorana operator $\hat{Q}_{i,j}$ (with eigenvalues $\pm 1$) between times $t_\alpha$ and $t_\beta$, and $t_1 < t_2 < t_3$. We concentrate in the case of identical time intervals, i.e. $t_2 - t_1 = t_3 - t_2 = t$, defining a LGI function $K_{i,j}(t)$ such as [1]:

$$K_{i,j} (t) = 2C_{i,j} (t) - C_{i,j} (2t) \leq 1.$$

(4.24)

Figure 4.5 displays the evolution, as a function of $\Delta t$, of the LGI function $K_{i,j} (t)$ given by Eq. (4.24) for the same parameters as used in Figure 4.4. We first note that the inequality is always violated at very early times, a result that can be already understood from the $O(t^2)$ expansions given in Eqs. (4.3) and (4.4). Specifically, the $C^{(x)}_1 (t)$-STC based LGI, denoted by $K^{(x)}_1 (t)$, is given by

$$K^{(x)}_1 (t) \simeq 1 + \mu^2 t^2 + O(t^4),$$

(4.25)

while that based on $C^{(z)}_1 (t)$, denoted by $K^{(z)}_1 (t)$, is

$$K^{(z)}_1 (t) \simeq 1 + 4\Delta^2 t^2 + O(t^4).$$

(4.26)

Thus, the initial growth of both inequality violations is captured again by the universal initial curvatures of the corresponding STCs. Furthermore, the early-time violations for $K^{(x)}_1 (t)$ and $K^{(z)}_1 (t)$ become identical at $\mu = 2\Delta$, i.e. the critical point. This conclusion provides an alternative route to identifying the topological phase transition.

Now we consider different inequalities for longer times. It is evident that LGI functions based on two-local-Majorana STCs such as edge $C_{i,1} (t)$ and bulk $C_{N+1, N} (t)$ follow a similar trend, which is very different to that of the non-local two-Majorana STC given by $C_{1,N} (t)$ when crossing from one phase to the other. The local LGI violations turn out to be stronger in the topological phase while the non-local LGI violation increases when passing from the topological to the trivial phase. This
Figure 4.6: *Left top panel:* maximum violation of LGI as a function of $\mu/\Delta$. *Right panel:* time of maximum LGI violation as a function of $\mu/\Delta$. *Left bottom panel:* second derivative of the maximum LGI violation with respect to $\mu$ showing a dip signaling the phase transition for the non-local edges two-Majorana case. Red lines depict the $C_1^{(z)}(t)$-STC based LGI, the blue lines represent the $C_1^{(z)}(t)$-STC based LGI while the green lines correspond to $C_{1,N}(t)$-STC based LGI.

Contrasting behavior can also be seen in Figure 4.6, where we compare the maximum LGI violation $K_{\text{Max}}(\mu)$ as a function of $\mu$ (left panel) for single- and double-Majorana qubits, as well as the times for which that maximum violation occurs $t_{K_{\text{Max}}}(\mu)$ for the same qubits (right panel). Interestingly, for the non-local edges two-Majorana case, the second derivative of $K_{\text{Max}}(\mu)$ with respect to $\mu$ shows a dip signaling the phase transition, again an inherited feature from the corresponding time correlations $C_{1,N}(t)$ (see Fig. 4.1). Thus, we can conclude that LGI violations by non-local Majorana qubits are sensitive to the topological features of the underlying phase, and consequently they could be explored in properly designed experimental setups.

### 4.5 Candidates for experimental implementations

Among the most promising candidates for experimentally detecting Majorana edge fermions in condensed matter systems are chains of magnetic atoms on superconducting surfaces [93, 94, 167] and semiconducting nanowires with large Rashba spin-orbit interaction under an applied magnetic field and induced superconductivity by proximity effects [168, 169]. Previous works have focused on local sensitive tunneling signatures of the topological phase transition in the boundary fermion occupation (Kitaev chain) or boundary spin (transverse field Ising chain).
In the Rashba nanowire setup Sticlet et al. [168] define local Majorana pseudo-spins and argue that they could be measured by spin-polarized STM allowing to directly visualize the Majorana fermionic states and to test the topological character of the 1D system. On the other hand, Deng et al. [170] reported that highly sensitive experiments have been recently conducted where the non-locality of Majorana qubits can be *locally* probed by a quantum dot at one end of the nanowire. These state-of-the-art experiments could evolve to develop time dependent sensitivity as required for detecting local and nonlocal STCs. Recently, there has been great interest in contrasting distinctive signatures of spin polarization for Andreev and Majorana bound states [171] since when identifying topological phases effects coming from the presence of quasiparticle states inside the superconducting gap should be carefully eliminated [172]. Thus, it is most desirable to have additional signatures available (besides tunneling conductance signatures of Majorana fermions) that would allow one to identify the topological phase transition. It has been proposed in [168] and [170] how to distinguish such differences between Andreev vs. Majorana signatures by accessing true nonlocal features. In this way, our results as given by the behavior of local $C_{1}^{(x)}(t)$ and most importantly by nonlocal $C_{1,N}(t)$, and their LGI combinations, should be relevant for extending that kind of search of true Majorana behavior.

Furthermore, recently, spin noise spectroscopy has been shown as a powerful tool to experimentally accessing the autocorrelation function [173, 174]. The universal short-time behavior described by Eqs. (4.2) and (4.3) could be exploited in spin fluctuation measurements as an alternative route to get information about the dynamics [175]. Such rich variety of behaviors would also permit the study of temporal effects as well as different kind of susceptibilities, through their Fourier transform equivalents, in topological quantum computing settings.

Therefore, in light of recent experiments, we demonstrate in the present work that STC and LGI behaviors exhibit a quantum-phase sensitive signature due to the appearance of zero-energy-modes in the topological phase that will manifest themselves in the long-time behavior of both local as well as nonlocal qubit STCs. This provides an experimentally useful diagnostic tool to detect topological phase transitions.

### 4.6 Conclusions

In summary, we have provided evidence that time correlations and violations of LGI establish new testable signatures of topological phase transitions. The behavior of that sort of inequality is a direct consequence of time correlations in local and nonlocal Majorana qubits. Specifically, we have identified signatures of the MFC topological phase transition in any of three time domains: (i) in the short-time limit we found universal features such as the out-of-time-ordered correlation and a dip in the second $\mu$-derivative marking the phase transition; (ii) in the intermediate time region, the LGI violations are sensitive to the quantum phase the system is; and (iii) in the long-time limit, the asymptotic values of single- and double-Majorana edge STCs act as order-parameter-like indicators. Specifically, we propose that a measurement of the long time saturation value of the local
edge $\mathcal{C}_1^{(x)} - \text{STC}$ as well as the non-local edge $\mathcal{C}_{1,N} - \text{STC}$ provide a witness of the topological ($\neq 0$) vs. non-topological ($= 0$) phase transition of Majorana fermion chain systems, as it probes directly the existence of zero energy modes. Additionally, in the former case it gives direct access to the electron-hole weight of such modes. The results are especially relevant because the whole question of quantum coherence in complex mesoscopic systems is taking up a new impulse in the community and is of interest to researchers not only in quantum information and foundations but also in condensed matter.
Manipulating quantum coherences in driven Dicke Model

In this chapter, we begin to explore the non-equilibrium dynamics of a canonical light-matter system, namely the Dicke model, when the light-matter interaction is ramped up and down through a cycle across the quantum phase transition. Our calculations reveal a rich set of dynamical behaviors determined by the cycle times, ranging from the slow, near adiabatic regime through to the fast, sudden quench regime. As the cycle time decreases, we uncover a crossover from an oscillatory exchange of quantum information between light and matter that approaches a reversible adiabatic process, to a dispersive regime that generates large values of light-matter entanglement. The phenomena uncovered in this work have implications in quantum control, quantum interferometry, as well as in quantum information theory.

This chapter is published in references [3]: F. J. Gómez-Ruiz, O. L. Acevedo, F. J. Rodríguez, L. Quiroga, and N. F. Johnson. Quantum hysteresis in coupled light-matter systems. Entropy, 18(9), 319 (2016).

5.1 Introduction

In the last two decades, there have been several breakthroughs in the experimental realization of systems that mimic specific many-body quantum models [8]. This is especially true in systems involving aggregates of real or artificial atoms in cavities and superconducting qubits [9, 10], as well as trapped ultra-cold atomic systems [11, 12, 13]. These advances have stimulated a flurry of theoretical research on a wide variety of phenomena exhibited by these systems, such as quantum phase
transitions (QPTs) [14, 15], the collective generation and propagation of entanglement [16, 17, 18, 57, 59, 176], the development of spatial and temporal quantum correlations [67, 177], critical universality [19], and finite-size scalability [178, 179, 180, 181]. All of these topics have implications for quantum control protocols which are in turn of interest in quantum metrology, quantum simulations, quantum computation, and quantum information processing [182, 183, 184, 185, 186].

Future applications in the area of quantum technology will involve exploiting – and hence fully understanding – the non-equilibrium quantum properties of such many-body systems. Radiation-matter systems are of particular importance: not only because optoelectronics has always been the main platform for technological innovations, but also in terms of basic science because the interaction between light and matter is a fundamental phenomenon in nature. On a concrete level, light-matter interactions are especially important for most quantum control processes, with the simplest manifestation being the non-trivial interaction between a single atom and a single photon [20]. One of the key goals of experimental research is to improve both the intensity and tunability of the atom-light interaction [21, 22]. Unfortunately the relatively weak dipolar coupling between an atom and an electromagnetic field makes it difficult to obtain a large light-matter interaction, even when atoms are constrained to interact with a single radiation mode in a cavity. In recent years, some condensed matter systems have offered an alternative to the traditional atom-cavity implementation. Clear spectroscopic evidence has recently been presented that a charged Josephson qubit coupled to a superconductor transmission line, behaves like an atom in a cavity [187] and that the dipolar coupling between these systems is 3 to 4 orders of magnitude greater than that in atomic systems. This type of system, known as a superconducting qubit, enables the study of effective two-level atoms interacting with a quantized single-mode electromagnetic field [188, 189] and allows the exploration of new regimes of strong coupling [190]. Another very successful approach to obtain strongly interacting light-matter systems has emerged in experiments involving ultra-cold trapped atoms or ions [9, 10]. In this case, discrete translational degrees of freedom (vibrational modes) emerging from the optical trap are used to couple the atoms to the radiation mode. Thanks to the extremely low temperatures, the light-matter coupling effectively becomes the dominant interaction, once again allowing the exploration of a wide variety of strong-coupling phenomena.

One important consequence of such strong coupling, is that the atom-light interaction can effectively become all-to-all, in the sense that all atoms are equally coupled to the radiation. In this case, one of the simplest and yet richest scenarios involves instances in which the Dicke model (DM) is realized [191]. One of the most striking and important features of the Dicke model is the fact that it exhibits a superradiant second order QPT in the thermodynamic limit [192]. Despite more than sixty years of existence, this model has recently attracted renewed interest thanks to major experimental breakthroughs in terms of its realization and exploration [47, 49, 193]. This has in turn fueled a surge in theoretical investigations of the DM, including further detailed proposals for its realization [194]. Regardless of this surge in theoretical interest, however, much of the focus has been on the DM’s static properties or equilibration schemes, leaving many aspects of its non-equilibrium evolution as an open problem.

In previous work, we had attempted to advance understanding of the DM’s dynamics by exploring the effects of crossing the QPT using a tuned interaction, hence taking the system in a single sweep
from a non-interacting regime into one where strong correlations within and between the matter and light subsystems play an essential role [17, 18, 19]. Our previous analyses also revealed universal dynamical scaling behavior for a class of models concerning their near-adiabatic behavior in the region of a QPT, in particular the Transverse-Field Ising model, the DM and the Lipkin-Meshkov-Glick model. These findings, which lie beyond traditional critical exponent analysis like the Kibble-Zurek mechanism [23, 24, 195, 196] and adiabatic perturbation approximations, are valid even in situations where the excitations have not yet stabilized – hence they provide a time-resolved understanding of QPTs encompassing a wide range of near adiabatic regimes.

In this work, instead of a single crossing of the QPT, we analyze the effects of driving the system through a round trip across the QPT, by successively ramping up and down the light-matter interaction so that the system passes from the non-interacting regime into the strongly interacting region and back again. We restrict ourselves to the case of a closed DM such that a description of the temporal evolution using unitary dynamics is sufficient. Depending on the time interval within which the cycle is realized, we find that the system can show surprisingly strong signatures of quantum hysteresis, i.e. different paths in the system’s quantum state evolution during the forwards and backwards process, and that these memory effects vary in a highly non-monotonic way as the round-trip time changes. The adiabatic theorem ensures that if the cycle is sufficiently slow, the process will be entirely reversible. In the other extreme, where the round-trip ramping is performed within a very short time, the total change undergone by the system is negligible. However in between these two regimes, we find a remarkably rich set of behaviors.

### 5.2 Quantum Hysteresis in the Dicke Model

Our central objective in this section is to address the effects of cyclically varying the radiation-matter interaction $\lambda(t)$ as a function of time. We will focus on a particularly simple, piecewise linear form for the time dependence:

$$
\lambda(t) = \begin{cases} 
\lambda_1 + \frac{2(\lambda_2 - \lambda_1)}{\tau} t, & t \leq \tau/2 \\
\lambda_2 + \frac{2(\lambda_1 - \lambda_2)}{\tau} t, & t > \tau/2 
\end{cases}
$$

(5.1)

where $\lambda_1$ and $\lambda_2$ are respectively zero and one, and with $\omega = \epsilon = 1$ in Eq. (6.7). Hence $\lambda(t)$ has a triangular profile. The slope of the two portions of the cycle $\pm \nu$ is characterized by a finite time $\tau$ such that $\nu = 2/\tau$, where $\nu$ is known as the annealing velocity. The strongly interacting regime is reached when $\lambda(t) \approx 1$. The particular choice of $\lambda(t)$ given by Eq. 5.1, implies that the quantum critical point is crossed twice during the cycle, first when $t \approx \tau/4$, and second when $t \approx 3\tau/4$. From Eq. (2.15) and Eq. (5.1), we get the full DM instantaneous state $|\psi(t)\rangle$ by numerically solving the time-dependent Schrödinger equation. The initial state when $t = 0$ and $\lambda = 0$ is the non-interacting ground state, namely $|\psi(0)\rangle = \bigotimes_{i=1}^{N} |\downarrow\rangle \otimes |n = 0\rangle$ where both matter and light subsystems have zero excitations. All qubits are polarized in the state $\sigma_z = -1$, and the field is in the Fock state of zero photons. The DM solution is significantly harder to obtain. Nevertheless, we have used the fact that the total angular momentum is a conserved quantity, therefore the dynamics will lie in the $J = N/2$ subspace. The success of this solution was tested by extending the truncation limit and then checking that
the results do not change (convergence test). The most naive application of this solution to the DM would be to work with vectors of the form $|m\rangle_z \otimes |n\rangle$, where the first one is an eigenvector of $J_z$ in the subspace of even parity and the last one is a bosonic Fock state.

To provide a first step toward understanding the complexity of the quantum hysteresis results that we generate for the DM, there exists a model that constitutes arguably the simplest version of what happens to a quantum system when it crosses a quantum critical point driven by a time-dependent Hamiltonian. This is the Landau-Zener model (LZM) and we will spend the rest of this section reviewing its key properties concerning the probability that the system transitions out of its ground state, together with the Landau-Zener-Stückelberg process which helps understand the presence of oscillatory features in our results. The Landau-Zener model is represented by a two-level system following the Hamiltonian [197, 198]

$$\hat{H}_{\text{LZM}} = -\frac{\Delta_0}{2} \hat{\sigma}_x + \frac{\lambda_0 - \lambda(t)}{2} \hat{\sigma}_z.$$  \hspace{1cm} (5.2)

The energy-gap between the ground state and the excited state is $\Delta(t) = \sqrt{\Delta_0^2 + (\lambda(t) - \lambda_0)^2}$. At the QCP $\lambda = \lambda_0$, the system reaches its minimal energy-gap $\Delta = \Delta_0$. In this chapter, we are considering the light-matter interaction $\lambda(t) = \nu t$ during the ramping up, and a similar form in the ramping down, where $\nu$ is an annealing velocity and where the system starts from its ground state, i.e. $|0\rangle$. It is known from previous work on the LZM that for a two-level system starting from its ground state at $t = -\infty$, the probability of it ending in its excited state at $t = \infty$ is given by

$$P_{\text{LZM}} = \exp\left(-\frac{\pi \Delta_0^2}{\nu}\right).$$

where the ratio $\zeta = \frac{\Delta_0^2}{\nu}$ is called the adiabatic parameter. It is worth noticing that when $\nu$ is very small, we have zero probability for the system to jump to the excited state. Therefore, the limit $\nu \to 0$ corresponds to perfect adiabatic evolution. Thus the parameter $\zeta$ allows control of the probability for the system to perform either an adiabatic or diabatic transition.

One interesting aspect of the LZM is that much of its dynamics is determined during the short interval during which the minimum-gap is crossed. For this reason, an LZM can be seen as analogous to a beam-splitter [199], since the probability $P_{\text{LZM}}$ for the system to stay in state $|0\rangle$ can be seen as equivalent to a transmission coefficient which characterizes the probability for a beam to go through a partially reflecting mirror. The analogy with the beam-splitter can be extended to one of interest to this chapter, in which the evolution of $\lambda(t)$ is reversed and the critical gap is crossed again. This complete cycle is known as a Landau-Zener-Stückelberg (LZS) process. At the end of a LZS cycle, the probability of staying in the $|0\rangle$ state can be approximated by the following formula [199]:

$$P_{\text{LZS}} = 4P_{\text{LZM}} (1 - P_{\text{LZM}}) \sin(\theta_{12} - \Phi_S), \quad \text{with} \quad \theta_{12} = \int_{t_1}^{t_2} \Delta(t) dt.$$  \hspace{1cm} (5.3)

The times $t_1$ and $t_2$ define the interval between the two crossings of the gaps. The phase $\Phi_S$ is called the Stokes phase and it is determined entirely by the form of the minimum gap – hence it does not depend on the annealing velocity $\nu$. On the other hand, the dynamical phase $\theta_{12}$ is inversely proportional to $\nu$; or equivalently, it is directly proportional to the total time of the cycle $\tau \propto 2\nu^{-1}$. As a result, Eq. (5.3) implies that one should expect oscillatory behavior, with respect to $\tau$, for the probability of finishing the cycle in the same state as which the cycle was started. Such oscillatory behavior is known as Stückelberg oscillations [200]. Despite its simplicity, the LZM problem has found
Figure 5.1: Quantum hysteresis as measured by ground state fidelity \( |\langle \varphi_{\text{Ins}}^{GS}(\lambda(t)) | \psi(t) \rangle| \) as a function of \( \lambda(t) \) when the interaction parameter performs a cycle as specified by Eq. (5.1). The DM system size is \( N = 33 \). The cycle time \( \tau = 2/\nu \) in each case is characterized by an annealing velocity \( \nu \): (a) \( \log_2(\nu) = -8.46 \), (b) \( \log_2(\nu) = -4.46 \), and (c) \( \log_2(\nu) = 2.94 \). Hence the annealing velocity \( \nu \) increases from (a) to (c). Inset in panel (a) shows the time profile of the annealing parameter cycle \( \lambda(t) \) specified by Eq. (5.1).

an enormous range of applications in various experimental situations. Also, some generalizations of its concepts can be performed in order to tackle the dynamics in situations involving more than two levels [201, 202, 203]. Whether it can be extended to provide a full, formal description of the DM hysteresis results studied here, remains an open challenge.

Although the LZM and LZS can serve as a guide for understanding the full numerical results of the DM, the complexity of the DM’s non-equilibrium quantum dynamics involves many more than two energy levels. For any value of \( \lambda(t) \), there is a set of instantaneous eigenstates \( |\varphi_n(\lambda(t))\rangle \). If \( |\psi(t)\rangle \) represents the actual dynamical state, we can express the probability of being in the instantaneous eigenstate \( n \) as follows:

\[
P_n(t) = \left| F(\varphi_n(\lambda(t)), \psi(t)) \right|^2
\]

where \( F(\varphi_n(\lambda(t)), \psi(t)) = |\langle \varphi_n(\lambda(t)) | \psi(t) \rangle| \) is the instantaneous fidelity of the \( n \) state. We consider the ground state fidelity \( F(t) = |\langle \varphi_{\text{Ins}}^{GS}(\lambda(t)) | \psi(t) \rangle| \) as a reference quantity for characterizing the quantum hysteresis, where \( \varphi_{\text{Ins}}^{GS}(\lambda(t)) \) is the ground state of the Hamiltonian that corresponds to time \( t \). In Fig. 5.1 we plot the dependence of the function \( F(t) \) for different values of \( \nu \). Despite the fact that the finite-size DM has no true QPT, the system dynamics reveal significant differences between what would be the normal phase \( (\lambda(t) < \lambda_c) \) and the superradiant one. This manifests itself in the curves since all functions \( F(t) \) start to depart from their initial value of unity after a threshold near the QCP is crossed. As can be deduced from Fig. 2.3(b), the critical point of the finite-size model is slightly above the TL critical value, displaced to the right in the plot. The crossing of the phase-boundary also manifests itself in the return stage of the cycle. In general, one can see that the normal phase tends to stabilize the behavior while the superradiant phase is the one in which most changes emerge.
Very low values of $\nu$ (or equivalently, very high values of $\tau$) correspond to almost zero probability of exciting the system. Therefore the system essentially follows the instantaneous eigenstate during its entire time evolution. This regime can hence be labelled the near adiabatic limit: see Fig. 5.1(a). In the other extreme of very short cycle times, the system is simply not able to respond to the change of the Hamiltonian. Hence it remains frozen in the initial state. This is the sudden quench limit: see Fig. 5.1(c). In this limit, the decrease in the fidelity is due to the differences between the instantaneous ground state and the starting one as predicted by the QPT. Hence this change is concentrated around the QCP. In between these two limits, strong memory effects occur as shown in Fig. 5.1(b). The trajectories enclose an area that can be referred to as a signature of quantum hysteresis behavior. Recent experimental realizations of the DM [49] show results of such possible effects.

In order to better understand the transition between the near adiabatic and sudden quench limits, we present in Fig. 5.2(a) a dynamical profile of the time evolution of the ground state fidelity for a wide range of annealing velocities. It is clear that there is a non-monotonic path between the $\nu \to 0$ limit (i.e. logarithm of $\nu$ is negative) and $\nu \to \infty$ limit (i.e. logarithm of $\nu$ is positive). In Fig. 5.2(b) we are able to clearly distinguish three regimes based on the behavior of the final fidelity as a function of $\nu$. These are (i) near adiabatic, (ii) intermediate regime, and (iii) sudden quench. Complex oscillations arise as a function of $\nu$ in the near adiabatic regime. This is a many-body version of the Stückelberg oscillations as defined in Eq. (5.3). The amplitude of being either in the ground or the first excited state, accumulates a dynamical phase until the system returns to the QCP, at which point these two channels interfere with each other and hence form the oscillatory pattern seen in
the left part of Fig. 5.2(b). As is also evidenced in Fig. 5.1(a), the time interval $\tau/4 < t < 3\tau/4$ (i.e. when the system is in the superradiant phase) is dominated by oscillations that tend to disappear as the annealing velocity increases. These oscillations are restricted to the superradiant phase because it is only in this interval that there is a non-negligible transition amplitude between the ground and first excited state, due to a significant change of the ground state as a function of $\lambda$. The near adiabatic region is the closest to a LZS cycle in the sense that only the ground state and first excited state of the DM are significantly excited, and hence a two-level approximation is feasible. That is why both the Stückelberg oscillations and the superradiant phase oscillations are only relevant for slower cycles. For faster cycles, part of the evolution information leaks to higher excited states so that the simplified LZS scenario is no longer valid.

Notwithstanding the oscillatory behavior, the near-adiabatic regime has a general tendency to show an increase in memory effects as the cycles get faster, which is evidenced by the discrepancy between the initial and final fidelities in Fig. 5.2(b). However this tendency has an upper limit, after which the intermediate regime begins. This intermediate regime is characterized by a monotonic decrease of the difference $F(0) - F(\tau)$ as the annealing velocity increases. As can be seen in the inset of Fig. 5.2(b), in this intermediate regime the system loses any ability to follow the instantaneous ground state during the superradiant phase, but somehow manages to have a finite probability of remaining in the ground state of the normal phase after the cycle is completed. This can be interpreted as the system being significantly quenched only during its passage to the superradiant phase, in a process that cannot longer be approximated as an LZM. In previous works, we have shown that this process is fundamentally a squeezing mechanism in both subsystems, followed by a generation of light-matter entanglement [17, 18]. This process becomes increasingly irrelevant in terms of being able to change the initial state as $\nu$ increases in the intermediate regime, since the system has less and less time to undergo any changes. This explains the monotonic tendency toward reduced hysteresis effects as the sudden quench limit is reached.

In addition to the ground state fidelity, we have analyzed the quantum hysteresis by looking at the light-matter entanglement generated by the cycle in terms of von Neumann entropy. Given a subsystem $A$, the von Neumann entropy is defined as:

$$S_N = -\text{Tr} \hat{\rho}_A \log(\hat{\rho}_A), \quad \hat{\rho}_A = \text{tr}_B \{|\psi\rangle\langle\psi|\}$$

where $B$ is the complementary subsystem and the total system is in a total state $|\psi\rangle$ that is pure. When the total system is in such a pure state, the entropy of subsystem $A$ is equal to the entropy of its complementary subsystem $B$, and this quantity $S_N$ is a measure of the entanglement between both subsystems. The natural choice for such a bipartition of the DM is where one subsystem is the light (i.e. the radiation mode) and the other subsystem is the matter (i.e. the set of $N$ qubits). Figures 5.3(a-b) show results for the von Neumann entropy for the cases discussed so far in this chapter for ground state fidelity. Since the DM is a closed system (i.e. a pure quantum state with a unitary evolution), the increase of $S_N$ in each subsystem is synonymous with an irreversible interchange of information between the light and matter during the cycle, hence providing a more direct thermodynamical interpretation for the memory effects of the cycle.

In Figs. 5.3(a-b), the near adiabatic regime shows a new aspect of interest: the von Neumann en-
tropy is not always increasing over time, which means that for slow annealing velocities, information is not always dispersing from light to matter and vice versa. Instead, there is some level of feedback for each subsystem, so that they are still able to retain some of their initial state independence. However, this feedback becomes increasingly imperfect so that at annealing velocities near the boundary with the intermediate regime, the information mixing attains maximal levels. After that, the mixing of information between light and matter is always a monotonic dispersion process, which becomes reduced as the time of interaction is reduced more and more. This establishes a striking difference between the lack of memory effects in the adiabatic and sudden quench regimes: the former’s cycle comprises a large but reversible change, while the latter’s cycle is akin to a very small but irreversible one. In practice, both mean relatively small changes to the initial condition – however this is a consequence of two very different properties. This interplay between actual change and its reversibility may explain why the transition between those two regimes is more intricate that might initially have been imagined.

We want to emphasize that our numerical results has performed an extensive convergence tests. As a guide to identify the required truncation in the Fock space we show in Fig. 5.4 the dynamical profile of the radiation reduced density matrix elements $\langle n | \rho_b | n \rangle$ for several values of the quenching velocity $\nu$.

According to these figures it is evident that the optimum truncation of the Fock space depends on the quenching velocity.
Figure 5.4: Dynamic profile of values the matrix element $\langle n | \rho_b | n \rangle$ as a function of time dependent radiation-matter parameter $\lambda(t)$, where $\rho_b$ is a density matrix for the bosonic Fock state $|n\rangle$. Left panel (a): $\log_2 (\nu) = -8.46$. Right panel (b): $\log_2 (\nu) = -4.46$.

### 5.3 Conclusions

We have presented a quantum hysteresis analysis of the finite-size DM in cycles that cross the QPT from the non-interacting to the strong coupling regime and back again. In order to explore and quantify the resulting collective memory effects, we have employed the ground state fidelity and the light-matter entanglement measured through the light and matter von Neumann entropy. The former measure is more oriented to adiabatic quantum control, while the latter is more related to quantum information and quantum thermodynamics. We have identified the entire range of regimes of the cyclic dynamical process: from the adiabatic limit at small annealing velocities, to the sudden quench regime. This revealed that the transition between these two regimes is by no means a trivial one, due to an interplay between the amount of change undergone by the system as compared to the reversible character of that change. Towards the near adiabatic regime, some degree of reversibility is possible despite the system being forced to undergo large changes, which means that information can still go back and forward between the light and matter subsystems. This generates an oscillatory behavior comparable to LZS processes. By contrast towards the sudden quench regime, the information exchange between light and matter is always dispersive but gets smaller and smaller as the interaction times are reduced. These two regimes could have their own interesting applications which we leave for future exploration. In particular, the interference occurring in the near adiabatic regime could be important for spectroscopy applications, since it reveals details of the interaction during the hysteresis process. By contrast, characterization of the intermediate regime is important for quantum control, since it improves understanding of the squeezing process that precedes the dynamical generation of light-matter entanglement.
In this chapter, we continue to explore the non-equilibrium dynamics in driving light-matter systems. We study the impact of such a pulsed coupling on the light-matter entanglement in the Dicke model as well as the respective subsystem quantum dynamics. Our dynamical many-body analysis exploits the natural partition between the radiation and matter degrees of freedom, allowing us to explore time-dependent intra-subsystem quantum correlations by means of squeezing parameters, and the inter-subsystem Schmidt gap for different pulse duration (i.e. ramping velocity) regimes – from the near adiabatic to the sudden quench limits. In this way, we show that a pulsed stimulus can be used to generate many-body quantum coherences in light-matter systems of general size. We identify a novel form of dynamically-driven quantum coherence emerging for general $N$ and without having to access the empirically challenging strong-coupling regime. Its properties depend on the speed of the changes in the stimulus. Non-classicalities arise within each subsystem that have eluded previous analyses. Our findings show robustness to losses and noise, and have potential functional implications at the systems level for a variety of nanosystems, including collections of $N$ atoms, molecules, spins, or superconducting qubits in cavities – and possibly even vibration-enhanced light-harvesting processes in macromolecules.
CHAPTER 6. ENTANGLEMENT AND SCHMIDT GAP IN A DRIVEN DM
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6.1 Introduction

The understanding, characterization and manipulation of non-equilibrium correlated many-body systems has benefitted from several remarkable experimental and theoretical advances in recent years [13, 204]. Although, by definition, any laboratory sample will necessarily interact with its laboratory environment [205], modern technologies have succeeded in isolating quantum systems to a significant degree within a large variety of experimental settings [206, 207, 208]. Many of these realizations can be regarded as particular cases of an interaction between matter and radiation, or some other form of bosonic excitation field. From a theoretical point of view, many of these systems can be modeled to a reasonable approximation by considering the matter subsystem as two-level systems (qubits) and the radiation subsystem as a set of independent harmonic oscillators. Examples of such modeling include cavity QED [209, 210] and circuit QED [211, 212], impurities immersed in BECs [213, 214, 215], and artificial atoms of semiconductor heterostructures interacting with light [216] or with plasmonic excitations [217]. Since these systems contain various degrees of freedom, their theoretical study has been traditionally approached using approximate perturbative methods [205].

Most of the theoretical treatments to date rely on the assumption that the matter-radiation interaction is static, and either very weak or very strong. However from an empirical perspective, these regimes do not represent any technological boundary – indeed, the coupling strength in real systems is quite likely to be in between these limits. The potential richness of effects in this intermediate case and in the regime of non-static coupling, is therefore of significant interest for temporal quantum control in practical quantum information processing and quantum computation. On a more fundamental level, an open-dynamics quantum simulator would be invaluable for shedding new light on core issues at the foundations of physics, ranging from the quantum-to-classical transition and quantum measurement theory [218] to the characterization of Markovian and non-Markovian systems [112, 219, 220].

In fact, the interactions between electronic excitations in matter and quantized collective excitations, lie at the heart of conventional condensed matter physics - in which the focus is on periodic systems - as well as nanostructures which are increasingly being fabricated from materials of common interest to chemists, physicists and biologists. Characterizing how collective quan-
tum behavior can be generated in such systems, and what its properties are, represents a challenging research area – and also an important technological one, e.g. for quantum information processing – since each system is ultimately a many-body quantum system embedded in an environment. Of particular interest is the issue of correlations or ‘coherence’ in such systems, which in its purest quantum mechanical form manifests itself as many-body quantum entanglement. Recently, new experimental setups have shown a high degree of control of coherence in scenarios involving elementary boson excitations or confined photons interacting with atoms, molecules or artificial nanostructures in cavities \[221,222,223\]. Interest in the resulting collective coherences now extends beyond the realm of inorganic materials, to organic and biomolecular systems for which there is an ongoing debate concerning the origin and robustness of such quantum coherences in warm environments \[222,224,225\]. For example, the recent *Nature* review of Scholes et al. \[224\] tentatively points toward a surprising ubiquity of coherence phenomena across chemical and biophysical systems that are driven by some external stimulus – typically a high-power light source which provides time-dependent perturbations that generate vibrational responses on the ultrafast scale \[224,226,227,228,229,230,231,232,233\]. It is suspected that many of these coherence phenomena involve some generic form of quantum mechanical interference between the many-body wave function amplitudes of the system’s electronic and vibrational (i.e. boson field) components \[224,228\]. Indeed there is a body of evidence \[224,227,228,230,231,232,233,234\] suggesting that coherence phenomena in chemical and biophysical systems of general size can show a surprising level of robustness and extended survival time in the presence of noise. Reference \[224\] suggests that these observations are so ubiquitous that focus should be turned toward exploring the connection between coherence and possible biological function.

Unfortunately, it is impossible to evaluate the exact quantum evolution of a driven mixed exciton-carrier-vibrational system of arbitrary size. Any theoretical analysis will therefore, by necessity, make approximations in terms of the choice of specific simplifying geometries, the specific number of system components included in the calculation (e.g. \(N = 1\) dimer as in Ref. \[228\]), choices about the coupling between the various excitations of the system, and the manner in which memory effects are averaged over or truncated. While convenient computationally, such approximations have left open the question of the fundamental nature of such coherence phenomena, and how they might possibly be generated as the number \(N\) of system components increases towards the tens, hundreds or thousands as in real experimental samples. This highlights the need for calculations that purposely avoid these conventional approximations, albeit while making others, in an effort to better understand the general many-body problem for arbitrary \(N\) and arbitrary matter-boson coupling strength.

In this chapter, we explore this dynamical regime which is opened up by manipulating the strength of the light-matter coupling in time – for example using external pulses that generate a coupling that cycles from weak to strong and back again. Specifically, we use a general, time-dependent many-body Hamiltonian, namely the Dicke model, to study the impact of a single pulse in the light-matter coupling, on the quantum correlations at the collective and subsystem levels. Exploiting the natural partition between the radiation and matter degrees of freedom, we explore the time-dependent squeezing parameters of each subsystem, and the entanglement spectrum through the Schmidt gap, for different pulse duration (i.e. ramping velocity) regimes, ranging from the near-adiabatic to the sudden quench limits. The results show that both the inter-subsystem and intra-subsystem
quantum correlations signal the emergence of the superradiant phase. In addition, in the intermediate ramping regimen, both subsystems remain entangled at the end of the applied pulse, which should be of interest for quantum control schemes.

Additionally, we study how many-body quantum coherences (specifically quantum entanglement) can be generated, and perhaps ultimately understood, for a rather generic nanostructure system coupled to a bosonic filed and subject to an external stimulus. Our approach to capturing the effects of a time-dependent field-matter interaction is via the modulation of the matter polarization generated by a time-dependent, externally applied pulse stimulus. While our calculations are not specifically designed to mimic any particular physical nor biochemical nanostructure system, we illustrate our results by referring to a hybrid qubit matter system coupled to a single-mode boson field. While we freely admit that our calculations lack the fine details of other works targeted at specific experimental systems, the generic nature of our calculations allows an examination of what might currently be missed from other calculations that adopt the traditional approximations.

6.2 Pulsed Generation of Quantum Coherences and Non-classicality in Driven DM

We now proceed to characterize the complete dynamical QPT profile by focusing on properties of each subsystem, namely the matter subsystem composed by the all-to-all (qubit) spin network, and the radiation mode subsystem. We analyze a wide range of annealing velocities \( v \), and use a logarithmic scale for showing these values of the velocity, defined by \( \Gamma = \log_2(v) \). This range varies from the slow near adiabatic regime, through the intermediate regime, to the fast sudden-quench regime.

We begin our discussion of the driven dynamics of the Dicke model by considering the diagonal elements of the reduced density matrices of the bipartition. Figure 6.1 shows the instantaneous projection of the reduced density matrix for the matter and radiation subsystems over the \( J_z \) and Fock basis respectively, for several values of the annealing velocity. For the slowest ramping (\( \Gamma = -7.76 \)), both the radiation mode and qubits remain entirely unexcited before crossing the quantum critical point \( \lambda_c \) when increasing \( \lambda \), with only the respective states of \( n = 0 \) and \( m_z = -N/2 \) being populated. After crossing \( \lambda_c \), the population is transferred to states of larger \( n \) and \( m_z \), a process that continues up to the time where \( \lambda \) starts decreasing. With the reversal of \( \lambda \) the population of large values of \( m_z \) and \( n \) is transferred back to lower values, in a highly-symmetrical form with respect to the turning point. When \( \lambda_c \) is crossed again, both the radiation field and the set of qubits become almost completely unexcited, with only the lowest values of \( m_z \) and \( n \) being populated. Since the reversal of the matter and light dynamics is not completely achieved, this corresponds to a near-adiabatic regime instead of a true adiabatic one for lower velocities).

For larger annealing velocities, the dynamic population of states with \( m_z > -N/2 \) and \( n > 0 \) remains qualitatively similar to that of the near-adiabatic limit during the linear increase of \( \lambda \). However two main qualitative differences are observed. First, this population transfer occurs further and further away from \( \lambda_c \) as \( v \) increases, indicating that the ground-state QPT is not being immediately
Figure 6.1: Projection of reduced density matrix for each subsystem. Upper panels: \( \langle n | \rho_B | n \rangle \). Lower panels: \( \langle m_z | \rho_Q | m_z \rangle \). The values of velocities are, from left to right: \( \Gamma = -7.76, -5.76, -4.76, -2.76 \). The color scale was adjusted to improve visualization of the results. System size \( N = 81 \).

captured. Second, larger values of \( n \) and \( m_z \) are reached, since a faster ramping velocity provides a stronger excitation to the system. On the other hand, the population dynamics of the \( \lambda \) reversal regime is very different to that close to adiabaticity. Even though the population is also transferred back to states of lower quantum numbers, the symmetry with respect to the turning point is lost, and at the end of the dynamics, when the matter and radiation become uncoupled, they are still highly excited. This already indicates that for large annealing velocities, the system gets so excited that it does not simply follow the decrease of \( \lambda \), which is of course only expected in the adiabatic limit. Similar asymmetric results are found in the squeezing and entanglement spectrum results shown below.

Now we describe the squeezing parameter for both subsystems, starting with the light degrees of freedom. The squeezing of light states has widely been studied in the literature. A squeezed state of light arises in a simple quantum model comprising non-linear optical processes such as optical parametric oscillation and four-wave mixing. The fundamental importance of the squeezed state is characterized by the property that the variance of the quadrature operator \( \hat{x} \) is less than the value \( 1/2 \) associated with the vacuum and coherent state. The squeezing parameter in the field mode \( \xi_B^2 \) is expressed in terms of the variance (Var) and covariance (Cov) of the field quadratures as [235]

\[
\xi_B^2 = \text{Var} (\hat{x}) + \text{Var} (\hat{p}) - \sqrt{ (\text{Var} (\hat{x}) - \text{Var} (\hat{p}))^2 + 4\text{Cov} (\hat{x}, \hat{p})^2 }.
\]

In the left panel of Figure 6.2, we present a novel way to generate a photon squeezed state. At \( t = 0 \) the quantum cavity starts in the vacuum state \( |n = 0 \rangle \). As before, the radiation-matter parameter varies as a simple linear up-down pulse, forming a triangular ramping. Our results show the exis-
Figure 6.2: Dynamic profiles of the matter subsystem in which, for fixed annealing velocities, time varies according to the direction of arrows. Left panel: Evolution $1 - \xi_Q^2$, as defined in Eq. (6.1), whenever it is greater than zero (squeezed radiation). Right: Two qubit concurrence $c_w (N - 1) = 1 - \xi_Q^2$. System size $N = 81$

tence of a specific regime of annealing velocities such that while the pulse is applied, the photon squeezing tends to increase (besides small oscillations) even after the reversal ramping of $\lambda(t)$ has started. Furthermore, we note that for this velocity regime, the final state of light has high squeezing when the final radiation-matter parameter is zero.

Now we discuss the dynamics of spin squeezing, which has also been the object of intense research in the past few decades. For example, the natural idea of transferring squeezing from light to atoms has been attracting attention both theoretically and experimentally. The notion of spin squeezing has arisen mainly from two considerations: the study of particle correlations and entanglement [236, 237, 238], as well as the improvement of measurement precision in experiments [239]. The experimental proposals for transferring squeezing from light to atoms include placing the latter in a high-Q cavity so they interact repeatedly with a single-field (not squeezed) mode [240], and illuminating bichromatic light on atoms in a bad cavity [241]. The intrinsic spin squeezing in a large atomic radiating system was studied in Ref. [242], where spin-squeezed states were generated by means of strong interatomic correlations induced by photon-exchange. Spin squeezing can also be produced via a squeezing exchange between motional and internal degrees of freedom of atoms [243]. For a detailed review, we refer to Ref. [244].

The definition of spin-squeezing is not unique [244]. For our propose we use the definition given in Ref. [236], in which a relation between entanglement for a two-qubit subsystem as measured by the Wootters concurrence $c_w$ [245] and the spin squeezing parameter $\xi_Q$ was established, namely

\[ \xi_Q^2 = 1 - (N - 1) c_w. \] (6.2)
Since each qubit is equally entangled with each other, the monogamic character of entanglement is manifested in Eq. (6.2) by the $N - 1$ factor.

In the right panel of Fig. 6.2 we show the spin squeezing for a wide range of velocities. We find a regime of intermediate annealing velocities for which the squeezing is large at the end of the pulse, which coincides with the velocity regime for which the photonic squeezing is magnified. In previous works by some of us, we showed that the intermediate velocity regime allows for the generation of entanglement [3, 17]; this is manifested in the generation of squeezing in both light and matter. A fundamental and novel feature of our results is that there is no need of ultra-strong coupling to have squeezing in both light and matter. In addition, we note that the squeezing after the pulse widely exceeds the values that would be achieved through a near-adiabatic evolution.

In this way, we are interested in the system's quantum coherences and non-classicality following pulsed perturbations. For general ramping velocity $\nu$, the amplitude of being either in the ground or the collected excited states, accumulates a dynamical phase with these channels interfering with each other and hence forming the oscillatory patterns. At low ramping velocities, the near-adiabatic regime has a general tendency to show an increase in memory effects as the cycles get faster. However for a broad range of intermediate ramping velocities (Fig. 6.3) a new regime emerges which is characterized by large quantum coherence between the bosonic (e.g. vibrational) and electronic subsystems. This process would represent a squeezing mechanism in both the electronic and vibrational subsystems, followed by the generation of electronic-vibrational coherence in the form of genuine quantum mechanical entanglement [3, 17, 18]. As the annealing velocity is further increased, the system has less and less time to undergo any changes.

The collective coherence in Fig. 6.3 is purely quantum in nature (i.e. entanglement); it involves an arbitrary number $N$ of components ($N \geq 3$); and it is achieved using any up-and-down $\lambda(t)$ and without the need to access the strong matter-bosonic field (e.g. electron-vibrational) coupling limit. This is important in practical terms since strong coupling can be hard to generate and control in a reliable way experimentally. Instead, as illustrated in Fig. 6.3 for each value of $N$, we find that the same macroscopic coherence is generated by choosing intermediate ramping velocities and undergoing a return trip, as shown. Moreover the same qualitative result as Fig. 6.3 holds for any $N \geq 3$ and becomes stronger with $N$. Hence we have shown that by the end of just one up-and-down cycle for a broad range of intermediate return trip times, a substantial amount of quantum coherence will have been generated in the $N$-component system for general $N$. This enhanced entanglement region can be seen as bounded by a maximum ramping velocity $\nu_{\text{max}}$ above which the sudden quench approximation is valid, and a minimum ramping velocity $\nu_{\text{min}}$ below which the adiabatic condition is fulfilled. $\nu_{\text{min}}$ does not depend on the maximum value of $\lambda(t)$ reached, which is to be expected since the ground state in the ordered phase has an asymptotic of $S_N \to \log 2$ and the adiabatic condition should only depend on the system size $N$. The scaling $\nu_{\text{min}} \propto N^{-1}$ that emerges, comes from a relation for the minimal energy gap at the critical threshold [18]. The upper bound $\nu_{\text{max}}$ does not depend on system size. In the near adiabatic regime, the von Neumann entropy is not always increasing with time, which means that for slow annealing velocities, information is not always dispersing from the vibrational subsystem to the molecular subsystem and vice versa. Instead, there is some level of feedback for each subsystem, so that they are still able to retain some of their initial
Figure 6.3: Collective quantum coherence generated by a simple up-and-down pulse (i.e. triangular $\lambda(t)$ indicated in first panel), as measured by the von Neumann entropy which quantifies the quantum entanglement between the electronic and bosonic (e.g. vibrational) subsystems. By the end of just one up-and-down cycle for a broad range of intermediate return trip times, a substantial amount of quantum coherence is generated in the $N$-component system for general $N$. If the external perturbation is then turned off, for example because the pulse has ended, the generated coherence will survive as long as the built-in decoherence/dephasing mechanisms in the sample allow it to last. The darker the color, the larger the quantum coherence (see color bar). The larger the $\nu$, the less negative the logarithm (i.e. higher on the vertical scale), and the shorter the return trip time. Since these results look qualitatively similar for any $N \geq 3$, they offer insight into the ubiquity of coherences observed empirically in chemical and biophysical systems [224]. Increasing $N$ simply increases the numerical value of the peak value, while choosing a smaller $\lambda(t)$ maximum just reduces the magnitude of the effect. The five points indicated along the horizontal dashed line for $N = 7$, correspond to the five specific values of time at which the sub-system Wigner functions are evaluated in the next section.

state independence. However, this feedback becomes increasingly imperfect so that at annealing velocities near the boundary with the intermediate regime, the information mixing attains maximal levels. After that, the mixing of information between vibrational and electronic subsystems is always a monotonic dispersion process, which becomes reduced as the time of interaction is reduced more and more. This establishes a striking difference between the lack of memory effects in the adiabatic and sudden quench regimes: the former’s cycle comprises a large but reversible change, while the latter’s cycle is akin to a very small but irreversible one. In practice, both mean relatively small changes to the initial condition – however this is a consequence of two very different properties. This interplay between actual change and its reversibility may explain why the transition between those two regimes is more intricate than might have otherwise been imagined.

Our system shows the novel feature of demonstrating non-classicality in both the vibrational and the electronic subsystems for arbitrary $N$. Specifically, Fig. 6.4 shows this non-classicality generated separately within each subsystem during the up-and-down $\lambda(t)$ cycle, and is represented by the Agarwal-Wigner-Function and Wigner quasi-distributions for the electronic and vibrational subsystems respectively. As $\lambda(t)$ increases from zero, the Wigner Function exhibits squeezing, with the Wigner function then splitting along the $x$ and $-x$ directions and no longer concentrated around the
Figure 6.4: (A) Electronic sub-system Agarwal-Wigner Functions $W_q$ and (B) boson field/vibrational sub-system Wigner functions $W_b$, shown at two values of $\lambda(t)$ in each portion of an up-and-down pulse cycle. The pulse cycle is depicted as the horizontal dashed line in Fig. 6.3 for $N = 7$. The $\nu$ value is purposely chosen not to be the optimal one producing the strongest coherence ($\log_2(\nu) = -5$), because we want to illustrate the type of non-classicality that can be achieved for broader values of $\nu$. Most importantly, by the end of just one up-and-down cycle, both $W_q$ and $W_b$ develop complex non-classical patterns for a broad range of intermediate return trip times and general $N \geq 3$ (see Fig. 6.3). $W_q$ and $W_b$ are phase space representations. Though positive portions may be quantum mechanical or classical, the negative portions (red and black) that appear demonstrate unambiguous non-classicality. In (A), opposite Bloch hemispheres are not shown because of symmetry: $W_q(\theta, \phi + \pi) = W_q(\theta, \phi)$. In (B), $W_b$ is represented in the $x - p$ plane of position (vertical) and momentum (horizontal) quadrature.

initial state. Increasing $\lambda(t)$ further leads to appearance of negative scars (see red portions) which are uniquely non-classical phenomena – though we stress that even positive portions of $W_q$ and $W_b$ can exhibit quantum mechanical character. Both $W_q$ and $W_b$ not only develop multiple negative regions which are a marker of non-classical behavior, but they also contain so-called sub-Planckian structures which have been related to quantum chaos. Most importantly, by the end of just one up-and-down cycle, both $W_q$ and $W_b$ have developed complex non-classical patterns, with a blend of regular and chaotic character.
6.2.1 Schmidt gap in light-matter systems

The observation several years ago of the fundamental role of entanglement on quantum criticality led to intense research on characterizing QPTs by means of different measures such as entanglement entropy and concurrence [16, 55, 56, 57, 60, 61, 62, 63, 65, 246, 247]. Shortly after, it was shown that the entanglement spectrum, i.e. the set of eigenvalues of the reduced density matrix of one subsystem resulting from a bipartition, provides valuable information on the properties of topological phases [248], and remarkably even more than the entanglement entropy. Since then, several works have analyzed the behavior of the entanglement spectrum, and in particular of the Schmidt gap (the difference between the two largest eigenvalues) close to criticality for different scenarios. These include zero-temperature QPTs [249, 250, 251], where the Schmidt gap has been suggested as an order parameter, many-body localization [252], and dynamical crossings of QPTs at different speeds [64, 253, 254, 255, 256]. The latter situation, corresponding to our point of interest in the present work, has been mostly studied for quantum spin chains. Now we discuss the dynamics of the Schmidt gap of the non-equilibrium Dicke model.

In contrast to several condensed-matter systems, the Dicke model immediately suggests a bipartition which allows for a direct study of the physical properties of subsystems of different nature, i.e. the set of qubits and the radiation field. Thus we calculate the entanglement spectrum for this bipartition which allows for a direct study of the physical properties of subsystems of different nature, i.e. the set of qubits and the radiation field. Hence we calculate the entanglement spectrum for this bipartition. In general, the dynamical state of the total system \(|\psi(t)\rangle\) is represented by the bipartite form in Eq. 2.17. A standard singular-value-decomposition therefore allows us to rewrite this state as

\[
|\psi(t)\rangle = \sum_{\alpha=1}^{\Xi} S_{\alpha}(t) |\Phi_{\alpha}^{[m_z]}(t)\rangle \otimes |\Phi_{\alpha}^{[n]}(t)\rangle,
\]  

(6.3)

with

\[
|\Phi_{\alpha}^{[m_z]}(t)\rangle = \sum_{m=-N/2}^{N/2} U_{m,\alpha}(t) |m_z\rangle, \quad |\Phi_{\alpha}^{[n]}(t)\rangle = \sum_{n=0}^{\chi} V_{\alpha,n}(t) |n\rangle,
\]

and where the unitary matrices \(U\) and \(V\) are defined on the corresponding subspaces \(\mathcal{H}_{m_z}\) and \(\mathcal{H}_n\) of the set of qubits and radiation field respectively. The new orthonormal states \(\{|\Phi_{\alpha}^{[m_z]}(t)\rangle\}\) and \(\{|\Phi_{\alpha}^{[n]}(t)\rangle\}\) are known as Schmidt states. The diagonal elements \(S_{\alpha} \geq 0\) in the expansion of Eq. (6.3) are the Schmidt coefficients, which satisfy \(\sum_{\alpha} S_{\alpha}^2 = 1\) due to the normalization of the state and are assumed to be arranged in descending order with \(\alpha\). Finally \(\Xi = \min(N + 1, \chi + 1)\) is the Schmidt rank, which corresponds to the total number of coefficients in the decomposition.

The reduced density matrices for the two subsystems, \(\rho_{m_z}(t) = \text{tr}_n (|\psi(t)\rangle\langle\psi(t)|)\) and \(\rho_n(t) = \text{tr}_{m_z} (|\psi(t)\rangle\langle\psi(t)|)\), follow directly from the Schmidt decomposition of Eq. (6.3) and are given by

\[
\rho_{m_z}(t) = \sum_{\alpha=1}^{\Xi} S_{\alpha}^2(t) |\Phi_{\alpha}^{[m_z]}(t)\rangle \langle \Phi_{\alpha}^{[m_z]}(t)|,
\]

\[
\rho_n(t) = \sum_{\alpha=1}^{\Xi} S_{\alpha}^2(t) |\Phi_{\alpha}^{[n]}(t)\rangle \langle \Phi_{\alpha}^{[n]}(t)|,
\]

which immediately shows that both \(\rho_{m_z}(t)\) and \(\rho_n(t)\) are diagonal in their respective Schmidt basis and have identical spectra. As a result, the Schmidt gap \(\Delta_S\) is defined as

\[
\Delta_S \equiv |S_2^2 - S_1^2|,
\]

(6.4)
corresponding to the difference between the two largest eigenvalues of the reduced density matrix of any of the two subsystems, and is thus a property shared by both. In the following we describe the behavior of the Schmidt gap as the QPT of the Dicke model is crossed with the triangular ramping at different annealing velocities $\nu$.

We first consider the crossing of the quantum critical point $\lambda_c = 1/2$ during the linear increase of $\lambda(t)$, corresponding to the $0 \to 1$ regime in the left panel of Fig 6.5. Since the initial state $|\psi(t = 0)\rangle$ is simply a product, only $S_1(t = 0) = 1$ is finite, while the other Schmidt coefficients are zero; thus $\Delta_S(t = 0) = 1$. During the subsequent dynamics $\Delta_S$ monotonically decreases, at a $\Gamma$-dependent rate. In the near adiabatic regime ($\Gamma \lesssim -10$) $S_1$ and $S_2$ cross and the Schmidt gap closes slightly above $\lambda_c$, which suggests that it actually captures the QPT between normal and superradiant states. This is similar to previous results of adiabatic dynamical crossings of QPTs in spin chains [64, 253, 254], where the gap closes near to the corresponding transition. However, in contrast to these cases where the Schmidt coefficients separate and continue crossing during the subsequent dynamics, here $\Delta_S$ remains being zero. As the annealing velocity increases up to the intermediate regime, the Schmidt gap maintains the same qualitative decay with $\lambda$, closes further away from $\lambda_c$ similarly to dynamical crossings on spin chains, and remains zero afterwards. However for even faster ramping processes, in the sudden quench regime ($-3 \lesssim \Gamma$), the decay of the gap is so slow that it remains finite when the reversal of $\lambda$ begins.

Now we discuss the dynamical crossing when $\lambda$ is reversed, depicted in the $1 \to 0$ regime of the left panel of Fig 6.5. The main feature of the near adiabatic ramping is that slightly above $\lambda_c$ the Schmidt gap becomes finite again, signaling the return of the system to the normal phase. More-
over, the system actually goes back to the initial product state \( |\psi(0)\rangle \), since the Schmidt gap reaches the value \( \Delta_S = 1 \) when \( \lambda = 0 \). For higher annealing velocities \( (-10 \lesssim \Gamma \lesssim -7) \) the gap shows an initial fast non-monotonic growth, after which it tends to saturate to a finite value following an oscillatory dynamics. This indicates that even though the qubit and radiation subsystems become disconnected at the end of the pulse, the total state is not just a simple product but an entangled configuration. Thus this intermediate far-from-adiabatic triangular ramping could be exploited as a protocol for preparing entangled states of non-interacting subsystems. For larger annealing velocities but before the sudden quench regime, where the Schmidt gap became zero before starting the light-matter coupling reversal \( (-7 \lesssim \Gamma \lesssim -5) \), it emerges again before crossing \( \lambda_c \) but exhibits complex dynamics including more points of closure. For somewhat higher velocities we observe a scenario where the gap remains finite during the first stage of the driving, but since the dynamics is not so slow it still becomes zero shortly after the start of the reversal stage, before crossing \( \lambda_c \) for the second time \( (-5 \lesssim \Gamma \lesssim -3) \). This no longer occurs in the sudden quench regime, where due to the very slow dynamics the Schmidt gap never closes.

6.3 Discussion about quantum coherences and non-classicality in Driven DM

The results presented in Section 6.2, in particular the similar qualitative profiles of the squeezing parameters and the Schmidt gap as a function of \( \Gamma \) and \( \lambda \), suggest that both might serve as indicators of the same non-equilibrium phenomenon. Now we briefly discuss this connection, along with a simple approach to the problem, and a possible future application.

6.3.1 Squeezing functions and Schmidt gap

In the right panel of Fig. 6.5 we show, for each annealing velocity considered, the value of \( \lambda \) at which the Schmidt gap becomes zero during its increase ramping. As previously discussed, the gap vanishes at higher values of \( \lambda > \lambda_c \) as the velocity increases, moving away from the near adiabatic limit. Close to the sudden quench regime \( (-5 \lesssim \Gamma \lesssim -2) \) this general trend continuous, even though the increase is non-monotonic as the dynamics (and thus determining the exact closing point) becomes more involved. In spite of this behavior we find that remarkably, the closure of the gap coincides (quite well for low velocities, approximately for high velocities) with the points in which the maximal squeezing parameters of both qubits and photons take place. This is also shown in the right panel of Fig. 6.5, where the different scenarios are plotted simultaneously.

Furthermore this also agrees with the values of \( \lambda \) in which the qubit and radiation order parameters become finite (see Ref. [17]). Thus the Schmidt gap can be considered as a complementary quantity to the order parameters of the Dicke model [254], as the former is finite when the latter are zero and vice versa [17]. These results suggest that both the Schmidt gap and the squeezing parameters are indicators of the emergence of the superradiant state when dynamically crossing the QPT, even at high velocity.

The behavior of these quantities is far more complex during the reversal stage. Due to the strongly-
oscillating behavior at low velocities and the more erratic dynamics at high velocities, determining correctly the vanishing point of the Schmidt gap is much more complicated. However the qualitative form of the squeezing parameters depicted in Fig. 6.2 suggests that the connection between both types of quantities remains valid.

### 6.3.2 Landau-Zener-Stuckelberg approach

A common theme running through our results is the appearance of large quantum correlations in the regime of intermediate pulse duration in the variation in $\lambda(t)$, or equivalently intermediate ramping velocity. A full many-body theory of this dynamical generation of quantum correlations is not possible at the present, and would likely require a novel theoretical technique for treating Eq. 2.15 in a non-perturbative way. However as a first step towards understanding the complex dynamics discussed here, we consider the simplest version of what happens to a quantum system when it crosses a quantum critical point driven by a time-dependent Hamiltonian. Specifically we provide a heuristic treatment by appealing to the phenomenon of Landau-Zener-Stuckelberg interferometry, by means of which possible trajectories of a quantum system interfere with each other when a transition between energy levels at an avoided crossing (a Landau-Zener transition) is crossed. As discussed in detail in Ref. [13], when a two-level system is subject to periodic driving with sufficiently large amplitude, a sequence of transitions occurs. The phase accumulated between transitions (commonly known as the Stuckelberg phase) may result in constructive or destructive interference.

Following this heuristic approach, we imagine that we can approximate the complex energy-level diagram of this many-body light-matter system as simply a ground state and an excited-state manifold, separated by some minimum energy gap $\Delta$ during the driving process. During the up-sweep alone, there is a single pass through the avoided crossing (i.e. remnant of the critical point) and so the probability that the system then ends up in this excited state manifold is given by $P_+ = P_{LZ} = \exp(-2\pi \Delta^2/4v)$ [13]. A similar result follows for the down-sweep alone. However since a pulse involves the double-passage through the avoided crossing region, the resulting probability is given by $P_+ = 4P_{LZ}(1 - P_{LZ})\sin^2\Phi$, where $\Phi$ is the sum of two separate phase contributions: one through the quasi-adiabatic portion and one through the non-adiabatic portion. Averaging over these phases, and hence averaging over the fine-scale oscillations seen in our results, the probability that the system ends up in the excited state manifold following the pulse is given by $\overline{P}_+ = 2P_{LZ}(1 - P_{LZ})$. As a crude approximate energy scale we set $\Delta = 0.5$, which is the value of $\lambda$ at which a purely static QPT occurs in Eq. 2.15. As $v$ increases, $\overline{P}_+$ rises from zero to a maximum and then decays back to zero. Its maximum value is $0.5$ which corresponds to the maximum entropy scenario in a simple two-level system. We then obtain numerically that $\overline{P}_+$ starts decaying from its maximum when $v \approx 1$. This suggests that the correlation features that we observe should also fall off for $v \rightarrow 1$ ($\Gamma \rightarrow 0$), as observed.

### 6.3.3 Future application: system-environment entanglement

Our findings are also relevant in an entirely different way: if we consider the matter subsystem as the system of interest, and the radiation subsystem as the environment, then our results provide...
new insight into how a system and its environment become entangled over time, as the system-environment interaction varies. To explore this in the future, instead of considering a single pulse as we do here, the system-environment interaction could be chosen to be a sequence of such pulses which may arrive randomly (e.g. following a Poisson distribution) or become correlated in terms of their arrival times. As such, our model and analysis can provide a first step toward a better understanding of environmental decoherence – and its flip side, quantum control – over time. This is important since a primary goal of quantum control is to reliably manipulate quantum systems while preserving advantageous properties such as coherence, entanglement, and purity. Instead of the complex interaction between the system (e.g. matter) and its surroundings (e.g. radiation) being assumed to hamper the system’s evolution, it is possible that a suitable sequence of corrective pulses might be used to provide positive feedback to the system and hence maintain its quantum coherences. We leave this for future work.

![Figure 6.6: We show evidence of the robustness of the many-body electronic-vibrational entanglement, as witnessed by quantum logarithmic negativity, to decoherence/losses. Results are shown for three representative, intermediate duration up-and-down pulses (i.e. the annealing velocities $v$ for left, middle, right panels are $\log_2(v) = -4.64$, $-3.32$, $-1.32$ respectively). Results are shown for $N = 5$ (dashed lines) and $N = 11$ (solid lines) and for several values of decoherence $\kappa$.](image)

### 6.4 Impact of losses and noise in driven DM

Following the density matrix approach of Ref. [18], we have investigated numerically how the presence of decoherence/losses to the environment in the chemical or biophysical system will affect the dynamics discussed above, as illustrated in Fig. 6.6. The widely-accepted best entanglement measurement in an open quantum system is the quantum negativity $\mathcal{N}(\rho) = \frac{1}{2} \left( |\rho_p^e|_1 - 1 \right)$ where $\rho_p^e$ is the partial transpose of $\rho$ with respect to the electronic subsystem, and $|\hat{O}|_1 \equiv \text{tr} \left\{ \sqrt{\hat{O}^\dagger \hat{O}} \right\}$ is the...
trace norm. The electronic-vibrational density matrix $\rho(t)$ evolves as [205]:

$$\frac{d}{dt} \hat{\rho} = -i \left[ \hat{H}, \hat{\rho} \right] + 2\kappa (\bar{n} + 1) \mathcal{L}(\hat{\rho}; \hat{a}) + 2\kappa \bar{n} \mathcal{L}(\hat{\rho}; \hat{a}^{\dagger})$$

(6.5)

where the Lindblad superoperator $\mathcal{L}(\rho; \hat{O})$ for the arbitrary operator $\hat{O}$ is defined as $\hat{O} \rho \hat{O}^{\dagger} - \frac{1}{2} \left\{ \hat{O}^{\dagger} \hat{O}, \rho \right\}$ and $\{\bullet, \bullet\}$ is the traditional anti-commutator. Moreover, $\kappa$ is the damping rate and $\bar{n}$ is the thermal mean photon number. All our main results survive well if the decoherence term through interaction with the environment, is anywhere up two orders of magnitudes lower than the main energy scale. Furthermore, even if dissipation is at values of just an order of magnitude below, spin squeezing effects remain highly robust, with increasing noise resistance with system size. Vibrational field squeezing surprisingly survives to dissipation regimes comparable to the Hamiltonian dynamics itself. On the other hand, detailed features of the chaotic stage (such as order parameter oscillations, negative regions, and sub-Planck structures) are far more sensitive to decoherence. These very sensitive features could be used as tools for measuring very weak forces. In our analysis, we have found that introducing small but finite values of the average number of phonons $\bar{n}$ (such as those typical at the ultra-low temperatures in most experimental realizations) does not change qualitatively the conclusions; it just slightly intensifies the process of decoherence.

### 6.5 Driven system of arbitrary size

A general nanosystem that contains an arbitrary number of components and is driven by some external perturbation beyond linear response, will have a time-dependent Hamiltonian that resembles the following schematic form:

$$H_{\text{gen}}(t) = \sum_{\{\text{vib}\}} a_{\text{vib}}^{\dagger} a_{\text{vib}} + \sum_{\{\text{ext-field}\}} b_{\text{ext-field}}^{\dagger} b_{\text{ext-field}} + \sum_{\{\text{elect}\}} c_{\text{elect}}^{\dagger} c_{\text{elect}} + \Lambda(\{\{a_{\text{vib}}\}, \{b_{\text{ext-field}}\}, \{c_{\text{elect}}\}; t)$$

(6.6)

where $\{a_{\text{vib}}\}$, $\{b_{\text{ext-field}}\}$ and $\{c_{\text{elect}}\}$ represent the set of all vibrational, externally-generated and electronic modes respectively, i.e. $\{a_{\text{vib}}\}$ includes all delocalized (phonons) and localized (vibrational) modes, $\{b_{\text{ext-field}}\}$ includes the quantization of the external field which may, for example, be photonic but is not necessarily black-body or weak. The operators $\{c_{\text{elect}}\}$ account for every electron and hence hole excitation, including those that form excitons, and therefore when the interaction $\Lambda(\ldots)$ is included, they can describe any exciton as well as free carriers, and any coupling between them. Our implementation of Eq. (6.6) accounts for an arbitrary number $N$ of nanosystem components (e.g. $N$ identical dimers from Fig. 6.7) whose excitonic levels become coupled to particular vibrational modes of the system, as in Fig. 6.7(b). The coupling between the electronic and vibrational components is enhanced by dynamical fields that can be created inside the system as a result of a strong external driving field (e.g. pulsed light). Since we are interested in nonlinear measurement techniques in which out-of-equilibrium effects arise, this induced dynamical coupling can be regarded as arising from the anharmonic interactions that tend to cycle up and down in time as the molecular system distorts in response to perturbations (e.g. external light pulse). Our
Figure 6.7: (A) **Prototype system.** As an illustration of how our general model and results might be applied in the future, this schematic diagram indicates the type of system that could mimic the dynamics that we analyze for $N$ qubits immersed in a single-mode bosonic environment. We stress that similar implementations have already been built experimentally within the atomic physics community. (B) Schematic representation of the single mode, resonant version of our model (Eq. (6.7)). Though it is not our intention to accurately describe any one implementation, we note that in the possible setting of light harvesting/processing in biochemical systems, each qubit or dimer in Fig. 6.7(A) comprises two split excitonic energy levels with separation $\epsilon$ which can be regarded as the basic two-level component in our $N$-component system. The coupling ($\lambda(t)$) is time-dependent in order to capture the complex swathe of additional non-equilibrium, anharmonic interactions that can be generated in the system by an external pulsed stimulus.

This approach makes the reasonable assumption that the driven system with anharmonic interactions can be described phenomenologically using classical fields instead of full quantum field operators. This has the effect of averaging over some higher-order quantum fluctuations while including others rather precisely. Specifically, we replace quadratic operator terms by a $c$-number with a time-dependent coefficient which acts as an effective pump on the remaining excitations. Reference [220] further demonstrates the reasonability of this approximation for the explicit case of control of non-Markovian effects in the dynamics of polaritons generated in semiconductor microcavities at high laser-pumping pulse intensities – however the same approach can be applied to any other Hamiltonian of the general form of Eq. (6.6). As a result, an effective classical intensity sets the coupling strength which becomes time-dependent. The resulting Hamiltonian can be written as that describing a time-dependent generalized Dicke-like model for any $N \geq 1$ [19]:

$$H_N(t) = \sum_\beta \omega_\beta a_\beta^\dagger a_\beta + \sum_{i=1}^N \sum_{\alpha_i \in i} \frac{\epsilon_{\alpha_i}}{2} \sigma_{z,\alpha_i}^i + \sum_\beta \sum_{i=1}^N \sum_{\alpha_i \in i} \frac{\lambda_{\alpha_i,\beta}^i(t)}{\sqrt{N}} (a_\beta^\dagger + a_\beta) \sigma_{x,\alpha_i}^i \quad (6.7)$$
where $\sigma_{p,\alpha_i}^i$ denotes the Pauli operators for excitation $\alpha_i$ on each component (e.g. dimer, Fig. 6.7(b)) $i$ with $p = x, z$. The first term is the set of vibrational modes $\{\beta\}$ which may or may not be localized around certain locations. The second term represents the electronic excitations $\{\alpha_i\}$ localized on each of the components $i = 1, \ldots, N$ (e.g. dimers, Fig. 6.7(b)). The two electronic states on each component may be hybrid excitonic states, e.g. $|X\rangle$ and $|Y\rangle$ in Ref. [228]. The third term gives the coupling between the electronic and vibrational terms, by means of which energy and quantum coherence can be transferred back and forth between these molecular components $\{\alpha_i\}$ and the vibrational modes $\{\beta\}$. We stress that our choice of $N$ components in Eq. (6.7) does not mean that this is necessarily the total number of molecular units in the system under study: It may happen that in practice only some portion of the macromolecular system is probed by the experiment, hence $N$ can in principle be tailored to account for this.

Our focus here is on near resonant conditions since these are the most favorable for generating large coherences. Hence we assume for the moment that each component $i$ has one multi-electron energy level separation that is approximately the same as one of the possible vibrational energies, and is also approximately the same for all $N$ components. All other electronic excitation and vibrational modes will be off resonance: including them would modify the quantitative values in our results but the main qualitative findings would remain.

Figures 4.1(a) and 4.1(b) provide a motivation for the components in our model inspired by Ref. [228], and a schematic of the resonant version of our model (Eq. (6.7)) comprising $N$ dimer pairs, where each has two hybridized excitonic states which are energy-split by $\epsilon$. Figure 6.7(a) shows the example of a possible application of our model, which features a single LHCII complex [228] that is ubiquitous in light-harvesting antennae of cyanobacteria, cryptophyte algae and higher plants [228]. Indeed LHCII is probably the most ubiquitous light-harvesting complex on the planet. There are three candidate components in each LHCII complex as shown in Fig. 6.7(a). Each comprises two hybridized excitonic states with energy splitting $\epsilon = \sqrt{\Delta^2 + 4V^2}$ where $\Delta$ is the energy difference between the two chromophores’ individual exciton states and $V$ is the dipole-dipole coupling strength that provides the inter-chromophore coupling and hence hybridization [228]. As noted in Ref. [228], the Chlb$_{a-b}$ pair has a mode around 750cm$^{-1}$ that is coupled to the electronic dynamics, and this energy is also close to the frequency of the pyrrole in-plane deformations – meaning that if driven anharmonically, it could in principle generate time-dependent couplings $\lambda(t)$ as in Eq. (6.7). We also note that even this single-mode resonance assumption can be generalized by matching up different excitation energies $\epsilon', \epsilon''$, etc. to the nearest vibrational energies $\omega', \omega''$ etc. and then solving Eq. (6.7) in the same way for each subset $(\epsilon', \omega')$ etc. For example, if the $N$ components are partitioned into $n$ subpopulations, where each subpopulation has the same resonant energy and vibrational mode but where these values differ between subpopulations, the total Hamiltonian will approximately decouple into $H^{(1)} \oplus H^{(2)} \oplus H^{(3)} \cdots \oplus H^{(N)}$. Any residual coupling between these subpopulations might then be treated as noise, as discussed later.
Temporal coupling from driving field

We now justify the claim that memory effects can arise in the exciton-vibration (XV) dynamics due to the interaction with a (controllable) exterior field, and hence justify the use of a time-dependent $\lambda(t)$. For quantum systems embedded in complex environments, where extra degrees of freedom modulate the interaction between the quantum system of interest and a large reservoir, effective non-Markovian behaviors in the quantum system dynamics arise even though the reservoir itself can be described within a Markovian approximation [257]. In our model, the memory effects are due to the parametric pulsed coupling between the exciton and the vibration modes which is represented by the time-dependent XV coupling. Although the phase imprinted by the excitation laser is lost during the first steps of electron-exciton relaxation from the high energy sector to the XV region, this is not a sufficient reason to exclude any coherent-like behavior in the relaxing XV dynamics. Indeed it can be shown that for a wide class of phase-mixed states of the pump modes, results for the signal population can be obtained that are identical to those for a coherent population of those modes. In order to clarify this critical point, we now show that our basic premise is justified for a variety of reasons. According to the extensive literature concerning previous versions of a generic Hamiltonian such as that given by Eq. (6.6), in the classical limit the system is equivalent to two coupled harmonic oscillators. This information is enough to gain analytical insight into the solution of the resulting quadratic system. The driven system in this limit is described by two coupled harmonic oscillators with a time-dependent coupling frequency. Consequently for this purpose, we will consider a simplified model for the parametric process that contains just 3 boson modes (for the sake of simplicity we describe now the $N$ dimer subsystem in the low excitation limit as an effective boson $b$ mode), as described by the Hamiltonian:

$$
\hat{H} = \omega_a \hat{a}^\dagger \hat{a} + \chi (\hat{a}^\dagger \hat{a})^2 + \omega_b \hat{b}^\dagger \hat{b} + \omega_c \hat{c}^\dagger \hat{c} + g \left( \hat{a}^\dagger \hat{b}^\dagger \hat{c}^\dagger + \hat{a} \hat{b} \hat{c} \right) \tag{6.8}
$$

where the operators $\hat{a}$, $\hat{b}$ and $\hat{c}$ correspond to the vibration, exciton and high energy controllable exciton modes as employed in the general Hamiltonian in Eq. (6.6). Note that we allow for anharmonic terms of strength $\chi$ for the vibration mode. We now consider the effect of the pump state on the dynamics of this simple, but representative, model. In particular, we consider the excitation of high energy electron states, which indirectly feeds (through relaxation process) an effective pump reservoir which follows the applied radiation pulse shape. We assume in Eq. (6.8) that

$$
\left( \hat{a}^\dagger \hat{b}^\dagger \hat{c}^\dagger + \hat{a} \hat{b} \hat{c} \right) = h(t) (\hat{a}^\dagger \hat{b}^\dagger + \hat{a} \hat{b}) \text{ where } h(t) \text{ represents the applied pulse shape. It is usually argued that the expectation value } \langle \hat{c}^\dagger \hat{c} \rangle \text{ is different from zero only if the high energy reservoir states have coherent populations. Since the laser pulse excites electrons at a higher energy, the excess energy might be expected to relax into the exciton region giving rise to a coherent interaction. However this is not necessarily the case: after non-resonant excitation, the phase imprinted by the excitation laser is generally lost. The appearance of a well-defined phase is often regarded as the true characteristic feature of a coherent state. A careful analysis of unitary dynamics from mixed states, such as those produced by incoherent relaxation processes, shows that coherent-like behaviors can indeed often be obtained. In order to justify this last claim we compute the time evolution of XV observables under two kind of pump initial states: (i) A pure initial state like $| \Psi \rangle = | 0_a \rangle | 0_b \rangle | \alpha_c \rangle$, denoting the vacuum state for both XV modes, and a pump coherent state. (ii) A statistical mixed state with no phase information at all, given by a density matrix $\hat{\rho}_P = \int_0^{2\pi} d\theta P(\theta) \hat{\Pi}_P(\theta) | \Psi \rangle \langle \Psi | \hat{\Pi}_P^{-1}(\theta)$, where
\[ \hat{\Pi}_p(\theta) = e^{i\hat{N}_\theta}, \text{with } \hat{N} = \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b} + \hat{c}^\dagger \hat{c}, \] denotes a phase smearing operator, given the fact that it takes a pump coherent state \(|\alpha_c\rangle\) to a different phase coherent state \(|e^{i\theta}\alpha_c\rangle\), leaving the XV modes in the vacuum state. The function \(P(\theta)\) fixes the pump phase smearing effect with \(P(\theta) \geq 0\) and \[ \int_0^{2\pi} d\theta P(\theta) = 1. \] Since \[ \left[ \hat{H}, \hat{N} \right] = 0, \] it follows that the time-evolution operator \(\hat{U}(t) = e^{-i\hat{H}t}\) commutes with the phase smearing operator \(\hat{\Pi}_p(\theta)\). It is now an easy task to obtain for any XV observable like \(\hat{a}^\dagger \hat{a}\), the time-evolution as

\[
\langle \hat{a}^\dagger \hat{a} \rangle_P = Tr\left\{ \hat{a}^\dagger \hat{a} \hat{\rho}_P(\theta) \right\} = \int_0^{2\pi} d\theta P(\theta) Tr\left\{ \hat{U}^{-1}(t) \hat{\Pi}_p^{-1}(\theta) \hat{a}^\dagger \hat{a} \hat{\Pi}_p(\theta) \hat{U}(t) |\Psi\rangle \langle \Psi| \right\}.
\]

Since \(\hat{\Pi}_p^{-1}(\theta) \hat{a}^\dagger \hat{a} \hat{\Pi}_p(\theta) = e^{-i\theta} \hat{a}^\dagger \hat{a}\) and \(\hat{\Pi}_p^{-1}(\theta) \hat{a}^\dagger \hat{\Pi}_p(\theta) = e^{i\theta} \hat{a}\), it follows that

\[
\langle \hat{a}^\dagger \hat{a} \rangle_P = \langle \hat{a}^\dagger \hat{a} \rangle_0 \int_0^{2\pi} d\theta P(\theta) e^{-i(k-l)\theta}
\]

where \(\langle \hat{a}^\dagger \hat{a} \rangle_0\) corresponds to the initial state with the pump in a coherent state. From Eq. (6.10) it is evident that the population dynamics of the vibrational subsystem \((k = l = 1)\) is fully insensitive to this class of phase smearing in the pump state, \(\langle \hat{a}^\dagger \hat{a} \rangle_P = \langle \hat{a}^\dagger \hat{a} \rangle_0\), as well as other vibrational correlations as long as the pump phase smearing probability \(P(\theta)\) remains practically constant.

The main physical ingredients of the general, complex XV system as given by Eq. (6.6) are captured by this simple 3-mode Hamiltonian. Therefore we can conclude that for a wide class of coherent pump-plus-relaxation process conditions, our main results on the non-Markovian evolution of the vibrational population are indeed meaningful. Hence the replacement of \(\hat{c}\)-pump operators by complex numbers – which consequently yields a time-dependent XV coupling strength \(\lambda(t)\) – is justified. Also, the range of validity of our assumption is the same as the usual one for the parametric approximation which requires a highly populated coherent state, \(|\alpha_c| \gg 1\), and short times, \(gt \ll 1\). These conditions are precisely identical to those under which we show our model fits with previous studies of XV coherence generation: high excitation and a rapid relaxation dynamics. Therefore, there is indeed a formal justification for reducing the last terms in Eq. (6.8) to \(g h(t)(\hat{a}^\dagger \hat{b}^\dagger + \hat{a} \hat{b})\) where \(h(t)\) represents the applied pulse shape – hence justifying the time-dependent interaction \(\lambda(t) \sim g h(t)\) in Eq. (6.7).

We have so far assumed a single \(\epsilon, \omega\) pair are close to each other in energy. In the limit that other pairs are also near resonance but these resonances have very different energies from \(\epsilon, \omega\), a similar dynamical coherence can develop within each of these subspaces of the full Hamiltonian (Eq. (6.7)). Each pair will have its own up-and-down return trip time (and hence ramping velocity \(v\)) for which the coherence is maximal. Since the full Hamiltonian can then be written approximately as a sum of these separate subspaces, the full many-body wave function will include a product of the coherent wavefunctions \(\Psi_{\epsilon', \omega'}(t)\) for these separate \(\{\epsilon', \omega'\}\) subspaces. In the more complex case where several pairs are close together in energy, they will each tend to act as noise for each other. Suppose that the coherence for pair \(\epsilon, \omega\) is described by \(\Psi_{\epsilon, \omega}(t)\) and it is perturbed by noise from two pairs \(\{\epsilon'', \omega''\}\) and \(\{\epsilon''', \omega'''\}\) which happen to be nearby in energy. The fact that they are dynamically generated in
the same overall system due to the same incident pulses, means that they will likely represent correlated noise. Such correlated noise from various sources can actually help maintain the coherence of \( \Psi_{\epsilon,\omega}(t) \) over time. To show this, consider the following simple example (though we stress that there are an infinite number of other possibilities using other numbers and setups, see Ref. [258]) in which we treat \( \Psi_{\epsilon,\omega}(t) \) for the pair \( \epsilon, \omega \) as a two-level system. The two subspaces \( \{\epsilon'',\omega''\} \) and \( \{\epsilon''',\omega'''\} \) each generate decoherence of \( \Psi_{\epsilon,\omega}(t) \) in the form of discrete stochastic phase-damping kicks. Such phase kicks are a purely quantum mechanical mechanism for losing coherence, as opposed to dissipation. The probability distributions of the kicks from these two subspaces are \( P_A, P_B \). In addition, the kicks are such that the kick of \( \Psi_{\epsilon,\omega}(t) \), described by the rotation angle \( \theta_2 \) is correlated to the previous rotation angle \( \theta_1 \):

\[
P_A(\theta_2|\theta_1) = \begin{cases} 
\frac{1}{3}[\delta(\theta_2) + \delta(\theta_2 + \frac{\pi}{3}) + \delta(\theta_2 - \frac{\pi}{2})], & \text{if } \theta_1 \in \{-\frac{\pi}{2}, 0, \frac{\pi}{2}\}, \\
\delta(\theta_2), & \text{otherwise}
\end{cases}
\]

\[
P_B(\theta_2|\theta_1) = \begin{cases} 
\frac{1}{3}[\delta(\theta_2 - \epsilon) + \delta(\theta_2 + \frac{3\pi}{4}) + \delta(\theta_2 - \frac{\pi}{4})], & \text{if } \theta_1 \in \{-\frac{3\pi}{4}, \epsilon, \frac{\pi}{4}\}, \\
\delta(\theta_2 - \epsilon), & \text{otherwise}
\end{cases}
\]

with similar conditions holding for all subsequent pairs \( \theta_i \) and \( \theta_{i-1} \) (see Ref. [258] for general discussion). The specific choice of angles may be generalized. The parameter \( \epsilon \) is small, and its presence just acts as a memory of which probability distribution was selected in the previous step. If \( P_A \) represents the only noise-source applied, and assuming the initial angle of rotation is 0 (i.e. \( \theta_1 = 0 \)) then \( P_A(\theta_{n-1}, \ldots, \theta_1) = \prod_{i=2}^{n} P_A(\theta_i|\theta_{i-1}) = \left( \frac{1}{3} \right)^{n-1} \). Hence if under the influence of subspace \( \{\epsilon'',\omega''\} \) (and hence \( P_A \)), the density matrix for \( \Psi_{\epsilon,\omega}(t) \) will have off-diagonal elements (which correspond to the decoherence) that decrease by a factor of 1/3 after each phase-kick. Similar arguments hold if \( P_B \) is the only noise-source applied to the system and if we assume \( \theta_1 = \epsilon \). Combining the two noise-sources (i.e. probability distributions) at random means that the angles of rotation can take on seven values, \( \{-\pi/3, -\pi/2, 0, \epsilon, \pi/3, \pi/2, \pi\} \). The decay factor now becomes exactly 2/3 in the limit of \( \epsilon \rightarrow 0 \). This means that the combination of the noise sources causes a slower decoherence of \( \Psi_{\epsilon,\omega}(t) \) than each on their own. Hence it is possible that the quantum coherence of \( \Psi_{\epsilon,\omega}(t) \) due to a near resonance of \( \epsilon, \omega \) as studied in detail in this section is actually favored by having competing coherence processes in the same system.

For completeness, we also now clarify how a time-dependent pulse of incident light can produce a time-dependent pulse of excitonic-vibrational coupling. An incident electromagnetic (light) field \( \vec{E} \) with any pulse shape will generate an internal polarization field \( \vec{P} \) within the material, given exactly by Maxwell’s Equations. The equation describing the time-domain behavior in a general, anisotropic and nonlinear medium subject to a general time and position-dependent light field \( \vec{E} \) is given by:

\[
\nabla \times \nabla \times \vec{E} + \mu_0 \sigma \frac{\partial \vec{E}}{\partial t} + \mu_0 \frac{\partial^2 \vec{E}}{\partial^2 t} \cdot \vec{E} = -\mu_0 \frac{\partial^2 \vec{P}}{\partial^2 t}
\]

in which the standard symbols have their well-known meaning from electromagnetic theory (e.g. \( \vec{\varepsilon} \) is a complex second-order tensor). If the medium is lossless then \( \sigma = 0 \) and so this equation can be rewritten as:

\[
[\nabla \times (\nabla \times) + \frac{1}{\epsilon_0 c^2} \frac{\partial^2}{\partial t^2}] \vec{E} = -\frac{1}{\epsilon_0 c^2} \frac{\partial^2 \vec{P}}{\partial^2 t}.
\]
Though nonlinear and anisotropic in general, the presence of $\frac{\partial^2}{\partial t^2}$ terms for $\vec{E}$ and $\vec{P}$ in both equations means that a pulse in $\vec{E}$ will generate a similar pulse in $\vec{P}$, and hence a pulse in the internal electric field dynamics coupling the electronic and vibrational systems (i.e. a pulse in $\lambda(t)$ as in our model Hamiltonian).

### 6.6 Conclusions

We have presented theoretical results for the quantum correlations that develop in a many-body light-matter system, as a result of dynamically manipulating the strength of the light-matter coupling – specifically, in the form of a single pulse. Our approach was to solve numerically a general, time-dependent many-body Hamiltonian, and exploit the natural partition between radiation and matter degrees of freedom. Specifically, we presented results on intra-subsystem quantum correlations, namely the time-dependent matter and radiation squeezing parameters, and the inter-subsystem Schmidt gap for different pulse duration (i.e. ramping velocity) regimes, from the near adiabatic to the sudden quench limits. The results reveal that both types of quantities signal the emergence of the superradiant state when the quantum critical point is dynamically crossed, by the maximal value of the squeezing parameters and the vanishing of the gap. It is also observed that beyond the near adiabatic limit, the light and matter subsystems remain entangled even when they become uncoupled at the end of the pulse, which could be exploited as a protocol to engineer entangled states of non-interacting systems. Thus our results should also be of interest for temporal control schemes in practical quantum information processing and quantum computation. On a more fundamental level, our results may be helpful for the development of an open-dynamics quantum simulator, for shedding new light on core issues at the foundations of physics, including the quantum-to-classical transition and quantum measurement theory [218], and characterization of Markovianity in quantum systems [112, 219, 220]. Our findings could also help shed light on system-environment entanglement, if we view the matter subsystem as the system of interest and the radiation subsystem as the environment, and if the system-environment interaction is chosen to be a sequence of pulses with different correlation properties.

However, our study has of course many limitations: the most obvious perhaps being its lack of specific chemical and biological details and hence the apparent difficulty in saying anything specific about a particular chemical or biophysical system in which coherence has been observed. But just as the physics of critical phenomena has been able to obtain predictions about systems-level behaviors of wide classes of chemically distinct materials near critical points without including all these details, so too it is possible that the phenomenon of quantum coherence is also, to a certain degree, detail-independent.

With this in mind, our findings predict that nanosystems of fairly general size and driven by pulses (e.g. due to a high power external light source or some other applied field) can show surprisingly strong quantum coherence and non-classicality without necessarily passing to the strong coupling regime, but instead through its dynamics – in particular, the speed of the dynamical changes that are induced. As we show in Fig. 6.3, the resulting coherence builds up during the up-and-down ramping associated with an external driving pulse (e.g. light pulse) and is large at the end of it. If this ramping
is then turned off, for example because the pulse has ended, the generated coherence will survive as long as the built-in decoherence/dephasing mechanisms allow it to last. Our calculations show that it could remain for a significant time if the noise is not too large. Our approach complements existing work in that we avoid the usual type of approximations prevalent in the coherence literature [224] and instead present results that in principle apply to general \( N \geq 3 \). The Hamiltonian that we consider is purposely simpler and more generic than many studied to date in order that we can focus attention on understanding the conditions under which optimal coherence can be generated and hence become available for functional use. Though we considered the coupling \( \lambda \) to be taken to a relatively modest value (\( \sim 1 \)) and returned, even lower maximum values will give qualitatively similar effects.

What about the functional advantage of such coherence? A functional advantage for \( N = 1 \) has already been discussed in Ref. [228]: in particular, the exciton energy can be transferred coherently from a pure exciton state in a single dimer component, to a mixed excitonic-vibrational state as shown by the individual components in Fig. 6.7(a). Given that our results apply in principle to an arbitrary number \( N \) of components, and these components may in principle have significant spatial separations, our results suggest a new systems-level functional advantage in terms of being able to transfer energy and information coherently throughout the entire \( N \)-body collective. In particular, since each component (i.e. dimer in Fig. 6.7) contributes to an important energy transfer pathway towards exit sites, as discussed in Ref. [228], our finding of emergent quantum coherence underpinned by sub-system non-classicalities, implies a systems-level benefit, as opposed to the local advantage for \( N = 1 \) [228].

There should also a wider range of interest in these findings, e.g. aggregates of real or artificial atoms in cavities and superconducting qubits [9, 10], as well as trapped ultra-cold atomic systems [11, 12, 13], the collective generation and propagation of entanglement [16, 17, 18, 57, 59, 176], the development of spatial and temporal quantum correlations [67, 177], critical universality [19], and finite-size scalability [180, 181]. Hence the effects described in this chapter may be accessible under current experimental realizations in a broad class of systems of interest to physicists. As a result, our findings should be of interest for quantum control protocols which are in turn of interest in quantum metrology, quantum simulations, quantum computation, and quantum information processing [182, 183, 184, 185, 186].
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InhomogeneousKibble-Zurekmechanism

The Kibble-Zurek mechanism is a highly successful paradigm to describe the dynamics of both thermal and quantum phase transitions. It is one of the few theoretical tools that provide an account of non-equilibrium behavior in terms of equilibrium properties. It predicts that in the course of a phase transition topological defects are formed. In this chapter, we elucidate the emergence of adiabatic dynamics in an inhomogeneous quantum phase transition. We show that the dependence of the density of excitations with the quench rate is universal and exhibits a crossover between the standard KZM behavior at fast quench rates, and a steeper power-law dependence for slower ramps. Local driving of quantum critical systems thus leads to a much more pronounced suppression of the density of defects, that constitute a testable prediction amenable to a variety of platforms for quantum simulation including cold atoms in optical gases, trapped ions and superconducting qubits. Our results establish the universal character of the critical dynamics across an inhomogeneous quantum phase transition, that we proposed for favoring adiabatic dynamics.

This chapter is published in reference [6]: F. J. Gómez-Ruiz, A. del Campo. Universal Dynamics of Inhomogeneous Quantum Phase Transitions: Suppressing Defect Formation. Phys. Rev. Lett. 122, 080604 (2019).
7.1 Introduction

The development of new methods to induce or mimic adiabatic dynamics is essential to the progress of quantum technologies. In many-body systems, the need to develop new methods to approach adiabatic dynamics is underlined for their potential application to quantum simulation and adiabatic quantum computation.

The Kibble-Zurek mechanism (KZM) is a paradigmatic theory to describe the dynamics across both classical continuous phase transitions and quantum phase transitions [23, 24, 184, 195, 196, 259, 260]. The system of interest is assumed to be driven by a quench of an external control parameter $h(t) = h_c(1 - t/\tau_Q)$ in a finite-time $\tau_Q$ across the critical value $h_c$. The mechanism exploits the divergence of the relaxation time $\tau(\epsilon) = \tau_0/|\epsilon|^z$ (critical slowing down) as a function of the dimensionless distance to the critical point $\epsilon = (h_c - h)/h_c = t/\tau_Q$, to estimate the time scale, known as the freeze-out time $\hat{t}$, in which the dynamics ceases to be adiabatic. The dynamics is therefore controlled by the quench time $\tau_Q$ and by $z$ and $\nu$, which are referred to as the dynamic and correlation-length critical exponent, respectively. The central prediction of the KZM is the estimate of the size of the domains in the broken symmetry phase using the equilibrium value of the correlation length $\xi(\epsilon) = \xi_0/|\epsilon|^\nu$, at the value $\epsilon(\hat{t}) = \hat{\epsilon}$. As a result, the average domain size exhibits a universal power-law scaling dictated by $\xi(\hat{t}) = \xi_0(\tau_Q/\tau_0)^{\nu/(1+z\nu)}$. At the boundary between domains, topological defects form. In turn, the density of defects is set by $d = \xi(\hat{t})^{-1} \sim \tau_Q^{\beta_{KZM}}$ with $\beta_{KZM} = \nu/(1+z\nu)$. The KZM constitutes a negative result for the purpose of suppressing defect formation, given that in an arbitrarily large system, defects will be formed no matter how slowly the phase transition is crossed. This has motivated a variety of approaches to circumvent the KZM scaling law and favor adiabatic dynamics, including nonlinear protocols [261, 262], optimal control [263, 264, 265], shortcuts to adiabaticity [266, 267, 268], and the simultaneous tuning of multiple parameters of the system [269], to name some relevant examples [270].

Test-beds for the experimental demonstration of universal dynamics at criticality are often inhomogeneous, and it is this feature which paves the way to defect suppression. Under a finite-rate quench of an external control parameter, the system does not reach the critical point everywhere at once. Rather, a choice of the broken symmetry made locally at the critical front can influence the subsequent symmetry breaking across the system, diminishing the overall number of defects. In this scenario, the paradigmatic KZM fails, and should be extended to account for the inhomogeneous character of the system [271, 272, 273, 274, 275, 276]. An Inhomogeneous Kibble-Zurek mechanism (IKZM) has been formulated in classical phase transitions [272, 275, 276] following the early insight by Kibble and Volovik [277]. The current understanding is summarized in [278, 279]. Its key predictions are a suppression of the net number of excitations with respect to the homogeneous scenario, and an enhanced power-law scaling of the residual density of excitations as a function of the quench rate.

In classical systems, numerical evidences in favor of the IKZM have been reported [275]. Three experimental groups have reported an enhanced dependence of the density of kinks with the quench rate across a structural continuous phase transition in trapped Coulomb crystals [280, 281, 282]. However, a related experiment testing soliton formation during Bose-Einstein condensation of a
trapped atomic cloud under forced evaporative cooling was consistent with the standard KZM in a homogeneous setting [283]. In addition, a verification of the power-law in both numerical studies and experiments has been limited by the range of testable quench rates and defect losses. Defect suppression induced by causality has also been shown to play a role in inhomogeneous quantum systems, that have so far been explored by numerics and adiabatic perturbation theory [273, 274, 284, 285, 286, 287].

In this chapter, we establish the universal character of the critical dynamics across an inhomogeneous quantum phase transition and the validity of the IKZM in the quantum domain. We show that the dependence of the density of excitations with the quench rate is universal and exhibits a crossover between the standard KZM at fast quench rates, and a steeper power-law dependence for slower ramps, that favors defect suppression.

7.2 Dynamics of an inhomogeneous quantum phase transition

The one-dimensional inhomogeneous quantum Ising model in a transverse magnetic field $h$ describes a chain of $L$ spins with the Hamiltonian

$$\hat{H}_0 = -\sum_{n=1}^{L-1} J(n) \hat{\sigma}_n^z \hat{\sigma}_{n+1}^z - \sum_{n=1}^{L} h(t) \hat{\sigma}_n^x.$$  \hspace{1cm} (7.1)

The setup (8.1) is schematically represented in Figure 7.1.

Its homogeneous version ($J(n) = J$) is a paradigmatic model to study quantum phase transitions [14], and its quantum simulation in the laboratory is at reach in a variety of quantum platforms including superconducting circuits [288], Rydberg atoms [289] and trapped ions [290]. The homogeneous transverse-field Ising model (H-TFQIM) exhibits a quantum phase transition at $h_c = \pm J$ between a paramagnetic phase ($|h| > J$) and ferromagnetic phase ($|h| < J$). Therefore, it is convenient to introduce the reduced parameter $\varepsilon = (J - h)/J$. The gap between the ground and excite state closes as $\Delta = 2|J - h|$, so the relaxation time $\tau = h/\Delta = \tau_0/|\varepsilon|$ diverges as the system approaches the critical point (critical slowing down). The equilibrium healing length reads $\xi = 2J/\Delta = 1/|\varepsilon|$ in units of the lattice spacing. The critical dynamics of a H-TFIM is well-described by the standard KZM[184, 260]. The nonadiabatic dynamics results in the creation of topological defects. In the classical case, the latter are formed at the boundary between adjacent domains in the broken symmetry phase and are known as ($\mathbb{Z}_2$) kinks. These excitations involve coherent quantum superpositions and are generally delocalized [291]. This is particularly the case in translationally invariant systems [292]. The quantum KZM sets the average distance between kinks by the equilibrium value of the correlation length at the instant when the dynamics ceases to be adiabatic [292, 293, 294, 295]. This time scale known as the freeze-out time can be estimated by equating the relaxation time to the time elapsed after the critical point, $\tau(\hat{t}) = |\varepsilon/\dot{\varepsilon}|$, whence it follows that $\hat{t} = \sqrt{\tau_0/\tau_Q}$. The density of topological defects $d \sim \xi(\hat{t})^{-1}$ scales then as

$$d_{KZM} = \frac{1}{\sqrt{2J\tau_Q/\hbar}}.$$  \hspace{1cm} (7.2)
Figure 7.1: *Left panel:* Schematic illustration of a one-dimensional transverse-field quantum Ising chain with a symmetric spatial modulation of the tunneling amplitude $J(n)$ (vertical arrow). As the homogeneous magnetic field $h(t)$ (red line) is decreased, the critical point is first crossed locally at the center of the chain. Subsequently, the critical front spreads sideways at a speed $v_F(n)$ that can be controlled by the quench rate. *Right panel:* Schematic illustration of a symmetric spatial modulation of the tunneling amplitude $J(n)$ given by Eq. (7.3) for different values of $q$.

An exact calculation shows that $d = \frac{1}{2\pi} d_{KZM}$ [292]. We wish to investigate how this paradigmatic scenario is modified in inhomogeneous quantum phase transitions, extending in doing so the IKZM to the quantum domain. We consider a smooth spatial modulation of the tunneling amplitude $J(n)$ with maximum at $n = 0$ and refer to (8.1) by I-TFQIM in this case.

$$J(n) = J(0) \left(1 - \alpha_q |n| q\right).$$  

(7.3)

To keep the same end values of $J(n)$ at $n = \pm L/2$ for different values of $q$, the constant $\alpha_q$ includes a dependence on $q$. For two different values of $q = q_1, q_2$, the corresponding constants are related by $\alpha_{q_1} = \alpha_{q_2} |L/2|^{q_2 - q_1}$. In right panel of the figure 7.1, we show the symmetric spatial modulation considered in Eq. (7.3). The choice of $\alpha_q$ is such that the interaction coupling at the edges of the chain recovers the value in the homogeneous Ising model $J(n) = J \sim 1$, that we use as a reference. Further, we let the quench of the magnetic field to be homogeneous and with constant rate $\tau_Q$,

$$h(t) = J(0) \left(1 - \frac{t}{\tau_Q}\right),$$  

(7.4)

during the time interval $t \in [-\tau_Q, \tau_Q]$. Alternatively one could consider the driving of a homogeneous system with a spatially-dependent magnetic field. We introduce the dimensionless control parameter $\varepsilon(n, t) = \frac{h(t) - J(n)}{J(n)}$ that provides a notion of local distance to the critical point. It takes values $\varepsilon(x, t) > 0$ in the high symmetry (paramagnetic) phase, reaches $\varepsilon(x, t) = 0$ at the critical point, and the broken-symmetry phase for $\varepsilon(x, t) < 0$ (ferromagnetic phase). In what follows, we consider the case in which the system is initially prepared deep in the ground state of the paramagnetic phase such that $\varepsilon(n, t) > 0$ everywhere in the chain.

As a result of the spatial modulation of $J(n)$, we introduce an effective quench rate with a spatial
dependence, \( \tau_Q(n) = \tau_Q \frac{J(n)}{J(0)} = \tau_Q (1 - \alpha_q |n|^q) \). From the condition \( \varepsilon(x_F, t_F) = 0 \), the time at which criticality is reached at the site \( n_F = n \) is \( t_F = \tau_Q \alpha_q |n|^q \) and thus \( \varepsilon(n, t) = [t - t_F(n)]/\tau_Q(n) \). This expression determines the trajectory of the critical front and yields the following estimate for the local front velocity

\[
v_F = \frac{1}{\alpha_q q \tau_Q |n|^q - 1}.
\]

(7.5)

The divergence of the front velocity in the neighborhood of \( n = 0 \) is consistent with the fact that the modulation of \( J(n) \) for \( q > 1 \) is flattened and the quench is locally homogeneous (\( v_F \to \infty \)) in this region. Topological defects may only form in regions where the front velocity \( v_F \) surpasses the speed of sound \( s(n) = 2J(n)/\hbar \). Assuming that this condition is only satisfied around \( n = 0 \), the speed of sound can be approximated by the constant \( s(n) \approx s(0) \) and the the half-size of such region can be estimated as

\[
|\hat{n}| < \left( \frac{\hbar}{2\alpha_q q \tau_Q J(0)} \right)^\frac{1}{q - 1},
\]

(7.6)

The effective size of the system for kink formation is simply \( 2|\hat{n}| \) and one can thus expect a suppression of the total number of defects by a factor \( 2|\hat{n}|/L \) with respect to the homogeneous scenario (\( J(n) = J(0) \)). The net density of defects is estimated to be given by

\[
d \sim \frac{2|\hat{n}|}{L \xi(\hat{t})}.
\]

(7.7)

whenever \( q > 1 \). Assuming \( \alpha_q |\hat{n}|^q \ll 1 \), one can use the estimate of the homogeneous KZM for the average distance between kinks \( \xi(\hat{t}) \). As a result, the estimate of the IKZM for the net number of defects in the I-TFQIM reads

\[
d_{\text{IKZM}} = \frac{2}{L} \left( \frac{1}{\alpha_q} \right)^\frac{1}{q - 1} \left( \frac{\hbar}{2J(0)\tau_Q} \right)^\frac{q+1}{2q - 2}.
\]

(7.8)

The density of defects (7.8) thus scales as a power-law \( d_{\text{IKZM}} \sim \tau_Q^{-\beta_{\text{IKZM}}(q)} \) in which the power-law exponent \( \beta_{\text{IKZM}}(q) = \frac{q+1}{2q - 2} \) depends explicitly on \( q \). We note that for large values of \( q \), the power-law exponent \( \beta_{\text{IKZM}}(q) \) reduces to that in homogeneous systems. The power law in Eq. (7.8) is the analogue in spatially inhomogeneous systems of the expression for the density of defects generated in the passage through a quantum critical point induced by a nonlinear quench in the time domain [261, 262]. Specifically, the latter scenario concerns a homogeneous system driven by a homogeneous field such that \( \epsilon = |t/\tau_Q|^r \), and leads to density of defects \( d \propto \tau_Q^{-\frac{r+\nu}{1+r+\nu}} \).

We further note that inhomogeneous driving results in a power-law suppression of the density of defects with respect to the homogeneous scenario

\[
\frac{d_{\text{IKZM}}}{d_{\text{KZM}}} = \frac{2}{L} \left( \frac{\hbar}{2\alpha_q q \tau_Q J(0)} \right)^\frac{1}{q - 1}.
\]

(7.9)
From experimental point view, the parabolic spatial modulation $q = 2$ often arises in trapped systems using the local density approximation [278] and it is accessible in quantum simulators [288, 289, 290]. Easily, the experimental limit can be achieved as a smooth spatial modulation. Using a Taylor series expansion, from Eq. (7.3) can be locally approximated by a quadratic function of the form

$$J(n) = J(0)(1 - \alpha n^2) + \mathcal{O}(n^3).$$

As a result, the estimate of the IKZM for the net number of defects in the I-TFQIM reads

$$d_{\text{IKZM}} = \frac{1}{\alpha L} \left[ \frac{\hbar}{2J(0)\tau_Q} \right]^{\frac{3}{2}}.$$  \hfill (7.10)

We note the three-fold enhancement of the power-law exponent, an easily testable prediction that we demonstrate numerically in what follows. The condition $\alpha \hat{n}^2 \ll 1$ is not sufficient to test the IKZM scaling law Eq. (7.10). When $2\hat{n}/\xi \sim 1$ the applicability of the KZM can be called into question. Numerical simulations [275] and several experiments [280, 281, 282] have reported a steepening of the scaling at the onset of adiabatic dynamics in the course of classical phase transitions. To avoid running into this regime, we demand $2\hat{n}/\xi > 1$.

Further, $2\hat{n}$ should be large enough so that the power law scaling can be observed, without saturation at fast quench rates. Hence, we are led to consider slow quenches in large system sizes with small $\alpha$, and $\hbar \alpha/(4J(0)) \ll \tau_Q < \hbar/(2J(0)\alpha^{2/3})$.

On the other hand, in the limit case with $q < 1$ is not without interest as

$$v_F = \alpha_q q \tau_Q |n|^{1-q},$$  \hfill (7.11)

this is, it increases with $\tau_Q$ and away from the center of the chain $n = 0$. The condition for topological defect formation is then fulfilled in two disconnected regions, $[-L/2, -\hat{n}]$ and $[\hat{n}, L/2]$, where

$$|\hat{n}| > \left( \frac{2J(n)}{\hbar \alpha_q q \tau_Q} \right)^{\frac{1}{1-q}}.$$  \hfill (7.12)

Thus, the spatial distribution of topological defects is expected to be concentrated at the edges of the chain as opposed to its center. In turn, the predicted density of topological defects no longer follows a simple power-law scaling

$$d_{\text{IKZM}} = \frac{2(L/2 - |\hat{n}|)}{L\xi} = d_{\text{KZM}} - \frac{2}{L} \left( \frac{4J(n)J(0)}{\hbar^2 \alpha_q q} \right)^{\frac{1}{1-q}} \left[ \frac{\hbar}{2J(0)\tau_Q} \right]^{\frac{3}{2} - \frac{2q}{1-q}}.$$  \hfill (7.13)

being governed by the combination of two different power-laws.

The lack of a power-law scaling can also occur for $q > 1$ whenever defect formation is not restricted
to the neighborhood of \( n = 0 \). To appreciate this, it is required to take into account the spatial modulation of \( s(n) \) and note that the condition \( v_F > s(n) \) can then be satisfied both in the proximity of \( n = 0 \) as well as near \( n = \pm L/2 \). The condition for defect formation, \( v_F > s(n) \), then yields

\[
|n|^{q-1}(1 - \alpha_q |n|^q) < \frac{\hbar}{2\alpha q \tau_Q J(0)}
\] (7.14)

The preceding analysis follows from disregarding the second term in the left hand side, that leads to deviations from (7.8).

### 7.3 Numerical Approach

In order to provide a quantitative evidence of the IKZM, we perform numerical simulations based on tensor-network algorithms [84]. Specifically at \( t = -\tau_Q \), we first calculate the ground state for (8.1) by means of the DMRG algorithm [81, 296], using a matrix-product state and matrix-product operator description of the system with open boundary conditions [82]. In Fig. 7.2, we depict a schematic representation of DMRG algorithm. The input for the DMRG algorithm is a random MPS represented graphically by \( |R\rangle \) and the matrix product operator corresponding to Eq. (8.1) at \( t = -\tau_Q \). The algorithm uses a traditional DMRG minimization process and yields the matrix product state for the ground-state and the corresponding ground-state energy.

![DMRG Diagram](image)

Figure 7.2: Schematic illustration of numerical DMRG protocol used to calculate the instantaneous ground state energy \( |GS\rangle \) and the corresponding ground-state energy \( E_0 \). The numerical routine uses as an input a random matrix-product state \( |R\rangle \) and the matrix-product operator corresponding to Eq. (8.1) at \( t = -\tau_Q \).

The time evolution induced by the ramp across the critical point (7.4) is implemented by the TEBD algorithm, suited for one-dimensional many-body systems.

\[
d(t) \equiv \frac{1}{2L} \sum_{n=1}^{L-1} \langle \psi(t) | \left( \hat{I} - \hat{\sigma}_n^z \hat{\sigma}_{n+1}^z \right) |\psi(t)\rangle
\] (7.15)

where \( |\psi(t)\rangle \) is the instantaneous evolution state. Using the direct evaluation of Eq. (7.15), Figure 7.3 shows the dynamics of the density of kinks as a function of the time of evolution \( t/\tau_Q \) during the crossing of the phase transition for different quench rates \( \tau_Q \). In particular, we consider a linear chain of \( L = 50 \) spins with open boundary conditions, described by matrix product states with bond dimension up to \( \chi = 1500 \). The dashed line signals the time at which the phase transition is reached in the center of the chain.
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Figure 7.3: Density of kinks $d$ as a function of the quench rate $\tau_Q$ and the scaled time of evolution $t/\tau_Q$. The dashed black line represents the time $t_c(0)$ at which criticality is reached at the center of the linear chain ($L = 50$). The initial magnetic field is $h(-\tau_Q) = 10J$ so that the initial state is deep in the paramagnetic phase, with $J(0) = 5J$ and $J(\pm L/2) = J(q = 2)$.

Figure 7.4 shows the ground state energy per particle as a function of $q$, as well as the initial magnetization along $x$ and $z$ direction. For this DMRG process, we consider matrix product state dimension up to $\chi = 500$. During the simulation of non-equilibrium dynamics, correlations in the system generally increase with the time of evolution and convergence is checked by increasing the matrix product state dimension $\chi$. In the main right panel of Fig. 7.4, we show the final truncation error, calculated as the sum of the truncation errors of each singular value decomposition performed. In this way, we calculate the expectation value for the operator of the density of kinks.
Figure 7.4: Left: The main panel shows the expectation value of ground state energy as a function of \( q \). In the inset, the expectation value of magnetization is shown along \( x \) and \( z \) direction. The system size is \( L = 70 \). Right: In the main panel, the final truncation error is shown as a function of \( \tau_Q \), for several values of \( q \). The inset shows the final truncation error for different systems sizes for \( q = 2 \).

Figure 7.2 shows the scaling of the density of defects as a function of the quench time \( \tau_Q \) for different values of \( q \) governing the spatial dependence of the tunneling matrix elements \( J(n) \). In all cases, the density of defects saturates to a constant value in the limit of the fast quenches. For slower values, a scaling law is first observed that is well described by the KZM for homogeneous systems. In this regime the velocity to the front \( v_F \) exceeds the relevant speed of sound everywhere in the system making the transition effectively homogeneous, in spite of the spatial dependence of \( J(n) \). For even slower quenches, a second scaling regime is observed where the power-law exponent is in agreement with the prediction in Eq. (7.8). This is the main quantitative prediction of the KZM extension to inhomogeneous systems in both classical and quantum domains. Interestingly, the crossover between the homogeneous and inhomogeneous scenario is clearer for even values of \( q = 4, 6, 8 \) when the density of defects drops a fine value across the crossover. The onset of adiabatic dynamics is found for even slower values of the quench time. We emphasize that deviations from the scaling regimes illustrated here can be expected whenever defect formation not restricted to the center of the chain, in view of Eq. (7.14). The fitted power-law exponents are collected in Table 7.1 for both the homogeneous and inhomogenous power-laws. While the exponent \( \beta_{\text{KZM}} \) approaches the constant theoretical value \( \beta_{\text{KZM}} = 1/2 \), the larger exponent \( \beta_{\text{IKZM}} \) exhibits a dependence on the value of \( q \) in agreement with the prediction \( \beta_{\text{IKZM}} = (q + 1)/(2q - 2) \).

In Figure 7.6(a), we depict the power-law dependence for the density of excitations upon completion of the phase transition \( (t = \tau_Q) \) as a function \( \tau_Q \) for both H-TFQIM and I-TFQIM cases. The homogeneous case \([292]\) is governed by the universal KZM scaling \( d \sim \tau_Q^{-0.51 \pm 0.03} \), with regression coefficient 0.9994, and is plotted as a reference. The numerical data is well-described by the KZM
Table 7.1: Numerical power-law exponents. The density of defects generated across an inhomogeneous phase transition exhibits a crossover from a power-law $d_{\text{KZM}} \sim \tau_Q^{-\beta_{\text{KZM}}}$ characteristic of truly homogeneous systems to a second power-law of the form $d_{\text{IKZM}} \sim \tau_Q^{-\beta_{\text{IKZM}}}$, describing slower quenches with larger values of the quench time $\tau_Q$. We show the numerical results for the fitted corresponding power-law exponents $\beta_{\text{KZM}}$ and $\beta_{\text{IKZM}}$ for several values of $q$ and system size $N = 70$. The power-law exponent $\beta_{\text{KZM}}$ is approximately independent of the value of $q$ and takes slightly higher values than the theoretical prediction $\beta_{\text{KZM}} = 1/2$ for the Ising model, in agreement with previous theoretical and numerical studies. The second power law is characterized by an exponent in good agreement with the theoretical prediction $\beta_{\text{IKZM}} = (q + 1)/(2q - 2)$.

| $q$ | $\beta_{\text{KZM}} \pm \Delta \beta_{\text{KZM}}$ | $r_{\text{KZM}}^2$ | $\beta_{\text{IKZM}} \pm \Delta \beta_{\text{IKZM}}$ | $r_{\text{IKZM}}^2$ | $\beta_{\text{IKZM}}(q)$ |
|-----|-----------------------------------------------|-----------------|-----------------------------------------------|-----------------|-----------------|
| 2   | 0.52 ± 0.03                                  | 0.9991          | 1.51 ± 0.03                                  | 0.9993          | 3/2             |
| 3   | 0.56 ± 0.03                                  | 0.9990          | 1.08 ± 0.10                                  | 0.9993          | 1               |
| 4   | 0.58 ± 0.02                                  | 0.9991          | 0.77 ± 0.07                                  | 0.9993          | 5/6             |
| 5   | 0.57 ± 0.02                                  | 0.9990          | 0.70 ± 0.03                                  | 0.9999          | 3/4             |
| 6   | 0.55 ± 0.02                                  | 0.9990          | 0.65 ± 0.05                                  | 0.9991          | 7/10            |
| 7   | 0.62 ± 0.02                                  | 0.9996          | 0.64 ± 0.02                                  | 0.9997          | 2/3             |
| 8   | 0.57 ± 0.03                                  | 0.9992          | 0.61 ± 0.01                                  | 0.9996          | 9/14            |

The density of defects also exhibits a saturation at fast quenches as well as deviations at the onset of adiabatic dynamics in the limit of slow driving. These features in the extreme of very fast and slow quenches are also shared by the inhomogeneous crossing of the phase transition. In addition, numerical simulations in Fig. 7.6(a) establish that for intermediate quench rates the density of defects exhibits a crossover between two different universal regimes, dictated by the KZM (fast rate quench) and IKZM (slow rate quench) scalings derived in Eqs. (7.2) and (7.10) respectively. We report in the I-TFQIM a critical exponent for KZM of $d \sim 1/\sqrt{\tau_Q}$ with regression coefficient 0.9991. Therefore, fast quench rates the inhomogeneous critical dynamics is described by the KZM prediction $d \sim 1/\sqrt{\tau_Q}$. Further, the scaling for slower quench rates is described by $d \sim \tau_Q^{-1.51 \pm 0.03}$ with regression coefficient 0.9992, in agreement with the theoretical prediction $d \sim \tau_Q^{-3/2}$. This IKZM scaling holds for quench rates between the onset of adiabatic dynamics and the characteristic quench rate $\tau_Q^*$ at which the crossover occurs. The latter can be estimated by setting the effective system size equal to the physical system size, i.e., $2\hat{n} = L$. This yields $\tau_Q^* = h/(2\alpha J(0) L)$ and we have verified numerically its inverse linear dependence of the value of $\tau_Q^*$ observed numerically with the system size $L$ and and $\alpha$. Figure 7.6 and 7.5 shows the agreement between the theoretical an analytical power-law exponents in the inhomogeneous scaling regime when different values of $q$ are considered (other than $q = 2$), governing the modulation of $J(n) = J(0)(1 - \alpha_q|n|^q)$.

We want to emphasize that, the thermodynamics of inhomogeneous systems is subtle. In this limit, the density of topological defects is described by the IKZM (instead of the conventional KZM) for slow quenches (satisfying $\tau_Q > \tau_Q^*$). Moreover, the dependence $\alpha_q(L)$ was not part of our focus as we are mainly concerned with signatures of universality of the power-law scaling of the density of defects on the quench time. Inhomogeneous systems in the laboratory are currently of very small
Figure 7.5: The density of defects is plotted as a function of the quench time in a doubly logarithmic scale for different values of $q$ and system size $N = 70$. In all cases a transition is observed from a regime governed by homogeneous KZM at fast quenches and an enhanced suppression of defects for slow quenches. The latter arises from the interplay of the velocity of the critical front $v_F$ and the speed of sound $s$ and is the key prediction of the IKZM.

Size though (tens of particles in ion chains, for instance), so we prefer not to emphasize the thermodynamic limit. Regarding the homogeneous character of the dynamics in the center of the systems this is always a feature of the IKZM as discussed in last discussion (whenever $q > 1$). Further, the size of the domains in the central region of the spin system can be estimated with the homogeneous KZM as we also explicitly discussed in this section. However, the density of defects is not computed locally, but globally with respect to the total system size $L$. Within the IKZM treatment, defects form only in the central part of the system of size $L_{eff} = 2|\vec{n}|$ where $L_{eff} = L_{eff}(\tau_Q)$ is itself a function of the quench time (being determined by the interplay between the front velocity $v_F$ and the sound velocity $s$, i.e., by the condition $v_F > s$). Additionally, in our discussions, we are interested in the density of defects in the total system. For a homogenous system this is

$$d = \frac{1}{L} \langle n \rangle = \frac{1}{L} \frac{L}{\xi} = \frac{1}{\xi},$$

(7.16)

where the estimate of the mean number of topological defects $\langle n \rangle = L/\xi$ is computed as the ratio
Figure 7.6: (a) In a homogeneous transition (H-TFQIM, denoted by △) the dependence of $d$ on $\tau_Q$ is described by the original KZM, up to a saturation of $d$ at fast quench rates and the onset of adiabatic dynamics for slow quenches. When the critical point is crossed locally (I-TFQIM, denoted by □), the dependence is no longer described by a single-power law and exhibits a crossover between two universal regimes, described by Eqs. (7.2) and Eq. (7.10). The symbols correspond to the numerical results for $L = 50$, and the solid lines are the linear fits ($q = 2$). (b) Comparison between the theoretical and numerical power-law exponents for different values of $q$ in both homogenous and inhomogeneous scaling regimes. Results corresponding to the homogenous scaling ($q \to \infty$) are shown in green.

of the total system size $L$ and the domain size $\xi$. For an inhomogeneous system this is modified to

$$d = \frac{1}{L} \langle n \rangle = \frac{1}{L} \frac{L_{\text{eff}}(\tau_Q)}{\xi} = \frac{2|\hat{\eta}|}{L} \frac{1}{\hat{\xi}},$$

(7.17)

where $\hat{\xi}$ is the size of the domains in the central region of the chain and the effective system size is generally smaller than $L$. Whenever $L_{\text{eff}}/L \ll 1$, the size of the domains can be estimated by the homogeneous KZM as we discuss in the text, i.e., $\hat{\xi} = \xi_0(\tau_Q/\tau_0)^{1+z} \sim \sqrt{2J(0)\tau_Q/\hbar}$.

In particular, the physics behind the case $q \to \infty$ is discussed by considering the finite but increasing values $q = 2, 4, 8$. We note that for $q = 8$ the modulation of $J(n)$ is already very steep. But defect formations occurs only in the effective system size $L_{\text{eff}}$. This should be taking into account to correct the estimate by the referee. The density of defects is not simply given by $d \sim 1/(J(0)\tau_Q)^{1/2}$ but by
\[ d \sim (L_{\text{eff}}/L)1/(J(0)\tau_Q)^{1/2} \tau_Q^{-3/2}. \]

Further, the case \( q \to 1 \) is singular in that the front velocity no longer diverges. Depending on its finite value it can be larger or small that the sound velocity. If larger, defect formation is governed by the conventional KZM. If \( v_F < s \) then the dynamics is essentially adiabatic. The case \( q = 1 \) has been addressed in the literature using adiabatic perturbation theory.

### 7.4 Density of defects with arbitrary spatial dependence of the critical front and critical exponents \( \nu \) and \( z \)

The preceding section can be generalized for an arbitrary critical system characterized by a correlation length critical exponent \( \nu \) and a dynamic critical exponent \( z \). As discussed in the last section, the expression for the relevant sound velocity, is then

\[
\hat{s} = \frac{\xi}{\tau} = \frac{\xi_0}{\tau_0} \left[ \frac{\tau_0}{\tau_Q(n)} \right]^{\nu(\nu z)/(1+\nu z)}. \tag{7.18}
\]

Assuming defect formation to be restricted to the neighborhood of \( n = 0 \), one can set \( \tau_Q(n) \approx \tau_Q(0) = \tau_Q \) in this expression. The condition \( v_F > \hat{s} \) leads to the estimate of (half) the effective size for defect formation

\[
|n| < |\hat{n}| = \left( \frac{1}{\alpha_q q \xi_0} \right)^{\frac{1}{\nu z - 1}} \left( \frac{\tau_0}{\tau_Q} \right)^{\nu(\nu z)/(1+\nu z)(q-1)}. \tag{7.19}
\]

Using the KZM estimate for the size of the domains, \( \hat{\xi} = \xi_0 (\tau_Q/\tau_0)^{\nu/(1+\nu z)} \), the density of defects becomes

\[
d_{\text{IKZM}} = \frac{2|\hat{n}|}{L\hat{\xi}} = \frac{2}{L\xi_0} \left( \frac{1}{\alpha_q q \xi_0} \right)^{\frac{1}{\nu z - 1}} \left( \frac{\tau_0}{\tau_Q} \right)^{\nu/(1+\nu z)(q-1)}. \tag{7.20}
\]

Further, one can generally write

\[
d_{\text{IKZM}} \sim \hat{X} d_{\text{KZM}}, \tag{7.21}
\]

this is, the IKZM scaling follows from the paradigmatic KZM result for homogeneous systems, taking into account the effective fraction of the system \( \hat{X} = 2\hat{n}/L \) that depends on the quench rate as \( \hat{X} \sim 1/\tau_Q \).

### 7.5 Conclusions

In summary, we have explored the effect of local driving in the universal dynamics across a quantum phase transition using the paradigmatic quantum Ising chain as a testbed. A local crossing of
the critical point can result from inhomogeneities in the system or the spatial modulation in the external fields that drive the transition. As the critical point is reached locally, there is an interplay between the speed of sound and the velocity of propagation of the critical front. The effective system size in which topological defects can form acquires then a dependence on the quench rate. For fast quenches, the residual density of defects is well described by a power law in agreement with the original Kibble-Zurek mechanism. As the quench rate decreases there exists a crossover to a novel power-law scaling behavior of the density of defects, that is characterized by a larger exponent, higher than that predicted by the Kibble-Zurek mechanism. Local driving thus leads to a much more pronounced suppression of the density of defects, that constitute a testable prediction amenable to a variety of platforms for quantum simulation including cold atoms in optical gases, trapped ions and superconducting qubits. Our results should prove useful in a variety of contexts including the preparation of phases of matter in quantum simulators and the engineering of inhomogeneous schedules in quantum annealing.
“It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t agree with experiment, it’s wrong.”

Richard P. Feynman

Statistics of topological defects from critical dynamics in a trapped-ion quantum simulator

The crossing of a quantum phase transition leads to the formation of topological defects whose full counting statistics has been predicted to be universal. Using a trapped-ion quantum simulator, we experimentally probe the kink distribution resulting from driving a one-dimensional quantum Ising chain through the paramagnet-ferromagnet quantum phase transition. Quasiparticles are shown to obey a Poisson binomial distribution. All cumulants of the kink number distribution are nonzero and scale with a universal power-law as a function of the quench time in which the transition is crossed. We experimentally verified this scaling for the first cumulants and report deviations due to the dephasing-induced anti-Kibble-Zurek mechanism. Our results establish that the universal character of the critical dynamics can be extended beyond the paradigmatic Kibble-Zurek mechanism, that accounts for the mean kink number, to characterize the full probability distribution of topological defects.

This chapter is submitted in reference [7]: J-M. Cui, F. J. Gómez-Ruiz, Y-F. Huang, C-F. Li, G-C. Guo, A. del Campo. Testing quantum critical dynamics beyond the Kibble-Zurek mechanism with a trapped-ion simulator. arXiv:1903.02145 (2019).
8.1 Introduction

The Kibble-Zurek mechanism (KZM) is a highly successful paradigm to describe the dynamics of both thermal and quantum phase transitions [23, 24, 196, 259]. It is one of the few theoretical tools that provide an account of nonequilibrium behavior in terms of equilibrium properties [292, 293, 294, 295]. It predicts that in the course of a phase transition topological defects are formed. Since its conception, the KZM has had immense impact on the scientific community. This influence spans over three decades and has spurred uninterrupted research since the mid 70s. It has been broadly used in a cosmological setting to discuss structure formation and the quest for cosmic strings. In condensed matter it has spurred research on liquid crystals, colloidal monolayers, superfluid helium, superconducting rings, ion chains, among a long list of examples [280, 281, 282, 283, 297, 298]. AMOP experiments have tested the theory by studying the formation of soliton, vortex and spin textures in Bose-Einstein condensates. This activity has advanced our understanding of critical dynamics, e.g. by extending the KZM to inhomogeneous systems [278]. In the quantum domain, experimental progress has been more limited and led by the use of quantum simulators in a variety of platforms [299, 300, 301].

The central prediction of KZM is that the mean number of topological defects \( \langle n \rangle \), formed when a system is driven through a critical point in a time scale \( \tau_Q \), is given by a universal power-law \( \langle n \rangle \sim \tau_Q^{-\beta} \). The power-law exponent \( \beta = D \nu / (1 + z \nu) \) is fixed by the dimensionality of the system \( D \) and a combination of the equilibrium correlation-length and dynamic critical exponents, denoted by \( \nu \) and \( z \), respectively. Essentially, the KZM is a statement about the breakdown of the adiabatic dynamics across a critical point. As such, it provides useful heuristics for the preparation of ground-state phases of matter in quantum simulation as well as for adiabatic quantum computation [302].

In this context, the work present in this chapter provides a paradigm shift. The efforts to study the formation of topological defects have been biased by the available theoretical framework, focusing exclusively on the mean number of defects. Our work provides the first experimental evidence of the universal character of the distribution of the number of these defects. By shifting the emphasis to the probability distribution for defect formation, our work opens new directions of inquiry and paves the ways to solve open question in physics, such as the apparent absence of cosmic strings in the observable universe.

8.2 Full counting statistics of topological defects

Beyond the focus of the KZM, the full counting statistics encoded in the probability distribution \( P(n) \) can be expected to shed further light. The number distribution of topological defects \( P(n) \) has become available in recent experiments [303]. In addition, the distribution of kinks has recently been explored theoretically in the one-dimensional transverse-field quantum Ising model (TFQIM) [304], a paradigmatic testbed of quantum phase transitions [14]. The distribution \( P(n) \) has been predicted
to be universal and fully determined by the scaling theory of phase transitions [304].

We shall be interested in experimentally probe the the kink distribution resulting from driving a one-dimensional quantum Ising chain through the paramagnet-ferromagnet quantum phase transition. In this way, we consider a one-dimensional Ising model (see Eq. (2.3) in the limit case $\gamma = 1$). The TFQIM is described by the Hamiltonian

$$
\hat{H}(t) = -J \sum_{n=1}^{L} (\hat{\sigma}_n^z \hat{\sigma}_{n+1}^z + g(t) \hat{\sigma}_n^x),
$$

(8.1)

We show that in the static case ($g(t) = g$), the Hamiltonian (8.1) can be written as a free fermion model, making use of the Jordan-Wigner, Fourier and Bogoliubov-de Gennes transformations. As a result, a new set of quasiparticle operators $\gamma_k$ that diagonalize the Hamiltonian as:

$$
\hat{\mathcal{H}} = \sum_{k>0} \hat{H}_k = \sum_{k>0} \epsilon_k(g) \left( \gamma_k^\dagger \gamma_k + \gamma_{-k}^\dagger \gamma_{-k} - 1 \right),
$$

(8.2)

where $\gamma_k$ are quasiparticle operators, with $k$ labeling each mode and taking values $k = \frac{\pi}{N} (2m - 1)$ with $m = -\frac{N}{2} + 1, \ldots, \frac{N}{2}$. The energy $\epsilon_k$ of the $k$-th mode is $\epsilon_k(g) = 2J \sqrt{(g - \cos k)^2 + \sin^2 k}$. Other physical observables can as well be expressed in both the spin and momentum representations. We are interested in characterizing the number of kinks. As conservation of momentum dictates that kinks are formed in pairs, we focus on the kink-pair number operator $\hat{N} = \sum_{m=1}^{N} \left( \hat{1} - \hat{\sigma}_m^z \hat{\sigma}_{m+1}^z \right) / 4$. The later can be equivalently written as $\hat{N} = \sum_{k>0} \hat{\gamma}_k^\dagger \hat{\gamma}_k$, where $\hat{\gamma}_k^\dagger \hat{\gamma}_k$ is a Fermion number operator, with eigenvalues $\{0, 1\}$. As different $k$-modes are decoupled, this representation paves the way to simulate the dynamics of the phase transition in the TFQIM in “momentum space”: the dynamics of each mode can be simulated with an ion-trap qubit, in which the expectation value of $\hat{\gamma}_k^\dagger \hat{\gamma}_k$ can be measured. To this end, we consider the quantum critical dynamics induced by a ramp of the magnetic field

$$
g(t) = \frac{t}{\tau_Q} + g(0),
$$

(8.3)

in a time scale $\tau_Q$ that we shall refer to as the quench time. We further choose $g(0) < -1$ in the paramagnetic phase. In momentum space, driving the phase transition is equivalently described by an ensemble of Landau-Zener crossings. This observation proved key in establishing the validity of the KZM in the quantum domain [292, 299, 300]: the average number of kink pairs $\langle \hat{N} \rangle = \langle n \rangle$ after the quench scales as

$$
\langle n \rangle_{\text{KZM}} = \frac{N}{4\pi} \sqrt{\frac{\hbar}{2J \tau_Q}},
$$

(8.4)

in agreement with the universal power law $\langle n \rangle_{\text{KZM}} \propto \tau_Q^{-\frac{\nu}{1+\nu}}$ with critical exponents $\nu = z = 1$ and one spatial dimension ($D = 1$).
The full counting statistics of topological defects is encoded in the probability $P(n)$ that a given number of kink pairs $n$ is obtained as a measurement outcome of the observable $\hat{N}$. To explore the implications of the scaling theory of phase transitions, we focus on the characterization of the probability distribution $P(n)$ of the kink-pair number in the final nonequilibrium state upon completion of the crossing of the critical point induced by (8.3). Exploiting the equivalence between the spin and momentum representation, the dynamics in each mode leads to two possible outcomes, corresponding to the mode being found in the excited state (e) or the ground state (g), with probabilities $p_e = p_k$ and $p_g = 1 - p_k$, respectively. Thus, one can associate with each mode $k > 0$ a discrete random variable, with excitation probability $p_k = \langle \hat{\gamma}_k^\dagger \hat{\gamma}_k \rangle$. The excitation probability of each mode is that of Bernoulli type.

The kink-pair number distribution $P(n)$ describes the probability of observing $n$ pairs of kinks. The number of kink pairs is measured by the observable

$$\hat{N} = \frac{1}{4} \sum_{m=1}^{N} (1 - \hat{\sigma}_m^z \hat{\sigma}_{m+1}^z) = \sum_{k \geq 0} \hat{\gamma}_k^\dagger \hat{\gamma}_k,$$

(8.5)

with eigenvalues $n = 0, 1, 2, \ldots$ The kink-pair number distribution is thus defined as the quantum expectation value of the projector operator $\delta[\hat{N} - n]$ on the subspace with $n$ pairs of kinks

$$P(n) = \text{tr}[\hat{\rho} \delta[\hat{N} - n]],$$

(8.6)

where the expectation value is taken over the final state $\hat{\rho}$ upon completion of the quench. The Fourier transform of $P(n)$ is the characteristic function

$$\tilde{P}(\theta) = \int_{-\pi}^{\pi} d\theta P(n) e^{in\theta} = \mathbb{E}[e^{in\theta}].$$

(8.7)

The cumulants $\kappa_q$ of the distribution $P(n)$ are defined via the expansion of the cumulant-generating function, which is the logarithm of the characteristic function,

$$\log \tilde{P}(\theta) = \sum_{q=1}^{\infty} \frac{(i\theta)^q}{q!} \kappa_q.$$  

(8.8)

We next focus on the characterization of $P(n)$ for the state that results from the nonadiabatic crossing of the phase transition in the TFQIM and derive the exact expression for the first few cumulants $\{\kappa_q\}$. To this end, we note that the nonadiabatic crossing of the phase transition results in the production of quasi-particles (and kinks) in pairs. Specifically, due to the conservation of momentum, quasi-particles with wavevectors $+k$ and $-k$ are excited jointly. The distribution of the number of pairs of kinks is a Poisson binomial distribution associated with $N/2$ Bernoulli trials each with probability $p_k$ for $k > 0$. Its characteristic function reads

$$\tilde{P}(\theta) = \prod_{k>0} \left[ 1 + (e^{i\theta} - 1) p_k \right],$$

(8.9)
with \( k \in \{ \pi/N, 3\pi/N, \ldots, (N-1)\pi/N \} \) for an Ising chain with period boundary conditions and \( p_k \) denoting the excitation probability in the \( k \)-mode. The Poisson binomial distribution is well studied and its cumulants are known to be of the form

\[
\kappa_1 = \langle n \rangle = \sum_{k>0} p_k, \quad (8.10)
\]
\[
\kappa_2 = \text{Var}(n) = \sum_{k>0} p_k(1 - p_k), \quad (8.11)
\]
\[
\kappa_3 = \langle (n - \langle n \rangle)^3 \rangle = \sum_{k>0} p_k(1 - p_k)(1 - 2p_k). \quad (8.12)
\]

Their explicit evaluation can be performed using the Landau-Zener formula for \( p_k \). In the continuum limit, this yields

\[
\kappa_1 \equiv \langle n \rangle = \sum_{k>0} p_k = \frac{N}{2\pi} \int_0^\pi dk \exp \left( -\frac{1}{\hbar} \frac{2\pi J \tau_Q k^2}{\hbar} \right). \quad (8.13)
\]

In terms of the error function, it is found that

\[
\kappa_1 = \frac{N}{4\pi} \sqrt{\frac{\hbar}{2J\tau_Q}} \times \text{erf} \left( \sqrt{\frac{2\pi J \tau_Q}{\hbar}} \right), \quad (8.13)
\]

an expression that is valid even for moderately fast quenches, as long as described by the Landau-Zener formula but possibly away from the scaling limit. However, for large \( \tau_Q > \hbar/(2\pi^3 J) \), \( \text{erf} \left( \frac{\sqrt{\pi}}{2\sqrt{a}} \right) \) approaches unity and the average number of kink pair simply reads

\[
\langle n \rangle_{\text{KZM}} = \frac{N}{4\pi} \sqrt{\frac{\hbar}{2J\tau_Q}}, \quad (8.14)
\]

in agreement with the Kibble-Zurek Mechanism [292].

A similar derivation shows that the variance is given by

\[
\kappa_2 \equiv \text{Var}(n) = \sum_{k>0} p_k(1 - p_k) = \frac{N}{2\pi} \int_0^\pi dk e^{-\frac{2\pi J \tau_Q k^2}{\hbar}} \left( 1 - e^{-\frac{2\pi J \tau_Q k^2}{\hbar}} \right). \quad (8.13)
\]

This results in the exact expression

\[
\text{Var}(n) = \left[ \text{erf} \left( \sqrt{\frac{2\pi^3 J \tau_Q}{\hbar}} \right) - \frac{1}{\sqrt{2}} \text{erf} \left( \sqrt{\frac{4\pi^3 J \tau_Q}{\hbar}} \right) \right] \langle n \rangle_{\text{KZM}}, \quad (8.15)
\]

that in the scaling limit reduces to

\[
\text{Var}(n) = \left( 1 - \frac{1}{\sqrt{2}} \right) \langle n \rangle_{\text{KZM}}, \quad (8.16)
\]
Figure 8.1: **Universal scaling of the cumulants \( \kappa_q(\tau_Q) \) of the kink-pair number distribution \( P(n) \) as a function of the quench time.** The solid lines show the exact result for the first three cumulant \( \kappa_q(\tau_Q) \) with \( q \in 1, 2, 3 \), as predicted by equations (8.13), (8.15), and (8.17). The dashed lines show the universal scaling of the first cumulant according to Eqs. (8.14), (8.16), and (8.18). In the experimental regime, marked by the shaded area, the scaling behavior holds.

To characterize the non-normal features of the distribution of kinks, we also provide the exact expression for the third cumulant \( \kappa_3 \), that equals the third centered moment \( \mu_3 = \langle (n - \langle n \rangle)^3 \rangle \). In particular, we note that \( \kappa_3 \) is related to the skewness \( \gamma_1 \) of the distribution, as \( \gamma_1 = \kappa_3 / \kappa_2^{3/2} \). In the continuum, it reads

\[
\kappa_3 \equiv \langle (n - \langle n \rangle)^3 \rangle = \sum_{k>0} p_k (1 - p_k)(1 - 2p_k) \\
= \frac{N}{2\pi} \int_0^\pi dk e^{-\frac{2\pi J\tau_Q k^2}{\hbar^2}} (1 - e^{-\frac{2\pi J\tau_Q k^2}{\hbar^2}})(1 - 2e^{-\frac{2\pi J\tau_Q k^2}{\hbar^2}}) \\
= \left[ \text{erf} \left( \sqrt{\frac{2\pi^3 J\tau_Q}{\hbar}} \right) - \frac{3}{\sqrt{2}} \text{erf} \left( \sqrt{\frac{4\pi^3 J\tau_Q}{\hbar}} \right) + \frac{2}{\sqrt{3}} \text{erf} \left( \sqrt{\frac{6\pi^3 J\tau_Q}{\hbar}} \right) \right] \langle n \rangle_{KZM}. \tag{8.17}
\]

This expression is simplified in the scaling limit, performing a power series expansion with \( \tau_Q \to \infty \).
To leading order, we obtain the expression quoted in the main text

$$\kappa_3 = \left( 1 - \frac{3}{\sqrt{2}} + \frac{2}{\sqrt{3}} \right) \langle n \rangle_{\text{KZM}}. \quad (8.18)$$

Note that the scaling expressions Eqs. (8.14), (8.16) and (8.18) are obtained from the more general ones, Eqs. (8.13), (8.15) and (8.17), whenever the error functions can be replaced by unity. The error function increases monotonically and swiftly from zero value to unity as the argument is increased from zero value. Indeed, it saturates at unity for fairly moderate values of the argument, e.g., \( \text{erf}(2) = 0.995 \). By imposing \( \sqrt{\frac{2q\pi J}{\hbar}} > 2 \), we predict the onset of the scaling limit for \( \kappa_q \) at

$$\tau_Q > \frac{2\hbar}{q\pi^3 J}. \quad (8.19)$$

This condition is satisfied in all the experimental realizations we have performed. As a result, it is justified to consider the scaling limit, in which it is actually possible to derived a closed form expression of the characteristic function \[304\]

$$\tilde{P}(\theta) \approx \exp \left[ -\langle n \rangle_{\text{KZM}} \left( i\theta - \frac{3}{2\pi^2} \theta^2 \right) \right], \quad (8.21)$$

in terms of the polylogarithmic function \( \text{Li}_{3/2}(x) = \sum_{p=1}^{\infty} x^p/p^{3/2} \).

From this expression, it follows that all cumulants are actually nonzero and proportional to \( \langle n \rangle_{\text{KZM}} \). The kink-pair number distribution is manifestly non-normal. The Gaussian (normal) approximation discussed in the main text follows from neglecting all \( \kappa_q \) with \( q > 2 \). One can also approximate

$$1 - 1/\sqrt{2} \approx 3/\pi^2,$$

so that

$$\tilde{P}(\theta) \approx \exp \left[ -\langle n \rangle_{\text{KZM}} \left( i\theta - \frac{3}{2\pi^2} \theta^2 \right) \right], \quad (8.21)$$

and thus

$$P(n) \approx \frac{1}{\sqrt{6\langle n \rangle_{\text{KZM}}/\pi}} \exp \left[ -\frac{\pi^2(n - \langle n \rangle_{\text{KZM}})^2}{6\langle n \rangle_{\text{KZM}}} \right]. \quad (8.22)$$

In the next section, we will probe the universal distribution of topological defects formed across a quantum phase transition with a trapped-ion quantum simulator.

### 8.3 Experimental test of the universal full counting STD created across a quantum phase transition with a trapped-ion quantum simulator

#### 8.3.1 Experimental design

Experimentally, the excitation probabilities \( \{p_k\} \) can be measured by probing the dynamics in each mode, that is simulated with the ion-trap qubit. The dynamics of a single mode \( k \) is described by a Landau-Zener crossing, that is implemented with a \(^{171}\)Yb\(^+\) ion confined in a Paul trap consisting of six needles placed on two perpendicular planes, as shown in Fig. 8.2a. The hyperfine clock transition in the ground state \( S_{1/2} \) manifold is chosen to realize the qubit, with energy levels denoted by \( |0\rangle \equiv |F = 0, m_F = 0\rangle \) and \( |1\rangle \equiv |F = 1, m_F = 0\rangle \), as shown in Fig. 8.2b.
Figure 8.2: **Experiment setup.** a A single $^{171}\text{Yb}^+$ is trapped in a needle trap, which consists of six needles on two perpendicular planes. b The qubit energy levels are denoted by $|0\rangle$ and $|1\rangle$, which is the hyperfine clock transition of the trapped ion. c The qubit is driven by a microwave field, generated by a mixing wave scheme in the high pass filter (HPF). Operations on the qubit are implemented by programming the arbitrary wave generator (AWG). The quantum critical dynamics of the one-dimensional transverse-field quantum Ising model is detected by measuring corresponding Landau-Zener crossings governing the dynamics in each mode.

### 8.3.2 State preparation and manipulation

At zero static magnetic field, the splitting between $|0\rangle$ and $|1\rangle$ is 12.642812 GHz. We applied a static magnetic field of 4.66 G to define the quantization axis, which changes the $|0\rangle$ to $|1\rangle$ resonance frequency to 12.642819 GHz, and creates a 6.5 MHz Zeeman splittings for $^2S_{1/2}, F = 1$. In order to manipulate the hyperfine qubit with high control, coherent driving is implemented by a wave mixing method, see the scheme in Fig. 8.2c. First, an arbitrary wave generator (AWG) is programmed to generate signals around 200 MHz. Then, the waveform is mixed with a 12.442819 GHz microwave (generated by Agilent, E8257D) by a frequency mixer. After the mixing process, there will be two waves around 12.242 GHz and 12.642 GHz, so a high pass filter is used to remove the 12.224 GHz wave. Finally, the wave around 12.642 GHz is amplified to 2 W and used to irradiate the trapped ion with a horn antenna.

### 8.3.3 Measurement

For a typical experimental measurement in a single mode, Doppler cooling is first applied to cool down the ion [305]. The ion qubit is then initialized in the $|0\rangle$ state, by applying a resonant light at 369 nm to excite $S_{1/2}, F = 1$ to $P_{1/2}, F = 1$. Subsequently, the programmed microwave is started to drive the ion qubit. Finally, the population of the bright state $|1\rangle$ is detected by fluorescence detec-
tion with another resonant light at 369nm, exciting \( S_{1/2} \), \( F = 1 \) to \( P_{1/2} \), \( F = 0 \). Fluorescence of the ion is collected by an objective with 0.4 numerical aperture (NA). A 935nm laser is used to prevent the quench process; the Hamiltonian is time dependent and varies from \( H \) around 20kHz, which depends on the driven power of our microwave amplifier. Higher microwave power can shorten the Rabi time \( T_R = 1/\Omega_R \), and reduce the total operation time. To simulate the quench process, one would like to vary \( g \) from \(-\infty\) to 0, an idealized evolution that needs infinite time, which can not be realized in experiment. However, to explore the universality associated with the crossing of the critical point one can initialize the system sufficiently deep in the paramagnetic phase. According to the KZM, it is sufficient to choose an initial value of the magnetic field such that the corresponding equilibrium relaxation time is much smaller than the time left until crossing the critical point. The system is then prepared out of the “frozen region” in the language of the adiabatic-impulse approximation [292]. For the quench time \( \tau_Q \geq 1 \), the initial value of \( g = -5 \) is far out of the frozen time. We can simulate the TFQIM with an initial \( g = -5 \) and no excitations, by preparing the initial state of the qubit in the ground state of \( \hat{H}_k^s \equiv \hat{H}_k^s(g = -5) \) before the quench process.

The initial state can be derived by solving the eigenvectors of Eq. (8.23), which is

\[
|\psi_{-}\rangle_{k,i} = \cos \frac{\theta_{k,i}}{2} |0\rangle - \sin \frac{\theta_{k,i}}{2} |1\rangle,
\]

where \( \theta_{k,i} = -\arctan \frac{\sin(ka)}{5 + \cos(ka)} \). The scheme to detect the quantum critical dynamics of the one-dimensional TFQIM in each mode by using a single qubit is shown in Fig. 8.3. The whole process can be divided to three steps. Before the process, the qubit has been pumped to \( |0\rangle \) state by using a 369nm laser to excite transition \( S_{1/2}, F = 1 \rightarrow P_{1/2}, F = 1 \). In the first stage, the ion-trap qubit is prepared into the state \( |\psi_{-}\rangle_{k,i} \) by a resonant microwave pulse. The second stage is the quench process; the Hamiltonian is time dependent and varies from \( \hat{H}_k^s \equiv \hat{H}_k^s(g = -5) \) to \( \hat{H}_k^s \equiv \hat{H}_k^s(g = 0) \). This is implemented by driving a chirped pulse into the qubit. The chirped pulse is in the form of \( \Delta_k(t) = 4Jg(t)/h \sin(ka) \) with \( g(t) = 5(t/T_p - 1) \), where \( T_p = 5J\tau_Q \sin(ka)/ (h\Omega_R) \) is the pulse length. The third stage is to measure the excitation probability after the quench, which is to measure the occupation probability on the excited eigenstate of \( \hat{H}_k^s \). The excited eigenstate is \( |\psi_{-}\rangle_{k,f} = \sin \theta_{k,f} |0\rangle + \cos \theta_{k,f} |1\rangle \), where \( \theta_{k,f} = -ka \). As the fluorescence detection on \(^{171}\text{Yb}^+\) can only discriminate \( |0\rangle \) and \( |1\rangle \) states, we need to rotate the state \( |\psi_{-}\rangle_{k,f} \) to \( |1\rangle \) and then detect the bright state probability. We thus use a qubit rotation and a fluorescence detection in this stage. The calculated waveform to set the AWG to perform the pre-rotation, quench and post-rotation in the three stages will be discussed in the next subsection.

\[
\hat{H}_k^{\text{TLS}} = \frac{1}{2} \hbar \left( \Delta_k(t) \hat{\sigma}_z + \Omega_R \hat{\sigma}_x \right),
\]
Figure 8.3: **Scheme to measure the excitation probability.** The quantum critical dynamics of the one-dimensional transverse-field quantum Ising model is detected by measuring corresponding Landau-Zener crossings governing the dynamics in each mode. For each mode, a typical process to measure the excitation probability in three stages is shown in a, b and c.

### 8.3.4 Driving Waveform with an Arbitrary Wave Generator

We consider the driving microwave from AWG is $A \cos(\omega_c t + \Phi(t))$, where $A$ is the amplitude, $\omega_c$ is the carrier frequency and $\Phi(t)$ is an arbitrary phase function. The carrier frequency can be mixed up with some frequency $\omega_0$ from a local oscillator (LO) by using a frequency mixer. The waveform at the output of the mixer is

$$A \cos(\omega_c t + \Phi(t)) \cos(\omega_0 t) = A/2 \left( \cos((\omega_o + \omega_c) t + \Phi(t)) + \cos((\omega_o - \omega_c) t + \Phi(t)) \right).$$

When the wave passes through the high pass filter, the wave form is filtered as $A/2 \cos((\omega_o + \omega_c) t + \Phi(t))$. In the experiment, we choose the frequency $\omega_o + \omega_c$ resonant with the qubit transition $\omega_Q = \omega_o + \omega_c$, so the magnetic field of the final driving waveform is $B(t) = B_0 \cos(\omega_Q t + \Phi(t))$. The interaction between the magnetic field and spin is $H_I = -\mu \cdot B$, where $\mu$ is the magnetic dipole of the spin qubit. The Hamiltonian can be further simplified after the rotating wave approximation in the interaction frame

$$\hat{H}_I(t) = \frac{\hbar}{2} \left[ \Omega_R |1\rangle \langle 0| e^{i\Phi(t)} + \Omega_R^* |0\rangle \langle 1| e^{-i\Phi(t)} \right],$$

(8.25)
Figure 8.4: **Excitation probability in the ensemble of Landau-Zener crossings.** The quantum critical dynamics of the one-dimensional transverse-field quantum Ising model is accessible in an ion-trap quantum simulator, which implements the corresponding Landau-Zener crossings governing the dynamics in each mode, labelled by wavector $k$. The Rabi frequency $\Omega_R = 4J/\hbar$ was set to $2\pi \times 20$ kHz in experiment. For each value of the wavector $k$, the excitation probability is estimated from 10000 measurements. The shaded region describes the excitation probability predicted by the Landau-Zener formula. Deviations from the later become apparent for fast quench times, especially for large values of $k$. Error bars indicate the standard-deviation over 10000 measurements.

where the Rabi frequency $\Omega_R = -\langle 0 | \mu \cdot B | 1 \rangle / \hbar$. The phase function $\Phi(t)$ corresponds to the azimuthal angle in the Bloch sphere. Equation (8.23) can be also expressed in interaction frame

$$H^{\mu}_{I,k} = \frac{\hbar}{2} \left( \Omega_R |1\rangle \langle 0| \exp \left( i \int \Delta(t)dt \right) + \Omega^*_R |0\rangle \langle 1| \exp \left( -i \int \Delta(t)dt \right) \right),$$

so in the quench stage, the phase function is

$$\Phi(t) = \int_0^{\tau_Q} \Delta(t)dt = \frac{\Omega_R}{\sin ka} \left( \frac{\Omega_R}{\tau_Q \sin ka} t^2 - \frac{5}{2} \cos kt \right).$$

We rotate the state along a vector in the equatorial plane to prepare a state from $|0\rangle$, or measure state to $|1\rangle$, which means $\Phi(t)$ is constant in these two stages. The pulse length for the preparation and measurement stages is determined by the polar angle of the ground state at the beginning and
end of the quench process, \( t = \theta / \Omega_R \), respectively. The whole expression of \( \Phi(t) \) in the three stages can be derived as

\[
\Phi(t) = \begin{cases} 
\frac{\pi}{2}, & (0, t_1) \\
\frac{\Omega_R}{\sin ka} \left( \frac{\Omega_R}{\tau_Q \sin ka} (t - t_1)^2 - (5 + \cos ka) (t - t_1) \right), & (t_1, t_2) \\
\phi_f - \frac{\pi}{2}, & (t_2, t_3) 
\end{cases}
\]

where \( t_1 = (2\pi - \theta_{k,i}) / \Omega_R \), \( t_2 = t_1 + T_p \), \( t_3 = t_2 + (2\pi + \theta_{k,f}) / \Omega_R \) and \( \phi_f = -5\tau_Q (2.5 + \cos ka) \).

Qubit preparation and detection error  There are some limitations in the preparation and measurement of the qubit. We measured the error through a preparation and detection experiment. First, we prepare the qubit in the \( |0\rangle \) state by optical pumping method, and detect the ion fluorescence. Ideally, no photon can be detected as the ion is in the the dark state. However, there are dark counts of the photon detector as well as photons scattered from the environment. We repeat the process \( 10^5 \) times, and estimate the detected photon numbers. We also repeat the process 10000 times by preparing the qubit in the bright state. Histograms for the photon number in the dark and bright states are shown in the Supplementary Figure. 8.5. In the experiment, the threshold is selected as 2: the state of the qubit is identified as the bright state when the detected photon number is greater or equal to 2. Obviously, there is a bright error \( \epsilon_B \) for the dark state above the threshold, and a dark error \( \epsilon_D \) for the bright state below the threshold. The total error can be take as \( \epsilon = (\epsilon_B + \epsilon_D) / 2 \).

Following the steps in last subsections, we can measure the excitations probability after a finite ramp with normalized quench parameter \( A = J / \tau_Q / \hbar \), we can vary \( g(t) \) from -5 to 0. For this purpose, a chirped pulse with length of \( T_p = 5A \tau_R \sin k \) and \( g(t) = 5t / T_p - 5 \) is used in the experiment, with \( \tau_R = 1 / \Omega_R \) denoting the Rabi time. A typical operation process driven by the programmed microwave is illustrated on the Bloch sphere, see Methods for details. First, the qubit is prepared in the ground state of \( \hat{H}_{\text{TLS}}^k \) at \( g(0) = -5 \). Then, \( g(t) \) is ramped from -5 to 0 with quenching rate \( 1 / \tau_Q \). Finally, the ground state of the final \( \hat{H}_{\text{TLS}}^k \) is rotated to qubit \( |0\rangle \), so that the excited state is mapped to \( |1\rangle \), which can be detected as a bright state. The measured excitation probability for different quench times is shown in Fig. 8.4.

8.3.5 Measurement of full probability distribution of topological defects

From the experimental data, the distribution \( P(n) \) of the number of kink pairs is obtained using the characteristic function (8.7) of a Poisson binomial distribution in which the probability \( p_k \) of each Bernoulli trial is set by the experimental value of the excitation probability upon completion of the corresponding Landau-Zener sweep. This result is compared with the theoretical prediction valid in the scaling limit –the regime of validity of the KZM– in which \( P(n) \) approaches the normal distribution, away from the adiabatic limit [304]. A comparison between \( P(n) \) and Equation (8.22) is shown in Fig. 8.6. The matching between theory and experiment is optimal in the scaling limit far away from the onset of the adiabatic dynamics or fast quenches, for which non-universal corrections are expected. We further note that the onset of adiabatic dynamics enhances non-normal features
Figure 8.5: **Histogram for photon counts in state preparation and detection experiments.** The distribution of photon counts is shown when the qubit state is prepared in $|0\rangle$ (dark state) and $|1\rangle$ (bright state).

of the experimental $P(n)$ that cannot be simply accounted for by a truncated Gaussian distribution, that takes into account the fact that the number of kinks $n = 0, 1, 2, 3, \ldots$

To explore universal features in $P(n)$, we shall be concerned with the scaling of its cumulants $\kappa_q$ ($q = 1, 2, 3, \ldots$) as a function of the quench time. We focus on the first three. The first one is set by the KZM estimate for the mean number of kink pairs $\kappa_1(\tau_Q) = \langle n \rangle_{\text{KZM}}$. The second one equals the variance and as shown in the Section 8.2 is set by $\kappa_2(\tau_Q) = \text{Var}(n) = (1 - 1/\sqrt{2})\langle n \rangle_{\text{KZM}}$. Finally, the third cumulant is given by the third centered moment $\kappa_3(\tau_Q) = \langle (n - \langle n \rangle)^3 \rangle = (1 - 3/\sqrt{2} + 2/\sqrt{3})\langle n \rangle_{\text{KZM}}$. Indeed, all cumulants are predicted to be nonzero and proportional to $\langle n \rangle_{\text{KZM}} \sim \tau_Q^{-1/2}$ being dictated by the KZM. We compared this theoretical prediction with the cumulants of the experimental $P(n)$ in Fig. 8.7, represented by dashed lines and symbols, respectively. The deviations from the power law occur at very fast quench times, satisfying $\tau_Q < \hbar/(\pi^3J)$. However, this regime is not probed in the experiment, as all data points are taken for larger values of $\tau_Q$. Within the parameters explored, deviations at fast quenches with $J\tau_Q/\hbar \sim 1$ are due to the fact that the excitation probability $p_k$ in each mode is not accurately described by the Landau-Zener formula, as shown in Fig. 8.4.

For moderate ramps, the power-law scaling of the cumulants is verified for $q = 1, 2$. The power-law scaling for $\kappa_q(\tau_Q)$ with $q > 1$ establishes the universal character of critical dynamics beyond the KZM. The later is explicitly verified for $\kappa_2(\tau_Q)$, as shown in Fig. 8.7. Beyond the fast-quench de-
Figure 8.6: Probability distribution of the number of kink pairs $P(n)$ generated as a function of the quench time. The experimental kink-pair number distribution for a transverse-field quantum Ising model with $N = 100$ spins is compared with the Gaussian approximation derived in the scaling limit, Eq. (8.22), ignoring high-order cumulants. The mean and width of the distribution are reduced as the quench time is increased. The experimental $P(n)$ is always broader and shifted to higher kink-pair numbers than the theoretical prediction. Non-normal features of $P(n)$ are enhanced near the sudden-quench limit and at the onset of adiabatic dynamics. Error bars indicate the standard-deviation over 10000 measurements.

viations shared by the first cumulant, the power law scaling of the variance of the number of kink pairs $\kappa_2(\tau_Q)$ extends to all the larger values of the quench time explored, with barely noticeable deviations. By contrast, for the third cumulant $\kappa_3(\tau_Q)$ the experimental data is already dominated by non-universal contributions both at short quench times, away from the scaling limit. For slow ramps, the third cumulant exhibits an onset of adiabatic dynamics due to finite size effects around $J\tau_Q/\hbar = 10^2$. Finite-size effects are predicted to lead to a sharp suppression of the third cumulant. However, the experimental data shows that $\kappa_3$ starts to increase with $\tau_Q$. This is reminiscent of the anti-Kibble-Zurek behavior that has been reported in the literature for the first cumulant in the presence of heating sources [307, 308] and we attribute it to noise-induced dephasing of the trapped-ion qubit. The nature of these deviations is significantly more pronounced in high-order cumulants, reducing the regime of applicability of the universal scaling.

8.4 Conclusions

In summary, using a trapped-ion quantum simulator we have probed the full counting statistics of topological defects in the quantum Ising chain, the paradigmatic model of quantum phase transi-
Figure 8.7: **Universal scaling of the cumulants $\kappa_q(\tau_Q)$ of the kink-pair number distribution $P(n)$ as a function of the quench time.** The experimental data (symbols) is compared with the scaling prediction (dashed lines) and the numerical data (solid lines) for the first three cumulants with $q = 1, 2, 3$. The universal scaling of the first cumulant $\kappa_1(\tau_Q) = \langle n \rangle$ is predicted by the KZM according to Eq.(8.4). Higher-order cumulants are also predicted to exhibit a universal scaling with the quench time. All cumulants of the experimental $P(n)$ exhibit deviations from the universal scaling at long quench times consistent with a dephasing-induced anti-KZM behavior. Further deviations from the scaling behavior are observed at fast quench times. The range of quench times characterized by universal behavior is reduced for high-order cumulants as $q$ increases. The error bars are much smaller than the size of the symbols used to depict the measured points.

In addition, our work raises new questions as to whether a similar scaling theory can be derived to characterize the probability distribution of other observables in statistical mechanics and condensed matter physics. The equilibrium distribution of the magnetization has broad application from hydrodynamics to memory devices. Is there a universal nonequilibrium distribution for it as well? Is such distribution universal in complex systems such as spin glasses or chaotic systems?
“Work as hard and as much as you want to on the things you like to do the best. Don’t think about what you want to be, but what you want to do.”

Richard P. Feynman

General Conclusions

Understanding the far-from equilibrium dynamics of many-body systems, the breakdown of adiabaticity and its control, is key to the development of quantum technologies. At the same time, progress on the experimental realization of quantum simulation in a variety of platforms continues to sharpen the formulation of fundamental principles in non-equilibrium physics. A clear example of this symbiosis is provided by the study of the dynamics in a spontaneous symmetry-breaking scenario. In this thesis, we study the non-equilibrium properties in spin-photon systems and we obtained relevant results about their. In the next items, we summarized the main finds in this thesis.

We show how to detect the presence of quantum phase transitions by means of local different-time correlations and violations of Leggett-Garg inequalities. We show, by looking at a quite general spin-1/2 chain, that there is a relationship between discontinuities, at fixed time, of the derivatives of the correlations and of the ground state energy as functions of a parameter in the system, and, focusing on two paradigmatic examples, that the methods numerically work.

In the same line of temporal correlations, we extend our finds to Majorana Fermion context. In this way, a fundamental problem in many-body quantum physics is the assessing of quantum phase transitions, in general, and in particular topological phase transitions are becoming increasingly studied from both the theoretical and experimental points of view. A large number of physical properties acting as indicators of such transitions have been proposed to this end, and a particularly important subset are those based on surface or edge physical quantities. Especially in the last few years there has been a surge of experimental interest in highly efficient ways of distinguishing between possible alternative explanations of what has been believed to be a cornerstone of the detection of Majorana fermions in condensed matter setups such as a zero bias peak. A fundamental open problem was to find an optimal smoking gun signature of zero mode Majorana modes in
semiconductor-superconductor wires or equivalently edge-chain localized fermionic elementary excitations. Our work provides a novel candidate protocol based on temporal rather than spatial two-point correlations, namely local and non-local two-time correlations, and does so by exploring clear distinguishing features in each phase, trivial and topological phases, for the three relevant temporal domains of short-time, intermediate and long time behaviors of the temporal correlations, a distinctive feature of our work with respect to any other previously known protocol.

On the other hand, we deals with the time-dependent driving of the celebrated Dicke-model across the superradiant transition and back to the normal phase. We are interested in the finite-time effects of driving across a quantum phase transition twice. To this end they consider the unitary/closed Dicke model with no dissipation. As the second order phase transition is approached, the system becomes effectively a two-level system. For this reason, we analyze the transition in terms of a modification of the Landau-Zener model in which one drives the system forward and backward through the avoided crossing. One observes oscillations in the transition probabilities referred to as Stückelberg oscillations. We analyze the ground state fidelity and the light-matter entanglement measured using the von Neumann entropy. We find that for slow driving, in the so-called "near-adiabatic" regime, both quantities show a strong hysteresis: the system does not trace back its evolution.

To expand further, we also want to emphasize that a major contribution of our results is that it purposely avoids many of the approximations typically employed in the analysis of coherent effects in many-body quantum systems. In this way, we are able to show for first time that vibronic coherence can be generated in exciton-vibration coupled systems without accessing the strong coupling regime; The same theoretical framework can be used to describe electron-phonon coupling in molecular/nanoparticle aggregates as well as to address the impact of an applied time-varying (pulsed) radiation field; We are able to uncover relationships between the pulsed fields and the generation of possible non-classical matter states.

In the third part, we discuss the onset of the Kibble-Zurek Mechanism in the context of inhomogeneous systems, when a quantum phase transition is crossed as a consequence of a slow variation of one Hamiltonian parameter. We show that inhomogeneities may generally reduce the impact of defects formation, since a non-homogeneous system can locally exhibit a critical behavior, which is absent in other regions. More specifically, it is possible to find out a crossover time which separates a region behaving as in the original KZM, from another region where the power-law exponent for the scaling of defects is larger. This scenario is explicitly tested in a quantum Ising ring in a transverse field, where the couplings are parabolically modulated in space. The study of adiabatic dynamics and KZM in a many-body context is certainly receiving a great deal of interest in the last years, due to the advances in quantum simulations. This is also witnessed by the increasing number of papers that are appearing, which are focused on the dynamics across phase transitions.

Finally, we describes the defect formation of a transverse quantum Ising chain when driven through a paramagnetic-ferromagnetic phase transition with a finite rate (here driven by the external magnetic field). Using the Jordan-Wigner transformation, not an Ising-chain of spin-1/2 fermions is investigated but an ensemble of fermionic creation and annihilation operations is investigated in experiment. Ramping the magnetic field is equivalent to an ensemble of Landau-Zener crossings
of a two-state quantum systems. This is realized by Yb-ions in a Paul trap where a static magnetic field creates a Zeemann splitting between $F = 0$ and $F = 1$. Fluorescence microscopy gives the population of the bright state. We argue that our experimental results, about full counting statistic of kinks distribution, have a broad impact as our experiment has manifold applications. Knowledge of the distribution of defects proves useful in the characterization in adiabatic quantum computers. Assessing the statistics of topological defects and its universal character is bound to motivate new experiments across the plethora of experimental platforms where topological defect formation has been explored, e.g., in the light of the Kibble-Zurek mechanism. These include liquid crystals, superconducting qubits, optical lattices, trapped BECs, colloidal monolayers, trapped ion chains and Coulomb crystals, etc. For each platform, new experiments can be envisioned to collect the full counting statistics by improving and developing novel measurement techniques. Quantum simulators aiming at the preparation of novel phases of matter can be guided by the possibility of tailoring the distribution of topological defects. New protocols in optimal control can be conceived that aim not only at reducing the average number of excitations but as well at engineering the fluctuations.
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Exact diagonalization the anisotropic XY Ising model in a transversal magnetic field

We consider a general model: the anisotropic XY Ising model in a transverse field (AXY). In one dimension the AXY has been introduced by Leib et al [1]. \((h = 0)\) y por Katsura [2]. They considered a chain of \(N\) spins governed by the Hamiltonian

\[
\hat{H} = -J \sum_{i=1}^{N} \left[ \left( \frac{1 + \gamma}{2} \right) \hat{\sigma}^x_i \hat{\sigma}^x_{i+1} + \left( \frac{1 - \gamma}{2} \right) \hat{\sigma}^y_i \hat{\sigma}^y_{i+1} \right] - h \sum_{i=1}^{N} \hat{\sigma}^z_i \quad (A.1)
\]

where the operators \(\hat{\sigma}^x_i, \hat{\sigma}^y_i,\) and \(\hat{\sigma}^z_i\) are spins 1/2 operators represented by Pauli matrices and \(\gamma\) is a parameter characterizing the degree of anisotropy of the interactions in the \(XY\) plane. The \(\gamma = 1\) case corresponds to the Ising model in a transverse field (ITF), while the \(\gamma = 0\) case give the \(XY\) model in a transversal field (XYTF).

The Hamiltonian can be mapped exactly on a free fermion model, consisting of an assembly of non interacting Fermi-Dirac oscillators. then the analytical process of diagonalization of the Hamiltonian is shown. If you have a two level system (TLS), is to identify with the state \(|0\rangle\) the ground state and the excited state \(|1\rangle\).

\[
|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]

as the Pauli matrices are defined in the form

\[
\hat{\sigma}^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \hat{\sigma}^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad \hat{\sigma}^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]
It is noteworthy that
\[ \hat{\sigma}^z |1\rangle = -|1\rangle \]
\[ \hat{\sigma}^z |0\rangle = |0\rangle \]

\( b_i \) and \( b_i^\dagger \) operators are fermionic creation and annihilation operators. For TLS is defined from
\[ b^\dagger |0\rangle = |1\rangle \]
\[ b |1\rangle = |0\rangle \]
then
\[ (2b^\dagger b - I) |0\rangle = -|0\rangle \]
\[ (2b^\dagger b - I) |1\rangle = |1\rangle \]
therefore
\[ (2b^\dagger b_i - I) = -\hat{\sigma}^z_i \]

Now the form of the operator \( b_i \) are found in the representation of eigenvectors of \( \hat{\sigma}^z_i \)
\[ \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \]
from which it can be concluded that \( b_{11} = b_{21} = 0 \), now to the \( b \) operator acting on the excited state must
\[ \begin{pmatrix} 0 & b_{12} \\ 0 & b_{22} \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \]
then
\[ b = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \]
therefore
\[ b^\dagger = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \]
according to the form of \( b \) and \( b^\dagger \) fermionic operators can be identified with the ladder operators of the TLS \( \hat{\sigma}^\dagger \) and \( \hat{\sigma}^- \) respectively. However, this analogy is valid for only one site of the chain of spins; this can not be extended to multiple sites for the fermion operators anticommute in different locations, while the ladder operators for TLS commute. therefore to satisfy the relation of fermionic anticomutacion \( \{ b_i, b_j^\dagger \} = \delta_{ij} \) the operators \( b_i \) and \( b_i^\dagger \) are defined as
\[ b_i = \prod_{m<i} (\hat{\sigma}^z_m) \sigma^i \]
\[ b_i^\dagger = \prod_{m<i} (\hat{\sigma}^z_m) \sigma^-_i \]
inverse transformation is given by

\[ \sigma_i^+ = \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i, \]
\[ \sigma_i^- = \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i^\dagger. \]

this new redefinition of the fermionic operators, allows anticommutation and commutation relations for fermionic operators are met. This transformation is known as the Jordan-Wigner transformation. The following commutation and anticommutation rules were quickly verified:

\[ \{ b_i, b_j^\dagger \} = \delta_{ij}, \quad \{ b_i, b_j \} = \{ b_i^\dagger, b_j^\dagger \} = 0 \]
\[ [\sigma_i^+, \sigma_j^-] = \delta_{ij} \hat{\sigma}_i^x \]
\[ \left[ \hat{\sigma}_i^x, \sigma_j^\pm \right] = \pm 2\delta_{ij} \sigma_i^\pm \]

where the curly brackets represent anticommutation and square brackets are commutators. Now, as we know that the ladder operators for a TLS satisfy the following relations with the Pauli matrix

\[ \sigma_i^x = \sigma_i^+ + \sigma_i^- \]
\[ \sigma_i^y = i \left( \sigma_i^- - \sigma_i^+ \right) \]

replacing the Jordan-Wigner transformations, we obtain

\[ \sigma_i^x = \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i + \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i^\dagger \]
\[ \sigma_i^x = \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) \left( b_i + b_i^\dagger \right) \]
\[ \sigma_i^y = i \left[ \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i^\dagger - \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i \right] \]
\[ \sigma_i^y = i \left[ \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) \left( b_i^\dagger - b_i \right) \right] \]

Now, is explicitly calculated in terms of the Hamiltonian

\[ \sigma_i^x \sigma_{i+1}^x = \left[ \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i + \prod_{m<i} \left( 1 - 2b_m^\dagger b_m \right) b_i^\dagger \right] \times \]
\[ \left[ \prod_{n<i+1} \left( 1 - 2b_n^\dagger b_n \right) b_{i+1} + \prod_{n<i+1} \left( 1 - 2b_n^\dagger b_n \right) b_{i+1}^\dagger \right] \]
\[ \sigma_i^x \sigma_{i+1}^x = \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} + \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger + \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i^\dagger \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} + \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i^\dagger \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger \]

\[ \sigma_i^x \sigma_{i+1}^x = \prod_{m<i} (1 - 2b_m^\dagger b_m) \prod_{n<i} (1 - 2b_n^\dagger b_n) \left[ b_i \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} \right] + \prod_{m<i} (1 - 2b_m^\dagger b_m) \prod_{n<i} (1 - 2b_n^\dagger b_n) \left[ b_i \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger \right] + \prod_{m<i} (1 - 2b_m^\dagger b_m) \prod_{n<i} (1 - 2b_n^\dagger b_n) \left[ b_i^\dagger \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} \right] + \prod_{m<i} (1 - 2b_m^\dagger b_m) \prod_{n<i} (1 - 2b_n^\dagger b_n) \left[ b_i^\dagger \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger \right] \]

the indices \( n \) and \( m \) are as dumb, the products

\[ \prod_{m<i} (1 - 2b_m^\dagger b_m) \prod_{n<i} (1 - 2b_n^\dagger b_n) = 1 \]

then

\[ \sigma_i^x \sigma_{i+1}^x = b_i \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} + b_i \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger + b_i^\dagger \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} + b_i^\dagger \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger \]

\[ = b_i b_{i+1} - 2b_i b_i^\dagger b_{i+1} + b_i b_{i+1}^\dagger - 2b_i b_i^\dagger b_{i+1}^\dagger + b_i b_{i+1} + b_i^\dagger b_{i+1} + b_i^\dagger b_{i+1}^\dagger - 2b_i^\dagger b_i^\dagger b_{i+1}^\dagger \]

Now as \( b_i b_{i+1} = 0 \) and \( b_i^\dagger b_i^\dagger = 0 \), then the nonzero terms are

\[ \sigma_i^x \sigma_{i+1}^x = b_i b_{i+1} + b_i b_{i+1}^\dagger + b_i^\dagger b_{i+1} + b_i^\dagger b_{i+1}^\dagger \]

(A.2)
Now also is necessary to know the form of $\sigma_i^y \sigma_{i+1}^y$, thus calculating explicitly

\begin{align*}
\sigma_i^y \sigma_{i+1}^y &= \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i - \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i^\dagger \right] \times \\
&\quad \left[ \prod_{n<i+1} (1 - 2b_n^\dagger b_n) b_{i+1} - \prod_{n<i+1} (1 - 2b_n^\dagger b_n) b_{i+1}^\dagger \right] \\
&= \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i \right] \left[ \prod_{n<i+1} (1 - 2b_n^\dagger b_n) b_{i+1} \right] \\
&\quad - \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i^\dagger \right] \left[ \prod_{n<i+1} (1 - 2b_n^\dagger b_n) b_{i+1} \right] \\
&\quad - \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i^\dagger \right] \left[ \prod_{n<i+1} (1 - 2b_n^\dagger b_n) b_{i+1}^\dagger \right] \\
&\quad + \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i \right] \left[ \prod_{n<i+1} (1 - 2b_n^\dagger b_n) b_{i+1}^\dagger \right]
\end{align*}

\begin{align*}
\sigma_i^y \sigma_{i+1}^y &= \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i \right] \left[ \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger \right] \\
&\quad - \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i^\dagger \right] \left[ \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} \right] \\
&\quad - \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i^\dagger \right] \left[ \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger \right] \\
&\quad + \left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) b_i \right] \left[ \prod_{n<i} (1 - 2b_n^\dagger b_n) \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} \right]
\end{align*}
the indices \( n \) and \( m \) are as dumb, the products
\[
\left[ \prod_{m<i} (1 - 2b_m^\dagger b_m) \right] \left[ \prod_{n<i} (1 - 2b_n^\dagger b_n) \right] = 1
\]
then
\[
\sigma_i^y \sigma_{i+1}^y = \sigma_i^y \sigma_{i+1}^y = b_i \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}^\dagger - b_i \left( 1 - 2b_i^\dagger b_i \right) b_{i+1} - b_i^\dagger \left( 1 - 2b_i^\dagger b_i \right) b_i + b_i^\dagger \left( 1 - 2b_i^\dagger b_i \right) b_{i+1}
\]
\[
= b_i b_{i+1}^\dagger - 2b_i b_i^\dagger b_{i+1}^\dagger - b_i b_{i+1} + 2b_i b_i^\dagger b_{i+1} - b_i^\dagger b_{i+1} + 2b_i^\dagger b_i b_{i+1}^\dagger + b_i b_{i+1} - 2b_i^\dagger b_i b_{i+1}
\]
Now as \( b_i b_i = 0 \) and \( b_i^\dagger b_i^\dagger = 0 \), then the nonzero terms are
\[
\sigma_i^y \sigma_{i+1}^y = b_i b_{i+1}^\dagger - b_i b_{i+1} - b_i^\dagger b_{i+1} + b_i^\dagger b_{i+1}
\]  
(A.3)
replacing each of the terms in the previously calculated one has Hamiltonian AXY
\[
\hat{H} = -\frac{J}{2} \sum_{i=1}^{N} \left[ (1 + \gamma) \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x + (1 - \gamma) \hat{\sigma}_i^y \hat{\sigma}_{i+1}^y \right] - h \sum_{i=1}^{N} \hat{\sigma}_i^z
\]
\[
= -\frac{J}{2} \left\{ \sum_{i=1}^{N} (1 + \gamma) \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x \right\} + \left\{ \sum_{i=1}^{N} (1 - \gamma) \hat{\sigma}_i^y \hat{\sigma}_{i+1}^y \right\} - h \sum_{i=1}^{N} \hat{\sigma}_i^z
\]
\[
= -\frac{J}{2} \left\{ \sum_{i=1}^{N} (1 + \gamma) b_i b_{i+1} + b_i b_{i+1}^\dagger + b_i^\dagger b_{i+1} + b_i^\dagger b_{i+1}^\dagger \right\}
\]
\[
+ \left\{ \sum_{i=1}^{N} (1 - \gamma) b_i b_{i+1}^\dagger - b_i b_{i+1} - b_i^\dagger b_{i+1}^\dagger + b_i^\dagger b_{i+1} \right\} - h \sum_{i=1}^{N} (1 - 2b_i^\dagger b_i)
\]

have explicitly calculating
\[
H = -Nh - J \sum_{i=1}^{N} \left[ b_i^\dagger b_{i+1} + b_i b_{i+1}^\dagger + \gamma b_i^\dagger b_{i+1}^\dagger + \gamma b_i b_{i+1} \right] + 2h \sum_{i=1}^{N} b_i^\dagger b_i
\]  
(A.4)

The diagonalization of (A.4) for \( h \) independent of \( t \) is completed by using two more transformations: (i) Fourier transformation, and (ii) Bogoliubov transformation. We can still carry out the Fourier transform. Define
\[
b_j^\dagger = \frac{1}{\sqrt{N}} \sum_p e^{-ij\phi_p} a_p^\dagger,
\]
\[
b_j = \frac{1}{\sqrt{N}} \sum_p e^{ij\phi_p} a_p,
\]
The above transformed Hamiltonian is already quadratic in the operator and it is diagonalisable. Let us consider fermion in momentum space, where \( j \phi_p = j R_j \), where the complete set of wavevector is \( j = 2 \pi m/N \),

\[
m = -(N - 1)/2, \ldots, -1/2, 1/2, \ldots, (N - 1)/2 \quad \text{(for } N \text{ even)}
\]

\[
m = N/2, \ldots, 0, \ldots, N/2 \quad \text{(for } N \text{ odd)}
\]

from the above transformation are calculated explicitly each of the terms of the Hamiltonian

\[
\sum_{j=1}^{N} b_j^\dagger b_j = \frac{1}{N} \sum_p a_p^\dagger a_p \tag{A.5}
\]

\[
\sum_{j=1}^{N} b_j^\dagger b_{j+1} = \frac{1}{N} \sum_{j=1}^{N} e^{-ij \phi_p} a_p^\dagger \sum_m e^{i(j+1) \phi_m} a_m
\]

\[
= \frac{1}{N} \sum_{m,p} a_p^\dagger a_m e^{i \phi_m} \sum_{j=1}^{N} e^{-ij \phi_p} e^{ij \phi_m}
\]

\[
\sum_{j=1}^{N} b_j^\dagger b_{j+1} = \frac{1}{N} \sum_{m,p} a_p^\dagger a_m e^{i \phi_m} \delta_{p,m} \tag{A.6}
\]

\[
\sum_{j=1}^{N} b_j b_{j+1}^\dagger = \frac{1}{N} \sum_{p} a_p^\dagger a_p e^{i \phi_p} \tag{A.7}
\]

\[
\sum_{j=1}^{N} b_j^\dagger b_{j+1}^\dagger = \frac{1}{N} \sum_{m,p} a_p^\dagger a_m^\dagger e^{-i \phi_m} \sum_{j=1}^{N} e^{-ij \phi_p} e^{-ij \phi_m}
\]

\[
= \frac{1}{N} \sum_{m,p} a_p^\dagger a_m^\dagger e^{-i \phi_m} \delta_{p,-m}
\]

\[
= \frac{1}{N} \sum_{p} a_p^\dagger a_{-p} e^{i \phi_p} = \frac{1}{N} \sum_{p} a_{-p}^\dagger a_p e^{-i \phi_p}
\]

\[
= \frac{1}{2N} \sum_{p} \left( a_p^\dagger a_{-p} e^{i \phi_p} + a_{-p}^\dagger a_p e^{-i \phi_p} \right)
\]

\[
= \frac{1}{2N} \sum_{p} \left( a_p^\dagger a_{-p} e^{i \phi_p} - a_{-p}^\dagger a_p e^{-i \phi_p} \right)
\]
replacing the Hamiltoniano (A.4)

\[ H = -\frac{J}{N} \sum_p \left[ a_p^\dagger a_p e^{i\phi_p} + a_p^\dagger a_p e^{-i\phi_p} - i\gamma \sin (\phi_p) a_p^\dagger a_p + \frac{h}{J} \right] \]

\[ + \sum_p \left( \frac{2h}{N} a_p^\dagger a_p - \frac{h}{N} \right) \]

\[ = -\frac{J}{N} \sum_p \left[ a_p^\dagger a_p \left( e^{i\phi_p} + e^{-i\phi_p} \right) - i\gamma \sin (\phi_p) a_p^\dagger a_p + \frac{h}{J} \right] \]

\[ H = -\frac{J}{N} \sum_p \left[ a_p^\dagger a_p \left( 2 \cos (a_p) - \frac{2h}{J} \right) - i\gamma \sin (a_p) \left( a_p^\dagger a_{-p} + a_p a_{-p} \right) + \frac{h}{J} \right] \]

and \( N \) is the total number of sites.

\[ H = -\frac{J}{N} \sum_p \left[ 2a_p^\dagger a_p \left( \cos (a_p) - \frac{h}{J} \right) - i\gamma \sin (a_p) \left( a_p^\dagger a_{-p} + a_p a_{-p} \right) + \frac{h}{J} \right] \]

Next, we use the Bogoliubov transformation to map into a new set of fermionic operators \((\gamma_k)\) whose number is conserved. These new operators are defined by a unitary transformation on the pair \(a_k, a_k^\dagger\):

\[ \gamma_k = u_k a_k - i v_k a_k^\dagger \]

where \(u_p, v_p\) are real numbers satisfying \(u_k^2 + v_k^2 = 1\), \(u_{-k} = u_k\), and \(v_{-k} = -v_k\). It can be checked that canonical fermion anticomutation relation for the \(a_k\) imply that the same relations are also satisfied by the \(\gamma_k\), that is

\[ \{ \gamma_k, \gamma_{k'}^\dagger \} = \delta_{k,k'}, \quad \{ \gamma_k, \gamma_{k'} \} = \{ \gamma_k, \gamma_k^\dagger \} = 0 \]

we also note the inverse transformation

\[ a_k = u_k \gamma_k + i v_k \gamma_k^\dagger. \]
therefore

\[ a_{-k} = u_k \gamma_{-k} - i v_k \gamma_k^\dagger \]
\[ a_k^\dagger = u_k \gamma_k^\dagger - i v_k \gamma_{-k} \]
\[ a_{-k}^\dagger = u_k \gamma_{-k}^\dagger + i v_k \gamma_k \]

using the relationships found above are calculated explicitly each of the terms of the Hamiltonian

\[ a_k^\dagger a_k = u_k^2 \gamma_k^\dagger \gamma_k + i u_k v_k \gamma_k^\dagger \gamma_{-k}^\dagger - i u_k v_k \gamma_{-k} \gamma_k^\dagger + v_k^2 \gamma_{-k}^\dagger \gamma_k \]
\[ a_{-k}^\dagger a_{-k} = u_k^2 \gamma_{-k}^\dagger \gamma_{-k} - i u_k v_k \gamma_{-k}^\dagger \gamma_k^\dagger + i u_k v_k \gamma_k \gamma_{-k}^\dagger + v_k^2 \gamma_k \gamma_{-k} \]
\[ a_k^\dagger a_{-k} = u_k^2 \gamma_k^\dagger \gamma_{-k}^\dagger + i u_k v_k \gamma_k^\dagger \gamma_{-k}^\dagger - i u_k v_k \gamma_{-k} \gamma_k^\dagger + v_k^2 \gamma_{-k}^\dagger \gamma_k \]
\[ a_k a_{-k} = u_k^2 \gamma_k \gamma_{-k} + i u_k v_k \gamma_k^\dagger \gamma_{-k}^\dagger - i u_k v_k \gamma_{-k} \gamma_k^\dagger + v_k^2 \gamma_{-k} \gamma_k \]

using the relationships found above are calculated explicitly each of the terms of the Hamiltonian

\[ H = -\frac{J}{N} \sum_k \left[ \left( \cos (ak) - \frac{h}{J} \right) \left( u_k^2 \gamma_k^\dagger \gamma_k + i u_k v_k \gamma_k^\dagger \gamma_{-k}^\dagger - i u_k v_k \gamma_{-k} \gamma_k^\dagger + v_k^2 \gamma_{-k}^\dagger \gamma_k \right) 
+ u_k^2 \gamma_{-k}^\dagger \gamma_{-k} - i u_k v_k \gamma_{-k}^\dagger \gamma_k^\dagger + i u_k v_k \gamma_k \gamma_{-k}^\dagger + v_k^2 \gamma_k \gamma_{-k} \right] 
- i \gamma \sin (ak) \left( u_k^2 \gamma_{-k}^\dagger \gamma_k^\dagger + i u_k v_k \gamma_{-k}^\dagger \gamma_k^\dagger - i u_k v_k \gamma_k \gamma_{-k}^\dagger + v_k^2 \gamma_k \gamma_{-k} \right) 
+ u_k^2 \gamma_k \gamma_{-k} + i u_k v_k \gamma_k^\dagger \gamma_{-k}^\dagger - i u_k v_k \gamma_{-k} \gamma_k^\dagger + v_k^2 \gamma_{-k} \gamma_k \right] + \frac{h}{J} \right] \]

using anticommutation relations and factoring like terms we obtain

\[ H = -\frac{J}{N} \sum_k \left[ 2 \gamma_k^\dagger \gamma_k \left( u_k^2 \left( \cos (ak) - \frac{h}{J} \right) + \gamma \sin (ak) u_k v_k \right) 
+ 2 \gamma_k \gamma_{-k}^\dagger \left( \cos (ak) - \frac{h}{J} \right) v_k^2 + \gamma \sin (ak) u_k v_k \right] 
- i \gamma_k^\dagger \gamma_{-k} \left( \gamma \sin (ak) \left( u_k^2 - v_k^2 \right) + 2 \left( \cos (ak) - \frac{h}{J} \right) u_k v_k \right) 
- i \gamma_k^\dagger \gamma_{-k} \left( \gamma \sin (ak) \left( u_k^2 - v_k^2 \right) + 2 \left( \cos (ak) - \frac{h}{J} \right) u_k v_k \right) + \frac{h}{J} \right] \]

using the relationships found above are calculated explicitly each of the terms of the Hamiltonian and using the terms \( \gamma_k^\dagger \gamma_{-k}^\dagger \) and \( \gamma_k \gamma_{-k} \) are zero for the Hamiltonian diagonalizes and implementing
the relationship $u_k = \cos(\theta_k/2)$ and $v_k = \sin(\theta_k/2)$, relationship is then to be met angles, so

$$
\gamma \sin(ak) \left\{ u_k^2 - v_k^2 \right\} + 2 \left( \cos(ak) - \frac{h}{J} \right) u_kv_k = 0
$$

$$
\gamma \sin(ak) \left\{ u_k^2 - v_k^2 \right\} = -2 \left( \frac{h}{J} - \cos(ak) \right) u_kv_k
$$

$$
\gamma \sin(ak) \left\{ \cos^2(\theta_k/2) - \sin^2(\theta_k/2) \right\} = -2 \left( \frac{h}{J} - \cos(ak) \right) \cos(\theta_k/2) \sin(\theta_k/2)
$$

$$
\gamma \sin(ak) \cos \theta_k = \left( \frac{h}{J} - \cos(ak) \right) \sin \theta_k
$$

$$
\tan \theta_k = \frac{\gamma \sin(ak)}{\left( \frac{h}{J} - \cos(ak) \right)}
$$

(A.10)

and $N$ is the number of spins in the chain, you can define the interaction Hamiltonian by place of occupation of each spin. such that

$$
H_I = -J \sum_k \left[ 2\gamma_k^+ \gamma_k \left( u_k^2 \left( \cos(ak) - \frac{h}{J} \right) + \gamma \sin(ak) u_kv_k \right) 
+ 2 \gamma_k^+ \left( \cos(ak) - \frac{h}{J} \right) v_k^2 - \gamma \sin(ak) u_kv_k \right] 
+ \frac{h}{J} \right]
$$

Now using the anticommutation relation, the Hamiltonian can be written

$$
H_I = -J \sum_k \left[ 2\gamma_k^+ \gamma_k \left( u_k^2 \left( \cos(ak) - \frac{h}{J} \right) + \gamma \sin(ak) u_kv_k \right) 
+ 2 \left( 1 - \gamma_k^+ \gamma_k \right) \left( \left( \cos(ak) - \frac{h}{J} \right) v_k^2 - \gamma \sin(ak) u_kv_k \right) + \frac{h}{J} \right]
$$

It expanded term by term, we obtain

$$
H_I = \sum_k \left[ -2Ju_k^2 \gamma_k^+ \gamma_k \left( \cos(ak) - \frac{h}{J} \right) + 2Jv_k^2 \gamma_k^+ \gamma_k \left( \cos(ak) - \frac{h}{J} \right) 
-4\gamma Ju_k v_k \sin(ak) \gamma_k^+ \gamma_k - 2Jv_k^2 \left( \cos(ak) - \frac{h}{J} \right) + 2\gamma Ju_k v_k \sin(ak) - h \right]
$$

arranging terms it must be

$$
H_I = \sum_k \left[ \left\{ 2J \left( \frac{h}{J} - \cos(ak) \right) \right\} \left( u_k^2 - v_k^2 \right) + 4\gamma Ju_k v_k \sin(ak) \right] \gamma_k^+ \gamma_k 
+ 2Jv_k^2 \left( \cos(ak) - \frac{h}{J} \right) - 2\gamma Ju_k v_k \sin(ak) - h \right]
$$

In order to simplify, we use the definitions of amplitud $u_k = \cos(\theta_k/2)$ and $v_k = \sin(\theta_k/2)$; therefore, using the trigonometric relations $u_k^2 - v_k^2 = \cos(\theta_k), 2u_k v_k = \sin(\theta_k)$, and $v_k^2 = \frac{1-\cos(\theta_k)}{2}$. In this way,
we can rewritten the hamiltonian
\[
H_I = \sum_k \left\{ 2J \left( \frac{h}{J} - \cos(ak) \right) \cos(\theta_k) + 2\gamma J \sin(\theta_k) \sin(ak) \right\} \gamma_k^\dagger \gamma_k \\
+ 2J \left( \frac{1 - \cos(\theta_k)}{2} \right) \left( \frac{h}{J} - \cos(ak) \right) - \gamma J \sin(\theta_k) \sin(ak) - h \right] 
\]

We can simplify a little more
\[
H_I = \sum_k \left\{ 2J \left( \frac{h}{J} - \cos(ak) \right) \cos(\theta_k) + 2\gamma J \sin(\theta_k) \sin(ak) \right\} \gamma_k^\dagger \gamma_k \\
- J \left( \frac{h}{J} - \cos(ak) \right) \cos(\theta_k) - \gamma J \sin(\theta_k) \sin(ak) \right] + \sum_k \cos(ak) 
\]
given that \( \sum_k \cos(ak) = 0 \) therefore:
\[
H_I = \sum_k \left\{ 2J \left( \frac{h}{J} - \cos(ak) \right) \cos(\theta_k) + 2\gamma J \sin(\theta_k) \sin(ak) \right\} \gamma_k^\dagger \gamma_k \\
- J \left( \frac{h}{J} - \cos(ak) \right) \cos(\theta_k) - \gamma J \sin(\theta_k) \sin(ak) \right] 
\]

Now,
\[
H_I = \sum_k 2J \left( \frac{h}{J} - \cos(ak) \right) \cos(\theta_k) + \gamma \sin(\theta_k) \sin(ak) \right\} \left\{ \gamma_k^\dagger \gamma_k - \frac{1}{2} \right\} 
\]

On the other hand, given the relation (A.10), we can evaluate each trigonometric function as:
\[
\sin(\theta_k) = \frac{\gamma \sin(ak)}{\sqrt{\left( \frac{h}{J} - \cos(ak) \right)^2 + \gamma^2 \sin^2(ak)}} \\
\cos(\theta_k) = \frac{\left( \frac{h}{J} - \cos(ak) \right)}{\sqrt{\left( \frac{h}{J} - \cos(ak) \right)^2 + \gamma^2 \sin^2(ak)}} 
\]

(A.11)
can be demonstrated that the system is mapped to a system of non-interacting fermions with Hamiltonian given by
\[
H = \sum_k \lambda(\theta_k) \left\{ \gamma_k^\dagger \gamma_k - \frac{1}{2} \right\} 
\]

where \( \lambda(\theta_k) = 2J \sqrt{\left( \frac{h}{J} - \cos(ak) \right)^2 + \gamma^2 \sin^2(ak)} \), with the ground state defined \( \gamma_k |0\rangle = 0 \). The groundstate free energy has the form
\[
\epsilon_0 \equiv \frac{E_0}{NJ} = \frac{1}{2\pi} \int_{-\pi}^{\pi} dk \lambda(\theta_k) 
\]
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Universal Dynamics of Inhomogeneous Quantum Phase Transitions: Suppressing Defect Formation
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In the nonadiabatic dynamics across a quantum phase transition, the Kibble-Zurek mechanism predicts that the formation of topological defects is suppressed as a universal power law with the quench time. In inhomogeneous systems, the critical point is reached locally and causality reduces the effective system size for defect formation to regions where the velocity of the critical front is slower than the sound velocity, favoring adiabatic dynamics. The reduced density of excitations exhibits a much steeper dependence on the quench rate and is also described by a universal power law that we demonstrated in a quantum Ising chain.
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The development of new methods to induce or mimic adiabatic dynamics is essential to the progress of quantum technologies. In many-body systems, the need to develop new methods to approach adiabatic dynamics is underlined for their potential application to quantum simulation and adiabatic quantum computation [1,2].

The Kibble-Zurek mechanism (KZM) is a paradigmatic theory to describe the dynamics across both classical and quantum systems. In a finite time \( \tau_0 \) across the critical value \( h_c \), the mechanism exploits the divergence of the relaxation time \( \tau(\epsilon) = \tau_0/|\epsilon|^\nu \) (critical slowing down) as a function of the quasistatic distance to the critical point \( \epsilon = (h_c - h)/h_c \). The time scales, known as the freeze-out time \( \hat{\tau} \), in which fluctuations cease to be adiabatic. This is therefore controlled by the quench time \( \tau_0 \) and by \( z \) and \( \nu \), which are referred to as the dynamic and correlation-length critical exponents, respectively. The central prediction of the KZM is the estimate of the size of the domains in the broken symmetry phase using the equilibrium value of the correlation length \( \xi(\epsilon) = \xi_0/|\epsilon|^{\nu} \), at the value \( \epsilon = \hat{\epsilon} \). As a result, the average domain size exhibits a universal power-law scaling dictated by \( \hat{\tau} = \xi_0(\tau_0/\tau_0)^{1/(1+\nu)} \). At the boundary between domains, topological defects form. In one dimension, the density of defects is set by \( d = \xi(\hat{\tau})^{-1} \sim \tau_0^{\nu/\nu_h} \) with \( \nu_h = \nu/(1+\nu) \). The KZM constitutes a negative result for the purpose of suppressing defect formation, given that in an arbitrarily large system, defects will be formed no matter how slowly the phase transition is crossed. This has motivated a variety of approaches to circumvent the KZM scaling law and favor adiabatic dynamics, including nonlinear protocols [8,9], optimal control [10–12], shortcuts to adiabaticity [13–15], and the simultaneous tuning of multiple parameters of the system [16], to name some relevant examples [17].

Test beds for the experimental demonstration of universal dynamics at criticality are often inhomogeneous, and it is this feature which paves the way to defect suppression. Under a finite-rate quench of an external control parameter, the system does not reach the critical point everywhere at once. Rather, a choice of the broken symmetry made locally at the critical front can influence the subsequent symmetry breaking across the system, diminishing the overall number of defects. In this scenario, the paradigmatic KZM fails, and should be extended to account for the inhomogeneous character of the system [18–23]. An inhomogeneous Kibble-Zurek mechanism (IKZM) has been formulated in classical phase transitions [19,22,23] following the early insight by Kibble and Volovik [24]. The current understanding is summarized in Refs. [25,26]. Its key predictions are a suppression of the net number of excitations with respect to the homogeneous scenario, and an enhanced power-law scaling of the residual density of excitations as a function of the quench rate.

In classical systems, numerical evidences in favor of the IKZM have been reported [22]. Three experimental groups have observed an enhanced dependence of the density of kinks with the quench rate across a structural continuous phase transition in trapped Coulomb crystals [27–29]. However, a related experiment testing soliton formation during Bose-Einstein condensation of a trapped atomic cloud under forced evaporative cooling was...
Pulsed Generation of Quantum Coherences and Non-classicality in Light-Matter Systems
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We show that a pulsed stimulus can be used to generate many-body quantum coherences in light-matter systems of general size. Specifically, we calculate the exact time-evolution of an $N$ qubit system coupled to a global boson field, in response to an up-down pulse. The pulse is chosen so that the system dynamically crosses the system’s quantum phase transition on both the up and down portion of the cycle. We identify a novel form of dynamically-driven quantum coherence emerging for general $N$ and without having to access the empirically challenging strong-coupling regime. Its properties depend on the speed of the changes in the stimulus. Non-classicalities arise within each subsystem that have eluded previous analyses. Our findings show robustness to losses and noise, and have potential functional implications at the systems level for a variety of nanosystems, including collections of $N$ atoms, molecules, spins, or superconducting qubits in cavities—and possibly even vibration-enhanced light-harvesting processes in macromolecules.

Keywords: driven quantum coherences, non-classicalities, electronic-vibrational entanglement, Dicke model, many-body quantum system

1. INTRODUCTION

The interactions between electronic excitations in matter and quantized collective excitations, lie at the heart of conventional condensed matter physics—in which the focus is on periodic systems—as well as nanostructures which are increasingly being fabricated from materials of common interest to chemists, physicists, and biologists. Characterizing how collective quantum behavior can be generated in such systems, and what its properties are, represents a challenging research area—and also an important technological one, e.g., for quantum information processing—since each system is ultimately a many-body quantum system embedded in an environment. Of particular interest is the issue of correlations or “coherence” in such systems, which in its purest quantum mechanical form manifests itself as many-body quantum entanglement. Recently, new experimental setups have shown a high degree of control of coherence in scenarios involving elementary boson excitations or confined photons interacting with atoms, molecules, or artificial nanostructures in cavities [1–3]. Interest in the resulting collective coherences now extends beyond the realm of
Universal two-time correlations, out-of-time-ordered correlators, and Leggett-Garg inequality violation by edge Majorana fermion qubits
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In the present work we propose that two-time correlations of Majorana edge localized fermions constitute a novel and versatile toolbox for assessing the topological phases of one-dimensional open lattices. Using analytical and numerical calculations in the Kitaev model, we uncover universal relationships between the decay of the short-time correlations and a particular family of out-of-time-ordered correlators, which provide direct experimental alternatives to the quantitative analysis of the system regime, either normal or topological. Furthermore, we show that the saturation of two-time correlations possesses features of an order parameter. Finally, we find that violations of Leggett-Garg inequalities can indicate the topological-normal phase transition by looking at different qubits formed by pairing local and nonlocal edge Majorana fermions.
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I. INTRODUCTION

In the last few years, the development of new quantum devices has fueled the search for novel materials and control mechanisms to engineer unprecedented technologies. Along this path, topological systems have been identified as robust entities with potential applications in quantum computation and information processing due to their unusual braiding properties [1–3]. Candidates for topological qubits include chains of magnetic atoms on top of a superconducting surface [4], hybrid systems between $s$-wave superconductors and topological insulators [5], $p$-wave superconductors [6], fractional quantum Hall systems [7], and one-dimensional (1D) semiconductor-superconductor heterostructure-based quantum wires [8–10]. Notably, the latter have aroused great interest given their high experimental accessibility and controllability [11]. In addition, edge-localized Majorana zero modes, expected to be robust against dephasing and dissipation [12–15], have been predicted to exist in these systems. The search for new topological configurations allowing for Majorana zero modes has also been extended to Josephson-junction-based nanostructures [16–20]. Concurrent with the chase for novel materials is the search for experimentally accessible properties to identify their truly nonclassical features, such as topological quantum phases. A large number of protocols have been proposed to this end, and a particularly important subset corresponds to those based on spatial nonlocal correlations as embodied in Bell inequalities [13,21,22]. More recently, there has been a surge of theoretical and experimental interest in using temporal correlations instead for similar purposes since in some scenarios nonlocal measurements are quite challenging. Thus, local measurements such as two-time correlations (TTCs) can be used to gain further access to the underlying physics [23,24].

Here we consider an extension of that interest to assess the interplay between time correlations and nonlocal quantum objects in Majorana fermion chains by focusing mainly on the Kitaev chain [25]. In particular we address the open question of detecting true quantum temporal correlations in a topological quantum phase. Correlations for two types of objects will be explored: (i) local Dirac fermions formed by pairing two Majorana fermions on the same edge site and (ii) nonlocal Dirac fermions coming from the pairing of Majorana fermions located at the two opposed edge sites of the chain. In this way we will address the pivotal role that TTCs play in detecting large memory effects of local and nonlocal Majorana edge qubits.

Specifically, we will show how the longtime limit of several boundary TTCs poses features of an order parameter, providing information on the quantum phase transitions of the Majorana fermion system. Moreover, for the purposes of the present work, TTCs can be used to assess the quantumness of a system in a form similar to how spatial correlations identify quantum behavior through Bell inequalities. Namely, combinations of TTCs allow for testing Leggett-Garg inequalities (LGIs) [26–28]. These inequalities are satisfied in macroscopic classical systems, characterized by macrorealism (a system’s property is well defined at every time regardless of whether it is observed) and noninvasive measurability (a system is unaffected by measurements). Their violation indicates the existence of macroscopic quantum coherence.

Not only has there been an intense search for experimental schemes in which LGI violations can be observed [29–36], but several applications for them have also been proposed, including identification of order-disorder quantum phase transitions in many-body systems [37] and characterization of quantum transport [38]. Indeed, it is also interesting to extend the range...
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Abstract

The ability to modify light–matter coupling in time (e.g. using external pulses) opens up the exciting possibility of generating and probing new aspects of quantum correlations in many-body light–matter systems. Here we study the impact of such a pulsed coupling on the light–matter entanglement in the Dicke model as well as the respective subsystem quantum dynamics. Our dynamical many-body analysis exploits the natural partition between the radiation and matter degrees of freedom, allowing us to explore time-dependent intra-subsystem quantum correlations by means of squeezing parameters, and the inter-subsystem Schmidt gap for different pulse duration (i.e. ramping velocity) regimes—from the near adiabatic to the sudden quench limits. Our results reveal that both types of quantities indicate the emergence of the superradiant phase when crossing the quantum critical point. In addition, at the end of the pulse light and matter remain entangled even though they become uncoupled, which could be exploited to generate entangled states in non-interacting systems.
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1. Introduction

The understanding, characterization and manipulation of non-equilibrium correlated many-body systems has benefited from several remarkable experimental and theoretical advances in recent years [1, 2]. Although, by definition, any laboratory sample will necessarily interact with its laboratory environment [3], modern technologies have succeeded in isolating quantum systems to a significant degree within a large variety of experimental settings [4–6]. Many of these realizations can be regarded as particular cases of an interaction between matter and radiation, or some other form of bosonic excitation field. From a theoretical point of view, many of these systems can be modeled to a reasonable approximation by considering the matter subsystem as two-level systems (qubits) and the radiation subsystem as a set of independent harmonic oscillators. Examples of such modeling include cavity quantum electrodynamics (QED) [7, 8] and circuit QED [9, 10], impurities immersed in Bose–Einstein condensates (BECs) [11–13], and artificial atoms of semiconductor heterostructures interacting with light [14] or with plasmonic excitations [15]. Since these systems contain various degrees of freedom, their theoretical study has been traditionally approached using approximate perturbative methods [3].

Most of the theoretical treatments to date rely on the assumption that the matter–radiation interaction is static, and either very weak or very strong. However, from an empirical perspective, these regimes do not represent any technological boundary—indeed, the coupling strength in real systems is quite likely to be in between these limits. The potential richness of effects in this intermediate case and in the regime of non-static coupling, is therefore of significant interest for temporal quantum control in practical quantum information processing and quantum computation. On a more fundamental level, an open-dynamics quantum simulator would be invaluable for shedding new light on core issues at the
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Abstract: We investigate the non-equilibrium quantum dynamics of a canonical light–matter system—namely, the Dicke model—when the light–matter interaction is ramped up and down through a cycle across the quantum phase transition. Our calculations reveal a rich set of dynamical behaviors determined by the cycle times, ranging from the slow, near adiabatic regime through to the fast, sudden quench regime. As the cycle time decreases, we uncover a crossover from an oscillatory exchange of quantum information between light and matter that approaches a reversible adiabatic process, to a dispersive regime that generates large values of light–matter entanglement. The phenomena uncovered in this work have implications in quantum control, quantum interferometry, as well as in quantum information theory.
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1. Introduction

In the last two decades, there have been several breakthroughs in the experimental realization of systems that mimic specific many-body quantum models [1]. This is especially true in systems involving aggregates of real or artificial atoms in cavities and superconducting qubits [2,3], as well as trapped ultra-cold atomic systems [4–6]. These advances have stimulated a flurry of theoretical research on a wide variety of phenomena exhibited by these systems, such as quantum phase transitions (QPTs) [7,8], the collective generation and propagation of entanglement [9–15], the development of spatial and temporal quantum correlations [16,17], critical universality [18], and finite-size scalability [19–22]. All of these topics have implications for quantum control protocols, which are in turn of interest in quantum metrology, quantum simulations, quantum computation, and quantum information processing [23–27].

Future applications in the area of quantum technology will involve exploiting—and hence fully understanding—the non-equilibrium quantum properties of such many-body systems. Radiation–matter systems are of particular importance, not only because optoelectronics has always been the main platform for technological innovations, but also in terms of basic science, because the interaction between light and matter is a fundamental phenomenon in nature. On a concrete level, light–matter interactions are especially important for most quantum control processes, with the simplest manifestation being the non-trivial interaction between a single atom and a single photon [28]. One of the key goals of experimental research is to improve both the intensity and tunability of the atom–light...
Quantum phase transitions detected by a local probe using time correlations and violations of Leggett-Garg inequalities
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In the present paper we introduce a way of identifying quantum phase transitions of many-body systems by means of local time correlations and Leggett-Garg inequalities. This procedure allows us to experimentally determine the quantum critical points not only of finite-order transitions but also those of infinite order, as the Kosterlitz-Thouless transition that is not always easy to detect with current methods. By means of simple analytical arguments for a general spin-1/2 Hamiltonian, and matrix product simulations of one-dimensional XXZ and anisotropic XY models, we argue that finite-order quantum phase transitions can be determined by singularities of the time correlations or their derivatives at criticality. The same features are exhibited by corresponding Leggett-Garg functions, which noticeably indicate violation of the Leggett-Garg inequalities for early times and all the Hamiltonian parameters considered. In addition, we find that the infinite-order transition of the XXZ model at the isotropic point can be revealed by the maximal violation of the Leggett-Garg inequalities. We thus show that quantum phase transitions can be identified by purely local measurements and that many-body systems constitute important candidates to observe experimentally the violation of Leggett-Garg inequalities.
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I. INTRODUCTION

In recent years, quantum phase transitions (QPTs) of many-body systems have been the object of intense research [1,2]. This is the case not only due to the intrinsic interest that critical phenomena exhibit but also because the understanding and development of new states in condensed matter or atomic systems may have prominent applications in areas such as high-temperature superconductivity [3] and quantum computation [4]. The seminal recent advances on quantum simulation schemes [5] in systems such as cold atoms in optical lattices [6] and trapped ions [7,8] constitute fundamental steps in this direction.

Usually finite-order QPTs of a particular system are characterized by discontinuities of its ground state energy or singularities of its derivatives with respect to the parameter that drives the transitions. Besides the determination of order parameters, quantities such as gaps, spatial correlation functions, and structure factors are commonly used to determine the quantum critical points of several models. Remarkably, a few years ago it was realized that entanglement plays a fundamental role in critical phenomena and that different measures of entanglement can be used to determine the location of several types of QPTs [9–21]. Furthermore, the relation of Bell inequalities and criticality has been recently explored [22–24]. Since nonlocal measurements are not always accessible, in this paper we propose an alternative form to characterize QPTs by exploiting single-site protocols to obtain bulk properties of many-body systems [25–28]. We argue that local time correlations can indicate the location of critical points for finite-order QPTs, in a similar way to measures of bipartite entanglement such as concurrence and negativity [12]. This is exemplified by numerical simulations, based on tensor network algorithms, of time correlations of one-dimensional (1D) spin-1/2 lattices described by XXZ and anisotropic XY Hamiltonians, which correspond to exhaustively-studied models of condensed matter physics. The first- and second-order transitions of these models are determined by nonanalyticities of the time correlations and their first derivative, respectively. We also relate QPTs to a different characterization of quantumness of a system, namely the violation of Leggett-Garg inequalities (LGI) [29–34], which indicates the absence of macroscopic realism and noninvasive measurability. We show that by maximizing the violation of these inequalities along all possible directions, the infinite-order QPT of the XXZ model can be identified. Given that the models considered in our work describe several condensed-matter systems [2] and can be implemented in a variety of quantum simulators [5], our analysis places them as interesting many-body scenarios for the experimental observation of the violation of Leggett-Garg inequalities.

The paper is organized as follows: Section II describes the 1D spin models we focus on, whose QPTs are well known and thus allow us to check the adequacy of our proposal. Section III discusses how finite-order QPTs can be identified from local time correlations, providing examples for the spin models previously described. Leggett-Garg inequalities and their role for determining QPTs are analyzed in Sec. IV. Finally, Sec. V contains the conclusions drawn from our work.

II. QUANTUM PHASE TRANSITIONS IN ONE-DIMENSIONAL SPIN-1/2 MODELS

The main goal of our work corresponds to determining whether local unequal-time correlations and Leggett-Garg...
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Abstract

We experimentally probe the distribution of kink pairs resulting from driving a one-dimensional quantum Ising chain through the paramagnet-ferromagnet quantum phase transition, using a single trapped ion as a quantum simulator in momentum space. The number of kink pairs after the transition follows a Poisson binomial distribution, in which all cumulants scale with a universal power-law as a function of the quench time in which the transition is crossed. We experimentally verified this scaling for the first cumulants and report deviations due to noise-induced dephasing of the trapped ion. Our results establish that the universal character of the critical dynamics can be extended beyond the paradigmatic Kibble-Zurek mechanism, which accounts for the mean kink number, to characterize the full probability distribution of topological defects.

Introduction

The understanding of nonequilibrium quantum matter stands out as a fascinating open problem at the frontiers of physics. Few theoretical tools account for the behavior away from equilibrium in terms of equilibrium properties. One such paradigm is the so-called Kibble-Zurek mechanism (KZM) that describes the nonadiabatic dynamics across a phase transition and predicts the formation of topological defects, such as vortices in superfluids and domain walls in spin systems [1]. Pioneering insights on the KZM were conceived in a cosmological setting [2] and applied to describe thermal continuous phase transitions [3, 4, 5]. The resulting KZM was latter extended to quantum phase transitions [6, 7, 8, 9]. Its central prediction is that the average total number of topological defects $\langle n_T \rangle$, formed when a system is driven through a critical point in a time scale $\tau_Q$, is given by a universal power-law $\langle n_T \rangle \sim \tau_Q^{-\beta}$. The power-law exponent $\beta = D\nu/(1+z\nu)$ is fixed by the dimensionality of the system $D$ and a combination of the equilibrium correlation-length and dynamic critical exponents, denoted by $\nu$ and $z$, respectively. Essentially, the KZM is a statement about the breakdown of the adiabatic dynamics across a critical point. As such, it provides useful heuristics
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Enhancing violations of Leggett-Garg inequalities in nonequilibrium correlated many-body systems by interactions and decoherence

J. J. Mendoza-Arenas, F. J. Gómez-Ruiz, F. J. Rodríguez & L. Quiroga

We identify different schemes to enhance the violation of Leggett-Garg inequalities in open many-body systems. Considering a nonequilibrium archetypical setup of quantum transport, we show that particle interactions control the direction and amplitude of maximal violation, and that in the strongly-interacting and strongly-driven regime bulk dephasing enhances the violation. Through an analytical study of a minimal model we unravel the basic ingredients to explain this decoherence-enhanced quantumness, illustrating that such an effect emerges in a wide variety of systems.

For several decades, assessing the existence of genuine quantum behavior and quantifying coherence in quantum systems have remained as fundamental open problems, critical to applications in computation and information processing. A seminal breakthrough in this direction was made by Leggett and Garg, who considered the conditions that a macroscopic system entirely described by classical physics should satisfy. These are macroscopic realism (a system’s property is well defined at every time regardless of whether it is observed or not) and noninvasive measurability (the system is unaffected by measurements on it). When these conditions are met, the system satisfies the so-called Leggett-Garg inequalities (LGIs). The experimental observation of their violation, which serves as witness of quantum coherence, has been sought intensively and reported in various platforms.

In order to establish realistic conditions where LGIs are maximally violated, providing optimal settings for quantum protocols performed in a particular system, its unavoidable coupling to the environment has to be considered. Recent theoretical research on few-qubit systems has determined that Markovian noise degrades quantumness, while non-Markovianity helps restore it. However, many-body interacting systems, where spectacular effects resulting from quantum coherence emerge, remain unexplored within this effort. The non-trivial impact of dissipation in multilevel systems is known to induce unexpected beneficial effects, as entanglement generation and quantum state engineering, restoration of hidden quantum phase transitions and environment-assisted transport, recently observed in several quantum simulators. Thus such systems constitute attractive candidates for uncovering novel mechanisms of LGI violation enhancement.

In the present work we establish such mechanisms in testbed open many-body systems. We show that not only particle interactions, but also bulk dephasing, can increase the violation of LGIs in Markovian systems. For this we assess the quantumness of the transport supported by interacting spin chains when driven out of equilibrium by unequal boundary reservoirs, a configuration considered so far for LGIs on single-particle systems.

Using a minimal model to illustrate the basic ingredients responsible for this phenomenon, we argue that it can emerge under a wide range of conditions.

Methods
Nonequilibrium setup. We consider a spin-1/2 chain coupled to two reservoirs of unequal magnetization at its boundaries, as depicted in Fig. 1. These induce a net homogeneous spin current in its nonequilibrium steady state (NESS).

The chain is characterized by the one-dimensional XXZ Hamiltonian

$$\hat{H} = \sum_{n=1}^{L-1} [J_\sigma \hat{S}_n^\sigma \hat{S}_{n+1}^\sigma + \Delta \hat{S}_n^z \hat{S}_{n+1}^z].$$

(1)
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Huge imminent investments in quantum technologies will bring concepts like a global quantum Internet and quantum Internet-of-Things, closer to reality. Our findings reveal a new form of vulnerability that will enable hostile groups of $N \geq 3$ quantum-enabled adversaries to inflict maximal disruption on the global quantum state in such systems. These attacks will be practically impossible to detect since they introduce no change in the Hamiltonian and no loss of purity; they require no real-time communication; and they can be over within a second. We also predict that such attacks will be amplified by the statistical character of modern extremist, insurgent and terrorist groups. A countermeasure could be to embed future quantum technologies within redundant classical networks.

Technology is rapidly moving toward an era that will fully embrace the true “spookiness” (e.g. action-at-a-distance) of quantum mechanics, where quantum mechanical information processing systems will offer unique advantages over current classical counterparts (1–10).
Motivated by cold atom and ultra-fast pump-probe experiments we study the melting of long-range antiferromagnetic order of a perfect Néel state in a periodically driven repulsive Hubbard model. The dynamics is calculated for a Bethe lattice in infinite dimensions with non-equilibrium dynamical mean-field theory. In the absence of driving melting proceeds differently depending on the quench of the interactions to hopping ratio $U/\nu_0$ from the atomic limit. For $U \gg \nu_0$ decay occurs due to mobile charge-excitations transferring energy to the spin sector, while for $\nu_0 \gg U$ it is governed by the dynamics of residual quasi-particles. Here we explore the rich effects that strong periodic driving has on this relaxation process spanning three frequency $\omega$ regimes: (i) high-frequency $\omega \gg U, \nu_0$, (ii) resonant $l\omega = U \gg \nu_0$ with integer $l$, and (iii) in-gap $U > \omega > \nu_0$ away from resonance. In case (i) we can quickly switch the decay from quasi-particle to charge-excitation mechanism through the suppression of $\nu_0$. For (ii) the interaction can be engineered, even allowing an effective $U = 0$ regime to be reached, giving the reverse switch from a charge-excitation to quasi-particle decay mechanism. For (iii) the exchange interaction can be controlled with little effect on the decay. By combining these regimes we show how periodic driving could be a potential pathway for controlling magnetism in antiferromagnetic materials. Finally, our numerical results demonstrate the accuracy and applicability of matrix product state techniques to the Hamiltonian DMFT impurity problem subjected to strong periodic driving.

1. Introduction

Relaxation of a symmetry-broken state after a quench represents a class of non-equilibrium dynamics that has been intensely studied both experimentally and theoretically. Part of the reason for this interest is the distinct departure of the evolution from the expected rapid thermalization for isolated but interacting systems.

As such the possibility of stabilizing, enhancing and switching between various forms of order like superconductivity and charge-density wave is a tantalizing prospect. Of particular fundamental and technological interest is the ultrafast control of magnetism that may have applications in magnetic storage devices.

Motivated by these developments we examine the influence of strong periodic driving on the paradigmatic case of antiferromagnetic (AFM) Néel state relaxation within the repulsive Hubbard model. In the absence of driving the mechanism underpinning the melting of long-ranged antiferromagnetic order depends on the quench of the ratio of interactions to hopping $U/\nu_0$ from the atomic limit. For $U \gg \nu_0$ local moments and their exchange coupling are retained during the evolution, but the quench results in the rapid nucleation of charge excitations whose motion on top of the spin background scrambles the staggered magnetization. For $\nu_0 \gg U$ the melting is governed by the dynamics of residual quasi-particles that leads to the fast decay of both the local moments and long-range order. Suddenly introducing periodic driving is expected to have a profound influence on this relaxation.

Our focus is on the Hubbard model for a Bethe lattice in infinite dimensions where non-equilibrium dynamical mean-field theory (NE-DMFT) can solve for the dynamics. We study the relaxation process in three frequency $\omega$ regimes:
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