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Abstract—In recent years, a proliferation of methods were developed for cooperative multi-agent reinforcement learning (c-MARL). However, the robustness of c-MARL agents against adversarial attacks has been rarely explored. In this paper, we propose to evaluate the robustness of c-MARL agents via a model-based approach, named c-MBA. Our proposed formulation can craft much stronger adversarial state perturbations of c-MARL agents to lower total team rewards than existing model-free approaches. In addition, we propose the first victim-agent selection strategy and the first data-driven approach to define targeted failure states where each of them allows us to develop even stronger adversarial attack without the expert knowledge to the underlying environment. Our numerical experiments on two representative MARL benchmarks illustrate the advantage of our approach over other baselines: our model-based attack consistently outperforms other baselines in all tested environments.

Index Terms—adversarial attack, MARL, robustness

I. INTRODUCTION

Deep neural networks are known to be vulnerable to adversarial examples, where a small and often imperceptible adversarial perturbation can easily fool the state-of-the-art deep neural network classifiers [1, 2, 3, 4]. Since then, a wide variety of deep learning tasks have been shown to also be vulnerable to adversarial attacks, ranging from various computer vision tasks to natural language processing tasks [5, 6, 7, 8].

Perhaps unsurprisingly, deep reinforcement learning (DRL) agents are also vulnerable to adversarial attacks, as first shown in [9] for atari games DRL agents. In [10], the authors further investigate a strategically-timing attack when attacking victim agents on Atari games at a subset of the time-steps. Meanwhile, [11] use the fast gradient sign method (FGSM) [3] to generate adversarial perturbation on the A3C agents [12] and explore training with random noise and FGSM perturbation to improve resilience against adversarial examples. While the above research endeavors focus on actions that take discrete values, another line of research tackles a more challenging problem on DRL with continuous action spaces [13, 14].

However, all the above works focused on single DRL setting.

In this work we propose to study the vulnerability of multi-agent DRL, which has been widely applied in many safety-critical real-world applications including swarm robotics [15], electricity distribution, and traffic control [16]. In particular, we focus on the collaborative multi-agent reinforcement learning (c-MARL) setting, where a group of agents is trained to generate joint actions to maximize the team reward. We note that c-MARL is a more challenging yet interesting setting than the single DRL agent setting, as now one also needs to consider the interactions between agents, which makes the problem becomes more complicated.

Our contribution can be summarized as follows:

- We propose the first model-based adversarial attack framework on c-MARL called c-MBA (Model-Based Attack on c-MARL). We formulate the attack into a two-step process and solve for adversarial state perturbation efficiently by existing proximal gradient methods. We show that our model-based attack is stronger and more effective than all of existing model-free baselines. Besides, we propose a novel adaptive victim selection strategy and show that it could further increase the attack power of c-MBA by decreasing the team reward even more.

- To alleviate the dependence on the knowledge of the c-MARL environment, we also propose the first data-driven approach to define the targeted failure state based on the collected data for training the dynamics model. Our numerical experiments illustrate that c-MBA with the data-driven failure state is comparable and even outperforms c-MB with the expert-defined failure state in many cases.
Therefore, our data-driven approach is a good proxy to the optimal failure state when we have little or no knowledge about the state space of the c-MARL environments.

- We demonstrate that c-MBA consistently outperforms the SOTA baselines. We show that c-MBA reduces the team reward up to $8 - 9\times$ when attacking the c-MARL agents. In addition, c-MBA with the proposed victim selection scheme matches or even outperforms other c-MBA variants in all environments with up to 80% of improvement on reward reduction.

## II. RELATED WORK

Most of existing adversarial attacks on DRL agents are on single agent [9, 10, 11, 13, for examples] while there are limited works that focus on the c-MARL setting. [17] considers a different problem than ours where they want to find an optimally "sparse" attack by finding an attack with minimal attack steps. [18] focuses on adversarial attacks against c-MARL system under time-delayed data transmission setting which is not considered in this paper. [19] proposes a new robustness testing framework for c-MARL which considers state, action, and reward robustness. The design of state adversarial attack in [19] is based on gradient-based attack. [20] proposes a two-step attack procedure to generate state perturbation for c-MARL setting which is the most relevant to our work. However, there are two major differences between our work and [20]: (1) their attack is only evaluated under the StarCraft Multi-Agent Challenge (SMAC) environment [21] where the action spaces are discrete; (2) their approach is model-free as they do not involve learning the dynamics of the environment and instead propose to train an adversarial policy for a fixed agent to minimize the the total team rewards. The requirement on training an adversarial policy is impractical and expensive compared to learning the dynamics model. To the best of our knowledge, there has been no any work considering adversarial attacks on the c-MARL setting using model-based approach on continuous action spaces. In this paper, we perform adversarial attacks on agents trained using MADDPG [22] on two multi-agent benchmarks including multi-agent MuJoCo and multi-agent particle environments. Note that in the setting of adversarial attacks, once the agents are trained, policy parameters will be frozen and we do not require any retraining of the c-MARL agents during our attack.

## III. C-MBA: MODEL-BASED ATTACK FOR C-MARL

### A. Problem formulation and c-MBA attack

Our goal is to generate adversarial perturbations imposed to the victim agents’ input (state) in order to deteriorate the total team reward. The added perturbations encourages the victim agents’ state to be close to a desired failure state corresponding to low reward. To avoid sampling from the environment, we use a pre-trained dynamics model to predict the next state given the perturbed state and current action, then find the suitable perturbation that minimizes the distance between the predicted next state and a predefined target state. For now, we assume the target state is given and we show in Section III-B that this target state can actually be learned directly from the data.

Formally, we consider a multi-agent setting with $|\mathcal{N}| = n$ agents, each agent $i \in \mathcal{N}$ receives state $s^i_t$ locally and takes action $a^i_t$ following the pre-trained c-MARL policy $\pi^i(s^i_t)$. Let $s_t = (s^1_t, \ldots, s^n_t) \in \mathcal{S}$ be the joint global state at time step $t$ which is concatenated from local states $s^i_t$ for each agent $i \in \mathcal{N}$. Denote the joint action as $a_t = (a^1_t, \ldots, a^n_t)$ concatenated from each agent’s action $a^i_t$. Let $\mathcal{V} \subseteq \mathcal{N}$ be the set of victim agents at time step $t$, i.e, the set of agents that can be attacked. Let $f : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}$ be a parameterized function that approximates the dynamics of the environment, where $\mathcal{A}$ is the set of concatenated actions, one from each $\mathcal{A}_i$. Let $s_{fail}$ be the targeted failure state which corresponds to poor performance of the agent. We denote $\epsilon$ as an upper bound on budget constraint w.r.t some $\ell_p$-norm $\|\cdot\|_p$. The state perturbation $\Delta s = (\Delta s^1, \ldots, \Delta s^n)$ (we suppress the dependence on $t$ of $\Delta s$ to avoid overloading the notation) to $s_t$ is the solution to the following problem:

$$\begin{align*}
\min_{\Delta s} & \quad d(\hat{s}_{t+1}, s_{fail}) \\
\text{s.t.} & \quad \hat{s}_{t+1} = f(s_t, a_t) \\
& \quad a^i_t = \pi^i(s^i_t + \Delta s^i) , \quad \forall i \in \mathcal{N} \\
& \quad \Delta s^i = 0 , \quad \forall i \notin \mathcal{V}_t \\
& \quad \ell_S \leq \Delta s + \Delta s^i \leq u_S \\
& \quad \|\Delta s^i\|_p \leq \epsilon , \quad \forall i \in \mathcal{V}_t
\end{align*}$$

where $\mathbf{0}$ is a zero vector, and the state vector follows a box constraint specified by $\ell_S$ and $u_S$.

Let us first provide some insights for the formulation (1). For each agent $i$, using the trained policy $\pi^i$, we can compute the corresponding action $a^i_t$ given its (possibly perturbed) local state $s^i_t$ or $s^i_t + \Delta s^i$. From the concatenated state-action pair $(s^i_t, a^i_t)$, we can predict the next state $\hat{s}_{t+1}$ via the learned dynamics model $f$. Then by minimizing the distance between $\hat{s}_{t+1}$ and the targeted failure state $s_{fail}$ subject to the budget constraint, we encourage the victim agents to move closer to a damaging failure state in the next time step which consequently leads to low team reward.

Finally, the full attack algorithm of c-MBA at timestep $t$ can be summarized in Alg. 1.

**Algorithm 1** c-MBA algorithm at timestep $t$

1. **Initialization**: 
   2. Given $s_t$, $s_{fail}$, $\pi$, $f$, $\mathcal{V}_t$; initialize $\Delta s = \epsilon \ast \text{sign}(x)$ for $x \sim N(0, 1)$, attack budget $\epsilon$, $p$; choose learning rate $\eta > 0$
   3. For $k = 0, \ldots, K - 1$ do
      4. Compute $a^i_t = (a^1_t, \ldots, a^n_t)$ where $a^i_t = \pi^i(s^i_t + \Delta s^i)$ if $i \in \mathcal{V}_t$ and $a^i_t = \pi^i(s^i_t)$ otherwise.
      5. Compute $\hat{s}_{t+1} = f(s_t, a_t)$.
      6. Update $\Delta s_k$ using PGD.
   7. End For

**Learning dynamics model.** One of the key enabler to solve (1) is the availability of the learned dynamics model $f$. We
can learn the dynamics model via some function approximator such as neural networks. The learning of dynamics model can be formulated as solving the following optimization problem

$$\min_{\phi} \sum_{t \in \mathcal{D}} \| f(s_t, a_t; \phi) - s_{t+1} \|^2,$$

where \( \mathcal{D} \) is a collection of state-action transitions \( \{(s_t, a_t, s_{t+1})\}_{t \in \mathcal{D}} \) and \( s_{t+1} \) is the actual state that the environment transitions to after taking action \( a_t \) determined by a given policy. In particular, we separately collect transitions using the pre-trained policy \( \pi_{tr} \) and a random policy \( \pi_{rd} \) to obtain \( \mathcal{D}_{\text{train}} \) and \( \mathcal{D}_{\text{random}} \). The motivation of using the random policy to sample is to avoid overfitting the dynamics model to the trained policy. Then the dataset \( \mathcal{D} \) is built as \( \mathcal{D} = \mathcal{D}_{\text{train}} \cup \mathcal{D}_{\text{random}} \). Since (2) is a standard supervised learning problem, the dynamics model \( f \) can be solved by existing gradient-based methods.

B. Learning failure states from data

In order to solve (1), we need to specify the failure state \( s_{\text{fail}} \) which often requires prior knowledge of the state definition of the c-MARL environment. To make our method more flexible, we propose the first data-driven approach to learn the failure state. As our c-MBA attack involves training a dynamics model of the environment by collecting the transition data, we can learn the failure state from directly the pre-collected dataset without extra overhead. Based on the observation that the failure state should be a resulting state where the reward corresponding to that transition is low, we sort the collected transition \( (s_t, a_t, s_{t+1}) \) by ascending order of the reward \( r_t \) and choose the failure state to be \( s_t^{\text{fail}} \) that corresponds to the lowest \( r_t \) in the dataset. This process is described in Algorithm 2.

**Algorithm 2** Learning failure state from collected data

1. **Input**: a dataset \( \mathcal{D} = \{(s_t, a_t, s_{t+1})\}_{t \in \mathcal{D}} \) as a collection of transitions.
2. Sort the transition by ascending order of reward \( r_t \)
3. Determine \((s_t^{(1)}, a_t^{(1)}, s_{t+1}^{(1)})\) as the transition corresponding to the minimum reward.
4. Set \( s_{\text{fail}} = s_t^{(1)} \).

Using this data-driven strategy, we show that performing c-MBA with the learned failure state either matches or performs better than the expert-defined failure state for multi-agent MuJoCo environments. In addition, the data-driven approach demonstrates its advantage in the multi-agent particle environment where we do not have expert knowledge of the state space. Overall, c-MBA using the learned failure state shows its superior performance over other model-free baselines in most cases in the experiments.

C. Stronger attack with c-MBA – victim agent selection strategy

We propose a novel strategy to select most vulnerable victim agents with the goal to further increase the power of our c-MBA. We note that this scenario is unique in the setting of multi-agent DRL. To the best of our knowledge, our work is the first to consider the victim selection strategy as [20] only use one fixed agent to perform the attack. As a result, we can craft a stronger attack by selecting appropriate set of “vulnerable” agents. This strategy can be effective in the “sparse attack” setting when only a few agents in the team are attacked [17]. To start with, we first formulate a mixed-integer program to perform the attack on a set of victim agents as

$$\min_{\Delta s, w} d(s_{t+1}, s_{\text{fail}})$$

s.t. 
- \( s_{t+1} = f(s_t, a_t) \)
- \( a_i = \pi(s_t^i + w_i \cdot \Delta s^i), \quad \forall i \in \mathcal{N} \)
- \( u^s \leq s_t^i + \Delta s^i \leq u_S, \quad \forall i \in \mathcal{N} \)
- \( \| \Delta s^i \|_p \leq \varepsilon, \quad \forall i \in \mathcal{N} \)
- \( w_i \in [0, 1], \quad \forall i \in \mathcal{N} \)
- \( \sum w_i = n_v \)

where we introduce a new set of binary variables \( \{w_i\} \) to select the suitable agent to attack. Due to the existence of the new binary variables, problem (3) is much harder to solve. Therefore, we instead propose to solve a proxy of (3) as follows

$$\min_{\Delta s, \theta} d(s_{t+1}, s_{\text{fail}})$$

s.t. 
- \( s_{t+1} = f(s_t, a_t) \)
- \( a_i = \pi((s_t^i + W_i(s_t; \theta) \cdot \Delta s^i)), \quad \forall i \in \mathcal{N} \)
- \( u^s \leq s_t^i + \Delta s^i \leq u_S, \quad \forall i \in \mathcal{N} \)
- \( \| \Delta s^i \|_p \leq \varepsilon, \quad \forall i \in \mathcal{N} \)
- \( 0 \leq W_i(s_t; \theta) \leq 1, \quad \forall i \in \mathcal{N} \)

where \( W(s; \theta) : \mathcal{S} \rightarrow \mathbb{R}^n \) is a function parametrized by \( \theta \) that takes current state \( s \) as input and returns the weight to distribute the noise to each agent. Suppose we represent \( W(s; \theta) \) by a neural network, we can rewrite the formulation (4) as (5) because the last constraint in (4) can be enforced by using a softmax activation in the neural network \( W(s; \theta) \).

$$\min_{\Delta s, \theta} d(f(s_t, \pi((s_t^i + W_i(s_t; \theta) \cdot \Delta s^i)_i)), s_{\text{fail}})$$

s.t. 
- \( \Delta s \in \mathcal{C}_{p,c,t} \)

where the notation \( \pi((s_t^i + W_i(s_t; \theta) \cdot \Delta s^i)_i) \) denotes the concatenation of action vectors from each agent to form a global action vector \( \pi(s_t^i + W_i(s_t; \theta) \cdot \Delta s^i) \), \( \ldots, \pi(s_t^n + W_n(s_t; \theta) \cdot \Delta s^n) \). As a result, (5) can be efficiently solved by PGD. We present the pseudo-code of the attack in Alg. 3. After \( K \) steps of PGD update, we define the \( l(n_{i+1}) \) as index of the \( j \)-th largest value within \( W(s_t; \theta_K) \in \mathbb{R}^n \), i.e., \( W_{i,n_{l(i+1)}}(s_t; \theta_K) \geq W_{i,n_{l(i)}}(s_t; \theta_K) \geq \cdots \geq W_{i,1}(s_t; \theta_K) \).

Let \( I_j \) be the index set of top-\( j \)-largest outputs of the \( W(s_t; \theta_K) \) network. The final perturbation returned by our victim agent selection strategy will be \( \Delta s = (\Delta s_1, \ldots, \Delta s^n) \) where \( \Delta s_i = 0 \) if \( i \notin I_{n_{l(i+1)}} \) and \( \Delta s^i = (\Delta s_i^1, \ldots, \Delta s_i^n) \) if \( i \notin I_{n_{l(i+1)}} \).

**Remark III.1.** For this attack, we assume each agent \( i \) has access to the other agent’s state to form the joint state \( s_i \). If the set of victim agents is pre-selected, we do not need this assumption and the adversarial attack can be performed at each agent independently of others.

IV. EXPERIMENTS

We perform the attack on four multi-agent MuJoCo (MA-MuJoCo) environments [23] including Ant(4x2), HalfCheet-
Algorithm 3 cMBA with victim agent selection at time-step \( t \)

1. **Initialization:** Given \( s_t, s_{fail}, \pi, f, n_v \); initialize \( \Delta s_0 \);
   choose learning rate \( \eta, \lambda > 0 \).
2. **For** \( k = 0, \ldots, K-1 \) **do**
   3. Compute \( a_k = \pi(\{s^*_i + W_i(s_t; \theta) \cdot \Delta s^1\}_i) \).
   4. Compute \( s_{t+1} = f(s_t, a_k) \).
   5. Update \( \Delta s_{k+1} = \text{proj}_{c_{\mathcal{C}}}(\Delta s_k - \eta \nabla \Delta s d(s_{t+1}, s_{fail})) \).
   6. Update \( \theta_{k+1} = \theta_k - \lambda \nabla \theta d(s_{t+1}, s_{fail}) \).
   7. **End For**
8. Compute \( I_{n_v} = \{i_{(n)} \cdots , i_{(n-v)}\} \) such that \( W_{i_{(n)}}(s_t, \theta_K) \geq \cdots \geq W_{i_{(1)}}(s_t, \theta_K) \).
9. Return \( \Delta t = ((\Delta s)^1, \cdots , (\Delta s)^v) \) where \( (\Delta s)^i = (\Delta s_K)^i \) if \( i \in I_{n_v} \) and \((\Delta s)^i = 0\) otherwise.

\( \text{tah}(2x3), \text{HalfCheetah}(6x1), \) and \( \text{Walker2d}(2x3) \). We also demonstrate the effectiveness of the learned failure state approach using the multi-agent particle environment, denoted as \( \text{MPE}(3x5) \) [22, 24] where we do not have expert knowledge of the failure state. For all environments, we use MADDPG [22] to obtain trained MARL agents. To perform the attack, we consider the following **model-free** baselines:

1) **Uniform**: the perturbation follows the Uniform distribution \( U(-\varepsilon, \varepsilon) \).
2) **Gaussian**: the perturbation follows the Normal distribution \( \mathcal{N}(0, \varepsilon) \).
3) **Lin et al. (2020) + iFGSM**: Since there is no other work performing adversarial attack for continuous action space in c-MARL, we adapt the approach in [20] to form another baseline.

In our experiments, we consider two variants of c-MBA:

1) **c-MBA-F**: we perform c-MBA using an expert-defined failure state where we have the knowledge of the state definition of the c-MARL environment.
2) **c-MBA-D**: we perform c-MBA attack using failure state learned from the collected data as described in Section III-B.

We defer the details about experiment setups and complete experimental results to [25].

**Experiment (I)** – **model-free baselines vs model-based attack c-MBA on \( \ell_\infty \) perturbation.** We compare the 3 baseline attacks with two variants of our model-based attack on various MA-MuJoCo environments with one victim agent \( (n_v = 1) \) in coherence with [20]. Fig. 2 illustrates the performance when we perform these attacks on each agent with different attack budget using \( \ell_\infty \)-norm. Our c-MBA yields much lower rewards under relatively low budget constraints (when \( \varepsilon \in [0.05, 0.2] \)) compared to other baselines. We also observe that c-MBA-D either matches or performs better than c-MBA-F with the expert-defined failure state.

**Experiment (II)** – **effectiveness of learned adaptive victim selection.** We consider the following variants of our model-based attack:

1) **c-MBA(fixed agents)**: attack a fixed set of victim agents with Alg. 1. We use c-MBA (best fixed agents) to denote the best result among fixed agents.
2) **c-MBA(random agents)**: uniformly randomly select victim agents to attack with Alg. 1.
3) **c-MBA(greedy agents selection)**: for each time step, sweep all possible subsets of agents with size \( n_v \) and perform Alg. 1. Select the final victim agents corresponding to the objective value (distance between predicted observation and target failure observation).
4) **c-MBA(learned agents selection)**: use Alg. 3 to attack the most vulnerable agents.
5) **c-MBA(learned agents selection + Alg. 1)**: use Alg. 3 to select the most vulnerable agents to attack then perform the attack with the selected agents with Alg. 1.

Fig. 3 illustrates the results on MA-MuJoCo environments. c-MBA(learned agents selection) and c-MBA(learned agents selection + Alg. 1) appear to be better than the random or
greedy strategy and is comparable with the randomly selected one in HalfCheetah(2x3) environment. It is interesting to observe that c-MBA(learned agents selection + Alg. 1) is either comparable or better than c-MBA(learned agents selection) which shows that running Alg. 1 using agents selected by Alg. 3 can be beneficial. We show that the victim selection technique is really important as randomly choosing the agents to attack (i.e. c-MBA(random agents)) or even choosing agents greedily (i.e. c-MBA(random agents)) cannot form an effective attack and are in fact, even worse than the attacking on fixed agents (i.e c-MBA(best fixed agents)) in most cases.

Experiment (III) – attacking two agents using model-free baselines vs model-based attack c-MBA using $\ell_\infty$ constrained: We use model-free and model-based approaches to simultaneously attack two agents in Ant(4x2) environment. Fig. 4 illustrate the performance of various attacks. We observe that our c-MBA attack outperforms other baselines.

Fig. 4. c-MBA vs baselines in Ant(4x2) when attacking 2 agents - Exp. (III).

Experiment (IV) – model-free baselines vs model-based attack c-MBA in MPE(3x5) environment: We perform the same procedure as in Experiment (III) to attack different agents in the MPE(3x5) environments where we attack two or three agents at the same time. Since we do not have expert knowledge about the failure state in this environment, we compare c-MBA-D with other model-free baselines. The results are depicted in Figure 5 where c-MBA-D perform slightly better than other random noise baselines when attacking 2 agents and significantly outperforms other baselines when attacking three agents simultaneously. We note that [20] does not perform well in this experiment as we observe during training the adversarial policy that it could not lower the team reward effectively.

Experiment (V): model-free baselines vs model-based attack c-MBA on $\ell_1$ perturbation. In addition to the $\ell_\infty$-norm budget constraint, we also evaluate adversarial attacks using the $\ell_1$-norm constraint. Note that using $\ell_1$-norm for budget constraint is more challenging as the attack needs to distribute the perturbation across all observations while in the $\ell_\infty$-norm the computation of perturbation for individual observation is independent. Fig. 6 illustrate the effect of different attacks on HalfCheetah(6x1) and Walker2d(2x3) environments, respectively. Our c-MBA is able to outperform other approaches in almost all settings.

Fig. 5. c-MBA vs baselines in MPE(3x5) when attacking two agents (3 leftmost) and three agents (rightmost) simultaneously using $\ell_\infty$ constraint - Exp. (IV).

Fig. 6. c-MBA vs baselines in HalfCheetah(6x1) and Walker2d(2x3) - Exp. (V).

In summary, our c-MBA attack is able to shows its advantage in all tested multi-agent environment where it achieves lower reward with smaller budget level. Moreover, c-MBA with the
victim agent selection has been shown to constantly performs better than the original c-MBA variant as seen in Figure 3.

V. Conclusions

We propose a new attack algorithm named c-MBA for evaluating the robustness of c-MARL environment. Our algorithm is the first model-based attack to craft adversarial observation perturbations and we have shown that c-MBA outperforms existing model-free attack baselines by a large margin under both MA-MuJoCo and MPE benchmarks. Unique to multi-agent setting, we also propose a new victim-selection strategy to select the most vulnerable victim agents given the attack budget, which has not been studied in prior work. We show that with the victim-agent selection strategy, c-MBA attack becomes stronger and more effective. We also propose the first data-driven approach to determine the failure state based on the pre-collected data without extra overhead making our attack more flexible.
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