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Abstract—In an intelligent transportation system, the key problem of traffic forecasting is how to extract periodic temporal dependencies and complex spatial correlations. Current state-of-the-art methods for predicting traffic flow are based on graph architectures and sequence learning models, but they do not fully exploit dynamic spatial-temporal information in the traffic system. Specifically, the temporal dependencies in the short-range are diluted by recurrent neural networks. Moreover, local spatial information is also ignored by existing sequence models, because their convolution operation uses global average pooling. Besides, accidents may occur during object transition, which will cause congestion in the real world and further decrease prediction accuracy. To overcome these challenges, we propose Spatial-Temporal Conv-sequence Learning (STCL), where a focused temporal block uses unidirectional convolution to capture short-term periodic temporal dependencies effectively, and a spatial-temporal fusion module is responsible for extracting dependencies of interactions and decreasing the feature dimensions. Moreover, as the accidents features have an impact on local traffic congestion, we employ position encoding to detect anomalies in complex traffic situations. We have conducted a large number of experiments on real-world tasks and verified the effectiveness of our proposed method.
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1 INTRODUCTION

With the widespread deployment of intelligent transportation systems (ITSs), traffic handled by computational intelligence has gained more and more attention on the road to urbanization. Predicting the traffic volume in any area of the city has become one of the most fundamental problems in today’s intelligent transportation system. Through identifying spatial-temporal patterns from historical data, our target is to predict the future time traffic flow of a certain road or intersection. In order to aid transportation agencies, such as traffic-police and Uber, in directing and navigating vehicles, the key problem is to build accurate volume forecasting model so that we can pre-allocate resources to avoid unnecessary blockage.

Focusing on utilizing real-world transportation data, some studies incorporated regional similarity features as spatial information [1], [2] and added real-world contextual data like venue, weather and events to conduct prediction [3], [4]. These studies have shown that the prediction can be improved by taking various additional factors into account. Moreover, we observe that accidents have a big impact on congestion in a certain area. Figure 1 shows the fluctuation of traffic flow and the number of accidents in a certain week. It can be seen that the accident data increases with travel peak, which implies that a certain relationship between the two phenomena can be mined. Because it is difficult for traditional machine learning methods [5], [6], [7] to capture high-dimensional spatial-temporal features, they are also unable to mine the mutations caused by traffic accidents. This observation motivates us to rethink the traffic prediction problem based on deep architecture networks.

Fig. 1. The impact of accidents on traffic flow. Dividing a city into grid maps by longitude and latitude, we show a week’s traffic volume in the region (x = 4, y = 9) and the accident data in this area. Traffic flow represents the number of times that vehicles enter and exit this area, and the asterisk represents the hourly number of accidents in this area. From the figure, we can observe an obvious impact of frequent accidents on traffic congestion.
In the past few years, the deep neural network has achieved notable successes in predicting urban traffic flow by fitting the traffic volume in a certain period. Huang et al. [8] utilized a Deep Belief Network (DBN) with multitask learning to mine the considerable features and Lv et al. [9] employed Stacked Autoencoder for forecasting traffic flow. After that, with Long Short-term Memory networks (LSTM) being widely used in the field of time series, some researchers [10], [11], [12] used it to mine the relationship of traffic temporal correlations. Chen et al. [13] also enhanced the dynamics of time by Bayesian temporal factorization. These traditional deep learning methods can achieve a relatively satisfactory result. Nevertheless, all of them are mainly aimed at modeling a single sequence that only considers the time-series dependency of the transportation network without using spatial information. Besides, as recursion progresses, the temporal dependency of the short-term will be diluted to cause error propagation of surrounding information.

Recently, researchers have applied Convolutional Neural Networks (CNN) and LSTM to traffic prediction tasks in order to exploit spatial-temporal features. Zhang et al. [14] suggested that the traffic volume in a city during a period be regarded as pixel values. Given a set of historical traffic images, the traffic images of the next timestamp are predicted by the model, and CNN is used to model the complex spatial correlation. Yu et al. [15] proposed to apply convolution manipulation to traffic flow and the results are extracted by the LSTM network with the auto-encoder structure to capture sequential dependencies in different periods. However, spatial information is easily discarded by the global average pooling layer in CNN, and the short-term temporal dependency is also distorted and cannot receive continuous attention through the long-term dependency of the recursive network. Moreover, the inefficient recurrent structure like RNN is difficult to predict large-scale traffic flow. Some researchers started to apply the Self-Attention mechanism [16] to capture the entire traffic flow information via scaled dot-product attention. They proposed some spatial-temporal self-attention models [17], [18], [19] to deal with complex and dynamic feature dependencies simultaneously, which seems to be the most novel spatial-temporal prediction scheme. Nevertheless, all of the structures asynchronously handle the dependency relationship, which ignores complex interactions and inter-prediction correlations. Besides, these methods are based on an ambiguous assumption that there are many congestions and accidents all the time, which is quite different from complex real-world traffic. According to the research of Pan et al. [20], [21], we find that when dealing with the temporal and spatial correlation, the impact of sudden traffic from one location to another will quickly spread to their surroundings, and the state of a place at a certain moment will affect the state of the subsequent time. As shown in Figure 2(a), once an accident occurs, the local state will remain for some time and quickly spread to the surrounding areas.

In our network, we assemble the causal convolution into a novel module called Focused Temporal block (FT-block), which focuses on capturing temporal dependencies in a short-range and make forward predictions with high performance. Then, the Spatial-Temporal Fusion Module (STFM in short) is applied to extract complex interactions from spatial-temporal information. Moreover, by considering real traffic conditions, we incorporate accident data to the corresponding locations via position encoding. In our network, we assemble the causal convolution into a novel module called Focused Temporal block (FT-block), which focuses on capturing temporal dependencies in a short-range and make forward predictions with high performance. Then, the Spatial-Temporal Fusion Module (STFM in short) is applied to extract complex interactions from spatial-temporal information. Moreover, by considering real traffic conditions, we incorporate accident data to the corresponding locations via position encoding. In our network, we assemble the causal convolution into a novel module called Focused Temporal block (FT-block), which focuses on capturing temporal dependencies in a short-range and make forward predictions with high performance. Then, the Spatial-Temporal Fusion Module (STFM in short) is applied to extract complex interactions from spatial-temporal information. Moreover, by considering real traffic conditions, we incorporate accident data to the corresponding locations via position encoding.

2 RELATED WORK

The problem of data-driven traffic prediction has received wide attention in recent years. In this section, we briefly discuss the related work of traffic flow prediction based on deep learning.

2.1 Traffic Flow Prediction

The methods based on deep learning have achieved remarkable progress in forecasting traffic flow in recent years. The LSTM [10], [11], [23] based methods have demonstrated strong performance on capturing long-term temporal dependencies, and other studies have applied the convolution neural network to capture spatial correlation [4], [24] or...
the deep residual convolutional structure [25]. However, while these studies only focus on spatial correlation or temporal dependency, none of them pay close attention to both aspects simultaneously. Thereupon, Yao et al. [26] proposed a multi-view spatial-temporal network that learns the spatial-temporal trajectory similarity by local-CNN and integrating LSTM for demand prediction, and Wang et al. [27] proposed a transfer learning method by combining spatial-temporal information to overcome the scarcity of cross-city geographical data in diverse cities. In transfer learning and some multi-view methods mentioned above, divide-and-conquer solves spatial-temporal dependencies. Nevertheless, in these studies, the interaction between multiple modules is limited by the way of connection. They also ignore the impact of adjacent environmental factors on short-term prediction.

More recently, several studies on road networks, such as the multi-graph convolution network [28] and graph attention [29], have applied the graph-based LSTM and CNN structure to encode the topological network of the road traffic and enhance spatial-temporal correlation. Similarly, the graph network [30], [31] was proposed to improve the prediction accuracy by embedding each hidden spatial pattern into the graph, but the spatial-temporal dependencies pattern cannot be found on the link except for the local nodes. For the multi-connected road network, it does not only fail to well represent edge information, but also requires a lot of computational resources to propagate node information. Other novel frameworks such as Yao et al. [32] introduced meta-learning using short-term data collection to tackle traffic flow prediction. Li et al. [33] incorporated R-GCN with LSTM and a novel path-embedding method for traffic network prediction. These studies also overlook the impact of traffic congestion on traffic flow and what the domain of spatial-temporal correlation dissipates with the depth of networks.

2.2 Sequence-to-sequence Model
With the development of the encoder-decoder structure, the sequence-to-sequence method [34] (seq2seq in short) has been followed with interest in the natural language processing field. The processed data is mapped by an encoder into potentially hidden vectors with the stacked structure, and then propagated and merged into each layer-decoder. Then, the decoder calculates the data at period 1: t steps with the encoder’s output in a forward operation.

In several studies, the attention mechanism [16], [35] is also applied to calculate attention weights in seq2seq models. The attention mechanism [16] can help the decoder attract attention to each timestamp and assign calculation weight at each step to facilitate forward operation, so as to produce better results. On this basis, Yao et al. [36] proposed a standard attention model based on seq2seq with LSTM and local-CNN combined for traffic prediction. Another seq2seq model named spatial-temporal transformer was also proposed by Xu et al. [37] to improve prediction accuracy.

However, while the self-attention mechanism learns the whole temporal relations, the short-term time dependency will be dissipated in residual layers. Different from the existing seq2seq methods, our seq2seq method incorporates convolutional layers to represent the correlations of spatial-temporal dependencies. The experimental results show that our proposed method outperforms the previous models in traffic flow prediction.

3 Notations and Preliminaries
In the following section, we first define some notations and then formulate the traffic flow prediction problem based on these notations.

Traffic Variable Definition: We divide the whole city into a $x \times y$ grid with $r$ regions ($r = x \times y$), using $S = \{s_1, s_2, \ldots, s_r\}$ to denote each area and $T = \{t_1, t_2, \ldots, t_n\}$ to denote the whole time period for historical observations. For the definition of flow, we follow the previous work [35] to define the inflow/outflow regional traffic volume for an area as the number of trips arriving/departing. Specifically, when a vehicle or person is in $s_i$ at $t_i$ and appears in $s_j$ at $t_j$ ($s_i \neq s_j, t_i \leq t_j$), it contributes a value to each $s_i$'s outflow and $s_j$'s inflow. So the overall values of outflow and inflow of $s_i$ at period $t$ are denoted as $V_{i,t}^{out}$ and $V_{i,t}^{in}$ matrix. Similarly, in order to extract the transition between nodes, we denote $\Gamma_{in}^{i,j,t}$ and $\Gamma_{out}^{i,j,t}$ matrix to indicate transitions arriving and departing from $s_i$ to $s_j$ in period $t$. Then, we define $w$ to represent two features of input and output. Note that since transitions may span multiple regions and time intervals, we discard transitions that last longer than the threshold $m$ because they have little impact on the traffic prediction in the next time interval.

Accident Variable Definition: As shown in Figure 1, a traffic accident has a principal impact on traffic congestion within a certain area. In order to explore the potential relationship between them, we also use the historical accident data to deal with this task. Additional definition of accident data $C^{i,t}$ indicates the traffic congestion of $s_i$ at period $t$, so we have tensors $C \in \mathbb{R}^{x \times y \times T \times w}$. The collection and preprocessing of traffic variable data and accident data are described in in Section 5.

Problem Statement: Given the historical volume and transition data $V \in \mathbb{R}^{x \times y \times T \times w}$ and $\Gamma \in \mathbb{R}^{x \times y \times x \times y \times T \times w}$, with the accident data $C$, the traffic flow prediction problem can be formulated as learning a function $f_0$ that maps the inputs to the predicted traffic flow $\hat{Y}$ at the next timestamp:  

$$\hat{Y} = f_0(V, \Gamma, C)$$

where $\hat{Y} \in \mathbb{R}^{2r}$ and $\theta$ stand for learnable parameters.

4 Model Architecture
Figure 3 shows the architecture of our proposed model, which comprehensively considers the role of spatial-temporal view. The inputs of the encoder are d-dimensional features represented by the spatial-temporal fusion module, and the accident data is projected into the encoder. Then the focused temporal block converts it into low-dimensional features and calculates it forward in a sequence-to-sequence manner. We will provide the details of our spatial-temporal fusion module, accident encoding and FT-block in the conv-seq2seq model.
4.1 Spatial-temporal Fusion Module

Before the spatial-temporal sequences are passed into the seq2seq architectures, they usually go through a stack of local-CNNs [25] to capture spatial dependencies. Since the output of CNNs cannot be directly used by the seq2seq model because of high dimensionality, most of existing methods apply global average pooling to decrease the feature dimensions. For example, the studies [38], [39] showed that global average pooling is effective in dimension reduction. Nevertheless, we find that this localizing ability is not capable of continuously capturing, only indicating the attention map of CNNs and activation layers can capture subtle changes in traffic transitions. This is because the local CNN may make the same contribution to the ultimate features generated by global pooling in different spatial regions.

As shown in Figure 4(a), we propose a Spatial-Temporal Fusion Module (STFM) that integrates high-dimensional features into low-dimensional features while retaining important local spatial information to fuse high-dimensional spatial features. When generating historical transition input \( \Gamma_{input} \), STFM applies a Spatial Pooling block operating across the \( m \times m \) spatial dimension like RoIPooling [40]. Spatial Pooling extracts the domain of feature map \( h_t \in \mathbb{R}^{m \times m \times w} \) by the setting fixed dimension from each spatial information \( \Gamma_{input}^{i,t} \in \mathbb{R}^{x \times y \times w} \), and then reshapes the features \( H^i = [h_1, h_2, \ldots, h_t] \in \mathbb{R}^{m \times m \times T \times w} \) to \( M^i \in \mathbb{R}^{T \times (w \times m^2)} \), where \( w' \) and \( w \) represent the quantity of output and input features respectively. Subsequently, to control the number of output channels and enhance interaction at each time interval, the \( M^i \) is input into a stack of convolutions as:

\[
M_k^i = f(M_{k-1}^i \ast W_k^i + b_k^i),
\]

where \( \ast \) represents the convolutional operation, \( W_k^i \) and \( b_k^i \) are two learnable parameters in the \( k \)th convolution layer, and \( f(\cdot) \) is an activation function. Finally, we get the features \( M^i \in \mathbb{R}^{T \times w'} \) as the representation for region \( i \).

4.2 Accident Encoding

As an accident has a big impact on local traffic congestion in the identified area, the centralized treatment effect can help to improve the prediction performance. To analyze the way how accidents affect traffic data, we apply map encoding to extract the features of the number of accidents and represent potential traffic congestions. Positional encoding is employed as positional accident information. In Figure 2(b), the accident feature \( c_i^t \) is represented as a one-hot vector \( c_i^t \in \mathbb{R}^{z \times \lambda} \), where \( z \) is the quantity of time intervals. We set \( \lambda = 7 \) to represent the weekly accidents of this day and \( z \) to represent the index of time interval. Therefore, the accident positional encoding of \( c_i^t \) can be embedded into \( AE_i^t \in \mathbb{R}^{T \times (z \times \lambda)} \) as:

\[
AE_i^t = f(w_{i,1} \cdot ReLU(w_{i,0}c_i^t + b_{i,0}) + b_{i,1}),
\]

where \( f(\cdot) \) is an activation function and \( w_{i,0}, b_{i,0}, w_{i,1}, b_{i,1} \) are the learnable parameters in different layers of the network. Before feeding it into the conv-seq2seq model, we concatenate the \( M^i \) the whole accident encoding matrix \( AE_i^t \in \mathbb{R}^{T \times (z \times \lambda)} \) as accident features.

4.3 Conv-seq2seq Learning

Encoder-decoder: Following Vaswani’s work [16], we employ the most competitive sequence structures of the encoder-decoder shown in Figure 3. The encoder maps the transition feature \( M^i \) processed by STFM as input. The propagated outputs with the previously predicted volume \( V = [v_1, v_2, ..., v_t] \) are received by the decoder to generate an output \( y_{t+1}^i \) as the predicted output to represent the next time interval, where \( i \) is defined as the \( i \)-th region in the grid.

The encoder contains \( N = 3 \) identical encoder modules that include a local self-attention module and a focused temporal block designed in Section 4.3. The dimension of each encoder’s outputs is set to \( d_{model} = 64 \). Similarly, the decoder is stacked of \( N = 3 \) identical blocks, whose sub-layers are composed of a local self-attention, vanilla-attention module and FT-block. Where the formula of vanilla attention is similar to that of multi-head attention, it utilizes the hidden states of decoder as target features and the encoder output as source features.

Focused temporal block: We follow Ma et al. [41] and propose the FT-block to help the map features capture short-range dynamic temporal dependencies and search their neighbors. One dimensional convolution of FT-block is defined as follows:

\[
Out_{t}^{d_i} = \sum_{d_i=1}^{D_i} \sum_{k=1}^{k} \text{kernel}_{d_i}^{l_{1-k/2}} \ast In_{t-k/2}^{d_i}
\]
where $D_i$, $D_o$ stand for the number of input and output channels, $\text{kernel} \in \mathbb{R}^{k \times D_i \times D_o}$ is the convolution kernel, $\text{Out}_t^{d_o}$ is the convolutional result learned from $\text{In}_t^{1:D_o}$ and its neighboring $k$ channels at timestamp $t$. As shown in Figure 4 (b), the $\text{Out}_t^{d_o}$ of the employed convolution operation is not only applied to the input data at time-step $t$, but also the fusion domain features. Moreover, FT-block should also be able to learn a more robust representation of traffic flow. In other words, it needs to extract dynamic ST information of traffic flow. The model is complex for the whole input sequence and loses local temporal information for long time series in our experiments. Therefore, we propose a local self-attention block in both our encoder and decoder to capture the fixed-range dependencies as:

$$\text{LA} = \text{softmax} \left( \frac{W_i Q_s(W_s K_s)^T}{\sqrt{d_s}} \right) V_s$$

where $Q_i$ and $K_s$ are the same features of FT-block output, $W_i$ and $W_s$ are learnable parameters.

Moreover, normal convolution is unsuitable for the sequence prediction because the decoder should be future-blind in a seq2seq model. Following Oord et al. [22], causal convolution is employed to split local features into different orientations: forward and backward. In the encoder, the bidirectional convolution is performed. But in the decoder, we replace CNN layers with causal convolution in Figure 4 (b), where only forward fusion can be performed to predict the next time. The causal convolution is defined as:

$$\text{Out}^{d_o}_t = \sum_{d' = 1}^{D_i} \sum_{i=1}^{k} \text{kernel}_i^{d_i,d_o} \ast \text{In}_{t-k+1}^{d_i}$$

where $\text{kernel} \in \mathbb{R}^{k \times D_i \times D_o}$ is the convolution kernel and the feature $\text{In}_{t}^{1:D_o}$ is changed to forward training. Therefore, all the passed features can be blocked by unidirectional causal convolution.

**Local self-attention:** Compared with ordinary language sequence models, the feature space has two additional dimensions to hold the domain of spatial maps, and a lot of temporal information is implicit in the overall sequence. The self-attention module [16] is applied to consider the entire sequence of each position to adopt the periodic temporal features under long-term dependencies.

We denote target states $Q_t = [q_1, q_2, \ldots, q_{T_t}] \in \mathbb{R}^{T_t \times d_t}$ and the keys of source states $K_s = [k_1, k_2, \ldots, k_{T_s}] \in \mathbb{R}^{T_s \times d_s}$ where $T_t$ and $d_t$ stand for sequence length and feature dimension. The scaled dot-product attention is used as:

$$\text{Att}(Q_t, K_s, V_s) = \text{softmax} \left( \frac{W_i Q_s(W_s K_s)^T}{\sqrt{d_s}} \right) V_s$$

where $Q_t$ and $K_s$ are the same features of FT-block output, $W_i$ and $W_s$ are learnable parameters.

Loss function: STCL is trained by minimizing the loss function of mean square error (MSE) between predicted result maps and truths maps:

$$L(\theta) = \sum_{i=1}^{r} \left( \hat{y}_i - y_i \right)^2 / r \times w$$

Fig. 4. (a) spatial-temporal Fusion Module (STFM). The fed spatial-temporal matrix $\Gamma_{input}^{t \times x \times y \times w}$ is a high-dimensional feature converted to a low-dimensional feature $Z_t^{i} \in \mathbb{R}^{T \times w}$, $w$ and $w$ represent the quantity of output and input features, respectively. (b) FT-block is an incorporated implementation consisting of several branches with two same-sized causal convolution layers, where $k$ represents the kernel size of causal convolution. Each causal convolution is followed via a standardization layer and a feedforward neural network.
where $y^i$ and $y^t$ represent the $i$-th traffic flow at the next timestamp respectively. $\theta$ is the learnable parameter.

**Model complexity analysis:** For the original STFM and FT-block, the main time complexity is produced by convolution. Given a matrix $\Gamma^{input} \in \mathbb{R}^{T \times w}$, the time complexity can be expressed as $O(Tkw^2)$, where $k$ is the size of convolution kernel. The complexity of the multi-head self-attention is $O(T^2d + Td^2)$, where $T$ and $d$ stand for sequence length and feature dimension. The complexity of the final model is determined by the number of layers and parameters.

### TABLE 1
The experimental details of the datasets.

| Dataset   | Taxi-NYC | Bike-NYC |
|-----------|----------|----------|
| Time Span | 2016/01/01–2016/02/29 | 2016/07/01–2016/08/29 |
| Time Interval | 15 minutes | 15 minutes |
| Grid map size | 10 × 20 | 10 × 20 |
| Number of vehicles | 24,000+ | 8,200+ |
| Loss threshold | 10 | 10 |
| Max flow | 928 | 168 |
| Total records | 23 million | 3.2 million |

5. **EXPERIMENT**

5.1 Datasets and Preprocessing

The proposed deep architecture model is evaluated on two large-scale real-world datasets from New York City (NYC), TaxiNYC and BikeNYC. In addition, we add NYC motor vehicle accident data to support our accident encoding.

**TaxiNYC and BikeNYC:** The New York data (NYC) we use includes a total of 60 days of traffic records in 2016. In addition, each record also includes the positions of the vehicles and the start and end times of the trip. A summary of the two datasets is shown in Table 1 and the transition implementations and volumes preprocessing methods are similar to that of Yao et al. [36] which is the most commonly used approach in industry and academia.

**Accident Data:** Vehicle accident data is collected from the New York City Open Data[1] and there are about 8,000 traffic accident records in New York every month. The data is processed in the same way as above with time slot, $x$ location and $y$ location, and the data values are the number of accidents at each time point in each grid.

5.2 Implementation Details

For training strategies, although cross validation is effective in most tasks, researchers [45] usually worry it will lead to data leakage in time series analysis. Here we apply the previous 45 days, 75% of the data, as the training sets and the last 15 days as the testing sets. Before feeding them into the network, we perform Min-Max scaling to convert the training and testing datasets to the interval from 0 to 1, and denormalize the predicted value for evaluation after the prediction. For STFM information, we set the spatial pooling size $m = 5$, the convolution kernel size $5 \times 5$, and the number of output channels to 256. In our proposed convseq2seq model, we set convolution kernel sizes $3 \times 3$ with 64 filters, the $d_{model} = 64$, $d_f = 256$, and the dropout rate is set to $dp_{rate} = 0.1$. $N$ of the model stacked and the multi-head attention modules are set to 3 and 4, respectively. To schedule the learning rate, we apply the so-called Noam scheme as introduced in [16] with warm-up steps set to 4000.

We tune the STCL model on the validation set and observe that using the hyperparameters above has achieved the best performance in both data sets. It takes about six hours to experiment with 64 as the batch size on a computer with four NVIDIA RTX1080Ti GPUs.

5.3 Methods for Comparison

In this subsection, we compare the proposed model with nine discriminative traffic flow forecasting approaches and analyze the results. These approaches can be divided into three categories: (1) traditional time series prediction models; (2) spatial-temporal features mining deep learning network for traffic flow prediction; and (3) spatial-temporal prediction networks with multi-view or complex structure. The details of these compared approaches are described as follows:

- **HA:** Historical average is a statistical method, which can directly calculate the coming traffic flow by averaging data of the corresponding period in historical flow.
- **ARIMA [42]:** Auto-regressive integrated moving average model is universally known a statistical mathematical method that usually makes time trend prediction by moving average.
- **VAR [43]:** Vector auto-regression is usually applied to capture interconnected time-series.
- **MLP:** Multi-layer perceptron with three fully connected layers. We set the numbers of hidden units with relu activation to 128, 64 and 32, respectively.
- **FC-GRU:** FC-GRU is the vanilla version of GRU. It performs LSTM in some cases. We flatten the traffic volume tensor and take it as input into FC-GRU and we set the number of the hidden units to 64.
- **ConvLSTM [44]:** Convolutional LSTM is a well-known network to forecast temporal data. We evaluate multiple hyperparameters and choose the best setting: unit = 64 and learning rate = 0.001.
- **ST-ResNet [14]:** spatial-temporal Residual Convolutional Network incorporates the closeness, periodic dependency, and trend data with external weather features to forecast the citywide traffic flow with residual structure.
- **DMVST-Net [26]:** Deep Multi-View spatial-temporal Network, this framework makes predictions through multiple perspectives, including time modules, spatial modules, and external factors like weather.
- **STDN [36]:** Spatial-Temporal Dynamic Network predicts future traffic flow, which takes the long-term periodic dependency and temporal lagging simultaneously by the attention module.

To test the performance of our proposed model, we evaluate traffic prediction errors using the Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE). We use Adam \[\text{Adam} \beta_1 = 0.9, \beta_2 = 0.98, \epsilon = 10^{-8}\] as the optimizer for all baselines, set the parameter of Adam $\beta_1 = 0.9, \beta_2 = 0.98, \epsilon = 10^{-8}$ and use the mirrored strategy for distributed training. For ST-ResNet, DMVST-Net and STDN, the hyperparameters remain as the optimized settings, which is the same as their authors’ suggestion. The model training time increases as parameter quantity grows. STDN and STCL take longer time than other methods, about 5.6 hours and 6.2 hours on the taxi dataset, respectively. Since STDN has fewer learnable parameters than STCL, it is a bit faster. The time it takes to train the models is significantly longer than the time it takes to predict. After being trained, all of these methods can produce predictions in minutes.

The testing results on two datasets of the test set are shown in Table 2. The RMSE and MAE in TaxiNYC are both higher than those of BikeNYC on the methods because the traffic volume in TaxiNYC is presented on a larger scale than BikeNYC. For the two data sets, the baseline traditional time series analysis methods suffer a large prediction deviation on two metrics. This indicates that the traffic flow is largely affected by spatial variances in consecutive time intervals, and it is insufficient to use manual feature extraction to mine temporal information. Compared with neural-network-based models like MLP, the worse results in basic methods confirm that complex spatial-temporal dependencies cannot be well captured with simple regressions. Thus, the inter-dependency among regions could be explored to achieve better performance.

For neural-network-based methods, our method outperforms ConvLSTM and ST-ResNet on both metrics. The possible reason is that they fail to dig out the potential temporal sequential dependencies and neighborhood dependencies. For instance, ST-ResNet focuses on long-range input information through deep residual CNNs, which makes it inefficient in measuring the surrounding correlation. Due to the pooling effect, the smaller grid information will be averaged by convolution operation, which drags down the prediction accuracy of most networks with CNNs. Recent work has solved this problem by combining CNNs and LSTMs. Thereupon, DMVST-Net and STDN attempt to solve the dissipation of spatial-temporal semantics through multiview and long-term attention mechanisms, respectively. However, they are also faced with the above-mentioned problems for not taking into account local semantic changes, such as accidents. Therefore, the experiment shows that STCL achieves the best performances on RMSE and MAE, 2.65% - 7.51% lower than DMVST-Net and STDN. There are two main reasons: (1) The short-range temporal dependencies receive no extra attention in the dynamic spatial similarity, but STCL takes the whole traffic volume tensor as input, using the FT-block to capture the spatial-temporal information of the field and the multi-head attention mechanism to capture long-term periods. (2) Local spatial information is discarded because of the application of global average pooling in CNN, so we design STFM to capture the local spatial information.

Note that STCL adds accident data as spatial encoding features to represent local traffic congestion, significantly outperforming the networks without accident encoding structure. As shown in Table 3, we further analyze the role of accident data in traffic flow prediction through RMSE. The symbol * represents that we concatenate accidents as features to traffic features, and the two columns on the right represent whether there is an accident module. The
performance of most of the above-mentioned methods has been improved, especially the models considering spatial dependency. This is because some models, such as GRU or MLP, only focus on historical time information but cannot dig out the spatial relationship and additional local traffic semantic information from external features. However, for some models that consider the spatial relationship after the convolution operation, the dependencies in the domain area are transmitted so that the traffic congestion information can be mined. Compared with other baselines, our model has been empowered significantly by position encoding. It illustrates that the accident data can extract the local semantic information varieties and apply them to the traffic flow prediction.

5.4 Hyperparameters Analysis

To demonstrate the impact of various hyperparameters, we also evaluate different settings to measure the corresponding performance on the TaxiNYC dataset. By adjusting our model parameters on the validation set, we observed that $d_{\text{model}} = 64$, $d_f = 256$, $d_{\text{prate}} = 0.1$, $m_h = 4$, $N = 3$ achieve the best results in both datasets in the experiments above. It takes about seven hours for TaxiNYC and five hours for BikeNYC when batchsize = 64. In Table 4, we record the experimental results of adjusting various parameters by RMSE with the control variable method, where the blank space represents the same parameters as STCL.

| $d_{\text{model}}$ | $d_f$ | $d_{\text{prate}}$ | $N$ | Inflow/Outflow |
|-------------------|-------|---------------------|-----|----------------|
| 32                | 128   | 512                 | 0.05| 16.75/15.27    |
| 128               | 512   | 0.05                | 16.41/15.57 |
| 256               | 0.2   | 16.62/15.34         | 16.28/14.97 |
| 2                 | 16.33/14.97 |
| 4                 | 16.34/15.01 |
| STCL              | 64    | 256                 | 0.1 | 16.28/14.97    |

As shown in Table 4, the influence of different parameters on the model is similar. To some extent, when the model is larger, the performance is better. However, as a larger model contains more parameters, its training time increases exponentially. In other words, overfitting arises. Due to different random numbers, some swings will be generated in each experiment. In order to stabilize the model, we adopt the baseline parameters as the final experimental results to prevent overfitting.

5.5 Component Analysis

To better understand the impact of components on the STCL, we also make a controlled variable experiment to examine the roles of spatial-temporal fusion module and FT-block:

- **multi-head attention**: For this variant, we remove all redundant structures, only just inputting the data into the multi attention mechanism and decoding the sequence by using the total concatenation layer.
- **w/o STFM**: For this variant, we only remove the STFM module and feed the transition features $\Gamma^i$ into Conv-seq2seq Learning after processing.
- **local CNN**: We replace the module with local CNN that is proposed by Zhang et al. [14] to extract local spatial features.
- **w/o FT-block**: Feeding the extracted periodic features directly into the multi-head attention mechanism.
- **FT-block-CNN**: The module in the Decoder uses an ordinary CNN to replace the causal convolution of forward prediction in the last step.
- **global self-attention**: Compared to local self-attention, we use global self-attention instead, and other structures are consistent with STCL.

The impact of the above-mentioned structures on the reliability of STCL is shown in Table 5. Among them, some cases are meaningless when the multi-head attention mechanism only gives the weight position of data and does not represent major features. For other variants, we first compare the model without STFM and then replace the module with local CNN [14]. The results show that STFM is slightly better than local CNN in extracting spatial dependencies. We can infer that it is important to have a dynamic spatial module feature extraction to predict traffic flow. This is because, without the effect of the pooling layer, STFM can better capture the dynamic spatial dependencies. Similarly, we experiment by removing the FT-block and replacing the causal convolution in the FT-block with bidirectional convolution layers (CNN layers). The results
show that STCL is 1.59%-7.70% lower than and the case when FT-block is removed. Because after we add the causal convolution for forwarding prediction, the module will pay more attention to the traffic at the next moment rather than the global temporal.

### TABLE 5

| Methods | Datasets       | TaxiNYC Inflow | TaxiNYC Outflow | BikeNYC Inflow | BikeNYC Outflow |
|---------|----------------|----------------|-----------------|----------------|-----------------|
| multi-head attention | 31.51 | 27.34 | 23.52 | 20.48 |
| w/o STFM | 18.47 | 17.13 | 10.52 | 9.47 |
| local CNN | 17.15 | 15.24 | 8.61 | 8.28 |
| w/o FT-block | 17.41 | 15.57 | 8.84 | 8.21 |
| FT-block-CNN | 16.68 | 15.03 | 8.16 | 7.99 |
| global self-attention | 16.29 | 14.95 | 7.91 | 7.83 |
| STCL(ours) | 16.28 | 14.97 | 7.92 | 7.78 |

The width of attention in the sequence model has a great influence on the distribution of attention weights. Therefore, we do an experiment to train a Conv-seq2seq model with global multi-headed attention, whose input sequence and other parts of the model are the same as those of STCL. During training, we replace the weights beyond the selection range with zero and only keep the required weights to ensure the effective width of attention weights. Experimental results in Figure 5 show that local self-attention is better than the global one. Although the initial loss of local self-attention is higher, its loss decreases quickly and its running time is about 40 minutes faster than the global one in TaxiNYC. Moreover, in test data, the performance of local self-attention has been improved slightly. This illustrates that the local attention mechanism is effective in the prediction of short-term dynamic dependencies, while long-term time series may variate and appear non-periodically. Eventually, the best performance is achieved when all components are combined. As shown in Figure 6, high prediction accuracy is achieved in most regions, indicating that this model has a high performance in traffic flow prediction.

### 5.6 Case Study

In this section, we will illustrate our STCL in handling congestion, slight congestion, and smooth-traffic area. Then, we will examine the role of Accident Encoding in traffic prediction.

According to traffic flow theory, traffic flow would be relatively low when either traffic congestion occurs or there is little traffic demand on roads. When congestion occurs, the outflow will be significantly higher than the inflow. However, when there is less demand, the values of inflow and outflow will be relatively low and quite close to each other. For an illustration of our proposed STCL, we compare our predicted results with true values. Specifically, we select three different areas from the test dataset to represent three traffic conditions: congestion, slight congestion, and smooth-traffic area. We use colors to distinguish different methods in Figure 7, where solid lines denote inflow and dotted lines represent outflow; x and y represent our selected region.
As can be seen from the figures, the congested area and the slight congestion area show a similar trend: the traffic flow gradually decreases in 0 a.m.-5 a.m. period, and then gradually rises to the peak value in the morning with constant fluctuation. The traffic volume reaches the evening peak around 6 p.m., and then gradually decreases. Considering morning and evening peaks, the inflow will be significantly lower than the outflow when there is special congestion. When the traffic flow decreases, the inflow will start to grow. But in the period of small traffic flow, both of the two scenarios above show a similar trend. For the smooth-traffic area, the flow fluctuates gently after the first peak of the day. Therefore, judging from the value of inflow and outflow, it is easy to distinguish between a traffic jam and little road traffic demand.

To examine the role of Accident Encoding, we have made a further comparison in the same conditions by activating and deactivating Accident Encoding. When no special event occurs, the curves of the two methods look similar. But when a special event occurs, as shown in Figure 2 Accident Encoding will play a significant role in case of congestion: the curves of the predicted inflow and outflow will obviously fit the true value. In low-traffic areas, the probability of events is also relatively low, and the predicted value fluctuates.

6 Conclusion and Outlook

In our work, spatial-temporal conv-sequence learning is proposed to improve short-term temporal dependencies by FT-block and sufficiently extract the utilization of domain spatial-temporal information via STPM. In particular, we have introduced traffic accident data as input for accident encoding to explore the impact on regional traffic congestions. The results indicate that our proposed method has superior performance of prediction on both TaxiNYC and BikeNYC datasets compared with other state-of-the-art models. But the potential problem is that our model will cause noise and error propagation in long-term prediction. In the future, we may use semantic track information with the Point of Interest (POI) in each area and achieve accurate traffic prediction by retrieving nontrivial information.
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