Advances in omics technologies have allowed spatially resolved molecular profiling of single cells, providing a window not only into the diversity and distribution of cell types within a tissue, but also into the effects of interactions between cells in shaping the transcriptional landscape. Cells send chemical and mechanical signals which are received by other cells and transduced through signaling cascades from the membrane to the nucleus, where they can subsequently initiate context-specific gene regulatory responses. These interactions and their responses shape the individual molecular phenotype of a cell in a given microenvironment. RNAs or proteins measured in individual cells together with the cells’ spatial distribution provide invaluable information about these mechanisms and the regulation of genes beyond processes...
occurring independently in each individual cell. “SpaCeNet” is a method designed to elucidate both the intracellular molecular networks (capturing how molecular variables affect each other within the cell) and the intercellular molecular networks (how cells affect molecular variables in their neighbors). This is achieved by estimating conditional independence relations between captured variables within individual cells and by disentangling these from conditional independence relations between variables of different cells.

1. Introduction

Measurements of spatially resolved RNA or protein expression patterns open unprecedented opportunities to study questions in areas such as developmental biology and pathophysiology, where interactions between cells are known to influence a wide range of processes. Methods such as “spatial transcriptomics” [Ståhl et al., 2016] and Slide-Seq [Rodriques et al., 2019] used molecular barcoding to count mRNAs aggregated in small regions and integrated those with images to produce a transcript map. A drawback of these early methods was that mRNAs from multiple cells in a small region could contribute to the observed signal, masking differences between cells and cell-cell interactions. In situ hybridization or sequencing methods can measure the expression of many genes with single-cell resolution (and even subcellular resolution) [Chen et al., 2015, Shah et al., 2016, Lee et al., 2014], but these methods require complex instrumentation and long imaging times. Three-dimensional intact tissue sequencing in single cells has been achieved by STARmap (spatially-resolved transcript amplicon readout mapping) [Wang et al., 2018], which is capable of measuring simultaneously the expression of about 1000 genes at single-cell resolution. More recently, sci-Space has allowed single-cell RNA sequencing, but it is only capable of capturing a small proportion of cells in a tissue [Srivatsan et al., 2021]. Although spatial omics technologies are in their infancy, the launch of commercial products such as the 10X Genomics Visium platform has led to increased interest in methods that will allow the analysis and interpretation of data generated [Svensson et al., 2018, Arnol et al., 2019, Bergenstråhle et al., 2020].

Cells organize themselves spatially within tissues and organisms in order to carry out specific functions. This organization is orchestrated via signals that include both physical interactions via cell-cell contact, chemical signals, and even exosome-mediated transfer of RNAs between cells. Each cell’s individual phenotype together with its location in space relative to other cells captures information about this process. For instance, genes encoding chemokines (chemoattractant cytokines that facilitate intercellular communication) are first transcribed and then translated before the respective proteins pass through the cell membrane into the extracellular domain where they recruit leukocytes. When these signals are received by the leukocytes,
they initiate signaling cascades that finally induce a molecular response leading the cells to adapt their individual molecular phenotype and alter their behavior. While such interactions are known to be essential for many biological processes [Armingol et al., 2021], there are no well-established statistical methods to investigate the relationships between spatial organization, gene or protein expression, and cellular phenotype.

The statistical inference of correlation-based molecular networks from high-dimensional omics data is based on the assumption that coordinated expression in a cell might provide insight into processes that are activated or inactivated in different phenotypes. Early attempts used pairwise measures of gene-gene coexpression such as mutual exclusivity, Pearson’s and Spearman’s correlations and identified network edges between genes based on a correlation threshold [Margolin et al., 2006, Marbach et al., 2012]. Such measures of coexpression can provide insight into active biological mechanisms, but they are vulnerable to spurious associations. These associations can be the consequence of indirect dependencies that cannot be resolved if pairwise relationships between molecular variables are considered only in isolation from all other molecular variables. This stimulated research in high-dimensional statistics, specifically in Probabilistic Graphical Models (PGMs). PGMs resolve the dependency structure of molecular variables and, thus, disentangle direct from indirect associations. This is even possible in high-dimensional settings, where the number of variables is larger than the number of observations. The underlying concept is conditional independence. Two variables $X$ and $Y$ are considered as conditionally independent (given all remaining variables), if $X$ does not provide any additional information about $Y$ that is not already covered by the remaining variables. Thus, although $X$ and $Y$ might be pairwise correlated, they can still be conditionally independent; the pairwise correlation could be just the consequence of $X$’s and $Y$’s indirect relationship mediated via other variables and not due to a direct relationship. This powerful concept made PGMs one of the favored approaches to resolve molecular networks from molecular data [Marbach et al., 2012]. It is nevertheless noteworthy that PGMs are undirected graphical models and do not resolve causal relationships, although, intriguingly, lower bounds on causal effects can be provided [Maathuis et al., 2009].

SpaCeNet is a method for analyzing patterns of correlation in spatial transcriptomics data by extending the concept of conditional independence to spatially distributed information, facilitating reconstruction of both the intracellular and the intercellular interaction networks with single-cell spatial resolution. SpaCeNet was developed to address the diversity of cellular interactions and the various length scales over which intercellular communication occurs (for example, both through direct physical contact and through long-range paracrine signaling). SpaCeNet introduces flexible interaction potentials in combination with appropriate regularization strategies to allow this diversity in both cellular state and spatial communication to be handled ef-
fectively. We validate SpaCeNet in extensive simulation studies and illustrate its capacity to augment exploratory data analysis of spatial transcriptomics data from the mouse visual cortex and the *Drosophila* blastoderm.

2. Results

2.1. Modeling cell-cell interactions

SpaCeNet is built on Gaussian Graphical Models (GGMs), an instance of PGMs which assumes multivariate normal data. GGMs have become a standard for molecular network inference based on observational data (see, for example, the sparse regression-based approaches described by Marbach and colleagues [Marbach et al., 2012] or the comparisons conducted by Ghanbari and colleagues [Ghanbari et al., 2019]). GGMs have been readily adapted to the analysis of single-cell data via non-paranormal transformations [Zhang et al., 2018, Weighill et al., 2021]. Usually, conditional independence (CI) relations are defined for molecular variables $X^a$ and $Y^a$, measured within one cell $a$, conditioned on all remaining variables of the same cell $a$. Assuming that the same set of space-agnostic CI relations applies to all measured cells, this can be expressed as $X \perp Y | \{\text{rest}\}$, in accordance with the traditional nomenclature. Here the set “rest” refers to all variables measured in one cell except for $X$ and $Y$.

To extend this language to cellular networks, we introduce intracellular and intercellular spatial conditional independence (SCI) relations. Intracellular SCI relations between variables $X^a$ and $Y^a$ measured within one cell $a$ are expressed as $X^a \perp Y^a | \{\text{rest}\}$ with the term “rest” now referring to all other variables of cell $a$ and to all variables of all other cells. We write intercellular SCI relations between variables $X^a$ and $Y^b$ measured in different cells $a$ and $b$, conditioned on all remaining variables, as $X^a \perp Y^b | \{\text{rest}\}$ with $a \neq b$. Here, the set “rest” refers to all variables of cell $a$ except $X^a$, all variables of cell $b$ except $Y^b$, and all variables of all remaining cells. The intra- and intercellular SCI relations captured by SpaCeNet are illustrated in Figure 1. SpaCeNet parameterizes the intercellular SCI relations via spatial interaction potentials, as outlined in the following and as described in detail in the Methods Section 4.1.

We denote potentials that mediate the interaction between the molecular variables $X^a$ and $Y^b$ in cells $a$ and $b$, respectively, as $\rho_{XY}(r_{ab})$, where $r_{ab}$ is the distance between cells $a$ and $b$. The parametrization of SpaCeNet is chosen such that if and only if $\rho_{XY}(r_{ab}) = 0$ for all $r_{ab}$, then $X^a \perp Y^b | \{\text{rest}\}$ for all pairs of cells $a \neq b$. Thus, the SCI relations can be directly obtained from the joint probability density function, see Eq. (1). Importantly, the function $\rho_{XY}(r_{ab})$ depends only on the distance $r_{ab}$ between two cells and thus is identical across all modeled cells. One might ask whether such a one-function-fits-all approach is appropriate to model complex cellular communication.
between molecularly diverse cells, considering that even related cell types, such as T-cells and B-cells, fulfill very different tasks and are expected to send and receive very different signals. As briefly illustrated, SpaCeNet can encode such diverse mechanisms. Starting from the full density, Eq. (1), and marginalizing over all variables except $X^a$ and $Y^b$, the resulting distribution corresponds to the regression formula $X^a = \mu_X - \frac{1}{s_X} \rho_{XY}(r_{ab})(Y^b - \mu_Y) + \epsilon$ (see also Eq. (9)). Thus, the effect that molecular variable $Y^b$ in cell $b$ exerts on $X^a$ via cell-cell interaction is directly related to the individual molecular profile of cell $b$, which means that the molecular phenotype of a cell determines how it communicates with other cells.

A key step in fitting the SpaCeNet model is determining $\rho_{XY}(r_{ab})$, for which we assume no particular functional dependence on $r_{ab}$. Infinitely separated cells cannot communicate through the release or absorbance of particular signaling molecules and the drop in concentration of these molecules with distance suggests that $\rho_{XY}(r_{ab})$ should vanish for $r_{ab} \to \infty$. This motivates a series expansion of $\rho_{XY}$ in powers of $1/r_{ab}$ (accompanied with an additional factor that smooths the divergence for $r_{ab} \to 0$, see Methods Section 4.1.2). Parameter estimation was then performed using a pseudo-log-likelihood approach (see Methods Section 4.1.3).

To show that SpaCeNet can reconstruct diverse cell-cell interactions, we performed four illustrative simulations shown in Figure 2a to d, where we simulated radial dependencies corresponding to long-distance interactions (such as via paracrine signaling, Fig. 2a and b), short-distance interactions (such as via cell-cell contact) using an exponentially decreasing potential...
with short range (Fig. 2c), and an interaction where the potential first grows with \( r_{ab} \), peaks at average distances, and then goes to zero for large \( r_{ab} \) (Fig. 2d). The precise radial dependencies are provided in the caption of Fig. 2. In principle, SpaCeNet can model interaction potentials to arbitrary orders in \( 1/r_{ab} \). We present the corresponding radial dependencies estimated via SpaCeNet for expansions up to order \( (1/r_{ab})^L \) for \( L = 1 \) (solid lines), \( L = 3 \) (dashed lines), and \( L = 10 \) (dotted lines). As expected, the approximation of the true underlying functional dependencies improves with increasing \( L \). However, increasing the order in \( 1/r_{ab} \) results in higher model complexity, which in turn comes at the cost of additional parameters, increasing the risk of overfitting and computational burden.

Figure 2: Study to assess the effect of the expansion order \( L \). Different potentials (red lines) have been used to simulate data, and models with \( L \in \{1,3,10\} \) have been fitted to these data (represented by the black solid, dashed, and dotted lines, respectively): (a) a standard decreasing potential corresponding to the second-order term in the series expansion, \( \rho(r_{ab}) = (1 - \exp(-r_{ab}/r_0))^2(r_0/r_{ab})^2 \) with \( r_0 = 1/10 \), (b) a long-range exponential potential \( \rho(r_{ab}) = \exp(-5r_{ab}) \), (c) a short-range exponential potential \( \rho(r_{ab}) = \exp(-20r_{ab}) \), and (d) a potential \( \rho(r_{ab}) = 10(1 - \exp(-r_{ab}/2))(1 - \exp(-1/(5r_{ab})^2)) \) which increases for small \( r_{ab} \) and then decreases again. The left \( y \)-axis corresponds to the values of the potentials and the right \( y \)-axis to the density of the pairwise distances \( r_{ab} \) shown as histogram in the background of the figures. For details about data simulation see Methods Section 4.2.
2.2. Simulation studies

SpaCeNet solves a high-dimensional optimization problem in which the number of parameters can be of the same order of magnitude as the number of cells, or even larger. This makes model regularization mandatory [Schäfer and Strimmer, 2005a, Altenbuchinger et al., 2020]. To control overfitting and to achieve parsimonious intra- and intercellular networks, we added regularization terms to the objective function Eq. (10) which induce sparseness in the intracellular network edges (via lasso regularization) and sparseness in the intercellular network edges (via group-lasso regularization). For details see Methods Section 4.1.4.

We performed four simulation studies to analyze the performance of SpaCeNet in recovering intra- and intercellular network edges. To this end, we generated artificial data from the full probability density Eq. (1), where we simulated cell-cell interaction potentials \( \rho_{ij}(r_{ab}) = \Delta \rho_{ij} \exp(-\phi_{ij} r_{ab}) \) that exponentially decrease with cell-cell distance \( r_{ab} \). We simulated \( n \) cells per \( S \in \{1, 10, 100\} \) replicates and present our results as a function of the total number of cells \( n \cdot S \in \{10^3, 10^4, 10^5\} \) in Fig. 3.

In a first simulation study, we used a comparatively large range of \( 1/\phi_{ij} = 1/5 \) (see Methods Section 4.2). Top and bottom plots of Fig. 3a give the performance in terms of the area under the receiver operating characteristic curve (AUROC) and the area under the precision recall curve (AUPRC), respectively, to recover the correct intracellular networks (the intracellular precision matrix \( \Omega \), left figure) and the intercellular interaction networks (the cell-cell interaction parameters \( \Delta \rho \), right figure). We find that SpaCeNet is capable of reconstructing intracellular networks across the full range of simulated cells, \( n \cdot S \), with an AUROC and AUPRC larger than 0.76 (left Figs. 3a). Edge recovery of cell-cell interactions was achieved with a median AUROC ranging from 0.530 for \( n = 10^3 \) and \( S = 1 \) (blue) to 0.997 for \( n = 10^3 \) and \( S = 100 \) (green). It is worth noting that edge recovery for both the intra- and intercellular networks was slightly better if cells are distributed across multiple samples \( S \).

We also tested the same class of potentials with medium range \( 1/\phi_{ij} = 1/10 \) (Fig. 3b) and short range \( 1/\phi_{ij} = 1/20 \) (Fig. 3c). The results were similar to the first simulation study. The edge recovery in terms of AUROC and AUPRC improved with an increasing number of cells \( n \cdot S \), the more so when cells were distributed across multiple samples \( S \).

Finally, we studied how diverse cell-cell interactions impair model inference (Fig. 3d). For this, we repeated the previous simulations, but created flexible potentials \( \rho_{ij}(r_{ab}) = \Delta \rho_{ij} \exp(-\phi_{ij} r_{ab}) \) with \( \phi_{ij} \sim \text{Unif}(5,20) \) and \( \Delta \rho_{ij} \sim \text{Unif}(-1,1) \) between molecular variables \( i \) and \( j \) that differ with
respect to interaction range and strength. For illustration purposes, these different potential ranges are shown in Supplementary Figure S1 for $\phi_{ij} = 5$ (solid line), $\phi_{ij} = 10$ (dashed line), and $\phi_{ij} = 20$ (dotted line). We found that SpaCeNet achieves an edge-recovery performance, with respect to both measures AUROC and AUPRC, that is almost as good as in the more controlled setting of the previous simulation studies, in particular when the total number of cells $n \cdot S$ is increased.

Results of the simulation studies are summarized in Supplementary Table 1. An exemplary SpaCeNet model obtained in this study together with its ground truth is shown in Supplementary Figure S2 for two different choices of the model regularization parameter $\beta$.

### 2.3. Spatial gene expression associations in the mouse visual cortex

We use SpaCeNet to analyze spatial transcriptomics data from the mouse visual cortex generated by STARmap [Wang et al., 2018]. STARMap labels and amplifies cellular RNAs. These amplicons are then transferred to a hydrogel while lipids and proteins are removed. The hydrogel is optically transparent and can be sequentially imaged through multiple cycles with a low probability of errors and miscodings. STARmap measurements of the mouse visual cortex were downloaded from https://www.starmapresources.org/data. The data consist of measurements for 28 RNAs in ~30,000 cells together with their respective location in a $0.1 \times 1.4 \times 1.7$ mm tissue section.

We used SpaCeNet to estimate a global, intracellular network (the precision matrix $\Omega$) and a network of spatial molecular interactions (the spatial interaction parameters $\Delta \rho(\cdot)$), where we set $L = 3$ and split the data into four equally sized batches of which three served for model building and one for model validation and hyper-parameter calibration (Suppl. Fig. S3). We tuned $\alpha$ and $\beta \in [10^{-5}, 10]$ on a $4 \times 4$ grid that was refined 6 times (Suppl. Fig. S4) and selected the best set of hyper-parameters based on the highest validation pseudo-log-likelihood. A final model was estimated using the full data.

For the intracellular precision matrix $\Omega$ we obtained a complete matrix with weights summarized in Supplementary File 1. For the spatial interactions $\Delta \rho(\cdot)$, SpaCeNet selected a set of 134 out of 406 possible spatial associations (Suppl. Fig. S5, Suppl. File 1). We ranked edges according to $\Delta \rho_{ij} = \sqrt{\sum_l \Delta \rho^{(l)}_{ij}}^2$, for which the greatest edge weight was between RNAs encoded by the genes myelin basic protein (Mbp) and FMS-related receptor tyrosine kinase 1 (Flt1) with $\Delta \rho_{Mbp, Flt1} = 0.328$ and $\Delta \rho_{Mbp, Flt1}^{(1)} = (0.327, -0.026, -0.001)^\top$, where the entries of $\Delta \rho_{Mbp, Flt1}^{(1)}$ correspond to the different orders in the expansion. Negative/positive values of $\Delta \rho_{ij}^{(l)}$ corre-
Figure 3: Edge recovery by SpaCeNet assessed in a simulation study using (a-c) fixed, radially decreasing potentials $\rho(r_{ab}) = \Delta \rho_{ij} \exp(-\phi_{ij} r_{ab})$ for all cell-cell interactions with constant range parameters $\phi_{ij} \in \{5, 10, 20\}$, and (d) flexible potentials $\rho_{ij}(r_{ab}) = \Delta \rho_{ij} \exp(-\phi_{ij} r_{ab})$ with $\phi_{ij} \sim \text{Unif}(5, 20)$ that mediate the interaction between molecular variables $i$ and $j$. The y-axes give the performance in terms of the area under the receiver operating characteristics curve (AUROC, top row) and in terms of the area under the precision recall curve (AUPRC, bottom row). Left figures correspond to the inner-cellular networks (the intracellular precision matrix $\Omega$) and the right figures to the extracellular networks (the cell-cell interaction parameters $\Delta \rho$). The x-axis stratifies the analysis with respect to total cell numbers $n \cdot S$, where $n$ is the number of cells within a measurement and $S$ the number of measurements. Here, $S = 1$ is shown in blue, $S = 10$ in orange, and $S = 100$ in green.
spond to positive/negative spatial associations in analogy to the definition of the precision matrix $\Omega$.

First, we verified the absolute residuals between the observed data matrix $X$ and its SpaCeNet reconstruction $\hat{X}$ using either (a) the intracellular edges only ($\Delta \rho^{(1)} = 0$), or (b) the full model (see Suppl. Section A). The results corresponding to this analysis are shown in Figure 4a and b, respectively. We observed that the spatial associations improve model building substantially, as illustrated by the band of large residuals in the upper left quadrant for both $Flt1$ and $Mbp$ (Fig. 4a and d), that were reduced substantially via the spatial interactions (Fig. 4b and e). Figure 4c and f show the corresponding contributions from the spatial interactions $\Delta \rho^{(1)}$.

The connection between $Mbp$ and $Flt1$ was interesting for a number of reasons. Myelin basic protein is the second most abundant protein, after proteolipid protein, of the myelin membrane in the central nervous system (CNS), making up approximately 30% of the total protein of myelin [Boggs, 2006] and $Mbp$ mutants lack compact myelin in the CNS [Readhead et al., 1990]. Myelin surrounds nerve cell axons to insulate them and to increase the conduction of electric impulses [Bean, 2007]. Demyelinating diseases of the CNS, of which multiple sclerosis (MS) is the most common, are characterized by damaged myelin sheaths [Love, 2006]. $Flt1$ encodes a member of the vascular endothelial growth factor receptor (VEGFR) family. VEGFRs mediate diverse cellular communication signals controlling developmental processes, such as neurogenesis or gliogenesis [Wittko-Schneider et al., 2013]. VEGFRs recognize vascular endothelial growth factors (VEGFs), whose expression has been shown to be upregulated in both acute and chronic MS plaques [Proescholdt et al., 2002]. Our SpaCeNet model resolves that $Flt1$ levels are negatively associated with $Mbp$ levels in neighboring cells. A possible interpretation is that cells expressing $Flt1$ accumulate in the spatial vicinity of cells which lack $Mbp$. This would be in line with the observation that VEGF-A (which is recognized by Flt1) promotes migration of oligodendrocyte precursor cells (OPCs) in a concentration-dependent manner [Hayakawa et al., 2011], as shown by anti-Flk-1 (not Flt1) receptor-blocking antibody. Moreover, it was shown in the medulla oblongata of the adult mouse that OPCs contribute to focal remyelination and that VEGF signaling might be required for their proliferation [Hiratsuka et al., 2019]. It has been long known that Oligodendrocytes are the myelinating cells of the CNS derived from OPCs [Pfeiffer et al., 1993], therefore our finding could be a hint that Flt1 mediates signals necessary to guide myelinating cells such as OPCs and mature oligodendrocytes to axons that lack myelin.

It should be noted that SpaCeNet models are associative, not causal. Thus, we can not elucidate whether decreased $Mbp$ levels imply increased $Flt1$ in neighboring cells or if increased $Flt1$ levels imply decreased $Mbp$ in neighboring cells. Moreover, since only a selected set of 28 genes was spatially assessed by STARmap in a thick tissue section, and since numerous signal-
ing steps may be involved in establishing this relationship, the underlying mechanisms remain to be fully elucidated.

The spatial association Flt1-Mbp was followed in strength by Ctgf-Gja1, Ctgf-Pcp4, and Reln-Sst associations. Ctgf encodes connective tissue growth factor (Ctgf), also known as cellular communication network factor 2 (Ccn2), which belongs to the CCN family. CCN proteins are a family of extracellular matrix proteins involved in intercellular signaling [Jun and Lau, 2011]. We obtained \( \Delta \rho_{Ctgf, Gja1} = 0.103 \), \( \Delta \rho_{Ctgf, Gja1}^{(c)} = (0.1023, -0.0060, -0.0001)^\top \). Ctgf has been reported to facilitate gap junction intercellular communication in chondrocytes through up-regulation of connexin 43 (Gja1) [Wu et al., 2021]. Purkinje Cell Protein 4 (Pcp4) regulates calmodulin activity and might contribute to neuronal differentiation through the activation of calmodulin-dependent kinase signaling pathways [Mouton-Liger et al., 2011]. The Ctgf-Pcp4 potential was estimated with \( \Delta \rho_{Ctgf, Pcp4} = 0.083 \) obtained from \( \Delta \rho_{Ctgf, Pcp4}^{(c)} = (0.0831, -0.0012, -0.0004)^\top \); we are not aware of a mechanism that might explain the spatial association observed between Ctgf and Pcp4. This association was followed by Reln (Reelin) - Sst (Somatostatin) with parameters \( \Delta \rho_{Reln, Sst} = 0.083 \) and \( \Delta \rho_{Reln, Sst}^{(c)} = (0.0780, 0.0034, 0.0008)^\top \). The gene Reln encodes a secreted extracellular matrix protein that might play a role in cell-cell interactions critical for cell positioning. Somatostatin affects transmission rates of neurons in the CNS and cell proliferation. GABAergic cortical interneurons can be delineated to 95% by the markers Pv, Sst (co-expressed with Reelin), Reelin (without Sst), and Vip [Miyoshi et al., 2010]. The medial ganglionic eminence gives rise to the population of interneurons that co-express Reelin and Somatostatin, while the caudal ganglionic eminence gives rise to interneurons that express Somatostatin but lack Reelin [Miyoshi et al., 2010]. The observed spatial Reln-Sst association could be a hint that the distribution of these two populations is spatially well organized and not random.

### 2.4. Spatial gene expression interaction patterns in the *Drosophila* blastoderm

Single-cell RNA sequencing with single-cell spatial resolution is still in its early days and so far captures only a small proportion of cells in a specimen. For example, sci-Space captures only about 5% [Srivatsan et al., 2021]. For the previous analysis, we used data generated by STARmap [Wang et al., 2018], an in-situ sequencing technology for dense measurements at single-cell resolution, which, however, is limited in throughput. Thus, full transcriptome single-cell resolved spatial data do not yet exist. In contrast, omics readouts together with spatial information (the transcriptome in a given spatially defined region of a specimen) become more and more available. Here, we illustrate that SpaCeNet augments their analysis.
Figure 4: Absolute prediction residuals for spatially associated genes Mbp (top row) and Flt1 (bottom row) in the mouse visual cortex data from Wang et al. [2018]. The left column shows $|X - \hat{X}_\Omega|$, which includes only the residuals taking into account the intracellular interaction parameters ($\Omega$) and neglecting the spatial interactions ($\Delta \rho^{(i)} = 0$). The middle column displays the residuals if both intra- and intercellular interactions are considered, $|X - \hat{X}_{\Omega, \Delta \rho}|$. The right column shows the contributions from spatial interactions only, $|\hat{X}_{\Omega, \Delta \rho} - \hat{X}_\Omega|$.

The Berkeley Drosophila Transcription Network Project used a registration technique that uses image-based data from hundreds of Drosophila blastoderm embryos, each co-stained for a reference gene and one gene out of a preselected gene set, to generate a virtual Drosophila embryo [Fowlkes et al., 2008]. We retrieved these virtual embryo data consisting of 84 genes whose expression levels were measured at 3039 embryonic locations\(^1\). We then used SpaCeNet to estimate the intracellular network (the precision matrix $\Omega$) and the network of spatial molecular interactions ($\Delta \rho^{(i)}$) for $L = 3$. We performed a hyper-parameter grid search, where we trained the model on 70% of the data and validated it on the remaining 30% (Suppl. Fig. S6 and S7). The best set of hyper-parameters was selected based on the highest validation pseudo-log-likelihood and was used to fit a final model on the full data (Suppl. File 2). The intracellular network $\Omega$ is a full matrix and so there is a rich dependency structure among variables not related to their spatial context. The spatial-interaction network, $\Delta \rho^{(i)}$, in contrast, is sparse with

\(^1\) gene expression: http://bimsbstatic.mdc-berlin.de/rajewsky/DVEX/bdtnp.txt.gz
3D coordinates: http://bimsbstatic.mdc-berlin.de/rajewsky/DVEX/geometry.txt.gz
Figure 5: PCA plot of Drosophila observation coordinates with expression levels of genes highlighted. (a) Genes *twi* and *sna* show high expression levels in the same area. (b & c) Gene pairs (*ems*, *noc*) and (*Dfd*, *lok*) are activated in adjacent but different areas.

238 out of 3570 possible interactions (Suppl. Fig. S8). Spatial molecular interactions improved goodness-of-fit on validation data and thus also the generalizability of the model, which highlights the need to include spatial interactions.

Figure 5 contrasts the expression of the gene pairs *twi*-*sna*, *ems*-*noc* and *Dfd*-*lok*, that showed the highest spatial association in the SpaCeNet analysis with $\Delta \rho^{(1)}_{twi, sna} = 0.0368$, $\Delta \rho^{(1)}_{ems, noc} = 0.0306$, and $\Delta \rho^{(1)}_{Dfd, lok} = 0.0211$. We observed *twi* and *sna* to be active in the same spatial regions, which is consistent with both the positive spatial association suggested by SpaCeNet in leading order ($\Delta \rho^{(1)}_{twi, sna} = -0.0361$) and with the joint activation of *twi* and *sna* in the differentiation of the *Drosophila* mesoderm in localized (ventral) regions of early embryos [Ip et al., 1992]. In contrast, the genes *ems* and *noc* (for which SpaCeNet estimated a negative spatial association at leading order ($\Delta \rho^{(1)}_{ems, noc} = 0.0301$)) are active in adjacent but different areas of the *Drosophila* embryo. A similar observation can be made for the genes *Dfd* and *lok*, for which SpaCeNet also estimated a negative leading-order association ($\Delta \rho^{(1)}_{Dfd, lok} = 0.0210$).

2.5. **Inference of spatial gene expression patterns in the *Drosophila* blastoderm**

SpaCeNet infers a joint density function describing spatially distributed, potentially high-dimensional molecular features. Thus, it can be also utilized as an inferential tool, predicting the gene expression of a cell given its cellular context. For illustration purposes, consider the gene *Kr* that encodes the Krüppel protein, a transcriptional repressor expressed in the center of the...
embryo during the cellular blastoderm stage [Licht et al., 1990]. First, we predicted \( Kr \) expression in a leave-one-position-out approach that provides levels of \( Kr \) based on a cell’s environment. The ground truth is shown in Figure 6a and the corresponding predictions in Figure 6b. We found that the SpaCeNet model so trained can predict each cell’s individual expression, given its location in space (mean squared error (MSE) = \( 4.36 \cdot 10^{-3} \)). However, slight deviations were observed in the highlighted region (red arrow).

Next, we tested whether this discrepancy could be resolved by specifying \textit{a priori} the expression levels of the remaining genes at the position of interest (Fig. 6c). This reduced the MSE to \( 2.88 \cdot 10^{-3} \), and the highlighted region better agrees with the ground truth, as seen from comparison of Figure 6a to c.

![Figure 6: Ground truth and predictions of \( Kr \) gene expression in Drosophila based on different densities: (a) Observed expression. (b) Prediction of \( x^a \) based on density \( f(x^a | R, X^{\setminus a}) \), meaning that the expression \( x^a \) is predicted using the expression levels of all other cells \( x^b \) with \( b \neq a \). (c) Prediction of \( x^a_j \) based on density \( f(x^a_j | R, X^{\setminus a}, x^{a \setminus j}) \), meaning that the expression \( x^a_j \) is predicted using the expression levels of all other cells \( x^b \) with \( b \neq a \) and the expression levels of cell \( a \) except \( j \). The red arrow highlights an area where the predictions (b) and (c) differ most.](image)

### 3. Discussion

SpaCeNet is a network inference method that determines intracellular correlation networks and cell-cell associations from spatial molecular data. SpaCeNet is based on probabilistic graphical modeling and extends the concept of conditional independence (CI) by spatial information through estimating spatial conditional independencies (SCI). These intracellular and intercellular SCI relationships encode information about how molecular variables affect each other across space. We verified SpaCeNet in comprehensive simulation studies and demonstrated the information that SpaCeNet can extract from spatial transcriptomics data in two example data sets: an expression map of the mouse visual cortex and a virtual RNA map of the \textit{Drosophila} blastoderm. The analysis of the mouse visual cortex allowed us to generate hypotheses about the spatial organization of cell populations, such as \textit{Fnt1}-
mediated signals which could be involved in the recruitment of myelinating cells towards axons which lack myelin basic protein (Mbp), and the analysis of the *Drosophila* blastoderm showed that SpaCeNet can also yield insights if data do not have cellular resolution. In the latter case, SpaCeNet resolved spatial association patterns between molecular variables, as observed between the gene-pairs *twi-sna* and *ems-noc*.

Modern spatial transcriptomics techniques are capable of measuring RNA transcript levels with single-cell resolution in a three-dimensional space. Many molecular processes that take place within and between cells, such as translation to protein, possible post-translational modifications, and subsequent signaling cascades comprising secretion of molecules and their recognition by other cells, are not directly measured by these technologies. Although laboratory methods under development, such as single-cell proteomics and metabolomics [Marx, 2019, Duncan et al., 2019] or single-cell epigenetic or chromatin confirmation measurements may one day bridge this gap, at present one can only infer such associations with appropriate analytical methods. SpaCeNet is an important first step in inferring complex, multi-omic, intracellular and intercellular associations networks that takes advantage of high-dimensional omics data and spatial information. The present implementation of SpaCeNet uses single-cell spatial transcriptomics data and so can only infer associations between RNA expression levels within and, more importantly, between different cells – without knowledge about any potentially complex intermediate processes. SpaCeNet is based on a robust Gaussian Graphical Model and partial correlations that can scale to the increasingly large and complex, spatial multi-omics data sets that new laboratory technologies are providing.

SpaCeNet’s current implementation is limited to modeling continuous variables. While many omics measurements such as expression are continuous, some single-cell assays, such as mutations or chromatin accessibility can be discrete and so are better modeled as categorical variables. SpaCeNet could be easily adapted to include categorical variables using mixed graphical modeling suggested by [Lee and Hastie, 2015]. As is generally the case for correlation-based methods, SpaCeNet does not identify causal interactions, although lower bounds on causal effects can be derived from observational data [Maathuis et al., 2009], and techniques such as directed acyclic graphs and respective equivalence classes may be adapted to SCI relationships, which we intend to explore in the future.

Nevertheless, SpaCeNet represents an important step forward in the analysis of spatial expression data, allowing us to move from a simple atlas of expression values and cell types to models that capture complex patterns of interactions that allow tissues to function and guide cellular growth, development, and disease processes. As new experimental techniques deliver larger and more complex multi-omics data combined with higher resolution information on the location of individual cells, techniques like SpaCeNet will
become increasingly important for integrating spatial and biological contexts.

4. Methods

4.1. SpaCeNet model

4.1.1. Full probability density

Let \( X = [x^1, \ldots, x^n]^\top \in \mathbb{R}^{n \times p} \) be a data matrix of gene expression levels with \( p \) genes in its columns and \( n \) cells in its rows. All cell-cell distances are collected in a matrix \( R = (r_{ab}) \in \mathbb{R}^{n \times n} \), where \( r_{ab} = r_{ba} \) corresponds to the Euclidean distance between cells \( a \) and \( b \). SpaCeNet assumes that data follow an \( np \)-dimensional multivariate normal distribution with precision matrix \( \Lambda \), where the entries in \( \Lambda \) capture both intracellular and intercellular spatial conditional independence (SCI) relations.\(^2\)

The full probability density function of SpaCeNet is given by

\[
 f_{\text{full}}(X|R) = \sqrt{\det \Lambda} \frac{1}{(2\pi)^{np}} \exp \left\{ -\frac{1}{2} (\xi - m)^\top \Lambda (\xi - m) \right\},
\]

where we stack the individual cells’ profiles \( x^a \in \mathbb{R}^p, a = 1, \ldots, n \) vertically in \( \xi = \text{vec}(X^\top) \) and use a global, location-agnostic mean vector \( \mu \) for all \( x^a \) such that \( m = 1_n \otimes \mu = (\mu_1, \ldots, \mu_p, \mu_1, \ldots, \mu_p, \ldots)^\top \). We decompose the precision matrix \( \Lambda \in \mathbb{R}^{np \times np} \) into

\[
 \Lambda = \Lambda_{\text{within}} + \Lambda_{\text{between}} \tag{2}
\]

with a matrix for within-cell associations

\[
 \Lambda_{\text{within}} = I_n \otimes \Omega = \begin{pmatrix} \Omega & 0_{p \times p} & \cdots & 0_{p \times p} \\ 0_{p \times p} & \Omega & \cdots & 0_{p \times p} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{p \times p} & \cdots & 0_{p \times p} & \Omega \end{pmatrix} \tag{3}
\]

and a matrix for between-cell associations

\[
 \Lambda_{\text{between}} = \begin{pmatrix} 0_{p \times p} & \Lambda_{12} & \cdots & \Lambda_{1n} \\ \Lambda_{21} & 0_{p \times p} & \cdots & \Lambda_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ \Lambda_{n1} & \cdots & \Lambda_{n(n-1)} & 0_{p \times p} \end{pmatrix} \tag{4}
\]

Due to the parametrization of \( \Lambda_{\text{within}} \) in Eq. (3), the same intracellular precision matrix \( \Omega = (\omega_{ij}) \in \mathbb{R}^{p \times p} \) accounts for the within-cell (intracellular)

\(^2\)Note that space-agnostic conditional independence (CI) relations for gene expression levels of a single cell \( a \) can be obtained from our model by marginalizing over all variables of all other cells \( b \neq a \).
associations for each cell. Note that the conventional (space-agnostic) Gaussian Graphical Model (GGM) is contained in our SpaCeNet model as the special case $\Lambda_{\text{between}} = 0_{np \times np}$.

We further assume that the between-cell association of gene $i$ in any cell $a$ with gene $j$ in any other cell $b$ is described by an arbitrary function of the cells’ Euclidean distance $r_{ab}$. We denote this radial cell-cell interaction potential by $\rho_{ij}(r_{ab})$ and write $\Lambda_{ab}^{\text{between}} = (\rho_{ij}(r_{ab})) \in \mathbb{R}^{p \times p}$, which we require to be symmetric with respect to both $i \leftrightarrow j$ and $a \leftrightarrow b$. The $(np \times np)$-dimensional precision matrix $\Lambda$ is required to be positive definite for $f_{\text{full}}$ to be a valid probability density.

### 4.1.2. Cell-cell interaction potentials

From the definition of the probability density function, Eq. (1), we see that

$$X^a_i \perp X^b_j | \{\text{rest}\} \text{ with } a \neq b \iff \rho_{ij}(r_{ab}) = 0,$$

(5)

where the set “rest” refers to all variables of cell $a$ except $X^a_i$, all variables of cell $b$ except $X^b_j$, and all variables of all other cells. Thus, all intercellular SCI relations are encoded in the set of $p(p + 1)/2$ independent functions $\rho_{ij}(r) = \rho_{ji}(r)$. To ensure that cells that are infinitely separated do not interact, we require $\rho_{ij}(r) = 0$ for $r \to \infty$. To approximate the potential $\rho_{ij}(r)$, we use a power-series in $(1 - e^{-r/r_0}) r_0 r$,

$$\rho^*_{ij}(r) = \sum_{l=1}^{L} \Delta \rho_{ij}^{(l)} \left(1 - e^{-r/r_0}\right)^l \left(\frac{r_0}{r}\right)^l.$$

(6)

Let $l$ be the order in the series expansion and $\Delta \rho^{(l)} = (\Delta \rho_{ij}^{(l)})$ be the corresponding coefficient matrices, which we require to be symmetric, $\Delta \rho_{ij}^{(l)} = \Delta \rho_{ji}^{(l)}$. This yields:

$$\Lambda_{\text{between}}^* = \sum_{l=1}^{L} \Theta^{(l)} \otimes \Delta \rho^{(l)},$$

(7)

with

$$\Theta^{(l)} = \Theta^{(l)}_{ab} = \left\{ \begin{array}{ll} 0 & \text{for } a = b, \\ (1 - e^{-r_{ab}/r_0})^l \left(\frac{r_0}{r_{ab}}\right)^l & \text{else}, \end{array} \right.$$

(8)

which approximates the between-cell precision matrix $\Lambda_{\text{between}}^*$. The coefficients $\Delta \rho_{ij}^{(l)}$ are model parameters which are estimated using a regularized pseudo-log-likelihood, as outlined below. The expansion (6) naturally fulfills $\lim_{r \to \infty} \rho^*_{ij}(r) = 0$ and $\lim_{r \to 0} \rho^*_{ij}(r) = c_{ij}$ with constants $c_{ij} = \sum_{l=1}^{L} \Delta \rho_{ij}^{(l)}$. Note, an expansion in $(1 - e^{-r/r_0}) r_0$ has the advantage that terms do not
diverge for \( r \to 0 \), which is in contrast to an expansion in \( 1/r \). Thus, the factor \((1 - e^{-r/r_0})\) smoothes the divergence and the amount of smoothing is determined by the additional parameter \( r_0 \), which was chosen ad-hoc in our analyses to equal the minimal observed distance between two cells. There are reasonable alternative choices for \( r_0 \), e.g., the average nearest-neighbor distance provides a length scale that might be more appropriate for larger numbers of cells \( n \).

### 4.1.3. Pseudo-log-likelihood

The precision matrix \( \Lambda \) is of size \( np \times np \), which makes a naive maximum-likelihood-based estimate (using, for example, a gradient descent) intractable for reasonably large \( p \) and \( n \). We address this issue by using a pseudo-log-likelihood approach [Besag, 1975, Lee and Hastie, 2015], which is a computationally efficient and consistent estimator formed by products of all the conditional distributions. Let \( R \) denote the pairwise distances between cells, \( X^a \) denote all gene expression levels in all cells except cell \( a \), and \( x^a_{ij} \) denote all gene expression levels in cell \( a \) except gene \( j \). We consider the conditional density

\[
f_c(x^a_j \mid R, X^\backslash a, x^a_{\backslash j}) = \sqrt{\frac{\omega_{jj}}{2\pi}} \exp \left\{ -\frac{1}{2} \omega_{jj} \left( x^a_j - \mu_j \right)^2 \right\} ,
\]

obtained from the full density given in Eq. (1). This yields the pseudo-log-likelihood

\[
f(\Omega, \Delta \rho^{(l)}; \mu) = \sum_{a=1}^{n} \sum_{j=1}^{p} \log \left( f_c(x^a_j \mid R, X^\backslash a, x^a_{\backslash j}) \right) ,
\]

which has the advantage that no potentially high-dimensional matrices have to be inverted for parameter optimization.

### 4.1.4. Regularization and implementation

**Regularization:** Parameter regularization has been repeatedly shown to improve the inference of GGMs using, for example node-wise lasso regression [Meinshausen and Bühlmann, 2006], the graphical lasso [Friedman et al., 2008], or covariance shrinkage [Schäfer and Strimmer, 2005b]. This is particularly the case if the number of variables exceeds or is of the same order of magnitude as the number of measurements [Altenbuchinger et al., 2020].
For independent measurements \( s = 1, \ldots, S \), the full, regularized pseudo-log-likelihood-based optimization problem of SpaCeNet is given by

\[
\minimize_{\Omega, \Delta \rho^{(1)}, \mu} \left\{ \sum_{s=1}^{S} \ell_s(\Omega, \Delta \rho^{(1)} \cdot \mu) + nS \left( \alpha \sum_{i<j} |\omega_{ij}| + \beta \sum_{i \leq j} \sqrt{L \sum_{l=1}^{L} (\Delta \rho^{(l)}_{ij})^2} \right) \right\}.
\tag{11}
\]

Eq. (11) penalizes the off-diagonal elements of the within-cell precision matrix \( \Omega \) via \( L_1 \) regularization [Tibshirani, 1996], where the hyper-parameter \( \alpha \) calibrates the strength of the regularization. The between-cell interactions are regularized via group-lasso terms [Yuan and Lin, 2006], where the group contains the coefficients of the spatial interactions at different orders of the series expansion. This regularization has the advantage that sparseness is induced simultaneously across all orders in the expansion, so we induce sparseness in the potentials \( \rho_{ij} \) and not just in the different orders of its expansion. The corresponding hyper-parameter \( \beta \) calibrates the strength of the regularization.

**Implementation:** Eq. (11) is a convex optimization problem with lasso and group-lasso regularization terms, which can be efficiently solved via proximal gradient descent [Parikh and Boyd, 2014]. SpaCeNet standardizes the expression data ad hoc to ensure comparable penalization of the variables. A proximal gradient descent with Nesterov acceleration [Nesterov, 1983, Sutskever et al., 2013] is used to optimize the model parameters. The Nesterov method calculates the gradient at an anticipated but not the actual parameter position to improve convergence. We tracked the loss, see Eq. (11), and once its relative change between two iterations was lower than a user-specified threshold, the optimization was terminated. A python implementation of SpaCeNet is available.\(^3\)

### 4.2. Simulation studies

Data were simulated from the full probability density (1) with potentials \( \rho_{ij}(r_{ab}) = \Delta \rho_{ij} \exp(-\phi_{ij} r_{ab}) \), using the following procedure:

1. Initialize empty \( p \times p \) matrices for \( \Omega \) and \( \Delta \rho \).
2. Randomly draw a set of symmetric edges (we chose 5% of all possible edges) for \( \Delta \rho \) from Unif\((-1, 1)\) and draw corresponding \( \phi_{ij} = \phi_{ji} \) for given positive \( \phi_{\min} \) and \( \phi_{\max} \) from Unif\((\phi_{\min}, \phi_{\max})\).
3. Randomly draw a set of symmetric edges (we chose 10% of all possible edges) for \( \Omega \) from Unif\((-1, 1)\).
4. Draw \( s = 1, \ldots, S \) samples of spatial coordinates, uniformly sampled from 3d space with an average density of 100 cells per volume unit,\(^3\)

\(^{3}\)https://gitlab.gwdg.de/MedBioinf/NetworkInference/SpaCeNet
each with $n$ cells and calculate the pairwise distances $R^{(s)}$ for each sample.

5. Based on $\Omega$, $\Delta \rho$, $\phi_{ij}$ and $R^{(s)}$ construct $\Lambda^{(s)}$ for all $s$.

6. Calculate the row-wise sum of the absolute values of all $\Lambda^{(s)}$. For each of the $p$ variables, select the maximum value from the corresponding $n \cdot S$ sums, add a small constant (we chose $10^{-7}$) and fill the respective diagonal element of $\Omega$ with it to ensure that $\Lambda$ is positive definite.

7. Update all $\Lambda^{(s)}$, sample $\xi^{(s)}$ from $\Lambda^{(s)}$ by means of a Cholesky decomposition and add a random $\mu$ if desired.

With this setup, we simulated 24 scenarios with different parameter settings for $n$, $S$ and $\phi_{ij}$ with 20 independently seeded replicates of each. All simulations used $p = 20$ variables.

In our studies, $\phi_{ij}$ was chosen between 5 and 20. The rationale behind this choice is motivated as follows. Given a unit density of $\eta$, $k$ cells on average occupy a volume $V_k = k/\eta$, which corresponds to a sphere of radius $r_k = (3k/(4\pi \eta))^{1/3}$. We used $r_k$ as an estimate for the average distance between a cell and its $k$ nearest neighbors. For $\eta = 100$, this yields $r_1 \approx 0.13$, $r_8 = 2r_1 \approx 0.27$, and $r_{27} = 3r_1 \approx 0.40$. The range of the potentials $\exp(-\phi_{ij} r)$ can be quantified by $1/\phi_{ij}$. With the average nearest-neighbor distance $r_1$ as reference point, $\phi_{ij} = 5$ therefore corresponds to a long-range and $\phi_{ij} = 20$ to a short-range potential.

Setting the expansion order $L = 3$, a grid search was performed on all data sets with 4 values for $\alpha \in [10^{-5}, 10^{-3}, 10^{-1}, 10]$ and $\beta \in [10^{-5}, 10^{-3}, 10^{-1}, 10]$ each. The grid is successively refined 6 times such that about 100 different hyper-parameter combinations are evaluated in total. The best set of hyper-parameters was chosen based on the maximum pseudo-log-likelihood of test data. To this end, the full data set was split 70:30 into a training and a test set. If more than one sample was available ($S > 1$), the split was performed between different samples and otherwise ($S = 1$) all observations in 30 % of the spatial volume were used for testing. We initialized the optimization with a step size of $10^{-6}$. If overflows were encountered, we successively reduced the step size by a factor of 10. The convergence threshold for the proximal gradient algorithm was set to $10^{-5}$ and training was terminated after a maximum of 3,088 optimization steps. The AUROC and AUPRC based evaluation methods rely on a threshold-based classification of estimated parameters into positives and negatives. When considering the spatial association parameters we classify an association between two variables $i$ and $j$ to be positive if $|\Delta \rho_{ij}^{(l)}|$ is greater than the threshold for at least one considered order $l$ in the expansion.

**Reconstruction of interaction potentials** Data for the reconstruction of the interaction potentials (Figure 2) was generated in line with previous
procedure, but using $p = 5$ and only a single spatial edge connecting two of the variables with the potentials given in the caption of Figure 2a to d, respectively. We simulated data for $n = 10$ and $S = 1000$, and the potentials of (6) were fitted with $r_0 = 0.1$.
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A. Estimates from conditional densities

By construction, we assume a spatially constant mean vector in the full density distribution (1), i.e., every cell is assigned the same expectation $\hat{x} = \mu$.

However, in the conditional density of Eq. (9), the mean of the normal distribution is shifted to $\hat{x}_a^j = \mu_j - \sum_{b=1}^{L} \sum_{l=1}^{p} \sum_{k=1}^{n} \Theta^{(l)}_{a b} \Delta \rho_{l j k} (x_{b k}^a - \mu_k) / \sum_{b \neq j}^{n} \omega_{j k} (x_{k}^a - \mu_k)$, which can be used as an estimate for the variable $x_{j}^a$ provided all other variables are known.

This method was used to calculate the residuals for the mouse visual cortex data (Fig. 4), where $\Delta \rho^{(l)}$ was either set to 0 or the estimated parameters. In this case, information $x_{i,j}$ is required, i.e., all other variables of cell $a$ have to be known already.

Similarly to Eq. (9), we determine the common conditional density for all variables of one cell $a$ to be given by

$$f(x^a | R, X^{\backslash a}) = \frac{\sqrt{|\Omega|}}{(2\pi)^{p/2}} \exp \left\{ -\frac{1}{2} (x^a - \mu + \Omega^{-1} \rho^a) \top \Omega (x^a - \mu + \Omega^{-1} \rho^a) \right\}$$

with

$$\hat{x}^a = \mu - \Omega^{-1} \rho^a,$$

$$\rho_j^a = \sum_{l=1}^{L} \sum_{k=1}^{n} \Theta_{a b}^{(l)} (x_{k}^a - \mu_k) \Delta \rho_{l j k} .$$

The mean vector $\hat{x}^a$ can be used as an estimate for the variables of cell $a$, provided that all variables of all other cells are known. Note that $\rho^a$ only depends on other cells $b \neq a$ since $\Theta_{a a}^{(l)} = 0$ for all $l$. A comparison of the results obtained with the two methods is shown in Fig. 6.
### Table 1: Results of simulation studies.

| $\phi_{\text{min}}$ | $\phi_{\text{max}}$ | $n \cdot S$ | AUROC $\Omega$ mean | s.d. | AUPRC $\Omega$ mean | s.d. | AUROC $\Delta \rho$ mean | s.d. | AUPRC $\Delta \rho$ mean | s.d. |
|---------------------|----------------------|-------------|----------------------|------|----------------------|------|----------------------|------|----------------------|------|
| 5.0 5.0             | 1000                 | 1           | 0.89                 | 0.04 | 0.85                 | 0.04 | 0.55                 | 0.07 | 0.28                 | 0.21 |
|                     | 10                   | 0.91        | 0.88                 | 0.04 | 0.63                 | 0.11 | 0.27                 | 0.17 |                      |
|                     | 100                  | 0.96        | 0.94                 | 0.02 | 0.93                 | 0.07 | 0.73                 | 0.12 |                      |
|                     | 1000                 | 10          | 0.95                 | 0.02 | 0.94                 | 0.02 | 0.87                 | 0.10 | 0.64                 | 0.16 |
|                     | 100                  | 0.97        | 0.96                 | 0.02 | 0.94                 | 0.06 | 0.83                 | 0.11 |                      |
|                     | 10000                | 100         | 0.98                 | 0.02 | 0.98                 | 0.02 | 0.98                 | 0.03 | 0.92                 | 0.12 |
| 20.0 1000           | 1                    | 0.96        | 0.94                 | 0.03 | 0.59                 | 0.10 | 0.25                 | 0.17 |                      |
|                     | 10                   | 0.97        | 0.95                 | 0.02 | 0.62                 | 0.09 | 0.26                 | 0.17 |                      |
|                     | 100                  | 0.97        | 0.96                 | 0.02 | 0.78                 | 0.10 | 0.40                 | 0.12 |                      |
|                     | 1000                 | 10          | 0.98                 | 0.02 | 0.98                 | 0.02 | 0.84                 | 0.13 | 0.64                 | 0.15 |
|                     | 100                  | 0.99        | 0.98                 | 0.01 | 0.90                 | 0.06 | 0.75                 | 0.14 |                      |
|                     | 10000                | 100         | 0.99                 | 0.01 | 0.99                 | 0.01 | 0.96                 | 0.06 | 0.88                 | 0.13 |
| 10.0 10.0 1000      | 1                    | 0.95        | 0.93                 | 0.02 | 0.62                 | 0.10 | 0.24                 | 0.15 |                      |
|                     | 10                   | 0.96        | 0.94                 | 0.03 | 0.63                 | 0.09 | 0.25                 | 0.16 |                      |
|                     | 100                  | 0.97        | 0.96                 | 0.02 | 0.84                 | 0.12 | 0.48                 | 0.13 |                      |
|                     | 1000                 | 10          | 0.98                 | 0.01 | 0.98                 | 0.02 | 0.88                 | 0.08 | 0.72                 | 0.13 |
|                     | 100                  | 0.99        | 0.98                 | 0.01 | 0.93                 | 0.07 | 0.81                 | 0.12 |                      |
|                     | 10000                | 100         | 0.99                 | 0.01 | 0.99                 | 0.01 | 0.98                 | 0.02 | 0.92                 | 0.11 |
| 20.0 20.0 1000      | 1                    | 0.98        | 0.97                 | 0.02 | 0.57                 | 0.08 | 0.20                 | 0.17 |                      |
|                     | 10                   | 0.98        | 0.97                 | 0.02 | 0.55                 | 0.06 | 0.22                 | 0.20 |                      |
|                     | 100                  | 0.98        | 0.97                 | 0.02 | 0.67                 | 0.10 | 0.26                 | 0.13 |                      |
|                     | 1000                 | 10          | 0.99                 | 0.01 | 0.99                 | 0.01 | 0.76                 | 0.15 | 0.49                 | 0.16 |
|                     | 100                  | 1.00        | 0.99                 | 0.01 | 0.88                 | 0.09 | 0.65                 | 0.14 |                      |
|                     | 10000                | 100         | 1.00                 | 0.01 | 1.00                 | 0.01 | 0.94                 | 0.07 | 0.84                 | 0.14 |
C. Figures

Figure S1: Illustration of different exponential potentials $\rho_{ij}(r_{ab}) = \exp(-\phi_{ij}r_{ab})$ used in the simulation studies, where $\phi_{ij} \sim \text{Unif}(5, 20)$ controls the interaction range. Small values correspond to long range associations ($\phi_{ij} = 5$, solid line), large values to short range associations ($\phi_{ij} = 20$, dotted line) and values in between to medium range associations ($\phi_{ij} = 10$, dashed line).
Figure S2: Parameters for a simulated data set with $n = 10^3$, $S = 100$. $\phi_{ij} \in [5, 20]$. (a) True parameters that have been used for sampling. (b) Estimated parameters, where the hyper-parameters were selected based on test-set loss, and (c) estimated parameters, where the hyper-parameters were manually chosen.
Figure S3: Cellular positions in the mouse visual cortex. Colors indicate the training (blue, orange, green) and validation (red) batches used for hyper-parameter screening and model development.

Figure S4: Evaluated hyper-parameter space and corresponding validation pseudo-log-likelihoods colored in blue (low values) to yellow (high values) based on the mouse visual cortex data provided by [Wang et al., 2018]. Black dots are tested hyper-parameters and the red dot corresponds to the optimal set of hyper-parameters in the grid search.
Figure S5: Network of spatial interactions between molecular variables estimated by SpaCeNet using data of the mouse visual cortex provided by [Wang et al., 2018]. Blue edges correspond to positive associations (negative entries of $\Delta \rho^{(1)}$) and red edges to negative associations (positive entries of $\Delta \rho^{(1)}$).

Figure S6: Spatial coordinates (mapped from 3D to 2D via a principal component analysis) of the virtual Drosophila embryo [Fowlkes et al., 2008] and the corresponding training/test splitting used for the SpaCeNet hyper-parameter screening shown in blue/orange, respectively.
Figure S7: Evaluated hyper-parameter space and corresponding validation pseudo-log-likelihoods colored in blue (low values) to yellow (high values) based on the virtual *Drosophila* embryo data provided by [Fowlkes et al., 2008]. Black dots are tested hyper-parameters and the red dot corresponds to the optimal set of hyper-parameters in the grid search.
Figure S8: Network of spatial interactions between molecular variables estimated by SpaCeNet using data of the virtual Drosophila embryo provided by [Fowlkes et al., 2008]. Blue edges correspond to positive associations (negative entries of $\Delta \rho^{(\lambda)}$) and red edges to negative associations (positive entries of $\Delta \rho^{(\lambda)}$).