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Abstract

The representation of data and its relationships using networks is prevalent in many research fields such as computational biology, medical informatics and social networks. Recently, complex networks models have been introduced to better capture the insights of the modelled scenarios. Among others, dual networks-based models have been introduced, which consist in mapping information as pair of networks containing the same nodes but different edges.

We focus on the use of a novel approach to visualise and analyse dual networks. The method uses two algorithms for community discovery, and it is provided as a Python-based tool with a graphical user interface. The tool is able to load dual networks and to extract both the densest connected subgraph as well as the common modular communities. The latter is obtained by using an adapted implementation of the Louvain algorithm.

The proposed algorithm and graphical tool have been tested by using social, biological, and co-authorship networks. Results demonstrate that the proposed approach is efficient and is able to extract meaningful information from dual networks. Finally, as contribution, the proposed graphical user interface can be considered a valuable innovation to the context.

Background

The use of network-based models is a very popular strategy to analyse data interaction and relations for many domains. E.g., in computational biology, network-based models are used to study relationships among biological macromolecules, and their associations [9, 14]. In medicine, networks have been used to relate patients [20, 29] and model possible similarity or conditions. Even social networks data can be modelled using graphs and analysed to extract relevant information regarding connections among users [35].

Many approaches of modelling are based on the use of a single network, i.e., the use of a single set of nodes and edges to represent data and the subsequent investigation of networks properties such as community-related structures [12].
In biology, proteins and their biochemical associations are modelled using the Protein Interaction Network (PINs) formalism. In such a scenario, communities in PINs represent protein complexes, i.e., a set of proteins bound together for performing a specific role [8].

In order to better capture some aspects of real scenarios, the use of a pair of graphs has been introduced. Thus, graph pairs can be used to represent two different views of the same use case, for modelling studying phenomena and evolving scenarios [39, 32]. In the case of graph pairs, such a model can be indicated as a dual network (DN). We here focus on the use of dual networks (DNs) in which one of the graphs is unweighted and referred to as a physical graph; the other one, called conceptual graph, is edge-weighted. The two graphs may have different (but overlapping) node sets, while in many cases, node sets are the same. DNs are used for modelling two different relationships among the nodes, which cannot be modelled using a single graph. Dual networks find their natural application whenever two kinds of relations among a set of nodes have to be modelled [15]. The two networks represent physical and conceptual interactions [21, 34, 1, 37, 38, 11, 1].

Adopting a DN instance to model real data allows us to study interesting network properties through the use of algorithms from graph theory. For instance, a Densest Connected Subgraph (DCS) in a dual network represents a set of nodes being strongly related in the conceptual network and connected in the physical one. As proven in [39] and [21], DCS may represent related users of a social network who are not mutually connected (suggesting friendship links not modelled yet), or having associated genes/proteins (suggesting possible missing interactions). Similarly, to model (sub)sets of related gene and proteins, a common modular graph could be used since it represents the subgraph having maximum modularity in the conceptual network and being connected in the physical one. Given a community, we use the definition of modularity as given in [29] as the ratio of the density of edges inside the community with respect to edges outside the community.

Finding DCS (and common modular graphs) in a given network, is an NP-hard problem [39] in its general formulation. Techniques can be used to reduce the problem, such as reducing to the set cover problem [25] or using heuristics. Finding the densest graph in a single network can be solved by employing different heuristics; similarly finding a DCS in a dual network, even if it is still a challenging problem, can be solved by using heuristics. For instance, in [39] authors propose two heuristics based on pruning for solving DCS problem, whereas in [21] the extraction of DCS from dual networks has been performed using results from the network alignment domain.

We here still focus on the problem of finding DCS, by improving previously obtained results by extending the approach for finding modular communities in DNs. We model the problem as a local network alignment problem, and we propose: (i) a novel algorithm and (ii) a graphical user interface to manage such data. The proposed approach has two main steps: (i) first, we merge the two input networks into a single alignment graph, (ii) we use an ad-hoc heuristic for extracting densest communities, and the Louvain algorithm [6].
for the modular communities. The Louvain method is a greedy optimisation method that shows good performances in extracting communities in large graphs by optimising modularity. Modularity is a value that measures the relative density of edges inside communities with respect to edges outside communities. Briefly the Louvain method consists in finding small communities then each small community is mapped into one node of a new graph, and the first step is repeated until the method covers all the nodes in the small community.

Moreover, since there is a lack of tools for analysis, we propose a novel graphical tool, named Dual Network Analyser, able to support the user to extract and visualise DCS and modular communities from an input dual network. We implemented such an algorithm, and we show the effectiveness of our approach presenting three case studies: (i) the first one based on social networks data, (ii) the second one based on biological networks and (iii) the third one based on a co-authorship network. Experimental results confirm the effectiveness of our approach.

Related Work

Given a graph mapping real network communities, detecting subgraphs having some properties is a key area in graph analysis [28, 26]. We focus in the literature context of finding the Densest Connected Subgraph (DCS) and modular connected subgraphs in a dual network. The detection of dense components of a graph found applications in many important fields such as social network analysis [33, 31, 24]; nevertheless, we claim that a correct definition of density is crucial for this problem. Indeed, there exist many definitions leading to the development of different algorithms. One of the first definitions of dense subgraph is a fully connected sub-graph, i.e. a clique. However the identification of a maximal clique, also referred to as the maximum clique problem, is NP-hard [23], and it is difficult to approximate [7].

Wu et al. proposed an algorithm for finding densest connected sub-graph in a dual network [39]. The algorithm adopts a two step strategy: first it examines the dual network and it prunes the network by eliminating nodes and edges that are not comprised in the optimal solution; then it employs a greedy strategy to find a DCS in the pruned dual network. Our approach is more flexible with respect to this algorithm since we admit more flexibility in the search of DCS, we also find modular communities and, finally, we provide a Graphical User Interface.

The problem of finding a densest sub-graph in a sub-graph has been solved using different heuristics. For instance, Goldberg et al., [17] proposed an algorithm based on maximum-flow approach. Asashiro et al. proposed a greedy algorithm based on the strategy of deleting the node with minimum degree [4]. Our method includes also an heuristic by implementing a similar approach but we improve it by extending the method to weighted graphs. There also exist some variants of this problem, i.e. finding the k (overlapping) subgraphs having biggest density [15, 16]. In particular in Dondi et al., [15] author proposed a methodology for extracting top-k connected overlapping densest subgraphs in
dual networks. Our approach cannot extract overlapping subgraph but it can analyse modular communities and researcher may extend the proposed tool to insert other algorithms.

**Implementation**

We developed a tool called Dual Network Analyser. The architecture is constituted by the following modules:

- **Graphical User Interface.** This module is responsible for the interaction with the user. It supports users to define parameters useful to the algorithm executions.

- **Network Input/Output.** This module is responsible for the reading network from input files, for managing network representation during the execution and for writing output in files.

- **Graph Alignment.** This module is responsible for the alignment of the physical and conceptual network.

- **Community Extraction.** This module is responsible for extracting communities from the alignment graph.

**Algorithm**

The algorithm receives as input: (i) two networks (representing a dual network) and a (ii) list of nodes to be mapped. Both networks are initially merged together into a single graph, called Weighted Alignment Graph. Each node of the alignment graph represents a pair of nodes of the input network. Edges are added considering the two input networks. Then in order to extract the densest sub-graph of the alignment graph, the Charikar algorithm is used in the case of DCS, while the Louvain algorithm is used in the case of modular communities. Each extracted sub-graph of the alignment graph represents a connected sub-graph of the unweighted networks and a sub-graph of the conceptual network with the given properties (i.e., density or modularity).

**Implementation of the proposed modules.**

The tool has been implemented in Python and each module is based on ad hoc realised modules or on the integration of existing libraries as explained in the following:

- **Graphical User Interface.** It is based on tkinter python library [18] while the visualisation of graphs is made possible by wrapping the Netwulf opensource library [5]. Netwulf is an interactive visualisation library that is compatible with networkX data-structures.
• **Network Input/Output.** This module is based on the open-source NetworkX library [22] that is package able to create and efficiently manipulate networks.

• **Graph Alignment.** This module is responsible for the alignment of the physical and conceptual network. We wrapped libraries previously developed in [21] and available online [1].

• **Community Extraction.** It is based on our implementation of the Charikar algorithm, also available online [2] and on the implementation of the Louvain Algorithm [3] of the cdlib Python Library [3].

**Results**

**Using Dual Network Analyser for Analysing Dual Networks**

In order to run an experiment, the user has to launch the software. Then the GUI shows all the parameter that should be inserted to run an experiment. The parameters are:

• **Physical Network:** The user has to select the input unweighted network stored as edge list file.

• **Conceptual Network:** The user has to select the input weighted network stored as an edge list file.

• **Similarity File:** The user has to select the file containing the mapping of the nodes among the networks.

• **Delta:** The user has to select the $\delta$ parameter of the algorithm.

We measured the time needed for extracting both DCS and modular communities, considering a set of dual input networks with a growing number of both nodes and edges. The total time for the execution $T_{\text{all}}$ is given by the sum of loading the network $T_{\text{load}}$, calculating the weighted alignment graph $T_{\text{align}}$ and extracting communities, $T_{\text{dcs}}$ and $T_{\text{com}}$ respectively when DCS or Louvain algorithm is used. We considered the networks whose parameter are summarised in Table [2].

**Extracting Modular Communities from Dual Networks.**

We built a dual-network considering both physical and conceptual interactions among proteins. We selected the STRING database [36] containing data related to functional associations among proteins and the I2D [27] database containing data related to physical interactions.

We built two networks:

1. [https://codeocean.com/capsule/7601009/tree](https://codeocean.com/capsule/7601009/tree)
2. [https://codeocean.com/capsule/7601009/tree](https://codeocean.com/capsule/7601009/tree)
3. [https://cdlib.readthedocs.io/en/latest/](https://cdlib.readthedocs.io/en/latest/)
• a conceptual network, which represents the strength of associations among proteins extracted from STRING database;

• a physical network, which stores the binary interactions among proteins extracted from I2D database.

We obtained two networks having 19,354 nodes and 5,879,727 edges. We used our tools to extract communities (using $\delta = 4$ - these parameters showed best performances), and it resulted in 25 top modular communities. We performed a biological interpretation of the results by using a functional enrichment algorithm provided by the DAVID software [13].

**Discussion**

**Case Study**

In this section, we show how the algorithm is able to recover modular communities as proof of principle. We already showed the benchmark of the densest common subgraph discovery in [21].

We demonstrate that our findings have superior quality over other classical approaches. The quality of the results is evaluated in various ways: we first show the ability of our approach to recover known modular by means of the measures of precision and recall, then we show that our solutions are better than other methods.

**Proof of Concept for Louvain Algorithm.**

We build 100 test dual networks each one containing $\text{Com}(\text{Com}_{kn,i}, i = 1..200)$. Each physical network has 500 nodes and 3000 edges and the conceptual network has 500 nodes and 4000 edges.

The quality of a result was evaluated by comparing each extracted Com ($\text{Com}_{ex,j}$) with each known $\text{Com}_{kn,i}$. The Com sensitivity ($\text{Sn}_{\text{Com}}$) represents the coverage of a known community by its best-matching extracted community (the maximal fraction of nodes in the community found in a common extracted community). Reciprocally, the Com-wise Positive Predictive Value ($\text{PPV}_{\text{Com}}$) measures how well a given extracted community predicts its best-matching known community.

To estimate the overall correspondence between a result (a set of extracted modular communities) and the collection of known modular communities, we computed the weighted means of all PPV values (averaged over all extracted communities) and $\text{Sn}_{\text{Com}}$ values (averaged over all known communities). The resulting statistics, clustering-wise PPV and clustering-wise Sn, provide information about the quality. To integrate the two measures, we computed a geometrical accuracy ($\text{Acc}_{\text{Com}}$), defined as the geometrical mean of the averaged Sn and PPV values.

Since classical Louvain algorithm does not run in the dual network, we applied it over conceptual networks; then, we derived the induced sub-graph into
the physical network. Finally, we reduced the cluster on the conceptual network to find a connected sub-graph into the physical one.

We used the Louvain algorithm on the conceptual network, and we compared with respect to the Louvain algorithm in our framework. Table 3 summarises the performance of the algorithm measured by using the average value evaluated on the runs over each of the 100 networks, respectively, for PPV, SSN and ACC.

As evidence, we averaged over 100 networks outperforms the classical Louvain Algorithm.

Conclusions

Dual networks are composed of a pair of graphs: an unweighted one (physical network) and an edge-weighted one (conceptual network). We presented a framework composed of a software platform and a comprehensive set of heuristics for the analysis of dual networks. The software is able to obtain both the densest connected sub-graph (DCS) (having the largest density in the conceptual network and being also connected in the physical network) as well as the common subgraph with the highest modularity. We formalised the problem, we proposed a possible solution and presented a software with set of experiments, which demonstrate the effectiveness of our approach.
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Tables

| No | Physical Network | Conceptual Network |
|----|------------------|-------------------|
| Experiment | Nodes | Edges | Nodes | Edges |
| 1 | 500 | 1000 | 500 | 1500 |
| 2 | 1000 | 1500 | 1000 | 2000 |
| 3 | 1500 | 2000 | 1500 | 2500 |
| 4 | 2000 | 2500 | 2000 | 3000 |
| 5 | 2500 | 3000 | 2500 | 3500 |
### Table 2: Execution Time

| Experiment | $T_{load}$ ms | $T_{align}$ ms | $T_{dcs}$ ms | $T_{louv}$ ms |
|------------|---------------|----------------|--------------|---------------|
| 1          | 10            | 100            | 150          | 200           |
| 2          | 15            | 200            | 250          | 300           |
| 3          | 21            | 300            | 350          | 400           |
| 4          | 23            | 500            | 450          | 500           |
| 5          | 35            | 1900           | 650          | 700           |

### Table 3: Performances on synthetic networks: average values are reported with their standard deviation

| Algorithm   | PPV | SSN  | ACC  |
|-------------|-----|------|------|
| DN Aligner  | 0.70| 0.78 | 0.73 |
| LOUVAIN     | 0.68| 0.68 | 0.68 |

Table 3: Performances on synthetic networks: average values are reported with their standard deviation