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ABSTRACT: The large volume scenario (LVS) for de Sitter compactifications of the type IIB string is, at least in principle, well protected from various unknown corrections. The reason is that, by construction, the Calabi-Yau volume is exponentially large. However, as has recently been emphasised, in practice the most explicit models are rather on the border of parametric control. We identify and quantify parametrically what we believe to be the main issue behind this difficulty. Namely, a large volume implies a shallow AdS minimum and hence a small uplift. The latter, if it relies on an anti-D3 in a throat, requires a large negative tadpole. As our main result, we provide a simple and explicit formula for what this tadpole has to be in order to control the most dangerous corrections. The fundamental ingredients are parameters specifying the desired quality of control. We comment on the interplay between our constraint and the tadpole conjecture. We also discuss directions for future work which could lead to LVS constructions satisfying the tadpole constraint with better control, as well as further challenges that may exist for the LVS. Our formula then represents a very concrete challenge for future searches for and the understanding of relevant geometries.
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1 Introduction

The construction of metastable de Sitter vacua in string theory is challenging and, in spite of many years of work, the focus has remained on two close cousins: the KKLT [1] and the LVS [2] proposals. Recently, fundamental doubts about the very existence of de Sitter space in quantum gravity (see e.g. [3–6]) have triggered intense scrutiny of these models. KKLT has arguably survived attacks related to the stability question of the anti-D3 uplift [7–10] and the gaugino condensate [11–16]. It is too early to judge how it will fare in view of the singular-bulk problem [17], which arises since one is forced to glue a large throat into a fairly small Calabi-Yau [12]. In view of this uncertainty (see [18, 19] for some the recent discussion), it is maybe natural to shift the focus on the LVS, where the singular-bulk problem does, at first sight, not arise [17] because the volume can be made exponentially large.

However, as recently emphasised in [20], the problem does not entirely disappear either. The reason is that at large volume the AdS minimum of the LVS becomes shallow, requiring a small uplift and hence a strongly warped throat. The latter comes with a large positive D3 charge and hence requires a large negative D3 charge of the embedding Calabi-Yau orientifold. This requirement has been emphasised as a potential problem in [21] and argued to be a solvable issue in [22], where the focus was on a concrete model. Most recently, this model has in turn been challenged in [20] on the basis that all the different corrections cannot be made sufficiently small at the same time.

Our purpose in this short note is to derive a simple formula quantifying what we believe to be the most serious obstacle to defending the LVS against such skepticism. We call our result the ‘LVS parametric tadpole constraint’, as it quantifies the amount
of negative tadpole which the geometry must possess to be in perturbative control. The desired quality of control is an input to this formula.

Our result will follow from two different corrections to the LVS potential, both with the same parametric behaviour. One is related to warping and hence similar in spirit to the singular-bulk problem, the other to higher $F$-terms [23–25]. As we will see, this leads to a simple, strong and conceptually clear bound on controlled LVS models with de Sitter uplift, deriving from the requirement to keep warping and higher $F$-term effects small at the same time. By comparison, the recent analysis of [20] used these conditions together with a number of conditions related to further corrections (see e.g. [26–40]) to collectively constrain the LVS. These analytical constraints were then applied to a specific Calabi-Yau orientifold. The most important of those further corrections are probably certain logarithmic contributions to the Kahler potential, which are not yet unambiguously established. We will comment on this in slightly more detail below. Many of the remaining corrections are interesting but probably not as dangerous. We will discuss them only briefly in what follows.

We note that, in an upcoming paper [41] we will provide a general discussion of loop corrections to the Kahler moduli Kahler potential in type-IIB compactifications [33–37]. We will in particular discuss at which order in $\alpha'$, $g_s$, and cycle volumes loop corrections can appear and what their potential impact on proposed compactifications, such as the LVS, is.

The rest of the present paper is organized as follows: we list the most important LVS relations in section 2, we derive the proposed key equation for the required minimal tadpole in section 3. Then, in section 4, we discuss how one may try to strengthen the LVS proposal in the future in spite of the presented constraint. We also discuss further challenges and comment on the interplay of our constraint with the tadpole conjecture [21, 42–45].

2 Summary of basic equations

To set the scene, we recall the LVS set-up. One compactifies IIB string theory to 4D on a Calabi-Yau orientifold $X$ with flux and warping. The geometry has at least a big 4-cycle $\tau_b$ and a small 4-cycle $\tau_s$. The corresponding Kahler potential reads [2, 46]

$$K = -2 \ln \left( Y + \frac{\xi}{2g_s^{3/2}} \right) = -2 \ln \left( \tau_b^{3/2} - \kappa_s \tau_s^{3/2} - \frac{\chi \zeta(3)}{4(2\pi)^3 g_s^{3/2}} \right). \quad (2.1)$$

Here $Y = \tau_b^{3/2} - \kappa_s \tau_s^{3/2}$ is the Calabi-Yau volume in units of $l_s = 2\pi \sqrt{\alpha'}$ and after a rescaling to the 10d Einstein frame. The constant $\kappa_s$ is related to the triple intersection number of $\tau_s$ and an analogous constant in front of $\tau_b$ has been absorbed by rescaling $\tau_b$. The string coupling is $g_s$ and $\chi$ is the Euler number of the Calabi-Yau. The superpotential is given by

$$W = W_0 + A_s e^{-a_s T_s}, \quad (2.2)$$

with $W_0$ due to flux and the nonperturbative correction coming from either ED3-branes ($a_s = 2\pi$) or gaugino condensation on D7-branes ($a_s$ depends on the gauge group, e.g.
\( a_s = \pi/3 \) for \( \text{SO}(8) \)). The prefactor \( A_s \) is model-dependent. We have absorbed the complex structure Kahler potential in a multiplicative rescaling of \( W_0 \) and \( A_s \).

This yields the pure LVS scalar potential (in 4d Planck units)

\[
V = \frac{4a_s^2 |A|_s^2 g_s^2 \sqrt{\tau_s} e^{-2a_s \tau_s}}{3 \kappa_s V} - \frac{2a_s |A_s| g_s \tau_s |W_0| e^{-a_s \tau_s}}{V^2} + \frac{3 \xi |W_0|^2}{8 \sqrt{g_s} V^3},
\]

(2.3)

which is minimized by

\[
\mathcal{V} = \frac{3 \kappa_s |W_0| \sqrt{\tau_s} e^{a_s \tau_s}}{4a_s |A_s|}, \quad \tau_s = \frac{\xi^{2/3}}{(2a_s)^{2/3} g_s} + \mathcal{O}(1),
\]

(2.4)

leading to an AdS vacuum at

\[
V_{\text{AdS}} = -\frac{3 \kappa_s g_s \sqrt{\tau_s} |W_0|^2}{8a_s V^3}.
\]

(2.5)

As noted in the appendix of [47] this value is parametrically suppressed with respect to the individual terms in \( V \) by a factor of \( 1/\tau_s \) or \( g_s \). This has been emphasised and studied in detail in [20] under the name ‘non-perturbative no-scale structure’.

One now assumes that a Klebanov-Strassler throat is present and places an anti-D3 brane at its tip. This adds a metastable uplift [1]

\[
V_{\text{uplift}} = V_{\text{D3}} = 2 T_{\text{D3}} e^{A(0)}
\]

(2.6)

to the scalar potential. Here \( T_{\text{D3}} \) is the D3-brane tension in 4D Einstein frame and \( e^{A(0)} \) is the warp factor at the tip of the throat. To determine this warp factor, we neglect the difficult issue of backreaction [48, 49] since it is expected to make the uplift smaller. Hence we are being conservative by disregarding it. We rather use the standard Klebanov-Strassler geometry, glued into the conical region of a compact Calabi-Yau. We are careful to keep all \( \mathcal{O}(1) \) factors except for those which are unknown since they are related to the specific Calabi-Yau (cf. appendix A for details). Including in particular the corrected volume scaling of [50], we find

\[
e^{4A(0)} = \left( \frac{g_s^3 \mathcal{V}}{V_0} \right)^{2/3} \frac{3 2^{2/3} \pi}{a_0} \frac{N}{g_s M^2} e^{-\frac{s+K}{2a_0 M}}.
\]

(2.7)

Here \( a_0 \approx 0.71805 \) is a numerical constant related to the explicit Klebanov-Strassler geometry [51], \( V_0 \) is the volume of the \( T^{1,1} \) where the conifold is glued into the Calabi-Yau, and \( M \) is the \( F_3 \) and \( K \) the \( H_3 \) flux on the throat 3-cycles. The contribution of the flux in the throat to the D3-tadpole is \( N = KM \). The final form of the uplift potential is then

\[
V_{\text{uplift}} = (3^2 \pi^3 2^{22/3})^{1/5} \frac{e^{-\frac{s+K}{3a_0 M}}}{a_0} \frac{1}{g_s M^2 \mathcal{V}^{4/3}}.
\]

(2.8)

Jumping slightly ahead we note that the weaker volume suppression of the uplift as compared to the depth of the AdS potential in (2.5) does not represent a problem. The matching of the two effects will be ensured by the non-trivial volume scaling of \( |W_0|^2 \) and of the exponential warping suppression in (2.8).
Before moving on to the derivation of the tadpole constraint, we have to discuss one of the so-called higher \( F \)-term corrections. It is important since it bounds the size of \( W_0 \) in terms of the Calabi-Yau volume. Concretely, this correction comes from eight derivative terms involving the field strength \( G_3 \) and takes the form \[ \delta V_F \sim \frac{W_0^4 g_s^{1/2}}{V^{11/3}}. \] (2.9)

Its ratio to the value of the AdS potential at the minimum (2.5) is required to be small. To quantify this, we multiply this ratio by our control parameter \( c_{W_0} \) and set the result equal to unity:

\[
1 = c_{W_0}^{16} a_s \left( \frac{3 (2\kappa_s)^{2/3} e^{1/3}}{16\xi_s} \right) \frac{W_0^2}{g_s M^2 e^{8/3} g_m M^2 N},
\]

(2.10) For \( c_{W_0} \gg 1 \), higher terms in the superspace derivative expansion are suppressed \[23–25\].

3 The LVS parametric tadpole constraint

The LVS tadpole constraint is derived in two steps: first, we require the uplift potential (2.8) to be of the size of the potential in the AdS minimum (2.5).\(^2\) This leads to

\[
\mathcal{V} = \frac{a_0}{(3^2 \pi^{2/3} 2^{22/3})^{1/5}} \left( \frac{3 (2\kappa_s)^{2/3} e^{1/3}}{16\xi_s} \right)^2 \frac{g_s^{1/2}}{c_{W_0}} g_s M^2 e^{8/3} g_m M^2 N,
\]

where we replaced \( |W_0| \) by (2.10). Setting \( \mathcal{V} \) in (2.4) equal to (3.1) gives an implicit equation for \( \tau_s = \tau_s(N) \) which can be solved to leading order by comparing the exponentials:\(^3\)

\[
a_s \tau_s = \frac{16 \pi N}{9 g_s M^2} + \ln \left( \mathcal{O}(1) \right).
\]

(3.2)

In the second step, we bound the volume from below by demanding that we have a well-controlled solution. One argument is to require that the singular-bulk problem is avoided. This imposes \[12, 17\]

\[
1 \gg \frac{N}{V^{2/3}}.
\]

(3.3)

However, as recently argued in \[20\], a related and more quantitative bound can be given by studying 10d higher-curvature terms. Indeed, before strong warping leads to the formation of singular regions, it drives curvature corrections large. Specifically, consider a correction to the 4d Einstein-Hilbert term, analogous to BBHL \[46\], arising from the interplay between the 10d \( R_{10}^4 \) term and a varying warp factor \[20\]:

One uses the warped metric ansatz

\[
ds^2 = e^{2A(y)} g_{\mu\nu} dx^\mu dx^\nu + e^{-2A(y)} g_{mn} dy^m dy^n
\]

(3.4)
together with the term
\begin{equation}
\frac{1}{g_s^{3/2}} \int d^{10}x \sqrt{-G} \varepsilon^{ABM_1 \ldots M_8} \varepsilon^{ABN_1 \ldots N_8} R^{N_1 N_2 M_1 M_2} \cdots R^{N_7 N_8 M_7 M_8} \tag{3.5}
\end{equation}
from the $R_{10}^0$ correction to the type-IIB action \cite{46,53} in 10d Einstein frame. To derive the contribution to the 4d Einstein-Hilbert term, we focus on fluctuations of the type $g_{\mu \nu} = g_{\mu \nu}(x)$. We also disregard terms with derivatives of $A(y)$. This turns (3.5) into
\begin{equation}
\frac{1}{g_s^{3/2}} \int d^{10}x \sqrt{-G} e^{-2A(y)} R \wedge R \wedge R \wedge R \wedge e \wedge e, \tag{3.6}
\end{equation}
where $R$ is the Riemann tensor of the unwarped Calabi-Yau compactification with metric $(g_{\mu \nu}, \tilde{g}_{mn})$ and $e$ denotes the vielbein 1-form. Since we are now working with a product geometry, the contribution to the 4d Einstein-Hilbert term can be made explicit as
\begin{equation}
\frac{1}{g_s^{3/2}} \int d^4x_R \int_X R_6 \wedge R_6 \wedge R_6 (1 + (e^{2A(y)} - 1)) \approx \frac{1}{g_s^{3/2}} \int d^4x_R \left( \chi(X) + \frac{\chi(X)N}{V^{2/3}} \right). \tag{3.7}
\end{equation}
Here we assumed that the bulk of the Calabi-Yau is at weak warping, $e^{2A} \simeq 1$. We may then use the fact that, in the 10d string frame, $(e^{-4A} - 1)$ is the solution of a Poisson equation with the sources being the throat-localised flux $\sim g_s N$ and the compensating negative tadpole elsewhere in the compact space. The 6d Greens function behaviour $\sim 1/r^4$ then implies that the typical variations of $(e^{-4A} - 1)$ and hence of $(e^{2A} - 1)$ on the scale of the Calabi-Yau are $\sim g_s N/r^4 \sim N/V^{2/3}$.

We deviate from \cite{20} in that we expect a scaling of the warping correction term with the Euler number $\chi(X)$. The reason is that we assume a slowly varying warp factor \cite{17} and hence do not expect a parametrically strong cancellation between the contributions from different regions.

The correction to the Einstein-Hilbert term then translates into a Kahler potential correction and, analogously to the $\alpha'$ effect in the last term of (2.3), to a correction to the scalar potential:\footnote{Another important correction which is of the same form as BBHL was found in \cite{40}. This can be taken into account in our analysis by replacing $\xi \rightarrow \xi + \xi'$ where $\xi'$ is computed in \cite{40}.}
\begin{equation}
\delta V = \frac{15 \xi N |W_0|^2}{8 \sqrt{g_s} V^{11/3}} O(1). \tag{3.8}
\end{equation}
This correction in turn corrects the value of the (A)dS minimum and the stability condition of the dS minimum \cite{20}. We focus on the effect on the value of the potential at the minimum since the stability of the minimum depends crucially on the unknown sign of the correction (3.8). A measure for parametric control is given by comparing the size of the correction to the scalar potential (3.8) and its value at the minimum (2.5). Hence, we are prompted to consider the following improved version of (3.3):
\begin{equation}
1 = c_N \frac{10 a_s \xi^{2/3} N}{(2 r_s)^{2/3} g_s V^{2/3}}. \tag{3.9}
\end{equation}
A large control parameter \( c_N \gg 1 \) again ensures a parametric suppression of the correction compared to the leading term.\(^5\)

Now, we require the volume in (3.9) to be equal to (3.1) and replace subsequently \( g_s \) by \( \tau_s \) using (2.4). In doing so, we leave the combination \( g_s M^2 \) untouched since it represents an important parameter characterising the metastability of the throat. This leads to an equation for \( N \) which is of the form

\[
\frac{w}{\tau_s} = x, \quad \text{where}
\]

\[
w = -\frac{16\pi}{21g_s M^2} N, \quad x = -\frac{3^{3/5}\pi^{9/35}}{14^{2/15}5^{3/7}} \frac{a_s^{2/7}}{\kappa_s^{2/7}} \xi^{2/7} \frac{\rho}{a_s c_{W_0} c_N} \left( g_s M^2 \right)^{1/7}.
\]

(3.10)

An equation of the above type is solved by \( w = W^{-1}(x) \), where \( W^{-1}(x) \) is a branch of the Lambert \( W \) function. We find the exact result

\[
N = -\frac{21g_s M^2}{16\pi} W^{-1}(x) = -\frac{21g_s M^2}{16\pi} \left( \ln(-x) + \ln(-\ln(-x)) + O(1) \right),
\]

(3.11)

where we expanded \( W^{-1}(x) \) around \( x = 0 \). In order for the D3-tadpole in our compactification to cancel, we must at least have sufficient negative tadpole \( Q_3 \) from O3/O7-planes and D7-branes to cancel the flux in the throat

\[
-Q_3 > N.
\]

(3.12)

In addition to (3.12), there is another lower bound on \( -Q_3 \) given by [54]\(^6\)

\[
-Q_3 \geq 4\pi \frac{g_s W_0^2}{2},
\]

(3.13)

where the \( 4\pi \) arises since our superpotential \( W \) is normalized differently compared to [54]. Expressing \( W_0 \) by (2.10) and subsequently \( V \) by (3.9) we find

\[
-Q_3 \geq \frac{c_N}{c_{W_0}} \frac{15\pi \xi}{4} N \equiv c_Q N.
\]

(3.14)

Our main result is then that by filling in (3.11) for \( N \) in (3.12) and (3.14), we obtain two lower bounds on the D3-tadpole. For any given model and two prescribed values \( c_N \) and \( c_{W_0} \), we should check that the strongest of these bounds is satisfied.

This result allows for a more compact formulation if we do not fix \( c_N \) and \( c_{W_0} \) but merely restrict them such that some minimal quality of control is ensured. Specifically, we demand \( c_N \geq c_{N,\text{min}} \) and \( c_{W_0} \geq c_{W_0,\text{min}} \), assuming also that the two values \( c_{N,\text{min}} \) and \( c_{W_0,\text{min}} \) are comparable. This is illustrated in figure 1, where the grey area represents the forbidden regime. The blue line in the plot separates the regimes where one or the other of the two bounds is stronger. It is described by \( c_{W_0}/c_N = 15\pi \xi/4 \) or, equivalently, \( c_Q = 1 \). Since \( 15\pi \xi/4 \) is in general significantly larger than unity, the blue line cuts the horizontal rather than the vertical part of the boundary between the grey and white area.

\(^5\)Note that, as described in [20], the dS minimum disappears if the correction (3.8) has an unfavourable sign and is too large. This correspond in our analysis to a value of \( c_N < 11c_{\text{flux}}/(18\xi) \) (see equation (5.8) in [20]). Evaluating this for the explicit model considered there, the dS minimum breaks down for \( c_N \approx 1.35 \) (see equation (6.23)).

\(^6\)We thank Erik Plauschinn and the referee for making us aware of this important point.
Figure 1. The parameter space of possible values of $c_N$ and $c_{W_0}$. In the grey area, one of these two control parameters is too small such that corrections are dangerously large. The blue line separates the regimes of validity of the two bounds in (3.12) and (3.14). The arrows specify how $c_{W_0}$ must change to decrease the lower bound $-Q_3^*(c_N, c_{W_0})$ at fixed $c_N$.

Over the white part of the plot in figure 1, we have a function $-Q_3^*(c_N, c_{W_0})$ given by the r.h. side of (3.12) or (3.14), whichever is largest. For a conservative constraint, we want to know the minimal value of that function. To determine this value, we first consider the area to the right of the blue line, where $c_Q < 1$. It is immediately clear from eqs. (3.10)–(3.12) that, as indicated by the arrows, our function $-Q_3^*(c_N, c_{W_0})$ falls as we move to smaller $c_{W_0}$ at fixed $c_N$. Hence the minimum is attained on the blue line or to its left. On the contrary, in the region left of the blue line, i.e. for $c_Q > 1$, the value of $-Q_3^*(c_N, c_{W_0})$ generically falls if one moves to larger $c_{W_0}$. This requires a moment of thought: one first convinces oneself that, in this regime and with fixed $c_N$, the variation of the minimal tadpole reads $\delta[-Q_3^*(c_N, c_{W_0})] \sim \delta[(a + \ln(c_{W_0}))/c_{W_0}]$, with $a > 0$. This follows from eqs. (3.10), (3.11) and (3.14), using also the leading logarithmic approximation in (3.11). It is now easy to see that, for sufficiently large $c_{W_0}$, the function $-Q_3^*$ always falls if $c_{W_0}$ grows. The requirement that $c_{W_0}$ is sufficiently large is always satisfied since we are outside the grey band. Thus, the arrows left of the blue line must indeed point to the right, and the minimum is hence on top of the blue line. Finally, restricting attention to points on the blue line, the value of $-Q_3^*$ falls as one moves towards the origin.

As a result, the minimum is at the point where the blue line crosses into the grey area. This is specified by $c_N = c_{N, \text{min}}$ and

$$c_{W_0}^* = c_{N, \text{min}} \frac{15\pi \xi}{4}. \quad \text{(3.15)}$$

For simplicity, we drop the index ‘min’ on $c_N$ in what follows. Then, inserting (3.15) together with $x$ into (3.11), we obtain the leading order result:

**The LVS parametric tadpole constraint.** The D3 tadpole contribution $Q_3$ of O3/O7-planes and D7-branes must fulfil

$$-Q_3 > N = N_s \left( \frac{1}{3} \ln N_s + \frac{5}{3} \ln c_N + \ln a_s - \frac{2}{3} \ln \kappa_s + 8.2 + O(\ln(\ln)) \right), \quad \text{(3.16)}$$

where we defined $N_s = 9g_s M^2/(16\pi)$. 

---
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Note that the subleading terms in (3.16) have a significant impact on the final bound one obtains. We only display the leading term to give the reader an intuition of how the bound scales with the parameters. However, to actually compute $N$ we always make use of the exact expression (3.11).

Thus, we require $Q_3$ to be negative and its absolute value to exceed the throat-flux $N$ since additional 3-form flux is needed to stabilize the complex-structure moduli. Let us discuss the implications of (3.16). The constraint specifies the minimal tadpole needed in LVS constructions to avoid the singular-bulk problem, and to make sure that the corrections induced by a varying warp factor and higher F-terms are parametrically suppressed. The degree of parametric suppression can be chosen at will by specifying $c_N$. The parameter $c_N$ determines to which extent warping effects are suppressed and fixes, through (3.15), the optimal value of $W_0$. The approximation of $x$ being close to zero improves with increasing $g_s M^2$ and increasing control parameters. Interestingly, the main expansion parameter $N_s$ coincides with the size of the small cycle $\tau_s$.

An optimistic bound on $N$ is obtained by using the metastability constraint $g_s M^2 \gtrsim 12$ by KPV [55] (to be precise, $M > 12$ combined with $g_s M \gtrsim 1$). Setting $\kappa_s = 1$ and $a_s = \pi/3$ for the moment, as well as using (3.11) together with (3.15), we obtain for the minimal tadpole

$$N \approx 33.6 \quad \text{for} \quad c_N = 5 \quad \text{and} \quad N \approx 45.8 \quad \text{for} \quad c_N = 100.$$ (3.17)

This is, however, probably too weak since it ignores backreaction. Indeed, the constraint comes from the process in which the $D3$ polarises into a fluxed NS5, which slips over the equator of the $S^3$ at the tip of the throat. One expects that, as part of this decay process, the volume of the $S^3$ is driven to a smaller value, lowering the potential barrier for the decay.\footnote{Note that this volume is not the same as the conifold modulus $Z$. Indeed, due to a cancellation between the $Z$-dependence of the warping and the $Z$-dependence of the internal metric at the tip of the warped throat, the physical volume of the $S^3$ at the tip is $Z$-independent. Correspondingly, the analysis of [56] does not find such a lowering of the potential barrier.}

An improvement has been suggested in [48, 49] (see also [57, 58]), where the conifold modulus is treated as a dynamical variable. In [56] this analysis was combined with the polarization of the $D3$ into an NS5-brane. As already discussed in [17, 20], the reliability of these analyses is limited by the assumption that the warp factor behaves as $\exp(4A(0)) \sim |Z|^{4/3}$, also off-shell. This is not obvious because $\exp(4A(0)) \sim \exp(-8\pi K/3g_s M)$ is a priori a fixed number, determined by the flux choice. Put differently, it is not clear why the warp factor should go to zero as the $S^3$ at the tip of the throat is dynamically driven to zero radius. After all, the fluxes $K$ and $M$ determining $\exp(4A(0))$ à la Klebanov-Strassler are discrete.

Nevertheless, we may take for the moment the value $g_s M^2 \approx 46$ obtained in [48, 49] as a (probably rather conservative) lower bound and insert it together with (3.15) in (3.11). Choosing again $\kappa_s = 1$ and $a_s = \pi/3$, we find

$$N \approx 132.9 \quad \text{for} \quad c_N = 5 \quad \text{and} \quad N \approx 179.9 \quad \text{for} \quad c_N = 100.$$ (3.18)
Combined with the fact that, in the explicit LVS models considered to date the maximal tadpole is $\sim 150$ [22], we see that the tadpole constraint is neither harmless nor deadly.

The natural way to ensure the constraint (3.16) is satisfied is to search for LVS compactifications with a large D3-tadpole. We will discuss the prospects for finding such examples and stabilizing all moduli in section 4. In addition, one may try to study the LVS in more detail in the regime where the control parameters $c_N$ and $c_W_0$ are only moderately large. To convince oneself that the construction remains reliable, one would need to make sure that even higher order corrections of the same type do not blow up. Interestingly, (3.16) increases for small $\kappa_s$ and is independent of the Euler number. This appears to partly differ from the trend observed in example studies in [22].

4 Discussion of the LVS tadpole constraint

4.1 Interplay with the tadpole problem

Our central result (3.16) provides a quantitative lower bound on the flux-induced D3 tadpole. The tadpole conjecture [21, 42–45] on the other hand states that, for a large number $h^{2,1}$ of complex structure (CS) moduli, the tadpole of the 3-form flux required to stabilize all of them in a non-singular regime grows faster than the negative tadpole of the corresponding orientifold geometry. If the conjecture were true, it would be logical to focus on LVS models with a large tadpole and a small number of moduli, escaping the allegedly dangerous asymptotic regime. But this may not be possible since, according to known examples, a large negative tadpole comes with a complicated topology (as discussed in more detail in section 5 of [17]) and hence many moduli. Indeed, one would expect that a single involution of a certain geometry has many O3 fixed points precisely because the topology is complicated. Similarly, while even a single O7 plane with its D7 branes can produce a large tadpole, this tadpole is tied to its topology. It grows if the 7-brane topology becomes complicated, which is in general associated with the presence of many brane-deformation moduli. These, in turn, require more flux to be stabilized.

It then seems that the allowed LVS vacua are constrained to an interval of permitted $Q_3$, with (3.16) providing a lower bound and the parametrics of the tadpole conjecture providing an upper bound above which it becomes hard to stabilize all the CS moduli. One might worry that further analyses will demonstrate that this interval shrinks to zero size, casting all LVS de Sitter vacua into the swampland. Indeed, this concern was already raised in [21], though without deriving a quantitative LVS tadpole constraint. However, things need not be all doom and gloom:

We recall an important but perhaps underappreciated condition for the tadpole conjecture to apply, namely that the stabilized geometry is required to be smooth. For example, in the simple $K3 \times K3$ example it is possible to stabilize all CS moduli (including D7 brane moduli in the language of F-theory) if singular geometries are permitted [59–62]. According to the detailed study of [21], developing the method of [61], this fails if one attempts to avoid the gauge enhancement through singularities. Nevertheless, this failure allows for the following more optimistic view on the possible string landscape of de Sitter vacua: the tadpole conjecture says that all vacua in the landscape at large number of CS
moduli have singular internal geometries. One may embrace this statement together with the fact that the singularities will in general produce enhanced nonabelian gauge symmetries. The dynamics of those gauge theories together with SUSY breaking might stabilize the new moduli associated to the singularity. If this happens only at low energies, the nonabelian gauge theories make our compactification more interesting phenomenologically. The dynamics of those gauge theories together with SUSY breaking might stabilize the new moduli associated to the singularity. If this happens only at low energies, the nonabelian gauge theories make our compactification more interesting phenomenologically. The dynamics of those gauge theories together with SUSY breaking might stabilize the new moduli associated to the singularity. If this happens only at low energies, the nonabelian gauge theories make our compactification more interesting phenomenologically.

The tadpole conjecture then tells us that the de Sitter vacua that do exist in the landscape are on average much more interesting phenomenologically than one a priori expects.

4.2 Overcoming the LVS Tadpole Constraint and further challenges

With these considerations in mind, let us look at which D3-tadpole has been achieved in IIB string theory and what the prospects for realizing higher tadpoles might be.

In IIB string theory, the D3 tadpole is generally given by

\[ N_{D3} + \frac{N_{\text{flux}}}{2} + N_{\text{gauge}} = \frac{N_{O3}}{4} + \frac{\chi(D_{O7})}{12} + \sum_a N_a \frac{\chi(D_a) + \chi(D'_a)}{48} \equiv -Q_3, \tag{4.1} \]

with \( N_{\text{flux}} = \frac{1}{(2\pi)^4 \alpha'} \int H_3 \wedge F_3 \), \( N_{\text{gauge}} = -\sum_a \frac{1}{8\pi^2} \int_{D_a} \text{tr} F_a^2 \), where \( F_a \) is the gauge flux turned on on each of the divisors \( D_a \), and \( N_a \) the number of D7 branes (their orientifold images) wrapping the divisor \( D_a \) (\( D'_a \)). Note that a throat with fluxes \( K \) and \( M \) contributes an amount of \( 2N = 2KM \) to the quantity \( N_{\text{flux}} \) in (4.1). The reason is that a throat in the orientifold corresponds to two throats in the Calabi-Yau. If the D7 brane tadpole is cancelled locally by placing eight D7 branes on top of the \( O_7 \) plane, (4.1) simplifies to

\[ N_{D3} + \frac{N_{\text{flux}}}{2} + N_{\text{gauge}} = \frac{N_{O3}}{4} + \chi(D_{O7}) \equiv -Q_3. \tag{4.2} \]

Most concrete type-IIB orientifolds considered in the literature are based on Calabi-Yaus with a small number of Kahler moduli \( h_{1,1}(X) \). The highest negative tadpole values of explicitly considered models we are aware of are \( Q_3 = -149 \) \([22]\) and \( -104 \) \([63]\), both in models with \( h_{1,1}(X) = 2 \) and based on reflection involutions. More generally in type-IIB orientifolds with locally cancelled D7 tadpole, the negative contribution to the D3 tadpole can be bounded from above by the Lefschetz fixed point theorem \([21, 64, 65]\):\(^9\)

\[-Q_3 \leq 1 + \frac{1}{2} (h_{1,1} + h_{2,1}). \tag{4.3}\]

Using the largest Hodge numbers from the Kreuzer-Skarke dataset \([66]\), this gives, \(-Q_3 \leq 252.\)

- **Exploiting non-local D7-tadpole cancellation:** in the models of \([22, 63]\), the D7 tadpole is cancelled locally, i.e. eight D7 branes sit on top of each \( O_7 \). This restricts the possibilities of getting a large tadpole: indeed, according to \([65]\), canceling the D7 tadpole locally in smooth and favorable Complete Intersection Calabi-Yau threefolds (CICYs) with both reflections and simple divisor exchange involutions gives

---

\(^8\)This is the model considered in \([20]\).

\(^9\)We thank Jakob Moritz for pointing this out to us.
even tadpole values in the range $[-36, 4]$. By contrast, non-local D7-tadpole cancellation produced values in the larger range $[-132, -12]$. Moreover, the study of toric orientifold Calabi-Yaus with $h^{1,1} \leq 6$ in [67] gave $Q_3 \in [-30, 0]$. This was based only on the divisor exchange involution and local D7-tadpole cancellation. Models with reflection involution in toric Calabi-Yaus are still under study but we expect that in this class the tadpole will increase significantly. The reason is that, in the examples of [22, 63] with reflection involution the tadpole is already as large as 104 and 149 even for $h^{1,1}(X) = 2$. Thus, one may hope that extending this to the range $h^{1,1}(X) \leq 6$ much larger tadpoles can arise.

- **Using divisors $D_a$ with large Euler number:** (a) from (4.1) one can see another reason for the limited tadpole range arising in the study of [65]. It is the fact that in CICYs the topology of each divisor is relatively simple and the largest Euler number of a divisor is modest: $\chi(D_a)_{\text{max}} = 80$ [65, 68]. By contrast, in the toric setting even with $h^{1,1}(X) \leq 6$, the highest Euler number that gives an integer contribution to the tadpole is $\chi(D_a)_{\text{max}} = 504$ [67]. Even if we only consider a reflection on this divisor and cancel the D7-tadpole locally, it will contribute $-126$ to the tadpole. A distribution of Euler numbers of divisors in the orientifold Calabi-Yau database of [67] is displayed in figure 2. (b) Another way to enlarge the Euler number of $D_a$ is by considering a D7-brane wrapping a combination of divisors. This relies on detailed model building and represents an interesting project for the future.

- **Large $h^{1,1}(X)$:** increasing $h^{1,1}(X)$ enriches the possibilities for D7-brane model building and hence should make it possible to find larger Euler number for $D_a$ and hence larger $N_{O3}$. For CICYs, the largest $h^{1,1}$ is just 19 [69] while for toric Calabi-Yau this number increases to $h^{1,1}(X) = 491$ [66]. Although so far no database for orientifolds of toric Calabi-Yaus with higher $h^{1,1}(X)$ exists, progress based on large cluster com-

![Figure 2](image.png)

**Figure 2.** Log distribution of the Euler number of individual divisors $\chi(D)$ in toric orientifold Calabi-Yaus with $h^{1,1}(X) \leq 6$. 

\[ \chi(D_a) \text{max} = 80 \text{ [65, 68]} \]

\[ \chi(D_a) \text{max} = 504 \text{ [67]} \]
putation and machine learning has been made [70]. We note that in the search for large gauge groups, a correlation between the rank and $h^{1,1}$ has been observed [63]. The concrete model studied in that paper has only $h^{1,1} = 2$ and a maximal negative tadpole of $-92$, but the expectation is that models with much larger $h^{1,1}$ and D7 brane numbers going into the hundreds exist. While this raises the hope that very large negative tadpoles can also be achieved by the detailed study of the corresponding geometries, one in general pays the price of large $h^{1,1}$. This means many Kahler moduli, the stabilization of which may in itself be non-trivial in the LVS context, as we discuss below.

- *Increasing $N_{O3}$*: finally, an obvious way forward is to search for models with more O3 planes. In the particularly tractable setting of CICYs, see e.g. [69, 71], the multiplicities of O3 and O7 planes have recently been studied in [65]. Tadpoles in the range $[-132, -12]$ were found. An interesting aspect uncovered in this context is that the resolution branch of each conifold singularity on an O7 plane produces one extra O3. Although in [65] this did not lead to higher tadpoles, this might change in more general settings, such as toric Calabi-Yaus. Moreover, the existence of this method for increasing the number of O3 planes, possibly in the range of $N_{O3} \sim 100$, is interesting in itself.

If it should nevertheless prove impossible to construct perturbative type-IIB models with a sufficiently high tadpole to be in control according to (3.16) and with all CS-moduli stabilized in an acceptable manner, another option is to consider proper F-theory compactifications\(^{10}\) [72, 73]. The immediate advantage is that Calabi-Yau 4-folds with very large Euler number $\chi_4$ are known, leading to negative D3 tadpoles as high as $N = \chi_4/24 = 75852$ [74, 75]. This appears to be sufficient to easily satisfy the constraint (3.16) with excellent control. But the extension of the discussion to F-theory models has its price:

On the one hand, the key parametric relations $\ln V \sim \tau_s \sim 1/g_s$ demand that we realise a small value of $g_s$ at least in the corner of our compact space where the small cycle is localized. Studying whether this can be implemented in large-tadpole F-theory geometries is an interesting task.

On the other hand, a 4-fold with large Euler number implies, in the smooth case, that the F-theory model has either many Kahler moduli or many complex structure moduli or many 7-brane deformations (cf. section 5 of [17], based on [64, 76, 77]). The latter two options potentially run into trouble with the tadpole conjecture (though this may be acceptable if one allows for singular geometries). The former option, where the number of Kahler moduli is large, potentially has a problem with the LVS moduli stabilization procedure. Indeed, the standard approach to stabilizing non-blowup moduli (other than

---

\(^{10}\)The F-theory analogue of the crucial correction (3.5) was derived in [40].
the volume) in the LVS is through loop corrections [36, 37]. The dependence of such corrections on ratios of 4-cycle volumes as well as the complex-structure moduli dependence of the prefactors is not known except for simple torus orbifold geometries [34, 35] (see [41] for an attempt to make progress). This may not be a problem as a matter of principle since, generically, one expects that all Kahler moduli will somehow be stabilized by loop effects. But clearly it is a problem if one wants to establish rigorously the existence of at least one explicit LVS de Sitter model. Hence, the way forward may be not to rely on loops but rather demand that all ratios of non-blowup cycles are stabilized by $D$-term constraints [78–80]. In this case, achieving a purely algebraic and fully explicit construction in the near future appears more plausible.

The correction we have focused on in this note is not the only correction relevant for control in the LVS. As emphasized in [20], further potentially dangerous corrections are associated with logarithmic terms. There are two types:

One of them [26] derives from the field redefinition $\tau'_s \equiv \tau_s + \alpha \log(V)$, where $\tau'_s$ rather than $\tau_s$ is now the real part of the proper Kahler variable. The Kahler potential then reads

$$K \sim -2 \log \left[ \tau_b^{3/2} - (\tau'_s - \alpha \log(V))^{3/2} + \ldots \right] + \ldots ,$$

with the physical small-cycle volume being $(\tau'_s - \alpha \log(V))$. It is at the moment not entirely settled if and when such a correction appears in string compactifications. A surprising aspect is the implicit claim that, at $V \to \infty$, the correction grows in importance. For example, the size of non-perturbative effects $\sim \exp(-a_3 \tau'_s)$ now has a very different relation to the physical volumes of small cycle and Calabi-Yau.

Another type of correction, corresponding to a replacement $V \to V + \alpha \log(V)$, has been proposed to appear through the interplay of the $R_{10}^4$ and $D7/O7$ branes [27]. An interesting aspect of this proposal is that, while it indeed threatens parametric control of the LVS, it could instead allow for alternative ways to realize a de Sitter minimum.

The correction (3.8) we have focused on in this note and log corrections are not the only potentially relevant corrections for the LVS. As recently highlighted in [20], a host of further corrections are interesting or even potentially dangerous. This requires more research. In this context, in upcoming work [41], we will give a general discussion of loop corrections to the Kahler moduli Kahler potential. While important in many ways, we do not see that these corrections endanger the basic setting of the LVS.

Finally, we emphasize again that the tadpole constraint (3.16) is tied to the $D3$-uplift. Hence, even if this constraint turned out to remain problematic for the LVS, other uplifting mechanisms could work more successfully, especially if they do not require a very large tadpole. One example is the $D$-term uplift, where the positive energy arises because a D7-brane matter-field is unable to satisfy simultaneously a $D$-term and an $F$-term constraint [81, 82]. Implementing this consistently in the stringy geometry leads to the concept of a T-brane uplift [83]. Another suggestion is the Winding uplift [84, 85] (with the idea going back to [86]), which uses the possibility to create a perturbatively flat direction in the complex-structure moduli space by an appropriate flux choice [86]. The non-perturbatively small potential along this flat valley can then arguably be tuned such that a local metastable minimum with non-zero $F$-term arises. In this setting, the tuning
power of the complex-structure landscape could help to realize an exponentially small uplift without a warped throat.

5 Summary

The core result of this short note is (3.16), which bounds the D3 tadpole required in LVS models from below. The bound comes from demanding that warping corrections in the bulk, associated with the Klebanov-Strassler throat housing the anti-D3 brane uplift, are under control. While this constrains the set of geometries suitable for an LVS with a controlled uplift, we so far see no catastrophe that places all LVS vacua in the swampland. Rather, the bound poses a challenge for LVS model-building which one can attempt to overcome by searching for compactifications with a sufficiently large D3-tadpole. While the tadpole conjecture poses an additional challenge in this context, we do not currently see this as impossible to overcome. In type-IIB a tadpole of 149 has been achieved [22], but, as we argued above, much larger tadpoles may be possible. In F-theory, the largest available tadpole of 75852 [74, 75] easily satisfies our bound (3.16) with excellent control. However, then one faces other challenges: one either has to realize a small averaged $g_s$ in F-theory or, alternatively, one has to replace the control parameter $1/g_s$ by a topology which makes the coefficient of the $\alpha'^3$ correction appropriately large. Moreover, stabilizing all moduli in a controlled manner in geometrically complicated models with high tadpole may introduce new difficulties. Finally, a key quantity determining the bound of the D3 tadpole (3.16) is $g_s M^2$, the minimal value of which is still under debate. In order to see how constraining the bound for the LVS really is, it would be essential to know this value as precisely as possible.

We hope that this note has highlighted a number of directions for future work which can help to clarify whether LVS de Sitter vacua exist.
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A Derivation of the D3 uplift potential

In this appendix we derive the uplift potential directly from the Klebanov-Strassler (KS) geometry [51], using also [87, 88]. This provides a more precise derivation of the (non-backreacted) uplift potential than we are aware of elsewhere in the literature.

The warp factor in string frame far away from the tip of the throat is given by the following two equivalent expressions. Firstly, it can be parametrized by the flux $N = KM^2$
and the radial distance from the tip $r = r_{\text{max}}$ at which the total flux in the throat equals $N$. At $r_{\text{max}}$, the throat is glued into the compact Calabi-Yau. This yields [87, 88]

$$h_N(r) = \frac{27\pi \alpha'^2}{4r^4} \left( g_s N + \frac{3(g_s M)^2}{2\pi} \ln(r/r_{\text{max}}) + \frac{3}{8\pi}(g_s M)^2 \right). \quad (A.1)$$

Secondly, we may use the KS warp factor $h_\varepsilon^{\text{KS}}(r)$ which describes both the UV and the smooth, IR region and which is parametrized by the conifold resolution parameter $\varepsilon$ [51, 88]. In the UV, it has the approximate form

$$h_\varepsilon^{\text{KS}}(r) \simeq \frac{81(\alpha' g_s M)^2}{8r^4} \ln \left( \left( \frac{2^{5/3}}{3} \right)^{1/2} \frac{r}{\varepsilon^{2/3}} \right). \quad (A.2)$$

Comparing (A.1) and (A.2) determines $r_{\text{max}}$ as a function of $\varepsilon$ to leading order to be

$$r_{\text{max}} = \left( \frac{3}{2^{5/3}} \right)^{1/2} \varepsilon^{2/3} e^{2\pi\varepsilon/3}. \quad (A.3)$$

Moreover, from KS, the warp factor at the tip is known. In string frame, it reads

$$h_\varepsilon^{\text{KS}}(0) = \frac{2^{2/3}a_0(g_s M\alpha')^2}{\varepsilon^{8/3}}, \quad (A.4)$$

with the constant $a_0 \approx 0.71805$.

With this in hand, we can calculate the ratio of the warp factors at the tip and far away from the tip at $r = r_{\text{max}}$. This yields the relative warping needed for the uplift potential:

$$\frac{h_\varepsilon^{\text{KS}}(0)}{h_\varepsilon^{\text{KS}}(r = r_{\text{max}})} = \frac{a_0}{3} \frac{g_s M^2}{N} e^{2\pi\varepsilon/3}. \quad (A.5)$$

So far, we neglected the additive, constant contribution $\sim V^{2/3}$ to the warp factor [89]\footnote{The warp factor is determined by a Poisson equation and can hence be always shifted by a constant.} which becomes dominant at sufficiently large volume. Specifically, we replace the KS warp factor according to

$$h_\varepsilon^{\text{KS}}(r) \rightarrow \left( \frac{V_s}{V_{s,0}} \right)^{2/3} h_\varepsilon^{\text{KS}}(r_{\text{max}}) + h_\varepsilon^{\text{KS}}(r). \quad (A.6)$$

Here we normalized the constant term by introducing a string-frame, fiducial volume $V_{s,0}$. Our definition implies that, if $V_s = V_{s,0}$, the strong-warping region is set by $r \lesssim r_{\text{max}}$. This is the situation when a strongly warped throat is glued into a weakly warped, compact CY. For larger $V_s$, a weakly-warped conical region develops above the throat (see e.g. [90]). From all of this, it should be clear that $V_{s,0}$ must be chosen such that typical length scales in the CY match typical length scales of the $T^{1,1}$ at $r_{\text{max}}$. Hence, for $V_s \gg V_{s,0}$, the full, inverse warp factor at the tip is given by

$$e^{4A(0)} = \left( \frac{V_s}{V_{s,0}} \right)^{2/3} \frac{h_\varepsilon^{\text{KS}}(r = r_{\text{max}})}{h_\varepsilon^{\text{KS}}(0)} = \left( \frac{V_s}{(\text{Vol}(T^{1,1})|_{r_{\text{max}}})^{6/5}} \right)^{2/3} \frac{h_\varepsilon^{\text{KS}}(r = r_{\text{max}})}{h_\varepsilon^{\text{KS}}(0)}. \quad (A.7)$$

The volume scaling of this expression matches the corrected volume scaling of [50].
To obtain the final formula of the uplift potential, we hence need to determine the volume of the $T^{1,1}$ at $r_{\text{max}}$. For this we consider the string frame metric of the conifold far away from the tip

$$\begin{align*}
ds_{10}^2 &= h_N^{-1/2}(r) \eta_{\mu\nu} dx^\mu dx^\nu + h_N^{1/2}(r) (dr^2 + r^2 ds_{T^{1,1}}^2) \quad. \quad \text{(A.8)}
\end{align*}$$

Using (A.1) and Vol $T^{1,1} = 16\pi^3/27$ from [91], we find

$$\begin{align*}
\mathcal{V}_{s,0}^{2/3} &= \frac{3^{3/5}}{2^{14/5} \pi^{3/5}} \left( g_s N + \frac{3}{8\pi} (g_s M)^2 \right) \quad. \quad \text{(A.9)}
\end{align*}$$

This can be plugged into (A.7) which then yields the uplift potential

$$\begin{align*}
V_{\text{uplift}} &= V_{133}^{1/5} = 2T_{\text{D3}} e^{4A(0)} \left( \frac{3^2 \pi^3 2^{22/3}}{a_0} \right)^{1/5} e^{-\frac{g_s M}{g_s M^2}} \frac{\mathcal{V}_{s,0}^{4/3}}{g_s M^2} \quad. \quad \text{(A.10)}
\end{align*}$$

Here we only used the leading, first term on the r.h. side of (A.9). Note that the $g_s M^2$ dependence of our uplift potential agrees with the results of the supergravity-based approach of [48, 57, 58]. At the moment, we do not understand why this agreement occurs in spite of the absence of a fiducial volume $\mathcal{V}_{s,0}$ in these references. In our approach, $\mathcal{V}_{s,0}$ contributes essentially to the final result.
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