Quantum dephasing in a gated GaAs triple quantum dot due to non-ergodic noise
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We extract the phase coherence of a qubit defined by singlet and triplet electronic states in a gated GaAs triple quantum dot, measuring on timescales much shorter than the decorrelation time of the environmental noise. In this non-ergodic regime, we observe that the coherence is boosted and several dephasing times emerge, depending on how the phase stability is extracted. We elucidate their mutual relations, and demonstrate that they reflect the noise short-time dynamics.

Noise induces dephasing and loss of coherence of quantum systems. The finite resonance signal linewidth in the nuclear magnetic resonance (NMR) [1] or electron spin resonance (ESR) [2] experiment is one of its paradigmatic manifestations, allowing one to infer the corresponding dephasing time $T_2^*$. As such experiments are usually performed in the steady state and on large ensembles of spins, this dephasing time reflects the system inhomogeneity over a large range both in space and time.

This dephasing is a central issue for further progress of quantum information science [3]. In electronic spin qubits realized in semiconductor quantum dots [4,5], the dominant noise is often the thermally fluctuating Overhauser field of nuclear spins [6,7]. The hallmark of this environment is its very slow internal dynamics [8], due to the weakness of nuclear spin-spin interactions [9,10]. This slowness allows strong suppression of the arising qubit dephasing by dynamical decoupling [11,12], or Hamiltonian estimation [13], techniques based on the ability to operate the qubit on times much shorter than the noise decorrelation time. This is a very different regime than that of the steady state NMR/ESR measurements, and one expects that the extracted dephasing might be strongly affected. We exploit the solid state qubit technology with its fast and sensitive readout techniques, to access dephasing in this regime. We investigate the nature of $T_2^*$, which becomes a dynamical quantity itself, and its relation to the underlying noise dynamics.

We probe the coupled electron-nuclei system on timescales well below the nuclear spins decorrelation time, building on methods developed in Ref. 13. Concerning nuclei, we find a striking sub-diffusive behaviour of the Overhauser field correlator, at odds with existing theories. Concerning the qubit, we demonstrate that the dephasing time depends sensitively on the way the coherence is measured. While in the ergodic regime the variance $\sigma_B^2$ of the Overhauser field $B_N$ gives the qubit dephasing time as $1/(\pi\sqrt{2}\sigma_B)$, we find a larger phase coherence in the non-ergodic regime. In addition, the phase coherence becomes a stochastic variable with a non-trivial probability distribution. Finally, working in the non-ergodic regime of a diffusive noise, a tenfold decrease in the measurement time automatically prolongs the qubit phase coherence by roughly a factor of 3.

Our device is a triple spin qubit shown in Fig. 1(a). A micromagnet generates a magnetic field difference $\Delta B_{z\text{ext}}$ between the dots [14]. Working between the (1,0,2) and (1,1,1) charge configurations, we manipulate the two rightmost dots as a singlet-triplet qubit [5,15] and leave the leftmost spin qubit idle [see Fig. 1(b)]. The oscillation frequency of the singlet-triplet qubit $f = |g|\mu_B\Delta B_z/2\pi\hbar$ (throughout the article we convert $\Delta B_z$...
to frequency with this formula using g-factor \( g = -0.44 \) is set by the magnetic field gradient \( \Delta B_z = \Delta B^z_{\text{MM}} + \Delta B^z_{\text{nuc}} \), thus subject to nuclear field fluctuations.

We extract the qubit dephasing time \( T_2^* \) from the free induction decay, organizing the measurement scheme into the following hierarchy. The basic unit is a “cycle” (index \( c \)) during which the qubit is initialized in the state \( |\uparrow, S(0, 2)\rangle \), then quickly moved to the \( |\uparrow, S(1, 1)\rangle \) state where it precesses with \( |\uparrow, T_0(1, 1)\rangle \) for the qubit evolution time \( \tau_c \) before undergoing a Pauli spin blockade measurement deep in the \((1, 0, 2)\) region \([16]\). The cycle duration is set to 15.192 \( \mu \)s independent of \( \tau_c \) by adjusting the initialization time. The next level is a “record”, which comprises 250 consecutive cycles with qubit evolution times increased by 4 ns steps, restarting each record from zero. A single record takes time \( t_{\text{rec}} = 3.8 \) ms \( \times 250 \times 15.192 \) \( \mu \)s to acquire, covering the qubit evolution for \( \tau_c \in [0, 996] \) ns. Finally, we form a set \( \mathcal{R} \) by selecting \( N_\mathcal{R} \) records from all measured ones.

We extract the projection of the qubit state on the \( S\)-\( T_0 \) axis of the Bloch sphere, \( s(\tau_c) \), by averaging over data in \( \mathcal{R} \), using \( s(\tau_c) = \langle 2P_S(\tau_c) - 1 \rangle_\mathcal{R} \) with \( P_S(\tau_c) \in \{0, 1\} \) the results of projective measurements of the singlet state. The simplest choice is to take \( \mathcal{R} \) as a block of \( N \) consecutive records. The time to acquire such data is \( \Delta t = Nt_{\text{rec}} \), referred to as the acquisition time \( t_{\text{acq}} \) in further. We select \( \mathcal{R} \) also in other ways below, but it always contains such blocks of \( N \) consecutive records. It defines the acquisition time \( \Delta t \) as a natural parameter for dephasing rates.

Indeed, even though we are interested in the qubit evolution on times of the order of \( T_2^* \), the acquisition time needed to sample the continuous function \( s(\tau_c) \) from binary data of projective measurements is typically orders of magnitude larger, as is clear from the above measurement description. Now, if the acquisition time \( \Delta t \) is so large that the values of the fluctuating Overhauser field \( B_N(t) \) and \( B_N(t + \Delta t) \) are uncorrelated, the measurement is in the ergodic regime and always yields the same dephasing time \( T_2^* \). Our measurement is in the opposite – non-ergodic – regime, with the noise decorrelation time much larger than the acquisition time. Here one generally expects longer coherence \([13]\) and non-trivial signatures of the noise dynamics reflected in the obtained \( T_2^* \) value.

We first extract the time evolution of \( \Delta B_z \) over 40000 consecutive records spanning more than 2 min [Fig. 2(a)]. It fluctuates around a finite value of 30 MHz, set by the micromagnet, by \( \pm 20 \) MHz due to nuclei. With our measurement sequence we can follow the nuclei dynamics down to the time \( t_{\text{rec}} \). Namely, using a Bayesian estimation algorithm \([13, 17]\) on the data of a single record, we estimate the mean and variance of the qubit frequency as it evolved during that record. The correlator \( C_{\Delta B}(\Delta t) = \langle \Delta B^z_{\text{nuc}}(t + \Delta t) - \Delta B^z_{\text{nuc}}(t) \rangle \), shown in Fig. 2(a), displays a clear Gaussian probability distribution which broadens as the acquisition time \( \Delta t \) increases. As shown in Fig. 2(b), its variance grows as \( \sigma_B^2(\Delta t) = D(\Delta t)^\alpha \) over more than three orders of magnitude of timespan, with \( \alpha = 0.8 \) and \( D = 0.048 \) MHz\(^2/\)ms\(^0.8\). Though we do not reach such long times in our measurement, the growth has to saturate, at \( \sigma_B^2(\infty) \), since the fluctuating Overhauser field is bounded. Taking a value \( \sigma_B(\infty) \) corresponding to \( T_2^* = 10 \) ns typical for dots comparable to ours \([5]\), we can roughly estimate the nuclear decorrelation time as \( (\sigma_B^2(\infty)/D)^{1/\alpha} \approx 107 \) s. For GaAs, values from seconds to hours are reported, the large range being due to effects of doping, strain, and nanostructure confinement \([8]\).

More interestingly, the exponent \( \alpha < 1 \) indicates a surprising sub-diffusive behavior. This differs from the normal diffusion (corresponding to \( \alpha = 1 \) \([18]\)) that is assumed \([19]\) for dipole-dipole interactions that should dominate at times equal or larger than our \( t_{\text{rec}} \), and super-diffusion expected for electron-mediated interactions which should dominate at much shorter times \([20]\). Non-Markovian nuclear dynamics could result in such sub-diffusion \([21]\), it would however also imply a non-Gaussian noise correlator \([22]\), at odds with our observations. Since it is difficult to infer the correlator functional form in the time domain from its noise power spectrum \([23]\) if the latter is known only within a limited
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- **(a)** The probability distribution of the nuclear field gradient time correlator \( C_{\Delta B}(\Delta t) \) for acquisition time \( \Delta t \) from 3.8 ms (dark green) to 7.6 s (yellow). Data (dots) are fitted with a Gaussian distribution (line). Left inset: Nuclear field gradient \( B_N(\Delta t) \) extracted from the qubit frequency as a function of time. Right inset: correlator for \( \Delta t = 3.8 \) ms excluding (not excluding) the third spin fluctuation in green (black).
- **(b)** Variance of the nuclear field gradient correlator as a function of the acquisition time \( \Delta t \). The solid line is a fit showing a growth with a power law exponent \( \alpha = 0.8 \). The dashed line shows a power law behavior with \( \alpha = 1 \) for comparison.
frequency range, previous investigations do not necessarily contradict our observation. We also cannot completely exclude, due to our limited resolution, a behavior closer to standard diffusion at the shortest times we reach (Ref. [13] reports $\alpha = 1$ for times below 50 ms).

We now turn to the qubit phase stability. The standard way is to fit the qubit evolution to oscillations with a Gaussian decay

$$s(\tau_c) \rightarrow \cos(2\pi f_0 \tau_c) \exp \left[ -\frac{(\tau_c/\tau_2)^2}{2} \right],$$

and define the dephasing time as the fitted decay parameter. If $\tau_c$ is much smaller than the acquisition time, always fulfilled here, the frequency change during the time $\tau_c$ is negligible and we get

$$s(\tau_c) = \frac{1}{N_R} \sum_{r \in \mathcal{R}} \cos(2\pi f_{c,r} \tau_c),$$

with $f_{c,r}$ the qubit frequency during the $r$-th cycle of the $c$-th record. From here it follows that the frequency and dephasing extracted from the fit in Eq. (1) are given, respectively, as the average and the variance of the set of frequencies $\{f_{c,r}\}$. These statistical properties in turn depend on how the set $\mathcal{R}$ is chosen.

The standard way is to choose $\mathcal{R}$ as a single block of $N$ consecutive records. Doing so we define $T_{2,\phi}^c$, and observe a gradual increase of $T_{2,\phi}^c \sim 120, 220$ and 570 ns upon decreasing $N$, for acquisition times $\Delta t \sim 1.6, 0.4$ and 0.1 s, see Fig. 3(a). Since each of these qubit evolutions results from a particular noise realization, $T_2^c$ becomes a stochastic variable itself. We are able to extract its probability distribution for various acquisition times, as shown in Fig. 3(b). It is always well fitted by a Gamma distribution whose skewness does not significantly change for $\Delta t$ varying from 38 ms to 7.6 s. We interpret this robustness as a signature that the nature of the underlying dynamics of nuclei does not change within this timespan. We conclude that a single trace is not sufficient to reliably estimate the phase decay, as the most probable $T_{2,\phi}^c$ is smaller than the mean $T_{2,\phi}^c$, whereas occurrences of $T_{2,\phi}^c$ several times larger than $T_{2,\phi}^c$ are common.

This method is limited by the inherent noise of the quantum mechanical projective measurement and readout errors, the impacts of which increase as $N_R$ decreases. We find that a minimum of ten records is required to get a reliable $T_{2,\phi}^c$. To access dephasing below this limit, we use a post-selection method, see the top inset of Fig. 3(a). We include in $\mathcal{R}$ all blocks of $N$ consecutive records for which the Bayesian estimated frequency of the first one is within $f_0 \pm \Delta f/2$ (upward red arrows). For example, choosing $f_0 = 20$ MHz and $\Delta f = 0.1$ MHz gives 167 such blocks, resulting for $N = 1$ in the red trace shown in the lower inset of Fig. 3(a), giving a coherence time $T_{2,\phi}^{ps} \sim 3$ ps. Strikingly, we observe a beating pattern with frequency $\Delta f \approx 1.16$ MHz. Both the beating frequency and amplitude are consistent with thermal flips of the tunnel coupled spin in the leftmost dot, which lead to discrete jumps of the qubit oscillation frequency.

The beating could only be unravelled thanks to the long coherence time we reach.

The dephasing times described above demonstrate a significant improvement compared to the 10 ns observed in the ergodic regime, but they cannot be taken as the measure of phase stability for general quantum computation (QC) algorithms. Indeed, the qubit oscillation frequency $f_0$ is only known after the fit in Eq. (1) is performed, and therefore the measurement is finished, limiting its practical use for post-processing or echo techniques [15, 27, 28]. To access the dephasing time of a qubit whose frequency is known in advance, we denote as $T_{2,\phi}^c$, we select blocks by beginning with the records following those with frequency $f_0 \pm \Delta f$ [downward purple arrows in the inset of Fig. 3(a)]. This set $\mathcal{R}$ can be thus obtained from the one in the previous paragraph by shifting all the records indexes by 1. The resulting trace is shown in purple in the lower inset of Fig. 3(a) with $T_{2,\phi}^c \sim 600$ ns. The comparison of the different dephasing times is summarized on Fig. 3(a) as a function of the acquisition time. We also include the nuclear field correlator variance through $T_{2,B}^c(\Delta t) = 1/[\sigma^2_B(\Delta t)]$, the relation valid in the ergodic regime.

The relations between these quantities are governed by the nuclear field dynamics. Approximating the nuclear dynamics as a random walk ($\alpha = 1$), we were able to derive the following analytical results, valid for large $N$, hence long acquisition times, but still in the non-ergodic

![FIG. 3. (color online). (a) Typical qubit evolution traces for different acquisition times. Solid lines are fit to decaying oscillations giving $T_{2,\phi}^c = 120, 220$ and 570 ns respectively. (b) Probability density distributions of $T_{2,\phi}^c$ corresponding to the same acquisition times as for (a). The red solid line is a fit to a Gamma distribution resulting in skewness $\gamma_1 \approx 0.75$, and $T_{2,\phi}^c \approx$ as given.](image-url)
regime (see Ref. [20] for details). First,

$$\frac{T_{2,\phi}^*}{T_{2,B}^*} = \sqrt{6} \frac{k}{(k-1)(k-2)} \approx 3,$$

(3)

with $k = 4/\gamma_1^2$ given by the skewness $\gamma_1$ of the Gamma distribution of $T_{2,\phi}^*$ and we used $k = 7.5$ to evaluate the ratio. The measured values are shown in Fig. 4(b) as black squares while Eq. (3) is shown by a black dashed line, showing the expected agreement for $N \gg 1$ with small deviations. Second,

$$\frac{T_{2,QC}^*}{T_{2,B}^*} = \sqrt{\frac{1}{2} \left( 8\sqrt{2} - 1 - \sqrt{1 + 16\sqrt{2}} \right)} \approx 1.65.$$  

(4)

The ratio extracted from the measurement is shown in Fig. 4(b) as purple downward triangles. The $N \gg 1$ limit is displayed as a purple dashed line and a straightforward numerical calculation for finite $N$ as a purple solid line, showing excellent agreement with the data.

We can further enhance the qubit coherence by constraining the selected records according to progressively smaller widths of the Bayesian estimator probability distribution. As shown in Fig. 4(c), this boosts $T_{2,QC}^*$ beyond 1 µs by better estimating the oscillation frequency $f_0$. Even though similar or even larger values have been reported in GaAs [13] or other materials [29, 31], our architecture is explicitly a multi-qubit one. The presence of the third spin, which was probably the main limitation of the Bayesian estimator precision [see right inset of Fig. 2(a)] [20], nevertheless manifestly proves that GaAs provides a robust platform for scalable architectures [32, 33] with long coherence times. In addition, the qubit-qubit coupling we see offers resources for quantum computation, e.g. allowing implementation of entangling gates.

We would like to point out that one should be cautious about an apparent enhancement of the phase stability obtained by sophisticated post-processing. As an example, we can push $T_{2,ps}^*$ up to 10 µs, using the post-selection described in the previous paragraph by which we effectively select records with especially low noise history. With little relevance for practical quantum computation, it nevertheless allows us to move towards the quantum mechanical limit set by $T_2$ which was argued to be much shorter for a free induction decay (our experiment) than in a Hahn echo sequence [34] where $T_2 \sim 30$ µs has been reported [11]. As we see no apparent saturation of $T_2^*$ in the post-selection despite our sample not being optimized to maximize $T_2^*$, we believe that the dephasing time will be further increased by straightforwardly reducing the acquisition time. This should allow access to both the quantum mechanical decay of the spin qubit and short-time dynamics of nuclei. Both are open problems with many interesting theoretical predictions which await experimental investigation [20, 35, 36].

FIG. 4. (color online). (a) $T_2^*$ from the different processings as a function of acquisition time $\Delta t$. Top inset: estimated frequencies of eight consecutive records. Averaging over all defines $T_{2,\phi}^*$. The correlator $\sigma_B^2$ is calculated from the frequency difference between the first and last record (horizontal green arrow). Post-selection is performed by averaging over all blocks of records that start in a frequency window $f_0 \pm \Delta f/2$ (upward red arrows), giving for $N = 1$ the red trace in the lower inset defining $T_{2,ps}^*$. (In this illustration, we neglect the complication of blocks overlaps that can happen for $N > 1$). Blocks of records defining $T_{2,QC}^*$ are those of $T_{2,ps}^*$ shifted by 1 record (downward purple arrows), giving for $N = 1$ the purple trace in the lower inset. (b) Ratios $T_{2,\phi}^*/T_{2,B}^*$ (black squares) and $T_{2,QC}^*/T_{2,B}^*$ (purple triangles). Black dashed line (dotted black line): analytical limit for large $N$ for the mean shape ratio $k = 7.25$ (for $k \in (6.8,5)$). Purple dashed line: analytical limit for large $N$. Purple solid line: numerical evaluation of the integral leading to Eq. (4) [20]. (c) Enhancement of $T_{2,ps}^*$ (red upwards triangles) and $T_{2,QC}^*$ (purple downwards triangles) by thresholding on the width of the estimator probability distribution peak. Inset: distribution of estimator probability peak width.
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Supplemental Material to
‘Quantum dephasing in a gated GaAs triple quantum dot due to
nonergodic noise’

EXPERIMENTAL DETAILS

The experiments are performed at a base temperature of 20 mK in a dilution refrigerator. The electronic temperature \( T_{el} \approx 300 \text{ mK} \) has been obtained independently by transport measurements in the Coulomb blockade regime (data not shown). Voltage pulses applied on the gates of the TQD device are generated by a Tektronix 70002A Arbitrary Waveform Generator. The rf-QPC demodulated signal of the spin blockade measurement is digitized with an AlazarTech ATS9440 at a 125 MSample/s sampling rate. The qubit initialization time is \( t_I = 7.192 \mu s - \tau_c \). The measurement time is \( t_M = 4 \mu s \) to which we add a compensation pulse of 4 \( \mu s \) so that the pulse sequence does not create a DC shift of the gate voltages, by setting the integral of the pulse sequence to 0. The compensation pulse length is adjusted so that the working point remains close to initialization and measurement points in the (1,0,2) region. The digitized measurement signal is integrated and thresholded to distinguish singlet from triplet states. Drifts in the charge sensor signal are accounted for by tracking the histograms of singlet and triplet states over 380 ms corresponding to 100 records.

ENERGY SPECTRUM OF OUR SYSTEM

The following Hamiltonian describes our system

\[
H = \sum_{\alpha \beta} \left( t_{\alpha \beta} c^\dagger_{\alpha \sigma} c_{\beta \sigma} + t^*_{\alpha \beta} c^\dagger_{\beta \sigma} c_{\alpha \sigma} \right) + \sum_i g \mu_B B_i \cdot S_i + \sum_{\sigma = \uparrow, \downarrow} \frac{\epsilon - \epsilon_L}{2} |S(2,0),\sigma\rangle \langle S(2,0),\sigma| - \sum_{\sigma = \uparrow, \downarrow} \frac{\epsilon - \epsilon_R}{2} |\sigma, S(0,2)\rangle \langle \sigma, S(0,2)|,
\]

where \( c_{\alpha \sigma} (c^\dagger_{\alpha \sigma}) \) is the annihilation (creation) operator of an electron in dot \( \alpha \) with spin \( \sigma \), \( t_{\alpha \beta} \) is the nearest neighbour tunnel coupling between dots \( \alpha \) and \( \beta \), \( B_i = B_{ext} + B_{MM,i} + B_{N,i} \) is the total magnetic field in dot \( i \) with \( B_{MM} \) the micromagnet field and \( B_N \) the Overhauser field of nuclear spins, and \( \epsilon \) is the detuning between dots 1 and 3, with \( \epsilon_L (\epsilon_R) \) its value at the (2,0,1)-(1,1,1) [(1,0,2)-(1,1,1)] charge transition. The Hilbert space is restricted to the eight different spin configurations of the (1,1,1) charge state plus \(|\uparrow,S(0,2)\rangle, |\downarrow,S(0,2)\rangle, |S(2,0),\uparrow\rangle \) and \(|S(2,0),\downarrow\rangle \). The diagram of Fig. S1 was calculated by diagonalizing \( H \) with parameters chosen so as to emphasize the energy level configuration. Using \( H \) with parameters realistic for our device, we estimate that the singlet-triplet energy difference converted to frequency \( \delta f \) differs for the two branches \(|\uparrow\rangle \otimes |ST\rangle \) and \(|\downarrow\rangle \otimes |ST\rangle \) by a value of the order of MHz due to a three spin exchange interaction, as observed in our data (see section “Extraction of \( \Delta B_z \)” and Fig. S2(a)).

EXTRACTION OF \( \Delta B_z \)

Measurements are organized into blocks called records indexed by \( r \), while the measurements within a single record are indexed by \( r = 1, \ldots, M \). A record comprises \( M = 250 \) single-shot measurements of the qubit state after it evolved for time \( \tau_{c,r} = \tau_c = 4(c-1) \text{ ns} \) with possible results \( p_{c,r} = \pm 1 \). We use the Bayesian formula [13, 17]

\[
P(\Delta B_z^r | p_{M,r}, p_{M-1,r}, \ldots, p_{1,r}) \propto \prod_{r=1}^{M} [1 + p_{c,r}(\alpha + \beta \cos(2\pi \Delta B_z^r \tau_c))],
\]

(5)
Figure S1. Energy diagram of the triple spin qubit system under an inhomogenous Zeeman splitting for the three spins. The yellow circle indicates the initialization point of the qubit and the purple circle the operation point as in Fig. 1(b) of the main text. The dashed black arrow indicates the pulse from the initialization point to the operation point. The dashed purple arrow indicates the pulse towards the measurement points on either the singlet branch or on the triplet branch depending on the qubit state.

To calculate the probability distribution $P$ for the value of the field gradient $\Delta B^r_z$ in record $r$. Here $\alpha$ and $\beta$ quantify errors due to imperfect initialization, the deviation of the qubit rotation axis away from the $z$ axis of the Bloch sphere, and the measurement errors. In our experiment we extract $\alpha = 0.22$ and $\beta = 0.42$ from fits to the qubit oscillations. After the probability $P$ is calculated, its maximum should give the value of $\Delta B_z$ during the corresponding record. However, due to the presence of the fluctuating third spin, the probability distribution shows two peaks, at $\Delta B^r_z$ and $\Delta B^r_z + \delta f$, respectively. Their relative weights depend on the time spent by the third spin in its two possible states during that record. As a consequence, the distribution of the differences of $\Delta B_z$ for two consecutive records is a sum of three Gaussian distributions centred on 0 (no change of branch), $\delta f = 1.16 \text{ MHz}$ (change from $|\uparrow\rangle \otimes |ST\rangle$ to $|\downarrow\rangle \otimes |ST\rangle$) and $\delta f = -1.16 \text{ MHz}$ (change from $|\downarrow\rangle \otimes |ST\rangle$ to $|\uparrow\rangle \otimes |ST\rangle$) as shown by the black circles in the inset of Fig. 2(b) of the main text. We found from simulations (not shown here) that we can reproduce the observed correlator distribution for transition rates $\Gamma_{\uparrow \rightarrow \downarrow} \sim 1.3 \text{ kHz}$ and $\Gamma_{\downarrow \rightarrow \uparrow} \sim 2.6 \text{ kHz}$, and a population in the spin-up branch $p_\uparrow \sim 0.7$. The latter is measured from the amplitude of the beating pattern in the qubit oscillations from post-selected records (see Fig. S2(b)). This value of 0.7 is consistent with a thermal population for $B_{\text{ext}} \sim 0.7 \text{ T}$ and $T_{\text{el}} \sim 300 \text{ mK}$ in our experiment.

We find that due to the measurement errors, measurement noise, and system fluctuations, the probability distribution obtained by Eq. (5) deviates appreciably from the ideal behaviour just described. The peak assignments according to peak height are not reliable. Fortunately, even though in our measurement the third spin state was not controlled, the fact that it typically flips several times during one record allows us to disentangle its influence on $\Delta B_z$, and identify the value of $\Delta B^z_{\text{nucl}}$ we are interested in. To this end, we implemented the following algorithm: 1) We take $N$ consecutive records, for each of which the Bayesian estimator builds up a probability distribution with $k_r$ peaks at positions $f_{k_r} \equiv \Delta B_z(k_r)$ with weights $w_{k_r}$ (taken as the square root of the peak height). 2) We consider all possible combinations $\mathcal{C}$ of assignments of $\Delta B^z_{\text{nucl}}$ with the third spin on the lower branch $|\uparrow\rangle \otimes |ST\rangle$ to a probability peak in each record. 3) For every $\mathcal{C}$ (“path”), we calculate

$$\Omega(\mathcal{C}) = \prod_{r=1}^{N} \frac{1}{\sqrt{2\pi}\sigma_0^2} e^{-\frac{(f_{k_r}(\mathcal{C}) - f_{k_{r-1}}(\mathcal{C}))^2}{2\sigma_0^2}} w_{k_r}(\mathcal{C})$$

with $\sigma_0 = \sigma_c(t_{\text{rec}})$ the correlator for one record and $f_{k_r}$ the frequency of the record preceding the current sequence, which was estimated in the previous iteration of this algorithm. 4) We identify the path $\mathcal{C}_{\text{max}}$ that maximizes $\Omega(\mathcal{C})$
Figure S2. Third spin frequency shift and population. (a) Probability density distribution of the qubit frequency difference $\delta f$ between the two branches $|\uparrow\rangle \otimes |ST\rangle$ and $|\downarrow\rangle \otimes |ST\rangle$. The solid line is a fit to a normal distribution. (b) Probability density distribution of the population $p_\uparrow$ of the third spin in the spin-up branch. The solid line is a fit to a normal distribution.

and assign the value of the nuclear field of the first record in the sequence as $\Delta B_z(k_1(C_{\text{max}}))$. 5) We move forward by one index in the register of records and repeat from step 1. We extensively checked this algorithm against simulations and found that for our parameters it performs well with the sequence length of $N = 8$, which we used to process the measured data. The resulting nuclear field correlator distribution is shown in the inset of Fig. 2(b) of the main text by green circles, and exhibits a single Gaussian peak as expected.

**PROBABILITY DISTRIBUTION FOR $T_{2,\phi}^*$ AND THE RELATED VARIANCE**

In the data processing, we fit the qubit oscillations decay, which can be parametrized by either $T_{2,\phi}^*$ or $\sigma_{\phi}^2$, related by the definition $T_{2,\phi}^* \equiv 1/\sqrt{2\pi \sigma_{\phi}^2}$. We find by inspection that the probability distribution function of $T_{2,\phi}^*$ is well described by the Gamma distribution

$$G_X(x; k, h) = \frac{(2k/h)^k}{2^k \Gamma(k)} x^{k-1} e^{-\frac{x}{h}},$$

where $\Gamma$ is the Euler gamma function, $h$ is the mean, and $k$ is the shape parameter related to the distribution skewness $\gamma_1 = 2/\sqrt{k}$. From here the distribution of $\sigma_{\phi}^2$ follows as

$$G_Y(y; k, h) = \frac{\alpha}{2} \left(\frac{1}{\alpha y}\right)^{3/2} G_X \left(\frac{1}{\sqrt{\alpha y}}; k, h\right),$$

where $Y = 1/(\alpha X^2)$, with $Y = \sigma_{\phi}^2$, $X = T_{2,\phi}^*$, and $\alpha = 2\pi^2$. The fit to the data of both of these functions is shown in Fig. 3(a) and (b) as red lines. The means of the two distributions are related by

$$\mathbb{E} = \frac{k^2}{\mathbb{X}^2 (k-2)(k-1)},$$

which follows by integrating by parts twice. Although $k$ shows small variations with the number of records, we find $k \in (6, 8.5)$ for the whole range of acquisition times considered in the experiment. Using the value in the middle,
Figure S3. Gamma distribution of $T_{2,\phi}^\star$. (a) Distribution of $T_{2,\phi}^\star$ for 100 consecutive records corresponding to $\Delta t = 0.4$ ms as in the lowest panel of Fig. 3(a) of the main text. Red lines correspond to a fit to a Gamma distribution function $G_{T_{2,\phi}^\star}$ in (a) and the corresponding transformed distribution function $\tilde{G}_{\sigma^2}$ in (b). Blue lines correspond to a fit to a Gamma distribution function $G_{\sigma^2}$ in (b) and the corresponding transformed distribution function $\tilde{G}_{T_{2,\phi}^\star}$ in (a). The vertical red dashed lines show the mean of both “red” distributions, $G_{T_{2,\phi}^\star}$ in (a) and $\tilde{G}_{\sigma^2}$ in (b).

$k \approx 7.25$, gives the relation

$$\overline{\sigma^2} \approx 1.6 \frac{1}{2\pi^2 T_{2,\phi}^\star}.$$  

(7)

We also tried an opposite procedure, fitting $\sigma^2$ to the Gamma distribution and inverting it to get the distribution for $T_{2,\phi}^\star$

$$\tilde{G}_Y(y; k, h) = \frac{2}{\alpha y^3} G_X \left( \frac{1}{\alpha y^2}; k, h \right)$$

where $Y = 1/\sqrt{\alpha X}$ with $Y = T_{2,\phi}^\star$, $X = \sigma^2$ and $\alpha = 2\pi^2$. The results are plotted as blue lines in Fig. S3(a) and (b) and demonstrate a distinctively poorer agreement with the data.

**DERIVATIONS OF THE DEPHASING TIMES RELATIONS**

**Relation of the variance of a noise trace to the diffusion speed**

In the following we need an auxiliary result characterizing a normal diffusion. Let us adopt the standard discrete Gaussian random walk model for the evolution of a variable $\omega$,

$$\omega_{n+1} = \omega_n + \delta_n,$$  

(8)

$$\sigma^2 = \sigma^2 \approx \frac{1}{2\pi^2 T_{2,\phi}^\star}.$$  

(7)
with \( \delta_n \sim \mathcal{N}(0, \sigma^2) \) unbiased normally distributed random variables with variance \( \sigma^2 \). We aim at calculating the variance of the set \( \{\omega_n\}_{n=1}^N \). Using the definition of the variance and the chain defined by Eq. (8), we find

\[
\sigma^2_\omega = \frac{1}{N} \sum_{i=1}^{N} (\omega_c - \overline{\omega})^2 \\
= \sum_{i=1}^{N} \delta_i^2 \kappa_i (1 - \kappa_i) + 2 \sum_{i=1}^{N} \sum_{j=1}^{i-1} \delta_i \delta_j \kappa_i (1 - \kappa_j),
\]

(9)

where \( \kappa_i = (N + 1 - i)/N \). Although we were not able to derive the full probability distribution for \( \sigma^2_\omega \), its average is straightforward. Using the probability distribution of variables \( \delta_n \) we get

\[
\overline{\sigma^2_\omega} = \sigma^2 \sum_{i=1}^{N} \kappa_i (1 - \kappa_i) \\
= \frac{1}{6} \left(1 - \frac{1}{N^2}\right) N \sigma^2 \\
\equiv \frac{1}{6} \left(1 - \frac{1}{N^2}\right) \sigma^2_N,
\]

(10)

where we used the standard result relating the average distance between the final and starting values of \( \omega \) in a Gaussian random walk, \( \sigma^2_N = N \sigma^2 \).

**Relation between \( T^*_{2,\phi} \) and the variance of the field correlator \( \sigma^2_B \)**

We consider \( N \) consecutive records containing \( M \) measurement points each, using the same indexing as before. The measurement expectation value of the qubit state at time \( \tau_c \) is

\[
s(\tau_c) = \frac{1}{N} \sum_{r=1}^{N} \cos (\omega_{c,r} \tau_c).
\]

(11)

If \( N \gg 1 \), the angular frequency values in the set \( \{\omega_{c,r}\}_{r=1}^{N} \) are distributed according to a normal distribution \( \mathcal{N}(\overline{\omega}_c, \sigma^2_c) \), fully described by its average and variance,

\[
\overline{\omega}_c = \frac{1}{N} \sum_{r=1}^{N} \omega_{c,r}, \\
\sigma^2_c = \frac{1}{N} \sum_{r=1}^{N} (\omega_{c,r} - \overline{\omega}_c)^2.
\]

Eq. (11) then gives

\[
s(\tau_c) \approx \cos (\overline{\omega}_c \tau_c) e^{-\frac{(\tau_c \sigma_c)^2}{2}}.
\]

(12)

In this limit, \( \sigma^2_c \) does not practically depend on index \( i \), which further gives

\[
s(\tau_c) \approx \cos (\overline{\omega} \tau_c) e^{-\frac{(\tau_c \sigma_c)^2}{2}} e^{-\frac{\tau^2}{2 \text{var}(\omega)}},
\]

(13)

with the average frequency of the whole trace

\[
\overline{\omega} = \frac{1}{M} \sum_{c=1}^{M} \frac{1}{N} \sum_{r=1}^{N} \omega_{c,r},
\]

and the variance of the distribution of the \( M \) mean frequencies \( \overline{\omega}_r \),

\[
\text{var}(\omega) = \frac{1}{M} \sum_{c=1}^{M} (\overline{\omega}_c - \overline{\omega})^2.
\]
For large number of records $N$, it holds that $\text{var}(\overline{\omega}) \ll \sigma_{e}^{2}$, since these two quantities relate to the fluctuations of the nuclear field within the time of a single record (for which we have no experimental insights) and within the total acquisition time $\Delta t = N\tau_{\text{rec}}$, respectively. This finally gives the relation

$$\overline{\sigma_{B}^{2}}(\Delta t) \equiv \overline{\sigma_{e}^{2} + \text{var}(\omega)} \approx \overline{\sigma_{e}^{2}} \approx \frac{\overline{\sigma_{B}^{2}}(\Delta t)}{6},$$

(14)

between the decay of the oscillations (left hand side), and the nuclear field correlator relating the field values displaced by the total acquisition time (right hand side), which we related to $\overline{\sigma_{B}^{2}}$ using Eq. (10) for large $N$. Combining Eqs. (7) and (14), we can express the previous equation using the dephasing times as

$$T_{2,0}^{\ast}/T_{2,B}^{\ast} = \sqrt{6} \left[ \frac{k^{2}}{(k - 2)(k - 1)} \right] \approx 3.$$

(15)

This analytical limit value is shown in Fig. 4(b) of the main text as a black dashed line, towards which the data head for large $\Delta t$. The full range for $k \in (6,8.5)$ is shown by dotted black lines.

**Relation between $T_{2,QC}^{\ast}$ and the variance of the field correlator $\sigma_{B}^{2}$**

The ensemble of records which defines $T_{2,QC}^{\ast}$ (downwards purple arrows and triangles in Fig. 4) differs from the one defining $T_{2,ps}^{\ast}$ (red arrows) by shifting all the selected chains from the latter ensemble by 1 record. This removes the initial record of the chain, for which the qubit frequency is known only a posteriori. For the rest of the chain, the frequency is known in advance (up to some uncertainty due to the Bayesian estimator error $\Delta_{\ast}$). This allows, in principle, the implementation of a quantum computation algorithm in a scalable way (unlike the case of post-selection). The measurement result is again described by Eq. (1) of the main text, however now the statistics of the angular frequencies $\omega_{c,r}$ are very different (and much simpler). Assuming that $\omega$ evolves according to a normal diffusion (with the diffusion constant $D$), each frequency can be considered normal Gaussian variables with average $\overline{\omega} = 2\pi f_{0}$, and variance given by

$$\sigma_{e}^{2} = (2\pi^{2}) \left( \Delta_{\text{ext}}^{2} + D[(c - 1)t_{r} + \xi_{c}] \right),$$

(16)

with $\xi = t_{c}/t_{250} \approx 4000$ the conversion factor between the laboratory time and the qubit evolution time in our measurement scheme. The term $D\xi t_{c}$ expresses the fluctuations within a single record which is negligible for $N \gg 1$. Eq. (1) of the main text then gives

$$s(\tau_{c}) = \cos(\overline{\omega}\tau_{c}) \frac{1}{N} \sum_{r=1}^{N} e^{-\frac{\tau_{c}^{2}+2r}{2}} \equiv \cos(\overline{\omega}\tau_{c}) f_{N}(\tau_{c}).$$

(17)

We note that the decay envelope $f_{N}(\tau)$ is not well described by a single Gaussian for any $N > 1$, unless the acquisition time is much longer than the decorrelation time. Nevertheless we can still fit it by a Gaussian decay to extract an equivalent $T_{2}^{\ast}$ and check the consistency of this procedure by, for example, comparing the time $\tau$ at which both functions reach $e^{-1}$. Using the least square fitting amounts to the minimization of the integral

$$I = \int_{0}^{\infty} \left[ f_{N}(\tau) - \exp(-\tau^{2}\sigma_{fit}^{2}/2) \right]^{2} d\tau,$$

(18)

with respect to the fit parameter $\sigma_{fit}$. The condition for extremum $\partial I / \partial \sigma_{fit} = 0$ gives

$$\frac{1}{2\sqrt{2}} = \frac{1}{N} \sum_{r=1}^{N} \frac{\sigma_{fit}^{2}}{(\sigma_{fit}^{2} + \sigma_{e}^{2})^{3/2}}.$$

(19)

Using Eq. (16), and transforming the sum over $r$ to an integral, appropriate for $N \gg 1$, we find

$$\frac{T_{2,QC}^{\ast}}{T_{2,B}^{\ast}} = \sqrt{\frac{\overline{\sigma_{B}^{2}}}{\sigma_{fit}^{2}}}$$

$$= \sqrt{\frac{1}{2} \left( 8\sqrt{2} - 1 - \sqrt{1 + 16\sqrt{2}} \right)}$$

$$\approx 1.65.$$

(20)
Determination of $T_2^*$ from post-selection. Open circles are $T_2^*$ extracted from decaying oscillations as shown in the lower insets of Fig. 4 of the main text by varying the frequency window $\Delta f$ in which the records are selected. (a), Case of the averaging of the post-selected records giving $T_{2,ps}^*$ (upwards red triangles in Fig. 4(a) of the main text), (b), Case of the averaging of the subsequent records giving $T_{2,QC}^*$ (downwards purple triangles in Fig. 4(a) of the main text). (c), Same as (a) with a constraint on the Bayesian estimator probability distribution peak below 200 kHz as shown in Fig. 4(c) of the main text. Solid lines are a fit to Eq. (21). The dashed line in (c) is a fit to a power law with exponent $T_2^* \propto \Delta f^{-3}$.

Fig. 4(b) shows the agreement between this value (dashed purple line) and the data for a large number of records. To extend the correspondence regime of validity, we perform a numerical evaluation of Eq. (19). The result is shown by a solid purple line which agrees very well with our data for any $N$. We want to point out that although we didn’t access it, all the dephasing times discussed here should merge into a single value $T_{2,\infty}^*$ in the ergodic regime, at long times.

DETERMINATION OF $T_2^*$ IN POST-SELECTION

When selecting records at a particular frequency $f_0$ within a frequency window $\Delta f$, the latter plays the role of an artificial broadening of the field fluctuations. The decay of oscillations is therefore due to the contributions of the fluctuations of the field, characterized by $\sigma_\phi^2(\Delta t)$ with the acquisition time $\Delta t = Nt_{rec}$ of $N$ records, the Bayesian estimator error $\Delta_{est}$, and the frequency window $\Delta f$. We therefore write

$$T_2^*(\Delta t, \Delta f) = \frac{1}{\sqrt{2\pi^2 \sigma_\phi^2(\Delta t) + \Delta_{est}^2 + \gamma \Delta f^2}}. \tag{21}$$

We fit this formula as a function of $\Delta f$ with $\gamma$ and $\sigma_\phi^2(\Delta t) + \Delta_{est}^2$ as fitting parameters, and define $T_{2,ps}^*$ as the value fitted at $\Delta f \to 0$. The coefficient $\gamma$ arises because as $\Delta f$ is increased, more and more records are inserted into the post-selection ensemble. It quickly results in an ensemble of chains of consecutive records, rather than individual (statistically independent) records. For a chain of records, the relation between the decay and the frequency variance contains the non-trivial coefficient $\sqrt{6}$ from Eq. (14), which is the reason for $\gamma \neq 1$ here. Combining Eqs. (7) and (14) we get

$$\gamma = \frac{1}{6} \frac{(k-2)(k-1)}{k^2}. \tag{22}$$

As $k \in (6, 8.5)$, we expect $\gamma \in (0.09, 0.11)$, in excellent agreement with the value $\gamma \approx 0.09$ that we obtain from the fit to the data (see Fig. 4(a) and (b)).
Apart from a different rule for the choice of records for the selected ensemble, $T_{2,QC}^*$ is defined by the same fitting procedure as just described. On the other hand, when adding the constraint on the width of the Bayesian estimator probability peak, records are progressively removed from the ensemble of selected records as the constraint becomes stricter. In this case, increasing $\Delta f$ does not result in consecutive chains of records, and Eq. (21) breaks down as shown in Fig. 4(c). Interestingly, in this regime $T_{2}^*$ exhibits a power law dependence, $T_{2}^* \propto \Delta f^{-3}$. Finally, when $T_{2}^*$ gets too large compared to the maximal evolution time $\tau_{250}$, the decay becomes too small to extract a reliable value. We therefore define $T_{2,ps}^*$ as the last value that falls on the power law. This is how we determine the value of $T_{2,ps}^* \geq 10 \mu s$ reported in the main text, as a conservative estimate for the longest $T_{2,ps}^*$. 