Exact ground-state properties of one-dimensional electron gas at high density
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The dynamical response theory is used to obtain an analytical expression for the exchange energy of a quantum wire for arbitrary polarization and width. It reproduces the known form of exchange energy for 1D electron gas in the limit of infinitely thin cylindrical and harmonic wires. The structure factor for these wires are also obtained analytically in the high-density or small $r_s$ limit. This structure factor enables us to get the exact correlation energy for both the wires and demonstrates that there are at least two methods to get the ideal Coulomb limit in one dimension. The structure factor and the correlation energy are found to be independent of the way the one-dimensional Coulomb potential is regularized. The analytical expression for the pair correlation function is also presented for small distances and provides a justification for the small $r_s$ expansion as long as $r_s < \frac{2}{3} \left( \frac{\varepsilon_s}{s_s} \right) = 1.15$.
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I. INTRODUCTION

The correlation energy for many-body electron system has drawn much attention due to its utility and theoretically challenge. In particular, the one-spatial dimensional system is of current interest. Such one dimensional systems can be envisaged experimentally in carbon nanotubes, edge states in quantum hall liquid, semiconducting nanowires, cold atomic gases and conducting molecules.

The correlation energy of a uniform electron gas is an important ingredient of most local and non-local density functional calculations. The Fermi liquid paradigm works well for interacting electrons in 2D, 3D systems, but it eventually breaks down in 1D due to the Peierls instability. However, the random phase approximation (RPA) is the correct theory in the large electron density regime i.e. $n = 1/(2r_s a_B)$, with $r_s$ being the coupling parameter and $a_B$ the effective Bohr radius. The prospect to observe non-Fermi-liquid features has given a large impetus to both theoretical and experimental research. The physical properties of 1D interacting systems (Fermions, Bosons, spins) is described theoretically by the Tomonaga-Luttinger liquid model.

Recently we have reported the ground state properties of the 1D electron fluid at high density for an infinitely thin wire and a harmonic wire of finite thickness using a variational quantum Monte Carlo (QMC) method. The simulation data of correlation energy (in unit of Hartree) for the infinitely thin wire is well represented by $\epsilon_c(r_s) = -0.027431(3) + 0.00791(1)r_s - 0.00196(1)r_s^2$. Furthermore the conventional perturbation theory gives the expression for the correlation energy as $\epsilon_c(r_s) = -\pi^2/360 + 0.00845r_s + \ldots$. The first and second term in the expression is due to the second order and third order perturbation theory respectively.

The purpose of the present paper is to study the ground-state properties of the interacting electron gas at high densities using a dynamical approach and to see what one can learn from this method. We will derive an analytical expression for the exchange energy of both cylindrical and harmonic wires of finite thickness $b$, both of which reduce to the same exchange energy in the limit of infinitely small thickness. Further the static structure factor is also obtained for both wires which also turns out to be the same in the limit $b \rightarrow 0$. Our analytical expressions for the exchange energy, the structure factor and the correlation energy for cylindrical and harmonic wires are respectively the same for $b \rightarrow 0$. This explicitly demonstrates that they are independent on the way the one-dimensional Coulomb potential is regularized at $x = 0$. The high-density structure factor provides the exact analytical expression for the pair correlation function $g(r)$ for small $r$. This implies that the variational Monte Carlo wave function has nodes at the coalescence point $r = 0$ which is in agreement with quantum Monte Carlo simulations. Further the structure factor enables us to get exactly the same correlation energy as obtained by the static perturbation theory for $r_s \rightarrow 0$.

The paper is organized as follows. In section\textsuperscript{III} we describe the regularization of the Coulomb potential by confining the electron through a harmonic potential and through any arbitrary confinement perpendicular to the axis of the wire (i.e cylindrical). In this section we also evaluate the density response function with RPA including exchange. We derive the expression for exchange energy, structure factor, pair correlation function and correlation energy in section\textsuperscript{IV}. In section\textsuperscript{V} we summarize and conclude on the results.
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II. THEORETICAL FORMULATION

A. Model potential

The Fourier transform for the Coulomb potential $v(x) \propto 1/x$ is constant $-i\pi\text{sgn}(k)$ and not a Coulomb one anywhere in Fourier space. To avoid this divergence at small inter-electronic distances $x$, we model the interactions by a soften Coulomb potential of a cylindrical wire $V(x) = e^2/4\pi\epsilon_0 \sqrt{x^2 + b^2}$ with the transverse width parameter $b$ of the wire. Its Fourier transform reads

$$V(q) = \frac{e^2}{4\pi\epsilon_0} v(q)$$

$$v(q) = 2K_0(\tilde{b}q) = -2 \left[ \ln \left( \frac{\tilde{b}q}{2} \right) + \gamma \right]$$

$$-\frac{\tilde{b}^2q^2}{2} \left[ \ln \left( \frac{\tilde{b}q}{2} \right) + \gamma - 1 \right] + O(\tilde{b}^3)$$

(1)

where $K_0$ is the modified Bessel function of 2nd kind. The soften Coulomb potential for a harmonically trapped electron wire is given together with its Fourier transform

$$V(r) = \frac{e^2}{4\pi\epsilon_0} \frac{\sqrt{\pi} e^{\frac{1}{4}\frac{x^2}{b^2}} \text{erfc} \left( \frac{|x|}{\sqrt{2}b} \right) }{\tilde{b}^2 q^2}$$

$$v(q) = \frac{e^2}{\epsilon_0} E_1(\tilde{b}^2q^2) e^{\tilde{b}^2 q^2}$$

(2)

with $E_1$ being the exponential integral. The true long-range character of the Coulomb potential has been studied by Schulz and the mapping of long-range Coulomb interaction onto an exactly solvable model with short-range behavior has been studied by Fogler. The calculation of the ground-state energy for thin wires in the high-density limit for realistic long-range Coulomb interactions is still an open problem for the 1D homogeneous electron gas. To compare both inter-electronic interactions, the harmonic wire approaches

$$v(q) = \left\{ \begin{array}{ll} -\gamma - 2 \ln(\tilde{b}q) & \text{for } \tilde{b}q \rightarrow 0 \\ (\tilde{b}q)^{-2} & \text{for } \tilde{b}q \rightarrow \infty, \end{array} \right. \quad (3)$$

where $\gamma$ is the Euler constant and the cylindrical potential

$$v(q) = \left\{ \begin{array}{ll} -2\gamma - 2 \ln 2 - 2 \ln(\tilde{b}q) & \text{for } \tilde{b}q \rightarrow 0 \\ e^{-\tilde{b}q} \sqrt{\frac{x^2}{b^2}} & \text{for } \tilde{b}q \rightarrow \infty. \end{array} \right. \quad (4)$$

Both potentials behave similarly at the small $q$ limit, but at large $q$ they differ. It is noted that the harmonic potential is a Coulomb potential for both small and large $q$, however the large $q$ behavior of cylindrical potential is not a Coulomb one. It seems that the harmonic potential models better the real situation of experimentally fabricated wires.

B. Density response function

In this section we use the dynamical density response theory and the fluctuation-dissipation theorem to obtain the static properties. The density response function $\chi(q, \omega)$ is given by

$$\chi(q, \omega) = \frac{\chi_0(q, \omega) + \lambda \chi_1(q, \omega)}{1 - \lambda \chi(q, \omega) \chi_0(q, \omega) + \lambda \chi_1(q, \omega)}$$

(5)

where $\chi_1(q, \omega) = \chi_1^{\text{ex}}(q, \omega) + \chi_1^{\text{ex}}(q, \omega)$ is the first-order correction to the polarizability which includes exchange and self energy contributions. We indicate the order of potential by a $\lambda$ factor. The expression for the non-interacting polarizability is

$$\chi_0(q, \omega) = g_s \sum_k \frac{n_k - n_{k+q}}{\omega + \Omega_{k,q}}$$

(6)

whereas the selfenergy and exchange contributions respectively are given by

$$\chi_1^{\text{ex}}(q, \omega) = g_s \sum_{k,p} \frac{v(k-p)(n_k - n_{k+q})(n_p - n_{p+q})}{(\omega + \Omega_{k,q})^2}$$

(7)

and

$$\chi_1^{\text{ex}}(q, \omega) = -g_s \sum_{k,p} \frac{v(k-p)(n_k - n_{k+q})(n_p - n_{p+q})}{(\omega + \Omega_{k,q})(\omega + \Omega_{p,q})}$$

(8)

Here $\Omega_{k,q} = \omega_k - \omega_{k+q}$, $\Omega_{p,q} = \omega_p - \omega_{p+q}$, the spin degeneracy factor is $g_s$ and $n_k$ represents the Fermi-Dirac distribution function.

The first order high-density expansion of Eq. (5) can be written as,

$$\chi(q, i\omega) = \chi_0(q, i\omega) + \lambda v(q) \chi_0^2(q, i\omega) + \lambda \chi_1^{\text{ex}}(q, i\omega) + \lambda \chi_1^{\text{ex}}(q, i\omega)$$

(9)

and will be used in the further calculations.

C. Ground-state energy

With the help of the density-density response function and the fluctuation-dissipation theorem, the ground state energy can be obtained in the form

$$E_g = E_0 + \frac{n}{2} \sum_{q\neq 0} V(q)$$

$$\times \left( -\frac{1}{n\pi} \int_0^1 d\lambda \int_0^\infty \chi(q, i\omega; \lambda) \ d\omega - 1 \right).$$

(10)

Using Eq. (6) in (10) a simplified form can be given as the sum of kinetic energy of the non-interacting gas $E_0$, exchange energy $E_x$ and the correlation energy $E_c$ as

$$E_g = E_0 + E_x + E_c$$

(11)
where the exchange energy is
\[
E_x = \frac{n}{2} \sum_{q \neq 0} V(q) \left( -\frac{1}{n\pi} \int_0^1 d\lambda \int_0^\infty \chi_0(q, i\omega) d\omega - 1 \right).
\] (12)

The residual energy (i.e. correlation energy) is
\[
E_c = \frac{n}{2} \sum_{q \neq 0} V(q) \left( -\frac{1}{n\pi} \int_0^1 d\lambda \int_0^\infty \left\{ \lambda V(q) \chi^2_0(q, i\omega) + \lambda \chi^s_1(q, i\omega) + \lambda \chi^c_1(q, i\omega) \right\} d\omega \right),
\] (13)

with \( n = (k_F g_s)/\pi \) being the linear electron number density and \( k_F \) is the Fermi wave vector. The static structure factor is
\[
S(q) = -\frac{1}{\pi n} \int_0^\infty d\omega \chi''(q, \omega)
\] (14)

where \( \chi''(q, \omega) \) is the imaginary part of the density response function. The integral in [14] can be re-written using the contour integration method as
\[
S(q) = -\frac{1}{\pi n} \int_0^\infty d\omega \chi(q, i\omega).
\] (15)

The Eqs \( \text{(12)} \) and \( \text{(13)} \) can be expressed in terms of the static structure factor as
\[
E_x = \frac{n}{2} \sum_{q \neq 0} V(q) [S_0(q) - 1],
\] (16)
\[
E_c = \frac{n}{4} \sum_{q \neq 0} V(q) [S_1^0(q) + S_1^{sc}(q) + S_1^{cx}(q)]
\] (17)

where
\[
S_0(q) = -\frac{1}{n\pi} \int_0^\infty \chi_0(q, i\omega) d\omega,
\] (18)
\[
S_1^0(q) = -\frac{1}{n\pi} \int_0^\infty V(q) \chi_0^2(q, i\omega) d\omega,
\] (19)
\[
S_1^{sc}(q) = -\frac{1}{n\pi} \int_0^\infty \chi_1^{sc}(q, i\omega) d\omega,
\] (20)
\[
S_1^{cx}(q) = -\frac{1}{n\pi} \int_0^\infty \chi_1^{cx}(q, i\omega) d\omega.
\] (21)

The above expressions are provided for clarity as well as to be self contained in this paper.

III. ANALYTICAL EXPRESSIONS

A. Structure factor

In this subsection we present the results for infinitely-thin wire for the cylindrically and harmonically regularized Coulomb potential. For completeness and coherent presentation we provide these results explicitly as these are also being used for the calculation of the correlation energy.

The non-interacting structure factor \( \text{[18]} \) is obtained using
\[
\chi_0(q, i\omega) = \frac{g_s m}{2\pi q} \ln \left[ \frac{\omega^2 + \left( \frac{q^2}{2m} + \frac{q k_F}{m} \right)^2}{\omega^2 + \left( \frac{q^2}{2m} + \frac{q k_F}{m} \right)^2} \right]
\] (22)

and reads
\[
S_0(x) = \begin{cases} x, & x < 1 \\ 1, & x > 1 \end{cases}
\] (23)

where we will use \( x = q/2k_F \) in the following. The first-order static structure factor can be written as
\[
S_1(x) = S_1^0(x) + S_1^{sc}(x) + S_1^{cx}(x).
\] (24)

The analytical evaluation of \( S_1^0(x) \) and \( S_1^{sc}(x) \) for an infinitely-thin cylindrical wire has been reported earlier\( \text{[19]} \). For the harmonic wire we present the results in this paper. The contribution of the self-energy to the structure factor \( S_1^{sc}(q, \omega) \) given in Eq. \( \text{(21)} \) turns out to be zero due to the \( \omega \) integration. The details of the calculations are given in appendix A. In the following we present the total result for both wire models in the small \( b \) limit.

The cylindrically regularized Coulomb potential the sum of both corrections \( S_1^0(x) \) and \( S_1^{sc}(x) \) is given by
\[
S_1^{Cy}(x) = \frac{g_s^2}{\pi^2 x} \left\{ \zeta(x) \approx 4x \ln x + o(x) \right\}
\] (25)

where
\[
\zeta(x) = (x + 1) \ln(x + 1) \ln \left( \frac{x^2 e^2}{x + 1} \right) + (x - 1) \ln|x - 1| \ln \left( \frac{x^2 e^2}{|x - 1|} \right).
\] (26)

For the harmonically regularized Coulomb potential, we find the result \( \text{(19)} \) and \( \text{(20)} \) which after reformulation shows that the first-order correction to structure factor \( S_1(x) \) is exactly the same as for cylindrically regularized potentials though the details of calculations are quite different as seen in the appendix A. It is interesting to note that both structure factors are independent of the thickness of the wire \( b \). To the best of our knowledge the equivalence of cylindrical and harmonic wire in the \( b \rightarrow 0 \) limit is not known before and it is our new finding.

In figure \( \text{II} \) the theoretical structure factor is plotted along with our simulation data\( \text{[22]} \) for \( r_s = 0.9 \) and 0.7 which are in very good agreement. This shows that the high-density expansion works well up to \( r_s \sim 1 \).
B. Pair correlation function

The pair correlation function $g(r)$ is obtained from the static structure factor $S(q)$ as

$$g(r) = 1 - \frac{1}{2\pi n} \int_{-\infty}^{\infty} dq \ e^{irq}[1 - S(q)].$$  \hspace{1cm} (27)

In figure 2 we compare the variational Monte Carlo simulation with our recent high-density theory formula \cite{27} for infinitely thin wire, which was obtained in the $b \to 0$ limit for cylindrical wire. It is observed that the theory gives a good agreement for small distances as well as for the oscillations at larger distances.

In the small $r$ limit for infinitely thin wire, the analytical expression for $g(r)$ can be given for the $r_s \to 0$ limit as

$$g(r) = 1 - \frac{1}{g_s} \left( I_1 - \frac{r^2}{2} I_2 \right),$$  \hspace{1cm} (28)

where the first two moments are introduced as $I_1 = \int_{0}^{\infty} (1 - S_0(x) - S_1(x))dx$ and $I_2 = \int_{0}^{\infty} x^2 (1 - S_0(x) - S_1(x))dx$. Using $S_0(x)$ and $S_1(x)$ one obtains the analytical values for $I_1$ and $I_2$ and

$$g(r) = 1 - \frac{1}{g_s^2} \frac{\bar{r}^2}{3g_s} \left( 1 - \frac{2(3 + \pi^2)}{3\pi^2} g_s^2 r_s \right) + o(\bar{r}^4),$$  \hspace{1cm} (29)

with $\bar{r} = \frac{r a_B}{\hbar} = \frac{\pi n}{g_s} = \frac{\pi}{2g_s r_s a_B}$. This is a new exact result for $g(r)$ at small $r$ in the $r_s \to 0$ limit. It is noted that for the ground state of infinitely-thin and completely polarized ($g_s = 1$) wires, the pair correlation function increases as $r^2$ with reduced positive curvature compared to the non-interacting case. Further we observe that the pair correlation function remains only positive for $r_s < \frac{\sqrt{3}}{2} \left( \frac{\pi^2}{\pi^2 + 3} \right) = 1.15$ which sets the boundary on the applicability of small $r_s$ expansion. Our results imply that the two-particle wave function approaches zero linearly at the coalescence point. This is consistent with the Kimball identity \cite{28} and also with the quantum Monte Carlo simulation wave function.

Eq. (29) is plotted in figure 3 together with the VMC simulation data \cite{20}. As one can see the curvature is well reproduced up to $r_s < 0.4$ and $r < 0.4a_B$ above which it starts to deviate at larger $r$.

C. Exchange energy

Substituted Eq. (23) in (11) provides the analytical expression of exchange energy for the finite thickness of
a harmonic wire. After some simplification one obtains

\[ \epsilon_x(r_s, p) = -\frac{(1 + p)^2}{16r_s} \left( G_{2,3}^2 \left( \frac{\pi^2}{4r_s^2} (1 + p)^2 \right) \right) \]

where we use the small \( b \) expansion of \( \nu(x) \) according to (11). The result for \( x < 1 \) is

\[ \Lambda_{(x<1)} = \int_0^1 v(x)[S^{\nu}_{1}(x)]_{x<1} dx \]

where \( b = \tilde{b}2k_F \), \( G_{2,3} \) is the Meijer G function and \( \Gamma \) is incomplete gamma function, respectively. We use here the polarization \( p \) if one integrates up to the Fermi momenta \( k_{\uparrow\downarrow} = k_F (1 \pm p)/2 \).

Similarly the analytical expression for the exchange energy of the cylindrical wire is given by

\[ \epsilon_x(r_s, p) = -\frac{(1 + p)^2}{8r_s} \left( \frac{\pi^2}{4r_s^2} (1 + p)^2 \right) K_0 \left( \frac{\pi^2}{4r_s^2} (1 + p)^2 \right) \]

where \( K_n(x) \) is the modified Struve function of second kind, and \( L_n(x) \) is modified Struve function.

Expressions for the exchange energy of the one dimensional electron gas for any thickness \( b \) of the wire and for given polarization \( p \) are new results in the present investigation. These expressions reduce to infinitely thin cylindrical and harmonic wires as reported in Eq. (5) of reference. The formulae are useful for numerical results of the exchange energy in one-dimensional systems.

D. Correlation energy

The correlation energy per particle in Eq. (17) in the small-\( b \) limit for a cylindrical wire is obtained here as

\[ \epsilon_{c}^{\nu} = \frac{1}{4r_s} \left\{ \Lambda_{(x<1)} + \Lambda_{(x>1)} \right\} \]

where \( \Lambda(x) \) is the Riemann zeta function and \( \text{Li}_n(z) \) is the polylogarithm function. Adding Eq. (33) and (34), major cancellations occur and one obtains the correlation energy as

\[ \epsilon_{c}(r_s) = -\frac{\pi^2}{360} \]

We believe that this derivation is new and the obtained correlation energy is in excellent agreement with our variational quantum Monte Carlo simulation and conventional perturbation theory.

The calculation of the correlation energy for cylindrical wire has been described so far. Exactly the same procedure is followed for the harmonic wire. The details of calculations are given in Appendix B. By adding Eq. (122) and (123), again major cancellations appear and the final result for the correlation energy in a harmonically regularized potential is the same as Eq. (35). The correlation energy turns out to be identical for cylindrical and for harmonic wires indicating that the way the Coulomb potential is regularized is immaterial at least for these two cases.

IV. CONCLUSIONS

In the present paper we have obtained the analytical expression for the exchange energy of a harmonic and of a cylindrical wire and a given polarization with any finite thickness. We have also presented the structure factor in the high-density limit for infinitely-thin wires. This
provides an analytical expression for the pair correlation function at small distances \(r\) consistent with Kimball’s identity in the one-dimensional case. The result \(g(r)\) indicates some limitation of the \(r_s\) expansion. It is also concluded that the correlation energies are identically the same for both wires and agree with the variational quantum Monte Carlo simulation and conventional perturbation theory. It is gratifying to see that the structure factor and the correlation energy are independent of the choice of the electron confining in one-dimensions.
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**Appendix A**

For an infinite-thin wire the contribution of the direct term \(S_1^d(x)\) can be obtained in the small-\(b\) limit for \(x < 1\) as

\[
S_1^d(x) = -\frac{g_2^2 r_s}{\pi^2 x} \left\{ (1 - x) \ln(1 - x) + (x + 1) \ln(x + 1) \right\} + \left( -\ln \left( \frac{bx}{2} \right) - \gamma \right) \right\} \right) \right)
\]

with \(x = q/(2k_F)\) and for \(x > 1\)

\[
S_1^d(x) = -\frac{g_2^2 r_s}{\pi^2 x} \left\{ (1 - x) \ln(1 - x) - 2x \ln(x) \right\} + (x + 1) \ln(x + 1) \left\{ -\ln \left( \frac{bx}{2} \right) - \gamma \right\} \right) \right) \right)
\]

The detailed calculation of the structure factor for the selfenergy \(S_1^{\sigma}(x)\) and the exchange contribution \(S_1^{\sigma x}(x)\) is explicitly given in Appendix C. The contribution of the selfenergy to the structure factor \(S_1^{\sigma}(q, \omega)\) given in Eq.(20) turns out to be zero due to the \(\omega\) integration. The structure factor for exchange contribution for \(x < 1\) is given by

\[
S_1^{\sigma x}(x) = \frac{g_2^2 r_s}{\pi^2 x} \left( x - 1 \right) \ln(1 - x) \left\{ 2(\ln(b) + \gamma - 1) \right\}
\]

\[
+ \ln \left( \frac{1 - x}{4} \right) - (x + 1) \ln(x + 1)
\]

\[
\times \left\{ 2(\ln(b) + \gamma - 1) + \ln \left( \frac{x + 1}{4} \right) \right\} \right) \right) \right)
\]

and for \(x > 1\)

\[
S_1^{\sigma x}(x) = \frac{g_2^2 r_s}{\pi^2 x} \left( x - 1 \right) \ln \left( \frac{x - 1}{x} \right) \left\{ 2(\ln(b) + \gamma - 1) \right\}
\]

\[
+ \ln(x) + \gamma + (x + 1) \ln \left( \frac{x}{x + 1} \right) \left\{ 2\ln(b) \right\}
\]

\[
+ \ln(x) + \ln(x + 1) + \gamma + 2x \ln(x^2 - 1)
\]

\[
-4x \ln(x) + 4 \coth^{-1}(x) \right) \right) \right)
\]

The exchange correction for \(x < 1\) is given by

\[
S_1^{\sigma x}(x) = \frac{g_2^2 r_s}{\pi^2 x} \left( x - 1 \right) \ln \left( \frac{x - 1}{x} \right) \left\{ 2(\ln(b) + \gamma - 1) \right\}
\]

\[
+ \ln(x) + \gamma + (x + 1) \ln \left( \frac{x}{x + 1} \right) \left\{ 2\ln(b) \right\}
\]

\[
+ \ln(x) + \ln(x + 1) + \gamma + 2x \ln(x^2 - 1)
\]

\[
-4x \ln(x) + 4 \coth^{-1}(x) \right) \right) \right)
\]

Together the first-order correction to the structure factor \(S_1(x)\) is given for a harmonically regularized potential and \(x < 1\) as

\[
S_1^{H\sigma}(x) = \frac{g_2^2 r_s}{\pi^2 x} \left( x - 1 \right) \ln \left( \frac{x - 1}{x} \right) \left\{ 2(\ln(b) + \gamma - 1) \right\}
\]

\[
+ \ln(x) + \gamma + (x + 1) \ln \left( \frac{x}{x + 1} \right) \left\{ 2\ln(b) \right\}
\]

\[
+ \ln(x) + \ln(x + 1) + \gamma + 2x \ln(x^2 - 1)
\]

\[
-4x \ln(x) + 4 \coth^{-1}(x) \right) \right) \right)
\]
and for $x > 1$ by
\[
S^{Hr}_1(x) = -\frac{g^2 r_s}{\pi^2 x^2} \left[ -2x(\ln(x) + 1) \ln(x^2 + 1) \\
+ (x - 1) \ln^2(x - 1) + \ln^2(x + 1) \\
+ x(\ln^2(x + 1) + 2\ln(x)(\ln(x) + 2)) \\
- 4(\ln(x) + 1) \coth^{-1}(x) \right]. \tag{A10}
\]

**Appendix B**

The correlation energy per particle in the small-$b$ limit for harmonic wires is given by
\[
\varepsilon^\text{Hr}_c = \frac{1}{4r_s} \left\{ \Lambda(x < 1) + \Lambda(x > 1) \right\} \tag{B1}
\]
for $x < 1$
\[
\Lambda(x < 1) = \int_1^x v(x)[S^{Hr}_1(x)]_{x < 1} \, dx \\
= \frac{r_s g^2}{\pi^2} \left( \frac{7}{4} \zeta(3)(2 \ln(b) + \gamma - 2 - 4 \ln(2)) + 4 \ln^2(2) \ln(b) \\
- 8 \ln(2) \ln(b) - 8\text{Li}_4 \left( \frac{1}{2} \right) + \frac{\pi^4}{12} - \frac{\ln^4(2)}{3} + \frac{1}{3} \pi^2 \ln^2(2) \\
+ 2\gamma \ln^2(2) - \gamma \ln(16) - 4(\ln(2) - 2) \ln(2) \right) \tag{B2}
\]
and for $x > 1$
\[
\Lambda(x > 1) = \int_1^\infty v(x)[S^{Hr}_1(x)]_{x > 1} \, dx \\
= -\frac{r_s g^2}{\pi^2} \left( -\frac{7}{4} \zeta(3)(2 \ln(b) + \gamma - 2 - 4 \ln(2)) - 4 \ln^2(2) \ln(b) \\
+ 8 \ln(2) \ln(b) + 8\text{Li}_4 \left( \frac{1}{2} \right) - \frac{17\pi^4}{180} + \frac{\ln^4(2)}{3} - \frac{1}{3} \pi^2 \ln^2(2) \\
- 2\gamma \ln^2(2) + \gamma \ln(16) + 4(\ln(2) - 2) \ln(2) \right). \tag{B3}
\]

**Appendix C**

The selfenergy in Eq. (7) and the exchange contribution in Eq. (5) can be simplified further as
\[
\chi^{\text{ex}}_1(q, \omega) = 2g_s \sum_{k,p} n_k n_p [v(k - p) - v(k - p + q)] \\
\times \frac{\Omega^2_{k,q} - \omega^2}{(\Omega^2_{k,q} + \omega^2)^2} \tag{C1}
\]
and
\[
\chi_1^{\text{ex}}(q, \omega) = -2g_s \sum_{k,p} n_k n_p \left\{ \frac{v(k - p)(\Omega_{k,q} \Omega_{p,q} - \omega^2)}{(\Omega^2_{k,q} + \omega^2)(\Omega^2_{p,q} + \omega^2)} \\
+ \frac{v(k + p + q)(\Omega_{k,q} \Omega_{p,q} + \omega^2)}{(\Omega^2_{k,q} + \omega^2)(\Omega^2_{p,q} + \omega^2)} \right\}. \tag{C2}
\]

It may be noted that now $\omega$ is real in the expressions of $\chi_1^{\text{ex}}(q, \omega)$ and $\chi_1^{\text{ex}}(q, \omega)$. The contribution of the self-energy to the structure factor $S_1^{\text{ex}}(q, \omega)$ given in Eq. (20) turns out to be zero due to the $\omega$ integration.

The exchange contribution $\chi_1^{\text{ex}}(q, \omega)$ in Eq. (22) is further simplified by using the transformation $-p' = p + q$ and then $k = k - q/2, p = p - q/2$ leading to
\[
\chi_1^{\text{ex}}(q, \omega) = -2g_s \sum_{k,p} \left\{ \frac{v(k - p)[n_{-q/2} n_{p+q - q/2} - n_{-q/2} n_{p+q + q/2}]}{(\Omega_{k-q/2} \Omega_{p+q+q/2} - \omega^2)} \\
\times \frac{(\Omega_{k-q/2} \Omega_{p+q+q/2} + \omega^2)}{(\Omega^2_{k-q/2} + \omega^2)(\Omega^2_{p+q+q/2} + \omega^2)} \right\}. \tag{C3}
\]

Summation over $k, p, \sigma$ is simply written as a sum over $k, p$. This sum over $k, p$ includes both positive and negative values. Using the transformation $k - p = k'$ and replacing the sum by integration one can obtain the structure factor as
\[
S_1^{\text{ex}}(q, \omega) = \frac{g^2}{n2\pi^3} \int_0^\infty \int_0^\infty dk dp \, v(k) \\
\times \left\{ \left( n_{k+p+q/2} n_{p+q+q/2} - n_{k+p+q/2} n_{p+q+q/2} \right) \frac{\frac{\Omega^2_{p+q+q/2} - \omega^2}{(\Omega^2_{p+q+q/2} + \omega^2)^2}}{\frac{\Omega^2_{p+q+q/2} + \omega^2) \frac{\Omega^2_{p+q+q/2} + \omega^2}}{\Omega^2_{p+q+q/2} + \omega^2}} \right\} \tag{C4}
\]

The $\omega$-integration in Eq. (C4) can be performed analytically as well,
\[
S_1^{\text{ex}}(q, \omega) = \frac{g^2}{n2\pi^3} \int_0^\infty dk dp \, v(k) \\
\times \left\{ -\frac{m}{kq} [n_{k-p+q/2} n_{p+q} - n_{k+p+q} n_{p+q} + \frac{m}{kq} [n_{k-p+q/2} n_{p+q} - n_{k+p+q} n_{p+q}] \right\}. \tag{C5}
\]
After rearranging the distribution function it takes the form
\[
S_1^{\text{ex}}(q) = \frac{g^2 m}{n2\pi^3} \int_0^\infty dk \, dv(k) \cdot kq \\
\times [n_{k-p+q} - n_{k+p+q}][n_{p+q} - n_{p+q}] \tag{C6}
\]
We use now $[n_{p+q} - n_{p+q}] = \Theta(p^+ - p)\Theta(p - |p^-|)$ and $[n_{k-p+q} - n_{k+p+q}] = \Theta((p + p^+) - k)\Theta(k - (p + p^-))$. 

same procedure. The above integration can be written as

$$k$$

Similarly the inequality

$$\int dt \int \frac{v(\bar{x})}{\bar{x}} d\bar{x}$$

integration of functions in terms of Heaviside step functions $[\Theta(k_F^+ - (p - \frac{q}{2})^2) - \Theta(k_F^+ - (p + \frac{q}{2})^2)]$ with the inequalities $k_F^+ - (p - \frac{q}{2})^2 > 0$ and $k_F^+ - (p + \frac{q}{2})^2 < 0$. The inequality $k_F^+ - (p - \frac{q}{2})^2 > 0$ eventually leads to $(p - (\frac{q+2k_F}{2}))^2 < 0$ with the definite range of $p$ i.e. $p < \frac{q+2k_F}{2}$ and $p > \frac{q-2k_F}{2}$. Similarly the inequality $k_F^+ - (p + \frac{q}{2})^2 < 0$ leads to $(p - (\frac{-q+2k_F}{2}))^2 < 0$ with $p > \frac{-q+2k_F}{2}$. Hence these inequalities can be written in terms of $\Theta$ function as $\Theta(p^+ - p)\Theta(p - |p^-|)$. Similarly the above distribution $[n_{k-p} - \frac{q}{2} - n_{k+p} + \frac{q}{2}]$ can be proven by the same procedure. The above integration can be written after simplification for $x > 1$ as,

$$S_{1x}^e(q, \omega) = -\frac{g^2 r_s}{\pi^2 x} \int \frac{v(\bar{x})}{\bar{x}} d\bar{x}$$

and for $x < 1$

$$S_{1x}^e(q, \omega) = -\frac{g^2 r_s}{\pi^2 x} \int \frac{v(\bar{x})}{\bar{x}} d\bar{x}$$

Now we interchange the order of integrations from $dt d\bar{x}$ to $d\bar{x} dt$ for $x < 1$. We divide the integration in the shaded region in figure 4 into two parts. The simplified integration after interchanging the order of integration can be written as,

$$S_{1x}^e(q, \omega) = \frac{g^2 r_s}{2\pi^2 x} \int \frac{1}{1-x} \int \frac{2\bar{x} - 1 + x}{1-x} d\bar{x} dt$$

After performing the $dt$ integration one gets

$$S_{1x}^e(q, \omega) = -\frac{g^2 r_s}{\pi^2 x} \left[ \int (2\bar{x} - 2 + 2x) d\bar{x} \right]$$

The above integration can be written in the form of

$$S_{1x}^e(q) = -\frac{g^2 r_s}{\pi^2 x} \left[ \left(1 + x\right) \int \left(1 + x\right) \int \frac{v(\bar{x})}{\bar{x}} \right]$$

and similarly for $x > 1$ it yields

$$S_{1x}^e(q) = -\frac{g^2 r_s}{\pi^2 x} \left[ \left(1 + x\right) \int \left(1 + x\right) \int \frac{v(\bar{x})}{\bar{x}} \right]$$

The explicit integrals appearing in (11) and (12) can be solved analytically and are given in Eqs. A3 and A4.
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