Boosting MonteCarlo sampling with a non-Gaussian fit
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We propose a new method, called MonteCarlo Posterior Fit, to boost the MonteCarlo sampling of likelihood (posterior) functions. The idea is to approximate the posterior function by an analytical multidimensional non-Gaussian fit. The many free parameters of this fit can be obtained by a smaller sampling than is needed to derive the full numerical posterior. In the examples that we consider, based on supernovae and cosmic microwave background data, we find that one needs an order of magnitude smaller sampling than in the standard algorithms to achieve comparable precision. This method can be applied to a variety of situations and is expected to significantly improve the performance of the MonteCarlo routines in all the cases in which sampling is very time-consuming. Finally, it can also be applied to Fisher matrix forecasts, and can help solve various limitations of the standard approach.

I. INTRODUCTION

A large fraction of today’s cosmology consists in finding the probability distribution of parameters (called posterior in Bayesian language) given a set of observational data. Since both the cosmological models and the data points are an ever growing set, the development of fast algorithms to sample the posterior is a clearly perceived need. A typical MonteCarlo (MC) sampling for Cosmic Microwave Background (CMB) data might require hundreds of thousands of points to cover the dozens of parameters (nuisance plus cosmological) that adequately model the theory and the experiment systematics. This, in turn, might require days of computation, which should be repeated for every competing model. If the comparison with theory involves very time-consuming operations, like for instance $N$-body simulations, this task could quickly become unfeasible.

In this paper we propose an alternative approach that, under certain circumstances, may reduce the computational times by one or more orders of magnitude. The idea is extremely simple: instead of sampling the posterior with as many points as possible to reconstruct it faithfully, we propose to sample the posterior a limited number of times and use these points to fit it with a flexible analytical distribution based on a higher-order expansion over a multivariate Gaussian. The limited sampling can be done with the same MonteCarlo algorithms usually employed. The great advantage of our method is that, as we show in this paper, the number of sampled points can be one order of magnitude smaller than with the traditional method, with a minimal loss of precision in estimating the confidence regions. We call our method MonteCarlo Posterior Fit.

The method is very general and by no means limited to cosmological data, although here we only discuss illustrative examples based on cosmology, in particular Supernovae Ia (SnIa) and CMB. The code to implement our method will be released publicly.

The method we propose finds another application as a generalization of the Fisher matrix (FM) approach. The Fisher matrix is a simple way to approximate the posterior, mostly employed for forecasting the performance of future observations given an expected theoretical model (see for example many applications in Ref. [1]). In this case, the best fit parameters are known in advance, and coincide with the assumed model. There are however three main problems with the standard FM approach. First, the FM, being given by the second derivative around the best fit point, is insensitive to the features away from the peak and is therefore by construction a good approximation only in its vicinity (the non-Gaussian generalization explored in Refs. [2, 3] improve upon this but remains a local approximation). Secondly, the FM assumes that the best fit is a well-behaved peak, with zero first derivatives and no flat directions. Thirdly, often the derivatives have to be taken numerically by taking small differences, not analytically, and small numerical errors might get amplified and distort the results. Our method, as we will show, solves all three problems. In a sense, our method fills the gap between the Fisher matrix method, which is based on a few points around the peak, and the full MonteCarlo sampling based on hundreds of thousands of points across the parameter space.

The crucial ingredient of our method is that the non-Gaussian fit to the posterior is characterized by a (typically) large number of parameters (we call this a ‘second-parametrization’, to distinguish the posterior fit parameters from...
the theoretical ones) which, however, appear linearly in the fit function. This makes it possible to obtain a simple analytical solution to the fitting problem, without any need of an expensive search through the very high-dimensional space of second-parameters. As we will show, the number of second-parameters might well be of the order of thousands for a typical CMB application, yet without any significant overhead in computational time.

II. A MONTECARLO GAUSSIAN FIT TO THE POSTERIOR

The central idea of our method is to set up an approximation of the posterior obtained through a fit with a limited number of sampling points. In this section the fit will be taken to be Gaussian, while in the next section we generalize to a non-Gaussian function. Notice that we never require either the data or the posterior to be Gaussian.

Let us denote with $L(\theta)$ a posterior function (for simplicity and with a slight abuse of language we sometimes refer to this function as the likelihood) that depends on a vector of theoretical parameters $\theta$ living in an $N$-dimensional space. Let us then generate a number $N_r$ of random $\theta_i$ vectors, and evaluate $L_i \equiv L(\theta_i)$ through a MonteCarlo Markov Chain (MCMC) algorithm. We denote with $\hat{L}$ the peak of the posterior obtained for the best fit $\hat{\theta}$. We assume for now that the peak has been accurately determined, but later on we remove this assumption. We can then find a Gaussian fit to the posterior by minimizing the quantity

$$\chi^2_M = \sum_{i=1}^{N_r} (\log L_i - \log L_M(\theta_i))^2$$

with respect to the symmetric matrix $M_{\alpha\beta}$, where (sum over repeated indexes)

$$L_M(\theta) = \hat{L} \exp \left[ -\frac{1}{2} (\theta - \hat{\theta})_\alpha M_{\alpha\beta} (\theta - \hat{\theta})_\beta \right].$$

We have then

$$\log L_M = \log \hat{L} - \frac{1}{2} (\theta - \hat{\theta})_\alpha M_{\alpha\beta} (\theta - \hat{\theta})_\beta.$$ 

We need then to solve the equation

$$\frac{\partial \chi^2_M}{\partial M_{\mu\nu}} = -2 \sum_{i=1}^{N_r} (\log L_i - \log L_{M,i}) \frac{\partial \log L_{M,i}}{\partial M_{\mu\nu}} = 0,$$

where $L_{M,i} = L_M(\theta_i)$ and where $M_{\alpha\beta}$ are our $N(N+1)/2$ independent second-parameters. We find that $\chi^2_M$ is extremized for

$$0 = \sum_{i=1}^{N_r} (\log L_i - \log L_{M,i})(\theta_i - \hat{\theta})_\mu (\theta_i - \hat{\theta})_\nu,$$

or, equivalently,

$$\sum_{i=1}^{N_r} D_{\mu\nu,i} \log L_{M,i} = \sum_{i=1}^{N_r} D_{\mu\nu,i} \log L_i,$$

where $D_{\mu\nu,i} \equiv (\theta_i - \hat{\theta})_\mu (\theta_i - \hat{\theta})_\nu$. That is

$$M_{\alpha\beta} \sum_{i=1}^{N_r} D_{\alpha\beta,i} D_{\mu\nu,i} = -2 \sum_{i=1}^{N_r} D_{\mu\nu,i} \log \left( \frac{L_i}{\hat{L}} \right).$$

Let us now collect the pairs $\alpha, \beta$ into a single vector of dimension $N(N+1)/2$. E.g., if $\alpha, \beta$ run over $1, 3$, we define $a = \{11, 12, 13, 22, 23, 33\}$. Then we can rewrite $M_{\alpha\beta}$ as $M_a$ (where for the off-diagonal components $M_a = 2M_{\alpha\beta}$) and $D_{\mu\nu}$ as $D_a$. Therefore,

$$M_{\alpha\beta} \sum_{i=1}^{N_r} D_{\alpha\beta,i} D_{\mu\nu,i} = M_a \sum_{i=1}^{N_r} D_{a,i} D_{b,i} \equiv M_a \Delta_{ab}.$$
Then the solution is

$$M_a = 2\Delta a^{-1}\sum_{i=1}^{N_r} D_{b,i} \log \left( \frac{\tilde{l}}{L_i} \right).$$  \hspace{1cm} (9)$$

Notice that we do not need to normalize the likelihood. The number $N_r$ of points must be larger than $N(N + 1)/2$ (otherwise the problem is underdetermined and the matrix $M$ is singular) and one should reach a $N_r$ large enough that the solution $M_a$ converges, i.e., it does no longer significantly change by further increase of $N_r$ (we discuss this point further below). This number of posterior evaluations, $N_r$, should be compared to the number of evaluations of a typical MCMC algorithm. In all the applications below, we find that $N_r$ can be one order of magnitude, or more, smaller than a standard MCMC run, without appreciable loss of precision.

However, the posterior peak $\hat{L}$ and the best fit point $\hat{\theta}$ obtained with a limited number of samplings might not be very accurate. A better estimation can be obtained e.g. through the standard Newton-Raphson method (cf. Appendix A), but here instead we proceed in a much more efficient way, by generalizing our method to include the best fit parameters in our second-parametrization, still assuming that a Gaussian approximation to the posterior is sufficient.

We consider again (2), but now we minimize (1) not only w.r.t. the matrix elements $M_{\alpha \beta}$, but also w.r.t. the components of the vector $\hat{\theta}$. Doing so however mixes the unknowns in a non-linear way and the system cannot be longer solved analytically. We perform therefore a transformation that makes the minimization procedure analytical again. Let us consider the following change of variables: $\hat{\theta} \rightarrow \hat{\theta} + \Delta \theta$, with $\Delta \theta$ being the shift from the best fit vector in our Markov chain, $\hat{\theta}$, to the optimal location of the fitting Gaussian’s peak, $\theta$. They will not coincide in general. We obtain,

$$\chi_M^2 = \sum_{i=1}^{N_r} \left[ 2 \log \left( \frac{L_i}{\tilde{L}} \right) + M_{\alpha \beta} \Delta \theta_\alpha \Delta \theta_\beta - 2 M_{\alpha \beta} \Delta \theta_\alpha (\theta_\alpha - \hat{\theta})_\beta + M_{\alpha \beta} (\theta_\alpha - \hat{\theta})_\alpha (\theta_\beta - \hat{\theta})_\beta \right]^2,$$ \hspace{1cm} (10)

which can be rewritten as follows,

$$\chi_M^2 = \sum_{i=1}^{N_r} \left[ 2 \log \left( \frac{L_i}{\tilde{L}} \right) + \alpha (\theta_\alpha - \hat{\theta})_\alpha + \alpha (\theta_\alpha - \hat{\theta})_\alpha (\theta_\beta - \hat{\theta})_\beta \right]^2,$$ \hspace{1cm} (11)

with

$$\tilde{L} = \bar{L} \exp \left[ -\frac{1}{2} M_{\alpha \beta} \Delta \theta_\alpha \Delta \theta_\beta \right] \quad \text{and} \quad P_{\alpha} = -2 M_{\alpha \beta} \Delta \theta_\alpha.$$ \hspace{1cm} (12)

In practice, we have rewritten (2) just as

$$L_M(\theta) = \tilde{L} \exp \left[ -\frac{1}{2} (C + P_{\alpha} (\theta - \hat{\theta})_\alpha + M_{\alpha \beta} (\theta - \hat{\theta})_\alpha (\theta - \hat{\theta})_\beta) \right],$$ \hspace{1cm} (13)

where $\bar{L}e^{-C/2} = \tilde{L}$. With this simple change of variables we gain a lot, since now we can minimize $\chi_M^2$ w.r.t. $C$ ($\bar{L}$ can be fixed e.g. to $L(\hat{\theta})$, which is known), the elements of the $N$-dimensional vector $P$ and, of course, the elements of the matrix $M$, solving equations that are fully linear in the second-parameters. The $N + 1$ degrees of freedom that were contained in $L$ and $\hat{\theta}$ are now contained in $C$ and $P$. The addition of the independent and linear terms in (2) allows us to correct the position and height of the peak without the need of any iterative routine, just applying the same formalism presented before. Minimizing (11) w.r.t. $C$, $P$, and $M$ we obtain,

$$\sum_{i=1}^{N_r} (C + P_{\alpha} D_{\alpha,i} + M_{\alpha \beta} D_{\alpha \beta,i}) = 2 \sum_{i=1}^{N_r} \log \left( \frac{\tilde{L}}{L_i} \right)$$ \hspace{1cm} (14)

$$\sum_{i=1}^{N_r} (C + P_{\alpha} D_{\alpha,i} + M_{\alpha \beta} D_{\alpha \beta,i}) D_{\mu,i} = 2 \sum_{i=1}^{N_r} \log \left( \frac{\tilde{L}}{L_i} \right) D_{\mu,i}$$ \hspace{1cm} (15)

$$\sum_{i=1}^{N_r} (C + P_{\alpha} D_{\alpha,i} + M_{\alpha \beta} D_{\alpha \beta,i}) D_{\mu \nu,i} = 2 \sum_{i=1}^{N_r} \log \left( \frac{\tilde{L}}{L_i} \right) D_{\mu \nu,i},$$ \hspace{1cm} (16)
where we have used the definitions
\[
D_\alpha = (\theta - \tilde{\theta})_\alpha \\
D_{\alpha\beta} = (\theta - \tilde{\theta})_\alpha(\theta - \tilde{\theta})_\beta.
\] (17) (18)

Then we can write the three equations (14)-(16) as
\[
AM = B,
\] (19)

with
\[
M = \begin{pmatrix} C \\ P_\alpha \\ M_\alpha \end{pmatrix}
\] (20)

\[
A = \sum_{i=1}^{N_r} \begin{pmatrix} 1 & D_{\alpha,i} & D_{\alpha,i} \\ D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} \\ D_{\alpha,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} \end{pmatrix}
\] (21)

\[
B = 2 \sum_{i=1}^{N_r} \log \left( \frac{\bar{L}}{L_i} \right) \begin{pmatrix} 1 \\ D_{\beta,i} \\ D_{\beta,i} \end{pmatrix}
\] (22)

The solution is then
\[
M = A^{-1}B.
\] (23)

One can use (12) and (23) to compute the corrected position of the peak,
\[
\check{\theta}_\alpha = \tilde{\theta}_\alpha - \frac{1}{2}M^{-1}_{\alpha\beta}P_{\beta}.
\] (24)

Even adding \( \check{L} \) and \( \check{\theta} \) among the second-parameters, the fit remains of course Gaussian. In the next section we will extend the method to take into account the possible non-Gaussianity of the posterior, by adding higher-order terms to the second-parametrization.

### III. NON-GAUSSIAN POSTERIOR FIT

The method can be directly generalized to improve upon the quadratic approximation. In fact, the only crucial requirement is that the second-parameterization remains linear in the second-parameters. Clearly, the more second-parameters we introduce, the more accurate the fit becomes, provided there are more sampling points than second-parameters (but of course still less than is needed for the traditional MC sampling, otherwise the advantages of the method vanish).

We could then adopt the following higher-order non-Gaussian expression
\[
L_M = \bar{L} \exp \left[ -\frac{1}{2} (C + P_\alpha D_\alpha + M_{\alpha\beta} D_{\alpha\beta} + S_{\alpha\beta\gamma} D_{\alpha\beta\gamma} + K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta}) \right],
\] (25)

where the first two terms, already introduced in the previous section, help to improve the best fit, while the last two terms, \( S \) (for skewness) and \( K \) (for kurtosis), model possible deviations from Gaussianity. Beside (17)-(18), we also defined
\[
D_{\alpha\beta\gamma} = (\theta - \tilde{\theta})_\alpha(\theta - \tilde{\theta})_\beta(\theta - \tilde{\theta})_\gamma
\] (26)

\[
D_{\alpha\beta\gamma\delta} = (\theta - \tilde{\theta})_\alpha(\theta - \tilde{\theta})_\beta(\theta - \tilde{\theta})_\gamma(\theta - \tilde{\theta})_\delta
\] (27)

In other words, we replaced the quadratic Gaussian exponent with a multivariate polynomial of order four; clearly, this can be extended to arbitrarily higher order, paying the price of increasing complexity. In practice, we find that the third or fourth order expansion is sufficient in all the applications we considered.
The same procedure of minimization of Eq. (1) with respect to $C, P, M, S, K$ gives now the five equations

$$\sum_{i=1}^{N_r} (C + P_a D_{\alpha,i} + M_{\alpha\beta} D_{\alpha\beta,i} + S_{\alpha\beta\gamma} D_{\alpha\beta\gamma,i} + K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta,i}) = 2 \sum_{i=1}^{N_r} \log \left( \frac{L}{L_1} \right)$$

(28)

$$\sum_{i=1}^{N_r} (C + P_a D_{\alpha,i} + M_{\alpha\beta} D_{\alpha\beta,i} + S_{\alpha\beta\gamma} D_{\alpha\beta\gamma,i} + K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta,i})D_{\mu,i} = 2 \sum_{i=1}^{N_r} \log \left( \frac{L}{L_1} \right) D_{\mu,i}$$

(29)

$$\sum_{i=1}^{N_r} (C + P_a D_{\alpha,i} + M_{\alpha\beta} D_{\alpha\beta,i} + S_{\alpha\beta\gamma} D_{\alpha\beta\gamma,i} + K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta,i})D_{\mu,i} = 2 \sum_{i=1}^{N_r} \log \left( \frac{L}{L_1} \right) D_{\mu,i}$$

(30)

$$\sum_{i=1}^{N_r} (C + P_a D_{\alpha,i} + M_{\alpha\beta} D_{\alpha\beta,i} + S_{\alpha\beta\gamma} D_{\alpha\beta\gamma,i} + K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta,i})D_{\mu\nu,i} = 2 \sum_{i=1}^{N_r} \log \left( \frac{L}{L_1} \right) D_{\mu\nu,i}$$

(31)

$$\sum_{i=1}^{N_r} (C + P_a D_{\alpha,i} + M_{\alpha\beta} D_{\alpha\beta,i} + S_{\alpha\beta\gamma} D_{\alpha\beta\gamma,i} + K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta,i})D_{\mu\nu\sigma,i} = 2 \sum_{i=1}^{N_r} \log \left( \frac{L}{L_1} \right) D_{\mu\nu\sigma,i}$$

(32)

Extending the approach of the previous section, we organize now the indexes as $\alpha\beta \rightarrow a = N(\alpha - 1) + \beta$, $\alpha\beta\gamma \rightarrow \bar{a} = N^2(\alpha - 1) + N(\beta - 1) + \gamma$, $\alpha\beta\gamma\delta \rightarrow \bar{a} = N^3(\alpha - 1) + N^2(\beta - 1) + N(\gamma - 1) + \delta$, so we can write the five equations again as

$$\mathbb{A} \mathbb{M} = \mathbb{B}$$

(33)

where

$$\mathbb{M} = \begin{pmatrix} C \\ P_\alpha \\ M_a \\ S_{\bar{a}} \\ K_{\bar{a}} \end{pmatrix}$$

(34)

$$\mathbb{A} = \sum_{i=1}^{N_r} \begin{pmatrix} 1 & D_{\alpha,i} & D_{\alpha,i} & D_{\alpha,i} & D_{\alpha,i} \\ D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} \\ D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} \\ D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} \\ D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} & D_{\alpha,i}D_{\beta,i} \end{pmatrix}$$

(35)

$$\mathbb{B} = 2 \sum_{i=1}^{N_r} \log \left( \frac{L}{L_1} \right) \begin{pmatrix} D_{\beta,i} \\ D_{\beta,i} \\ D_{\beta,i} \\ D_{\beta,i} \end{pmatrix}$$

(36)

(each entry in $\mathbb{M}$ and $\mathbb{B}$ is a vector, each entry in $\mathbb{A}$ is a block matrix). The solution takes then the same form as in the Gaussian case:

$$\mathbb{M} = \mathbb{A}^{-1} \mathbb{B}$$

(37)

The index organization is such that one considers only one permutation of indexes (e.g. only $M_{12}$, and not $M_{21}$) and every entry in $M, S, K$ acquires a factor equal to the number of distinct permutations for that entry’s indexes (e.g. in 112, the permutation of the 1s are not distinct). For instance, a combination like 12 takes a factor of 2! and therefore $2M_{12} \rightarrow M_{a}$; a combination like 123 a factor of 3! = 6 (i.e. $6S_{123} \rightarrow S_{\bar{a}}$); a combination like 1122, a factor of $4!/2!/2! = 6$ (i.e. $6K_{1122} \rightarrow K_{\bar{a}}$). The ordering of the reduced indexes is arbitrary, but clearly once established must be respected in every matrix. There are $(N + k - 1)!/k!/(N - 1)!$ elements, with $k = 1, 2, 3, 4$ for elements of type $a, \bar{a}, \bar{a}, \bar{a}$, respectively.

The inversion of the matrix $A$ could become prohibitive for a large number of first-parameters, although there are nowadays very efficient algorithms to solve linear algebraic equations that avoid direct inversion. For instance, in
FIG. 1. Example of 1D application of the MonteCarlo Posterior Fit. Black solid lines: exact distribution, sum of two Gaussians $\sim 0.5 e^{-0.25x^2} + e^{-1.18(x-2)^2}$; Black dotted lines: histograms built from $N_r$ random points generated in the MonteCarlo, for 6 different values of $N_r$. For the proposal distribution to perform the jumps of the Metropolis-Hastings algorithm [4, 5] we use a Gaussian with standard deviation $\sigma = 0.1$; Orange line: MCFM Gaussian fit (13); Green line: MCFM non-Gaussian fit (25). We have included in both cases the correction of the position of the peak, as described in Sec. II. See also the related comments in the main text of Sec. III.

In Fig. 1 we present a simple artificial 1D application, using an underlying distribution which is highly non-Gaussian. It clearly shows the good ability of the method to reconstruct the posterior even when a small amount of MonteCarlo sampling points is employed in the fit, especially when non-Gaussian corrections are also considered in the analysis (25). For such a small amount of sampling points, our method provides much better results than the standard MonteCarlo. Notice that the convergence is very fast. Already with only $\sim 3\%$ of the total number of points that are needed to get a good estimate of the posterior with the usual MonteCarlo approach we are able to obtain results that basically match with those obtained from the full MonteCarlo sample. In Sections V and VI we tackle more realistic cases.
IV. MARGINALIZATION

Once we have the full solution Eq. (25) we still need to marginalize over the nuisance parameters and over various subsets of parameters in order to produce 1D or 2D confidence regions. This can be obtained by sampling (25) with a standard Metropolis-Hastings algorithm [4, 5], which however now is extremely fast since the posterior (25) is analytical, which is not usually the case for the original distribution. Moreover, notice that, using the notation introduced earlier, Eq. (25) can be rewritten in the more compact form,

$$L_M = \exp \left(-\frac{1}{2} (C + P_a D_a + M_a D_a + S_a D_a + K_a D_a)\right),$$

(38)

which can be evaluated much faster than (25). We denote this sampling step as “marginalization MC” in order to clearly distinguish it from the first MC, which is carried out using the exact likelihood. It is important to keep in mind, though, that in general the fitted distribution $L_M$ will only describe accurately the true underlying distribution $L$ in the regions of parameter space explored in the first MC. Far away from these regions the reconstructed distribution can even diverge and the differences with respect to $L$ can be huge. In fact, there is no guarantee that the exponent of the likelihood is positive definite; in this case, there will always be regions far from the peak in which $L_M$ diverges. Fortunately, this problem can be controlled, minimizing its impact on the marginalization MCMC. One can start by restricting the generation of points in the marginalization MC inside the $N$-dimensional box set by the lowest and largest values of the parameters in each dimension. There can be still regions inside this box with a relatively low density of points in which the reconstructed distribution begins to diverge. We can then evaluate the maximum value of $L_M$ around $\hat{\theta}$, $L_M(\hat{\theta})$, and restrict the marginalization MC to those regions in which\footnote{In the Gaussian case we can easily compute $L(\hat{\theta})$ making use of (12). In the non-Gaussian case there is no analytical expression for it, but we can estimate $L(\hat{\theta})$ by generating a list of random points around $\hat{\theta}$ (say ~$10^4$ points) and then selecting the resulting maximum value. This computation only takes few minutes, so it is completely feasible.} $L_M < L_M(\hat{\theta})$. If we take a point that does not fulfill this condition then we can force the MC to go back to the good region, by selecting randomly one of the $N_r$ sampling points obtained in the first MC. To control the jumping process we can employ a multivariate Gaussian, with the covariance matrix computed directly from the $N_r$ sampling points. It is also useful to shorten the steps by dividing the standard deviations by a certain factor, e.g. 10. In this way we can remain more time inside the region where the fitted distribution is well-behaved and improve the efficiency of the method. We have checked that this approach works very well (cf. Sec. VI). The marginalization MC can be stopped as usual, once the well-known Gelman-Rubin convergence diagnostic [6] is below the desired threshold, typically $\hat{R} - 1 < 10^{-3}$, $10^{-2}$. From the generated MonteCarlo Markov chain we can build then the corresponding histograms and compute the confidence regions.

Other algorithms can be implemented to force the marginalization procedure to perform the additional sampling only within the good, well-sampled region. For instance, the marginalization sampling could be performed along segments connecting nearby points of the first sampling; this and other alternative techniques will be explored in future work.

V. APPLICATION: SUPERNOVAE IA

As a first cosmological application of the MonteCarlo Posterior Fit explained in the preceding sections, we study its performance in the case in which the wCDM parametrization [7] of the dark energy (DE) equation of state (EoS) is fitted to the data of SNe Ia from the Pantheon+MCT compilation [8, 9]. We use the compressed likelihood built from the original distance moduli, which constrains the Hubble rate $H(z)$ at six different redshifts, see Table 6 and also Fig. 3 of [9]. The only two cosmological parameters that enter the fit are the normalized matter density, $\Omega_m$, and the constant DE EoS parameter, $\omega$. We have obtained a MonteCarlo Markov chain containing $N_r^{\text{full}} = 2 \cdot 10^4$ points using the MC sampler \texttt{MontePython}\footnote{http://baudren.github.io/montepython.html} [10], and computing $E(z)$ with the Einstein-Boltzmann system solver \texttt{CLASS}\footnote{http://lesgourg.github.io/class public/class.html} [11]. Using $N_r^{\text{full}}$, the Gelman-Rubin diagnostic [6] for the two parameters reads $\hat{R} - 1 \sim 10^{-3}$, which indicates convergence. Then we have split the full chain in subsamples containing $N_r < N_r^{\text{full}}$ points in order to fit them with both, the Gaussian (13) and the non-Gaussian (25) distributions. As explained earlier, the latter introduces cubic and fourth order corrections to the pure Gaussian fit. Once the second-parameters are computed following the procedure explained in Secs. II and III, we have to carry out the marginalization over $\Omega_m$ and $\omega$ in order to obtain the 1D posteriors. This is analytical in the case of (13) (at least for positive-definite matrices), but for the non-Gaussian distribution we need to carry out a marginalization MC, as described in Sec. IV. Then we can
FIG. 2. In each row of this figure we show the marginalized one-dimensional posterior distributions for the normalized current matter density parameter \( \Omega_m \) (left column) and the dark energy EoS parameter \( w \) (middle column), together with the confidence contours in the \((\Omega_m, w)\)-plane (right column), all obtained from the analysis of the SnIa data from the Pantheon+MCT compilation [8, 9]. We plot: the posterior obtained from the usual MonteCarlo with \( N_{\text{full}} = 2 \cdot 10^4 \) sampling points (solid black lines); the posterior obtained also with the traditional MonteCarlo, but using a number of sampling points \( N_r \leq N_{\text{full}} \), as indicated in each row (dashed black lines); the Gaussian fit (13) to the latter (in orange); and the non-Gaussian fit (25) (in green). See the main text in Sec. V for further details.

Our results are shown in Fig. 2. Some comments are in order. First, one can see therein that the distribution in the \((\Omega_m, w)\)-plane is affected by clear non-Gaussianities, which can be duly quantified using Eq. (B3), giving \( \tau = 1.11 \) (cf. Appendix B for details). Second, the ability of the method to describe the underlying distribution is really good, even when a very small number of points is employed in the fitting analysis needed to extract the second-parameters. For instance, from the first two rows of Fig. 2 it is clear that even employing \( N_r = 350 \) or \( N_r = 1000 \) (corresponding to fractions of \( \sim 2\% \) and \( \sim 5\% \) of the full sample, respectively) we obtain results that basically match with those obtained from \( N_{\text{full}} \) sampling points. The convergence of the method is quite fast. Third, as we have mentioned earlier, in general we can rely on the good description of the underlying distribution only in those regions of parameter space containing sampling points. This is why for the non-Gaussian fit we only show the results in these regions.

Of course, here we have generated \( N_{\text{full}} \) sampling points just for illustrative purposes. In a real situation we want...
FIG. 3. As in Fig. 2, but for the six ΛCDM parameters ($\omega_b, \omega_{cdm}, \ln(10^{10} A_s), 100\theta_s, \tau_{reio}, n_s$). These constraints have been obtained using the Planck 2018 TT,TE,EE+lowE likelihood [12], and carrying out the corresponding marginalizations, see Sec. VI for details. We show: the posterior obtained from the usual MonteCarlo with $N_{full} = 3 \cdot 10^5$ sampling points (solid black lines); the same, but using a number of sampling points $N_r = 1.3 \cdot 10^4$ (dashed black lines, only shown on the 1D plots); the Gaussian fit (13) using the latter (in orange); and the non-Gaussian fit (25) (in green), up to cubic order.

to make use of the MonteCarlo Posterior Fit to save computational time, so it is convenient to define a criterion that allows us to stop the MC sampling once the fitting distribution (13) remains stable under the addition of more sampling points. This will mean that it has already converged to the final result. Many criteria are possible. For instance, one can apply the method repeatedly in parallel to the main MonteCarlo and then compute e.g. the maximum and the 68.3% c.l. intervals of the marginalized 1D distributions for the desired parameters using (13). One can decide to stop the main MonteCarlo once the relative differences between the values obtained for these quantities in two consecutive evaluations is below a certain threshold, say e.g. 5%. This criterion is not very efficient, though, since it requires the marginalization of the fitted distribution. For more practical criteria which do not require any marginalization step cf. the Appendix C and the results of Sec. VI.

The advantages of the MonteCarlo Posterior Fit will become more evident in the next section, where we use CMB data and of course consider a much bigger parameter space. These facts clearly increase the complexity of the problem. The evaluation of the exact SNeIa likelihood is already quite fast, and the absolute gain in computational time due to the use of (13) is not very substantial. This example, though, has served us to nicely illustrate the ability of our fit to capture very precisely the non-Gaussian features of the underlying distribution even with a small sampling, and to
FIG. 4. 1D exact and reconstructed posteriors obtained for the seven parameters $(\omega_b, \omega_{cdm}, \ln(10^{10} A_s), H_0, \tau_{reio}, n_s, \Omega_k)$ of the $\Lambda$CDM model with spatial curvature. $H_0$ is given in km/s/Mpc. In the right plot of the last row, we also present the 2D contours in the $(H_0, \Omega_k)$-plane. These correspond to the constraints obtained using the Planck 2018 TT,TE,EE+lowE likelihood [12] (cf. Fig. 26 therein). We show: the posterior obtained from the usual MonteCarlo with $N_r = 7 \cdot 10^5$ sampling points (solid black lines); the same, but using $N_r = 1.7 \cdot 10^5$ (dashed black lines); the Gaussian fit (13) using the latter (in orange); and the non-Gaussian fit (25) (in green). We include all the 28 parameters in the $C, P, M$ terms, but only the seven cosmological parameters plus 10 nuisance parameters in the $S, K$ terms. See the main text for further details.

show that the convergence is also quite fast.

VI. APPLICATION: CMB

We start applying the MonteCarlo Posterior Fit to the chain obtained for the $\Lambda$CDM and using the Planck 2018 TT,TE,EE+lowE likelihood [12]. In this case we have the 6 usual cosmological parameters of the standard model, i.e. $(\omega_b, \omega_{cdm}, \ln(10^{10} A_s), 1000\theta_s, \tau_{reio}, n_s)$, and also the 21 nuisance parameters that enter Planck’s likelihood. Thus, we deal with a parameter space of $N = 27$ dimensions. This means that the square matrix $A$ (35) has now $31465 \times 31465$ elements. It is difficult (very demanding from the computational point of view) to perform the inversion of this matrix, something that is needed to obtain the second-parameters through (37). In order to reduce the size of $A$ we can opt, as mentioned before, to consider e.g. only the elements of the matrix $K$ associated to the main cosmological parameters, or just stick to the cubic correction of the Gaussian fit. Later on we will analyze another example considering some elements of the $K$ matrix for illustrative purposes, but in the current case we just consider the third order correction, since it already provides excellent results, as we explicitly show in Fig. 3. To obtain such plot we have basically proceeded as in the preceding section. Now we have generated a full chain of $N_{\text{full}} = 3 \cdot 10^5$ sampling points, from which we can draw 1D posteriors and 2D contour plots which are very close to the ones of the
needed a total number of They are fully compatible. To obtain a comparable degree of accuracy with the standard approach we would have done quite efficiently, since one single evaluation of \( D_M \) (C1) and the criterion \( d \) (C2) are below 1 for \( N_{r,2} \gtrsim 12 \cdot 10^4 \), which indicates that for such number of sampling points we can already stop the first MonteCarlo and perform the marginalization of the fitted distribution. We have chosen here \( f = 0.2 \) and \( \tilde{f} = 0.04 \), cf. Appendix C. The values of the criteria at the locations marked by the dots have been computed using the numbers of \( N_{r,2} \) indicated in the x-axis and \( N_{r,1} = N_{r,2} - 2 \cdot 10^4 \).

The results remain completely stable under different combinations.  The overall computational

FIG. 5. Convergence criteria as a function of the number of sampled points. We can see that the Mahalanobis distance \( D_M \) (C1) and the criterion \( d \) (C2) are below 1 for \( N_{r,2} \gtrsim 12 \cdot 10^4 \), which indicates that for such number of sampling points we can already stop the first MonteCarlo and perform the marginalization of the fitted distribution. We have chosen here \( f = 0.2 \) and \( \tilde{f} = 0.04 \), cf. Appendix C. The values of the criteria at the locations marked by the dots have been computed using the numbers of \( N_{r,2} \) indicated in the x-axis and \( N_{r,1} = N_{r,2} - 2 \cdot 10^4 \).

We also apply the method to an even more complex case, with one additional parameter and a higher degree of non-Gaussianity: the ΛCDM model with spatial curvature, again under the Planck 2018 TT,TE,EE+lowE likelihood [12]. The results are shown in Fig. 4. For the non-Gaussian fit we include all the 28 parameters in the \( C, P, M \) terms, but only the seven cosmological parameters plus 10 nuisance parameters in the \( S, K \) terms of Eq. (25). We employ \( N_r = 1.7 \cdot 10^5 \) sampling points in the first MC. In Fig. 5 we show that with this number of sampling points we fulfill the convergence criteria explained in Appendix C, which means that we can already perform a good reconstruction of the underlying distribution with the MC Posterior Fit, see the comments in the caption. Then we compute the second-parameters and subsequently obtain one million points through the marginalization MC. This is done quite efficiently, since one single evaluation of \( L_M \) is \( \sim 40 \) times faster than the evaluation of \( L \). Here we have employed shorter steps in the Metropolis-Hastings algorithm of the marginalization MC, by dividing the standard deviations of all the parameters in the covariance matrix of the proposal multivariate Gaussian by 10. The results are excellent. We have checked that the means and corresponding uncertainties match with those provided by the Planck collaboration ⁵. For instance, for the curvature and Hubble parameters we obtain \( \Omega_k = -0.044^{+0.017}_{-0.011} \) and \( H_0 = (54.6^{+3.3}_{-3.4}) \) km/s/Mpc, respectively, whereas Planck report \( \Omega_k = -0.044^{+0.018}_{-0.015} \) and \( H_0 = (54.4^{+3.3}_{-3.4}) \) km/s/Mpc. They are fully compatible. To obtain a comparable degree of accuracy with the standard approach we would have needed a total number of \( N_r \text{full} \gtrsim 10^6 \) sampling points obtained with CLASS+MontePython. The overall computational

⁴ We have explicitly checked that the choice of the set of 10 nuisance parameters included in the \( S, K \) terms is not important in this case. The results remain completely stable under different combinations.

⁵ See Sec. 15.3 of https://wiki.cosmos.esa.int/planck-legacy-archive/images/4/43/Baseline_params_table_2018_68pc_v2.pdf
FIG. 6. Reconstruction of the 1D posterior of the sum of the neutrino masses obtained from the analysis of the Planck 2018 TT,TE,EE+ lowE likelihood [12], assuming the \( \Lambda \)CDM and considering as in [12] the case of three degenerate neutrinos with equal mass. We have of course marginalized over the 6 ACDM parameters and 21 nuisance parameters of the Planck likelihood. The various curves represent: the posterior obtained from the standard MonteCarlo with \( N_r,1 = 3.6 \cdot 10^5 \) and \( N_r,2 = 2 \cdot 10^4 \) sampling points (solid and dashed black lines, respectively); the Gaussian fit (13) to the \( N_r,2 \) points (in orange); the Fisher matrix approximation (in blue).

time with the MC Posterior Fit is reduced by a factor \( \sim 6 \) w.r.t. the conventional method, and a factor \( \sim 8 \) if we stop the first MC a little bit earlier, when \( N_r \sim 1.2 \cdot 10^5 \) (cf. again Fig. 5).

VII. IMPROVING UPON THE FISHER MATRIX

As mentioned in the Introduction, the formalism above can be used also in another context, namely when we want to forecast the performance of future observations assuming a specific theoretical model (e.g. ACDM). In this case we know from the start the vector of best fit (maximum likelihood) parameters \( \hat{\theta}_\alpha \). Then, given a posterior that depends on \( N \) parameters \( \theta_\alpha \), the usual Fisher matrix is obtained as

\[
F_{\alpha\beta} = -\frac{\partial^2 \log L}{\partial \theta_\alpha \partial \theta_\beta} \bigg|_{\theta = \hat{\theta}}.
\]

The FM is essentially a simple way to approximate a generic likelihood with a Gaussian near its maximum

\[
L_F(\theta) = \hat{L} \exp \left[ -\frac{1}{2}(\theta - \hat{\theta})_\alpha F_{\alpha\beta}(\theta - \hat{\theta})_\beta \right],
\]

where \( \hat{L} = L(\hat{\theta}) \) is the maximum of the likelihood. Deviations from Gaussianity can be modeled by extending to higher order derivatives, as proposed in [2, 3]. The great advantage of the Fisher matrix is that it just requires to evaluate the posterior at a handful of points (of the order of the square of the number of parameters) near the best fit values, in order to evaluate the Hessian \( F_{\alpha\beta} \). However, as already mentioned, in this way the approximation is only good near the maximum (and only if a well-defined local maximum with zero first derivatives exists) and can be quite bad as soon as one moves away from it in parameter space. The full exploration of the posterior through a MonteCarlo Markov Chain, as already mentioned, might however be very demanding. Our method tries to find an optimal balance between these two extremes.

The application to the forecast problem is very much the same as we have already seen. The main difference is that now one needs to generate a mock dataset assuming a fiducial model in order to build the likelihood. Then one generates a number of points in parameter space, either by employing a MCMC algorithm or by any other way of sampling the space (e.g. through a regular or irregular grid if \( N \) is low enough) and evaluates the posterior.
corresponding to those points. Then one adopts either the simplest Gaussian form (2), or the improved Gaussian (13), or finally the non-Gaussian one (25), depending on the degree of accuracy required, and finds the second-parameters using e.g. Eq. (37). Even when using the Gaussian form, one is advised to keep the linear terms in $C$ and $P$ in order to deal with cases in which the posterior does not have a maximum with flat first derivatives (perhaps because the maximum happens to lie on the border of a sharp prior).

In Figure 6, we compare the performance of the standard FM with the MonteCarlo Posterior Gaussian fit in a concrete example, where the advantage is evident, and one could easily think of cases in which the standard FM fails arbitrarily badly, for instance a posterior such that the standard Fisher matrix is singular.

Let us recap the advantages of the MonteCarlo Posterior Fit over the FM: 1) The FM is by definition accurate only near the peak of the posterior; the MC Posterior Fit depends on a larger sampling of the distribution, so it is able to describe much better the underlying distribution far away from the peak, especially in its non-Gaussian implementation; 2) The posterior might even lack a maximum with vanishing first derivatives. In this case the FM will be totally unreliable. The MC Posterior Fit is instead stable (see Fig. 6); 3) If there are strongly degenerate directions, the FM will be almost singular. The MC Posterior Fit does not have this problem.

VIII. CONCLUSIONS

In this paper we presented a novel method, called Montecarlo Posterior Fit, which improves the efficiency of the sampling of likelihoods offered by the usual MC approaches. We use a multivariate non-Gaussian function to fit a much smaller number of sampling points than the one needed to reconstruct the posterior with the usual methods. The second-parameters that characterize the fitting function can be easily computed by solving a simple linear system of equations, and then a marginalization MC is needed to sample the fitted distribution and to subsequently obtain the 1D posteriors and 2D confidence regions for the various parameters of the model under study. The advantage of this method becomes important in those cases in which the evaluation of the fitted distribution is much faster than the original likelihood. This is clearly the case e.g. when the use of Einstein-Boltzmann codes is required to compute the observables that enter the likelihood.

We have discussed some examples of applications based on data on supernovae of Type Ia and CMB, which clearly illustrate the power of the method. In the CMB case, the method is able to reduce the computational time by a factor from six to ten. The MonteCarlo Posterior Fit can be also very useful to boost the efficiency of Bayesian analyses that involve $N$-body simulations. In this case the reduction in computational time can be even more substantial. This deserves a dedicated study, which we leave for a future work.

Another very interesting application of our method is found in the elaboration of forecasts. In order to avoid the lengthy exploration of the whole parameter space one usually makes use of the Fisher matrix method, which approximates the exact likelihood by a multivariate Gaussian and requires only the estimation of its second derivatives at the maximum. This requires only few evaluations of the likelihood around the peak. As we have discussed in this paper, the Fisher matrix has some important drawbacks, though. For instance, it only describes correctly the underlying distribution near the peak, and can fail once we depart from it; or can lead to very bad results in the case in which the exact likelihood has no flat maximum, for instance because truncated by the prior boundaries. The MC Posterior Fit can correct all these deficiencies of the Fisher matrix method, bridging the gap between it and the time-consuming full MonteCarlo approach.

A code to perform the calculations of the MC Posterior Fit method will be publicly released.
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Appendix A: Correcting the peak’s location with Newton-Raphson

It is also possible to apply an iterative routine in order to look for the correction of the position and height of the peak of our fitting distribution. For instance, one based on the Newton-Raphson method (see e.g. [13]). Let us focus at the moment on the pure Gaussian fit, i.e. let us consider

$$L_M(\theta) = L \exp \left[ -\frac{1}{2} (C + (\theta - \bar{\theta}) \alpha M_{\alpha \beta} (\theta - \bar{\theta}) \beta) \right].$$

(A1)
In this case, one can start computing (9) at a given $\tilde{\theta}^{(1)}$ (for instance, using the vector $\theta$ with largest $L$ in the Markov chain) to obtain the initial matrix $M^{(1)}$ (notice that we can take $C(1) = 0$), and then solve iteratively the following system of equations until the cost function (1) is minimized,

$$
\frac{\partial \chi_{M}}{\partial \theta^\alpha} |_{n} + \frac{\partial^2 \chi_{M}}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (\tilde{\theta}_\beta^{(n+1)} - \tilde{\theta}_\beta^{(n)}) + \frac{\partial^2 \chi_{M}}{\partial \theta^\alpha \partial M_{\beta\mu}} |_{n} (M_{\beta\mu}^{(n+1)} - M_{\beta\mu}^{(n)}) + \frac{\partial^2 \chi_{M}}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (M^{(n+1)} - M^{(n)}) + \frac{\partial^2 \chi_{M}}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (M^{(n+1)} - M^{(n)}) + \frac{\partial^2 \chi_{M}}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (C^{(n+1)} - C^{(n)}) = 0 ,
$$

$$
\frac{\partial \chi_{M}^2}{\partial C} |_{n} + \frac{\partial^2 \chi_{M}^2}{\partial C \partial C|_{\mu\nu}} |_{n} (C^{(n+1)} - C^{(n)}) + \frac{\partial^2 \chi_{M}^2}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (M_{\beta\mu}^{(n+1)} - M_{\beta\mu}^{(n)}) + \frac{\partial^2 \chi_{M}^2}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (M^{(n+1)} - M^{(n)}) + \frac{\partial^2 \chi_{M}^2}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (M^{(n+1)} - M^{(n)}) + \frac{\partial^2 \chi_{M}^2}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (C^{(n+1)} - C^{(n)}) = 0 ,
$$

$$
\frac{\partial \chi_{M}^2}{\partial M_{\alpha\beta}} |_{n} + \frac{\partial^2 \chi_{M}^2}{\partial M_{\alpha\beta} \partial M_{\mu\nu}} |_{n} (M_{\mu\nu}^{(n+1)} - M_{\mu\nu}^{(n)}) + \frac{\partial^2 \chi_{M}^2}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (\tilde{\theta}_\mu^{(n+1)} - \tilde{\theta}_\mu^{(n)}) + \frac{\partial^2 \chi_{M}^2}{\partial \theta^\alpha \partial \theta^\beta} |_{n} (C^{(n+1)} - C^{(n)}) = 0 ,
$$

where all the derivatives are evaluated at $(\tilde{\theta}^{(n)}, C^{(n)}, M^{(n)})$. This system can be written in the standard Newton-Raphson form by using again the compact notation $M_{\mu\nu} \rightarrow M_{\alpha}$, as in Secs. II and III, and building a vector of $d = N + 1 + N(N + 1)/2 = 1 + N(N + 3)/2$ dimensions, $\xi = (\tilde{\theta}_a, C, M_a)$. The result reads,

$$
\xi^{(n+1)} = \xi^{(n)} - H^{-1}_\xi \xi^{(n)},
$$

with $\nabla_\xi$ and $H_\xi$ being the gradient and the Hessian matrix associated to $\xi$, respectively. It is important to recall that the original Newton-Raphson method does not always lead to a minimum. It can also lead to a saddle point or even produce divergent results when the Hessian is not positive definite. It is possible to modify slightly this method to solve this issue. We have done so by implementing the so-called Levenberg-Marquardt correction [14, 15], which basically consists on substituting the Hessian by $H + \mu I_d$, with $I_d$ being the identity matrix in $d$ dimensions) and changing properly $\mu$ at each iteration step to ensure the positive definiteness of the resulting matrix.

We can stop the iterative process e.g. when the relative change $|\xi_{i}^{(n+1)}/\xi_{i}^{(n)} - 1|$ is below a desired value, which can be different for every $i$. The lowest is this value, the highest the precision we demand in our calculation.

A straightforward generalization of this method can also be employed for the non-Gaussian fit (25) (cf. Sec. III), considering equation (A3) and working now with the vector $\xi = (\tilde{\theta}_a, C, M_a, S_a, K_a)$ and the corresponding gradient and Hessian. This iterative approach (and more concretely, the calculation of the Hessian matrix) can be, though, quite expensive in terms of computational time, specially if we are working with a high-dimensional parameter space, as in Sec. VI. The procedure we have explained in the main body of the paper corrects the position of the peak in a much more efficient way. We have implemented also the alternative iterative method just to cross-check the results that we have presented in the paper. We have verified that both methods lead to the same results, as expected.

**Appendix B: Assessing the degree of non-Gaussianity**

One can assess whether the non-Gaussian terms are important by evaluating the covariance matrix with and without the non-Gaussian correction, again focusing only on the fourth-order term. We discuss this test briefly here as a base for further study, although we only used it in the SnIa application discussed in Sec. V.

Assuming the deviation from Gaussianity is not excessive and considering in (25) the $S$- and $K$-terms associated to all the parameters, we can build the following approximation

$$
\langle (\theta - \tilde{\theta})_{\mu}(\theta - \tilde{\theta})_{\nu} \rangle = \tilde{L} \int d^N \theta D_{\mu\nu} \exp \left[ \frac{-1}{2} M_{\alpha\beta} D_{\alpha\beta} - \frac{1}{2} S_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta} - \frac{1}{2} K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta} \right]
\approx \tilde{L} \int d^N \theta D_{\mu\nu} \exp \left[ \frac{-1}{2} M_{\alpha\beta} D_{\alpha\beta} \right] \left( 1 - \frac{1}{2} S_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta} - \frac{1}{2} K_{\alpha\beta\gamma\delta} D_{\alpha\beta\gamma\delta} \right)
= M^{-1}_{\mu\nu} - \frac{1}{2} K_{\alpha\beta\gamma\delta} \tilde{L} \int d^N \theta D_{\mu\nu} D_{\alpha\beta\gamma\delta} \exp \left[ -\frac{1}{2} M_{\alpha\beta} D_{\alpha\beta} \right]
= M^{-1}_{\mu\nu} + \kappa_{\mu\nu} ,
$$

(B1)
where
\[ \kappa_{\mu \nu} = -\frac{1}{2} K_{\alpha \beta \gamma \delta} (M_{\mu \nu}^{-1} M_{\alpha \beta}^{-1} M_{\gamma \delta}^{-1} + 14 \text{ distinct permutations}). \] (B2)

Then we can finally compactify the deviation into a single number,
\[ \tau = |\det(M\kappa)|, \] with the matrix inside the determinant taking the following form:
\[ (M\kappa)_{\mu \nu} = -\frac{3}{2} \delta_{\mu \nu} K_{\alpha \beta \gamma \delta} M_{\alpha \beta}^{-1} M_{\gamma \delta}^{-1} - 6 K_{\mu \beta \gamma \delta} M_{\alpha \beta}^{-1} M_{\gamma \delta}^{-1}. \] (B4)

Although clearly a single number cannot fully characterize the degree of multi-dimensional non-Gaussianity, we can expect that \( \tau \geq 1 \) signals a significant non-Gaussianity of the fitted distribution.

Appendix C: Criteria to stop the first MC

We suggest two convergence criteria that can be used to decide whether we have reached enough sampling points \( N_r \). Both make use of the Gaussian fit (13) and measure the stability of the mean and the covariance matrix under the increase of \( N_r \). Imagine we want to compare the situation when we have \( N_{r,1} \) and \( N_{r,2} > N_{r,1} \) sampling points. The fitted Gaussian obtained from these samples will be centered at \( \theta_{s1} \) and \( \theta_{s2} \) and will have associated matrices \( M_{s1} \) and \( M_{s2} \), respectively. In order to evaluate the stability of the mean values, we can compute the so-called Mahalanobis distance \([16]\) between them, \( D_M(\theta_{s1}, \theta_{s2}) \), using \( M_{s2} \) for the metric of the parameter space. It is given by the following simple formula,
\[ D_M(\theta_{s1}, \theta_{s2}) = \sqrt{(\theta_{s1} - \theta_{s2})^T M_{s2} (\theta_{s1} - \theta_{s2})}. \] (C1)

This criterion provides a good measure of the stability of the mean (cf. Sec. VI). The Mahalanobis distance is useful because it automatically normalizes the parameters (\( D_M \) is dimensionless) and also because it incorporates the information of the existing correlations between them. We can decide to stop the first MC once the distance \( D_M \) is lower than some threshold, i.e. once \( D_M \lesssim f \sqrt{N} \), with \( N \) being the number of parameters and \( f \) a number which we can choose to be \( f \sim 0.05 - 0.1 \) for a practical application.

The stability of the covariance matrix can be carried out in a similar way. We can obtain first the eigenvalues of \( M_{s1} \) and \( M_{s2} \). Let us call them \( \lambda_i \) and \( \beta_i \), respectively, for \( i \in [1, N] \). Then we can compute the sum of the absolute values of their relative differences and then demand this quantity to be lower, again, than some threshold,\n\[ d(M_{s1}, M_{s2}) \equiv \sum_{i=1}^{N} \left| \frac{\lambda_i}{\beta_i} - 1 \right| \lesssim \tilde{f} N. \] (C2)

We can take, again, \( \tilde{f} \sim 0.05 - 0.1 \). We have explicitly applied these criteria in one of the analyses of Sec. VI. See therein for details.
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