Modified physics-informed neural network method based on the conservation law constraint and its prediction of optical solitons
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Abstract. Based on conservation laws as one of the important integrable properties of nonlinear physical models, we design a modified physics-informed neural network method based on the conservation law constraint. From a global perspective, this method imposes physical constraints on the solution of nonlinear physical models by introducing the conservation law into the mean square error of the loss function to train the neural network. Using this method, we mainly study the standard nonlinear Schrödinger equation and predict various data-driven optical soliton solutions, including one-soliton, soliton molecules, two-soliton interaction, and rogue wave. In addition, based on various exact solutions, we use the modified physics-informed neural network method based on the conservation law constraint to predict the dispersion and nonlinear coefficients of the standard nonlinear Schrödinger equation. Compared with the traditional physics-informed neural network method, the modified method can significantly improve the calculation accuracy.
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1. Introduction

The artificial neural network was used to solve ordinary differential equations and partial differential equations in the 1990s (Lagaris et al., 1998; Psichogios and Ungar, 1992), but due to the technical development, this research did not attract enough attention. With the explosive growth of data and computing resources, machine learning represented by deep learning has made revolutionary achievements in many fields in recent years, including image recognition (Hafiz et al., 2020), natural language processing (China Bhanja et al., 2019; Pandey et al., 2021), face recognition (Boussaad and Boucetta, 2020), etc. The success of such technology is inseparable from rich training data. Recently, Raissi et al. (2019) promoted this research, extended a set of deep learning methods based on the original one, named it "physics-informed neural network (PINN)", and used it to solve the forward (Raissi et al., 2017a) and inverse problems (Raissi et al., 2017b) of nonlinear physical models (NPMs). They hope to better apply the PINN method to the modeling and calculation in the field of mathematical physics and engineering, which has triggered a lot of follow-up work, making PINN gradually becomes a research hotspot in this field (Raissi et al., 2020; Wang and Yan, 2021). From a mathematical point of view, a neural network can be regarded as a general nonlinear function approximator, the modeling process of a partial differential equation is also to find the solution satisfying the constraints. Therefore, we can integrate physical laws described by the physical model into the loss function of neural network, to obtain the neural network method with physical law constraints.

PINN has explored many traditional NPM tasks. For example, Fang et al. (2021) studied different soliton solutions of higher-order nonlinear Schrödinger equation (NLSE). Chen et al.
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applied the PINN method to study the propagation of solitons in water based on the KdV equation (Li and Chen, 2020), and the propagation of solitons based on the standard NLSE (Pu et al., 2021). Yan et al. solved the forward and inverse problems of NLSE with the PT-symmetric harmonic potential (Zhou and Yan, 2021) and also discussed the data-driven rogue wave solutions of defocusing NLSE (Wang and Yan, 2021). Since the PINN method was first proposed, researchers have made many improvements to this method in recent years. Meng et al. proposed a parallel PINN method (Meng et al., 2020), which decomposed the long-time problem into multiple short-time problems through a parallel network for parallel calculation and solution, thus solving the problem of excessive training data and greatly accelerating the training speed of the PINN method. Jagtap et al. proposed the conservative PINN method PINN, which decomposes the original solution region into multiple sub-regions, and adds the constraint condition of interface flux conservation in adjacent sub-regions in the loss function (Jagtap et al., 2020). Compared with the original PINN method, it can more accurately simulate the situation with poor smoothness. Lin et al. devised a two-stage PINN method which is tailored to the nature of equations by introducing features of physical systems into neural networks. In stage two, they additionally introduce the measurement of conserved quantities into mean squared error loss to train neural networks (Lin and Chen, 2021). In addition, many other improved PINNs have emerged, such as variational PINN (Kharazmi et al., 2021) and fractional PINN (Mehta et al., 2019; Pang et al., 2019) methods. Meanwhile, many researchers have applied PINN to fluid mechanics (Jin et al., 2021), material mechanics (Chen et al., 2020; Niaki et al., 2021), and other fields.

Among the above improved methods for the PINN method, only the expansion and optimization of the method itself were focused on, and yet the advantages brought by the integrability of NPMs to the expansion and optimization of the PINN method are not paid attention. We know that an essential property of the nonlinear integrable physical model is conservation law and corresponding conserved quantity (Chai et al., 2015). The NLSE is the main physical model describing nonlinear optics. It describes an infinite-dimensional integrable Hamiltonian system, the corresponding has an infinite number of conserved quantities (the concept of conserved quantity here is that a physical quantity of the light field does not change with the change of transmission distance), among which the lowest order conserved quantities are power, energy and momentum, they correspond to different conservation laws (Akhmediev, 1998). These conserved quantities play an important role in studying optical transmissions, such as studying the stability of spatial solitons, momentum exchange in soliton collisions and testing the stability of numerical methods (Zhang et al., 2009). Therefore, it is worthwhile to use these conservation laws and other physical properties of NLSE to further improve the neural network method to study the dynamics behavior of soliton propagation in optical fibers.

The PINN method puts the physical model residual and initial-boundary value residual into the loss function as constraints. Finally, the weight parameters of neural network are obtained by the gradient descent method. We hope to introduce more integrable properties related to physical models, such as conservation laws, into neural networks to characterize the physical properties of physical models and constrain the physical models from a global perspective (Liu et al., 2015). The conservation law is one of the most important physical properties of an integrable model. We consider adding conservation law from the perspective of loss function, in theory, which can bring strong binding force for a neural network to solve the physical model. Therefore, a modified PINN method based on the conservation law constraint is proposed in this paper. In other words, the
conservation law of NLSE is added to the loss function to obtain the conservation law residual as the constraint. In this paper, we integrate the conservation of momentum and energy into the design of loss function of neural network, to obtain the neural network with physical property constraints. The trained network can not only better approximate the observed data, but also satisfy the conservation property followed by the NPMs.

The modified PINN method based on the conservation law constraint has the following advantages. (i) Strong restraint. After adding the physical law followed by the equations, the constraint effect on the training results of neural network is better; (ii) wide range of application. It has good effects for different optical solitons; and (iii) the small training error. Compared with the classical PINN method, the calculation accuracy of the improved method is significantly improved.

2. The modified PINN method based on the conservation law constraints

In this paper, the conservation law is used to constrain the training process of neural networks to reconstruct the dynamic characteristics and parameters of NLSE. The general form of NLSE is considered

\[ Q_z + N(\lambda, Q, Q_x, Q_{xx}, \cdots) = 0, \quad z \in (z_1, z_2), \quad t \in (t_1, t_2), \]

where \( N \) is a linear and nonlinear differential operator, \( Q = r + im \). PINN considers establishing a neural network to approximate the function \( Q \), in fact, we need to approximate the real part \( r \) and imaginary part \( m \) of the function, respectively.

\[
\begin{align*}
    f_r &= r + N_r(\lambda, r, r_m, \cdots), \\
    f_m &= m + N_m(\lambda, m, m_m, \cdots).
\end{align*}
\]

Next, we give the loss function of different conservation law constraints

\[
\begin{align*}
    L_1 &= MSE_r + MSE_{ic} + MSE_{en}, \\
    L_2 &= MSE_r + MSE_{en} + MSE_{ic} + MSE_{en}, \\
    L_3 &= MSE_m + MSE_{en} + MSE_{ic} + MSE_{en}, \\
    L_4 &= MSE_m + MSE_{en} + MSE_{ic},
\end{align*}
\]

where \( L_1 \) is the loss function of classical PINN method, \( L_2, L_3 \) and \( L_4 \) are the loss functions of different conservation law combinations. In the following article, we will discuss the advantages of PINN with conservation constraints. \( MSE \) represents various mean square errors

\[
\begin{align*}
    MSE_r &= \frac{1}{N_o} \sum_{i=1}^{N_o} \left[ r(z',t') - \tilde{r}^i \right]^2 + \left[ m(z',t') - \tilde{m}^i \right]^2, \\
    MSE_{ic} &= \frac{1}{N_o} \sum_{i=1}^{N_o} \left[ |r_i(z',t')|^2 - r_{ic}^i \right]^2 + \left[ |m_i(z',t')|^2 - m_{ic}^i \right]^2, \\
    MSE_e &= \frac{1}{N_f} \sum_{j=1}^{N_f} \left[ |f_r(z',t')|^2 - \tilde{f}_r^j \right]^2 + \left[ |f_m(z',t')|^2 - \tilde{f}_m^j \right]^2, \\
    MSE_m &= \frac{1}{N_f} \sum_{j=1}^{N_f} \left[ |f_m(z',t')|^2 - \tilde{f}_m^j \right]^2 + \left[ |f_{en}(z',t')|^2 - \tilde{f}_{en}^j \right]^2, \\
    MSE_m &= \frac{1}{N_f} \sum_{j=1}^{N_f} \left[ |f_{en}(z',t')|^2 + |f_{ic}(z',t')|^2 \right],
\end{align*}
\]

where \( MSE_{ic} \) and \( MSE_m \) represent the training data obtained from the initial state and boundary state, \( MSE_r \) represents the residual obtained by the equation model, \( MSE_m \) is the residual
obtained from momentum conservation, and \(MSE_{en}\) is the residual obtained from energy conservation. The neural network learns the parameters such as weights and biases by minimizing the mean square error of the loss function. In this paper, \(N_0 = 50, N_b = 50, N_f = 10000\). The neural network has 6 layers, with 50 neurons in each layer.
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**Fig. 1.** Schematic diagram of the modified PINN method based on the conservation law constraints for NLSE model. In addition to initial-boundary conditions and partial differential equations, the method adds conservation law conditions. Here IC and BC respectively mean initial and boundary conditions, PED denotes partial differential equation, and CL and \(\hat{Q}\) respectively represent conservation law and prediction results.

3. **Data-driven optical solitons**

In optics, the propagation of nonlinear waves in optical fiber can be described by standard NLSE (Agrawal, 2000)

\[
iQ_t + Q_{zz} + 2|Q|^2 Q = 0,
\]

where \(Q\) is the pulse slowly varying amplitude envelope, \(z,t\) represents the normalized distance and time coordinate of optical solitons propagating along with the fiber in a single-mode fiber. Eq. (1) describes the evolution of nonlinear waves in single-mode fiber, and the nonlinear term is caused by self-phase modulation in the fiber, the combined effect of the nonlinear term and group velocity dispersion produces optical solitons. We also give the conservation laws of momentum and energy for Eq. (1) (Zhang et al., 2009)

Conservation of energy: \(\frac{\partial}{\partial t} \langle |Q|^2 \rangle - i (Q\hat{Q}^* - \hat{Q}Q^*) = 0\),

Conservation of momentum: \(\frac{\partial}{\partial z} \langle |Q|^2 \rangle - i (Q\hat{Q}^* - \hat{Q}Q^*) = 0\)

where \(\hat{Q}\) is the conjugate of the amplitude envelope \(Q\).

Next, we discuss four different solitons in single-mode fiber transmission, including one-soliton, soliton molecules, interaction of two-soliton, and rogue wave by using the modified PINN method based on the conservation law constraints.

3.1. One-soliton

The exact one-soliton solution reads (Pu et al., 2021)

\[
Q = 0.6 \text{sech}(0.6t) e^{0.3iz + i}, \quad t \in [-15, 15], z \in [0, 5].
\]

From the known range of the space-time region, the initial and boundary conditions of the data can be derived, and the data sets can also be obtained by the pseudo-spectral method, data
points are obtained by discrete the exact one-soliton. In this paper, the size of the data set obtained by the numerical method is \([256 \times 201]\).

**Fig. 2.** Prediction results of one-soliton: (a) 3D diagram of one-soliton prediction solution under \(L_3\) condition; (b) Comparison diagram of prediction solution and exact solution at \(z = 2.0\); (c) Comparison diagram of prediction solution and exact solution at \(z = 4.0\); (d) The relative percentages errors of the prediction solution under the condition of \(L_1, L_2, L_3, L_4\).

Fig. 2(a) shows the 3D diagram of the prediction results of the propagation process of one-soliton under the \(L_3\) constraint. Pu et al. used the classical PINN method to solve one-soliton (Pu et al., 2021). Compared with it, our prediction distance is greatly improved. One of the properties of solitons is that they can transmit stably along the current direction and keep the amplitude unchanged. Figs. 2(b)-(c) show the comparison between the predicted value and the exact value at \(z = 2.0\) and \(z = 4.0\). From the comparison results, it can be seen that compared with the classical PINN method \(L_3\), the predicted value of \(L_2, L_3\) are closer to the exact value, and the stable transmission is maintained for a longer distance. Meanwhile, after a long-distance transmission, there has been a large error in the amplitude of \(L_4\), which violates the transmission properties of solitons. Fig. 2 (d) shows the relative errors \(Re(Re = \frac{|\hat{Q} - Q|}{Q} \times 100\%)\) in four cases. It can be seen from the results that the relative errors of \(L_2\) and \(L_3\) are smaller, which shows that the constraint effect of both is better and the error of prediction results is smaller. In summary, from multiple perspectives, in the prediction of one-soliton, \(L_2\) and \(L_3\) (combined constraints of
equation and energy conservation and combined constraints of momentum and energy conservation) have obvious advantages compared with the classical PINN method. In contrast, the single momentum conservation constraint in $L_4$ cannot provide good constraint effect.

3.2. Soliton molecules

The exact soliton molecules solution reads (Wang, B. et al., 2020)

$$Q = \frac{-2i(-0.05i e^{0.7744t-0.8z} - 0.06i e^{0.7744t+0.8z} - 0.05i e^{0.64z+0.8t} - 0.05i e^{0.64z-0.8t} - 1.32e^{0.1344t} - 1.32e^{0.1344z} - 1.41e^{0.08t} - 1.23e^{0.08z} + 0.0004e^{-1.08z} + 0.0037e^{1.46t})}{-1.32e^{0.1344t} - 1.32e^{0.1344z} - 1.41e^{0.08t} - 1.23e^{0.08z} + 0.0004e^{-1.08z} + 0.0037e^{1.46t}},$$

(12)

with the space-time region $t \in [-15,15], z \in [0,3]$.

Fig. 3 (a) shows the propagation process of the predicted soliton molecules, which maintains stable propagation at a certain distance. The two-solitons achieve the velocity resonance to form a bound state and keep an equal distance parallelly transmit without any interaction, and their amplitudes remain unchanged. In Fig. 3 (b), the relative errors between the prediction results and the exact solution under four conditions are given. The results show that compared with the classical PINN method, $L_2$ and $L_3$ have obvious advantages, and the value of relative error is significantly reduced, while $L_4$ method also has no advantages in the prediction of soliton molecules. Fig. 3 (c) provides the convergence curves of the loss function with the number of iterations under four conditions. It can be seen that the final convergence errors of $L_2$ and $L_3$ are smaller than $L_1$, which proves the excellent performance of $L_2$ and $L_3$ again. Fig. 3 (d)-(f) respectively show the density plots of the absolute errors $Er(=\hat{Q} - Q)$ of $L_1, L_2$ and $L_3$. From the error values and chromaticity of the density plots, it can be seen that with the increasing of the prediction distance, the error of the classical PINN method increases faster and the absolute error is larger. From the above analysis, it can be seen that $L_2$ and $L_3$ have more advantages than $L_4$. In other words, the PINN method with the combined constraints of equation and energy conservation and the combined constraints of momentum and energy conservation has more obvious prediction advantages than the traditional PINN method. Similarly to the prediction of one-soliton, the prediction result of soliton molecules is also excellent and achieves the desired effects.
Fig. 3. Prediction results of soliton molecules: (a) 3D diagram of soliton molecules prediction solution under $L_1$ condition; (b) The relative percentages errors of the prediction solution under the condition of $L_1, L_2, L_3, L_4$; (c) Convergence curve of loss function of $L_1, L_2, L_3$ and $L_4$; The absolute error density diagram of the prediction result of (d) $L_1$, (e) $L_2$, (f) $L_3$ and exact solutions.

3.3. Interaction of two-soliton

The exact solution of the two-soliton interaction is as follows (Pu et al., 2021)
\[
Q = \frac{-2i(-0.246e^{0.64iz+1.4t} + 0.462e^{1.96iz-0.8t} - 0.264e^{0.64iz-1.4t} + 0.462e^{1.96iz+0.8t})}{-1.12e^{-1.32z} - 1.12e^{1.32z} + 1.21e^{-0.6t} + 1.21e^{0.6t} + 0.09e^{1.27} + 0.09e^{3.27}},
\]

with the space-time region \( t \in [-6, 6], z \in [-2, 2] \).

Fig. 4. Prediction results of two-soliton interaction: (a) 3D diagram of predicted results of two-soliton interaction under \( L_2 \) condition; (b) The relative percentages errors of the prediction solution under the condition of \( L_1, L_2, L_3, L_4 \); (c) Comparison of exact solutions and predicted results at different propagation distances; (d) Convergence curve of loss function of \( L_1, L_2, L_3 \) and \( L_4 \).

In Fig. 4(a), the dynamic characteristic diagram of the predicted two-soliton interaction under the condition of \( L_2 \) is shown, the predicted results conform to the properties of solitons. Elastic scattering occurs when the two solitons interact with each other. That is, the original direction and amplitude are still maintained after the interaction, the waveform and wave velocity can return to the original state, and there is no energy transfer between them. Meanwhile, the study of using classical PINN to predict the interaction between solitons can be obtained in (Pu et al., 2021). The relative errors in four different cases are given in Fig. 4(b). It can be seen that the relative error of the prediction result under \( L_2 \) condition has reached an ideal result. In contrast, \( L_3 \), which has great advantages in both one-soliton and soliton molecules, has a great error. The results show that
neither $L_3$ nor $L_4$ has an advantage in the prediction of soliton interaction. In Fig. 4 (c), we compare the exact solution and predicted solution of two-soliton interaction at $z = -0.2$ and $z = 1.2$, the black solid line is the exact solution, and the red and green dotted lines are the predicted results under $L_1$ and $L_4$ conditions, respectively. It can be seen that the coincidence degree of the green dotted line and the exact solution is higher and the error is smaller, which is consistent with the results in Fig. 4 (b). Fig. 4 (d) provides the convergence curves of the loss function with the number of iterations under four conditions. It can be seen that under the same number of iterations, the loss function of $L_2$ is the smallest and converges to $7.347 \times 10^{-3}$ after 10000 iterations. From the comparison of several aspects in Fig. 4, it can be concluded that the prediction result under the condition of $L_2$ is the best, that is, the PINN method combined with equation and energy conservation constraints has more obvious prediction advantages than the traditional PINN method.

3.4. Rogue wave

The exact solution of the rogue wave is as follows (Pu et al., 2021)

$$Q = 0.6e^{0.72iz}(1 - \frac{4 + 5.76iz}{1 + 1.44t^2 + 2.0736z^2}), \quad t \in [-3, 3], z \in [-1.5, 1.5].$$  \hfill (14)

In Fig. 5(a), the predicted rogue wave exhibits high amplitude in the optical fiber. Due to the modulation instability in the optical fiber, the weak modulation on the plane wave can produce
exponential growth along the transmission distance, and result in rogue waves. In Fig. 5(b), the relative errors under the four conditions are given, which are similar to the results of the interaction of two-soliton, and only \( L_2 \) has an advantage over the classical PINN method. In Fig. 5 (c), we compare the exact solution of the strange wave at \( z = 0.0 \) with the prediction results of \( L_1 \) and \( L_2 \), and it can be seen from the figure that the coincidence effect of \( L_2 \) is better. Fig. 5 (c) shows the absolute error 3D diagram of the exact solution and the predicted solution, in which the left is the error diagram of \( L_1 \) and the right is the error diagram of \( L_2 \). From the error scale value, it can be concluded that the error of \( L_2 \) is smaller. In conclusion, the prediction effect of rogue wave and two-soliton interaction is similar, and the prediction result of \( L_2 \) is the best. That is, the PINN method combined with equation and energy conservation constraints has more obvious prediction advantages than the traditional PINN method.

4. Parameter prediction of physical model

In this section, we will consider the parameter discovery problem of a data-driven NLSE model. The equation is as follows

\[
iQ_z + \lambda_1 Q_x + \lambda_2 \left| Q \right|^2 Q = 0, \tag{15}\]

where slowly varying envelope \( Q \) contains real part \( r \) and imaginary part \( m \), and variables \( \lambda_1, \lambda_2 \) are the unknown dispersion and nonlinear coefficient to be trained.

The physical model is transformed into

\[
f_r := r + \lambda_1 m + \lambda_2 (r^2 + m^2)m, \]
\[
f_m := m - \lambda_1 r - \lambda_2 (r^2 + m^2)r. \tag{16}\]

In the inverse problem, we obtain the approximate value of these unknown coefficients by minimizing the loss functions \( L_1 \) and \( L_2 \). Meanwhile, the rogue wave solution is taken as the data set, and the size of the data set and the structure of the neural network have been given above.

| Item NLSE | Category of data sets | Loss | Equation | Relative error | \( \lambda_1 \) | \( \lambda_2 \) |
|-----------|-----------------------|------|----------|----------------|----------------|----------------|
| Correct equations | | | \( iQ_z + Q_x + 2|Q|^2 Q = 0 \) | | | |
| Identified equations | one soliton | \( L_1 \) | \( iQ_z + 0.997709Q_x + 1.994775|Q|^2 Q = 0 \) | 0.17901% | 0.22398% |
| | \( L_2 \) | \( iQ_z + 0.997771Q_x + 1.994963|Q|^2 Q = 0 \) | 0.17465% | 0.21675% |
| | two soliton molecule | \( L_1 \) | \( iQ_z + 0.997914Q_x + 1.995404|Q|^2 Q = 0 \) | 0.23837% | 0.24446% |
| | \( L_2 \) | \( iQ_z + 0.997964Q_x + 1.995671|Q|^2 Q = 0 \) | 0.19672% | 0.21740% |
| | two soliton interaction | \( L_1 \) | \( iQ_z + 1.001130Q_x + 2.001166|Q|^2 Q = 0 \) | 0.09093% | 0.07092% |
In Table. 1, we take four different types of solitons as data sets to observe the training results and corresponding errors of unknown coefficients in $L_1$ and $L_2$ cases. It can be seen from the value of relative error that $L_2$ has obvious advantages over $L_1$ in the four data sets, that is, the PINN method combined with equation and energy conservation constraints has more obvious prediction advantages than the traditional PINN method. In addition, it can be concluded through comparison that the prediction accuracy of $L_2$ is improved most obviously when the rogue wave solution is used as the data set. The results show that the conservation law constraint is still effective in the inverse problem.

5. Conclusion

In this paper, we introduce the modified PINN method based on the conservation law constraint. We hope to introduce the conservation laws into the neural network and design a more targeted PINN method, which requires mining the underlying information of the given equation to improve accuracy and reliability. Therefore, we propose to add conservation law constraints to the loss function, and apply the modified PINN method to the NLSE to verify the feasibility.

Modifying the classical PINN method, we propose three forms of loss function with conservation law constraint, and discuss the advantages and disadvantages of solving different soliton solutions. Compared with the classical PINN method, the results of one-soliton and soliton molecules are similar, $L_1$ and $L_3$ can obviously improve the prediction accuracy, while the constraint effect of $L_4$ is not ideal. In other words, the PINN method with the combined constraints of equation and energy conservation and the combined constraints of momentum and energy conservation has more obvious prediction advantages than the traditional PINN method. For two-soliton interaction and rogue wave, adding equation and energy conservation constraint have obvious advantages. In the parameter prediction of the physical model, $L_2$ still has an obvious advantage through the comparison of relative errors. Meanwhile, it can maintain the advantage for different solitons as data sets, the PINN method combined with equation and energy conservation constraints has more obvious prediction advantages than the traditional PINN method. In addition, by analyzing the results of four data sets, it can be concluded that the prediction accuracy of $L_2$ is improved most obviously when the rogue wave solution is used as the data set. By verifying the forward and inverse problems of the physical model, the results show that our improvement is of great significance for predicting NPMs.

Our research can be more targeted to solve NPMs and promote the development of this field. However, our neural network method increases learning costs and training time. Next, we will continue to improve the method and improve the accuracy without reducing the learning efficiency. Meanwhile, we will try to extend this method to other models to improve the adaptability and generalization ability.
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