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Abstract
We deal with the Neumann boundary value problem
\[ \begin{cases}
    u'' + (\lambda a^+(t) - \mu a^-(t))g(u) = 0, \\
    0 < u(t) < 1, \quad \forall t \in [0,T], \\
    u'(0) = u'(T) = 0,
\end{cases} \]
where the weight term has two positive humps separated by a negative one and \( g: [0,1] \to \mathbb{R} \) is a continuous function such that \( g(0) = g(1) = 0, \ g(s) > 0 \) for \( 0 < s < 1 \) and \( \lim_{s \to 0^+} g(s)/s = 0. \) We prove the existence of three solutions when \( \lambda \) and \( \mu \) are positive and sufficiently large.

1 Introduction

In this paper, we are interested in the multiplicity of positive solutions for an indefinite Neumann boundary value problem of the form
\[ \begin{cases}
    u'' + a(t)g(u) = 0, \\
    u'(0) = u'(T) = 0,
\end{cases} \tag{1.1} \]
where the weight term \( a \in L^1(0, T) \) is sign-changing and the nonlinearity \( g: [0, 1] \to \mathbb{R}^+ := [0, +\infty] \) is a continuous function such that

\[
g(0) = g(1) = 0, \quad g(s) > 0 \quad \text{for} \quad 0 < s < 1,
\]
and

\[
\lim_{s \to 0^+} \frac{g(s)}{s} = 0.
\]

In our context, a solution \( u(t) \) of problem \( \text{(1.1)} \) is meant in the Carathéodory's sense and is such that \( 0 \leq u(t) \leq 1 \) for all \( t \in [0, T] \). Moreover, we say that a solution is positive if \( u(t) > 0 \) for all \( t \in [0, T] \).

Our study is motivated by the results achieved in \([1, 2, 3, 6, 7, 8, 10, 11, 14]\) in which, dealing with different boundary value problems compared to the one treated here, the authors established multiplicity results of positive solutions in relation to the features of the graph of the weight \( a(t) \). This way, we would like to pursue further the investigation of the dynamical effects produced by the weight term associated with nonlinearities satisfying conditions \((g_*)\) and \((g_0)\). With this purpose, first of all we notice that the search of positive solutions under these assumptions leads to some well known facts. Indeed, it is straightforward to verify that problem \( \text{(1.1)} \) has two trivial solutions: \( u \equiv 0 \) and \( u \equiv 1 \). Furthermore, by an integration of the differential equation in \( \text{(1.1)} \) and by taking into account the Neumann boundary conditions, we obtain a necessary condition for the existence of nontrivial positive solutions to problem \( \text{(1.1)} \): the weight \( a(t) \) has to be sign-changing in the interval \([0, T]\). This is the peculiar characteristic which leads to call indefinite the problem we are studying.

Indefinite Neumann problems with a nonlinearity \( g(s) \) satisfying \((g_*)\) are a very important issue in the field of population genetics, starting from the pioneering works \([4, 9, 12, 19]\). However, as far as we know, in order to achieve both results of uniqueness and multiplicity, lot of attention has been given to the proprieties of the nonlinearity \( g(s) \) instead of the shape of the graph of the weight \( a(t) \). Contributions in this direction are achieved in \([15, 16, 17, 20]\). In particular, dealing with a nonlinearity \( g(s) \) similar to the one taken into account in the present paper, in \([17]\) the authors stated the following multiplicity result: if \( \int_0^T a(t) \, dt > 0 \) and \( g(s) \) satisfies \((g_*)\) and \((g_0)\) along with \( \lim_{s \to 0^+} g(s)/s^k > 0 \) for some \( k > 0 \), then the Neumann problem associated with \( du'' + a(t)g(u) = 0 \) has at least two positive solutions for \( d > 0 \) sufficiently small. Instead, in the present work, we consider a different dispersal parameter \( d \) and we study the effects that an indefinite weight has on the dynamics of problem \( \text{(1.1)} \). For this reason, we suppose that the function \( a(t) \) is characterized by a finite sequence of positive and negative humps. This way, our first goal is to show how the dynamics could be more rich than the ones in \([17]\) (cf. Example at p. 3).

Accordingly, throughout this paper, we will assume that

\[
\exists \sigma, \tau \text{ with } 0 < \sigma < \tau < T \text{ such that}
\]

\[
(a_*) \quad a^+(t) > 0, \quad a^-(t) \equiv 0, \quad \text{on } [0, \sigma],
\]

\[
a^+(t) \equiv 0, \quad a^-(t) > 0, \quad \text{on } [\sigma, \tau],
\]

\[
a^+(t) > 0, \quad a^-(t) \equiv 0, \quad \text{on } [\tau, T],
\]

where, following a standard notation, \( a(t) > 0 \) means that \( a(t) \geq 0 \) almost everywhere on a given interval with \( a \neq 0 \) on that interval. Moreover, given two
real positive parameters $\lambda$ and $\mu$, we will consider the function

$$a(t) = a_{\lambda,\mu}(t) := \lambda a^+(t) - \mu a^-(t),$$

(1.2)

with $a^+(t)$ and $a^-(t)$ denoting the positive and the negative part of the function $a(t)$, respectively. In our framework, the dispersal parameter is thus modulated by the coefficients $\lambda$ and $\mu$. A weight term defined as in (1.2) is already addressed in different contexts (cf. [3, 21]) and the starting interest can be traced back to the works [13, 14].

With the above notation, problem (1.1) reads as follows

$$\begin{align*}
(N_{\lambda,\mu})
\left\{
\begin{array}{l}
u'' + (\lambda a^+(t) - \mu a^-(t))g(u) = 0, \\
u'(0) = u'(T) = 0.
\end{array}
\right.
\end{align*}$$

We are now ready to state our main result which addresses multiplicity of positive solutions to problem $(N_{\lambda,\mu})$.

**Theorem 1.1.** Let $g: [0,1] \to \mathbb{R}^+$ be a locally Lipschitz continuous function satisfying $(g_\ast)$ and $(g_0)$. Let $a: [0,T] \to \mathbb{R}$ be an $L^1$-function satisfying $(a_\ast)$. Then, there exists $\lambda^* > 0$ such that for each $\lambda > \lambda^*$ there exists $\mu^*(\lambda) > 0$ such that for every $\mu > \mu^*(\lambda)$ problem $(N_{\lambda,\mu})$ has at least three positive solutions.

To illustrate the dynamics of the parameter-dependent problem $(N_{\lambda,\mu})$, we will look at the following example.

**Prototypical Example.** Consider the nonlinearity defined as

$$g(s) := s^2(1 - s), \quad s \in [0,1],$$

(1.3)

coupled with a weight term of the form

$$a(t) := a_1 \mathbb{1}_{[0,\sigma]}(t) - a_2 \mathbb{1}_{[\sigma,\tau]}(t) + a_3 \mathbb{1}_{[\tau,T]}(t), \quad t \in [0,T],$$

(1.4)

where $a_1, a_2, a_3 \in [0, +\infty]$ are some fixed values and $\mathbb{1}_A$ denotes the indicator function of set $A$ (see Figure 1(a)–(b) for a graphical representation of these functions). The resulting problem $(N_{\lambda,\mu})$ is in the setting of Theorem 1.1 (see Figure 1(c) for the numerical evidence of the existence of three positive solutions to problem $(N_{\lambda,\mu})$ for $\lambda$ and $\mu$ sufficiently large).

As a strategy to prove Theorem 1.1, we exploit the shooting method. With this respect, it is natural to study problem $(N_{\lambda,\mu})$ in the phase-plane $(x,y) = (u,u')$. Accordingly, the differential equation in $(N_{\lambda,\mu})$ can be equivalently written as a planar system in the following form

$$\begin{align*}
(S_{\lambda,\mu})
\left\{
\begin{array}{l}x' = y, \\
y' = -(\lambda a^+(t) - \mu a^-(t))g(x).
\end{array}
\right.
\end{align*}$$

Thus, we consider the vector field associated with $(S_{\lambda,\mu})$ in order to look at the corresponding deformation of the interval $[0,1]$ contained in the positive $x$-axis. As an intuitive explanation of our approach, we state that we look for intersection points between two planar continua: the one obtained from shooting the set $X_{[0,1]} := [0,1] \times \{0\}$ forward in time over $[0,\tau]$ with the other one obtained from shooting again the same set $X_{[0,1]}$ backward in time over

\[3\]
The present paper is organized as follows. In Section 2 we carry out the proof of Theorem 1.1. In Section 3 we end with applications, focusing on the periodic problem and on radially symmetric solutions of elliptic PDEs in annular domains.

2 Proof of Theorem 1.1

In this section we will find three positive solutions for problem \((N_{\lambda,\mu})\), demonstrating our multiplicity result. Accordingly, the proof of Theorem 1.1 will be divided into four steps. First of all, we will study system \((S_{\lambda,\mu})\) separately in the three intervals: \([0, \sigma]\), \([\sigma, \tau]\) and \([\tau, T]\). Then, we will achieve the thesis combining the dynamics of system \((S_{\lambda,\mu})\) previously performed.

Throughout this section, we assume the following hypotheses on problem \((N_{\lambda,\mu})\): the weight \(a \in L^1(0, T)\) satisfies \((a_+)\) and the function \(g\) \([0, 1] \rightarrow \mathbb{R}^+\) is locally Lipschitz continuous satisfying \((g_+)\) and \((g_0)\).

As a first step, we extend the function \(g(s)\) continuously to the whole real line, by setting

\[ g(s) = 0, \quad \text{for} \quad s \in ]-\infty, 0[ \cup ]1, +\infty[, \]

for

\[ g(s) = g(s), \quad \text{for} \quad s \in [0, 1], \]

\[ g(s) = g(s), \quad \text{for} \quad s \in ]1, +\infty[. \]
The extension is still denoted by \( g(s) \). In this manner, any solution of a Cauchy problem associated with \((S_{\lambda, \mu})\) is globally defined on \([0, T]\).

Secondly, we introduce the following notation:

\[
A^\pm(t', t'') := \int_{t'}^{t''} a^\pm(\xi) \, d\xi, \quad t', t'' \in [0, T] \text{ with } t' \leq t''.
\]

Moreover, we set

\[
g_*(\kappa', \kappa'') := \min_{s \in [\kappa', \kappa'']} g(s), \quad \kappa', \kappa'' \in [0, 1] \text{ with } \kappa' < \kappa''.
\]

### 2.1 Study of system \((S_{\lambda, \mu})\) in \([0, \sigma]\)

In the interval \([0, \sigma]\) system \((S_{\lambda, \mu})\) reduces to

\[
\begin{cases}
x' = y, \\
y' = -\lambda x^+ g(x).
\end{cases}
\] (2.1)

Since \(A^+(0, 0) = 0\), \(A^+(0, \sigma) > 0\) and \(t \mapsto A^+(0, t)\) is a continuous non-decreasing map on \([0, \sigma]\), without loss of generality, we can suppose that

\[A^+(0, t) > 0, \quad \forall \ t \in [0, \sigma].\]

Otherwise, there exists a maximal interval \([0, t_0]\) where \(A(0, t) = 0\) for all \(t \in [0, t_0]\) and the study of system (2.1) can be performed in the interval \([t_0, \sigma]\).

We are going to prove that, for every initial condition \((x_0, 0)\) with \(x_0 \in [0, 1]\), the solution \((x(t), y(t))\) of the Cauchy problem associated with (2.1) at time \(t = \sigma\) belongs to \([-\infty, 0] \times [-\infty, 0]\) for \(\lambda\) sufficiently large.

**Lemma 2.1.** Let \(\lambda > 0\), \(\kappa_1 \in [0, 1]\) and \(t_1 \in [0, \sigma]\). For every \(\gamma_1 \geq \kappa_1/(\sigma - t_1)\), any solution \((x(t), y(t))\) of (2.1) with \(x(t_1) \leq \kappa_1\) and \(y(t_1) \leq -\gamma_1\) satisfies \(x(\sigma) \leq 0\) and \(y(\sigma) \leq -\gamma_1\).

**Proof.** Let \(\lambda, \kappa_1, t_1\) and \(\gamma_1\) be fixed as in the statement. Let \((x(t), y(t))\) be a solution of (2.1) with \(x(t_1) \leq \kappa_1\) and \(y(t_1) \leq -\gamma_1\). Since \(y'(t) \leq 0\) on \([0, \sigma]\), we immediately obtain that

\[
y(t) \leq y(t_1) \leq -\gamma_1, \quad \text{for all } t \in [t_1, \sigma],
\]

and, consequently, we have

\[
x(\sigma) = x(t_1) + \int_{t_1}^{\sigma} y(\xi) \, d\xi \leq \kappa_1 - \gamma_1(\sigma - t_1) \leq 0.
\]

The thesis follows. \(\square\)

**Lemma 2.2.** Let \(\kappa_0, \kappa_1\) be such that \(0 < \kappa_1 < \kappa_0 < 1\) and \(t_1 \in [0, \sigma]\). Given

\[
\lambda^*(\kappa_0, \kappa_1, t_1) := \frac{\kappa_0 - \kappa_1}{g_*(\kappa_1, \kappa_0) \int_{0}^{\sigma} A^+(0, \xi) \, d\xi} \quad (2.2)
\]

and \(0 < \gamma_1 \leq (\kappa_0 - \kappa_1)/t_1\), then, for every \(\lambda > \lambda^*(\kappa_0, \kappa_1, t_1)\), the solution \((x(t), y(t))\) of (2.1) with initial conditions \(x(0) = \kappa_0\) and \(y(0) = 0\) satisfies \(x(t_1) < \kappa_1\) and \(y(t_1) < -\gamma_1\).
Lemma 2.3. Let $\kappa_0, \kappa_1, t_1, \gamma_1$ and $\lambda^*(\kappa_0, \kappa_1, t_1)$ be fixed as in the statement. For $\lambda > \lambda^*(\kappa_0, \kappa_1, t_1)$ consider the solution $(x(t), y(t))$ of (2.1) with $x(0) = \kappa_0$ and $y(0) = 0$.

First, we suppose by contradiction that $x(t_1) \geq \kappa_1$. Consequently, by the monotonicity of $x(t)$, we have

$$0 < \kappa_1 \leq x(t) \leq \kappa_0 < 1, \text{ for all } t \in [0, t_1].$$

Since $y'(t) \leq -\lambda a^+(t) g_*(\kappa_1, \kappa_0)$ on $[0, t_1]$, we obtain

$$y(t) \leq -\lambda g_*(\kappa_1, \kappa_0) A^+(0, t), \text{ for all } t \in [0, t_1].$$

Then

$$x(t) \leq x(0) - \lambda g_*(\kappa_1, \kappa_0) \int_0^t A^+(0, \xi) d\xi, \text{ for all } t \in [0, t_1],$$

and, since $\lambda > \lambda^*(\kappa_0, \kappa_1, t_1)$, in particular we have

$$x(t_1) \leq \kappa_0 - \lambda g_*(\kappa_1, \kappa_0) \int_0^{t_1} A^+(0, \xi) d\xi < \kappa_1,$$

a contradiction.

Secondly, we suppose by contradiction that

$$y(t) \geq -\gamma_1, \text{ for all } t \in [0, t_1].$$

By integrating, we have

$$x(t_1) = \kappa_0 + \int_0^{t_1} y(\xi) d\xi \geq \kappa_0 - \gamma_1 t_1 \geq \kappa_1.$$

A contradiction is achieved as above and the lemma is proved. \hfill \Box

Notice that in the previous lemmas condition $(g_0)$ is not required to obtain the conclusions. On the contrary, in the next lemma this condition will be crucial (cf. Remark 2.1). In more detail, for any fixed $\lambda > 0$, taking initial conditions $(x(0), y(0)) \in [0, \delta] \times \{0\}$ with $\delta > 0$ small, then the solution $(x(t), y(t))$ of the Cauchy problem associated with system (2.1) at time $t = \sigma$ belongs to $[0, 1[ \times \]−\infty, 0[.$

Lemma 2.3. Let $\lambda > 0$, $\nu \in [0, \pi/2]$ and $\kappa_1 \in [0, 1]$. Then, there exists $\dot{\epsilon} = \dot{\epsilon}(\lambda, \nu) > 0$ such that for any $\epsilon \in [0, \dot{\epsilon}[\text{ there exists } \delta_{\epsilon} \in [0, \kappa_1[\text{ such that the following holds: for any fixed } \kappa \in [0, \delta_{\epsilon}], \text{ the solution } (x(t), y(t)) \text{ of (2.1) with initial conditions } x(0) = \kappa \text{ and } y(0) = 0 \text{ satisfies}

$$-\nu \leq \arctan\left(\frac{y(t)}{x(t)}\right) \leq 0, \text{ for all } t \in [0, \sigma]. \tag{2.3}$$

Proof. Let $\lambda, \nu$ and $\kappa_1$ be fixed as in the statement. Let $\dot{\epsilon} = \dot{\epsilon}(\lambda, \nu) > 0$ be such that

$$\arctan\left(\sqrt{\lambda\|a^+\|_\infty} \tan(\sigma \sqrt{\lambda\|a^+\|_\infty \dot{\epsilon}})\right) < \nu, \text{ for all } \epsilon \in [0, \dot{\epsilon}[. \tag{2.4}$$
where, as usual, we denote by $\| \cdot \|_\infty$ the supremum norm. From hypothesis (g), for all $\varepsilon > 0$ there exists $\delta_\varepsilon \in [0, \kappa_1]$ such that

$$g(s) \leq \varepsilon s, \quad \text{for all } s \in [0, \delta_\varepsilon].$$

For $\kappa \in [0, \delta_\varepsilon]$, we consider the solution $(x(t), y(t))$ of (2.1) with $x(0) = \kappa$ and $y(0) = 0$.

First of all, we write the solution in polar coordinates

$$x(t) = \rho(t) \cos(\vartheta(t)), \quad y(t) = \rho(t) \sin(\vartheta(t)).$$

For $t \in [0, \sigma]$ we have

$$\vartheta(t) = \arctan \left( \frac{y(t)}{x(t)} \right)$$

and

$$\vartheta'(t) = \frac{y'(t)x(t) - x'(t)y(t)}{\rho^2(t)} = -\lambda a^+(t)g(x(t))x(t) - y^2(t) \leq 0.$$

Then, since $\vartheta(0) = 0$,

$$\vartheta(t) = \arctan \left( \frac{y(t)}{x(t)} \right) \leq 0, \quad \text{for all } t \in [0, \sigma].$$

Therefore, in order to conclude the proof, we have to prove the first inequality in (2.3). Let $\varepsilon \in ]0, \hat{\varepsilon}[$, then

$$-\vartheta'(t) = \frac{\lambda a^+(t)g(x(t))x(t) + y^2(t)}{\rho^2(t)} \leq \frac{\lambda a^+ \| a^+ \|_{\infty \varepsilon} \cos^2(\vartheta(t)) + \sin^2(\vartheta(t))}{\rho^2(t)}, \quad \text{for all } t \in [0, \sigma].$$

By integrating on $[0, t]$, we obtain

$$\int_{\vartheta(0)}^{\vartheta(t)} \frac{d\zeta}{\lambda \| a^+ \|_{\infty \varepsilon} \cos^2(\zeta) + \sin^2(\zeta)} \leq \int_0^t d\xi = t \leq \sigma, \quad \text{for all } t \in [0, \sigma].$$

The first term can be equivalently written as

$$-\int_{\vartheta(0)}^{\vartheta(t)} \frac{d\zeta}{\lambda \| a^+ \|_{\infty \varepsilon} \cos^2(\zeta) + \sin^2(\zeta)} = \int_0^{\vartheta(t)} \frac{d\zeta}{\cos^2(\zeta)(\lambda \| a^+ \|_{\infty \varepsilon} + \tan^2(\zeta))}$$

$$= -\int_{\tan(\vartheta(t))}^{\sqrt{\lambda \| a^+ \|_{\infty \varepsilon}}} \frac{dz}{\lambda \| a^+ \|_{\infty \varepsilon} + z^2} = \frac{1}{\sqrt{\lambda \| a^+ \|_{\infty \varepsilon}}} \arctan \left( \frac{\tan |\vartheta(t)|}{\sqrt{\lambda \| a^+ \|_{\infty \varepsilon}}} \right), \quad \text{for all } t \in [0, \sigma].$$

Consequently

$$|\vartheta(t)| \leq \arctan \left( \sqrt{\lambda \| a^+ \|_{\infty \varepsilon}} \tan(\sigma \sqrt{\lambda \| a^+ \|_{\infty \varepsilon}}) \right), \quad \text{for all } t \in [0, \sigma].$$

At last, by the choice of $\varepsilon \in ]0, \hat{\varepsilon}[$ and condition (2.4), formula (2.3) is proved. \hfill \square
2.2 Study of system \((S_{\lambda,\mu})\) in \([\tau, T]\)

System \((S_{\lambda,\mu})\) in the interval \([\tau, T]\) can be equivalently written as \((2.1)\). Since \(A^+(T, T) = 0\), \(A^+(\tau, T) > 0\) and \(t \mapsto A^+(t, T)\) is a continuous non-increasing map on \([\tau, T]\), without loss of generality, we can suppose that

\[
A^+(t, T) > 0, \quad \forall t \in [\tau, T].
\]

Otherwise, there exists a maximal interval \([t_T, T]\) where \(A^+(t, T) = 0\) for all \(t \in [t_T, T]\) and the study of system \((2.1)\) can be performed in the interval \([\tau, t_T]\).

In this context, the situation is exactly symmetric to the one described in Lemma 2.1 and Lemma 2.2. We collect here the corresponding results, passing over the proofs since they are analogous to the previous ones.

**Lemma 2.4.** Let \(\lambda > 0\), \(\kappa_3 \in [0, 1]\) and \(t_3 \in [\tau, T]\). For every \(\gamma_3 \geq \kappa_3/(t_3 - \tau)\), any solution \((x(t), y(t))\) of \((2.1)\) with \(x(t_3) \leq \kappa_3\) and \(y(t_3) \geq \gamma_3\) satisfies \(x(\tau) \leq 0\) and \(y(\tau) \geq \gamma_3\).

**Lemma 2.5.** Let \(\kappa_3, \kappa_T\) be such that \(0 < \kappa_3 < \kappa_T < 1\) and \(t_3 \in [\tau, T]\). Given

\[
\lambda^{**}(\kappa_3, \kappa_T, t_3) := \frac{\kappa_T - \kappa_3}{g_*(\kappa_3, \kappa_T) \int_{t_3}^{T} A^+(\xi, T) d\xi}
\]

and \(0 < \gamma_3 \leq (\kappa_T - \kappa_3)/(T - t_3)\), then, for every \(\lambda > \lambda^{**}(\kappa_3, \kappa_T, t_3)\), the solution \((x(t), y(t))\) of \((2.1)\) with initial conditions \(x(T) = \kappa_T\) and \(y(T) = 0\) satisfies \(x(t_3) < \kappa_3\) and \(y(t_3) > \gamma_3\).

2.3 Study of system \((S_{\lambda,\mu})\) in \([\sigma, \tau]\)

Consider now the interval \([\sigma, \tau]\), where system \((S_{\lambda,\mu})\) reduces to

\[
\begin{cases}
  x' = y,
  \\
  y' = \mu a^-(t) g(x).
\end{cases}
\]

Without loss of generality, we can suppose that \(A^-(\sigma, t) > 0\) for all \(t \in [\sigma, \tau]\). Indeed, it is always possible to choose a suitable \(\sigma\) as in \((a_s)\) that satisfies this additional hypothesis, as pointed out in [3, 7, 8, 21].

Our purpose is to determine the initial conditions \((x(\sigma), y(\sigma))\) such that the corresponding solution \((x(t), y(t))\) of the Cauchy problem associated with system \((2.6)\) belongs to \([1, +\infty[ \times ]0, +\infty[\) at time \(t = \tau\), for \(\mu\) sufficiently large.

**Lemma 2.6.** Let \(\mu > 0\), \(\kappa_2 \in [0, 1]\) and \(t_2 \in [\sigma, \tau]\). For every \(\omega \geq (1 - \kappa_2)/(\tau - t_2)\), any solution \((x(t), y(t))\) of \((2.6)\) with \(x(t_2) \geq \kappa_2\) and \(y(t_2) \geq \omega\) satisfies \(x(\tau) \geq 1\) and \(y(\tau) \geq \omega\).

**Proof.** Let \(\mu, \kappa_2, t_2\) and \(\omega\) be fixed as in the statement. Let \((x(t), y(t))\) be a solution of \((2.6)\) with \(x(t_2) \geq \kappa_2\) and \(y(t_2) \geq \omega\). Since \(y'(t) \geq 0\) on \([\sigma, \tau]\), we immediately obtain that \(y(t) \geq y(t_2) \geq \omega\) for every \(t \in [t_2, \tau]\). In particular, it follows that \(y(\tau) \geq \omega\). Moreover, we have

\[
x(\tau) = x(t_2) + \int_{t_2}^{\tau} y(\xi) d\xi \geq \kappa_2 + \omega(\tau - t_2) \geq 1.
\]

The thesis follows.
Lemma 2.7. Let \( \kappa_\sigma, \kappa_2 \) be such that \( 0 < \kappa_\sigma < \kappa_2 < 1 \) and \( \omega_\sigma > 0 \). Given

\[
\sigma < t_2 \leq \min \left( \sigma + \frac{\kappa_\sigma}{2\omega_\sigma}, \tau \right), \quad 0 < \omega \leq \frac{\kappa_2 - \kappa_\sigma}{t_2 - \sigma},
\]

and

\[
\mu^*(\kappa_2, \kappa_\sigma, t_2, \omega_\sigma) := \frac{\kappa_2 - \kappa_\sigma + (t_2 - \sigma)\omega_\sigma}{g_s(\kappa_\sigma/2, \kappa_2) \int_{\sigma}^{t_2} A^{-}(\sigma, \xi) \, d\xi}, \quad (2.7)
\]

then, for every \( \mu > \mu^*(\kappa_2, \kappa_\sigma, t_2, \omega_\sigma) \), any solution \((x(t), y(t))\) of \((2.6)\) with \(x(\sigma) = \kappa_\sigma\) and \(y(\sigma) \geq -\omega_\sigma\) satisfies \(x(t_2) > \kappa_2\) and \(y(t_2) > \omega\).

Proof. Let \( \kappa_\sigma, \kappa_2, \omega_\sigma, t_2, \omega \) and \( \mu^*(\kappa_2, \kappa_\sigma, t_2, \omega_\sigma) \) be fixed as in the statement. For \( \mu > \mu^*(\kappa_2, \kappa_\sigma, t_2, \omega_\sigma) \), let \((x(t), y(t))\) be a solution of \((2.6)\) with \(x(\sigma) = \kappa_\sigma\) and \(y(\sigma) \geq -\omega_\sigma\).

First, we suppose by contradiction that \(x(t_2) \leq \kappa_2\). This way, by the convexity of the function \(x(t)\) in \([\sigma, \tau]\) and the assumption \(\kappa_2 > \kappa_\sigma\), we easily deduce that

\[
x(t) \leq \kappa_2, \quad \text{for all } t \in [\sigma, t_2].
\]

Since \(y'(t) \geq 0\) on \([\sigma, \tau]\) and \(y(\sigma) \geq -\omega_\sigma\), we derive that

\[
x(t) \geq -\omega_\sigma t + \kappa_\sigma + \omega_\sigma \kappa_2, \quad \text{for all } t \in [\sigma, \tau],
\]

and, by the condition on the point \(t_2\), we obtain that

\[
x(t) \geq \frac{\kappa_\sigma}{2}, \quad \text{for all } t \in [\sigma, t_2].
\]

By an integration of \((2.6)\), for every \(t \in [\sigma, t_2]\), we have

\[
y(t) = y(\sigma) + \int_{\sigma}^{t} y'(\xi) \, d\xi = y(\sigma) + \mu \int_{\sigma}^{t} a^{-}(\xi) g(x(\xi)) \, d\xi
\]

and

\[
x(t) = x(\sigma) + \int_{\sigma}^{t} y(\xi) \, d\xi = \kappa_\sigma + (t - \sigma)y(\sigma) + \mu \int_{\sigma}^{t} \int_{\sigma}^{z} a^{-}(\xi) g(x(\xi)) \, d\xi dz.
\]

Then, by the choice of \(\mu > \mu^*(\kappa_2, \kappa_\sigma, t_2, \omega_\sigma)\), it follows that

\[
\kappa_2 \geq x(t_2) \geq \kappa_\sigma - (t_2 - \sigma)\omega_\sigma + \mu g_s(\kappa_\sigma/2, \kappa_2) \int_{\sigma}^{t_2} A^{-}(\sigma, \xi) \, d\xi > \kappa_2,
\]

a contradiction.

Secondly, we suppose by contradiction that \(y(t_2) \leq \omega\) and thus that \(y(t) \leq \omega\) for all \(t \in [\sigma, t_2]\). Then

\[
x(t_2) \leq \kappa_\sigma + \omega(t_2 - \sigma) \leq \kappa_2
\]

and a contradiction is achieved as above. This concludes the proof. \(\square\)
2.4 Application of the shooting method

The working hypotheses assumed in this paper ensure the uniqueness and the
global existence of the solution $(x(t; \alpha, x_\alpha, y_\alpha), y(t; \alpha, x_\alpha, y_\alpha))$ to system $(S_{\lambda, \mu})$
satisfying the initial conditions

$$x(\alpha) = x_\alpha, \quad y(\alpha) = y_\alpha. \tag{2.8}$$

Consequently, we introduce (for every fixed couple of parameters $\lambda$ and $\mu$) the
Poincaré map $\Phi^\beta_\alpha$ associated to $(S_{\lambda, \mu})$ in the interval $[\alpha, \beta] \subseteq [0, T]$. In particular, it is a global diffeomorphism of the plane onto itself defined by

$$\Phi^\beta_\alpha : \mathbb{R}^2 \to \mathbb{R}^2, \quad \Phi^\beta_\alpha(x_\alpha, y_\alpha) := (x(\beta), y(\beta)),
$$

where $(x(t), y(t)) = (x(t; \alpha, x_\alpha, y_\alpha), y(t; \alpha, x_\alpha, y_\alpha))$ is the solution to $(S_{\lambda, \mu})$ satisfying the initial conditions (2.8).

At this point our goal is to combine the results obtained in the previous
subsections in order to describe the deformation in the phase-plane $(x, y)$ of the
interval $X_{[0,1]} := [0, 1] \times \{0\}$ through the Poincaré map. In particular, it is
straightforward to verify that any point $P \in \Phi^\beta_\alpha(X_{[0,1]}) \cap \Phi^\beta_\alpha(X_{[0,1]})$ determines univocally a solution $(x(t; \tau, P), y(t; \tau, P))$ of system $(S_{\lambda, \mu})$ satisfying the Neumann boundary conditions $y(0; \tau, P) = y(T; \tau, P) = 0$. Hence, $u(t) := x(t; \tau, P)$
is a solution of problem $(N_{\lambda, \mu})$.

In Figure 2 we illustrate this approach by means of numerical simulations in
the case of the leading Example considered in the present paper.

![Figure 2](image)

(a) Shooting of $X_{[0,1]}$ forward over the inter-
val $[0, \tau]$ (red) and shooting of $X_{[0,1]}$
backward over the interval $[\tau, T]$ (blue).

(b) Zooming on three intersection
points in $\Phi^\beta_\alpha(X_{[0,1]}) \cap \Phi^\beta_\alpha(X_{[0,1]})$ which
identify three solutions of $(N_{\lambda, \mu})$.

Figure 2: In the phase plane $(x, y)$: dynamics of the Poincaré maps $\Phi^\beta_\alpha$
and $\Phi^\beta_\alpha$ associated to system $(S_{\lambda, \mu})$ as in the framework of Example with $\sigma = 0.5$, $\tau = 1$,
$T = 2$, $a_1 = 1.75$, $a_2 = 1$, $a_3 = 1$, for $\lambda = 25$ and $\mu = 500$.

We are now ready to prove Theorem 1.1. Accordingly, we divide the argu-
ment in four steps. In the first three, we describe the main properties of the
image of the segment $X_{[0,1]}$ through the Poincaré maps associated to the subin-
tervals $[0, \sigma]$, $[\sigma, \tau]$ and $[\tau, T]$, respectively. Finally, in the last step we reach the
thesis.

Step 1. Dynamics on $[0, \sigma]$. Let us fix $0 < \kappa_1 < \kappa_0 < 1$ and $0 < t_1 \leq
\sigma(1 - \kappa_1/\kappa_0)$. In this manner, we have that $\kappa_1/(\sigma - t_1) \leq (\kappa_0 - \kappa_1)/t_1$ and so
we can apply Lemma 2.1 together with Lemma 2.2. Then, for $\lambda > \lambda^*(\kappa_0, \kappa_1, t_1)$
(cf. (2.2)) and an arbitrary $\mu > 0$, we obtain that

$$x(\tau; 0, \kappa_0, 0) \leq 0, \quad y(\sigma; 0, \kappa_0, 0) < 0.$$ 

We stress that this conclusion does not depend on $\mu$. Next, we notice that $\Phi_0^\mu(1, 0) = (1, 0)$ and, by the concavity of $x$ in $[0, \sigma]$, that $\Phi_0^\mu([0, 1] \times \{0\}) \subseteq [-\infty, 1] \times [-\infty, 0]$. Thus, from the continuous dependence of the solutions upon the initial data and the Intermediate Value Theorem, the following fact holds. There exists an interval $[l_1, 1] \subseteq [\kappa_0, 1]$ such that $\Phi_0^\mu([l_1, 1] \times \{0\}) \subseteq [0, 1] \times [-\infty, 0]$, $\Phi_0^\mu(t_1, 0) \in \{0\} \times [-\infty, 0]$, and $x(t; 0, \xi, 0) \in [0, 1]$ for all $t \in [0, \sigma]$, $\xi \in [l_1, 1]$.

Furthermore, by Lemma 2.3 there exits $\kappa_4 \in [0, \kappa_1]$ such that $\Phi_0^\mu([0, \kappa_4] \times \{0\}) \subseteq [0, 1] \times [-\infty, 0]$. Then, recalling that $\Phi_0^\mu(\kappa_0, 0) \in [-\infty, 0] \times [-\infty, 0]$, from the same previous arguments of continuity, there exists an interval $[0, r_1] \subseteq [0, \kappa_0]$ (with $r_1 > \kappa_4$) such that $\Phi_0^\mu([0, r_1] \times \{0\}) \subseteq [0, 1] \times [-\infty, 0]$, $\Phi_0^\mu(r_1, 0) \in \{0\} \times [-\infty, 0]$, and $x(t; 0, \xi, 0) \in [0, 1]$ for all $t \in [0, \sigma]$, $\xi \in [0, r_1]$.

Step 2. Dynamics on $[\tau, T]$. Analogously to Step 1, let us fix $0 < \kappa_3 < \kappa_T < 1$ and $0 < t_3 \leq \tau + (T - \tau)\kappa_3/\kappa_T$. Given $\lambda > \lambda^* (\kappa_3, \kappa_T, t_3)$ (cf. (2.3)) and an arbitrary $\mu > 0$, from Lemma 2.3 and Lemma 2.5 we have that

$$x(\tau; T, \kappa_T, 0) \leq 0, \quad y(\tau; T, \kappa_T, 0) > 0.$$ 

Furthermore, we highlight that $\Phi_T^\mu(1, 0) = (1, 0)$ and $\Phi_T^\mu([0, 1] \times \{0\}) \subseteq [-\infty, 1] \times [0, +\infty]$. Consequently, by the continuous dependence of the solutions upon the initial data and the Intermediate Value Theorem, there exists an interval $[l_2, 1] \subseteq [\kappa_T, 1]$ such that $\Phi_T^\mu([l_2, 1] \times \{0\}) \subseteq [0, 1] \times [0, +\infty]$, $\Phi_T^\mu(l_2, 0) \in \{0\} \times [0, +\infty]$, and $x(t; T, \xi, 0) \in [0, 1]$ for all $t \in [\tau, T]$, $\xi \in [l_2, 1]$.

Step 3. Dynamics on $[\sigma, \tau]$. Let us define

$$\lambda^* := \max \{\lambda^*(\kappa_0, \kappa_1, t_1), \lambda^{**}(\kappa_3, \kappa_T, t_3)\}$$

and fix $\lambda > \lambda^*$.

First of all, we observe that, for any $x_0 \in \mathbb{R}$, the solution $(x(t), y(t))$ to system $(\mathcal{S}_{\lambda, \mu})$ with initial values $x(0) = x_0$ and $y(0) = 0$ satisfies

$$y(\sigma) = y(0) + \lambda \int_0^\sigma a^+(\xi) g(x(\xi)) d\xi \geq -\omega_\sigma,$$

where $\omega_\sigma := \lambda^* A'(0, \sigma) \max_{x \in [0, 1]} g(x)$.

Let us take $p_1 \in [0, r_1]$ and $p_2 \in [l_1, 1]$. We define

$$\kappa_{\sigma, i} := x(\sigma; 0, p_i, 0), \quad \text{for } i = 1, 2.$$

From the properties of the continua $\Phi_0^\mu([0, r_1] \times \{0\})$ and $\Phi_0^\mu([l_1, 1] \times \{0\})$ achieved in Step 1, it follows that $\kappa_{\sigma, i} \in [0, 1]$ for $i = 1, 2$. Next, for $i = 1, 2$, we fix $\kappa_{2, i} \in [\kappa_{\sigma, i}, 1]$ and choose $t_{2, i}$ such that

$$\sigma < t_{2, i} \leq \min \left\{ \sigma + \frac{\kappa_{2, i}}{2\omega_\sigma}, \frac{\sigma (1 - \kappa_{2, i}) + \tau (\kappa_{2, i} - \kappa_{\sigma, i})}{1 - \kappa_{\sigma, i}} \right\}.$$

In this manner, we enter in the setting of Lemma 2.6 and Lemma 2.7. For $i = 1, 2$, taking $\mu > \mu^*(\kappa_{2, i}, \kappa_{\sigma, i}, t_{2, i}, \omega_\sigma)$ (cf. (2.7)), we obtain that

$$x(\tau; 0, p_i, 0) \geq 1, \quad y(\tau; 0, p_i, 0) > \omega_i > 0, \quad \text{for } i = 1, 2.$$
We remark now that, for any choice of \( t_0 \in [0, T] \) and \( y_0 < 0 \), if \( (x(t), y(t)) \) is the solution of the Cauchy problem associated with system \((S_{\lambda, \mu})\) satisfying the initial conditions \( x(t_0) = 0 \) and \( y(t_0) = y_0 \), then

\[
x(t; t_0, 0, y_0) < 0, \quad y(t; t_0, 0, y_0) < 0, \quad \text{for all } t \in [t_0, T].
\]

Indeed, let \([t_0, t^*] \subseteq [t_0, T]\) be the maximal open interval such that \( y(t) < 0 \) for all \( t \in [t_0, t^*] \). By an integration of \( x' = y \), we have \( x(t) < 0 \) for all \( t \in [t_0, t^*] \). Assume now, by contradiction, that \( t^* < T \). Then, \( 0 = y(t^*) = y_0 < 0 \) and we have a contradiction. The claim follows.

Consequently, we deduce that

\[
x(\tau; 0, r_1, 0) < 0, \quad y(\tau; 0, r_1, 0) < 0, \quad (2.10)
\]

and

\[
x(\tau; 0, l_1, 0) < 0, \quad y(\tau; 0, l_1, 0) < 0. \quad (2.11)
\]

At this point, taking into account (2.9), (2.10), (2.11) and \( \Phi_0(0, 0) = (0, 0) \), thanks to the continuous dependence of the solutions upon the initial data and the Intermediate Value Theorem, we deduce what follows. There exist three sub-intervals

\[
[q_{1,1}, q_{2,1}] \subseteq [0, p_1], \quad [q_{1,2}, q_{2,2}] \subseteq [p_1, r_1], \quad [q_{1,3}, q_{2,3}] \subseteq [l_1, p_2],
\]

such that, for each \( j \in \{1, 2, 3\} \), \( \Phi_0([q_{1,j}, q_{2,j}] \times \{0\}) \subseteq [0, 1] \times \mathbb{R} \) with

\[
\Phi_0(q_{1,j}, 0) \in \{0\} \times ]-\infty, 0], \quad \Phi_0(q_{2,j}, 0) \in \{1\} \times ]0, +\infty[, \quad (2.12)
\]

and

\[
x(t; 0, \xi, 0) \in [0, 1], \quad \text{for all } t \in [0, \tau], \quad \xi \in [q_{1,j}, q_{2,j}].
\]

We conclude that there exist three sub-continua of \( \Phi_0(X_{[0,1]}) \) connecting \( \{0\} \times ]-\infty, 0] \) with \( \{1\} \times ]0, +\infty[ \). We stress that the three sub-continua do not intersect each other, due to the uniqueness of the solutions to the initial value problems associated with \((S_{\lambda, \mu})\).

\textbf{Step 4. Conclusion.} Let us take

\[
\lambda > \lambda^*(\mu) := \max_{i \in \{1, 2\}} \mu^*(\kappa_{2,i}, \kappa_{\sigma,i}, t_{2,i}, \omega_{\sigma}).
\]

Then, we are in the following situation.

- From \textbf{Step 2}, we deduce the existence of a sub-continuum in \( \Phi_T(X_{[0,1]}) \) connecting \( \{0\} \times ]0, +\infty[ \) with \( (1, 0) \).

- From \textbf{Step 1} and \textbf{Step 3}, we deduce the existence of three pairwise disjoint sub-continua in \( \Phi_0(X_{[0,1]}) \) connecting \( \{0\} \times ]-\infty, 0] \) with \( \{1\} \times ]0, +\infty[ \).

This way, from a standard connectivity argument, it follows the existence of three distinct intersection points:

\[
P_j \in \Phi_0([q_{1,j}, q_{2,j}] \times \{0\}) \cap \Phi_T([l_2, 1] \times \{0\}), \quad j = 1, 2, 3.
\]

See Figure 2 for a graphical representation. For each \( j \in \{1, 2, 3\} \), given the solution \( (x(t), y(t)) \) of the Cauchy problem associated with system \((S_{\lambda, \mu})\) with
The following differential equation

\[ \mu < \sigma < \tau < T \]

Suppose that \( g \) is a locally Lipschitz continuous function satisfying (\( g_0 \)). Given three non-null weights \( a_1 \in L^1([0, \sigma], [0, +\infty]), a_2 \in L^1([\sigma, \tau], [0, +\infty]) \) and \( a_3 \in L^1([\tau, T], [0, +\infty]) \) with \( 0 < \sigma < \tau < T \), then there exists \( \lambda^* > 0 \) such that for each \( \lambda > \lambda^* \) there exists \( u^*(\lambda) > 0 \) such that for every \( \mu > \mu^*(\lambda) \) the Neumann problem associated with the following differential equation

\[ u'' + \lambda (a_1(x)g_1(x) + a_3(x)g_3(x)) - \mu a_2(x)g_2(x) = 0 \]  

has at least three positive solutions.

In particular, we observe that our result is valid also for functions \( g_2, g_3 \) such that \( g_2(s)/s \not\to 0 \) and \( g_3(s)/s \not\to 0 \) as \( s \to 0^+ \), as in the case of the map \( s \mapsto s(1 - s) \).

An equation of the form (2.12) involves a conflicting nonlinearity. The adjective “conflicting” refers to the fact that the term in the nonlinearity depending on \( \lambda \) has an opposite effect on the existence of solutions with respect to the one depending on \( \mu \). Such kind of problems are apparently new in this framework but have already been addressed in the context of superlinear nonlinearities (see [5, 18] for an introduction and references on this topic).

3 Related results

Dealing with indefinite Neumann problems of the form considered in (\( \mathcal{N}_{\lambda, \mu} \)), classical applications are both in the context of periodic boundary value problems and in the one of radially symmetric Neumann boundary value problems defined on an annular domain of \( \mathbb{R}^N \) for \( N \geq 2 \).

Regarding the first context, given a solution of the Neumann problem (\( \mathcal{N}_{\lambda, \mu} \)) one can easily prove the following result by means of an even reflection and a periodic extension.

Corollary 3.1. Let \( g : [0, 1] \to \mathbb{R}^+ \) be a locally Lipschitz continuous function satisfying (\( g_1 \)) and (\( g_0 \)). Let \( a \in L^1_{\text{loc}}(\mathbb{R}) \) be a \( 2T \)-periodic even function satisfying (\( a_0 \)). Then, there exists \( \lambda^* > 0 \) such that for each \( \lambda > \lambda^* \) there exists \( \mu^*(\lambda) > 0 \) such that for every \( \mu > \mu^*(\lambda) \) the equation \( u'' + (\lambda a^+(t) - \mu a^-(t))g(u) = 0 \) has at least three \( 2T \)-periodic positive solutions.
On the other context, in $\mathbb{R}^N$ (for $N \geq 2$) let us consider the open annular domain
$$\Omega := \{ x \in \mathbb{R}^N : R_i < |x| < R_e \}, \quad \text{with } 0 < R_i < R_e,$$
where $|\cdot|$ denotes the usual Euclidean norm in $\mathbb{R}^N$. We deal with the indefinite Neumann problem
$$\begin{align*}
(P_{\lambda, \mu}) \quad \begin{cases} 
-\Delta u = w_{\lambda, \mu}(x)g(u) & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial \Omega,
\end{cases}
\end{align*}$$
where
$$w_{\lambda, \mu}(x) := \lambda w^+(x) - \mu w^-(x).$$
Assuming that the weight term has radially symmetry, namely $w(x) = W(|x|)$ for all $x \in \Omega$ with $W: [R_i, R_e] \to \mathbb{R}$, we look for radially symmetric positive solutions to problem $(P_{\lambda, \mu})$, i.e. solutions of the form $u(x) = U(|x|)$ where $U: [R_i, R_e] \to \mathbb{R}$. Accordingly, our study can be reduced to the search of positive solutions of the Neumann boundary value problem
$$U''(r) + \frac{N-1}{r} U'(r) + W_{\lambda, \mu}(r)g(U(r)) = 0, \quad U'(R_i) = U'(R_e) = 0,$$
which, via a standard change of variable, can be transformed into the equivalent problem
$$v'' + a_{\lambda, \mu}(t)g(v) = 0, \quad v'(0) = v'(T) = 0,$$
with
$$t = h(r) := \int_{R_i}^r \xi^{1-N} d\xi, \quad r(t) := h^{-1}(t),$$
and
$$v(t) := U(r(t)), \quad a(t) := r(t)^2(t^{N-1})W(r(t)), \quad T := \int_{R_i}^{R_e} \xi^{1-N} d\xi.$$
References

[1] D. Bonheure, J. M. Gomes, P. Habets, Multiple positive solutions of super-linear elliptic problems with sign-changing weight, J. Differential Equations 214 (2005) 36–64.

[2] A. Boscaggin, A note on a superlinear indefinite Neumann problem with multiple positive solutions, J. Math. Anal. Appl. 377 (2011) 259–268.

[3] A. Boscaggin, G. Feltrin, F. Zanolin, Positive solutions for super-sublinear indefinite problems: high multiplicity results via coincidence degree, Trans. Amer. Math. Soc., to appear.

[4] K. J. Brown, P. Hess, Stability and uniqueness of positive solutions for a semi-linear elliptic boundary value problem, Differential Integral Equations 3 (1990) 201–207.

[5] G. Feltrin, Multiple positive solutions of a Sturm-Liouville boundary value problem with conflicting nonlinearities, Commun. Pure Appl. Anal. 16 (2017) 1083–1102.

[6] G. Feltrin, F. Zanolin, Existence of positive solutions in the superlinear case via coincidence degree; the Neumann and the periodic boundary value problems, Adv. Differential Equations 20 (2015) 937–982.

[7] G. Feltrin, F. Zanolin, Multiple positive solutions for a superlinear problem: a topological approach, J. Differential Equations 259 (2015) 925–963.

[8] G. Feltrin, F. Zanolin, Multiplicity of positive periodic solutions in the superlinear indefinite case via coincidence degree, J. Differential Equations 262 (2017) 4255–4291.

[9] W. H. Fleming, A selection-migration model in population genetics, J. Math. Biol. 2 (1975) 219–233.

[10] M. Gaudenzi, P. Habets, F. Zanolin, An example of a superlinear problem with multiple positive solutions, Atti Sem. Mat. Fis. Univ. Modena 51 (2003) 259–272.

[11] R. Gómez-Reñasco, J. López-Gómez, The effect of varying coefficients on the dynamics of a class of superlinear indefinite reaction-diffusion equations, J. Differential Equations 167 (2000) 36–72.

[12] D. Henry, Geometric theory of semilinear parabolic equations, vol. 840 of Lecture Notes in Mathematics, Springer-Verlag, Berlin-New York, 1981.

[13] J. López-Gómez, On the existence of positive solutions for some indefinite superlinear elliptic problems, Comm. Partial Differential Equations 22 (1997) 1787–1804.

[14] J. López-Gómez, Varying bifurcation diagrams of positive solutions for a class of indefinite superlinear boundary value problems, Trans. Amer. Math. Soc. 352 (2000) 1825–1858.
[15] Y. Lou, T. Nagylaki, A semilinear parabolic system for migration and selection in population genetics, J. Differential Equations 181 (2002) 388–418.

[16] Y. Lou, T. Nagylaki, W.-M. Ni, An introduction to migration-selection PDE models, Discrete Contin. Dyn. Syst. 33 (2013) 4349–4373.

[17] Y. Lou, W.-M. Ni, L. Su, An indefinite nonlinear diffusion problem in population genetics. II. Stability and multiplicity, Discrete Contin. Dyn. Syst. 27 (2010) 643–655.

[18] H.-J. Ruppen, Multiplicity results for a semilinear, elliptic differential equation with conflicting nonlinearities, J. Differential Equations 147 (1998) 79–122.

[19] S. Senn, On a nonlinear elliptic eigenvalue problem with Neumann boundary conditions, with an application to population genetics, Comm. Partial Differential Equations 8 (1983) 1199–1228.

[20] E. Sovrano, A negative answer to a conjecture arising in the study of selection-migration models in population genetics, arXiv:1701.07762.

[21] E. Sovrano, F. Zanolin, Indefinite weight nonlinear problems with Neumann boundary conditions, J. Math. Anal. Appl. 452 (2017) 126–147.

Preprint
June 2017