Direct Numerical Simulation of Gas–Particle Flows with Particle–Wall Collisions Using the Immersed Boundary Method
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Abstract: We investigated particulate flows by coupling simulations of the three-dimensional incompressible Navier–Stokes equation with the immersed boundary method (IBM). The results obtained from the two-way coupled simulation were compared with those of the one-way simulation, which is generally applied for clarifying the particle kinematics in industry. In the present flow simulation, the IBM was solved using a ghost–cell approach and the particles and walls were defined by a level set function. Using proposed algorithms, particle–particle and particle–wall collisions were implemented simply; the subsequent coupling simulations were conducted stably. Additionally, the wake structures of the moving, colliding and rebounding particles were comprehensively compared with previous numerical and experimental results. In simulations of 50, 100, 200 and 500 particles, particle–wall collisions were more frequent in the one–way scheme than in the two-way scheme. This difference was linked to differences in losses in energy and momentum.
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1. Introduction

The dynamics of the particle–wall and particle–particle collisions for Reynolds numbers below 1000 have been studied by various experiments and numerical simulations. Eames et al. [1] and Vanella et al. [2] explored the vortex structures generated by particle–wall collisions by the experiment and numerical simulation, and Griffith et al. [3] analyzed the dynamics associated with particle–particle collisions. Kajishima [4] and Deen et al. [5] conducted numerical simulations of the flows around multiple particles to investigate the clustering of particles and turbulence effects. Di Sarli et al. [6], using the numerical simulation based on the Eulerian approach for the fluid phase and the Lagrangian approach for the solid phase, studied the effect of the diameter of dust particles injected in a spherical vessel on the resulting turbulent flow field and dust distribution. However, the flow structures and the particle behavior of a system with multiple particle–wall collisions are still unclear.

The shot peening process, which involves impacting a metal surface with a large number of shots (particles), is widely used in practical mechanical engineering processes. When the particles collide with the metal surface, a compressible residual stress is generated over its surface [7]. The important
parameter of this high-quality process is coverage level, which is defined as the percentage ratio of the total indentation area to the total treated surface area [8]. Kopp et al. [9] investigated the coverage level by noting the number of impressions. Garipy et al. [10] observed peen forming in experiments and numerical simulations. However, these studies focused on the plate, without adequately considering the interactions of the rebounding particles. Kato et al. [11] investigated the behavior of particles in experiments and multi-body dynamics simulations, however, they largely ignored the influence of the flow structure. Nguyen et al. [7] investigated the location of particle–surface impacts in the multiphase flow simulation. They employed the Euler–Lagrange approach and Reynolds-averaged Navier–Stokes equations, which cannot sufficiently model the particle–flow interactions and the detailed flow structures.

Among the Cartesian mesh methods, the immersed boundary method (IBM) developed by Mittal et al. [12], has been widely used for its simplicity and applicability to multiple moving objects. We have developed an IBM–based two- and three-dimensional Euler–Euler compressible flow solver that analyzes the interaction between the particles and turbulence in a gas-particle flow [13,14]. In the present study, we developed IBM–based three-dimensional incompressible flow solver [15] for exploring the structures and behaviors of particles undergoing multiple particle–wall collisions. This present flow solver directly performs a numerical simulation using the Euler–Euler approach. This simulation can capture the particle–flow interactions and the detailed flow structures.

The aim of this paper is to investigate the accuracy of the present IBM flow solver and to examine the flows around multiple particle–wall collisions to elucidate the interaction between the flow and particles using the Euler–Euler approach. To investigate the accuracy of the IBM flow solver, we computed the flow structure and the drag coefficient around a fixed sphere using different schemes, and compared the results of the solver with those of existing methods. We analyzed the flow when the moving particles impinge on a wall. Finally, for examining the interaction between the flow and a lot of moving particles, we compared the two-way coupled simulation with the one-way simulation that is generally applied in clarifying the particle kinematics in industry and in investigating the flow around particle–wall collisions.

2. Numerical Methods

2.1. Governing Equations

The governing equations of the present flow simulations are the three-dimensional incompressible Navier–Stokes equations and the equation of continuity:

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} &= -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right), \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} &= -\frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 v}{\partial z^2} \right), \\
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} &= -\frac{1}{\rho} \frac{\partial p}{\partial z} + \nu \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right),
\end{align*}
\]

(1)

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0,
\]

(2)

where \( u, v \) and \( w \) are the components of fluid velocity, and \( p, \rho \) and \( \nu \) are the pressure, density and kinematic viscosity, respectively. The fractional step method was applied for time marching. The mesh employed is an equally spaced three-dimensional Cartesian grid. The convection term was evaluated by the second-order skew-symmetric scheme [16], and the diffusion term was discretized using the second-order central-difference scheme. The pressure and diffusion terms were calculated by the second-order finite-difference method. The Poisson equation of the pressure was calculated using the successive over-relaxation (SOR) method.
2.2. Immersed Boundary Method

Our flow solver defined objects using the level set and ghost-cell methods [13,14]. The level set function $\phi$ was defined as the signed minimum distance between whole cells and the object boundary. In the present study, flows around moving multiple objects were solved using multiple level set functions based on the simple minimum–distance approach [17]. The level set function of particle and wall was defined by the position of the particle’s center and of the wall’s surface, respectively. Each cell was classified as a fluid cell (FC), a ghost cell (GC) or an object cell (OC) using the level set function:

$$
0 < \phi_{FC},
-2.25\Delta x < \phi_{GC} \leq 0,
\phi_{OC} < -2.25\Delta x.
$$

The ghost cells, which behave as guard cells between the fluid and object regions, were assigned in one or two layers (Figure 1). The flow quantities in a ghost cell are determined by the flow variables of the image point within the region occupied by the fluid cells. The image point is addressed at the edge of a probe extended from the ghost cell through the object boundary in the direction normal to the surface. To avoid recursive references, the probe length was set to 1.75 times the mesh size $\Delta x$. The primitive variables on the image point were interpolated from their values at points in the surrounding fluid. Finally, the value of a ghost cell was defined by the value of the image point. To determine the velocity components of the ghost cells, linear extrapolations were implemented with the non-slip boundary conditions on the object surface.

![Figure 1. Domain around an object.](image)

The pressure for the ghost cell was defined by the value of the image point as follows:

$$
u_{GC} = u_{IP} - \frac{d\phi_{GC}}{d\phi}(u_{IP} - u_{IB}),
\nu_{GC} = v_{IP} - \frac{d\phi_{GC}}{d\phi}(v_{IP} - v_{IB}),
\nu_{GC} = w_{IP} - \frac{d\phi_{GC}}{d\phi}(w_{IP} - w_{IB}),
P_{GC} = P_{IP}.
$$

2.3. Force Evaluations

The aerodynamic pressure and friction forces acting on the object surface were calculated on the cell face between the fluid and ghost cells. In the present method, the forces were estimated by a simple algorithm without surface polygons [18].
2.4. Motion of Object

The particles movement is described by the equations of motion for xyz-transportations and the angular momenta of a rigid body as follows:

\[
\begin{align*}
\frac{d(m_p \mathbf{u}_p)}{dt} &= \int_S f dS + m_p \mathbf{g}, \\
\frac{dX_p}{dt} &= \mathbf{u}_p, \\
I_p \frac{d\mathbf{\omega}_p}{dt} &= \mathbf{T}, \\
\frac{d\theta_p}{dt} &= \mathbf{\omega}_p,
\end{align*}
\]

(5)

(6)

(7)

(8)

where \( m_p \) and \( I_p \) denote the particles mass and inertial moment, respectively. \( \mathbf{u}_p = (u_p, v_p, w_p) \) and \( X_p = (x_p, y_p, z_p) \) represent the velocity and position of the particle’s center of mass, \( \mathbf{\omega}_p = (\omega_{px}, \omega_{py}, \omega_{pz}) \) and \( \theta_p = (\theta_{px}, \theta_{py}, \theta_{pz}) \) are the angular velocity and orientation of the particle. \( f \) and \( T \) express the aerodynamics forces and torque acting on the particle by the fluid. \( S \) is the cell face between the fluid and ghost cells, and \( \mathbf{g} \) denotes the acceleration due to gravity. The distribution of the level set function changes by the position of particle’s center moving. The velocities of two particles (labeled 1 and 2) after their collision are respectively given by:

\[
\begin{align*}
\mathbf{u}'_{p,1} &= \frac{m_{p2}}{m_{p,1} + m_{p,2}} (1 + e) \left[ (\mathbf{u}_{p,2} - \mathbf{u}_{p,1}) \cdot \mathbf{c} \right] \mathbf{c} + \mathbf{u}_{p,1}, \\
\mathbf{u}'_{p,2} &= \frac{m_{p1}}{m_{p,1} + m_{p,2}} (1 + e) \left[ (\mathbf{u}_{p,1} - \mathbf{u}_{p,2}) \cdot \mathbf{c} \right] \mathbf{c} + \mathbf{u}_{p,2},
\end{align*}
\]

(9)

where \( e \) is the coefficient of restitution, and \( \mathbf{c} \) is a standardization vector \([19,20]\). In this solver, the collision is applied to the perfectly elastic collision; \( e = 1 \). The collision detection of particles 1 and 2 was determined using an inequality involving Pythagoras formula as follows (see Figure 2),

\[
\sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2} \leq \sqrt{(r_1 + r_2)^2},
\]

(10)

where \( r \) is the particle radius.

![Collision detection](image)

Figure 2. Collision detection.

After a particle–wall collisions, the particle velocity becomes:

\[
\mathbf{u}'_p = (1 + e) \left[ (-\mathbf{u}_p) \cdot \mathbf{c} \right] \mathbf{c} + \mathbf{u}_p.
\]

(11)
To detect a collision between a particle and the wall, the central position of the particle and the normal vector were obtained from the level set function. When the image point appeared in the ghost cell of the other object, the velocity and the pressure components of the ghost cell were not updated. The velocity and the pressure of the object cell were constantly defined as the initial conditions.

3. Results

3.1. Validation around a Fixed Particle

The accuracy of the flow solver was determined by comparing the calculated flow structure and the drag coefficient around a fixed sphere with those of previous studies and drag models [21–24]. The convection term was evaluated using two schemes: U, the first-order upwind finite-difference scheme and S, the second-order skew-symmetric scheme. The Reynolds numbers was set to $Re = 300$ and 400 depending on the freestream and particle diameter values. A comparison was made using two mesh resolutions 0.05D (fine) and 0.1D (coarse), where D is the particle diameter. The computational conditions are summarized in Table 1. The computational domain (see Figure 3) is $20D \times 10D \times 10D$. The boundary values of the velocity and pressure were defined by Dirichlet boundary conditions at the inlet and outlet boundaries, and all variables were subject to Neumann conditions at the other boundaries. All variables were normalized by the freestream values of the density, velocity and the reference length (here taken as D).

Table 1. Test cases in the proposed model.

| Reynolds Number | Mesh Size  | Scheme     | Case            |
|-----------------|------------|------------|-----------------|
| 300             | 0.10D      | upwind.    | Re300D010U      |
|                 | 0.05D      |            | Re300D005U      |
|                 | 0.10D      |            | Re300D010S      |
| 400             | 0.05D      | skew-sym.  | Re300D005S      |
|                 | 0.10D      |            | Re400D010S      |
|                 | 0.05D      |            | Re400D005S      |

Figure 3. Computational domain. The red sphere is the object.

Figure 4 plots the mean drag coefficient versus Reynolds number. The drag models of Clift et al. [21] and Wen et al. [22] are respectively:

$$ C_D = \frac{24}{Re} \left( 1 + 0.15Re^{0.687} + \frac{0.0175Re}{1 + 4.25 \times 10^4 Re^{-1.16}} \right), $$

(12)
To show the adaptability of the scheme, the drag coefficients in schemes U and S were compared at \( Re = 300 \). The difference between these two schemes became small at high grid resolutions. Moreover, the difference between scheme S and the previous models was smaller than that of scheme U. The present results captured the trends produced by previous drag models and the drag coefficients obtained agreed well with those of previous numerical results. Figures 5 and 6 summarize the nondimensional time histories of the drag and the lift coefficients at \( Re = 300 \), respectively. The coefficients oscillated in all cases except \( Re = 300 \). Mittal et al. [23] observed a hairpin vortex in the wake of the particle. In the present study, all cases except \( Re = 300 \) showed a hairpin vortex in the wake structure. In scheme S, however, the vortex was highly resolved (see Figure 8c,d). The wake structure was missing in scheme U because of the convection term by the first-order upwind finite-difference scheme, which cannot properly resolve the unsteady phenomena because of the large numerical dissipation. The same trend was observed at \( Re = 400 \) (see Figure 8e,f).

\[
C_D = \frac{24}{Re} \left( 1 + 0.15Re^{0.687} \right).
\]

\( (13) \)
Figure 5. Variation of drag coefficient at $Re = 300$.

Figure 6. Variation of lift coefficient at $Re = 300$. 
To validate the present flow solver, the flow structure obtained from the collision of a moving particle with a flat wall was compared with that from the experiment and numerical simulation by Eames et al. [1] and Vanella et al. [2]. The flow and particle conditions were the same as the numerical simulations of Vanella et al. [2]. The simulation was normalized by the initial velocity of the particle and its diameter. The computational mesh was fixed at 0.05D (fine) and 0.1D (coarse). The computational

### 3.2. Collision of a Moving Particle with a Flat Wall

To validate the present flow solver, the flow structure obtained from the collision of a moving particle with a flat wall was compared with that from the experiment and numerical simulation by Eames et al. [1] and Vanella et al. [2]. The flow and particle conditions were the same as the numerical simulations of Vanella et al. [2]. The simulation was normalized by the initial velocity of the particle and its diameter. The computational mesh was fixed at 0.05D (fine) and 0.1D (coarse). The computational
domain (Figure 9) was set to $10D \times 10D \times 10D$. The wall was fixed at $z = 1D$. Dirichlet boundary conditions were imposed on the velocity and pressure for the upper and side boundaries, whereas Neumann boundary conditions were imposed on the upper boundary for the pressure and side boundaries for velocity.

Figure 9. Computational domain. The white object and gray plate represent particle and flat wall, respectively.

Figure 10 shows the instantaneous vorticity distributions at the timing of the collision, with Figure 10a,b pertaining to results on the coarse and fine meshes, respectively. The distributions in the wake of the particle and between the particle and the wall qualitatively agreed with previous results [1,2]. Visually, the adhesion between the particle and the wall had no effect on the flow phenomena. This is because the visualization of the object surface uses just the isosurface of the level set function. Figure 11 shows the instantaneous vorticity distributions of the impacted (Figure 11a) and rebounding (Figure 11b) particle at the same nondimensional time $t^*$, Figure 11a,b pertaining to the coarse and fine meshes, respectively. In all instances, a wake vortex appears from the rebound after the collision. The present distribution in the wake of the rebounding particle was consistent with previous results [1,2]. After the particle had rebounded, the generation of a flow of opposite vorticity was clearly observed in the fine mesh. In the present flow solver, the accurate and stable simulation for the collision between moving particle and the flat wall was conducted.

Figure 10. Vorticity distributions at the particle–flat wall collision: (a) coarse mesh, (b) fine mesh.
3.3. Collision of a Moving Particle with a Curved Wall

Additionally, the flow distribution when a moving particle collides with a curved wall was evaluated. The present algorithm was applied in the calculation of the flow for the collision of a moving particle with a curved wall as the collision detection is performed using the normal vector obtained from the level set function. The initial particle position was fixed at $z = 6D$ (Figure 12), and the computational mesh size was $0.05D$. Given the freestream value and particle diameter, the Reynolds number was set to 400. Dirichlet boundary conditions were imposed on the velocity and pressure for the upper and side boundaries, whereas the Neumann boundary conditions were imposed on the upper boundary for the pressure and side boundaries for velocity.

Figure 12. Computational domain of a particle (small sphere) colliding with a curved wall.

Figure 13 shows the instantaneous vorticity distributions at the instant of collision (nondimensional time $t^* = 0.0$, Figure 13a), after the collision ($t^* = 0.1$, Figure 13b) and during the rebound ($t^* = 1.0$, Figure 13c). In Figure 13a, vorticity form around the particle and the curved wall from the freestream. In Figure 13b, the vortex forming around the particle is reversed. With a flat wall, a similar flowfield can be seen in Figure 13c. The present flow solver can simulate the flow with the collision between the moving particle and the curved wall.
Figure 13. Vorticity distributions when a particle collides with a curved wall. (a) \( t^* = 0.0 \), (b) \( t^* = 0.1 \), (c) \( t^* = 1.0 \).

3.4. Collision of Two Moving Particles

The flow around two moving colliding particles was compared with those of a previous study [3]. In the computational domain (Figure 14), the computational mesh was fixed at 0.05\( D \) (fine) and 0.1\( D \) (coarse). The Reynolds number was set to the value given in a previous study by setting the diameter and initial velocity of the particle.

Figure 14. Computational domain of the particle–particle collision simulation.

Figure 15a,b show the instantaneous vorticity distributions, on the coarse and fine meshes, respectively. During the impact, twin vortices were formed in the wake of each particle. The present results agreed well with those of the previous numerical simulation [3]. Figure 16 shows the instantaneous vorticity distributions at the instant of contact (nondimensional time \( t^* = 0.0 \), Figure 16a), immediately after the collision (\( t^* = 0.1 \), Figure 16b) and during the rebound (\( t^* = 1.0 \), Figure 16c). After the impact, the wake vortex moved forward along the surface of the particle. From these simple tests, the present flow solver could calculate flows during the collision and rebound of two moving particles.
3.5. Collision of Multiple Particles with a Flat Wall

As a practical application, the present flow solver was applied to the flow around multiple particles colliding with a flat wall. Given the particle diameter and the relative velocity between the freestream and the particle after its impact with the wall, the Reynolds number was set to 400. The grid size was fixed at 0.05D. The particle was assumed to be made of hard steel and have the same diameter D. Adiabatic conditions and non-slip boundary conditions were imposed on the particle surfaces. The particles were assigned random initial positions outside the computational domain. From the start of the simulation, many particles entered into the computational domain and were defined by...
the level set function. The velocity of each particle was constant outside the computational domain but varied under gravitational and aerodynamics forces in the domain. The initial angular velocity of the particle was zero. The number of particles $N_p$ was set to 50, 100, 200 or 500. The size of the computational domain was $25.6D \times 25.6D \times 25.6D$ (Figure 17), and the wall was fixed at $z = 1D$. Dirichlet boundary conditions for the velocity and pressure were set on the upper and outer side boundaries, whereas Neumann boundary conditions are set on the upper boundary for the pressure and side boundaries for the velocity. The initial flow field was a steady flow without particles.

![Computational domain](image)

**Figure 17.** Computational domain used for the multiple-particle collisions with a flat wall (gray slab). Observation points are $z = 5D, 10D$ and $15D$.

Two coupling schemes were compared in this simulation: a one-way (A) and a two-way (B) scheme. The computational conditions are summarized in Table 2. In scheme A, the flow field was a steady flow and the aerodynamic forces for particle were calculated based on this steady flow. In scheme B, one the other hand, the flow field was influenced by the moving particle and the aerodynamic forces were calculated based on the flow conditions. In this simulation, the lubrication force [25] was not considered, because the difference between the one-way and two-way scheme was focused on. The CPU times are shown in Appendix A.

| Scheme  | Number of Particles | Case  |
|---------|---------------------|-------|
| one-way |                     |       |
|         | 50                  | A050  |
|         | 100                 | A100  |
|         | 200                 | A200  |
|         | 500                 | A500  |
| two-way |                     |       |
|         | 50                  | B050  |
|         | 100                 | B100  |
|         | 200                 | B200  |
|         | 500                 | B500  |

The instantaneous wake structure of the particle in scheme B was visualized by the second invariant of the velocity tensors (Q-criterion). The results for 50, 100, 200 and 500 particles are displayed in Figures 18–21, respectively. The nondimensional time $t^*$ was defined by the particle diameter and freestream values. At $t^* = 40$, multiple particles collided with the flat wall and rebound (panels (a) in Figures 18–21). At $t^* = 50$, they rebounded and collided with other particles (panels (b) in Figures 18–21). After collision with the wall, a wake structure from the particle was observed as a hairpin vortex and developed with the change in relative velocity. When the number of particles became large, the vortices frequently interfered with the particles and other vortices. Moreover,
many particles moved not only in the direction of the falling particles, but also in all other directions, being scattered by the freestream and in collisions with particle–particle.

Figure 22 shows the instantaneous distributions of the velocity magnitudes at the center of the computational domain. As for scheme A in Figure 22a, the steady flow field was maintained because the one-way scheme has been often used in the Lagrangian method as the momentum of the fluid acts on the particle surface unidirectionally. The flow decelerated as approaching the wall. The flow was fastest in the center of the freestream and slowed down by the influence of the wall as it was going to the outside domain. In scheme B in Figure 22b, the flow field was complicated by the interference of the particles; nevertheless, the flow was determined. Although the initial particle positions were the same in both schemes, the particle distributions were clearly different. The simulations using scheme A were unable to predict the movement of particles due to the lack of the interaction.

Figure 18. Instantaneous distribution of second invariant of velocity tensors ($Q = 0.1$) for scheme B200: (a) $t^* = 40$, (b) $t^* = 50$. The color of the isosurface represents the magnitude of the velocity.

Figure 19. Instantaneous distribution of second invariant of velocity tensors ($Q = 0.1$) for scheme B100: (a) $t^* = 40$, (b) $t^* = 50$. The color of the isosurface represents the magnitude of the velocity.

Figure 20. Instantaneous distribution of second invariant of velocity tensors ($Q = 0.1$) for scheme B200: (a) $t^* = 40$, (b) $t^* = 50$. The color of the isosurface represents the magnitude of the velocity.
After the collision between the particles and the wall, the energy of particles decreased along the $z$-axis because the particles moved in many directions. The energy of the higher observation point was smaller than that at the lower observation point. At $z = 5D$, the number of rebounding particles was half than the number of falling particles. At $z = 15D$, the number of rebounding particles in the computational domain was less than half the number of falling particles. The initial particle position and initial flow field of Scheme A was the same as that of Scheme B; however, Scheme A was unable to predict the movement particles.

Figure 23 shows the number of rebounding particles $N_{p2}$ at observation points $z = 5D$, $10D$ and $15D$ in the computational domain (Figure 17), respectively. In all instances, the number of rebounding particles was smaller than those that had fallen, because particles sometimes moved outside the computational domain. Moreover, the number of rebounding particles of the higher observation point became smaller compared to those that had fallen at a lower observation point. At $z = 5D$–$10D$, the number of rebounding particles was half than the number of falling particles. At $z = 15D$, the number of rebounding particles in the computational domain was less than half the number of falling particles. The initial particle position and initial flow field of Scheme A was the same as that of Scheme B; however, Scheme A was unable to predict the movement particles.

Figure 24 shows the kinetic energy along with the normal direction to the flat wall of a rebounding particles normalized by that of the falling (pre-collision; subscript 1) particles at the observation point $z = 5D$, $10D$ and $15D$ in schemes A and B, where, along the $z$-axis, the energy was $e_n = \sum 0.5p\rho u_{p2}$. After the collision between the particles and the wall, the energy of particles decreased along the $z$-axis because the particles moved in many directions. The energy of the higher observation point was smaller than that at the lower observation point because the particles moved horizontally because of the freestream. Scheme A shows a different trend than scheme B because the flow was more complex in the former. When the number of particles was large, the particle energy was reduced by the frequent particle–particle collisions.

---

**Figure 21.** Instantaneous distribution of second invariant of velocity tensors ($Q = 0.1$) for scheme B500: (a) $t^* = 40$, (b) $t^* = 50$. The color of the isosurface represents the magnitude of the velocity.

**Figure 22.** Flow distributions for schemes A050 (a) and B050 (b). The color map indicates the magnitude of the velocity.
was

e
particles interacted stronger with the freestream than in scheme B. As a result, the laterally moving particle number increased. Multiple particles near the wall moved laterally in scheme A, because these particles move laterally with the freestream and the collisions. The energy at the low observation point was smaller than that at the higher observation point and tend to be opposite to \( e_n \). When the number of particle was large, the energy increased because the flow became complex and particle–particle collisions occurred more frequently; the gap between the schemes A and B is larger. Scheme A was unable to produce the same result as scheme B because the number of rebounding particles obtained from Scheme A was different from the one obtained from Scheme B (Figure 23).

From schemes A and B, Figure 26 plots the number of particle–wall collisions as functions of particle number. The number of collisions was double the number of falling particles in each scheme. However, the results of scheme A became progressively higher than those of scheme B as particle number increased. Multiple particles near the wall moved laterally in scheme A, because these particles interacted stronger with the freestream than in scheme B. As a result, the laterally moving particles increased and falling particles collided with these particles more frequently. Therefore,

Figure 23. Number of passes of the multiple particles.

Figure 24. Kinetic energy of rebounding particles, where the energy is \( e_n = 0.5 \rho_p (u_{p2} + v_{p2}) \).
with a large number of particles, the estimate in scheme B was difficult to obtain. The kinetic energy of the rebounding particle in each scheme (Figures 24 and 25) was almost the same; however, the number of particle–wall collisions yielded different results. In the particulate flow simulation with the wall, the interaction between the flow and the moving particles can be significant to capture more realistic characteristics.

![Figure 25. Kinetic energy of rebounding particles, where the energy is $e_t = 0.5\rho p(u_{p2} + v_{p2})$.](image)

**Figure 25.** Kinetic energy of rebounding particles, where the energy is $e_t = 0.5\rho p(u_{p2} + v_{p2})$.

![Figure 26. Number of collisions between the wall and the many particles. Red and blue plots pertain to scheme A and B, respectively.](image)

**Figure 26.** Number of collisions between the wall and the many particles. Red and blue plots pertain to scheme A and B, respectively.

Figure 27 visualizes the distribution of the collision points on the wall in the one cell painted. The irregular distribution was attributed to the initially random particle dispositions. Although the initial particle positions were the same in both schemes, the distributions were clearly different. For schemed A200 and B200, the numbers of collisions between particle and wall were almost the same in Figure 26, however, the locations of collision points were different.
Figure 27. Distribution of collisions on the wall in schemes A050 (a), B050 (b), A100 (c), B100 (d), A200 (e), B200 (f), A500 (g) and B500 (h).
In the shot peening process, the evaluation of the flow field using scheme B was important because the location and number of collisions between particle and wall influenced the accuracy of predictions of the process.

4. Conclusions

A three-dimensional flow solver based on IBM was developed and applied to the flows around multiple particles colliding with a wall. The performance of the present flow solver was compared with those of previous studies of the two types of collisions; a moving particle colliding with a flat wall, and collision between two moving particles. Differences between the two-way and one-way schemes were identified for multiple particles colliding with the wall. The main results are summarized below:

(1) The drag coefficient of a fixed particle computed by the proposed solver agreed well with the drag coefficient of previous studies. The skew–symmetric scheme could capture the unsteady flow characteristics such as the wake structure.

(2) The wake structures of the moving particle colliding with the flat wall, the curved wall and another moving particle exhibited the same trends as the wake structures computed in previous studies. We demonstrated that the present flow solver using a simple collision algorithm appropriately solves the collision problem.

(3) When the number of particles is large, the flow structure becomes complex because particle–particle collisions caused frequent lateral movements of the particles.

(4) For many particles, the one-way scheme could not accurately predict the flows, because it overestimated the number of collisions and ignored the influence of the particles on the fluid, which altered the flow phenomena.

The interaction of a fluid and multiple colliding particles remains as an open problem, requiring more details to be able to compare the results with experimental results in a large region. Moreover, the difference of the flow characteristics between the particles–flat wall and particles–curved wall collisions will need to be investigated in the case of the large number of particles.
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Appendix A

Table A1 shows the CPU times of test cases in Section 3.5. These simulations were carried out by SX-ACE of Cyberscience Center Tohoku University. The CPU time increased with the number of particles. However, there was no big difference between the computational time of the scheme A and B.
Table A1. CPU times.

| Case | CPU Time (s) |
|------|--------------|
| A050 | 24,966.707   |
| A100 | 24,538.322   |
| A200 | 26,742.404   |
| A500 | 26,214.485   |
| B050 | 21,369.633   |
| B100 | 23,787.872   |
| B200 | 25,996.342   |
| B500 | 26,384.007   |
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