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Abstract—This paper presents AppealNet, a novel edge/cloud collaborative architecture that runs deep learning (DL) tasks more efficiently than state-of-the-art solutions. For a given input, AppealNet accurately predicts on-the-fly whether it can be successfully processed by the DL model deployed on the resource-constrained edge device, and if not, appeals to the more powerful DL model deployed at the cloud. This is achieved by employing a two-head neural network architecture that explicitly takes inference difficulty into consideration and optimizes the tradeoff between accuracy and computation/communication cost of the edge/cloud collaborative architecture. Experimental results on several image classification datasets show up to more than 40% energy savings compared to existing techniques without sacrificing accuracy.

I. INTRODUCTION

Over the years, internet-of-things (IoTs) have become increasingly intelligent by employing deep neural network (DNN) models for learning-based processing. Due to the stringent resource constraints of such edge devices, the DNN models used in them must be small. To address this problem, various DNN model compression techniques (e.g., weight pruning [1], quantization [2], knowledge distillation [3]) and compact DNN architectures [4] were proposed for edge computing in the literature.

Small DNN models are usually less accurate than large ones due to their limited model capacities. Generally speaking, small models have difficulty handling those corner cases that lie in the long-tail of data distribution, but they can still infer correctly for the majority of the other inputs. Consequently, it is possible to employ an edge/cloud collaborative architecture that processes those ‘easy’ inputs with a small DNN model at edge and offloads ‘difficult’ inputs to the powerful DNN model at cloud [5]–[8]. Such an architecture facilitates to achieve a good energy-accuracy tradeoff for DNN inference when compared to edge-only or cloud-only solutions.

No doubt to say, the effectiveness of such an edge/cloud collaborative architecture depends on the accuracy of the predictor that is responsible for differentiating ‘easy’ and ‘difficult’ inputs for the edge DNN model (see Fig. 1). Mis-predicted ‘easy’ inputs result in accuracy loss while mis-predicted ‘difficult’ inputs cause unnecessary communication and computation cost. Existing works typically rely on the “confidence” level of the model as the main indicator and design the predictor accordingly [5]–[8]. However, such kind of softmax probability-based confidence measurement has been shown to be inaccurate, as DNNs tend to produce overconfident incorrect predictions [9]–[11].

In this work, we propose to explicitly model the inference difficulty (instead of implicitly estimate a ‘confidence’ level) when training the small edge neural network. To be specific, considering the small edge DNN as an approximator for the large cloud DNN, we develop a two-head architecture for the small edge DNN model that outputs the approximation results and the prediction results simultaneously, namely AppealNet. The edge/cloud collaborative architecture exploration problem is then formulated as a joint optimization problem to optimize the tradeoff between accuracy and cost, wherein we co-optimize the approximator design and the predictor design on when to appeal to the complex DNN model. We prove that this optimization problem can be solved with a novel training loss representation form, enabling trustworthy differentiation between ‘easy’ and ‘difficult’ inputs. To the best of our knowledge, this is the first work that provides theoretical foundation for edge/cloud collaborative architecture design.

To demonstrate the effectiveness of AppealNet, we perform extensive experiments on several image classification tasks using various DNN models. The experimental results show that AppealNet is efficient and highly accurate for DNN inference, achieving up to more than 40% energy savings than existing methods, without any accuracy loss.

We organize the remainder of this paper as follows. We review related works in Section II. Section III introduces the problem of edge/cloud collaboration. In Section IV, we present the optimization objective of AppealNet. Next, we detail the AppealNet architecture and the training method in Section V. Then, Section VI presents our experimental results. Finally, Section VII concludes this paper.

II. RELATED WORK

Applications such as autonomous driving, video surveillance, and speech recognition generate zillions of bytes of data at the network edge, and it is essential to conduct learning to achieve edge intelligence. As edge devices are usually resource-limited, there are both static and dynamic techniques towards effective deployments of DNNs onto them.

Static techniques include various types of model compression techniques (e.g., weight pruning [1], quantization [2], knowledge distillation [3]), compact DNN architectures [4], and network pruning [12]. Dynamic techniques include model adaptation methods such as distillation [13] and quantization [14].

Fig. 1. Edge/Cloud Collaborative Architecture
distillation [3] and compact model designs [4]. Given an edge device, they adjust the hyper-parameters of the small edge DNN model (e.g., compression ratio, data types, and channel width) to fit into the device at minimum accuracy degradation from an accurate large model. Dynamic techniques treat incoming data differently and perform selective computations considering that a large portion of inputs do not require a complex DNN model to process.

We can further categorize dynamic DNN solutions into two categories. The first category forms selective computations with model partitioning. For example, [12]–[15] selectively skip some of the computational layers and blocks by inserting extra decision gates in the model. BranchyNet [16], dynamic routing [17], and shallow-deep network [18] early-exit the computation when certain classification confidence from layer-wise outputs is achieved. Moreover, adjusting the network depth according to the input scale provides an alternative way for dynamic processing [19]. While partitioning the complex DNN model across the edge device and cloud does reduce computational cost, it may incur significant communication overheads as the intermediate outputs of complex DNNs could be several orders of magnitude larger than the original raw input [20].

The second category employs multiple DNN models in the system and dynamically selects an appropriate one for processing each input at runtime [6]–[8], [21]. Park et al. [6] proposes a Big/Little neural network design for edge/cloud collaboration. They use the difference between the largest and the second-largest softmax probability-based confidence for model selection is questioned. Several works (e.g., [9], [10]) have shown that the predictive softmax-based distribution from DNNs has a poor relationship with the actual inference confidence. For example, high-confidence prediction are frequently produced for many mis-classified inputs. Therefore, it is essential to develop new indicators to differentiate those ‘easy’ inputs and ‘difficult’ inputs for edge/cloud collaboration.

III. EDGE/CLOUD COLLABORATION PROBLEM

Let us consider a robot vacuum cleaner that is equipped with an image classifier for obstacle avoidance as the edge device. Let input image $\mathbf{x} \in X$ be the data collected from the cleaner’s camera, and its corresponding classification label $y \in Y$ (e.g., pets, chairs, or tables) be a random variable that follows a joint data distribution $P(x, y)$ (the joint distribution of images and the corresponding labels from a specific house), in which $Y = \{1, \cdots, K\}$, $K$ refer to the number of classes, and $y$ is the ground-truth label for input $\mathbf{x}$.

Since the inputs are collected in a dynamic and non-ideal condition, the objects in the images do not always behave in the predictable way. For instance, cats may show up in strange poses (e.g. yawning in Fig. 1), which are beyond the prediction capability of the small model equipped locally in the robot. Given this, if we allow the edge devices to make all predictions locally, the accuracy might be not satisfactory, and further robot actions based on the wrong predictions may have some negative impact. To achieve higher accuracy, an edge/cloud collaborative architecture can be used.

To form such a collaborative architecture, we assume two discriminant models (e.g., convolutional neural networks) are trained on a dataset drawn i.i.d from $P(x, y)$. One is a computationally-intensive neural network using lots of resources at Cloud to achieve high performance, denoted by $f_0 : X \rightarrow Y$. The other is a small edge neural network (i.e., an approximator of the large model), with limited capacity and lower accuracy, denoted by $f_1 : X \rightarrow Y$.

During the inference stage, a soft prediction function (i.e., predictor) $q(z|x) \in [0, 1]$ with $z \in \{0, 1\}$, which is also deployed on the robot, is used to decide whether the small DNN $f_1$ is adequate to classify the input $x$ (e.g., common objects in the house without much variation), or the input should be off-loaded to the powerful Cloud DNN model for processing $f_0$. To be specific, we adopt the threshold-based approach, and assign label 1 to $z$ if $q(z|x)$ is above some threshold $\delta$ (e.g., 0.5), and label it 0, otherwise. We expect the predictor to be sufficiently accurate so that only those ‘difficult’ inputs are off-loaded to the Cloud.

Thus, an edge/cloud collaborative architecture is a combination of $(f_0, f_1, q)$, and the final output of edge/cloud collaborative architecture with respect to a specific input $\mathbf{x}$ is:

$$f_q(x) = \begin{cases} f_1(x) & \text{if } q(1|x) \geq \delta, \\ f_0(x) & \text{otherwise.} \end{cases}$$

The performance of a stand-alone model $f_z$ could be modeled by $\ell(f_z(x), y), z \in \{0, 1\}$, where $\ell : X \times Y \rightarrow R$ is a task loss function, for example, cross-entropy loss which is often used in classification tasks. Therefore, taking the respective loss of the complex and small DNN into consideration, the overall expected loss of the edge/cloud collaborative architecture can be calculated by Eq. (2).

$$E_{P(x,y)}[\mathbb{E}_{q(z|x)}(\ell(f_0(x), y))] = E_{P(x,y)}[q(1|x) \cdot \ell(f_1(x), y) + (1 - q(1|x)) \cdot \ell(f_0(x), y)]$$

$$E_{P(x,y)}[\mathbb{E}_{q(z|x)}(\ell(f_0(x), y))] = E_{P(x,y)}[\ell(f_0(x), y)]$$

Eq. (3) shows the cost of the edge/cloud collaboration system. For a given input $\mathbf{x}$, the cost of using a particular model for prediction is denoted by $\text{cost}(f_z, q, x)$ (to be detailed in Section IV-A).

In most edge applications, especially for resource-limited IoT devices, a budget constraint must be imposed on the system. In the edge/cloud collaboration setting, thus, an optimal design can be defined as minimizing the overall expected loss, under a particular cost constraint $b$. We formally write the optimization objective as follows:

$$\min_{f_0, f_1 \in \mathcal{F}, q \in \mathcal{Q}} E_{P(x,y)}[\mathbb{E}_{q(z|x)}(\ell(f_0(x), y))]$$

$$s.t. \ E_{P(x,y)}[\mathbb{E}_{q(z|x)}(\text{cost}(f_z, q, x))] \leq b$$

Note that, the key difference between our formulation and previous work [6]–[8] is that, the predictor function is parameterized and can be co-optimized when training the edge/cloud collaborative models.

IV. PROPOSED RELAXATION METHOD

In this section, we relax the optimization objective of edge/cloud collaboration to make it tractable to solve. We first consider the case that the complex network is a pre-trained white-box model, and separate it from the optimization objective. Then, we look into the cost constraints of $(f_0, f_1, q)$ and simplify them as a single constraint with respect to the expectation of $q(z|x)$. Next, we consider the black-box scenario where the complex DNN is a black box during optimization and present how to relax the optimization objective in this case. Note that, without loss of generality, we consider the optimization objective of classification tasks with cross-entropy loss in the following discussion.
A. Objective Relaxation

As shown in Eq. (4), our objective is to minimize the expected overall loss of the edge/cloud collaborative DNN models, under a given constraint on the total system cost. The output of the optimization procedure is the combination of \((f_0, f, q)\).

The main challenge for solving this optimization problem is its huge solution space. In practice, the complex DNN could be an ensemble of various models or a very deep network to achieve state-of-the-art performance. Consequently, optimizing \(f_0\) and \(f\) together may lead to very slow convergence. To reduce complexity, we assume a known fixed complex DNN \(f_0\) with high accuracy. Note that, the fixed complex DNN is available when training the small edge DNN so that we could get the loss item \(\ell(f_0(x), y)\) for optimization.

Cost constraints. As shown in Eq. (3), with the predictor function \(q\), the cost to infer an input \(x\) depends on which DNN to execute it. For a static DNN, the cost for its inference is independent of the specific input \(x\). Therefore, we have \(\text{cost}(f_1, q, x) = \text{cost}(f_q, q)\).

Let us consider the standalone DNN model first. The main cost include off-chip memory access of DNN parameters and neuron computation. As both are directly related to the computational demand, we can simply use computational cost (in unit of FLOPS) to approximate them.

With edge/cloud collaboration, some inputs are off-loaded to the cloud and the results are then sent back to the edge device. Thus, running the predictor at the edge and the communication between the edge and the cloud also contributes to the total cost. We can use a constant \(c_0 = \text{cost}(f_0, q)\) to represent the cost of running predictor/small DNN on the edge device and another constant \(c_0 = \text{cost}(f_0, q)\) to represent the accumulated cost of running predictor on the edge device, running complex DNN on the cloud, and the communication overhead.

Often the related cost of processing the input by the complex DNN on the cloud is much larger than that by the small edge DNN. Therefore, we have use \(c_0 \gg c_1\). By substituting Eq. (5) with \(c_0\) and \(c_1\), we have the reduced cost function as Eq. (6).

\[
(c_1 - c_0) \cdot \mathbb{E}_{P(x,y)}[\ell(1|x)] + c_0
\]

As the cost is under a specific budget \(b\) \((c_1 < b < c_0)\), we can derive the simplified constraint as Eq. (6).

\[
\mathbb{E}_{P(x,y)}[\ell(1|x)] \geq \frac{b-c_0}{c_0-c_1}
\]

According to Eq. (6), \(q(1|x)\) is an indicator of the overall cost, and the new cost constraint \(\hat{b} \in (0, 1)\) ensures at least \(\hat{b}\) fraction of inputs would be processed by the small edge DNN.

Relaxed optimization objective. With the above, we have the constrained optimization objective of edge/cloud collaborative design as follows:

\[
\min_{f_1 \in \mathcal{F}, q \in \mathcal{Q}} \mathbb{E}_{P(x,y)} \mathbb{E}_{q(z|x)}[\ell(f_1(z), y)]
\]

\[
s.t. \quad \mathbb{E}_{P(x,y)}[\ell(1|x)] \geq \hat{b}
\]

To convert the constraint into objective itself, we further take \(\log()\) of predictor likelihood \(q(z|x)\), so that the constraint becomes:

\[
\log(\hat{b}) - \mathbb{E}_{P(x,y)}[\log(q(1|x))] \leq 0
\]

Re-writing Eq. (7) as a Lagrangian under KKT conditions [22], we can put the constraint (8) into the objective function, remove the constant term \(\log(\hat{b})\), and obtain the final optimization objective as follows:

\[
\min_{f_1 \in \mathcal{F}, q \in \mathcal{Q}} \mathbb{E}_{P(x,y)} \mathbb{E}_{q(z|x)}[\ell(f_1(z), y)] + \beta \cdot \mathbb{E}_{P(x,y)}[\log(q(1|x))] \quad (9)
\]

B. Black-Box Approximation

In the earlier discussion, we assume the complex DNN is a white-box neural network, where its output information is available so that we could calculate the classification loss \(\ell(f_0(x), y)\) for a specific input. However, the complex DNN might be unknown during optimization, in many cases. For example, in our edge-cloud collaboration scenarios, the complex DNN might be provided by a machine learning service vendor running at a remote data center, and it is agnostic to the small DNN to be deployed on the edge.

Under such circumstances, we propose to treat the black-box complex DNN as an oracle function \(\mathcal{O}(\cdot)\), i.e., it can correctly classify every input from \(P(x, y)\). Now, the loss term \(\ell(f_0(x), y) = \ell(\mathcal{O}(x), y)\) in Eq. (9) becomes zero as the outputs of the oracle function are always the ground-truth values. Therefore, the optimization objective becomes:

\[
\min_{f_1 \in \mathcal{F}, q \in \mathcal{Q}} \mathbb{E}_{P(x,y)}[q(1|x) \cdot \ell(f_1(z), y)] + \beta \cdot \mathbb{E}_{P(x,y)}[\log(q(1|x))] \quad (10)
\]

V. AppealNet Design

In this section, we present the overall architecture of AppealNet and its training method, in which we jointly train the little network and the predictor in an end-to-end manner. We also illustrate the full workflow for AppealNet.

A. Two-Head Architecture

Fig. 2 demonstrates the two-head design architecture, which consists of one common feature extractor and two separate heads (i.e., approximator head and predictor head). Using a two-head design has several benefits. First, merging \(\mathcal{F}\) and \(\mathcal{Q}\) into one unified design space enables us to utilize and modify off-the-shelf efficient DNN architectures (e.g., EfficientNet [24], ShuffleNet [24], MobileNet [4]) for the approximator/predictor design. For a given device with specific resource constraints, we can first select an efficient DNN architecture that meets this constraint and add a predictor head to the original architecture with minimal overhead. Second, such a design facilitates training \((f_0, q)\) jointly in an end-to-end manner.

To be more specific, we parameterize the predictor function \(q(z|x)\) as a neural network, and enforce \(f_1\) and \(q\) sharing all computational-intensive layers (e.g., convolutional layers) wrapped in the feature extractor. Thus, the approximator consists of the feature extractor and an approximator head, while the predictor consists of the feature extractor and a predictor head. For classification tasks, the approximator head contains several cascaded fully-connected layers and a softmax layer to output the predictive probability vector \(p(y|x)\), wherein the \(i\)th element indicates the probability of the \(i\)th class. For the predictor head used in AppealNet, we simply employ a single fully-connected layer to keep the design overhead minimum. The output of predictor passes through a sigmoid activation function such that \(q(z|x) \in [0, 1]\).
Algorithm 1: Joint Training for Two-Head Small Network.

Input: Dataset \( S \) sampled from \( P(x, y) \), Big Network \( f_0 \)
Output: Little Network \((f_1, q)\).

/* Initialize */
1 Initialize \( f_1 \) with the pre-trained model;
2 Insert the predictor head and get two-head little network \((f_1, q)\);
/* Define Loss Functions; \( \ell \) depends on tasks and settings */
3 \( \mathcal{L}_p = q(1|x) \cdot \ell(f_1(x), y) + (1 - q(1|x)) \cdot \ell(f_0(x), y) ; \)
4 \( \mathcal{L}_q = -\log(q(1|x)) ; \)
/* Training Process */
5 while Not Convergence do
   6 Sample \((x, y_1), \cdots, (x_M, y_M)\) from \( S \);
   7 \( \mathcal{L} = \frac{1}{M} \sum_i[\mathcal{L}_p(x_i, y_i|f_0, f_1, g) + \beta \mathcal{L}_q(x_i|q)] ; \)
   8 Update \((f_1, q)\) by descending stochastic gradient of \( \mathcal{L} \);
9 end
10 return Little Network \((f_1, q)\);

B. Joint Training Method

Alg. 1 shows the joint training scheme, which optimizes the approximator \( f_1 \) and the predictor \( q \) jointly with the help of the big network \( f_0 \). To be specific, we initialize the network parameters using the pre-trained little network without the predictor head first. This step facilitates us to take advantage of available model zoos (e.g., PyTorch model zoo) and accelerate the training process (line 1). Then we insert the predictor head into the original network and start training (line 2). For each batch of training samples, we calculate the loss \( \mathcal{L} \), which consists of the system loss and system cost (see line 5). The loss is back-propagated to update the parameters of \((f_1, q)\). These training steps are repeated until convergence is reached.

C. Full Workflow for AppealNet

Fig. 3 shows an overview of the overall workflow of AppealNet. First, given the hardware specification and a pool of efficient DNN candidate models, the hardware profiler analyzes which DNN model meets the resource constraints of the targeted hardware platform, and outputs a suitable small edge DNN architecture. Next, the architecture is augmented by the predictor head and fed into the AppealNet trainer for joint training with the help of the complex DNN model, under a given cost constraint with edge/cloud collaboration.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

Datasets: We demonstrate the effectiveness of AppealNet using four classification datasets: The German Traffic Sign Recognition Benchmark (GTSRB) [25], CIFAR-10, CIFAR-100 [25], and Tiny-ImageNet [27].

Neural Networks: We evaluate AppealNet design by applying it to three off-the-shelf efficient CNN families: MobileNet [4], EfficientNet [23], and ShuffleNet [24]. They can be deployed on a diverse range of mobile/IoT devices with different hardware resource capacity. We choose ResNet-101 [20] as the complex network.

Baseline Solutions: We consider conventional confidence-score-based methods as baseline solutions. These baseline solutions mainly adopt the following score metrics to decide which neural network, the small edge DNN or the complex cloud DNN, to execute:

1) Maximum softmax probability (MSP) \([9]\) is defined as the maximum probability of a misclassified inputs. MSP is obtained from the softmax function: \( MSP = 1^{st} p(y|x) \).

2) The gap/score margin \([6]–[8]\) (SM) is defined as the difference between the largest output probability and the second largest one: \( SM = 1^{st} p(y|x) - 2^{nd} p(y|x) \).

3) The entropy score \([16]\) (Entropy) is derived by computing the entropy of the output predictive distribution of each input and further taking its minus: \( Entropy = \sum_j p(y|x)_j \log[p(y|x)_j] \).

Evaluation Metrics: We define the skipping rate (SR) – the fraction of inputs being selected by the predictor to process with the little network – to evaluate the proposed predictor \((q(z|x)):\)

\[
SR = \frac{1}{N} \sum_i I(q(1|x_i) \geq \delta) \tag{11}
\]

In contrast, the appealing rate (AR) represents the portion of inputs being off-loaded to the big network:

\[
AR = \frac{1}{N} \sum_i I(q(1|x_i) < \delta) \tag{12}
\]

The overall accuracy of the edge/cloud architecture for DNN inference can be calculated as follows:

\[
\text{Acc.}(f_0, f_1, g) = \frac{1}{N} \sum_i [I(q(1|x_i) \geq \delta)I(f_1(x_i) = y_i) + I(q(1|x_i) < \delta)I(f_0(x_i) = y_i)] \tag{13}
\]

We define the relative accuracy improvement (AccI) as the improvement of classification accuracy of the edge/cloud collaborative architecture compared with the stand-alone small DNN deployed on the edges, scaled by the accuracy gap between two DNNs:

\[
\text{AccI} = \frac{\text{Acc.}(f_0, f_1, q) - \text{Acc.}(f_1)}{\text{Acc.}(f_0) - \text{Acc.}(f_1)} \tag{14}
\]

We use the computational cost of the overall edge/cloud system for cost comparison:

\[
\text{Cost}_{overall} = SR \times \text{cost}(f_1, q) + (1 - SR) \times \text{cost}(f_0, q) \tag{15}
\]

Consider cloud-edge collaborative architectures, the bandwidth and latency cost of off-loading the data from edge to cloud are directly related to the skipping rate of inputs being processed by the small network on the edge; while the performance and energy cost of the whole system are evaluated by the overall accuracy improvement and cost listed above.
### B. Visualization of Input Differentiation

In Figure 2, we visualize the MSP score and $q(z|x)$ score with EfficientNet as the small edge network and the training dataset is CIFAR-10. The correct and incorrect inputs refer to those inputs that can be correctly processed at edge and those that cannot be processed, respectively. These two figures clearly show the advantage that can be correctly processed at edge and those that cannot be processed, respectively. These two figures clearly show the advantage of AppealNet. That is, AppealNet is able to separate the “easy” inputs and “difficult” inputs well with respect to $q(z|x)$ scores, while MSP scores lead to much more overlap between these two kinds of inputs. Such advantage is obtained with the customized predictor head in the AppealNet architecture and the corresponding training strategy with theoretical foundations. Similar phenomena are also observed for other datasets and models.

### C. Effectiveness of AppealNet

In this subsection, we demonstrate the effectiveness of AppealNet in terms of the tradeoff between edge/cloud collaboration system accuracy (defined in Eq. (13)) and energy-saving (e.g. skipping rate defined in Eq. (14) or computational cost defined in Eq. (15)).

First, we show the system accuracy under different skipping rate in Fig. 3. As can be observed from this figure, the accuracy of AppealNet (the red line) is above the baseline methods in most cases across all three datasets. Such results are in line with our expectation as AppealNet can differentiate ‘easy’ and ‘difficult’ inputs much better than baseline solutions. Take Fig. 3 (b) as an example, when the skipping rate is 95% (i.e., 5% of inputs are offloaded to the complex network), the system accuracy is 94.0% with AppealNet while baseline solutions can only achieve 92.95%. We can also see that the relative advantage of AppealNet over baseline solutions (the margin between the red line and other lines) is usually higher with increasing skipping rate (before reaching 100%). This is because, the difference in such differentiation capabilities plays a more important role when the skipping rate is higher.

The results of SM scores and Entropy scores are similar to that of MSP scores.

Here, we only show our results when MobileNet is used as the small edge network. We see similar results with EfficientNet and ShuffleNet.

One might expect that the overall accuracy of the edge/cloud system would be lower than a stand-alone large network since the small network is of low capacity. A seemingly surprising observation from Fig. 5 is that the edge/cloud system design could achieve accuracy boosting. Except for Tiny-ImageNet, the overall accuracy of the edge/cloud system can be above the accuracy of single ResNet-101 (dotted line) in certain skipping rate ranges. This is because, even though the small network has lower accuracy for the entire dataset, it is co-optimized with the big network to minimize the overall expected loss (as shown in Eq. (9)), and it is likely to correctly predict a portion of inputs that cannot be correctly classified by the big network. Compared to other confidence-based approaches, for the more difficult CIFAR-100 dataset, only AppealNet can generate higher accuracy than the standalone large network, as can be seen in Figure 5 (c). As for Tiny-ImageNet, the accuracy gap between the large and the small networks are too large (more than eight percent) to enable accuracy boosting when the skipping rate is in the range of [70, 100]. Under such circumstances, we could still benefit from AppealNet that provides a better tradeoff between prediction accuracy and energy savings when compared to other baseline solutions.

As we observe the score margin baseline performs slightly better than the other two baselines in most cases, in later results, we only compare AppealNet with it.

### TABLE I

**OVERALL COMPUTATIONAL COST OF EDGE/CLOUD ARCHITECTURE UNDER DIFFERENT ACCURACY REQUIREMENTS.**

| Dataset | Accuracy % | Cost | Cost at 50.0% Acc | Relative Saving | Cost at 75.0% Acc | Relative Saving | Cost at 90.0% Acc | Relative Saving |
|---------|------------|------|------------------|----------------|------------------|----------------|------------------|----------------|
| GTSRB   | 96.39/96.38/96.30 | 2520.4/2215.48/2089.21 | 28.00/22.16/14.34% |  | 4374.25/3835.71/3089.21 | 12.31/7.97/7.76% |  |  |
| CIFAR-10| 94.35/94.32/94.30 | 1482.35/1067.29/819.50 | 43.51/39.22/43.60% |  | 884.51/513.89/819.50 | 41.90/23.52/43.60% |  |  |
| CIFAR-100| 93.83/93.81/93.80 | 73.07/634.41/819.50 | 39.22/39.22/43.60% |  | 78.61/634.41/819.50 | 44.06/23.52/43.60% |  |  |
| Tiny-ImageNet | 96.53/96.52/96.51 | 71.28/72.76/73.36 | 32.7% |  | 72.44/72.76/73.36 | 51.90/23.52/43.60% |  |  |

---

Note: The results of SM scores and Entropy scores are similar to that of MSP scores.

1. Here, we only show our results when MobileNet is used as the small edge network. We see similar results with EfficientNet and ShuffleNet.
cost savings of AppealNet over score margin baseline at different accuracy degradation settings are listed in the table. We can see that AppealNet outperforms in all these cases by a large margin. That is, we can further reduce the computation cost of edge/cloud collaborative system on GTSRB, CIFAR-10, CIFAR-100 and Tiny-ImageNet up to 35.77%, 46.56%, 43.60% and 28.0%, respectively.

### D. Black-Box Approximation

We further investigate the effectiveness of AppealNet under black-box settings, where the complex network is regarded as an oracle function without revealing its information. Since the oracle function always predicts correct results, the improvement of the overall accuracy comes from appealing those inputs that cannot be correctly classified by the small DNN to the cloud. As we cannot explicitly evaluate the computational cost of the whole system, the appealing rate is instead reported under accuracy improvement AccI explicitly evaluate the computational cost of the whole system, the appealing rate is instead reported under accuracy improvement AccI \in \{50.0\%, 75.0\%, 90.0\%, 95.0\%\}. A lower appealing rate means less computations on the cloud and less communication cost, thereby saving more energy. As shown in Table II, three efficient DNN models and their AppealNet counterparts are constructed and evaluated. The results in the right part of Table II show the advantage of AppealNet over the baseline. For example, the relative saving of AppealNet on CIFAR-10 dataset under the black-box setting is 44.48% at 50% AccI with EfficientNet as the small edge DNN architecture.

### VII. CONCLUSION

In this paper, we propose AppealNet, an efficient and highly-accurate edge/cloud collaborative architecture for DNN-based classifiers. By employing a two-head architecture for the small edge network and jointly optimizing the approximator and the predictor in training, AppealNet can achieve trustworthy differentiation between easy and difficult inputs for the system, realizing up to more than 40% energy savings compared to state-of-the-art solutions.
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