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Abstract

Visual scanpath is the sequence of fixation points that the human gaze travels while observing an image, and its prediction helps in modeling the visual attention of an image. To this end several models were proposed in the literature using complex deep learning architectures and frameworks. Here, we explore the efficiency of using common deep learning architectures, in a simple fully convolutional regressive manner. We experiment how well these models can predict the scanpaths on 2 datasets. We compare with other models using different metrics and show competitive results that sometimes surpass previous complex architectures. We also compare the different leveraged backbone architectures based on their performances on the experiment to deduce which ones are the most suitable for the task.

1. Introduction

The Human Visual System (HSV) is one of the most advanced and efficient recognition systems that inspired a lot of researchers for different visual tasks. Visual attention is among the prominent characteristics of this system. It is a mechanism that tends to consistently focus on specific regions of an image, decreasing the computational load during the visual task. The choice of these regions is influenced by low level characteristics of the image (Color, texture, intensity, ... etc.) and high level features (presence of faces, objects, ... etc.) \cite{1}. This is called "Bottom-Up" attention, as it is driven by the low level features of the image. The attention can also be influenced by higher cognitive functions (search for a specific object, ... etc), where prior information is available, and a specific task is guiding the gaze. This is "Top-down" attention. These attractive areas are called salient regions, and are represented using 2D probabilistic heatmaps called saliency maps. The value of each pixel estimates its attractiveness. The saliency maps are constructed by measuring the density of the points of gaze fixation of several observers. For each observer, the sequence of fixation points travelled by his gaze is called a scanpath.

Saliency prediction is used to improve several applications like subjective image quality assessment \cite{3}, image and video compression \cite{4}, image captioning and description \cite{4}, image search and retrieval \cite{5}. Several methods have been proposed, starting with the seminal work of \cite{6}, later implemented by Itti et al. \cite{7} in hierarchical multi-scale model that uses low level features (i.e. color, intensity and orientation) to construct a saliency map. Harel et al. \cite{8}, proposed to predict the saliency based on the graph theory where Markov chains is defined over different input maps. While Bruce et al. \cite{9} proposed a model based on information maximization using the Shannon self-information measure. Other studies like \cite{10} and \cite{11} explored the saliency prediction using spectral domain of the images. In recent years, the introduction of deep learning models has increased the precision of the results in multiple computer vision areas, and they were used in several works for saliency prediction. One of the first methods has been proposed by Pan et al. \cite{14} where a deep and a shallow neural network are used for saliency prediction. Kummerer et al. \cite{26} introduced DeepGaze I where they trained network on MIT dataset \cite{22} for saliency map prediction. They later introduced another model by using a VGG-19 as baseline, improving his results. Cornia et al. \cite{15} used a Multi-level feature Network. They extracted feature maps from different levels on the network and concatenated them. The resulting feature maps were passed through a convolutional layer to predict saliency maps. Jiang et al. \cite{16} used a multi scale approach, where 2 CNN networks trained on different image scales and merged the results to predict the saliency maps. Pan et al. \cite{17} introduced the used of generative modeling and adversarial learning for the proposed SalGAN Model, by using a deep convolutional Generative Adversarial Network (GAN). While Cornea et al. \cite{17} combined convolutional model with recurrent Long Short Term Memory (LSTM) to introduce an attention mechanism. In 2020, Drost et al. \cite{18} proposed (Unisal) a unified model for saliency prediction, in both static images and dynamic video.

The research concerning the prediction of scanpaths, got more attention lately, but it started by the use of winner-takes-all approach in \cite{7}. Later \cite{19} modeled the human saccadic process as a random walk with a jump of stochastic length and angle. In 2007, Cerf et al. \cite{20} discovered that observers, in free viewing task, fixate on a human faces with a probability of over 80% within their first two fixations while publishing the Fixations in Faces (FiFa) database. A stochastic model where visual fixations are inferred from saliency maps and oculomotor biases (i.e. saccade amplitudes and saccade orientations) calculated from several datasets was proposed by Le meur et al. \cite{21}. While in \cite{22} the authors compared the gaze to traveling mass point in the image space and the salient regions to gravitational fields affecting speed and trajectory of the mass. Shao et al. \cite{23} proposed a model that uses High-Level Features from CNN and Memory Bias including short-term and long-term memory for scanpath prediction. Assens et al. \cite{24} proposed Saltinet, a deep learning model that infers the saccades from a static saliency volume generated by an encoder-decoder network. The inference is here done using different sampling strategies. To increase the dependence between scanpath fixations, they then proposed a second model PathGAN \cite{24} that uses LSTM Layers to infer scanpaths from a VGG extracted feature maps, they used a conditional adversarial learning approach in order to increase the accuracy of their predictions. Verma et al. \cite{28} used an LSTM combined with convolutional network to predict the scanpaths. They employed an HMM (Hidden Markov Model) to augment the data for the LSTM. While Bao et al. \cite{30} proposed a framework called Deep Convolutional Saccadic Model (DCSM) which predicted the foveal saliency maps.
and temporal duration while modeling the Inhibition of Return (IoR). Kerkouri et al. [31] proposed a model which simultaneously predicts saliency and scanpaths from the same latent feature.

In this paper we:

- Use regression with a fully convolutional network to predict plausible scanpaths for natural images.
- Compare the suitability of different well known CNN architectures for the task.
- Achieve results comparable to the state-of-the-art using a simple Mean Squared Error (MSE) loss function on multiple datasets.
- Compare the efficiency of our approach to previous models.

The rest of this paper presents the used methods, datasets and training process in Section 2. Sections 3 and 4 describe the testing protocol and discuss the obtained results, respectively. Finally, we conclude in Section 5.

2. Proposed method

The goal of this study is to propose a simple method that efficiently predicts a scanpath of an image, and compare it with more complex methods. We first present the general architecture of the proposed framework and the details of its design. Then, we describe the training protocol applied for the models of our framework.

2.1. Architecture

The general architecture of the proposed scanpath predictor is illustrated in Fig. 1. For a given image, we first extract feature maps from one of the chosen backbone CNN architecture. These maps are then fed to a further readout convolution layer with an appropriate kernel size in order to predict a scanpath of determined size for the image.

2.2.1 Backbone

The backbone is used to extract high level features from the images. These features will be used by the readout convolutional layer in order to predict a scanpath. In this study, we used 4 network architectures of well famous models and compare their efficiency for this purpose. The following is a description of the models for these backbone architectures:

- VGG16 [33]: It introduced the use of a sequence of blocks. They were composed of a succession of convolutional layers followed by max pooling. The architecture introduced a simple yet deep architecture, able to learn higher level features compared to previous models. In our model the output feature maps of the layer usually designated as \( \text{block}_5\_\text{conv}_4 \) is selected and passed to the readout convolution layer.
- ResNet50 [34]: It presented the concept of residual blocks and skip connections. For each block, the input feature maps are added to its output. This solution was used to resolve the vanishing gradient problem for deep architectures. In our model, The output feature maps of the layer \( \text{conv}_4\_\text{block}_23\_\text{out} \) is selected and passed to the added convolution layer.
- InceptionV3 [35]: It proposed the inception module as a building block that employs parallel convolutional layers with different kernel sizes. The InceptionV2 added the factorization of the kernels into \((1 \times n)\) and \((n \times 1)\) kernel sequences, while the InceptionV3 added a factorized 7x7 kernel among other contributions. The output of the layer \( \text{activation}_74 \) in the 9th inception block is selected and passed to the added convolution layer.
- DenseNet121 [36]: It introduced blocks that use high density of long and short skip connections. The output of each layer in the block is propagated to all the following layers in the same block. Unlike ResNet [34] which adds the input to the output, DenseNet [36] uses concatenation instead which led to a big improvement in results. The output of the layer \( \text{pool}_4\_\text{conv} \), which is located after the 24th dense block, is selected and passed to the added convolution layer.

For the rest of this work, we will refer to the models as \{backbone name\}_BB (e.g VGG-BB, ...).

2.2.2. Readout Convolution Layer

In order to determine the optimal length of scanpath and thus the size of the kernel of the readout convolution layer, a statistical analysis was conducted on the lengths of scanpaths on Salicon dataset [13]. Table 1 presents the results obtained. The statistical central tendency indicates that a length of 8 fixation points is appropriate, while the dispersion tendency measures, the standard deviation of 4.45 compared to the range of 35 reinforces this decision.

Each of the considered models takes an \( 224 \times 224 \times 3 \) image as input and outputs an \( 8 \times 2 \) feature map, representing the spatial coordinates of the 8 predicted fixations of the scanpath. Therefore, a kernel of size \((9 \times 15)\) was chosen for VGG-BB, ResNet-BB and DenseNet-BB for the readout convolution layer, while a size of \((7 \times 13)\) was chosen for Inception-BB. It is important to mention here that the temporal coordinates of the saccades is not considered.

2.3. Training

All of our models were trained using the MSE Loss:

\[
\text{Loss} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2
\]

where \( y_i \) represents the predicted scanpath and \( \hat{y}_i \) represents the ground truth scanpath.\(^1\)

\(^1\) The names used for layer are according models in the Keras library.
To avoid averaging the scanpaths using this function, a single scanpath was randomly chosen per image for training. The Adam optimizer was used with a learning rate of 0.0003. The training was done for 25 epochs on each model. The training was conducted using a single Nvidia Quadro P5000 GPU. All of our models took less than 100 seconds per epoch during training as shown in Fig.2, while PathGAN used 6 Nvidia K80 for 72 hours for their training. This shows the benefit of using a fully convolutional architectures on the acceleration of training time.

3. Experimental results

In this section, we present first qualitative results, following by some quantitative results using some well-known metrics.

3.1. Datasets

In order to evaluate the efficiency of the proposed approach, two well-known datasets have been used for this study.

Salicon [13]: This dataset is proposed as part of the Salicon competition challenge where the goal was to predict the saliency maps of 2D images. We used 10000 images for our training and validation with a 90% – 10% train-validation split, and 5000 images for testing. Each image has corresponding saliency map and scanpaths.

MIT1003 [32]: This dataset is usually used in conjunction with the MIT300 dataset for their competition. It consists of 1003 natural images with their saliency maps and scanpaths. The dataset was used as a whole for a cross-dataset neutral comparison between our proposed methods and the other models.

3.2. Qualitative results

Fig.3 shows predicted scanpaths for some test images of Salicon dataset. These results demonstrate the concordance of the scanpaths with the salient regions and the semantics content of the image. We observed that VGG-BB scanpaths have more simplistic and centered shapes, while Inception-BB scanpaths look more complex in shape and stretch on a bigger area of interest the image. Whereas, ResNet-BB and DenseNet-BB scanpaths have the most complex shapes and it is noted that a lot of scanpaths predicted by these models has crossing points (i.e sometimes the scanpath returns a previous region or crosses an area that was already explored). We also notice that the saccades lengths are a little shorter compared to the ground truth, this is probably due to the limitations of the MSE loss function used during training which amplify the central bias of the data Fig.4.

Fig.4 shows the density distribution of the predicted fixation points for each model. For comparison, we also show the density distribution of the ground truth scanpath fixations of the validation set of Salicon dataset. We noticed that all the considered models could successfully find the central bias of the dataset. However, the models still have some limitations as the distributions were highly concentrated and did not completely fit the dataset distribution on the edges of the images. It is worth noting that the Inception-BB covers a bigger area than other models, meaning it has higher deviation compared to other models, which is further emphasised by the results in Fig.5.

3.3. Quantitative analysis

3.3.1. Evaluation metrics

In this work, 3 different metrics were used to evaluate and compare the results of each considered model: 2 hybrid metrics (i.e. NSS [39] and Congruency [38]) and 1 metric dedicated to scanpath comparison (i.e. multimatch [37]). The former use saliency maps and scanpaths, while the latter is a vector-based method that compares 2 scanpaths. Each on these metrics is briefly described in this section.

1. NSS (Normalized Scanpath Saliency) [39] is a hybrid metric used to compare saliency maps and predicted scanpaths. The arithmetic mean of the scanpath fixations saliency values is calculated for the NSS score as follows:

\[ NSS = \frac{1}{N} \sum (P * Q_b) \]

with

\[ P = \frac{S - \mu(S)}{\sigma(S)} \]

where \( Q_b \) is the binary fixation map derived from the scanpath, \( S \) is the saliency map and \( P \) is the normalized saliency map. \( \mu \) and \( \sigma \) are the mean and the standard deviation, respectively.

2. Congruency [38] is a hybrid metric that measures the dispersion of the scanpaths, and the variability of a scanpath in accordance to the others. The ground truth saliency map is dynamically thresholded to binary map using the Otsu method, which allows to separate the salient and no-salient regions. The congruency is the ratio of fixation points from the scanpath that belong to the salient regions of the binary map. It is computed as follows:

\[ C = \frac{1}{N} \sum_{i=1}^{N} (BinMap_i * FixMap_i) \]

where \( BinMap_i \) is the thresholded binary map, and \( FixMap_i \) is the fixation map for the predicted scanpath.

Unlike NSS, this metric does not take into account the salient value of a fixation point, and thus all salient points are treated equally.

Table 1. Statistical analysis on Salicon.

| Measure       | Min | Max | Mean | Median | std  | Mode | Nbr. scanpaths |
|---------------|-----|-----|------|--------|------|------|----------------|
| Value         | 1   | 35  | 7.86 | 8      | 4.45 | 8    | 584927         |

Figure 2. Training time per epoch for each model.

Table 2. Statistical analysis on Salicon.
3. **MultiMatch** (Jarodzka) was introduced by Jarodzka et al. [37]. This metric takes the scanpaths as multi-dimensional vectors and compares their similarity based on 5 different characteristics:

(a) **Shape**: difference in shape between scanpaths \((\pi - v)\).
(b) **Direction**: difference in angle between saccades.
(c) **Length**: difference in length between saccades.
(d) **Position**: difference in position between fixation positions.
(e) **Duration**: difference in saccades duration.

The overall score was here calculated using the arithmetic mean of the first 4 characteristics following equation \(4\) excluding the Duration since our models don’t predict the timestamps of the fixations.

\[
Score = \frac{\text{Shape} + \text{Direction} + \text{Length} + \text{Position}}{4} \quad (4)
\]

3.3.2. **Evaluation**

Our models were compared with several other methods of the state-of-the-art. They were tested on 5000 images from the Salicon dataset which were not used during training. In order to validate the generalization ability of our method, our models were also evaluated on MIT1003 dataset without any further fine-tuning for cross-dataset testing.

Results for the Salicon [13] dataset were presented in Table 2. While the results for MIT1003 [32] dataset are shown in Table 3.

ResNet-BB and Inception-BB achieved the highest results on the NSS metric for both datasets. While VGG-BB and DenseNet-BB achieved competitive results with rest of the models. We also notice that Le Meur [21] and G-Eymol achieved high results compared to the other models. For Congruency, Le Meur [21] realized the best score on both datasets. SalyPath achieved high comparable results on the Salicon dataset. G-Eymol also achieved high results on both datasets. These models did not generalize well on the MIT1003 dataset for this metric, as we notice a steep decline in performance. Our models displayed more consistent results across datasets because the decline in results was small.

Our models along with the SalyPath network demonstrate the highest results on the shape component of the MultiMatch metric, followed by the rest of the models. ResNet-BB and Inception-BB tied for the best performance, while Le Meur and G-Eymol achieved the lowest performance. DenseNet-BB achieved the best results for the direction and length components on Salicon, closely followed by ResNet-BB and Inception-BB. Inception-BB had the best performance on the MIT1003 dataset for the Direction metric followed by SalyPath and DenseNet-BB. VGG-BB accomplished the best performance for the position component on Salicon, followed by DenseNet-BB, but their results dropped on the MIT1003 dataset, in which DSCM (ResNet) headed the scores. The best mean score was achieved by DenseNet-BB on the Salicon dataset, followed by SalyPath. For the MIT1003 dataset, we also reported the results found by [30] on the MultiMatch metric, we couldn’t do the same for Salicon model as their model was not provided for testing.

4. **Discussion**

We noticed that Le Meur and G-Eymol were able to achieve higher scores than some deep learning models on hybrid metrics (NSS and Congruency), surpassing VGG-BB on Salicon [13], or...
5. Conclusion

In this work we proposed a simple fully convolutional architecture to predict visual scanpaths on natural images. By leveraging the capabilities of common computer vision models like (VGG, ResNet, etc.), and transforming their outputs using a convolutional layer that outputs a feature map representing the predicted scanpath. Through experiments on 2 different datasets (i.e. Salicon and MIT1003), we compared the performance of our proposed architectures with other benchmark models, and achieved very competitive results on different quantitative metrics. We also displayed their ability to successfully generalize to other data distributions. Through qualitative visualizations, we demonstrated their ability to generate plausible and relevant scanpaths. And by comparing the visual distributions of the scanpaths, we demonstrated the ability of detecting the central bias by the our models.

This study allowed us to compare the different backbone architectures, and the usefulness of their characteristics for this task. It also demonstrates that using simple architectures and simple training procedures can be as effective as using complex frameworks, and training protocols.
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