Abstract. We present a rotation-equivariant unsupervised learning framework for the sparse deconvolution of non-negative scalar fields defined on the unit sphere. Spherical signals with multiple peaks naturally arise in Diffusion MRI (dMRI), where each voxel consists of one or more signal sources corresponding to anisotropic tissue structure such as white matter. Due to spatial and spectral partial voluming, clinically-feasible dMRI struggles to resolve crossing-fiber white matter configurations, leading to extensive development in spherical deconvolution methodology to recover underlying fiber directions. However, these methods are typically linear and struggle with small crossing-angles and partial volume fraction estimation. In this work, we improve on current methodologies by nonlinearly estimating fiber structures via unsupervised spherical convolutional networks with guaranteed equivariance to spherical rotation. Experimentally, we first validate our proposition via extensive single and multi-shell synthetic benchmarks demonstrating competitive performance against common baselines. We then show improved downstream performance on fiber tractography measures on the Tractometer benchmark dataset. Finally, we show downstream improvements in terms of tractography and partial volume estimation on a multi-shell dataset of human subjects.

1 Introduction

Diffusion-weighted MRI (dMRI) measures voxel-wise molecular diffusivity and enables the in vivo investigation of tissue microstructure via analysis of white matter fiber configurations and tractography. Localized profiles of water diffusion can be constructed via multiple directional magnetic excitations, with each excitation direction corresponding to an image volume. Due to partial voluming, voxels with two or more crossing fibers require increased directional sampling [19] for reliable resolution of multiple fiber directions. However, higher numbers of directions (also referred to as diffusion gradients) lead to clinically infeasible scanning times. Consequently, a series of reconstruction models \cite{4} characterizing voxel-specific diffusivity and enabling fewer gradients have been proposed.
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Fig. 1: Equivariant Spherical Deconvolution (ESD) can outperform conventional methods (CSD [6]) on the separation of crossing-fibers with small angles (here 33° on the left and 45° on the right) across a wide range of diffusion gradients.

In particular, these reconstruction models seek to estimate a fiber orientation distribution function (fODF) [17]: a function on the unit sphere $S^2$ providing fiber orientation/direction and intensity. The fODF can be obtained via spherical deconvolution of the dMRI signal with a tissue response function (analogous to a point spread function for planar images). The fODF model represents tissue micro-structure as a sparse non-negative signal, giving higher precision to fiber estimation. The constrained spherical deconvolution (CSD) model [17] has been extended to handle multiple tissue types (e.g., white and grey matter, cerebrospinal fluid) with multiple excitation shells (MSMT-CSD) [6]. Recent works aim to recover a sparser fODF, either via dictionary-learning [1] or by using specialized basis functions [20]. However, these methods may fail to recover difficult micro-structures such as crossing-fibers with small crossing angles.

Emerging literature demonstrates the utility of deep networks towards learning fODFs. Patel et al. use an autoencoder pretrained for fODF reconstruction as a regularizer for the MSMT-CSD optimization problem [13]. Nath et al. train a regression network on ground truth fiber orientations acquired via ex-vivo confocal microscopy images of animal histology sections co-registered with dMRI volumes [12]. Such an approach is typically impracticable due to the need for ex vivo histological training data. More recently, a series of work [8,7,10,15] proposes to train supervised deep regression networks directly on pairs of input dMRI signals and their corresponding MSMT-CSD model fits. We argue that such approaches are inherently limited by the quality of the MSMT-CSD solution and show that the underlying deconvolution itself can be improved via an unsupervised deep learning approach. Moreover, none of these learning approaches (with the exception of [15]) are equivariant to spherical rotation.

In these inverse problems aiming to recover the fODF model, we argue that as the DWI signal lives on the unit sphere, planar convolutional layers may not have the appropriate inductive bias. Standard convolutional layers are constructed for equivariance to planar translation, whereas the analogous operation for spherical signals is rotation. Designing the appropriate form of equivariance for a given network and task is key, as it enables a higher degree of weight sharing, parameter efficiency, and generalization to poses not seen in training data.
Fig. 2: Framework overview. The raw DWI signal is interpolated onto a spherical Healpix grid and fed into a rotation-equivariant spherical U-Net which predicts sparse fiber orientation distribution functions. The architecture is trained under a regularized reconstruction objective.

Fortunately, rotation-equivariant spherical convolutional layers for data on $S^2$ have been proposed with natural applicability to dMRI data.

In this work, we tackle sparse unsupervised fODF estimation via rotation-equivariant spherical convolutional networks. This reformulation is trained under a regularized reconstruction objective and allows for the nonlinear estimation of sparse non-negative fiber structures with incorporation of relevant symmetries and leads to improved performance on a variety of fODF estimation settings for both single-shell and multi-shell data. When ground truth is available via benchmark datasets, we obtain more accurate fiber detection and downstream fiber tractography. For real-world application to humans without ground truth, we show downstream improvements in terms of tractography and partial volume estimation on a real-world multi-shell dataset. Our learning framework is flexible and amenable to various regularizers and inductive priors and is applicable to generic spherical deconvolution tasks. Our code is publicly available at https://github.com/AxelElaldi/equivariant-spherical-deconvolution.

2 Methods
2.1 Background and Preliminaries

**dMRI Deconvolution.** The dMRI signal is a function $S : S^2 \to \mathbb{R}^B$, where $B$ is the number of gradients strengths/sampling shells, with the fODF given as $F : S^2 \to \mathbb{R}$ such that $S = \mathcal{A}(F)$, where $\mathcal{A}$ is the spherical convolution of the fODF with a response function (RF) $R : S^2 \to \mathbb{R}^B$. The RF can be seen as the dMRI signal containing only one fiber in the y-axis direction. The spherical convolution is defined as $S(p) = (R * F)(p) = \int_{S^2} R(P_p^{-1}q)F(q)dq$, where $p, q \in S^2$ are spherical coordinates and $P_p$ is the rotation associated to the spherical angles of coordinate $p$. We note that the fODF is voxel-dependent and shell-independent.
∑ \sum S only 0-order SHC. Therefore, the dMRI signal in der SH functions are azimuthal symmetric only for \( p \) \in \mathbb{R}^3 \) as the rotation matrix \( P_p \in \text{SO}(3) \) is a 3D rotation [3]. Specific to spherical deconvolution, as the RF is symmetric about the \( y \)-axis, all rotations which differ only by rotation around the \( y \)-axis give the same convolution result. Therefore, \( P_p \) can be expressed with two angles and the output of the convolution lives on \( S^2 \).

**Spherical Harmonics.** We utilize the orthonormal Spherical Harmonics (SH) basis \( \{ Y_l^m \}_{l \in \mathbb{N}, m \in \{-l, \ldots, l\}} : S^2 \to \mathbb{R} \) to express square-integrable \( f : S^2 \to \mathbb{R} \) as \( f(p) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} f_{l,m} Y_l^m(p) \), where \( p \in S^2 \), \( \{ f_{l,m} \}_{l \in \mathbb{N}, m \in \{-l, \ldots, l\}} \in \mathbb{R} \) are the spherical harmonic coefficients (SHC) of \( f \). We assume \( f \) to be bandwidth limited such that \( 0 \leq l \leq 2l_{\text{max}} \). As even degree SH functions are antipodally symmetric and odd degree SH functions are antipodally anti-symmetric, the odd degree SHC of both RF and fODF are null. Moreover, the \( m \) order SH functions are azimuthal symmetric only for \( m = 0 \). Thus, RF has only 0-order SHC. Therefore, the dMRI signal \( S^b \) for the \( b \)-th shell is \( S^b(p) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-2l}^{2l} \sqrt{\frac{4\pi}{2l+1}} f_{2l,m} Y_{2l}^m(p) \) for \( l \in \{0, \ldots, l_{\text{max}}\}, m \in \{-2l, \ldots, 2l\} \) where \( p \in S^2, L = (2l_{\text{max}} + 1)(l_{\text{max}} + 1) \) is the number of coefficients, and \( \{ v_{2l,0} \} \) and \( \{ f_{2l,m} \} \) are the SHC of the RF and fODF, respectively.

**Matrix Formulation.** Let the dMRI signal be sampled over \( B \) shells for \( V \) voxels. For a specific \( b \)-shell, a set of \( n_b \) gradient directions \( \{(\theta_i^b, \phi_i^b)\}_{1 \leq i \leq n_b} \) is chosen, where \( \theta_i^b \) and \( \phi_i^b \) are angular coordinates of the \( i \)-th gradient direction. This set gives \( n_b \) values \( \{ S_{i,v}^b \}_{1 \leq i \leq n_b} \) for each voxel \( v \), where \( S_{i,v}^b = S^b(\theta_i^b, \phi_i^b) \). Let \( S_b^v \in \mathcal{M}_{V,n_b}(\mathbb{R}) \) be the sampling of the \( v \)-th voxel of the \( b \)-shell, with the \( v \)-th row being \( \{ S_{i,v}^b \}_{1 \leq i \leq n_b} \). Let \( Y_b^v \in \mathcal{M}_{L,n}(\mathbb{R}) \) be the SH sampled on the \( v \)-th gradient of the \( b \)-shell \( \{(\theta_i^b, \phi_i^b)\} \) with its \( i \)-th column being \( \{ Y_{2l}^v(\theta_i^b, \phi_i^b) \}_{l,m} \). Let \( \mathbf{F} \in \mathcal{M}_{V,L}(\mathbb{R}) \) be the matrix of the fODF SH coefficients with the \( v \)-th row being the coefficients \( \{ f_{2l,m}^v \}_{l,m} \) of the \( v \)-th voxel. Finally, let \( \mathbf{R}^b \in \mathcal{M}_{L,L}(\mathbb{R}) \) be a
diagonal matrix, with diagonal elements \(\sqrt{\frac{4\pi}{4l+2}}r^b_{l}\) in blocks of length \(4l+1\) for \(l \in \{0, \ldots, l_{\text{max}}\}\). The diffusion signal can now be written as \(S^b = FR^bY^b\), with \(FR^b\) giving the SHC of \(S\) and \(Y^b\) transforming SHC into spatial data.

**Multi-Tissue decomposition.** So far, formalism has been presented for voxels with a single tissue type. In reality, brain tissue comprises multiple components, e.g., white matter (WM), grey matter (GM), and cerebrospinal fluid (CSF). To this end, [6] presents a diffusion signal decomposition between WM/GM/CSF such that \(S(p) = S_{\text{wm}}(p) + S_{\text{gm}} + S_{\text{csf}}\). GM and CSF are assumed to have isotropic diffusion limiting their spherical harmonic bandwidth to \(l_{\text{max}} = 0\). Thus, \(S^b = F_{\text{wm}}R_{\text{wm}}^b Y_{\text{wm}}^b + (F_{\text{gm}}R_{\text{gm}}^b + F_{\text{csf}}R_{\text{csf}}^b)Y_{\text{iso}}^b\), where \(F_{\text{gm}}, F_{\text{csd}} \in \mathcal{M}_{V,1}(\mathbb{R}), R_{\text{gm}}, R_{\text{csd}} \in \mathcal{M}_{1,1}(\mathbb{R})\), and \(Y_{\text{iso}} \in \mathcal{M}_{1,n}(\mathbb{R})\). Simplifying notation, we finally aim to solve the spherical deconvolution optimization problem to find SH coefficients of the V iODFs. Deconvolution methods typically assume the SH coefficients of the RF \(R\) to be known. Thus, the estimated iODF is:

\[
\hat{F} = \arg\min_{\hat{F}, FY \geq 0} ||S - FRY||^2 + \lambda \text{Reg}(F)
\]

where \(\text{Reg}\) is a sparsity regularizer on the iODF and \(FY \geq 0\) implies a non-negativity constraint on the iODF intensities used in [17] with a threshold of 0.
Table 1: Downstream post-deconvolution tractography results on Tractometer in terms of Valid/Invalid Bundles, Valid/Invalid Connections, and No Connections. Arrows indicate whether lower or higher is better for a given score.

| Method      | # Tissues | VB (↑) | IB (↓) | VC (↑) | IC (↓) | NC (↓) |
|-------------|-----------|--------|--------|--------|--------|--------|
| CSD         | 1         | 22     | 117    | 34.79  | 65.07  | 0.15   |
| ESD         | 1         | 22     | 123    | 48.06  | 51.82  | 0.12   |
| ESD+CSD     | 1         | 22     | 111    | 48.80  | 51.06  | 0.14   |
| CSD         | 2         | 21     | 112    | 46.81  | 53.06  | 0.13   |
| ESD         | 2         | 21     | 65     | 65.12  | 34.86  | 0.02   |
| ESD+CSD     | 2         | 21     | 72     | 65.22  | 34.77  | 0.01   |

2.2 Equivariant Spherical Deconvolution

Here, we outline how to take an unsupervised deep spherical network towards sparse non-negative fODF estimation, with an overview shown in Figure 2 and applicability to single-shell single-tissue (SSST), single-shell multi-tissue (SSMT), and multi-shell multi-tissue (MSMT) deconvolution.

Graph convolution We utilize the rotation-equivariant graph convolution developed in [14] due to its improved time complexity over harmonic methods such as [3]. The sphere is discretized into a graph $G$, such that $f: S^2 \to \mathbb{R}^B$ is sampled on the $N$ vertices of $G$ such that the signal becomes a matrix $f \in \mathbb{M}_{N,B}$. A graph convolution can now be written as $h(L)f = \sum_{i=0}^{P} w_i L^i f$, where the convolutional filter is fully described by weights $\{w_i\}$, and $L = D - A$ is the graph Laplacian with degree matrix $D$ and adjacency matrix $A$. This graph convolution can be made approximately rotation equivariant following [14] by fixing the edge weights of the graph and the discretization of the sphere. We use exponential weighting $d_{i,j} = e^{-||x_i-x_j||^2/\rho^2}$ if $i$ and $j$ are neighbors and $d_{i,j} = 0$ otherwise, where $i$ and $j$ are vertex indices of the graph, $x_i$ is the coordinate of the $i$-th vertex, and $\rho$ is the average distance between two neighbors. We use hierarchical Healpix sampling [5] of the sphere to construct our graph.

Spherical harmonics resampling. Real-world DWI acquisition protocols sample diffusion signals over a few dozen to at most a few hundred points with these points not corresponding to Healpix sampling. Therefore, to construct the deconvolution network input, we resample the diffusion signal onto the Healpix grid using spherical harmonics interpolation as illustrated in Figure 2. We thus obtain $S_{input} \in \mathbb{M}_{V,B,N} \mathbb{R}$, where $V$ is the number of voxels in a batch, $B$ is the number of shells and $N$ is the number of vertices. In the case the sampling and the frequency bandwidth of the DWI signal are not consistent, this step introduces a non-rotation equivariant operation. However, the model is still
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Fig. 5: Tractometer partial volume fractions estimated from CSD (row 1) and ESD (row 2), for the WM compartment (col. 1-2) and the isotropic GM and CSF compartments (col. 3-4). ESD returns more accurate localized tissue maps.

equivariant to the set of rotations that permute the sampling gradients.

**Sparsity.** Typically CSD methods represent the fODF with spherical harmonics up to degree 8, implying that the fODF representation cannot approximate a Dirac-like function and thus two close fibers cannot be distinguished. We maintain the spherical harmonic basis, but increase their degree to 20 for better representation with the ability to separate small crossing-fibers. To ensure the sparsity of the predicted fODF, we forgo $L_1$ regularization as in other sparse reconstruction work [9] and assume that the fODF follows a heavy-tailed Cauchy distribution and regularize towards it as $\text{Reg}(F) = \sum_{i=1}^{N} \log(1 + \frac{f_i^2}{\sigma^2_c})$, where $N$ is the number of points we estimate the fODF on, $f_i$ is the fODF value on the $i$th sphere pixel and $\sigma_c$ controls the sparsity level of the fODF.

**Learning Framework.** An overview of the overall network architecture is described in Fig. 2. Response functions for the tissue compartments are pre-calculated with MRTrix3 [18]. We input the Healpix-resampled signal into a rotation-equivariant graph convolutional network, following a U-net style architecture. We use max pooling and unpooling over the Healpix grid for down and upsampling, with batch normalization and ReLU nonlinearities following every convolution except for the last layer. For the final pre-fODF layer, we use the Softplus activation for MSMT and ReLU for SSST for increased stability.

The fODF outputs are $T$ signals $O \in \mathcal{M}_{V,T,N}(\mathbb{R})$ each corresponding to a tissue compartment. The SHCs of the WM fODF are the even SHC degrees of the first output signal. For the isotropic GM and CSF, we take the maximum values of the second and third output signal and use them as the GM and CSF fODF SHC. Finally, the predicted fODF is convolved with the RF to reconstruct
the signal $S$, training the network under a regularized reconstruction objective as below. For simplicity, we omit the indices for the multiple tissue compartments.

$$
\mathcal{L}(fODF) = \|S - fODF \ast RF\|^2_2 + \lambda \sum_{i=1}^{N} \log\left(1 + \frac{fODF_i^2}{2\sigma_i^2}ight) + \|fODF_{fODF<0}\|^2_2
$$

where the first term represents signal reconstruction, the second corresponds to sparsity as described before, and the third term encouraging non-negativity. As we use a ReLU or Softplus nonlinearity on the network output, the initially estimated fODF is entirely non-negative. However, as we use only the even-order SHC of the fODF for convolution with the RF for reconstruction (the fODF is symmetric), eliminating the odd-order SHC may introduce negative values to the fODF which we suppress using an $L_2$ regularizer on only its negative elements $fODF_{fODF<0}$. We use a batch size of 32 and Adam for minimization with a $10^{-2}$ step size, step-decayed on loss plateau. Depending on the dataset, all networks are found to rapidly converge within 20-30 epochs.

3 Experiments

We benchmark our methodologies across diverse datasets and deconvolution settings including: (1) synthetic data generated from a noisy multi-tensor model where we evaluate SSST, SSMT, and MSMT; (2) the Tractometer dMRI benchmark for SSST and SSMT; (3) an in-vivo human multi-shell dataset (MSMT). We compare our methods against the state-of-the-art CSD implementations available in MRTrix3 [18]. We note that ground truth fODFs are not available for Tractometer and the human dataset, motivating our use of surrogate evaluations in terms of downstream utility via tractography and partial volume estimation. Finally, for completeness, we test whether feature engineering by way of concatenating CSD deconvolutions to the network input (denoted as ESD+CSD) would provide performance improvements.

3.1 Noisy Synthetic Benchmark

**Dataset.** We use the multi-tissue diffusion model from [6] to generate a multi-shell multi-tissue dataset. Representative response functions are estimated from a human subject (subject 1, center 1 from [16]) using MRtrix. We add Rician noise to the simulated signal corresponding to real MR noise. To assess the robustness of the method against the number of gradients and shells, we generate five single-shell datasets with $b$-value 3000s/mm² and \{8, 16, 32, 64, 128\} diffusion gradients per method. We also generate five multi-shell datasets ($b = \{1000, 2000, 3000\}$s/mm²) corresponding to \{8, 16, 32, 64, 128\} diffusion gradients per shell. Finally, we generate a single $b = 0$ signal. We simulate 1e5 samples, split into \{7e4, 1e4, 2e4\} for training, validation and testing.
Fig. 6: Post-deconvolution tractography for Tractometer (rows 1-2; single-shell) and a human subject (rows 3-4; multi-shell). For both datasets, ESD (rows 2 and 4) demonstrates clearer streamlines with lower noise as opposed to CSD (rows 1 and 3). Readers are encouraged to zoom-in for visual inspection.

**Evaluation Scores.** As ground truth microstructure is known, performance evaluation is performed via five scores: (1) The **success rate** measures the ability to correctly estimate the number and location of white matter fibers via the number of voxels correctly processed. A voxel is successfully processed by the model if each ground truth fiber can be matched to a predicted fiber and the number of predicted fibers is the same as ground truth fibers. Following [1], a ground truth fiber is matched to a predicted fiber if it is no further than 25 degrees away; (2) The **angular error** measures angular distance between a ground truth fiber and the closest predicted fiber; (3) The **overestimation error** estimates the number of predicted fibers outside of the 25-degree cone of the ground truth fibers; (4) The **underestimation error** measures the number of ground-truth fibers without predicted fibers in their 25-degree cone; (5) Finally, we measure the estimated fractional volume of each tissue component (a probability mass function) per voxel in terms of the KL-divergence to the ground truth. For scores 1-4, we use the peak detection algorithm from [1] to predict fiber directions, where the am-
Table 2: Partial Volume Fraction estimation in terms of KL divergence to ground truth. **Left**: synthetic performance relative to the number of gradients. **Right**: Performance on a multi-shell Human dataset for individual subjects (S1-3).

Results. Evaluation scores are presented in Fig. 4. Our models consistently improve success rate, angular error and under-estimation over all gradients, shells, and number of tissue decompositions, save for 8 gradients. These results suggest that sharp fODFs returned by our methods allow for better localization and detection of fibers, decreased undetected fibers, while reducing the number of spurious fibers detected. Fig. 3 shows the better capacity of ESD to detect small-angle crossing fibers over CSD. Table 2 demonstrates better partial volume fraction estimation with our models, leading to better tissue component estimation and better localization of white matter fibers.

3.2 The Tractometer Benchmark

Dataset. To assess downstream deconvolution utility, we utilize the ISMRM 2015 Tractometer challenge [11] which provides a realistic single-shell multi-tissue brain phantom with 25 ground truth fiber-bundles, 32 diffusion gradients and one b0 image. We apply basic dMRI motion-correction and use probabilistic tractography algorithm from DiPy on the deconvolved fODF to estimate the fiber tracks. For tractography, we use the brain mask as the seed region, with density 1, we use a maximum angle of 75 and a stopping criterion threshold of 0.25 on the FA map and delete short tracks from the output.

Evaluation Scores. We follow Tractometer evaluation scores using Valid Bundles (VB/True Positives), Invalid Bundles (IB/False Positives), Valid Connections (VC/fraction of predicted streamlines part of a valid bundle), Invalid Connections (IC/fraction of predicted streamlines part of an invalid bundle), and No Connections (NC/fraction of predicted streamlines not part of any bundle).

Results. Tractometer results are shown in Table 1 where our proposed models increase the fraction of valid connections while decreasing the fraction of invalid
and non-connected streamlines. This suggests that our models allow for more accurate downstream fiber tracking. While the proposed model does not impact on the number of valid bundles, it halves the number of invalid bundles in a 2-tissue decomposition setting. We show the partial volume maps on that specific setting on Fig. 5 where ESD shows a clear separation between the two compartments while CSD overestimates the white matter volume fraction in the isotropic part of the phantom. A qualitative view of the tractography in the 2-tissue decomposition setting is presented in figure 6. We see that the streamlines are less noisy with ESD than CSD with better trajectory coherence.

3.3 Real-world Multi-Shell Human Dataset

Here, we use the preprocessed multishell human dataset from [16]. The dataset has three different subjects and we use scans of all three subjects from the first center. The protocol has three $b$-values $\{1000, 2000, 3000\}$ each with 98 gradients and 27 $B_0$ images. We use a 3-tissue decomposition for fODF estimation.

Evaluation Scores. Assessing deconvolution performance on a real brain is non-trivial due to the lack of micro-structural ground-truth. Therefore, we follow a downstream utility based evaluation similar to Section 3.2. We estimate the ground-truth partial volume from the T1 images of each subject using FSL FAST [21]. We also analyze qualitative tractograms, computed with the same probabilistic tractography algorithm as the tractometer dataset.

Results. Quantitative results are shown in Table 2. The KL-divergence is consistently improved for the three subjects, suggesting a better estimation of the overall partial volume fractions. Moreover, we show qualitative tractography views of the three subjects in the figure 6. Again, with ESD, we observe less noise and more streamline consistency.

4 Discussion

We present an unsupervised rotation-equivariant spherical CNN for the nonlinear estimation of the fiber orientation distribution function from diffusion MRI signals. With a Cauchy distribution prior on the fODF intensity and increased spherical harmonics order, we obtain sharp and accurate localizations. Our model is flexible and can be used in a wide range of settings, including generic natural image spherical deconvolution. It can work with or without multi-shell data and with an arbitrary number of DWI gradients. Our experiments demonstrate improved micro and macro-structure estimation over state-of-the-art deconvolution frameworks in terms of the detection of smaller crossing-angle fibers, better fiber localization, and better partial-volume estimation. Finally, improved local performances have a positive impact on global white matter fiber tracking in terms of noise and streamline coherence.
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