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Abstract

Explanations for black-box models help us understand model decisions as well as provide information on model biases and inconsistencies. Most of the current explainability techniques provide a single level of explanation, often in terms of feature importance scores or feature attention maps in input space. Our focus is on explaining deep discriminative models at multiple levels of abstraction, from fine-grained to fully abstract explanations. We achieve this by using the natural properties of hyperbolic geometry to more efficiently model a hierarchy of symbolic features and generate hierarchical symbolic rules as part of our explanations. Specifically, for any given deep discriminative model, we distill the underpinning knowledge by discretisation of the continuous latent space using vector quantisation to form symbols, followed by a hyperbolic reasoning block to induce an abstraction tree. We traverse the tree to extract explanations in terms of symbolic rules and its corresponding visual semantics. We demonstrate the effectiveness of our method on the MNIST and AFHQ high-resolution animal faces dataset. Our framework is available at https://github.com/koriavinash1/SymbolicInterpretability.

1 Introduction

Explainable AI (XAI) aims to improve the transparency and trustworthiness of deep learning models [1,2]. XAI can help with identifying biases, which is important for the safe and fair use of prediction models [3]. XAI approaches can be broadly categorized into ante-hoc and post-hoc methods [4]. Ante-hoc explainability focuses on developing inherently transparent models. For example, [5] introduces a symbolic reasoning block to promote transparency during training while [6] uses natural language descriptions that complement model predictions. [7] develops intrinsically aligned models via a debating game with a human judge.

Post-hoc explanations are the most commonly explored approaches, including explanations via feature-attribution [8,9,10], saliency maps [11,12,13], counterfactuals [14] or concept extraction [15,16,17]. Feature attribution methods [8,9] focus on assigning importance weighting to each and every feature in an input space, indicating their contribution towards the classifier’s decision; these methods are also considered shallow example-based explanations as they do not provide any further feedback on the model. Saliency-based methods [11] generate attention maps in an...
input space indicating regions responsible for deriving the classifier’s decision. These methods also provide example-based explanations. However, both feature-attribution and saliency-based explanations do not highlight the model’s perceived feature interactions as they only work on input data, which makes explanations a function of the data as well as of the model. This makes it difficult to assess the faithfulness of explanations towards the model’s reasoning. Counterfactual explanation methods [18, 19, 20, 21] help in analysing a classifier by creating several carefully constructed what-if scenarios by perturbing specific features, but are also example-based.

These methods overall provide single stage explanations but do not consider concept-based reasoning as perceived by humans [22, 23]. Concept-based explanations [15, 16, 17] go beyond feature-attribution and saliency-based methods by constructing higher-level concepts indicating their influence on the classifier’s decision. [17, 16] focus on developing traces, which indicate the flow of reasoning to make certain predictions, thereby considering feature interaction. These approaches are closely related to a popular wave of AI termed neuro-symbolic learning [24, 25, 26, 27], where a data-driven deep learning method is used to learn sub-symbolic representations to denote concepts while exploiting symbolic methods to capture reasoning. In fact, studies in computational neuroscience have claimed that concept representation in the brain can be in a finite discrete form rather than using continuous and infinitely many representations [28].

The notion of hierarchical concept-based reasoning is the most commonly posited learning principle in systems neuroscience [23, 29, 30, 31]. This form of reasoning has already been employed in neuro-symbolic AI [32, 33] to develop hierarchical representations in the form of knowledge/abstractions graphs and induce hierarchical rules as explanations. However these approaches are limited in developing hierarchical visual reasoning for classification tasks due to a continuous latent space. They do not also consider the natural geometry of the space upon which to develop hierarchical or neuro-symbolic models.

Inspired by hierarchical reasoning, we tackle the aforementioned issues to develop hierarchical symbolic explanations for deep discriminative models trained on imaging data. Our approach distills the knowledge from a trained classifier into a discrete surrogate model. We consider the natural geometry in which to develop our discrete surrogate model and form a hierarchical symbolic representation in hyperbolic space of the visual world with the learned interactions between symbols forming an abstraction tree [34]. This method makes generated explanations faithful to the classifier rather than the data. It also addresses the issue of non-monotonic behavior of features, by considering discrete symbols which can either be sampled or not. Our main contributions in this work include:

- **Symbol formation (Sections 3.2, 3.3):** A method to discretise the continuous latent space of a given classifier model into a hierarchy of discrete vectors denoted as symbols. We exploit the natural structure of hyperbolic geometry to more efficiently model this hierarchy.

- **Symbol abstraction and hyperbolic reasoning module (Section 3.3):** An effective way of learning symbol conjunction using binary weight layers to form an abstraction tree, which can provide both local image-level and global class-level hierarchical rules.

- **Explanations (Section 3.4):** A way of obtaining visual semantics for any given symbol in a hierarchy.

2 Background

**Vector quantisation:** [35] proposed a new way of training variational autoencoders (VAE) with discrete latent variables, which showed competitive performance with its continuous counterparts. They achieve the discretisation of the continuous latent variables from the output of an encoder with a method called vector quantisation (VQ). We therefore use VQ to learn a set of discrete symbols to represent the continuous latent space of a classifier.

**Hyperbolic embeddings:** A natural objective when embedding symbolic data in graphs is for the distances between symbols, defined by the space which they reside in, to correlate with their semantic similarity. However, to model increasingly complex relations between symbols, one is bounded by the dimensionality of embeddings in Euclidean space [36]. This is because the number of nodes in most cases grows exponentially as the graph distance from the centre node increases, while Euclidean space grows polynomially. This leads to embedding distortion and loss of information [37]. Hyperbolic geometry is a form of non-Euclidean geometry with a constant negative Gaussian
Figure 1: Overview of the proposed framework, in which the feature extractor and classifier describe the trained blocks of the given model. The euclidean codebook forms a discrete representation of the continuous latent space from a feature extractor followed by hyperbolic codebooks and reasoning blocks to obtain a hierarchy of abstractions, which is later used in extracting explanations. The decoder block is independently trained to obtain visual semantics for extracted symbolic rules.

curvature whose space grows exponentially. One can even informally describe hyperbolic space as the continuous version of trees, making it naturally equipped to deal with tree-like structures. This property has therefore been exploited in the literature for embedding hierarchical data in hyperbolic space without distortion and provides the reasoning for embedding our abstraction tree in hyperbolic space. For example, in [38], the authors proposed to use a hyperbolic model called the Poincare disk for word embeddings to simultaneously capture hierarchy and similarity reliably, which led to promising results in link prediction. Hyperbolic neural networks were proposed to perform all the operations of a neural network in hyperbolic space [39]. This was later exploited in the development of hyperbolic graph convolutional neural networks (HGCNN) [40, 41] which forms the structure of our method for reasoning in hyperbolic space.

Symbolic reasoning: Reasoning with symbolic data can mainly be performed via inductive or deductive approaches. Inductive reasoning considers a specific dataset and makes a broad generalization that is most probable while deductive reasoning provides complete evidence of the truth for its conclusion. Inductive logic programs (ILP) is a framework which learns using relational theories, such as using heuristics and physical properties to understand images [42]. Due to the strong inductive biases imposed by background knowledge, ILP approaches usually need very few examples to learn and generalize well [43]. In ILP, all the known hypotheses of an environment and a model’s reasoning can be converted to logic programs that can be read and understood by humans. This makes ILP an ideal candidate for explainable AI [44] and forms the basis for learning our abstraction tree.

3 Methods

Our framework consists of three steps: (i) Discretisation of a classifier’s latent space for symbol formation; (ii) Generating a hierarchy of symbols in hyperbolic space to construct an abstraction tree; and (iii) Rule/explanation extraction. Figure 1 overview our overall proposed framework.

3.1 Preliminaries and notations

3.1.1 Hyperbolic geometry:

First, we introduce some important geometric concepts. A n dimensional Manifold M is a topological space that can be locally approximated in Euclidean space ℝⁿ. The Tangent Space ℰₓM is defined as an m dimensional vector space which is a first order approximation of a point x on M.
The Riemannian Metric defines the set of inner products $g_x : T_xM \times T_xM \to \mathbb{R}$ of every point $x$ on $M$. Parallel transport $P_{x\to y}$ describes the translation of a vector field $V$ along a differentiable manifold to a new vector field $V'$ such that the covariant derivative always stays at $0$.

We now introduce the Hyperboloid and Poincare models of hyperbolic space equipped with constant negative curvature $-1/K (K > 0)$. In the rest of this works, we work with only hyperboloid $\mathbb{H}^d, K$ and Poincare $\mathbb{P}^d, K$ models of $d$ dimensions with unit radius and hence fixed negative curvature of $-1; \mathbb{H}^d, 1$, $\mathbb{B}^d, 1$. We focus on the two sheet unit hyperboloid model defined by Riemannian metric $g_{x}^{\mathbb{H}}$ given by the Minkowski metric tensor $(.,.)_S$ whereby $(x,x)_S = -1$ and $x \in \mathbb{R}^{d+1}$ [40]. Therefore, the dot product between arbitrary points $u$ and $v$ on $\mathbb{H}^d, 1$, is defined as $g_{x}^{\mathbb{H}}(u,v) := -u_0v_0 + u_1v_1 \ldots + u_dv_d; u_0 > 0$ [40]. Given the definition of the Riemannian metric tensor, we can introduce the notion of the geodesic distance defined as the shortest distance between $(u, v) \in \mathbb{H}^d, 1$.

Geodesic distance in the hyperboloid is given as in [40]: $d^{\mathbb{H},1}(u, v) = \text{arcosh}(g_{x}^{\mathbb{H}}(u,v))$.

We next formally define the Poincare unit ball, $\mathbb{B}^d, 1 = \{ x \in \mathbb{R}^d \| x \| < 1 \}$. Geodesics in $\mathbb{B}^d, 1$ are arcs of circles orthogonal to the boundary. $\mathbb{B}^d, 1$ is determined by the following Riemannian metric tensor: $g_{x}^{\mathbb{B}} = \left( \frac{2}{1-\|x\|^2} \right)^2$. This allows to define the geodesic distance for $(u, v) \in \mathbb{B}^d, 1$ below:

$$d^{\mathbb{B},1}(u,v) = 1 + 2 \left( \frac{||u-v||^2}{(1-||u||^2)(1-||v||^2)} \right)$$  \hspace{1cm} (1)

Now we introduce the notion of mapping between hyperbolic and euclidean space (tangential plane). Given $y \in T_o\mathbb{H}^d, 1$ and $v \in \mathbb{H}^d, 1$, exponential and logarithmic mappings are denoted $exp_{o}^{\mathbb{H}}(y): T_o\mathbb{H}^d, 1 \to \mathbb{H}^d, 1$ and $log_{o}^{\mathbb{H}}(v): \mathbb{H}^d, 1 \to T_o\mathbb{H}^d, 1$ respectively. In this work, we perform mappings with the tangential space at the origin $o$, which for $\mathbb{H}^d, 1$ is defined on $\{1,0_1,\ldots,0_d\} \in \mathbb{H}^d, 1$. In this case, the mappings between $y \in T_o\mathbb{H}^d, 1$ and $v \in \mathbb{H}^d, 1$ such that $(y,o) = 0$ are calculated as follows:

$$exp_{o}^{\mathbb{H}}(y) = \left( \text{cosh}(||y||_2), \text{sinh}(||y||_2) \frac{y_{1,0}}{\|y\|_2}, \ldots \right)$$

$$log_{o}^{\mathbb{H}}(v) = \left( 0, \text{arcosh}(v_{0}) \frac{v_{1,0}}{\|v_{1,0}\|_2} \right)$$  \hspace{1cm} (2)

Next, the equations for the mappings between $y$ on $T_o\mathbb{B}^d, 1$ and $v$ on $\mathbb{B}^d, 1$, with $o$ defined on $\{0,0_1,\ldots,0_d\} \in \mathbb{B}^d, 1$, is shown below:

$$exp_{o}^{\mathbb{B}}(y) = \left( \text{tanh}(||y||_2) \frac{y}{\|y\|_2}, \ldots \right)$$

$$log_{o}^{\mathbb{B}}(v) = \left( 0, \text{arctanh}(||v||_2) \frac{v}{\|v\|_2} \right)$$  \hspace{1cm} (3)

We apply projections as described in [40] to constrain points to the manifolds during optimisation. Please refer to appendix $6$ for formal definitions of projection.

Next, $\mathbb{H}^d, 1$ and $\mathbb{B}^d, 1$ are both isomorphic and therefore there exists a diffeomorphism mapping $\psi$ between $u \in \mathbb{H}^d, 1$ and $v \in \mathbb{B}^d, 1$ as highlighted below:

$$\psi_{\mathbb{B}^d,1 \to \mathbb{H}^d,1}(u_0 \ldots u_d) = \frac{u_1 \ldots u_d}{u_0 + 1}; \quad \psi_{\mathbb{H}^d,1 \to \mathbb{B}^d,1}(v_1 \ldots v_d) = \frac{(1 + \|v\|^2_2, 2v_1 \ldots 2v_d)}{1 - \|v\|^2_2}$$  \hspace{1cm} (4)

In our work, we apply feature transformations in hyperbolic space, using hyperbolic linear layers [39, 40]. The operations of Mobius addition $\oplus$ and Mobius scalar multiplication $\otimes$ in hyperbolic space can be shown to be analogous to the euclidean vector space operations of scalar multiplication and addition. [39] proves that Mobius scalar multiplication is equivalent to applying a logarithmic mapping of point $v \in \mathbb{B}^d, 1$ to the tangential space at $o$ and multiplying the scalar $r$ before mapping the scaled point back to Poincare space highlighted below:

$$r \otimes^1 v = exp_{o}^{\mathbb{B}}(r \ log_{o}^{\mathbb{B}}(v))$$  \hspace{1cm} (5)

In a hyperbolic linear layer, we also add a bias term $b$. [39] derives a simple equivalent solution to Mobius addition $(x \oplus b)$ shown in Equation $3$. One firstly defines $b$ on $T_o\mathbb{B}^d, 1$ which is parallel transported to the tangential space $T_o\mathbb{B}^d, 1$ before mapping back to Poincare space. Please refer to appendix $6$ for the equations of parallel transport as well as the general form for $exp_{x}^{\mathbb{B}}(y)$ and $log_{x}^{\mathbb{B}}(v)$.

$$v \oplus^1 b = exp_{v}^{\mathbb{B}}(P_{o \to v}(b))$$  \hspace{1cm} (6)
Equations 5 and 6 can also apply to scalar multiplication and addition in $\mathbb{H}^{d,1}$ [40]. We now let $W \in \mathbb{R}^{d \times d}$ and $B \in \mathbb{R}^d$ to help define the hyperbolic linear feature transformation $h(x)$ in $\mathbb{H}^{d,1}$ and $\mathbb{B}^{d,1}$ by combining Equations 5 and 6 to form:

$$h(x) = (W \otimes^1 x) \oplus^1 B$$

(7)

### 3.1.2 Model discretisation

Let $D \subseteq \mathcal{X} \times \mathcal{Y}$ be the dataset, such that elements of $\mathcal{X}$ are in $\mathbb{R}^{p \times p}$ and $\mathcal{Y} = \{1, \ldots, N\}$, where $p \times p$ and $N$ correspond to the dimension of an input image and total number of classes, respectively. In this work, we only consider classifiers of the form $C = f \circ g$, where feature extractor $f : \mathcal{X} \rightarrow \mathcal{E}$ maps input images to the latent space $\mathcal{E}$ and the feature classifier $g : \mathcal{E} \rightarrow \mathcal{Y}$ maps the latent space to class labels. We aim to distill the knowledge of a continuous classifier into a hierarchy of related symbols to form an abstraction tree whereby a symbol is a discrete concept represented as a vector. This is based on the valid assumption that the visual world consists of discrete concepts which are related in a hierarchical manner such that abstract visual concepts are the amalgamation of fine-grained discrete features. Therefore, given that the abstraction tree corresponds to an internal representation of the visual world that grows exponentially, this provides the basis to better embed the tree with minimal distortion in hyperbolic $\mathcal{H}$ rather than Euclidean space $\mathbb{R}$ [38]. The $i^{th}$ level in the tree is represented as a hyperbolic codebook $\zeta^i \in \mathcal{H}^{M_i \times d}$ which provide different levels of abstraction for the continuous space $\mathcal{E}$, as shown in Figure 1. The total number of codebooks $n (\zeta^n)$ and embedding dimensionality $d$ are hyper-parameters that are selected based on the use case. $M_0, M_1, \ldots, M_n$ are hyper-parameters corresponding to the total number of vectors in codebooks $\zeta^0, \zeta^1, \ldots, \zeta^n$ respectively. The greater $n$, the more levels of abstraction and the ‘deeper’ the explanations. However, we limit $n$ to an appropriate number to prevent the exponential increase in rules as we strive for an Occam’s Razor approach to generate explanations. Given this approach, we carry out ablations to find the smallest $M_n$ in each codebook to achieve a minimum of 90% knowledge distillation from a pre-trained classifier.

Formally, an abstraction tree is developed by learning the function $K$ which collapses the Euclidean continuous latent space $\mathcal{E}$ into ideally $\lceil \log_2 N + 1 \rceil$ symbols in $\zeta^n$ as this represents the minimum number of positive symbols to encode $N$ classes. We can decompose $K$ such that $K = R \circ VQ \circ MD$, where $MD$ denotes a feature modulation layer before discretisation by vector quantisation ($VQ$) and $R$ expresses the hyperbolic reasoning module. $R$ can further be decomposed into $R^n \circ R^{n-1} \circ \ldots \circ R^1$ with the output of each $R^i$ computing a different level of abstraction in the form of $\zeta^i$ (see again Figure 1). We train $K$ by sampling $z$ from $\mathcal{E}$ and sequentially mapping and discretising $z$ to increasing levels of abstraction in the abstraction tree to produce $z^i$ with the final level of abstraction used to classify $z$.

### 3.1.3 Inductive logic programming

Logic programming is a knowledge representation and reasoning formalism which helps us describe relations of interest in terms of facts and rules expressed in formal logic. Here, rules are usually described in the form of clauses as described in Equation 8, where $H$ is the head of the clause and $B_1, \ldots, B_n$ is the body of the clause.

$$H \leftarrow B_1, \ldots, B_n \quad (n \geq 1)$$

(8)

A clause of this form captures relational information of the form: the head is true when all the elements in the body are true. In this work, we assume that $H$ and each and every $B_i$ are atoms, which are Boolean functions amounting to applying predicates to terms (constant or variables).

Inductive Logic Programming (ILP) is a form of logic programming for learning these clauses (as shown in Equation 8) from data. ILP can be formally defined in terms of a tuple $(\mathcal{B}, \mathcal{P}, \mathcal{N})$, where $\mathcal{B}, \mathcal{P}, \mathcal{N}$ correspond to background knowledge, positive and negative examples respectively. The main objective for ILP is to formulate hypotheses (i.e. sets of clauses) given $\mathcal{B}, \mathcal{P},$ and $\mathcal{N}$. These hypotheses are sets $C$ of clauses of the form considered before, such that $\bar{C}$ explains all the examples formally described as $\mathcal{B}, C \models e$ for all positive examples $e \in \mathcal{P}$ and $\mathcal{B}, C \not\models e$ for all negative examples $e \in \mathcal{N}$. In general, ILP systems can be built using two main approaches: (i) Bottom-up, starting with analysing $\mathcal{B}$ to construct a hypothesis that generalises well on $\mathcal{P}$ and $\mathcal{N}$, e.g., Progol [45]; (ii) Top-down approach, where clauses are generated via some pre-defined templates and these clauses are tested for satisfiability on $\mathcal{P}$ and $\mathcal{N}$, e.g., as in Metagol [46] and dILP [47].
We do not perform VQ weights of MD The second component of our method, the hyperbolic reasoning module (R) The first step in our framework, symbol formation, initially consists of learning a feature modulation zmk ∈ zm to the nearest Euclidean codebook vector to form zmk ∈ zq shown below:

\[ z_{q_k} = \arg \min_j \| z_{mk} - C_j \|_2, \forall \ k \in K \]  

Equation 9 defines a sampling process which is non-differentiable but in order to update/learn the weights of MD and the symbols which form C based on this sampling method, we apply straight through gradient approximation. This then allows our discrete surrogate model to be trained end to end with the following Quantisation loss 353:

\[ L_{quant} = \| s g(e) - C \|_2 + \beta \| e - s g(C) \|_2. \]  

We apply stop gradients (sg) to constrain updates to the appropriate operands 353. Our ablations determined an optimum value of 0.2 for \( \beta \). Next, we apply a linear layer with weights \( w_c \in \mathbb{R}^{d \times d'} \) to the Euclidean codebook to reduce the dimension to the desired embedding dimensionality \( d \) for \( \zeta \) before applying an exponential mapping 3 to Poincare space:

\[ \zeta^0 \in \mathbb{B}^{1, d} \]  

We choose Poincare space in this work due to the enhanced visual interpretability of 2D embeddings on the Poincare disc 38. We however note it may be more beneficial for \( \zeta \) to be embedded in the hyperboloid when \( d \) is greater than 2 where the advantage of embedding in Poincare space is reduced. We additionally observe improved stability and convergence of \( \zeta^i \in \mathbb{H}^{M_i \times d, 1} \).

3.3 Hyperbolic reasoning module

The second component of our method, the hyperbolic reasoning module (R), is similar to the HGCN 40 but here we learn the edges of the graph (relations/conjunction between \( \xi \) to \( \xi^{i+1} \)) using a binary function (1 = edge, 0 = no edge). This constructs a graph structure equivalent to a tree which is used for reasoning about Euclidean external representations of the visual world. Similar to 40, the first stage of hyperbolic reasoning is a hyperbolic feature transformation shown in Equation 7 which is performed in the unit hyperboloid where we found training to be more stable compared to within the Poincare unit disc/ball. Therefore we map a codebook \( \zeta \) from Poincare space to the hyperboloid using Equation 4 before applying a hyperboloid linear layer (h(x)\( ^{M_i, 1} \)) to each codebook vector (Equation 7). This is followed by a logarithmic mapping (Equation 2)

\[ T_{\alpha}^{H^{1, d}}. \]  

The second stage of hyperbolic reasoning is the aggregation of symbols in \( T_{\alpha}^{H^{1, d}} \) as proposed in 40 to form \( \zeta^{i+1} \). This is achieved by first learning the edges or equivalently the property of conjunction over symbols with a binary attention layer 49 in \( R^l \), with weights \( w_l^{j,k} \in \mathbb{R}^{l \times k} \in \{0,1\}, j = 0,1 \ldots M_j, k = 0, \ldots M_{l+1} \). We then perform mean aggregation for the merging of symbols with edges from \( \zeta^i \) to \( \zeta^{i+1} \) by matrix multiplying with weights matrix \( a_l \in \mathbb{R}^{2 \times k} \) before mapping back to Poincare space (Equation 5). This aggregation is an approximation of the Freschet mean in hyperbolic space as assumed in 40. A single pass through \( R^l \) is summarised in the first line of Equation 10 below with the second line calculating \( a_l^{j,k} \in \alpha_l \).

\[ \zeta^{i+1} = \exp_0^{B^{1,1}}(a_l^{j,k} \log_0^{H^{1,1}}(h^{H^{1,1}}(\psi_{B^{1,1}}(\zeta^i)))) \]  

\[ a_l^{j,k} = \begin{cases} \frac{1}{\sum_{j=0}^{l-1} w_l^{j,k}}, & \text{if } w_l^{j,k} = 1 \\ 0, & \text{otherwise} \end{cases} \]  

In order for the hyperbolic reasoning module to update its weights to form an accurate abstraction tree, it needs to classify the discretised samples \( z_q \) from the Euclidean representation, \( E \). We firstly
We provide both global class-level and local example-level induced abstraction by moving our discrete sample back into Euclidean space to form $z_{p+1}$. Note, unlike in VQ for symbol formation, we do not directly update the symbols in $\zeta$ so that it is only learned by a function $H$ of $\zeta_{p-1}$ in order to faithfully learn an abstraction tree. Therefore, straight through gradient approximation is not required in this abstraction process.

We complete abstraction by moving our discrete sample back into Euclidean space to form $z_{p+1}$. Next, every $z_{pq}^{i+1}$ is mapped to the nearest codebook vector by Poincare distance in $\zeta^{i+1}$ using Equation 1 to form $z_{pq}^{i+1}$. The knowledge distillation loss is defined as $L$ to match the dimensionality of the output. The knowledge distillation loss is defined as $L$.

Finally, $z_{pq}^{n}$ is mapped to the class prediction by average pooling to a linear class projection layer (Figure 1) to match the dimensionality of the output. The knowledge distillation loss is defined as $L$ which is the cross-entropy loss between the classifiers prediction ($y$) and the hyperbolic discrete surrogate model’s prediction ($\hat{y}$): $L_{dist}(y, \hat{y})$. We determine that the Poincare distances (Equation 1) between codebooks correspond to graph distances in the tree. Therefore a Poincare codebook loss $L_{Poincare}$ is calculated such that symbols with an edge are closer together and those without an edge are pushed apart in hyperbolic space. First, let $u$ to be any codebook vector in the set of all $\zeta_{0}$ while $v$ and $v'$ are defined as codebook vectors with and without an edge with $u$ respectively, then two sets $P$ and $W$ are created such that; $u, v \in P$ and $u, v' \in W$. Given this, we can express the Poincare codebook loss as follows: $L_{Poincare} = \sum_{u, v, v' \in W} d^{Poincare}(u, v')$. We now define our total training loss as:

$\mathcal{L}_{Total} = \mathcal{L}_{dist} + \mathcal{L}_{quant} + \mathcal{L}_{Poincare}$.

All continuous weights in our model framework are updated with Adam optimisation while the binary weights in $R$ are updated using the Bop algorithm proposed by [49]. In this algorithm, the strength of gradient signal at time $t$ is determined by looking at the continuous exponential moving average $m_t$ of accumulated gradients up to the gradient, $g_t$ at $t$. The binary weights are then updated subjected to $m_t$ exceeding a threshold $\tau$ and the sign of $w_{t-1}^{j,k}$ matching $m_t$. In our case, we map our weights to {0, 1} rather than {-1, 1}, by initializing weights randomly $\in \{0, 1\}$ and modify the update rule proposed in [49]. This is shown in Equation 1 below, where the first line corresponds to gradient strength where $\gamma$ is the adaptivity rate [49] and the second line defines the update rule [49]. Please refer to appendix 6 for further training details.

$$m_t = (1 - \gamma)m_{t-1} + \gamma g_t$$

$$w_{t,j}^{j,k} = \begin{cases} \lfloor w_{t-1,j}^{j,k} - 1 \rfloor, & \text{if } |m_t| > \tau \text{ and sign}(m_t) = \text{sign}(w_{t-1,j}^{j,k}) \\ w_{t-1,j}^{j,k}, & \text{otherwise} \end{cases}$$

(11)

### 3.4 Explanations and visual semantics

We now aim to generate a hierarchy of rules explaining the reasons behind the classifier’s decision. At the end of training, all codebook symbols without an edge to or from itself are dropped and an abstraction tree is constructed based on the edges learnt between codebooks. We provide both global class-level and local example-level induced abstraction trees as a part of our explanation, along with the visual semantics for symbols in the example-level tree.

In Figure 2, we have two codebooks $\zeta^0$ and $\zeta^1$ each with 4 and 3 symbols, which are getting abstracted to form the concept: $Class_0$ and $Class_1$. A class-level induced tree indicates the subtree corresponding to a specific class. For example, in $Class_0$ consists of symbols $\zeta_0^1$, $\zeta_0^2$, $\zeta_0^3$, and $Class_0$. An image level tree is input dependent, and forms a subtree of a class-level tree.
The extraction of visual rules, first requires us to train a decoder block to reconstruct images in Euclidean space as perceived by the classifier, with a reconstruction loss $\mathcal{L}_{\text{recon}} = ||D(z_q) - x||^2_2$, where $z_q \sim \mathcal{C}$ and $x \sim \mathcal{X}$ described in figure 1. During training, we make sure that the gradients from the decoder block do not affect the weights of the discrete surrogate model, to maintain faithfulness of the discretisation process. In order to explain the semantic meaning of any symbol; $\zeta_i^j \in z_q^j$, we must project the selected symbol onto $\mathcal{C}$ and visualise the semantic difference using a decoder $D$. In the first step to compute the semantic difference $\delta(\hat{x})$, we deduce all the symbols in $z_q^0 \sim \zeta^0$ responsible for activating $\zeta_i^j \in z_q^j$ using the image-level tree to form a set $S \subset z_q^0$. $\zeta^0$ has one to one mapping with $\mathcal{C}$ such that one can now form a new set $A \subset z_q$. We use $A$ to perform a controlled intervention on $z_q \sim \mathcal{C}$ which is inputted into $D$ to calculate $\delta(\hat{x})$. We can formally define this process as: $\delta(\hat{x}) = D(z_q) - D(z_q; do(z_{qk} = 0), \forall z_{qk} \in A)$, where $z_{qk} \in z_q$.

4 Experiments

We use our framework to explain two pre-trained classifiers, one trained on the MNIST dataset [50] as a proof of concept study and the other trained on the AFHQ dataset [51] to indicate the scalability and generalisability of our proposed method. In the following experiments, we choose a 3 level hierarchy. We determine through our ablations, the number of codebook vectors for each level $M$, to be 128, 32, and 4 for the MNIST experiment and 256, 64, and 2 for AFHQ. Please refer to appendix 6 for information on classifier models and codebook ablations.

We hypothesise that hyperbolic embeddings will better embed a hierarchical tree without distortion and hence allow to reduce the dimensionality $d$ of $\zeta$ such that knowledge distillation would not be affected. We support this hypothesis by achieving better knowledge distillation accuracy with Poincare embeddings highlighted in table 1. One also notes increasingly better performance as we reduce the dimensionality of $\zeta$ down to 2 on the MNIST and AFHQ dataset. Figure 3 shows the 2 dimensional embeddings on the Poincare disk for the MNIST dataset maintaining a robust hierarchy.

Next, we qualitatively compare the explanations obtained from our framework against standard explainability frameworks: LIME [8], DeepSHAP [9], deepLIFT [10], and gradCAM [11]. Figure 4 describes the explanations obtained from standard existing methods. It is clear that most of the existing explanation methods focus on either pixel importance or gradient-based attention and do not differentiate the effect of multiple concepts. These explanations also are quite limited without yielding any sort of reasoning.

Our proposed method go beyond feature attribution by allowing the user to decide on the level of abstractness upon which to provide the symbolic and corresponding visual semantic rules which make up explanations. Figure 5 demonstrates the effectiveness of our explanations on a pre-trained classifier for MNIST. Figure 5(a) shows the class-level global-tree representing our trained reasoning blocks; this tree includes all possible symbol abstractions for a particular class. To explain a given image we construct a image-level local-tree which is described in Figure 5(b). Figure 5(c) provides a visual description of an image-level tree where we plot a single visual rule from each abstract level of reasoning. In this example, the visual semantics for a rule obtained for a given image $x$ corresponding to Class6(x) $\leftrightarrow \zeta_2^6(x), \zeta_3^6(x)$ is described in the first row of Figure 5(c). The second row of Figure 5(c) visualises the obtained rule corresponding to $\zeta_2^7(x) \leftrightarrow \zeta_4^7(x), \zeta_{25}^7(x)$ while the last row visualises how $\zeta_{25}^1$ is obtained using symbols from $\zeta^0$. As we go down the level of abstraction or in other terms, as we move closer to the boundary of Poincare space, visually the symbols start to move from
a complete digit heatmap to a more focused region in a digit, demonstrating a visual hierarchical explanation. One can also note the distinct semantic differences between individual symbols highlighting the advantage of discretising features. Similar explanations and visual semantic behaviour can be observed for a model trained on the AFHQ dataset shown in Figure 12 where we again observe symbols getting localized as we go deeper into the hierarchy. Please refer to appendix for further details and examples.

Table 1: Knowledge distillation accuracy of different dimensional Euclidean and Poincare embeddings on the MNIST and AFHQ classifiers.

| Embedding dim \ Dataset | 2   | 4   | 16  | 2   | 4   | 16  |
|-------------------------|-----|-----|-----|-----|-----|-----|
| MNIST                   | 0.90| 0.96| 0.99| 0.81| 0.92| 0.95|
| AFHQ                    | 0.90| 0.95| 0.98| 0.80| 0.90| 0.97|

Figure 5: This figure describes the explanations obtained using the proposed framework for a MNIST classifier. \( \zeta_i \in B^M_i \times 16 \) (a) Demonstrates the obtained class-level tree, which is a complete set of symbols responsible for entailing class; '6', (b) indicates an image-level tree with symbols responsible for making a decision for a given image, and (c) demonstrates the some of the visual rules obtained from a image-level tree.

Figure 6: This figure describes the explanations obtained using the proposed framework for a AFHQ classifier for the class; 'cat'. \( \zeta_i \in B^M_i \times 16 \)

5 Conclusion

This work provides novel hierarchical explanations for deep discriminative models, which was demonstrated on the MNIST and AFHQ datasets. The proposed framework discretises the continuous latent space of classifiers into \( M_0 \) discrete features, followed by multiple layers of reasoning and discrete abstraction in hyperbolic space to form an abstraction tree which provide hierarchical rules as explanations for the Euclidean visual world. We demonstrate hyperbolic geometry allows to embed our knowledge tree with minimal distortion compared to the Euclidean counterpart. The results show
the existence of consistent and distinct symbolic hierarchical rules for each class which is visualised by generating attention regions in an image. For future work, our framework can be developed into a stand-alone deep discriminative neuro-symbolic model which improves generalisability as well as interpretability. We can here also explore the advantage of learnable curvature similar to [40] to embed symbolic data in hyperbolic space. We plan to extend this method with domain experts to assign semantic meaning to symbols and extract high-level descriptive explanations as well as highlight biases and inconsistencies in features learned by a given model.
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6 Appendix

6.1 Hyperbolic mappings

We show here the general equations $\exp^K_x(y)$ and $\log^K_x(v)$ with any negative curvature, $-1/K$ for $\mathbb{H}^{d,K}$ in Equation 12 and 13 respectively as well as for $\mathbb{B}^{d,K}$ in Equation 14 and 15 respectively [40][39].

6.1.1 Hyperboloid

\begin{align*}
\exp^\mathbb{H}^1_x(y) &= \cosh\left(\frac{\|y\|}{\sqrt{K}}\right) x + \sqrt{K} \sinh\left(\frac{\|y\|}{\sqrt{K}}\right) \frac{y}{\|y\|} \quad (12)
\log^\mathbb{H}^1_x(v) &= d^\mathbb{H}^1(x,v) \left( \frac{v + \frac{1}{K} \langle x,v \rangle S x}{\|v + \frac{1}{K} \langle x,v \rangle S x\|} \right) \quad (13)
\end{align*}

6.1.2 Poincare

A Riemannian metric tensor is conformal to another Riemannian metric if it defines the same angles. In the case of the Poincare unit ball, there is a smooth conformal mapping, $\lambda : \mathbb{B} \to \mathbb{R}$ between the Euclidean metric tensor $g^R_x$ and Poincare metric tensor $g^P_x$. The Poincare conformal factor $\lambda_x = \frac{2}{1-\|x\|^2}$ is defined such that $g^P_x = \lambda_x^2 g^R_x$.

\begin{align*}
\exp^\mathbb{B}^1_x(y) &= x + K \left( \tanh\left(\frac{\sqrt{K}K_x \|y\|}{2}\right) \frac{y}{\|y\|} \right) \quad (14)
\log^\mathbb{B}^1_x(v) &= 2 \sqrt{K} \lambda_x \arctanh(\sqrt{K} \|x \oplus^K v\|) \frac{-x \oplus^K v}{\|x \oplus^K v\|} \quad (15)
\end{align*}

6.2 Parallel transport

In this section, we reveal the equations of parallel transport for vector $b$ on the tangential space of the origin to the tangential space of $v$. Formally, we show $P^K_{o \to v}(b)$ in $\mathbb{B}^{K,d}$ and $\mathbb{H}^{K,d}$ below.

6.2.1 Hyperboloid

The general form of this equation, $P^K_{x \to v}(b)$ shown below in Equation 16 is derived in [40].

\begin{align*}
P^K_{o \to v}(b) &= b - \frac{\langle \log_o(v), b \rangle_S}{d^\mathbb{H}^1(o,v)^2}(\log_o(v) + \log_v(o)) \quad (16)
\end{align*}

6.2.2 Poincare

Equation 17 is derived in [39].

\begin{align*}
P^K_{o \to v}(b) &= \frac{\lambda^K_o}{\lambda^K_v} b \quad (17)
\end{align*}

6.3 Projections

We need to apply projections to constrain points to the manifolds and its tangential space after optimising. In our work, all operations are performed in the tangential plane and therefore one needs to only apply projections after the exponential mapping from the tangential space to the manifold which we define below.

Equation 18 below shows the projection after exponential mapping $y$ on $\mathbb{T}_x \mathbb{H}^{d,K}$ to the hyperboloid manifold $\mathbb{H}^{K}$. In our work we use $K = 1$ for applying projections.

\begin{align*}
\text{Proj}(\exp^\mathbb{H}^1_x(y)) &= \left( \sqrt{1 + \|v_{1,d}\|^2}, v_{1,d} \right) \quad (18)
\end{align*}

The projection when mapping a point $y$ on $\mathbb{T}_x \mathbb{B}^{d,K}$ to Poincare space $\mathbb{B}^{d,K}$ is achieved by normalising $\exp^\mathbb{B}^1_x(y)$ if $\|\exp^\mathbb{B}^1_x(y)\|^2 > 1/\sqrt{K}$ or $> 1$ in the case of the Poincare unit ball.
6.4 Training details and architectures

6.4.1 Discrete surrogate model

We consider an image dimension of $32 \times 32$ for the MNIST and AFHQ dataset respectively. Our modulation layer reduces the number of features (latent dimension) of $z$ from 64 to 8 channels and $1024 \times 1024$ for the MNIST and AFHQ experiments respectively. We perform all hyperbolic linear operations in $T_x^H$ and do not directly update the embeddings $\zeta_i \in \mathbb{H}_M^{d,1}$ or $\mathbb{B}_1^{d,1}$ which means we can perform Euclidean optimisation. Therefore, for the experiments in the main paper, we use Adam optimisation with a learning rate of 0.0002 and batch size of 50 in all experiments to train the discrete surrogate model for 40 epochs. We experimented with Riemmanian stochastic gradient descent [52] but found Adam optimisation to be more stable. We also found that $\zeta_i \in \mathbb{H}_M^{d,1}$ provided greater stability during training and showed generally improved performance (see codebook ablation tables 2 and 3 below in section 6.5).

We described the optimisation of the Binary weights in the main paper. In our experiments, we used, adaptivity rate $\gamma$ of 0.0004 and threshold $\tau$ of $1e^{-8}$. The adaptivity rate is analogous to the learning rate and can be seen as the consistency of a gradient signal required to induce a flip in weights from 0 to 1 or vice versa [49]. A high $\gamma$ can therefore induce a flip quicker given a new gradient signal but this can also mean noisy training [49]. $\tau$ is reflective of the strength of the gradient signal required to induce a flip [49].

6.4.2 Decoder

The Decoder for MNIST experiments initially consists of a $1 \times 1$ convolutional block to increase the number of channels back to 64 channels before 3 up-sampling blocks. Each up-sampling block consists of bi-linear interpolation before two pre-activation $3 \times 3$ convolutional blocks with residual connections [53]. We use batch normalisation and ReLU activation. In our AFHQ experiments, the decoder also initially starts with a $1 \times 1$ convolutional block to increase the number of channels back to 1024 before 4 up-sampling blocks identical to the one used in our MNIST experiments. We train the decoder in both experiments for 40 epochs using Adam optimisation with a learning rate of 0.0002.

6.4.3 Pre-trained classifiers

The MNIST pre-trained classifier consists of 7 convolutional blocks made up of a $3 \times 3$ convolutional layer followed by batch normalisation and ReLU non-linearity. This is followed by global average pooling and a single layer linear classifier. Max pooling is applied after the first, third and fifth layers. The number of channels corresponding to the final convolutional block is 64. We train this classifier for 50 epochs with a batch size of 50. We use Adam optimisation with an initial learning rate of 0.01 and weight decay of 0.01. We achieve 99% accuracy with this pre-trained classifier.

We use the DenseNet-121 as our pre-trained classifier for the AFHQ dataset [54]. We train using Adam optimisation with an initial learning rate of 0.001 and weight decay of 0.05. 98% accuracy is achieved with this classifier. We reduce the dimensionality of the MNIST and AFHQ images to $4 \times 4$ in the final layer before being inputted into the classifier.

6.4.4 Optional commitment loss

Given $z^i_{pq} \in \mathbb{R}^{K \times d'}$ and $k \in K$, we define an optional commitment loss to move each $z^i_{pqk} \in z^i_{pq}$ closer to its sampled codebook vector denoted $\zeta^i_k$ shown below in Equation 19.

$$L_{cb} = \sum_{i=n}^{i=K} \sum_{t=0}^{t=K} d^H_{1,1}(z^i_{pqk}, s_g(\zeta^i_k)).$$

(19)

Therefore the total loss in this case is: $L_{total} = L_{dist} + L_{quant} + L_{Poincare} + \epsilon L_{cb}, \epsilon \in \{0, 1\}$.

We found this to not affect knowledge distillation performance except to provide a more committed notion of abstraction for $z^i_q$. 
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6.5 Codebook ablations

We run multiple codebook ablations to find the minimum number of codebook vectors required to achieve a knowledge distillation accuracy of at least 90% shown in table 2 and 3. We fix the number of codebook vectors in $\zeta^n$ to $\lceil \log_2 N + 1 \rceil$. We note in more complex datasets, a larger number of codebook vectors maybe required in $\zeta^n$, whereby a class may need to be encoded with more than one possible combination of codebook vectors in order to fit the data. We also compare knowledge distillation accuracy of codebooks with Poincare embeddings against hyperboloid embeddings. In these experiments we only use a three level hierarchy. The user can however decide if they would like more levels of abstraction by increasing the number of codebooks. We note also, the use of codebook ablations is a limitation for the practicality of our explainability method.

Table 2: Knowledge distillation accuracy of different codebook sizes for Poincare, Hyperboloid and Euclidean embeddings on the MNIST dataset. The best knowledge distillation accuracy for each embedding dimension is highlighted in bold.

| Embedding dim. ($\rightarrow$) | Poincare | Hyperboloid | Euclidean |
|-------------------------------|----------|-------------|-----------|
| Codebook Size ($\zeta^0, \zeta^1, \zeta^2$) ($\downarrow$) | 2        | 4          | 16        | 2        | 4          | 16        | 2        | 4          | 16        |
| 512, 64, 4                    | 0.92     | 0.91       | 0.98      | 0.95     | 0.93       | 0.99      | 0.80     | 0.90       | 0.95      |
| 256, 64, 4                    | 0.94     | 0.94       | 0.99      | 0.91     | 0.98       | 0.99      | 0.86     | 0.92       | 0.96      |
| 256, 32, 4                    | 0.89     | 0.96       | 0.99      | 0.93     | 0.98       | 0.97      | 0.79     | 0.91       | 0.98      |
| 128, 32, 4                    | 0.90     | 0.96       | 0.99      | 0.91     | 0.95       | 0.99      | 0.81     | 0.92       | 0.95      |
| 64, 16, 4                     | 0.85     | 0.88       | 0.94      | 0.90     | 0.88       | 0.93      | 0.80     | 0.83       | 0.90      |

Table 3: Knowledge distillation accuracy of different codebook sizes for Poincare, Hyperboloid and Euclidean embeddings on the AFHQ dataset. The best knowledge distillation accuracy for each embedding dimension is highlighted in bold.

| Embedding dim. ($\rightarrow$) | Poincare | Hyperboloid | Euclidean |
|-------------------------------|----------|-------------|-----------|
| Codebook Size ($\zeta^0, \zeta^1, \zeta^2$) ($\downarrow$) | 2        | 4          | 16        | 2        | 4          | 16        | 2        | 4          | 16        |
| 512, 64, 2                    | 0.94     | 0.92       | 0.96      | 0.90     | 0.95       | 0.98      | 0.83     | 0.91       | 0.93      |
| 256, 64, 2                    | 0.90     | 0.95       | 0.98      | 0.92     | 0.98       | 0.99      | 0.80     | 0.90       | 0.97      |
| 256, 32, 2                    | 0.86     | 0.85       | 0.93      | 0.88     | 0.91       | 0.96      | 0.77     | 0.81       | 0.88      |
| 128, 32, 2                    | 0.88     | 0.88       | 0.91      | 0.84     | 0.92       | 0.96      | 0.80     | 0.86       | 0.90      |
| 64, 16, 2                     | 0.78     | 0.85       | 0.83      | 0.81     | 0.90       | 0.92      | 0.75     | 0.80       | 0.84      |

6.6 Additional results

In this section, we provide additional examples illustrating the explanations of the proposed framework. Figure 7 and 8 describes our explanations for a model trained on the MNIST dataset classifying class ‘3’ and ‘9’ respectively. Figure 12 and 13 describes our explanations for a model trained on the AFHQ dataset classifying class ‘dog’ and ‘cat’ respectively. The sub-figure (a) in Figure 7, 8, 12 and 13 demonstrates the local image-level abstraction tree reflecting how definite symbols from codebook $\zeta^0$ combine to form abstract symbols in a class, while the sub-figure (b) illustrates these abstractions with visual rules.

Figure 9 demonstrates the distribution of codebook symbols on a Poincare disk. The symbols from $\zeta^0$ are spread along the circumference of the disk, while the symbols from $\zeta^1$ and $\zeta^2$ are distributed inside the disk, maintaining the hierarchy. Finally, Figure 10 demonstrates the class-level abstraction tree for class ‘cat’ and ‘dog’ in the AFHQ dataset. We can observe distinctions between symbols sampled and abstracted to form the class trees.
Figure 7: This figure describes the explanations obtained using our proposed framework on the MNIST classifier for class '3', with hierarchical rules: \( \text{class 3}(x) \leftarrow \zeta_2(x), \zeta_2^0(x), \zeta_2^2(x) \), where \( \zeta_2^2(x) \leftarrow \zeta_{13}(x), \zeta_{19}(x), \zeta_{21}(x) \), and \( \zeta_{19}(x) \leftarrow \zeta_3^0(x), \zeta_8^0(x), \zeta_{14}^0(x), \zeta_{22}^0(x), \zeta_{48}^0(x) \).

Figure 8: This figure describes the explanations obtained using proposed framework on the MNIST classifier for class '9', with hierarchical rules: \( \text{class 9}(x) \leftarrow \zeta_2(x), \zeta_2^2(x) \), where \( \zeta_2^2(x) \leftarrow \zeta_{19}(x), \zeta_{21}(x) \), and \( \zeta_{19}(x) \leftarrow \zeta_3^0(x), \zeta_8^0(x), \zeta_{13}(x), \zeta_{15}(x) \).
Figure 9: Poincare embedding of discrete symbols obtained for the AFHQ classifier. Here, red, blue, and green nodes indicate symbols from $\zeta_0, \zeta_1, \zeta_2$ layers abstraction.

Figure 10: This figure describes the difference between class-level trees for 'cat' and 'dog' class, illustrating the difference in symbols sampled from $\zeta_0, \zeta_1, \& \zeta_2$ in abstracting a particular class.
Figure 11: This figure describes the explanations obtained using our proposed framework for the AFHQ classifier for class dog, with hierarchical rules: $\text{dog}(x) \leftarrow \zeta_1^2(x), \zeta_1^1(x)$, where $\zeta_0^0(x) \leftarrow \zeta_2^1(x)$, and $\zeta_2^1(x) \leftarrow \zeta_3^0(x), \zeta_3^1(x), \zeta_3^2(x)$.

Figure 12: This figure describes the explanations obtained using our proposed framework for the AFHQ classifier classifying class 'cat' (ablation with 3 symbols in the final codebook of the hierarchy), with hierarchical rules: $\text{cat}(x) \leftarrow \zeta_1^2(x), \zeta_1^1(x)$, where $\zeta_0^0(x) \leftarrow \zeta_1^1(x)$, and $\zeta_1^1(x) \leftarrow \zeta_2^0(x), \zeta_2^1(x), \zeta_2^2(x), \zeta_2^3(x), \zeta_2^4(x), \zeta_2^5(x), \zeta_3^0(x), \zeta_3^1(x), \zeta_3^2(x), \zeta_3^3(x)$.