Effects of quantum resources on the statistical complexity of quantum circuits
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We investigate how the addition of quantum resources changes the statistical complexity of quantum circuits by utilizing the framework of quantum resource theories. Measures of statistical complexity that we consider include the Rademacher complexity and the Gaussian complexity, which are well-known measures in computational learning theory that quantify the richness of classes of real-valued functions. We derive bounds for the statistical complexities of quantum circuits that have limited access to certain resources and apply our results to two special cases: (1) stabilizer circuits that are supplemented with a limited number of T gates and (2) instantaneous quantum polynomial-time Clifford circuits that are supplemented with a limited number of CCZ gates. We show that the increase in the statistical complexity of a quantum circuit when an additional quantum channel is added to it is upper bounded by the free robustness of the added channel. Finally, we derive bounds for the generalization error associated with learning from training data arising from quantum circuits.

I. INTRODUCTION

Quantum machine learning, which aims to harness the power of quantum computing to perform machine learning tasks, has attracted considerable interest in recent years. This interest is accompanied by the hope that quantum algorithms can outperform their classical counterparts at solving certain machine learning problems. This hope is fuelled, in part, by the observation that quantum computers are capable of efficiently producing patterns in data that classical computers are believed to not be able to produce efficiently and by the proposal of quantum algorithms with a provable exponential speedup over known classical algorithms that may be adapted for use as subroutines in certain machine learning algorithms. An example of such an algorithm is the Harrow-Hassidim-Lloyd (HHL) algorithm for solving linear systems of equations, which has been applied to various machine learning problems, like recommendation systems, support vector machines, principal component analysis, etc.

Central to many quantum machine learning algorithms is the need to train quantum variational circuits to perform certain tasks. These circuits are the central building block used in variational quantum algorithms, which have been described as a leading candidate for achieving a practical quantum advantage using noisy intermediate-scale quantum (NISQ [14, 15]) devices. Examples of variational quantum algorithms include the variational quantum eigensolver (VQE) for quantum chemistry [17–19], the quantum approximate optimization algorithm (QAOA) for optimization [20], and the quantum neural network (QNN) that generalizes the classical neural network.
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we extend our previous results and address the above question more generally by considering the Rademacher and Gaussian complexities as measures of model complexity and utilizing the framework of general resource theories \cite{54, 55}, which offers a powerful paradigm for the quantification and operational interpretation of quantum effects \cite{46}.

In a quantum resource theory, quantum channels are categorized as being either a free channel or a resource channel. Free channels are those that are available or inexpensive and resource channels are those that are limited or expensive to use. In this work, we consider quantum-circuit-based learning models in the following two contexts: (1) quantum circuits with access to only a restricted set of channels \(\mathcal{O}\), and (2) quantum circuits with access to a restricted set of channels \(\mathcal{O}\) together with an additional resource channel \(\Psi \in \mathcal{O}\) (for example, we could take \(\mathcal{O}\) to be the set of stabilizer circuits and \(\Psi\) to be the \(T\) gate). We show that by adding a resource channel to a set of free channels, the Radamacher and Gaussian complexities are increased by an amount that is bounded by the free robustness of the resource channel multiplied by the number of times the channel is used. Using this result, we derive an upper bound on the generalization error associated with learning from the training data arising from such circuits.

\section{Preliminaries}

\subsection{Quantum-generated function classes}

Consider an \(n\)-qubit quantum circuit that implements a quantum channel\(^1\) \(\Phi\). For example, \(\Phi = \Phi(\theta)\) could represent a parametrized quantum circuit with gates parametrized by the parameters \(\theta \in \mathbb{R}^{\alpha}\) (for an example, see Fig. 1). Let \(\tilde{x} \in \mathbb{F}_2^n\) be an \(n\)-bit input string (for example, \(\tilde{x}\) could be the binary representation of a collection of pixel values of an image of a handwritten digit). By Born’s rule, if we feed the computational basis state \(|\tilde{x}\rangle\) into the circuit \(\Phi\) and make a measurement in the computational basis, the probability of measuring \(\bar{y} \in \mathbb{F}_2^m\) is given by

\[ p_{\Phi,\bar{y}}(\bar{y}) = f_{\Phi}(\bar{x}, \bar{y}) := \text{Tr}[\Phi(|\tilde{x}\rangle\langle\tilde{x}|)|\bar{y}\rangle\langle\bar{y}|]. \quad (1) \]

where \(f_{\Phi}: \mathbb{F}_2^n \times \mathbb{F}_2^m \rightarrow [0,1]\) is a real-valued function induced by the channel \(\Phi\) that maps input-output pairs \((\bar{x}, \bar{y})\) to probability values. Let \(\Omega\) be a set of quantum channels. We define the function class \(\mathcal{F}(\Omega)\) as follows:

\[ \mathcal{F}(\Omega) = \{f_{\Phi}|\Phi \in \Omega\}. \quad (2) \]

\subsection{Statistical complexity}

We now introduce the Rademacher and Gaussian complexities \cite{40}, which quantify the richness of sets of real-valued functions and can be used to provide bounds for the generalization error associated with learning from training data. Let \(\mathcal{G}\) be a set of real-valued functions and let \(S = (z_1, \ldots, z_m) \in \mathbb{R}^m\) be a set of \(m\) samples. The (empirical) Rademacher complexity of \(\mathcal{G}\) with respect to \(S\) is

\[ R_S(\mathcal{G}) = \mathbb{E}_{\epsilon_1, \ldots, \epsilon_m \sim \text{Rad}} \left[ \sup_{g \in \mathcal{G}} \frac{1}{m} \sum_{i=1}^{m} \epsilon_i g(z_i) \right], \quad (3) \]

where the expectation is taken over i.i.d. Rademacher random variables, i.e., \(\epsilon_i \sim \text{Rad}\) for each \(i \in \{1, \ldots, m\}\). Recall that the Rademacher random variable \(X\) has probability mass function

\[ \Pr(X = k) = \begin{cases} 1/2 & k \in \{-1, 1\}, \\ 0 & \text{otherwise.} \end{cases} \quad (4) \]

Similarly, the (empirical) Gaussian complexity of \(\mathcal{G}\) with respect to \(S\) is

\[ G_S(\mathcal{G}) = \mathbb{E}_{\epsilon_1, \ldots, \epsilon_m \sim \mathcal{N}(0,1)} \left[ \sup_{g \in \mathcal{G}} \frac{1}{m} \sum_{i=1}^{m} \epsilon_i g(z_i) \right], \quad (5) \]

where the expectation is taken over the i.i.d. random Gaussian variables with zero mean and unit variance, i.e., \(\epsilon_i \sim \mathcal{N}(0,1)\) for each \(i \in \{1, \ldots, m\}\).

Note that the empirical Rademacher and Gaussian complexities depend on the samples \(S = (z_1, \ldots, z_m)\). By averaging over samples \(S\) taken from a product distribution \(\mathcal{D}^m\), we obtain the expected Rademacher and Gaussian complexities:

\[ R_D(\mathcal{G}) = \mathbb{E}_{S \sim \mathcal{D}^m} [R_S(\mathcal{G})], \quad (6) \]

\[ G_D(\mathcal{G}) = \mathbb{E}_{S \sim \mathcal{D}^m} [G_S(\mathcal{G})]. \quad (7) \]

In the rest of the main text, we will focus on the Rademacher complexity; similar results hold for the Gaussian complexity, which we relegate to Appendix E.

\subsection{Statistical complexity in the quantum resource theory framework}

Quantum resource theories are characterized by a restricted set of channels, called free channels, which map free states

\footnotetext{1 Subsequently, we will identify the circuit with the channel it implements and denote both by \(\Phi\).}
to free states; any channel that is not a free channel is called a resource channel. Let $\mathcal{O}$ be a set of $n$-qubit free channels and let $\Psi \notin \mathcal{O}$ be an $n$-qubit resource channel. Define $\mathcal{O}_\Psi := \mathcal{O} \cup \{ \Psi \}$ to be the class of channels formed by appending $\Psi$ to $\mathcal{O}$. In addition, to take into account the case where the resource channel is used more than once, for each $k \in \mathbb{Z}^+$, define

$$\mathcal{O}_\Psi^{(k)} = \left\{ \prod_{i=1}^{l} \Phi_i | l = \text{poly}(n); \Phi_i \in \mathcal{O}_\Psi \forall i \in \{1, \ldots, l\} \right\},$$

and at most $k$ of the $\Phi_i$’s are $\Psi$. (8)

It is easy to see that the above sets form a nested hierarchy

$$\mathcal{O} \subset \mathcal{O}_\Psi \subset \mathcal{O}_\Psi^{(1)} \subset \mathcal{O}_\Psi^{(2)} \subset \ldots \subset \mathcal{O}_\Psi^{(k)} \subset \mathcal{O}_\Psi^{(k+1)} \subset \ldots$$

(9)

In this work, we will be interested in the statistical complexities of the function classes $\mathcal{F}(\Omega)$ formed by taking $\Omega$ to be the sets in the nested hierarchy in Eq. (9), where $\mathcal{F}(\cdot)$ is given by Eq. (2).

III. RESULTS

A. Statistical complexity bounds

We first consider the Rademacher complexity of $\mathcal{F}(\mathcal{O}_\Psi)$.

**Theorem 1.** Given $m$ independent samples $S = (\tilde{z}_1, \ldots, \tilde{z}_m)$ and a resource channel $\Psi$, the Rademacher complexity of $\mathcal{F}(\mathcal{O}_\Psi)$ is bounded as follows:

$$\hat{R}_S(\mathcal{F}(\mathcal{O})) \leq \hat{R}_S(\mathcal{F}(\mathcal{O}_\Psi)) \leq (1 + \gamma(\Psi))\hat{R}_S(\mathcal{F}(\mathcal{O})), \tag{10}$$

where $\gamma(\Psi)$ is the free robustness of $\Psi$ with respect to the set $\mathcal{O}$, defined as

$$\gamma(\Psi) := \min \left\{ \lambda \mid \exists \Phi \in \text{Conv}(\mathcal{O}) : \frac{\Psi + \lambda \Phi}{1 + \lambda} \in \text{Conv}(\mathcal{O}) \right\}.$$  

Therefore, for any probability distribution $D$ on the sample space, if each sample $\tilde{z}_i$ is chosen independently according to $D$ for $i = 1, \ldots, m$, we have

$$R_D(\mathcal{F}(\mathcal{O})) \leq R_D(\mathcal{F}(\mathcal{O}_\Psi)) \leq (1 + \gamma(\Psi))R_D(\mathcal{F}(\mathcal{O})). \tag{11}$$

The proof of Theorem 1 is presented in Appendix B. Theorem 1 tells us that with access to the resource channel, the Rademacher complexity is bounded by the free robustness of the channel.

Next, let us consider the case where the resource channel can be used multiple times. In this case, the relevant function class is that defined by Eq. (8). By Eq. (9), the following relationship follows immediately

$$\hat{R}_S(\mathcal{O}_\Psi^{(k)}) \leq \hat{R}_S(\mathcal{O}_\Psi^{(k+1)}). \tag{12}$$

**Theorem 2.** Given $m$ independent samples $S = (\tilde{z}_1, \ldots, \tilde{z}_m)$ and a resource channel $\Psi$, we have the following bound

$$\hat{R}_S(\mathcal{F}(\mathcal{O}_\Psi)) \leq \gamma^* \hat{R}_S(\mathcal{F}(\mathcal{O})), \tag{13}$$

where $\gamma^* = \min \{ 1 + 2\gamma_{\text{max}, n}, 1 + 2\gamma(\Psi)^k \}$, and $\gamma_{\text{max}, n}$ is the maximal free robustness over quantum channels on $n$ qubits. Therefore, for any probability distribution $D$ on the sample space, we have

$$R_D(\mathcal{F}(\mathcal{O}_\Psi)) \leq \gamma^* R_D(\mathcal{F}(\mathcal{O})). \tag{14}$$

The proof of Theorem 2 is presented in Appendix C. Theorem 2 tells us that the Rademacher complexity for the case where we have access to multiple copies of a resource channel has an upper bound that depends on the Rademacher complexity for the case where there is no resource channel, the free robustness of the resource channel $\Psi$ and the number of times $\Psi$ is used.

Now, let us give some examples to illustrate our results.

**Example 1:** Consider quantum circuits whose gates all belong to the Clifford group, and denote the set of Clifford channels associated with such circuits by $\mathcal{S}T\mathcal{A}B$. Of interest to us is the Rademacher complexity of $\mathcal{F}(\mathcal{S}T\mathcal{A}B)$ with respect to $m$ independent samples $S = (\tilde{z}_i)_{i=1}^m$, denoted by $\hat{R}_S(\mathcal{F}(\mathcal{S}T\mathcal{A}B))$. As we shall show in Appendix D, we get the following bound for stabilizer circuits

$$\hat{R}_S(\mathcal{F}(\mathcal{S}T\mathcal{A}B)) \leq 4\left(1 + o(1)\right) \frac{n}{\sqrt{m}} \max_{\Phi \in \mathcal{S}T\mathcal{A}B} \left\| \tilde{f}_\Phi \right\|_\infty, \tag{15}$$

where $\tilde{f}_\Phi = (f_\Phi(\tilde{z}_i))_{i=1}^m$. Now, while such circuits can be efficiently simulated on a classical computer, by the Gottesman-Knill theorem [27], circuits formed from the Clifford+$U$ universal gate set, where $T = \text{diag}[1, e^{i\pi/4}]$, are believed to preclude efficient classical simulation [56, 57]. This motivates us to consider quantum circuits consisting of both Clifford gates and the $T$ gate. We define the set $\mathcal{S}T\mathcal{A}B_T^{(k)}$ to be the set of quantum channels formed from Clifford unitaries and at most $k$ $T$ gates. As we shall show in Appendix D, the following upper bound holds for the Rademacher complexity of $\mathcal{S}T\mathcal{A}B_T^{(k)}$:

$$\hat{R}_S(\mathcal{F}(\mathcal{S}T\mathcal{A}B_T^{(k)})) \leq \left(1 + \sqrt{2} \right)^k \hat{R}_S(\mathcal{F}(\mathcal{S}T\mathcal{A}B)) \leq O(\left(1 + \sqrt{2} \right)^k \frac{n}{\sqrt{m}} \max_{\Phi \in \mathcal{S}T\mathcal{A}B} \left\| \tilde{f}_\Phi \right\|_\infty, \tag{16}$$

where we used the fact that the free robustness of the $T$ gate is upper bounded by $\sqrt{2}/2$.

**Example 2:** Consider the instantaneous quantum polynomial-time (IQP) circuits, a restricted model of quantum computation that has been proposed as a candidate for demonstrating quantum computational supremacy in the near term [6, 8, 9, 58]. The structure of IQP circuits is quite simple: each circuit has the form $H^\otimes nDH^\otimes n$, where $D$ is a subcircuit with gates chosen from $\{Z, CZ, CCZ\}$ (see Fig. 2). Let us define $\mathcal{I}$ to be the set of IQP circuits for which the gates in $D$ are
from the gate set \( \{ Z, CZ \} \) and which contains at least one CZ gate (the case in which the circuits do not contain a CZ gate is trivial). Note that each circuit in \( \mathcal{I} \) is also a Clifford circuit. Moreover, \( \mathcal{I} \) is a finite set, and the size of \( \mathcal{I} \) is \( O(2^n^2) \). Thus, we have the following bound

\[
\hat{R}_S(\mathcal{F}(\mathcal{I})) \leq \frac{O(n)}{\sqrt{m}} \max_{\Phi \in \mathcal{I}} \| f_\Phi \|_\infty. \tag{17}
\]

While \( \mathcal{I} \) can be efficiently simulated on a classical computer [27], IQP circuits formed from the gate set \( \mathcal{I} + \text{CCZ} \) are hard to simulate classically [6, 8, 58], which motivates us to consider the set \( \mathcal{I}^{(k)}_{\text{CCZ}} \) of IQP circuits with at most \( k \) CCZ gates. As we shall show in Appendix D, the following bound holds:

\[
\hat{R}_S(\mathcal{F}(\mathcal{I}^{(k)}_{\text{CCZ}})) \leq \frac{O(n^2 + k \log n)^{1/2}}{\sqrt{m}} \max_{\Phi \in \mathcal{I}^{(k)}_{\text{CCZ}}} \| f_\Phi \|_\infty. \tag{18}
\]

FIG. 2. An example of an IQP circuit, which has the form \( H^mDH^{2m} \), where the gates in \( D \) may be chosen only from the gate set \( \{ Z, CZ, CCZ \} \).

B. Generalization error bounds

Given a sample \( \tilde{z} = (\tilde{x}, \tilde{y}) \) (e.g., \( \tilde{y} = g(\tilde{x}) \)) for some unknown function \( g \), let us consider the loss function \( l(\tilde{z}, \Phi) = 1 - f_\Phi(\tilde{z}) \) where \( f_\Phi \) is defined by Eq. (1). Then the expected error with respect to some unknown probability distribution \( D \) on \( Z_2^n \times Z_2^n \) is

\[
er_D(\Phi) = \mathbb{E}_{\tilde{z} \sim D} l(\tilde{z}, \Phi). \tag{19}\]

Given \( m \) independent samples \( S = (\tilde{z}_1, \ldots, \tilde{z}_m) \), the empirical error is

\[
er_S(\Phi) = \frac{1}{m} \sum_{i=1}^m l(\tilde{z}_i, \Phi). \tag{20}\]

The difference between \( er_S \) and \( er_D \) is called the generalization error, which determines the performance of the function \( f \) on the unseen data drawn from the unknown probability distribution. The Rademacher complexity provides a bound on the generalization error by the following result.

**Lemma 3 ([40]).** If the loss function \( l(f(\tilde{x}), \tilde{y}) \) takes values in \([0, B]\), then for any \( \delta > 0 \), the following statement holds for any function \( f \in \mathcal{F} \) with probability at least \( 1 - \delta \):

\[
er_D(f) \leq er_S(f) + 2B\hat{R}_S(\mathcal{F}(l_f)) + 3B\sqrt{\frac{\log(2/\delta)}{2m}}.
\]

where the function class \( l_F := \{ l : (\tilde{x}, \tilde{y}) \to l(f(\tilde{x}), \tilde{y}) \mid f \in \mathcal{F} \} \), and \( \hat{R}_S(\mathcal{F}(l_f)) \) is the Rademacher complexity of the function class \( \mathcal{F}(l_f) \) on the \( m \) given samples \( S = \{ (\tilde{x}_i, \tilde{y}_i) \}_{i=1}^m \).

Using this result and Theorem 2, we get the following upper bound on the generalization error for the function class \( \mathcal{F}(\O(k)) \) in terms of the Rademacher complexity of \( \mathcal{F}(\O) \) and \( \gamma' \).

**Proposition 4.** Consider a set of quantum circuits \( \O \) and let \( \Psi \notin \O \). For any \( \delta > 0 \), the following statement holds for all \( \Phi \in \O(k) \) with probability at least \( 1 - \delta \)

\[
er_D(\Phi) \leq er_S(\Phi) + 2\gamma'\hat{R}_S(\mathcal{F}(\O)) + 3\sqrt{\frac{\log(2/\delta)}{2m}},
\]

where \( \gamma' = \min \{ (1 + 2\gamma(\Psi))^k, 1, 2\gamma_{\max,n} \} \).

IV. CONCLUSION

In this paper, we investigated the effects of quantum resources on the statistical complexity of quantum circuits. We considered the Rademacher and Gaussian complexities of the quantum-circuit-based learning model in two cases: (1) quantum circuits with access to only a restricted set of channels \( \O \), and (2) quantum circuits with access to a restricted set of channels \( \O \) together with an additional resource channel \( \Psi \in \O \). We show that by adding a resource channel to a set of free channels, the Radamacher and Gaussian complexities are increased by an amount that is bounded by the free robustness of the resource channel multiplied by the number of times the channel is used. We applied our results to two special cases: (1) stabilizer circuits that are supplemented with a limited number of T gates and (2) instantaneous quantum polynomial-time Clifford circuits that are supplemented with a limited number of CCZ gates. Using this result, we derive an upper bound on the generalization error associated with learning from the training data arising from such circuits.

Our results reveal a new connection between quantum resources and the statistical complexity of quantum circuits, which paves the way for further research into the statistical complexity of learning models based on quantum circuits, like the variational quantum eigensolver and the quantum neural network. Furthermore, from a quantum resource theoretic point of view, our results also provide a new operational interpretation of free robustness in general resource theories.

While we focused on the quantum circuit model in this paper, it will be interesting to generalize our results to other computational models such as measurement-based quantum computation (MBQC), tensor networks, etc. Besides the Rademacher and Gaussian complexities, there are also other measures of statistical complexity of function classes, such as the metric entropy, the VC dimension (or more generally, the pseudo-dimension [59]), and the topological entropy [60]. It will be interesting to see the effects of quantum resources using these other measures of statistical complexity. We leave this problem for further research.
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where \( \{ \epsilon_i \} \) are i.i.d Rademacher random variables.

**Proposition 5 ([40, 61]).** The Rademacher complexity satisfies the following properties:

1. \[
\hat{R}(A) = \hat{R}(\text{Conv}(A)),
\]

where \( \text{Conv}(A) = \{ \sum_i \lambda_i \bar{v}_i : \bar{v}_i \in A, \lambda_i \geq 0, \sum_i \lambda_i = 1 \} \).

2. For any \( c \in \mathbb{R} \), we have

\[
\hat{R}(cA) = |c|\hat{R}(A),
\]

where \( cA := \{ c\bar{v} : \bar{v} \in A \} \).

3. For any \( \bar{c} \in \mathbb{R}^m \), we have

\[
\hat{R}(A + \bar{c}) = \hat{R}(A),
\]

where \( A + \bar{c} := \{ \bar{v} + \bar{c} : \bar{v} \in A \} \).

4. For any \( A_1, A_2 \subset \mathbb{R}^m \), we have

\[
\hat{R}(A_1 + A_2) = \hat{R}(A_1) + \hat{R}(A_2),
\]

where \( A_1 + A_2 := \{ \bar{v}_1 + \bar{v}_2 : \bar{v}_1 \in A_1, \bar{v}_2 \in A_2 \} \).

5. Given a Lipschitz function \( \phi : \mathbb{R} \to \mathbb{R} \) with Lipschitz constant \( L \) and \( \phi(0) = 0 \), we have

\[
\hat{R}(\phi \circ A) \leq L\hat{R}(A),
\]

where \( \phi \circ A := \{ (\phi(x_1), \phi(x_2), ..., \phi(x_m)) : (x_1, x_2, ..., x_m) \in A \} \).

When the set \( A \) is finite, Massart’s lemma gives an upper bound for the Rademacher complexity of \( A \).

**Lemma 6** (Massart’s lemma [61]). Given a finite set \( A \subset \mathbb{R}^m \), then we have

\[
\hat{R}(A) \leq \max_{\bar{v} \in A} \| \bar{v} \|_2 \frac{\sqrt{2\log |A|}}{m},
\]

where \( |A| \) denotes the size of the finite set \( A \).

We now state an important result of the Rademacher complexity, which allows it to be estimated from a single sample set \( S = (z_1, ..., z_m) \).

**Lemma 7** ([40]). Let \( \mathcal{G} \) be a set of functions \( \mathcal{X} \to [a,b] \), where \( a < b \). Let \( m \in \mathbb{Z}^+ \) be a positive integer and \( D \) be a probability distribution. Let \( t > 0 \). Then,

\[
\Pr_{(z_1, ..., z_m) \sim D^m, \epsilon_1, ..., \epsilon_m \sim \text{Rad}} \left[ \left| R_D(\mathcal{G}) - \frac{1}{m} \sum_{g \in \mathcal{G}} \epsilon_i g(z_i) \right| \geq t \right] \\
\leq 2 \exp \left[ -\frac{2mt^2}{(b-a)^2 + 4 \max \{a^2, b^2 \}} \right],
\]

and

\[
\Pr_{S \sim D^m} \left[ |R_S(\mathcal{G}) - \hat{R}_S(\mathcal{G})| \geq t \right] \leq 2e^{-2mt^2/(b-a)^2}.
\]

**Appendix B: Proof of Theorem 1**

**Proof.** First, let us rewrite the Rademacher complexity as follows

\[
\hat{R}_S(\mathcal{F}) = \mathbb{E} \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{i=1}^m \epsilon_i f(z_i) = \mathbb{E}_{\bar{\epsilon}} \sup_{f \in \mathcal{F}} \langle \bar{\epsilon}, \bar{f} \rangle,
\]

where \( \bar{\epsilon} = (\epsilon_1, ..., \epsilon_m) \in \{ \pm 1 \}^m, \bar{f} = (f(z_1), ..., f(z_m)) \) and \( \langle \bar{\epsilon}, \bar{f} \rangle = \frac{1}{m} \sum_{i=1}^m \epsilon_i f(z_i) \).
The inequality $\hat{R}_S(\mathcal{F}(O)) \leq \hat{R}_S(\mathcal{F}(O_{\Psi}))$ comes directly from the definition of Rademacher complexity and the fact that $O \subset O_{\Psi}$. Hence, we only need to prove that

$$\hat{R}_S(\mathcal{F}(O_{\Psi})) \leq (1 + \gamma(\Psi))\hat{R}_S(\mathcal{F}(O)). \quad (B2)$$

Let us define the set $A$ as follows

$$A = \left\{ \tilde{\epsilon} \in \{\pm 1\}^m \middle| \langle \tilde{\epsilon}, \tilde{f}_{\Psi} \rangle > \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle \right\}. \quad (B3)$$

To finish the proof, we need the following two lemmas about the basic properties of the set $A$ defined in (B3).

**Lemma 8.** Given the set $A$ defined in (B3), we have

$$A \cap (-A) = \emptyset, \quad (B4)$$

where $-A := \{ -\tilde{\epsilon} \mid \tilde{\epsilon} \in A \}$.

Proof. Based on the definition of the set $A$, we have

$$\langle \tilde{\epsilon}, \tilde{f}_{\Psi} \rangle > \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle,$$

for any $\tilde{\epsilon} \in A$. Thus, we have

$$\langle -\tilde{\epsilon}, \tilde{f}_{\Psi} \rangle < - \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle = \inf_{f \in \mathcal{F}(O)} \langle -\tilde{\epsilon}, \tilde{f} \rangle \leq \sup_{f \in \mathcal{F}(O)} \langle -\tilde{\epsilon}, \tilde{f} \rangle,$$

That is, $-\tilde{\epsilon} \notin A^c$. Therefore, we have $A \cap A^c = \emptyset$. \hfill \Box

**Lemma 9.** Given the set $A$ defined in Eq. (B3), we have

$$\sum_{\tilde{\epsilon} \in A} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle + \sum_{\tilde{\epsilon} \in -A} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle \leq \sum_{\tilde{\epsilon} \in \{\pm 1\}^m} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle. \quad (B5)$$

Proof. First, due to Lemma 8, we have

$$\sum_{\tilde{\epsilon} \in A} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle + \sum_{\tilde{\epsilon} \in -A} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle = \sum_{\tilde{\epsilon} \in \{\pm 1\}^m} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle.$$

Hence, we only need to prove that

$$\sum_{\tilde{\epsilon} \in \{\pm 1\}^m} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle \leq \sum_{\tilde{\epsilon} \in \{\pm 1\}^m} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle.$$

Let us define the set $B := A \cup (-A)$, then it easy to verify that $-\tilde{\epsilon} \in B^c$, for any $\tilde{\epsilon} \in B^c$. Then, we have

$$\sum_{\tilde{\epsilon} \in \{\pm 1\}^m} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle - \sum_{\tilde{\epsilon} \in A \cup (-A)} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle = \sum_{\tilde{\epsilon} \in B^c} \sup_{f \in \mathcal{F}(O)} \langle \tilde{\epsilon}, \tilde{f} \rangle \geq \sum_{\tilde{\epsilon} \in B^c} \langle \sum \tilde{\epsilon}, \tilde{f} \rangle = \langle \sum \tilde{\epsilon}, \tilde{f} \rangle = 0. \quad \Box$$

Based on the definition of free robustness, there exist channels $\Phi_1, \Phi_2 \in \text{Conv}(O)$ such that

$$\Psi = (1 + \gamma(\Psi))\Phi_1 - \gamma(\Psi)\Phi_2.$$

Due to the linearity of function $f_{\Psi}$ with respect to $\Phi$, we have

$$f_{\Psi} = (1 + \gamma(\Psi))f_{\Phi_1} - \gamma(\Psi)f_{\Phi_2}.$$
Therefore,
\[
\hat{R}_S(\mathcal{F}(\mathcal{O}_\Psi)) = \frac{1}{2m} \sum_{\tilde{e} \in A} \langle \tilde{e}, \tilde{f} \rangle + \frac{1}{2m} \sum_{\tilde{e} \in \mathcal{A}} \sup_{f \in \mathcal{F}(\mathcal{O})} \langle \tilde{e}, f \rangle
\]
\[
= \frac{1}{2m} \sum_{\tilde{e} \in A} [(1 + \gamma(\Psi))\langle \tilde{e}, f_{\Phi_1} \rangle - \gamma(\Psi)\langle \tilde{e}, f_{\Phi_2} \rangle] + \frac{1}{2m} \sum_{\tilde{e} \in \mathcal{A}} \sup_{f \in \mathcal{F}(\mathcal{O})} \langle \tilde{e}, f \rangle
\]
\[
= \frac{1}{2m} \sum_{\tilde{e} \in A} \langle \tilde{e}, f_{\Phi_1} \rangle + \frac{1}{2m} \sum_{\tilde{e} \in \mathcal{A}} \sup_{f \in \mathcal{F}(\mathcal{O})} \langle \tilde{e}, f \rangle + \gamma(\Psi) \frac{1}{2m} \sum_{\tilde{e} \in A} [(\tilde{e}, f_{\Phi_1}) - (\tilde{e}, f_{\Phi_2})]
\]
\[
\leq \hat{R}_S(\mathcal{F}(\mathcal{O})) + \gamma(\Psi) \frac{1}{2m} \sum_{\tilde{e} \in A} [(\tilde{e}, f_{\Phi_1}) - (\tilde{e}, f_{\Phi_2})]
\]
\[
\leq \hat{R}_S(\mathcal{F}(\mathcal{O})) + \gamma(\Psi) \frac{1}{2m} \sum_{\tilde{e} \in A} \langle \tilde{e}, f_{\Phi_1} \rangle + \sum_{\tilde{e} \in \mathcal{A}} \langle \tilde{e}, f_{\Phi_2} \rangle
\]
\[
\leq \hat{R}_S(\mathcal{F}(\mathcal{O})) + \gamma(\Psi) \frac{1}{2m} \sum_{\tilde{e} \in A} \langle \tilde{e}, f \rangle + \sum_{\tilde{e} \in \mathcal{A}} \sup_{f \in \mathcal{F}(\mathcal{O})} \langle \tilde{e}, f \rangle
\]
\[
\leq \hat{R}_S(\mathcal{F}(\mathcal{O})) + \gamma(\Psi) \frac{1}{2m} \sum_{\tilde{e} \in \{\pm 1\}^m} \langle \tilde{e}, f \rangle
\]
\[
= (1 + \gamma(\Psi))\hat{R}_S(\mathcal{F}(\mathcal{O}))
\]
where the first and second inequality comes from the fact that $\Phi_1, \Phi_2 \in \text{Conv}(\mathcal{O})$, and the last inequality comes from Lemma 9.

### Appendix C: Proof of Theorem 2

First, let us prove the following lemma about the relationship between the Rademacher complexities of $\mathcal{O}_\Psi^{(k+1)}$ and $\mathcal{O}_\Psi^{(k)}$.

**Lemma 10.** Given $m$ independent samples $S = (\tilde{z}_1, \ldots, \tilde{z}_m)$ and a resource channel $\Psi$, we have
\[
\hat{R}_S\left(\mathcal{F}(\mathcal{O}_\Psi^{(k+1)})\right) \leq (1 + 2\gamma(\Psi))\hat{R}_S\left(\mathcal{F}(\mathcal{O}_\Psi^{(k)})\right),
\] for any $k \geq 0$.

**Proof.** By the definition of free robustness, there exist channels $\Phi_1, \Phi_2 \in \text{Conv}(\mathcal{O})$ such that
\[
\Psi = (1 + \gamma(\Psi))\Phi_1 - \gamma(\Psi)\Phi_2.
\]
Therefore, for any channel $\Phi \in \mathcal{O}_\Psi^{(k+1)}$, there exist two channels $\Phi', \Phi'' \in \text{Conv}(\mathcal{O}_\Psi^{(k)})$ such that
\[
\Psi = (1 + \gamma(\Psi))\Phi' - \gamma(\Psi)\Phi''.
\]
Therefore,
\[
\mathcal{O}_\Psi^{(k+1)} \subset (1 + \gamma(\Psi))\text{Conv}(\mathcal{O}_\Psi^{(k)}) - \gamma(\Psi)\text{Conv}(\mathcal{O}_\Psi^{(k)}).
\]
Therefore,
\[
\hat{R}_S\left(\mathcal{F}(\mathcal{O}_\Psi^{(k+1)})\right) \leq \hat{R}_S\left[\mathcal{F}\left((1 + \gamma(\Psi))\text{Conv}(\mathcal{O}_\Psi^{(k)}) - \gamma(\Psi)\text{Conv}(\mathcal{O}_\Psi^{(k)})\right)\right]
\]
\[
= (1 + \gamma(\Psi))\hat{R}_S\left(\mathcal{F}(\mathcal{O}_\Psi^{(k)})\right) + \gamma(\Psi)\hat{R}_S\left(\mathcal{F}(\mathcal{O}_\Psi^{(k)})\right)
\]
\[
= (1 + 2\gamma(\Psi))\hat{R}_S(\mathcal{F}(\mathcal{O}_\Psi^{(k)})),
\]
where the first equality comes from the fact that $\hat{R}_S(\sum_i \mathcal{F}_i) = \sum_i \hat{R}_S(\mathcal{F}_i)$ where each $\mathcal{F}_i$ is a function class, and the facts that Rademacher complexity is invariant under convex combination and $\hat{R}_S(c\mathcal{F}) = |c|\hat{R}_S(\mathcal{F})$. 

\qed
We are now ready to prove the lemma.

**Proof.** Based on Lemma 10, we have the following inequality:

\[ \hat{R}_S(F \left( O_{q^k}^{(k+1)} \right)) \leq (1 + 2\gamma) \hat{R}_S(F(O)) \cdot \]

Besides, for any \( \Phi \in O_{q^k}^{(k)} \), there exist \( \Phi_1, \Phi_2 \in O \) such that

\[ \Phi = (1 + \gamma)\Phi_1 - \gamma\Phi_2, \]

where \( \gamma \leq \gamma_{\text{max},n} \). Therefore, we have

\[ O_{q^k}^{(k)} \subset (1 + \gamma_{\text{max},n}) \text{Conv}(O) - \gamma_{\text{max},n} \text{Conv}(O), \]

for any integer \( k \). Hence, we have

\[ \hat{R}_S \left( F(O_{q^k}^{(k)}) \right) \leq \hat{R}_S \left[ F \left( (1 + \gamma_{\text{max},n}) \text{Conv}(O) - \gamma_{\text{max},n} \text{Conv}(O) \right) \right]
\]

\[ = (1 + \gamma_{\text{max},n}) \hat{R}_S(F(O)) + \gamma_{\text{max},n} \hat{R}_S(F(O)) \]
\[ = (1 + 2\gamma_{\text{max},n}) \hat{R}_S(F(O)), \]

for any integer \( k \). Therefore, we have

\[ \hat{R}_S \left( F(O_{q^k}^{(k)}) \right) \leq \min \left\{ 1 + 2\gamma_{\text{max},n}, (1 + 2\gamma) \right\} \hat{R}_S(F(O)). \]

\[ \square \]

### Appendix D: Proof of Example 1 and 2

#### 1. Example 1: Proofs

By Choi’s representation of quantum channels [62], the function \( f_{\Phi} \) can be written as follows

\[ f_{\Phi}(x, y) = 2^n \text{Tr} \left[ \Phi \otimes I (|A\rangle \langle A|) |x\rangle \langle x| \otimes |y\rangle \langle y| \right], \quad (D1) \]

where \( |A\rangle = 1/\sqrt{2^n} \sum_i |i\rangle |\bar{i}\rangle \). Since \( \Phi \) is a (unitary) stabilizer circuit and \( |A\rangle \) is a pure stabilizer state, \( \Phi \otimes I (|A\rangle \langle A|) \) is a stabilizer state on \( 2n \) qubits. Since the number of pure stabilizer states on \( 2n \) qubits is \( 2^{(0.5 + o(1))(2n)^2} \) [63], let us consider the vector \( \tilde{f}_\Phi = (f_{\Phi}(z_i))_{i=1}^n \), where the set \( \left\{ \tilde{f}_\Phi \right\}_{\Phi \in STAB} \) is a finite set satisfying

\[ \left\| \left\{ \tilde{f}_\Phi \right\}_{\Phi \in STAB} \right\| \leq 2^{(0.5 + o(1))(2n)^2}. \]

\[ \quad (D2) \]

Hence, we have

\[ R_S(F(STAB)) \leq \frac{4(1 + o(1))n}{m} \max_{\Phi \in STAB} \left\| \tilde{f}_\Phi \right\|_2 \]
\[ \leq \frac{4(1 + o(1))n}{\sqrt{m}} \max_{\Phi \in STAB} \left\| \tilde{f}_\Phi \right\|_\infty, \]

where the first inequality comes from Massart’s Lemma (see Lemma 6) and the second inequality comes from the fact that \( \left\| |\phi|_2 \leq \sqrt{m} \right\|_\infty \).

Now, let us assume that we have access to the \( T \) gate. In this case, let us define the corresponding sets of quantum channels \( STAB_T \) and \( STAB_T^{(k)} \). The free robustness of \( T \) gate is \( \gamma(T) \leq \sqrt{2}/2 \) (we leave open the question about whether this bound is tight) as the \( T \) gate written as a quantum channel \( \Phi_T \) may be decomposed as follows

\[ \Phi_T(\cdot) = \left( \frac{1}{2} + \frac{\sqrt{2}}{2} \right) \Phi_S(\cdot) + \frac{1}{2} \Phi_Z(\cdot) - \frac{\sqrt{2}}{2} \Phi_{SZ}(\cdot), \quad (D3) \]
where $S = \text{diag}[1,i]$ is the phase gate and $Z = \text{diag}[1,-1]$ is the Pauli $Z$ gate. By Theorem 2, we get the following upper bound on the Rademacher complexity of $S^T A B_T^{(k)}$:

$$
\hat{R}_S(\mathcal{F}(S^T A B_T)) \leq \left(1 + \sqrt{2}/2\right) \hat{R}_S(\mathcal{F}(S^T A B)) \leq O\left(\left(1 + \sqrt{2}/2\right) \frac{n}{\sqrt{m}} \max_{\Psi \in \mathcal{S}^{(T)}} \|\hat{f}_\Psi\|_\infty\right).
$$

$$
\hat{R}_S(\mathcal{F}(S^T A B_T^{(k)})) \leq \left(1 + \sqrt{2}\right) \hat{R}_S(\mathcal{F}(S^T A B)) \leq O\left(\left(1 + \sqrt{2}\right) \frac{k n}{\sqrt{m}} \max_{\Phi \in \mathcal{S}^{(T)}} \|\hat{f}_\Phi\|_\infty\right).
$$

2. Example 2: Proofs

Since $\mathcal{I}$ are the IQP circuits with only $Z$ and $CZ$ as internal gates, $\mathcal{I}$ is a finite set with size $|\mathcal{I}| = O(2^{n^2})$. Hence

$$
\hat{R}_S(\mathcal{F}(\mathcal{I})) \leq \frac{O(n)}{m} \max_{\Psi \in \mathcal{I}} \|\hat{f}_\Psi\|_2 \leq \frac{O(n)}{\sqrt{m}} \max_{\Psi \in \mathcal{I}} \|\hat{f}_\Psi\|_\infty,
$$

where the first inequality comes from Massart’s Lemma (see Lemma 6) and the second inequality comes from the fact that $\|\|_2 \leq \sqrt{m} \|\|_\infty$.

Now, let us consider IQP circuits with access to the CCZ gate. Let us define $\mathcal{I}_{\text{CCZ}}^{(k)}$ to be the set of IQP circuits with at most $k$ CCZ gates. Then, the size of $\mathcal{I}_{\text{CCZ}}^{(k)}$ is

$$
|\mathcal{I}_{\text{CCZ}}^{(k)}| \leq |\mathcal{I}| \times \left(\sum_{j=0}^{k} \binom{n^3}{j}\right) \leq 2^{O(n^2)} n^{3k}.
$$

Therefore, by Massart’s Lemma, we have

$$
\hat{R}_S\left(\mathcal{F}(\mathcal{I}_{\text{CCZ}}^{(k)})\right) \leq \frac{O((n^2 + k \log n)^{1/2})}{\sqrt{m}} \max_{\Phi \in \mathcal{I}_{\text{CCZ}}^{(k)}} \|\hat{f}_\Phi\|_\infty.
$$

Appendix E: Results about the Gaussian complexity

In the main text, we focused on the Rademacher complexity. In this appendix, we will show that similar results hold for the Gaussian complexity.

**Theorem 11.** Given $m$ independent samples $S = (\vec{z}_1, \ldots, \vec{z}_m)$ and a resource channel $\Psi$, then we have the following bound

$$
\hat{G}_S(\mathcal{F}(\mathcal{O})) \leq \hat{G}_S(\mathcal{F}(\mathcal{O}_\Psi)) \leq (1 + \gamma(\Psi)) \hat{G}_S(\mathcal{F}(\mathcal{O})),
$$

where $\gamma(\Psi)$ is the free robustness with respect to the set $\mathcal{O}$, that is,

$$
\gamma(\Psi) := \min \left\{ \lambda \mid \frac{\Psi + \lambda \Phi}{1 + \lambda} \in \text{Conv}(\mathcal{O}), \Phi \in \text{Conv}(\mathcal{O}) \right\}.
$$

Therefore, for any probability distribution $\mathcal{D}$ on the sample space, if each sample $\vec{z}_i$ is chosen independently according to $\mathcal{D}$ for $i = 1, \ldots, m$, then we have

$$
\hat{G}_D(\mathcal{F}(\mathcal{O})) \leq \hat{G}_D(\mathcal{F}(\mathcal{O}_\Psi)) \leq (1 + \gamma(\Psi)) \hat{R}_D(\mathcal{F}(\mathcal{O})).
$$

**Proof.** The proof is the same as that for the Rademacher complexity, except that we will need to replace the set $A$ in Lemma 8 and Lemma 9 by

$$
A' = \{ \vec{f} \in \mathbb{R}^m \mid \langle \vec{f}, \vec{f}_\Psi \rangle > \sup_{f \in \mathcal{F}(\mathcal{O})} \langle \vec{f}, \vec{f} \rangle \}. \quad \text{(E3)}
$$

\[\square\]
Theorem 12. Given $m$ independent samples $S = (\vec{z}_1, \ldots, \vec{z}_m)$ and a resource channel $\Psi$, we have the following bound
\[ G_S(\mathcal{F}(\mathcal{O}_q^{(k)})) \leq \gamma^* G_S(\mathcal{F}(\mathcal{O})), \]  \hfill (E4)
where $\gamma^* = \min \{ 1 + 2\gamma_{\text{max},n}, (1 + 2\gamma(\Psi))^k \}$, and $\gamma_{\text{max},n}$ is the maximal free robustness over quantum channels on $n$ qubits.

Given a probability distribution $D$ on the sample space, if each sample $\vec{z}_i$ chosen independently according to $D$ for $i = 1, \ldots, m$, then we have
\[ G_D(\mathcal{F}(\mathcal{O}_q^{(k)})) \leq \gamma^* G_D(\mathcal{F}(\mathcal{O})). \]  \hfill (E5)

Proof. This result also holds for the Gaussian complexity because the Gaussian complexity also satisfies convexity and invariance under convex combination. \qed

Appendix F: Alternative definition of Rademacher and Gaussian complexity involving absolute values

Given a set of real-valued functions $\mathcal{F}$, the Rademacher and Gaussian complexity with respect to a given sample $S = (z_1, \ldots, z_m)$ may alternatively be defined as follows:
\[ \bar{R}_S(\mathcal{F}) = \mathbb{E} \sup_{f \in \mathcal{F}} \left| \frac{1}{m} \sum_{i=1}^{m} \epsilon_i f(z_i) \right|, \]  \hfill (F1)
where the expectation is taken over the i.i.d Rademacher variables $\epsilon_1, \epsilon_2, \ldots, \epsilon_m$, and
\[ \bar{G}_S(\mathcal{F}) = \mathbb{E} \sup_{f \in \mathcal{F}} \left| \frac{1}{m} \sum_{i=1}^{m} g_i f(z_i) \right|, \]  \hfill (F2)
where the expectation is taken over i.i.d random Gaussian variables with zero mean and variance 1, i.e., $g_i \sim \mathcal{N}(0,1)$.

As the only difference between $\bar{R}_S$ and $\bar{R}_S$ is that the latter involves taking an absolute value $|\cdot|$, it is easy to see that $\bar{R}_S$ and $\bar{G}_S$ satisfy the following bounds.

Theorem 13. Given $m$ independent samples $S = (\vec{z}_1, \ldots, \vec{z}_m)$ and a resource channel $\Psi$, we have the following bound
\[ \bar{R}_S(\mathcal{F}(\mathcal{O})) \leq \bar{R}_S(\mathcal{F}(\mathcal{O}_q^{(k)})) \leq \gamma^* \bar{R}_S(\mathcal{F}(\mathcal{O})), \]  \hfill (F3)
\[ \bar{G}_S(\mathcal{F}(\mathcal{O})) \leq \bar{G}_S(\mathcal{F}(\mathcal{O}_q^{(k)})) \leq \gamma^* \bar{G}_S(\mathcal{F}(\mathcal{O})), \]  \hfill (F3)
where $\gamma^* = \min \{ (1 + 2\gamma(\Psi))^k, 1 + 2\gamma_{\text{max},n} \}$ and $\gamma_{\text{max},n}$ is the maximal free robustness over quantum channels on $n$ qubits.

The proof is the same as that of Theorem 2.