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\textbf{ABSTRACT}

Torsades de pointes (TdP) is an irregular heart rhythm characterized by faster beat rates and potentially could lead to sudden cardiac death. Much effort has been invested in understanding the drug-induced TdP in preclinical studies. However, a comprehensive statistical learning framework that can accurately predict the drug-induced TdP risk from preclinical data is still lacking. We proposed ordinal logistic regression and ordinal random forest models to predict low-, intermediate-, and high-risk drugs based on datasets generated from two experimental protocols. Leave-one-drug-out cross-validation, stratified bootstrap, and permutation predictor importance were applied to estimate and interpret the model performance under uncertainty. The potential outlier drugs identified by our models are consistent with their descriptions in the literature. Our method is accurate, interpretable, and thus useable as supplemental evidence in the drug safety assessment.

\textbf{1. Introduction}

Torsades de pointes (TdP) is a rare but potentially fatal ventricular arrhythmia largely caused by electrolyte imbalance and cardiomyopathies after drug treatment (Al-Khatib et al. 2018). TdP typically occurs along with the prolongation of the interval between the start of the Q-wave and the end of the T-wave (QT) in the electrocardiogram (ECG) and results in polymorphic ventricular tachycardia (Joshi et al. 2004). The identification of TdP is a crucial step in the assessment of safety before a drug reaches the market (Stockbridge et al. 2013). The International Council on Harmonisation (ICH) proposed two regulatory guidelines, ICH S7B and ICH E14, to assess the drug-induced TdP risk in preclinical and clinical studies, respectively (Cavero and Crumb 2005; Shah 2005). The ICH S7B recommends using an ionic channel, human ether-a-go-go-related gene (hERG) current, as the proxy to evaluate drug-induced TdP risk \textit{in vitro}. Drugs blocking the hERG current are considered candidates with high TdP risk. The ICH E14 outlines a framework to examine the drug’s capacity to prolong QT intervals \textit{in vitro}. High TdP risk is assigned to drugs that induce the prolonged QT intervals in the ECG. Both guidelines focus on a single indicator of TdP risk and show high sensitivity (true positive rate) in the identification of drugs with high TdP risk. However, the overemphasis of hERG block or QT prolongation alone leads to conservative assessment and low specificity (true negative rate), potentially eliminating safe, promising drugs from the market (Blinova et al. 2018)

Previous studies revealed the factors beyond the hERG block in the assessment of drug-induced TdP risk. For example, inhibiting inward sodium or calcium currents offsets the effects of hERG block, and drugs with such mechanisms show low TdP risk (Badri et al. 2015). Realizing the limitation of ICH S7B and ICH E14, the regulatory agency, pharmaceutical industry, and academia proposed several
new paradigms to incorporate this multichannel interaction for better prediction of drug-induced TdP risk in preclinical studies. The Comprehensive In Vitro Proarrhythmia Assay (CiPA), initiated by the US Food and Drug Administration (FDA), is an essential public-private collaboration among these attempts (Fermini et al. 2016). The CiPA initiative relies on the drug effects on human ventricular electrical activity measured by cellular electrophysiology (EP) of human-induced pluripotent stem cell-derived cardiomyocytes (hiPSC-CMs) (Vicente et al. 2018). It incorporates multiple-ion channels beyond hERG and in silico modeling to predict drug-induced TdP risk. Twenty-eight drugs with clearly understood TdP risks in the market were selected as the benchmark set for the validation of the CiPA initiative. Additionally, the rabbit ventricular wedge assay (RVWA), an established in vitro paradigm for detecting drug-induced QT prolongation and arrhythmia, (Wang et al. 2008; Yan et al. 2001) has been adapted for the assessment of drug-induced TdP risk (Liu et al. 2006, 2013). RVWA relies on the drug effects on the rabbit left ventricular wedge measured by pseudo-ECG. A previous study applied RVWA to 28 CiPA drugs and exhibited promising assessment results using a normalized TdP score (Liu et al. 2021).

Built on the development of in vitro paradigms, in silico models for predicting drug-induced TdP risk have been promoted in numerous studies (Lancaster and Sobie 2016; Li et al. 2019). The prediction is essentially a classification problem fit into the statistical learning framework – given the input data of one drug from the in vitro study, the model outputs the risk of that drug. Therefore, the principles of statistical learning should be accommodated into the design of such models (Hastie et al. 2009). First, the model is expected to output both classifying and ranking measurements of drug-induced TdP risk. Second, the uncertainty of such measurements is required to incorporate the variation in the experiment and modeling. Third, the model must provide an unbiased estimate of prediction performance on drugs outside the available data. Fourth, the statistical learning model itself should be able to capture both linear and nonlinear relationships in the data. Finally, the model prediction can be easily interpreted to offer mechanistic insights into the drug-induced TdP risk. Current in silico models mainly use score-based decision rules or simple linear regression methods. A statistical learning method satisfying the five principles is lacking.

In this study, we proposed two statistical learning models, ordinal logistic regression and ordinal random forest, to accurately predict drug-induced TdP risk on datasets generated under CiPA and RVWA paradigms. Our predictive models utilized the ordinal information in low-, intermediate-, and high-risk levels instead of treating them as independent categories. The unbiased model performance on new drugs was estimated by leave-one-drug cross-validation (LODO-CV). The uncertainty of model performance was further quantified by stratified bootstrap. We identified the potential outlier drugs using the asymptotic prediction accuracy obtained from stratified bootstrap. Sensitivity analysis was then conducted to investigate the impact of potential outlier drugs on the model performance. Specifically, we compared the model prediction accuracy before and after removing potential outlier drugs from the dataset. To further validate and improve model prediction, we conducted control analysis, a common practice in in vitro studies, by selecting one control drug with mechanistically understood TdP risk. Finally, we examined the model interpretability through the analysis of normalized permutation predictor importance.

The proposed modeling strategies were evaluated on datasets from two recently published studies – the stem cell dataset under the CiPA paradigm and the wedge dataset under the RVWA paradigm (Blinova et al. 2018; Liu et al. 2021). Both datasets contain the same 28 CiPA drugs with known low, intermediate, or high TdP risks (Supplementary Table S1) and multiple observations for each drug. The ordinal logistic regression and ordinal random forest exhibited similar prediction performance on the stem cell dataset in terms of four measurements. On the other hand, ordinal random forest consistently outperformed ordinal logistic regression on the wedge dataset measured by the same four measurements. The identified potential outlier drugs were consistent with the abnormal observations reported in the original studies. The model performance significantly improved after removing potential outlier drugs from the original datasets. We also found that the two models performed better conditioned on the correct prediction of the control drug. The model specification was further
validated by the top predictors in terms of normalized permutation predictor importance. In summary, our work is the first attempt to construct multivariable statistical learning models that can accurately predict the drug-induced TdP risk from in vitro data. It satisfies the principles of statistical learning, highlighted by its comprehensive uncertainty measurements and strong interpretability. The proposed modeling and evaluation process can be extended easily to new datasets generated by other experimental protocols. The result of model prediction will serve as supplemental evidence in the drug safety assessment.

2. Datasets

2.1. Stem cell dataset

The first dataset was generated from a blinded in vitro study that aimed to assess the drug-induced TdP risk on hiPSC-CMs (Blinova et al. 2018). The experiments in this study contain 28 drugs selected by the CiPA initiative with known low, intermediate, and high TdP risks. Electrophysiological responses of hiPSC-CMs to 28 drugs at certain concentrations were recorded, resulting in seven predictors in the dataset (Supplementary Table S2). There are two commercial human cardiomyocyte lines, five EP platforms, and 10 sites involved in the experiments. For each drug, 15 observations were recorded based on the combinations of sites, cell lines, and electrophysiological devices. In total, there are 420 observations in this dataset (15 observations × 28 drugs), and we refer to it as the stem cell dataset in the following text.

2.2. Wedge dataset

The second dataset was generated from a blinded in vitro study of RVWA for the assessment of drug-induced proarrhythmia (Liu et al. 2021). The same 28 CiPA drugs were applied to RVWA, and 15 predictors were obtained from the corresponding electrophysiological responses (Supplementary Table S3). For each drug, four observations were collected in one laboratory under the same biological model and electrophysiological device. There are 112 observations in this dataset (4 observations × 28 drugs), and we refer to it as the wedge dataset in the following text.

There are four major differences between these two datasets. First, the stem cell dataset adopts hiPSC-CMs as the biological model, while the wedge dataset uses RVWA. Second, the stem cell dataset was generated from a multisite experiment. On the other hand, the wedge dataset was collected in a single laboratory. Third, the sample size and the number of replications for each drug are roughly four times larger in the stem cell dataset than the wedge dataset. Fourth, the stem cell dataset contains seven predictors selected by domain experts, while the wedge dataset includes 15 different predictors.

3. Methods

3.1. Missing value imputation

The stem cell and wedge datasets contain missing values due to the incomplete recording of raw electrophysiological signals in the experiments. To solve this issue, we utilized the association among predictors to impute missing values in both datasets. First, we trained a bagged tree model (Breiman 1996), an imputation method that has shown better performance over others in previous studies (Kuhn 2008) by treating predictors with missing values as dependent variables and other predictors as independent variables. Second, we used the pretrained bagged tree model to predict the missing values through the complete predictors and observations. It is worth noting that we did not use the TdP risk information of 28 drugs in the imputation process. Therefore, the information of the prediction target, drug-induced TdP risk, did not leak to the predictors through imputation, thereby avoiding the overfitting in the model prediction. In the imputation process, we include all seven predictors in the stem cell dataset and all 15 predictors in the wedge dataset.
3.2. Model evaluation strategy

The model evaluation aims to estimate the prediction accuracy of new drugs not contained in the dataset that helped train the model. A valid evaluation strategy should generate an unbiased estimate of the model performance irrespective of the model specification. To achieve this goal, we designed a LODO-CV strategy (Figure 1) (Hastie et al. 2009). For each dataset in this study, we first trained a predictive model on the observations of 27 drugs and predicted the risk of observations in the one left-out drug. Then we repeated the same process by treating each drug as the left-out drug and predicting its observations by models trained on the observations of the other 27 drugs. Finally, we combined the prediction result of each drug and calculated the model performance measurement.

We take the calculation of three-category prediction accuracy as an example to illustrate the proposed LODO-CV. Let \( N \) be the number of drugs in the dataset (\( N = 28 \) in both datasets) and \( J \) be the number of observations per drug (\( J = 15 \) in the stem cell dataset; \( J = 4 \) in the wedge dataset). Denote \( \hat{f}^{-k} \) as the predictive model trained on the dataset without the observations of drug \( k \). Let \( (x_j^k, y_j^k) \) be the \( j \)th observation of drug \( k \), where \( x \) and \( y \) refer to the predictor vector and risk category, respectively. Then the three-category prediction accuracy under LODO-CV, \( acc_{LODO-CV} \), is calculated as:

\[
acc_{LODO-CV} = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{J} \sum_{j=1}^{J} I\left(y_j^k = \hat{f}^{-k}(x_j^k)\right)
\]

where \( I(x) \) is the indicator function.

The prediction performance estimated by LODO-CV has three advantages. First, unlike previous studies that only used a small proportion of drugs in the dataset to train the model, (Li et al. 2019) LODO-CV maximizes the size of the training set, i.e., 27 drugs, and thus reduces the power loss in the validation. Second, it eliminates the model overfitting because there are no observations of the same drug in both training and test sets. Third, the prediction of left-out drugs imitates the scenario in which the model predicts a new drug beyond the existing data. It should be emphasized that LODO-CV is to provide an unbiased estimate of model performance. In the real-world application, we train the model once on all available data (e.g., 28 drugs in our study) and predict observations/drugs generated from new experiments.
3.3. Utilization of ordinal information

The prediction of drug-induced TdP risk is essentially a three-category classification problem. Given one vector of predictors (one observation) collected from experiments, the predictive model will output one of the three risk categories. Different from vanilla classification tasks (Hastie et al. 2009), the three risk categories are not independent – ordinal information exists in the risk categories, i.e., low risk < intermediate risk < high risk. Previous benchmark studies have shown that the appropriate utilization of ordinal information can improve the model prediction power (Cardoso and Sousa 2011; Gaudette and Japkowicz 2009). In the statistics and machine learning literature, there are several methods specifically designed for ordinal classification (Gutiérrez et al. 2015). Among them, the regression-based method and binary decomposition method are commonly used in practice. The regression-based method generalizes the logistic regression from the binary response to the response with \( k \) ordinal levels (McCullagh 1980). For each level \( j \), it models the log odd ratio between “response is less or equal than \( j \)” and “response is greater than \( j \)” as a linear combination of predictors. It also assumes the same parameters in different linear combinations for each level \( j \), only allowing the intercept to vary. This assumption is often named “proportional odds assumption” in the literature (McCullagh 1980). In the following text, we will refer to the regression-based method as “classical ordinal logistic regression”.

The binary decomposition method divides the ordinal response into multiple binary responses and fits the same or different types of models to solve those binary classification tasks (Frank and Hall 2001). With \( k \) ordinal levels, it splits one ordinal classification into \( k-1 \) binary classification tasks, that is, \{1\} vs. \{2, \ldots, \( k \)\}, \{1, 2\} vs. \{3, \ldots, \( k \)\}, \ldots, \{1, \ldots, \( k-1 \)\} vs. \{\( k \)\}. After a simple algebra, we can obtain the probabilities of all \( k \) levels using the outputs of \( k-1 \) binary classifiers. For example, \( p(2) = p(1, 2) - p(1) \), \( p(3) = p(1, 2, 3) - p(1, 2) \), and so on. The binary decomposition method does not require proportional odds assumption and can deploy any models in the \( k-1 \) binary classification tasks. We will adopt the binary decomposition method in our study because of its flexibility and assumption-free characteristics. The following text will refer to it as “ordinal model”, where the specific name of binary classifiers would substitute “model”.

In the setting of drug TdP risk, we utilized the ordinal information by transforming the three-category classification problem into two binary classification problems. A schematic diagram of this algorithm is described in Figure 2. First, we trained a binary classifier \( \hat{f}_1 \) which differentiated observations between low risk and intermediate-or-high risk. Similarly, we trained another binary classifier \( \hat{f}_2 \) which differentiated observations between high risk and low-or-intermediate risk. Second, for any observation \( x \) in the test set (i.e., the left-out drug), we predicted its probability of low risk \( p_x(L) \), intermediate-or-high risk \( p_x(MH) \), high risk \( p_x(H) \), and low-or-intermediate risk \( p_x(LM) \) as:

\[
p_x(L) = \hat{f}_1(x),
\]

\[
p_x(MH) = 1 - p_x(L),
\]

\[
p_x(H) = \hat{f}_2(x),
\]

\[
p_x(LM) = 1 - p_x(H).
\]

Then the probability of intermediate risk \( p_x(M) \) was calculated as

\[
p_x(M) = p_x(MH) - p_x(H).
\]

Finally, the risk of observation \( x \), \( \hat{\text{risk}}(x) \), was predicted as

\[
\hat{\text{risk}}(x) = \text{argmax}_r \{p_x(r)\}
\]
To predict the drug risk, we averaged the risk probability of observations in each drug and selected the risk category with the highest probability. Let \( J \) be the number of observations per drug and \( \{ x_{jk} \} \) be the observations of drug \( k \), where \( j = 1, 2, \ldots, J \). Given the observations’ risk probabilities \( \{ p_{x_j}^k(L), p_{x_j}^k(M), p_{x_j}^k(H) \} \), the drug \( k \)'s probabilities of low risk \( p_k(L) \), intermediate risk \( p_k(M) \), and high risk \( p_k(H) \) were calculated as:

\[
\text{where } r \in \{ L, M, H \}.\]
\[ p_k(L) = \frac{1}{J} \sum_{j=1}^{J} P_{x_j}^L \]

\[ p_k(M) = \frac{1}{J} \sum_{j=1}^{J} P_{x_j}^M \]

\[ p_k(H) = \frac{1}{J} \sum_{j=1}^{J} P_{x_j}^H \]

Then the risk of drug \( k \), \( \widehat{\text{risk}}(k) \), was predicted as:

\[
\widehat{\text{risk}}(k) = \arg\max_r \{p_k(r)\}
\]

where \( r \in \{L, M, H\} \). Note that this framework can accommodate any form of binary classifiers if they can output the probability of each risk category.

### 3.4. Ordinal logistic regression model

The first model we built is ordinal logistic regression, in which logistic regressions were substituted for the two binary classifiers in the proposed ordinal framework. Formally, for any observation \( x \), the two binary classifiers \( \hat{f}_1 \) and \( \hat{f}_2 \) in the ordinal framework are defined as:

\[
\hat{f}_1: \log \frac{P_1(L)}{1-P_1(L)} = X\hat{\beta}_1
\]

\[
\hat{f}_2: \log \frac{P_1(H)}{1-P_1(H)} = X\hat{\beta}_2
\]

where \( X \) is the predictor vector of observation \( x \) and \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \) are two model parameter vectors (including intercepts). \( X\hat{\beta}_1 \) and \( X\hat{\beta}_2 \) are inner products between predictor vectors and parameter vectors. We estimated \( \hat{f}_1 \) and \( \hat{f}_2 \) using maximum likelihood estimation (Menard 2002). After obtaining \( \hat{f}_1 \) and \( \hat{f}_2 \), the prediction of risk categories for each observation and drug were calculated as described in the previous section.

### 3.5. Ordinal random forest model

The second model we built is ordinal random forest, in which random forests were substituted for the two binary classifiers in the proposed ordinal framework. Random forest is the ensemble of multiple decision trees and can capture the nonlinear relationship in the dataset (Breiman 2001). A decision tree \( T \) is a predictive model that assigns each observation to a certain category based on split rules defined on the predictor space. Formally, suppose that there are \( P \) predictors \( X_1, X_2, \ldots, X_P \) in the dataset, and we split the predictor space into two regions, \( R_1 \) and \( R_2 \), according to predictor \( X_t \) and threshold \( s \):

\[
R_1(x, t, s) = \{x | X_t \leq s\}
\]

\[
R_2(x, t, s) = \{x | X_t > s\}
\]

where \( x \) denotes observation. Then for any region \( R_m \) with \( N_m \) observations, let \( \hat{p}_{mr} \) be the proportion of category \( r \) in region \( R_m \):
\[ \hat{p}_{mr} = \frac{1}{N_m} \sum_{x_i \in R_m} I(y_i = r) \]

where \( x_i \) and \( y_i \) are the predictor vector and risk category of observation \( i \), respectively. \( I(x) \) is the indicator function. The risk of any observation \( x \) in region \( R_m \) is predicted as:

\[ \hat{\text{risk}}(x) = \arg \max_r \hat{p}_{mr} \]

where \( r \in \{L, M, H\} \). In each split generating regions \( R_1 \) and \( R_2 \), we seek the predictor \( X_l \) and threshold \( s \) by solving the following optimization task:

\[ \min_{l,s} \left[ \sum_{x_i \in R_l(t,s)} L(\hat{\text{risk}}(x_i), y_i) + \sum_{x_i \in R_s(t,s)} L(\hat{\text{risk}}(x_i), y_i) \right] \]

where \( L(x, y) \) is the loss function that can be misclassification error, Gini index, or cross-entropy (Hastie et al. 2009). The splitting process continues until it satisfies certain stopping rules, usually the maximum number of splits (tree depth) or the minimum number of observations per region (leaf size). In our implementation, we set the leaf size to 1, the default value in the R package randomForest (Liaw and Wiener 2002)

To build a random forest from multiple decision trees, we generated \( B \) (\( B = 500 \) in our implementation) bootstrap samples from the training set. We applied the previous splitting rule to build one decision tree for each bootstrap sample. Instead of searching all \( P \) predictors, we randomly selected \( \sqrt{P} \) predictors in each split to reduce the correlation among different decision trees. The final random forest \( \{T_B\}_h \) contains \( B \) decision trees, and the prediction of risk is the majority vote of all decision trees. As random forest is a combination of decision trees with low correlations, it reduces the high prediction variance of a single decision tree and thus exhibits high prediction accuracy in real-world applications (Couronné et al. 2018)

### 3.6. Model performance measurements

We quantified the model performance by four measurements: three-category prediction accuracy, two areas under the receiver operating characteristics curve (AUROCs) (high risk vs. intermediate-or-low risk and high-or-intermediate risk vs. low risk), and concordance index. All measurements were calculated under the LODO-CV measured by both observations and drugs.

The three-category prediction accuracy is used to measure the model’s capacity of classifying low-, intermediate-, and high-risk observations and drugs. Suppose that there are \( N \) observations and \( J \) drugs in the dataset. Let \( \hat{y}_{i, \text{obs}} \) and \( y_{i, \text{obs}} \) be the predicted and true risks for observation \( i \), and \( \hat{y}_{j, \text{drug}} \) and \( y_{j, \text{drug}} \) be the predicted and true risks for drug \( j \). The three-category prediction accuracy by observations \( \text{acc}_{\text{obs}} \) and by drug \( \text{acc}_{\text{drug}} \) were calculated as:

\[ \text{acc}_{\text{obs}} = \frac{1}{N} \sum_{i=1}^{N} I(\hat{y}_{i, \text{obs}} = y_{i, \text{obs}}) \]

\[ \text{acc}_{\text{drug}} = \frac{1}{J} \sum_{j=1}^{J} I(\hat{y}_{j, \text{drug}} = y_{j, \text{drug}}) \]

where \( I(x) \) is the indicator function.
Table 1. The model performance measured by drugs (point estimate). Three-category prediction accuracy, two AUROC, and concordance index are shown for ordinal logistic regression and ordinal random forest. The higher values between the two models are underscored.

| Dataset | Model                  | Accuracy (Three-category) | AUROC (High vs. Intermediate-or-Low) | AUROC (High-or-Intermediate vs. Low) | Concordance index (Three-category) |
|---------|------------------------|---------------------------|--------------------------------------|--------------------------------------|-----------------------------------|
| Stem cell | Ordinal logistic regression | 0.643                     | 0.800                                | 0.872                                | 0.811                             |
|          | Ordinal random forest   | 0.607                     | 0.900                                | 0.889                                | 0.790                             |
| Wedge    | Ordinal logistic regression | 0.750                     | 0.950                                | 0.913                                | 0.879                             |
|          | Ordinal random forest   | 0.822                     | 0.989                                | 0.988                                | 0.906                             |
The AUROC of high risk vs. intermediate-or-low risk and AUROC of high-or-intermediate risk vs. low risk measure the model’s diagnostic ability as two binary classifiers. For each observation and drug, we first calculated its probabilities of low risk \(p(L)\), intermediate-or-high risk \(p(MH)\), high risk \(p(H)\), and low-or-intermediate risk \(p(LM)\). Then we plotted the true positive rate (TPR) against the false-positive rate (FPR) at various thresholds and calculated the area under that curve. The calculation of two AUROCs was implemented by R package PRROC (Grau et al. 2015).

The concordance index evaluates the quality of ranking in the ordinal prediction task. It was calculated as the proportion of concordant risk pairs in all predicted risk pairs by observations or drugs (Raykar et al. 2007). We calculated the concordance index by using R package reticulate (Ushey et al. 2022) to call Python library lifelines (Davidson-Pilon 2019).

4. Results
4.1. Overall model performance

We used the R programming language (R Core Team 2013) to implement the proposed modeling and validation strategies. Table 1 and Supplementary Table S4 summarize the prediction result of ordinal logistic regression and ordinal random forest. On the stem cell dataset, if measured by observations, the ordinal logistic regression has higher AUROC of high risk vs. intermediate-or-low risk (0.817) and concordance index (0.764). On the other hand, the ordinal random forest shows advantages in terms of the three-category prediction accuracy (0.603) and AUROC of high-or-intermediate risk vs. low risk (0.830) (Supplementary Table S4). If measured by drugs, the ordinal logistic regression has higher three-category prediction accuracy (0.643) and concordance index (0.811), while the ordinal random forest shows advantages in terms of two AUROCs (0.900 and 0.889) (Table 1). Overall, the two models exhibit mixed performance on the stem cell dataset. No model consistently outperforms the other, and the gaps of different measurements between the two models range from minor to moderate. The AUROCs and concordance indices of the two models are between 0.750 and 0.850, indicating a good capacity of binary classification and order assignment. On the more difficult three-category classification task, the best prediction accuracy obtained from the same model drops to ~0.600. Since the ordinal random forest can capture the nonlinear relationship (Breiman 2001) the similar performance between the two models implies the ignorable nonlinearity in the stem cell dataset.

On the wedge dataset, ordinal random forest consistently outperforms ordinal logistic regression in terms of all four measurements by observations (Supplementary Table S4) and drugs (Table 1). The highest AUROCs and concordance indices are over 0.900, indicating excellent binary classification and order assignment. On the more difficult three-category classification task, the best prediction accuracy still exceeds 0.800. The advantage of ordinal random forest is larger measured by observations than by drugs. The superior performance of ordinal random forest over ordinal logistic regression implies the strong nonlinearity in the wedge dataset. We also note that the model performance measured by drugs is generally better than by observations on both datasets. This demonstrates the benefit of replication in the experimental design which reduces data noise in preclinical drug proarrhythmic assessment (Blinova et al. 2018; Li et al. 2019; Liu et al. 2021).

Interestingly, if we compare the same model across the two datasets, the model trained on the wedge dataset provides higher accuracy than on the stem cell dataset. We suspect that this is due to the experimental design of single site and platform in the wedge dataset, which likely introduces less data noise than the design of multiple sites and platforms in the stem cell dataset. However, the better model performance on the wedge dataset may overestimate the real-world prediction accuracy on other wedge datasets generated from various sites and platforms.

Supplementary Tables S5 – S8 show the confusion matrices of drug prediction by ordinal logistic regression and ordinal random forest. Among the wrong predictions, the ordinal logistic regression tends to underestimate the drug risk, while the ordinal random forest is more likely to overestimate the drug risk. On the stem cell dataset, the ordinal logistic regression underestimated six drugs’ risks and
overestimated four drugs’ risks (Supplementary Table S5). In contrast, the ordinal random forest underestimated five drugs’ risks and overestimated six drugs’ risks (Supplementary Table S6). A similar pattern is observed on the wedge dataset (Supplementary Tables S7 and S8). Overall, the ordinal logistic regression is a more aggressive model, and the ordinal random forest is a more conservative model in the prediction of drug TdP risk. We also find that all wrong predictions are between two adjacent risk categories, that is, high/intermediate or low/intermediate. There is no model predicting high risk as low risk or vice versa, thus avoiding the two more serious mistakes.

To examine the benefits of utilizing ordinal information in the drug TdP risk, we compared the three-category prediction accuracy of ordinal logistic regression, ordinal random forest, multinomial logistic regression, multinomial random forest, and classical ordinal logistic regression (ordered logit model) (McCullagh 1980) (Supplementary Tables S9 and S10). The multinomial logistic regression and multinomial random forest treat the prediction of drug TdP risk as an ordinary classification task without using ordinal information. On the stem cell dataset, the ordinal random forest achieved the highest prediction accuracy measured by observations. If measured by drugs, the ordinal logistic regression and multinomial logistic regression exhibited the same highest prediction accuracy (Supplementary Table S9). On the wedge dataset, the ordinal random forest outperformed other models measured by both observations and drugs (Supplementary Table S10). The comparison result shows that the ordinal models outperform their counterparts without using ordinal information in most scenarios. We also find the ordinal logistic regression and ordinal random forest are more accurate than the classical ordinal logistic regression. We suspect there are two reasons for this observation. First, the classical ordinal logistic regression requires the proportional odds assumption, which the two ordinal models do not need. We conducted brand test (Brant 1990) to examine this assumption and rejected the null hypothesis (the proportional odds assumption holds) at a 1% significance level on the stem cell dataset but failed to reject the null hypothesis at a 5% significance level on the wedge dataset. This explains the better performance of ordinal logistic regression versus classical ordinal logistic regression on the stem cell dataset and their similar performance on the wedge dataset. Second, the ordinal random forest is more capable of capturing the nonlinear relationship between predictors and TdP risk than any form of (linear) logistic regressions, including the classical ordinal logistic regression. This advantage explains the superiority of ordinal random forest on the wedge dataset, where nonlinear relation is likely crucial in the prediction of drug TdP risk.

Figure 3. The empirical distributions of model performance under stratified bootstrap measured by drugs. Four performance measurements of two models were calculated on the stem cell and wedge datasets.
Table 2. The summary statistics of model performance under stratified bootstrap measured by drugs. The 95% confidence intervals and means of four measurements were calculated for ordinal logistic regression and ordinal random forest. The higher mean values between the two models are underscored.

| Dataset | Model                        | Measurement | Accuracy (Three-category) | AUROC (High vs. Intermediate-or-Low) | AUROC (High-or-Intermediate vs. Low) | Concordance index (Three-category) |
|---------|------------------------------|-------------|---------------------------|--------------------------------------|--------------------------------------|-----------------------------------|
| Stem cell | Ordinal logistic regression | 95% CI | (0.572, 0.715) | (0.750, 0.825) | (0.842, 0.901) | (0.763, 0.848) |
|         |                              | Mean       | 0.637                     | 0.789                                | 0.873                                | 0.807                             |
|         | Ordinal random forest        | 95% CI | (0.571, 0.679) | (0.857, 0.919) | (0.854, 0.913) | (0.767, 0.836) |
|         |                              | Mean       | 0.622                     | 0.892                                | 0.885                                | 0.797                             |
| Wedge   | Ordinal logistic regression | 95% CI | (0.679, 0.893) | (0.779, 0.957) | (0.883, 1.000) | (0.784, 0.948) |
|         |                              | Mean       | 0.777                     | 0.880                                | 0.959                                | 0.875                             |
|         | Ordinal random forest        | 95% CI | (0.750, 0.858) | (0.888, 0.932) | (0.983, 1.000) | (0.860, 0.927) |
|         |                              | Mean       | 0.789                     | 0.913                                | 0.994                                | 0.890                             |
Additionally, the ordinal modeling used in this study provides more flexibility than the classical logistic regression. The two binary classifiers $\hat{f}_1$ and $\hat{f}_2$ could be substituted by appropriate classification algorithms to accommodate datasets generated from different \textit{in vitro} studies.

4.2. \textit{Model uncertainty measurement}

The four measurements in Table 1 and Supplementary Table S4 are point estimates of the model performance. To further understand the uncertainty of the model prediction, we conducted a stratified bootstrap (Mashreghi et al. 2016; Shankar 2020) to construct the empirical distributions of the four model performance measurements. In each step of LODO-CV, we resampled with replacement separately on each drug in the training set to generate a stratified bootstrap sample. Then we trained a predictive model on this resampling training set and calculated its prediction performance on the test drug. For example, suppose that the current test drug is drug 28 in the stem cell dataset. Since there are 15 observations per drug, we resample 15 observations with replacement for each training drug from 1 to 27. Then we train the predictive model on this resampling dataset and measure its performance on the 15 observations of drug 28 (Figure 1). Our stratified bootstrap samples preserve the number of repeated observations for each drug as in the original dataset, and thus can be used to unbiasedly evaluate the uncertainty of model performance. We generated 1000 stratified bootstrap samples and
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**Figure 4.** The correct rate of drug prediction calculated by stratified bootstrap. For each drug, we connect the correct rates of two models. In each risk category, drugs are sorted from high to low based on their average correct rates across two models.
repeated the previous model training and evaluation process to obtain the empirical distributions of three-category prediction accuracy, AUROC of high risk vs. intermediate-or-low risk, AUROC of high-or-intermediate risk vs. low risk, and concordance index.

Figure 3, Supplementary Figure S1, Table 2, and Supplementary Table S11 compare the model uncertainty of ordinal logistic regression and ordinal random forest. On the stem cell dataset, if measured by observations, the ordinal logistic regression has higher AUROC of high-or-intermediate risk vs. low risk. On the other hand, the ordinal random forest shows advantages in terms of three-category prediction accuracy and AUROC of high risk vs. intermediate-or-low risk. The concordance index is similar between the two models. If measured by drugs, the ordinal logistic regression has higher three-category prediction accuracy and concordance index, while the random forest shows advantages in terms of the two AUROC. The two models also show comparable prediction variability. Overall, the comparison of model uncertainty on the stem cell dataset is consistent with the point estimate in Table 1 and Supplementary Table S4 – the ordinal logistic regression and ordinal random forest exhibit similar prediction performance.

On the wedge dataset, consistent with the point estimate in Table 1 and Supplementary Table S4, ordinal random forest consistently outperforms ordinal logistic regression in terms of all four measurements. The only exception is the similar three-category prediction accuracy measured by drugs between two models. The advantage of ordinal random forest is more obvious if measured by observations than by drugs. Like the point estimate, the same model trained on the wedge dataset provides higher accuracy than on the stem cell dataset. We also note that the variability of model prediction is lower for ordinal random forest than ordinal logistic regression. Again, the high and stable performance of random forest implies strong nonlinearity in the wedge dataset.

4.3. Drug prediction analysis

We calculated the proportion of correct predictions (correct rate) for each drug in the 1000 stratified bootstrap predictions. Figure 4 shows the correct rate of predicting each drug across different model-dataset combinations. In the high-risk group, bepridil and disopyramide have close-to-zero correct rates under both models on the stem cell dataset. However, they are better predicted in the wedge dataset, especially by the ordinal logistic regression. In the intermediate-risk group, chlorpromazine and clozapine have close-to-zero correct rates under both models in the stem cell dataset. On the other hand, cisapride and domperidone have low correct rates under both models in the wedge dataset. In the low-risk group, metoprolol and ranolazine have close-to-zero correct rates under both models in the stem cell dataset, while all drugs are predicted relatively well in the wedge dataset, except for ranolazine by the ordinal random forest.

| Table 3. The potential outlier drugs in the stem cell dataset and wedge dataset. The potential outlier drugs are defined as drugs with both correct rates under two models less than 25% in stratified bootstrap. The correct rate is the proportion of correctly predicting the true TdP risk. The wrong rate is the proportion of most wrong predictions of TdP risk. They are both calculated by averaging the prediction results across two models. |
|-----------------|-----------------|-----------------|-----------------|
| Dataset         | Drug            | True TdP risk (correct rate) | Predicted TdP risk (wrong rate) |
| Stem cell       | Azimilide       | High (0.056)      | Intermediate (0.944) |
|                 | Bepridil        | High (0.000)      | Intermediate (1.000) |
|                 | Disopyramide    | High (0.000)      | Intermediate (0.999) |
|                 | Domperidone     | Intermediate (0.114) | High (0.886)     |
|                 | Chlorpromazine  | Intermediate (0.002) | Low (0.995)      |
|                 | Clozapine       | Intermediate (0.000) | Low (1.000)      |
|                 | Ranolazine      | Low (0.000)       | Intermediate (0.990) |
|                 | Metoprolol      | Low (0.000)       | Intermediate (1.000) |
| Wedge           | Domperidone     | Intermediate (0.040) | High (0.928)     |
|                 | Cisapride       | Intermediate (0.035) | High (0.965)     |
Figure 4 also demonstrates the different asymptotic drug predictions on the two datasets. In the stem cell dataset, there are eight drugs on which both models resulted in less than 25% correct rates. These drugs with low prediction accuracy cover all three risk categories. In the wedge dataset, however, only two drugs of intermediate risk are difficult for both models to predict. If compared by models, ordinal logistic regression predicted nine drugs in the stem cell dataset and two drugs in the wedge dataset less than 25% correctly. On the other hand, ordinal random forest predicted 10 drugs in the stem cell dataset and five drugs in the wedge dataset less than 25% correctly. Although ordinal random forest shows better performance on the wedge dataset and similar performance on the stem cell dataset, it made more “absolute wrong predictions” asymptotically. The better performance of ordinal random forest measured by the previous four measurements is largely due to its capacity of predicting more drugs with high correct rates.

Many of the drugs with close-to-zero correct rates have been reported to have abnormal observations in their original experiments (Blinova et al. 2018; Liu et al. 2021). In the experiment of the stem cell dataset, for example, the high-risk drug bepridil surprisingly introduced no arrhythmias, a key
indicator of high TdP risk, in hiPSC-CMs even at 30-fold of free clinical maximum concentration (Cmax). Another high-risk drug, disopyramide, was reported as being poorly soluble at the required concentrations, potentially biasing the prediction result. The two low-risk drugs with low correct rates, metoprolol and ranolazine, introduced abnormally strong signals of high TdP risk in hiPSC-CMs, including significant repolarization prolongation and arrhythmias. In the experiment of the wedge dataset, the intermediate-risk drug domperidone produced statistically significant QT prolongation at Cmax, one indicator of high TdP risk. Such observations imply that the wrong model predictions are possibly caused by an abnormality in the experiments rather than model incompetency.

4.4. Sensitivity analysis

We define the drugs with a correct rate of less than 25% under both models as potential outlier drugs (Blinova et al. 2018; Yim 2018). Based on the drug prediction analysis shown in Figure 4, we identified eight and two potential outlier drugs in the stem cell dataset and wedge dataset, respectively. Table 3 shows those drugs and their average correct rates and wrong rates across the two models. On the stem cell dataset, the two models underestimated five outlier drugs’ risks and overestimated three. On the
wedge dataset, the two models overestimated two outlier drugs' risks. Similar to the point estimation of model performance (Supplementary Tables S5 – S8), the statistical models tend to make more aggressive prediction on the stem cell dataset and more conservative predictions on the wedge dataset.

To examine the effects of potential outlier drugs on the model performance, we removed them from the original datasets and redid the previous modeling and validation. Figure 5 and Supplementary Figure S2 compare the model performance before and after removing potential outlier drugs. First, we find that all four measurements – three-category prediction accuracy, AUROC of high risk vs. intermediate-or-low risk, AUROC of high-or-intermediate risk vs. low risk, and concordance index, improve without potential outlier drugs in the dataset, regardless of model, measured by observations or drugs, or dataset. Second, the benefit of removal is stronger in the stem cell dataset, partly because the baseline performance is already high in the wedge dataset. Third, the ordinal logistic regression and ordinal random forest have a similar performance boost after removing potential outlier drugs. Fourth, the absolute values of four measurements without potential outlier drugs are high, with many of them greater than 0.900, indicating excellent model predictive capacity. Overall, the existence of potential outlier drugs has significant impacts on the model performance, and most wrong predictions are caused by such drugs.

There are several common characteristics in the potential outlier drugs. First, many potential outlier drugs induced electrophysiological responses inconsistent with their true TdP risks. Those unusual responses were captured by statistical models and may have caused wrong predictions. Such drugs include bepridil, chlorpromazine, clozapine, domperidone, ranolazine, and metoprolol (Blinova et al. 2018). Second, some potential outlier drugs exhibited solubility issues in the experiments of stem cell dataset, including domperidone, azimilide, and disopyramide (Blinova et al. 2018). The solubility issues were likely to add noise to the electrophysiological responses, and thus lowered the data quality. The only potential outlier drug without inconsistent electrophysiological responses or significant solubility issue is cisapride in the wedge dataset. Third, all potential outlier drugs were falsely predicted to a TdP risk adjacent to the truth, that is, between low and intermediate or high and intermediate (Table 3). The models did not predict high risk as low risk or vice versa, the two more serious mistakes. Forth, two potential outlier drugs, bepridil and ranolazine, have also been identified in previous in vitro studies (Blinova et al. 2018; Crumb et al. 2016; Johannesen et al. 2016).

4.5. Control analysis

Motivated by the practice in the experimental assessment of drug-induced TdP risk (Gintant 2011; Rampe and Brown 2013), we conducted a control analysis to further validate the model prediction performance. Control drugs have clearly understood TdP risk; in the control analysis, the model trained on the training drugs will predict the test drug and control drug simultaneously. The predictive model is expected to correctly identify the risk of the control drug based on the data generated from the experiment. If the model prediction of the control drug is incorrect, then its simultaneous prediction on the test drug would be considered unreliable. We trust the model and its prediction of the test drug only if it can correctly predict the control drug. We select the high-risk drug sotalol as an example control drug in our analysis because of the thorough exploration of its mechanism in the literature (Singh et al. 1995) and its high correct rate in our drug prediction analysis (Figure 4). Any other drugs with definite TdP risk and high prediction accuracy can also be selected as the control drug.

Figure 6 shows the design of the control analysis. As with previous analyses, we trained ordinal logistic regression and ordinal random forest on the stem cell dataset and wedge dataset and validated the model performance using LODO-CV. In each step, the model was trained on a set with 26 drugs and predicted the risk of one left-out test drug and one pre-selected control drug (sotalol) simultaneously. The four model performance measurements were calculated for each test drug, conditioned on the correct prediction of control drug (with control) and no condition (without control). All measurements were calculated by observations and drugs. Table 4 and Supplementary Table S12 compare the model
performance with and without control across all model-dataset combinations. Among the 16 measures-
ments in the stem cell dataset, most of them with control are higher than (13) or equal to (2) their counterparts without control, except for the AUROC of high-or-intermediate risk vs. low risk under ordinal random forest by drugs. Among the eight measurements of ordinal logistic regression in the wedge dataset, most of them are higher than (6) or equal to (1) their counterparts without control, except for the AUROC of high-or-intermediate risk vs. low risk by observations. Ordinal random forest has the same performance regardless of control because the prediction accuracy of the control drug is 100%. The result of control analysis illustrates that the prediction of a control drug is an effective indicator of model capacity – the models that can correctly predict control drugs generally perform better than those that cannot. In practice, we may consider the model outputs conditioned on the correct prediction of the control drug as high-confidence results and other outputs as low-confidence results. It should be noted that there must be appropriate control drugs in the original dataset to conduct the control analysis.

Figure 7. The normalized permutation predictor importance on the stem cell dataset and wedge dataset. Predictors are sorted from high to low. There are seven predictors in the stem cell dataset and the top-seven predictors in the wedge dataset.
4.6. Predictor importance analysis

To examine the effect of various predictors on the model performance, we conducted a predictor importance analysis. We utilized the permutation predictor importance (Altmann et al., 2010; Breiman 2001) to measure the contribution of each predictor to the model prediction. The permutation predictor importance of one predictor is defined as the decrease of the model prediction accuracy when that predictor’s value is randomly shuffled. Since the random shuffling breaks the relationship between the predictor and target variable (TdP risk), the decrease of the prediction accuracy (if any) indicates the model dependency on that shuffled predictor. Using permutation predictor importance has three advantages. First, the calculation of permutation predictor importance is independent of the specific model form. Second, the predictive model only needs to be trained once. Third, the random shuffling can be repeated multiple times to reduce the variability in the calculation.

Suppose there are \( P \) predictors in dataset \( D \), and \( \hat{f} \) is a pretrained predictive model. Let \( acc \) be the upper bound of 95% confidence interval of three-category prediction accuracy measured by observations (Supplementary Table S11). For each predictor \( j \) (\( j \) th column of \( D \)) and each repetition \( g \) in \( 1, \ldots, G \), we perform the following calculations:

1. Randomly shuffle the \( j \)th column of dataset \( D \) to generate a permuted dataset \( \overline{D}_{g,j} \).
2. Calculate the three-category prediction accuracy \( acc_{g,j} \) on the permuted dataset \( D_{g,j} \).

Then the permutation importance of predictor \( j \), \( imp_j \), is calculated as

\[
imp_j = acc - \frac{1}{G} \sum_{g=1}^{G} acc_{g,j} 
\]

Finally, we calculate the normalized permutation predictor importance of predictor \( j \), \( nimp_j \), by

\[
nimp_j = \frac{imp_j}{\max\{imp_1, imp_2, \ldots, imp_J\}}
\]

In our implementation, we set the repetition number \( G \) to 100 and \( \hat{f} \) to ordinal random forest.

Figure 7 shows the normalized permutation predictor importance for all seven predictors in the stem cell dataset and top-seven predictors in the wedge dataset. In the stem cell dataset, the top-two important predictors in terms of contribution to prediction accuracy are 1) the drug concentration when drug-induced arrhythmias were first observed (foldaym); 2) whether drug-induced arrhythmias occurred at any concentration in more than 40% wells (AMtwooutoffive). These two predictors also lead to a large margin of importance over other predictors. This result is consistent with the previous study showing that the introduction of arrhythmias is the most important factor in the identification of drug-induced TdP risk on the hiPSC-CMs protocol (Colatsky et al. 2016; Vicente et al. 2018).

In the wedge dataset, the top-two important predictors are 1) interval between the J point and the start of T wave (c3v2); 2) interval between the J point and the peak of T wave (c3v3). They also echo the previous findings in the experiments of RVWA (Liu et al. 2006; Wang et al. 2008). The consistency between model discovery and established drug-risk mechanism further validates the model specification and provides another insight into the model interpretability. It should be mentioned that the permutation predictor importance emphasizes the marginal effects of predictors on the model prediction (Strobl et al. 2008). Therefore, the non-top important predictors in Figure 7 may also impact the model performance through their interactions with other predictors.

We note that the QT interval (c3v9) is not among the top-seven most important predictors, but the JT interval (c3v2) is. There are two potential reasons for this result. First, several studies have found that JT interval and QT interval exhibit similar predictive power in the assessment of ventricular repolarization, coronary heart disease (CHD), and mortality caused by TdP (Crow et al. 2003; Rautaharju et al. 2004). Under certain circumstances, JT interval can show prognostic advantage
compared with QT interval, especially if the QS interval is prolonged (Zulqarnain et al. 2015). \(^{59}\) Second, the permutation predictor importance is model specific. It is calculated based on the better-performed model, ordinal random forest, on the wedge dataset. Other types of models with similar performance may generate different predictor importance. Additionally, the permutation predictor importance may not capture the between-predictor interactions. Therefore, the model-based predictor importance should be treated as one reference rather than the conclusion of true predictor importance.

**Discussion**

The overall model performance, uncertainty measurement, and drug prediction demonstrate that the prediction accuracy of two models on the wedge dataset is consistently higher than the stem cell dataset. Such discrepancy is largely due to the different experimental designs of the two datasets. Observations in the stem cell dataset were generated at 10 experimental sites, using two hiPSC-CM lines and five EP platforms. On the other hand, all observations in the wedge dataset were generated at one laboratory using the same type of biological sample and EP platform. Although the multisite experiments were supposed to follow the same protocols, the batch effects caused by site-to-site variability introduced a higher degree of noise in the stem cell dataset. The signal-noise ratio in the stem cell dataset is thus lower than the wedge dataset, resulting in lower prediction accuracy. One potential solution for this issue is to estimate the effects of site, cell line, and EP platform and include these factors into the modeling process. The accurate estimation of such effects requires special experimental designs with enough power to describe and explain the variations from those factors (Wang et al. 2015; 2018a, 2018b; Xiao et al. 2019).

The objective of CiPA and RVWA paradigms is to improve the drug TdP risk assessment by measuring variables beyond only hERG current block or QT prolongation. To evaluate the advantage of this strategy, we compare the three-category prediction accuracy between multivariable models and univariable models (Supplementary Figure S3). The multivariable models utilize all predictors in the dataset, while the univariable models only contain predictor arrhythmia (on the stem cell dataset) or QT interval (c3v9, on the wedge dataset), two commonly used variables in the univariable study. The comparison shows a significant accuracy improvement of multivariable models over their univariable counterparts. The multivariable ordinal logistic regression even doubles the accuracy on the stem cell dataset over its univariable version measured by both observations and drugs. The comparison result further validates the benefits of combining *in vitro* multivariable studies and *in silico* statistical learning models.

Besides the CiPA and RVWA paradigms, there are many *in vitro* protocols aiming to assess the drug-induced TdP risk, including automated patch clamp (Kramer et al. 2013), human ventricular myocyte model (Lancaster and Sobie 2016), rabbit isolated hearts (Vargas et al. 2015), *in vitro* atrioventricular block dog (Passini et al. 2017), and others. It is difficult to fairly compare those protocols because they were developed under various biological models, experimental conditions, methods of data collection, and predictor formulation. One future work is to utilize our statistical learning framework to examine the strength of these protocols in the assessment of drug-induced TdP risk. Here, the strength of protocols can be defined as the quality of datasets generated from experiments. A well-designed *in vitro* protocol should generate data including sufficient information and minimum noise for *in silico* models to accurately predict drug TdP risk. A statistical learning model, e.g., an ordinal random forest, can be trained on datasets generated by different protocols. The model prediction accuracy across different datasets will serve as a proxy of the protocol’s strength. In addition, the model interpretation can be used as another metric to compare the strength of protocols. A good *in vitro* study should generate datasets on which the model interpretation is consistent with domain knowledge.
The second future work is to utilize the proposed statistical learning framework to find new predictors from the entire ECG to improve in vitro protocols. Although the selection of predictors is well established in the previous studies of CiPA initiative and rabbit ventricular wedge (Ando et al. 2017; Yan et al. 2001) there might be informative variables that were ignored from the original in vitro studies. Potential predictors suggested by domain experimentalists can be used to fit statistical learning models and new predictors with better model performance would be included in the existing in vitro protocols.

Another future direction is to encompass novel experimental techniques and measurements beyond electrophysiological signals into the in vitro paradigm. For example, single-cell RNA-sequencing (scRNA-seq), (Hwang et al. 2018) a next-generation sequencing technology revealing the genome-wide gene expression at single-cell levels, can be applied to evaluate and compare the transcriptomes of individual cells before and after drug treatment (Haque et al., 2017; Xi and Li 2021a; 2021b). The gene expression dynamic associated with drug-induced TdP risk will potentially improve the assessment of such risks, similar to the progress made by scRNA-seq in cancer diagnosis, cell type discovery, and precision medicine (Sun et al. 2021; Wiedmeier et al. 2019).

In summary, we proposed a comprehensive statistical modeling framework to predict drug-induced TdP risk from two preclinical experimental protocols. Ordinal logistic regression and ordinal random forest were trained on the stem cell dataset and wedge dataset. We calculated the unbiased estimate of model performance by LODO-CV. The uncertainty of model performance was evaluated by stratified bootstrap. Our proposed method provided interpretability consistent with domain knowledge through normalized permutation predictor importance. Sensitivity analysis identified potential outlier drugs that were also described in the literature. Finally, we conducted a control analysis and further validated the model performance. Our work is a valuable addition to the current attempts to construct trustful in silico models in the assessment of drug-induced TdP risk.
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