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The dynamical stability of nonstationary states of homogeneous spin-2 rubidium Bose-Einstein condensates is studied. The states considered are such that the spin vector remains parallel to the magnetic field throughout the time evolution, making it possible to study the stability analytically. These states are shown to be stable in the absence of an external magnetic field, but they become unstable when a finite magnetic field is introduced. It is found that the growth rate and wavelength of the instabilities can be controlled by tuning the strength of the magnetic field and the size of the condensate.
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I. INTRODUCTION

The physics of $F = 2$ spinor Bose-Einstein condensates (BECs) started to gain the attention of both theorists and experimentalists during the last decade. The interest is motivated by the structure of $F = 2$ condensates: being more complex than that of $F = 1$ condensates, it makes possible properties and phenomena which are not present in an $F = 1$ system. One example of this can be seen in the structure of the ground states. The energy functional of an $F = 2$ condensate is characterized by one additional degree of freedom compared to the $F = 1$ case. This leads to a rich ground state manifold as now there are two free parameters parametrizing the ground states $|1⟩$. This should be contrasted with an $F = 1$ condensate, where the ground state is determined by the sign of the spin-dependent interaction term $|3⟩$. Another difference can be seen in the structure of topological defects. It has been shown that non-commuting vortices can exist in an $F = 2$ condensate $|2⟩$, while these are not possible in an $F = 1$ BEC $|3⟩$. The topological defects of $F = 2$ condensates have been studied further in Refs. $|6⟩$. Experimental studies of $F = 2$ BECs have been advancing in the past ten years. Experiments on $F = 2 ^{87}$Rb atoms cover topics such as spin dynamics $|10⟩$, creation of skyrmions $|13⟩$, and spin-dependent inelastic collisions $|16⟩$. An $F = 2$ spinor condensate of $^{23}$Na atoms has been obtained experimentally $|5⟩$, but it has a much shorter lifetime than $F = 2$ rubidium condensates.

In this work, we study the dynamical stability of nonstationary states of homogeneous $F = 2$ spinor condensates. The stability of stationary states has been examined in Refs. $|17⟩$, whereas that of nonstationary states has received only little attention. Previous studies on the topic concentrate on $F = 1$ condensates $|19⟩$. Here we extend the analysis of Ref. $|23⟩$ to an $F = 2$ rubidium condensate and present results concerning the magnetic field dependence of the excitation spectrum and stability. Although we concentrate on the stability of $^{87}$Rb condensates, many of the excitation spectra and stability conditions given in this article are not specific to rubidium condensates but have a wider applicability.

We show that, in comparison with an $F = 1$ system, the stability analysis of an $F = 2$ condensate is considerably more complex. This is partly due to the presence of a spin-singlet term in the energy functional of the latter system, but the main reason for the increased complexity is seen to be the much larger number of states available in an $F = 2$ condensate.

This article is organized as follows. Section II introduces the system and presents the Hamiltonian and equations of motion. In Section III the Bogoliubov analysis of nonstationary states is introduced. This method is applied to study the stability both in the presence and absence of a magnetic field. In this section it is also described how Floquet theory can be used in the stability analysis. In Section IV the stability is studied under the (physically motivated) assumption that one of the interaction coefficients vanishes. Finally, section V contains the concluding remarks.

II. THEORY OF A SPIN-2 CONDENSATE

The order parameter of a spin-2 Bose-Einstein condensate can be written as $ψ = (ψ_0, ψ_1, ψ_{−1}, ψ_{−2})^T$, where $T$ denotes transpose. The normalization is $∑_{n=−2}^2 |ψ_m|^2 = n$, where $n$ is the total particle density. We assume that the trap confining the condensate is such that all the components of the hyperfine spin can be trapped simultaneously and are degenerate in the absence of magnetic field. This can be readily achieved in experiments $|24⟩$. If the system is exposed to an external magnetic field which is parallel to the $z$ axis, the energy functional reads

$$E[ψ] = ∫dr \left[ \frac{1}{2} \left( g_0 ψ^2 + g_1 (F)^2 + g_2 (Θ)^2 \right) - ∫dr \left( h_0 + \frac{1}{2} \left( g_0 ψ^2 + g_1 (F)^2 + g_2 (Θ)^2 \right) e^{−i π F_y} ψ \right) \right],$$

where $F = (F_x, F_y, F_z)$ is the (dimensionless) spin operator of a spin-2 particle. $Θ$ describes singlet pairs and is given by $Θ = 2 ψ_2 ψ_{−2} − 2 ψ_1 ψ_{−1} + ψ_0^2$. It can also be written as $Θ = ψ^T e^{−i π F_y} ψ$. The single-particle Hamiltonian $h$ reads

$$\hat{h} = -\frac{h^2 ∇^2}{2m} + U(r) - μ - p F_z + q F_z^2.$$
Here $U$ is the external trapping potential, $\mu$ is the chemical potential, and $p = -g\mu_B B$ is the linear Zeeman term. In the latter $g$ is the Landé hyperfine g-factor, $\mu_B$ is the Bohr magneton, and $B$ is the external magnetic field. The last term in Eq. (2) is the quadratic Zeeman term, $q = -(g\mu_B B)^2/E_{\text{hf}}$, where $E_{\text{hf}}$ is the hyperfine splitting. The sign of $q$ can be controlled experimentally by using a linearly polarized microwave field. In this article we consider both positive and negative values of $q$.

The strength of the spin-independent interaction is characterized by $g_0 = 4\hbar^2(4a_2 + 3a_4)/7m$, whereas $g_1 = 4\hbar^2(a_4 - a_2)/7m$ and $g_2 = 4\hbar^2[(a_0 - a_4)/5 - 2(a_2 - a_4)/7]$ describe spin-dependent scattering. Here $a_F$ is the s-wave scattering length for two atoms colliding with total angular momentum $F$. In the case of $^{87}\text{Rb}$, we calculate $g_0$ using the scattering lengths given in Ref. [1], and $g_2$ and $g_4$ are calculated using the experimentally measured scattering length differences from Ref. [23].

Two important quantities characterizing the state $\psi$ are the spin vector
\[
\mathbf{f}(r) = \frac{\psi^\dagger(r)\mathbf{F}\psi(r)}{n(r)},
\]
and the magnetization in the direction of the magnetic field
\[
M_z = \int \frac{dr \, n(r) f_z(r)}{\int \frac{dr \, n(r)}{}}. \tag{4}
\]

The length of $\mathbf{f}$ is denoted by $f$. For rubidium the magnetic dipole-dipole interaction is weak and consequently the magnetization is a conserved quantity. The Lagrange multiplier related to the conservation of magnetization can be included into $p$. The time evolution equation obtained from Eq. (1) is
\[
i\hbar \frac{\partial}{\partial t}\psi = \hat{H}[\psi] \psi, \tag{5}
\]
where
\[
\hat{H}[\psi] = \hat{h} + g_0 \psi^\dagger \psi + g_1 \langle \mathbf{F} \rangle \cdot \mathbf{F} + g_2 \Theta \hat{T}. \tag{6}
\]

Here $\hat{T} = e^{-i\mathbf{F}\cdot\mathbf{C}}$ is the time-reversal operator, where $C$ is the complex conjugation operator.

III. STABILITY OF NONSTATIONARY STATES
WHEN $g_2 \neq 0$

The stability analysis is performed in a basis where the state in question is time-independent. This requires that the time evolution operator of the state is known. As we are interested in analytical calculations, an analytical expression for this operator has to be known. In order to calculate the time evolution operator analytically, the Hamiltonian has to be time-independent. In particular, the singlet term $\Theta$ should not depend on time. This is clearly the case if the time evolution of the state is such that $\Theta$ vanishes at all times, and we now study this case. We define a state
\[
\psi_{2,-1} = \sqrt{\frac{n}{3}} \begin{pmatrix} \sqrt{1 + f_z} & 0 & 0 \\ 0 & \sqrt{2 - f_z} & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad -1 \leq f_z \leq 2. \tag{7}
\]

For this state $\Theta = 0$, $\langle \hat{F}_x \rangle = \langle \hat{F}_y \rangle = 0$, and $\langle \hat{F}_z \rangle = f_z$. Furthermore, the populations of the state $\psi_{2,-1}$ remain unchanged during the time evolution determined by the Hamiltonian [9]. Consequently, $\Theta = 0$ throughout the time evolution. The state $\psi_{2,-1}$ with $f_z = 0$, called the cyclic state, is a ground state at zero magnetic field [1]. The creation of vortices with fractional winding number in states of the form $\psi_{2,-1}$ has been discussed in [7]. The stability properties of the state $\psi_{1,-2} = \sqrt{n}(0, \sqrt{2 + f_z} \hat{F}_z, 0, 0, \sqrt{1 - f_z} \hat{F}_z)^T/\sqrt{3}$ are similar to those of $\psi_{2,-1}$ and will therefore not be discussed separately.

The Hamiltonian giving the time evolution of $\psi_{2,-1}$ is
\[
\hat{H}[\psi_{2,-1}] = g_0 n - \mu + (g_1 n f_z - p) \hat{F}_z + q \hat{F}_z^2, \tag{8}
\]
where we have set $U = 0$ as the system is assumed to be homogeneous. This is of the same form as the Hamiltonian of an $F = 1$ system discussed in [23]. The time evolution operator of $\psi_{2,-1}$ is given by
\[
\hat{U}_{2,-1}(t) = e^{-i\hat{H}[\psi_{2,-1}]/\hbar}. \tag{9}
\]

We analyze the stability in a basis where the state $\psi_{2,-1}$ is time-independent. In the new basis, the energy of an arbitrary state $\phi$ is given by [23]
\[
E^{\text{new}}[\phi] = E[\hat{U}_{2,-1}\phi] + i\hbar \langle \phi | \left( \frac{\partial}{\partial t} \hat{U}_{2,-1}^{-1} \right) \hat{U}_{2,-1} \phi \rangle, \tag{10}
\]
and the time evolution of the components of $\phi$ can be obtained from the equation
\[
i\hbar \frac{\partial}{\partial t} \phi_{\nu} = \frac{\delta E^{\text{new}}[\phi]}{\delta \phi_{\nu}}, \quad \nu = -2, -1, 0, 1, 2. \tag{11}
\]

We replace $\phi \rightarrow \psi_{2,-1} + \delta \psi$ in the time evolution equation [11] and expand the resulting equations to first order in $\delta \psi$. The perturbation $\delta \psi = (\delta \psi_2, \delta \psi_1, \delta \psi_0, \delta \psi_{-1}, \delta \psi_{-2})^T$ is written as
\[
\delta \psi_j = \sum_k (u_{j,k}(t) e^{i k r} - v^*_{j,k}(t) e^{-i k r}), \quad j = -2, -1, 0, 1, 2. \tag{12}
\]

Straightforward calculation gives the differential equation for the time evolution of the perturbations as
\[
i\hbar \frac{\partial}{\partial t} \begin{pmatrix} u_k \\ v_k \end{pmatrix} = \hat{B}_{2,-1} \begin{pmatrix} u_k \\ v_k \end{pmatrix}, \tag{13}
\]

\[
\hat{B}_{2,-1} = \left( \begin{array}{cc} \hat{X} & -\hat{Y} \\ \hat{Y}^* & -\hat{X}^* \end{array} \right),
\]
where \( \mathbf{u}_k = (u_{2,k}, u_{1,k}, u_{0,k}, u_{-1,k}, u_{-2,k})^T \), \( \mathbf{v}_k \) is defined similarly, and the \( 5 \times 5 \) matrices \( \hat{X} \) and \( \hat{Y} \) are

\[
\hat{X} = \epsilon_k + g_0 |\psi_{2,-1}\rangle\langle \psi_{2,-1}| + g_1 \sum_{j=x,y,z} |\psi_{2,-1}(t)\rangle\langle \psi_{2,-1}(t)|
+ 2g_2 |\psi_{2,-1}(t)\rangle\langle \psi_{2,-1}(t)|, \quad (14)
\]

\[
\hat{Y} = g_0 |\psi_{2,-1}\rangle\langle \psi_{2,-1}| + g_1 \sum_{j=x,y,z} |\psi_{2,-1}(t)\rangle\langle (\psi_{2,-1})^*(t)|.
\]

Here we have defined

\[
\epsilon_k = \frac{\hbar^2 k^2}{2m}, \quad (16)
\]

\[
\psi_{2,-1}(t) = \hat{U}_{2,-1}(t) \hat{F}_j U_{2,-1}(t) |\psi_{2,-1}\rangle, \quad j = x, y, z, \quad (17)
\]

\[
\psi_{2,-1}(t) = \hat{U}_{2,-1}(t) e^{-i\hat{K}_s U_{2,-1}(t) |\psi_{2,-1}\rangle. \quad (18)
\]

In the rest of the article we call the operator determining the time evolution of the perturbations the Bogoliubov matrix. In the present case, \( \hat{B}_{2,-1} \) is the Bogoliubov matrix of \( \psi_{2,-1} \). It is possible to write \( \hat{B}_{2,-1} \) as a direct sum of three operators

\[
\hat{B}_2 = \hat{B}_2 + \hat{B}_2^\dagger(t) + \hat{B}_2^\dagger(t), \quad (19)
\]

\[
\hat{B}_2^\dagger = - (\hat{B}_2^\dagger)^*. \quad (20)
\]

Here \( \hat{B}_2 \) is a time-independent \( 4 \times 4 \) matrix and \( \hat{B}_2^\dagger \) is a time-dependent \( 3 \times 3 \) matrix. The bases in which these operators are defined are given in Appendix A. The time-dependent terms of \( \hat{B}_2^\dagger \) are proportional to \( e^{i\hat{K} t/\hbar} \), where \( k = 2, 4 \) or 6, and consequently the system is periodic with minimum period \( T = \pi \hbar / q \). Hence it possible to use Floquet theory to analyze the stability of the system [23]. In the following we first calculate the eigenvalues of \( \hat{B}_2 \), then those of \( \hat{B}_2^\dagger \) and \( \hat{B}_2^\dagger \) in the case \( q = 0 \), and finally we discuss the general case \( q \neq 0 \) using Floquet theory.

### A. Eigenvalues of \( \hat{B}_2 \)

First we calculate the eigenvalues and eigenvectors of \( \hat{B}_2 \). This operator is independent of \( q \). The eigenvalues are

\[
\hbar \omega_{1,2,3,4} = \pm \left[ \epsilon_k + g_0 n + g_1 n (2 + f_z) \pm n \sqrt{|g_0 - g_1 (2 + f_z)|^2 + 4g_0 g_1 f_z^2} \right]^{1/2}. \quad (21)
\]

Here we use a labelling such that ++, +++, --, and -- correspond to \( \omega_1, \omega_2, \omega_3, \) and \( \omega_4 \), respectively. Now \( \omega_{1,2} \) have a non-vanishing imaginary part only if \( g_0 \) and \( g_1 \) are both negative, while \( \omega_{3,4} \) have an imaginary component if \( g_0 \) and \( g_1 \) are not both positive. Consequently, these modes are stable for rubidium for which \( g_0, g_1 > 0 \).

The eigenvectors can be calculated straightforwardly, see Appendix A. The eigenvectors, like the eigenvalues, are independent of \( g_2 \). The perturbations corresponding to the eigenvectors of \( \hat{B}_2 \) can be written as

\[
\delta \psi^{1,2,3,4} (r, k; t) = C_{1,2,3,4} (r, k; t) \psi_{2,-1}, \quad (22)
\]

where \( C_j \)’s include all position, momentum and time dependence. These change the total density of the condensate and are therefore called density modes.

### B. Eigenvalues of \( \hat{B}_2^\dagger \) and \( \hat{B}_2^\dagger \) at \( q = 0 \)

In the absence of an external magnetic field \( \hat{B}_2^\dagger \) is time-independent. The eigenvalues of \( \hat{B}_2^\dagger \) can be obtained from those of \( \hat{B}_2^\dagger \) by complex conjugating and changing the sign. For this reason we give only the eigenvalues of \( \hat{B}_2^\dagger \):

\[
\hbar \omega_5 = \epsilon_k + 2g_2 n, \quad (23)
\]

\[
\hbar \omega_6,7 = \frac{1}{2} \left[ g_1 n f_z \pm \sqrt{(2\epsilon_k - g_1 n f_z)^2 + 16g_1 n \epsilon_k} \right]. \quad (24)
\]

The eigenvalues \( \hbar \omega_6 \) and \( \hbar \omega_7 \) have a non-vanishing complex part if \( g_1 < 0 \). For rubidium all eigenvalues are real. There are two gapped excitations: at \( \epsilon_k = 0 \) we get \( \hbar \omega_5 = 2g_2 n \) and \( \hbar \omega_6 (\hbar \omega_7) = g_1 n f_z \) if \( g_1 f_z > 0 \) \((g_1 f_z < 0)\). The eigenvectors are given in Appendix A. The corresponding perturbations become

\[
\delta \psi^{5,6,7} (r, k; t) = \sum_k C_{5,6,7} \begin{pmatrix}
0 \\
\sqrt{2 - f_z} \\
0 \\
-\sqrt{1 + f_z}
\end{pmatrix}
\]

\[
\delta \psi^{6,7} (r, k; t) = \sum_k C_{6,7} \begin{pmatrix}
0 \\
e^{-ikr} g_1 n \sqrt{(2 - f_z)(1 + f_z)} \\
e^{ikr} g_1 n (2 - f_z)
\end{pmatrix} \quad (25)
\]

where \( C_{5,6,7} \) are functions of \( r, k \) and \( t \). These modes change both the direction of the spin and magnetization and are therefore called spin-magnetization modes.

### C. Non-vanishing magnetic field

If \( q \neq 0 \), the stability can be analyzed using Floquet theory due to the periodicity of \( \hat{B}_2^\dagger \) [23]. We denote the time evolution operator determined by \( \hat{B}_2^\dagger \) by \( \hat{U}_2^\dagger \). According to the Floquet theorem (see, e.g., [27]), \( \hat{U}_2^\dagger \) can be written as

\[
\hat{U}_2^\dagger (t) = \hat{M}(t) e^{-i\hat{K}}, \quad (27)
\]
where $\hat{M}$ is a periodic matrix with minimum period $T$ and $\hat{M}(0) = 1$, and $\hat{K}$ is some time-independent matrix. At times $t = nT$, where $n$ is an integer, we get $\hat{U}_{2z-1}(nT) = e^{-inT\hat{K}}$. The eigenvalues of $\hat{K}$ determine the stability of the system. We say that the system is unstable if at least one of the eigenvalues of $\hat{K}$ has a positive imaginary part. We calculate the eigenvalues $\{\hbar\omega\}$ of $\hat{K}$ from the equation

$$\hbar\omega = \hbar\omega' + i\hbar\omega^i = i\frac{\ln \lambda}{T},$$  

(28)

where $\{\lambda\}$ are the eigenvalues of $\hat{U}_{2z-1}(T)$.

We see that for $q > 0$ the fastest-growing instability is located approximately at $\epsilon_k = \max\{0, 2q - g_1n\}$ regardless of the value of $f_z$. For $q < 0$ the location of this instability becomes magnetization dependent and is approximately given by $\epsilon_k = \max\{0, |q| - 5(2 - f_z)|g_1n/6\}$. The values of $\epsilon_k$ corresponding to unstable wavelengths are bounded above approximately by the inequality $\epsilon_k \leq (3|q| + q)/2$. Therefore, the state $\psi_{2z-1}$ is stable if the condensate is smaller than the shortest unstable wavelength

$$\lambda_{2z-1} = \frac{2\pi\hbar}{\sqrt{m(3|q| + q)}}.$$  

(31)

At $q = 0$ the system is stable regardless of its size.

Fig. 1 shows that the shape of the unstable region depends strongly on the sign of $q$. This can be understood qualitatively with the help of the energy functional of Eq. (1). We choose $|-1\rangle$ to be the initial state of the system and assume that the condensate breaks into domains of length $L$ such that each domain is either in state $|0\rangle$ or in state $| -2\rangle$ and that neighboring domains are in a different state. Then the energy of the initial state is $g_1n/2 + q$ (dropping constant terms), while the energy of the final configuration is $g_1n + 2q$. If $g_1, q > 0$, domain formation is suppressed for energetic reasons. If, on the other hand, $g_1 > 0$ and $q < 0$, this process is enhanced when $q < -g_1n/2$. This leads to an instability near $f_z = -1$ if $q$ is negative, but makes the state stable in this region if $q$ is positive.

IV. STABILITY OF NONSTATIONARY STATES WHEN $g_2 = 0$

For rubidium the value of $g_2$ is small in comparison with $g_0$ and $g_1$. Consequently, it can be assumed that this term has only a minor effect on the stability of the system. This assumption is supported by the results of the previous section. In the following we will therefore study the stability in the limit $g_2 = 0$. This makes it possible to obtain an analytical expression for the time evolution operator also for states other than $\psi_{2z-1}$. First we discuss a state that has three nonzero components, and then two states that have two nonzero components.

A. Nonzero $\psi_2$, $\psi_0$, and $\psi_{-2}$

We consider a state of the form

$$\psi_{2z,0,-2} = \frac{\sqrt{n}}{2} \begin{pmatrix} \sqrt{2 - 2\rho_0 + f_z} \\ 2e^{i\theta}\sqrt{\rho_0} \\ \sqrt{2 - 2\rho_0 - f_z} \end{pmatrix}, \quad |f_z| \leq 2 - 2\rho_0$$

(32)

For this $\langle \hat{F}_z \rangle = \langle \hat{F}_y \rangle = 0$ and $\langle \hat{F}_z \rangle = nf_z$. The Hamiltonian and time evolution operator of this state are given

\[ \hat{H} = \hat{H}_{\text{HFF}} + \frac{1}{2}\sum_{i} (\epsilon_i + g_{1i}) |\psi_i\rangle \langle \psi_i|, \]

\[ \hat{U}(t) = e^{-i\hat{H}t\hbar}. \]

FIG. 1. The positive imaginary part $\omega^i$ related to $\hat{U}_{2z-1}(T)$ for different values of the magnetic field parameter $q$ (measured in units of $|g_1n|$. The units of $\epsilon_k$ and $\omega'$ are $|g_1n|$ and $|g_1n|/\hbar$, respectively. Note that the scales of the $\epsilon_k$ and $\omega'$ axes are not equal in the top and bottom rows.

We plot $\omega^i$ for several values of the magnetic field in Fig. 1. By comparing to the case of a rubidium condensate with $g_2 = 0$, we found that the instabilities are essentially determined by $g_1$, the effect of $g_2$ is negligible. The eigenvectors of $\hat{U}_{2z-1}(T)$ correspond to perturbations which affect both spin direction and magnetization. With the help of numerical results we find that a good fitting formula is given by

$$\hbar\omega^i \approx \text{Im}\left\{\sqrt{(\epsilon_k + q)(\epsilon_k + q + \frac{5}{3}(2 - f_z)g_1n)}\right\}, \quad q < 0,$$

(29)

$$\approx \text{Im}\left\{\sqrt{(\epsilon_k - 2q + g_1n)^2 - \frac{4}{9}(f_z - 2)(f_z + 1)g_1n}\right\}, \quad q > 0.$$  

(30)
by Eqs. (8) and (9), respectively. The equations determining the time evolution of the perturbations can be obtained from Eqs. (14) and (15) by replacing $\psi_{2,-1}$ with $\psi_{2,0,-2}$ and setting $\rho_2 = 0$. In this way, we obtain a time dependent Bogoliubov matrix $\hat{B}_{2;0,-2}$ which is a function of the population of the zero component, $\rho_0$. The Bogoliubov matrix can now be written as

$$\hat{B}_{2;0,-2}(t) = \hat{B}_{2;0,-2}^0 \oplus \hat{B}_{2;0,-2}^1(t),$$

where $\hat{B}_{2;0,-2}^0$ is time independent and $\hat{B}_{2;0,-2}^1$ is periodic in time with period $T = \pi/q$. The bases in which these operators are defined are given in Appendix B. The eigenvalues of $\hat{B}_{2;0,-2}^0$ are

$$\hbar \omega_{1,2} = \pm \epsilon_k,$$

$$\hbar \omega_{3,4,5,6} = \pm \left[ \epsilon_k^2 + \epsilon_k^2 (g_0 + 4g_1 (1 - \rho_0)) n \right]^{1/2} \pm \epsilon_k^n \sqrt{|g_0 - 4g_1 (1 - \rho_0)|^2 + 4g_0g_1 f_z^2}.\quad (35)$$

Here $++, --, +-, and -+$ correspond to $\omega_3, \omega_4, \omega_5$, and $\omega_6$, respectively. These eigenvalues are always real if $g_0$ and $g_1$ are positive. From the eigenvectors given in Appendix B we see that $\omega_{3,4}$ are density modes and $\omega_{1,2}$ and $\omega_{5,6}$ are magnetization modes. All these are gapless excitations. Note that the eigenvalues are independent of $\theta$.

We discuss next the stability properties determined by $\hat{B}_{2;0,-2}^1$. We consider first the special case $\rho_0 = 0$ and proceed then to the case $\rho_0 > 0$.

1. Stability at $\rho_0 = 0$

In the case $\rho_0 = 0$ a complete analytical solution of the excitation spectrum can be obtained. In Appendix B we show that by a suitable choice of basis the time dependence of the Bogoliubov matrix can be eliminated. The eigenvalues are

$$\hbar \omega_{7,8,9,10} = \frac{1}{2} \left[ \pm g_1 n f_z + 6q \right]$$

$$\pm \sqrt{4(\epsilon_k + g_1 n + 3q)^2 - (4 - f_z^2)(g_1 n)^2}.\quad (36)$$

These are gapped excitations and correspond to spin-magnetization modes (see Appendix B). If $g_1 > 0$, these eigenvalues have a non-vanishing complex part when $3q - 2g_1 n \leq \epsilon_k \leq 3q$. This is possible only if $q$ is positive. The location of the fastest-growing unstable mode, determined by $\epsilon_k = \max\{0, 3q - g_1 n\}$, is independent of $f_z$. The maximal width of the unstable region in the $\epsilon_k$ direction, obtained at $f_z = 0$, is $2|g_1|n$. The state is stable if it is smaller than the size given by

$$\lambda_{2,0,-2} = \frac{2\pi h}{\sqrt{6mq}} \quad q > 0.\quad (37)$$

If $q < 0$, the state is stable regardless of the size of the condensate. In Fig. 2 we plot the positive imaginary part of the eigenvalues $\omega^i$ for various values of $q$.

![Fig. 2](image-url)

FIG. 2. The positive imaginary part $\omega^i$ related to the eigenvalues and to $U_{2;0,-2}(T)$ for various values of the quadratic Zeeman term $q$ and population $\rho_0$. The unit of $q$ and $\epsilon_k$ is $[g_1|n|$, and that of $\omega^i$ is $[g_1|n|/\hbar$. We have chosen $f_z = 0$ as this choice gives the fastest-growing instabilities and the smallest size of a stable condensate. In the top row the dashed, dotted, and solid lines correspond to $q = 1, 2, 3$, respectively, while in the bottom row they correspond to $q = -1, -2, -3$, respectively. We have set $\theta = 0$ in $\psi_{2;0,-2}$ as the stability was found to be independent of $\theta$.

2. Stability when $\rho_0 > 0$

In the case $\rho_0 > 0$ the stability can be studied using Floquet theory. The stability properties can be shown to be independent of the sign of $f_z$. At $q = 0$ the operator $\hat{B}_{2;0,-2}^1$ is time-independent. The eigenvalues can be obtained analytically but are not given here. The eigenvalues show that in the absence of magnetic field the state is stable in a rubidium condensate regardless of the value of $\rho_0$. Fig. 2 illustrates how the stability depends on the value of $q$ and the population $\rho_0$. We plot only the case $f_z = 0$ as it gives the fastest-growing instabilities and the smallest size of a stable condensate. We found numerically that the stability properties are independent of the value of $\theta$. We have set $\theta = 0$ in the calculations described here. If $q > 0$, the amplitude $\omega^i$ of the short-wavelength instabilities is suppressed as $\rho_0$ increases. This can be understood with the help of the energy functional

$$E_{2;0,-2} = \frac{1}{2} g_1 n f_z^2 + 8q(1 - \rho_0).\quad (38)$$

If $q > 0$, the energy decreases as $\rho_0$ increases. Therefore there is less energy available to be converted into the kinetic energy of the domain structure. From the top row of Fig. 2 it can be seen that Eq. (37) gives an upper bound for the size of a stable condensate also when the value of $\rho_0$ is larger than zero. If $q < 0$, the state is stable at $\rho_0 = 0$. The bottom row of Fig. 2 shows that now $\psi_{2;0,-2}$ becomes more unstable as $\rho_0$ grows.
\(\rho_0\) leads to an increase in the energy \(E_{2:0} - 2\). This can be converted into kinetic energy of the domains. Fig. 2 shows that Eq. (37) gives an upper bound for the size of a stable condensate also in this case.

B. Nonzero \(\psi_1\) and \(\psi_{-1}\)

As the next example we consider a state of the form

\[
\psi_{1-1} = \sqrt{\frac{n}{2}} \begin{pmatrix} 0 \\
\sqrt{1 + f_z} \\
0 \\
\sqrt{1 - f_z} 
\end{pmatrix}, \quad |f_z| \leq 1. \tag{39}
\]

Also for this state \(\langle \hat{F}_x \rangle = \langle \hat{F}_y \rangle = 0\) and \(\langle \hat{F}_z \rangle = nf_z\) and therefore the Hamiltonian and time evolution operator are given by Eqs. (35) and (36), respectively. The Bogoliubov matrix reads

\[
\hat{B}_{1-1}(t) = \hat{B}_{1-1}^4(t) \oplus \hat{B}_{1-1}^4. \tag{40}
\]

Here \(\hat{B}_{1-1}^4(t)\) time-dependent with period \(T = \pi/q\) and \(\hat{B}_{1-1}^4\) is time-independent. The eigenvalues of \(\hat{B}_{1-1}^4\) are

\[
h\omega_{1,2,3,4} = \pm \left[ \epsilon_k (\epsilon_k + (g_0 + g_1)n) \right. 
\pm n(\sqrt{(g_0 - g_1)^2 + 4g_0g_1f_z^2}) \left. \right]^{1/2}. \tag{41}
\]

Now ++, +−, −−, and −−− correspond to \(\omega_1, \omega_2, \omega_3,\) and \(\omega_4\), respectively. These are all gapless modes. For rubidium the eigenvalues are real. In Appendix C we show that \(\omega_1,2\) are density modes and \(\omega_3,4\) are magnetization modes.

We now turn to the eigenvalues of \(\hat{B}_{6-1}^4\). At \(q = 0\) \(\hat{B}_{6-1}^4\) becomes time-independent and the eigenvalues are

\[
h\omega_{5,6} = \pm \epsilon_k, \quad h\omega_{7,8,9,10} = \pm \frac{1}{\sqrt{2}} \left[ \epsilon_k (\epsilon_k - 10\epsilon_k g_n + (g_1nf_z)^2) \right. 
\pm g_1n(\sqrt{(6\epsilon_k + g_1nf_z)^2 - 8\epsilon_kf_z^2}) \left. \right]^{1/2}. \tag{42}
\]

For rubidium these are all real. One of the eigenvalues \(h\omega_{5,6}\) has an energy gap \(|g_1nf_z|\). These eigenvalues describe spin-magnetization modes.

For non-zero \(q\) the stability can be analyzed using Floquet theory. As in the previous section, the fastest growing instabilities are obtained at \(f_z = 0\). This case can be studied analytically by changing basis as described in Appendix C. The eigenvalues for the case \(f_z = 0\) are

\[
h\omega_{5,6} = -3q \pm \sqrt{(\epsilon_k + 3q)(\epsilon_k + 2g_1n + 3q)}, \tag{43}
\]

\[
\pm 4\sqrt{\epsilon_k^2 + (g_1n + q)^2} \]. \tag{44}
\]

These are gapped excitations with a magnetic field dependent gap. In more detail, at \(\epsilon_k = 0\) we get \(\omega_{5,6} = -3q \pm \sqrt{3q(2g_1n + 3q)}\) and \(\omega_{7,8,9,10} = 3q \pm \sqrt{5q^2 \pm 4q/(3g_1n + q)}\). For positive \(q\), the fastest growing instability is determined by \(\omega_{5,6}\) and is located approximately at \(\epsilon_k = \max\{0, -3 + q\}\). For negative \(q\) there are three local maxima for \(\omega^1\). The one with the largest amplitude is given by \(\omega_{5,6}^1\) and is located at \(\epsilon_k \approx \max\{0, 29(10q - 1)/100\}\). In Fig. 3 we plot the behaviour of \(\omega^1\) for \(q = 6\) and \(q = -3\). From Eqs. (44) and (45) it can be seen in Fig. 3 that the state is stable if the size of the condensate is smaller than

\[
\lambda_{1-1} = \frac{2\pi h}{\sqrt{2m(|2q| - q)}}. \tag{46}
\]

FIG. 3. The positive imaginary part \(\omega^1\) of the eigenvalues for \(q = 3\) and \(q = -6\). The unit of \(q\) and \(\epsilon_k\) is \(|g_1n|\), and that of \(\omega^1\) is \(|g_1n|/\hbar\). We have chosen \(f_z = 0\) as it gives the fastest-growing instabilities and the smallest size of a stable system. The solid and dashed lines correspond to \(\omega_5^1\) and \(\omega_7^1\), respectively, while the dotted line gives \(\omega_8^1\) and \(\omega_9^1\) [see Eqs. (44) and (45)].

C. Nonzero \(\psi_2\) and \(\psi_{-2}\)

As the final example we consider a state

\[
\psi_{2:0} = \sqrt{\frac{n}{2}} \begin{pmatrix} \sqrt{f_z} \\
0 \\
0 \\
0 
\end{pmatrix}, \quad 0 \leq f_z \leq 2. \tag{47}
\]

As for other states considered in this article, now \(\langle \hat{F}_x \rangle = \langle \hat{F}_y \rangle = 0\) and \(\langle \hat{F}_z \rangle = nf_z\) and the Hamiltonian and time evolution operator are given by Eqs. (38) and (39), respectively. We note that the stability properties of the states \(\psi_{2:0}\) and \(\psi_{0-2}\) are similar. Therefore the latter state will not be discussed in more detail. The Bogoliubov matrix of \(\psi_{2:0}\) reads

\[
\hat{B}_{2:0}(t) = \hat{B}_{2:0}^4 \oplus \hat{B}_{2:0}^4. \tag{48}
\]
where only $\hat{B}_{z,0}^F$ is time-dependent (with period $T = \pi/q$). The eigenvalues of $\hat{B}_{0,2}^2$ and $\hat{B}_{0,2}^{-2}$ are

$$\hbar\omega_{1,2} = \pm \epsilon_k,$$  \hspace{1cm} (49)

$$\hbar\omega_{3,4,5,6} = \pm \left[ \epsilon_k^2 + \epsilon_k (g_0 n + 2 g_1 n f_z) + \epsilon_k n \sqrt{(g_0 - 2 g_1 f_z^2) + 4 g_0 g_1 f_z^2} \right]^{1/2}. \hspace{1cm} (50)$$

These are gapless excitations. In Appendix D we show that $\omega_{3,4}$ correspond to magnetization modes, while $\omega_{1,2,5,6}$ are density modes. For rubidium, these are all stable modes.

After a suitable change of basis of the Bogoliubov matrix $\hat{B}_{z,0}^F$ becomes time-independent, see Appendix D. The eigenvalues of the new matrix are found to be

$$\hbar\omega_{7,8,9,10} = \pm \frac{1}{\sqrt{2}} \sqrt{s_1 \pm \sqrt{(2\epsilon_k + g_1 n f_z + 2q)s_2}}, \hspace{1cm} (51)$$

where

$$s_1 = 2\epsilon_k^2 + (g_1 n f_z)^2 + 4\epsilon_k [(3 - f_z)g_1 n + q]$$

$$- 8 f_z g_1 n q + 2q (6 g_1 n + 5q),$$

$$s_2 = f_z (g_1 n)^2 [24 (\epsilon_k + q) - 10 \epsilon_k f_z - 18 q f_z + g_1 n f_z^2]$$

$$+ 32 q^2 [q + \epsilon_k + 3 g_1 n (2 - f_z)] - 16 g_1 n q \epsilon_k f_z.$$ 

Now $++, +-, --, and --$ are related to $\omega_7, \omega_8, \omega_9,$ and $\omega_{10},$ respectively. These are gapped excitations and correspond to spin-magnetization modes. These modes can be unstable for rubidium: an example of the behavior of the positive imaginary component of $\omega_{7,8,9,10}$ is shown in Fig. 4.

An upper bound for the size of a stable condensate is the same as in the case of $\psi_{1,-1},$ see Eq. (10). With the help of Eq. (51) it can be seen that the fastest-growing instability is approximately at $\epsilon_k = \max \{0, -2 + 0.9q + 0.04 f_z (1 + q)\}$ when $q > 0$ and at $\epsilon_k = \max \{0, |q| - 3 + 1.3 f_z - 0.16 f_z^2\}$ when $q < 0.$

![Diagram](image)

FIG. 4. The positive imaginary part $\omega'$ of the eigenvalues (51) for $q = 5$ and $q = -2.$ The unit of $q$ and $\epsilon_k$ is $|g_1| n / \hbar.$

| state $q$ | stable size | fastest-growing instability ($\epsilon_k$) |
|-----------|-------------|-----------------------------------------|
| $\psi_{2,-1}$ | $> 0$ | $2\epsilon_k - 2q$ |
| $\psi_{1,-2}$ | $< 0$ | $|q| - \frac{1}{2} (2 + f_z) |g_1| n$ |
| $\psi_{2,0,-2}$ | $> 0$ | $3q - g_1 n$ |
| $\psi_{1,-1}$ | $> 0$ | $-3g_1 n$ |
| $\psi_{2,0}$ | $> 0$ | $-2 + 0.9q + 0.04 f_z (1 + q)$ |
| $\psi_{0,-2}$ | $< 0$ | $\frac{1}{\sqrt{601}} \left[ 4 |q| \sqrt{g_1 n} + (g_1 n)^2 \right]$ |

TABLE I. Summary of the results. Stable size gives the largest possible size of a stable homogeneous condensate and the fastest-growing instability indicates the approximate value of $\epsilon_k$ corresponding to the fastest growing instability. If $q$ is such that the $\epsilon_k$ given in the table is negative, the fastest-growing instability is at $\epsilon_k = 0.$ On the second line of the table, the $-$ sign holds for $\psi_{2,-1}$ and the $+$ sign for $\psi_{1,-2}.$

V. CONCLUSIONS

In this article, we have studied the dynamical stability of some nonstationary states of homogeneous $F = 2$ rubidium Bose-Einstein condensates. The states were chosen to be such that the spin vector remains parallel to the magnetic field throughout the time evolution, making it possible to study the stability analytically. The stability analysis was done using Bogoliubov approach in a frame of reference where the states were stationary. The states considered had two or three spin components populated simultaneously. These types of states were found to be stable in a rubidium condensate in the absence of a magnetic field, but a finite magnetic field makes them unstable. The wavelength and the growth rate of the instabilities depends on the strength of the magnetic field. The locations of the fastest-growing instabilities and the upper bounds for the sizes of stable condensates are given in table I. For positive $q,$ the most unstable state, in the sense that its upper bound for the size of a stable condensate is the smallest, is $\psi_{2,0,-2}.$ However, this is the only state that is stable when $q$ is negative. For $q < 0,$ the states giving the smallest size of a stable condensate are $\psi_{1,-1}$ and $\psi_{2,0}.$

In comparison with $F = 1$ condensates, the structure of the instabilities is much richer in an $F = 2$ condensate. In an $F = 1$ system, there is only one type of a state whose spin is parallel to the magnetic field. The excitations related to this state can be classified into spin and magnetization excitations. In the present system, there are many types of states which are parallel to the magnetic field; we have discussed six of these. In addition to the spin and magnetization excitations, there exist also modes which change spin and magnetization simultaneously. The increase in the complexity can be attributed to the number of components of the spin vector.
The stability properties of the states discussed in this article can be studied experimentally straightforwardly. These states had two or three non-zero components, a situation which can be readily achieved by current experimental means [28]. Furthermore, the stability of these states does not depend on the relative phases of the populated components, making it unnecessary to prepare states with specific relative phases.

Appendix A: Eigenvectors of $\hat{B}_{2, -1}$

Here we give the (unnormalized) eigenvectors of $\hat{B}_{2, -1}^1$, $\hat{B}_{2, -1}^2$, and $\hat{B}_{2, -1}^3$. Unlike $\hat{B}_{2, -1}^4$, the operators $\hat{B}_{2, -1}^3$ and $\hat{B}_{2, -1}^3'$ depend on the magnetic field. The eigenvectors of the latter two are given at $q = 0$. The operators $\hat{B}_{2, -1}^1$, $\hat{B}_{2, -1}^2$, and $\hat{B}_{2, -1}^3'$ will not be given here explicitly as they can obtained straightforwardly from Eqs. (11) and (15). However, we give the bases with respect to which these operators and their eigenvectors are defined. The matrix $\hat{B}_{2, -1}^1$ is given in the basis $\{b_1, b_4, b_6, b_9\}$, where $b_j$ is a 10-component vector with the $j$th element equal to one and all other elements equal to zero. The eigenvectors of $\hat{B}_{2, -1}^1$ are

$$x_j = ((\epsilon_k + h \omega_j)\alpha_j, (\epsilon_k + h \omega_j), (\epsilon_k - h \omega_j)\alpha_j, (\epsilon_k - h \omega_j)),$$

where $j = 1, 2, 3, 4$ and

$$\alpha_j \equiv \sqrt{\frac{1 + f_z g_0 + 4g_1}{2 - f_z g_0 - 2g_1}} \left( 1 + \frac{6\epsilon_k g_0 g_1 n(2 - f_z)}{(g_0 + 4g_1)(\epsilon_k - h \omega_j)^2} \right).$$

The matrix $\hat{B}_{2, -1}^3$ is defined in the basis $\{b_2, b_5, b_8\}$.

The operator $\hat{B}_{2, -1}^3$ appearing in Eq. (33) is given in the basis $\{b_2, b_5, b_8\}$. The eigenvectors of $\hat{B}_{2, -1}^3$ are

$$\epsilon_k + g_0 n \pm \sqrt{\epsilon_k (\epsilon_k + 2g_0 n)}.$$  

These are magnetization modes as they change the magnetization but not the spin direction. The exact eigenvectors corresponding to $\omega_{3, 4, 5, 6}$ are too complicated to be given here. Therefore we approximate $g_1 \approx 0$ (for rubidium $g_1/g_0 \approx 0.01$) and obtain

$$x_3 \approx (\sqrt{\rho_2}, e^{i \theta} \rho_0, \sqrt{\rho_2}, -\gamma_\pm \sqrt{\rho_2}, -\gamma_\pm e^{-i \theta} \rho_0, -\gamma_\pm \sqrt{\rho_2}),$$

$$x_5 \approx (\rho_0, (2 + f_z) \sqrt{\rho_2}, -e^{i \theta} f_z \sqrt{\rho_2}, -(2 + f_z) \sqrt{\rho_2}),$$

$$x_6 \approx (0, 0, 0, (2 - f_z) \sqrt{\rho_2}, -e^{i \theta} f_z \sqrt{\rho_2}, -(2 + f_z) \sqrt{\rho_2}),$$

where

$$\rho_\pm = \frac{1}{\sqrt{2}} (2 - 2 \rho_0 \pm f_z),$$

$$\gamma_\pm = \frac{1}{g_0 n} \left[ \epsilon_k + g_0 n \pm \sqrt{\epsilon_k (\epsilon_k + 2g_0 n)} \right].$$

Of these $x_{3, 4}$ are density modes and $x_{5, 6}$ are magnetization modes.

The operator $\hat{B}_{2, 0: -2}$ is given in the basis $\{b_2, b_4, b_7, b_9\}$. $\hat{B}_{2, 0: -2}$ is time-dependent, but at $\rho_0 = 0$ the time evolution determined by $\hat{B}_{2, 0: -2}$ can be solved analytically. With the help of the unitary basis transformation

$$V = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{-3i \theta} & e^{-3i \theta} & 0 & 0 \\ 0 & 0 & e^{-3i \theta} & e^{-3i \theta} \\ 0 & 0 & e^{3i \theta} & e^{3i \theta} \\ 0 & 0 & e^{3i \theta} & e^{3i \theta} \end{pmatrix},$$

we obtain a new Bogoliubov operator

$$\hat{B}_{2, 0: -2} \bigg|_{\rho_0 = 0} \equiv V^\dagger \hat{B}_{2, 0: -2} \bigg|_{\rho_0 = 0} V + i\hbar \left( \frac{\partial}{\partial t} V \right)^\dagger V,$$

which is time-independent. The eigenvectors of this operator are

$$x_{7, 8} = (2\hbar \omega_{4, 5} - g_1 n f_z - 6q, 2\epsilon_k + [2 + \sqrt{4 - f_z^2}|g_1 n - 6q, 0, 0],$$

$$x_{9, 10} = (0, 0, 2\hbar \omega_{6, 7} + g_1 n f_z - 6q, 2\epsilon_k + [2 + \sqrt{4 - f_z^2}|g_1 n - 6q).$$

These modes change both magnetization and spin direction.

Appendix B: Eigenvectors of $\hat{B}_{2, 0: -2}$

The operator $\hat{B}_{2, 0: -2}$ appearing in Eq. (33) is given in the basis $\{b_1, b_3, b_5, b_6, b_8, b_{10}\}$. The eigenvectors of $\hat{B}_{2, 0: -2}$ are

$$x_1 = (\sqrt{\rho_0 \rho_2}, -e^{i \theta} \sqrt{\rho_2 \rho_2}, \sqrt{\rho_0 \rho_2}, 0, 0, 0),$$

$$x_2 = (0, 0, 0, \sqrt{\rho_0 \rho_2}, -e^{i \theta} \sqrt{\rho_2 \rho_2}, \sqrt{\rho_0 \rho_2}).$$

Appendix C: Eigenvectors of $\hat{B}_{1, -1}$

The operator $\hat{B}_{1, -1}$ is defined in the basis $\{b_2, b_4, b_7, b_9\}$. The eigenvectors are (in the limit
where $\gamma_{\pm}$ is defined as in Eq. B6. Clearly $x_{1,2}$ are density modes and $x_{3,4}$ are magnetization modes.

The operator $\hat{B}_{2,0}^{0}$ is defined in the basis $\{b_{1}, b_{3}, b_{5}, b_{6}, b_{8}, b_{10}\}$. Here we give the eigenvectors at $f_{z} = 0$.

\[
x_{5,6} = (\epsilon_{k} + g_{1} n - \hbar \omega_{5,6}, g_{1} n, 0, 0, 0), \quad (C5)
\]
\[
x_{j} = (0, 0, \alpha_{j}, \beta_{j}, \gamma_{j}, \delta_{j}), \quad j = 7, 8, 9, 10, \quad (C6)
\]

where $\alpha_{j}, \beta_{j}, \gamma_{j}, \delta_{j}$, are too complicated to be given here. These modes change both spin direction and magnetization.

Appendix D: Eigenvectors of $\hat{B}_{2,0}^{0}$

The operators $\hat{B}_{2,0}^{2}, \hat{B}_{2,0}^{4}$, and $\hat{B}_{2,0}^{4}$ are defined in the bases $\{b_{5}, b_{10}\}, \{b_{1}, b_{3}, b_{6}, b_{8}\},$ and $\{b_{2}, b_{4}, b_{7}, b_{9}\}$, respectively. The eigenvectors of $\hat{B}_{2,0}^{2}$ and $\hat{B}_{2,0}^{4}$ read

\[
x_{1,2} = b_{5,10}, \quad (D1)
\]
\[
x_{3,4} = (-\gamma_{\pm} \sqrt{f_{x}} - \gamma_{\pm} \sqrt{2 f_{z}}), \quad (D2)
\]
\[
x_{5} = (\sqrt{2 f_{x}}, \sqrt{f_{z}}, 0, 0), \quad (D3)
\]
\[
x_{6} = (0, 0, \sqrt{2 f_{x}}, \sqrt{f_{z}}), \quad (D4)
\]

Here $\gamma_{\pm}$ is defined as in Eq. B6 and the index 3 corresponds to $\gamma_{+}$ and the index 4 to $\gamma_{-}$. Of these $x_{3,4}$ are density modes and $x_{1,2,5,6}$ are magnetization modes. When calculating $x_{3,4,5,6}$ we have set $g_{1} = 0$.

The time-dependence of the operator $\hat{B}_{2,0}^{2}$ can be eliminated with the help of the basis transformation

\[
V = \frac{1}{\sqrt{2}} \begin{pmatrix}
0 & 0 & e^{-itq} & 0 \\
0 & 0 & 0 & e^{-itq} \\
0 & e^{itq} & 0 & 0 \\
0 & 0 & e^{-3itq} & 0
\end{pmatrix} \quad (D5)
\]

The eigenvectors $x_{7,8,9,10}$ of the resulting time-independent operator describe spin-density modes and are too complicated to be given here.
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