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Abstract

Motivated by large-scale but computationally constrained settings, e.g., the Internet of Things, we present a novel data-driven distributed control algorithm that is synthesized directly from trajectory data. Our method, data-driven Distributed and Localized Model Predictive Control (D3LMPC), builds upon the data-driven System Level Synthesis (SLS) framework, which allows one to parameterize closed-loop system responses directly from collected open-loop trajectories. The resulting model-predictive controller can be implemented with distributed computation and only local information sharing. By imposing locality constraints on the system response, we show that the amount of data needed for our synthesis problem is independent of the size of the global system. Moreover, we show that our algorithm enjoys theoretical guarantees for recursive feasibility and asymptotic stability. Finally, we also demonstrate the optimality and scalability of our algorithm in a simulation experiment.

1 Introduction

Contemporary large-scale distributed systems such as the Internet of Things enjoy ubiquitous sensing and communication, but are locally resource constrained in terms of power consumption, memory, and computation power. If such systems are to move from passive dataollecting networks to active distributed control systems, algorithmic approaches that exploit the aforementioned advantages subject to the underlying resource constraints of the network must be developed. Motivated by this emerging control paradigm, we seek to devise a distributed control scheme that is (a) model-free, eliminating the need for expensive system identification algorithms, and (b) scalable in implementation and computation. Our hypothesis is that for such systems, collecting local trajectory data from a small subset of neighboring systems is a far more feasible approach than deriving the intricate and detailed system models needed by model-based control algorithms. In this paper, we show that such a data-driven distributed control approach can scalably provide optimal performance and constraint satisfaction, along with feasibility and stability guarantees.

Prior work: The majority of data-driven control approaches have focused on providing solutions to the linear quadratic regulator (LQR) problem. Among these works, we focus on the direct
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methods that do not require a system identification step (Hjalmarsson et al., 1998; Fazel et al., 2018; Mohammadi et al., 2020; Bradtke et al., 1994; De Persis and Tesi, 2019; Trentelman et al., 2020). Specifically, we highlight the work in De Persis and Tesi (2019), which applies behavioral systems theory to parametrize systems from past trajectories.\footnote{For a more in-depth treatment of behavioral system theory in the context of control problems, interested readers are referred to Markovsky and Dörfler (2021); Dörfler et al. (2021a) and the references therein.} This idea has then given rise to several different data-enabled Model Predictive Control (MPC) approaches (Dörfler et al., 2021b; Coulson et al., 2021; Berberich et al., 2020; Xue and Matni, 2021). However, these approaches require gathering past trajectories of the global system, which hinders their scalability and challenges their applicability in the distributed setting. Even though some recent works have been developed where data-driven approaches were applied to the distributed setting, providing theoretical guarantees for these approaches remain difficult. For instance, the work in Alemzadeh et al. (2021) provides an algorithm to solve the LQR problem where the dynamic matrices are unknown and communication only occurs at a local scale. This algorithm relies on the existence of “auxiliary” links among subsystems, which can make its extension to an online approach (e.g. MPC) very costly. It is also unclear how theoretical guarantees can be derived for an MPC approach relying on these techniques. On the other hand, some approaches use data-driven formulations to provide theoretical guarantees (recursive feasibility and asymptotic stability) in distributed MPC approaches where providing guarantees with conventional techniques is in general a hard problem and usually results in conservatism (Muntwiler et al., 2020; Sturz et al., 2020). However, in these cases knowledge of the system dynamics is assumed. It remains as an open question how to develop a scalable distributed MPC approach where the system model is unknown and only local measurements are available for each subsystem. It is important that such an approach enjoys the same theoretical guarantees of recursive feasibility and asymptotic stability as standard MPC approaches.

**Contributions:** We address this gap and present a data-driven version of the model-based Distributed Localized MPC (DLMPC) algorithm for linear time-invariant systems in a noise-free setting. We rely on recent results on data-driven SLS (Xue and Matni, 2021), which show that optimization problems over system-responses can be posed using only libraries of past system trajectories without explicitly identifying a system model. We extend these results to the localized and distributed setting, where subsystems can only collect and communicate information within a local neighborhood. In this way, the model-based DLMPC problem can equivalently be posed using only local libraries of past system trajectories, without explicitly identifying a system model. We then exploit this structure, together with the the separability properties of the objective function and constraints, and provide a distributed synthesis algorithm based on the Alternating Direction Method of the Multipliers (ADMM) (Boyd et al., 2010) where only local information sharing is required. Hence, in the resulting implementation, each sub-controller solves a low-dimensional optimization problem defined over a local neighborhood, requiring only local data sharing and no system model. Since this problem is analogous to the model-based DLMPC problem (Amo Alonso and Matni, 2020; Amo Alonso et al., 2021a), our approach directly inherits its guarantees for convergence, recursive feasibility and asymptotic stability (Amo Alonso et al., 2021b). Through numerical experiments, we validate these results and further confirm that the complexity of the subproblems solved at each subsystem does not scale relative to the full size of the system.

**Paper structure:** In §II we present the problem formulation. In §III, we introduce the necessary preliminaries on the Data-Driven SLS framework. §IV expands on these results and provides a Data-Driven formulation of SLS that allows for locality constraints to be imposed such that only
local information exchange is needed between subsystems. In §V we apply these results to the Distributed and Localized MPC problem, and provide a distributed algorithm via ADMM that allows the MPC problem to be solved with only local information. In §VI, we present a numerical experiment and we end in §VII with conclusions and directions of future work.

**Notation:** Lower-case and upper-case Latin and Greek letters such as $x$ and $A$ denote vectors and matrices respectively, although lower-case letters might also be used for scalars or functions (the distinction will be apparent from the context). Bracketed indices denote time-step of the real system, i.e., the system input is $u(t)$ at time $t$, not to be confused with $x_i$ which denotes the predicted state $x$ at time $t$. Superscripted variables in between curly brackets, e.g. $x^{[k]}$, correspond to the value of $x$ at the $k^{th}$ iteration of a given algorithm. Calligraphic letters such as $S$ denote sets, and lowercase script letters such as $c$ denotes a subset of $\mathbb{Z}^+$, i.e., $c = \{1, \ldots, n\} \subset \mathbb{Z}^+$. Square bracket notation, i.e., $[x]_i$ denotes the components of $x$ corresponding to subsystem $i$ and, by extension $[x]_{j\in S}$ denotes the components of $x$ corresponding to every subsystem $j \in S$. Boldface lower and upper case letters such as $x$ and $K$ denote finite horizon signals and block lower triangular (causal) operators, respectively:

$$
x = \begin{bmatrix} x_0 \\ x_1 \\ \vdots \\ x_T \end{bmatrix}, \quad K = \begin{bmatrix} K_0[0] & K_1[0] \\ K_1[1] & K_1[0] \\ \vdots & \vdots & \ddots & \ddots \\ K_T[T] & \cdots & K_T[1] & K_T[0] \end{bmatrix},
$$

where each $x_i$ is an $n$-dimensional vector, and each $K_i[j]$ is a matrix of compatible dimension representing the value of $K$ at the $j^{th}$ time-step computed at time $i$. $K(r,c)$ denotes the submatrix of $K$ composed of the rows and columns specified by $r$ and $c$ respectively.

## 2 Problem Formulation

We consider a discrete-time linear time-invariant (LTI) system with dynamics

$$x(t+1) = Ax(t) + Bu(t) (1)$$

composed of $N$ interconnected subsystems. Each subsystem $i$ has dynamics

$$[x(t+1)]_i = \sum_{j \in N_i} [A]_{ij}[x(t)]_i + [B]_{ii}[u(t)]_i, (2)$$

where $[x]_i, [u]_i$ are suitable partitions of the global state $x \in \mathbb{R}^n$ and control input $u \in \mathbb{R}^p$ respectively. Similarly, $[A]_{ij}$ and $[B]_{ij}$ are the induced compatible block structure in the system matrices $(A, B)$, and the set $N_i$ contains all subsystems $j$ such that $[A]_{ij} \neq 0$. Note that we assume that $B$ is block-diagonal.

Our goal is to design a localized MPC controller for the system when the system model $(A, B)$ is unknown. In this setup, each subsystem $i$ has access to a collection of past local state and input trajectories, and only local communication is possible among subsystems. To formalize the notion of locality, we model the interconnection topology of the system as a time-invariant unweighted directed graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$. In this graph, each subsystem $i$ is identified with a vertex $v_i \in \mathcal{V}$. An edge $e_{ij} \in \mathcal{E}$ exists whenever $j \in N_i$. We say that a system is $d$-localized if the sub-controllers are
restricted to exchange their measurements and control inputs with neighbors at most \(d\) hops away, as measured by the communication topology \(G(V, E)\). To formalize this idea, we first define the \(d\)-outgoing, \(d\)-incoming and \(d\)-external sets of a subsystem.

**Definition 1.** For a graph \(G(V, E)\), the \(d\)-incoming set, \(d\)-outgoing set and \(d\)-external set of subsystem \(i\) are respectively defined as

- \(\text{out}_i(d) := \{v_j \mid \text{dist}(v_i \rightarrow v_j) \leq d \in \mathbb{N}\}\),
- \(\text{in}_i(d) := \{v_j \mid \text{dist}(v_j \rightarrow v_i) \leq d \in \mathbb{N}\}\),
- \(\text{ext}_i(d) := \{v_j \mid \text{dist}(v_i \rightarrow v_j) > d \in \mathbb{N}\}\),

where \(\text{dist}(v_j \rightarrow v_i)\) denotes the distance between \(v_j\) and \(v_i\) i.e., the number of edges in the shortest path connecting \(v_j\) to \(v_i\).

Hence, we can enforce a \(d\)-local information exchange constraint on the distributed MPC problem – where the size of the local neighborhood \(d\) is a design parameter – by imposing that each sub-controller policy \(i\) can be computed using only states and control actions collected from \(d\)-hop incoming neighbors of subsystem \(i\). Mathematically, we restrict the control action \(u_{t|t}\) to be a function of the form

\[
[u_{t|t}] = \gamma_i^d \left([x_{0:t}]_{j \in \text{in}_i(d)}, [u_{0:t-1}]_{j \in \text{in}_i(d)}\right),
\]

for all \(t = 0, \ldots, T\) and \(i = 1, \ldots, N\), where \(\gamma_i^d\) is a measurable function of its arguments.

With this in mind, we formulate the data-driven localized MPC problem. At each time-step, a finite-time constrained optimal control problem with horizon \(T\) is solved, where the current state is used as the initial condition. Hence, at time step \(\tau\) the MPC subroutine solves

\[
\begin{align*}
\min_{x_{t}, u_{t}, \gamma_{t}} & \quad \sum_{t=0}^{T-1} f_t(x_t, u_t) + f_T(x_T) \\
\text{s.t.} & \quad x_0 = x(\tau), \ x(t + 1) = Ax(t) + Bu(t), \\
& \quad x_T \in \mathcal{X}_T, \ x_t \in \mathcal{X}_t, \ u_t \in \mathcal{U}_t, \ t \in [0, T - 1], \\
& \quad [u_{t|t}] = \gamma_i^d \left([x_{0:t}]_{j \in \text{in}_i(d)}, [u_{0:t-1}]_{j \in \text{in}_i(d)}\right) \ \forall i,
\end{align*}
\]

where the matrices \(A\) and \(B\) are unknown at the synthesis time, the \(f_t(\cdot, \cdot)\) and \(f_T(\cdot)\) are closed, proper, and convex cost functions, and \(\mathcal{X}_t\) and \(\mathcal{U}_t\) are closed and convex sets containing the origin. Moreover, in order to provide a local synthesis and implementation at each subsystem, we work under suitable structural assumptions between the cost function and state and input constraints.

**Assumption 1.** In formulation (4) the objective function \(f_t\) is such that \(f_t(x, u) = \sum f_t^i([x]_i, [u]_i)\), and the constraint sets are such that \(x \in \mathcal{X}_t = \mathcal{X}_t^1 \times \ldots \times \mathcal{X}_t^N\), where \(x \in \mathcal{X}_t\) if and only if \([x]_i \in \mathcal{X}_t^i\) for all \(i\) and \(t \in \{0, \ldots, T\}\), and idem for \(\mathcal{U}_t\).

In what follows we show problem (4) admits a distributed solution and implementation requiring only local data and no explicit estimate of the system model.
3 Data-driven System Level Synthesis

In this section, we introduce an abridged summary of some of the preliminary work on SLS (Wang et al., 2018; Anderson et al., 2019) and its extension to a data-driven formulation (Xue and Matni, 2021) based on the behavioral framework in Willems and Polderman (1997). In following sections, we build on these concepts to provide the necessary results to provide a tractable reformulation of problem (4).

3.1 System Level Synthesis Parametrization

The following is adapted from §2 of Anderson et al. (2019). Consider the dynamics of the LTI system (1) evolving over a finite horizon $T$ and subject to an additive disturbance $w(t)$ at each time-step $t$. We can compactly express the dynamics as

$$x = Z(\hat{A}x + \hat{B}u) + w,$$

(5)

where $x$, $u$ and $w$ are the finite horizon signals corresponding to state, control input, and disturbance respectively. By convention, we define the disturbance to contain the initial condition, i.e.,

$$w = [x^T_0 \ w^T_0 \ ... \ w^T_{T-1}]^T.$$

Here, $Z$ is the block-downshift matrix,$^2$ $\hat{A} := \text{blkdiag}(A,...,A)$, and $\hat{B} := \text{blkdiag}(B,...,B,0)$.

Let the control input of this system be a causal linear time-varying state-feedback controller, i.e., $u = Kx$ for controller $K$ block-lower triangular. Then the closed-loop response of system (5) is given by:

$$x = (I - Z(\hat{A} + \hat{B}K))^{-1}w =: \Phi_x w$$

(6a)

$$u = K(I - Z(\hat{A} + \hat{B}K))^{-1}w =: \Phi_u w.$$  

(6b)

The SLS approach relies on the so-called system responses $\Phi_x$ and $\Phi_u$ to parametrize the set of achievable closed-loop behaviors of the system. This can be done by virtue of the following theorem:

**Theorem 1.** (Theorem 2.1 of Anderson et al. (2019)) For the system (1) evolving under the state-feedback policy $u = Kx$ with $K$ a block-lower-triangular matrix, the following are true

1. The affine subspace

$$Z_{AB} \Phi := [I - Z\hat{A} - Z\hat{B}] \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I$$

(7)

with block-lower-triangular $\{\Phi_x, \Phi_u\}$ parameterizes all possible system responses (6).

2. For any block lower-triangular matrices $\{\Phi_x, \Phi_u\}$ satisfying (7), the controller $K = \Phi_u \Phi_x^{-1}$ achieves the desired response (6) from $w \mapsto (x,u)$.

Theorem 1 allows one to reformulate an optimal control problem over state and input variables $(x,u)$ as an equivalent one over system responses $(\Phi_x, \Phi_u)$. A detailed description of how to do this for several standard control problems is provided in §2 of Anderson et al. (2019).

$^2$Matrix with identity matrices along its first block sub-diagonal and zeros elsewhere.
3.2 Locality Constraints in System Level Synthesis

One of the advantages of the SLS framework is that it allows one to take into account the structure of a LTI system (1) composed of subsystems (2) (Wang et al., 2018). In particular, the information constraints defined in equation (3) can be enforced via locality constraints on the system responses (6). To see this, note that according to Theorem 1, the controller $K = \Phi_u \Phi_x^{-1}$ achieves the desired closed-loop behavior characterized by $\Phi_x$ and $\Phi_u$. Such a controller can be implemented as:

$$u = \Phi_u \hat{w}, \quad x = (\Phi_x - I)\hat{w}, \quad \hat{w} = x - \hat{x},$$

where $\hat{x}$ can be interpreted as a nominal state trajectory, and $\hat{w} = Zw$ is a delayed reconstruction of the disturbance. Given this controller implementation, any structure imposed on the maps $(\Phi_x, \Phi_u)$ is directly translated to structure on controller implementation (8). Hence, one can transparently impose information exchange constraints as suitable sparsity structure on the responses $(\Phi_x, \Phi_u)$. We formalize this idea as follows.

**Definition 2.** Let $[\Phi_x]_{ij}$ be the submatrix of system response $\Phi_x$ describing the map from disturbance $[w]_j$ to the state $[x]_i$ of subsystem $i$. The map $\Phi_x$ is $d$-localized if and only if for every subsystem $j$, $[\Phi_x]_{ij} = 0 \forall i \notin \text{out}_j(d)$. The definition for $d$-localized $\Phi_u$ is analogous but with disturbance to control action $[u]_i$.

By simply enforcing the system responses $\Phi_x$ and $\Phi_u$ to have a $d$-localized and $(d+1)$-localized sparsity pattern, only a local subset $[\hat{w}]_{\text{in}_i(d)}$ of $\hat{w}$ is necessary for subsystem $i$ to construct for $[x]_i$ and $[u]_i$. Therefore, the information exchange needed between subsystems during the controller synthesis is limited to $d$-hop incoming and outgoing neighbors, as defined by constraint (3). Moreover, this constraint can be imposed on the system responses as an affine subspace.

**Definition 3.** A subspace $L_d$ enforces a $d$-locality constraint if $\Phi_x, \Phi_u \in L_d$ implies that $\Phi_x$ is $d$-localized and $\Phi_u$ is $(d+1)$-localized. A system $(A, B)$ is then $d$-localizable if the intersection of $L_d$ with the affine space of achievable system responses (7) is non-empty.

As introduced in Amo Alonso and Matni (2020), when local model information i.e. $[A]_{ij}$, $[B]_i$ is available, locality constraints allow the MPC subroutine (4) to be reformulated into a tractable problem that admits a distributed solution. Because the setting considered in this paper has no driving noise, only the first block columns of $\Phi_x$ and $\Phi_u$ are necessary to characterize system behavior. For this reason, in what follows we abuse notation and use $\Phi_x$ and $\Phi_u$ to denote only the first block column of the original block-lower triangular matrices. Therefore, the change of variables defined in equation (6) reduces to $x = \Phi_x x_0$ and $u = \Phi_u x_0$.

Hence, in a model-based setting the MPC subroutine (4) can be reformulated as

$$\begin{align*}
\min_{\Phi} f(\Phi x_0) \\
\text{s.t.} & \quad x_0 = x(t), \quad \Phi x_0 \in \mathcal{P}, \\
& \quad ZAB\Phi = I, \quad \Phi \in L_d,
\end{align*}$$

where $f$ is a convex function compatible with all the $f_i$ in formulation (4), and $\mathcal{P}$ is defined so that $\Phi x_0 \in \mathcal{P}$ if and only if $x(t) \in \mathcal{X}_i$ and $u(t) \in \mathcal{U}_i$ for all $t = 0, \ldots, T$. For additional details on this

---

We impose $\Phi_u$ to be $(d+1)$-localized because the “boundary” controllers at distance $d + 1$ must take action in order to localize the effects of a disturbance within the region of size $d$, (for more details the reader is referred to Anderson et al. (2019)).
formulation and its distributed synthesis and implementation readers are referred to Amo Alonso et al. (2021a) and references therein.

Remark 1. Although $L_d$ is always a convex subspace, not all systems are $d$-localizable. For systems that are not $d$-localizable, constraint $Φ ∈ L_d$ would lead to an infeasible subroutine (9). The locality diameter $d$ can be viewed as a design parameter that is application dependent. For the remainder of the paper, we assume that there exists a $d ≪ n$ such that the system $(A,B)$ to be controlled is $d$-localizable. Notice that the parameter $d$ is tuned independently of the horizon $T$, and captures how “far” in the interconnection topology a disturbance striking a subsystem is allowed to spread.

3.3 Data-driven System Level Synthesis

This subsection is adapted from §2 of Xue and Matni (2021).

Behavioral system theory (De Persis and Tesi, 2019; Markovsky and Dörfler, 2021; Dörfler et al., 2021a; Willems and Polderman, 1997) offers a natural way of studying the behavior of a dynamical system in terms of its input/output signals. In particular, Willem’s Fundamental Lemma (Willems and Polderman, 1997) offers a parametrization of state and input trajectories based on past trajectories as long as the data matrix satisfies a notion of persistence of excitation.

Definition 4. A finite-horizon signal $x$ with horizon $T$ is persistently exciting (PE) of order $L$ if the Hankel matrix

$$H_L(x) := \begin{bmatrix} x(0) & x(1) & \ldots & x(T - L) \\ x(1) & x(2) & \ldots & x(T - L + 1) \\ \vdots & \vdots & \ddots & \vdots \\ x(L - 1) & x(L) & \ldots & x(T - 1) \end{bmatrix}$$

has full rank.

Lemma 1. (Willem’s Fundamental Lemma (Willems and Polderman, 1997)) Consider the LTI system (1) with controllable $(A,B)$ matrices, and assume that there is no driving noise. Let $\{\tilde{x}, \tilde{u}\}$ be the state and input signals generated by the system over a horizon $T$. If $\tilde{u}$ is PE of order $n + L$, then the signals $x$ and $u$ are valid trajectories of length $L$ of the system (1) if and only if

$$\begin{bmatrix} x \\ u \end{bmatrix} = H_L(\tilde{x}, \tilde{u}) \ g \text{ for some } g ∈ \mathbb{R}^{T-L+1}, \quad (10)$$

where $H_L(\tilde{x}, \tilde{u}) := [H_L(\tilde{x})^T \ H_L(\tilde{u})]^T$.

A natural connection can be established between the data-driven parametrization (10) and the SLS parametrization (6). In particular, the achievability constraint (7) can be replaced by a data-driven representation by applying Willems’ Fundamental Lemma (Willems and Polderman, 1997) to the columns of the system responses. Given a system response, we denote the set of columns corresponding to subsystem $i$ as $Φ^i$, i.e.,

$$Φ = [Φ^1 \ Φ^2 \ \ldots \ Φ^N].$$

The key insight is that, by definition of the system responses (6), $Φ_x^i$ and $Φ_u^i$ are the impulse response of $x$ and $u$ to $[x_0]_i$, which are themselves, valid system trajectories that can be characterized
using Willems’ Fundamental Lemma. This can be seen from the following decomposition of the trajectories

\[
\begin{bmatrix}
\dot{x} \\
u
\end{bmatrix} = \Phi[x_0] = \sum_{i=1}^{N} \Phi^i[x_0].
\]

Lemma 2. (Lemma 1 of Xue and Matni (2021)) Given the assumptions of Lemma 1, the set of feasible solutions to constraint (7) over a time horizon \( t = 0, 1, \ldots, L - 1 \) can be equivalently characterized as:

\[
H_L(\tilde{x}, \tilde{u})G, \text{ for all } G \text{ s.t. } H_1(\tilde{x})G = I.
\] (11)

The following Corollary follows naturally from Lemma 2, and will be useful later to provide locality results in this data-driven parametrization.

Corollary 1. The following is true:

\[
\{ \Phi^i : Z_{AB}\Phi^i = I^i \} = \{ H_L(\tilde{x}, \tilde{u})G^i : G^i \text{ s.t. } H_1(\tilde{x})G^i = I^i \},
\]

where \( I^i \) denotes the \( i \)-th block column of the identity matrix.

Proof. This follows directly from Lemma 2 by noting that the constraints can be separated column-wise.

While this connection between SLS and the behavioral formulation does not offer an immediate benefit, we will build on it in the following sections to equip the data-driven parametrization (11) with locality constraints so as to provide a reformulation of the localized MPC subroutine (4).

4 Localized Data-Driven System Level Synthesis

In this section we present the necessary results that allow us to recast the constraints in (9) in a localized data-driven parametrization. We first provide a naive parametrization of system responses subject to locality constraints based on Lemma 2 in terms of \( G \). We then build on this parameterization and show that localized system responses can be characterized using only locally collected trajectories.

4.1 Locality Constraints in Data-Driven System Level Synthesis

We start by rewriting the locality constraints using the data-driven parameterization (11).

Lemma 3. Consider the LTI system (1) with controllable \((A, B)\) matrices, where each subsystem (2) is subject to locality constraints (3). Assume that there is no driving noise. Given the state and input trajectories \( \{\tilde{x}, \tilde{u}\} \) generated by the system over a horizon \( T \) with \( u \) PE of order at least \( n + L \), the following parametrization over \( G \) characterizes all possible \( d \)-localized system responses over a time span of \( L - 1 \):

\[
H_L(\tilde{x}, \tilde{u})G, \text{ for all } G \text{ s.t. } H_1(\tilde{x})G = I,
\]

\[
H_L(\tilde{x}_i)G^j = 0 \forall j \notin \text{in}_i(d),
\]

\[
H_L(\tilde{u}_i)G^k = 0 \forall k \notin \text{in}_i(d + 1),
\]

for all \( i = 1, \ldots, N \).
Proof. We aim to show that
\[
\{ \Phi : \ Z_{AB}\Phi = I, \ \Phi \in \mathcal{L}_d \} = \{ H_L(\bar{x}, \bar{u})G : G \text{ s.t. } (12) \}.
\]

(\subseteq) First, suppose that \( \Phi \in \mathcal{L}_d \) satisfies that \( Z_{AB}\Phi = I \). From Lemma 2, we immediately have that there exists a matrix \( G \) s.t. \( \Phi = H_L(\bar{x}, \bar{u})G \). Thus, we need only verify that this \( G \) satisfies the linear constraint in (12). This follows directly from the assumption that \( \Phi \in \mathcal{L}_d \), which states that
\[
H_L([\bar{x}]_i)G^j = [\Phi_x]_{ij} = 0 \ \forall j \notin \text{in}_i(d),
\]
\[
H_L([\bar{u}]_i)G^k = [\Phi_u]_{ik} = 0 \ \forall k \notin \text{in}_i(d + 1).
\]
Hence, \( \Phi \in \text{RHS} \), proving this direction.

(\supseteq) Now suppose that there exists a \( G \) that satisfies the constraints on the RHS and let \( \Phi = H_L(\bar{x}, \bar{u})G \). Since \( H_L(\bar{x})G = I \), from Lemma 2, we have that \( \Phi \) is achievable. From the other two constraints, we have that \( \Phi \in \mathcal{L}_d \), proving this direction and hence the lemma.

It is important to note that even though Lemma 3 allows one to capture the locality constraint (3) by simply translating the locality constraints over \( \Phi \) to constraints over \( G \), it cannot be implemented with only local information exchange. In order to satisfy the constraints (12), each subsystem has to have access to global state and input trajectories and construct a global Hankel matrix. The PE condition of Lemma 1 further implies that the length of the trajectory that needs to be collected grows with the dimension of the global system state. In what follows we show how constraint (12) can further be relaxed to only require local information without introducing any additional conservatism.

### 4.2 Localized Data-driven System Level Synthesis

In this subsection we show that constraint (12) can be enforced (i) with local communication between neighbors i.e. no constraints are imposed outside each subsystem \( d \)-neighborhood, and (ii) the amount of data needed i.e., trajectory length, only scales with the size of the \( d \)-localized neighborhood, and not the global system. We start by providing a result that allows constraint (12) to be satisfied with local information only.

**Definition 5.** Given a subsystem \( i \) satisfying the local dynamics (2), we define its augmented \( d \)-localized subsystem as the system composed by the states \([x]_{\text{in}_i(d+1)} \) and augmented control actions \([\bar{u}]_i := ([u]_{\text{in}_i(d+2)} \ [x]_{\text{d}}^T]_i^T \), \( \forall j \) s.t. \( \text{dist}(j \to i) = d + 2 \). That is, the system given by
\[
[x(t + 1)]_{\text{in}_i(d+1)} = [A]_{\text{in}_i(d+1)}[x(t)]_{\text{in}_i(d+1)} + [\bar{B}]_{\text{in}_i(d+1)}[\bar{u}(t)]_i,
\]
(13)
with \( \bar{B} := [[B]_{\text{in}_i(d+2)} \ [A]_{ij}] \ \forall j \) s.t. \( \text{dist}(j \to i) = d + 2 \).

Notice that by treating the state of the boundary subsystems as additional control inputs, we can view the augmented \( d \)-localized system as a standalone LTI system.

**Lemma 4.** For \( i = 1, \ldots, N \), let \( \Psi^i \) be an achievable system response for the augmented \( d \)-localized subsystem (13) of subsystem \( i \). Further assume that each \( \Psi^i \) satisfies constraints (14):
\[
[\Psi^i_x]_j = 0, \ \forall j \text{ s.t. } d + 1 \leq \text{dist}(j \to i) \leq d + 2,
\]
(14a)
\[
[\Psi^i_{ij}]_j = 0, \quad \forall j \text{ s.t. } \text{dist}(j \rightarrow i) = d + 2
\]  
for all \(i\). Then, the system response \(\Phi\) defined by (15) is achievable for system (1) and \(d\)-localized.

\[
[\Phi]_{ij} := \begin{cases} 
[\Psi^i]_j, & \forall j \in \text{in}_i(d + 1) \\
0, & \text{otherwise}
\end{cases}
\]

for all \(i = 1, \ldots, N\) is also achievable and \(d\)-localized.

**Proof.** First, from the fact that \(\Psi^i\) is achievable for all \(i = 1, \ldots, N\), we have that \(\Phi_x[0] = I\) by construction. Thus, to show that \(\Phi\) is achievable, it suffices to show that

\[
\Phi_x[t + 1] = A\Phi_x[t] + B\Phi_u[t], \quad \forall 0 \leq t \leq T - 1.
\]

We show this block-column-wise. Specifically, we show that the block columns \(\Phi^i_x\) and \(\Phi^i_u\) associated with each subsystem satisfy

\[
\Phi^i_x[t + 1] = A\Phi^i_x[t] + B\Phi^i_u[t], \quad \forall 0 \leq t \leq T - 1.
\]

(16)

We further partition the rows of these block-columns into four subsets as follows:

\[
\Phi^i_x = \begin{bmatrix} [\Phi^i_{x\text{in}(d)}]_i & [\Phi^i_{x\text{d+1}}]_i & [\Phi^i_{x\text{d+2}}]_i & [\Phi^i_{x\text{ext}(d+2)}]_i \end{bmatrix}^T,
\]

where the notation \([\Phi^i_{x}]_k\) represents the entries of \(\Phi^i_x\) corresponding to subsystems \(k\)-hops away from the \(i\)-th subsystem. Identical notation holds for the partition of \(\Phi^i_u\).

Using this partition, we have the following for \(\Phi^i_x\) and \(\Phi^i_u[t]\) given their definition in terms of \(\Psi^i\):

\[
\Phi^i_x[t]^i = \begin{bmatrix} [\Psi^i_{x\text{in}(d)}]_i \\
0 \\
0 \\
0 \end{bmatrix}, \quad \Phi^i_u[t] = \begin{bmatrix} [\Psi^i_{u\text{in}(d)}]_i \\
[\Psi^i_{u\text{d+1}}]_i \\
0 \\
0 \end{bmatrix}.
\]

We also partition the dynamics matrices \(A\) and \(B\) accordingly, where

\[
A = \begin{bmatrix}
A^{\text{in}(d)}_{\text{in}(d)} & A^{\text{in}(d)}_{\text{d+1}} \\
A^{\text{d+1}}_{\text{in}(d)} & A^{\text{d+1}}_{\text{d+1}} & A^{\text{d+1}}_{\text{d+2}} \\
0 & A^{\text{d+2}}_{\text{d+2}} & A^{\text{d+2}}_{\text{ext}(d+2)} & A^{\text{ext}(d+2)}_{\text{ext}(d+2)} \\
0 & 0 & A^{\text{ext}(d+2)}_{\text{ext}(d+2)} & A^{\text{ext}(d+2)}_{\text{ext}(d+2)}
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
B^{\text{in}(d)} & 0 & 0 & 0 \\
0 & B^{\text{d+1}}_{\text{d+1}} & 0 & 0 \\
0 & 0 & B^{\text{d+2}}_{\text{d+2}} & 0 \\
0 & 0 & 0 & B^{\text{ext}(d+2)}_{\text{ext}(d+2)}
\end{bmatrix}.
\]

Here, the superscript represents an index on the block row and the subscript represents an index on the block column. The sparsity pattern of the partition follows directly from the definition of augmented \(d\)-localized subsystems and the subsystem dynamics (2).
We can now show that equation (16) holds for each of the $i^{th}$ block-columns and $\Phi^i$ is an achievable impulse response of the system. First, note that
\[
[\Phi^i_x[t+1]]_{\text{in}(d)} = [A\Phi^i_x[t] + B\Phi^i_u[t]]_{\text{in}(d)} \\
= A_{\text{in}(d)}^{\text{in}(d)}[\Psi^i_x[t]]_{\text{in}(d)} + B_{\text{in}(d)}^{\text{in}(d)}[\Psi^i_u[t]]_{\text{in}(d)} + B_{d+1}^{\text{in}(d)}[\Psi^i_u[t]]_{d+1} \\
= [\Psi^i_x[t+1]]_{\text{in}(d)},
\]
where the second equality comes from the sparsity patterns of $A$, $B$, and $\Phi^i$, and the third equality from the achievability of $\Phi^i$. Similarly, to show that the boundary subsystems satisfy the dynamics, we note that
\[
[\Phi^i_x(t+1)]_{d+1} = A_{\text{in}(d)}^{d+1}[\Psi^i_x(t)]_{\text{in}(d)} + B_{d+1}^{d+1}[\Psi^i_u(t)]_{d+1} \\
= [\Psi^i_x(t+1)]_{d+1} \\
= 0.
\]
Lastly, from the sparsity pattern of the dynamic matrices and $\Phi^i[t]$, we trivially have that
\[
[\Phi^i_x(t+1)]_{\text{ext}(d)} = [A\Phi^i_x[t] + B\Phi^i_u[t]]_{\text{ext}(d)} = 0,
\]
concluding the proof for the achievability of $\Phi$. We end by noting that $\Phi$ is $d$-localized by construction. $\square$

In light of this result, locality constraints as in Definition 2 i.e., $[\Phi_x]_{ij} = 0 \forall i \not\in \text{out}_j(d)$, do not need to be imposed on every subsystem $i \not\in \text{out}_j(d)$. Instead, it suffices to impose this constraint only on subsystems $i$ at a distance $d+2$ of subsystem $j$. Intuitively, this can be seen as a constraint on the propagation of a signal: if $[w]_j$ has no effect on subsystem $i$ at distance $d+1$ because $[\Phi_x]_{ij} = 0$, then the propagation of that signal is stopped and localized within that neighborhood. This idea will allow us to reformulate constraint (12) so that it can be imposed with only local communications.

However, despite the fact that locality constraints can now be achieved with local information exchanges, the amount of data that needs to be collected scales with the global size of the network $n$ because we require that the control trajectory be at least PE of order at least $n+L$. In the following theorem, we build upon the previous results and show how this requirement can also be reduced to only depend on the size of a $d$-localized neighborhood.

**Theorem 2.** Consider the LTI system (1) composed of subsystems (2), each with controllable $([A]_{\text{in}(d+2)}, [B]_{\text{in}(d+2)})$ matrices for the augmented $d$-localized subsystem $i$. Assume that there is no driving noise and that the local control trajectory at the $d$-localized subsystem $[\tilde{u}]_{\text{in}(d+1)}$ is PE of order at least $n_{\text{in}(d)} + L$, where $n_{\text{in}(d)}$ is the dimension of $[\tilde{x}]_{\text{in}(d)}$. Then, $\Phi$ is an achievable $d$-localized system response for each subsystem (2) if and only if it can be written as
\[
[\Phi^i]_{\text{in}(d)} = H_L([\tilde{x}]_{\text{in}(d+1)}, [\tilde{u}]_{\text{in}(d+1)})G^i, \quad (17a) \\
[\Phi^i]_{\text{ext}(d+1)} = 0, \quad (17b)
\]
where $G^i$ satisfies
\[
H_1([\tilde{x}]_{\text{in}(d+1)})G^i = I^i, \quad (18a) \\
H_L([\tilde{x}]_j)G^i = 0 \forall i, j \text{ s.t. } d + 1 \leq \text{dist}(j \rightarrow i) \leq d + 2, \quad (18b) \\
H_L([\tilde{u}]_j)G^i = 0 \forall i, j \text{ s.t. } \text{dist}(j \rightarrow i) = d + 2. \quad (18c)
\]
Proof. ($\Rightarrow$) We first show that all $d$-localized system responses $\Phi$ can be parameterized by a corresponding set of matrices $\{G_i\}_{i=1}^N$. First, we note that since $\Phi$ is $d$-localized, each $d$-localized subsystem impulse response $[\Phi]_{i(d+1)}^{i(d)}$ is achievable on the augmented $d$-localized subsystem $i$. Thus, from applying Corollary 1, we have that there exists $G_i$ satisfying constraint (18a) such that

$$[\Phi]_{i(d)}^{i(d+1)} = H_L([\tilde{x}]_{i(d)}^{i(d+1)}, [\tilde{u}]_{i(d)}^{i(d+1)}) G_i.$$

Since $\Phi$ is $d$-localized, we have that $G_i$ satisfies both constraints (18b) and (18c), concluding the proof in this direction.

($\Leftarrow$) Now we show that if each $G_i$ satisfies the constraint (18) for all $i = 1, \ldots, N$, then the resulting $\Phi$ is achievable and localized. Consider the augmented $d$-localized subsystem $i$ and define

$$\Psi^i = H_L([\tilde{x}]_{i(d)}^{i(d+1)}, [\tilde{u}]_{i(d)}^{i(d+1)}) G_i.$$

From Corollary 1, we have that $\Psi^i$ is an achievable impulse response on the augmented $d$-localized subsystem $i$. Moreover, by construction it satisfies the sparsity condition in Lemma 4. Thus, constructing $\Phi$ using $\Psi$ as in equation (15) we conclude that $\Phi$ is an achievable and $d$-localized system response. \hfill \Box

**Corollary 2.** Consider a function $g : \Phi \rightarrow \mathbb{R}$ such that

$$g(\Phi) = \sum_{i=1}^N g^i([\Phi]_{i(d)}^{i(d+1)}).$$

Then, solving the optimization problem

$$\min g(\Phi) \text{ s.t. } Z_{AB} \Phi = I, \Phi \in \mathcal{L}_d$$

is equivalent to solving

$$\min \sum_{i=1}^N g^i(H_L([\tilde{x}]_{i(d)}^{i(d+1)}, [\tilde{u}]_{i(d)}^{i(d+1)}) G_i)$$

$$\text{s.t. } G_i \text{ satisfies (18) for all } i = 1, \ldots, N,$$

and then constructing the $d$-localized system response $\Phi$ as per equation (17).

This result provides a data-driven approach in which locality constraints, as in equation (3), can be seamlessly considered and imposed by means of an affine subspace where only local information exchanges are necessary. Moreover, the amount of data needed to parametrize the behavior of the system does not scale with the size of the network but rather with $d$, the size of the localized region, which is usually much smaller than $n$. To the best of our knowledge, this is the first such result. As we show next, this will prove key in extending data-driven SLS to the distributed setting.

5 Distributed AND Localized algorithm for Data-driven MPC

In this section we make use of the results on localized data-driven SLS from previous sections and apply them to reformulate the MPC subproblem (4). We provide a distributed and localized algorithmic solution that does not scale with the size of the network. Lastly, we comment on the theoretical guarantees of this data-driven DLMPC ($D^3$LMPC) approach in terms of convergence, recursive feasibility and asymptotic stability.
5.1 System Level Synthesis reformulation of data-driven MPC

In light of Theorem 2, we can write the MPC subproblem (4) in terms of the variable \( G \) and localized Hankel matrices \( H_L(\tilde{x}_{\text{in}}(d+2), [\tilde{u}]_{\text{in}}(d+2)) \). To do this, we proceed as in reformulation (9) and rely on the equivalence between standard and data-driven SLS parametrizations, i.e., \( \Phi = H_L(\tilde{x}, \tilde{u})G \Leftrightarrow Z_{AB}\Phi = I \). We make use of Lemma 2 to recast the locality constraints (3) into local affine constraints. Hence, we rewrite problem (4) as

\[
\begin{align*}
\text{minimize} & \quad f(\Phi x_0) \\
\text{subject to} & \quad x_0 = x(t), \quad \Phi x_0 \in \mathcal{X}, \quad \Phi u x_0 \in \mathcal{U}, \\
& \quad [\Phi^i]|_{\text{in}(d)} = H_L([\tilde{x}]_{\text{in}}(d), [\tilde{u}]_{\text{in}}(d+1))G^i, \\
& \quad G^i \text{ satisfies (18)} \quad \forall i = 1, \ldots, N.
\end{align*}
\]

By introducing duplicate decision variables \( \Phi \) and \( G \), and rewriting the achievability and localization constraints in terms of the variable \( G \) by means of equation (18), the problem now enjoys a partially separable structure (Amo Alonso and Matni, 2020). In what follows, we make such structure explicit and take advantage of it to distribute the problem across different subsystems via ADMM.

5.2 A distributed subproblem solution via ADMM

To rewrite (19) and take advantage of the separability features in Assumption 1, we introduce the concept of row-wise separability and column-wise separability:

**Definition 6.** Given the partition \( \{r_1, \ldots, r_k\} \), a functional/set is row-wise separable if:

- For a functional, \( g(\Phi) = \sum_{i=1}^k g_i(\Phi(r_i,:)) \) for some functionals \( g_i \) for \( i = 1, \ldots, k \).
- For a set, \( \Phi \in \mathcal{P} \) if and only if \( \Phi(r_i,:) \in \mathcal{P}_i \forall i \) for some sets \( \mathcal{P}_i \) for \( i = 1, \ldots, k \).

An analogous definition exists for column-wise separable functionals and sets, where the partition \( \{c_1, \ldots, c_k\} \) entails the columns of \( \Phi \), i.e., \( \Phi(:,c_i) \).

By Assumption 1 the objective function and the safety/saturation constraints in equation (19) are row-separable in terms of \( \Phi \). At the same time, the achievability and locality constraints (17), (18) are column-separable in terms of \( G \). Hence, the data-driven MPC subroutine becomes:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^N f^i([\Phi]^i x_0|_{\text{in}(d)}) \\
\text{subject to} & \quad x_0 = x(t), \quad G^i \text{ satisfies (18)}, \\
& \quad [\Phi^i]|_{\text{in}(d)} \in \mathcal{X}^i, \quad [\Phi^i]|_{\text{in}(d)} \in \mathcal{U}^i, \quad \forall i = 1, \ldots, N, \\
& \quad [\Psi^i]|_{\text{in}(d)} = H_L([\tilde{x}]_{\text{in}}(d), [\tilde{u}]_{\text{in}}(d+1))G^i, \quad \forall i = 1, \ldots, N, \\
& \quad \Phi = \Psi.
\end{align*}
\]

Notice that the objective function and the constraints decompose across the \( d \)-localized neighborhoods of each subsystem \( i \). Given this structure, we can make use of ADMM to decompose this problem into row-wise local subproblems in terms of \( [\Phi]^i \) and column-wise local subproblems.
in terms of $G^i$ and $\Psi^i$, both of which can also be parallelized across the subsystems. The ADMM subroutine iteratively updates the variables as

$$
[\Phi]_{i}^{k+1} = \argmin_{[\Phi]} f^i([\Phi]_{i}[x_0]_{\text{in}(d)}) + \frac{\rho}{2} \| g^i(\Phi, \Psi^{(k)}, \Lambda^{(k)}) \|^2_F \\
\text{s.t.} \quad [\Phi_x]_{i}[x_0]_{\text{in}(d)} \in \mathcal{X}^i, \\
[\Phi_u]_{i}[x_0]_{\text{in}(d)} \in \mathcal{U}^i, \\
x_0 = x(t). 
$$

(21a)

$$
[\Psi]_{\text{in}(d)}^{k+1} = \argmin_{[\Psi]} \| g^i_{\text{in}(d)}([\Phi]^{(k+1)}_{i}, [\Psi]^{(k+1)}_{i}, [\Lambda]^{(k)}) \|^2_F \\
\text{s.t.} \quad [\Psi]_{\text{in}(d)} = [H_L(\tilde{x}, \tilde{u})]_{\text{in}(d)} G^i, \\
G^i \text{ satisfies (18).} 
$$

(21b)

$$
[\Lambda]_{i}^{k+1} = g^i(\Phi^{(k+1)}, \Psi^{(k+1)}, \Lambda^{(k)}) 
$$

(21c)

where we define

$$
g^*(\Phi, \Psi, \Lambda) := [\Phi]_* - [\Psi]_* + [\Lambda]_* 
$$

with $*$ denoting a subsystem or collection of subsystems, and

$$
[H_L(\tilde{x}, \tilde{u})]_{\text{in}(d)} := H_L([\tilde{x}]_{\text{in}(d)}, [\tilde{u}]_{\text{in}(d+1)}).
$$

We note that to solve this subroutine, and in particular optimization (21b), each subsystem only needs to collect trajectory of states and control actions of subsystems that are at most $d + 2$ hops away. This subroutine thus constitutes a distributed and localized solution. We also emphasize that the trajectory length only needs to scale with the $d$-localized system size instead of the global system size. The full algorithm is given in Algorithm 1.

5.3 Theoretical Guarantees

It is worth noting that this reformulation is equivalent to the closed-loop DLMPC also introduced in Amo Alonso et al. (2021a), with the achievability constraint $Z_{AB}\Phi = I$ replaced by the data-driven parametrization in terms of $G$ and the Hankel matrix $H_L$. For this reason, guarantees derived for the DLMPC formulation (Amo Alonso et al., 2021b) directly apply to problem (19) when the constraint sets $\mathcal{X}$ and $\mathcal{U}$ are polytopes.

5.3.1 Convergence

Algorithm 1 relies on ADMM to separate both row, and column-wise computations, in terms of $\Phi$ and $G$ respectively. Each of these is then distributed into the subsystems in the network, and a communication protocol is established to ensure the ADMM steps are properly followed. Hence, one can guarantee the convergence of the data-driven version of DLMPC in the same way that convergence of model-based DLMPC is shown: by leveraging the convergence result of ADMM in [19]. For additional details see Lemma 2 in Amo Alonso et al. (2021b).
Algorithm 1 Subsystem’s $i$ implementation of D$^3$LMP

**Input:** tolerance parameters $\epsilon_p, \epsilon_d > 0$, Hankel matrices $[H_L(\bar{x}, \bar{u})]_{\text{in},(d+1)}$ constructed from arbitrarily generated PE trajectories $\bar{x}_{\text{in},(d+1)}, \bar{u}_{\text{in},(d+1)}$.

1: Measure local state $[x_0]_i$, $k \leftarrow 0$.
2: Share measurement $[x_0]_i$ with out$_i(d)$ and receive $[x_0]_j$ from $j \in$ in$_i(d)$.
3: Solve optimization problem (21a).
4: Share $[\Phi]_{\text{in},(d)}^{\{k+1\}}$ with out$_i(d)$. Receive the corresponding $[\Phi]_{\text{in},(d)}^{\{k+1\}}$ from in$_i(d)$ and construct $[\Phi]_{\text{in},(d)}^{\{k+1\}}$.
5: Perform update (21b).
6: Share $[\Psi]_{\text{in},(d)}^{\{k+1\}}$ with out$_i(d)$. Receive the corresponding $[\Psi]_{\text{in},(d)}^{\{k+1\}}$ from $j \in$ in$_i(d)$ and construct $[\Psi]_{\text{in},(d)}^{\{k+1\}}$.
7: Perform update (21c).
8: if $\left\| [\Psi]_{\text{in},(d)}^{\{k+1\}} - [\Phi]_{\text{in},(d)}^{\{k+1\}} \right\|_F \leq \epsilon_p$ and $\left\| [\Phi]_{\text{in},(d)}^{\{k+1\}} - [\Phi]_{\text{in},(d)}^{\{k\}} \right\|_F \leq \epsilon_d$:
   Apply computed control action: $[u_0]_i = H_L([\bar{u}]_{\text{in},(d)}) G_i [x_0]_{\text{in},(d)}$, and return to step 1.
   else:
   Set $k \leftarrow +1$ and return to step 3.

5.3.2 Recursive Feasibility

Recursive feasibility for formulation (9) is guaranteed by means of a localized maximally invariant terminal set $X_T$. This set can be computed in a distributed manner and with local information only as described in Amo Alonso et al. (2021b). In particular, a closed-loop map $\Phi$ for the unconstrained localized closed-loop system has to be computed. In the model-based SLS problem with quadratic cost, a solution exists for the infinite-horizon case (Yu et al., 2020), which can be done in a distributed manner and with local information only. When no model is available, the same problem can be solved using the localized data-driven SLS approach introduced in §IV with a finite-horizon approximation, which also allows for a distributed synthesis with only local data. The length of the time horizon chosen to solve the localized data-driven SLS problem might slightly impact the conservativeness of the terminal set, but since the conservatism in the FIR approach decays exponentially with the horizon length, this harm in performance is not expected to be substantial for usual values of the horizon. Once $\Phi$ for the unconstrained localized closed-loop system has been computed, Algorithm 2 in Amo Alonso et al. (2021b) can be used to synthesize this terminal set in a distributed and localized manner. Therefore, a terminal set that guarantees recursive feasibility for D$^3$LMP can be computed in a distributed manner offline using only local information and without the need for a system model.

5.3.3 Asymptotic Stability

Similar to recursive feasibility, asymptotic stability for the D$^3$LMP problem (19) is directly inherited from the asymptotic stability guarantee for model-based DLMPC. In particular, adding a terminal cost based on the terminal set previously described is a sufficient condition to guarantee asymptotic stability of the DLMPC problem (Amo Alonso et al., 2021b). Moreover, such cost can be incorporated in the D$^3$LMP formulation in the same way as in the model-based DLMPC problem, and the structure of the resulting problem is analogous. This terminal cost introduces
coupling among subsystems, but the coupling can be dealt with by solving step 3 of Algorithm 1 via local consensus. Notice that since step 3 of Algorithm 1 is written in terms of $\Phi$, Algorithm 3 in Amo Alonso et al. (2021b) can be directly used to handle this coupling. For additional details the reader is referred to Amo Alonso et al. (2021b).

6 Simulation Experiments

We demonstrate through experiments that the $D^3$LMPC controller using only local data performs as well as a model-based DLMPC controller. We also show that for our algorithm, both runtime and the dimension of the data needed scale well with the size of the network. All the code needed to reproduce the experiments can be found at https://github.com/unstable-zeros/dl-mpc-sls.

6.1 Setup

We evaluate the performance and scalability of our algorithm on a system composed of a chain of subsystems, i.e., that $\mathcal{E} = \{ (i,i+1), (i+1,i), \ i = 1, \ldots, N-1 \}$. Each subsystem $i$ has a 2-dimensional state $[\theta_i, \omega_i]^\top$, where $\theta_i$ and $\omega_i$ are respectively the phase angle deviation and frequency deviation of the subsystem. We assume that each subsystem takes a scalar control action $u_i$. We consider the same type of dynamic coupling between the subsystem as that in Amo Alonso et al. (2021a), which is given as

$$
\begin{bmatrix}
\theta(t+1) \\
\omega(t+1)
\end{bmatrix}_i = \sum_{j \in \text{in}(i)} [A]_{ij} \begin{bmatrix}
\theta(t) \\
\omega(t)
\end{bmatrix}_i + [B]_i [u]_i,
$$

where

$$
[A]_{ii} = \begin{bmatrix}
\frac{1}{m_i} \Delta t & \Delta t \\
-k_i \Delta t & 1 - \frac{d_i}{m_i} \Delta t
\end{bmatrix}, \quad [A]_{ij} = \begin{bmatrix}
0 & 0 \\
-k_{ij} \Delta t & 0
\end{bmatrix},
$$

and $B_{ii} = [0 \ 1]^\top$ for all $i$. The parameters $m_i, d_i, k_{ij}$ are sampled uniformly at random from the intervals $[0, 2], [0.5, 1], [1, 1.5]$, respectively and $k_i := \sum_{j \in \text{in}(i)} k_{ij}$. Finally, the discretization time is set to be $\Delta t = 0.2$. The goal of the controller is to minimize the LQR cost with $Q = I$, $R = I$.

To show the optimality of our approach in Section 6.2, we consider a base system with 64 subsystems. To demonstrate the scalability of our method, we consider systems of varying sizes for our experiment in Section 6.3. Unless mentioned otherwise, for all the experiments, we consider a locality region of size $d = 2$, use a planning horizon of $T = 5$ steps and simulate the system forward for 30 steps.

6.2 Optimal performance

We evaluate the performance of $D^3$LMPC (Alg. 1) on the system described in Section 6.1. First, we show that the trajectory given by the $D^3$LMPC algorithm matches the trajectory generated by a model-based DLMPC solved with a centralized solver (Grant and Boyd, 2014; Gurobi Optimization, 2021). Notice that the model-based DLMPC solves the optimization problem (9) with perfect knowledge of the system dynamics, while the $D^3$LMPC algorithm (Alg. 1) only has access to local past trajectories. Due to space constraints, we only show the state trajectory of the first subsystem (Figure 1). We observe that the trajectory generated by our controller matches the trajectory of the optimal controller with the same locality region size. Further, the optimal cost for both
Figure 1: The trajectory generated by the model-based DLMPC algorithm (solid orange line) vs. the trajectory generated by D³LMPC (green circles). We observe that the two coincides.

schemes is the same up to numerical precision. This confirms that the D³LMPC algorithm (Alg. 1) can synthesize optimal controllers using only local trajectory data and no knowledge of the system dynamics.

Figure 2: (Green) The cost achieved by the optimal controller versus the size of the locality region for the system response. (Blue) The cost achieved by a centralized MPC controller, i.e., that it has no locality constraints. We observe that cost for the distributed controllers decreases as the size of the locality region grows and approaches the cost of the centralized controller.

We further highlight the relevance of locality region size on the optimality of the solution. The size of the locality region $d$ can be seen as a design parameter in Alg. 1 that allows one to tradeoff between computation complexity and performance of the controller. In Figure 2, we show how the optimal cost varies with the size of the locality region on the same system. As the size of the locality region grows, the optimal cost decreases. This matches the intuition that by allowing each subsystem to influence more subsystems, and as more information is made available
to each subsystem, controllers of better quality can be synthesized. We note that the performance improvement by increasing the locality region size is the most significant when the locality region is small. In Figure 3 we simultaneously show how much the trajectory length needs to grow with the size of the locality region to satisfy the persistence of excitation condition for applying Willem’s Fundamental Lemma. We note that the growth in the necessary trajectory length not only means longer trajectory needs to be collected, but also means that the size of the optimization problem grows, thus incurring higher computation complexity for each optimization step. Hence, the choice of an optimal $d$ heavily depends on the specific application considered.

6.3 Scalability

First, we show that the runtime of our method scales well with the size of the global system. We consider systems composed of 9, 16, 36, 64, 81, 100, and 121 subsystems. For each system size, we randomly generate 10 different systems and report the average computation time per MPC step. The result is shown in Figure 4. We note that the runtime only increased $2 \times$ while the size of the system has increased more than $12 \times$. Further, the growth of the runtime flattens as the size of the network grows, suggesting that our method scales well on sparsely connected systems. This trend has previously been observed with ADMM schemes for MPC (Conte et al., 2012).

---

4Runtime is measured after the first iteration to compute the runtime of the MPC algorithm after warmstart. The optimization problems were solved using the Gurobi (Gurobi Optimization, 2021) optimizer on a personal desktop computer with an 8-core Intel i7 processor.
Figure 4: The average per-step per-subsystem runtime of the MPC algorithm. The solid line shows the average runtime over 10 randomly generated systems, and the circles represent the runtime for each of the 10 randomly generated instances for each system size.

Figure 5: Length of necessary trajectory length versus network size. Note that this is plotted on a semilog axis. Our distributed approach requires much shorter trajectory over a centralized data-driven approach.

Next, we show that the length of the trajectory that needs to be collected for the D³LMPC controller grows much more slowly than that for a centralized data-driven method that does not exploit the locality structure of the problem (equivalent to solving the SLS problem with constraints (12) instead of (18)). The result is shown in Figure 5. We note that our method requires less data (length of the trajectory) to be collected in general. At the same time, the larger the system, the
more benefit one gets from using our method over a centralized data-driven approach.

7 Conclusion

In this paper we define and analyze a data-driven Distributed and Localized Model Predictive Control (D^3LMPC) scheme. This approach can synthesize optimal localized control policies using only local communication and requires no knowledge of the system model. We base our results on the data-driven SLS approach (Xue and Matni, 2021), and extend this framework to allow for locality constraints. We then use these results to provide an alternative data-driven synthesis for the DLMPC algorithm (Amo Alonso and Matni, 2020) by exploiting the separability of the problem via ADMM. The resulting algorithm enjoys the same scalability properties as model-based DLMPC (Amo Alonso et al., 2021a) and only need trajectory data that scales with the size of the d-localized neighborhood. Moreover, recursive feasibility and stability guarantees that exist for model-based DLMPC (Amo Alonso et al., 2021b) directly apply to this framework.

The work presented here is, to the best of our knowledge, the first fully distributed and localized data-driven MPC approach that achieves globally optimal performance with local information collection and communication among subsystems. This, when extended to the noisy settings, offers a promising avenue forward towards localized and scalable learning and control with guarantees.
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