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Abstract—In this article, we study the problem of robust reconfigurable intelligent surface (RIS)-aided downlink communication over heterogeneous RIS types in the supervised learning setting. By modeling downlink communication over heterogeneous RIS designs as different workers that learn how to optimize phase configurations in a distributed manner, we solve this distributed learning problem using a distributionally robust formulation in a communication-efficient manner, while establishing its rate of convergence. By doing so, we ensure that the global model performance of the worst-case worker is close to the performance of other workers. Simulation results show that our proposed algorithm requires fewer communication rounds (about 50% lesser) to achieve the same worst-case distribution test accuracy compared to competitive baselines.

Index Terms—Reconfigurable intelligent surface (RIS), federated learning, communication-efficiency, distributionally robust optimization (DRO).

I. INTRODUCTION

Towards enabling non line-of-sight (NLOS) connectivity, the concept of reconfigurable intelligent surfaces (RISs) has gained significant interest recently in both industry and academic fora. Due to the capability of dynamic control of electromagnetic wave propagation using nearly passive multiple reflective elements, RIS technology is identified as a low-cost and scalable communications solution [1], [2]. However, the dynamic configuration of passive reflective elements under changes in the communication system and different RIS manufacturing designs remains as one of the main challenges in RIS-aided wireless communication. The majority of the existing literature on RISs-assisted communication including [2], [3] and references therein relies on centralized controller-driven optimization and machine learning (ML) techniques. Therein, the main focus is to devise RIS configuration techniques by exploiting statistical correlations within the observed channel state information (CSI) without distinguishing the impacts of system designs (e.g., differences in propagation environments, transmitter (Tx)/receiver (Rx)/RIS locations, size of the RIS, etc.). In fact, these works neglect the limitations imposed by communication and privacy concerns during local data sharing, calling for distributed and privacy-preserving approaches.
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Federated learning (FL) is a learning framework that allows a centralized model to be trained between several devices and a central entity, a parameter server (PS), while preserving privacy by relying on shared models/gradients rather than accessing their individual data. While several federated algorithms have been proposed [4]–[6], FedAvg [7] remains the state-of-the-art approach for solving the distributed learning problem in a PS-based architecture. In a nutshell, FedAvg is a communication-efficient primal approach that consists of running several local iterations at each worker before exchanging information with the PS. However, since FedAvg solves the distributed learning problem using the empirical risk minimization (ERM), i.e. FedAvg minimizes the empirical distribution of the local losses, its performance drops when the local data are non-identically distributed across devices.

The heterogeneity of local data owned by the devices involved in the learning is a significant challenge in FL settings compared to classical distributed optimization. In fact, several works [8]–[10] have demonstrated that increasing the diversity of local data distributions harms the generalization capability of the central model obtained by solving the distributed learning problem using FedAvg. This is because the ERM formulation assumes that all local data are drawn from the same distribution. However, this assumption is strong since local data distributions can in practice differ significantly from the average distribution. Consequently, though the global model has a good average performance in terms of test accuracy, its performance locally reduces significantly when the local data are heterogeneous. To obviate this issue, recently, the authors in [11] proposed a distributionally robust federated averaging (DRFA) algorithm with reduced communication. Instead of using the ERM formulation, the authors adopt a distributionally robust optimization (DRO) objective by formulating the distributed learning problem as a minimization problem of a distributionally robust empirical loss. However, a major weakness with DRFA is that it requires two communication rounds: one to update the primal variable and another one to update the dual variable.

The main contribution of this paper is to propose a communication-efficient and distributionally robust learning algorithm, dubbed as Federated Group Distributionally Robust Averaging (FGDRA), to learn the optimal RIS configuration yielding maximum downlink capacity in the het-
ereogeneous network setting. Specifically, we define the dual variables locally for each worker and propose to update them in an adversarial way [12], [13], before sharing them with the PS, which performs a normalization step to ensure that the dual variables belongs to the simplex. As a consequence, the update of the primal and dual variables in our proposed algorithm requires only a single communication round between the devices and the PS. Simulation results show that our proposed approach is more communication-efficient than DRFA. Moreover, it incorporates the benefits of the DRO formulation by being more robust to the heterogeneity of local data compared to FedAvg.

II. System Model & Problem Formulation

We consider a set of multiple downlink RIS communication scenarios, each consisting of a single Tx-Rx pair without line-of-sight (LOS), a RIS, and randomly located scatterers in the Tx’s vicinity as illustrated in Fig. 1. The NLOS connectivity between Tx and Rx is provided by the RIS via reflecting signals transmitted from Tx and diffracted signals from a set of \( S \) scatterers. Here, the phases of the RIS elements are adjusted to maximize the Tx-Rx communication data rate by a built-in controller. Note that for each scenario, RISs with different design specifications in terms of the size of the surface and the distance between RIS elements are used. In this view, we define the scenario-specific RIS controller as a worker, hereinafter.

A. Channel Model

Let \( \mathbf{h} = [h_q]_{q \in \mathbb{Q}} \) and \( \mathbf{g} = [g_q]_{q \in \mathbb{Q}} \) be the channel vectors of the incident (Tx-RIS) and reflected (RIS-Rx) signals defined over the reflective elements \( \mathbb{Q} \) in the RIS. The channel model is based on the work in [14], in which, the link between Tx and RIS is composed of LOS channels as well as NLOS channels due to the presence of scatterers, while the RIS-Rx link has LOS connectivity due to their close proximity. Let \( d_o, a_o, \) and \( b_o \) be the distance, azimuth angle, and elevation angle of an object \( o \in \{\text{Tx, Rx, Scatterers}\} \) with respect to the RIS. With a uniformly distributed random phase \( \eta \sim U(0, 2\pi) \) and \( \nu^2 = -1 \), under the assumption that the scatterers are only in the vicinity of the Tx, the RIS-Rx channel is modeled as follows

\[
g = \sqrt{G(b_{RIS,R})L(d_{RIS,R})} e^{i\eta}\Omega(a_{RIS,R}, b_{RIS,R}),
\]

where \( G(\cdot) \), \( L(\cdot) \), and \( \Omega(\cdot) \) are the RIS element radiation pattern, distance-dependent path loss, and array response, respectively [14]. Similar to (1), the LOS component of the channel between RIS and Tx is modeled by

\[
h_{LOS} = \sqrt{G(b_{RIS,T})L(d_{RIS,T})} e^{i\eta}\Omega(a_{RIS,T}, b_{RIS,T}),
\]

as defined in the fifth generation (5G) channel model [14].

The NLOS links between the Tx and RIS are due to the presence of scatterers. Let \( d_s, a_s, \) and \( b_s \) be the traveled-distance of the reflected signal from Tx to RIS at scatterer \( s \) and the azimuth and elevation angles of scatterer \( s \) with respect to the RIS, respectively. Then, the NLOS channel is modeled as follows

\[
h_{NLOS} = \frac{1}{S} \sum_{s=1}^{S} \gamma_s \sqrt{G(d_s)}L(d_s)\Omega(a_s, b_s),
\]

where \( \gamma_s \sim \mathcal{CN}(0, 1) \) is a scatterer-dependent random path gain. In this view, the channel between Tx and RIS becomes \( \mathbf{h} = \mathbf{h}_{LOS} + \mathbf{h}_{NLOS} \).

B. Downlink Rate Maximization

For a given scenario, the worker \( n \) adjusts the phases of incident signals at the RIS to improve the downlink data rate. Let \( \phi = [\phi_q]_{q \in \mathbb{Q}} \) be the phase change decision at the RIS over its reflective elements with \( \text{abs}(\phi_q) = 1 \). Under which, the received signal \( u \) at the Rx is given by

\[
u = g^\dagger\phi h v + z,
\]

where \( v \) is the transmit signal with \( \mathbb{E}[v^2] = p \) and \( z \sim \mathcal{N}(0, N_0) \) is the noise. The data rate at the Rx is \( r(\phi, h, g) = \omega \log_2 \left( 1 + \frac{|g^\dagger \phi h v|^2}{\nu N_0} \right) \) where \( \omega \) is the bandwidth, in which, the downlink data rate maximization is cast as follows

\[
\max_{\phi \in \mathbb{C}} r(\phi, h, g) = \omega \log_2 \left( 1 + \frac{|g^\dagger \phi h v|^2}{\nu N_0} \right),
\]

where \( \mathbb{C} \) is the feasible set of RIS configurations, which are referred to as configuration classes. Due to the notion of
configuration classes, an analytical solution cannot be directly derived to determine the optimal configuration $\phi^*$. The alternative approach is to adopt a heuristic searching mechanism, but the complexity of such a heuristic search increases with the number of reflective elements and their configurations. Hence, we resort to ML to develop a data-driven solution.

Consider that worker $n$ has a dataset $D_n = \{(x_j, c^*_j) | j \in \{1, \ldots, J_n\}\}$ consisting of observed CSI $x_j = (h_j, g_j)$ and a label $c^*_j$ corresponds to the optimal RIS configuration $\phi^*$. The data-driven design seeks for a parameterized probabilistic classifier $f_\theta(x_j) = [f_\theta^c(x_j)]_{c \in C}$ that satisfies

$$\min_\theta - \frac{1}{N} \sum_{n=1}^{N} \frac{1}{J_n} \sum_{j \in D_n} \sum_{c \in C} I_c(c^*_j) \log \left( f_\theta^c(x_j) \right), \quad (6)$$

where the indicator $I_c(c^*_j) = 1$ only if the configuration $c$ is equivalent to $c^*$, and zero, otherwise. Note that (6) relies on a centralized training mechanism where workers share their datasets with a centralized server. Under the limitations in data sharing due to communication constraints and/or privacy concerns, (6) is formulated as a distributed learning problem under the ERM formulation as follows

$$\min_\theta \frac{1}{N} \sum_{n=1}^{N} \ell_n(\theta), \quad (7)$$

where $\ell_n(\theta) = -\frac{1}{J_n} \sum_{j \in D_n} \sum_{c \in C} I_c(c^*_j) \log \left( f_\theta^c(x_j) \right)$ is the local loss function of the $n^{th}$ worker. In (7), the parameter vector $\theta$ is referred to as the global model, which can be obtained via the FedAvg algorithm [7]. Note that under the formulation introduced in [7], it is assumed that the weight associated with each worker participating in the training is the same, i.e., the centralized model is trained to minimize the loss with respect to the uniform distribution over worker datasets. In the presence of heterogeneous local data, relying on the above assumption could result in a model that fails to perform well for some workers yielding a non-robust global model. An alternative approach to solving (7) is rather to minimize the distributionally robust empirical loss to learn a model with uniformly good performance across all workers.

Next, we describe the distributed learning problem under the DRO formulation and elaborate on our approach to solve it.

### III. DISTRIBUTIONALLY ROBUST DESIGN OF RIS

We start by stating the DRO formulation for the distributed learning problem as

$$\min_\theta \max_{\lambda \in \Lambda} F(\lambda, \theta) = \sum_{n=1}^{N} \lambda_n \ell_n(\theta), \quad (8)$$

where $\lambda \in \Lambda \triangleq \{ \lambda \in \mathbb{R}^N_+ : \sum_{n=1}^{N} \lambda_n = 1 \}$ is the vector of weights associated with each local loss function. Unlike the ERM formulation that involves only minimizing over a uniform combination of the loss functions, the DRO formulation is a min-max problem over a weighted sum of the loss functions. Solving the learning problem introduced in (8) ensures the good performance of the global model over the worst-case combination of empirical local distributions.

Our proposed approach to solve (8) is closely related to the DRFA algorithm proposed in [11] with a subtle difference in which instead of defining the dual variables vector $\lambda$ at the PS side, we define locally for each worker $n$ the dual variable $\lambda^*_n$. By doing so, we avoid communicating twice between the workers and the PS to update the primal and dual variables, and hence the algorithm is more communication-efficient. For each worker $n$, we define the primal variable as $\theta_n$. Let $K$ denote the number of communication rounds between the PS and the workers, $\tau$ the number of local SGD steps for updating the primal variables, and $B$ the size of the mini-batch used to compute the stochastic gradient. In this case, the total number of iterations is $T = K\tau$. Finally, let $\alpha$ and $\gamma$ denote the learning rates used to update the primal and dual variables, respectively.

At a given communication round $k$, the FGDRA algorithm runs as follows

1. PS selects a subset $S^k$ of size $m$ from the set $[N] \triangleq \{1, \ldots, N\}$ of all workers and send $\theta^k$ and $\lambda^k_n$ to each worker $n \in S^k$.
2. Each worker $n \in S^k$ runs locally $\tau$ SGD steps from $\theta^k$ to update its primal variable $\theta^{(k+1)\tau}_n$.
3. Given $\theta^{(k+1)\tau}_n$, each worker $n \in S^k$ updates its dual variable $\lambda^*_n$ using an exponentiated gradient ascent, then shares both primal and dual variables with the PS.
4. PS collects primal variables from every worker $n \in S^k$ and perform model averaging to update the global model, and then normalizes the dual variables vector.

Note that while in FedAvg, the PS selects a subset of workers $S$ randomly in a uniform manner, in our setting (similar to DRFA), the PS selects the subset according to

### Algorithm 1 Federated Group Distributionally Robust Averaging (FGDRA)

**Inputs:** $N$, $\tau$, $K$, $\alpha$, $\gamma$, $B$, $m$, $\theta^0$, $\lambda^0$.

**Outputs:** $\theta^K$, $\lambda^K$.

1. for $k = 0$ to $K - 1$ do
2. PS samples $S^k \subset [N]$ according to $\lambda^k$ with size of $m$
3. PS broadcasts $\theta^k$ and $\lambda^k_n$ to each worker $n \in S^k$
4. for worker $n \in S^k$ parallel do
5. Worker sets $\theta^{k\tau}_n = \theta^k$
6. for $t = k\tau, \ldots, (k + 1)\tau - 1$ do
7. Worker samples mini-batch $\xi^t_n$ of size $B$
8. Worker updates its primal variable using,
9. $\theta^{t+1}_n = \theta^t_n - \alpha \lambda^*_n \nabla \ell_n(\theta^t_n; \xi^t_n)$
10. end for
11. Worker updates its dual variable using,
12. $\lambda^*_n = \lambda^k_n \exp(\gamma \ell_n(\theta^{(k+1)\tau}_n; \xi^t_n))$
13. end for
14. Worker $n \in S^k$ sends $\theta^{(k+1)\tau}_n$ and $\lambda^*_n$ back to the PS
15. PS computes $\theta^{k+1} = \frac{1}{m} \sum_{n \in S^k} \theta^{(k+1)\tau}_n$
16. PS normalizes the dual variables vector $\lambda$
17. end for
Theorem 1: Suppose assumptions 1-3 hold. If we set \( \alpha = \frac{1}{\sqrt{T}}, \gamma = 1/v, \) and \( \tau = T^{\frac{4}{3}} \), then we have

\[
\frac{1}{T} \sum_{t=0}^{T} \mathbb{E} \left[ \| \nabla F \left( \lambda^{[t/v]}, \theta^t \right) \|^2 \right] \\
\leq \left( 2\mathbb{E} \left[ F \left( \lambda, \theta^0 \right) \right] + \left( \frac{17}{2} + \frac{8}{m} \right) \sigma^2 + 17v^2 \right) \frac{1}{\sqrt{T}}.
\]

The proof is deferred to Appendix A.

IV. SIMULATION RESULTS

A. Simulation Settings

In our experiments, we consider that each worker \( n \) has its dataset \( D_n \) generated as detailed in Section II. B. We report both the average global test accuracy, and the worst distribution test accuracy and their corresponding one standard error shaded area based on five runs. The worst distribution test accuracy is defined as the worst of all test accuracies for each local distribution. For fair comparison between the algorithms, we use the same hyperparameters, detailed in Table I, unless otherwise stated in the text. We use a multi-layer perceptron (MLP) neural network with two hidden layers having 64 and 32 neurons, respectively, while the input layer and the output layer have 400 and 4 neurons, respectively. The activation function used in the hidden layers is the rectified linear unit (ReLU), while the softmax activation function is used at the output layer. The loss function used is the cross-entropy loss.

B. Communication Efficiency

We compare the performance of our proposed approach to two baselines, namely DRFA and FedAvg. In Fig. 2, we plot the average global test accuracy, the worst distribution test accuracy, as well as the standard deviation (SD) of the global test accuracy, as a function of the number of communication rounds. We can observe from Fig. 2a that the performance of the three algorithms in terms of the average global test accuracy is quite similar. However, Fig. 2b shows that FGDRA outperforms the baselines in terms of the number of communication rounds to achieve the same level of worst distribution test accuracy. By examining Figs. 2a and 2b together, we can clearly see that the heterogeneity of the local data has an effect on the performance of the global model. However, the drop in performance is more evident in FedAvg and DRFA compared to our proposed algorithm. Moreover, our approach provides gains in terms of the number of communication rounds compared to DRFA. In fact, FGDRA requires around 800 communication rounds to converge compared to DRFA requiring more than 1500 communication rounds. To further support our claim, Fig. 2c depicts the SD of different workers’ accuracy, indicating the degree of fairness of the global model across workers. Compared to FedAvg and DRFA, we clearly see that our proposed approach promotes more fairness among workers.

| TABLE I | PARAMETERS USED IN THE NUMERICAL EXPERIMENTS |
|---------|---------------------------------------------|
| PARAMETER | VALUE |
| LEARNING RATE FOR PRIMAL UPDATE (\( \alpha \)) | \( 2 \times 10^{-3} \) |
| LEARNING RATE FOR DUAL UPDATE (\( \gamma \)) | \( 5 \times 10^{-3} \) |
| MINI-BATCH SIZE (\( B \)) | 50 |
| NUMBER OF WORKERS (\( N \)) | 4 |
| NUMBER OF LOCAL ITERATIONS (\( \tau \)) | 10 |
| SAMPLING SIZE (\( m \)) | 3 |
TABLE II
IMPACT OF THE NUMBER OF LOCAL ITERATIONS $T$ ON THE TEST ACCURACIES$^3$.

| $\tau$ = 1 | $\tau$ = 5 | $\tau$ = 10 |
|------------|------------|------------|
| FGDR A     | 76.59/34.14| 72.78/65   |
|          | 54.96/34.12| 77.58/73.62|
| DRFA       | 75.59/64.26| 75.69/64.26|
| FEDAVG     | 76.48/35.65| 64.7/36.5  | 73.96/57.62 |

TABLE III
IMPACT OF THE MINI-BATCH SIZE $B$ ON THE TEST ACCURACIES.

| $B$ = 10 | $B$ = 30 | $B$ = 50 |
|----------|----------|----------|
| FGDR A   | 73.96/69.75| 77.58/73.62|
|          | 73.96/69.75| 73.96/69.75|
| DRFA     | 75.69/64.26| 75.69/64.26|
| FEDAVG   | 76.48/35.65| 64.7/36.5  | 73.96/57.62 |

workers in the sense that the global model performs well on the worst distribution compared to the average one.

C. Sensitivity to Hyperparameters

Next, we study the impact of the number of local iterations $\tau$, the size of the mini-batch $B$ as well as the sampling size $m$ on the average global test accuracy and worst distribution testing accuracy, for $K = 800$ communication rounds in Table II and III respectively. Table II shows that increasing $\tau$ corresponds to an increase in both test accuracies for all algorithms. A similar conclusion can be drawn from Table III when increasing $B$, though the impact of $\tau$ seems more noticeable. We report the test accuracies for different values of $m$ in Table IV. Note that considering a subset of workers participating in the training at each communication round mimics the asynchronous setting. We can observe that increasing $m$ improves both test accuracies for all three algorithms. However, the gap between the average global accuracy and the worst distribution test accuracy is larger in the case of FedAvg and DRFA compared to our proposed approach. If we consider $m = 2$, i.e. only half of the workers are sampled, the difference between the average global accuracy and the worst distribution accuracy is 17% in the FedAvg case while it is around 10% for DRFA and about 3% for FGDR A.

V. Conclusions and Future Work

This work proposes a novel distributed robust RIS-aided communication design for heterogeneous RIS configurations. The problem is cast as a classification-type DRO problem as opposed to data heterogeneity-unaware ERM approach. To solve this problem, we propose a communication-efficient and distributionally robust algorithm with convergence guarantees. As a solution, a neural network-based classifier for phase configuration is trained in a distributed supervised learning manner and compared with two state-of-the-art techniques. The results indicate that the proposed classifier is more robust across heterogeneous system designs with faster convergence compared to the existing designs. Future extensions will be focused on systems consisting of multiple transmitters, receivers, and RISs with several antennas.

APPENDIX A
PROOF OF THEOREM 11

Let $0 \leq k < K$. For $k \tau \leq t < (k + 1) \tau$, we define

$$\bar{\theta}^t = \frac{1}{m} \sum_{n \in S^{(t/\tau)}} \theta^t_n.$$ (12)

From the update rule, we have

$$\theta^{t+1} = \theta^t - \alpha \lambda^k \nabla G^t_n,$$ (13)

where $G^t_n = \nabla \ell_n(\theta^t_n, \theta^r_n)$. Hence, we can write

$$\theta^{t+1} = \theta^t - \alpha \lambda^k \sum_{r = k \tau}^{t} \nabla G^r_n,$$ (14)

$$\bar{\theta}^{t+1} = \bar{\theta}^t - \alpha \sum_{r = k \tau}^{t} \lambda^k \nabla G^r_j.$$ (15)

For ease of notation, we set $S_t = S^{(t/\tau)}$. Therefore, we have

$$||\bar{\theta}^{t+1} - \bar{\theta}^t||^2 = ||\alpha \lambda^k \sum_{r = k \tau}^{t} \nabla G^r_n - \frac{\alpha}{m} \sum_{j \in S_t} \lambda^k \nabla G^r_j||^2 \leq \alpha^2 \tau \sum_{r = k \tau}^{t} \lambda^k \nabla G^r_j.$$ (16)

Adding $\lambda^k \nabla \ell_n(\theta^r_n) - \lambda^k \nabla \ell_n(\theta^r_n)$ and $\frac{1}{m} \sum_{j \in S_t} \lambda^k \nabla \ell_j(\theta^r_j) - \frac{1}{m} \sum_{j \in S_t} \lambda^k \nabla \ell_j(\theta^r_j)$ and using Assumptions 1 and 2, we get

$$||\bar{\theta}^{t+1} - \theta^t|| \leq 4 \alpha^2 \tau \left( \left( \frac{1}{m} \sum_{j \in S_t} (\nabla \ell_j(\theta^r_j) - G^r_n) \right)^2 + \left( \frac{1}{m} \sum_{j \in S_t} \nabla \ell_j(\theta^r_j) \right)^2 \right) \leq 4 \alpha^2 \tau^2 \left( \left( \frac{1}{m} \sum_{j \in S_t} \nabla \ell_j(\theta^r_j) \right)^2 + \left( \frac{1}{m} \sum_{j \in S_t} (\nabla \ell_j(\theta^r_j) - G^r_n) \right)^2 \right) \leq 4 \alpha^2 \tau^2 \left( \left( \frac{1}{m} \sum_{j \in S_t} \nabla \ell_j(\theta^r_j) \right)^2 + \left( \frac{1}{m} \sum_{j \in S_t} (\nabla \ell_j(\theta^r_j) - G^r_n) \right)^2 \right).$$ (17)

where $\lambda^k_{\text{max}} = \max_{j \in S_t} \lambda^k_j$ and we used $\lambda^k_{\text{max}} \in (0, 1]$. Using the smoothness of $F$, we have

$$E \left[ F \left( \lambda^k, \bar{\theta}^{t+1} \right) \right] \leq E \left[ F \left( \lambda^k, \theta^t \right) \right] + E \left[ \left( \nabla F \left( \lambda^k, \bar{\theta}^{t+1} - \theta^t \right) \right)^2 \right] \cdot \frac{L}{2} \left( \left( \bar{\theta}^{t+1} - \theta^t \right)^2 \right).$$ (18)

From (13), we can write

$$\bar{\theta}^{t+1} = \bar{\theta}^t - \frac{1}{m} \sum_{n \in S_t} \lambda^k_n G^t_n.$$ (19)

We start by re-writing the term (II) as

$\sum_{r = k \tau}^{t} \lambda^k \nabla G^r_j.$
\[ E \left[ \| \hat{\theta}^{t+1} - \hat{\theta} \|^2 \right] = \alpha^2 E \left[ \| \frac{1}{m} \sum_{n \in S_t} \lambda^n \nabla \ell_n(\theta^n_t) \|^2 \right] + \alpha^2 E \left[ \| \frac{1}{m} \sum_{n \in S_t} (\lambda^n G^n_t - \lambda^n \nabla \ell_n(\theta^n_t)) \|^2 \right]. \]  
where \( \lambda_{\text{max}} \in (0, 1) \) and Assumption 3. Replacing (21) in (20), we get

\[ E \left[ \| \hat{\theta}^{t+1} - \hat{\theta} \|^2 \right] \leq \frac{\alpha^2 \sigma^2}{m^2} + 2 \tilde{\sigma}^2 E \left[ \sum_{n \in S_t} \lambda^n_n \nabla \ell_n(\theta^n_t) \right]. \]  

For term (I), we can write

\[ E \left[ \| \nabla F(\lambda, \theta^n_t) \|^2 \right] = -\alpha^2 E \left[ \| \nabla F(\lambda, \hat{\theta}^t + \theta^n_t - \theta^t) \|^2 \right] + \alpha^2 E \left[ \sum_{n \in S_t} \lambda^n_n \nabla \ell_n(\theta^n_t) \right]. \]  

Using the unbiasedness of \( G^n_t \) and the identity \( (1 - \alpha) = \frac{1}{2}(\| a \|^2 + \| b \|^2 - \| a - b \|^2) \), we get

\[ E \left[ \| \nabla F(\lambda, \theta^n_t) \|^2 \right] \leq 2 \tilde{\sigma}^2 E \left[ \sum_{n \in S_t} \lambda^n_n \nabla \ell_n(\theta^n_t) \right]. \]  

Using (11), we can write the term (III) as

\[ E \left[ \| \nabla F(\lambda, \theta^n_t) \|^2 \right] \leq \alpha E \left[ \| \frac{1}{N} \sum_{n=1}^N \lambda^n \nabla \ell_n(\theta^n_t) \|^2 \right] + 2 \tilde{\sigma}^2 E \left[ \sum_{n=1}^N \| \theta^n_t - \theta^n \|^2 \right] \leq 8\tilde{\sigma}^2 L^2 \gamma^2 \left( 1 + \frac{1}{\alpha m} \right)^2 + 2\tilde{\sigma}^2. \]  

Choosing \( \alpha = \frac{1}{2\sqrt{\gamma L^2}} \), we can write

\[ \frac{1}{T} \sum_{t=0}^T E \left[ \| \nabla F(\lambda, \theta^n_t) \|^2 \right] \leq (2E \left[ F(\lambda, \theta^n_t) \right] + \frac{\tilde{\sigma}^2 \lambda L}{\alpha} + \frac{\tilde{\sigma}^2 \lambda^2 L^2}{\alpha^2} + 8\tilde{\sigma}^2 L^2 \gamma^2 \left( 1 + \frac{1}{\alpha m} \right)^2 + 2\tilde{\sigma}^2). \]  
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