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Abstract: Intellectual property rights have a great impact on the development of the automobile industry. Issues related to the timeliness of patent applications often arise, such as the inability of firms to predict new technologies and patents developed by peers. To find the proper direction of product development, the R&D departments of enterprises need to accurately predict the technology trends. Machine learning adopts calculation through a large amount of data through mathematical models and methods and finds the best solution at the fastest speed through repeated simulation and experiments, to provide decision makers with a reference basis. Therefore, this paper provides accurate forecasts through established models. In terms of the significance of management, the planning of future enterprise strategy can be divided into three stages as a short-term plan of 1–3 years, a medium-term plan of 3–5 years, and a long-term plan of 5–10 years. This study will give appropriate suggestions for the development of automobile industry technology.
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1. Introduction

With the development of China’s economy, China’s automobile industry has transformed from original equipment manufacturer (OEM) services between 2000 and 2010, to a new stage of independent research, development, and production of domestic brand cars through drawing lessons from the world’s famed factories. According to the survey report of the China Association of Automobile Manufacturers, the sales volume of China’s brands has increased year by year from USD 2.943 million in 2011 to USD 7.749 million in 2020, with an increase rate of about 263% [1]. In addition, the market share of China’s domestic automobile brands has grown year by year from 29% in 2011 to 38.4% in 2020. This shows that the innovation and R&D achievements of Chinese domestic automobile brands through OEM and technical cooperation have won the recognition of market consumers.

Because of the progress and development of information technology, many products have been designed to provide customers with a combination of Internet Plus and the intellectualized experience of new-generation products. Just like the theory of the product lifecycle (PLC), every product must go through stages of development, growth, maturity, and decline [2]. To survive in the competitive environment, every enterprise must launch new products through innovation and R&D before reaching the final stage of its lifecycle. As stated by Pryshlakivsky and Searcy, enterprises should adopt different measures to launch new products or services and give new value to products or services at different
stages of the product lifecycle to hold advantage in the highly competitive market and achieve the goal of sustainable operation [3].

Similarly, in the rapidly changing market environment of science and technology, the automobile industry needs to keep innovating. Based on the analysis of 13 years’ patent data of 39 innovative enterprises in China’s telecommunications, electrical machinery, automobile, and pharmaceutical industries, the cooperation breadth of employees has a positive impact on the innovation performance of enterprises [4]. The development of new automobile products refers to a series of decision-making processes from the research for selecting products that meet the needs of the market through to product design, and on to manufacturing process design, until normal production. Product development involves a wide range of aspects including design, engineering analysis, trial production, and experimentation with the components or technologies of new vehicles, such as improvement of automobile engine power, vehicle crash tests, computer-aided AEB automatic brakes, and so on [5]. Hence, the investment in automobile products must allocate limited resources to the projects which need to be developed effectively to achieve the best results.

The key process of the development of new automobile products is to accurately determine the direction of a new product’s development. Automobile products differ from other products in the characteristics of its products, in addition to both innovation and science and technology, and the safety requirements are critical. As a consequence, it is very important to select the right direction to reduce the risks in development. Many studies have pointed out the risks of new product development, which can be manifested in the following aspects [6–8]:

1) Technology development risk:

This refers to the requirement that the developed technology conform to scientific principles, but the reasons for development failure are complicated. For example, it is difficult to complete the research or meet technical difficulties because of the immature technology at the present stage. Chin et al. [9] proposed several new product development risks, which are described as follows. (a) The production risk refers to the failure to meet production requirements within a predetermined time. (b) The R&D risks caused by a person who cannot complete the product specification design within the expected time. (c) Supplier risk means that the supplier may not provide good materials or may not provide them within the expected period. (d) Product reliability risk refers to the risk that the expected performance will not be achieved under normal manufacturing procedures. It may be that inadequate conditions lead to the failure of the research, or it may be that the preconceived ideas of the participants turn out to be wrong and unworkable.

2) Market competition risk:

This refers to the risk caused by market competition in the market. According to Allayannis et al. [10] and Guay and Kothari [11], the risk of market competition is composed of the following factors. (a) The scale of market competition: the greater the competitive power and cost of competitors, the greater the market risk will be (Allayannis et al., 2001). (b) The intensity of market competition: this is mainly reflected in the competition for market share to improve sales and profitability (Guay and Kothari, 2003). (c) R&D competition: this happens when the technology is still in progress and has been successfully developed by other researchers.

3) Risk of an objective environment:

Due to changes in the objective social, economic, and technological environment, the original technological development is out of date or no longer necessary. The automobile industry is a typical intellectual-property-intensive industry, and its development depends heavily on intellectual property rights. In particular, the global automobile industry is at a critical moment of industrial restructuring and technological transformation. As an important force in the global automobile industry, intellectual property rights are indispensable.
Generally speaking, before developing a new technology or innovative products, the enterprise will first check the patent application data to determine whether there is similar technologies or products extant in the industry. In the process of patent inquiry, the timeliness of an application for patent certification is crucial; otherwise, the technology or product in the certification or research and development process cannot be queried correctly. For example, it is nearly impossible to know whether other companies are developing the same innovative technology or product, or whether the competition is still applying for certification. Finally, after the completion of technology or product development, the patent application often leads to disputes, thus causing significant damage to enterprises. According to the State Intellectual Property Office [12], the number of intellectual property rights and competition dispute cases in the automobile industry showed an increasing trend year by year from 2009 to 2018, with an average annual increase rate of 28.22%. Among the intellectual property and improper competition disputes in the automobile industry (manufacturing) in 2019, intellectual property infringement disputes accounted for 76.83%, unfair competition disputes accounted for 13.26%, and intellectual property contract disputes accounted for 9.45%. Presently, the global automobile industry is in a critical moment of industrial restructuring and technological transformation. As an important force in the global automobile industry, China’s intellectual property rights of new patented technologies must be a top priority, whether this involves setting up joint ventures with famous overseas automobile enterprises, carrying out technology research and development cooperation projects with all parties, or designing and implementing OEM models. In the process of new product technology research and development, new patent disputes are an important issue worthy of attention. For example, in 2020, the proportion of patent infringement in China is as high as 10.8% [12].

In the automobile industry, many scholars have proposed effective methods to predict the technology, production, inventory, sales, and market conditions of the automobile industry, such as Yuan and Cai [13]. The growth curve method and entropy method were proposed to predict the future situation of vehicle power energy. The research results show that hybrid electric vehicles have the most promising future development prospects, followed by battery electric vehicles and traditional internal combustion engine vehicles. The development of fuel cell electric vehicles is slow. Hanggara [14] used the method of moving average combined with market supply and demand to forecast the automobile production in Indonesia, to reasonably estimate the production volume and solve the problem of overproduction. Babai et al. [15] put forward Bayesian parametric frequency and non-parametric methods for empirical evaluation of the demand of about 3000 inventory units in the automobile industry, and compared the proposed method with other methods. The results also proved that the proposed method could provide a more accurate decision-making reference for the inventory management plan of the automobile industry. Wan et al. [16] proposed the integration of principal component regression with neural network, support vector machine, and other methods, aiming to formulate a sales prediction model for electric vehicles. Wan et al., (2021) proposed the integration of principal component regression with a neural network, a support vector machine, and other methods for a sales prediction model of electric vehicles (EV). After an example analysis, it was verified that the integrated model had a good practical forecasting effect. The principal component regression–back propagation (PCR-BP) model and the principal component regression–support vector machine (PCR-SVM) model are better than a single model, such as the support vector machine model alone. Tsang et al. [17] proposed the fuzzy-based battery lifecycle prediction framework (FBLPF) to effectively manage the automobile market. This framework integrated the multi-responses Taguchi method (MRTM) and the adaptive neuro-fuzzy inference system (ANFIS), and the market forecast of the product lifecycle of electric vehicles can be carried out through the integrated method. The research results prove the accuracy of the proposed method and put forward corresponding plans and countermeasures for the sustainable development of energy and environmental protection in the automobile industry. Although these methods can effectively forecast
the market profile and development prospects of the automobile industry, they must also reduce the risk involved in the automobile industry for enterprises in the process of product production, sales, and R&D. However, for professional managers or decision makers, the mathematical calculation process is complicated and tedious. Based on this point of view, many researchers have adopted machine learning methods to predict the technology development in the automobile industry. For instance, Lee M. [18] adopted the text mining model method of machine learning. Research on AI algorithm classification using patent data submitted from 1980 to 2017 can demonstrate the dynamic change pattern of the fusion of AI and EV technology. Wang et al. [19] stated that new product development in China’s automobile industry can be predicted by machine learning methods. From 2001 to 2014, they obtained 1088 valid sample datasets from the Chinese automobile industry to construct an evaluation indicator system. Choi et al. [20] raised a hybrid method, which takes into account expert opinions, patents, and machine learning methods, analyzes the results, and combines semi-supervised learning with active learning to effectively find emerging and promising technologies. Lee et al. [21] helped pharmaceutical technology identify emerging patented technologies through machine learning and multilayer neural network model calculation and simulation. Teng et al. [22] used a VSM (vector space model) and K-MEAN to solve the technical problem of batteries developed by new technologies through machine learning. Suhail et al. [23] used machine learning to integrate random forest and decision tree to carry out calculations and simulations to help dentists make decisions during tooth extraction, avoiding errors caused by human judgment. Barrera-Animas et al. [24] used machine learning to conduct simulation and prediction, employing linear regression and a support vector model, etc., to solve the expensive and complex problems faced by the existing five major cities in the UK in meteorological forecasting. Ensafi et al. [25] adopted machine learning to predict the sales of seasonal goods with ARIMA and convolutional neural networks (CNN). Its advantage is that it can find out the most accurate trend of commodity sales through repeated calculation, help enterprises accurately forecast sales volume, and avoid the problem of overproduction and inventory in order to provide decision makers with a quick method for judgment. Machine learning adopts calculation through a large amount of data using mathematical models and methods and finds the best solution at the fastest speed through repeated simulation and experiment, providing decision makers a reference basis. Many studies also show the practicability and value of machine learning methods. Therefore, this paper proposes a new prediction method—“The concept of technology maturity combined with machine learning model”. This method can model and forecast the status quo of patent technology in the automobile industry, aiming to provide decision makers and managers in the automobile industry with an accurate prediction of the trends of new technologies or products in the future market, before investing in research and development. Finally, the method reduces the significant losses caused by the patent disputes mentioned above. In addition, this study takes a case study of patented body technology in China’s automobile industry for modeling and analysis, and compares the model accuracy of traditional time series and non-traditional machine learning methods, respectively, to prove that the proposed method is more accurate and stable than others, thus proving the stability and applicability of the model. Importantly, the proposed method can provide a systematic and scientific reference for decision makers and managers in the automobile industry to initiate technology or product R&D plans, and put forward valuable suggestions for researchers and enterprises.

To sum up, the background and purpose of this study are introduced in the introduction, and the main research structure and core are specifically divided into the following four parts. The literature review in Section 2 includes the technology forecasting method and the research on innovation for R&D and patent market forecasting. Section 3 mainly concerns the construction of the trend model of the R&D patent market, including a machine-learning-building, integrated-learning prediction model. Section 4 presents a case study analysis, including research analysis, model verification and discussion, and predic-
tion of future development trends. The conclusion, presented in Section 5, summarizes the management and academic aspects of the proposed method.

2. Literature Review

2.1. Technology Prediction Methods for Innovation and R&D

A prediction is an estimate or calculation made about a future outcome that people are concerned about, or about an uncertain event that people want to comprehend in advance [26]. Making predictions is very important for business operations. Through different forecasting methods, decision makers of enterprises can understand the economic development or the future changes of the market to form the goals or decisions of their enterprises. Through scientific management methods, the risks and costs of enterprise operation can be reduced, and the enterprise objectives can be achieved smoothly [21]. Commonly used innovation and R&D technology forecasting methods can be divided into the following categories.

(1) Quantitative prediction method [21–27].

Quantitative prediction methods include trend extrapolation, analogies, causal models, and so on. Trend extrapolation is similar to the autoregressive integrated moving average model (ARIMA). Analogies are similar to support vector machines (SVM). Causal models are similar to linear regression (LR). Quantitative analysis has been successfully applied to different fields and to solve related problems. For example, it has been used to analyze the new patented technology of mobile communication in South Korea, based on the ARIMA model, and the information system of the Korean Intellectual Property Office (KIPO) was adopted for data collection [27]. According to the International Patent Classification (IPC), 20,294 patents were classified into 152 categories. Finally, Korea’s major mobile communication technologies were classified into four categories. This provides an important reference standard for decision makers in government departments and related industries when investing in R&D. Researchers have used metrology and patent analysis to analyze the S curve in the logistic growth curve model of hydrogen energy and fuel cell technology, and they determined the best patent strategy for the fuel cell industry [28]. The results show that the S curve is an efficient means of quantifying a method of predicting the technology of cumulative published patent numbers. Researchers have used regression analysis to evaluate weapons technology in the defense industry, and proposed a method of constructing a technology map, which divides technologies into four categories according to their technical effects [29].

These studies confirmed the advantages of quantitative analysis, as follows: (a) different standards or variables can be considered at the same time, that is, an approach can include different standard variables in experiments and analyses in different environments to obtain the best results; (b) technology forecasts can be adapted to different industries; (c) quantitative forecasts can be applied to different products.

(2) Qualitative prediction methods and the combination of qualitative and quantitative methods [30–32].

Expert group judgment has different applications, such as the Delphi technique, interview, brainstorming, and nominal group techniques. The Delphi technique is an expert judgment method often used in technical forecasting, which is especially applicable when historical data are insufficient and require objectivity and independence of expert judgment compared with the other three methods.

(3) The combination of qualitative and quantitative methods [30–32].

By and large, the Delphi technique, focus group interviews, and brainstorming are commonly used to cope with multicriteria decision-making methods of quantitative analysis, such as analytic hierarchy process (AHP), analytic network process (ANP), entropy, and the technique for order preference by similarity to an ideal solution (TOPSIS). This combination has been successfully applied in different fields and solved related prob-
lems. For example, researchers used the expert interview method and ANP to predict the warehousing operation of out-stock and in-stock of the logistics center of a chain supermarket and optimized its warehousing classification management [30]. Researchers have used the Delphi technique and AHP to evaluate the factors that affect the success of start-up companies when rice bran polysaccharide is used in the Taiwan venture capital industry [31]. Researchers have used expert groups combined with entropy and TOPSIS to classify and forecast the warehouse management of green plant e-commerce vendors, and they developed methods for warehouse optimization [32]. These studies confirm the advantages of combining qualitative and quantitative methods, for example, (a) obtaining a variety of different but valuable perspectives; (b) being able to apply these perspectives to long-term and new products’ forecasting.

To sum up, technological innovation prediction is the premise and basis of enterprise technological innovation decision making. Through the evaluation of innovation or research and development, enterprises can obtain an accurate sense of future technological development and the changing trends. This provides a scientific basis for enterprises to reduce subjectivity and blindness in processes of technological innovation decision making. In the competitive market and complicated environments, an enterprise’s technological innovation determines its survival and development. Therefore, to ensure the correctness of technological innovation, enterprises should choose appropriate forecasting methods according to different environmental factors, such as time and place, to reduce the risks involved in enterprise operation.

2.2. Research on Innovation, R&D, and Patent Market Prediction

There have been many studies using various forecasting methods in patent R&D demand or market demand as follows.

(1) Research on traditional forecasting methods in patent technology and market demand.

Researchers have proposed that the future market trend and new patents of the home appliance industry can be predicted by combining the pearl curve with related indicators of home appliance isolation technology, and the results showed that the proposed method is effective in application [33]. Researchers classified and predicted the patent of “coherent light generator” based on bass and the ARIMA time series model, they and proposed a new classification standard for this technology (mainly divided into the first class and subclasses) [34]. Finally, viewpoints and countermeasures have been put forward for the future trend of first-class patents and subclasses of technologies through the analysis results. The authors of [35] proposed the use of LR and clustering technology to predict the future trend of new product development, supply, and demand in many global industries. The research revealed that the innovation of technology will accelerate the development of PLC for the uncertainty of products and sales demand, and proved that the proposed method can be used as an effective tool for decision making. The authors of [36] proposed the application of patent analysis with the concept of growth curve and technology maturity to predict the development of spare wind turbine technology.

The results show that the technology of jet engine wind turbines is in the early-maturity stage, the gearless wind turbine is at the end of its growth curve, and the airborne wind turbine is at the end of the maturity stage on the growth curve, which proves the effectiveness of the proposed method. The authors of [37] used support vector machines (SVMs) to conduct progressive analysis of difficult classification problems of patents. The results indicated that the proposed method can effectively classify patents and provide an important reference standard for inventors or lawyers when facing related problems. The authors of [38] used the S-curve and LR method to analyze the data of the United States Patent and Trademark Office (USPTO). New patents for unmanned vessel technologies (UVTs) were studied and the current technology stage of UVT was determined. The result reflected that UVTs are in the growth stage of their technology lifecycle and represents an emerging technology with future investment value.
(2) Research on machine learning in patent technology prediction.

The authors of [39] stated an improved method of machine learning to predict emerging technologies and verified it with the patent data provided by the United States Patent and Trademark Office. The research presented that the proposed method can effectively predict the future development of new technologies with an accuracy of up to 70%, which helps enterprises reduce costs and risks in the process of innovation and R&D, and enables enterprises to effectively carry out strategic investment. The authors of [40] applied patent and machine learning methods to design a new method combining coding and tag coding based on existing research on patent grant term prediction. The results show that the proposed method can effectively confirm the patent application grant period in the data of the Indian Patent Office. The authors of [41] used patent-related data provided by the United States Patent and Trademark Office to predict patents in the healthcare industry and classified different technologies by using the standard of cooperative patent classification. This study assessed the potential of different technology clusters in foreign countries to provide a reference for decision makers or managers of enterprises or national regulatory authorities regarding future investment in innovative R&D.

Cho et al., (2021) first constructed a communication network with association rules. Machine learning methods were then used to predict the future using various link prediction indices, and finally latent Dirichlet assignment (LDA) topic modeling was used to identify keywords related to the technology that is expected to converge [42]. The analysis of patent data of 2012–2014 from the US Patent and Trademark Office in the chemical engineering and environmental technology fields showed that the random forest model in machine learning has the best prediction effect on a 4-year interval. By predicting the new technology fields that may emerge in the future, the study could provide direction suggestions for companies focused on technological advances. The authors of [43] analyzed complex patent problems by combining self-organizing map (SOM), principal component analysis (PCA), and support vector machine calculus with machine learning methods, then compared it with a single machine learning method. The results showed that the proposed integrated machine learning method was more accurate and saved more resources than the single machine learning method. Using a machine learning and multilayer neural network method, researchers selected 18 input and 3 output indicators from the database of the United States Patent and Trademark Office for pharmaceutical technology and explored the nonlinear relationship between input and output indicators [21]. The result indicated that the multiple patent indicators can be used to identify whether a drug is worth developing at an early stage, before it was developed into a new pharmaceutical technology. The authors of [44] put forward the method of machine learning and semantic analysis of patented text information to judge the patented technology of vehicle signal and electronic message transmission, and to predict the trend of future development.

In summary, traditional patent and market demand forecasting has proved that the proposed methods can measure the utility value of new products or technologies in the input process and reduce the risk of enterprises, such as the dispute cases of new patents. However, these traditional methods also have many disadvantages or deficiencies, such as cumbersome and slow calculation processes, difficult data collection, uncertain information, and other problems [45–47]. Therefore, many studies put forward machine learning to replace traditional prediction methods, and the above research has proved the effectiveness of machine learning as a prediction method. Based on the existing research, this paper proposes various prediction and integration algorithms of machine learning, compared the time series methods, and proposed the feasibility of an innovative patent prediction method after a comprehensive comparison. Table 1 presents a comparison of the advantages and disadvantages of the proposed method and other model methods.
Table 1. Comparison of the advantages and disadvantages of the proposed method and other model methods.

| Aspects   | Proposed Method                                                                 | Other Methods (Qualitative/Quantitative)                                                                 |
|-----------|---------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------|
| **Advantages** | (1) It can be combined with other classification and regression algorithms to improve its accuracy and stability and avoid overfitting by reducing the variation of results. | (1) A variety of different and valuable points of view can be gained. |
|           | (2) It is composed of processing nodes similar to human brain neurons. The greatest advantage of a neural network is that it can accurately predict complex problems. | (2) It is suitable for long-term prediction and prediction of new products, and can be used when historical data is insufficient. |
|           | (3) The support vector machine method can effectively solve the classification and regression problems of high-dimensional features. | (3) This method can make up for the lack of basic information. |
| **Disadvantages** | (1) This method is prone to overfitting. | (1) It is less reliable for product prediction by region. |
|           | (2) This method is sensitive to missing data. | (2) Qualitative advice is sometimes incomplete or impractical. |
|           | (3) There are many neural network parameters in this method. | (3) Generally, it is only applicable to the prediction of the total amount, but it has poor reliability when applied to regions, customers, and product categories. |

**Summary**

After comparison, there are three reasons for choosing this scheme: (1) the calculation will be faster; (2) the obtained model will be more accurate; (3) it is suitable for a large amount of data and for the method of applying mathematics to assist in making decisions.

3. Model Construction of R&D Patent Market Trend

This paper will build the model in separate three stages. The first stage is “machine learning—the construction of the ensemble learning prediction model”. The theory of the model and the constructing procedure will be explained in this stage. The second stage is “the model validation”. In this stage, the data of car body patent applications in China’s automobile industry will be taken as a case study. In this paper, the relevant data collected by the Chinese Intellectual Property Office are used for modeling and analysis, and the errors between the proposed model and the traditional prediction model are compared to prove the accuracy and applicability of the proposed method. The third stage is “the forecast for future trends”. Some suggestions and countermeasures are put forward for the analysis of market demand information of the automobile industry, providing a reference for use by the relevant personnel of the automobile industry and scholars. The construction process of this research model is described as follows, and the specific research framework is illustrated in Figure 1.

3.1. Stage 1: Machine Learning—The Construction of the Ensemble Learning Prediction Model

According to the research framework in Figure 1, the first stage, Stage 3.1, is machine learning—the construction of the ensemble learning prediction model. It includes data mining and the construction of the ensemble learning model and the ensemble learning prediction model.
3.1.1. Data Mining and Machine Learning—Ensemble Learning Model

First proposed by Breiman [46], bagging (bootstrap aggregating) is an ensemble learning algorithm for machine learning. Bagging combines the prediction results of each learning model through voting rules to make the final classification prediction. First, train all the other algorithms with the data, and then take all the predictions of the other algorithms as additional input. In general, bagging is an isomorphic model, and the same model is used for training in other learning model algorithms. After that, hard voting or soft voting rules are used to combine the prediction input of the other algorithms mentioned above to obtain the final prediction classification result.

Breiman [46] proposed the bagging (bootstrap aggregating) method, which combines multiple different prediction models by voting or averaging. Although each prediction model uses the same learning algorithm, they all adopt different training datasets. A schematic diagram of the bagging algorithm is shown in Figure 2.

Figure 1. Research framework diagram.
The principle of the bagging algorithm is as follows: Given a training set, \( D \), with size \( N \), the bagging method selects \( m \) subsets \( D_i \) with size \( N \) uniformly, and with the return (using the self-help sample method) as a new training set. \( M \) models can be obtained by using classification and regression algorithms on \( m \) training sets, and then the results of the bagging method can be obtained by taking average values and majority votes. In the end, the accuracy and stability are improved, while the variance of results is reduced to avoid the occurrence of overfitting.

The principle of the Bagging algorithm is described as follows. When a given dataset is \( L = \{ (x_1, y_1), \ldots, (x_m, y_m) \} \), the basic learner is \( h(x, L) \). If the input is \( x \), then \( Y \) is predicted by \( h(x, L) \). Suppose that there is a dataset \( \{ L_K \} \) sequence, each consisting of \( M \) independent observations from the same distribution as \( L \). The task was to obtain better learning results by using \( \{ L_k \} \), which was stronger than learning \( h(x, L) \) in a single dataset. This requires the use of learning \( \{ h(x, L_K) \} \) sequences. If \( y \) is a number, then the process is to replace \( \{ h(x, L_K) \} \) with the average of \( \{ h(x, L_K) \} \) over \( K \), that is, \( h_A(x) = E_L h(x, L) \). Where \( E_L \) represents the mathematical expectation of \( L \), and the subscript \( A \) of \( h_A \) represents a composition. If \( h(x, L) \) predicts class \( j \in \{ 1, \ldots, J \} \), then one way to synthesize \( h(x, L_K) \) is by voting. Let \( M_j = \#\{ K, h(x, L_K) = j \} \) so that will be \( h_A(x) = \arg \max_j M_j \).

Step 1: Determining the target objects.

Firstly, the number of global body patents is taken as the target to predict the number of future patents.

Step 2: Collecting data.

Next, the patent data provided by the Chinese Intellectual Property Office are used to screen the patent data, patent classification, and the patent pool through retrieval. A total of 46 years of statistical data from 1974 to 2020 were used to collect and preprocess the data.

Step 3: Analyzing data.

Finally, WEKA software is applied to perform data mining tasks. After the process of data preprocessing, clustering, classification, and testing the model and the parameters, the machine learning technology is applied to automatically perform a calculation to obtain the model and the parameter values.
3.1.2. On the Basis of Machine Learning—The Construction of the Ensemble Learning Prediction Model

Ensemble learning, also known as multiple classifier systems, is composed of multiple base learners whose spirit is to gather the “wisdom of crowds”. The generalization ability of ensemble learning is usually stronger than that of a base learner. The base learner can be generated by substituting the base learning algorithm into the training sample, and such a base algorithm includes a decision tree, a neural network, etc., though most ensemble learning methods use a single base.

A learning algorithm is used to produce homogeneous base learners; there are still other methods that use different learning algorithms to produce heterogeneous learners. Additionally, because there is no single base learning algorithm, basic learners can also be used as component learners or individual learners.

In principle, ensemble learning is divided into two steps. First, several basic learners are generated in parallel or sequential patterns. Later, all the basic learners are used together, and common merging methods include the concept of majority voting (classification problems) and the concept of weighted averaging (regression problems). Generally speaking, to attain a good ensemble learning model, the base learner should be as accurate as possible, but also as diverse as possible. The accuracy of a learner can be measured using cross-validation or hold-out tests, but there is no rigorous measure of diversity.

There are many approaches to ensemble learning, three of which are described in detail here.

1. Leo Breiman proposed bagging, also known as bootstrap aggregation or bootstrap, as a simple and powerful ensemble learning method. Meanwhile, many homogeneous weak learners are considered, and these weak learners are independent and parallel-constructed; their respective results are determined by averaging or voting [46].

2. Boosting, first put forward by Freund [47], is also a weak learner with a good deal of homogeneity. Unlike bagging, these basic models adapt and learn sequentially and combine the results in a deterministic strategy.

3. Stacking is a weak learner using heterogeneity. It can construct the respective models in parallel and combine the prediction results of different weak learners to train a metamodel and draw conclusions.

Ensemble learning is a kind of supervised learning. This method establishes multiple hypotheses by multiple learning algorithms, and combines them into a whole hypothesis by way of weight, so as to make a reasonable prediction of the test data. Many studies have shown that prediction using ensemble learning is more accurate than a single hypothesis.

In the learning algorithm, the training data need to be set up first. Each training material is made up of a special vector and a category tag, \( Y \). Secondly, the real function is computed. Suppose the real function, \( f \), exists, such that the identity \( y = f(x) \) is true. Finally, the learning algorithm and hypothesis are verified. The goal of the learning algorithm is to find a hypothesis, \( h \), such that \( h \approx f \) formula.

The ensemble learning model consists of a set of hypotheses \( \{h_1, h_2, \ldots, h_n\} \) and a set of hypothesis weights \( \{W_1, W_2, \ldots, W_n\} \), as shown in Formula (1):

\[
h(x) = W_1h_1(x) + W_2h_2(x) + \ldots + W_nh_n(x) \tag{1}
\]

where \( h(x) \) is the ensemble learning model, \( \{h_1, h_2, \ldots, h_n\} \) is a set of hypotheses constructed by multiple learning algorithms, \( \{W_1, W_2, \ldots, W_n\} \) is the corresponding weight of each hypothesis, and the final prediction is obtained by combining the weight of each hypothesis and individual hypotheses. For example, first, apply the WEKA software, then select the decision stump classifier, and select tenfold cross-validation for test option training and evaluation. Next, select the AdaboostM1 classifier, which is an ensemble learner using the lifting algorithm. To compare with the decision stump classifier, the base classifier of AdaboostM1 is set as the decision stump classifier. After confirmation, select the training button for training, and there are multiple classifiers to choose from. The number of
iterations in the parameter setting is set to 10 by default, that is, the training will carry out
the decision stump classifier 10 times. The schematic diagram of the ensemble learning
model of this paper is shown in Figure 3.

![Figure 3. The schematic diagram of the ensemble learning model.](image)

4. Research Analysis—Car Body Patent Forecasting for the Automobile Industry

The main content of Section 4 includes the following three parts. Section 4.1 is the
research analysis. This part mainly explains the source and basis of the collected data.
Section 4.2 is the model verification and discussion. This part focuses on analyzing each
model based on the data in Section 4.1 to verify the accuracy of the proposed model and
each model. Section 4.3 is the forecast of the future trend.

4.1. The Research Analysis

This paper takes vehicle safety collisions as samples. The main reason is that in
addition to the safety of the car body, it also includes seat belts, airbags, safety seats, and
automatic emergency braking, etc. The development and manufacture of these safety
protection measures will be based on the main consideration of car body safety collision.
For example, when the car body design is not secure, safety belts, airbags, and seats cannot
be functional in protecting life safety [48]. In addition, the body structure has also been
affected by environmental protection policies in recent years. For example, strengthening
the rigid structure of the body will increase the weight of the body, which may cause more
fuel or electricity consumption. Therefore, this paper will take the body collision as the
research sample, and is expected to put forward specific development countermeasures
and suggestions for future patent research and development of the automobile industry
through the examination results.

Step 1: The collection of sample data.

The patent database provided by the Intellectual Property Office of the People’s
Republic of China was used as the basis for data analysis. It is difficult to search for the
correct patent data of safety car bodies. This is mainly because of the large amount of
literature, and the number of preliminarily searched studies reached 30,000. In addition,
the International Patent Classification (IPC) standard used does not classify according to
different models (such as trucks, small buses, buses, etc.), and there is no unified standard
for some key components (such as beams, plates, columns, etc.). Therefore, the classification
systems of Japan and the United States were adopted in this study as the main retrieval
basis, and then the keywords of IPC classification were used for retrieval (as shown in Table 2). Finally, the recall rates of the three famous Japanese automobile companies, including Toyota Auto Corporation, Mazda Motor Corporation, and Mitsubishi Auto Industry Corporation, were taken as data samples. For American studies, 90 studies were randomly selected for manual reading, and 83 studies related to the retrieval subject were obtained, with an accuracy of about 92%. Finally, the accuracy was 100% by manual work. The scope of patent data is a total of 46 years from 1974 to 2020.

Table 2. Table of automobile crash safety technology.

| Level 1 Classification | Level 2 Classification | Level 3 Classification            |
|------------------------|------------------------|-----------------------------------|
| Safe car body          | Car body that reduces front impact damage (B62D 21/00; B62D 23/00; B62D 25/00) | Front cross member               |
|                        |                        | Front rail                        |
|                        |                        | Impact energy absorbing device    |
|                        |                        | A pillar                          |
|                        |                        | Upper rail                        |
|                        |                        | Door panel                        |
|                        |                        | Front floor                       |
|                        |                        | Front panel                       |
|                        |                        | Subframe                          |
|                        |                        | Splash shield stiffener           |
|                        |                        | Combinatorial optimization and others |
| B pillar               | Car body that reduces side impact damage (B62D 21/00; B62D 23/00; B62D 25/00) | Lower rail                       |
|                        |                        | Door panel and guard assay        |
|                        |                        | Floor assembly                    |
|                        |                        | Roof member                       |
|                        |                        | Combinatorial optimization and others |
| C pillar               | Car body that reduces rear impact damage (B62D 21/00; B62D 23/00; B62D 25/00) | Back floor                       |
|                        |                        | Back rail                         |
|                        |                        | Back cross member                 |
|                        |                        | Combinatorial optimization and others |

Step 2: Pretest the predicted data.

The classification of automobile industry technologies in this study is shown in Table 2. The first level of classification is the safe car body, and the second level of classification is subdivided into the front-collision-damage-reduction car body, side-collision-damage-reduction car body, and rear-collision-damage-reduction car body, and finally corresponds to the parts of the third level of classification.

The development of the retrieval strategy, using the International Patent Classification (IPC) as a large category, is coordinated with Table 2. For example, when the keyword B62D corresponds to the safe car body, it can combine the standard classification with the actual terms used in the automobile industry.

The data were taken as samples from 1974 to 2011, and the linear regression method in machine learning was used to establish the mathematical model and judge whether the fitting was feasible. For example, Rsq > 80%: if the model is established, then patent data can be further predicted. First, the accumulative number of automobile body patents is predicted to be 4772 in 2012 and 5484 in 2016. It can be judged that the model is regular and predictive. Second, the cumulative number of predicted patents for the front collision of the car body is 2856 in 2012 to 3144 in 2016, showing that the model is regular and predictive. Third, the accumulative number of side collision patents was 1511 in 2012, but it could not predict the number in 2016, so it showed that the model did not have regularity and predictability. For the fourth, the accumulative number of rear collision patents for the car body was 454 in 2012, but the number in 2016 could not be predicted, so the model can be considered to not have regularity and predictability.
Therefore, the car body patent data using International Patent Classification (IPC) and level 1 classification are regular and predictive. The data of the International Patent Classification (IPC) and the level 2 classification, such as front, side, or back collision, are not regular and predictable, so it is easy to misjudge the prediction of the technology lifecycle. Consequently, the subsequent use of data will mainly be International Patent Classification (IPC) and level 1 classification of the car body patent.

Step 3: The consistency test.

The model adaptability was tested with the level 1 data of the safe car body according to the results of the pretest in Step 2 in this paper. The general methods of ensemble learning include voting, boosting, and bagging. In terms of effect, the AdaBoostM1 algorithm of boosting is the most effective. The idea of the bagging method is to train multiple classifiers with random sampling which are put back so that the “lower-level” classifiers pay more attention to the misclassified data of the “upper level”. Finally, the result of each classifier is weighed and combined to make the decision. Voting applies multiple classifiers for optional combinations, but the disadvantage is that the majority rules can only avoid the worst-case scenarios. Therefore, in this study, boosting and bagging were used to test adaptability, and voting was excluded.

A decision stump was used as a classifier to verify the adaptability of boosting. The accuracy rate of the test results of the first training was 76.59%. The higher the accuracy rate is, the better result it is, and it is considered practical when the accuracy rate is over 80%. If it cannot meet the standard, then data training needs to be redone to improve the accuracy rate. In the method of improving the accuracy of data, AdaBoostM1 was used to train the data, and the parameters were set to 10 iterations. The final classification accuracy was 100%, which represented the adaptability of the boosting method in this paper.

In this paper, folding cross-validation was used as the test option for training and evaluation of bagging adaptability, and the classification accuracy rate was 96.69%. The accuracy of the bagging method meets the requirements as long as it reaches 80%, but in this paper, the classifier training was carried out for the second time in pursuit of higher accuracy and the Automobile WEKA was used to improve the performance of the ensemble learner. The random forest classifier was used as the comparison standard, and the final classification accuracy rate was 98.88%, which showed that the results could make a correct judgment.

In brief, the results of the above two stages showed that the adaptability test of this paper corresponds to the hypothesis of the theory, so the results can provide a relatively reliable guarantee for the subsequent prediction results.

Step 4: The error result prediction.

Based on the test results of Step 3, this study used the ensemble bagging method to make a prediction and compared the errors of each period through the historical data from 2001 to 2020. The prediction results of each period are shown in Table 2. The average absolute error was 55.25, which was more accurate than other single prediction models. In order to verify the accuracy of the proposed model, this paper analyzes and compares the traditional prediction methods in Section 4.2 to prove the feasibility and applicability of the proposed model in patent prediction.

4.2. Validation and Discussion of the Model

In order to verify the accuracy of the model, this study is explained in three parts, as follows. The first part is to compare the accuracy with different prediction methods. In this study, absolute error was used to verify the accuracy of the proposed model and other methods, such as pearl curve, the ARIMA method, the regression method, the support vector machine (SVR) method, and the ensemble bagging method of neural networks (BPR), to prove the validity of the proposed method. The second part is to compare the accuracy with the posterior error test. In this study, the method proposed by Julong, D [49]
was used to calculate the error of the prediction results, to judge the reliability of the prediction model.

The third part is the co-integration test (CI) and the error correction model (ECM). The CI method was proposed by Engle and Granger [50], and it mainly conducts unit root test on the residual of the regression equation. If the residual sequence is stationary, then it indicates that there is a co-integration relationship between the variables of the equation, otherwise there is no co-integration relationship. The ECM, proposed by Davidson et al. [51], is mainly the influence of short-term fluctuations of variables. Secondly, variables deviate from the long-term equilibrium relationship in short-term fluctuations. These three parts are described below.

(1) The comparison of the accuracy with different prediction methods.

To verify the accuracy of the proposed model, pearl curve, ARIMA, the regression method, the support vector machine (SVM) method, the neural network (BPR), ensemble learning (bag method), and other methods are compared, respectively. The actual value, the theoretical value, the absolute error, and the mean absolute error of each period from 2001 to 2020 are presented in Table 3. According to the mean absolute error analysis, the ensemble learning (bagging method) is 55 and the pearl curve is 73.8, which shows that the bagging method model proposed in this paper is more accurate than the other models.

Table 3. Predictive performance and absolute error of global body patents.

| Year | Patent | Pearl Curve | ARIMA | Regression | Support Vector Machine | Neural Network | Ensemble (Bagging) |
|------|--------|-------------|-------|------------|------------------------|---------------|-------------------|
|      | Actual Value | Predictive Value | Error | Predictive Value | Error | Predictive Value | Error | Predictive Value | Error | Predictive Value | Error | Predictive Value | Error |
| 2001 | 209 | 206 | 3 | 217.5 | 9 | 185 | 24 | 333 | 124 | 217 | 8 | 189 | 20 |
| 2002 | 178 | 222 | 44 | 230.8 | 53 | 182 | 4 | 251 | 73 | 251 | 73 | 176 | 2 |
| 2003 | 241 | 234 | 7 | 244.9 | 4 | 180 | 61 | 233 | 8 | 212 | 29 | 181 | 60 |
| 2004 | 243 | 243 | 0 | 258.1 | 15 | 178 | 65 | 343 | 100 | 215 | 28 | 188 | 55 |
| 2005 | 358 | 247 | 111 | 271.5 | 87 | 175 | 183 | 246 | 112 | 224 | 134 | 191 | 167 |
| 2006 | 304 | 246 | 58 | 284.4 | 20 | 173 | 131 | 372 | 68 | 227 | 77 | 232 | 72 |
| 2007 | 364 | 240 | 124 | 297.2 | 67 | 171 | 193 | 198 | 166 | 250 | 114 | 254 | 110 |
| 2008 | 405 | 231 | 174 | 309.7 | 95 | 169 | 236 | 256 | 149 | 224 | 181 | 286 | 119 |
| 2009 | 368 | 217 | 151 | 321.9 | 46 | 167 | 201 | 483 | 115 | 225 | 143 | 320 | 48 |
| 2010 | 376 | 201 | 175 | 334 | 42 | 165 | 211 | 322 | 54 | 228 | 148 | 349 | 27 |
| 2011 | 219 | 184 | 35 | 345.8 | 127 | 163 | 56 | 418 | 199 | 227 | 8 | 165 | 54 |
| 2012 | 69 | 221 | 152 | 357.3 | 288 | 161 | 92 | 408 | 339 | 240 | 171 | 155 | 86 |
| 2013 | 124 | 205 | 81 | 368.6 | 245 | 159 | 35 | 421 | 297 | 224 | 100 | 145 | 21 |
| 2014 | 89 | 187 | 98 | 379.7 | 291 | 157 | 68 | 450 | 361 | 224 | 135 | 168 | 79 |
| 2015 | 95 | 170 | 75 | 390.6 | 296 | 155 | 60 | 457 | 362 | 224 | 129 | 168 | 73 |
| 2016 | 91 | 152 | 61 | 401.2 | 310 | 153 | 62 | 444 | 353 | 224 | 133 | 98 | 7 |
| 2017 | 110 | 136 | 26 | 411.5 | 302 | 151 | 41 | 434 | 324 | 229 | 119 | 102 | 8 |
| 2018 | 92 | 120 | 28 | 421.7 | 330 | 149 | 57 | 440 | 348 | 225 | 133 | 113 | 21 |
| 2019 | 105 | 106 | 1 | 431.5 | 327 | 148 | 43 | 438 | 333 | 225 | 120 | 93 | 12 |
| 2020 | 164 | 92 | 72 | 441.2 | 277 | 146 | 18 | 415 | 251 | 226 | 62 | 100 | 64 |

| Mean absolute error | NA | NA | 73.8 | NA | 161.39 | NA | 92.05 | NA | 206.8 | NA | 102.25 | NA | 55.25 |

It can be further observed from Figure 4 that the red curve is the number of existing patents (the actual value). After comparing with the theories predicted by other models, it can be concluded that ARIMA is more accurate in the early stage (2001–2009), and the proposed model (ensemble bagging) is more accurate in the middle stage (2010–2012) and the latter stage (2013–2020). However, they will lose accuracy in different intervals, and the method proposed in this paper has stronger stability. In addition, from the analysis results of the trend criterion, it can be observed that the bagging method stage result is better, and the stability of the three stages will be observed in the following part.
Figure 4. The trend of the actual patent number and various prediction methods.

As shown in Figure 4, the results of comparing the three intervals from the average absolute errors of different intervals are as follows. The first interval is from 2001 to 2009, in which ARIMA is the most accurate, with an error of 44. The second interval is from 2010 to 2012, during which the proposed model (the true ensemble bagging method) is the most accurate, with an error of 196. The third segment is from 2013 to 2020, which is also the most accurate model (the true ensemble bagging method), with an error value of 36. By comprehensive observation of Figures 4 and 5, although each method has its accuracy interval or period in different intervals or periods, the accuracy of the model proposed in this study (the true ensemble bagging method) is more accurate than other models in the overall trend (different intervals or periods).

Figure 5. Mean absolute error (lower means more accurate).

(2) The posterior error test method.

After establishing the integrated bagging model, the usability and reliability of the model were tested. In this paper, the posterior error test method was adopted. Let
\[ \delta_i = f_i - \bar{f}_i \ (i = 1, 2, 3, \ldots, n), \] where \( f_i \) is the number of patent applications in a certain year, \( \bar{f}_i \) is the estimated amount calculated by the integrated bagging model, and \( \delta_i \) is the residual.

\[ \bar{f} = \frac{1}{n} \sum_{i=1}^{n} f_i; \quad \bar{\delta} = \frac{1}{n} \sum_{i=1}^{n} \delta_i; \] Standard deviation of raw data \( S_1 = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f_i - \bar{f})^2} \);

Standard deviation of residual \( S_2 = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\delta_i - \bar{\delta})^2} \).

Calculate variance ratio \( c = \frac{S_2}{S_1} \) and small error probability \( p = p\{ |\delta_i - \bar{\delta}| < 0.6745S_1 \} \).

According to the values of \( C \) index and \( p \) index, the model level is determined as shown in Table 4. According to Table 5 data, \( f = 210.2, \bar{f} = 26.55, S_1 = 115.74, S_2 = 65.86 \). The posterior error ratio \( C = 0.56 \) and the small error probability \( p = 1 \) were calculated. By comparing the posterior test table (see Table 4), it can be concluded that the prediction of patent application volume by the integrated bagging model is level 3 (generally satisfied). The verification of the actual application data above shows that the bagging model has high reliability for patent prediction.

**Table 4.** Posterior error test table.

| \( p \) Index | \( C \) Index | \( p \) Index | Model Class |
|---------------|---------------|---------------|-------------|
| \( >0.95 \)   | \( <0.35 \)   | \( >0.9 \)   | Level 1 (very satisfied) |
| \( >0.8 \)    | \( <0.5 \)    | \( >0.7 \)   | Level 2 (satisfied) |
| \( >0.7 \)    | \( <0.65 \)   | \( >0.7 \)   | Level 3 (generally satisfied) |
| \( <0.7 \)    | \( \leq 0.7 \) | \( \leq 0.7 \) | Level 4 (unqualified) |

**Table 5.** Actual and forecast number of patents.

| Year | Quantity (Actual Value) | Forecast Quantity | Residual Error |
|------|-------------------------|-------------------|---------------|
| 2001 | 209                     | 189               | 20            |
| 2002 | 178                     | 176               | 2             |
| 2003 | 241                     | 181               | 60            |
| 2004 | 243                     | 188               | 55            |
| 2005 | 358                     | 191               | 167           |
| 2006 | 304                     | 232               | 72            |
| 2007 | 364                     | 254               | 110           |
| 2008 | 405                     | 286               | 119           |
| 2009 | 368                     | 320               | 48            |
| 2010 | 376                     | 349               | 27            |
| 2011 | 219                     | 165               | 54            |
| 2012 | 69                      | 155               | 86            |
| 2013 | 124                     | 145               | 21            |
| 2014 | 89                      | 168               | 79            |
| 2015 | 95                      | 168               | 73            |
| 2016 | 91                      | 98                | 7             |
| 2017 | 110                     | 102               | 8             |
| 2018 | 92                      | 113               | 21            |
| 2019 | 105                     | 93                | 12            |
| 2020 | 164                     | 100               | 64            |

(3) Co-Integration and Error Correction Model (ECM).

The main theoretical basis of CI and ECM is that in many time series studies, the data fluctuation is not a stationary phenomenon, but a random process. In this method, difference methods (DM) are used to change the original unstable sequence into a stable one. For example, the equilibrium degree of short-term and long-term fluctuations is used to provide the model with higher prediction accuracy [52]. Therefore, this paper will verify the accuracy of the model again through this method, and the main analysis process is described below.
Step 1: The first step is to perform a unit root test on the actual value (variable A).

First of all, the trend chart is made for the actual value (variable A) data, as shown in Figure 6, from which the phenomenon of data containing the trend can be judged. Subsequently, augmented Dickey–Fuller (ADF) was used for testing. It can be seen from Table 6 that the insignificant \( p \)-Value in the original sequence test column (0.6869) means that the actual value (variable A) was non-stationary and there a unit root, so difference processing was required. Finally, the first-order difference sequence unit root test was performed on the actual sequence value (variable A). It can be seen from Table 6 that the \( p \)-Value in the column of the first-order difference sequence was significant (0.0430), which means that the sequence data of the actual value (variable A) was stationary. If the \( p \)-Value of the original sequence test was not significant, then the difference method would continue to process until the \( p \)-Value became significant.

![Figure 6. Trend diagram of real values (variable A).](image)

| Process                        | Level          | t-Statistic | Prob. * |
|--------------------------------|----------------|-------------|---------|
| Original sequence test         | ADFTS          | 1%          | −1.752625 | 0.6869  |
| Test critical values           |                |             | −4.532598 |         |
| First order difference sequence| ADFTS          | 1%          | −3.775465 | 0.0430 *|
| Test critical values           |                |             | −4.571559 |         |

Note 1: Augmented Dickey–Fuller Test Statistic (ADFTS). Note 2: \( * = p < 0.05 \).

Step 2: The second step is to perform unit root test on the theoretical predicted value (variable B).

This step was tested in the same way as the previous step, with a unit and test for the theoretically predicted value (variable B). Figure 7 shows that the data of the theoretically predicted value has a tendency, so the ADF test was carried out. The results of the ADF test are shown in Table 7. The insignificant \( p \)-Value (0.6280) in the sequence test column indicates that the theoretically predicted value (variable B) was a non-stationary phenomenon with a unit root, so differential processing was required. Finally, the first-order difference sequence unit root test was performed on the predicted value of sequence theory (variable B). It can be seen from Table 7 that the \( p \)-Value in the column of the first-order difference sequence
was significant (0.0245), which means that the sequence data of the theoretically predicted value (variable B) was a stationary phenomenon.

![Graph showing trend diagram of predicted value (variable B).](image)

**Figure 7.** Trend diagram of predicted value (variable B).

**Table 7.** Unit root test results of actual values (variable B).

| Process                      | ADFTS     | Level  | t-Statistic | Prob. * |
|------------------------------|-----------|--------|-------------|---------|
| Original sequence test       | ADFTS     | 1%     | −1.874321   | 0.6280  |
| Test critical values         |           |        | −4.532598   |         |
| First order difference sequence | ADFTS    | 1%     | −4.087372   | 0.0245 *|
| Test critical values         |           |        | −4.571559   |         |

Note 1: Augmented Dickey–Fuller Test Statistic (ADFTS). Note 2: * = p < 0.05.

Step 3: Third step is to test the stationarity of the residual sequence.

First, both the actual value and the theoretical prediction (variable A and variable B) are first-order differences, so a regression model can be established for co-integration analysis. Then, the least square method is used to estimate the regression model, and the residual sequence value can be obtained. Figure 8 shows the trend diagram of residual sequence values in each period. Finally, the unit root of residual error between the actual value and the theoretical value (variables A and B) was tested, and the results are shown in Table 8. It can be seen from Table 8 that the p-Value of ADF test result was significant (0.0000), which means that the residual sequence data were stable and the co-integration relationship between variables existed.
Step 4: Error correction model (ECM).

It is generated according to the first-order autoregressive distributed lag model (ECM), which describes the short-term fluctuation $\Delta y_t$ of the explained variable. $\left( \frac{\beta_0}{\beta_1 - 1} + y + \frac{\beta_2 + \beta_3}{\beta_1 - 1} x_t - 1 \right)$ is the error correction term, and $(\beta_1 - 1)$ is the coefficient of the error term, also known as the adjustment coefficient, which reflects the degree to which the short-term fluctuation of the variable deviates from the long-term equilibrium. Since there was a co-integration relationship between variables A and B, the ECM model could be established, and the residual sequence of the regression model obtained was the value of the error correction term ECM. We inputted the variables of the error correction term model, selected OLS for estimation, and obtained the error correction model results, as shown in Table 9. The coefficient of the error correction term ECM(−1) was estimated to be significant at the 20% test level, reflecting the extent to which the short-term error fluctuation of $-0.107$ deviates from the long-term equilibrium.

Table 9. Error correction model and equation estimation.

| Process          | Variable | Coefficient | Std. Error | t-Statistic | Prob. |
|------------------|----------|-------------|------------|-------------|-------|
| EECM (short-term error level) | C        | -2.503389   | 12.14467   | -0.206131   | 0.8397|
|                  | D(INC02) | 0.359942    | 0.177777   | 2.024687    | 0.0624|
|                  | ECM(−1)  | -0.107066   | 0.331128   | -0.323337   | 0.7512|
| EECM (long-term error level) | C        | -3.844246   | 10.35557   | -0.371225   | 0.7151|
|                  | D(INC02) | 0.354652    | 0.156139   | 2.271378    | 0.0364|

Note: estimation of error correction model (EECM).

As shown in Table 9, the coefficient of short-term error correction term [ECM(−1)] verified in this study was $-0.107$, taking the absolute value, so the estimated value of test
error tended to 11%. Similarly, the coefficient with a long-term error level of \([D(INC02)]\) was 0.354652, so the estimated test error was close to 35%. In summary, according to Lin et al. [53], as long as the estimated short-term test error value is less than 30% and the estimated long-term test error value is less than 37%, the model is feasible. However, the long-term estimated value of this study was 35% and the short-term estimated value was 10%. Therefore, the model error of this study is feasible.

In summary, there are three error verification methods in this study, the first is the accuracy comparison of different prediction methods, the second is the method using the posterior error test, and the third is the co-integration and error correction model. The results of the above three kinds of test errors show that the prediction method proposed in this study is reliable in error precision determination.

We adopted three error verification methods. The first is the accuracy comparison of different prediction methods, the second is the method of posterior error test, and the third is the co-integration and error correction model. According to the analysis results, the first ensemble (bagging) method was more accurate, the second model was generally satisfied, and the third model had a short-term fluctuation of \(-0.10 < -0.30\). According to Lin et al. (2011), as long as \(<0.3\), the model is an adaptation. Therefore, the model error of this paper is acceptable.

4.3. Forecast the Future Development Trend

In this study, the validity of the proposed method was verified by the accuracy of the validation results, so the global car body patent was forecast for the next 10 years. It can be observed from the predicted results that the number of patents decreased year by year from 161 in 2020 to 144 in 2030, with a projected decline rate of 15.28% over the next 10 years (Figure 9).

Figure 9. Prediction of number of patents by ensemble learning bagging method.

From 161 cases in 2021 to 154 cases in 2024, and to 148 cases in 2027, a decline is predicted in the rate of every three years. The total number of cases will drop 15.28 percent to 144 cases by 2030. This shows that the product technology lifecycle moves from maturity period to decline period. The results indicate that the research and development of rigid strength of car body are in a mature stage. At present, the development patents of body patent technology mostly take body rigidity as the main research and development technology. Although the body rigidity is strengthened to meet the requirements of safety materials (such as steel plates as structural parts and cover parts), it also increases the load
of the car itself. It may cause problems in environmental protection and energy-saving that do not conform to economic effects and carbon emissions. Therefore, new and other technologies (such as energy-saving engines) should be developed at the same time to overcome such problems. In the research conclusion, this study will put forward future suggestions on the analysis results.

5. Conclusions

In this study, a new forecasting method, the “concept of technology maturity combined with machine learning model” was proposed to model and forecast the status quo of patented technology in the automobile industry. It is expected that the proposed method can provide decision makers and managers in the automotive industry with an accurate prediction of the future trend of new technologies or products in the industry market before investing in new technologies or product research and development, so as to reduce the significant losses of enterprises caused by patent disputes. In addition, this study was modeled and analyzed by a case study of body patent technology in China’s automobile industry, and the results prove that the proposed model has stability and applicability in patent prediction results. What is important is that this method can provide a systematic and scientific decision-making reference for decision makers or managers in the automotive industry to use when making new technology or product research and development plans, and bring value to academic and practical circles. Finally, according to the results of this study, suggestions for the industry and academia are put forward as follows.

First, our advice to the industry is as follows: According to the S-curve of the theory of inventive problem-solving theory (TIPS) [54], the technological evolution of products can be divided into infancy (initial stage), the growth stage, the maturity stage, and the decline stage. The lifecycle of the technical system can be judged according to the curve characteristics of the product.

According to the comparison of patent quantity and the S-shaped curve in Figure 10, patents in the whole region started between 1980 and 2030. From 1980 to 1990 is the beginning period. From 2001 to 2010, the number of cases increased from 209 to 376, belonging to the growth stage. From 2011 to 2020, the number of cases decreased from 219 to 164, belonging to the mature stage. The number of cases is expected to decrease from 164 to 144 between 2020 and 2030. The maturity period is characterized by a slight decrease in the number of patents every year, and a slight increase in performance parameters and the invention level, which belong to the first level. Therefore, it is judged that the maturity period of automobile body technology will gradually decline until 2030. The predicted value is the same as the PLC theory (S-shaped curve), so specific countermeasures are proposed for the future. It is suggested to follow the TIPS theory to improve the ideal degree law, improve the system parameters at the present stage, and reduce the production cost. Where possible, patents can cross-license patents to other companies and predict the patented technology and efficiency of other parts of the car. For example, for the front-body collision technology, the application of the technology route can plan the product technology blueprint and the layout of key patents in the next 5–10 years, so as to increase the company’s research and development competitiveness, and can also authorize patents to increase corporate profits.
Based on the results of the analysis, the load problems related to the current body rigidity design and research and the development objectives of the automotive industry in the next 10 years are described as follows.

(1) **Strategic objectives for short-term development (1–3 years):**

Starting from 2021, the short-term trend is 161–156 patents. It is suggested that aluminum, magnesium alloy, and fiber-reinforced composite materials should be selected appropriately for short-term strategic development. In terms of design, optimization design should be carried out according to material characteristics and performance requirements. Cold forming should be the main process, and hot forming, roll forming, and laser welding should be the minor methods. The short-term goal is to reduce body weight by 18%.

(2) **Strategic objectives of medium-term development (1–5 years):**

In the medium term, the number of patents went from 161 to 152. In the mid-term strategic development, the application of aluminum, magnesium alloy, and carbon fiber-reinforced composite materials in the car body should be expanded. Structured materials with performance-integrated lightweight multi objective collaborative optimization designs should be adopted. In terms of technology, hot forming, warm forming, and internal high-pressure forming should be the main processes, and extrusion forming, bending, and thermosetting fiber material should be supplementary processes. The mid-term goal is to reduce body weight by 30%.

(3) **Strategic objectives of long-term development (1–10 years):**

In the long term, the number of patents went from 161 to 144. In the long-term strategic development, the selection of materials should be mainly fiber composite materials, supplemented by light alloy and high strength steel. The design can be integrated with the requirements of the manufacturing process and cost control. In terms of technology, thermoplastic fiber material forming, extrusion forming, bending forming, warm forming, and hot forming should be considered supplementary. The long-term goal is to reduce body weight by 40%. Automobile body patent technology may have produced core technologies, so the number of patent applications will decrease. Hence, patent types will be mainly related to application methods in the future.

Second, our advice to academics is as follows: In this study, traditional statistical methods and machine learning were used to predict the number of patents, while contin-
uous quantification was also used to predict the number of patents. It is suggested that the application of text-based machine learning to patent analysis could be further studied. Secondly, in recent years, the growth of new energy vehicles has been substantial, and the technical problems encountered by the development of traditional fuel vehicles in the automobile body are worth studying.
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