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Abstract

We study bracketing covering numbers for spaces of bounded convex functions in the $L_p$ norms. Bracketing numbers are crucial quantities for understanding asymptotic behavior for many statistical nonparametric estimators. Bracketing number upper bounds in the supremum distance are known for bounded classes that also have a fixed Lipschitz constraint. However, in most settings of interest, the classes that arise do not include Lipschitz constraints, and so standard techniques based on known bracketing numbers cannot be used. In this paper, we find upper bounds for bracketing numbers of classes of convex functions without Lipschitz constraints on arbitrary polytopes. Our results are of particular interest in many multidimensional estimation problems based on convexity shape constraints.

Additionally, we show other applications of our proof methods; in particular we define a new class of multivariate functions, the so-called $m$-monotone functions. Such functions have been considered mathematically and statistically in the univariate case but never in the multivariate case. We show how our proof for convex bracketing upper bounds also applies to the $m$-monotone case.
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1. Introduction and Motivation

To quantify the size of an infinite dimensional set, the pioneering work of [35] studied the so-called metric entropy of the set, which is the logarithm of the metric covering number

---
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of the set. In this paper, we are interested in a related quantity, the bracketing entropy for a class of functions, which serves a similar purpose as metric entropy. Metric or bracketing entropies quantify the amount of information it takes to approximate any element of a set with a given accuracy $\epsilon > 0$. This quantity is important in many areas of statistics and information theory; in particular, the asymptotic behavior of empirical processes and thus of many statistical estimators is fundamentally tied to the entropy of related classes of functions under consideration [19].

Let $\mathcal{F}$ be a set of functions on some space $\mathcal{X}$ and let $\rho$ be a metric on $\mathcal{F}$. Given a pair of functions $l, u$ on $\mathcal{X}$, a bracket $[l, u]$ is the set of all functions $f: \mathcal{X} \to \mathbb{R}$ with $l \leq f \leq u$ pointwise. For $\epsilon > 0$, we say $[l, u]$ is an $\epsilon$-bracket (for $\rho$) if $\rho(l, u) \leq \epsilon$. Then the $\epsilon$-bracketing number of $\mathcal{F}$, denoted $N_{\epsilon}([l,u],\mathcal{F},\rho)$, is the smallest integer $N$ such that there exist $\epsilon$-brackets $[l_i,u_i], i = 1, \ldots, N$, such that for all $f \in \mathcal{F}$, $f \in [l_i,u_i]$ for some $i$. (We do not actually force $l_i,u_i \in \mathcal{F}$.) The bracketing entropy is the logarithm of the bracketing number. Like metric entropies, bracketing entropies are fundamentally tied to rates of convergence of certain estimators (see e.g., [5], [42], [28]). In this paper, we study the bracketing entropy of classes of convex functions. Our interest is motivated by the study of nonparametric estimation of functions satisfying convexity restrictions, such as the least-squares estimator of a convex or concave regression function on $\mathbb{R}^d$ (e.g., [40], [31]), possibly in the high dimensional setting [45], or estimators of a log-concave or $s$-concave density (e.g., [41], [34], [33], [14, 15, 16], among others). Entropy bounds, of the metric or bracketing type, are directly relevant for studying asymptotic behavior of estimators in these contexts.

Fix the dimension $d \in \{2,3,\ldots\}$. Let $D \subset \mathbb{R}^d$ be a convex set, let $v_1, \ldots, v_d \in \mathbb{R}^d$, be linearly independent vectors, let $B, \Gamma_1, \ldots, \Gamma_d$ be positive reals, and let $\mathbf{v} = (v_1, \ldots, v_d)$ and $\Gamma = (\Gamma_1, \ldots, \Gamma_d)$. For $f: D \to \mathbb{R}$, let $L_{p,D}(f) \equiv L_{p}(f) = (\int_{D} f(x)^p \, dx)^{1/p}$ for $1 \leq p < \infty$, and let $L_{\infty}(f) = \sup_{x \in D} |f(x)|$. We will let $\mathcal{C}$ with various arguments denote different classes of convex functions. We let $\mathcal{C} \equiv \mathcal{C}_d$ be the class of convex functions on $\mathbb{R}^d$, where we consider all convex functions $f$ to be defined on all of $\mathbb{R}^d$ and to take the value $\infty$ off of its effective domain $\text{dom}(f) := \{x \in \mathbb{R}^d : f(x) < \infty\}$ [38]. (This approach does not affect bracketing numbers.) For a function $f$ and a set $D \subset \mathbb{R}^d$, we will use the notation $f: D \to \mathbb{R}$ to mean that $\text{dom}(f) = D$ and we let $\mathcal{C}(D) \equiv \mathcal{C}(D)$ be the class of convex functions on $\mathbb{R}^d$ with $\text{dom}(f) = D$. Then we let

$$
\mathcal{C}(D,B,\Gamma,\mathbf{v}) := \{ f \in \mathcal{C}(D) : L_{\infty}(f) \leq B, |f(x + \lambda v_i) - f(x)| \leq \Gamma_i |\lambda| \text{ if } x, x + \lambda v_i \in D \}
$$

(1)
be the class of convex functions on $D$ satisfying uniform boundedness and Lipschitz constraints given by $B$ and $\Gamma$. When $\{v_1, \ldots, v_n\}$ is the standard basis of $\mathbb{R}^d$, we just write $\mathcal{C}(D, B, \Gamma)$ for this class. If $D$ is the hyperrectangle $\prod_{i=1}^d [a_i, b_i]$ (with $a_i < b_i$), then [7] and [20] (chapter 8) show that if $0 < \epsilon \leq \epsilon_0$ (for some $\epsilon_0 > 0$) then

$$\log N(\epsilon, \mathcal{C}(\prod_{i=1}^d [a_i, b_i], B, \Gamma), L_\infty) \leq C \epsilon^{-d/2}$$

for a constant $C \equiv C_{D,B,\Gamma}$. Here, $N(\epsilon, \mathcal{F}, \rho)$ is the $\epsilon$-covering number of $\mathcal{F}$ in the metric $\rho$, which is defined to be the smallest number of balls of $\rho$-radius $\epsilon$ that cover $\mathcal{F}$, and $\log N(\epsilon, \mathcal{F}, \rho)$ is the corresponding metric entropy of $\mathcal{F}$, discussed in the first paragraph of this paper.

One would like to use (2) in the study of asymptotic properties of the statistical estimators discussed above. Unfortunately, the function classes that arise in those problems generally do not include Lipschitz constraints, and so the class $\mathcal{C}(D, B, \Gamma)$ is not of immediate use. Furthermore, it turns out that without Lipschitz constraints, the $L_\infty$ covering or bracketing numbers are not bounded. Thus, instead of using the $L_\infty$ distance, we may consider using the $L_p$ distances, $1 \leq p < \infty$. Let $\mathcal{C}(D, B)$ be the class of convex functions on $D$ with uniform bound $B$ (and no Lipschitz constraints). Then [18] and [30] found bounds when $d = 1$ and $d > 1$, respectively, for metric entropies of $\mathcal{C}(D, B)$: they showed that $\log N(\epsilon, \mathcal{C}(D, B), L_p) \lesssim \epsilon^{-d/2}$, again with $D$ a hyperrectangle and $1 \leq p < \infty$. Here $\lesssim$ means $\leq$ up to a constant which does not depend on $\epsilon$ (but does depend on $D$, $B$, and $p$). The $d = 1$ case (from [18]) was the fundamental building block in computing global rates of convergence of the univariate log-concave and $s$-concave MLEs in [14]. In the corresponding statistical problems when $d > 1$, the domain of the functions under consideration is not restricted to be a hyperrectangle but rather may be an arbitrary convex set $D$. Thus the results of [30] are not immediately applicable, and there is need for results on more general convex domains $D$ with a more complicated boundary and no Lipschitz constraints.

In this paper we are indeed able to generalize the results of [30] considerably by finding bracketing entropy upper bounds for all (convex) polytopes $D$, attaining the bound

$$\log N_{||}(\epsilon, \mathcal{C}(D, B), L_p) \lesssim \epsilon^{-d/2}$$

with $1 \leq p < \infty$, $D$ a polytope, and $0 < B < \infty$; this result is given in Theorem 3.5. Note that we work with bracketing entropy rather than metric entropy. Bracketing entropies are
larger than metric entropies for the $L_p$ metrics,

$$N(\epsilon, \mathcal{F}, L_p) \leq N(\frac{\epsilon}{2}, \mathcal{F}, L_p), \quad \text{for } 1 \leq p \leq \infty, \quad \text{and } N(\epsilon, \mathcal{F}, L_\infty) = N(\frac{\epsilon}{2}, \mathcal{F}, L_\infty), \quad (4)$$

[42, p. 84], so our bracketing entropy bounds imply metric entropy bounds of the same order.

Along the way, we also generalize the results of [7] to bound the $L_\infty$ bracketing numbers of $\mathcal{C}(D, B, \Gamma)$ when $D$ is arbitrary. One of the benefits of our method is its constructive nature. We initially study only simple polytopes (defined in Subsection 3.2) and in that case we pay careful attention to how the constants depend on $D$.

In Section 5, we consider two further applications of our methods and ideas. In Subsection 5.1 we define a new class of functions, the so-called multivariate $m$-monotone functions. In the univariate setting $m$-monotone functions have been studied mathematically ([43, 44], and references therein) and statistically [1, 2, 26], but to the best of our knowledge there has been no consideration or even definition of $m$-monotone functions in the multivariate case. We define a class and show that our proof for the bracketing upper bound for convex functions applies to the case of $m$-monotone functions. This is given in Theorem 5.16.

In Subsection 5.2 we consider level set estimation (where the $\lambda$-level set of a function $f$ is $\{x : f(x) = \lambda\}$). Nonparametric level set estimation has gained increasing attention in recent years, since it can capture very complex dependencies in a distribution or dataset. In Bayesian analysis, the level set of the posterior distribution is commonly used to form a credible set, and this level set often has to be estimated based on samples generated from the Markov chain Monte Carlo method. There are a large number of other settings where level set estimation arises; see, for instance, the introduction of [17]. Here, we consider convex level set estimation. For a recent review of convexity-based methods in set estimation, see [8]. In Subsection 5.2, we present upper bounds for the so-called local entropy of level sets of convex functions. These upper bounds are an important step in proving that fast rates of convergence may be achievable when one is estimating a polytopal level set of a convex function.

During the course of the development of this paper, we became aware of the related work [27], which was developed simultaneously and separately from our paper. In [27], the authors demonstrate in their Theorem 1.6 that if $D$ is a sphere then (3) fails when $p(d-1) > d$. This shows that if $D$ is not a polytope the situation may be more complicated than when $D$ is a polytope. They also find upper bounds of order $\epsilon^{-d/2}$ when $D$ is a polytope. Their methods are quite different than ours and in particular they do not explicitly construct their bracketing set but rather rely on an algebraic relation (see their function $g(\cdot, \cdot, \cdot)$ in
their Section 2.5); our method on the other hand is explicitly constructive. Our constants differ from those of [27]. Our constants depend on the volume (measured in the appropriate dimension) of the faces of the polytope \( D \), which is perhaps an interesting phenomenon (and is (distantly) reminiscent of the Minkowski-Steiner formula [23]). Besides the fact that our constants differ from those of [27] and reflect the geometry of \( D \), the constructive nature of our approach enables consideration of other problems, not considered by [27], which we do in Section 5 (as described above).

This paper is organized as follows. In Section 2 we prove bounds for bracketing entropy of classes of convex functions with Lipschitz bounds, using the \( L_\infty \) metric. We use these to prove our main result, Theorem 3.5, for the bracketing entropy of classes of convex functions without Lipschitz bounds in the \( L_p \) metrics, \( 1 \leq p < \infty \), which we do in Section 3. We defer some of the details of the proofs to Section 4. In Section 5 we study two more problems. In Subsection 5.1 we consider bracketing numbers related to univariate and multivariate \( m \)-monotone function classes. In Subsection 5.2 we consider local entropies related to level set estimation. There is a notation index at the end of the document.

2. Bracketing with Lipschitz Constraints

If we have sets \( D_i \subset \mathbb{R}^d, i = 1, \ldots, M \), for \( M \in \mathbb{N} \), and \( D \subset \bigcup_{i=1}^{M} D_i \) then for \( \epsilon_i > 0 \), \( 0 < p < \infty \), and any class of functions \( \mathcal{F} \),

\[
N_{\parallel} \left( \left( \sum_{i=1}^{M} \epsilon_i^p \right)^{1/p}, \mathcal{F}, L_p \right) \leq \prod_{i=1}^{M} N_{\parallel} (\epsilon_i, \mathcal{F}|_{D_i}, L_p),
\]

where, for a set \( G \), we let \( \mathcal{F}|_G \) denote the class \( \{ f|_G : f \in \mathcal{F} \} \) where \( f|_G \) is the restriction of \( f \) to the set \( G \). We will apply (5) to a cover of \( D \) by sets \( G \) with the property that \( \mathcal{C} (D, 1) \mid_G \subsetneq \mathcal{C} (G, 1, \Gamma) \) for some bounded vector \( \Gamma \), so that we can apply bracketing results for classes of convex functions with Lipschitz bounds. Thus, in this section, we develop the needed bracketing results for such Lipschitz classes, for arbitrary (bounded) convex domains \( D \). Recall the definition of \( \mathcal{C} (D, B, \Gamma, v) \) and \( \mathcal{C} (D, B, \Gamma) \) from (1). When we have Lipschitz constraints on convex functions, we will see that the situation for forming brackets for \( \mathcal{C} (D, 1, \Gamma) \) with \( D \subset [0, 1]^d \) is essentially the same as for forming brackets for \( \mathcal{C} ([0, 1]^d, 1, \Gamma) \).

Theorem 3.2 from [30] gives the result of the below Theorem 2.1 when \( D = \prod_{i=1}^{d} [a_i, b_i] \); we now extend it in Theorem 2.1 to the case of a general \( D \). When we consider convex
functions without Lipschitz constraints, we will partition $D$ into sets that are contained in parallelotopes and apply Theorem 2.1 to those sets.

**Theorem 2.1.** Let $a_i < b_i$ and let $D \subset \prod_{i=1}^d [a_i, b_i]$ be a convex set. Let $\Gamma = (\Gamma_1, \ldots, \Gamma_d)$ and $0 < B, \Gamma_1, \ldots, \Gamma_d < \infty$. Then there exists a positive constant $c \equiv c_d$ such that

$$
\log N([\epsilon \text{ Vol}_d(D)^{1/p}, \mathcal{C}(D, B, \Gamma), L_p]) \leq \log N([\epsilon, \mathcal{C}(D, B, \Gamma), L_{\infty}]) \leq c \epsilon^{-d/2} \left( B + \sum_{i=1}^d \Gamma_i (b_i - a_i) \right)^{d/2}
$$

(6) for $\epsilon > 0$ and $p \geq 1$.

Here, $\text{Vol}_d(D)$ is the $d$-dimensional volume (Lebesgue measure) of the set $D$. The proof is given in [13]; we leave it out here due to space limitations.

### 3. Bracketing without Lipschitz Constraints

In the previous section we bounded bracketing entropy for classes of functions with Lipschitz constraints. In this section we remove those Lipschitz constraints. With Lipschitz constraints we could consider arbitrary domains $D$, but without the Lipschitz constraints we need more restrictions: now we will take $D$ to be a simple polytope (defined below). We now define notation and assumptions we will use for the remainder of the document.

#### 3.1. Notation and Terminology

For $y, z \in \mathbb{R}^d$ let $\langle y, z \rangle := \sum_{i=1}^d y_i z_i$, let $\|z\|^2 := \langle z, z \rangle$, and for two sets $C, D \subset \mathbb{R}^d$, define the Hausdorff distance between them by

$$
l_H(C, D) := \max \left( \sup_{x \in C} \inf_{y \in D} \|x - y\|, \sup_{y \in D} \inf_{x \in C} \|x - y\| \right).
$$

Let $B_d(z, R) = B(z, R) := \{ x \in \mathbb{R}^d : \|x - z\| \leq R \}$.

We will consider only the case $d \geq 2$ since the result when $d = 1$ is given in [18]. Recall that for a convex set $G$, a set $F \subset G$ is a face of $G$ if $F$ is either $\emptyset$ (the empty set), $G$, or if $F = G \cap H$ for some supporting hyperplane $H$ [38] of $G$. A set $F \subset G$ is a facet of $G$ if $F$ is a $(d - 1)$-dimensional face (see e.g., [29]). We will focus on simple polytopes first (see Assumption 1). A simple polytope is one in which all $(d - k)$-dimensional faces (abbreviated “$(d - k)$-faces”) of $D$ have exactly $k$ incident facets for $k \in \{0, \ldots, d\}$. The simple polytopes are dense in the class of all polytopes in the Hausdorff distance (page...
Theorem 12.14 of [29]). Any convex polytope can be triangulated into $O(n^{d/2})$ simplices (which are simple polytopes) if the polytope has $n$ vertices (see e.g. [11]), and so we can translate our theorem into a result for a general polytope $D$; see Corollary 3.7. For two sets $A$ and $B$ let $A + B := \{a + b : a \in A, b \in B\}$. For a vector $v \in \mathbb{R}^d$, we let $[0, v] := \{\lambda v : \lambda \in [0, 1]\}$. For a set $G$, let $d^+(x, G, e) := \inf \{K \geq 0 : (x + Ke) \cap G \neq \emptyset\}$ (which may in general be infinite). For a point $x$, a set $H$, and a unit vector $v$, let

$$d(x, H, v) := \inf \{|k| : x + kv \in H\} = \min \{d^+(x, H, v), d^+(x, H, -v)\}$$

be the distance from $x$ to $H$ along the vector $v$, and for a set $E$, let $d(E, H, v) := \inf_{x \in E} d(x, H, v)$.

We let $\partial G$ be the boundary of $G$ in $\mathbb{R}^d$, and we let $\partial_r G$ be the relative boundary of $G$, the set difference between the closure of $G$ and the relative interior of $G$ (e.g., page 44 of [38]). Let $\text{Vol}_{d-k}(G)$ be the $(d-k)$-dimensional volume of $G$ (and, in particular, $\text{Vol}_0(G)$ is the number of elements in $G$). 2 For $a, b \in \mathbb{R}$, we let $a \vee b$ be the maximum of $a$ and $b$, and $a \wedge b$ be the minimum of $a$ and $b$. For two vectors $e, v \in \mathbb{R}^d$ and a linear subspace $V$ of $\mathbb{R}^d$, we write $e \perp v$ if $\langle e, v \rangle = 0$, we write $e \perp V$ if $e \perp v$ for all $v \in V$, and we let $V^\perp$ be the orthogonal complement linear subspace of $V$ in $\mathbb{R}^d$.

3.2. Definitions and Assumptions

In what follows, we will assume that $D$ is a polytope, meaning that for some $N \in \mathbb{N}$, $D = \cap_{j=1}^N E_j$ where $E_j := \{x \in \mathbb{R}^d : \langle v_j, x \rangle \geq p_j\}$ are halfspaces with inner normal unit vectors $v_j$ such that $v_i \neq v_j$ if $i \neq j$, and where $p_j \in \mathbb{R}$, for $j = 1, \ldots, N$. Let $H_j := \{x \in \mathbb{R}^d : \langle x, v_j \rangle = p_j\}$ be the corresponding hyperplanes and let $F_j := H_j \cap D$ be the corresponding facets of $D$. For $k \in \{0, \ldots, d\}$, we will define $J_k$ to index the $(d-k)$-faces of $D$. First let $\tilde{J}_k := \{(j_1, \ldots, j_k) \in \{1, \ldots, N\}^k : j_1 < \cdots < j_k\}$, and for $j \in \tilde{J}_k$, let

$$G_j := \cap_{\alpha=1}^k H_{j_\alpha} \cap D \text{ if } k \neq 0, \text{ and let } G_j = D \text{ if } k = 0.$$ 

Now let $J_0 = \{1\}$, and for $k \in \{1, \ldots, d\}$, let $J_k := \{j \in \tilde{J}_k : G_j \neq \emptyset\}$. The face $G_j$, $j \in J_k$, is $(d-k)$-dimensional and $H_{j_1} \cap D, \ldots, H_{j_k} \cap D$ are the only facets of $D$ containing $G_j$, by Theorem 12.14 of [6]. Thus, by John’s theorem, Theorem 5.22 ([32], see also [3] or [4]),

2In general, $\text{Vol}_{d-k}$ can be defined rigorously using the so-called $(d-k)$-dimensional Hausdorff measure. We will only need the $(d-k)$-dimensional volume of polytopes contained in affine spaces, and in such cases the definition is straightforward (and only requires Lebesgue measure).
there exists $x_j \in G_j$ such that $G_j - x_j$ contains a $(d-k)$-dimensional ellipsoid $A_j - x_j$ of maximal $(d-k)$-dimensional volume and such that

$$A_j - x_j \subset G_j - x_j \subset d(A_j - x_j).$$

(8)

Let $\gamma_{j,\alpha}/2 := d^+(x_j, \partial A_j, e_\alpha)$ be the radius of $A_j$ in the direction $e_{j,\alpha}$, where $e_{j,k+1}, \ldots, e_{j,d}$ are the orthonormal unit vectors given by the axes of the ellipsoid $A_j - x_j$. Let $E_j := \text{span} \{e_{j,k+1}, \ldots, e_{j,d}\}$ be the linear space containing $G_j - x_j$. Let $A$ be an integer and $u$ a positive real number, and let

$$0 = \delta_0 < \delta_1 < \cdots < \delta_A < u < \delta_{A+1} < \delta_{A+2} = \infty$$

(9)

be a sequence. This sequence as well as $A$ and $u$ will be specified in greater detail later. For $k \in \{1, \ldots, d\}$, let $I_k := \{0, \ldots, A\}$, and let $I_0 := \{A\}$. For $k \in \{1, \ldots, d\}$, $i = (i_1, \ldots, i_k) \in I_k$, and $j = (j_1, \ldots, j_k) \in J_k$ let

$$G_{i,j} := \{x \in D : \delta_{i_\alpha} \leq d(x, H_{j_\alpha}, v_{j_\alpha}) \leq \delta_{i_\alpha+1} \text{ for } \alpha = 1, \ldots, N\}$$

(10)

where in the previous display for $\alpha > k$ we let $i_\alpha = A + 1$ and $j_\alpha$ take on the values in $\{1, \ldots, N\} \setminus \{j_1, \ldots, j_k\}$ (in any order). For the $k = 0$ case, let $G_{A,1} := \{x \in D : d(x, \partial D) \geq u\}$. These sets are not paralleloptopes, since for $\alpha > k$, $\delta_{i_\alpha+1} = \infty$. However, for any $x \in G_j$, $(G_{i,j} - x) \cap \text{span} \{v_{j_1}, \ldots, v_{j_\beta}\}$, for $\beta \leq k$, is contained in a $\beta$-dimensional paralleloptope by construction; this will be used to understand the volume of $G_{i,j}$. We will eventually define $u$ such that $D \subset \bigcup_{k=0}^d \bigcup_{j \in J_k} G_{i,j}$ (see Lemma 3.3).

The setup for our first main results is summarized in the following assumption.

**Assumption 1.** Let $d \geq 2$, let the definitions of the above Subsection 3.2 hold, and let $D \subset \mathbb{R}^d$ be a simple convex polytope.

Additionally, define the support function for a convex set $D$ to be, for $x \in \mathbb{R}^d$ with $\|x\| = 1$, $h(D, x) := \max_{d \in D} \langle d, x \rangle$. Then the width function is, for $\|u\| = 1$, $w(D, u) := h(D, u) + h(D, -u)$, which gives the distance between supporting hyperplanes of $D$ with inner normal vectors $u$ and $-u$, respectively, and let $\text{diam}(D) := \sup_{\|u\|=1} w(D, u)$ be the diameter of $D$.

### 3.3. Main Results

We want to bound the slope of functions $f \in C(D, 1)|_{G_{i,j}}$, so that we can apply bracketing bounds on convex function classes with Lipschitz bounds. Note that each $G_{i,j}$ is
distance \( \delta_{i,\alpha} \) in the direction of \( v_{j,\alpha} \) from \( H_{j,\alpha} \), which means that if \( f \in C(D,1) \mid_{G_{i,j}} \) then \( f \) has Lipschitz constant bounded by \( 2/\delta_{i,\alpha} \) along the direction \( v_{j,\alpha} \). However, the vectors \( v_{j,\alpha} \) are not orthonormal, so the distance from \( G_{i,j} \) along \( v_{j,\alpha} \) to a hyperplane other than \( H_{j,\alpha} \) may be smaller than \( \delta_{i,\alpha} \).

Note that if \( P \subset \mathbb{R} \subset \mathbb{R}^d \) where \( \mathbb{R} \) is a hyperrectangle and \( P \) is a parallelotope defined by vectors \( v_1, \ldots, v_d \), then if \( A \) is a linear map with \( v_1, \ldots, v_d \) as its eigenvectors (thus rescaling \( P \)), then \( AR \) will not necessarily still be a hyperrectangle, i.e. its axes may no longer be orthogonal. Thus, we cannot argue by simple scaling arguments that bracketing numbers for \( P \) scale with the lengths along the vectors \( v_i \).

For each \( G_{i,j} \) we will find an orthonormal basis such that \( G_{i,j} \) is contained in a rectangle \( R \) whose axes are given by the basis and whose lengths along those axes (i.e., widths) are bounded by a constant times the width of one of the normal vectors \( v_{j,\alpha} \). Furthermore, the distance from \( R \) along each basis vector to \( \partial D \) will be bounded by the distance from \( G_{i,j} \) along \( v_{j,\alpha} \) to \( H_{j,\alpha} \). This will give us control of both the Lipschitz parameters and the widths corresponding to the basis, and thus control of the bracketing number for classes of convex functions. We rely on the following basic lemma.

**Lemma 3.1.** If \( f \in C(D,B) \), \( B > 0 \), and \( x \in D \) is such that \( d(x, \partial D, e_\alpha) \geq \delta > 0 \) then

\[
\left| \frac{\partial}{\partial x_i} f(x) \right| \leq \frac{2B}{\delta}
\]

where the derivative stands for both the right and left derivative of \( f \).

**Proof.** Let \( z_1 = x - \gamma_1 e_\alpha \) and \( z_2 = x + \gamma_2 e_\alpha \), \( \gamma_1, \gamma_2 > 0 \), both be elements of \( \partial D \), so that by convexity we have for any \( h \in [-\gamma_1, \gamma_2] \),

\[
\frac{-2B}{\delta} \leq \frac{f(z_2) - f(z_1)}{\delta} \leq \frac{f(x + he_\alpha) - f(x)}{h} \leq \frac{f(z_2) - f(z_1 + he_\alpha)}{\delta} \leq \frac{2B}{\delta}.
\]

Thus, \( f \) satisfies a Lipschitz constraint in the direction of \( e_\alpha \). \( \Box \)

The following proposition constructs a basis and gives control for the basis elements in \( \text{span} \{G_j\} \). For the basis elements perpendicular to \( \text{span} \{G_j\} \), control is given by Lemma 4.3 and Lemma 4.4 in Section 4.

**Proposition 3.2.** Let Assumption 1 hold for a convex polytope \( D \). For each \( k \in \{0, \ldots, d\} \), \( i \in I_k, j \in J_k \), and each \( G_{i,j} \), there is an orthonormal basis \( e_{i,j} \equiv e := (e_1, \ldots, e_d) \) of \( \mathbb{R}^d \) such that for any \( f \in C(D,B) \mid_{G_{i,j}} \), \( f \) has Lipschitz constant \( 2B/\delta_{i,\alpha} \) in the direction \( e_\alpha \),
where \( \delta_{i\alpha} = \delta_{A+1} \) if \( k + 1 \leq \alpha \leq d \). Furthermore, there exists a permutation \( \pi \) of \( (1, \ldots, k) \) such that for \( \alpha = 1, \ldots, k \), \( e_{i, \alpha} \equiv e_{\alpha} \) satisfies

\[
e_{\alpha} \in \text{span} \{ v_{j_{\pi(1)}}, \ldots, v_{j_{\pi(\alpha)}} \}, \quad e_{\alpha} \perp \text{span} \{ v_{j_{\pi(1)}}, \ldots, v_{j_{\pi(\alpha-1)}} \}, \quad \text{and} \quad \langle e_{\alpha}, v_{j_{\pi(\alpha)}} \rangle > 0, \tag{12}
\]

and for \( \alpha \in \{k+1, \ldots, d\} \), \( e_{\alpha} \perp \text{span} \{ v_{j_{\pi(1)}}, \ldots, v_{j_{\pi(k)}} \} =: V \). In particular, we may take \( e_{k+1}, \ldots, e_d \) to be the orthonormal unit axis vectors of \( A_j - x_j \) as defined on page 8.

Thus it is immediate that neither \( V \) nor \( V^\perp \) depend on \( i \).

Proof. Without loss of generality, for ease of notation we assume in this proof that \( j_\beta = \beta \) for \( \beta = 1, \ldots, k \), and then that

\[
\delta_{i_1} \leq \delta_{i_2} \leq \cdots \leq \delta_{i_k} = \cdots = \delta_N,
\]

where we let \( i_\alpha = A+1 \) for \( k < \alpha \leq N \). That is, we assume that \( H_1, \ldots, H_k \) are the nearest hyperplanes to \( G_i, j \), in order of increasing distance; we then take \( \pi \) to be the identity.

To define the orthonormal basis vectors, we will use a Gram-Schmidt orthonormalization, proceeding according to increasing distances from \( G_i, j \) to the hyperplanes \( H_j \). Define \( e_1 := v_1 \) and for \( 1 < j \leq k \), define \( e_j \) inductively by

\[
e_j \in \text{span} \{ v_1, \ldots, v_j \}, \quad e_j \perp \text{span} \{ v_1, \ldots, v_{j-1} \}, \quad \langle e_j, v_j \rangle > 0, \quad \text{and} \quad \| e_j \| = 1.
\]

Let \( e_{k+1}, \ldots, e_d \) be orthonormal unit vectors given by the axes of the ellipsoid \( A_j - x_j \). Note that these vectors form an orthonormal basis of \( \text{span} \{ v_1, \ldots, v_k \}^\perp \) because \( \text{span} \{ e_{k+1}, \ldots, e_d \} = \text{span} (G_j - x_j) \) is perpendicular to \( \text{span} \{ v_1, \ldots, v_k \} \) by definition. For \( \alpha \in \{1, \ldots, k\} \), for any \( x \in G_i, j \), since \( d(x, H_\alpha, v) \) achieves its minimum when \( v \) is \( v_\alpha \),

\[
d(x, H_\alpha, e_\alpha) \geq d(x, H_\alpha, v_\alpha) \geq \delta_{i_\alpha},
\]

\[
d(x, H_j, e_\alpha) \geq d(x, H_j, v_j) \geq \delta_{i_j} \geq \delta_{i_\alpha}, \quad \text{for all} \ N \geq j > \alpha, \quad \text{and}
\]

\[
d(x, H_j, e_\alpha) = \infty > \delta_{i_\alpha} \quad \text{for all} \ N > \alpha,
\]

since \( e_\alpha \perp \text{span} \{ v_1, \ldots, v_{\alpha-1} \} \). Similarly, for \( \alpha \in \{k+1, \ldots, d\} \),

\[
d(x, H_j, e_\alpha) \geq d(x, H_j, v_j) \geq \delta_{A+1}, \quad \text{for all} \ N \geq j \geq k+1, \quad \text{and}
\]

\[
d(x, H_j, e_\alpha) = \infty > \delta_{A+1} \quad \text{for all} \ j \leq k,
\]

since \( e_\alpha \perp \text{span} \{ v_1, \ldots, v_k \} \). Thus, we have \( d(G_i, j, H_j, e_\alpha) \geq \delta_{i_\alpha} \) for \( \alpha \in \{1, \ldots, d\} \) and for \( j \in \{1, \ldots, N\} \). That is, we have shown

\[
d(G_i, j, \partial D, e_\alpha) \geq \delta_{i_\alpha} \quad \text{for all} \ \alpha \in \{1, \ldots, d\}. \tag{13}
\]

Thus by (11), \( f \) has Lipschitz bound \( 2B/\delta_{i_\alpha} \) in the direction \( e_\alpha \). \( \square \)
The next lemma is necessary for us to be able to apply (5). To state it, we first define some constants. For \( k \in \{1, \ldots, d\} \), let \( d_{i,j,k} := d(E_i, F_j) \) where \( E_i, i = 1, \ldots, N_k \), is a \((d-k)\)-face and \( F_j, j = 1, \ldots, N \), is a facet. Then let

\[
r_D := \min \{ d_{i,j,k} : d_{i,j,k} \neq 0, k \in \{1, \ldots, d\} \} > 0.
\]

Let

\[
u \equiv u_D := r_D / 2 \wedge 2^{-2(p+1)^2(p+2)} \wedge \min_{k \in \{1, \ldots, d-1\}} \min_{j \in J_k, i \in E_j} \frac{d^+(x_j, \partial_t G_j, e)}{L_{k,2}} \quad (15)\]

where for \( k \in \{1, \ldots, d-1\} \),

\[
L_{k,2} := 1 \vee \max_{j \in J_k} \max_{i \in \{1, \ldots, N\} \setminus j} \sum_{\gamma=1}^k \frac{\langle \tilde{f}_{j,\gamma}, v_i \rangle}{\langle \tilde{f}_{j,\gamma}, v_j \rangle},
\]

where \( \tilde{f}_{j,\gamma} \) are defined in Proposition 4.2, and \( E_j \) is defined on page 8.

**Lemma 3.3.** Under Assumption 1, with \( u \) given in (15), we have

\[
D \subset \bigcup_{k=0}^d \bigcup_{j \in J_k, i \in I_k} G_{i,j}.
\]

**Proof.** Fix \( x \in D \). We need to show that there are no more than \( d \) facets \( F \) such that \( d(x, F) < u \). If \( d(x, \partial D) \geq u \) then \( x \in G_{A,1} \) (corresponding to \( k = 0 \)), so we assume \( d(x, \partial D) < u \). Then let \( k_x := \max \{ k \in \{1, \ldots, d\} : d(x, G) < u, \) some \((d-k)\)-face \( G \} \) and let \( G_x \) be any \((d-k_x)\)-face such that the minimum is attained. Now for any facet \( F \), if \( d(x, F) < u \) then we also have \( d(G_x, F) < 2u \leq r_D \). But this contradicts the definition of \( r_D \) unless \( d(G_x, F) = 0 \). Because \( G_x \) is nonempty, \( G_x = G_j \) for some \( j \in J_{k_x} \) (rather than \( j \in \tilde{J}_{k_x} \setminus J_{k_x} \)). The distance from \( x \) to the boundary of \( G_x \) is no smaller than \( u \), because otherwise we would contradict the maximality defining \( k_x \) since the boundary is given by \((d-(k_x+1))\)-faces. Thus the distance from \( x \) to any facet intersecting but not containing \( G_x \) is no smaller than \( u \). Furthermore because \( D \) is simple, there are exactly \( k_x \leq d \) facets containing \( G_x \); and we have shown that the distance to every facet excluding these \( k_x \) is no smaller than \( u \). Thus, \( G_x \) is unique and \( x \) lies in \( G_{i,j} \) for some \( i \in I_{k_x} \). \( \Box \)

The next lemma combines Lemma 4.3 and Lemma 4.4 with Theorem 2.1. The statement depends on the constants \( L_{k,1}, k \in \{1, \ldots, d\} \), and \( L_{j,4}, j \in J_k \). These depend only on \( D \) and are defined in (45) and (24).
Lemma 3.4. Let Assumption 1 hold. Fix \( k \in \{1, \ldots, d\}, i \in I_k, j \in J_k \). Then for any \( p \geq 1 \) and for \( \epsilon > 0 \),

\[
\log N_{\epsilon} \left( \epsilon \mathrm{Vol}(G_{i,j})^{1/p}, C(D, 1) \mid G_{i,j}, L_p \right)
\leq c_d \epsilon^{-d/2} \left( 1 + \frac{2d^2}{L_{j,4}} \max_{\alpha=1}^{d} \frac{\delta_{i_\alpha+1}}{\delta_{i_\alpha}} + \sum_{\alpha=k+1}^{d} \frac{8L_{k,1}\rho_{j,\alpha}}{u} \right)^{d/2}.
\]

(17)

Proof. Let \( \Gamma_i := \left( \frac{2}{d(G_{i,j}, \partial D, e_1)}, \ldots, \frac{2}{d(G_{i,j}, \partial D, e_k)} \right) \). Let \( P_{i,j} := \sum_{\gamma=1}^{k} [0, f_{j,\gamma}] \), where \( [0, v] := \{ \lambda v : \lambda \in [0, 1] \} \). By Lemma 4.3, \( P_{i,j} \subset \sum_{\alpha=1}^{k} \gamma_{\alpha} e_{\alpha} \)

where \( \gamma_{\alpha} \) are given by the lemma. Thus by (53), for some \( x \in G_{i,j}, \)

\[
G_{i,j} \subset x + \sum_{\alpha=1}^{k} [0, \gamma_{\alpha} e_{\alpha}] + \sum_{\alpha=k+1}^{d} [-2L_{k,1}\rho_{j,\alpha} e_{\alpha}, 2L_{k,1}\rho_{j,\alpha} e_{\alpha}].
\]

(21)

Now, using (19), we apply Theorem 2.1 to see

\[
\log N_{\epsilon} \left( \epsilon \mathrm{Vol}(G_{i,j})^{1/p}, C(D, 1) \mid G_{i,j}, L_p \right)
\leq c_d \epsilon^{-d/2} \left( 1 + \frac{2d^2}{d(G_{i,j}, \partial D, e_{\alpha})} \sum_{\alpha=1}^{d} \frac{2\gamma_{\alpha}}{L_{j,4}} \frac{\delta_{i_{\alpha+1}}}{\delta_{i_{\alpha}}} + \sum_{\alpha=k+1}^{d} \frac{8L_{k,1}\rho_{j,\alpha}}{u} \right)^{d/2}.
\]

(22)

Now by applying (55), (61), and (62) with \( v = e_{\alpha} \), we see that

\[
\frac{2\gamma_{\alpha}}{d(G_{i,j}, \partial D, e_{\alpha})} \leq \frac{2d \text{diam}(G_{i,j}, e_{\alpha})}{d(G_{i,j}, \partial D, e_{\alpha})} \leq \frac{2d \min_{\beta=1}^{k} \frac{\delta_{i_{\beta+1}}}{\delta_{i_{\beta}}} \frac{\langle e_{\alpha}, v_{\beta} \rangle}{\langle e_{\alpha}, v_{\beta} \rangle}}{L_{j,4} \delta_{\beta=1}^{k} \frac{\delta_{i_{\beta}}}{\delta_{i_{\beta}}} \frac{\langle e_{\alpha}, v_{\beta} \rangle}{\langle e_{\alpha}, v_{\beta} \rangle}} \leq \frac{2d}{L_{j,4}} \max_{\beta=1}^{k} \frac{\delta_{i_{\beta+1}}}{\delta_{i_{\beta}}} \delta_{i_{\beta}}
\]

(23)

where

\[
L_{j,4} := \min_{x_1, \ldots, x_d} \min_{v_{j,\beta}, \langle v_{j,\beta}, e_{\alpha} \rangle > 0} \left| \langle e_{\alpha}, v_{j,\beta} \rangle \right|.
\]

(24)

(We can restrict to \( v_{j,\beta} \) such that \( \langle v_{j,\beta}, e_{\alpha} \rangle > 0 \) in the definition of \( L_{j,4} \) because the numerator in (23) is finite.) Thus (22) is bounded above by

\[
c_d \epsilon^{-d/2} \left( 1 + \frac{2d^2}{L_{j,4}} \max_{\beta=1}^{k} \frac{\delta_{i_{\beta+1}}}{\delta_{i_{\beta}}} + \sum_{\alpha=k+1}^{d} \frac{8L_{k,1}\rho_{j,\alpha}}{u} \right)^{d/2}.
\]
Now we present our main theorem. It gives a bracketing entropy of order $\epsilon^{-d/2}$ when $D$ is a fixed simple polytope. Its proof relies on embedding $G_{i,j}$ in a set $R_{i,j}$ (defined in (52)) which is a set-sum of a parallelotope and a hyperrectangle with axes given by Proposition 3.2. We need to control the distance of $G_{i,j}$ to $\partial D$, and we need to control the size of $R_{i,j}$ in terms of the widths along its axes. Then we can use the results of Section 2 on $R_{i,j}$ and thus on $G_{i,j}$. We defer some statements and proofs of needed facts about $G_{i,j}$ and $R_{i,j}$ until Section 4.

**Theorem 3.5.** Let Assumption 1 hold for a convex polytope $D \subseteq \prod_{i=1}^{d} [a_i, b_i]$. Fix $p \geq 1$. Then for all $\epsilon > 0$,

$$
\log N(\epsilon, C(D, B), L_p) \leq S \epsilon^{-d/2} \left( B \left( \prod_{i=1}^{d} (b_i - a_i) \right)^{1/p} \right)^{d/2},
$$

(25)

where $S$ is a constant depending only on $d$ and $D$.

The proof of the constant $S$ is given in the proof of the theorem.

**Proof.** Fix $\epsilon > 0$. First, we will reduce to the case where $D \subseteq [0,1]^d$ and $B = 1$ by a scaling argument. Let $C$ be an affine map from $\prod_{i=1}^{d} [a_i, b_i]$ to $[0,1]$, where $\bar{D}$ is the image of $D$, and assume we have a bracketing cover $[\bar{l}_1, \bar{u}_1], \ldots, [\bar{l}_N, \bar{u}_N]$ of $C(D,1)$. Let $l_i := B \bar{l}_i \circ C$ and similarly for $u_i$, so that $[l_1, u_1], \ldots, [l_N, u_N]$ form brackets for $C(D, B)$. Their $L_p$ size is

$$
\int_D (u_i(x) - l_i(x))^p \, dx = B^p \int_{\bar{D}} (\bar{u}_i(x) - \bar{l}_i(x))^p \prod_{i=1}^{d} (b_i - a_i) \, dx.
$$

Thus,

$$
N(\epsilon, C(D, B), L_p) \leq N(\epsilon, C(D,1), L_p),
$$

so apply the theorem with $\eta = \epsilon / B \left( \prod_{i=1}^{d} (b_i - a_i) \right)^{1/p}$ for $\epsilon$. Note that the constant $S$ depends on $\bar{D}$, the version of $D$ normalized to lie in $[0,1]^d$.

We now assume $D \subseteq [0,1]^d$ and $B = 1$. We specify the sequence in (9) and $a_{i,k} \equiv a_i > 0$, which will govern the $L_p$-sizes of our brackets on $G_{i,j}$, as follows. Let

$$
\delta_i := \exp \left\{ \frac{p}{p+2} \log \epsilon \right\} \text{ for } i = 1, \ldots, A, \quad \text{and} \quad \delta_0 = 0.
$$

(26)
Note that this implicitly defines $A$, by (9) and (15). For $k \in \{1, \ldots, d\}$ and $i \in I_k$, we will let $a_{(i_1, \ldots, i_k)} := 2$ if $i_\alpha = 0$ for any $\alpha \in \{1, \ldots, k\}$, and otherwise we let
\[ a_{(i_1, \ldots, i_k)} := \prod_{\beta=1}^k a_{i_\beta} := \prod_{\beta=1}^k \epsilon^{1/k} \exp \left\{ -p \frac{(p + 1)^{i_\beta - 2}}{(p + 2)^{i_\beta - 1}} \log \epsilon \right\}. \]
For the $k = 0$ case, let $a_A := \epsilon/u$. Let
\[ a = \left( \sum_{k=0}^d \sum_{j \in J_k, i \in I_k} a_{(i,j),k} \right)^{1/p}. \] (27)
Then since $D \subseteq \bigcup_{k=0}^d \bigcup_{j \in J_k, i \in I_k} G_{i,j}$ by Lemma 3.3, as in (5),
\[ \log N_{[\eta]} (a, C(D,1) \cup L_p) \leq \sum_{k=0}^d \sum_{j \in J_k, i \in I_k} \log N_{[\eta]} \left( a_{(i,j),k} \right)^{1/p} C(D,1) |G_{i,j}, L_p^1. \] (28)
First, consider the case $k \in \{1, \ldots, d\}$ and compute the sum over $I_k$ for a fixed $j \in J_k$. We use the trivial bracket $[-1, 1]$ for any $G_{i,j}$ where $i_\alpha = 0$ for any $\alpha \in \{1, \ldots, k\}$. Otherwise apply Lemma 3.4 which shows us that the sum over the remaining terms in (28) is bounded by
\[ \sum_{i_1=1}^A \cdots \sum_{i_k=1}^A c_d a_{(i_1, \ldots, i_k)}^{d/2} \left( 1 + \frac{2d^2}{L_{j,k}} \delta_{i_1+1, \ldots, k} \max_{\alpha=k+1} \frac{\delta_{i_\alpha+1}}{\delta_{i_\alpha}} + \sum_{\alpha=k+1}^d \frac{8L_{k,1} \rho_{j,\alpha}^d}{u} \right)^{d/2}. \] (29)
Since $L_{k,1} \geq 1$ and $u \leq \rho_{j,\alpha}$ by (15) for all $k, \alpha$ and $\alpha = k+1, \ldots, d$, we have $\sum_{\alpha=k+1}^d \frac{8 \rho_{j,\alpha}^d L_{k,1}}{u} = 4L_{k,1} \sum_{\alpha=k+1}^d \frac{2 \rho_{j,\alpha}^d}{u}$ (using the fact that for $a, b \geq 2, ab \geq a + b$). We also bound $\max_{\alpha=1, \ldots, k} 2 \delta_{i_\alpha+1}/\delta_{i_\alpha} \leq \prod_{\alpha=1}^k 2 \delta_{i_{\alpha+1}}/\delta_{i_\alpha}$ since $2 \delta_{i_{\alpha+1}}/\delta_{i_\alpha} > 2$. Thus (29) is bounded above by
\[ c_d a_{(i_1, \ldots, i_k)}^{-d/2} \left( 1 + \frac{2d^2}{L_{j,k}} \frac{\rho_{j,\alpha}^d}{u} \right)^{d/2} \sum_{i_1=1}^A \cdots \sum_{i_k=1}^A a_{(i_1, \ldots, i_k)}^{-d/2} \sum_{\alpha=k+1}^d \left( \frac{2 \delta_{i_{\alpha+1}}}{\delta_{i_\alpha}} \right)^{d/2}. \] (30)
which is
\[ c_d a_{(i_1, \ldots, i_k)}^{-d/2} \left( 1 + \frac{2d^2}{L_{j,k}} \frac{\rho_{j,\alpha}^d}{u} \right)^{d/2} \sum_{i_1=1}^A a_{(i_1, \ldots, i_k)}^{-d/2} \sum_{\alpha=k+1}^d \left( \frac{2 \delta_{i_{\alpha+1}}}{\delta_{i_\alpha}} \right)^{d/2}. \] (31)
Note that when $k = d$ we take the product over an empty set to be 1. For $i = 1, \ldots, A$, let
\[ \zeta_i \equiv \zeta_{i,k} := \sqrt{\epsilon^{1/k} \delta_{i_{\alpha+1}}/(\delta_{i_\alpha})}, \] (32)
so that $\sum_{i_1=1}^A \cdots \sum_{i_k=1}^A \prod_{\beta=1}^k \left( \zeta_{i_\beta,1} \right)^{d/2}$ equals
\[ \sum_{i_1=1}^A \cdots \sum_{i_k=1}^A 2^{kd/2} \zeta_{i_1,1}^{d/2} \cdots \zeta_{i_k,1}^{d/2} \sum_{i_1=1}^A \zeta_{i_1}^{d} \sum_{i_2=1}^A \zeta_{i_2}^{d} \cdots \sum_{i_k=1}^A \zeta_{i_k}^{d} \]
\[ = \epsilon^{-d/2} 2^{kd/2} B_n \]
\[ \therefore"
where, for $0 < \epsilon \leq 1$
\[ B_u := \sum_{i=1}^{A} c_i d \leq 2u^{d/(2(p+1)(p+2))}, \] (33)
by Lemma 3.6.

Next, we will relate the term \( \left( 1 + 2^{d-k+2} L_{k,1} \prod_{\alpha=k+1}^{d} \frac{\rho_{\alpha}}{u} \right)^{d/2} \) to \( \text{Vol}_{d-k}(G_j) \). Recall that \( A_j \) is the ellipsoid defined in (8) which has diameter in the \( e_\alpha \) direction given by \( \gamma_{j,\alpha} \).

By (8), \( \rho_{j,\alpha} \leq d \gamma_{j,\alpha} \). The volume of \( A_j \) is \( \text{Vol}_{d-k}(A_j) = \left( \prod_{\alpha=k+1}^{d} \gamma_{j,\alpha}/2 \right) \pi^{(d-k)/2}/\Gamma((d-k)/2+1) \). Thus, letting \( C_d := (2d)^{d-k} \Gamma((d-k)/2+1)/\pi^{d-k} \), we have
\[
\prod_{\alpha=k+1}^{d} \rho_{j,\alpha} \leq C_d \text{Vol}_{d-k}(A_j) \leq C_d \text{Vol}_{d-k}(G_j).
\]

Thus we have shown that (31) is bounded above by
\[
c_d d^2 L_{j,1}^{d-k+2}/2 \left( 1 + 2^{d-k+2} L_{k,1} u^{-(d-k)} \right) C_d \text{Vol}_{d-k}(G_j)^{d/2} B_u^{d - \epsilon^{-d/2}}.
\] (34)

Therefore, letting \( \tilde{c}_{d,k} := c_d d^{2k+2d}/2 \), we have shown that
\[
\sum_{i \in I_k} \log N_i \left( a_i \text{Vol}_d(G_{i,j})^{1/p}, \mathcal{C}(D,1) \mid G_{i,j}, L_p \right)
\leq L_{j,1}^{-1} \tilde{c}_{d,k} u^{kd/(2(p+1)(p+2))} \left( 1 + 2^{d-k+2} L_{k,1} u^{-(d-k)} \right) C_d \text{Vol}_{d-k}(G_j)^{d/2} \epsilon^{-d/2}.
\] (35)

Display (35) holds for \( k \in \{1, \ldots, d\} \). When \( k = 0 \), recalling \( a_A = \epsilon/u \), we have
\[
\log N_i \left( a_A \text{Vol}_d(G_{A,1})^{1/p}, \mathcal{C}(D,1) \mid G_{A,1}, L_p \right) \leq c_d (u + 2d)^{d/2} \epsilon^{-d/2}
\] (36)
by Theorem 2.1 since \( \mathcal{C}(D,1) \mid G_{A,1} \subset \mathcal{C}(G_{A,1}, 1, \frac{2}{u} \mathbf{1}) \) where \( \mathbf{1} \in \mathbb{R}^d \) is the vector of all 1's.

Then, combining (36) and (35), the cardinality of the collection of brackets covering the entire domain \( D \) is given by summing over \( j \in J_k \) and \( k \in \{0, \ldots, d\} \).

We have computed the cardinality of the brackets. Now we bound their size. Let \( I_k^0 \) be the subset of \( i \in I_k \) such that some \( i_\alpha \) is 0, and let \( I_k^+ := I_k \setminus I_k^0 \). We have
\[
a^p \leq a_A^p \text{Vol}_d(D) + \sum_{k=0}^{d} \sum_{j \in J_k, i \in I_k^0} 2^p \text{Vol}_d(G_{i,j})
+ \sum_{k=1}^{d} (2L_{k,1})^{d-k} \sum_{j \in J_k} \text{Vol}_{d-k}(G_j) \sum_{i \in I_k^+} a_i^p \prod_{\alpha=1}^{k} \delta_{i_{\alpha}+1} - \delta_{i_{\alpha}} \langle \tilde{f}_{\alpha}, v_{j,\alpha} \rangle
\] (37)
by Proposition 4.2 with \( \tilde{f}_{\alpha} \equiv \tilde{f}_{j,\alpha} \) defined there. Recalling \( \delta_1 = \epsilon^p \), note that
\[
\sum_{k=0}^{d} \sum_{j \in J_k, i \in I_k^0} 2^p \text{Vol}_d(G_{i,j}) \leq 2^p \epsilon^p \text{Vol}_{d-1}(\partial D).
\] (38)
Fixing $k \in \{1, \ldots, d\}$, we have

$$
\sum_{j \in J_k} \text{Vol}_{d-k}(G_j) \sum_{i \in I_k^+} a_{i}^{p} \prod_{\alpha=1}^{k} \delta_{i_{\alpha}+1} - \delta_{i_{\alpha}} \leq \sum_{j \in J_k} \text{Vol}_{d-k}(G_j) L_{j,3}^{k} \sum_{i_{1}=1}^{A} \cdots \sum_{i_{k}=1}^{A} a_{i}^{p} \delta_{i_{k}+1}
$$

$$
\leq \sum_{j \in J_k} \text{Vol}_{d-k}(G_j) L_{j,3}^{k} \sum_{i_{1}=1}^{A} a_{i}^{p} \delta_{i_{1}+1} \cdots \sum_{i_{k}=1}^{A} a_{i}^{p} \delta_{i_{k}+1}.
$$

where $L_{j,3} := \max_{\alpha \in \{1, \ldots, k\}} 1/\langle \tilde{f}_{j,\alpha}, v_{j,\alpha} \rangle$. We have

$$
\sum_{\alpha=1}^{A} a_{\alpha}^{p} \delta_{\alpha+1} = e^{p/k} \sum_{\alpha=1}^{A} \frac{e^{1/k} \delta_{\alpha+1}}{\delta_{\alpha} a_{\alpha}} = e^{p/k} \sum_{\alpha=1}^{A} c_{\alpha}^{2} =: e^{p/k} A_{u}, \quad (39)
$$

where $A_{u} \leq 2u^{1/(p+1)^{2}}$ by Lemma 3.6, below. Thus

$$
\sum_{j \in J_k} \text{Vol}_{d-k}(G_j) L_{j,3}^{k} \left( \sum_{i_{1}=0}^{A} a_{i_{1}}^{p} \delta_{i_{1}+1} \right) \cdots \left( \sum_{i_{k}=0}^{A} a_{i_{k}}^{p} \delta_{i_{k}+1} \right) \leq e^{p} A_{u}^{k} \sum_{j \in J_k} \text{Vol}_{d-k}(G_j) L_{j,3}^{k},
$$

so by (37) $a \leq S_{D,s}^{2/d}$ where

$$
S_{D,s}^{2/d} := \left( \frac{\text{Vol}(D)}{u^{p}} + 2^{p} \text{Vol}_{d-1}(\partial D) + \sum_{k=1}^{d} (2L_{k,1})^{d-k} A_{u}^{k} \sum_{j \in J_k} \text{Vol}_{d-k}(G_j) L_{j,3}^{k} \right)^{1/p}. \quad (40)
$$

We have thus bounded the bracketing entropy when $D \subset [0,1]^{d}$ and $B = 1$. Thus, by the scaling at the beginning of the proof, for any convex polytope $D \subset \prod_{i=1}^{d} [a_{i}, b_{i}]$ and any $B > 0$, we have shown for $0 < \epsilon \leq B \left( \prod_{i=1}^{d} b_{i} - a_{i} \right)^{1/p}$ that

$$
\log N_{||} \left( \epsilon S_{D,s}^{2/d} C(D, B), L_{p} \right) \leq S_{D,c} \epsilon^{-d/2} \left( B \left( \prod_{i=1}^{d} (b_{i} - a_{i}) \right)^{1/p} \right)^{d/2},
$$

where $S_{D,c}$ equals

$$
c_{d}(u + 2d)^{d/2} + \sum_{k=1}^{d} \sum_{j \in J_k} L_{j,3}^{-1} \epsilon_{d,k} u^{kd/(p+1)(p+2)} \left( 1 + 2^{d-k+2} L_{k,1} u^{-(d-k)} C_{d} \text{Vol}_{d-k}(G_j) \right)^{d/2}. \quad (41)
$$

Letting $\delta := S_{D,s}^{2/d} \epsilon$, we have shown that

$$
\log N_{||} \left( \delta, C(D, B), L_{p} \right) \leq S_{D,c} S_{D,s} \delta^{-d/2} \left( B \left( \prod_{i=1}^{d} (b_{i} - a_{i}) \right)^{1/p} \right)^{d/2}, \quad (42)
$$

for $0 < \delta \leq S_{D,s} B \prod_{i=1}^{d} (b_{i} - a_{i})^{1/p}$.

Finally, we can extend from requiring $\delta \leq S_{D,s} B \prod_{i=1}^{d} (b_{i} - a_{i})^{1/p}$ to allowing any $\delta > 0$, just as in the proof of Theorem 2.1, in [13] (at the slight cost of increasing the constant on the right hand side of (42)).

\[\square\]
Note that the constants $S_{\tilde{D},s}$ and $S_{\tilde{D},c}$ should be calculated using the rescaling of $D$ that lies in $[0,1]^d$, $\tilde{D}$. The following lemma was used above.

**Lemma 3.6.** For any $\gamma \geq 1$, $0 < \epsilon \leq 1$, with $\zeta_i$ given in (32), and with $A$ and $u$ given by (9) and (26), we have

$$\sum_{\alpha=1}^{A} \zeta_\alpha^2 \leq 2u^{\gamma/(2(p+1)^2)}.$$

**Proof.** Straightforward algebra shows

$$\zeta_\alpha^2 = \exp \left\{ \frac{p(p+1)^{\alpha-2}}{(p+2)^{\alpha}} \log \epsilon \right\}.$$  

We have, for $\alpha = 1, \ldots, A - 1$,

$$\frac{\zeta_\alpha}{\zeta_{\alpha + 1}} = \exp \left\{ \frac{p \log \epsilon}{2(p+1)^2(p+2)} \left( \frac{p+1}{p+2} \right)^{\alpha} \right\},$$

which is bounded above by

$$\exp \left\{ \frac{p \log \epsilon}{2(p+1)^2(p+2)} \left( \frac{p+1}{p+2} \right)^{A-1} \right\} \leq \exp \left\{ \frac{\log u}{2(p+1)^2(p+2)} \right\} =: R^{-1}.$$  

Then, $\zeta_{\alpha}^2(R^\gamma - 1) \leq \zeta_{\alpha}^2 R^\gamma - (R\zeta_{\alpha-1})^\gamma$ so $\zeta_{\alpha}^2 \leq (R^\gamma/(R^\gamma - 1)) (\zeta_{\alpha}^2 - \zeta_{\alpha-1}^2)$ and thus

$$\sum_{\alpha=1}^{A} \zeta_\alpha^2 \leq \zeta_1^2 + \frac{R^\gamma}{R^\gamma - 1} \sum_{\alpha=2}^{A} (\zeta_\alpha^2 - \zeta_{\alpha-1}^2) = \zeta_1^2 + \frac{R^\gamma}{R^\gamma - 1} (\zeta_A^2 - \zeta_1^2) \leq \frac{R^\gamma}{R^\gamma - 1} \zeta_A^2$$

and $\zeta_A^2 \leq u^{\gamma/(2(p+1)(p+2))}$. Since $u \leq \exp \left( -2(p+1)^2(p+2) \log 2 \right)$ by its definition (15), $R \geq 2$ so $R^\gamma/(R^\gamma - 1) \leq 2$ for any $\gamma \geq 1$. \hfill $\Box$

For any convex $D$ and convex subset $\tilde{D} \subset D$, note that $C(D,1) |_{\tilde{D}} \subset C(\tilde{D},1)$. Thus by covering any convex polytope $D$ by simple polytopes $D_i \subset D$, we can bound $N_{\|} (\epsilon, C(D,B), L_p)$ by applying Theorem 3.5 repeatedly to $C(D_i,1)$ and using (5). A cover of $D$ can be attained by, for instance, subdividing $D$ into simple polytopes [36], such as simplices. The constant in the bound then depends on the subdivision of $D$.

**Corollary 3.7.** Fix $d \geq 1$ and $p \geq 1$. Let $D \subset \prod_{i=1}^{d} [a_i, b_i]$ be any convex polytope. Then for $\epsilon > 0$,

$$\log N_{\|[} (\epsilon, C(D,B), L_p) \leq C_{d,D} \epsilon^{-d/2} \left( B \left( \prod_{i=1}^{d} (b_i - a_i) \right) \right)^{1/p} \left( \prod_{i=1}^{d} (b_i - a_i) \right)^{d/2}.$$  

**Proof.** By the same scaling argument as in the proof of Theorem 3.5 we may assume $[a_i, b_i] = [0,1]$ and $B = 1$. The $d = 1$ case is given by [18]. Any convex polytope $D$ can be triangulated into $d$-dimensional simplices (see e.g. [11], [39]). We are done by applying Theorem 3.5 to each of those simplices, by (5). \hfill $\Box$
4. Properties of $G_{i,j}$

In this section we show how to embed the domains $G_{i,j}$, which partition $D$, into hyper-rectangles. We used this in the proof of Theorem 3.5 so we could apply Theorem 2.1. Theorem 2.1 says that the bracketing entropy of convex functions on domain $D$ with Lipschitz constraints along directions $e_1, \ldots, e_k$ depends on $w(D, e_i)$ (since that gives the maximum “rise” in “rise over run”). In our proof of Theorem 3.5 we partitioned $D$ into sets related to parallelotopes. Thus we will study these parallelotopes. We know the width of $G_{i,j}$ in the directions $v_{j_a}$, which are $\delta_{i_a+1} - \delta_{i_a}$, by definition.

A polytope $P$ is a $d$-parallelotope if $P = \sum_{i=1}^d [a_i, b_i]$ for vectors $a_i, b_i \in \mathbb{R}^d$, where for all $i$, $[a_i, b_i]$ is not parallel to the affine hull of $[a_j, b_j]$ for any $j \neq i$ ([29] page 56). We will rely on the following representation for a $k$-dimensional parallelotope.

**Lemma 4.1.** Let $k$ be a positive integer and let $P := \bigcap_{\beta=1}^k \tilde{E}_\beta$ be a parallelotope where $\tilde{E}_\beta := \{ x \in \mathbb{R}^k : 0 \leq \langle x, v_\beta \rangle \leq d_\beta \}$ for $k$ linearly independent normal unit vectors $v_\beta$. Let $H^0_\beta := \{ x \in \mathbb{R}^k : \langle x, v_\beta \rangle = 0 \}$. Let $\tilde{f}_\beta$ be the unit vector lying in $\bigcap_{\gamma=1, \gamma \neq \beta}^k \tilde{H}^0_\gamma$ with $\langle \tilde{f}_\beta, v_\beta \rangle > 0$, for $\beta = 1, \ldots, k$. Then 0 is a vertex of $P$ and we can write

$$P = \sum_{\beta=1}^k [0, f_\beta]$$

where $f_\beta := d_\beta \tilde{f}_\beta / \langle \tilde{f}_\beta, v_\beta \rangle$, $[0, f_\beta] = \{ \lambda f_\beta : \lambda \in [0, 1] \}$.

**Proof.** Since the vectors $v_\beta$ are unique, $\bigcap_{\beta=1}^k H^0_\beta = 0$ and the intersection of any $k - 1$ of the hyperplanes $H^0_\beta$ gives a 1-dimensional space, span $\{ \tilde{f}_\beta \}$. A $k$-dimensional parallelotope can be written as the set-sum of the $k$ intervals emanating from the vertex, each given by the intersection of $k - 1$ of the hyperplanes $H^0_\beta$. See page 56 of [29]. Note that $f_\beta$ satisfy $\langle f_\beta, v_\beta \rangle = d_\beta$ so that $f_\beta \in \tilde{H}^+_\beta := \{ x \in \mathbb{R}^k : \langle x, v_\beta \rangle = d_\beta \}$; thus the $k$ intervals are given by $[0, f_\beta], \beta = 1, \ldots, k$. \hfill \Box

Note the vector $\tilde{f}_\beta$ can be written as $(I - Q)v_\beta$ where $I$ is the identity projection in $\mathbb{R}^k$ and $Q$ is the projection onto span $\{ v_1, \ldots, v_{\beta-1}, v_{\beta+1}, \ldots, v_k \}$. The next proposition uses Lemma 4.1 to bound the widths of $G_{i,j}$, in certain directions, in terms of the width of $G_j$ in those directions. We will need the following constant (depending on $D$). For $k \in \{1, \ldots, d-1\}$, let

$$L_{k,1} := 1 \vee \max_{j \in J_k} \max_{\|e\|=1} \max_{j \in \{1, \ldots, N\} \setminus \{i, j\}} \max_{e \in E_j, \langle e, v_j \rangle > 0, \text{ some } i \in J} \langle -e, v_j \rangle^{-1}.$$  \hspace{1cm} (45)
where $E_j := \text{span} \{e_{j,k+1}, \ldots, e_{j,d}\}$ from Proposition 3.2, and we abuse notation as convenient to treat $j$ as if it were a set rather than a vector. We also (arbitrarily) define $L_{d,1} := 1$, for ease of presentation later on.

**Proposition 4.2.** For each $k \in \{1, \ldots, d - 1\}$, $i \in I_k$, $j \in J_k$, and each $G_{i,j}$, and the basis $e = e_{i,j}$ from Proposition 3.2, for $\alpha \in \{k+1, \ldots, d\}$, we have

\[
  w(G_{i,j}, e_\alpha) \leq 2L_{k,1}w(G_j, e_\alpha).
\]

Then for $k \in \{1, \ldots, d\}$, let $\tilde{f}_\alpha \equiv f_{j,\alpha}$ be the unit vector with $\langle \tilde{f}_\alpha, v_j \rangle > 0$ lying in span $\{v_{j_1}, \ldots, v_{j_k}\} \cap \bigcap_{\gamma=1, \gamma \neq \alpha}^k H_{j,\gamma}^\alpha$, $\alpha = 1, \ldots, k$, where $H_{j,\gamma}^\alpha := \{y \in \mathbb{R}^d : \langle y, v_j \rangle = 0\}$. Then for $k \in \{1, \ldots, d\}$, we have

\[
  \text{Vol}_d(G_{i,j}) \leq (2L_{k,1})^{d-k} \text{Vol}_{d-k}(G_j) \cdot \prod_{\alpha=1}^k \frac{\delta_{i,\alpha+1} - \delta_{i,\alpha}}{\langle \tilde{f}_\alpha, v_j \rangle}.
\]

where $L_{k,1}$ is given by (45) for $k \in \{1, \ldots, d - 1\}$ (and we set $L_{d,1} := 1$ arbitrarily).

**Proof.** Fix $k \in \{1, \ldots, d - 1\}$. Let $x = x_j \in G_j$ (from (8)). Let $f_{j,\gamma}$ be as given in (20). Let $P_{i,j} := \sum_{\gamma=1}^k f_{j,\gamma}$. We will show that $G_{i,j}$ is contained in the set-sum of a hyperrectangle and $P_{i,j}$. To begin with let $G_{i,j} \ni z = x + \sum_{\gamma=1}^k f_{j,\gamma}$, where $f_{j,\gamma} = d_j \tilde{f}_{j,\gamma}$, where

\[
  0 \leq d_j \leq (\delta_{i,\alpha+1} - \delta_{i,\alpha})/\langle \tilde{f}_{j,\alpha}, v_j \rangle \leq u/\langle \tilde{f}_{j,\alpha}, v_j \rangle.
\]

Take an arbitrary $e \in \text{span} \{e_{k+1}, \ldots, e_d\}$ with $\|e\| = 1$. Let $\lambda_{z,e} := d^+(z, \partial G_{i,j}, e)$ and let $j$ give the corresponding facet of $G_{i,j}$ that $x + \lambda_{z,e} e$ hits, so that $\langle z + \lambda_{z,e} e, v_j \rangle = p_j + u$ for some $j \notin j$ (abusing notation to treat $j$ as if were a set rather than a vector). Note that this means

\[
  \langle e, v_j \rangle < 0.
\]

If $\langle \sum_{\gamma=1}^k f_{j,\gamma}^*, v_j \rangle \leq 0$ then

\[
  \lambda_{z,e} \leq d^+(x, \partial G_{i,j}, e).
\]

Thus if (50) does not hold then $\langle f_{j,\gamma}^*, v_j \rangle > 0$ for some $\gamma \in \{1, \ldots, k\}$, so $\langle v_{j,\gamma}, v_j \rangle > 0$ for some $\alpha \in \{1, \ldots, k\}$. Now, since $\langle z + \lambda_{z,e} e, v_j \rangle = p_j + u$, we have

\[
  \lambda_{z,e} = p_j + u - \langle z, v_j \rangle/\langle e, v_j \rangle \leq \frac{\langle x, v_j \rangle - p_j + u}{\langle e, v_j \rangle} \sum_{\gamma=1}^k \frac{\langle \tilde{f}_{j,\gamma}, v_j \rangle}{\langle f_{j,\gamma}, v_j \rangle}.
\]

Now

\[
  \langle x, v_j \rangle - p_j \leq d(x, H_j) \leq d^+(x, \partial G_j, e)
\]
Since $H_j$ is the closest hyperplane to $x$ in the direction $e$. Recall the definition of $L_{k,1}$ in (45). Now, by (15) and the definition of $L_{k,2}$ (16), we have shown
\[ \lambda_{x,e} \leq 2L_{k,1}d^+(x, \partial_r G_j, e), \] (51)
by (49) and (50). This means that
\[ (G_{i,j} - z) \cap \text{span} \{e_{k+1}, \ldots, e_d\} \subset 2L_{k,1} (G_j - x) \]
so we can conclude that $w(G_{i,j} - z, e_\alpha) \leq 2L_{k,1}w(G_j, e_\alpha)$ and $w(G_{i,j}, e_\alpha) \leq 2L_{k,1}w(G_j, e_\alpha)$ since $\langle z, e_\alpha \rangle = 0$ for all $d_j$, given by the range (48), $\alpha = k + 1, \ldots, d$, for $k = 1, \ldots, d - 1$.

Let $\rho_{j,\alpha} := w(G_j, e_\alpha)$. Then let
\[ R_{i,j} := P_{i,j} + \sum_{\alpha=k+1}^{d} [-2L_{k,1}\rho_{j,\alpha}e_\alpha, 2L_{k,1}\rho_{j,\alpha}e_\alpha]. \] (52)
Then for any $x \in G_{i,j}$ such that $\langle x, v_{j_\alpha} \rangle = p_{j_\alpha} + \delta_{\alpha}$ for $\alpha \in \{1, \ldots, k\}$, we have shown
\[ G_{i,j} \subset x + R_{i,j}. \] (53)

It then also follows that
\[ \text{Vol}_d(G_{i,j}) \leq (2L_{k,1})^{d-k} \text{Vol}_{d-k}(G_j) \cdot \text{Vol}_k \left( \sum_{\alpha=1}^{k} [0, f_{j_\alpha}] \right). \] (54)

Since of parallelotopes with given axis lengths, the one with largest volume is the hyperrectangle, $\text{Vol}_k \left( \sum_{\alpha=1}^{k} [0, f_{j_\alpha}] \right) \leq \prod_{\alpha=1}^{k} \|f_{j_{\alpha}}\|$, and so we have shown (47) (with this bound on $\text{Vol}_k \left( \sum_{\alpha=1}^{k} [0, f_{j_\alpha}] \right)$ being all that is needed in the $k = d$ case).

The previous proposition controls the width and volume of $G_{i,j}$ in directions lying in span $\{G_j\}$. Next we control width, volume, and also distance to $\partial D$ in directions perpendicular to span $\{G_j\}$.

**Lemma 4.3.** Let $P := \sum_{\alpha=1}^{k} [0, f_\alpha]$ be a parallelotope in $\mathbb{R}^k$ where $f_1, \ldots, f_k$ are $k$ linearly independent vectors. Then there exists an orthonormal basis of $\mathbb{R}^k$, $e_1, \ldots, e_k \in \mathbb{R}^k$ and $\gamma_1, \ldots, \gamma_k \in \mathbb{R}$, such that
\[ P \subset \sum_{\alpha=1}^{k} [0, \gamma_\alpha e_\alpha] \quad \text{where} \quad |\gamma_\alpha| \leq k \text{diam}(P, e_\alpha). \] (55)

**Proof.** We will construct a permutation $\pi$ of $\{1, \ldots, k\}$ and inductively define $e_1, \ldots, e_k$ based on the sequence $f_{\pi(1)}, \ldots, f_{\pi(k)}$. Let $e_1 := f_{\pi(1)}/\|f_{\pi(1)}\|$ where $\|f_{\pi(1)}\|$ is maximal
over $\{\|f_\alpha\|\}_{\alpha=1}^k$. Now let $Q_{j-1}$ be the projection of $\mathbb{R}^k$ onto $\text{span}\{e_1, \ldots, e_{j-1}\}$ and let $Q_{j-1}^\perp$ be the projection onto $\text{span}\{e_1, \ldots, e_{j-1}\}^\perp$. Then let $e_j := Q_{j-1}^\perp f_{\pi(j)}/\|Q_{j-1}^\perp f_{\pi(j)}\|$

where $\pi(j) \in \{1, \ldots, k\} \setminus \{\pi(1), \ldots, \pi(j-1)\}$ is defined so that $\|Q_{j-1}^\perp f_{\pi(j)}\|$ is maximal.

Let $P_j := \sum_{\alpha=1}^j [0, f_{\pi(j)}]$. Now, $\text{diam}(P_j, e_\alpha)$ is given by the value of $\langle x - y, e_\alpha \rangle$ such that $x, y \in P_j$ and $\langle x - y, e_\alpha \rangle$ is maximal. Since $f_{\pi(j)} \notin \text{span}\{f_{\pi(i)}\}_{i \neq j}$, we also have that $e_j \notin \text{span}\{f_{\pi(i)}\}_{i \neq j}$. Thus for $i \geq j$, $\text{diam}(P_i, e_j) \leq \langle f_{\pi(j)}, e_j \rangle$ and so in fact $\text{diam}(P_i, e_j) = \text{diam}(P_j, e_j) = \langle f_{\pi(j)}, e_j \rangle$.

Now we prove by induction that

$$P_j \subset \sum_{\alpha=1}^j [0, \gamma_{j,\alpha} e_\alpha] \quad (56)$$

where $0 \leq \gamma_{j,\alpha} \leq j \text{diam}(P_j, e_\alpha) = j \text{diam}(P, e_\alpha)$. The statement is immediate for $j = 1$. Thus let $1 < j \leq k$ and assume the induction hypothesis holds for $j-1$. Then for $1 < i \leq j$

$$|\langle e_i, f_{\pi(j)} \rangle| \leq \|Q_{i} f_{\pi(j)}\| \leq \|Q_{i} f_{\pi(i)}\| = |\langle e_i, f_{\pi(i)} \rangle| = \text{diam}(P, e_i) \quad (57)$$

where the first inequality is because $e_i \in \text{span}\{e_1, \ldots, e_{i-1}\}^\perp$, and the next inequality and equality are by the definition of $e_i$. Also, (57) is immediately verifiable for $i = 1$.

Now, we can write

$$f_{\pi(j)} = \lambda_{j,1} e_1 + \cdots + \lambda_{j,j} e_j \quad (58)$$

where $|\lambda_{j,i}| \leq \text{diam}(P, e_i)$ by (57). For any $x \in P_j = P_{j-1} + [0, f_{\pi(j)}]$, we can write

$$x = \sum_{\alpha=1}^{j-1} \eta_{j-1,\alpha} e_\alpha + \eta f_{\pi(j)} \quad (59)$$

where $0 \leq \eta \leq 1$ and $|\eta_{j-1,\alpha}| \leq (j-1) \text{diam}(P, e_\alpha)$ by the induction hypothesis. Thus (59) equals

$$\sum_{\alpha=1}^{j-1} (\eta_{j-1,\alpha} + \eta \lambda_{j,\alpha}) e_\alpha + \eta \lambda_{j,j} e_j;$$

and $|\eta_{j-1,\alpha} + \eta \lambda_{j,\alpha}| \leq (j-1) \text{diam}(P, e_\alpha) + \text{diam}(P, e_\alpha)$ for $\alpha \leq j-1$ and $|\lambda_{j,j}| = \text{diam}(P, e_j)$, so the induction hypothesis is shown.

To state the next lemma we make the following definitions. For a set $D \subset \mathbb{R}^d$ and a unit vector $v$, let

$$\text{diam}(D, v) := \sup_{x,y \in D, x-y \notin \text{span}(v)} \|x - y\|. \quad (60)$$
Lemma 4.4. Let Assumption 1 hold. Let $k \in \{1, \ldots, d\}$, $i \in I_k$, and $j \in J_k$. Then for any unit length $v \in \text{span}\{v_{j_1}, \ldots, v_{j_k}\}$,
\begin{align}
\text{diam}(G_{i,j}, v) & \leq \min_{\alpha \in \{1, \ldots, k\}} \frac{\delta_{\alpha+1}}{|\langle v, v_{j_{\alpha}} \rangle|}, \quad \text{and} \tag{61} \\
\text{d}(G_{i,j}, \partial D, v) & \geq \max_{\alpha \in \{1, \ldots, k\}} \frac{\delta_{\alpha}}{|\langle -v, v_{j_{\alpha}} \rangle|}. \tag{62}
\end{align}

Proof. Fix $k \in \{1, \ldots, d\}$, $i \in I_k$, $j \in J_k$. Fix $v \in \text{span}\{v_{j_1}, \ldots, v_{j_k}\}$ with $\|v\| = 1$, fix $\alpha \in \{1, \ldots, k\}$. Since $\text{diam}(G_{i,j}, v) = \text{diam}(G_{i,j}, -v)$, we restrict attention to $v$ such that $\langle -v, v_{j_{\alpha}} \rangle \geq 0$.
\begin{equation}
\text{diam}(G_{i,j}, v) \leq \frac{\delta_{\alpha+1}}{|\langle v, v_{j_{\alpha}} \rangle|} \tag{63}
\end{equation}

We will upper bound $\text{diam}(G_{i,j}, v)$. Consider $x, y \in G_{i,j}$ such that $x - y = \lambda v$ for $\lambda \geq 0$. Since $x, y \in G_{i,j}$, $\langle y, v_{j_{\alpha}} \rangle \leq p_{j_{\alpha}} + \delta_{\alpha+1}$ and $p_{j_{\alpha}} + \delta_{\alpha} \leq \langle x, v_{j_{\alpha}} \rangle$; thus $\delta_{\alpha} - \delta_{\alpha+1} \leq \lambda v$. Since $\langle -v, v_{j_{\alpha}} \rangle \geq 0$, we have $\lambda \leq (\delta_{\alpha+1} - \delta_{\alpha})/\langle -v, v_{j_{\alpha}} \rangle$. Thus we see $\text{diam}(G_{i,j}, -v) = \text{diam}(G_{i,j}, v) \leq \delta_{\alpha}/|\langle v, v_{j_{\alpha}} \rangle|$. This holds for all $\alpha \in \{1, \ldots, k\}$, so for any $\tilde{v} \in \text{span}\{v_{j_1}, \ldots, v_{j_k}\}$ (where we do not assume $\langle \tilde{v}, v_{j_{\alpha}} \rangle \geq 0$)
\begin{equation}
\text{diam}(G_{i,j}, \tilde{v}) \leq \min_{\alpha \in \{1, \ldots, k\}} \frac{\delta_{\alpha+1} - \delta_{\alpha}}{|\langle \tilde{v}, v_{j_{\alpha}} \rangle|} \tag{64}
\end{equation}

Next we take $v$ as above and now lower bound $\text{d}(G_{i,j}, \partial D, v)$. Fix $\alpha \in \{1, \ldots, k\}$. We begin by considering $\text{d}(G_{i,j}, H_{j_{\alpha}}, v)$. Again, since $\text{d}(G_{i,j}, \partial D, v) = \text{d}(G_{i,j}, \partial D, -v)$, we can and do assume (63) holds. Fix $x \in G_{i,j}$. Consider $\lambda > 0$ such that $x + \lambda v \in H_{j_{\alpha}}$. Then $\lambda \langle v, v_{j_{\alpha}} \rangle = p_{j_{\alpha}} - \langle x, v_{j_{\alpha}} \rangle \leq -\delta_{\alpha}$ since $\langle x, v_{j_{\alpha}} \rangle \geq \delta_{\alpha} + p_{j_{\alpha}}$, and so $\lambda \geq \delta_{\alpha}/\langle -v, v_{j_{\alpha}} \rangle$. This shows for any $\beta \in \{1, \ldots, k\}$ that
\begin{equation}
\text{d}(G_{i,j}, \cup_{\alpha=1}^{\beta} F_{j_{\alpha}}, v) \geq \min_{\alpha \in \{1, \ldots, k\}} \frac{\delta_{\alpha}}{|\langle v, v_{j_{\alpha}} \rangle|}. \tag{65}
\end{equation}
To complete the proof, note for $j \in \{1, \ldots, N\} \setminus j$, that
\begin{equation}
\text{d}(x, F_j, v) \geq u = u \min_{\alpha=1, \ldots, k} |\langle v, v_{j_{\alpha}} \rangle|^{-1}
\end{equation}
which is larger than the right hand side of (65).

5. Further applications

We now consider further entropy bounds that rely on the above ideas, results, or their proofs. In Subsection 5.1 we consider so-called univariate and multivariate $m$-monotone functions. In Subsection 5.2 we briefly consider estimation of level sets of convex functions and the question of adaptation to polytopal level sets. Further discussion is given at the beginning of the two subsections.
5.1. Bracketing entropy of \( m \)-monotone function classes

The shape constraint of \( m \)-monotonicity, for \( m \in \{0, 1, 2, \ldots\} \), is useful because it serves, roughly, as a higher order convexity restriction (when \( m > 2 \)). An \( m \)-monotone function \( f \) satisfies further convexity restrictions besides simply convexity of \( f \), and so in many settings is even nicer to work with than convex functions are. When \( d = 1 \), \( m \)-monotonicity is defined as follows (by, e.g., [43, 44]).

**Definition 5.1.** A function \( f : [0, \infty) \to \mathbb{R} \) is 0-monotone if it is nonnegative, 1-monotone if it is nonnegative and nonincreasing, and 2-monotone if it is nonnegative, nonincreasing, and convex; \( f \) is \( m \)-monotone for \( m \geq 2 \) if \( (-1)^lf^{(l)} \) exists and is nonnegative, nonincreasing, and convex for \( l = 0, 1, \ldots, m - 2 \).

(Here \( f^{(l)} \) is the \( l \)th derivative, with \( f^{(0)} \equiv f \).) When \( m = 1 \) or 2, a large body of statistical work and results exists (some of which also allows the case where \( d > 1 \)), some of which is referenced in the introduction of this paper. Statistical properties of two (nonparametric) estimators of a (univariate) \( m \)-monotone density, for general \( m \) (and \( d = 1 \)), were introduced and studied in [1, 2]; see also [26]. For instance, in statistical settings, if a function being nonparametrically estimated is known to be \( m \)-monotone, then it can be estimated at a faster rate of convergence than if it were just convex [1, 2, 26]. As discussed in Section 1, in the univariate setting \( m \)-monotone functions have been studied, but we do not even know of a formal definition of \( m \)-monotonicity in the multivariate case. In fact, as discussed below, there are several possible definitions one could use for \( m \)-monotonicity that generalize the univariate definition. We present one definition which has the benefit of being amenable to finding bracketing upper bounds. We then show that our proof for the bracketing upper bound for convex functions, Theorem 3.5 (and Corollary 3.7), applies to yield a bracketing bound for classes of \( m \)-monotone functions. This is the main result of Subsection 5.1 and is given in Theorem 5.16. Recall that the proof of Theorem 3.5 relies on Theorem 2.1. There is no known or immediate analog for Theorem 2.1 in the general \( m \)-monotone case. Thus we prove an analog, Theorem 5.11 (under a certain technical restriction, given below in Definition 5.2 Part A), which we use to prove Theorem 5.16.

As mentioned above, there are many possible methods for defining a class of \( m \)-monotone functions in the multivariate setting. This is perhaps illustrated by the fact that there are many competing definitions of monotonicity (i.e., 1-monotonicity) in dimension \( d \geq 2 \). One can define a function \( f \) to be multivariate monotone (or unimodal) via star monotonicity, meaning that along all rays emanating from a special fixed point, \( f \) is monotone. This, for
instance, is a suggested definition used in the related context of hyperbolic monotonicity by [9, p. 600]. [25] consider entropy bounds for block-decreasing densities. Even “block decreasing” can be defined in multiple ways: [25] and [12] differ in their definitions of this term. Very recent statistical work has considered entire monotonicity in the regression setting [22]. See [12, chapter 2] for several other possible definitions of unimodality (they focus on unimodality rather than monotonicity, but the two settings are very similar). Many of the above definitions are not amenable to accurate entropy computations, at least with the tools we are aware of at present. In Subsubsection 5.1.1. we present a definition of multivariate $m$-monotonicity that is amenable to entropy calculations; the results we get suggest that the entropies are of the “right” order of magnitude ($\epsilon^{-d/m}$ as $\epsilon \downarrow 0$) that we might expect a priori. This suggests that our definition is indeed a reasonable one. In Subsubsection 5.1.2 we return briefly to the particular $d = 1$ case.

5.1.1. Multivariate $m$-monotone functions

Fix the dimension $d \geq 1$. We will use so-called $d$-dimensional multi-index notation: a vector of nonnegative integers $\mathbf{i} = (i_1, \ldots, i_d)$ is a multi-index. We let $|\mathbf{i}| := i_1 + \cdots + i_d$. Let $\mathcal{I}_m$ be the set of multi-indices $\mathbf{i}$ with $|\mathbf{i}| = m$. For two vectors $K = (K_1, \ldots, K_j)$, $L = (L_1, \ldots, L_j) \in \mathbb{R}^j$ with $L_i > 0$, we let $L^K := L_1^{K_1} \cdots L_j^{K_j}$. For any function $f$, we let $f^{(i)}$ be $\frac{\partial^{d(i)}}{\partial x_{i_1} \cdots \partial x_{i_d}} f$, whenever this is well-defined. We let $\frac{\partial}{\partial e_i} f(x)$ denote $\frac{\partial}{\partial t} f(x + te_i)|_{t=0}$, and for an orthonormal basis $e := \{e_1, \ldots, e_d\}$ and $j \in \mathcal{I}_i$, we let $f^{(j)} := \frac{\partial^{d(j)}}{\partial e_{i_1}^{d_1} \cdots e_{i_d}^{d_d}} f$.

Our $m$-monotone classes are based on any subclass $\mathcal{C}^*$ of convex functions having a certain needed property. The idea of multivariate $m$-monotonicity involves convexity of partial derivatives in certain directions; since such convexity is not preserved by rotation (see Remark 5.4), we will define $m$-monotonicity to be relative to a domain $D_0$. In the case where $D_0$ is a hyperrectangle, the definition simplifies (see Remark 5.4).

Definition 5.2.

A. For a convex set $G \subset \prod_{i=1}^d [a_i, b_i]$, let $\mathcal{C}^*(G)$ be any subclass of $\mathcal{C}(G)$ such that for all $B, \Gamma, \mathcal{C}^*(G, B, \Gamma) := \mathcal{C}^*(G) \cap \mathcal{C}(G, B, \Gamma)$ satisfies the following $L_\infty$ cover property. For all $\epsilon > 0$, there exists an $L_\infty$-$\epsilon$-cover of log cardinality no larger than $c \epsilon^{-d/2}(B + \sum_{i=1}^d \Gamma_i (b_i - a_i))^{d/2}$. The cover must satisfy the following. For any $f \in \mathcal{C}^*(G, B, \Gamma)$, any $x, y \in G$, and any rotation matrix $A \in \mathbb{R}^{d \times d}$ (det $A = 1$ and $A' = A^{-1}$), we have

$$\frac{\partial}{\partial x_i} \int_0^1 \left[ h(A(x + t(y - x))) - f(A(x + t(y - x))) \right] dt \leq \epsilon$$

$$\text{(66)}$$
for all \( i \in \{1, \ldots, d\} \), where \( h \) is the \( L_{\infty} \)-closest element of the cover to \( f \).

B. Let \( D_0 \subset [0, \infty)^d \) be a convex polytope, let \( 0 < B < \infty \), and let \( m \geq 2 \) be an integer. We define the class of \( m \)-monotone functions relative to \( D_0 \), denoted \( \mathcal{C}^m(D_0, B) \), to be the set of all \( f \in \mathcal{C}(D_0, B) \) satisfying the following. For each vertex of \( D_0 \), for all \( (d! \) possible) orthornomal bases \( e \) given by Proposition 3.2, either \( f_e^{(i)} \) or \( -f_e^{(i)} \) lies in \( \mathcal{C}^*(D_0) \) for all \( i \in \mathbb{I}_j, 0 \leq j \leq m - 2 \).

Remark 5.3. The fundamental idea of \( m \)-monotonicity is given by Part B of Definition 5.2. The technical requirement (66) of Part A is needed for the proof of our bracketing bound. It is not clear at this point if it can be removed or not. When \( y = x + x_j \) and \( A \) is the identity, for continuously differentiable \( h \) and \( f \), the property holds automatically by the Fundamental Theorem of Calculus. Ideally we would like to replace \( \mathcal{C}^* \) by the full class \( \mathcal{C} \) (which is possible when \( d = 1 \), see Remark 5.13 and Subsubsection 5.1.2). We leave an investigation of whether this is possible for future work.

Remark 5.4. The property of \( m \)-monotonicity is preserved by translation and rescaling. However, while rotations of convex functions are still convex, if \( f^{(j)} \) is convex, \( |j| > 2 \), then after rotation (by, say, a matrix \( A \)), \( g^{(j)} := (f(A))^{(j)} \) is not necessarily convex. This is because a mixed partial derivative of a rotation is a linear combination of mixed partial derivatives; if some of the linear coefficients are negative, then the resulting function may no longer be convex. This is why our definition is relative to the domain, \( D_0 \) (so an \( m \)-monotone function after a rotation will be \( m \)-monotone relative to the rotated domain). Note that when \( D_0 \) is a hyperrectangle, for \( f \) to be \( m \)-monotone relative to \( D_0 \), it is sufficient that \( f^{(i)} \) be convex for all \( i \in \mathbb{I}_i, 0 \leq i \leq m - 2 \).

Remark 5.5. Our definition of multivariate \( m \)-monotonicity captures a higher order type of convexity. It does not enforce the alternating sign condition \( "(-1)^{j}f^{(j)} \geq 0" \) that is generally required in the univariate case. That is, we allow \( f_e^{(i)} \) to be either convex or to be concave. In the univariate case, there is only one direction in which one is computing a derivative. In the multivariate case, since we consider many different bases \( e \), and may have instances where a vector \( e_i \) and its opposite \(-e_i \) are contained in two different bases, thus potentially switching the sign of \( f_e^{(i)} \), we must allow \( f_e^{(i)} \) to be either convex or concave. Further restrictions to our definition could be enforced if needed in a specific application; our entropy bounds would of course still apply.
Example 5.6. Let $a \in \mathbb{R}^d$ have nonnegative components and let $b > 0$; let $(\cdot)_+ := \max(\cdot, 0)$. The function $f(x) := b(1 - \langle a, x \rangle)^{m-1} \mathbb{1}_{[0,\infty)^d}(x)$ is a primary example of an $m$-monotone function (i.e., satisfies Part B of Definition 5.2). For any $m \geq 1$, the function $f(x) := e^{-b \langle a, x \rangle} \mathbb{1}_{[0,\infty)^d}(x)$ is $m$-monotone. Both are $m$-monotone relative to any hyperrectangle. Further examples of $m$-monotone functions can be generated by taking linear combinations.

Example 5.7. The functions in Example 5.6 are also $m$-monotone relative to polytopes beyond hyperrectangles. For simplicity, let $f(x) := (1 - (x_1 + x_2))^{m-1} \mathbb{1}_{[0,\infty)^2}(x)$. Note that if we let $g(x) = (1 - (a_1 x_1 + a_2 x_2))^{m-1} \mathbb{1}_{[0,\infty)^2}(x)$, then for $k \leq m - 1$,

$$\frac{\partial^k}{\partial x_1^k \partial x_2^{m-k}} g(x) = \frac{(m-1)!}{(m-1-k)!} (-1)^k a_1^j a_2^{k-j} (1 - a_1 x_1 - a_2 x_2)^{(m-1-k)}$$

(67)

Thus $(-1)^k \frac{\partial^k}{\partial x_1^k \partial x_2^{m-k}} g(x)$ is convex if $a_i > 0$, $i = 1, 2$, and $k \leq m - 2$.

Let $e_1 = (1, 0)'$, $e_2 = (0, 1)'$ (where $'$ denotes transpose), and let the basis $d := \{d_1, d_2\}$ be defined by $d_i := Ae_i$ where

$$A = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}$$

is the matrix giving rotation by angle $\theta$. If $g(y) := f(Ay')$ then $g^{(j)} = f_d^{(j)}$. Thus, by (67), $f$ is $m$-monotone relative to any polytope since the partial derivatives are always either convex or concave.

Furthermore, as long as $\cos \theta + \sin \theta \geq 0$ and $\cos \theta - \sin \theta \geq 0$, i.e., as long as $-\pi/4 \leq \theta \leq \pi/4$, $f_d^{(j)}$ is convex (for $j \in I_j$, $0 \leq j \leq m - 2$). Thus, for instance, if we take $-\pi/4 \leq \theta \leq 0$, and let $H\theta := \{x : \langle d_2, x \rangle \leq \cos \theta\}$ (the rotation of the line $\{x_2 = 1\}$ by angle $\theta$ about the point $(0,1)$), then if we let $D_0 := [0,1]^2 \cap H\theta$, then $f_d^{(j)}$ is convex where $d$ is one basis given by Proposition 3.2 at the upper right vertex of $D_0$. (The other basis given by Proposition 3.2 is the standard basis $e = \{e_1, e_2\}$.)

We now define classes of Lipschitz bounded $m$-monotone functions, which are needed for us to generalize Theorem 2.1.

**Definition 5.8.** Let $D_0 \subset [0,\infty)^d$ be a convex polytope, let $0 < B < \infty$, and let $m \geq 2$ be an integer. For all vertices $v$ of $D_0$, for all orthonormal bases $e$ given by Proposition 3.2, and all $i \in I_{m-1}$, let $0 < \Gamma_{e,i} < \infty$, and let $\Gamma$ be the set of all such $\Gamma_{e,i}$. Let $C^m_D(D_0, B, \Gamma)$ be the class of functions $f \in C^m_D(D_0, B)$ such that for all $i \in I_{m-2}$ and orthonormal bases $e$ (given by Proposition 3.2 for any vertex of $D_0$) the function $f^{(i)}_e$ is Lipschitz in the following sense.
For each \( i \in I_{m-1} \) and \( j \in I_{m-2} \), \( i - j \) is 1 in a single coordinate, which we denote \( \alpha_{i,j} \). Then, for any \( j \in I_{m-2} \), assume for all \( x, x + \lambda e_{\alpha_{i,j}} \in D_0 \) that 
\[
|f^{(j)}(x + \lambda e_{\alpha_{i,j}}) - f^{(j)}(x)| \leq \Gamma_{e,i}|\lambda|.
\]

**Remark 5.9.** Let \( C_{d}^{m,\alpha}(D_0, B, \Gamma) \) denote the subset of \( f \in C_{d}^{m}(D_0, B, \Gamma) \) that are \((m-1)\)-times continuously differentiable. Note that for such \( f \), we have \(|f^{(i)}| \leq \Gamma_i\). Let \( C^{m-1} \) denote the class of \((m-1)\)-times continuously differentiable functions. Then \( C^{1} \cap C_{d}(D_0, B, \Gamma) \) is \( L_{\infty}\)-dense in \( C_{d}(D_0, B, \Gamma) \), so \( C_{d}^{m,\alpha}(D_0, B, \Gamma) := C^{m-1} \cap C_{d}^{m}(D_0, B, \Gamma) \) is dense in \( C_{d}^{m}(D_0, B, \Gamma) \) ([10]; see also Lemma 1.1 of [24]). This means that any \( L_{\infty} \) (bracketing or metric) entropy bound for \( C_{d}^{m,\alpha}(D_0, B, \Gamma) \) implies the same bound on \( C_{d}^{m}(D_0, B, \Gamma) \).

We will use this in our proofs.

The following lemma provides uniform bounds on the smoothness of the functions in \( C_{d}^{m}(D, 1)|_{G_{i,j}} \), which, together with Theorem 5.11 below, allows us to later prove Lemma 5.15 and thus prove the main Theorem 5.16.

**Lemma 5.10.** Let \( D_0 \) be a convex polytope, let \( C_{d}^{m,\alpha}(D_0, 1) \) be as defined in Remark 5.9 for \( m \geq 2 \), and let \( f \in C_{d}^{m,\alpha}(D_0, 1) \).

A. If \( x \) is interior to \( D_0 \) such that \( B(x, r_0) \subset D_0 \), \( r_0 > 0 \), then for any \( j \in I_j \), \( 0 \leq j \leq m-1 \), we have \(|f^{(j)}(x)| \leq K_j/r_0^l \) for a constant \( 0 < K_j \).

B. Let \( e \) be any orthonormal basis of \( \mathbb{R}^d \) such that \( f^{(i)}_e \) is convex for all \( i \in I_j \), \( 0 \leq j \leq m-2 \).

Assume we have \( d(x, \partial D_0, e_i) \geq \delta_i \), where \( \delta_i > 0 \) for \( i = 1, \ldots, d \). Let \( \delta = (\delta_1, \ldots, \delta_d) \).

Then for any \( j \in I_j \), \( 0 \leq j \leq m-1 \), we have \(|f^{(j)}_e(x)| \leq K_j/\delta^j \).

**Proof.** We first show part A. We will show, by induction on \( l < m-1 \), that for \( i \in I_l \), we have that \((f^{(i)})|_{B(x, r_0/2^l)} \in C(B(x, r_0/2^l), \frac{(l+1)(l+2)/2}{r_0^l}) \). When \( l = m-1 \), the statement 
\[
(|f^{(i)}|)_{B(x, r_0/2^{m-1})} \leq \frac{(m-1)(m-2)/2}{r_0^l}
\]
holds. The base case of \( l = 0 \) is satisfied trivially by assumption, since \( f \in C_{d}^{m,\alpha}(D_0, 1) \). Now we show the induction hypothesis holds for a general \( l \leq m-1 \) by assuming it holds for the \( l - 1 \) case. Take \( i \in I_l \). Write (non-uniquely) \( i = i_1 + i_2 \) for \( i_1 \in I_{l-1} \) and \( i_2 \in I_1 \). Since \( l - 1 \leq m - 2 \), \( f^{(i_1)} \) is convex by assumption, so by the induction hypothesis \((f^{(i_1)})|_{B(x, r_0/2^{l-1})} \in C(B(x, \frac{r_0}{2^{l-1}}), \frac{2(l-1)(l+2)/2}{r_0^l}) \). Note for \( z \in B(x, \frac{r_0}{2^{l-1}}) \), that \( d(x, \partial B(x, \frac{r_0}{2^{l-1}}), e_i) \geq r_0/2^l \) for any \( i \). Since \( f^{(i)} = (f^{(i_1)})^{(i_2)} \), Lemma 3.1 implies for any \( z \in B(x, \frac{r_0}{2^{l-1}}) \) that \(|f^{(i)}(z)| \leq \frac{2^{l-1}(l+2)/2}{r_0^l} \). Thus part A has been shown.

Part B follows from part A by a simple scaling argument: let \( A \) be the diagonal matrix of \( \delta \), so that \( g(y) := f(Ay) \) is defined on a hyperrectangle \( E \) where \( d(Ax, \partial E, e_i) \geq 1 \). Note \( \delta^j f^{(i)} = g^{(i)} \), and then apply part A.
Theorem 5.11. Let \( m \geq 2 \). Let \( D = \prod_{i=1}^{d} [a_i, b_i] \) be a hyperrectangle, with \(-\infty < a_i < b_i < \infty\). For all \( i \in \mathbb{I}_{m-1} \), let \( 0 < \Gamma_i < \infty \) and let \( \Gamma := \{ \Gamma_i : i \in \mathbb{I}_{m-1} \} \). Let \( 0 < B \leq \max_{i \in \mathbb{I}_{m-1}} \Gamma_i (b_i - a_i)^i \). Then there exists \( c = c_{m,d} \) such that for all \( \epsilon > 0 \),

\[
N(\epsilon, \mathcal{C}_d^m(D, B, \Gamma), L_{\infty}) \leq \exp \left\{ c \left( \frac{\max_{i \in \mathbb{I}_{m-1}} \Gamma_i (b_i - a_i)^i}{\epsilon} \right)^{d/m} \right\}, \tag{68}
\]

where \( a := (a_1, \ldots, a_d) \) and \( b := (b_1, \ldots, b_d) \). Note in (68), \( \mathcal{C}_d^m(D, B, \Gamma) \) may trivially be replaced by \( \mathcal{C}_d^m(D, B, \Gamma)|_{G} \) for any \( G \subset D \).

The proof proceeds via several lemmas. The following lemma was inspired in part by Lemma 1 in [26].

**Lemma 5.12.** Let \( \mathcal{F} \) be a class of functions on \( \prod_{i=1}^{d} [0, L_i] \), \( 0 < L_i < \infty \), let \( x \in [0, 1]^d \), and let

\[
\mathcal{G} := \left\{ y \mapsto \int_0^1 f(x + t(y - x)) dt : f \in \mathcal{F} \right\}.
\]

Assume \( \log N(\epsilon, \mathcal{F}, L_{\infty}) \leq \phi(\epsilon) < \infty \) for some function \( \phi \) and all \( \epsilon > 0 \), and assume further that the \( \epsilon \)-bracketing cover of \( \mathcal{F} \) can be taken to satisfy (66) with \( A \) the identity (and where \( h \) is replaced by the lower and upper bracket of \( f \)). Then there exists \( 0 < C < \infty \) such that

\[
\log N(\epsilon/\phi(\epsilon)^{1/d}, \mathcal{G}, L_{\infty}) \leq C \phi(\epsilon).
\]

**Proof.** By (4), we will bound the metric covering number rather than the bracketing number, just for ease of notation. Without loss of generality, assume \( \phi(\epsilon) \) takes on integer values and take \( x = 0 \). Let \( \{ f_i \}_{i=1}^{o(\epsilon)} \) be an \( \epsilon \)-L-\( \infty \)-net for \( \mathcal{F} \). For \( f \in \mathcal{F} \) write \( g(y) := \int_0^1 f(ty) dt = \int_0^1 (f(ty) - f_i(ty)) dt + g_i(y) \) where \( g_i(y) := \int_0^1 f_i(ty) dt \) and \( L_{\infty}(f - f_i) \leq \epsilon \). Define

\[
\mathcal{G}_i := \left\{ g(y) = \int_0^1 (f(ty) - f_i(ty)) dt : y \in [0, 1]^d, f \in \mathcal{F}, L_{\infty}(f - f_i) \leq \epsilon \right\}.
\]

Thus \( \mathcal{G} \subseteq \bigcup_i (\mathcal{G}_i + g_i) \).

Now, for each \( i \), \( \mathcal{G}_i \) consists of functions \( g \) satisfying \( L_{\infty}(g) \leq \epsilon \), and also (by (66)) satisfying

\[
L_{\infty} \left( \frac{\partial}{\partial x_j} g \right) \leq \epsilon \text{ for } j \in \{1, \ldots, d\}.
\]

Thus, by Theorem 5.23 (in the appendix), we see that \( \log N(\delta, \mathcal{G}_i, L_{\infty}) \leq C(2\epsilon/\delta)^d \) for a constant \( C \) and any \( \delta > 0 \). Take \( \delta = \epsilon/\phi(\epsilon)^{1/d} \) and see

\[
\log N(\epsilon/\phi(\epsilon)^{1/d}, \mathcal{G}_i, L_{\infty}) \leq 2C \phi(\epsilon),
\]

and let \( g_{ij}, 1 \leq j \leq \epsilon^{C\phi(\epsilon)} \), denote a corresponding cover. Then \( \{ g_i + g_{ij} \}_{i,j} \) is an \( L_{\infty} \)-cover of \( \mathcal{G} \) with size \( \epsilon^{(2C+1)\phi(\epsilon)} \) and with cardinality no larger than \( \epsilon^{2(2C+1)\phi(\epsilon)} \), so we are done. \( \square \)
Remark 5.13. The above lemma depends on (66). Note that in the \( d = 1 \) case, this property is satisfied for the entire class \( C(L, B, \Gamma) \): see Lemma 5.18 below.

Let \( D \subset \prod_{i=1}^{d}[0, L_i] \) be convex, and for simplicity assume \( 0 \in D \). Let \( 0 < B \) and \( \Gamma := (\Gamma_1, \ldots, \Gamma_d) \). For \( m \geq 3 \), let

\[
G^m_d(D, B, \Gamma) := \left\{ x \mapsto \int_0^1 \int_0^{z_1} \cdots \int_0^{z_{m-2}} f(sx)\,dsdz_{m-2} \cdots dz_1 : f \in C_d(D, B, \Gamma) \right\},
\]

be a class of functions, where \( x \in D \). Note that the functions in \( G^m_d(D, B, \Gamma) \) are normalized so their size does not increase with the size of \( D \).

Lemma 5.14. Fix \( D \subset \prod_{i=1}^{d}[0, L_i] \) be convex with \( 0 \in D \). Let \( \Gamma := (\Gamma_1, \ldots, \Gamma_d) \in (0, \infty)^d \) and \( L := (L_1, \ldots, L_d) \in (0, \infty)^d \). Let \( 0 < B \leq \sum_{i=1}^{d} \Gamma_i L_i \). Let \( m \geq 2 \) be an integer and \( p \geq 1 \). Then, abbreviating \( G^m_d \equiv G^m_d(D, B, \Gamma) \), we have

\[
\log N_m(\epsilon, \text{Vol}_d(D)^{1/p}, G^m_d, L_p) \leq \log N_m(\epsilon, G^m_d, L_\infty) \leq c_m \left( \frac{\sum_{i=1}^{d} \Gamma_i L_i}{\epsilon} \right)^{d/m}. \tag{69}
\]

Proof. The first inequality of (69) is immediate. The proof of the second inequality is by induction. We can start with the base case of \( m = 2 \) by identifying \( G^2_d(D, B, \Gamma) \) with \( C_d(D, B, \Gamma) \) and then the result is by Theorem 2.1. Now we assume the \( m - 1 \) case holds, i.e.,

\[
\log N_m(\epsilon, G^{m-1}_d(D, B, \Gamma), L_\infty) \leq c_{m-1} \left( \frac{\sum_{i=1}^{d} \Gamma_i L_i}{\epsilon} \right)^{d/(m-1)}, \tag{70}
\]

and show (69) holds. By (70) and Lemma 5.12, we have

\[
\log N_m \left( \frac{\epsilon}{\sum_{i=1}^{d} \Gamma_i L_i} \right), G^m_d(D, B, \Gamma), L_\infty \right) \leq C_m \left( \frac{\sum_{i=1}^{d} \Gamma_i L_i}{\epsilon} \right)^{-\frac{d}{m-1}} \tag{71}
\]

which is equivalent to (69).

Proof of Theorem 5.11. We consider (only) \( f \in C^{m, \circ}_d(D, B, \Gamma) \), by Remark 5.9. Since \( D \) has nonempty interior there exists an open ball contained in \( D \), which, by translation, we take to be \( B(0, r_0) \) without loss of generality, for \( r_0 > 0 \). Now, by iterated application of the Fundamental Theorem of Calculus, for any \( (m - 1) \)-times continuously differentiable \( h: \mathbb{R} \to \mathbb{R} \), we can write

\[
h(x) = h(0) + \cdots + h^{(m-2)}(0)x^{m-2} + \int_0^x \int_0^{z_1} \cdots \int_0^{z_{m-2}} h^{(m-1)}(s)dsdz_{m-1} \cdots dz_1. \tag{72}
\]
Let \( L \) be a metric space. For ease of notation and without any loss of generality, we form a lattice \( \Gamma \) and log cardinality \( \log \) to obtain \( P' \) above by \( \Gamma = 1 \leq 2 \leq \cdots \). Then \( C = (\sum_{i=1}^{d} \Gamma_{i} L_{i})^{d/m} \) and \( R = \max_{j} \Gamma_{j} \) comes from Lemma 5.10.

Now, for \( i \in \mathbb{I}_{m-2} \), let \( j_{a}(i) := i + (0, \ldots, 0, 1, 0, \ldots, 0) \), where the 1 is in the \( a \)-index.

Let \( \Gamma_{i} := (\Gamma_{j_{a}(i)}, \ldots, \Gamma_{j_{a}(i)}) \). This is the vector of Lipschitz constraints for \( f^{(i)} \). Let

\[
F^{m} := \left\{ y \mapsto \sum_{j \in I_{m-2}} \left( \frac{m-2}{j} \right) y^{j} I_{m-2}(g_{j}, y) : g_{j} \in C_{d}(D, B, \Gamma_{j}) \right\}.
\]

Then \( C_{d}^{m}(D, B, \Gamma) \subset P' + F^{m} \) so

\[
N(\epsilon, C_{d}^{m}(D, B, \Gamma), L_{\infty}) \leq N(\epsilon/2, P', L_{\infty}) N(\epsilon/2, F^{m}, L_{\infty}).
\]

Recall by (4), \( L_{\infty} \)-\( \epsilon \)-bracketing numbers equal \( L_{\infty} \)-(\( \epsilon/2 \))-covering numbers, and so simply for ease of notation and without any loss of generality, we form a \( L_{\infty} \)-metric cover rather than \( L_{\infty} \)-bracketing cover.

First we form a cover for \( P' \). For an integer \( N \geq 1 \), we can construct a grid to cover \( P' \) by taking \( a_{j} \in \{ \epsilon j / N, \ldots, \epsilon c_{j} j / N \} \). Since \( j \in \mathbb{I}_{i} \), \( 0 \leq i \leq m \) takes on no more than \( m^{d} \) values, the cover has cardinality \( N^{m^{d}} \). The \( L_{\infty} \) size is \( m^{d} C L^{\mu}/N \) where \( C := \max_{j} \epsilon \), \( L := b - a \), and \( \mu := (m - 3, \ldots, m - 3) \). Take \( N \) to be \( \lceil \epsilon^{-1} m^{d} C L^{\mu} \rceil \). Then we have formed a cover for \( P' \) in the \( L_{\infty} \) norm with distances no larger than \( \epsilon \) and log cardinality bounded above by \( m^{d} \log(1 + m^{d} C L^{\mu} \epsilon^{-1}) \).

Now consider forming an \( L_{\infty} \)-cover for \( F^{m} \). By Lemma 5.14, for a fixed \( j \in \mathbb{I}_{m-2} \), we can form an \( \epsilon \)-\( L_{\infty} \)-cover, \( h_{j,i} \), for \( i = 1, \ldots, N_{j} \), for the functions \( I_{m-2}(g_{j}) \), where \( \log N_{j} \leq \epsilon_{m} \left( \sum_{i=1}^{d} \Gamma_{j,i} L_{i}/\epsilon \right)^{d/m} \) and \( L_{i} := b_{i} - a_{i} \). Let \( f_{j,i}(y) := (\frac{m-2}{j}) y^{j} h_{j,i}(y) \), \( i = 1, \ldots, N_{j} \). Let \( L = (L_{1}, \ldots, L_{d}) \). Then for a function \( f(y) = (\frac{m-2}{j}) y^{j} I_{m-2}(g_{j}) \), with \( L_{\infty}(f_{j,i} - f) \leq \epsilon \), we have \( L_{\infty}(f_{j,i} - f) \leq m^{d} L^{\mu} \epsilon \). Equivalently, we can cover the same function class with size \( \epsilon \) and log cardinality \( \epsilon_{m,2} \left( \sum_{i=1}^{d} \Gamma_{j,i} L_{i}/\epsilon \right)^{d/m} \). Let \( g_{j,i} \) denote such a cover. Then the class \( F^{m} \) is covered by the set of functions \( \sum_{j \in I_{m-2}} g_{j,i} \) which have \( L_{\infty} \) distance bounded above.
by \( \sum_{j \in I_{m-2}} \epsilon \) and log cardinality bounded above by \( c_{m,2} \sum_{j \in I_{m-2}} \left( \sum_{i=1}^{d} \Gamma_{j,i} L_i J_i / \epsilon \right)^{d/m} \).

Equivalently, \( F^m \) can be covered by a class with \( \epsilon / 2 \) \( L_\infty \)-distance and log cardinality bounded above by \( c_{m,3} \epsilon^{-d/m} (\max_{j \in I_{m-1}} \Gamma_j L_j)^{d/m} \).

Then, by (75), we have

\[
\log N(\epsilon, C^m_d(D, B, \Gamma), L_\infty) \leq m^d \log(1 + m^d 2CL^\mu \epsilon^{-1}) + c_{m,3} \epsilon^{-d/m} \left( \max_{j \in I_{m-1}} \Gamma_j L_j \right)^{d/m}.
\]

This completes the proof.

We can now prove the following bound on bracketing entropy of \( m \)-monotone function classes, using the same approach used to prove Theorem 3.5. We use the same \( G_{i,j} \) partition construction as in the proof of Theorem 3.5, except that we modify the \( \delta_i \)'s. First we have the following \( m \)-monotone version of Lemma 3.4.

**Lemma 5.15.** Let Assumption 1 hold. Fix \( k \in \{1, \ldots, d\} \), \( i \in I_k \), \( j \in J_k \). Then for any \( p \geq 1 \) and \( \epsilon > 0 \),

\[
\log N_{[i]}(\epsilon, C^d_{1/m}(D, 1), L_p) \leq c_{D,d} \left( \frac{1}{\epsilon} \max_{\alpha = 1, \ldots, k} \frac{1}{\delta_{\alpha+1}} \right)^{d/m}.
\]

**Proof.** Let \( c_{i,j,\alpha} \equiv c_\alpha \), \( \alpha = 1, \ldots, d \) be given by Proposition 3.2, so that \( d(G_{i,j}, \partial D_0, e_\alpha) \geq \max_{\beta \in \{1, \ldots, k\}} \delta_{\beta} / |\langle e_\beta, v_{j,\beta} \rangle| \) for \( \alpha = 1, \ldots, k \), and \( d(G_{i,j}, \partial D_0, e_\alpha) \geq 2 / u \) for \( \alpha = k+1, \ldots, d \).

Recall (21) from the proof of Lemma 3.4, and recall that \( \gamma_{\alpha} \leq dL_{j,1} \max_{\beta \in \{1, \ldots, k\}} \delta_{\beta+1} \). Let \( \eta_0 := (\delta_{i_1 \beta_1}, \ldots, \delta_{i_k \beta_k}, 2 / u, \ldots, 2 / u) \) and \( \eta_1 := (\delta_{i_1 \beta_1+1}, \ldots, \delta_{i_k \beta_k+1}, 4L_{k,1} \rho_{j,k+1}, \ldots, 4L_{k,1} \rho_{j,d}) \).

For \( I \in \mathbb{I}_{m-1} \), let \( \Gamma_I := \sup_{x \in G_{i,j}, f \in C^m_{1/m}(D_0,1)} |f(I)(x)| \). Then by Lemma 5.10 we have

\[
\Gamma_I \eta_1^I \leq c_{D,d} \left( \frac{\eta_1^I}{\eta_0} \leq c \max_{\beta \in \{1, \ldots, k\}} \frac{\delta_{\beta+1}}{\delta_{\beta}} \right)^{d/m}.
\]

Now we can apply Theorem 5.11. We use the fact that \( G_{i,j} \) is embedded in a hyperrectangle \( H \) with axes given by the orthonormal basis \( e := \{e_\alpha\}_{\alpha=1}^d \) specified by Proposition 3.2. Thus \( C^m_{d}(D,1) \mid_{G_{i,j}} \) is contained in \( C^m_{d}(H,1) \mid_{G_{i,j}} \). Thus, letting \( \Gamma := \{ \Gamma_I : I \in \mathbb{I}_{m-1} \} \), we may apply Theorem 5.11 to \( C^m(H,1,\Gamma) \mid_{G_{i,j}} \) (after applying a rotation, see Remark 5.4).

By (68) (and the logic leading to (6)), the proof is complete.

We are now in a position to prove the following \( m \)-monotone version of Theorem 3.5.

**Theorem 5.16.** Assume the setup and conclusions of (68) hold. Fix \( p \geq 1 \). Then for all \( \epsilon > 0 \),

\[
\log N_{\{i\}}(\epsilon, C^m_{d}(D, B), L_p) \leq C \epsilon^{-d/m} \left( B \prod_{i=1}^{d} (b_i - a_i)^{1/p} \right)^{-d/m}.
\]
Proof. The same scaling argument as given in (the beginning of) the proof of Theorem 3.5 applies here, since rescalings of \( m \)-monotone functions are still \( m \)-monotone. Thus assume \( D \subset [0,1]^d \) and \( B = 1 \). Now we define

\[
u \equiv u_D := r_D/2 \land 2^{-m(1+p/(m-1))^2(2+p/(m-1))} \land \min_{k \leq 1 \ldots d-1} \min_{j \in J_k, x \in E_j} \frac{d^+(x_j, \partial G_j, \epsilon)}{L_{k,2}}
\]  

(77)

(where \( L_{k,2} \) is still given by (16)). We define \( A \) and \( \{\delta_i\}_{i=1}^A \) as in (9), by

\[
\delta_i := \exp \left\{ p \left( \frac{p-1/(m-1)}{p+2/(m-1)} \right)^{i-1} \log \epsilon \right\} \quad \text{for } i = 1, \ldots, A, \text{ and } \delta_0 = 0.
\]  

(78)

For \( k \in \{1, \ldots, d\} \), \( i \in I_k \) we let \( a(i_1 \ldots i_k) = 2 \) if \( i_\alpha = 0 \) for any \( \alpha \in \{1, \ldots, k\} \), and otherwise let

\[
a(i_1 \ldots i_k) := \prod_{\beta=1}^k a_{i_\beta} := \prod_{\beta=1}^k \epsilon^{1/k} \exp \left\{ -p \frac{(p+1/(m-1))^{i_\beta-2}}{(p+2/(m-1))^{i_\beta-1}} \log \epsilon \right\}.
\]  

(79)

When \( k = 0 \), let \( a_A := \epsilon/u \). Now define \( a \) by (27), as before, and then

\[
\log N_\| (a, C^m_d(D,1) ,L_p) \leq \sum_{k=0}^d \sum_{j \in J_k} \sum_{i \in I_k} \log N_\| (a_i \Vol_d(G_{i,j})^{1/p}, C^m_d(D,1)|_{G_{i,j}} , L_p) .
\]  

(80)

holds. We consider the case where \( k \in \{1, \ldots, d\} \) (i.e., \( k \neq 0 \)), and compute the sum above over \( I_k \) for a fixed \( j \in J_k \). We again use the trivial bracket \([-1,1]\) for any \( G_{i,j} \) where \( i_\alpha = 0 \) for any \( \alpha \in \{1, \ldots, k\} \). By Lemma 5.15, the sum over the remaining terms is bounded above by

\[
\sum_{i_1=1}^A \cdots \sum_{i_k=1}^A c_1 a_{i_1}^{-d/m} \left( \max_{\alpha=1, \ldots, k} \frac{\delta_{i_{\alpha}+1}}{\delta_{i_{\alpha}}} \right)^{d/m}
\]  

(81)

which (using \( \max_{\alpha \in \{1, \ldots, k\}} 2\delta_{i_\alpha+1}/\delta_{i_\alpha} \leq \prod_{\alpha=1}^k 2\delta_{i_\alpha+1}/\delta_{i_\alpha} \) as in the proof of Theorem 3.5) is bounded above by

\[
c_2 \sum_{i_1=1}^A \cdots \sum_{i_k=1}^A \prod_{i_\beta=1}^k \left( \frac{\delta_{i_{\beta}+1}}{\delta_{i_{\beta}}} \right)^{d/m}.
\]  

(82)

The constants \( c_1, c_2 \) depend on \( D \) and \( d \).

We now let

\[
\zeta_i \equiv \zeta_{i,k,m} := \left( \epsilon^{1/k} \frac{\delta_{i_{\alpha}+1}^{m-1}}{(\delta_{i_{\alpha}}^{m-1} \alpha_{i_{\alpha}})} \right)^{1/m}.
\]  

(83)

By Lemma 5.17 below, \( \sum_{i=1}^A \zeta_i^d \leq K_d < \infty \) for a constant \( K_d \). Now,

\[
\prod_{\alpha=k+1}^d \delta_{i_{\alpha}+1}^{m-1} \leq C_d \Vol_{d-k}(A_j)^{m-1} \leq C_d \Vol_{d-k}(G_j)^{m-1}.
\]  

(84)
Thus we have shown that (82) is bounded above by $K \epsilon^{-d/m}$, where $K$ depends only on $D$, $d$, $m$, and $p$, but not on $\epsilon$. Therefore, for a different constant $K$, we have shown that the right side of (80) is bounded above by $K \epsilon^{-d/m}$ for all $\epsilon > 0$.

We now bound the size of the brackets, $a$. Define $I_k^+$, $I_k^0$ as in the proof of Theorem 3.5. Just as in Theorem 3.5, (37) holds (using the current definitions of $\delta_i$, and $a_i$). For the middle term on the right side of (37), recall (38), and for the first term recall $a_A := \epsilon/u$. It remains only to bound the last term. We can check that $a_i \delta_i+1 \leq \epsilon/p \zeta_i^m$ (equality holding when $m = 2$). Thus, arguing as in the proof of Theorem 3.5, we can see we need only bound $\epsilon/p \sum_{\alpha=1}^A \zeta_{\alpha}^m$ which by Lemma 5.17 is bounded above by $\epsilon/p A u$. Thus $a \leq C \epsilon$ for a constant $C$ not depending on $\epsilon$. This completes the proof.

In the $m$-monotone case, we did not relate the constants involved in the bound to the volumes of the faces of $D$ as explicitly as we did in the convex case. The following lemma was used to bound both the cardinality and the size of the brackets in Theorem 5.16 above.

**Lemma 5.17.** Define $A$, $u$, $\delta_i$, and $a_i$ by (9), (77), (78), and (79), respectively. Assume $0 < \epsilon \leq 1$. Let $\zeta_i$ be defined by (83). Then for any $\gamma \geq 1$,

$$\sum_{i=1}^A \zeta_i^\gamma \leq 2^\gamma/(2^\gamma - 1).$$

**Proof.** Straightforward algebra shows

$$\zeta_i = \exp\left\{ (m - 1)p \left( \frac{p + m - 1}{p + (m - 1)p} \right)^i \frac{\log \epsilon}{m(1 + (m - 1)p)^2} \right\}.$$ 

Thus, for $\alpha = 1, \ldots, A - 1$, further algebra shows

$$\frac{\zeta_{\alpha}^m}{\zeta_{\alpha+1}^m} = \exp\left\{ (m - 1)p \frac{(1 + p(m - 1))^{\alpha-2}}{(2 + p(m - 1))^{\alpha+1}} \log \epsilon \right\},$$

which (since $\alpha \leq A - 1$) is bounded above by

$$\exp\left\{ \frac{(m - 1)p}{(1 + p(m - 1))^2(2 + p(m - 1))} \frac{(1 + p(m - 1))^{A-1}}{(2 + p(m - 1))^{A-1}} \log \epsilon \right\} \leq \exp\left\{ \frac{\log u}{(1 + p(m - 1))^2(2 + p(m - 1))} \right\} =: R^{-m}.$$ 

Now, note that $\zeta_A \leq 1$ (since $\epsilon \leq 1$), and by its definition (77), we see $R \geq 2$. The rest of the proof follows in fashion similar to the proof of Lemma 3.6. \[\square\]
5.1.2. Univariate $m$-monotonicity

In this subsection, we prove that when $d = 1$, (66) holds, and so the conclusion of Theorem 5.11 holds with $C^*$ replaced by the full class $C$. We point out that [26] provide bracketing entropy for classes of bounded (univariate) $m$-monotone functions on a compact interval in Hellinger distance, but their result does not immediately give a bound for $L_\infty$-bracketing entropy. The methods of the previous section do give such a bound though. Recall $\lambda$ is Lebesgue measure.

**Lemma 5.18.** Let $F$ be a class of functions on $[0, L]$ and let $G := \{ x \mapsto \int_0^x f \, d\lambda : f \in F \}$ be the class of primitives of $F$ on $[0, L]$. Assume $\log N(\epsilon, F, L_\infty) \leq \phi(\epsilon) < \infty$ for a function $\phi$ and $\epsilon > 0$. Then there exists $0 < C < \infty$ such that

$$
\log N(\epsilon / \phi(\epsilon), L^{-1} G, L_\infty) \leq C \phi(\epsilon).
$$

(85)

**Proof.** By (4), we will bound the metric covering number rather than the bracketing number, just for ease of notation. We take $L = 1$, by rescaling: if $F$ and $G$ are classes of functions defined on $[0, 1]$, let $\tilde{F}$ be $\{ x \mapsto f(xL) : f \in F \}$ and define $\tilde{G} := \{ x \mapsto Lg(xL) : g \in G \}$. Then $N(\epsilon, F, L_\infty) = N(\epsilon, \tilde{F}, L_\infty)$ and $\tilde{G}$ is the class of primitives of $\tilde{F}$. We see that $N(\epsilon, G, L_\infty) = N \left( \epsilon, L^{-1} \tilde{G}, L_\infty \right)$ so we can take $L = 1$. Now, by the Fundamental Theorem of Calculus, (66) holds, and so we can apply Lemma 5.12. This completes the proof. \qed

Now let $G^1 \equiv G^1(L, B)$ be the class of non-decreasing functions $f$ on $[0, L]$ satisfying $0 \leq f \leq B$, and let

$$
G^k \equiv G^k(L, B) := \left\{ g(x) = \int_0^x \int_0^{z_1} \cdots \int_0^{z_{k-2}} f(s) ds dz_{k-2} \cdots dz_1 : f \in G^1 \right\}
$$

(86)

where $g$ is defined on $[0, L]$. Note, when $f$ is continuous, then $0 \leq g^{(k-1)} \leq B$.

**Lemma 5.19.** Fix $L, B > 0$ and define $G^k(L, B)$ by (86). Let $k \geq 2$ be an integer and $p \geq 1$. We have

$$
\log N(\epsilon L^{1/p}, G^k(L, B), L_p) \leq \log N(\epsilon, G^k(L, B), L_\infty) \leq c_k \left( \frac{BL^{k-1}}{\epsilon} \right)^{1/k}.
$$

(87)

**Proof.** This follows from using Lemma 5.18 in the proof of Lemma 5.14 (i.e., from the fact that (66) is satisfied when $d = 1$). \qed

For $L, B, \Gamma > 0$, let $C^m(L, B, \Gamma)$ be the class of $m$-monotone functions (per Definition 5.1) $f$ on $[0, L]$ satisfying $0 \leq f \leq B$ and $f^{(m-2)}$ is Lipschitz with constant $\Gamma$. 
Theorem 5.20. Let $B, L, \Gamma > 0$. Let $m \geq 2$ be an integer. Assume $B < \Gamma L^{m-1}$. Then there exists a constant $c_m > 0$ (not depending on $B, L, \Gamma$, or $\epsilon$) such that for all $\epsilon > 0$,

$$\log N(\epsilon, C^m(L, B), L\infty) \leq c_m \left( \frac{\Gamma L^{m-1}}{\epsilon} \right)^{1/m}. \quad (88)$$

Proof. This follows from Theorem 5.11 together with the fact that (66) is satisfied when $d = 1$. \qed

5.2. Entropy of classes related to level set estimation

Now, we consider the entropy of certain classes of functions related to estimating the level sets of convex functions; we may consider, for instance, estimating the level set of a convex or concave regression function, or of a so-called log- or $s$-concave density.\footnote{As shown by [14] in the univariate log- or $s$-concave cases and [33] in the multivariate log-concave case, bracketing entropies of log- or $s$-concave density classes are related to those of bounded concave function classes.} We refer to [14] for the definition of log- or $s$-concavity. We are specifically concerned with the case when the level set is a polytope.

In the present paper, we are concerned with bracketing entropy bounds, rather than statistical methodological developments. We provide here an extremely brief discussion of methodology to motivate the classes we are developing bounds for. The methodology is to first pick a bandwidth $h > 0$, then to minimize an objective function $Q$, based on i.i.d. data points, over functions of the form $f|_{\mathcal{L}(f)+B(0,h)}$ for convex $f$. The bandwidth $h$ will converge to 0 as the sample size increases. The model will need to satisfy some regularity conditions for M-estimation theory to apply (it must be such that if $H(p_f, p_{f_0}) \leq \delta$ then $l_H(\mathcal{L}(f), D_0) \leq C\delta$ where $H^2(p_f, p_{f_0}) := \int (\sqrt{p_f} - \sqrt{p_{f_0}})^2d\mu$ is Hellinger distance for some dominating measure $\mu$ on the sample space, and $p_f$ is the data generating density corresponding to convex function $f$).

We now proceed to find bracketing entropy bounds for a function class that will govern rates of convergence for the above procedure, specifically when the level set is a polytope.

We operate under the following basic setup or assumption.

Assumption 2. Let $C_0$ be a closed, bounded convex set in $\mathbb{R}^d$ with nonempty interior. Let $f_0 \in \mathcal{C}(C_0, B)$ satisfy $\inf_{x \in C_0} f_0(x) < \inf_{x \in \partial C_0} f_0(x)$. Let $\lambda \in \mathbb{R}$ satisfy $\inf_{x \in C_0} f_0(x) < \lambda < \sup_{x \in C_0} f_0(x)$. Assume further that $D_0 := \mathcal{L}(f_0)$ is a polytope.
The assumption restricts attention to functions which attain their minimum on the interior of \( C_0 \) and are strictly larger everywhere on their boundary than the minimum. (This is somewhat analogous to the assumption of so-called “coercivity,” except that we are restricting attention to a compact domain \( C_0 \).) For a function \( f \), define \( \mathcal{L}(f) \equiv \mathcal{L}_\lambda(f) := \{ x \in \mathbb{R}^d : f(x) = \lambda \} \). For two sets \( C, D \subset \mathbb{R}^d \), define the Hausdorff distance between them by

\[
l_H(C, D) := \max \left( \sup_{x \in D} \inf_{y \in C} \|x - y\|, \sup_{y \in C} \inf_{x \in D} \|x - y\| \right).
\]

Let \( S_\delta := \{ D : l_H(D, D_0) \leq \delta \} \). Define set addition \( A_1 + A_2 := \{ a_1 + a_2 : a_1 \in A_1, a_2 \in A_2 \} \) and recall that \( f|_{A_1} \) is the restriction of a function \( f \) to the set \( A_1 \). For \( h > 0 \), the class of functions we consider is

\[
C_{\delta, h}(C_0, B) := \{ f|_{\mathcal{L}(f)+B(0,h)} : f \in \mathcal{C}(C_0, B), \mathcal{L}(f) \in S_\delta \};
\]

this is a class of bounded convex functions on \( C_0 \) restricted to a neighborhood about their \( \lambda \)-level set (which is generally not a convex set).

Let \( F_j, j = 1, \ldots, N, \) be the facets of \( D_0 \). Let \( T_j := F_j + B(0, \delta + h) \). Note that \( T_j \) is a convex set. Thus for any \( f \in \mathcal{C}(C_0, B) \) with \( l_H(\mathcal{L}(f), D_0) \leq \delta \), we have \( \mathcal{L}(f) + B(0, h) \subseteq \bigcup_{j=1}^N T_j \). Thus for \( \epsilon > 0 \), restating (5), we have

\[
N[\epsilon^{1/p}, C_{\delta, h}(C_0, B), L_p] \leq \prod_{j=1}^N N[\epsilon, C_{\delta, h}(C_0, B)|_{T_j}, L_p].
\]

(90)

To bound the terms on the right side of the above display we will use Theorem 2.1. To do so, we need to compute \( \text{Vol}_d(T_j) \), we need to find a hyperrectangle containing \( T_j \), and we need to show that \( C_{\delta, h}(C_0, B)|_{T_j} \) is Lipschitz, which we will do by using an idea from the proof of Theorem 3.5.

By Assumption 2, \( 0 < l_H(D_0, C_0) \). Let \( \eta_0 := l_H(D_0, C_0) \). Thus for any \( f \in C_{\delta, h}(C_0, B) \), for \( \delta, h \) small enough, for any \( j \in \{1, \ldots, N\} \), \( l_H(T_j, C_0) \geq \eta_0 - \delta - h > \eta_0/2 \). Thus by Lemma 3.1,

\[
C_{\delta, h}(C_0, B)|_{T_j} \subset \mathcal{C}(T_j, B, \Gamma)
\]

(91)

where \( \Gamma := (4B/\eta_0, \ldots, 4B/\eta_0) \). Now, let \( V_{0,j} := \text{Vol}_{d-1}(F_j) \). Then

\[
\text{Vol}_d(T_j) \leq 2V_{0,j} \cdot 2(\delta + h).
\]

(92)

Next, note each facet \( F_j \) is compact so can be embedded in a hyperrectangle. Let \( \prod_{i=1}^{d-1} [a_{j,i}, b_{j,i}] \) be a hyperrectangle of minimum volume containing \( F_j \) (after an orthogonal rotation). Then
by its definition, $T_j$ is (after rotation) contained in $(\prod_{i=1}^{d-1} [a_{j,i} - \delta - h, b_{j,i} + \delta + h]) \times [-\delta - h, \delta + h]$, for $\delta, h > 0$ small enough. Thus by Theorem 2.1, for $1 \leq p < \infty$, for any $j \in \{1, \ldots, N\}$, and for $\delta, h$ small enough, $\log N_{[1]}(\epsilon, C(T_j, B, \Gamma), L_p)$ is bounded above by

$$c \left( \frac{\text{Vol}_d(T_j)^{1/p}}{\epsilon} \right)^{d/2} \left( B + \frac{4B}{\eta_0} \left( 2(\delta + h) + \sum_{i=1}^{d-1} (2(\delta + h) + b_{j,i} - a_{j,i}) \right) \right)^{d/2} \leq c_2 \left( V_{0,j}^{1/p}(\delta + h)/\epsilon \right)^{d/2} \left( B + \frac{4B}{\eta_0} \left( \sum_{i=1}^{d-1} 2(b_{j,i} - a_{j,i}) \right) \right)^{d/2}.$$

Let $U_{0,j} := \sum_{i=1}^{d-1} (b_{j,i} - a_{j,i})$. Then the right side of the above display is bounded above by $c_3 \left( V_{0,j}^{1/p}(\delta + h)/\epsilon \right)^{d/2} (B + BU_{0,j}/\eta_0)^{d/2}$. Thus the log of the right of (90) is bounded above by $\sum_{j=1}^{N} c_3 \left( V_{0,j}^{1/p}(\delta + h)/\epsilon \right)^{d/2} (B + BU_{0,j}/\eta_0)^{d/2}$. Thus we have shown the following.

**Theorem 5.21.** Let Assumption 2 hold. Fix $\delta > 0$, $h > 0$, and let $C_{\delta,h}(C_0, B)$ be defined as in (89). Then

$$\log N_{[1]}(\epsilon, C_{\delta,h}(C_0, B), L_p) \leq S_0 \left( \frac{\delta + h}{\epsilon} \right)^{d/2},$$

where $S_0$ is a constant depending on $B$, $f_0$, and $C_0$.

This result suggests that fast rates of convergence may be possible when estimating polytopal level sets of convex functions. As mentioned above, we do not here develop a full estimation procedure. To do so will require studying the optimal choice of the bandwidth $h$. If we can take $h = \delta$ for instance, then the bound is of order $(\delta/\epsilon)^{d/2}$. When $d = 2$ or 3, one can then compute the entropy integral (see, e.g., [42], [21], [28]),

$$\int_{\delta}^{\delta/\sqrt{n}} \sqrt{\log N_{[1]}(\epsilon, C_{\delta,h}(C_0, B), L_2)} \, d\epsilon = \delta^{d/4} \int_{\delta}^{\delta/\sqrt{n}} \epsilon^{-d/4} \, d\epsilon$$

and see that it is of order $\delta^{d/4}$, corresponding, at least heuristically, to a $\sqrt{n}$ rate of convergence (the rate $\sqrt{n}$ arises from combining, e.g., Lemma 3.4.2 (p. 324) and Theorem 3.2.5 (p. 289) of [42]). These calculations are only suggestive in nature (and indeed we have not formally proposed an estimator in a specific model!). They are presented to explain potential repercussions of Theorem 5.21.

**Appendix**

**Theorem 5.22** (John’s theorem, [32]; Theorem 13.4.1 [37]). Let $K \subseteq \mathbb{R}^d$ be a bounded closed convex body with nonempty interior. Then there exists an ellipsoid $E$ of maximal volume such that $E \subseteq K \subseteq nE$.

**Theorem 5.23** (Theorem 2.7.1 of [42]). Let $L$ be a class of functions on $\prod_{i=1}^{d}[0, L_i]$, $0 < L_i < \infty$, such that for all $f \in L$, we have $L_\infty(f) \leq B < \infty$ and $f$ has Lipschitz constant in
the direction $x_i$ given by $\Gamma_i < \infty$. Then

$$\log N(\epsilon, \mathcal{L}, L_\infty) \leq K \left( \frac{B + \sum_{i=1}^d \Gamma_i L_i}{\epsilon} \right)^d.$$  \hspace{1cm} (93)

Proof. The theorem is given by [42] when the domain is $[0, 1]^d$ and the sup and Lipschitz bounds are all 1. A scaling argument gives the general form. \hfill \blacksquare
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