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Abstract. The Orbital Angular Momentum (OAM) of light has been at the center of several classical and quantum applications for imaging, information processing and communication. However, the complex structure inherent in OAM states makes their detection and classification nontrivial in many circumstances. Most of the current detection schemes are based on models of the OAM states built upon the use of Laguerre-Gauss modes. However, this may not in general be sufficient to capture full information on the generated states. In this paper, we go beyond the Laguerre-Gauss assumption, and employ Hypergeometric-Gaussian modes as the basis states of a refined model that can be used – in certain scenarios – to better tailor OAM detection techniques. We show that enhanced performances in OAM detection are obtained for holographic projection via spatial light modulators in combination with single-mode fibers, and for classification techniques based on a machine learning approach. Furthermore, a three-fold enhancement in the single-mode fiber coupling efficiency is obtained for the holographic technique, when using the Hypergeometric-Gaussian model with respect to the Laguerre-Gauss one. This improvement provides a significant boost in the overall efficiency of OAM-encoded single-photon detection systems. Given that most of the experimental works using OAM states are effectively based on the generation of Hypergeometric-Gauss modes, our findings thus represent a relevant addition to experimental toolboxes for OAM-based protocols in quantum communication, cryptography and simulation.
1. Introduction

Light supports the Orbital Angular Momentum (OAM) degree of freedom, whose states are encoded in a structured spatial transverse amplitude profile [1–3]. Such wavefronts are also frequently referred to as twisted light, due to their characteristic helicoidal phase profile [3]. In the classical domain, the OAM of light finds several applications, including optical trapping and laser micro-machining [4], micro-manipulation [5], optical communication [6,7], microscopy [8,9], sensing [10], and high-density optical information encoding [7,11,12]. OAM is also a useful quantum resource and can be exploited as an alphabet to encode high dimensional quantum states [3]. More generally, OAM states represent an invaluable tool in several quantum information protocols, including quantum communication [13–21], quantum simulation [22–24], quantum computation and error correction protocols [25–28]. A particularly interesting class of states carrying nontrivial OAM is obtained coupling spatial and polarization degrees of freedom of light. Such states, often referred to as vector vortex beams (VVBs), have been used in the contexts of optical trapping [1,29], metrology [30–35], and communication [19,20,30,36–38].

Several platforms have been proposed to engineer and manipulate OAM states in photonics [1], including pitch-fork gratings [39], computer-generated holograms with spatial light modulators (SLM) [40–44], q-plates (QPs) [45,46], cylindrical lenses [47,48], spiral phase plates [49], ring resonators [50], metasurfaces [51–53], lasers [54–57] and interferometric or refractive devices [58,59]. Generation of VVBs was also recently demonstrated in integrated photonic chips [60].

Any application of OAM states crucially relies on the capability to detect these states accurately. However, reconstructing high-dimensional OAM states is in general challenging due to the large dimension of such problem, and the complexity of the associated spatial profiles. This is particularly the case in the quantum domain, where the full characterization of OAM states requires quantum state tomography, which is very demanding for high-dimensional states [61]. Known techniques to characterize OAM states include demultiplexing based on multi-plane light conversion [62], holographic and optical geometric transformation-based sorters [63–71], metasurfaces [51–53,72,73], holograms imprinting phase patterns (e.g. from SLMs) followed by single-mode fibers [43,74–77], hybrid approaches [78], time-based multiplexing [79–81], lenses [82], techniques using Doppler frequency shifts [83–85], interferometric, refractive or diffractive schemes [58,59,67,69,70,86–89] and weak measurements [90]. Machine learning (ML) methods have also recently proved valuable in the context of the reconstruction of the properties of structured light. In particular, supervised and unsupervised learning techniques were used to classify OAM states propagating through free-space [91–93] and through turbulent environments [94–104], as well as to classify and reconstruct VVB states [105,106].

The efficiency of detection techniques based on the cascade of SLMs and single-mode fibers [107] or ML algorithms for the classification of experimental states based on the pattern distribution of theoretical modes [91,92,105], depends crucially on the provision
of accurate models of states produced by the experimental apparatus in use. Most of the proposed and tested methods consider the experimental state described by the Laguerre-Gauss (LG) model. However, this model might not fully capture the structure of the optical modes generated by any given experimental apparatus, which would limit the accuracy of the detection scheme. The performance of such detection schemes would thus be improved by the use of more accurate models for the incoming light. Indeed, the output beams from devices like QPs and SLMs are usually modeled with LG modes, which thus neglect any effect due to diffraction. This approximation is valid in the pupil plane under the assumption of a thin device. On the contrary, in a generic transverse plane the radial index number, which characterizes the transverse spatial distribution of OAM states, does not have a fixed value \([108, 109]\), although the output beam has a well-defined OAM value. In this scenario, the beams that are generated by the considered
device [108–111] can be described more accurately by a model based on Bessel [112,113] and Hypergeometric-Gaussian (HyGG) functions [114], whose propagation has also been studied in turbulent environment [115–118].

In this paper, we develop an improved approach to model the state of OAM modes which provides enhanced characterization performances. We employ HyGG modes to model experimentally OAM states engineered via a quantum-walk-based platform composed of a series of QPs in a cascaded configuration. We test our platform both in the classical and quantum regimes. To assess the improved measurement performances brought forward by adopting our HyGG-based model, we use it to create computer-generated holograms exploited in the SLM-based measurement. We observe higher state fidelities when coupling the resulting output modes to single-mode fibers. Consequently, the exploitation of the refined model allows us to extract more information about the experimental state regarding both the azimuthal and the radial distribution. Furthermore, this result has been obtained by keeping fixed the number of holograms used to perform the projection measurement, without using distinct hologram for each Laguerre-Gaussian mode with different radial indexes. These are associated with substantially higher coupling efficiencies. We also show that states generated using the HyGG model, when used to train a CNN, provide enhanced learning capabilities, thus allowing to better predict experimental images. These results highlight the importance of using an accurate model of the incoming beams to optimize the detection process and could be adopted for different techniques that need an accurate model of the generated state.

The remainder of this paper is organized as follows. In Sec. 2, we provide a brief description of the experimental apparatus of the generation and detection of the OAM states here at hand. Sec. 3 is dedicated to the illustration of the modelling used to describe the OAM state produced by the experimental platform. Sec. 4 makes use of our HyGG model to capture the experimental features through computer-generated holograms. In Sec. 5, we put in place a ML-based classification approach. Finally, in Sec. 6 we draw our conclusions. A series of technical details of our analysis is deferred to the Appendices.

2. Generation and detection of arbitrary OAM states

OAM of light is encoded in the helicoidal transverse spatial wavefront of an optical beam. More specifically, OAM-endowed modes are characterized by a phase dependence of the form $e^{im\phi}$, with $\phi$ the azimuthal angle in the transverse plane with respect to the propagation direction. Coupling OAM modes with non-uniform polarization distributions produced the so-called VVBS, which are superpositions of two different helicoidal fields $\vec{E}_{m_1}$ and $\vec{E}_{m_2}$ with OAM parameters $m_1$ and $m_2$, and orthogonal polarizations $\vec{e}_L$ and $\vec{e}_R$. The resulting field would read $\vec{E}_{m_1,m_2} = \vec{e}_L \cos(\theta/2) \vec{E}_{m_1} + e^{i\beta} \vec{e}_R \sin(\theta/2) \vec{E}_{m_2}$ with $\theta \in [0, \pi]$ and $\beta \in [0, 2\pi]$.

To engineer OAM states characterized by OAM numbers in $\{\pm 1, \pm 3, \pm 5\}$, we exploit an experimental platform implementing a scheme based on one-dimensional discrete-time
quantum walks (QWs) exploiting both the OAM and polarization degrees of freedom [76]. In particular, the walker (coin) state of the QW is encoded in the OAM (polarization) degree of freedom. The QPs change the OAM state conditionally to the polarization, thus implementing the QW step operation. The implementation of the QW is performed through a cascade of five QPs interspaced by a set of waveplates (WPs) (Fig. 1 a). A QP is a slab of a birefringent material characterized by a non-uniform transverse optical axis pattern with a topological charge equal to $q$. The action of this device is to add a phase term $e^{\pm i2q\phi}$ to the incoming beam depending on the polarization state, thus resulting in a variation of the OAM value by $\pm 2q$ [119]. At each step of the protocol, a sequence of three WPs and a QP enables the engineering of arbitrary modes for increasingly larger OAM values. This platform is advantageous with respect to more usual methods for the generation of OAM states based on the use of SLMs in light of its flexibility. In particular, VVB states can be engineered naturally employing QPs [120] without the need for interferometric architectures [121,122].

We employ two different strategies to classify engineered optical states, and test these approaches in two distinct regimes, as shown in Fig. 1 (a). Although both hologram-based and ML-based approaches can be used in quantum and classical regimes, we perform a complete investigation exploiting the holographic technique for single-photon states [42,43], and a CNN for detecting classical laser states. As a first step, a projective measurement is performed in the horizontal polarization basis via a polarizing beamsplitters (PBS). Subsequently, a SLM is employed to convert a given OAM mode in the fundamental Gaussian mode, which is then coupled into a single-mode fiber. This operation corresponds to a projective measurement of the walker state encoded in a chosen arbitrary superposition of OAM components. The similarity between the target state and the experimentally generated walker state is quantified through the quantum state fidelity, which is measured by performing different projection of the input mode onto an orthonormal basis that contains the given target state.

On the other hand, we use CNNs to classify the generated VVB states. As input for the classification algorithm we use the intensity profiles as measured by a CCD camera. In order to capture the information stored in the polarization patterns, we measure the intensity after projection along each polarization direction. A standard approach to do this is to choose the three mutually unbiased polarization bases, $b_1 = \{H, V\}$, $b_2 = \{D, A\}$, and $b_3 = \{L, R\}$, measure the intensity profiles $I_{b_{i,j}}$ associated with each of them, and then compute the so-called Stokes parameters $S_i = (I_{b_{i,1}} - I_{b_{i,2}})/(I_{b_{i,1}} + I_{b_{i,2}})$. The Stokes parameters characterize the polarization state at each point of the transverse profile. To visualize the intensity profiles thus obtained, we represent the values of the Stokes parameters using an RGB encoding, with the value of each $S_i$ mapped into the intensity of one of the primary colours red, green, and blue [105]. The processed images are then analyzed through a suitably trained CNN to perform recognition of the incoming mode.
3. Modeling the output states of the quantum walk platform

Modes carrying OAM values can be described using specific Helmholtz equation solutions in the paraxial approximation. In particular, the most commonly employed are the LG modes. They are characterized by two integer indexes \((p, m)\), where the former is associated with the radial structure of the beam, while the second describes the azimuthal phase structure.

As outlined above, the platform used to engineer arbitrary OAM modes and VVB states employs a cascade of five QPs, interspersed with WPs to modulate the polarization state. The action of a QP is commonly associated only to a modification of the azimuthal index \((m)\) of the input LG mode \((\text{LG}_{p,m})\), while keeping the radial index \((p)\) unchanged. Thus, the action of a QP is described as [119]

\[
\begin{align*}
\text{LG}_{p,m} \vec{e}_L &\mapsto \cos \delta \text{LG}_{p,m} \vec{e}_L + i e^{i2\alpha_0} \sin \delta \text{LG}_{p,m+2q} \vec{e}_R, \\
\text{LG}_{p,m} \vec{e}_R &\mapsto \cos \delta \text{LG}_{p,m} \vec{e}_R + i e^{-i2\alpha_0} \sin \delta \text{LG}_{p,m-2q} \vec{e}_L.
\end{align*}
\] (1)

Here \(\delta \in [0, \pi]\) is the QP uniform birefringent phase retardation, while \(\alpha_0\) is the initial angle between the optical axis and the \(x\) axis on the device plane. In our discussion we consider only an optimal tuning of the QP, obtained for \(\delta = \pi\).

Such approximation of the QP action is valid only in the pupil plane of the device, where the diffraction effect can be neglected. Conversely, a variation of the radial index has to be considered in a general scenario. To consider such effect and go beyond the approximation described by (1) we derived the beam after propagation through each QP by solving the Fresnel’s integral

\[
E_{\text{out}}(x, y, z) = -\frac{e^{-ik(z-\tilde{z})}}{i\lambda(z-\tilde{z})} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\tilde{x} d\tilde{y} E_{\text{in}}(\tilde{x}, \tilde{y}, \tilde{z}) \times \\
\times \exp \left\{ -i \frac{k}{2} \left( \frac{d_\perp^2}{d_\parallel} \right) \pm 2i(q\phi + \alpha_0) \right\}
\] (2)

with \(d_\perp = [(x-\tilde{x})^2 + (y-\tilde{y})^2]^{1/2}\). Here \(\tilde{z}\) is the position of the QP, \((\tilde{x}, \tilde{y})\) are the coordinates in the transverse plane of the device and \(\phi = \arctan(\tilde{y}/\tilde{x})\) is the azimuthal angle. In particular, for the QW described above the integral in (2) has to be solved by considering a Gaussian input mode for the first QP. Then, the input field in the \(n\)-th QP \(E_{\text{in}}(\tilde{x}, \tilde{y}, \tilde{z})\) is the output beam of the \((n - 1)\)-th step. The result of the integration for the first QP is a HyGG mode \((\text{HyGG}_{p,m})\) [108,111], which is characterized by the azimuthal number \(m = \pm 2q\) and a real parameter \(p \geq -|m|\). By exploiting the following relation [114]

\[
\text{HyGG}_{p,m} = \sum_{k=0}^{\infty} A_{p,k} \text{LG}_{k,m},
\] (3)

where

\[
A_{p,k} = \sqrt{(k + |m|)!} \frac{\Gamma(k - p/2)\Gamma(p/2 + |m| + 1)}{k! \Gamma(p + |m| + 1) \Gamma(-p/2)\Gamma(k + |m| + 1)},
\] (4)
the output mode can be written as an infinite superposition of LG modes (here $\Gamma(x)$ is the Gamma function).

At variance with previous approaches, which consider only the first term of the superposition ($k = 0$), we include all terms up to order $k = 3$ as input of the second QP. This choice allows us to reach a higher overlap between the theoretical and experimental images without substantially increasing the computational cost. After solving the integral in 2 for each considered LG mode, the output beam from the second QP is described by a finite superposition of HyGG modes. Exploiting again 3, the procedure is repeated for all the QPs of the setup to obtain a final description of the output beam. Consequently, the output state engineered via the cascaded platform is expressed as a superposition of HyGG modes with different radial indices but with the same azimuthal index of the target state (more details are reported in the Appendix A). Therefore, such theoretical model goes beyond the LG assumption, and provides a more accurate description of the beam propagation inside the quantum walk platform (an example is shown in Fig. 1 b). In the following sections, we exploit this refined model to reach enhanced performances in OAM detection techniques using both holographic projection and machine learning-based approaches.

**Figure 2. Experimental quantum state fidelity.** Summary of quantum state fidelities obtained by performing the measurements of the 14 engineered states with the holograms based on the HyGG model (purple bars) or the LG one (cyan bar). We reported the comparison for different classes of state: elements of the computational basis, superposition of large OAM states (Balanced Superposition) and elements of the Fourier basis (QFT). The purple and cyan lines that represent the mean values are $0.9831 \pm 0.0005$ and $0.9671 \pm 0.0010$, respectively.
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Figure 3. Coupling Efficiency. The points with the experimental error bars represent the ratio between the coupling efficiency associated to the holograms programmed using the HyGG model and that one obtained with the LG model. The ratio is always greater than 1, confirming the coupling improvement. Moreover, the experimental values are compared with the quantity $D = \left| \langle \Phi_{\text{HyGG}} | \Phi_{\text{exp}} \rangle \right|^2$, where $\Phi_{\text{exp}} = \Phi_{\text{HyGG}}(w_{0}\exp)$, $w_{0}\exp$ is the experimental beam waist that has been considered equal to $w_{0}\text{HyGG} + \delta$, with $\delta = 0.062$ mm, and $w_{0}\text{HyGG}$ is the beam waist chosen for the computer-generated holograms. Such a quantity $\delta$ has been added to take into account experimental imperfections. The different colors are associated to classes of states characterized by similar theoretical predictions. In particular, $S_{r,i}$ and $S_{c,i}$ are the balanced superposition of extremal walker states with real or complex coefficients, respectively, and $Q_i$ are the elements of the Fourier basis.

4. Hologram-based measurement

Measurement and manipulation of OAM, and in general of spatial properties of the light, can be performed through holograms. These are diffraction gratings that allow to manipulate the phase and the amplitude of the impinging electromagnetic field [41,42,44]. Thanks to two arising devices for beam shaping, the SLM and digital micro-mirrors [1], the employment of computer-generated holograms is increasing. To measure an arbitrary OAM state, we inject in a single-mode fiber the field whose transverse spatial profile has been, previously, modulated by an hologram. For instance, let $I$ be the field of the incident beam and $I_m$ be the field encoded in the holograms. The output state in the far field will be the convolution between the two modes $I * I_m$ [74,75]. Measuring the signal coupled in the fiber that selects the Gaussian component, we estimate the mutual overlap between the two fields. Following this procedure, it is possible to define a set of orthonormal states of light, compute the holograms, and characterize the incident beam in this basis. It is worth noting that such technique is equivalent to projective measurements in quantum mechanics and then can be employed both at classical and single-photon level.

To measure the output states produced by our experimental platform, we used
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Figure 4. Convolutional Neural Network. a) Schematic representation of the CNN architecture. For each layer the correspondent dimension is shown in the figure. The Convolutional layers are represented in red, while the max pooling ones are shown in green. The last two layers are two fully connected ones. The specific classification task is performed by the last layer, i.e. the softmax one. b-c) Truth-tables for the two models: b) LG model and c) HyGG model. The matrix elements have been averaged over 100 experimental images, and the percentage of images belonging to the $i$-th class (row) classified by the CNN in the $j$-th class (column) are represented by the different colors.

a polarizing beam splitter to project the polarization state on the horizontal basis. Subsequently, the OAM detection is achieved by displaying the different elements of the orthogonal basis on a spatial light modulator (see Fig. 1). The accordance between the reconstructed state and the target one has been quantified exploiting the state distribution on the orthogonal basis. We consider as figure of merit the fidelity $\mathcal{F}$, that corresponds to square of the absolute value of overlap between observed and reference state.

In Fig. 2 the cyan and purple bars report the values of $\mathcal{F}$ obtained with the LG and HyGG model, respectively, following the procedure for different classes of states that has been described above. We first set the platform parameters so as to generate OAM eigenstates, which corresponding to the computational basis in quantum mechanical language. One basis includes the target state as predicted by the LG model and the other by the HyGG one.

To further assess the generation and measurement capabilities of our apparatus, we also showcase the generation of more complex OAM states. We focus in particular on different balanced superpositions of the extremal walker positions, and four elements of the Fourier basis associated to the Hilbert space of the walker (QFT). The values are explicitly reported in the Appendix B. The average fidelities obtained with HyGG
and LG models are $0.9831 \pm 0.0005$ and $0.9671 \pm 0.0010$, respectively. The higher fidelities achieved with the HyGG model confirms that this approximation describes more accurately the conditions faced in our experiments.

Importantly, we observe also higher coupling efficiencies in the single-mode fiber (Fig. 3) for each hologram associated with an engineered target state. In particular, encoding a field $I_m$ in the hologram which projects the incoming beam onto the Gaussian one, an increase in the coupling efficiency corresponds to an higher mutual overlap between the two fields. To support this conclusion, in Fig. 3 we report the agreement between the measured coupling efficiency ratio ($\eta_{\text{HyGG}}/\eta_{\text{LG}}$) and the theoretical expectation $D$ calculated from the employed holograms and the actual experimental states. Such theoretical value is computed as the squared absolute value of the inner product between the target state used to generate the hologram in the HyGG model, and the experimental state over the inner product between the target state, used to generate the hologram in the LG model and the experimental state. This result is a further proof of the enhancement achieved in the measurement of the experimental states engineered through the QW platform. The capability of significantly improving the detection efficiency represents a fundamental aspect, especially at single photon level. Indeed, in this scenario photon losses undermine the security and the feasibility of quantum communication and cryptography protocols. Furthermore, when moving to multi-photon protocols, losses affect the amount of detected signal as $\eta^n$, being $n$ the number of involved photons, and thus an improvement in $\eta$ will result in a magnified overall efficiency.

5. Machine-learning-based classification

Machine learning and neural-networks-based algorithms have been recently used, among other things, to classify structured light [91, 105, 123] and for noise compensation [94–102, 124]. CNNs are a class of neural-network architectures especially suited to process images for classification and regression tasks. Its specific structure allows to recognize translation-invariant features, making CNNs effective to recognise images produced in realistic experimental conditions.

In this section, we apply CNNs to classify experimental images of VVBs using only simulated ones in the training set. Remarkably, we show that improving the theoretical model used to generated the simulated images brings a significant improvement in the resulting accuracy. We stress that this is not an obvious result, due to the simulated images remaining, in many regards, significantly different than experimental ones. The improvements in classification accuracy brought forward by the improvements in the simulation model indicate that the CNN appears to base its classification on physically significant features of the images.

In particular, we will compare the performances of CNNs trained with images generated using either the LG or the HyGG model. Notice however that, for the sake of the training, in both cases a validation set comprising only experimentally generated images is used. We have observed that the inclusion of the latter is necessary in order to
achieve satisfactory performances in both cases.

Specifically, we use CNNs composed by four convolutional layers each of one is followed by a max-pooling layer [cf. Fig. 4]. On each convolutional layer we use 32 filters of size $3 \times 3$ with ReLU activation function. For the pooling layers we apply the max operation to blocks of size $2 \times 2$. The final classification is performed by a fully connected layer with 128 nodes followed by a softmax layer. For the training we used 400 simulated images (either via the LG or the HyGG model) for each of the 15 involved classes. The classes are characterized by a fixed value for the $\theta$ parameter equal to $\pi/2$, $\beta \in [0, 2\pi]$ and they can be distinguished through the different values of $m_1$ and $m_2$ which can assume each possible combination with $m_1, m_2 \in [-5, -3, -1, 1, 3, 5]$. At each training step we use a mini-batch of 30 simulated images to update the parameters, and a fixed validation set of 1500 experimental images to assess the CNN’s performance.

We then tested the classification accuracy of the network with 1500 new experimental images. In Fig. 4 b) and c) we report the best performances where each VVB state has been labelled according to the OAM numbers of the two beams in the state superposition. These networks give average accuracies of $0.632 \pm 0.097$ and $0.815 \pm 0.065$ for LG and HyGG models, respectively. The errors represent here the standard deviations on the average accuracy per class. We also report the accuracies obtained performing 22 separate training instances, to provide information on how easily CNNs giving accurate results are obtained. We find the average accuracies to be $0.553 \pm 0.013$ (LG) and $0.662 \pm 0.019$ (HyGG), respectively (more details can be found in the accompanying Appendix C).

In addition to the post-processing on the training set that has been exploited in each trained network, we highlight the results obtained taking into account a physical and experimental issue related to the possibility of making an error in the rotation and/or calibration of the WPs. In order to account for this kind of error we generated a new set of theoretical images, both for the LG and the HyGG model, with a random error in the experimental WP angles up to a maximum value equal to $3^\circ$. These images were added to the training set and we repeated the same analysis illustrated before, the accuracy increases for both models achieving a mean value of $0.605 \pm 0.018$ (LG) and $0.765 \pm 0.015$ (HyGG) [cf. Appendix C].

In general, these results showcase how training a CCN with images generated using HyGG model allows us to achieve significantly higher classification accuracy than those resulting from the LG-trained case.

6. Conclusions

In this paper, we have experimentally demonstrated significantly enhanced and optimized performances of detection techniques, by using a refined modeling of the incoming OAM modes.

In particular, we describe the states engineered through a QP-cascaded platform by using the HyGG modes. This allows us to obtain significant improvements in the OAM characterization process both in the classical and in the quantum regime. On one
hand, we showed that the use of HyGG to evaluate computer-generated holograms allows to reach higher fidelities in quantum state discrimination. This is also accompanied by an increase in the coupling efficiency of each hologram. This feature represents a substantial improvement at the single-photon level, where the overall detection efficiency and accuracy represent a fundamental requirement for robust and secure quantum communication and quantum cryptography protocols. Furthermore, in light of the significant impact that losses have in the quantum regime, enhanced efficiencies are crucial in this context. On the other hand, we verified the enhancement reached in an example of learning that consists in the use of a CNN to classify experimental VVBs using only simulated images for the training set. Comparing the accuracy obtained using images simulated through the HyGG and the LG model, we can assert that the former captures more successfully the features of the experimental images. Our results are thus very promising for applications to various problems in quantum technologies that exploit information encoded in OAM states.
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**Appendix A. Theoretical Modelling details**

The experimental platform used to engineer arbitrary beams endowed with the Orbital Angular Momentum (OAM) degree of freedom, is implemented with a cascade of 5 $q$-plates inter-spaced by a set of waveplates. In the main text, we exploited a refined model that employs Hypergeometric-Gaussian modes to describe the beam propagation through this platform. In order to describe more clearly the formalization of the Hypergeometric model, we analyze a specific example concerning the generation of the vector vortex beam (VVB) described by $\theta = \pi/2$, $\beta = 0$, $m_1 = -1$ and $m_2 = 1$. To generate this VVB, the parameters of each coin operator are set to act as the identity transformation in the polarization Hilbert space. Consequently, the input beam on the first $q$-plate is:

$$E_{in} = \text{LG}_{0,0} |H\rangle.$$

Solving the Fresnel’s integral reported in Eq. 2 for a topological charge $q = 1/2$ and $\alpha_0 = 0$, the output beam from the first $q$-plate is:

$$E_{Istep} = \frac{e^{-ikz}}{\sqrt{2}} \left( \text{HyGG}_{-1,1} |R\rangle + \text{HyGG}_{-1,-1} |L\rangle \right).$$
| State         | LG model        | HyGG model      |
|--------------|----------------|----------------|
| $|{-1}\rangle$ | 0.9832 ± 0.0019 | 0.9864 ± 0.0013 |
| $|1\rangle$   | 0.9806 ± 0.0021 | 0.9857 ± 0.0012 |
| $|3\rangle$   | 0.9793 ± 0.0036 | 0.9904 ± 0.0011 |
| $|{-3}\rangle$| 0.9686 ± 0.0059 | 0.9761 ± 0.0024 |
| $|{-5}\rangle$| 0.9876 ± 0.0017 | 0.9900 ± 0.0013 |
| $|5\rangle$   | 0.9873 ± 0.0018 | 0.9955 ± 0.0007 |
| $\frac{1}{\sqrt{2}}(|{-5}\rangle + |5\rangle)$ | 0.9675 ± 0.0050 | 0.9874 ± 0.0021 |
| $\frac{1}{\sqrt{2}}(|{-5}\rangle - |5\rangle)$ | 0.9829 ± 0.0039 | 0.9929 ± 0.0006 |
| $\frac{1}{\sqrt{2}}(|{-5}\rangle - i|5\rangle)$ | 0.9622 ± 0.0038 | 0.9768 ± 0.0021 |
| $\frac{1}{\sqrt{2}}(|{-5}\rangle + i|5\rangle)$ | 0.9780 ± 0.0022 | 0.9900 ± 0.0015 |
| QFT$_1$      | 0.9620 ± 0.0034 | 0.9832 ± 0.0024 |
| QFT$_2$      | 0.9308 ± 0.0039 | 0.9657 ± 0.0027 |
| QFT$_3$      | 0.9165 ± 0.0058 | 0.9727 ± 0.0029 |
| QFT$_4$      | 0.9525 ± 0.0057 | 0.9707 ± 0.0037 |
| Average value | 0.9671 ± 0.0010 | 0.9831 ± 0.0005 |

Table 1. Fidelity values. The table shows the values of the fidelity for the engineered states. In the second and third column we report the values obtained with the holograms generated with the LG and the HyGG model, respectively.

Thus, exploiting Eq. 3, the beam is approximated as the superposition of Laguerre-Gaussian beam up to order $k = 3$:

$$E_{\text{step}} \approx \frac{e^{-ikz}}{\sqrt{2}} \left( \sum_{k=0}^{3} A_{-1,k} \text{LG}_{k,1} |R\rangle + \sum_{k=0}^{3} A_{-1,k} \text{LG}_{k,-1} |L\rangle \right).$$

This mode is used as input in the second $q$-plate after propagation through a distance equal to $z_2$. By solving the Fresnel’s integral for each of the Laguerre-Gaussian modes in
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\[ E_{1\text{step}} = e^{-i k (z - z_2)} \left( \sum_{p=0}^{3} C_p \mathrm{HyGG}_{1+2p,0} \right) \frac{|L\rangle + |R\rangle}{\sqrt{2}}, \quad (A.4) \]

where the coefficients \( C_p \) are obtained by grouping factors associated to Hypergeometric-Gaussian modes characterized by the same radial and azimuthal index. Therefore, by

| State \( |\rangle \) | \( \eta_{\text{LG}} \) | \( \eta_{\text{HyGG}} \) | \( \eta_{\text{HyGG}} / \eta_{\text{LG}} \) | \( D \) |
|---|---|---|---|---|
| \( | -1 \rangle \) | 0.0951 ± 0.0036 | 0.1175 ± 0.0044 | 1.235 ± 0.064 | 1.096 |
| \( | 1 \rangle \) | 0.0835 ± 0.0031 | 0.0931 ± 0.0034 | 1.116 ± 0.058 | 1.096 |
| \( | 3 \rangle \) | 0.0387 ± 0.0014 | 0.0770 ± 0.0029 | 1.99 ± 0.10 | 1.739 |
| \( | -3 \rangle \) | 0.0448 ± 0.0017 | 0.0918 ± 0.0034 | 2.05 ± 0.11 | 1.739 |
| \( | -5 \rangle \) | 0.01873 ± 0.00069 | 0.05397 ± 0.0020 | 2.88 ± 0.15 | 3.12 |
| \( | 5 \rangle \) | 0.01609 ± 0.00059 | 0.0492 ± 0.0018 | 3.06 ± 0.16 | 3.12 |
| \( \frac{1}{\sqrt{2}}(|-5\rangle + |5\rangle) \) | 0.00445 ± 0.00016 | 0.01121 ± 0.00041 | 2.52 ± 0.13 | 3.12 |
| \( \frac{1}{\sqrt{2}}(|-5\rangle - |5\rangle) \) | 0.00362 ± 0.00013 | 0.01104 ± 0.00041 | 3.05 ± 0.16 | 3.12 |
| \( \frac{1}{\sqrt{2}}(|-5\rangle - i |5\rangle) \) | 0.00613 ± 0.00022 | 0.01232 ± 0.00045 | 2.01 ± 0.11 | 3.12 |
| \( \frac{1}{\sqrt{2}}(|-5\rangle + i |5\rangle) \) | 0.00456 ± 0.00017 | 0.01091 ± 0.00040 | 2.38 ± 0.13 | 3.12 |
| QFT \(_1\) | 0.01380 ± 0.00051 | 0.02642 ± 0.00098 | 1.91 ± 0.10 | 2.138 |
| QFT \(_2\) | 0.01158 ± 0.00043 | 0.02210 ± 0.00081 | 1.91 ± 0.10 | 2.093 |
| QFT \(_3\) | 0.01221 ± 0.00045 | 0.0276 ± 0.0010 | 2.26 ± 0.12 | 2.066 |
| QFT \(_4\) | 0.02631 ± 0.00097 | 0.0368 ± 0.0014 | 1.400 ± 0.073 | 2.317 |

Table 2. Coupling efficiency values. In the table we report the coupling efficiencies for each hologram programmed both with the LG model (\( \eta_{\text{LG}} \)) and with the HyGG model (\( \eta_{\text{HyGG}} \)). In the third column we report the ratios between \( \eta_{\text{HyGG}} \) and \( \eta_{\text{LG}} \). These ratios are compared with the theoretically predicted quantity \( D = \frac{|\langle \Phi_{\text{HyGG}} | \Phi_{\text{exp}} \rangle|^2}{|\langle \Phi_{\text{LG}} | \Phi_{\text{exp}} \rangle|^2} \), where \( \Phi_{\text{exp}} = \Phi_{\text{HyGG}}(w_{\text{exp}}^0) \) and \( w_{\text{exp}}^0 \) is the experimental beam waist.

A.3, the output of the second step is found to be:

\[ \eta_{\text{HyGG}} \]

where \( \Phi \) is the output of the second step. The coefficients are determined by grouping factors associated to Hypergeometric-Gaussian modes characterized by the same radial and azimuthal index. Therefore, by
performing the same approximation of the first step we find:

$$E_{\text{II step}} \approx e^{-ik(z-z_2)} \left( \sum_{p=0}^{3} C_p \sum_{k=0}^{3} A_{1+2p,k} \text{LG}_{k,0} \right) \left| L \right\rangle + \left| R \right\rangle \frac{1}{\sqrt{2}}. \quad (A.5)$$

Iterating this procedure for the remaining steps, the output beam from the setup is:

$$E_{\text{out}} = e^{-ik(z-z_5)} \left( \sum_{p=0}^{3} C'_{2p-1} \text{HyGG}_{2p-1,1} \left| R \right\rangle + \right)$$

$$+ \sum_{p=0}^{3} C'_{2p-1} \text{HyGG}_{2p-1,-1} \left| L \right\rangle \right) \quad (A.6)$$

where $z_5$ is the position of the fifth $q$-plate.

Consequently, using an equivalent argument it is possible to obtain the output description for each VVB and for an arbitrary OAM state. In particular, a general superposition of OAM states that involves azimuthal indexes $m$ ranging from $-5$ to $5$ is expressed as follow:

$$E_{\text{out}} = e^{-ik(z-z_5)} \sum_{m \in M} \sum_{p=0}^{4} C'_{2p-1} \text{HyGG}_{2p-1,m} \left| L \right\rangle + \left| R \right\rangle \quad (A.7)$$

where $M = \{-5, -3, -1, 1, 3, 5\}$ and the coefficients $C'_{2p-1}$ also depend on the coin parameters used to engineer the target state.

**Appendix B. Hologram-based state discrimination results**

In the following, we summarize the target states engineered at the single-photon level. Furthermore, we compare the fidelities obtained performing the measurement with the holograms generated with the LG model and with the HyGG model. As a first step, enhanced performances associated with the holographic technique have been verified for the elements of the computational basis $\left| m \right\rangle = \{\left| -5 \right\rangle, \left| -3 \right\rangle, \left| -1 \right\rangle, \left| 1 \right\rangle, \left| 3 \right\rangle, \left| 5 \right\rangle\}$. Subsequently, we have considered coherent superpositions of the extreme sites of the walker, both with real and complex coefficients: $|5\rangle + e^{i\beta}|-5\rangle$, where $\beta \in [0, \pi/2, \pi, 3\pi/2]$. Finally, to prove that these enhanced performances extends to general input states, we prepared four states of the Fourier basis associated to the Hilbert space of the walker, $\frac{1}{\sqrt{6}} \sum_{j=1}^{6} e^{i\pi/j} \left| j \right\rangle$ where $|j\rangle \in \{\left| -5 \right\rangle, \left| -3 \right\rangle, \left| -1 \right\rangle, \left| 1 \right\rangle, \left| 3 \right\rangle, \left| 5 \right\rangle\}$ and $k = 1, 2, 3, 6$. In Table 1, we report the fidelities obtained for each target state with the LG and the HyGG model. Moreover, in Table 2 we show the coupling efficiency associated with each hologram, and the coupling improvement of the holograms programmed with the HyGG model compared to those obtained with the LG model.

**Appendix C. Convolutional Neural Network Results**

A CNN is a type of neural network specially designed to handle images and, analogously, spatially structured data. CNNs are composed of a sequence of layers of neurons, each
One with a specific structure and fulfilling a specific purpose. The first layer applies filters on the images: a convolution is performed between subsets of the image with a number of trained nodes referred to, in this context, as filters. These filters are slid over the entire image in order to extract relevant features. Usually the following layers, as max- or average-pooling, down-sample the convoluted images and, in the case of classification, the extracted features are assigned to a class by a final fully-connected layer of neurons. This structure makes the CNN performances invariant for translation or misalignment in the images recording and, therefore, suitable in the experimental conditions.

To build and train a CNN we used the Python library Keras [125], with TensorFlow [126] as backend. We then show a more complete comparison between the results obtained by training the CNN with images simulated through the LG model or through the HyGG model. In particular, we report in Table A1 the diagonal elements of the truth-tables presented in panels b and c of Fig. 4. Each element is computed over a set of experimental images of 100 elements per each class, and indicates the fraction of correctly predicted input images. As clearly shown, the HyGG model allows to reach a higher accuracy for almost every tested class.

Moreover, in Fig. C1 we report the maximum accuracy obtained for different and independent training. This graph shows the higher average performance reached by CNN using images simulated with the HyGG model. Besides, these performances could be

| State \((m_1, m_2)\) | LG model | HyGG model |
|----------------------|----------|------------|
| (-5, -3)             | 0        | 0.174      |
| (-5, -1)             | 0.879    | 0.993      |
| (-5, 1)              | 0.975    | 1          |
| (-5, 3)              | 0.832    | 0.915      |
| (-5, 5)              | 0        | 0.862      |
| (-3, -1)             | 0.753    | 0.965      |
| (-3, 1)              | 0.984    | 0.998      |
| (-3, 3)              | 0        | 0.651      |
| (-3, 5)              | 0.995    | 0.961      |
| (-1, 1)              | 0.804    | 0.880      |
| (-1, 3)              | 0.949    | 0.878      |
| (-1, 5)              | 0.936    | 0.756      |
| (1, 3)               | 0.186    | 0.310      |
| (1, 5)               | 0.527    | 0.980      |
| (3, 5)               | 0.657    | 0.898      |

| Average value        | 0.632 ± 0.097 | 0.815 ± 0.065 |

Table A1. Prediction accuracies on the experimental images of the 15 classes under analysis obtained using the trained CNN. In the first column we report the OAM values of each class. In the second and third columns we show the fraction of correctly classified images for the two models. These latter values are the diagonal elements of the truth-tables shown in Fig. 4 b-c.
Figure C1. Training Accuracy. In the image, we show the distinct values of accuracy reached for different and independent training. a) We compare the CNN performances trained with simulated images obtained through the LG model (sky-blue) and theoretical images computed with the LG model taking into account experiment errors regarding the orientation of the waveplates (red). b) CNN accuracies obtained with a theoretical training set based on the LG model (sky-blue) and on the HyGG model (purple). c) We compare the CNN performances trained with simulated images obtained through the HyGG model (purple) and theoretical images computed with the HyGG model taking into account experiment errors regarding the orientation of the waveplates (green). The sky-blue, red, purple, and green areas are the respective average values with their standard deviations: 0.553±0.013, 0.605±0.018, 0.662±0.019, 0.765±0.015.

further improved taking into account experimental imperfections of the apparatus. In particular, panels a) and c) report the accuracy values reached by simulating the images through the LG model (red) and the HyGG model (green) that considers a possible error in the setting of the waveplates’ orientation.
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