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Abstract: The aim of named data networking (NDN) is to develop an efficient data dissemination approach by implementing a cache module within the network. Caching is one of the most prominent modules of NDN that significantly enhances the Internet architecture. NDN-cache can reduce the expected flood of global data traffic by providing cache storage at intermediate nodes for transmitted contents, making data broadcasting in an efficient way. It also reduces the content delivery time by caching popular content close to consumers. In this study, a new content caching mechanism named the compound popular content caching strategy (CPCCS) is proposed for efficient content dissemination and its performance is measured in terms of cache hit ratio, content diversity, and stretch. The CPCCS is extensively and comparatively studied with other NDN-based caching strategies, such as max-gain in-network caching (MAGIC), WAVE popularity-based caching strategy, hop-based probabilistic caching (HPC), LeafPopDown, most popular cache (MPC), cache capacity aware caching (CCAC), and ProbCache through simulations. The results show that the CPCCS performs better in terms of the cache hit ratio, content diversity ratio, and stretch ratio than all other strategies.
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1. Introduction

The Internet plays an important role in our lives [1]. It was developed to meet the requirements of an information communication system [2]. Moreover, it delivers social, personal, and academic benefits to its consumers. According to previous forecasts, Internet traffic has grown rapidly in the past several years. A report published by the virtual networking index (VNI) [2] in 2018 found that global Internet traffic increased eight times in the past few years, and the compound annual growth rate (CAGR) was expected to be 35% in the period of 2015–2020 [2,3]. Most Internet traffic is related to content retrieval applications, such as file sharing and YouTube. It is expected that video traffic alone will comprise 86% of all IP traffic in 2019 [4]. Therefore, requirements are increasing for user generated content (UGC) [5] and high-definition video on demand (VoD) traffic [6,7]. In fact, the Internet faced several challenges related to data volume and network traffic, which were caused by the huge consumer requirements for controlling media-driven data content [8].

The Internet has become an essential part of modern life, and Internet traffic is rapidly increasing to meet the exponentially increasing requirements of consumers. Moreover, the number of connected devices is nearly equivalent to one device per-capita and will reach three devices per-capita by 2021 [9,10]. The Internet is based on an outdated communication paradigm, according to which one server sends one title to millions of consumers over the Internet at the same time, meaning that the same data is transmitted many times. The communication architecture delivered by the current host-based Internet will be ineffective to meet future requirements [11,12]. However, named data networking (NDN) [13] is a new Internet architecture that has the potential to handle the current issues...
and is expected to satisfy future requirements to enhance the quality of the Internet. NDN is equipped with in-network cache storage, which is used to store the disseminated content. In the last few years, in-network caching was developed by engineers to modify the design of the Internet [14,15]. Moreover, it has the ability to improve overall data communication services by providing unicast, as well as multicast, data transmissions. In addition, caching facilitates content transmission through low network congestion and flexible bandwidth [16]. The caching is managed by cache management mechanisms.

Nevertheless, NDN faces some limitations in that it needs to establish millions of names for transmitting content and NDN performed poor as compared to plain Hypertext Transfer Protocol (HTTP) and Squid caches [17]. However, NDN is still in its early stage and has lots of advantages for diverse fields. It delivers several benefits for Internet technologies such as the internet of things (IoT) [18], edge cloud computing [19], blockchain [20], distributed fog computing [21], software defined networking (SDN) [22], and fifth generation (5G) mobile cellular networks [23]. These technologies can be integrated with on-path caching to enhance their architectural design to implement the most efficient, flexible, and scalable network services. In the current Internet, the number of data items is significantly large when compared to the number of IP addresses, which implies that it is challenging for the IP address-based architecture to disseminate the desired data in time [24,25]. The on-path caching in NDN can resolve the problems arising in the IP-based Internet by implementing the cache storage within the network nodes. This technique is useful to control the network congestion by caching the disseminated data items at intermediate locations [26]. Therefore, low network congestion results in lower cost and reduction in the response latency. Consequently, it achieves easy control of data traffic. Previously, it was difficult to handle genome data sets but now NDN provides services to handle these types of data sets using NDN caching mechanisms [27,28]. Consequently, the proposed caching strategy will improve the data dissemination and it can emerge with other network technologies (5G, cloud computing, fog computing, and SDN) to get efficient data distribution. In SDN [29], controllers have to be set up reactively or proactively to reduce the flow level forwarding state in open flow switches. Once a setup is built for the flow forwarding state, the SDN does not permit it to restart for subsequent interests, which increases the latency and causes the dissemination process to remain incomplete in the given time duration. In SDN, the failure of the controller can be disturbed to the specific flow of the network because the controller is in charge of all the configurations, operations, and validations of the network resources and topologies. Moreover, it is unsafe for those environments where only one controller is performing because if the controller breaks down, the network flow will be stopped completely as there is no available backup facility [30,31]. Therefore, on-path caching is useful to manage these critical problems and it can deliver better performance by caching the transmitted content at intermediate locations for subsequent interests [32]. Moreover, SDN can be integrated with on-path caching to create a more beneficial network architecture in which the controller of SDN will be managed by NDN [33]. Consequently, the network will be managed through the SDN control plane in which protocols and diverse policies will be merged. The contents within the caching nodes will be controlled by using the data plane and the network devices such as the routers and switches, which will work together on the data plane.

A number of cache management mechanisms were developed, such as max-gain in-network caching (MAGIC) [34], WAVE popularity-based and collaborative caching strategy [35], hop-based probabilistic caching (HPC) [36], LeafPopDown [37], most popular cache (MPC) [38], cache capacity aware caching (CCAC), and ProbCache [39]. However, this study proposes a new cache management strategy called the compound popular content caching strategy (CPCCS). The CPCCS enhances the content selection and content caching mechanisms. Both mechanisms improve the caching performance in terms of cache hit and stretch ratios. Moreover, the CPCCS enhances the content diversity ratio through the selection of heterogeneous contents for caching.
The current study addresses cache management issues in the existing caching mechanisms and proposes a new content caching mechanism to improve the content dissemination through the selection of suitable caching locations for diverse popular content. The rest of the article is organized as follows: In Section 2, max-gain in-network caching (MAGIC), WAVE popularity-based caching strategy, hop-based probabilistic caching (HPC), LeafPopDown, most popular cache (MPC), and cache capacity aware caching (CCAC) are explained as related studies. Section 3 provides critical analysis of related studies. In Section 4, the proposed caching strategy is explained. Section 5 provides the comparative performance of the proposed and benchmark caching strategies using the SocialCCNSim-Master simulator [40], which was specially designed to evaluate the caching performance in NDN. Finally, in Section 6, we conclude the article. In Section 7, the NDN caching is represented as a future perspective.

2. Related Study

The management of the cache depends on how the cache is deployed and managed by the network. The effective management of the cache demonstrates a mechanism that places a copy of the transmitted content into the network caching system efficiently [14]. This mechanism reduces the server stretch length for subsequent interests. Further, it increases the cache hit rate and availability of data [15]. Therefore, the intention of on-path caching is to reduce the usage of the resources of the Internet. For this purpose, on-path caching delivers several cache management strategies that help in overcoming the data transmission problems such as content redundancy and path length between the publisher and the consumer. For efficient caching distribution, several placement strategies were proposed. Thus, a number of diverse types of cache management strategies, such as max-gain in-network caching (MAGIC) [34], WAVE popularity-based caching strategy, hop-based probabilistic caching (HPC), LeafPopDown, most popular cache (MPC), and cache capacity aware caching (CCAC) are explained in the following sections.

Ren et al. developed MAGIC [34] to minimize the overall bandwidth consumption as well as the amount of caching operations. In MAGIC, content caching performs using two procedures. In the first procedure, a content is cached in the Content Store (CS) and in the second procedure, the content replacement operation is performed to delete the content from the router’s cache, so that the new content can be accommodated. The caching operation is based on the popularity of contents and the hop reduction count. In MAGIC, two primitives, local cache gain and max-gain values, are used to calculate the popularities of the requested contents. Each router locally calculates the local cache gain in which the numbers of placement and replacement operations are measured. MAGIC uses the local information (content name, interest count, popularity count) related to the contents to calculate the local gain. The local gain helps to find the appropriate node with location to cache the incoming contents along the data delivery path.

To find the router that has maximum local gain, MAGIC adds extra information, named max-local gain, and embeds it into the consumer interest. When the interest is generated for some content, the counter for max-gain value is initialized to 0. As the interest is received at any node, the MAGIC compares values of the max-gain of interest with local gain of the node. If the local gain value is greater than the value of max-gain, the node updates the max-gain value. As the interest along with its max-gain reaches the content provider, the max gain value is delivered to content and embedded into content. Therefore, the content is cached along the delivery path if the max-gain value of the transmitted content and the local gain value of the router are equal. Thus, the content with more interests has a greater chance to be cached at the intermediate node.
Wang et al. proposed HPC [36] to overcome the issues of content caching mechanisms. It was developed by using the enhanced version of CacheWeight_y factor and CacheWeight_{MRT}. The CacheWeight_y was enhanced to reduce the similar content replications and the y parameter was used to determine the number of hops between a content provider and a consumer. CacheWeight_y also helps to minimize the distance between the cached content and consumer by pushing the content towards the consumer to reduce the path length for subsequent interests [41].

\[
\text{CacheWeight}_y = \frac{1}{y + a}, \quad \alpha \geq 0
\]  
\[
\text{CacheWeight}_{MRT} = MRT_m + MRT_{exp}
\]  
\[
\text{HPC} = \text{CacheWeight}_y + \text{CacheWeight}_{MRT}
\]

The CacheWeight_y factor is equal to the distance between the consumer and the provider. Equation (1) shows the distance in hop-count and is used as constant integer that assigns to the cache capacity of the whole path. The CacheWeight_{MRT} refers to the duration that identifies for how long a content can be cached along the data delivery path. CacheWeight_{MRT} is derived using two factors as mean residence time (MRT_m) and expected mean residence time (MRT_{exp}). Suppose the value is selected as MRT_{exp} = 5 s, a = 1, and the value of parameter is associated to 1, 2, 3, and 4 with a path having nodes N1, N2, N3, and N4, respectively. The value of MRT_m factor is derived as 8, 3, 5, and 15 along the node N1, N2, N3, and N4, respectively. Therefore, CacheWeight_y factor is achieved as 0.5, 0.33, 0.15, and 0.2 and this value is dispersed along the data routing path with each node as N1 = 0.5, N2 = 0.33, N3 = 0.15, and N4 = 0.2, respectively.

Cho et al. designed WAVE [35] popularity-based caching strategy to achieve data distribution in chunks. The objective of the WAVE strategy is efficient distribution of contents as well as reducing the average cache management cost. In WAVE strategy, a content is cached in the form of chunks on the basis of the requirements of a consumer. All the chunks are associated with a relation known as inter-chunk relation. The WAVE strategy modifies the number of chunks imparted to a cache according to the popularity of the content (the number of interests received by a specific content). The WAVE strategy exponentially increases the number of chunks to be cached and gradually forwards the chunks towards the consumers. All the routers individually decide whether the received chunk has to be cached or not. In this strategy the upstream routers recommend to its downstream routers to cache the incoming chunk and this recommendation can be ignored by the router if the cache space of the downstream router is full. If the downstream router does not have cache space to store the coming chunk, the chunk will be stored at the subsequent downstream router. When the content provider receives an interest for a specific content or file, it divides the content into chunks to result in efficient data distribution. For instance, a requested content is divided into 50 chunks and the provider will send that content in the form of chunks to the consumer. All the chunks of a content have a specific type of index and the index is used in collaboration with the routers to avoid caching of disorganized chunks because each router individually makes a decision regarding the caching operation. Moreover, a cache flag bit (e.g., a data packet header) is associated with each chunk for organized data delivery.

Bernardini et al. developed MPC [42], in which each node is associated with a special entity known as a popularity table, and three types of information are needed to store the cached content: the content name, the popularity count, and the threshold. All nodes need to calculate the number of incoming interests for each content name to measure the popularity of content [43]. The threshold is the maximum value according to which the content is considered popular, and this value is fixed by the content caching mechanism. When the popularity count for a particular content name becomes equal to the threshold value, the content is labeled as popular. If a node holds the popular content, it recommends caching it at its neighbor nodes by sending a suggestion message. The suggestion message may or may not be acknowledged, depending on the resource’s (i.e., the cache’s) availability.
When popular content is cached at neighbor nodes, its popularity is reinitiated to avoid flooding caused by the replication of analogous content.

Lee et al. designed cache capacity aware caching strategy [39] by the composition of selective caching with the cache aware routing algorithm. It was designed to reduce the loads of networks and servers. CCAC observes the recent cache consumption to estimate the available cache to accommodate new coming contents to be cached at a routing path. A node indicating highest cache capacity has more chances to cache the upcoming content within its cache. The cache aware routing forwards the consumer’s interest to the suitable provider by using an extra feature as forwarding information base (FIB). The cache capacity is calculated using an inverse function to the amount of recently used cache. Each node indicates a heterogeneous size of cache capacity. Therefore, the cache capacity value of the $i$-th node can be calculated as shown in the following equation.

$$CCV(i) = \frac{c}{L(i)} \times \text{Cache}_{size}(i)$$

(4)

where $c$ represents the compensation value in the case that the huge caching load, $L$, makes a distortion among the network nodes. Two fields as $CCV_i$ and network distance value is integrated with each interest to find the available cache and distance between a consumer and a content provider. As the hit is recoded, the content is forwarded to the consumer according to following equation

$$w_r = \frac{\log r}{\log N_{total}} = \frac{\log N_{total}}{\log r}$$

(5)

where $N_{total}$ shows the total number of contents and $r$ represents the ranking of popular contents. The popularity of a content is measured by taking the sum of interests generated for a particular content. Therefore, a weight is associated to each popular content that helps the content to be cached with higher possibility. The $CCV_i$ is attached to the content as the provider makes a reply to the interest and the threshold is individually determined by combining the $CCV_i$ and $w_r$ at all nodes along the routing path.

$$CCV_{th} = CCV_{highest} \times w_r$$

(6)

where $CCV_{th}$ represents a threshold, which is used to make content popular.

Khattak et al. developed LeafPopDown [37] recently. It is a popularity-based cache management strategy used to manage the cache of nodes in NDN. LeafPopDown caches popular content at the downstream node and edge nodes among the data downloading path. When a consumer sends an interest for content, a path is created from the consumer to the provider node for further communication. As the cache hit occurs, the provider node adds an entry in its popularity table. As the entry for that particular content exceeds the threshold (value to identify the popular content) the content is suggested as popular. The popular content is sent back to the interested consumer, and a copy of the content is cached at a neighbor node, which is placed one level down from the provider node, and one copy is cached at an edge node located just before the interested consumer.

ProbCache is considered during the dynamic probabilistic caching in which the content caching decision is based on the consideration of cache capacity along the data routing path and the TimesIn factor [14]. The TimesIn factor is used to calculate the specific duration taken for the content to be cached. ProbCache increases the tendency of content caching near the consumer using the TimesIn factor and it increases the duration for a content to be cached at those routers, which are closer to the consumers [44]. Therefore, probabilistic caching decision is derived after the calculation of two factors (TimesIn and CacheWeight) as given below.

$$\text{TimesIn} = \frac{\sum_{n=1}^{x-y+1} N_n \ldots}{Ttw \times N_x}$$

(7)
Cache Weight = \frac{y}{x} \quad (8)

\text{ProbCache} = \text{TimesIn} + \text{CacheWeight} \quad (9)

where \( N_n \) represents the total cache capacity along the data routing path, \( N_x \) shows the average cache capacity of the total data routing path, \( T_{tw} \) indicates the target time window (for how long a content can be cached at a point), and \( n \) represents the number of routers along the path from the provider to the consumer. While calculating the CacheWeight factor, \( x \) and \( y \) represent the values of time since inception (TSI) and time since birth (TSB), respectively. Equation (1) calculates the duration for which a content can stay at a location for each router. Equation (2) measures the distance between the content provider and consumer and assigns different weights to the contents at all the routers. The weight increases with the decreasing distance from the consumers [45]. Consequently, the TimesIn factor demonstrates the time taken to transmit the cache content along the data routing path. Simultaneously, the CacheWeight factor is used to cache the content near the consumer.

3. The Problem Description

NDN caching is a revolution in network architecture. It can overcome the issues arising in the current Internet architecture. Moreover, it can reduce communication overhead, resource consumption, and bandwidth by caching popular content at multiple locations. However, it is difficult to decide which content needs to be cached at which location to produce effective and efficient results. Therefore, several cache management strategies [18,46–48] have been developed. Still, it is not clear which caching mechanism is the most ideal for each situation. MAGIC was established to reduce the bandwidth consumption and stretch (hop reduction). It also provides a solution for the problems of least recently used contents in different strategies. Caching contents locally need to be cached at the best possible position. It is concluded from the existing study that there is a basic need of a caching strategy that will place the transmitted contents at the optimal routers which will minimize the average cost, usage of the resources, and bandwidth consumption, and manage the cache more efficiently. MAGIC uses more cost and resources to compute max-gain and local gain values. Moreover, it consequently increases the content retrieval time and reduces the cache hit ratio. Moreover, it caches the popular content at limited locations that reduces the caching hit ratio because many interests need to send to the remote providers.

HPC was introduced to improve the content caching mechanism in terms of reducing the content redundancy. It associates specific time span to all the contents during their dissemination from a provider to a consumer. The caching duration is increased as the distance is decreased from the desired consumer [49,50]. Likewise, HPC also increases the homogeneous content replications at multiple locations. However, it does not mention any criteria to cache content when there is no free cache for the accommodation of new content. Therefore, the retrieval latency is increased because there is a possibility of caching contents far from the consumer that increases the stretch [51]. This strategy needs the additional computational cost and resource consumption because it requires extra parameters (TSI and TSB) to compute for all the contents at all nodes. Consequently, poor performance is generated for efficient content caching.

The WAVE caching strategy was developed to implement the chunk level caching to reduce the usage of resources and increase the amount of diverse contents to be cached at a location. However, it requires more time for caching entire chunks that belong to the same content and demonstrates a lesser cache hit ratio. Consequently, the WAVE strategy delivers moderate performance in terms of stretch ratio. Moreover, it does not define any distinction while caching the contents at a particular location. The WAVE strategy provides fast content dissemination; however, it distributes redundant and replicated content at multiple locations, exhibits higher resource consumption, no content distinction, and the content has to be continuously updated resulting in computational overhead.
MPC generates homogeneous content replication by caching the same content in multiple locations at all neighbors’ nodes. If the content provider and the consumer are associated with a small stretch path, then MPC increases its caching operations of redundant content due to the limited cache capacity. Hence, the hit ratio cannot satisfy the higher demand of consumers. However, if some content is popular again, then there is no distinction to stop the flooding of the same content in the network, which increases the usage of both the resource (cache) and the bandwidth. Moreover, it increases the usage of the cache storage to manage the popularity table for each content name at all the nodes, increasing the communication and searching overhead in order to decide which popular content will be cached at the neighbor nodes when different content has the same popularity within the limited cache size. Hence, the cache hit decreases.

In addition, MPC does consider the time needed to calculate content popularity. Moreover, no criterion is defined for choosing popular content according to time consumption. Let us assume that three interests for content C1 are generated in five seconds, and two interests for content C2 are sent in one second. According to MPC, content C1 will be most popular because the frequency of generating interests (e.g., the number of interests per second) is not considered when determining content popularity. Consequently, the most recently used content will remain unpopular, which increases the hit ratio due to network congestion. Furthermore, if the content is located far from the consumer and numerous interests are generated for that content, but its popularity is low, then the content will not be considered as popular and the interests will need to traverse several hops to find the required content, and they will face high bandwidth that increases the path length in terms of stretch.

CCAC claims to provide content caching services with content routing services. For both services, it uses several entities such as $CCV_i$, $CCV_{th}$, additional FIB, $w_r$ (content ranking), and popularity for contents. All these entities execute at all the nodes separately whenever an interest is generated, or data is transmitted to the consumers. In this way, the communication overhead is increased and consequently, the cache hit ratio keeps at its minimum level because millions of interests are generated and correspondingly contents are transmitted in a very short interval. Moreover, CCAC shows the content redundancy because it distributes cache capacity along the data routing path within all nodes and all the contents are replicated wherever they found cache space. Similar types of popular contents are cached at multiple nodes that decrease the overall diversity ratio.

The LeafPopDown content caching mechanism increases the amount of homogeneous content replication, which decreases the cache storage to accommodate the new content. It also increases the resource (cache) utilization by caching analogous content at different locations. Moreover, the LeafPopDown has not defined any criteria for caching less popular content, which increases the content redundancy ratio because a large amount of similar content is cached. In addition, it reduces content diversity because it repeats the caching of similar content throughout the data delivery path (provider to consumer). Most importantly, it decreases the cache hit ratio because it increases the amount of identical content within the network cache, which reduces the memory space available for diverse popular content. Therefore, most of the interests for popular contents need to be forwarded to the remote content provider.

The dynamic-based probabilistic caching strategies tries to provide fair resource allocations among the delivering contents; however, in all strategies, the interests and contents need to update their headers with TSI and TSB at each router, which increases the computational and communication overhead. The dynamic-based probabilistic caching strategies were developed to reduce content redundancy and path redundancy, however, these strategies failed to meet these goals [52]. All these strategies still exhibit a significant amount of redundancy. The ProbCache demonstrates low content diversity ratio because it caches all the requested contents at all the op-path nodes thus, there is a lesser chance to accommodate diverse content at multiple locations [53]. ProbCache caches all the transmitted content without considering the popularity of contents. Therefore, all the contents needed to be cached at all the nodes along the data delivery path. Consequently, when an interest is generated.
to download content it needs to traverse several hops to find the appropriate content from the distinct provider. Thus, the overall cache hit ratio is reduced and the stretch ratio is increased [49,50].

Regarding the critical issues with the existing caching mechanisms, the following questions needed to be identified:

- How can content be selected for caching regarding their popularity to increase the availability of diverse content to achieve a better cache hit ratio?
- How can the caching of diverse content be improved to reduce the amount of redundant content?
- How can the caching of required content availability be increased in terms to reduce the path stretch?

To answer these questions, a new caching mechanism is proposed in the next section.

4. Compound Popular Content Caching Strategy

NDN research approaches need to be verified and validated on a widely used platform (simulation environment). In previous studies [54–56] it was observed that the ideal structure of the network could affect the overall performance of the network. Cache management is an optimal feature of content centrism, and many researchers have focused on the diverse methods of managing disseminated content in networks. Recently, several content caching mechanisms were developed to increase the efficiency of in-network caching by managing the transmitted content according to the diverse nature of caching approaches. However, in existing caching mechanisms, several problems related to the multiple replications of heterogeneous content persist in increasing memory wastage. To actualize the basic concept of the NDN cache, content caching mechanisms must implement the optimal objectives and overcome the issues in the data dissemination process faced by the above caching mechanisms [57]. Consequently, in this study, a new flexible mechanism for content caching was designed to improve the overall caching performance [58]. This section provides a complete description of the proposed content caching mechanism, which is divided into two phases.

In the first phase, the optimal popular content (OPC) is selected by calculating the total number of received interests for a particular content name. All nodes calculate the number of received interests for each content using the Pending Interest Table (PIT) record and categorize the content into high-interested (the content that received most of the consumer interests) and least popular content (LPC) (the content that received least consumer interests) based on the threshold value. The threshold value is the average of the total number of received interests for all content, and it changes whenever a new interest is generated.

Therefore, the threshold value shows the maximum average of the total received interests for all content. If the number of received interests for a particular content name is greater than the average of the total number of received interests for all content, the content is considered to have a high level of interest. Let us assume that the sum of the received interests for all content is 30, in which 20 interests are generated for content C1, and 10 interests are received for content C2. Taking the average of all received interests, the threshold value is 15. In this case, content C1 is the OPC because it received more interests (20) than the threshold (15). Meanwhile, if the total number of received interests for a content item is less than the average of the total number of received interests for all content, then the content is considered as LPC. According to the content selection algorithm, all the LPC are sorted in ascending order and then one fourth of the total contents are selected as the most frequently interested recently. Few contents are selected to increase the cache hit ratio. Let us suppose that the total number of contents is 16 in the sorted content list, and then 4 contents will be selected as LPC. Algorithm 1 illustrates the selection of the OPC and LPC.
The second phase is related to the caching decision about the transmitted content. Information, such as the number of hops, the path distance (from the provider to the consumer), and the location (for caching the transmitted content), are required to cache the content at the intermediate nodes. In this proposed caching mechanism, the number of incoming and outgoing paths is calculated for each node to find the stretch mutual node whenever content is disseminated from the provider to the consumers. Let us assume that a consumer sends an interest to the network. However, the cache is empty at the nodes along the path toward the consumer. According to the general NDN practice, the interest needs to traverse until it matches the required data at the provider’s node. Therefore, the corresponding content is transported through the back path from the provider to the consumer. Furthermore, the copy of the OPC is cached at all the mutually connected nodes of the data routing path before the consumer to reduce the computational overhead and the high bandwidth cost for the dissemination of subsequent interests and the caching state of a mutual node is shared with its neighbor nodes via a broadcast message to inform them about the location of the OPC. However, the mutual positions of caching have promised better cache efficiency because most of the interests are satisfied there. Although no criteria were defined in earlier caching strategies to handle LPC, the proposed content caching mechanism defines a special criterion for caching to increase content dissemination efficiency and it increases the availability of diverse content close to the consumers. In the proposed mechanism, LPC is cached only at one mutual node that is placed near the consumers. To avoid the unnecessary usage of the cache, the LPC caches are only at one node because there is less of a chance to regenerate the interests for the LPC. Hence, most of the cache is used to accommodate the OPC. The Algorithm 2 illustrates the caching mechanism of OPC and LPC.

Algorithm 1 Selection of optimal popular content (OPC) and least popular content (LPC) content

```python
def GetPopularContent(OPC_List, LPC_List, interest_List):
    Icount = dict(interest, int);
    total_Contents = 0
    for content in interest_List:
        if Icount.Contains(content):
            Icount[content] += 1
        else:
            Icount.Add(content, 1)
            total_Contents += 1
    avg_RequestCount = len(interest_List)/total_Contents
    for content in Icount.keys(self):
        if Icount[content] > avg_RequestCount:
            OPC_List.Add(content)
        else:
            LPC_List.Add(content)
    LPC_List.Sort.ascend(LPC_List.values)
    LPC_List_To_Return = []
    content_Count_To_Return = (25/#total contents in LPC_List)*100
    i = 0
    for content in LPC_List:
        if i <= content_Count_To_Return:
            LPC_List_To_Return.Add(LPC_List[i])
        else:
            break;
        i += 1
    return OPC_List, LPC_List_To_Return
```

The second phase is related to the caching decision about the transmitted content. Information, such as the number of hops, the path distance (from the provider to the consumer), and the location (for caching the transmitted content), are required to cache the content at the intermediate nodes. In this proposed caching mechanism, the number of incoming and outgoing paths is calculated for each node to find the stretch mutual node whenever content is disseminated from the provider to the consumers. Let us assume that a consumer sends an interest to the network. However, the cache is empty at the nodes along the path toward the consumer. According to the general NDN practice, the interest needs to traverse until it matches the required data at the provider’s node. Therefore, the corresponding content is transported through the back path from the provider to the consumer. Furthermore, the copy of the OPC is cached at all the mutually connected nodes of the data routing path before the consumer to reduce the computational overhead and the high bandwidth cost for the dissemination of subsequent interests and the caching state of a mutual node is shared with its neighbor nodes via a broadcast message to inform them about the location of the OPC. However, the mutual positions of caching have promised better cache efficiency because most of the interests are satisfied there. Although no criteria were defined in earlier caching strategies to handle LPC, the proposed content caching mechanism defines a special criterion for caching to increase content dissemination efficiency and it increases the availability of diverse content close to the consumers. In the proposed mechanism, LPC is cached only at one mutual node that is placed near the consumers. To avoid the unnecessary usage of the cache, the LPC caches are only at one node because there is less of a chance to regenerate the interests for the LPC. Hence, most of the cache is used to accommodate the OPC. The Algorithm 2 illustrates the caching mechanism of OPC and LPC.
Algorithm 2 Caching of OPC and LPC Contents

1. Mutual(RequestedContentNode, RequestedContent, InterestNodes, allNodes, interestList)
2. RequestedContentNode
3. RequestedContent
4. InterestNodes=[], #Interest (shows consumer’s request)
5. allNodes=[]
6. for Node N in allNodes:
7.   for content c in N
8.     if c==RequestedContent Then
9.       RequestedContentNode=N
10.  pathToContentList=[]
11. for Node N in InterestNodes
12.   path=getPath(N, RequestedContentNode)
13.   pathToContentList.Add(path)
14. mutualNodes = GetMutualNodes(pathToContentList)
15. FindAndSetContentWithShortPath(mutualNodes)

Procedure: GetMutualNodes(pathToContentList)
16. #Get nodes with maximum users connected for all the paths
17. for node in pathToContentList.paths
18.   if node.ConnectedUsers.Count()>1
19.     mutualNodes.Add(node)
20. return mutualNodes

Procedure: FindAndSetContentWithShortPath(mutualNodes)
21. for Node N in mutualNodes
22.   for Node M in mutualNodes
23.     if N.Length<=M.Length Then
24.       n=N
25.       n.cache.contentPlacement(OPC)
26.       n.cache.contentPlacement(LPC)

To accommodate newly arriving content, CPCCS adopts the least recently used (LRU) content replacement policy to evict old content from the cache after its life span expires. For example, if a node has large cache storage, CPCCS will select five seconds as the content life span, meaning that, the content would be deleted after five seconds of cached time. However, if a node has less available storage, the content life span would decrease.

Figure 1 illustrates the basic content caching mechanism in CPCCS. In the given scenario, content provider P publishes content C1 and content C2 in a network. The content is initially cached at node N10. After a while, node N10 receives four interests from consumers A, B, and C. To respond to their interests, node N10 becomes a provider and sends content C1 to consumers A, B, and C. In Figure 1, the consumer’s interests are indicated by dotted line arrows. The solid line arrows indicate the responses from the provider. Simultaneously, two interests for content C2 are received from consumer D and consumer E at node N10. In response, N10 sends content C2 to consumer D and consumer E. According to the proposed caching mechanism, the total number of received interests in content C1 is six. Subsequently, content C1 is selected as OPC because it has an extra interest over the average of the total number of interests received for both content C1 and content C2. Therefore, the caching operations during the transmission of content C1 as OPC are done at mutually connected nodes N4 and N6 because both Node N4 and N6 are mutually connected with interested consumers as A, B, and C. Therefore, the subsequent interests from consumer A, B, and C will be satisfied from these mutually
connected nodes (N4 and N6). Secondly, the content C2 is selected as the LPC because it has fewer interests than the average of the total number of received interests for content C1 and content C2 at provider node N10. Therefore, content C2 will only be cached at one mutual node as N11, indicating the least distance from the interested consumers D and E as shown in Figure 1.

Through this way, the following goals are achieved: the content redundancy and content diversity are improved by increasing the caching of heterogeneous content, the stretch is kept at a minimum, and in turn the cache hit ratio is increased by caching the content near the consumer.

5. Performance Evaluation

NDN research approaches need to be verified and validated on a widely used platform (simulation environment). In previous studies [54–56] it was observed that the ideal structure of the network could affect the overall performance of the network. Cache management is an optimal feature of content centrism, and many researchers have focused on the diverse methods of managing disseminated content in networks. Recently, several content caching mechanisms were developed to increase the efficiency of in-network caching by managing the transmitted content according to the diverse nature of caching approaches. However, in existing caching mechanisms, several problems related to the multiple replications of heterogeneous content persist in increasing memory wastage.

To evaluate the proposed content caching mechanism CPCCS, it is necessary to compare its attributes with analogous ones in earlier mechanisms [18,42,47]. Therefore, we selected the SocialCCNSim-Master simulator [59] as the simulation environment for the performance comparison. SocialCCNSim-Master was specially designed to identify the performance of NDN caching. It takes data traffic from the Facebook social network topology, which is associated with 4039 users who each have 44 relationships, and 88,234 friends. SocialCCNSim-Master supports five internet service provider (ISP)-level topologies (i.e., Gigabit European Academic Network (GEANT)). GEANT topology was developed especially for research, education, and innovation communities across globe. It is a pan-European network used to interconnect Europe’s national and education networks (NRENs).
GEANT has the ability to connect more than 50 million consumers at 10,000 organizations. Moreover, GEANT provides a high bandwidth and secure high capacity (50,000 km) network with an increasing range of services that allow researchers to cooperate with one another wherever they are located. GEANT has 22 nodes connected to each other. The objective of the GEANT topology is to transfer large amounts of data across the nodes. Its structure is perfect for testing and comparing our simulation parameters, recording the cache hits, and observing the efficacy of the CPCCS.

To avoid unnecessary cache usage, the least replacement policy (LRU) was used to replace the old content with the new. The LRU is considered the most efficient content replacement policy because of its flexible structure and high performance. In this study, four different content categories were selected based on their popularity level, as defined through Zipf’s distribution: User generated content (UGC) and VoD [60] were used because they showed high traffic production due to consumer interest in media-driven content. The Zipf content probability distribution function was used to select the content category. Due to the cache-driven architecture of NDN, various algorithms and strategies have been designed to choose from based on the set of rules regarding which content to cache from the varieties of popular content, content-defined names, and topological content information, among others. For the purposes of this study, the research will be caching sets of content of two categories, user-generated content (UGC) and video on demand (VoD), based on their popularity defined through Zipf’s distribution. The present study used Zipf 0.8 and 1.2 for UGC and VoD content, respectively, because it shows high traffic production due to consumer interest in media-driven content [61].

The cache size (i.e., the amount of space used to store content temporarily during its transmission) ranged from 1 GB to 10 GB, and the catalog size was $10^8$ elements of 10 MB each. The simulation scenario was divided into 10 equal steps, as shown on the x-axis in all of the simulation graphs. Each step concluded after 24 hours of simulation. The graphical representation of the consequences was achieved by taking the average result of all simulations.

### 5.1. Cache Hit Ratio

The cache hit ratio is the key metric in evaluating the performance of the NDN cache. It refers to the response by the in-network cache storage in which the content is locally cached for a specific time period [62]. The cache hit occurs when a consumer’s required content is found within the network node’s cache. Therefore, the cache reacts as a provider, sending the corresponding content to the appropriate consumer [63]. It can be defined as follows:

$$\text{Cache Hit Ratio} = \frac{\sum_{n=1}^{N} \text{hit}_i}{\sum_{n=1}^{N} (\text{hit}_i + \text{miss}_i)}$$

(10)

Figures 2 and 3 show the results created by using the SocialCCNSim simulator for the cache hit ratio, demonstrating that the CPCCS performed better than the benchmark caching mechanisms. CPCCS showed good quality throughout the simulation results in all content categories (i.e., VoD, UGC). This is because CPCCS caches OPC close to the consumers, which increases the availability of the most desired content for subsequent responses. Another benefit of CPCCS is that it initializes a time span for each content, which indicates how long the content can be cached at a specific location (i.e., node). Therefore, CPCCS decreases the unnecessary usage of cache storage and increases its ability to accommodate new content by removing unnecessary content. CPCCS also improves the caching of heterogeneous content by selecting the OPC and LPC.
WAVE, MAGIC, LeafPopDown, and HPC show similar performance in terms of cache hit ratio with small and large cache size. However, HPC shows better cache hit ratio due to its selection of caching content on all path nodes for a specific time span. Meanwhile, MPC performed better than WAVE and CACC, but its results were not as favorable as those of CPCCS because MPC took longer to select popular content. MPC uses a popularity table for each content, which increases the searching overhead when calculating which content is the most popular. Moreover, MPC cached the most content.
searching overhead when calculating which content is the most popular. Moreover, MPC cached the most popular content at all neighbor nodes, which increased the unnecessary usage of cache storage and lessened its chances of accommodating new incoming content; thus, the overall hit ratio was decreased. CACC performed slightly worse than MPC because it cached all of the content regardless of the consumer interest level at the intermediate node, increasing the chance of accommodating the least popular content.

WAVE depicts lower cache hit ratio because it increases the amount of similar contents along the data downloading path and it consumes extra time to bring the required content. Therefore, interests for diverse content need to be forwarded to the main provider, which makes for a long trip in content downloading. Moreover, the ProbCache shows poor ratio of cache hit because it does not consider the popularity of content for caching operations. Therefore, all the contents need to cache at all the nodes along the data delivery path. Whenever, the new interest is generated, it needs to be forwarded to the remote provider to accomplish its requirements. However, CPCCS shows better performance in terms of cache hit ratio because it provides the most frequently interested contents from the desired and near consumer. When we expand the cache size, CPCCS again shows better results as the cache hit ratio increases because of its nature in caching heterogeneous content along the routing path. From the numerical results shown in Table 1, we may conclude that CPCCS performs better in terms of cache hit ratio than the comparing strategies.

### Table 1. Numerical values on cache hit ratio.

| Category                | User Generated Content (UGC) ($\alpha = 0.88$) | VoD Content ($\alpha = 1.2$) |
|------------------------|-----------------------------------------------|-----------------------------|
| Strategies             |                                               |                             |
| ProbCache              | 0.32 0.33 0.34                                | 0.29 0.30 0.31              |
| WAVE                   | 0.34 0.35 0.36                                | 0.30 0.31 0.32              |
| CACC                   | 0.36 0.38 0.40                                | 0.32 0.33 0.34              |
| MPC                    | 0.35 0.39 0.44                                | 0.32 0.35 0.37              |
| MAGIC                  | 0.36 0.37 0.38                                | 0.33 0.34 0.35              |
| LeafPopDown            | 0.37 0.39 0.41                                | 0.33 0.35 0.37              |
| HPC                    | 0.38 0.42 0.46                                | 0.34 0.36 0.38              |
| CPCCS                  | 0.39 0.48 0.56                                | 0.35 0.39 0.44              |

5.2. Content Diversity

Content diversity refers to the amount of heterogeneous content that is accommodated at certain locations. It also refers to the different types of content residing within the cache along the data delivery path [64]. Content diversity can be calculated as follows:

$$Diversity = \frac{\sum n(n-1)}{N(N-1)}$$  \hspace{1cm} (11)

where $n$ is the amount of content of a particular type, and $N$ is the total amount of content in the network. The ratio of the diverse content accumulates in a network cache or different content can be stored in a cache to increase content diversity [65].

The replication of analogous content increases content redundancy, which causes network congestion and high bandwidth. In contrast, diversity reduces the amount of similar content replication. Diversity provides the ratio between the amount of unique and similar content that is accommodated at the same cache location. One of the basic objectives of CPCCS is to minimize the high number of analogous content replications to increase the amount of diverse content. Figures 4 and 5 illustrate the results of content diversity in which HPC shows the lowermost diversity ratio, which means that the replication of homogeneous contents in HPC is higher than other strategies. The reason is that the HPC caches all the contents at all on-path nodes. Moreover, when we enlarge the cache size from 1 GB to 10 GB, HPC achieves a slightly better diversity ratio with both content categories.
(UGC and VoD). The reason is that, it does not reduce the replications done by similar contents. In the same way, it shows less quantity of diversity than all comparing strategies as shown by numeric values in Table 2. CCAC shows a higher diversity ratio than HPC, because it reduces the homogeneous content replications more than HPC.

**Table 2.** Numerical values on content diversity.

| Content       | UGC (α = 1.0) | VoD (α = 1.2) |
|---------------|---------------|---------------|
| Cache-Size    | 1 GB 5 GB 10 GB | 1 GB 5 GB 10 GB |
| ProbCache     | 0.37 0.39 0.41 | 0.38 0.40 0.42 |
| HPC           | 0.40 0.42 0.44 | 0.37 0.38 0.39 |
| CACC          | 0.43 0.45 0.47 | 0.41 0.43 0.46 |
| MPC           | 0.46 0.50 0.55 | 0.46 0.49 0.51 |
| WAVE          | 0.44 0.46 0.48 | 0.47 0.49 0.52 |
| LeafPopDown   | 0.46 0.47 0.48 | 0.47 0.48 0.49 |
| MAGIC         | 0.47 0.52 0.57 | 0.47 0.51 0.57 |
| CPCCS         | 0.52 0.60 0.68 | 0.57 0.65 0.74 |

However, it shows little diversity due to the higher number of similar replications of content than MPC. As compared to other strategies, MPC performs in a different way to some extent, because of its popularity method of caching content. It performs better with a large cache size than other strategies because it caches content only at neighbor nodes and keeps the other nodes empty along the data routing path. As a result, with a large cache size, supplementary content can be accommodated with diverse nature. WAVE performs better than CACC, HPC, and ProbCache because these strategies take a long duration to distribute similar content at all on-path nodes. In ProbCache the cache storage is used by unpopular contents and each content is replicated at all the nodes along the data routing path that reduces the ratio of diverse contents.

![Figure 4. Content diversity with user generated content (UGC).](image-url)
The WAVE increases the amount of diverse content because its caching decision is performed in chunks and hence less storage is used by chunks that increase the free cache to accommodate more content. LeafPopDown showed smaller diversity because the replication of the analogous content was much higher than in the other mechanisms. However, MAGIC shows better results in achieving a higher demand of content diversity. The reason is that, MAGIC caches a copy of transmitted content at limited locations. Therefore, the amount of free cache increases to accommodate the diverse content.

Compared to other strategies, CPCCS performs better in attaining a higher diversity ratio. The goal of CPCCS is to increase the amount of diverse contents by selecting the content based on their diverse popularity. It is concluded from Table 2 that CPCCS achieved a higher diversity ratio of contents than all other strategies compared.

5.3. Stretch

The distance traveled by a consumer interest toward the content provider is known as stretch [66,67]. The stretch can be calculated by the following equation:

\[
\text{Stretch} = \frac{\sum_{i=1}^{I} \text{Hop} - \text{traveled}}{\sum_{i=1}^{I} \text{Total} - \text{Hop}}
\]  

where \(\sum_{i=1}^{I} \text{Hop} - \text{traveled}\) shows the number of hops covered by a consumer interest between the consumer and the content-provider node; \(\sum_{i=1}^{I} \text{Total} - \text{Hop}\) represents the total number of hops between the consumer and provider and \(I\) illustrates the total number of generated interests for a specific content.

CPCCS caches the popular content close to the consumers at a central position (stretch centrality node), from where all the desired consumers can get their required content. Therefore, it makes the distance between a consumer and a provider smaller and most of the consumer interests travel through the central position and are satisfied from central positions. Moreover, CPCCS selects diverse popular content to be cached close to the consumers that increases the overall stretch ratio. On the other hand, all the comparing strategies show a long stretch path as shown in Figures 6 and 7.
ProbCache showed slightly better results than WAVE in terms of stretch because it caches all the contents at all nodes and therefore, the subsequent interests are satisfied from nearer nodes. Hence, the overall stretch is reduced. WAVE shows the larger path stretch with all cache sizes because it caches the popular content on the downstream node first, which increases the length between the consumer and provider. WAVE brings content close to the consumer, but it takes a long time because of its nature of caching decision.
As compared to MAGIC and CACC, HPC performs better with small and large cache sizes because it caches a copy of required content at all on-path nodes. Therefore, the subsequent interests are satisfied from the nearer cached copy of required content. However, MPC and LeafPopDown produce better results in terms of reducing the stretch because these strategies cache the required contents close to the consumers. From the results shown in Table 3, it is clear that the proposed caching strategy performs better than the all other strategies. CPCCS achieved enhanced results with all cache sizes (1 GB to 10 GB).

Table 3. Numerical values on stretch.

| Strategies     | UGC ($\alpha = 0.88$) | VoD ($\alpha = 1.2$) |
|----------------|------------------------|-----------------------|
| ProbCache      | 0.61 0.59 0.56         | 0.54 0.52 0.50        |
| WAVE           | 0.60 0.59 0.58         | 0.56 0.55 0.54        |
| MAGIC          | 0.57 0.55 0.53         | 0.53 0.48 0.44        |
| CACC           | 0.56 0.54 0.52         | 0.53 0.47 0.43        |
| MPC            | 0.54 0.52 0.50         | 0.49 0.44 0.40        |
| HPC            | 0.53 0.40 0.47         | 0.48 0.43 0.39        |
| LeafPopDown    | 0.53 0.49 0.44         | 0.47 0.42 0.38        |
| CPCCS          | 0.48 0.29 0.30         | 0.39 0.34 0.29        |

6. Conclusions

The exponential increase in Internet traffic can be controlled by the implementation of cache storage within the network nodes, allowing content to be cached for a certain time span inside these nodes to fulfill the requirements of subsequent interests. As such, caching has the ability to improve the overall performance of the network architecture. Based on the results of the comparative performance analysis, the current study proposes a new mechanism for managing the transformation of the content in a network. The purpose of this study was to implement a new cache management mechanism to enhance the content caching in NDN. Therefore, CPCCS was proposed to resolve the issues of previous caching mechanisms, such as MAGIC, MPC, LeafPopDown, CACC, HPC, WAVE, and ProbCache. The proposed mechanism provides for the compound caching of both OPC and LPC. To evaluate the proposed mechanism, a simulation environment was created using an NDN caching-based simulator, SocialCCNSim-Master. In this simulator, the caching performance in terms of cache hit ratio, content diversity, and stretch ratio were evaluated. Results show that CPCCS performed much better than the other caching mechanisms.

7. Future Directions

The NDN caching delivers benefits to Internet technologies through the implementation of cache storage. To handle the cache storage, it is most significant to improve the overall caching performance by deploying the efficient cache deployment strategy. Therefore, the proposed caching strategy enhances the caching performance by improving the content selection and content caching mechanisms. According to future prospective, this caching strategy could improve the content dissemination in several technologies such as Internet of things (IoT) [18], edge cloud computing [19], blockchain [20], distributed fog computing [21], software defined networking (SDN) [22,68], and fifth generation (5G) mobile cellular networks [23]. In regard to genomic data, the extensive use of genomic data sets that are immense, and rapidly increasing over time, are creating problems regarding their transmission. The reason is that these types of data sets are stored at distant (remote) databases and their transmission is supported by IP-based Internet. Therefore, similar genomic data sets are needed to be sent across the remote location several times [69,70]. Consequently, several problems are created regarding transmission of genomic data sets in which bandwidth, congestion, delay, and high resource consumption is maximized. In this situation, NDN provides a number of caching strategies to handle the issues related to genomic data transmission [28]. Therefore, the present caching strategy can solve...
these issues in an efficient way by caching the most popular and least popular content near the desired locations. Moreover, it can increase the availability of the most popular genomic data sets to respond locally to the subsequent requests. Hence, the congestion reduces, and bandwidth is used in an efficient manner. In addition, the resource (memory and energy) consumption will be decreased.
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