EvoSTS Forecasting: Evolutionary Sparse Time-Series Forecasting
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Abstract—In this work, we highlight our novel evolutionary sparse time-series forecasting algorithm also known as EvoSTS. The algorithm attempts to evolutionary prioritize weights of Long Short-Term Memory (LSTM) Network that best minimize the reconstruction loss of a predicted signal using a learned sparse coded dictionary. In each generation of our evolutionary algorithm, a set number of children with the same initial weights are spawned. Each child undergoes a training step and adjusts their weights on the same data. Due to stochastic back-propagation, the set of children has a variety of weights with different levels of performance. The weights that best minimize the reconstruction loss with a given signal dictionary are passed to the next generation. The predictions from the best-performing weights of the first and last generation are compared. We found improvements while comparing the weights of these two generations. However, due to several confounding parameters and hyperparameter limitations, some of the weights had negligible improvements. To the best of our knowledge, this is the first attempt to use sparse coding in this way to optimize time series forecasting model weights, such as those of an LSTM network.

Index Terms—Long Short-Term Memory, Time-Series Forecasting, Sparse Coding, Evolutionary Algorithm

I. INTRODUCTION

Long Short-Term Memory (LSTM) networks are well-established in the field of machine learning as robust time-series forecasting models [1] [2]. However, they often suffer from drifting predictions and compounding errors when predicting far into the future [3]. Time-series modalities are ubiquitous in the field of medicine. Although this paper focuses on an Electrocardiogram (ECG) signal, our findings can be extended to other waveform, such as electroencephalogram (EEG), intracranial pressure (ICP), and mean arterial pressure (MAP). Often, multi-step predictions are far more valuable than single-step predictions as they can offer more insight into the direction of the signal. In the case of these medical signals, predicting farther into the future provides better insight into the direction of the health of a patient. It is for this reason that advanced machine learning models and algorithms must be used in order to best predict more than just the next single time point. In this work, we attempt to improve a multi-step univariate LSTM model through a novel algorithm.

This paper is organized such that section II discusses background and related work, section III discusses the implemented search algorithms, section IV reports the experiments and results, section V concludes the paper by going over the important and discussing future work in this area of research.

II. BACKGROUND

A. Time Series Forecasting

Time series data is simply a set of data points ordered by time. Time series forecasting refers to forecasting or predicting the future signal so many time points in the future. This is an important area in machine learning due to the problems often faced when making these predictions. Univariate and multivariate represent two approaches to statistical time series analysis. Univariate time series involves one variable that is varying over time. Most multivariate time series involve a dependent variable and multiple independent variables varying over time. Forecasting a multivariate time series is challenging task due to complexity, time dependency, and non-linearity. While traditional data sets can often have structural relationships expressed as a table, time series data sets require searches for behaviors and patterns in events streaming across time via specific sequences. This can be done through sampling; however, random sampling generally occurs outside the population as the time periods that are to be predicted. In addition, many domains of time series data contain non-linearities that require reliable statistical methods to summarize and understand them. As a result, the inclusion of non-linearities proves to be a complicated and difficult problem to solve [4]. Generally, time series forecasting describes predicting the observation at the next time step. This is called a single-step forecast, as only one time step is to be predicted. For instance, [5] proposed a Recurrent Neural Network (RNN) to forecast the price of electricity for the next day using a single-step ahead where the networks is then applied recursively using the previous prediction as input for the subsequent forecasts. There are
some multi-step time series problems where multiple time steps must be predicted [6], [7]. One specific example of a multi-step time series problem is forecasting the electric load using different multi-step methods, such as Auto-Regressive Integrated Moving Average (ARIMA) and a Long Short-Term-Memory (LSTM) that resulted in the LSTM model with superior performance in comparison to the ARIMA model for multi-step electric load forecasting [8].

B. Sparse Coding

Sparse coding is a new method for finding deep patterns in unlabeled input data. In short, it learns basis functions to capture higher-level features in the given discrete data. J. Yang, Wright, Huang, and Ma (2008) were the first one to apply sparse signal representation for super resolution [9] and since then it has been a very active area of study [10]–[12].

In natural pictures, as sparse coding is used, the learnt bases look like the receptive neuronal fields in the visual cortex [13], [14]. In contrast to other unsupervised learning approaches like principal component analysis (PCA), sparse coding could be used to learn overcomplete basis sets, where the number of bases exceeds the input dimension. Sparse coding can also sparse the activations of their models by inhibiting between bases. In biological neurons, comparable characteristics are observed, suggesting sparse coding a probable architecture of the visual cortex [14], [15].

The basic notion underlying sparse signals representation, or sparse coding, is that signals can be reconstructed from their low-dimensional projections correctly by utilizing linear relationship between the signals [16]. By reducing the complexity of input signals, sparse representations allow for faster processing and storage as well as enhanced feature extraction and pattern detection [14], [17]. The goal of sparse coding is to represent a signal of vector \( x \) as a linear combination of features from a dictionary of features \( D \) using a sparse set of coefficients \( a \). This aims to reduce the number of features in the input signal.

The goal of sparse coding may be summed up mathematically as minimizing an energy function, which is defined as:

\[
\min_a \left( \|x - Da^T\|_2 + \lambda|a|_0 \right) \tag{1}
\]

To compute this minimization function, we need to optimize the dictionary reconstruction error while remaining sparsity in our dictionary. One way to do this is by using a gradient descent method. This method will give us a global optimal value since we add two convex functions to get the result. Although a gradient descent approach is appropriate, it is not differentiable for a single hidden unit. That is, the L1 norm is not differentiable at 0. Therefore, we must use a different approach that is close to gradient descent. In this, if the solution of the minimizing function changes its sign because of L1 norm gradient, we can clamp the latent representation unit to 0. So we apply these updates to all units and we repeat the procedure till the values of hidden units do not change drastically.

Several sparse coding algorithms have been developed for sparsity techniques in MRIs, reconstruction and segmentation in medical imaging, and imaging genetics [18]–[21].

C. Evolutionary Algorithm

Evolutionary algorithms stem from the field of evolutionary computing, which aims to link natural selection to computational problem solving [22]. Coined by Charles Darwin, natural selection is a biological process through which living organisms adapt and change to their surroundings. This concept can be extended through simulating specific processes in order to arrive at candidate solutions to a problem. Although these algorithms can have many different types, the underlying principle is more or less the same. A well-defined set of individuals in a population within an environment compete for limited resources, and the best fit individuals from the population pass on their information to a following generation. Because these problems are often stochastic in nature, the set of individuals tends to be random in any given generation of the algorithm. However, a fitness function corresponding to the limited resources in the environment selects a set of these individuals as most fit.

Within each generation, there must be a force that forces competition amongst the individuals in the environment. Between each generation, there must be variation amongst the individuals that selects for a specified trait.

Evolutionary algorithms have become a popular means for solving difficult combinatorial optimization problems. The main proposition behind evolutionary algorithm is to iteratively improve candidate solutions over many generations. With this in mind, we generated an initial generation using a population of randomly generated weights from the original LSTM model initialization. We selected the best set of weights that result in predictions with the lowest reconstruction loss for that generation. Then, the children in the next generation used these best weights to initialize the LSTM model. In this way, each generation aims to improve its LSTM model predictions due to an advantage of having a selection of weights whose predictions best match the original sparse coded dictionary.

Evolutionary algorithms can be applied to the MNIST dataset. It is also a possible solution to the famous travelling salesman problem and is used in robotics as well. Furthermore, it has been used in various real-life applications such as code-breaking, data centers, image processing, electronic circuit design, and artificial creativity. Some previous work has explored how evolutionary algorithms can be applied to time series forecasting through Genetic Algorithms (GA), Differential Evolution algorithms (DE) and through the estimation of Distribution Algorithms (EDA) [23]. This study applied these three evolutionary methods to problems relating to number of passengers of an international airline, monthly air temperature, monthly closings of the stock market, number of births in a month, as well as the comparison of differential equations.
III. METHODS

A. Data Set

In this paper, we used the PTB diagnostic ECG data-set from PhysioNet [24]. This data set was put together by Michael Oeff, a Professor of the department of cardiology at the Free University of Berlin. It includes 549 records from 290 patients. The ages of the patients range from 17 to 87 years old with a mean of 57.2. Out of the 290 patients, 209 are men and 81 are women. Each patient has one to five records. Every single record includes 15 calculated signals. Of these 15 signals, there are 12 conventional ones - i, ii, iii, avr, avl, avf, v1, v2, v3, v4, v5, v6 together with the 3 Frank lead ECGs (vx, vy, vz). We digitize each signal at around 1000 samples per second, with 16-bit resolution over a range of ± 16.384 mV. The header (.hea) file in most of these ECG records represents a detailed clinical summary, stating the age and gender of the patient followed with their diagnosis, medical history, medication, interventions, coronary artery pathology, ventriculography, echocardiography, and hemodynamics. We tested our algorithm on data from the first channel from 50 of these patient files in the data set. [24].

Fig. 1: Example Electrocardiogram (ECG) data at 1000 Hz where the blue data points are used for features ($n = 6400$) and the orange data points are used for targets ($n = 128$).

B. Network Architecture

| Layer type | Output Shape | Param # |
|------------|--------------|---------|
| LSTM       | (1, 6400)    | 2600400 |
| Dense      | (128)        | 12928   |

TABLE I: Architecture for LSTM Model. Discriminator has a total of 2,613,328 parameters, of which 2,613,328 are trainable and 0 are non-trainable.

1) LSTM Model

In Table I, we have shown that the LSTM model has a total of 2,613,328 trainable parameters. The model was trained for 30 epochs with early stopping.

2) Sparse Model

Our sparse model used the Iterative Shrinkage and Thresholding Algorithm (ISTA). It is a commonly used model for solving inferencing problems like dictionary learning. The algorithm initializes a vector randomly and updates it based on the reconstruction error gradient. It continues until these values converge. Then, a shrinking function is applied onto the vector to zero out units of updates would change its sign, otherwise shrink the hidden unit.

After the ISTA model finishes, the result is a sparse representation of the input. The overall idea is that the hidden units that better explain the input are nonzero. The hidden units are compared among each other to explain the input. The lesser explained hidden units that are nonzero are overshadowed by better explained units which causes the shrink to zero.

C. Algorithm

Let $l$ be the number of generations and $k$ be the number of children in a given generation. Using a evolutionary algorithm, we obtain optimal weights for each generation from the $k$ children. [25]. Each set of weights are scored based on how well their respective LSTM predictions can be reconstructed using a learned dictionary $D$. This dictionary is learned through a sparse coding algorithm described in subsection II-B. The algorithm is illustrated in Figure 2.

IV. EXPERIMENT RESULTS & OBSERVATIONS

To determine whether our algorithm found weights that improved the LSTM model, we compared results from the first and last generation. The first generation represents models compiled from randomized weights, while the last generation represents models compiled from weights that have historically minimized the reconstruction loss. With this in mind, we compare these two generations by reporting the root mean squared error (RMSE) and coefficient of determination (R2) of the predictions for the best performing child in each generation. In order to avoid sampling bias, we perform 10-fold cross validation and average these metrics from each fold.

V. CONCLUSION AND FUTURE WORK

The limitations of this algorithm include biases related to the sparse coding algorithm given its dependant nature on repetitive signals. If there were to be an artifact or drastic change within the target time-series signal, the algorithm would have a difficult time predicting it. This is because it relies on a sparse representation of the input signal, which may not have dictionary elements to explain these artifacts. A second limitation is that the use of this algorithm is restricted to periodic signals since it relies on time-series patterns in the
Fig. 2: Evolutionary Sparse Time-Series Forecasting Algorithm (EvoSTS). Let \( l \) be the number of generations and \( k \) be the number of children in each generation. Each generation uses a partition of the data set \( X \) and \( y \). In the Iterative Shrinkage and Thresholding Algorithm (ISTA) model, \( X \) is used both to find a sparse dictionary representation describing the partition and to predict \( y \). Each child represents a set of weights \( \gamma \) with an associated initialized Long Short-Term Memory (LSTM) network. In the first generation, the weights are randomly initialized. After each child in a given generation has optimized its weights and made their respective predictions for \( y' \), the dictionary for the partition is used to reconstruct \( y' \). The \( \gamma \) that results in the \( y' \) that minimizes this reconstruction is used as the prior for the next generation, designated as \( \Gamma \). The algorithm currently does not have any stopping criteria and continues until all generations have been evaluated.

This paper focused on an ECG data set but future studies can expand upon different signals.
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