Resolving shocks and filaments in galaxy formation simulations: effects on gas properties and star formation in the circumgalactic medium
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ABSTRACT

There is an emerging consensus that large amounts of gas do not shock heat in the circumgalactic medium (CGM) of massive galaxies, but instead pierce deep into haloes from the cosmic web via filaments. To better resolve this process numerically, we have developed a novel ‘shock refinement’ scheme within the moving mesh code AREPO that adaptively increases resolution around shocks on-the-fly in galaxy formation simulations. We apply this to a very massive ∼10^{12} M_⊙ halo at z = 6 using the successful FABLE model. With increased refinement there are significantly more dense, metal-poor and fast-moving filaments and clumps flowing into the halo, leading to a more multiphase CGM. We find up to a ∼50 per cent boost in cool-dense gas mass and a 25 per cent increase in inflowing mass flux. Better resolved accretion shocks cause turbulence to increase dramatically within the halo, leading to a doubling in the halo’s non-thermal pressure support. Despite much higher energy dissipation at shocks with higher resolution, increased cooling rates suppress the thermal energy of the halo. In contrast, the faster and denser filaments cause a jump of 50 per cent in the bulk kinetic energy of cool-dense gas, while in the hot phase turbulent energy increases by ∼50 per cent. Moreover, H_i covering fractions within the CGM increase by up to 60 per cent. Consequently star formation is spread more widely and we predict a population of metal-poor stars forming within primordial filaments that deep JWST observations may be able to probe.
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1 INTRODUCTION

During the hierarchical gravitational collapse of primordial overdensities, haloes grow by accreting dark matter and baryons from the intergalactic medium (IGM). This baryonic component is what then feeds the formation of a galaxy at a halo’s centre. The mechanism by which this feeding occurs is not fully understood, as it involves a complex interplay between accretion and merging dynamics, cooling, shock heating, and feedback from a variety of physical processes. All of these processes act in concert in the circumgalactic medium (CGM), which plays host to the baryon cycle that regulates the feeding of galaxies. Studying the CGM can therefore give us powerful insight into galaxy formation and evolution.

In the ‘classical’ model of accretion onto dark matter haloes, the way gas reaches the central galaxy depends on how quickly it can cool. If cooling times are long compared to dynamical times, gas shock-heats to the virial temperature of the halo as it infalls. Gas then reaches approximate virial equilibrium as it forms a hot atmosphere, which will then slowly cool onto the central galaxy - ‘hot mode’ accretion. If instead the ratio of cooling and dynamical times is small, a stable virial shock does not form and gas rapidly cools and accretes onto the central object - ‘cold mode’ accretion (Silk 1977; Rees & Ostriker 1977; White & Rees 1978; White & Frenk 1991). Hot mode accretion, implemented into semi-analytic models (e.g. Cole et al. 1994; Avila-Reese et al. 1998; Mo et al. 1998), reasonably reproduced observed galaxy masses, hence its early popularity. The formation of a stable accretion shock, whereby hot mode accretion dominates, has been shown analytically to apply only to high mass haloes with M_{halo} ≥ 10^{12} M_⊙ (Birnboim & Dekel 2003), though recent work has suggested haloes accreting at less...
than a critical value can also form a hot atmosphere at significantly smaller halo masses (Stern et al. 2020).

In recent years, a significant amount of observational evidence has been found that points to a more complex, multiphase CGM across a wide variety of galaxy masses, including in massive haloes that should be able to form a stable virial shock and a hot atmosphere (Rudie et al. 2012; Werk et al. 2013; Rubin et al. 2015; Crighton et al. 2015). Observations of high star formation rates in large galaxies at high redshift also imply a significant source of cold gas accretion (Genzel et al. 2006; Förster Schreiber et al. 2006).

Hydrodynamical simulations have shown that in massive haloes, cold gas can bypass virial shocks and penetrate deep into haloes via filaments (see e.g. Katz et al. 2003; Keres et al. 2005, 2009; Dekel & Birnboim 2006; Ocvirk et al. 2008; Dekel et al. 2009). However, it is notoriously difficult to model the multiphase gas that constitutes the CGM numerically. With all standard cosmological simulation techniques resolution is focused on the densest regions, namely the interstellar medium (ISM), so to increase global resolution to better resolve the CGM would rapidly make large simulations prohibitively expensive. There is a significant body of work that has analytically and numerically investigated idealised representations of the CGM, or simulations of small patches of a halo, to determine how a multiphase CGM may arise and survive (see e.g. McCourt et al. 2012, 2015; Scannapieco & Brüggen 2015; Mandelker et al. 2016, 2020; Lochhaas et al. 2020), however these are not always set within the full galaxy formation framework that cosmological simulations provide and thus lack self-consistent treatment of cosmic gas inflows and outflows.

To address the shortcomings of resolution in standard cosmological simulations, several recent works have developed novel refinement methods or globally increased the resolution in small cosmological boxes to investigate the CGM in more detail (Hummels et al. 2019; Peebles et al. 2019; Suresh et al. 2019; van de Voort et al. 2019; Nelson et al. 2020), see also Vazza et al. 2010; Miniati 2014 for studies of how resolution affects turbulence). The criteria by which resolution in each of their simulations is increased varies, though most of them effectively refine uniformly within a preset radius around the halo of interest. The IllustrisTNG50 run is the only simulation in which the base resolution of the entire simulation box is significantly boosted, though this comes at a large computational cost (Nelson et al. 2019; Pillepich et al. 2019; Nelson et al. 2020). The effects of higher resolution and refinement schemes vary between these works too, with Hummels et al. (2019) and van de Voort et al. (2019) finding increases in HI column density and the amount of cool gas within their haloes, whereas Peebles et al. (2019) and Suresh et al. (2019) find much less of an effect. Many factors are likely to affect this however, including the different codes and galaxy formation models employed (as shown in Nelson et al. 2013, 2015), the halo mass and redshift that is studied, as well as the starting resolution of the comparison simulations.

In this paper we introduce a different, physically and numerically motivated technique, where in addition to Lagrangian refinement we boost resolution around structure formation shocks. In particular we aim to better resolve the accretion shocks at the boundary of the CGM and IGM in massive haloes. This is the region that will determine whether primordial gas filaments can penetrate into the hot halo, and how turbulent motions are generated in the wake of curved shocks. Moreover, the accretion of cold IGM gas onto filaments themselves is usually poorly resolved in cosmological simulations, despite their importance in feeding galaxies and as potential sites for star formation themselves (see e.g. Mandelker et al. 2016, 2018). The weak shocks at their edge however make them a useful target of our new scheme. Furthermore, shocks in low resolution simulations are often numerically broadened over a significant region which can potentially lead to inaccurate post-shock gas properties, for example through in-shock cooling (Cressey et al. 2011).

To study the impact of our new scheme on the CGM, we resimulate a very massive \(10^{12} \, M_\odot\) galaxy cluster progenitor at \(z = 6\) with the successful physical model employed in the FABRE suite of simulations (Henden et al. 2018, 2019b,a). We have selected such a rare overdensity as it should be both largely virialised and surrounded by a significant amount of substructure, allowing us to investigate the complex interplay of hot virialised gas with significant cold inflows. As we are simulating such a large overdensity we choose to only evolve the halo until \(z = 6\) in this first study. Our main aim is to isolate the sole effect of resolution on gas in the CGM and hence we also run a basic simulation, with most galaxy formation physics switched off, to determine if the trends we find are dependent on the implemented physical model. We start our investigation from a base mass resolution typical of large scale simulations like Illustris (Vogelsberger et al. 2013; Genel et al. 2014; Sijacki et al. 2015), IllustrisTNG (Springel et al. 2018; Nelson et al. 2018; Naiman et al. 2018; Marinacci et al. 2018; Pillepich et al. 2018), EAGLE (Schaye et al. 2015; Crain et al. 2015) and Horizon AGN (Dubois et al. 2014), so we can explore the limitations of such models.

The structure of this paper is as follows. Section 2 introduces the simulations in more detail, before describing the newly implemented ‘shock refinement’ scheme in Section 2.3. We present simple 2D Sedov-Taylor blast wave tests to verify our scheme in Section 2.4. We analyse our results by first visually inspecting the simulated halo in Sections 3.1 and 3.2, including a novel 3D visualisation of halo accretion. We consider the multiphase nature of the CGM in Section 3.3 and the effect on kinematics and turbulence in the halo in Section 3.4. We investigate how these effects change the energy budget of the halo in Section 3.5, before looking at the impact on HI covering fractions and star formation in Section 3.6. We then summarise our results and conclude in Section 4.

2 METHODS

2.1 Simulation Code

The simulations presented in this paper use the cosmological, hydrodynamical moving-mesh code AREPO (Springel 2010), which solves the Euler equations across a quasi-Lagrangian Voronoi mesh. We use cosmology consistent with Planck (Planck Collaboration et al. 2016), where \(\Omega_\Lambda = 0.6911, \Omega_m = 0.3089, \Omega_b = 0.0486, \sigma_8 = 0.8159, n_s = 0.9667 \) and \(h = 0.6774\). On-the-fly friends-of-friends (Davis et al. 1985) and SUBFIND halo identification algorithms
(Springel et al. 2001; Dolag et al. 2009) are used to identify gravitationally bound structures.

We also make extensive use of the on-the-fly shock finder of Schaal & Springel (2015). This first identifies shock zones by finding cells meeting the following criteria:

$$\nabla \cdot \mathbf{v} < 0, \qquad (1)$$
$$\nabla T \cdot \nabla p > 0, \quad (2)$$
$$\Delta \log T \geq \log \left( \frac{T_2}{T_1} \right)_{M=M_{\text{min}}} \land \Delta \log p \geq \log \left( \frac{p_2}{p_1} \right)_{M=M_{\text{min}}}, \quad (3)$$

where $\mathbf{v}$, $T$, $\rho$, $p$ and $M$ denote velocity, temperature, density, pressure and Mach number, respectively, and subscripts 1 and 2 denote pre-shock and post-shock states. If a cell is identified as being in a shock zone, a ray is sent from the centre of the cell along the temperature gradient. This is used to find the cells with the greatest compression and their corresponding Mach numbers by finding the pre- and post-shock temperatures along the ray. $M_{\text{min}}$ is a minimum Mach number that the shock finder reliably identifies, given as $M_{\text{min}} = 1.3$ in Schaal & Springel (2015). In our results any shocked cells with $M < 1.3$ are therefore excluded as these shocks are potentially spurious. For a more extensive description of the shock finder see Schaal & Springel (2015).

### 2.2 Physical Model

We resimulate a massive galaxy cluster progenitor at high redshift using the zoom-in technique. This halo has previously been simulated in the FABLE suite described in Henden et al. (2018, 2019b,a), itself selected from a parent dark matter-only simulation, Millennium XXL (Angulo et al. 2012). We choose a halo of mass $M_{200} \approx 3.7 \times 10^{12} M_\odot$ at $z = 6$, henceforth referred to as the virial mass $M_{\text{vir}}$. This is a rare overdensity at this redshift, but was chosen as we would expect a significant hot atmosphere to form and also because such an overdensity will have large amounts of inflowing material. We can therefore investigate the interplay between cool inflows and a hot atmosphere. The zoom-in has a high dark matter resolution region extending to approximately 10 cMpc, with collisionless dark matter particles having a mass of $m_{DM} = 5.45 \times 10^7 h^{-1} M_\odot$. Baryonic cell masses depend on the refinement scheme used as described in Section 2.3.

We run simulations using two different sets of physical models. The first is an extremely basic scenario, henceforth referred to as ‘Reference’ runs, where all explicit forms of feedback are switched off. We only include primordial cooling from H and He (Katz et al. 1996), and switch off the uniform UV background. The formation of star particles is disabled, however we do allow ISM gas above a given density to become ‘star-forming’; i.e. to move onto an effective equa-
Figure 2. Top panel: Representation of the AREPO Voronoi mesh for the runs in the top row of the bottom panel. Bottom panel: density maps of Sedov-Taylor blast simulations at time $t = 0.15$ for the following runs. Top row: base refinement, 63$^2$ grid (left); shock refinement, 63$^2$ grid (centre); base refinement, 713$^2$ grid (right). Bottom row: base refinement, 255$^2$ grid (left); shock refinement, 255$^2$ grid (centre); base refinement, 2885$^2$ grid (right). The right-hand column has a mass resolution a factor of 128 higher than the left hand column, which is equivalent to the maximum level of refinement in the central column.

Figure 3. Radial density profiles of the Sedov-Taylor blast wave at $t = 0.015$ and 0.15. Binned simulation results are shown by the coloured points, and the analytic profile is illustrated by a black curve. Top panel: runs starting from a 63$^2$ Cartesian grid. Bottom panel: runs starting from a 255$^2$ grid. The results of the shock refinement scheme successfully reproduce the analytic solution, especially when started from a higher base resolution. The scheme is also competitive against a global increase in resolution, albeit with more scatter due to the formation of instabilities (further discussed in the main text).

2.3 Refinement

In AREPO, each gas cell is given a target cell mass at the beginning of the simulation. AREPO’s default refinement scheme then keeps all cells within a factor of two of this target mass by splitting and merging cells when needed (henceforth referred to as ‘base’ refinement). A particularly useful characteristic of AREPO is that each cell within the simulation can have a different target mass, set according to

due to changing refinement alone. We achieve this by making sure that the redshift evolution of the stellar and black hole masses is very similar for all runs performed (for more details see Section 2.3). All other parameters are kept the same as in FABLE.

2.3 Refinement

In AREPO, each gas cell is given a target cell mass at the beginning of the simulation. AREPO’s default refinement scheme then keeps all cells within a factor of two of this target mass by splitting and merging cells when needed (henceforth referred to as ‘base’ refinement). A particularly useful characteristic of AREPO is that each cell within the simulation can have a different target mass, set according to
almost arbitrary criteria. This allows numerical resolution to be focused on areas of interest outside of the densest regions without having to increase the global resolution of the simulation, which can be prohibitively expensive. This has been utilised in a number of different simulations to date, particularly within the context of AGN feedback (Curtis & Sijacki 2015; Weinberger et al. 2017; Bourne & Sijacki 2017).

In this work we have used this characteristic to develop a novel refinement technique to increase resolution on-the-fly around shocks, which are of fundamental importance in galaxy formation and evolution. In this ‘shock refinement’ method, when all cells are active the on-the-fly shock finder of Schaal & Springel (2015) is used to identify shocked cells. Cells with a Mach number above a threshold $M_{\text{thresh}}$ are then flagged for refinement, along with all cells within the shocked cell’s smoothing length (defined as twice the maximum radius of all Delaunay tetrahedra that have the cell at a vertex; Springel 2010). Flagged cells are given a lower target mass, $m_{\text{target}}/\alpha$, where $\alpha > 1$ is a refinement factor. For our cosmological zoom-in simulations, the base resolution (BaseRef) has a target cell mass $m_{\text{base}} = 1.64 \times 10^7 M_\odot$. We present results where $\alpha = 128$ (ShockRef128) and 512 (ShockRef512), corresponding to a target cell mass of $m_{\text{ref}} = 1.28 \times 10^5 M_\odot$ and $m_{\text{ref}} = 3.2 \times 10^4 M_\odot$, respectively.

In the runs presented in this paper we use a value of $M_{\text{thresh}} = 1.5$, which was chosen to refine around weak shocks, for example where gas accretes onto filaments, as well as strong virial shocks. This is a slightly more conservative limit than the limit $M_{\text{min}} = 1.3$ that the shock finder uses, so that we can be confident that we pick out genuine weak shocks.

As shocked cells above $M_{\text{thresh}} = 1.5$ are extremely prevalent at high redshift, we also impose an additional radial cut on the resolution criterion to avoid refining around regions far outside the halo of interest. We note that this was chosen as we are studying the virialised halo rather than the IGM, and it would not be necessary in future work. To do this we track the centre of the halo by using either a passive particle (in the Reference runs) or the central black hole (in the FABLE physics runs) that moves with the halo’s potential minimum. We set the cut off radius, $R_{\text{cut}} = 214$ pkpc at $z = 6$, following the definition of the IGM radius in Suresh et al. (2019). All simulations are restarted from a preexisting run at $z = 12$ with only the standard base refinement scheme active. At $z \sim 10$ the shock refinement scheme is activated, chosen to allow sufficient time for the effects of higher resolution to manifest themselves by $z = 6$ while keeping the cost of the simulation low. As mentioned above we also need to ensure that the stellar and AGN feedback operate in the same way at different resolutions, so we can isolate the effects due to increased resolution alone. We achieve this by increasing the number of neighbouring cells that feedback energy and metals are injected by a factor of 128 for both the ShockRef128 and ShockRef512 runs with respect to the BaseRef run. This leads to stellar masses (within the halo’s virial radius at $z = 6$) of $6.15 \times 10^{10} M_\odot$, $7.42 \times 10^{10} M_\odot$ and $8.13 \times 10^{10} M_\odot$ and to black hole masses at $z = 6$ of $9.92 \times 10^7 M_\odot$, $8.19 \times 10^7 M_\odot$ and $9.03 \times 10^7 M_\odot$ for the BaseRef, ShockRef128 and ShockRef512 runs, respectively. We further discuss the effects of the refinement scheme on the stellar mass in Section 3.6.

In the simulations with shock refinement we also record the time that a cell is flagged, and after a time $t_{\text{ref}}$ the refinement flag is switched off. We choose a refine time $t_{\text{ref}} = 10$ Myr in our cosmological simulations, the motivations for which are twofold. The first reason is numerical, as the refinement mechanism within AREPO is not instantaneous. Cell masses decrease by a factor of approximately two each timestep, and 10 Myr is approximately twice the longest timestep in the simulation at $z = 6$. We therefore use this timer to ensure flagged cells have the chance to refine first before they can derefine again. The second motivation is physical; in our simulated halo at $z = 6$ this is the time taken for an inflowing filament to traverse $\sim 10$ per cent of $R_{\text{vir}}$, meaning that filaments can pass through the accretion shock and enter the hot halo before they would be allowed to deref. We note however that our results are robust to reasonable changes in $t_{\text{ref}}$.

We note that our scheme is very flexible and can be readily applied to a wide variety of simulations. A different range of $M_{\text{thresh}}$ values could be used to target different regions of interest around different haloes without globally increasing resolution. For example, in large box simulations like IllustrisTNG, a higher $M_{\text{thresh}}$ could be chosen to better resolve strong accretion shocks only. Moreover, our method could be applied to small scale simulations of the interstellar medium or accretion flows around black holes to track shocks generated by supernovae blast waves or AGN-driven jets and outflows with much higher accuracy.

The entire shock refinement algorithm during each timestep of the cosmological simulations is shown in a schematic diagram in Fig. 1.

2.4 Verification – Sedov-Taylor blast wave

Before presenting the main results of our cosmological simulations, we want to verify that our new scheme works as expected. To do this, we employ a simple 2D Sedov-Taylor blast wave simulation. We set up an initial Cartesian mesh with a uniform density $\rho_0 = 1 \text{ g cm}^{-3}$ and internal energy $u_0 = 2.1 \times 10^{-22}$ ergs. We then inject an internal energy $E = 1$ erg into the central cell. The resulting Sedov-Taylor shock wave has a well known analytic solution, allowing us to verify our refinement scheme. In all shock refined blast waves we use a refinement factor $\alpha = 128$, and compare this to the output from a simulation using a Cartesian grid with 128 times higher resolution. This means therefore that the global mass resolution of this second Cartesian grid is the same as the peak mass resolution of the shock refinement run. We also switch off the timer described in Section 2.3 to explicitly follow the post-shock evolution of the gas.

The advantages of the new refinement scheme are visually shown in Fig. 2. The top panel shows, from left to right, a representation of the AREPO Voronoi mesh for the blast wave at $t = 0.15$, for a base refinement run with a $65^2$ Cartesian grid, the shock refinement run starting from a $65^2$ Cartesian grid and a base refinement run with a $71^2$ Cartesian grid. In the bottom panel of Fig. 2 we plot the density field at $t = 0.15$ for 6 runs: base refinement runs with initial Cartesian grids of $65^2$ and $255^2$ (top left and bottom left, respectively), shock refinement runs with the same initial Cartesian grids (top centre and bottom centre), and base refinement runs with a higher resolution initial Cartesian mesh, equivalent to globally having the peak mass resolu-
tion of the shock refinement scheme ($71^3$, top right, and $2885^3$, bottom right). The shock front itself is clearly much sharper and better defined in both of the higher resolution runs, with considerably more resolution elements in place in the high density shell. In the shock refinement run the low resolution of the undisturbed material is maintained, reducing computational expense compared to the high resolution Cartesian grid. Furthermore, cells already begin to refine ahead of the shock, due to the flagging of the neighbours of shocked cells, allowing us to better capture the progression of the blast wave.

As a by-product of cells splitting and merging triggered by shock refinement, small density inhomogeneities are created in shock refinement runs that then seed Rayleigh-Taylor instabilities in the post-shock gas. These inhomogeneities are not present in the base simulations due to the extreme symmetry of the initial set up, meaning that the growth of instabilities is largely suppressed. The Rayleigh-Taylor instabilities, and the associated fluid mixing, are more pronounced in the lower resolution run as the refinement of an initially lower resolution grid generates larger seed inhomogeneities. We note that supernova sites, which are prototypical examples of this kind of blast wave, are embedded within an inhomogeneous, multiphase ISM and are well known to exhibit Rayleigh-Taylor instabilities. However, matching the observed properties and the time evolution of these instabilities is beyond the scope of our study.

We now turn to a more quantitative analysis and compare the simulated density profiles with analytic results in Fig. 3. The shock refinement runs (orange) are able to more accurately capture the analytic post-shock density peak, particularly at early times, than the low resolution runs they are based on (blue). Shock refinement is also competitive against the high resolution Cartesian runs (green), albeit with more scatter. This stems from the fluid instabilities that increase the average gas density within the radius of the peak density, as discussed above. This leads to a slight offset between the shock refinement and analytic density profiles, especially at low resolution, given that the analytical treatment does not include any instabilities. We conclude from here that the shock refinement scheme can significantly improve the capture of simulated blast waves but is less effective if the initial resolution is very poor.

3 RESULTS

We summarise the simulations we have run of our target $\sim 10^{12}$ $M_\odot$ halo to $z = 6$ in Table 1. The physical model used in each simulation is listed, along with the mass and spatial resolution of each run (considering the region within $R_{\text{vir}}$).

3.1 Refinement Effects on Reference Runs

Fig. 4 illustrates the impact of shock refinement on the Reference runs with a basic physical model. In the top panel we show a representation of AREPO’s Voronoi mesh, with the BaseRef run on the left and the ShockRef128 run with a SFT of $n_\text{H} = 100$ cm$^{-3}$ on the right. Overall the shock refined run has many more resolution elements than the base run (7.3 million vs 89,000 within $R_{\text{ref}}$, as shown in Table 1). Perhaps the most striking difference in this image is the sharply resolved cosmic filaments, which are picked out as we refine around the weak shocks at their edge. There is also a significantly increased number of cells within the virial radius corresponding to the location of the accretion shock, which in the Reference runs without feedback lies mostly within $R_{\text{vir}}$ at radii of between 40 and 70 kpc. There is also much higher resolution in the centre of the halo for numerous reasons: the timer discussed in Section 2.3 keeps cells refined for a 10 Myr after passing through the accretion shock; numerous shocks are generated within the halo, including bow shocks from supersonic substructures and from supersonic filaments shocking as they deposit gas towards the inner regions of the halo.

Maps of mass-weighted mean gas density for the Reference runs are shown in the bottom panel of Fig. 4, where we show the BaseRef and ShockRef128 runs with the same SFT as FABLE (left and centre, respectively) and the ShockRef128 run with a boosted SFT (right). The enhancement in the density of filaments and sheets in the two shock refinement runs is clear with respect to the base refinement. In the central and right-hand maps we compare a star formation density threshold of $n_\text{H} = 0.2715$ cm$^{-3}$ and $n_\text{H} = 100$ cm$^{-3}$, to gauge the impact of allowing very high density cells to refine. The density in filaments is smoother in the central image, due to substructures within the filaments being less well resolved. There is also a clear difference in the centre of the halo, where the density distribution is more complex and substructures are considerably smaller and denser in the right-hand panel. This lack of refinement in the unresolved ISM is a limitation of this model when using a relatively low SFT. In the Reference runs we are free to boost the SFT to reduce the amount of gas ending up on the eEoS. This has the adverse effect of increasing the run-time of the simulation, but allows us to determine cleanly the effect of allowing shock refinement to boost resolution in already dense gas. In simulations with FABLE physics we cannot arbitrarily change the density threshold for star formation without drastically affecting the simulation’s implementation of star formation and feedback, and hence FABLE’s agreement with observations. We note however that as the runs in Fig. 4 do not have feedback, gas cools, clumps and passes the SFT much more readily than in simulations including feedback. This can therefore be considered a worse case scenario. We also note that much of the inflowing filaments and more complex density structures in the wake of the accretion shock are largely unchanged by adjusting this parameter.

3.2 Gaseous Halo Properties with the FABLE model

Now that we have inspected the basic changes the shock refinement scheme makes, we turn to examine its impact in more detail when implemented with a more realistic physical model. We reiterate that the FABLE physics runs use a fixed SFT of $n_\text{H} = 0.2715$ cm$^{-3}$ and that the accretion shock is now located at considerably larger radii than in the Reference runs.

Fig. 5 shows maps of density-weighted average temperature, density-weighted average metallicity, cooling rate surface density and energy dissipation-weighted Mach number
Table 1. Summary of the parameters employed in each simulation run. Columns two to four list density threshold for star formation, type of refinement employed and target gas mass, respectively, while the remaining columns list the values of minimum and maximum cell masses, the number of cells, and the spatial resolution range for all cells within $R_{\text{vir}}$.

| Physical Model | Refinement | SFT \([\text{cm}^{-3}]\) | Target Mass \([M_\odot]\) | Min Mass \([M_\odot]\) | Max Mass \([M_\odot]\) | No. of Cells | Spatial Resolution \([\text{kpc}]\) |
|----------------|------------|----------------|-----------------|----------------|----------------|---------------|----------------|
| Reference      | BaseRef    | 0.2715         | 1.64 \times 10^7 | 1.14 \times 10^6 | 5.38 \times 10^7 | 99,562       | 0.02 – 17.12   |
| (only primordial) | ShockRef128 | 0.2715         | 1.28 \times 10^5 | 6.10 \times 10^3 | 3.62 \times 10^7 | 4,326,240    | 0.01 – 14.77   |
| cooling)       | BaseRef    | 100            | 1.64 \times 10^7 | 1.68 \times 10^6 | 6.87 \times 10^7 | 89,293       | 0.007 – 17.13  |
| ShockRef128    | 0.2715     | 1.28 \times 10^5 | 4.04 \times 10^3 | 3.47 \times 10^7 | 7,297,829    | 0.004 – 14.75 |
| FABLE model    | BaseRef    | 0.2715         | 1.64 \times 10^7 | 2.16 \times 10^6 | 7.90 \times 10^7 | 92,875       | 0.10 – 17.10   |
| ShockRef128    | 0.2715     | 1.28 \times 10^5 | 1.11 \times 10^4 | 3.98 \times 10^7 | 6,943,981    | 0.02 – 13.83  |
| ShockRef512    | 0.2715     | 3.20 \times 10^4 | 2.25 \times 10^3 | 5.81 \times 10^7 | 26,019,084   | 0.008 – 15.49 |

Figure 4. **Top panel:** Representation of the AREPO Voronoi mesh in the Reference physics run with base refinement and the SFT of FABLE (left) and the ShockRef128 run with a SFT of $n_H = 100$ cm$^{-3}$ (right). The number of resolution elements is hugely increased, and filamentary structure is particularly highlighted when the shock refinement scheme is active. **Bottom panels:** Mass-weighted mean density maps of Reference runs within a slice of thickness 0.15$R_{\text{vir}}$ around the halo centre. From left to right the runs are: BaseRef with SFT of FABLE; ShockRef128 with SFT of FABLE; ShockRef128 with SFT of $n_H = 100$ cm$^{-3}$; Dashed white circles indicate $R_{\text{vir}}$. 
Figure 5. From top to bottom: maps of density-weighted mean temperature, density-weighted mean metallicity, cooling rate density, and energy dissipation-weighted mean Mach number projected over slices of thickness 1, 1, 1 and 0.25 $R_{vir}$, respectively. The left-hand column shows the BaseRef run, the centre shows the ShockRef128 run, and the right-hand column the ShockRef512 run. The white areas in the cooling rate map correspond to regions being heated by the UV background. When the shock refinement scheme is active a much more multiphase CGM is developed, with cold, metal-poor filaments coexisting with a hot, metal-enriched gaseous halo.
for the FABLE physics runs contrasting the BaseRef run (left-hand column) to the ShockRef128 (centre column) and ShockRef512 (right-hand column) runs. In the temperature maps (top panels) it is evident that in both shock refinement runs structures of cool gas are much more prevalent inside the hot halo. Cool filaments pierce deep inside the virial radius, denoted by the black dashed circle, at all resolutions, but are more numerous, better defined and pierce deeper when shock refinement is active, leading to cool gas exhibiting a much more complex morphology. Furthermore, the boundary between the CGM and the IGM, at the edge of the gaseous halo, is noticeably sharper. Comparing the ShockRef128 and ShockRef512 runs we note that the multiphase nature of the CGM is very sensitive to the resolution, and that as we increase resolution further we find many more dense clumps and structures embedded within the hot halo gas (for similar recent results see Nelson et al. 2020).

Similar trends are seen in the metallicity maps (second row), where we find that the cool gas structures correspond primarily to low-metallicity filaments. This therefore points to an increase in largely primordial gas bypassing the accretion shock and streaming towards the central galaxy. In the metallicity maps the hot, enriched gas ejected by supernovae and AGN feedback is shown in yellow. These outflows are pushed out into the halo where they co-exist with cold, primordial inflows, indicating that with shock refinement we are capturing a much more multiphase CGM. The filaments in the high resolution run are particularly clear in the map of cooling rate density (third row), where the increase in dense gas at a temperature close to the peak of the hydrogen cooling curve leads to a boosted cooling rate throughout the CGM. This enhancement in cooling throughout the filaments and CGM will have clear implications for the energy budget of the halo, which we discuss further in Section 3.5.

The maps of Mach number (bottom row) show the edge of the CGM very clearly, with the high Mach number accretion shocks ($M > 20$) highlighted in yellow-white at the boundary of the CGM and IGM. In the BaseRef run the accretion shock is not resolved as a coherent structure, whereas in both shock refined runs the shock becomes very well defined. The shape of the gaseous halo itself is modified when resolution is increased, stemming from the change in topology of the large-scale accretion shocks themselves with resolution. Although the most striking differences in the properties of the accretion shock are between the BaseRef and ShockRef128 runs, when the resolution is pushed further in the ShockRef512 run the shocks further narrow and somewhat change their location, strength and curvature. Recall that in the shock refinement scheme we increase resolution around all shocks above $M_{\text{thresh}} = 1.5$, corresponding to most of the cells visible in the bottom row of Fig. 5. It is worth noting here how prevalent shocks are, meaning the shock refinement scheme is continually active in a large proportion of the halo. Resolution is therefore widely increased throughout. Moreover, the scheme is effective at boosting resolution around the edge of filaments, which is demonstrated in the top-right of the shock refinement panels where the parallel lines of blue colour corresponds to an intermediate shock ($M \sim 3$) from IGM gas accreting onto either side of the inflowing filament.

While the maps in Fig. 5 show the properties of the runs with FABLE physics activated, we find similar trends in our
Reference runs, albeit with the accretion shock located at much smaller radii, indicating the qualitative behaviours we find here are independent of galaxy formation model.

Having a well resolved accretion shock allows us to visualise it in three dimensions by creating an ‘accretion shock mesh’ which can then be rendered (Musy et al. 2019). To do this we identify cells associated with a strong shock along a number of sight-lines from the halo centre, before performing several cleaning and smoothing steps to generate a closed surface. We show this for the ShockRef128 run with FABLE physics in Fig. 6, where we display two different orientations of the halo. The surface is coloured according to the local Mach number. Interestingly, the accretion shock is clearly not spherical, with a shape dependent on the direction of accretion onto the halo. Some areas have a very high Mach number ($M > 20$), indicating where the bulk of shock heating is occurring that generates the hot halo. However, a significant proportion of the surface is not associated with strong accretion shocks. In grey we also show gas filaments found with the DisPerSE algorithm (Soubie 2011), demonstrating that dense filaments of largely primordial gas penetrate the accretion shock where the local Mach number is lowest and deliver cold gas deep within the halo. There are many areas of the surface with low Mach number that do not have an associated filament, most likely corresponding to accretion from dense sheets that also remain largely unshocked, or from smaller filaments not found by DisPerSE. Fig. 6 gives us a clear visual representation of the different modes of gas accretion onto massive haloes, and indicates how neighbouring parts of the CGM can be in significantly different thermal states. This therefore shows how a multiphase CGM more in accord with observations can be, at least in part, generated from the topology of accretion onto massive haloes.

### 3.3 Impact of Refinement on the Multiphase CGM

After a visual inspection of our simulations in Section 3.2, we now turn to a more quantitative exploration of them. In the top panel of Fig. 7 we show radial profiles of the fraction of cumulative gas mass contained within cool ($T < 10^5$ K), warm ($T > 10^5$ K), diffuse ($n_H < 10^{-3}$ cm$^{-3}$) and dense ($n_H > 10^{-3}$ cm$^{-3}$) phases for the FABLE physics runs with the BaseRef, ShockRef128 and ShockRef512 runs. The black dotted line indicates $R_{200}$ and the blue dotted line and shaded region show the median radius and radial extent of the aspherical accretion shock in the ShockRef128 run, which we find from the radii of vertices of the accretion shock mesh shown in Fig. 6. As suggested by the cooling rate maps in Fig. 5, there is a boost in cool-dense gas (orange) throughout the CGM at the expense of the warm-dense phase (red). The cool-diffuse gas (shown in purple) that dominates the IGM does not exist interior to the accretion shock, though it persists down to smaller radii in the shock refinement runs due to the change in the shape of the accretion shock. The gas fraction of warm-dense gas (in red) peaks at the inner edge of the accretion shock, as the diffuse gas is compressed and heated. This peak is lower when shock refinement is active as more gas remains in the cool-dense phase, and there is also suppression of hot gas outside the accretion shock.

The percentage change in cumulative gas mass with respect to the BaseRef run within each gas phase is shown in the bottom panel of Fig. 7. There is a significant boost in cool-dense gas mass within the CGM of ~ 30 per cent for the ShockRef128 run and of ~ 50 per cent for the ShockRef512 run. Note that the amount of mass in the cold-dense phase is converging weakly with resolution probed in our study, indicating that higher resolution simulations would predict an even more multiphase and clumpy CGM. Furthermore, there is a suppression of warm-dense gas within the CGM of ~ 20 per cent and ~ 30 per cent for the ShockRef128 and ShockRef512 runs, respectively. The qualitative changes we find here are encouragingly similar to other work (e.g. Hummels et al. 2019), despite the different codes and drastically different redshift considered. Our results do deviate however from those of Suresh et al. (2019), who find little change in
cool-dense gas with boosted refinement, though their ‘base’ resolution is a factor of two higher than our highest resolution run so this is perhaps not surprising. We reiterate that in this work we wish to investigate the differences that may be found compared to coarser large scale galaxy formation simulations such as Illustris or FABLE, which we find are significant.

The reduction in hot gas reduces the average temperature of the halo, which has implications for the thermal energy budget as discussed in Section 3.5. The significant boost of cold gas within the hot halo naturally creates a much more multiphase CGM in line with recent observations (currently only available at lower redshifts, see e.g.: Rudie et al. 2012; Werk et al. 2013; Rubin et al. 2015; Crighton et al. 2015), and the presence of cold, dense clumps far from the central galaxy will also have obvious implications for the covering fraction of neutral hydrogen and for star formation, as we investigate in Section 3.6.

3.4 CGM Kinematics and Turbulence

Given that increased resolution affects the thermal state of the gas in the halo and the propagation of filaments, changes in gas dynamics are to be expected. The top row of Fig. 8 shows maps of mass-weighted average ‘line-of-sight’ (LOS, defined as the $+z$ direction in the simulation box) velocities for the three runs. While strong features, such as the filament at the lower-right, exist in all runs, much more complex velocity structure is present in the shock refinement runs. This is especially noticeable in the upper-right part of the maps, within the virial radius, where a near uniformly moving section of gas in the BaseRef becomes much more dynamically complex with increased resolution.

Maps of mass-weighted average radial velocity are shown in the second row of Fig. 8. Within the feedback generated outflow (shown in orange) the average outflow velocity is largely uniform across a large range of angles in the BaseRef run. In both shock refinement runs there is much more variation within the outflow, again implying considerably more complex dynamics. Even going from the ShockRef128 run to the ShockRef512 run there are clear differences, including many small, dense inflowing clouds within the CGM (see also recent work by Nelson et al. (2020)). The filament inflowing from the right illustrates very well the systematic differences between the runs, as the inflow velocity is consistently higher throughout in the shock refinement runs compared to the BaseRef run. We find an increase in the average inflowing mass flux in the region between 20 kpc and $R_{\text{vir}}$ of $\sim 10$ and $\sim 25$ per cent in the ShockRef128 and ShockRef512 runs, respectively, due to more mass condensing into denser and faster filaments. Further into the halo inflows are more disrupted by orbiting substructures as well as outflows, so we cannot easily disentangle the effect of resolution alone on the mass flux in these central regions. By comparing the first and second rows we also find that the inflow velocities of filaments are significantly higher than implied by the LOS velocities, with, for example, the lower-right filament having a LOS velocity of $\sim 200$ km s$^{-1}$, but an actual inflow velocity of $\sim 500$ km s$^{-1}$. This indicates how projection effects can significantly affect estimates of filamentary dynamics from observations.

As we have shown, shocks are also better resolved and more prevalent within our shock refinement simulations and, as astrophysical shocks are generally curved, we would naturally expect this to generate more vorticity and turbulent motions. Vorticity, $w = V \times \mathbf{u}$, is straightforward to calculate from the simulation output. However, it is not readily comparable to observations, which rely on measurements of velocities and velocity dispersions. We therefore present maps of velocity dispersion in the third row of Fig. 8. There are much more complex structures in the shock refinement velocity dispersion maps, with significant boosts in the wake of the accretion shocks, within filaments, and a significant increase within the virial radius$^2$. Another way to quantify changes in turbulent motion is to separate velocities into turbulent and bulk components, which are treated in a way that mocks X-ray observations of galaxy clusters. Specifically, we first calculate turbulent velocities for individual cells using an adapted version of the multiscale filter method used in Bourne & Sijacki (2017), based on the method described in Vazza et al. (2017). We can write the total velocity of each cell as

$$v_{\text{tot}} = v_{\text{bulk}} + v_{\text{turb}},$$

where $v_{\text{bulk}}$ is the local bulk velocity and $v_{\text{turb}}$ is a turbulent velocity component. The local bulk velocity of a cell is first calculated as a mass-weighted average over a minimum number of nearest neighbour cells. This is then subtracted from the total velocity of a cell to give a turbulent velocity estimate. The number of neighbours is then iteratively increased until the turbulent velocity converges, within a tolerance factor. An additional complication we have to consider here is the varying spatial resolution between our runs, as they will naturally probe considerably different turbulent eddy sizes. To account for this effect we have therefore set the minimum number of initial neighbours to be inversely proportional to the mass of each cell, i.e. cells with two times the base target mass ($m_{\text{max}} = 3.28 \times 10^7 \ M_\odot$) are set to have 16 neighbours and every other cell in both runs then starts the neighbour iteration with

$$N_{\text{NGB}} = 16 \frac{m_{\text{cell}}}{m_{\text{max}}}.$$  

This allows us to more directly compare turbulent velocities at a similar spatial scale. All turbulent velocities are therefore calculated at approximately the smallest resolved length scales in the BaseRef run which corresponds to a physical scale of $\sim 10$ kpc. In this work we do not investigate the properties of smaller scale eddies in the shock refinement runs.

To more faithfully compare our results with future X-ray observations, we also need to remove any cold clumps. This will also minimise the impact of $e$EoS gas, whose temperature at a given density is not realistic. To do this, we only include cells selected by a rescaled version of the method in Rasia et al. (2012), as described in Henden et al. (2018), henceforth referred to as hot halo gas. Rasia et al. (2012) identified a cooling phase of gas in their simulated clusters that satisfied the condition

$$T < N \times \rho^{0.25},$$

$^2$ While not shown here, we have verified that gas vorticity follows similar qualitative trends to velocity dispersion.
Figure 8. From top to bottom: maps of mass-weighted averages of LOS velocity, radial velocity, velocity dispersion and turbulent velocity, all projected over a slice of thickness 0.25 $R_{\text{vir}}$. The left-hand column shows the BaseRef run, the central column shows the ShockRef128 run and the right-hand column shows the ShockRef512 run. Black dashed circles indicate $R_{\text{vir}}$. The kinematic structure of the halo is much more complex when shock refinement is active.
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Figure 9. Distribution of the radial components of gas velocities at $0.5R_{\text{vir}}$ (top panel) and at $R_{\text{vir}}$ (bottom panel). The bulk velocities are shown in shades of blue and the turbulent velocities are in shades of orange. Only gas cells in the hot halo that are within a shell of thickness $\sim 7$ kpc around each radius are included. Velocities are normalised to the mass-weighted average sound speed within each radial shell. The BaseRef, ShockRef128 and ShockRef512 runs are shown with dot-dashed, dashed and solid lines, respectively. The symmetric structure of turbulent velocities imply the halo exhibits turbulent pressure support. With increased refinement, we find a broader distribution of turbulent velocities, with larger extreme values.

\[ T \propto \rho^{\gamma - 1}, \]

where $T$ and $\rho$ are the temperature and density of the gas and $N$ is a normalisation factor. This comes from the polytropic equation for an ideal gas, $T \propto \rho^{\gamma - 1}$, assuming a polytropic index of $\gamma = 1.25$. Rasia et al. (2012) assumes a fixed normalisation factor $N = 3 \times 10^6$ keV cm$^{3/4}$ g$^{-1/4}$, where temperature is in keV and density is in g cm$^{-3}$. Henden et al. (2018) then rescaled this relation with the virial temperature of their haloes, $T_{500} \propto M_{500}/R_{500}$, relative to the mean virial temperature of the haloes in Rasia et al. (2012). We note that these relations were found at $z = 0$, when haloes can have a significantly different thermodynamic structure to $z = 6$. However we have verified that performing the same mass rescaling as Henden et al. (2018) still gives a reasonable separation of the hot phase from the cooling components of the halo.

The bottom row of Fig. 8 shows maps of mass-weighted average turbulent velocity obtained with the method above for the three runs. We note that this figure does not apply the cut of Rasia et al. (2012), instead only removing eEoS gas, to make the maps more comparable to the other velocity maps in Fig. 8. The maps look very similar to those with only hot halo gas selected except in the inflowing filaments and substructures, where the cold dense gas skews the turbulent velocities to lower values. These regions should therefore be treated with caution, though we note that the qualitative trends we find are the same regardless of the temperature-density cut applied.

In the maps a marked increase in turbulent motion across the halo is evident in the shock refinement runs, with the magnitude particularly boosted in the central regions and in the wake of the accretion shocks. This corresponds well with our maps of velocity dispersion shown in the third row. Furthermore, we confirm similar qualitative trends in our basic Reference runs, albeit with more extreme turbu-
lent velocities due to faster inflows and stronger accretion shocks.

Fig. 9 shows the distribution of radial turbulent and bulk velocities of cells in the hot gaseous halo within 7 kpc annuli around 0.5\(R_{\text{vir}}\) and \(R_{\text{vir}}\). At both radii, though more noticeably at \(R_{\text{vir}}\), there is a significant inflowing component evident in the bulk velocities, even in the hot phase of the halo. There is also a tail at high outflow velocities, corresponding to recent bursts of feedback. In contrast, the turbulent velocity distributions are largely symmetric at both radii plotted. This therefore points to turbulence providing a source of non-thermal pressure support throughout these regions of the gaseous halo. Despite different halo masses and a very different redshift, qualitatively our results are similar to those found by Vazza et al. (2018). We note that the impact of the shock refinement is to broaden the turbulent velocity distribution, reaching considerably higher extrema values, while still maintaining the symmetry indicative of turbulent pressure support. Moreover, the two shock refinement runs have largely similar turbulent velocity distributions, suggesting our calculations of turbulent velocity are starting to converge at the minimum resolved length scale in the BaseRef run (however we note that the average temperature of the halo is lower and there is less mass, and therefore less thermal energy, in the hot phase in the ShockRef512 run compared to the ShockRef128 run due to a more multiphase CGM).

With these differences in mind, we now estimate the fraction of non-thermal pressure support within the halo. We define this in the same way as Vazza et al. (2018):

\[
\frac{P_{\text{NT}}}{P_{\text{tot}}} = \frac{\rho v_{\text{turb}}^2/\alpha_r}{\rho v_r^2/\alpha_r + k_\text{B}T/\mu m_p},
\]

where \(\rho\) is the gas density, \(\mu\) is the mean molecular mass per electron, \(T\) is the gas temperature and \(\alpha_r = 1\) if we consider only the radial velocity component and 3 if we assume an isotropic dispersion.

In Fig. 10 we plot radial profiles of this non-thermal pressure ratio assuming an isotropic dispersion. We find a fairly consistent boost by a factor of 2 in this fraction throughout the halo when the shock refinement scheme is active. The halo in each run approximately virialises at the same radius, indicating that it is the ratio of turbulent to bulk velocities that changes in accord with Fig. 8. This therefore leads to a sustained boost in turbulent pressure support out to and beyond the virial radius. This value is significantly higher than that found by Vazza et al. (2018), however at \(z = 6\) this is to be expected due to more numerous inflows stirring the gaseous halo in this large overdensity than in similar mass haloes at lower redshifts. Deducting the non-thermal pressure support of galaxy clusters has important implications for calibrating biases in hydrostatic mass estimates, and our results suggest that these biases may be even more significant at high redshifts, which future X-ray missions such as ATHENA will be able to probe.

### 3.5 CGM Energy Budget

The variations in the topology of shocks and the changes in cooling rates, along with the different distribution of gas in different phases with shock refinement active, will all clearly have an impact on the energy budget of the halo.

To examine this we first look at how energy dissipation in the shocks themselves vary with refinement scheme in Fig. 11, where the energy dissipation rate as a function of Mach number is shown. In the ShockRef128 run we find a boost of nearly \(\sim 200\) per cent in energy dissipation at low Mach numbers, where the largest peak of the distribution shifts towards lower Mach number values. When we increase the resolution even further in the ShockRef512 run, this peak becomes somewhat higher. These weak shocks often correspond to regions around the edge of filaments and substructures, shown in red and dark blue in the bottom panels of Fig. 5. Here, post-shock gas generally has a high density but still a fairly low temperature due to the weakness of the shock, meaning the gas is still close to the peak of the hydrogen cooling curve. Any transfer from kinetic to thermal energy in these locations is therefore efficiently radiated away, as indicated in the third row of Fig. 5 where we find increased cooling rates in and around inflowing filaments which ultimately leads to a lower thermal energy of the gaseous halo with increased resolution.

At high Mach numbers, corresponding to yellow-white parts of the bottom panels of Fig. 5, we also find a boost in energy dissipation. This is largely the same between the two shock refined runs, suggesting the energy dissipation rate of strong shocks is beginning to converge. Given the vastly higher number of cells in the shock refinement runs, we naturally find many more shocked cells within the halo. However, the total mass of shocked cells in these haloes is consider-
3.6 Dense, Neutral Gas and Star Formation

We have shown how boosting resolution increases the amount of cool-dense gas in the gaseous halo, so we would therefore expect an increase in the amount of neutral HI gas as well. This provides a reservoir of fuel for star formation, thereby influencing the number of stars that form as well as where they are located.

We first investigate how the neutral HI gas covering fraction changes between the three runs. To do this we calculate the HI gas content of each cell using the prescription of Bird et al. (2013). We show maps of HI column density in the top row of Fig. 13, where we find significant increases in the HI column density especially at radii outside the virial radius (shown as a black dashed circle). In Table 2 we list HI covering fractions within $R_{\text{vir}}$ and $2R_{\text{vir}}$ for the three different refinement runs. For all four column density thresholds we find an increase in the covering fraction within both radii, with the most striking increases occurring at the highest column densities and within $2R_{\text{vir}}$. Visually this corresponds to yellow-coloured regions in the top row of Fig. 13 with column...
densities above $10^{19}\, \text{cm}^{-2}$. This is especially true in between filamentary structure such as, for example, on the centre-left and upper-right parts of the maps. We note that as we increase the resolution to that of the ShockRef512 run the neutral H\textsc{i} covering fractions keep increasing, especially at high column densities, showing only weak convergence.

Qualitatively our findings agree with those of Hummels et al. (2019) and van de Voort et al. (2019), though detailed comparisons are not possible due to the high redshift where our simulations end. Suresh et al. (2019) do not find a resolution dependence for H\textsc{i} covering fractions, though as previously discussed their base solution already has very high resolution beyond that of even the ShockRef512 so this is perhaps to be expected. Our results suggest that simulated H\textsc{i} covering fractions do depend on resolution (and are not converged yet at the highest resolution explored here), which will clearly have implications for the prediction of the distribution of Damped Lyman-\(\alpha\) and Lyman-limit systems (DLAs and LLSs, respectively) as well as observations of the Lyman-\(\alpha\) forest. We note that the absolute values for covering fractions we find at $z = 6$ will be very sensitive to our implemented UV background model, but the changes we find with respect to resolution are expected to persist for different reionisation histories and at lower redshifts as well.
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Table 2. HI covering fractions within $R_{200}$ and $2R_{200}$ for four different refinement runs. We note that the absolute covering fraction values at $z = 6$ will be sensitive to the implementation of the UV background, but we expect the changes due to resolution to persist. Values are calculated over a slice of depth $2R_{200}$.

| Threshold | Run         | $R_{200}$ | $2R_{200}$ |
|-----------|-------------|-----------|------------|
| log($n_{HI}$/cm$^{-2}$) > 17 | BaseRef | 0.985     | 0.910      |
|           | ShockRef128 | 0.996     | 0.997      |
|           | ShockRef512 | 0.999     | 0.998      |
| log($n_{HI}$/cm$^{-2}$) > 18 | BaseRef | 0.944     | 0.723      |
|           | ShockRef128 | 0.962     | 0.941      |
|           | ShockRef512 | 0.983     | 0.969      |
| log($n_{HI}$/cm$^{-2}$) > 19 | BaseRef | 0.835     | 0.592      |
|           | ShockRef128 | 0.903     | 0.828      |
|           | ShockRef512 | 0.950     | 0.908      |
| log($n_{HI}$/cm$^{-2}$) > 20 | BaseRef | 0.621     | 0.417      |
|           | ShockRef128 | 0.747     | 0.586      |
|           | ShockRef512 | 0.832     | 0.651      |

Overall by $z = 6$ in the ShockRef128 run we find an increase of $\sim 20$ per cent in the stellar mass within the halo’s half-mass radius, and the same percentage increase within the virial radius compared to the BaseRef run. In the ShockRef512 run this becomes a $\sim 30$ per cent increase. We explain this increase by looking at the central panels of Fig. 13, which show maps of star formation rate surface density for the three runs. Star formation is more widespread throughout the halo, extending further out from the central galaxy than in the BaseRef run. Star formation also occurs within filaments within the CGM, which are predominantly made up of cold, low-metallicity gas.

In the bottom panels of Fig. 13 we overlay a gas density map with the distribution of stellar metallicities. While the metallicities in the central galaxy are largely similar in the three runs, reaching super-Solar levels in the innermost regions, there is a more continuous gradient of decreasing metallicity to larger radii in the shock refinement runs. In several places very low-metallicity stars, with $Z/Z_\odot < 10^{-3}$, have formed in the infalling filaments that are then fed into the halo, implying cosmic filaments could be a non-negligible source of metal poor stars.$^3$

We caution that our simulations employ a fairly simplistic sub-grid star formation model based on the gas density threshold, so the increased densities we find with boosted resolution will naturally increase star formation. Nevertheless, the predictions made in this work could provide useful tests of star formation models with the next generation of observations from the James Webb Space Telescope (JWST). Using deep NIRCam exposures we would expect regions with star formation surface density of $0.3 \, M_\odot \, yr^{-1}$

3 We note here we do not self-consistently model the formation of Pop III stars or have a metallicity floor at very high redshift, so very low absolute values of stellar metallicity should be treated with caution. Previous work that has explicitly modelled Pop III stars have found that they should not lead to metallicities above $10^{-3} \, Z_\odot$ in filaments however (Wise et al. 2012), implying our results are reasonable.

4 CONCLUSIONS
In this work we designed a novel ‘shock refinement’ scheme to target increases in numerical resolution around shocks on-the-fly in hydrodynamical galaxy formation simulations. We verified the accuracy and effectiveness of the scheme by comparing simple 2D Sedov-Taylor blast wave simulations against known analytic solutions. The new scheme gives us a very flexible and physically motivated way to boost resolution within interesting regions of galactic haloes, such as at the boundary of the CGM and IGM, without the significant increase in simulation runtime that would come from a global increase in resolution.

We then applied our scheme to cosmological zoom-in simulations of a very rare overdensity containing a $\sim 3 \times 10^{12} \, M_\odot$ halo at $z = 6$, where we compared the effects of the base refinement scheme (BaseRef) with shock refinement runs with mass resolution increased by 128 and 512 (ShockRef128 and ShockRef512, respectively). We performed this analysis for both a basic physical model, with only primordial cooling, and the full FABLE model and found that our results are robust against changes in the modelling of galaxy formation physics. The threshold Mach number, above which shocked cells and their neighbours refine, was chosen in this work to be $M = 1.5$ as we targeted boosted resolution around both weak shocks around cosmic filaments and strong halo accretion shocks.

When the shock refinement scheme is activated we find a significant boost in the number of cool, dense and metal-poor structures within the hot gaseous halo. This gives rise to a much more multiphase CGM more in line with recent observations, which are still albeit at a much lower redshift. These structures predominantly correspond to primordial filaments passing through the accretion shock without being significantly shock heated. We demonstrated this using a novel visualisation technique, where we defined a closed 3D surface corresponding to the accretion shock. Combining this with the filament finding software DisPerSE showed that filaments tend to penetrate the accretion shock where the local Mach number is very low. The better refined and more numerous filaments in the shock refined simulations also have higher cooling rates, leading to a $\sim 30$ and $\sim 50$ per cent increase in cool-dense gas within the accretion shock, for the ShockRef128 and ShockRef512 runs, respectively, largely at the expense of the warm-dense phase.

Higher resolution in the halo allows us to better capture small-scale motions in the shock refinement run, leading to a much more complex kinematic structure. We find an increase in inflowing mass flux within the CGM of $\sim 10$ per cent in the ShockRef128 run and $\sim 25$ per cent in the ShockRef512 run. The well-resolved shocks within the halo are predominantly curved, leading to a significant boost in velocity dispersion and turbulent motions within the gaseous halo, especially in the wake of strong shocks. We find the average turbulent velocity increases significantly throughout the halo, corresponding to a wider distribution of turbulent velocities with larger extreme values. This boosted turbulent motion acts

kpc$^2$ and above to be detectable even at $z = 6$, however detecting nebular emission from these regions will likely be much more difficult (R. Maiolino, priv. comm.).
as a source of non-thermal pressure support, which we find corresponds to 20–30 per cent of the total pressure support in the hot halo component of both shock refinement runs compared to 10–15 per cent in the base refinement run.

We find that energy dissipation is boosted in shocks, particularly for very weak and very strong shocks, where the dissipation rate is increased by > 100 per cent in both shock refinement runs. Gas cooling rates are also increased in the CGM, caused by better resolving denser filaments when shock refinement is active. Both of these factors lead to changes in the energy budget of the halo. There is a suppression in the thermal energy of the halo of up to 30 per cent in the ShockRef128 run and up to 50 per cent in the ShockRef512 run as the more multiphase CGM has a lower average temperature and more energy is radiated away at weak shocks. The total kinetic energy in cool-dense gas is enhanced by up to 50 per cent in the halo, in line with the increased mass flux that we find. When we further separate kinetic energy into bulk and turbulent motions, for the hot halo gas, we find a boost of more than 100 per cent in turbulent energy in the halo as we capture larger curved shock surfaces and more of the turbulent cascade.

Finally, we consider the impacts that the shock refinement scheme might have observationally. We find that the covering fraction of neutral H\textsc{i} gas is significantly increased in the CGM with higher resolution, which has implications for predicting the distribution and redshift evolution of DLAs, LLSs and the Lyman-\alpha forest. The increase in cool, dense gas at large radii allows star formation to proceed further out from the central galaxy in the shock refinement runs than in the BaseRef run. Stars are considerably more spread out in both shock refinement runs and have a broad range of metallicities, including very metal-poor stars forming along inflowing filaments that deep JWST observations are likely to probe.

The results we find in this work suggest that there are still numerical barriers that need to be overcome to piece together a fuller, more robust picture of galaxy formation. This will be especially true in large volume cosmological simulations, where the numerical resolution is necessarily worse, especially in the CGM and IGM, than the zoom-ins we study here. Our new shock refinement scheme provides a useful tool to address this, as it more efficiently boosts numerical resolution around regions of interest, like accretion shocks at the boundary of the CGM and IGM. Our scheme is also versatile and can be readily extended and applied to different physical situations in future, including resolving individual supernova remnants or shocks in and around AGN jets in galaxy formation simulations.
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