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Abstract—In the past few years, there has been a dramatic growth in e-manga (electronic Japanese-style comics). Faced with the booming demand for manga research and the large amount of unlabeled manga data, we raised a new task, called unsupervised manga character re-identification. However, the artistic expression and stylistic limitations of manga pose many challenges to the re-identification problem. Inspired by the idea that some content-related features may help clustering, we propose a Face-body and Spatial-temporal Associated Clustering method (FSAC). In the face-body combination module, a face-body graph is constructed to solve problems such as exaggeration and deformation in artistic creation by using the integrity of the image. In the spatial-temporal relationship correction module, we analyze the appearance features of characters and design a temporal-spatial-related triplet loss to fine-tune the clustering. Extensive experiments on a manga book dataset with 109 volumes validate the superiority of our method in unsupervised manga character re-identification.

I. INTRODUCTION

RECENT years have witnessed increasing attention in cartoon and manga (Japanese-style comics) [1], driven by the strong demands of industrial applications. E-Manga is also becoming more popular as people’s reading patterns have changed dramatically. For example, Amazon’s Kindle store has over 60,000 e-manga on sale. Manga character recognition is a crucial task in manga-related research, which plays an important role in areas such as character retrieval and character clustering [18], [30].

Nevertheless, most existing character recognition methods require large amounts of labeled data [33], which limits the wide usability and scalability in real-world application scenarios, as it is both expensive and difficult to manually label large datasets. Unsupervised approaches have broader applicability in the face of a plethora of manga characters, but remain relatively under-explored.

Faced with the booming demand for manga research and the large amount of unlabeled manga data, we raised a new task, called Unsupervised Manga Character Re-identification (or UManga-ReID). A common strategy for UManga-ReID is the unsupervised domain adaptation approach, which transfers the learned knowledge from the source domain by optimizing with pseudo labels created by clustering algorithms to the target domain [7]. In view of the intrinsic similarity between the real-person identities and cartoon characters, most related studies [33] adopt real-person data as the source domain and cartoon data as the target domain. However, although this approach is effective to some extent, it is often plagued by the noise generated by pseudo-labeling. How to effectively reduce the noise and obtain better clustering performance is the key to this problem.

Although there exhibit many similarities between manga and the real world, manga has a more important task, which is narrative. Some manga-related research has focused on the content of manga. [13] points out that there are certain patterns of transition between manga frames. [33] discusses the influence of context on the accuracy of manga face recognition. These provide theoretical guidance for improving the clustering performance from the perspective of manga
Manga characters are often artistic creations of real people, so transferring models trained on real people data to manga characters is a feasible approach. However, as an art form, manga is expressed in a very different way from the real world, which poses many challenges to the transfer task (see Figure 1(a)).

- **Artistic expressions:** For example, the exaggerated viewpoints and the exaggerated expressions of characters, etc.
- **Drawing limitations:** For example, the limitations of the frame cause some characters’ bodies to be left out, and the limitations of the drawing style make characters in the same manga book look similar.

On the other hand, a more important task of manga is narration, which brings many characteristics that real data do not have and may further help us in the UManga-ReID study:

- **Temporal-spatial relationship:** For example, the same characters tend to appear on adjacent pages one after another, characters in the same frame tend to belong to different identities, some characters tend to appear in pairs, and so on. The frame order of the manga tells the contents of the book in chronological order, and we define the relationships on the frame order as temporal relationships. Moreover, each frame in the manga often represents a scene, and we define the relationships between characters in the same frame as spatial relationships.
- **Characters’ unique signatures:** Many characters have unique signatures, such as special accessories, hairstyles, costumes, etc. These signatures usually do not change in the same manga book.

In order to verify the feasibility of our conjecture, we conducted statistics on the spatial-temporal rules of manga characters. Figure 2 shows the spatial relationship of manga, revealing that characters appearing in the same frame are more likely to belong to different identities. Table I shows the temporal relationship, and the statistical results show that a character has a high probability of appearing in neighboring frames.

We are interested in knowing whether the unique features of manga can be exploited to compensate for the challenges of transfer tasks and thus achieve better results in UManga-ReID. Based on the above analysis, we have further conjectures: On the one hand, there are some potential patterns among the appearance order of manga book characters that enable us to constrain and complement the clustering from the perspective of spatial-temporal relationships when facing exaggerated or omitted artistic representations. On the other hand, different characters in the same manga book often look similar due to the constraints of the manga book style. However, since characters usually have their unique signatures, such as hairstyles and clothing, we can integrate the results of the character’s face and body to include more character identifiers, so as to compensate for similarities in painting styles. These two conjectures enlighten us that making good use of manga content-related features, such as temporal relationship and face-body combination, can help us overcome the difficulties of manga artistic expressions and drawing limitations to achieve good clustering results of manga characters.

Based on the above insights, our contribution includes the following three aspects:

- To the best of our knowledge, we are the first to propose and study the unsupervised manga character re-identification (UManga-ReID) task. We propose a Face-body and Spatial-temporal Associated Clustering (FSAC) framework for UManga-ReID.
- We design a temporal-spatial-related loss to fine-tune the pseudo-labeling of manga characters, so as to weaken the challenges posed by artistic expressions. We take advantage of the characters’ unique signatures and combine the face image with the body image of the same character for re-identification to overcome the effects of drawing limitations, etc.
- Experimental results show that our approach achieves superior performance on both face, body and mixed manga image datasets on Manga109, outperforming the state-of-the-art by a large margin.

**II. RELATED WORKS**

In line with the focus of our work, we briefly review previous works in the following areas: 1) manga-related works, 2) unsupervised person re-identification methods, and 3) manga character identification works.

**A. Manga-related works**

Manga-related researches have increased with the popularity of e-manga. Some studies such as [23] focus on comic images,
managing to generate comic-style images for real people using GAN. Some articles concentrate on manga translation. For example, [11] designs a fully automated manga translation system via a multi-modal and context-aware translation framework. There are also studies focusing on the content of comics. [13] analyzes the closure-driven narratives of the comics, and [9] and [24] focus on the extraction and order of manga frames (or storyboards). Some of the well-known cartoon-related datasets include Manga109 [20], Danbooru [22], iCartoonFace [33], etc. Manga109 provides 109 manga books with marks of the face and body images of characters, manga frames and texts, which provides a basis for us to study the clustering of manga characters from the perspective of the spatial-temporal relationship and face-body combination.

B. Unsupervised person re-identification

Prior to our focus on the comics world, retrieval of the pedestrian images in the real world had received a lot of attention. Person re-identification aims to retrieve the image of a specific pedestrian across the camera and is widely used in surveillance scenes.

Among many deep learning methods, unsupervised domain adaptation (UDA) methods have attracted much attention because they do not rely on manual annotation. [5], [14] provide a baseline of this approach. These methods usually consist of three steps: 1) They extract features of images in the target domain using models pre-trained in the source domain, 2) the generated features are used for clustering to generate pseudo-labels, and 3) pseudo-labels are used to further fine-tune the model. However, this method produces hard labels with noise. How to solve the noise problem is the key. On this basis, [7] designs a mutual mean-teaching framework and achieved effective results in unsupervised domain adaptive problems with open sets (i.e., the number of classes of images in the target domain is unknown).

In addition, problems such as image occlusion, appearance change, and pose transformation also plague person re-identification research.

Various methods have been proposed to cope with the appearance change problem in person re-identification research. [12] designs a Domain-Transferred Graph Neural Network to obtain robust representation for the group image. The proposed transferred graph addressed the challenge of the appearance change, while the graph representation overcomes the challenge of the layout and membership change. [29] proposed a cloth-Clothing Change Aware Network (CCAN) and addressed the appearance change issue by separately extracting the face and body context representation. And similar idea is applied in [27].

Some patch-based methods learn the partial/regional aggregation properties to make them robust against pose transformation and occlusion. [31] segmented the human body through a patch generation network and developed a PatchNet to learn discriminative features from patches instead of the whole images. [6] proposed a self-similarity grouping (SSG) approach, which exploits the potential similarity (from the global body to local parts) of unlabeled samples to build multiple clusters from different views automatically. These methods of combining the part and the whole have achieved effective results, and also provide ideas for us to migrate in the manga.

C. Manga character identification

To date, a limited amount of published literature has reported research on manga character identification. The existing research can be broadly classified into supervised and unsupervised methods. Some supervision methods, such as [33], draw on the experience of face recognition methods and propose a method that uses domain data of real-world faces to help classify hyperplanes in the manga domain. This supervised approach can achieve satisfactory performance, but it requires a lot of labeling work, which brings limitations in the manga context.

Unsupervised methods such as [18] and [19] proposed a multiscale histogram of edge directions for sketch-based manga retrieval. However, these methods do not consider the diversity among individual manga volumes. [25] improves the
clustering performance by adapting the manga face representation to the target volume, while manual rules are used in constructing pseudo-label pairs, which lack some generality.

III. THE PROPOSED FORMULATION

In this section, we first introduce the preliminaries and revisit the generic clustering-based unsupervised domain adaptation (UDA) process in Sec. III-A. Then we present the proposed Face-body and Spatial-temporal Associated Clustering (FSAC) method in Sec. III-B. Further, we introduce two key modules in Sec. III-C and Sec. III-D: the face-body combination module and the spatial-temporal relationship correction module, respectively.

A. Preliminary

In unsupervised re-identification based on clustering, given a target training set $X^t = \{x^t_1, x^t_2, \ldots, x^t_N^t\}$ of $N^t$ images, the goal is to learn a feature embedding function $F(\theta; x^t)$ from $X^t$ without any manual annotation, where parameters of $F$ are collectively denoted as $\theta$.

For UDA methods, however, an additional source dataset $X^s = \{x^s_1, x^s_2, \ldots, x^s_N^s\}$ of $N^s$ images is typically used for pre-training, aiming at learning domain-invariant features by both the source and target domains. The UDA approach applies the classifier $F(\cdot | \theta)$ learned from the source domain data to the target domain data with no or little labeling in the target domain. The source domain images’ and target domain images’ features encoded by the network are denoted as $\{F(x^t_i | \theta)\}_{i=1}^{N^t}$ and $\{F(x^t_i | \theta)\}_{i=1}^{N^t}$, respectively.

To learn the feature embedding, traditional clustering-based UDA methods usually consist of three steps:

1) Features $\{F(x^t_i | \theta)\}_{i=1}^{N^t}$ of images in the target domain are extracted using the model $F(\cdot | \theta)$ pre-trained in the source domain;

2) By using the generated features $\{F(x^t_i | \theta)\}_{i=1}^{N^t}$ and $x^t_i$ images are clustered into $M^t$ classes. Let $\tilde{y}^t_i$ denote the pseudo label generated for image $x^t_i$;

3) Using the generated pseudo-labels, the model parameters $\theta$ and a learnable classifier $C_i: \rightarrow f^t \{1, \ldots, M^t\}$ of the target domain dataset are fine-tuned by the classification loss and triplet loss denoted as:

$$L_{id}(\theta) = \frac{1}{N^t} \sum_{i=1}^{N^t} L_{ce}(C_i(F(x^t_i | \theta)), \tilde{y}^t_i)$$  \hspace{1cm} (1)

$$L_{tr}(\theta) = \frac{1}{N^t} \sum_{i=1}^{N^t} \max(0, \|F(x^t_i | \theta) - F(x^t_i | \theta)\| + m)$$

$$\hspace{-0.5cm} - \|F(x^t_i | \theta) - F(x^t_i | \theta)\|),$$  \hspace{1cm} (2)

where $\|\|$ denotes $L_2$-norm distance, subscripts $i, p$ and $i, n$ represent the positive and negative feature index in each mini-batch for the sample $x^t_i$, and $m$ denotes the triplet distance margin.

This feature embedding function can be applied to the target gallery set, $X^g = \{x^g_{i1}, x^g_{i2}, \ldots, x^g_{iN^g}\}$ of $N^g$ images, and the target query set $X^q = \{x^q_{i1}, x^q_{i2}, \ldots, x^q_{iN^q}\}$ of $N^q$ images. During the evaluation, we use the feature of a target query image $F(\theta; x^q_{ij})$ to search similar image features from the target gallery set. The query result is a ranking list of all gallery images according to the Euclidean distance between the feature embedding of the target query and gallery data, i.e.,

$$d(x^q_{ij}, x^g_{it}) = \|F(\theta; x^q_{ij}) - F(\theta; x^g_{it})\|.$$  \hspace{1cm} (3)

The feature embeddings are supposed to assign a higher rank to similar images and keep the images of a different person a low rank.

B. Our proposed method

In this section, we present the proposed Face-body and Spatial-temporal Associated Clustering (FSAC) method. As mentioned above, manga characters have special features, such as spatial-temporal relationships and unique signatures of the characters, which may help clustering.

Therefore, our core idea is to make use of the two special features to make up for the shortage of clustering. To achieve this goal, we propose two modules: the face-body combination module and the spatial-temporal relationship correction module.

Overall, the framework of our method is shown in Figure 3. The target dataset is divided into related face-set and body-set, where each face image is derived from a crop of body images and they are one-to-one correspondence. Formally, we denote the body data as $D_B = \{x^B_i, k^B_i\}_{i=1}^{N^B}$, where $x^B_i$ denotes the $i$-th body training sample, $k^B_i$ is the data associated with the spatial-temporal information of $x^B_i$, indicating the manga frame index of the image $x^B_i$, and $N^B$ stands for the number of body images. We also denote the face data as $D_F = \{x^F_i, k^F_i\}_{i=1}^{N^F}$, where $x^F_i$ and $k^F_i$ denote the $i$-th face training sample and the manga frame index of the training image, and $N^F$ stands for the number of face images.

For each part, we first extract features which are denoted as $\{F_B(x^B_i | \theta_B)\}_{i=1}^{N^B}$ and $\{F_F(x^F_i | \theta_F)\}_{i=1}^{N^F}$ through their networks, respectively. Then, we employ a clustering algorithm on the unlabeled data and the pseudo labels $\tilde{y}^B_i$ and $\tilde{y}^F_i$ are generated under the constraint of a face-body graph. After that, based on these pseudo labels, we optimize the network parameters $\theta$ and learnable classifier $C': f^t \rightarrow \{1, \ldots, M^t\}$ jointly by the classification loss and the spatial-temporal triplet loss described in Equation 9 and Equation 10. The above steps are repeated until convergence.

C. The Face-body Combination Module

In the beginning of clustering, each image is assigned to a different cluster for initialization, and then similar images are gradually clustered together by distance. The cluster ID is used as the training set label, and we expect the network to minimize the intra-cluster variance and maximize the inter-cluster variance.

Following [15], [16], [28], we generate soft pseudo labels for face and body after clustering, which are expressed in terms
of probability. For each image, the probability that it belongs to the \( m \)-th class is defined as
\[
\tilde{y}^m = p \left( y_m | x, \{a_i\}_i=1^N \right) = \frac{\exp \left( a_i^m F(x|\theta) \right)}{\sum_{i=1}^N \exp \left( a_i^m F(x|\theta) \right)},
\]
where \( \{a_i\}_i=1^N \) is the reference agent that stores the feature of each class and \( N \) is the number of classes.

The core component of the face-body combination module is the face-body graph, which builds a map of the body and face images of the same character from the same manga frame. For face images \( x_i^F \) and body images \( x_i^B \) with mapping relationship, their soft labels are respectively expressed as \( \tilde{y}_i^F \) and \( \tilde{y}_i^B \). The reference agents corresponding to the soft label with the maximum probability are denoted as \( m_i^F \) and \( m_i^B \). The graph enables us to synthesize the face and body results in the following way:
\[
\tilde{y}_i^{F'} = \tilde{y}_i^{B'} = \begin{cases} m_i^B \cdot \tilde{y}_i^B > \tilde{y}_i^F \\ m_i^F \cdot \tilde{y}_i^F \leq \tilde{y}_i^B \end{cases}.
\]

The refined labels \( \tilde{y}_i^{F'} \) and \( \tilde{y}_i^{B'} \) will be further used in the fine-tune network.

D. The Spatial-temporal Relationship Correction Module

In this module, we add spatial-temporal constraints on the basis of the classic triplet loss \[10\] and optimize network parameters jointly with the classification loss (i.e., the cross-entropy loss).

The classic triplet loss and classification loss are shown in Equation \[1\] and Equation \[2\]. In the traditional triplet loss, the positive and negative sample pairs are selected based on the feature distance from the anchor pictures. However, in the UManga-ReID task, we find that spatial-temporal information may help clustering, so we set up spatial-temporal correlation rules to help select positive and negative sample pairs.

In order to add spatial-temporal constraints on the triplet loss, we define a spatial-temporal distance \( d_{st} \) to find the positive and negative pairs of the sample \( x_i \). The spatial-temporal distance between \( x_i \) and \( x_j \) is denoted as
\[
d_{st} = \min (\sigma, |k_i - k_j|) + \eta,
\]
where \( \sigma \) indicates the threshold of manga frame index difference and \( \eta \) denotes the penalty factor of characters in the same manga frame in the form of
\[
\eta = \begin{cases} 0, k_i \neq k_j \\ \eta, k_i = k_j. \end{cases}
\]

The sum of the spatial-temporal distance and the \( L2 \)-norm distance of images constitutes the total distance \( d_{i,j} \), denoted as
\[
d_{i,j} = \| F(x_i | \theta) - F(x_j | \theta) \| + d_{st},
\]
which is used to search for pseudo positive and negative pairs in the triplet loss.

Meanwhile, we still use the \( L2 \)-norm distance of the pseudo positive and negative pairs to calculate the triplet loss.

Algorithm 1 The FSAC framework

Input: Unlabeled manga body data \( \mathbb{D}_B = (x_i^B, k_i^B)_{i=1}^N \); Unlabeled manga face data \( \mathbb{D}_F = (x_i^F, k_i^F)_{i=1}^N \); \( F_B (\cdot|\theta_B) \) pre-trained on real human body data; \( F_F (\cdot|\theta_F) \) pre-trained on real human face data.

Output: The learned CNN model \( F_B (\cdot|\theta_B) \) and \( F_F (\cdot|\theta_F) \).

1: Initialize the frame threshold \( \sigma \) and penalty factor \( \eta \) for Equation \[6\]
2: for \( n \) in \([1, n_{\text{epochs}}] \) do
3: Extract body feature \( \left\{ F(x_i^B | \theta) \right\}_{i=1}^N \) and face feature \( \left\{ F(x_i^F | \theta) \right\}_{i=1}^N \);
4: Generate soft pseudo labels \( \tilde{y}_i^B \) for each sample \( x_i^B \) in \( \mathbb{D}_B \) and \( \tilde{y}_i^F \) for \( x_i^F \) in \( \mathbb{D}_F \) following Equation \[4\]
5: for each mini-batch \( B \), iteration \( T \) do
6: Generate combined pseudo labels \( \tilde{y}_i^{B'} \) and \( \tilde{y}_i^{F'} \) via face-body graph following Equation \[5\]
7: Update parameters \( \theta_B \) and \( \theta_F \) via the spatial-temporal loss and classification loss following Equation \[9\] and \[10\] with the spatial-temporal distance.
8: end for
9: end for

Taking the face dataset as an example, the spatial-temporal triplet loss and classification loss shown below are still calculated in the classical way, but differ in some details.

\[
\mathcal{L}_{idF}^\theta = \frac{1}{N_F} \sum_{i=1}^{N_F} \mathcal{L}_{ceF} \left( F\left(x_i^F | \theta\right), \tilde{y}_i^F \right)
\]

\[
\mathcal{L}_{st-t_{st}}^\theta = \frac{1}{N_F} \sum_{i=1}^{N_F} \max(0, \| F(x_i^F | \theta) - F(x_{i, p}^F | \theta) \|) + m
\]

\[
\| F(x_i^F | \theta) - F(x_{i, p}^F | \theta) \|),
\]

In classification loss, \( \tilde{y}_i^F \) uses the refined label after face-body combination, and in spatial-temporal triplet loss, positive and negative pairs are selected based on spatial-temporal distance \( d_{st} \).

IV. THE PROPOSED ALGORITHM

As demonstrated in Figure\[3\] our framework consists of two parts: the face part and the body part, which are interconnected but do not interfere with each other. Our goal is to optimize their respective models by taking advantage of their common relationships and their internal spatial-temporal relationships.

The proposed FSAC algorithm consists of two steps: (1) pre-training phase, which initializes the CNN network by pre-training with the labeled source domain datasets; (2) loop iteration phase, which boosts clustering leveraging the proposed two modules. We elaborate on the two steps as follows.

A. Pre-training stage

We use the labeled real-person face and body datasets as source domains for pre-training. These two pre-trained models
\[ F_F (\cdot | \theta_F) \] and \( F_B (\cdot | \theta_B) \) will be used as the CNN initialization for the face and body in the subsequent loop iteration steps, respectively.

**B. Loop iteration stage**

In the iterative process, we first extract image features and generate soft pseudo-labels after clustering. Then, following Equation 5 in the face-body combination module, we generate the same hard pseudo-label \( \tilde{y}_F^{B'} = \tilde{y}_B^{F'} \) for the corresponding face and body images. After that, we employ the spatial-temporal triplet loss and the classification loss to update their respective networks.

Such operations of generating pseudo labels by clustering and learning features with pseudo labels are alternated until the training converges. The entire process is summarized in Algorithm 1.

**V. Experiments**

### A. Datasets

The experimental dataset includes four parts: the source face dataset and source body dataset for pre-training face and body networks, as well as the target face dataset and target body dataset for fine-tuning on the manga domain. The details are as follows.

1) **Market-1501 (source body dataset):** Market-1501 [32] is a large-scale public benchmark dataset for person re-identification. It contains 1501 identities which are captured by six different cameras, and 32,668 pedestrian image bounding-boxes obtained using the deformable part models pedestrian detector. Each person has 3.6 images on average at each viewpoint. The dataset is split into two parts: 750 identities are utilized for training and the remaining 751 identities are used for testing in the official testing protocol, 3,368 query images are selected as probe set to find the correct match.
across 19,732 reference gallery images. The division of data sets and specific data are shown in Table I.

2) CelebA-U2Net (source face dataset): CelebFaces Attributes Dataset (CelebA) [17] is a large-scale face attributes dataset with more than 200K celebrity images, each with 40 attribute annotations. The images in this dataset cover large pose variations and background clutter. CelebA has large diversities, large quantities, and rich annotations, including 10,177 identities, 202,599 number of face images, and 5 landmark locations, 40 binary attributes annotations per image.

To achieve better performance in the manga context, we use U2-Net [21] to acquire a sketch-style human face dataset, which is called CelebA-U2Net. U2-net is a simple yet powerful deep network architecture for salient object detection and provides an interesting application for human portrait drawing, which helps us transform real-face pictures into sketch-style pictures. This helps us to have more commonalities between the source dataset and target dataset, which is conducive to subsequent training and learning. In the process of style migration, we deleted images with undetectable faces. The new-obtained dataset is described in Table III.

3) Manga109-body (target body dataset): Manga109 [18], [20] is a dataset of a variety of 109 Japanese comic books publicly available for use for academic purposes. Frames, texts, and the face and body images of characters are defined and labeled in each manga book.

To improve the applicability of the network, we select the characters that appear more than 9 times for face and body data respectively. We find and match face and body images of the same character in the same manga frame, and build face and body datasets that map to each other. Generally, the face image is the face part of its mapped body image and the face dataset and body dataset share the same image number and character number.

After that, we have a face dataset and a body dataset with 186,817 images and 1506 characters each. We divided the datasets into training sets and gallery sets in a ratio of 2:1 and randomly selected one image from the gallery for each character as their respective query set. Therefore, the query set of face and body data each has 502 images of different characters. Face images and body images are resized to 112 x 112 and 128 x 256 correspondingly before being fed into the networks.

4) Manga109-face (target face dataset): Manga109-face takes the same processing as manga109-body but uses a subset of the faces. Relevant statistics are shown in Table III and sample images of the datasets can be found in Figure 4.

B. Implementation Details

1) On pre-training stage: We use ResNet50 [8] pre-trained on real-human data for the convolution layers. Considering the huge differences between face and body images, we used different pre-trained models for them respectively.

Specifically, for the body part, we used the real-world pedestrian dataset Market-1501 [32] for pre-training. Market-1501 is the currently commonly used pedestrian re-recognition dataset, consisting of 12,937 training images (from 750 different people), and 19,732 test images (from another 751 different people). We pre-train the ResNet50 model on Market-1501 via the MMT method [7] and select one of its models as the body pre-trained model.

For the face part, the CelebA [17] dataset is selected while we find that sketch-style human images improve the clustering performance in the manga context. Therefore, we use the u2-net [21] to transfer the CelebA images into black and white sketch style for pre-training. Unlike the body part, ArcFace [4] is used as the classifier for face data pre-training, which is validated to be a better way of mining the features of faces. The pre-training of face and body networks are initialized with ImageNet [3] pre-trained weights. Figure 4(a) and (b) show some samples of Market-1501 and CelebA.

2) On loop iteration stage: Based on the pre-trained models, we then fine-tune the network through face-body and spatial-temporal modules. On the clustering stage, we use DBSCAN as the clustering algorithm (k-means is also supported given the number of clustering classes). In the calculation of spatial-temporal distance $d_{st}$, we set the threshold of manga frame index difference $\sigma = 100$ and penalty factor $\eta = 1000$ in Equation 6. In order to make full use of the spatial-temporal relationship, a no-shuffle method was selected during the sampling.

3) Evaluation metrics: We employ the Mean Average Precision (mAP) and Cumulative Matching Characteristics [2] for evaluation. The mAP reflects the recall, while CMC scores reflect the retrieval precision. We report the rank-1, rank-5 and rank-10 scores to represent the CMC curve.

C. Comparison with the State-of-the-Art

The comparisons with the state-of-the-art methods on Manga109 are shown in Table I.

The baseline method in the table uses the general Unsupervised Domain Adaptation(UDA) pipeline illustrated in Sec. III-A in [7], which adopts features extracted from the pre-trained network to cluster and uses the classification loss and classic triplet loss to update the network, excluding modules for face-body combination and temporal & spatial relationship
Fig. 5. Query results. The first image is the search image, followed by the rank-1 to rank-5 results. The images framed in green are the correct results. The numbers below the images denote the frame sequence index of the image. The difference between the two frame sequence index reveals the temporal distance of the two images.

modification. Strong-baseline is the follow-up update of this method, changing the steps of pre-training to synchronous training of shared weights.

Although these methods achieve outstanding performance in person re-identification, our manga-content-based method surpasses them by a large margin in the manga context in terms of mAP and CMC. On the face dataset, we achieve the best results with mAP of 32.2% and rank-1 score of 78.4%, which outperforms the state-of-the-art result by 7.8% and 14.5% respectively. On the body dataset, we also surpass the state-of-the-art result by 4.3% and 8.3% on mAP and rank-1 score respectively. When tested with a mixed dataset of Manga109Face and Manga109Body, we achieve 5.0% and 14.0% of improvement in rank-1 accuracy and mAP, respectively.

In addition, although [25] also studies this topic, their results were not compared because the dataset is pre-screened and we have no access to their code and experimental data.

D. Ablation study

We conduct ablation studies on the two key parts: the spatial-temporal triplet loss and the face-body graph. For the model without the spatial-temporal triplet loss, the classic triplet loss [10] is used. As shown in Table IV the comparison results on the two datasets validate the effectiveness of the spatial-temporal module, which can be seen from the mAP difference of 5.2% on the face dataset and 2.2% on the body dataset.

In addition, for the model without the face-body graph, we adopt the hard pseudo labels generated by clustering instead. The results in Table IV also show the effectiveness of the face-body combination module.

E. Algorithmic Analysis

To make the experimental analysis more comprehensive and to explore the details of the effects of the spatial-temporal relationship, we conducted experimental tests on the parameters \(\sigma\) and \(\eta\) in Equation 6. The experimental results are displayed in Figure 7.

1) Analysis of the parameters: The parameter \(\sigma\) is the threshold of the manga frame distance, which intuitively determines the upper limit of the spatial-temporal distance between two images that are not in the same manga frame, and controls to some extent the weight of the manga spatial-temporal distance to the image similarity distance. The results show the performance for \(\sigma\) ranging between 50 and 150 in Figure 7(a). Usually, a manga chapter contains 100 to 200 image frames, and the \(\sigma\) range taken for our tests was thus determined. We observed that with the increase of \(\sigma\), the experimental results showed a weak trend of decreasing before increasing, but the mAP values are stable around 32.5%, and the overall values don’t fluctuate much.

The parameter \(\eta\) is a penalty term for two images that are in the same frame. We tested the performance of \(\eta\) when taking different orders of magnitude values, and the experimental results are shown in Figure 7(b). The results show that with the increase of \(\eta\), the model performance shows a trend of increasing and then decreasing, and the model has better performance when \(\eta\) takes the value of about 1000.
TABLE IV: ABLATION STUDIES. THE MODEL WITHOUT SPATIAL-TEMPORAL TRIPLET LOSS USES CLASSIC TRIPLET LOSS [10] INSTEAD. THE MODEL WITHOUT THE FACE-BODY GRAPH USES THE HARD LABEL GENERATED BY CLUSTERING Instead.

| Datasets           | Spatial-temporal triplet loss | Face-body Graph | mAP rank-1 rank-5 rank-10 |
|--------------------|--------------------------------|-----------------|---------------------------|
| Face Dataset       | ✓                              | ✓              | 23.9% 63.9% 78.9% 82.9%   |
|                    |                                |                | 29.1% 72.5% 85.5% 89.4%   |
|                    |                                |                | 32.2% 78.4% 88.1% 91.7%   |
| Body Dataset       | ✓                              | ✓              | 5.9% 32.0% 49.0% 57.1%    |
|                    |                                |                | 8.1% 38.8% 60.2% 65.3%    |
|                    |                                |                | 10.2% 40.3% 66.8% 71.1%   |
| Face + Body Dataset| ✓                              | ✓              | 3.2% 31.4% 45.5% 53.7%    |
|                    |                                |                | 9.3% 50.3% 62.6% 68.8%    |
|                    |                                |                | 9.8% 52.8% 68.6% 73.1%    |

Fig. 7. (a) The rank-n accuracy and mAP curve with different values of the manga frame threshold parameter $\sigma$ on the Manga109Face dataset. (b) The rank-n accuracy and mAP curve with different values of the penalty factor parameter $\eta$ on the Manga109Face dataset. (c) The rank-n and mAP performance of the model on the face dataset when trained with the shuffle and no shuffle strategies. (d) The rank-n and mAP performance of the model on the body dataset when trained with the shuffle and no shuffle strategies.

2) Analysis of the shuffle and no-shuffle training strategy: In addition, we also tested the comparison between the training strategy of shuffle and no shuffle on the datasets, and the test results for the face dataset and the body dataset are shown in Figure 7(c) and Figure 7(d). We observe that the training results using the no-shuffle strategy outperformed the shuffle strategy on both the face and body datasets. It indicates that the temporal order of manga character images is effective for clustering.

F. Qualitative analysis

We visualize the query results of some images from the face dataset in Figure 5 and displayed the rank-1 to rank-5 results of the search image (or query image). Frame sequence indices below images express their temporal positions. From this figure, we may further discover the detailed impact of our approach and discuss the following questions:

Have spatial-temporal relationships helped clustering? As we can see, most negative results are far away from search images in the temporal dimension. From the perspective of method design, we shorten the distance of neighboring frame images while lengthening the distance of the images in the same frame. Therefore, we can avoid the clustering of remote images and images in the same frame as much as possible, so as to overcome the style limitation to a certain extent. The results of lines 1 and 2 in Figure 5 validate the effectiveness of our method.

Has face-body combination helped clustering? Characters in lines 3 and 4 in the Figure 5 have similar clothes, and they are wrongly clustered together in the baseline without face-body combination. The face-body combination module considers two parts of the body, making it less possible to miss the signatures of characters. Hence, the experimental results corroborate our idea.

Moreover, we utilize t-SNE to visualize the feature embeddings of the clusters by plotting them to the 2D map, which is illustrated in Figure 6. Although it is still difficult to distinguish some very similar images, our method has a satisfactory effect on the whole.

VI. CONCLUSION

In this paper, we proposed a content-related unsupervised manga character re-identification method to achieve better clustering performance in the manga. The key is to utilize manga spatial-temporal relationships and combine face-body information of characters when clustered to tackle the problem of artistic expressions and style limitations in manga creation. We designed a face-body graph to generate refined pseudo labels for each dataset. Moreover, we modified the triplet loss with spatial-temporal relationships to the fine-tune network. Experimental results on the Manga109 dataset validate the superiority of the proposed method.
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