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Abstract

We consider the general scalar-tensor gravity without derivative couplings. By rescaling of the metric and reparametrization of the scalar field, the theory can be presented in different conformal frames and parametrizations. In this work we argue, that while due to the freedom to transform the metric and the scalar field, the scalar field itself does not carry a physical meaning (in a generic parametrization), there are functions of the scalar field and its derivatives which remain invariant under the transformations. We put forward a scheme how to construct these invariants, discuss how to formulate the theory in terms of the invariants, and show how the observables like parametrized post-Newtonian parameters and characteristics of the cosmological solutions can be neatly expressed in terms of the invariants. In particular, we describe the scalar field solutions in Friedmann-Lemaître-Robertson-Walker cosmology in Einstein and Jordan frames, and explain their correspondence despite the approximate equations turning out to be linear and non-linear in different frames.

1 Introduction

Scalar-tensor gravity [1, 2, 3, 4] introduces a scalar field that is nonminimally coupled to curvature and thus can be interpreted as an additional mediator of gravitational interaction besides the usual metric tensor. Such theories provide a simple but versatile extension to general relativity, they arise naturally in constructions involving higher dimensions, and feature in attempts to construct scale-invariant fundamental physics [5]. The theory can be generalized further by allowing various derivative couplings [6]. It has received a lot of attention in phenomenological model building: inflation and dark energy [7], and more recently Higgs inflation [8].

Since the early paper by Dicke [9] it has been well known that by rescaling of the metric and reparametrization of the scalar field, the theory can be presented in different conformal frames and parametrizations [4]. Despite an extensive use of this property as a convenient
calculational tool, there lingers a conceptual issue of what is the precise relation of different frames and parametrizations to the observable world and to each other.

In the former aspect it is a question whether physical measurements choose one frame which defines the units used in physical observations, i.e. which metric defines the measured lengths (for early references see Refs. [3, 10] while some recent papers are Refs. [11]). From an alternative point of view, also letting the units to rescale inversely with the metric neutralizes the effect of conformal transformation [9, 12], and the question of physical frame becomes superfluous. This can be interpreted by generalizing the underlying geometry from Riemann into Weyl-integrable [13].

The latter aspect means a mathematical problem, whether the different formulations are mathematically equivalent. Here the common wisdom about the subject says that different frames are equivalent on the level of classical action (although one must be careful in the limit where the transformation becomes singular [14]). However, things get more complicated and warrant a careful consideration and debate on the level of e.g. cosmological perturbations [15] and quantum corrections [16, 17].

One may view different conformal frames and parametrizations of the theory as arising from a change of coordinates in some abstract generalized field space. Then the discrepancies can be attributed to the circumstance that the theory has not been formulated in a covariant way with respect to that abstract space [17]. Therefore some authors have strived to formulate the theory in terms of invariant variables. The idea has been to focus upon the conformal transformation and express all observables in terms of frame-invariant combinations of the theory parameters and variables, as well as the units [18, 19].

In the present paper we complement this line of thought by introducing invariant quantities of the scalar field. The scalar field is amenable to reparametrization, therefore in a generic parametrization it can not carry a physical meaning (can not be measured directly). However, it is possible to combine the functions of scalar field and their derivatives into quantities which remain invariant under the conformal transformations and field redefinitions, and therefore should have a more direct relevance to observable physics. Indeed, using these quantities we show how the parametrized post-Newtonian (PPN) parameters and the qualitative features of the scalar field cosmological solutions like convergence properties and periods of oscillation are independent of the frame and parametrization. These invariant quantities also enable us to write the equations of motion and the action in a manifestly invariant form, and ease the conversion of calculational results from one frame and parametrization into another. A few preliminary efforts in this approach were presented earlier in the conference note [20].

The outline of the paper is as follows. First we recall the general action for scalar-tensor gravity and the rules of transformation under conformal rescaling and field reparametrization. In the next section we introduce three basic invariant quantities of the scalar field and outline how to construct many other invariants from them. In Sec. 4 we invoke an invariant metric that helps to write the field equations and the action in terms of the invariants. As an application in Sec. 5 we convert the PPN parameters into an invariant form and check that they reproduce the results for particular parametrizations known in the literature. In Sec. 6 we focus upon the flat FLRW universe without matter, and study the scalar field solutions near the fixed points. The conditions for the fixed points as well as the eigenvalues determining the approximate solutions turn out to be invariant. Yet for a specific situation it is interesting to see, how a linear result in the Einstein frame can actually correspond to a nonlinear result in the Jordan
frame. Finally, in Sec. 7 we conclude with a brief summary and outlook.

2 General action functional and different parametrizations

2.1 General action functional

The most general action functional for a scalar-tensor theory of gravity including scalar self-interaction only through scalar field but not its derivatives was written down by Flanagan [4],

\[ S = \frac{1}{2\kappa^2} \int_{V_4} d^4x \sqrt{-g} \left\{ \mathcal{A}(\Phi) R - \mathcal{B}(\Phi) g^{\mu\nu} \nabla_\mu \Phi \nabla_\nu \Phi - 2\ell^{-2} \mathcal{V}(\Phi) \right\} + S_m \left[ e^{2\alpha(\Phi)} g_{\mu\nu}, \chi \right]. \] (1)

It contains four arbitrary functions of the dimensionless scalar field \( \Phi \): curvature coupling function \( \mathcal{A}(\Phi) \), generic kinetic coupling of the scalar field \( \mathcal{B}(\Phi) \), self-interaction potential of the scalar field \( \mathcal{V}(\Phi) \) and conformal coupling \( e^{2\alpha(\Phi)} \) between the metric \( g_{\mu\nu} \) and matter fields \( \chi \). Functions \( \mathcal{A}(\Phi), \mathcal{B}(\Phi), \mathcal{V}(\Phi) \) and \( \alpha(\Phi) \) are dimensionless and fixing them all gives us some concrete theory. In the rest of the text we drop the arguments of functions unless confusion might arise.

If we impose a physical condition that gravitational interaction is always finite and attractive, the curvature coupling function must satisfy \( 0 < \mathcal{A}(\Phi) < \infty \). We also assume from physical considerations that self-interaction potential is nonnegative, \( 0 \leq \mathcal{V}(\Phi) < \infty \). We will use units \( c = 1 \), but we do not fix values of the nonvariable part of the effective gravitational “constant” \( \kappa^2 \) and a positive constant parameter \( \ell \) with the dimension of length, e.g. the Planck length. Note that from a convention \( [\kappa^2] = 1 \) it follows that \( [S] = [\hbar] = L^2 \) and from a convention \( [S] = [\hbar] = 1 \) it follows that \( [\kappa^2] = L^2 \).

It is well known that two out of the four arbitrary functions \( \{ \mathcal{A}, \mathcal{B}, \mathcal{V}, \alpha \} \) can be fixed by transformations that contain two functional degrees of freedom

\[ g_{\mu\nu} = e^{2\bar{\gamma}(\bar{\Phi})} \bar{g}_{\mu\nu}, \]
\[ \Phi = \bar{f}(\bar{\Phi}). \] (2) (3)

We shall refer to first of them as the change of the frame and the second one the reparametrization of the scalar field. The change of the frame is in fact a conformal rescaling of the metric. We assume that the function \( \bar{\gamma}(\bar{\Phi}) \) and its first and second derivative, \( d\bar{\gamma}/d\bar{\Phi} \) and \( d^2\bar{\gamma}/d\bar{\Phi}^2 \) respectively, do not diverge at any permitted \( \bar{\Phi} \), because otherwise we would introduce geometrical singularities via conformal transformation. We also assume the function \( \bar{f}(\bar{\Phi}) \) to be at least directionally continuous, but retain a possibility that Jacobian \( \bar{f}' \equiv d\bar{f}/d\bar{\Phi} \) of this coordinate transformation in 1-dimensional field space may be singular at some isolated value of the scalar field \( \bar{\Phi} \).

Under the transformation (2), (3) the action functional (1) preserves its structure up to the boundary term (total divergence)

\[ \bar{S} = \frac{1}{2\kappa^2} \int_{V_4} d^4x \sqrt{-\bar{g}} \left\{ \bar{\mathcal{A}}(\bar{\Phi}) \bar{R} - \bar{\mathcal{B}}(\bar{\Phi}) \bar{g}^{\mu\nu} \nabla_\mu \bar{\Phi} \nabla_\nu \bar{\Phi} - 2\ell^{-2} \bar{\mathcal{V}}(\bar{\Phi}) \right\} + \bar{S}_m \left[ e^{2\alpha(\bar{\Phi})} \bar{g}_{\mu\nu}, \chi \right] - \frac{1}{2\kappa^2} \int_{V_4} d^4x \partial_\mu \left( \bar{\mathcal{A}} \sqrt{-\bar{g}} \partial_\mu \bar{\Phi} \right), \] (4)
with transformed functions \[ \bar{A}(\Phi) = e^{2\gamma(\Phi)} A(\bar{f}(\Phi)) , \]
\[ \bar{B}(\Phi) = e^{2\gamma(\Phi)} \left( (\bar{f}')^2 B(\bar{f}(\Phi)) - 6 (\bar{\gamma}')^2 A(\bar{f}(\Phi)) - 6\bar{\gamma}' \bar{f}' A' \right) , \]
\[ \bar{V}(\Phi) = e^{4\gamma(\Phi)} V(\bar{f}(\Phi)) , \]
\[ \bar{\alpha}(\Phi) = \alpha(\bar{f}(\Phi)) + \bar{\gamma}(\Phi) , \]
\[ \bar{f}' = \frac{d\bar{f}(\Phi)}{d\Phi} , \]
\[ A' = \frac{dA(\Phi)}{d\Phi} \]
e etc. Here and also in following sections we shall always drop the boundary term. If we denote the backward transformations as
\[ \bar{g}_{\mu\nu} = e^{2\gamma(\Phi)} g_{\mu\nu} , \]
\[ \bar{\Phi} = f(\Phi) , \]
then \( \gamma(\bar{f}(\Phi)) = -\bar{\gamma}(\bar{\Phi}) \).

Under the assumptions on \( \bar{\gamma} \) and its derivatives mentioned above, the transformation rules (5) imply the following.

- The conditions on curvature coupling function, \( 0 < A < \infty \), and self-interaction potential, \( 0 \leq V < \infty \), are preserved, i.e. \( 0 < \bar{A} < \infty \) and \( 0 \leq \bar{V} < \infty \).
- If in some frame \( \alpha = 0 \), then in any other frame \( |\bar{\alpha}| < \infty \).
- If we want to avoid ghosts, i.e. if there is a frame where the tensorial and scalar part of the gravitational interaction are separated with \( A = 1 \) and \( B > 0 \), then in any related frame and parametrization it follows that \( 2\bar{A}\bar{B} + 3 (\bar{A}')^2 \) is nonnegative. In this text we assume this quantity to be also nonvanishing. In other words we assume a strict inequality
\[ \bar{F} \equiv \frac{2\bar{A}\bar{B} + 3 (\bar{A}')^2}{4\bar{A}^2} > 0 . \]  

However, we do not impose a condition that the quantity \( \bar{F} \) is bounded from above.

### 2.2 Different parametrizations

In the literature mostly such action functionals are considered where two out of the four arbitrary functions \( \{ A, B, V, \alpha \} \) are fixed. If latter can be derived from the action functional (1) by using transformations (2) and (3) then the corresponding theory retains its generality up to some details. We use the term ‘fixed parametrization’ to refer to the case when two arbitrary functions out of four are fixed by the transformations. Fixing the remaining two functions gives a specific theory. The most common parametrizations are the following.

- The Jordan frame action in the Brans-Dicke-Bergmann-Wagoner parametrization (JF BDBW) [2] for the scalar field \( \Psi \) fixes \( A = \Psi, \alpha = 0 \), while keeping \( B = \omega(\Psi)/\Psi, V = V(\Psi) \).
- The Jordan frame action in the parametrization used by Boisseau, Esposito-Farès, Polarski and Starobinsky (JF BEPS) [21] for the scalar field \( \phi \) is obtained by taking \( B = 1, \alpha = 0 \), while having \( A = F(\phi), V = V(\phi) \).
- The Einstein frame action in canonical parametrization (EF canonical) \[2\] for the scalar field $\phi$, fixes $A = 1$, $B = 2$, while keeping $\alpha = \alpha(\phi)$ and $V = V(\phi)$. This is the parametrization that was meant when no ghost condition (8) was discussed.

In the Jordan frame the metric tensor that is used to construct geometrical objects is the same that enters the matter part of the action functional. Therefore freely falling particles follow the geodesics of the corresponding geometry. In the Einstein frame scalar and tensor degrees of freedom are separated and a well-posed initial value formulation is guaranteed by general theorems \[22\].

3 Invariants

3.1 Constructing invariants

A closer look at the transformations (5) allows us to write out four quantities that under the rescaling (2) and reparametrization (3) gain a multiplier but otherwise preserve their structure. Namely:

\[
\begin{align*}
\bar{A} &= e^{2\gamma} A, \\
\bar{e}^{2\alpha} &= e^{2\gamma} e^{2\alpha}, \\
\bar{V} &= e^{4\gamma} V, \\
\bar{F} &= \frac{2 \bar{A} \bar{B} + 3 (\bar{A}')^2}{4 \bar{A}^2} = (\bar{f}')^2 \frac{2 \bar{A} \bar{B} + 3 (\bar{A}')^2}{4 \bar{A}^2} \equiv (\bar{f}')^2 \bar{F}.
\end{align*}
\]

From these we can construct three independent quantities that are invariant under a local rescaling of the metric tensor and transform as scalar functions under the scalar field redefinition:

\[
\begin{align*}
\mathcal{I}_1(\Phi) &= \frac{e^{2\alpha(\Phi)}}{\bar{A}(\bar{\Phi})}, \\
\mathcal{I}_2(\Phi) &= \frac{V(\Phi)}{(\bar{A}(\bar{\Phi}))^2}, \\
\mathcal{I}_3(\Phi) &= \pm \int \sqrt{\bar{\mathcal{F}}(\bar{\Phi})} d\Phi.
\end{align*}
\]

Note that at any space-time point $x \in V_4$ the scalar field values are related to each other via Eq. (3) and therefore we are actually dealing with space-time point invariants,

\[
\mathcal{I}_i(\bar{\Phi}(x)) = \mathcal{I}_i(\bar{f}(\bar{\Phi}(x))) = \mathcal{I}_i(\bar{\Phi}(x)).
\]

This means that their numerical value at some fixed space-time point is preserved under the transformation (3) while their functional form with respect to the scalar field as an argument changes under that transformation. We shall refer to these quantities as invariants. As the conformal transformation or the scalar field redefinition are in principle unrelated to a coordinate transformation it follows that spacetime derivatives of invariants,

\[
\partial_\mu \left( \mathcal{I}_i(\bar{\Phi}(x)) \right) = \partial_\mu \left( \mathcal{I}_i(\bar{f}(\bar{\Phi}(x))) \right),
\]

3.2 Properties of the invariants

The invariants $\mathcal{I}_1$, $\mathcal{I}_2$, and $\mathcal{I}_3$ are related to each other by

\[
\mathcal{I}_1(\Phi) \mathcal{I}_2(\Phi) \mathcal{I}_3(\Phi) = 1.
\]
are also invariants in this sense.

The quantity \( I_1 \) can be used to define the notion of nonminimal coupling in an invariant way. If \( I_1 \) is a constant, then the scalar field is minimally coupled. For example, quintessence has \( A = 1, \alpha = 0 \), thus \( I_1 = 1 \) which holds in any frame and parametrization. We say that the scalar field is nonminimally coupled if \( I_1' \neq 0 \). Later at Eq. (50) it becomes clear, that a nonminimally coupled scalar field is sourced by the matter energy-momentum in any parametrization. If \( I_2 \equiv 0 \) then the scalar field has a vanishing potential, a property that is not affected by a conformal transformation or reparametrization. Invariant \( I_3 \) is given as an indefinite integral and therefore it is constant only if integrand is identically zero. From Eq. (12) we see that this could only happen if the theory has minimal coupling to curvature and no kinetic term for scalar field. Hence in a generic scalar-tensor theory the invariants (13)-(15) are dynamical functions of \( \Phi \), independent of each other.

The assumptions on \( A \) and \( \alpha \), listed in Subsec. 2.1, bring along a constraint \( 0 < I_1 < \infty \). Another useful assumption for the ensuing presentation is to demand that \( I_1' \) and \( I_2' \) do not diverge. In a similar vein also \( 0 \leq I_2 < \infty \), and it makes sense to assume further that \( |I_2'| < \infty \). Constraints on the derivatives are not invariant themselves and therefore we are actually restricting the possible forms of these functions.

We can also introduce an additional invariant object

\[
\hat{g}_{\mu\nu} \equiv A(\Phi)g_{\mu\nu},
\]

which can be used to express geometrical quantities via invariants. In principle \( \hat{g}_{\mu\nu} \) can be considered to be a metric tensor. Note that choice \( A(\Phi)g_{\mu\nu} \) is not unique. Namely we could have multiplied the metric tensor with any other function of the scalar field which has suitable transformation property, e.g. \( e^{2\alpha}g_{\mu\nu} \). The assumption that first and second derivative of \( A \) do not diverge, guarantees that we do not introduce geometrical singularities by defining the invariant metric (18).

The fact that any function of the invariants is also an invariant can be used to construct further invariants. For example we may define

\[
\mathcal{I}_4 \equiv \frac{I_2}{I_1^2} = \frac{V}{e^{4\alpha}}.
\]

The transformation of a derivative of these quantities with respect to the scalar field is given by a chain rule,

\[
\bar{I}_i' \equiv \frac{d\bar{I}_i(\bar{\Phi})}{d\bar{\Phi}} = \frac{d\bar{I}_i(\Phi)}{d\Phi} \frac{d\Phi}{d\bar{\Phi}} \equiv I_i' \bar{f}'.
\]

This result is consistent with the transformation properties of a differential of the scalar field,

\[
d\bar{\Phi} = \frac{d\Phi}{d\bar{\Phi}} d\Phi \equiv (\bar{f}')^{-1} d\Phi,
\]

in a sense that integration should cancel differentiation. Indeed

\[
\bar{I}_i(\bar{\Phi}) = \int \bar{I}_i' d\bar{\Phi} = \int \bar{I}_i' \bar{f}' (\bar{f}')^{-1} d\Phi = \int I_i' d\Phi = \mathcal{I}_i(\Phi).
\]
Note that we have already used that logic to construct the invariant $I_3$. From Eq. (20) we conclude that a quotient of the derivatives of invariants is also an invariant

$$I_k = \frac{I_i'}{I_j'} \quad (23)$$

while obviously

$$I_i = \int I_k I_j' d\Phi \quad (24)$$

The expressions (15) and (24) are given in the sense of an antiderivative meaning that they also contain an integration constant. Therefore only their change with respect to some variable should carry physical information.

By using the rule (23) and a possibility to form arbitrary functions, let us define

$$I_5 \equiv \left( \frac{I_1'}{2I_1I_3'} \right)^2 = \left( \frac{2\alpha' A - A'}{2AB + 3(A')^2} \right)^2 \quad (25)$$

This invariant helps to distinguish between different theories described by action functional (1). For instance we see that for minimally coupled scalar field $I_5 \equiv 0$. For the O’Hanlon type action functional ($B = 0, \alpha = 0$) [23], which corresponds to the $f(R)$ gravity [7], an easy calculation shows that $I_5 \equiv \frac{1}{3}$. The JF BEPS parametrization is applicable in the range $0 \leq I_5 < \frac{1}{3}$, while JF BDBW and EF canonical parametrizations cover $0 \leq I_5 < \infty$. It has been noted before, that in order to match the BDBW parameter range of $-\frac{3}{2} < \omega < 0$, the BEPS parametrization should have the sign of the kinetic term flipped [21]. Violation of the “no ghosts” assumption [5], corresponding to BDBW $\omega < -\frac{3}{2}$, renders $I_3$ imaginary and $I_5$ negative.

In later calculations we sometimes encounter another invariant

$$I_6 \equiv \left( \frac{I_2'}{2I_3'} \right)^2 = \frac{(V' A - 2V A')^2}{A^4 (2AB + 3(A')^2)} \quad (26)$$

The invariants are conveniently summarized in Table 1.

### 3.2 Invariant differential operators

Knowledge about the transformation properties of the differential (21) allows us to write out invariant differential operators for taking derivatives with respect to the scalar field. These will be in the following form

$$\frac{1}{T_j} \frac{d}{d\Phi} = \frac{1}{T_j} \frac{d}{d\Phi} \quad (27)$$

If we apply that operator to an invariant then the result is also an invariant. For example

$$\frac{1}{T_j} \frac{d}{d\Phi} I_i = \frac{I_i'}{I_j'} \quad (28)$$
and we have once again obtained equation (23). Note that as these invariants have the same argument this result could also be written as a derivative of one invariant with respect to another,

$$\frac{I'_i}{I'_j} \equiv \frac{d\Phi}{dL_i} \frac{dL_j}{d\Phi} = \frac{dL_i}{d\Phi} \frac{d\Phi}{dL_j}.$$  

(29)

Previous knowledge becomes handy when we want to “translate” the results from a distinct parametrization into a general one. This procedure is based on fact that in common parametrizations any quantity or operator can be replaced by an invariant which in this parametrization functionally coincides with that quantity or operator. Namely, if for a fixed parametrization there is an invariant which is a fixed function, then we can construct an invariant differentiation operator (27) which in this parametrization functionally coincides with derivative with respect to scalar field. For example let us take a look at JF BDBW parametrization. We have $I_1 = \frac{1}{\Psi}$ from where $\Psi = \frac{1}{I_1}$. Therefore

$$\frac{d}{d\Psi} = \frac{d\Phi}{d\Psi} \frac{d}{d\Phi} = \frac{1}{\frac{d}{d\Phi} (\frac{1}{I_1})} \frac{d}{d\Phi}.$$  

(30)

Although that last equality holds only in this parametrization, it allows us to define invariant differentiation operator

$$D_1 \equiv \frac{1}{\frac{d}{d\Phi} (\frac{1}{I_1})} \frac{d}{d\Phi} = -\frac{I_1^2}{I_1} \frac{d}{d\Phi} = \frac{e^{2\alpha}}{\mathcal{A} - 2\alpha' \mathcal{A}'} d\Phi,$$  

(31)

which in JF BDBW coincides with $\frac{d}{d\Psi}$. Analogically in JF BEPS $\frac{d}{d\phi}$ coincides with

$$D_2 \equiv \frac{\sqrt{I_1}}{I_3 \sqrt{2(1 - 3I_5)}} \frac{d}{d\Phi} = \pm \frac{e^\alpha}{\sqrt{\mathcal{B} - 6(\alpha')^2 \mathcal{A} + 6\alpha' \mathcal{A}'} \frac{d}{d\Phi}}$$  

(32)

and in EF canonical parametrization $\frac{d}{d\phi}$ coincides with

$$D_3 \equiv \frac{1}{I_3} \frac{d}{d\Phi} = \pm \frac{2\mathcal{A}}{\sqrt{2\mathcal{A}B + 3(\mathcal{A}')^2}} \frac{d}{d\Phi}.$$  

(33)

These results are also gathered in Table 1. Eq. (32) tells once again that JF BEPS is narrower than the other two. The term under the square root must be non-negative and therefore $I_5 < \frac{1}{3}$.

### 3.3 Invariants in different parametrizations

The invariants and their functional forms in three common parametrizations is presented in Table 1 which can be used to obtain transformation rules between different parametrizations and the most general one. For example if one wants to find a relation between the JF BDBW scalar field $\Psi$ and the EF canonical scalar field $\phi$ in terms of the JF BDBW variables, then one
| Invariant | General parametrization | JF BDBW | JF BEPS | EF can. |
|-----------|-------------------------|---------|---------|---------|
| $I_1$     | $e^{2\alpha(\Phi)} \over A(\Phi)$ | $\frac{1}{\Phi}$ | $\frac{1}{F(\phi)}$ | $e^{2\alpha(\phi)}$ |
| $I_2$     | $V(\Phi) \over A(\Phi)$ | $V(\Phi) \over \Phi^2$ | $V(\phi) \over F(\phi)$ | $V(\varphi)$ |
| $I_3$     | $\pm \int \sqrt{2A(\Phi)B(\Phi)+3A'(\Phi)^2} d\Phi$ | $\pm \int \sqrt{2\omega(\Psi)+3\Psi^2} d\Psi$ | $\pm \int \sqrt{2F(\phi)+3F'(\phi)^2} d\phi$ | $\pm \varphi + \text{const}$ |
| $I_4$     | $\over \alpha(\Phi)$ | $V(\Psi)$ | $V(\phi)$ | $\frac{V(\phi)}{e^{2\alpha(\phi)}}$ |
| $I_5$     | $\frac{\left(2\alpha'(\Phi), A(\Phi)-A'(\Phi)\right)^2}{2A(\Phi)B(\Phi)+3A'(\Phi)^2}$ | $\frac{1}{2\omega(\Phi)+3}$ | $\frac{(F'(\phi))^2}{2F(\phi)+3(F'(\phi))^2}$ | $(\alpha'(\varphi))^2$ |
| $I_6$     | $\frac{\left(2\alpha'(\Phi), A(\Phi)-2V(\Phi), A'(\Phi)\right)^2}{2\alpha'(\Phi)^2(2A(\Phi)B(\Phi)+3A'(\Phi)^2)}$ | $\frac{(V'(\Phi)-2V(\Phi))^2}{\Psi^2(2\omega(\Phi)+3)}$ | $\frac{(V'(\phi)-2V(\phi)F'(\phi))^2}{F'(\phi)^2(2F(\phi)+3(F'(\phi))^2)}$ | $\frac{(V'(\phi))^2}{4}$ |
| $D_1$     | $\frac{e^{2\alpha(\Phi)}}{A(\Phi)-2A(\Phi)\alpha'(\Phi)} \frac{d}{d\phi}$ | $\frac{d}{d\psi}$ | $\frac{1}{F'(\phi)} \frac{d}{d\phi}$ | $\frac{e^{2\alpha(\phi)} \frac{d}{d\phi}}{2\alpha(\phi)}$ |
| $D_2$     | $\frac{e^{\alpha(\Phi)}}{\sqrt{B(\Phi)-6\alpha'(\Phi)^2-2A(\Phi)\alpha'(\Phi)^2}} \frac{d}{d\phi}$ | $\pm \sqrt{\frac{\omega(\Phi)}{\omega(\phi)}} \frac{d}{d\psi}$ | $\pm \frac{d}{d\phi}$ | $\frac{e^{2\alpha(\phi)} \frac{d}{d\phi}}{2\alpha(\phi)-1}$ |
| $D_3$     | $\frac{2A(\Phi)}{\sqrt{2A(\Phi)B(\Phi)+3(A'(\Phi)^2}}} \frac{d}{d\phi}$ | $\pm \frac{2\omega(\Phi)}{2\omega(\phi)} \frac{d}{d\psi}$ | $\pm \frac{2F(\phi)}{2F(\phi)+3(F'(\phi))^2} \frac{d}{d\phi}$ | $\pm \frac{d}{d\phi}$ |
| $e^{2\alpha} g_{\mu\nu}$ | $e^{2\alpha(\Phi)} g_{\mu\nu}$ | $g_{\mu\nu}$ | $g_{\mu\nu}$ | $e^{2\alpha(\phi)} g_{\mu\nu}$ |
| $A g_{\mu\nu}$ | $A(\Psi) g_{\mu\nu}$ | $\Psi g_{\mu\nu}$ | $F(\phi) g_{\mu\nu}$ | $g_{\mu\nu}$ |

Table 1: Invariants in different parametrizations.
has to search for an invariant counterpart of the derivative with respect to the EF canonical scalar field $\frac{d}{d\varphi}$. From that row in Table 1 one can write out

$$\pm \frac{2\Psi}{\sqrt{2\omega(\Psi) + 3}} \frac{d\Psi}{d\varphi} = \pm \frac{d}{d\varphi},$$

(34)

hence

$$\left( \frac{d\Psi}{d\varphi} \right)^2 = \frac{4\Psi^2}{2\omega(\Psi) + 3}.$$  

(35)

If we want the same in terms of the EF variables, we should look for an invariant counterpart of the derivative with respect to the JF BDBW scalar field,

$$\frac{d}{d\Psi} = -\frac{e^{2\alpha(\varphi)}}{2\alpha'(\varphi)} \frac{d}{d\varphi},$$

(36)

from where

$$\left( \frac{d\Psi}{d\varphi} \right)^2 = e^{-4\alpha(\varphi)} \frac{4}{(\alpha'(\varphi))^2}.$$  

(37)

The relation between the right hand sides of Eqs. (35) and (37) can be also acquired by combining the rows for $I_1$ and $I_5$.

Table 1 can also be used for transforming invariant quantities from a distinct parametrization to the general one. For example, one may want to quickly find out how the expression $(V'\Psi - 2V)^2 \Psi^4 (2\omega + 3)$ written in JF BDBW reads in the general parametrization. Here one should take $I_4$ which in JF BDBW has the same functional form as potential $V$, and then apply invariant differentiation $D_1$ on $I_4$ to get the invariant counterpart for $V'$. Further, the invariant $I_1$ is in this parametrization identical to $\frac{1}{\Psi}$, while $\frac{1}{2\omega + 3}$ should be replaced by $I_5$. So combining these pieces together gives the whole expression

$$(I_1^{-1}D_1 I_4 - 2I_4)^2 I_1 I_5 = I_6,$$

(38)

where some manipulation and definitions of the invariants have been used on the LHS. However, if the quantity we want to transform is not invariant, some caution is needed, since undetermined multiplicative factors of the transformation functions $f$ and $\gamma$ can be missed out in the procedure.

### 3.4 Scalar field $\Phi$ as function of $I_3$

In each parametrization we can in principle express $\Phi$ as a function of any invariant $I_i$. Considering the scalar field equation of motion (59) later in the paper, it makes sense to express $\Phi$ as a function of $I_3$. For some fixed parametrizations (e.g. JF BDBW and JF BEPS) $I_3$ is given in the form of an indefinite integral (15) and finding an inverse can be complicated. But under certain conditions we can always approximate $\Phi = \Phi(I_3)$ as a Taylor expansion around some value $\Phi_0$.

We start by noticing that $I_3$ as an indefinite integral contains an integration constant which in principle can be chosen so that $I_3|_{\Phi_0} = 0$. Recall that

$$\frac{d}{dI_3} = \frac{1}{I_3' d\Phi} \equiv \pm \frac{1}{\sqrt{F} d\Phi}.$$  

(39)
Therefore the Taylor expansion reads as follows:
\[
\Phi(I_3) - \Phi_0 \approx \frac{d\Phi}{dI_3}_{\Phi_0} \cdot I_3 + \frac{d^2\Phi}{dI_3^2}_{\Phi_0} \cdot \frac{I_3^2}{2!} + \ldots = \frac{1}{I_3} \cdot \Phi_0 + \frac{1}{I_3^2} \cdot \frac{d}{dI_3} \left( \frac{1}{I_3} \right) \cdot \frac{I_3^2}{2!} + \ldots = \\
= \pm \frac{1}{\sqrt{F}} \cdot I_3 + \frac{1}{2} \left( \frac{1}{F} \right)' \cdot I_3^2 + \ldots
\]  
(40)

where we have used
\[
\frac{1}{\sqrt{F}} \cdot d\left( \frac{1}{\sqrt{F}} \right) = \frac{1}{\sqrt{F}} \left( \frac{1}{\sqrt{F}} \right)' = -\frac{1}{2} \frac{F'}{F^2} = \frac{1}{2} \left( \frac{1}{F} \right)'.
\]
(41)

One can show that the coefficients in the Taylor series \((40)\) do not diverge and at least some of them are non-vanishing if
\[
0 \leq \frac{1}{F} < \infty,
\]
(42)
\[
-\infty < \left( \frac{1}{F} \right)' \ldots = \frac{d^n}{d\Phi^n} \left( \frac{1}{F} \right) < \infty,
\]
(43)
\[
\text{if } \left. \frac{1}{F} \right|_{\Phi_0} = 0, \text{ then } \left( \frac{1}{F} \right)'_{\Phi_0} \neq 0.
\]
(44)

The same assumptions arose in context of Friedmann cosmology \([28]\). They restrict the possible forms of \(F \equiv (I_3)^2\) and the scalar field dynamics. These assumptions complement the restrictions on \(I_1, I_2\) and their derivatives discussed earlier.

First, the assumption \((44)\) imposes that \(\frac{1}{F}_{\Phi_0} = 0\) is not an extremum. Therefore, if the scalar field \(\Phi\) would evolve through value \(\Phi_0\) then \(F\) would go negative, thereby violating the condition \((42)\), i.e. \((8)\). A consistent theory would avoid this to happen. Indeed, if the linear term in the Taylor expansion \((40)\) vanishes due to \(\frac{1}{F} = 0\), then the assumption \((44)\) guarantees that the coefficient of the quadratic term is definitely non-vanishing,
\[
\Phi(I_3) - \Phi_0 \approx \frac{1}{4} \left( \frac{1}{F} \right)' \left|_{\Phi_0} I_3^2.
\]
(45)

Hence the possible scalar field \(\Phi\) values are never smaller (higher) than \(\Phi_0\) if \(\left( \frac{1}{F} \right)'_{\Phi_0}\) is positive (negative), which means that the scalar field \(\Phi\) approaches \(\Phi_0\) from the right (form the left).

Second, since here \(I_3\) is an invariant infinitesimal quantity, we can use it as a scale to compare the order of magnitude of the perturbation \(\Phi(I_3) - \Phi_0\) in different parametrizations. In the parametrization where \(\frac{1}{F}_{\Phi_0}\) is regular the Taylor expansion \((40)\) starts with a linear term and the perturbation \(\Phi(I_3) - \Phi_0\) is the same order small as \(I_3\). While expanding at \(\Phi_0 = f(\Phi_0)\) in another parametrization, if \(\frac{1}{F}_{\Phi_0}\) diverges, the corresponding perturbation \(\Phi(I_3) - \Phi_0\) is quadratically small compared to \(I_3\), as Eq. \((45)\).

Third, if the leading coefficient in the Taylor series \((40)\) vanishes, then \(\nabla_\mu \Phi|_{\Phi_0} = 0\), because \(I_3|_{\Phi_0} = 0\) and
\[
\nabla_\mu \Phi|_{\Phi_0} \approx \nabla_\mu \left[ \frac{1}{2} \left( \frac{1}{F} \right)' \left|_{\Phi_0} I_3 \right. \right]_{\Phi_0} = \left[ \frac{1}{2} \left( \frac{1}{F} \right)' \left|_{\Phi_0} I_3 \right. \right]_{I_3|_{\Phi_0}} = 0
\]
(46)
even if $\nabla_\mu \mathcal{I}_3|_{\Phi_0} \neq 0$.

Finally, we may remark that since in the Einstein frame canonical parametrization $\mathcal{I}_3 = \pm \varphi + \text{const}$ all discussion in this subsection is equivalent to the Taylor expansion of the general scalar field $\Phi$ as a function of the EF canonical scalar field $\varphi$.

4 Equations of motion

4.1 Equations of motion in the general parametrization

Varying the action (1) with respect to the metric tensor gives a tensor equation

$$A \left( R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} R \right) + \left( \frac{1}{2} B + A' \right) g_{\mu \nu} g^{\rho \sigma} \nabla_\rho \Phi \nabla_\sigma \Phi - (B + A'') \nabla_\mu \Phi \nabla_\nu \Phi +$$

$$+ A' (g_{\mu \nu} \Box \Phi - \nabla_\mu \nabla_\nu \Phi) + \frac{1}{\ell^2} g_{\mu \nu} \mathcal{V} - \kappa^2 T_{\mu \nu} = 0,$$

(47)

where the matter energy-momentum tensor is

$$T_{\mu \nu} \equiv -\frac{2}{\sqrt{-g}} \frac{\delta S_m}{\delta g_{\mu \nu}}.$$  

(48)

Analogously, varying the action (1) with respect to the scalar field gives us an equation of motion for the scalar field

$$R A' + B' g^{\mu \nu} \nabla_\mu \Phi \nabla_\nu \Phi + 2B \Box \Phi - 2\ell^{-2} \mathcal{V}' + 2\kappa^2 \alpha' T = 0,$$

(49)

where $T \equiv g^{\mu \nu} T_{\mu \nu}$. Using the trace of the tensor equation (47) to eliminate $R$ from the scalar field equation (49) yields

$$\frac{2 AB + 3 (A')^2}{A} \Box \Phi + \frac{(2 AB + 3 (A')^2)'}{2A} g^{\mu \nu} \nabla_\mu \Phi \nabla_\nu \Phi - \frac{2 (A \mathcal{V}' - 2 A' \mathcal{V})}{\ell^2 A} + \kappa^2 \frac{(2 A \alpha' - A')}{A} T = 0.$$  

(50)

As alluded before in Subsec. 3.1, one way to define the meaning of nonminimal coupling is that the scalar field in Eq. (50) is sourced by the contracted matter energy-momentum tensor $T$. Inspection of the last term on LHS confirms the claim that nonminimal coupling is realized when $\mathcal{I}_3' \neq 0$. The continuity equation

$$\nabla^\mu T_{\mu \nu} = \alpha' T \nabla_\nu \Phi$$  

(51)

tells that the usual matter energy-momentum is covariantly conserved in those parametrizations where $\alpha(\Phi) = \text{const}$.

4.2 Equations of motion in terms of the invariants

We have noted that the invariant object $\hat{g}_{\mu \nu} \equiv A g_{\mu \nu}$, introduced in Eq. (18), can be taken as a metric tensor and therefore it is possible to calculate Christoffel symbols with respect to it,

$$\hat{\Gamma}^\lambda_{\mu \nu} = \Gamma^\lambda_{\mu \nu} + \frac{A'}{2A} \left( \delta^\lambda_\mu \partial_\nu \Phi + \delta^\lambda_\nu \partial_\mu \Phi - g_{\mu \nu} g^{\lambda \sigma} \partial_\sigma \Phi \right).$$  

(52)
Mathematically this result is the well known transformation rule for Christoffel symbols under the conformal transformation \[3, 22\]. But here the point is that \(\hat{\Gamma}^\lambda_{\mu \nu}\) remains invariant under the transformations \(2\) and \(3\). Now we can use \(52\) to define covariant derivative with respect to \(\hat{g}_{\mu \nu}\), e.g. \(\hat{\nabla}_\mu V^\nu = \partial_\mu V^\nu + \hat{\Gamma}^\nu_{\mu \lambda} V^\lambda\) etc. Similarly the objects \(\hat{\Gamma}^\lambda_{\mu \nu}\) can be employed to build Riemann-Christoffel tensor \(\hat{R}^\lambda_{\mu \nu \rho}\), which in this case is manifestly invariant under conformal transformation and scalar field reparametrization. Therefore we can also construct Einstein tensor \(\hat{G}_{\mu \nu} \equiv \hat{R}_{\mu \nu} - \frac{1}{2} \hat{g}_{\mu \nu} \hat{R}\) which can be expressed in terms of \(g_{\mu \nu}\) and \(A(\Phi)\) as

\[
\hat{G}_{\mu \nu} = R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} R + \frac{A''}{A} g_{\mu \nu} g^{\rho \sigma} \nabla_\rho \Phi \nabla_\sigma \Phi - \frac{A''}{A} \nabla_\mu \Phi \nabla_\nu \Phi + \frac{A'}{A} g_{\mu \nu} \Box \Phi - \frac{A'}{A} \nabla_\mu \nabla_\nu \Phi - \frac{3}{4A^2} g_{\mu \nu} g^{\rho \sigma} \nabla_\rho \Phi \nabla_\sigma \Phi + \frac{3}{2A^2} \nabla_\mu \Phi \nabla_\nu \Phi. \tag{53}
\]

In the same spirit we can define an energy-momentum tensor that is invariant under conformal transformation and scalar field reparametrization

\[
\hat{T}_{\mu \nu} \equiv - \frac{2}{\sqrt{-\hat{g}}} \frac{\delta S_m}{\delta \hat{g}^{\mu \nu}} = - \frac{2}{\mathcal{A}^2 \sqrt{-g}} \frac{\delta g^{\mu \nu}}{\delta \hat{g}^{\mu \nu}} \frac{\delta S_m}{\delta \hat{g}^{\mu \nu}} = \frac{1}{\mathcal{A}} \left\{ - \frac{2}{\sqrt{-g}} \frac{\delta S_m}{\delta \hat{g}^{\mu \nu}} \right\} \equiv \frac{1}{\mathcal{A}} T_{\mu \nu}. \tag{54}
\]

Comparing result \(53\) with Eq. \(47\) while taking into account definitions \(12, 14, 15\) and \(54\) allows us to rewrite Eq. \(47\) as follows

\[
\mathcal{A} \left\{ \hat{G}_{\mu \nu} + \hat{g}_{\mu \nu} \hat{g}^{\rho \sigma} \hat{\nabla}_\rho \mathcal{I}_3 \hat{\nabla}_\sigma \mathcal{I}_3 - 2 \hat{\nabla}_\nu \mathcal{I}_3 \hat{\nabla}_\nu \mathcal{I}_3 + \ell^{-2} \hat{g}_{\mu \nu} \mathcal{I}_2 - \kappa^2 \hat{T}_{\mu \nu} \right\} = 0, \tag{55}
\]

and the scalar field equation \(50\) as

\[
4 \mathcal{A}^2 \left\{ \mathcal{F} \hat{\Box} \Phi + \frac{1}{2} \mathcal{F}' \hat{g}^{\mu \nu} \hat{\nabla}_\mu \Phi \hat{\nabla}_\nu \Phi - \frac{1}{2\ell^2} \mathcal{I}_2' + \frac{\kappa^2}{4} \frac{\mathcal{I}_1'}{\mathcal{I}_3} \hat{\mathcal{T}} \right\} = 0. \tag{56}
\]

Here the d’Alembert operator with respect to \(\hat{g}_{\mu \nu}\) is defined by

\[
\hat{\Box} \Phi \equiv \frac{1}{\sqrt{-\hat{g}}} \partial_\mu \left( \sqrt{-\hat{g}} \hat{g}^{\mu \nu} \partial_\nu \Phi \right) = \frac{A'}{A^2} g^{\mu \nu} \nabla_\mu \Phi \nabla_\nu \Phi + \frac{1}{A} \Box \Phi. \tag{57}
\]

Due to the identity

\[
\mathcal{I}_3' \hat{\Box} \mathcal{I}_3 = \mathcal{F} \hat{\Box} \Phi + \frac{1}{2} \mathcal{F}' \hat{g}^{\mu \nu} \hat{\nabla}_\mu \Phi \hat{\nabla}_\nu \Phi \tag{58}
\]

we may write the scalar field equation \(50\) as

\[
4 \mathcal{A}^2 \mathcal{I}_3 \left\{ \hat{\Box} \mathcal{I}_3 - \frac{1}{2\ell^2} \mathcal{I}_2' + \frac{\kappa^2}{4} \frac{\mathcal{I}_1'}{\mathcal{I}_3} \hat{\mathcal{T}} \right\} = 0. \tag{59}
\]

Since by the assumption neither \(\mathcal{A}\) nor \(\mathcal{I}_3' = \mathcal{F}\) can vanish, we can divide the last equation with term in front of the braces, and obtain an equation where each term is an invariant,

\[
\hat{\Box} \mathcal{I}_3 - \frac{1}{2\ell^2} \frac{d}{d\mathcal{I}_3} \mathcal{I}_2 + \frac{\kappa^2}{4} \frac{d \ln \mathcal{I}_1}{d\mathcal{I}_3} \hat{\mathcal{T}} = 0. \tag{60}
\]

The logic of differentiation used here was introduced after equation \(29\).
4.3 Action in terms of the invariants

The definition of conformally invariant metric tensor \( \hat{g}_{\mu\nu} \equiv A g_{\mu\nu} \) was based on the knowledge about transformation properties of \( A \) \(^\text{(5)}\), which were read off from the transformed action functional \(^\text{(4)}\). Therefore it is natural that we can also rewrite the action functional in terms of invariants up to a boundary term, namely

\[
S = \frac{1}{2\kappa^2} \int_{V_4} d^4x \sqrt{-\hat{g}} \left\{ \hat{R} - 2\hat{g}^{\mu\nu} \hat{\nabla}_\mu \hat{I}_3 \hat{\nabla}_\nu \hat{I}_3 - 2\ell^{-2} \hat{I}_2 \right\} + S_m [\hat{I}_1 \hat{g}_{\mu\nu}, \chi] + \frac{1}{2\kappa^2} \int_{V_4} d^4x \partial_{\mu} \left( \sqrt{-\hat{g}} \hat{g}^{\mu\nu} \partial_{\nu} \ln A \right). \tag{61}
\]

Varying \(^\text{(61)}\) with respect to \( \hat{g}_{\mu\nu} \) and \( \hat{I}_3 \) gives us invariant expressions that coincide with terms in braces in respectively eq. \(^\text{(55)}\) and \(^\text{(59)}\).

As already mentioned, the choice \( \hat{g}_{\mu\nu} \equiv A g_{\mu\nu} \) is not unique, it just seems to give the equations in the simplest form. Note that these expressions remind the Einstein frame equations, because in the Einstein frame the invariant metric \( \hat{g}_{\mu\nu} \mid_{EF} \) coincides with the Einstein frame metric \( g_{\mu\nu} \), while the invariant \( \hat{I}_2 \mid_{EF} \) coincides with the Einstein frame potential \( \mathcal{V} \). If we had chosen \( g_{\mu\nu} = e^{2\alpha} g_{\mu\nu} \) then equations would have been more similar to the Jordan frame ones.

5 PPN parameters

5.1 PPN parameters in the JF BDBW parametrization

The aim of this section is to use Table 1 for writing the effective gravitational constant \( G_{\text{eff}} \) and the parametrized post-Newtonian parameters \( \gamma \) and \( \beta \) in terms of the invariants and thereby obtain a form which easily allows to write out PPN parameters in any other parametrization. We start from JF BDBW parametrization where the most general calculation was recently accomplished \(^\text{[24]}\), expanding earlier Refs. \(^\text{[25]}\). Table 1 contains all possible objects occurring in that parametrization. We proceed under the premise that PPN parameters are invariants and as invariants must be determined uniquely. It does not matter whether we use the transformations \(^\text{(5)}\) to obtain the results in the general parametrization or substitute in the respective invariants in order to get an invariant which in a parametrization at hand functionally coincides with PPN parameters.

So, from Ref. \(^\text{[24]}\) we take following results calculated in the JF BDBW parametrization. The PPN ansatz assumes that in the absence of any perturbation we have flat Minkowski geometry as a background, which leads to the conditions \( \mathcal{V} = 0 \) and \( \mathcal{V}' = 0 \). Taking these conditions into account in the calculation, gives a result which is expressed in terms of the scalar field effective mass

\[
m_\Psi \equiv \frac{1}{\ell} \sqrt{\frac{2\Psi}{2\omega(\Psi) + 3 d\Psi^2}} d^2\mathcal{V}. \tag{62}
\]

The effective gravitational constant that in an experimental setup multiplies the nonvarying
constant $\kappa^2/8\pi$, and the PPN parameters are given by

$$G_{\text{eff}} = \frac{1}{\Psi} \left(1 + \frac{e^{-m\psi r}}{2\omega + 3}\right), \quad (63)$$

$$\gamma - 1 = -\frac{2e^{-m\psi r}}{G_{\text{eff}}(2\omega + 3)}, \quad (64)$$

$$\beta - 1 = \frac{\frac{d\omega}{d\Psi} e^{-2m\psi r}}{G_{\text{eff}}^2(2\omega + 3)^3} - \frac{m\psi r}{G_{\text{eff}}^2 \Psi^2 (2\omega + 3)^r} \beta(r), \quad (65)$$

where the extra radius dependent contribution in $\beta$,

$$\beta(r) = \frac{1}{2} e^{-2m\psi r} + (m\psi r + e^{m\psi r}) \text{Ei}(-2m\psi r) - e^{-m\psi r} \ln(m\psi r) +$$

$$+ \frac{3\Psi}{2(2\omega + 3)} \left( \frac{dV}{d\Psi} \frac{1}{\Psi} - \frac{\frac{d\omega}{d\Psi}}{2\omega + 3} \right) \left( e^{m\psi r} \text{Ei}(-3m\psi r) - e^{-m\psi r} \text{Ei}(-m\psi r) \right), \quad (66)$$

involves exponential integrals $\text{Ei}(m\psi r)$. It is understood in these formulas that $\Psi$ and the functions $\omega(\Psi)$, $V(\Psi)$, etc., are all evaluated at the spatially asymptotic constant background value of $\Psi$.

### 5.2 PPN parameters in terms of the invariants

Let us rewrite the previous result in terms of invariants by making use of Table 1. The first constraint arising from Minkowskian boundary conditions, $\mathcal{V} = 0$, translates into $\mathcal{I}_4 \equiv \mathcal{I}_4' = 0$ which implies $\mathcal{I}_2 = 0$. The second condition $\mathcal{V}' = 0$ gives $\mathcal{D}_1 \mathcal{I}_4|_{\mathcal{I}_2 = 0} \equiv \mathcal{D}_1 \mathcal{I}_4'' = 0$. Similarly, the scalar field effective mass reads

$$m_\phi = \frac{1}{\ell} \sqrt{2\mathcal{I}_1^{-1} \mathcal{I}_5 \mathcal{D}_1^2 \mathcal{I}_4} = \frac{1}{\ell} \sqrt{\frac{\mathcal{I}_5''}{2\mathcal{I}_1 (\mathcal{I}_3')^2}}. \quad (67)$$

Here in order to preserve simpler form of the expression at the RHS we have substituted the Minkowskian boundary conditions written in terms of invariants. The quantity on the RHS is invariant only under these conditions. The effective gravitational constant and the PPN parameters $\gamma$ and $\beta$ turn out to be

$$G_{\text{eff}} = \mathcal{I}_1 \left(1 + \mathcal{I}_5 e^{-m\psi r}\right), \quad (68)$$

$$\gamma - 1 = -\frac{2e^{-m\psi r}}{G_{\text{eff}} \mathcal{I}_1 \mathcal{I}_5}, \quad (69)$$

$$\beta - 1 = \frac{e^{-2m\psi r}}{G_{\text{eff}}^2 \mathcal{I}_1 \mathcal{I}_5} \left[ \mathcal{D}_1 \left( \frac{1}{2} \left( \frac{1}{\mathcal{I}_5} - 3 \right) \right) \right] - \frac{m\psi r}{G_{\text{eff}}^2 \mathcal{I}_1 \mathcal{I}_5^2} \beta(r) \quad (70)$$

where

$$\beta(r) = \frac{1}{2} e^{-2m\psi r} + (m\psi r + e^{m\psi r}) \text{Ei}(-2m\psi r) - e^{-m\psi r} \ln(m\psi r) +$$

$$+ \frac{3\mathcal{I}_5}{2\mathcal{I}_1} \left( \frac{1}{3} \mathcal{D}_1 \mathcal{I}_4 - \mathcal{I}_5 \mathcal{D}_1 \left( \frac{1}{2} \left( \frac{1}{\mathcal{I}_5} - 3 \right) \right) \right) \left( e^{m\psi r} \text{Ei}(-3m\psi r) - e^{-m\psi r} \text{Ei}(-m\psi r) \right). \quad (71)$$
5.3 PPN parameters in the general parametrization

In the general parametrization, expressing the invariants in terms of the functions \( \{A, B, V, \alpha\} \), the result is

\[
m_\Phi = \frac{1}{\ell} \sqrt{e^{-2\alpha} \frac{2AV''}{2AB + 3(A')^2}} \tag{72}
\]

and

\[
G_{\text{eff}} = \frac{e^{2\alpha} A}{A} \left( 1 + \frac{2\alpha' A - A'}{2AB + 3(A')^2} e^{-m_\Phi r} \right), \tag{73}
\]

\[
\gamma - 1 = -\frac{2e^{-m_\Phi r} e^{2\alpha}}{G_{\text{eff}}} \frac{(2\alpha' A - A')^2}{A (2AB + 3(A')^2)}, \tag{74}
\]

\[
\beta - 1 = \frac{e^{4\alpha}}{2AC_{\text{eff}}^2} \frac{2\alpha' A - A'}{(2AB + 3(A')^2)} \left( \frac{2\alpha' A - A'}{2AB + 3(A')^2} \right)' - \frac{m_\Phi r e^{4\alpha}}{G_{\text{eff}}^2 A^2} \frac{(2\alpha' A - A')^2}{2AB + 3(A')^2} \beta(r). \tag{75}
\]

Now it is easy to check that there is a match with the Einstein frame calculation \([26, 27]\) and the corresponding expression in the IF BEPS parametrization \([21]\). The effective mass \((72)\) differs from the one obtained in Ref. \([27]\) by the factor \(e^{-\alpha}\), but in the conventions of Ref. \([27]\) this is precisely the factor that relates the masses in Jordan and Einstein frames.

6 Cosmological solutions

6.1 Equations for flat FLRW cosmology without matter

Let us start with flat \((k = 0)\) Friedmann-Lemaître-Robertson-Walker (FLRW) line element

\[
ds^2 \equiv g_{\mu\nu} dx^\mu dx^\nu = -dt^2 + (a(t))^2 \left\{ dr^2 + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right\}. \tag{76}
\]

Now take the conformally invariant metric tensor \( \hat{g}_{\mu\nu} \equiv A g_{\mu\nu}, \) Eq. (18), where \( g_{\mu\nu} \) is in the FLRW form. In order to have \( \hat{g}_{\mu\nu} \) also in that form, we should make a coordinate transformation and the scale factor redefinition

\[
\frac{d}{dt} \equiv \frac{1}{\sqrt{A}} \frac{d}{dt} \hat{\Phi}, \tag{77}
\]

\[
\hat{a}(\hat{t}) \equiv \sqrt{A} a(t). \tag{78}
\]

The Hubble parameter \( \hat{H} \) calculated in terms of the invariant variables is related to the Hubble parameter \( H \) calculated in the frame defined by \( g_{\mu\nu} \) as

\[
\hat{H} \equiv \frac{1}{\sqrt{A}} \left( H + \frac{1}{2} \frac{A'}{A} \hat{\Phi} \right). \tag{79}
\]
Plugging the invariant form of FLRW metric (76) into equations (55) and (60) yields

\[ \dot{H}^2 = \frac{1}{3} \left( \frac{d \mathcal{I}_3}{dt} \right)^2 + \frac{1}{3 \ell^2} \mathcal{I}_2, \]  
(80)

\[ 2 \frac{d}{dt} \dot{H} + 3 \dot{H}^2 = - \left( \frac{d \mathcal{I}_3}{dt} \right)^2 + \frac{1}{\ell^2} \mathcal{I}_2, \]  
(81)

\[ \frac{d}{dt} \left( \frac{d \mathcal{I}_3}{dt} \right) = -3 \dot{H} \frac{d \mathcal{I}_3}{dt} - \frac{1}{2\ell^2} \frac{d \mathcal{I}_2}{d \mathcal{I}_3}. \]  
(82)

We have dropped the matter terms, i.e. \( \hat{T}_{\mu\nu} \equiv 0 \). By doing this we have truncated the theory by omitting \( \alpha \), thus we are left with only three arbitrary functions \( \{A, B, V\} \).

6.2 Scalar field equation as a dynamical system

The first equation of the system (80)-(82) is a constraint, therefore we may focus only upon Eq. (82) where the geometrical quantity \( \dot{H} \) has been substituted from Eq. (80),

\[ \frac{d}{dt} \left( \frac{d \mathcal{I}_3}{dt} \right) = -\varepsilon \sqrt{3} \left( \frac{d \mathcal{I}_3}{dt} \right)^2 + \frac{3}{\ell^2} \mathcal{I}_2 \frac{d \mathcal{I}_3}{dt} - \frac{1}{2\ell^2} \frac{d \mathcal{I}_2}{d \mathcal{I}_3}, \]  
(83)

where \( \varepsilon = +1 \) (\( \varepsilon = -1 \)) corresponds to an expanding (contracting) universe with respect to the metric \( \hat{g}_{\mu\nu} \). In order to learn about the general features of the cosmological solutions it is instructive to write the scalar field equation as a dynamical system and ask whether there are any fixed points and what are their properties. For \( \Phi_0 \) to give a fixed point we must insist that \( \left. \frac{d \mathcal{I}_3}{dt} \right|_{\Phi_0} = 0 \) and \( \left. \frac{d^2 \mathcal{I}_3}{dt^2} \right|_{\Phi_0} = 0 \). From Eq. (83) we see that this occurs when

\[ \frac{d \mathcal{I}_2}{d \mathcal{I}_3} \equiv \frac{\mathcal{I}_2'}{\mathcal{I}_3'}_{\Phi_0} = 0. \]  
(84)

Hereby we may distinguish two types of the scalar field values \( \Phi_0 \):

\[ \Phi_* : \left. \mathcal{I}_3' \right|_{\Phi_*} = 0, \quad \left. \frac{1}{\mathcal{I}_3} \right|_{\Phi_*} \neq 0, \]  
(85)

\[ \Phi_\star : \left. \frac{1}{\mathcal{I}_3} \right|_{\Phi_\star} = 0. \]  
(86)

Note that the condition (84) for a fixed point is invariant, while the distinction (85), (86) is not. Therefore, if a fixed point occurs in some parametrization, then a corresponding fixed point will be present in any parametrization. However, whether the fixed point satisfies (85) or (86) might depend on the parametrization.

Linearizing Eq. (83) around a fixed point (\( \mathcal{I}_3 (\Phi_0) = 0, \left. \frac{d \mathcal{I}_3}{dt} \right|_{\Phi_0} = 0 \)) gives

\[ \frac{d}{dt} \left( \frac{d \mathcal{I}_3}{dt} \right) = -\varepsilon \sqrt{\frac{3}{\ell^2} \mathcal{I}_2} \left. \frac{d \mathcal{I}_3}{dt} \right|_{\Phi_0} - \frac{1}{2\ell^2} \frac{d^2 \mathcal{I}_2}{d \mathcal{I}_3^2} \left. \mathcal{I}_3 \right|_{\Phi_0}, \]  
(87)
or written as a dynamical system

\[
\begin{pmatrix}
\frac{d}{dt} I_3 \\
\frac{d}{dt} \Pi
\end{pmatrix} = \begin{bmatrix}
0 & 1 \\
-\frac{1}{2\ell^2} \frac{d^2 I_3}{dt^2} - \varepsilon \sqrt{\frac{3}{\ell^2}} I_2 & \Phi_0
\end{bmatrix} \begin{pmatrix}
I_3 \\
\Pi
\end{pmatrix},
\]

(88)

where \( \Pi \equiv \frac{d}{dt} I_3 \).

### 6.3 Solution to the linearized equation

Solutions of the linearized equation (87) are determined by the eigenvalues of the matrix in Eq. (88). A straightforward calculation shows that the eigenvalues are

\[
\lambda_\pm^\varepsilon = \frac{1}{2\ell} \left[ -\varepsilon \sqrt{3I_2} \pm \sqrt{3I_2 - 2 \frac{d^2 I_2}{dt^2}} \right] \Phi_0.
\]

(89)

It is clear that these eigenvalues are invariant. As the properties of a fixed point, i.e. the characteristic features of the solutions near that point, are determined by the real and imaginary parts of the eigenvalues, we can infer that if a fixed point is an attractor in one parametrization, it will be an attractor in any parametrization, etc. The qualitative features of the solutions like convergence and periods of oscillation are independent of the parametrization. Writing the eigenvalues in terms of the arbitrary functions \( \{A, B, \mathcal{V}\} \) gives

\[
\lambda_\pm^\varepsilon = \frac{1}{\ell \sqrt{A(\Phi_0)}} \left[ -\varepsilon \sqrt{\frac{3\mathcal{V}}{4A}} \right.
\]

\[
\pm \sqrt{\frac{3\mathcal{V}}{4A} - 2 \left( \frac{\mathcal{V}^2 A - 2\mathcal{V}A'}{2AB + 3 (A')^2} - \left( \frac{1}{2AB + 3 (A')^2} \right)' (\mathcal{V} A' - 2\mathcal{V} A') \right)} \Phi_0.
\]

(90)

Here under the second square root we have realized that if \( \frac{I_3'}{I_3} = 0 \) then also \( \frac{I_3'}{I_3} = 0 \) due to the assumption (42). From the eigenvalues (90) we see that if \( \frac{1}{\ell} \equiv \frac{4A^2}{2AB + 3 (A')^2} = 0 \) and \( \left( \frac{1}{\ell} \right)' \equiv \left( \frac{4A^2}{2AB + 3 (A')^2} \right)' = 0 \) at the same value \( \Phi_0 \), then one of the eigenvalues is zero, hence its real part is also zero and the fixed point is nonhyperbolic. Therefore the assumptions (42)-(44) are necessary conditions for studying the properties of fixed points by using linearization.

If the eigenvalues are distinct then the general solution for equation (87) reads

\[
I_3(\hat{t}) = M_1 e^{\lambda_1^\varepsilon \hat{t}} + M_2 e^{\lambda_2^\varepsilon \hat{t}},
\]

(91)

where \( M_1 \) and \( M_2 \) are constants of integration. We can make use of the Taylor expansion (40) to write out the solution for scalar field \( \Phi \) from (91). If the scalar field value at that fixed point is determined by the condition (85), then the leading term in the Taylor expansion is linear and gives

\[
\Phi(\hat{t}) - \Phi_\ast \approx \pm \left. \frac{1}{\sqrt{F}} \right|_{\Phi_\ast} I_3(\hat{t}).
\]

(92)
On the other hand, if the scalar field value is determined by the condition (86), then the first coefficient of the Taylor expansion (40) vanishes and the leading term is of the second order (45),

\[
\Phi(\hat{t}) - \Phi_\ast \approx 0 + \frac{1}{4} \left( \frac{1}{F} \right)' \bigg|_{\Phi_\ast} \cdot \mathcal{T}_3^2(\hat{t}).
\] (93)

In the latter case the solution is

\[
\Phi(\hat{t}) - \Phi_\ast \approx \frac{1}{4} \left( \frac{1}{F} \right)' \bigg|_{\Phi_\ast} \left( M_1 e^{\lambda_0 \hat{t}} + M_2 e^{-\lambda_0 \hat{t}} \right)^2.
\] (94)

Here the underlying perturbed equation for \( \Phi \) could not have been linear one and this is exactly in accord with the approach in Ref. [29]. See also the discussion around Eq. (45).

The redefinition of time \( \hat{t} \rightarrow t \) should rigorously be given as an integral due to Eq. (77). Since \( \mathcal{A} \) is assumed to be always positive, nondiverging and nonvanishing we conclude that we can just substitute \( \hat{t} = \sqrt{\mathcal{A} t} \) because this has no effect on the properties of the fixed point.

Analysis of the \( \lambda_+^\varepsilon = \lambda_-^\varepsilon \) case can be handled in a similar manner.

### 6.4 Eigenvalues in different parametrizations

Writing the eigenvalues in the general parametrization (90) in terms of the Jordan frame BDBW parametrization gives

\[
\lambda_{\pm}^{(BDBW)} = \frac{1}{\ell \sqrt{\Psi_0}} \left[ -\varepsilon \sqrt{\frac{3V}{4\Psi}} \pm \sqrt{\frac{3V}{4\Psi} - 2 \left( \frac{V' \Psi - 2V}{2\omega + 3} \right) - \left( \frac{1}{2\omega + 3} \right)' (V' \Psi - 2V)} \right]. \quad (95)
\]

For the more usual fixed point at \( \Phi_\ast \) this result coincides with the eigenvalues found in Refs. [30] [28], while for the nonlinear situation of \( \Phi_\ast \) this result matches the solutions obtained in Ref. [31]. The eigenvalues (90) expressed in the JF BEPS parametrization read

\[
\lambda_{\pm}^{(BEPS)} = \frac{1}{\ell \sqrt{F(\phi_0)}} \left[ -\varepsilon \sqrt{\frac{3V}{4F}} \pm \sqrt{\frac{3V}{4F} - 2 \left( \frac{V'' F - 2V (F')^2 + F''}{2F + 3 (F')^2} \right)} \right]_{\phi_0}. \quad (96)
\]

For instance these can be compared to the present accelerating epoch in the model with specific curvature coupling function but general potential in Ref. [32]. The fixed point stability condition is determined by the real part of the eigenvalues. Note that in the JF BEPS parametrization only the \( \Phi_\ast \) case (85) can be realized. The last remark holds true also for the Einstein frame canonical parametrization for which the eigenvalues

\[
\lambda_{\pm}^{(EF can.)} = \frac{1}{2\ell} \left[ -\varepsilon \sqrt{3V} \pm \sqrt{3V - 2V''} \right]_{\varphi_0} \quad (97)
\]

obtained from (90) are in accord with the results for the general potential case analyzed in Ref. [33], as well as the solutions in Ref. [34].
7 Conclusion

We have considered general scalar-tensor gravity without derivative couplings. Using the transformation properties of four arbitrary functions \( \{ A(\Phi), B(\Phi), V(\Phi), \alpha(\Phi) \} \) we have constructed three functions \( I_1, I_2, I_3 \) of the scalar field \( \Phi \) that are invariant under a local rescaling of the metric tensor and the scalar field reparametrization. These three invariants can be used to define infinitely many analogous invariants via three procedures: i) forming arbitrary functions of these; ii) introducing quotient of derivatives \( I_m \equiv \frac{I_k}{I_l} \); iii) integrating in the sense of indefinite integral \( I_r \equiv \int I_n I'_p d\Phi \). Using these invariants we have written down the rules that easily allow to transform invariant quantities from three distinct parametrizations (JF BDBW, JF BEPS and EF canonical) into the general one. Useful formulas are gathered into Table 1. By introducing an invariant object \( \hat{g}_{\mu\nu} \equiv A g_{\mu\nu} \) we can write the equations of motion and the action in terms of invariants.

We argue that physical observables appear as invariant quantities. This is illustrated by PPN parameters and the features of cosmological solutions near scalar field fixed points. We demonstrate that these invariant expressions accommodate the results obtained in earlier literature for distinct conformal frames and reparametrizations of the scalar field. In a particular case this formalism provides a nice explanation to the correspondence of linear and nonlinear approximate solutions in the Einstein and Jordan frames.

As an outlook it would be interesting to see, whether the invariant variables proposed here would help to clarify the contested issues of cosmological perturbations and quantum corrections in STG. As an extension one may consider whether an analogous reasoning can be carried out for more general scalar-tensor theories of gravity with derivative couplings [6], where the role of conformal transformation seems to be taken over by disformal transformation [35].
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