I. INTRODUCTION

The density matrix renormalization group (DMRG) has become one of the premier methods to solve lattice Hamiltonians [1–4]. DMRG breaks the quantum problem apart into individual tensors, one representing each site on the lattice. The renormalization of the full problem to a reduced number of degrees of freedom allows for high accuracy but with dramatically reduced memory. Relying on the properties of entanglement, DMRG is capable of finding the ground state for lattice Hamiltonians quickly and efficiently. Systems in higher dimensions (greater than one dimension) are harder to converge, but many are still reachable [5].

Soon after DMRG’s derivation, the matrix product state (MPS) was identified as the underlying wavefunction ansatz [6–8]. This provides a useful way to represent the tensors of the full quantum problem. An interesting feature of the MPS formalism is that a single tensor, called the orthogonality center, contains all information that is passed between two partitions of the system. It can then be said the MPS is gauged in a certain way, depending on where the center of orthogonality is located. Because only one tensor contains the weights of the density matrix, this makes local measurements very efficient. The MPS efficiently represents the ground state of gapped systems. By truncating the eigenvalues of the density matrix, an accurate representation of the full, exponentially sized ground state can be obtained with this method. The ability to truncate the MPS is one of the reasons that DMRG scales far better than exact diagonalization without sacrificing too much accuracy. In comparison with quantum Monte Carlo, the DMRG algorithm does not suffer a sign problem [9].

Similarly to the MPS representation, the matrix product operator (MPO) is a site-by-site representation of operators in the system. Defining an MPO allows for the use of the DMRG algorithm to obtain the ground state solution using only a few sites in the system instead of using an operator that is applied on all sites at once.

Developing algorithms for the computation of excited states has received significant effort [10–13]. Even in the original DMRG paper, the topic of excitations are discussed [2], and excitations for single frequencies for Green’s functions were investigated with traditional Lanczos recursion [14, 15].

The most widely used method of solving for excitations in tensor network involve adding a penalty term to the Hamiltonian, \( H_0 \). The procedure is iterative and involves solving a Hamiltonian \( H_0 \) for the ground state, \( |\psi_0\rangle \). The Hamiltonian is modified as

\[
H = H_0 + \lambda |\psi_0\rangle \langle \psi_0 |
\]

where a scalar quantity \( \lambda \) is added to effectively modify the energy by \( E_0 + \lambda \). Thus, by adding a penalty term, the energy of the ground state is shifted. If the variational minimum of \( H \) is now sought, then the minimum energy will now be the first excited state of \( H_0 \). The process can be repeated by adding an energetic penalty for the excited states, leading to a solution corresponding to another excited state. This method grows the bond dimension and can have trouble converging to the excited states with the typical DMRG solution.

There are also other strategies to find excitations. In one very interesting result [16], the solution of many excitations were obtained from a Lanczos recursion on a single-site of the network. This was demonstrated to give high quality excitations that eventually decayed with more iterations due to numerical roundoff errors native to Lanczos methods. The method also performed best in the middle of the MPS where the local Hilbert space was largest. The ideas from this paper recently led to another post-processing algorithm that derived excitations from the ground state by finding the null space of the tensor representation [17]. With recent interest in many-body localization, still other methods have attempted to find highly excited states [18, 19].
While methods that rely on a postprocessing step may be fast and accurate in some cases, it should be expected that inaccuracies in correlation functions and energies will appear for higher energy excitations. This is evident in Ref. 16 at higher energy excitations and will be present in similar post-processing methods. In particular, at the edges of a chain, where the bond dimension tapers off from its bulk value to a value of 1 [3, 20], the size of the local Hilbert space also becomes smaller. Thus, when using a Lanczos method here, the decay in the accuracy of the Lanczos coefficients is even more dramatic. Post-processing methods to find excitations are ultimately limited by the size of the Hilbert space on which the necessary Lanczos operations are performed. When the bond dimension is large, the effects will be reduced as in, for example, a critical system, for long range interaction, or periodic bonds. Finding a method to find excitations away from this constrained class of methods would be useful.

One other way to obtain excitation is to optimize a bundle of states. The strategy used in Ref. 21 is to attach a single index to the orthogonality center which labels the wavefunctions. This effectively bundles states together to make a bundled MPS. However, Ref. 21’s algorithm optimizes a generic cost function. From the bundled MPS, the matrix blocks of the Hamiltonian necessary for block Lanczos can be recovered as a last step in that algorithm, but they were not directly solved.

This is where the ideas presented in this paper depart from the previous literature. The algorithm that is presented here effectively replaces the Lanczos update step in DMRG with a block Lanczos (or banded Lanczos or similar) algorithm. Block and banded Lanczos methods extend the traditional use of Lanczos from scalar coefficients to matrix coefficients [22–24]. The implementation of the block Lanczos algorithm is shown here to resolve degeneracies to a high accuracy and has already solved large scale systems with no detectable issue provided that a sufficiently high bond dimension is used [25]. Additionally, there is little extra cost to the size of the wavefunction. Many tens or hundreds of excitations have been solved in the models we investigate with only a moderately large bond dimension. The advantage of directly infusing the DMRG algorithm with block Lanczos will avoid the issues with solving a generic cost function to obtain the excitations [18, 19, 21].

To debut this multi-targeted DMRG method, first the concept of a bundled MPS is introduced formally in Sec. 2. Then, the block Lanczos algorithm as a tensor network routine is introduced. In Sec. III, the multi-targeted DMRG algorithm is introduced for both dense and small bond dimension models.

II. MATRIX PRODUCT STATES OF EXCITATIONS

The basic notation and diagrams are reviewed in Appendix A, which introduces briefly the DMRG algorithm, matrix product states, and some considerations that are necessary here.

Throughout the text, we use a graphical notation for tensor networks common in the field [20]. Each shape on the diagram represents a tensor and the legs indicate the indices on the tensor. Normally, the legs are not labeled with tensor indices, but we do so in Fig. 1 for readability here and in some diagrams below.

A. Bundled matrix product state

To describe a bundle of states on a single MPS, a new index must be added to one of the sites. The fact that not all sites must receive another excitation is an expression of the area law [26]. By recording information of the entanglement between two parts of a system, the MPS naturally is expressed with a single orthogonality center. The same line of thinking applies to a group of excitations as can be seen from the bundling of states in the following.

Attaching the extra index, ξ (referred to as the excitation index throughout), to the orthogonality center, the MPS takes the form

\[ |\Psi\rangle = \sum_{\{a_j\}, \{\sigma_j\}, \xi} A_{a_1}^{\sigma_1} \cdots A_{a_j}^{\sigma_{j-1}} D_{a_{j-1}a_j}^{\sigma_j\xi} B_{a_j a_{j+1}}^{\sigma_{j+1}} \cdots B_{a_N a_{N-1}}^{\sigma_N} \times |\sigma_1 \sigma_2 \cdots \sigma_N\rangle |\xi\rangle \]  (2)

in a mixed gauge (containing both left- and right-normalized tensors, A and B, respectively) with the orthogonality center on site j. The bundled MPS is gauge invariant just as a regular MPS.

There is a way to describe this bundle of excitations as a special direct sum over specific indices of a family of MPSs. To formalize this concept, some special notation must be introduced. Just as with contraction and decomposition, the tensor can be permuted and reshaped into a matrix to perform the operation on the matrix-equivalent [20]. The same is true for the direct sum on two vectors. To review, the direct sum for two vectors \( v_1 \) and \( v_2 \) results in a matrix of those vectors as

\[ v_1 \oplus v_2 = \begin{pmatrix} v_1 & v_2 \end{pmatrix} \]  (3)

Similarly, the operation can be applied on more than two vectors,

\[ \bigoplus_j v_j = \begin{pmatrix} v_1 & v_2 & \cdots & v_N \end{pmatrix} \]  (4)
For the case of tensors, one can group all indices into two groups. One group is the index that will be expanded in size. The other indices are kept the same. This reduction of the tensor object to something that can be included in the direct sum of vectors allows for the use of the traditional operation.

The indices will be grouped into two groups using a tilde notation, indicating the indices that will be expanded on. For example,

\[ A_{a_{i-1} \bar{a}_i}^{\sigma_i} \oplus B_{a_{i-1} \bar{a}_i}^{\sigma_i} = C_{a_{i-1} a_i}^{\sigma_i} \] (5)

means that a tensor \( A_{a_{i-1} \bar{a}_i}^{\sigma_i} \) and \( B_{a_{i-1} \bar{a}_i}^{\sigma_i} \) were joined along the index \( a_i \). In general, any indices with a tilde symbols are expanded and the others are not.

The direct sum operator \( \oplus \) can be used to indicate how indices are joined together to form the bundled MPS [20]. For left-normalized tensors, the expansion appears as

\[ \bigoplus_j (A_j)_{a_{i-1} \bar{a}_i}^{\sigma_i} = A_{a_{i-1} a_i}^{\sigma_i} \text{ [left – normalized]} \] (6)

and similarly for the right-normalized tensors

\[ \bigoplus_j (B_j)_{\bar{a}_{i-1} a_i}^{\sigma_i} = B_{a_{i-1} a_i}^{\sigma_i} \text{ [right – normalized]} \] (7)

where both \( A \) and \( B \) are taken from the individual excitations (index \( j \)) joined together into the bundle; however, the excitation index can be attached to any single tensor of the bundled MPS.

The orthogonality center was already identified as holding the excitations in Eq. (2), so the individual tensors across each MPS must be joined together as

\[ \bigoplus_{\xi} (D_{a_{i-1} \bar{a}_i}^{\xi})^{\sigma_i \bullet} \rightarrow D_{a_{i-1} a_i}^{\sigma_i \xi} \text{ [center of orth.]} \] (8)

where \( \xi \) indexes the individual tensors. Further, a new symbol \( \bullet \) is added to indicate that an index of size 1 is added onto the tensor and implicitly means that the extra index is kept as a record of which excitation is being examined. For example, Eq. (4) would become with this new notation,

\[ \bigoplus_j (v_j)_{a_i}^{\sigma_i} \rightarrow v_i^j \] (9)

where the index \( j \) records each of the vectors \( v \) with elements indexed by \( i \). The resulting tensor \( v_i^j \) can be interpreted as a matrix \( (v_{ij}) \) or, as was the case in Eq. (4), a vector of vectors. Note that none of the indices receive a tilde (as was the case in Eq. (8)) because none of the indices is expanded in the direct sum.

The form in Eq. (8) is the closest to the traditional use of the direct sum operator for matrices \( M_j \) [20],

\[ \bigoplus_{M_j} = \begin{pmatrix} M_1 & 0 & 0 & \cdots & 0 \\ 0 & M_2 & 0 & \cdots & 0 \\ 0 & 0 & M_3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & M_N \end{pmatrix} \] (10)

although there is a key difference between Eq. (10) and Eq. (4) in that an implicit reshaping of an index of size 1 onto the objects. This appears in Eqs. (6–7) and Eq. 8 since the direct sum index does not appear on the final tensor in the former and does in the latter (appearing at \( \xi \)). This implicitly expands the auxiliary indices as well.

Typically, the excitation index \( \xi \) will be stored on one of the unitaries instead of the orthogonality center itself. This is a useful practice when considering the singular value decomposition (SVD) or other decomposition and deciding where to attach the excitation index.

The construction above represents the largest MPS bundle that can be formed for the excitations. The bond dimension of this bundle is the direct sum of all the constituent wavefunctions that were used to construct it, which effectively overdetermines the basis states, and generates a lot of parallel basis functions in the tensor network. A sweep over all sites in the system will allow the SVD or other decomposition to compress the bond dimension, but there will be a minimum bond dimension to represent the excitations without sacrificing fidelity.
of the wavefunction. We note that orthogonality of the left- and right-normalized tensors is maintained because Eq. (8) is fully block diagonal, ensuring that orthogonality is preserved between elements of the blocks.

Note that one can recreate the form of the MPS constructed from the direct sum operations above if a single excitation is selected from the bundled MPS ansatz. Then performing the same for all MPSs representing excitations, the over-determined tensors can be recovered.

In practice, the bundle of excitations will not be required to start the algorithm. One can simply reshape an arbitrary MPS’s orthogonality center with an extra index of size one, trivially, and then begin the algorithm. The excitations will be discovered with an additional ingredient which is introduced next. The case of symmetries can be initialized with a systematic treatment. If a set of quantum numbers is not present in the bundle at a given time, then a random tensor initialized in the proper quantum number can be created and used in the algorithm. At this point, the SVD similar to Fig. 2a can be used to generate normalized blocks when this step is triggered.

III. DENSITY MATRIX RENORMALIZATION GROUP ON MANY EXCITATIONS

Simply defining the bundled MPS also requires an operation to act on all excitations at once. The task now is to identify how to optimize the states simultaneously and variationally. The key step in the DMRG algorithm is to modify the Lanczos step so that it acts on the bundled MPS. Instead of using the traditional Lanczos recursion to find the updated tensors, a block Lanczos technique is used [22–24]. In this case, the use of block Lanczos has only to do with the choice of gauge in the resulting decomposition. If another choice were made, then it would be possible to obtain another extended form of Lanczos, such as banded Lanczos (which would be obtained if a QR decomposition is used instead of the SVD in the following).

Block Lanczos will be presented first in its full form before applying it onto the bundle of excitations in a two-site and single-site algorithm.

A. Block Lanczos

The traditional Lanczos algorithm is a recursion relation where a linear combination of previously obtained states are multiplied with scalar coefficients \( \alpha \) and \( \beta \). The recursion relation is given in Appendix in Eq. (A2).

The advantage of this method over a power method is that fewer operations are required to generate the ground state wavefunction.

Block Lanczos is an extension of the Lanczos algorithm that generates the Krylov subspace of a set of states instead of a single one [22]. In the context of DMRG, it is perfectly suited to updating the orthogonality center of a bundled MPS.

The recurrence relation of block Lanczos is

\[
\Psi_{n+1} B_{n+1} = H \Psi_n - \Psi_n A_n - \Psi_{n-1} B_n^t
\]

where the \( \Psi_n \) are rectangular \( K \times g \) matrices composed of mutually orthonormal columns. The column length \( K \) is the size of the Hilbert space of \( H \) and the number of columns \( g \) is the block dimensions, a parameter of the algorithm. The \( A_n \) and \( B_n \) are \( g \times g \) matrices.

The matrices in Eq. (11) are defined by the following equations:

\[
\Psi_n^t \Psi_k = \mathbb{I}_{g \times g} \delta_{nk},
\]

\[
A_n = \Psi_n^t H \Psi_n,
\]

\[
B_n = \Psi_n^t H \Psi_{n-1}.
\]

where \( \mathbb{I}_{g \times g} \) is a size \( g \) identity matrix and \( \delta_{mn} \) is Kronecker’s delta. The recurrence relation Eq. (11) has the following initial conditions: \( \Psi_1 = 0 \) and \( \Psi_0 \) is an arbitrary matrix satisfying Eq. (12). The columns of \( \Psi_0 \) are the states for which the block Lanczos algorithm generates the Krylov subspace. Note that by choosing \( g = 1 \), we recover the usual Lanczos algorithm. In that case, the matrices \( A_n \) and \( B_n \) are reduced to the \( \alpha_n \) and \( \beta_n \) coefficients. Note that the \( \Psi_n \) matrices can be related to the notation for the scalar Lanczos case (see Eq. (A2)) as

\[
\Psi_n = \begin{pmatrix}
|\psi_1^{(n)}\rangle \\
|\psi_2^{(n)}\rangle \\
|\psi_3^{(n)}\rangle \\
... \\
|\psi_g^{(n)}\rangle
\end{pmatrix}
\]

where each of the \( |\psi_i^{(n)}\rangle \) is a vector of size \( N \) and can be placed as a column in the \( \Psi_n \) matrix.

In practice, \( A_n \) can be computed from its definition Eq. (13), but \( \Psi_n \) and \( B_n \) cannot be computed from their respective definitions. Instead one must proceed as follows: Given the quantities resulting from the previous iteration, we can compute

\[
\Psi_{n+1} = \Psi_{n+1} B_{n+1} = H \Psi_n - \Psi_n A_n - \Psi_{n-1} B_n^t.
\]

To obtain \( \Psi_{n+1} \), we must orthonormalize the columns of \( \Psi_{n+1} \), the (non-unitary) matrix transform that accomplishes this goal is \( B_{n+1}^{-1} \). We proceed by performing a matrix decomposition such as the SVD or the QR decomposition. The choice of decomposition is a choice of gauge, with no fundamental consequences. We choose to use the SVD in this way:

\[
U_{n+1} D_{n+1} V_{n+1}^t = \tilde{\Psi}_{n+1},
\]

\[
U_{n+1} V_{n+1}^t = \Psi_{n+1},
\]

\[
V_{n+1} D_{n+1} V_{n+1}^t = B_{n+1} = B_{n+1}^t.
\]

where it is noted that with this choice of gauge, \( B_n^t = B_n \). To obtain \( \Psi_{n+1} \) and \( B_{n+1} \), a closure relationship was inserted into the decomposition of \( \tilde{\Psi}_{n+1} \). The form
chosen here is the polar decomposition \[27\]; however, any unitary matrix can be inserted into the SVD and give another form without changing the overall properties of the system. The QR decompositions could be used here but would give a different form for the matrices, although when implemented the results presented in the following do not change.

With these practical definitions in hand, one can easily verify that we satisfy Eq. (16). Assuming the non-singularity of the \(B_n\) one can demonstrate by induction that Eqs. (12) and (14) are satisfied.

Once we have performed \(p\) steps of the block Lanczos recursion, the Hamiltonian takes a block tridiagonal form in the orthonormal basis defined by the columns of the \(\Psi_n\) matrices:

\[
T_p = (\Psi_0, \Psi_1, \ldots, \Psi_p)
\]

where it should be noted again that the arrangement of bundled states in Eq. (20) can be represented as a matrix of size \(K \times (pg)\).

This block diagonal matrix can be diagonalized and its lowest eigenvalues are reasonable approximation of the lowest eigenvalues of \(H\). Degeneracies of degree \(g\) or less are resolved. In the context of DMRG, one step of this algorithm allows us to update the \(g\) eigenstates candidates contained in the orthogonality center of the bundled MPS.

**B. Block Lanczos on a bundled MPS tensor**

Implementing the block Lanczos routine into a tensor network is discussed here. Diagrammatically, Eq. (11) is represented in Fig. 2 for the single-site case where the local Hilbert space size is of dimension \(dm^2\) for physical index size \(d\) and link index size of \(m\) in the Lanczos procedure. The additional index that records the current excitation is shown as a wiggly line on the diagrams.

One item should be checked before beginning the above procedure. The first step is to check that the MPS can solve for the requested number of excitations. If, for example, the MPS has dimensions \((2, 2, 4)\) and the number of excitations requested is greater than 16 (product of all dimensions), then the total Hilbert space on this site is not sufficient to generate those excitations. If this is the case, the MPS is truncated on the excitation index to the maximal number.

To normalize the bundled MPS tensor, an SVD can be used, grouping the excitation index on the right and the others on the left, but we discard the \(D\) matrix and contract only \(U\) and \(V^\dagger\) (Fig. 2a). The input to the SVD is always normalized as in any Lanczos algorithm. This is done at each step in the recursion relation here to ensure that the matrices are composed of a fully orthonormalized set of vectors. This also has practical use in real algorithms. If a non-normalized wavefunction is input to a DMRG algorithm (e.g., starting from a purely random MPS or optimizing over \(\hat{c}^\dagger_i|\psi\rangle\) without normalizing first for convenience) then this step will automatically create an appropriate tensor even if only some of the tensor was non-zero at the start. This procedure of normalization has an advantage over dividing by a scalar in that a matrix composed of fully orthonormal rows and columns is produced.

We now explain the step in the diagrams. The center of orthogonality in the bundled MPS tensor is decomposed such that the three traditional indices of the MPS tensor (a physical index and two link indices \([20]\)) are separated from the excitation index in the first step A. The second step B is to contract the two unitary tensors together, forming the normalized input.

The next three steps C–E are the diagram representations of the first three terms on the right hand side of Eq. (11). Step C is the MPO applied onto the MPS as would be traditionally expected in a single-site algorithm.
The contractions necessary are shown in Fig. 3. Step D applies the tensor representing \( A_n \) onto the excitation index of the bundle. One can recognize the contraction of the diagram in step C to form the tensor that is applied on the excitation index.

The result of the diagrams in Fig. 2 contains both \( \Psi_{n+1} \) and \( B_{n+1} \). The remaining task is to separate the two terms from each other so that the information can be used at the next iteration. Note in diagram E where the component tensors for \( B \) were obtained. These tensors are stored from the previous step of the recursion according to Eqs. (14) and (17).

The diagrams have a representation in a tensor format as

\[
\begin{align*}
\text{Fig. 2a)} & \quad W_{a_{i-1}a_i}^{\sigma_i\xi} \overset{\text{SVD}}{=} U_{a_{i-1}a_i}^{\sigma_i\xi}D_{pq}V_{q\xi} \\
\text{Fig. 2b)} & \quad A_{a_{i-1}a_i}^{\sigma_i\xi} = U_{a_{i-1}a_i}^{\sigma_i\xi}V_{q\xi} \\
\text{Fig. 2c)} & \quad (\psi_H)_{a_{i-1}a_i}^{\sigma_i\xi} = (L^E)_{a_{i-1}a_i}^{\sigma_i\xi}w_{i-1}Hw_{i-1}^{\sigma_i} \\
& \quad \times A_{a_{i-1}a_i}^{\sigma_i\xi}(R^E)_{a_i}^{\sigma_iw_i} \\
\text{Fig. 2d)} & \quad (\psi_A)_{a_{i-1}a_i}^{\sigma_i\xi} = A_{a_{i-1}a_i}^{\sigma_i\xi}A_{a_{i-1}a_i}^{\sigma_i\xi}(\psi_H)_{a_{i-1}a_i}^{\sigma_i\xi} \\
\text{Fig. 2e)} & \quad (\psi_B)_{a_{i-1}a_i}^{\sigma_i\xi} = A_{a_{i-1}a_i}^{\sigma_i\xi}V_p^pD_pqV_q\xi
\end{align*}
\]

where the \( \times \) symbol merely denotes the continuation of the line. Note that the primed indices on \( \psi_H \) in Eq. (24) can be trivially renamed without the primes to match the following two tensors, Eqs. (25-26). Tensors denoted with a bar are the tensors found at the previous iteration of the algorithm. The tensors \( \psi_H \) correspond to the tensor generalization of the Hamiltonian acting on the input wavefunction, \( \psi_A \) is the tensor generalization of \( A \) onto \( \psi \), and \( \psi_B \) is the tensor generalization of \( B \) onto \( \psi \). Equal signs are denoted with SVD when an SVD is used, otherwise, the operation is a contraction.

Having constructed the block matrices, the supermatrix \( \tilde{M} \) is formed as in Eq. (21) and decomposed according to

\[
\tilde{M} = \tilde{U}\Lambda\tilde{U}^\dagger.
\]

The diagonalization of this matrix yields a unitary \( \tilde{U} \) that can then be applied onto the excitation index. In our implementation, all states \( \psi_i \) generated by the recursion equations are bundled into one tensor according to Sec. 2. Then, \( \tilde{U} \) is applied onto the excitation index of a bundled MPS tensor that has all excitations from previous steps. The number of excitations requested is then kept by truncating the excitation index.

This procedure is efficient for large models; however, one can imagine many possible permutations on this algorithm.

1. **Quantum numbers**

Quantum number symmetries are a useful concept in tensor networks and can drastically reduce the amount of computational time to perform operations. In essence, each index of the tensors in the network can be labeled by a quantum number [28, 29]. The linear algebra operations are then decomposed into a series of smaller tensors, one for each quantum number sector. This procedure effectively generates a block sparse representation of the tensors and can yield major savings in terms of efficiency of algorithms. For example, a contraction algorithm is divided into a set of smaller contractions, one for each quantum number value on the index being contracted. There is no explicit change to the steps in Fig. 2 brought about by the the quantum number symmetries; however, there are some issues that require discussion.

If quantum number symmetries are specified for the excitation index, then the lowest energies in each sector will be found. Only excitations on the excitation index will be found in the normalization step, so these must be specified before performing any computations. Note that the lowest energies may not correspond to the quantum numbers of the excitation index. If a fixed set of quantum numbers should be obtained after diagonalizing the block-tridiagonal Hamiltonian from Eq. (21), then the list of lowest energies must be identified by quantum number. Then, only those lowest energies in the appropriate quantum number sector should be retained.
In the implementation here, a list of quantum numbers is simply passed to the block Lanczos routine and used to keep and sort the resulting excitations. Alternatively, if no list is provided, then the lowest energies based on the input quantum numbers are kept.

C. Two-site

The standard version of DMRG is to use a reduced site representation of two sites. Once the block Lanczos procedure for two sites is completed, the orthogonality center must be moved to the next site according to the diagrams

where it should be noted that the starting tensor is the result of the block Lanczos procedure and the excitation index must be permuted appropriately for the SVD. This constitutes the only two replacements (Lanczos to block Lanczos) procedure for two sites is completed, the orthogonality center must be moved to the next site according to the diagrams

where it should be noted that the starting tensor is the result of the block Lanczos procedure and the excitation index must be permuted appropriately for the SVD. This constitutes the only two replacements (Lanczos to block Lanczos and changing the movement operations) in the original DMRG algorithm that must be considered for the multi-targeted version presented here.

In a tensor format, the steps would be

\[ A_{a_{i-1}a_i}^{\sigma_i} \sigma_i^\xi \text{ SVD } U_{a_{i-1}p}^{\sigma_i} D_{pq} V_{qa_i}^{\sigma_i^\xi} \text{ [Right sweep]} \] (28)

and

\[ A_{a_{i-1}a_i}^{\sigma_i} \sigma_i^\xi \text{ SVD } U_{a_{i-1}p}^{\sigma_i} D_{pq} V_{qa_i}^{\sigma_i^\xi} \text{ [Left sweep].} \] (29)

The cost of performing this contraction is \( O(d^2 m^3 g) \) per site (quadratically in the physical index size \( d \) where \( d^N = K \), cubically in the bond dimension \( m \), and linearly in the number of excitations \( g \)). Two-site methods are known to be stable and produce high quality ground states with no bias towards the direction of the sweep. However, the introduction of the excitation index means that this algorithm will be more expensive. It should be noted that, even though it is more expensive, the local Hilbert space size is larger for the two-site method, so it is less prone to effects from truncation. The natural question to ask is whether a single-site version can be introduced. The answer is yes, and it turns out that it is less prone to effects from truncation. The natural Hilbert space size is larger for the two-site method, so it is simply passed to the block Lanczos routine and used.

D. Single-site

Using more than one site to write the renormalized system can make the algorithm more expensive. A single-site version is built here and shown not to have many of the deficiencies encountered for the single-site versions usually [30].

The current best known algorithm for a single-site is the strictly single-site (3S) algorithm that has become standard in DMRG [31]. This algorithm is reviewed in Appendix A, but the basic strategy still applies for the bundled MPS because the Hamiltonian is applied on each state in the bundle equally.

The statement made in Ref. 31 is to include a perturbation on the wavefunction that acts as the first order term in a Lanczos algorithm. Essentially, this is \( H|\psi\rangle \). So, evolving the sites in the MPS according to \((H - E)|\psi\rangle\) will drive the wavefunction into the ground state. The perturbation can be modified with a noise term \( \gamma \) as \( |\psi\rangle \oplus \gamma H|\psi\rangle \).

For the multi-targeted algorithm, expressing the single-site operators in the left or right basis for the right or left sweep appears as

where repeated indices are summed over and the resulting tensors are

\[ L_{a_{i-1}w_i a_i}^{E} A_{a_{i-1}a_i}^{\sigma_i \xi} H_{a_{i-1}w_i}^{\sigma_i \xi} X_{a_i w_i a_{i-1}}^{\sigma_i \xi} \] (30)

\[ A_{a_{i-1}a_i}^{\sigma_i \xi} H_{a_i w_i}^{\sigma_i \xi} R_{a_{i-1}w_i a_i}^{E} = w_{i-1} \] (31)

Two indices in parentheses, \((a_i w_i)\) for the first line and \((a_{i-1} w_{i-1})\) for the second, indicate that those indices were reshaped together and can be relabeled as a single index.

In the algebraic notation used here, the direct sum operator would appear for the bundled version as

\[ (A^\dagger)^{\sigma_i \xi}_{a_i a_{i-1}} = A_{a_i a_{i-1}}^{\sigma_i \xi} \oplus X_{a_{i-1} a_i}^{\sigma_i \xi} \] (32)
which appears diagrammatically as

\[
(A')^{\sigma\xi}_{a_{i-1}a_i} = A^{\sigma\xi}_{a_{i-1}a_i} \oplus Y^{\sigma\xi}_{a_{i-1}a_i}
\]

(33)

which appears diagrammatically as

where grey dots denote the indices that are being joined together. The new \(A'\) tensors can then be used in the algorithm in place of the original \(A\) tensors, where the \(A'\) tensors represent the original tensor joined with a representation of the Hamiltonian in either the left or the right environment (X or Y tensors).

The indices are truncated as is done in Ref. 31, where the resulting \(U\) or \(V^\dagger\) tensor is truncated along the first or third index to match the size of the complimentary tensor. The cost of performing these contractions is \(O(dm^3g)\) for each site, a reduction of magnitude \(d\) from the two-site version.

The movement of the orthogonality center is given diagrammatically as

where the excitation index is permuted appropriately to where the index must be moved. In a tensor notation, this is

\[
A^{\sigma\xi}_{a_{i-1}a_i} = U^{\sigma\xi}_{a_{i-1}a_i} D_{pq} V^{\sigma\xi}_{qa_i}
\]

[Right sweep] (34)

and

\[
A^{\sigma\xi}_{a_{i-1}a_i} = U^{\sigma\xi}_{a_{i-1}a_i} D_{pq} V^{\sigma\xi}_{qa_i}
\]

[Left sweep] (35)

In general, the additional index will always be attached to the orthogonality center throughout this work.

1. **Noise term**

The algorithm presented so far assumes that a noise parameter \(\gamma\) is always set to one. This is not always ideal for convergence and should be tuned. The noise term from the 3S algorithm can be adapted here to improve convergence of the single-site. This will provide a drastic improvement on the purely single-site bundle algorithm while keeping the cost savings in comparison with a two or more site algorithm.

In order to ensure that the noise terms are applied individually to each state, the excitation index is contracted onto a \(g \times g\) diagonal matrix for \(g\) excitations. Each diagonal entry of the tensor contains the current noise term for that excitation. Although, multiplying a single coefficient onto the tensor is possible without too much loss of performance in the algorithm.

2. **Entropy influenced by the noise term**

The addition of a noise term and appearance of many excitations can skew the entanglement measured on each bond. Each excitation has its states stacked on top of each other, so all the lowest singular values are retained first without consideration for which excitation they belong to.

The entanglement can therefore be strongly negative if the bundled MPS does not sufficiently converged and the noise term is still operating on the excitations. The energies often converge before a non-negative entropy is found.

If the true entropy must be determined from the bundle, then the tensor representing the excitation of study should be copied from the bundle. The SVD can be performed on this (regular) MPS tensor and the entropy can be determined.

The entropy we discuss here is computed over the full bond dimension during a move. If each excitation was selected individually, then the entropies of each excitation would be computed as normal with their normal behaviour.

E. **Summary of the multi-targeted algorithm**

To summarize the steps in the multi-targeted DMRG algorithm, the following list is provided.

1. Contract a tensor network (bundled MPS and MPO) down to a few-site system.

2. Perform a block or banded (or other matrix) Lanczos algorithm to update the tensors as in Eq. (11). Only a requested number of excitations are kept.
3. The tensor is decomposed with the excitation index moved to the left or right depending on the sweep.

4. The center of orthogonality is moved to the next site according to the diagrams given here.

**IV. DEMONSTRATION ON MODELS**

Here the method is tested on several models to showcase some features that are present.

One point to ask that is not explicitly represented in the scaling of the method is how the bond dimension of the MPS scales as a function of the number of excitations requested. Thus, in the worst case, one can expect that \( m \propto g \). However, this will be shown to be a non-standard case in the following.

**A. Ground state convergence**

Throughout these results, it can be seen that the method avoids many issues of previous methods for excited states, but it is useful to discuss the convergence of the ground state. The methods to be compared against are the two-site algorithm, the 3S algorithm, and the one introduced here.

It is natural to ask if this algorithm, which we will call an "excited state, strictly single-site" (X4S) algorithm here can improve on either the two-site algorithm or the 3S algorithm which was previously introduced into the literature. To show this, the three algorithms are used to solve for the same system, a 100-site spin-1/2 Heisenberg model.

The X4S algorithm does perform faster than the other algorithms that are compared against as demonstrated in Fig. 4. However, the accuracy of the method is somewhat limited if the same bond dimension is used because an additional excitation is present and the bond dimension cannot be screened successfully for the states only relevant to the ground state. It is possible to run the X4S, extract the ground state, and then continue running the two site or 3S algorithm to find a more accurate ground state, but we leave this to future users to determine if this is necessary for their problem. Some natural variation in the energy appears deep into the algorithm. This is due to truncation of the bond dimension, especially at the edges, but these features disappear controllably with larger bond dimension.

**B. Excited state convergence**

With a decreasing bond dimension, the energy levels will become less accurate. To demonstrate this, Fig. 5 shows the energy differences for up to the first 100 excitations (~10% of the total Hilbert space size for a 10-site Heisenberg model) for three different bond dimensions \( (m = 100, 250, 500) \), reported when the bundled MPS is gauged to the first site), which are set for each bond in the system. The energies were solved to an individual accuracy of \( 10^{-8} \) as it is better to ensure each state converges rather than some grouped measure of the convergence. There are several aspects to note.

First, the accuracy of the lowest energy level remains small no matter how many more of \( g \) excitations are requested. This is due to the largest singular values typically corresponding to the lowest energies of the system. The higher lying excitations are only converged with increasing bond dimension, but simply increasing the bond dimension does not guarantee that the lowest excitations will be improved. Rather, enough singular values pertaining to an excitation must not be truncated to get an accurate excited state energy.

With increasing bond dimension size, the excitations become more accurate, as can be seen in the decreasing energy differences of each graphs. Also, higher lying excitations become more accurate because smaller singular values are kept in the SVD as the bond dimension increases. The differences in energies are far from monotonic. This is because we have not screened the singular values for a particular excitation in this case, and such an operation would be difficult to perform efficiently. The energies may be represented differently depending on the singular values available to them. If a higher bond dimension were kept, then more excitations could be retained.

Some variations in the accuracy of the eigenvalues appear as sharp jumps, albeit of a small magnitude. This is due to the natural variation in the singular values se-
FIG. 5. Differences in energies for a requested number of excitations $g$ and for different maximum bond dimensions ($m = 100, 250, 500$). The first ten excitations are shown and then every fifth excitation between 11 and 100. The model is the 10-site spin-half Heisenberg model. Each set of excitations is solved to a given tolerance. With more sweeps, the bond dimension would decrease and errors would go to zero.

Note also that the ground state energy fluctuates slightly with an increasing number of excitations solved for. Again, this is due to keeping the minimal singular values of the SVD. Each of these graphs were found by keeping a noise term as explained earlier. This aided convergence and allowed for a threshold of $10^{-12}$ to be reached in only a few sweeps (between 8 and 500 sweeps for a larger number of states in the bundle). The code ran for no more than a few minutes depending on how many excitations were kept. Memory was not an issue for a moderately sized systems, although the tensors were stored on the hard disk with little overhead for doing so.

The fact that the $g = 10$ curve is similar for each figure is only based on the computation strategy used. Since the excitations were only converged to a tolerance (and not a set number of runs), the computation will stop when the excitations are accurate. This means that the extra states provided by the $m = 500$ computation will converge in the same way as for the $m = 250$ curve. More accuracy can be obtained with more sweeps. For the $m = 100$ curves, the bond dimension is not large enough for the excitations and this generally produces poor convergence. Again, increasing the bond dimension solves these problems.

It is remarkable that the $g = 100$ excitations converge even for such a small bond dimension and that it can be solved quickly. This greatly surpasses the penalty method introduced at the beginning of the paper.

1. Bond dimension scaling

As demonstrated in the last section, the bond dimension can be very small and still describe many excited states. This is due to the properties of the model in most cases and how many rows of a tensor reshaped into a matrix can store a set of indices for a given excitation. It is conceivable that other models will not store the excitations so compactly, although our general experience with this algorithm is that this compactification is reliably found in more models.

However, the natural question to ask is how the bond dimension scales with increasing excitations. Both empirically and logically the bond dimension appears to scale linearly with the number of excitations. That would represent the worst case scenario, but it should be expected as demonstrated here that the bond dimension will often be much lower.

Note that if the algorithm were allowed to run much longer, then the optimal bond dimension for the excitations would be achieved. Further, all errors would go to zero as we will demonstrate on another model later. One strategy is to limit the bond dimension size to something reasonable until convergence and then check by raising it. The cutoff parameter will limit the growth of the total bond dimension size in many cases.
2. Sparsity of link index basis

Based on the findings of the previous section, it is a natural question to ask why the link indices are not growing exponentially with the number of excitations requested. After all, this is the required bond dimension of the MPS for the single, exact wavefunction. The answer is naturally that the low lying excitations share many basis states. This section will estimate how many of these functions can be estimated in a spin model.

Taking results from exact diagonalization for a spin-half Heisenberg model with 30 sites, the results for the lowest energies in each of the lowest energies in the 16 distinct quantum number sectors can be obtained. Each sector differs by a total value of the sum of all of the $\hat{S}_i^z = \sum_i \hat{S}_i^z$ values. While exact diagonalization captures all energies correctly, the same can be obtained by choosing an initial MPS in the correct quantum number sector and solving for the ground state with the symmetry enforced. Doing so obtains excitations out to machine precision without the use of the multi-target algorithm here. These excitations can be bundled together to obtain the exact bundle according to the algorithm presented in the earlier sections of this paper.

When the exact bundle is placed into the multi-DMRG algorithm, the SVD truncation removes some of the states that are necessary for describing high energy excitations in the bundle. Depending on the details of truncation, only a certain number of excitations can be described by the basis. While the individual solutions in each of the quantum number sectors kept these, it must be minded that the weighting across different sectors can be different. Note that the exact bundle requires a bond dimension of approximately 700.

In this solution, a bond dimension of 200 allows for 8 excitations to be obtained. Increasing the bond dimension to 1000 actually decreases the number of excitations found to 7 that can be solved for simultaneously (this is due to the uneven weighting of states when truncating with the SVD across all sectors). This implies that the low-lying excitations can be captured by a small bond dimension, but that higher excitations require larger singular values to be kept the SVD. If a worse starting state had been used (i.e., only the lowest lying excitation), then only 7 excitations are found since it is difficult to obtain enough states on the non-excitation index to fully accommodate all solutions.

One way to visualize this is to consider the states necessary to describe the highest excitation where all spins are pointed up. The weight in the density matrix for the link index has a very small magnitude when weighted for the lowest excitation as this state contributes very little to the overall ground state. Hence, it is truncated.

In full, this is an inefficient way to use the algorithm since the excitations can be obtained by solving with the multi-target algorithm on one sector only. However, it does illustrate how close the relevant bond index states are to each other for this model. It should be noted that the method still performs extremely well for half of the possible excitations in this 30-site model. It should also be minded that the low-lying solutions within a given quantum number sector are easily found with a small bond dimension as demonstrated in other sections.

| Deg. | $E$ | $\Delta E$ |
|------|-----|----------|
| 1    | $-1.2558352072798$ | $1.0 \times 10^{-14}$ |
| 3    | $-3.930673589(5)$ | $4.4 \times 10^{-15}$ |
| 3    | $-3.52704357161(5)$ | $1.0 \times 10^{-15}$ |
| 1    | $-3.3961982689621$ | $7.9 \times 10^{-15}$ |
| 1    | $-3.1681508292(5)$ | $1.8 \times 10^{-14}$ |
| 1    | $-2.61349518(1)$ | $4.1 \times 10^{-14}$ |
| 1    | $-2.8008740060(4)$ | $2.6 \times 10^{-15}$ |
| 1    | $-2.7298512548834$ | $3.9 \times 10^{-15}$ |
| 1    | $-2.709124428(7)$ | $6.5 \times 10^{-14}$ |
| 5    | $-2.61349518(1)$ | $2.3 \times 10^{-10}$ |
| 1    | $-2.5858046700255$ | $4.4 \times 10^{-16}$ |
| 1    | $-2.5447364827264$ | $3.5 \times 10^{-15}$ |
| 3    | $-2.527561848(0)$ | $2.9 \times 10^{-13}$ |
| 3    | $-2.41813085203(8)$ | $2.3 \times 10^{-14}$ |
| 3    | $-2.3538671946(5)$ | $2.6 \times 10^{-13}$ |
| 5    | $-2.34910996(8)$ | $1.0 \times 10^{-9}$ |

TABLE I. The lowest 51 energies for the Heisenberg model with 10 sites and lowest differences with the exact values. Shown is the degeneracy (Deg.), and the number of digits consistent between the eigenvalues as determined from the solutions in DMRG (uncertain digits in parentheses). The bond dimension for this computation was $m = 256$ with a cutoff [26] of $10^{-9}$.

C. Degeneracy: Heisenberg models

It is well known that the degeneracies of the solutions follow a specific pattern. Namely, they are all odd numbers for the spin-1/2 chain [32–35]. To demonstrate how reliable the degeneracies are recovered, the energies for each of 51 excitations are shown in Table I. The energies differences with exact diagonalization show a small difference is found for a moderate bond dimension of $m = 256$ on a 10-site Heisenberg model.

The differences in the digit precision of the values stated is greatly affected by the truncation of the bond dimension. This is because the truncation of the bond dimension does not necessarily truncate all values of the index with any attention paid to the excitation. Nevertheless, the number of digits in agreement for a given set of degenerate excitations are very high. The digits in parentheses in Table I show which of the digits are uncertain for each of the degenerate states just by analysis of the multi-targeted DMRG solution.

Note that the difference with the exact value increases with degeneracy and as the excitation number goes up.
This can be attributed to the retention of the lowest eigenvalues in this case. Since all eigenvalues are ordered over all excitations, the largest singular values are for the lowest energy levels. This also means that solving for more excitations will increase the innacuracy in the low lying excitations in a straightforward application of this method.

The quality of the solutions are retained even for large lattices. Table II shows the degeneracies and energies for the 100-site spin-half Heisenberg model.

### D. Low bond dimension: Fermionic models

It is often the case that a quantum number can be identified as being conserved in a system. A tensor network computation can accommodate a fixed number of particles for any Hamiltonian [28, 29]. One of the most popular ways in which quantum numbers are implemented in MPS wavefunctions is to conserve fermion numbers. This allows for the solution of a systems at fixed quantum number without varying a chemical potential.

The tight-binding (i.e., non-interacting Hubbard) model can be written with constants such that it represents a discretized version of the continuum model [36]. In this case, the model will be solved without an interaction term to solve commonly known models, so a tight binding Hamiltonian is the result,

\[
H = \sum_i t \left( \hat{c}_{i\sigma}^\dagger \hat{c}_{i+1,\sigma} - \hat{c}_{i+1,\sigma}^\dagger \hat{c}_{i\sigma} \right) + \sum_i (\mu + v_i) \hat{n}_i \tag{36}
\]

where \( \sigma = \{\uparrow, \downarrow\} \), \( \hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma} \), \( \hat{n}_i = \hat{n}_{i\uparrow} + \hat{n}_{i\downarrow} \), \( t \) is a hopping parameter, and \( \mu \) is a chemical potential. The external potential \( v_i \) it chosen based on the system explored. To match the continuum results, we will use a grid spacing of \( \Delta = 1/N_\text{grid} \) for \( N_\text{grid} \) grid points. This means that larger models will approach the thermodynamic limit.

There is a possibility to represent a continuum version of this model by setting [37]

\[
t = -1/(2\Delta^2) \quad \text{and} \quad \mu = 1/\Delta^2 \tag{37}
\]

which correspond to the second order finite different approximation of the continuum form of the second derivative operator in the kinetic energy, \( \hat{T} = -\frac{\hat{\nabla}^2}{2} \) [37]. The constant \( \Delta \) is the grid spacing. As the number of grid points is increased, the model will approach the continuum values of the full model. The required bond dimension size will be small, but the ability for the multi-targeted DMRG method to resolve energy levels will continue.

In all simulations, a single electron is solved on \( N > 100 \) sites, a moderate size. There is no attempt to extrapolate the solution to the continuum limit, although there were no issues with increasing the number of lattice points in terms of the quality of the solutions found by the method.

For the large model, it was easiest to solve the lowest energy level in a regular (not bundled) MPS and then to explicitly bundle \( g \) copies of the ground state together for the initial bundle for \( g \) excitations. This is necessary here because of the low bond dimension required for the solution with quantum number symmetries. The normalization step automatically orthogonalizes all excitations in this case. The bond dimension for these systems is extremely low (\( m \approx 5 \) even with 4 excitations). For many other cases of interest, where the bond dimension is larger, the normalization procedure generates an appropriate tensor to search for the excitation in another quantum number sector, provided that the quantum number labels allow for the correct block to appear. We suspect that these low bond dimension results would be difficult to obtain with a post-processing technique for excitations, though we also have not seen an issue with larger bond dimensions for harder to solve systems that require larger bond dimensions.

Note that even for higher energy excitations that the boundary conditions behave smoothly at the edges. This is true for the Heisenberg model presented earlier as well. This implies that the solution of the energy eigenstates is not suffering from numerical precision issues as more excitations are demanded.

#### 1. Particle in a box

In the case of a particle in a box, \( v_i = 0 \) everywhere. The values for the eigenstates correspond nearly to the theoretical values \( E_\nu = \nu^2 \pi^2/(2L^2) \) in the continuum and should match within the tolerance of the chosen grid spacing, \( \Delta \). Both the energies and the one-body densities are shown in Fig. 6 and Table III.

In both cases, the eigenvalues and eigenvectors match perfectly with exact diagonalization on the same lattice, even for the larger lattice sizes.
TABLE III. The first 10 energies and their difference with exact energies, $E_{\nu}$, are given in this table for a single particle in a box. Parameters are chosen such that $(\frac{\pi}{2L})^2 = 1$ and also that $\hbar = m = 1$, for Planck’s constant and the electron mass. The number of grid points $N = 101$ are chosen so that the center point can handle a node more easily. The grid spacing is $\Delta = 1/N$. Deviations from the theoretical values are on the order of $10^{-4}$ are due to the finite-difference approximation of the kinetic energy operator on a grid, not to the algorithm since it matches a full diagonalization. The values labeled by $\Delta E$ correspond to the value in the basis as found from the diagonalization of the single-particle Hamiltonian on the discretized grid (including some discretization error), and the theoretical value is reported in the continuum limit.

2. Quantum harmonic oscillator

The quantum harmonic oscillator is defined when a potential of the form

$$v_i = \frac{1}{2} \omega^2 \left( \Delta(i - N_{\text{center}}) \right)^2$$

where the frequency $\omega$ is set to 1 throughout this demonstration and $N_{\text{center}} = (N - 1)/2$. The values for the eigenstates correspond identically to the theoretical values $E_{\nu} = \omega (\nu + \frac{1}{2})$ up to a tolerance of the chosen grid spacing, $\Delta$. Both the energies and the one-body densities are shown in Fig. 7 and Table IV.

The method tends to perform well even for many excitations. Out to the number of excitations shown, there is no discrepancy between the eigenvalues and eigenvectors from exact diagonalization.

3. Discussion

The models in this section are standard examples in quantum physics and provide a baseline for how the method performs with a single particle. These examples do not contain an interaction, making them somewhat atypical example uses of tensor network methods, but they convey the abilities of these methods.

We note one feature of both Fig. 6 and Fig. 7. The results are relatively symmetric after a few sweeps. It has long-been known that the 3S method and other single-site

FIG. 6. Densities $n(x) = \langle \hat{n}_i \rangle$ (shifted by the value $2(\nu - 1)$) for a particle in a box. The bundled MPS was solved with $m = 100$ many body states kept and all excitation solved simultaneously.

TABLE IV. The first ten energy levels, $E_{\nu}$ of the quantum harmonic oscillator ($\omega = 1$). The values were found on a 501 site lattice with a grid spacing of $\Delta = 0.05$. Shown is the difference from the answer from exact diagonalization, $\Delta E$, and the number of digits consistent between the eigenvalues. The bond dimension for this computation was $m = 256$ with a cutoff of $10^{-9}$. 

$$\begin{array}{c|c|c|c}
\nu & E_{\nu} & \Delta E & \text{Theory} \\
\hline
0 & 0.499 921 862 787 260 & 3.6 \times 10^{-14} & 0.5 \\
1 & 1.499 609 265 050 815 & 3.9 \times 10^{-14} & 1.5 \\
2 & 2.498 983 947 278 260 & 2.7 \times 10^{-14} & 2.5 \\
3 & 3.498 045 762 526 104 & 9.3 \times 10^{-14} & 3.5 \\
4 & 4.496 794 563 620 553 & 3.1 \times 10^{-14} & 4.5 \\
5 & 5.495 230 203 156 738 & 3.9 \times 10^{-14} & 5.5 \\
6 & 6.493 352 533 498 261 & 9.7 \times 10^{-14} & 6.5 \\
7 & 7.491 161 406 776 690 & 3.3 \times 10^{-14} & 7.5 \\
8 & 8.488 656 674 890 615 & 3.0 \times 10^{-14} & 8.5 \\
9 & 9.485 838 189 505 555 & 1.4 \times 10^{-13} & 9.5 \\
\end{array}$$
methods can bias the results in one direction or another, but the X4S algorithm appears to correct these biases with subsequent sweeps.

In comparison with other techniques, namely Ref. 16, our method found a more consistent agreement with the eigenenergies for all eigenvalues. The memory cost savings of Ref. 16’s method did not necessarily make up for the loss of precision in our view. We also have not noticed any loss of degeneracies with this method even for very large systems [25]. One additional issue is that the edges of the system are well behaved here and lack oscillations. While the worst case scenario of linear scaling with the number of excitations for the bond dimension is given, it is shown here in practice that the optimal bond dimension is often far less than this cutoff [26].

While fermionic systems were studied here, large bosonic systems with applications to superconducting qubits can also be handled with this method [25].

Note added after submission. We were alerted to the prior publication of a similar method in Ref. 38 which is based on the LOBPCG method from Ref. 39. The block Lanczos technique here is drastically simpler. We note that the algorithm here does not require the merging of blocks after solution by block Lanczos technique (as is stated in Algorithm 1 of Ref. 38). Rather, the method here solves for excitations simultaneously. Tensors corresponding to individual eigenvalues do not necessarily need to be orthogonalized against each other (as just before Eq. (9) of Ref. 38) but that we chose an equivalent SVD based approach here to compensate for the noise term. We also note that the single-site noise term to aid convergence is novel to this work. The method here does not precondition the eigenvalue problem, but this is often unnecessary for the update procedure of the matrix product state. The method in this paper has also been evaluated far beyond 100 excited states, the stated limit of Ref. 38. It is not clear whether the other algorithm resolves degeneracies as well as the present algorithm.

V. CONCLUSION

A multi-targeted DMRG algorithm was described. The main ingredients were to replace the Lanczos step in DMRG with a block Lanczos procedure and then to modify the movement operations. The MPS ansatz was extended to the case of a bundled MPS that included an extra index to catalog excitations.

The method was able to resolve degeneracies without increasing the MPO’s bond dimension, as is the case with the penalty method mentioned in the introduction. The ability for the multi-targeted block Lanczos algorithm to discover excited states without too much computational overhead is a great advantage over the penalty terms that are the most common way to introduce excitations into the MPS at the current time.

The multi-targeted algorithm is able to resolve excitations simultaneously, does not increase the bond dimension of the MPO, and does not suffer from systematic issues with degenerate states, even in large systems. The method works on either small or large bond dimension problems, particularly those in superconducting circuits, and has been reliable even in hard to solve models.
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Appendix A: Review of matrix product states and the density matrix renormalization group

The relationship between the MPS and the full wavefunction for a quantum system can be seen as a series of tensor decompositions on the full wavefunction [26]. Recasting an $N$-site wavefunction as a tensor, $\psi_{\sigma_1\sigma_2...\sigma_N}$, with physical degrees of freedom expressed by $\sigma_i$, then a series of QR decompositions can give the state [20]

$$|\psi\rangle = \sum_{\{a_i\},\{\sigma_i\}} A_{a_1}^{\sigma_1} A_{a_2}^{\sigma_2} ... D_{a_{N-1}}^{\sigma_N} |\sigma_1\sigma_2...\sigma_N\rangle$$

(A1)

where a series of reshaping operations group and separate the indices so that the QR decomposition on matrices can be used. Raising and lowering an index has no significance in this notation or in general for a tensor network [20]. An extra index $a$ is introduced and corresponds to the remaining states in a system [20], as introduced during a tensor decomposition. The final tensor is denoted as $D$ to signify the orthogonality center, which is the only tensor in the network that does not contract to the identity and contains the square root of the coefficients of the density matrix for whatever partition is selected in the system [26]. The tensors $A$ are left-normalized and when contracted on the dual left-normalized tensors, contract to the identity. The gauge of an MPS can be changed by a series of SVDs (or QR or LQ decompositions [26]) which transforms some of the tensors to right-normalized tensors, $B$. No matter how the MPS is gauged, a single orthogonality center is present.

The challenge for handling many excitations is to incorporate each as an additional index on the orthogonality center.

1. Two-site density matrix renormalization group algorithm

The DMRG algorithm operates on an MPS and has the following four basic steps in the algorithm. These are repeated until convergence [26].

1. Contract a tensor network (MPS and MPO) down to a few-site system.
2. Perform a Lanczos algorithm to update the tensors

$$|\psi_{n+1}\rangle = H|\psi_n\rangle - \alpha_n|\psi_n\rangle - \beta_n|\psi_{n-1}\rangle$$

(A2)

with $\alpha_n = \langle\psi_n|H|\psi_n\rangle$ and $\beta_n^2 = \langle\psi_{n-1}|\psi_{n-1}\rangle$. The coefficients form a tridiagonal matrix which is the Hamiltonian in the Lanczos basis [24, 41].
3. The tensor is decomposed with—for example—the SVD to break apart the tensors
4. The center of orthogonality, $\hat{D}$, is moved onto the next tensor.

Having found the renormalized representation of the problem for the next subset of sites by updating the environment tensors for the reduced site representation, the steps can be repeated. Once the full lattice is swept by the algorithm, one iteration is complete and the algorithm can be run until the ground state converges or some other criterion is met. More details (and diagrams) are found in Ref. 26.

The Lanczos procedure in step 2 is typically only done for a few iterations (i.e., 1). This is because the environment contracted down to in the first step is typically not correct. Thus, a small update to the local tensors is useful in this case. The Lanczos step could be replaced by another method, but this is the generally accepted method to update the tensors in DMRG.

Originally, the algorithm was demonstrated for a renormalized problem of 2 sites. However, there is one variation of this algorithm for a single-site that is worth mentioning here since it can drastically reduce the total computational time. The time for traditional DMRG is $O(d^2m^3)$ per site with size $d$ physical index and a bond dimension of $m$ [26].
2. Strictly single-site (3S) algorithm

It is possible to formulate DMRG such that it only uses one site. The first attempt we will discuss here that is truly a single-site algorithm was from Ref. 30. There were some systematic issues with this method, so Ref. 31 introduced a correction that is widely used at the present time. This modified single-site algorithm (called the strictly single-site algorithm or 3S) relies on an expansion of the tensor along the first Krylov vector of a Lanczos algorithm.

Steps 1 and 2 are kept the same in this DMRG algorithm from above. Once the single-site is updated with Lanczos, another state, \((H - E)|\psi\rangle\) is added onto the single-site tensor (with eigen-energy \(E\)). This is the first iteration of the Lanczos algorithm from Eq. (A2). This requires that the tensor representing the site and a new tensor with the associated MPO contracted onto it are joined together using the \(\oplus\) operation defined in the main text for the bundled MPS.

The original problem was represented in tensor notation, but the diagrammatic version will be shown here. Because the MPO contracted onto the MPS tensor has extra indices, it is best to take the expansion term \(H - E\) in the left and right environments depending on which direction the DMRG algorithm is sweeping in. For the left sweep the operation is

\[
L_i^E a_{i-1, a_i}^\sigma_i H^\sigma_i \otimes R^E a_i = w_{i-1}
\]

and for the right sweep the operation is

\[
L_i^E a_{i-1, a_i}^\sigma_i H^\sigma_i \otimes R^E a_i = w_{i-1}
\]

where the two tensors on the right are contracted onto the next MPS tensor for the right sweep. Similarly, the two tensors on the left of the decomposition are contracted onto the tensor on the left for the left sweep.

In the tensor form, the above equations are

\[
A_{a_{i-1, a_i}}^\sigma_i \text{ SVD} U_{a_{i-1, a_i}}^{\sigma_i} D_{pq} V_{q a_i} [\text{Right sweep}]
\]

and

\[
A_{a_{i-1, a_i}}^\sigma_i \text{ SVD} U_{a_{i-1, a_i}}^{\sigma_i} D_{pq} V_{q a_i} [\text{Left sweep}]
\]

The algorithm as presented so far is when the expansion term is to be applied at full strength. However, it is highly useful to decrease the effective magnitude of the expansion term such that the expansion is zero when the MPS is mostly converged. This will aid convergence. The algorithm presented in Ref. 31 uses two quantities to ensure that the value for the noise parameter \(\gamma\) is set correctly. The relationship stated in Ref. 31 is to keep the relationship \(\Delta E_T \approx -0.3 \Delta E_O\) where \(\Delta E_T\) is the energy difference from the previous sweep and \(\Delta E_O\) (both of which can be estimated from the energy values and truncation error) is the energy difference lost when truncating the tensor with the SVD. In order to control the
size of $\gamma$ further, a small decay can be multiplied onto the value at each step.

Because of the noise term, the 3S algorithm does not always converge the energy to the ground state of the system, but it generally gets very close. Further, some bias in the wavefunction based on the sweep direction occurs, just as for the original single-site methods. The implementation here is that of the DMRjulia library [26]. The method then scales as $O(N_ddm^3)$, a reduction of a factor of $d$ from the two-site algorithm because only one physical index is present.
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