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Abstract

Despite the remarkable success of the Λ Cold Dark Matter (ΛCDM) cosmological model, a growing discrepancy has emerged (currently measured at the level of $\sim 4 - 6\sigma$) between the value of the Hubble constant $H_0$ measured using the local distance ladder and the value inferred using the cosmic microwave background and galaxy surveys. While a vast array of ΛCDM extensions have been proposed to explain these discordant observations, understanding the (relative) success of these models in resolving the tension has proven difficult – this is a direct consequence of the fact that each model has been subjected to differing, and typically incomplete, compilations of cosmological data. In this review, we attempt to make a systematic comparison of seventeen different models which have been proposed to resolve the $H_0$ tension (spanning both early- and late-Universe solutions), and quantify the relative success of each using a series of metrics and a vast array of data combinations. Owing to the timely appearance of this article, we refer to this contest as the “$H_0$ Olympics”; the goal being to identify which of the proposed solutions, and more broadly which underlying mechanisms, are most likely to be responsible for explaining the observed discrepancy (should unaccounted for systematics not be the culprit). This work also establishes a foundation of tests which will allow the success of novel proposals to be meaningfully "benchmarked".
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1. The Hubble tension circa July 2021

The so-called “Hubble tension” refers to the inconsistency between local measurements of the current expansion rate of the Universe, i.e. the Hubble constant $H_0$, and the value inferred from early-Universe data using the $\Lambda$CDM model. This tension is predominantly driven by the Planck collaboration’s observation of the cosmic microwave background (CMB), which predicts a value in $\Lambda$CDM of $H_0 = (67.27 \pm 0.60) \text{ km/s/Mpc}$ [1], and the value measured by the SH0ES collaboration using the Cepheid-calibrated cosmic distance ladder, whose latest measurement yields $H_0 = (73.2 \pm 1.3) \text{ km/s/Mpc}$ [2]. Taken at face value, these observations alone result in a 4.1$\sigma$ tension.
The problem, however, is more severe than the naïve comparison between Planck and SH0ES may suggest. Today, there exist a variety of different techniques for calibrating ΛCDM, and subsequently inferring the value of $H_0$, which do not involve Planck data – for example, one can use alternative CMB data sets such as WMAP, ACT, or SPT, or one can remove observations of the CMB altogether and combine measurements of Big Bang nucleosynthesis (BBN) with data from baryonic acoustic oscillations (BAO) [3–8] or with supernovae constraints [5, 9, 10].1 These probes, which invoke at least one measurement from high redshifts, are often dubbed “early-Universe calibrations”, and all result in $H_0$ values below 70 km/s/Mpc (typically in strong agreement with the value inferred by Planck using ΛCDM). Similarly, several alternative methods for directly measuring the local expansion rate have been proposed in the literature. A large number of these techniques offer alternative methods for calibrating the cosmic distance ladder, removing any bias introduced from Cepheid observations. One example is the recent determination of $H_0$ obtained by the Chicago-Carnegie Hubble program (CCHP), which calibrates SNIa using the tip of the red giant branch (TRGB); this observation yielded a value of $H_0 = (69.8 \pm 0.6 \text{ (stat)} \pm 1.6 \text{ (sys)}) \text{ km/s/Mpc}$ [13, 14], in between the Planck CMB prediction and the SH0ES calibration measurement. However, alternative analyses using similar techniques have yielded values significantly closer to the value obtained by SH0ES, in particular the latest calibration of the TRGB using the parallax measurement of ω−Centauri from GAIA DR3 leads to $H_0 = (72.1 \pm 2.0) \text{ km/s/Mpc}$ [15, 16]. Additional methods intended to calibrate SNIa at large distances include: surface brightness fluctuations of galaxies [17], MIRAS [18], or the Baryonic Tully Fisher relation [19]. There also exists a variety of observations which do not rely on observations of SNIa – these include e.g. time-delay of strongly lensed quasars [20, 21], maser distances [22], or gravitational waves as “standard sirens” [23]. While not all measurements are in tension with Planck, these direct probes tend to yield values of $H_0$ systematically larger than the value inferred by Planck.2 Depending on how one chooses to combine the various measurements, the tension may be elevated to as much as 6σ [24].

Intense experimental efforts are underway to establish whether this discrepancy can be caused by yet unknown systematic effects (appearing in either the early or late Universe measurements, or both). This includes (but is not limited to) issues in SNIa dust extinction modelling and intrinsic variations [25, 26], the importance of Cepheid metallicity correction [27], differences in TRGB calibration in the LMC [13, 15, 28] and in the Milky Way [16, 29], different population of SNIa at low-z and high-z [30–33], and the existence of a local void biasing $H_0$ estimates [34, 35] (for a more complete review, see Ref. [24]). Yet, the appearance of this discrepancy across a wide array of probes seems to suggest that a single systematic effect may not be sufficient to resolve this discrepancy.

The alternative possibility is that the Hubble tension reflects a breakdown of the ΛCDM model; properly accounting for new physics operating either in the early- or late-Universe could change the inference of $H_0$ from the “early-Universe” probes to be in agreement with the direct measurements. In order to understand how such a shift could occur within an extended cosmology, it is first useful to understand how $H_0$ is inferred from observations of the CMB. The key scales at play in the ΛCDM prediction are the observed angular scale of sound horizon at recombination $\theta_s$, measured at $\mathcal{O}(0.1\%)$ precision in CMB data, and the related angular scale of sound horizon at baryon

---

1The robustness of such probes have been investigated for example in Refs. [11, 12].

2However, there is some debate about the robustness and independence of these additional measurements, see e.g. Ref. [14].
modification of the sound horizon can be accomplished by directly increasing the radiation density of the acoustic pattern in the given model would appear smaller than the ΛCDM prediction. This higher, all the observations would be physically closer (i.e. angular diameter distance by a common factor for all probes. In other words, if the true H is involved in Equation (2) is strongly dominated by the low redshift regime where ∼1000 the same while varying H0 is an exceptionally difficult task, especially since the integral involved in Equation (2) is strongly dominated by the low redshift regime where H(z) ∼ H0 (since otherwise H0/H(z) ≪ 1). With this in mind, it is natural to instead consider solutions that modify the sound horizon, and to subsequently compensate any shift by varying H0, which re-scales the angular diameter distance by a common factor for all probes. In other words, if the true H0 were higher, all the observations would be physically closer (i.e. D_A is smaller), but the intrinsic size of the acoustic pattern in the given model would appear smaller than the ΛCDM prediction. This modification of the sound horizon can be accomplished by directly increasing the radiation density

\[ r_s = \frac{1}{H_0} \int_{z_s}^{\infty} \frac{c_s dz}{H(z)/H_0}, \]  

while the angular diameter distance is given by

\[ D_A(z_s) = \frac{1}{1 + z_s} \cdot \frac{1}{H_0} \sin_k \left( \int_{0}^{z_s} \frac{dz}{H(z)/H_0} \right), \]  

with sin_k(x) = x in a flat universe, sin_k(x) = 1/√−Ω_k sin(√−Ω_k x) in a closed universe (Ω_k < 0), and finally sin_k(x) = 1/√Ω_k sinh(√Ω_k x) in an open universe (Ω_k > 0).

There are now two ways to approach the question of how the angular scales measured by the CMB and BAO depend on the Hubble parameter. In a first approach, let’s consider the physical densities ρ_X contributing to the Hubble parameter H(z) via the Friedmann law. One can immediately recognize that a change of the Hubble parameter today (H_0) exclusively impacts the density today, which is predominately dictated by dark energy; in other words, fixing all physical densities Ω_X h^2, one observes that a change in H_0 is completely equivalent with a re-scaling of Ω_DE (within the flat-ΛCDM model). Thus, it would at first seem natural to attempt to increase the value of H_0 via a late-time modification of dark energy. However, since the sound horizon of Equation (1) is not impacted by H_0 in this view, one has to be careful to keep the angular diameter distance fixed in order not to change the given measured angular scales. This can be accomplished by requiring the energy density to be smaller in the past, in such a way so as to compensate for the higher energy density today. This is known as the “geometrical degeneracy” within CMB data. The problem for this class of solutions, however, arises from the multitude of the low redshift measurements (such as supernovae, BAO, cosmic chronometers), which tightly constrain H(z)/H_0 in a redshift range of around z ≲ 2. Keeping all of the angular diameter distances at redshifts from ∼ 1 to ∼ 1000 the same while varying H_0 is an exceptionally difficult task, especially since the integral involved in Equation (2) is strongly dominated by the low redshift regime where H(z) ∼ H_0 (since otherwise H_0/H(z) ≪ 1). With this in mind, it is natural to instead consider solutions that modify the sound horizon, and to subsequently compensate any shift by varying H_0, which re-scales the angular diameter distance by a common factor for all probes. In other words, if the true H_0 were higher, all the observations would be physically closer (i.e. D_A is smaller), but the intrinsic size of the acoustic pattern in the given model would appear smaller than the ΛCDM prediction. This modification of the sound horizon can be accomplished by directly increasing the radiation density

\[ \theta_D, \text{ measured at } O(1\%) \text{ precision within the latest BOSS data.}^3 \]  

These angular scales are defined as θ_X ≡ r_X/D_A(z), where the numerator is either the sound horizon at recombination r_s or sound horizon at baryon drag r_D, while the denominator is the angular diameter distance D_A to recombination z_s ≃ 1100 or to the redshift of the survey z_s ≃ 0.1 − 3. Given that the relationship between r_s and r_D is fixed within the ΛCDM cosmology, it is common to say that one can calibrate BAO using the CMB sound horizon measurement, such that r_s plays the role of a standard ruler that allows us to strongly constrain the angular diameter distance (and therefore the expansion rate) as a function of redshift. The sound horizon is calculated as

\[ r_s = \frac{1}{H_0} \int_{z_s}^{\infty} \frac{c_s dz}{H(z)/H_0}, \]  

while the angular diameter distance is given by

\[ D_A(z_s) = \frac{1}{1 + z_s} \cdot \frac{1}{H_0} \sin_k \left( \int_{0}^{z_s} \frac{dz}{H(z)/H_0} \right), \]  

with sin_k(x) = x in a flat universe, sin_k(x) = 1/√−Ω_k sin(√−Ω_k x) in a closed universe (Ω_k < 0), and finally sin_k(x) = 1/√Ω_k sinh(√Ω_k x) in an open universe (Ω_k > 0).

There are now two ways to approach the question of how the angular scales measured by the CMB and BAO depend on the Hubble parameter. In a first approach, let’s consider the physical densities ρ_X contributing to the Hubble parameter H(z) via the Friedmann law. One can immediately recognize that a change of the Hubble parameter today (H_0) exclusively impacts the density today, which is predominately dictated by dark energy; in other words, fixing all physical densities Ω_X h^2, one observes that a change in H_0 is completely equivalent with a re-scaling of Ω_DE (within the flat-ΛCDM model). Thus, it would at first seem natural to attempt to increase the value of H_0 via a late-time modification of dark energy. However, since the sound horizon of Equation (1) is not impacted by H_0 in this view, one has to be careful to keep the angular diameter distance fixed in order not to change the given measured angular scales. This can be accomplished by requiring the energy density to be smaller in the past, in such a way so as to compensate for the higher energy density today. This is known as the “geometrical degeneracy” within CMB data. The problem

\[ 3^3 \text{BAO also measure the redshift scale } H(z_s) r_s \text{ at a given survey redshift } z_s, \text{ however the argument presented here holds since } H(z) \text{ and } 1/D_A(z) \text{ are both directly proportional to } H_0 \text{ if } H(z)/H_0 \text{ is kept fixed.} \]  

\[ 4^4 \text{A second problem, related to the “inverse-distance ladder” calibration of SNIa, will be discussed in more details later. We focus here on shortcomings of late-universe solutions that applies to all } H_0 \text{ measurements.} \]
in the early Universe, by shifting the time of recombination, or by introducing a sharp increase of the expansion rate shortly before recombination. We categorize the models studied here depending on the mechanism via which they attempt to raise the inferred value of \( H_0 \); specifically, we consider models which alter the sound horizon via dark radiation (see Section 3.2), those which exploit an alternative early Universe mechanism that does not rely on dark radiation (see Section 3.3), and the late-time solutions (see Section 3.4).

There is an alternative approach to understanding how the CMB and BAO constrain the Hubble parameter. As we have just argued, most low redshift probes predominately constrain only the relative expansion law \( H(z)/H_0 \), not the absolute normalization of the expansion. From an observational perspective, this implies that these probes are sensitive to the fractional densities \( \Omega_X = \rho_X/\rho_{\text{crit}} \) rather than the physical densities \( \rho_X \). When fixing \( \Omega_X \), one finds that the explicit dependence on the parameter \( H_0 \) cancels out when computing the angular scales \( \theta_z = r_s/D_A = (H_0 r_s)/(H_0 D_A) \); in this case, the dependence of the angular scales on \( H_0 \) is implicit, and arises subtly through the integrals. Due to our observation of the temperature of the CMB today \( (T_0) \), we can tightly constrain the physical density parameter \( \omega_\gamma \propto T_0^4 \). Instead, the fractional density \( \Omega_\gamma = \omega_\gamma/h^2 \propto T_0^4/h^2 \) is impacted by the Hubble parameter. From this perspective, it is clear that the impact of \( h \) should, at least to some degree, be degenerate with the introduction of additional dark radiation (since they both directly alter \( \Omega_\gamma \)). In addition, the impact of varying \( H_0 \) in this case appears primarily in the early time expansion integral \( (H_0 r_s) \), which is degenerate with any change of \( r_s \) (which may appear e.g. via shift in the recombination process). Moreover, from this perspective, in which the multitude of low redshift observations effectively fix the fractional density \( \Omega_m \), the late time solutions are more difficult to justify. In other words, early solutions may directly correct for the change in \( H_0 r_s \) so as keep the product constant, and thus do not require any modification to \( H_0 D_A \), while late-time solutions must carefully tune \( H(z)/H_0 \) in order to ensure \( H_0 D_A(z) \) is varied by exactly the same factor as \( H_0 r_s \) at various different redshifts \( z \).

2. Condensed Summary

The primary goal of this work is to create a comprehensive and systematic comparison of the relative success of various proposed solutions to the \( H_0 \) tension – the broader intent being to better understand the successes and drawbacks of each approach, and to generate a meaningful set of benchmarks for future proposals. The hasty reader may focus on this section for a brief overview of our approach and of the main findings.

**Motivation.** The ever-growing tension between the value of \( H_0 \) (i.e. the expansion rate of the Universe today) inferred from early Universe observations and the value measured locally has been the focus of a great number of papers in the past decade. We refer the reader to Refs. [36, 37] for various reviews addressing different aspects of this tension, as well as Ref. [24] for a summary of many of the proposed solutions. The aim of this paper is to ascertain the relative success of various cosmological models proposed to solve the \( H_0 \) tension; we do this by systematically confronting each of the considered models to data from the early and late Universe, assessing at each point the extent to which the tension between the Planck and local measurements remains.
In particular, we will attempt to define “model success”, or equivalently tension reduction, by asking three distinct questions: Given a model, (i) to what extent does confrontation with data (without including a prior from local measurements) generate posteriors of $H_0$ (or intrinsic SNIa magnitude $M_b$) compatible with local measurements?; (ii) to what extent can one obtain a good fit to all combined data? and (iii) to what extent is that model favored over ΛCDM? Answering these questions through a number of metrics (introduced later) leads to a fair comparison between the various models studied here, while providing a series of benchmarks for those wishing in the future to assess the quality of a given proposal.

**Model-independent treatment of the local distance ladder measurement.** In this work, we focus on local measurements of $H_0$ using the cosmic distance ladder calibration of SNIa, such as the measurement by the SH0ES collaboration [2, 38–40]. These measurements do not directly determine the $H_0$ parameter. Instead, they calibrate the intrinsic magnitude of supernovae at redshifts of 0.02 – 0.15 in order to infer the current expansion rate. Focusing on $H_0$ does not necessarily ensure that the predicted SNIa magnitudes are in agreement with what is observed. In particular, it was shown that for a wide range of smooth expansion histories at late-times – assuming the ΛCDM value of the sound horizon – the “inverse distance ladder” calibration of Pantheon SNIa data [41] cannot be made compatible with the direct calibration from SH0ES [42–44]. A more correct approach is to rather consider the calibration of the intrinsic magnitude $M_b$ from the local distance ladder, and to probe the consistency of the corresponding observed fluxes from the Pantheon catalogue with the underlying model – this is the approach previously put forth in Refs. [42–44]. In this case, the value of $H_0$ is derived from the supernovae self-consistently within the given exotic expansion history. Consequently, the main conclusions of this work will be based on the inclusion of Pantheon supernovae data and we will assess the tension using $M_b$ rather than $H_0$, a point which is effectively irrelevant for early-Universe solutions but increasingly disfavors late-time solutions (consistent with the claims of Refs. [42–44]). Finally, while there is an abundant array of local $H_0$ measurements based on SNIa calibration [13–16, 18, 28], we choose to focus exclusively on the latest result from the SH0ES collaboration, yielding $H_0 = 73.2 \pm 1.3 \text{ km/s/Mpc}$ [2], as this is the data set most in tension with early Universe probes\(^6\). Hence, a model significantly easing the tension with the SH0ES result is expected to also ease the tension with other local measurements.

**Statistical approaches to quantify model success.** For each model $\mathcal{M}$ and compilation of data sets $\mathcal{D}$, we discuss three ways to quantify the tension between the cosmological inferred value and the SH0ES experiment, related to the questions (and definitions of model success) we introduced earlier. These tests will allow us to select a range of most successful models as a “finalist” sample, which we subsequently subject to further investigation. While there exist a wide array of distinct tests capable of addressing the aforementioned questions, we choose these as they are (1) easy to understand, (2) easy to implement (thus allowing any reader interested to make comparisons using their favorite model), and (3) sufficiently accurate to allow for meaningful conclusions to be drawn. We outline the various approaches below:

\(^{5}\)The inverse distance ladder calibration of SNIa consists in making use of the determination of $D_A(z) \equiv D_L(z)/(1 + z)^2$ as extracted from the BAO data that have been calibrated onto the CMB (or other determination of the sound horizon). The knowledge of the luminosity distance $D_L(0.1 \leq z \leq 1)$, together with the (uncalibrated) SNIa magnitude from the Pantheon survey, allows for a determination of the intrinsic SNIa magnitude. This determination depends on the assumed cosmological model in the pre-recombination era.

\(^{6}\)When including the Pantheon dataset, we focus instead on $M_b = -19.2435 \pm 0.0373$ [2].
• Criterion 1: When considering a data set $D$ that does not include SH0ES, we ask, what is the residual level of tension between the posterior on $M_b$ or $H_0$ inferred using $D$ and the SH0ES measurement? The tension on $x = H_0$ or $x = M_b$ can be quantified through the “rule of thumb difference in mean” [45] or Gaussian Tension (GT), defined as

$$\frac{\bar{x}_D - \bar{x}_{\text{SH0ES}}}{(\sigma^2_D + \sigma^2_{\text{SH0ES}})^{1/2}},$$

where $\bar{x}_i$ and $\sigma_i$ are the mean and standard deviation of observation $i$. When $D$ includes (excludes) supernovae data, we quantify the tension on $M_b$ ($H_0$) using $M_b = -19.2435 \pm 0.0373$ ($H_0 = 73.2 \pm 1.3$ km/s/Mpc), with the uncertainties corresponding to the 68%CL. The goal of this criterion is to answer question (i), namely, to quantify to what extent a model has a posterior compatible with a high $H_0$ given the data $D$, independently of SH0ES, which represents perhaps the most optimistic definition of a successful model. Although this metric is only strictly valid if the parameter’s posteriors are Gaussian, we adopt this “historical” approach since the reader might be most familiar with it.

We do note however a number of shortcomings: first, this may disfavor models with a probability distribution that deviates from Gaussian, e.g. due to the presence of long tails in the posterior. This can happen for instance if the data set $D$ cannot disentangle between $\Lambda$CDM and a more complex model which has parameters that become irrelevant when others are close to their $\Lambda$CDM limit. As a result, the posterior is necessarily dominated by the Gaussian $\Lambda$CDM limit, and the easing power of the model can only show up in the aforementioned tails of the probability distribution. Secondly, and perhaps even more worryingly, this criterion does not quantify how good (or bad) the $\chi^2$ of the new model is. As a result, a model which does not contain the $\Lambda$CDM best fit can appear arbitrarily good. One could, for instance, consider only $\Lambda$CDM models with $\Omega_{\text{cdm}}h^2$ fixed to 0.11. In these models the posterior of $H_0$ is naturally centered around $71.84 \pm 0.16$km/s/Mpc and the criterion would recognize this model as a good solution to the tension (1.0σ), which it is clearly not. Instead, the likelihood difference between this model and $\Lambda$CDM is $\Delta \chi^2 \approx 106$ and clearly excludes the model. Less trivial examples of this can be found in the literature; for instance, in the case of interacting dark matter - dark radiation models, for which a theoretically motivated lower bound on the radiation density artificially induces higher values of $H_0$ [46–49]. Another example is that of Phenomenological Emergent Dark Energy [PEDE] [50–53], which fixes the late-time expansion rate by hand so as to give the locally measured value of Hubble. In order to avoid such problems, we instead use the two additional tests listed below in order to identify successful models.

• Criterion 2: How does the addition of the SH0ES measurement to the data set $D$ impact the fit within a particular model $M$? We compute the change in the effective best-fit chi-square $\chi^2 = -2 \ln L$ between the combined data set and the data set $D$ as

$$\Delta \chi^2 = \chi^2_{\text{min,}D+\text{SH0ES}} - \chi^2_{\text{min,}D},$$

where we use $\chi^2_{\text{min,SH0ES}} = 0$. In the $\Lambda$CDM framework, the $\chi^2$ of the combined fit to $D+\text{SH0ES}$ is notably worse than the sum of the separate best-fitting $\chi^2$ to $D$ and to SH0ES.

---

7This is for instance the case of the “Early Dark Energy” cosmologies.
8We quote the numbers for the $D_{\text{minimal}}$ data set (Planck 2018 TTTEEE + lensing + BAO).
reflecting the fact that the data sets are in tension. Since we are comparing the \( \chi^2 \) values within a given model, there is no change in the number of model parameters, and the tension can simply be expressed as \( \text{Tension} = \sqrt{\Delta \chi^2} \) in units of \( \sigma \). This tension metric is identical to the \( Q_{\text{DMAP}} \) (for “difference of the maximum a posteriori”) metric discussed in Ref. [45]. This criterion attempts to answer the somewhat more modest question (ii) introduced above, namely, whether one can obtain a good fit to all data in a given model. Moreover, it naturally generalizes the commonly used criterion discussed in point 1 to the case of non-Gaussian posteriors. Indeed, for any Gaussian posterior, it is equivalent to that criterion. For \( \Lambda \text{CDM} \), for example, the contours are very Gaussian, and this generalization returns a tension of 4.5\(\sigma\) instead of 4.4\(\sigma\) in the case of criterion 1. However, the square root of Equation (4) is much better at capturing the long probability tails of the posteriors.\(^9\) Yet, this criterion has two potential problems: First, similarly to criterion 1, it does not quantify the intrinsic success of a model. Second, it is sensitive to the effect of over-fitting (i.e. a model with arbitrarily large number of parameters could fit any features better than \( \Lambda \text{CDM} \)), which usually requires Bayesian methods to compute Occam’s razor factors. For this reason, we also consider a third criterion, which attempts to quantify the intrinsic success of a model and to penalize overly complex models.

- **Criterion 3:** When the data set \( D \) includes the SH0ES likelihood (or, equivalently, a SH0ES driven prior on \( M_B \) or \( H_0 \)), does the fit within a particular model \( M \) significantly improve upon that of \( \Lambda \text{CDM} \)? In order to assess the extent to which the fit is improved, we compute the Akaike Information Criterium (AIC) of the extended model \( M \) relative to that of \( \Lambda \text{CDM} \), defined as

\[
\Delta \text{AIC} = \chi^2_{\text{min},M} - \chi^2_{\text{min},\Lambda \text{CDM}} + 2(N_M - N_{\Lambda \text{CDM}}) ,
\]

where \( N_M \) stands for the number of free parameters of the model. Importantly, this metric attempts to penalize models which introduce new parameters that do not subsequently improve the fit. Thus, the ability of a model \( M \) to resolve the tension at a significant level despite having more parameters can be assessed through \( \Delta \text{AIC} \), with more negative values indicating larger model success. While this metric does indicate whether a model is favored compared to \( \Lambda \text{CDM} \) for the combined data set, it does not quantify whether this improvement stems from improving the Hubble tension or from simply fitting better other data sets such as Planck data. This criterion is thus especially useful if applied together with criterion 1 or 2 above. The penalty of \( 2N_M \) to the \( \Delta \text{AIC} \) is certainly not perfect. It can be circumvented by simply fixing model parameters to their best-fit in order to reduce the penalty. Furthermore, it is not always clear that it correctly estimates and penalises the effect of over-fitting. In fact, several better Bayesian estimators have been proposed in the literature [45, 54–56], including the Bayes factor ratio [57], or the related “suspiciousness” [58]. These approaches are usually computationally expensive (unless one uses the Savage-Dickey density ratio [59]), and the result depends on the choice of priors on the parameters of the extended model. The \( \Delta \text{AIC} \) criterion offers the advantage of being numerically cheap and prior independent. In the spirit of setting easy benchmarks, the \( \Delta \text{AIC} \) applies a penalty that is particularly simple to apply to any model and that certainly provides an approximate metric to gauge the relevance of extra parameters. We leave an investigation of model comparison based on aforementioned Bayesian statistics to future work.

\(^9\)In practice, in nearly all cases we find \( \lesssim 10\% \) difference compared to criterion 1, with the exception of the EDE and NEDE models, which due to the highly non-Gaussian nature of their posterior perform better with this generalized criterion.
For these criteria, we frequently use minimized $\chi^2$ values. Our minimization approach is further discussed in Appendix D.

In the case of Test 1 (Gaussian Tension) and 2 ($Q_{DMAP}$ tension), we require models to reduce the tension to the $3\sigma$ level (instead of $4.41\sigma$ in $\Lambda$CDM). Thus we require eq. (3) $\leq 3$ or $\sqrt{eq. (4)} \leq 3$. This may not seem like a very stringent threshold for success since, at the end of the day, $3\sigma$ may still be considered as a significant tension. However, we will show that only a limited number of models are capable of reducing the tension to this rather meager level. In addition, it is important to bear in mind that some of the current data likelihoods might underestimate systematic errors. In the future, as long as systematic errors are revised slightly but not drastically, there is a good chance that the models that do not pass our $3\sigma$ criteria will remain excluded, while the models not passing some possible $2\sigma$ criterion could be rescued. For Test 3 ($\Delta$AIC), we demand that the preference for the extended cosmology $M$ over $\Lambda$CDM is larger than a "weak preference" on Jeffrey’s scale [60, 61], that is, $p = 10^{1.5}$. Using $\exp(-\Delta$AIC$2) = p$ in the AIC formalism, this leads to the criterion $\Delta$AIC $\leq -6.91$.

Since the questions addressed by criteria 1 and 2 are very similar\(^{10}\), and since criterion 2 does not assume Gaussian posteriors, we consider that criterion 2 supersedes criterion 1. On the other hand, criteria 2 and 3 address significantly different questions. Each of them has its pros and cons and they complement each other. Thus, as long as the $\Delta \chi^2$ computed for the AIC test is negative (as long as a model is not giving a worse combined fit than $\Lambda$CDM), we will conservatively consider that it is successful when one of criterion 2 or 3 is fulfilled. To summarize the success of each suggested solution we attribute "medals" to models passing our tests: A model passing either criterion 2 (obtaining a good combined fit) or 3 (strongly improving the fit over $\Lambda$CDM) receives a bronze medal. A model passing both criteria receives a silver medal. We reserve the gold medal for models that additionally pass criterion 1, that is, whose posterior distributions allow for high values of $H_0$ (or $M_B$) independently of the inclusion of a local distance ladder prior.

**Brief overview of the competitors.** First, our analysis includes six models featuring extra relativistic relics, with different assumptions concerning interactions in the sectors of dark radiation, neutrinos and dark matter: Free-streaming Dark Radiation [$\Delta N_{UR}$], Self-Interacting Dark Radiation [SIDR], Self-interacting Dark Radiation scattering on Dark Matter [DR-DM], Free-streaming plus self-interacting Dark Radiation [mixed DR], Self-interacting neutrinos plus free-streaming Dark Radiation [SI$\nu$+DR], and one model featuring a Majoron [Majoron]. Second, we consider six models in which the sound horizon is shifted due to some other ingredient: a primordial magnetic field [primordial B], a varying effective electron mass [varying $m_e$], a varying effective electron mass in a curved universe [varying $m_e+\Omega_k$], two models of Early Dark Energy [EDE] (a phenomenological EDE model and the theoretically better motivated New Early Dark Energy [NEDE] model), and an Early Modified Gravity model [EMG]. Finally, we compare four models with a modification of the late-time cosmological evolution, either due to Dark Energy (Late Dark Energy with Chevallier-Linder-Polarski parametrization [CPL], Phenomenological Emergent Dark Energy [PEDE]) or late decaying Dark Matter (fraction of CDM decaying into DR [DM $\rightarrow$ DR], CDM decaying into DR and WDM [DM $\rightarrow$ DR+WDM]).

\(^{10}\)The most notable difference is that one is based on average properties of the posterior distribution, as opposed to the $\chi^2$ of a single point, and the ability to capture the effect of long tails in non-Gaussian posterior distributions.
We implement PEDE in two ways: with a parametrisation of the DE density such that ΛCDM is recovered for a particular value of the additional parameter (Generalized Phenomenological Emergent Dark Energy [GPEDE]), or with another fixed value of this parameter assumed in many previous works [PEDE].

We emphasize that the models of free-streaming DR and CPL DE are primarily included as benchmarks to compare other models against, given that neither of the two is a viable model to ease the Hubble tension by itself. Any model in the given category should perform at least as well as these benchmark models.

We also stress that our choice of models is intended as a realistic illustration of the performance of the wide variety models presented in the literature, such as those listed in Ref. [24]. While we naturally could not include all of the suggested models in our study, we believe that our comprehensive MCMC analysis, the various statistics we introduce and the final ranking we present can provide useful benchmarks for future studies. We therefore encourage other authors to compare their models to the ones presented here.

**Summary of “the qualifying round”**. For our baseline dataset $\mathcal{D}_{\text{baseline}}$, where

$$\mathcal{D}_{\text{baseline}} = \text{Planck 2018 (including TTTEEE and lensing)} \ [62] + \text{BAO (including BOSS DR12 [63] + MGS [64] + 6dFGS [65]) + Pantheon [41]} ,$$

the result of our main tests ($Q_{\text{DMAP}}$ for $M_b$ and Akaike Information Criterion) are summarized in Table 1 and represented graphically in Fig. 1. For the sake of completeness, we also present the results obtained using criterion 1 (Gaussian Tension on $M_b$), both in Table 1 and in the discussion.

We show in Fig. 2 the 2D posterior distribution of $\{H_0, M_b, \Omega_m\}$ for all models.

First and foremost, no model is perfect – in fact, none of the models studied here are capable of reducing the tension below the $\sim 1.6\sigma$ level. A number of models, however, are capable of passing the criteria identified above (with varying levels of success). We enumerate the results for each of the test criteria below:

- Adopting the GT estimator, only four models can reduce the tension to the $3\sigma$ level, with the best model (varying $m_c+\Omega_k$) showing a residual $2.0\sigma$ tension. From best to worse, they are: varying $m_c+\Omega_k$, PEDE, varying $m_c$ in a flat universe, and the Majoron.

- Making use instead of the more robust $Q_{\text{DMAP}}$ criterion (reported in Fig. 1), which compares $\chi^2$ of models with and without the inclusion of the SH0ES determination of $M_b$, we find that models with non-Gaussian tails perform significantly better. This most strongly impacts the two models of EDE and the EMG model, reducing their level of tension from roughly $3.1-3.7\sigma$ to $1.6-2.3\sigma$. From best to worse, models that pass criterion 2 are: EDE, varying $m_c+\Omega_k$, NEDE, EMG, PEDE, varying $m_c$, and the Majoron.

- Adopting the $\Delta\text{AIC}$ criterion, which attempts at quantifying the role of enlarged model complexity in the improvement of the fit to $\mathcal{D}_{\text{baseline}} + \text{SH0ES}$, we find that eight models are capable of significantly improving over ΛCDM. They are, in decreasing level of success: EDE, varying $m_c+\Omega_k$, NEDE, EMG, varying $m_c$, the Majoron model, a primordial magnetic field, and SIDR.
Before declaring the official finalists, let us briefly comment on models that do not make it to the final, starting with late-universe models. The CPL parameterization, our “late-universe defending champion” only reduces the tension to 3.7σ, inducing a minor improvement to the global fit. The PEDE model noticeably degrades the χ² of BAO and Pantheon data, leading to an overall worse fit than ΛCDM. Thus, according to the general rules defined at the end of the previous subsection, we must exclude PEDE from the final. We further comment on this choice in Section 4.2 and below. The GPEDE model, which generalises PEDE to include ΛCDM as a limiting case, does not pass any of the tests. This shows the danger of using only criterion 1 or 2 for models that do not include ΛCDM as a limit. Ideally, one should always perform a test equivalent to the ΔAIC or consider models in which ΛCDM is nested. As emphasized above, for late-time modifications of ΛCDM, it is also important to treat the SH0ES observation as a model-independent measurement of M₀, rather than a model-dependent measurement of H₀. We checked explicitly that using a SH0ES likelihood on H₀ rather than M₀ incorrectly yields more favorable results for these late-time models, a result consistent with the claims of Refs. [42–44, 50, 51, 53]. Finally, the models of decaying dark matter studied here are only capable of reducing the tension from 4.4σ to 4.2σ, despite only introducing two new parameters. Consequently, the ΔAIC criteria disfavors both DDM models. We thus conclude that the late-time DE and dark matter decay models considered in this work cannot resolve the Hubble tension.

Secondly, the class of models invoking extra relativistic degrees of freedom perform significantly better than late-universe models, but a majority are not successful enough to pass our pre-determined
thresholds. Self-Interacting Dark Radiation [SIDR], Self-interacting Dark Radiation scattering on Dark Matter [DR-DM], and Free-streaming plus self-interacting Dark Radiation [mixed DR], all improve upon the “early-universe defending champion”, that is, free-streaming DR (for all three criteria). However, none of them reduces the tension below the $\sim 3.2\sigma$ level. Perhaps the most surprising case is that of Self-interacting neutrinos plus free-streaming Dark Radiation [SI$\nu$+DR], which has long been claimed as a promising solution to the Hubble tension, but performs worse on $\Delta\text{AIC}$ and $Q_{\text{DMAP}}$ than the benchmark of free-streaming DR. It may also sound surprising that the DR-DM model does not perform significantly better than the SIDR model (the latter model passing the $\Delta\text{AIC}$ criterion). We emphasize that in several previous papers, the success of this model was boosted by a lower prior on the amount of DR that excluded $\Lambda\text{CDM}$ as a limit, a situation comparable to that of PEDE. The only model which successfully passes both criteria is that of the Majoron, which reduces the tension to the level of $\sim 2.9\sigma$ and shows a significant improvement to the fit. It is perhaps interesting to point out that this is the only model in this categorization which invokes a non-trivial evolution of $H(z)$. It is thus in some ways more similar to Early Dark Energy than to the other Dark Radiation models presented here.

Figure 1: $\Delta\chi^2$ (Test 2) and $\Delta\text{AIC}$ (Test 3) of the various models considered in this work, colored in the same way as in Fig. 2. We additionally display the thresholds that have to be reached as purple dashed lines, and the regions of successful models as a purple region.
Figure 2: Contours (68.3% and 95.4% C.L.) for the $D_{\text{baseline}}$ dataset for the various considered models. For comparison, we show in each category either a free-streaming DR model or a CPL DE model.
Thirdly, all the models that shift the sound horizon using an ingredient that is not dark radiation are successful in passing at least one of the tests.

In summary, the models that pass at least one of criterion 2 or 3 without leading to a worse global fit, ranked from the best to worst $\Delta$AIC, are the following:

1. EDE,
2. varying effective electron mass in a curved universe,
3. NEDE,
4. EMG,
5. primordial magnetic field,
6. varying effective electron mass,
7. Majoron,
8. self-interacting DR.

These models constitute our “finalist” sample. The results obtained so far are summarized graphically in Figure 3. The left plot shows the tension on $H_0$ using the dataset $D_{\text{minimal}} \equiv \{\text{Planck2018 + BAO}, \text{black, Section 4.1}\}$, and the middle plot the tension on $M_B$ obtained using dataset $D_{\text{baseline}}$ (green, Section 4.2). For comparison, in each of these panels we also illustrate the impact of including the SH0ES likelihood in conjunction with $D_{\text{minimal}}$ and $D_{\text{baseline}}$. In addition, we illustrate in the right panel the extent to which each model is able to reduce the $S_8$ tension. The $S_8$ tension is not significantly impacted for most of our models, except for Self-interacting Dark Radiation scattering on Dark Matter. These two models return significantly lower values of $S_8$ than $\Lambda$CDM.

Figure 3: Level of tension on $H_0$, $M_B$ or $S_8$ (from left to right) for the sixteen cosmological models studied in this work. The grey vertical bands represent the respective predictions of $\Lambda$CDM without SH0ES. The green band represents the SH0ES calibration of $M_B$, while the orange band represents the $S_8$ measurement from [66].
Summary of the “finale”. Having identified a set of “finalist” models thanks to our baseline analysis, we proceed by investigating their performance against various data combinations. We begin in Section 4.3 by investigating the importance of Planck data in limiting the possibility of a resolution to the Hubble tension. It is interesting to note that for most models, one could reach some qualitatively similar conclusions even with WMAP+ACT data used instead of Planck data. Dropping CMB data altogether, the combination of Big Bang Nucleosynthesis (BBN) + Pantheon + BAO + Lyα-BAO + Cosmic Chronometers (CC) data is also limiting the possibility to accommodate a large $M_b$ or $H_0$. Since this dataset is less constraining, upper bounds on $M_b$ or $H_0$ are weaker than in presence of CMB data, especially for the primordial magnetic field model. However, even in this case it is still not possible to reach $M_b \simeq -19.244$ (the value measured by SH0ES) at less than about 2σ.

The only notable exception occurs when replacing Planck by WMAP+ACT in the case of EDE and NEDE. In this case, larger values of $H_0$ and a non-zero fraction of EDE and NEDE are actually favored, even in the absence of information from SH0ES. This suggests that the higher precision of the Planck data in the range $1000 < \ell < 2000$ strongly impacts the EDE contours. It is worth mentioning, however, that when EDE is confronted with BBN + Lyα BAO + CC + BAO + Pantheon, the results are more consistent with lower values of $H_0$, giving $M_b < -19.28$ (95% CL).

In the final series of tests (Section 4.4), we recompute the posteriors for each finalist model using our baseline analysis (Planck+BAO+Pantheon) in combination with additional data from Redshift Space Distortions (RSD), CC, and Lyα-BAO. We show that in all cases the contours yield similar results to our baseline analysis, with the compatibility with SH0ES only undergoing minor modifications on a model-by-model basis. We finally discuss in more details the status of the $S_8$-tension for the sample of finalists.
3. Models entering the competition

A large number of models have been proposed in order to explain the Hubble tension (for a recent overview of proposals see [24]). Our goal here is not to present an exhaustive study of all such models, but rather to compare a representative set in a systematic way so as to allow for an apples-to-apples comparison. In addition to allowing for a comparison of the relative success of various models, this approach allows us to make more generalized statements about the types of modified cosmologies most likely to explain the Hubble tension.

In this section we introduce the models selected for this analysis, and explain the justification as to why and how they may ameliorate the tension. For clarity, we split the model in three different categories: early Universe models that invoke extra relativistic dark relics (in addition to other ingredients) (Dark Radiation solutions, see section 3.2), alternative early Universe models that do not involve dark radiation (Other early Universe solutions, see section Section 3.3), and finally, models modifying the cosmological expansion at late times (i.e. well after recombination) (Late Universe solutions, see section Section 3.4). Importantly, not all models fall nicely into one of the aforementioned categories; as such, it is important to bear in mind that conclusions drawn from this dichotomy should be treated with some level of flexibility.

It would be remiss not to point out that any selection of models is necessarily biased in two important ways. First, while we have attempted to select a broad variety of models, there are many not included – the current selection is a consequence of e.g. time/computational limitations, code availability, and incomplete descriptions at the level of the perturbations. In particular, we acknowledge that we have not been able to proportionally represent the large multitude of late-universe models; we do, however, believe that the late-Universe models considered reflect the broader features and shortcomings of this class of solutions. Second, each model analyzed differs, sometimes arbitrarily, with regard to theoretical motivation, model complexity, and the robustness of implementation (to the extent that the cosmological analysis reflects the underlying microphysics). We attempt to remain largely neutral in this manner, implementing each model in the manner reflective of previously published work, and avoiding superfluous commentary on model motivation and/or complexity (although occasional commentary is unavoidable). Finally, it is necessary to emphasize that in some cases model parameters are fixed to particular values, rather than scanned, without any underlying motivation for doing so – we caution the reader that this procedure may bias a particular models, in particular in the case of the ΔAIC evaluation.

3.1. ΛCDM

The success of the (minimal, flat) ΛCDM model is well documented. This model describes most cosmological observations very well with a basis of 6 fundamental parameters, for instance:

\[ \{ \omega_{\text{cdm}} \equiv \Omega_{\text{cdm}} h^2, \omega_b \equiv \Omega_b h^2, \theta_s, \ln(10^{10} A_s), n_s, \tau_{\text{reio}} \}. \]

\[ \text{We also point out that our results are based on the standard assumptions of FLRW cosmology and on the standard model of particle physics, which could be incorrect or incomplete [67–72].} \]
In principle this model has a seventh fundamental parameter $T_0$ that we keep fixed to the FIRAS value, $T_0 = 2.7255$ K. In what follows, we will adopt flat priors\(^{12}\) on these parameters and keep the total neutrino mass\(^{13}\) fixed to its minimal value of 0.06eV. Instead of reporting results on the sound horizon angle $\theta_s$, we will show posteriors and bounds for the expansion rate $H_0$, treated as a derived parameter.

### 3.2. Dark radiation solutions

Massless dark relics (dark radiation) are a well known extension of the standard ΛCDM model. For observations of the CMB anisotropies, there exists a strong degeneracy between increasing the Hubble parameter $h$ and enhancing the radiation density at early times. The latter effect can be achieved through the addition of massless free-streaming relics, captured by an increase in the effective neutrino number $N_{\text{eff}}$. This degeneracy can be appreciated in light of the previous discussion, in which we have demonstrated that, for fixed fractional densities $\Omega_X$, the sound horizon scale $\theta_s$ is primarily impacted by $h$ through the fractional density of radiation, $\Omega_r \propto T_0^4 h^{-2}$. However, a more complete expression for the fractional density of radiation involves the total effective number of neutrino species $N_{\text{eff}}$.

$$\Omega_r = 4.18 \cdot 10^{-5} h^{-2} \left(\frac{T_0}{2.7255 \text{K}}\right)^4 \left(\frac{1 + \frac{2}{5} \left(\frac{4}{11}\right)^{4/3} N_{\text{eff}}}{1 + \frac{7}{8} \left(\frac{4}{11}\right)^{4/3} 3.044}\right).$$ \(6\)

The integral Equation (1) giving the sound horizon is strongly impacted by $\Omega_r$, and thus $h$ and $N_{\text{eff}}$ inherit a large degeneracy. This degeneracy is broken primarily by the effect of increasing $h$ and $N_{\text{eff}}$ on cosmological perturbations. In particular, at fixed $\theta_s$, increasing $h$ leads to an enhancement of Silk damping, while increasing $N_{\text{eff}}$ produces a shift in the peak position and amplitude caused by the neutrino drag effect [73–76].

#### 3.2.1. Free-streaming Dark Radiation

**Motivation:** We begin by considering one of the simplest extensions of ΛCDM, in which we augment the standard cosmological model by additional free-streaming massless relics. The cosmological evolution of such relics is entirely equivalent to that of massless neutrinos, and thus can be fully characterized via a modification of the total effective number of neutrino species $N_{\text{eff}}$. In ΛCDM, $N_{\text{eff}} \approx 3.044$ [77–79], accounting for the three neutrino species (plus minor corrections arising from non-instantaneous neutrino decoupling and electroweak corrections). Consequently, we can parameterize an arbitrary number of massless free-streaming relics via their contribution to $N_{\text{eff}}$. Let us emphasize again that it has been shown in many different studies (e.g. [1, 80–82]) that $\Delta N_{\text{eff}}$ fails at resolving the Hubble tension. Nevertheless, as one of the simplest and best motivated extension to the ΛCDM model, we believe it is important to include it in our comparison study. Yet, rather than a real competitor, we will treat it as a useful benchmark model (the

\(^{12}\)We do not need to specify our prior edges because they are always wide enough for the posteriors to drop exponentially before reaching them.

\(^{13}\)To match the Planck baseline model, we assume one neutrino species with mass 0.06eV and two massless neutrino species.
“early-universe defending champion”), in order to guide the reader in assessing the extent to which the additional complexity introduced by other models really helps for relieving the Hubble tension.

**Parameters:** We take \( N_{\text{eff}} \) as a free parameter, with \( \Delta N_{\text{eff}} = N_{\text{eff}} - 3.044 \) defining the energy density in free streaming dark radiation. In most models where ordinary neutrinos are produced and decouple in the standard way, \( \Delta N_{\text{eff}} \) is strictly positive, and thus we adopt a flat prior on \( N_{\text{eff}} > 3.044 \). This model extends ΛCDM by a single parameter.

### 3.2.2. Self-Interacting Dark Radiation

**Motivation:** CMB constraints on free-streaming relics arise primarily because they increase the Silk damping and neutrino drag effects (leading to a small phase-shift and reduction in amplitude of the acoustic peaks [73–76]). One of the simplest ways to counteract these effects is to relax the assumption that these relics are free-streaming\(^{14}\). Since introducing interactions between dark radiation and the standard model plasma (baryons and photons) would unavoidably alter the energy density itself, we focus here on a scenario where dark radiation is strongly self-coupled and forms a relativistic perfect fluid. Its anisotropic stress vanishes and the Boltzmann hierarchy of dark radiation perturbations reduces to the continuity and Euler equations. Self-interacting dark radiation clusters more than free-streaming dark radiation on small scales, which counteracts the enhancement of Silk damping. Also, the dark radiation fluid has roughly the same sound speed \( c_s \approx 1/\sqrt{3} \) as the tightly-coupled baryon-photon fluid, which reduces the neutrino drag effect. The counteracting of the Silk damping and neutrino drag effects allows to reach larger values of \( N_{\text{eff}} \). In tables and figures, we will refer to this Self-Interacting Dark Radiation model as SIDR.

**Parameters:** To parametrize the density of self-interacting DR, we introduce its contribution \( N_{\text{idr}} \) to the effective neutrino number, \( N_{\text{eff}} = 3.044 + N_{\text{idr}} \) (here “idr” stands for “interacting dark radiation”). This model features a single parameter extension of ΛCDM, with a prior \( N_{\text{idr}} > 0 \).

### 3.2.3. Free-streaming plus self-interacting Dark Radiation

**Motivation:** The authors of Refs. [85, 86] provide examples in which relativistic relics consist in an arbitrary mixture of free-streaming and self-interacting ultra-relativistic particles. One example is the “Dark Sector equilibration model” of Ref. [86]. This class of models has more freedom than the one of the previous section, in which the contribution of free-streaming relics to \( N_{\text{eff}} \) was fixed to 3.044. The authors of Refs. [85, 86] argue that this additional freedom allows one to reach higher values of \( N_{\text{eff}} \), coming of course, at the expense of a second free parameter. Since the AIC criteria penalizes the introduction of novel parameters, it will be of interest to compare whether there exists any preference for this model over the far simpler self-interacting DR model. In tables and figures, we will refer to this model as mixed DR.

**Parameters:** This model is a two-parameter extension of ΛCDM. Instead of varying the parameters \( N_{\text{ur}} \) (for free-streaming ultra-relativistic relics) and \( N_{\text{idr}} \) (for self-interacting ultra-relativistic relics), we choose to vary the total effective neutrino number \( N_{\text{tot}} = N_{\text{eff}} = N_{\text{ur}} + N_{\text{idr}} \) and the self-interacting dark radiation fraction \( f_{\text{idr}} = N_{\text{idr}}/(N_{\text{ur}} + N_{\text{idr}}) \), with flat priors on \( N_{\text{tot}} > 0 \) and \( 0 < f_{\text{idr}} < 1 \).

\(^{14}\)Note that there have been other proposals, not studied here, which can counteract the effect of free-streaming radiation and help in alleviating the \( H_0 \) tension (see e.g. [83, 84]).
3.2.4. Self-interacting Dark Radiation scattering on Dark Matter

**Motivation:** Following Refs. [46–48, 87], we investigate how the Self-Interacting Dark Radiation solution changes in the presence of additional interactions with dark matter. The model is determined via (i) the amount of strongly self-coupled dark radiation $N_{\text{idr}}$ and (ii) the redshift-dependent interaction rate with dark matter. We adopt a power law parameterization for the momentum transfer rate from dark matter to dark radiation, such that $\Gamma = \Gamma_{0,\text{nadm}} a^{-2}$, where $\Gamma_{0,\text{nadm}}$ is the interaction strength today. Indeed, this choice appears to be among the most phenomenologically promising in raising the inferred value of $H_0$ (see e.g. [46–49, 87–90]). The novel dark matter-dark radiation interactions introduced in this model enhance the growth of small-scale dark radiation perturbations and suppress the growth of small-scale dark matter perturbations. These features tend to counter-act the effects of a high $H_0$ and high $N_{\text{eff}}$ on the small-scale CMB and matter power spectra.

**Parameters:** This model contains a two parameter extension of $\Lambda$CDM, with the parameters characterizing the energy density in the strongly coupled fluid $N_{\text{idr}}$ and the interaction strength today $\Gamma_{0,\text{nadm}}$.

3.2.5. Self-interacting neutrinos plus free-streaming Dark Radiation

**Motivation:** It has been shown in Refs. [91–94] that the presence of exotic neutrino self-interactions, additional radiation, and large neutrino masses can accommodate larger values of $H_0$ and smaller values of $\sigma_8$. The model presented in Refs. [91, 92, 94] considered the inclusion of a four-point neutrino contact interaction mediated by an exotic massive particle ($m \gtrsim 1$ keV). In this scenario, neutrinos have self-interactions in the early Universe which proceed at a rate $\Gamma_\nu = G_{\text{eff}}^2 T_\nu^5$; the presence of these interactions delays neutrino free-streaming, inducing an effect in the TT power spectrum that can largely offset the presence of exotic radiation (see e.g. Refs. [95–98]). Intriguingly, fitting this model using the Planck2015 TT+lensing and BAO data yields a bi-modal distribution [91, 97, 98]; following the notation of Ref. [91], we refer to these as the moderately interacting and strongly interacting modes. The former of these is roughly consistent with the $\Lambda$CDM limit, while the latter induces a significant upward shift, and broadening, of the $H_0$ posterior. In this latter mode of the posterior, neutrino free-streaming is suppressed and the neutrino drag effect is erased [73, 75, 76]. As a result the value of $\theta_s$ is larger than in the $\Lambda$CDM model, which naturally leads to larger $H_0$. Consequently, we focus in this work purely on the strongly interacting mode.

Importantly, a number of caveats have been raised regarding the viability of this model. First, the solution prefers a value of $\Delta N_{\text{eff}} \sim 1$, a value which is at least naively excluded by BBN [99]. This is not necessarily devastating however, as (i) the constraint itself must be considered in the context of the novel neutrino interactions, which may allow for larger values of $\Delta N_{\text{eff}}$ [100], (ii) the contribution to $\Delta N_{\text{eff}}$ can be generated after BBN [101], and (iii) differing measurements of the helium abundance could point to systematic uncertainties which allow for larger values of $\Delta N_{\text{eff}}$ (see e.g. Refs. [99, 102]). The second concern is that the precise model under consideration, one in which all neutrinos interact equally, is strictly speaking excluded by various experiments [103–105] (note that the preferred value of $G_{\text{eff}}$ is roughly 10 orders of magnitude larger than the Fermi constant $G_F$). A small amount of parameter space may still exist should for example only $\tau$-type neutrinos interact, however this would likely require a highly tuned model. Finally, we emphasize
that the strongly interacting mode is highly suppressed when CMB polarization data is included, and a recent analysis using the latest data from Planck 2018 suggests no clear preference for the strongly interacting mode [106].

New investigations into this model have abandoned several assumptions of the interaction in order to re-establish preference even with Planck 2018 data. These include reducing the number of neutrinos participating in the self-interaction in Ref. [94] or investigating a temperature-independent interaction in Ref. [93].

**Parameters:** This model is a three parameter extension of ΛCDM. The parameters are the effective interaction strength \( G_{\text{eff}} \) (in units of MeV\(^{-2}\)), the sum of the neutrino masses \( \sum m_{\nu} \) (in units of eV), and the number ultra-relativistic species \( N_{ur} \). We take a flat prior on \( \sum m_{\nu} \in [0, 1.5] \), a flat prior on \( N_{ur} \in [0, 5] \), and a flat prior on \( \log_{10}(G_{\text{eff}}/[\text{MeV}^{-2}]) \in [-2.5, -0.3] \).

### 3.2.6. The Majoron

**Motivation:** Motivated by the cosmological success (and the phenomenological and theoretical short-comings) of the strongly interacting neutrinos, Refs. [107–109] proposed a solution driven by the presence of a \( \sim \)eV-scale majoron, a pseudo-Goldstone boson arising from the spontaneous symmetry breaking of a global \( U(1) \) lepton number symmetry. The majoron arises as a byproduct of various neutrino mass models, and is expected to have weak couplings with active neutrinos (suppressed in the simplest models by the ratio of the active to sterile neutrino mass), and heavily suppressed (i.e. phenomenologically irrelevant) couplings to other Standard Model fermions. In the weak coupling limit (which, as stated above, is the most motivated limit), the majoron cannot induce the 2-to-2 scatterings studied in the case of strongly self-interacting neutrinos; rather, the cosmology is expected to be entirely dominated by inverse neutrino decays and majoron decays, the interaction rate for which is given by

\[
\Gamma = \Gamma_{\phi} e^{\mu_{\nu}/T_{\nu}} \left( \frac{m_{\phi}}{T_{\nu}} \right)^{3} K_{2} \left( \frac{m_{\phi}}{T_{\nu}} \right),
\]

where \( \Gamma_{\phi} \sim \lambda^{2}_{\phi} m_{\phi} / (16\pi) \) is the majoron decay rate, \( K_{2}(x) \) is a modified Bessel function of the second kind, \( m_{\phi} \) is the majoron mass, \( \lambda_{\phi} \) is the majoron-neutrino Yukawa coupling, and \( \mu_{\nu} \) and \( T_{\nu} \) are the neutrino chemical potential and temperature. The temperature dependence of the interaction rate shows that for sufficiently large couplings, inverse neutrino decay will thermalize the majoron population near \( T \sim m_{\phi} \), and the majorons will then subsequently decay back into the neutrinos at \( T \sim m_{\phi}/3 \). Should thermalization occur, neutrino free-streaming will be damped in a manner akin to that of the strongly self-interaction neutrino model – the primary difference here being that the time-dependence of the interaction rate is contained to a narrow temperature range near the majoron mass.\(^{15}\) In addition, the decays of the majoron will generate a subsequent shift in the energy density of neutrinos at the level of \( \Delta N_{\text{eff}} \sim 0.11 \).\(^{16}\)

\(^{15}\)It is worth pointing out that an eV scale majoron is not unmotivated from theoretical perspective. It has been shown that a perturbative breaking of the lepton number symmetry by quantum gravity at the Planck scale is roughly consistent with generating an eV scale majoron mass (see e.g. [110, 111]).

\(^{16}\)This value assumes no primordial majoron population is present. Should a sizeable primordial population exist, the late-time shift in \( \Delta N_{\text{eff}} \) due to the majoron decays will be enhanced [109].
It was shown in Ref. [107] that the presence of a \( m_\phi \sim \mathcal{O}(1) \) eV majoron arising from the breaking of lepton number at \( \sim \mathcal{O}(1) \) TeV, when combined with additional radiation \( \Delta N_{\text{ur}} \), could largely broaden the \( H_0 \) posterior, increasing the compatibility with the measurement by SH0ES.\(^{17}\) A more recent follow-up performed in Ref. [109] showed that the contribution to \( \Delta N_{\text{ur}} \) can actually be sourced directly from a primordial majoron population produced from the decays of \( \sim \) GeV scale sterile neutrinos – collectively, this entire model can be self-consistently embedded in low-scale models of leptogenesis, thus simultaneously addressing the origin of neutrino masses, the baryon asymmetry of the Universe, and the \( H_0 \) tension. Due to the increase in computational complexity, we do not include the presence of a primordial majoron population, but restrict our parameter space to \( \Delta N_{\text{ur}} \geq 0 \) in order to mimic this feature as closely as possible.

**Parameters:** In summary, this model contains three new parameters: (1) the majoron mass \( m_\phi \) (in units of eV), determining when the damping of neutrino free-streaming takes place, (2) an effective decay width \( \Gamma_{\text{eff}} \), defined as

\[
\Gamma_{\text{eff}} = \left( \frac{\lambda_\nu}{4 \times 10^{-14}} \right)^2 \left( \frac{0.1 \text{ eV}}{m_\phi} \right)
\]

where \( \lambda_\nu \) is the majoron-neutrino Yukawa coupling, which determines the duration and strength of the damping, and (3) the amount of additional radiation \( \Delta N_{\text{ur}} \). We take flat priors on \( \log_{10}(m_\phi/\text{eV}) \in [-1, 1] \) and \( \log_{10}(\Gamma_{\text{eff}}) \in [-2, 2] \), and a linear prior on \( \Delta N_{\text{ur}} \in [0, 1] \).

### 3.3. Other early universe solutions

As mentioned in the introduction, the early Universe solutions primarily leave the late time expansion history (and the corresponding \( H_0 D_A \)) unchanged. Requiring a given angular diameter of the sound horizon from BAO or the CMB then necessitates fixing \( H_0 r_s \). This implies that raising \( h \) (via \( \Omega_r \) through Equation (6)) will increase the integral in Equation (1), unless it is also balanced via a modification to e.g. \( z_* \) in the integration boundary (i.e. a modification of the recombination history) or a change in the expansion rate \( H(z)/H_0 \) near recombination (e.g. as realized in the early dark energy model of Section 3.3.4).\(^{18}\)

#### 3.3.1. Recombination shifted by primordial magnetic field

**Motivation:** We consider the presence of small-scale, mildly non-linear inhomogeneities in the baryon density around recombination. One well-motivated mechanism to achieve such kind of inhomogeneities is via the introduction of primordial magnetic fields (PMFs) in the plasma before recombination. Simply put, the idea is that on scales much smaller than the photon mean free path the effective speed of sound is far lower than that of a relativistic plasma, and consequently PMFs of \( \sim 0.1 \) nano-Gauss (nG) strength can generate baryon inhomogeneities on \( \sim \) kpc scales \([114, 115]\). Even though inhomogeneities on such small scales do not directly source CMB temperature and polarization anisotropies, they can lead to strong signatures in the CMB anisotropy spectra by

\(^{17}\)Note that the interaction strength in \([107]\) was derived using the fractional change in neutrino number density. Here, we instead derive the rate in terms of the fractional change in energy density, consistent with the updated analysis of \([109]\).

\(^{18}\)In the context of \([5, 112, 113]\) this kind of model has been shown to generically impact the Hubble tension.
modifying the ionization history of the Universe. In particular, since the recombination rate is
proportional to the electron density square \( n_e^2 \), the mean free electron fraction at a given epoch will
be modified in the presence of an inhomogeneous plasma. This type of clumpy plasma recombines
earlier, and thus reduces the sound horizon \( r_* \) at recombination. The corresponding effect on the
CMB spectra is a shift in the position of the peaks, which can be compensated by a larger value
of \( H_0 \).

It was recently shown in Ref. [116] that accounting for the aforementioned baryon inhomogeneities
can alleviate the \( H_0 \) tension, without significantly spoiling the fit to CMB data. Given the complete
ignorance of the probability distribution functions (PDF) characterizing baryon over-densities in
the presence of PMFs, the authors of Ref. [116] choose to parameterize the PDF using a three-zone
model. While this means that the baryon inhomogeneities can be studied agnostically with regard
to their origin, alternative methods not invoking PMFs have not yet been proposed. It is also
worth noting that the field strength required to solve the Hubble tension is of the right order to
explain the existence of large-scale magnetic fields (without relying on dynamo amplification).

Parameters: Following Ref. [116], we parameterize the baryon density PDF using the three-zone
model, in which each zone is described by its baryon density \( n_b = \langle n_b \rangle \Delta_i \) and its volume fraction
\( f_V^i \, (i = 1...3) \). We introduce the clumping factor \( b = (\langle n_b^2 \rangle - \langle n_b \rangle^2)/\langle n_b \rangle^2 \), and emphasize that the
parameters \( \Delta_i \) and \( f_V^i \) are subject to the following constraints

\[
\sum_{i=1}^{3} f_V^i = 1, \quad \sum_{i=1}^{3} f_V^i \Delta_i = 1, \quad \sum_{i=1}^{3} f_V^i \Delta_i^2 = 1 + b. \tag{9}
\]

The above constraint equations imply that each baryon clumping model is specified by four free
parameters, which can be taken to be \( b, f_V^2, \Delta_1, \Delta_2 \). In order to allow for a direct comparison with
Ref. [116], we consider their model M1, which is obtained by fixing \( f_V^2 = 1/3, \Delta_1 = 0.1, \Delta_2 = 1 \),
and leaving \( b \) free to vary. We remark that this choice of values for the 1-parameter model M1 is
very arbitrary, and is only motivated by the fact that it can significantly increase the extent of the
high-\( H_0 \) tail. A more extensive analysis should consider 4-parameter models, which would likely
be penalized under the \( \Delta \text{AIC} \) test\(^{19}\).

In order to get the average ionization fraction \( \langle \chi_e \rangle \), we compute the ionization fraction in each of
the zones using the code \textit{RECFAST}, and then take the average \( \langle \chi_e \rangle = \sum_i f_V^i \Delta_i \chi_e^i \). While \textit{RECFAST}
has been calibrated on models close to \( \Lambda \text{CDM} \), it has been recently shown [117] that the more
sophisticated \textit{HyRec} code yields very similar results. Our modified version of \textit{CLASS} is publicly
available at \url{https://github.com/GuillermoFrancoAbellan/class_clumpy}.

\(^{19}\)In [117], several extended 2-parameter models were considered, in which both \( b \) and \( \Delta_1 \) were set as free parameters, and \( f_V^2 \) was sampled at three different points \( f_V^2 = 1/3, 1/2, 2/3 \). While the 2-parameter model \( f_V^2 = 1/2 \) was shown to allow for more clumping \( b \) and higher values of \( H_0 \) than the M1 model (when a SH0ES prior was included in the analysis), the fit to CMB likelihoods was still degraded with respect to \( \Lambda \text{CDM} \), in a similar way to
the 1-parameter models M1 and M2.
3.3.2. Recombination shifted by varying effective electron mass

**Motivation:** A variation of the fundamental properties of the hydrogen/helium atom, such as the electron mass or the fine structure constant, is one of the most effective ways to shift the time of recombination in the early Universe. Essentially, by shifting the energy gap between successive excitation levels one directly changes the temperature at which photo-dissociation of hydrogen/helium becomes inefficient. This implies that there is a very strong degeneracy between variations of these fundamental parameters and the redshift of recombination. This degeneracy is only broken when one considers the secondary impact of varying these parameters, which can induce for example shifts in the radiative transfer at recombination, the two-photon decay rate, the photo-ionization cross section, the recombination coefficients, and Thomson scattering (see e.g. [119]).

In general, spacetime variations in fundamental parameters are expected to naturally arise from the interactions of exotic low mass particles appearing for example in theories of modified gravity or extra dimensions (see e.g. [120–122]). In order to phenomenologically parameterize the impact of light species in such models, it is necessary to specify the spacetime dependence of each parameter that is assumed to vary (in a more general theory, these quantities are set by the distribution and coupling of the background field). For simplicity, it is common to assume a spatially uniform and time-independent variation over the characteristic timescale at which the constant is being probed; under this assumption, cosmological probes such as from the Lyman–α forest and quasar absorption lines [123–127], the CMB [128–130], and 21cm observations [131] would be largely complementary, as both the size and age of the Universe varies dramatically between these epochs. Here, we follow [132] in allowing for a spatially uniform time-independent variation in the electron mass (the effect of simultaneously varying the electron mass and the fine structure constant has also been investigated in [129]). It is also worth pointing out that a variation of the electron mass also does not impact the Silk damping scale as the parameter dependencies exactly cancel out [119].

**Parameters:** This model contains one new parameter, the variation in the electron mass, defined by

$$\delta m_e \equiv \frac{m_{e, \text{early}}}{m_{e, \text{late}}} - 1,$$

where $m_{e, \text{late}}$ is the locally observed value, and we approximate the variation of $m_{e, \text{early}}(z)$ as being redshift-independent over recombination.

3.3.3. Recombination shifted by varying effective electron mass in a curved universe

**Motivation:** It has recently been pointed out in Ref. [119] that, in combination with a varying electron mass, the presence of non-zero curvature can further reduce the Hubble tension. This is because in addition to shifting the contribution to $r_s$, the original model is also simultaneously shifting the corresponding angular diameter distance $D_A$ for the CMB (as it impacts $z_*$) but not for the BAO and other late time probes. While either of these changes can be absorbed with the usual ΛCDM parameters, it is impossible to absorb both changes simultaneously. However,

---

20 For the case of a fine structure variation together with $\Delta N_{\text{eff}}$, it has been shown that there is also an impact on the Lithium problem [118].
here is where the additional freedom of a varying $\Omega_k$ comes into play. This is because the angular diameter distances to the BAO and CMB are impacted in distinct ways by an increase in $\Omega_k$, giving this model the additional freedom to preserve both angular scales of BAO and the CMB under a variation of the redshift of recombination.

It is worth mentioning that we have explicitly checked whether the inclusion of non-zero curvature $\Omega_k$ would also impact other models, however it was found that this is not the case. This is likely due to the fact that these other models also impact other scales in the CMB, such as the diffusion damping scale.

**Parameters:** This model is a two parameter extension of $\Lambda$CDM. The first parameter, characterizing the variation in the effective electron mass, is the same as described in the previous model (see Equation (10)). The second parameter is the curvature of the universe $\Omega_k$.

### 3.3.4. Early Dark Energy

**Motivation:** Early dark energy refers to a model in which a scalar field is frozen-in at times prior to recombination, thus behaving during this epoch like a dark energy component. The idea that an anomalous era of expansion arising from EDE at such times might resolve the Hubble tension was first suggested in Ref. [133], where computation only at the level of the background was shown to partially alleviate the tension; it was later shown in Refs. [81, 134, 135] that Planck data is also strongly sensitive to the dynamics of the perturbations, favoring either a non-canonical kinetic term, whereby the equation of state $w$ is approximately equal to the effective sound speed $c_s^2$ [134], or a potential that flattens close to the initial field value [135].

In this work, we study the modified axion potential introduced in Refs. [81, 133, 135–138],

$$V_n(\Theta) = m^2 f^2 [1 - \cos(\Theta)]^n,$$

where $m$ represents the axion mass, $f$ the axion decay constant, and $\Theta = \phi/f$ is a re-normalized field variable defined such that $-\pi \leq \Theta \leq \pi$. This potential is a phenomenological generalization of the well motivated axion-like potential (which can be recovered by setting $n = 1$), arising generically in string theory [139–142]. We assume that the field always starts in slow-roll (as enforced by the very high value of the Hubble rate at early times), and without loss of generality we restrict $0 \leq \Theta_i \leq \pi$.

The model at this point has four free parameters: \{m, f, n, $\Theta_i$\}. Given that the dynamics are relatively insensitive to changes of $2 \lesssim n \lesssim 4.5$ [135, 143], we further restrict the parameter space by following Refs. [81, 135] in taking $n = 3$. In order to make this model more physically accessible, instead of parameterizing the dynamics using the mass $m$ and decay constant $f$, we use the fractional energy density $f_{EDE}(z_c)$ (which is roughly the maximum energy contribution induced by EDE) and the critical redshift $z_c$ when the field becomes dynamical. The final degree of freedom is encoded in the dynamics of the linear perturbations, which is fully characterized via the effective sound speed $c_s^2$, and physically related to the curvature of the potential close to the initial field value – note that after fixing all other phenomenological parameters, this is fully described by $\Theta_i$ [135, 137].

The evolution of the model can be summarized as follows (see Refs. [135, 137] for more details): at early times the scalar field is frozen-in due to Hubble friction and contributes as dark energy to the expansion; once the Hubble rate drops below its mass, Hubble friction is removed and the field
begins to perform damped oscillations about the minimum; the rate of energy dilution is related to the period-averaged equation of state, roughly given by \( w(n) = (n - 1)/(n + 1) \).

While this model is purely phenomenological, similar models set on a stronger theoretical ground have been proposed in the literature (see e.g. [134, 143–156]). Nevertheless, we stick to this phenomenological potential as it is an excellent proxy devised to capture the dynamics of the EDE properties required to resolve the Hubble tension, that has been shown to provide an excellent fit to both Planck and SH0ES data.

To perform our analyses, we use the modified version of CLASS presented in Ref. [135]. The code is publicly available at https://github.com/PoulinV/AxiCLASS.

**Parameters:** This model contains a three parameter extension of ΛCDM. The considered parameters are: (1) the critical scale factor at which the field becomes dynamical \( z_c \) (and related scale factor \( a_c = 1/(1+z_c) \)), (2) the fractional energy density contributed by the field at the critical scale factor \( f_{\text{EDE}}(a_c) \), and (3) the initial re-normalized field variable \( \theta_i \). These parameters control when the field begins to oscillate, the strength of the deviation from ΛCDM, and the effective sound speed, respectively. We take the priors \( f_{\text{EDE}}(a_c) \in [0, 0.3], \log_{10}(z_c) \in [3, 4.5] \) and \( \theta_i \in [0, 3]. \)

### 3.3.5. New Early Dark Energy

**Motivation:** We compare the phenomenological EDE model presented above to an alternative promising model dubbed “new early dark energy” [NEDE]. In the original proposal discussed previously, EDE decays through a second-order phase transition when the Hubble rate drops below the effective axion-like mass. Here, NEDE is a component of vacuum energy at the electron volt scale, which decays through a first-order phase transition in a dark sector shortly before recombination due to the influence of a “trigger field” [152, 153]. This model therefore complements our test of EDE cosmologies (we note that models involving non-minimal EDE couplings to gravity were recently proposed [145, 148, 155, 156], but were shown to provide level of success very similar to the two EDE models studied here).

The NEDE model contains two additional scalar field, the NEDE field \( \psi \) of mass \( M \) and the trigger (sub-dominant) field \( \phi \) of mass \( m_{\text{NEDE}} \), whose potential is written as (with canonically normalized kinetic terms):

\[
V(\psi, \phi) = \frac{\lambda}{4}\psi^4 + \frac{1}{2}\beta M^2 \psi^2 - \frac{1}{3}\alpha M \psi^3 + \frac{1}{2}m_{\text{NEDE}}^2 \phi^2 + \frac{1}{2}\gamma \phi^2 \psi^2.
\]

where \( \lambda, \beta, \alpha, \gamma \) are dimensionless couplings. When \( H \ll m \), \( \phi \) rolls down the potential and if \( \alpha^2 > 4\beta \lambda, \beta > 0 \) a second minimum appears. As a result, the field configuration with \( \psi = 0 \) becomes unstable once \( \phi \) drops below a certain threshold, and a quantum tunneling to the lowest energy minimum eventually occurs. To put this into context, it was found in Ref. [152] that a parameter choice \( \lambda \sim 0.1, \alpha \sim \beta \sim O(1), M \sim \text{eV} \) and \( m \sim 10^{-27} \text{eV} \) leads to a transition at \( z \sim 5000 \) with a fractional density of NEDE \( f_{\text{NEDE}} \sim 0.1 \). All necessary details about the model can be found in Ref. [153] and in practice, we make use of the modified class version presented therein and available at https://github.com/flor1984/TriggerCLASS.

**Parameters:** The NEDE field is described through a fluid formalism and specified via three parameters: the fraction of NEDE before the decay, \( f_{\text{NEDE}} \equiv \bar{\rho}_{\text{NEDE}}(z_s)/\bar{\rho}_{\text{tot}}(z_s) \) (where \( z_s \) is...
given by the redshift at which \( H = 0.2m \), the mass of the trigger field \( m_{\text{NEDE}} \) which controls the redshift of the decay \( z^* \), and the equation of state after the decay \( w_{\text{NEDE}} \). Following Ref. [153] we take the effective sound speed in the NEDE fluid \( c_s^2 \) to be equal to the equation of state after the decay, i.e. \( c_s^2 = w_{\text{NEDE}} \). We take the flat priors on \( f_{\text{NEDE}} \in [0, 0.3] \), \( \log_{10}(m_{\text{NEDE}}/\text{eV}) = [1.3, 3.3] \), and \( w_{\text{NEDE}} \in [1/3, 1] \).

3.3.6. Early Modified Gravity

**Motivation:** Many modified gravity (MG) models, typically changing General Relativity at early times, appear to have promising levels of success in explaining the \( H_0 \) tension [148, 151, 157–160]. Here we consider one of such Early Modified Gravity (EMG) scenarios, which was introduced in Ref. [161]. The model contains a scalar field \( \sigma \) with quadratic non-minimal coupling (NMC) to gravity and a small effective mass induced by a quartic potential

\[
S = \int d^4x \sqrt{-g} \left[ (M_{\text{pl}}^2 + \xi \sigma^2) \frac{R}{2} - \frac{g_{\mu\nu}}{2} \partial_\mu \sigma \partial_\nu \sigma - \Lambda - \lambda \sigma^4 \right] + S_m. \tag{13}
\]

Here \( R \) is the Ricci scalar, \( S_m \) is the action for matter fields, and \( \xi, \lambda \) denote dimensionless constants. For \( \lambda = 0 \), it reduces to the case of a non-minimally coupled massless scalar field considered in [158], while for \( \xi = 0 \) it reduces to Rock 'n' Roll model of Ref. [143], which is an example of an EDE model.

In a similar way to EDE models, the scalar field is initially frozen deep in the radiation era, and when its effective mass becomes larger than the Hubble rate, it starts to perform damped oscillations about its minimum. However, due to the NMC parameter \( \xi \geq 0 \), the scalar field experiences a temporary growth before rolling down the potential, producing new features in the shape of the energy injection. In addition, the NMC predicts a weaker gravitational strength at early times, which leads to a suppression in the matter power spectrum at small scales. In Ref. [158], it was shown that this extra freedom introduced by \( \xi \) allow the model to substantially relax the \( H_0 \) tension, even when Large Scale Structure (LSS) data is included in the fit in addition to CMB and supernovae data. Furthermore, thanks to the fast rolling of \( \sigma \) towards the minimum, the tight constraints on the effective Newtonian constant from laboratory experiments and on post-Newtonian parameters from Solar System measurements are automatically satisfied.

**Parameters:** This EMG model has three free parameters: (1) the non-minimal coupling to gravity \( \xi \), (2) the initial field value in units of the Planck mass \( \sigma_i[M_{\text{pl}}] \), and (3) a constant \( V_0 \) measuring the amplitude of the quartic potential. This constant \( V_0 \) is related to \( \lambda \) by

\[
\lambda = \frac{10^{2V_0}}{3.156 \times 10^{109}}, \tag{14}
\]

where \( 3.156 \times 10^{109} \) is the numerical value of \( M_{\text{pl}}^4 \) in units of eV\(^4\). To allow comparison with [161], we take flat priors \( \xi \in [0, 1] \), \( \sigma_i[M_{\text{pl}}] \in [0, 0.9] \) and \( V_0 \in [0.6, 3.5] \).
3.4. Late Universe solutions

Since late time solutions cannot modify the sound horizon (by definition they only modify the post-recombination era), they must attempt to balance an increase of $H_0$ and a corresponding increase of the energy density today by a decrease of the energy density at earlier times (such as through phantom dark energy $w < -1$).

3.4.1. Late Dark Energy with Chevallier-Linder-Polarski parametrization

**Background:** The Chevallier- Polarski- Linder (CPL) parameterization of the Dark energy equation of state was first introduced in Refs [162, 163], and has become one of the most common choices for describing deviations from the cosmological constant with equation of state $w = -1$. Since the dark energy impacts primarily the later stages of expansion, the varying equation of state is expanded in the CPL model to first order, giving a linear function of the scale factor. We write

$$w(a) = w_0 + w_a \cdot (1 - a),$$

where it is assumed that today $a = 1$. Similarly, to the case of $\Delta N_{\text{eff}}$, it is already well known that this simple model does not resolve the Hubble tension [81, 82]. Therefore, rather than a real competitor, we will consider the CPL parameterization of the Dark Energy equation of state as a historical benchmark model (the “late-universe defending champion”), useful for a reader to gauge the extent to which more complex late-universe models truly performs.

**Parameters:** This model introduces two new parameters, $w_0$ and $w_a$ describing the DE equation of state. We take the priors $w_0 \in [-2, -1/3]$ and $w_a \in [-3, 2]$.

3.4.2. Phenomenological Emergent Dark Energy

**Motivation:** The Phenomenologically Emergent Dark Energy (PEDE) Model [50–53] introduces a particular parameterization for dark energy of the form

$$\Omega_{DE}(z) = \Omega_{DE,0} [1 - \tanh(\log_{10}(1 + z))] ,$$

which implies a time-evolving equation of state

$$w_{DE}(z) = \frac{1}{3} \frac{d \ln \Omega_{DE}}{dz} (1 + z) - 1 .$$

This model is motivated by the idea that dark energy could be an emergent phenomenon only arising at low redshift, though the particular form of the transition is chosen entirely by a phenomenological argument in that it has been observed to give relatively high $H_0$ values. In particular, $D_A$ is strongly decreased because of the phantom equation of state $w < -1$ that this model exhibits at later times. We stress here that this model does not reduce to $\Lambda$CDM in some limit. This means that it has the potential to artificially decrease the tension while strongly degrading the fit to the CMB anisotropy data. To circumvent this issue, we also consider the GPEDE model below.

**Parameters:** This model introduces no new parameters, since the parametric form of dark energy is fully specified.
3.4.3. Generalized Phenomenological Emergent Dark Energy

**Motivation:** The Generalized Phenomenologically Emergent Dark Energy (GPEDE) Model [164–166] generalizes the PEDE model in order to also encompass ΛCDM as a realization. For this purpose it introduces a parameter ∆, which can be set to 1 to recover the PEDE model and to 0 to recover the ΛCDM model.\(^\text{21}\) The corresponding equation of state is described by

\[
\Omega_{DE}(z) = \Omega_{DE,0} \left[1 - \tanh(\Delta \log_{10}(1 + z))\right],
\]

and the equation of state is found from Equation (17). This model allows us to cross-check whether the apparent success of the PEDE model at ∆ = 1 is artificial (by degrading the Planck fit), or whether it remains even in “competition” with the ΛCDM limit for ∆ → 0.

**Parameters:** This model introduces one new parameter ∆, which switches between the ΛCDM and PEDE limits of this model. We only impose ∆ ≥ 0.

3.4.4. Fraction of Cold Dark Matter decaying into Dark Radiation

**Motivation:** We consider a scenario in which a fraction \(f_{\text{dcdm}}\) of dark matter is allowed to decay into invisible massless particles (i.e. dark radiation (DR)). The cosmological impact of this class of model has been studied in Refs. [168–171], extending upon previous work in which the entirety of dark matter was assumed to decay in a universal manner [172]. By allowing for a fraction of decaying dark matter smaller than unity, i.e. \(f_{\text{dcdm}} < 1\), larger decay rates \(\Gamma_{\text{dcdm}}\) are allowed, leading to a richer phenomenology in the CMB and matter power spectra. This class of models has also invoked to both resolve the \(\sigma_8\) [173] and the Hubble tension [174–176]. We find little evidence for this behavior. Comparing [168, 169] we observe that the constraints from Planck 2018 are simply stronger than those of Planck 2015. Additionally, compared to the earlier investigations [174, 175] we have included BAO and CMB lensing data.

**Parameters:** The two free parameters that characterize this scenario are the dark matter decay rate, \(\Gamma_{\text{dcdm}}\), and the fraction of dark matter that is allowed to decay,

\[
f_{\text{dcdm}} = \frac{\Omega_{\text{ini,dcdm}}}{\Omega_{\text{ini,dcdm}} + \Omega_{\text{sdm}}},
\]

where \(\Omega_{\text{sdm}}\) is the present abundance of stable dark matter and \(\Omega_{\text{ini,dcdm}}\) is the initial abundance of decaying dark matter, given by \(\Omega_{\text{ini,dcdm}} = \lim_{a \to 0} a^3 \rho_{\text{dcdm}}(a) / \rho_c\). We take flat priors on \(f_{\text{dcdm}} \in [0, 1]\) and \(\Gamma_{\text{dcdm}} \in [0, 100]\) km/s/Mpc.

3.4.5. Cold Dark Matter decaying into Dark radiation and Warm Dark Matter

**Motivation:** We study a 2-body Decaying Cold Dark Matter (DCDM) model where the entirety of dark matter is unstable due to the decay into a massless particle and a massive particle; the latter of these will then behave in a manner akin to warm dark matter.

The phenomenology of such a model has recently been reviewed in great details in Ref. [177]. The model is characterized by two parameters, the DCDM lifetime, \(\Gamma_{\text{dcdm}}^{-1}\), and the fraction of DCDM

\(^{21}\)In their original work the authors also recommend the use of some characteristic transition redshift \(z_t\). In order to keep the original PEDE model as a limit of this generalization, we fix \(z_t = 0\) as was done in [167].
rest mass energy converted into dark radiation, defined as [178]:

$$\varepsilon = \frac{1}{2} \left( 1 - \frac{m_{\text{wdm}}^2}{m_{\text{cdm}}^2} \right)$$

(20)

where \(m_{\text{cdm}}^2\) and \(m_{\text{wdm}}^2\) refer to the mass of the parent particle and massive decay product respectively. Thus, \(0 \leq \varepsilon \leq 1/2\), with the lower limit corresponding to the standard CDM case (so that \(\Omega_{\text{cdm}} = \Omega_{\text{cdm}} + \Omega_{\text{wdm}}\)) and \(\varepsilon = 1/2\) corresponding to DM decaying solely into dark radiation. In general, small \(\varepsilon\) values (i.e. heavy massive decay products) and small \(\Gamma\) values (i.e. lifetimes much longer than the age of the universe) induce little departures from \(\Lambda\)CDM. In the intermediate regime, the warm decay product imprints a characteristic suppression to the matter power spectrum, in a similar fashion as massive neutrinos or warm dark matter.

The authors of Ref. [179] suggested that such a model can provide a resolution of the Hubble tension. However, this conclusion was recently challenged in Refs. [180], where it was shown that including CMB and SNIa data spoils the success of the model to resolve the Hubble tension. Still, in Ref. [181], it was shown thanks to a new fluid approximation to describe the perturbations of the massive decay products, that such a model can in fact resolve the \(S_8\) tension if \(\Gamma^{-1} \approx 55 (\varepsilon/0.007)^{1.4}\) Gyrs.

To perform our analyses, we use the modified version CLASS presented in Ref. [181]. The code is publicly available at https://github.com/PoulinV/class_decays.

**Parameters:** We include two new parameters, the mass fraction fraction \(\varepsilon\) guiding the thermal nature of the decay product, and the decay width \(\Gamma\) guiding the time at which the decay occurs. We take logarithmic priors defined as \(\log_{10}(\Gamma/\text{[km/s/Mpc]}) \in [-1, 4]\) and \(\log_{10}\varepsilon \in [-4, \log_{10}(0.5)]\).
4. Results

Having presented the individual models to be studied in this work, we proceed by systematically testing each model against a series of data sets, determining at each point the extent to which the model successfully passes each of the established criteria. We begin by analyzing the tension using the full Planck2018 likelihood in conjunction with data from BAO – we call this Test A and present the results from performing MCMCs, successively adding individual datasets one by one, in Section 4.1. We then extend the previous test by including data from the Pantheon supernovae sample [41], highlighting the tension in this case in terms of the calibration of the supernovae absolute magnitude (this test is referred to as Test B, and is shown in Section 4.2). We use Test B to then establish a set of models, the “finalists”, which pass either the tension metric criterion (GT or \(Q_{\text{DMAP}}\)) or the \(\Delta A\text{IC}\) criteria (i.e. the model generates a \(\Delta A\text{IC}\) value relative to \(\Lambda\text{CDM}\) of \(< 6.91\) when including a SH0ES likelihood). For the sample of finalists, we proceed by investigating the importance of Planck data relative to other early Universe probes (shown in Test C of Section 4.3); in particular, we consider replacing Planck by WMAP+ACT, removing information from CMB anisotropies altogether and using data from BBN. Finally, in Test D of Section 4.4, we analyze the impact of including information from redshift space distortions, cosmic chronometers, and the Lyman alpha forest.

4.1. Test A – the warm-up round: Planck and BAO data versus SH0ES

In our first test, we adopt the common approach of combining the CMB anisotropy data from Planck with a very robust probe of the late time cosmological evolution, the Baryonic Acoustic Oscillations (BAOs). Using these data sets, we investigate the extent to which each of our models eases the \(H_0\) tension. In order to understand the importance of each data set, we successively apply each one by one starting from the Planck2018 TT + lowEE power spectrum; we then quantify the tension on \(H_0\) with the SH0ES collaboration using a simple Gaussian likelihood, a common approach adopted in the literature (although, as stated above, not the correct approach for cosmologies with late-time modifications to the expansion rate). In Section 4.2 we repeat this test, now properly modelling the SH0ES measurements as the magnitude calibration of the Pantheon SNIa sample.

For the dataset

\[
D_{\text{minimal}} = \text{Planck 2018 (including TTTEEE and lensing) + BAO (including BOSS DR12 + MGS + 6dFGS)}^{22},
\]

Our baseline analysis includes BAO measurements from 6dFGS at \(z = 0.106\) [65], SDSS DR7 at \(z = 0.15\) [64] and BOSS DR12 at \(z = 0.38, 0.51, 0.61\) [63]. Table 2 summarizes the result of our two statistical tests, showing (1) the Gaussian naïve residual \(H_0\) tension of each model using \(D_{\text{minimal}}\) and comparing with the SH0ES likelihood, (2) the \(Q_{\text{DMAP}}\) generalization of the former, and (3) the Akaike Information Criterion using both \(D_{\text{minimal}}\) and SH0ES for each model relative to \(\Lambda\text{CDM}\). We identify whether each model has failed (red cross) or succeeded (green check mark) in reducing the tension as measured using our predefined thresholds. A discussion of the results for each model category can be found below.

\(^{22}\)in the MontePython v3.1 package, this corresponds to the likelihoods bao_boss_dr12 + bao_smallz_2014
the extent to which this class of models can accommodate larger values of $\Delta N_{\nu r}$. However, had not been confronted with the Planck 2018 polarisation data, which drastically reduces models had been presented as promising solutions to the Hubble tension. Many of these models, self-interacting additional relativistic degrees of freedom. Only the Majoron model passes the $\Delta \chi^2$ test and three models are capable of reducing the GT to the 3σ level (the self-interacting DR model, the self-interacting DR scattering on DM model, and the Majoron model), however the residual tension in the most promising of this category (the Majoron model) is still at the 2.7σ level. Adopting the $Q_{\text{DMAP}}$ criterion leads to qualitatively similar results, only shifting tensions by order of $\sim 0.1\sigma$, as expected in the case of Gaussian posteriors. In previous works, most of these models had been presented as promising solutions to the Hubble tension. Many of these models, however, had not been confronted with the Planck 2018 polarisation data, which drastically reduces the extent to which this class of models can accommodate larger values of $\Delta N_{\nu r}$, and thus larger values of $H_0$. The triangle plots of Appendix A show that without the polarization data of Planck 2018, most models with Dark Radiation can indeed reach values of $H_0$ of the order of 74 km/s/Mpc.

Table 3 provides further details on the AIC test: it shows a breakdown of each best-fit $\Delta \chi^2$ (relative to the $\Lambda$CDM model) for the joint $\mathcal{D}_{\text{minimal}} +$SH0ES dataset into contributions from the individual likelihoods. This is useful to test the compatibility of data sets, with positive values reflecting that a shift toward the SH0ES measurement necessitates a degradation of the fit to another cosmological observation.

Finally, in Appendix A, the left panel of each figure shows the triangle plot for all our runs based on dataset $\mathcal{D}_{\text{minimal}}$, compared to those without BAO, without Planck lensing and without Planck high-ℓ polarisation.

**Dark Radiation models.** The first round of tests illustrates a mixed level of success among solutions invoking additional relativistic degrees of freedom. Only the Majoron model passes the $\Delta \chi^2$ test and three models are capable of reducing the GT to the 3σ level (the self-interacting DR model, the self-interacting DR scattering on DM model, and the Majoron model), however the residual tension in the most promising of this category (the Majoron model) is still at the 2.7σ level. Adopting the $Q_{\text{DMAP}}$ criterion leads to qualitatively similar results, only shifting tensions by order of $\sim 0.1\sigma$, as expected in the case of Gaussian posteriors. In previous works, most of these models had been presented as promising solutions to the Hubble tension. Many of these models, however, had not been confronted with the Planck 2018 polarisation data, which drastically reduces the extent to which this class of models can accommodate larger values of $\Delta N_{\nu r}$, and thus larger values of $H_0$. The triangle plots of Appendix A show that without the polarization data of Planck 2018, most models with Dark Radiation can indeed reach values of $H_0$ of the order of 74 km/s/Mpc.
In general, models with dark radiation exploit the parameter degeneracy between $H_0$ and $N_{\text{eff}}$ at the level of CMB data and BAO data. This degeneracy is mainly lifted by the measurement of the damping tail of the CMB spectra, which is suppressed when adopting higher values of $H_0$. To counteract the impact of a large $H_0$ on the damping tail, some of the previous models invoke additional ingredients, such as DR self-interactions, DM-DR scattering, or neutrino interactions. Our results suggest that the level of precision of Planck 2018 data (in particular in the polarisation spectrum) is sufficient to differentiate the subtle effects of these ingredients, limiting the preferred value of $H_0$ to be $\lesssim 70$ km/s/Mpc at the 95%CL.

Other early universe models. At this stage, early-Universe modifications that shift the sound horizon without relying on dark radiation tend to perform better (on average). All six models considered in this category pass at least one of the tests, with EDE, NEDE, EMG, and varying $m_e+\Omega_k$ passing all three. The residual GT in this class of models varies between $3.3\sigma$ in the case of a primordial magnetic field, to a remarkable $1.6\sigma$ in the case of an varying effective electron mass in a curved universe. Instead, adopting the $Q_{\text{DMAP}}$ criterion, four of the models reach a tension of less than $2\sigma$, with the EDE model even reaching an agreement of $1.4\sigma$. The EDE model shows an improvement in $\Delta\chi^2$ of around $-19$, easily passing the established threshold on $\Delta\text{AIC}$. It is worth mentioning that the relative success of EDE in the $Q_{\text{DMAP}}$ criterion, relative to that of the GT criterion, arises from a known sampling issue [135, 138] we have already mentioned: given current precision, there exists a $\chi^2$ degeneracy within Planck and BAO data between $\Lambda$CDM and EDE. Since EDE has two parameters ($\Theta_i, z_c$) which once $f_{\text{EDE}} \to 0$ become irrelevant, it leads
to posteriors that are naturally weighted towards ΛCDM. This preference for ΛCDM is thus at least partially a result of the precise layout of the Bayesian prior volume, and not a result of a true preference (a similar caveat applies to NEDE). Therefore, this impacts the validity of the Gaussian approximation to quantify the level of tension with SH0ES: the complicated degeneracy in the multi-dimensional space leads to long tails in the 1D posteriors of $M_b$ (and $H_0$), and the distribution thus deviates from Gaussian (and becomes asymmetric). Concretely, in the case of P18+BAO+Pantheon (our canonical run to gauge of the tension level with SH0ES), we find that the error on $M_b$ (above the mean) at 68% C.L. is $σ_{68\%} = 0.017$, at 95% C.L. $σ_{95\%} = 0.06$, and at 99.5% C.L. $σ_{99.5\%} = 0.1$, which clearly shows that one cannot simply rescale the $σ_{68\%}$ to extract the limit at any given confidence level.

Regarding the relevance of Planck polarization measurement, we note that it is of major importance in the case of a primordial magnetic field. With Planck TT only, the primordial magnetic field model would in fact provide a very promising resolution to both the $H_0$ and $S_8$ tension. However, the success of the solution is spoiled once other data sets are included in the analysis (we stress that more complex models might be worth investigating, although a recent study testing 5 different clumping models indicate that these are disfavored by the combination of Planck+ACT data [117]). The situation is a bit different for the varying effective electron mass, for which constraints are fairly similar, independently of the dataset considered (barring the inclusion of SH0ES). This 1-parameter model provides a remarkable tentative solution to both tensions, if purely based on the GT criterion (test 1). Yet, ΔAIC (test 3) illustrates that the required value of $δ_m_e$ is not “strongly favored” (on the Jeffrey’s scale) by Planck data. However, once the extension to a non-flat universe is considered, constraints without late-time information dramatically change. In that case, the model provides a promising resolution to the $H_0$ tension, but does not perform as well regarding $S_8$. Once BAO data are included, the model shows similar performance as when $Ω_k$ was set to 0 (indicating BAO data disfavors non-zero $Ω_k$). However, allowing $Ω_k$ to freely vary does lead to larger uncertainties on $H_0$, which indeed helps in reducing the tension.

It was already noted that EDE models are more strongly constrained by polarization than temperature [134, 135] (in particular regarding the dynamics of perturbations), a result that we confirm for both EDE and NEDE. We find here a similar behavior for the EMG model, with polarization data providing most of the constraints on the model. We also note that BAO data do not significantly further affect the constraints to these models. This is of particular importance since it has been argued [182] that the degeneracy direction between $H_0 - r_s(z_{\text{drag}})$ and $H_0 - r_s(z_{\text{CMB}})$ is different, such that these data could potentially break the degeneracy that allows for high $H_0$. However, there is an interesting “coincidence” in that the impact of EDE on the height of acoustic peaks is (partly) compensated by an increase in $ω_{\text{cdm}}$, which turns out to help EDE models in providing an excellent fit to BAO data (see Table 3). However, that increase in $ω_{\text{cdm}}$ leads to a larger $S_8$, which can potentially be problematic regarding the $S_8$ tension [138, 183]. We will comment further about this in Section 4.4.

---

23 This was clearly demonstrated in Ref. [135] using mock Planck CMB data: even if a fake EDE signal (with $f_{\text{EDE}} = 0.12$ and $H_0 = 72$ km/s/Mpc) is injected in the data, Planck cannot break the degeneracy between EDE and ΛCDM and only obtains an upper limit on $f_{\text{EDE}}$. A survey such as CMB-S4 would unambiguously break that degeneracy. Reducing the number of free parameters from three to $f_{\text{EDE}}$-only make that degeneracy become evident [138, 152].
**Late universe models.** Of the late-Universe models, three involve modifications to DE and two rely on decaying dark matter. Two models invoking exotic DE each pass one of the two tests. Starting with the “benchmark” CPL extension to ΛCDM, one can see that the apparent tension between Planck and SH0ES (and in fact even with S8!) is resolved in this model, in the absence of BAO and Pantheon data. This is a perfect illustration of the importance of including late-time dynamics information when quantifying the tension. Indeed, when BAO data are included in the fit, the apparent resolution of both tensions disappear. Yet, this shows that any model whose only role is to relieve the “Planck+SH0ES” (no BAO) tension should not be considered successful (barring the presence of unknown systematic errors in BAO data analysis).

In the Phenomenological Emergent DE model, the GT on $H_0$ disappears completely, reducing it to a spectacular level of just 1.0σ (albeit the $Q_{DMAP}$ residual tension is slightly larger). While the fit in the Phenomenological Emergent DE model certainly improves upon ΛCDM (although is not sufficient to pass the ΔAIC cut), Table 3 shows that the fit comes at the expense of an increasing tension with BAO. At this stage (without uncalibrated SNIa data added), also the Generalized Phenomenological Emergent DE model performs well, reducing the GT to around 2.4σ ($Q_{DMAP}$ of 2.9σ) and reaching a similar ΔAIC. In the next section, we will see how the inclusion of supernovae data exacerbates this tension.

Finally, neither of the two decaying dark matter models is successful in reducing the tension. Actually, Figures A.22 and A.23 show that for these models, Planck 2018 temperature and low-ℓ polarization data alone are already sufficient to constrain high values of $H_0$.

### 4.2. Test B – the qualifying round: Adding Pantheon data

In our second test, we add the supernovae data from the Pantheon compilation to our test. In this case, it is important to properly treat the SH0ES measurement. In particular, as discussed in [43, 44] and in Section 2 we abandon the simple Gaussian likelihood in $H_0$, and instead model the measurement as a Gaussian prior constraint on the absolute magnitude of the supernovae of type Ia ($M_B$).

For the dataset

$$D_{\text{baseline}} = D_{\text{minimal}} + \text{Pantheon (marginalised over } M_B),$$

the result of the three tests are summarized in Table 1. More details on the contribution of each likelihood to the $\chi^2$ used for our AIC test (based on joint fits of $D_{\text{baseline}} + \text{SH0ES}$) are provided in Table 4. The triangle plots of each of our MCMC runs are provided in Appendix A, in the right panel of each figure. Finally, the bounds on the extended parameters of each model are given in Table 5, except for cases for which parameter degeneracies do not allow to get bounds on individual parameters (e.g. there can be no limit on a decay rate when the decaying Dark Matter fraction goes to zero).

**Dark Radiation models.** In the previous section, three models invoking DR passed one of the tests, namely self-interacting DR, mixed DR, and Majoron. When including supernovae data, only two of these models still pass any test: namely self-interacting DR and the Majoron. The Majoron model passes both the $Q_{DMAP}$ criterion and the ΔAIC, with a reduction of the $H_0$ tension to...
the 2.9σ level and ΔAIC=-9.49, while the self-interacting DR only pass the ΔAIC criterion, with ΔAIC=-7.56. Importantly, we note that for this class of models the results are qualitatively very similar regardless of whether one adopts a prior on $H_0$ or $M_b$.

Other early universe models. All models modifying the sound horizon through some other mechanism keep passing one of the three tests, although not as easily as in absence of supernovae data. In the case of primordial magnetic field, the Hubble tension remains above the 3σ level according to both GT and $Q_{DMAP}$, but the AIC test is still passed (ΔAIC=-9.42). The varying $m_e$ passes all three tests (ΔAIC=-10.27), although both the GT and $Q_{DMAP}$ tensions are still at the 2.9σ level. Finally, the varying $m_e+\Omega_k$, EDE, NEDE, and EMG models pass both the $Q_{DMAP}$ and ΔAIC criterion beyond 2.5σ (resulting in 1.9σ, 1.6σ, 1.9σ and 2.3σ tension, and ΔAIC=-13.26, -15.98, -12.93 and -12.56 respectively). EDE, NEDE and EMG fail the GT criterion, however this is simply a consequence of the non-Gaussian posteriors. We conclude that the EDE, NEDE, EMG and varying $m_e+\Omega_k$ models perform the best in both the $Q_{DMAP}$ tension and the ΔAIC criterion. As in the DR case, we note that using a prior on $H_0$ or $M_b$ leads to similar results, except for EMG for which the inclusion of a prior on $M_b$ slightly restricts the success of the solution.

Table 1: Test of the models based on dataset $D_{baseline}$ (Planck 2018 + BAO + Pantheon), using the direct measurement of $M_B$ by SH0ES as the GT for the quantification of the tension (4th column), the $Q_{DMAP}$ criterion (5th column), or the computation of the ΔAIC (7th column). Eight models pass at least one of these three tests at the 3σ level. (repeated from page 12)

| Model         | $\Delta N_{\text{param}}$ | $M_B$    | Gaussian Tension | $Q_{DMAP}$ Tension | $\Delta \chi^2$ | ΔAIC    | One test passed |
|---------------|---------------------------|----------|------------------|-------------------|-----------------|---------|-----------------|
| ΛCDM          | 0                         | $-19.416 \pm 0.012$ | 4.4σ             | 4.5σ              | X               | 0.00    | X               |
| $\Delta N_{\text{ur}}$ | 1                        | $-19.395 \pm 0.019$ | 3.6σ             | 3.8σ              | X               | -6.10   | -4.10           |
| S IDR         | 1                         | $-19.385 \pm 0.024$ | 3.2σ             | 3.3σ              | X               | -9.57   | -7.57           |
| mixed DR      | 2                         | $-19.413 \pm 0.036$ | 3.3σ             | 3.4σ              | X               | -8.83   | -4.83           |
| DR-DM         | 2                         | $-19.388 \pm 0.026$ | 3.2σ             | 3.1σ              | X               | -8.92   | -4.92           |
| SDR+DR        | 3                         | $-19.440 \pm 0.037$ | 3.8σ             | 3.9σ              | X               | -4.98   | 1.02            |
| Majoron       | 3                         | $-19.380 \pm 0.021$ | 3.0σ             | 2.9σ              | ✓               | -15.49  | -9.49           |
| primordial B  | 1                         | $-19.390 \pm 0.024$ | 3.5σ             | 3.5σ              | X               | -11.42  | -9.42           |
| varying $m_e$ | 1                         | $-19.391 \pm 0.034$ | 2.9σ             | 2.9σ              | ✓               | -12.27  | -10.27          |
| varying $m_e+\Omega_k$ | 2                   | $-19.368 \pm 0.048$ | 2.0σ             | 1.9σ              | ✓               | -17.26  | -13.26          |
| EDE           | 3                         | $-19.390 \pm 0.016$ | 3.6σ             | 1.6σ              | ✓               | -21.98  | -15.98          |
| NEDE          | 3                         | $-19.380 \pm 0.023$ | 3.1σ             | 1.9σ              | ✓               | -18.93  | -12.93          |
| EMG           | 3                         | $-19.397 \pm 0.017$ | 3.7σ             | 2.3σ              | ✓               | -18.56  | -12.56          |
| CPL           | 2                         | $-19.400 \pm 0.020$ | 3.7σ             | 4.1σ              | X               | -4.94   | -0.94           |
| PEDE          | 0                         | $-19.349 \pm 0.013$ | 2.7σ             | 2.8σ              | ✓               | 2.24    | 2.24            |
| GPEDE         | 1                         | $-19.400 \pm 0.022$ | 3.6σ             | 4.6σ              | X               | -0.45   | 1.55            |
| DM → DR+WDM   | 2                         | $-19.420 \pm 0.012$ | 4.5σ             | 4.5σ              | X               | -0.19   | 3.81            |
| DM → DR       | 2                         | $-19.410 \pm 0.011$ | 4.3σ             | 4.5σ              | X               | -0.53   | 3.47            |
Late universe models. While the late-time DE models (CPL and PEDE) easily passed the $H_0$-based criterion of Section 4.1, the more consistent modeling of SH0ES via the calibration of the absolute supernova luminosity $M_B$ (rather than a measurement of $H_0$, as discussed in [43, 44]) puts these models under serious pressure. When including the Pantheon supernova data, these models still predict very high values of $H_0$, however they do not impact luminosity distances to the nearby supernovae, and thus do not ease the tension. This feature is nicely demonstrated already with our benchmark CPL scenario, which performs much worse when a prior on $M_b$ is included, rather than on $H_0$. As stressed in Refs. [43, 44], this is because the calibration of Pantheon SNIa intrinsic luminosity based on the inverse-distance ladder method leads to values of $M_b$ incompatible with SH0ES. Similarly, this is clearly seen for PEDE in Fig. A.21, where the $(H_0 - M_B)$ contour plot reveals that the PEDE is in tension with the actual calibration of $M_B$ while agreeing with the naïve $H_0$ value derived from a ΛCDM-based analysis. Nevertheless, the PEDE model still passes the GT and $Q_{DMAP}$ tests, albeit marginally, remaining at 2.7σ GT and 2.8σ $Q_{DMAP}$ tension in $M_B$. However, the real issue is that the PEDE model has a positive $\Delta AIC$ (and $\Delta \chi^2$) with respect to ΛCDM, and PEDE provides in fact a worse fit to the combined data sets that ΛCDM. Table 4 shows that this is caused by a strong degradation of the joint fit to BAO and Pantheon data (with $\Delta \chi^2_{BAO} = 5.61$ and $\Delta \chi^2_{Panth.} = 11.14$). This is a consequence of the non-nested nature of the PEDE model. Instead, the nested GPEDE model leads to a (slightly) better fit than the ΛCDM model ($\Delta \chi^2 < 0$) but is not reducing the tension according to criteria 1 or 2. This is similar to how a ΛCDM model with $\Omega_{cdm}h^2$ fixed to 0.11 can reduce criteria 1 and 2 artificially (as described in Section 2), while giving a worse fit. The generalization to the full ΛCDM model similarly to the generalized GPEDE model both do not reduce criteria 1 or 2.

Table 4: Contribution of each likelihood to the best-fit $\chi^2 = -2\ln L$ of each model to the dataset $\mathcal{D}_{baseline} + SH0ES$, relative to the best-fit $\chi^2$ of ΛCDM to the same dataset. Here SH0ES is treated as a measurement of $M_B$.

| Model | low-ℓ | high-ℓ | lensing | BAO | Pantheon | SH0ES | Total |
|-------|-------|--------|---------|-----|----------|-------|-------|
| ΛCDM | 0.00  | 0.00   | 0.00    | 0.00| 0.00     | 0.00  | 0.00  |
| $\Delta N_{ur}$ | -1.06 | 5.61   | -0.09   | 0.30| -0.05    | -10.81| -6.10 |
| Sidor | -0.27 | 3.25   | -0.02   | 0.51| -0.05    | -12.98| -9.57 |
| mixed DR | -1.23 | 2.53   | 0.12    | 0.14| 0.24     | -10.63| -8.83 |
| DR-DM | -0.34 | 3.61   | -0.09   | 0.34| -0.05    | -12.40| -8.92 |
| SIn+DR | 1.34  | 1.02   | -0.16   | 2.25| -0.03    | -9.40 | -4.98 |
| Majoron | -0.51 | -0.84  | -0.18   | 0.94| -0.03    | -14.87| -15.49|
| primordial B | 1.19  | -2.93  | -0.65   | 0.67| 0.06     | -9.76 | -11.42|
| varying $m_e$ | 0.20  | -1.23  | -0.52   | 2.42| 0.04     | -13.19| -12.27|
| varying $m_e+\Omega_k$ | -1.47 | -2.64  | 1.06    | 2.19| 0.80     | -17.20| -17.26|
| EDE | -1.78 | -3.80  | -0.02   | 0.04| -0.22    | -16.20| -21.98|
| NEDE | -2.67 | -0.26  | 0.03    | 0.13| -0.24    | -15.93| -18.93|
| EMG | -0.55 | -2.23  | -0.53   | 0.11| -0.19    | -15.17| -18.56|
| CPL | 0.18  | -1.37  | -0.79   | 4.72| 0.74     | -8.43 | -4.94 |
| PEDE | 0.05  | -3.32  | -0.25   | 5.61| 11.14    | -10.99| 2.24  |
| GPEDE | 3.64  | -3.32  | -0.81   | 0.79| 0.09     | -0.83 | -0.45 |
| DM → DR+WDM | 0.28  | -0.54  | -0.20   | -0.03| -0.19    | 0.50  | -0.19 |
| DM → DR | 0.27  | -0.23  | -0.28   | -0.02| 0.08     | -0.35 | -0.53 |

24see also earlier discussions in Refs. [80, 137, 184] which showed that a reconstructed $H(z)$ history from either the Planck or SH0ES calibration of BAO and SNIa are already in tension.
| Model       | Parameter     | $D_{\text{baseline}}$       | $D_{\text{baseline}} + M_B$            |
|-------------|---------------|----------------------------|----------------------------------------|
| $\Delta N_{\text{eff}}$ | $N_{\text{eff}}$ | 3.1557 ± 0.0677 | 3.3768 ± 0.1371 |
| SIDR       | $N_{\text{idr}}$ | 0.1463 ± 0.0926 | 0.3867 ± 0.1318 |
| mixed DR   | $N_{\text{tot}}$ | 2.9604 ± 0.1736 | (8.9697 ± 5.6555)×10$^{-2}$ |
|            | $f_{\text{idr}}$ | (2.888 ± 1.447)×10$^{-8}$ | (13.5157 ± 6.8720)×10$^{-2}$ |
| DR-DM     | $N_{\text{idr}}$ | 0.1501 ± 0.0965 | 0.4290 ± 0.1353 |
|            | $\Gamma_{\text{0,nadm}}$ | (2.388 ± 1.447)×10$^{-8}$ | (2.371 ± 1.484)×10$^{-8}$ |
| SI$\nu$+DR| $\log_{10}(G_{\text{eff}}/\text{MeV}^{-2})$ | −1.77 ± 0.15 | −1.66 ± 0.16 |
|            | $\Sigma m_{\nu}$ [eV] | < 0.147 | < 0.154 |
|            | $N_{\text{ur}}$ | 1.74 ± 0.19 | 2.175 ± 0.175 |
| Majoron    | $\log_{10}(m_{\text{g}}/\text{eV})$ | unconstrained | unconstrained |
|            | $\log_{10}(\Gamma_{\text{eff}})$ | unconstrained | unconstrained |
|            | $\Delta N_{\text{ur}}$ | < 0.363 | < 0.751 |
| primordial B | $b$          | < 0.495 | 0.48 ± 0.22 |
| varying $m_e$ | $m_{e,\text{early}}/m_{e,\text{late}}$ | 1.0047 ± 0.0066 | 1.0169 ± 0.0053 |
| varying $m_e+\Omega_k$ | $m_{e,\text{early}}/m_{e,\text{late}}$ | 1.015 ± 0.018 | (3.1870 ± 5.045)×10$^{-3}$ |
|            | $\Omega_k$ | (-3.1870 ± 5.045)×10$^{-3}$ | (-8.9719 ± 4.181)×10$^{-3}$ |
| EDE        | $\log_{10}(z_c)$ | unconstrained | 3.614$^{-0.13}_{+0.04}$ |
|            | $f_{\text{EDE}}(a_c)$ | < 0.084 | 0.104$^{+0.034}_{-0.028}$ |
|            | $\theta_i$ | unconstrained | 2.602$^{+0.32}_{-0.074}$ |
| NEDE       | $f_{\text{NEDE}}$ | < 0.117 | 0.125$^{+0.038}_{-0.03}$ |
|            | $\log_{10}(m_{\text{NEDE}})$ | > 1.839 | 2.5$^{+0.17}_{-0.1}$ |
|            | $\omega_{\text{NEDE}}$ | > 1.3 | 2.106$^{+0.24}_{-0.21}$ |
| EMG        | $\xi$ | < 0.75 | < 0.31 |
|            | $\sigma_i$ | < 0.38 | 0.490$^{+0.14}_{-0.084}$ |
|            | $V_0$ | unconstrained | 2.54$^{+0.11}_{-0.25}$ |
| CPL        | $w_0$ | −0.955$^{+0.018}_{-0.086}$ | −0.933$^{+0.038}_{-0.093}$ |
|            | $w_a$ | −0.279$^{+0.33}_{-0.28}$ | −0.554$^{+0.41}_{-0.34}$ |
| GPEDE      | $\Delta$ | unconstrained | < 0.2241 |
| DM $\rightarrow$ DR | $\Gamma_{\text{dcdm}}$ [km/s/Mpc] | unconstrained | unconstrained |
|            | $f_{\text{dcdm}}$ | unconstrained | unconstrained |
| DM $\rightarrow$ DR+WDM | $\log_{10}(\Gamma/[\text{km/s/Mpc}])$ | unconstrained | unconstrained |
|            | $\log_{10}(\epsilon)$ | unconstrained | unconstrained |

Table 5: Confidence intervals on additional parameters in each model (beyond the six ΛCDM parameters) for test B, presented either as “mean ± 68%CL” or “upper/lower 95% bound”. For the unconstrained parameters, the contours can be seen in Appendix A.
In summary, the models that pass at least one of the three tests for data set $D_{\text{baseline}}$ – without degrading the fit to the combined dataset compared to $\Lambda$CDM – and make it to the “finale” are (ranked from the best to the worst $\Delta\text{AIC}$): Early Dark Energy, a varying effective electron mass in a curved universe, New Early Dark Energy, EMG, the primordial magnetic field model, a varying effective electron mass in a flat universe, the Majoron model and the SIDR model.

The varying $m_e$ (both with and without curvature) is the only model receiving a “gold medal” for passing all three criteria, and remarkably reducing the tension to the $\lesssim 2\sigma$ when non-zero curvature is considered. EDE, NEDE, EMG and Majoron all win “silver medals” for passing the $Q_{\text{DMAP}}$ and $\Delta\text{AIC}$ simultaneously, while the primordial magnetic field and SIDR models win “bronze medals” for passing the $\Delta\text{AIC}$ criterion.

4.3. Test C – first round of the finale: Role of Planck data

In our third test, we attempt to assess the extent to which our conclusions are robust under the exclusion of Planck data. For this test, we decide to focus on the sample of finalists, which is well representative of the three categories of solutions studied earlier. Importantly, our goal is not to revive discarded models using data that are less constraining than Planck. Rather, we hope to understand the relative importance of Planck data in constraining the resolution to the $H_0$ tension - known to exist independently of Planck. We thus repeat the analysis using alternatives to the dataset $D_{\text{baseline}}$, in which all of the Planck data is substituted by a combination of either non-Planck CMB data, or non-CMB data probing the sound horizon scale and the expansion history.

Our non-Planck data combination $D_{\text{no Planck}}$ includes:

- WMAP 9-year likelihood [185]
- ACT DR-4 likelihood [186]
- A Gaussian prior on $\tau_{\text{reio}} = 0.0543 \pm 0.0073$

This is essentially the same combination of data sets as presented in the main analysis of Ref. [186], except using a slightly more informative prior on $\tau_{\text{reio}}$ inspired by SPT3G analysis [187]. We do not perform the same analysis as in Ref. [187] as the official SPT3G likelihood is not yet released.

Our non-CMB data combination $D_{\text{no CMB}}$ includes:

- the same BAO data as $D_{\text{minimal}}$ and $D_{\text{baseline}}$
- the same Pantheon supernova data as $D_{\text{baseline}}$
- Big Bang Nucleosynthesis [BBN] data with Deuterium measured from [188] and with Helium as measured by [189]. We simply model each measurement as a one-dimensional Gaussian likelihood, and obtain the predictions for a given value of $\omega_b, N_{\text{eff}}$ from a pre-tabulated table computed with Parthenope 2.0.
- Additional Lyman-$\alpha$ (high-$z$) BAO data from [7, 190].
- Cosmic Chronometers [CC] from table 1 of [191].
The combination of these datasets probe the expansion rate and thermal history of the Universe within each model, but is completely independent of the evolution of perturbations, providing an important cross-check at the level of the background expansion history. Thus, in this case, we remove \( A_s \) and \( n_s \) from our list of varied parameters (and \( S_8 \) from our list of derived parameters).

| Model  | Parameter | \( \mathcal{D}_{\text{no Planck}} \)       | \( \mathcal{D}_{\text{no CMB}} \)       |
|--------|-----------|------------------------------------------|------------------------------------------|
| SIDR   | \( N_{\text{idr}} \) | \( (6.53 \pm 3.91) \times 10^{-2} \)    | \( (1.73 \pm 1.09) \times 10^{-2} \)    |
| Majaroon | \( \log_{10}(\frac{m_\phi}{\text{eV}}) \) | unconstrained                           | unconstrained                           |
|        | \( \log_{10}(\Gamma_{\text{eff}}) \) | unconstrained                           | unconstrained                           |
|        | \( \Delta N_{\text{eff}} \) | < 0.434                                 | < 0.411                                 |
| primordial B | \( b \) | < 0.463                                 | 0.41 ± 0.2                              |
| varying \( m_e \) | \( m_e,\text{early}/m_e,\text{late} \) | 1.0052 ± 0.0057                         | 1.005 ± 0.0108                          |
| varying \( m_e + \Omega_k \) | \( \Omega_k \) | unconstrained                           | 1.0088 ± 0.0388                         |
|        | \( \theta_i \) | unconstrained                           | unconstrained                           |
| EDE    | \( \log_{10}(z_c) \) | 3.326^{+0.072}_{-0.051}                | unconstrained                           |
|        | \( f_{\text{EDE}}(a_c) \) | 0.1593^{+0.005}_{-0.004}               | < 0.24                                 |
|        | \( \phi_0 \) | unconstrained                           | unconstrained                           |
| NEDE   | \( f_{\text{NEDE}} \) | 0.103^{+0.021}_{-0.064}                | < 0.24                                 |
|        | \( \log_{10}(m_{\text{NEDE}}/\text{eV}) \) | unconstrained                           | unconstrained                           |
|        | \( w_{\text{NEDE}} \) | unconstrained                           | unconstrained                           |
| EMG    | \( \xi \) | –                                       | unconstrained                           |
|        | \( \sigma_i \) | –                                       | < 0.64                                 |
|        | \( V_0 \) | –                                       | unconstrained                           |

Table 6: Confidence intervals on additional parameters in finalist models (beyond the six \( \Lambda \)CDM parameters) for test C, presented either as “mean ± 68%CL” or “upper/lower 95% bound”. For the unconstrained parameters, the contours can be seen in Appendix B. The EMG model was not confronted to WMAP+ACT, since the code available to us is not compatible with that likelihood.

The results of these runs are presented in the form of triangle plots in Appendix B. For this case, our bounds on extended model parameters are given in Table 6. The results show that, as far as the resolution of the \( H_0 \) tension is concerned, the role of CMB data in general, and of Planck data in particular, can vary from “essential” to “marginal” depending on the model. We summarize the results of each model here:

- Most impressively, for EDE, the constraints significantly change when trading \( \mathcal{D}_{\text{baseline}} \) for \( \mathcal{D}_{\text{no Planck}} \). In that case, the degeneracy between \( f_{\text{EDE}}(a_c)-M_B \) opens up, and we find \( f_{\text{EDE}}(a_c) = 0.153^{+0.050}_{-0.085} \) (in fact, \( f_{\text{EDE}}(a_c) \) compatible with 0 only at \( \sim 2.5\sigma \) due to non-Gaussian posteriors) and \( M_B = -19.252 \pm 0.081 \), which is in 0.1\( \sigma \) agreement with SH0ES. Barring potential residual systematic errors in ACT or Planck, this illustrates the importance of the high-accuracy measurement made by Planck in the \( \ell \)-range 1000 – 2000 (that outperforms WMAP+ACT in TT) in constraining the EDE model. As a consequence of this potential mild inconsistency between Planck and ACT, when combining them, we find only an upper limit on \( f_{\text{EDE}}(a_c) < 0.12 \) with \( M_b = -19.36^{+0.023}_{-0.045} \), which is significantly weaker than the constraints from Planck only \( f_{\text{EDE}}(a_c) < 0.092 \), with \( M_b = -19.39^{+0.016}_{-0.035} \). Further studies of the EDE model with ACT data are presented elsewhere [192].
The situation is different in the $D_{\text{no CMB}}$ case; we find again a (relatively weak) upper limit on $f_{\text{EDE}}(a_*)$ and $M_B$ is in tension with SH0ES at 2.2σ, which is more in line with our $D_{\text{baseline}}$ case. We conclude that besides ACT, none of the data we used favor a deviation from ΛCDM which brings $M_B$ in fully satisfying agreement with SH0ES.

- For NEDE, we find a similar behavior as EDE. When trading $D_{\text{baseline}}$ for $D_{\text{no Planck}}$, a multi-modal distribution appears (corresponding to high or low trigger field mass, i.e., $z_* \sim 10^4$ and $z_* \sim 10^3$ respectively), both favoring non-zero $f_{\text{NEDE}}$ at $\sim 2\sigma$. Yet, only the low-mass part of the parameter space leads to $M_B$ in perfect agreement with SH0ES, with the high-mass part only compatible with SH0ES at the 2σ level. The high-mass mode, on the other hand, is closer to the parameter space favored by the analysis of $D_{\text{baseline}} + \text{SH0ES}$. A deeper analysis of the NEDE model in light of ACT data is performed in Ref. [192]. Nevertheless, when replacing CMB data by $D_{\text{baseline}}$, we find only a weak upper-limit on $f_{\text{NEDE}}$, and $M_B$ is again in tension with SH0ES at 2σ.

- For the EMG model, the version of the code available is not compatible with the ACT likelihood, and further work is needed to confront this model against ACT data. Against the data $D_{\text{no CMB}}$, we find that the EMG model allows slightly higher $H_0$ and $M_B$ values, reducing the tension to around 2.4σ, though the EMG free parameters are largely unconstrained.

- For the Majoron model, in addition to a general broadening of the posterior, there is also a slight upward shift in $H_0$ and $M_B$ when replacing Planck with ACT+WMAP. This marginally reduces the tension, but not by a significant amount. It is interesting that the WMAP+ACT result generates a slightly bi-modal distribution at high majoron mass, rather than the single low mass mode obtained with Planck data. This is perhaps not too surprising as the mass controls the time at which the majoron thermalizes with neutrinos (and damps neutrino free-streaming), and thus is correlated with the multipoles most influenced by the presence of the majoron; thus, changing CMB data is likely to induce a shift in this parameter. Using BBN rather than the CMB simply broadens the posteriors, but does not show a noticeable shift toward larger values of $H_0$.

- For the primordial magnetic field model, the Planck and ACT data are essentially interchangeable. Both constraints overlap very well. However, abandoning the CMB data altogether does allow for slightly higher $H_0$ and $M_B$ values, reducing the tension from 3.5σ to 1.9σ. For the $D_{\text{no CMB}}$ the primordial magnetic field model has approximately the same constraints as other models shifting the sound horizon such as the varying $m_e$ or varying $m_e+\Omega_4$ models, since in this case the additional effects caused by the changed recombination beyond a shift of the sound horizon are not probed by these data.

- For the varying effective electron mass model, the high-ℓ information stored in Planck data plays a moderate role in this case, since with $D_{\text{no Planck}}$ the tension on $M_B$ decreases from 2.9σ to 2.1σ. Note that, in this case, a small 2.1σ tension remains without the use of any CMB data, so the CMB is not such a crucial probe of this model. Indeed, this models induces a shift of the sound horizon which can be probed almost as well by measuring the BAO scale as by measuring the CMB peak scale.
For the varying effective electron mass in a curved universe model, we reach similar conclusions. The tension on $M_B$ is nearly the same when using the data sets $D_{\text{baseline}}$, $D_{\text{no Planck}}$ or $D_{\text{no CMB}}$ (it is always around $2.0\sigma$).

For the self-interacting DR model the role of Planck data also appears to be minor, with constraints from $D_{\text{no Planck}}$ showing a strong tension ($\sim 4.0\sigma$), only degraded a slight bit when using $D_{\text{no CMB}}$ ($\sim 2.7\sigma$).

We may conclude that as far as CMB measurements are concerned, the Planck data plays a crucial role only for the two models of EDE. The high-$\ell$ Planck temperature/polarization data around $\ell \in [1500, 2500]$ appears to disfavor a large fraction of EDE and NEDE around recombination. Should new systematics be identified within the Planck data, the constraints on these models could radically change. The other models of our sample of finalists are not impacted significantly by the exchange of Planck with WMAP+ACT data, despite of the fact that the latter combination is less constraining and does not probe as accurately the details of the temperature and polarization spectra at intermediate angular scales. Instead, these models are mostly constrained through many of the geometric probes contained in the Planck data, such as the angular scale of the acoustic oscillations. This means that most of our conclusions are robust against many possible Planck systematics.

A surprising amount of information can also be gleaned when abandoning the CMB anisotropy probes altogether, relying just on late universe observations and a calibration of the baryon density from BBN. In this case, most constraints are weakened a slight bit, but not by much.

In Fig. 4 we demonstrate how the constraints from a combination of BAO and BBN data depend on the underlying cosmological model. In the $\Lambda$CDM case the combined constraints are quite tight (top middle). The same is true when looking at solutions using for example dark radiation (top right), or when investigating late-time solutions. However, as soon as other early universe solutions are employed (middle row), the BAO+BBN constraints become very loose. In this case, the observational Hubble data in form of Cosmic Chronometers (CC) is crucial for establishing tight constraints (bottom row).

The BAO+BBN probe works on the basis of calibrating the sound horizon from BBN. This allows the BAO measurement of the sound horizon angle to be converted into one of the angular diameter distance at the given redshift. By combining probes from different redshifts (such as Lyman-\(\alpha\) BAO and galaxy BAO), a joint measurement of $H_0$ and $\Omega_m$ can then be established. The crucial calibration of the sound horizon through BBN can only be established if the sound horizon is not impacted by the model (late solutions) or shifted in a way that can be constrained by BBN (Dark Radiation solutions). This is not the case for any of the other early universe solutions. In this case, the Cosmic Chronometers (CC) are crucial for calibrating the absolute distance scale of the BAO.

This is particularly visible in Fig. 4 for the varying effective electron mass model, for which there is virtually no constraints on $H_0$ in the absence of CC data. On the other hand, we note that the Hubble parameter appears to be partially constrained for the EDE model. This is because, any additional early dark energy $f_{\text{EDE}}(z) > 0$ can only increase the Hubble parameter, thus leading to the same lower bound as $\Lambda$CDM, while the upper constraint is purely artificial and arises from our imposed upper prior limit of $f_{\text{EDE}}(z) < 0.5$, most strongly impacting the galactic BAO constraints.
4.4. Test D – second round of the finale: Impact of additional data sets

While at this point we have already used a large fraction of the cosmological probes for our analysis, one might wonder if additional constraints can be derived from using complementary data sets. For this purpose, in our final test, we go back to our (Planck + BAO + Pantheon) baseline data set $D_{\text{baseline}}$, and consider the impact of additional data on the models of our silver sample, including:

- Redshift-Space-Distortions [RSD] (including the full-shape information of [63] and other $f\sigma_8$ measurements from the 6dFGS [193], the MGS [194], and the eBOSS DR 14 quasars [195])
- Cosmic Chronometers [CC] (already introduced in the previous section),
- Lyman-α based high-z BAO (already introduced in the previous section).
We successively add these three data sets to check if any of these additional late time probes of the expansion history add any information. We call this final dataset $D_{\text{extended}}$ which includes all of the aforementioned datasets simultaneously. For this case, our bounds on extended model parameters are given in Table 7 while all figures are reported in Appendix C. A comparison of the tension metrics for all models in the finalists category using $D_{\text{extended}}$ is provided in Tab. 8. The additional data sets provide some interesting constraining power on the finalist models. Indeed, looking at the $\Delta \chi^2$ with respect to $\Lambda$CDM reported in Tab. 9, one can see that the fit to CC is somewhat degraded in all models, in particular for EDE, NEDE, EMG and varying $m_e+\Omega_k$ ($\Delta \chi^2 \sim 1-2$). Additionally, the BAO/RSD data further constrain the Majoron, varying $m_e$ and varying $m_e+\Omega_k$ models. As a consequence, none of the model now pass our criteria at better than 2.1σ. In particular, the primordial B model now fails all criteria, while the other seven finalists solutions stay in the “winning” sample. The Majoron and varying $m_e$ solution pass by virtue of the $\Delta \text{AIC}$ (but fail both GT and $Q_{\text{DMAP}}$ tension metric), while the other silver medalists (self-interacting DR,EDE, NEDE and EMG) and gold medalist (varying $m_e+\Omega_k$) still pass at least two criteria. Our final test demonstrates that the additional information from RSD, CC, and Lyman-$\alpha$ BAO data is constraining enough to exclude (or include) solutions that are on the border of acceptance, while putting significant additional pressure on the gold and silver medalists.

| Model | Parameter | $D_{\text{baseline}}$ + RSD + CC + Lyα | $D_{\text{baseline}} + M_B$ + RSD + CC + Lyα |
|-------|-----------|----------------------------------------|---------------------------------------------|
| SIDR  | $N_{\text{idr}}$ | (1.54 ± 0.97)$\times 10^{-2}$ | 0.36 ± 0.12 |
| Majoron | $\log_{10}(m_\phi/\text{eV})$ | unconstrained | unconstrained |
| | $\log_{10}(\Gamma_{\text{eff}})$ | unconstrained | unconstrained |
| | $\Delta N_{\text{eff}}$ | < 0.310 | < 0.632 |
| primordial B | $b$ | < 0.463 | 0.41 ± 0.2 |
| varying $m_e$ | $m_e,\text{early}/m_e,\text{late}$ | 1.0052 ± 0.0057 | 1.150 ± 0.0047 |
| varying $m_e+\Omega_k$ | $\Omega_k$ | 1.0173 ± 0.0132 | 1.0392 ± 0.0110 |
| | $\log_{10}(z_c)$ | unconstrained | 3.628$^{+0.096}_{-0.092}$ |
| | $f_{\text{EDE}}(a_c)$ | < 0.0742 | 0.0824$^{+0.031}_{-0.026}$ |
| | $\theta_i$ | unconstrained | 2.479$^{+0.52}_{-0.508}$ |
| NEDE | $f_{\text{NEDE}}$ | < 0.098 | 0.105$^{+0.034}_{-0.026}$ |
| | $\log_{10}(m_{\text{NEDE}}/\text{eV})$ | > 1.94 | 2.52$^{+0.16}_{-0.13}$ |
| | $w_{\text{NEDE}}$ | > 1.28 | 2.13$^{+0.16}_{-0.26}$ |
| EMG | $\xi$ | unconstrained | unconstrained |
| | $\sigma_i$ | < 0.31 | 0.39$^{+0.17}_{-0.08}$ |
| | $V_0$ | unconstrained | 2.64$^{+0.12}_{-0.35}$ |

Table 7: Confidence intervals on additional parameters in finalist models (beyond the six $\Lambda$CDM parameters) for test $D$, presented either as “mean ± 68\% CL” or “upper/lower 95\% bound”. For the unconstrained parameters, the contours can be seen in Appendix C.
Table 8: Test of the models based on dataset $D_{\text{extended}}$ (Planck 2018 + BAO + Pantheon + RSD + LyαBAO + CC), using the direct measurement of $M_B$ by SH0ES for the quantification of the Gaussian tension (4th column), the $Q_{\text{DMAP}}$ tension (5th column) or the computation of the $\Delta AIC$ (5th column). Four models pass at least one of these two tests at the 3σ level.

Table 9: Contribution of each likelihood to the best-fit $\chi^2 = -2 \ln \mathcal{L}$ of each model to the dataset $D_{\text{extended}}$, relative to the best-fit $\chi^2$ of $\Lambda$CDM to the same dataset. Here SH0ES is treated as a measurement of $M_B$.

Figure 5: Contours (68.3% and 95.4% C.L.) of $\{H_0, M_B, S_8\}$ obtained when considering the $D_{\text{final}}$ data set for the “finalists” models compared to $\Lambda$CDM.
Before concluding, we highlight the predicted distributions of $S_8$ using $D_{\text{extended}}$ for each of the finalist models. As illustrated in Fig. 5, none of the finalists are able to relieve the $S_8$ tension (the exotic recombination models being the most promising in mitigating both tensions), however neither do any of the models dramatically increase the tension. As discussed extensively in the literature \cite{138, 183, 196–199}, the EDE and NEDE models increase the mean value of $S_8$, however error bars are increased as well, resulting in similar level of tension as $\Lambda$CDM. This figure clearly illustrates that resolving the both $H_0$ and $S_8$ tension will likely require multiple extensions.

There has been attempts in the literature at resolving both tensions simultaneously. In particular, models of DM-DR interactions seemed particularly promising given that they predict both a higher $H_0$ and a smaller $S_8$ \cite{46, 48, 87, 200}. However, none passed the tests we considered in this work. Similarly, the primordial magnetic field model was advertised as promising to resolve both tensions \cite{116}. While it does pass our $\Delta AIC$ criterion, it only reduces the $H_0$ tension at the 3.5$\sigma$ level, and the $S_8$ tension is barely affected ($S_8$ is even slightly larger than in $\Lambda$CDM). Nevertheless, it is possible that the resolutions of the $S_8$ and $H_0$ tension lie in different sectors, or require more involve modifications than the ones discussed here. In fact, while we discuss the “$S_8$-tension”, it is becoming clear that the tension lies in the amplitude of fluctuation $\sigma_8$ rather than $\Omega_m$, in particular due to constraints on $\Omega_m$ from uncalibrated SNIa data \cite{41}, and from the cross-correlation of weak lensing and galaxy surveys that breaks the $\Omega_m - \sigma_8$ degeneracy \cite{201}. Therefore, one might expect that the $\sigma_8$ tension hints at new perturbation properties, while $H_0$, which is a measure of the total energy density, hints at a new background contribution. Many models discussed so far are mainly motivated by their impact at the background level, and it is perhaps not surprising that they fail at simultaneously reducing $\sigma_8$. In fact, the increase in $\sigma_8$ in the NEDE, EDE and Majoron case are related to “unexpected” effects within CMB power spectra, introduced by the increase in $H(z)$ at early-times and compensated for by an increase in $\omega_{\text{cdm}}$. This was already noted in Ref. \cite{81}, and further articulated in subsequent works \cite{138, 183, 202}. Additionally, it was noted that a similar increase in $\omega_{\text{cdm}}$ is required to simultaneously preserve the BAO angular scale \cite{182}. Therefore, this “accidental” degeneracy and increase in $\sigma_8$ could be due to those models having too little freedom at the level of perturbations. For instance, it was recently noted that extending the (N)EDE sector with an additional ultra-light axion of mass $m \sim 10^{-26}$ eV representing $\sim 5\%$ of the DM would resolve both tensions \cite{155}. Alternatively, while less pleasing from the Occam’s razor point of view, new properties of DM (e.g. decays \cite{177, 181}, interactions with DR \cite{46, 48, 87, 200} or DE \cite{203, 204}) or neutrinos \cite{91, 137} could independently resolve the $\sigma_8$ tension, and leave unaffected the (relative) success of the models studied here at resolving the $H_0$ tension. Along these lines, we note that the EMG model performs (slightly) better in letting $S_8$ unaffected than the EDE models. While the $S_8$ tension is not resolved in the EMG model we study here, it does give another interesting path to find a single solution to both tensions. We leave the study of common resolutions to the $\sigma_8$ and $H_0$ tensions for future work.

5. Discussion

In this work, we have used a common analysis pipeline to compare and contrast the relative success of seventeen models proposed to ease the Hubble tension; this approach is thus intended as a fair comparison between proposed solutions, and provides a useful benchmark for those wishing to put forth novel ideals. We have broken down the various models into three generic categories: those
that modify the sound horizon by including a component of Dark Radiation (DR) impacting the
early expansion history, solutions which modify the sound horizon through some other mechanism
(such as a delay of recombination or some pre-recombination contribution to the expansion), and
solutions that attempt to modify the late-time expansion history. While not all models fall perfectly
into one of these categories, we find this to be a useful classification for the purpose of understanding
how models respond to the inclusion of various datasets.

For each model and data-set, we quantify the residual tension using a series of metrics, each of
which has both advantages and shortcomings, and attempting to answer slightly different questions,
namely: given a model, (i) to what extent does confrontation with data (other than SH0ES)
generate posteriors compatible with high values of $H_0$, (ii) to what extent can one obtain a good
combined fit to all data, and (iii) to what extent is that model favored over $\Lambda$CDM?

Specifically, our metrics involve the following: (1) when confronting a model to data other than
SH0ES, we quantify the residual tension within a model assuming Gaussian posteriors; (2) we com-
pute the $\chi^2_{\text{min}}$ value with and without the SH0ES likelihood, and translate this into an estimate
of the residual tension ($Q_{\text{DMAP}}$ from Ref. [45]), which has a clear benefit over metric (1) in that
it can more accurately account for non-Gaussian posteriors (in general, we assume the $Q_{\text{DMAP}}$
supersedes the Gaussian posterior approximation, however present both for the sake of complete-
ness); and (3) we quantify the model preference over that of $\Lambda$CDM using the Akaike Information
Criterion (AIC), which attempts to account both for the extent to which the new model improves
the cosmological fit and the added model complexity (which can lead to over-fitting). The very
short summary of our findings is that no model does exceptionally well in all of our tests – all
models are left with a residual tension, with the most promising reducing the tension to the $\sim 1.6\sigma$
level, and with very few models actually reducing the tension below $3\sigma$. Similarly, only a small
subset of the models are capable of improving the fit sufficiently to the pass the AIC test. Six
models, EDE, NEDE, EMG, varying $m_e$ (with and without curvature), and the Majoron, are able
to simultaneously satisfy the $Q_{\text{DMAP}}$ and $\Delta\text{AIC}$ criteria. Furthermore, only the varying $m_e$ (with
and without curvature) passes the Gaussian criterion and allows for high $H_0$ (or $M_B$) without a
SH0ES prior, receiving the only “gold medal” of our tournament. We detail the relative success of
the models in each category below.

Late-universe models: For models affecting the late-time dynamics, we have concluded that
the mechanism employed to ease the tension is disfavored by a combination of low redshift probes
and measurements of the CMB anisotropies. In particular, following recent works [43, 44], we have
systematically demonstrated that, even though late-time solutions employing modified dark energy
can generate a high value of $H_0$ – and therefore reconcile the naïve “Planck vs SH0ES” tension –
they cannot reconcile the more fundamental problem of the difference in calibration of supernovae
between the local distance ladder (such as from SH0ES using Cepheids) and the inverse distance
ladder based on calibrating BAO onto $\Lambda$CDM estimate of the sound horizon (irrespective of Planck).
Models invoking late-time decays of dark matter (either to dark radiation or a combination of warm
dark matter and dark radiation), have virtually no effect on the $H_0$ tension, and are undoubtedly
the least successful proposals. Yet, models of decays into warm dark matter are promising for
resolving the $S_8$ tension [177, 181].

Dark Radiation models: Models that use dark radiation to shift the sound horizon at recom-
bination had appeared relatively promising in the 2015 Planck data release; Planck 2018 data,
however, seems to increasingly disfavor many of these models. With the exception of the Majoron solution (which marginally passes all tests) and the SIDR model (which marginally passes only the AIC test) no other model in this category can reduce the tension below the 3σ level or significantly improve the Δχ². Interestingly, the Majoron model is also the only model in this category, which – in addition to dark radiation – has a modified expansion history $H(z)$ before recombination, and thus shares similarities with the Early Dark Energy in the final category of solutions (which appear to be one of the most successful class). The lackluster performance of dark radiation solutions appears to be related to the increase in the precision of the high-ℓ polarization data and its increased ability to constrain the various impacts of Dark Radiation such as an increase in Silk damping or other effects at the level of perturbations.

Other early-universe models: In the final class of models, namely those which modify the sound horizon at recombination without dark radiation, all models considered are capable of passing at least one criteria. The model of a varying effective electron mass appears to ease the tension to $3.2\sigma$ or $1.7\sigma$ depending on whether or not curvature is considered. On the other hand, the other model of exotic recombination, primordial magnetic field, passes the ΔAIC criterion, but fail both the GT and $Q_{DMAP}$ criteria. Finally, EDE, NEDE and EMG pass the ΔAIC criterion, and significantly reduce the $Q_{DMAP}$ tension (to $1.6\sigma$, $1.9\sigma$ and $2.3\sigma$ tension respectively), making them (together with varying $m_e + \Omega_k$) the most successful of the models studied in this work.

The most worrying aspect is perhaps that we find no preference for one of these models over ΛCDM without incorporating information from SH0ES. Yet, it is interesting that some models are able to give good simultaneous fits to all data considered in this work. This illustrates that the non-observation of a preference for a model beyond ΛCDM without SH0ES measurement of $M_B$ can still be the sign of a lack of precision within current surveys. It has been shown for several models in the literature that next-generation CMB experiments should unambiguously detect (or exclude) these models [92, 135].

In that context, we quantified the importance of Planck data in constraining solutions to the $H_0$ tension (in particular in the ℓ-range 1000−2000). For most models, constraints without Planck are similar to those with Planck. Yet, for EDE and NEDE we find that there exists a potentially large degeneracy in WMAP and ACT data that seems to favor EDE and NEDE over ΛCDM, resulting in no residual $H_0$ tension, and a non-zero detection of $f_{(N)EDE}$ (see also the recent Refs. [192, 205]). Yet, these conclusions do not hold when CMB data are traded for BBN data, with the latter data being more in line with Planck results, albeit providing weaker constraints.

Additionally, we note that of the models of interest, none seem to either alleviate nor exacerbate the $S_8$ tension. The most promising models for $H_0 –$ EDE and NEDE – do predict somewhat larger $S_8$, but the simultaneous increase in the size of the error bars result in no significant change in the tension level. Some models which had previously shown some success in reducing the $S_8$ tension, namely DM-DR and the strongly interaction neutrinos, are now disfavored by the data. Finding a common resolutions to both tensions would certainly reinforce the degree of belief into the new concordance cosmology; however, one must bear in mind that the resolution of these tensions could...
arise from independent sectors – either from new physics or systematics. We defer the study of simultaneous resolutions to both tensions, following the metrics we introduced here, for future work.

Another (potential) issue raised by cosmologies that resolve the Hubble tension by adjusting the sound horizon is that they predict a younger age of the universe $t_U$ than in $\Lambda$CDM [206–208]. While we do not report the reconstructed $t_U$ for all models, this is simple to understand since, in these models, $H_0$ is increased while $\Omega_m$ and $\Omega_\Lambda$ are left essentially unaffected. As a consequence, the age of the universe, which scales as $t_U \propto 1/H_0$, decreases roughly by the same amount as $H_0$ increases. These models can therefore be tested against measurements of the age of old objects such as globular clusters of stars, which was recently determined as $t_U = 13.5 \pm 0.027$ Gyrs [206, 209, 210]. This issue was discussed in great details in the context of the EDE cosmology, but current data are not accurate enough to play a decisive role in arbitrating the tension [206, 207]. In this study, we did not include measurements of the age of the universe, however we have shown that the ‘cosmic chronometers’ can provide significant constraining power to the models (in particular when dropping Planck data). Future measurements of the age of the universe, and the age-vs-redshift diagram, will certainly provide very important tests of cosmologies resolving the Hubble tension.

Collectively, this work illustrates the difficulty faced by theorists who are hoping to resolve the $H_0$ tension using modified cosmologies. Still, the fact that some models can provide a good combined fit to all data considered in this work provides a glimpse of hope for model builders, in the sense that it demonstrates that there at least exist potential solutions to this cosmic tension. However, it is fair to say that the current most “successful” models we identified likely raise more questions (e.g. fine-tuning of EDE properties, the origin of non-zero curvature) than they really answer, while being unable to simultaneously explain the growing $S_8$-tension. Further work must be done to establish whether these remaining theoretical and observational issues can be overcome in a new concordant cosmology, one that may either build upon the models studied here, or perhaps lie in a yet unexplored direction.
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26 An exception might be the Majoron model, which has been tied to UV-complete theories and can play a role in answering other fundamental questions, such as the origin of neutrino masses and the generation of the observed baryon asymmetry [107–109].
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In the following we present the triangle plots for each of the tests described in the main text. Specifically, these include subjecting all models to the various data sets discussed in Sections 4.1 to 4.4. In particular in Appendix A we present on the left panels the model contours from the $D_{\text{minimal}}$ data set and on the right panels the contours from the $D_{\text{baseline}}$ data set. Furthermore, in Appendix B we consider the $D_{\text{no Planck}}$ and $D_{\text{no CMB}}$ data sets, while in Appendix C we consider the $D_{\text{extended}}$ data set.

Appendix A. Tests A and B: triangle plots

Appendix A.1. $\Lambda$CDM

Figure A.6: $\Lambda$CDM model: (Left) 2D contours on $(\Omega_m, H_0, S_8)$, for Planck + BAO data. (Right) 2D contours on $(\Omega_m, M_B, H_0)$, for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).

Appendix A.2. Free-streaming Dark Radiation

Figure A.7: $\Lambda$CDM + $N_{\text{eff}}$ model: (Left) 2D contours on $(\Omega_m, H_0, S_8, N_{\text{eff}})$, for Planck +BAO data. (Right) 2D contours on $(\Omega_m, M_B, H_0, N_{\text{eff}})$, for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).
Appendix A.3. Self-Interacting Dark Radiation

Figure A.8: ΛCDM + $N_{\text{fluid}}$ model: (Left) 2D contours on ($\Omega_m$, $H_0$, $S_8$, $N_{\text{idr}}$), for Planck + BAO data. (Right) 2D contours on ($\Omega_m$, $M_B$, $H_0$, $N_{\text{idr}}$), for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).

Appendix A.4. Free-streaming plus self-interacting Dark Radiation

Figure A.9: Equilibration model: (Left) 2D contours on ($\Omega_m$, $H_0$, $S_8$, $N_{\text{tot}}$, $f_{\text{idr}}$), for Planck + BAO data. (Right) 2D contours on ($\Omega_m$, $M_B$, $H_0$, $N_{\text{tot}}$, $f_{\text{idr}}$), for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).
Appendix A.5. Self-interacting Dark Radiation scattering on Dark Matter

Figure A.10: Interacting DM-DR: (Left) 2D contours on \((\Omega_m, H_0, S_8, N_{\text{idr}}, \Gamma_{0,\text{adm}})\), for Planck + BAO data. (Right) 2D contours on \((\Omega_m, M_B, H_0, N_{\text{idr}}, \Gamma_{0,\text{adm}})\), for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either \(H_0\) or \(M_B\)).

Appendix A.6. Self-interacting neutrinos plus free-streaming Dark Radiation

Figure A.11: Self-interacting \(\nu_s + \Delta N_{\text{us}}\): (Left) 2D contours on \((\Omega_m, H_0, S_8, N_{\text{us}}, \log_{10} G_{\text{eff}}, m_\nu)\), for Planck + BAO data. (Right) 2D contours on \((\Omega_m, M_B, H_0, N_{\text{us}}, \log_{10} G_{\text{eff}}, m_\nu)\), for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either \(H_0\) or \(M_B\)).
Appendix A.7. Majoron

Figure A.12: The majoron: (Left) 2D contours on $(\Omega_m, H_0, S_8, \Delta N_{\nu}, \log_{10} m_\phi, \log_{10} g_{\text{eff}})$, for Planck + BAO data. (Right) 2D contours on $(\Omega_m, M_B, H_0, \Delta N_{\nu}, \log_{10} m_\phi, \log_{10} g_{\text{eff}})$, for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).

Appendix A.8. Recombination shifted by primordial magnetic field

Figure A.13: primordial B: (Left) 2D contours on $(\Omega_m, H_0, S_8, b)$, for Planck + BAO data. (Right) 2D contours on $(\Omega_m, M_B, H_0, b)$, for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).
Appendix A.9. Recombination shifted by varying effective electron mass

Figure A.14: Varying $m_e$: *(Left)* 2D contours on $(\Omega_m, H_0, S_8, m_e, \text{early}/m_e, \text{late})$, for Planck + BAO data. *(Right)* 2D contours on $(\Omega_m, \Omega_k, H_0, m_e)$, for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).

Appendix A.10. Recombination shifted by varying effective electron mass in a curved universe

Figure A.15: Varying $m_e + \Omega_k$: *(Left)* 2D contours on $(\Omega_m, H_0, S_8, m_e, \Omega_k)$, for Planck + BAO data. *(Right)* 2D contours on $(\Omega_m, M_B, H_0, m_e, \text{early}/m_e, \text{late}, \Omega_k)$, for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).
Appendix A.11. Early Dark Energy

Figure A.16: Early dark Energy: (Left) 2D contours on $\left( \Omega_m, H_0, S_8, f_{\text{EDE}}, \log_{10}(z_c), \Theta_i \right)$, for Planck + BAO data. (Right) 2D contours on $\left( \Omega_m, M_B, H_0, f_{\text{EDE}}, \log_{10}(z_c), \Theta_i \right)$, for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).

Appendix A.12. New Early Dark Energy

Figure A.17: New Early dark Energy: (Left) 2D contours on $\left( \Omega_m, H_0, S_8, f_{\text{NEDE}}, \log_{10}(m_{\phi}/eV), 3w_{\text{NEDE}} \right)$, for Planck + BAO data. (Right) 2D contours on $\left( \Omega_m, M_B, H_0, f_{\text{NEDE}}, \log_{10}(m_{\text{NEDE}}/eV), 3w_{\text{NEDE}} \right)$, for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).
Appendix A.13. Early Modified Gravity

Figure A.18: Early Modified Gravity: (Left) 2D contours on \((\Omega_m, H_0, S_8, \xi, V_0, \sigma_i)\), for Planck + BAO data. (Right) 2D contours on \((\Omega_m, M_B, H_0, \xi, V_0, \sigma_i)\), for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either \(H_0\) or \(M_B\)).

Appendix A.14. Late Dark Energy with Chevallier-Linder-Polarski parametrization

Figure A.19: CPL Dark Energy: (Left) 2D contours on \((\Omega_m, H_0, S_8, w_0, w_a)\), for Planck + BAO data. (Right) 2D contours on \((\Omega_m, M_B, H_0, w_0, w_a)\), for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either \(H_0\) or \(M_B\)).
Appendix A.15. Phenomenological Emergent Dark Energy

Figure A.20: PEDE: (Left) 2D contours on ($\Omega_m, H_0, S_8$), for Planck + BAO data. (Right) 2D contours on ($\Omega_m, M_B, H_0$), for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).

Appendix A.16. Generalized Phenomenological Emergent Dark Energy

Figure A.21: PEDE Modification: (Left) 2D contours on ($\Omega_m, H_0, S_8, \alpha_{PEDE}$), for Planck + BAO data. (Right) 2D contours on ($\Omega_m, M_B, H_0, \alpha_{PEDE}$), for Planck + BAO + Pantheon and/or SH0ES (treated as a measurement of either $H_0$ or $M_B$).
Appendix A.17. Fraction of Cold Dark Matter decaying into Dark Radiation

Figure A.22: Fraction of Decaying DM to DR: (Left) 2D contours on \( (\Omega_m, H_0, \sigma_8, f_{\text{decdm}}, \Gamma_{\text{decdm}}) \), for Planck + BAO data. (Right) 2D contours on \( (\Omega_m, M_B, H_0, f_{\text{decdm}}, \Gamma_{\text{decdm}}) \), for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either \( H_0 \) or \( M_B \)).

Appendix A.18. Cold Dark Matter decaying into Dark radiation and Warm Dark Matter

Figure A.23: Decaying DM to DR and WDM: (Left) 2D contours on \( (\Omega_m, H_0, \sigma_8, \log_{10}(\Gamma/\text{km/s/Mpc}), \log_{10}(\epsilon)) \), for Planck + BAO data. (Right) 2D contours on \( (\Omega_m, M_B, H_0, \log_{10}(\Gamma/\text{km/s/Mpc}), \log_{10}(\epsilon)) \), for Planck +BAO + Pantheon and/or SH0ES (treated as a measurement of either \( H_0 \) or \( M_B \)).
Appendix B. Test C: triangle plots

Appendix B.1. Self-Interacting Dark Radiation

Figure B.24: SIDR: 2D contours on \((\Omega_m, H_0, M_B, \Delta N_{th})\) for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).

Appendix B.2. Majoron

Figure B.25: Majoron: 2D contours on \((\Omega_m, H_0, M_B, \Delta N_{th}, \log_{10} m_\phi, \log_{10} g_{eff})\) for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).
Appendix B.3. Primordial magnetic fields

![Image of 2D contours](image)

Figure B.26: Primordial B: 2D contours on \((\Omega_m, H_0, M_B, S_8, b)\) for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).

Appendix B.4. Varying effective electron mass

![Image of 2D contours](image)

Figure B.27: Varying \(m_e\): 2D contours on \((\Omega_m, H_0, M_B, S_8, m_e)\) for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).
Appendix B.5. Varying effective electron mass in curved universe

Figure B.28: Varying $m_e + \Omega_k$: 2D contours on $(\Omega_m, H_0, M_B, S_8, m_e, \Omega_k)$ for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).

Appendix B.6. Early Dark Energy

Figure B.29: EDE: 2D contours on $(\Omega_m, H_0, M_B, S_8, f_{EDE}, \log_{10}(z_c), \theta_i)$ for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).
Appendix B.7. New Early Dark Energy

Figure B.30: NEDE: 2D contours on $(\Omega_m, H_0, M_B, S_8, f_{\text{NEDE}}, \log_{10}(m_{\text{NEDE}}/\text{eV}), 3\omega_{\text{NEDE}})$ for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).

Appendix B.8. Early Modified Gravity

Figure B.31: EMG: 2D contours on $(\Omega_m, H_0, M_B, S_8, \xi, V_0, \sigma_i)$ for a few data combinations not including Planck, compared with the results for our baseline data set (Planck + BAO + Pantheon).
Appendix C. Test D: triangle plots

Appendix C.1. Self-Interacting Dark Radiation

Figure C.32: SIDR: 2D contours on $\left(\Omega_m, H_0, M_B, \Delta N_{idr}\right)$ for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Ly$\alpha$, SH0ES (treated a measurement of $M_B$).

Appendix C.2. Majoron

Figure C.33: Majoron: 2D contours on $\left(\Omega_m, H_0, M_B, S_8, \Delta N_{eff}, \log_{10} m_{\phi}, \log_{10} g_{\text{eff}}\right)$, for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Ly$\alpha$, SH0ES (treated a measurement of $M_B$).
Appendix C.3. Primordial magnetic fields

Figure C.34: primordial $B$: 2D contours on $(\Omega_m, H_0, M_B, S_8, b)$, for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Ly$\alpha$, SH0ES (treated a measurement of $M_B$).

Appendix C.4. Varying effective electron mass

Figure C.35: Varying $m_e$: 2D contours on $(\Omega_m, H_0, M_B, S_8, m_e)$, for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Ly$\alpha$, SH0ES (treated a measurement of $M_B$).
Appendix C.5. Varying effective electron mass in curved universe

Figure C.36: Varying $m_e + \Omega_k$: 2D contours on $(\Omega_m, H_0, M_B, S_8, m_e, \Omega_k)$, for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Lyα, SH0ES (treated a measurement of $M_B$).

Appendix C.6. Early Dark Energy

Figure C.37: Early Dark Energy: 2D contours on $(\Omega_m, H_0, M_B, S_8, f_{EDE}, \log_{10}(z_c), \theta_{ini})$, for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Lyα, SH0ES (treated a measurement of $M_B$).
Appendix C.7. New Early Dark Energy

Figure C.38: New Early dark Energy: 2D contours on \((\Omega_m, H_0, M_B, S_8, f_{\text{NEDE}}, \log_{10}(m_{\text{NEDE}}/\text{eV}), 3m_{\text{NEDE}}))\), for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Lyα, SH0ES (treated a measurement of \(M_B\)).

Appendix C.8. Early Modified Gravity

Figure C.39: Early Modified Gravity : 2D contours on \((\Omega_m, H_0, M_B, S_8, \xi, V_0, \sigma_i))\), for the baseline data set Planck + BAO + Pantheon and with additional data: Redshift Space Distortions, Cosmic Chronometers, BAO-Lyα, SH0ES (treated a measurement of \(M_B\)).
Appendix D. Implementation details

In this last section we aim to give a few details on the used likelihoods and data in order to enhance the reproducibility. Additionally, we discuss the choice of using a non-linear correction code such as halofit [211, 212].

Appendix D.1. Code and likelihood versions

For the minimization of the $\chi^2$ values considered in this analysis, we attempted to use the minimization algorithm Migrad from the Minuit suite [213, 214]. However, we found that such a minimization depending on gradient descent (computed from numerical derivatives) appears to quite easily get stuck in local minima, while methods like Nelder-Mead minimization have been found to be comparatively slow. Here instead, a modified Metropolis-Hastings method has been adopted for the minimization. In this method, one runs multiple small chains ($\sim 1000$ points) with successively decreasing step-size (specified with the parameter $-f$ within MontePython), and successively enhanced sensitivity to likelihood differences. The latter is accomplished by a simple modification of the Metropolis-Hastings algorithm. Instead of computing the acceptance probability as $p = \exp(-\Delta \ln \mathcal{L})$, we simply enhance the likelihood difference by a factor $p' = \exp(-F \Delta \ln \mathcal{L})$, where we adopt different factors $F$ in accordance with the proposal stepsize. This allows us to avoid getting trapped in local minima, while also being sensitive to small differences in the likelihood, thus reaching the minimum more effectively than in a normal MCMC approach. In many cases, the minimum found by this modified approach surpassed the minimum initially found by the Migrad algorithm (by $\Delta \chi^2 \sim -1$ or more).

For this work, modified versions of class [215, 216] have been used, with most modifications linked to in the text. For visibility, we summarized the use of models and corresponding class versions in Table D.10. We have used the MontePython version v3.3 throughout [217, 218]. However, for the purpose of this work we have additionally coded several likelihood versions (update of the cosmic clocks, RSD likelihood, SH0ES prior likelihood, updated $\tau_{\text{reio}}$ prior for ACT), which are available upon request.

| Name                  | class version | public? |
|-----------------------|---------------|---------|
| $\Lambda$CDM          | v2.9.4        | yes     |
| $\Delta N_{\text{ur}}$ | v2.9.4        | yes     |
| SIDR                  | v2.9.4        | yes     |
| DR-DM                 | v2.9.4        | yes     |
| mixed DR              | v2.9.4        | yes     |
| SIV+DR                | https://github.com/PoulinV/class_interacting_neutrinos | yes |
| Majoron               | modified v2.9.4 to be released | yes    |
| primordial B          | https://github.com/GuillermoFrancoAbellan/class_clumpy | yes    |
| varying $m_\nu$       | v3.1          | yes     |
| varying $m_\nu + \Omega_k$ | https://github.com/PoulinV/AxiCLASS | yes |
| EDE                   | https://github.com/PoulinV/AxiCLASS | yes |
| NEDE                  | https://github.com/flo1984/TriggerCLASS | yes |
| EMG                   | modified HiCLASS v2.7.2 on request | yes |
| CPL                   | v2.9.4        | yes     |
| PEDE                  | modified v2.9.4 on request | yes |
| GPEDE                 | modified v2.9.4 on request | yes |
| DM $\rightarrow$ DR   | modified v2.9.4 on request | yes |
| DM $\rightarrow$ DR+WDM | https://github.com/PoulinV/class_decays | yes |

Table D.10: Summary of the publication status of the different class versions employed within this work.
Table D.11: Same as Table 1, but including non-linear corrections of the matter power spectrum from halofit, and corresponding changes in the CMB lensing. We observe no significant difference in any of our conclusions compared to Table 1. The only notable difference is the non-passing of the SIDR model.

Appendix D.2. Results with Halofit

The use of non-linear fitting codes like halofit [211, 212] is in general not recommended for extensions of the ΛCDM model. As such, all results presented within this work are generally shown without including halofit. However, Planck data are sensitive even to small changes of the lensing power induced by non-linear corrections of the matter power spectrum. As such, not using halofit incurs small systematic differences in the likelihoods and best-fits. For this purpose, we have decided to recreate our main results with data-set $D_{\text{baseline}}$ using the halofit routine to predict the non-linear corrections relevant for CMB lensing. The results are shown in Table D.11.