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We consider the Brans-Dicke Reissner-Nordström spacetime in isotropic coordinates and the electrostatic field of an electric point charge placed outside its surface of inversion. We treat the static electric point charge as a linear perturbation on the Brans-Dicke Reissner-Nordström background. We develop a method based upon the Copson method to convert the governing Maxwell equation on the electrostatic potential generated by the static electric point charge into a solvable linear second order ordinary differential equation. We obtain a closed form fundamental solution of the curved space Laplace equation arising from the background metric, which is shown to be regular everywhere except at the point charge and its image point inside the surface of inversion. We also develop a method that demonstrates that the solution does not contain any other charge that may creep into the region that lies beyond the surface of inversion and which is not covered by the isotropic coordinates. The Brans-Dicke Reissner-Nordström spacetime therefore is linearly stable under electrostatic perturbations. This stability result includes the three degenerate cases of the fundamental solution that correspond to the Brans Type 1, the Reissner-Nordström and the Schwarzschild background spacetimes.

PACS numbers:

I. INTRODUCTION

The effect of gravitation on electromagnetic phenomena is of great interest due to its applications in both particle and astrophysics. To the astrophysicist, such study sheds light on phenomena occurring around black holes and other strong gravitational sources. Of particular interest to the authors of this paper are the closed form fundamental solutions for electric potential that can be found for these situations. Such solutions, when they exist, are particularly interesting as they provide the basis for research on, amongst others, particle self-interaction [eg. 1, 2, 3, 4] and electromagnetic phenomena around wormholes [eg. 5, 6, 7, 8]. See also 3, 10 and 11.

In 1927, Whittaker [12] investigated electric phenomena in gravitational fields including the study of the electrostatic potential generated by a static electric point charge in a Schwarzschild and a quasi-uniform gravitational background. Using the method of separation of variables, he was able to find an infinite series solution describing the former and a closed form solution for the latter.

Shortly after in 1928, Copson [13] used Hadamard’s [14] theory of “elementary solutions” (referred to in recent literature as fundamental solutions) of partial differential equations to not only reproduce Whittaker’s original expression for the quasiuniform field but to go on and derive an exact closed form expression for the potential generated by a static electric point charge in a Schwarzschild spacetime written in isotropic coordinates. Copson noted his result differed from Whittaker’s infinite series solution by a zeroth order term (see Section VI for further discussion on Whittaker’s and Copson’s solutions).

Independently in the 1970s, Cohen and Wald [15] and Hanni and Ruffini [16] used the method of separation of variables to express the electrostatic potential generated by a static electric point charge in a Schwarzschild background as an infinite series which concurred with Whittaker’s earlier result.

Copson’s result was amended by Linet [17] who applied the boundary condition at infinity and an asymptotic expansion of Copson’s solution to prove that it was for not one but two charges, the second residing within the horizon. Linet resolved this issue by excising the second charge, his result coinciding with those found using multipole expansions by Cohen and Wald [15], Hanni and Ruffini [16] and Whittaker [18]. Linet was also able to transform Copson’s fundamental solution from isotropic coordinates into the usual Schwarzschild coordinates.

Using the Copson-Hadamard method Linet went on to derive expressions for the potential of a static electric point charge in the Reissner-Nordström field with Leaute [19] and in a Brans-Dicke-Schwarzschild field with Teyssandier [20]. Copson revisited his method of solution in 1978 [21], developing a closed form solution for the potential generated by a static electric point charge (what he terms an “electron”) in a Reissner-Nordström background field. His result again differed to that obtained by Leaute and Linet [19] due to a different choice of bound-
ary conditions, which will be discussed in Section \[\text{VI}\].

The Copson method for solving for the electric potential involves identifying a new independent variable that converts the governing Maxwell equation into a linear second order ordinary differential equation. Linet and co-authors adopted the form of Copson’s independent variable to consider the Reissner-Nordström and Brans-Dicke-Schwarzschild cases and were able to find the corresponding governing equations for the above mentioned cases as second order ordinary differential equations (see also \[\text{[22]}\]). The results obtained by these authors were on a case-by-case basis. Here we introduce a method by which one is able to extract the form of the new independent variable and obtain the general second order ordinary differential equation for all the electrovac spherically symmetric Brans type solutions which are reducible to the Schwarzschild and Reissner-Nordström black hole solutions in the Einstein theory.

As Copson’s method involves solving a linear second order ordinary differential equation which would naturally produce two linearly independent solutions, it is necessary to impose appropriate boundary conditions that would allow one to determine the relationship between the two constant coefficients of the general solution. As mentioned earlier, it was due to a different choice of boundary condition that Copson’s result differed from that found by Linet and co-authors, thus it is clear to see how the interpretation of the solution hinges upon the choice of boundary condition. As a result of his choice of boundary conditions Copson’s solution exhibited two charges which was in contradiction to Hadamard’s theory of “elementary” solutions that stipulates that there must only exist only one singular point. Here we impose the boundary condition that any closed surface in space not enclosing the perturbing charge must vanish even if that region contains a surface of inversion which exists in all Brans type I solutions which are reducible to the Schwarzschild and Reissner-Nordström black hole cases (see Theorem 1 in Section \[\text{III}\]). This boundary condition proves to be sufficient in determining the relationship between the constant coefficients such that they are in agreement with known multipole solutions found using the method of separation of variables \[\text{[15]}, \text{[17]}, \text{[18]}\] and those found using Hadamard’s definition of “elementary” solutions \[\text{[17]}, \text{[19]}, \text{[20]}\].

In Section \[\text{II}\] we give a detailed overview of the Brans-Dicke Reissner-Nordström background which is the exact solution for the gravitational field generated by a point charge in a scalar-tensor field. The general Brans-Dicke electrovac solutions has six constants of integration, two of which can be determined by scaling the coordinates \(r\) and \(t\). Luke and Szamosi \[\text{[22]}\] show that the remaining four constants of integration can be constrained such that the solution reduces to the Reissner-Nordström solution in Einstein’s theory. The salient features of these Brans-Dicke metrics is that in isotropic coordinates a surface of inversion separates the solution into two regions. This results in a double-covering of the spacetime region corresponding to the exterior of a non-rotating black hole in General Relativity. It is also important to detail the choice of constants and their subsequent physical interpretations as this will influence our choice of boundary condition (see Appendix A for more detail).

As demonstrated by Arnowitt, Deser and Misner \[\text{[24]}, \text{[25]}\], the interpretations of the source terms of a spherically symmetric spacetime requires careful analysis. The results in this section, together with the analysis in Appendix A, extends some of the results in \[\text{[24]}\] and \[\text{[25]}\] done using the ADM technique on Schwarzschild and Reissner-Nordström spacetimes.

In Section \[\text{III}\] we briefly outline Hadamard’s theory of fundamental solutions of curved space Laplace equations containing first order terms. In Section \[\text{IV}\] we extend Copson’s method to find the first four terms of the fundamental solution describing the potential generated by an static electric point charge placed outside the surface of inversion in a Brans-Dicke Reissner-Nordström background. We then develop a method of identifying the new independent variable using the Brans-Dicke field equations as outlined in Appendix A.

In Section \[\text{V}\] we solve the linear second order differential equation to give us a closed-form solution, which can be used to construct the fundamental solution that represents the electric potential generated by a point charge residing outside the surface of inversion in a Brans-Dicke-Reissner-Nordstöm spacetime. It is important to note that due to the nature of the background metric in isotropic coordinates, the region interior to the surface of inversion is an exact copy of the exterior. Therefore the closed-form solution obtained has an additional singular point at the inversion point of the perturbing static electric point charge.

In Section \[\text{VI}\] we introduce a boundary condition that will allow one to determine the relationship between the two constant coefficients and essentially eliminate the singularity that creeps into the spacetime region that lies beyond the inversion surface and which is not covered by the isotropic coordinates. Hence we obtain a process to derive the fundamental solution for a class of curved space Laplace equations containing first order terms thus making it unnecessary to compare with multipole expansion solutions.

Lastly, in Section \[\text{VII}\] we show how our method also yields the fundamental solutions of the three known cases (Schwarzschild, Reissner-Nordström, Brans-Dicke) which are summarized in Table \[\text{I}\].

In Appendix A, details of how the scalar field, the metric functions and the electrostatic potential are all essentially a combination of the metric variable \(r^2 \phi e^{\alpha \phi + \beta}\). It also outlines how the Brans-Dicke Reissner-Nordström background metric can be determined. The surface integral inner boundary condition is outlined in Appendix B for the Brans-Dicke Reissner-Nordström background.
II. SCALAR-TENSOR FIELD THEORY

The field equations in the Brans-Dicke theory are

\[ R_{ab} - \frac{1}{2} g_{ab} R = 8 \pi T_{ab} = \frac{8 \pi T_{ab}}{e^4} + \frac{1}{\phi} \left( \nabla_a \partial_b \phi - g_{ab} \Box \phi \right) \]

\[ + \frac{\omega}{\phi^2} \left( \partial_a \phi \partial_b \phi - \frac{1}{2} g_{ab} g^{cd} \partial_c \phi \partial_d \phi \right) \]

\[ \Box \phi = - \frac{8 \pi T}{(2 \omega + 3) e^4}, \]

where

\[ \Box := \nabla_a (g^{ab} \partial_b \phi) = \frac{1}{\sqrt{-g}} \partial_b (\sqrt{-g} g^{ab} \partial_a \phi) \]

and \( \Box \) is the scalar wave operator.

Here the notations have their usual meaning. The contribution of the electromagnetic field, encoded in the Faraday tensor \( F_{ab} \), to the energy-momentum tensor is

\[ T_{ab} = F_{ac} F_b^c - \frac{1}{4} g_{ab} F_{cd} F^{cd}, \]

\[ T^a_a = 0, \]

where \( F_{ab} \) satisfies the source-free Maxwell equations

\[ \nabla_b F^{ab} = 0, \quad \nabla_c F_{ab} = 0. \]

Following Luke and Szamosi [23], one can verify that an electrically charged Brans-Dicke field that reduces to the Reissner-Nordström solution in isotropic coordinates when the long-range field equals the reciprocal of the gravitational constant, i.e. \( \phi = (G_0)^{-1} \), can be summarized as follows.

**Theorem 1** A static spherically symmetric electrically charged Brans-Dicke-Reissner-Nordström (BDRN) solution of equations (1), (2) and (5) in isotropic coordinates \((t, r, \theta, \phi)\) is given by the line element

\[ ds^2 = -c^2 e^{2\alpha(r)} dt^2 + e^{2\beta(r)} [dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2)]. \]

where the static electric potential \( V(r) \), the Faraday tensor \( F_{ab} \) and the corresponding energy-momentum tensor \( T^a_b \) are:

\[ V(r) = \frac{Q}{\int_M} \frac{\alpha(r) - \beta(r)}{r^2} dr, \]

\[ F_{ab} = -eV'(r) \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]

\[ T^a_b = -\frac{e^{4\beta(r)} Q^2}{2r^4} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \]

The reduced long-range scalar field wave equation derived from equation (1) is

\[ \left[ r^2 \exp(-\alpha(r) + \beta(r)) V'(r) \right]' = 0. \]

The metric functions \( e^{2\alpha(r)} \) and \( e^{2\beta(r)} \) are

\[ e^{2\alpha(r)} = \left( \frac{r - B}{r + B} \right)^{\frac{2}{\omega}} \]

\[ e^{2\beta(r)} = \frac{4 \lambda^2 e^{-2\alpha(r)} (r + B)^4}{r^4 (C + 2)^2} \left( \frac{r - B}{r + B} \right)^{2(\frac{\omega}{\omega - 2})}, \]

and the long range scalar field \( \phi(r) \) is

\[ \phi = \phi_0 \left( \frac{r - B}{r + B} \right)^{\frac{\omega}{\omega - 2}}. \]

The domain of \( V(r) \), \( e^{2\alpha(r)} \), \( e^{2\beta(r)} \) and \( \phi(r) \) are \( B < r < \infty \). The seven parameters \( Q, B, p^2, \lambda, C \) and \( \phi_0 \) in equations (1) to (4) are related via

\[ \lambda^2 = \left( 1 + \frac{\omega}{2} \right) C^2 + C + 1, \]

\[ \omega \geq -\frac{3}{2}, \]

\[ B = \frac{1}{2} \sqrt{m_B^2 - q_B^2}, \]

\[ m_B := \frac{M}{c^2 \phi_0}, \quad q_B = \sqrt{\frac{4 \pi Q}{\phi_0 c^2}}, \]

\[ p^2_+ = \frac{m_B \pm \sqrt{m_B^2 - q_B^2}}{2 \sqrt{m_B^2 - q_B^2}}, \]

\[ p^2_- - p^2_+ = 1, \]

where \( M \) and \( Q \) are non-negative real constants and are identified, respectively, as mass measured in conventional units (kg) and charge measured in electrostatic units (e.s.u.), which has the dimensions of [mass][length][time]^{-1}. Here \( \omega \) is the coupling constant that couples the scalar field to matter, while \( G_0 \) and \( c \) are the physical constants denoting respectively the gravitational constant and the speed of light in a vacuum.

Taking into account equations (15) to (18), there remain only four independent parameters in the BDRN solution. We adopt the independent parameter set \( M, Q, C, \phi_0 \).

1. The choice of the physical parameters of mass, \( M \), and charge, \( Q \), in the characterization of the BDRN metric is natural.
2. As opposite charges neutralize one another, in most astrophysical applications it is reasonable to assume \( M \geq \sqrt{4\pi \phi_0 |Q|} \geq 0 \), and hence the parameter \( B \) in equation (17) is non-negative.

3. The parameter \( C \) is a dimensionless constant number relating to the strength of the long-range scalar field \( \phi(r) \). Equation (15) gives \( \lambda^2 \) as a quadratic expression in \( C \) with the discriminant \( \Delta = -(2\omega + 3) \).

Thus when \( \omega > 2 \) then \( C \) is real and \( \sqrt{\frac{2\omega + 3}{2\omega + 4}} < |C| < \infty \). A consequence of requiring the Brans-Dicke theory to agree with the weak field approximation (see [26]) is that the parameters

\[
\phi_0 = \frac{1}{G_0} \left( \frac{2\omega + 4}{2\omega + 3} \right),
\]

\[
C \approx -\frac{1}{\omega + 2},
\]

\[
\omega > -2
\]

Observational constraints put even stronger requirements on the values of \( \omega \). For example, if the Brans-Dicke theory is to agree with the computed result of general relativit on the relativistic perihelion shift of Mercury with an accuracy of 8% or less, then it requires \( \omega \geq 6 \) [27].

4. When an inversion is applied, that is, transforming from \( r \) to \( r^* = \frac{2}{r} \), the region \( B < r < \infty \) is mapped one to one onto the region \( 0 < r < B \). Under such a reflection at the sphere of \( r_{BBRN} = B \), the functions \( V(r) \), \( e^{2\alpha(r)} \), \( \phi(r) \) and the line element \( dr^2 \) remain invariant while the metric function \( e^{2\beta(r)} \) is transformed into \( e^{2\beta(r^*)} = \frac{r^4}{B^4} e^{2\beta(r)} \) and the flat 3-metric \( dl^2 := [dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2)] \) is mapped conformally onto the flat metric \( d(l^*)^2 = r^2 dl^2 \). Therefore the spherical surface at \( r_{BBRN} := B = \frac{1}{\sqrt{qB}} \) is an inversion surface in the sense that the BDRN solution in isotropic coordinates is invariant under the geometric inversion transformations \( r(\ast) = B^2 \). The two copies of the BDRN spacetime, one exterior to and the other interior to the inversion surface, are identical. Throughout this article we use the exterior copy where \( B < r < \infty \). This will have important consequences (see below) in how to interpret the Copson-Hadamard method [13] in the construction of the fundamental solution to the Laplace equation of a perturbed electrostatic potential in a BDRN background solution.

5. At the spherical surface of inversion \( r_{BBRN} = B \), the line element \( d\ell \) is singular. It is the inaccessible boundary of the two identical copies of the BDRN spacetime in isotropic coordinates. An investigation by [28] demonstrated that \( r_{BBRN} = B \) is a curvature singularity, except for the narrow range of parameter values \( 0 < \omega < -2 < -\frac{3}{2} \). Hence the interpretation of the inversion surface as an event horizon in Brans-Dicke theory is incompatible with the observationally imposed constraints on the solution parameters such as those used here.

By choosing various combinations of the four independent parameters \( M, Q, \omega \) to vanish, we obtain the following limiting solutions:

**Case 1:** Brans Type I (BS) metric in isotropic coordinates

By setting the charge parameter \( Q \) to zero, it implies that \( B = \frac{m}{2} = \frac{M}{2|q_0|}, p^2 = 1 \). We recover the Brans Type I metric [27] of the Brans-Dicke theory:

\[
\phi(r) = \phi_0 \left( \frac{r - B}{r + B} \right)^{\frac{2}{3}},
\]

\[
e^{2\alpha(r)} = \left( \frac{r - B}{r + B} \right)^{\frac{2}{3}},
\]

\[
e^{2\beta(r)} = \frac{4\lambda^2 (r + B)^4}{r^4(C + 2)^2} \left( \frac{r - B}{r + B} \right)^{2(\frac{2(C - \lambda)}{3})},
\]

where \( B < r < \infty \) and the inversion spherical surface is at \( r_{BBNS} = B = \frac{M}{2|q_0|} \) and is a curvature singularity.

**Case 2:** Reissner-Nordström (RN) metric in isotropic coordinates

By setting the parameter \( C = 0 \), it implies that \( \lambda^2 = 1, k^2 = 1, \phi_0 = (G_0)^{-1}, B = \frac{m}{2} = \frac{M}{2|q_0|}, p^2 = 1 \). The Reissner-Nordström metric in isotropic coordinates was first derived in the form given in equations (25) and (26) above using the ADM technique (see [24] and [25]).

**Case 3:** Schwarzschild (S) metric in isotropic coordinates

By setting the parameters \( Q = C = 0 \), it implies that \( \lambda^2 = 1, k^2 = 1, \phi_0 = (G_0)^{-1}, B = \frac{m}{2} = \frac{M}{2|q_0|}, p^2 = 1 \).
and \( p^2 = 0 \) where \( m = \frac{q_0 
abla M}{2 \pi c} \) is the mass in gravitational units. The metric functions reduce to the well known Schwarzschild solution in isotropic coordinates:

\[
e^{2\alpha(r)} = \left(1 - \frac{m}{2r}\right)^2, \quad e^{2\beta(r)} = \left(1 + \frac{m}{2r}\right)^4,
\]

where \( \frac{1}{2} m < r < \infty \) and the inversion spherical surface is at \( r_H = \frac{1}{2} m \), which is also the event horizon of the Schwarzschild spacetime in isotropic coordinates.

### III. Electrostatics and the Hadamard Method

We now consider the electrostatic potential due to a “small” static electric charge \( \varepsilon \) situated outside the spherical surface of inversion \( B \).

We let \( V(r, \theta, \phi) \) denote the linearly perturbed electrostatic potential so that the perturbed Faraday tensor \( F_{ab} \) takes the form

\[
F_{0} = -F_{1} = -\varepsilon \partial_r V(r, \theta, \phi) \quad (31)
\]

\[
F_{ij} = 0; \quad i, j = 1, 2, 3 \cdots .
\]

The perturbed Maxwell equations \( \nabla [\partial F_{bc}] = 0 \) is automatically satisfied by equation \( (31) \).

Without loss of generality, the perturbed Maxwell equations due to a single electrostatic charge yields

\[
\frac{1}{\sqrt{-g}} \partial_b (\sqrt{-g} F^{ab}) = J^0
\]

which implies

\[
\nabla^2 V(r, \theta, \phi) - (\alpha'(r) - \beta'(r)) \frac{\partial V(r, \theta, \phi)}{\partial r} = \varepsilon e^{2\alpha(r) + \beta(r)} J^0
\]

where the current density \( J^0 = -\frac{4\pi \varepsilon_0 \varepsilon_0}{c} e^{-2\alpha(r) - 3\beta} \delta(r - b) \delta(\cos \theta - \cos \theta_0) \). Here \( \alpha(r) \) and \( \beta(r) \) are given by equations \( (11) \) and \( (13) \) respectively, \( \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \) is the 3-dimensional Euclidean space Laplacian with \( x = r \sin \theta \cos \phi, y = r \sin \theta \sin \phi \) and \( z = r \cos \theta \). Note that \( \partial_r = \frac{\partial}{\partial r} + \frac{\partial}{\partial y} \) and \( \partial_r \).

We define

\[
\Gamma(r, \theta) = r^2 + b^2 - 2br \cos \theta
\]

which is equal to the square of the “radial” distance from the charged particle at \( z = b \).

A brief overview of Hadamard’s theory of fundamental solutions \[14\] is necessary to fully understand Copson’s construction \[13, 21\]. We adopt Hadamard’s result that includes equation \( (33) \) as a particular case as follows:

**Theorem 2 (Hadamard’s Theorem):** Consider a second order linear partial differential equation of the form

\[
\mathcal{L}(u) = \sum_{i,j=1}^{3} \delta_{ij} \frac{\partial^2 u}{\partial x^i \partial x^j} + \sum_{i=1}^{3} h(r) \frac{x^i}{r} \frac{\partial u}{\partial x^i} = 0
\]

where \( \delta_{ij} \) is the Kronecker tensor, \( h(r) \) is a differentiable function of \( r = \delta_{ij} x^i x^j \). The fundamental solution of equation \( (30) \) is continuous and differentiable everywhere except at the singular point \( (r, \theta, \phi) = (b, \theta_0, \phi_0) \) and can be written as

\[
u = \frac{U(r, \theta, \phi)}{\Gamma}\]

where \( \Gamma \) is given by equation \( (35) \) and the function \( U(r, \theta, \phi) \) is real analytic everywhere in the domain of definition of equation \( (37) \) including the singular point \( (r, \theta, \phi) = (b, \theta_0, \phi_0) \). \( U(r) \) is expandable as a convergent power series in \( \Gamma \) such that

\[
U(r, \theta, \phi) = U_0(r) + U_1(r) \Gamma + U_2(r) \Gamma^2 + \cdots ,
\]

where \( U_n \) is given by the recurrent formula

\[
U_n(r) = \frac{U_0}{4(n+1)k} \int_0^s s^{n+1} \mathcal{L}(U_{n-1}) ds
\]

\[
U_0(r) = \exp \left(- \int_b^r h(r) dr \right).
\]

In the case of the BDRN metric, the coefficient \( h(r) \) in equations \( (36) \) and \( (40) \), is given by

\[
\nu = -\alpha'(r) + \beta'(r).
\]

### IV. Extension of the Copson Construction

Equation \( (33) \) for the BDRN metric can be expressed in the form

\[
\nabla^2 V + \frac{2B}{r^2 - B^2} \left(2k \eta(r) \right) \frac{\partial V}{\partial r} = \varepsilon e^{2\alpha(r) + \beta(r)} J^0
\]

where

\[
k = \frac{C + 2}{2 \lambda} \quad \eta(r) = p_+^2 - p_0^2 \left(1 - \frac{B}{r + B} \right)^{2k}
\]

Instead of using the formal expression in equation \( (38) \) we follow Copson \[13\] by substituting equation \( (35) \) into \( (42) \). After some algebra we obtain the first four
terms of the recurrent series of the Brans-Dicke-Reissner-Nordström metric

\[ U_0(r) = \frac{r}{\eta_0} \left( \frac{r - B}{b + B} \right)^{k - \frac{3}{2}} \frac{1}{b \eta(r)} \left( \frac{r + B}{b + B} \right)^{k + \frac{3}{2}}, \]  

\[ U_1(r) = \frac{3B^2 (1 + \frac{k}{2} (1 - k^2))}{2(r^2 - B^2)(b^2 - B^2)} U_0, \]  

\[ U_2(r) = \frac{B^2 (-5 + \frac{k}{2} (1 - k^2))}{4(r^2 - B^2)(b^2 - B^2)} U_0, \]  

\[ U_3(r) = \frac{B^2 (-7 + \frac{k}{2} (1 - k^2))}{10(r^2 - B^2)(b^2 - B^2)} U_0, \]

where \( \eta_0 = \eta(b) \). See Table I for the three degenerate cases.

We introduce the method by which the substitution can be determined for any background with a line element of the form given by equation (6) which satisfies the Brans-Dicke electrovac field equations (see Appendix A for the governing equations). Like Copson, from the first few terms given above we find that the ratio of the \( (n + 1) \)th term to the \( n \)th term of the power series (63) is proportional to

\[ \frac{\Gamma}{r^2 - B^2}, \]

where \( r^2 - B^2 \) is proportional to \( \phi r^2 e^{\alpha - \beta} \) (see equation (65) in Appendix A).

Furthermore, the first term of the infinite series, \( \frac{f_1}{r^2} \), given by equation (40), is proportional to

\[ e^{\frac{1}{2} (\alpha - \beta)} \frac{1}{\Gamma^{1/2}} = \frac{1}{\gamma^{1/2} \sqrt{\phi} r e^\beta}, \]

where

\[ \gamma(r, \theta) = \frac{B^2}{b^2 - B^2} \frac{\Gamma(r, \theta)}{\phi^2 r e^{\alpha(r) + \beta(r)}}. \]

Now we introduce a new dependent variable \( F(\gamma) \) such that the perturbed electrostatic potential takes the form

\[ V(r, \theta, \phi) = \frac{F(\gamma)}{\sqrt{\phi} \gamma e^{\beta(r)}}. \]

For the Brans-Dicke Reissner-Nordström background, equation (52) and (54) become, respectively,

\[ V(r, \theta) = \frac{r \phi_0}{\eta(r)(r + B)^2} \left( \frac{r - B}{r + B} \right)^{k - 1} F(\gamma), \]  

\[ \gamma(r, \theta) = \frac{B^2}{b^2 - B^2} \frac{\Gamma(r, \theta)}{r^2 - B^2}. \]

Substituting equations (53) and (54) into (52) gives us a second order linear differential equation on \( F(\gamma) \).

\[ \gamma(\gamma + 1) F''(\gamma) + \frac{3}{2} (2\gamma + 1) F'(\gamma) + (1 - k^2) F(\gamma) = 0. \]

As we are interested in finding the fundamental solution, we have allowed the right-hand side to vanish (see [13]).

V. FUNDAMENTAL SOLUTIONS

Equation (55) can be solved if we transform the independent variable \( \gamma \) as

\[ \gamma = \sinh^2 \frac{\zeta}{2}, \]

which implies

\[ \gamma + 1 = \cosh^2 \frac{\zeta}{2}, \]

and we write the dependent variable \( F(\gamma) \) as

\[ F(\gamma) = \Phi(\zeta). \]

Using equations (56) and (58), equation (55) can be written in terms of the new variables as follows

\[ \Phi''(\zeta) + 2 \coth \zeta \Phi'(\zeta) + (1 - k^2) \Phi(\zeta) = 0 \]

which has the closed form solution (see [29])

\[ \Phi(\zeta) = \frac{k}{\sinh \zeta} \left( \hat{W}_1 e^{\kappa \zeta} - \hat{W}_2 e^{-\kappa \zeta} \right) \]

where \( \hat{W}_1 \) and \( \hat{W}_2 \) are integration constants. The solution in terms of \( \gamma \) is therefore

\[ F(\gamma) = \frac{k}{2 \sqrt{\gamma + 1}} \left[ \hat{W}_1 (\sqrt{\gamma + 1} + \sqrt{\gamma})^{2k} - \hat{W}_2 (\sqrt{\gamma + 1} - \sqrt{\gamma})^{2k} \right]. \]

Substituting equation (61) into equation (53) gives the electrostatic potential \( V(r, \theta) \) as follows

\[ V(r, \theta) = \frac{k}{2 \sqrt{\gamma + 1}} \frac{r}{(r + B)^2} \left[ \frac{r - B}{r + B} \right]^{k - 1} \times \left[ \hat{W}_1 (\sqrt{\gamma + 1} + \sqrt{\gamma})^{2k} - \hat{W}_2 (\sqrt{\gamma + 1} - \sqrt{\gamma})^{2k} \right]. \]

Consider the inversion point of the static electric point charge \((0, 0, (b*))\), where \( (b*) = \frac{B^2}{b} \). Let

\[ \gamma* = \frac{B^2}{B^2 - (b*)^2} \frac{\Gamma* (r, \theta)}{r^2 - B^2}. \]

Thus \( \Gamma* \) is equal to the square of the “radial” distance from the inversion point at \( z = (b*) \). It is straightforward to verify that

\[ \gamma + 1 = \gamma*, \quad \gamma = (\gamma*) - 1. \]

The electrostatic potential \( V(r, \theta) \) in equation (62) is therefore singular at the point charge \( z = b \) and also at its inversion point \( z = (b*) \). One can also verify that as the field point \( r \) approaches the inversion surface \( r = b \), the potential approaches a finite limit value provided that \( C > -2 \).

Finally, to determine the fundamental solution for the electrostatic potential, which allows only one free parameter to arise from the presence of the perturbing electrostatic charge, it is necessary to establish the relationship between the two arbitrary constants in equation (62).
VI. DETERMINATION OF INTEGRATION CONSTANTS

In 1927, Whittaker, using the method of separation of variables in the usual Schwarzschild coordinates, found the solution expressing the electrostatic potential of a charge in a Schwarzschild background as an infinite series \[12\]. His result was later confirmed by Cohen and Wald \[15\] in 1971 and Hanni and Ruffini \[16\] in 1973. A commonality of these works is the use of a boundary condition stating that a charge should not arise inside the horizon as a result of the presence of the perturbing electric charge situated outside the horizon.

This boundary condition was not implemented by Copson in his determination of integration constants in \[13\] and \[21\] due to the fact that the region inside the horizon is excised in the isotropic coordinates. Instead Copson chose values for the integration constants such that the overall solution would be symmetric in interchanging the position of the field point \(r\) with the position of the perturbing charge \(b\). As a result his solution, as he pointed out himself, was in contradiction to Whittaker’s solution by the existence of a non-vanishing zero-order term. Linet \[17\], using the boundary condition at infinity and Gauss’ theorem, found this second charge which was necessarily excised to give a result which was in accordance to those given by \[12\], \[16\], and \[15\].

In \[20\], Linet and Teyssandier find a single closed form solution describing the electrostatic potential generated by a perturbing charge in a Brans-Dicke background. They express the fundamental solution as a sum of this solution and Legendre functions before performing a multipole expansion and writing the fundamental solution completely in terms of Legendre functions. By expressing the solution as a multipole expansion they are then able to impose boundary conditions at infinity to get a meaningful solution upon which the Gauss’ theorem can then be implemented to yield their final closed form solution.

Here we introduce a method of determining the integration constants of equation \[62\] which does not require one to expand the closed form solution into an infinite series and which is even more stringent than those set by \[12\], \[15\] and \[30\]. We impose the condition that any integration over a closed spatial region not containing the perturbing charge must be exactly zero even if that area contains a surface of inversion. Naturally, an integration over an area containing the perturbing charged particle must therefore equal exactly \(4\pi\varepsilon\), where \(\varepsilon\) is the charge of the particle. From Appendix B we know that for the Brans-Dicke Reissner-Nordström background, the generalized Gauss’ theorem can be written as the following

\[
\int J^0 dv = \int_0^{2\pi} \int_{-\pi}^{\pi} \eta(r)^2 (r + B)^2 \left( \frac{r - B}{r + B} \right)^{\frac{\Lambda - 2}{2}} \frac{\partial V(r)}{\partial r} \sin \theta d\theta d\phi. \tag{66}
\]

Here, \(\Re\) is a region of 3-dimensional space residing in a hypersurface and \(\partial\Re\) is its closed 2-dimensional boundary. Again, \(dv\) is an element of spatial proper volume in \(\Re\). In order to integrate the above we convert equation \(62\) into a function of \(\sinh \zeta\) where \(\gamma = \sinh^2 \frac{\zeta}{2}\). We find that the only term that requires integration is the term containing the integration constants, the integral of which is

\[
\int_{-\pi}^{\pi} \frac{\tilde{W}_1 e^{k\zeta} - \tilde{W}_2 e^{-k\zeta}}{\sinh \zeta} \sin \theta d\theta = \frac{2brB^2[(b + B)^{2k} - (b - B)^{2k}]}{k[b^2 - B^2]^{k-1}(r^2 - b^2)^{k-1}} \times [\tilde{W}_1(r + B)^{2k} - \tilde{W}_2(r - B)^{2k}] \tag{67}
\]

for \(B < r < b\) and

\[
\int_{-\pi}^{\pi} \frac{\tilde{W}_1 e^{k\zeta} - \tilde{W}_2 e^{-k\zeta}}{\sinh \zeta} \sin \theta d\theta = \frac{2brB^2[(r + B)^{2k} - (r - B)^{2k}]}{k[b^2 - B^2]^{k-1}(r^2 - b^2)^{k-1}} \times [\tilde{W}_1(b + B)^{2k} - \tilde{W}_2(b - B)^{2k}] \tag{68}
\]

for \(B < b < r\).

When we return equation \(67\) into equation \(66\) it is fairly straightforward to see that for the electrostatic potential to vanish for the region not containing a charge the integration constants must be chosen as the following

\[
\tilde{W}_1 = p_+^2 \tilde{W}, \tag{69}
\]
\[
\tilde{W}_2 = p_-^2 \tilde{W}, \tag{70}
\]

where \(\tilde{W}\) is a constant yet to be determined.

By returning equation \(65\) into equation \(66\) and under the condition that for this region \((B < b < r)\) the equation \(66\) must equal \(-4\pi\varepsilon_0\) we can quickly solve for \(\tilde{W}\) giving

\[
\tilde{W} = \frac{bB(b^2 - B^2)^{k-1}\sqrt{\phi_0\varepsilon_0}}{k[p_+^2(b + B)^{2k} - p_-^2(b - B)^{2k}]} \tag{71}
\]

VII. DEGENERATE CASES

The relationship between the four cases and the process by which one reduces to the other is made ob-
Previous in Table I. It is straightforward to convert the equations in the Reissner-Nordström and Schwarzschild spacetimes into their more familiar form when one conducts the transformations given in Section II of this paper. When the transformations are made we find that the solutions are in agreement with the closed-form solutions given by Linet [17], Leaute and Linet [19] and Linet and Teyssandier [20] and with multipole expansions given by Hanni and Ruffini [16] and Cohen and Wald [15].

VIII. CONCLUSION

In this paper we have established an ansatz to solve the perturbed Maxwell equations due to an electrostatic charge in a Brans-type spacetime in isotropic coordinates which is reducible to the Schwarzschild and Reissner-Nordström black hole solutions by extending Copson’s method. As Copson’s solution is based on Hadamard’s theory of fundamental solutions of general Laplace equations it would be interesting to see whether Hadamard’s infinite series converges to give Copson’s closed form result.

By finding the coefficients to $U_0, U_1, U_2, \cdots$ through the direct substitution of Hadamard’s infinite series into the field equations one is able to compare them with the coefficients given in this paper using Copson’s method.

In a separate paper, a formal proof of Hadamard’s fundamental solution equation (36) is given. We find that Copson’s results in [13] are in fact exactly equal to those found using Hadamard’s method and go on to investigate how the Hadamard method relates to the results obtained by Linet in [22]. We also find that the discrepancy between Copson and Hadamard with those from the literature including Whittaker, Hanni and Ruffini and Cohen and Wald lies in the domain of definition of fundamental solutions in the presence of a surface of inversion when considering the situation in isotropic coordinates.

Furthermore, we investigate the scope of applicability of Hadamard’s theorem including its application to more general Scalar-Tensor-Vector theories and $f(R)$ theory and in particular to other branches of the Brans-Dicke theory such as the Barker and Schwinger cases (see also [31]). For detailed discussions on the scope of applicability of the Copson method in higher dimensions see [22].

In a separate paper, we convert the results given in this paper from isotropic coordinates to the usual Schwarzschild coordinates using Linet’s transformation (outlined in [17]) and plot equipotential surfaces in both coordinate systems. We further discuss the physical interpretations of our results.
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| $e^{2\alpha}$ | $\left(\frac{r-B}{r+B}\right)^{\frac{3}{4}}$ | $\left(\frac{r-B}{r+B}\right)^{\frac{3}{4}}$ | $\left(\frac{r-B}{r+B}\right)^{\frac{3}{4}}$ | $\left(\frac{r-B}{r+B}\right)^{\frac{3}{4}}$ |
| --- | --- | --- | --- | --- |
| $e^{2\beta}$ | $\frac{4b(1+\frac{1}{b^2})}{(c+b)^2} \left(\frac{r-B}{r+B}\right)^4 \left(\frac{r-B}{r+B}\right)^2 \left(\frac{r-B}{r+B}\right)^4 \left(1+\frac{1}{b^2}\right)^2 \left(\frac{r-B}{r+B}\right)^2 \left(\frac{r-B}{r+B}\right)^4$ | $\eta(r)^2 \left(\frac{r-B}{r+B}\right)^4 \left(1+\frac{1}{b^2}\right)^4$ | $\left(\frac{r-B}{r+B}\right)^2$ | $\left(\frac{r-B}{r+B}\right)^2$ |
| $\eta(r)$ | $p_+^2 - p_-^2 \left(\frac{r-B}{r+B}\right)^2$ | $1$ | $p_+^2 - p_-^2 \left(\frac{r-B}{r+B}\right)^2$ | $1$ |
| $\phi$ | $\phi_0 \left(\frac{r-B}{r+B}\right)^{\frac{3}{4}}$ | $\phi_0$ | $\phi_0$ | $\phi_0$ |
| $U_0$ | $\frac{3b^2(1+\frac{1}{b^2})}{2(r-c)^2(r-b^2)}U_0$ | $\frac{3b^2(1+\frac{1}{b^2})}{2(r-c)^2(r-b^2)}U_0$ | $\frac{3b^2}{2(r-c)^2(r-b^2)}U_0$ | $\frac{3b^2}{2(r-c)^2(r-b^2)}U_0$ |
| $U_1$ | $\frac{3b^2(1+\frac{1}{b^2})}{2(r-c)^2(r-b^2)}U_0$ | $\frac{3b^2(1+\frac{1}{b^2})}{2(r-c)^2(r-b^2)}U_0$ | $\frac{3b^2}{2(r-c)^2(r-b^2)}U_0$ | $\frac{3b^2}{2(r-c)^2(r-b^2)}U_0$ |
| $U_2$ | $\frac{5b^4}{2(r-c)^2(r-b^2)}U_0$ | $\frac{5b^4}{2(r-c)^2(r-b^2)}U_0$ | $\frac{5b^4}{2(r-c)^2(r-b^2)}U_0$ | $\frac{5b^4}{2(r-c)^2(r-b^2)}U_0$ |
| $U_3$ | $\frac{7b^6}{2(r-c)^2(r-b^2)}U_0$ | $\frac{7b^6}{2(r-c)^2(r-b^2)}U_0$ | $\frac{7b^6}{2(r-c)^2(r-b^2)}U_0$ | $\frac{7b^6}{2(r-c)^2(r-b^2)}U_0$ |
| Eq. | $\frac{r_0}{\eta(r)(r-c)^2} \left(\frac{r-B}{r+B}\right)^{k-1} F(\gamma)$ | $\frac{r}{(r+c)^2} \left(\frac{r-B}{r+B}\right)^{k-1} F(\gamma)$ | $\frac{r_0}{\eta(r)(r+c)^2} F(\gamma)$ | $\frac{r_0}{(r+c)^2} F(\gamma)$ |
| $V(r, \theta)$ | $\frac{c_0 r}{\eta(r)(r-c)^2} \left[\frac{r-B}{r+B}\right]^k \left[\frac{bB(b^2-B^2)k-1}{p_+^2(\sqrt{1+\gamma} + \sqrt{\gamma+2} \sqrt{k+2} )^2 \sqrt{\gamma+3} + 2(\sqrt{k+1} + \sqrt{k+2} ) \sqrt{\gamma+1} + 2(\sqrt{k+3} + \sqrt{k+4} ) \sqrt{\gamma+1} \right]$ | $\frac{c_0 r}{\eta(r)(r-c)^2} \left[\frac{r-B}{r+B}\right]^k \left[\frac{bB(b^2-B^2)k-1}{p_+^2(\sqrt{1+\gamma} + \sqrt{\gamma+2} \sqrt{k+2} )^2 \sqrt{\gamma+3} + 2(\sqrt{k+1} + \sqrt{k+2} ) \sqrt{\gamma+1} + 2(\sqrt{k+3} + \sqrt{k+4} ) \sqrt{\gamma+1} \right]$ | $\frac{c_0 r}{\eta(r)(r-c)^2} \left[\frac{bB(b^2-B^2)k-1}{p_+^2(\sqrt{1+\gamma} + \sqrt{\gamma+2} \sqrt{k+2} )^2 \sqrt{\gamma+3} + 2(\sqrt{k+1} + \sqrt{k+2} ) \sqrt{\gamma+1} + 2(\sqrt{k+3} + \sqrt{k+4} ) \sqrt{\gamma+1} \right]$ | $\frac{c_0 r}{(r+c)^2} \left[\frac{bB(b^2-B^2)k-1}{p_+^2(\sqrt{1+\gamma} + \sqrt{\gamma+2} \sqrt{k+2} )^2 \sqrt{\gamma+3} + 2(\sqrt{k+1} + \sqrt{k+2} ) \sqrt{\gamma+1} + 2(\sqrt{k+3} + \sqrt{k+4} ) \sqrt{\gamma+1} \right]$ |

**TABLE I**: The four cases and their solutions for the electrostatic potential generated by a charged particle at $r = b$.
Appendix A: Brans-Dicke Reissner-Nordström Background

The Brans-Dicke electrovac equations (1), (2) and (5) arising from the static spherically symmetric line element (6) in isotropic coordinates can be simplified when the following substitutions are introduced

\[
\tilde{A}(r) := \alpha(r) + \frac{1}{2} \ln \phi(r), \quad (72)
\]

\[
\tilde{B}(r) := \beta(r) + \frac{1}{2} \ln \phi(r), \quad (73)
\]

The electrovac equations \((e^{2\beta}G^r_r, \ e^{2\beta}G^\theta_\theta, \ e^{2\beta}(G^r_r + G^\theta_\theta))\) from equation (6) can then be written as

\[
2\tilde{B}''(r) + \tilde{B}'(r) + \frac{4}{r} \tilde{B}'(r) + \frac{4\pi Q^2 e^{-2B(r)}}{e^\beta} + \frac{2\omega + 3}{4} (\ln \phi(r)')'^2 = 0, \quad (74)
\]

\[
\tilde{B}'(r)^2 + 2\tilde{A}'(r)\tilde{B}'(r) + \frac{2}{r} (\tilde{A}'(r) + \tilde{B}'(r)) + \frac{4\pi Q^2 e^{-2B(r)}}{e^\beta} - \frac{2\omega + 3}{4} (\ln \phi(r)')'^2 = 0, \quad (75)
\]

\[
\tilde{A}''(r) + \tilde{B}''(r) + ((\tilde{A}(r) + \tilde{B}')(r)^2 + \frac{3}{r} \tilde{A}'(r) + \tilde{B}'(r)) = 0, \quad (76)
\]

The above three equations are not linearly independent, but instead are related via the following

\[
-\tilde{A}'(r)e^{2\beta}G^r_r + \left( \frac{d}{dr} + \left( \tilde{A}'(r) + 2\tilde{B}'(r) + \frac{4}{r} \right) \right) e^{2\beta}G^r_r - 2 \left( \tilde{B}'(r) + \frac{1}{r} \right) e^{2\beta}(G^r_r + G^\theta_\theta) = 0. \quad (77)
\]

We point out here that the integrations below are carried out formally without taking into account the signature or actual boundary values of \(A_b, \ B_b, \ \tilde{A}'_b, \ \tilde{B}'_b, \ \phi_b, \ \text{and} \ \phi'_b\), where the former are the corresponding values of \(\tilde{A}(r), \ \tilde{B}(r), \ \tilde{A}'(r) + \tilde{B}'(r), \ \phi(r)\) and \(\phi(r)'\) at the boundary point at infinity.

Equation (76) can be expressed as a Cauchy-Euler equation

\[
(e^{\tilde{A}(r)+\tilde{B}(r)})' + \frac{3}{r} (e^{\tilde{A}(r)+\tilde{B}(r)})' = 0, \quad (78)
\]

which can be solved to give

\[
e^{\tilde{A}(r)+\tilde{B}(r)} = e^{\tilde{A}_b+\tilde{B}_b} \left( 1 - \frac{\varepsilon^2B^2}{r^2} \right), \quad (79)
\]

and

\[
\lim_{r \to \infty} r^3(\tilde{A}'(r) + \tilde{B}'(r)) = 2\varepsilon^2B^2, \quad (80)
\]

\[
\varepsilon^2 \in \{ -1, +1 \}. \quad (81)
\]

The reduced long-range scalar field wave equation (equation (10)) can be written in terms of \(\tilde{A}\) and \(\tilde{B}\) as

\[
\left( \frac{r^2 e^{\tilde{A}+\tilde{B}} \phi'(r)}{\phi} \right)' = 0. \quad (82)
\]

By integrating equation (82) twice from \(r\) to infinity we obtain

\[
\phi = \phi_0 \left( \frac{r - \varepsilon B}{r + \varepsilon B} \right)^{\frac{\lambda^2}{2}}, \quad (83)
\]

where

\[
\lambda^2 = \frac{\varepsilon^2}{4} \left( (C + 2)^2 + (2\omega + 3)C^2 \right) > 0. \quad (84)
\]

We rewrite the modified field equation (75) into the following form

\[
-\tilde{A}'(r)^2 = (\tilde{A} + \tilde{B})' \left( \tilde{A}' + \tilde{B}' + \frac{2}{r} \right) + \frac{4\pi Q^2 e^{-2B(r)}}{e^\beta} - \frac{2\omega + 3}{4} (\ln \phi(r)')'^2 \quad (85)
\]

Using equations (83) and (84), after some algebra we obtain a first order second degree separable differential equation

\[
\left( \frac{d}{dr} \left( e^{-\tilde{A}(r)} \right) \right)^2 = \frac{4\pi Q^2 e^{-2(\tilde{A}_b+\tilde{B}_b)}}{e^\beta (r^2 - \varepsilon^2B^2)^2} \left[ \frac{e^{A^2B^2}e^{2(\tilde{A}_b+\tilde{B}_b)}(C + 2)^2}{4\pi Q^2 \lambda^2} \right] e^{-2\tilde{A}(r)} + 1. \quad (86)
\]

By rescaling the coordinates \(t\) and \(r\), we can choose \(e^{2\tilde{A}_b} = \phi_0\) and \(e^{2\tilde{B}_b} = \frac{2\lambda^2}{C+2}\). The solution to this equation gives

\[
e^{-\alpha(r)} = \left( \frac{r - \varepsilon B}{r + \varepsilon B} \right)^{\frac{\lambda^2}{2}} \left( \frac{p_+^2}{r - \varepsilon B} \right)^{\frac{c_+^2}{\lambda^2}} \left( \frac{p^-}{r + \varepsilon B} \right)^{-\frac{c_-^2}{\lambda^2}}. \quad (87)
\]
where \( p_+ \) and \( p_- \) are given in equation [19].

\[
e^{\beta(r)} = \frac{2\lambda}{C + 2} \left( 1 + \frac{\varepsilon B^2}{r^2} \right) \left( \frac{r - \varepsilon B}{r + \varepsilon B} \right)^{-\frac{\varepsilon B}{r^2}} \left( p_+^2 \left( \frac{r - \varepsilon B}{r + \varepsilon B} \right)^{\frac{\varepsilon B}{r^2}} - p_-^2 \left( \frac{r - \varepsilon B}{r + \varepsilon B} \right)^{-\frac{\varepsilon B}{r^2}} \right).
\]  

(88)

When \( \varepsilon^2 = +1 \) the above coincides with the BDRN metric given in Theorem 1 in Section [11] above.

### Appendix B: Gauss’s Theorem

In order to determine the integration constants in equation [62] we use Gauss’s theorem; a brief overview of which is given here. Let \( \mathbb{R} \) be a region of 3-dimensional space residing in a hypersurface \( g \) and let \( \partial \mathbb{R} \) be its closed 2-dimensional boundary. Gauss’s theorem states that for the electric field \( E^a \) (and indeed for any given vector field, see Wald [32])

\[
\int_{\mathbb{R}} \nabla_a E^a \, dv = \int_{\partial \mathbb{R}} E^a \cdot n_a \, dS
\]  

(89)

where \( dv \) is an element of spatial proper volume in \( \mathbb{R} \), \( n_a \) is the outward facing unit vector orthogonal to the closed 2-dimensional boundary \( \partial \mathbb{R} \) and \( dS \) is the usual surface element \( dS = r^2 \sin \theta \, d\theta \, d\phi \).

We know that the electric field is related to the Faraday tensor by the following

\[
E^a = F^{ab} n_b.
\]  

(90)

Using the above and equation [31] we find that the electric field is indeed equal to the gradient of the electrostatic potential \( V(r, \theta, \phi) \) and therefore the right-hand side of equation [89] can be written as

\[
\int_{\partial \mathbb{R}} E^a \cdot n_a \, dS = \int_{\partial \mathbb{R}} \nabla V \cdot \hat{n} \, ds.
\]  

(91)

From Maxwell’s equations the left-hand side of equation [89] can be written as \( \int_{\mathbb{R}} J^0 \, dv \) where

\[
J^0 = -\frac{4\pi \varepsilon_0}{c^2} e^{-2\alpha(r)} - \frac{3}{2} \delta(r - b) \delta(\cos \theta - \cos \theta_0)
\]  

(92)

is the charge density.

It follows that for the region \( B < b < r \) containing the point charge \( -\varepsilon_0 \) positioned at \( r = b, \theta = 0 \) the left-hand side of equation [89] becomes \( -4\pi \varepsilon_0 \) and for any region not containing the charge, i.e. \( B < r < b \), the left-hand side vanishes.

For the Brans-Dicke Reisnner-Nordström spacetime as \( n^a \) is orthogonal to \( \partial \mathbb{R} \) the only term that remains is the \( r \) term and equation [89] becomes

\[
\int_{\mathbb{R}} J^0 \, dv = \eta(r)^2 (r + B)^2 \left( \frac{r - B}{r + B} \right)^{1-2k} \times \int_{0}^{2\pi} \int_{-\pi}^{\pi} \frac{\partial V(r, \theta)}{\partial r} \sin \theta \, d\theta \, d\phi.
\]  

(93)

The left-hand side of equation [93] is determined by whether or not the region \( \mathbb{R} \) contains the singular point at \( r = b \). In particular for the purposes of this investigation, the theorem determines the choice of integration constants in \( V(r, \theta) \) as can be seen in the main section of this article.
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