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Abstract

News providers tend to add an entertaining and eye-catching spin to online news stories by framing politics around strategies and tactics as well as wins and losses. Thus, they shape the reader’s view on a particular subject, person, or event and influence their behavior regarding, for instance, voting respectively. To address this issue, we introduce the first attempt in computational linguistics to model computational frame classification. We offer a human-labeled dataset indicating the issue-game framing in news media using a comprehensive range of linguistic features. Moreover, we present an overview of potential linguistic indicators of issue and game frames. Furthermore, we attempt to provide methods for analyzing, understanding, and flagging problems that deal with subjectivity with respect to framing by identifying and presenting the respective cues. We use BERT, a pre-trained word representation model, and fine-tune it with our dataset on the binary text classification task. It turns out that BERT-like approaches can be used to detect issue and game frames. However, studies utilizing more annotated training data should be conducted to investigate its universal effectiveness. We put forward some suggestions on the grammatical features that could be taken into consideration in the further development of similar language models.

1 Introduction

Daily we are plied with political messages from various sources. Those messages are more and more often framed around strategies, competitions, wins, and losses. Studies suggest that this framing of politics increases political distrust and cynicism (Cappella and Jamieson, 1996) negatively influences citizens’ knowledge, attitude, and decisions (Aalberg et al., 2012). Thus, in one way or another, framing in political news media might shape the reader’s view on a particular subject, person, or event. It might even destroy our collective trust and initiate social conflict (Pryzant et al., 2020). Therefore, the framing of political messages as a game can benefit from further research.

We find it crucial to discuss the attractiveness and popularity of the game frame in political news media coverage. Firstly, the news media tend to frame politics as a strategic game rather than to focus on political issues. Secondly, this kind of news coverage has increased over time. Thirdly, framing politics as a game increases political distrust and cynicism (Aalberg et al., 2012; Cappella and Jamieson, 1996). Moreover, it might also have a negative effect on citizens’ knowledge acquisitions. One of the main reasons behind its popularity among scholars, however, might be the assumption that game framing might negatively influence democracy (Aalberg et al., 2012).

Even though the relatively few available studies have illustrated a correlation between the wording and grammar of political messages and attitudes regarding electability, the framing of political messages is still an understudied area (Tan, 2019). The profound significance of further research on this matter in terms of grammatical information being a ”likely predictor of election outcomes” is emphasized.

Language can be viewed as the main instrument of politics and public opinion formation (Jahnen, 2019). Therefore, greater attention to the language of framing and the influence of linguistic details can lead to an increased awareness of political subject matters (Baumer et al., 2015; Fausey and Matlock, 2011). This could be accomplished by
researchers from computational linguistics and NLP whose extensive research on framing has already shown a positive effect (Baumer et al., 2015; Card et al., 2015; Choi and Palmer, 2012; Chong and Druckman, 2007). Additionally, Card et al. (2015) emphasize the potential contributions of computational linguists in formalizing and automating the analysis of framing. Therefore, our paper fills this gap by exploring the language of issue and game frames at multiple linguistic levels.

For this purpose, we constructed a human-labeled dataset of issue and game frames in news media annotated with a vast range of linguistic features at the following levels: syntactic, semantic, semantic-syntactic, and pragmatic. In summary, we contribute

1. a human-labeled corpus\(^1\) of news articles, containing issue and game frames, annotated with a great range of linguistic features at the following levels: syntactic (both form and function levels), semantic, semantic-syntactic, and pragmatic,

2. an overview of potential linguistic indicators of issue and game frames, and

3. a starting point for future studies attempting to investigate issue and game frames by presenting an overview of potential linguistic indicators of the frames that should be taken into consideration.

To the best of our knowledge, this work is one of the first attempts in computational linguistics to model issue and game frames in news media.

2 Theoretical background

2.1 The concept of framing

Conceptually, framing has interdisciplinary roots in sociology, psychology, and linguistics. As the focus of our study is the issue and game frame in news media articles, we consider framing from the perspective of media and communication science (Brugman et al., 2017). Framing is the process of intentionally hiding or emphasizing facts in communication (Schäfer and O’Neill, 2016).

2.1.1 Political news framing

Politicians often seek to make voters view their policies in a specific way (Chong and Druckman, 2007). They reach this aim by stressing the particular features of the policy but often leave out important facts (Ardèvol-Abreu, 2015).

2.1.2 Issue and game frame detection

There is a distinction between issue-specific and generic frames (Vreese de, 2005). Issue-specific frames are defined as those that are relevant only to particular topics or events. Whereas frames that go beyond thematic boundaries and can be determined with reference to various subject matters are called generic frames. The focus of our study, issue and game frame, belongs to the generic frames. In the following, we define the conceptual characteristics that are considered to indicate issue and game frames, respectively.

The focal points of the game frame are stories about depicting winning, along with the respective strategies, or losing elections. The game frame also comprises legislative debates or politics in general and is often associated with opinion polls and election results. It is characterized by depicting images of politicians, their tactics or strategies. Moreover, it is not uncommon for language of war or games to be used to describe the campaign. Politicians are quite often seen as persons rather than as spokespersons for specific policies. Therefore, elections are often depicted as personality contests emphasizing the performance, style, and personality of candidates (Aalberg et al., 2012; Cappella and Jamieson, 1996; Lawrence, 2000; Shehata, 2014; Jamieson, 1996).

The issue frame, on the other hand, is considered to be stories about the substance of policy problems and their possible solutions. It quite often tackles politicians’ views on policy issues and as well as depictions of government programs and their impact on the public. The issue frame covers the substance of political problems, issues, and proposals, or any substantive issue (Aalberg et al., 2012; Lawrence, 2000).

Although it has been often stated that the issue frame can be contradictory to the game frame (Lawrence, 2000), the two frames may coexist in the same text and even complement

\(^1\)The annotated corpus can be downloaded here.
2.2 Related NLP work on framing

The concept of framing and automated framing analysis is the subject of interest of a growing number of scholars.

Several NLP studies focus on public statements, congressional speeches, and news articles (Baumer et al., 2015; Card et al., 2015; Tsur et al., 2015). Other works investigate the process of identifying and measuring political ideologies, policies, and voting patterns (Johnson et al., 2017). Much NLP dwells on identifying entities or events, analyzing schemes or narrative events in terms of characters, inferring the relationships between entities, and predicting personality types from the text (Card et al., 2016). Johnson et al. (2017) focus on issue-independent framing analysis of US politicians on Twitter. They offer new Twitter-specific frames and provide weakly supervised models that extract tweets.

However, most of the research on the computational analysis of framing (Nguyen et al., 2015; Tsur et al., 2015; Baumer et al., 2015), focuses on one specific dimension or domain. Choi et al. (2012) explore the concept of hedging identifying it in the discussion of GMOs using an SVM trained on n-grams from annotated cue phrases.

Furthermore, Tsur et al. (2015) propose a new framework for automated analysis of an extensive collection of political texts demonstrating that topic ownership and framing strategies can be inferred using topic models.

Finally, Baumer et al. (2015) propose a classifier automatically identifying the language that is most related to framing. However, the study focuses on the language of framing in general, without giving special attention to any specific frames.

3 Labeling framing in news articles

In the following, we describe the process of labeling framing in our data, which comprises article selection, corpus construction, and linguistic annotation.

3.1 Article selection

Our specialized corpus has been created carefully to represent the written online media language regarding political news. The news articles in our corpus have different lengths and have been written independently. Quality newspapers were chosen over tabloids as they contain higher levels of journalistic interventionism, which is expressed through evaluations and an interpretative style (Bartholomé et al., 2018; Schmuck et al., 2017). Furthermore, we considered online articles rather than printed versions, as the online coverage has higher degrees of strategy reporting, and personal attacks are more prominently featured than in traditional media (Bartholomé et al., 2018). We chose the online versions of the New York Times\(^2\) and Los Angeles Times\(^3\) – the most circulated newspapers in the USA. We decided to focus solely on American newspapers to avoid linguistic issues and inconsistencies that might occur while including British newspapers. We decided not to consider issue and game frames separately since they are usually interwoven and complement each other (Dekavalla, 2018). Thus for convenience, we will refer to them as the issue-game frame from now on.

The following five topics were selected from the current events portal of Wikipedia: USA elections 2020, Donald Trump’s impeachment, the Armenian genocide, Greta Thunberg, and Taiwan’s elections. In total, 100 news articles were extracted, including image descriptions and titles that seemed relevant for our analysis. The initial data filtering, i.e., selecting the articles that might have the issue-game frame, was implemented during the corpus construction.

3.2 Corpus construction

While creating our corpus, we followed the three desiderata of corpus creation proposed by (Voormann and Gut, 2008): a sufficiently

\(^2\)https://www.nytimes.com/
\(^3\)https://www.latimes.com/
large and representative corpus, sufficient richness, and satisfactory accuracy of the annotations.

Our annotated dataset comprises 4063 statements (paragraphs), including 1519 positive and 2544 negative ones. For more information on the distribution of positive paragraphs across topics and newspapers, see Figure 1. Moreover, 6406 linguistic units displaying issue and game frames have been identified and annotated. Following Voormann and Gut (2008), we added two types of annotation: a) meta-information and b) linguistic information. Additionally, an extra annotation was added, namely the presence/absence of the issue-game frame. The meta-information includes the ID of the paragraph, source, topic, and file name.

The data processing consisted of several steps. Firstly, each article was stored in a separate text file. Secondly, the text was transported to an Excel table, where an ID was assigned to each paragraph. Being a coherent piece of writing, the paragraph was taken as a unit of analysis, and metadata variables (i.e., source, topic, and file name) were added. Once the data was processed, we examined all the paragraphs and assigned either the label “positive” or “negative”, depending on the presence or absence (Aalberg et al., 2012) of any cues for issue and game frames.

Moreover, a few further articles had to be filtered out because of their type being an opinion article. The overall number of paragraphs before filtering was 4106 and 4063 after the deletion of paragraphs of opinion articles.

3.3 Linguistic annotation

After the corpus construction, the linguistic features identifying the respective frames were identified and annotated. To this end, a qualitative corpus linguistic technique – a thorough inspection of the paragraphs at hand – was applied (see Figure 2). Our research approach was corpus-driven, i.e., we made minimal a priori assumptions regarding the linguistic features that should be employed for our following analysis.

Firstly, after a thorough examination of each paragraph, we extracted the phrases introducing the issue-game frame. Secondly, in the form of lemmas, the actual linguistic unit was extracted from the corresponding phrase. Thirdly, a linguistic analysis of the extracted unit was employed. To make the annotation schema as consistent as possible, we decided to consider words rather than phrases as the smallest linguistic units for our analysis. The terminology used for grammatical categories was considered from the lexical point of view.

We annotated our dataset at multiple linguistic levels to describe the linguistic units that display the issue-game frame linguistically as detailed as possible. Similar to other studies (Baumer et al., 2015; Matlock, 2012; Reah, 1998; Tan, 2019) on linguistic features identifying framing and their findings, we focused mainly on extracting grammatical information. Thus, the linguistic annotation of our corpus consists of the following features: a) Text, b) Phrase, c) Linguistic units of analysis, d) Syntax – form level, e) Syntax – form-level (feature description), f) Syntax – function level, e) Semantics (frames), g) Syntax-Semantics (negation), h) Pragmatics (discourse markers), i) Pragmatics (categories of discourse markers).

4 Experimental setup and evaluation

In the following, we present the implementation of our experiment and evaluate its performance in regards to predicted labels by briefly discussing the evaluation metrics.

4.1 Experimental settings

Our experiments were based on the implementation of BERT within Pytorch and HuggingFace. For the implementation of our binary
Our goal was to describe the linguistic units displaying the issue-game frame linguistically as detailed as possible. Therefore, we decided to annotate our dataset at multiple linguistic levels, so that the linguistic description of the issue-game frame could be encompassing a wide range of linguistic information. Considering the studies (Baumer et al., 2015; Matlock, 2012; Reah, 1998; Tan, 2019) on linguistic features identifying framing and their findings, we decided to focus mostly on the extraction of grammatical information. In order to illustrate the annotation process as transparent and comprehensible as possible, we present a flowchart (Figure 3) depicting it.

Table 1: Evaluation metrics.

|     | Prec. | Recall | F1  |
|-----|-------|--------|-----|
| 0   | 0.79  | 0.77   | 0.78|
| 1   | 0.63  | 0.65   | 0.64|

4.2 Evaluation

To evaluate the performance, we predicted the labels using our trained model and evaluated it against the true label. Afterwards, we reported the evaluation metrics through the classification report, including test accuracy, precision, recall, F1-score, which we show in Table 1.

Both recall and precision for class 1 are relatively high. We aimed at detecting sequences containing the issue-game frame, so misclassifying class 1 (holding the issue-game frame) samples is a more significant concern than misclassifying class 0 samples. The recall for class 1 is 0.65, which means that the model was able to classify 65% of the paragraphs containing the frames correctly. However, the model misclassifies some of the class 0 sequences as containing the issue-game frame (precision: 0.63).

Matthews correlation coefficient – a balanced measure in classification problems – was also considered when evaluating the model. It can be used even if the classes are of very different sizes, which, in turn, is in accordance with our dataset. The total MCC score of our fine-tuned model is 0.423. This is quite an impressive outcome considering that the only hyperparameter tuning we carried out was adjusting the number of training epochs from the recommended 2 or 4 to 20 epochs.

Moreover, we printed out the confusion matrix for visualizing and summarizing the performance of our fine-tuned model, i.e., to see how many sequences our model predicted correctly and incorrectly for each class. 149 out of 228 positive samples and 295 out of 382 negative samples were predicted correctly. Furthermore, 87 samples were wrongly classified as positive...
5 Results and discussion

In the following, we introduce the findings of our study based on the manual annotation as well as its limitations. Furthermore, we analyze the performance of our fine-tuned model by interpreting the attention weights to different input elements.

5.1 Manual annotation

Our findings confirm the results of previous studies that the game frame is often characterized by war and sports language. Moreover, the results show that a significant portion of these words carries a negative connotation, which appears to be another indicator of the issue-game frame.

Furthermore, data regarding the personal pronouns I and we are in tandem with the findings of Bramley (2011); Alavidze (2017). In our data, politicians often use the personal pronoun we to create some sense of collectivism and "share the responsibility". The personal pronoun I, on the other hand, is often used by the speaker to show authority and personal responsibility along with commitment and involvement.

As for the use of passive voice, our data confirms the findings discussed by Tan (2019). We found instances of passive voice, where it is often used to either deflect blame or minimize emotional reactions. Moreover, our results show that past simple/present simple is the most common combination of tense and aspect used for the issue-game formation. As the imperfective framing evokes richer and more vivid action details in the minds of the readers than in the case of the perfective framing (Tan, 2019), the use of present simple and past simple might be employed to attract the reader’s interest or to put the particular individual in a bad light.

Furthermore, our results show a connection between the language of the issue-game frame and subjectivity. Based on the framework proposed by Bednarek (2010), we assigned the evaluative parameters to the issue-framing words found in our data. Interestingly, lexical units belonging to each of the eleven parameters were identified. Additionally, based on the respective functions (Bednarek, 2010) of the parameters found in our data, we summarized the findings. We concluded that this type of evaluative vocabulary might be used to trigger positive or negative evaluations and emotions, evoke dramatization or intensification, signal, strengthen or mitigate evaluations, increase negative evaluation of news actors, or promote the negative as routine. Furthermore, it can contribute to the news values of eliteness, attribution, relevance, competition, and negativity, provide a sense of the reported discourse, comment on language activity (i.e., evaluate the style) or raise the interest of readers. Moreover, it might be employed while stating non-verifiable facts, attaching status, or lending reliability to expressions of the speaker’s subjectivity.

Interestingly, our results regarding the insightful concept of semantic frames show that the five most frequent frames found in the linguistic units describing the issue-game frame (see Figure 3) corresponds to the contextual characteristics of frames discussed in Sec-
Additionally, an interesting correlation between different topics and the dominant semantic frames should be mentioned. The Competition frame is among five most frequent frames in the articles covering the topic of elections. In comparison, the frame of Judgement was frequent in the articles regarding Greta Thunberg and Trump’s impeachment. In four of the topics, the Judgment_communication frame was among the most common ones. Moreover, the Quarreling frame seems to be dominant within the articles discussing the Armenian Genocide, Trump’s impeachment, and USA Elections 2020. A more detailed overview of the five topics in relation to the semantic frames is illustrated in Figure 4.

![Figure 4: Most frequent semantic frames in relation to five topics.](image)

Additionally, we found that our data corresponds to the existing linguistic cues of subjectivity, as well. The indicators of biased language proposed in the subjectivity literature (Biber and Finegan, 1989; Halliday, 2004; Hunston, 2011; Hunston and Sinclair, 2003; Thompson and Hunston, 2003; Labov, 1972) and found in our data, along with their respective examples, can be taken from the Appendix. These findings and the conclusion that the issue-game frame’s language might be subjective/biased is based only on our corpus. Thus, a further investigation of this matter within a broader scope might be needed.

### 5.2 Limitations

Due to the limited scope of our study, we were not able to include and consider all grammatical features that might be useful for the annotation of our corpus of the issue-game frame.

Considering that manual annotation can often result in subjective results, we believe that the overall annotation can be improved with the help of a second annotator who could complete the same annotation task. Those results, afterwards, could be compared with the first annotation.

### 5.3 Comparison of the model’s performance with our manual annotation

In order to analyze the performance of our fine-tuned model, we interpreted the attention weights assigned by the model to different input elements. Furthermore, we compared those results with the manually extracted features from our annotation to test if the model can reliably use the linguistic features defying the issue-game frame in the respective paragraphs.

To implement this, we used the attention-head and the neuron views supported by the multiscale visualization tool BertViz (Vig, 2019). Due to the limited scope of our study, the analysis was carried out on a sample basis. The input sequences were carefully chosen to contain linguistic annotations at multiple levels within the same paragraph. Moreover, we aimed at involving samples from all event sets. As the visualizations work best with shorter sentences and may fail if the input text is very long (Vig, 2019), we created the respective visualizations for the chosen samples sentence by sentence.

The results of the analysis of the visualization of the attention weights of our fine-tuned model confirm the observation that "[...] attention in the Transformer correlates with syntactic constructs such as dependency relations and part-of-speech tags" (Vig, 2019). Therefore, the model is, indeed, able to identify the syntactic relationships between different words in a sentence, e.g., representative + of, have + accused. The visualization shows that attention is the highest between words within the same sentence, i.e., the model might understand that it should relate words to other words in the same sentence to understand their
context better. A significant portion of the words (e.g., accused, controversial, infighting, suffered, reclaim, speech) that were considered during the manual annotation are considered by the model, as well.

The performance of the model is similar across different event sets. However, it seems that the detection of deep linguistic features used to create issue-game frames, but not necessarily semantically or syntactically connected to the remaining elements of the sentence, might be a challenge for the model. In other words, issue and game frames quite often are not realized through dependency relations in a sentence. This might be due to the complex nature of framing and its realization at multiple linguistic levels. Furthermore, the linguistic features describing the issue-game frame at the pragmatic (discourse markers) and syntactic-semantic level (negation) might not be deeply identified by the BERT model yet.

6 Conclusion

This paper discussed the concept of issue and game frames in news media. We identified and defined them through linguistic means by manually annotating our corpus with linguistic information at multiple levels, i.e., syntactic, semantic, semantic-syntactic, and pragmatic. Based on our analysis, we presented an overview of potential linguistic indicators of issue and game frames in news media, along with respective examples from our data.

Furthermore, in accordance with the existing literature on this matter, we found cues for subjectivity and biased language in our data. Thus, showing that the language of issue and game frames in news media can, indeed, be subjective or biased.

Moreover, we evaluated the performance of the fine-tuned model and compared its results with our manual annotation. It can be concluded that BERT-like approaches can be used to detect issue and game frames. However, studies utilizing more annotated training data should be conducted to investigate its universal effectiveness. As to the question, whether BERT-like approaches understand and focus on similar linguistic cues as human annotators, it can be said that the model was able to identify some of the tokens our human annotation was based on. Nevertheless, identifying deep linguistic features at the pragmatic and syntactic-semantic levels seems challenging for the model. Thus, future development of the model should focus on these aspects, as well. However, since the comparison was conducted on a few samples, further research is needed to answer this question with more confidence.

For future work, the results of our analysis can be used in the development and automation of computational frame detection and classification. Furthermore, our study provides a starting point for future studies investigating the linguistic indicators of issue and game frames. It displays the grammatical features and levels of analysis that are crucial to the analysis of this matter. Our findings suggest that a further investigation of the following linguistic aspects and their inclusion in the annotation scheme might help to gain more insights into the process of formation of the issue-game frame: 1) semantic types of verbs or further analysis of modal verbs and the verbs they are followed by, 2) the concept of negation (types of negated verbs and nouns), 3) the linguistic theories of speech acts as well as topic and focus, 4) the concept of linguistic evidentiality, 5) thematic roles, semantic fields, and lexical fields, 6) lexico-grammatical patterns, 7) hidden metaphorical and ideological meanings. Some of the mentioned tasks might, however, be challenging in terms of their automation. Moreover, the results can be applied in further research on analyzing and understanding subjectivity in connection to framing. As a final point, we encourage leveraging our manual annotations in the process of developing models for the fine-grained issue and game framing identification.
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8 Supplemental Material
| Potential indicators                  | Examples                                                                                                                                                                                                 |
|--------------------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Semantic frames                      | Competition, Finish competition, Judgment communication, Quarrelling, Leadership, Judgment, Hostile encounter, Taking sides, Change position on a scale, Evidence, Degree, Success or failure, Position on a scale, Occupy rank, Beat opponent, Statement, Importance, Size, Risky situation, Likelihood, Locale, Sole instance, Attempt suasion, Emotion directed, Sufficiency, Social interaction evaluation, Similarity, Stimulus focus, Judgment of intensity, Attention, Removing, Frequency, Warning, Emotion, Hindering, Weapon, Attack, Affirm or deny, Give impression, Level of force resistance, Negation, Manipulation, Fairness evaluation, Quitting, Hedging, Causation |
| Adjectives                           | Top, good, only, strong, likely, big, unlikely, personal, leading, significant, low, moderate, sharp, high, unfair, fair, angry, weak, critical, polarized, top-tier, tough, wrong, aggressive, first, bad, clear, risky, overwhelming, urgent, old, serious, huge, bitter, divided, divisive, dangerous, crucial, dramatic, safe, unable, striking, negative, viable, pointed, well positioned, potential, successful, responsible, unrealistic, ridiculous, vulnerable, rival, young, implicit, fierce, increasing, direct, great, disappointed, important, close, inevitable, evasive, concerned, steady, uneven, surprising, powerful, necessary, private, perceived, prominent, lousy, protracted, upset, real, small, remarkable, wary, memorable, sudden, right, terrible, robust, trusted, outrageous, ludicrous, sarcastic, volatile, shameful, possible, appropriate, electable, ambitious, different, impressive, inexperienced, complicated, large, central, deep, enormous, fraught, inaccurate, controversial, experienced, limited, harsh, charged, focused, depressing, followed, empty |
| Adverbs                              | Even, too, never, very, so, just, rather than, really, well, already, increasingly, ever, repeatedly, largely, almost, little, simply, consistently, effectively, privately, enough, quickly, rarely, likely, directly, clearly, extremely, always, seriously, pretty, still, especially, deeply, immediately, forcefully, successfully, hard, differently, highly, completely, barely, notably, hardly, only, unusually, particularly, poorly, narrowly |
| Conjunctions                          | More … than, as … as, unless, less … than                                                                                                                                                                 |
| Determiners                          | More, less, much, enough                                                                                                                                                                                  |
| Nouns | Race, rival, attack, leader, field, contest, victory, charge, strategy, opponent, pressure, fight, contender, contrast, argument, criticism, concern, threat, power, remark, strength, top, record, front-runner, challenge, abuse, tactic, opposition, lack, tension, lead, war, position, performance, stake, winner, success, hoax, force, evidence, fear, chance, standing, uncertainty, rebuke, lie, problem, scrutiny, shot, battle, allegation, conflict, target, point, risk, rating, stance, war chest, leadership, wrongdoing, resentment, run, battleground, clash, difference, crime, failure, anger, cover-up, impact, defeat, test, status, rise, obstruction, stumble, leverage, mistake, outsider, stain, denial, fraud, fire, anxiety, game, insult, complaint, disinformation, brat, dismissal, frustration, enemy, gap, attention, critique, defensive, defiance |
| Prepositions | Like, behind, versus, against, unlike |
| Pronouns | Own, both, more |
| Verbs | Win, fail, attack, argue, lose, defeat, beat, refuse, criticize, warn, lead, fight, call, run, deny, reject, accuse, avoid, force, dismiss, drop out, believe, challenge, push, pressure, appear, question, worry, expect, fear, view, rise, need, mock, face, note, ignore, defend, confront, demand, block, claim, underscore, struggle, oppose, decline, disagree, denounce, abuse, refer, raise, threaten, lash out, go after, lie, indicate, compare, take on, target, portray, remove, suffer, respond, see, highlight, leave, insist, damage, boast, silence, vie, play, press, surpass, trash, stake, undermine, seem, flood, loom, emphasize, battle, blame, dispute, counter, complain, play out, take aim, violate, spar, promise, trail, prevent, promote, vow, undercut, quit, steal, risk, narrow, gain, overlook, parry, erupt, perceive, frame, obstruct, object, erode, lack, increase, fade, misspeak, isolate, lament, demonstrate, anger, divide, defeat, backfire, characterize, describe, abandon, allege, chide, ask, compete, delay, concede, appeal, condemn, dim, consider, dominate, betray, contradict |
| Verbs in past simple, present simple, present perfect, and present progressive |
| Passive voice | |
| Discourse markers | Self-mention (we, I, our, my, us, me), Attitude markers (I think, I don’t think, I know, it’s important, it’s impressive, I believe), Interrogative sentences, Boosters (of course, clearly, actually, certainly, obviously, really, in fact, definitely), Imperative sentences, Hedges (perhaps, probably), Engagement markers (note, consider) |
| Negation | No longer, couldn’t afford, didn’t work hard |
| Biased language | Hedges, boosters, attitude markers (*I agree, in fact, actually, perhaps, possibly*), Comparative adjectives and adverbs (*more aggressive, the worst, the most brutal, more dangerous, more forcefully, the biggest*), Epistemic modality expressed through modal verbs, some adverbs, and metaphorically (*can, could, have to, must, might, may, should, Certainly, clearly, likely, literally, It’s possible, it’s obvious, it’s unlikely, I think, I believe*), Comparators (*questions, imperatives*) (*Of course! But are they strong enough? So, can a woman beat Donald Trump?*), Emphatics (*really, certainly, of course, simply*), Expressions of negativity: morphological, grammatical, and lexical (*unwilling, unwelcome, unstable, unrealistic, inexperienced, irresponsible, hardly, never, fail, disdain, pugnacious, limited, mislead*), Patterns beginning with it and there (*It is extremely unlikely, it’s impressive, it’s really unfortunate*), Pseudo-clefts (*It is he who, who I’d love to vote for is*), Intensifiers (*Absolutely, completely, particularly, really, dangerously, highly*), Adverbs of degree (*Enough, little, so, too, very*), Comparator adverbs (*just, only, at least*) |

Table 2: An overview of potential linguistic indicators of the issue-game frame.