A Physical Model of Delayed Rebrightenings in Shock-interacting Supernovae without Narrow-line Emission
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Abstract
Core-collapse supernovae can display evidence of interaction with preexisting, circumstellar shells of material by rebrightening and forming spectral lines, and can even change types as hydrogen appears in previously hydrogen-poor spectra. However, a recently observed core-collapse supernova—SN 2019tsf—was found to brighten after roughly 100 days after it was first observed, suggesting that the supernova ejecta was interacting with surrounding material, but it lacked any observable emission lines and thereby challenged the standard supernova-interaction picture. We show through linear perturbation theory that delayed rebrightenings without the formation of spectral lines are generated as a consequence of the finite sound-crossing time of the postshock gas left in the wake of a supernova explosion. In particular, we demonstrate that sound waves—generated in the postshock flow as a consequence of the interaction between a shock and a density enhancement—traverse the shocked ejecta and impinge upon the shock from behind in a finite time, generating sudden changes in the shock properties in the absence of ambient density enhancements. We also show that a blast wave dominated by gas pressure and propagating in a wind-fed medium is unstable from the standpoint that small perturbations lead to the formation of reverse shocks within the postshock flow, implying that the gas within the inner regions of these blast waves should be highly turbulent.

Unified Astronomy Thesaurus concepts: Analytical mathematics (38); Astrophysical fluid dynamics (101); Core-collapse supernovae (304); Hydrodynamics (163); Shocks (2086)

1. Introduction
Astrophysical explosions are typically produced by the injection of energy into a medium over a timescale that is much shorter than the dynamical timescale of the medium itself. For example, core-collapse supernovae—observed with ever-increasing frequency as high-cadence and wide-field surveys (e.g., Palomar Transient Factory, Law et al. 2009; Zwicky Transient Facility, Bellm 2014; Pan-STARRS, Chambers et al. 2016, ATLAS, Tonry et al. 2018; Dark Energy Survey, To et al. 2021; LSST, Ivezic et al. 2019) have come online in recent years—are generated by the “bounce” of the neutron star that forms from the collapse of the core of a massive star, and the collapse and bounce occur on timescales of milliseconds (though the diffusion of neutrinos out of the protoneutron star, likely responsible for revitalizing the shock launched from the bounce, occurs over seconds; Burrows & Lattimer 1986; Burrows 1988). By comparison, the freefall time from the surface of a supernova is on the order of months. As a consequence of this disparity in timescales, it is a very good approximation to treat the initial conditions for a supernova explosion as driven by an impulsive energy injection. When the total energy injected is large compared to the binding energy of the star, the characteristic velocity of the shock wave that advances into the stellar envelope (as a byproduct of the energy injection) is much larger than the sound speed and—because the star was in hydrostatic balance prior to the explosive energy input—the freefall speed. The Mach number of the shock wave is therefore very large, the thermal and gravitational energy of the star are negligible, and the total energy behind the blast is a conserved quantity.3

When the density profile of the stellar envelope is well described by a power law in radial distance from the core, r, the well-known Sedov–Taylor blast wave (Taylor 1950; Sedov 1959) simultaneously describes the propagation of the shock wave itself and the fluid variables—the density ρ, pressure p, and radial velocity v—behind the shock. Such a power-law density profile is expected for the convective envelope of a supergiant when the helium core of the star dominates the gravitational potential (e.g., Coughlin et al. 2018a). Alternatively, if the progenitor of the supernova possessed a substantial stellar wind throughout the final stages of its nuclear-burning life, the density profile of such a wind (under the assumption that the mass-loss rate from the wind was a constant) scales as ρ ∝ r−f. In this case, the propagation of the shock wave from the supernova through the wind would approach the energy-conserving regime, and therefore be described by the Sedov–Taylor solution.

Importantly, however, in these scenarios the density profile of the ambient medium is only approximately given by a power law in radius, and there will be both radial and angle-dependent deviations from a pure power law. For example, the convective nature of the hydrogen envelopes of supergiants implies that there should be perturbations to the density of the envelope that are induced by the presence of convective eddies, and these perturbations can occur over a range of angular scales (corresponding to a range of spherical

3 Energy losses due to radiation only become substantial in terms of the total energy budget of the outflow at significantly later times; e.g., Ostriker & McKee (1988).
harmonic numbers \( \ell \); e.g., Quataert et al. 2019). Similarly, the winds from Wolf-Rayet stars are known to possess some degree of “clumpiness” (e.g., Crowther 2007), and highly variable stars can eject “shells” of material periodically alongside a steady wind (e.g., Smith et al. 2008). High-density (relative to the background wind) clumps would generate anisotropic perturbations, while the presence of a shell would represent an isotropic, but radially dependent, overdensity within the wind.

As a shock wave encounters overdensities within its surroundings, it responds dynamically and in a way that violates the scaling between the shock position and velocity that results from the Sedov–Taylor solution (see Equation (11) below). The initial interaction also “re-energizes” the blast, as the adiabatically expanding and cooling material from a supernova explosion slams into a (for example) high-density shell and converts its kinetic energy into thermal energy (Chevalier 1982; Chevalier & Fransson 1994). In addition to ordinary type IIn supernovae (e.g., Filippenko 1989; Schlegel 1990; Turatto et al. 1993; Chugai & Danziger 1994), such interactions have been proposed to explain extreme supernovae such as supernova SN 1987A (Chevalier & Fransson 1994), and there have been a number of recent theoretical investigations of the interaction between the ejecta from an explosion and dense gas (e.g., Blondin et al. 1996; Suntzeff et al. 2011; Chatzopoulos et al. 2016; Andrews & Smith 2018; Suzuki et al. 2019; Kurfürst et al. 2020; see also, e.g., Wang & Loeb 2000; Nakar & Piran 2003; Nakar & Granot 2007 for analyses in the ultra-relativistic regime). A number of “changing-look” supernovae have also been observed as the material from a hydrogen-poor supernova interacts with a dense shell of hydrogen that was (presumably) ejected from the progenitor star at an earlier epoch (e.g., Milisavljevic et al. 2015; Margutti et al. 2017; Chen et al. 2018; Kuncarayakti et al. 2018; Sollerman et al. 2020).

The characteristic signatures of the initial interaction between an expanding blast wave and surrounding, dense gas are the rebrightening of the source and the formation of spectral lines. The latter is thought to occur due to the photoionization of hydrogen-rich circumstellar material by X-ray and UV emission from the shock-heated gas. However, this scenario does not seem to fit the recent supernova SN 2019tsf (Sollerman et al. 2020), the light curve of which rebrightens from around 80 to 100 days following the initial detection, but does not exhibit the characteristic hydrogen emission lines of supernova interaction. The absence of narrow lines suggests that the shock is no longer propagating in the pre-supernova, hydrogen-rich circumstellar gas (where a history of unsteady mass loss could naturally account for the presence of dense shells). This challenges the standard interaction scenario for powering late-time supernova evolution.

We propose that some late-time rebrightenings of energetic explosions are the signature of internal acoustic waves interacting with the shock front. An internal wave is launched by the collision of the shock front with a dense shell that was at a relatively small radius. This wave propagates in the postshock gas and ultimately returns to the shock front at a larger radius. The secondary interaction between that wave and the shock (as the shock is “hit from behind” by the wave) can induce an abrupt enhancement in the shock power, manifesting as a rebrightened light curve. This qualitative picture motivates an analysis of how a shock wave and the postshock gas respond to perturbations in the density of the ambient medium. In particular, it would be important to predict the relative amplitude of, and time between, the power enhancements induced by the initial and secondary shock interactions.

Here we analyze the response of a strong, energy-conserving blast wave, described by the Sedov–Taylor self-similar solution, to spherically symmetric density inhomogeneities with linear perturbation theory. Using this approach, we show that there is a sound-crossing timescale, which depends on the adiabatic index of the gas and the density profile of the ambient medium, that characterizes the propagation of disturbances in the postshock flow. Consequently, we demonstrate that a shock wave can exhibit abrupt changes in its, e.g., velocity at a significantly later time from when it encounters changes in the density profile of the ambient medium, and can therefore exhibit sudden rebrightenings in complete absence of narrow-line emission. We also show that a gas-pressure-dominated, energy-conserving shock propagating into a wind-like medium\(^4\) is unstable to the formation of reverse shocks—any small disturbance that the shock encounters creates a wave that increases in amplitude behind the blast—but is nevertheless stable from the standpoint that the shock speed and position eventually conform to the energy-conserving (i.e., Sedov–Taylor) prescription after encountering the density inhomogeneity.

In Section 2 we derive the perturbation equations that describe the linear response of a strong shock wave to the presence of ambient density perturbations; this has been done in, e.g., Ryu & Vishniac (1987), but the approach and set of coordinates we adopt simplifies the equations considerably, and they manifestly respect the invariance of the solutions to renormalizations of the shock velocity and position (see also the Appendix of Coughlin et al. 2019). In Section 3 we take the Laplace transform of the linearized equations constructed in Section 2, we analyze the properties of the eigenvalues and eigenfunctions, and we discuss how to numerically integrate the Laplace-transformed equations without using the eigenfunctions. In Section 4 we analyze the general solutions to the set of Laplace-transformed equations and describe the generic properties of the physical response of a blast wave to the presence of ambient density perturbations; we also consider specific examples, and we compare the results to numerical simulations. The astrophysical and observational implications of our results are discussed and presented in Section 5, and we summarize and conclude in Section 6.

2. Radial Perturbation Equations

We let there be a spherically symmetric, astrophysical explosion that launches a shock wave into an ambient gas. As the shock wave propagates outward from the explosion site through an ambient gas, the postshock fluid it leaves in its wake is assumed to be adiabatic and characterized by an adiabatic index \( \gamma \); \( \gamma = 4/3 \) corresponds to a radiation-pressure-dominated gas (or one composed of relativistic particles that act effectively like radiation), while a monatomic, ideal gas has \( \gamma = 5/3 \). We denote the time-dependent position of the shock wave by \( R(t) \) and the shock velocity by \( V(t) = dR/dt \). The shock speed is assumed to be much larger than the ambient sound speed, and any velocities maintained by the gas into which the shock advances are also assumed to be much smaller.

\(^4\) This has been described as the “Primakoff blast wave” in some references.
than that of the shock. We also assume that the density profile of the ambient medium can be approximated as a power-law with spherical radius \( r \) from the injection site of the explosion, and we denote the radial power-law index by \( n \); the ambient density \( \rho \) therefore scales as \( \rho \propto r^{-n} \).

With this set of assumptions, the only relevant scales that characterize the fluid are the shock radius and velocity, which correspondingly set the dimensionless timescale \( \tau \):

\[
d\tau = \frac{V \, dt}{R} \quad \Rightarrow \quad \tau = \ln \left( \frac{R}{R_0} \right).
\]

(1)

Here \( R_0 \) is the position of the shock at some initial time. In this paper we will restrict the perturbations of the ambient medium to be purely radial, and the spherically symmetric condition at the shock.

Equations (2) govern the time-dependent evolution of the fluid everywhere behind the shock front, at which the entropy jumps discontinuously, while the mass, momentum, and energy fluxes are continuous. The continuity of these fluxes at the shock demands that the postshock velocity, density, and pressure satisfy the jump conditions:

\[
v(R) = \frac{2}{\gamma + 1} V, \quad \rho(R) = \frac{\gamma + 1}{\gamma - 1} \rho_a(R), \quad p(R) = \frac{2}{\gamma + 1} \rho_a(R) V^2,
\]

where \( \rho_a(R) \) is the ambient density at the shock. As noted above, we assume that the ambient density is well characterized by a power law with radius, so \( \rho_a(R) \propto (R/R_0)^{-n} \). However, we will also let there be (spherically symmetric) inhomogeneities in the density profile that, in the limit that they are small relative to the power-law profile, can be treated as perturbations that modify the shock propagation. We therefore write

\[
\rho_a = \rho_0 \left( \frac{R(t)}{R_0} \right)^{-n} \{ 1 + \delta \rho(R) \} = \rho_0 e^{-\alpha \tau} \{ 1 + \delta \rho(\tau) \}.
\]

(4)

In the last line we simply wrote the quantities in terms of the dimensionless, time-like variable \( \tau \) for clarity. Given the boundary conditions on the fluid quantities at the shock front (2), we now parameterize the fluid velocity, density, and pressure by

\[
v = V f(\xi, \tau), \quad \rho = \rho_0 e^{-\alpha \tau} g(\xi, \tau), \quad p = \rho_0 e^{-\alpha \tau} V^2 h(\xi, \tau),
\]

(5)

where

\[
\xi = r/R
\]

(6)
is the spherical, Eulerian radius \( r \) normalized by the time-dependent radius of the shock front, \( R(t) \). Note that these definitions make no explicit assumptions about the temporal variation of the shock radius or the velocity; they are simply redefinitions of the fluid variables that are motivated by the length and velocity scales provided by the shock position and velocity and the boundary conditions at the shock.

We can now insert the definitions (5) into the fluid Equation (2); doing so and making a few rearrangements gives

\[
\frac{\partial g}{\partial \tau} - \frac{\xi g}{\partial \xi} - ng + \frac{1}{\xi^2} \frac{\partial}{\partial \xi} [\xi^2 f g] = 0,
\]

(7)

\[
\frac{\partial f}{\partial \tau} + \left( \frac{\partial}{\partial \tau} \ln V \right) f + (f - \xi) \frac{\partial f}{\partial \xi} + \frac{1}{g} \frac{\partial h}{\partial \xi} = 0,
\]

(8)

\[
\frac{\partial}{\partial \tau} \ln \left( \frac{h}{g^2} \right) + 2 \frac{\partial}{\partial \tau} \ln V + n(\gamma - 1) + (f - \xi) \frac{\partial}{\partial \xi} \ln \left( \frac{h}{g^2} \right) = 0,
\]

(9)

while the boundary conditions at the shock front are

\[
f(1, \tau) = \frac{2}{\gamma + 1}, \quad g(1, \tau) = \frac{\gamma + 1}{\gamma - 1} \{ 1 + \delta \rho(\tau) \}, \quad h(1, \tau) = \frac{2}{\gamma + 1} \{ 1 + \delta \rho(\tau) \}.
\]

(10)

We emphasize that Equations (7)–(9) are just the continuity, radial momentum, and entropy equations written in terms of the dimensionless variables \( \xi \) and \( \tau \), and the only underlying assumption is that the fluid variables retain spherical symmetry. By making this coordinate transformation, however, we see that if the perturbation to the ambient density profile is exactly zero and if the shock velocity behaves in such a way that

\[
\frac{\partial}{\partial \tau} \ln V = \alpha,
\]

(11)
where \( \alpha \) a constant but otherwise-unspecified number, then these equations and the boundary conditions can be solved exactly with \( f(\xi, \tau) = f(\xi), g(\xi, \tau) = g(\xi), \) and \( h(\xi, \tau) = h(\xi) \). These “time-independent” solutions are the self-similar solutions and are stationary in the variable \( \xi \).

When the perturbation to the ambient density is not zero, then it is clear that omitting the \( \tau \)-dependence from the functions \( f, g, \) and \( h \) will not simultaneously satisfy the boundary conditions at the shock front and the fluid equations, and the shock velocity will not behave precisely as given by Equation (11). However, if the perturbations to the ambient density are small, then these constraints—the \( \tau \)-independence and the variation of the shock velocity as in Equation (11)—will be approximately upheld up to some correspondingly small corrections that scale linearly with the density perturbations. To accommodate the existence of these perturbations, we therefore write the functions \( f, g, \) and \( h \) and the shock velocity as

\[
f(\xi, \tau) = f_0(\xi) + f_1(\xi, \tau), \quad g(\xi, \tau) = g_0(\xi) + g_1(\xi, \tau), \quad h(\xi, \tau) = h_0(\xi) + h_1(\xi, \tau), \quad \frac{\partial}{\partial \tau} \ln V = \alpha_0 + \alpha_1(\tau).
\]  

(12)

Subscript-1 quantities are “small” in the sense that they are driven by the assumed-small inhomogeneities of the background density relative to the power-law decline, and we can now construct the linear response of the shock to these inhomogeneities by inserting these definitions into the fluid equations and keeping only linear terms. The zeroth-order terms give the following three equations for the “unperturbed,” i.e., self-similar functions \( f_0, g_0, \) and \( h_0 \):

\[
-\xi \frac{\partial g_0}{\partial \xi} - ng_0 + \frac{1}{\xi^2 \frac{\partial}{\partial \xi} \left[ \xi^2 f_0 g_0 \right]} = 0, \quad \alpha_0 f_0 + (f_0 - \xi) \frac{\partial g_0}{\partial \xi} + \frac{1}{\xi^2} \frac{\partial h_0}{\partial \xi} = 0, \quad 2\alpha_0 + n(\gamma - 1) + (f_0 - \xi) \frac{\partial}{\partial \xi} \ln \left( \frac{h_0}{g_0} \right) = 0.
\]

with the boundary conditions

\[
f_0(1) = h_0(1) = \frac{2}{\gamma + 1}, \quad g_0(1) = \frac{\gamma + 1}{\gamma - 1},
\]

(13)

while collecting the first-order terms yields

\[
\frac{\partial g_1}{\partial \tau} - ng_1 - \xi \frac{\partial g_1}{\partial \xi} + \frac{1}{\xi^2} \frac{\partial}{\partial \xi} \left[ \xi^2(f_0 g_1 + g_0 f_1) \right] = 0,
\]

(15)

\[
\frac{\partial f_1}{\partial \tau} + \alpha_0 f_1 + \alpha_1 f_0 + (f_0 - \xi) \frac{\partial f_1}{\partial \xi} + f_1 \frac{\partial f_0}{\partial \xi} - \frac{g_1}{g_0^2} \frac{\partial h_0}{\partial \xi} + \frac{1}{g_0} \frac{\partial h_1}{\partial \xi} = 0,
\]

(16)

\[
\frac{\partial}{\partial \tau} \left[ h_1 \frac{h_0 - g_1}{g_0} \right] + 2\alpha_1 + (f_0 - \xi) \frac{\partial}{\partial \xi} \left[ h_1 \frac{h_0 - g_1}{g_0} \right] + f_1 \frac{\partial}{\partial \xi} \ln \left( \frac{h_0}{g_0} \right) = 0.
\]

(17)

The boundary conditions on the functions \( f_1, g_1, \) and \( h_1 \) at the shock front can be read off from Equation (10), which gives (after using the boundary conditions on the unperturbed functions)

\[
f_1(1, \tau) = 0, \quad g_1(1, \tau) = \frac{\gamma + 1}{\gamma - 1} \delta \rho(\tau),
\]

\[
h_1(1, \tau) = \frac{2}{\gamma + 1} \delta \rho(\tau).
\]

(18)

2.1. Global Boundary Conditions and Constraining \( \alpha \)

Equation (13) constitutes the three, ordinary differential equations that can be integrated numerically from the shock front \((\xi = 1)\) inward to solve for the self-similar structure of the blast wave, the velocity profile of which is given by \( f_0 \), the density profile by \( g_0 \), and the pressure profile by \( h_0 \). It would seem, however, that the system is under-constrained owing to the existence of the fourth parameter \( \alpha_0 \) that characterizes the variation of the shock velocity with position. This parameter is governed by a fourth boundary condition that does not take place at the shock front and establishes the global nature of the postshock fluid. For example, if the self-similar solution describes the entirety of the postshock flow and the center of the blast wave is physically well behaved, then the spherical symmetry of the solution demands that \( \nu(\tau = 0) = \nu(\xi = 0) = 0 \) and hence \( f_0(0) = 0 \). Only a special value of \( \alpha_0 \) will satisfy this fourth boundary condition for a given \( n \) and \( \gamma \). Alternatively, in the absence of any dissipation behind the shock, we require that the total energy behind the blast wave \( E \propto R^{3-\gamma} \) be conserved; differentiating this expression with respect to time and straightforward algebra then shows that \( \alpha_0 = (n - 3)/2 \) if the energy is exactly conserved. For this value of \( \alpha_0 \), the velocity is zero at the origin, and this energy-conserving, global solution is the well-known, Sedov–Taylor blast wave. Figure 1 illustrates these solutions for \( \gamma = 5/3 \) (top row) and \( \gamma = 4/3 \) (bottom row) and a range of \( n \); note that, for \( n = 2 \), the solution is homologous with \( f_0 = 3\xi/4, \ g_0 = 4\xi, \) and \( h_0 = 3\xi^3/4 \), which is also known as the “Primakoff blast wave.” It is clear that, as \( \gamma \) declines, more of the mass becomes compressed into a thin shell immediately behind the shock. In the limit that \( \gamma \rightarrow 1 \), a redefinition of the self-similar variable shows that the density falls off exponentially rapidly behind the shock over the characteristic distance \( \sim(\gamma - 1)R \) (Sanz et al. 2016; Coughlin 2020).
density, and pressure as functions of constant-density ambient medium, while\[ if the gravitational\]

\[ 6 \text{ If the gravitational} \]

\[ 5 \text{ There is a narrow range of} \]

\[ \text{Figure 1. The unperturbed, self-similar solution describing an energy-conserving blast wave (i.e., the Sedov–Taylor solution) with \( \gamma = 5/3 \) (top row) and \( \gamma = 4/3 \) (bottom row) and the range of } n \text{ shown in the legend of each panel. Here } n \text{ characterizes the falloff of the ambient density with radius, so that } n = 0 \text{ corresponds to a constant-density ambient medium, while } n = 2 \text{ is appropriate to a wind-fed medium. The left, middle, and right panels show the dimensionless postshock velocity, density, and pressure as functions of } \xi, \text{ respectively, which at a given time is just the spherical radius normalized by the shock position.} \]

However, it may not necessarily be the case that the self-similar solution describes the entirety of the postshock flow. Waxman & Shvarts (1993) used this restricted applicability of the self-similarity of the flow to search for self-similar solutions that describe \textit{accelerating} blast waves, which are characterized by ambient density profiles with power-law indices that satisfy $n \gtrsim 3$ and would—if the self-similar solution were required to describe the entire postshock flow—possess infinite energy. In this case, the value of $\alpha_0$ is constrained by the smooth passage of the fluid variables through a sonic point that exists within the postshock flow and causally disconnects the self-similar region of the flow (between the sonic point and the shock) and the origin. Alternatively, the postshock flow may contain a contact discontinuity that separates the shocked ambient medium from shocked ejecta, which occurs during the early stages of core-collapse supernovae when the ejecta interacts with its surroundings. In this case, $\alpha_0$ is constrained by the power-law decline of the ejecta density with radius and the ambient density profile (Chevalier 1982); if the ejecta density declines with radius $r$ as $\propto r^{-m}$, then it follows that $\alpha_0 = (n - 3)/(m - 3)$. Finally, it may also be the case that the shock that expands into the ambient medium is advanced by the presence of an ongoing supply of energy in the form of a wind, in which case a contact discontinuity separates the shocked ambient gas from the shocked wind (Weaver et al. 1977). In this scenario, a constant energy supply from the wind implies that $\alpha_0 = (n - 2)/3$.

As we did not specify the type of self-similar solution—global without sonic points, causally disconnected with a sonic point, or causally connected with a contact discontinuity—Equation (13) characterizes the Sedov–Taylor (energy-conserving, decelerating), the Waxman–Shvarts (accelerating), and the decelerating interaction and wind-driven regimes, provided that one uses the appropriate value of $\alpha_0$. For concreteness, for the remainder of this paper, we deal almost exclusively with the Sedov–Taylor, decelerating case, and we set $\alpha_0 = (n - 3)/2$.

Similarly, Equations (7)–(9) appear to represent three equations for the four unknowns $f_1$, $g_1$, $h_1$, and $\alpha_1$ and therefore seem to be under-constrained (given the boundary conditions on the functions $f_1$, $g_1$, and $h_1$ in Equation (18)). However, if we choose a specific $\alpha_1$, then integrating the three differential equations inward will not necessarily yield a well-behaved solution in the interior of the shock. Similar to the additional criterion that selects the value of $\alpha_0$, the correction to the shock acceleration parameter $\alpha_1$ is constrained neither by the differential equations nor the boundary conditions at the shock, but by a fourth, global boundary condition. One way to understand the nature of this fourth condition is to write Equations (15)–(17) as a single matrix equation of the form $\mathbf{M} \mathbf{f} + \mathbf{P} \mathbf{f} + \mathbf{D} = 0$, where $\mathbf{f}$ is the vector containing the functions $f_1$, $g_1$, and $h_1$, and $\mathbf{M}$, $\mathbf{P}$, and $\mathbf{D}$ are matrices. The characteristics $\lambda_0$, $\lambda_\perp$, and $\lambda_-$ are the three eigenvalues of the matrix $\mathbf{M}$, where

$$
\mathbf{M} = \begin{pmatrix}
0 & \xi & 0 \\
\xi & g_0 & \xi \\
\xi & \xi & \xi \\
g_0 & f_0 - \xi & 0 \\
g_0 & f_0 - \xi & \xi \\
\gamma h_0 & 0 & f_0 - \xi \\
\end{pmatrix}
$$

5 There is a narrow range of $n \gtrsim 3$ that constitutes a “gap” between the Sedov–Taylor decelerating and Waxman–Shvarts accelerating regimes, where the upper limit on $n$ within this gap depends on the adiabatic index of the fluid; see Waxman & Shvarts (1993) and Kushnir & Waxman (2010).

6 If the gravitational field of a point mass (or at least a spatially confined and spherically symmetric mass distribution that behaves effectively like a point) modifies the behavior of the fluid, then the only choice of $\alpha$ that can satisfy self-similarity is $\alpha_0 = -1/2$ (e.g., Chevalier 1989; Coughlin et al. 2018b, 2019).
The postshock region is causally connected, and the rapid divergence of presence of density changes at the shock to communicate to a distance pronounced, and for $n$ increases, the divergence becomes less pronounced, and for $n = 2$ (a wind-like ambient medium) and $\gamma = 5/3$, the speed declines linearly with distance behind the shock. Right: the time taken for the presence of density changes at the shock to communicate to a distance $\xi$ behind the shock for $\gamma = 5/3$ (top) and $\gamma = 4/3$ (bottom). For $n < 2$ and $\gamma = 5/3$, the entire postshock region is causally connected, and the rapid divergence of $|\lambda_\bot|$ means that the time flattens effectively to a constant at a finite $\xi$; for $\gamma = 5/3$, the shock front communicates to the origin in a time $T(0) = 0.447, 0.771$, and $1.23$ for $n = 0, 1$, and $1.5$, respectively, while the same values for $\gamma = 4/3$ are $T(0) = 0.340, 0.547$, and $0.789$. For $n = 2$ and $\gamma = 5/3$, the decline of the sound speed as $|\lambda_\bot| \propto 1/\xi$ implies that $T \propto -\ln \xi$, and the origin is causally disconnected from the shock front, implying that the time for the backward-propagating characteristic to reach the origin is infinitely long. On the other hand, $\gamma = 4/3$ and $n = 2$ remain causally connected, with $T(0) = 1.42$.

and we have let $\mathbf{f} = \{f_1, g_1, h_1\}^T$. From this, the characteristics (eigenvalues) can be shown to be

$$\lambda_0 = f_0 - \xi, \quad \lambda = f_0 - \xi \pm \sqrt{\gamma h_0/g_0}.$$  \hspace{1cm} (20)

These three eigenvalues represent the dimensionless speeds at which information propagates through the fluid. In particular, information from the shock travels back into the shocked gas at a speed $\lambda_\bot$. Any sudden changes in the density of the ambient medium are then communicated from the shock to the origin in a time $T(0)$, where the function $T(\xi)$ is given by

$$T(\xi) = \int_1^\xi \frac{d\tilde{\xi}}{\lambda_\bot(\tilde{\xi})} = \int_1^\xi \frac{\frac{d\tilde{\xi}}{f_0(\tilde{\xi})} - \frac{d\tilde{\xi}}{\gamma h_0(\tilde{\xi})/g_0(\tilde{\xi})}}{\frac{d\tilde{\xi}}{f_0(\tilde{\xi})} - \frac{d\xi}{\gamma h_0(\xi)/g_0(\xi)}}$$ \hspace{1cm} (21)

and is the dimensionless time taken for a discontinuous change in the density at the shock to travel from $\xi = 1$ to some distance $\xi$ interior to the shock.

The top-left panel of Figure 2 shows the absolute value of the $\lambda_\bot$ characteristic as a function of $\xi$ for $\gamma = 5/3$ and the $n$ shown in the legend, while the bottom-left panel gives the same curves for $\gamma = 4/3$. For small $n$, the rapidly declining density and nearly constant pressure at small $\xi$ (see Figure 1) imply that the sound speed increases rapidly near the origin, which is seen in this figure. However, the analytic solution for $\gamma = 5/3$ and $n = 2$ demonstrates that $|\lambda_\bot| \propto \xi$, and the sound speed declines exactly linearly behind the shock front. The right panels of this figure give the sound-crossing time $T(\xi)$ to a distance $\xi$ behind the shock for the same $\gamma$ and $n$ as in the left panels. The rapid increase in the sound speed near the origin for small $n$ implies that the function $T$ quickly asymptotes to a constant behind the shock, and the sound-crossing time from the shock to the origin for $\gamma = 5/3$ is $T(0) \approx 0.447, 0.771$, and $1.23$ for $n = 0, 1$, and $1.5$, respectively, while the same values for $\gamma = 4/3$ are $T(0) = 0.340, 0.547$, and $0.789$. For $n = 2$ and $\gamma = 5/3$, the linear decline in the sound speed near the origin implies that $T \propto -\ln \xi$, and the shock front is causally disconnected from the origin, while for $\gamma = 4/3$, we find $T(0) \approx 1.42$ for $n = 2$.
The causal connectedness (or lack thereof) of the postshock solutions yields insight into the additional, global boundary condition that we impose near the origin and the corresponding constraint on $\alpha_1$. When the solution is causally connected, inward-propagating sound waves from the surface reach the origin in a finite time and must be totally reflected back into the shocked fluid (i.e., sound waves cannot penetrate to $\xi < 0$), and hence the perturbation to the fluid velocity must be zero at the origin (e.g., LeVeque 2002).

This total reflection condition then gives $f_1(0) = 0$, and this is the additional boundary condition that will only be satisfied for a special choice of $\alpha_1(\tau)$; this boundary condition also ensures that the Lagrangian displacement of the origin is zero, which is the standard boundary condition used in the study of the radial oscillations of stars (e.g., Cox 1980). This similarity between these two systems is also not coincidental, as the Sedov–Taylor blast wave is essentially a hydrostatic atmosphere near the origin (albeit one with a diverging sound speed) for small $n$ and $\gamma$.

When the solution is causally disconnected, the origin is never reached by waves that propagate inward from the surface. In this case, no information can emanate outward from the origin into the shocked fluid, and the eigenfunction appropriate to the wave speed $\lambda_1$ must approach zero near the origin. Investigating the eigenfunctions then shows that this can only be achieved if $f_2(0) = 0$, which is the additional boundary condition that—in this case where the origin is causally disconnected from the shock—specifies the parameter $\alpha_1$. Moreover, since the shock front does not “know” about the physical conditions of the fluid at the origin, it may not be the case that the other fluid variables (the velocity and the density) remain well behaved near this point; in fact, owing to the declining sound speed, we expect inward-propagating waves to steepen in a manner similar to what occurs as waves propagate into the outer regions of a stellar envelope (e.g., Shiode & Quataert 2014; Fernández et al. 2018; Coughlin et al. 2018a). We see below that this is indeed the case.

Investigating the nature of the characteristics yields insight into the causal connectedness of the postshock fluid and, correspondingly, the boundary conditions on the functions near the origin that will only be satisfied for a specific $\alpha_1$. However, there is an additional, global boundary condition that we can use to constrain $\alpha_1$: as we noted above, the Sedov–Taylor blast wave maintains the regularity of the solutions near the origin and conserves the total energy behind the blast wave. Since changing the density of the ambient medium does not contribute any additional energy flux at the shock, the perturbations must also satisfy this global boundary condition, which will only occur for a specific value of $\alpha_1$. This condition also does not depend on the causal connectedness of the solution, as the blast wave is always bounded by the finite region $0 < \xi < 1$. We will show in the next section how to construct this energy conservation condition in terms of the Fourier transforms of the solutions and, for all of the solutions that satisfy this energy-conserving condition, they also satisfy the corresponding boundary conditions on the fluid variables near the center of the blast.

Before continuing with the analysis of the perturbation equations, we note one important feature of our approach to describing the perturbations to the shock front: in deriving the linearized equations from the general fluid equations, we remained agnostic to the precise variation of the shock position and velocity with time until the unperturbed (i.e., self-similar) solutions were derived. The self-similar solutions require not that the shock position or velocity behave in any specific way, but that the shock acceleration satisfy the constraint given by Equation (11). Correspondingly, the perturbations to the fluid quantities fundamentally affect the shock acceleration, and as such the last expression in Equation (12) can be regarded as a differential equation for the shock position that is valid for any initial position and initial velocity. This feature of the solutions—that the acceleration is the quantity that is fundamentally affected by the presence of perturbations—must be present owing to the scale invariance of both the shock position and the velocity as described by the unperturbed solutions, and our approach is consistent with both of these fundamental invariants.

### 3. Eigenmode Analysis and Laplace-transformed Equations

The linearized Equations (15)–(17) are separable in the variables $\xi$ and $\tau$. We now take the Laplace transform of these equations in $\tau$, where the Laplace transform of, e.g., $f_1$ is

$$\mathcal{L}[f_1](\xi, \sigma) = \int_{\tau_0}^{\infty} f_1(\xi, \tau)e^{-\sigma\tau}d\tau. \quad (22)$$

Here the lower limit on the integral, $\tau_0$, is the earliest time at which there are no perturbations to the postshock fluid quantities or the shock acceleration; when we have a localized perturbation to the density, such that the perturbation is exactly zero for all radii less than some value, then $\tau_0$ is equal to that value and can be defined to be zero without loss of generality (i.e., the scale radius $R_0$ can always be chosen to coincide with the location at which the perturbation is introduced). When the perturbation is nonzero everywhere but decays sufficiently rapidly at large $|\tau|$, such as a Gaussian “bump” in radius, then we can let $\tau_0 \to -\infty$. Note that, upon taking the Laplace transform, we can further divide all of the equations by the Laplace transform of the perturbation to the density, and we then remove all explicit dependence on this quantity. Defining $\tilde{f}_i$ as the ratio of the Laplace transform of $f_1$ to the Laplace transform of $\delta \rho$, i.e.,

$$\tilde{f}_i = \frac{\mathcal{L}[f_i]}{\mathcal{L}[\delta \rho]}, \quad (23)$$

### Notes

7. Ryu & Vishniac (1987) used this boundary condition—the vanishing of the perturbation to the pressure at the origin—for Sedov–Taylor blast waves that maintain causal connectedness. As a consequence, their solutions lead to nonphysical divergences of the fluid velocity near the origin and violate the scale invariance of the shock velocity and position; see Figure 14 and the discussion in the Appendix of Coughlin et al. (2019), and see Kushnir et al. (2005).

8. Note that if gravitational effects modify the solution, then there is a well-defined velocity scale, but the spatial scale (if the gravitating body is compact and acts effectively as a point) remains arbitrary; thus there is meaning to rescaling the shock velocity in this case, but not the shock radius Coughlin et al. (2019).
and similarly for the perturbation to the density and the pressure, the Laplace-transformed set of equations is
\[
\sigma \tilde{g}_1 - n \tilde{g}_1 - \xi \frac{\partial \tilde{g}_1}{\partial \xi} + \frac{1}{\xi^2} \frac{\partial}{\partial \xi} [\xi^2 (f_0 \tilde{g}_1 + g_0 \tilde{f}_1)] = 0,
\]
\[
\sigma \tilde{f}_i + \alpha_0 \tilde{f}_i + \tilde{\alpha}_1 f_0 + (f_0 - \xi) \frac{\partial \tilde{f}_i}{\partial \xi} + \tilde{h}_i \frac{\partial f_0}{\partial \xi} - \frac{\tilde{g}_1}{g_0} \frac{\partial h_0}{\partial \xi} + \frac{1}{g_0} \frac{\partial h_1}{\partial \xi} = 0,
\]
\[
\sigma \left( \frac{\tilde{h}_1}{h_0} - \frac{\gamma \tilde{g}_1}{g_0} \right) + 2 \tilde{\alpha}_1 + (f_0 - \xi) \frac{\partial}{\partial \xi} \left[ \frac{\tilde{h}_1}{h_0} - \frac{\gamma \tilde{g}_1}{g_0} \right] + \tilde{f}_i \frac{\partial}{\partial \xi} \ln \left( \frac{h_0}{g_0} \right) = 0,
\]
with the boundary conditions
\[
\tilde{f}_i(1) = 0, \quad \tilde{g}_1(1) = \frac{\gamma + 1}{\gamma - 1}, \quad \tilde{h}_i(1) = \frac{2}{\gamma + 1}.
\]
We recover the solutions for the fluid quantities by taking the inverse Laplace transform:
\[
f_i = \frac{1}{2\pi i} \int_C \tilde{f}_i \times \delta \rho \, e^{\pi s} \, ds.
\]
Here the contour \( C \) is in the complex plane and is a line that extends from \(-i \infty \) to \( i \infty \). The location at which the line intersects the real line must be more positive than all of the poles of the Laplace-transformed functions. These poles are the eigenvalues \( \sigma_i \), and are the locations in the complex plane at which the perturbation to the shock acceleration and the other fluid variables diverge as simple poles (i.e., the parameter \( \tilde{\alpha}_1 \) varies as \( \alpha_1 \propto (\sigma - \sigma_i)^{-1} \) in the vicinity of \( \sigma_i \)); if we divide Equations (24)–(26) by \( \alpha_1 \), let \( \tilde{f}_i \rightarrow \tilde{f}_i/\tilde{\alpha}_1 \) and similarly for the other variables, and take the limit as \( \sigma \rightarrow \sigma_i \), then the equations for the eigenmodes are identical to Equations (24)–(26) but with \( \tilde{\alpha}_1 = 1 \), and the functions \( \tilde{g}_1 \) and \( \tilde{h}_i \) satisfy homogeneous boundary conditions at the shock front (i.e., \( \tilde{f}_i(1) = \tilde{g}_1(1) = \tilde{h}_i(1) = 0 \)). The eigenvalues are then constrained by requiring that the functions satisfy the appropriate boundary conditions at the origin (\( \tilde{f}_i(0) = 0 \) for \( n < 2 \), \( \tilde{h}_i(0) = 0 \) for \( n = 2 \)).

Ordinarily the eigenmodes are useful for numerically calculating the inverse Laplace transforms of the functions and for determining the asymptotic, temporal behavior of the solutions, because the eigenvalues typically form an infinite set of discrete points, implying that we can close the contour integral in Equation (28) in the left half of the complex plane and use the residue
Theorem to write the continuous integral as a discrete sum over the poles. This is the approach taken in stellar oscillation theory, and can also be used to understand the unstable nature of some shocks (e.g., Ryu & Vishniac 1987; Goodman 1990; Coughlin et al. 2019; Ro et al. 2019). The pole with the largest real part dominates the late-time behavior of the perturbations, and if there are any eigenvalues with a positive real part, the solution is dynamically unstable. On the other hand, if all of the poles are imaginary, then the solution is neutrally stable and oscillates in response to the presence of perturbations.

Many investigations have dealt exclusively with the eigenmodes for these reasons (e.g., Bernstein & Book 1980; Ryu & Vishniac 1987; Chevalier 1990; Goodman 1990; Ryu & Vishniac 1991; Coughlin et al. 2019). Unfortunately, however, the eigenmodes describing the perturbations to the Sedov–Taylor blast wave are represented by a discrete set of poles and a continuum of poles with approximately the same real part, as determined by Sanz et al. (2016). By integrating the eigenmode equations numerically for a number of $n$ and $\gamma$, we find results that agree with Sanz et al. (2016): there is a set of discrete, localized poles and a continuum of poles that all have roughly the same real component and, therefore, lie approximately on a vertical line in the complex plane. All of the modes we find also have a negative real part, implying that the Sedov–Taylor blast wave is stable to radial perturbations.

To illustrate these features, Figure 3 shows a contour map of the base-10 logarithm of $I(\xi)$ as a function of the real and imaginary parts of $\sigma$ (where $a$ and $b$ are the real and imaginary parts of the complex eigenvalue $\sigma$, respectively) calculated from the eigenmode equations when $n = 0$ and $\gamma = 5/3$ (left panel), and $|\xi| = 0.001$ when $n = 2$ and $\gamma = 5/3$ (right panel). The locations at which $I(\xi)$ approaches zero correspond to the eigenmodes, and the blue regions in this figure. In the left panel we see that there are two discrete poles with $a \approx -2.7$ and $b \approx 7$ and 12, but there are also many, finely spaced poles that lie along the line $a \approx -4$ that approach a continuum in the limit that the radius at which we evaluate the inner boundary condition goes to zero (i.e., as $\xi$ becomes smaller, the function $f(\xi)$ becomes highly oscillatory in this region, and there are more solutions that satisfy $f(\xi) \approx 0$). In the right panel, there are no discrete eigenmodes, and instead the poles all lie along a continuum that has a real part $a \approx -0.8$. Table 1 gives the locations of the largest, discrete eigenvalue for both $\gamma = 4/3$ and $\gamma = 5/3$ and a range of $n$. Notice that, because our approach perturbs only the acceleration of the shock wave (i.e., the self-similarity of the solutions only necessitates that $\partial \ln \rho / \partial x^2$ is a constant) and defines the self-similar variable in terms of the true shock position, the trivial solutions that correspond to renormalizations of the shock velocity and position do not appear; these solutions are manifestly obtained by integrating the differential equation for the shock wave, the rightmost in Equation (12), and including the constants of integration.

For $n < 2$, these modes satisfy the constraint that the radial velocity equals zero at $\xi \approx 0$. However, the perturbation to the density fluctuates violently about the origin, and—while the sign of the density perturbation oscillates increasingly rapidly as we near $\xi \approx 0$ —the magnitude of the perturbation diverges (see Figure 5 below). We also must include an extremely large number of modes in our calculation of the inverse transform in this case, and the inverse transform would still be in the form of an integral (i.e., using the eigenmodes no longer transforms the continuous sum into a discrete one). For these reasons, the eigenmodes do not appear to offer a useful means for recovering the linear response of a strong shock to density inhomogeneities in an ambient medium.

Note, however, that we do not need to use the eigenmodes to evaluate the integral in Equation (28); since all of the poles lie to the left of the imaginary axis, we can let $\sigma$ be a purely imaginary number in Equations (24)–(26), integrate the equations numerically inward from the shock front for an arbitrarily chosen $\bar{\alpha}$, and calculate the value of $I(\xi \approx 0)$ or $|\bar{h}(\xi \approx 0)|$. For the same $\alpha$, we can then perturb the value of $\bar{\alpha}$ and calculate the new solution for $f(\xi \approx 0)$ or $\bar{h}(\xi \approx 0)$, and use the difference between the new and old values to inform the new guess for $\bar{\alpha}$ that will better satisfy the boundary condition near the origin. We can continue to iterate on the value of $\alpha$ until the boundary condition near the origin is satisfied to a high level of tolerance. By repeating this process for a densely sampled range of imaginary $\sigma$ that extends to a large value, we can interpolate the solution for $\bar{\alpha}$ over that range and thereby construct the function $\bar{\alpha}(\sigma)$, and numerically calculate the integral appearing in Equation (28) for any given density perturbation (assuming the integral remains finite and decays sufficiently rapidly at large $|\sigma|$; see below for a discussion of when this is true).

In the next section we employ this procedure to calculate the response of an adiabatic, strong shock to an ambient density perturbation. Before doing so, we note two features of the solutions, the first being that if $\bar{\alpha}$ is a solution to the equations for a given
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Figure 4. The real (left panel) and imaginary (right panel) components of the Fourier transform of the perturbation to the shock acceleration. Here the solutions were calculated with $\gamma = 5/3$, and the value of $n$—which is the radial power-law index of the density profile of the ambient medium—is shown in the legend. The black, dashed line in the left panel shows Re$[\alpha]$ = 0 for reference. Solutions with $n = 0$, 1, and 1.5, which remain causally connected with the origin, exhibit oscillatory behavior and grow as $\propto \sigma$. For $n = 2$ (a wind-fed medium), for which the solution is causally disconnected from the origin, the real part of the perturbation to the shock acceleration levels to a constant value ($\approx -0.2$) as $\sigma$ increases, the imaginary part declines linearly with increasing $\sigma$, and no oscillatory behavior is exhibited.
σ, then \( \sigma^* \) is the solution with \( \sigma \to \sigma^* \). Thus, if we restrict \( \sigma \) to purely imaginary values, then we only need to calculate \( \hat{a}_1 \) for \( \text{Im}[\sigma] > 0 \). Also, with \( \sigma \) purely imaginary, the Laplace transform (and the inverse) reduces to the Fourier transform, as can be seen from Equation (22). We can therefore use the features of the Fourier transform, and the Fourier transforms of specific functions, to understand the behavior of the shock to various perturbations.

The second is that, as we mentioned at the end of Section 2.1, the Sedov–Taylor solution maintains the regularity of the fluid variables at \( \xi = 0 \) and conserves the total energy behind the blast wave. The perturbations to the blast wave must also possess this energy-conserving feature, as the pressure of the ambient medium is formally zero (i.e., the shock Mach number is infinite) and adding a density perturbation does not change the enthalpy of the ambient fluid; we can use this property of the solutions to construct a distinct, integral constraint on the value of \( \hat{a}_1 \) by noting that the total energy behind the blast wave is

\[
E = 4\pi \int_0^R \left( \frac{1}{2} \rho v^2 + \frac{1}{\gamma - 1} p \right) r^2 dr = 4\pi \rho_0 R_0^3 \left( \frac{R}{R_0} \right)^{3-n} V^2 \int_0^1 \left( \frac{1}{2} g\xi^2 \right) \left( \frac{1}{\gamma - 1} h \right) \xi^2 d\xi,
\]

where, in the last line, we introduced our definitions of the fluid variables in terms of the dimensionless quantities. Differentiating both sides of this expression with respect to \( t \), using our definitions for the perturbations to the fluid variables of Equation (12),
keeping only linear terms, setting the result equal to zero, rearranging, and taking the Laplace transform then gives

\[ 2\tilde{\alpha}_1 \int_0^1 \left( \frac{1}{2} g_0 f_0^2 + \frac{1}{\gamma - 1} h_0 \right) \xi^2 d\xi + \sigma \int_0^1 \left( \frac{1}{2} \tilde{g}_1 \tilde{f}_0^2 + g_0 \tilde{f}_0 \tilde{h}_1 + \frac{1}{\gamma - 1} \tilde{h}_1 \right) \xi^2 d\xi = 0. \]  

(30)

This condition for \( \tilde{\alpha}_1 \) must hold independently of the causal connectedness of the fluid and the boundary condition on the fluid variables imposed at the origin. We have checked that this additional, energy-conserving condition holds for all solutions found in the next section, where we find solutions to the Fourier-transformed set of Equations (24)–(26). Equation (30) also shows that \( \tilde{\alpha}_1(\sigma = 0) = 0 \); we return to the significance of this feature below.

4. Solutions

4.1. General Solutions

Figure 4 shows the solution for the real (left) and imaginary (right) components of the correction to the shock acceleration that satisfies global energy conservation behind the shock (Equation (30)) and the appropriate boundary condition on the fluid variables at the origin. These solutions are plotted as a function of \( \sigma / i \) with \( \sigma \) being a purely imaginary number. For large \( \sigma \) and for \( n < 2 \), the solution behaves approximately as \( \tilde{\alpha} \propto \sigma e^{ib\xi} \), where \( b \) is a complex number that depends on \( n \). For \( n = 2 \), the real part of the solution levels to a constant value (\( \approx -0.2 \)) and has no oscillatory behavior, while the imaginary part varies linearly with \( \sigma \) and similarly displays no oscillation.

Figure 5 gives the real part of the solutions for the functions that satisfy the Fourier-transformed set of equations and energy conservation (and the appropriate boundary condition at the origin), where the value of \( n \) is shown in the top left of each panel, and the left, middle, and right columns illustrate the perturbation to the velocity, density, and pressure, respectively. Each curve in these panels is appropriate to the Fourier frequency shown in the legend, and the legend appropriate to each row is given in the leftmost panel of the corresponding row. The brown, dashed curves in the top three rows illustrate the “eigenfunctions” that satisfy the eigenvalue equations—Equations (24)–(26)—but with \( \tilde{\alpha}_1 = 1 \) and homogeneous boundary conditions for the perturbed functions, at the lowest-order, discrete eigenvalue; this eigenvalue is shown in the legend in the leftmost panel of each row. We do not find any discrete eigenvalues when \( n = 2 \). The imaginary components of these functions exhibit similar qualitative trends to the real parts shown here.

For \( n = 0, 1, \) and \( 1.5 \), the velocity perturbation approaches zero near the origin as required by the total internal reflection of inward-propagating waves, and as \( |\sigma| \) increases, each solution shows qualitatively more oscillatory behavior. The eigenfunction for the velocity is also well behaved and also satisfies the correct boundary condition at the origin. The perturbations to the density and the

Table 1

| \( n \)  | \( \tilde{\alpha}_1 = -2.36 + 9.58i \) | \( -1.68 + 6.23i \) | \( -1.34 + 4.52i \) | \( -1.01 + 4.48i \) |
|---|---|---|---|---|
| \( \gamma = 4/3 \) | \( \sigma = 0 \) | \( n = 1 \) | \( n = 2 \) |
| \( \gamma = 5/3 \) | \( -2.66 + 7.05i \) | \( -1.78 + 4.32i \) | \( -1.32 + 2.86i \) | \( \ldots \) |

Note. For \( \gamma = 5/3, n = 2 \), there is only a continuum of poles with a real value around \( \approx -0.8 \) (see Figure 3).
pressure are also regular everywhere for all \( \sigma \). However, the eigenfunctions for the density and the pressure exhibit highly erratic behavior, and the density diverges extremely rapidly near the origin.

For \( n = 2 \), the perturbation to the pressure approaches zero near the origin, which ensures that there are no outward-propagating waves that emanate from the center of the blast. In this case, neither the velocity nor the density remains regular near the origin, and each diverges and oscillates increasingly rapidly as we approach \( \xi = 0 \). However, this behavior does not invalidate the solutions: the appropriate boundary conditions at the shock front are satisfied, as is global energy conservation (note that the integrand in the second term in Equation (30) is convergent because \( g_0 \propto f_0 \propto f(2) \)). The divergence of these quantities near the origin means that nonlinear terms will become important in the inner region of the shocked fluid, and that linear waves launched from the shock—following the encounter with any density perturbations in the ambient medium—will eventually steepen nonlinearly as they continue to propagate (which they will do indefinitely in the linear regime). As we noted above, precisely the same behavior is exhibited by sound waves propagating down a steep density gradient in a hydrostatic atmosphere, which does not invalidate the linear theory while the waves remain subsonic. See the right panel of Figure 10 for a specific demonstration of this steepening and reverse-shock formation when nonlinear effects are included.

4.1.1. Physical Interpretation and Asymptotic Scalings

To understand the physical meaning of the Fourier-transformed shock acceleration shown in Figure 4, recall the general expression for the inverse transform:

\[
\alpha_1(\tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{\alpha}_1(\sigma) \delta \rho(\sigma) e^{i\sigma \tau} d\sigma
\]

and consider the case where \( \delta \rho(\tau) \propto e^{i\pi \tau} \) for some \( \sigma_0 \), meaning that the perturbation to the density is oscillatory in \( \ln R \) for all \( R \in (0, \infty) \). Since the Fourier transform of \( e^{i\pi \tau} \) is \( \propto \delta_D(\sigma - \sigma_0) \), where \( \delta_D \) is the Dirac delta function, the response of the shock acceleration to this density perturbation is to oscillate at the frequency \( \sigma_0 \) with the coefficient given by \( \tilde{\alpha}_1(\sigma_0) \). Further, if \( \sigma_0 = 0 \), which corresponds to a uniform offset in the density, then the fact that \( \tilde{\alpha}_1(0) = 0 \) shows that \( \alpha_1(\tau) \equiv 0 \). This is precisely what we expect, as a uniform offset in the density everywhere simply corresponds to a change in the normalization of the ambient density. As a consequence, the solution is the same Sedov–Taylor solution in the absence of any perturbation but suitably renormalized, and hence the perturbation to the acceleration must be—and is—zero. The functions in Figure 5 then represent the postshock variation of the fluid variables in the presence of a sinusoidally varying density perturbation in \( \ln R \).

Now consider the other limit where \( \delta \rho(\tau) \) is localized in space, and let the density perturbation be a square “bump” that jumps discontinuously from zero to a finite value over the range \( -\Delta \tau \) to \( \Delta \tau \), the Fourier transform of which is

\[
\delta \rho \propto \frac{\sin (\sigma \Delta \tau)}{\sigma}.
\]

Investigating Figure 4, we see that the imaginary component of every \( \alpha_1 \) (i.e., independent of the choice of \( n \)) varies as \( \propto -\sigma \) for \(|\sigma| \gg 1 \). Therefore, a contribution to the limiting behavior of the integrand in Equation (31) will be \( \propto \sin(\sigma \Delta \tau) e^{i\pi \tau} \), and hence the acceleration of the shock is given by a \( \delta \)-function at the locations \( \pm \Delta \tau \). This therefore demonstrates that the velocity changes discontinuously upon encountering a discontinuous change in the density of the ambient medium, and decelerates upon encountering the positive change in the density and accelerates when the density declines.

In addition to declining linearly with \( \sigma \), both the real and imaginary components of the Fourier-transformed acceleration for \( n = 0, 1 \) and \( 1.5 \) exhibit an oscillatory dependence that also grows in amplitude in a way that is proportional to \(|\sigma|\). The period of the oscillation is also very well matched by the dimensionless timescale \( \Delta T \), defined as

\[
\Delta T = \int_1^0 \frac{d\xi}{\lambda_-} + \int_0^1 \frac{d\xi}{\lambda_+},
\]

where \( \lambda_- \) and \( \lambda_+ \) are the backward- and forward-propagating characteristics defined in Equation (20). Figure 6 illustrates this agreement for the specific case of \( n = 0 \), for which \( \Delta T \approx 1.283 \), where the solid, purple curve gives \( \text{Re}[\tilde{\alpha}_1]/|\sigma| \) and the blue, dashed curve is proportional to \( \sin(\Delta T \sigma / i) \). This additional, sinusoidal dependence—that also increases in magnitude proportionally to \(|\sigma|\)—implies that the shock acceleration exhibits a delta-function-like response not only immediately upon encountering the discontinuous change in the density, but also at a time delayed by \( \Delta T \).
We can understand this behavior by noting that the solution to the Riemann problem implies that the discontinuity generated within the fluid as the shock encounters a discontinuous density jump travels at the speed delimited by the characteristics of the flow. The discontinuity therefore travels from the shock to the origin and back to the shock in a time of \( \Delta T \), implying that the boundary between the shock and the origin for this solution, implies that the discontinuity in the fluid properties cannot reflect off of the origin and return to the shock in a finite time, which is consistent with the fact that the solution for \( \tilde{\alpha}_1 \) does not display any additional, sinusoidal dependence (see the green curve in the left and right panels of Figure 4). The values of \( \Delta T \) for different \( n \) and \( \gamma = 4/3 \) and 5/3 are shown in Table 2.

This result demonstrates that Sedov–Taylor blast waves that are completely causally connected should not only exhibit variations in velocity immediately upon encountering discontinuous (or at least rapidly varying over the scale of the shock position) density variations in the ambient medium, but also in temporal increments of the fundamental period, or sound-crossing time, of the postshock fluid. Furthermore, this periodicity varies logarithmically with the position of the shock, and hence if the shock encounters a discontinuous change in the ambient density at a position of \( R_{\text{sh}} \), then we expect additional variations to occur (from the propagation and reflection of the discontinuity within the postshock flow) when the shock expands in radius by a factor \( \Delta R = R_{\text{sh}} \times e^{\Delta T} \). Despite the fact that we expect this periodicity, there is no evidence of this from the lowest-order, discrete eigenvalue, which has an imaginary part (which controls the frequency of oscillation) of \( \sim 7.05 \) for \( n = 0 \) (i.e., not equal to the expected value of \( \sim 1.283 \)).

In addition to \( \Delta T \), we also expect periodicities in integer increments of this fundamental period (i.e., 2\( \Delta T \), 3\( \Delta T \), etc.), as the discontinuity will reflect off of the shock and again traverse the postshock fluid in a time of \( \Delta T \). However, because of the continued expansion of the gas and the velocity gradient in the interior of the blast wave, the magnitude of the perturbation to the shock will lessen over time. This feature is qualitatively evident from the fact that in Figure 6, the cyclic variation at large \( |\sigma| \) can be very well approximated by a single sine function with frequency \( \Delta T \), implying that the contribution from the higher-order frequencies is small. We also see that the amplitude of the sinusoidal variation of the \( n = 1 \) and \( n = 1.5 \), \( \tilde{\alpha}_1 \) curves is reduced compared to that of \( n = 0 \), which reflects the fact that the sound-crossing time increases as \( n \) increases, and hence any discontinuity is effectively reduced in amplitude more drastically over the longer duration over which it traverses the postshock flow.

### 4.2. Examples

Here we consider specific density perturbations within the ambient medium and calculate the corresponding corrections to the shock propagation, and we make comparisons to numerical simulations. Using the properties of \( \tilde{\alpha}_1 \) with respect to the transformation \( \sigma \rightarrow -\sigma \) and the assumed realness of \( \delta \rho_1(\tau) \), the inverse Fourier transform of \( \tilde{\alpha}_1 \) becomes

\[ \alpha_1(\tau) = \frac{1}{\pi} \int_0^{\infty} \{ \tilde{\alpha}_{11}(\sigma)(\delta \rho_1(\sigma)\cos(\sigma \tau) - \delta \rho_1(\sigma)\sin(\sigma \tau)) - \tilde{\alpha}_{12}(\sigma)(\delta \rho_1(\sigma)\cos(\sigma \tau) + \delta \rho_1(\sigma)\sin(\sigma \tau)) \} d\sigma. \]  \hspace{1cm} (34)

Here \( \tilde{\alpha}_{11}, \tilde{\alpha}_{12} \) is the real (imaginary) component of \( \tilde{\alpha}_1 \), and \( \delta \rho_1, \delta \rho_2 \) is the real (imaginary) component of the Fourier transform of \( \delta \rho(\tau) \). Provided that \( \delta \rho \) falls off sufficiently rapidly at large \( \sigma \), we can approximate this integral by truncating the upper limit at a large but finite value. When \( \delta \rho \) does not fall off more steeply than \( \propto 1/\sigma \), the integrand in this expression will diverge for specific \( \tau \), indicating that the perturbation to the shock acceleration is characterized by a \( \delta \)-function (see the discussion in the preceding
The absolute value of the perturbation to the shock acceleration, $|\alpha_1|$, normalized by the magnitude of the density perturbation $\delta \rho_0$, as a function of the log of the shock position as the shock encounters a Gaussian bump of width $\Delta \tau$, where the different curves are appropriate to the $\Delta \tau$ shown in the legends. Each curve is arbitrarily scaled by a constant factor so that they can be more easily distinguished from one another. The left panel is for a constant-density ambient medium with $n = 0$, while the right-hand panel is for a wind-like medium with $n = -2$. The dashed lines in the left panel give the expected behavior from the largest eigenvalue, which scales with time as shown in the legend, while those in the right panel show the decline expected from the fact that the poles for $n = 2, \gamma = 5/3$ lie approximately along a line in the complex plane. The vertical, dotted–dashed lines in the left-hand panel show the sound-crossing time over the postshock fluid, which are $\Delta T \approx 1.283$ for $n = 0$ and $\gamma = 5/3$.

subsection). In this case, it is numerically convenient to work with the shock velocity, which is related to the integral of the shock acceleration parameter and defined via (see Equation (12))

$$\frac{\partial \ln V}{\partial \tau} = -\frac{1}{2}(3 - n) + \alpha_1(\tau),$$

and can be piecewise-continuous even when the acceleration diverges. Finally, it is useful to parameterize the deviation of the blast wave evolution from the Sedov–Taylor solution by defining the energy variable $\delta'$:

$$\delta'_1 = \ln [V^2 e^{(3-n)\tau}] \propto \ln [V^2 e^{3-\eta \tau}] = 2 \int_0^\infty \alpha_1 \, d\tau,$$

which would be constant (and scale with the total energy) in the absence of perturbations. Note, however, that this quantity will not be constant in the presence of perturbations, even though the energy is still absolutely conserved, because of the time-dependent evolution of the postshock fluid quantities (i.e., the total energy behind the blast wave, which is conserved and independent of time, has additional terms that are not contained in the above expression; see Equation (29)).

Similarly, the solution for the perturbation to the postshock velocity profile is

$$f_1(\xi, \sigma) = \frac{1}{\pi} \int_0^\infty \left( \tilde{f}_{1,\sigma}(\xi, \sigma)(\delta \tilde{\rho}_1(\sigma) \cos(\sigma \tau) - \delta \tilde{\rho}_1(\sigma) \sin(\sigma \tau)) - \tilde{f}_{1,\sigma}(\xi, \sigma)(\delta \tilde{\rho}_1(\sigma) \cos(\sigma \tau) + \delta \tilde{\rho}_1(\sigma) \sin(\sigma \tau)) \right) d\sigma,$$

and analogous expressions hold for the corrections to the density and pressure of the postshock fluid. Here $\tilde{f}_{1,\sigma}(\xi, \sigma)$ and $\tilde{f}_{1,\sigma}(\xi, \sigma)$ are the Fourier-transformed perturbations to the velocity, evaluated at a given position within the postshock flow. Thus, to evaluate these integrals, we first select a value of $\xi$ and then interpolate the solution for $\tilde{f}$ over $\sigma$, which we then integrate numerically over a large (but finite) range in $\sigma$. We use these expressions to calculate the properties of the shock and the postshock fluid given the specific density perturbations considered in the ensuing subsections.

According to our analysis and to keep the number of plots to a relative minimum, we focus exclusively on the case where the postshock adiabatic index is $\gamma = 5/3$, and we consider only the ambient power-law indices $n = 0$ and $n = 2$. Also to keep the number of plots manageable, we only analyze the postshock fluid properties for the first example (a “Gaussian bump”), and otherwise we only consider the evolution of the shock itself. In calculating the above integrals, in practice and for the plots shown below, we truncate the upper limit at $\sigma = 300$; we have checked that changing this upper limit by a modest factor does not change the results in any discernible way, except when the density perturbation is discontinuous, in which case the Gibbs phenomenon possesses a noticeable dependence on the upper limit (see the discussion in Section 4.2.2 below). We also set the inner boundary at which we evaluate the boundary condition on the perturbation to the velocity or pressure at $\xi = 0.001$; modest changes to this value do not affect our results.

4.2.1. Gaussian Bump

Consider the case where the ambient density perturbation is in the form of a Gaussian “bump,”

$$\delta \rho(\tau) = \delta \rho_0 e^{-\frac{\tau^2}{2\Delta \tau}} \Rightarrow \delta \rho = \delta \rho_0 \sqrt{\pi \Delta \tau} e^{-\frac{\tau^2}{2\Delta \tau^2}}.$$  

Introducing the logarithm in the definition of the energy variable is convenient because it scales linearly with $\alpha_1$, and hence we can scale out the dependence on the magnitude of the density perturbation, $\delta \rho_0$. 

---

For the figure, please refer to the actual image for the visual representation of the data.
The fluid velocity, $v$, normalized to the shock velocity, $V$, as a function of spherical radius, $r$, for a constant-density ambient medium ($n = 0$, left panel) and a wind-like ambient medium ($n = 2$, right panel) as a shock encounters a Gaussian bump of width $\Delta \tau = 0.25$ and magnitude $\delta \rho_0 = 0.25$. The dotted–dashed, brown curve illustrates the perturbation to the density. The solid curves show the total solution for the velocity, while the dashed curves illustrate the Sedov–Taylor solution (i.e., without the correction to the profile) for reference.

Here $\delta \rho_0$ is an overall normalization factor that can be set to unity within the linear theory and represents the magnitude of the density perturbation at $\tau = 0$, and $\Delta \tau$ is the width of the Gaussian (also note that, since $\tau = \ln(R/R_0)$, this is a log-normal distribution in terms of the shock position). Figure 7 shows the acceleration parameter $\alpha_1$, where the top row is for $n = 0$ (constant-density ambient medium) and the bottom row is for $n = 2$ (wind-like ambient medium), and here we set $\delta \rho_0 = 1$ (alternatively, here $\alpha_1$ is normalized by $\rho_0$, and hence the perturbation to the acceleration is scaled by this parameter when the linear theory is accurate). We see that the shock decelerates as it encounters the increasing density profile, and then accelerates down the density gradient for $\tau > 0$. For the constant-density medium, the shock also oscillates after encountering the bump, with the oscillations becoming more erratic as the width of the Gaussian decreases. On the other hand, the acceleration parameter of the shock in the wind-fed medium does not exhibit any oscillatory behavior after encountering the bump, and instead appears to monotonically decline after encountering the density perturbation.

Figure 8 illustrates the absolute value of the perturbation to the shock acceleration for the same three Gaussian “bumps” as in Figure 7, but on a log-linear scale. The magnitude of the density perturbation is also scaled arbitrarily for the different solutions so that they can be more easily distinguished from one another, and the large, vertical dips are the location where the perturbation equals zero (i.e., the log of the acceleration goes approaches $-\infty$ at these locations, but the divergences are truncated for clarity). We see that the constant-density blast wave (left panel) oscillates periodically in $\tau$ after encountering the bump, and for $\Delta \tau = 0.5$ and 0.25, the decay and oscillation frequency are well matched by the largest eigenvalue for these parameters, as shown by the dashed curves, but only after the shock has expanded by a modest amount ($\tau \approx 1$ for $\Delta \tau = 0.25$, and $\tau \approx 2$ for $\Delta \tau = 0.5$). For $\Delta \tau = 1$, on the other hand, the oscillation frequency and decline of the perturbation to the shock acceleration do not match those of the eigenvalue even after six $e$-foldings of the shock position, with the decline being steeper and the oscillation timescale longer. For the wind-like medium (right panel), the perturbation to the acceleration appears to decline at a power-law rate that is roughly matched by the rate predicted by the continuum of eigenvalues (dashed lines). Eventually, however, the solution starts to exhibit oscillations, and the oscillations appear between roughly seven and eight $e$-foldings of the shock position after encountering the initial bump.

Also shown in the left-hand panel of Figure 7 is the solution for the shock acceleration when the width of the Gaussian bump is $\Delta \tau = 0.1$. In this case, the bump is highly confined in space, and the width is much smaller than the radius of the shock (i.e., $\Delta \tau \ll \tau$), and the shock acceleration does not follow the oscillatory behavior predicted by the eigenvalue with the largest real part. Instead, we see that the correction to the shock acceleration shows sudden changes when the shock expands by factors of $\Delta T$, which are shown by the vertical, dashed lines in this figure. Thus, in this limit, the density perturbation behaves more like a discontinuity, and its presence is communicated back through the postshock fluid at the sound-crossing time. The decay of the perturbations also follows roughly the same power-law decline as the eigenmode.

We thus see that the degree to which the decline and oscillation frequency of the acceleration matches the most-positive eigenvalue (i.e., the one with the largest real part, which in this case is $\alpha_1 \approx -2.66 \pm 7.05i$) depends on the nature of the perturbation to the ambient density, which is in agreement with the suggestion by Sanz et al. (2016). However, this result is not surprising: the perturbation to the acceleration is a sum over the eigenvalues, where in this case, the sum is both discrete and continuous owing to the isolated and continuous spectrum of poles (see Figure 3). When the perturbation is highly localized in space, we need to include many higher-order modes to accurately reconstruct the response of the blast wave to the perturbation, meaning that it takes a long time (in $\tau = \ln(R)$) for the most-positive eigenvalue to dominate the evolution. Instead, the oscillations occur on the sound-crossing time of the postshock fluid, though the decay rate is still comparable to that of the most-positive eigenvalue because all of the discrete poles have nearly the same real part (again, see Figure 3). On the other hand, when the variation in the density perturbation is comparable to the size of the shock itself, the low-frequency terms (i.e., those that probe the largest length scales) in the eigenvalue decomposition are most dominant. Thus, in this limit, the coefficient multiplying the most-positive eigenvalue is much smaller than those at the low-frequency end of the expansion, and those with longer oscillation timescales and faster decay timescales (again, see Figure 3) dominate the solution. The perturbation to the shock acceleration therefore decays faster and is less oscillatory when the
ambient density perturbation is spread over scales that are comparable to the shock radius. Nevertheless, since there is a most-positive eigenvalue, at sufficiently late times, the shock will exhibit the decay and oscillation frequency of this eigenvalue. However, since the variation occurs as the log of the shock position, the time at which the eigenvalue takes over can be many e-foldings of the shock position.

Figure 9 shows the solution for the postshock velocity normalized by the shock velocity as the shock encounters a Gaussian bump of magnitude $\Delta \tau = 0.25$, which is shown by the brown, dotted–dashed curve for reference; the amplitude of the perturbation was set to $\delta \rho_0 = 0.25$ for concreteness. The left-hand panel shows the solution for a constant-density ambient medium ($n = 0$), while the right-hand panel gives the solution for a wind-fed medium ($n = 2$). Different curves represent different times in the shock evolution, the shock itself shown by the discontinuity in the velocity profile. For the constant-density solution, the encounter with the bump results in a perturbation to the postshock velocity that oscillates in time and position. Over time, the amplitude of the perturbation to the postshock velocity weakens, and the velocity eventually returns to the unperturbed (Sedov–Taylor) solution.

On the other hand, it can be seen from the right panel of this figure (i.e., when $n = 2$) that the amplitude of the perturbation to the postshock velocity increases as the shock continues to move out in a wind-fed medium. The left panel of Figure 10 compares the

Figure 10. Left: the fluid velocity normalized by the shock velocity for the same, Gaussian perturbation as in Figure 9 for $n = 0$ and $n = 2$ (solid curves) alongside the Sedov–Taylor solutions (dashed curves) when the shock has expanded to $e^3 \approx 20$. While the perturbations to the postshock flow for a constant-density medium ($n = 0$) have decayed, making the solution with the perturbation indistinguishable from the Sedov–Taylor (self-similar) solution, the amplitude of the velocity perturbation for the wind-fed medium has increased substantially. This increase arises from the declining sound speed in the interior of the blast wave, and would nonlinearly steepen into a reverse shock. The $n = 2$, Sedov–Taylor blast wave is unstable from the standpoint that any small perturbations arising from the ambient medium generate reverse shocks that travel into the interior of the blast. Right: the velocity as a function of radius for a Gaussian bump of magnitude $\delta \rho = 0.04$ for $n = 2$ and $\gamma = 5/3$ at four different times. The light-blue curves give the numerical solution from a one-dimensional hydrodynamics code; the solid, green curves are from the analytical, perturbative solution; and the dashed, green curves are the Sedov–Taylor solution. We see that the perturbative and numerical solutions agree extremely well with one another until the wave starts to steepen substantially, after which point the numerical solution self-consistently results in the formation of a reverse shock.

Figure 11. The correction to the energy variable, normalized by the perturbation to the density, as the shock encounters a “rectangular bump” of width $\Delta \tau$, with $\Delta \tau$ shown in the legend of each panel; the dashed curves give the scaling of the density perturbation for reference. The top row is for a constant-density ambient medium ($n = 0$), and the shock exhibits sudden and discontinuous changes at $\tau = \Delta T \approx 1.286$ after encountering the discontinuity in the ambient medium. For the wind-like medium (bottom row), the shock does not exhibit any additional deviations, which arises from the causal disconnectedness of the postshock flow.

ambient density perturbation is spread over scales that are comparable to the shock radius. Nevertheless, since there is a most-positive eigenvalue, at sufficiently late times, the shock will exhibit the decay and oscillation frequency of this eigenvalue. However, since the variation occurs as the log of the shock position, the time at which the eigenvalue takes over can be many e-foldings of the shock position.

Figure 9 shows the solution for the postshock velocity normalized by the shock velocity as the shock encounters a Gaussian bump of width $\Delta \tau = 0.25$, which is shown by the brown, dotted–dashed curve for reference; the amplitude of the perturbation was set to $\delta \rho_0 = 0.25$ for concreteness. The left-hand panel shows the solution for a constant-density ambient medium ($n = 0$), while the right-hand panel gives the solution for a wind-fed medium ($n = 2$). Different curves represent different times in the shock evolution, the shock itself shown by the discontinuity in the velocity profile. For the constant-density solution, the encounter with the bump results in a perturbation to the postshock velocity that oscillates in time and position. Over time, the amplitude of the perturbation to the postshock velocity weakens, and the velocity eventually returns to the unperturbed (Sedov–Taylor) solution.

On the other hand, it can be seen from the right panel of this figure (i.e., when $n = 2$) that the amplitude of the perturbation to the postshock velocity increases as the shock continues to move out in a wind-fed medium. The left panel of Figure 10 compares the
postshock velocity profile for \( n = 0 \) and \( n = 2 \) when the shock has advanced to \( e^3 \simeq 20 \) for the same density perturbation (solid curves) and the Sedov–Taylor solutions (dashed curves). For a constant-density medium, the solution that includes the perturbation is indistinguishable from the Sedov–Taylor blast wave, indicating the stability of the postshock flow. For a wind-fed medium, it is apparent that the amplitude of the perturbation has increased, while the width has simultaneously decreased. Over time, and with the inclusion of nonlinear terms, this reverse wave would steepen into a reverse shock, and arises from the declining sound speed in the interior of the blast wave for this combination of \( n \) and \( \gamma \). Thus, even though the shock front is stable to such perturbations, meaning that the shock position and velocity will regain their Sedov–Taylor scaling after long enough, the postshock flow is unstable from the standpoint that any small perturbations will grow into shock waves that propagate back into the flow.

The perturbation analysis does not incorporate the nonlinearities that will eventually cause the reverse wave to steepen into a shock. To validate this notion—and to demonstrate that capturing the nonlinearities does indeed lead to the formation of a shock—the right panel of Figure 10 shows the result from linear perturbation theory (solid, green curves) alongside a numerical simulation (solid, light-blue curves) for a Gaussian bump of magnitude \( \delta \rho = 0.04 \) in an \( n = 2 \) medium with \( \gamma = 5/3 \); the dashed curves in this panel show the Sedov–Taylor solution.

The numerical solutions are obtained using a second-order finite volume solution scheme for the compressible, energy-conserving Euler equations in spherical symmetry. The numerical solutions are generated on a mesh with \( 8 \times 10^5 \) zones, evenly spaced in the radial coordinate. The innermost zone extends to the origin at \( r = 0 \) (the inner radial face of the innermost zone has zero area, so no flux needs to be computed there). The geometrical source term \( 2 p / r \) on the radial momentum \( p v \) is volume-integrated to improve robustness in the vicinity of the origin. The outer domain boundary is zero-gradient, and placed far enough away that the shock front does not reach it in any of the snapshots shown in Figure 10. The scheme is second-order accurate in space, using a piecewise-linear reconstruction applied to the primitive hydrodynamic variables \( \rho, p, \) and \( v \). It uses a second-order total variation diminishing explicit Runge–Kutta procedure to advance the solution in time.

From Figure 10, we see that the perturbed solution and the numerical solution agree extremely well with one another—and are effectively indistinguishable—at early times and when the wave has not yet substantially steepened. At later times (when the shock is at \( r \simeq 6.6 \)), the two solutions agree well, but also exhibit noticeable differences in the region where the wave has started to steepen. At a sufficiently late time (bottom-most curve; the position of the shock is off of the figure by this time to maintain the clarity of the figure and to focus on the region of interest, but is at a position of \( r \simeq 13 \)), the numerical solution self-consistently steepens into a reverse shock, while the perturbed solution remains smooth. Note, however, that away from the immediate vicinity of the reverse shock, the three solutions agree well with one another; this feature demonstrates that the unstable region of the postshock flow is disconnected from and does not influence the stability and propagation of the forward shock and the fluid in the immediate vicinity thereof.

### 4.2.2. Rectangular Bump

Let the perturbation to the ambient density take the form of a localized and discontinuous “rectangular bump,” such that

\[
\delta \rho(\tau) = \begin{cases} 
\delta \rho_0 & \text{for } -\Delta \tau \leq \tau \leq \Delta \tau \\
0 & \text{otherwise}
\end{cases} \quad \Rightarrow \quad \delta \rho = \frac{2}{\sigma} \sin(\sigma \Delta \tau). \tag{39}
\]

The discontinuity in the density implies that the acceleration will be characterized by a \( \delta \)-function at \( -\Delta \tau \) and \( \Delta \tau \), where \( 2\Delta \tau \) is the total distance over which the density is increased by \( \delta \rho_0 \). However, the shock velocity will be piecewise-continuous, and we can numerically calculate the integral of \( \alpha_t \) to determine the change in the energy parameter \( \delta t \), which measures the instantaneous deviation of the shock properties from the Sedov–Taylor solution. This parameter is, for reference, given in Equation (36), and is just directly proportional to the integral of the shock acceleration parameter.
Figure 13. The same as Figure 7, but with a “triangular bump” of width $\Delta \tau$; the top row is for $n = 0$ (constant-density ambient medium), the bottom for $n = 2$ (wind-fed ambient medium), the value of $\Delta \tau$ is shown in the top right of each panel, and the dashed curves show the perturbation to the density for reference.

Figure 11 shows the perturbation to the energy, $\delta_{\varepsilon_{1}}$, normalized by the magnitude of the density perturbation for three rectangular bumps, where the width of the bump $\Delta \tau$ is shown in the legend. The dashed curves in these figures show the shape of the density perturbation for reference. The top row illustrates the solution for a constant-density medium, from which it is apparent that the shock properties display discontinuities not only when encountering the discontinuous change in the density profile, but also at discrete times later. These additional, sudden changes in the shock properties arise from the fact that the information about the discontinuous change in the ambient properties propagates through the postshock fluid, reflects off the origin, and travels back to the shock front in a finite time, inducing additional variation in the shock properties in the absence of any perturbation in the ambient properties. The timescale over which this happens is given by $\Delta T \approx 1.286$ after encountering a density discontinuity for $n = 0$ and $\gamma = 5/3$; the times $\tau = -1 + \Delta T$ and $1 + \Delta T$ are shown by the vertical, dotted–dashed lines in the left panel of this figure, and coincide precisely with when the shock shows a sudden change in the energy variable despite the absence of any variations in the ambient density. On the other hand, for wind-like media where the sound-crossing time behind the shock is finite (bottom three panels), the shock wave only exhibits variations in its properties upon encountering the changes in the ambient medium.

It is also apparent from this figure that the discontinuities in the energy variable possess oscillations in the immediate vicinity of the discontinuities themselves. This is a consequence of the familiar Gibbs phenomenon, where the Fourier transform over- and under-shoots the true value of the function at a discontinuity by an amount that does not decrease as the number of terms in the Fourier transform increases. However, the region around the discontinuity at which the disparity arises becomes smaller as the number of terms in the Fourier transform increases. The left panel of Figure 12 shows the solution for the response of the shock in the vicinity of the first discontinuity in the density profile when $\Delta \tau = 1$, and the different curves correspond to the upper limits for the integral in the inverse Fourier transform shown in the legend. It is apparent that, as the number of terms increases, the region within which the oscillations occur becomes smaller, even though the magnitude of the oscillations does not change appreciably.

Also, there are two small, additional discontinuities in $\delta_{\varepsilon_{1}}$ at even larger $\tau$ separated by $2\Delta \tau$ (this is most noticeable in the top-right panel, around $\tau \approx 2.4$ and 2.9; see also Figure 13 below). These arise when the discontinuity propagates twice through the interior of the blast wave, and hits the back of the shock wave a second time. As we argued heuristically above, we can think of the imprint of the discontinuity in the density profile as being lessened over time as a consequence of the shear in the velocity profile behind the blast. As such, these additional changes in the shock properties are much smaller, but are nonetheless apparent in the solution.

The right panel of Figure 12 shows a comparison between the analytical, perturbative method outlined here (dashed curve) and a one-dimensional, hydrodynamical simulation (solid curve) when the shock encounters a rectangular overdensity with magnitude $\delta \rho = 0.04$ and $\Delta \tau = 0.5$. The hydrodynamical simulation used the same methodology as applied to Figure 10 (see the discussion pertaining to that figure). The agreement between the two approaches illustrates the accuracy of the perturbative approach in capturing the evolution of the blast wave in response to changes in the ambient medium.

4.2.3. Triangular Bump

The Gaussian perturbation considered in Section 4.2.1 is infinitely differentiable but noncompact, while the rectangular bump in Section 4.2.2 is compact but discontinuous. Consequently, the acceleration (and all higher-order derivatives) of the shock as it encounters a Gaussian bump is continuous, while the acceleration undergoes a $\delta$-function-like response as it hits the discontinuity in the density provided by the rectangular bump. We anticipate in general that as the density perturbation becomes increasingly smooth with respect to its connectedness to the background density, the corresponding response of the blast wave should likewise be more
continuous. To demonstrate this behavior, we consider a “triangular bump” in the density:

$$\delta \rho = \frac{\delta \rho_0}{\Delta \tau} \times \left\{ \begin{array}{ll}
\tau + \Delta \tau & \text{for } -\Delta \tau \leq \tau \leq 0 \\
-\tau + \Delta \tau & \text{for } 0 \leq \tau \leq \Delta \tau \end{array} \right\} \text{ for } -\Delta \tau \leq \tau \leq \Delta \tau 0 \text{ otherwise} \Rightarrow \delta \rho = \frac{4\delta \rho_0 \sin^2 \left( \frac{\pi \Delta \tau}{2} \right)}{\Delta \tau \sigma^2}.
$$

(40)

This density perturbation smoothly joins onto the background density, but its derivative changes discontinuously at $\pm \Delta \tau$. Since $\delta \rho$ scales as $\propto 1/\sigma^2$ for $|\sigma| \gg 1$, we expect the perturbation to the acceleration to be finite but to jump discontinuously upon encountering the density perturbation. Figure 13 shows the shock acceleration parameter for $n = 0$ and $\gamma = 5/3$ (top row) and $n = 2$ (bottom row) for three different triangular bumps, the arbitrarily scaled density profiles for which are shown by the dashed lines in these figures. As we anticipated, the shock acceleration changes discontinuously as it first encounters the linear increase in the density. We also see a number of additional, discontinuous jumps that occur both as the shock encounters changes in the density and as discontinuities propagate through the postshock fluid and back to the shock itself.

4.2.4. Sinusoidal Bump

There is clearly an infinite number of density perturbations to which we can subject an energy-conserving blast wave, and the three previous examples illustrate the effects on the shock wave as it encounters perturbations that are more or less continuous in their deviation from the background properties. As a last, illustrative example, consider a “sinusoidal bump,” given by

$$\delta \rho = \delta \rho_0 \times \left\{ \cos \left( \frac{1}{2} (2m + 1) \frac{\pi \Delta \tau}{\Delta \tau} \right) \right\} \text{ for } -\Delta \tau \leq \tau \leq \Delta \tau 0 \text{ otherwise} \Rightarrow \delta \rho = \delta \rho_0 \pi \Delta \tau (2m + 1)(-1)^m \times \frac{\cos (\sigma \Delta \tau)}{\pi^2 (m + 1/2)^2 - \sigma^2 \Delta \tau^2},$$

(41)

where $m \geq 0$ is an integer. Such a perturbation corresponds to a sinusoidally varying density oscillation with $2m + 1$ maxima and minima within the range $(-\Delta \tau, \Delta \tau)$. For example, $m = 0$ has one density maximum at $\tau = 0$, $m = 1$ has one density maximum and two density minima, and $m = 2$ has three density maxima and two minima. Figure 14 shows the correction to the energy variable, $\delta t$, as a function of $\tau$ for three different sinusoidal “bumps,” with one maximum and no minima (left), one maximum and two minima (middle), and three maxima and two minima (right). The top panel is for a constant-density ambient medium, while the bottom is for a wind-like medium. We see that the response of the shock is approximately to decelerate in regions of increasing density, and accelerate in areas of decreasing density. However, there is a clear phase lag between the two; for example, in the left panel, the minimum value of the perturbation to the energy is reached at a location that is slightly offset from the location at which the perturbation to the density reaches a maximum. It is also apparent that the solutions with $\gamma = 5/3$, for which there is a finite postshock sound-crossing time, exhibit additional deviations (i.e., not just decelerating/accelerating within regions of increasing/decreasing density) both within the region occupied by the density perturbation (for $-\Delta \tau \leq \tau \leq \Delta \tau$) and outside of it. For example, the top-left panel of this figure shows a “cuspy” response of the shock energy just after $\tau = 0$ and at a time of $-1 + \Delta T$, where $\Delta T$ is the dimensionless sound-crossing time behind the shock, and the top-right panel shows that the shock continues to oscillate when the perturbation to the density is exactly zero. This behavior arises from the finite sound-crossing time behind the shock, and from these perturbations continuing to reverberate in the interior of the blast and affecting the propagation of the shock.

5. Astrophysical Implications

As a strong shock encounters a density enhancement, our analysis above indicates that the postshock variables (the density, pressure, and velocity) show time-dependent and secular evolution that is not captured by the purely self-similar nature of the Sedov–Taylor solution. Similarly, the shock itself displays variation in its velocity and position that deviate from the Sedov prediction. As such, the observational appearance of the blast wave will change in ways that reflect the underlying nature of the density enhancement that the shock has encountered and—because of the sound-crossing time over the postshock flow—will do so not only when it initially encounters the enhancement, but also at a delayed time (and conceivably) when there is no enhancement in the immediate vicinity of the shock front. We can more quantitatively assess the temporal evolution of the observed, shock properties by investigating the shock power, which is defined as

$$L_{sh} = u_{int} M_{sh} = \frac{8\pi}{(\gamma + 1)} \rho_0^2 R^2 V^3.$$

(42)

Here $u_{int}$ is the specific internal energy of the postshock gas, and is $u_{int} = (p/\rho)/(\gamma - 1)$, where here $p$ and $\rho$ are the postshock pressure and density, and $M_{sh}$ is the mass flux across the shock front. Equation (42) therefore represents the total energy able to be radiated at the shock front as a consequence of the dissipation of kinetic energy at the expense of heating the gas; the last equality in

---

10 One could also define the shock power as the kinetic energy flux in the rest-frame of the shock; by virtue of the jump conditions, the resulting expression is identical to the one given in Equation (42) to a factor of the order unity, and all of the plots that use this expression (Figure 15 and the right panel of Figure 16) would be unchanged.
this expression results from using the jump conditions at the shock. Note that the \( \rho_a \) that appears here is the density of the ambient gas that includes the perturbations; therefore, for a density enhancement where the velocity declines owing to the increased momentum flux across the shock, the product of \( \rho_a \) and \( V^2 \) will behave nontrivially (i.e., the density enhancement offsets the reduction in the velocity and the two effects compete).

Figure 15 shows the shock luminosity as a function of the shock position for a Gaussian bump of width \( \Delta \tau = 0.5 \) (right) and a square bump of width \( \Delta \tau = 0.1 \) (left) in an otherwise-constant-density ambient medium (i.e., \( n = 0 \)). Here we normalized the shock luminosity by the value that would result from the Sedov–Taylor explosion in the absence of any density perturbation, and we set the magnitude of the overdensity to \( \delta \rho / \rho_a = 0.5 \). The solid curves show the normalized luminosity, while the dashed curves show the density scaled arbitrarily. In each case, the response can be understood as an initial brightening as the shock encounters the overdensity; the brightening occurs because the increase in the density outweighs the reduction in the velocity that follows from the augmented momentum flux at the shock front. The luminosity then decays as a byproduct of the reduction in the shock velocity. For the Gaussian overdensity, the luminosity then sharply increases again after the shock has expanded by a factor of \( \sim e^{3.6} \), where \( \Delta T \simeq 1.283 \) is the time taken for a sound wave to traverse the interior of the blast (see Table 2), and at this time, the shock is well past the maximum in the overdensity. The luminosity associated with the square bump abruptly declines at the outermost edge of the bump owing to the reduction in the density, and is then quickly followed by a sudden rebrightening (though the luminosity relative to the Sedov–Taylor value is still less than one) as the wave from the first encounter with the bump hits the shock from behind. The luminosity slowly increases in amplitude again until displaying a sudden reduction, the latter feature imparted by the wave induced by the outer edge of the shell intersecting the shock.

If the dense shell that the shock encounters has a width that is less than the shock radius, the behavior exhibited by the shock luminosity in this figure is the general response that we expect—the shock should respond immediately to the overdensity and then exhibit a sudden change in brightness at a time delayed by a factor of \( \sim 3.6 \) in terms of the shock expansion, where the factor of 3.6 comes from Table 2 and is for the specific case of a constant-density ambient medium. To turn this dimensionless factor into a physical time, we need to set both a length scale for the shock (\( R_0 \)), an energy scale for the explosion, and the total mass swept up by the ejecta by the time the shock has reached \( R_0 \). Adopting fiducial values for these parameters of \( R_0 = 10^{14} \) cm, \( E_0 = 10^{50} \) erg, and \( M_0 = 1M_\odot \) and letting \( \gamma = 5/3 \) and \( n = 0 \), the velocity scale of the shock is

\[ V_0 \simeq \sqrt{4.07E_0/(3M_0)} \simeq 2.6 \times 10^3 \text{ km s}^{-1}. \]  

(43)

Here the factor of 4.07 comes from the dimensionless, integrated energy behind the blast, i.e., from the fact that

\[ \int_0^1 \left( \frac{1}{2} \xi f_0^2 + \frac{1}{\gamma - 1} h_0 \right) \xi^2 d\xi \simeq 0.245 \]  

(44)

for \( n = 0 \) and \( \gamma = 5/3 \). The time in between the initial response—when the shell is in the immediate vicinity of the shock—and the delayed response—well after the shock has passed the overdensity—is approximately given by the time taken by the Sedov solution to expand by a factor \( e^{3.6} \), which is

\[ \Delta t = \frac{2}{5} \frac{R_0}{V_0} \left( \frac{R}{R_0} \right)^{5/2} \simeq 42 \left( \frac{R_0}{10^{14} \text{ cm}} \right) \left( \frac{V_0}{2.6 \times 10^3 \text{ km s}^{-1}} \right)^{-1} \text{ d}. \]  

(45)
By this time, the shock has expanded to a position of \( R \approx 3.6 \times 10^{14} \) cm. Note that this timescale depends only on the radius at which the shock encounters the shell, \( R_0 \), and the shock velocity at that time, \( V_0 \), and not on the specific shape or other details of the ambient overdensity (provided that the width of the overdensity or, more specifically, the distance over which the shell increases in density, is \( \lesssim R_0 \)). However, as evidenced by Figure 15, the behavior of the light curve in between the initial and delayed rebrightening does depend on the specific nature of the overdensity.

Equation (45) was derived for the specific case of a constant-density ambient medium. When the ambient density profile scales as \( \rho \propto r^{-n} \), then the more general expression for the time between when the shock first encounters the overdensity (at shock radius \( R_0 \)) and when the secondary rebrightening occurs that arises from the Sedov solution for the shock radius as a function of time is

\[
\Delta t = \frac{2}{5 - n} \frac{R_0}{V_0} \left( \left( \frac{R}{R_0} \right)^{\frac{5}{n}} - 1 \right),
\]

and at this time, the shock has expanded by a factor of \( e^{\Delta T} \) with \( \Delta T \) a function of \( n \) and provided in Table 2. Interestingly, there are two competing effects that modify this timescale as a function of \( n \), the first of which is that for small \( n \), the value of \( \Delta T \) is smaller (see Table 2). This behavior arises from the fact that the dimensionless sound-crossing time is shorter for smaller \( n \), and more of the interior of the blast wave is a high-pressure, low-density region (see Figure 1). The second effect, which offsets the larger-\( \Delta T \) trend, is that the factor of \( (5 - n)/2 \) decreases as \( n \) increases, and occurs because the shock decelerates less rapidly as \( n \) increases (e.g., for \( n = 0, R \propto \rho^{2/3} \), while for \( n = 2, R \propto \rho^{1/3} \)). The left panel of Figure 16 shows the product \( \Delta T \times (5 - n)/2 \) as a function of \( n \) for \( \gamma = 5/3 \) (orange, solid curve) and \( \gamma = 4/3 \) (purple, dashed curve), and demonstrates that for small \( n \), these two effects nearly cancel one another, resulting in a shallow rise of \( \Delta T \times (5 - n)/2 \) with \( n \). For \( \gamma = 5/3 \), the fact that the solution is causally disconnected as \( n \) approaches 2 implies that the sound-crossing time increases in this limit, and corresponding the amount by which the shock expands increases enormously by the time the sound wave traverses the postshock flow (recall that the shock expands exponentially with the quantity plotted in the left panel of this figure).

As we noted above, a specific supernova that showed anomalous rebrightening—and did not exhibit the formation of narrow spectral lines—is SN 2019tsf (Sollerman et al. 2020). SN 2019tsf was found on the decline and was sparsely covered initially, and hence the time of the maximum optical luminosity is unknown, but the peak in the rebrightening occurred at roughly 75 days postdiscovery (see Figure 1 of Sollerman et al. 2020). The right panel of Figure 16 shows the shock luminosity (arbitrarily scaled) as a function of time in days for the same, Gaussian bump as in Figure 15 (which is for a constant-density background, i.e., \( n = 0 \), and a gas-pressure-dominated equation of state with \( \gamma = 5/3 \)), but here we set the magnitude of the overdensity to \( \delta \rho/\rho = 1.5 \) (i.e., a shell with a density enhancement of order unity). Here we also set \( 2/5 \times R_0/V_0 = 8 \) days as the fundamental timescale entering the Sedov blast wave evolution (see Equation (46)); for a shock scale radius of \( R_0 = 5 \times 10^{14} \) cm, this corresponds to a characteristic shock velocity of \( V_0 \approx 3 \times 10^3 \) km s\(^{-1}\). The time \( t = 0 \) is defined to coincide with when the shock is at a radius \( R_0 \).

In addition to showing good, qualitative agreement between the model proposed here and the optical light-curve evolution of SN 2019tsf, this figure also demonstrates that the first peak in the light curve—when the shock first encounters the density enhancements—rises and fades over a short timescale (in the figure it occurs over a timescale of \( \sim 1 \) day around \( t = 0 \)). Thus, this first brightening of the source could have easily been missed during the monitoring of SN 2019tsf, as the event was much more sparsely observed at early times when it was not doing anything interesting. In general, however, this is a prediction of the model—the blast wave should show variation upon first encountering the density enhancement, though it may rise and fade on a shorter timescale, and in general be harder to detect, than the secondary rebrightening that arises from the internal reflection of the sound wave generated from the first interaction.
Figure 16. Left: the product $\Delta T \times (5 - n)/2$, which is the log of the factor by which the shock expands in the sound-crossing time behind the shock, as a function of $n$. The fact that this increases with $n$ shows that the time between when the shock first encounters a density enhancement and exhibits the delayed rebrightening increases as the density profile of the ambient medium steepens. The solid, orange curve is for $\gamma = 5/3$, while the dashed, purple curve is for $\gamma = 4/3$. Right: the shock luminosity, in arbitrary units, as a function of time in days for the same density perturbation as in the left panel of Figure 15; here the magnitude of the overdensity was set to $\delta \rho / \rho = 1.5$. The extended luminosity enhancement at $\sim 75$ days is in good, qualitative agreement with the evolution of the event SN 2019tsf. This figure also shows that the initial brightening of the source upon encountering the density enhancement, which occurs near $t = 0$ here and lasts for $\lesssim 1$ day, could have plausibly been missed in the early monitoring of the event.

5.1. Qualitative Differences between This Model and Observations and More Realistic Scenarios

The approach we have taken in this paper is to generate a strong explosion via an ~impulsive injection of energy that launches a strong blast wave into an assumed power-law ambient medium (without the perturbation). As such, the shock is constantly interacting with the ambient medium and converting the kinetic energy of the ejecta into thermal and radiated energy (though the latter is not explicitly accounted for in the model in that the back reaction of radiative losses is not included on the hydrodynamic evolution of the fluid; this is a valid assumption until much later times when the total radiated energy is a significant fraction of the initial energy). The interaction with an inhomogeneity in the ambient fluid then generates an instantaneous change in the shock properties, i.e., immediately upon encountering the density enhancement, and also at a delayed time. The delayed reaction occurs because, in the limit that the change in the density profile is small relative to the power-law background, the interaction creates a wave-like disturbance that propagates back through the shocked fluid, reflects off of the origin, and returns to the shock front in a finite time. The interaction between the wave and the shock then generates a distinct change in the shock properties that can occur in the absence of any density enhancement in the ambient gas at that time.

This picture is qualitatively distinct from the usual interaction picture of supernovae, where the outer envelope of the star—ejected by the passage of a shock and expanding ~homologously—initially propagates freely and suddenly encounters a circumstellar shell of material (Chevalier 1982). The interaction between the ejecta and the shell then provides a distinct mechanism for tapping into the kinetic energy of the outflowing material and the source brightens as the radioactive decay energy is supplemented by the shock-heated emission. How the photons ultimately escape from the dense shell and reach the observer depends on the detailed geometry of the circumstellar material and the orientation of the observer viewing angle with respect to the source (e.g., Andrews & Smith 2018). We emphasize, however, that while the phenomenological picture we have developed and employed here is distinct from the standard, interacting-supernova paradigm, the physical response of the supernova ejecta should generate a similar, delayed reaction to what we described here. In the limit that the ejecta is cold and described by a power law with distance from the explosion center, the reverse shock (and contact discontinuity) propagates into the supernova ejecta at a well-defined rate that yields the self-similar expansion of the reverse-shock-contact discontinuity-forward-shock structure (Chevalier 1982). However, eventually the reverse shock will decouple from the forward shock as it encounters the material that initially comprised the stellar interior, and will propagate at a faster rate through the more highly pressurized material and will likely decrease in Mach number. As the reverse shock reflects off the origin, it will propagate back to the reverse-shock front and induce a similar effect to the one outlined here. The details of the length of time over which this occurs clearly depend on the structure of the interior of the blast and the nature of the spent ejecta—the “dross” left behind from the supernova that inhabits the region near the explosion site—but we expect the same qualitative behavior.

Furthermore, it should be straightforward to consider and analyze the same problem as outlined here, but with the background solution given by the self-similar, expanding shell described in Chevalier (1982). As we noted above, doing so merely consists of changing the value of $c_0$ that appears in Equation (13). In this case, one could consider a bump within the shell, or a “shell within a shell,” that would launch a wave that would partially reflect off of the contact discontinuity and interact with the forward shock. It is likely that in this case that the timescales would all be significantly reduced as compared to the scenario in which the wave has to traverse the entire, postshock blast.

In general, we expect the Sedov–Taylor regime of shock propagation to hold once the ambient mass swept up by the blast wave is comparable to the initial mass involved in the explosion; prior to this time, the speed of the forward shock should be comparable to $V_{\text{ej}} \approx \sqrt{E/M_{\text{ej}}}$, where $M_{\text{ej}}$ is the ejecta mass and $E$ is the energy involved in the explosion. Before this time, the postshock variation of the fluid variables could display much more deviation from the Sedov–Taylor solution. Setting $E = 10^{50}$ erg and $M_{\text{ej}} = 0.1 M_{\odot}$, the (assumed-constant) ambient density would be $\rho_a \approx 4.7 \times 10^{-10}$ g cm$^{-3}$ if the radius at which the swept-up mass equals the initial...
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The wind-blown blast wave to an arbitrary density perturbation by numerically calculating the Laplace-transformed solutions for the response of a blast wave to density inhomogeneities. We showed, however, that it is also possible to reconstruct the response of a blast wave to these perturbations because the Laplace-transformed fluid equations are able to be normalized by the magnitude of the Laplace-transformed density perturbation, these solutions can arise, as is apparent from the top-left panel of Figure 8. The existence of discrete eigenvalues, one of which has a largest real part for $\gamma = 5/3$ ($\gamma = 4/3$) was found to be $\sigma = -2.77 + 7.05i$ ($\sigma = -2.36 + 9.58i$). On the other hand, for a wind-like medium, there was only a continuum of poles with a real part around $\sigma \approx -0.8$ when $\gamma = 5/3$, while for $\gamma = 4/3$, the largest, discrete eigenvalue was $\sigma \approx -1.01 + 4.48i$; see Table 1 and Figure 3.

Because the eigenmodes are characterized by a continuum, they are not particularly useful for numerically reconstructing the response of a blast wave to density inhomogeneities. We showed, however, that it is also possible to reconstruct the response of a blast wave to an arbitrary density perturbation by numerically calculating the Laplace-transformed solutions for the fluid variables and the shock acceleration along the imaginary axis, i.e., with the Laplace-transformed variable $\sigma$ equal to an imaginary number. Because the Laplace-transformed fluid equations are able to be normalized by the magnitude of the Laplace-transformed density perturbation, these solutions (as shown in Figures 4 and 5) are valid for any given density perturbation; the response to a particular density perturbation can then be calculated by convolving the solution with the specific perturbation to the density. We considered a number of such specific perturbations in Section 4.2. We delineated the astrophysical implications of our findings in Section 5, and in particular calculated the shock luminosity and compared a specific example to, and found good agreement with, the supernova SN 2019tsf (see Figures 16 and 1 of Sollerman et al. 2020).

We summarize our main results here:

1. The time-like variable $\tau$ that results in the separability of the fluid equations (and hence their ability to be Laplace transformed and analyzed through standard linear perturbation theory) is $\tau = \ln R/R_0$, where $R$ is the shock position and $R_0$ is the shock position at some initial time. As a consequence, the perturbations to the shock wave that arise from interactions with density inhomogeneities vary logarithmically with time and can therefore be long lived.

2. Causally connected blast waves possess a finite sound-crossing time $\Delta T$ (where by time we mean the time-like variable $\tau = \ln R/R_0$), that for $n = 0$ and $\gamma = 5/3$ ($\gamma = 4/3$) is $\Delta T = 1.283$ ($\Delta T = 0.886$). The existence of a finite sound-crossing time and the solution to the Riemann problem implies that any sudden (i.e., nearly or effectively discontinuous) changes in the density of the ambient medium propagate through the postshock fluid on a timescale of $\Delta T$, over which the shock wave expands by a factor of $e^{\Delta T}$. Therefore, the shock properties not only change abruptly upon encountering any sudden change in density, but also after the shock expands by a factor of $e^{\Delta T}$ as the shock is hit from behind by a discontinuity. This feature is illustrated most clearly in the left panel of Figure 8, the top row of Figure 11, the top row of Figure 13, and Figure 15. This can also be seen as a function of time in the right panel of Figure 16, which can be compared to the right panel of Figure 1 in Sollerman et al. (2020), which illustrates the optical light-curve evolution of the narrow-line-less type Ib supernova SN 2019tsf.

3. The solution for a wind-like medium when the postshock flow is gas-pressure dominated ($n = 2$, $\gamma = 5/3$, also known as the “Primakoff blast wave”) is causally disconnected, such that $\Delta T = \infty$. The declining sound speed of the postshock flow implies that any sudden changes to the ambient medium are not communicated back to the shock in a finite time, and hence, according to the linear analysis, the blast wave only displays changes in its properties upon encountering the density perturbation. This property is shown most clearly in the bottom three panels of Figures 11 and 13.

4. The declining sound speed of the postshock flow of the Sedov–Taylor blast wave dominated by gas pressure and expanding into a wind-like medium (specifically, the sound speed declines as $\propto r$ with $r$ the spherical radius from the center of the blast) implies that the magnitude of any perturbation to the fluid variables (seeded by a perturbation to the ambient density) is amplified as it propagates inward, which would result in the formation of a shock in a nonlinear analysis. This feature is shown most clearly in the right panel of Figure 9 and in Figure 10. The results of the one-dimensional, hydrodynamical simulation shown in Figure 10 also demonstrate directly that any inward-propagating wave, generated by a small density perturbation, steepens into a shock (note the discontinuity that has formed around $r = 1$ at the latest time in this figure).

5. The existence of discrete eigenvalues, one of which has a largest real part, implies that the late-time behavior of the blast wave will always be characterized by that eigenvalue. However, the coefficient multiplying that eigenvalue in the eigenmode expansion depends on the nature of the density perturbation, meaning that the largest eigenvalue may not dominate the evolution until very late times (in $\ln R$). This behavior is shown most clearly in the left panel of Figure 8.

A consequence of the combination of points 1 and 5 is that, when the single-eigenvalue behavior dominates the evolution of the shock (which can arise, as is apparent from the top-left panel of Figure 8), any perturbation to the shock properties varies as $\propto e^{\sigma \tau} \propto R^n$. Since the solution is approximately given by the Sedov–Taylor blast wave, this implies that perturbations to the blast...
vary in time as $\propto t^{2/5}$. For the values of $\sigma$ recovered for $\gamma = 5/3$ and $\gamma = 4/3$ (see Table 1), this implies that the perturbations decay in time as $\propto t^{-1.1+2.8i}$ and $\propto t^{-0.94+3.8i}$, respectively. The fact that these only decay as fairly weak (but nonetheless oscillatory) power laws implies that they can impact the behavior of the blast wave over long timescales.

Point 2 suggests that even when there is no enhancement in the density of the ambient medium at the location of the shock and consequently no narrow-line emission, the shock may exhibit variations in its observable properties, and Figure 16 shows good qualitative agreement with the observations of supernova SN 2019tsf (Figure 1 of Sollerman et al. 2020). We note, however, that the optical depth of the gas may prevent the radiation from escaping the shock if it is still optically thick. In particular, since the speed of a photon in an optically thick gas is $c_{\text{eff}} \simeq c / \tau$, where $\tau$ is the optical depth as measured from infinity, it follows that any photons radiated from the immediate vicinity of the shock can only successfully escape if $V \lesssim c / \tau$, i.e., if the optical depth satisfies $\tau \lesssim c / V$ (e.g., Sapir et al. 2011). If the gas in front of the blast wave is still highly optically thick, then of course there is very little observational consequence of the interaction at all (or, indeed, the presence of the blast wave itself). In general, however, the presence of a finite optical depth implies that the photons will “leak out” of the shock over some finite time $\approx R_t / c$. Additionally, even if all of the radiation could be emitted instantaneously from the shock surface at the moment it encounters a discontinuous density jump, the received emission would still be smeared out over the light-crossing time of the shock radius $\approx R_t / c$ (Enns & Burrows 1992; Fernández et al. 2018).

Nevertheless, it seems probable that prior interactions between a shock and ambient density variations can impact the observational characteristics of a blast wave at a later time, when there may be no modifications to the ambient medium. Such a scenario would imply a rebrightening of the blast wave, as the postshock pressure increases as a consequence of being hit by the discontinuity from behind, but—since there are no enhancements to the density of the ambient medium—there would be no associated increase in narrow-line emission. As we have already noted, precisely this behavior was seen in the stripped-envelope (type Ib) supernova SN 2019tsf, as described in Sollerman et al. (2020). Delayed rebrightenings also could partially explain the highly erratic and extreme behavior of iPTF14hlx, which exhibited at least five surges in luminosity over a period of $\approx 500$ days in which the transient was bright (Arcavi et al. 2017); similar arguments can be made for the more recent event SN2020faa, which also displayed numerous rebrightenings (Yang et al. 2021).

Point 3 implies that a gas-pressure-dominated shock wave propagating through a wind-like medium should not display any secular (i.e., not immediately related to the presence of highly localized density changes) deviations as a consequence of the infinite sound-crossing time of the postshock fluid. However, Point 4 shows that the nonlinear behavior of the perturbations becomes more important as they propagate into the postshock flow. Once the disturbances amplify to the point where the velocity perturbation is comparable to the local sound speed, the speed at which the disturbances propagate will approach a finite value. As such, the sound-crossing time of the blast wave is finite when nonlinear effects are included, but will still be asymptotically large as the magnitude of the perturbation goes to zero (as in this case, it will take infinitely long for the amplitude of the velocity perturbation to grow to the sound speed and, hence, steepen into a shock).

The steepening of arbitrarily small perturbations into shock waves, as noted in Point 4, will be hindered by any finite amount of dissipation. In particular, the presence of viscosity will cause the wave to steepen less rapidly, and could result in its dissolution if the rate of dissipation is larger than the rate at which the wave steepens. Nonetheless, the fact that waves steepen in the interior of the Primakoff blast wave suggests that the interiors of these flows should be highly chaotic and disordered. Indeed, this is another interpretation of the behavior of the postshock flow for $n = 2$ (shown in the bottom row): these solutions correspond to a single value of $\sigma$, which as described in Section 3, are appropriate to the scenario in which the ambient density perturbation is sinusoidally varying for all $\tau \in \{-\infty, \infty\}$. Thus, the velocity profile in the interior consists of a series of waves launched into the interior as the blast wave encounters the ripples in the density of the ambient medium, each of which steepens as it propagates into the interior. If nonlinear effects were included, all of these pulses would steepen into a train of shocks, which would propagate through the interior and interact with one another. The right panel of Figure 10 shows that, when nonlinear effects are included (as in the simulation results in this figure), small-amplitude waves do steepen into shocks when there is no (explicit, i.e., nonnumerical) dissipation.

In all of our analysis, we considered perturbations to the postshock flow that were induced by changes in the ambient density profile, and in which the initial (i.e., pre-density perturbation) blast wave was exactly characterized by the Sedov–Taylor solution. We could use precisely the same formalism to understand the evolution of the blast wave in response to any initial deviations in the postshock fluid variables from the Sedov–Taylor blast wave. This can be accomplished simply by letting the right-hand side of any of Equations (24)–(26) be functions of $\xi$, which would represent the initial deviation of the density (Equation (24)), velocity (Equation (25)), or entropy (Equation (26)) from the Sedov–Taylor solution. Unlike the case of an ambient density perturbation, however, the dependence of the postshock fluid variables on $\xi$ implies that there is a distinct solution for $\alpha$, $f_t$, etc., for any initial perturbation.

We only considered spherically symmetric perturbations to the ambient density profile and the corresponding response of the blast wave. Extending the analysis to the scenario in which the ambient density perturbations have an angular dependence has obvious relevance for more realistic scenarios, such as a “clumpy” stellar wind or convective envelope of a supergiant. The methodology for extending the analysis presented here to anisotropic perturbations is straightforward, with one of the main differences being that the perturbations to the shock no longer respect the invariance of the shock position to arbitrary reorientations. This arises from the fact that the Sedov–Taylor blast wave has a well-defined spherical harmonic of $l = 0$. As such, the shock must be perturbed relative to a solution that respects the spherical symmetry and acceleration of the unperturbed blast wave, and there is no freedom to reorientize the $l \neq 0$ component of the shock position and velocity.

When the ambient density perturbation is not spherically symmetric, the shock can be unstable when the adiabatic index is sufficiently small and the spherical harmonic number is sufficiently high (i.e., Ryu & Vishniac 1987 show that the shock is unstable
once $\gamma \lesssim 1.2$ and $\ell \gtrsim 10$. When the shock is not radiative, i.e., during the early stages of the supernova explosion, we expect angular perturbations to be stable from the standpoint that the shock will eventually return to a spherically symmetric state (assuming that the angular perturbations are spatially compact, i.e., that the ambient density profile is spherically symmetric at sufficiently large radii). However, it may be the case that the nonradial response of the blast wave to angularly confined perturbations is temporally "smeared," as sound waves excited at different spherical harmonic $\ell$’s traverse the postshock flow in varying amounts of time. The bulk response of the blast to a nonspherically symmetric, ambient density perturbation could therefore be reduced relative to a spherically symmetric perturbation, as considered here. We plan to return to the asymmetric limit in future work.

Finally, even though the perturbation equations we derived (Equations (15)–17) can be applied to any shock solution that behaves as a power law in time (through Equation (11)), the analysis of the perturbation equations that we performed in this paper was specific to the case of energy-conserving explosions, the self-similar solution for which is the Sedov–Taylor blast wave. However, the early stages of the propagation of the forward shock into its ambient environment (as generated by a core-collapse supernova) can also be described by an interaction regime, in which the forward shock is advanced at a faster rate than the energy-conserving prediction by a contact discontinuity that separates the shocked ambient gas from the shocked supernova ejecta (Chevalier 1982). While this case should be studied in detail in a future investigation, many of the same general conclusions can be reached. In particular, when a shock that is in the interaction regime encounters a density perturbation, deviations to the postshock flow will be communicated back through the fluid on the sound-crossing time appropriate to that self-similar solution. There is then a characteristic timescale $\Delta T$ over which sharp changes in the ambient density will propagate through the postshock flow, reflect off of the contact discontinuity, and impact the forward shock from behind. Since the postshock gas is confined to a thin shell during this regime, the dimensionless sound-crossing time will be shorter, and we expect the shock to show corresponding deviations over shorter timescales.
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