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Abstract

We obtain a simple formula for the first-order trace of a regular differential operator on a segment perturbated by a multiplication operator. The main analytic ingredient of the proof is an improvement of the Tamarkin equiconvergence theorem.
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1 Introduction

1.1 Historical remarks

Consider a formal differential expression of order \( n \geq 2 \),

\[
\ell := (-i)^n D^n + \sum_{k=0}^{n-2} p_k(x) D^k,
\]

acting on functions on some segment \([a, b]\) (\( D \) denotes differentiation in \( x \)). We assume \( p_k \) to be summable functions. Let \( P_j \) and \( Q_j, j \in \{0, \ldots, n-1\} \), be polynomials whose degrees do not exceed \( n - 1 \). Then one can form the boundary conditions:

\[
P_j(D)y(a) + Q_j(D)y(b) = 0, \quad j \in \{0, \ldots, n-1\},
\]

where \( y \) is an arbitrary function.

Let \( d_j, j \in \{0, \ldots, n-1\} \), be the maximum of degrees of \( P_j \) and \( Q_j \). Suppose \( a_j \) and \( b_j \) are the \( d_j \)-th coefficients of \( P_j \) and \( Q_j \) respectively. We assume that the system of boundary conditions (2) is normalized, i.e. \( \sum_j d_j \) is minimal among all the systems of boundary conditions that can be obtained from (2) by linear bijective transformations. See [11, Ch. II, §4] for a detailed explanation and [18] for a more advanced treatment. We call the system (2) almost separated if after some permutation of the boundary conditions we have

\[
\begin{align*}
\text{for } n = 2m: & \quad b_j = 0 \text{ if } j < m; \quad a_j = 0 \text{ if } j \geq m; \\
\text{for } n = 2m + 1: & \quad b_j = 0 \text{ if } j < m; \quad a_j = 0 \text{ if } j > m; \quad a_mb_m \neq 0.
\end{align*}
\]

The differential expression (1) and the boundary conditions (2) generate an operator \( L \) (see [11, Ch. I] for this standard procedure). We assume these boundary conditions to be Birkhoff regular (see [11, Ch. II, §4]). We underline that we do not require our operator to be self-adjoint; in particular, all the coefficients may be non-real.

We note that the operator \( L \) has purely discrete spectrum (see [11, Ch. I]) and denote it by \( \{\lambda_N\}_{N=1}^{\infty} \). We always enumerate the points of a spectrum in ascending order of their absolute values according to the multiplicity of eigenvalues, e.g., we assume that \( |\lambda_N| \leq |\lambda_{N+1}| \).

Let \( Q \) be an operator of multiplication by a function \( q \in L^1([a, b]) \). Then, \( L + Q \) also has purely discrete spectrum \( \{\mu_N\}_{N=1}^{\infty} \).

In the previous paper [13], the authors obtained a formula for regularized trace

\[
\sum_{N=1}^{\infty} (\mu_N - \lambda_N)
\]

in terms of degrees of \( P_j \) for the case of a self-adjoint semibounded operator with discrete spectrum on the halfline \( \mathbb{R}_+ \) (the above series converges iff \( \int q = 0 \), see Theorem 1 in [16], otherwise one has to regularize the trace to get something worth
counting). Partial cases of this problem were considered earlier in papers [3], [10], [5], and in our preprint [12].

We conjectured that a similar formula should be valid for the case of an interval at least if the boundary conditions are almost separated. This is really the case, though the details are dramatically different. In [14] we used the theorem on asymptotic behavior of the spectral functions of $L$ and of the operator generated by the truncated expression and the same boundary conditions (2) obtained in [1], [7]. Surprisingly, for the case of an interval the corresponding result was not known yet! So we had to prove this theorem, which refines the classical equiconvergence result of Tamarkin (see [19] or Theorem 1.5 in [10]).

Theory of regularized traces originated in the 50-th. We refer the reader to the survey [14] for the historical scenery of the subject in general. We mention only several results that our one generalizes. The first paper where such problems were considered was [2], the formula of regularized trace was calculated for the perturbation of a self-adjoint second order operator by a multiplication operator. Some particular cases of fourth order operators were treated in [3], [8] and [1]. Operators of an arbitrary order without lower-order coefficients was considered in [17]. A formula for regularized trace was obtained for general Birkhoff regular boundary conditions. However, we should mention that the paper [17] deals with the case of a more regular function $q$ and does not provide short answers for the cases of almost separated and quasi-periodic boundary conditions. A special case of boundary conditions (all derivatives of even order vanish on both ends of the interval) for self-adjoint operators of even order with lower-order coefficients was considered in [15], where formulas for $S(q)$ and for traces of higher order were given in terms of zeta function.

1.2 Setting of the problem and formulation of results

Let $L_0$ be the operator generated by the differential expression $(-i)^n D^n$ and the boundary conditions (2). Denote by $\{\lambda_N^0\}_{N=1}^\infty$ the eigenvalues of $L_0$. Consider also the Green functions of operators $L_0 - \lambda$ and $\bar{L} - \lambda$, which we denote by $G_0(x, y, \lambda)$ and $G(x, y, \lambda)$, respectively. Then our main estimate reads as follows.

**Theorem 1.** For every sequence $R = R_l \to \infty$ separated from $|\lambda_N^0|^{1/n}$ the integral

$$\int_{|\lambda|=R^n} |(G_0 - G)(x, y, \lambda)||d\lambda|$$

tends to zero uniformly in $x, y \in [a, b]$.

This theorem is a generalization of the celebrated Tamarkin equiconvergence theorem mentioned above. Denote by $\theta_R(x, y)$ the integral $\int_{|\lambda|=R^n} (G_0 - G)(x, y, \lambda) d\lambda$. Then the Tamarkin theorem states that the integral operator with the kernel $\theta_R$ considered as an operator from $L^1$ to $L^\infty$ tends to zero in the strong operator topology. Theorem 1 implies the same convergence in the norm operator topology.
Though we found this theorem during our study of regularized traces, it is interesting in itself.

Now we turn to traces. Unfortunately, a beautiful formula as the one we had in [13] does not hold for the general problem. So, we need to introduce some notation.

Let \( \nu_1 = \left[ \frac{n+1}{2} \right] \) and \( \nu_2 = \left[ \frac{n}{2} \right] \). For \( \kappa = 1, 2 \) denote by \( \hat{\mathcal{W}}^{[\kappa]} \) the matrix

\[
\hat{\mathcal{W}}^{[\kappa]} = \begin{pmatrix}
    a_0 & \cdots & \rho^{(\nu_1-1)d_0}a_0 & \rho^{\nu_1 d_0} b_0 & \cdots & \rho^{(n-1)d_0} b_0 \\
    \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
    a_{n-1} & \cdots & \rho^{(\nu_1-1)d_{n-1}} a_{n-1} & \rho^{\nu_1 d_{n-1}} b_{n-1} & \cdots & \rho^{(n-1)d_{n-1}} b_{n-1}
\end{pmatrix}
\]

(4)

(here and further \( \rho = e^{\frac{2\pi i}{n}} \)). Note that these matrices are non-degenerate by the Birkhoff regularity condition.

Next, define matrices \( \mathcal{A} \) and \( \mathcal{B} \) with entries

\[
\mathcal{A}_{jk} = a_{j-1}(\rho^{k-1})^{d_{j-1}}; \quad \mathcal{B}_{jk} = b_{j-1}(\rho^{k-1})^{d_{j-1}} \quad \text{for} \quad j, k \in \{1, \ldots, n\}.
\]

Finally, we introduce matrices \( \mathcal{P}^{[\kappa]} \) and \( \mathcal{Q}^{[\kappa]} = (\mathcal{P}^{[\kappa]})^T \), \( \kappa = 1, 2 \), by formulas

\[
\mathcal{P}^{[\kappa]}_{\alpha\beta} = \begin{cases}
    \frac{1}{\rho^{\beta-\alpha} - 1}, & \alpha > \nu_\kappa \geq \beta; \\
    0, & \text{otherwise}; \\
\end{cases}
\]

\[
\mathcal{Q}^{[\kappa]}_{\alpha\beta} = \begin{cases}
    \frac{1}{\rho^{\beta-\alpha} - 1}, & \beta > \nu_\kappa \geq \alpha; \\
    0, & \text{otherwise}; \\
\end{cases}
\]

(5)

Note that if \( n \) is even, then \( \nu_1 = \nu_2 = \frac{n}{2} \), \( \hat{\mathcal{W}}^{[1]} = \hat{\mathcal{W}}^{[2]} \), \( \mathcal{P}^{[1]} = \mathcal{P}^{[2]} \), and \( \mathcal{Q}^{[1]} = \mathcal{Q}^{[2]} \).

Now we can formulate the main result of our paper.

**Theorem 2.** Let \( q \in L^1([a, b]) \) be such that the functions

\[
\psi_a(x) = \frac{1}{x - a} \int_a^x q(t) \, dt; \quad \psi_b(x) = \frac{1}{b - x} \int_x^b q(t) \, dt
\]

have bounded variation at the points \( a \) and \( b \), respectively. Then for the eigenvalues \( \lambda_N \) and \( \mu_N \) of the operators \( \mathbb{L} + \mathbb{Q} \) defined above the following is true:

\[
S(q) \equiv \sum_{N=1}^{\infty} \left[ \mu_N - \lambda_N - \frac{1}{b - a} \int_a^b q(t) \, dt \right] \\
= \frac{\psi_a(a+)}{2n} \sum_{\kappa=1}^{2} \text{tr}(\mathcal{P}^{[\kappa]}(\hat{\mathcal{W}}^{[\kappa]})^{-1} \mathcal{A}) + \frac{\psi_b(b-)}{2n} \sum_{\kappa=1}^{2} \text{tr}(\mathcal{Q}^{[\kappa]}(\hat{\mathcal{W}}^{[\kappa]})^{-1} \mathcal{B}).
\]

(6)

Moreover, for \( \kappa = 1 \) and \( \kappa = 2 \) the following formula is true:

\[
\text{tr}(\mathcal{P}^{[\kappa]}(\hat{\mathcal{W}}^{[\kappa]})^{-1} \mathcal{A}) + \text{tr}(\mathcal{Q}^{[\kappa]}(\hat{\mathcal{W}}^{[\kappa]})^{-1} \mathcal{B}) = \sum_{j=0}^{n-1} d_j - \frac{n(n-1)}{2}.
\]

(7)
Remark 1. Formula (6) for $L = L_0$ and smooth $q$ was obtained in [17]. However, formula (7), as well as Theorem 3 below, is new even in this case.

For some classes of boundary conditions formula (6) can be considerably simplified.

Theorem 3. Let the assumptions of Theorem 2 be satisfied.

1. Suppose that the boundary conditions (2) are almost separated. Then

1a) for $n = 2m$,

$$S(q) = \frac{\psi_a(a+)}{2m} \left( \sum_{j=0}^{m-1} d_j - \frac{m(2m-1)}{2} \right) + \frac{\psi_b(b-)}{2m} \left( \sum_{j=m}^{2m-1} d_j - \frac{m(2m-1)}{2} \right),$$

1b) for $n = 2m + 1$,

$$S(q) = \frac{\psi_a(a+)}{2m+1} \left( \sum_{j=0}^{m-1} d_j + \frac{d_m}{2} - \frac{m(2m+1)}{2} \right) + \frac{\psi_b(b-)}{2m+1} \left( \sum_{j=m+1}^{2m} d_j + \frac{d_m}{2} - \frac{m(2m+1)}{2} \right).$$

2. Suppose that the boundary conditions (2) are quasi-periodic, i.e. $d_j = j$ and $b_j = a_j \vartheta$ ($\vartheta \neq 0$) for $j \in \{0, \ldots, n-1\}$. Then

$$S(q) = 0.$$

The plan of our paper is as follows. In Section 2 we prove Theorem 1 almost by direct computation. Here we also establish auxiliary estimates to be used in the next section. In Subsection 3.1 we deduce formula (6) from Theorem 1. To do this, we improve the idea of [17]. Finally, in Subsection 3.2 we derive formulas (7)–(10) using similar technique and tricks to those we used in [13].

## 2 Proof of Theorem 1

Throughout the paper we use the following notation. For $\lambda \in \mathbb{C}$ we define $z = \lambda^{\frac{1}{n}}$, $(\text{Arg}(z) \in [0, 2\pi/n])$. For a function $\Phi$ defined on $\mathbb{C}$, we write $\tilde{\Phi}(z) = \Phi(\lambda)$.

### 2.1 Formula for the Green function

We begin with finding the exact value of $G_0$ (recall that this is the Green function of $L_0 - \lambda$). We introduce a fundamental solution for the operator generated by $(-i)^n D^n - \lambda$:

$$\tilde{K}_0(x, y, z) = \begin{cases} 0, & a \leq x < y \leq b \\ \frac{i}{n \pi^{n-1}} \sum_{k=0}^{n-1} \rho^k e^{iz \rho^k (x-y)}, & a \leq y \leq x \leq b. \end{cases}$$
Lemma 1. Set

\[ \Gamma_1 = \{ w = e^{i\phi} : \phi \in \left(0, \frac{\pi}{n}\right) \}; \quad \Gamma_2 = \{ w = e^{i\phi} : \phi \in \left(\frac{\pi}{n}, \frac{2\pi}{n}\right) \}. \]

Then for every sequence \( R_t \to +\infty \) such that \( R_t \) is separated from \( |\lambda_{N+1}^j|^{-\frac{1}{n}} \) and for all \( j \in \{0, \ldots, n-1\} \) the function

\[ R_t^{n-1-j} \cdot |(\tilde{G}_0)_x^{(j)}(x, y, R_tw)| \]

is uniformly bounded on \([a, b]^2 \times (\Gamma_1 \cup \Gamma_2)\). Next, for every \( x \in [a, b] \) one has

\[ R_t^{n-1} \cdot \tilde{G}_0(x, y, R_tw) \to 0, \quad R_t \to +\infty \]

for a.e. \( y \in [a, b] \) and a.e. \( w \in \Gamma_1 \cup \Gamma_2 \). Moreover, the convergence is uniform on \( C \times J \) for arbitrary compact set \( C \subset [a, b]^2 \) separated from the corners and the diagonal \( \{x = y\} \) and for arbitrary compact set \( J \subset \Gamma_1 \cup \Gamma_2 \).
In what follows, when we write some limit over $R$ tending to $+\infty$ we mean the limit over this sequence $R_i$.

We turn to the proof of Lemma 1. The first part of this lemma (uniform estimates for $\tilde{G}_0$ and its derivatives) can be easily extracted from [11, §4]. However, to prove convergence to zero, one has to do more work. The proof is nothing but a treatment of formula (12), we evaluate each summand on its own. However, different summands are estimated in a different way, so we have to deal with several cases.

Note that for $x < y$

$$R^{n-1} \cdot \tilde{G}_0(x, y, Rw) = -\frac{i}{nw^{n-1}} \sum_{\alpha, \beta=1}^{n} \rho^{\alpha-1} e^{iRw(\rho^{\beta-1}x - \rho^{\alpha-1}y)} \cdot \frac{\Delta_{\alpha, \beta}(Rw)}{\Delta(Rw)}, \quad (13)$$

while for $x \geq y$

$$R^{n-1} \tilde{G}_0(x, y, Rw) = \frac{i}{nw^{n-1}} \sum_{\alpha=1}^{n} \rho^{\alpha-1} e^{iRw(\alpha-1)(x-y)} \left( 1 - \frac{\Delta_{\alpha, \alpha}(Rw)}{\Delta(Rw)} \right)$$

$$- \frac{i}{nw^{n-1}} \sum_{\alpha \neq \beta} \rho^{\alpha-1} e^{iRw(\rho^{\beta-1}x - \rho^{\alpha-1}y)} \frac{\Delta_{\alpha, \beta}(Rw)}{\Delta(Rw)}. \quad (14)$$

We begin with asymptotics of elements of the matrix $W$. If $\Re(iw^{k-1}) > 0$, then

$$\mathcal{W}_{jk}(Rw) = e^{iRw^{k-1}b(iRw^{k-1})d_{j-1}}$$

$$\times \left( b_{j-1} + O \left( \frac{1}{R} \right) + e^{iRw^{k-1}(a-b)} \left( a_{j-1} + O \left( \frac{1}{R} \right) \right) \right)$$

$$= e^{iRw^{k-1}b(iRw^{k-1})d_{j-1}} \cdot (b_{j-1} + o(1)), \quad R \to +\infty.$$

If $\Re(iw^{k-1}) < 0$, then

$$\mathcal{W}_{jk}(Rw) = e^{iRw^{k-1}a(iRw^{k-1})d_{j-1}}$$

$$\times \left( a_{j-1} + O \left( \frac{1}{R} \right) + e^{iRw^{k-1}(b-a)} \left( b_{j-1} + O \left( \frac{1}{R} \right) \right) \right)$$

$$= e^{iRw^{k-1}a(iRw^{k-1})d_{j-1}} \cdot (a_{j-1} + o(1)), \quad R \to +\infty.$$

We note that the “$O$” estimates are uniform on $\Gamma_1 \cup \Gamma_2$ and the “$o$” estimates are uniform on $J$.

We come to the moment where the cases of odd and even $n$ differ. Consider the function

$$\nu(w) = \begin{cases} \nu_1 = \left[ \frac{n+1}{2} \right], & w \in \Gamma_1; \\ \nu_2 = \left[ \frac{n}{2} \right], & w \in \Gamma_2. \end{cases}$$

Note that if $n$ is even, then $\nu(w) = \frac{n}{2}$ for $w \in \Gamma_1 \cup \Gamma_2$. If $n$ is odd, then $\nu(w) = \frac{n+1}{2}$ for $w \in \Gamma_1$ and $\nu(w) = \frac{n-1}{2}$ for $w \in \Gamma_2$. This number $\nu(w)$ is characterized by
the following property: if \( k \leq \nu(w) \), then \( \text{Re}(iw^k) < 0 \), if \( \nu(w) < k \leq n \), then \( \text{Re}(iw^k) > 0 \). Thus, for \( w \in \Gamma_1 \cup \Gamma_2 \) the inequality \( \text{Re}(iw^k) < 0 \) holds for \( k \in \{1, \ldots, \nu(w)\} \).

Next, we write the asymptotics of determinant \( \Delta \). We introduce the function

\[
\sum_{k=1}^{\nu(w)} |e^{i R w^k b - a}| + \sum_{k=\nu(w)+1}^{n} |e^{-i R w^k b - a}|, \quad w \in \Gamma_1 \cup \Gamma_2.
\]

Clearly, \( f(R) \to 0 \) uniformly on compact subsets of \( \Gamma_1 \cup \Gamma_2 \) as \( R \to +\infty \).

We factorize common factors from each column and row of \( \Delta \) and get (see [11 §4])

\[
\Delta(Rw) = e^{iaRw} \sum_{k=1}^{\nu} \rho^{k} \sum_{k=\nu+1}^{n} \rho^{k-1} \sum_{j=0}^{d_j} \Xi(Rw),
\]

where

\[
\Xi(Rw) = \Delta + O(\frac{1}{R}) + O(f(Rw)) = \Delta + o(1), \quad R \to +\infty,
\]

while \( \nu = \nu_k \) and \( \Delta = \hat{\Delta}^{[k]} = \det \hat{\mathcal{W}}^{[k]} \) for \( w \in \Gamma_k \). Here the “\( O \)” estimates are uniform for \( w \in \Gamma_1 \cup \Gamma_2 \) and the “\( o \)” is uniform for \( w \in J \). Recall that the determinants \( \Delta \) are non-zero by the Birkhoff regularity condition. Moreover, since \( (\lambda_N^0)^j \) are zeros of \( \Delta(z) \), the function \( \Xi(Rw) \) is separated from zero for \( R = R_t \) and \( w \in \Gamma_1 \cup \Gamma_2 \) by our choice of the sequence \( R_t \).

Now we can write the asymptotics of terms in [13] and [14].

**Case 1:** \( \alpha = \beta \leq \nu \). We have, as \( R \to \infty \),

\[
\Delta_{\alpha,\alpha}(Rw) = e^{i R w^\alpha} \sum_{k=1}^{\nu} \rho^{k} \sum_{k=\nu+1}^{n} \rho^{k-1} \sum_{j=0}^{d_j} \hat{\Delta}_{\alpha,\alpha} + o(1).
\]

Here \( \hat{\Delta}_{\alpha,\alpha} \) is the determinant of a matrix that differs from \( \hat{\mathcal{W}} \) only in the \( \alpha \)-th column. Namely, there are numbers \( \rho^{(\alpha-1)d_j b_j} \) instead of \( \rho^{(\alpha-1)d_j a_j} \). Thus, we obtain

\[
\frac{\Delta_{\alpha,\alpha}(Rw)}{\Delta(Rw)} = e^{i R w^\alpha} \sum_{k=1}^{\nu} \rho^{k} \sum_{k=\nu+1}^{n} \rho^{k-1} \sum_{j=0}^{d_j} \hat{\Delta}_{\alpha,\alpha} + o(1), \quad R \to \infty.
\]

For \( x < y \) this implies

\[
e^{i R w^\alpha} \frac{\Delta_{\alpha,\alpha}(Rw)}{\Delta(Rw)} = O(e^{i R w^\alpha(b-a+x-y)}) = o(1), \quad R \to \infty,
\]

if \( (x, y) \neq (a, b) \). For \( x \geq y \) we obtain, as \( R \to +\infty \),

\[
e^{i R w^\alpha} \left( 1 - \frac{\Delta_{\alpha,\alpha}(Rw)}{\Delta(Rw)} \right) = e^{i R w^\alpha(b-a+x-y)} + O(e^{i R w^\alpha(x-y)}) = o(1),
\]

if \( x \neq y \). Here the “\( o \)” estimates are uniform for \( (x, y, w) \in C \times J \).
Case 2: $\alpha = \beta > \nu$. We consider $\Delta - \Delta_{\alpha,\alpha}$ and use linearity of the determinant with respect to the $\alpha$-th column to get $e^{iRw\alpha^{-1}a}P_{j-1}(iRw\alpha^{-1})$ in the $\alpha$-th column. Using the same asymptotic formulas, we obtain
\[
e^{iRw\alpha^{-1}(x-y)} \frac{\Delta(Rw) - \Delta_{\alpha,\alpha}(Rw)}{\Delta(Rw)} = O(e^{iRw\alpha^{-1}(a-b+x-y)}), \quad R \to \infty.
\]
For $x \geq y$ this implies
\[
e^{iRw\alpha^{-1}(x-y)} \left(1 - \frac{\Delta_{\alpha,\alpha}(Rw)}{\Delta(Rw)}\right) = O(e^{iRw\alpha^{-1}(a-b+x-y)}) = o(1), \quad R \to +\infty,
\]
if $(x, y) \neq (b, a)$. For $x < y$ we obtain, as $R \to +\infty$,
\[
e^{iRw(\alpha^{-1}x - \beta^{-1}y)} \frac{\Delta_{\alpha,\alpha}(Rw)}{\Delta(Rw)} = -e^{iRw\alpha^{-1}(x-y)} + O(e^{iRw\alpha^{-1}(b-a+x-y)}) = o(1).
\]
Here the “$o$” estimates are uniform for $(x, y, w) \in C \times J$.

Case 3: $\alpha \neq \beta$. In this case we either directly use the same asymptotic formulas (but with the “$O$” estimates) or subtract the $\alpha$-th column from the $\beta$-th one in $\Delta_{\alpha,\beta}$ to make the exponent in the $\beta$-th column smaller (our choice of the procedure depends on the sign of $\text{Re}(iaw\alpha^{-1})$).

Subcase 3.1: $\alpha, \beta \leq \nu$. In this case $\text{Re}(iaw\alpha^{-1}) < 0$, so we directly use asymptotic formulas and get
\[
\frac{\Delta_{\alpha,\beta}(Rw)}{\Delta(Rw)} = e^{iRw(b\alpha^{-1}-a\beta^{-1})} \left(\frac{\hat{\Delta}_{\alpha,\beta} + O\left(\frac{1}{R}\right) + O(f(Rw))}{\Xi(Rw)}\right)
= e^{iRw(b\alpha^{-1}-a\beta^{-1})} \left(\frac{\hat{\Delta}_{\alpha,\beta}}{\Delta} + O\left(\frac{1}{R}\right) + O\left(f(Rw)\right)\right), \quad R \to +\infty. \quad (16)
\]
Here $\hat{\Delta}_{\alpha,\beta}$ is the determinant of a matrix that resembles $\hat{W}$, the only difference is that there are numbers $\rho^{(\alpha-1)j}b_j$ instead of $\rho^{(\beta-1)j}a_j$ in the $\beta$-th column. The last equation in (16) holds because the denominator $\Xi$ is separated from zero. The “$O$” estimates are uniform for $w \in \Gamma_1 \cup \Gamma_2$.

Subcase 3.2: $\alpha \leq \nu < \beta$. In this case $\text{Re}(iaw\alpha^{-1}) < 0$ again, so we directly use asymptotic formulas and get
\[
\frac{\Delta_{\alpha,\beta}(Rw)}{\Delta(Rw)} = e^{iRw(b\alpha^{-1}-a\beta^{-1})} \left(\frac{\hat{\Delta}_{\alpha,\beta} + O\left(\frac{1}{R}\right) + O(f(Rw))}{\Delta}\right), \quad R \to +\infty. \quad (17)
\]
Here $\hat{\Delta}_{\alpha,\beta}$ is the determinant of a matrix that resembles $\hat{W}$, the only difference is that there are numbers $\rho^{(\alpha-1)j}b_j$ instead of $\rho^{(\beta-1)j}a_j$ in the $\beta$-th column. The “$O$” estimates are uniform for $w \in \Gamma_1 \cup \Gamma_2$. 
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Subcase 3.3: \( \alpha, \beta > \nu \). In this case \( \text{Re}(iaw\rho^{\alpha-1}) > 0 \), so we subtract the \( \alpha \)-th column from the \( \beta \)-th one in \( \Delta_{\alpha,\beta} \). Arguing the same way as before, one gets

\[
\frac{\Delta_{\alpha,\beta}( Rw )}{\Delta(Rw)} = e^{iRw(a\rho^{\alpha-1} - b\rho^{\beta-1})} \left( -\frac{\hat{\Delta}_{\alpha,\beta}}{\Delta} + O\left(\frac{1}{R}\right) + O\left(f(Rw)\right)\right), \quad R \to +\infty. \tag{18}
\]

Here \( \hat{\Delta}_{\alpha,\beta} \) is the determinant of a matrix that resembles \( \hat{\mathcal{W}} \), the only difference is that there are numbers \( \rho^{(\alpha-1)d_j} a_j \) instead of \( \rho^{(\beta-1)d_j} b_j \) in the \( \beta \)-th column. The “\( O \)” estimates are uniform for \( w \in \Gamma_1 \cup \Gamma_2 \).

Subcase 3.4: \( \alpha > \nu \geq \beta \). In this case \( \text{Re}(iaw\rho^{\alpha-1}) > 0 \) again, so we subtract the \( \alpha \)-th column from the \( \beta \)-th one in \( \Delta_{\alpha,\beta} \). Arguing the same way as before, one gets

\[
\frac{\Delta_{\alpha,\beta}( Rw )}{\Delta(Rw)} = e^{iRw(a\rho^{\alpha-1} - a\rho^{\beta-1})} \left( -\frac{\hat{\Delta}_{\alpha,\beta}}{\Delta} + O\left(\frac{1}{R}\right) + O\left(f(Rw)\right)\right), \quad R \to +\infty. \tag{19}
\]

Here \( \hat{\Delta}_{\alpha,\beta} \) is the determinant of a matrix that resembles \( \hat{\mathcal{W}} \), the only difference is that there are numbers \( \rho^{(\alpha-1)d_j} a_j \) instead of \( \rho^{(\beta-1)d_j} a_j \) in the \( \beta \)-th column. The “\( O \)” estimates are uniform for \( w \in \Gamma_1 \cup \Gamma_2 \).

In all subcases we obtain

\[
e^{iRw(\rho^{\beta-1}x - \rho^{\alpha-1}y)} \frac{\Delta_{\alpha,\beta}( Rw )}{\Delta(Rw)} = o(1), \quad R \to \infty,
\]

if \((x, y) \notin \{(a, a), (a, b), (b, a), (b, b)\}\). Here the “\( o \)” estimates are uniform in \((x, y, w) \in C \times J\).

Summing up the estimates of cases 1-3, we complete the proof of Lemma 1. \( \square \)

Remark 2. We note that for odd \( n \) the numbers \( \hat{\Delta} \) and \( \hat{\Delta}_{\alpha,\beta} \) defined in the proof of Lemma 1 depend on \( w \) since the number \( \nu \) depends on \( w \). But these numbers are constants on \( \Gamma_1 \) and \( \Gamma_2 \). For even \( n \) these numbers are constants on \( \Gamma_1 \cup \Gamma_2 \).

2.3 Truncation of operator

In this subsection we prove Theorem 1. We write down an identity

\[
(G - G_0)(x, y, \lambda) = -\int_a^b G_0(x, t, \lambda) \sum_{k=0}^{n-2} p_k(t) G_t^{(k)}(t, y, \lambda) dt, \tag{20}
\]

where \( p_k \) are the lower order coefficients of \( \mathbb{L} \). It is a reformulation of Hilbert identity for resolvents,

\[
\frac{1}{\mathbb{L} - \lambda} - \frac{1}{\mathbb{L}_0 - \lambda} = \frac{1}{\mathbb{L} - \lambda} (\mathbb{L}_0 - \mathbb{L}) \frac{1}{\mathbb{L}_0 - \lambda},
\]

in terms of Green functions.
We differentiate equation (20) \( j \) times with respect to \( x \):

\[
G_{x}^{(j)}(x, y, \lambda) = (G_{0})_{x}^{(j)}(x, y, \lambda) - \int_{a}^{b} (G_{0})_{x}^{(j)}(x, t, \lambda) \sum_{k=0}^{n-2} p_{k}(t) G_{t}^{(k)}(t, y, \lambda) \, dt.
\]  

(21)

Next, we multiply the expressions for \( G_{x}^{(j)} \) by \( p_{j}(x) \), sum them, and achieve

\[
\sum_{j=0}^{n-2} p_{j}(x) G_{x}^{(j)}(x, y, \lambda) = \sum_{j=0}^{n-2} p_{j}(x) (G_{0})_{x}^{(j)}(x, y, \lambda) - \sum_{j=0}^{n-2} p_{j}(x) \int_{a}^{b} (G_{0})_{x}^{(j)}(x, t, \lambda) \sum_{k=0}^{n-2} p_{k}(t) G_{t}^{(k)}(t, y, \lambda) \, dt.
\]

Now let \( |\lambda|^{1/n} = R = R_{0} \) be taken from Lemma 1. Then the derivatives of \( G_{0} \) can be estimated with the help of the first part of Lemma 1 and we obtain

\[
\left\| \sum_{j=0}^{n-2} p_{j}(\cdot) G^{(j)}(\cdot, y, \lambda) \right\|_{1} \leq \frac{C}{|\lambda|^{1/n}} + \frac{C}{|\lambda|^{1/n}} \cdot \left\| \sum_{j=0}^{n-2} p_{j}(\cdot) G^{(j)}(\cdot, y, \lambda) \right\|_{1}.
\]

This implies

\[
\left\| \sum_{j=0}^{n-2} p_{j}(\cdot) G^{(j)}(\cdot, y, \lambda) \right\|_{1} \leq \frac{C}{|\lambda|^{1/n}}.
\]

We substitute this inequality into (21) and get a pointwise estimate

\[
|G_{x}^{(j)}(x, y, \lambda)| \leq \frac{C}{|\lambda|^{\frac{n-2}{n}}} + \frac{C}{|\lambda|^{\frac{n-2}{n}}} \leq \frac{C}{|\lambda|^{\frac{n-2}{n}}}.
\]  

(22)

Now we are ready to estimate the difference of the spectral functions of \( L \) and \( L_{0} \). Note that by formula (20)

\[
\int_{|\lambda|=R^n} \frac{|(G - G_{0})(x, y, \lambda)|}{|\lambda|^{1/n}} \, |d\lambda| \leq \int_{\Gamma_{1} \cup \Gamma_{2}} \int_{a}^{b} R^n |\tilde{G}_{0}(x, t, Rw)| \cdot \left| \sum_{j=0}^{n-2} p_{j}(t) \tilde{G}_{t}^{(j)}(t, y, Rw) \right| \, dt \, |dw|.
\]

By formula (22), the integrand has a majorant \( M(t, w) = \text{const} \sum_{j=0}^{n-2} |p_{j}(t)| \). We fix an \( \varepsilon > 0 \) and choose \( \delta > 0 \) such that the integral of \( M \) over the set of measure not more than \( \delta \) is less than \( \varepsilon \).

Next, we choose a compact set \( C \subset [a, b]^{2} \), separated from the diagonal and the corners, such that the set \( C_{x} = \{ t \in [a, b] : (x, t) \notin C \} \) has measure not more than
\[ \frac{\delta n}{2\pi} \text{ uniformly in } x. \] Also we choose a compact set \( J \subset \Gamma_1 \cup \Gamma_2 \) such that the measure of \( \Gamma_1 \cup \Gamma_2 \setminus J \) is not more than \( \frac{\delta n}{2\pi} \).

The integral over the set \( ([a, b] \setminus C_x) \times J \) tends to zero as \( R \to \infty \) uniformly in \( (x, y) \in [a, b]^2 \), since by Lemma 1 and formula (22) the integrand tends to zero uniformly on this set. The integral over the remaining set does not exceed \( 2\varepsilon \). Thus, for \( R \) large enough, the whole integral is not bigger than \( 3\varepsilon \) for all \( (x, y) \in [a, b]^2 \), and the theorem follows.

\[ \square \]

3 Proof of Theorems 2 and 3

3.1 Reduction to linear algebra

First of all, we can assume \( \int_a^b q(x)dx = 0 \) because adding a constant to \( q \) only shifts the spectrum \( \mu_N \), but does not change \( S(q) \). We begin with a formula

\[ \sum_{|\lambda_N|<R^n} \lambda_N = -\frac{1}{2\pi i} \int_{|\lambda|=R^n} \lambda \text{Sp} \frac{1}{L-\lambda} d\lambda, \quad (23) \]

where the trace on the right is an integral operator trace

\[ \text{Sp} \frac{1}{L-\lambda} = \int_a^b G(x, x, \lambda) dx. \]

Indeed, by the Lidskii theorem [9],

\[ \sum_N \frac{1}{\lambda_N - \lambda} = \text{Sp} \frac{1}{L-\lambda} \]

for all \( \lambda \) not in the spectrum of \( L \) (we use the fact that the resolvent \( \frac{1}{L-\lambda} \) is in the trace class, because \( |\lambda_N| \) grows as \( N^n \)). We multiply this equation by \( \lambda \), integrate over the circle \( |\lambda| = R^n \), use the residue theorem and arrive at (23).

Now we can express \( S(q) \) using the Hilbert identity for resolvents:

\[ S(q) = \frac{1}{2\pi i} \lim_{R \to \infty} \int_{|\lambda|=R^n} \lambda \text{Sp} \left( \frac{1}{L-\lambda} - \frac{1}{L + Q - \lambda} \right) d\lambda \]

\[ = \frac{1}{2\pi i} \lim_{R \to \infty} \int_{|\lambda|=R^n} \lambda \text{Sp} \left( \frac{1}{L-\lambda} Q \frac{1}{L + Q - \lambda} \right) d\lambda \]

\[ = -\frac{1}{2\pi i} \lim_{R \to \infty} \frac{1}{2} \int_{|\lambda|=R^n} \lambda \text{Sp} \left( \left( \frac{1}{L-\lambda} - \frac{1}{L + Q - \lambda} \right) Q \left( \frac{1}{L-\lambda} - \frac{1}{L + Q - \lambda} \right) \right) d\lambda \]

\[ + \frac{1}{2\pi i} \lim_{R \to \infty} \frac{1}{2} \int_{|\lambda|=R^n} \lambda \text{Sp} \left( \frac{1}{L-\lambda} Q \frac{1}{L-\lambda} + \frac{1}{L + Q - \lambda} Q \frac{1}{L + Q - \lambda} \right) d\lambda. \quad (24) \]
Obviously, we can take the limit over a sequence of $R$ separated from $|\lambda|^\frac{1}{2}$.

We claim that the first integral in the right-hand side disappears at infinity. Indeed, it can be estimated as follows:

\[
\int_{|\lambda|=R^n} \lambda \text{Sp} \left( \left( \frac{1}{L - \lambda} - \frac{1}{L + Q - \lambda} \right) Q \left( \frac{1}{L - \lambda} - \frac{1}{L + Q - \lambda} \right) \right) d\lambda
\]

\[
= \int_{|\lambda|=R^n} \lambda \text{Sp} \left( \left( \frac{1}{L - \lambda} Q \frac{1}{L + Q - \lambda} \right) Q \left( \frac{1}{L - \lambda} Q \frac{1}{L + Q - \lambda} \right) \right) d\lambda
\]

\[
= O(R^2 - \frac{4(n-1)}{n}) (25)
\]

by inequality (22). If $n > 2$, then this value tends to zero. In the remaining case we replace the first $\frac{1}{L - \lambda}$ in (25) by $\frac{1}{L_0 - \lambda}$. The difference tends to zero by Theorem 1 while the changed integral can be estimated with the help of the first part of Lemma 1 and the Lebesgue Dominated Convergence theorem in the same way as we did at the end of the proof of Theorem 1. Thus, the claim follows.

The second integral can be transformed as follows:

\[
\int_{|\lambda|=R^n} \lambda \text{Sp} \left( \frac{1}{L - \lambda} Q \frac{1}{L + Q - \lambda} + \frac{1}{L + Q - \lambda} Q \frac{1}{L + Q - \lambda} \right) d\lambda
\]

\[
= - \int_{|\lambda|=R^n} \text{Sp} \left( \left( \frac{1}{L - \lambda} + \frac{1}{L + Q - \lambda} \right) Q \right) d\lambda
\]

\[
= -2 \int_{|\lambda|=R^n} \text{Sp} \left( \frac{1}{L_0 - \lambda} Q \right) d\lambda + o(1), \quad R \to \infty. \quad (26)
\]

The first equality in (26) is identity $\text{Sp} (ABC) = \text{Sp} (BCA)$, the second one is integration by parts, and the third one follows from Theorem 1. Thus, we arrive at

\[
S(q) = -\frac{1}{2\pi i} \lim_{R \to \infty} \int_{|\lambda|=R^n} \int_{a}^{b} q(x) G_0(x, x, \lambda) \, dx \, d\lambda
\]

\[
= -\frac{1}{2\pi i} \lim_{R \to \infty} \int_{R(G_1 \cup G_2)} \int_{a}^{b} q(x) \hat{G}_0(x, x, z) n z^{n-1} \, dx \, dz = \frac{1}{2\pi} \sum_{\alpha, \beta=1}^{n} I_{\alpha, \beta}, \quad (27)
\]

where

\[
I_{\alpha, \beta} = \lim_{R \to \infty} \int_{R(G_1 \cup G_2)} \int_{a}^{b} q(x) \rho^{\alpha-1} e^{ix(\rho^{\beta-1} - \rho^{\alpha-1})} \cdot \frac{\Delta_{\alpha, \beta}(z)}{\Delta(z)} \, dx \, dz. \quad (28)
\]
The last equality in (27) holds because of relation $\bar{K}_0(x, z) = 0$.

If $\alpha = \beta$, the integral (28) equals zero by the assumption $\int_a^b q(x)dx = 0$. So we turn to the case $\alpha \neq \beta$. We use the asymptotic formulas for the quotients $\frac{\Delta_{\alpha, \beta}}{\Delta}$ obtained in the proof of Lemma 1.

Denote by $I_{[\alpha, \beta]}^\kappa, \kappa = 1, 2$, the same limit as $I_{\alpha, \beta}$ but with the inner integral taken over $R\Gamma_\kappa$ instead of $R(\Gamma_1 \cup \Gamma_2)$. Then $I_{\alpha, \beta} = I_{[1]}_{\alpha, \beta} + I_{[2]}_{\alpha, \beta}$. There are four subcases.

**Subcase 1:** $\alpha, \beta \leq \nu_\kappa$. We use (16) to write

$$I_{[\alpha, \beta]}^\kappa = \frac{\hat{\Delta}_{[\alpha, \beta]}}{\Delta_{[\alpha, \beta]}} \cdot \rho^{\alpha - 1} \lim_{R \to \infty} \int_{\Gamma_\kappa}^b Rq(x) e^{iR\omega\rho^{\beta - 1}(x-a)+(b-x)\rho^{\alpha - 1}} \, dx \, dw$$

$$+ \rho^{\alpha - 1} \lim_{R \to \infty} \int_{\Gamma_\kappa}^b (O(1) + O(Rf(Rw))) \int_a^b q(x) e^{iR\omega\rho^{\beta - 1}(x-a)+(b-x)\rho^{\alpha - 1}} \, dx \, dw. \quad (29)$$

The last term here can be estimated as follows:

$$\left| \int_{\Gamma_\kappa}^b (O(1) + O(f(Rw))) \int_a^b q(x) e^{iR\omega\rho^{\beta - 1}(x-a)+(b-x)\rho^{\alpha - 1}} \, dx \, dw \right| \leq$$

$$\sup_{w \in \Gamma_\kappa} \left| \int_a^b q(x) e^{iR\omega\rho^{\beta - 1}(x-a)+(b-x)\rho^{\alpha - 1}} \, dx \right| \cdot \int_{\Gamma_\kappa}^b (O(1) + O(f(Rw))) \, dw.$$  

The first factor tends to zero by Proposition 1 as $R \to \infty$, while the second one is bounded by Proposition 2 (see Appendix). Therefore, we obtain

$$I_{[\alpha, \beta]}^\kappa = \frac{\hat{\Delta}_{[\alpha, \beta]}}{\Delta_{[\alpha, \beta]}} \cdot \rho^{\alpha - 1} \lim_{R \to \infty} \int_{\Gamma_\kappa}^b Rq(x) e^{iR\omega\rho^{\beta - 1}(x-a)+\rho^{\alpha - 1}(b-x)} \, dx \, dw. \quad (30)$$

The same calculations for three other subcases give the following formulas.

**Subcase 2:** $\alpha \leq \nu_\kappa < \beta$.

$$I_{[\alpha, \beta]}^\kappa = \frac{\hat{\Delta}_{[\alpha, \beta]}}{\Delta_{[\alpha, \beta]}} \cdot \rho^{\alpha - 1} \lim_{R \to \infty} \int_{\Gamma_\kappa}^b Rq(x) e^{iR\omega(\rho^{\alpha - 1})-\rho^{\beta - 1}(b-x)} \, dx \, dw. \quad (31)$$

**Subcase 3:** $\alpha, \beta > \nu_\kappa$.

$$I_{[\alpha, \beta]}^\kappa = -\frac{\hat{\Delta}_{[\alpha, \beta]}}{\Delta_{[\alpha, \beta]}} \cdot \rho^{\alpha - 1} \lim_{R \to \infty} \int_{\Gamma_\kappa}^b Rq(x) e^{iR\omega\rho^{\beta - 1}(x-b)+\rho^{\alpha - 1}(a-x))} \, dx \, dw. \quad (32)$$
Subcase 4: $\alpha > \nu_\kappa \geq \beta$.

\[
I_{\alpha,\beta}^{(\kappa)} = -\frac{\hat{\Delta}_{\alpha,\beta}}{\hat{\Delta}_{\kappa}} \cdot \rho^{\alpha-1} \lim_{R \to \infty} \int_{\Gamma_\kappa} \int_{a}^{b} Rq(x)e^{iRw(\rho^{\beta-1}-\rho^{\alpha-1})(x-a)} \, dw \, dx. \tag{33}
\]

In the subcase 1 we integrate with respect to $w$ and obtain

\[
I_{\alpha,\beta}^{(\kappa)} = -\frac{\hat{\Delta}_{\alpha,\beta}}{\hat{\Delta}_{\kappa}} \cdot \rho^{\alpha-1} \times \lim_{R \to \infty} \int_{a}^{b} q(x) \frac{e^{iR(\rho^{\beta-1}(x-a)+\rho^{\alpha-1}(b-x))}(\sqrt{\rho})^\kappa - e^{iR(\rho^{\beta-1}(x-a)+\rho^{\alpha-1}(b-x))}(\sqrt{\rho})^{\kappa-1}}{i(\rho^{\beta-1}(x-a)+\rho^{\alpha-1}(b-x))} \, dx,
\]

where $\sqrt{\rho} = e^{i\frac{\kappa}{2}}$. Here the denominator is uniformly separated from zero, and the numerator is uniformly bounded. Thus, the integrand has a summable majorant $C|q(x)|$. Moreover, since $\alpha \neq \beta$ and $\alpha, \beta \leq \nu_\kappa$, the numerator tends to zero for a.e. $x \in [a, b]$. By the Lebesgue Dominated Convergence theorem, $I_{\alpha,\beta}^{(\kappa)} = 0$. The same arguments show that $I_{\alpha,\beta}^{(\kappa)} = 0$ in the subcase 3.

In subcases 2 and 4 after integration with respect to $w$ the denominators are not separated from zero. So, we should use the regularity of $q$ at the endpoints. Namely, under assumptions of Theorem \[\text{the functions $\psi_a$ and $\psi_b$ belong to $W_1^\kappa([a, b])$, and}

\[
q(x) = \psi_a(x) + (x-a)\psi'_a(x) = \psi_b(x) + (x-b)\psi'_b(x). \tag{34}
\]

Let us consider subcase 4. Using the first equality in (33) we obtain

\[
I_{\alpha,\beta}^{(\kappa)} = -\frac{\hat{\Delta}_{\alpha,\beta}}{\hat{\Delta}_{\kappa}} \cdot \rho^{\alpha-1} \lim_{R \to \infty} \int_{\Gamma_\kappa} \int_{a}^{b} R\psi_a(x)e^{iRw(\rho^{\beta-1}-\rho^{\alpha-1})(x-a)} \, dw \, dx
\]

\[
-\frac{\hat{\Delta}_{\alpha,\beta}}{\hat{\Delta}_{\kappa}} \cdot \rho^{\alpha-1} \lim_{R \to \infty} \int_{a}^{b} \psi'_a(x) \frac{e^{iR(\rho^{\beta-1}-\rho^{\alpha-1})(x-a)}(\sqrt{\rho})^\kappa - e^{iR(\rho^{\beta-1}-\rho^{\alpha-1})(x-a)}(\sqrt{\rho})^{\kappa-1}}{i(\rho^{\beta-1}-\rho^{\alpha-1})} \, dx.
\]

Since $\alpha > \nu_\kappa \geq \beta$, the last limit equals zero by Proposition \[\text{So, integrating by parts, we have}

\[
I_{\alpha,\beta}^{(\kappa)} = -\frac{\hat{\Delta}_{\alpha,\beta}}{\hat{\Delta}_{\kappa}} \cdot \rho^{\alpha-1}
\]

\[
\times \lim_{R \to \infty} \int_{\Gamma_\kappa} \left[ \psi_a(x) \frac{e^{iRw(\rho^{\beta-1}-\rho^{\alpha-1})(x-a)}}{iw(\rho^{\beta-1}-\rho^{\alpha-1})} \bigg|_a^b - \int_{a}^{b} \psi'_a(x) \frac{e^{iRw(\rho^{\beta-1}-\rho^{\alpha-1})(x-a)}}{iw(\rho^{\beta-1}-\rho^{\alpha-1})} \, dx \right] \, dw.
\]

The last term here also tends to zero by Proposition \[Moreover, the term with substitution $x = b$ tends to zero by the Lebesgue Dominated Convergence theorem,
and we arrive at
\[
I_{\alpha,\beta}^{[\kappa]} = \frac{\Delta_{\alpha,\beta}^{[\kappa]}}{\Delta^{[\kappa]}} \rho^{\alpha-1} \psi'(a) \cdot \int_{\Gamma_n} \frac{d\omega}{\omega} = \frac{\pi}{n} \frac{\Delta_{\alpha,\beta}^{[\kappa]}}{\Delta^{[\kappa]}} \rho^{\alpha-1} \psi'(a).
\]

By Cramer’s rule, for all \( \alpha > \nu_\kappa \geq \beta \) we have
\[
\Delta_{\alpha,\beta}^{[\kappa]} = ((\hat{\Delta}^{[\kappa]}))_{\alpha,\beta},
\]
and thus
\[
I_{\alpha,\beta}^{[\kappa]} = \frac{\pi}{n} \psi'(a) \cdot \text{tr}(\hat{\Delta}^{[\kappa]}((\hat{\Delta}^{[\kappa]})^{-1}A)_{\beta\alpha}, \quad \beta \leq \nu_\kappa < \alpha,
\]
where the matrix \( \hat{\Delta}^{[\kappa]} \) was introduced in (3).

Since \( \hat{\Delta}^{[\kappa]} = 0 \) for other pairs \( (\alpha,\beta) \), we obtain
\[
\sum_{\alpha > \nu_\kappa \geq \beta} I_{\alpha,\beta}^{[\kappa]} = \frac{\pi}{n} \psi'(a) \cdot \text{tr}(\hat{\Delta}^{[\kappa]}((\hat{\Delta}^{[\kappa]})^{-1}A).
\]

The same calculations for subcase 2 give
\[
\sum_{\alpha \leq \nu_\kappa < \beta} I_{\alpha,\beta}^{[\kappa]} = \frac{\pi}{n} \psi'(b) \cdot \text{tr}(Q^{[\kappa]}((\hat{\Delta}^{[\kappa]})^{-1}B).
\]

Since (27) gives
\[
S(q) = \frac{1}{2\pi} \sum_{\alpha \neq \beta} I_{\alpha,\beta} = \sum_{\kappa=1}^{2} \left( \sum_{\alpha > \nu_\kappa \geq \beta} I_{\alpha,\beta}^{[\kappa]} + \sum_{\alpha \leq \nu_\kappa < \beta} I_{\alpha,\beta}^{[\kappa]} \right),
\]
formula (30) follows immediately from (35) and (36).

Equation (7) will be proved in the next subsection.

3.2 Linear algebra calculations

In this subsection we skip index \( \kappa \) for the sake of brevity.

3.2.1 Proof of relation (7)

We begin with expanding \( \mathcal{P} \) and \( \mathcal{Q} \) into series. Consider two rows:
\[
v_k = (1, \rho^k, \rho^{2k}, \ldots, \rho^{(\nu-1)k}, 0, \ldots, 0);
\]
\[
u_k = (0, \ldots, 0, \rho^{(\nu+1)k}, \ldots, \rho^{(n-1)k}).
\]

Denote \( \mathcal{P}(k) = \tilde{v}_k^T v_k \) and \( \mathcal{Q}(k) = \tilde{v}_k^T u_k \). Then it is easy to verify that
\[
\mathcal{P} = -\lim_{r \to 1} \sum_{k=0}^{\infty} r^k \mathcal{P}(k); \quad \mathcal{Q} = -\lim_{r \to 1} \sum_{k=0}^{\infty} r^k \mathcal{Q}(k),
\]
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and therefore
\[ \text{tr}(P \hat{W}^{-1} A) = - \lim_{r \to 1^-} \sum_{k=0}^{\infty} r^k \text{tr}(P_k \hat{W}^{-1} A); \tag{37} \]
\[ \text{tr}(Q \hat{W}^{-1} B) = - \lim_{r \to 1^-} \sum_{k=0}^{\infty} r^k \text{tr}(Q_k \hat{W}^{-1} B). \]

For any \( k \in \mathbb{Z} \) and \( j \in \{0, 1, \ldots, n-1\} \) the direct calculation gives
\[ (A \hat{u}_k^T)_{j+1} = a_j(\rho^{(d_j-k)} + \rho^{(\nu+1)(d_j-k)} + \ldots + \rho^{(n-1)(d_j-k)}); \]
\[ (\hat{W} \hat{v}_k^T)_{j+1} = a_j(1 + \rho^{d_j-k} + \rho^{2(d_j-k)} + \ldots + \rho^{(\nu-1)(d_j-k)}). \]

This implies
\[ A \hat{u}_k^T + \hat{W} \hat{v}_k^T = \sum_{j=0}^{n-1} \sigma(k, d_j) na_j e_{j+1}, \tag{38} \]
where \( e_j \) is \( j \)-th vector of standard basis, while
\[ \sigma(x, y) = \begin{cases} 1, & x \equiv y \pmod{n}; \\ 0, & \text{otherwise}. \end{cases} \]

From (38) we conclude that
\[ \text{tr}(P_k \hat{W}^{-1} A) = \text{tr}(v_k \hat{W}^{-1} A \hat{u}_k^T) = v_k \hat{W}^{-1} A \hat{u}_k^T 
= -v_k \hat{v}_k^T + n \sum_{j=0}^{n-1} \sigma(k, d_j) a_j v_k \hat{W}^{-1} e_{j+1} = -\nu + n \sum_{j=0}^{n-1} \sigma(k, d_j) a_j v_k \hat{W}^{-1} e_{j+1}. \tag{39} \]

The same calculations give
\[ \text{tr}(Q_k \hat{W}^{-1} B) = -(n - \nu) + n \sum_{j=0}^{n-1} \sigma(k, d_j) b_j u_k \hat{W}^{-1} e_{j+1}. \tag{40} \]

Since \( \sigma(k, d_j)(a_j v_k + b_j u_k) = \sigma(k, d_j) e_{j+1}^T \hat{W} e_j, j \in \{0, 1, \ldots, n-1\}, \) formulas (37), (39), and (40) imply
\[ \text{tr}(P \hat{W}^{-1} A) + \text{tr}(Q \hat{W}^{-1} B) = - \lim_{r \to 1^-} \sum_{k=0}^{\infty} r^k \left( \text{tr}(P_k \hat{W}^{-1} A) + \text{tr}(Q_k \hat{W}^{-1} B) \right) \]
\[ = \lim_{r \to 1^-} \sum_{k=0}^{\infty} r^k \left( n - n \sum_{j=0}^{n-1} \sigma(k, d_j) \right) \]
\[ = \lim_{r \to 1^-} \left( \frac{n}{1 - r} - n \sum_{j=0}^{n-1} \frac{r^{d_j}}{1 - r^n} \right) \]
\[ = \lim_{r \to 1^-} \left( \frac{n}{1 - r} - \frac{n^2}{1 - r^n} + n \sum_{j=0}^{n-1} \frac{1 - r^{d_j}}{1 - r^n} \right) = \sum_{j=0}^{n-1} d_j - \frac{n(n-1)}{2}, \]
and (7) follows.
3.2.2 Proof of relation (8)

Now we consider the case of almost separated boundary conditions. First, let \( n = 2m \).

We introduce three sets:

\[
I = \{ k \geq 0 : k \equiv d_j \pmod{n} \text{ for some } j < m \};
\]

\[
I_1 = \{ d_0, d_1, \ldots, d_{m-1} \}; \quad I_2 = \{ 0, \ldots, 2m - 1 \} \setminus I_1.
\]

For all \( k \geq 0 \) the rows \( v_k \) lie in the subspace \( \text{Span}\{ e_{T+1}^T W : j \in \{0,1,\ldots,m-1\} \} \). Therefore, \( v_k W_{j+1} = 0 \) for \( j \geq m \).

If \( k \in I \), then \( k \equiv d_j \pmod{n} \) for a unique \( j < m \). Hence \( a_j v_k = e_{T+1}^T W \) and

\[
\sum_{j=0}^{m-1} \sigma(k,d_j)v_k W_{j+1} = 1.
\]

Thus, by (39), \( \text{tr}(P(W)^{-1}A) = m \) for \( k \in I \).

On the other hand, \( \text{tr}(P(W)^{-1}A) = -m \) for \( k \notin I \), as \( \sigma(k,d_j) = 0 \) for all \( j < m \).

By (37), we obtain

\[
\text{tr}(P(W)^{-1}A) = - \lim_{r \to 1^-} \left( \sum_{k \in I} r^k m - \sum_{0 < k \notin I} r^k m \right) = -m \lim_{r \to 1^-} \left( \sum_{k \in I} r^k - \sum_{k \notin I} r^k \right)
\]

\[
= -m \lim_{r \to 1^-} \left( \sum_{k \in I_1} \frac{r^k}{1 - r^{2m}} - \sum_{k \in I_2} \frac{r^k}{1 - r^{2m}} \right) = m \lim_{r \to 1^-} \left( \sum_{k \in I_1} \frac{1 - r^k}{1 - r^{2m}} - \sum_{k \in I_2} \frac{1 - r^k}{1 - r^{2m}} \right)
\]

\[
= \frac{1}{2} \left( \sum_{k \in I_1} k - \sum_{k \in I_2} k \right) = \sum_{j=0}^{m-1} d_j - \frac{m(2m-1)}{2} \quad (41)
\]

The same calculations for the second term in (6) prove (8).

3.2.3 Proof of relation (9)

Now let \( n = 2m + 1 \). For \( \kappa = 2 \) the previous arguments run almost without changing and give

\[
\text{tr}(P(W)^{2,1}A) = \sum_{j=0}^{m-1} d_j - m^2.
\]

The same calculations give

\[
\text{tr}(Q(W)^{2,1}B) = \sum_{j=m+1}^{2m-1} d_j - m^2.
\]

Substituting these formulas into (6) and taking into account (7) we arrive at (9).
3.2.4 Proof of relation (10)

Without loss of generality, we can assume that

\[ a_j = 1, \quad b_j = \vartheta, \quad d_j = j, \quad j \in \{0, \ldots, n - 1\}. \]

One can easily check that

\[ \hat{W}^{-1}e_{j+1}^T = \frac{1}{n} \left( 1, \rho^{-j}, \ldots, \rho^{-(\nu - 1)j}, \frac{1}{\rho^{-j}}, \ldots, \frac{1}{\rho^{-(n - 1)j}} \right)^T, \]

so \( \sigma(k, j)nu_k \hat{W}^{-1}e_{j+1}^T = \sigma(k, j)\nu \). By (39), for every \( k \geq 0 \) we have

\[ \text{tr}(P_k \hat{W}^{-1}A) = 0. \]

Thus we obtain that \( \text{tr}(P \hat{W}^{-1}A) = 0 \). Similarly, \( \text{tr}(Q \hat{W}^{-1}B) = 0 \), and (10) follows.

4 Appendix

We need two technical statements. The first one is a variant of the Riemann–Lebesgue lemma.

**Proposition 1.** Suppose \( q \in L^1[a, b] \), \( \Gamma \subset \{ z \in \mathbb{C} : |z| = 1 \} \). Let \( k_1, k_2 \in \mathbb{C} \) satisfy \( k_1 \neq 0 \) and \( \text{Re}(iw(k_1x + k_2)) \leq 0 \) for all \( x \in [a, b] \) and \( w \in \Gamma \). Then the following relation holds uniformly for \( w \in \Gamma \).

\[ \int_a^b q(x)e^{iRw(k_1x + k_2)}dx \to 0, \quad R \to +\infty. \]

**Proof.** Fix some \( \varepsilon > 0 \). Let a function \( q_1 \in C^1([a, b]) \) satisfy \( q_1(a) = q_1(b) = 0 \) and \( \int_a^b |q - q_1| \leq \frac{\varepsilon}{2} \). Then for \( R \) large enough the following estimate holds:

\[ \int_a^b q_1(x)e^{iRw(k_1x + k_2)}dx \leq \frac{1}{R|k_1|} \int_a^b |q_1'| < \frac{\varepsilon}{2}. \]

Trivial estimate

\[ \int_a^b (q(x) - q_1(x))e^{iRw(k_1x + k_2)}dx \leq \int_a^b |q - q_1| \leq \frac{\varepsilon}{2} \]

completes the proof. \( \square \)

The second statement concerns the function \( f(Rw) \) introduced by formula (15).
Proposition 2. There exists some constant $M > 0$ such that for all $R > 0$,

$$\int_{\Gamma_1 \cup \Gamma_2} Rf(Rw) |dw| < M$$

Proof. We need to estimate several integrals of the same type. Most of them are exponentially small because the real part of the index is strictly less than zero on the whole arc $\Gamma_1 \cup \Gamma_2$. There are few integrals where the real part of the index tends to zero on the end of the arc. We write estimates for one of such integrals:

$$\int_{\Gamma_1 \cup \Gamma_2} R|e^{iRw(b-a)}| |dw| = \int_0^\pi Re^{-R(b-a)} \sin \phi \, d\phi \leq \int_0^\pi Re^{-\frac{2}{n}R(b-a)\phi} \, d\phi < \frac{\pi}{2(b-a)}.$$

The other ones are estimated in the same way.
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