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Abstract

Machine learning may be oblivious to human bias but it is not immune to its perpetuation. Marginalisation and iniquitous group representation are often traceable in the very data used for training, and may be reflected or even enhanced by the learning models. To counter this, some of the model accuracy can be traded off for a secondary objective that helps prevent a specific type of bias. Multiple notions of fairness have been proposed to this end but recent studies show that some fairness criteria often stand in mutual competition. In the present work, we introduce a solvable high-dimensional model of data imbalance, where parametric control over the many bias-inducing factors allows for an extensive exploration of the bias inheritance mechanism. Through the tools of statistical physics, we analytically characterise the typical behaviour of learning models trained in our synthetic framework and find similar unfairness behaviours as those observed on more realistic data. However, we also identify a positive transfer effect between the different subpopulations within the data. This suggests that mixing data with different statistical properties could be helpful, provided the learning model is made aware of this structure. Finally, we analyse the issue of bias mitigation: by reweighing the various terms in the training loss, we indirectly minimise standard unfairness metrics and highlight their incompatibilities. Leveraging over the insights on positive transfer, we also propose a theory-informed mitigation strategy, based on the introduction of coupled learning models. By allowing each model to specialise on a different community within the data, we find that multiple fairness criteria and high accuracy can be achieved simultaneously.

1 Introduction

Machine Learning (ML) systems are actively being integrated in multiple aspects of our lives, from face recognition systems on our phones, to applications in the fashion industry, to high stake scenarios like healthcare. However, together with the advantages of automatising these processes, we must also face the consequences of their — often hidden — failures. Recent studies \cite{1, 2} have shown that these systems may have significant disparity in failure rates across the multiple sub-populations targeted in the application. ML systems appear to perpetuate discriminatory behaviours that align with those present in our society \cite{3, 4, 5, 6}. The absence of a direct human intervention may create an illusion of guaranteed fairness, but what we obtain are systems that can easily iterate the same social bias. Discrimination over marginalised groups could originate at many levels in the ML pipeline, from the very problem definition, to data collection, to the training and deployment of the ML algorithm \cite{7}.

Data represents a critical source of bias \cite{8}. In some cases, the dataset contains an actual record of a history of discriminatory behaviour, causing complex dependencies that are hardly eradicated even when the explicit discriminatory attribute is removed. In other cases (or even concurrently), the root of the discrimination can be found in the sampling / data collection process, and is related to the structural properties of the dataset. Even if the data does not explicitly contain societal bias, a heterogeneous representation of different sub-populations can induce major bias in the ML predictions. A historically significant example of this issue is drug testing: in this case, the sub-populations are identified according to the biological sex and the task consists in the evaluation of the effectiveness of the treatment or the assessment of the presence/absence of side effects. Substantial evidence \cite{9, 8} shows that the scarcity of data points corresponding to women individuals in drug-efficiency studies resulted in a larger number of side effects in their group.

To counter unfairness in ML system, several possible approaches have been proposed in the literature in order to achieve bias mitigation. However, there is still even an open debate on what "fairness"
should exactly denote in the ML context, and the interconnection between each bias-inducing factor in the ML pipeline leads to a complex picture where fundamental understanding is lacking. With a better theoretical grasp of these problem settings, one could raise more awareness of the possible risks in ML applications and design theoretically grounded solutions that can combat them.

In this work, we introduce a novel synthetic data model, where we can characterise bias and data imbalances in a controlled environment. To allow us to model different degrees of severity of harm for different misclassifications [10, 11] (e.g.: severity of misclassifying human for an animal vs pen for a pencil), we also consider a simple reweighing technique of mitigation. This toy model has at the same time the advantage of being simple, allowing better understanding of the aspects of the problem, and the disadvantage of being simple, since some assumptions do not reflect the complexity of real-world data. In particular, we ignore possible correlations among different input features, and only account for the presence of a clustered structure to model the existence of different sub-populations. This simplistic picture does not hold in general, especially if the data groups are not as neatly separated (e.g., in settings where the pre-processing is poor) or not known a priori. Despite these limitations, we show how multiple bias mitigation techniques [12, 13, 14] relying on re-weighting could fail even in our controlled setups. We then propose a technique to integrate subgroup structures in the mitigation strategy and show the results on synthetic data. Finally, we demonstrate that the conclusions hold on a more realistic dataset, CelebA [15], and how our results could be exported, with due caution, to real-world applications with unbalanced data.

Related works. In the past decade, algorithmic fairness has been receiving growing attention, spurred by the increasing number of ML applications in highly consequential social and economic areas [16, 17, 18]. A central question in the field is on the proper mathematical definition of bias and how to best assess it in models trained on real world data. The plethora of different fairness criteria includes measures of group fairness, e.g. statistical parity [19, 20, 21], disparate impact [22, 23, 24, 25], equality of opportunity [26], calibration within groups [21], disparate mistreatment [27], as well as measures of individual fairness [28, 29]. We focus on group fairness in the following, since it is well-defined also in the high-dimensional limit considered in our theoretical framework. A series of recent works have highlighted incompatibilities between some of these fairness measures [21, 30], e.g. calibration and error disparity [31], and their instability with respect to fluctuations in the training dataset [32, 29]. Inspired by the work in [28], we exploit the controlled setting of our toy data model and provide a quantitative characterisation of the trade-offs between the above described notions of group-fairness.

A second major topic in the field of algorithmic fairness is that of bias mitigation. In this work, we focus on in-processing strategies [33], where the training process is altered in order to include fairness as a secondary optimisation objective for the learning model. These methods range from including ad hoc regularisation terms to the loss function [34, 35], to formulating fair classification as a constrained optimisation problem and deriving reduction-based algorithms [36, 37, 38]. Other possible strategies include adversarial training [39], where a fairness-arbiter model can drive learning towards a sough fairness criterion, and distributionally robust optimisation [40], where one accounts for worst-case unfairness scenarios across the sub-populations in the data. In this work, we analyse a very simple scheme [12, 13, 14], based on reweighing the various terms in the loss function according to the subgroup and the label associated to the data point. We also propose and analyse a novel method based on the introduction of coupled learning models, which can be interpreted as a modification of the "two naive bayes" model in [22]. This approach is also inspired by the methods devised in [41] to account for the presence of a clear structure in the input distribution. Orthogonal debiasing approaches include pre-processing strategies [42, 23], learning unbiased representations [43], and post-processing techniques based on Decision Theory and Causal Reasoning [44, 13].

To the best of our knowledge, the theoretical model presented in this work is the first one in the literature that offers a controlled environment where the complex phenomenology of data imbalance and unfairness can be explored, while still allowing analytical treatment.

2 Modelling Data Imbalance

Consider the following simple experiment. The CelebA dataset [45] is a collection of face images of celebrities, equipped with metadata indicating the presence of specific attributes in each picture. We construct a dataset by sub-sampling CelebA and by preprocessing the selected images through an Xception network [46] trained on ImageNet [47]. As depicted in the scatter plot in Fig. 1, the first two principal components of the obtained data clearly reveal a clustered structure. Many attributes contained in the metadata are highly correlated with the split into these two sub-populations. For
example, in the figure we colour the points according to the attribute "Wearing_Lipstick". Now, suppose we are interested in predicting a different target attribute, which is not as easily determined by just looking at the group membership, e.g. "Wavy_Hair"\(^1\). What happens to the model accuracy if one alters the relative representation of the two groups, e.g. when one varies the fraction of points that belong to the orange group?

The right panel of Fig. 1 shows the outcome of this experiment. As we can see from the plot, the fact that a group is under-represented induces a gap in the generalisation performance of the model when evaluated on the different sub-populations. The presence of a gap is a clear indicator of unfairness, induced by an implicit bias towards the over-represented group.

Many factors might play a role in determining and exacerbating this phenomenon. This is precisely why designing a general recipe for a fair / unbiased classifier is a very challenging, if solvable, problem. Some bias inducing factors are linked to the sampling quality of the dataset, as in the case of the overall number of datapoints and the balance between the sub-populations frequencies. Other factors are controlled by the different degree of variability in the input distributions of each group. In other cases the imbalance is hidden and can only be recognised by looking at the joint distribution of inputs and labels. For example, the balance between the positive/negative labels might differ among the groups and may be strongly correlated with the group membership. Even similar individuals with different group memberships might be labelled differently. The present work aims at modelling the data structure observed in these types of experiments, to obtain detailed understanding of the various sources of bias in these problems.

### 2.1 Summary of main results

Inspired by the described observations in simple experiments with unbalanced datasets, we introduce a novel synthetic model of data which we call Teacher-Mixture (T-M), sketched in the left panel of Fig. 2. Despite its apparent simplicity, this model allows for the coexistence of non-trivial correlation structures at the level of the input and between inputs and labels. With the former, we can capture the clustering phenomenon described above, caused by the presence of different sub-populations in the data, and with the latter we independently model the labelling procedure. Although the analysis can be extended to multiple sub-populations, we will focus on the case of two groups in the remainder of this paper. A mathematical formulation of the model is provided Sec. 2.2. By looking at the available degrees of freedom in the T-M, several possible sources of bias emerge naturally from the model:

- the relative representation, \( \rho = n_+/(n_+ + n_-) \), with \( n_c \) the number of points in group \( c \).
- the group variance, \( \Delta_c \), determining the width of the clusters.
- the label frequencies, controlled through the bias terms \( b_c \).
- the group-label correlation, \( m_c \).

\(^1\)To be mindful on the Ethical Considerations of using the CelebA dataset, we don’t use protected attributes like binary genders and age [48]
Figure 2: T-M model. *(Left)*, the two sub-populations are drawn from two Gaussians around the two centres (green and orange triangles). The labels (plus and minus) are associated according to the hyper-planes $W_T^+, W_T^-$. In this 2D drawing we can see that the group + (green) has 3 samples while group − (orange) has 7 samples, so $\rho = 0.3$. The two hyper-planes are highly overlapping ($q_T \approx 1$) and weakly aligned with the shift vector ($m_+ \approx 0, m_- \approx 0$). Finally, we see that sub-population + is less spread than sub-population − ($\Delta_+ < \Delta_-$). *(Centre)* shows the equivalent plot of CelebA dataset, obtained in the synthetic model. The theoretical curves are compared with the error-bars from the corresponding numerical simulations. *(Right)* Effect of changing one of the model parameter in terms of test accuracy gap, starting from the set-up of the central panel at $\rho = 0.2$.

- the *labelling rule similarity*, $q_T$, which measures the alignment between the two linear discriminators that assign the labels to the two groups of inputs.
- the *data scarcity*, $\alpha$, representing the ratio between dataset size and input dimension.

In the controlled setting of the T-M, the model parameters can be tuned to emulate disparate learning regimes, allowing for an exploration of the impact of each bias-inducing factor and for an assessment of the effectiveness of the possible mitigation strategies. The introduction of this modelling framework allows us to:

- Derive an analytical characterisation of the typical performance of solutions of the T-M problem in the high-dimensional limit. The obtained theoretical learning curves are found to be in perfect agreement with numerical simulations in the same synthetic settings (as shown in the central panel in Fig. 2), and produce unfairness behaviours that are closely reminiscent of the results seen on real data.
- Isolate the different sources of bias (shown in the left panel of Fig. 2) and evaluate their interplay in the bias-induction mechanism. This analysis also allows us to highlight how unfairness can emerge in settings where the data distribution is apparently balanced.
- Trace a positive transfer effect between the different sub-populations, which implies that, despite their distinctions, an overall similarity can be exploited for achieving better performance on each group.
- Analyse the trade-offs between the different definitions of fairness, by studying the effects of a sample reweighing mitigation strategy, which can be encompassed in the theoretical framework proposed in this work and thus characterised analytically.
- Propose a novel theory-based mitigation strategy, where two coupled networks are simultaneously trained and specialise on different sub-populations while mutually transferring useful information. We analytically characterise its effectiveness, finding that with this method, in the T-M, the competition between accuracy and different fairness metrics becomes negligible. Preliminary positive results are also reported on real data.

2.2 Formal definition of the model

The Teacher-Mixture model is conceived as a hybrid version of two of the most common modelling frameworks for supervised learning, namely the Gaussian-Mixture and the Teacher-Student setups. We
consider a synthetic dataset of $n$ samples $\mathcal{D} = \{x^\mu, y^\mu\}_{\mu=1}^n$, with $x^\mu \in \mathbb{R}^d$, $y^\mu \in \{0, 1\}$. We define the $O(1)$ ratio $\alpha = n/d$ and we refer to it as the data scarcity parameter.

Each input vector is i.i.d. sampled from a mixture of two Gaussians $x \sim \mathcal{N}(\pm v/\sqrt{d}, \Delta \pm I_d \times I)$, with respective probabilities $\rho$ and $(1 - \rho)$. The shift vector $v$ is a Gaussian vector with i.i.d. entries with zero mean and variance 1. The $1/\sqrt{d}$ scaling corresponds to the high-noise regime, where the two Gaussian clouds are overlapping and hard to disentangle [49, 50], e.g. as in the case of CelebA in Fig. 1. The ground-truth labels, instead, are provided by two i.i.d. Gaussian teacher vectors, namely $W_T^+$ and $W_T^-$, each one producing labels for the inputs with the corresponding group-membership, namely $y^\mu = \text{sign}(W_T^\pm \cdot x^\mu + b_T^\pm)$. The thresholds $b_T^\pm$ correspond to the teacher bias terms, included in the model to control the fraction of positive and negative samples within the two sub-populations. Overall, the geometric picture is summarised by the overlaps between the introduced vectors:

$$m_\pm = \frac{1}{d} W_T^\pm \cdot v \quad q_T = \frac{1}{d} W_T^+ \cdot W_T^-,$$

that respectively quantify the alignment of the teacher decision boundaries with respect to the shift vector, controlling the group-label correlation, and the overlap between the teacher vectors, controlling the correlation between labels assigned to similar inputs belonging to different communities. For additional details we refer the reader to the Supplementary Material (SM).

Given the synthetic dataset $\mathcal{D}$, we then train a single layer network with logistic loss and $L_2$-regularisation, and analyse the corresponding generalisation performance. The central goal is to understand how data geometry and cardinality can influence the training of a fair classifier.

**Theoretical analysis in high-dimensions.** The T-M model becomes analytically tractable in the high-dimensional limit where $n, d \to \infty$ at a proportional rate, due to the strong concentration properties that make its behaviour deterministic and perfectly trackable. In this work, we derive a theoretical characterisation of the asymptotics of the model, by employing the replica method from statistical physics [51, 52], whose effectiveness in characterising typical learning scenarios in controlled settings has been widely demonstrated [53]. In convex learning problems, akin to the one we tackle in the present work, the results of this heuristic method can be rigorously proven by means of the Gordon minimax [49] from high-dimensional statistics. This goal, however, is out of the scope of the present work and is left for future research.

The result of this type of theoretical analysis is a reduction of the complex high-dimensional learning problem to a simple system of equations that only depends on a few scalar quantities:

$$Q = \frac{1}{d} W \cdot W, \quad m = \frac{1}{d} W \cdot v \quad R_\pm = \frac{1}{d} W \cdot W_T^\pm,$$

representing the typical norm of the trained estimator, its magnetisation in the direction of the cluster centres, and its overlap with the two teachers. These parameters can be used to evaluate simple expressions for common model evaluation metrics, such as the confusion matrix or the generalisation error. We postpone all details of this involved analysis to the SM, and only show some of the obtained results in the following sections.

**2.3 Investigating the sources of bias**

Through the lens of the T-M model, we can analytically investigate the effect of several sources of bias that inevitably mine the design of a fair classifier. To quantify the level of bias in the predictions of the trained model, we need to choose a metric of fairness. For simplicity, throughout this section, we employ disparate impact (DI) [23], a ML analogous of the 80% rule [54], which allows a simple assessment of the over-specialisation of the classifier on one of the sub-populations. In principle, in the T-M there is no preferable realisation of the target attribute so we can adopt a symmetric version of DI, defined as:

$$\text{DI} = \frac{\text{test accuracy in sub-population} +}{\text{test accuracy in sub-population} -}$$

We consider three separate experiments to summarise some distinctive features of the fairness behaviour in the T-M, namely the impact of the correlation between the labelling rules and the group structure, the interplay between relative representation and group variance, and the positive transfer effect in the data-scarce regime.
Figure 3: **Bias under different parametric settings.** Impact of several parameters on the Disparate Impact (DI) of the model. From left to right. (Panel 1) Phase diagram where each point represents the DI (red indicates a worse accuracy on group +) for different values of rule similarity \( q_T \) (x-axis) and the relative representation \( \rho \) (y-axis). The dotted grey line denotes the 80% threshold for disparate impact. The other parameters are: \( m_\pm = 0.2, \alpha = 0.5, \Delta_+ = 0.5, \Delta_- = 0.5, b_+ = 0, b_- = 0 \). (Panel 2) Accuracy of group + (dashed lines) and group − (dot-dashed lines), in a cut across the first phase diagram at \( q_T = 0.8 \). The different colours indicate different levels of group-label correlation \( m_\pm \). (Panel 3) Phase diagram of the DI at fixed \( q_T = 1 \), as the group-label correlation \( m_\pm \) (x-axis) and \( \rho \) are varied. (Panel 4) Role of the dataset size (\( \alpha \)), at a cut \( m_\pm = 0.5 \) of the diagram in panel 3. The remaining parameters are: \( \alpha = 0.5, \Delta_+ = 0.5, \Delta_- = 0.5, b_+ = 0, b_- = 0 \).

**Group-label correlation.** In the two left panels of Fig. 3, we consider a scenario where the labelling rules for the two groups are not perfectly aligned, i.e. \( W^+_T \neq W^-_T \) (and/or \( b_+ \neq b_- \)). Note that in this case we have a clear mismatch between the learning model, a single linear classifier, and the true input-output structure in the data: the learning model cannot reach perfect generalisation for both sub-populations at the same time. For simplicity, we set an equal correlation between the two teacher vectors and the shift vector, \( m_+ = m_- > 0 \), and isolate the role of rule similarity \( q_T \). The first panel shows a phase diagram of the DI (DI< 1 indicating a lower accuracy on group +), as function of the similarity of the teachers and the fraction of + samples in the dataset. The induced bias becomes sizeable when the labelling rules are misaligned and the group sizes are numerically unbalanced. As shown in the cut displayed in the second panel, by lowering the group-label correlation \( m_\pm \) the gap between the measured accuracies on the two sub-populations becomes smaller. Remarkably, in the two panels on the right in Fig. 3, we show that even when two rules are identical, \( q_T = 1 \), and the task becomes solvable by the classifier, the trained model can still be biased. In the third panel, we trace the cause of this effect to the presence of a non-zero group-label correlation \( m_\pm \), and in the fourth panel we see how this effect is more pronounced in the data-scarce regime. In all four panels, as \( \rho \) reaches 0.5, the two sub-populations become equally represented and the classifier achieves the same accuracy for both.

Figure 4: **Bias in equally represented subpopulations.** We show the disparate impact as the distribution of the two subpopulations is changed by altering their variances (\( \Delta_+ \) and \( \Delta_- \)). The diagonal line gives the configurations where the two subpopulations have the same variance. The three panels consider different levels of representation, from left to right \( \rho = 0.1, 0.3, 0.5 \). The latter is the situation with both subpopulations being equally represented in the dataset. We use the red and blue colours to quantify the disparate bias against sub-population + and − (respectively). The other parameters are: \( \alpha = 0.5, q_T = 1, m = 0.5, b_+ = 0, b_- = 0 \).

**Bias and variance.** Unfortunately, balancing the group relative representation does not guarantee a fair training outcome. In Fig. 4, we plot the DI as a function of the group variances \( \Delta_\pm \), for
different values of the fraction of + samples. One finds that the model might need a disproportionate number of samples in the two groups to obtain comparable accuracies. In fact, the quality of a group’s representation in the dataset can increase if the number of points is kept constant but the group variance is reduced. The blue regions in the first two panels indicate a higher accuracy for the minority group even if the dataset only contains 10% and 30% of samples belonging to it. This exemplifies the fact that a very focused distribution (low $\Delta_+$) actually requires less samples. The last panel ($\rho = 0.5$) shows the scenario one would expect a priori: on the diagonal line the DI is balanced, but by setting $\Delta_+ > \Delta_-$ (or viceversa) one immediately induces a bias in the classification.

![Disparate impact](image)

Figure 5: **Positive transfer effect**. Given a fixed proportion of the two sub-populations, we compare different levels of rule similarity ($q_T$) as the size of the dataset is increased. The accuracy gap (first figure) may mislead into thinking that the accuracy in one sub-population is decreasing as the other increases, instead the accuracy is steadily increasing (second figure) for both sub-populations. Finally, the last two figures show the accuracy in the sub-population $+$ and $-$ (respectively) minus the accuracy on the same dataset when the other sub-population is perfectly removed. The other parameters are: $\rho = 0.1$, $m = 0.2$, $\Delta_+ = 0.5$, $\Delta_- = 0.5$, $b_+ = 0$, $b_- = 0$.

**Positive transfer.** If mixing different sub-populations in the same dataset can induce unfair behaviour, why shouldn’t we split the data and train independent models? In Fig. 5, we show that a positive transfer effect [55] can be traced between the two groups when the rules are sufficiently similar. In fact, the performance on the smaller group only deteriorates if the dataset is split. To clarify this point, we plot the DI as a function the data scarcity $\alpha$, for several values of the rule similarity $q_T$ and at fixed $\rho$. We also compare the accuracies on each sub-population of a classifier trained on the full dataset and of a baseline classifier trained only on the respective data subsets (+ in the second figure, − in the third). If the rules are sufficiently similar (large $q_T$), we can observe a positive transfer and using the dataset in his entirety leads to a performance and fairness improvement. As expected, positive transfer can be particularly useful in data-scarce regimes (small $\alpha$) and becomes ineffective or detrimental in large datasets (large $\alpha$), as shown in the last panel.

## 3 Mitigation strategies

As seen in the previous sections, biasing a classifier in the presence of group structure in the data is extremely easy. To assess the fairness of a ML model on a given data distribution, a plethora of different fairness criteria have been designed [28, 29]. A few well-established criteria are summarised in Table 1. The common denominator among them is that they make a requirement of independence between the distribution of a certain type of prediction outcome and the group-membership. From a probabilistic point of view, denoting with $E$ an random variable that represents the outcome, and with $C$ the group membership, the classifier has to satisfy $P(E|C) = P(E)$. For instance, Equal Opportunity requires the ML model to achieve equal true positive rates, independent of the sub-population. Following the lines of [28], we aim to quantify how far is the trained model from meeting each of these criteria. A natural measure of this distance is provided by the Mutual Information (MI) between the random variables $E$ and $C$, $I(E;C)$, which quantifies their statistical dependence:

$$I(E;C) = D_{KL}(P[E,C] || P[E]P[C]) = \mathbb{E}_{(E,C)} \log \frac{P[E,C]}{P[E]P[C]}.$$

(4)

Clearly, if the condition required by a certain fairness definition is verified, the joint distribution $P[E,C]$ factorises, i.e. $P[E,C] = P[E]P[C]$, and the mutual information goes to zero.
| FAIRNESS METRIC | CONDITION |
|-----------------|-----------|
| Statistical Parity | $\mathbb{P}[Y = y | C = c] = \mathbb{P}[Y = y] \forall y, c$ |
| Equal Opportunity | $\mathbb{P}[Y = 1 | C = c, Y = 1] = \mathbb{P}[Y = 1 | Y = 1] \forall c$ |
| Equal Accuracy | $\mathbb{P}[\hat{Y} = y | C = c, Y = y] = \mathbb{P}[\hat{Y} = y | Y = y] \forall y, c$ |
| Equal Odds | $\mathbb{P}[\hat{Y} = 1 | C = c, Y = 1] = \mathbb{P}[\hat{Y} = 1 | Y = 1] \cap \forall c$ |
| Predicted Parity | $\mathbb{P}[Y = 1 | C = +, \hat{Y} = y] = \mathbb{P}[Y = 1 | C = -, \hat{Y} = y] = \mathbb{P}[Y = 1 | Y = y] \forall y$ |

Table 1: List of Fairness Metrics. Statistical Parity: Equal fractions of each group should be treated as belonging to the positive class [20, 21, 19]. Equal Opportunity: Each group need to achieve equal true positive rate[26]. Equal Accuracy: Each group is required to achieve the same level of accuracy. Equal Odds: Each group should achieve equal true positive and false positive rates[23, 24]. Predicted Parity. Given the inputs are classified with label $y^*$, the fraction of input with true label $y^*$ should be consistent across sub-populations. This gives two methods: predicted parity 1 requires the condition only for $y^* = 1$, while predicted parity 10 requires the condition for both $y^* = 1$ and $y^* = 0$ [25].

In the following, we provide a study of two simple bias mitigation strategies. First, we propose an analysis of the compatibility between different fairness conditions: instead of directly constraining on realising each criterion, we optimise for them indirectly. In particular, we study the de-biasing effect of a sample reweighing strategy where the relevance of each sample is varied based on its label and group membership [12, 13, 14]. Then, we propose a novel theory-based mitigation protocol, along the lines of protocols used in the context of multi-task learning [56]. Note that both methods can be analytically investigated in the framework of the T-M model.

![Figure 6: Mitigation trade-off. The phase diagrams show the effect of re-weighting, biasing both: towards low mistakes in classifying sub-population + ($w_+$ on the x-axis) and towards low mistakes for label +1 ($w_1$ on the y-axis). The quantity shown in the diagrams are the mutual information for the metrics introduced in the text (first three columns) and the accuracy on the two subpopulations (last column). The diagrams for the mutual information also show red markers denoting where the minimum is achieved. Parameters: $\rho = 0.1, qt = 0.8, \Delta_+ = 2.0, \Delta_- = 0.5, \alpha = 0.5, m_+ = 0.3, m_- = 0.1, b_+ = 0.5, b_- = 0.5$.](image)

Loss Reweighing. Recent literature shows that some fairness constraints cannot be satisfied simultaneously. ML systems are instead forced to accept trade-offs between them [21]. This sort of compromise is well-captured in the simple framework of the T-M model. Fig. 6 shows, in form of phase diagrams, the MI measured with respect to the various fairness criteria while varying the two reweighing parameters, $w_+$ and $w_1$. The reweighing works in the following way: the loss term associated to a label 1-group + sample will be weighed $w_+ w_1$, while, e.g., that of a label 0-group − data point will receive weight $(1 - w_+)(1 - w_1)$. By changing these relative weights one can force the model to pay more attention...
to some types of errors and re-establish a balance between the accuracies on the two sub-populations. The red crosses in the phase diagrams identify the points where the MI reaches its minimum value for each fairness metric. Notably, some minima are found to lie in different regions of the phase diagram (at the opposite extremes), and they often align only in correspondence of trivial classification, where fairness is achieved but at the expense of accuracy. These results highlight clear signs of incompatibility between the different constraints, as expected from the related literature.

Figure 7: Mitigation trade-off in the coupled architecture. The first two figures represent a one dimensional version of Fig. 6 for the coupled architecture set up. On the left panel, the mutual information of the different fairness measures (statistical parity, equal opportunities, equal accuracy, equal odds, predicted parity $\pm 1$) is plotted as a function of the coupling-strength parameter $\gamma$, observe that the minima of the curves are much closer. Furthermore, the second panel shows a better accuracy trade-off between subpopulation $+$ and subpopulation $-$. The remaining two figures, show the same quantity in the CelebA dataset in the setup described for in Sec. 2 for Fig. 1. The observations made for the synthetic model apply also in this real-world case.

**Coupled Networks.** Inspired by the existence of a positive transfer between similarly labelled sub-groups, we propose a new theory-based mitigation strategy which we call coupled neural networks. It consists in the simultaneous training of multiple neural networks on the different subsets of the data associated with different groups. The networks exchange information by means of an elastic penalty that mutually attracts them. This method allows higher expressivity and specialisation on the various sub-populations [22, 41, 57]. The strength of the coupling is controlled through the parameter $\gamma$ (playing a role in the loss similar to a regularisation intensity). For the sake of simplicity, in the present work we restrict to the case of two coupled networks. Contrary to a situation where two networks are independently trained on two different sub-populations, this strategy retains the advantage of training the classifiers on the entire dataset while preserving the chance of learning two distinct rules. The first plot in Fig. 7 shows the key advantage of using this method with respect to other mitigation strategies. The plot displays the behaviour of the mutual information as a function of the coupling parameter for different fairness metrics. Rather surprisingly, what we observe is a more robust consistency among the various fairness metrics: the position of the minima are very close to each other. Moreover, the value of the coupling parameter achieving this agreement condition is also the one that minimises the gap in terms of test accuracy between the two sub-populations, as shown in the second plot of Fig. 7, without hindering the performance on the larger group. The remaining two plots in the same figure, show a qualitative similar behaviour in the realistic dataset from CelebA$^2$. In the SM we provide additional results for this method and we discuss the effect training the models on subset that only partially correlate with the true group structure.

Finally, we remark that although the method works significantly better in the synthetic framework, real data present more complex correlations that may hinder the effectiveness of the method. Therefore, an application of this technique on real settings requires caution. A future research direction will be to understand the range of applicability of the coupled neural networks and, consequently, its limitations.
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A Extended broader impact statement

According to the Cambridge dictionary, bias is “the action of supporting or opposing a particular person or thing in an unfair way”. Bias is inherently rooted in societies, and each society carries their prejudice in favour and against some groups compared with others. We acknowledge that defining or addressing biases in a social system only from a technical standpoint, may risk the root causes of issues and even amplify other types of biases that are dismissed. We also recognise there are multiple incompatible notions of Fairness and Bias [62]. Thus, we recognise it is very important to define and identify bias and fairness definitions that fit the task and context in hand. With this paper, our aim is to quantify biases that stem from data imbalance in a system in a controlled setting. This will help identify and mitigate biases that stem from geometric properties of the input data or the insufficient number of quality labels for some subgroups.

It is important to recognise the priority of debiasing in a system and perform appropriate bias tests considering the context and task in hand [10, 11]. In our work, this indicates the clusters in represented data space being associated with attributes that matter in the system for the task of interest. In a software system, unit testing is performed to identify edge cases. However, in ML systems this search space might be larger and identifying the features that we want to debias the systems with, is of importance.

On the choice of the datasets, in this paper, we used synthetic data to have control over the experiments and hypothesis. We also used CelebA dataset to compare a realistic data representation with our synthetic set up. We acknowledge that CelebA datasets have features like gender, and age that may not be representative or inclusive. For example the binary gender attributes may be harmful to trans and gender non-conforming communities. Therefore, we only used features like “Wavy_Hair” and “Wearing_Lipstick” that don’t inherit social constructs and are appearance based. We also state that the outcome of this research should not be used in any ways or forms in a face recognition or detection system.
B Real data validation

In this section, we provide extra details concerning the experiment conducted on the CelebFaces Attributes (CelebA) dataset and described in the main text. We also show how the phenomena presented in the main text are quite general and can be observed even in lower-dimensional datasets, such as the Medical Expenditure Panel Survey (MEPS) dataset [61].

B.1 Additional details on the CelebA experiments

The CelebA dataset is a collection of 202,599 face images of various celebrities, accompanied by 40 binary attributes per image (for instance, whether a celebrity features black hairs or not) [45]. To obtain the results presented in the main text we apply the following pre-processing pipeline: We first downsample CelebA up to 20,000 images. Notice that this is done with the purpose of considering settings with limited amount of available data. Indeed, as we have seen in the main manuscript, data scarcity is one of the main bias-inducing ingredients. We are thus not interested to consider the entire CelebA dataset, especially for simple classification tasks like the one described in the main text. By exploiting the deep learning framework provided by Tensorflow [64], we then pre-process the dataset using the features extracted from an Xception convolutional network [46] pre-trained on Imagenet [47]. Finally, we collect the extracted features together with the associated binary attributes in a json file.

![Clustering CelebA according to attributes](image)

Figure B.1: **Clustering CelebA according to attributes.** We show 6 of the 40 attributes in CelebA demonstrating a neat clustering.

By applying PCA on the pre-processed dataset, we observe a clustering structure in the data when projected to the space of the PCA principal components. The clusters appear to reflect a natural correspondence with the binary attributes associated to each input data point, however this is not a general implication and many datasets show clustering with a non interpretable connection to the attributes. The clusters can be clearly seen in Fig. B.1, where we use colours to show whether a celebrity features a given attribute (green dots) or not (orange dots). In the plot, the axes correspond to the directions traced by the two PCA leading eigenvectors. As we can see from Fig. B.1, the two sub-populations are overlapping and hard to disentangle. This situation precisely corresponds to the high-noise regime the T-M model is meant to describe. Among the various clustering depicted in Fig. B.1, we decided to disregard those corresponding to ethically questionable attributes, such as "Attractive", "Male" or "Young". Finally, we chose as sensitive attribute – determining the membership in the subpopulations – the "Wearing_Lipstick" feature since it gives a more homogeneous distribution of the data points in the two clusters.
Figure B.2: Relative representation across attributes. The panels show the generalisation error depending on the relative representation in different attributes. The sub-populations + (green) − (orange) are obtained splitting according to the attribute "Wearing_Lipstick". The simulations are averaged over 100 samples.

Anyone of the other attributes can be considered as a possible target, and thus be used to label the data points. The final pre-processing step consist in downsampling further the data in order to have the same ratio of 0 and 1 labels in the two subpopulations. This step helps mitigating bias induced by the different ratio of label in the two subpopulations and simplifies the identification of the other sources of bias. The general case can be addressed in the T-M model, in Sec. D we comment more on the bias induced by different label ratios.

As Fig. B.2 illustrates, there is a large number of possible outcomes concerning the behaviour of the test error as a function of the relative representation. Indeed, as we have seen in the main text, the presence and the position of the crossing point strictly depends on both the cluster variances and the amount of available data. Despite all these behaviours are fully reproducible in the T-M model by means of its corresponding parameters, we here decided to chose the “Wavy_Hair” as target feature because it shows a nicely symmetric profile of the test error that is more suitable for illustration purposes.

To get the learning curves in Fig. B.2, we train a classifier with logistic regression and $L_2$-regularization. In particular, we use the LogisticRegression class from scikit-learn [63]. This class implements several logistic regression solvers, among which the lbfgs optimizer. This solver implements a second order gradient descent optimization which can consistently speed-up the training process. The training algorithm stops either if the maximum component of the gradient goes below a certain threshold, or if a maximum number of iterations is reached. In our case, we set the threshold at $1e^{-15}$ and the maximum number of iterations to $10^5$. The parameter penalty of the LogisticRegression class is a flag determining whether an $L_2$-regularization needs to be added to the training or not. The C hyper-parameter corresponds instead to the inverse of the regularization strength. In our experiments, we chose the value of the regularization strength by cross-validation in the interval $(10^{-3}, 10^3)$ with 30 points sampled in logarithmic scale.

B.2 Other datasets

The observations made on the CelebA dataset are quite general and can be further extended to lower-dimensional datasets. To demonstrate this, we considered the Medical Expenditure Panel Survey.
Figure B.3: MEPS dataset. (Left) Clustering in the MEPS dataset, according to be above or below the average age. (Right) Crossing of the generalisation error as the relative representation $\rho$ is changed. The simulations are averaged over 100 samples.

(MEPS) dataset. This is a dataset containing a large set of surveys which have been conducted across the United States in order to quantify the cost and use of health care and health insurance coverage. The dataset consists of about 150 features, including sensitive attributes, such as age or medical sex, as well as attributes describing the clinical status of each patient. The label is instead binary and measures the expenditure on medical services of each individual, assessing whether the total amount of medical expenses is below or above a certain threshold. As it can be seen in Fig. B.3, the behaviour is qualitatively similar to the one already observed in the CelebA dataset of celebrity face images. Indeed, even in this case, PCA shows the presence of two distinct clusters when considering the age as the sensitive attribute and then splitting the dataset in two sub-populations, according to the middle point of the age distribution. Moreover, the generalisation error per community exhibits a crossing according to the relative representation.
C Mathematical formulation and analysis

Data Model

We consider a classification problem defined by a set of input-output associations $D = \{(x^\mu, y^\mu)\}_{\mu=1}^{\alpha N}$, with $x^\mu \in \mathbb{R}^N$, $y^\mu \in \{0, 1\}$ and $\alpha = \mathcal{O}(1)$. Note that here we are employing the statistical physics notation, indicating the number of features (and the number of trained parameters) with $N$, whereas in the main text we used the statistics notation $d$.

The data is generated according to the Teacher-Mixture (T-M) model described in the main text. The inputs $x^\mu$ are distributed as in a Gaussian mixture: first, one samples the group-membership patterns in the relative community:

$$ c^\mu \sim \rho \delta (c^\mu - 1) + (1 - \rho) $$

where $0 < \rho < 1$ is the fraction of samples from the first Gaussian. Then, the inputs are generated as:

$$ x^\mu = c^\mu \frac{v}{\sqrt{N}} + z^\mu $$

where the shift-vector $v$ and the noise-vector $z^\mu$ have i.i.d. components $v_i \sim N(0, 1)$, $z_i \sim N(0, \Delta_{\varphi^\mu})$, with a variance $\Delta_{\varphi^\mu}$ that is group dependent. The $1/\sqrt{N}$ scaling for the shift of the centres is the interesting one where the Gaussians might have a large overlap.

The ground-truth labels $y^\mu$ are instead assigned by a tuple of teacher vectors, each acting on the patterns in the relative community:

$$ y^\mu = \text{sign} \left( \frac{T_c^\mu \cdot x^\mu}{\sqrt{N}} + \tilde{a}_{\varphi^\mu} \right) $$

where $T_s \sim N(0, 1)$ and $\tilde{a}_{\varphi^\mu}$ are bias terms of order $\mathcal{O}(1)$. Note that the $1/\sqrt{N}$ scaling ensures that the activation is $\mathcal{O}(1)$ overall. The teacher vectors are assumed to have a fixed overlap with the centres direction, $\tilde{m}_c = T_{c^\mu} \frac{v}{N}$, and mutual overlap $\tilde{q} = \frac{T_{c^\mu}}{\sqrt{N}} \frac{T_{c^\mu}}{\sqrt{N}}$. Since the geometry of the problem is completely determined by these quantities, in the following we will call them the generative parameters.

Learning model

We will directly present the most general setting for this calculation, where the learning model is composed of two linear classifiers, coupled by an elastic penalty of intensity $\gamma$. This allows us to characterise the novel mitigation strategy proposed in this work, while the standard case with a single learning model can be obtained by setting $\gamma = 0$. The derivation presents elements of novelty that are interesting per se and we will publish a more technical version of the paper to highlight these new results.

Each student, denoted by the index $s = 1, 2$, is trained only on a fraction of the full dataset $D_s$, and obtains information on the rest through the coupling with the second learning model. Note that the data split is not assumed to be perfectly aligned with the group structure, despite our intuition that this might allow the best generalisation performance.

The loss function for the coupled learning model reads:

$$ L(w_1, w_2) = \sum_{s=1,2} \sum_{\mu \in D_s} \ell \left( \frac{T_{c^\mu} \cdot x^\mu}{\sqrt{N}} + \tilde{a}_{\varphi^\mu}, \frac{w_s \cdot x^\mu}{\sqrt{N}} + b_s \right) + \sum_{s=1,2} \lambda \left( \sum_{i=1}^{N} w^2_{s,i} \right) - \frac{\gamma}{2} \|w_1 - w_2\|^2 $$

Specifically in the following we will focus on the cross-entropy loss:

$$ \ell(y, q) = -\Theta(y) \log \sigma(q) - (1 - \Theta(y)) \log (1 - \sigma(q)) $$

where $\Theta(\cdot)$ is the Heaviside step function, which outputs 1 for positive arguments and 0 for negative ones, and $\sigma(x) = (1 + \exp(-x))^{-1}$ is the sigmoid activation function. The calculation holds also for alternative losses, e.g. the Hinge loss or the MSE loss, since the only affected part is the numerical optimisation of the proximal operator, as we show below.
Average over the measure of the coupled teachers

In the T-M model, the label distribution is non-trivially dependent on the mutual alignment of the shift vector \( v \), determining the means of the two Gaussians in the input mixture, and the two teacher vectors \( T_{1,2} \). As in most problems in high-dimension, we are allowed to fix a Gauge for one of these vectors (compatible with its distribution), since an average over all its possible realisations would just record the same contribution from each one of them. In this case, for simplicity, we choose \( v = 1 \) to be a vector with all entries equal to 1 (this is still a vector on a sphere of radius \( N \)). Once this degree of freedom is fixed, the invariance is resolved so we still need to account for the average over the remaining vectors.

Let’s define the partition function for the teacher vectors as:

\[
Z_T = \int d\mu(T_+, T_-) = \prod_{c=\pm} \left[ d\mu(T_c) \delta \left( |T_c|^2 - N\tilde{Q} \right) \delta (T_c \cdot \hat{\mu} - N\tilde{m}_c) \right] \delta (T_+ \cdot T_- - N\tilde{q}),
\]

where the measures \( \mu T_{\pm} \) are in this case assumed to be factorised normal distributions. The Dirac’s \( \delta \)-functions ensure that the geometrical disposition of the model vectors is the one defined by the chosen magnetizations \( \tilde{m}_\pm \) and the overlap \( \tilde{q} \), and that the vectors are normalised to \( \tilde{Q}_c \) (we are setting \( \tilde{Q}_c = 1 \)).

At this point, and throughout this section, we use the integral representation of the \( \delta \)-function:

\[
\delta(x - aN) = \int \frac{da}{2\pi/N} e^{-i\phi(a)}/N,
\]

where \( \phi \) is a so-called conjugate field that plays a role similar to a Lagrange multiplier, enforcing the hard constraint contained in the \( \delta \)-function. We can rewrite:

\[
Z_T = \prod_{c=\pm} \frac{d\tilde{Q}_c}{2\pi/N} \int d\tilde{m}_c \frac{d\tilde{q}}{2\pi/N} e^{N\Phi_T([\tilde{Q}_\pm, \tilde{m}_\pm, \tilde{q}])},
\]

where the action \( \Phi_T \) represents the entropy of configurations for the teacher that satisfy the chosen geometrical constraints. Given that the components of the teacher vectors are i.i.d., the entropy easily factorises over them. In high-dimensions, i.e. when \( N \to \infty \), the integral will be dominated by "typical" configurations for the vectors, and the integral \( Z_T \) can be computed through a saddle-point approximation. We Wick rotate the fields in order to avoid dealing explicitly with imaginary quantities, and decompose \( \Phi_T = \Phi_{Ti} + \Phi_{Ts} \):

\[
g_{Ti} = -\left( \sum_c \tilde{m}_c \tilde{m}_c + \sum_c Q_c \tilde{Q}_c + \tilde{q} \tilde{q} \right),
\]

\[
g_{Ts} = \log \int DT_+ \int DT_- \exp \left( \sum_c \tilde{Q}_c T_c^2 + \sum_c \tilde{m}_c T_c + \tilde{q} T_+ T_- \right).
\]

After a few Gaussian integrations the computation of the second term yields:

\[
g_{Ts} = \frac{(1 - 2\tilde{Q}_-) \tilde{m}_c^2 + (1 - 2\tilde{Q}_+) \tilde{m}_c^2 + 2\tilde{q} \tilde{m}_c \tilde{m}_c - \tilde{q}^2}{2 \left( (1 - 2\tilde{Q}_-) (1 - 2\tilde{Q}_+) - \tilde{q}^2 \right)} - \frac{1}{2} \log \left( (1 - 2\tilde{Q}_-) (1 - 2\tilde{Q}_+) - \tilde{q}^2 \right).
\]

Now, in order to complete the computation of the partition function \( Z_T \), we have impose the saddle point condition for \( \Phi_T \), which is realised when the entropy is extremised with respect to the fields we introduced. The saddle point equations for the teacher conjugate parameters give:

\[
\partial_{\tilde{m}_c} \Phi_T = 0 \to \tilde{m}_c = \frac{(1 - 2\tilde{Q}_-) \tilde{m}_c + \tilde{q} \tilde{m}_c - \tilde{q}^2}{(1 - 2\tilde{Q}_-) (1 - 2\tilde{Q}_+) - \tilde{q}^2},
\]

\[
\partial_{\tilde{Q}_c} \Phi_T = 0 \to \tilde{Q}_c = \left( 1 - 2\tilde{Q}_- \right) \tilde{m}_c + \tilde{m}_c \tilde{m}_c + 2\tilde{q} \tilde{m}_c \tilde{m}_c - \tilde{q}^2 \left( (1 - 2\tilde{Q}_-) (1 - 2\tilde{Q}_+) - \tilde{q}^2 \right).
\]
\[ \partial_q \Phi_T = 0 \rightarrow \hat{q} = \left( \hat{q} \sum_c \hat{m}_c^2 \left( 1 - 2\hat{Q}_- - 2\hat{q}^2\hat{m}_c \hat{m}_- \right) \right) \left( \left( 1 - 2\hat{Q}_- \right) \left( 1 - 2\hat{Q}_+ - \hat{q}^2 \right) \right) + \frac{\hat{q} + \hat{m}_+ \hat{m}_-}{\left( 1 - 2\hat{Q}_- \right) \left( 1 - 2\hat{Q}_+ - \hat{q}^2 \right)} \]  \hspace{1cm} (C.10)

By moving around the terms in these equations one can find two identities that will be useful later in the computation:

\[ \hat{Q}_c - \hat{m}_c^2 = \frac{\left( 1 - 2\hat{Q}_- \right)}{\left( 1 - 2\hat{Q}_- \right) \left( 1 - 2\hat{Q}_+ - \hat{q}^2 \right)} \]  \hspace{1cm} (C.11)

\[ \hat{q} - \hat{m}_+ \hat{m}_- = \frac{\hat{q}}{\left( 1 - 2\hat{Q}_- \right) \left( 1 - 2\hat{Q}_+ - \hat{q}^2 \right)} \]  \hspace{1cm} (C.12)

**Free entropy of the learning model**

In this section we aim to achieve analytical characterisation of typical learning performance in the T-M, i.e. to describe the solutions of the following optimisation problem:

\[ w_1^*, w_2^* = \text{argmin}_{w_1, w_2} \mathcal{L}(w_1, w_2; D), \]  \hspace{1cm} (C.13)

where \( D \) represents a realisation of the data and \( \mathcal{L}(\cdot) \) was defined in Eq. C.4. In typical statistical physics fashion, we can associate this problem with a Boltzmann-Gibbs probability measure, over the possible configurations of the student model parameters:

\[ P(w_1, w_2; D) = \frac{e^{-\beta \mathcal{L}(w_1, w_2; D)}}{Z_W}, \]  \hspace{1cm} (C.14)

where the loss \( \mathcal{L} \) plays the role of an the energy function, \( \beta \) is an inverse temperature and \( Z_W \) is the partition function (normalisation of the Boltzmann-Gibbs measure).

Since the loss is convex in the student parameters, when the inverse temperature is sent to infinity, \( \beta \rightarrow \infty \), the probability measure focuses on the unique minimiser of the loss, representing the solution of the learning problem. In the asymptotic limit \( N \rightarrow \infty \), the behaviour of this model becomes predictable since the overwhelming majority of the possible dataset realisations (with the same configuration of the generative parameters) will produce solutions with the same macroscopic properties (norm, test performance, etc). We therefore need to consider a self-averaging quantity, which is independent of the specific realisation of the dataset so that the typical learning scenario can be captured.

Thus, we compute the average free-energy:

\[ \Phi_W = \lim_{N \rightarrow \infty} \lim_{\beta \rightarrow \infty} \frac{1}{\beta N} \left( \log Z_W(w_1, w_2; D_1, D_2) \right)_{D_1, D_2}. \]  \hspace{1cm} (C.15)

This type of quenched average is not easily computed because of the log function in the definition. The replica trick, based on the simple identity \( \lim_{n \rightarrow 0} (x^n - 1)/n = \log(x) \), provides a method to tackle this computation. One can replicate the partition function, introducing \( n \) independent copies of the original system. Each of them, however, sees the same realisation of the data \( D \) (the "disorder" of the system, in the statistical physics terminology). When one takes the average over \( D \), the \( n \) replicas become effectively coupled, and can be intuitively interpreted as i.i.d. samples from the Boltzmann-Gibbs measure of the original problem. At the end of the computation, one takes the analytic continuation of the integer \( n \) to the real axis and computes the limit \( \lim_{n \rightarrow 0} \), re-establishing the logarithm and the initial expression.

We start by working on the replicated volume (product over the \( n \) partition functions) \( \Omega^n(D) \), which is still explicitly dependent on the sampled dataset:

\[ \Omega^n(D) = \int \frac{d\mu(T_+, T_-)}{Z_T} \prod_{s, \ell} \int d\nu_d^s d\nu_q^s e^{-\frac{\beta}{2} \|w_1^s - w_2^s\|^2} \prod_{\mu \in D_s} e^{-\beta \ell \left( \frac{T_{\mu, s}^+ + b_{\mu, s}^+}{\sqrt{\nu_d^s}} + \frac{w_2^s - w_1^s}{\sqrt{\nu_q^s}} + \frac{b_{\mu, s}^-}{\sqrt{\nu_q^s}} \right)}, \]  \hspace{1cm} (C.16)
where \( s = 1, 2 \) indexes the two coupled student models and \( \alpha = 1, \ldots, n \) is the replica index.

To make progress we have to take the disorder average, i.e. the expectation over the distribution of \( x^\mu \) as defined in the T-M model. However, at this time the inputs appear inside the loss terms and taking a direct average is not feasible. We can exploit \( \delta \)-functions in order to replace with dummy variables, \( u^\mu \) and \( \lambda^\alpha_\mu \), the dot products in the loss and isolate the input dependence in simpler exponential terms:

\[
1 = \int \prod_\mu d\mu_\mu \delta \left( u^\mu - \frac{T_{c^\mu} \cdot x^\mu}{\sqrt{N}} \right) \int \prod_{\alpha, \mu, s \in D_s} d\lambda^\alpha_\mu \delta \left( \lambda^\alpha_\mu - \frac{w^\alpha_s \cdot x^\mu}{\sqrt{N}} \right) 
\]

\[
= \int \prod_\mu du_\mu d\lambda^\alpha_\mu \frac{i\hbar}{2\pi} \left( u^\mu - \sum_{i=1}^N \frac{T_{a^\mu i} x^\mu_i}{\sqrt{N}} \right) \int \prod_{\alpha, \mu, s \in D_s} d\lambda^\alpha_\mu \frac{i\hbar}{2\pi} \left( \lambda^\alpha_\mu - \sum_{i=1}^N \frac{w^\alpha_s x^\mu_i}{\sqrt{N}} \right) 
\]

We can now evaluate the expectation over the input distribution, collecting all the terms where each given input appears. By neglecting terms that vanish in the \( N \rightarrow \infty \) limit, for each pattern \( \mu \) we get:

\[
\mathbb{E}_{x^\mu} e^{-i\sum_\lambda \lambda^\alpha_\mu \sum_{i=1}^N \frac{w^\alpha_s x^\mu_i}{\sqrt{N}} - i\hbar \sum_{i=1}^N \frac{T_{a^\mu i} x^\mu_i}{\sqrt{N}}} = \int d\lambda e^{-i\sum_\lambda \lambda^\alpha_\mu \sum_{i=1}^N \frac{w^\alpha_s x^\mu_i}{\sqrt{N}} + i\hbar \sum_{i=1}^N \frac{T_{a^\mu i} x^\mu_i}{\sqrt{N}}} 
\]

\[
= e^{-i\mathcal{A}_{\mu} \left( \sum_{\alpha} \lambda^\alpha_\mu \left( T_{a^\mu i} x^\mu_i - \sum_{i=1}^N \frac{w^\alpha_s x^\mu_i}{\sqrt{N}} \right) + 2i\mathcal{A}_{\mu} \left( \sum_{\alpha} \lambda^\alpha_\mu \frac{T_{a^\mu i} x^\mu_i}{\sqrt{N}} \right) \right)} \quad \text{(C.20)}
\]

To get Eq. C.20, we used the fact that the noise \( z^\mu \) is i.i.d. sampled from centred Gaussians of variance determined by the group, and explicitly used our Gauge choice \( \nu = 1 \). In this expression we see appearing the relevant order parameters of the model, describing the overlaps between the student vectors, the shift vector and the teacher vectors. We are thus going to introduce via \( \delta \)-functions the following parameters:

- \( m^a_s = \frac{w^a_s}{N} \), \( \bar{m}_c = \frac{T_{c^3}}{N} \): magnetisations in the direction of the + group centre of the students and the teachers.
- \( q^{ab}_{sc} = \frac{\sum_s w^a_s w^b_s}{N} \): self-overlap between different replicas of each student.
- \( R^{a}_{sc} = \frac{\sum_s w^a_s T_{c^a}}{N} \): overlap between student and teacher vectors.
- \( \tilde{Q}_c = \frac{\sum_s T_{c^a}}{N} \): norm of the teacher vectors (= 1 by assumption).

After the introduction of these order parameters (via the integral representation of the \( \delta \)-function) the replicated volume can be expressed as:

\[
\Omega^N = \int \prod_{s, \alpha} dm^a_s d\bar{m}^a_s \frac{2\pi}{N} \int \prod_{a, \alpha} dR^a_{sc} d\bar{R}^a_{sc} \frac{2\pi}{N} \int \prod_{s, \alpha} dq^{ab}_{sc} dq^{ab}_{sc} \frac{2\pi}{N} \int \prod_{c} dbG^N c G^N c \prod_{sc} G_E(s, c)^{\alpha_{c,s} N} 
\]

where \( \alpha_{c,s} N \) indicates the number of patterns from group \( c \) contained in the data slice \( D_s \) given to student \( s \). We also introduced the interaction, the entropic and the energetic terms:

\[
G_I = \exp \left( -N \left( \sum_{s, \alpha} \bar{m}^a_s m^a_s + \sum_{s, a} q^{ab}_{sc} q^{ab}_{sc} + \sum_{sc, a} R^{a}_{sc} R^{a}_{sc} \right) \right) \quad \text{(C.22)}
\]

\[
G_S = \int \prod_{c} \mathcal{D}T \exp \left( \sum_{c} Q_c T_c^2 + \sum_{c} \bar{m} c T_c + \bar{g} T_c + \bar{g} T_{-c} \right) \times \int \prod_{s, \alpha} du^a \left( w^a_s e^{-\beta \gamma (w^a_s - w^a_c)^2} \right) \exp \left( \sum_{s, \alpha} \bar{m}^a_s w^a_s + \sum_{s, a} q^{ab}_{sc} w^a_s w^b_s + \sum_{sc, a} R^{a}_{sc} w^a_s T_{c} \right) \quad \text{(C.23)}
\]
We now proceed with the calculation of the different terms in C.21, where we can substitute the RS ansatz. In the entropic term the computation is more involved, due to the couplings between the Gaussian measures for the teachers and for those of the students. We substitute the RS ansatz in expression C.23 to get:

\[ G_E(s, c) = \int \frac{dud\hat{u}}{2\pi} e^{iu\hat{u}} \prod_a \left( \frac{d\lambda^a d\hat{\lambda}^a}{2\pi} e^{i\lambda^a \hat{\lambda}^a} \right) e^{-\frac{\Delta^c}{2} \sum_{ab} \lambda_a \hat{\lambda}_b q_{ab}^c - \Delta^c \frac{1}{2} \sum_a \lambda_a R_{sc}^a - \frac{\Delta^c}{2} \left( \hat{u} \right)^2 \hat{Q}_c \]

\[ \times \prod_a e^{-\beta \left( u + c\hat{m}_c + b_c \lambda^a + cm_s^a + b_s^a \right)} \]  

(C.24)

The shorthand notation \( D_x = \frac{e^{-\frac{x^2}{2}}}{\sqrt{2\pi}} \) is used to indicate a normal Gaussian measure.

**Replica symmetric ansatz**

To make further progress, we have to make an assumption for the structure of the introduced order parameters. Given the convex nature of the optimisation objective C.4, the simplest possible ansatz, the so-called replica symmetric (RS) ansatz, is fortunately exact. Replica symmetry introduces a strong constraint for the overlap parameters, requiring the \( n \) replicas of the students to be indistinguishable and the free entropy to be invariant under their permutation. Mathematically, the RS ansatz implies that:

- \( m_s^a = m_s \) for all \( a = 1, \ldots, n \) (same for the conjugate)
- \( R_{sc}^a = R_{sc} \) for all \( a = 1, \ldots, n \) (same for the conjugate)
- \( q_{ab}^c = q_s \) for all \( a > b \), \( q_{ab}^c = Q_s \) for all \( a = b \) (same for the conjugate)
- \( b_s^a = b_s \) for all \( a = 1, \ldots, n \)

Moreover, since we want to describe the minimisers of the loss, we are going to take the \( \beta \to \infty \) limit in the Gibbs-Boltzmann measure. The replicas, which represent independent samples from it, will collapse on the unique minimum. This is represented by the following scaling law with \( \beta \) for the order parameters, which will be used below:

\[ Q - q = \delta q / \beta; \quad \hat{Q} - \hat{q} = -\beta \delta \hat{q}; \quad \hat{m} \sim \beta \hat{m}; \quad \hat{R} \sim \beta \hat{R} \]  

(C.25)

**Interaction term**

We now proceed with the calculation of the different terms in C.21, where we can substitute the RS ansatz. In the interaction term, neglecting terms of \( O(n^2) \), we get:

\[ G_i = \exp \left( -n \left( \sum_s \left( \hat{m}_s m_s + \sum_c \hat{R}_{sc} R_{sc} + \frac{\hat{Q}_s Q_s}{2} - \frac{\hat{q}_s q_s}{2} \right) \right) \right) \]  

(C.26)

In the \( \beta \to \infty \) limit the expression becomes:

\[ \log(G_i)/n = g_i = -\beta \left( \sum_s \left( \hat{m}_s m_s + \sum_c \hat{R}_{sc} R_{sc} + \frac{1}{2} (\hat{q}_s q_s - \delta \hat{q}_s q_s) \right) \right) \]  

(C.27)

**Entropic term**

In the entropic term the computation is more involved, due to the couplings between the Gaussian measures for the teachers and for those of the students. We substitute the RS ansatz in expression C.23 to get:

\[ G_S = \int \mathcal{D}T_+ \int \mathcal{D}T_- \exp \left( \sum_c \hat{Q}_c T_c^2 + \sum_c \hat{m}_c T_c + \hat{q}_c T_c \right) \prod_{s,a} d\mu(w_s^a) e^{-\frac{1}{2} (w_1 - w_2)^2} \times \prod_s \exp \left( \hat{m}_s \sum_a w_s^a + \frac{1}{2} (Q_s - \hat{q}_s) \sum_a (w_s^a)^2 + \frac{1}{2} \hat{q}_s \left( \sum_a w_s^a \right)^2 + \sum_c \hat{R}_{sc} \sum_a w_s^a T_c \right) \]  

(C.28)
We perform a Hubbard-Stratonovich transformation to remove the squared sum in the previous equation, introducing the Gaussian fields \( z_s \). Then, we rewrite coupling term between the teachers as
\[
\hat{q}_T \cdot \hat{T}_T = \frac{\hat{q}_T}{2} (\hat{T}_+ + \hat{T}_-) - \frac{\hat{q}_T^2}{2} (\hat{T}_+^2 + \hat{T}_-^2),
\]
and perform a second Hubbard-Stratonovich transformation, with field \( \tilde{z} \), to remove the explicit coupling between \( T_+ \) and \( T_- \). Similarly, the elastic coupling between the students can be turned into a linear term with fields \( z_{12}^a \):

\[
\begin{align*}
&= \int D\tilde{z} \int \prod_s Dz_s \int \frac{dT_c}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \sum_c \left( 1 - 2\hat{Q}_c + \hat{q} \right) T_c^2 \right) \times \prod_a Dz_{12}^a \\
&\times \int \prod_s d\mu (w_s) \prod_s \exp \left( \frac{1}{2} \left( \hat{Q}_s - \hat{q}_s \right) w_s^2 + B_s w_s \right) \exp \left( \frac{1}{2} \left( \hat{Q}_s - \hat{q}_s \right) w_s^2 + B_s w_s \right) (C.29)
\end{align*}
\]

After rescaling the variances of the teacher measures and centring them, one can factorise over the replica index and take the \( n \to 0 \) limit, obtaining the following expression for \( g_S = \log G_S/n \):

\[
g_S = A + \int \prod_s Dz_s \int \prod_s DT_c \int D\tilde{z} \log \int Dz_{12} \int \prod_s d\mu (w_s) \exp \left( \frac{1}{2} \left( \hat{Q}_s - \hat{q}_s \right) w_s^2 + B_s w_s \right) (C.30)
\]

where:

\[
A = \frac{\sum_c \hat{m}_c^2 (1 - 2\hat{Q}_c) + 2\hat{q} \left( \sum_c \hat{m}_c \right)^2}{2 \left( (1 - 2\hat{Q}_+) (1 - 2\hat{Q}_-) - \hat{q}^2 \right)} \quad (C.31)
\]

\[
B_s = b_s (T_+, \tilde{z}_+, \tilde{z}, z_+) + i\sqrt{\gamma} z_{12} \quad (C.32)
\]

\[
b_s = \hat{m}_s + \sqrt{\hat{q}_s} z_s + \sum_c \left[ \hat{m}_c \hat{R}_{sc} + \frac{\hat{R}_{sc}}{\sqrt{(1 - 2\hat{Q}_c + \hat{q})}} T_c + \frac{\sqrt{\hat{q}}}{\sqrt{1 - \sum_c' \left( \frac{\hat{q}}{1 - 2\hat{Q}_c + \hat{q}} \right)}} \frac{\hat{R}_{sc}}{\sqrt{(1 - 2\hat{Q}_c + \hat{q})}} \tilde{z} \right] \quad (C.33)
\]

In the \( \beta \to \infty \) limit, and considering the \( L_2 \)-regularisation on the student weights \( d\mu (w) = \frac{dw}{\sqrt{2\pi}} e^{-\frac{\lambda w^2}{2}} \), we get:

\[
g_S = A + \int \prod_s Dz_c \int \prod_c DT_c \int D\tilde{z} \log \int Dz_{12} \exp \left( \sum_s \max_{w_s} \left( -\frac{\lambda + \delta \hat{q}_s}{2} w_s^2 + B_s w_s \right) \right) (C.34)
\]

and the maximisation gives:

\[
w^*_s = \frac{B_s}{(\lambda + \delta \hat{q}_s)^2} \max_{w_s} \left( -\frac{\lambda + \delta \hat{q}_s}{2} w_s^2 + B_s w_s \right) = \frac{B_s^2}{(\lambda + \delta \hat{q}_s)} (C.35)
\]

Substituting the above described scaling laws for the order parameters in the \( \beta \to \infty \) limit one finds that the \( A \) term becomes sub-dominant and can be ignored. The remaining steps are quite tedious, but the procedure to obtain the final result for the entropic channel is straightforward:

- Expand the sums in Eq.C.34.
- Perform the \( z_{12} \) Gaussian integration and take the log of the result.
- Identify the terms that have even powers in the Hubbard-Stratonovich Gaussian fields and in the teacher variables. The Gaussian integrations will kill all the remaining cross terms, so they can be ignored.
- Perform the remaining Gaussian integrations.
- Use identities C.8, C.11 and C.12 to remove the dependence on the conjugate fields appearing in the Teacher measure and only retain a dependence on \( \hat{m}_c, \hat{Q}_c, \) and \( \hat{q} \).
The final expression reads:

$$g_s = \frac{\beta}{2(\Pi_s(\lambda + \gamma + \delta \hat{q}_s) - \gamma^2)} \left[ \left( \sum_s \left( \hat{m}_s + \sum_s \hat{m}_c \hat{R}_{sc} \right) \right)^2 (\lambda + \gamma + \delta \hat{q}_{-s}) + 2\gamma \Pi_s (\hat{m}_s + \sum_c \hat{m}_c \hat{R}_{sc}) \right]$$

$$+ \left( \sum_s \hat{q}_s (\lambda + \gamma + \delta \hat{q}_{-s}) \right) + \left( \sum_c (\hat{Q}_c - \hat{m}_c^2) \left( \sum_s \hat{R}_{sc}^2 (\lambda + \gamma + \delta \hat{q}_{-s}) + 2\gamma \Pi_s \hat{R}_{sc} \right) \right)$$

$$+ \left( 2 (\hat{q} - \hat{m}_+ \hat{m}_-) \left( \sum_s \left( \Pi_c \hat{R}_{sc} (\lambda + \delta \hat{q}_{-s}) \right) + \gamma \left( \Pi_c \left( \sum_s \hat{R}_{sc} \right) \right) \right) \right]$$

**Energetic term**

We can compute the energetic channel for a generic student $s$ and a generic data group $c$. Each term will be multiplied by $a_{c,s}$, determining the fraction of inputs from group $c$ in the dataset $D_s$ of student $s$. For simplifying the notation in this section we drop the indices $s,c$, with the understanding that all the order parameters, and model parameters, appearing in the following expressions are those corresponding to a specific pair of these indices.

Substituting the RS ansatz in Eq. C.24 we get:

$$G_E = \int \frac{dud\hat{u}}{2\pi} e^{iu\hat{u}} \int \prod_a \left( \frac{d\lambda^a d\hat{\lambda}^a}{2\pi} e^{\lambda^a \hat{\lambda}^a} \right) e^{-\frac{1}{2} \sum_{ab} \lambda^a \hat{\lambda}^b - \Delta u R \sum_a \lambda^a - \frac{1}{2} (u)^2 \hat{Q}}$$

$$\times \prod_a e^{-\beta \ell (u + c \hat{m} + b, \lambda^a + cm + b)}$$

We can start by evaluating the Gaussian in $\hat{u}$, then performing a Hubbard-Stratonovich transformation, with field $z$, to remove the squared sums on the replica index. Following up with the Gaussian integration in $\hat{\lambda}$ we find that the argument of the integrations factorises over the replica index. Up to first order in $n$ when $n \to 0$, we find for $g_E = \log G_E/n$:

$$g_E = \int Dz \int Du \log \int D\lambda e^{-\beta \ell \left( \sqrt{\Delta Q u + c \hat{m} + b}, \sqrt{\Delta Q \left( \frac{R}{Q} \right) \lambda} + \sqrt{\Delta R} u + \sqrt{\Delta \left( \frac{R^2}{Q} \right) z + cm + b} \right)}$$

and in the $\beta \to \infty$ limit we can solve the integral by saddle-point:

$$\log \int D\lambda e^{-\beta \ell \left( \sqrt{\Delta Q u + c \hat{m} + b}, \sqrt{\Delta Q \left( \frac{R}{Q} \right) \lambda} + \sqrt{\Delta R} u + \sqrt{\Delta \left( \frac{R^2}{Q} \right) z + cm + b} \right)} = -\beta M$$

with:

$$M = \min \frac{\lambda^2}{2} + \ell \left( \sqrt{\Delta Q u + c \hat{m} + b}, \sqrt{\Delta \delta \hat{q} \lambda} + \frac{\sqrt{\Delta R}}{\sqrt{Q}} u + \sqrt{\Delta \left( \frac{R^2}{Q} \right) z + cm + b} \right)$$

To simplify further, we can shift $\sqrt{\Delta R} u / \sqrt{Q} + \sqrt{\Delta \left( \frac{R^2}{Q} \right) z} \to \sqrt{\Delta \hat{q}' z}$. Then, given the definition of the logistic loss C.5, we can split the $u$ integration over the intervals $\sqrt{\Delta Q u + c \hat{m} c} > 0$ and $\sqrt{\Delta Q u + c \hat{m} c} < 0$ and eventually get (re-establishing the $s,c$ indices):

$$g_E(s,c) = \sum_y \int Dz H \left( -y - \frac{q_s c \hat{m} + b_s}{\sqrt{\Delta \delta \hat{q}}} + \frac{\sqrt{\Delta R} \hat{z}}{\sqrt{\Delta \left( q_s - R^2 \right)}} \right) M_E (y,s,c)$$

Where $H(x) = \frac{1}{2} \text{erfc}(x / \sqrt{2})$ is the Gaussian tail function and we defined the proximal:

$$M_E (y,s,c) = \max \left[ \frac{\lambda^2}{2} - \ell \left( y, \sqrt{\Delta \delta \hat{q} \lambda} + \sqrt{\Delta \delta \hat{q} z + cm + b_s} \right) \right]$$
Note that this simple 1D optimisation problem has to be solved numerically in correspondence of each point evaluated in the integral.

The reweighing strategy is easily embedded in this calculation by explicitly changing the definition of \( \ell \), adding a different weight \( W_{c,y} \) for each combination of label and group membership. Defining a one-hot encoding vector for the teacher-produced label, \( Y \in \mathbb{R}^2 \), and a output probability (constructed from the sigmoid function) for the student, \( P(Y) \), the reweighed cross-entropy loss can be written as:

\[
\mathcal{L}(D) = \sum_{c=\pm} \sum_{y=0,1} (W_{c,y})_y \log P(\hat{Y}_y).
\] (C.46)

For the sake of simplicity we reduced the degrees of freedom to two, parameterising these weights as:

\[
W = 2 \begin{pmatrix} w_+ w_1 & w_+ (1 - w_1) \\ (1 - w_+) w_1 & (1 - w_+) (1 - w_1) \end{pmatrix}
\] (C.47)

where \( w_+, w_1 \in [0,1] \) can be used to increase the relative weight of a misclassification errors in the group + and label 1 respectively.

Different losses could be chosen instead of the cross-entropy and, again, only the numerical optimisation of the proximal would be affected.

**Saddle-point of the free-entropy**

We thus have found that the free-entropy \( \Phi_W \) can be written as a simple function of few scalar order parameters. In the high-dimensional limit, the integral in C.21 is dominated by the typical configuration of the order parameters, which is found by extremising the free-entropy with respect to all the overlap parameters:

\[
\Phi_W = \text{extr}_{o.p.} \left\{ gI + gS + \sum_{s,c} \alpha_{s,c} gE(s,c) \right\}
\] (C.48)

The saddle-point is typically found by fixed-point iteration: setting each derivative, with respect to the order parameters, to zero returns a saddle-point condition for the conjugate parameters, and vice-versa.

The fixed-point is uniquely determined by the value of the generative parameters \( \tilde{m}_\pm, \tilde{Q}_\pm, \tilde{q} \) and the pattern densities \( \alpha_{s,c} \). In the main text, for simplicity we parameterise \( \alpha_{s,c} \) through the fraction \( \eta \), which represents the percentage of patterns from group + assigned to the first student model.

The special case of a single student model is obtained from this calculation by setting \( \gamma = 0 \) and assigning all the inputs in the first dataset \( D_1 \).

**Test accuracy**

All the performance assessment metrics employed in this paper can be derived from the confusion matrix, which measures the TP, FP, TN, FN rates on new samples from the T-M. These quantities can be evaluated analytically and are easily expressed as a function of the saddle-point order parameters obtained in the previous paragraphs.

Suppose we obtain a new data point with label \( y \) from group \( c \). The probability of obtaining an output \( \hat{y} \) from the trained model \( s \) is given by:

\[
P\left(Y = y, \hat{Y} = \hat{y}\right) = \mathbb{E}_{x(c)} \left\langle \Theta \left( y \left( \frac{T_c \cdot x(c)}{\sqrt{N}} + \hat{b} \right) \right) \Theta \left( \hat{y} \left( \frac{w_c \cdot x(c)}{\sqrt{N}} + b \right) \right) \right\rangle_{\mu(T,w)}
\] (C.49)

\[
= \mathbb{E}_{x(c)} \left\langle \int \frac{du \hat{u}}{2\pi} e^{i\hat{u} \left( u - \sum_{i=1}^N \frac{T_{c,i} x_{c,i}}{N} \right)} \int \frac{d\lambda d\hat{\lambda}}{2\pi} e^{i\lambda \left( \lambda - \sum_{i=1}^N \frac{w_{c,i} x_{c,i}}{N} \right)} \Theta \left( y \left( u + b \right) \right) \Theta \left( \hat{y} \left( \lambda + b \right) \right) \right\rangle
\] (C.50)

where, following the same lines as in the free-entropy computation, we used \( \delta \)-functions to extract the dependence on the input, to facilitate the expectation:

\[
\mathbb{E}_{x(c)} \left\langle e^{-i\lambda \frac{w_{c,s} x(c)}{\sqrt{N}} - i\hat{u} \frac{T_{c,s} x(c)}{\sqrt{N}}} \right\rangle
\] (C.51)
\[ e^{-ic(\hat{\lambda}_m + \hat{u}\tilde{m})} e^{-\frac{1}{2}(\hat{\lambda}^2 Q + 2\hat{\lambda} R + \hat{a}^2 \tilde{Q})}. \quad (C.52) \]

We have substituted the overlaps that come out of the average with their typical values in the Boltzmann-Gibbs measure of the T-M. Note that we can substitute \( q = Q \) since they are equal to first order in the \( \beta \to \infty \) limit.

The Gaussian integrals can be computed and one gets the final expression:

\[
P \left( Y = y, \hat{Y} = \hat{y} \right) = \int_{-\infty}^{\infty} D u \Theta \left( y \left( \sqrt{\Delta c} u + c \tilde{m}_c + \tilde{b}_c \right) \right) H \left( -\hat{y} \frac{\sqrt{\Delta c} R_{sc} u + cm_s + b_s}{\sqrt{\Delta c} (q_s - R_{sc}^2)} \right) \quad (C.53)
\]

Similarly, one can also obtain e.g. the label 1 frequency:

\[
P \left( Y = 1 \right) = \rho H \left( -\frac{\tilde{m}_+ + \tilde{b}_+}{\sqrt{\Delta + \tilde{Q}_+}} \right) + \left( 1 - \rho \right) H \left( \frac{\tilde{m}_- - \tilde{b}_-}{\sqrt{\Delta - \tilde{Q}_-}} \right) \quad (C.54)
\]

and the generalisation error:

\[
\epsilon_g = \int_{-\infty}^{\infty} D u H \left( \text{sign} \left( \left( \sqrt{\Delta c} u + c \tilde{m}_c + \tilde{b}_c \right) \right) \frac{\sqrt{\Delta c} R_{sc} u + cm_s + b_s}{\sqrt{\Delta c} (q_s - R_{sc}^2)} \right). \quad (C.55)
\]
D Exploration of the parameter space

This section presents supporting results on the sources of bias. In Fig. D.1, we re-propose the study of the disparate impact (DI) depending on the relative representation $\rho$ and the rule similarity $q_T$, paying close attention to the role of the group-label correlation $m_+, m_-$. Interestingly, if $m_+ = m_- = 0$, when the rules become identical ($q_T = 1$) the bias is removed. However if $m_+ = m_- \neq 0$ this is no longer true. This shows once again that it is not sufficient for a classifier to be able of reproducing the rule, as bias can appear in reason of other concurring factors.

![Figure D.1: Bias with two different rules to be learned.](image)

The main difference with respect to the case with $q_T \neq 1$ is that, if $q_T = 1$, increasing the amount of training data can be a solution. In fact, bias at $q_T = 1$ is due to overfitting with respect to the largest sub-population, and this effect can be cured by increasing in $\alpha$. This is illustrated in Fig. D.2, that extends the figure of the main text showing the effect of $\alpha$. Moving from left to right, $\alpha$ increases and the area where the 80% rule is violated shrinks down.

![Figure D.2: Bias with a learnable rule.](image)

The results shown until this point are agnostic with respect to the relative fraction of labels inside the sub-populations. When this quantity is strongly varied across the groups, it can contribute to an additional source of bias, especially if combined with a small relative representation. Indeed, the classifier can simply bias its prediction towards the most likely outcome reaching an accuracy that apparently exceeds random guessing, without effectively doing any informed prediction. Many factors play a role in deciding the relative fraction of labels in the T-M model, the bias terms ($b_+, b_-$) are the most relevant since they directly shift the decision boundaries. We consider these two parameters in Fig. D.3 to exemplify this concept.
Figure D.3: **Labels within groups and classifier bias.** The *first row* shows the DI as fraction of $b_+$ and $b_-$ with $\Delta_+ = \Delta_- = 0.5$, $\alpha = 0.5$, $m_+ = m_- = 0.5$. From left to right, the relative representation $\rho$ moves from equally represented groups to having group $+$ under-represented. The 80% threshold is denoted by the dotted line. The dashed line indicates equal within-group label fraction. The *second row* shows the average labelling in $+$ (left), $-$ (centre), and their difference (right). Notice that these diagrams are independent of $\rho$ and therefore apply to the three settings shown in the first row.

When the sub-populations are equally represented $\rho = 0.5$, the separations between bias towards $+$ or $-$ is clearly marked by two straight lines. One separation is simply given by the line of equal label fraction, the other is given by the uncertainty of the classifier, receiving contrasting inputs from the two groups. As the relative representation $\rho$ decreases, the classifier accommodates the inputs from the largest group and the separation line is distorted. Finally, observe that the line of equal label fraction (bottom right panel) is not centred in the diagram because $m_+ = m_- \neq 0$. 

E Additional results on mitigation strategies

Some strategies require information concerning the group membership of each data point. Depending on the situation, this information may contain errors or it may even be unavailable. Consequently we should take into account the robustness of the mitigation strategies with respect to these errors. Call $\eta$ the fraction of points for which the group was correctly assessed. The phase diagrams in Fig. E.1a show the DI under the reweighing mitigation scheme (controlling the group importance in the loss) and the coupled classifier mitigation. We can clearly observe a greater resilience to the error rates in the case of our strategy. The reweighing strategy appears to have low DI only in extreme cases, where the accuracy on the largest sub-population is greatly deteriorated.

We can understand the larger picture by looking at the different fairness metrics described in the main text, Fig. E.1b, for which the same observations apply. Since $\eta$ is not an actual hyper-parameter, but rather represents an imperfect imputation of the group structure, we consider the maximum for each value of $\eta$. The picture seems quite robust on the side of reweighing (upper group): for every $\eta$ the maximum is achieved for different values of the parameters. Instead, the picture changes for the coupled classifiers (lower group): the method is robust to this perturbation until a critical value (roughly 25\% of mismatched inputs), where the minima of the MI become inconsistent and therefore the fairness metrics cannot be optimised all at once.

Validation of re-weighting result. In the main text we show the effect of reweighing in the synthetic model. The same analysis can be applied to real data, yielding similar results. In particular, in line with the other validations, we present in Fig. E.2 the result for the CelebA dataset when the splitting is done according to the "Wearing_Lipstick" and the target feature is "Wavy_Hair".
Figure E.1: (a) The diagrams show the DI for the re-weighting according to membership (left) and the coupled classifiers (right). The colormaps are matched: the maximum is set to 1 (indicating absence of bias), the minimum is given by minimum DI registered by the two methods (i.e. the one of re-weighting). We also add ticks on the two colormaps, to indicate the extremes achieved by the two methods. (b) The upper group refers to re-weighting in the subpopulations, the lower group refers to the coupled classifiers. Refer to Fig.6 of the main text for more details.
Figure E.2: Mitigation using re-weighting on real data.