DISTRIBUTION OF POINTS AND HARDY TYPE INEQUALITIES IN SPACES OF HOMOGENEOUS TYPE

E. ROUTIN

Abstract. In the setting of spaces of homogeneous type, we study some Hardy type inequalities, which notably appeared in the proofs of local $T(b)$ theorems as in [AR]. We give some sufficient conditions ensuring their validity, related to the geometry and distribution of points in the homogeneous space. We study the relationships between these conditions and give some examples and counterexamples in the complex plane.

1. Introduction

The goal of this paper is to study, in the setting of a space of homogeneous type, what we call Hardy type inequalities. They notably appear in the proofs of local $T(b)$ theorems as in [II], [AR], where they play a crucial role to estimate some of the matrix coefficients involved in the arguments. The prototype of a Hardy type inequality is the following in the Euclidean space of dimension 1:

\[
\left| \int_I \int_J \frac{f(y)g(x)}{x-y} \, dy \, dx \right| \leq C \left( \int_I |f(y)|^\nu \, dy \right)^{\frac{1}{\nu}} \left( \int_J |g(x)|^{\nu'} \, dx \right)^{\frac{1}{\nu'}},
\]

where $I,J$ are adjacent intervals, $\text{supp} \, f \subset I$, $\text{supp} \, g \subset J$, and $1 < \nu < \infty$, $\nu' = \frac{\nu}{\nu-1}$. The integral here is absolutely convergent, and this is an immediate consequence of the boundedness
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of the Hardy operator $H(f)(x) = \frac{1}{x} \int_0^x f(t) dt$ (hence our terminology). The above 1-dimensional inequality easily extends to the Euclidean space in any dimension: for every $1 < \nu < +\infty$, there exists $C < +\infty$ such that for every disjoint dyadic cubes $Q_1, Q_2$ in $\mathbb{R}^n$, every function $f \in L^\nu(Q_1)$ supported on $Q_1$, $g \in L^{\nu'}(Q_2)$ supported on $Q_2$, the following integral is absolutely convergent and we have
\[
\left| \int_{Q_1} \int_{Q_2} \frac{f(y)g(x)}{|x-y|^n} dxdy \right| \leq C \|f\|_{L^\nu(Q_1)} \|g\|_{L^{\nu'}(Q_2)}.
\]
This estimate, well known by the specialists, follows from the 1-dimensional one by expressing the fact that the singularity in the integral is supported along one direction, transverse to an hyperplane separating the disjoint cubes $Q_1, Q_2$.

A similar result in the setting of a space of homogeneous type is to be expected, that is
\[
\left| \int_{I} \int_{J} \frac{f(y)g(x)}{\text{Vol}(B(x, \text{dist}(x, y)))} d\mu(x) d\mu(y) \right| \leq C \|f\|_{L^\nu(I,d\mu)} \|g\|_{L^{\nu'}(J,d\mu)},
\]
where $I \cap J = \emptyset$, and $1 < \nu < +\infty$, $1/\nu + 1/\nu' = 1$. Expectedly, it turns out that it holds without any restriction if $I, J$ are Christ’s dyadic cubes (in the sense of [C]), even if the previous argument cannot be valid as the dyadic cubes in such a space do not follow any geometry. It seemed not to have been noticed in the literature before our work with P. Auscher [AR]. It relies in particular on the small layers for dyadic cubes. However, if $I$ is a ball $B$ and $J$, say, $2B\setminus B$, then it is not clear in general. It clearly depends on how $B$ and $2B\setminus B$ see each other through their boundary. In [AR], we came up with some small boundary hypothesis on the space of homogeneous type (called the relative layer decay property) ensuring that the inequality was satisfied. We also showed that this property held in all doubling complete Riemannian manifolds, geodesic spaces and more generally in any monotone geodesic space of homogeneous type. The latter notion arose in geometric measure theory from the work of R. Tessera [T], and was recently proved by Lin, Nakai and Yang [LNY] to be equivalent to a chain ball notion introduced by S. Buckley [B2].

We continue this study in the present paper, investigating further these different conditions and the relationships they entertain. It appears that they are all connected to the way points are distributed in the homogeneous space. We produce some interesting examples and counterexamples in the complex plane (Theorem 2.4 see Section 2). A natural question that also arises is the following: if the Hardy type inequality for balls is satisfied for a fixed couple of exponents, is it satisfied for every couple of exponents? We show the answer is positive if the homogeneous space satisfies some additional hypothesis (Proposition 2.5).

The paper is organized as follows. We give some basic definitions, recall the results already obtained in [AR] and present our results in Section 2. We give the proof of Proposition 2.5 in Section 3. We then devote Section 4 to the layer decay and annular decay properties that appeared in [AR]. We study some geometric properties ensuring that the latter are satisfied in Section 5. Finally, we present in Sections 6 and 7 various examples and counterexamples in the complex plane, inspired from a curve conceived by R. Tessera in [T].

This work is part of a doctorate dissertation that was conducted at Université Paris-Sud under the supervision of P. Auscher. The author would like to warmly thank him for his kind support. I also thank T. Hytönen for his insightful comments and discussions related to this work.

2. Definitions and main results

Throughout this paper, we will work in the setting of a space of homogeneous type, that is a triplet $(X, \rho, \mu)$ where $X$ is a set equipped with a metric $\rho$ and a non-negative Borel measure $\mu$ for which there exists a constant $C_D < +\infty$ such that all the associated balls $B(x, r) = \{y \in
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 Remark 2.1. One usually only assumes that ρ is a quasi-distance on X in the definition of a space
of homogeneous type in the sense of Coifman and Weiss [CW]. For the sake of simplicity, we limit
ourselves to the metric setting. However, our work can easily be carried out to the quasi-metric
setting, though one then has to assume the balls to be Borel sets to give a sense to the objects
we will define in the following. Note that this is not necessarily the case as the quasi-distance,
contrast to a distance, may not be Hölder-regular, and quasi-metric balls might not be open
nor even Borel sets with respect to the topology defined by the quasi-distance. Other kind of
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supp f the support of a function f defined on X, diamE the diameter of a subset E ⊂ X, ̄E the
topological closure of a set E ⊂ X, Card F the cardinal of a finite set I, |E| the Lebesgue
measure of a set E ⊂ \Re^n, and ρ(E, F) = \inf_{x∈E,y∈F} ρ(x, y) the distance between two subsets
E, F ⊂ X.
For 1 ≤ p ≤ ∞, let p' = \frac{p}{p-1} be the dual exponent of p. The space of p-integrable complex
valued functions on X with respect to μ is denoted by \mathcal{L}^p(X), the norm of a function f ∈ \mathcal{L}^p(X)
by \|f\|_p, the duality bracket given by \langle f, g \rangle = \int_X f g dμ (we do mean the bilinear form), and the
mean of a function f on a set E denoted by [f]_E = \mu(E)^{-1} \int_E f dμ.
Finally, for any x, y ∈ X, we set
λ(x, y) = \mu(B(x, ρ(x, y))).
It is easy to see that, because of the doubling property, λ(x, y) is comparable to λ(y, x), uniformly
in x, y ∈ X.
The following result, due to M. Christ (see [C]), states the existence of sets analogous to the
dyadic cubes of \Re^n in a space of homogeneous type.
Lemma 2.2. There exist a collection of open subsets \{Q_{α}^j \subset X : j ∈ \Z, α ∈ I_j \}, where I_j denotes
some (possibly finite) index set depending on j, and constants 0 < δ < 1, a_0 > 0, η > 0, and
C_1, C_2 < ∞ such that
(1) For all j ∈ \Z, μ(\{X \setminus \bigcup_{α∈I_j} Q_α^j\}) = 0.
(2) If j < j', then either Q_{β}^{j'} ⊂ Q_{α}^j, or Q_{β}^{j'} \cap Q_{α}^j = ∅.
(3) For each (j', β) and each j < j' there is a unique α such that Q_β^{j'} ⊂ Q_α^j.
(4) For each (j, α), we have diam(Q_α^j) ≤ C_1 δ^j.
(5) Each Q_α^j contains some ball B(z_α^j, a_0 δ^j). We say that z_α^j is the center of the cube Q_α^j.
(6) Small boundary condition:
(2.1) \mu (\{x \in Q_α^j : ρ(x, X \setminus Q_α^j) ≤ t δ^j\}) ≤ C_2 t^η μ(Q_α^j) \quad ∀j, α, \quad ∀t > 0.
We will call those open sets dyadic cubes of the space of homogeneous type X. For a cube
Q = Q_{α}^j, j is called the generation of Q, and we set l(Q) = δ^j. By (4) and (5), l(Q) is
comparable to the diameter of Q, and we call it, in analogy with \Re^n, the length of Q. Whenever
Q_{α}^{j+1} \subset Q_{β}^j, we will say that Q_{α}^{j+1} is a child of Q_{β}^j, and Q_{β}^j the parent of Q_{α}^{j+1}. It is easy to
check that each dyadic cube has a number of children uniformly bounded. A neighbor of $Q$ is any dyadic cube $Q'$ of the same generation with $\rho(Q, Q') < l(Q)$. The notation $\hat{Q}$ will denote the union of $Q$ and all its neighbors. It is clear that $Q$ and $\hat{Q}$ have comparable measures. It is also easy to check that a cube $Q$ has a number of neighbors that is uniformly bounded.

Operating in this dyadic setting is often very effective, but as the construction of these dyadic cubes is quite abstract, they do not follow any geometry and can be "ugly" sets in practice, in spite of their nice properties. Thus, with the motivation to state a local $T(b)$ theorem with hypotheses on balls rather than dyadic cubes in [AR], we rather looked for a Hardy type inequality valid in the setting of balls. Let us precise what we mean with the following definition.

**Definition 2.3.** Hardy property.

Let $(X, \rho, \mu)$ be a space of homogeneous type. We say that $X$ has the Hardy property (HP) if for every $1 < \nu < +\infty$, with dual exponent $\nu'$, there exists $C < +\infty$ such that for every ball $B$ in $X$, with $2B$ denoting the concentric ball with double radius, and all functions $f$ supported on $B$, $f \in L^\nu(B)$, $g$ supported on $2B\setminus B$, $g \in L^{\nu'}(2B\setminus B)$, we have

\[
(H) \quad \int_B \int_{2B\setminus B} \frac{|f(y)g(x)|}{\lambda(x,y)} \mathrm{d}\mu(x) \mathrm{d}\mu(y) \leq C \|f\|_\nu \|g\|_{\nu'}.
\]

This is Definition 3.4 of [AR]. One could have equivalently replaced $2B$ by $cB$ for fixed $c > 1$ in (H). As stated in the introduction, (H) is always valid if one replaces $B$ by a dyadic cube $Q$ and $2B\setminus B$ by $\hat{Q}$. This is Lemma 2.4 of [AR]. Let us remark that this result was crucial to the estimation of some of the matrix coefficients appearing in the argument to prove the local $T(b)$ theorem central to that paper.

Things are actually a bit trickier in the setting of balls, and the Hardy property (HP) is not always valid, as we will show in Section 7. The difficulty owes to the fact that balls obviously do not satisfy in general the nice properties satisfied by the dyadic cubes, and particularly the fact that they have small boundaries. We looked for conditions on the way points are distributed in the space of homogeneous type ensuring that the Hardy property would be satisfied. Our main result is the following:

**Theorem 2.4.** Let $(X, \rho, \mu)$ be a space of homogeneous type. We have the following diagram of implications in $X$:

\[
\begin{array}{c}
\text{(HB)} \Downarrow \Downarrow \Downarrow \\
\text{(M)} \rightarrow \rightarrow \rightarrow \text{(RAD)} \rightarrow \rightarrow \rightarrow \text{(RLD)} \rightarrow \rightarrow \rightarrow \text{(HP)} \\
\Downarrow \Downarrow \Downarrow \Downarrow \Downarrow \Downarrow \Downarrow \\
\text{(AD)} \rightarrow \rightarrow \rightarrow \text{(LD)} \rightarrow \rightarrow \rightarrow \text{(HP)} \\
\end{array}
\]

A few comments are in order.

(1) Theorem 2.4 sums up our study of sufficient conditions for the Hardy property (HP), and of the relationships between these conditions. This work was initiated in [AR], where some of the implications in the above diagram have already been proved. Every property except (HP) is related to the geometry and the distribution of points in the homogeneous space.
(2) The layer decay (LD) and relative layer decay (RLD) properties on one hand, and the stronger annular decay (AD) and relative annular decay (RAD) properties on the other hand, are geometric conditions both metric and measure related. These properties have all been introduced in [AR], but let us point out that here we slightly modify (RLD) and (RAD), which does not affect the statements already proved in [AR]. They will be recalled in Section 4.

(3) The monotone geodesic property (M) is purely metric and it states the existence of chains of points between two set points. It will be precisely defined and studied in Section 5, along with what we call the homogeneous balls property (HB).

(4) Sections 6 and 7 will be devoted to the presentation of various examples and counterexamples which will provide the false implications in Theorem 2.4, as well as cases of spaces not satisfying (HP).

(5) Observe that, conversely, we do not know necessary conditions for the Hardy property (HP). In particular, does (HP) imply that for every ball $B$ of the homogeneous space, $\mu(B \setminus B) = 0$? We think that the answer should be positive, but we have been unable to prove it. Similarly, does (HP) imply (RLD)? We think this has to be false, but we have not come up with a counterexample yet.

Our last result deals with a natural question regarding these Hardy type inequalities, inspired from the Calderón-Zygmund theory. The question is the following: in a general space of homogeneous type, is it possible to deduce the Hardy property (HP) from the Hardy type inequality (H) for a particular couple $(p,p')$? We have proved that the answer is positive, provided some rather mild additional hypothesis is assumed on the homogeneous space, as shown by the following result.

**Proposition 2.5.** Let $(X, \rho, \mu)$ be a space of homogeneous type. Assume that for every ball $B \subset X$, $\mu(B \setminus B) = 0$. Then, if $X$ satisfies the Hardy type inequality (II) for one particular couple of exponents $(p,p')$, $X$ has the Hardy property (HP).

We will give the proof of this result in Section 3. Remark that the assumption made on the homogeneous space is in particular true if $X$ satisfies the layer decay property (LD), see Section 4.

### 3. Proof of Proposition 2.5

**Proof.** Fix a ball $B = B(z_B, r) \subset X$. We assume that (II) holds for the couple $(p,p')$. By Fubini’s theorem, this implies that one can define $T : L^p(B) \rightarrow L^p(2B \setminus B)$ by the absolutely convergent integral

$$(T f)(y) = \int_B \frac{f(x)}{\lambda(x,y)} \, d\mu(x) \quad \text{for almost every} \quad y \in 2B \setminus B.$$ 

We will proceed in three steps.

(1) The first step in the argument consists in regularizing the kernel $\lambda(x,y)^{-1}$: we show that we can freely assume it satisfies a Lipschitz regularity estimate. To do this, let $\varphi$ be a function of the real variable such that $\varphi \in C^1([0,\infty[)$, $\varphi \geq 0$, supp $\varphi \subset [1,4]$ and $\int_0^{+\infty} \varphi(t) \frac{dt}{t} = 1$. For $r \geq 0$, set $\lambda(y,r) = \mu(B(y,r))$. Set

$$\tilde{\lambda}(x,y) = \int_0^{+\infty} \lambda(y,r) \varphi \left( \frac{\rho(x,y)}{r} \right) \frac{dr}{r}.$$ 

\[ \text{We thank T. Hytönen for this idea which nicely improved our earlier result.} \]
First, observe that \( \tilde{\lambda}(x, y) \) is comparable to \( \lambda(x, y) \), uniformly in \( x, y \in X \). Indeed, by an easy change of variable, write

\[
\tilde{\lambda}(x, y) = \int_0^{+\infty} \lambda \left( y, \frac{\rho(x, y)}{u} \right) \varphi(u) \frac{du}{u}.
\]

Because of the support conditions and size estimate of \( \varphi \), it comes

\[
\lambda \left( y, \frac{1}{4}\rho(x, y) \right) \leq \tilde{\lambda}(x, y) \leq \lambda(y, \rho(x, y)).
\]

By the doubling property, it follows that, uniformly in \( x, y \in X \), we have

\[
(3.1) \quad \tilde{\lambda}(x, y) \approx \lambda(x, y).
\]

Then we say that \( \tilde{\lambda}^{-1} \) satisfies a Lipschitz regularity estimate in the first variable. Indeed, fix \( x, x', y \in X \) such that \( \rho(x, x') \leq \rho(x, y)/2 \) and \( \rho(x, y) > 0 \). Because of the support conditions and regularity of \( \varphi \), we have

\[
|\tilde{\lambda}(x, y) - \tilde{\lambda}(x', y)| \leq \int_0^{+\infty} \lambda(y, r) \left| \varphi \left( \frac{\rho(x, y)}{r} \right) - \varphi \left( \frac{\rho(x', y)}{r} \right) \right| \frac{dr}{r}
\]

\[
\approx \rho(x, x') \lambda(x, y) \int_{\frac{1}{2}\rho(x, y) \leq r \leq \rho(x, y)} \frac{dr}{r^2} + \rho(x, x') \lambda(x', y) \int_{\frac{1}{4}\rho(x', y) \leq r \leq \rho(x', y)} \frac{dr}{r^2}
\]

\[
\approx \rho(x, x') \left( \frac{\lambda(x, y)}{\rho(x, y)} + \frac{\lambda(x, y)}{\rho(x', y)} \right).
\]

But since \( \rho(x, x') \leq \rho(x, y)/2 \), we have \( \rho(x, y) \approx \rho(x', y) \) and \( \lambda(x, y) \approx \lambda(x', y) \), uniformly in \( x, x', y \). It follows that

\[
(3.2) \quad |\tilde{\lambda}(x, y)^{-1} - \tilde{\lambda}(x', y)^{-1}| = \frac{|\tilde{\lambda}(x, y) - \tilde{\lambda}(x', y)|}{\tilde{\lambda}(x, y)\tilde{\lambda}(x', y)} \lesssim \frac{\rho(x, x')}{\rho(x, y)} \frac{1}{\lambda(x, y)},
\]

because \( \tilde{\lambda}(x, y) \approx \tilde{\lambda}(x', y) \approx \lambda(x, y) \).

But because of (3.1), one can define an operator \( \tilde{T} : L^p(B) \to L^p(2B \setminus B) \) by the absolutely convergent integral

\[
(\tilde{T}f)(y) = \int_B \frac{f(x)}{\lambda(x, y)} d\mu(x) \quad \text{for almost every} \quad y \in 2B \setminus B,
\]

and, for every \( 1 < \nu < +\infty \), the boundedness of \( T : L^\nu(B) \to L^\nu(2B \setminus B) \) is equivalent to the boundedness of \( \tilde{T} : L^\nu(B) \to L^\nu(2B \setminus B) \). Obviously, by symmetry, we can apply the same argument with respect to the second variable. It shows that we can freely assume the kernel \( \lambda(x, y)^{-1} \) to satisfy the Lipschitz regularity estimate (3.2) in both variables, which we will do in the following, forgetting this operator \( \tilde{T} \). Observe however that, under this assumption, we can no longer use the fact that \( \lambda(x, y) = \mu(B(x, \rho(x, y))) \), only that these two quantities are comparable.

(2) The second step in the argument now consists in applying a standard Calderón-Zygmund decomposition. We show that \( T \) is of weak type \((1,1)\): we prove that for all \( f \in L^1(B) \), with \( \text{supp} \ f \subset B \)

\[
\mu(\{ x \in 2B \setminus B \mid |Tf(x)| > \alpha \}) \lesssim \frac{1}{\alpha} \|f\|_{L^1(B)}.
\]
The idea is to write a Calderón-Zygmund decomposition of \( f \) on \( X \). However, we have to be a bit careful, because if we write the standard decomposition \( f = g + \sum_{i \in I} b_i \) directly on the ball \( B \), \( g \) will not be supported inside \( B \). To avoid this problem, let us use a Whitney partition of the ball \( B \) : consider the dyadic cubes \( Q \subset B \) which are maximal for the relation \( l(Q) \leq \rho(Q, B^c) \). Call them \( Q_j, j \in J \). They are mutually disjoint and they realize a partition of the ball \( B \) but for a set of measure zero. Now, for \( f \in L^1(B) \), with \( \text{supp} f \subset B \), we have \( f = \sum_j f_1 Q_j \) \( \mu \text{-a.e.} \).

Set \( f_j = f 1_{Q_j} \), and for every fixed \( j \), write a Calderón-Zygmund decomposition of \( f_j \) on \( Q_j \): 

- \( g_j = 1_{\Omega_{j,\alpha}} f_j \) where \( \Omega_{i,\alpha} = \{ x \in Q_j \mid |f_j(x)| > \alpha \} \), \( f_j^\ast \) denoting the dyadic maximal function of \( f_j \) on \( Q_j \). Thus \( \text{supp} g_j \subset Q_j^c, g_j \in L^\infty, \|g_j\|_\infty \leq \alpha, \) and \( \|g_j\|_p \leq (\|g_j\|_{p,\infty}^p)^{1/p} \leq 1/\alpha \|f_j\|_p^1 \).
- \( \text{supp} b_{i,j} \subset Q_{i,j} \) where the sets \( Q_{i,j} \) are dyadic subcubes of \( Q_j \) of center \( z_{Q_{i,j}} \), realizing in turn a Whitney partition of the open set \( \Omega_{j,\alpha} = \mu(\Omega_{j,\alpha} \cap Q_{i,j}) = 0 \), \( Q_{i,j} \) are mutually disjoint, and there exists a dimensional constant \( C > C_1 \) (where \( C_1 \) is the dimensional constant of Lemma 2.2) such that for every \( i \), \( B(z_{Q_{i,j}}, C \text{Cl}(Q_{i,j}) \cap \Omega_{j,\alpha} \neq \emptyset \). In addition, we have \( \|b_{i,j}\|_{Q_{i,j}} \lesssim \alpha \) and \( [b_{i,j}]_{Q_{i,j}} = 0 \).
- \( \|f_j\|_1 = \sum_i \|f_{i,j}\|_1 + \|g_j\|_1 \).

Now, set \( g = \sum_j g_j \). Observe that we have \( \text{supp} g \subset B \), and \( f = f + \sum_i b_{i,j} \). Applying (1) for the couple \( (p, p') \), and the disjointness of the dyadic cubes \( Q_j \), we have

\[
\mu(\{ x \in 2B \setminus B \mid |Tg(x)| > \alpha/2 \}) \lesssim \frac{1}{\alpha^p} \int_{2B \setminus B} |Tg|^p d\mu \lesssim \frac{1}{\alpha^p} \int_B |g|^p d\mu = \frac{1}{\alpha^p} \sum_j \int_{Q_j} |g_j|^p d\mu = \frac{1}{\alpha^p} \sum_j \|g_j\|_p^p \lesssim \frac{1}{\alpha} \sum_j \|f_j\|_1 = \frac{1}{\alpha} \|f\|_{L^1(B)}.
\]

Also,

\[
\mu(\{ x \in 2B \setminus B \mid |T(\sum_{i,j} b_{i,j})(x)| > \alpha/2 \}) \leq \mu(\bigcup_{i,j} \widehat{Q}_{i,j}) + \mu(\bigcup_{i,j} \widehat{Q}_{i,j}^c \cap \{ x \in X \mid \sum_{i,j} |Tb_{i,j}(x)| > \alpha/2 \}) \lesssim \sum_{i,j} \mu(Q_{i,j}) + \mu(\{ x \in X \mid \sum_{i,j} |Tb_{i,j}(x)|^{1 - \alpha/2} > \alpha/2 \}) \leq \sum_{i,j} \mu(Q_{i,j}) + \sum_{i,j} \frac{1}{\alpha} \int_{\widehat{Q}_{i,j}} |Tb_{i,j}| d\mu.
\]

Since \( b_{i,j} \) is of mean 0 on \( Q_{i,j} \), and because the kernel \( \lambda(x, y)^{-1} \) satisfies the Hölder standard estimate, we can apply the standard Calderón-Zygmund estimates to obtain

\[
\int_{Q_{i,j}} |Tb_{i,j}| d\mu \lesssim \int_{\widehat{Q}_{i,j}} \int_{Q_{i,j}} |b_{i,j}(x)| \left| \lambda(z_{Q_{i,j}}, y)^{-1} - \lambda(x, y)^{-1} \right| d\mu(x) d\mu(y) 
\lesssim \|b_{i,j}\|_1 \int_{Q_{i,j}} \frac{1}{\lambda(z_{Q_{i,j}}, y)} \left( \frac{l(Q_{i,j})}{\rho(z_{Q_{i,j}}, y)} \right) d\mu(y) 
\lesssim \|b_{i,j}\|_1 \sum_{k \geq 0} \int_{\mu(B(z_{Q_{i,j}}, 2^k l(Q_{i,j})))} \left( \frac{2^{-k}}{\mu(B(z_{Q_{i,j}}, 2^k l(Q_{i,j})))} \right) d\mu(y) 
\lesssim \alpha \mu(Q_{i,j}) \lesssim \alpha \mu(Q_{i,j}).
\]
Finally, we have

\[ \mu(\{x \in 2B \setminus B \mid |T(\sum_{i,j} b_{i,j})(x)| > \alpha/2\}) \leq \sum_{i,j} \mu(Q_{i,j}) \leq \sum_j \mu(\Omega_{j,\alpha}) \leq \sum_j \frac{1}{\alpha} \|f_j\|_1 = \frac{1}{\alpha} \|f\|_{L^1(B)}. \]

Thus, we get as expected

\[ \mu(\{x \in 2B \setminus B \mid |Tf(x)| > \alpha\}) \leq \frac{1}{\alpha} \|f\|_{L^1(B)}. \]

By interpolation, it follows that we have \( T \in L^q(2B \setminus B) \) for every \( 1 < q \leq p \) and \( f \in L^q(B) \), with \( \text{supp} f \subset B \).

(3) The last part of our argument consists in applying some duality argument to conclude. The couple \( (p, p') \) implies that the adjoint operator \( T^* \) is bounded from \( L^p(2B \setminus B) \) to \( L^{p'}(B) \). We show again that \( T^* \) is of weak type \((1, 1)\): we prove that for all \( f \in L^1(2B \setminus B) \), with \( \text{supp} f \subset 2B \setminus B \),

\[ \mu(\{x \in B \mid |T^*f(x)| > \alpha\}) \leq \frac{1}{\alpha} \|f\|_{L^1(2B \setminus B)}. \]

The idea is to use as before a Whitney partition of the open set \( B^c \): consider the dyadic cubes \( Q_j \subset B^c \) that are maximal for the relation \( l(Q) \leq \rho(Q, B) \). They partition \( B^c \) but for a set of measure 0. Of course, there are some of these \( Q_j \) that intersect \( (B^c)^c \). To overcome this problem, let us keep only the cubes \( Q_{j,j} \in J \), intersecting the set \( cB \setminus B \), with \( 1 < c < \frac{C_1^2 + \varepsilon}{C_1 + \varepsilon} \).

These cubes satisfy, for every \( j \in J \), \( l(Q_j) \leq \rho(Q_j, B) \leq (c - 1)r \). Because of property (4) of Christ’s dyadic cubes (Lemma [22]), it implies that for every \( x \in Q_j \), \( \rho(x, z_B) \leq cr + \text{diam} Q_j \leq cr + C_1(c - 1)r < 2r \), so that \( Q_j \subset 2B \setminus B \). Now, for \( f \in L^1(2B \setminus B) \), with \( \text{supp} f \subset 2B \setminus B \), write

\[ f = \sum_{j \in J} f_1 Q_j + f_1(2B \setminus B) \cup_{j \in J} Q_j = \sum_{j \in J} f_j + \tau \quad \mu \text{a.e.} \]

Remark that this is where we use the assumption \( \mu(B \setminus B) = 0 \), and it is the only time that we use it in our proof. Apply the same argument as in step (2) to \( f_j \), for every \( j \in J \), to get

\[ \mu(\{x \in B \mid |T^*(\sum_{j \in J} f_j)(x)| > \alpha/2\}) \leq \frac{1}{\alpha} \|f\|_{L^1(2B \setminus B)}. \]

For the remaining term \( \tau \), observe that since \( (2B \setminus B) \cup_{j \in J} Q_j \subset (cB)^c \), \( \text{supp} \tau \subset (cB)^c \), and we trivially have \( T^*\tau \in L^1(B) \). Indeed, by the doubling property, we have

\[ \int_B |T^*\tau| \, d\mu \leq \int_B \int_{(cB)^c} \frac{|\tau(y)|}{\lambda(x, y)} \, d\mu(y) \, d\mu(x) \leq \|\tau\|_1 \leq \|f\|_{L^1(2B \setminus B)}. \]

Hence,

\[ \mu(\{x \in B \mid |T^*\tau(x)| > \alpha\}) \leq \frac{1}{\alpha} \|f\|_{L^1(2B \setminus B)}, \]

and \( T^* \) is of weak type \((1, 1)\). By interpolation, it follows that \( T^*f \in L^q(B) \) for every \( 1 < q \leq p' \) and \( f \in L^q(2B \setminus B) \), with \( \text{supp} f \subset 2B \setminus B \). By duality, the Hardy property (HP) is satisfied on \( X \).

\[ \square \]

**Remark 3.1.** Observe that the first step in our argument does not directly extend to the quasi-metric setting. However, R. Macias and S. Segovia [MS] proved that if \( \rho \) is a quasi-distance on \( X \), there exists another quasi-distance \( \rho' \) equivalent to \( \rho \) (in the sense that \( \rho(x, y) \approx \rho'(x, y) \) for every \( x, y \in X \)) which is Hölder regular. See also [PS] for an elegant proof of this result. To adapt our proof, one only has to define the new kernel \( \lambda \) of the first step of the argument with this quasi-metric \( \rho' \) instead of \( \rho \). The estimate [32] is then replaced by a Hölder regularity estimate,
where the $\rho'(x, x'), \rho'(x, y)$ that appear can be replaced by $\rho(x, x'), \rho(x, y)$ because $\rho \simeq \rho'$. For the next steps in the argument, one again assumes the kernel to satisfy the Hölder regularity estimate obtained and works as in the metric setting with the quasi-metric $\rho$, forgetting $\rho'$. Note that the existence of Christ’s dyadic cubes given by Lemma 4.2 remains valid in the quasi-metric setting (see $\mathbb{C}$), allowing us to do the same kind of Whitney coverings.

## 4. Sufficient conditions for the Hardy property

### 4.1. Layer decay properties (LD), (RLD). It is not clear when (H) is true in a space of homogeneous type for a given ball $B$. In fact, it is false in general, as will be illustrated by some counterexamples in the following sections. It obviously depends on how the sets $B$ and $B^c$ see each other in $X$. By analogy with Christ’s dyadic cubes, natural objects are the outer and inner layers \( \{ x \in B | \rho(x, B^c) \leq \varepsilon \} \) and \( \{ y \in B^c | \rho(y, B) \leq \varepsilon \} \). We shall assume they tend to zero in measure as $\varepsilon \to 0$, and in a scale invariant way, as expressed by the following definition.

**Definition 4.1.** Layer decay and relative layer decay properties. Let $(X, \rho, \mu)$ be a space of homogeneous type. For a ball $B$ in $X$, set $B_\varepsilon = \{ x \in B | \rho(x, B^c) \leq \varepsilon \} \cup \{ y \in B^c | \rho(y, B) \leq \varepsilon \}$ the union of the inner and outer layers.

- We say that $X$ has the **layer decay property** if there exist constants $\eta > 0$, $C < +\infty$ such that for every ball $B = B(z, r)$ in $X$ and every $\varepsilon > 0$, we have

\[
\mu(B_\varepsilon) \leq C \left( \frac{\varepsilon}{r} \right)^\eta \mu(B(z, r)).
\]

(LD)

- We say that $X$ has the **relative layer decay property** if there exist constants $\eta > 0$, $C < +\infty$ such that for every ball $B = B(z, r)$ in $X$, every ball $B(w, R)$ with $R \leq 2r$, and every $\varepsilon > 0$, we have

\[
\mu(B_\varepsilon \cap B(w, R)) \leq C \left( \frac{\varepsilon}{R} \right)^\eta \mu(B(w, R)).
\]

(RLD)

This is Definition 9.1 of [AR], with a minor modification to the relative layer decay property where we have substituted the condition $R \leq 2r$ to $z \notin B(w, R)$. We think this is a better definition, though equivalent, because this property is only relevant for small $R$ (else it says nothing), and when $R$ is small enough compared to $r$, if $B_\varepsilon \cap B(w, R) \neq \emptyset$ then necessarily $z \notin B(w, R)$.

The layer decay property already appeared in [B1] (with only $\mu(\{ x \in B | \rho(x, B^c) \leq \varepsilon \})$ in the left hand side of (LD)). These properties express the fact that the points are distributed in such a way in the homogeneous space that they never concentrate too much in the inner and outer layers of balls. One can note that while (LD) is a global condition, a sort of averaging property over the whole layer, (RLD) is a rather local condition. Remark also that (RLD) trivially implies (LD). Because of the opposed local and global nature of (RLD) and (LD) though, it is sensible to think that these properties should not be equivalent. We will prove it in Section 7.2.

It turns out that the relative layer decay property constitutes a sufficient condition for the Hardy property (HP):

**Proposition 4.2.** Let $(X, \rho, \mu)$ be a space of homogeneous type, and suppose that $X$ has the relative layer decay property (RLD). Then the Hardy property (HP) is satisfied on $X$. 
This is Proposition 9.2 of [AR]. To shed some light on what will come next, let us recall the proof here. The argument is quite similar to the one we used in the dyadic setting (see the proof of Lemma 2.4 of [AR]), with adaptations owing to the fact one cannot use exact coverings with balls as for dyadic cubes.

**Proof.** Fix a ball $B$ of center $z$ and radius $r > 0$, and functions $f, g$ respectively supported on $2B \setminus B$ and $B$ with $f \in L^q$, $g \in L^{q'}$. Let $f$ be the integral in (1). For a locally integrable function $f$, we will denote by $M_\mu(f)$ the centered maximal function

$$
M_\mu(f)(x) = \sup_{\tau > 0} \frac{1}{\mu(B(x, \tau))} \int_{B(x, \tau)} \left| f(y) \right| d\mu(y).
$$

Recall that by the Hardy-Littlewood maximal theorem, $M_\mu$ is of strong type $(p, p)$ for any $1 < p < +\infty$, and of weak type $(1, 1)$. We refer for example to [S] for further details. We prove that for all $1 < \sigma, s < \infty$, we have

$$(4.1) \quad I \lesssim \left( \left( \frac{M_\mu(|f|^\sigma)}{\mu(B(x, \rho(x, B^c)))} \right)^{1/\sigma}, |g| \right) + \left( \left( \frac{M_\mu(|g|^s)}{\mu(B(x, \rho(x, B^c)))} \right)^{1/s}, f \right),$$

and the Hardy-Littlewood maximal theorem then gives the desired result, choosing $1 < \sigma < \nu$ and $1 < s < \nu'$. Without loss of generality, we can assume $f, g \geq 0$. The hypotheses imply $\mu(B \setminus B) = 0$ and allow us to write

$$I = \int_{x \in B \setminus \rho(x, B^c)} \frac{g(x)}{\lambda(x, y)} \frac{f(y)}{\mu(B(x, \rho(x, B^c)))} d\mu(y) + \int_{x \in B \setminus \rho(x, B^c)} \frac{g(x)}{\lambda(x, y)} \frac{f(y)}{\mu(B(x, \rho(x, B^c)))} d\mu(x) d\mu(y).$$

Let us begin by estimating the first term. Fix $x \in B$. As in the dyadic setting, let

$$E_x = \{ y \in 2B \setminus B \mid \rho(y, B) \leq \rho(x, B^c) \}.$$ 

We decompose the integral in $y$ over coronae at distance $2^i \rho(x, B^c)$ from $x$:

$$I_1(x) = \int_{y \in E_x} \frac{f(y)}{\lambda(x, y)} d\mu(y) \lesssim \sum_{j \geq 0} \int_{y \in E_x} \frac{f(y)}{\mu(B(x, \rho(x, y)))} d\mu(y) \lesssim \sum_{j \geq 0} M_\mu((f^\sigma)(y))^{1/\sigma} \left( \frac{\mu(E_x \cap B(x, 2^{j+1}\rho(x, B^c)))}{\mu(B(x, 2^{j+1}\rho(x, B^c)))} \right)^{1/\sigma} + \sum_{j \geq 0} \frac{1}{\mu(B(x, 2^{j+1}\rho(x, B^c)))} \int_{y \in E_x} \frac{f(y)}{\mu(B(x, 2^{j+1}\rho(x, B^c)))} d\mu(y),$$

where the last inequality is obtained applying the Hölder inequality with $\sigma > 1$. Observe that there are at most four integers $j \geq 0$ such that $z \in B(x, 2^{j+1}\rho(x, B^c))$ and $E_x \cap \{ \rho(x, y) \leq 2^{j+1}\rho(x, B^c) \} \neq \emptyset$. Indeed, let $j_0$ be the first such integer, which implies $\rho(x, z) \leq 2^{j_0+1}\rho(x, B^c)$, and let $j \geq j_0$ be another one. Let $y \in E_x \cap \{ \rho(x, y) \leq 2^{j+1}\rho(x, B^c) \}$. Using $y \in E_x$, we have $\rho(z, y) \leq r + \rho(y, B) \leq r + \rho(x, B^c)$. Also, $r \leq \rho(x, z) + \rho(x, B^c)$. Hence $\rho(z, y) \leq \rho(x, z) + 2\rho(x, B^c)$. Using $2^j \rho(x, B^c) \leq \rho(x, y)$, we obtain

$$2^j \rho(x, B^c) \leq \rho(x, y) \leq \rho(x, z) + \rho(z, y) \leq 2\rho(x, z) + 2\rho(x, B^c) \leq (2^{j_0+2} + 2)\rho(x, B^c),$$

hence $j \leq j_0 + 3$. Moreover, if $z \notin B(x, 2^{j+1}\rho(x, B^c))$, since $x \in B$, we have $2^{j+1}\rho(x, B^c) \leq 2r$. Consequently, we
can apply [RLD] and we get
\[ I_1(x) \lesssim M_\mu(f^\sigma)(x)^{1/\sigma} \sum_{j \geq 0} \left( \frac{\rho_j(x, B^c)}{2^{j+1}\rho(x, B^c)} \right)^{\beta/\sigma} + 4M_\mu f(x) \lesssim M_\mu(f^\sigma)(x)^{1/\sigma}, \]
so the first integral is controlled by \( \langle g, (M_\mu(f^\sigma))^{1/\sigma} \rangle \). The argument for the second integral is entirely similar using the symmetry of our assumptions (and 4 above becomes 3). This proves (1).

\[ \square \]

Remarks

(1) Obviously, if \( X \) satisfies the layer decay property [LD], then we have \( \mu(B \setminus B) = 0 \) for every ball \( B \subset X \). Thus, with Proposition 2.5 and Proposition 2.5, we have proved that if \( X \) satisfies [RLD], then \( X \) satisfies (HP), and if \( X \) satisfies only [LD], then \( X \) satisfies (HP) provided it satisfies the Hardy inequality [H] for one particular couple of exponents \((p, p')\).

(2) Note that if \( f, g \) are taken in \( L^{\nu_1}(X) \) and \( L^{\nu_2}(X) \) with \( 1/\nu_1 + 1/\nu_2 < 1 \) (which is stronger than \( g \in L^p(X) \)), then if \( I \) denotes the integral in (II), the normalised inequality
\[ \frac{1}{\mu(B)} I \lesssim \| f \|_{L^{\nu_1}(zB \setminus B, \frac{\mu}{\rho(x, B^c)})} \| g \|_{L^{\nu_2}(B, \frac{\mu}{\rho(x, B^c)})} \]
is true in any space of homogeneous type only satisfying [LD]. The proof is in this case much easier and we refer to [AR] for the detail.

4.2. Annular decay properties [AD], [RAD]. Interestingly, another very similar condition already appeared in the literature (see for example [MS], [DJS], [B2], [T]). It is the notion of annular decay that we recall now.

**Definition 4.4.** Annular decay and relative annular decay properties.

Let \( (X, \rho, \mu) \) be a space of homogeneous type. For \( z \in X \) and \( r > 0, 0 < s < r \), set \( C_{r,r-s}(z) = B(z, r) \setminus B(z, r-s) \).

- We say that \( X \) has the **annular decay property** if there exist constants \( \eta > 0 \) and \( C < +\infty \) such that for every \( z \in X \), \( r > 0, 0 < s < r \), we have
  \[ \mu(C_{r,r-s}(z)) \leq C \left( \frac{s}{r} \right)^\eta \mu(B(z, r)). \]
  \[ \text{(AD)} \]

- We say that \( X \) has the **relative annular decay property** if there exist constants \( \eta > 0 \) and \( C < +\infty \) such that for every \( z \in X \), \( r > 0, 0 < s < r \), and every ball \( B(w, R) \) with \( R \leq 2r \), we have
  \[ \mu(C_{r,r-s}(z) \cap B(w, R)) \leq C \left( \frac{s}{R} \right)^\eta \mu(B(w, R)). \]
  \[ \text{(RAD)} \]

Once again, this is Definition 9.4 of [AR], with the same minor modification in the definition of the relative annular decay property than before. Note that this condition [AD] was made an assumption in [DJS] for the first proof of the global \( Tb \) theorem in a space of homogeneous type. Again, [AD] is a global property while [RAD] is a local one. Similarly as for layer decay properties, we have that [RAD] implies [AD]. Observe that for a ball \( B = B(x, r) \), with \( x \in X \), \( r > 0 \), we have, if \( \varepsilon > 0 \),
\[ B_\varepsilon = \{ y \in C_{r,r-\varepsilon}(x) \mid \rho(y, B^c) \leq \varepsilon \} \cup \{ y \in C_{r+2\varepsilon,r}(x) \mid \rho(y, B) \leq \varepsilon \}. \]
It follows that \( B_\varepsilon \subset C_{r+2\varepsilon,r-\varepsilon}(x) \) and thus [RAD] (respectively [AD]) implies [RLD] (respectively [LD]). In particular, [RAD] is a sufficient condition for the Hardy property (HP) because of Proposition 4.2.
5. Geometric properties ensuring the relative layer decay property

5.1. Monotone geodesic property \([\text{M}]\). In \([B2]\), Buckley introduces the notion of chain ball spaces and proves that under that condition, a doubling metric measure space satisfies \((\text{AD})\). Colding and Minicozzi II already had proved that this property was satisfied by doubling complete riemannian manifolds in \([CM]\). Tessera introduced a notion of monotone geodesic property in \([T]\), and proved that this property also implies \((\text{AD})\) (called there the Fellner property for balls) in a doubling metric measure space. Lin, Nakai and Yang recently showed in \([LNY]\) that chain ball and a slightly stronger scale invariant version of the monotone geodesic are equivalent. It is the latter that will interest us.

**Definition 5.1.** Let \((X, \rho)\) be a metric space. We say that \(X\) has the **monotone geodesic property** \((\text{M})\) if there exists a constant \(0 < C < +\infty\) such that for all \(u > 0\) and all \(x, y \in X\) with \(\rho(x, y) \geq u\), there exists a point \(z \in X\) such that

\[
\rho(z, y) \leq Cu \quad \text{and} \quad \rho(z, x) \leq \rho(y, x) - u.
\]

Remark that \(C\) must satisfy \(C \geq 1\). Remark also that iterating this property, one gets that for every \(x, y \in X\) with \(\rho(x, y) \geq u\), there exists a sequence of points \(y_0 = y, y_1, \ldots, y_m = x\) such that for every \(i \in \{0, \ldots, m - 1\}\)

\[
\rho(y_{i+1}, y_i) \leq Cu \quad \text{and} \quad \rho(y_{i+1}, x) \leq \rho(y_i, x) - u.
\]

Observe that this is a purely metric property. It is obviously satisfied by complete doubling Riemannian manifolds. It is also satisfied by any geodesic space or length space (see \([BBI]\) for a definition). It appears that \((\text{M})\) not only yields the annular decay property, but also, as was proved in \([AR]\), the stronger relative annular decay property.

**Proposition 5.2.** Let \((X, \rho, \mu)\) be a space of homogeneous type, and suppose that \(X\) has the monotone geodesic property \((\text{M})\). Then \(X\) has the relative annular decay property \((\text{RAD})\).

We refer again to \([AR]\) (Proposition 9.6) for the proof of this result (our modification on \((\text{RAD})\) has no impact). The argument essentially adapts the one in \([T]\) with more care on localization.

**Remark 5.3.** Observe that conversely, neither \((\text{HP})\) nor \((\text{RAD})\) imply \((\text{M})\). Let us give two examples to illustrate this. First consider the space formed by the real line from which an arbitrary interval has been withdrawn, equipped with the Euclidean distance and Lebesgue measure. This space obviously does not have the monotone geodesic property, as, to put it roughly, there is a hole in it. On the other hand, this space clearly satisfies the Hardy property, as a consequence of \((\text{HP})\) on the real line, as well as \((\text{RAD})\). The second example is a connected one: consider the space made of the three edges of an arbitrary triangle in the plane, again equipped with the induced Euclidean distance and Lebesgue measure. This space has the Hardy property, once again as a straightforward consequence of the fact that the unit circle has it and easy change of variables. It easily follows from the fact that one of the angles must be less than \(\pi/2\) that it does not have the monotone geodesic property: one of the pairs \((x, y)\) with \(x\) a vertex and \(y\) its orthogonal projection on the opposite side cannot meet condition \((\text{M})\). In passing, it proves that this property is not stable under bi-Lipschitz mappings (see also \([T]\)).
5.2. **Homogeneous balls property** (HB). Carefully looking into the proof of the Hardy inequality in the dyadic setting (Lemma 2.4 of [AR]), it is easy to see that if $B$ and $X \backslash B$ are themselves spaces of homogeneous types with uniform constants, then there will be no difficulty to prove that (HP) is satisfied, as one can then adapt the proof using Christ’s dyadic cubes both on $B$ and $X \backslash B$. This motivates the following definition.

**Definition 5.4.** Let $(X, \rho, \mu)$ be a space of homogeneous type. Let $B$ be a ball in $X$, and suppose that $B$ and $B^c$ are themselves spaces of homogeneous type with doubling constant $C_B$, i.e. for all $x \in B$, $y \in B^c$, and all $r > 0$, we have

$$\mu(B(x, 2r) \cap B) \leq C_B \mu(B(x, r) \cap B), \quad \mu(B(y, 2r) \cap B^c) \leq C_B \mu(B(y, r) \cap B^c).$$

We say that $X$ has the **homogeneous balls property** (HB) if this is satisfied by all the balls in $X$ and if

$$\sup_{B \subset X} C_B < +\infty.$$

**Proposition 5.5.** Let $(X, \rho, \mu)$ be a space of homogeneous type.

1. If $X$ has the homogeneous balls property (HB), then $X$ has the relative layer decay property (RLD).

2. If $X$ has the homogeneous balls property (HB), then $X$ has the Hardy property (HP).

**Proof.** (1) If $X$ has the homogeneous balls property, then every ball in $X$ as well as its complement in $X$ can be partitioned into dyadic cubes, with uniform constants (see [C]). But these cubes themselves have the layer decay property, and it is easy to see that this property transposes to the balls. Let $x \in X$, $r > 0$, $B = B(x, r)$, $w \in X$, $0 < R \leq 2r$, and fix $\varepsilon > 0$. Let us estimate for example the measure of the inner layer $C_\varepsilon = \{x \in B : \rho(x, B^c) \leq \varepsilon\}$. We want to prove that there exists $\eta' > 0$ such that $\mu(C_\varepsilon \cap B(w, R))) \lesssim \left(\frac{R}{\varepsilon}\right)^{\eta'} \mu(B(w, R))$. As $B$ constitutes by itself a space of homogeneous type with uniform doubling constant, there exists at every scale a partitioning of $B$ into Christ’s dyadic cubes (with uniform constants for these cubes). The idea is to pave $B$ by dyadic cubes of a well chosen generation. Let $N, m, l \in \mathbb{Z}$ be such that $\delta^{N+1} < r \leq \delta^N$, $\delta^{N+m+1} < \varepsilon \leq \delta^{N+m}$, and $\delta^{N+l+1} < R \leq \delta^{N+l}$. We can assume that $\varepsilon \leq R$, since otherwise the result is trivial, which means $m \geq l$. We look at the cubes of generation $j = N + \lfloor \frac{m+l}{2} \rfloor \geq N$ because $R \leq 2r$ (otherwise there would be no such cubes): for all $y \in C_\varepsilon$, there exists a unique $\beta$ such that $y \in Q^{\beta}_j$, and $\rho(y, (Q^{\beta}_j)^c) \leq \rho(y, B^c) \leq \varepsilon \leq \delta^{m+N}$. By the small boundary property [21] of Christ’s dyadic cubes, one gets that for all $\beta$

$$\mu(C_\varepsilon \cap Q^j_\beta) \lesssim \left(\frac{\delta^{N+m}}{\delta^j}\right)^{\eta} \mu(Q^j_\beta) \lesssim \left(\frac{\varepsilon}{R}\right)^{\eta/2} \mu(Q^j_\beta).$$

On the other hand, if $C_\varepsilon \cap Q^j_\beta \cap B(w, R) \neq \emptyset$ and if $y \in C_\varepsilon \cap Q^j_\beta \cap B(w, R)$, $x \in Q^j_\beta$, then, using the fact that since $m \geq l$, $\delta^j \leq \delta^{N+l} \lesssim R$, we have

$$\rho(x, w) \leq \rho(x, y) + \rho(y, w) \leq C_1 \delta^j + R \leq CR.$$
for a dimensional constant $C > 0$, and then $Q^i_\beta \subset B(w, CR)$. Finally, we get

$$
\mu(C_ε \cap B(w, R)) = \sum_{\beta : C_ε \cap Q^i_\beta \cap B(w, R) \neq \emptyset} \mu(C_ε \cap Q^i_\beta \cap B(w, R)) \\
\lesssim \sum_{\beta : C_ε \cap Q^i_\beta \cap B(w, R) \neq \emptyset} \left( \frac{ε}{R} \right)^{η/2} \mu(Q^i_\beta) \\
\lesssim \left( \frac{ε}{R} \right)^{η/2} \mu(B(w, CR)) \lesssim \left( \frac{ε}{R} \right)^{η/2} \mu(B(w, R)),
$$

where the last line is obtained using the disjointness of the cubes $Q^i_\beta$ and then the doubling property. We can do the same for the outer layer as $B^c$ also constitutes a space of homogeneous type. It proves (RLD).

(2) It is a direct consequence of (1) and Proposition 4.2. But it can also be proved directly slightly adapting the proof of Lemma 2.4 of [AR]. Indeed, observe that the homogeneous balls property allows to use exact coverings of $B$ and $X \setminus B$ by Christ’s dyadic cubes as above, and then everything works out as in the dyadic setting, taking care of those "large" cubes which are not contained in $2B \setminus B$ in a simple manner. □

It is easy to see that a space of homogeneous type does not satisfy the homogeneous balls property (HB) in general. Let us give a counterexample.

**Example 5.6.** Consider the real line, from which one has withdrawn the interval $I_ε = ]1 - ε, 1 - ε^2[\$, with $ε$ a fixed small constant. Consider the ball in this set of center $1/2$ and of radius $1/2$. It is easy to see that it has, as a space of homogeneous type, a doubling constant of at least $1/ε$: inside this ball, consider the ball of center $1 - ε^2$ and radius $ε - ε^2$, and its concentric double. Now, set

$$I_{n, ε} = ]n - ε/2^{n-1}, n - (ε/2^{n-1})^2[,\$$

and consider the space $X = \mathbb{R} \setminus \bigcup_{n \geq 1} I_{n, ε}$, equipped with the Euclidean distance and the Lebesgue measure. It is clear that $X$ does not satisfy the homogeneous balls property since the doubling constants explode. Neither does $X$ satisfy the monotone geodesic property ([M] as, to put it roughly, it has holes in it. However, observe that $X$ satisfies both (RLD) and (HP). As a matter of fact, proving (HP) on $X$ is exactly the same as proving it for the real line, and this is trivial (it is the same for (RLD)). In particular, this example shows that neither the monotone geodesic property nor the homogeneous balls property are necessary conditions for (HP).

**Remark 5.7.** We have given two sufficient conditions for (RLD), one which is purely metric, the monotone geodesic property, while the other is rather a measure property. Let us examine how these two properties are connected. It is clear that (HB) does not imply ([M], as is shown by the trivial example of the real line from which an arbitrary interval has been withdrawn. Now, if we suppose that $X$ satisfies ([M]), we have a partial result regarding the homogeneous balls property. As a matter of fact, let $B = B(x, r_0)$, and $y \in B$. We prove that for all $r > 0$,

$$\mu(B(y, 2r) \cap B) \lesssim \mu(B(y, r) \cap B).$$

First, if $r \geq 2r_0$, then $B \subset B(y, r) \subset B(y, 2r)$ and $B(y, 2r) \cap B = B(y, r) \cap B = B$. Then, if $r \leq 2r_0$ and $\rho(x, y) \leq r_0/2$, we have $B(y, r/4) \subset (B \cap B(y, r))$ and by the doubling property, $\mu(B(y, 2r)) \leq \mu(B(y, r/4)) \lesssim \mu(B(y, r) \cap B)$. It only remains to study the case $r \leq 2r_0$ and
\[ r_0/2 < \rho(x, y) < r_0. \] Let \( \alpha < \min\left(\frac{2}{1+C}, \frac{1}{2}\right) \), and \( \beta < \alpha/2 \). We have \( \rho(x, y) \geq r_0/2 \geq r\alpha/2 \) and by \( (M) \), there exists a point \( z \) in \( X \) such that
\[ \rho(y, z) \leq Cr\alpha \quad \text{and} \quad \rho(z, x) \leq \rho(y, x) - r\alpha/2. \]
Consider the ball \( B(z, \beta r) \). If \( w \in B(z, \beta r) \), then
\[ \rho(w, x) \leq \rho(w, z) + \rho(z, x) \leq \beta r + \rho(y, x) - r\alpha/2 \leq r_0. \]
Thus \( B(z, \beta r) \subset B \). Furthermore,
\[ \rho(w, y) \leq \rho(w, z) + \rho(z, y) \leq \beta r + Cr\alpha/2 < r, \]
since \( \alpha < \frac{2}{1+C} \). Thus \( B(z, \beta r) \subset B(y, r) \). Finally,
\[ \mu(B(y, 2r) \cap B) \lesssim \mu(B(y, r)) \lesssim \mu(B(z, 2r)) \lesssim \mu(B(y, r) \cap B). \]
This means that every ball in \( X \) is itself a space of homogeneous type, with uniform constant. However, we cannot obtain the same result for the complement of balls, and \( (HB) \) cannot be inferred.

With the results of these first sections, we have already proved a part of Theorem 2.4: we have proved the following
\[ \begin{align*}
(M) & \quad \longleftrightarrow \quad (RAD) \quad \rightarrow \quad (RLD) \quad \rightarrow \quad (HP) \quad \leftarrow \quad (AD) \quad \rightarrow \quad (LD)
\end{align*} \]
In particular, all positive implications have been established and we look now for the negative ones.

6. AN EXAMPLE IN THE COMPLEX PLANE: THE CURVE OF TESSERA

To further understand these properties of the homogeneous space, we will consider in this section a curve introduced by Tessera in [1]. This curve is given by a stairway-like construction in the complex plane, starting from 0, and containing for every \( k \in \mathbb{N} \) a half-circle of center 0 and radius \( 2^k \). More precisely, consider in the complex plane the parametric curve \( \gamma(t) \) defined for \( t \geq 0 \), and constructed as follows with \( |\gamma'(t)| = 1 \) for every \( t \geq 0 \):
\begin{itemize}
\item \( \gamma(0) = 0 \).
\item \( \{ \gamma(t) \mid 0 \leq t \leq t_1 \} \) is the segment \([0, 1]\).
\item \( \{ \gamma(t) \mid t_1 \leq t \leq t_2 \} \) is the half-circle of center 0 and radius 1 in the half-plane \( \{ \Im z \geq 0 \} \).
\item By induction, for \( k \geq 1 \), \( \{ \gamma(t) \mid t_{2k} \leq t \leq t_{2k+1} \} \) is the segment \([2^{k-1}, 2^k]\) or \([-2^k, -2^{k-1}]\) depending on the parity of \( k \), and \( \{ \gamma(t) \mid t_{2k+1} \leq t \leq t_{2k+2} \} \) is the half-circle of center 0 and radius \( 2^k \) in the half-plane \( \{ \Im z \geq 0 \} \) if \( k \) is even, in the half-plane \( \{ \Im z \leq 0 \} \) if \( k \) is odd.
\end{itemize}
Set \( t_0 = 0 \). An easy computation shows that we have for all \( k \geq 1 \),
\[
  t_{2k} = 1 + \pi + (1 + 2\pi)(2^{k-1} - 1) = -\pi + (1 + 2\pi)2^{k-1},
\]
\[
  t_{2k+1} = 1 + \pi + (1 + 2\pi)(2^{k-1} - 1) + 2^{k-1} = -\pi + (2 + 2\pi)2^{k-1}.
\]

Set \( X_T = \{ \gamma(t) \mid t \geq 0 \} \), equipped with the Euclidean distance \( d \) in \( \mathbb{C} \) and the Hausdorff length \( \Lambda \). See Figure 2 for a representation of \( X_T \). For \( x, y \in X_T \), denote by \( (x, y) \) the arc in \( X_T \) between \( x \) and \( y \). For \( z \in X_T \), and \( r > 0 \), we denote by \( B(z, r) \) the open ball of center \( z \) and radius \( r \) in \( X_T : B(z, r) = \{ x \in X_T \mid |z - x| < r \} \). We recall that a bounded set \( E \subset \mathbb{C} \) is said to be Ahlfors-David regular (of dimension 1) when there exists a constant \( 0 < C < +\infty \) such that for every \( z \in \mathbb{C} \) and \( r > 0 \), \( \frac{1}{2}r \leq \Lambda(E \cap B(x, r)) \leq Cr \) (see [A], [D]).

**Proposition 6.1.**

1. \( (X_T, d, \Lambda) \) is an Ahlfors-David set of dimension 1, and thus \( (X_T, d, \Lambda) \) can be seen as a space of homogeneous type.
2. \( X_T \) does not satisfy the annular decay property \( (\text{AD}) \) (nor the relative annular decay property \( (\text{RAD}) \)).
3. \( X_T \) does not satisfy the homogeneous balls property \( (\text{HB}) \), nor the monotone geodesic property \( (\text{M}) \).
4. \( X_T \) satisfies the relative layer decay property \( (\text{RLD}) \).
5. \( X_T \) satisfies the Hardy property \( (\text{HP}) \).

**Proof.** (1) Let us first make a preliminary observation: as \( |\gamma'(t)| = 1 \) for every \( t \geq 0 \), we have \( \Lambda(\gamma(\alpha), \gamma(\beta)) = |\alpha - \beta| \). But there exists a dimensional constant \( 1 < C_{\text{AD}} < +\infty \) such that for all \( \alpha, \beta > 0 \)
\[
  \frac{1}{C_{\text{AD}}} d(\gamma(\alpha), \gamma(\beta)) \leq \Lambda((\gamma(\alpha), \gamma(\beta))) \leq C_{\text{AD}} d(\gamma(\alpha), \gamma(\beta)).
\]
The left inequality is trivial. For the right inequality, let \( n, m \in \mathbb{N} \) such that \( t_n \leq \alpha < t_{n+1} \), \( t_m \leq \beta < t_{m+1} \). If \( n = m \), then \( \gamma(\alpha) \) and \( \gamma(\beta) \) are either on the same half-circle, or on the same segment, and the result is clear. Assume that \( |n - m| = 1 \), then one of these two points is on a segment, and the other on a connected half-circle. Suppose for example that \( t_{2k} < \alpha < t_{2k+1} \) and \( t_{2k+1} \leq \beta < t_{2k+2} \), so that \( \gamma(\alpha) \) is on the segment \( [2^{k-1}, 2^k] \) and \( \gamma(\beta) \) on a half-circle of center 0 and radius \( 2^k \). Let \( \omega = \gamma(t_{2k+1}) = 2^k \). Set \( a = d(\gamma(\alpha), \omega), c = d(\gamma(\beta), \omega) \) and \( b = d(\gamma(\alpha), \gamma(\beta)) \).

Applying elementary triangle geometry (see Figure D), and the fact that \( a \leq b, c \leq a + b \leq 2b \), write
\[
  \Lambda((\gamma(\alpha), \gamma(\beta)))^2 \leq (a + c)^2 \leq b^2 = d(\gamma(\alpha), \gamma(\beta))^2.
\]

Finally, if \( |n - m| \geq 2 \), assume that for example \( n \geq m \), then \( d(\gamma(\alpha), \gamma(\beta)) \geq |\gamma(\alpha)| - |\gamma(\beta)| \geq 2^{n-1} - 2^m \). On the other hand, \( \Lambda((\gamma(\alpha), \gamma(\beta))) = \alpha - \beta \leq t_{n+1} - t_m \leq 2^{n/2} - 2^{m/2} \). The result follows. Now, let us check that \( (X_T, d, \Lambda) \) is Ahlfors-David. Let \( x \in X_T, r > 0 \), and set \( B = B(x, r) \). As \( X_T \) is connected and not bounded, the connected component of \( x \) in \( B \), denoted by \( C(x) \), is at distance zero from the complement of \( B \). Thus, there exists \( y \in C(x) \) such that \( d(x, y) \geq r/2 \). But then, by (6.1), we have \( \Lambda(B) \geq \Lambda((x, y)) \geq C_{\text{AD}}^{-1} d(x, y) \geq C_{\text{AD}}^{-1} (r/2) \).

Moreover, set \( t_0 = \inf\{ t \geq 0 \mid \gamma(t) \in B \} \geq 0 \) and \( t_1 = \sup\{ t \geq 0 \mid \gamma(t) \in B \} < +\infty \) because \( X_T \) is unbounded. Then \( \Lambda(B) \leq \Lambda((\gamma(t_0), \gamma(t_1))) \leq C_{\text{AD}} d(\gamma(t_0), \gamma(t_1)) \leq C_{\text{AD}} 2r \). This proves that \( (X_T, d, \Lambda) \) is an Ahlfors-David set of dimension 1.

(2) As a consequence of (1), observe that for any \( k \geq 1 \), \( \Lambda(\gamma(0, 2^k)) \approx 2^k \). However, for every \( \varepsilon > 0 \), we have
\[
  \Lambda(B(0, 2^k + \varepsilon) \setminus B(0, 2^k)) \geq \pi 2^k.
\]
If $X_T$ had the annular decay property, the measure of this set would be going to 0 with $\varepsilon$. We thus have a contradiction. Hence, $X_T$ cannot satisfy (AD), nor (RAD).

(3) It is obvious that $X_T$ does not satisfy the monotone geodesic property (pick any two points on different half circles in $X_T$). For the homogeneous balls property, fix $\varepsilon > 0$ and consider the ball in $X_T$ of center $x = (0, 4)$ and radius $r = 3 + \varepsilon$. Let $y = (0, 1)$ and $\rho = 3$. The set $B(x, r) \cap B(y, \rho)$ has only one connected component, containing $y$, and its length is comparable to $\varepsilon$. On the other hand, the set $B(x, r) \cap B(y, 2\rho)$ has two connected components, one of which containing $x$ and of length comparable to 1. Thus, the doubling constant of the ball $B(x, r)$ seen as a space of homogeneous type exceeds $C/\varepsilon$. It follows that $X_T$ cannot satisfy (HB), as the doubling constants of the balls cannot be uniform.

(4) Let $0 < \alpha < 1$ and let $c_1 > 0$ be such that $\forall t < c_1, \ t^{-\alpha} |\ln t| \leq 1$. We first prove that $X_T$ satisfies the layer decay property (LD). Fix $z \in X_T$, $r > 0$, $0 < \varepsilon \leq r$, set $B = B(z, r)$. Set as before $B_\varepsilon = \{ x \in B | d(x, B^c) \leq \varepsilon \} \cup \{ y \in B^c | d(y, B) \leq \varepsilon \}$ the union of the inner and outer layers. Let $\theta = \varepsilon/r$. We show that there exists a dimensional constant $C < +\infty$ such that

\begin{equation}
\Lambda(B_\varepsilon) \leq C \theta^\alpha \Lambda(B).
\end{equation}

Observe that if $c_1 \leq \theta \leq 1$, the result is trivial:

\begin{equation}
\Lambda(B_\varepsilon) \leq \Lambda(B) \leq \left( \frac{1}{c_1} \right)^\alpha \theta^\alpha \Lambda(B).
\end{equation}

So assume now that $\theta < c_1$. Observe that the points in $B_\varepsilon$ are elements of $X_T$ at distance less or equal to $\varepsilon$ from $\overline{B} \setminus B$, where $\overline{B}$ is the closure of $B$ in $X_T$: $\gamma(t) \in \overline{B} \setminus B$ if $\gamma(t) \in B^c$ and either for every $s > 0$ small enough $\gamma(t+s) \in B$ or for every $s > 0$ small enough $\gamma(t-s) \in B$. If $r \leq 1$, remark that $B$ and $B^c$ are connected sets, so that there are at most two points in $\overline{B} \setminus B$. But since $X_T$ is Ahlfors-David, we get $\Lambda(B_\varepsilon) \lesssim 2\varepsilon$, and also $\Lambda(B) \approx 1$. (6.2) follows.

We suppose now $r > 1$. Assume first that $0 \notin B$, that is $|z| > r$. Denote by $C_i$, respectively $C'_i$, $0 \leq i \leq p$, $0 \leq j \leq p + 1$, the different connected components of $B$, respectively $B^c$, starting from the one closest to the origin. Because of (6.1), it is easy to see that each $C_i$, $C'_i$ will roughly contribute to $\varepsilon$ towards $\Lambda(B_\varepsilon)$. More precisely, set $B^i_\varepsilon = B_\varepsilon \cap (C_i \cup C'_i)$ for $0 \leq i \leq p$, and $B^{p+1}_\varepsilon = B_\varepsilon \cap C_{p+1}$. Then, it follows from (6.1) that we have for every $0 \leq i \leq p + 1$,

\begin{equation}
\Lambda(B^i_\varepsilon) \leq 4C_{AD} \varepsilon \lesssim \varepsilon.
\end{equation}
Now, the idea is to estimate the number of components $C_i$, and to take care of the fact that some of them can contribute to $\Lambda(B_x)$ for less than $\varepsilon$, as their length can be less than that if $r$ and $\varepsilon$ are large enough. It is easy to see that $p$ can be roughly bounded by $\ln r$. Indeed, let $k_0 \geq 0$ be such that $2^{k_0} \leq \text{dist}(C_0, 0) < 2^{k_0+1}$ (remember that we have assumed $|z| > r$), and observe (see Figure 2) that we have, for $0 \leq i \leq p-1$, $d(C_i, C_{i+1}) \geq 2^{k_0+2i} \geq 2^{2i}$. Consequently, we must have

$$\sum_{i=0}^{p-1} 2^{2i} \leq 2r \Rightarrow 4^p \leq r \Rightarrow p \lesssim \ln r.$$  

On the other hand, observe that for every $0 \leq i \leq p$, $(C_i \cup C_i') \subset B(0, 2^{k_0+2i+2})$. Since $X_T$ is Ahlfors-David, it follows that

$$(6.4) \quad \Lambda(C_i \cup C_i') \lesssim 2^{k_0+2i+2} \lesssim 4^{2i+2}. $$

Applying (6.3), we get $\Lambda(B_x^i) \lesssim \min(\varepsilon, 4^{2i+2})$. Finally, we obtain

$$\Lambda(B_x) = \sum_{i=0}^{p+1} \Lambda(B_x^i) \lesssim \sum_{i \geq 0; 4^{2i+2} \leq \varepsilon} 4^{2i+2} + \varepsilon \text{Card}\{0 \leq i \leq p+1 \mid \varepsilon < 4^{2i+2}\}.$$  

But Card$\{0 \leq i \leq p+1 \mid \varepsilon < 4^{2i+2}\} \leq \text{Card}\{0 \leq i \leq p+1 \mid \varepsilon < 4^i\}$. Remark that if $4^i > \varepsilon$, then $i \geq \frac{\ln \varepsilon}{\ln 4}$. The cardinal intervening in the second term is thus bounded by $C(\ln r - \ln \varepsilon)$ where $C$ is an absolute constant. Consequently, we have

$$\Lambda(B_x) \lesssim \varepsilon + \varepsilon \ln \left(\frac{T}{\varepsilon}\right) \lesssim \varepsilon(1 - \ln \theta) \lesssim \theta^\alpha r,$$

because $\varepsilon(1 - \ln \theta)\theta^{-\alpha}r^{-1} = \theta^{1-\alpha} - \theta^{-1-\alpha}\ln \theta \leq 2$ as $\theta < c_1$. But since $X_T$ is Ahlfors-David, we have $\Lambda(B) \approx r$ and (6.2) follows.

It remains to consider the case when $0 \in B$. But the same argument still works, only the notations have to be slightly modified because, this time, the origin belongs to the connected component $C_0$ of $B$. Thus, there is in this case the same number of components $C_i$ and $C_i'$, and it is the distance $d(C_0, 0)$ that plays a role in the argument instead of $d(C_0, 0)$ in $B(z, r)$. Apart from this, the argument is mostly unchanged, so we do not elaborate on it here.

It remains to prove (RLD). Let $B = B(z, r)$ be a ball in $X_T$ as before. Let $0 < R \leq 2r$, $w \in X_T$. We prove that

$$(6.5) \quad \Lambda(B_x \cap B(w, R)) \lesssim \left(\frac{\varepsilon}{R}\right)^\alpha \Lambda(B(w, R)), $$

Once again, when $\varepsilon/R \geq c_1$, the result is trivial, so we can assume that $\varepsilon/R < c_1$. Now, observe that we can apply exactly the same argument as above. The only difference is that instead of estimating the total number $p$ of connected components $C_i$ of $B$, we now have to estimate the number of these connected components that intersect $B(w, R)$. But by the same argument as before, this number is bounded by $(\ln R)$ as soon as $R > 1$ (and the result is trivial when $R \leq 1$).

Going through with the argument, this provides the bound

$$\Lambda(B_x \cap B(w, R)) \lesssim \left(\frac{\varepsilon}{R}\right)^\alpha R.$$  

But since $X_T$ is Ahlfors-David, we have $\Lambda(B(w, R)) \approx R$ and (6.5) follows.

(5) Applying Proposition 4.2 (5) is a direct consequence of (4), but to better understand this example, we will give a direct proof here. Fix $z \in X_T$, $r > 0$, $1 < \nu < +\infty$, set $B = B(z, r)$, and let $f \in L^\nu(B)$, $f$ supported on $B$, $g \in L^\nu(2B \setminus B)$, $g$ supported on $2B \setminus B$. Remark that because of Proposition 2.5, we could limit ourselves to the case when $\nu = \nu' = 2$, but we will keep on working with undefined exponents to show that they do not play any part in our argument and that the latter does not rely on any specific geometry brought by $L^2$ integrability.
Figure 2. Layer decay property (LD) in the space $X_T$.

Assume as before that for example $0 \notin B$, the argument is unchanged when $0 \in B$, only the notations have to be adapted. We adopt the same notations as in (4): denote by $C_j$, respectively $C'_j$, $0 \leq i \leq p$, $0 \leq j \leq p + 1$, the different connected components of $B$, respectively $B^c$, starting from the one closest to the origin. Set $I_{2i} = \{t \geq 0 \mid \gamma(t) \in C_{i-1}\}$ for $1 \leq i \leq p + 1$, $I_{2j+1} = \{t \geq 0 \mid \gamma(t) \in C'_j \cap (2B\setminus B)\}$ for $0 \leq j \leq p + 1$. We want to estimate the following
quantity

\[ H(f, g) = \int_B \int_{2B \setminus B} \frac{f(x)g(y)}{\Lambda(B(x, d(x, y)))} \, d\Lambda(x) \, d\Lambda(y). \]

As \( X_T \) is Ahlfors-David, and applying (6.1), we have

\[ H(f, g) \approx \int_B \int_{2B \setminus B} \frac{f(x)g(y)}{d(x, y)} \, d\Lambda(x) \, d\Lambda(y) \approx \sum_{i=0}^{p} \sum_{j=-1}^{p} \int_{I_{2i}} \int_{I_{2j+1}} \frac{f(\gamma(t))g(\gamma(s))}{|s-t|} \, dt \, ds, \]

because \(|\gamma'(t)| = 1\) for every \( t \geq 0 \). Set \( \tilde{f} = f \circ \gamma, \tilde{g} = g \circ \gamma, \tilde{f} \in \text{L}^{\nu'}, \) supported on \( \bigcup_{i=1}^{p+1} I_{2i} \), \( \tilde{g} \in \text{L}^{\nu'} \), supported on \( \bigcup_{j=0}^{p+1} I_{2j+1} \), with \( \|\tilde{f}\|_{\nu'} = \|f\|_{\nu'}, \|\tilde{g}\|_{\nu'} = \|g\|_{\nu'} \). Let again \( k_0 \geq 0 \) be such that \( 2^{k_0} \leq \text{dist}(C_0, 0) < 2^{k_0+1} \) (remember that we have assumed \(|z| > r\)). Because of the fact that \(|\gamma'(t)| = 1\) for every \( t \geq 0 \), observe that we have, by (6.1), for every \( 1 \leq i \leq p+1, 0 \leq j \leq p, \)

\[ |I_{2i}| = \Lambda(C_{i-1}) \leq \Lambda(C_{i-1} \cup C'_{i-1}) \lesssim 2^{k_0} 4^i, \quad |I_{2j+1}| \leq \Lambda(C_j') \leq \Lambda(C_j \cup C_j') \lesssim 2^{k_0} 4^j. \]

For \( j = p+1 \), remark that as for \( 0 \leq i \leq p, C_i \subset B(0, 2^{k_0+2i+2}) \), we have \( B \subset B(0, 2^{k_0+2p+2}) \). It follows that \( 2B \subset B(0, 3 \times 2^{k_0+2p+2}) \). As a matter of fact, if \( d(z, x) < 2r \), then \( |x| \leq d(x, z) + |z| < 2r + |z| < 3 |z| < 3 \times 2^{k_0+2p+2} \), because we have assumed \(|z| > r\). Thus, since \( X_T \) is Ahlfors-David, it follows that

\[ |I_{2p+3}| \leq \Lambda(2B \setminus B) \leq \Lambda(B(0, 3 \times 2^{k_0+2p+2})) \lesssim 2^{k_0} 4^p. \]

Finally, it is easy to see that if \( j \notin \{i-1, i\} \), we have \( \text{dist}(I_{2i}, I_{2j+1}) \gtrsim 2^{k_0} |4^i - 4^j| \). Now, set

\[ f_i = \left( \int_{I_{2i}} \frac{\tilde{f}(t)}{|\tilde{g}||s|} \, dt \right)^{1/\nu'} \in \ell^{\nu'}(\{1, ..., p+1\}), \quad \text{with} \quad \|\ell_i\|_{\nu'} = \|\tilde{f}\|_{\nu'}, \]

\[ g_j = \left( \int_{I_{2j+1}} \frac{\tilde{g}(s)}{|\tilde{g}||s|} \, ds \right)^{1/\nu'} \in \ell^{\nu'}(\{0, ..., p+1\}), \quad \text{with} \quad \|\ell_j\|_{\nu'} = \|\tilde{g}\|_{\nu'}. \]

Split the sum in (6.6) for the neighboring \( I_k \) and the ones that are far from one another: we have

\[ H(f, g) \lesssim \sum_{i=0}^{p+1} \sum_{j=1}^{i} \int_{I_{2i}} \int_{I_{2j+1}} \frac{\tilde{f}(t)|\tilde{g}(s)|}{|s-t|} \, dt \, ds + \sum_{i=0}^{p+1} \sum_{j \notin \{i-1, i\}} \int_{I_{2i}} \int_{I_{2j+1}} \frac{\tilde{f}(t)|\tilde{g}(s)|}{|s-t|} \, dt \, ds \]

\[ = H_1(f, g) + H_2(f, g). \]

For \( H_1 \), apply (11) on \( \mathbb{R} \) and then the Cauchy-Schwarz inequality to get

\[ H_1(f, g) \lesssim \sum_{i=0}^{p+1} \sum_{j \in \{i-1, i\}} f_i g_j \lesssim \left( \sum_{i=0}^{p+1} \sum_{j \in \{i-1, i\}} f_i^{\nu'} \right)^{1/\nu'} \left( \sum_{j=0}^{p+1} \sum_{i \notin \{i-1, i\}, j \in \{i+1, j\}} g_j^{\nu'} \right)^{1/\nu'} \lesssim \|f\|_{\nu'} \|g\|_{\nu'}. \]

To estimate \( H_2 \), write

\[ H_2(f, g) \lesssim \sum_{i=0}^{p+1} \sum_{j \notin \{i-1, i\}} \frac{1}{\text{dist}(I_{2i}, I_{2j+1})} f_i |I_{2i}|^{1/\nu'} g_j |I_{2j+1}|^{1/\nu'} \lesssim \sum_{i=0}^{p+1} \sum_{j \notin \{i-1, i\}} \frac{4^{i+1} 4^{j+1}}{|4^i - 4^j|} f_i g_j \]
By symmetry, we will be done if we can bound for example the sum for \( j > i \). But if \( j > i \) observe that \(|4^i - 4^j| = 4^i(4^{j-i} - 1) \gtrsim 4^j\). Applying the Cauchy-Schwarz inequality, write then

\[
\sum_{1 \leq i \leq p+1, j > i} \frac{4^{\frac{j}{p}} 4^i}{|4^i - 4^j|} f_i g_j \lesssim \sum_{1 \leq i \leq p+1, j > i} f_i g_j 4^{-\frac{4-i}{p}}
\]

\[
\lesssim \left( \sum_{1 \leq i \leq p+1, j > i} f_i^{\frac{p}{p'}} 4^{-\frac{j}{p'}} \right)^{\frac{1}{p'}} \left( \sum_{1 \leq i \leq p+1, j > i} g_j^{\frac{p}{p'}} 4^{-\frac{i}{p'}} \right)^{\frac{1}{p'}}
\]

\[
\lesssim \left( \sum_{1 \leq i \leq p+1} f_i^{\frac{p}{p'}} \sum_{j > i} 4^{-\frac{j}{p'}} \right)^{\frac{1}{p'}} \left( \sum_{2 \leq j \leq p+1} g_j^{\frac{p}{p'}} \sum_{1 \leq i < j} 4^{\frac{i}{p'}} \right)^{\frac{1}{p'}}
\]

\[
\lesssim \left( \sum_{1 \leq i \leq p+1} f_i^{\frac{p}{p'}} \right)^{\frac{1}{p'}} \left( \sum_{2 \leq j \leq p+1} g_j^{\frac{p}{p'}} \right)^{\frac{1}{p'}} \lesssim \|f\|_p \|g\|_{p'}.
\]

Finally, one gets \( H(f, g) \lesssim \|f\|_p \|g\|_{p'} \), and thus \( X_T \) satisfies the Hardy property \((HP)\).

 ainsi.

Consequently, the space \( X_T \) satisfies \((RLD)\) and \((HP)\), but neither \((HB)\), \((M)\) nor \((RAD)\). As we have already pointed out before, there is a tangible difference between the definitions of layer decay and annular decay properties. Thus, it is not surprising to find out that these properties are not equivalent. We now have a counterexample for most of the false implications in Theorem 2.4. It only remains to build a space satisfying \((LD)\) but neither \((RLD)\) nor \((HP)\) to complete the proof.

Remark 6.2. Let us comment this construction. Observe that the space \( X_T \) is a spiral which curls up around the origin in a scale invariant way. Observe as well that we rely on this scale invariance in the above proof. However, one can get another example, basically just by truncating the space \( X_T \), of a space satisfying \((RLD)\) but not \((RAD)\). Indeed, let \( X'_T = \{ \gamma(t) \mid 0 \leq t \leq t_s \} \cup [8, +\infty[ \) where \([8, +\infty[\) denotes the half-line on the real axis. Then the argument in (2) still holds and \( X'_T \) does not satisfy \((RAD)\). On the other hand, it is immediate to see that for any given ball \( B \) of \( X'_T \), \( \text{Card}(\overline{B \setminus B}) \leq 6 \), and \((RLD)\) follows easily. This shows that the scale invariance is not necessary.

7. Counterexamples and end of the proof of Theorem 2.4

We now present some variations of the space \( X_T \) in order to provide a space where the Hardy property cannot be satisfied. It was originally inspired from the curve of Tessera, but is actually in the end only marginally connected to it. Still in the complex plane, consider the space formed by the union of the segment \([0, 1]\) on the real axis, the half circle of center \( 0 \) and radius \( 1 \) in the half-plane \( \Im z \geq 0 \), and the half-line \([-\infty, -1]\) on the real axis. Parameter this curve so that it is traveled at constant speed. This is someway a truncation of the space \( X_T \). Now introduce a small perturbation \( \epsilon \) of the half-circle: for \( t \in [0, \pi] \), set \( \rho(t) = 1 + \epsilon(t) \), where \( \epsilon \) is a rapidly oscillating function in the neighborhood of the origin, and set

\[
X_\epsilon = \{ \gamma(t) \mid t \geq -1 \}, \quad \text{with} \quad \gamma(t) = \begin{cases} 
(t + 1, 0) & \text{for } -1 \leq t \leq 0, \\
(\rho(t) \cos t, \rho(t) \sin t) & \text{for } 0 < t < \pi, \\
(\pi - t, 0) & \text{for } t \geq \pi.
\end{cases}
\]
Choose an oscillating function $\epsilon$, ensuring that $X_\epsilon$ keeps finite arclength: $\epsilon(t) = a(t) \sin(b(t))$ for functions $a, b$ appropriately chosen.

### 7.1. Exponential oscillation.

Let

$$\epsilon_1(t) = e^{-\frac{1}{t^2}} \sin(\pi e^{\frac{1}{t^2}}),$$

and set $X_1 = X_{\epsilon_1}$. See Figure 3 for a representation of the space $X_1$.

![Figure 3. A representation of the space $X_1$.](image)

Remark that choosing $\frac{1}{t}$ instead of $\frac{1}{t^2}$ would not change anything in the following. Observe that with this choice of $\epsilon$, $\gamma$ is $C^1$ and $|\gamma'|$ is uniformly bounded below and above, which obviously makes of $(X_1, d, A)$ an Ahlfors-David space. In the following of this section, $B(z, r)$ will always denote the ball in $\mathbb{R}^2$ of center $z$ and radius $r$. For a ball $B$ in $\mathbb{R}^2$ centered at a point of $X_1 \subset \mathbb{R}^2$, we will denote by $B^{X_1}$ the corresponding ball in the space $X_1$. Let $B^0 = B(0, 1)$.

**Proposition 7.1.**

1. $X_1$ does not satisfy the layer decay property (LD).
2. $X_1$ does not satisfy the Hardy property (HP).

**Proof.** We prove that neither of these properties are satisfied for the ball $B^{0,X_1}$.

(1) Let $\varepsilon > 0$. Remark that if $\gamma(t) \in B^{0,X_1} \setminus B^{0,X_1}$, then $\epsilon(t) = 0$. Denote by $t_k$ these points with $(t_k)_{k \in \mathbb{N}}$ a sequence decreasing to zero, and $t_0 = \pi$. Then we have

$$B^{0,X_1}_\varepsilon = \{ \gamma(t) \mid \exists k \in \mathbb{N} \ d(\gamma(t), \gamma(t_k)) < \varepsilon \}. $$
Because of the uniform boundedness of $|\gamma|$ above and below, observe that we have
\[ \Lambda(B_{\varepsilon}^{0,X_1}) \approx \{|t \in [0, \pi] \mid \exists k \ |t_k - t| < \varepsilon|\}. \]
On the other hand, for $k \geq 1$, we have
\[ \pi e^{-\frac{1}{\varepsilon} e^{\frac{1}{k} t_k}} = k \pi \Rightarrow t_k = \frac{1}{\ln k + 1/\pi} \Rightarrow t_k - t_{k+1} \lesssim \frac{1}{k}. \]
Thus, if $k \geq \frac{1}{\varepsilon}$, and $t \leq t_k \leq \frac{1}{\ln \varepsilon}$, then $t_k - t_{k+1} \lesssim \varepsilon$. It implies that $\gamma(t)$ stays inside $B_{\varepsilon}^{0,X_1}$ for all the $t \leq \frac{C}{\ln \varepsilon}$ for some constant $C < +\infty$. We obtain
\[ \Lambda(B_{\varepsilon}^{0,X_1}) \gtrsim \left\{ \left| t \in (0, \pi) \mid \exists k \geq \frac{1}{\varepsilon} \ |t_k - t| < \varepsilon \right\} \gtrsim \left[ 0, \frac{C}{\ln \varepsilon} \right] \gtrsim \frac{1}{\ln \varepsilon}. \]
It follows that there cannot be any upper bound of the form $\varepsilon^n$ for $\Lambda(B_{\varepsilon}^{0,X_1})$, and (L.D) cannot be satisfied. Geometrically, this shows that the concentration of points in the layers of the unit ball is too important for $X_1$ to satisfy the layer decay property.

Let $1 < \nu < +\infty$. Let $f \in L^\nu(B_{0}^{0,X_1})$, $g \in L^\nu(2B_{0}^{0,X_1} \setminus B_{0}^{0,X_1})$, $g$ supported on $2B_{0}^{0,X_1} \setminus B_{0}^{0,X_1}$. Denote by $I_{2k}, k \geq 0$ the connected sets of $t$ for which $\gamma(t) \in B_{0}^{0,X_1}$, $I_{2k} = [t_{2k}, t_{2k+1}]$, and $I_{2p+1}, p \geq 0$ the connected sets of $t$ for which $\gamma(t) \in 2B_{0}^{0,X_1} \setminus B_{0}^{0,X_1}$, $I_{2p+1} = [t_{2p+1}, t_{2p+2}]$. By the Ahlfors-David property of $X_1$, we have
\[ |H(f,g)| = \left| \int_{B_{0}^{0,X_1}} \int_{2B_{0}^{0,X_1} \setminus B_{0}^{0,X_1}} \frac{f(x)g(y)}{\lambda(x,y)} d\Lambda(y) d\Lambda(x) \right| \approx \left| \sum_{k,p \geq 0} \int_{I_{2k}} \int_{s \in I_{2p+1}} \frac{\tilde{f}(t) \tilde{g}(s)}{|t-s|} \| f \|_{\nu} \| g \|_{\nu'} \right|, \]
where $\tilde{f} = f \circ \gamma$, $\tilde{g} = g \circ \gamma$, $\tilde{f} \in L^\nu$, supported on $\cup_{k \geq 0} I_{2k}$, $\tilde{g} \in L^\nu$, supported on $\cup_{p \geq 0} I_{2p+1}$, and $\| f \|_{\nu} \approx \| f \|_{\nu}$, $\| g \|_{\nu'} \approx \| g \|_{\nu'}$, because $|\gamma| \approx 1$. Now, assume that $\tilde{f}, \tilde{g}$ are constant and positive on each $I_{2k}, I_{2p+1}$. Set
\[ f_k = \left( \int_{I_{2k}} |\tilde{f}(t)|^\nu dt \right)^{1/\nu} \in \ell^\nu(\mathbb{N}), \quad \text{with} \quad \| f_k \|_{\nu} = \| \tilde{f} \|_{\nu}, \]
\[ g_p = \left( \int_{I_{2p+1}} |\tilde{g}(s)|^\nu ds \right)^{1/\nu} \in \ell^\nu(\mathbb{N}), \quad \text{with} \quad \| g_p \|_{\nu'} = \| \tilde{g} \|_{\nu'}. \]
Remark that if $p, k \geq 1$ with $p \notin \{k, k-1\}$, and $t \in I_{2k}$, $s \in I_{2p+1}$, then
\[ |s - t| \lesssim \left| \frac{1}{\ln p} - \frac{1}{\ln k} \right| \lesssim \frac{|\ln(p/k)|}{\ln p \ln k}. \]
We thus have
\[ |H(f,g)| \gtrsim \sum_{k,p \geq 1 \atop p \notin \{k, k-1\}} \frac{\ln p \ln k}{|\ln(p/k)|} \int_{t \in I_{2k}} |\tilde{f}(t)| |t| \int_{s \in I_{2p+1}} |\tilde{g}(s)| ds \]
\[ = \sum_{k,p \geq 1 \atop p \notin \{k, k-1\}} f_k g_p \frac{\ln p \ln k}{|\ln(p/k)|} |I_{2k}| |I_{2p+1}| \lesssim \frac{1}{l(\ln l)^2}. \]
there exists \( N \in \mathbb{N}^* \) such that if \( l \geq N \), then \( |I_l| \geq \frac{1}{2l(ln l)^\tau} \). It follows that

\[
|H(f, g)| \gtrsim \sum_{k,p \geq N} f_k g_p \frac{(\ln p)^{1-\frac{2}{\nu}} (\ln k)^{1-\frac{2}{\nu}}}{k^{\frac{1}{2}} p^{\frac{1}{2}} |\ln(p/k)|},
\]

It is easy to see that this is an unbounded operator. Fix \( 0 < \eta < 1/2 \), and set for example for \( k,p \geq N \)

\[
f_k = \frac{1}{k^{\frac{1}{2}} (\ln k)^{\frac{1}{2}+\eta}}, \quad g_p = \frac{1}{p^{\frac{1}{2}} (\ln p)^{\frac{1}{2}+\eta}}.
\]

Then

\[
\sum_{p \geq k+1} g_p \frac{1}{p^\frac{1}{2}} \frac{(\ln p)^{1-\frac{2}{\nu}}}{|\ln(p/k)|} = \sum_{p \geq k+1} \frac{1}{p(p \ln p)^{\frac{1}{2}+\eta} \ln(p/k)} \geq \int_{k+1}^{+\infty} \frac{1}{t\ln t)^{\frac{1}{2}+\eta} \ln(t/k)} dt = \int_{k+1}^{+\infty} \frac{1}{u \ln u \ln(\ln u)\frac{1}{2}+\eta}} \ln u \ln \ln(\ln u) d\ln u \\
\geq \frac{1}{\ln(3k)^{\frac{1}{2}+\eta}} \int_{k+1}^{+\infty} \frac{1}{u \ln u} d\ln u \\
\geq \frac{1}{\ln(\ln(1+1/k))} \sim (\ln k)^{\frac{1}{2}+\eta}.
\]

It follows that

\[
|H(f, g)| \gtrsim \sum_{k \geq N} f_k \frac{(\ln k)^{1-\frac{2}{\nu}}}{k^{\frac{1}{2}}} (\ln k)^{\frac{1}{2}+\eta} = \sum_{k \geq N} \frac{1}{k(\ln k)^{2\eta}} = +\infty.
\]

Thus (H) cannot be satisfied for any \( 1 < \nu < +\infty \). Once again, geometrically there is too much mass that concentrates in the inner and outer layers of the unit ball of \( X_1 \) for the Hardy property to be satisfied. \( \square \)

Remark 7.2. Observe that although the layer decay property is not satisfied here, we still have \( \Lambda(B_{\varepsilon, X_1}^0) \sim \varepsilon \rightarrow 0 \). Indeed, \( \bigcap_{n \geq 1} B_{I/n}^{0,X_1} = \overline{B_{0,X_1}^0 \setminus B_{0,X_1}^0} \), but this set is of measure 0 as it is countable. Thus, we have

\[
\Lambda(B_{0,X_1}^{0}) \setminus B_{0,X_1}^{0} = 0 = \lim_{n \rightarrow +\infty} \Lambda(B_{I/n}^{0,X_1}).
\]

Observe furthermore that it is always the case in this kind of example with a continuous function \( \epsilon \), because \( \overline{B_{0,X_1}^0 \setminus B_{0,X_1}^0} \) must necessarily be a countable set, hence of measure zero. Indeed, \( \overline{B_{0,X_1}^0 \setminus B_{0,X_1}^0} \) is the set of points \( \gamma(t_0) \) for which \( \epsilon(t_0) = 0 \) and for every \( \eta > 0 \), there exists \( 0 < \epsilon < \eta \) such that \( \epsilon(t_0 \pm \epsilon) < 0 \). By continuity of \( \epsilon \), we deduce from this that for every point \( \gamma(t_0) \in \overline{B_{0,X_1}^0 \setminus B_{0,X_1}^0} \), there exists \( q_0 \in \mathbb{Q} \) with \( \epsilon(q_0) < 0 \) and \( |t_0 - q_0| \) as small as one wants. We can thus construct an injection from \( \overline{B_{0,X_1}^0 \setminus B_{0,X_1}^0} \) to \( \mathbb{Q} \) and it follows that \( \overline{B_{0,X_1}^0 \setminus B_{0,X_1}^0} \) is countable, hence of measure zero.
7.2. **Polynomial oscillation.** This time, let \( b(t) = \frac{\pi^2}{t} \): choose

\[
\epsilon_2(t) = A_0 \left( \frac{t}{\pi} \right)^3 \sin \left( \frac{\pi^2}{t} \right),
\]

with \( A_0 \) a sufficiently small constant to be specified later, and construct a space \( X_2 \) as before. Again, \( (X_2, d, \Lambda) \) is an Ahlfors-David space (and thus a space of homogeneous type).

**Proposition 7.3.**

1. \( X_2 \) does not satisfy the Hardy property (HP).
2. \( X_2 \) does satisfy the layer decay inequality \((\text{LD})\), but not the relative layer decay inequality \((\text{RLD})\).

**Proof.** (1) We prove again that \( (\text{H}) \) is not satisfied for the unit ball \( B^{0, X_2} \). Let us use the same notations as before. For functions \( f \in L^2(B^{0, X_2}) \), \( f \) supported inside \( B^{0, X_2} \), and \( g \in L^2(2B^{0, X_2} \setminus B^{0, X_2}) \), \( g \) supported inside \( 2B^{0, X_2} \setminus B^{0, X_2} \), we have

\[
|H(f, g)| \approx \left| \sum_{k,p \geq 0} \int_{t \in I_{2k}} \int_{s \in I_{2p+1}} \frac{\tilde{f}(t)\tilde{g}(s)}{|t-s|} \, ds \, dt \right|.
\]

This time, we have for \( k \geq 1 \), \( t_k = \frac{\pi}{k} \), and thus for \( l \geq 1 \), we have \( |I_l| = \frac{\pi}{l(1+1)} \geq \frac{\pi}{2} \). Besides, if \( p, k \geq 1 \) with \( p \not\in \{k, k-1\} \), and \( t \in I_{2k}, s \in I_{2p+1} \), then

\[
|s-t|^{-1} \geq \frac{1}{p} - \frac{1}{k} \geq \frac{pk}{|p-k|}.
\]

Assume again that \( \tilde{f}, \tilde{g} \) are constant and positive on each \( I_{2k}, I_{2p+1} \), and set

\[
f_k = \left( \int_{I_{2k}} |\tilde{f}(t)|^2 \, dt \right)^{1/2} \in \ell^2(N), \quad \| (f_k)_k \|_{\ell^2} = \| \tilde{f} \|_2,
\]

\[
g_p = \left( \int_{I_{2p+1}} |\tilde{g}(s)|^2 \, ds \right)^{1/2} \in \ell^2(N), \quad \| (g_p)_p \|_{\ell^2} = \| \tilde{g} \|_2.
\]

Then, we have

\[
|H(f, g)| \gtrsim \sum_{k,p \geq 1} \frac{f_k g_p}{|p-k|}.
\]

But it is well known that this operator is unbounded on \( \ell^2 \). It follows that \( (\text{H}) \) cannot be satisfied for \( \nu = 2 \). Thus, \( X_2 \) does not satisfy \((\text{HP})\), nor \((\text{RLD})\) because of Proposition 4.2.

(2) Let \( \epsilon > 0 \). We are going to prove \((\text{LD})\) for all the balls \( B^{X_2}(z, r) \) centered at a point \( z \in X_2 \) of radius \( r > 0 \). We classify these balls in three categories, each of which will be taken care of differently: first there are the balls \( B(z, r) \) of radius \( r \geq 1/2 \), then there are the balls \( B(z, r) \) of radius \( 0 < r < 1/2 \) tangential to the ball \( B^0 \) at the point of affix 1, and finally the balls \( B(z, r) \) of radius \( 0 < r < 1/2 \) non tangential to the ball \( B^0 \) at the point of affix 1. We begin by taking care of the first category. We first show that \( X_2 \) satisfies \((\text{LD})\) for the unit ball \( B^{0, X_2} \), for some exponent \( \eta < 1 \). Indeed, remark that if \( k \geq \epsilon^{-1/2} \), then \( |I_k| = |t_k - t_{k+1}| \lesssim \frac{1}{2\epsilon} \lesssim \epsilon \), and it implies that \( \gamma(t) \) stays inside \( B^{0, X_2}_\epsilon \) for all the \( t \leq C\epsilon^{1/2} \) for some uniform constant \( 0 < C < +\infty \). Besides, observe that we have

\[
\text{Card} \left\{ k \in \mathbb{N} \mid k \lesssim \epsilon^{-1/2} \right\} \lesssim \epsilon^{-1/2},
\]
and that for each one of the corresponding \( t_k \), there is a contribution of at most \( \varepsilon \) to \( \Lambda(B^0_\varepsilon X_2) \). Thus, we have

\[
\Lambda(B^0_\varepsilon X_2) \lesssim \|[0, C\varepsilon^{1/2}]) + \varepsilon \times \text{Card} \left\{ k \in \mathbb{N} \mid k \lesssim \varepsilon^{-1/2} \right\} \lesssim \varepsilon^{1/2} + \varepsilon \times \varepsilon^{-1/2} \lesssim \varepsilon^{1/2}.
\]

Since \( X_2 \) is Ahlfors-David, we have \( \Lambda(B^{0,\varepsilon} X_2) \approx 1 \), and (LD) follows.

Now, observe that this extends to all the balls \( B = B(z, r) \) of radius \( r \geq 1/2 \). As a matter of fact, remark that we necessarily have \( \Lambda(B^{X_2}_\varepsilon) \leq \Lambda(B^{0,\varepsilon} X_2) \lesssim \varepsilon^{1/2} \). Indeed, there are at most two elements in \( B^{X_2}_\varepsilon \setminus B^{X_2} \) outside of \( \{ \gamma(t) \mid 0 \leq t \leq \pi \} \). And it is also easy to see that \( B^{X_2}_\varepsilon \setminus B^{X_2} \cap \{ \gamma(t) \mid 0 \leq t \leq \pi \} \) can be injected inside \( B^{0,X_2}_\varepsilon \setminus B^{0,X_2} \). Thus the preceding argument still applies. It follows that

\[
\Lambda(B^{X_2}_\varepsilon) \lesssim \left( \frac{\varepsilon}{r} \right)^{1/2} r,^{1/2} \lesssim \left( \frac{\varepsilon}{r} \right)^{1/2} r,
\]

because \( r \geq 1/2 \). But since \( X_2 \) is Ahlfors-David, we have \( \Lambda(B^{X_2}) \approx r \) and (LD) follows.

Now, we consider the balls \( B = B(z, r) \) with \( z = 1 - r \) and \( 0 < r < 1/2 \), tangential to \( B^0 \) at the point of affix 1. Let \( C \) denote in \( \mathbb{R}^2 \) the circle of center \( z \) and radius \( r \). Switching to polar coordinates, for \( t > 0 \) sufficiently small (\( t \leq t_{\text{max}} = \arctan \frac{1}{1-r} \)), denote by \( M(t) = (t, v(t)) \) the point of the circle \( C \) farthest from the origin, and let \( u(t) = 1 - v(t) \) (see Figure 4). Then \( v(t) \) satisfies the following equation

\[
v(t)^2 - 2v(t)(1-r) \cos t + (1-r)^2 = v^2,
\]

so that we have

\[
\begin{align*}
u(t)^2 + 2u(t)(1-r) \cos t - 1 + 2(1-r)[1 - \cos t] &= 0,\
hence
\end{align*}
\]

\[
\begin{align*}
u(t) &= 1 - (1-r) \cos t - [(1-r)^2 \cos^2 t + 1 - 2(1-r)]^{1/2}.
\end{align*}
\]

Figure 4. Existence of a separation between \( C \) and the unit circle.
There exists $t_0 > 0$ such that for every $0 < t < t_0$, $\cos t \leq 1 - \frac{t^2}{4}$ and $t^4 \leq t^2$. Then, for every $0 < t < t_0$ and $0 < r < 1/2$, we have

$$u(t) \geq 1 - (1 - r)(1 - \frac{t^2}{4}) - \left[(1 - r)^2(1 - \frac{t^2}{4}) + 2r - 1\right]^{1/2}$$

$$\geq r + \frac{1 - r}{4}t^2 - \left[(1 - r)^2(1 - \frac{t^2}{2} + \frac{t^4}{16}) + 2r - 1\right]^{1/2}$$

$$\geq r + \frac{1 - r}{4}t^2 - r \left[1 - \frac{(1 - r)^2}{2r^2}t^2 + \frac{(1 - r)^2}{16r^4}t^4\right]^{1/2}$$

$$\geq r + \frac{1 - r}{4}t^2 - r \left[1 - \frac{7(1 - r)^2}{16r^2}t^2\right]^{1/2} \geq r + \frac{1 - r}{4}t^2 - r \left[1 - \frac{17(1 - r)^2}{16r^2}t^2\right]$$

$$\geq \frac{7 - 6r - r^2}{32r}t^2 \geq \frac{3}{16}t^2.$$

Furthermore, since $u(t)$ clearly is an increasing function, if $t_0 \leq t \leq t_{\max}$, we have $u(t) \geq \frac{3}{16}t^2$. Now, as $|e(t)| \leq A_0(t/\pi)^3$, it is clear that if $A_0 < \frac{3}{16}t_0^2$, then $\gamma(t)$ stays outside of $B$ for every $0 < t < \pi$. Thus, $B^{X^2}$ reduces to the open segment $]1 - 2r, 1[$ which is connected. It implies that $\text{Card}(B^{X^2} \setminus B^{X^2}) \leq 2$, and consequently, we have

$$\Lambda(B^{X^2}) \lesssim 2\varepsilon \lesssim \left(\frac{\varepsilon}{r}\right) \Lambda(B^{X^2}),$$

as, once again, by the Ahlfors-David property of $X_2$ we have $\Lambda(B^{X^2}) \simeq r$.

It remains only to consider the balls $B = B(z, r)$ of radius $0 < r < 1/2$ non tangential to the ball $B^0$ at the point of affix 1. But it is immediate to see that the number of connected components of such a ball $B^{X^2}$ is at most 2: $B^{X^2}$ is a connected set in most cases, but there can be two connected components if $z = \gamma(\tau)$ with $0 < \tau \leq \pi$ is small and $r$ is small enough (then $1 \notin B^{X^2}$ but $\gamma(t) \in B^{X^2}$ for some $-1 < t < 0$). Thus, as for the balls of the previous category, we have $\text{Card}(B^{X^2} \setminus B^{X^2}) \leq 4$, and

$$\Lambda(B^{X^2}) \lesssim 4\varepsilon \lesssim \left(\frac{\varepsilon}{r}\right) \Lambda(B^{X^2}).$$

Putting all this together, we have proven that $X_2$ satisfies (LD) for $\eta = 1/2$. \hfill \Box

Let us make a few geometric comments about this result. Observe that $X_2$ satisfying the layer decay property (LD) means that the measures of the outer and inner layers of the balls in $X_2$, and more particularly the unit ball, do not get too big. The amplitude of the polynomial oscillation around the unit ball does not decrease too rapidly, so that the mass does not concentrate too much in those layers. On the other hand, this is not the case locally, and particularly in the neighborhood of the point of affix 1, where the mass does concentrate heavily in the layers. This is why the relative layer decay property (RLD) fails.

The space $X_2$ is thus a counterexample to the implications (LD) $\Rightarrow$ (RLD) and (LD) $\Rightarrow$ (HP). The proof of Theorem 2.4 is now complete.

**Remarks 7.4.**

- Choosing $b(t) = \frac{\pi^{1+\alpha}}{\alpha}$ with $\alpha > 0$, and $a(t)$ accordingly, would give a space very similar to $X_2$, satisfying the same properties. Actually, the choice of $a$ does not really matter as long as it ensures that $\gamma$ keeps finite arclength.
• One could pick similar examples for other types of decreasing functions \( b \). This range of examples shows that the Hardy property, as well as the relative and non relative layer decay properties, are very unstable, as it suffices to apply a slight perturbation to the initial space, where they were satisfied, to lose them.
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