ABSTRACT

Remaining Useful Life (RUL) estimation is the problem of inferring how long a certain industrial asset can be expected to operate within its defined specifications. Deploying successful RUL prediction methods in real-life applications is a prerequisite for the design of intelligent maintenance strategies with the potential of drastically reducing maintenance costs and machine downtimes. In light of their superior performance in a wide range of engineering fields, Machine Learning (ML) algorithms are natural candidates to tackle the challenges involved in the design of intelligent maintenance systems. In particular, given the potentially catastrophic consequences or substantial costs associated with maintenance decisions that are either too late or too early, it is desirable that ML algorithms provide uncertainty estimates alongside their predictions. However, standard data-driven methods used for uncertainty estimation in RUL problems do not scale well to large datasets or are not sufficiently expressive to model the high-dimensional mapping from raw sensor data to RUL estimates. In this work, we consider Deep Gaussian Processes (DGPs) as possible solutions to the aforementioned limitations. We perform a thorough evaluation and comparison of several variants of DGPs applied to RUL predictions. The performance of the algorithms is evaluated on the N-CMAPSS (New Commercial Modular Aero-Propulsion System Simulation) dataset from NASA for aircraft engines. The results show that the proposed methods are able to provide very accurate RUL predictions along with sensible uncertainty estimates, providing more reliable solutions for (safety-critical) real-life industrial applications.

1 Introduction

Recently, Predictive Maintenance (PM) methods have been gaining popularity for many different applications. PM aims at predicting the need for maintenance actions based on the information extracted from condition monitoring data describing the health state of the system. Efficient RUL estimation is a key enabler of PM and the application of ML techniques to RUL prediction tasks has been an active research area [58, 60–64].

While the majority of model-based prognostics approaches quantify the associated uncertainty, only few research studies on data-driven RUL prediction algorithms have tackled the challenge of quantifying the level of uncertainty associated with their predictions [70, 72]. Uncertainty Quantification (UQ) is crucial in the context of PM because RUL models are used for critical decision-making and, therefore, need to be transparent about the level of uncertainty in their predictions. As a result, the deployment of ML techniques in real-world engineering scenarios cannot prescind from the design of reliable algorithms capable of estimating the level of confidence of their outputs i.e., providing a probability density function over RUL predictions instead of simple point estimates.

While Deep Neural Networks (DNN) have delivered their most prominent achievements in the fields of Computer Vision (CV) and Natural Language Processing (NLP), recent research works have shown their effective use also for prognostics [47, 70]. DNNs owe a great part of their success to their large representation power and to their capacity of learning sets of hierarchical features across their multilayer architectures directly from raw data. However, one of the limitations of standard DNN models is that they do not provide an explicit quantification of the uncertainty associated with the predicted RUL. Their effective extension within a Bayesian framework enabling them to perform UQ without sacrificing their state-of-the-art performances has recently become an active research area in the ML
A large part of current research is focused on approximating such predictive distributions, whose exact calculation works on UQ solutions for purely data-driven prognostics were mainly based on Relevance Vector Machine (RVM) [48] and Gaussian Process (GP) regression [49]. GPs, in particular, provide a good adaptability to handle nonlinear, relatively complex regression problems and, compared to standard neural networks, they are based on a well-understood probabilistic formulation. Their flexibility and the availability of open-source software implementations [59] have led to a number of interesting applications [42, 46] in prognostics of engineered systems.

Despite their desirable properties in terms of UQ and their elegant theoretical formulation, GPs are affected by two main limitations hindering their application to real-world datasets. First and foremost, they suffer from cubic complexity to the data size. Specifically, given a dataset of $N$ input-output pairs $(X, y) = \{x_i, y_i\}_{i=1}^N$, the exact calculation of the marginal likelihood involves the computation of the inverse of the $N \times N$ kernel matrix $K_{NN} = k(X, X)$ which results in a computationally prohibitive $O(N^3)$ cost. Second, their hypothesis space is completely determined by the choice of the kernel function, which might not be complex enough to model certain types of data.

However, over the last 20 years, a number of efficient solutions to address the aforementioned limitations and to refine standard GP models have been proposed. In this work, we perform a thorough evaluation of three of such GP extensions: namely, Stochastic Variational Gaussian Processes (SVGPs) [24], Deep Gaussian Processes (DGPs) [4, 5] and Deep Sigma Point Processes (DSPPs) [6, 7] applied to prognostics. The evaluation is performed on a case study for RUL prediction on aircraft engines using the new Commercial Modular Aero-Propulsion System Simulation (N-CMAPSS) dataset from NASA. The methods used in this work lie in between the GP framework for UQ, well known in prognosis, and the world of DL, trying to combine the strengths of both domains, i.e. the capacity of GPs to yield meaningful uncertainty estimates and the scalability and expressive power of modern DNNs.

The contribution of this paper is twofold: 1) We demonstrate that DGP models can be successfully employed to predict RUL of complex industrial systems; 2) Our results highlight that while retaining the prediction accuracy, DGPs are able to quantify the associated uncertainty. A comparison of the proposed GP-based models with both a standard and a Bayesian DNN, shows that they result in competitive performance both in terms of accuracy and UQ.

The remainder of the paper is organized as follows. Section 2 outlines related work on UQ in data driven prognostics. In Section 3 the applied methods are described. In Section 4 the case study is introduced and the experiments are explained. In section 5 the results are presented. Finally, a summary of the work and an outlook are given in Section 6.

## 2 Related work

### 2.1 DL techniques in prostics

Over the last few years, different types of DNNs have been developed for RUL prediction, ranging from relatively complex fully-connected networks to Convolutional Neural Networks (CNN) [23, 25] and Recurrent Neural Networks (RNN) [26, 28]. DL models have shown promising performance in estimating the RUL from sensor data on prognostics benchmark datasets [29, 30] using several different network architectures (see [47] for an extensive review). More sophisticated extensions to the aforementioned standard architectures have also recently been applied to prognosis, including attention mechanisms [68] and capsule neural networks [71]. However, a common drawback shared by the majority of the DL models proposed in the literature is that they do not provide uncertainty estimates associated with their predictions, thus, posing a strong limit on their deployment in real-life applications.

### 2.2 Bayesian DNNs

Equipping DL predictions with meaningful uncertainty estimates is a very active research area in the ML community. In the context of Bayesian DL, the central idea is to replace overconfident DL models with Bayesian neural networks, where the weights are treated as random variables. A predictive distribution is then obtained through weight marginalization in such a way that uncertainty in weight space is transferred into probabilistic predictions, instead of mere point estimates.

A large part of current research is focused on approximating such predictive distributions, whose exact calculation is typically intractable. Popular methods that follow this approach are, for example, Hamiltonian Monte Carlo [51], Laplace approximation [52], expectation-propagation [53] and Variational Inference [32, 38, 54]. Among these, MC Dropout [38] has been particularly emerging due to its simple yet effective rationale: by applying the dropout technique at inference time and forward-propagating the input data through the network several times, one can approximate the first two moments of the predictive distribution. More details about MC dropout are reported in an appositive paragraph in Section 3. An alternative class of methods for UQ is Deep ensembles [34], a non-Bayesian technique for estimating uncertainty in DNNs based on training multiple models independently and then aggregating their outputs. These methods provide very competitive results but are significantly computationally expensive.
2.3 UQ in data-driven prognostics

In light of their flexible, probabilistic non-parametric framework, GPs have found several applications in prognosis, e.g., nuclear component degradation [42], lithium-ion batteries [43][45][46] and bearings [44]. On the other hand, despite the increasing efforts in integrating DNNs with effective UQ techniques, very few of the methods mentioned in the previous subsection have been successfully transferred to prognosis tasks. For instance, ensemble approaches were applied for UQ in prognostics in [37] where, rather than simply training independent models, Bayesian model-averaging was also applied to each model in order to obtain multiple predictions for elements in the ensemble. UQ based on Bayesian neural networks and variational inference were only recently investigated in [21][57] with relatively good results in terms of UQ.

The goal of this work is to introduce a new class of methods, DGP, that tries to integrate the benefits of DL models into the well-understood Bayesian framework of GP regression. We elaborate more on these approaches in the following sections.

3 Methods

In this section, we briefly review the basic features of each method employed in our work. A more comprehensive analysis of the GP-based techniques used here can be found, for instance, in [6], from which the discussion below is largely inspired. In order to compare our GP-based methods with a strong Bayesian DL baseline, we additionally implement Monte Carlo Dropout (MCD) [38] and we apply it to the same RUL benchmark dataset. Our choice of MCD is also motivated by the interpretation provided in [38], which establishes a connection between MCD and the probabilistic GP introduced in [4]. A description of the main principles underlying MCD can be found at the end of this section.

**Stochastic Variational Gaussian Processes - SVGPs.** SVGPs is a popular inducing point method [8][9] based on variational inference [10] that enables the application of the GP framework to big datasets. SVGPs introduce a multivariate Normal variational distribution, \( q(\mathbf{u}) = N(\mathbf{m}, \mathbf{S}) \), over the inducing variables \( \mathbf{u} \). These variables are obtained from a set of inducing points \( \mathbf{Z} = \{ \mathbf{z}_i \}_{i=1}^M \) lying within the same space as \( \mathbf{X} \), through the data generating function \( f \), i.e. \( \mathbf{u} = f(\mathbf{Z}) \). The parameters of such a distribution can be estimated through the optimization of the ELBO (evidence lower bound), which can be compactly written as follows:

\[
\mathcal{L}_{\text{svgp}} = \sum_{i=1}^{N} \left\{ \log N (y_i \mid \mu_i (x_i), \sigma^2_{\text{obs}}) - \frac{\sigma_f(x_i)^2}{2\sigma^2_{\text{obs}}} \right\} - KL(q(\mathbf{u}) \mid p(\mathbf{u}))
\]  

where \( \sigma^2_{\text{obs}} \) is the variance of the Normal likelihood \( p(y \mid f) \). KL denotes the Kullback-Leibler divergence and the two terms \( \mu_i \) and \( \sigma_i \) indicate the predictive mean and the latent function variance respectively, which have the following form:

\[
\begin{align*}
\mu_i (x_i) &= k^T_i \mathbf{K}_{MM}^{-1} \mathbf{m} \\
\sigma_f (x_i)^2 &= \mathbf{K}_{ii} + k^T_i \mathbf{K}_{MM}^{-1} \mathbf{S} \mathbf{K}_{MM}^{-1} k_i
\end{align*}
\]  

where \( \mathbf{K}_{NN} = \mathbf{K}_{MM} - \mathbf{K}_{NM} \mathbf{K}_{MM}^{-1} \mathbf{K}_{MN} \), \( k_i = k(\mathbf{x}_i, \mathbf{Z}) \), \( \mathbf{K}_{MM} = k(\mathbf{Z}, \mathbf{Z}) \) and \( \mathbf{K}_{NM} = \mathbf{K}_{MN}^T = k(\mathbf{X}, \mathbf{Z}) \). Given a new test datum \( \mathbf{x}_* \), SVGPs yield the following Normal predictive distribution over the corresponding test output \( y_* \):

\[
p(y_* \mid \mathbf{x}_*) = N \left( y_* \mid \mu_f (\mathbf{x}_*), \sigma_f (\mathbf{x}_*)^2 + \sigma^2_{\text{obs}} \right)
\]  

SVGPs present two main advantages over standard GPs: first, their formulation involves at most the calculation of \( \mathbf{K}_{MM}^{-1} \) which results in a significant computational advantage if \( M \ll N \). Second, the objective in Eq. \( 1 \) is written as a sum over single data-points and naturally lends itself to mini-batch training.

**Deep Gaussian Processes - DGPs.** The classes of functions modelled by standard GP models, including SVGPs, are limited by the expressiveness of the chosen kernel. One possible way to tackle this shortcoming is to use a deep neural
Figure 1: 2-layer DGP architecture. The first hidden layer consists of $W = 2$ GPs taking as input the data $x$ to calculate $\mu_{g_w}(x)$ and $\sigma_{g_w}(x)$ as prescribed by Eq. 2. The re-parametrization trick is then used to sample from $\mathcal{N}(\mu_{g_w}(x), \sigma_{g_w}(x))$ and obtain the features to be fed into the next GP layer.
quantities are written as functions of two variance terms, one input-dependent, $\sigma_f(x)^2$, and one input-independent $\sigma_{obs}^2$. However, these two contributions appear asymmetrically in Eq. [1]. By opportunely modifying the ELBO to fix the aforementioned asymmetry between the objective and the predictive posterior, the authors introduce a new loss function where the two variance terms, $\sigma_f(x)^2$ and $\sigma_{obs}^2$, are treated consistently. The new objective is given by:

$$L_{ppgpr} = \sum_{i=1}^{N} \log p(y_i | x_i) - \beta_{reg} \text{KL}(q(u) | p(u))$$

(6)

where $\beta_{reg}$ acts as a regularization hyperparameter.

In [7], the authors show that equipping SVGPs with this new objective results in a significant improvement in terms of UQ.

In [6], the DGP framework proposed in [5] is combined with the new loss function introduced in [7]. DSPPs arise from the necessity of overcoming one last theoretical obstacle: the direct application of the objective introduced in [7] to the DGP predictive distribution in Eq. [5] would result in the computation of the logarithm of a continuous mixture of Normal distributions. The approximation of such expectation via Monte Carlo sampling would yield a biased estimator.

To cope with this issue, the authors propose to replace the continuous mixture of Gaussians with a parametric (finite) mixture of Gaussians. This procedure is practically implemented by applying an opportune quadrature rule (e.g. the Gauss-Hermite quadrature rule). To better understand this point, let’s rewrite Eq. [5] as:

$$p(y_i | x_i) = \int dg_i \mathcal{N}(y_i | \mu_f(g_i), \sigma_f(g_i)^2 + \sigma_{obs}^2) \prod_{w=1}^{2} q(g_{iw} | x_i)$$

(7)

and approximate each distribution inside the product over $w$ as a $S$-component mixture of delta distributions, i.e:

$$\prod_{w=1}^{W} q(g_{iw} | x_i) \rightarrow \sum_{s=1}^{S} \omega(s) \prod_{w=1}^{W} \delta(g_{iw} - (\mu_{g_w}(x_i) + \omega(s)\xi_{w}(x_i)))$$

(8)

where $\{\omega(s)\}_{s=1}^{S}$ and $\{\xi_{w}(s)\}_{s=1}^{S}$ are sets of learnable parameters. This transformation allows us to replace the continuous mixture of Gaussians in Eq. [7] with a (parametric) finite mixture by exploiting the properties of the Dirac delta function.

**Monte Carlo Dropout - MCD.** The Dropout technique [41] is based on randomly dropping units and the corresponding weights from a neural network at training time. As pointed out in the original paper, this procedure results in sampling an exponential number of different “thinned” networks during training. Predictions are then made by using the entire network including all units and connections. The resulting technique is straightforward to implement and provides an effective strategy to contrast overfitting in DNNs.

MCD provides a Bayesian interpretation of the classic Dropout framework and shows that, by enabling dropout at test time, an approximation to a Bayesian Neural Network can be obtained and standard point predictions can be paired to meaningful uncertainty estimates. Furthermore, it can be shown that a standard neural network model with dropout applied before every weight layer represents an approximation to the probabilistic Gaussian Process introduced in [4]. This observation motivates the analysis of MCD in the context of our work in light of its close relation with GP-based models.
As already mentioned earlier, in Bayesian inference, given a model with parameters $W$ (in the case of MCD, these will be the weights and the biases of the neural network), the final goal is to calculate a predictive posterior distribution $p(y^*|x^*, X, Y)$ for a new data point $(x^*, y^*)$ as

$$p(y^*|x^*, X, Y) = \int p(y^*|x^*, W)p(W|X, Y)dW.$$  \hfill (9)

However, the likelihood distribution $p(y|x, W)$ is typically a very complicated function of the weights, due to the complex nonlinear mapping implemented by the neural network. This aspect effectively prevents the analytical calculation of the weight posterior and the predictive posterior.

The framework of variational inference aims at tackling this problem by introducing an approximation, $q_\theta(W)$, of the true posterior, $p(y^*|x^*, X, Y)$, such that:

$$KL(q_\theta(W) \mid (p(W|X, Y))) = \int q_\theta(W) \log \frac{q_\theta(W)}{p(W|X, Y)} dW.$$ \hfill (10)

is minimized for some optimal variational parameters $\theta^*$. It can be easily shown that this optimization problem is equivalent to the maximization of the so-called evidence lower bound (ELBO), $\mathcal{L}_{\text{ELBO}}(\theta)$:

$$\mathcal{L}_{\text{ELBO}}(\theta) = \int q_\theta(W) \log p(Y|X, W)dW - KL(q_\theta(W)\|p(W)).$$ \hfill (11)

Now, the main novelty introduced in [38] is a specific form of the approximate posterior $q_\theta(W)$ and a resulting unbiased estimator on Eq. [11]. More specifically, we consider the following from of $q_\theta(W)$:

$$W_i = M_i \cdot \text{diag}([Z_{i,j}]_{j=1}^{K_i})$$

$$Z_{i,j} \sim \text{Bernoulli}(p_i) \forall \ i = 1, ..., L; \ j = 1, ..., K_{i-1},$$

where $M_i$ and $p$ are the variational parameters, $L$ is the number of layers in the network and $K_i$ is the number of nodes in the $i$-th layer. The parameter $p$ represents the probability of keeping the input and can be interpreted as the opposite of the classical dropout rate. This choice allows us to obtain the following unbiased estimator of the ELBO:

$$\mathcal{L}_{\text{MCD}} = \frac{1}{N} \sum_{i=1}^{N} E(\hat{y}_i, \hat{y}_i) + \lambda \sum_{i=1}^{L} ||W_i||_2^2$$ \hfill (12)

where $E(\hat{y}_i, \hat{y}_i)$ refers to arbitrary loss function (e.g. Mean Squared Error (MSE) for regression, Softmax for classification). We can now obtain the mean and the variance of an approximation $q_\theta(y^*|x^*, X, Y)$ of the true predicting posterior defined in Eq. [9] as follows:

$$E_{q_\theta(y^*|x^*, X, Y)}(y^*) \approx \frac{1}{T} \sum_{t=1}^{T} f^W(x^*)$$

$$\text{Var}_{q_\theta(y^*|x^*, X, Y)}(y^*) \approx \tau^{-1}I_D + \frac{1}{T} \sum_{t=1}^{T} (f^W(x^*))^T f^W(x^*) - (E_{q_\theta(y^*|x^*, X, Y)}(y^*))^T E_{q_\theta(y^*|x^*, X, Y)}(y^*)$$ \hfill (13)

where $f^W$ is our neural network model parametrized by its weights $W$, $T$ is the number of samples used for averaging and $\tau$ is the model precision. In practice, the equation above tells us that, in order to retrieve the mean and the variance of the approximate predictive posterior, it is sufficient to forward-propagate the input through the trained network $T$ times. Since dropout is enabled at testing time, each iteration will result in a different network model.

Note that the variance calculated as in Eq.[13] contains two terms: the first term models the intrinsic uncertainty, whereas the second term captures the epistemic uncertainty. Since in Eq. [13] the first term does not depend on $x$, what we are ultimately modelling is homoscedastic noise. In order to make the intrinsic uncertainty term more expressive, we allow
\( \tau \) to depend on \( x \) and we model it by adding an additional output to the network. This consideration results in the following modified version of the variance expression:

\[
\text{Var}_{q_\theta}(y^*|x^*, X, Y)(y^*) \approx \frac{1}{T} \sum_{t=1}^{T} \tau^{-1}(x^*) + (f^W(x^*))^T f^W(x^*) \\
- (\mathbb{E}_{q_\theta}(y^*|x^*, X, Y)(y^*))^T \mathbb{E}_{q_\theta}(y^*|x^*, X, Y)(y^*)
\]

(14)

The expression of the variance reported above accounts for the eventual heteroscedasticity of the data noise.

4 Case Study

4.1 Dataset

We evaluate and compare the UQ capabilities of the selected ML techniques on the new C-MAPSS dataset that provides full degradation trajectories of a fleet of nine large turbofan engines under real flight conditions [16]. Concretely, the flight data cover climb, cruise and descend flight conditions corresponding to different commercial flight routes. The degradation trajectories are given in the form of multivariate time-series of sensor readings. Figure 2 shows the distribution of the flight envelopes for six training units and three test units. It is worth noting that test unit 14 has an operation distribution that is significantly different from the training units. Concretely, test unit 14 operates shorter and lower altitude flights compared to other units. The training dataset contains, thereby, flight profiles that are not fully representative of the test conditions of this unit. Two distinctive failure modes are present in the development dataset: a high pressure turbine (HPT) efficiency degradation and a more complex failure mode that affects the low pressure turbine (LPT) efficiency and flow in combination with the high pressure turbine (HPT) efficiency degradation. Test units (i.e., Units 11, 14, & 15) are subjected to the latter complex failure mode. The sampling rate of the data is 0.1 Hz resulting in a total size of the dataset of 0.53M samples for model development and 0.12M samples for testing. More details about the generation process can be found in [16].

Figure 2: Kernel density estimations of the flight envelopes given by recordings of altitude, flight Mach number, throttle-resolver angle, and total temperature at the fan inlet for complete run-to-failure trajectories of six training units (black) and three test units i.e., Unit 11 (blue), Unit 14 (orange) and Unit 15 (green).
4.2 Problem Formulation

Given are multivariate time-series of condition monitoring sensor readings and physics-inferred process features
\[ X_i = [x_i^{(1)}, \ldots, x_i^{(m_i)}]^T \in \mathbb{R}^{m_i} \] and their corresponding RUL i.e., \( Y_i = [y_i^{(1)}, \ldots, y_i^{(n_i)}]^T \) from a fleet of six units (i.e., \( N_{\text{train}} = 6 \)). The length of the input feature vector for the \( i \)-th unit is given by \( n_i \); which differs from unit to unit.

The total combined length of the available data set is \( N = \sum_{i=1}^{N_{\text{train}}} n_i \) and the dimension of the input features is 41 (i.e., \( m = 41 \)). More compactly, we denote the available dataset as \( \mathcal{D} = \{X_i, Y_i\}_{i=1}^{N_{\text{train}}} \). Given this set-up, the task is to obtain a predictive model that provides a reliable RUL estimate \( \hat{Y} \) with UQ on a test dataset of \( M = 3 \) units \( \mathcal{D}_T = \{X_{s_j}, Y_{s_j}\}_{j=1}^{M} \).

4.3 Evaluation Metrics

We evaluate the prediction accuracy and uncertainties obtained by the proposed techniques in terms of the standard width of the hidden layer \( W \). Again, for an arbitrary chosen accuracy \( \lambda \), we perform a hyperparameter grid-search over the number of inducing points \( I \). More compactly, we denote the available dataset as \( \mathcal{D} = \{X_i, Y_i\}_{i=1}^{N_{\text{train}}} \). Given this set-up, the task is to obtain a predictive model that provides a reliable RUL estimate \( \hat{Y} \) with UQ on a test dataset of \( M = 3 \) units \( \mathcal{D}_T = \{X_{s_j}, Y_{s_j}\}_{j=1}^{M} \).

\[
\alpha - \lambda = \begin{cases} 1, & \text{if } (1 - \alpha)\lambda^* \leq \lambda_p \leq (1 + \alpha)\lambda^* \\ 0, & \text{otherwise} \end{cases} \quad (15)
\]

where \( \lambda^* \) is the ground truth, \( \lambda_p \) the prediction. Therefore, the \( \alpha - \lambda \) metric measures if the prediction accuracy of a RUL model is within a \( \alpha \% \) error at specific time instances during the relative lifetime \( \lambda \) of the system.

For an arbitrary chosen accuracy \( \alpha \), the metric can be evaluated and averaged over the whole trajectory with \( N \) samples:
\[
\overline{\alpha - \lambda} = \frac{1}{N} \sum_{n=0}^{N} (\alpha - \lambda)_n. \quad (16)
\]

However, this evaluation metric takes only single-value predictions into account, neglecting the uncertainty associated with them. In order to account for predictive uncertainty, a probabilistic version of the standard \( \alpha - \lambda \) is used \([69]\). Given the variance obtained from the model, we can fit a Gaussian distribution to each output and calculate the probability for a given prediction of being inside the boundary \( \alpha \). For a generic Gaussian distribution \( \mathcal{N}(\mu, \sigma) \) we define the cumulative distribution function as
\[
F(x, \mu, \sigma) = \Phi \left( \frac{x - \mu}{\sigma} \right) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x - \mu}{\sigma \sqrt{2}} \right) \right]. \quad (17)
\]

This allows us to define the probabilistic \( \alpha - \lambda \) for a single prediction \( \mathcal{N}(\mu, \sigma) \) as
\[
P_{\alpha - \lambda} = F((1 + \alpha)\lambda^*, \mu, \sigma) - F((1 - \alpha)\lambda^*, \mu, \sigma). \quad (18)
\]

Again, for an arbitrary chosen accuracy \( \alpha \), the metric can be evaluated and averaged over the whole trajectory with \( N \) samples:
\[
P_{\alpha - \lambda} = \frac{1}{N} \sum_{n=0}^{N} P_{(\alpha - \lambda)}_n. \quad (19)
\]

For both cases we set the \( \alpha \) value equal to 20\% as commonly done in the literature.

4.4 Model Architectures

**GP models.** For the SVGP model, we performed a hyperparameter grid-search over the number of inducing points \( I \in \{200, 400, 800\} \). We consider the NLL on the validation set as our model-selection metric. The lowest validation NLL is reached with \( I = 800 \).

The DGP model uses a single hidden layer with a skip-connection enhancing the input, and \( W = 4 \) hidden GPs. We perform a hyperparameter grid-search over the number of inducing points \( I \in \{50, 100, 200\} \). The lowest NLL on the validation set is achieved for \( I = 100 \).

For the DSPP, we perform a hyperparameter grid-search over the number of inducing points \( I \in \{50, 100, 200\} \), the width of the hidden layer \( W \in \{2, 3\} \) and the number of quadrature sites \( Q \in \{5, 8, 10, 15, 20\} \). The lowest NLL on the validation set is reached with \( I = 100, W = 2 \) and \( Q = 15 \).

**MCD model.** For the MCD approach, we perform a grid-search over the hyperparameter space characterized by \( L \in \{2, 3, 4, 5\} \) hidden linear layers with \( H_f \in \{50, 65, 80, 100, 150, 200\} \) hidden units each. The dropout rate is
searched over a log-range of 12 possible values within the interval \([0.01, 1]\). A ReLU function is used after each hidden layer. The lowest NLL on the validation set is achieved for \(L = 5, H_f = 200\) and \(p = 0.4642\).

**FFNN model.** For the FNN model, we perform a grid-search over the hyperparameter space characterized by \(L \in \{2, 3, 4, 5\}\) hidden layers with \(H_f \in \{50, 65, 80, 100, 150, 200\}\) hidden units each. A ReLU function is used after each hidden layer and a constant dropout rate of \(p = 0.15\). In this case, we consider the RMSE on the validation set as our evaluation metric. The lowest RMSE value is reached with \(L = 5\) and \(H_f = 65\).

The batch size is set to 2000 samples using the Adam optimizer with a learning rate of \(10^{-3}\) for all the above models.

## 5 Results

In this section, we apply the methods described above to the N-CMAPPs dataset in order to predict the RUL of the three test units (i.e., units 11, 14 and 15) and quantify the uncertainty of the predictions. We report the results provided by all the methods listed above. All the GP-based methods are equipped with the new objective introduced in \[7\] since we found empirically that, in agreement with the results of \[7\], using the ELBO has a negative impact on the UQ quality for both SVGP and DGP. All the considered algorithms are implemented using Pytorch. For the GP-based models, we used the open-source library GpyTorch \[19\].

### 5.1 Performance analysis.

In this section, we compare the prediction accuracy of the considered models in terms of the probabilistic negative log-likelihood (NLL), RMSE, \(\alpha - \lambda\) and \(P_{\alpha - \lambda}\). The results are shown in Tab. 1. The table shows that DSPPs provide the best NLL results, whereas MCD only slightly outperforms DGPs and DSSPs in terms of RMSE. While the performances of DSPPs and MCD agree in terms of \(\alpha - \lambda\), DSSPs outperform all the other methods on the \(P_{\alpha - \lambda}\) metric. All the results reported in [1] are obtained on the held-out test dataset.

| Models | NLL  | RMSE | \(\alpha - \lambda\) | \(P_{\alpha - \lambda}\) |
|--------|------|------|----------------------|----------------------|
| SVGP   | 3.50 | 8.70 | 0.43                 | 0.36                 |
| DGP    | 3.24 | 7.37 | 0.49                 | 0.46                 |
| DSPP   | 3.10 | 7.38 | **0.56**             | **0.53**             |

Table 1: Comparison of SVGP, DGP, DSPP, MCD, and FNN in terms of negative log-likelihood (NLL), RMSE, \(\alpha - \lambda\) and \(P_{\alpha - \lambda}\) on the test data.

### 5.2 UQ Analysis

**Visualizations** In this paragraph, we provide some visualizations to demonstrate the UQ performance of the proposed methods. Since all our GP-based models provide very similar confidence bounds, we report only the results obtained by the DSPP model.

We start our analysis by showing the test prediction error of the considered FFNN model. The results are shown in Fig. 3.

---

\[2\] In particular, in the case of DGPs, we compute a biased estimator of the continuous mixture of Gaussians obtained by applying Monte Carlo sampling.
Figure 4: Predicted RUL estimation (dot) including uncertainty (shaded area ±2σ) over the relative time for each test units i.e., Unit 11 (blue), Unit 14 (orange) and Unit 15 (green).

Figure 3: Prediction error of the FFNN models as a function of the relative life time. As expected, the predictions tend to align to the ground truth towards the end of the units’ lifetime. However, the network is overly confident in its RUL estimates even in the case they significantly diverge from the ground truth (first predictions are far away from the ground truth).

On the contrary, as shown in Fig. 4, the predictions provided by MCD (left) and DSPP (right) are supported by meaningful uncertainty estimates. In both cases, the confidence bounds show an important desirable characteristic for RUL models. The values of the predictive variance decrease over time. This is physically meaningful since predictions are much more uncertain when the system is far away from its end of life. As a result, the confidence bounds associated with early operating times are significantly larger that those corresponding to the machine’s end of life. Such a property has very important practical implications since it enables to design risk-aware maintenance strategies.

Robustness to a shift between training and testing distribution As discussed in Section 4, test unit 14 operates at shorter and lower altitude flights compared to the training units. This aspect results in a distributional shift between training and testing distributions, thus, challenging the generalization capabilities of the proposed method. In this section, we evaluate whether the obtained UQ models are robust under the aforementioned distributional shift. In particular, we are interested in assessing whether the uncertainty estimations exhibit higher uncertainty on inputs that are far away from the training data distribution.

Figure 5 shows the evolution of the predictive uncertainty (i.e., ±2σ) provided by the DSSP model over time for
each unit. While at the very first cycles, the level of uncertainty is very high for all of the units (due to the inherent indeterminacy of estimating the RUL when the machines operate under nominal conditions), the RUL predictions for Unit 14 show a larger uncertainty compared to the test units 11 and 15 at later cycles closer to the end of life, when the signs of a fault are increasingly more apparent. Therefore, the confidence bounds of the proposed methods show another important desirable characteristic for RUL models: the values of the predictive variance exhibit a higher uncertainty on inputs that are far away from training data.

Figure 5: Evolution of predictive uncertainty provided by DSPP over the relative time for each test units i.e., Unit 11 (blue), Unit 14 (orange) and Unit 15 (green).

6 Conclusion

In this work, we analyzed a number of methods capable of modelling the uncertainty associated with their predictions. In particular, we have focused on the problem of RUL estimation, i.e. predicting the remaining useful lifetime of an industrial asset of interest. In light of the safety critical nature of this task, UQ is critical in order to allow the deployment of reliable and transparent machine learning algorithms in such real-life industrial applications. The considered methods combine the strengths of neural networks and GPs: they combine the expressive power and scalability of neural networks with the probabilistic nature of GPs.

Overall, our results demonstrate that the best performing models are DSPP and MCD: DSSP achieves the highest NLL score while the MCD achieves the best RMSE score, while both of them outperform all the other techniques in terms of $\alpha - \lambda$ and $P_{\alpha - \lambda}$. Furthermore, our visualizations show that the confidence bounds provided by the considered models are meaningful: uncertainty decreases as the system approaches the end of life and it is higher for units whose operating conditions differ significantly from those of the training units. These aspects are in strong contrast to the behaviour of a standard deep neural network model which does not take uncertainty into account in its predictions and solely returns point estimates. Last but not least, contrary to the standard GP models, all the proposed methods are characterized by favourable scaling properties and can be applied to large training datasets.

In the future, we will focus on two main aspects. First, we would like to extend the proposed methods so that they can better capture the temporal correlations present in time-series data. We expect such a modifications to have a positive impact on the final performance. However, although this is relatively straightforward for MCD (it amounts on replacing the current fully-connected architecture with a one-dimensional convolutional neural network), it is not trivial how to implement it for the GP-based models. Second, we would like to investigate more recent Bayesian DNNs and compare them to the methods proposed in this work. We leave the aforementioned open research directions to future work.
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