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Abstract. In this paper, we prove a positive mass theorem and Penrose-type inequality of the Gauss-Bonnet-Chern mass $m_2$ for the graphic manifold with flat normal bundle.

1. Introduction

A complete manifold $(M^n, g)$ is said to be asymptotically flat of order $\tau$ if there is a compact set $K$ such that $M \setminus K$ is diffeomorphic to $\mathbb{R}^n \setminus B_R(0)$ for some $R > 0$ such that in this coordinate chart, the metric $g_{ij}(x)$ satisfies

$$g_{ij}(x) = \delta_{ij} + \sigma_{ij},$$

$$|\sigma_{ij}| + |x|\partial_k \sigma_{ij} + |x|^2|\partial_k \partial_l \sigma_{ij}| = O(|x|^{-\tau}).$$

The ADM mass was introduced by Arnowitt, Deser and Misner [1] for asymptotically flat manifold.

$$m_1 = m_{ADM} := \frac{1}{2(n-1)\omega_{n-1}} \lim_{r \to \infty} \int_{S_r} (g_{ij,i} - g_{ii,j}) \nu_j dS,$$  \hfill (1.1)

where $\omega_{n-1}$ is the area of the standard $(n-1)$ dimensional unit sphere, $S_r$ is the Euclidean coordinate sphere, $dS$ is the volume element on $S_r$ induced by the Euclidean metric and $\nu = r^{-1}x$ is the outward normal of $S_r$ in $\mathbb{R}^n$. Bartnik [2] proved that the ADM mass is well-defined and is a geometric invariant for asymptotically flat manifold provided the order $\tau > \frac{n-2}{2}$.

The positive mass theorem and Penrose inequality for ADM mass are two important results in differential geometry and general relativity. The positive mass theorem states that the ADM mass is nonnegative on any asymptotically flat manifold with order $\tau > \frac{n-2}{2}$ and with nonnegative scalar curvature, which was proved by Schoen-Yau [22, 23] for $3 \leq n \leq 7$, Schoen-Yau [24] for conformally flat manifold, Witten [25] for spin manifold, Lam [19] for codimension one graphic manifold and Mirandola-Vitória [21] for arbitrary codimension graphic manifold with flat normal bundle. The Penrose inequality can be viewed as a generalization of the positive mass theorem in the presence of an area minimizing horizon. When the asymptotically flat manifold has nonnegative scalar curvature and has order $\tau > \frac{n-2}{2}$, the
Penrose inequality gives the lower bound for the ADM mass of $M$ in terms of the area of the horizon $\Sigma$, precisely

$$m_{\text{ADM}} \geq \frac{1}{2} \left( \frac{|\Sigma|}{\omega_{n-1}} \right)^{\frac{n-2}{n-1}}.$$

The equality holds if and only if $M$ is isometric to the Schwarzschild metric. The Penrose inequality was proved by Huisken-Ilmanen [18] for $n = 3$ and $\Sigma$ is connected by using inverse mean curvature flow, Bray [4] for $n = 3$ and $\Sigma$ has multiple components by using conformal flow, Bray-Lee [3] for $3 \leq n \leq 7$, with the extra requirement that $M$ is spin for the rigidity statement. Lam [19] also proved the Penrose inequality for codimension one graphic manifold. See also [16, 17, 8, 9] for related work. Recently, Mirandola-Vitório generalized Lam’s result to arbitrary codimension graph with flat normal bundle. The readers can refer to [5, 20] for surveys on the the positive mass theorem and Penrose inequality.

Recall that the tensor $P_1^{ijkl}$ given by

$$P_1^{ijkl} = \frac{1}{2}(g^{ik}g^{jl} - g^{il}g^{jk})$$

is closely related to the scalar curvature $R$. In fact, we have $R = P_1^{ijkl}R_{ijkl}$. By using the tensor $P_1$, one can also define a mass (see [12]), which is just the ADM mass with a slightly different but equivalent form

$$m_1 = \frac{1}{(n-1)\omega_{n-1}} \lim_{r \to \infty} \int_{S_r} P_1^{ijkl} \partial_l g_{jk} \nu_i dS = \frac{1}{2(n-1)\omega_{n-1}} \lim_{r \to \infty} \int_{S_r} (g^{ik} \partial_j g_{jk} - g^{jk} \partial_i g_{jk}) \nu_i dS. \quad (1.2)$$

Recently, Ge-Wang-Wu [12] introduced a new mass, which they called Gauss-Bonnet-Chern mass $m_2$, by using the tensor $P_2$ (in the following, we will write $P_2$ as $P$ for simplicity).

$$P^{ijkl} = R^{ijkl} + R^{jk}g^{il} - R^{il}g^{jk} - R^{ik}g^{jl} + R^{il}g^{jk} + \frac{1}{2}R(g^{ik}g^{jl} - g^{il}g^{jk}). \quad (1.3)$$

Recall that the second Gauss-Bonnet curvature $L_2$ satisfies $L_2 = P_2^{ijkl}R_{ijkl}$.

**Definition 1** ([12]). Let $n \geq 5$. Suppose $(M^n, g)$ is an asymptotically flat manifold of decay order $\tau > \frac{n-4}{3}$, and the second Gauss-Bonnet curvature given by $L_2 = P_2^{ijkl}R_{ijkl}$ is integrable. Then the second Gauss-Bonnet-Chern mass $m_2$ is defined as

$$m_2(g) = c_2(n) \lim_{r \to \infty} \int_{S_r} P^{ijkl} \partial_l g_{jk} \nu_i dS, \quad (1.4)$$

where $c_2(n) = \frac{1}{2(n-1)(n-2)(n-3)\omega_{n-1}}$.

In the same paper [12], Ge-Wang-Wu proved that $m_2$ is well-defined and is a geometric invariant provided $(M, g)$ is asymptotically flat of order $\tau > \frac{n-4}{3}$. Then they asked the following natural question:
Question 1 ([12]). Is the mass $m_2$ nonnegative when the Gauss-Bonnet curvature $L_2$ is nonnegative? Does the Penrose inequality for $m_2$ also hold?

In [12], Ge-Wang-Wu give an affirmative answer to these questions for codimension one graphic manifolds. In the second paper, Ge-Wang-Wu [14] answer the questions for conformally flat manifolds.

Inspired by Mirandola-Vitória’s new paper [21], we now consider the positive mass theorem and Penrose inequality of $m_2$ for arbitrary codimension graphic manifold. To state our theorems, we first give the following definition.

Definition 2. Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be a smooth map and let $f_1^\alpha, f_2^\alpha, f_3^\alpha$ denote the first, second and third derivatives of $f$, where $1 \leq i, j, k \leq n$ and $1 \leq \alpha \leq m$. $f$ is called asymptotically flat of order $\tau$ if

$$|f_1^\alpha(x)| + |f_2^\alpha(x)||x| + |f_3^\alpha(x)||x|^2 = O(|x|^{-\tau/2})$$

at infinity for some $\tau > (n - 4)/3$.

Since the induced metric on the graph $M = \{(x, f(x))| x \in \mathbb{R}^n\}$ (see section 2 for detail) is $g_{ij} = \delta_{ij} + f_i^\alpha f_j^\alpha$. We can easily check that $M$ is asymptotically flat of order $\tau$.

Theorem 1 (Positive mass theorem). Let $M^n \subset \mathbb{R}^{n+m}$ be the graph of an asymptotically flat map $f : \mathbb{R}^n \to \mathbb{R}^m$ endowed with the natural metric. Then the second Gauss-Bonnet-Chern mass $m_2$ of $M$ is equal to

$$m_2(g) = \frac{1}{2} c_2(n) \int_M (L_2 + L_2^\perp) \frac{1}{\sqrt{G}} d\mu_M, \quad (1.5)$$

where $L_2^\perp$ is defined by (3.14) and it vanishes provided that $M$ has flat normal bundle. In particular, if $M$ has flat normal bundle and nonnegative $L_2$ curvature, then $m_2$ is nonnegative.

The second part of this paper considers the Penrose inequality for $m_2$ in the graphic case. We consider asymptotically flat manifold containing an area outer minimizing horizon. A horizon is simply a minimal surface, which is area outer minimizing if every other surface enclosing it has greater area. We have

Theorem 2. Let $\Omega \subset \mathbb{R}^n$ be a bounded open subset with Lipschitz boundary $\partial \Omega$. Let $f : \mathbb{R}^n \setminus \Omega \to \mathbb{R}^m$ be an asymptotically flat map. Assume that $f$ is constant along each connected component of $\Sigma = \partial \Omega$. Let $M$ be the graph of $f$ with its natural metric. Then

$$m_2 = \frac{1}{2} c_2(n) \int_M (L_2 + L_2^\perp) \frac{1}{\sqrt{G}} d\mu_M + 3c_2(n) \int_{\Sigma} (\frac{|Df|^2}{1 + |Df|^2})^2 H_3 d\mu_{\Sigma},$$

where $|Df|^2 = |Df_1|^2 + \cdots + |Df_m|^2$ and $H_3$ is the 3-th mean curvature of the hypersurface $\Sigma$ in $\mathbb{R}^n$. 

If \( \Sigma \) is in the level set of \( f \), then \( \Sigma \) can be identified with its graph \( \{(x, f(x)) | x \in \Sigma \} \). Then the mean curvature \( \hat{H} \) of \( f(\Sigma) \) in \((M, g)\) and the mean curvature \( H \) of \( \Sigma \) in \( \mathbb{R}^n \) are related by (see section 4)
\[
\hat{H} = \frac{1}{\sqrt{1 + |Df|^2}} H.
\]
Therefore if \( |Df(x)| \to \infty \) as \( x \to \Sigma = \partial \Omega \), the graph of \( \Sigma \) is a horizon in \((M, g)\).

**Theorem 3.** Let \( \Omega \subset \mathbb{R}^n \) be an open subset. Let \( f : \mathbb{R}^n \setminus \Omega \to \mathbb{R}^m \) be a continuous map that is constant along each connected component of the boundary \( \Sigma = \partial \Omega \) and asymptotically flat in \( \mathbb{R}^n \setminus \Omega \). Assume that the graph \( M \) of \( f \) extends \( C^2 \) to its boundary \( \partial M \). Assume further that along each connected component \( \Sigma_i \) of \( \partial M \), the manifold \( \bar{M} \) is tangent to the cylinder \( \Sigma_i \times l_i \), where \( l_i \) is a straight line of \( \mathbb{R}^m \). Then
\[
m_2 = \frac{1}{2} c_2(n) \int_M (L_2 + L_2^\perp) \frac{1}{\sqrt{G}} d\mu_M + 3c_2(n) \int_{\Sigma} H_3 d\mu_{\Sigma},
\]
where \( H_3 \) is the 3-th mean curvature of the embedding \( \Sigma \) in \( \mathbb{R}^n \).

The proof of Theorem 3 is just by checking \( |Df(x)| \to \infty \) as \( x \to \Sigma \).

A hypersurface \( \Sigma \subset \mathbb{R}^n \) is called 3-convex if its mean curvature \( H \), 2-th mean curvature \( H_2 \) and 3-th mean curvature \( H_3 \) are positive on \( \Sigma \). As in \([19, 12, 17, 21]\), by applying the Alexandrov-Fenchel inequality due to Guan-Li \([15]\) to Theorem 3, we conclude that

**Theorem 4 (Penrose inequality).** Under the hypothesis of Theorem 3, and we assume that \( M \) has nonnegative \( L_2 \) and flat normal bundle. If each connected component of the boundary \( \Sigma = \partial \Omega \) is 3-convex and star-shaped, then
\[
m_2 \geq \frac{1}{4} (\frac{1}{\omega_{n-1}})^{\frac{n-4}{n-1}} \cdot (\frac{1}{\omega_{n-1}})^n.
\]
Moreover, the equality implies \( L_2 \) vanishes identically on \( M \) and \( \Sigma \) is a sphere.

The rest of this paper is organized as follows. In section 2, we give some notations and basic formulas. In section 3, we first prove proposition 7 which is the key ingredient to prove our main theorems. The crucial step of proving proposition 7 is checking that \( \frac{1}{2} L_2^\perp \) can be represented as normal curvature terms. In the sections 4 and 5, we will use the similar idea of Ge-Wang-Wu \([12]\) to complete the proof of positive mass theorem and Penrose inequality for \( m_2 \). In the last section, we give a generalization of Ge-Wang-Wu’s \([13]\) result on Positive mass theorem and Penrose inequality in the Einstein-Gauss-Bonnet gravity to arbitrary codimension graph.
2. Preliminaries

Recall that on a complete Riemannian manifold \((M, g)\), the Gauss-Bonnet curvature \(L_2\) is defined as
\[
L_2 = P_{ijkl} R^{ijkl},
\]
where the \((0,4)\) tensor \(P\) is given by \([2,3]\). Note that \(P\) has the same symmetric property as the Riemannian curvature tensor, i.e.,
\[
P_{ijkl} = -P_{ijlk} = -P_{ijlk} = P_{klij}.
\]
\((2.2)\)

\(P\) also satisfies the divergence-free property (cf. \([12, 7]\)), i.e.,
\[
\nabla_i P_{ijkl} = \nabla_j P_{ijkl} = \nabla_k P_{ijkl} = \nabla_l P_{ijkl} = 0.
\]
\((2.3)\)

We now suppose \(M = \{(x, f(x)) | x \in \mathbb{R}^n\}\) is the graph of a smooth asymptotically flat map \(f : \mathbb{R}^n \to \mathbb{R}^m\). The vectors \(\partial_i = (e_i, f_\alpha e_\alpha)\) are tangential and the vectors \(\eta^\alpha = (-Df^\alpha, e_\alpha)\) are normal to \(M\). In this paper, we will use the convention on the indices:
\[
1 \leq i, j, k, l, \cdots \leq n \quad \text{and} \quad 1 \leq \alpha, \beta, \gamma, \mu, \nu, \cdots \leq m.
\]
The induced metric on \(M\) is
\[
g_{ij} = \delta_{ij} + f^\alpha_i f^\alpha_j.
\]
We will denote the matrix \(U\) by (cf. \([21]\))
\[
U_{\alpha \beta} = \langle \eta^\alpha, \eta^\beta \rangle = \delta_{\alpha \beta} + \langle Df^\alpha, Df^\beta \rangle,
\]
with the inverse matrix \(U^{\alpha \beta}\). Then
\[
\delta_{\gamma \beta} = U^{\gamma \beta} + U^{\alpha \gamma} \langle Df^\alpha, Df^\beta \rangle,
\]
\[
g^{ij} = \delta_{ij} - f^\alpha_i f^\beta_j U^{-\alpha \beta}.
\]
Denote \(f^\alpha, \alpha = 1, \cdots, m\) the components of \(f\). The gradient of \(f^\alpha : M \to \mathbb{R}\) is
\[
\nabla f^\alpha = g^{ik} f^\alpha_k \partial_i = U^{\alpha \gamma} f^\gamma_i \partial_i.
\]
The shape operator \(A^\alpha\) with respect to \(\eta^\alpha\)
\[
A^\alpha \partial_i = - (\nabla_i \eta^\alpha)^\top = f^\alpha_{ik} g^{kj} \partial_j.
\]
Therefore
\[
\langle A^\mu \partial_i, A^\gamma \partial_k \rangle = g^{ij} f^\mu_i f^\gamma_j \quad \text{and} \quad f^\alpha_{ik} = \langle A^\alpha \partial_i, \partial_k \rangle.
\]
\((2.5)\)
The shape operator is symmetric:
\[
\langle A^\alpha X, Y \rangle = \langle X, A^\alpha Y \rangle, \quad 1 \leq \alpha \leq m
\]
\((2.6)\)
for any tangent \(X, Y\). The second fundamental form
\[
B(\partial_i, \partial_j) = \langle A^\alpha \partial_i, \partial_j \rangle U^{\alpha \beta} \eta^\beta = f^\alpha_{ij} U^{\alpha \beta} \eta^\beta.
\]
\((2.7)\)
Lemma 5. The curvature tensor $R_{ijkl}$, the Gauss-Bonnet curvature $L_2$ and the Christoffel symbols $\Gamma^k_{ij}$ have the following expressions:

\[ R_{ijkl} = U^{\alpha\beta}(f^\alpha_{ik} f^\beta_{jl} - f^\alpha_{il} f^\beta_{jk}), \]
\[ L_2 = P^{ijkl} R_{ijkl} = 2 P^{ijkl} U^{\alpha\beta} f^\alpha_{ik} f^\beta_{jl}, \]
\[ \Gamma^k_{ij} = U^{\alpha\beta} f^\alpha_k f^\beta_j. \]

Proof. By Gauss equation, we have

\[ R_{ijkl} = \langle B(\partial_i, \partial_k), B(\partial_j, \partial_l) \rangle - \langle B(\partial_i, \partial_l), B(\partial_j, \partial_k) \rangle = U^{\alpha\beta}(f^\alpha_{ik} f^\beta_{jl} - f^\alpha_{il} f^\beta_{jk}). \]

The Gauss-Bonnet curvature $L_2$

\[ L_2 = P^{ijkl} R_{ijkl} = P^{ijkl} U^{\alpha\beta}(f^\alpha_{ik} f^\beta_{jl} - f^\alpha_{il} f^\beta_{jk}) = 2 P^{ijkl} U^{\alpha\beta} f^\alpha_{ik} f^\beta_{jl}. \]

By the definition of $\Gamma^k_{ij}$,

\[ \Gamma^k_{ij} = \frac{1}{2} g^{kl}(\partial_i g_{jl} + \partial_j g_{il} - \partial_l g_{ij}) = \frac{1}{2} g^{kl} f^\gamma_{ij} f^\gamma_l = (\delta_{kl} - f^\gamma_k f^\gamma_l) f^\gamma_{ij} f^\gamma_l = f^\gamma_{ij} f^\gamma_k - f^\gamma_k f^\gamma_{ij} f^\gamma_l f^\gamma_{kl} U^{\alpha\beta} = f^\gamma_{ij} f^\gamma_k - f^\gamma_k f^\gamma_{ij} (\delta_{\alpha\gamma} - U^{\alpha\gamma}). \]

Thus, the commutation of shape operators gives the normal curvature operator $R^\perp_{\alpha\beta} : TM \to TM$,

\[ R^\perp_{\alpha\beta}(X) = (A^\beta A^\alpha - A^\alpha A^\beta)X. \quad (2.8) \]

\[ \langle R^\perp_{\alpha\beta}(X), Y \rangle = \langle (A^\beta A^\alpha - A^\alpha A^\beta)X, Y \rangle = \langle A^\alpha X, A^\beta Y \rangle - \langle A^\beta X, A^\alpha Y \rangle \]

for any tangent $X, Y$ and any $1 \leq \alpha, \beta \leq m$. The Ricci operator $Rc : TM \to TM$ is given by

\[ \langle Rc(X), Y \rangle = Ric(X, Y), \quad (2.9) \]

which is symmetric in $X$ and $Y$. We have the following lemma about the commutation of the Ricci operator $Rc$ and shape operator $A^\alpha$. 

\[ \text{□} \]
Lemma 6. The Ricci operator $Rc$ and shape operator $A^\alpha$ commutes as following:

$$A^\alpha Rc - RcA^\alpha = U^{\mu \nu} ((Tr A^\mu) R^\perp_{\nu \alpha} + R^\perp_{\alpha \mu \nu} + A^\mu R^\perp_{\alpha \nu}).$$

(2.10)

Proof. By (2.8) and the definition of Ricci operator, we have

$$A^\alpha Rc - RcA^\alpha = U^{\mu \nu} (A^\alpha ((Tr A^\mu) A^\nu - A^\mu A^\nu) - ((Tr A^\mu) A^\nu - A^\mu A^\nu) A^\alpha)$$

$$= U^{\mu \nu} (Tr A^\mu) R^\perp_{\nu \alpha} + U^{\mu \nu} (A^\mu (A^\alpha A^\nu + R^\perp_{\alpha \nu} - A^\alpha A^\nu))$$

$$= U^{\mu \nu} (Tr A^\mu) R^\perp_{\nu \alpha} + U^{\mu \nu} (R^\perp_{\alpha \mu \nu} + A^\mu R^\perp_{\alpha \nu}),$$

which gives the commutation formula (2.10).

In the rest of the paper, we will denote the right-hand side of (2.10) by $T^\perp_{\alpha}$. □

3. Positive mass theorem for $m_2$

We first prove the following proposition, which is a key ingredient for proving our theorems.

Proposition 7.

$$\partial_i (P^{ijkl} \partial_l g_{jk}) = \frac{1}{2} L_2 + \frac{1}{2} L^\perp_2,$$

(3.1)

where $L^\perp_2$ can be expressed as some normal curvature terms (see (3.11) for the explicit expression). In particular, when the graph $M$ of $f$ has flat normal bundle, we have

$$\partial_i (P^{ijkl} \partial_l g_{jk}) = \frac{1}{2} L_2.$$  

(3.2)

Remark 3.1. The equation (3.2) was shown by Ge-Wang-Wu in [12, lemma 4.3] for the hypersurface graph case, i.e., $f : \mathbb{R}^n \to \mathbb{R}$ and $M = \{(x, f(x)) | x \in \mathbb{R}^n\}$ is a hypersurface in $\mathbb{R}^{n+1}$. Equation (3.2) was the key ingredient to show the positive mass theorem for $m_2$ in the hypersurface graph case.

Proof.

$$\partial_i (P^{ijkl} \partial_l g_{jk}) = \partial_i P^{ijkl} \partial_l g_{jk} + P^{ijkl} \partial_i \partial_l g_{jk}.$$  

By the symmetric property (2.2) of $P^{ijkl}$, the second term is equal to:

$$P^{ijkl} \partial_i \partial_l g_{jk} = P^{ijkl} (f^\alpha_{ijkl} f^\alpha_{ik} + f^\alpha_{ijl} f^\alpha_{ik} + f^\alpha_{jil} f^\alpha_{ik} + f^\alpha_{jik} f^\alpha_{kl})$$

$$= P^{ijkl} f^\alpha_{ijkl} f^\alpha_{ik}.$$  

(3.3)
By the divergence-free property (2.3) of $P^{ijkl}$ and (2.2), the first term:

$$\partial_i P^{ijkl} \partial_j g_{jk}$$

$$= (\nabla_i P^{ijkl} - P^{ijkl} \Gamma^i_{is} - P^{iskl} \Gamma^j_{is} - P^{ijkl} \Gamma^k_{is} - P^{ijks} \Gamma^l_{is}) \partial_i g_{jk}$$

$$= - P^{ijkl} (\Gamma^s_i \partial_j g_{jk} + \Gamma^s_k \partial_i g_{js} + \Gamma^s_d \partial_d g_{jk})$$

$$= - P^{ijkl} (\Gamma^s_i (f^a_{jl} f^\alpha_k + f^a_j f^\alpha_l) + \Gamma^s_k (f^a_{jl} f^\alpha_s + f^a_j f^\alpha_l) + \Gamma^s_d (f^a_{jl} f^\alpha_s + f^a_j f^\alpha_l))$$

$$= - P^{ijkl} (\Gamma^s_i (f^a_{jl} f^\alpha_k + \Gamma^s_{is} f^\alpha_j l_k + \Gamma^s_{il} f^\alpha_s j_k))$$

$$= I + II$$

where

$$I = - P^{ijkl} \Gamma^s_{ik} f^a_{jl} f^\alpha_s$$

$$II = - P^{ijkl} (\Gamma^s_{is} f^a_{jl} f^\alpha_k + \Gamma^s_{il} f^\alpha_s j_k).$$

We will first calculate $I$:

$$I = - P^{ijkl} \Gamma^s_{ik} f^a_{jl} f^\alpha_s$$

$$= - P^{ijkl} U^{\beta\gamma} f^\beta_s f^\gamma_{ik} f^\alpha_j f^\alpha_s$$

$$= P^{ijkl} f^\gamma_{ik} f^\alpha_j U^{\beta\gamma} (D f^\beta, D f^\alpha)$$

$$= P^{ijkl} f^\gamma_{ik} f^\alpha_j (U^{\alpha\gamma} - \delta_{\alpha\gamma})$$

$$= P^{ijkl} f^\gamma_{ik} f^\alpha_j U^{\alpha\gamma} - P^{ijkl} f^\gamma_{ik} f^\alpha_j$$

$$= \frac{1}{2} L_2 - P^{ijkl} f^\gamma_{ik} f^\alpha_j.$$

Thus we have

$$\partial_i (P^{ijkl} \partial_j g_{jk}) = \frac{1}{2} L_2 + \frac{1}{2} L_2$$

(3.5)

where

$$\frac{1}{2} L_2 = II = - P^{ijkl} (\Gamma^s_{is} f^a_{jl} f^\alpha_k + \Gamma^s_{il} f^\alpha_s j_k).$$

(3.6)

For simplicity, we denote

$$T_{ijkl} = U^{\beta\gamma} f^\beta_s f^\gamma_{ik} (f^\alpha_j f^\alpha_s - f^\alpha_j f^\alpha_l)$$

$$= f^\alpha_k (\langle A^\gamma \partial_j, \nabla f^\gamma \rangle \langle A^\alpha \partial_i, \partial_l \rangle - \langle A^\alpha \partial_j, \nabla f^\gamma \rangle \langle A^\gamma \partial_i, \partial_l \rangle).$$

Note that in general, $T_{ijkl}$ has no symmetric property. In the following five lemmas, we will calculate $\frac{1}{2} L_2 = P^{ijkl} T_{ijkl}$ explicitly. Recall that

$$P^{ijkl} = R^{ijkl} + R^{jk} g^{il} - R^{il} g^{jk} - R^{ik} g^{jl} + R^{il} g^{jk} + \frac{1}{2} R (g^{ik} g^{jl} - g^{il} g^{jk}).$$

In the following calculation, we will use (2.8), (2.9), and (2.10) many times.
Lemma 8. We have

\[ R^{ijkl} T_{ijkl} = U^{\mu\nu} \left( A^\mu (A^\nu R^{\perp}_{\alpha \gamma} + R^{\perp}_{\mu \gamma} A^\alpha) + Tr(A^\alpha A^\mu) R^{\perp}_{\gamma \nu} \right) \nabla f^\alpha, \nabla f^\gamma \]  \hspace{1cm} (3.8)

Proof. From lemma 5 we get

\[ R^{ijkl} = U^{\mu\nu} (f_{mn}^\mu f_{th}^\nu - f_{mh}^\mu f_{tn}^\nu) g^{mi} g^{nk} g^{jl} g^{hl}. \]

We have

\[ U^{\mu\nu} f_{mn}^\mu f_{th}^\nu g^{mi} g^{nk} g^{jl} g^{hl} T_{ijkl} = U^{\mu\nu} g^{nk} g^{hl} U^{\beta \gamma} f_{s}^\beta f_{k}^\alpha \left( A^\gamma \partial_s (A^\alpha \partial_{\gamma}) + \langle A^\alpha \partial_s, A^\mu \partial_h \rangle - \langle A^\gamma \partial_s, A^\mu \partial_h \rangle \langle A^\gamma \partial_h, A^\mu \partial_{s} \rangle \right) \]

\[ = U^{\mu\nu} g^{hl} \left( A^\gamma \nabla f^\gamma, A^\alpha \partial_{\gamma} \right) - \langle A^\gamma \partial_{\gamma}, A^\gamma \nabla f^\gamma \rangle - \langle A^\gamma \partial_{\gamma}, A^\alpha \partial_{\gamma} \rangle \nabla f^\gamma, A^\mu \nabla f^\alpha \) \]

Further more, the commutation of shape operator gives the normal curvature terms.

\[ = \langle A^\gamma A^\alpha \nabla f^\gamma, A^\mu \nabla f^\alpha \rangle - \langle A^\gamma A^\alpha \nabla f^\gamma, A^\mu \nabla f^\alpha \rangle \]

\[ = \langle (A^\gamma R^{\perp}_{\alpha \gamma} + R^{\perp}_{\mu \gamma} A^\gamma - R^{\perp}_{\nu \gamma} A^\alpha) \nabla f^\gamma, A^\mu \nabla f^\alpha \rangle \]

We conclude that the quantity (3.9) is equal to

\[ (3.9) = \langle U^{\mu\nu} A^\mu \left( A^\nu R^{\perp}_{\gamma \alpha} + R^{\perp}_{\mu \alpha} A^\gamma - R^{\perp}_{\nu \alpha} A^\alpha \right) \nabla f^\gamma, \nabla f^\alpha \rangle. \]

Finally

\[ - U^{\mu\nu} f_{mh}^\mu f_{th}^\nu g^{mi} g^{nk} g^{jl} g^{hl} T_{ijkl} = U^{\mu\nu} g^{nk} g^{hl} U^{\beta \gamma} f_{s}^\beta f_{k}^\alpha \left( A^\gamma \partial_s (A^\alpha \partial_{\gamma}) + \langle A^\alpha \partial_s, A^\mu \partial_h \rangle - \langle A^\gamma \partial_s, A^\mu \partial_h \rangle \langle A^\gamma \partial_h, A^\mu \partial_{s} \rangle \right) \]

\[ = U^{\mu\nu} g^{hl} \left( A^\gamma \partial_{\gamma}, A^\alpha \partial_{\gamma} \right) - \langle A^\gamma \partial_{\gamma}, A^\gamma \nabla f^\gamma \rangle - \langle A^\gamma \partial_{\gamma}, A^\alpha \partial_{\gamma} \rangle \nabla f^\gamma, A^\mu \nabla f^\alpha \) \]

\[ = U^{\mu\nu} \left( A^\alpha \partial_{\gamma}, A^\mu \partial_{\gamma} \right) - \langle A^\gamma \nabla f^\gamma, A^\mu \nabla f^\alpha \rangle \rangle - \langle A^\gamma \partial_{\gamma}, A^\gamma \nabla f^\gamma \rangle - \langle A^\gamma \partial_{\gamma}, A^\alpha \partial_{\gamma} \rangle \nabla f^\gamma, A^\mu \nabla f^\alpha \) \]

\[ = U^{\mu\nu} Tr(A^\alpha A^\mu) \langle R^{\perp}_{\gamma \nu} (\nabla f^\alpha), \nabla f^\gamma \rangle. \]

\[ \square \]

Lemma 9. We have

\[ R^{ijkl} g^{ij} T_{ijkl} = \langle (Tr A^\alpha) T^{\perp}_{\gamma \nu} \nabla f^\alpha, \nabla f^\gamma \rangle. \]  \hspace{1cm} (3.10)
Proof. Recall
\[ R^{jk}g^{il}T_{ijkl} \]
\[ = R^{jk}f_k^\alpha (\langle A^\gamma \nabla f^\gamma, \partial_j \rangle Tr A^\alpha - \langle A^\gamma \nabla f^\gamma, \partial_j \rangle Tr A^\gamma) \]
\[ = Tr A^\alpha (\langle A^\gamma \nabla f^\gamma, Rc(\nabla f^\alpha) \rangle - \langle A^\gamma \nabla f^\gamma, Rc(\nabla f^\gamma) \rangle) \]
\[ = Tr A^\alpha (\langle \nabla f^\gamma, Rc(\nabla f^\alpha) \rangle - \langle \nabla f^\gamma, A^\gamma Rc(\nabla f^\gamma) \rangle) \]
\[ = Tr A^\alpha (\langle \nabla f^\gamma, T_\gamma^\perp \nabla f^\alpha \rangle) \]
\[ \square \]

Lemma 10. We have
\[-R^{jk}g^{il}T_{ijkl} = - \left( \langle RcR_\alpha^\perp + T_\gamma^\perp A^\alpha + A^\alpha T_\gamma^\perp \rangle \nabla f^\alpha, \nabla f^\gamma \rangle \right). \] (3.11)

Proof.
\[ R^{jk}g^{il}T_{ijkl} \]
\[ = R^{jk}f_k^\alpha (\langle A^\alpha \nabla f^\alpha, \partial_j \rangle - \langle A^\alpha \nabla f^\alpha, \partial_j \rangle (A^\gamma \nabla f^\gamma, \partial_i)) \]
\[ = \langle A^\alpha \nabla f^\alpha, RcA^\gamma (\nabla f^\gamma) \rangle - \langle A^\alpha \nabla f^\alpha, RcA^\gamma (\nabla f^\gamma) \rangle - \langle RcA^\gamma \nabla f^\alpha, A^\alpha \nabla f^\gamma \rangle \]
\[ = \langle \nabla f^\alpha, (RcA^\alpha + T_\alpha^\perp A^\gamma (\nabla f^\gamma)) \rangle \]
\[ - \langle (A^\gamma Rc - T_\gamma^\perp) \nabla f^\alpha, A^\alpha \nabla f^\gamma \rangle \]
\[ = \langle Rc\nabla f^\alpha, R_\gamma^\perp \nabla f^\gamma \rangle + \langle \nabla f^\alpha, T_\alpha^\perp A^\gamma (\nabla f^\gamma) \rangle + \langle T_\gamma^\perp \nabla f^\alpha, A^\alpha \nabla f^\gamma \rangle \]
\[ \square \]

Lemma 11. We have
\[-R^{jk}g^{il}T_{ijkl} = - \langle RcR_\alpha^\perp \nabla f^\alpha, \nabla f^\gamma \rangle. \] (3.12)

Proof.
\[ R^{jk}g^{il}T_{ijkl} \]
\[ = R^{jk}f_k^\alpha (\langle A^\gamma \nabla f^\gamma, A^\alpha \partial_i \rangle - \langle A^\alpha \nabla f^\gamma, A^\gamma \partial_i \rangle) \]
\[ = R^{jk}f_k^\alpha (\langle A^\alpha A^\gamma - A^\gamma A^\alpha \rangle \nabla f^\gamma, \partial_i \rangle) \]
\[ = \langle R_\alpha^\perp \nabla f^\alpha, Rc(\nabla f^\gamma) \rangle \]
\[ = \langle RcR_\alpha^\perp \nabla f^\alpha, \nabla f^\gamma \rangle. \]
\[ \square \]

Lemma 12. We have
\[ \left( R^{il}g^{jk} + \frac{1}{2} R(g^{ik}g^{jl} - g^{il}g^{jk}) \right) T_{ijkl} \]
\[ = \frac{1}{2} R(R_\alpha^\perp (\nabla f^\alpha), \nabla f^\gamma). \] (3.13)
Proof of lemma 12. We calculate as following:

\[ g^{jk} T_{ijkl} = \langle A^\alpha \partial_i, \partial_l \rangle \langle A^\gamma \nabla f^\alpha, \nabla f^\gamma \rangle - \langle A^\gamma \partial_i, \partial_l \rangle \langle A^\alpha \nabla f^\alpha, \nabla f^\gamma \rangle = 0, \]

and

\[ g^{ik} g^{jl} T_{ijkl} = \langle A^\gamma \partial_j, \nabla f^\gamma \rangle \langle A^\alpha \partial_l, \nabla f^\gamma \rangle - \langle A^\alpha \partial_j, \nabla f^\gamma \rangle \langle A^\gamma \partial_l, \nabla f^\gamma \rangle = \langle R_{\alpha \gamma}^\perp (\nabla f^\alpha), \nabla f^\gamma \rangle. \]

Then the lemma follows easily. \[\square\]

Finally, from lemma 8 to lemma 12 we get that

\[ \frac{1}{2} L_2^\perp = \mu^\nu \left( A^\mu (A^\nu R_{\alpha \gamma}^\perp + R_{\nu \alpha}^\perp A^\gamma - R_{\nu \alpha}^\perp A^\gamma) + \text{Tr} (A^\mu R_{\nu \alpha}^\perp R_{\gamma}^\perp) \nabla f^\alpha, \nabla f^\gamma \right) - \langle \left( 2Rc R_{\alpha \gamma}^\perp + T_{\gamma}^\perp A^\alpha + R_{\alpha \gamma}^\perp T_{\gamma}^\perp \right) \nabla f^\alpha, \nabla f^\gamma \rangle + \langle (\text{Tr} A^\alpha) T_{\gamma}^\perp \nabla f^\alpha, \nabla f^\gamma \rangle + \frac{1}{2} R \langle R_{\alpha \gamma}^\perp (\nabla f^\alpha), \nabla f^\gamma \rangle. \tag{3.14} \]

We complete the proof of Proposition 7. \[\square\]

Remark 3.2. From the above proof, we can also derive that

\[ \partial_i (P_{ijkl}^\perp \partial_l g_{jk}) = \frac{1}{2} R + \frac{1}{2} R_{\perp}, \tag{3.15} \]

where \( R_{\perp} = \langle R_{\alpha \gamma}^\perp (\nabla f^\alpha), \nabla f^\gamma \rangle. \)

Proof of Theorem 7 From proposition 7 and the divergence theorem, we have

\[ m_2 = \lim_{r \to \infty} c_2(n) \int_{S_r} P_{ijkl}^\perp \partial_l g_{jk} \nu_i dS_r \]

\[ = c_2(n) \int_{R^n} \partial_i (P_{ijkl}^\perp \partial_l g_{jk}) d\mu_{R^n} \]

\[ = \frac{c_2(n)}{2} \int_{R^n} (L_2 + L_{\perp}^2) d\mu_{R^n} \]

\[ = \frac{c_2(n)}{2} \int_{R^n} (L_2 + L_{\perp}^2) \frac{1}{\sqrt{G}} d\mu_{M}. \]

The last equality is due to the fact that

\[ d\mu_{R^n} = \frac{1}{\sqrt{G}} d\mu_{M}, \]

where \( G \) is the determinant of the metric \( (g_{ij}) \). \[\square\]
4. The proof of Theorem 2

The proof of Theorem 2 is similar as in [12] with a slight modification. For convenience of readers, we give a complete proof. By the equation (3.1), integrating by parts gives that

\[ m_2 = \frac{1}{2} c_2(n) \int_M (L_2 + L_2^\perp) \frac{1}{\sqrt{G}} d\mu_M - c_2(n) \int_\Sigma P^{ijkl} \partial_i g_{jk} \nu_i d\mu_\Sigma \]

\[ = \frac{1}{2} c_2(n) \int_M (L_2 + L_2^\perp) \frac{1}{\sqrt{G}} d\mu_M - c_2(n) \int_\Sigma P^{ijkl} f_\alpha f^\alpha_f \nu_i d\mu_\Sigma, \]

where \( \nu \) is the inward normal of \( \Sigma \).

By assumption each connected component of \( \Sigma \) is a level set of \( f^\alpha \), we know that in \( \Sigma \)

\[ Df^\alpha = \langle Df^\alpha, \nu \rangle \nu. \]

Thus if we rotate the coordinates such that \( \nu = -e_1 \) at a given point in \( \Sigma \), then at that point there hold

\[ f_\alpha^a = 0 \text{ and } f_\alpha^{ab} = A_{ab} |Df^\alpha| = A_{ab} |f_1^\alpha|, \quad (4.1) \]

where \( A_{ab} \) is the second fundamental form of the isometric embedding \((\Sigma, h)\) into the Euclidean space \( \mathbb{R}^n \) with \( h \) the induced metric on \( \Sigma \). In this section, we use the convention that \( \{a, b, c, \cdots \} \) stand for \( \{2, 3, \cdots, n\} \) and \( \{j, k, l, \cdots \} \) stand for \( \{1, 2, \cdots, n\} \).

Moreover, the nonzero components of the metric \( g \) of \( M \) are

\[ g_{11} = 1 + |Df|^2, \quad g_{aa} = 1, \]

\[ g^{11} = \frac{1}{1 + |Df|^2}, \text{ and } g^{aa} = 1. \]

Using the expression of \( P^{ijkl} \), we have

\[ P^{ijkl} f_\alpha^i f_\alpha^j f_\alpha^k f_\alpha^l \nu_i = R^{ijkl} f_\alpha^i f_\alpha^j f_\alpha^k f_\alpha^l \nu_i + R^{ilk} g^{jl} f_\alpha^i f_\alpha^j f_\alpha^k \nu_i \]

\[ - R^{ilk} g^{jk} f_\alpha^i f_\alpha^j f_\alpha^k f_\alpha^l \nu_i - R^{ilk} g^{jl} f_\alpha^i f_\alpha^j f_\alpha^k \nu_i \]

\[ + R^{ilk} g^{jk} f_\alpha^i f_\alpha^j f_\alpha^k f_\alpha^l \nu_i + \frac{1}{2} R(g^{ik} g^{jl} - g^{il} g^{jk}) f_\alpha^i f_\alpha^j f_\alpha^k \nu_i \]

\[ = I + II + III + IV + V + VI. \]
Now we calculate these six terms as follows.

$$I = R^{1a1b} f^\alpha_{ab} f^\alpha_1 \nu_1 = -R^{1a1b} A_{ab}(f_1^\alpha)^2 = -R^{1a1b} A_{ab} |Df|^2,$$

$$II = R^{1a} g^{11} f^\alpha_{1a} f^\alpha_1 \nu_1 = -R^{1a} f^\alpha_{1a} \frac{|f_1^\alpha|}{1 + |Df|^2},$$

$$III = -R^{il} g^{11} f^\alpha_{il} f^\alpha_1 \nu_1$$
$$= (2R^{il} f^\alpha_{il} + R^{ab} A_{ab} |f_1^\alpha| - R^{11} f_1^\alpha) \frac{|f_1^\alpha|}{1 + |Df|^2},$$

$$IV = -R^{il} g^{jl} f^\alpha_{ij} f^\alpha_1 \nu_1 = R^{11} (H|Df|^2 + \frac{f_1^\alpha |f_1^\alpha|}{1 + |Df|^2}),$$

$$V = R^{ul} g^{11} f^\alpha_{ul} f^\alpha_1 \nu_1$$
$$= -R^{ul} f_1^\alpha \frac{|f_1^\alpha|}{1 + |Df|^2},$$

$$VI = \frac{1}{2} R(g^{11} g^{jl} f^\alpha_{ij} f^\alpha_1 \nu_1 - g^{il} g^{lj} f^\alpha_{ij} f^\alpha_1 \nu_1)$$
$$= -\frac{1}{2} RH \frac{|Df|^2}{1 + |Df|^2},$$

where $H$ is the mean curvature of embedding $(\Sigma, h)$ in $\mathbb{R}^n$. Putting these together, we obtain

$$P^{ijkl} f^\alpha_{ij} f^\alpha_k \nu_1 = -R^{1a1b} A_{ab} |Df|^2 + R^{11} H|Df|^2$$
$$+ R^{ab} A_{ab} \frac{|Df|^2}{1 + |Df|^2} - \frac{1}{2} RH \frac{|Df|^2}{1 + |Df|^2}. \quad (4.2)$$

Since $\Sigma$ is the level set of $f$, we can identify $\Sigma$ with its graph. Thus $(\Sigma, h)$ is also an isometric embedding in $(M, g)$. Denote $\tilde{A}_{ab}$ the second fundamental form of the embedding $(\Sigma, h) \hookrightarrow (M^n, g)$. Then a direct calculation gives that

$$\tilde{A}_{ab} = \frac{1}{\sqrt{1 + |Df|^2}} A_{ab}. \quad (4.3)$$

**Remark** 4.1. From the above formula, we can see that if $|Df| = +\infty$ on $\Sigma$, then $\Sigma$ is area-minimizing horizon. In the next section, we will show that under the condition of Theorem 3, $|Df| = +\infty$ on $\Sigma$.

Denote $\tilde{Rm}$ the Riemannian curvature of $\Sigma$. Then by the Gauss equation we obtain

$$\tilde{R}^{abcd} = A^{ac} A^{bd} - A^{ad} A^{bc}$$

and also

$$\tilde{R}^{abcd} = R^{abcd} + \tilde{A}^{ac} \tilde{A}^{bd} - \tilde{A}^{ad} \tilde{A}^{bc}.$$  

Thus

$$R^{abcd} = \frac{|Df|^2}{1 + |Df|^2} \tilde{R}^{abcd}. \quad (4.4)$$
Now we can write down
\[
R_{11}^1 = R_{11}^{1a} g_{aa} = R_{11}^{1a},
\]
\[
R_{ab} = R_{acbd} g_{cd} + R_{11}^{1b} g_{11} = R_{acbc} + R_{11}^{1b} (1 + |Df|^2),
\]
\[
R = R_{11}^1 g_{11} + R_{ab} g_{ab} = 2 R_{11}^{1a} (1 + |Df|^2) + R^{acac}.
\]

Plugging these terms into (4.2), we have
\[
P_{ijkl}^f \alpha_{lj} \alpha_{k} = -R_{11}^{1a} A_{ab} |Df|^2 + R_{11}^{1a} H |Df|^2
\]
\[
+ (R_{acbc} + R_{11}^{1b} (1 + |Df|^2)) A_{ab} \frac{|Df|^2}{1 + |Df|^2}
\]
\[
- \frac{1}{2} (2 R_{11}^{1a} (1 + |Df|^2) + R^{acac}) H \frac{|Df|^2}{1 + |Df|^2}
\]
\[
= \frac{|Df|^2}{1 + |Df|^2} (R_{acbc} A_{ab} - \frac{1}{2} H R^{abab})
\]
\[
= \left( \frac{|Df|^2}{1 + |Df|^2} \right)^2 (\hat{R}_{ab} - \frac{1}{2} \hat{R} g_{ab}) A_{ab}
\]
\[
= -3 \left( \frac{|Df|^2}{1 + |Df|^2} \right)^2 H_3,
\]
which completes the proof of Theorem 2.

5. The proofs of Theorem 3 and Theorem 4

Proof of Theorem 3. Since \( M \) extends to the boundary in a \( C^2 \) fashion, the limit \( \lim_{x \to \partial \Omega} |Df|^2 \) exists (could be \(+ \infty\)). In fact, we claim that under the condition of Theorem 3, the limit
\[
\lim_{x \to \partial \Omega} |Df|^2 = + \infty.
\]

To prove this claim, we fix a point \( p \in \partial \Omega \). Suppose on the contrary that \( \lim_{x \to p} |Df|^2 < + \infty \). At the point \( p \), as in the last section, we can rotate the coordinates such that \( \{ e_2, \ldots, e_n \} \) forms the basis of the tangent space \( T_p \Sigma \).

Now by composing an orthogonal transformation of \( \mathbb{R}^m \) with \( f : \mathbb{R}^n \setminus \Omega \to \mathbb{R}^m \), we can assume that the straight line \( l = \{(0; te_1) \in \mathbb{R}^{n+m} | t \in \mathbb{R} \} \) without loss of generality. Since the manifold \( \bar{M} \) is tangent to the cylinder \( \Sigma \times l \), we know that \( \{(0; e_1), (e_2; 0), \ldots, (e_n; 0) \in \mathbb{R}^{n+m} \} \) is a basis of \( T_p M \).

On the other hand, recall that at any point where \( |Df|^2 < + \infty \), i.e. \( f_i^\alpha \) is finite, \( \{ \partial_i = (e_i; f_i^\alpha e_\alpha) \in \mathbb{R}^{n+m} \} \) is another basis of \( T_p M \). But these two bases of \( T_p M \) can not be represented mutually, which is a contradiction.
Therefore, we prove the claim (5.1). From this claim, Theorem 3 follows immediately.

Proof of Theorem 4. Assume each connected component $\Sigma_i$ of the boundary $\partial \Omega$ is 3-convex and star-shaped, the Alexandrov-Fenchel inequality [15] (see also [6]) gives that
\[
3c_2(n) \int_{\Sigma_i} H_3 d\mu_{\Sigma_i} \geq \frac{1}{4} \left( \frac{|\Sigma_i|}{\omega_{n-1}} \right)^{\frac{n-4}{n-1}}.
\] (5.2)
The equality holds if and only if $\Sigma_i$ is a sphere. Recall that for nonnegative numbers $a_1, \ldots, a_k$ and $0 \leq \beta \leq 1$, we have the following algebraic inequality (see [17])
\[
\sum_{i=1}^{k} a_i^\beta \geq \left( \sum_{i=1}^{k} a_i \right)^\beta.
\] (5.3)
If $0 \leq \beta < 1$, the equality holds if and only if at most one of $a_i$ is nonzero. Thus by summing (5.2), we obtain that
\[
3c_2(n) \int_{\Sigma} H_3 d\mu_{\Sigma} \geq \sum_{i} \frac{1}{4} \left( \frac{|\Sigma_i|}{\omega_{n-1}} \right)^{\frac{n-4}{n-1}}
\geq \frac{1}{4} \left( \frac{|\Sigma|}{\omega_{n-1}} \right)^{\frac{n-4}{n-1}}
\]
Combining with Theorem 3 we get the Penrose inequality (6.5). Moreover, if the equality holds, we have that the second Gauss-Bonnet curvature $L_2$ vanishes on $M$ and $\Sigma$ has only one connected component and is a sphere. □

6. Positive mass theorem and Penrose inequality in Einstein-Gauss-Bonnet gravity

In [13], Ge-Wang-Wu obtained a positive mass theorem for asymptotically flat codimension one graph under the condition $R + \alpha L_2 \geq 0$ and a Penrose type inequality in the case $\alpha > 0$, where $\alpha$ is a constant. In this section, we give a generalization of their result to arbitrary codimension graph.

Let $n \geq 4$ and $(M^n, g)$ be an asymptotically flat manifold of decay order $\tau > \frac{n-2}{2}$ and $R + \alpha L_2$ is integrable in $(M, g)$. The Einstein-Gauss-Bonnet mass energy is defined by (13), see also [10, 11]
\[
m_{EGB} = \frac{1}{(n-1)\omega_{n-1}} \lim_{r \to \infty} \int_{S_r} (P_1^{ijkl} + \alpha P_2^{ijkl}) \partial_i g_{jk} \nu_i dS.
\] (6.1)
Ge-Wang-Wu [13] proved that $m_{EGB}$ is well-defined and is a geometric invariant on $M$.

Theorem 13 (Positive mass theorem). Suppose $(M^n, g)$ is a graph of a smooth asymptotically flat map $f : \mathbb{R}^n \to \mathbb{R}^m$ of order $\tau > \frac{n-2}{2}$. Then we
have
\[
m_{\text{ADM}} = m_{\text{EGB}} = \frac{1}{2(n-1)\omega_{n-1}} \int_M (R + \alpha L_2 + R^\perp + \alpha L_2^\perp) \frac{1}{\sqrt{G}} d\mu_M,
\]
where \( R^\perp = \langle R_{\alpha\gamma}^\perp(\nabla f^\alpha), \nabla f^\gamma \rangle \) and \( L_2^\perp \) is expressed as in (3.14). In particular, when \( M \) has flat normal bundle as a submanifold of \( \mathbb{R}^{n+m} \) and \( R + \alpha L_2 \geq 0 \), we have
\[
m_{\text{ADM}} \geq 0. \tag{6.2}
\]

Proof. Since \( \frac{n}{2} > \frac{n}{2} \), under the condition \( \tau > \frac{n}{2} \), we have
\[
\lim_{r \to \infty} \int_{S_r} P^{ijkl}_{2} \partial_l g_{jk} \nu_i dS = \lim_{r \to \infty} O(r^{-2\tau+n-4}) = 0.
\]
Thus \( m_{\text{ADM}} = m_{\text{EGB}} \). From the proof of Proposition 7, one can also get
\[
\partial_i (P^{ijkl}_{1} \partial_l g_{jk}) = \frac{1}{2} R + \frac{1}{2} R^\perp. \tag{6.3}
\]
Therefore
\[
\partial_i (P^{ijkl}_{1} + \alpha P^{ijkl}_{2}) \partial_l g_{jk} = \frac{1}{2} (R + \alpha L_2 + R^\perp + \alpha L_2^\perp). \tag{6.4}
\]
The rest of the proof is similar as Theorem 1, which we omit here. \( \square \)

Similarly as in section 4 and section 5, we can prove

**Theorem 14 (Penrose inequality).** Let \( \Omega \subset \mathbb{R}^n \) be an open subset. Let \( f : \mathbb{R}^n \setminus \Omega \to \mathbb{R}^m \) be a continuous map that is constant along each connected component of the boundary \( \Sigma = \partial \Omega \) and asymptotically flat in \( \mathbb{R}^n \setminus \overline{\Omega} \) of order \( \tau > \frac{n}{2} \). Assume that the graph \( M \) of \( f \) extends \( C^2 \) to its boundary \( \partial M \). Assume further that along each connected component \( \Sigma_i \) of \( \partial M \), the manifold \( \overline{M} \) is tangent to the cylinder \( \Sigma \times l_i \), where \( l_i \) is a straight line of \( \mathbb{R}^m \). Then
\[
m_{\text{ADM}} = \frac{1}{2(n-1)\omega_{n-1}} \int_M (R + \alpha L_2 + R^\perp + \alpha L_2^\perp) \frac{1}{\sqrt{G}} d\mu_M
\]
\[
+ \frac{1}{2(n-1)\omega_{n-1}} \int_{\Sigma} (H + 6\alpha H_3) d\mu_{\Sigma},
\]
where \( H \) and \( H_3 \) are mean curvature and the 3-th mean curvature of the embedding \( \Sigma \) in \( \mathbb{R}^n \). Moreover, if \( M \) has nonnegative \( R + \alpha L_2 \) and flat normal bundle, each connected components of the boundary \( \Sigma = \partial \Omega \) is \( 3 \)-convex and star-shaped, \( \alpha \geq 0 \), then
\[
m_{\text{ADM}} \geq \frac{1}{2} \left( \frac{1}{\omega_{n-1}} \right)^{n-2} + \frac{\alpha}{2} (n-2)(n)(\frac{1}{\omega_{n-1}})^{n-\frac{4}{2}}. \tag{6.5}
\]
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