The decline in specific power reduces wind power density and system efficiency
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Abstract

US wind power generation has grown significantly over the last decades, in line with the number and average size of operating turbines. A lower specific power, i.e., larger rotor blades relative to wind turbine capacities, allows to increase capacity factors and to reduce LCOE. However, this development also reduces system efficiency, i.e., the share of power in the wind flowing through rotor swept areas which is converted to electricity. At the same time, this may also decrease output power density, the amount of electric power generated per unit of rotor swept area.

In this study, we present a decomposition of historical US wind power generation data for the period 2001–2021 to examine to which extent the decrease in specific power affected system efficiency and output power density. We show that as a result of a decrease in specific power, system efficiency fell and therefore, output power density was reduced during the last decade. Furthermore, we show that the wind available to turbines has increased substantially due to increases in the average hub height of turbines since 2001. However, site quality has slightly decreased during the last 20 years.

1 Introduction

Wind power generation has been expanding rapidly in the US in the past two decades. Between 2001 and 2021, the number of operating turbines increased fivefold (see Section 3). At the same time, new wind turbine models with larger hub height, rotor swept area and capacity were deployed (see Figure 1a-c), which also contributed to more wind power being generated. But these characteristics did not grow at the same pace. In land-rich countries and in particular in the US, there is a trend towards longer rotor blades relative to a wind turbine’s capacity [1]. That means, specific power, the ratio of capacity to rotor swept area, is declining when averaged over all operating turbines (see Figure 1d). A lower specific power has several advantages for wind turbine operators and the power system. Firstly, wind turbine cost is mainly defined by the generator size, i.e., by the wind turbine’s capacity, and less by the size of other components (e.g. blade length) [1]. Hence, increasing the length of the rotor blades allows to
Fig. 1: Evolution of turbine characteristics: average hub height, capacity and rotor swept area of operating wind turbine models increases over time, but not at the same pace. Specific power, the ratio between capacity and rotor swept area, shows a declining trend.
1 Introduction

Fig. 2: Comparison of two turbine models with 87m rotor diameter: The turbine model Gamesa 87/2000 has a higher capacity of 2MW compared to Goldwind GW87/1500 with 1.5MW. Since rotor diameters are equal, the Gamesa model also has a higher specific power (336.4W/m²) than the Goldwind model (252.3W/m²). At wind speeds above about 8m/s, the Gamesa model has a higher power output. Despite economic advantages of turbine models with lower specific power, higher specific power turbines generate more power per rotor swept area if generated energy can be stored or transmitted. (Data sources: power curve model [3], ERA5 [4] bias-corrected with GWA2 [5], see also Appendix A.5).

increase the capacity factor\(^1\) and therefore better utilize the generator. At the same time, larger capacity factors can reduce variations in power generation. Lower variability of wind power output also reduces transmission as well as system balancing cost [2]. Furthermore, larger rotor blades can make locations with less wind resources economically suitable for wind power generation.

However, wind power generation of a single turbine at a certain point in time is capped by its rated capacity. Therefore, turbines with lower specific power inevitably use less of the available wind resources compared to turbines with higher specific power when high wind speeds occur. When comparing turbines with equal rotor diameter but different capacity, the one with higher capacity and therefore higher specific power has higher power output at high wind speeds (see Figure 2).

Hence, a lower specific power can reduce the share of the power in the wind

\(^1\) The capacity factor is the ratio of average generated power and the turbine’s rated capacity.
flowing through rotor swept areas which is converted to electricity. When defining system efficiency of a wind turbine as the ratio of power output to available power in the wind, one can expect that the decline of specific power causes a decline in system efficiency. The precise outcome depends on the interplay between wind profiles at the turbine locations and the specific power of the turbines since low specific wind power turbines are limited by their lower capacity at high wind speeds, but they often perform better at low wind speeds than turbines with higher specific power.

A lower system efficiency implies that more or larger turbines are necessary to produce the same amount of electric energy in a given period of time under the same wind conditions. Turbines with longer rotor blades cause stronger wakes and therefore make larger distances in a wind park layout necessary. One can therefore expect that with declining system efficiency, land use requirements of wind power generation increase.

In some world regions, the total land area available for wind power development is limited. A lower system efficiency will therefore imply that less electric power can be extracted in total. For example, in Bavaria, Germany, legal restrictions regarding minimum distances to residential housing limits the land available for new wind parks to such an extent that a significant expansion of wind power is made impossible [6, 7].

Furthermore, wind power expansion can have adverse side effects on humans and wildlife, and it is perceived to disturb natural landscapes [8, 9]. Such externalities will increase with a growing fleet of wind turbines. A declining system efficiency will, ceteris paribus, also increase these impacts per unit of wind power generated.

In the Driver-Pressure-State-Impact-Response (DPSIR) framework, which is used to describe how environmental quality is affected by human activities[10], total rotor swept area qualifies as pressure, as it can cause a change of states in hosting ecosystems. Rotor swept area can also be seen as measure of spacing area requirements of wind power generation, if distances between turbines necessary to allow for the efficient operation of wind turbines are assumed to be proportional to the rotor diameters.

Using this conceptual framework, we assess historic trends in output power density, i.e. how much electric power can be generated per rotor swept area, considering the whole US fleet. Furthermore, we show how the change in output power density is related to (a) the change in the wind available to the fleet, measured by power in the wind per rotor swept area (i.e. input power density) and (b) how efficiently the fleet converts the power in the wind to electric power (system efficiency). Furthermore, we decompose the change in input power density into change due to new locations, the effect of change in average turbine heights and annual variations in climate conditions. To derive those indicators, we introduce a novel decomposition approach, which we apply to the complete US fleet in the period 2001–2021. This allows us to answer the question if (a) more wind is available to wind turbines compared to previous periods and (b) how the efficiency of converting this wind to electric power has evolved over time. We can therefore understand, if spacing area of wind turbines per unit of
2 Definition of wind power metrics

Here, we introduce several metrics to better understand trends in US wind power generation. The yield of wind power generation, i.e. the total generated electric power averaged over a certain period of time for all operating wind turbines in the US, will be denoted as power output or with the symbol $P_{\text{out}}$. Power output is the part of available wind resources which is converted to electricity. Power input $P_{\text{in}}$ is the primary energy in wind which is harnessed. It is the total kinetic power of moving air flowing through the rotor swept areas of all operating wind turbines in the US, neglecting disturbances introduced by turbines themselves, e.g. wake effects. For a single wind turbine, power input is proportional to the rotor swept area of the turbine (see Appendix B.6.3). Therefore, at fixed turbine heights, turbine locations can be compared by the input power relative to the given area. Total rotor swept area of operating turbines is denoted by $A$ and input power density $\frac{P_{\text{in}}}{A}$ is the input power normalized by the total rotor swept area. Furthermore, we define output power density as the amount of generated electric power per unit of rotor swept area $\frac{P_{\text{out}}}{A}$. Note that $A$ can be interpreted as the total size of the wind power fleet which is linked to land use requirements and impacts, because both length of blades of turbines and number of operating turbines contribute to it.

With system efficiency we denote the share of power input converted to electricity, i.e. the ratio of power output and power input $\frac{P_{\text{out}}}{P_{\text{in}}}$. System efficiency results from different influencing factors, such as the Betz’ limit and mechanical and technical efficiency, but also system effects such as input power density, wakes, curtailing and downtime due to maintenance, as discussed in more detail in Section 3.2.

Output power density can be viewed as a combination of input power density and system efficiency:

$$\frac{P_{\text{out}}}{A} = \frac{P_{\text{in}}}{A} \cdot \frac{P_{\text{out}}}{P_{\text{in}}} \quad (1)$$

The introduced terminology allows for a multiplicative decomposition of wind power output into the total number of operating turbines, average rotor swept area per turbine, input power density, and system efficiency. Denoting the total number of operating turbines with $N$, the decomposition can be formally described by

...
\[ P_{\text{out}} = N \cdot \frac{A}{N} \cdot \frac{P_{\text{in}}}{A} \cdot \frac{P_{\text{out}}}{P_{\text{in}}}. \] (2)

In Appendix B.1, we show how our decomposition is motivated by the physics behind wind to power conversion for deriving wind power generation from wind speeds. For each of the introduced variables, a time series will be calculated for the period 2001–2021. \( P_{\text{in}} \) and \( P_{\text{out}} \) are computed by estimating the kinetic power in wind and the generated electric power for each turbine’s location and height on an hourly basis from reanalysis wind speed data which is bias corrected with the global wind atlas.

However, there are no precise turbine commissioning dates available, but only the year of installation for each turbine, which is why we cannot calculate time series for \( A \) and \( N \) with a resolution higher than yearly. Additionally wind speeds are subject to large seasonal variations. We therefore define the variables \( P_{\text{in}}, P_{\text{out}}, N, \) and \( A \) as yearly aggregated time series for all wind turbines in the US and use them for all further computations.

That means for \( Y \) being the set of all hours in a year and \( L \) being the set of all turbine locations, the aggregated time series \( P_{\text{in}} \) is given by

\[ P_{\text{in}} (Y) = \frac{1}{|Y|} \sum_{t \in Y} \sum_{l \in L} b_{Y,l} \cdot p_{\text{in}} (v_{t,l}), \] (3)

where \( p_{\text{in}} (v_{t,l}) \) is the kinetic power in wind flowing through the rotor swept area at location \( l \) during hour \( t \) (see Appendix B.1) and \( b_{Y,l} \) indicates whether turbine \( l \) was already built and operating in year \( Y \) (see Appendix A.1). Due to the coarse resolution of the wind speed data, we assume that wind speed reductions and wake effects caused by the turbines are not reflected in the wind speed data and therefore also not part of \( P_{\text{in}} \). Hence, system efficiency relates generated electric power to the theoretically available wind resources, which can be captured by the turbine.

Similarly, \( P_{\text{out}} (Y) \) is the average generated electric power in time period \( Y \) of all wind turbines. A power curve model is used to estimate \( p_{\text{out}} (v_{t,l}) \) and a constant loss correction factor is applied to account for downtime, wakes and other losses not reflected in the power curve or climate data, see Appendix A.2. Furthermore, in Appendix B.2.1 we show all metrics derived when using observed time series for power output instead of simulated generation.

3 Results

The growth of wind power generation during the last decades was mostly driven by an increasing number and size of turbines. The installation of new turbines in
Fig. 3: Driving factors of wind power generation: number and rotor size of turbines are the major drivers for the growth of wind power generation.

the US led to a growth of wind power generation by 528% since 2001, while the larger average rotor swept area is responsible for a rise of wind power output by 1106% (see Figure 3). The number of operating turbines\(^2\) has increased from 15,348 in 2001 to 81,075 in 2021. The average rotor swept area of a turbine has increased from 597m\(^2\) in 2001 to 6,607m\(^2\) in 2021, caused by an increase in average rotor length.

Besides number and size of turbines, wind power output is affected by input power density and the system efficiency (see Equation (2)). Output power density is the combination of input power density and system efficiency as shown in Equation (1). These three characteristics will be analyzed in the following subsections.

Note that a validation of simulated power output with observed data suggests a greater confidence of results in the period after 2009, see Section 4 and Appendix B.2.1.

3.1 Output power density

As expected, generated electric power per rotor swept area, i.e. the output power density, is subject to strong annual variations. In years with high average wind speeds, wind power output is higher than in years with lower average wind speeds. Using long-term average wind power to calculate output power density

\(^2\)Decommissioning of turbines is neglected here, but it has a minor effect (see Appendix A.5.2).
Fig. 4: Output power density $P_{\text{out}}/A$: electricity generation per unit of rotor swept area shows strong annual variations, an increase from 2001 to 2009 and a slight decline in the period since 2009.

allows identifying the underlying trends without random variations. In this scenario, output power density increased from 85.9 W/m² to 94.9 W/m² in the period between 2001 and 2009. Since 2009 output power density then dropped to 90.9 W/m² in 2021 (Figure 4). This implies that in 2021, around 4.2% less power output was generated per unit of rotor swept area than in 2009. Annual variations in output power density due to changes in average wind speeds range from -6.4 W/m² to 5.6 W/m² when compared with the scenario using long-term average wind conditions.

Output power density is a combination of two opposing trends (see Equation (1)). As shown in the next sections, system efficiency declines, but input power density shows an increase since 2001 and stabilizes after 2009. In combination, additional input power density was able to offset the decrease of system efficiency until 2009, but between 2009 and 2021 the decline of system efficiency prevails.

3.2 System efficiency

System efficiency, i.e. the share of power output compared to power input, has declined over the past two decades from 32.3% in 2001 to 28.4% in 2021, with substantial variability between years (Figure 5). This variability can be explained by fluctuations in wind conditions between years. Annual variations are eliminated when system efficiency is calculated from power input and power output using long-term average power in the wind. In this scenario, system
Business efficiency decreases 0.14 percentage points per year on average.

System efficiency, as defined here, is subject to various characteristics of wind power generation. Firstly, system efficiency is negatively correlated to input power density. In times of low wind speeds, system efficiency tends to increase, while it tends to decrease in years with high wind speeds. The reason is that the system efficiency of converting power in the wind into electricity is not uniform over the whole range of wind speeds for wind turbines. For low wind speeds, this conversion efficiency is low, it increases with higher wind speeds and decreases again for very high wind speeds. For the US, we find that relatively low wind speeds move the fleet of wind turbines into a more optimal range of the conversion efficiency, while higher wind speeds tend to move the fleet out of that range. This effect is partly explained by the temporal and spatial aggregation, as high power input or power output values have a larger impact on the average as defined here (see Appendix B.6.1). In conclusion, we find that the system efficiency is lower in wind resource-rich years. Figure B.9 shows the negative correlation between system efficiency and input power density. The correlation coefficient between yearly aggregated time series of system efficiency and input power density of all turbines is \( R = -0.935 \).

Besides input power density, system efficiency is largely affected by specific power. Lower specific power\(^3\) can reduce system efficiency, as it increases the

\(^3\) Specific power is the ratio between the nameplate capacity, i.e. the size of the generator,
share of the input wind power, which is not converted to electricity by wind turbines compared to a turbine with a higher specific power. At the same rotor size, a turbine with a smaller rated capacity but similar slope in its power curve will reach the upper limit of the turbine capacity more often than one with a higher rated capacity – this implies that implicitly, input wind power is curtailed by turbines with a lower specific power. We find that the specific power decreased from 426W/m² to 301W/m² during 2001–2021, which is in accordance with other results [1]. Hence, we conclude that the decline of specific power is one of the reasons for lower efficiency.

Other factors can affect system efficiency too. However, lack of detailed data, and the high correlation between factors prevent us from drawing conclusions on their individual contribution to the change in overall system efficiency. A change in efficiency can be caused by aging effects of turbines, which are not included in our model, but do not change trends in our results. (Appendix B.4 introduces an aging loss correction factor.) Wake effects, curtailment of wind energy, downtime due to maintenance, and downtime due to extreme weather conditions other than wind speeds such as icing or snow reduce system efficiency. In our computation these effects are assumed to be constant over time and are controlled for by adding a constant loss factor. This assumption is discussed in detail in Section 4, Appendix A.2 and Appendix B.2.1.

All other losses can be summarized as technical efficiency, i.e. losses in the electrical generator and transmission or mechanical losses. These losses can be expected to be lowered by technical progress and therefore may partially offset the decline of system efficiency caused by specific power. It is not clear to which extent technological progress is reflected in the power curve model. Specific power is a parameter in the power curve model we use and due to the strong correlation between time and specific power, in average modern turbine models have a lower specific power. As the power curve model is estimated from existing power curves using a regression model, a lower specific power may implicitly imply a higher technical efficiency as mainly newer turbines will be used in the estimation. As this is implicit, we cannot understand to which extent technological progress is included in our computation of system efficiency. Nevertheless, a comparison with reported wind power output confirms our results (see Appendix B.2.1). We conclude, that technological progress is either not significant for the declining trend of system efficiency or that it is properly reflected in the used power curve model.

3.3 Input power density

Input power density $\frac{P_{in}}{A}$, the kinetic power in wind per rotor swept area of all operating turbines, depends on the turbine locations and their distribution of wind speeds, the turbines’ hub heights, and the climate conditions and its variations. We therefore applied an additive decomposition to quantify the effects of changes in wind speeds due to new turbine locations, changes in average and the rotor swept area of a wind turbine.
Fig. 6: Input power density, i.e. how much wind power flows through rotor swept area of operating turbines normalized by area, could be increased since 2001. This is mostly caused by higher turbines and therefore higher wind speeds at hub height. On average, new locations are less windy compared at a constant reference height.
hub heights, and annual variations (see Figure 6).

As expected, the growth of average hub heights led to a steady increase in input power density. Since 2001 an increase of 98.2 W/m² can be attributed to higher wind turbines. At the same time the deployment of turbines at locations with less wind resources, compared at the same reference height, caused the input power density to decrease. Between 2001 and 2021, input power density declined by 52.4 W/m² due to new locations being less windy than previous ones. This result is, however, sensitive to the data set used for wind speed bias correction: the trend is clear when using 50m and 100m wind speeds from the global wind atlas, but vanishes once the 200m version is used. Changes in input power density due to annual variations of wind conditions are of larger amplitude and range from -28.4 W/m² to 30.1 W/m².

4 Discussion

The expansion of wind power generation is indisputable important to reduce greenhouse gas emissions and tackle climate change mitigation. However, renewable energy generation and operation of wind turbines in particular have non neglectable impacts on land use, humans and wildlife. It is known that in the US, there is a trend towards turbine models with lower specific power, i.e. longer rotor blades when compared with the turbine's capacity. This can reduce LCOE and increase capacity factors, but can also reduce output power density and system efficiency. We provide a first estimate how this trend affects system efficiency of wind power generation. We find that during the last two decades efficiency, i.e. the share of input power which is converted to electricity, declined. At the same time input power density increased, mainly due to higher turbine towers and therefore larger wind speeds, while average wind speeds at a reference height decreased due to new and less windy locations and therefore have a decreasing effect on input power density. We further showed that the output power per rotor swept area is the combination of efficiency and input power density. Output power density is affected by growing input power density through the change in hub heights and by the decline of efficiency. Until 2009 output power density increases. After 2009 the decline of efficiency prevails and one can observe a slight decline in output power density.

Besides being linked to wind power externalities, the rotor swept area also indicates the spacing area necessary in-between turbines, and thus the size of land necessary for deploying a wind park. If the distance between turbines required to reduce wake effects to an acceptable level is proportional to the rotor diameters, the total rotor swept area is also proportional to the spacing area if effects at the borders of wind parks are neglected. A simplified rule of thumb based on rotor sizes is often used to estimate spacing area requirements: it is assumed that a spacing of 7–12 times the rotor diameter in prevailing wind direction and 2–5 times the rotor diameter in the perpendicular direction between wind turbines has to be guaranteed [11, 3, 12, pp. 76–77, 13, p. 423]. Lower distances will increase losses due to wake effects too much. Hence,
output power density can be used as proxy for land use requirements for wind power generation. Our results of a decline in output power density is in accordance with results by Miller and Keith, who showed that power output per land area decreased from 0.93 W/m² in 2010 to 0.90 W/m² in 2016 [14, 15]. In Figure B.2, their results are compared to our results of output power density by assuming a fixed ratio between rotor diameter to the spacing between turbines in prevailing wind direction and perpendicular to it.

Our approach of simulating wind power generation allows to simulate theoretical scenarios, such as wind power production using long-term average wind conditions, which enables us to remove noise due to annual variations in wind speeds. Nevertheless, this method does not allow to derive conclusions about losses due to curtailing, downtime, wake effects and aging of turbines. We therefore introduced a constant loss factor to account for these effects which are not reflected otherwise in the estimation of power output via a power curve model (see Appendix A.2), while we show that the effects of aging do not have a strong effect on the trends observed in our results (Appendix B.4). It is unclear to which extent technological progress in wind turbine technology is represented in our assessment: the time trend inherent to specific power may implicitly also reflect other changes over time, such as technological improvements, in our empirically estimated power curve model – but we cannot assess to which extent this is the case.

We therefore validated the simulated time series for power output against measured power output time series provided by the EIA [16] and created a separate model to estimate output power density and system efficiency using the EIA data for power output, instead of our power curve simulations (see Appendix B.2.1). Both approaches confirm a decrease in system efficiency and a stabilization or slight decrease in output power density in the period 2008–2019. However, the models deviate in the years before 2008 and after 2019. EIA data reflect earlier mentioned losses and technological progress, but the approach of simulating power output using power curves allows for more internal consistency, as errors in the US Wind turbine database are canceled. In contrast, the observation approach captures all relevant effects, but missing turbines or missing or flawed metadata in the US Wind Turbine Database and errors in the observational wind power generation data may contribute to highly noisy results (see Appendix B.3).

We consider other limitations of minor importance, but list them here anyway. Furthermore, to estimate input power, a constant value for air density has been used. It has been shown that variations in air density over space and time can lead to errors, when an average air density is used for simulating wind power output [17]. However, a validation of simulated power output using constant air density with observation data showed good results [18].

---

4The simulated model uses the USWTDB to compute $A$, $P_{out}$ and $P_{in}$. On the other hand, the USWTDB is not used for $P_{EIA}$. If turbines are completely missing in the USWTDB, if decommissioned turbines are not correctly removed or if metadata is wrong, the error is smaller in $P_{out}/P_{in}$ and $P_{out}/A$ than in $P_{EIA}/P_{in}$ and $P_{EIA}/A$. 
5 Conclusions

Concluding, we have shown that wind power was not able to increase its power output harmonized by rotor swept area – this is in stark contrast to solar PV, where panel areas which produce the same amount of electricity have almost halved in the past decade [19]. The reason is the fall in specific power. We conclude that the market favors wind turbines which are less efficient in using the wind available to them – but also are less costly in terms of LCOE and provide more benefits to the power system. If these trends continue, wind power development will face the following challenges: Specific power may fall further and windy locations become slightly less available. If the increase in hub heights is slowing down, input power density for new projects will stabilize or even decrease, while output power density will fall further if specific power continues to decline.
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Symbols

$\rho$  
air density, constant value of 1.225 kg/m$^3$ is used

$R$  
loss factor to account for wake effects, downtime and other losses

$P_{\text{in}}$  
power input of all turbines (at hub height)

$P_{\text{in,reh,avg}}$  
Wind power at a reference height assuming long-term average power

$P_{\text{in,avg}}$  
Wind power at hub heights assuming long-term average wind conditions

$P_{\text{out}}$  
simulated wind power output of all turbines

$P_{\text{out,avg}}$  
simulated power output of all turbines assuming long-term average wind conditions

$P_{\text{EIA}}_{\text{out}}$  
observed wind power output as reported by the EIA

$N$  
number of operating turbines

$A_l$  
rotor swept area of a single turbine at location $l$, i.e. $A_l = \pi \cdot \frac{d_l^2}{4}$ for a turbine with rotor diameter $d_l$

$A$  
total rotor swept area of all turbines $L$, i.e. $A = \sum_{l \in L} A_l$

$L$  
set of all turbine locations

$l$  
location of a single wind turbine

$v$  
wind speed

$v_{l}^{\text{GWA2}}$  
mean wind speed at location $l$ in the Global Wind Atlas 2 (GWA2)

$v_{l,t}^{\text{ERA5}}$  
mean wind speed at location $l$ at time $t$ in ERA5

$v_{l,t}$  
wind speed at location $l$ at time $t$

$C_p\left(v\right)$  
coefficient of power, ratio of power output and power input at wind speed $v$ for a specific turbine

$Y$  
set of time stamps $t$ in a year

$p_{\text{in},l}\left(v\right)$  
power input at wind speed $v$ for turbine at location $l$ with rotor swept area $A_l$, i.e. $p_{\text{in},l}\left(v\right) = \frac{1}{2} \rho A_l v^3$

$p_{\text{out},l}\left(v\right)$  
power output at wind speed $v$ for turbine at location $l$ with rotor swept area $A_l$, i.e. $p_{\text{out},l}\left(v\right) = \frac{1}{2} \rho A_l v^3 C_p\left(v\right)$
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A Methods & Data

In the following sections, details about the computation of the presented results and used data sets are described. Our code is published under the MIT license on Github\textsuperscript{5} and can be used to reproduce the results.

A.1 Computation of power input

In a first step, wind velocities at 10m and 100m at the precise turbine location were estimated from raw ERA5 data (see Appendix A.5.1) using bilinear interpolation in the directions of longitude and latitude. Directionless wind speeds were then computed from u and v components for each turbine location \( l \) and hour \( t \).

Subsequently, the wind power law \( v_h = v_{h0} \cdot \left( \frac{h}{h_0} \right)^\alpha \) was applied to estimate the wind speed at different heights \( h \) by computing

\[
\alpha = \log_{100m} \left( \frac{v_{100m}}{v_{10m}} \right)
\]

for each turbine location and time stamp and then calculate \( v_h \) with \( h_0 = 100m \).

In the following we will use \( v_{t,l} \) to denote the wind speed at time stamp \( t \) and turbine location \( l \). The height \( h \) is omitted here in the notation for simplicity.

The calculation of power input is done at a constant reference height and at hub heights of the installed turbines (see Appendix A.4).

To increase spatial resolution, a bias correction was applied to the wind speeds using average wind speed data provided by the Global Wind Atlas 2 (GWA2). Bias correction factors are given by

\[
B_l = \frac{|T| \cdot v_{t,l,100m}^{GWA2}}{\sum_{t \in T} v_{t,l,100m}^{ERA5}}.
\]

Here, \( T \) represents all hourly time stamps in the given period, \( v_{t,l,100m}^{ERA5} \) is the uncorrected wind speed at location \( l \) and time \( t \) at 100 meter above surface calculated from the ERA5 data set and \( v_{t,l,100m}^{GWA2} \) is the mean wind speed at location \( l \) taken from the GWA2 data set. The corrected wind speed at time stamp \( t \) and location \( l \) is given by

\[
v_{t,l} = B_l \cdot v_{t,l}^{ERA5},
\]

where \( v_{t,l}^{ERA5} \) is wind speed derived from ERA5 at hub height or reference height as explained above.

To compute \( P_{in} \), we apply the formula \( p_{in} \left( v_{t,l} \right) = \frac{1}{2} \rho A_l v_{t,l}^3 \). \( P_{in} \) is the yearly aggregated time series for all turbine locations \( L \)

\[
P_{in} \left( Y \right) = \frac{1}{|Y|} \sum_{t \in Y} \sum_{l \in L} b_{Y,l} \cdot p_{in} \left( v_{t,l} \right),
\]

\textsuperscript{5} https://github.com/inwe-boku/windpower-decomposition-usa
where \( Y \) is the set of hourly timestamps for each year (see also Equation (3)) and \( b_{Y,l} \) indicates whether turbine \( l \) was already operating in year \( Y \). \( b_{Y,l} \) is set to 0 before the turbine was built and to 1 when it is operating. In the commissioning year, we set \( b_{Y,l} = 0.5 \). This is motivated by the assumption that turbines are built with equal probability throughout the year, so on average, they contribute only 50\% to the aggregated value in the first year.

Time series assuming long-term wind conditions are calculated by averaging over the whole time period of 2001–2021:

\[
P_{\text{in,avg}}(Y) = \sum_{i \in L} b_{Y,l} \frac{1}{|T|} \sum_{t \in T} p_{\text{in}}(v_{t,l}).
\]

That means the differences between years in \( P_{\text{in,avg}}(Y) \) arise only due new turbines being built.

The average power input at reference height of 80m \( P_{\text{in,refh,avg}} \) is calculated analogously by using wind speeds \( v_{t,l} \) at reference height instead of hub height.

### A.2 Computation of power output

Analogous to the computation of \( P_{\text{in}} \), computation of power output is based on bias corrected wind speeds using ERA5 and GWA2 data. Here, wind speeds are estimated only at turbine hub heights. \( P_{\text{out}} \) is then calculated using the power curve model \( p_{\text{out}}(v_{t,l}) \) by Ryberg et al. (Appendix A.5.3). The power curve model takes specific power as input parameter and provides capacity factors for wind speeds. Specific power is calculated for each turbine \( l \) using data provided by the USWTDB. Hence, we obtain a power curve for each turbine location which is used to calculate power output from wind speeds for each hour \( t \) at location \( l \). The aggregated time series for power output and power output under long-term average wind conditions is calculated analogous to power input as described in the previous section, but we add a constant loss factor \( R \) to account for downtime and losses not reflected in the power curve model:

\[
P_{\text{out}}(Y) = R \cdot \frac{1}{|Y|} \sum_{l \in Y} \sum_{i \in L} b_{Y,l} \cdot p_{\text{out}}(v_{t,l})
\]

\[
P_{\text{out,avg}}(Y) = R \cdot \frac{1}{|T|} \sum_{l \in T} b_{Y,l} \cdot p_{\text{out}}(v_{t,l}).
\]

We chose \( R = 88.9\% \) which is the least square fit between \( P_{\text{out}} \) and observed time series by the EIA in the period 2008–2021 both normalized by the total rotor swept area \( A \) (earlier years are assumed to have a higher uncertainty, see Appendix B.2). This is in accordance with the downtime factor of 85\% used in a simulation by Höltinger et al. [26] – derived from several other sources.
A.3 Computation of total rotor swept area and number of operating turbines

Time series for the total rotor swept area $A_l$ and number $N_l$ of operating turbines are derived from the United States Wind Turbine Database (USWTDB). After removing all turbines from the data set, where the commissioning year is missing, mean data imputation for each commissioning year was used to estimate missing values for the rotor diameter parameter (see Appendix A.5.2). The rotor diameter was then used to calculate the rotor swept area $A_l$ for each turbine at location $l$. To compute a time series, the sum of the rotor swept areas of all operating turbines was calculated for each year.

The commissioning date is given only with a yearly resolution. Therefore a weight of 0.5 is used for turbines in their commissioning year when summing up rotor swept areas of operating turbines and the number of turbines in an analogous way as $b_{Y,l}$ is used to compute power input in Appendix A.1.

A.4 Decomposition of input power density

Input power density $\frac{P_{in,l}}{A_l}$ is subject to large climatic variations. An additive decomposition is used to observe underlying trends unrelated to the climate. In the following, we describe the decomposition in more detail.

Note that input power density $\frac{P_{in,l}}{A_l}$ is proportional to the weighted average of $v_{t,l}^3$ with weights $A_l$ (see Appendix A.1, note that a constant value is used for the air density $\rho$). Therefore, input power density changes precisely if wind speeds $v_{t,l}$ at locations with operating turbines change. Hence, changes in input power density are thoroughly explained, if changes can be attributed to different reasons for changing wind speeds at turbine locations.

The average wind speed at the hub height at turbine locations changes because of turbines being added at new locations, a change of the average hub height, or a change of climate conditions (either annual or multi-annual variability or trends due to, e.g. climate change). In order to analyze these different components, power input is computed under different hypothetical conditions. $P_{in,refh,avg}$ is the power input at turbine locations at a reference height of 80m using average power input over the entire period. $P_{in,avg}$ is the total input power at all turbine locations at the hub height of installed turbines when also assuming average climate conditions. $P_{in}$ is the actual input power captured by all installed wind turbines (see Appendix A.1). These definitions can be used for the following decomposition:

$$P_{in} = \text{baseline} + P_{in,refh,avg} - \text{baseline} + P_{in,avg} - P_{in,refh,avg} + P_{in} - P_{in,avg}$$

The baseline is an arbitrary value. It is chosen as the average of $P_{in,refh,avg}$ over the complete time span. Similarly, the reference height of 80m is the median.
of all turbine hub heights. Both values, baseline and reference height, do not change the trends of the time series, but only add an offset. To get an additive decomposition of the input power density $\frac{P_{in}}{A}$, we divide the equation on both sides by $A$. This allows quantifying the effect of changes in wind speeds due to new locations, the effect of change in hub heights and the effect of annual variations in available wind resources.

Note that the annual variations of climate conditions is not independent of the effect of hub height change. Average wind speeds at hub height are increasing over time, since average hub heights of new turbines are increasing over time and average wind speeds are higher at larger heights. Therefore also the difference $P_{in} - P_{in,\text{avg}}$ exhibits larger variations over time, when compared with variations of input wind power at the same heights. However, the due to the increasing number of operating turbines, annual variations at hub height decrease over time.

A graphical explanation of the additive decomposition of input power density is given in the Appendix in Figure B.8.

A.5 Data

We aimed at mainly using publicly available data sets to compute the presented results. However, the turbine data set was extended by non-public data as explained in Appendix A.5.2 in more detail. External input data were validated using additional data sets as described in the Appendix in Appendix B.2.

A.5.1 Wind speed data

To estimate the power input at turbine locations, wind speeds from the ERA5 data set [4] were used. ERA5 is an openly available global reanalysis data set. Wind velocities are provided at 10m and 100m height with hourly temporal resolution and 0.25° spatial resolution – in the US this results in tiles with a size of approximately 25km × 25km.

To increase spatial resolution, the Global Wind Atlas Version 2 (GWA2) was used [5]. It provides average wind speeds at a resolution of 0.0025°, so each ERA5 tile is covered by 10,000 GWA2 tiles.

A.5.2 Wind turbine data

The United States Wind Turbine Database [27] is a collection of 81,075 wind turbines located in the USA. Every turbine is annotated with a precise location, i.e. longitude and latitude, and several other meta parameters such as hub height, rotor diameter, capacity, model name and commissioning year.

However, many of the meta parameters are missing. For 14.9% of the turbines in the data set, there is no hub height or no rotor diameter available. Simply discarding turbines with missing data would lead to a significant underestimation of aggregated values such as the total rotor swept area of operating turbines, which is essential in most parts of the computation. Instead, we used
mean data imputation for each year to estimate values for the missing meta
parameters for hub height, rotor diameter and capacity. The parameters are
missing not at random (MNAR), as there are more missing parameters for older
turbines (see Appendix B.3). The distribution of missing parameters for tur-
bines built in the same year is unknown, which is why there is no way to find an
optimal way of estimating missing values. However, computation of minimum
and maximum introduced error – similar to a sensitivity analysis – shows that
the introduced error can be neglected.

The public USWTDB data set contains currently operating wind turbines
only. This study aims to analyze the historical development of turbines, which
naturally requires also knowledge about decommissioned turbines. Via personal
communication, we received an extension to the USWTDB data set [28], which
consists of turbines that have been removed from the USWTDB by now due
to their decommissioning. These turbines have been merged with the publicly
available data set. However, there are turbines appearing in older versions of
the USWTDB which are neither part of the latest version nor of the extension
data set, which contains decommissioned turbines. We therefore merged the
USWTDB versions 3.01, 4.1, 5.0 and 5.1 and then removed duplicates by using
the longitude and latitude of the turbines.

For some of the turbines in the data set, the commissioning year is miss-
ing. These turbines cannot be used in the calculation of the time series and
are therefore removed in a preprocessing step. This affects 1.6% of all turbines
or 8.7% of turbines operating in 2001. We assume that these are mostly older
and therefore smaller turbines, since the share of turbines other meta param-
eters missing is higher for the ones with commissioning year before 2008 (see
Appendix B.3). Therefore, the discarded total capacity can be assumed to be
below 1.6% of the total capacity or below 8.7% relative to capacity installed in
2001.

Decommissioning dates are missing for most turbines. For only 1,716 tur-
bines a decommissioning year is available, but 7,928 turbines are marked as
decommissioned and further 4,223 turbines were older than 25 years in 2021.
However, since this affects mostly smaller turbines, the effect on the total in-
stalled capacity is quite small (see Appendix B.2 and Figure B.4). Therefore,
all turbines were used without taking decommissioning into account.

One turbine with a capacity of 275 kW located on the Mariana Islands has
been removed from the data set because it significantly reduces the size of the
bounding box of turbine locations and, therefore, also the size of required wind
speed data.

A.5.3 Power curve model

A power curve maps wind speeds to the expected power output of a wind turbine.
Here we used the power curve model introduced by Ryberg et al. [3]. They used
power curves provided by turbine manufacturers to fit a model with specific
power as parameter. A lower specific power shifts the peak in system efficiency
to lower wind speeds, i.e. a turbine with a low specific power can generate more
electric power per unit of input power for lower wind speeds and a turbine with higher specific power can generate more electric power per unit of input power for higher wind speeds.

The power curve model is provided via a table of two parameters [3, Table A.6]. Discrete steps and linear interpolation were used for specific power and wind speed to calculate the power output for a certain turbine and wind speed.

B Supplementary information

B.1 Motivation of multiplicative decomposition of power output

Our decomposition

\[ P_{\text{out}} = N \cdot \frac{A}{N} \cdot \frac{P_{\text{in}}}{A} \cdot \frac{P_{\text{out}}}{P_{\text{in}}} \]

is motivated by the generic formula describing the relationship between wind available to turbines and wind power generation:

\[ p_{\text{out}}(v) = \frac{1}{2} \rho A_l v^3 C_p(v). \]

The wind power output of a single wind turbine \( p_{\text{out}}(v) \) is proportional to the rotor swept area \( A_l \), to the cube of the wind speed \( v \) and to the air density \( \rho \). Here \( A_l \) denotes the rotor swept area of a single wind turbine at location \( l \) and should not be confused with the total rotor swept area \( A \) of all operating turbines. The share of wind power converted to electricity is typically denoted by \( C_p(v) \) and called the coefficient of power (see, e.g. [20]). \( C_p(v) \) describes how efficiently a turbine can convert wind power to electricity at wind speed \( v \). Input wind power at wind speed \( v \) is given by \( p_{\text{in}}(v) = \frac{1}{2} \rho A_l v^3 \), so that the coefficient of power can be written as the ratio of power output to power input

\[ C_p(v) = \frac{p_{\text{out}}(v)}{p_{\text{in}}(v)}. \]

An upper bound to \( C_p(v) \) is given by Betz’ limit. For a single turbine, the function \( p_{\text{out}}(v) \) is usually called power curve, where \( A_l \) depends on the rotor diameter of the turbine model, \( v \) is the wind speed at hub height and \( C_p(v) \) combines all other turbine specific characteristics. Air density \( \rho \) depends on climate conditions, weather and locations [17], but in practice, a constant value is typically used for power curves and also in our analysis. Here we use \( \rho = 1.225 \text{kg/m}^3 \). That means that rotor swept area \( A_l \), the cube of wind speed \( v^3 \) and efficiency \( C_p(v) \) are the only non-constant parts in \( p_{\text{out}}(v) \). Also note that \( p_{\text{in}}(v)/A_l \) is proportional to \( v^3 \). This motivates the decomposition of power output into total rotor swept area, system efficiency and input power density as shown in Equation (2). Total rotor swept area is further decomposed into the
number of operating turbines $N$ and the average rotor swept area per turbine $\frac{A}{N}$.

Our definition of system efficiency $\frac{P_{\text{out}}}{P_{\text{in}}}$ includes curtailing, wake effects and other losses. This is in contrast to the coefficient of power whereas $C_p(v)$ takes only mechanical, electrical or aerodynamic losses caused by a single turbine into account (see Section 3.2 for more details). However, system efficiency is the relevant measure to analyze the change in the total growth of wind power generation and its impacts.

B.2 Validation

We compared the data used in our analysis to different, independent sources in order to gain confidence in its validity. The following subsections describe deviations between data sources and related results by other authors and explain why we are confident that our conclusions are valid even under conservative assumptions despite the fact that some results disagree.

Figure B.1 provides an overview of comparisons. Values from eight different sources are compared. A validation of our simulated power output time series is discussed in Appendix B.2.1. The completeness of turbines in the USWTDB is analyzed in Appendix B.2.2. Furthermore, specific power calculated from the USWTDB is in accordance with the data reported in [22] (note that Figure 1 shows specific power of all operating turbines, while [22] calculates the specific power of all new installed turbines).

B.2.1 Validation of simulated power output

Our results for simulated wind power output is validated with observed power output data by the EIA [16] and IRENA [25]. A similar simulation of US wind power output by Gruber et al. [18] already showed that bias corrected ERA5 wind speed data is able to represent wind conditions at wind turbine sites well, when estimating power output using the USWTDB and the power curve model by Ryberg et al. In [18] simulated power output is compared to monthly power output reported by the EIA. The RSME between monthly capacity factors in the period 2010–2019 was found to be 0.031.

Figure B.2 and Figure B.3 compare results for output power density and system efficiency using different data sources for power output. In the years before 2008 and after 2019 there is a larger deviation between results using simulated power output and observed power output as reported by the EIA. The identified trends in system efficiency and power output density using simulated power output are less pronounced in the results using observed values. Data on power per land use by Miller and Keith [15] have been converted to power per unit of rotor swept area assuming a spacing of 6Dx13.5D between turbines, where $D$ is the rotor diameter. This is slightly above the range of values of distance factors found in literature (see Section 4). IRENA shows only very small deviations from EIA data, hence, we focus on a comparison between EIA
data and our simulation in the following, because IRENA provides data only in the time range between 2010–2020.

The deviation between simulated and observed power output can be caused by multiple effects, which will be listed in the following. Firstly, we assume that there is no significant bias in the wind speed data or that EIA data is flawed before 2008 or after 2019. A possible error could be introduced by our assumption that losses are constant over time (see Appendix A.2). If this is the case, EIA data suggests that losses due to wakes, curtailing and downtime were lower than average in the years before 2008 and larger than average in the years after 2019. Another possible cause for deviations lies in the power curve model. The power curve model could be biased in a way that it underestimates power output for old turbines, which does not explain the high variance of the EIA data. Lastly, turbine data from the USWTDB could be incomplete or flawed. If mostly old turbines are missing, it would explain the overestimation of $P_{\text{out}}^\text{EIA} / A$. However, this would also imply that the IRENA capacity database is incomplete in the years before 2005 (see Appendix B.2.2). A bias in missing
meta data could distort the data imputation used to infer missing parameters of turbines. But a bias which leads to an underestimation of total rotor swept area means that mostly large turbines are lacking characteristics in the USWTDB, which is not very likely the case.

All possible errors which are related to the USWTDB or wind speed data can be assumed to be smaller in $P_{\text{out}}/A$ and in $P_{\text{out}}/P_{\text{in}}$ than in $P_{\text{EIA}}^{\text{out}}/A$ and $P_{\text{EIA}}^{\text{out}}/P_{\text{in}}$, because errors cancel out partially. We therefore assume that simulated results of output power density and system efficiency closer reproduce real trends. However, there is a greater confidence in results in the years after 2008 and before 2019.

![Fig. B.2: Comparison of output power density calculated first, using different time series for power output and rotor swept area from the USWTDB and secondly, by converting landuse power density results assuming a turbine spacing of 6Dx13.5D.](image)

**B.2.2 Validation of USWTDB completeness with total installed capacity reported by IRENA**

Missing turbines in the USWTDB would lead to an underestimation of power input $P_{\text{in}}$ and total rotor swept area $A$ and subsequently to an overestimation of output power density $P_{\text{EIA}}^{\text{out}}/A$ and system efficiency $P_{\text{EIA}}^{\text{out}}/P_{\text{in}}$, when calculated using EIA data for power output. This would explain the deviation of results using simulated power output and observed power output in Figure B.2 and Figure B.3.

Therefore, we compared the USWTDB to a second data source. The IRENA Query Tool [21] provides the yearly installed wind power capacity per country
Fig. B.3: System efficiency calculated using different data for power output.

and technology. Figure B.4 shows the relative difference of installed wind power capacity between the two data sources IRENA and USWTDB. Installed capacity was derived for different scenarios from the USWTDB. The yellow line shows the installed capacity excluding turbines marked as decommissioned. Since most decommissioning dates are not available in the data set, in this scenario, all turbines marked as decommissioned are removed for the complete timespan. The red line indicates the capacity of all installed turbines neglecting decommissioning of turbines. All other solid lines illustrate scenarios under different assumptions of turbine lifetime while ignoring whether the turbines are marked as decommissioned in the database.

As explained in Appendix B.3, in the USWTDB meta parameters are missing for many turbines. To estimate a capacity for these turbines, mean data imputation for turbines with the same commissioning year was used. The results are shown in solid lines. In contrast, the dashed lines in Figure B.4 show scenarios, where turbines with unavailable capacity values were simply discarded. Turbines where no commissioning year is available, were removed in all scenarios (see also Appendix A.5.2).

In the years before 2005 and after 2010, the USTWDB contains more capacity than the IRENA database when all turbines are included (red line). This could explain the underestimation of system efficiency and power output density using observed data in the years after 2018. Some turbines may have stopped operation after 2018, but where included in the model. This would not change power output using EIA, but overestimate the rotor swept area $A$ and power input $P_{\text{in}}$ and therefore lead to an underestimation in $P_{\text{out}} / A$ and $P_{\text{out}} / P_{\text{in}}$. Re-
moving turbines after a certain life time\textsuperscript{6} could decrease this error, but it would increase the error in earlier years.

Only in the period 2005–2010, the USTWDB contains less capacity than the IRENA database, when all turbines are included. This could partially explain the overestimation of $P_{\text{EIA}}^{\text{out}}/A$ and $P_{\text{EIA}}^{\text{out}}/P_{\text{in}}$ before 2008, but in general, the IRENA database does not indicate, that turbines are missing in the USWTDB.

For our simulation, we chose the scenario where all turbines are included (red line). This is the scenario with the smallest deviation in output power density using simulated power output $P_{\text{out}}/A$ and EIA data $P_{\text{EIA}}^{\text{out}}/A$.

\begin{figure}[h!]
\centering
\includegraphics[width=\textwidth]{comparison_installed_capacity.png}
\caption{Comparison of installed wind power capacity data as provided by the USWTDB and IRENA. A positive value indicates that USWTDB reports a higher value for installed wind power capacity.}
\end{figure}

\section*{B.3 Missing meta parameters}

The USWTDB provides a list of all operating wind turbines in the US. However, meta parameters such as rotor diameter, hub height or capacity are missing for many turbines. Figure B.5 shows the share of missing meta parameters of turbines installed in a certain year. Missing meta parameters are estimated using mean data imputation for turbines with the same commissioning date. Meta parameters are missing mostly for older turbines. In the period 2001–2008, the share of operating turbines, where no value for capacity is available in the USWTDB, drops from 25\% to 14\%. We assume that this is one of the reasons for the deviation of simulated power output and observed power output in the years before 2008 (see Appendix B.2.1).

\textsuperscript{6} Typical wind turbine lifetimes are not below 20 years [24].
B.4 Aging effects

Performance of wind turbines decreases over time. Here we use results by Staffell and Green [29] to introduce an aging loss factor to account for losses due to turbine age. Staffell and Green found that power output decreases 16% per decade. Hence, we calculated the age \( a_{t,Y} \) for each turbine \( t \) in each year \( Y \) in the period 2001–2021 and then reduce the power output using an aging loss factor, which is linearly scaled to the turbine age, to get an age corrected power output time series \( \hat{P}_{out}(Y) \):

\[
\hat{P}_{out}(Y) = \sum_{t \in L} (100\% - 1.6\% \cdot a_{t,Y}) \cdot \sum_{t \in Y} p_{out, t}(v_{t,t}) .
\]

In Figure B.6 and Figure B.7 we compare our results of output power density and system efficiency to results using the age correction factor.

B.5 Additive decomposition of input power density

Figure B.8 illustrates the additive decomposition explained in Section 3.3 and in Appendix A.4. The black lines show input power density in different scenarios. The colored bars show the derived effects of wind change due to new locations, of hub height changes and annual variations. The computed input power density is the sum of effects and the base line.
Fig. B.6: Output power density as used in the main part of the analysis and output power density under the assumption of reduced power output due to turbine aging.

B.6 Efficiency

B.6.1 Side effects of calculations with ratios of aggregated time series

System efficiency was defined as the ratio of power output and power input \( \frac{P_{\text{out}}}{P_{\text{in}}} \). Since \( P_{\text{in}} \) and \( P_{\text{out}} \) are temporally and spatially aggregated time series, each data point in the time series of system efficiency is a ratio of averages. System efficiency is not identical with the average coefficient of power

\[
\bar{C}_p = \frac{1}{n} \sum_{i=1}^{n} \frac{P_{\text{out}}(v_{t,i})}{P_{\text{in}}(v_{t,i})},
\]

because in general the ratio of averages does not equal the average of ratios. The ratio of averages is a weighted average of ratios, where each summand is weighted by the denominator

\[
\frac{1}{n} \sum_{i=1}^{n} a_i = \frac{1}{n} \sum_{i=1}^{n} \frac{b_i}{n} \sum_{j=1}^{n} b_j a_i.
\]

This means that hours with high power input contribute more to the aggregated value of system efficiency. Hence, the average coefficient of power \( \bar{C}_p \) and \( \frac{P_{\text{out}}}{P_{\text{in}}} \) are different measures of wind power efficiency. A comparison is discussed in Appendix B.6.3 (see also Figure B.10).
B.6.2 Correlation between system efficiency and input power density

Our results show a strong negative correlation between input power density and system efficiency (see Figure B.9). This is the result of the efficiency of each turbine $C_p(v)$ for different wind speeds $v$, the distribution of wind speeds at each turbine location and the spatial and temporal aggregation of $P_{\text{out}}$, $P_{\text{in}}$ and $A$.

The efficiency of a single wind turbine is typically lower at low and high wind speeds. At low wind speeds, there are more losses relative to generated electricity. At high wind speeds, the power output is limited by the size of the generator, i.e. by the nameplate capacity. Compared to the curve of $C_p$, the aggregated efficiency for one turbine is slightly shifted due to the asymmetry of wind speed distributions. In locations with high mean wind speeds, the declining interval of $C_p$ is dominant and therefore aggregated efficiency is negatively correlated with input power density. Due to the aggregation, locations with high wind speeds have a higher impact on the spatially and temporal aggregated value of system efficiency (see Appendix B.6.1). Therefore system efficiency is negatively correlated to input power density.

B.6.3 Alternative definitions of efficiency

In general, efficiency is the relation between output and input. We defined system efficiency as ratio between total yearly power output to power input.
However, this is not the only relevant measure of wind power efficiency. Instead of using power input, one can also relate generated electricity to the total rotor swept area. Output power density measures how efficiently the available rotor swept area is used. As explained in Section 2, it is the combined effect of the available wind resources (input power density) and the system efficiency. When focusing on land use and its impacts, it makes sense to analyze power output per area of land use. When assuming that the distance between turbines is proportional to their rotor diameters, used land area is also proportional to the total rotor swept area, neglecting effects at the borders of wind parks. Our results of a declining trend in output power density, is therefore in accordance with results by Miller et al. [14, 15] who show that power output per land use is decreasing (see Figure B.2). Specific power is the ratio between capacity and rotor swept area, that means it sets the maximum electricity generation in relation to the available rotor swept area. Opposed to all previously discussed measures of efficiency, which are related to area and wind resources, economic measures of efficiency show an increasing trend. Capacity factors increased in the period 2010–2019 as shown in Figure B.11. Since the generator size is one of the most important cost factors when building wind turbines [1], this can be seen as main reason for decreasing LCOE. Hence, when interpreting capacity factors as measure of efficiency, capacity relates to costs and represents the input in the relation between output and input. In contrast, in specific power, capacity stands for the output as it is the maximum power output. Note that LCOE is typically defined as costs per amount of energy, but to make it comparable to
other measures of efficiency, the reciprocal of LCOE, energy output per costs, is used here. The average coefficient of power

\[ \bar{C}_p(Y) = \frac{1}{|L|} \sum_{l \in L} \frac{1}{|Y|} \sum_{t \in Y} C_p(v_{t,l}) = \frac{1}{|L|} \sum_{l \in L} \frac{1}{|Y|} \sum_{t \in Y} \frac{p_{out,l}(v_{t,l})}{p_{in,l}(v_{t,l})} \]  

(B.1)

is a very similar measure to the system efficiency (Figure B.10). System effects, such as wake effects and maintenance, are not included here. Furthermore, \( \bar{C}_p \) is an average of ratios and not a ratio of averages (see Appendix B.6.1). The average coefficient of power can be interpreted as the average efficiency of an average wind turbine (not weighted by size of the turbine). However, system efficiency can be interpreted as the efficiency of the total wind power production of all installed wind turbines.

In all discussed definitions of efficiency, measures of produced energy are used. Therefore, the intermittent nature of renewable energy sources is not taken into account. Variability of wind power generation and its correlation with power market prices are of course also important parameters when studying energy systems with high shares of renewables, which are disregarded in the presented efficiency measures.
Fig. B.10: Comparison between system efficiency and average coefficient of power $\bar{C}_p$ over time: the different weighting of turbines does not change the downwards trend.

Table B.1 summarizes the discussed alternative measures of efficiency.
| Measure of efficiency                        | Definition                          | Unit                | Trend     | Reference                  |
|--------------------------------------------|-------------------------------------|---------------------|-----------|----------------------------|
| System efficiency                          | $\frac{\text{P}_{\text{out}}}{\text{P}_{\text{in}}}$ | dimensionless       | decreasing| Section 3.2                |
| Output power density                       | $\frac{\text{P}_{\text{out}}}{A}$   | W/m$^2$             | decreasing| Section 3.1                |
| Power output per land use                  | $\frac{\text{P}_{\text{out}}}{\text{W/m}^2}$ | W/m$^2$             | decreasing| [14, 15]                   |
| Specific power capacity                    | $\frac{\text{P}_{\text{out}}}{\text{capacity}}$ | W/m$^2$             | decreasing| Figure B.10                |
| Average coefficient of power $\overline{\text{C}}$ | $\frac{\text{P}_{\text{out}}}{\text{capacity}}$ | dimensionless       | increasing| Figure B.11                |
| Capacity factors                           | $\frac{\text{P}_{\text{out}}}{\text{costs}}$ | W$/\text{W}$        | increasing| [1, 23, p. 58]             |
| LCOE (reciprocal)                          | $\frac{\text{P}_{\text{out}}}{\text{costs}}$ | W$/\text{W}$        | increasing| [1, 23, p. 58]             |

Tab. B.1: Overview of alternative definitions of efficiency.
Fig. B.11: Capacity factors for US wind turbines: ratio of total power output and total installed capacity. Different values for power output are used to calculate capacity factors: simulated values with actual wind conditions, simulated values with long-term average wind conditions and observed values provided by the EIA. Note that this is not the average capacity factor as discussed in Appendix B.6.1.