New classes of quadratically integrable systems in magnetic fields: the generalized cylindrical and spherical cases
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Abstract

We study integrable and superintegrable systems with magnetic field possessing quadratic integrals of motion on the three-dimensional Euclidean space. In contrast with the case without vector potential, the corresponding integrals may no longer be connected to separation of variables in the Hamilton–Jacobi equation and can have more general leading order terms. We focus on two cases extending the physically relevant cylindrical– and spherical–type integrals. We find three new integrable systems in the generalized cylindrical case but none in the spherical one. We conjecture that this is related to the presence, respectively absence, of maximal abelian Lie subalgebra of the three-dimensional Euclidean algebra generated by first order integrals in the limit of vanishing magnetic field. By investigating superintegrability, we find only one (minimally) superintegrable system among the integrable ones. It does not separate in any orthogonal coordinate system. This system provides a mathematical model of a helical undulator placed in an infinite solenoid.
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1 Introduction

We study conditions for the integrability and superintegrability of classical Hamiltonian systems in the three-dimensional (3D) Euclidean space in the presence of a magnetic field.
Let us recall that a Hamiltonian system which does not explicitly depend on time is said to be integrable if it admits a pair of constants of motion that are in involution, i.e., a pair of integrals $X_1, X_2$ that Poisson commute with the Hamiltonian and with each other. For superintegrability we require additional independent integral(s) (which cannot be in involution with all the others). In the following we focus on the conditions for the existence of quadratic integrals, i.e., we restrict ourselves to the case in which both integrals are (at most) second order polynomials in the momenta.

In the absence of vector potentials, the problem on the quadratical integrability of such three dimensional Hamiltonian systems in the Euclidean space, also called systems with only scalar potentials or natural systems, has been completely solved, and a classification has been achieved [1]. Superintegrable systems with quadratic integrals have also been extensively studied and the list of superintegrable systems with two pairs of integrals in involution is known [2]. Furthermore, integrability with quadratic integrals is equivalent to separability in a suitable orthogonal coordinate system and superintegrability (with two pairs of integrals in involution) implies separability in more than one orthogonal coordinate system. Such systems are thus also called multi–separable.

Here we consider the problem of integrability for the 3D Hamiltonian in a nonvanishing magnetic field. There is a variety of forms that may be admissible for the leading order terms of a pair of quadratic integrals in involution [3]. However, though it is known that some of such generalized forms of the integrals indeed exist in a magnetic field [4, 3], it is not clear which of the possibilities allowed by the algebraic structure as classified in [3] can yield new integrable systems with such generalized–type integrals and which, on the contrary, reduce only to the standard forms known for scalar potentials. Moreover, such classes of integrals are generically not related to separation of variables. Indeed, with magnetic fields, necessary but not sufficient condition for separability is the existence of at least one first order integral [5, 6].

From the examples known so far in two dimensions for scalar potentials we observed some disparity in the allowed forms of the leading order terms of the integrals, depending on whether the separating coordinates are subgroup type or not. This concerns superintegrable systems with one quadratic and one third or higher order integral [9]. 2D subgroup type coordinates are Cartesian coordinates and polar coordinates. They are related to the maximal (abelian) Lie subalgebras of the two dimensional Euclidean algebra, namely span\(\{p_1, p_2\}\) and span\(\{\ell_3\}\), respectively, where \(p_j\) denotes the linear momenta and \(\ell_3\) is the third component of the angular momentum.

In the presence of magnetic fields, the connection with separability is lost already when second order integrals are considered, and we wonder if the difference in behavior mentioned above already appears.

As the existence of generalized Cartesian integrals is known to be possible, we investigate here the possibility of the existence of generalized–type integrals corresponding to the other

\[ E_3 \supset \tilde{G} \supset G_M \quad (1.1) \]

exists where \(E_3\) is the Euclidean group and \(G_M\) is its Abelian subgroup such that the leading order terms of their corresponding quadratic integrals of motion are second–order Casimir operators of subgroups [7, 8].

\[ \text{\textsuperscript{1}}\text{The subgroup type coordinates in 3D are defined by the property that some subgroup chain} \]
two 3D subgroup type coordinates, namely cylindrical and spherical. We find that quadratically integrable systems exist with generalized cylindrical–type integrals, but none with generalized spherical ones. Furthermore, all the systems known so far with generalized–type integrals, including the new ones presented here, would separate in Cartesian or cylindrical coordinates in the limit of vanishing magnetic field [4], not in other coordinate systems, even in the case the integrals do not generalize the standard Cartesian nor cylindrical one [3]. The reason for this dissimilarity is to our knowledge not yet understood and could be the key to achieve a full classification of quadratically integrable systems in magnetic fields.

We also search for quadratically superintegrable systems among the found integrable ones. We find only one such system. It is also the first known non–separable superintegrable system with magnetic field on 3D Euclidean space.

The structure of the paper is as follows: In Section 2 we review Hamiltonian systems with magnetic fields and the form of the corresponding quadratic first integrals. In Section 3 we search for integrable systems with generalized cylindrical integrals, followed by Section 4 analyzing the new superintegrable system found among them. We analyze its Poisson algebra, reduce it to a 2D system and prove that it does not separate in any coordinate system. In Section 5 we exclude the existence of integrable systems of the generalized spherical type. We conclude (Section 6) with some interpretation of the obtained results.

2 The systems and their integrals of motion

We consider the system given by

$$H = \frac{1}{2} \left( \vec{p} + \vec{A}(\vec{x}) \right)^2 + W(\vec{x}),$$

(2.1)

where $W(\vec{x})$ is called the electrostatic potential and, due to the magnetic field, we have also the vector potential $\vec{A}(\vec{x})$.

Time–independent gauge transformations

$$\vec{A}'(\vec{x}) = \vec{A}(\vec{x}) + d\chi(\vec{x}), \quad W'(\vec{x}) = W(\vec{x})$$

(2.2)

leave the magnetic field

$$\vec{B}(\vec{x}) = \nabla \times \vec{A}(\vec{x})$$

(2.3)

and electrostatic potential $W(\vec{x})$ of the system invariant.

The scalar potential (i.e., the momentum-free terms in the Hamiltonian (2.1))

$$V(\vec{x}) = W(\vec{x}) + \frac{1}{2} \left( A_1(\vec{x})^2 + A_2(\vec{x})^2 + A_3(\vec{x})^2 \right)$$

(2.4)

is affected by the transformation (2.2). First and zero order terms in momenta in the integrals can change under (2.2) as well. Therefore, we find it convenient to introduce the covariant expression for the momenta

$$p_j^A = p_j + A_j(\vec{x})$$

(2.5)
and consider a general second order integral expressed in the form

\[ X = \sum_{j=1}^{3} h^j(\bar{x}) p_j^A p_j^A + \sum_{j,k,l=1}^{3} \frac{1}{2} \epsilon_{jkl} n^j(\bar{x}) p_k^A p_l^A + \sum_{j=1}^{3} s^j(\bar{x}) p_j^A + m(\bar{x}), \]  

(2.6)

where \( h^j(\bar{x}) \), \( n^j(\bar{x}) \), \( s^j(\bar{x}) \) \((j = 1, 2, 3)\) and \( m(\bar{x}) \) are real-valued functions.

To be an integral of motion, \( X \) has to be in involution with the Hamiltonian, namely

\[ \{ X, H \} = 0, \]  

(2.7)

where \( \{ , \} \) denotes the Poisson bracket \( \{ A, B \} = \sum_{i=1}^{3} \frac{\partial A}{\partial x_i} \frac{\partial B}{\partial p_i} - \frac{\partial A}{\partial p_i} \frac{\partial B}{\partial x_i} \). The condition (2.7) is a polynomial of third order in the momenta. By collecting the monomial terms of different order and equating their coefficients to zero, we obtain the determining equations for the integral \( X \) [10] that, for sake of completeness, we write in the following. From the third order terms we have

\[
\partial_x h^x = 0, \quad \partial_y h^x = -\partial_x n^x, \quad \partial_z h^x = -\partial_y n^y, \\
\partial_x h^y = -\partial_y n^x, \quad \partial_y h^y = 0, \quad \partial_z h^y = -\partial_y n^x, \\
\partial_x h^z = -\partial_z n^z, \quad \partial_y h^z = -\partial_z n^z, \quad \partial_z h^z = 0, \quad \nabla \cdot \vec{n} = 0. 
\]  

(2.8)

The second order equations are

\[
\partial_x s^x = n^y B^y - n^z B^z, \\
\partial_y s^y = n^z B^z - n^x B^x, \\
\partial_z s^z = n^x B^x - n^y B^y, \\
\partial_y s^y + \partial_x s^x = n^2 B^y - n^y B^y + 2(h^x - h^y) B^z, \\
\partial_z s^z + \partial_x s^x = n^2 B^z - n^z B^z + 2(h^z - h^y) B^y, \\
\partial_y s^y + \partial_z s^z = n^y B^y - n^2 B^y + 2(h^y - h^z) B^x. 
\]  

(2.9)

and imply

\[ \nabla \cdot \vec{s} = 0. \]  

(2.10)

From the first order terms we obtain

\[
\partial_x m = 2h^x \partial_x W + n^z \partial_y W + n^y \partial_z W + s^y B^y - s^y B^z, \\
\partial_y m = 2h^y \partial_y W + n^z \partial_x W + n^x \partial_z W + s^z B^z - s^z B^x, \\
\partial_z m = 2h^z \partial_z W + n^y \partial_x W + n^x \partial_y W + s^y B^y - s^y B^x, 
\]  

(2.11)

and finally, the zeroth order equation reads

\[ \vec{s} \cdot \nabla W = 0. \]  

(2.12)

The solution of the third order equations is known [11] and it implies

\[ X = \sum_{1 \leq a \leq b \leq 6} \alpha_{ab} Y^A_a Y^A_b + \sum_{j=1}^{3} s^j(\bar{x}) p_j^A + m(\bar{x}), \]  

(2.13)
where
\[ Y^A = (p_1^A, p_2^A, p_3^A, \ell_1^A, \ell_2^A, \ell_3^A), \quad \ell_i^A = \sum_{1 \leq j, k \leq 3} \epsilon_{ijk} x_j p_k^A. \] (2.14)

Here we address the problem of existence of a pair of integrals mutually in involution of generalized cylindrical and spherical type. From the classification of pairs of commuting quadratic elements in the enveloping algebra of the Euclidean algebra [3] we consider the cases (f) and (a), namely integrals of the form
\[ X_1 = (\ell_3^A)^2 - a\ell_3^A p_3^A + b(p_1^A)^2 + (cp_1^A + dp_2^A)p_3^A + \ldots, \quad X_2 = (p_3^A)^2 + \ldots \] (2.15)
and
\[ X_1 = (\ell_3^A)^2 + \ldots, \quad X_2 = (\ell_1^A)^2 + (\ell_2^A)^2 + (\ell_3^A)^2 + a\ell_3^A p_3^A + b(p_3^A)^2 + \ldots, \] (2.16)
where \(a, b, c, d\) are real parameters. For \(b = 0\) these generalize cylindrical and spherical type integrals, for \(b \neq 0\) they can be interpreted as generalizations of non-subgroup type classes, namely elliptic cylindrical and oblate/prolate spheroidal, respectively. In this work we focus on the physically more relevant cases of generalized cylindrical and spherical type integrals (which is also computationally more feasible).

Though integrals (2.15) and (2.16) are not in general related to separation of variables in the cylindrical and spherical coordinates, respectively, we find it convenient to work in such coordinate systems in order to solve their determining equations. Therefore, let us introduce the cylindrical
\[ x = r \cos \varphi, \quad y = r \sin \varphi, \quad z = Z \] (2.17)
and spherical
\[ x = R \sin \theta \cos \phi, \quad y = R \sin \theta \sin \phi, \quad z = R \cos \theta \] (2.18)
coordinates. By using
\[ \lambda = p_x dx + p_y dy + p_z dz = p_r dr + p_\varphi d\varphi + p_z dZ = p_R dR + p_\theta d\theta + p_\phi d\phi, \] (2.19)
we obtain the following transformations of the components of the linear momentum as the components of a 1–form:
\[ p_x = \cos \varphi p_r - \frac{\sin \phi}{r} p_\varphi, \quad p_y = \sin \varphi p_r + \frac{\cos \varphi}{r} p_\varphi, \quad p_z = p_z; \] (2.20)
\[ p_x = \sin \theta \cos \phi p_R + \frac{\cos \theta \cos \phi}{R} p_\theta - \frac{\sin \phi}{R \sin \theta} p_\phi, \]
\[ p_y = \sin \theta \sin \phi p_R + \frac{\cos \theta \sin \phi}{R} p_\theta + \frac{\cos \phi}{R \sin \theta} p_\phi, \] (2.21)
\[ p_z = \cos \theta p_R - \frac{\sin \theta}{R} p_\theta, \]
respectively. The components of the vector potential transform in the same way as the components of the momentum.

The components of the magnetic field 2-form $B = dA$ are

$$B = B^x(\vec{x}) \, dy \wedge dz + B^y(\vec{x}) \, dz \wedge dx + B^z(\vec{x}) \, dx \wedge dy$$

$$= B^r(r, \varphi, Z) \, d\varphi \wedge dZ + B^\varphi(r, \varphi, Z) \, dZ \wedge dr + B^Z(r, \varphi, Z) \, dr \wedge d\varphi$$

$$= B^R(R, \theta, \phi) \, d\theta \wedge d\phi + B^\theta(R, \theta, \phi) \, d\phi \wedge dR + B^\phi(R, \theta, \phi) \, dR \wedge d\theta. \tag{2.22}$$

This leads to the following transformations

$$B^x(\vec{x}) = \frac{\cos \varphi}{r} B^r(r, \varphi, Z) - \frac{\sin \varphi}{r} B^\varphi(r, \varphi, Z),$$

$$B^y(\vec{x}) = \frac{\sin \varphi}{r} B^r(r, \varphi, Z) + \frac{\cos \varphi}{r} B^\varphi(r, \varphi, Z), \tag{2.23}$$

$$B^z(\vec{x}) = \frac{1}{r} B^Z(r, \varphi, Z);$$

$$B^x(\vec{x}) = \frac{\cos \phi}{R^2} B^R(R, \theta, \phi) + \frac{\cos \theta \cos \phi}{R \sin \theta} B^\theta(R, \theta, \phi) - \frac{\sin \phi}{R} B^\phi(R, \theta, \phi),$$

$$B^y(\vec{x}) = \frac{\sin \phi}{R^2} B^R(R, \theta, \phi) + \frac{\cos \theta \sin \phi}{R \sin \theta} B^\theta(R, \theta, \phi) + \frac{\cos \phi}{R} B^\phi(R, \theta, \phi), \tag{2.24}$$

$$B^z(\vec{x}) = \frac{\cos \theta}{R^2 \sin \theta} B^R(R, \theta, \phi) - \frac{1}{R} B^\theta(R, \theta, \phi),$$

so that the components of the magnetic field are computed in the same way as in the Cartesian coordinates, namely

$$B^r = \frac{\partial A_Z}{\partial \varphi} - \frac{\partial A_\varphi}{\partial Z}, \quad B^\varphi = \frac{\partial A_r}{\partial \varphi} - \frac{\partial A_\varphi}{\partial r}, \quad B^Z = \frac{\partial A_\varphi}{\partial r} - \frac{\partial A_r}{\partial \varphi}, \tag{2.25}$$

$$B^R = \frac{\partial A_\phi}{\partial \theta} - \frac{\partial A_\theta}{\partial \phi}, \quad B^\theta = \frac{\partial A_R}{\partial \theta} - \frac{\partial A_\theta}{\partial R}, \quad B^\phi = \frac{\partial A_\theta}{\partial R} - \frac{\partial A_R}{\partial \theta}. \tag{2.26}$$

In the cylindrical coordinates, the Hamiltonian \textcolor{red}{[2.1]} reads as follows

$$H = \frac{1}{2} \left( (p_r^A)^2 + \left( \frac{p_\varphi^A}{r^2} \right)^2 + (p_Z^A)^2 \right) + W(r, \varphi, Z), \tag{2.27}$$

where

$$p_r^A = p_r + A_r(r, \varphi, Z), \quad p_\varphi^A = p_\varphi + A_\varphi(r, \varphi, Z), \quad p_Z^A = p_Z + A_Z(r, \varphi, Z). \tag{2.28}$$

Similarly, in the spherical coordinates the Hamiltonian reads

$$H = \frac{1}{2} \left( (p_R^A)^2 + \left( \frac{p_\theta^A}{R} \right)^2 + \left( \frac{p_\phi^A}{R \sin \theta} \right)^2 \right) + W(R, \theta, \phi) \tag{2.29}$$

with

$$p_R^A = p_R + A_R(R, \theta, \phi), \quad p_\theta^A = p_\theta + A_\theta(R, \theta, \phi), \quad p_\phi^A = p_\phi + A_\phi(R, \theta, \phi). \tag{2.30}$$
3 Generalized cylindrical case

Let us now study the conditions for the existence of integrals of the form \((2.15)\) with \(b = 0\), namely

\[
X_1 = (\ell^A)^2 - a\ell^Ap^A + (cp^1 + dp^A)p^A + \ldots, \quad X_2 = (p^3)^2 + \ldots
\]  

(3.1)

Looking for generalized–type integrals, we assume that at least one of the real parameters \(a, c, d\) is nonvanishing. (For results with \(a = c = d = 0\) see [12].) Because we assume \(b = 0\), we can simplify the integral \(X_1\) further by rotating the system around the \(z\) axis to set \(d = 0\). (This is equivalent to setting \(d = C\sin(\varphi_0), \ c = C\cos(\varphi_0)\) with \(\varphi_0 = 0\).

Assumed integrability means the following conditions

\[
\{X_1, H\} = 0, \quad \{X_2, H\} = 0, \quad \{X_1, X_2\} = 0,
\]  

(3.2)

with the Hamiltonian of the form \((2.27)\).

We will proceed in cylindrical coordinates \((r, \varphi, Z)\), where the full form of the integrals \((3.1)\) with \(d = 0\) is

\[
X_1 = (p^A)^2 - ap^Ap^A + \frac{c}{r}p^A(r\cos\varphi p^A - \sin\varphi p^A) + s^1_1 r^A + s^1_1 p^A + s^2_1 p^A + m_1, \quad X_2 = (p^3)^2 + s^2_2 p^A + s^2_2 p^A + m_2.
\]  

(3.3)

the functions \(s^i_1; r, \varphi, Z\) and \(m_i (i = 1, 2)\) all depending on \((r, \varphi, Z)\).

Following the standard procedure, we equate to zero the coefficients of different monomials in \(p_r, p_\varphi, p_Z\) of order 2, 1 and 0 in the conditions \((3.2)\) (simplifying the lower order equations using those of higher order). We obtain from the second order terms

\[
\partial_r s^r_1 = c\cos\varphi B^\varphi, \quad \partial_\varphi s^r_1 = -\frac{1}{r} s^r_1 + \left(\frac{c\sin\varphi}{r} + a\right) B^r,
\]

\[
\partial_\varphi s^r_1 = -r(c\sin\varphi + ar) B^\varphi - c\cos\varphi B^r - r^2(\partial_r s^r_1 + 2B^Z),
\]

\[
\partial_\varphi s^Z_1 = c\cos\varphi B^Z - r^2(\partial_Z s^r_1 - 2B^r), \quad \partial_r s^Z_1 = \left(\frac{c\sin\varphi}{r} + a\right) B^r - \partial_Z s^r_1,
\]

\[
\partial_Z s^Z_1 = -c\cos\varphi B^\varphi - \left(\frac{c\sin\varphi}{r} + a\right) B^r,
\]

and

\[
\partial_r s^r_2 = 0, \quad \partial_\varphi s^r_2 = -\frac{1}{r} s^r_2,
\]

\[
\partial_\varphi s^Z_2 = -r^2(\partial_r s^r_2 + 2B^r), \quad \partial_Z s^Z_2 = 0
\]  

(3.4)

respectively.

The first order equations for \(X_1\) reduce to

\[
\partial_r m_1 = s^r_1 B^\varphi - s^r_1 B^Z + c\cos\varphi\partial_Z W,
\]

\[
\partial_\varphi m_1 = s^r_1 B^Z - s^r_1 B^r + 2r^2(\partial_r W - (\cos\varphi + ar)r\partial_Z W),
\]

\[
\partial_Z m_1 = s^r_1 B^r - s^r_1 B^\varphi + c\cos\varphi\partial_r W - \left(\frac{c\sin\varphi}{r} + a\right) \partial_\varphi W,
\]

(3.6)
and for $X_2$ we have
\begin{align*}
\partial_t m_2 &= s_2^Z B^\varphi - s_2^Z B^Z, \\
\partial_\varphi m_2 &= s_2^Z B^Z - s_2^Z B^r, \\
\partial_Z m_2 &= s_2^Z B^r - s_2^Z B^\varphi + 2\partial_Z W.
\end{align*} 
(3.7)

The zeroth order equations do not depend on the additional constants:
\begin{align*}
s_1^Z \partial_t W + s_1^Z \partial_\varphi W + s_1^Z \partial_Z W &= 0, \\
s_2^Z \partial_t W + s_2^Z \partial_\varphi W + s_2^Z \partial_Z W &= 0.
\end{align*} 
(3.8) (3.9)

Imposing also involutivity of the integrals, i.e., the third equation in (3.2), we obtain further conditions. We write only the second order ones for now since we cannot easily eliminate their differential consequences in the lower order ones. We simplify the result by using the second order equations (3.4) and (3.5) to obtain
\begin{align*}
&c \cos \varphi \partial_Z s_2^\varphi = 0, \\
&(c \sin \varphi + ar) \partial_Z s_2^\varphi + 2 s_2^r = 0, \\
&2 r^2 \partial_r s_2^r - c \cos \varphi \partial_Z s_2^\varphi \left( \frac{c \sin \varphi}{r} + a \right) \partial_Z s_2^r = 0, \\
&r(c \sin \varphi + ar) \partial_r s_2^\varphi + c \sin \varphi s_2^r - 2 \partial_Z s_2^r = 0, \\
&2 r^2 \partial_Z s_2^r - c \cos \varphi \partial_r s_2^\varphi - \frac{1}{r} c \cos \varphi s_2^r - \frac{1}{r} a s_2^r + 2 \partial_Z s_2^r = 0, \\
r(c \sin \varphi + ar) \partial_Z s_2^r - 2 \partial_Z s_2^r = 0.
\end{align*} 
(3.10a) (3.10b) (3.10c) (3.10d) (3.10e) (3.10f)

Second order equations for $X_2$ (3.5) do not contain additional terms with constants $a, c, d$. We can therefore solve them for $s_1^{\varphi,r,z}, B^\varphi$ and $B^r$ without much difficulty as in [12]. Using the equations in (3.10) containing the derivatives of functions $s_1^{\varphi,r,z}$ with respect to $Z$ and subsequently solving the fifth equation in (3.4) for $B^Z$ (with our assumption of nonvanishing constants $a$ and $c$), all functions $s_i^{\varphi,r,z}, i = 1, 2$ and $B^{r,\varphi,Z}$ are reduced as follows
\begin{align*}
B^Z &= r D_Z S_2^r(Z) + \frac{r}{c \sin \varphi + ar} \partial_R S_1^Z(r, \varphi), \\
B^\varphi &= \frac{1}{2} \left( \partial_r S_2^Z(r, \varphi) + D_Z^2 S_2^r(Z) \sin \varphi + D_Z S_2^Z(Z) \cos \varphi \right), \\
B^r &= \frac{1}{2} \left[ -D_Z^2 S_2^r(Z) r \cos \varphi + D_Z^2 S_2^r(Z) r \sin \varphi - D_Z S_2^Z(Z) r^2 - \partial_\varphi S_2^Z(r, \varphi) \right], \\
s_1^Z &= \frac{1}{2} \left[ ar \cos \varphi D_Z S_2^r(Z) - (ar \sin \varphi + c) D_Z S_2^r(Z) + r (ar + c \sin \varphi) D_Z S_2^Z(Z) \right] + S_1^Z(r, \varphi), \\
s_2^Z &= S_2^Z(r, \varphi), \\
s_1^r &= \frac{1}{2r} \left[ c \cos \varphi S_2^Z(Z) + a \cos \varphi S_2^r(Z) + a \sin \varphi S_2^{\varphi}(Z) \right] \\
&\quad - \frac{1}{r} D_Z S_2^Z(Z) - r \cos \varphi D_Z S_2^r(Z) + r \sin \varphi D_Z S_2^r(Z) + S_1^r(r, \varphi), \\
s_2^r &= \frac{1}{2r} \left[ D_Z S_2^r(Z) \cos \varphi - D_Z S_2^r(Z) \sin \varphi + D_Z S_2^Z(Z) \right], \\
s_1^\varphi &= \frac{1}{2} \left[ -a \cos \varphi S_2^r(Z) + c \sin \varphi S_2^Z(Z) + a \sin \varphi S_2^r(Z) \right] + S_1^\varphi(r, \varphi), \\
s_2^\varphi &= D_Z S_2^r(Z) \sin \varphi + D_Z S_2^Z(Z) \cos \varphi.
\end{align*} 
(3.11)
The remaining second order equations contain the constants \( a, c \), so it is more convenient to split the considerations depending on their values. More concretely, the equation (3.10a) reads

\[
c(D_Z^2 S_{22}^r(Z) \cos^2 \varphi + D_Z^2 S_{21}^r(Z) \sin \varphi \cos \varphi) = 0,
\]

so we have 2 major branches

1. \( c \neq 0 \), implies that

\[
S_{21}^r(Z) = b_3 c Z + S_{12}^r, \quad S_{22}^r(Z) = S_{21}^r Z + S_{22}^r;
\]

2. \( c = 0 \), which implies \( a \neq 0 \).

We solve the first case in Subsection 3.1 and the second in Subsection 3.2.

3.1 \( c \neq 0 \)

By using (3.13), the equations (3.10) can be almost solved by setting

\[
S_2^r(Z) = -S_{22}^r Z^2 + S_{21}^r Z + S_{20}^r, \quad S_{21}^r(Z) = S_{22}^r c Z + S_{212}^r, \quad S_{22}^r(Z) = S_{22}^r,
\]

with the remaining equation

\[
S_{22}^r ca = 0,
\]

inducing another splitting.

1. Assuming that \( S_{22}^r \neq 0 \) (and \( a = 0 \)), we can solve for \( S_{2}^r \) from the fourth and subsequently the last equation in (3.4). The first and second equations in (3.4) then yield \( S_{1}^r \). The remaining second order equations further constrain these functions.

We proceed with Clairaut’s compatibility conditions

\[
\partial_i \partial_j m_k = \partial_j \partial_i m_k, \quad i, j \in \{r, \varphi, Z\}, \quad k = 1, 2,
\]

where we substitute for \( m_k \) from (3.7) or (3.6). Those for \( m_2 \) partially determine the form of \( W \), which we further constrain by (3.9). With these results, the compatibility conditions for \( m_1 \) can be solved and we arrive at the magnetic field \( B \) as given below.

The remaining equations coming from \( \{X_1, H\} = 0 \), namely (3.6) and (3.8), further constrain \( W \). The complete solution is described by the following magnetic field \( B \) and potential\(^2\) \( W \)

\(^2\)For better readability, we have renamed all the integration constants arising in the computation, e.g. \( S_{2j}^r, S_{2j}^r \), so that \( b_i \) are present in the magnetic field, \( w_j \) are only in the potential \( W \); the same applies in the other cases below.
Transforming into Cartesian coordinates, we have

\[
B^x = b_3 x + cb_2, \quad B^y = b_3 y, \quad B^z = -(2b_3 z + 3b_2 r^2 + b_1),
\]

\[
W = \frac{b_3^2}{8} z^4 - \frac{b_3 w_1}{2} z^3 - z^2 \left( \frac{b_3^2}{2} r^2 - \frac{b_2 b_3}{2} cr \cos \varphi + \frac{w_2 b_3}{4} - \frac{w_1^2}{2} \right)
- z \left( \frac{3b_3 b_2}{4} r^4 + \frac{b_3 b_1}{2} r^2 - \frac{b_3^2}{2} r^2 - 2b_2 w_1 + \frac{w_3 b_3}{2} - \frac{w_2 w_1}{2} \right)
\]

\[
- \frac{b_2^2}{4} r^6 + \frac{(w_1 - b_1) b_2}{4} r^4 + \frac{b_2 b_3}{2} cr^2 \cos \varphi + \frac{b_2^2}{2} c^2 r^2 \cos^2 \varphi
+ \left( \frac{w_1 (b_1 + w_1)}{2} - \frac{b_2 w_3}{2} \right) r^2 + \frac{b_3 (b_1 + w_1) - b_2 w_2}{2} cr \cos \varphi.
\]  \hspace{1cm} (3.17)

with the shorthand notation \( r^2 = (x^2 + y^2) \).

In the preceding calculation we also obtained the form of the functions in integrals (3.3) which we hereby list:

\[
s_1^x = - \frac{b_3}{2} Z^2 \sin \varphi + cw_1 Z \sin \varphi - c^2 b_2 r \sin \varphi \cos \varphi + \frac{cw_2}{2} \sin \varphi,
\]

\[
s_1^\varphi = - \frac{b_3}{2r} Z^2 \cos \varphi + Z \left( 2b_3 r^2 + \frac{cw_1}{r} \cos \varphi \right) + \frac{3b_2}{2} r^4 - c b_3 r \cos \varphi
- c^2 b_2 \cos^2 \varphi + b_1 r^2 + \frac{cw_2}{2} \cos \varphi + w_3,
\]

\[
s_1^z = - b_3 r Z \sin \varphi - cb_2 r^3 \sin \varphi - c(b_1 + w_1) r \sin \varphi,
\]

\[
s_1^w = - \frac{b_3}{2r} Z^2 \sin \varphi + c \left( \frac{b_3}{2} r^2 + \frac{cw_1}{r} \cos \varphi \right) + \frac{3b_2}{2} r^4 - c b_3 r \cos \varphi
- c^2 b_2 \cos^2 \varphi + b_1 r^2 + \frac{cw_2}{2r} \cos \varphi + w_3,
\]  \hspace{1cm} (3.19)
where \( m \) variables. Furthermore, we obtain a second order integral only if \( b_3 = b_2 = 0 \). If that is the case, the magnetic field is constant, and the system may admit an additional cylindrical–type integral which becomes the system separates in cylindrical coordinates and has therefore been analyzed in [13].

A straightforward, however tedious, computation shows that no additional quadratic integrals of motion exist for the system of the form (3.17) unless \( b_3 = b_2 = 0 \). If that is the case, the magnetic field is constant, and the system may admit an additional second order integral only if \( W = W(r) \). However, under this assumption the system admits two cylindrical–type integrals which become \( Y_1 = p_\varphi = \ell_z, Y_2 = p_Z = p_z \) in a suitable choice of gauge. This makes the constant \( a \) in \( X_1 \) irrelevant since both \( \ell_z \) and \( \ell_z p_z \) are themselves integrals. The system separates in cylindrical coordinates and has therefore been analyzed in [13].

2. \( S_{22}^r = 0 \): It is too complicated to solve (3.4) at this moment, so we turn to the first order equations. Having solved (3.10), we can now simplify the first order equations from \( \{ X_1, X_2 \} \). These equations together with (3.6) and (3.7) lead to

\[
m_1 = M_{11}(r, \varphi)Z + M_{12}(r, \varphi), \quad m_2 = \frac{1}{4}(S_{21}^r)^2 Z^2 + m_{20} Z + \frac{1}{4} S_2^Z(r, \varphi)^2 + M_{21}(r),
\]

where \( m_{20} \) is a constant and \( M_{ij} \) are yet undetermined functions of the respective variables. Furthermore, we obtain

\[
W = \frac{1}{8}(S_{21}^r)^2 Z^2 + (\frac{m_{20}}{2} + \frac{1}{4} S_{21}^r \partial_\varphi S_2^Z(r, \varphi)) Z + W_1(r, \varphi),
\]

We notice that the solution (3.17) with the corresponding integrals exists also for \( S_{22}^r \equiv b_3 = 0 \), cf. (3.25) below.
with $W_1$ yet another undetermined function, and provide the following splitting term

$$a(S_{21}^Z)^2 = 0.$$  \hspace{1cm} (3.23)

(a) If $S_{21}^Z \neq 0$, equation (3.9) simplifies $S_Z^2$ to

$$S_Z^2 = B_2^\varphi(r) \sin \varphi + B_2^z(r) \cos \varphi.$$  \hspace{1cm} (3.24)

The first order equations from $\{X_1, X_2\}$ can be solved for $S_1^Z$. The last equation in (3.7) determines $B_1^\varphi$ in terms of $B_2^\varphi$ and we can therefore solve for both from (3.8), the result being $B_2^\varphi(r) = -2cb_2r$, $B_2^z(r) = 0$. All the remaining equations can now be solved (first (3.4), next (3.8) followed by the equations coming from $\{X_1, X_2\} = 0$ and then the rest).

The solution for the magnetic field $B$ and potential $W$ reads

$$B^r = cb_2 r \cos \varphi, \quad B^\varphi = -cb_2 \sin \varphi, \quad B^z = -(3b_2r^2 + b_1)r,$$

$$W = \frac{w_2^2 Z^2}{2} Z - Z \left( cb_2 w_1 r \cos \varphi - \frac{w_2 w_1}{2} \right) - \frac{b_2^2}{4} r^6 + \frac{(w_1 - b_1) b_2 r^4}{4}$$

$$+ \frac{b_2^2}{2} c^2 r^2 \cos^2 \varphi + \left( \frac{w_1 (b_1 + w_1)}{2} - \frac{b_2 w_3}{2} \right) r^2 - \frac{b_2 w_2}{2} c r \cos \varphi.$$  \hspace{1cm} (3.25)

This corresponds to the case in (3.17) with $b_3 = 0$, so there is no superintegrable case unless $b_2 = 0$ as well as $W = W(r)$, cf. discussion below equation (3.20).

The form of the integrals $X_1$ and $X_2$ can be obtained from (3.19) and (3.20) by setting $b_3 = 0$.

(b) If $S_{21}^Z = 0$, equations (3.7) impose $M_{21} = 0$ and the first order equations from $\{X_1, X_2\}$ eliminate all dependence on $Z$. This implies that the integral $X_2$ reduces to the first order integral $\tilde{X}_2 = p_2$ in a suitable gauge as the coordinate $Z$ is cyclic.

At this moment, only equations coming from $\{X_1, H\} = 0$ remain, all the others are solved. Using the last equation in (3.4), $S_Z^2$ is reduced to a function of one variable

$$S_Z^2 = S_{21}^Z \left( \frac{1}{2} ar^2 + cr \sin \varphi \right),$$  \hspace{1cm} (3.26)

and subsequently $S_1^Z$ is found from the fourth equation as well,

$$S_1^Z = r^3( DS_{21}^Z) \left( \frac{1}{2} ar^2 + cr \sin \varphi \right) \frac{4c \sin \varphi + 3ar}{8} + S_{11}^Z \left( \frac{1}{2} ar^2 + cr \sin \varphi \right),$$  \hspace{1cm} (3.27)

where $DS_{21}^Z$ denotes $S_{21}^Z$ differentiated once with respect to its argument $\frac{1}{2} ar^2 + cr \sin \varphi$. The first equation in (3.4) then yields $S_1^Z$ in a form of an unevaluated integral of the functions defined above. Using this in the third equation (3.4) and differentiating with respect to $r$ and $\varphi$ to eliminate the unevaluated quadrature, we obtain an equation with functions $S_{11}^Z$ and $S_{21}^Z$ only. To deal with this equation, we define

$$\xi = \frac{1}{2} ar^2 + cr \sin \varphi,$$  \hspace{1cm} (3.28)
solve for \( \varphi \) and eliminate it from the equation. We find
\[
D^4 S_{21}^Z(\xi) a^2 r^6 - 6 a(D^4 S_{21}^Z(\xi) \xi + 6 D^3 S_{21}^Z(\xi)) r^4 \\
+ 8(D^4 S_{21}^Z(\xi) \xi^2 + 11 \xi D^3 S_{21}^Z(\xi) - aD^3 S_{11}^Z(\xi) + 24 D^2 S_{21}^Z(\xi)) r^2 \\
+ 16 \xi D^3 S_{11}^Z(\xi) + 64 D^2 S_{11}^Z(\xi) = 0,
\]
where all derivatives (denoted by \( D \)) are with respect to \( \xi \). Since there is no functional dependence on \( \xi \), the coefficients of each power of \( r \) must vanish in \( \text{(3.29)} \). The solution depends on the value of \( a \).

When \( a \neq 0 \) we find
\[
S_{11}^Z = 2b_1 \xi + b_3, \quad S_{21}^Z = 2b_2 \xi + b_4,
\]
which determines the magnetic field \( B \). Finally, equations \( \text{(3.6)} \) and \( \text{(3.8)} \) give the potential \( W \), the result reading
\[
B^r = b_2 cr \cos \varphi, \quad B^\varphi = -b_2 (ar + c \sin \varphi), \quad B^z = -(3b_2 r^2 + 2b_1)r,
\]
\[
W = b_2 \left[ -\frac{b_2}{4} r^6 - \frac{b_2 a^2 + 4b_1}{8} r^4 - \frac{acb_2}{2} r^2 \cos \varphi \right. \\
+ r^2 \left( \frac{b_2 c^2}{2} \cos^2 \varphi + w_1 \right) + r(w_2 \cos \varphi + w_3 \sin \varphi) \right].
\]

In Cartesian coordinates, we have
\[
B^x = b_2 (ay + c), \quad B^y = -b_2 ax, \quad B^z = -(3b_2 r^2 + 2b_1),
\]
\[
W = b_2 \left[ -\frac{b_2}{4} r^6 - \frac{b_2 a^2 + 4b_1}{8} r^4 - \frac{acb_2}{2} r^2 y + \frac{b_2 c^2}{2} x^2 + w_1 r^2 + w_2 x + w_3 y \right],
\]
where we write \( r^2 = x^2 + y^2 \) for brevity. If \( b_2 \) vanishes, we obtain the constant magnetic field again.

Let us see the form of the integrals. As we have already noted, \( Z \) is a cyclic coordinate in a suitable choice of gauge and therefore \( X_2 = p_2^2 + m_2 \), where \( m_2 = -A_Z \), is a reduced form of \( X_2 \). The form of \( X_1 \) can be determined by
\[
s_1^Z = -cb_2 r^3 \sin \varphi - 2cb_1 r \sin \varphi - \frac{3ab_2}{4} r^4 - ab_1 r^2,
\]
\[
s_1^\varphi = \frac{3b_2}{2} r^4 + \frac{b_2 a^2 + 4b_1}{2} r^2 + \frac{3acb_2}{2} r \sin \varphi - c^2 b_2 \cos^2 \varphi \\
- 2w_1 - \frac{w_2 \cos \varphi + w_3 \sin \varphi}{r},
\]
\[
s_1^r = -\frac{acb_2}{2} r^2 \cos \varphi - c^2 b_2 r \sin \varphi \cos \varphi - w_2 \sin \varphi + w_3 \cos \varphi,
\]
\[
(3.33)
\]
\[
m_1 = \frac{9b_2^2}{16} r^8 + \frac{3b_2(a^2b_2 + 4b_1)}{8} r^6 + \frac{5abc_2^2}{4} r^5 \sin \varphi \\
+ r^4 \left[ -c^2 b_2^2 \cos \varphi^2 + \frac{c^2 b_2^2}{4} + \frac{(a^2b_1 - 3w_1)b_2}{2} + b_1 \right] \\
+ b_2 r^3 \left[ (2abc_1 - w_3) \sin \varphi - w_2 \cos \varphi \right] \\
- r^2 \left( 2 \cos \varphi^2 b_2 c^2 - c^2 b_2 + 2w_1 \right) b_1 - 2b_1 r \left( \sin \varphi w_3 + \cos \varphi w_2 \right).
\]

Searching for superintegrability we find that the system does not admit any additional integral of motion at most second order in momenta.

If \(a = 0\), the solution to (3.29) contains more integration constants \(b_j\)

\[
S_{11}^Z = b_1 \xi + b_3 + 4b_5 \xi^{-2}, \quad S_{21}^Z = 2b_2 \xi + b_6 \xi^{-2} + b_7 \xi^{-4}. \tag{3.34}
\]

However, using the remaining equations, many of the constants \(b_1, \ldots, b_7\) must vanish and we obtain the following two systems, neither of which new. The first one is given by

\[
B^r = \frac{4b_5 \cos \varphi}{c^2 r^2 \sin^4 \varphi}, \quad B^\varphi = -\frac{4b_5}{c^2 r^3 \sin^2 \varphi}, \quad B^Z = 0, \tag{3.35}
\]

\[
W = -4 \left( \frac{b_5^2}{2c^4 r^4 \sin^4 \varphi} + \frac{W_0}{c^2 r^2 \sin^2 \varphi} \right),
\]

which in Cartesian coordinates become

\[
B^x = \frac{4b_5}{c^2 y^3}, \quad B^y = 0, \quad B^z = 0, \quad W = -4 \left( \frac{b_5^2}{2c^4 y^4} + \frac{W_0}{c^2 y^2} \right). \tag{3.36}
\]

This is a superintegrable system at the intersection of Cases Ia and Ib in [14], i.e., it admits two first order integrals \(p_x, p_z\) (in a suitably chosen gauge) and \(X_1\) separates into two integrals \(\ell_x^2 + \ldots\) and \(\ell_z p_z + \ldots\), which makes the constant \(a\) irrelevant.

It is separable in Cartesian coordinates (hence integrable with Cartesian–type integrals) and moreover integrable with cylindrical–type integrals [15].

The second system we find is a special case of (3.31) with \(a = 0\), namely

\[
B^r = b_2 cr \cos \varphi, \quad B^\varphi = -b_2 c \sin \varphi, \quad B^Z = -(3b_2 r^2 + b_1), \tag{3.37}
\]

\[
W = -b_2 \left[ \frac{b_2}{4} r^6 + \frac{b_1}{2} r^4 - r^2 \left( \frac{b_2 c^2}{2} \cos^2 \varphi + w_1 \right) - r (w_2 \cos \varphi + w_3 \sin \varphi) \right].
\]

The form of the integral \(X_1\) is obtained by setting \(a = 0\) in (3.33).

To summarize the case \(c \neq 0\), we have found two new integrable systems, namely (3.17) and (3.31).
3.2 $c = 0$ and $a \neq 0$

In this case, all second order equations, i.e., (3.4), (3.5) and (3.10), can be solved. From (3.10) we obtain

\[ S_{21}^r(Z) = \frac{w_2 - 2s_1^r}{a} - \frac{b_3 a^2}{2} \cos \left(\frac{2Z}{a} + Z_0\right), \quad S_{22}^r(Z) = \frac{w_3 + 2s_2^r}{a} - \frac{b_3 a^2}{2} \sin \left(\frac{2Z}{a} + Z_0\right), \]

\[ S_2^s(Z) = s_1^s Z + s_2^s, \tag{3.38} \]

where $b_3, Z_0$ are constants as well as lower case $s_i, w_i$ (notation is chosen for later convenience; $b_3, w_2, w_3$ figure in the final expression for the magnetic field and potential). Because the translation $\vec{Z} = Z + Z_0$ does not change the momenta and we can redefine the functions depending on $Z$, we can assume that $Z_0 = 0$ without loss of generality.

Now equations (3.4) imply

\[ S_1^r(r, \varphi) = \frac{1}{r}(s_1^r \cos \varphi - s_2^r \sin \varphi) - \frac{a}{2} S_{21}^r(r) - \frac{2}{a} S_{11}^r(r) + s_1^r - \frac{1}{4} s_2^r a^2, \]

\[ S_1^s(r, \varphi) = s_1^s \sin \varphi + s_2^s \cos \varphi, \quad S_2^r(r, \varphi) = S_{11}^r(r), \quad S_2^s(r, \varphi) = S_{21}^r(r), \tag{3.39} \]

where lower case $s_i$ are constants and $S_i$ are yet undetermined functions of the indicated variable.

We can now derive the first order equations from \{X_1, X_2\}. By equating to zero the coefficient of $p_r$ in particular, we find

\[ s_{21}^s[w_2 \cos \varphi + w_3 \sin \varphi] - (s_{21}^r a^2 + 4s_{11}^r) \frac{b_3 a}{2} \sin \left(\varphi + \frac{2Z}{a}\right) = 0, \tag{3.40} \]

which leads to the second splitting.

1. $b_3 \neq 0$: We solve (3.7) for $m_2$ and $W$; moreover, $S_{21}^s$ can be determined from $S_{11}^r$ up to a constant. The first order equations from \{X_1, X_2\} further constrain these functions and partially determine $m_1$. We similarly use (3.6) as further constraints on $m_1$ and $W$. Equation (3.9) then determines $S_{11}^r$ (and also $S_{21}^s$), yielding our final magnetic field $B$, the last unknown function in $W$ and eliminates some constants. The remaining function in $m_1$ is determined through (3.6).

The final result for the magnetic field $B$ and potential $W$ is

\[ B^r = -b_3 r \cos \left(\varphi + \frac{2Z}{a}\right), \quad B^\varphi = b_2 r + b_3 \sin \left(\varphi + \frac{2Z}{a}\right), \quad B^z = r \left(\frac{b_2}{a} r^2 + b_1\right), \]

\[ W = -\left(b_2 a^2 - w_1\right) \left[\frac{b_2}{8a^2} r^4 + \frac{2b_1 a + w_1}{8a^2} r^2 + \frac{b_3}{4} r \sin \left(\varphi + \frac{2Z}{a}\right)\right]. \tag{3.41} \]

Transforming into Cartesian coordinates, the result reads

\[ B^x = -b_2 y - b_3 \cos \left(\frac{2z}{a}\right), \quad B^y = b_2 x + b_3 \sin \left(\frac{2z}{a}\right), \quad B^z = \frac{b_2}{a} r^2 + b_1, \]

\[ W = -\left(b_2 a^2 - w_1\right) \left[\frac{b_2}{8a^2} r^4 + \frac{2b_1 a + w_1}{8a^2} r^2 + \frac{b_3}{4} (x \sin \left(\frac{2z}{a}\right) + y \cos \left(\frac{2z}{a}\right))\right]. \]
For the integral $X_2$ we find
\[ s_2^Z = b_2 r^2 + ab_1 + \frac{w_1}{2}, \quad s_2^\varphi = \frac{b_3 a}{r} \sin \left( \varphi + \frac{2Z}{a} \right), \quad s_2^r = -b_3 a \cos \left( \varphi + \frac{2Z}{a} \right). \]
\[ m_2 = \frac{b_2^2}{4} r^4 + \frac{b_2 (2ab_1 + w_1)}{4} r^2 + \frac{b_3 w_1}{2} r \sin \left( \varphi + \frac{2Z}{a} \right). \]

This system admits a first order integral
\[ Y_3 = p^A - \frac{a}{2} p_Z^A - \frac{b_2}{4a} r^4 - \frac{1}{4} (ab_2 + 2b_1) r^2 - \frac{ab_3}{2} r \sin \left( \varphi + \frac{2Z}{a} \right) \]
and the integral $X_1$ is dependent on $Y_3$ and $X_2$, namely
\[ X_1 = Y_3^2 - \frac{a^2}{4} X_2; \]
thus, $Y_3$ can be seen as a square root of $X_1$ in this sense.

Solving the determining equations (2.9)–(2.12) with the magnetic field and potential (3.41) for hypothetical additional integral, we find that in this class only the system with $b_2 = 0$ and $W = 0$ is quadratically superintegrable, with three first order integrals, see Section 4 below for further analysis.

2. $b_3 = 0$: Equations (3.7) reduce the form of $m_2$ and $W$, subsequently (3.6) partially determine $m_1$ and simplify $W$ further. We obtain the following equation yielding yet another split
\[ [w_2 \cos \varphi + w_3 \sin \varphi] (D_r^2 S^Z_{21}(r) r^3 + 2D_r S^Z_{21}(r) r^2 - D_r^2 S^Z_{11}(r) r + D_r S^Z_{11}(r)) = 0. \]

In the first case, where the square bracket in (3.46) vanishes and $S^Z_{11}(r)$ remains independent of $S^Z_{21}(r)$, equations (3.6) completely determine $m_1$. Then all equations are solved with the solution
\[ B^r = 0, \quad B^\varphi = \frac{1}{2} \partial_r S^Z_{21}(r), \quad B^z = s^Z_{21} r + \frac{1}{a} \partial_r S^Z_{11}(r), \quad W = W(r). \]
It is clear that this system admits two cylindrical integrals $Y_1 = p_\varphi = \ell_z$, $Y_2 = p_Z = p_z$, implying that $X_2 = Y_2^2$ reduces to a first order integral and we can separate the integral $X_1$ into integrals $\ell_z p_z + \ldots$ and $\ell^2_z + \ldots$, making the constant $a$ irrelevant. The system thus separates in cylindrical coordinates and its further analysis can be found in [13]. In the second case, where the square bracket in (3.46) does not vanish, the functions $S^Z_{11}$ and $S^Z_{21}$ are related by it. Excluding the case with constant magnetic field, equation (3.9) implies $s^Z_{21} = 0$. Equation (3.8) then determines $S^Z_{21}$ and the remaining functional dependence in $W$. $S^Z_{11}$ is subsequently determined through (3.46) and we obtain the result
\[ B^r = 0, \quad B^\varphi = -b_2 ar, \quad B^z = -(3b_2 r^2 + 2b_1) r, \]
\[ W = b_2 \left[ -\frac{b_2^2}{4} r^6 - \frac{b_2 a^2 + 4b_1}{8} r^4 + w_1 r^2 + r(w_2 \cos \varphi + w_3 \sin \varphi) \right]. \]
This system also admits $p_Z$ as an integral because the coordinate $Z$ is cyclic (in a suitable gauge), and it is a special case of (3.31) with $c = 0$. The form of the integral $X_1$ is obtained by setting $c = 0$ in (3.33).

Superintegrability calculations assuming $B^z = B^z(r), B^Z = B^Z(r)$ and arbitrary $W$ (i.e., both cases at once) show that only the cylindrical case with $W = W(r)$ and two first order integrals $Y_1 = p_\phi = \ell_z, Y_2 = p_Z = p_z$ admits an additional at most second order integral.

To summarize the case $c = 0, a \neq 0$, the only new system found here is (3.41). When $b_2 = 0$, this system also admits Cartesian-type integrals, thus it is even superintegrable, though not separable, as we will show in the next section.

4 A quadratically superintegrable but not separable system

In the generalized cylindrical case, we found the following superintegrable Cartesian system: The magnetic field $\vec{B}$, potential $W$ and the vector potential $\vec{A}$ in our chosen gauge are

$$\vec{B}(x, y, z) = \left(-b_3 \cos \left(\frac{2z}{a}\right), b_3 \sin \left(\frac{2z}{a}\right), b_1\right), \quad W(x, y, z) = 0,$$

$$\vec{A}(x, y, z) = \left(-\frac{b_3 a}{2} \cos \left(\frac{2z}{a}\right), b_1 x + \frac{b_3 a}{2} \sin \left(\frac{2z}{a}\right), 0\right).$$

If $b_3 = 0$, the system reduces to a well–known superintegrable system with constant magnetic field, which has been analyzed in [16], see also [10]. The superintegrability of the system with $b_1 = 0$ is known as well, see [10]. As observed in [17], it describes motion of electrons in a nonrelativistic limit of a helical undulator. (Undulators are magnetic devices for generation of powerful coherent radiation using beams of charged high energy particles, typically electrons.)

We therefore continue the analysis assuming both $b_3 \neq 0$ and $b_1 \neq 0$. Thus, physically we study the motion of (nonrelativistic) electrons in the field of a helical undulator placed in an infinite solenoid, which was recently proposed as a simple and efficient source of coherent spontaneous THz undulator radiation, see [18].

The system admits three first order integrals reading

$$Y_1 = p_x^A + b_1 y + \frac{b_3 a}{2} \cos \left(\frac{2z}{a}\right),$$

$$Y_2 = p_y^A - b_1 x - \frac{b_3 a}{2} \sin \left(\frac{2z}{a}\right),$$

$$Y_3 = \ell_z^A = -\frac{a}{2} r_z^A - \frac{1}{2} \left[b_1 r^2 + b_3 a \sin \left(\frac{2z}{a}\right) x + b_3 a \cos \left(\frac{2z}{a}\right) y\right].$$

These first order integrals do not commute, as their Poisson brackets read

$$\{Y_1, Y_2\} = b_1, \quad \{Y_1, Y_3\} = -Y_2, \quad \{Y_2, Y_3\} = Y_1.$$
These integrals constitute the solvable Lie algebra \( \mathfrak{s}_{4,7} \oplus \mathfrak{a}_1 \) (where \( \mathfrak{s}_{4,7} \) is the 7th solvable 4D algebra in \([19]\)), the (canonical) basis for \( \mathfrak{s}_{4,7} \) being \(-b_1 I, Y_2, Y_1, Y_3\), where the identity \( I \) commutes with all \( Y_i \), and the Hamiltonian \( H \) constitutes the one-dimensional abelian Lie algebra \( \mathfrak{a}_1 \). The Casimir invariants are \( H, I \) and

\[
K = Y_1^2 + Y_2^2 + 2b_1 Y_3.
\] (4.6)

By an explicit calculation we find that all second order integrals are functions of integrals \( H, Y_i \). Consequently, the system (4.1) has the same form in quantum mechanics as well because for first order integrals no quantum corrections arise \([10]\).

The Casimir invariant \( K \) commutes with all integrals of order at most 2, as well as the Hamiltonian. Thus, instead of \( K \) we may equivalently consider our integral \( X_2 = 2H - K \):

\[
X_2 = (p^A_z)^2 - b_3 a \cos \left( \frac{2z}{a} \right) + b_3 a \sin \left( \frac{2z}{a} \right) p^A_y + ab_1 p^A_z - \frac{b_3^2 a^2}{4}. \] (4.7)

Every commuting triple of quadratic integrals can then be written as a linear span of \( H, X_2 \) and another second order integral constructed out of \( Y_1, Y_2, Y_3 \). Its role can be played by, e.g., the integral \( X_1 \) of (3.1) which can be expressed as

\[
X_1 = Y_3^2 - \frac{a^2}{4} X_2 = Y_3^2 + \frac{a^2}{4} (Y_1^2 + Y_2^2 + 2b_1 Y_3 - 2H), \] (4.8)

or by the integral \( Y_1^2 \); thus, the system (4.1) can be written as an integrable system of the Cartesian type and identified as Case 5 in \([20]\) (with permuted coordinates).

Matching the possible choices of commuting triples of quadratic integrals of the system (4.1) with the general structure of \([3]\), we see that the system (4.1) lies at the intersection of classes \((f)\) and \((k)\) of Theorem 1 therein and does not belong to any other class.

Unlike the version with \( b_3 = 0 \) from \([10]\), this system is not separable in Cartesian coordinates, for one of the Levi-Civita separation conditions \([21]\) (no sum over indices \( i \neq j \), \( \partial_i \equiv \partial_{x^i}, \partial^i \equiv \partial_{p_i} \))

\[
\partial^i \partial^j H \partial_{i} H \partial_{j} H + \partial_{i} \partial_{j} H \partial^i H \partial^j H - \partial^i \partial_{j} H \partial_{i} H \partial^j H - \partial_{i} \partial^i \partial^j H \partial_{j} H = 0
\] (4.9)

does not vanish as \( b_1 b_3 \neq 0 \).

We therefore conclude that we have found a minimally superintegrable system, with Cartesian–type integrals, which does not separate in Cartesian coordinates. Neither it is separable in any other orthogonal coordinate system connected with the separation of the Hamilton–Jacobi equation, for the following reason. The results of \([6]\) imply that also in the presence of magnetic field, the separation relates to at most quadratic integrals, at least one of them of order one. Equation (6.11) in \([6]\) also determines that the corresponding quadratic integral differs from the purely scalar case by the presence of linear terms in momenta only. Consequently, the separation can occur only in the original set of 11 orthogonal coordinate systems described by Eisenhart \([22]\) as in the scalar case \([\text{I}]\). (The list of systems coincides with the quantum mechanical results of \([5]\)).

We deduce from these results that our system (4.1) does not separate in any orthogonal coordinate system, as we cannot obtain the corresponding pair of integrals by combining
the integrals $Y_i, H$ from (4.2)–(4.4) except the Cartesian one $Y_1$ and $X_2$ (4.7). As we have already shown, the system does not separate in this coordinate system either.

Moreover, the results from [6] imply that the separation of Hamilton–Jacobi equation on any real Riemannian manifold is always orthogonal, so our superintegrable system (4.1) cannot separate in any choice of coordinates in the 3D Euclidean space. As far as we know, this is the first non–separable second order superintegrable system with a magnetic field. This means that when a magnetic field is present, it is not possible to obtain all second order superintegrable systems by searching at the intersections of two separable systems nor two standard integrable ones, the ansatz used in [23] inspired by Evans’ paper [2] from the natural case. Indeed, our system is not separable at all and has only one standard (Cartesian) pair of integrals.

Let us present a canonical transformation which reduces this system to a 2D one. We consider the generating function of the first type $F_1(x, \tilde{x}) = b_1(\tilde{y} - y)(\tilde{x} - x)$, i.e., we have the following transformation

\[
\tilde{x} = -\frac{1}{b_1} p_y + x, \quad \tilde{y} = -\frac{1}{b_1} p_x + y, \quad \tilde{z} = z, \quad p_{\tilde{x}} = p_x, \quad p_{\tilde{y}} = p_y, \quad p_{\tilde{z}} = p_z. \tag{4.10}
\]

In these coordinates, the Hamiltonian reads

\[
\mathcal{H} = \frac{1}{2} \left[ \left( p_{\tilde{x}} - \frac{b_3 a}{2} \cos \left( \frac{2 \tilde{z}}{a} \right) \right)^2 + \left( b_1 \tilde{x} + \frac{b_3 a}{2} \sin \left( \frac{2 \tilde{z}}{a} \right) \right)^2 + p_{\tilde{z}}^2 \right]. \tag{4.11}
\]

It is therefore a 2D system with magnetic field

\[
B_{2D} = b_3 \sin \left( \frac{2 \tilde{z}}{a} \right) d\tilde{x} \wedge d\tilde{z}. \tag{4.12}
\]

It admits 2 trivial integrals, which coincide with the transformed first order integrals

\[
\tilde{Y}_1 = b_1 \tilde{y}, \quad \tilde{Y}_2 = p_{\tilde{y}}. \tag{4.13}
\]

The third integral $Y_3$ becomes a second order integral (simplified by subtracting $\tilde{Y}_1, \tilde{Y}_2$)

\[
\tilde{Y}_3 = \frac{1}{2} (p_{\tilde{x}}^2 - b_1 a p_{\tilde{z}} + b_1^2 \tilde{x}^2), \tag{4.14}
\]

which yields integrability. The last integral $X_1$ is dependent on the Hamiltonian, so we omit it.

As far as we know, the system (4.1) is minimally superintegrable. We did not succeed to solve the equations of motion for neither form of the system due to their complicated coupling. For given values of the integrals $H = E, Y_1, Y_2, Y_3$ (cf. equations (4.2)–(4.4)), its motion is restricted to a surface in the configuration space given by the equation

\[
2E = \left( b_1 y + \frac{b_3 a}{2} \cos \left( \frac{2z}{a} \right) - Y_1 \right)^2 + \left( b_1 x + \frac{b_3 a}{2} \sin \left( \frac{2z}{a} \right) + Y_2 \right)^2 + \frac{1}{a^2} \left( b_1 (x^2 + y^2) + 2xyY_2 - 2gyY_1 - 2Y_3 \right)^2. \tag{4.15}
\]
Figure 1: Surface in the configuration space determined by the values of the integrals $E = \frac{11}{8} + \frac{\pi^2}{8} + \frac{\sqrt{3}}{2}, Y_1 = 1, Y_2 = 0, Y_3 = -\frac{1}{2} - \frac{\pi}{4}$ and the parameters $a = 1, b_1 = -\frac{\pi}{2}, b_3 = -\sqrt{3}$, which is periodic in the coordinate $z$ and quartic in the coordinates $x, y$. Due to the presence of the quartic terms the shape of this surface appears to be rather difficult to analyze analytically. For an example of it see Figure 1 numerically generated for the parameters $a = 1, b_1 = -\frac{\pi}{2}, b_3 = -\sqrt{3}$ and the values of the integrals $E = \frac{11}{8} + \frac{\pi^2}{8} + \frac{\sqrt{3}}{2}, Y_1 = 1, Y_2 = 0, Y_3 = -\frac{1}{2} - \frac{\pi}{4}$ which correspond to the initial conditions $x(0) = 1, y(0) = 0, z(0) = 0, p_x(0) = 1, p_y(0) = 0, p_z(0) = 1$. The motion inside this surface appears to be quite complicated, see Figure 2 for several numerically plotted trajectories for the same value of the integrals. The trajectories are in general unbounded in the $z$ direction due to periodic form of the surface equation (4.15); however, they are bounded in the $xy$ direction due to the dominant positive quartic terms in (4.15).

Thus, there is no suggestion on how a hypothetical fifth independent integral which would make the system maximally superintegrable may look like. However, considering the results of [10] for $b_1 = 0$ we expect that such an integral, if it exists, is non-polynomial in the momenta for $b_1 \neq 0$, too.

The fact that the classical trajectories are not bounded hints to expect that the quantum mechanical version of the system described by the fields (4.1) has continuous energy spec-
Figure 2: Sample trajectories with the integrals $E = \frac{11}{8} + \frac{\pi^2}{8} + \frac{\sqrt{3}}{2}$, $Y_1 = 1$, $Y_2 = 0$, $Y_3 = -\frac{1}{2} - \frac{\pi}{4}$ and the parameters $a = 1$, $b_1 = -\frac{\pi}{2}$, $b_3 = -\sqrt{3}$. 
trum. Whether the four known integrals $H$, $Y_1$, $Y_2$ and $Y_3$ allow to give some more precise answers about the quantum spectrum is an open and rather nontrivial question going beyond the scope of the present paper.

We notice that in the absence of the electrostatic potential, $W(\vec{x}) = 0$, the relativistic Hamiltonian expressed in the instant form (see, e.g., [17]),

$$H_{\text{rel}} = \sqrt{1 + (p_\ell^A)^2} + W(\vec{x}),$$

is a function of the nonrelativistic Hamiltonian [21]. Thus the same nonabelian algebra of integrals of motion (4.2)–(4.4) is present also when motion of a relativistic electron in the helical undulator placed in a solenoid is considered, as long as the radiation emitted by the electron is neglected. This observation may be helpful in numerical modelling of undulators of the type proposed in [18].

5 Generalized spherical case

Let us now study the conditions for the existence of integrals of the form (2.16) with $b = 0$, namely

$$X_1 = (\ell_1^A)^2 + \ldots , \quad X_2 = (\ell_1^A)^2 + (\ell_2^A)^2 + (\ell_3^A)^2 + a\ell_3^A p_3^A + \ldots$$

(5.1)

As we search for generalized-type integrals, we assume $a \neq 0$ in this section.

Notice that we could eliminate the $(\ell_3^A)^2$ term from $X_2$ by subtracting $X_1$, however we prefer not to, as the equations in this way take simpler form. In the spherical coordinates $(R, \theta, \phi)$ the integrals (5.1) read

$$X_1 = (p_\phi^A)^2 + s_1^R p_R^A + s_1^\theta p_\theta^A + s_1^Z p_Z^A + m_1,$$

$$X_2 = (p_\theta^A)^2 + \frac{(p_\phi^A)^2}{\sin^2(\theta)} + a \left( p_R^A p_\phi^A \cos(\theta) - \frac{p_\theta^A p_\phi^A \sin(\theta)}{r} \right) + s_2^R p_R^A + s_2^\theta p_\theta^A + s_2^Z p_Z^A + m_2.$$  

(5.2, 5.3)

Proceeding as in the generalized cylindrical case, we impose the integrability conditions (3.2) and start by looking at the resulting second order equations. We find

$$\partial_R s_1^R = 0, \quad s_1^R + R\partial_\theta s_1^\theta = 0,$$

$$s_1^R + R \left( \cot(\theta) s_1^\theta + \partial_\phi s_1^\phi \right) = 0, \quad \partial_\theta s_1^R + R^2 \partial_R s_1^\theta = 0,$$

$$\partial_\phi s_1^R + (R^2 \sin^2(\theta))(\partial_R s_1^\phi - 2B^\phi) = 0, \quad \partial_\phi s_1^\theta + \sin^2(\theta)(\partial_\theta s_1^\phi + 2B^R) = 0$$

(5.4)

and

$$a \cos(\theta) B^\theta - \partial_R s_2^R = 0, \quad a \sin(\theta) B^R - s_2^R - R\partial_\theta s_2^\theta = 0,$$

$$a(\sin(\theta) B^R + R \cos(\theta) B^\theta) + s_2^R + R(\cot(\theta) s_2^\theta + \partial_\phi s_2^\phi) = 0,$$

$$a(\cos(\theta) B^R + R \sin(\theta) B^\phi) + \partial_\theta s_2^R + R^2 \partial_R s_2^\theta + 2R^2 B^\phi = 0,$$

$$a R \sin^3(\theta) B^\phi - \partial_\phi s_2^R - R^2 \left( \sin^2(\theta) \partial_R s_2^\phi - 2B^\phi \right) = 0,$$

$$a \cos(\theta) \sin^2(\theta) B^\phi - \partial_\phi s_2^\theta - \sin^2(\theta) \partial_\theta s_2^\phi = 0$$

(5.5)
for $X_1$ and $X_2$, respectively. The commutativity condition between the two integrals gives

$$\partial_\phi s_1^R = 0, \quad a \sin(\theta)\partial_\phi s_1^\theta - 2R\partial_\phi s_1^\theta = 0, \quad a \left( R \cos(\theta)\partial_\phi s_1^\theta - \sin(\theta)\partial_\phi s_1^R \right) + 2R\partial_\phi s_1^R = 0,$$

$$2(\partial_\phi s_1^R - \sin^2(\theta)\partial_\phi s_2^R) + a \sin^2(\theta) \left( \sin(\theta)s_1^1 + \cos \theta \partial_\phi s_1^\phi - \frac{\sin \theta}{R}\partial_\phi s_1^R + \cos \theta \partial_R s_1^R \right) = 0,$$

$$a \sin^2(\theta) \left( R \cos(\theta)(\partial_R s_1^\phi - 2B^\theta) - \sin(\theta)(\partial_\theta s_1^\phi + 2B^R) \right) + 2R(\cot(\theta)s_1^\theta + \partial_\phi s_1^\phi - \sin^2(\theta)\partial_\phi s_2^\phi) = 0,$$

$$a \sin^2(\theta) \left( R \cos(\theta) \left( R\partial_R s_1^\theta + s_1^\theta \right) - \sin(\theta) \left( s_1^R + R\partial_\theta s_1^\theta + R\partial_\phi s_1^\phi \right) \right) + 2R^2(\partial_\phi s_1^\theta + \sin^2(\theta)(\partial_\phi s_1^\phi - \partial_\phi s_2^\phi + 2B^R)) = 0.$$

By solving (5.4) we find

$$B^R = -\frac{1}{2} \left( \frac{1}{\sin^2(\theta)} \partial_\phi s_1^\phi + \partial_\phi s_1^\phi \right), \quad B^\theta = \frac{1}{2} \left( \partial_\phi s_1^\phi + \frac{\partial_\phi s_1^R}{R^2 \sin^2(\theta)} \right), \quad (5.7)$$

where

$$s_1^R = \cos(\theta)\partial_\phi S_{11}^R(\phi) - \sin(\theta)\partial_\phi S_{12}^R(\phi), \quad s_1^\theta = \partial_\phi S_1^\theta(\phi) - \frac{\sin(\theta)\partial_\phi S_{11}^R(\phi) + \cos(\theta)\partial_\phi S_{12}^R(\phi)}{R}, \quad s_1^\phi = S_1^\phi(R, \theta) + \frac{S_{12}^R(\phi)}{R \sin(\theta)} - \cot(\theta)S_1^\theta(\phi). \quad (5.8)$$

By substituting this into (5.6) and looking at the equations not containing $s_2^{R,\theta,\phi}$ we see that they are solved for

$$S_{11}^R(\phi) = s_{11}, \quad S_{12}^R(\phi) = s_{12}, \quad S_1^\theta = s_{13}, \quad s_{1j} \in \mathbb{R}, \quad (5.9)$$

where we disregard solutions for which the magnetic field would not be periodic in $\phi$ nor have the same values at the boundaries $\phi = 0, \phi = 2\pi$. This implies

$$s_1^R = s_1^\theta = 0. \quad (5.10)$$

After substituting (5.9) into (5.7) and replacing

$$S_1^\phi(R, \theta) = s_{13} \cot(\theta) - \frac{F(R, \theta)}{R} - \frac{s_{12}}{R \sin(\theta)}, \quad (5.11)$$

we arrive at

$$B^R = \frac{\partial_\phi F(R, \theta)}{2R}, \quad B^\theta = \frac{F(R, \theta) - R\partial_R F(R, \theta)}{2R^2} \quad (5.12)$$

and

$$s_1^\phi = -\frac{F(R, \theta)}{R}. \quad (5.13)$$
The remaining equations in (5.6) are then solved by
\[ s^R_2 = S^R_2(R, \theta), \quad s^\theta_2 = S^\theta_2(R, \theta), \quad s^\phi_2 = S^\phi_2(R, \theta). \] (5.14)

Furthermore, by solving the last equation in (5.5) we obtain
\[ B^\phi = \frac{\partial_\theta S^\phi_2(R, \theta)}{a \cos(\theta)}. \] (5.15)

At this point the second order equations for \( X_2 \) are still not fully solved. However, by looking at the zero-order equation for \( X_1 \) we realize that it reduces to
\[ F(R, \theta) \partial_\phi W = 0. \] (5.16)

If \( F(R, \theta) = 0 \), the only non–zero component of the magnetic field remains \( B^\phi \). However, by substituting (5.14), (5.12), (5.15) and \( F = 0 \) into (5.5) we find that necessarily also \( B^\phi = 0 \). Since we are interested in solutions for nonvanishing magnetic field, we conclude that \( W = W(R, \theta) \).

Thus, the magnetic field and the electrostatic potential do not depend on \( \phi \) anymore and indeed, by a straightforward calculation, one can see that the remaining equations for \( X_1 \) are solved by \( X_1 = p^A_\theta \) if the vector potential corresponding to the magnetic field (5.12) and (5.15) is chosen independent of \( \phi \), i.e., in the form
\[ A_R = \tilde{A}_R(R, \theta), \quad A_\theta = \tilde{A}_\theta(R, \theta), \quad A_\phi = \frac{F(R, \theta)}{2R}. \] (5.17)

This implies that the commutativity condition of the two integrals is solved by
\[ m_2 = M_2(R, \theta). \] (5.18)

Thus, not only the magnetic field and the potential, but also both integrals (in proper gauge choice) do not depend on \( \phi \). By setting \( p_\phi \) equal to a constant \( p_0 \), we can reduce to the problem of the existence of an integral of the type
\[ X_2 = (p^A_\theta)^2 + \ldots \] (5.19)
for the system in two degrees of freedom determined by the magnetic field
\[ B_{2D} = \frac{\partial_\theta S^\phi_2}{a \cos(\theta)} dR \wedge d\theta \] (5.20)
and the Hamiltonian
\[ H_{2D} = \frac{1}{2} \left( (p^A_R)^2 + \frac{(p^A_\theta)^2}{R^2} \right) + \frac{1}{2R^2 \sin^2 \theta} \left( p_0 + \frac{F(R, \theta)}{2R} \right)^2 + W(R, \theta) \] (5.21)
in the coordinates \((R, \theta)\). Notice that in order to obtain the above reduction we had to choose a gauge, namely (5.17). Therefore, the potential in (5.21) depends on the gauge of the original 3D system.
Moreover, for $\partial_\theta S^\phi_2 = 0$ such reduced system does not contain magnetic field anymore. In this case the remaining equations for $X_2$ can be easily solved. We find only one system that can satisfy them, with the magnetic field

$$B^R = \frac{\kappa_1}{2} R^2 \sin(2\theta), \quad B^\theta = -\kappa_1 R \sin^2(\theta), \quad B^\phi = 0, \quad \kappa_1 \in \mathbb{R},$$

(5.22)

which in Cartesian coordinates is constant,

$$\vec{B}(\vec{x}) = (0, 0, \kappa_1),$$

(5.23)

and

$$W(R, \theta) = -\frac{\kappa_1^2}{8} R^2 \sin^2(\theta) - \frac{\lambda_1}{R^2 \sin^2(\theta)} = -\frac{\kappa_1^2}{8} (x^2 + y^2) - \frac{\lambda_1}{x^2 + y^2}.$$ 

(5.24)

This system is not new, it is already known [24] to possess standard spherical–type integrals (i.e., $a = 0$ in (5.1)), together with one cylindrical–type integral, namely

$$X_3 = \cos(u) p_R^A - \frac{\sin(u) p_\theta^A}{R} = p_2^A,$$

(5.25)

that in Cartesian coordinates and proper gauge choice simplifies to $p_3$. Thus, the term proportional to $a$ in (5.1) is a constant of motion.

The only remaining possibility is that $\partial_\theta S^\phi_2 \neq 0$ so that the reduced system still has magnetic field. In this case, we observe that the Hamiltonian [5.21] looks as if written in polar coordinates. However, due to the reduction from a three dimensional system expressed in the spherical coordinates, we have $\theta \in [0, \pi]$ and not $\theta \in [0, 2\pi]$ as for the angular variable in polar coordinates, i.e., $(R, \theta)$ parameterize only the half–plane instead of the full $xy$–plane. Nevertheless, in our considerations we never use any assumption on the range of the variable $\theta$, and the remaining equations can be solved formally as if working in polar coordinates. Thus, we reduce to the search of a polar–type integral [5.19] in presence of a magnetic field in polar coordinates. Also in [25], where the problem was already studied, the assumption on the range of the angle variable is not explicitly needed in any of the steps.

Therefore, following [23], we see that we can simplify our problem as there can be only two possibilities for the magnetic field, namely

1. $B^\phi$ depends only on $R$, therefore

$$S^\phi_2 = S^\phi_{21}(R) + a \sin(\theta) \partial_R S^\phi_{22}(R),$$

(5.26)

or

2. $B^\phi = - \frac{A + \partial^2_\theta S(\theta) + S(\theta)}{2R^3}$, \quad $A \in \mathbb{R}$

(5.27)

where the function $S$ is not arbitrary but has to satisfy

$$(S + A)^2 \partial_\theta \left( \frac{\partial^2_\theta S}{\partial_\theta S} \right) + 3(S + A)(8\partial_\theta S + 3\partial^3_\theta S) + 15\partial_\theta S \partial^2_\theta S = 0.$$ 

(5.28)
In both cases, we find it convenient to simplify the second order equations for $X_2$ by the substitution

$$S^2(R, \theta) = G^R(R, \theta) - \frac{a \cos(\theta) F(R, \theta)}{2R}, \quad S^\theta(R, \theta) = G^\theta(R, \theta) + \frac{a \sin(\theta) F(R, \theta)}{2R^2}, \quad (5.29)$$

so that they read

$$\partial_R G^R = 0, \quad G^R + R \partial_\theta G^\theta = 0,$$

$$a \sin(\theta) (\partial_\theta F - R \cot(\theta) \partial_R F + \cot(\theta) F) + 2RG^R + 2R^2 \cot(\theta) G^\theta = 0,$$

$$\frac{2 \partial_\theta S^\phi}{a \cos(\theta)} + \frac{\partial_\theta G^R}{R^2} + \partial_R G^\theta = 0,$$

$$F - R \left( \partial_R F - \sin^2(\theta) \tan(\theta) \partial_\theta S^\phi + R \sin^2(\theta) \partial_R S^\phi \right) = 0. \quad (5.30)$$

By imposing (5.26) or (5.27), a straightforward computation leads to the conclusion that the above equations can be solved only if $B^\phi = 0$. Namely, in the first case we arrive at $S^\phi_{22} = b_1$ and $S^\phi_{21} = \frac{1}{2} b_2 R^2 + b_3$, $b_j \in \mathbb{R}$. This implies $B^\phi = 0$. In the second case, it is even enough to impose the numerator in $B^\phi$ to be function only of $\theta$, by setting

$$S^\phi_{2} = S_{21}(R) + \frac{a S_{22}(\theta)}{R^3}, \quad (5.31)$$

without the further constraint (5.28), to conclude that $S_{21} = c_1 R^2 - ac_2 R^{-3} + c_3$ and $S_{22} = c_2$, with $c_j \in \mathbb{R}$, and thus $B^\phi = 0$.

Therefore, we conclude that no new system in a nonvanishing magnetic field can be found with two commuting integrals in the form (5.1).

An alternative way to the same conclusion, avoiding the reduction to the 2D problem, is also feasible, albeit computationally more complicated. From the second order equations for $X_2$ expressed in the form (5.30) one finds

$$G^R = \frac{dg^R(\theta)}{d\theta}, \quad G^\theta = -\frac{g^R(\theta)}{R} + g^\theta(R),$$

$$S^\phi_{2} = -\frac{a \sin(\theta)}{2R^2} g^R(\theta) - \frac{a \cos(\theta)}{2R^2} \frac{dg^R(\theta)}{d\theta} - \frac{a \sin(\theta)}{2} \frac{dg^\phi(R)}{dR} + h(R). \quad (5.32)$$

The remaining two equations in (5.30) can be solved with respect to the first order derivatives of $F$. Their Clairaut’s compatibility condition $\partial_\theta (\partial_R F(R, \theta)) = \partial_R (\partial_\theta F(R, \theta))$ involves only undetermined functions of single variable $g^R(\theta)$, $g^\phi(R)$ and $h(R)$, and thus implies a system of ODEs for them. Solving it and next determining $F(R, \theta)$ one can find the most general solution of the second order equations (5.30), depending on 8 integration constants. These are in turn constrained by the remaining lower order equations, leading to the unique system (5.22) under the assumption of nonvanishing magnetic field.

6 Conclusions

We have demonstrated that only one system can be found in a nonvanishing magnetic field with two commuting integrals in the form (5.1), however this system admits a pair of standard
spherical–type integrals. When considering integrable systems with generalized cylindrical–type integrals (3.1), the results are richer and we found three new systems with such integrals, see (3.17), (3.31) and (3.41).

Integrability with generalized Cartesian–type integrals, i.e., integrals of the form

\[
X_1 = p_1^2 + a p_2^2, \quad X_2 = p_2^2 + \sum_{i,j} b_{ij} p_i p_j + \ldots, \quad a, b_{ij} \in \mathbb{R}, \ i \neq j,
\]

(6.1)
is also possible [4], as well as with integrals of the form [3]

\[
X_1 = \ell_3 p_3 + a p_1^2 + \ldots, \quad X_2 = p_3, \quad a \neq 0
\]

(6.2)
that do not correspond to any of the known classes of admissible commuting integrals in absence of magnetic field [1]. Thus, when vector potentials are present, integrals can have more general forms with respect to the case with only scalar potentials.

However, for all the examples known so far, the systems with generalized–type integrals separate in cylindrical or in Cartesian coordinates in the limit of vanishing magnetic field, even when generalized spherical–type integrals or even more general integral of the form (6.2) are considered. Thus, Cartesian– and cylindrical–type integrals seem to play some distinguished role in allowing possible deformations that preserve integrability, albeit not separability, in a magnetic field.

Cartesian and cylindrical coordinates are subgroup type coordinates, related to the two maximal abelian Lie subalgebras of the three dimensional Euclidean algebra \(\mathfrak{e}(3)\), namely \(A_1 = \text{span}\{p_3, \ell_3\}\) and \(A_2 = \text{span}\{p_1, p_2, p_3\}\), respectively. Spherical coordinates are subgroup type coordinates as well, however to have commuting elements with the kinetic term of the Hamiltonian, the corresponding integrals have leading order terms in the enveloping algebra of \(\mathfrak{e}(3)\), namely \(A_3 = \{\ell_3, L^2\}\), where \(L^2 = \sum_j \ell_j^2\), i.e., one term is quadratic. All other orthogonal coordinate systems in the 3D Euclidean space are not subgroup type and are related to integrals with second order terms that do not belong to these subalgebras.

In the absence of magnetic field there is some disparity as well between subgroup and non–subgroup type coordinates in the possible allowed form of independent integrals. However, it first appears when considering at least one third order integral [9]. In the presence of magnetic fields such disparity seems to appear already with second order integrals. The presence of linear terms in the Hamiltonian may be the reason why separation in the limit of vanishing vector potentials is possible only in the subgroup type coordinates related to the subalgebras \(A_1\) and \(A_2\). Understanding the mechanism behind this behavior may be a key towards the complete classification of quadratic integrable systems in magnetic fields and we shall pursue its investigation in future work.

We have found only one new superintegrable system among the generalized cylindrical–type integrable ones which lies at the intersection of Cartesian–type and generalized cylindrical–type of integrals. We deem this rarity to be caused by the rather restricted form of such integrable systems. In contrast to the systems with standard form of integrals, whose magnetic field and electrostatic potential contain arbitrary functions of single variable, in the cases with generalized–type integrals only real–valued constants remain unconstrained. This does not leave much freedom for the existence of additional integrals.

The superintegrable system found here is the first known non–separable one and contains generalized integrals nonreducible to standard ones. As we have already mentioned, this
means that when a magnetic field is present, it is not possible to obtain all second order superintegrable systems by looking at the intersection of two separable systems nor two standard integrable ones which was the ansatz used in [23] inspired by Evans’ paper [2] from the scalar case. To find all quadratically superintegrable systems with magnetic field, we have to search beyond the separable (and also standard integrable) cases.

There is a conjecture, born out by all known examples, that all maximally superintegrable systems are exactly solvable [26]. For quantum systems this means that the energy levels can be calculated algebraically and the wave functions are polynomials multiplied by a gauge factor, in appropriately chosen variables. If the system is separable, such coordinates are naturally chosen as the ones related to separation. To our knowledge, even with a magnetic field, no maximally superintegrable system has been found to refute such a conjecture. All the known examples of maximally superintegrable systems are either separable [13, 14], or can be reduced to a separable one [27] by canonical transformation similar to (4.10). The new superintegrable system we presented in this paper appears to be only minimally superintegrable, therefore it can not give any further insight in this direction.

It remains a question on how to approach (super)integrable but not separable systems (in the classical sense, i.e. separation of the Hamilton–Jacobi equation in the configuration space). E.g. our system (4.1) seems not to possess periodic trajectories for generic values of the initial data, thus complicating the search for the canonical transformation to action–angle coordinates (in which the system would separate in the phase space). Here the approach employing Haantjes algebras [28] may prove helpful. In some cases, the integrals may allow quasi-separation techniques [29] or block–separation of variables [30]. We postpone the study of this problem for future work.

For physical applications, the results of the Section 4 are of particular interest. Our observation that the electron in helical undulator placed in a solenoid possesses a nontrivial algebra of integrals of motion may help in the study of its properties, e.g., in allowing more efficient numerical simulations, but this goes far beyond the scope and goals of the present paper.
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