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Abstract. For over a decade, dCache has relied on the authentication and authorization infrastructure (AAI) offered by VOMS, Kerberos, Xrootd etc. Although the established infrastructure has worked well and provided sufficient security, the implementation of procedures and the underlying software is often seen as a burden, especially by smaller communities trying to adopt existing HEP software stacks [1]. Moreover, scientists are increasingly dependent on service portals for data access [2]. In this paper, we describe how federated identity management systems can facilitate the transition from traditional AAI infrastructure to novel solutions like OpenID Connect. We investigate the advantages offered by OpenID Connect in regards to ‘delegation of authentication’ and ‘credential delegation for offline access’. Additionally, we demonstrate how macaroons can provide a more fine-granular authorization mechanism that supports anonymized delegation.

1. Introduction

dCache [3] is a storage system that is actively used in the High Energy Physics (HEP) community [4–8]. The HEP community has adopted and developed various Identity Management Systems to store, manage and verify digital identities, and restrict access to a system based on these determined identities [9–11]. dCache relies on the end user to provide the necessary credentials which are then used to validate and establish user’s identity, i.e. authenticate, before initiating an operation. Subsequently, this identity information is used to authorize the user to perform the respective operation. In most cases, dCache performs the authorization phase internally. There are exceptions like ALICE - LHC experiment group, which relies on proprietary authorization scheme using cryptographically signed authorization tokens on top of Xrootd data access protocol [12].

Whereas in Federated Identity, the user is provided with a transferable digital authenticated assertion, which can be used to obtain access to a secured resource on all organizations belonging to the same federation [13, 14]. The process of approval of the access to the system is based on the attributes present in the authenticated assertion and the restrictions imposed are based on the consent given by the user during the process of obtaining this assertion.

dCache supports multiple identity and authentication mechanisms in order to authenticate users and authorize them for data access. VO Management System (VOMS) X.509 proxy certificates [9, 11] and Kerberos credentials [15] have been ubiquitously adopted by HEP sites as a proven Authentication and Authorization Infrastructure (AAI) stack [1] and are used extensively.
for data access in dCache. A valid VOMS proxy certificate guarantees the membership to a trusted Virtual Organizations (VOs) on which subsequent authorization is based upon. In comparison, Kerberos access tokens require an interactive exchange between the client, service provider (e.g. dCache) and the KDC (Key Distribution Center) in order to obtain an authenticated assertion for subsequent data access. Scientists performing experiments at multiple HEP sites often rely on Kerberos and VOMS for the storage and access of experiment data.

The upcoming projects like European XFEL are showing an increasing dependence on unified service frameworks like Karabo to store, manage, access and process data [2]. These consolidated services provide portals for data access, processing and analysis to the scientists, which in turn depend on delegation of user credentials to themselves to perform these tasks independently [16]. Moreover, the service portals depend greatly on controlled sharing [17], with scientists visiting from partner universities and collaborating on multiple national and international projects.

The prevalent authentication and authorization mechanisms are insufficient for these modern use cases. While Kerberos access tokens cannot be used to inter-operate with similar services at other HEP sites [1], VOMS causes an externalization of data access control and is often seen as a burden for light-weight collaborations by smaller communities trying to adopt existing HEP software stacks [18].

dCache is increasingly deployed as a part of federated storage systems. It is mandatory as a member of the federation to accept requests from users registered with other partners from within the federation. Therefore, it is essential for dCache to be able to establish a trust relationship between itself and the institute that issued the user’s credentials.

Bearer Tokens, first introduced by W3C in HTTP/1.0 [19], solved the problem of accessing an associated resource by demonstrating the possession of a secret (e.g. cryptographic key or username/password). They are authenticated assertions and have been implemented in multiple ways, e.g. in OAuth2 [20], OpenID Connect [21], SAML assertions [22] etc. These have been adopted by various services, including dCache, for authentication and authorization. Despite the ubiquitous adoption of bearer tokens, the greater problem of identity delegation, simplification of the process for obtaining a federated identity (single credential to obtain access to secure resources in multiple organizations) [13] and obtaining decentralized anonymous credentials still remain at large in HEP software stacks [13, 14].

In this paper, we introduce how OpenID Connect can be used to authenticate visiting scientists based on credentials from their home institute (a trusted identity provider - IdP) and demonstrate how identity delegation can be performed in order to achieve data storage and access with dCache managed storage systems. We also demonstrate how a single authorization token based on multiple distinct digital identities (e.g. OpenID Connect, SAML, username/password etc.) can be obtained from a trusted federated Identity Provider (IdP) like INDIGO-DataCloud AAI [23, 24]. At the end, we show how bearer tokens can be combined with more powerful Macaroons to obtain a decentralized, flexible, anonymized credential [17].

2. Delegated Authentication

Delegated Authentication is an authentication process in which user authentication and identity management is outsourced to a trusted Identity Provider (IdP)[14,25]. The IdP provides the user with mechanisms to control attribute release and produces an authentication assertion (delegated token) for the user. This delegated token is an encoded token representing the consent information provided by the IdP and allows the user to perform an approved set of actions and tasks on the resource provider[26].

A classic example where delegation is very useful is when a scientist runs an analysis using a service portal (e.g. Karabo) on a large data set which is on a distributed storage system. Such an operation would require a lot of time, during which the scientist may or may not be online.
and the data may be residing on multiple sites. In order for this processing to run without an intervention, the service portal can obtain a delegated token from the IdP on the scientist’s behalf. This delegated token can then be used to access data from the storage system and refreshed periodically before it expires.

In a delegated authentication flow (Fig. 1), a scientist making a request against a service portal is redirected to their trusted IdP. The scientist authenticates with the IdP and provides consent to the portal for the reception of delegated token. The IdP, then, redirects back with the encoded delegated token to the service portal, which can be used to perform access to the storage system later.

![Delegated Authentication Diagram](image)

Figure 1: Delegated Authentication

Fig. 1 shows how the delegation of authentication to a trusted IdP works. It improves the security of the authorized services by decoupling the responsibility of authentication from these resource providers [27, 28]. The burden of creating, storing and maintaining user identities for resource providers like dCache is also reduced. Furthermore, the provider can be configured to trust and accept identities from multiple IdPs (e.g. Google, CERN Single-SignOn etc.), hence simplifying the integration with multiple identity management systems.

Popular web-service providers like Google [29], Facebook [30] and Twitter [31] have exposed standardized APIs to 3rd-parties for authentication delegation. Based on OpenID Connect, these HTTP-Rest like APIs [21, 29] have been widely adopted by other Internet services (e.g. digg.com, stackoverflow.com) and can be seen on their websites (Fig. 2).

Since version 2.16 [32], dCache is able to accept requests with delegated tokens and can be configured to work with any IdP (e.g. Google) that supports OpenID Connect. In the Section 4, we will discuss how a token can be delegated to dCache, allowing it to perform offline access on a user’s behalf.

3. INDIGO-DataCloud AAI

In Section 1, we determined how the prevalence of multiple identity management systems is a problem for scientific communities and collaborating researchers. A Federated Identity Management entails an agreement between multiple institutions (federation), which allows a user of any member institute to use the same credential for authentication and obtaining access to the secured resources of all of them [13, 24].

The INDIGO Authentication & Authorization Infrastructure (INDIGO-AAI [24, 33]) is a standardized authentication and authorization framework to provide a unified federated identity management [34] system, based on OpenID Connect, for INDIGO Services. In addition to federated identity management, it features a standard infrastructure (Fig. 3) to support external authentication mechanisms like SAML and X.509 for INDIGO services not accepting OpenID Connect credentials.
The INDIGO-AAI provides the following respectively,

- **Identity Layer** that leverages OpenID Connect for user authentication and retrieval of identity information.
- **Identity Harmonization** layer to allow a user to authenticate with username/password, SAML, X.509 certificates or via an external OpenID Connect provider [24, 33].
- **Authorization** Layer to provide fine-grained attribute-based authorization and group membership based on Argus Authorization Service [35] and OAuth2 [20] respectively.
- **Identity Provisioning** layer based System for Cross Domain Identity Management (SCIM) [36] to provision, de-provision and manage identities.
- **Delegation and Offline Access** based on OpenID Connect and OAuth2. It provides a partial implementation for token-exchange to perform a controlled delegation of offline access rights [37] to INDIGO services in order to execute tasks on behalf of a user.
- **Token Translation Service** to translate an OpenID Connect token to other types (e.g. SSH Keys, X.509 Credentials) in order to support INDIGO services that rely [38].

The ability of INDIGO-AAI to harmonize external authentication mechanisms, such as SAML and X.509, to OpenID Connect while linking the distinct identities into a single unique persistent identifier, is a key step towards achieving a federation of services. Conversely, the translation of OpenID Connect identities to other forms (e.g. X.509) permits existing services incompatible with OpenID Connect to join the federation.

dCache has supported Kerberos Credentials, VOMS X.509 proxy certificates since version 1.9 [3] and partially supports OpenID Connect as of version 2.16 [32]. With the help of Token Translation Service, it is now possible for dCache to join as an INDIGO service and leverage the INDIGO-AAI to establish a trustful relationship between itself and a member institute within the federation that issued the user’s credential.
4. Token Exchange Protocol

The authorization token (e.g. SAML assertions, Bearer Token for OpenID Connect) facilitates the sharing of identity information in heterogeneous environments [37, 39]. These assertions have to be integrity protected and sometimes encrypted to achieve confidentiality. In a heterogeneous environment (e.g. Grid), they have to be exchanged with other services to execute tasks on the user’s behalf, since providing a new token to each downstream service is cumbersome. Furthermore, the user should be able to move data between different storage entities seamlessly in a federated storage system. This flow of identities and authorization tokens is achieved using either delegation or impersonation [37].

In case of impersonation, an entity ‘B’ on receiving a token from ‘A’, comes into possession of all the identity information and rights in the context in which the token was granted. It is in every sense indistinguishable from ‘A’ and for all purposes ‘B’ is considered to be impersonating ‘A’ [37]. However, it is not desirable that ‘A’ has to forego all of the identity information and has little control over restricting the usage of the token.

![Figure 4: Token Exchange Protocol](image)

In Fig. 4, it is shown that the Client requests for a token of grant type “token-exchange” from the authorization server. It makes a request to service ‘A’ to act on its behalf on ‘B’. ‘A’ performs a token exchange to receive a new token which is narrower in scope and thereupon uses the new token to make requests to downstream services, e.g. ‘B’. This process is also referred to as “delegation” with token-exchange because the two entities ‘B’ and ‘A’ maintain their separated identities and ‘A’ delegates some of its rights to ‘B’. It is well understood by the downstream services that ‘B’ is only acting as an agent of ‘A’. In the context of INDIGO-AAI, the authorization server in Fig. 4 can be the INDIGO-IAM and ‘A’ and ‘B’ can be INDIGO services. Since version 3.0 [3], dCache supports token-exchange to perform 3rd-party transfers. This allows it to transfer data into and out of itself, on behalf of the user.

5. Authorization Token use cases and limitations

dCache is strongly focused on exploiting the utility of authorization tokens. Service Portals are becoming popular as an interface to dCache and other similar backend storage systems. The token-exchange protocol, discussed in Section 4, allows a portal to act on a user’s behalf and perform data management and analysis operations without user interaction (offline access). In Fig. 4, the entity ‘A’ can be thought of as a service portal interacting with a dCache storage system ‘B’.

Similarly, sharing of data in storage systems is highly desirable. The INDIGO-IAM encodes group membership information in the authorization tokens, which enables dCache to provide group-based data access. Moreover, the authorization tokens can be shared between multiple clients/users in impersonation or delegation mode (Section 4), which further simplifies data
sharing between any two entities. Although they are extremely flexible in being generated, shared or encoded with consent and scope, it is important to investigate their limitations.

- The delegation of authentication in OpenID Connect requires the client to be redirected over HTTP from the service to the IdP. Consequently, the authorization token is obtained by the service with a redirection back from the IdP to the client. These redirections during the request and response phase are typically implemented with JavaScript, i.e., in a browser. However, it is not straightforward to achieve the HTTP redirection outside of the browser without JavaScript.
- The authorization token is relayed with all requests and often propagated with following requests to downstream services. These tokens have no internal protection and rely solely on underlying SSL/TLS for their security. Although, the IdP provides token revocation end-point, they still suffer from token redirect and token reuse threat scenarios [40].
- OpenID Connect delegation provides the user with the ability to restrict the scope of a token within a certain context (e.g., the bearer of this token can fetch user identity information). However, these scopes can not be more fine granular or new restrictions can not be added to existing tokens.

6. Macaroons: Cookies with Contextual Caveats

In light of the limitations mentioned in Section 5, Birgisson et al. introduced Macaroons, which they define as cookies with contextual caveats [17]. Macaroons are bearer tokens (authorization assertion) that enable an application to determine whether the request is authorized [17]. They are safer for controlled sharing of credential in decentralized, distributed systems. Although similar to bearer tokens, they add several features which are not available with other token-based authorization schemes,

- **Attenuation:** Macaroons enable users to add “caveats”, which are limitations on how the macaroon can be used. A macaroon can carry one or more caveats and each caveat carries a restriction, e.g., who can use it, where can this macaroon be used, what can be done with the macaroon. The holder of an authorization token has full privilege over the token and can perform all tasks on a user’s behalf. In contrast, the holder of a macaroon can add caveats to it, hence “attenuate” the macaroon.
- **Delegation:** Whereas bearer tokens also support delegation, a macaroon enables its holder to add a caveat restricting its usage at the intended recipient only. Thus, a macaroon can be attenuated before delegation which makes it safer to pass on to downstream services.
- **Cryptographically Verifiable:** All macaroons carry their own proofs which are cryptographically secure. These proofs are carried in caveats that are constructed using chained HMAC functions. These chained HMAC functions make it easy to add a caveat but cryptographically impossible to remove one. They also simplify the verification of the macaroon by its creator, but make it impossible for others.
- **Third-party Caveats:** Macaroons allow for third-party caveats which are predicates that require a third-party assertion (e.g., group membership). This third-party must certify that the caveat is satisfied in order for the authorization to be successful.

Caveats can be added to a macaroon, before handing it over to the service portal, as shown in Fig. 5. The service portal obtains a macaroon with additional restrictions allowing only write operations from a certain source storage service (from IP address). Furthermore, an additional caveat restricting the time validity of the token can be added. Even if the macaroon is intercepted by a rogue service, any actions originating from it will be discarded since the caveat on IP address cannot be satisfied. This is greatly beneficial for federated services, so that all requests and actions can be tightly controlled.
In dCache, group memberships are quintessential for accessing HEP experimental data and have been implemented with the help of VOs (e.g. VO ATLAS). A user is mapped through VO-RoleMaps to a group which owns the data stored. Similar to the above, such restrictions can be added to macaroons with the help of third-party caveats. In Fig. 6, a caveat for limiting access to user from a certain group is added and can be verified only at a trusted IdP (providing Group Service).

Macaroons can also be used for *anonymized delegation*. For example in Fig. 6, the user can request the portal for an anonymized macaroon. The portal requests the storage service for a macaroon with a third-party caveat on the group membership and hands it over of the user. Subsequently, the user can make a request directly to the storage service with the macaroon. Storage service contacts the Group Service upon receiving the request, which then releases a discharge macaroon verifying the group membership of the user.

With these advantages offered by macaroons, dCache intends to support caveats with IP addresses, paths, actions (e.g. list, download, upload, delete) and time expiration. The dCache RESTful API will be extended to acquire macaroons and add caveats. The support for macaroons is anticipated to be released with version 3.2 and will be initially provided for HTTP/WebDAV end-points.

7. Conclusion

In this paper, we have shown how federated identity management systems coupled with identity harmonization can consolidate a multitude of authentication and authorization mechanisms, such as VOMS and Kerberos, and worked with INDIGO-DataCloud to facilitate the transition of existing infrastructures to novel solutions like OpenID Connect. To this end, we have demonstrated the advantages of OpenID Connect for delegation of authentication and authorization token delegation for offline access. We have extended dCache to support OpenID Connect and perform delegation. Furthermore, we laid out the benefits of adding fine-granular attributes for authorization in macaroons and anonymized delegation.
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