The impact of geometry on many body localization
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The impact of geometry on many body localization is studied on simple, exemplary systems amenable to exact diagonalization treatment. The crossover between ergodic and MBL phase for uniform as well as quasi-random disorder is analyzed using statistics of energy levels. It is observed that the transition to many-body localized phase is correlated with the number of nearest coupled neighbors. The crossover from extended to localized systems is approximately described by the so called plasma model.

I. INTRODUCTION

Study of localization phenomena in many body interacting systems started, arguably, in the eighties [1] but received a real start with Ref. [2] where, using perturbative arguments, it was shown that even highly excited states may be localized in interacting many-body systems for sufficiently strong disorder. The phenomenon was termed many-body localization (MBL) and received a lot of attention in last 10 years due to several reasons.

Recent developments in experimental techniques allow the researchers to study isolated many-body systems [3]. An usual scenario assumes that system reveals thermalization for a long-time evolution. It means that for a small subsystem, the remaining (large) part of the system acts as a reservoir. In such a situation the standard statistical mechanics gives an appropriate description of the long-time evolution of the system studied as follows from eigenstate thermalization hypothesis [4, 5]. However, if the system is placed in a disordered media, the described above scenario may be simply incorrect. MBL prevents thermalization and the system does not reach a thermal equilibrium characterized by a loss of the memory of the initial state. Instead, as shown experimentally in cold atomic experiments [6] the system remembers its initial state. This is the reason why MBL is sometimes regarded as a phenomenon that could be potentially applied to build a quantum memory.

While the existence of MBL phase for sufficiently strong quenched disorder is now well established, the understanding of the transition between the localized and extended phases is far from being complete. The crossover between ergodic and MBL phase lays somehow beyond the standard equilibrium statistical mechanics. It should be understood as a dynamical phase transition [7] between a region where the system fulfills standard statistical mechanics (and thermalizes) and a region where thermalization does not take place. Furthermore the nature of eigenstates is also changed during this transition. The entanglement entropy for thermal states scales volume-like, but for MBL states area law scaling is postulated [8–14]. Most of theoretical and numerical results were obtained for Heisenberg model [15–20], typically for small systems because of computational limitations. Time-evolution from specially prepared initial states may be studied using time-dependent Density Matrix Renormalization Group (tDMRG) for one-dimensional (1D) systems of considerable sizes. Let us also note the possibility to treat a system in the thermodynamic limit for binary discrete disorder [17]. The real limitation for time dynamics studies emerges due to the entanglement growth which limits the times reliably reached, especially close to the transition. Such studies are performed for spin systems but also for models emulating bosons [21–23] or fermions [24] in a lattice.

In this article we consider a model of the crossover between ergodic and MBL phase for small 2D systems being inspired by 1D spin studies [18, 24, 25]. We analyze the statistics of energy levels in the transition between localized and extended phases. Limiting ourselves to spin chains we attempt, using exact diagonalization studies, to compare systems of different geometry. This is also inspired by recent experiments with many body localization for two-dimensional (2D) and three-dimensional cold atom systems [26–29] as well as theoretical discussions [30, 31].

Exact diagonalization imposes a severe constrain on the size of the system we study. We shall consider 16 spins system in different “lattice” possible geometries: a standard one-dimensional chain, 2D ladder-like model with 8 rugs (2x8 system), 2D - 4x4 square lattice and 2D - triangular case, all with periodic boundary conditions (PBC) (compare Fig.1). While it has been recognized that PBC may lead to additional symmetries for small systems with a discrete disorder [20] following this study we are confident that for a continuous random disorder PBC are the appropriate choice that helps us to mimic larger systems. Two possible disorder realizations are discussed by us: an uniform disorder as well as the quasi-disorder, induced by the appropriate arrangement of incommensurate frequencies of laser beams involved - the model leading to the so called Aubry-Andre[32] situation for a single particle physics.
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II. THE MODEL

All calculations are performed for the same Heisenberg model which is defined by the following Hamiltonian:

$$H = \sum_{<i\neq j>} [Jz(S_i^zS_j^z + S_i^yS_j^y) + JxS_i^xS_j^x] + \sum_i h_i S_i^x \quad (1)$$

where $<i\neq j>$ indicates the sum over nearest neighbors (in which each pair appears once only). The first part of the Hamiltonian describes interactions between neighbouring spins with a possible breaking of the spherical symmetry in the $z$-direction. We assume $J_z = 1$ as a unit of energy taking $J_x = 1$ for the isotropic XXX case and $J_x = 0.5$ for XXZ model.

The second part refers to an external field in the $z$-direction which is random and produces disorder in the system. We consider two cases. For the “uniform disorder” $h_i \in [-W,W]$ is drawn from the uniform random distribution. We consider also the case of quasi-periodic disorder defined in the 1D chain [6, 33] as:

$$h_i = W \cos(2\pi r_i + \phi) \quad (2)$$

where: $W$ is the disorder amplitude, $i$ the site number, $r_i = \frac{1+\sqrt{5}}{2}$ and a phase: $\phi \in [-\pi, \pi]$. Each realization corresponds to a fixed $\phi$, averages over quasi-periodic disorder correspond to averaging with respect to $\phi$ chosen randomly and uniformly.

The definition of quasi-periodic disorder has to be modified for 2D models depicted in Fig.1(b-d). In particular for the ladder system (with eight rows and two columns) let us define index $i$ as a pair $j, k$ with $j$ numbering rows and $k$ - columns. Then we take

$$h_i = W \cos(2\pi r_j + \phi_k) \quad (3)$$

where: $r = \frac{1+\sqrt{5}}{2}$, and the phases: $\phi_k \in [-\pi, \pi]$ are independent for each column. The same construction holds for the square lattice model (4x4) with four independent $\phi_k$ for each realization.

For a triangular lattice model case there is a need to define a model of disorder which could be realized in a cold-atom experiment [34]. We assume that the quasi-random disorder in the triangular lattice is created by adding a weak incommensurate lattice:

$$V(r) = \frac{1}{2} W [\cos(2\pi r b_3 \cdot r - \phi_1) + \cos(2\pi r b_2 \cdot r - \phi_2)$$

$$+ \cos(2\pi r b_1 \cdot r + \phi_1 - \phi_2)] \quad (4)$$

where direction vectors $b_1 = (0, -\sqrt{3})$, $b_2 = (3/2, -\sqrt{3}/2)$, $b_3 = (3/2, \sqrt{3}/2)$ and $r = (x, y)^T$ corresponds to position of spins with random phases: $\phi_1, \phi_2 \in [-\pi, \pi]$.

III. LEVEL STATISTICS AND MBL

To characterize the spectra in extended and MBL regime as well as in the crossover between them we use tools borrowed from quantum chaos and random matrix theory, following the approach initiated in Ref. [35]. While quantum chaos studies considered the so called spacing distributions i.e. the distribution of spacings between consecutive energy levels (unfolded to have the mean unit density) a simpler measure called the gap ratio distribution may be introduced [35]. The dimensionless gap ratio is defined as the ratio of consecutive level spacings:

$$r_n = \frac{\min(s_n, s_{n-1})}{\max(s_n, s_{n-1})} \quad (5)$$

A set of numbers $\{r_n\}$ may be thought as drawn from some distribution $P(r)$ (we drop subscript $n$ in the following writing simply $r$). In particular it was found
that for typical ergodic situation represented by Gaussian Orthogonal Ensemble (GOE) of matrices the average \( \bar{\rho}_{\text{GOE}} \approx 0.53 \) while the Poisson ensemble of uncorrelated levels (integrable limit) \( \bar{\rho}_{\text{POI}} \approx 0.39 \) [35]. Several numerical studies used the averaged gap ratio, \( \bar{\rho} \), to characterize the degree of localization [18, 24]. Much more rare were studies of the full \( P(r) \) distribution. Interestingly, It was found theoretically that one may obtain an analytic expression for the Poisson limit as well as an approximate formula for the GOE obtained considering smallest three by three matrices [36] (recall that the famous Wigner spacing distribution for GOE is obtained considering 2x2 matrices). The corresponding expression reads for GOE:

\[
P(r) = \frac{27}{4} \frac{r + r^2}{(1 + r + r^2)^{5/2}}.
\]  

(6)

The approximate formulae for large matrix sizes is also available [36].

In the opposite limit one may obtain an analytic result not only for a pure Poisson but for a class of systems leading to the generalized semi-Poisson ensemble [37] by considering particles on a ring interacting with nearest neighbors only [38]. The corresponding expression reads

\[
P(r, \beta) = \frac{2\Gamma(2\beta + 2)\Gamma^2(\beta + 2)}{(\beta + 1)\Gamma^2(\beta + 1)} \frac{r^\beta}{(r + 1)^{2\beta+2}}
\]  

(7)

Level repulsion parameter \( \beta \) is restricted to values: \( 0 \leq \beta \leq 1 \). \( \beta = 0 \) corresponds to Poisson distribution while \( \beta = 1 \) corresponds to the so called semi-Poisson ensemble.

We mention in detail the generalized semi-Poisson case for \( P(r) \) since recently an interesting study analyzing level spacing statistics has been presented by Serbyn and Moore [25]. They found out, that to a good approximation, the distribution

\[
P(s, \beta, \gamma) = C_1 s^\beta e^{-C_2 s^{2-\gamma}}
\]  

(8)

(where \( s \) refers to spacing between consecutive energy levels and ) quite well describes the spacing distribution in the transition regime between MBL and the extended regime for the spin system studied. The coefficients \( C_i \) are determined by the normalization and the requirement that the average \( \langle s \rangle = 1 \). The parameters \( \beta \) and \( \gamma \) are restricted to \( \beta, \gamma \in [0, 1] \). \( \beta \) measures level repulsion at small spacings. Interestingly for \( \gamma = 1 \) the spacing distribution corresponds to the generalized Poisson regime discussed above.

Several remarks are in order. The distribution (8) arrives from the so called plasma model [39]. The model predicts that for large spacings their distribution falls off as an exponent to a fractional power interpolating between the power two characteristic for gaussian ensemble and power one corresponding to the Poisson family. The original model links this large spacing behavior with an appropriate growth of the number variance, behaving like \( N^\gamma \) for large number of levels, \( N \). So \( \gamma \) measures decorrelation of levels at large distances. A postulate of small spacing behavior as \( s^\beta \) comes from general understanding of random matrices. In the limit \( \beta = 1, \gamma = 0 \), Eq.(8) reduces to a famous Wigner distribution for GOE as derived for \( 2 \times 2 \) matrices. This simple form is a good approximation only, the proper distribution for GOE has been derived by Mehta [40]. It is known that for a sufficient statistics one can easily differentiate between the Wigner formula and the proper distribution [41]. Thus the expression (8) may be at best approximate only. On the other hand, due to its simplicity, it may serve as a first indicative tool in the study of spacings. We shall use it, therefore, in the following.

IV. RESULTS

After presenting the systems studied and the tools used to characterize them it is a high time to discuss the results obtained. We know already that the transition re-
The behavior of the spin systems, regardless of the geometry, strongly depends on energy for small system sizes studied here. Therefore, we shall restrict to the middle energy interval $\varepsilon \in (0.49, 0.51)$ in the following. Fig. 3 shows the dependence of the mean $\bar{\tau}$ on the strength of the disorder for different systems. The top panel presents data for a strictly 1D chain. We observe that the transition from the extended to localized phase shifts to larger disorder amplitudes when a transition to 2D square system is realized. The triangular lattice is the most resistive to localization requiring largest disorder amplitude.

This fact correlated to a large extend with the number of neighbors a given lattice site is connected with via tunneling. This number is 4 for the square case and six for the triangular lattice. And indeed the tip of the lobe for the triangular lattice occurs for $W \approx 12$ while for the square lattice for $W \approx 8$ showing an approximate proportionality of transition $W$ amplitude to the number of connected neighbors (recall that for a 1D case the transition occurs for $W \approx 3.7$ corresponding to two neighbors [18]). Such a scaling indicates that a mean field analysis of MBL in dimensions bigger than one may be quite justified supporting the claims of Ref. [42].
cases were given the same shape of the distribution [33]. Ref. [33] gives further arguments towards the claim that MBL transition for random and quasi-periodic disorder has different character. On the other hand the difference in behavior may be, at least partially, related to the presence of rare Griffiths regions for the uniform disorder [43].

The 2D systems are shown in the lower panel. The fact that quasi-periodic disorder leads to a much faster MBL is confirmed also for 2D situations. Again, as in Fig. 2 we observe the shift of the crossover regime towards larger disorder amplitudes with increasing number of neighbors in different models. But also, interestingly, one may roughly determine two distinct regimes. Close to the fully developed MBL phase $\gamma = 1$ indicating exponential tail of the spacings while $\beta$ smoothly grows from its Poisson distribution value $\beta = 0$ in the MBL phase up to $\beta = 1$. Once the full available value (for time-reversal invariant systems) of short range level repulsion $\beta = 1$ is reached only then levels start to correlate over large distances, and for $\beta = 1$ level decorrelation parameter $\gamma$ decreases gradually to zero. That corresponds to the change of the tail for large spacings from the exponential to gaussian-like, characteristic for GOE. Depending on the model, there may be a small interval of disorder values where both $\beta$ and $\gamma$ changes simultaneously close to $\beta, \gamma = 1$ - the precise determination of this region would require much better statistics. Since anyway our data are indicative only as the transition region is known to change with the system size (see e.g. [18, 33]) we do not further investigate this point. Let us just mention that a similar behavior has been observed for interacting bosons [22, 23].

Let us also observe in the “close to MBL” region of $\gamma = 1$ the predictions of the generalized semi-Poisson ensemble consistently well describe both the spacings and the gap ratio distribution as shown by blue and yellow dots representing the fits. In the second regime, close to the extended, GOE-like phase, where $\beta = 1$ and $\gamma$ is changing no analytic formula is known for the gap ratio distribution, $P(\bar{r})$. Thus in this regime only $P(s)$ is fitted.

V. TRANSITION FROM 1D TO 2D

In cold atomic systems it is quite easy to control parameters of the Hamiltonian, for example the tunnelings in different directions. In the recent experiment [28] several 1D chains of fermions were coupled perpendicularly modifying the 1D geometry towards two dimensions. Strong dependence of the localization on that coupling was observed.

Such a situation may be simply realized in our model. Consider the modified XXX Hamiltonian, Eq. (1)

$$H = \sum_{i,j} [J_{\parallel} \vec{S}_{i,j} \vec{S}_{i+1,j} + J_{\perp} \vec{S}_{i,j} \vec{S}_{i,j+1}] + \sum_{i,j} h_{i,j} S_{i,j}^z$$

(10)

in a $4 \times 4$ geometry. Here we shall consider the quasi-random disorder only with $h_{i,j} = W \cos(2\pi i + \phi_j)$. For a single realization of disorder we take four different random phases $\phi_j$. The results are averaged over several realizations of the choice of phases and are presented in
FIG. 6. Distributions $P(s)$ and $P(\bar{r})$ for triangular lattice based on formulas (8) and (7) with fitted parameters $\beta$ and $\gamma$. Results were calculated for uniform disorder and quasi-disorder.

VI. CONCLUSIONS

We have analyzed the transition between extended and localized states in the standard spin model using exact diagonalizations of small systems. By different arrangement of spins we were able to consider different geometries: a 1D chain, a ladder system, a toy model of the square or triangular lattice. Both uniform and quasi-periodic disorder were considered. We have confirmed that for all the systems studied the transition between localized and extended states is sharper for quasi-random disorder. For a given disorder it is the number of neighbors that play the decisive role in deciding how large the amplitude of the disorder is needed to observe the transition. This points out that studies of MBL in two or three dimensions using the mean field approach are justified. By adjusting vertical and horizontal tunneling ratio one may realize a smooth transition between 1D and 2D systems. The localization border shifts then to large field amplitudes, as expected.
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