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Abstract—This paper analyzes the performance of a cooperative relaying non-orthogonal multiple access (NOMA) network over Fisher-Snedecor \( F \) composite fading channels. Specifically, one base station (BS) is assumed to communicate with two receiving mobile users with one acting also as a decode-and-forward (DF) relay. To highlight the achievable performance gains of the NOMA scheme, conventional relaying with orthogonal multiple access (OMA) is also analyzed. For the two systems under consideration, we derive novel exact closed-form expressions for the ergodic capacity along with the corresponding asymptotic representations. The derived expressions are then used to assess the influence of various system parameters, including the fading and shadowing parameters, on the performance of both the NOMA and OMA systems. Monte-Carlo simulation is provided throughout to verify the accuracy of our analysis. Results reveal that the NOMA system can considerably outperform the OMA approach when the power allocation factor is carefully selected. It is also shown that as the fading and/or shadowing parameters are increased, the ergodic capacity performance enhances.

Index Terms—Conventional cooperative relaying (CCR), Composite fading, decode-and-forward (DF), Fisher-Snedecor \( F \) model, non-orthogonal multiple access (NOMA).

I. INTRODUCTION

NON-orthogonal multiple access (NOMA) has recently been proposed as a promising solution to overcome many challenges facing the development of the fifth generation (5G) mobile communication networks [1]–[4]. In particular, NOMA offers better spectral efficiency, balanced user fairness and reduced access latency, which are crucial for the realization of numerous Internet-of-things (IoT) applications. Unlike orthogonal multiple access (OMA) systems such as frequency-division multiple access (FDMA) and time-division multiple access (TDMA) where orthogonality is maintained in frequency/time domain, NOMA can share the entire time and frequency resources for all served users by superimposing their signals only with different power levels [5]–[8].

Numerous studies have recently appeared in the literature analyzing the performance of NOMA-based networks in various wireless communication scenarios. For instance, multiple-input multiple-output (MIMO) techniques were combined with NOMA to provide additional spatial degrees of freedom [9], [10]. NOMA with energy-harvesting (EH) capabilities and various EH protocols were explored in [11]–[15]. In addition, physical layer security of NOMA-based networks was considered in a number of recent works [16]–[19]. Particularly, however, NOMA in cooperative relaying wireless networks, based on amplify-and-forward (AF) and decode-and-forward (DF) relaying protocols, has recently attracted significant research attention, see e.g., [14], [19]–[20] and the references therein. More specifically, the authors in [20] were the first to investigate user cooperation in NOMA systems where users with stronger channel conditions were assigned to assist the other users based on DF relaying. In [21], the authors studied the performance of a cooperative NOMA network with a single dedicated relay helping multiple users using AF and DF schemes. Since more relays provide higher diversity gains, the performance of multi-relay NOMA networks was investigated in [22]. Furthermore, the authors in [23] proposed a joint user and relay selection for cooperative NOMA systems in which multiple users communicate with two destinations through multiple AF relays. In addition, full-duplex relaying in cooperative NOMA systems were studied in [27]–[30].

Indeed, all the aforementioned studies have indicated the significance of channel fading characteristics on the communication performance of NOMA-based systems. To the authors’ best knowledge, none of the studies above studied the performance of NOMA networks over composite fading channels which consider concurrently the effects of both multipath fading and shadowing. To fill this gap, this paper is dedicated to analyzing the performance of cooperative relaying NOMA systems in composite fading channels; more specifically, we adopt the recently introduced Fisher-Snedecor \( F \) composite model [31], in which it is assumed that scattered multipath has a Nakagami-\( m \) distribution whereas the root-mean-square signal follows an inverse Nakagami-\( m \) distribution. The motivation for adopting this channel model is threefold. Firstly, the Fisher-Snedecor \( F \) distribution is accurate and has better tractability compared to other models. Secondly, the \( F \) fading model has been shown to perform better than other composite fading distributions such as generalized-\( K \) model in terms of modeling accuracy and computational complexity [32]. Finally, the Fisher-Snedecor \( F \) model includes several fading distributions as special cases, such as Nakagami-\( m \) (\( m \rightarrow \infty \)) and Rayleigh (\( m \rightarrow \infty \), \( m = 1 \)), where \( m \) and \( m \) are the...
shadowing and fading severity parameters, respectively.

In this work, we consider a NOMA-based cooperative relaying scenario with one base station (BS) communicating directly with two users in the presence of Fisher-Snedecor $F$ composite fading. The major contributions of this study are summarized as follows.

- We derive novel, closed-form expressions for the probability density function (PDF) and cumulative distribution function (CDF) of the minimum of two Fisher-Snedecor $F$ random variables (RVs) in terms of the Meijer’s G-function. These fundamental statistics are essential for the computation of the communications performance metrics of interest.
- The exact ergodic capacity expressions of a two-hop DF cooperative system with NOMA and OMA schemes over Fisher-Snedecor $F$ composite fading channels are derived by utilizing the obtained PDF and CDF expressions.
- The corresponding asymptotic behavior of the ergodic capacity in the high signal-to-noise ratio (SNR) regime is investigated for the two systems under study.
- Through the derived expressions, we examine the impact of various system and channel parameters on the capacity performance. This also allowed us to compare the performance of both the cooperative NOMA and OMA systems.
- The correctness of the derived analysis is demonstrated by means of equivalent results obtained via Monte-Carlo simulations.

It is worthwhile mentioning that the ergodic capacity expressions are given in terms of special functions such as univariate and multivariate Meijer G-functions, which have recently been extensively used in the literature [33, 36]. Furthermore, although some expressions are expressed in terms of infinite series, they converge rapidly with rather few terms for obtaining a given numerical accuracy.

The rest of this paper is organized as follows. Section II describes the system and channel models considered in this work. In Section III we characterize the minimum of two Fisher-Snedecor $F$ RVs and present new closed-form expressions for the corresponding PDF and CDF. In Sections IV and V we derive closed-form analytical expressions for the ergodic capacity for both the NOMA and conventional cooperative relaying systems over the Fisher-Snedecor $F$ composite fading channel, respectively. Section VI presents numerical examples of the derived expressions with some insights and discussions of results. Finally, Section VII concludes the paper with a summary of the main results.

The following notations are used in this paper. $f_X(\cdot)$, $F_X(\cdot)$ and $F_X(\cdot)$ denote the PDF, CDF and the complementary CDF (CCDF) of the random variable (RV) $X$. $E[\cdot, \cdot, \cdot]$, $\sum$ and $\Pi$ are the expectation, absolute value, summation and product operators. $\min(\cdot)$ and $\ln(\cdot)$ represent the minimum argument and the natural logarithm, respectively. The symbol $(\cdot)$, is the Pochhammer symbol, $B(\cdot, \cdot)$ is the Beta function [37 eq. (8.4.2.5)], $\Gamma(\cdot)$ is the Gamma function [38 eq. 8.310.1], $\psi^{(0)}(\cdot)$ is the digamma function, $G_{p,q}^{m,n}(\cdot)$ is the Meijer G-function [38 eq. 9.301], $\zeta F_1(\cdot, \cdot; \cdot; \cdot)$ is the Gauss hypergeometric function [37 Eq. (9.100)] and $F_1(\cdot; \cdot; \cdot; \cdot; \cdot)$ is the Appell two-variables hypergeometric function [37 Eq. (9.14.1; 9.210)].

### II. SYSTEM MODEL

Let us consider a wireless network illustrated in Fig. 1, which consists of three nodes: a BS, a far user (D) and a near user (R), with the latter acting also as a decode-and-forward (DF) relay operating in half duplex mode. It is assumed that all nodes are equipped with a single antenna and that there exists a direct link between the BS and the far user. The S-to-R, R-to-D and S-to-D channel coefficients are denoted by $h_{sr}$, $h_{rd}$ and $h_{sd}$, respectively, all of which experience independent quasi-static Fisher-Snedecor $F$ fading. The corresponding instantaneous SNRs of these links are denoted by $\gamma_i = |h_i|^2$, where $i \in \{sr, rd, sd\}$, with the PDF in [7].

The considered NOMA system requires two time slots to convey information to the two users. In the first time slot, the BS transmits the signal $\sum_{k \in \{1,2\}} \sqrt{a_k P_s} s_k$ to R and D, where $P_s$ is the BS transmit power whereas $a_1$ and $a_2$ are the power allocation factors for D and R, respectively. Note that $a_1 + a_2 = 1$ and $a_1 > a_2$. With this in mind, the received signals at R and D can be expressed as

$$y_i(t) = h_i \sum_{k \in \{1,2\}} \sqrt{a_k P_s} s_k(t) + n(t), \quad (1)$$

where $i \in \{sr, sd\}$ and $n(t)$ is the noise at R and D which is assumed to be Additive white Gaussian noise (AWGN) with zero mean and variance $\sigma^2$. Let $\beta_i$ and $d_i$ be the path-loss exponents and distances from S to R and D, respectively. The relay during the first time slot decodes $s_2$ and treats $s_1$ as noise, and to obtain the latter, the former is canceled using successive interference cancellation (SIC). In this respect, the corresponding SNRs of $s_1$ and $s_2$ during the first time slot can be written as

$$\gamma^{(1)}_{sr} = \frac{a_1 P_s |h_{sr}|^2}{a_2 P_s |h_{sr}|^2 + \sigma^2}, \quad \text{and} \quad (2)$$

$$\gamma^{(2)}_{sr} = \frac{a_2 P_s |h_{sd}|^2}{\sigma^2}. \quad (3)$$
At D, because the symbol $s_2$ will be treated as noise during the first time slot, the corresponding SNR is expressed as
\[
\gamma_{ad} = \frac{a_1 P_s |h_u|}{a_2 P_s |h_d|^2 + \sigma^2}.
\] (4)

The relay in the second time slot, assuming it successfully decoded $s_2$, will forward this symbol to D. Therefore, the received signal at D in the second time slot is $y_d(t) = \sqrt{P_r} h_d s_2(t) + n(t)$ and hence the corresponding SNR is
\[
\gamma_{id} = \frac{P_r |h_d|^2}{\sigma^2},
\] (5)
where $P_r$ is the relay transmit power.

### III. Characterization of the Minimum of Two Fisher-Snedecor $F$ RVs

In this section, we derived closed-form expressions for the CDF and PDF of the minimum of two Fisher-Snedecor $F$ variates, which are essential to carry out our analysis in this work. To begin with, let us define two RVs, $\gamma_x$ and $\gamma_y$, that follow the Fisher-Snedecor $F$ distribution with PDF \[31\]

\[
f_{\gamma_i}(\gamma_i) = \frac{m_i \gamma_i^{(m_i - 1)/2} \gamma_i^{-m_i/2}}{B(m_i, m_s) (m_i + m_s - 1)} \left( \frac{\gamma_i}{m_i} \right)^{m_i-1} G_{1,1}^{1,0}\left[ \lambda_i \gamma_i, 1 - \frac{m_s}{m_i}, 1 \right], \quad m_s > 1
\] (6)

while $i \in \{x, y\}$, $\bar{\gamma}_i = \mathbb{E}[\gamma_i]$ is the mean power and $\Lambda_i = \frac{m_i}{(m_s - 1)\bar{\gamma}_i}$, $m_i$ and $m_s$ represent respectively the multipath severity and shadowing parameters of the $i$-th RV, respectively. Note that (a) in (6) is obtained with the aid of \[39\] Eq. (8.4.2.5) and \[39\] Eq. (8.2.2.15).

Integrating (6) with respect to $\gamma_i$, with the help of \[40\] Eq. (26), we can express the CDF of $\gamma_i$ as
\[
F_{\gamma_i}(\gamma_i) = \frac{1}{B(m_i, m_s)} G_{1,1}^{1,0}\left[ \Lambda_i, \gamma_i, 1 - \frac{m_s}{m_i}, 1 \right].
\] (7)

Now, let us define the RV
\[
\gamma_z \triangleq \min \{\gamma_x, \gamma_y\},
\] (8)
where $\gamma_x$ and $\gamma_y$ are independent and non-identically distributed Fisher-Snedecor $F$ RVs.

With this in mind, the CDF of $\gamma_z$ can be obtained as follows
\[
F_{\gamma_z}(u) = 1 - \bar{F}_{\gamma_x}(u) \bar{F}_{\gamma_y}(u),
\] (9)
where $\bar{F}_{\gamma_i}(u)$ is the CCDF of $\gamma_i$ which is related to its CDF as $F_{\gamma_i}(\cdot) = 1 - \bar{F}_{\gamma_i}(\cdot)$. Since $\gamma_x$ and $\gamma_y$ have Fisher-Snedecor $F$ distribution, their CCDFs can be obtained straightforwardly from (7) with the appropriate notations change. In light of this, using (7) and (9), along performing some straightforward manipulations, the CDF of $\gamma_z$ can be expressed as
\[
F_{\gamma_z}(u) = \sum_{i \in \{x,y\}} \Theta_i G_{1,2}^{1,0}\left[ u, 1 - m_s, 1 \right],
\] (10)

where $\Theta_i = 1/\{\Gamma(m_i)\Gamma(m_s)\}$.

Taking the derivative of $F_{\gamma_z}(u)$, and invoking \[39\] Eq. (8.2.2.30)], we obtain the PDF of $\gamma_z$ as follows
\[
f_{\gamma_z}(z) = \sum_{i \in \{x,y\}} \Theta_i G_{1,2}^{1,0}\left[ z, 1 - m_s, 1 \right],
\] (11)

To the authors’ best knowledge, (10) and (11) are new. It is important to mention that, with the help of \[39\] Eq. (8.2.2.15), \[39\] Eq. (8.4.2.5) and \[40\] Eq. (17)], the PDF in (11) can also be written in the following form
\[
f_{\gamma_z}(z) = \sum_{i \in \{x,y\}} \frac{z^{m_i-1} (1 + z)^{m_i+m_s}}{B(m_i, m_s)} - \prod_{i \in \{x,y\}} \frac{z^{m_i}}{m_i} \
\times 1/\Gamma(m_i, m_s) F_{1,1}^{1,0}\left[ \gamma_i, 1 - \frac{m_s}{m_i}, 1 \right].
\] (12)

### IV. Cooperative NOMA over $F$ Fading Channels

We analyze in this section the exact and asymptotic ergodic sum rate performance of the cooperative NOMA system over the Fisher-Snedecor $F$ composite fading channels.

#### A. Exact Performance Analysis

The ergodic sum rate of the cooperative NOMA system with DF relaying, $C_{\text{NOMA}}$, consists of the two rates associated with the symbols $s_1$ and $s_2$, denoted respectively as $\bar{C}_1$ and $\bar{C}_2$. That is
\[
\bar{C}_{\text{NOMA}} = \bar{C}_1 + \bar{C}_2
\] (13)

To simplify our notations and without loss of generality, we assume from now onward that $P = P_1 = P_2$ and $\bar{\gamma} = P/\sigma^2$. The achievable rate associated with the first symbol can be calculated as
\[
C_1 = \frac{1}{2} \min \left\{ \log_2 \left( 1 + \gamma_{s_1} \right), \log_2 \left( 1 + \gamma_{s_2} \right) \right\},
\] (14)

which, using (2) and (4), can be rewritten as $C_1 = C_{1,1} - C_{1,2}$, where
\[
C_{1,1} = \frac{1}{2} \log_2 \left( 1 + \min \left\{ |h_{u_1}|^2, |h_{u_2}|^2 \right\} \bar{\gamma} \right)
\] (15)

and
\[
C_{1,2} = \frac{1}{2} \log_2 \left( 1 + \min \left\{ |h_{u_1}|^2, |h_{u_2}|^2 \right\} \left( \bar{\gamma} \right) \right),
\] (16)
\[
C_{1,1} = \sum_{i \in \{s, sd\}} \frac{\Lambda_i}{\Gamma(m_i) \Gamma(m_{s_i})} \int_0^x G_{3,3}^{1,3} \left[ \Lambda_i z \left| \begin{array}{c} 1 - m_{s_i}, 0 \ 1, 0, -1 \end{array} \right| \right] G_{2,2}^{1,2} \left[ z \left| \begin{array}{c} 1, 1, 0 \ 1, 1, 0 \end{array} \right| \right] dz - \prod_{i \in \{s, sd\}} \frac{1}{\Gamma(m_i) \Gamma(m_{s_i})} \\
\times \int_{l_1}^{\infty} G_{2,2}^{1,2} \left[ \Lambda_s z \left| \begin{array}{c} 1 - m_{s_i}, 1 \ m_{s_i}, 0 \end{array} \right| \right] G_{2,2}^{1,2} \left[ z \left| \begin{array}{c} 1, 1, 0 \ 1, 1, 0 \end{array} \right| \right] dz. \\
\] (20)

On the other hand, the achievable rate associated with the second symbol can be determined as
\[
C_2 = \frac{1}{2} \log \left( 1 + \gamma_{sr}^2 \right), \log \left( 1 + \gamma_{sd}^2 \right) \\
= \frac{1}{2} \log \left( 1 + \min \left\{ \left| h_{sr} \right|^2 a_2, \left| h_{sd} \right|^2 \right\} \right). \tag{17}
\]

Letting \( X = \min \{ X_{sr}, X_{sd} \} \), where \( X_{sr} = \gamma_{sr} \left| h_{sr} \right|^2 \) and \( X_{sd} = \gamma_{sd} \left| h_{sd} \right|^2 \), and using (10) with the appropriate change of variables, we can obtain the CDF of \( X \) as
\[
F_X(u) = \sum_{i \in \{s, sd\}} \Theta_i G_{2,2}^{1,2} \left[ \Lambda_i \left| \begin{array}{c} 1 - m_{s_i}, 0 \ m_i, 0 \end{array} \right| \right] - \prod_{i \in \{s, sd\}} \Theta_i G_{2,2}^{1,2} \left[ \Lambda_i \left| \begin{array}{c} 1 - m_{s_i}, 1 \ m_i, 0 \end{array} \right| \right], \tag{18}
\]
where \( \Theta_i = 1 / \{ \Gamma(m_i) \Gamma(m_{s_i}) \} \).

Taking the derivative of \( F_X(u) \), and with the aid of Eq. (8.2.30)), we obtain the PDF of \( X \) as follows
\[
f_X(z) = \sum_{i \in \{s, sd\}} \Lambda_i \Theta_i G_{3,3}^{1,3} \left[ \Lambda_i z \left| \begin{array}{c} -1, -m_{s_i}, 0 \ m_i - 1, 0, -1 \end{array} \right| \right] - \prod_{i \in \{s, sd\}} \Theta_i G_{2,2}^{1,2} \left[ \Lambda_i \left| \begin{array}{c} 1 - m_{s_i}, 1 \ m_i, 0 \end{array} \right| \right]. \tag{19}
\]

To this end, the average rate \( \widetilde{C}_{1,1} \) can be obtained as \( \widetilde{C}_{1,1} = \int_0^\infty f_X(z) \log(1 + z) \, dz \) using \( \log(1 + z) \) while expressing the natural logarithmic function in terms of the Meijer-G-function, i.e., \( \log(1 + z) = G_{2,2}^{1,2} \left[ z \left| \begin{array}{c} 1, 1, 0 \ 1, 1, 0 \end{array} \right| \right] \) [40, Eq. (11)], we can express \( \widetilde{C}_{1,1} \) as in (20), shown at the top of this page. With the help of [37, Eq. (7.811.1)], the integral \( I_1 \) in (20) can be solved as
\[
I_1 = G_{5,5}^{4,3} \left[ \frac{1}{\Lambda_i} - m_i, 1, 1, 0, 1 \right], \tag{21}
\]
whereas the second integral \( I_2 \) is solved with the aid of [41] as follows
\[
I_2 = G_{2,2}^{2,1,2,2,3} \left[ \Lambda_i, \Lambda_i \left| \begin{array}{c} -1, 0, -1, -1, -1 \ m_i, 0, -1, -1, -1 \end{array} \right| \right], \tag{22}
\]
where \( G_{m_1,n_1; m_2,n_2; m_3,n_3}^p \left[ \right] \) is the bivariate Meijer-G-function [42].

Substituting (21) and (22) into (20) yields a closed-form expression for average capacity \( \widetilde{C}_{1,1} \) given in (23), shown at the top of the next page.

\[
\widetilde{C}_{1,1} = \sum_{i \in \{s, sd\}} \frac{1}{\Gamma(m_i) \Gamma(m_{s_i})} G_{5,5}^{4,3} \left[ \Lambda_i \left| \begin{array}{c} 1 - m_i, 1, 1, 0, 1 \ m_i, 0, 1, 0, 1 \end{array} \right| \right] - \prod_{i \in \{s, sd\}} \int_{l_1}^{\infty} G_{2,2}^{1,2} \left[ \Lambda_s z \left| \begin{array}{c} 1 - m_{s_i}, 1 \ m_{s_i}, 0 \end{array} \right| \right] G_{2,2}^{1,2} \left[ z \left| \begin{array}{c} 1, 1, 0 \ 1, 1, 0 \end{array} \right| \right] dz. \tag{23}
\]

To find the average capacity \( \widetilde{C}_{1,2} \), let \( Y = \min \{ Y_{sr}, Y_{sd} \} \), where \( Y_{sr} = \gamma_{sr} \left| h_{sr} \right|^2 \) and \( Y_{sd} = \gamma_{sd} \left| h_{sd} \right|^2 \). Following the same procedure used to derive \( \widetilde{C}_{1,1} \), it is straightforward to show that average capacity \( \widetilde{C}_{1,2} \) can be obtained in closed-form as in (24), shown at the top of the next page. The derivation is omitted for the sake of brevity.

Next we derive the average capacity associated with the second symbol \( \widetilde{C}_{2} \). From (17), let \( \bar{Z} = \min \{ Z_{sr}, Z_{sd} \} \), where \( Z_{sr} = \gamma_{sr} \left| h_{sr} \right|^2 \) and \( Z_{sd} = \gamma \left| h_{sd} \right|^2 \) following the same steps used to analyze \( X \) and \( Y \), we can express \( \widetilde{C}_2 \) in closed-form as in (25), shown at the top of the next page.

### B. Asymptotic Performance Analysis

In this subsection, we derive asymptotic expressions for the capacity of the cooperative NOMA system. The asymptotic analysis is anchored in obtaining expressions in higher SNR regimes to gain further insight in the system performance. When the SNR \( \gamma \) is sufficiently large, such that \( \log(1 + \gamma) \approx \log(\gamma) \), then the asymptotic capacity is given by the following lemma.

**Lemma 1.** The asymptotic ergodic capacity of the cooperative NOMA system is expressed as
\[
\overline{C}_{\text{NOMA}} \approx \overline{C}_{1,1} + \overline{C}_{1,2} + \overline{C}_{2} \tag{26}
\]
where \( \overline{C}_{1,1} \), \( \overline{C}_{1,2} \) and \( \overline{C}_{2} \) are given by [34], [35] and [36], respectively.

**Proof:** At high SNR, the instantaneous capacities in \([15] \) and \([17] \) can be, respectively, reduced to
\[
\overline{C}_{1,1} = \frac{1}{2} \log_2 \left( \min \left\{ \left| h_{sr} \right|^2, \left| h_{sd} \right|^2 \right\} \right), \tag{27}
\]
\[ C_{1,2} = \sum_{i \in \{sr,ad\}} \frac{1}{\Gamma(m_i) \Gamma(m_{s_i})} G_{4,5}^{4,3} \left[ \frac{a_2}{\Lambda_i} \begin{array}{c} 1 - m_i, 1, 1, 0, 1 \\ 1, m_{s_i}, 0, 0, 1 \end{array} \right] - \sum_{i \in \{sr,ad\}} \prod_{j \in \{sr,ad\}} \Lambda_j \frac{1}{\Gamma(m_j) \Gamma(m_{s_j})} a_2 \]
\[ \times G_{2,1}^{2,1,1,2;2,2,2,3,3} \left[ \frac{\Lambda_i}{a_2}, \frac{\Lambda_j}{a_2} \begin{array}{c} -1, 0 \\ 1 - m_i, 1 \\ 0, m_i-1, 0, -1 \end{array} \right] \] (24)

\[ C_2 = \frac{1}{\Gamma(m_{sr}) \Gamma(m_{sd})} G_{4,5}^{4,3} \left[ \frac{a_2}{\Lambda_{sr}} \begin{array}{c} 1 - m_{sr}, 1, 1, 0, 1 \\ 1, m_{sd}, 0, 0, 1 \end{array} \right] + \frac{1}{\Gamma(m_{rd}) \Gamma(m_{rd})} G_{4,5}^{4,3} \left[ \frac{1 - m_{rd}, 1, 1, 0, 1}{1, m_{sd}, 0, 0, 1} \right] \]
\[ - \prod_{j \in \{sr,ad\}} \Lambda_j G_{2,1}^{2,1,1,2;2,2,2,3,3} \left[ \frac{\Lambda_{rd}}{a_2}, \frac{\Lambda_{sr}}{a_2} \begin{array}{c} -1, 0 \\ 1 - m_{sr}, 1 \\ 0, m_{rd}, 0, -1, -1 \end{array} \right] \]
\[ + \frac{\Lambda_{sr}}{a_2} G_{2,2}^{2,1,1,2;2,2,2,3,3} \left[ \Lambda_{rd}, \frac{\Lambda_{sr}}{a_2} \begin{array}{c} -1, 0 \\ 1 - m_{sr}, 1 \end{array} \right] - \prod_{j \in \{sr,ad\}} \Lambda_j \frac{1}{\Gamma(m_{sr}) \Gamma(m_{sd})} \right] \] (25)

\[ \bar{C}_{1,1} = \sum_{i \in \{sr,ad\}} \frac{\Lambda_i^{m_i}}{B(m_i, m_{s_i})} \int_0^\infty \frac{z^{m_i+1} \ln(z)}{(1 + \Lambda_i z)^{m_i+m_{s_i}}} \, dz \]
\[ - \prod_{j \in \{sr,ad\}} \frac{\Lambda_j^{m_j}}{B(m_j, m_{s_j})} \]
\[ \times \sum_{i \in \{sr,ad\}} \frac{1}{m_i} \int_0^\infty \frac{z^{m_i+m_j+1} \ln(z)}{(1 + \Lambda_i z)^{m_i+m_{s_i}+m_j+1} - \Lambda_j z} \, dz \] (30)

\[ C_{1,2}^{\text{asy}} = \frac{1}{2} \log_2 \left( \min \left( \begin{array}{c} \left| h_{sr} \right|^2 \\ \left| h_{ad} \right|^2 \end{array} \right) a_2^2 \right), \] (28)

\[ C_2^{\text{asy}} = \frac{1}{2} \log_2 \left( \min \left( \begin{array}{c} \left| h_{sr} \right|^2 a_2 \\ \left| h_{ad} \right|^2 \end{array} \right) \right) \] (29)

where \( C_{1,1}^{\text{asy}} = \int_0^\infty f_X(z) \ln(z) \, dz \), \( C_{1,2}^{\text{asy}} = \int_0^\infty f_Y(z) \ln(z) \, dz \), and \( C_2^{\text{asy}} = \int_0^\infty f_Z(z) \ln(z) \, dz \).

To compute \( C_{1,1}^{\text{asy}} \), we utilize \( (12) \) to rewrite in the form presented in \( (30) \), shown at the top of this page. The integral \( J_{1,1} \) in \( (30) \) can be evaluated, with the help of \( (37) \), Eq. (4.293.14, 3.458), as
\[ J_{1,1} = \frac{B(m_i, m_{s_i})}{\Lambda_i^{m_i}} \left( \psi^{(0)}(m_i) - \psi^{(0)}(m_{s_i}) - \ln(\Lambda_i) \right). \] (31)

Now, to solve the integral \( J_{1,2} \) in \( (30) \), we first expand the Gauss hypergeometric function in terms of the series representation \( (37) \), Eq. (9.14.1). Then exchanging the integral and summation order along with some mathematical manipulations, the integral \( J_{1,2} \) can be rewritten as
\[ J_{1,2} = \sum_{n=0}^\infty \frac{(m_i + m_{s_i})_n}{(m_i + n)_n} \Lambda_i^n \]
\[ \times \int_0^\infty \frac{z^{m_i+m_j+n-1} \ln(z)}{(1 + \Lambda_i z)^{m_i+m_j+1} + \Lambda_j z} \, dz. \] (32)

Note that the transformation in \( (48) \) was utilized to arrive at \( (32) \). To the authors’ best knowledge, the integral \( J_{1,3} \) cannot be solved in closed-form in its current form. However, assuming that \( m_{s_i} - 1 = C m_i \), where \( C \in \mathbb{N} \), we get
\[ J_{1,3} = \int_0^\infty \frac{z^{m_i+m_j+n-1} \ln(z)}{(1 + \frac{C}{\Lambda_i} z)^{m_i+m_j+m_{s_i}+n}} \, dz, \]
\[ \left( \psi^{(0)}(m_i + m_j + n) - \psi^{(0)}(m_{s_i} + m_{s_j}) + \ln(C \Lambda_i) \right). \] (33)

Now, substituting \( (33) \) into \( (32) \), then \( (32) \) and \( (31) \) into
This concludes the proof.

Following the same procedure used to derive \((34)\), it is straightforward to show that \(C_{1,2}^{\text{asy}}\) can be given as in \((35)\), shown at the top of this page. Similarly, we can show that \(C_{2}^{\text{asy}}\) is given by

\[
C_{2}^{\text{asy}} = \sum_{i \in \{\text{sr, sd}\}} \left( \psi^{(0)} (m_i) - \psi^{(0)} (m_s) - \ln \left( \frac{\Lambda_i}{\alpha_2} \right) \right) - \sum_{i,l \in \{\text{sr, sd}\}} \sum_{n=1}^{\infty} B(m_i + m_l + n, m_s + m_s) \times \left( \psi^{(0)} (m_i + m_l + n) - \psi^{(0)} (m_s + m_s) - \ln (\gamma C_2) \right).
\]

This concludes the proof.

V. COOPERATIVE OMA OVER F FADING CHANNELS

In this section, we analyze the exact and asymptotic ergodic sum rate performance of the cooperative OMA scheme with DF relaying over the Fisher-Snedecor \(F\) composite fading channel.

A. Exact Performance Analysis

The instantaneous capacity of this system is given by \((1)\), \((11)\), \((12)\), \((14)\), \((15)\),

\[
C_{\text{OMA}} = \frac{1}{2} \log_2 \left( 1 + \min \left\{ |h_{sr}|^2, |h_{sd}|^2, |h_{rd}|^2 \right\} \bar{\gamma} \right).
\]

Let \(W = \min \{\mathcal{W}_{sr}, \mathcal{W}_{sd} + \mathcal{W}_{rd}\}\), where \(W_i = |h_i|^2 \bar{\gamma}\) and \(i \in \{\text{sr, sd, rd}\}\), then the ergodic capacity, \(C_{\text{OMA}}\), can be calculated as

\[
C_{\text{OMA}} = \int_0^{\infty} \log_2 (1 + u) f_W(u) \, du - \frac{1}{2 \ln(2)} \int_0^{\infty} F_W(u) \, du,
\]

where \(F_W(\cdot)\) is the CDF of the RV \(W\), which is given by

\[
F_W(u) = 1 - F_{\mathcal{W}_{sr}}(u) F_{\mathcal{W}_{sd} + \mathcal{W}_{rd}}(u),
\]

with \(F_{\mathcal{W}_{sr}}(u)\) representing the CCDF of \(\mathcal{W}_{sr}\) and \(F_{\mathcal{W}_{sd} + \mathcal{W}_{rd}}(u)\) denotes the CCDF of the sum of two Fisher-Snedecor \(F\) variates, \(\mathcal{W}_{sd} + \mathcal{W}_{rd}\).

Since the RV \(\mathcal{W}_{sd} + \mathcal{W}_{rd}\) follows the Fisher-Snedecor \(F\) distribution, its CDF \(F_{\mathcal{W}_{sd} + \mathcal{W}_{rd}}(\cdot)\) can be obtained directly from \((7)\), with the appropriate notation changes, as

\[
F_{\mathcal{W}_{sd} + \mathcal{W}_{rd}}(z) = \frac{1}{\Gamma(m_{sd}) \Gamma(m_{rd})} C_{2,2}^{1,2} \left[ \frac{\Lambda_{sd} z}{m_{sd}}, 1 \text{ \ or \ } \frac{\Lambda_{rd} z}{m_{rd}}, 1 \right],
\]

which, after invoking \((20)\) Eq. \((17)\), can be expressed in terms of the Gauss hypergeometric function as

\[
F_{\mathcal{W}_{sd} + \mathcal{W}_{rd}}(z) = \Psi_x^{m_{sd} m_{rd}} F_1 ( m_{sd} + m_{rd} + 1; m_{rd} + 1; -\Lambda_{sd} z ),
\]

As for the CDF of \(\mathcal{W}_{sr}\) and \(\mathcal{W}_{sd} + \mathcal{W}_{rd}\) independently, the characterization of the sum of Fisher-Snedecor \(F\) variates has, very recently, been studied in \((45)\) More specifically, using \((45)\) Eq. \((8)\), we can express \(F_{\mathcal{W}_{sd} + \mathcal{W}_{rd}}(\cdot)\) as follows

\[
F_{\mathcal{W}_{sr}}(u) = \frac{1}{\Gamma(m_{sr})} \Gamma(m_{sr} + 1) \left[ \frac{\Lambda_{sr} u}{m_{sr}}, 1 \right],
\]

where \(\Psi_x = \frac{1}{\Gamma(m_{sr})} \Gamma(m_{sr} + 1)\).

Now, substituting \((41)\) and \((42)\) into \((39)\) and then into \((38)\), with some algebraic manipulations, we can express \(C_{\text{OMA}}\) as

\[
C_{\text{OMA}} = \frac{1}{2 \ln(2)} \left( J_1 - \Upsilon J_2 - \Psi J_3 + \Psi \Upsilon J_4 \right),
\]

where \(J_1, J_2, J_3\) and \(J_4\) are integrals given respectively as

\[
J_1 = \int_0^v \frac{1}{1 + z} \, dz = \ln (1 + v),
\]

\[
J_2 = \int_0^{\frac{2m_{sd}}{1 + z}} 2 F_1 ( \varpi_{sd}; m_{sd} + 1; 2m_{rd} + 1; -\Lambda_{rd} z ) \, dz,
\]

\[
J_3 = \int_0^{\frac{m_{sr}}{1 + z}} 2 F_1 ( \varpi_{sr}; m_{sr} + 1; -\Lambda_{sd} z ) \, dz,
\]

\[
J_4 = \int_0^{\frac{m_{sr}}{1 + z}} 2 F_1 ( \varpi_{sr}; m_{sr} + 1; -\Lambda_{sd} z ) \, dz,
\]

with \(\varpi_{sd}, \varpi_{sr}\) and \(\varpi_{sd} + \varpi_{sd}\) denoting the CDF of the sum of two Fisher-Snedecor \(F\) variates, \(\mathcal{W}_{sd} + \mathcal{W}_{rd}\) and \(\mathcal{W}_{sr}\), respectively.
where \( v = 1/\Lambda_{rd} \).

We now evaluate the integral \( J_2 \). It should be noted that the Gauss hypergeometric function in (45) converges only when \( |\Lambda_{rd} < 1| \). Therefore, in order to overcome this restriction, we use the following transformation [39, Eq. (7.2.4.36)]

\[
2F_1(a, b; c; x) = (1 - x)^{-b} 2F_1 \left( c - a; b; c; \frac{x}{x - 1} \right). \tag{48}
\]

By using (48) and expanding the Gauss hypergeometric function in terms of the series representation [37, Eq. (9.14.1)], along with some simple mathematical manipulations, we can rewrite \( J_2 \) as

\[
J_2 = \sum_{n=0}^{\infty} \frac{(m_{rd} - m_{nd} + 1)_{n}}{n! (2m_{rd} + 1)_{n}} \Lambda_{rd}^{-n} \times \int_{0}^{v} \frac{z^{m_{rd}+n}}{1+z} \left( \frac{1}{\Lambda_{rd} z + 1} \right)^{2m_{rd}+n} dz, \tag{49}
\]

where \( (x)_k = \Gamma(x + k) / \Gamma(x) \) denotes the Pochhammer symbol defined as

\[
(b)_n = \begin{cases} 
  b(b+1) \ldots (b+n-1), & n \in \mathbb{N} \\
  1, & n \in \mathbb{N} \setminus \{ 0 \} 
\end{cases} \tag{50}
\]

The integral \( J_{2,1} \) in (49) has the form \( \int y^r (1 + ay)^s (1 + by)^t \) which can be evaluated straightforwardly in closed-form in terms of the Appell hypergeometric function. More specifically, using

\[
\int_{0}^{c} y^\alpha \left( \frac{1}{1+ay} \right)^{\beta_1} \left( \frac{1}{1+by} \right)^{\beta_2} dz = C^\alpha_{\beta_1, \beta_2}, \tag{51}
\]

we can evaluate \( J_{2,1} \) as

\[
J_{2,1} = \frac{\Lambda_{rd}^{-\xi}}{\xi} F_1 \left( \xi; 2m_{rd} + n, 1; \psi + 1; -1, -\frac{1}{\Lambda_{rd}} \right), \tag{52}
\]

where \( \xi = 2m_{rd} + n + 1 \). Note that the Appell function in (52) converges only when \( \frac{1}{\Lambda_{rd}} < 1 \). To overcome this restriction, we use the transformation [39, Eq. (7.2.4.36)]

\[
F_1(a; b_1, b_2; c; x_1, x_2) = \prod_{i \in \{1,2\}} (1-x_i)^{-b_i} \times F_1 \left( c - a; b_1, b_2; \frac{x_1}{x_1-1}, \frac{x_2}{x_2-1} \right). \tag{53}
\]

Using (53) and (52), along with some algebraic manipulations, we can express \( J_2 \) in closed-form as follows

\[
J_2 = \sum_{n=0}^{\infty} \frac{(m_{rd} - m_{nd} + 1)_{n}}{n! (2m_{rd} + 1)_{n}} \Lambda_{rd}^{-m} \times F_1 \left( 1; 2m_{rd} + n, 1; \gamma + 1; \frac{1}{2}, \frac{1}{\Lambda_{rd} + 1} \right). \tag{54}
\]

Following the same procedure used to obtain (54), it is straightforward to evaluate the integral \( J_3 \). Using the transformation (48) and the series representation of \( _2F_1 \) [37, Eq. (9.14.1)], we can rewrite \( J_3 \) as

\[
J_3 = \sum_{i=0}^{\infty} \frac{1}{(m_{sr} + 1)_{i}} \int_{0}^{\psi_{sr} l} \frac{z^{m_{sr}+l}}{1+z} \left( \frac{1}{\Lambda_{sr} z + 1} \right)^{m_{sr}+l} dz. \tag{55}
\]

With the aid of (51), we can evaluate the integral in (55) as

\[
J_{3,1} = \frac{\Lambda_{sr}^{-\phi}}{\phi} F_1 \left( \phi; \psi_{sr} l + 1, 1; \phi + 1; -\frac{\Lambda_{sr}}{\Lambda_{rd}}, -1 \right), \tag{56}
\]

where \( \phi = m_{sr} + l + 1 \).

Substituting (56) into (55), along with some mathematical manipulations, we can express the integral \( J_3 \) in closed-form as given in (57), shown at the top of the next page. Note that we used \( (x)_n = \frac{\Gamma(x+n)}{\Gamma(x)} \) and \( \Gamma(x+1) = x! \) to arrive at (57).

Furthermore, to solve the integral \( J_4 \), we first replace the two Gauss hypergeometric functions in (47) with their series representations, [37, Eq. (9.14.1)], after applying the transformation in (48). This yields [58], shown at the top of the next page. Unfortunately, it is very difficult to evaluate the integral \( J_{4,1} \) in (58) and, to the best of our knowledge, it can not be expressed in closed-form in its current form. However, letting \( (m_{sr} - 1) = C m_i \), where \( i \in \{ sr, rd \} \) and \( C \in \mathbb{R} \), we can simplify this integral to

\[
J_{4,1} = \frac{\Lambda_{rd}^{-m} \Lambda_{sr}^{-m}}{\Lambda_{sr}^{m} + \Lambda_{rd}^{m}} \int_{0}^{v} \frac{z^\kappa}{1+z} \left( \frac{1}{z+C \gamma} \right)^{m_{sr}+\kappa} dz, \tag{59}
\]

where \( \kappa = m_{sr} + 2m_{rd} + k + m \).

Now, with the aid of (51), \( J_{4,1} \) can be evaluated as

\[
J_{4,1} = \left( \frac{\gamma C}{{\kappa} + 1} \right) F_1 \left( \kappa + 1; m_{sr} + \kappa, 1; \kappa + 2; -1, -\gamma C \right). \tag{60}
\]

Now, substituting (60) into (58), along with some rearrangements, yields (61), shown at the top of the next page. Finally, substituting (44), (54), (57) and (61) into (43), we obtain the ergodic capacity of the cooperative OMA system over the Fisher-Snedecor \( F \) composite fading channel.
\[ J_3 = \sum_{l=0}^{\infty} \frac{\Gamma(\omega_{st} + l) \Gamma(m_{sr} + l + 1) A_{st}^l}{\Gamma(\phi + 1) \Gamma(\omega_{st}) A_{rd}^{m_{sr} + l + 2}} F_1 \left( m_{sr} + l + 1; \omega_{st} + l, 1; m_{sr} + l + 2; -\frac{A_{sr}}{A_{rd}}, -\frac{1}{A_{rd}} \right) \]  

(57)

\[ J_4 = \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{(m_{rd} - m_{sd} + 1)_k (2m_{rd})_k (\omega_{sr})_m \Lambda_{rd}^m}{(2m_{rd} + 1)_k \Lambda_{rd}^{-n} k! (m_{sr} + 1)_m} \int_0^v \frac{z^{m_{rd} + k + m}}{1 + z} \left( \frac{1}{\Lambda_{rd} z + 1} \right)^{2m_{rd} + k} \left( \frac{1}{\Lambda_{sr} z + 1} \right)^{\omega_{sr} + m} dz \]  

(58)

\[ J_4 = \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{(\omega_{sr})_m (m_{rd} - m_{sd} + 1)_k 2m_{rd}}{(m_{sr} + 1)_m (2m_{rd} + n) (\gamma C)^{-m_{sr} + 2m_{rd} + 1} k!} F_1 \left( \kappa + 1; m_{sr} + \kappa, 1; \kappa + 2, -1, -\gamma C \right) \]  

(61)

B. Asymptotic Performance Analysis

In this section, we analyze the asymptotic capacity performance of the cooperative OMA system. At high SNR, the instantaneous capacity in \[37\] can be simplified to

\[ C_{OMA}^{\text{asym}} = \frac{1}{2} \log_2 \left( \min \left\{ |h_{sr}|^2, |h_{rd}|^2, |h_{sd}|^2 \right\} \right) . \]  

(62)

Similar to the analysis in Sec. \[\nu\] while assuming high SNR regime, it is easy to show that the asymptotic ergodic capacity for the OMA can be given by

\[ C_{OMA}^{\text{asym}} = \frac{1}{2 \ln(2)} \left( J_1^{\text{asym}} - J_2^{\text{asym}} - \Psi J_3^{\text{asym}} + \Psi T J_4^{\text{asym}} \right) , \]  

(63)

where \( J_1^{\text{asym}} \), \( J_2^{\text{asym}} \), \( J_3^{\text{asym}} \) and \( J_4^{\text{asym}} \) are given by

\[ J_2^{\text{asym}} = \int_1^v \frac{z^{2m_{rd} - 1} F_1 (\omega_{rd}, 2m_{rd}; 2m_{rd} + 1; -\Lambda_{rd} z)}{1 - z} dz, \]  

(64)

\[ J_3^{\text{asym}} = \int_0^v z^{m_{sr} - 1} F_1 ( m_{sr}, \omega_{sr}; m_{sr} + 1; -\Lambda_{sr} z) dz, \]  

(65)

\[ J_4^{\text{asym}} = \int_0^v z^{m_{sr} + 2m_{rd} - 1} F_1 \left( \omega_{sr}, 2m_{rd}; 2m_{rd} + 1; -\Lambda_{rd} z \right) \times 2 F_1 \left( m_{sr}, \omega_{sr}; m_{sr} + 1; -\Lambda_{sr} z \right) dz. \]  

(66)

The integral \( J_2^{\text{asym}} \) in (64), after using the transformation in (48), can be solved as

\[ J_2^{\text{asym}} = \frac{1}{2m_{rd} A_{rd}^{2m_{rd}}} 3 F_1 \left( 2m_{rd}, 2m_{rd}, \omega_{sr}; A_{sr}, A_{rd}, -1 \right), \]  

(67)

where \( A_{rd} = 2m_{rd} + 1 \) and \( F_3 (\cdot, \cdot, \cdot) \) is the generalized hypergeometric function \[37\] Eq. (9.14.1). Similarly, it does not pose any difficulty to show that

\[ J_3^{\text{asym}} = \frac{1}{m_{sr} A_{rd}^{m_{sr}}} 3 F_2 \left( m_{sr}, m_{sr}, \omega_{sr}; A_{sr}, A_{rd}, -\frac{A_{sr}}{A_{rd}} \right) \], \]  

(68)

where \( A_{sr} = 2m_{sr} + 1 \).

Now, to solve the integral \( J_4^{\text{asym}} \), we first apply the transformation in (48) and then replace the two hypergeometric functions with their series representation \[37\] Eq. (9.14.1). Along with some basic algebra and reordering of integration and summations, we can rewrite (66) as

\[ J_4^{\text{asym}} = \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{(m_{rd} - m_{sd} + 1)_k (2m_{rd})_k (\omega_{sr})_m \Lambda_{rd}^m}{(2m_{rd} + 1)_k \Lambda_{rd}^{-n} k! (m_{sr} + 1)_m} \times \int_0^v \left( \frac{1}{\Lambda_{rd} z + 1} \right)^{2m_{rd} + k} \left( \frac{1}{\Lambda_{sr} z + 1} \right)^{\omega_{sr} + m} dz. \]  

(69)

With the help of (51), we can straightforwardly evaluate the integral \( J_4^{\text{asym}} \) in closed-form. At this end, we can now write \( J_4^{\text{asym}} \) as in (70), given at the top of the next page.

Finally, substituting \( J_1^{\text{asym}} \), \( J_2^{\text{asym}} \), \( J_3^{\text{asym}} \) and \( J_4^{\text{asym}} \) into (63) yields a closed-form expression for the asymptotic ergodic capacity of the cooperative OMA system over Fisher-Snedecor \( F \) composite fading channels.

VI. RESULTS AND DISCUSSIONS

In this section, we present some numerical examples of the analytical expressions derived above along with Monte-Carlo simulations. All evaluations herein, unless specified otherwise, are based on the following system parameters: \( m_{sr} = m_{rd} = m_{sd} = 5 \), and \( C = 3 \).

To begin with, we plot in Fig. 2 the analytical and simulated results are in...
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The ergodic capacity of the cooperative NOMA and OMA systems is given by

\[ \mathcal{J}_{4}^{\text{asym}} = \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{(m_{sd} - m_{rd} + 1)_{k} (2m_{rd})_{k} (\kappa_{sr})_{m}}{(2m_{rd} + 1)_{k} (m_{sr} + 1)_{m}} \frac{\Lambda_{m}^{sr}}{\kappa \Lambda_{rd}^{k}} F_{1} \left( \kappa; \kappa_{sr} + m, 2m_{rd} + k; \kappa + 1; -\frac{\Lambda_{m}^{sr}}{\Lambda_{rd}} \right) \]  

(70)

where \( \mathcal{J}_{4}^{\text{asym}} \) is the asymptotic ergodic capacity, \( m_{sd}, m_{rd}, \) and \( m_{sr} \) are the number of multipath clusters for the S-to-D, R-to-D, and S-to-R links, respectively, and \( \kappa, \kappa_{sr} \) are the Nakagami parameters. The terms \( \Lambda_{m}^{sr}, \Lambda_{rd} \) are related to the fading severity parameters.

Figure 2a: Exact and asymptotic capacity for NOMA and OMA schemes. Fading parameter \( m_{i} = \{1, 5\} \)

(a) Exact and asymptotic capacity for NOMA and OMA schemes. Fading parameter \( m_{i} = \{1, 5\} \)

(b) Close-up extract of ergodic capacity for NOMA and OMA at high SNR. One-sided Gaussian \( (m_{i} = 0.5) \), Rayleigh \( (m_{i} = 1) \), Nakagami-\( m \) \( (m_{i} = 2) \).

Figure 2: Ergodic capacity as a function of \( \gamma \) for both the cooperative NOMA and OMA schemes over the Fisher-Snedecor \( F \) composite fading channel, when \( a_{2} = 0.01 \) and varying fading parameter \( m_{i} \), where \( i \in \{sr, rd, sd\} \).

The ergodic capacity, which verifies the accuracy of our analysis. Note that the analytical results for the NOMA and OMA systems are obtained from (13) and (38), respectively. It is evident that the NOMA approach outperforms the conventional one when SNR is relatively high, as shown in the extract in Fig. 2b, whereas the OMA approach tends to have better performance at low SNR values (Fig. 2a). Another observation worth highlighting is that as the fading parameter \( m_{i} \) is increased, the performance of both systems are enhanced. This is justified by the fact that increasing \( m_{i} \) implies increasing the number of multipath clusters arriving at the receiving node which consequently improves the received SNR. This positively influences the ergodic capacity performance. To further emphasize the versatility of the derived expressions, we present the effect of the fading parameters under special cases of one-sided Gaussian \( (m_{i} = 0.5) \), Rayleigh \( (m_{i} = 1) \) and Nakagami-\( m \) \( (m_{i} = 2) \) channels in Fig. 2b. As can be observed, the ergodic capacity improvement is clearly evident as the fading severity \( m_{i} \) is changed. Furthermore, Fig. 2a also presents the asymptotic ergodic capacity curves of the cooperative NOMA and OMA systems; these results are obtained using (13) and (38). It is visible that in the high SNR regime, the asymptotic curves are in very good agreement with the exact results and this indeed verify the accuracy of the derived asymptotic capacity expressions.

To illustrate the impact of the power allocation factor on the system performance, we present in Fig. 2 the ergodic capacity versus the power allocation factor \( a_{2} \) with different values of \( \gamma \) and fading parameters. The performance of the cooperative OMA system is also included in this plot for the sake of comparison. It is interesting to see that when \( a_{2} \) is either too small or too large, the performance of the NOMA approach degrades considerably which results in relatively poor performance compared to the OMA scheme. It is also noted that the performance gap between the two systems becomes more pronounced when SNR = 25dB compared to the case when SNR = 20dB. Similarly, in Fig. 2 we plot the ergodic capacity versus the power allocation factor \( a_{1} \) with different values of \( \gamma \) and fading parameters. Again, it can be observed that the performance of the NOMA scheme varies considerably when \( a_{1} \) is either too small or too large. This performance mirrors the change in \( a_{2} \) as expected since \( a_{1} + a_{2} = 1 \). Furthermore, in Figs. 3 and 4 the presence of a maxima indicates that when the power allocation factor is carefully selected, the NOMA approach is able to offer better performance, which means that optimizing this factor is crucial to maximizing the performance of the NOMA system.

In Fig. 5, we present the ergodic capacity of both NOMA and OMA schemes as a function of the shadowing parameters of the various links. Here we assume the fading parameters \( m_{sr} = m_{rd} = m_{sd} = 2 \) and \( C = 2 \). Also, while plotting the curves for the shadowing parameters on one link, we assume a fixed shadowing parameter for the other 2 links (moderate shadowing \( m_{sr} = 4 \)). We first observe that for regions with severe shadowing \( m_{s} < 2 \), the NOMA S-to-D link provides the best ergodic capacity, while the NOMA R-to-D link rapidly becomes improved to a similar capacity. Further decrease in the shadowing severity (as \( m_{s} \rightarrow \infty \)) presents noticeable improvements. On the other hand, for the OMA scheme, the capacities of both the S-to-D and R-to-D
It should be mentioned that due to the complexity of the derived expression in (13), it is not possible to obtain the optimal power allocation factor. Therefore, this further indicates the importance of selecting an appropriate power allocation factor.

Next, we investigate the impact of optimizing the power allocation parameter \( a_2 \) on the ergodic capacity performance. It should be mentioned that due to the complexity of the derived expression in (13), it is not possible to obtain the optimal \( a_2 \) in closed-form. However, it does not pose any difficulty to obtain numerical solutions using software tools. In this respect, extensive simulations were conducted to find the maximum achievable ergodic capacity that corresponds to the optimal \( a_2 \).

Fig. 6 depicts the maximum achievable ergodic capacity of the NOMA system over the Fisher-Snedecor \( F \) composite fading channels versus 

\[
\begin{align*}
\bar{m}_s &= m_{rd} = m_{sd} = 5.
\end{align*}
\]

One can clearly see from these results that the optimized NOMA system always outperforms the conventional one for all the system configurations under study. It is also worthwhile pointing out that increasing the fading parameter of the S-to-R link will improve the capacity for both cooperative NOMA and OMA systems.

VII. Conclusion

This paper has been devoted to the analysis of cooperative relaying wireless networks based on NOMA over Fisher-Snedecor \( F \) composite fading channels. The performance of conventional cooperative relaying systems, i.e., based on OMA, has also been studied for the sake of completeness and comparison. For both the NOMA and OMA systems under
consideration, we have derived exact and asymptotic closed-form expressions of the ergodic capacity in terms of special functions and converging power series. These expressions have been used to investigate the impact of various system and fading parameters on the capacity performance. Results have shown that the NOMA approach is able to achieve better performance compared to the OMA scheme in the high SNR region. Results have also demonstrated the positive impact of the multipath fading and the shadowing parameters on the system performance. In addition, optimizing the power allocation factor in the NOMA system is crucial to maximizing the average capacity.
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