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Abstract

We construct local coordinates for the Weinstein groupoid of a non-integrable Lie algebroid. To this end, we reformulate the notion of bi-submersion in a completely algebraic way and prove the existence of bi-submersions as such for the Weinstein groupoid. This implies that a $C^*$-algebra can be attached to every Lie algebroid.
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Introduction

Groupoids are very useful tools to understand the internal and external symmetries of various examples of dynamical systems, such as symplectic and Poisson structures, also foliations. Their power lies in the application of the following functors, which allow us to study a dynamical system from the classical and the quantum viewpoint.

- The “Lie” functor. That is, differentiating a groupoid to its algebroid. (One might also speak about the “integration” functor, that is integrating an algebroid to a groupoid).
- The “$\mathcal{C}^*$” functor: That is, attaching a $\mathcal{C}^*$-algebra to a groupoid.

By and large, groupoids arise from a process similar to the one introduced by Sophus Lie for differential equations, which eventually lead to the notion of a Lie group. In analogy with the case of Lie algebras, one can always integrate a Lie algebroid $A$ over $M$ to a local Lie groupoid, namely a smooth manifold $G$ with two submersions $G \to M$, endowed with a smooth partial multiplication which is defined only near the identity. However, unlike the intuition from Lie’s third theorem, having a groupoid with global partial multiplication often comes at the expense of its smoothness.

Recall that the work of Almeida and Molino [AM85] gives the first counterexample of a transitive Lie algebroid which does not integrate to a Lie groupoid. Mackenzie [Mac05] gave the cohomological obstruction to integrability in the transitive case. The work of Cattaneo and Felder [CF01] shows that in Poisson geometry we can obtain a source-simply connected topological groupoid with globally defined partial multiplication, but its topology may not be differentiable. In the work of Crainic and Fernandes [CF03] it is shown that such a groupoid exists for any Lie algebroid $A$ and be realised as a quotient of a space of paths on $A$ ($A$-paths), in analogy with the treatment given in [DK00] for Lie algebras. The name “Weinstein groupoid of $A$” and the notation $W(A)\xymatrix@1{\ar[r] & M}$ for this groupoid, were coined in this work. Moreover, the explicit obstructions to the differentiability of $W(A)$ were given, generalising the work of Mackenzie.

Topological groupoids arise in foliation theory as well. The holonomy groupoid of a foliation is a topological groupoid as such. It can be defined [AS09] for every foliation, even when the dimension of the leaves is not constant (singularities). However, it is a Lie groupoid only when the foliation is “almost regular” [Deb01]. Zambon [Zam18] generalised the construction of the holonomy groupoid to singular versions of Lie subalgebroids as well. Note that the notion of Lie algebroid is relaxed in both [AS09] and [Zam18]. Namely, the rank is allowed to be a semi-continuous function rather than constant.

Both of the “Lie” and “$\mathcal{C}^*$” functors apply to the category of Lie groupoids. Beyond this category, their application is not always possible: For local Lie groupoids the $\mathcal{C}^*$ functor fails. For general locally compact topological groupoids (with a Haar system), the $\mathcal{C}^*$ functor does apply but the Lie functor is meaningless, unless the topology is differentiable.

Although the topology of the groupoids constructed in [AS09] [Zam18] is extremely pathological, both functors can be applied on them (cf. [AZ20].

\footnote{Usually one is interested in attaching a pair of $\mathcal{C}^*$-algebras to a groupoid, namely the “full” and the “reduced” one.}
The reason for this is that these are \textit{diffeological} groupoids, namely they have well behaved (smooth) local coordinate systems, although their dimension varies. These local coordinates are called \textit{bi-submersions} and were introduced in [AS09].

\textbf{Coordinates for the Weinstein groupoid}

In this note we show that the Weinstein groupoid is a diffeological groupoid as well. In other words, we construct bi-submersions for $W p A q$. This is the crucial step towards applying both functors to $W p A q$, in particular the $C^*$-algebra construction given in [Zam18] Appendix.

Our construction starts from the following observations. The anchor map induces a morphism of $C^c(M)$-modules $\Gamma_c(A) \to X_c(M)$ which preserves the Lie brackets. The image $\mathcal{F}$ of this map is exactly the singular foliation of the base manifold $M$ induced by the Lie algebroid $A$. That is, $(M, \mathcal{F})$ is a singular foliation in the sense of [AS09] (a locally finitely generated and involutive submodule of $X_c(M)$). We obtain a short exact sequence of $C^c(M)$-modules:

$$0 \to \mathfrak{h} \to \Gamma_c(A) \to \mathcal{F} \to 0$$

The following observations are crucial:

- The kernel $\mathfrak{h}$ induces the foliation by points on $M$ (see [1.2.1]).
- The foliation $(M, \mathcal{F})$ integrates (in the sense of [AZ20]) to the holonomy groupoid $H(\mathcal{F})$ constructed in [AS09]. This becomes a diffeological groupoid using the path-holonomy bi-submersions constructed in [AS09]. Recall that the restriction of $H(\mathcal{F})$ to a leaf is a Lie groupoid (transitive).
- An $A$-path projects to a path which stays entirely in a leaf $L$ of the foliation $(M, \mathcal{F})$. Moreover, it suffices to consider only “small” paths as such.
- Restricting to a leaf $L$ we obtain a short exact sequence of Lie algebroids. The choice of a splitting for this sequence provides an isomorphism of the transitive Lie algebroid $A_L$ with the familiar (cf. [Mac05]) transitive Lie algebroid $A^c_L \oplus \mathfrak{h}_L$, where $A^c_L$ is the Lie algebroid of the restriction $H(\mathcal{F})^L$ of $H(\mathcal{F})$ to $L$.

Our principal result is that, a bi-submersion of the foliation $(M, \mathcal{F})$ and a bi-submersion of the trivial foliation $\mathfrak{h}$ can be combined to a new bi-submersion $(Z, s_Z, t_Z)$ of the foliation $(M, \mathcal{F})$. This new bi-submersion plays the role of coordinates for $W(A)$, even when $A$ is not integrable. More explicitly, $Z$ is a smooth manifold and $s_Z, t_Z : Z \to M$ are submersions such that:

a) The following $C^c(Z)$-module of vector fields on $Z$ is involutive (thus it is a singular foliation on $Z$):

$$\hat{\mathcal{F}}_Z = \Gamma_c(Z; \ker ds_Z) + \Gamma_c(Z; \ker ds_Z)$$

b) Each one of the submersions $s_Z, t_Z$ maps $(Z, \hat{\mathcal{F}}_Z)$ to $(M, \mathcal{F})$.

c) There is a map $\psi : Z \to W(A)$ which commutes with the source and target maps and carries the singular foliation $(Z, \hat{\mathcal{F}}_Z)$ to an appropriate singular foliation on $W(A)$. 
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The map \( \psi \) is crucial because it justifies viewing the bi-submersion \((Z,sZ,tZ)\) as local coordinates for \( W(A) \). Of course, when \( W(A) \) is not a Lie groupoid, there are no vector fields around to make sense of a foliation on \( W(A) \). So one needs to make the last statement precise.

**Reformulation of the notion of bi-submersion**

This calls for a complete reformulation of the notion of bi-submersion, so that it can make sense in the case of spaces without a smooth structure. We do this in sections \( \mathbb{2} \) and \( \mathbb{3} \), namely we show that the involutivity of the foliation \( \tilde{F}_Z \) can be reformulated to a purely algebraic condition. The easiest way to describe this condition is to look at what happens with Lie groupoids. Recall that a Lie groupoid \( \mathcal{G} \xrightarrow{\pi} M \) is a bi-submersion for the foliation \( (M,F) \) defined by its orbits.

Now consider the \( C^\omega(G) \)-module of vector fields \( \tilde{F}_G = \Gamma_c(G; \ker ds_G) + \Gamma_c(G; \ker ds_G) \). Our result is that the involutivity of \( \tilde{F}_G \) is equivalent to the existence of the map
\[
\mathcal{G} \times_s \mathcal{G} \times_t \mathcal{G} \to \mathcal{G} \times_s \mathcal{G} \times_t \mathcal{G}, \quad (g, h, \zeta) \mapsto (\zeta, gh^{-1} \zeta, g) \tag{0.2}
\]
Notice that this map uses up the groupoid multiplication. On the other hand, the bi-submersion \((Z,sZ,tZ)\) is a local object. So, in order to replace the involutivity of \( \tilde{F}_Z \) by the localized version of the map \( (0.2) \), we first observe that \((Z,sZ,tZ)\) carries a natural local Lie groupoid structure.

With this formulation in hand, the statement “\( \psi : Z \to W(A) \) carries the singular foliation \((Z,\tilde{F}_Z)\) to an appropriate singular foliation on \( W(A) \)” is equivalent to the fact that \( \psi \times_s \psi \times_t \psi \) commutes with the localisation of the map \( (0.2) \).

In the overall, it is worth noting that, since bi-submersions really provide an equivalent definition of a foliation, our reformulation allows to extend the notion of a foliation beyond smooth manifolds. We are not concerned with the study of such cases here, but it would be interesting to explore the range of applicability of the \( C^\omega \)-functor, using this generalised notion of bi-submersion.

**Construction of the map \( \psi \)**

The map \( \psi : Z \to W(A) \) is constructed making use of the following result from \[DK00\]: Every connected and simply connected Lie group \( H \) (finite dimensional) is the quotient of the Banach manifold \( P(\mathfrak{h}) \) of paths in its Lie algebra \( \mathfrak{h} \) by a certain kind of homotopy. Recall that the Weinstein groupoid \( W(A) \) is constructed following the same principle. Namely, it is the quotient of the Banach manifold \( P(A) \) of \( A \)-paths by \( A \)-homotopy.

The local group structure of \( Z \) allows us to view an element \( z \) of \( Z \) near the identity as a homotopy class of a pair of paths in appropriate Lie algebras: the first is a path on a fiber of \( A_L^T \) and the second is a path on the fiber of \( \mathfrak{h}_L \). Then, the splitting of the transitive Lie algebroid \( A_L \) to \( A_L^T \oplus \mathfrak{h}_L \) allows us to translate the previous pair of paths to an \( A \)-path of the Lie algebroid \( A \). We then define \( \psi(z) \in W(A) \) as the \( A \)-homotopy class of the latter \( A \)-path.

**Acknowledgements** I would like to thank Marco Zambon for several discussions and suggestions. Examples \( \mathbb{2.5}(b), \mathbb{2.16} \) and \( \mathbb{2.17} \) are by him.
1 Foliations and Lie algebroids

1.1 Foliations

Let $M$ be a smooth manifold without boundary, with finite dimension. Throughout the sequel, we will use the following notation:

- $\mathcal{X}(M)$ ($\mathcal{X}_c(M)$) is the $C^\infty(M;\mathbb{R})$-module of smooth (compactly supported) vector fields on $M$.

- If $E \to M$ is a vector bundle, $\Gamma E$ ($\Gamma_c E$) is the $C^\infty(M;\mathbb{R})$-module of smooth (compactly supported) sections of $E$.

Let us recall the following from [AS09].

a) Let $D$ be a $C^\infty(M;\mathbb{R})$-submodule $D$ of $\mathcal{X}_c(M)$, $U$ a smooth manifold and $f : U \to M$ a smooth map. We denote $f^*D$ the following $C^\infty(U;\mathbb{R})$-submodule of $\mathcal{X}_c(f^*TM)$:

$$f^*D = \{ \sum_{i=1}^k g_i \cdot (X_i \circ f) : k \in \mathbb{N}, g_i \in C^\infty_c(U;\mathbb{R}), X_i \in D \}$$

b) Put $f^{-1}(D)$ the following $C^\infty(U;\mathbb{R})$-submodule of $\mathcal{X}_c(U)$:

$$f^{-1}(D) = \{ X \in \mathcal{X}_c(U) : df \circ X \in f^*D \}$$

When $U$ is an open subset of $M$ and $\iota_U : U \to M$ the inclusion map we have $\iota_U^*(D) = \iota_U^{-1}(D) = \{ X \in D : \text{supp}(X) \subset U \}$. We denote the $C^\infty(U;\mathbb{R})$-submodule $\iota_U^*(D)$ by $D|_U$.

c) We say that a finite family of vector fields $X_i \in D$, $i = 1, \ldots, k$ generates the module $D$ over $U$ if

$$D|_U = C^\infty_c(U;\mathbb{R})X_1|_U + \ldots + C^\infty_c(U;\mathbb{R})X_k|_U$$

We say that this family of vector fields generates $D$ at the point $p \in M$ if it generates $D$ on an open neighborhood of $p$.

d) A generalised smooth distribution $(D, M)$ is a $C^\infty(M;\mathbb{R})$-submodule $D$ of $\mathcal{X}_c(M)$, which is finitely generated at every point $p \in M$. (Note that the minimal number of generating vector fields may differ from point to point.)

e) Let $f : U \to M$ be a submersion In [AS09] Prop. 1.10] it is shown that if $(M, D)$ is a generalised smooth distribution then $f^{-1}(D)$ is a generalised smooth distribution as well.

f) A generalized smooth distribution $(M, D)$ is called regular if there is a locally trivial vector subbundle $E \subseteq TM$ such that $D = \Gamma_c(E)$. Otherwise it is called singular.

g) A generalized smooth distribution $(M, D)$ such that $D$ is closed with respect to the Lie bracket of vector fields, is called a foliation. We use the notation $(M, \mathcal{F})$ instead of $(M, D)$ in this case.
h) The Stefan-Sussmann theorem shows that a foliation \((M,\mathcal{F})\) as such, induces a partition of \(M\) to immersed submanifolds, called leaves. Throughout the sequel we will assume that every leaf \(L\) is embedded. This assumption is only for the simplicity of the exposition. All of our results can be proven without difficulty for immersed leaves as well.

We will also use the following lemma in the sequel, which was proven in \([AZ13,\text{Lemma 2.2}]\) for foliations. Its proof is the same as the one in \([AZ13]\).

**Lemma 1.1.** Let \(f : U \to M\) be a surjective submersion with connected fibres. Let \((U,\mathcal{D}_U)\) be a generalised smooth distribution which satisfies:

- \(\Gamma_c(U;\ker df) \subseteq \mathcal{D}_U\) and
- \([\Gamma_c(U;\ker df),\mathcal{D}_U] \subseteq \mathcal{D}_U\).

Then there is a unique generalised smooth distribution \((M,\mathcal{D}_M)\) such that

\[
\mathcal{D}_U = f^{-1}(\mathcal{D}_M).
\]

Conversely, for any generalised smooth distribution \((M,\mathcal{D}_M)\) the generalised smooth distribution \((U,f^{-1}(\mathcal{D}_M))\) satisfies the two properties above.

Notice that, when \((U,\mathcal{D}_U)\) is a foliation, the second condition is implied by the first one, and in addition \((M,\mathcal{D}_M)\) is a foliation.

1.1.1 Fibers of a foliation

Let \((M,\mathcal{F})\) be a foliation, fix a point \(x\) in \(M\) and put \(L\) the leaf at \(x\). Recall from \([AS09]\) that we can attach the following two vector spaces to \(x\):

- The tangent space \(T_xL\) at the point \(x\) of the leaf \(L\) at \(x\);
- The quotient \(\mathcal{F}_x = \frac{\mathcal{F}}{I_x}\), where \(I_x = \{ f \in C^\infty(M) : f(x) = 0 \}\). It has finite dimension because the module \(\mathcal{F}\) is locally finitely generated. We call \(\mathcal{F}_x\) the fiber of \(\mathcal{F}\) at \(x\).

Evaluation defines a surjective linear map \(\mathcal{F}_x \to T_xL\), whence we have a short exact sequence:

\[
0 \to g_x \to \mathcal{F}_x \to T_xL \to 0
\]

The kernel \(g_x\) is a Lie algebra at every \(x \in M\). The following hold:

a) The vector fields \(X_1,\ldots,X_m \in \mathcal{X}_c(M)\) are a minimal generating set of \(\mathcal{F}\) in a neighborhood of \(x\) if and only if their classes \([X_1],\ldots,[X_m]\) are a basis of \(\mathcal{F}_x\). The proof of this result is exactly as in \([AS09]\ Prop. 1.5]\).

b) The dimension of \(\mathcal{F}_x\) is upper semi-continuous and it is not bound by the dimension of the manifold. We have \(\text{dim}(\mathcal{F}_x) = \text{dim}(\mathcal{F}_y)\) for every \(y \in L\).

c) The leaf \(L\) is regular if and only if \(\text{dim}(\mathcal{F}_x) = \text{dim}(T_xL)\). Equivalently, when \(g_x\) vanishes.

d) There is an open dense subset \(M_{\text{reg}} \subseteq M\) where \(\text{dim}(\mathcal{F}_x) = \text{dim}(T_xL)\) for every \(x \in M_{\text{reg}}\), whence \(M_{\text{reg}}\) is saturated by regular leaves. The restriction \(\mathcal{F}_{M_{\text{reg}}}\) is a projective module, namely it is the module of sections of a vector bundle (constant rank).
e) Put $A^F_\mathcal{L} = \cup_{x \in L} \mathcal{F}_x$. This is a transitive Lie algebroid over $L$ with anchor defined by the evaluation map (cf. \cite{AZ13}). Its $C^\infty(L)$-module of sections is $\tilde{\mathcal{F}}_L$, where $I_L = \{ f \in C^\infty(M) : f|_L = 0 \}$. We obtain the short exact sequence
\[ 0 \to \mathfrak{g}_L \to A^F_\mathcal{L} \to TL \to 0 \quad (1.1) \]
where $\mathfrak{g}_L$ is the bundle of Lie algebras whose fibers are isomorphic to $\mathfrak{g}_x$.

f) The Lie algebroid $A^F_\mathcal{L}$ is integrable. The restriction $H(\mathcal{F})_L^1$ of the holonomy groupoid of $\mathcal{F}$ to $L$ is a Lie groupoid and differentiates to $A^F_\mathcal{L}$ (cf. \cite{Deb13}).

### 1.1.2 Bi-submersions

In \cite{AZ13} Prop. 2.4 it was shown that the notion of a foliation $(M, \mathcal{F})$ is equivalent to the notion of bi-submersion introduced in \cite{AS09}. Let us recall the latter:

**Definition 1.2.** A bi-submersion of the foliation $(M, \mathcal{F})$ is a triple $(U, s, t)$ where $s : U \to M$ and $t : U \to M$ are submersions which satisfy:
\[ s^{-1}(\mathcal{F}) = t^{-1}(\mathcal{F}) = \Gamma_c(U; \ker ds) + \Gamma_c(U; \ker dt) \quad (1.2) \]

The primary examples are path-holonomy bi-submersions. These are the building blocks of the holonomy groupoid construction given in \cite{AS09}. Let us recall their construction.

**Example 1.3.** Choose $X_1, \ldots, X_m \in \mathcal{F}$ such that their classes $[X_1], \ldots, [X_m]$ are a basis of the fiber $\mathcal{F}_x$. Consider the projection map $s : M \times \mathbb{R}^m \to M$. There is an open neighbourhood $U$ of $(x, 0)$ in $M \times \mathbb{R}^m$ where the following map is defined:
\[ t(y, \lambda_1, \ldots, \lambda_m) = \exp(\sum_{i=1}^m \lambda_i X_i)(y) \]

The triple $(U, t, s)$ is a bi-submersion. It is called the minimal path-holonomy bi-submersion of $(M, \mathcal{F})$ at the point $x$. Of course we can apply this construction starting with local generators of $\mathcal{F}$ whose number is larger than $\text{dim}(\mathcal{F}_x)$. All the bi-submersions constructed in this way are called path-holonomy bi-submersions.

Let $(U, s, t)$ be a bi-submersion of the foliation $(M, \mathcal{F})$. The following are discussed in \cite{AS09}:

i) A bisection of $(U, s, t)$ is a closed submanifold $\beta$ of $U$ such that the restrictions $s|_\beta$ and $t|_\beta$ are local diffeomorphisms. We say that $\beta$ is a bisection at the point $u \in U$ if $u \in \beta$.

j) If $\beta$ is a bisection, the map $\varpi_\beta = t|_\beta \circ (s|_\beta)^{-1} : s(\beta) \to t(\beta)$ is a local diffeomorphism of $M$ such that $(\varpi_\beta)_s(\mathcal{F}|_{s(\beta)}) = \mathcal{F}|_{t(\beta)}$. If the bisection $\beta$ is at $u \in U$, we say that $u$ carries the local diffeomorphism $\varpi_\beta$. On the other hand, let $\varpi$ be a local diffeomorphism of $M$ which preserves the module $\mathcal{F}$ (appropriately restricted to the domain and image of $\varpi$). We say that the point $u \in U$ carries $\varpi$ iff there exists a bisection $\beta$ at $u$ such that $\varpi_\beta = \varpi$. 
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k) Let \((V, s, t, v)\) be another bi-submersion of \((M, F)\). If the points \(u \in U\) and \(v \in V\) carry the same local diffeomorphism \(\varpi\) as in the previous item, then there exist open neighbourhoods \(\tilde{U}_u\) of \(u\) and \(\tilde{V}_v\) of \(v\) and a smooth map \(\varpi_{u,v} : \tilde{U}_u \rightarrow \tilde{V}_v\) such that \(s_v \circ \varpi_{u,v} = s\) and \(t_v \circ \varpi_{u,v} = t\).

l) The inverse bi-submersion of \((U, s, t)\) is \((\overline{U}, \overline{\sigma}, \overline{t})\) where \(\overline{U} = U, \overline{\sigma} = t\) and \(\overline{t} = s\). If \(u \in U\) carries the local diffeomorphism \(\varpi\) with respect to the bi-submersion \((U, s, t)\) then \(u\) carries \(\varpi^{-1}\) with respect to the converse bi-submersion.

### 1.1.3 Holonomy groupoid

In \cite{AS09} it was shown that items (i), (j), (k), (l) above define an equivalence relation. The associated quotient is the holonomy groupoid \(H(F) \rightarrow M\). Hence bi-submersions of \((M, F)\) can be viewed as the coordinates of the holonomy groupoid. Let us recall the following from \cite{AS19} about this groupoid.

a) If \(V\) is an open subset of \(M\) then the holonomy groupoid of the restriction \(F|_V\) is the \(s\)-connected component of the restriction \(H(F)|_V = \{z \in H(F) : t(z) \in V\ and s(z) \in V\}\).

b) If the open subset \(V\) is saturated, then \(H(F|_V) = H(F)|_V\).

c) Let \(f : V \rightarrow M\) be a smooth map transverse to \(F\) (cf. \cite{AS09} §1.2.3]). Then \(H(f^{-1}(F))\) is the \(s\)-connected component of

\[
H(F)_f = \{(k_1, z, k_2) \in K \times H(F) \times K : t(z) = f(k_1) and s(z) = f(k_2)\}
\]

d) If moreover \(f : V \rightarrow M\) is a submersion with connected fibers and its image is saturated, then \(H(f^{-1}(F)) = H(F)_f\).

e) Let \(K\) be a saturated locally closed subset of \(M\). Then \(K\) is open in its closure \(\overline{K}\) and the closed subset \(Y = \overline{K} \setminus K\) is saturated. Consider the open \(V = M \setminus (\overline{K} \setminus K)\). It follows that \(H(F|_V)\) is the \(s\)-connected component of \(H(F)|_V\).

### 1.2 Lie algebroids

Let \(A \rightarrow M\) be a Lie algebroid (not necessarily integrable). Put \(\widehat{\rho} : A \rightarrow TM\) its anchor map and \((M, F)\) the underlying foliation, namely \(F\) is the module of vector fields generated by \(\widehat{\rho} \circ \sigma\) for every compactly supported section \(\sigma \in \Gamma_cA\).

#### 1.2.1 Exact sequences

Now fix a point \(x \in M\) and let \(V\) be an open neighbourhood of \(x\) in \(M\). The anchor map \(\widehat{\rho}\) induces a morphism of \(C^\infty(V)\)-modules \(\rho_V : \Gamma_c(V; A) \rightarrow F_V\) which is onto. Whence we obtain a short exact sequence of \(C^\infty(V)\)-modules

\[
0 \rightarrow \mathfrak{h}_V \rightarrow \Gamma_c(A_V) \xrightarrow{\rho_V} F_V \rightarrow 0 \tag{1.3}
\]

The kernel \(\mathfrak{h}_V\) comprises sections \(\sigma \in \Gamma_c(V; A)\) such that \(\rho \circ \sigma = 0\). We have:
a) The Lie bracket of $\Gamma_c(V;A)$ restricts to $\mathfrak{h}_V$; in fact, $\mathfrak{h}_V$ is a Lie-Rinehart algebra with the zero anchor map.

b) The fiber $\mathfrak{h}_x = \frac{\mathfrak{h}}{\mathfrak{h}_0}$ is a Lie algebra: Indeed, since the anchor map vanishes on sections in $\mathfrak{h}_V$, the Leibniz rule for the Lie bracket $[\cdot,\cdot]_A$ of $A$ implies that the formula $\langle [\xi,\eta],A \rangle = \langle [\xi,\eta]_A \rangle$ is well defined for all $\xi,\eta \in \mathfrak{h}_V$ (our notation $\langle \cdot,\cdot \rangle$ stands for the class in $\mathfrak{h}_x$ of $\xi \in \mathfrak{h}_V$). For every other point $y \in L$, the Lie algebra $\mathfrak{h}_y$ is isomorphic to $\mathfrak{h}_x$.

c) The anchor map satisfies $\rho_V(I_xA_V) \subseteq I_x\mathcal{F}_V$. Recall that the fiber $A_x$ is the quotient $\frac{\Gamma_x(V;A)}{I_x\Gamma_x(V;A)}$. Whence, we have an exact sequence of vector spaces

$$0 \rightarrow \mathfrak{h}_x \rightarrow A_x \rightarrow \mathcal{F}_x \rightarrow 0 \quad (1.4)$$

This implies that the dimension of $\mathfrak{h}_x$ is bounded by the rank of the vector bundle $A$. In fact, the dimension of $\mathfrak{h}_x$ is lower semi-continuous.

d) The sections $\nu_1, \ldots, \nu_k$ in $\mathfrak{h}_V$ are a minimal generating set of $\mathfrak{h}_V$ if and only if $[\nu_1, \ldots, \nu_k]$ is a basis of $\mathfrak{h}_x$. The proof of this result is exactly as in [AS09, Prop. 1.5]. It follows that the module $\mathfrak{h}_V$ is finitely generated.

e) If $\nu_1, \ldots, \nu_k$ is a minimal generating set of $\mathfrak{h}_V$, then $\rho_V(\nu_i) = 0$ for all $i = 1, \ldots, k$. In this sense, we say that the module $\mathfrak{h}_V$ induces the foliation by points on $V$.

f) We also have $\rho(I_LA_V) \subseteq I_L\mathcal{F}_V$, so we get an extension of transitive Lie algebroids

$$0 \rightarrow \mathfrak{h}_{L\cap V} \rightarrow A_{L\cap V} \rightarrow \mathfrak{h}_{L\cap V} \rightarrow 0 \quad (1.5)$$

The Lie algebra bundle $\mathfrak{h}_{L\cap V}$ is a totally intransitive Lie algebra, namely it is equipped with the zero anchor map. Again, it induces the foliation by points on $L \cap V$.

g) The Lie algebra bundle $\mathfrak{h}_{L\cap V}$ sits inside the isotropy Lie algebra bundle $\mathfrak{g}_{L\cap V} = \ker(\rho_{L\cap V})$ of the transitive Lie algebroid $A_{L\cap V}$. The quotient is the kernel $\mathfrak{g}_{L\cap V}$ of extension (1.3).

h) The semicontinuity of the dimension of $\mathfrak{h}_x$ implies that the set $M_A$ of points $x$ in $M$ such that $\mathfrak{h}_x$ does not vanish, is saturated and open. Its complement $M_A^- = M \setminus M_A$ is saturated and closed. Consider the inclusion $\iota : M_A^- \rightarrow M$ and put $\mathcal{F}_{M_A} = \iota^{-1}(\mathcal{F})$. Then $(\mathcal{F}_{M_A},\mathcal{F}_{M_A})$ is a singular foliation. Its leaves are the leaves of $\mathcal{F}$ which lie in $M_A$.

i) For every leaf $L$ in $M_A$ we have $A_L = A_L^\mathcal{F}$. Therefore, the restriction of $A$ to a every leaf $L$ in $M_A$ is an integrable transitive Lie algebroid. The restriction $A_{M_A}$ is the union of $A_L^\mathcal{F}$ for all leaves $L$ in $M_A$.

j) The dimension of leaves in $M_A^\mathcal{F}$ may not be constant, but since $\mathfrak{h}_x = 0$ for every $x \in M_A$ we have $A_x = A_x^\mathcal{F} = \mathcal{F}_x$ for every $x \in M_A$. This shows that the fibers of the foliation $(M_A^\mathcal{F},\mathcal{F}_{M_A})$ have constant rank. Whence this foliation is almost regular.
k) Since the holonomy groupoid of an almost regular foliation is always a Lie groupoid (cf. [Deb13]), it follows that $H(F_{M^c_A})$ is a Lie groupoid. The Lie algebroid of this groupoid is $A_{M^c_A}$, therefore $A_{M^c_A} = A_{M^c_A}^F$ is an integrable Lie algebroid. It follows that the restriction $W(A)_{M^c_A}$ of the Weinstein groupoid is a Lie groupoid. It is the monodromy groupoid of the foliation $(M^c_A, F_{M^c_A})$.

l) The relation between the sets $\partial M_{reg}$ and $M^c_A$ is controlled by the short exact sequence of Lie algebras

$$0 \to h_x \to g^A_x \to g_x \to 0$$

**Examples 1.4.**

a) Consider the transformation Lie algebroid of the action of $SL(2, \mathbb{R})$ on $\mathbb{R}^2$. Then $h_x$ is 1-dimensional at every $x \in \mathbb{R}^2 \setminus \{0\}$ and $h_0 = 0$.

b) Recall [AZ17, Ex. 3.8] the Lie algebroid defined by the Lie-Poisson structure on $\mathfrak{su}(2)^* \cong \mathbb{R}^3$. The (symplectic) foliation of this algebroid is not almost regular. However, $h_x = \mathbb{R}$ at every $x \in \mathbb{R}^3 \setminus \{0\}$ and $h_0 = 0$.

### 1.2.2 Splittings

Now choose a splitting $\sigma : A^F_{L \cap V} \to A_{L \cap V}$ of the exact sequence of vector bundles (1.5). We have:

- The splitting $\sigma$ determines uniquely a linear map $j : A_{L \cap V} \to h_{L \cap V}$ such that $\sigma = \rho \circ j$. The map $\sigma \oplus j : A_{L \cap V} \to A^F_{L \cap V} \oplus h_{L \cap V}$ is an isomorphism of vector bundles.

- Since the leaf $L$ is embedded, the bundles $A^F_{L \cap V}$ and $h_{L \cap V}$ are trivial, namely $A^F_{L \cap V} = (L \cap V) \times F_x$ and $h_{L \cap V} = (L \cap V) \times h_x$. Whence $A_{L \cap V}$ is also the trivial vector bundle $(L \cap V) \times (F_x \times h_x)$.

- The map $\sigma \oplus j$ becomes an isomorphism of Lie algebroids when the sections of $A^F_{L \cap V} \oplus h_{L \cap V}$ are endowed with the following Lie bracket

$$[X \oplus Y, V \oplus W] = [X, Y] \oplus (X(V) - Y(V)) + [V, W] - R_\sigma(X, Y)$$

for every $X, Y \in \Gamma(L \cap V; A^F_{L \cap V})$ and $V, W \in \Gamma(L \cap V; h_{L \cap V})$. Here $R_\sigma : A^F_{L \cap V} \times A^F_{L \cap V} \to h_{L \cap V}$ is the curvature of $\sigma$.

### 1.2.3 Small $A$-paths and splittings

Recall from [CP03] that the Weinstein groupoid $W(A) \to M$ is the quotient of the Banach manifold $P(A)$ of $A$-paths by the appropriate notion of homotopy, called $A$-homotopy. We will only use “small” $A$-paths here, this means $A$-paths which live in $A_V$, where $V$ is an open neighbourhood of $x$ in $M$. Let us recall their definition.

An $A_V$-path is a smooth map $\alpha : [0, 1] \to A_V$ such that for every $s \in [0, 1]$ we have

$$\rho \circ \alpha(s) = \frac{d}{dt}|_{t=s}(\pi \circ \alpha)(t)$$

(1.7)
We will denote the base path \( \pi \circ \alpha \) by \( \gamma : [0,1] \to V \). We assume \( \gamma(0) = x \). Equation (1.7) implies that the path \( \gamma \) stays in the leaf \( L \), namely \( \gamma(t) \in L \cap V \) for all \( t \in [0,1] \). Whence, it is also an \( A_{L \cap V} \)-path. We denote \( P_0(A) \) the Banach manifold of \( A \)-paths such that \( \alpha(0) \) is an element in the zero section.

In view of the exact sequence (1.3), equation (1.7) shows that small \( A \)-paths can be characterised in the following way:

**Proposition 1.5.** A smooth path \( \alpha : [0,1] \to A_V \) is an \( A_V \)-path whose base path lives in the leaf \( L \) if and only if \( \rho \circ \alpha \) is an \( A_{L \cap V}^F \)-path.

The proof is a straightforward application of the definitions, so we omit it.

The following observations are important:

- Since \( L \) is an embedded leaf, \( L \cap V \) is an open subset of \( L \) so the bundle \( A_{L \cap V}^F \) is the trivial bundle \( (L \cap V) \times F_x \). Therefore the path \( \rho \circ \alpha \) has the form \( \gamma \times \rho(\alpha) : [0,1] \to (L \cap V) \times F_x \). If \( \alpha(0) \) is a point in the zero section of \( A_{L \cap V} \) then \( \rho(\alpha) \in P_0(F_x) \). (Note that here we view \( F_x \) as an abelian Lie algebra. This is justified in Ex. 2.13)

- On the other hand, let us look at the path \( j \circ \alpha : [0,1] \to h_{L \cap V} \). The bundle \( h_{L \cap V} \) is also trivial, i.e. isomorphic to \( (L \cap V) \times h_x \). So the path \( j \circ \alpha \) can be written as \( \gamma \times j(\alpha) : [0,1] \to (L \cap V) \times h_x \), where \( \gamma \) is the base path of \( \alpha \) and \( j(\alpha) \) is a path in the Lie algebra \( h_x \). Again, if \( \alpha(0) \) is a point in the zero section of \( A_{L \cap V} \) then \( j(\alpha) \in P_0(h_x) \).

- Note that the path \( j(\alpha) \in P_0(h_x) \) is also a path in \( h_{L \cap V} \). If we consider \( h_{L \cap V} \) as a totally intransitive Lie algebroid, then \( j(\alpha) \) is an \( h_{L \cap V} \)-path over the constant path at zero. This is natural, since totally intransitive means that \( h_{L \cap V} \) is endowed with the zero anchor map, which induces the foliation by points of \( L \cap V \).

- It follows that the isomorphism \( \sigma \oplus j \) trivialises the vector bundle \( A_{L \cap V} \) as \( (L \cap V) \times (F_x \times h_x) \). It follows that every \( A_{L \cap V} \)-path \( \alpha \) corresponds to a path \( \gamma \times \rho(\alpha) \times j(\alpha) \), where \( \gamma \) is a path in \( L \cap V \), \( \rho(\alpha) \in P_0(F_x) \) and \( j(\alpha) \in P_0(h_x) \). In other words, \( \rho(\alpha) \times j(\alpha) \) is an element of \( P_0(F_x \times h_x) \), where \( F_x \times h_x \) is the cartesian product Lie algebra arising from the abelian Lie algebra \( F_x \) and the Lie algebra \( h_x \).

In [3] we’ll analyse the \( A \)-paths of the Lie algebroid \( A_{L \cap V}^F \). To this end, fix a choice of vector fields \( \xi_1, \ldots, \xi_n \) in \( F_V \) such that \( \langle \xi_1, \ldots, \xi_n \rangle \) is an orthonormal basis of the vector space \( F_x \). Orthonormality here makes sense up to the choice of a smooth fiberwise inner product on the original Lie algebroid \( A \). Indeed, it was shown in [AK19] that such a choice gives rise to a family of inner products \( \langle \cdot, \cdot \rangle_y \) on \( F_y \) for every \( y \in V \), which is smooth in a well defined way.

**Proposition 1.6.** Let \( (y, \alpha_x) \) be an element of \((L \cap V) \times P_0(F_x) \). Then there is a unique \( A_{L \cap V}^F \)-path \( \alpha^F = (\gamma_y, \alpha_x) \) such that \( y = \gamma_y(0) \). The map \((y, \alpha_x) \mapsto (\gamma_y, \alpha_x) \) is a bijection.

**Proof.** For every \( t \in [0,1] \) there are unique \( \lambda_1(t), \ldots, \lambda_n(t) \in \mathbb{R} \) such that \( \alpha_x(t) = \sum_{i=1}^n \lambda_i(t) \xi_i \). Orthonormality implies that \( \lambda_i(t) = \langle \alpha_x(t), \xi_i \rangle_x \) is a smooth function. Consider the time-dependent vector field \( X^t = \sum_{i=1}^n \lambda_i(t) \rho(\xi_i) \) and put \( \gamma_y(t) = \exp(X^t)(y) \).
**Remark 1.7.** Recall the homotopy relation defined in [DK00, Prop. 1.13.4]. It is easy to see that it corresponds to the notion of $A$-homotopy defined in [CF03].

The map defined in proposition [1.6] sends paths in $P_0(F_x)$ which are homotopic in this sense, to $A_{L,N}$-homotopic paths.

Moreover, consider paths $\zeta_i = \gamma_i \times \rho(\alpha_i) \times j(\alpha_i)$, $i = 1, 2$ such that $\gamma_1$ and $\gamma_2$ are homotopic rel end points and the paths $\rho(\alpha_1) \times j(\alpha_1)$, $\rho(\alpha_2) \times j(\alpha_2)$ in $P_0(F_\infty \times \xi)$ are homotopic in the sense of [DK00, Prop. 1.13.4]. Then the $A_{L,N}$-paths $\sigma \circ j(\zeta_1)$ and $\sigma \circ j(\zeta_2)$ are $A_{L,N}$-homotopic.

### 2 Bi-submersions

Here we explain better the notion of bi-submersion and reformulate it. Note that the bi-submersions we discuss here are slightly more general than Definition 1.2. Namely, we allow the submersions $s, t$ to take values in two different manifolds $M$ and $N$ respectively.

#### 2.1 Definition of bi-submersion

**Proposition 2.1.** Given two submersions $s: U \to M$ and $t: U \to N$ with connected fibers, the following are equivalent:

a) The $C^\infty(U; \mathbb{R})$-module $F_U = \Gamma_c(U; \ker ds) + \Gamma_c(U; \ker dt)$ is a foliation;

b) There are unique foliations $(M, F_M)$ and $(N, F_N)$ such that

$$s^{-1}(F_M) = t^{-1}(F_N) = \Gamma_c(U; \ker ds) + \Gamma_c(U; \ker dt)$$

**Note 2.2.** Notice that the characterization b) is the one used in definition 1.2. In this sequel we will focus on characterization a).

**Proof.** “a) $\Rightarrow$ b):” This implication follows applying Lemma 1.3 to the foliation $F_U$ and the maps $s, t$. “b) $\Rightarrow$ a):” On every small enough open subset of $U$ there exists a frame for $\ker ds$ consisting of vector fields $Y_i$ which are $t$-projectable (to elements of $F_N$), by the proof of [AZ13, Prop. 2.11b)]. In particular $[\Gamma(U; \ker dt), Y_i] \subset \Gamma(U; \ker dt)$, so $[\Gamma_c(U; \ker dt), \Gamma_c(U; \ker ds)] \subset F_U$ and therefore $F_U$ is involutive. $F_U$ is locally finitely generated (as $\ker dt, \ker ds$ are constant rank distributions), hence it is a foliation.

**Corollary 2.3.** Let $s: U \to M$ and $t: U \to N$ be two surjective submersions with connected fibers, denote $F_U := \Gamma_c(U; \ker ds) + \Gamma_c(U; \ker dt)$. If there is a generalised smooth distribution $F_M$ of $\mathcal{X}_c(M)$ such that $s^{-1}F_M = F_U$, then $F_M$ is a foliation, and there exists a (unique) foliation $F_N$ on $N$ such that $(U, s, t)$ is a bi-submersion for $F_M$ and $F_N$.

---

3This corollary is not used in the rest of this note.
Proof. The existence of the distribution \( F_M \) such that \( s^{-1}F_M = F_U \) implies that elements of \( F_U \) are \( s \)-projectable vector fields (and they project to \( F \) by \( s \)). As in the proof of (a) \( \Rightarrow \) (b) in Prop. 2.1 we have \( \Gamma(U; \ker ds), \Gamma(U; \ker dt) \subset F_U \), which implies that \( F_U \) is involutive. \( F_U \) is also locally finitely generated and the result follows by the implication (a) \( \Rightarrow \) (b) in Prop. 2.1.

Definition 2.4. Let \( s, t : U \to M \) be two submersions. We call the triple \( (U, t, s) \) a bi-submersion if it satisfies one of the 2 equivalent conditions in Proposition 2.1.

Examples 2.5. a) Let \( G \to M \) be a Lie groupoid with source and target maps \( s \) and \( t \) respectively. Then \( M \) is endowed with the foliation \( F = dt(\Gamma_u(AG)) \). It was shown in [AS09] that \( (G, t, s) \) is a bisubmersion for the foliation \( (M, F) \). We will reprove this in Example 2.12.

b) We recall the notion of full dual pair in Poisson geometry from [Wei83, §8]. Let \( M, N \) be Poisson manifolds. A full dual pair consists of a symplectic manifold \( (U, \omega) \) with surjective submersions \( s : U \to M \) and \( t : U \to N \) which are Poisson and anti-Poisson maps respectively, and such that \( \ker(s|_u) \) and \( \ker(t|_u) \) are symplectic orthogonal subspaces of \( T_uU \) for all \( u \in U \). In the following we denote by \( X_F \) the hamiltonian vector field of the function \( F \) (\( F \) may be defined on \( M, N \) or \( U \)).

A full dual pair is an example of bi-submersion as in Def. 2.4. Indeed, \( \Gamma(U; \ker ds) \) is generated by \( \{X_{s^*_g} : g \in C^\infty(N)\} \) while \( \Gamma(U; \ker dt) \) is generated by \( \{X_{t^*_g} : g \in C^\infty(M)\} \), and \( [X_{t^*_g}, X_{s^*_f}] = 0 \) since \( \ker(s|_u) \) and \( \ker(t|_u) \) are symplectic orthogons. Therefore \( \Gamma(U; \ker ds) + \Gamma(U; \ker dt) \) is involutive.

The foliation induced on \( N \) is \( \{X_g : g \in C^\infty(N)\} \), so that its leaves are exactly the symplectic leaves of \( N \), and similarly for \( M \). (To check this use that \( X_{t^*_g} \) is a \( t \)-projectable vector field on \( U \), which \( t \)-projects to \( X_g \).)

In Poisson geometry, it is well known that the underlying symplectic foliations of two Poisson structures which form a full dual pair have equivalent longitudinal and transversal structure. This is true more generally for bi-submersions as in definition 2.4.

Proposition 2.6. Let \( s : U \to M \) and \( t : U \to N \) be surjective submersions. Denote \( F_t := \Gamma(U; \ker ds) + \Gamma(U; \ker dt) \). Let \( F_M \) be a foliation on \( M \) such that \( s^{-1}F_M = F_U \). Then \( (U, s, t) \) is a bi-submersion. In particular, there is a unique foliation \( F_N \) on \( M \) such that \( t^{-1}F_N = F_U \).

Proof. By Lemma 1.1 we have \( [\Gamma(U; \ker ds), F_U] \subset F_U \). Therefore \( [\Gamma(U; \ker ds), \Gamma(U; \ker dt)] \subset F_U \), so \( F_U \) is involutive. In particular \( [\Gamma(U; \ker dt), F_U] \subset F_U \), so applying Lemma 1.1 to the submersion \( t \) we are done.

The following results are proven in [GZ19, Prop. 2.5].

Proposition 2.7. Let \( (U, s, t) \) be a bi-submersion. Assume that \( s : U \to M \) and \( t : U \to N \) are submersions and the \( s \)-fibers and \( t \)-fibers are connected. Then:

a) There is a bijection between the spaces of leaves of \((N, F_N)\) and \((M, F_M)\).
b) Let \( L_x \) be a leaf of \( N \) through a point \( x \) and \( L_y \) the corresponding leaf of \( M \). Choose slices \( S_x \) at \( x \) and \( S_y \) at \( y \). Then the foliated manifolds \( (S_x, F_N|_{S_x}) \) and \( (S_y, F_M|_{S_y}) \) are diffeomorphic.

### 2.2 Reformulating the notion of bi-submersion

Let \( s: U \to M \) and \( t: U \to N \) be two submersions. We consider the triple \((W, p, q)\), where \( W := U \times_s U \times_t U \) and \( p = p_1, q = p_3 : W \to U \). Further we denote \( F_U := \Gamma(U; \ker ds) + \Gamma(U; \ker dt) \), as in Prop. 2.4. The next lemma is an immediate consequence of the definitions.

**Lemma 2.8.** Let \((U, s, t)\) be a bi-submersion. Then \((W, p, q)\) is a bi-submersion for the foliation \( F_U \).

**Theorem 2.9.** Let \( s: U \to M \) and \( t: U \to N \) be submersions. The following are equivalent:

a) \((U, s, t)\) is a bi-submersion.

b) For every \( \tilde{u} \in U \) there exists a neighborhood \( W_{\tilde{u}} \) of \((\tilde{u}, \tilde{u}, \tilde{u})\) in \( W \) and a smooth map \( \phi_{\tilde{u}} : W_{\tilde{u}} \to W \) such that \( \phi_{\tilde{u}}(u, u, u) = (u, u, u) \) for all \( u \in W_{\tilde{u}} \) and \( p \circ \phi = q, q \circ \phi = p \).

The proof of one implication in Prop. 2.9 is easy, and is given just below. The proof of the converse is more involved. We prefer to place this proof in appendix A so as not to interrupt the flow of ideas.

**Proof of “a) \( \Rightarrow \) b)” in Theorem 2.9.** (\( W, p, q \)) is a bi-submersion for the foliation \( F_U \) on \( U \), by Lemma 2.8. The embedding of \( U \) in \( W \), as \{\( (u, u, u) : u \in U \}\), is a (global) bisection for both the bi-submersion \((W, p, q)\) and the inverse bi-submersion \((W, q, p)\). In both cases the diffeomorphism of \( U \) it carries is the same, namely, the identity \( Id_U \). It follows from item (k) in §1.1.2 that for every \( \tilde{u} \in U \) there exists a neighborhood \( W_{\tilde{u}} \) of \((\tilde{u}, \tilde{u}, \tilde{u})\) in \( W \) and a smooth morphism of bi-submersions \( \phi_{\tilde{u}} : (W_{\tilde{u}}, p, q) \to (W, q, p) \) which is the identity on the above bisection.

Theorem 2.9 allows us to reformulate the notion of bi-submersion as in Definition 2.10 below. This definition makes sense beyond the smooth category.

**Definition 2.10.** Let \( M \) be a smooth manifold. A bi-submersion on \( M \) is a triple \((U, s, t)\) where \( s: U \to M \) and \( t: U \to M \) are submersions and for every \( \tilde{u} \in U \) there exists a neighborhood \( W_{\tilde{u}} \) of \((\tilde{u}, \tilde{u}, \tilde{u})\) in \( W \) and a smooth map \( \phi_{\tilde{u}} : W_{\tilde{u}} \to W \) such that \( \phi_{\tilde{u}}(u, u, u) = (u, u, u) \) for all \( u \in W_{\tilde{u}} \) and \( p \circ \phi = q, q \circ \phi = p \).

From the implication \( b) \Rightarrow a) \) in Theorem 2.9 which is proven in appendix A we obtain:

**Corollary 2.11.** A triple \((U, s, t)\) satisfying definition 2.10 is a bi-submersion in the sense of Def. 2.4.

In §2.4 we will provide examples for the statements made so far.
2.3 On the formula of the map $\phi_\bar{u}$

Here we give the explicit formula of the map $\phi_\bar{u}$ at points of the form $(u_1, \bar{u}, u_2)$ such that $u_1$ and $u_2$ are near $\bar{u}$. We'll see in appendix A that the general formula of $\phi_\bar{u}$ is similar.

To this end, first note that the following conditions imply condition (b) in Thm. 2.9:

1. For every $v \in U$ such that $(\bar{u}, \bar{v}, v) \in W_\bar{u}$ we have $\phi_\bar{u}(\bar{u}, \bar{v}, v) = (v, v, \bar{u})$
2. For every $v' \in U$ such that $(v', \bar{u}, \bar{v}) \in W_\bar{u}$ we have $\phi_\bar{u}(v', \bar{u}, \bar{v}) = (\bar{u}, v', v')$

If we assume that $\phi_\bar{u}$ satisfies (1) and (2), its role becomes much clearer:

Consider $X \in \Gamma(U; \ker d\sigma)$ and $Y \in \Gamma(U; \ker dt)$ and denote $\varphi^X$ and $\varphi^Y$ their flows. Then for every $t$ sufficiently small the elements $(\varphi^X_t(\bar{u}), \bar{u}, \bar{u})$ belong in $W'$, so $\phi_\bar{u}(\varphi^X_t(\bar{u}), \bar{u}, \bar{u}) = (\bar{u}, \varphi^X_t(\bar{u}), \varphi^X_t(\bar{u}))$. Differentiating this we get $(\phi_\bar{u})_u(X(\bar{u}), 0, 0) = (0, X(\bar{u}), X(\bar{u}))$. Likewise, for every small $t$ the elements $(\bar{u}, \bar{u}, \varphi^X_t(\bar{u}))$ belong in $W'$, so $\phi_\bar{u}(\bar{u}, \bar{u}, \varphi^X_t(\bar{u})) = (\varphi^Y_t(\bar{u}), \varphi^X_t(\bar{u}), \bar{u})$. Again by differentiating we have $(\phi_\bar{u})_u(0, 0, Y(\bar{u})) = (Y(\bar{u}), Y(\bar{u}), 0)$. Eventually we get:

$$(\phi_\bar{u})_u(X(\bar{u}), 0, Y(\bar{u})) = (\phi_\bar{u})_u(X(\bar{u}), 0, 0) + (\phi_\bar{u})_u(0, 0, Y(\bar{u}))$$

$$(0, X(\bar{u}), X(\bar{u})) + (Y(\bar{u}), Y(\bar{u}), 0) = (Y(\bar{u}), X(\bar{u}) + Y(\bar{u}), X(\bar{u}))$$

The equation $(\phi_\bar{u})_u(X(\bar{u}), 0, Y(\bar{u})) = (\phi_\bar{u})_u(X(\bar{u}), 0, 0) + (\phi_\bar{u})_u(0, 0, Y(\bar{u}))$ says that for every small $t$ the element $(\varphi^X_t(\bar{u}), \bar{u}, \varphi^Y_t(\bar{u}))$ belongs in $W'$. On the other hand, the equation

$$(\phi_\bar{u})_u(X(\bar{u}), 0, Y(\bar{u})) = (Y(\bar{u}), X(\bar{u}) + Y(\bar{u}), X(\bar{u}))$$

gives a way to compute the middle term $z$ in the expression $\phi_\bar{u}(\varphi^X_t(\bar{u}), \bar{u}, \varphi^Y_t(\bar{u})) = (\varphi^Y_t(\bar{u}), z, \varphi^X_t(\bar{u}))$. Specifically,

$z = \varphi^X_{t} + Y(\bar{u})$

For the sake of completeness, we clarify further the flow $\varphi^{X+Y}$. In Pos88 we find the following formula for the flow of the sum of two time-dependent vector fields:

$$\varphi^{X+Y}_{t,s} = \varphi^{X}_{t,0} \circ \varphi^{Y}_{s,0} \circ \varphi^{X}_{0,s}$$

When the vector field $X$ is not time-dependent we have $\varphi^{X}_{t,s} = \varphi^{X}_{t-s}$, so formula (2.1) becomes:

$$\varphi^{X+Y}_{t-s} = \varphi^{X}_{t} \circ \varphi^{Y}_{s} \circ \varphi^{X}_{s}$$

Whence

$$z = \varphi^{X+Y}_{t-s}(\bar{u}) = \left(\varphi^{X}_{t} \circ \varphi^{Y}_{s}\right)(\bar{u})$$

Moreover, putting $t = 1$ and $s = 0$ in (2.2) we obtain:

$$exp(X + Y)(\bar{u}) = exp(X) \left(exp \left(\varphi^{X}_{t}\right)(Y)(\bar{u})\right)$$
2.4 Examples

Here we provide a few examples for Theorem 2.9.

Example 2.12. If $\mathcal{G} \ni M$ is a Lie groupoid, there exists a global map $\phi$. Indeed, put $W = \mathcal{G} \times_s \mathcal{G} \times_t \mathcal{G}$ and consider the map

$$\phi_G : W \to W, \quad (g, h, \zeta) \mapsto (\zeta, gh^{-1}\zeta, g) \quad (2.5)$$

It obviously satisfies $p \circ \phi_G = q$, $q \circ \phi_G = p$, and fixes points $(g, g, g)$ for every $g \in \mathcal{G}$. Also note that $\phi_G$ satisfies conditions (1) and (2) in 2.3 for every $(g, g, h)$ and $(h, \zeta, \zeta)$. So locally, the map $\phi_G$ is given by the formula (2.3). Further, $\phi_G$ is an involution, i.e. $\phi_G \circ \phi_G = Id_W$.

In fact formula (2.3) models the map $\phi_\mathcal{G}$ mentioned in theorem 2.9 for several interesting bisubmersions, as we show in the next examples.

Example 2.13. Recall from Ex. 2.3 the path-holonomy bi-submersion $(V \times B^n, s, t)$ of the foliation $(M, \mathcal{F})$ at the point $x \in M$. That is, $V$ is an open neighborhood of $x$ in $M$, $B^n$ is a small ball around 0 of $\mathbb{R}^n = \mathcal{F}_x$, $s$ is the projection and $t(x, \lambda_1, \ldots, \lambda_n) = \exp(\sum_{i=1}^n \lambda_i X_i)(x)$, where $X_1, \ldots, X_n$ are generators of $\mathcal{F}$ in a neighborhood of $x$. Now consider $B^n$ as the additive (abelian) local Lie group. That is to say, the map $\phi_{V \times B^n}$ is given by:

$$\phi_{V \times B^n}(x, \lambda), (y, p), (z, q) = ((z, q), (y, \lambda - p + q), (x, \lambda)) \quad (2.6)$$

for every $\lambda, p, q \in B^n$ such that the sum $\lambda - p + q$ is defined. Notice that the unique foliation constructed in Prop. 2.10 is exactly the original foliation $\mathcal{F}$ (restricted to $V$). That is because the map $t$ is defined using generators of $\mathcal{F}$.

Remark 2.14. Example 2.13 can also be seen as the local version of example 2.12. See [AS09, Ex. 3.4, item 4].

Example 2.15. Let $A \to M$ be a Lie algebroid, which is not necessarily integrable. Put $\rho : A \to TM$ its anchor map and fix a point $x \in M$. Let $V$ be an open neighborhood of $x$ in $M$. Let $H_x$ be the connected and simply connected Lie group whose Lie algebra is $\mathfrak{h}_x$. Let $U$ be a small neighborhood of $(0, e)$ in $V \times H_x$ and put $s : U \to M$ the projection. Consider the submersion $t : U \to M$ defined as follows:

- Choose sections $\xi_1, \ldots, \xi_k$ in $\mathfrak{h}_V$ such that $\langle \xi_1 \rangle, \ldots, \langle \xi_k \rangle$ is a basis of $\mathfrak{h}_x$.
- Let $(y, h) \in U$. By shrinking $U$ if necessary, we may assume $h$ is sufficiently close to the identity, so that $h = \exp(\xi)$ for a unique $\xi \in \mathfrak{h}_x$. Let $\xi = \lambda_1 \xi_1 + \ldots + \lambda_k \xi_k$ for unique $\lambda_1, \ldots, \lambda_k \in \mathbb{R}$.
- Put $t(y, h) = \exp(\sum_{i=1}^k \lambda_i \rho(\xi_i))(y)$. Of course, $\rho(\xi_i) = 0$ for every $i = 1, \ldots, k$, so $t(y, h) = s(y, h) = y$.

Now let us show that the triple $(U, t, s)$ is a bi-submersion. Put $\tilde{u} = (x, e)$. Near the identity element $e \in H_x$, the group multiplication is defined only locally (Baker-Campbell-Hausdorff formula). In other words, there is a small neighbourhood $W$ of $\tilde{u}$ in $U$ where the map $\phi_{\mathfrak{g}} : W \times_s W \times_t W \to W \times_s W \times_t W$ with the following formula:

$$\phi_{\mathfrak{g}}((y, h_1), (y, h_2), (y, h_3)) = ((y, h_3), (y, h_1^{-1}h_2), (y, h_1))$$

is an involution, i.e. $\phi_{\mathfrak{g}} \circ \phi_{\mathfrak{g}} = Id_W$. That is because the map $\exp$ satisfies conditions (1) and (2) in 2.3 for every $(y, g, h)$ and $(h, \zeta, \zeta)$. So locally, the map $\phi_{\mathfrak{g}}$ is given by the formula (2.3). Further, $\phi_{\mathfrak{g}}$ is an involution, i.e. $\phi_{\mathfrak{g}} \circ \phi_{\mathfrak{g}} = Id_W$.
As we observed in the last item above, this bi-submersion induces the trivial foliation $\mathcal{F} = 0$ on $V$. That is, the foliation by points of $V$.

Examples 2.13 and 2.15 can be combined to give a bi-submersion for the Weinstein groupoid. This is the subject of §4.

The following examples are by Marco Zambon. They show that the answer to the question “does every pair of submersions give rise to a bi-submersion?”, is negative.

**Example 2.16.** Fix $f \in C^\infty(\mathbb{R})$ (a simple case to consider is $f(x) = x^3$). We consider two submersions $U = \mathbb{R}^2 \to M = \mathbb{R}$. The first is $s(x,y) = y$. The second is $t(x,y) = f(x) - y$. Notice that $\ker(s_t) = \frac{\partial}{\partial x}$ and $\ker(t_s) = \frac{\partial}{\partial x} + f'(x)\frac{\partial}{\partial y}$.

$\hat{F}$ is involutive iff $f'$ is nowhere zero or it is the zero function. This is seen computing $[\frac{\partial}{\partial x}, f'(x)\frac{\partial}{\partial y}] = f''(x)\frac{\partial}{\partial y}$, and noticing that $f''$ is a $C^\infty(\mathbb{R})$-multiple of $f'$ iff $f'$ is nowhere zero or it is the zero function.

The set $W = U \times_s U \times_t U$ is

$$\{ (y_1 = y_2, f(x_2) - y_2 = f(x_3) - y_3) \subseteq \mathbb{R}^6 \}$$

Hence it is diffeomorphic to $\mathbb{R}^4$ with coordinates $(x_1, y_1, x_2, x_3)$, with projections $p$ mapping to $(x_1, y_1) \in \mathbb{R}^2$ and $q$ mapping to $(x_3, f(x_3) - f(x_2) + y_1) \in \mathbb{R}^2$.

We have $\ker(q_*) = \langle \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2} + f'(x_2)\frac{\partial}{\partial y_1} \rangle$ and $\ker(p_*) = \langle \frac{\partial}{\partial x_2}, \frac{\partial}{\partial x_3} \rangle$. Further,

$$p^{-1}(\hat{F}) = \langle \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2} + f'(x_2)\frac{\partial}{\partial y_1}, \frac{\partial}{\partial x_2}, \frac{\partial}{\partial x_3} \rangle.$$

If $f'$ never vanishes, or if it is the zero function, we see that $\ker(p_*) + \ker(q_*)$ agrees with $p^{-1}(\hat{F})$. Otherwise, neither module of vector fields is contained in the other.

Let us fix a point $(x,y) \in \mathbb{R}^2$ and try to find a map $\phi := \phi(x,y,x,x)$ defined near $(x,y,x,x)$. The conditions $p \circ \phi = q$, $q \circ \phi = p$ leave as only possibility maps of the form

$$(x_1, y_1, x_2, x_3) \mapsto (x_3, f(x_3) - f(x_2) + y_1, z, x_1)$$

where $z = z(x_1, y_1, x_2, x_3)$ satisfies $f(z) = f(x_1) + f(x_3) - f(x_2)$. If $f'$ never vanishes then $f$ is a diffeomorphism onto its image, and (nearby $(x,y,x,x)$) we can invert it and take $z = f^{-1}(f(x_1) + f(x_3) - f(x_2))$. If $f$ is constant, any smooth function $z$ will do.

In the remaining cases, Thm. 2.9 states that there is a point $(x,y) \in \mathbb{R}^2$ for which there is no smooth function $z$ as above. For instance, taking $f = x^3$ and the point $(0,0) \in \mathbb{R}^2$ (for any $y$), the only possibility for $z$ is $z(x_1, y_1, x_2, x_3) = \sqrt{x_1^3 + x_3^3 - x_2^2}$, which is continuous but not smooth.

We now present an example where $\hat{F}$ is regular but not involutive.

**Example 2.17.** We consider two submersions $U = \mathbb{R}^3 \to M = \mathbb{R}$. The submersion $s$ maps $(x,y,z)$ to $(x,z)$, while $t$ maps it to $(y, z-x_2)$. Notice that

---

4We also have that $\hat{F}$ is regular exactly when $f'$ is nowhere zero or it is the zero function. Hence, in this very example, $\hat{F}$ is involutive iff it is regular.

5We denote the coordinates of $\mathbb{R}^6$ by $(x_1, y_1, x_2, y_2, x_3, y_3)$.
ker(sₐ) = ⟨\frac{\partial}{\partial y}⟩ and ker(tₐ) = ⟨\frac{\partial}{\partial x} + y\frac{\partial}{\partial z}⟩. So \(\bar{F}\) is non-involutive (it is the kernel of the standard contact 1-form \(dz - ydx\)).

The set \(W = U \times U \times U\) is the subset of \(\mathbb{R}^3\) given by \(\{x_1 = x_3, z_1 = z_2, y_2 = y_3, z_2 - x_2y_2 = z_3 - x_3y_3\}\). Hence it is diffeomorphic to \(\mathbb{R}^3\) with coordinates \((x_1, y_1, z_1, y_2, x_3)\), with projections \(p\) mapping to \((x_1, y_1, z_1) \in \mathbb{R}^3\) and \(q\) mapping to \((x_3, y_2, z_1 + (x_3 - x_1)y_2)\).

We have \(ker(pₙ) = \langle \frac{\partial}{\partial y_2}, \frac{\partial}{\partial z_2} \rangle\) and \(ker(qₙ) = \langle \frac{\partial}{\partial y_1}, \frac{\partial}{\partial z_1} + y_2\frac{\partial}{\partial x_3} \rangle\). Further, \(p^{-1}(\bar{F}) = \langle \frac{\partial}{\partial y_1}, \frac{\partial}{\partial x_2} + y_1\frac{\partial}{\partial z_2}, \frac{\partial}{\partial y_2}, \frac{\partial}{\partial x_3} \rangle\).

So neither of \(ker(pₙ) + ker(qₙ)\) or \(p^{-1}(\bar{F})\) is contained in the other.

We fix \((x, y, z) \in \mathbb{R}^3\) and try to find a map \(\phi := \phi_{(x, y, z, x)}\) defined near \((x, y, z, x)\). The condition \(q \circ \phi = p\) leaves as only possibility

\[
(x_1, y_1, z_1, y_2, x_3) \mapsto (x_3, y_2, z_1 + (x_3 - x_1)y_2, z, w).
\]

Here the condition \(p \circ \phi = q\) forces \(z = y_1\) and \(w = x_1\). But this leads to contradiction, as \(z_1 + (x_3 - x_1)y_2 + (x_1 - x_3)y_1 \neq z_1\). We conclude that a map \(\phi\) does not exist.

### 3 Bi-submersions of an Integrable Lie Algebroid

The purpose of this section is to extend the formulation of bi-submersions we gave in definition 2.10 to the bi-submersions of an integrable Lie algebroid introduced in [Zam18, Definition 2.4]. We start by recalling this definition. To this end, we have to fix some notation first.

**Notation 3.1.** Let \(\mathcal{G} \longrightarrow M\) be a Lie groupoid. We denote its source and target maps by \(s, t\) respectively and its Lie algebroid by \(A\mathcal{G}\). Recall that \(A\mathcal{G} = (ker\, ds)|_M\) is the pullback of the vertical vector bundle \(ker\, ds \to \mathcal{G}\) by the unit inclusion map \(M \to \mathcal{G}\).

a) Put \(\Gamma^R\mathcal{G}\) the \(C^\infty(\mathcal{G})\)-module of (compactly supported) right-invariant vector fields of \(\mathcal{G}\). Recall that this is a submodule of \(\Gamma_s\, ker\, ds\). We denote its elements by \(\sigma\). Recall that every section \(\sigma\) of the Lie algebroid \(A\mathcal{G}\) corresponds to a unique right-invariant vector field \(\sigma\).

b) Likewise, put \(\Gamma^L\mathcal{G}\) the module of (compactly supported) left-invariant vector fields of \(\mathcal{G}\), which is a submodule of \(\Gamma_t\, ker\, dt\). We denote a vector field as such by \(\sigma\). It also corresponds to a unique section of \(A\mathcal{G}\) as well.

c) We denote \((M, \mathcal{F}^\mathcal{G})\) the foliation defined by \(\mathcal{G}\), that is \(\mathcal{F}^\mathcal{G} = dt(\mathcal{G})\).

Definition 3.2 below is really [Zam18, Definition 2.4], applied to the singular subalgebroid \(\Gamma_c(\mathcal{G})\).

**Definition 3.2.** A bi-submersion of \(\mathcal{G}\) is a triple \((U, \psi, \mathcal{G})\) such that:

a) \(\psi : U \to \mathcal{G}\) is a smooth map.

\(^6\)We denote the coordinates of \(\mathbb{R}^3\) by \((x_1, y_1, z_1, x_2, y_2, z_2, x_3, y_3, z_3)\)
b) The maps $s_U = s \circ \psi$ and $t_U = t \circ \psi$ are submersions.

c) For every $\sigma \in \Gamma_c(A\mathcal{G})$ there is $Z \in \mathcal{X}_c(U)$ which is $\psi$-related to $\sigma$ and $W \in \mathcal{X}_c(U)$ which is $\psi$-related to $\sigma$.

d) $\psi^{-1}(\Gamma_c^IT\mathcal{G}) = \Gamma_c(U; \ker ds_U)$ and $\psi^{-1}(\Gamma_c^IT\mathcal{G}) = \Gamma_c(U; \ker dt_U)$.

**Examples 3.3.**

a) The Lie groupoid $\mathcal{G} \rightarrow M$ is a bi-submersion of $A\mathcal{G}$ with $\psi = \text{id}$. Notice that $(\mathcal{G}, s, t)$ is also a bisubmersion of the foliation $(M, \mathcal{F})$.

b) Suppose the $s$-fibers of $\mathcal{G} \rightarrow M$ have dimension $m$ and let $V$ be an open subset of $\mathcal{G}$ which contains $1(s(V))$ (here $1 : M \rightarrow \mathcal{G}$ is the unit embedding). There is an open subset $U \subseteq M \times \mathbb{R}^m$ which contains $s(V) \times \{0\}$ and a diffeomorphism $\psi : U \rightarrow \mathcal{F}$. The triple $(U, \psi, \mathcal{G})$ is a bi-submersion of $A\mathcal{G}$.

c) Let $(U, s, t)$ be a bi-submersion of the foliation $(M, \mathcal{F})$. Consider the pair groupoid $M \times M$ and the map $\psi = (t, s)$. It is shown in [Zam18, §2.3.1] that $(U, \psi, M \times M)$ satisfies items (a) and (c) of definition 3.2. Item (b) is satisfied only for vector fields $X \in \mathcal{F}$, but not for every vector field of $M$. In fact, $(U, \psi, M \times M)$ is a bi-submersion for the singular subalgebroid $\mathcal{F}$ of $TM = A(M \times M)$, in the sense of [Zam18, Definition 2.4].

Looking at the third item in examples 3.3 and following the definitions, we see that for every $\tilde{u} \in U$, the following diagram commutes:

\[
\begin{array}{ccc}
W_{\tilde{u}} & \xymatrix{\phi_\psi \ar[r] & \phi_{M \times M} \ar[d]} \\
(3.1) & (M \times M) \times_{pr_2} (M \times M) \times_{pr_1} (M \times M) & (M \times M) \times_{pr_2} (M \times M) \times_{pr_1} (M \times M)
\end{array}
\]

Note that the formula of the map $\phi_{M \times M}$ is the one defined in Example 2.12 in the particular the case of the pair groupoid $M \times M \rightarrow M$. In the second item of examples 3.3, since the map $\psi$ is a diffeomorphism, it is straightforward that there is a map $\phi_{\tilde{u}}$ such that the following diagram commutes:

\[
\begin{array}{ccc}
W_{\tilde{u}} & \xymatrix{\phi_{\psi} \ar[r] & \phi_{\psi} \ar[d]} \\
G \times_a G \times_t G & (3.1) & G \times_a G \times_t G
\end{array}
\]

As we saw in [2.3] the explicit formula of $\phi_{\tilde{u}}$ in diagram (3.1) is

\[
\phi_{\tilde{u}}(u_1, u_2) = (u_2, \varphi_{X+Y}(u), u_1)
\]

\[
\text{Choose a frame } \sigma_1, \ldots, \sigma_m \text{ of } \Gamma(s(\mathcal{U}); A\mathcal{G}) \text{ and consider the corresponding right-invariant vector fields } \sigma_1, \ldots, \sigma_m. \text{ Define } \psi(x, \lambda_1, \ldots, \lambda_m) = \exp(\sum_{i=1}^m \lambda_i \sigma_i)(1_x).\]
3.1 Reformulating the notion of bi-submersion for $A\mathcal{G}$

Recall [Zam18, Lemma 2.12] that if $(U, \psi, \mathcal{G})$ is a bi-submersion of $A\mathcal{G}$ in the sense of Dfn. 3.2, then $(U, s_\psi, t_\psi)$ is also a bi-submersion of the underlying foliation $(M, \mathcal{F}^\mathcal{G})$, where $s_\psi = s \circ \psi$ and $t_\psi = t \circ \psi$. The purpose of this section is to show the converse of this statement and compare with the notion of bi-submersion introduced in Definition 2.10. This is essential in order to generalise the notion of bi-submersion to non-integrable Lie algebroids in §4.

Proposition 3.4. Let $(U, t_U, s_U)$ be a bi-submersion of the foliation $(M, \mathcal{F}^\mathcal{G})$ induced by the Lie groupoid $\mathcal{G} \rightrightarrows M$. If $\psi : U \to \mathcal{G}$ is a smooth map which is a bi-submersion in the sense of definition [Zam18, Definition 2.4]. On the other hand, since $(U, s_U, t_U)$ is a bi-submersion of $(M, \mathcal{F}^\mathcal{G})$ if and only if $(U, (s_U, t_U), M \times M)$ is a submersion in the sense of definition [Zam18, Definition 2.4]. On the other hand, since $\mathcal{F}^\mathcal{G} = dt(\Gamma_c A\mathcal{G})$, the correspondence of sections of $A\mathcal{G}$ with right-invariant vector fields of $\mathcal{G}$ implies $\mathcal{F}^\mathcal{G} = (dt, ds)(\Gamma_c^{RI} T\mathcal{G})$. Therefore:

$$\psi^{-1}(\Gamma_c^{RI} T\mathcal{G}) = \psi^{-1}((s, t)^{-1}(\mathcal{F}^\mathcal{G})) = (s_U, t_U)^{-1}(\mathcal{F}^\mathcal{G}) = \Gamma_c(U; \text{ker } ds_U)$$

We focus on bi-submersions as the ones discussed in the second example of Ex. 3.3. Let us define them precisely:

- Let $U \subset M$ an open neighbourhood of $x \in M$ and $\sigma = \{\sigma_1, \ldots, \sigma_n\}$ a local frame of sections which commute by the Lie bracket. Here $\sigma_i \in \Gamma_c(U; A\mathcal{G})$ for every $i = 1, \ldots, n$.
- Put $\overline{\sigma}_1, \ldots, \overline{\sigma}_n \in \Gamma_c^{RI} T\mathcal{G}$ and $\overline{\sigma}_1, \ldots, \overline{\sigma}_n \in \Gamma_c^{LI}(T\mathcal{G})$ the right-invariant and left-invariant vector fields corresponding to the frame $\sigma$. For every $i = 1, \ldots, n$ put $X_i = dt_\mathcal{G}(\sigma_i)$ the associated vector field in $(M, \mathcal{F})$.
- Since the map $d_x t_\mathcal{G} : A_x \mathcal{G} \to \mathcal{F}_x$ is surjective, the restrictions to $U$ of the vector fields $X_1, \ldots, X_n$ generate $\mathcal{F}|_U$. Put $(U^\sigma, s_U^\sigma, t_U^\sigma)$ the path-holonomy bi-submersion defined by $X_1, \ldots, X_n$. Notice that $U^\sigma \subseteq M \times \mathbb{R}^n$, where $n$ is the rank of $A\mathcal{G}$.
- The diffeomorphism $\psi^\sigma : U^\sigma \to \mathcal{G}$ defined by

$$\psi^\sigma(y, \lambda_1, \ldots, \lambda_n) = \exp\left(\sum_{i=1}^n \lambda_i \overline{\sigma}_i\right)(1_y)$$

makes $(U^\sigma, \psi^\sigma, \mathcal{G})$ a bi-submersion of $A\mathcal{G}$ in the sense of Dfn. 3.2.
• For every \( \tilde{u} \in U^\sigma \) put \( W^\sigma_{\tilde{u}} \subseteq U^\sigma \times_{\mathfrak{s}_U} U^\sigma \times_{\mathfrak{t}_U} U^\sigma \) an appropriate neighbourhood of \( (\tilde{u}, \tilde{u}, \tilde{u}) \). Then there is a map \( \phi^\sigma_{\tilde{u}} \) which makes the following diagram commute:

\[
\begin{array}{c}
W^\sigma_{\tilde{u}} \xrightarrow{\psi \times_{\mathfrak{s}_U} \psi \times_{\mathfrak{t}_U}} G \times_{\mathfrak{s}_G} G \times_{\mathfrak{t}_G} G \\
\downarrow \phi^\sigma_{\tilde{u}} \downarrow \\
W^\sigma_{\tilde{u}} \xrightarrow{\psi \times_{\mathfrak{s}_U} \psi \times_{\mathfrak{t}_U}} G \times_{\mathfrak{s}_G} G \times_{\mathfrak{t}_G} G
\end{array}
\] (3.3)

The explicit formula of \( \phi^\sigma_{\tilde{u}} \) is (3.2).

**Definition 3.5.** The bisubmersion \( (U^\sigma, \psi^\sigma, \mathcal{G}) \) of \( \mathcal{A} \mathcal{G} \) is called the path-holonomy bi-submersion of \( \mathcal{A} \mathcal{G} \) arising from the local frame \( \sigma \).

Notice that path-holonomy bi-submersions arising from local frames of \( \mathcal{A} \mathcal{G} \) are also path-holonomy bi-submersions of the foliation \( (M, \mathcal{F}) \) defined by the Lie algebroid \( \mathcal{A} \mathcal{G} \). The map \( \psi \) is defined by exponentiating the right-invariant vector fields associated with the frame \( \sigma \). So in this construction, the integrability of \( \mathcal{A} \mathcal{G} \) is crucial in the construction of bi-submersions as such.

Also notice that the commutativity of diagram (3.3) follows automatically from the explicit formulas of the maps involved. Diagram (3.3) binds together the definition of bi-submersion (3.2) and its reformulation in Proposition 3.4 with the algebraic reformulation of bi-submersion we gave in Theorem 2.9.

### 4 The path-holonomy bi-submersion of a non-integrable Lie algebroid

In §4.1 we give the definition of a bi-submersion for a Lie algebroid and in §4.2 we give the explicit construction of a bi-submersion as such. The existence of bi-submersions as such and the construction in [Zam18, Appendix A] show that we can apply the \( \mathbb{C}^* \)-functor to any Lie algebroid, regardless its integrability.

#### 4.1 Definition of bi-submersion for a Lie algebroid

Let us make a fresh start. Let \( A \) be a Lie algebroid over \( M \), which is not necessarily integrable. Put \( (M, \mathcal{F}) \) the singular foliation it induces. Let \( W(A) \twoheadrightarrow M \) be the Weinstein groupoid of \( A \). Put \( s, t : W(A) \to M \) its source and target maps.

**Definition 4.1.** A bi-submersion of \( A \) is a pair \( ((U, s, t), \psi) \), where:

a) \( (U, s_U, t_U) \) is a bi-submersion of the foliation \( (M, \mathcal{F}) \) in the sense of 2.10.

b) \( \psi : U \to W(A) \) is an open map such that \( s \circ \psi = \psi_U \) and \( t \circ \psi = t_U \).

c) For every \( u \in U \) the following diagram commutes:

\[
\begin{array}{ccc}
W_u \xrightarrow{\psi \times_U \psi \times_U} W(A) \times_u W(A) \times_t W(A) \\
\downarrow \phi_u \downarrow \\
W_u \xrightarrow{\psi \times_U \psi \times_U} W(A) \times_u W(A) \times_t W(A)
\end{array}
\] (4.1)
4.2 Construction of path-holonomy bisubmersions

Now we give an explicit construction of a bi-submersion as in Dfn. 4.1 arising from the choice of a local frame for the non-integrable Lie algebroid $A$.

Let us fix a point $x \in M$ and an open neighbourhood $V$ of $x$ in $M$. Put $L$ the leaf of the algebroid $A$ at $x$ and $\mathcal{F}_x$, $\mathfrak{h}_x$ the fibers of $\mathcal{F}_V = \rho(\Gamma_c(V, A))$ and $\mathfrak{h}_V$ respectively. Choose a local frame $\mu_1, \ldots, \mu_n, \nu_1, \ldots, \nu_k$ of the vector bundle $A_V$ such that $\{\xi_i = \rho(\mu_i) : 1 \leq i \leq n\}$ is a minimal set of generators of $\mathcal{F}_V$ and $\{\nu_i : 1 \leq i \leq k\}$ is a minimal set of generators of $\mathfrak{h}_V$. In other words, the classes $[\mu_1], \ldots, [\mu_n]$ are a basis of $\mathcal{F}_x$ and the classes $[\nu_1], \ldots, [\nu_k]$ are a basis of $\mathfrak{h}_x$. We also choose a smooth fiberwise inner product of the vector bundle $A$, to make possible the constructions in §1.2.3.

Recall the bi-submersions constructed in examples 2.13 and 2.15:

- $(V \times B^n, t, s)$ where $B^n$ is a small ball in $\mathcal{F}_x$ whose center is zero, $s$ is the projection and $t$ is the exponential defined using $\xi_1, \ldots, \xi_n$.
- $(U, t, s)$ where $U$ is a small neighborhood of $(0, e)$ in $V \times H_x$, where $H_x$ is the connected and simply connected Lie group which integrates $\mathfrak{h}_x$. Also $s = t$ is the projection.

Now consider the fibered product

$$Z = (V \times B^n) \times_{t,s} U = V \times B^n \times \tilde{H}_x$$

where $\tilde{H}_x$ is a small neighbourhood of $H_x$ at the identity. Put $s_Z : Z \to M$ the projection and define $t_Z : Z \to M$ by $t(y, \lambda, g) = t(y, \lambda)$ for every $\lambda = (\lambda_1, \ldots, \lambda_n) \in B^n$. Both of these maps are submersions.

**Proposition 4.2.** The triple $(Z, t_Z, s_Z)$ is a bi-submersion. The underlying foliation is $\mathcal{F}_V$.

**Proof.** Fix the point $\bar{u} = (x, 0, e)$ in $Z$ and consider (up to shrinking $Z$ if necessary) the map $\phi_Z : Z \times_{s_Z} Z \times_{t_Z} Z \to Z \times_{s_Z} Z \times_{t_Z} Z$ defined by:

$$\phi_Z((y_1, \lambda_1, g_1), (y_2, \lambda_2, g_2), (y_3, \lambda_3, g_3)) = ((y_3, \lambda_3, g_3), (y_2, (\lambda_2 - \lambda_3), g_2g_3^{-1}g_3), (y_1, \lambda_1, g_1))$$

It is straightforward that this map satisfies theorem 2.9. □

**Remark 4.3.** If $x \in M^c_A$ we have $\mathfrak{h}_x = 0$, in other words $k = 0$ in the above construction. In this case, $(Z, t_Z, s_Z)$ is just the path-holonomy bisubmersion $(V \times B^n, t, s)$. This and Prop. 1.3 justify item (j) in §1.2.1.

**Remark 4.4.** Let $(M, \pi)$ be a Poisson manifold and consider the Lie algebroid structure on the cotangent bundle $T^*M$. Recall [AZ17, Prop. 2.1] that the Lie algebra $\mathfrak{h}_x$ is abelian in this case, so the group element $g_1g_2^{-1}g_3$ is understood in the additive sense.

**Proposition 4.5.** There is a map $\psi : Z \to W(A)$ which makes diagram 7.1 commute. (Replacing $\mathcal{G}$ by $W(A)$, $U$ with $Z$ and $\phi_{\bar{u}}$ with $\phi_Z$ in that diagram.)
Proof. Let \( g \) be a finite-dimensional Lie algebra. Recall \cite{DK00} that the connected and simply connected Lie group \( G \) which integrates \( g \) is the quotient \( P_0(g)/\sim \) of the Banach manifold \( P_0(g) \) of paths in \( g \) by the homotopy relation defined in \cite{DK00} Prop. 1.13.4. Whence, for any element \( (y, X, g) \) in \( Z \) there are lifts \( \alpha : X \rightarrow P_0(\mathbb{R}^n) \) and \( \alpha_g : P_0(\mathfrak{h}_x) \rightarrow X \) and \( g \) respectively. Because of Prop. 1.6, every element \( (y, \alpha, \alpha_g) \) defines an \( A \)-path in the Lie algebroid \( A_{L,V} \oplus \mathfrak{h}_{L,V} \), whence an \( A \)-path in \( A_{L,V} \). Put \( \psi(y, X, g) \in W(A) \) the \( A \)-homotopy class of this path. The map \( \psi \) is well defined because of Remark 1.7.

The commutativity of diagram 3.1 follows from the construction.

Propositions 4.2 and 4.5 justify the next definition.

**Definition 4.6.** Let \( (Z, z, t) \) the triple constructed in Prop. 4.2. The map \( \psi : Z \rightarrow W(A) \) is called the minimal path-holonomy bi-submersion of the Weinstein groupoid \( W(A) \) at the point \( x \) in \( M \).

5 Questions to be explored in the future

There existence of path-holonomy bi-submersions for the Weinstein groupoid opens the way for a much more thorough treatment of non-integrable Lie algebroids. That is, the development of both Lie theory and Noncommutative Geometry for algebroids as such. Here are a few of the results we intend to give in the future:

a) It is well known that every Lie algebroid \( A \) integrates to a local Lie groupoid \( \mathcal{G}(A) \rightarrow M \). The map \( \psi : Z \rightarrow W(A) \) we constructed in 4.2 can probably be extended to a map \( \mathcal{G}(A) \rightarrow W(A) \), which “differentiates” to \( \text{id} : A \rightarrow A \). This differentiation process is explained in \cite{AZ20}.

b) The construction in \cite{Zam18} Appendix A shows that, using the path-holonomy bi-submersions in Definition 4.6, we can attach \( C^* \)-algebras (full and reduced) to a Lie algebroid \( A \). Thanks to items (i), (j) and (k) in 1.2.1 as well as \cite{AS19} Notation 1.2, the full \( C^* \)-algebra of \( A \) is an exact sequence:

\[ 0 \rightarrow C^*(A_M^\lambda) \rightarrow C^*(A) \rightarrow C^*(A_M^\lambda) \rightarrow 0 \]

The \( K \)-theory of \( C^*(A_M^\lambda) \) is computable because the restriction of \( W(A) \) to \( M^\lambda_\lambda \) is a Lie groupoid.

c) Also, the decomposition \( M = M^\lambda \cup M^\mu \) makes possible the application of the blow-up constructions in \cite{Moh21}. This paves the way for the development of the appropriate pseudodifferential calculus and index theory for non-integrable Lie algebroids. We intend to carry out this program in forthcoming papers.

A The proof of Theorem 2.9

Recall that we just need to prove the converse direction of Theorem 2.9.
As being a bi-submersion is a local condition, we fix \( \tilde{u} \in U \) and work in a neighborhood of it. Fix a basis of sections \( \{X_1, \ldots, X_n\} \) of \( \Gamma(U; \ker ds) \) defined in a neighborhood \( \tilde{U} \) of \( \tilde{u} \), so that all \( X_i \) commute with each other. For any \( u \in \tilde{U} \) and \( \xi \in \mathbb{R}^n \) small enough put
\[
\alpha_\xi(u) = \exp(\sum_{i=1}^n \xi_i X_i)(u).
\]

Likewise, fix a basis of pairwise commuting sections \( \{Y_1, \ldots, Y_n\} \) of \( \Gamma(U; \ker dt) \) on \( \tilde{U} \). Define \( \beta_\eta(u) = \exp(\sum_{i=1}^n \eta_i Y_i)(u) \). We assume that there is a non-empty open neighborhood \( \tilde{U} \) of \( \tilde{u} \) in \( U \) such that \( \alpha_\xi(u) \) and \( \beta_\eta(u) \) are well-defined for all \( \xi, \eta \in B_n \) (this can be always arranged rescaling suitably the \( X_i \) and \( Y_i \)).

This defines a map
\[
\chi : B_n \times \tilde{U} \times B_n \rightarrow U \times_s U \times_t U,
(\xi, u, \eta) \mapsto (\alpha_\xi(u), u, \beta_\eta(u)),
\]
which is a diffeomorphism onto a neighborhood of \( (\tilde{u}, \tilde{u}, \tilde{u}) \) in \( W \) (shrinking \( U \) if necessary). Under this diffeomorphism, the map \( \phi_{\tilde{u}} \) becomes
\[
\phi_{\tilde{u}} : B_n \times \tilde{U} \times B_n \rightarrow \mathbb{R}^n \times U \times \mathbb{R}^n, \quad \phi_{\tilde{u}}(\xi, u, \eta) = (\xi', v, \eta'),
\]
where each one of the \( \xi', v, \eta' \) depends on \( (\xi, u, \eta) \). This is a diffeomorphism onto a neighborhood of \( (0, \tilde{u}, 0) \). Once we restrict properly the domains, the properties in Definition 2.10 are equivalent to:
\[
\Phi(0, u, 0) = (0, u, 0) \quad (A.1)
\]
\[
\alpha_\xi(u) = \beta_{\eta'}(v) \quad \text{and} \quad \beta_\eta(u) = \alpha_{\xi'}(v) \quad \text{for all} \ u \in \tilde{U} \quad \text{and} \ \xi, \eta \ \text{small enough.} \quad (A.2)
\]

After this preparation, we can start with the proof. Fix \( \xi, \eta \in B_n \) and denote
\[
X := \sum_{i=1}^n \xi_i X_i \in \Gamma(U; \ker ds), \quad Y := \sum_{j=1}^n \eta_j Y_j \in \Gamma(U; \ker dt)
\]

**Claim:** The vector \( [X, Y](\tilde{u}) \) lives in \( \ker d_\tilde{u}s + \ker d_\tilde{u}t \).

To prove this, let us denote \( \varphi_t^X \) and \( \varphi_t^Y \) the time-\( t \) flows of \( X \) and \( Y \) respectively. For the moment, also fix \( t \in \mathbb{R} \) and put \( u_t = \varphi_t^Y \phi_{\tilde{u}}^X(\tilde{u}) \). Then \( \varphi_{-t}^X(u_t) = \varphi_{-t}^Y \varphi_{t}^Y \phi_{\tilde{u}}^X(\tilde{u}) \) and \( \varphi_{-t}^Y(u_t) = \phi_{\tilde{u}}^Y(\tilde{u}) \). We have
\[
(\varphi_{-t}^X(u_t), u_t, \varphi_{-t}^Y(u_t)) \in U \times_s U \times_t U
\]

In coordinates \((i.e. \text{ applying } \chi)\), this element becomes
\[
w = (\xi_t, v_t, -\eta_t).
\]

Applying the map \( \phi_{\tilde{u}} \), we find \( v_t \in U \) and \( \tilde{\xi}_t, \tilde{\eta}_t \in B_n \) such that
\[
\phi_{\tilde{u}}(-\xi_t, v_t, -\eta_t) = (\tilde{\xi}_t, v_t, \tilde{\eta}_t)
\]

By Eq. \((A.1)\) we have \( \tilde{\xi}_0 = 0 \) and \( \tilde{\eta}_0 = 0 \). Therefore there are smooth curves \( \xi'_t \) and \( \eta'_t \) in \( \mathbb{R}^n \) such that \( \tilde{\xi}_t = t\xi'_t \) and \( \tilde{\eta}_t = t\eta'_t \), i.e.
\[
\Phi(-t\xi, u_t, -t\eta) = (t\xi'_t, v_t, t\eta'_t).
\]

So Eq. \((A.2)\) implies
\[
\alpha_{t\xi'_t}(v_t) = \beta_{-t\eta'_t}(u_t) \quad \text{and} \quad \beta_{t\eta'_t}(v_t) = \alpha_{-t\xi}(u_t). \quad (A.3)
\]
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Since \( u_t = \beta_{t\eta} \alpha_{t\xi}(\bar{u}) \), the first of Eq. (A.3) gives:
\[
\alpha_{t\xi_t}(v_t) = \beta_{-t\eta}(u_t) = \beta_{-t\eta} \beta_{t\eta} \alpha_{t\xi}(\bar{u}) = \alpha_{t\xi}(\bar{u})
\]
\[
\Rightarrow v_t = \alpha_{t\xi_t}(\bar{u})
\]

The latter equation, together with the second of Eq. (A.3) imply
\[
\beta_{-t\eta} \alpha_{-t\xi} \beta_{t\eta} \alpha_{t\xi}(\bar{u}) = \beta_{-t\eta} \beta_{t\eta} \alpha_{t\xi}(v_t) = \beta_{-t\eta} \beta_{t\eta} \alpha_{t\xi}(\bar{u})
\]  
(A.4)

Since the \( X_i \) are pairwise commuting and the same holds for the \( Y_i \), this equals \( \beta_{t(-\eta + \eta_i)} \alpha_{t(\xi - \xi_i)}(\bar{u}) \). Write
\[
X_t := \sum_{i=1}^{n} (\xi_i - (\xi_i)_t) X_i \in \Gamma(\tilde{U}; \ker ds) \quad \text{and} \quad Y_t := \sum_{i=1}^{n} (-\eta_i + (\eta_i)_t) Y_i \in \Gamma(\tilde{U}; \ker dt).
\]

Due to the Baker-Campbell-Hasudorff formula, the expression \( \beta_{t(-\eta + \eta_i)} \alpha_{t(\xi - \xi_i)}(\bar{u}) \) is exactly the time-1 flow \( \exp_{\bar{u}}(Z_t) \) for the time-dependent vector field
\[
Z_t = tX_t + tY_t + [tX_t, tY_t] + \cdots = t(X_t + Y_t) + o(t^2)
\]

Now let \( t \) vary. Taking the second time derivative at zero of eq. (A.4) we obtain \( [X, Y]_{\bar{u}} = \frac{d^2}{dt^2}|_{t=0}\exp_{\bar{u}}(Z_t) \).

Lemma A.1.
\[
\frac{d^2}{dt^2}|_{t=0}\exp_{\bar{u}}(Z_t) = \frac{d}{dt}|_{t=0}Z_t(\bar{u})
\]

Proof. Consider the curve \( t \mapsto \gamma(t) := \exp_{\bar{u}}(Z_t) \), i.e. the unique curve satisfying \( \gamma(0) = \bar{u} \) and \( \frac{d}{dt}\gamma(t) = (Z_t)(\gamma(t)) \). We have \( \frac{d}{dt}|_{t=0}\gamma(t) = 0 \), so the acceleration \( \frac{d^2}{dt^2}|_{t=0}\gamma(t) \) defines a well-defined element of \( T_{\bar{u}}U \). More precisely, it is the tangent vector corresponding to the derivation
\[
C^\infty(U) \to \mathbb{R}, f \mapsto \frac{d^2}{dt^2}|_{t=0}(f \circ \gamma)(t).
\]

To make this explicit we compute
\[
\frac{d^2}{dt^2}|_{t=0}(f \circ \exp_{\bar{u}}(Z_t)) = \frac{d}{dt}|_{t=0}f\cdot(\frac{d}{dt}|_{t=0}(Z_t)(\gamma(t)))(A.5)
\]
\[
= \frac{d}{dt}|_{t=0}[f\cdot((Z_t)(\gamma(0)) + f\cdot((Z_0)(\gamma(t)))](A.6)
\]
\[
= \frac{d}{dt}|_{t=0}f\cdot(\frac{d}{dt}|_{t=0}(Z_t)(\bar{u}))(A.7)
\]
\[
= f\cdot(\frac{d}{dt}|_{t=0}(Z_t)(\bar{u}))(A.8)
\]

where in the second last equality we used \( Z_0 = 0 \).

We compute easily \( \frac{d}{dt}|_{t=0}Z_t(\bar{u}) = (X_0 + Y_0)(\bar{u}) \), which lies in \( (\ker ds + \ker dt) \). As the Lie bracket is a derivation (w.r.t. multiplication by functions) in each entry, and the point \( \bar{u} \in U \) is arbitrary, we conclude that \( \mathcal{F}_U = \Gamma_c(U; \ker ds) + \Gamma_c(U; \ker dt) \) is a foliation (stable by the Lie bracket).

Remark A.2. An example for Lemma A.1 is the vector field \( Z_t = t\hat{c}_x \) on \( \mathbb{R} \).
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