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ABSTRACT: Arginine methylation is one of the most essential protein post-translational modifications. Identifying the site of arginine methylation is a critical problem in biology research. Unfortunately, biological experiments such as mass spectrometry are expensive and time-consuming. Hence, predicting arginine methylation by machine learning is an alternative fast and efficient way. In this paper, we focus on the systematic characterization of arginine methylation with composition−transition−distribution (CTD) features. The presented framework consists of three stages. In the first stage, we extract CTD features from 1750 samples and exploit decision tree to generate accurate prediction. The accuracy of prediction can reach 96%. In the second stage, the support vector machine can predict the number of arginine methylation sites with 0.36 R-squared. In the third stage, experiments carried out with the updated arginine methylation site data set show that utilizing CTD features and adopting random forest as the classifier outperform previous methods. The accuracy of identification can reach 82.1 and 82.5% in single methylarginine and double methylarginine data sets, respectively. The discovery presented in this paper can be helpful for future research on arginine methylation.

1. INTRODUCTION

Protein post-translational modifications (PTMs) supply the proteome with various functionalities including governing cellular physiology and dynamics. PTM includes acetylation, ubiquitination, sulfation, methylation, and so forth. Methylation is one of the most common PTMs, and it regulates functional diversity in the cell. Methylation often modifies nitrogen atoms in arginine and lysine residues. Protein arginine methyltransferases catalyze arginine methylation and include two types. Type I mainly catalyzes the formation of asymmetric ω-N⁹, N⁵-dimethylarginine (sDMA), and N⁵-monomethylarginine (MMA). Type II catalyzes the formation of sDMA, symmetric ω-N⁹⁵, and MMA. Hence, single methyl groups or double methyl groups can be added onto arginine amino acid residues.

With progressive research, researchers have found that protein methylation is involved in human diseases such as rheumatoid arthritis, coronary heart disease, neurotic disorders, cancer, and multiple sclerosis. Therefore, it is important to accurately predict methylation sites to understand molecular mechanisms involved in protein methylation. Conventional experiments, such as ChIP-chip, probing with methylation-specific antibodies, and mass spectrometry, can identify protein methylation sites. However, they are labor-intensive, expensive, and time-consuming. With the advent of the big data era, considerable prediction tools based on machine learning are much more desirable for their accurate and fast prediction abilities.

In fact, several prediction methylation site methods have been developed in the past 10 years. Plewczynski et al. (2005) built the web server AutoMotif to predict methylation sites based on the hypothesis that PTMs mainly occur in disordered regions. Shao et al. (2009) incorporated a Bi-profile Bayes feature extraction method with a support vector machine (SVM) algorithm to identify arginine and lysine methylation. Shien et al. (2009) developed a predictor called MASA, which combines sequence information with structural characteristics such as secondary structure and accessible surface area (ASA).

Although considerable progress has been made in the development of existing methods, they still need to be improved. Their benchmark data sets should be updated as there is an increasing availability of methylation data. Wei et al. (2017) adopted random forest (RF) algorithm and built MePred-RF to predict arginine and lysine methylation sites.
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only with 185 true arginine-methylated peptides, whereas this study found 1785 reviewed arginine-methylated protein sequences in the UniProt database. Some feature extraction methods require disordered, evolutionary, and structural information. These methods cannot be widely used. In addition, the predictive work of the previous research has only focused on prediction of 11 or 41 peptides rather than whole protein sequences.

To overcome the above deficiencies, we collected 1785 reviewed arginine-methylation protein sequences from UniProt to form a positive data set and then produced 10,474 negative samples. We integrated composition-transition-distribution (CTD) features and different classifiers to identify arginine methylation sequences. Then, we exploited various regression algorithms to predict how many arginine methylation sites are in an arginine-methylation protein sequence. We combined the feature extraction method described above and different classifiers to identify specific arginine methylation sites by choosing sequences around methylation sites. The overall procedure is presented in Figure 1.

2. RESULTS AND DISCUSSION

2.1. Prediction of Methylarginine Proteins. We obtained data set1 according to the strategy described in the Materials and Methods section. Then, we extracted CTD features from protein sequences. After that, we employed 10-fold cross-validation to train four classifiers including k-nearest neighbor (KNN), decision tree (DT), SVM, and RF. We utilized sensitivity (SN), specificity (SP), accuracy (ACC), recall, F1-score, and area under curve (AUC) to assess the performances of four models. Table 1 shows that compared with other classification models, the ACC of DT is approximately 96% and the SP reaches 99%. The other assessment index also indicates that DT performs better than other classifiers when predicting methylarginine proteins (Table 1). It shows that the ACC of DT is superior by at least 5% over other classifiers, and its F1-score is significantly more than that of the other classifiers.

The method of feature extraction can generate 188-dimensional features. Then, which features are the most important? To solve this problem, an extremely popular method of dimension reduction was used to find several crucial features. As shown in Figure 3, it indicates that six of 188 features play vital roles in prediction of methylarginine. The six features are D120, D18, D119, D10, D1, and D135. As shown in Figure 3A, the accuracies of the top six features increase rapidly. Figure 3B,C provides the same result in F1 scores and AUC scores as the accuracies. From Figure 3D, we can see that the top six features play more important roles than other features. D1, D10, and D18 are frequencies of occurrence of arginine, lysine, and valine in the entire protein sequence. The frequencies of appearance of arginine are high as expected. D119 and D120 are features about charge property. It is believed that the charge has a high coefficient with isoelectric point. A study has shown that the isoelectric point plays an important role in arginine methylation. D135 is the feature about surface tension. According to the analysis mentioned above, charge and surface tension properties play significant roles in judging whether a protein is a methylarginine protein.

2.2. Prediction of the Number of Arginine-Methylated Sites. We used simple linear regression, nearest-neighbor regression, DT regression, and support vector regression (SVR) to judge the number of methylarginine sites in a protein. R-squared and mean squared errors were adopted to evaluate the performance of these models. As shown in Table 2, the R-squared values of the four models are −0.611, −0.33, 0.29, and 0.36. The R square of linear regression and DT regression are negative numbers, indicating that two models may not be optimal in this problem. The maximum and minimum numbers of arginine methylation sites in a protein are 30 and 1, respectively. The mean squared error of SVR is 3.43, and it only accounts for 10% of the maximum. However, it is three times the quantity of the

---

**Table 1. Results of Four Classifiers in Identifying Arginine Methylation Protein**

| classifiers | SN (%) | SP (%) | ACC (%) |
|-------------|--------|--------|---------|
| KNN         | 75.5   | 91.0   | 83.3    |
| DT          | 93.0   | 99.5   | 96.3    |
| SVM         | 87.1   | 93.9   | 90.5    |
| RF          | 91.1   | 90.8   | 91.2    |

---

**Figure 1. Roadmap of this study.**
minimum. This indicates that although SVR is the best among these four models, it needs to be further improved.

2.3. Prediction of Arginine Methylation Sites in a Protein Sequence.

In a methylarginine protein sequence, which arginine is modified by a methyl group? We hypothesize that it is related to the sequence around the central arginine. Therefore, we exploited a tool, WebLogo, to explore and represent significant differences for the motif selected in single-methylarginine, double-methylarginine, and negative samples.
The compositional preference for the arginine methylation sites is shown in Figure 4.

![Figure 4](https://example.com/fig4.png)

**Figure 4.** Compositional preference of peptide around central arginine in positive samples and negative samples.

The presented motifs are similar in single-methylarginine and double-methylarginine protein sequences (Figure 4). We can see that glycine (G) residues are enriched neighbors of the central site (R) both in single- and double-methylarginine protein sequences. However, negative samples are different from methylarginine protein sequences in position-specific preferences (Figure 4). Overall, these results indicate that amino acid residues around arginine assist in the accurate classification of true single- and double-methylarginine sites.

In single-methylarginine problems, we collected data according to the method description. Then, we extracted CTD features. 10-fold cross validation was utilized to train KNN, DT, SVM, and RF. The result of four classifiers is shown in Figure 5. The average accuracies of KNN, DT, SVM, and RF are 0.772, 0.735, 0.815, and 0.821, respectively, as shown in Figure 5A. The performance of RF is the best among these classifiers. Figure 5B,C illustrates that the F1 and AUC of the RF model are 0.894 and 0.821, respectively, which are higher than those of other classifiers. However, the recall of the KNN model is the highest among the four classifiers (Figure 5D).

To further assess the performance of different classifiers in single-methylarginine proteins, receiver operating characteristic (ROC) of four classifiers was plotted. As shown in Figure 6, RF is an effective classifier to identify single-methylarginine sites. Table 1 shows the experimental data on the best classifier RF in the single-methylarginine classification problem.

In addition, we employed mRMR to reduce dimensions from 188 features to 2 features and train the same classifiers with 10-fold cross validation. We chose D7 and D169 which have the highest scores. D7 represents the frequency of histidine in the whole sequence. D169 is a feature related to solvent accessibility. The result shows that solvent accessibility is an important feature, which is consistent with the previous research results. Protein methylation prefers to appear in the areas that are intrinsically disordered and easily accessible.23 As shown in Figure 5A, the accuracies are 0.587, 0.701, 0.701, and 0.703 in KNN, DT, SVM, and RF, respectively. The accuracies are lower than those for 188-dimensional features by 23.0, 4.6, 13.9, and 14.3%, respectively. The prediction results of two-dimensional features of SVM and RF are lower by approximately 10% than those including 188-dimensional features.

In double-methylarginine problems, we performed similar operation. The average accuracies are 0.773, 0.731, 0.821, and 0.825 for KNN, DT, SVM, and RF, respectively (Figure 7A).

![Figure 5](https://example.com/fig5.png)

**Figure 5.** Performances of the different classifiers in prediction of single-methylarginine sites. Comparison of ACC (A), F1 (B), AUC (C), and recall (D) of the four models acting on 188-dimensional features under 10-fold cross-validation.
As shown in Figure 7B,C, we achieve an F1 score of 0.825 and an AUC score of 0.9 using the RF model. Obviously, the KNN classifier shows the best recall, followed by SVM and RF classifiers according to Figure 7D. The result indicates that RF...
and the SVM are optimal models to predict methylarginine sites. RF performs slightly better than SVM.

To further assess whether CTD features can effectively represent 11 peptides in double-methylarginine problems, we adopted t-distributed stochastic neighbor embedding (t-SNE) to visualize the features in two-dimensional spaces. Figure 8 represents the features of 10 benchmark data sets for double-methylarginine using our feature extraction method; from this figure, we can see that most of the positive (true double-methylarginine sites) samples are clearly separated from the negative (non-double-methylarginine sites) samples.

The prediction of arginine methylation sites has been studied previously. It can be seen from the data in Table 3 that our study outperforms previous methods. We chose the best classifier, RF, for comparison with other models. CTD-RF achieved significantly better performance than MeMo; the average ACC of MeMo is lower than those of either of the CTD-RFs (Table 3). Though MePred-RF also adopted RF as the classifier, the method of feature extraction is different between the two studies. This illustrates that the method extracting CTD features is superior to MePred in extracting arginine methylation features.

## 3. CONCLUSIONS

The purpose of the current study was to choose an optimal classifier to identify methylarginine proteins, find an excellent model to predict the number of methylarginines in a protein sequence, and determine a classifier that is suitable to determine which arginine is modified by the methyl group. The present study establishes a quantitative data set for predicting methylarginine proteins, the number of arginine methylation sites, and loci of arginine methylation. The most obvious finding from this study is that DT can sometimes surpass popular classifiers such as RF and SVM to yield excellent results in identifying methylarginine proteins. The second major finding was that the SVR model is appropriate to predict the number of arginine methylation sites. The study also identified that SVM and RF are reliable predictors of methylation sites including single-methylarginine and double-methylarginine. The performance of RF is slightly superior to SVM. A limitation of this study is that prediction result is not sufficiently accurate in predicting the number of arginine-methylated sites. Further research is needed to establish a more effective model to predict the number of arginine methylation sites.

## 4. MATERIALS AND METHODS

### 4.1. Data set Acquisition

Data set 1 was utilized to predict proteins with arginine methylation. Identification of arginine methylation proteins is a binary classification problem used to decide whether or not a protein has arginine residues modified by methyl groups. In this study, arginine methylation proteins are regarded as positive samples and non-arginine methylation proteins as negative examples. We searched “methylarginine” in the UniProt database and obtained 1785 reviewed protein sequences used as positive examples. The negative examples were obtained according to the following method. The families including positive examples were obtained and then excluded from the PFAM database. We collected the longest protein sequence from the residual families. The sequences from the remaining 10,474 protein families were regarded as negative samples.

To assure the accuracy of the experimental results, we adopted CD-HIT to filter redundant samples with a threshold of 0.9 in the positive dataset. We eliminated surplus data with a threshold of 0.7 in the negative data set. The high-quality data set contained 857 positive samples and 9627 negative samples.

The proportion of negative to positive samples was approximately 11:1, which indicated that our data set was imbalanced. To solve this problem, we utilized k-means algorithm to cluster negative samples into 857 classes. Then, we extracted the longest sequence from each class as negative samples and combined 875 positive samples with 875 negative samples to form a balanced data set.

Data set 2 was utilized to predict the number of methylarginine sites in each protein sequence. Prediction of the number of methylarginine sites can be regarded as a regression problem that needs features and target values in the data set. We extracted CTD features of 857 positive samples mentioned above. Then, we used the programming language Python (version 3.7; Python Software Foundation, Wilmington, Delaware, USA) to extract methylarginine sites from UniProt. Then, the number of methylarginine sites was calculated in Python as the target values.

Data set 3 was used to determine which site contains methylarginine in a protein sequence. According to data set 1, we obtained 875 methylarginine proteins covering 4128 experimental methylarginine sites. Deciding whether a site is methylarginine should consider amino acid residues around methylation sites. Hence, we cut out 11 amino acid residues to form a window centered at the methylarginine site and filled in the rest with the character “B” when the peptide was shorter than 11 amino acid residues to obtain 4128 sequences. These 4128 sequences include 3038 ω-N-methylarginine sequences, 13 Nω-methylarginine sequences, 973 asymmetric dimethylarginine sequences, and 104 symmetric dimethylarginine sequences. We found that several sequences belong to both the ω-N-methylarginine group and the asymmetric dimethylarginine group. Therefore, we divided 4128 sequences into 2 groups: the single-methylarginine sites group and the double-methylarginine group. The single-methylarginine sites group includes ω-N-methylarginine and Nω-methylarginine. The double-methylarginine site group includes asymmetric dimethylarginine and symmetric dimethylarginine. A total of 3051 single-methylarginine sequences and 1077 double-methylarginine sequences were obtained.

According to the grouping mentioned above, we generated two classification problems for single-methylarginine and double-methylarginine. Subsequently, we generated an equal number of negative samples for these two classification problems and selected amino acid residues of arginine but not methylarginine as centers in the 875 methylarginine sequences. 11 amino acid residues around these centers were cut off to form a window, and the rest was filled by character
features. For the bigeminal group, we can obtain 3 features that are occurrence rates of the bigeminal sequence in every category. In conclusion, we can obtain \((3 + 15 + 3) = 21\) features for each physicochemical property, and \(8 \times 21 = 168\) features can be extracted from 8 properties. Finally, \(168 + 20 = 188\) features can be obtained from the methylarginine protein sequence.

### 4.3. Classifiers

KNN algorithm is a kind of supervised machine learning which can be applied to classification and regression predictive problems. It is a simple, nonparametric method. The workflow of KNN used in classification is as follows. First, it calculates the distance between the test sample and every training sample. Second, it finds the nearest \(k\) training sample neighbors of the test sample. Third, the test sample is identified as the class that is the most frequent class in the KNNs.

The main steps of KNN utilized in regression \(^{31}\) are as follows. The distance between the test sample and every training sample is calculated. The distance can be Euclidean’s distance, Manhattan distance, and so forth. Then, it the average distance from the nearest \(k\) training to yield a location of the prediction sample is calculated. A linearity is obtained according to these locations of prediction samples.

DT is a vital supervised machine learning method covering both classification and regression. \(^{32}\) DT can create a training model that can learn simple decision rules from prior data to predict the category or value of the target variable. \(^{33}\) DT builds a tree by using the attributes of training samples. \(^{34}\) The tree would grow leaves rather than nodes if all training samples are in the same class. Otherwise, the DT would select discriminatory attributes as new nodes. All of the training samples are divided into several groups and establish the branches of the DT. There are several groups here forming several branches. On the basis of branches obtained in the previous procedure, the procedures are repeated to build a tree. \(^{35}\)

DT begins with the root of the tree to predict a class label of test samples. Then, it compares the values of root attribute with the values of samples attribute and chooses the eligible branch to jump to the next node. Several essential algorithms of DT include CART, ID3, and C4.5. In this study, we used the default CART tree algorithm in the scikit-learn data mining package of Python.
SVM is one of the prevailing supervised machine learning models that was adopted to solve regression and classification problems. The object of the SVM algorithm is building a model that can assign test samples to one class or the other in classification problems. Each data point is plotted in N-dimensional spaces. The aim of SVM is to find a hyperplane in an N-dimensional space (where N is the number of features) that classifies the data points. The objective of the SVM algorithm is building a model that can find an optimal line or hyperplane to fit the data. Compared to the ordinary least squares, SVR minimizes coefficients.

RF is made up of numerous individual trees that work as an ensemble. In RF, we stochastically choose “M” features from a total of “n” features. The best split point is used to calculate the node “b” among the “M” features. Then, we use the best split to split the node into daughter nodes and repeat these steps until reaching “l” number of nodes. Through repeating the above procedures “n” times, we construct a forest with “n” number of DTs. Finally, bagging is adopted to combine the outputs of “n” number of DTs into a RF.

**4.4. Measurement.** In a classification model, a confusion matrix is an essential table that can visualize the performance of an algorithm. We show a confusion matrix for a binary classification model, a confusion matrix, and the performance of the model in our present study. Generally, higher assessment scores reflect better models.

There are two main metrics employed to evaluate the regression model. Mean squared error can measure how close a fitted line is to data points. It calculates the distance vertically from the point to the corresponding y value and then squares the value. All of these values for all data points are added up and averaged. The result is called mean squared error. R-squared is also called the coefficient of determination and can measure how close the data are to the fitted regression line. R-squared denotes the percentage of variance in the dependent variable that the independent variables explain collectively. The R-squared score varies between 0 and 1. R-squared is calculated as follows.

\[
R^2 = 1 - \frac{\sum_{i=0}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=0}^{m} (y_i - \bar{y})^2}
\]

where m is numbers of data points, \(y_i\) is the true value, and \(\hat{y}_i\) is the predicted value.
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