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In this paper, we establish a large deviation principle for a stochastic evolution equation, which describes the system governing the nematic liquid crystals driven by pure jump noise. The proof is based on the weak convergence approach.
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1 | INTRODUCTION

As we all know, the obvious states of matter are the solid, the liquid, and the gaseous state. The liquid crystal is an intermediate state of a matter, in between the liquid and the crystalline solid, ie, it must possess some typical properties of a liquid as well as some crystalline properties. The nematic liquid crystal phase is characterized by long-range orientational order, ie, the molecules have no positional order but tend to align along a preferred direction. Much of the interesting phenomenology of liquid crystals involves the geometry and dynamics of the preferred axis, which is defined by a vector $\theta$. This vector is called a director. Since the sign as well as the magnitude of the director has no physical significance, it is taken to be unity.

The concrete description of the physical relevance of liquid crystals can be referred to Chandrasekhar,\textsuperscript{1} Warner and Terentjev,\textsuperscript{2} Gennes and Prost,\textsuperscript{3} and the references therein. In the 1960's, Ericksen\textsuperscript{4} and Leslie\textsuperscript{5} demonstrated the hydrodynamic theory of liquid crystals. Moreover, they expanded the continuum theory, which has been widely used by most researchers to design the dynamics of the nematic liquid crystals. Inspired by this theory, the most fundamental form of dynamical system representing the motion of nematic liquid crystals has been procured by Lin and Liu.\textsuperscript{6}
The addition of a stochastic noise to this model is fully natural as it represents external random perturbations or a lack of knowledge of certain physical parameters. More precisely, we consider the following nematic liquid crystals driven by a pure jump noise in \( \Omega_T := (0, T] \times \Omega, \Omega \subset \mathbb{R}^d, d = 2 \) or 3,

\[
\begin{aligned}
&du + [(u \cdot \nabla)u - \mu \Delta u + \nabla p]dt + \nabla \cdot (\nabla \theta \otimes \nabla \theta)dt = \int_{\mathbb{X}} G(t, u(t-), v) \tilde{N}(dt, dv), \\
&\nabla \cdot u = 0, \\
&d\theta + [(u \cdot \nabla)\theta - \gamma \Delta \theta(t)]dt + f(\theta(t))dt = 0,
\end{aligned}
\tag{1.1}
\]

where \( \tilde{N} \) is the compensated time homogeneous Poisson random measure and \( G, f \) are measurable functions that will be specified later. There are several recent works about the existence and uniqueness of pathwise weak solution of (1.1), i.e., existence of global strong solution in the 2D case. Moreover, Brzeźniak et al.\(^8\) studied the nematic liquid crystals driven by pure jump noise in both 2D and 3D cases. They proved the global well posedness of strong solution in the 2D case and established the existence of weak martingale solution of this model in the 3D case, respectively.

The purpose of this paper is to prove a large deviations for the 2D nematic liquid crystals driven by a pure jump noise, which provides the exponential decay of small probabilities associated with the corresponding stochastic dynamical systems with small noise. The proof of the large deviations will be based on the weak convergence approach introduced in Budhiraja et al.\(^9\) and Budhiraja et al.\(^10\). As an important part of the proof, we need to obtain global well posedness of the so-called skeleton equation. For the uniqueness, we adopt the method introduced in Brzeźniak et al.\(^8\). We then show that the family of the solutions of the approximating equations is compact in an appropriate space, and that any limit of the approximating solutions gives rise to a solution of the skeleton equation. To complete the proof of the large deviation principle (LDP), we also need to study the weak convergence of the perturbations of the system (1.1) in the random directions of the Cameron-Martin space of the driving Brownian motions.

This paper is organized as follows. The mathematical formulation of nematic liquid crystals flows is in Section 2. In Section 3, we recall a general criterion obtained in Budhiraja et al.\(^10\) and state the main result. Section 4 is devoted to the study of the skeleton equations. The large deviations is proved in Section 5.

## 2 | THE MATHEMATICAL FRAMEWORK

Let \( \Omega > 0 \) and \( \Omega \subset \mathbb{R}^2 \) be a bounded domain with smooth boundary \( \partial \Omega \). Consider the following 2-dimensional stochastic evolution equations in \( \Omega_T := (0, T] \times \Omega \) given by

\[
\begin{aligned}
&du + [(u \cdot \nabla)u - \mu \Delta u + \nabla p]dt + \nabla \cdot (\nabla \theta \otimes \nabla \theta)dt = \int_{\mathbb{X}} G(t, u(t-), v) \tilde{N}(dt, dv), \\
&\nabla \cdot u = 0, \\
&d\theta + [(u \cdot \nabla)\theta - \gamma \Delta \theta(t)]dt + f(\theta(t))dt = 0,
\end{aligned}
\tag{2.2}
\]

where the vector field \( u = u(x, t) \) denotes the velocity of the fluid, \( \theta = \theta(x, t) \) is the director field, and \( p \) denoting the scalar pressure. \( \tilde{N} \) is the compensated time homogeneous Poisson random measure on a certain locally compact Polish space \( \mathbb{X}, B(\mathbb{X}) \). \( G \) and \( f \) are measurable functions, which will be specified in Section 2.3. The symbol \( \nabla \theta \otimes \nabla \theta \) is the \( 2 \times 2 \)-matrix with the entries

\[
[\nabla \theta \otimes \nabla \theta]_{i,j} = \sum_{k=1}^{2} \partial_{\xi} \theta(k) \partial_{\xi} \theta(k), \quad i, j = 1, 2.
\]

Without loss of generality, we assume that

\[
\mu = \gamma = 1.
\]

The boundary and initial conditions for (2.2) are

\[
\begin{aligned}
&u = 0 \text{ and } \frac{\partial \theta}{\partial n} = 0 \quad \text{on } \partial \Omega, \\
&(u(0), \theta(0)) = (u_0, \theta_0),
\end{aligned}
\]

where \( n \) is the outward unit normal vector at each point \( x \) of \( \partial \Omega \).
2.1 Functional spaces

Denote by $\mathbb{N}, \mathbb{R}, \mathbb{R}^+$, and $\mathbb{R}^d$ the set of positive integers, real numbers, positive real numbers, and $d$-dimensional real vectors, respectively. For a topology space $E$, denote the corresponding Borel $\sigma$-field by $B(E)$. For a metric space $\mathbb{X}$, $C([0, T]; \mathbb{X})$ stands for the space of continuous functions from $[0, T]$ into $\mathbb{X}$ and $D([0, T]; \mathbb{X})$ represents the space of right continuous functions with left limits from $[0, T]$ into $\mathbb{X}$. For a metric space $\mathbb{Y}$, denote by $M_b(\mathbb{Y}), C_b(\mathbb{Y})$ the space of real-valued bounded $\mathbb{Y}/\mathbb{R}$-measurable maps and real-valued bounded continuous functions, respectively.

Now, we follow closely the framework of Brzeźniak et al. For any $p \in [1, \infty)$ and $k \in \mathbb{N}$, let $(L^p(\Omega), | \cdot |_{L^p})$ and $(W^{k,p}(\Omega), \| \cdot \|_{W^{k,p}})$ be Lebesgue and Sobolev space of $\mathbb{R}^2$-valued functions, respectively. For $p = 2$, set $W^{k,2} = H^k$. For instance, $H^1(\Omega)$ is the Sobolev space of all $u \in L^2(\Omega)$, for which there exist weak derivatives $\frac{\partial u}{\partial x_i} \in L^2(\Omega), i = 1, 2$. It's well-known that $H^1(\Omega)$ is a Hilbert space with the scalar product given by

$$(u, v)_{H^1} := (u, v)_{L^2} + (\nabla u, \nabla v)_{L^2}, \quad u, v \in H^1(\Omega).$$

Now, define working spaces for the system (2.2) as

$$\mathbb{V} := \{ u \in C^\infty_0(\Omega); \nabla \cdot u = 0 \},$$

$$\mathbb{H} := \text{the closure of } \mathbb{V} \text{ in } L^2(\Omega) \text{ and } \mathbb{V} := \text{the closure of } \mathbb{V} \text{ in } H^1(\Omega).$$

In the space $\mathbb{H}$, we equip it with the scalar product and the norm inherited from $L^2(\Omega)$ and denote them by $(\cdot, \cdot)_{\mathbb{H}}$ and $| \cdot |_{\mathbb{H}}$, respectively, ie,

$$(u, v)_{\mathbb{H}} := (u, v)_{L^2}, \quad |u|_{\mathbb{H}} := |u|_{L^2} := |u|, \quad u, v \in \mathbb{H}.$$

In the space $\mathbb{V}$, we equip it with the scalar product inherited from the Sobolev space $H^1(\Omega)$, ie,

$$(u, v)_{\mathbb{V}} := (u, v)_{L^2} + ((u, v)),$$

where

$$(u, v) := (\nabla u, \nabla v)_{L^2} = \int_{\Omega} \frac{\partial u}{\partial x_1} \frac{\partial v}{\partial x_1} dx + \int_{\Omega} \frac{\partial u}{\partial x_2} \frac{\partial v}{\partial x_2} dx, \quad u, v \in \mathbb{V}.$$ (2.3)

The norm of $\mathbb{V}$ is defined as

$$|u|_{\mathbb{V}}^2 := |u|_{\mathbb{H}}^2 + |u|^2,$$

where $|u|^2 := |\nabla u|^2$.

As we are working on a bounded domain, it's clear that

$$\mathbb{V} \hookrightarrow \mathbb{H} \cong \mathbb{H}' \hookrightarrow \mathbb{V'},$$

where the embedding is compact continuous. Also, we have the embedding

$$H^2 \hookrightarrow H^1 \hookrightarrow L^2 \cong (H^1)' \hookrightarrow (H^2)'.$$

2.2 Some functionals

Set

$$A_1 u := ((u, \cdot)), \quad u \in \mathbb{V},$$ (2.4)

where $((\cdot, \cdot))$ is defined by (2.3). If $u \in \mathbb{V}$, then $A_1 u \in \mathbb{V}'$. By the Cauchy-Schwarz inequality, we deduce that

$$|A_1 u|_{\mathbb{V}'} \leq |u|, \quad u \in \mathbb{V}.$$ (2.5)

It’s well-known that $A_1$ is a positive self-adjoint operator. Let $\{ \phi_i \}_{i=1}^\infty$ be the orthonormal basis of $\mathbb{H}$ composed of eigenfunctions of the Stokes operator $A_1$, with corresponding eigenvalues $0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \to \infty (A_1 \phi_i = \lambda_i \phi_i)$. We will use fractional powers of the operator $A_1$, denoted by $A_1^\alpha$, as well as their domains $D(A_1^\alpha)$ for $\alpha \in \mathbb{R}$. Note that
Let \( \{\zeta_i\}_{i=1}^{\infty} \) be the orthonormal basis of \( L^2 \) composed of eigenfunctions of the Stokes operator \( A_2 \). We have

\[
\|A_2\zeta\|_{H^p} \leq \|\zeta\|_{H^p}.
\]

Consider the following trilinear form (see Temam\(^{11}\)):

\[
b(u, v, w) = \sum_{i,j=1}^{2} \int_{\Omega} u(i\partial_x v(j)w(j)) \, dx, \quad u \in L^p, \ v \in W^{1,q}, \ w \in L^r,
\]

where \( p, q, r \in [1, \infty] \) satisfying

\[
\frac{1}{p} + \frac{1}{q} + \frac{1}{r} \leq 1.
\]

Referring to Adams,\(^{12}\) by the Sobolev embedding Theorem and Hölder inequality, we obtain

\[
|b(u, v, w)| \leq C \|u\|_V \|v\|_V \|w\|_V, \quad u, v, w \in V,
\]

for some positive constant \( C \). Thus, \( b \) is a continuous on \( V \).

Now, define a bilinear map \( B : V \times V \to V' \) by

\[
\langle B(u, v), w \rangle := b(u, v, w) = \sum_{i,j=1}^{2} \int_{\Omega} u(i\partial_x v(j)w(j)) \, dx.
\]

Then, referring to Temam,\(^{11}\) it gives

**Lemma 2.1.** For any \( u \in V, v \in V, w \in V \),

1. \( \langle B(u, v), w \rangle = -\langle B(u, v), w \rangle, \ (B(u, v), v) = b(u, v, v) = 0 \).
2. \( \|B(u,v)\|_{V'} \leq C \|u\|_V \|v\|_V \|v\|_V \), for some positive constant \( C \).

Based on Lemma 2.1, the operator \( B \) can be uniquely extended to a bounded linear operator

\[
B : H \times H \to V',
\]

and it satisfies the following estimate:

\[
\|B(u,v)\|_{V'} \leq C \|u\|_V.
\]

For the convenience for written, denote \( B(u) : = B(u, u) \). Note that \( B : V \to V' \) is locally Lipschitz continuous.

Now, define a bilinear mapping \( \tilde{B} : H^1 \times H^1 \to (H^1)' \) as

\[
\langle \tilde{B}(u, v), w \rangle = b(u, v, w) \quad u, v, w \in H^1.
\]

We still denote by \( \tilde{B}(\cdot, \cdot) \) the restriction of \( \tilde{B}(\cdot, \cdot) \) to \( V \times H^2 \), which map continuously from \( V \times H^2 \) into \( L^2 \). According to Temam,\(^{11}\) we have
**Lemma 2.2.** For \( u \in \mathbb{V}, \theta \in H^2 \), we have

1. \( \langle B(u, \theta), \theta \rangle = b(u, \theta, \theta) = 0 \).
2. \( |\tilde{B}(u, \theta)| \leq C|u|^{\frac{1}{2}}\|\theta\|^2|\Delta \theta|^\frac{1}{2} \), for some positive constant \( C \).

Consider the trilinear form defined by

\[
m(\theta_1, \theta_2, u) = -\sum_{i,j,k=1}^2 \int \partial_i \partial_j (\theta_1^{(k)} \partial_i \theta_2^{(k)} u^{(i)}} dx
\]

for any \( \theta_1 \in W^{1,p}, \theta_2 \in W^{1,q} \) and \( u \in W^{1,r} \) with \( p, q, r \in (1, \infty) \) satisfying (2.8).

Define a bilinear operator \( M : H^2 \times H^2 \to \mathbb{V}' \) such that for any \( \theta_1, \theta_2 \in H^2 \)

\[
\langle M(\theta_1, \theta_2), u \rangle = m(\theta_1, \theta_2, u), \quad u \in \mathbb{V}.
\]

Then, by Hölder inequality and Sobolev interpolation inequality, we have

\[
\|M(\theta_1, \theta_2)\|_{\mathbb{V}'} \leq C\|\theta_1\|^{\frac{1}{2}}|\Delta \theta_1|^{\frac{1}{2}}\|\theta_2\|^{\frac{1}{2}}|\Delta \theta_2|^{\frac{1}{2}}.
\]

(2.11)

For simplicity, we denote \( M(\theta) := M(\theta, \theta) \).

Collecting all the above functionals, (2.2) can be written as

\[
\begin{cases}
du(t) + [A_1 u(t) + B(u(t)) + M(\theta(t))] dt = \int G(t, u(t), v) \tilde{N}(dt, dv), \\
d\theta(t) + [A_2 \theta(t) + \tilde{B}(u(t), \theta(t)) + f(\theta(t))] dt = 0.
\end{cases}
\]

(2.12)

### 2.3 Hypotheses

To obtain the global well posedness of (2.12), we introduce the following hypotheses stated in Brzeźniak et al.\(^8\)

**Hypothesis H0**

- (A) \( \tilde{N} \) is a compensated time homogeneous Poisson random measure on a locally compact space \( (\mathbb{X}, \mathcal{B}(\mathbb{X})) \) over a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) with a \( \sigma \)-finite intensity measure \( \theta \).
- (B) Let \( G : [0, T] \times \mathbb{H} \times \mathbb{X} \to \mathbb{H} \) is a measurable function, and there exists a constant \( L \) such that

\[
\int_\mathbb{X} |G(t, u_1, v) - G(t, u_2, v)|^2_{\mathbb{H}} \theta(dv) \leq L|u_1 - u_2|^2, \quad u_1, u_2 \in \mathbb{H}, \quad t \in [0, T],
\]

and for each \( p \geq 1 \), there exists a constant \( C_p \) such that

\[
\int_\mathbb{X} |G(t, u, v)|^p_{\mathbb{H}} \theta(dv) \leq C_p(1 + |u|^p), \quad u \in \mathbb{H}, \quad t \in [0, T].
\]

(2.14)

- (C) For \( N \in \mathbb{N} \), numbers \( b_j, j = 0, \cdots, N \) with \( b_j > 0 \), we define a function \( \tilde{f} : [0, \infty) \to \mathbb{R} \) by

\[
\tilde{f}(r) = \sum_{j=0}^N b_j r^j, \quad \text{for any } r \in \mathbb{R}_+.
\]

Define a map \( f : \mathbb{R}^2 \to \mathbb{R}^2 \) by

\[
f(\theta) = \tilde{f}(|\theta|^2) \theta.
\]

(2.15)

Let \( F : \mathbb{R}^2 \to \mathbb{R} \) be a Fréchet differentiable map such that for any \( \theta \in \mathbb{R}^2 \) and \( g \in \mathbb{R}^2 \)

\[
F'(\theta)[g] = f(\theta) \cdot g.
\]

(2.16)

Under Hypothesis H0 (C), referring to appendix D in Brzeźniak et al.\(^8\) we have

**Lemma 2.3.** For any \( \kappa_1 > 0 \) and \( \kappa_2 > 0 \), there exists \( C(\kappa_1) > 0, C_1(\kappa_2) > 0, C_2(\kappa_2) > 0 \) such that

\[
|\langle f(\theta_1) - f(\theta_2), \theta_1 - \theta_2 \rangle| \leq \kappa_1 |\nabla \theta_1 - \nabla \theta_2|^2 + C(\kappa_1)|\theta_1 - \theta_2|^2 \beta(\theta_1, \theta_2).
\]

(2.17)
and
\[
|\langle f(\theta_1) - f(\theta_2), \Delta(\theta_1 - \theta_2)\rangle| \leq \kappa_2|\Delta\theta_1 - \Delta\theta_2|^2 \\
+ [C_1(\kappa_2)|\nabla(\theta_1 - \theta_2)|^2 + C_2(\kappa_2)|\theta_1 - \theta_2|^2]\beta(\theta_1, \theta_2),
\]
(2.18)
where
\[
\beta(\theta_1, \theta_2) := C(1 + |\theta_1|_{L^{2N+2}}^{2N} + |\theta_2|_{L^{2N+2}}^{2N})^2.
\]
Moreover, for any \( \theta \in H^1 \), it gives
\[
|f(\theta)|^2 \leq C(1 + |\theta|_{L^4}^{q}), \quad q = 4N + 2.
\]
(2.20)

Now, we recall the definition of a strong solution to (2.12) in Brzeźniak et al.\(^8\)

**Definition 2.1.** The system (2.12) has a strong solution if for every stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) and a time homogeneous Poisson random measure \(\tilde{N}\) on \((\mathcal{X}, \mathcal{B}(\mathcal{X}))\) over the stochastic basis with intensity measure \(\theta\), there exist progressively measurable process \(u : [0, T] \times \Omega \to \mathbb{H}\) with \(\mathbb{P}\)-a.e.
\[
u(\cdot, \omega) \in D([0, T]; \mathbb{H}) \cap L^2([0, T]; \mathcal{V})
\]
(2.21)
and progressively measurable process \(\theta : [0, T] \times \Omega \to H^1\) with \(\mathbb{P}\)-a.e.
\[
\theta(\cdot, \omega) \in C([0, T]; H^1) \cap L^2([0, T]; H^2),
\]
(2.22)
such that for all \(t \in [0, T]\) and \(\chi \in \mathcal{V}\), the following identity holds \(\mathbb{P}\)-a.e.:
\[
(u(t), \chi) + \int_0^t \langle A_1 u(s), \chi \rangle ds + \int_0^t \langle B(u(s)), \chi \rangle ds + \int_0^t \langle M(\theta(s)), \chi \rangle ds
\]
\[
= (u_0, \chi) + \int_0^t \int_{\mathcal{X}} \langle G(s, u(s), v), \chi \rangle \tilde{N}(dvds),
\]
(2.23)
and for all \(v \in H^1\), the following identity holds \(\mathbb{P}\)-a.e.:
\[
(\theta(t), v) + \int_0^t \langle A_2 \theta(s), v \rangle ds + \int_0^t \langle \tilde{B}(u(s), \theta(s)), v \rangle ds + \int_0^t \langle f(\theta(s)), v \rangle ds = (\theta_0, v).
\]
(2.24)

According to Brzeźniak et al.\(^8\) we have

**Theorem 2.1.** Let the initial value \((u_0, \theta_0) \in \mathbb{H} \times H^1\). Under Hypothesis H0, the system (2.12) has a strong solution \((u, \theta)\) in the sense of Definition 2.1. Also, the solution satisfies the following estimates:
\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |u(t)|^2 + \int_0^T \|u(t)\|_V^2 dt \right] < \infty
\]
(2.25)
and
\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \|\theta(t)\|^2_{H^1} + \int_0^T \|\theta(t)\|^2_{H^2} dt \right] < \infty.
\]
(2.26)

3 | PRELIMINARIES TO LARGE DEVIATIONS

In this section, we will recall a general criterion for an LDP introduced by Budhiraja et al.\(^10\) To this end, we closely follow the framework and notations in Budhiraja et al.\(^9\) and Budhiraja et al.\(^10\)

Let \(\{X^\varepsilon\}\) be a family of random variables defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) taking values in some Polish space \(\mathcal{E}\). The LDP is concerned with exponential decay of \(\mathbb{P}(X^\varepsilon \in \cdot)\), as \(\varepsilon \to 0\).
Definition 3.1. (Rate Function)
A function \( I : \mathcal{E} \to [0, \infty] \) is called a rate function if for each \( M < \infty \), the level set \( \{ x \in \mathcal{E} : I(x) \leq M \} \) is a compact subset of \( \mathcal{E} \). For \( O \in B(\mathcal{E}) \), we define \( I(O) := \inf_{x \in O} I(x) \).

Definition 3.2. (LDP)
The sequence \( \{ X^\epsilon \} \) is said to satisfy a LDP with rate function \( I \) if the following two conditions hold

(a) Large deviation upper bound. For each closed subset \( F \) of \( \mathcal{E} \),

\[
\limsup_{\epsilon \to 0} \epsilon \log P(X^\epsilon \in F) \leq -I(F),
\]

(b) Large deviation lower bound. For each open subset \( G \) of \( \mathcal{E} \),

\[
\liminf_{\epsilon \to 0} \epsilon \log P(X^\epsilon \in G) \geq -I(G).
\]

3.1 Controlled Poisson random measure

The following notations will be used. Let \( X \) be a locally compact Polish space. Set \( C_c(X) \) be the space of continuous functions with compact supports. Denote

\[
\mathcal{M}_{FC}(X) := \{ \text{measure } \theta \text{ on } (X, B(X)) \text{ such that } \theta(K) < \infty \text{ for every compact } K \text{ in } X \}.
\]

Endow \( \mathcal{M}_{FC}(X) \) with the weakest topology such that for every \( f \in C_c(X) \), the function \( \theta \to \langle f, \theta \rangle = \int_X f(\theta(u))d\theta(u), \theta \in \mathcal{M}_{FC}(X) \) is continuous. This topology can be metrized such that \( \mathcal{M}_{FC}(X) \) is a Polish space (see Budhiraja et al10).

Let \( T > 0 \), set \( X_T = [0, T] \times X \). Fix a measure \( \theta \in \mathcal{M}_{FC}(X) \) and let \( \theta_T = \lambda_T \otimes \theta \), where \( \lambda_T \) is Lebesgue measure on \([0, T]\). We recall the definition of Poisson random measure from Ikeda et al11 that

Definition 3.3. We call measure \( n \) a Poisson random measure on \( X_T \) with intensity measure \( \theta_T \) is a \( \mathcal{M}_{FC}(X) \)–valued random variable such that

1. for each \( B \in B(X_T) \) with \( \theta_T(B) < \infty \), \( n(B) \) is a Poisson distribution with mean \( \theta_T(B) \) and
2. for disjoint \( B_1, \ldots, B_k \in B(X_T) \), \( n(B_1), \ldots, n(B_k) \) are mutually independent random variables.

Denote by \( P \) the measure induced by \( n \) on \( (\mathcal{M}_{FC}(X_T), B(\mathcal{M}_{FC}(X_T))) \). Let \( M = \mathcal{M}_{FC}(X_T) \). \( P \) is the unique probability measure on \( (M, B(M)) \), under which the canonical map \( N : M \to M, N(m) := m \) is a Poisson random measure with intensity measure \( \theta_T \). In this paper, we also consider probability \( P_\theta \), for \( \theta > 0 \), under which \( N \) is a Poisson random measure with intensity \( \theta \theta_T \). The corresponding expectation operators will be denoted by \( E \) and \( E_\theta \), respectively.

Set

\[
Y = X \times [0, \infty), \quad Y_T = [0, T] \times Y.
\]

Similarly, let \( \widetilde{M} = \mathcal{M}_{FC}(Y_T) \), and let \( \tilde{P} \) be the unique probability measure on \( (\widetilde{M}, B(\widetilde{M})) \) under which the canonical mapping \( \tilde{N} : \widetilde{M} \to \widetilde{M}, \tilde{N}(m) := m \) is a Poisson random measure with intensity measure \( \tilde{\theta}_T = \lambda_T \otimes \theta \otimes \lambda_\infty \), with \( \lambda_\infty \) being Lebesgue measure on \([0, \infty)\). The expectation operator will be denoted by \( \tilde{E} \). Let \( \tilde{F}_t := \sigma(\tilde{N}((0,s] \times O) : 0 \leq s \leq t, O \in B(Y)) \), and denote by \( \tilde{F}_t \) the completion under \( \tilde{P} \). Let

\[
\tilde{P} \text{ be the predictable } \sigma - \text{ field on } [0, T] \times \widetilde{M} \text{ with the filtration } \{ \tilde{F}_t : 0 \leq t \leq T \} \text{ on } (\widetilde{M}, B(\widetilde{M}))
\]

and

\[
\tilde{A} \text{ be the class of all } (\tilde{P} \otimes B(X))/B([0, \infty)) - \text{ measurable maps } \varphi : X_T \times \widetilde{M} \to [0, \infty).
\]

For \( \varphi \in \tilde{A} \), define a counting process \( N^\varphi \) on \( X_T \) by

\[
N^\varphi((0,t] \times U) := \int_{(0,t] \times U} \int_{(0,\infty)} I_{(0,\varphi(s,x),t]}(r)\tilde{N}(dsdxdr), \quad t \in [0, T], \quad U \in B(X).
\]  

(3.27)

\( N^\varphi \) is the controlled random measure with \( \varphi \) selecting the intensity for the points at location \( x \) and time \( s \), in a possibly random but nonanticipating way. If \( \varphi(x, m) \equiv \theta \in (0, \infty) \). We write \( N^\varphi = N^\theta \). Note that \( N^\theta \) has the same distribution with respect to \( \tilde{P} \) as \( N \) has with respect to \( E_\theta \). Define \( I : [0, \infty) \to [0, \infty) \) by
\[ l(r) = r \log r - r + 1, \quad r \in [0, \infty). \]

For any \( \varphi \in \mathcal{A} \), the quantity

\[ L_T(\varphi) = \int_{\mathcal{X}_T} l(\varphi(t, x, w)) \theta_T(dtdx) \quad (3.28) \]

is well-defined as a \([0, \infty]\)-valued random variable.

### 3.2 A general criterion

To state a general criteria for LDP obtained by Budhiraja et al., we introduce the following notations. Define

\[ S^M = \{ g : \mathcal{X}_T \rightarrow [0, \infty) : L_T(g) \leq M \}, \quad S = \cup_{M \geq 1} S^M. \]

A function \( g \in S^M \) can be identified with a measure \( \theta^g_T \in \mathbb{M} \), which is defined by

\[ \theta^g_T(\mathcal{O}) = \int g(s, x) \theta_T(dsdx), \quad \mathcal{O} \in B(\mathcal{X}_T). \]

This identification induces a topology on \( S^M \) under which \( S^M \) is a compact space (see the appendix of Budhiraja et al.⁹). Throughout this paper, we always use this topology on \( S^M \). Let

\[ \mathcal{U}^M = \{ \varphi \in \mathcal{A} : \varphi(\omega) \in S^M, \mathbb{P} - a.e. \omega \}, \]

where \( \mathcal{A} \) is defined in Section 3.1.

Let \( \{ G^\varepsilon \}_{\varepsilon > 0} \) be a family of measurable maps from \( \mathbb{M} \) to \( \mathcal{U} \), where \( \mathbb{M} \) is introduced in Section 3.1, and \( \mathcal{U} \) is a Polish space. Let \( Z^\varepsilon = G^\varepsilon (\varepsilon N^{r-1}) \). Now, we list the following sufficient conditions for establishing LDP for the family \( \{ Z^\varepsilon \}_{\varepsilon > 0} \).

**Condition A** There exists a measurable map \( G^0 : \mathbb{M} \rightarrow \mathcal{U} \) such that the following hold.

1. For every \( M < \infty \), let \( g_n, g \in S^M \) be such that \( g_n \rightarrow g \) as \( n \rightarrow \infty \), then \( G^0(\theta^g_T) \rightarrow G^0(\theta^g_T) \) in \( \mathcal{U} \).
2. For every \( M < \infty \), let \( \{ \varphi_\varepsilon : \varepsilon > 0 \} \subset \mathcal{U}^M \) be such that \( \varphi_\varepsilon \) converges in distribution to \( \varphi \) as \( \varepsilon \rightarrow 0 \). Then, \( G^\varepsilon (\varepsilon N^{r-1} \varphi_\varepsilon) \) converges to \( G^0(\theta^g_T) \) in distribution.

The following result is due to Budhiraja et al.¹⁰

**Theorem 3.1.** Suppose the above Condition A holds. Then \( Z^\varepsilon \) satisfies a LDP on \( \mathcal{U} \) with the good rate function \( I \) given by

\[ I(\varphi) = \inf_{\{ g \in S : f = G^0(\theta^g_T) \}} \{ L_T(g) \}, \quad \forall \varphi \in \mathcal{U}. \]

By convention, \( I(\emptyset) = \infty \).

### 3.3 Hypotheses and the statement of main results

To obtain LDP for (2.12), we need additional conditions on the coefficients. Here, we adopt the same conditions as Yang et al.¹⁴ and state some preliminary results from Budhiraja et al.⁹

Let \( G : [0, T] \times \mathbb{H} \times \mathbb{X} \rightarrow H \) be a measurable mapping. Set

\[ |G(t, v)|_{0, \mathbb{H}} := \sup_{u \in \mathbb{H}} \frac{|G(t, u, v)|_{\mathbb{H}}}{1 + |u|_{\mathbb{H}}}, \quad (t, v) \in [0, T] \times \mathbb{X} \]

\[ |G(t, v)|_{1, \mathbb{H}} := \sup_{u_1, u_2 \in \mathbb{H}, u_1 \neq u_2} \frac{|G(t, u_1, v) - G(t, u_2, v)|_{\mathbb{H}}}{|u_1 - u_2|_{\mathbb{H}}}, \quad (t, v) \in [0, T] \times \mathbb{X}. \]

**Hypothesis H1** For \( i = 0, 1 \), there exists \( \delta_i^0 > 0 \) such that for all \( E \in B([0, T] \times \mathbb{X}) \) satisfying \( \theta_T(E) < \infty \), the following holds
Now, we state the following Lemmas established by Budhiraja et al.\(^9\) and Yang et al.\(^{14}\)

**Lemma 3.1.** Under Hypothesis H0 and Hypothesis H1,

1. For \(i = 0, 1\) and every \(M \in \mathbb{N}\),
   \[
   C_{L1}^M := \sup_{g \in S^M} \int_{X_T} |G(s, v)|_{L^1} |g(s, v) - 1| \theta(ds) < \infty, \tag{3.30}
   \]
   \[
   C_{L2}^M := \sup_{g \in S^M} \int_{X_T} |G(s, v)|_{L^2} |g(s, v) + 1| \theta(ds) < \infty. \tag{3.31}
   \]

2. For every \(\eta > 0\), there exists \(\delta > 0\) such that for any \(A \subset [0, T]\) satisfying \(\lambda_T(A) < \delta\)
   \[
   \sup_{g \in S^M} \int_A \int_X |g(s, v)|_{L^1} |g(s, v) - 1| \theta(ds) \leq \eta. \tag{3.32}
   \]

**Lemma 3.2.**

1. For any \(g \in S\), if \(\sup_{t \in [0, T]} |Y(t)| \in \mathbb{H} < \infty\), then
   \[
   \int_X G(\cdot, Y(\cdot), v)(g(\cdot, v) - 1) \theta(ds) \in L^1([0, T]; \mathbb{H}).
   \]

2. If the family of mappings \(\{Y_n : [0, T] \to H, n \geq 1\}\) satisfying \(\sup_n \sup_{t \in [0, T]} |Y_n(t)| \in \mathbb{H} < \infty\), then
   \[
   \tilde{C}_M := \sup \sup_n \int_0^T \int_X G(t, Y_n(t), v)(g(t, v) - 1) \theta(ds) < \infty.
   \]

**Lemma 3.3.** Let \(h : [0, T] \times X \to \mathbb{R}\) be a measurable function such that

\[
\int_X |h(s, v)|^2 \theta(ds) < \infty
\]

and for all \(\delta \in (0, \infty)\) and \(E \in B([0, T] \times X)\) satisfying \(\theta_T(E) < \infty\),

\[
\int_E \exp(\delta \|h(s, v)\|) \theta(ds) < \infty.
\]

Then, we have

1. Fix \(M \in \mathbb{N}\). Let \(g_n, g \in S^M\) be such that \(g_n \to g\) as \(n \to \infty\). Then
   \[
   \lim_{n \to \infty} \int_{X_T} h(s, v)(g_n(s, v) - 1) \theta(ds) = \int_{X_T} h(s, v)(g(s, v) - 1) \theta(ds).
   \]

2. Fix \(M \in \mathbb{N}\). Given \(\varepsilon > 0\), there exists a compact set \(K_\varepsilon \subset X\), such that
   \[
   \sup_{g \in S^M} \int_0^T \int_{K_\varepsilon} |g(s, v) - 1| \theta(ds) \leq \varepsilon.
   \]

3. For every compact set \(K \subset X\),
   \[
   \lim_{M \to \infty} \sup_{g \in S^M} \int_0^T \int_K |h(s, v)|_{L^1} (g(s, v) \theta(ds) = 0.
   \]
In this paper, we consider the following nematic liquid crystals driven by small multiplicative Lévy noise:

\[
\begin{aligned}
\left\{ \begin{array}{l}
du(t) + [A_1u(t) + B(u(t))]dt + M(θ(t))dW(t) = ε\int\nabla G(t, u(t), v)|N^{N^{-1}}(dt)dv, \\
dθ(t) + [A_2θ(t) + B(θ(t))] + f(θ(t))dt = 0.
\end{array} \right.
\end{aligned}
\tag{3.33}
\]

By Theorem 2.1, under Hypothesis H0, there exists a unique strong solution of (2.12) in \( D([0, T]; \mathbb{H}) \times C([0, T]; H^1) \). Therefore, there exists a Borel-measurable mapping:

\[
\mathcal{G}^*: \mathbb{M} \to D([0, T]; \mathbb{H}) \times C([0, T]; H^1)
\]

such that \( (u^*(t), θ^*(t)) = \mathcal{G}^*(εN^{N^{-1}}) \).

For \( g \in S \), consider the following skeleton equations:

\[
\begin{aligned}
\left\{ \begin{array}{l}
du^g(t) + [A_1u^g(t) + B(u^g(t))] + M(θ^g(t))dt = \int\nabla G(t, u^g(t), v)(t, v - 1)θ(dv)dt, \\
dθ^g(t) + [A_2θ^g(t) + B(θ^g(t))] + f(θ^g(t))dt = 0.
\end{array} \right.
\end{aligned}
\tag{3.34}
\]

The solution \( (u^g, θ^g) \) defines a mapping \( \mathcal{G}^g* : \mathbb{M} \to D([0, T]; \mathbb{H}) \times C([0, T]; H^1) \) such that \( (u^g, θ^g) = \mathcal{G}^g*(θ^g_t) \).

In this paper, our main result is

**Theorem 3.2.** Let \( (u_0, θ_0) \in \mathbb{H} \times H^1 \). Under Hypothesis H0 and Hypothesis H1, \( (u^*, θ^*) \) satisfies a LDP on \( D([0, T]; \mathbb{H}) \times C([0, T]; H^1) \) with the good rate function I defined by (3.29) with respect to the uniform convergence.

**Proof.** According to Theorem 2.1, we need to prove (1) and (2) in Condition A. (i) will be implied by Proposition 5.1 and (ii) will be proved by Theorem 5.2.

\[\square\]

4 | THE SKELETON EQUATION

In this section, we will show that the skeleton equation 3.3 (3.34) admits a unique solution for every \( g \in S \).

Let \( K \) be a Banach space with norm \( \| \cdot \|_K \). Given \( p > 1, α \in (0, 1) \), as in Flandoli and Gatarek,\(^{15}\) let \( W^{α,p}([0, T]; K) \) be the Sobolev space of all \( u \in L^p([0, T]; K) \) such that

\[
\int_0^T \int_0^T \frac{||u(t) - u(s)||_K^p}{|t - s|^{1+αp}} dt ds < \infty,
\]

endowed with the norm

\[
||u||_{W^{α,p}([0, T]; K)} = \int_0^T ||u(t)||_K^p dt + \int_0^T \int_0^T \frac{||u(t) - u(s)||_K^p}{|t - s|^{1+αp}} dt ds.
\]

The following results can be found in Flandoli and Gatarek.\(^{15}\)

**Lemma 4.1.** Let \( B_0 \subset B \subset B_1 \) be Banach spaces, \( B_0 \) and \( B_1 \) reflexive, with compact embedding \( B_0 \subset B \). Let \( p \in (1, \infty) \), and \( α \in (0, 1) \) be given. Let \( X \) be the space

\[
X = L^p([0, T]; B_0) \cap W^{α,p}([0, T]; B_1),
\]

endowed with the natural norm. Then, the embedding of \( X \) in \( L^p([0, T]; B) \) is compact.

**Lemma 4.2.** For \( V \) and \( H \) are two Hilbert spaces \( (V' \text{ is the dual space of } V) \) with \( V \subset H \subset H' \subset V' \), where \( V \subset H \) denotes \( V \) is compactly embedded in \( H \). If \( u \in L^2([0, T]; V) \), \( \frac{du}{dt} \in L^2([0, T]; V') \), then \( u \in C([0, T]; H) \).

For the skeleton Equation 3.34, we have
Theorem 4.1. Given \((u_0, \theta_0) \in \mathbb{H} \times H^1\) and \(g \in S\). Assume Hypothesis H0 and Hypothesis H1 hold, then there exists a unique solution \((u^g, \theta^g)\) such that

\[
w^g \in C([0, T]; \mathbb{H}) \cap L^2([0, T]; \mathbb{H}), \quad \theta^g \in C([0, T]; H^1) \cap L^2([0, T]; H^2),
\]

and

\[
u^g(t) = u_0 - \int_0^t A_1 u^g(s)ds - \int_0^t B(u^g(s))ds - \int_0^t M(\theta^g(s))ds + \int_0^t \int_X G(s, u^g(s), v)(g(s, v) - 1)\theta(\text{dv})ds,
\]

\[
\theta^g(t) = \theta_0 - \int_0^t A_2 \theta^g(s)ds - \int_0^t B(u^g(s), \theta^g(s))ds - \int_0^t f(\theta^g(s))ds.
\]

Moreover, for any \(M \in \mathbb{N}\), there exists \(C(p, M) > 0\) such that

\[
\sup_{n \in \mathbb{N}} \left( \sup_{s \in [0, T]} |\theta^g(s)|^2_{L^2} + \int_0^T |\theta^g(s)|^p_{L^2} (||\theta^g(s)||^2 + |\Delta \theta^g(s) - f(\theta^g(s))|^2)ds \right) \leq C(p, M),
\]

where \(\Psi(\theta^g(s)) := \frac{1}{2}||\theta^g(s)||^2 + \int_0^T G(||\theta^g(s)||^2)dx\).

Proof. (Existence) We apply the Faedo-Galerkin approximation method to deduce the existence of solution of (2.12). Let \(\Phi_n : \mathbb{R} \to [0, 1]\) be a smooth function such that \(\Phi_n(t) = 1\) if \(|t| \leq n\), \(\Phi_n(t) = 0\) if \(|t| > n + 1\). Define \(\chi^1_n : \mathbb{H} \to \mathbb{H}\) as \(\chi^1_n(u) = \Phi_n(|u|)u\) and \(\chi^2_n : L^2 \to L^2\) as \(\chi^2_n(\theta) = \Phi_n(|\theta|)\theta\). Define the following finite dimensional spaces for any \(n \in \mathbb{N}\)

\[
\mathbb{H}_n := \text{Span}\{\psi_1, \cdots, \psi_n\}, \quad \mathbb{L}_n := \text{Span}\{\xi_1, \cdots, \xi_n\}.
\]

Denote by \(P_n\) the projection from \(\mathbb{H}\) onto \(\mathbb{H}_n\) and \(P_n\) the projection from \(L^2\) onto \(\mathbb{L}_n\). Let

\[
B_n(u) := \chi^1_n(u)B(u), \quad u \in \mathbb{H}_n,
\]

\[
M_n(\theta) := \chi^2_n(\theta)M(\theta), \quad \theta \in \mathbb{L}_n,
\]

\[
B_n(\theta) := \chi^1_n(u)B(u, \theta), \quad u \in \mathbb{H}_n, \quad \theta \in \mathbb{L}_n.
\]

Based on the above mappings, consider the following Faedo-Galerkin approximations: \((u_n(t), \theta_n(t)) \in \mathbb{H}_n \times \mathbb{L}_n\), which is the solution of

\[
du_n(t) + A_1 u_n(t)dt + P_n B_n(u_n(t))dt + P_n M_n(\theta_n(t))dt = P_n \int_X G(t, u_n(t), v)(g(t, v) - 1)\theta(\text{dv})dt,
\]

\[
d\theta_n(t) + A_2 \theta_n(t)dt + \tilde{P}_n \tilde{B}_n(u_n(t), \theta_n(t))dt + \tilde{P}_n f_n(\theta_n(t))dt = 0,
\]

with the initial condition \((u_n(0), \theta_n(0)) = (P_n u_0, \tilde{P}_n \theta_0)\).

Since \(B_n, M_n, \tilde{B}_n\) are all globally Lipschitz continuous, the existence of solutions to (4.39) to (4.40) can be obtained using similar method as Albeverio et al.\(^{16}\)

Now, for the solution \((u_n(t), \theta_n(t))\) of (4.39) to (4.40), we aim to show that, for any \(p \geq 1\),

\[
\sup_n \left( \sup_{s \in [0, T]} |\theta_n(s)|^p_{L^2} + \int_0^T |\theta_n(s)|^{p-2} (||\theta_n(s)||^2 + |\Delta \theta_n(s) - f(\theta_n(s))|^2)ds \right) \leq C(p, M),
\]

and

\[
\sup_n \left( \sup_{s \in [0, T]} (\Psi(\theta_n(s)) + |u_n(s)|^2)^p + \left( \int_0^T \left( ||u_n(s)||^2 + |\Delta u_n(s) - f(u_n(s))|^2 \right)ds \right)^p \right) \leq C(p, M),
\]
where \( \Psi(\theta_n(s)) := \frac{1}{2}||\theta_n(s)||^2 + \frac{1}{2} \int_{\Omega} F(||\theta_n(s)||^2) dx \), and \( F \) is defined by (2.16).

Firstly, we prove (4.41). For \( p \geq 2 \), let \( \psi(\cdot) \) be the mapping defined by

\[
\psi(\theta(t)) := \frac{1}{p} |\theta(t)|^p, \quad \theta \in L^2.
\]

(4.43)

The first Fréchet derivative is

\[
\psi'(\theta)[h] = |\theta(t)|^{p-2}\langle \theta, h \rangle.
\]

(4.44)

Based on (4.40), (4.43), and (4.44), we deduce that

\[
d\psi(\theta_n(t)) = -|\theta_n(t)|^{p-2}\langle A_2 \theta_n(t) + \bar{B}_n(u_n(t), \theta_n(t)) + f_n(\theta_n(t)), \theta_n(t) \rangle dt.
\]

Due to (4.43) and Lemma 2.2, we arrive at

\[
|\theta_n(t)|^p + \int_0^t |\theta_n(s)|^{p-2}||\theta_n(s)||^2 ds + \int_0^t |\theta_n(s)|^{p-2} \langle f_n(\theta_n(s)), \theta_n(s) \rangle ds \leq |\theta_0|^p.
\]

(4.45)

Referring to equations (5.12) and (5.13) in Brzeźniak et al.\(^8\) it gives that

\[
\langle f(\theta), \theta \rangle \geq \int_{\Omega} |\theta(x)|^{2N+2} dx - C \int_{\Omega} |\theta(x)|^2 dx.
\]

(4.46)

Putting (4.46) into (4.45), we deduce that

\[
|\theta_n(t)|^p + \int_0^t |\theta_n(s)|^{p-2}||\theta_n(s)||^2 ds + \int_0^t |\theta_n(s)|^{p-2} \langle f_n(\theta_n(s)), \theta_n(s) \rangle_{L^{2N+2}} ds \leq |\theta_0|^p.
\]

which implies that

\[
|\theta_n(t)|^p + \int_0^t |\theta_n(s)|^{p-2}||\theta_n(s)||^2 ds + \int_0^t |\theta_n(s)|^{p-2} \langle f_n(\theta_n(s)), \theta_n(s) \rangle_{L^{2N+2}} ds \leq |\theta_0|^p + C \int_0^t |\theta_n(s)|^p ds.
\]

(4.47)

Applying Gronwall’s inequality, we reach

\[
\sup_{t \in [0, T]} |\theta_n(t)|^p \leq |\theta_0|^p e^{CT}.
\]

(4.48)

Combining (4.47) and (4.48), we conclude that

\[
\int_0^T |\theta_n(s)|^{p-2}||\theta_n(s)||^2 ds + \int_0^T |\theta_n(s)|^{p-2} \langle f_n(\theta_n(s)), \theta_n(s) \rangle_{L^{2N+2}} ds \\
\leq |\theta_0|^p + C \int_0^T |\theta_n(s)|^p ds \\
\leq |\theta_0|^p (1 + CT e^{CT}).
\]

Thus, we complete the result (4.41).

For (4.42), we firstly define a stopping time

\[
\tau_n^R := \inf \{ t \geq 0 : |u_n(t)| \geq R \text{ or } |\theta_n(t)|_{L^2} \geq R \text{ or } ||\theta_n(t)||_{H^2} \geq R \} \wedge T.
\]

(4.49)

From (4.41), we deduce that \( \tau_n^R \uparrow T, P \text{- a.s., as } R \uparrow \infty. \)

For any \( t \in [0, \tau_n^R] \), define a mapping \( \phi(\cdot) \) as

\[
\phi(u(t)) = \frac{1}{2}|u(t)|^2, \quad u \in H.
\]
Then, we have
\[
d\phi(u_n(t)) = -(A_1 u_n(t) + B_n(u_n(t)) + M_n(\theta_n(t)), u_n(t))dt + \langle P_n \int_X G(t, u_n(t), v)(g(t, v) - 1)\theta(dv), u_n(t)\rangle dt.
\]

Using Lemma 2.1, we obtain
\[
d\phi(u_n(t)) + \|u_n(t)\|^2 dt = -(M_n(\theta_n(t)), u_n(t))dt + \langle P_n \int_X G(t, u_n(t), v)(g(t, v) - 1)\theta(dv), u_n(t)\rangle dt. \tag{4.50}
\]

Let \(\Psi(\cdot)\) be the mapping defined by
\[
\Psi(\theta) = \frac{1}{2} \|\theta\|^2 + \frac{1}{2} \int_{\Omega} F(|\theta|^2)dx.
\]

Using (2.16), the first Fréchet derivative is
\[
\Psi'(\theta)[g] = \langle \nabla \theta, \nabla g \rangle + \langle f(\theta), g \rangle = \langle -\Delta \theta + f(\theta), g \rangle.
\]

Then, we have
\[
d\Psi(\theta_n(t)) = \Psi'(\theta_n)[d\theta_n(t)] = \langle -\Delta \theta_n + f_n(\theta_n), d\theta_n(t)\rangle
\]
\[
= \langle -\Delta \theta_n + f_n(\theta_n), -A_2 \theta_n(t) - f_n \theta_n(t) - \tilde{B}_n(u_n(t), \theta_n(t)) \rangle dt
\]
\[
= \langle -\Delta \theta_n - f_n(\theta_n) \rangle dt - \langle \tilde{B}_n(u_n(t), \theta_n(t)), -\Delta \theta_n + f_n(\theta_n) \rangle dt.
\]

Referring to (5.28) - (5.29) in Brzeźniak et al,\(^8\) it gives
\[
\langle \tilde{B}_n(u_n(t), \theta_n(t)), -\Delta \theta_n + f_n(\theta_n) \rangle = -(M_n(\theta_n), u_n).
\]

This implies
\[
d\Psi(\theta_n(t)) + \|\Delta \theta_n - f_n(\theta_n)\|^2 dt = \langle M_n(\theta_n), u_n \rangle dt. \tag{4.51}
\]

Adding (4.50) and (4.51), we get
\[
d[\Psi(\theta_n(t)) + \phi(u_n(t))] + (\|u_n(t)\|^2 + \|\Delta \theta_n - f_n(\theta_n)\|^2)dt
\]
\[
= \langle P_n \int_X G(t, u_n(t), v)(g(t, v) - 1)\theta(dv), u_n(t)\rangle dt. \tag{4.52}
\]

Since
\[
\langle P_n \int_X G(t, u_n(t), v)(g(t, v) - 1)\theta(dv), u_n(t)\rangle
\]
\[
\leq \int_X \|G(t, u_n(t), v)\| |g(t, v) - 1| |u_n(t)| \theta(dv)
\]
\[
\leq \int_X \|G(t, u_n(t), v)\| |g(t, v) - 1| (1 + |u_n(s)|) |u_n(t)| \theta(dv)
\]
\[
\leq \int_X |G(t, v)|_{\mathcal{L}[1]} |g(t, v) - 1| (1 + 2 |u_n(t)|^2) \theta(dv)
\]
\[
\leq \int_X |G(t, v)|_{\mathcal{L}[1]} |g(t, v) - 1| \theta(dv) + 2 \int_X |G(t, v)|_{\mathcal{L}[1]} |g(t, v) - 1| |u_n(t)|^2 \theta(dv).
\]
we conclude that
\[
\begin{align*}
[\Psi(\theta_n(t)) + |u_n(t)|^2] + \int_0^t (|u_n(s)|^2 + |\Delta \theta_n - f_n(\theta_n)|^2)ds \\
\leq \Psi(\theta_0) + |u_0|^2 + \int_0^t \int_\mathbb{X} |G(s, v)|_{\alpha, \mathbb{H}}|g(s, v) - 1|\theta(dv)ds \\
+ 2 \int_0^t |u_n(s)|^2 \int_\mathbb{X} |G(s, v)|_{\alpha, \mathbb{H}}|g(s, v) - 1|\theta(dv)ds.
\end{align*}
\] (4.53)

Applying Gronwall inequality to (4.53), we have
\[
\begin{align*}
\sup_{t \in [0, r^*]} [\Psi(\theta_n(t)) + |u_n(t)|^2] + \int_0^{r^*} (|u_n(s)|^2 + |\Delta \theta_n - f_n(\theta_n)|^2)ds \\
\leq \left[ \Psi(\theta_0) + |u_0|^2 + \int_0^T \int_\mathbb{X} |G(s, v)|_{\alpha, \mathbb{H}}|g(s, v) - 1|\theta(dv)ds \right] \\
\times \exp \left\{ 2 \int_0^T \int_\mathbb{X} |G(s, v)|_{\alpha, \mathbb{H}}|g(s, v) - 1|\theta(dv)ds \right\} \\
\leq \left[ \Psi(\theta_0) + |u_0|^2 + \int_0^T \int_\mathbb{X} |G(s, v)|_{\alpha, \mathbb{H}}|g(s, v) - 1|\theta(dv)ds \right] \\
\times \exp \left\{ 2 \int_0^T \int_\mathbb{X} |G(s, v)|_{\alpha, \mathbb{H}}|g(s, v) - 1|\theta(dv)ds \right\}.
\end{align*}
\] (4.54)

Utilizing (3.30), we deduce that
\[
\begin{align*}
\sup_{t \in [0, r^*]} [\Psi(\theta_n(t)) + |u_n(t)|^2] + \int_0^{r^*} (|u_n(s)|^2 + |\Delta \theta_n - f_n(\theta_n)|^2)ds \\
\leq [\Psi(\theta_0) + |u_0|^2 + C_{0, 1}^M T e^{C_{1, 1} T}].
\end{align*}
\] (4.55)

As the constant in the right hand side of (4.55) is independent of $R$ and $n$, passing to the limit as $R \to \infty$, we obtain
\[
\begin{align*}
\sup_{s \in [0, T]} [\Psi(\theta_n(t)) + |u_n(t)|^2] + \int_0^T (|u_n(s)|^2 + |\Delta \theta_n - f_n(\theta_n)|^2)ds \leq C(p, T).
\end{align*}
\] (4.56)

Moreover, with the help of (4.56), we can obtain an estimate for $\Delta \theta_n$ and $||\theta_n(t)||^2_{H^1}$, using similar method as proposition 5.6 in Brzeźniak et al. Concretely, for any $p \geq 1$, there exists a positive constant $C$ independent of $n$ such that
\[
\int_0^T |\Delta \theta_n(s)|^2 ds \leq C(p), \quad \sup_{t \in [0, T]} ||\theta_n(t)||^2_{H^1} \leq C(p).
\] (4.57)

In the following, we want to prove that for $\alpha \in (0, \frac{1}{2})$, there exists $C(\alpha), L(\alpha) > 0$ such that
\[
\begin{align*}
\sup_{n \geq 1} \|u_n\|^2_{W^{k,2}(0, T); V'} & \leq C(\alpha), \\
\sup_{n \geq 1} \|\theta_n\|^2_{W^{k,2}(0, T); H^1} & \leq L(\alpha).
\end{align*}
\] (4.58)

(4.59)

Firstly, $u_n(t)$ can be written as
\[
\begin{align*}
u_n(t) = P_n u_0 - \int_0^t A_1 u_n(s)ds - \int_0^t B_n(u_n(s))ds - \int_0^t M_n(\theta_n(s))ds \\
+ \int_0^t \int_\mathbb{X} G(s, u_n(s), v)(g(s, v) - 1)\theta(dv)ds \nonumber \\
\quad := I_n^1(t) + I_n^2(t) + I_n^3(t) + I_n^4(t).
\end{align*}
\]
Clearly, \(|I_1|^2 \leq C_1\). Since \(\|A_1 u_n\|_{\mathcal{V}} \leq \|u_n\|\), for \(t > s\), we have

\[
\|I_n^2(t) - I_n^2(s)\|_{\mathcal{V}}^2 = \left\| \int_s^t A_1 u_n(r)dr \right\|_{\mathcal{V}}^2,
\]
\[
\leq C(t-s) \int_s^t \|A_1 u_n(r)\|_{\mathcal{V}}^2 dr
\]
\[
\leq C(t-s) \int_s^t \|u_n(r)\|^2 dr.
\]

Hence, by (4.42), we have for \(a \in (0, \frac{1}{2})\),

\[
\|I_n^2\|_{W^{2,1}(0, T); \mathcal{V})}^2 \leq \int_0^T \|I_n^2(t)\|_{\mathcal{V}}^2 dt
\]
\[
+ \int_0^T \int_0^T \left| \frac{\|I_n^2(t) - I_n^2(s)\|_{\mathcal{V}}}{|t-s|^{1+2a}} \right|^2 ds dt \leq C_2(a).
\]

Moreover, using (2.10), for \(t > s\), we get

\[
\|I_n^3(t) - I_n^3(s)\|_{\mathcal{V}}^2 = \left\| \int_s^t B_n(u_n(r))dr \right\|_{\mathcal{V}}^2,
\]
\[
\leq C(t-s) \int_s^t \|B_n(u_n(r))\|_{\mathcal{V}}^2 dr
\]
\[
\leq C(t-s) \int_s^t |u_n(r)|^4 dr
\]
\[
\leq C(t-s) \sup_{t \in [0, T]} |u_n(t)|^2 \int_s^t \|u_n(r)\|^2 dr.
\]

Thus, by (4.42), for \(a \in (0, \frac{1}{2})\), we have

\[
\|I_n^3\|_{W^{2,1}(0, T); \mathcal{V})}^2 \leq C_3(a).
\]

Utilizing (2.11), for \(t > s\), we deduce that

\[
\|I_n^4(t) - I_n^4(s)\|_{\mathcal{V}}^2 = \left\| \int_s^t M_n(\theta_n(r))dr \right\|_{\mathcal{V}}^2,
\]
\[
\leq \left( \int_s^t \|M_n(\theta_n(r))\|_{\mathcal{V}} dr \right)^2
\]
\[
\leq \left( \int_s^t \|\theta_n(r)\|_{\mathcal{V}} |\Delta \theta_n(r)| dr \right)^2
\]
\[
\leq C(t-s) \sup_{t \in [0, T]} |\theta_n(t)|^2 \int_s^t |\Delta \theta_n(r)|^2 dr.
\]

Hence, by (4.42) and (4.57), for \(a \in (0, \frac{1}{2})\), we have

\[
\|I_n^4\|_{W^{2,1}(0, T); \mathcal{V})}^2 \leq C_4(a).
\]
For $I_n^5$, we have

$$|I_n^5(t) - I_n^5(s)|_{\mathbb{H}}^2 = \left| \int_s^t P_n \int_X G(r, u_n(r), v)(g(r, v) - 1)\theta(dr) \right|^2$$

$$\leq \left( \int_s^t \int_X |G(r, u_n(r), v)|g(r, v) - 1|\theta(dr) \right)^2$$

$$\leq \left( \int_s^t \int_X |G(r, v)|_{0,\mathbb{H}}|g(r, v) - 1|(1 + |u_n(r)|)\theta(dr) \right)^2$$

$$\leq (1 + \sup_{t \in [0,T]} |u_n(r)|^2) \left( \int_s^t \int_X |G(r, v)|_{0,\mathbb{H}}|g(r, v) - 1|\theta(dr) \right)^2$$

$$\leq (1 + \sup_{t \in [0,T]} |u_n(r)|^2) \int_s^t \int_X |G(r, v)|_{0,\mathbb{H}}|g(r, v) - 1|\theta(dr)$$

$$\times \int_s^t \int_X |G(r, v)|_{0,\mathbb{H}}|g(r, v) - 1|\theta(dr),$$

with the help of (3.30) and (4.42), for $\alpha \in (0, \frac{1}{2})$, we get

$$\|I_n^5\|_{W^{2,2}(0,T;\mathbb{H})}^2 \leq C_5(\alpha).$$

Based on the above estimates, we complete the proof of (4.58). The proof of (4.59) is similar to (4.58). $\theta_n(t)$ can be written as

$$\theta_n(t) = P_n\theta_0 - \int_0^t A_2\theta_n(s)ds - \int_0^t B_n(u_n(s), \theta_n(s))ds - \int_0^t J_n\theta_n(s)ds$$

$$: = J_n^1 + J_n^2 + J_n^3 + J_n^4.$$

It's easy to know $\|J_n^1\|_{\mathbb{H}} \leq L_1$. For $t > s$, we have

$$\|J_n^2(t) - J_n^2(s)\|_{(H^2)'(\Omega)}^2 = \| \int_s^t A_2\theta_n(r)dr\|_{(H^2)'(\Omega)}^2$$

$$\leq C \int_s^t \|A_2\theta_n(r)\|_{(H^2)'(\Omega)}^2 dr$$

$$\leq C \int_s^t \|\theta_n(r)\|^2 dr$$

$$\leq C(t - s) \sup_{t \in [0,T]} |\theta_n(t)|^2.$$

Thus, by (4.41), for $\alpha \in (0, \frac{1}{2})$, we have

$$\|J_n^2\|_{W^{2,2}(0,T;\mathbb{H})}^2 \leq L_2(\alpha).$$

Using Lemma 2.2, for $t > s$, we get

$$\|J_n^3(t) - J_n^3(s)\|_{(H^2)'(\Omega)}^2 = \| \int_s^t B_n(u_n(r), \theta_n(r))dr\|_{(H^2)'(\Omega)}^2$$

$$\leq C \left( \int_s^t |\hat{B}_n(u_n(r), \theta_n(r))|dr \right)^2$$

$$\leq C \left( \int_s^t |u_n(r)|^2 \|u_n(r)\|^2 \|\theta_n(r)\|^2 |\Delta\theta_n(r)|^2 dr \right)^2$$

$$\leq C(t - s) \sup_{t \in [0,T]} |u_n(t)|^2 \left( \int_s^t \|u_n(r)\|^2 dr \right) + C(t - s) \sup_{t \in [0,T]} \|\theta_n(t)\|^2 \left( \int_s^t |\Delta\theta_n(r)|^2 dr \right).$$
Hence, using (4.41) to (4.42) and (4.57), for $\alpha \in (0, \frac{1}{2})$, it gives that

$$||J_n^2||_{W^{n,2}(0,T);(H^2)'} \leq L_3(\alpha).$$

Utilizing (2.20), for $t > s$, we deduce that

$$||J_n^2(t) - J_n^2(s)||_{(H^2)'} = || \int_s^t f_n(\theta_n(r))dr||_{(H^2)'}$$

$$\leq C\int_s^t |f_n(\theta_n(r))|dr^2$$

$$\leq C(t-s)(\int_s^t |f_n(\theta_n(r))|^2dr)$$

$$\leq C(t-s)[\int_s^t (1 + ||\theta_n(r)||_{L^{4N+2}}^4)dr]$$

$$\leq C(t-s)[\int_s^t (1 + ||\theta_n(r)||_{H^{4N+2}}^4)dr]$$

$$\leq C(t-s)^2 + C(t-s)\int_s^t ||\theta_n(r)||_{H^{4N+2}}^4dr$$

$$\leq C(t-s)^2 + C(t-s)^2\sup_{t\in[0,T]} ||\theta_n(t)||_{H^{4N+2}}^4.$$  

where for any $N \in \mathbb{N}^+$, $H^1(\Omega) \hookrightarrow L^{4N+2}(\Omega)$ is used. By (4.57), for $\alpha \in (0, \frac{1}{2})$, we deduce that

$$||J_n^2||_{W^{n,2}(0,T);(H^2)'} \leq L_4(\alpha).$$

Therefore, collecting all the above estimates, it gives (4.59). 

Based on (4.58) to (4.59), applying Lemma 4.1, we conclude that $u_n$ is compact in $L^2((0, T); \mathbb{H}) \cap C([0, T]; \mathbb{V}')$ and $\theta_n$ is compact in $L^2((0, T); H^1) \cap C([0, T]; (H^2)')$. Moreover, using (4.41) to (4.42), we deduce that there exists ($\hat{u}, \hat{\theta}$) and a subsequence still denoted by $(u_n, \theta_n)$ such that

1. $\hat{u} \in L^2((0, T); \mathbb{H}) \cap C([0, T]; \mathbb{V}') \cap L^\infty((0, T); \mathbb{H}) \cap L^2((0, T); \mathbb{V})$, 
2. $\hat{\theta} \in L^2((0, T); H^1) \cap C([0, T]; (H^2)') \cap L^\infty((0, T); H^1) \cap L^2((0, T); H^2)$, 
3. $u_n \rightarrow \hat{u}$ weakly star in $L^\infty((0, T); \mathbb{H})$, $u_n \rightarrow \hat{u}$ strongly in $L^2((0, T); \mathbb{H})$, 
4. $u_n \rightarrow \hat{u}$ weakly in $L^2((0, T); \mathbb{V})$, $u_n \rightarrow \hat{u}$ strongly in $C([0, T]; (\mathbb{V}')$, 
5. $\theta_n \rightarrow \hat{\theta}$ weakly star in $L^\infty((0, T); H^1)$, $\theta_n \rightarrow \hat{\theta}$ strongly in $L^2((0, T); H^2)$, 
6. $\theta_n \rightarrow \hat{\theta}$ weakly in $L^2((0, T); H^2)$, $\theta_n \rightarrow \hat{\theta}$ strongly in $C([0, T]; (H^2)')$. 

Next, we need to show that ($\hat{u}, \hat{\theta}$) is the unique solution of (4.35) to (4.36). We will use the same method as Yang et al. 

Let $\psi$ be a continuously differential function defined on $[0, T]$ with $\psi(T) = 0$. Recall $\{\phi_j\}_{j \geq 1}$ is an orthonormal eigenfunction of $\mathbb{H}$, which can be viewed as an orthonormal eigenfunction of $\mathbb{V}$. Multiplying (4.39) by $\psi(t)\phi_j$ and using integration by parts, we obtain

$$- \int_0^T \langle u_n(t), \psi'(t)\phi_j \rangle dt + \int_0^T \langle u_n(t), \psi(t)A_1\phi_j \rangle dt$$

$$= \langle P_nu_0, \psi(0)\phi_j \rangle - \int_0^T \langle P_nB_n(u_n(t)), \psi(t)\phi_j \rangle dt - \int_0^T \langle P_nM_n(\theta_n(t)), \psi(t)\phi_j \rangle dt$$

$$+ \int_0^\infty \langle P_n \int_X \langle G(t, u_n(t), v), (g(t, v) - 1)\theta(dv), \psi(t)\phi_j \rangle dt.$$ 

For every $n > \sup_{m \in \mathbb{N}^+} \|u_m(t)\|_{\mathbb{H}}^2 \vee \sup_{m \in \mathbb{N}^+} \|\theta_m(t)\|_{H^1}^2 \vee j$, we have
\[-\int_0^T \langle u_n(t), \psi'(t)\rangle dt + \int_0^T \langle u_n(t), \psi(t)A_1\rangle dt \]
\[= \langle u_0, \psi(0)\rangle - \int_0^T \langle B(u_n(t)), \psi(t)\rangle dt - \int_0^T \langle M(\theta_n(t)), \psi(t)\rangle dt \]
\[+ \int_0^T \langle \int_X G(t, u_n(t), v)g(t, v) - 1)\theta dv, \psi(t)\rangle dt. \]

Denote the above equation by symbols
\[J_1(T) + J_2(T) = J_3 + J_4(T) + J_5(T) + J_6(T). \]

Since \(u_n \to \hat{u}\) strongly in \(C([0, T]; V')\), we have
\[J_1(T) \to - \int_0^T \langle \hat{u}(t), \psi'(t)\rangle dt. \]

With the aid of Cauchy-Schwarz inequality and \(u_n \to \hat{u}\) strongly in \(L^2([0, T]; H)\), we get
\[J_2(T) \to \int_0^T \langle \hat{u}(t), \psi(t)A_1\rangle dt. \]

By the triangle inequality and (2.10), we have
\[
\left| \int_0^T \langle B(u_n(t)), \psi(t)\rangle dt - \int_0^T \langle B(\hat{u}(t)), \psi(t)\rangle dt \right|
\leq \int_0^T |\langle B(u_n(t) - \hat{u}(t), u_n(t), \psi(t)\rangle| dt \]
\[\leq 2 \int_0^T |u_n(t) - \hat{u}(t)|(\|u_n(t)\| + |u(t)|)||\psi(t)|| V dt \]
\[\leq 2 \int_0^T |u_n(t) - \hat{u}(t)|^2 dt \sup_{t \in [0, T]} (\|u_n(t)\| + |u(t)|)||\psi(t)|| V , \]

hence,
\[J_4(T) \to \int_0^T \langle B(\hat{u}(t)), \psi(t)\rangle dt. \]

Using (2.11), we get
\[
\left| \int_0^T \langle M(\theta_n(t)), \psi(t)\rangle dt - \int_0^T \langle M(\hat{\theta}(t)), \psi(t)\rangle dt \right|
\leq \int_0^T |\langle M(\theta_n(t) - \hat{\theta}(t), \hat{\theta}(t), \psi(t)\rangle| dt + \int_0^T |\langle M(\hat{\theta}(t), \theta_n(t) - \hat{\theta}(t)), \psi(t)\rangle| dt \]
\[\leq \int_0^T (\|\theta_n(t) - \hat{\theta}(t)\|^2 \|\Delta(\theta_n(t) - \hat{\theta}(t))\|^2 + \|\theta_n(t)\|^2 \|\Delta(\theta_n(t))\|^2) ||\psi(t)|| V dt \]
\[+ \int_0^T (\|\theta_n(t) - \hat{\theta}(t)\|^2 \|\Delta(\theta_n(t) - \hat{\theta}(t))\|^2 + \|\theta_n(t)\|^2 \|\Delta(\hat{\theta}(t))\|^2) ||\psi(t)|| V dt \]
\[\leq \sup_{t \in [0, T]} |\psi(t)| \left( \int_0^T \|\theta_n - \hat{\theta}\|^2 ds \right)^{\frac{1}{2}} \left[ \left( \int_0^T |\Delta\theta_n| ds \right)^{\frac{1}{2}} + \left( \int_0^T |\Delta\hat{\theta}| ds \right)^{\frac{1}{2}} \right]
\[T^{\frac{1}{2}} \sup_{t \in [0, T]} ||\theta_n||_{V'} \left( \int_0^T |\Delta\theta_n| ds \right)^{\frac{1}{2}} \]
\[+ \sup_{t \in [0, T]} |\psi(t)| \left( \int_0^T \|\theta_n - \hat{\theta}\|^2 ds \right)^{\frac{1}{2}} \left[ \left( \int_0^T |\Delta\theta_n| ds \right)^{\frac{1}{2}} + \left( \int_0^T |\Delta\hat{\theta}| ds \right)^{\frac{1}{2}} \right]
\[T^{\frac{1}{2}} \sup_{t \in [0, T]} ||\hat{\theta}||_{V'} \left( \int_0^T |\Delta\hat{\theta}| ds \right)^{\frac{1}{2}} . \]
With the help of (4.42) and \( \theta_n \to \hat{\theta} \) strongly in \( L^2([0, T]; H^1) \), we conclude that
\[
J_5(T) \to \int_0^T \langle M(\hat{\theta}(t)), \psi(t)\phi_j \rangle dt.
\]

The proof of \( J_6(T) \to \int_0^T \int_X G(t, \hat{\theta}(t), v)(g(t, v) - 1)\theta(dv), \psi(t)\phi_j \rangle dt \) is the same as (4.25) in Yang et al.\(^{14} \); we omit it. Based on the above steps, we conclude that for any \( j \geq 1 \),
\[
- \int_0^T \langle \hat{u}(t), \psi'(t)\phi_j \rangle dt + \int_0^T \langle \hat{u}(t), \psi(t)A_1\phi_j \rangle dt \\
= \langle u_0, \psi(0)\phi_j \rangle - \int_0^T \langle B(\hat{u}(t)), \psi(t)\phi_j \rangle dt - \int_0^T \langle M(\hat{\theta}(t)), \psi(t)\phi_j \rangle dt \\
+ \int_0^T \langle \int_X G(t, \hat{u}(t), v)(g(t, v) - 1)\theta(dv), \psi(t)\phi_j \rangle dt.
\]
Actually, (4.60) holds for any \( \zeta \), which is a finite linear combination of \( \phi_j \). That is
\[
- \int_0^T \langle \hat{u}(t), \psi'(t)\zeta \rangle dt + \int_0^T \langle \hat{u}(t), \psi(t)A_1\zeta \rangle dt \\
= \langle u_0, \psi(0)\zeta \rangle - \int_0^T \langle B(\hat{u}(t)), \psi(t)\zeta \rangle dt - \int_0^T \langle M(\hat{\theta}(t)), \psi(t)\zeta \rangle dt \\
+ \int_0^T \langle \int_X G(t, \hat{u}(t), v)(g(t, v) - 1)\theta(dv), \psi(t)\zeta \rangle dt.
\]
Since \( \mathbb{V} \) is dense in \( \mathbb{H} \), we get
\[
d\hat{u}(t) + A_1\hat{u}(t)dt + B(\hat{u}(t))dt + M(\hat{\theta}(t))dt = \int_X G(t, \hat{u}(t), v)(g(t, v) - 1)\theta(dv)dt \tag{4.62}
\]
holds as an equality in distribution in \( L^2([0, T]; \mathbb{H}') \).

Finally, it remains to prove \( \hat{u}(0) = u_0 \). Multiplying (4.62) with the same \( \psi(t) \) as above and integrating with respect to \( t \). By integration by parts, we have
\[
- \int_0^T \langle \hat{u}(t), \psi'(t)\zeta \rangle dt + \int_0^T \langle \hat{u}(t), \psi(t)A_1\zeta \rangle dt \\
= \langle \hat{u}_0, \psi(0)\zeta \rangle - \int_0^T \langle B(\hat{u}(t)), \psi(t)\zeta \rangle dt - \int_0^T \langle M(\hat{\theta}(t)), \psi(t)\zeta \rangle dt \\
+ \int_0^T \langle \int_X G(t, \hat{u}(t), v)(g(t, v) - 1)\theta(dv), \psi(t)\zeta \rangle dt.
\]
By comparison with (4.61), it gives \( \langle u_0 - \hat{u}_0, \psi(0)\zeta \rangle = 0, \forall \zeta \in \mathbb{V} \). Choosing \( \psi \) such that \( \psi(0) \neq 0 \), then
\[
(\hat{u}(0) - u_0, \zeta) = 0, \forall \zeta \in \mathbb{V}.
\]
Since \( \mathbb{V} \) is dense in \( \mathbb{H} \), we have \( \hat{u}(0) = u_0 \).

Using the same method as above, we can obtain the following equality holds:
\[
- \int_0^T \langle \hat{\theta}(t), \psi'(t)\zeta_j \rangle dt + \int_0^T \langle \hat{\theta}(t), \psi(t)A_2\zeta_j \rangle dt = \langle \hat{\theta}_0, \psi(0)\zeta_j \rangle \\
- \int_0^T \langle B(\hat{u}(t), \hat{\theta}(t)), \psi(t)\zeta_j \rangle dt - \int_0^T \langle f_n(\hat{\theta}(t)), \psi(t)\zeta_j \rangle dt.
\]
Therefore, \( (\hat{u}, \hat{\theta}) \) satisfies (4.35) to (4.36).
(Continuity) According to Lemma 4.2, we need to show
\[
\frac{d\hat{u}}{dt} \in L^2([0, T]; \mathbb{V}'), \quad \frac{d\hat{\theta}}{dt} \in L^2([0, T]; (H^2)').
\]

The proof is similar to the proof process of (4.58) to (4.59); we omit it. Thus, we obtain
\[
\hat{u} \in C([0, T]; \mathbb{H}), \quad \hat{\theta} \in C([0, T]; H^1).
\]

(Uniqueness) Assume \((u_1, \theta_1)\) and \((u_2, \theta_2)\) are 2 solutions of (4.35) to (4.36). Let \(u = u_1 - u_2, \theta = \theta_1 - \theta_2\), then \((u_0, \theta_0) = (0, 0)\). From (4.35) to (4.36), we have
\[
du + A_1 u dt + (B(u), u_1(t)) + B(u_2(t), u(t)) dt = -(M(\theta(t), \theta_1(t)) + M(\theta_2(t), \theta(t))) dt
+ \int_X (G(t, u_1(t), v) - G(t, u_2(t), v))(g(t, v) - 1)\theta dv dt,
\]
\[
d\theta + A_2 \theta dt + (\tilde{B}(u(t), \theta_1(t)) + \tilde{B}(u_2(t), \theta(t))) dt = -(f(\theta_1(t)) - f(\theta_2(t))) dt.
\]

Define
\[
Y(t) := \exp \left\{ -2 \int_0^t (\xi_1(s) + \xi_2(s) + \xi_3(s)) ds \right\}, \quad \forall t > 0,
\]
where
\[
\xi_1(s) = c(\kappa_1) |u_1|^2 \|u_1\|^2 + C(\kappa_3) \|\theta_1\|^2 + C(\kappa_10, \kappa_11) \|\theta_1\|^2 |\Delta \theta_1|^2,
\]
\[
\xi_2(s) = c(\kappa_1) + c(\kappa_2) \beta(\theta_1, \theta_2),
\]
\[
\xi_3(s) = c(\kappa_4, \kappa_5) \|\theta_2\|^2 |\Delta \theta_2|^2 + c(\kappa_6, \kappa_8) \|\theta_1\|^2 |\Delta \theta_1|^2 + c(\kappa_7) |u_2|^2 \|u_2\|^2 + c(\kappa_2) \beta(\theta_1, \theta_2),
\]
with
\[
\beta(\theta_1, \theta_2) = C(1 + |\theta_1|_{L^2(0, t)}^{2N} + |\theta_2|_{L^2(0, t)}^{2N})^2.
\]

Using Lemma 2.2, we get
\[
d[Y(t)\theta(t)]^2 = -2Y(t)[|\theta(t)|^2 + (\tilde{B}(u(t), \theta_1(t)) + f(\theta_1(t)) - f(\theta_2(t))) dt + Y'(t)|\theta(t)|^2 dt
\]
(4.64)

and
\[
d[Y(t)|\theta(t)|^2] = 2Y(t)[-|\Delta \theta|^2 + (\tilde{B}(u(t), \theta_1(t)) + \tilde{B}(u_2(t), \theta(t)))
+ f(\theta_1(t)) - f(\theta_2(t)) dt + Y'(t)|\theta(t)|^2 dt.
\]
(4.65)

By Lemma 2.1, we obtain
\[
d[Y(t)|u(t)|^2] = -2Y(t)[|u(t)|^2 + (B(u(t), u_1(t)) + M(\theta(t), \theta_1(t)) + M(\theta_2(t), \theta(t)), u(t))] dt
+ 2Y(t) \int_X (G(t, u_1(t), v) - G(t, u_2(t), v))(g(t, v) - 1)\theta dv dt + Y'(t)|u(t)|^2 dt.
\]
(4.66)

Referring to (9.13) in Brzeźniak et al., it gives
\[
|\langle B(u, u_1) \rangle | \leq k_3 |u|^2 + C(\kappa_3) |u_1|^2 \|u_1\|^2 |u|^2,
\]
\[
|\langle M(\theta_2, \theta) \rangle | \leq k_4 |u|^2 + k_5 |\Delta \theta|^2 + C(\kappa_4, \kappa_5) \|u_1\|^2 |\Delta \theta_1|^2 |\theta|^2,
\]
\[
|\langle B(u_2, \theta), \Delta \theta \rangle | \leq k_6 |\Delta \theta|^2 + C(\kappa_7) |u_2|^2 \|u_2\|^2 |\theta|^2,
\]
\[
|\langle B(u, \theta_1), \theta \rangle | \leq k_8 ||u_2||^2 + C(\kappa_9) |u_1|^2 |\theta|^2,
\]
\[
|\langle B(u, \theta_1), \Delta \theta \rangle | \leq k_10 |\Delta \theta|^2 + k_11 |u|^2 + C(\kappa_{10}, \kappa_{11}) |u_2|^2 |\theta_2|^2 |\Delta \theta_1|^2.
\]

Adding up (4.64), (4.65), and (4.66), then using the above estimates and (2.17) to (2.18), we get
This section is devoted to the proof of the main result. According to Theorem 2.1, we need to prove (1) and (2) in Condition A. By the choice of Proposition 5.1, we conclude that

\[
\frac{d}{dt} Y(t) = \frac{d}{dt} [\|u(t)\|^2 + |\theta(t)|^2 + \|\theta(t)\|^2] + 2Y(t)[\|u(t)\|^2 + \|\theta(t)\|^2 + |\Delta \theta(t)|^2] dt \leq 2Y(t)[\|\theta(t)\|^2 + \|\theta(t)\|^2] + Y(t)[\|u(t)\|^2 + \|\theta(t)\|^2] + \int_{\mathbb{R}} |G(t, v)| \gamma_t [\|g(t, v) - 1\|] dv dt
\]

where

\[
L_1 = \kappa_3 + \kappa_4 + \kappa_8 + \kappa_{11}, \quad L_2 = \kappa_1, \quad L_3 = \kappa_2 + \kappa_5 + \kappa_6 + \kappa_7 + \kappa_9 + \kappa_{10}.
\]

Choosing \( \kappa_3 = \kappa_4 = \kappa_8 = \kappa_{11} = \frac{1}{8}, \kappa_1 = \frac{1}{2} \) and \( \kappa_2 = \kappa_5 = \kappa_6 = \kappa_7 = \kappa_9 = \kappa_{10} = \frac{1}{17} \), we have

\[
\frac{d}{dt} Y(t) = \frac{d}{dt} [\|u(t)\|^2 + |\theta(t)|^2 + \|\theta(t)\|^2] + Y(t)[\|u(t)\|^2 + \|\theta(t)\|^2] + \int_{\mathbb{R}} |G(t, v)| \gamma_t [\|g(t, v) - 1\|] dv dt
\]

By the choice of \( Y(t) \), we deduce that

\[
2Y(t)[\|\theta(t)\|^2 + \|\theta(t)\|^2] + Y(t)[\|u(t)\|^2 + \|\theta(t)\|^2] \leq 0.
\]

Hence, we conclude that

\[
\frac{d}{dt} Y(t) = \frac{d}{dt} [\|u(t)\|^2 + |\theta(t)|^2 + \|\theta(t)\|^2] + Y(t)[\|u(t)\|^2 + \|\theta(t)\|^2] + \int_{\mathbb{R}} |G(t, v)| \gamma_t [\|g(t, v) - 1\|] dv dt
\]

Applying Gronwall inequality to the above inequality and using (3.30), we obtain the uniqueness. Up to now, we complete the proof of Theorem 4.1.

5 | LARGE DEVIATIONS

This section is devoted to the proof of the main result. According to Theorem 2.1, we need to prove (1) and (2) in Condition A.

Firstly, we prove (1) in Condition A. For \( g \in S \), from Theorem 4.1, we can define

\[
G^0_t(\theta^g) = (u^g, \theta^g).
\]

**Proposition 5.1.** For any \( M \in \mathbb{N}^+ \) and \( \{g_n\}_{n \geq 1} \subset S^M, g \in S^M \) satisfying \( g_n \to g \) as \( n \to \infty \). Then

\[
G^0_t(\theta^{g_n}) \to G^0_t(\theta^g) \text{ in } C([0, T]; \mathbb{H}) \times C([0, T]; H^1).
\]

**Proof.** Recall that \( G^0_t(\theta^{g_n}) = (u^{g_n}, \theta^{g_n}) \). For simplicity, denote \( (u_n, \theta_n) = (u^{g_n}, \theta^{g_n}) \).

Using similar method as Theorem 4.1 and by Lemma 3.1, we can prove that
\[ \sup_n \left( \sup_{s \in [0,T]} |\theta_n(s)|_{L^2}^p + \int_0^T |\theta_n(s)|_{L^2}^{p-2} (||\theta_n(s)||^2 + |\theta_n(s)|_{L^2}^{2N+2}) ds \right) \leq C(p, M), \quad (5.67) \]

for any \( p \geq 1, \)

\[ \sup_n \left( \sup_{s \in [0,T]} (\Psi(\theta_n(s)) + |u_n(s)|^2)^p + \left( \int_0^T (||u_n(s)||^2 + |\Delta \theta_n(s) - f(\theta_n(s))|^2) ds \right)^p \right) \leq C(p, M), \quad (5.68) \]

where \( \Psi(\theta_n(s)) := \frac{1}{2} ||\theta_n(s)||^2 + \frac{1}{2} \int_0^T F(||\theta_n(s)||^2) ds, \) and \( C(p, M) \) is independent of \( n. \) Moreover, for \( \alpha \in (0, \frac{1}{2}), \) there exist \( C(\alpha), L(\alpha) \) such that

\[ \sup_{n \geq 1} ||u_n||^2_{W^{3,2}([0,T];V')} \leq C(\alpha), \quad \sup_{n \geq 1} ||\theta_n||^2_{W^{3,2}([0,T];H^2')} \leq L(\alpha). \]

Hence, we deduce from Lemma 4.1 that there exists an element \((u, \theta)\) and a subsequence still denoted by \((u_n, \theta_n)\) such that

1. \( u \in L^2([0, T]; \mathbb{H}) \cap C([0, T]; (V')' \cap L^\infty([0, T]; \mathbb{H}) \cap L^2([0, T]; V), \)
2. \( \theta \in L^2([0, T]; H') \cap C([0, T]; (H'^2)' \cap L^\infty([0, T]; H') \cap L^2([0, T]; H'^2)), \)
3. \( u_n \to u \) weakly in \( L^2([0, T]; \mathbb{H}), \) \( u_n \to u \) strongly in \( L^2([0, T]; \mathbb{H}), \)
4. \( u_n \to u \) weakly in \( L^2([0, T]; V), u_n \to u \) strongly in \( C([0, T]; (V')'), \)
5. \( \theta_n \to \theta \) weakly star in \( L^\infty([0, T]; H^1), \theta_n \to \theta \) strongly in \( L^2([0, T]; H^1), \)
6. \( \theta_n \to \theta \) weakly in \( L^2([0, T]; H^2), \theta_n \to \theta \) strongly in \( C([0, T]; (H^2)'). \)

We will prove \((u, \theta) = (u^0, \theta^0).\)

Let \( \psi \) be a continuously differential function defined on \([0, T]\) with \( \psi(T) = 0.\) Multiplying \( u_n(t) \) by \( \psi(t) \theta_j \) and using integration by parts, for every \( n > (\sup_{m \in \mathbb{N}^+} \sup_{r \in [0,T]} |u_m(t)|_{L^2}) \vee (\sup_{m \in \mathbb{N}^+} \sup_{r \in [0,T]} |\theta_m(t)|_{L^2}^2) \vee j, \) we obtain

\[ \begin{align*}
- \int_0^T \langle u_n(t), \psi'(t) \theta_j \rangle dt + \int_0^T \langle u_n(t), \psi(t) A_1 \theta_j \rangle dt \\
= \langle u_0, \psi(0) \theta_j \rangle - \int_0^T \langle B(u_n(t)), \psi(t) \theta_j \rangle dt - \int_0^T \langle M(\theta_n(t)), \psi(t) \theta_j \rangle dt \\
+ \int_0^T \langle \int_X G(t, u_n(t), v)(g_n(t, v) - 1) \delta(dv), \psi(t) \theta_j \rangle dt.
\end{align*} \]

Utilizing the same method as Theorem 4.1, we deduce that

\[ \begin{align*}
- \int_0^T \langle u_n(t), \psi'(t) \theta_j \rangle dt + \int_0^T \langle u_n(t), \psi(t) A_1 \theta_j \rangle dt \\
- \langle u_0, \psi(0) \theta_j \rangle + \int_0^T \langle B(u_n(t)), \psi(t) \theta_j \rangle dt + \int_0^T \langle M(\theta_n(t)), \psi(t) \theta_j \rangle dt \\
\rightarrow - \int_0^T \langle u(t), \psi'(t) \theta_j \rangle dt + \int_0^T \langle u(t), \psi(t) A_1 \theta_j \rangle dt \\
- \langle u_0, \psi(0) \theta_j \rangle + \int_0^T \langle B(u(t)), \psi(t) \theta_j \rangle dt + \int_0^T \langle M(\theta(t)), \psi(t) \theta_j \rangle dt.
\end{align*} \]

For the remain term \( \int_0^T \int_X G(t, u_n(t), v)(g_n(t, v) - 1) \delta(dv), \psi(t) \theta_j \rangle dt, \) referring to proposition 4.1. in Zhai and Zhang,\(^7\) it gives that

\[ \begin{align*}
\int_0^T \langle \int_X G(t, u_n(t), v)(g_n(t, v) - 1) \delta(dv), \psi(t) \theta_j \rangle dt \\
\rightarrow \int_0^T \langle \int_X G(t, u(t), v)(g(t, v) - 1) \delta(dv), \psi(t) \theta_j \rangle dt.
\end{align*} \]
Therefore, we conclude that

\[- \int_0^T \langle u(t), \psi(t) \rangle dt + \int_0^T \langle u(t), \psi(t) A_1 \rangle dt \]
\[= \langle u_0, \psi(0) \rangle - \int_0^T \langle B(u(t)), \psi(t) \rangle dt - \int_0^T \langle M(\theta(t)), \psi(t) \rangle dt \]
\[+ \int_0^T \left( \int_X G(t, u(t), v)(g(t, v) - 1) \vartheta(dv), \psi(t) \right) dt.\]

Similarly, we can obtain

\[- \int_0^T \langle \theta(t), \psi(t) \varphi_j \rangle dt + \int_0^T \langle \theta(t), \psi(t) A_2 \varphi_j \rangle dt = \langle \theta_0, \psi(0) \varphi_j \rangle \]
\[- \int_0^T \langle \tilde{B}(u(t), \theta(t)), \psi(t) \varphi_j \rangle dt - \int_0^T \langle f(\theta(t)), \psi(t) \varphi_j \rangle dt.\]

Thus, we get \((u, \theta) = (u^\xi, \theta^\xi)\).

Next, we prove \((u_n, \theta_n) \to (u, \theta)\) in \(C([0, T]; \mathbb{H}) \times C([0, T]; H^1)\). Let \(w_n = u_n - u, r_n = \theta_n - \theta\). Then

\[dw_n + A_1 w_n dt + [B(w_n, u_n) + B(u, w_n)] dt = -[M(r_n, \theta_n) + M(\theta, r_n)] dt \]
\[+ \int_X (G(t, u_n(t), v)(g_n(t, v) - 1) - G(t, u(t), v)(g(t, v) - 1)) \vartheta(dv) dt,\]

and

\[dr_n + A_2 r_n dt + [\tilde{B}(w_n, \theta_n) + \tilde{B}(u, r_n)] dt + (f(\theta_n) - f(\theta)) dt = 0.\]

Using the same method as the “Uniqueness” part in Theorem 4.1 and referring to the estimation of \(I^\mu_x\) of (4.54) in Zhai and Zhang,\(^\text{17}\) we obtain

\[
\sup_{t \in [0, T]} (|w_n(t)|^2 + |r_n(t)|^2 + \|r_n(t)\|^2) = 0,
\]

which implies the desired result. \(\square\)

Recall \(G^\varepsilon(N^{-1}) = (u^\varepsilon(\cdot), \theta^\varepsilon(\cdot))\). Let \(\varphi_x \in \mathcal{U}^\text{rM}\) and \(\theta_x = \frac{1}{\varphi_x}\). The following lemma was proved by Budhiraja et al.\(^\text{10}\)

**Lemma 5.1.**

\[E_t^\varepsilon(\theta_x) := \exp \left\{ \int_{(0,x) \times [0, x^{-1}]} \log(\theta_x(s, x)) \bar{N}(ds dx dr) \right. \]
\[\left. + \int_{(0,x) \times [0, x^{-1}]} (-\theta_x(s, x) + 1) \bar{g}_T ds dx dr \right\},\]

is an \(\{\tilde{F}_t\}\) martingale. Then

\[Q_t^\varepsilon(G) = \int_G E_t^\varepsilon(\theta_x) \tilde{d}\tilde{\mathbb{P}}, \quad \text{for } G \in \mathcal{B}(\tilde{\mathbb{M}})\]

defines a probability measure on \(\tilde{\mathbb{M}}\).

Since \(\varepsilon N^{-1}\varphi_x\) under \(Q_t^\varepsilon\) has the same law as that of \(\varepsilon N^{-1}\) under \(\tilde{\mathbb{P}}\), it follows that there exists a unique solution to the following controlled stochastic evolution equations \((\bar{u}^\varepsilon, \bar{\theta}^\varepsilon)\):
\[ \begin{align*}
\tilde{u}^\varepsilon(t) &= u_0 - \int_0^t A_1 \tilde{u}^\varepsilon(s)ds - \int_0^t B(\tilde{u}^\varepsilon(s))ds \\
&\quad - \int_0^t M(\tilde{\theta}^\varepsilon(s))ds + \int_0^t \int_\mathbb{R} G(s, \tilde{u}^\varepsilon(s), v)(\varepsilon N^{-1} \varphi_s(\varepsilon)ds) - \theta(dv)ds \\
&= u_0 - \int_0^t A_1 \tilde{u}^\varepsilon(s)ds - \int_0^t B(\tilde{u}^\varepsilon(s))ds \\
&\quad - \int_0^t M(\tilde{\theta}^\varepsilon(s))ds + \int_0^t \int_\mathbb{R} G(s, \tilde{u}^\varepsilon(s), v)(\varphi_s(s, v) - 1)\theta(dv)ds \\
&\quad + \int_0^t \int_\mathbb{R} \varepsilon G(s, \tilde{u}^\varepsilon(s), v)(N^{-1} \varphi_s(\varepsilon)ds) - \varepsilon^{-1} \varphi_s(s, v)\theta(dv)ds, \\
\tilde{\theta}^\varepsilon(t) &= \theta_0 - \int_0^t A_2 \tilde{\theta}^\varepsilon(s)ds - \int_0^t B(\tilde{\theta}^\varepsilon(s))ds - \int_0^t f(\tilde{\theta}^\varepsilon(s))ds,
\end{align*} \]
and we have
\[ G'(\varepsilon N^{-1} \varphi_s) = (\tilde{u}^\varepsilon, \tilde{\theta}^\varepsilon). \]

Before proving (2) in Condition A, we make a priori estimates of \((\tilde{u}^\varepsilon, \tilde{\theta}^\varepsilon)\).

**Lemma 5.2.** There exists \(\varepsilon_\alpha > 0\) such that for any \(p \geq 1\),
\[ \sup_{0 < \varepsilon N^{-1} \varphi_s} \left( E \sup_{t \in [0,T]} \left| \tilde{u}^\varepsilon(t) \right|^p + E \int_0^T \left| \tilde{\theta}^\varepsilon(s) \right|^{p-2} \left| \tilde{\theta}^\varepsilon(s) \right|^2 + \left| \tilde{\theta}^\varepsilon(s) \right|^{2N+2}ds \right) \leq C(p, M), \] (5.72)
and
\[ \sup_{0 < \varepsilon N^{-1} \varphi_s} \left( E \sup_{t \in [0,T]} \left( \Psi(\tilde{\theta}^\varepsilon(s)) + \left| \tilde{u}^\varepsilon(s) \right|^{2p} + E \left( \int_0^T \left| \tilde{\theta}^\varepsilon(s) \right|^{2} + \left| \tilde{\theta}^\varepsilon(s) \right|^{2} ds \right)^p \right) \leq C(p, M), \] (5.73)
where \(\Psi(\tilde{\theta}^\varepsilon(s)) := \frac{1}{2} \left| \tilde{\theta}^\varepsilon(s) \right|^2 + \frac{1}{2} \int_0^T F(\tilde{\theta}^\varepsilon(t))^2 dt\). Moreover, for \(\alpha \in (0, \frac{1}{2})\), there exists constants \(L(\alpha), R(\alpha) > 0\) such that
\[ \sup_{0 < \varepsilon N^{-1} \varphi_s} E \left\| \tilde{u}^\varepsilon \right\|_{W^{\alpha,2}(0,T; \mathbb{H})} \leq L(\alpha), \quad \sup_{0 < \varepsilon N^{-1} \varphi_s} E \left\| \tilde{\theta}^\varepsilon \right\|_{W^{\alpha,2}(0,T; \mathbb{H})} \leq R(\alpha). \] (5.74)

**Proof.** Combing Theorem 4.1 in our paper and proposition 5.4 to 5.5 proved by Brzeźniak et al., we can obtain the estimates of (5.72) and (5.73).

Let \(\varphi_s \in L^M\), we have
\[ \begin{align*}
\tilde{u}^\varepsilon(t) &= u_0 - \int_0^t A_1 \tilde{u}^\varepsilon(s)ds - \int_0^t B(\tilde{u}^\varepsilon(s))ds \\
&\quad - \int_0^t M(\tilde{\theta}^\varepsilon(s))ds + \int_0^t \int_\mathbb{R} G(s, \tilde{u}^\varepsilon(s), v)(\varepsilon N^{-1} \varphi_s(\varepsilon)ds) - \theta(dv)ds \\
&\quad + \int_0^t \int_\mathbb{R} \varepsilon G(s, \tilde{u}^\varepsilon(s), v)(N^{-1} \varphi_s(\varepsilon)ds) - \varepsilon^{-1} \varphi_s(s, v)\theta(dv)ds \\
\tilde{\theta}^\varepsilon(t) &= \theta_0 - \int_0^t A_2 \tilde{\theta}^\varepsilon(s)ds - \int_0^t B(\tilde{\theta}^\varepsilon(s))ds - \int_0^t f(\tilde{\theta}^\varepsilon(s))ds \\
\end{align*} \]
\[ := J_1^\varepsilon + J_2^\varepsilon + J_3^\varepsilon + J_4^\varepsilon + J_5^\varepsilon + J_6^\varepsilon, \]
\[ := K_1^\varepsilon + K_2^\varepsilon + K_3^\varepsilon + K_4^\varepsilon. \]
Clearly,

\[ \sup_{0 < r < r_0} \mathbb{E} |J^1_r|_H^2 \leq L_1, \quad \sup_{0 < r < r_0} \mathbb{E} |K^1_r|_H^2 \leq R_1. \]

By the same method as in the proof of (4.58) and (4.59), we get

\[ \sup_{0 < r < r_0} \mathbb{E} \|J^2_r\|_{W^{2,2}([0,T]; V')}^2 \leq CT \sup_{0 < r < r_0} \mathbb{E} \int_0^T \|\dddot{u}^r(r)\|^2 dr \leq L_2(\alpha), \]

\[ \sup_{0 < r < r_0} \mathbb{E} \|K^2_r\|_{W^{2,2}([0,T]; H')^2} \leq CT \sup_{0 < r < r_0} \mathbb{E} \sup_{t \in [0,T]} |\dddot{v}^r(t)|^2 \leq R_2(\alpha), \]

and

\[ \sup_{0 < r < r_0} \mathbb{E} \|J^3_r\|_{W^{2,2}([0,T]; V')}^3 \leq CT \sup_{0 < r < r_0} \mathbb{E} \left( \sup_{t \in [0,T]} |\dddot{u}^r(t)|^2 \right) \left( \int_0^t \|\dddot{u}^r(s)\|^2 ds \right)^{\frac{1}{2}} \leq L_3(\alpha), \]

\[ \sup_{0 < r < r_0} \mathbb{E} \|K^3_r\|_{W^{2,2}([0,T]; H')^2} \leq CT \sup_{0 < r < r_0} \mathbb{E} \left( \sup_{t \in [0,T]} |\dddot{v}^r(t)|^2 \right) \left( \int_0^t \|\dddot{v}^r(s)\|^2 ds \right)^{\frac{1}{2}} + CT \sup_{0 < r < r_0} \mathbb{E} \left( \sup_{t \in [0,T]} |\Delta \dddot{v}^r(t)|^2 \right) \left( \int_0^t |\Delta \dddot{v}^r(s)|^2 ds \right)^{\frac{1}{2}} \leq R_3(\alpha). \]

Moreover, we get

\[ \sup_{0 < r < r_0} \mathbb{E} \|J^4_r\|_{W^{2,2}([0,T]; V')}^4 \leq CT \sup_{0 < r < r_0} \mathbb{E} \left( \sup_{t \in [0,T]} |\dddot{u}^r(t)|^2 \right) \left( \int_0^t |\dddot{u}^r(s)|^2 ds \right)^{\frac{1}{2}} \leq L_4(\alpha), \]

\[ \sup_{0 < r < r_0} \mathbb{E} \|K^4_r\|_{W^{2,2}([0,T]; H')^2} \leq CT^2 + CT \sup_{0 < r < r_0} \mathbb{E} \sup_{t \in [0,T]} |\dddot{v}^r(t)|^{4N+2} \leq R_4(\alpha), \]

where (5.72) and (5.73) are used.

For the remain 2 terms \(J^5_r\) and \(J^6_r\), referring to lemma 4.2 in Zhai and Zhang,\(^{17}\) we have

\[ \sup_{0 < r < r_0} \mathbb{E} \|J^5_r\|_{W^{2,2}([0,T]; H)}^2 \leq L_5, \quad \sup_{0 < r < r_0} \mathbb{E} \|J^6_r\|_{W^{2,2}([0,T]; H)}^2 \leq L_6. \]

Based on all the above estimates, we complete the proof. \(\square\)

To prove (2) in Condition A, we need to obtain the tightness of \(\{(\dddot{u}^r, \dddot{v}^r)\}_{0 < r < r_0}\) in \(D([0, T]; D(A_1^{-\alpha})) \times C([0, T]; H^{-2})\), for some \(\alpha > 1\).

Recall the following 2 lemmas related to the tightness of \(\{(\dddot{u}^r, \dddot{v}^r)\}_{0 < r < r_0}\). The proof can be found in Jakubowski\(^{18}\) and Aldous.\(^{19}\)

**Lemma 5.3.** Let \(E\) be a separable Hilbert space with the inner product \((\cdot, \cdot)\). For an orthonormal basis \(\{\xi_k\}_{k \in \mathbb{N}}\) in \(E\), define the function \(r_N^2 : E \to \mathbb{R}^+\) by

\[ r_N^2(x) = \sum_{k \geq N+1} (x, \xi_k)^2, \quad N \in \mathbb{N}. \]

Let \(E_0\) be a total and closed under addition subset of \(E\). Then a sequence \(\{X_t\}_{t \in (0,1)}\) of stochastic process with trajectories in \(D([0, T]; E)\) if the following Condition B holds
1. \{X_t\}_{t \in (0,1)} is \(E_0\)-weakly tight, that is, for every \(h \in E_0\), \{(X_s, h)\}_{s \in (0,1)} is tight in \(D([0, T]; \mathbb{R})\).

2. For every \(\eta > 0\),
\[
\lim_{N \to \infty} \lim_{\varepsilon \to 0} \mathbb{P} \left( r_N^2(X_t(s) > \eta) \text{ for some } s \in [0, T] \right) = 0.
\]

(5.75)

Consider a sequence \(\{\tau_\varepsilon, \delta_\varepsilon\}\) satisfying the following **Condition C**:

1. For each \(\varepsilon\), \(\tau_\varepsilon\) is a stopping time with respect to the natural \(\sigma\)-fields and takes only finitely many values.
2. The constant \(\delta_\varepsilon \in [0, T]\) satisfying \(\delta_\varepsilon \to 0\) as \(\varepsilon \to 0\).

Let \(\{Y_t\}_{t \in (0,1)}\) be a sequence of random elements of \(D([0, T]; \mathbb{R})\). For \(f \in D([0, T]; \mathbb{R})\), let \(J(f)\) denote the maximum of the jump \(|f(t) - f(t^-)|\). We introduce the following **Condition D** on \(\{Y_t\}\):

(I) For each sequence \(\{\tau_\varepsilon, \delta_\varepsilon\}\) satisfying Condition C, \(Y_\varepsilon(\tau_\varepsilon + \delta_\varepsilon) - Y_\varepsilon(\tau_\varepsilon) \to 0\) in probability, as \(\varepsilon \to 0\).

**Lemma 5.4.** Assume \(\{Y_t\}_{t \in (0,1)}\) satisfies Condition D, and either \(\{Y_\varepsilon(0)\}\) and \(J(Y_\varepsilon)\) are tight on the line or \(\{Y_\varepsilon(t)\}\) is tight on the line for each \(t \in [0, T]\), then \(\{Y_t\}\) is tight in \(D([0, T]; \mathbb{R})\).

Let \((\tilde{u}^\varepsilon, \tilde{v}^\varepsilon)\) be defined by (5.71). We have

**Lemma 5.5.** \(\{\tilde{u}^\alpha(t), \tilde{v}^\alpha(t)\}_{t \in [0,1]}\) is tight in \(D([0, T]; D(A_{1}^{-\alpha})) \times C([0, T]; H^{-2})\), for some \(\alpha > 1\).

**Proof.** With the help of (5.74) and \(\tilde{v}^\varepsilon \in C([0, T]; H^1)\), we deduce that \(\tilde{v}^\varepsilon\) is tight in \(C([0, T]; H^{-2})\). Now, we prove \(\{\tilde{u}^\varepsilon\}_{t \in [0,1]}\) is tight in \(D([0, T]; D(A_{1}^{-\alpha}))\). Note that \(\lambda^\alpha_{i}\) is a complete orthonormal system of \(D(A_{1}^{-\alpha})\). Since
\[
\lim_{N \to \infty} \lim_{\varepsilon \to 0} \mathbb{E} \sup_{t \in [0, T]} \tilde{u}^\varepsilon(s) = 0
\]
which implies (5.75), holds with \(E = D(A_{1}^{-\alpha})\).

Choosing \(E_0 = D(A_{1}^\alpha)\). We now prove \(\{\tilde{u}^\varepsilon, 0 < \varepsilon < \varepsilon_0\}\) is \(E_0\)-weakly tight. Let \(h \in D(A_{1}^\alpha)\), and \(\{\tau_\varepsilon, \delta_\varepsilon\}\) satisfies Condition C. It's easy to see \(\{(\tilde{u}^\varepsilon(t), h)_E, 0 < \varepsilon < \varepsilon_0\}\) is tight on the real line for each \(t \in [0, T]\).

We now prove that \(\{(\tilde{u}^\varepsilon(t), h)_E, 0 < \varepsilon < \varepsilon_0\}\) satisfies Condition D. From (5.69) to (5.70), we have
\[
\tilde{u}^\varepsilon(t_\varepsilon + \delta_\varepsilon) - \tilde{u}^\varepsilon(t_\varepsilon) = -\int_{\tau_\varepsilon}^{\tau_\varepsilon + \delta_\varepsilon} A_1 \tilde{u}^\varepsilon(s) ds - \int_{\tau_\varepsilon}^{\tau_\varepsilon + \delta_\varepsilon} B(\tilde{u}^\varepsilon(s)) ds

- \int_{\tau_\varepsilon}^{\tau_\varepsilon + \delta_\varepsilon} M(\tilde{v}^\varepsilon(s)) ds + \int_{\tau_\varepsilon}^{\tau_\varepsilon + \delta_\varepsilon} \int_\mathbb{X} G(s, \tilde{u}^\varepsilon(s), v) (\varphi_\varepsilon(s, v) - 1) \theta(dv) ds

+ \int_{\tau_\varepsilon}^{\tau_\varepsilon + \delta_\varepsilon} \int_\mathbb{X} e G(s, \tilde{u}^\varepsilon(s), v) (N^{-1} \varphi_\varepsilon(s, v) - 1) \theta(dv) ds
\]

\[
:= K_{1 \varepsilon} + K_{2 \varepsilon} + K_{3 \varepsilon} + K_{4 \varepsilon} + K_{5 \varepsilon}.
\]

Clearly, \(\lim_{\varepsilon \to 0} \mathbb{E} |(K_{5 \varepsilon}, h)_E|^2 = 0\). For \(K_{1 \varepsilon}\), using (5.73), we have
\[
\lim_{\varepsilon \to 0} \mathbb{E} |(K_{1 \varepsilon}, h)_E| \leq \|h\|_{D(A_{1}^\alpha)} \lim_{\varepsilon \to 0} \delta_\varepsilon \mathbb{E} \left[ \sup_{t \in [0, T]} |\tilde{u}^\varepsilon(t)|_H^2 \right] = 0.
\]
Moreover, and there exists constant \( C \).

**Theorem 5.2.** Fix \( M \in \mathbb{N} \), and let \( \{ \varphi_\epsilon, \epsilon < \bar{\epsilon}_0 \} \subset U^M, \varphi \in U^M \) be such that \( \varphi_\epsilon \) converges in distribution to \( \varphi \) as \( \epsilon \to 0 \). Then,

\[
\mathcal{G}_T^\epsilon(\epsilon N^{-1} \varphi_\epsilon) \text{ converges in distribution to } \mathcal{G}_T^{\varphi_\epsilon}.
\]

in \( D([0, T]; \mathbb{H}) \times C([0, T]; H^1) \).
Proof. Note that $\mathcal{G}_\epsilon^\alpha = (\bar{u}^\epsilon, \bar{\theta}^\epsilon)$. From Lemma 5.2 and Lemma 5.5, we know that

1. $\bar{u}^\epsilon$ is tight in $D([0, T]; D(A^{-\alpha})) \cap L^2([0, T]; \mathbb{H})$, for $\alpha > 1$,
2. $\bar{\theta}^\epsilon$ is tight in $C([0, T]; (H^2)' \cap L^2([0, T]; H^1)$,
3. $\lim_{\epsilon \to 0} \mathbb{E} \left[ \sup_{t \in [0, T]} |\xi^\epsilon(t)|^2 + \int_0^T \|\xi^\epsilon(t)\|^2_{V} dt \right] = 0,$

where $\xi^\epsilon$ is defined in (5.76). Let $\Xi = \mathcal{D}([0, T]; D(A^{-\alpha})) \cap L^2([0, T]; \mathbb{H}) \times C([0, T]; (H^2)' \cap L^2([0, T]; H^1))$. Set $\Pi = (\Xi, \mathcal{U}^\epsilon, \mathcal{D}([0, T]; \mathbb{H}) \cap L^2([0, T]; V))$.

Let $((\bar{u}, \bar{\theta}), \varphi, 0)$ be any limit of the tight family $\{(\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, \xi^\epsilon, \epsilon \in (0, \bar{\epsilon})\}$. We will show that $(\bar{u}, \bar{\theta})$ has the same law as $\mathcal{G}^\alpha(\bar{u}^\epsilon, \bar{\theta}^\epsilon)$ and $(\bar{u}^\alpha, \bar{\theta}^\alpha)$ converges in distribution to $(\bar{u}, \bar{\theta})$ in $D([0, T]; \mathbb{H}) \times C([0, T]; H^1)$.

By the Skorokhod representative theorem, there exists a stochastic basis $(\Omega^1, F^1, \{F^1_t\}_{t \in [0, T]}, \mathbb{P}^1)$ and, on this basis, $\Pi$-valued random variables $((\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0, ((\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0, 0))$ such that $((\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0, (\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0, 0)$ has the same law as $((\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0, (\bar{u}, \bar{\theta}), \varphi, 0)$ and $((\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0, 0)$ in $\Pi, \mathbb{P}^1$-a.s.

From the equations satisfied by $((\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0)$, we see that $((\bar{u}^\epsilon, \bar{\theta}^\epsilon), \varphi^\epsilon, 0)$ satisfies the following integral equations:

$$
\bar{u}^\epsilon_1(t) - \bar{u}^\epsilon_1(t) = u_0 - \int_0^t A_1(\bar{u}^\epsilon_1(s) - \xi^\epsilon_1(s)) ds - \int_0^t B(\bar{u}^\epsilon_1(s)) ds \\
- \int_0^t M(\bar{u}^\epsilon_1(s), \bar{\theta}^\epsilon_1(s)) ds + \int_0^t \int X G(s, \bar{u}^\epsilon_1(s), v)(\varphi^\epsilon_1(s, v) - 1) \theta(dv) ds,
$$

$$
\bar{\theta}^\epsilon_1(t) = \theta_0 - \int_0^t A_2 \bar{\theta}^\epsilon_1(s) ds - \int_0^t B(\bar{u}^\epsilon_1(s), \bar{\theta}^\epsilon_1(s)) ds - \int_0^t f(\bar{\theta}^\epsilon_1(s) ds).
$$

Define $\Sigma = (C([0, T]; \mathbb{H}) \cap L^2([0, T]; V)) \times (C([0, T]; H^1) \cap L^2([0, T]; H^2))$, we have

$$
\mathbb{P}^1((\bar{u}^\epsilon_1 - \xi^\epsilon_1, \bar{\theta}^\epsilon_1 \in \Sigma) = \mathbb{P}((\bar{u}^\epsilon - \xi^\epsilon, \bar{\theta}^\epsilon \in \Sigma) = 1.
$$

Let $\Omega^1_0$ be the subset of $\Omega^1$ such that $((\bar{u}^\epsilon_1, \bar{\theta}^\epsilon_1), \varphi^\epsilon_1, 0) \to ((\bar{u}^\epsilon_1, \bar{\theta}^\epsilon_1), \varphi^\epsilon_1, 0)$ in $\Pi$, then $\mathbb{P}^1(\Omega^1_0) = 1$. Now, we have to show that, for any fixed $\omega^1 \in \Omega^1_0$,

$$
\sup_{t \in [0, T]} |\bar{u}^\epsilon_1(\omega^1, t) - \bar{u}^\epsilon_1(\omega^1, t)|^2_{\mathbb{H}} \to 0 \quad \text{and} \quad \sup_{t \in [0, T]} \|\bar{\theta}^\epsilon(\omega^1, t) - \bar{\theta}^\epsilon(\omega^1, t)\|_{V}^2 \to 0, \quad \text{as} \quad \epsilon \to 0.
$$

Set $p^\epsilon(t) = \bar{u}^\epsilon_1(t) - \xi^\epsilon_1(t)$ and $q^\epsilon(t) = \bar{\theta}^\epsilon_1(t)$. Then, $(p^\epsilon(\omega^1, t), q^\epsilon(\omega^1, t))$ satisfies

$$
p^\epsilon(t) = u_0 - \int_0^t A_1 p^\epsilon(s) ds - \int_0^t B(p^\epsilon(s) + \xi^\epsilon_1(s)) ds \\
- \int_0^t M(p^\epsilon(s) + \xi^\epsilon_1(s), q^\epsilon(s)) ds + \int_0^t \int X G(s, p^\epsilon(s) + \xi^\epsilon_1(s), v)(\varphi^\epsilon(s, v) - 1) \theta(dv) ds,
$$

$$
q^\epsilon(t) = \theta_0 - \int_0^t A_2 q^\epsilon(s) ds - \int_0^t B(p^\epsilon(s) + \xi^\epsilon_1(s), q^\epsilon(s)) ds - \int_0^t f(\varphi^\epsilon(s)) ds.
$$

Since

$$
\lim_{\epsilon \to 0} \sup_{t \in [0, T]} |\xi^\epsilon(t)|^2_{\mathbb{H}} + \int_0^T \|\xi^\epsilon(t)\|^2_{V} dt = 0,
$$

we have
\[
\lim_{\varepsilon \to 0} \sup_{t \in [0, T]} |\tilde{u}_\varepsilon^\gamma(\omega^\varepsilon, t) - \tilde{u}(\omega^\varepsilon, t)|_H^2 + \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} \|	ilde{\theta}_\varepsilon(t) - \tilde{\theta}(\omega^\varepsilon, t)\|_{H^1}^2
\leq \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} \left( |p'(\omega^\varepsilon, t) - \tilde{u}(\omega^\varepsilon, t)|_H^2 + |\tilde{u}_\varepsilon^\gamma(\omega^\varepsilon, t)|_H^2 \right) + \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} \|q'(\omega^\varepsilon, t) - \tilde{\theta}(\omega^\varepsilon, t)\|_{H^1}^2
= \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} |p'(\omega^\varepsilon, t) - \tilde{u}(\omega^\varepsilon, t)|_H^2 + \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} \|q'(\omega^\varepsilon, t) - \tilde{\theta}(\omega^\varepsilon, t)\|_{H^1}^2. \tag{5.80}
\]

By the similar method as Theorem 4.1, we can obtain that
\[
\lim_{\varepsilon \to 0} \sup_{t \in [0, T]} |p'(\omega^\varepsilon, t) - \tilde{u}(\omega^\varepsilon, t)|_H^2 = 0, \quad \text{and} \quad \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} \|q'(\omega^\varepsilon, t) - \tilde{\theta}(\omega^\varepsilon, t)\|_{H^1}^2 = 0, \tag{5.81}
\]
where
\[
\tilde{u}(t) = u_0 - \int_0^t A_1 \tilde{u}(s)ds - \int_0^t B(\tilde{u}(s))ds - \int_0^t M(\tilde{\theta}(s))ds + \int_0^t \int_X G(s, \tilde{u}(s), v)(\varphi^1(s, v) - 1)\theta(\varphi)dvds,
\]
\[
\tilde{\theta}(t) = \theta_0 - \int_0^t A_2 \tilde{\theta}(s)ds - \int_0^t B(\tilde{u}(s), \tilde{\theta}(s))ds - \int_0^t f(\tilde{\theta}(s))ds.
\]
Hence, combining (5.80) and (5.81), we obtain
\[
\lim_{\varepsilon \to 0} \sup_{t \in [0, T]} |\tilde{u}_\varepsilon^\gamma(\omega^\varepsilon, t) - \tilde{u}(\omega^\varepsilon, t)|_H^2 = 0, \quad \text{and} \quad \lim_{\varepsilon \to 0} \sup_{t \in [0, T]} \|\tilde{\theta}_\varepsilon^\gamma(t) - \tilde{\theta}(\omega^\varepsilon, t)\|_{H^1}^2 = 0, \tag{5.82}
\]
which imply that \((\tilde{u}_\varepsilon^\gamma, \tilde{\theta}_\varepsilon^\gamma) = (\tilde{u}, \tilde{\theta}) \in \mathcal{G}^\varepsilon(\varphi^\varepsilon)\), and \((\tilde{u}, \tilde{\theta})\) has the same law as \(\mathcal{G}^\varepsilon(\varphi^\varepsilon)\). Since \((\tilde{u}^\varepsilon, \tilde{\theta}^\varepsilon) = (\tilde{u}_\varepsilon^\gamma, \tilde{\theta}_\varepsilon^\gamma)\) in law, we deduce from (5.82) that \((\tilde{u}^\varepsilon, \tilde{\theta}^\varepsilon)\) converges to \(\mathcal{G}^\varepsilon(\varphi^\varepsilon)\). We complete the proof. \(\square\)
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