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Plato envisioned Earth’s building blocks as cubes, a shape rarely found in nature. The solar system is littered, however, with distorted polyhedra — shards of rock and ice produced by ubiquitous fragmentation. We apply the theory of convex mosaics to show that the average geometry of natural 2D fragments, from mud cracks to Earth’s tectonic plates, has two attractors: “Platonic” quadrangles and “Voronoi” hexagons. In 3D the Platonic attractor is dominant: remarkably, the average shape of natural rock fragments is cuboid. When viewed through the lens of convex mosaics, natural fragments are indeed geometric shadows of Plato’s forms. Simulations show that generic binary breakup drives all mosaics toward the Platonic attractor, explaining the ubiquity of cuboid averages. Deviations from binary fracture produce more exotic patterns that are genetically linked to the formative stress field. We compute the universal pattern generator establishing this link, for 2D and 3D fragmentation.

Introduction

Solids are stressed to their breaking point when growing crack networks percolate through the material (1, 2). Failure by fragmentation may be catastrophic (1, 3) (Fig. 1), but this process is also exploited in industrial applications (4). Moreover, fragmentation of rock and ice is pervasive within planetary shells (1, 5, 6), and creates granular materials that are literally building blocks for planetary surfaces and rings throughout the solar system (6–10) (Fig. 1). Plato postulated that the idealized form of Earth’s building blocks is a cube, the only space-filling Platonic solid (11, 12). We now know that there is a zoo of geometrically permissible polyhedra associated with fragmentation (13) (Fig. 2). Nevertheless, observed distributions of fragment mass (14–17) and shape (18–21) are self-similar, and models indicate that geometry (size and dimensionality) matters more than energy input or material composition (16, 22, 23) in producing these distributions.

Fragmentation tiles the Earth’s surface with telltale mosaics. Jointing in rock masses forms three-dimensional (3D) mosaics of polyhedra, often revealed to the observer by 2D planes at outcrops (Fig. 2). The shape and size of these polyhedra may be highly regular, even approaching Plato’s cube, or resemble a set of random intersecting planes (24). Alternatively, quasi-2D patterns such as columnar joints sometimes form in solidification of volcanic rocks (25). These patterns have been reproduced in experiments of mud and corn starch cracks, model 2D fragmentation systems, where the following have been observed: fast drying produces strong tension that drives the formation of primary (global) cracks that criss-cross the sample and make “X” junctions (25–27) (Fig. 3); slow drying allows the formation of secondary cracks that terminate at “T” junctions (26); and “T” junctions rearrange into “Y” junctions (25, 28) to either maximize energy release as cracks penetrate the bulk (29–31), or during reopening-healing cycles from wetting/drying (32) (Fig. 3). Whether in rock, ice or soil, the fracture mosaics cut into stressed landscapes (Fig. 3) form pathways for focused fluid flow, dissolution and erosion that further disintegrate these materials (33, 34) and reorganize landscape patterns (35, 36). Moreover, fracture patterns in rock determine the initial grain size of sediment supplied to rivers (36, 37).

Experiments and simulations provide anecdotal evidence that the geometry of fracture mosaics is genetically related to the formative stress field (38). It is difficult to determine, however, if similarities in fracture patterns among different systems are more than skin deep. First, different communities use different metrics to describe fracture mosaics and fragments, inhibiting comparison among systems and scales. Second, we do not know whether different fracture patterns represent distinct universality classes, or are merely descriptive categories applied to a pattern continuum. Third, it is unclear if and how 2D systems map to 3D.

Here we introduce the mathematical framework of convex mosaics (39) to the fragmentation problem. This approach relies on two key principles: that fragment shape can be well approximated by convex polytopes (24) (2D polygons, 3D polyhedra; Fig. 2a); and that these shapes must fill space
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We live on and among the byproducts of fragmentation, from nanoparticles to rock falls to glaciers to continents. Understanding and taming fragmentation is central to assessing natural hazards and extracting resources, and even for landing probes safely on other planetary bodies. In this study we draw new inspiration from an unlikely and ancient source: Plato, who proposed that the element Earth is made of cubes because they may be tightly packed together. We demonstrate that this idea is essentially correct: appropriately averaged properties of most natural 3D fragments reproduce the topological cube. We use mechanical and geometric models to explain the ubiquity of Plato’s cube in fragmentation, and to uniquely map distinct fragment patterns to their formative stress conditions.
without gaps, since fragments form by the disintegration of solids. Without loss of generality (SI Section 1.1), we choose a model that ignores the local texture of fracture interfaces (40, 41).

Fragments can then be regarded as the cells of a convex mosaic (39), which may be statistically characterized by three parameters. Cell degree ($\bar{v}$) is the average number of vertices of the polytopes, and nodal degree ($\bar{n}$) is the average number of polytopes meeting at one vertex (42): we call $[\bar{n}, \bar{v}]$ the symbolic plane. We define the third parameter $0 \leq p = N_B/(N_B + N_I) \leq 1$ as the regularity of the mosaic. $N_B$ is the number of regular nodes in which cell vertices only coincide with other vertices, corresponding in 2D to “X” and “Y” junctions with $n = 4$ and 3, respectively. $N_I$ is the number of irregular nodes where vertices lie along edges (2D) or faces (3D) of other cells, corresponding in 2D to “T” junctions of $n = 2$ (Fig. 2b). We define a regular (irregular) mosaic as having $p = 1$ ($p = 0$). For 3D mosaics we also introduce $f$ as the average number of faces. In contrast to other descriptions of fracture networks (24), our framework does not delineate stochastic from deterministic mosaics; networks made from random or periodic fractures may have identical parameter values (Fig. 3). This theory provides a global chart of geometrically admissible 2D and 3D mosaics in the symbolic plane. Although we focus here on mosaics formed by fracture, these global charts include all geometrically-possible mosaics, including human-made ones.

In this paper we measure the geometry of a wide variety of natural 2D fracture mosaics and 3D rock fragments, and find that they form clusters within the global chart. Remarkably, the most significant cluster corresponds to the “Platonic attractor”: fragments with cuboid averages. Discrete Element Method (DEM) simulations of fracture mechanics show that cuboid averages emerge from primary fracture under the most generic stress field. Geometric simulations show how secondary fragmentation by binary breakup drives any initial mosaic toward cuboid averages.

2D mosaics in theory and in nature

The geometric theory of 2D convex mosaics is essentially complete (39) and is given by the formula (42):

$$\bar{v} = \frac{2\bar{n}}{\bar{n} - p - 1}$$

which delineates the admissible domain for convex mosaics within the $[\bar{n}, \bar{v}]$ symbolic plane (Fig. 3) — i.e., the global chart. Boundaries on the global chart are given by: (i) the $p = 1$ and $p = 0$ lines; and (ii) the overall constraints that the minimal degree of regular nodes and cells is 3, while the minimal degree of irregular nodes is 2. We constructed geometric simulations of a range of stochastic and deterministic mosaics (see SI Section 2) to illustrate the continuum of patterns contained within the global chart (Fig. 3).

We describe two important types of mosaics, which help to organize natural 2D patterns. First are primitive mosaics, patterns formed by binary dissection of domains. If the dissection is global we have regular primitive mosaics ($p = 1$) composed entirely of straight lines which, by definition, bisect the entire sample. These mosaics occupy the point $[\bar{n}, \bar{v}] = [4, 4]$ in the symbolic plane (39). In nature, the straight lines appear as primary, global fractures. Next, we consider the situation where the cells of a regular primary mosaic are sequentially bisected locally. Irregular (T-type) nodes are created resulting in a progressive decrease $p \rightarrow 0$ and concomitant decrease $\bar{n} \rightarrow 2$ toward an irregular primitive mosaic. The value $\bar{v} = 4$, however, is unchanged by this process (Fig. 3) so in the limit we arrive at $[\bar{n}, \bar{v}] = [2, 4]$. In nature these local bissections correspond to secondary fracturing (3, 38). Fragments produced from primary vs. secondary fracture are indistinguishable. Further, any initial mosaic subject to secondary splitting of cells will, in the limit, produce fragments with $\bar{v} = 4$ (SI Section 1). Thus, we expect primitive mosaics associated with the line $\bar{v} = 4$ in the global chart to be an attractor in 2D fragmentation, as noted by (43), and we expect the average angle to be a rectangle (26) (Fig. 2). We call this the Platonic attractor. As a useful aside, a planar section of a 3D primitive mosaic (e.g., a rock outcrop) is itself a 2D primitive mosaic (Fig. 2). The second important pattern is Voronoi mosaics which are, in the averaged sense, hexagonal tilings $[\bar{n}, \bar{v}] = [3, 6]$. They occupy the peak of the 2D global chart (Fig. 3).

We measured a variety of natural 2D mosaics (SI Section 2) and found, encouragingly, that they all lie within the global chart permitted by Eq. 1. Mosaics close to the Platonic ($\bar{v} = 4$) line include patterns known or suspected to arise under primary and/or secondary fracture: jointed rock outcrops, mud cracks, and polygonal frozen ground. Mosaics close to Voronoi include mud cracks and, most intriguingly, Earth’s tectonic plates. Hexagonal mosaics are known to arise in the limit for systems
subject to repeated cycles of fracturing and healing (25) (Fig. 3). We thus consider Voronoi mosaics to be a second important attractor in 2D. Horizontal sections of columnar joints also belong to this geometric class; however, their evolution is inherently 3D, as we discuss below.

It is known that Earth’s tectonic plates meet almost exclusively at “Y” junctions; there is debate, however, about whether this “Tectonic Mosaic” formed entirely from surface fragmentation, or contains a signature of the structure of mantle dynamics underneath (5, 44, 45). We examine the tectonic plate configuration (43) as a 2D convex mosaic, treating the Earth’s crust as a thin shell. We find $[\bar{n}, \bar{v}] = [3, 0, 5, 8]$, numbers that are remarkably close to a Voronoi mosaic. Indeed, the slight deviation from $[\bar{n}, \bar{v}] = [3, 6]$ is because the Earth’s surface is a spherical manifold, rather than planar (SI Section 2.3). While this analysis doesn’t solve the surface/mantle question, it suggests that the geometry of the Tectonic Mosaic is compatible with an evolution consisting of episodes of brittle fracture and healing.

The rest of our observed natural 2D mosaics plot between the Platonic and Voronoi attractors (Fig. 3). We suspect that these landscape patterns, which include mud cracks and permafrost, either: initially formed as regular primitive mosaics and are in various stages of evolution toward the Voronoi attractor; or were Voronoi mosaics that are evolving via secondary fracture towards the Platonic attractor. For the case of mosaics in permafrost, however, we acknowledge that mechanisms other than fracture — such as convection — could also be at play.

**Extension to 3D mosaics**

There is no formula for 3D convex mosaics analogous to the $p = 1$ line of Eq. 1 that defines the global chart. There exists a conjecture, however, with a strong mathematical basis (42); at present this conjecture extends only to regular mosaics. We define the harmonic degree as $h = \frac{\bar{n} \bar{v}}{\bar{n} + \bar{v}}$. The conjecture is that $d < h \leq 2^{d-1}$, where $d$ is system dimension. For 2D mosaics we obtain the known result (39, 42) $h = 2$, consistent with the $p = 1$ substitution in Eq. 1. In 3D the conjecture is equivalent to $3 < \bar{h} \leq 4$, predicting that all regular 3D convex mosaics live within a narrow band in the symbolic $[\bar{n}, \bar{v}]$ plane (42) (Fig. 4). Plotting a variety of well-studied periodic and random 3D mosaics (SI Section 3), we confirm that all of them are indeed confined to the predicted 3D global chart (Fig. 4). Unlike the 2D case, we cannot directly measure $\bar{n}$ in most natural 3D systems. We can, however, measure the polyhedral cells (the fragments): the average numbers $\bar{f}, \bar{v}$ of faces and vertices, respectively. Values for $[\bar{f}, \bar{v}]$ may be plotted in what we call the Euler plane, where the lines bounding the permissible domain correspond to simple polyhedra (upper) where vertices are adjacent to three edges and three faces, and their dual polyhedra which have triangular faces (lower; Fig. 4). Simple polyhedra arise as cells of mosaics in which the intersections are generic — i.e., at most three planes intersect at one point — and this does not allow for odd values of $\bar{v}$.

As in 2D, 3D regular primitive mosaics are created by intersecting global planes. These mosaics occupy the point $[\bar{n}, \bar{v}] = [8, 8]$ on the 3D global chart (Fig. 4). Cells of regular primitive mosaics have cuboid averages $[\bar{f}, \bar{v}] = [6, 8]$ (39, 42). This is the Platonic attractor, marked by the $v = 8$ line in the global chart. 3D Voronoi mosaics, similar to their 2D counterparts, are associated with the Voronoi tessellation defined by some random process. If the latter is a Poisson process then we obtain (39) $[\bar{n}, \bar{v}] = [4, 27.07], [\bar{f}, \bar{v}] = [15.51, 27.07]$ (Fig. 4).

**Prismatic mosaics** are created by regarding the 2D pattern as a base, that is extended in the normal direction. The prismatic mosaic constructed from a 2D primitive mosaic has cuboid averages, and is therefore statistically equivalent to a 3D primitive mosaic. The prismatic mosaic created from a 2D Voronoi base is what we call a columnar mosaic, and it has distinct statistical properties: $[\bar{n}, \bar{v}] = [6, 12], [\bar{f}, \bar{v}] = [8, 12]$. Thus, the three main natural extensions of the two dominant 2D patterns are 3D primitive, 3D Voronoi, and columnar mosaics.

Regular primitive mosaics appear to be the dominant 3D pattern resulting from primary fracture of brittle materials (46). Moreover, dynamic brittle fracture produces binary breakup in secondary fragmentation (23, 47), driving the 3D averages $[\bar{f}, \bar{v}]$ towards the Platonic attractor. The most common example in nature is fractured rock (Figs. 2, 4). The other two 3D mosaics are more exotic, and seem to require more specialized conditions to form in nature. Columnar joints like the celebrated Giants Causeway, formed by the cooling of large basaltic rock masses (25, 31, 48) (Fig. 5(B)), appear to correspond to columnar mosaics. In these systems, the hexagonal arrangement and downward (normal) penetration of cracks arise as a consequence of maximizing energy release (29–31). The only potential examples of 3D Voronoi mosaics that we know of are septarian nodules, such as the famous Moeraki Boulders (49) (Fig. 4). These enigmatic concretions have complex growth and compaction histories, and contain internal cracks that intersect the surface (50). Similar to primitive mosaics, the intersection of 3D Voronoi mosaics with a surface is a 2D Voronoi mosaic.

**Connecting primary fracture patterns to mechanics with simulations**

We hypothesize that primary fracture patterns are genetically linked to distinct stress fields, in order of most generic to most rare. In a 2D homogeneous stress field we may describe the stress tensor with eigenvalues $|\sigma_1| \geq |\sigma_2|$ and characterize the stress state by the dimensionless parameters $\mu = \sigma_2/\sigma_1$, and $i = \text{sgn}(\sigma_1)$, whose admissible domain
The 2D pattern generator is described by the single scalar function $v(\mu, i) = \mu$ (and $n$ can be computed from Eq. 1), while the 3D pattern generator is characterized by scalar functions $n(\mu_1, \mu_2, i), \tilde{v}(\mu_1, \mu_2, i), \tilde{f}(\mu_1, \mu_2, i)$. Computing the full pattern generator is beyond the scope of the current paper, even in 2D. Instead, we perform generic DEM simulations (52, 53) of a range of scenarios to interpret the important primary mosaic patterns described above (see Methods).

In 2D, we find that pure shear produces regular primitive mosaics (Fig. 3), implying $\tilde{v}(1, 1) \approx 4$. This corresponds to the Platonic attractor. In contrast, hydrostatic tension creates regular Voronoi mosaics (Fig. 3; SI Section 4) such that $\tilde{v}(1, 1) \approx 6$ — the Voronoi attractor. Both are in agreement with our expectations.

In 3D, we first conducted DEM simulations of hard materials at $[\mu_1, \mu_2]$ locations corresponding to shear, 2D tension and uniform 3D tension $\{[-0.5, -0.25], [1, -0.2] \text{ and } [1, 1]\}$, respectively) (Methods, SI Section 4). The resulting mosaics displayed the expected fracture patterns for brittle materials: primitive, columnar and Voronoi, respectively (Fig. 5). To obtain a global, albeit approximate, picture of the 3D pattern generator we ran additional DEM simulations that uniformly sampled the stress space on a $9 \times 9 \times 9$ grid, for both $i = +1$ and $i = -1$ (SI Section 4). The constructed pattern generator demarcates the boundaries in stress-state space that separate the three primary fracture patterns (Fig. 5).

The vast proportion of this space is occupied by primitive mosaics, which are also the only pattern generated under negative volumetric stress. For such compressive stress conditions are pervasive in natural rocks. Columnar mosaics are a distant second in terms of frequency of occurrence; they occupy a narrow stripe in the stress space. Most rare are Voronoi mosaics which only occur in a single corner of the stress space (Fig. 5). Boundaries separating the three patterns shifted somewhat for simulations that used softer materials (Fig. 5), but the ranking did not. These primary fracture mosaics serve as initial conditions for secondary fracture. While our DEM simulations do not model secondary fracture, we remind the reader that binary breakup drives any initial mosaic toward an irregular primitive mosaic with cubic averages (SI Section 1) — emphasizing the strength of the Platonic attractor.

**Geometry of natural 3D fragments**

Based on the pattern generator (Fig. 5) we expect that natural 3D fragments should have cubic properties on average, $[f, \tilde{v}] = [6, 6.8]$. To test this we collected 556 particles from the foot of a weathering dolomite rock outcrop (Fig. 6) and measured their values of $f$ and $v$, plus mass and additional shape descriptors (see Methods; SI Section 5). We find striking agreement: the measured averages $[f, \tilde{v}] = [6.63, 8.93]$ are within 12% of the theoretical prediction, and distributions for $f$ and $v$ are centered around the theoretical values. Moreover, odd values for $v$ are much less frequent than even values, illustrating that natural fragments are well approximated by simple polyhedra (Fig. 6). We regard these results as direct confirmation of the hypothesis, while also recognizing significant variability in the natural data.

To better understand the full distributions of fragment shapes, we used geometric simulations of regular and irregular primitive mosaics. The cut model simulates regular primitive mosaics as primary fracture patterns by intersecting an initial cube with global planes (Fig. 6) while the break model simulates irregular primitive mosaics resulting from secondary fragmentation processes. We fit both of these models to the shape descriptor data using three parameters: one for the cutoff in the mass distribution, and two accounting for uncertainty in experimental protocols (see Methods; SI Section 5). The
best fit model, which corresponds to a moderately irregular primitive mosaic, produced topological shape distributions that are very close to those of natural fragments (mean values \( f, v \approx 6.58, 8.74 \)). We also analyzed a much larger, previously collected data set (3728 particles) containing a diversity of materials and formative conditions (19). Although values for \( v \) and \( f \) were not reported, measured values for classical shape descriptors (19, 21) could be used to fit to the cut and break models (SI Section 5). We find very good agreement (\( R^2 > 0.95 \)), providing further evidence that natural 3D fragments are predominantly formed by binary breakup (Fig. S12). Finally, we use the cut model to demonstrate how 3D primitive fracture mosaics converge asymptotically toward the Platonic attractor as more fragments are produced (Fig. 6).

Discussion and implications

The application and extension of the theory of convex mosaics provides a new lens to organize all fracture mosaics — and the fragments they produce — into a geometric global chart. There are attractors in this global chart, arising from the mechanics of fragmentation. The Platonic attractor prevails in nature because binary breakup is the most generic fragmentation mechanism, producing averages corresponding to quadrangle cells in 2D and cuboid cells in 3D. Remarkably, a geometric model of random intersecting planes can accurately reproduce the full shape distribution of natural rock fragments. Our findings illustrate the remarkable prescience of Plato’s cubic Earth model. One cannot, however, directly ‘see’ Plato’s cubes; rather, their shadows are seen in the statistical averages of many fragments. The relative rarity of other mosaic patterns in nature make them exceptions that prove the rule. Voronoi mosaics are a second important attractor in 2D systems such as mud cracks, where healing of fractures reorganizes junctions to form hexagonal cells. Such healing is rare in natural 3D systems. Accordingly, columnar mosaics arise only under specific stress fields, that are consistent with iconic basalt columns experiencing contraction under directional cooling. 3D Voronoi mosaics require very special stress conditions, hydrostatic tension, and may describe rare and poorly understood concretions known as septarian nodules.

We have shown that Earth’s Tectonic Mosaic has a geometry that is compatible with brittle fracture and healing, and is consistent with what is known about plate tectonics (5) (Fig. 3). This opens the possibility of inferring stress history from observed fracture mosaics. Space missions are accumulating an ever-growing catalogue of 2D and 3D fracture mosaics from diverse planetary bodies, that challenge understanding (Fig. 1). Geometric analysis of surface mosaics may inform debates on planetary dynamics, such as whether Pluto’s polygonal surface (Fig. 1c) is a result of brittle fracture or vigorous convection (7). Another potential application is using 2D outcrop exposures to estimate the 3D statistics of joint networks in rock masses, which may enhance prediction of rock fall hazards and fluid flow (54). While the present work focused on the shapes of fragments, the theory of convex mosaics (39) is also capable of predicting particle-size distributions resulting from fragmentation, which may find application in a wide range of geophysical problems.

The lifecycle of sedimentary particles is a remarkable expression of geometry in nature. Born by fragmentation (19) as statistical shadows of an invisible cube, and rounded during transport along a universal trajectory (55), pebble shapes appear to evolve towards the likewise invisible Gömböc — albeit without reaching that target (56). The mathematical connections among these idealized shapes, and their reflections in the natural world, are both satisfying and mysterious. Further scrutiny of these connections may yet unlock other surprising insights into nature’s shapes.
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Materials and Methods

Methods of mechanical simulations. Initial samples were randomized cubic assemblies of spheres glued together, with periodic boundary conditions in all directions. The glued contact was realized by a flat elastic cylinder connecting the two particles which was subject to deformation from the relative motion of the glued particles. Forces and torques on the particles were calculated based on the deformation of the gluing cylinder. The connecting cylinder broke permanently if the stress acting upon it exceeded the Tresca criterion (53). Stress field was implemented by slowly deforming the underlying space. In order to avoid that there is only one percolating crack, we have set a strong viscous friction between the particles and the underlying space. The seeding for the evolving cracks was provided by the randomized initial geometry of the spheres. This acts as a homogeneous drag to the particles which ensures a homogeneous stress field in the system.

For any given shear rate the fragment size is controlled by the particle space viscosity and the Tresca criterion limit. We set values that produce reasonable-sized fragments relative to our computational domain, allowing us to characterize the mosaics. Another advantage of the periodic system was that we could avoid any wall effect that would distort the stress field. We note here that it is possible to slowly add a shear component to the isotropic tensile shear test and obtain a structure which has average values of $\bar{n}$ and $\bar{v}$ that are between the primitive mosaics and the Voronoi case. Details of mechanical simulations are discussed in SI Section 4.

Methods for fitting geometric model results to field data. In the simulation we first computed a regular primitive mosaic by dissecting the unit cube with 50 randomly chosen planes, resulting in $6 \times 10^5$ fragments. We refer to this simulation as the cut model. Subsequently we further evolved the mosaic by breaking individual fragments. We implemented a standard model of binary breakup (14, 19) to evolve the cube by secondary fragmentation: at each step of the sequence, fragments either break with a probability $p_b$ into two pieces, or keep their current size until the end of the process with a probability $1 - p_b$. The cutting plane is placed in a stochastic manner by taking into account that it is easier to break a fragment in the middle perpendicular to its largest linear extent. Inspired by similar computational models (19), we used $p_b$ dependent on axis ratios (see SI Section 5). This computation, which we call the break model, provides an approximation to an irregular primitive mosaic; this secondary fragmentation process influenced the nodal degree $\bar{n}$, but not $\bar{n}$ and $\bar{f}$.

In order to compare numerical results with the experimental data obtained by manual measurements, we have to take into account several sampling biases. First, there is always a lower cutoff in size for the experimental samples. We implemented this in simulations by selecting only fragments with $m > m_0$, $m_0$ being the cutoff threshold. Second, there is experimental uncertainty when determining shape descriptors — especially marginally stable or unstable equilibria for the larger dataset (see SI Section 5). We implemented this in the computations by letting the location of the center of mass be a random variable with variation $\sigma_0$ chosen to be small with respect to the smallest diameter of the fragment. We kept only these equilibria which were found in 95% of the cases. Third, there is experimental uncertainty in finding very small faces. We implemented this into the computations by assuming that faces smaller than $A_0P$ will not be found by experimenters, where $P$ denotes the smallest projected area of the fragment. Using the above three parameters we fitted the seven computational histograms to the seven experimental ones by minimizing the largest deviation, and we achieved matches with $R^2_{\text{max}} \geq 0.95$ from all histograms (see SI Section 5 for details). Results for the small data set are shown in Fig. 6. Both the small and the large experimental dataset is freely available at https://osf.io/h2ezc/; simulation tools for the geometric model are freely available at https://github.com/torokj/Geometric_fragmentation.
1. Summary of SI Materials

In this Supplementary Information we provide the following: (i) an in-depth discussion of the mathematical background of convex mosaics, and the emergence of cuboid averages (Section 2); (ii) information on how we computed the geometry of natural 2D convex mosaics, including the Earth’s Tectonic Mosaic (Section 3); (iii) more detail on the generation of synthetic 3D mosaics (Section 4); (iv) detailed information on our discrete element method (DEM) simulations, and their use in creation of the 3D pattern generator linking stress states to fracture mosaic patterns (Section 5); and (v) complete information regarding the geometric simulations of the cut and break models, and details on the data analysis of ~4000 natural rock fragments and their use in validating the geometric simulations (Section 6).

2. Cuboid averages

In this section we provide additional information regarding the shape descriptors used in the paper. We also provide more detail of the mathematics of convex mosaics. Using this information, we present arguments showing that cuboid averages should be expected to be dominant, based on our understanding of the geometry and mechanics of fragmentation.

A. Shape descriptors and definition of cuboid averages. In this paper we characterize collections of polytopes (natural or artificial) by the average values of certain shape descriptors. If any of these averages agree exactly with the shape descriptor of the regular cube, we say that the collection has a cuboid average. Table S1 lists all shape descriptors used in this paper (we also use the geological aspect ratios $y_1$, $y_2$, which are closely related to the ratios $Y_1$, $Y_2$ in this table).

| ID | Name              | notation | Definition                                                                 | Cuboid averages |
|----|-------------------|----------|---------------------------------------------------------------------------|-----------------|
| 1  | Faces, Vertices   | $f,v$    | Number of faces and vertices of the polyhedron, respectively.             | 6,8             |
| 2  | Angles            | $\alpha_i, \beta_i$ | Angles between faces sharing a common edge, and edges sharing common vertex, respectively. | $\pi/2, \pi/2$ |
| 3  | Aspect ratios     | $Y_1 \geq Y_2$ | $Y_1 = c/a, Y_2 = b/a, a \geq b \geq c$ are the sizes of the smallest orthogonal bounding box | 1,1             |
| 4  | Equilibria        | $S,U$    | Numbers of stable and unstable static balance points                      | 6,8             |

Table S1. Shape descriptors

In our paper we make the claim that the majority of collections of natural fragments display cuboid averages for $f,v$ and for $\alpha_i, \beta_i$. We do not claim that axis ratios or static equilibria exhibit cuboid averages, and indeed they do not. Nevertheless, the latter shape descriptors are useful for comparing geometric simulations with experimental data in two respects: (i) they represent an additional test making model comparisons to data more stringent; and (ii) they allow us to analyze previously collected data on rock fragments that measured axis ratios and equilibria, but did not report values for faces, vertices or angles. Finally, we note that our modeling approach for complex mosaics implicitly treats fractures as planar, and therefore ignores the varied textures of natural fracture interfaces. Since we only aim to approximate global geometric features of fragmentation patterns, and these textures vary on length-scales much smaller than the size of the fragments, this is a safe assumption. Moreover, the theory of convex mosaics describes topological features (numbers of faces and edges) that are insensitive to such textures, allowing its extension to non-planar fractures.

B. Cuboid averages in primitive mosaics. Primitive mosaics (also known as hyperplane mosaics (39)) are an important class of random tessellations. We call a hyperplane mosaic in $d$-dimensions generic if each node is generated by the intersection of $d$ hyperplanes of dimension $d - 1$. Most often they are studied in the context of Poisson processes and the related mosaics are called Poisson-hyperplane mosaics (39). It is well known that these mosaics display cuboid averages in any dimension (39). Most notably, the average values do not depend on the chosen distribution, i.e. they not only characterize Poisson-hyperplane mosaics but in fact any generic hyperplane mosaics. It is also known (and in fact, easy to see) that intersecting a $d$-dimensional primitive (hyperplane) mosaic with a $d - 1$-dimensional hyperplane results in a $d - 1$-dimensional hyperplane mosaic. Since the formalism in (39) may not be easily accessible, below we present a sketch of an elementary proof to illustrate that cuboid averages do not depend on the distributions and they are indeed a fundamental property of primitive mosaics.

C. Sketch of elementary proof of cuboid averages in primitive mosaics in any dimension.

Proof. First we observe that the Gauss map establishes a bijection $B_1$ between the external surface normals of any cell and the points on the sphere. Next we regard a node which is a point where the vertices of adjacent cells overlap. Here the Gauss map also provides a bijection $B_2$ between the external surface normals in the small vicinity of those adjacent vertices and the points on the sphere. The combination of these two bijections $B_3 = B_1 \circ B_2$ provides a bijection between the nodes and the cells of the primitive mosaic guaranteeing that, for a sufficiently large mosaic, we have (approximately) the same number of nodes and cells. This implies that if we take the average of any quantity over all nodes, the same average will apply to the cells. 
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Remark. The above argument relies on the existence of the bijections $B_1$ and $B_2$. While the former always exists for convex cells, the latter only exists for primitive mosaics.

In $d = 2$ dimensions, if the primitive mosaic is generic then at each node we have exactly 4 vertices, so for the average vertex number of cells we get $\bar{v} = 4$. Also, at the node the average angle between any two edges meeting at a vertex is 90 degrees and this will also apply to the cells.

In $d = 3$ dimensions, if the primitive mosaic is generic then at each node we have exactly 8 vertices of degree 3, i.e. we have $\bar{n} = 8$. The bijection guarantees that the averages for cells have the same values, resulting in $\bar{v} = 8, \bar{f} = 6$. Also, at the node the average angle between any two edges meeting at a vertex is 90 degrees and this will also apply to the cells.

We also remark that our argument does not provide any predictions for the averages of axis ratios $Y_1, Y_2$ and the averages for the numbers $S, U$ of static equilibrium points.

D. Generating mechanisms: expanding domains and binary breakup. Our main statement about the equivalence of nodal and cell averages applies to sufficiently large mosaics, i.e. to mosaics with sufficiently large number of nodes and cells. Averages can be only defined on a finite domain, and some limit process is required to produce a sufficiently large domain.

One possibility is to regard an infinite mosaic, establish a fixed point, and compute the averages for all nodes and cells which lie inside a ball $B$ with radius $R$. In this case the $R \to \infty$ limit can provide sufficiently large domains. This procedure may be applied to any Euclidean mosaic.

![Diagram](image)

Fig. S1. Alternative limits and binary breakup mechanism characterizing primitive mosaics. (A) Expanding the domain by increasing the radius on a fixed mosaic. (B) Expanding the domain by adding new lines. Starting configurations (A1), (B1) evolve via (A2) and (B2) towards (AB3). Red color in (A2) and (B2) indicates the difference with respect to (A1) and (B1), respectively. (C) Configuration obtained from (B1) by individual binary breakup. All cell degrees agree with (B2).

Alternatively, in case of primitive mosaics, one may regard a ball $B$ with fixed radius $R$. Assuming that $N$ hyperplanes intersect $B$, we may regard the limit $N \to \infty$ as a sufficiently large domain. Both type of limits are illustrated in Figure S1.

As we can observe, the domain of primitive mosaics is expanded in the second scenario by binary dissection of groups of cells. As Figure S1 (c) illustrates, individual binary breakup (as opposed to breakup defined by a global line) results in a different fragmentation pattern (which we call irregular primitive mosaic) with different (smaller) nodal degrees. However, we can also observe that in the vicinity of any regular primitive mosaic we have infinitely many irregular primitive mosaics with identical cell averages.

This indicates that individual binary breakup, producing irregular primitive mosaics, results in cell averages identical to regular primitive mosaics. Below we present an elementary argument in $d = 2$ dimensions supporting this claim.

E. Sketch of arguments for cuboid averages in 2D and 3D individual binary breakup.

E.1. Sketch of 2D argument. Consider a convex polygon $P_0$ with $v_0$ vertices and bisect it with a randomly chosen straight line (the distribution is not relevant for our purpose). Any generic line will intersect two edges of $P_0$ and the resulting two polygons
will be $P_{1,1}, P_{1,2}$ with vertex numbers $v_{1,1}, v_{1,2}$, respectively. We define their average as $v_1 = \frac{(v_{1,1} + v_{1,2})}{2}$ and we also define the increment $\Delta v_1 = v_1 - v_0$. We can immediately see that

$$\Delta v_1 (v_0 - 4) \leq 0, \quad \frac{v_1 - 4}{v_0 - 4} = \frac{1}{2},$$

i.e., $v_1$ will be twice as close to the value 4 as $v_0$ was. This idea can be readily generalized to a hierarchical breakup process with $k$ subsequent steps, producing $2^k$ fragments with average vertex number $v_k$. From this we can see that

$$\lim_{k \to \infty} v_k = 4.$$  \[3\]

**E.2. Sketch of 3D argument.** In 3D we can not offer a mathematical argument completely analogous to the 2D case, i.e. we can not prove that cuboid averages represent an attractor for binary breakup processes, although our numerical simulations (the break model) certainly indicate that this is a fact. However, as we described in subsection D, the generating mechanism for regular and irregular primitive mosaics are closely related suggesting that the corresponding averages should also be related.

Here we outline a mathematical argument which suggests that if cuboid averages are attractors, then they are likely to be strong attractors.

Halving the volume of a convex polyhedron $P$ with a random cut from uniformly random direction may serve as a simplistic geometric model of individual binary breakup. Let us denote the replicating quality as the following: the probability that such a halving cut results in two convex polyhedra that are combinatorially equivalent to $P$. In 2D the square has replicating quality 100%, while polygons with $V>4$ vertices have zero replicating quality. In 3D it is relatively easy to prove that the only canonical polyhedron with replicating quality larger than 50% is the cube. In other words, cuboid particles are likely to produce more cuboid particles, while other shapes are unlikely to propagate themselves under bisection.

This model certainly supports the numerical results of the break model, which showed that cuboid averages are a robust attractor of individual binary breakup.

**F. Interpretation of cuboid averages.** While cuboid averages strongly suggest that the geometry of the cube plays a central role in fragmentation processes, one has to be cautious with the interpretation of these results.

As we stated above, we obtained cuboid averages $\bar{f}, \bar{v}$ for the numbers of faces and vertices. This result does not imply in any manner that the polyhedral approximation of the *the most common* fragment shape should be combinatorially equivalent to the cube. The pair $(f, v)$ is often referred to as the *primary class* of a polyhedron which may contain several, combinatorially different *secondary classes*: for a list of combinatorial classes of polyhedra up to 8 faces see (57). Figure S2 illustrates the two pairs of combinatorially different polyhedra appearing in the primary classes $(6, 8)$ and $(8, 6)$.

![Fig. S2. Secondary class examples.](image)

We do not have any experimental data on combinatorial classes; however, we have a wealth of data from computer simulations. We used this large dataset to compute the statistics for the distribution of combinatorial classes among polyhedra in a primitive mosaic. We computed the statistics both for the cut model (producing regular primitive mosaics) as well as for the break model (producing irregular primitive mosaics), both illustrated in Figure S3, and we found that the difference between the two models was not substantial in the sense that both models identified the very same combinatorial classes as dominant. In particular,
the set of combinatorial classes with relative frequencies above 0.035 agree between the two models. On the other hand, we can observe a marked difference between the break and cut models among tetrahedra which may be related to the average elongation of these fragments. Overall, both (cut and break) histograms appear globally analogous to discretized lognormal distributions. These statistics may also be of broader interest, as there are no theoretical results for these distributions.

Fig. S3. Statistical distribution of combinatorial classes of polyhedra in a primitive mosaic. The columns on the left side indicate the following. First column: number of edges. Second column: the number of faces and edges in curly brackets, the number of subclasses in the same primary class, the code in (57). Third column: the schematic layout of the polyhedron corresponding to the column of the histogram. Red and green bars belong to the computations based on the cut and break models, respectively.

3. 2D mosaics

Here we discuss details on the generation of synthetic 2D mosaics that are presented in the main text and also provide additional examples. Then we describe the methodology for quantifying the geometry of natural 2D fracture mosaics presented in the main text and we discuss in detail the geometry of the Tectonic Mosaic.
A. 2D geometric examples. In Figure 3 of the main text we showed seven periodic and five random patterns (numbered consecutively 1-12) as illustrations of planar convex mosaics. In Figure S4 we give the exact $\bar{n}$, $\bar{v}$ values corresponding to these mosaics and provide additional details on the global chart defined by formula (1) of the main text on the symbolic plane $[\bar{n}, \bar{v}]$.

![Fig. S4. Geometrical examples for 2D mosaics.](image)

B. 2D natural examples. Figure 3 of the main text illustrates nine natural examples (image sources listed in Table S2) and indicates the corresponding point on the $[\bar{n}, \bar{v}]$ symbolic plane. The values for $\bar{n}$, $\bar{v}$ were obtained in the following manner: the convex mosaic associated with the pictures was extracted by using our own semi-automated image analysis software. Once the mosaic was available, the vertex and nodal degrees were counted and the averages computed. To maintain some control on the consistency of the measurement, we computed the vertex degree $\bar{v}$ of the mosaic not only as the average of the vertex number of the individual cells, but we also used formula (1) to obtain $\bar{v}$ from the nodal degree and the regularity parameter $p$. Next we discuss the analysis of a 2D natural mosaic in detail. As an additional example, in Figure S6 we show the image analysis for the Martian landscape, also shown in Figure 3 of the main text.

B.1. 2D analysis of the dolomite outcrop on Hármashatárhely. As we pointed out in subsection B, lower dimensional sections of primitive mosaics are themselves primitive mosaics. Since the dataset of 3D fragments obtained from the dolomite outcrop at Hármashatárhely plays a central role in our argument, we also performed a full 2D analysis of the cracked rock surface itself.

The fragments collected at the base of the outcrop weathered from this surface. We performed our standard 2D image analysis: after identifying the fracture network we counted the degree of each cell (Figure S5 (a,b,e)) and each node (Figure S5 (a,b,d)) to obtain the distributions $p(n), p(v)$ with averages $\bar{v} = 4.19, \bar{n} = 2.76$ (Figure S5 (d,e)). For the latter we separately counted the regular and irregular ones to obtain the regularity parameter $p$, and subsequently used formula (1) to determine $\bar{v}$ from the values of $\bar{n}$ and $p$. By comparing the two obtained values of $\bar{v}$, we tested the consistency of our image analysis (Figure S5 (f)).

As here we deal with a 2D mosaic, we only investigate planar geometric features without making any assumptions about the third dimension. As a consequence, the mass $m$ of fragments was determined as the number of pixels covered by the fragment area, defined as a region enclosed by intersecting fractures. Figure S5 (c) presents the probability distribution $p(m)$ of the mass of fragments on a double logarithmic plot, where $m$ is normalized by the average mass of fragments. It can be observed that although $m$ spans a broad range, the distribution $p(m)$ is not power law. We expect that the fracture pattern was created by a sequential fracturing process, which usually leads to a power-law size distribution of pieces. We suggest that the absence of a well-defined power law in Figure S5 (c) means that the fracture process is not fully developed, in the sense that we observe
only the first few generations of sequential breaking. Further sequential fragmentation, or an expanded domain of fractured rock (Fig. 2 of main text), would be expected to make the data converge to a power-law mass distribution.

The 2D analysis of the rock surface confirmed our hypothesis that the fragmentation pattern can be well approximated by an irregular primitive mosaic. The measured average value for the cell degree, $\bar{v} = 4.19$, is close to cubic and confirms that this mosaic is in the vicinity of the Platonic attractor.

**C. The Tectonic Mosaic.** We examine the tectonic plate configuration of the Earth (45) as a 2D convex mosaic (to which we will refer as the Tectonic Mosaic), treating the Earth’s crust as a thin shell. According to (45), there are 52 plates, 100 triple junction points and 150 plate boundaries (the latter are defined as the lines separating two plates). In the terminology of convex mosaics this translates into having $N_C = 52$ cells, $N_V = 100$ nodes of degree $n = 3$ and 150 edges on a spherical 2D mosaic. In 2 dimensions, the average number of edges associated with a cell equals the average number of vertices. Since each edge belongs to 2 cells, in the case of the Tectonic Mosaics the average number of vertices (the vertex degree) associated with one cell is $\bar{v}_{\text{tectonic}} = \frac{300}{52} = 5.769$. Since all nodes are degree 3, we have a regular mosaic. However, if we substitute $p = 1, n = 3$ into formula (1), instead of $5.769$ we obtain $\bar{v} = 6$. As we explain below, the difference $\bar{v} - \bar{v}_{\text{tectonic}} = 0.231$ is the result of the Gaussian curvature of the Earth’s surface.

Formula (1) of the main text has been derived for 2D mosaics with zero curvature. In two dimensions, spherical mosaics may be characterized by the angle excess associated with their cells which is equal to the solid angle subtended by the cell or, alternatively, the spherical area of the cell. Note that for mosaics on the Euclidean plane the angle excess is identically zero. Let $M$ be a convex mosaic on $S^2$ (i.e. a mosaic on a topological sphere, briefly, a spherical mosaic) with $N_v$ nodes and $N_c$ cells. Since $M$ is a tiling of $S^2$, the average area of a cell is $\Omega_C = \frac{4\pi}{N_c}$. Similarly, the average area of a cell in the dual mosaic is $\Omega_N = \frac{4\pi}{N_v}$. For any spherical mosaic $M$, the quantity

$$\bar{\mu}(M) = \frac{1}{\pi} \frac{\Omega_C \Omega_N}{\Omega_C + \Omega_N}$$

has been called (42) the harmonic angle excess of $M$. Substituting the values $N_C = 52, N_V = 100$ into (4) yields

$$\bar{\mu}_{\text{tectonic}} = 0.026$$
| ID | Name | Source |
|----|------|--------|
| 13 | Giant’s Causeway, UK | https://www.rob-tomlinson.com/places/giants-causeway |
| 14 | Mud cracks | http://www.pitt.edu/~cejones/GeoImages/5SedimentaryRocks/SedStructures/Mudcracks.html |
| 15 | Tectonic Mosaic | Image from (58) https://commons.wikimedia.org/wiki/File:Age_of_oceanic_lithosphere.jpg |
| 16 | Martian landscape | Photo: NASA/JPL-Caltech/University of Arizona https://mars.nasa.gov/resources/5314/polygonal-patterned-ground/ |
| 17 | Polygonal cracking on the North Slope of Alaska | Photo by M. Druckenmiller https://astrobob.areavoices.com/2008/05/26/polly-want-a-polygon/ |
| 18 | Mud cracks | Photo by H. Grobe. https://en.wikipedia.org/wiki/File:Desiccation-cracks_hg.jpg |
| 19 | Dolomite outcrop on Hár-mashatárhegy, Hungary | Photo by the authors. |
| 20 | Periglacial polygons on the North Slope of Alaska | http://www.groundtruthtrekking.org/photo/grid-like-polygonal-ground/ |
| 21 | Granite outcrop, Helsinki, Finland | Photo by the authors |
| A | Septarian Nodule, 3D Voronoi | https://www.fossilera.com/sp/128547/dragon-egg-geodes/septarian-with-black-calcite.jpg |
| B | Giant’s Causeway, UK, Columnar Voronoi | https://www.rob-tomlinson.com/places/giants-causeway |
| C | 3D cracked rock, 3D primitive | http://maps.unomaha.edu/Maher/STEP07/supportinfo/cracks.html |

Table S2. Sources of images of Fig. 3 and 5 of the main text. ID: (numbers) reference number of the image in Fig. 3, (letters) reference letter of the image in Fig. 5 of the main text, Name: Description and location of the image, Source: URL locations of the images
for the Tectonic Mosaic. The harmonic angle excess is linked (42) to the harmonic degree \( \hat{h} \) of the mosaic (defined in Section 2 of the main text) via

\[
\hat{h} = 2 - \hat{\mu}. \tag{6}
\]

In (42) formula (1) is generalized to 2D spherical mosaics by using the concept of harmonic angle excess:

\[
\bar{v} = \frac{(2 - \bar{\mu})\bar{n}}{\bar{n} + \bar{\mu} - 1 - p}. \tag{7}
\]

If we substitute (5) into (7) along with the values \( \bar{n} = 3, p = 1 \) then we obtain the exact value \( \bar{v}_{\text{tectonic}} = 5.769 \), illustrating that the Tectonic Mosaic is a spherical Voronoi tessellation. The small value of \( \bar{\mu} \) is an indication of the relatively large number of tectonic plates. In the limit of infinitely many plates (if the relative size of plates remains bounded) we would approach the \( \bar{\mu} = 0 \) case, where Euclidean geometry serves a valid local approximation for each plate. Figure S7 illustrates the Tectonic mosaic among all spherical mosaics and also illustrates how the latter converge to the Euclidean case.

4. 3D mosaics

Here we provide some background on the geometric examples of 3D mosaics that we created to showcase the range of possible patterns. Unlike in \( d = 2 \) dimensions, there is no general formula known to define all regular convex mosaics in the \([\bar{n}, \bar{v}]\) symbolic plane. The trivial prismatic extensions of 2D mosaics populate the \( \bar{n} \in [6, 12] \) segment of the \( \bar{v} = 4\bar{n}/(\bar{n} - 4) \) curve (corresponding to harmonic degree \( \hat{h} = 4 \)). Some of these prismatic mosaics qualify as uniform honeycombs, i.e. convex mosaics which have convex uniform polyhedra as cells. The result that 28 such tessellations are possible is rather recent (13). Table S3 provides a complete list of these mosaics and their duals. In addition, we also listed Poisson-Voronoi, Poisson-Delaunay and primitive (hyperplane) mosaics (39) and we provided the values of \( \bar{n}, \bar{v}, \bar{f} \) for each mosaic.

Figure S8 illustrates these mosaics on the \([\bar{n}, \bar{v}]\) symbolic plane and the \([\bar{f}, \bar{v}]\) Euler plane. Each mosaic is identified with the serial number from Table S3. Red colors indicate mosaics with nodal and vertex degrees that have been also observed in nature. Some selected mosaics are illustrated with simple plots.

5. Discrete element method simulations

This section details the methods employed to produce discrete element method (DEM) fragmentation results that are presented in the main text. This includes model choices, and how model results were analyzed. This information shows how fracture mosaic patterns are related to the formative stress field. We also cast our results in terms of the classic Flinn diagram that is typically used in geology and rock mechanics literature.

A. Computational model. In order to compute an approximation of the pattern generator (i.e. to establish the link between stress fields and fragmentation patterns) we have used a modified version of the LAMMPS (52) discrete element method (DEM) simulation package which included breakable glued contacts between particles(53). The initial sample was prepared by the following procedure (using arbitrary time, mass and length units):
| ID  | Name of mosaic                      | $\bar{n}$ | $\bar{v}$ | $\bar{f}$ | $\bar{h}$ |
|-----|-------------------------------------|-----------|-----------|-----------|-----------|
| 1   | cubic                               | 8         | 8         | 6         | 4.00      |
| 2   | rectified cubic                     | 6         | 9         | 11        | 3.60      |
| 3   | truncated cubic                     | 5         | 15        | 11        | 3.75      |
| 4   | cantellated cubic                   | 5         | 12        | 11.6      | 3.53      |
| 5   | cantitruncated cubic                | 4         | 19        | 11.4      | 3.31      |
| 6   | runcitruncated cubic                | 5         | 15        | 11        | 3.75      |
| 7   | alternated cubic                    | 14        | 4.4       | 5.4       | 3.50      |
| 8   | cantic cubic                        | 5         | 15        | 11        | 3.75      |
| 9   | runcicubic                          | 5         | 10        | 10        | 3.33      |
| 10  | runcicantile cubic                  | 4         | 24        | 14        | 3.43      |
| 11  | bitruncated cubic                   | 4         | 24        | 14        | 3.43      |
| 12  | omnitruncated cubic                 | 4         | 24        | 14        | 3.43      |
| 13  | quarter cubic                       | 8         | 8         | 6         | 4.00      |
| 14  | truncated/bitruncated square prismatic | 6    | 12        | 8         | 4.00      |
| 15  | snub square prismatic               | 10        | 6.4       | 5.4       | 4.00      |
| 16  | triangular prismatic                | 12        | 6.5       | 5         | 4.00      |
| 17  | hexagonal prismatic                 | 6         | 12        | 8         | 4.00      |
| 18  | trihexagonal prismatic              | 8         | 6         | 8         | 4.00      |
| 19  | truncated hexagonal prismatic       | 6         | 12        | 8         | 4.00      |
| 20  | rhombi-hexagonal prismatic          | 8         | 8         | 6         | 4.00      |
| 21  | snub-hexagonal prismatic            | 10        | 6.4       | 5.4       | 4.00      |
| 22  | truncated trihexagonal prismatic    | 6         | 12        | 8         | 4.00      |
| 23  | elongated triangular prismatic      | 10        | 6.4       | 5.4       | 4.00      |
| 24  | gyrated alternated cubic            | 14        | 4.4       | 5.4       | 3.50      |
| 25  | gyroelongated alternated cubic      | 13        | 5.4       | 5.4       | 3.71      |
| 26  | elongated alternated cubic          | 13        | 5.4       | 5.4       | 3.71      |
| 27  | gyrated triangular prismatic       | 12        | 6         | 5         | 4.00      |
| 28  | gyroelongated triangular prismatic  | 10        | 6.4       | 5.4       | 4.00      |
| 29  | Poisson-Voronoi                     | 4         | 27.07     | 15.51     | 3.49      |
| 30  | Primitive                           | 8         | 8         | 6         | 4.00      |
| 1'  | dual of cubic                       | 8         | 8         | 6         | 4.00      |
| 2'  | dual of rectified cubic             | 9         | 6         | 8         | 3.60      |
| 3'  | dual of truncated cubic             | 15        | 5         | 5         | 3.75      |
| 4'  | dual of cantellated cubic           | 12        | 5         | 6         | 3.53      |
| 5'  | dual of cantitruncated cubic        | 19        | 4         | 4         | 3.31      |
| 6'  | dual of runcitruncated cubic        | 15        | 5         | 5         | 3.75      |
| 7'  | dual of alternated cubic            | 4         | 14        | 12        | 3.50      |
| 8'  | dual of cantic cubic                | 15        | 5         | 5         | 3.75      |
| 9'  | dual of runcicubic                  | 10        | 5         | 6         | 3.33      |
| 10' | dual of runcicantile cubic          | 24        | 4         | 4         | 3.43      |
| 11' | dual of bitruncated cubic           | 24        | 4         | 4         | 3.43      |
| 12' | dual of omnitruncated cubic         | 24        | 4         | 4         | 3.43      |
| 13' | dual of quarter cubic               | 8         | 8         | 6         | 4.00      |
| 14' | dual of truncated/bitruncated square prismatic | 12    | 6        | 5         | 4.00      |
| 15' | dual of snub square prismatic       | 6         | 10        | 7         | 4.00      |
| 16' | dual of triangular prismatic        | 6         | 12        | 8         | 4.00      |
| 17' | dual of hexagonal prismatic         | 12        | 6         | 5         | 4.00      |
| 18' | dual of trihexagonal prismatic      | 8         | 8         | 6         | 4.00      |
| 19' | dual of truncated hexagonal prismatic | 12    | 6        | 5         | 4.00      |
| 20' | dual of rhombi-hexagonal prismatic  | 8         | 8         | 6         | 4.00      |
| 21' | dual of snub-hexagonal prismatic    | 6         | 10        | 7         | 4.00      |
| 22' | dual of truncated trihexagonal prismatic | 12    | 6        | 5         | 4.00      |
| 23' | dual of elongated triangular prismatic | 6         | 10        | 7         | 4.00      |
| 24' | dual of gyroelongated alternated cubic | 4         | 14        | 12        | 3.50      |
| 25' | dual of gyroelongated alternated cubic | 5         | 13        | 10        | 3.71      |
| 26' | dual of elongated alternated cubic  | 5         | 13        | 10        | 3.71      |
| 27' | dual of gyroelongated triangular prismatic | 6         | 12        | 8         | 4.00      |
| 28' | dual of gyroelongated triangular prismatic | 6         | 10        | 7         | 4.00      |
| 29' | Dual of Poisson-Voronoi: Poisson-Delaunay | 27.07   | 4         | 4         | 3.49      |
| 30' | Dual of Primitive: Primitive        | 8         | 8         | 6         | 4.00      |

Table S3. List of uniform convex honeycombs. Nodal degree $\bar{n}$, vertex degree $\bar{v}$ and harmonic degree $\bar{h}$ of uniform convex honeycombs, their duals, Poisson-Voronoi, Poisson-Delaunay and Primitive (Hyperplane) random mosaics.
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Fig. S7. Regular 2D spherical mosaics on the symbolic $[\bar{n}, \bar{v}]$ plane (42). Note that, unlike Euclidean mosaics, spherical mosaics do not form a continuum; however, with increasing number of vertices and faces, they accumulate on the $p = 1$ line corresponding to Euclidean mosaics. This indicates that for sufficiently high values of $N_v, N_f$, locally the cells are well approximated by Euclidean polygons. Observe the Tectonic Mosaic (marked with red circle) close to this line. The $\bar{n} = 3$ line carries mosaics corresponding to simple polyhedra with an even number of vertices of order 3, and the $\bar{v} = 3$ line carries mosaics corresponding to simplicial polyhedra with an even number of triangular faces. The point $(\bar{n}, \bar{v}) = (3, 3)$ corresponds to tetrahedral mosaics and their isomorphs.

- $N$ spherical particles with diameter uniformly distributed on $[0.9, 1.1]$ were placed in a periodic cube (or square in two dimensions) using random sequential deposition.

- The (periodic) cube was contracted using Hertzian particle contact model until reaching the average of 6 contacts per particle (4 contacts per particle in two dimensions).

- After the initial configuration was established by the above protocol, existing contacts were glued together while the stresses are removed from the system. The simulation started by applying displacement (strain) control, using pre-defined strain levels in the 3 orthogonal directions.

- Displacement of box boundaries was always parallel.

- During the time evolution of the particle system, the boundary velocities were kept constant.

The parameters of the simulations were the following:

- Hertzian elastic constant $k_n=10^5$,

- density of the particles $\rho = 1$,

- microscopic friction coefficient between particles $\mu=0.5$, (which resulted in a macroscopic effective friction coefficient of $\mu_{\text{eff}} \approx 0.6 - 0.9$.)

- timestep $\Delta t=10^{-4}$,

- number of particles $N=6 \cdot 10^5$ (3D, large simulation); $N=2 \cdot 10^5$ (3D, small simulation),

- strain levels $\epsilon = \pm(0, 0.005, 0.01, 0.015, 0.02)$

- Young’s modulus $E = 10^3$ Pa (soft material (53)),

- Poisson’s ratio $\mu = 0.3$. 
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In case of tensile strain one single system-wide crack is sufficient to release the stresses in the system, so we set a relatively large ($\eta = 1000$) viscous friction between the particles and the boundaries; this gave rise to reasonable sized fragments. For a better visualization, after the simulation is completed the sample was expanded to increase the opening of cracks.

B. Results.

B.1. Large simulations: main patterns. Three test samples with $N = 5 \cdot 10^5$ particles were investigated to reproduce the main observable 3D patterns shown in the middle column of Fig. S8. The resulting mosaics are shown in Fig. 5 of the main text. We created the 3D Voronoi mosaic by uniform tension (strains 0.01, 0.01, 0.01). The columnar mosaic was created with uniform tension in two perpendicular directions, while in the third direction we applied a compression to compensate the contraction according to the Poisson’s ratio (strains 0.01, 0.01, −0.003, the latter has been used only in this computation). The 3D primitive mosaic was created by applying different negative strains (−0.02, −0.01, −0.005) in each direction.

B.2. Small simulations: the 3D pattern generator. In addition to the three large simulations, we also performed 90 smaller simulations with $N=2 \cdot 10^5$ of very soft particles ($E=1$ kPa). The goal of these simulations was to scan the $[\mu_1, \mu_2]$, $i = \pm 1$ planes to obtain a picture of the 3D pattern generator — albeit a crude one. We used the simulation parameters and protocols described in subsection A. We adjusted strain values to obtain an approximately equidistant mesh with $\Delta \mu = 0.25$ in both directions, on both the $i = 1$ and the $i = −1$ planes of the $[\mu_1, \mu_2]$ map.

After completing the tests we constructed 3 orthogonal sections of the final configuration of the sample and identified visually the resulting junction types. Planar sections of a 3D Voronoi mosaic display “Y” junctions on all planar cuts. Columnar mosaics have one principal plane with only “Y” junctions, while the other directions may only contain both “T” and “X” junctions. Primitive mosaics may not contain “Y” junctions at all. For some stresses, several independent simulations were executed. If the resulting crack network was inconclusive or if individual runs showed different features, we marked the simulations for both the crack network was inconclusive or if individual runs showed different features, we marked the simulations for both.

C. Interpretation of results. In Fig. S9 (a) we have plotted the different mosaic types with different symbols (see Fig. S9 (d) for the legend) for different values of ($\mu_1, \mu_2$). The underlying map was colored according to the patterns observed, using Laplacian interpolation. As we can observe, 3D Voronoi mosaics (red) may be generated only by almost uniform tension. Columnar mosaics (green) are generated by two directions with tension and with low deviatoric stresses, while the rest of the available parameter space is covered by primitive mosaics (blue).

Figure S9(a) shows that under compressive stresses, regular primitive mosaics are the only observable pattern. In the presence of tension (cf. also (33)), columnar and 3D Voronoi mosaics may also emerge; however, we emphasize that even
in this case only a suitably chosen deviatoric stress component will result in either columnar or 3D Voronoi mosaics. This demonstrates that in the compression-dominated geologically relevant processes, only fragmentation patterns are obtained which may be well approximated by primitive mosaics.

To make these observations more definite, in Fig. S9 (b) we have plotted the first deviatoric stress \( \sigma_D^0 = \sigma_1 - \sigma^V \) versus the volumetric stress \( \sigma^V = (\sigma_1 + \sigma_2 + \sigma_3)/3 \). Individual, marked points on the diagram correspond to the 90 small simulations (discussed in Subsection B), using the color and graphical codes of Fig. S9 (d). This representation allows for clear criteria separating the three main patterns:

\[
\begin{align*}
\sigma_D^0 > 0 & : \\
\sigma_V < 0 & : \text{primitive} \\
\sigma_V > 0 & : \text{columnar} \\
\sigma_D^0 < 0 & : \\
\sigma_V < 1/4 & : \text{primitive} \\
1/4 < \sigma_V < 1/2 & : \text{primitive/columnar} \\
1/2 < \sigma_V & : \text{columnar/Voronoi} \\
1 \approx \sigma_V & : \text{Voronoi}
\end{align*}
\]

While regular primitive mosaics dominate all plots of Figure S9 (a), the domains occupied by columnar and 3D Voronoi mosaics are still significant. However, the extent of these domains very much depends on the softness/hardness of the material considered: softer material will result in larger stress-domains occupied by columnar and 3D Voronoi mosaics. Our simulations were performed with a material which is orders of magnitude softer compared to most geomaterials, so we expect the relative significance of columnar and 3D Voronoi mosaics to be significantly smaller in natural processes compared to what Figure S9 suggests. To support this observation, additional simulations were carried out with materials having a ten-times higher stiffness (\( E=10kPa \)). As we can observe on panel (c) of Figure S9, harder material (much closer to realistic geomaterials) allows only a considerably smaller area for possible columnar and Voronoi mosaics.

D. The Flinn diagram. In the geological literature, when general deformation patterns are studied the deformation state is often presented on the so-called Flinn diagram ([5]) which illustrates the deformation of an infinitesimal sphere into an ellipsoid with principal semi axes \( \lambda_1 \geq \lambda_2 \geq \lambda_3 \) by plotting \( \log(\lambda_1/\lambda_2) \) versus \( \log(\lambda_2/\lambda_3) \). For better comparison, we will illustrate the result of our simulation also on this diagram.
As the Flinn diagram displays deformation, a simulation may be fully represented by a curve rather than a single point, so it appears less convenient than our stress-based representation in Figure 5 of the main article and Figure S9. In the Flinn diagram the representation of relative strains is non unique — in close analogy with the \( i = \pm 1 \) ambiguity of our stress-based representation. However, since geologically relevant scenarios are mostly dominated by compression, this non-uniqueness rarely leads to misunderstandings. In Figure S10 we plotted the geologically less relevant tension leaf of the Flinn diagram (analogous to the \( i = 1 \) leaf of our stress representation) and depicted our computer simulations in this diagram. Our large scale simulations (represented by the snapshots in Fig. 5 of the main paper) are shown with the full corresponding trajectories; for easier illustration, as opposed to the example shown in Fig 5. of the main text, here we show a regular primitive mosaic corresponding to positive strains. The three main mosaics are shown as follows:

- The 3D Voronoi mosaic, corresponding to hydrostatic tension, is located at the origin of the Flinn diagram.
- Columnar mosaics are created if two positive principal stresses (and thus the corresponding deformations) are identical. In the Flinn diagram only the axes fulfill this requirement and indeed the trajectory of our columnar simulation lies on the horizontal axis. Points on the vertical axis may, in principle, correspond also to columnar mosaics; however, as we can see from Figure S9, large tensile stress may lead to primitive mosaics.
- Regular primitive mosaics (marked with blue) can be found at generic locations of the Flinn diagram. A point in the graph can be represented by the tangent of the angle \( K \) and the distance from the origin \( D \). The shear pattern is in general determined by \( K \) and the intensity or density of the pattern by \( D \). The regular primitive pattern marked by 'X' corresponds to positive strains (as opposed to the one illustrated in in Figure 5 of the main text).

The smaller simulations are shown by the same color code we used in Figure S9. We can observe that the ratio of domains occupied by 3D Voronoi, columnar and regular primitive mosaics appears very similar to the \( i = 1 \) leaf of the stress-based representation in Figure S9(a). We also note that the other leaf of the Flinn diagram (corresponding to purely compressive principal strains, not shown in Figure S10) would appear similar to the \( i = -1 \) leaf in Figure S9(a), containing almost exclusively regular primitive mosaics.

![Flinn diagram](image)

Flinn diagrams appear to offer the same general insight regarding the relative weight of fragmentation patterns as our stress-based representation: they illustrate that among primary fragmentation patterns, regular primitive mosaics are the most common ones. This shows that, even without the effects of secondary fracture, already primary patterns are dominated by Platonic averages.

Flinn diagrams have the advantage that they may help to link these ideas with traditional geological intuition. Our stress-based system offers the theoretical advantage that the mapping from the space of stress ratios into the space of mosaics is unique, and it defines the universal pattern generator. Our simulations are far from providing full information on this fundamental function; nevertheless, the computational results admit a good qualitative insight.
Table S4. Experimental datasets used in the paper. Columns: 1. sample number; 2. the type of fragmentation process; 3. locations of the fragments where Budapest, Keszthely and Kádárta are located in Hungary, and Zakynthos is in Greece; 4. material of the fragments; 5. number of fragments; 6. size of the fragments; and 7. recorded data.

| Num. | Type        | Location | Material | [mm] | m,S,U,y   |
|------|-------------|----------|----------|------|-----------|
| 1    | Weathering  | Budapest | Dolomite | 556  | 25 - 120  |
| 2    | Hammering   | Lab      | Gypsum   | 314  | 15 - 150  |
| 3    | Explosion   | Keszthely| Dolomite | 2000 | 16 - 131  |
| 4    | Explosion   | Kádárta  | Dolomite | 1000 | 17 - 136  |
| 5    | Hammering   | Budapest | Dolomite | 200  | 17 - 69   |
| 6    | Hammering   | Zakynthos| Limestone| 214  | 14 - 108  |

6. Validation of the theory of primitive mosaics: geometric simulations fit to a large experimental dataset

In this section we describe field measurements of natural fragments which are used to provide a test of the ‘cuboid average’ predicted for 3D rock fragments under generic stress conditions. We then develop the computational models for regular and irregular primitive mosaics to rationalize the dominance of the ‘Platonic attractor’ (cuboid averages) in 3D and to explain the full distribution of shapes of natural rock fragments. First is the cut model that serves as the simplest representation of a regular primitive mosaic (primary fracture), and second is the break model what approximates an irregular primitive mosaic (secondary fracture). The statistical distributions obtained from these models are fitted to field data using minimal number of parameters, and are found to explain the distribution of fragment shapes and shape descriptors very well.

A. Field measurements. We have collected experimental samples of different origins to validate our predictions. Data sources are summarized in Table S4. We used mainly the shape descriptors in Table S1, with the following additions/modifications: (a) we also recorded the mass \( m \); and (b) axis ratios were not computed based on the principal lengths \( a \geq b \geq c \) of the smallest bounding box, but rather we measured the principal length \( \bar{a} \geq \bar{b} \geq \bar{c} \) following standard geological field protocols where \( \bar{a} \) is the largest diameter, \( \bar{b} \) is the largest diameter orthogonal to \( \bar{a} \) and \( \bar{c} \) is the diameter orthogonal both to \( \bar{a} \) and \( \bar{b} \). To distinguish between the two protocols, we denote axis ratios from the second (geological standard) protocol by \( y_1, y_2 \) (as opposed to \( Y_1, Y_2 \) in Table S1). We remark that the geological standard protocol produces identical results with the one in Table S1 if the measured object is ellipsoidal. Differences become more significant for polyhedral shapes. If our goal had been to prove the existence of cuboid averages then the protocol in Table S1 would have been the preferred one. However, this was not our goal: as we pointed out in subsection A, we do not expect to recover cuboid averages among axis ratios. Rather, we only used axis ratios to test the correspondence and match between model and field data, and the standard geological protocol is suitable for this purpose. We used two sets of experimental samples. For the small sample (sample 1) with 556 fragments, we have 7 shape descriptors available \((m, f, v, y_1, y_2, S, U)\). For the large sample (samples 2-6) with altogether 3728 fragments, we have 5 shape descriptors \((m, y_1, y_2, S, U)\) available. Data are summarized in Table S4.

B. Geometric model for primitive mosaics.

B.1. General description of models. In this section we describe in detail the geometric models for primitive mosaics referred to in the main text as the cut model and the break model, aiming to describe regular and irregular primitive mosaics, respectively. (i) The cut model aims to reconstruct the primary fragmentation pattern of a regular primitive mosaic: We start from a unit cube which is cut by \( N \) random planes. Planes are defined by a uniformly selected random point in the unit cube and by a uniformly selected random normal direction. These subdivide the unit cube into convex polyhedra, which we regard as the geometric models of fragments. We disregard the polytopes whose boundary overlaps with the boundary of the original unit cube, keeping only polytopes in the interior. (ii) The break model is aimed to reconstruct the fragmentation pattern due to a sequential, binary breakup process. We implement the sequential breakup in the spirit of the model described in (19): the polyhedra resulting from the Cut model are subjected to binary breakup, with probability proportional to \( 1 - Y_1Y_2 \). If a polyhedron is broken into two parts, these secondary polyhedra are also subject in the next step to the same break dynamics.

B.2. Parameter fitting: compensating for sampling bias. In order to compare numerical results with the experimental data we have to take into account several sampling biases:

- There is always a lower cutoff in size for the experimental samples and we shall implement the same for our geometrical models. Thus we select only fragments the mass of which is larger than a pre-set value \( m_0 \).

- The determination of marginally stable and unstable points of fragments contains some ambiguity. To compensate for any resulting inaccuracies, we randomly varied the exact center of mass of the polyhedra using a normal distribution with variances proportional to the principal lengths: \( \sigma_0a, \sigma_0b, \sigma_0c \). We kept only those equilibrium points which were identified in 95% of these randomly selected cases.

- The third effect considers the number of vertices and faces of the fragments. We assume that faces smaller than \( A_0P \) will not be found by experimenters, where \( P \) denotes the smallest projected area of the polyhedron. Making small faces disappear was implemented by letting the incoming edges be joined at a virtual vertex, admitting the existence of non-simple polyhedra in our model.
By letting the above three parameters \((m_0, \sigma_0, A_0)\) vary, we fitted the density functions for \(m, f, v, y_1, y_2, S, U\) of our seven shape descriptors by minimizing the largest deviation on all the listed seven density functions. We applied the fit to both the cut and break models for comparison.

The general effects of our fitting parameters can be summarized as follows: The application of \(m_0\) excludes small fragments, which appear to be dominantly tetrahedra. This is intuitively clear: small polyhedra are being produced by chopping off vertices of larger polyhedra. Since all vertices are of degree 3, the small chopped-off fragment will be a tetrahedron in most cases. Objects with few faces and vertices can have few equilibria. In case of the large dataset the numbers \(S, U\) have been systematically underestimated in the hand experiments. To compensate for this error the value of \(m_0\) had to be kept smaller for the large dataset.

The application of \(A_0\) results in the creation of new vertices with degree higher than 3, so it produces polyhedra which are not simple (although theory predicts only simple polyhedra for primitive mosaics).

The value of \(\sigma_0\) also decreases the number of equilibrium points. Although we do not have theoretical proof of this phenomenon, numerical simulations indicate that random polyhedra, on average, have the highest value for \(S, U\) if the material is homogeneous.

### C. Interpretation of results.

We have thus four different sources of information:

1. mathematical theory of primitive mosaics;
2. geometric model dataset (cut and break models) fitted to experiments;
3. small experimental dataset; and
4. large experimental dataset;

and four types of shape descriptors:

- (a) numbers \(f, v\) of faces and vertices;
- (b) axis ratios \(y_1, y_2\);
- (c) numbers \(S, U\) of stable and unstable static equilibria; and
- (d) mass.

Table S5 summarizes the shape descriptors available for the listed sources. Regarding (c) we note that the protocols determining the values of \(S\) and \(U\) were slightly different between Samples 1 and 2; for Sample 1 corresponding to the small dataset, measurements were taken with much more care than the samples in the large dataset. This difference explains why we obtained slightly different optimal fitting parameters for the small and the large datasets.

| Source                  | (a) | (b) | (c) | (d) |
|-------------------------|-----|-----|-----|-----|
| 1. Theory               | YES | NO  | NO  | NO  |
| 2. Geometrical model    | YES | YES | YES | YES |
| 3. Small dataset        | YES | YES | YES | YES |
| 4. Large dataset        | NO  | YES | YES | NO  |

**Table S5. Sources of data.**

Figures S11 and S12 — the figure was split into two for size reasons — offer a systematic comparison between all four listed sources of information. They may be regarded as an extended version of Table S5. In essence, we compared all datasets for all available shape descriptors. The vertical bars on the right summaries the relevant part of Table S5; they indicate which of the three source types (Theory, Geometry and Experiment) was involved in the comparison. As we can observe, we found good match between the most important features. Below we comment on the results illustrated in Figures S11 and S12.

Figure S11 uses the small dataset with 556 particles, where we had all shape descriptors available and we achieved a match with \(R^2_{\text{max}} \geq 0.99\) for the illustrated seven density functions by adjusting only the 3 fitting parameters: \([m_0, \sigma_0, A_0] = [6 \times 10^{-4}, 0.05, 0.1]\) for the cut and \([m_0, \sigma_0, A_0] = [10^{-4}, 0.05, 0.1]\) for the break model. The quality of fit is high, especially for the cut model.

We also mention that we have a good match for cuboid averages in \(f, v\) between the field data and theory. The histogram for \(v\) shows a striking disparity between odd and even values and this is closely matched by the geometric model. As we pointed out earlier, polyhedral cells in primitive mosaics are always simple polyhedra, and these always have vertices of third order while the number of these vertices is even. This is well reflected (albeit in an imperfect manner) in the histograms. The imperfection in experimental data is understandable in terms of the fitting parameters. The geometric model matches these imperfections by artificially removing very small faces, which we believe is a fair representation of the limits of measuring the natural fragments by hand; this results in vertices of higher order. The mass distribution plot is slightly curved on the log-log scale, and is closely matched by the geometric model over more than 1.5 orders of magnitude.
Panels H, I, J, K (rows 1 and 2, brown color) of Fig. S12 are related to the large dataset. Here we could match the $S, U, y_1, y_2$ histograms between experiment and the geometric model, while the theory has no prediction for any of these shape descriptors. Fitting this massive dataset to the computations serves as a validation of the latter, and of the fitting parameters. The relevant fitting parameters were $[m_0, \sigma_0] = [5 \cdot 10^{-5}, 0.05]$ for all data, with $R^2_{\text{max}} \geq 0.95$.

The fit of the big data shows more variance relative to the small data set, and the fit for aspect ratio is particularly poor. As we pointed out, measurements of $S, U$ were less accurate for this dataset. Since we tried to minimize error simultaneously for all histograms, this measurement error leads to a worse match on the $y_1, y_2$ plots.

Panel L (third row) of Fig. S12 shows the average number of faces and vertices in the cut model as function of the number $N$ of cutting planes. The observed $\bar{f}, \bar{v}$ averages converge to the cuboid averages of $[\bar{f}, \bar{v}] = [6, 8]$ predicted by theory.

Panels M and N (fourth row) of Fig. S12 show face and edge angle distributions observed in the cut and break models. Panel M shows the distribution for all fragments while panel N shows only those that are larger than $m_0 = 10^{-4}$. The theory of convex mosaics predicts cuboid averages (90 degrees) for primitive mosaics for all angles, and indeed we can observe a marked maximum at that value in the histograms. We remark that the break model shows a sharper peak. If we select only larger fragments (panel N) then the peak shifts to the left, indicating smaller angles.

Fig. S11. Fit of the small experimental dataset (Table S4, 1) with the geometric model. First row (A and B): vertices ($v$) and faces ($f$). Second row (C and D): stable equilibria ($S$) and unstable equilibria ($U$). Third row (E and F): axes ratios ($y_1, y_2$). Fourth row (G): mass ($m$). Fitting parameters $[m_0, \sigma_0, A_0] = [5 \cdot 10^{-4}, 0.05, 0.1]$ for the cut and $[m_0, \sigma_0, A_0] = [5 \cdot 10^{-4}, 0.05, 0.1]$ for the break model; the associated $R^2_{\text{max}} \geq 0.99$. 

---

The relevant fitting parameters were $[m_0, \sigma_0] = [5 \cdot 10^{-5}, 0.05]$ for all data, with $R^2_{\text{max}} \geq 0.95$. The fit of the big data shows more variance relative to the small data set, and the fit for aspect ratio is particularly poor. As we pointed out, measurements of $S, U$ were less accurate for this dataset. Since we tried to minimize error simultaneously for all histograms, this measurement error leads to a worse match on the $y_1, y_2$ plots.
Fig. S12. Fit of the large experimental datasets (Table S4, 2-6) with the geometric model. First row (H and I): stable and unstable equilibria ($S$, $U$). Second row (J and K): axis ratios ($y_1$, $y_2$). Fitting parameters for the first and second rows: $[m_0, \sigma_0] = [5 \cdot 10^{-5}, 0.05]$ for all data, with $R_{\text{max}}^2 \geq 0.95$. The lower two panels show the results of the geometric model. Third row (L): variation of face and vertex-number averages $\bar{f}$, $\bar{v}$ as a function of the number $N$ of applied cutting planes in the cut model. Fourth row, panel M: angle (face and edge) distribution in the fragments of the cut and break models. Panel N: angle (face and edge) distribution in the fragments of the cut and break models, after size selection.
