Generalization to the Natural Gradient Descent
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Optimization problem, which is aimed at finding the global minimal value of a given cost function, is one of the central problem in science and engineering. Various numerical methods have been proposed to solve this problem, among which the Gradient Descent (GD) method is the most popular one due to its simplicity and efficiency. However, the GD method suffers from two main issues: the local minima and the slow convergence especially near the minima point. The Natural Gradient Descent (NGD), which has been proved as one of the most powerful method for various optimization problems in machine learning, tensor network, variational quantum algorithms and so on, supplies an efficient way to accelerate the convergence. Here, we give a unified method to extend the NGD method to a more general situation which keeps the fast convergence by looking for a more suitable metric through introducing a ‘proper’ reference Riemannian manifold. Our method generalizes the NDG, and may give more insight of the optimization methods.

I. INTRODUCTION

Optimization problems play crucial role in many fields of science, engineering and industry. Generally, a task can be evaluated by a real-valued function \( L(x) \) (named cost function), where \( x \) are the parameters used to identify the solution. Therefore, the key to solve the problem optimally is searching the parameters \( x \) minimizing the function \( L(x) \). It is a big challenge to find the global minima of the cost function \( L(x) \) when it is complicated.

Various numerical methods have been introduced to solve the optimization problems. Among which, the gradient descent (GD) method (also known as steepest descent method), is a widely used technique for its simplicity and high efficiency. In the GD method, the parameters are updated according to the gradient, reads

\[
x_{t+1} = x_t - \eta \nabla x L
\]

where \( \eta \) is the searching step at iteration \( t \). Generally, numerical methods, which reach global minima by iterative updates of parameters according to local information, suffer two main problems: the local minima and the slow convergence. The stochastic methods are introduced to help the method to jump out the local minima[1]. On the other hand, the stochastic methods has been improved by more sophisticated methods like Conjugate Gradient (CG) method[2–4], Adam method[1], Natural Gradient Descent (NGD) method[5, 6].

Let’s take another perspective to view the gradient descent: Let \( X \) be the parameter space which form a manifold with a flat metric \( G_{ij}(x) = \delta_{ij} \). \( L(x) \) is viewed as a scalar field defined on \( X \). It’s easy to see that \(-\nabla_x L\) is the direction in which we can obtain largest decrease of cost function for fixed small step length, where the distance is defined by the flat metric. Following this idea, the NGD replace the flat metric on the parameter manifold \( X \) by a generally non-flat metric \( G \), in order to improve the convergence. The optimization variables update with the iteration

\[
x_{t+1} = x_t - \eta G^{-1} \nabla L(x)
\]

The most common application of NGD is the optimizations of statistical models, where the Fisher information (FI) matrix \([5, 6]\) is used as the metric. Fisher information (FI) matrix for parameterized probability distribution \( p(x, s) \) is defined as

\[
G_{ij}^F(x) = \sum_s \frac{\partial \log p(x, s)}{\partial x^i} \frac{\partial \log p(x, s)}{\partial x^j}
\]

where \( x \) is the parameter and \( s \) is the random variable.

NGD has gained more and more attentions in recent years by showing its outstanding performance in convergence on a variety areas of researches such as Variational Quantum Algorithms (VQA)[7–10], Variational Quantum Eigensolver (VQE)[11–14]. The NGD has also been used in solving quantum many-body problems[15] where the model can be transformed to a statistical one, and the metric is called Fubini-Study metric tensor[14, 16]. In the field of variational Monte Carlo method in neural network[17, 18], NGD (also called Stochastic Reconfiguration[19–21]) method is also widely used, and the FI matrix is called S matrix. Although the NGD has shown its efficiency in various realm, there comes a question whether the FI matrix is the only choice for the metric in the NGD? Could we find a better one? Moreover,...
where there are many optimization problems which can not be transformed into statistical models naturally. How can we find the proper metric used in NGD in such problems?

In this paper, we generalize natural gradient descent method by proposing a systematic method to find out a class of well-performed metrics on a broader class of cost functions. Firstly, we introduce a reference space that is highly relevant to the cost function, such that a good metric is easy to choose on the reference space. Then the metric on the parameter space used in NGD can be chosen as the induced metric from the good metric on the reference space. Our method is benchmarked on several examples and is proved to converge faster than GD and CG method. The results also showed that out metrics have better performance than the Fisher information matrix even on some statistical models.

The rest of the paper is organized as follows. We first discuss the motivation and effectiveness of our algorithm by capturing the geometry of the optimization landscape in sec.(II). Our algorithm is explained in detail in sec.(III). Then we show some examples in the sec.(IV). In the first example in subsection.(IV A), our algorithm is applied to the least square problem, which is common in the realm of the deep learning and the statistics. In this example, we found at least 4 distinctive metrics for the NGD and all of them work with high efficiency. In the second example, our algorithm is applied to a classical spin model of Heisenberg model. The FI matrix fails in the third example in subsection.(IV C), while our method can provide a workable metric of high quality. We will give a summary in sec.(V).

II. THEORY

In this section, we explain our motivation in determining the metric in manifold $X$ by introducing a reference manifold $Y$. We also try to analysis the effectiveness of our method.

Firstly we follow the line in Ref.5 to give a brief introduction to the natural gradient descent method. Consider a cost function $L : X \rightarrow \mathbb{R}$, where $X$ is the parameter space. For every point $x \in X$, we define a metric $G_X(x)$ at $x$. Starting from some initial parameters $x_0 \in X$, we search for $x_{min} \in X$ to make $L(x)$ minimal. At parameter $x_t \in X$, the strategy to descent $L(x)$ is to perform a line search in the direction $dx_t$ (which is dependent of the parameter $x_t$)

$$x_{t+1} = x_t + \eta dx_t,$$

where $dx_t$ is the direction in which we obtain the maximal descent of $L(x)$ by performing an update with fixed step size $\|dx\| = (G_{X,ij}dx^idx^j)^{1/2}$. $dx_t$ can be determined by the following formula

$$dx_t = -\frac{1}{\epsilon} \max_{dx} [L(x_t + dx)]\quad dx \in TX(x_t), |dx| = \epsilon \quad (5)$$

$$= -\frac{1}{\epsilon} \max_{dx} [dx^i \frac{\partial L}{\partial x^i}]\quad dx \in TX(x_t), |dx| = \epsilon \quad (6)$$

where $TX(x_t)$ is the tangent space at $x_t$. The constraint is shown in Fig.1.

The minimization can be done using Laplacian multiplier method, and the solution $dx_t$ is given by[5]

$$dx_t = -G_X^{-1}(x_t) \partial_x L \quad (7)$$

up to a positive normalizing factor.

However, $dx_t$ only gives a direction that $L(x)$ decrease fast locally. There’s no guarantee that the direction $dx_t$ obtained this way is the optimal at global scale. It’s clear to see that at each point $x \in X$, the globally best evolution direction is $x, x_{min}$, where $x_{min}$ is the global minimum. This can be used to judge the global effectiveness of a direction (and the metric). We define a good metric $G_X$ for the cost function $L(x)$ as one that satisfies

$$dx = -G_X^{-1}(x) \partial_x L(x) \sim x, x_{min} \quad (8)$$

However natural gradient descent method bears an issue that a good metric $G_X$ is often hard to find due to the complexity of $L(x)$. At present, we can only write metric for some special types of problem such as statistical model optimization and quantum eigensolver, based on case-specific study.

In this work, we propose a systematic method to provide metric of good quality for a class of cost functions: one that can be re-written as $L(x) = \tilde{L}(f(x))$, where $f : X \rightarrow Y$ is a map from parameter manifold $X$ to a reference manifold $Y$ (which is also a Riemannian manifold), such that the following conditions are satisfied:

1. $\tilde{L}(y)$ is a relatively simple function such as a polynomial function or a function whose well-performed metric is known. Therefore we can find a good metric $G_Y$ in $Y$ manifold for the cost function $L(y)$.

2. $f$ is a relatively surjective map especially when the cost function $L(x)$ is small.

3. Let $x_{min} \in X$ be the minimum of $L$, and $y_{min} \in X$ be the minimum of $\tilde{L}$. Then $f(x_{min})$ is close to $y_{min}$.
This is likely true if the three conditions we required are satisfied. The requirements above are commonly referred to as the high-dimensionality of $P$. However, due to high-dimensionality of $P$, the elements in $P$ are simplified by some ansatz $f : \mathbb{R} \to X$, which has strong expressibility when $\bar{L}(f)$ is small. Due to high complexity of $f$, a direct choice of metric for function $\bar{L}(f)$ is often of poor quality. For ansatz-type problems, we may use $\bar{P}$ as reference space and $A$ as parameter space. The requirements above are commonly satisfied.

Given a metric $G_Y$ in $Y$ manifold, we’d show that defining $G^f_X$ by the metric induced by $f$

$$G^f_{X,ij}(x) = \frac{\partial y^\alpha}{\partial x^i} G_{Y,\alpha\beta}(f(x)) \frac{\partial y^\beta}{\partial x^j}$$

(9)

is a good metric for the cost function $L(x)$. At fixed point $x \in X$ and $y = f(x) \in Y$, $f$ induce a linear map $f_* : dx \mapsto dy$ defined by

$$dy^\alpha = \frac{\partial y^\alpha}{\partial x^i} dx^i,$$

(10)

which maps a tangent vector $dx$ at $x$ to a tangent vector $dy$ at $y$. Given a line search direction $dx$ determined by Eq.7, as proved in Appendix A, it is mapped to an update in reference manifold in the direction $dy = f_* (dx) \propto P_{im,f_*} G^{-1}_Y \partial_y \bar{L}$, where $P_{im,f_*}$ is the projection operator from the tangent space at $y$ to the image of $f_*$ with respect to the metric $G_Y$. The process is shown in Fig.2.

It’s easy to see that $G^f_X$ is a good metric in $X$ manifold iff

$$dy = -P_{im,f_*} G^{-1}_Y \partial_y \bar{L}(y) \sim y, f(x_{min})$$

(11)

This is likely true if the three conditions we required are satisfied, because

1. If $G_Y$ is a good metric in $Y$ manifold, then $-G_Y^{-1}\partial_y \bar{L}(y) \sim \bar{y}, y_{min}$.

2. If $f$ is a relatively surjective map especially when the cost function is small, then $-P_{im,f_*} G^{-1}_Y \partial_y \bar{L}(y) \sim -G_Y^{-1}\partial_y \bar{L}(y)$.

3. If $f(x_{min})$ is close to $y_{min}$, then $y, f(x_{min}) \sim \bar{y}, y_{min}$.

The benefits of this process is that we don’t need to find the metric in the parameter manifold directly, whose quality is severely impacted by the complexity of original cost function $L$. Instead, the complexity is included in the transformation $f$, and has relatively little impact on the quality of the final metric we choose.

III. ALGORITHM

In this section, we explain the steps of our algorithm in detail. The algorithm is shown schematically in Fig.3.

![Diagram](image)

**FIG. 3.** The scheme of the algorithm.

The first and critical step of our method is to determine the reference manifold $Y$ and the transformation $f : X \to Y$, such that $L(x) = \bar{L}(f(x))$, where $\bar{L} : Y \to \mathbb{R}$ is a relatively simple function. This calls for experience and understanding of the problem. As we have stated, our method is very suited for the ansatz-type cost function.

Once this is done, we need to determine the metric $G_Y$ in the reference manifold. The most simple choice of $G_Y$ is the Euclidean metric

$$G^f_{Y,ij} = \delta_{i,j}$$

(12)

Another metric taken into consideration in the paper is the Hessian matrix,

$$G^H_{Y,ij} = \frac{\partial^2 \bar{L}(Y)}{\partial Y_i \partial Y_j} + \epsilon \cdot \delta_{i,j}.$$  (13)
where the $\epsilon$ is a real number to the ensure the positivedefiniteness of the metric $G^H_Y$. In our numerical test, $\epsilon = |\epsilon_H| + 0.1$, where $\epsilon_H$ is the minimal eigen-value of the Hessian matrix. The roughly value of $\epsilon_H$ can be easily obtained by other methods such as gradient descent.

Once we have a metric for the reference manifold, we obtain the metric $G_X$ in parameter manifold through the conversion of coordinates by Eq.(9). Then $dx = G^{-1} \frac{\partial L(x)}{\partial x}$ is calculated by solving a linear equation

$$G \cdot dx = \frac{\partial L(x)}{\partial x}. \quad (14)$$

It could be solved easily by the CG method, where the computation cost is only the operation of matrix times vector.

Finally we can determine the update of the parameter by line search in this direction using Eq.(4).

IV. NUMERICAL EXPERIMENTS

In this section, we will give examples to clarify our method in capturing the geometry of the optimization landscape. The first example we are going to show is about a least square method (LSM). The cost function of LSM is widely used for the training of the deep learning ansatz. In this example we could find at least 4 metrics for NGD from 3 reference manifolds and all of them have outstanding convergence speed comparing to the CG method and the gradient descent. The second example is the classical spin model. And then follows by the CG method and the gradient descent. The second example is the classical spin model. And then follows by

Finally we can determine the update of the parameter by line search in this direction using Eq.(4).

A. Least square model

The first example we are going to show is a least square model.

As an example, we study a one-dimensional quantum anti-ferromagnetic Heisenberg model[22]. The Hamiltonian reads

$$H = \sum_i \sigma_i^x \sigma_i^x + \sigma_i^y \sigma_i^y + \sigma_i^z \sigma_i^z \quad (15)$$

where $\sigma^\alpha_i (\alpha = x, y, z)$ is Pauli matrices. Since the Hamiltonian is real, the ground state of this model can be found in real Hilbert space.

Suppose that the system is in its ground state which is a pure state. We can measure the reduced density matrices of all pair of nearby sites. However, the state is not ideally isolated form the environment, and the state is actually mixed with some noise. Therefore the measured results are actually reduced density matrices corresponding to some mixed states. Now from the measured data, we use the following optimization method to rebuild the noise-free data. This method could be used for the purifications of the noisy quantum circuits.

Suppose the system is noise-free, the pure ground state reads

$$|\Psi\rangle = \frac{1}{Z} \sum_s W_s |s\rangle, \quad (16)$$

where $|s\rangle = |s_1, s_2, \ldots, s_L\rangle$ are the physical bases of the Hilbert space, $W_s$ are coefficients the and $Z^2 = \sum_s |W_s|^2$ is the normalization coefficient. And the reduced density matrix for site $i$ and site $i + 1$ is

$$(D_{i,i+1})_{s_i,s_{i+1},s'_i,s'_{i+1}} = \frac{\sum_{s_1,\ldots,s_{i-1},s_{i+2},\ldots,s_L} W_s W_{\bar{s}}}{Z^2} \quad (17)$$

where $\bar{s} = s_1, \ldots, s_i, s'_{i+1}, \ldots, s_n$.

Let $\bar{D}_{i,i+1}$ be the measured reduced density matrices for site $i$ and site $i + 1$, we search the $D_{i,i+1}(x)$ to minimize the cost function of

$$L(x) = \frac{1}{L} \sum_{i=1}^{L-1} (D_{i,i+1}(x) - \bar{D}_{i,i+1})^2 \quad (18)$$

However, the dimension of the Hilbert space is $2^L$. It grows exponentially with the system size. When the system size $L > 30$, we can not store and manipulate the exact quantum state in the computer. Here we approximate the quantum state by matrix product state (MPS)[23–27], which is an ansatz to express quantum states with low entanglement. The number of the parameters in the MPS is $\sim 2LD^2$, which grows polynomially with the system size $L$, where $D$ is the bond dimension of the tensors in the MPS that affects the accuracy of the approximation. In MPS representation, the amplitude $W_s^{\text{MPS}}$ is of the form

$$W_s^{\text{MPS}} = \sum_{a_1,\ldots,a_{L-1}} A^{[1]}_{s_1,a_1} A^{[2]}_{s_2,a_2} \cdots A^{[L-1]}_{s_{L-1},a_{L-1}} A^{[L]}_{s_L,a_L} \quad (19)$$

where $A$s are tensors whose elements are free variables (denoted by $x$), and $a_i$ is summed form 1 to $D$. This can be expressed by diagrams[27] in Fig.4(a). And the graph representations of the density matrix $D_{i,i+1}(x)$ is shown in Fig.4(b).

We apply our optimization method in this problem. There’re many available choices of reference space in this problem. As the first choice, we set $Y_i = D_{i,i+1}(x)$ as the reference space. The cost function on reference space is $L(Y) = \frac{1}{L} \sum_{i=1}^{L-1} (Y_i - \bar{D}_{i,i+1})^2$, which has a quadratic form. Note that here $Y_i$ are the independent variables in the reference manifold. The identity matrix could be a good choice for the metric in the reference manifold.

Then from the Eq.(9), the metric in the cost function is

$$G_{i,j} = \sum_{k} \frac{\partial D_{i,k+1}}{\partial x_i} \frac{\partial D_{k+1,j}}{\partial x_j}, \quad (20)$$
The second reference space we selected is the Hilbert space, where the independent variables are $Y_s = W^{MPS}(S)$. The cost function on reference space becomes a quartic form: $L(Y) = \frac{1}{L} \sum_{i=1}^{L-1} (\sum_{s_1,s_2,\ldots,s_{i-1},s_{i+1}} Y_s Y_s - D_{i,i+1})^2$. For comparison, we test two metrics in this reference manifold, which are the identity matrix and the Hessian matrix. The metrics in the parameter manifold are

$$G^I_{i,j}(X) = \sum_{s} \frac{\partial Y_s}{\partial x_i} \frac{\partial Y_s}{\partial x_j}$$

$$G^H_{i,j}(X) = \sum_{s,s'} \frac{\partial Y_s}{\partial x_i} \left( \frac{\partial^2 L(Y)}{\partial Y_s \partial Y_{s'}} + \delta_{s,s'} \right) \frac{\partial Y_{s'}}{\partial x_j}$$

The third reference manifold is the space of the tensor network state, that is $Y_s = W^{MPS}(s)$. As the discussion before, we select the identity matrix as the metric in the reference manifold. The metric in original cost function is

$$G^W_{i,j} = \sum_{s} \frac{\partial W^{MPS}(s)}{\partial x_i} \frac{\partial W^{MPS}(s)}{\partial x_j}$$

On a system of size $L = 40$, we mimic noise-impacted reduced density matrix (the input data) by the reduced density matrices from a pure ground state of the Heisenberg model, with random numbers in $(-0.1,0.1)$ added to every elements. Then we rebuild the pure-state reduced density matrices by a MPS of $D = 5$. We optimize the cost function Eq.(18) with Gradient descent(Eq.(1)), CG method and the Natural gradient descent method(Eq.(2)) with the metrics define from Eq.(20), Eq.(21), Eq.(22) and Eq.(23) respectively.

The numerical results are shown in Fig.5, where all the optimizations are terminated when trapped into the local minimums. As shown in Fig.5, the CG method has better performance than the gradient descent. While all the NGD with the metrics we found are much better than the CG method and the gradient descent both in convergence speed and the final values of the cost function. It seems that the NGD methods can more easily escape from the local minimum than others. We list all the reference manifolds we use in Tab.I.

### B. Classical spin model

The next numerical experiment is the classical spin model[28–30]. The classical spin model is important for two reasons. On one hand the classical spin model can be used to describe (thermal) phase transitions at high temperature, where the quantum fluctuations are not important. On the other hand, the classical spin model is the quantum spin model in large S limit[29, 31, 32]. It may give us information of quantum results in some senses. In this example, we only focus on the comparisons of the performance of the optimization algorithms.

We test our method on 2D classical Heisenberg model. The model reads,

$$L(\vec{S}_i) = \frac{1}{N} \sum_{\langle i,j \rangle} \frac{\vec{S}_i}{|\vec{S}_i|} \cdot \frac{\vec{S}_j}{|\vec{S}_j|}$$

where $\vec{S}_i = (S_{i,x}, S_{i,y}, S_{i,z})$ is a classical spin defined at the $i$-th node, and $|\vec{S}_i| = \sqrt{S_{i,x}^2 + S_{i,y}^2 + S_{i,z}^2}$ is the length of the spin. The $\sum_{\langle i,j \rangle}$ denotes the summations over all the nearest-neighbor pairs.
relative error

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
reference manifold & transformation & cost function \\
\hline
reduced density matrices & $Y_i = D_{i,i+1}(x)$ & quadratic form \\
Hilbert space & $Y_s = \frac{W(S)}{Z(x)}$ & quartic form \\
tensor network space & $Y_t = W(S)$ & elementary function \\
\hline
\end{tabular}
\caption{We list the reference manifolds we used for the cost function Eq.(18).}
\end{table}

\section{V. Conclusion}

We put forward a strategy to determine the geometry of the optimization landscape used in the natural gradient descent method by looking for a suitable reference manifold to simplify the cost function.

The critical step of our method is to determine the reference manifold $Y$. This can be done by looking for a transformation $f: X \rightarrow Y$ as the discussion in sec.(II). For the ansatz-type problems, the most simple way to do so is to use the physical space as the reference manifold. We have shown how to do this in several examples. In our examples, more than one metrics have been found. And all the metrics we found have out-standing performance in the natural gradient descent method even in the case where the Fisher information matrix fails. This proves that our method is more universal than traditional NGD using only Fisher information matrix.

We remark that the purpose of this work is to give more insight into the NGD. We have learnt that the metrics of high quality can be determined by the cost function and are not unique. This will give us much more freedom in choosing metrics in the applications of NGD.
FIG. 7. The cost function in Eq.(26) vs optimization step. The relative error is defined as \(|(L(x) - L_{\text{min}})/L_{\text{min}}|\), where \(L_{\text{min}}\) is the exact minimal eigen-value of Eq.(26). In the example the search direction from the NGD with FI matrix Eq.(3) are exact the same as that from gradient descent. We can deduce that the FI matrix may not be the best choice as the metric for the NGD and our method could find another one to take its place.
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Appendix A: Update in reference space

In this section, we make connection between \(dy = f_*(dx)\) and the gradient-based optimal direction \(d\hat{y} = G_{\tilde{y}}^{-1}\partial_{\tilde{y}}\tilde{L}\) in reference manifold \(Y\).

We can deduce that

\[
\begin{align*}
\dot{y} &= f_*(dx) \quad \text{(A1)} \\
&\propto -f_*(\max_{dx}[L(x + dx)]) \quad dx \in TX(x), |dx| = \epsilon \quad \text{(A2)} \\
&\propto -\max_{dy}[\tilde{L}(y + dy)] \quad dy \in \text{im } f_*, |dy| = \epsilon \quad \text{(A3)}
\end{align*}
\]

We may decompose the tangent space at \(y\) into \(TY(y) = \text{im } f_* \oplus \text{coker } f_*\), where \(\text{im } f_*\) is the image of \(f_*\), and \(\text{coker } f_*\) is the orthogonal complement of \(\text{im } f_*\) with respect to the inner product \(G_Y(y)\). Let \(P_{\text{im } f_*}\) and \(P_{\text{coker } f_*}\) be the projection operators into these two subspaces. Similar to Eq.7, Eq.A3 leads to the equation

\[
P_{\text{im } f_*} G_Y dy \propto P_{\text{im } f_*} \partial_{\tilde{y}}\tilde{L}
\]

where \(dy \in \text{im } f_*\). Using \(P_{\text{im } f_*} G_Y P_{\text{coker } f_*} = 0\), it’s easy to see that

\[
\dot{y} \propto -P_{\text{im } f_*} G_Y^{-1} \partial_{\tilde{y}}\tilde{L} = 0
\]

is a solution. Assuming that \(P_{\text{im } f_*} G_Y(y)P_{\text{im } f_*}\) has full-rank, it’s easy to see that the only solution is

\[
\dot{y} = -P_{\text{im } f_*} d\hat{y}
\]

up to a positive normalizing factor, where \(d\hat{y} = G_{\tilde{y}}^{-1}\partial_{\tilde{y}}\tilde{L}\). The whole process is shown in Fig.8.

FIG. 8. The relation between \(dy = f_*(dx)\) and \(d\hat{y} = G_{\tilde{y}}^{-1}\partial_{\tilde{y}}\tilde{L}\), in detail
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