VOLUME FORMS ON MODULI SPACES OF $d$-DIFFERENTIALS
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Abstract. Given $d \in \mathbb{N}, g \in \mathbb{N} \cup \{0\}$, and an integral vector $\kappa = (k_1, \ldots, k_n)$ such that $k_i > -d$ and $k_1 + \cdots + k_n = d(2g - 2)$, let $\Omega^d M_{g,n}(\kappa)$ denote the moduli space of meromorphic $d$-differentials on Riemann surfaces of genus $g$ whose zeros and poles have orders prescribed by $\kappa$. We show that $\Omega^d M_{g,n}(\kappa)$ carries a canonical volume form that is parallel with respect to its affine complex manifold (orbifold) structure, and that the total volume of $\mathbb{P} \Omega^d M_{g,n}(\kappa) = \Omega^d M_{g,n}(\kappa)/\mathbb{C}^*$ with respect to the measure induced by this volume form is finite.

1. Introduction

1.1. Moduli space of $d$-differentials. Given a compact Riemann surface $X$, we denote by $K_X$ its canonical line bundle. Let $d$ be a positive integer. A meromorphic $d$-differential on $X$ is a meromorphic section of $K_X^d$. For any $g \in \mathbb{Z}_{\geq 0}$, and any integral vector $\kappa = (k_1, \ldots, k_n)$ such that $k_i > -d$ and $k_1 + \cdots + k_n = d(2g - 2)$, let $\Omega^d M_{g,n}(\kappa)$ denote the space of pairs $(X, q)$, where $X$ is a compact Riemann surface of genus $g$, and $q$ is a non-zero meromorphic $d$-differential on $X$ whose zeros and poles have orders prescribed by $(k_1, \ldots, k_n)$. In particular, $q$ has exactly $n$ zeros and poles, and all the poles of $q$ have order at most $d - 1$.

The space $\Omega^d M_{g,n}(\kappa)$ is called a stratum of $d$-differentials in genus $g$. Each stratum may have several components. To lighten the notation, throughout this paper, by $\Omega^d M_{g,n}(\kappa)$ we will mean a connected component of the corresponding stratum.

There is a natural $\mathbb{C}^*$-action on $\Omega^d M_{g,n}(\kappa)$ by multiplying to the $d$-differential a non-zero scalar. We will denote by $\mathbb{P} \Omega^d M_{g,n}(\kappa)$ the projectivization of $\Omega^d M_{g,n}(\kappa)$, that is $\mathbb{P} \Omega^d M_{g,n}(\kappa) = \Omega^d M_{g,n}(\kappa)/\mathbb{C}^*$.

The strata $\Omega^1 M_{g,n}(\kappa)$ and $\Omega^2 M_{g,n}(\kappa)$ are involved in various domains like dynamics in Teichmüller spaces, interval exchange transformations, billiards in rational polygons, and have now become classical objects of study. Recently, the connections between the moduli spaces of $d$-differentials, for $d \in \{2, 3, 4, 6\}$, with tiling problems on surfaces has been brought to light in the works $[5, 4]$. More generally, $\mathbb{P} \Omega^d M_{g,n}(\kappa)$ are of interest since they arise as natural subvarieties of $M_{g,n}$ (see for instance $[8, 18]$). Holomorphic $d$-differentials also appear in the study of Hitchin representations of fundamental group of surfaces $[11]$.

It is a well known fact that $\Omega^1 M_{g,n}(\kappa)$ and $\Omega^2 M_{g,n}(\kappa)$ are algebraic orbifolds, which admit an affine complex orbifold structure (there is an atlas whose charts map open subsets onto finite quotients of open subsets in a complex vector space, and transition maps are given by complex linear maps). Moreover $\Omega^1 M_{g,n}(\kappa)$ and $\Omega^2 M_{g,n}(\kappa)$ carry a natural volume form $d\text{vol}^*$, which is called the Masur-Veech volume. By definition, $d\text{vol}^*$ is parallel with respect to the affine orbifold structure, that is in a local chart of the affine structure $d\text{vol}^*$ differs from the Lebesgue measure by a constant.
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The Masur-Veech volume induces a volume form $d\text{vol}_1^*$ on $\mathbb{P}\Omega^1 M_{g,n}(\kappa)$ and $\mathbb{P}\Omega^2 M_{g,n}(\kappa)$ as follows: denote by $\Omega^1 M_{g,n}(\kappa)$ (resp. $\Omega^2 M_{g,n}(\kappa)$) the set of $(X, q) \in \Omega^1 M_{g,n}(\kappa)$ (resp. $(X, q) \in \Omega^2 M_{g,n}(\kappa)$) such that the area of $X$ with respect to the flat metric defined by $q$ is at most 1. Then $d\text{vol}_1^*$ is the pushforward of the restriction of $d\text{vol}$ to $\Omega^1 M_{g,n}(\kappa)$ and $\Omega^2 M_{g,n}(\kappa)$ to $\mathbb{P}\Omega^1 M_{g,n}(\kappa)$ and $\mathbb{P}\Omega^2 M_{g,n}(\kappa)$ respectively. It is a classical result due to Masur and Veech that the total volumes of $\mathbb{P}\Omega^1 M_{g,n}(\kappa)$ and $\mathbb{P}\Omega^2 M_{g,n}(\kappa)$ with respect to $d\text{vol}_1^*$ are finite. This result is fundamental for the study of Teichmüller dynamics on moduli spaces of Abelian and quadratic differentials.

For $d \geq 3$, the spaces $\Omega^d M_{g,n}(\kappa)$ have been studied by several authors from both flat metric and complex algebraic geometry points of view (see for instance [22, 19, 13, 8, 18, 9]). In particular, it has been shown that each stratum $\Omega^d M_{g,n}(\kappa)$ is a complex orbifold, and if there exists $(X, q) \in \Omega^d M_{g,n}(\kappa)$ such that $q$ is not a $d$-th power of an Abelian differential on $X$ then (see [22, 3, 18])

$$\dim_{\mathbb{C}} \Omega^d M_{g,n}(\kappa) = 2g + n - 2.$$ 

Moreover, $\Omega^d M_{g,n}(\kappa)$ also has a complex affine orbifold structure which is defined in the same manner as $\Omega^2 M_{g,n}(\kappa)$.

In this paper, we extend the result of Masur and Veech to the case $d \geq 3$. Our main result is the following

**Theorem 1.1.** For all $d \in \mathbb{N}$, $\Omega^d M_{g,n}(\kappa)$ carries a canonical parallel volume form $d\text{vol}$ with respect to its affine structure. Let $d\text{vol}_1$ be the induced volume form on $\mathbb{P}\Omega^d M_{g,n}(\kappa)$. Then the total volume of $\mathbb{P}\Omega^d M_{g,n}(\kappa)$ with respect to $d\text{vol}_1$ is finite.

**Remark 1.2.**

(i) In the case $d \in \{1, 2\}$, the existence of a parallel volume form on $\Omega^d M_{g,n}(\kappa)$ is deduced from the fact that the transition maps of the affine structure preserve a lattice in $\mathbb{C}^N$. This phenomenon also occurs in the case $d \in \{3, 4, 6\}$. However for general $d$ such a lattice does not exist, hence the existence of $d\text{vol}$ is not obvious.

(ii) In the construction of $d\text{vol}$, one needs to fix a primitive $d$-th root $\zeta$ of unity. The apparent dependence on the choice of $\zeta$ can be easily removed by a correction factor (see Proposition 5.4).

(iii) A different approach to define volume forms on moduli spaces of flat surfaces in general can be found in [22]. In a sense, our definition of $d\text{vol}$ is an adaptation of this construction in the case of flat surfaces defined by $d$-differentials.

(iv) By construction, the volume form $d\text{vol}$ agrees, up to a multiplicative constant, with the Masur-Veech measure on $\Omega^d M_{g,n}(\kappa)$ when $d = 1$. In Section 5.5 we compute this constant explicitly (see Proposition 5.9).

(v) In [4], Engel introduces other volume forms on $\Omega^d M_{g,n}(\kappa)$ which generalize the Masur-Veech measure for $d \in \{3, 4, 6\}$. Those volume forms arise naturally in the counting of tilings of surfaces by triangles, squares, or hexagons. We will show that those volume forms always differ from $d\text{vol}$ by a constant in $\mathbb{Q} \cup \sqrt{3}\mathbb{Q}$ (see Proposition 5.9).

(vi) In the case $g = 0$, the finiteness of the volume of $\mathbb{P}\Omega^d M_{g,n}(\kappa)$ (with respect to some volume forms equivalent to $d\text{vol}_1$) has been proved in [22] and [19] (see also [16, 17]).

1.2. Outline.
1.2.1. Definition of the volume form. We will now give a brief description of the volume forms $d\text{vol}$ and $d\text{vol}_1$, and refer to Section 5 for more details.

Let $(X, q)$ be an element of $\Omega^d \mathcal{M}_{g,n}(k)$. Let $Z := \{x_1, \ldots, x_n\}$ be the set of zeros and poles of $q$, where the order of $x_i$ is $k_i$. Throughout this paper, the points in $Z$ are always supposed to be numbered.

Pick a primitive $d$-th root $\zeta$ of the unity. Associated to the pair $(X, q)$ we have a triple $(\hat{X}, \hat{\omega}, \tau)$, where $\hat{X}$ is a cyclic covering of degree $d$ over $X$, $\hat{\omega}$ is an Abelian differential on $X$ such that the pullback of $q$ to $\hat{X}$ is equal to $\hat{\omega}^d$, and $\tau$ is an automorphism of order $d$ of $\hat{X}$ such that $X = \hat{X}/(\tau)$ and $\tau^* \hat{\omega} = \zeta \hat{\omega}$. The triple $(\hat{X}, \hat{\omega}, \tau)$ will be called the canonical cyclic cover of $(X, q)$.

Denote by $\hat{Z}$ the inverse image of $Z$ in $\hat{X}$. Consider $V_\zeta := \ker(\tau - \zeta \text{id}) \subset H^1(\hat{X}, \hat{\mathbb{Z}}, \mathbb{C})$. A neighborhood of $(X, q)$ in $\Omega^d \mathcal{M}_{g,n}(k)$ can be identified with the quotient of an open subset of $V_\zeta$ by Aut$(X, q)$ (see Section 5). In particular, we have

$$\dim \Omega^d \mathcal{M}_{g,n}(k) = \dim V_\zeta = N.$$

Let $p : H^1(\hat{X}, \hat{\mathbb{Z}}, \mathbb{C}) \rightarrow H^1(\check{X}, \mathbb{C})$ be the natural projection. Let $Z_0$ be the subset of $Z$ consisting of $x_i \in Z$ such that $k_i \in \mathbb{Z}$. Then $\dim \ker p \cap V_\zeta = \text{card}(Z_0)$ if $d \geq 2$ (see Proposition 4.2). Without loss of generality, let us assume that $Z_0 = \{x_1, \ldots, x_r\}$.

For $i = 1, \ldots, r$, pick a point $\hat{x}_i$ in the inverse image of $\{x_i\}$ in $\hat{X}$. Let $c_i$ be a path from $\hat{x}_i$ to $\tau(\hat{x}_i)$. We consider $c_i$ as an element of $H_1(\hat{X}, \hat{\mathbb{Z}}, \mathbb{C}) \subset H^1(\hat{X}, \hat{\mathbb{Z}}, \mathbb{C})^*$. Denote by $\check{c}_i$ the restriction of $c_i$ to the subspace $V_\zeta$.

The intersection form on $H_1(\check{X}, \mathbb{C})$ defines a Hermitian product $\langle \cdot, \cdot \rangle$ on $H^1(\check{X}, \mathbb{C})$. Let $\theta$ denote the imaginary part of $(\cdot, \cdot)$. Define

$$\Theta := \frac{1}{1 - 1/2(1 + \frac{1}{N - r})! \left(\left(\frac{1}{2}\right)^r \right) p_{V_\zeta}^* \theta^{N - r} \wedge \check{c}_1^\vee \wedge \check{c}_1^\wedge \cdots \wedge \check{c}_r^\vee \wedge \check{c}_r^\wedge \in \Lambda^{N,N} V_\zeta^*.$$

Then $\Theta$ gives a well defined volume form $d\text{vol}$ on $\Omega^d \mathcal{M}_{g,n}(k)$. Note that the factor $1/(1 - \zeta^{2r})$ is introduced so that eventually $\Theta$ does not depend on the choice of $\zeta$ (see Lemma 5.3 and Proposition 5.4).

Remark 1.3. It is worth noticing that in (1), $\Theta$ is defined as the restriction of an $(N, N)$-form on $H^1(\check{X}, \hat{\mathbb{Z}}, \mathbb{C})$ to $V_\zeta$. An alternative method to define the volume form $d\text{vol}$ is as follows: consider the following exact sequence of cohomology with coefficients in $\mathbb{C}$

$$0 \rightarrow H^0(\hat{X}) \rightarrow H^0(\hat{Z}) \rightarrow H^1(\hat{X}, \hat{\mathbb{Z}}) \rightarrow H^1(\hat{X}) \rightarrow 0.$$

The automorphism $\tau$ acts equivariantly on those spaces. Let $H$ stand for one of the cohomology spaces in the exact sequence above. Denote by $H_{\zeta}$ the $\zeta$-eigenspace of the action of $\tau$ on $H$. Since $\zeta \neq 1$, we have $H^0(\hat{X})_{\zeta} = \{0\}$, and the exact sequence above induces the following

$$0 \rightarrow H^0(\hat{Z})_{\zeta} \rightarrow H^1(\hat{X}, \hat{\mathbb{Z}})_{\zeta} \rightarrow H^1(\hat{X})_{\zeta} \rightarrow 0.$$

Thus, to define a volume form on $V_\zeta = H^1(\hat{X}, \hat{\mathbb{Z}})_{\zeta}$, it is enough to give a volume form on $H^0(\hat{Z})_{\zeta}$ and a volume form on $H^1(\hat{X})_{\zeta}$ (see Remark 5.5 for more details).

By a slight abuse of notation, let us denote by $(\cdot, \cdot)$ the pullback of the intersection form on $H^1(\hat{X}, \mathbb{C})$ to $H^1(\check{X}, \check{\mathbb{Z}}, \mathbb{C})$ by $p$. Let $\mathbb{P}V_\zeta$ denote the projective space of $V_\zeta$, and $\mathbb{P}V_\zeta^+ \subset \mathbb{P}V_\zeta$ be the set of lines $\mathbb{C} \cdot v$, with $v \in V_\zeta$ such that $(v, v) > 0$. We get a volume form $\Theta_1$ on $\mathbb{P}V_\zeta^+$ from $\Theta$ as follows: given a subset $U$ of $\mathbb{P}V_\zeta^+$, let $C(U)$ denote the cone over $U$, that is $C(U) = \{v \in V_\zeta, \mathbb{C} \cdot v \in U\}$. Let $C_1(U)$ denote the
intersection of \( C(U) \) with the set \( \{ v \in V_\varepsilon, 0 < (v, v) \leq 1 \} \). Then \( \Theta_1(U) \) is defined to be \( \Theta(C(U)) \). It is not difficult to check that \( \Theta_1 \) gives a well defined volume form \( d\text{vol}_1 \) on \( \mathbb{R}^dM_{g,n}(k) \).

1.2.2. Finiteness of the total volume. To prove that the volume of \( \mathbb{R}^dM_{g,n}(k) \) with respect to \( d\text{vol}_1 \) is finite, we will consider the space \( \Omega \hat{N}_{g,n}(k) \) of triples \((\hat{X}, \hat{\omega}, \tau)\) that are canonical cyclic covers of the elements of \( \mathbb{R}^dM_{g,n}(k) \). By construction, there is a bijection \( \mathcal{P} : \Omega \hat{N}_{g,n}(k) \to \mathbb{R}^dM_{g,n}(k) \) which sends \((\hat{X}, \hat{\omega}, \tau)\) to \((X, q)\) (see Lemma 2.4). Locally, one can identify open subsets of \( \Omega \hat{N}_{g,n}(k) \) with open subsets of \( V_\varepsilon \). Hence \( \Theta \) gives rise to a well defined volume form on \( \Omega \hat{N}_{g,n}(k) \) which is also denoted by \( d\text{vol}_1 \).

Set

\[
\Omega_1 \hat{N}_{g,n}(k) := \{ (\hat{X}, \hat{\omega}, \tau) \in \Omega \mathbb{R}^dM_{g,n}(k), \text{ Area}(\hat{X}, \hat{\omega}) \leq 1 \}.
\]

By definition, we have \( \text{vol}(\mathbb{R}^dM_{g,n}(k)) = \text{vol}(\Omega_1 \hat{N}_{g,n}(k)) \). We will show that \( \text{vol}(\Omega_1 \hat{N}_{g,n}(k)) \) is finite. To this end, we make use of Delaunay triangulations of flat surfaces, and follow a strategy similar to the one in [14].

Given \((\hat{X}, \hat{\omega}, \tau) \in \Omega \hat{N}_{g,n}(k)\), we equip \( \hat{X} \) with the flat metric defined by \( \hat{\omega} \). Denote by \( \hat{Z} \) the zero set of \( \hat{\omega} \). By definition \( \tau \) corresponds to an isometry of order \( d \) of \( \hat{X} \) preserving \( \hat{Z} \). Call a cylinder on \( \hat{X} \) a long cylinder if its height is greater than a universal constant times the square-root of the area of \( \hat{X} \) (see Def. 6.5). It is not difficult to see that long cylinders are pairwise disjoint.

Let \( \hat{T} \) be a Delaunay triangulation of the pair \((\hat{X}, \hat{Z})\) invariant by \( \tau \). The edges of \( \hat{T} \) have length bounded by the square-root of the area of \( \hat{X} \), except those that cross some long cylinders. Moreover, each edge of \( \hat{T} \) can cross at most one long cylinder, and can not cross the same long cylinder twice (see Prop. 6.4 and Lem. 6.7). It follows that the set of edges that cross a fixed long cylinder corresponds to a simple cycle in the dual graph of \( \hat{T} \), that is the image of an injective continuous map from \( S^1 \) to the dual graph. We abusively call a set of edges in \( \hat{T} \) a simple cycle if this family is dual to a simple cycle in the dual graph. Each long cylinder (if exists) corresponds uniquely to a simple cycle in \( \hat{T} \), and the simple cycles corresponding to two distinct long cylinders are disjoint. Call a collection \( \gamma \) simple cycles in \( \hat{T} \) admissible if

- this collection is \( \tau \) invariant,
- the simple cycles in \( \gamma \) are pairwise disjoint.

Let \( N_1 \) be the number of geometric edges of \( \hat{T} \) (recall that a geometric edge of a graph corresponds to a pair of inversely directed edges). Note that \( N_1 \) is completely determined by the genus of \( \hat{X} \) and the cardinality of \( \hat{Z} \). We identify \( \mathbb{C}^{2N_1} \) with the space of complex valued functions on the set of directed edges of \( \hat{T} \). To each pair \((\hat{T}, \tau)\) together with an admissible collection \( \gamma \) of simple cycles, we specify an open subset \( U \) in a linear subspace \( W \subset \mathbb{C}^{2N_1} \), and define a locally homeomorphic map \( \Psi \) from \( U \) to \( \Omega \hat{N}_{g,n}(k) \). We also specify an open subset \( U^1 \) of \( U \) such that \( \Psi^{-1}(\Omega_1 \hat{N}_{g,n}(k)) \subset U^1 \). Because the set of pairs \((\hat{T}, \tau)\) is finite, and given such a pair the set of admissible collections of simple cycles is finite, it follows that the map \( \Psi \) belongs to a finite set.

Every flat surface in \( \Omega \hat{N}_{g,n}(k) \) admits a Delaunay triangulation invariant by \( \tau \) (see Prop. 6.8). Therefore, \( \Omega \hat{N}_{g,n}(k) \) is covered by the images of the maps \( \Psi \) as above. It follows that \( \Omega_1 \hat{N}_{g,n}(k) \) is covered by the finite family of open subsets \( \{ \Psi(U^1) \} \) of \( \Omega \hat{N}_{g,n}(k) \). Since the volume form \( \text{vol} \) on
\[ \Omega \hat{N}_{g,n}(\kappa) \] differs from the Lebesgue measure on \( U^1 \) by a constant, the finiteness of \( \text{vol}(\Omega \hat{N}_{g,n}(\kappa)) \) follows from the fact that \( U^1 \) has finite Lebesgue volume.

Recall that we identify \( \mathbb{C}^{2N_1} \) with the space of complex valued functions on the set of directed edges of \( \tilde{T} \). To show that the volume of \( U^1 \) is finite, we choose an appropriate family of \( N \) directed edges \( \{e_1, \ldots, e_N\} \) in \( \tilde{T} \) such that the map from \( \mathbb{C}^{2N_1} \) to \( \mathbb{C}^N \) sending \( z \in \mathbb{C}^{2N_1} \) to \( (z(e_1), \ldots, z(e_N)) \in \mathbb{C}^N \) induces an isomorphism from \( W \) onto \( \mathbb{C}^N \). We then split the set \( \{e_1, \ldots, e_N\} \) into two subsets: \( \{e_1, \ldots, e_k\} \) is the set of edges that are contained in one of the simple cycles in the collection \( \tilde{\gamma} \), they correspond to edges that cross some long cylinders, and \( \{e_{k+1}, \ldots, e_N\} \) are the remaining edges. By properties of Delaunay triangulations, \( (z(e_{k+1}), \ldots, z(e_N)) \) is contained in a ball (of finite radius) in \( \mathbb{C}^{N-k} \), and once \( (z(e_{k+1}), \ldots, z(e_N)) \) is fixed, each of \( z(e_1), \ldots, z(e_k) \) is contained in a rectangle whose area is uniformly bounded. Using Fubini theorem, we conclude that \( U^1 \) has finite volume, and Theorem 1.1 follows.

Organization. The paper is organized as follows, in Section 2 and Section 3 we recall the classical constructions of the period mappings which define the complex affine orbifold structure on \( \Omega^d \mathcal{M}_{g,n}(\kappa) \) (see Proposition 3.2). The results in these sections are not new, we include their proof for the completeness, and more importantly, to settle the framework of the subsequent discussion. In Section 4 we study the restriction of the projection \( \rho : H^1(M, \Sigma, \mathbb{C}) \to H^1(M, \mathbb{C}) \) to \( V_\zeta \). In particular, we determine \( \ker(\rho|_{V_\zeta}) \) and \( \text{Im}(\rho|_{V_\zeta}) \). In Section 5 we show that \( \Theta \) is a volume form on \( V_\zeta \), which gives rise to a well defined volume form \( d\text{vol} \) on stratum proving the first part of Theorem 1.1. In Section 6 we recall basic properties of the Delaunay triangulations on flat surfaces, which will be used in the proof of the second part of Theorem 1.1. Finally, in Section 7 we will give the proof that \( \text{vol}(\mathbb{P}\Omega \hat{N}_{g,n}(\kappa)) \) is finite.

Notation and convention. Throughout this paper, \( M \) will be an oriented, compact, closed, connected surface of genus \( g \), \( \Sigma = \{s_1, \ldots, s_n\} \) is a finite subset of cardinality \( n \) of \( M \), \( M' = M \setminus \Sigma \). We will always suppose that

\[ \chi(M') = 2 - 2g - n < 0. \]  

Given \((X, q) \in \Omega^d \mathcal{M}_{g,n}(\kappa)\), the zeros and poles of \( q \) are always supposed to be numbered. This numbering is specified by a homeomorphism between the pairs \((M, \Sigma)\) and \((X, \mathbb{Z}(q))\). Some of the numbers \( k_1, \ldots, k_n \) may be 0, in which case the corresponding points are marked points on the surface \( X \) that are neither zero nor pole of \( q \). In particular, they can be chosen arbitrarily on the surface \( X \).

The dimension of \( \Omega^d \mathcal{M}_{g,n}(\kappa) \) is denoted by \( N \), and \( \zeta \) is a fixed primitive \( d \)-th root of unity.

2. Topological preliminaries

2.1. Cyclic covering. We will now introduce some topological constructions which will allow us to define local charts for \( \Omega^d \mathcal{M}_{g,n}(\kappa) \). Pick a base point \( s_0 \in M' \). Let \( \{\alpha_1, \beta_1, \ldots, \alpha_g, \beta_g\} \) be a standard generating set of \( \pi_1(M, s_0) \), that is

\[ \pi_1(M, s_0) \cong \langle \alpha_1, \beta_1, \ldots, \alpha_g, \beta_g \mid \prod_{i=1}^{g} [\alpha_i, \beta_i] = 1 \rangle. \]
Note that all the $\alpha_i, \beta_i$ can be represented by loops missing the set $\Sigma$. For $i = 1, \ldots, n$, let $\delta_i$ be an element of $\pi_1(M', s_0)$ represented by a loop that is freely homotopic to the boundary of a small disc about $s_i$ such that the following holds

$$\pi_1(M', s_0) \cong \langle \alpha_1, \beta_1, \ldots, \alpha_\Sigma, \beta_\Sigma, \delta_1, \ldots, \delta_n \mid \prod_{i=1}^{g}\langle \alpha_i, \beta_i \rangle \prod_{j=1}^{n}\delta_j = 1 \rangle. \quad (4)$$

In what follows, for any $d \in \mathbb{N}$, we will identify the group $\mathbb{Z}/d\mathbb{Z}$ with $\{e^{2\pi ik}, k = 0, \ldots, d-1\}$ using the identification $k \mapsto e^{\frac{2\pi ik}{d}}$. Let $\varepsilon : \pi_1(M', s_0) \to \mathbb{Z}/d\mathbb{Z}$ be a group morphism. Since $\mathbb{Z}/d\mathbb{Z}$ is Abelian, (4) implies

$$\prod_{j=1}^{n}\varepsilon(\delta_j) = 1. \quad (5)$$

Assume that $\varepsilon$ is surjective. Then $\Gamma = \ker \varepsilon$ is a normal subgroup of index $d$ in $\pi_1(M', s_0)$. Let $\tilde{M}'$ be the universal cover of $M'$, and $\tilde{M}' := \tilde{M}'/\Gamma$. By construction, there is a covering map $\pi : \tilde{M}' \to M'$ of degree $d$.

Since $\tilde{M}'$ is of finite type, it is homeomorphic to a punctured surface $\tilde{M} \setminus \hat{\Sigma}$, where $\tilde{M}$ is a compact closed surface, and $\hat{\Sigma}$ is a finite subset of $\tilde{M}$. The covering map $\pi$ extends to a (continuous) map $\pi : \tilde{M} \to M$ such that $\pi^{-1}(\Sigma) = \hat{\Sigma}$. For any $i \in \{1, \ldots, n\}$, the cardinality of $\pi^{-1}((s_i))$ can be computed as follows: let $d_i$ be the order of $\varepsilon(\delta_i)$ in $\mathbb{Z}/d\mathbb{Z}$, then $\text{card}(\pi^{-1}((s_i))) = \frac{d}{d_i}$. The genus $\hat{g}$ of $\tilde{M}$ can be computed by the Riemann-Hurwitz formula. Namely,

$$2\hat{g} - 2 = d(2g - 2) + \sum_{i=1}^{n} \frac{d}{d_i}(d_i - 1) \Leftrightarrow \hat{g} = d(g - 1) + 1 + \frac{1}{2} \left( nd - \sum_{i=1}^{n} \frac{d}{d_i} \right). \quad (6)$$

Pick a base point $\hat{s}_0$ in $\tilde{M}'$ such that $\pi(\hat{s}_0) = s_0$. Since the covering $\pi : \tilde{M}' \to M'$ is Galoisian, any element $\alpha \in \pi_1(M', s_0)$ lifts to an automorphism of $\pi$, that is, a homeomorphism $T_\alpha : \tilde{M}' \to \tilde{M}'$ such that $\pi = T_\alpha \circ \pi$. By construction, the loops that represent $\alpha$ lift to paths from $\hat{s}_0$ to $T_\alpha(\hat{s}_0)$ in $\tilde{M}'$. Note that $T_\alpha$ can also be defined as the action of $\alpha$ on the quotient $\tilde{M}'/\Gamma$. It is not difficult to check that the map $T_\alpha$ extends to a homeomorphism from $\tilde{M}$ to itself preserving the set $\hat{\Sigma}$.

If $\alpha'$ is another element of $\pi_1(M', s_0)$ such that $\varepsilon(\alpha) = \varepsilon(\alpha')$, then $T_{\alpha'} = T_{\alpha}$, since $\alpha' \cdot \alpha^{-1} \in \Gamma$. Thus the homeomorphism $T_\alpha$ depends only on $\varepsilon(a) \in \mathbb{Z}/d\mathbb{Z}$. In what follows, given $\zeta \in \mathbb{Z}/d\mathbb{Z}$, we will denote the homeomorphism of $\tilde{M}$ associated with $\zeta$ by $T_\zeta$. By construction, we have $T_\zeta^d = \text{id}_{\tilde{M}}$, and $T_\zeta^k \neq \text{id}_{\tilde{M}}$ for all $k \in \{1, \ldots, d-1\}$.

### 2.2. Coverings associated with $d$-differentials

Let $(X_0, q_0)$ be an element of $\Omega^d M_{g,n}(\kappa)$, and denote by $Z(q_0) = \{x_0^0, \ldots, x_0^n\}$ the set of zeros and poles of $q_0$, where the order of $x_i^j$ is $k_j$. Let $\varepsilon_0 : \pi_1(X_0 \setminus Z(q_0), *) \to \mathbb{Z}/d\mathbb{Z}$ be the group morphism given by the linear holomomies of the flat metric defined by $q_0$.

**Lemma 2.1.** The morphism $\varepsilon_0$ is surjective if and only if $q_0$ is not a power of a $d'$-differential on $X_0$ with $d' < d$. 

Proof. If \( q_0 = q_1^d \), where \( q_1 \) is a meromorphic \( d/k \)-differential on \( X \), then \( e_0 \) would take values in \( \mathbb{Z}/(d/k)\mathbb{Z} = \{e^{2\pi i j/d} \mid j = 0, 1, \ldots, d/k - 1\} \). Conversely, if \( e_0 \) is not surjective, then it would take values in a proper subgroup of \( \mathbb{Z}/d\mathbb{Z} \). Hence \( \text{Im}(e_0) = \mathbb{Z}/d\mathbb{Z} \), for some \( d' < d \) that divides \( d \). It follows that the \( d' \)-differentials \( (dz)^{d'} \) in the local charts associated with the flat metric defined by \( q_0 \) match together to give a well defined \( d' \)-differential \( q_1 \) on \( X \). By construction, we have \( q_0 = q_1^{d/d'} \) (since both \( q_0 \) and \( q_1^{d/d'} \) are given by \( (dz)^{d'} \) on the local charts of the flat metric). \( \square \)

Remark 2.2. Since \( e_0 \) takes values in a discrete set, if it is surjective for \((X_0, q_0)\), then it is surjective for all \((X, q)\) in the same connected component of \( \Omega^d M_{g,n}(\kappa) \).

Definition 2.3. A \( d \)-differential is said to be primitive if it is not a power of some \( d' \)-differential, with \( d' < d \), on the same Riemann surface. A component of \( \Omega^d M_{g,n}(\kappa) \) is said to be primitive if it contains a primitive \( d \)-differential (hence all of its elements are primitive).

From now on we will suppose that \((X_0, q_0)\) is primitive, and to simplify the notation, we will write \( Z_0 \) instead of \( Z(q_0) \).

Fix a homeomorphism \( f_0 : M \to X_0 \) such that \( f_0(s_i) = x_i^0 \). In particular, we have \( f_0(M') = X_0 \setminus Z_0 \).

Let \( \Gamma = \ker(e_0 \circ f_0) \subset \pi_1(M', \ast) \), and \( \pi : \tilde{M}' \to M' \) be the covering associated with \( \Gamma \). Let \( \tilde{M} \) and \( \tilde{\Sigma} \) be as in Section 2.1. Fix a generator \( \zeta \) of \( \mathbb{Z}/d\mathbb{Z} \), and let \( T_\zeta : \tilde{M} \to \tilde{M} \) be the homeomorphism of \( \tilde{M} \) associated with \( \zeta \). Recall that we have \( T_\zeta(\tilde{\Sigma}) = \tilde{\Sigma} \) and \( T_\zeta^d = \text{id}_{\tilde{M}} \).

The following lemma is classical (see [6, 3] for a proof by complex algebraic geometry arguments).

Lemma 2.4. Given \((X_0, q_0) \in \Omega^d M_{g,n}(\kappa)\), there is a triple \((\hat{X}_0, \hat{\omega}_0, \tau_0)\), where \( \hat{X}_0 \) is a compact Riemann surface, \( \hat{\omega}_0 \) a holomorphic 1-form on \( \hat{X}_0 \), and \( \tau_0 \) an automorphism of order \( d \) of \( \hat{X}_0 \) such that

- \( X_0 \simeq \hat{X}_0/\langle \tau_0 \rangle \),
- the pullback of \( q_0 \) to \( \hat{X}_0 \) is equal to \( \hat{\omega}_0^d \),
- \( \tau_0^d \hat{\omega}_0 = \zeta \hat{\omega}_0 \).

Moreover, there is a homeomorphic map \( \hat{f}_0 : \hat{M} \to \hat{X}_0 \) such that

\( \hat{f}_0 \circ \pi = \varpi_0 \circ \hat{f}_0 \), where \( \varpi_0 : \hat{X}_0 \to X_0 \) is the canonical projection, and
\( T = \hat{f}_0^{-1} \circ \tau_0 \circ \hat{f}_0 \).

The triple \((\hat{X}_0, \hat{\omega}_0, \tau_0)\) will be called the canonical cyclic cover of \((X_0, q_0)\).

Sketch of proof. Let \( X_0^0 \) denote the punctured surface \( X_0 \setminus Z_0 \). Let \( \tilde{\varpi}_0' : \Delta \to X_0^0 \) be the universal covering map, where \( \Delta = \{z \in \mathbb{C}, \ |z| < 1\} \). The \( d \)-differential \( (\tilde{\varpi}_0')^* q_0 \) admits a well defined \( d \)-th root \( \tilde{\xi}_0(z)dz \) on \( \Delta \) which is nowhere vanishing. The 1-form \( \tilde{\xi}_0(z)dz \) descends to a well defined holomorphic 1-form \( \hat{\omega}_0' \) on the quotient \( \hat{X}_0' := \Delta/\ker(e_0) \).

By construction, we have a covering map \( \varpi' : \hat{X}_0' \to X_0' \) of degree \( d \). Therefore \( \hat{X}_0' \) is a Riemann surface with punctures, that is there is a compact Riemann surface \( \hat{X}_0 \) and a finite subset \( \hat{Z}_0 \) of \( \hat{X}_0 \) such that \( \hat{X}_0 = \hat{X}_0' \setminus \hat{Z}_0 \). The covering map \( \varpi' \) extends to a branched covering \( \varpi : \hat{X}_0 \to X_0 \) with branched points in \( \hat{Z}_0 \).

Since the poles of \( q_0 \) have order at most \( d-1 \), \( |(\varpi')^* q_0| \) is bounded in a neighborhood of any \( \hat{x} \in \hat{Z}_0 \). Since \( (\varpi')^* q_0 \) on \( \hat{X}_0' \), it follows that \( |\varpi' \hat{\omega}_0'| \) is bounded in a neighborhood of any puncture of \( \hat{X}_0' \). Thus \( \hat{\omega}_0' \) extends to a holomorphic 1-form \( \hat{\omega}_0 \) on \( \hat{X}_0 \) which does not vanish on \( \hat{X}_0' \). By construction, we have \( \hat{\omega}_0^d = \varpi' \hat{\omega}_0 \) on \( \hat{X}_0' \).
Let α be an element of Π₁(X', *) such that ε₀(α) = ζ. The action of α on Δ induces an automorphism τ₀ on X₀ which satisfies (τ₀')⁻¹τ₀ = ζ. One can readily check that τ₀ extends to an automorphism τ₀ of X₀ of order d.

There is a homeomorphism ƒ₀ : M → X₀ such that σ' ƒ₀ = f₀ ♯. This homeomorphism extends uniquely to a homeomorphism ƒ₀ : M → X₀ such that ƒ₀(Σ) = Z₀. It is straightforward to check that (X₀, 0, τ₀), and ƒ₀ satisfy all the required properties. □

Remark 2.5.

(a) The form 0 in Lemma 2.4 is obviously not unique if d > 1, since multiplying by a d-th root of unity provides us with another holomorphic 1-form with the same properties.

(b) Some of the points in Z₀ may not be zero of 0, those points are just marked points on X₀.

However, to lighten the discussion we will call Z₀ the zero set of 0.

(c) The map ƒ₀ : M₀ → X₀ induces an isomorphism ʃ₀,ζ : H¹(M, 0, C)ζ = H¹(X₀, 0, C)ζ, where H¹(M, 0, C)ζ and H¹(X₀, 0, C)ζ are the eigenspaces of the eigenvalue ζ of the actions of T and τ₀ on H¹(M, 0, C) and H¹(X₀, 0, C) respectively. Note that ʃ₀ (more precisely, the homotopy class of ʃ₀) is not unique, because post-composing ʃ₀ by any element of the group (τ₀) provides another homeomorphism with the same properties. The induced action of this operation on ʃ₀,ζ consists of multiplying ʃ₀,ζ by a d-th root of unity.

2.3. Projection to moduli space and topology of ΩᵈMg,n(k). Given (X, q) ∈ ΩᵈMg,n(k), let x₁, . . . , xₙ denote the zeros of q such that the order of xᵢ is kᵢ (a zero of negative order is a pole). Let Z(q) denote the set {x₁, . . . , xₙ}. We have a natural forgetful map from F : ΩᵈMg,n(k) → Mg,n which associates to (X, q) the Riemann surface with marked points (X, q). Let us denote by Mg,n(k) the image of ΩᵈMg,n(k) under this map. A point (X, q) ∈ Mg,n(k) is characterized by the following property: the divisor ∑ₙᵢ₌₁ kᵢxᵢ on X is equivalent to Κₙᵈ. In particular, Mg,n(k) is a subvariety of Mg,n. Since there is at most one meromorphic d-differential on X, up to multiplication by a scalar, whose divisor is ∑ₙᵢ₌₁ kᵢxᵢ, we see that Mg,n(k) can be identified with ΩⁿMg,n(k).

Let Cg,n be the universal curve over Mg,n. Let Kc,g,n denote the relative canonical line bundle of the projection p : Cg,n → Mg,n. There exist n sections σᵢ : Mg,n → Cg,n, i = 1, . . . , n, of p such that if m ∈ Mg,n represents the pointed curve (X, x₁, . . . , xₙ), then σᵢ(m) is the point in p⁻¹(m) ⊂ C which corresponds to xᵢ under the identification p⁻¹(m) ≅ X. Let Dᵢ denote the image of Mg,n under σᵢ, then Dᵢ is a divisor of Cg,n. Let Lᵢ denote the line bundle associated with Dᵢ. Consider the line bundle

\[ K := K_{c,g,n/Mg,n} ⊗ L_{1}^{*} ⊗ L_{n}^{*} \]

on Cg,n. By definition, if m = (X, (x₁, . . . , xₙ)) ∈ Mg,n, then the restriction of K to the fiber over m is trivial. Thus p_*((K|p⁻¹(Mg,n)) is a line bundle over Mg,n, whose fiber over m is generated by any d-differential q on X such that div(q) = ∑ₙᵢ₌₁ kᵢxᵢ. Note that ΩᵈMg,n(k) is the complement of the zero section in the total space of this line bundle. Thus this description provides us with a natural topology and a complex structure on ΩᵈMg,n(k).

2.4. Lifting to Abelian differentials. Let g be the genus of M, and h = card(Σ). Denote by {ς₁, . . . , ζₙ} the points in Σ. Let ΩMg,n(k) denote the moduli space of triples (X, Ω, τ), where X is
a Riemann surface of genus \( \hat{g}, \hat{\omega} \) is a holomorphic 1-form on \( \hat{X} \), and \( \tau : \hat{X} \to \hat{X} \) is an automorphism of order \( d \) of \( \hat{X} \) such that

(i) \( \tau^*\hat{\omega} = \zeta\hat{\omega} \),

(ii) \( \hat{X} : = \hat{X}/(\tau) \) is a Riemann surface of genus \( g \).

(iii) there is a meromorphic \( d \)-differential \( q \) on \( X \) such that \( (X,q) \in \Omega^dM_{g,n}(\kappa) \) and \( \sigma^*q = \hat{\omega}^d \),

where \( \sigma : \hat{X} \to X \) is the canonical projection.

Let \( \hat{f} : \hat{M} \to \hat{X} \) be a homeomorphism as in Lemma 2.4. Define \( \hat{Z}(\hat{\omega}) = \hat{f}(\hat{\Sigma}) \). By construction, the automorphism \( \tau \) acts freely on \( \hat{X} \setminus \hat{Z}(\hat{\omega}) \), and \( \sigma(\hat{Z}(\hat{\omega})) \) is the set of zeros and poles of \( q \).

Let \( \hat{x}_j = \hat{f}(\hat{s}_j) \), \( j = 1, \ldots, \hat{n} \). The order \( \hat{k}_j \) of \( \hat{\omega}_0 \) at \( \hat{x}_j \) can be computed from the order \( k_i \) of \( q_0 \) at \( \sigma(\hat{x}_j) \) as follows

\[
\hat{k}_j = d_i(1 + \frac{k_i}{d}) - 1
\]

where \( d_i \) is the order of \( k_i \) in \( \mathbb{Z}/d\mathbb{Z} \). Note that \( \hat{k}_j = 0 \) if and only if there exist positive integers \( n_i, d_i \) such that \( d = n_id_i \) and \( k_i = n_i(1 - d_i) \). By a slight abuse, we will call \( \hat{Z}(\hat{\omega}) \) the zero set of \( \hat{\omega} \).

If \( \zeta' \) is any \( d \)-th root of unity, then the triples \( (\hat{X}, \zeta'\hat{\omega}, \tau) \) and \( (\hat{X}, \hat{\omega}, \tau) \) represent the same element of \( \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \). That is because there is \( k \in \{0, \ldots, d - 1\} \) such that \( \zeta' = \zeta^k \), and \( \tau^k : \hat{X} \to \hat{X} \) is an isomorphism which satisfies \( \tau^{k}\hat{\omega} = \zeta'\hat{\omega} \), and \( \tau^{-k} \circ \tau \circ \tau^k = \tau \). Therefore, as a direct consequence of Lemma 2.4, we get

**Corollary 2.6.** The map

\[
\mathcal{P} : \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \to \Omega^dM_{g,n}(\kappa)
\]

\[
(\hat{X}, \hat{\omega}, \tau) \mapsto (X, q)
\]

is a bijection.

By Corollary 2.6, we can endow \( \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \) with the topology of \( \Omega^dM_{g,n}(\kappa) \).

Set \( \hat{k} = (\hat{k}_1, \ldots, \hat{k}_\hat{n}) \). Let \( \Omega\hat{M}_{\hat{k}}(\hat{k}) \) denote the stratum of holomorphic 1-forms \( (\hat{X}, \hat{\omega}) \), where \( \hat{X} \) is a Riemann surface of genus \( \hat{g} \), and \( \hat{\omega} \) has \( \hat{n} \) zeros with orders given by \( \hat{k} \). There is a forgetful map \( f : \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \to \Omega\hat{M}_{\hat{k}}(\hat{k}), (\hat{X}, \hat{\omega}, \tau) \mapsto (\hat{X}, \hat{\omega}) \) which is finite to one (given a pair \( (\hat{X}, \hat{\omega}) \) there may be more than one automorphism \( \tau \) such that \( (\hat{X}, \hat{\omega}, \tau) \in \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \)). It is a well known fact that there exist some finite branched coverings \( \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \) and \( \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \) respectively such that \( f \) lifts to an embedding \( \tilde{f} : \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \to \Omega\hat{M}_{\hat{k}}(\hat{k}) \). This means that locally, up to taking some finite order coverings, we can identify a neighborhood of an element \( (\hat{X}, \hat{\omega}, \tau) \) in \( \Omega\hat{\mathcal{M}}^{(\zeta)}_{g,n}(\kappa) \) with a subset of a neighborhood of \( (\hat{X}, \hat{\omega}) \) in \( \Omega\hat{M}_{\hat{k}}(\hat{k}) \). As a consequence, we get

**Proposition 2.7.** Let \( (X_0, q_0) \) and \( (\hat{X}_0, \hat{\omega}_0, \tau_0) \) be as in Lemma 2.4. Then there is a neighborhood \( \mathcal{V} \) of \( (X_0, q_0) \) in \( \Omega^dM_{g,n}(\kappa) \) and a map

\[
\mathcal{R} : \mathcal{V} \to \Omega\hat{M}_{\hat{k}}(\hat{k})
\]

\[
(X, q) \mapsto (\hat{X}, \hat{\omega})
\]

which is biholomorphic onto its image such that \( \mathcal{R}((X_0, q_0)) = (\hat{X}_0, \hat{\omega}_0) \), and if \( (\hat{X}, \hat{\omega}) = \mathcal{R}((X, q)) \), then there is an automorphism \( \tau \) of \( \hat{X} \) such that \( (\hat{X}, \hat{\omega}, \tau) \) is the canonical cyclic cover of \( (X, q) \).
3. Local coordinates by period mappings

In this section, we introduce the period mappings on $\Omega M_{g,n}(\mathbb{C})$ and show that they form an atlas which defines a structure of affine orbifold on $\Omega^d M_{g,n}(\mathbb{C})$. The main results of this section (Proposition 3.2, Corollary 3.4, Corollary 3.7) have been shown in [22] and [3] (see also [18]). The proofs we present here are different from the ones in the work mentioned above. In particular, we will make use of triangulations of $\hat{M}$ that are invariant under $T_\zeta$.

3.1. Admissible triangulations. Let $\mathcal{T}$ be a topological triangulation of $M$ with vertex set $\Sigma$. Let $\hat{\mathcal{T}}$ denote the triangulation of $\hat{M}$ that is the pullback of $\mathcal{T}$. We fix an orientation for every edge of $\hat{\mathcal{T}}$.

Let $N_1$ and $N_2$ be the numbers of edges and triangles of $\hat{\mathcal{T}}$ respectively. We identify a vector $v \in \mathbb{C}^{N_1}$ with a function $v : \hat{\mathcal{T}}^{(1)} \to \mathbb{C}$. We have an action of $T_\zeta$ by permutations on the sets $\hat{\mathcal{T}}^{(1)}$ and $\hat{\mathcal{T}}^{(2)}$ (since $\mathcal{T} = \hat{\mathcal{T}}/(\tau_\zeta)$). Note that the action of $T_\zeta$ on $\hat{\mathcal{T}}^{(1)}$ is free if $d > 1$. Consider the system $(S)$ of $N_1 + N_2$ linear equations which are defined as follows

- each triangle $\theta \in \hat{\mathcal{T}}^{(2)}$, whose sides are denoted by $e_1, e_2, e_3$, corresponds to an equation of the form
  \[ \pm v(e_1) \pm v(e_2) \pm v(e_3) = 0 \]
  where the signs $\pm$ are determined according to the orientation of $e_1, e_2, e_3$.
- each edge $e \in \hat{\mathcal{T}}^{(1)}$ corresponds to an equation of the form
  \[ v(T_\zeta(e)) - \zeta v(e) = 0. \]

Let $V \subset \mathbb{C}^{N_1}$ denote the space of solutions of $(S)$. We will also consider the system $(S_1)$ (resp. $(S_2)$) of all linear equations of type (8) (resp. of type (9)). Let $V_1$ and $V_2$ denote the space of solutions of $(S_1)$ and $(S_2)$ respectively. By definition, $V = V_1 \cap V_2$.

**Lemma 3.1.** Let $V_\zeta = \ker(T_\zeta - \zeta \text{Id}) \subset H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})$. Then $V_\zeta$ is isomorphic to the subspace $V \subset \mathbb{C}^{N_1}$.

**Proof.** We first notice that $\hat{\mathcal{T}}$ provides us with a cell complex structure on $\hat{M}$. Thus, the system $(S_1)$ defines the space $H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) = H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})$. Since the solutions of the system $(S_2)$ correspond precisely to the vectors in $\mathbb{C}^{N_1}$ such that $T_\zeta(v) = \zeta v$, the lemma follows. \[\square\]

3.2. Period mappings. Let $(X_0, q_0)$ be an element of $\Omega^d M_{g,n}(\mathbb{C})$. Fix a homeomorphism $f_0 : (M, \Sigma) \to (X_0, Z(q_0))$. Let $(\hat{X}_0, \hat{\omega}_0, \tau_0)$ and $f_0 : (\hat{M}, \hat{\Sigma}) \to (\hat{X}_0, \hat{Z}(\hat{\omega}_0))$ be as in Lemma 2.4. Given a $\mathbb{C}$-valued closed 1-form $\xi$ on $\hat{M}$, we will denote by $[\xi]$ its cohomology class in $H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})$.

Assume that $(\hat{X}_0, \hat{\omega}_0)$ is not an orbifold point of $\Omega M_{g}(\mathbb{C})$. There exists a neighborhood $W$ of $(\hat{X}_0, \hat{\omega}_0)$ in $\Omega M_{g}(\mathbb{C})$ such that for any $(\hat{X}, \hat{\omega}) \in W$, we have a canonical homeomorphism $\hat{f} : (\hat{M}, \hat{\Sigma}) \to (\hat{X}, \hat{Z}(\hat{\omega}))$ defined up to isotopy such that if $(\hat{X}, \hat{\omega}) = (\hat{X}_0, \hat{\omega}_0)$ then $\hat{f} = f_0$. Note that there always exists a diffeomorphism in the isotopy class of $\hat{f}$ (see [7]), therefore we can assume that $\hat{f}$ is itself a diffeomorphism. Consequently, we have a well defined map

\[ \Phi : W \to H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}), \]
\[ (\hat{X}, \hat{\omega}) \mapsto [\hat{f}^* \hat{\omega}] \]

The map $\Phi$ is called a period mapping. It is a well known fact that $\Phi$ is a (holomorphic) local chart of $\Omega M_{g}(\mathbb{C})$ if $W$ is small enough (see for instance [15, 23]).
Proposition 3.2. Assume that $(X_0, q_0)$ is not an orbifold point of $\Omega^d M_{g,n}(k)$, and $(\hat{X}_0, \hat{\omega}_0)$ is not an orbifold point of $\Omega^d M_{\hat{g}}(k)$. Let $\mathcal{R} : \mathcal{V} \rightarrow \Omega^d M_{\hat{g}}(k)$ be the map in Proposition 2.7. Then for $\mathcal{V}$ small enough, $\Xi := \Phi \circ \mathcal{R} : \mathcal{V} \rightarrow V_\epsilon$ realizes a biholomorphic map from $\mathcal{V}$ onto an open subset of $V_\epsilon$. As a consequence, $\Xi$ is a holomorphic local chart for $\Omega^d M_{g,n}(k)$.

Proof. Let $T_0$ be a triangulation of $(X_0, q_0)$ whose vertex set is $Z_0 = Z(q_0)$, and all the edges are geodesics of the flat metric defined by $q_0$. It is a classical result that such triangulations always exist (see for instance [14]). In what follows $\mathcal{T}$ will be the triangulation of $M$ induced from $T_0$ via $f_0$.

We identify $H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})$ (resp. $V_\epsilon$) with $V_1$ (resp. $V$) via the map $\eta \mapsto \eta(e), e \in \mathcal{T}^{(1)}$. Define the vector $v_0 \in \mathbb{C}^N$ by

$$v_0(e) = \int_{f_0(e)} \hat{\omega}_0.$$ 

Recall that locally $\Omega^d \hat{M}^G_{g,n}(k)$ can be considered as subset of $\Omega^d M_{\hat{g}}(k)$. Since we have $\Phi \circ \mathcal{R}((X_0, q_0)) = v_0 \in V$, it is enough to show that $\Phi(W \cap \Omega^d \hat{M}^G_{g,n}(k))$ is a neighborhood of $v_0$ in $V$.

For any triangle $\theta \in \mathcal{T}^{(2)}$ and any vector $v \in V$, let $\theta(v)$ denote the triangle in the plane which is formed by the vectors $v(e_1), v(e_2), v(e_3)$, where $e_1, e_2, e_3$ are the sides of $\theta$. We now consider an open neighborhood $U$ of $v_0$ in $V$ such that,

(a) for every $v \in U$ and every triangle $\theta \in \mathcal{T}^{(2)}$, there is an orientation preserving affine map of the plane that sends $\theta(v_0)$ to $\theta(v)$,

(b) for all $k \in \{1, \ldots, d - 1\}$, $U \cap \zeta^k \cdot U = \emptyset$.

For any fixed $v \in U$, we can glue the triangles $\{\theta(v), \theta \in \mathcal{T}^{(2)}\}$ to get a flat surface with conical singularity. Note that the holonomies of this flat surface are all translations, therefore the surface obtained is a translation surface which is defined by a holomorphic 1-form $(\hat{\omega}_0)$. The family of maps $\{\hat{\omega}_0, v \in V\}$ defines a homeomorphism $h_v : \hat{X}_v \rightarrow \hat{X}_v$.

For any $\theta \in \mathcal{T}^{(2)}$, there is a unique affine map $A_\theta(v_0, v) : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ which maps the triangle $\theta(v_0)$ onto the triangle $\theta(v)$ sending each side of $\theta(v_0)$ to the side of $\theta(v)$ corresponding to the same edge of $\mathcal{T}$. The family of maps $\{A_\theta(v_0, v), \theta \in \mathcal{T}^{(2)}\}$ defines a homeomorphism $h_v : \hat{X}_v \rightarrow \hat{X}_v$.

Let $\hat{f}_v := h_v \circ \hat{f}_0 : \hat{M} \rightarrow \hat{X}_v$. By construction, every edge $e \in \mathcal{T}^{(1)}$ is mapped to a geodesic arc of the flat metric defined by $\hat{\omega}_v$, and $v(e) = \int_{f_0(e)} \hat{\omega}_v$. Let $\tau_v = \hat{f}_v \circ T_\zeta \circ \hat{f}_v^{-1} : \hat{X}_v \rightarrow \hat{X}_v$.

For any $\theta \in \mathcal{T}^{(2)}$, let $\theta' \in \mathcal{T}^{(2)}$ be the image of $\theta$ by $T_\zeta$. Since we have $h_v(T_\zeta(e)) = \zeta v(e)$ for all $e \in \mathcal{T}^{(1)}$ (because $v$ satisfies $(S_2)$), it follows that $\theta'(v) = \zeta \cdot \theta(v)$, where $\zeta$ means the rotation of $\mathbb{R}^2 \simeq \mathbb{C}$ corresponding to the multiplication by $\zeta$. Consequently, the homeomorphism $\tau_v : \hat{X}_v \rightarrow \hat{X}_v$ is actually an isometry of the flat metric defined by $\hat{\omega}_v$ on $\hat{X}_v$, it satisfies in particular $\tau_v \cdot \hat{\omega}_v = \zeta \cdot \hat{\omega}_v$. This implies that $(\hat{X}_v, \hat{\omega}_v, \tau_v)$ is an element of $\Omega^d \hat{M}^G_{g,n}(k)$. Clearly, we have $\Phi((\hat{X}_v, \hat{\omega}_v, \tau_v)) = v$. Thus $\Phi(W \cap \Omega^d \hat{M}^G_{g,n}(k))$ contains a neighborhood of $v_0$ in $V$ and the proposition follows. □

Remark 3.3. In general, $\Omega^d M_{g,n}(k)$ and $\Omega^d M_{\hat{g}}(k)$ are not manifolds, so Proposition 3.2 does not apply to every point of $\Omega^d M_{g,n}(k)$. Nevertheless, it is a well known fact that $\Omega^d M_{g,n}(k)$ and $\Omega^d M_{\hat{g}}(k)$ admit finite coverings that are manifolds. Therefore, there exists some finite covering $\Omega^d \hat{M}^G_{g,n}(k)$ of $\Omega^d M_{g,n}(k)$ of which Proposition 3.2 applies to every point, that is the map $\Xi$ defines a holomorphic local chart for $\Omega^d \hat{M}^G_{g,n}(k)$ in a neighborhood of its every point.

In what follows, we will implicitly be working with $\Omega^d \hat{M}^G_{g,n}(k)$. However, to lighten the discussion, by a slight abuse we will use $\Xi$ as local charts in a neighborhood of every point in $\Omega^d M_{g,n}(k)$. 

VOLUME FORMS ON MODULI SPACES OF $d$-DIFFERENTIALS
An immediate consequence of Proposition 3.2 is that \( \dim V_\zeta = \dim V = \dim \Omega^d M_{g,n}(\kappa) \). Thus by the works \([22, 3, 18]\)

**Corollary 3.4.** We have

\[
\dim_{\mathbb{C}} V = \begin{cases} 
2g + n - 1 & \text{if } d = 1, \\
2g + n - 2 & \text{if } d \geq 2.
\end{cases}
\]

In the Appendix A we give an independent proof of this fact using exclusively the triangulation \( \hat{T} \) of \( \hat{M} \) and the action of \( T_\zeta \).

### 3.3. Switching the marking.

To define \( \Xi \), one needs to specify a homeomorphism \( f_0 : (M, \Sigma) \to (X_0, \mathbb{Z}(q_0)) \). The homotopy class of \( f_0 \) will be referred to as a *marking*. The maps \( \Xi \) in Proposition 3.2 provide us with an atlas for \( \Omega^d M_{g,n}(\kappa) \). Transition maps of the atlas correspond to changes of markings.

Consider now another homeomorphism \( f'_0 : M \to X_0 \) such that \( f'_0(s_i) = x_i^0 \), \( i = 1, \ldots, n \). Let \( \Gamma' := \ker(e_0 \circ f'_0) \subset \pi_1(M', *) \), and \( \pi' : \hat{N}' \to M' \) be the covering associated with \( \Gamma' \). There is a compact surface \( \hat{N} \) and a finite subset \( \hat{\Pi} \subset \hat{N} \) such that \( \hat{N}' = \hat{N} \setminus \hat{\Pi} \) and \( \pi' \) extends to a branched covering \( \pi' : \hat{N} \to M \). By definition, \( h := f_0^{-1} \circ f_0 : M \to M \) is a homeomorphism which is identity on the subset \( \Sigma \). In particular, \( h \) restricts to a homeomorphism of \( M' \).

Since we have \( h_\ast(\Gamma') = \Gamma' \), there exists a homeomorphism \( \hat{h} : \hat{M}' \to \hat{N}' \) which lifts \( h \), that is we have the following commutative diagram

\[
\begin{array}{ccc}
\hat{M}' & \longrightarrow & \hat{N}' \\
\downarrow \pi & & \downarrow \pi' \\
M' & \longrightarrow & M'
\end{array}
\]

The map \( \hat{h} \) extends to a homeomorphism \( \hat{h} : \hat{M} \to \hat{N} \) sending \( \hat{\Sigma} \) onto \( \hat{\Pi} \), and hence induces an isomorphism \( \hat{h}^* : H^1(\hat{N}, \hat{\Pi}, \mathbb{C}) \to H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) \). Note that \( \hat{h}^* \) restricts to isomorphisms between \( H^1(\hat{N}, \hat{\Pi}, \mathbb{Z}) \) and \( H^1(\hat{M}, \hat{\Sigma}, \mathbb{Z}) \), and between \( H^1(\hat{N}, \mathbb{Z}) \) and \( H^1(\hat{M}, \mathbb{Z}) \) respectively.

Let \( \alpha' \in \pi_1(M', *) \) be an element such that \( e_0(f'_0(\alpha')) = \zeta \in \mathbb{Z}/d\mathbb{Z} \). Then \( \alpha' \) gives rise to a homeomorphism \( T'_\zeta : \hat{N} \to \hat{N} \) preserving the set \( \hat{\Pi} \) which satisfies \( \pi' \circ T'_\zeta = \pi' \), and \( T'^d_\zeta = \text{id} \). Let \( V'_\zeta := \ker(T'_\zeta - \zeta \text{id}) \subset H^1(\hat{N}, \hat{\Pi}, \mathbb{C}) \).

Since \( T'_\zeta \) (resp. \( T'^d_\zeta \)) preserves \( H^1(\hat{M}, \hat{\Sigma}, \mathbb{Z}) \) (resp. \( H^1(\hat{N}, \hat{\Pi}, \mathbb{Z}) \)), there is a basis of \( V_\zeta \) (resp. of \( V'_\zeta \)) consisting of elements in \( V_\zeta \cap H^1(\hat{M}, \hat{\Sigma}, \mathbb{Q}(\zeta)) \) (resp. in \( V'_\zeta \cap H^1(\hat{N}, \hat{\Pi}, \mathbb{Q}(\zeta)) \)).

**Lemma 3.5.** The map \( \hat{h}^* \) restricts to an isomorphism \( \hat{h}^* : V'_\zeta \to V_\zeta \) which maps \( V'_\zeta \cap H^1(\hat{N}, \hat{\Pi}, \mathbb{Q}(\zeta)) \) onto \( V_\zeta \cap H^1(\hat{M}, \hat{\Sigma}, \mathbb{Q}(\zeta)) \).

**Proof.** Let \( \alpha = h_\ast^{-1}(\alpha') \in \pi_1(M', *) \). By assumption, we have \( e_0(f_0(\alpha)) = e_0(f'_0(\alpha')) = \zeta \). Thus \( \alpha \) gives rise to the homeomorphism \( T'_\zeta : \hat{M} \to \hat{M} \). By construction, we have \( \hat{h} \circ T'_\zeta = T'_\zeta \circ \hat{h} \). Thus \( \hat{h}^* \) restricts to an isomorphism between \( \ker(T'_\zeta - \zeta \text{id}) \subset H^1(\hat{N}, \hat{\Pi}, \mathbb{C}) \) and \( \ker(T'_\zeta - \zeta \text{id}) \subset H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) \). The last assertion follows from the fact that \( \hat{h}^* \) maps \( H^1(\hat{N}, \hat{\Pi}, \mathbb{Q}(\zeta)) \) onto \( H^1(\hat{M}, \hat{\Sigma}, \mathbb{Q}(\zeta)) \). \( \square \)
In the case $\Gamma' = \Gamma$, the surfaces $\hat{N}$ and $\hat{M}$ are identified, and we have

**Lemma 3.6.** Suppose that $\Gamma' = \Gamma$. Then there exists a generator $\zeta'$ of $\mathbb{Z}/d\mathbb{Z}$ such that $V'_\zeta = V'_{\zeta'} \subset H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})$, where $V'_\zeta = \ker(T_{\zeta} - \zeta' \text{Id})$. Furthermore, $V'_\zeta = V'_{\zeta'}$ if and only if $\varepsilon_0 \circ f_{0*} = \varepsilon_0 \circ f_{0*}$.

**Proof.** By definition, we have $\pi_1(M', *)/\Gamma \simeq \mathbb{Z}/d\mathbb{Z}$ with the identification given by $\varepsilon_0 \circ f_{0*}$. Let $\alpha \in \pi_1(M', *)$ be an element such that $\varepsilon_0(f_{0*}(\alpha)) = \zeta$ and $\alpha' = h_*(\alpha)$. Note that $\varepsilon_0(f_{0*}(\alpha')) = \varepsilon_0(f_{0*}(\alpha)) = \zeta$. By assumption, $\alpha$ is a generator of $\pi_1(M', *)/\Gamma \simeq \mathbb{Z}/d\mathbb{Z}$, there exists $k \in \mathbb{Z}$ such that $\alpha' = \alpha^k \mod \Gamma$. Since $h_* : \pi_1(M', *) \to \pi_1(M', *)$ is an isomorphism which preserves $\Gamma$, it induces an isomorphism of $\mathbb{Z}/d\mathbb{Z}$. Therefore, $\alpha'$ is also a generator of $\pi_1(M', *)/\Gamma$, which means that $\gcd(k, d) = 1$. By definition, $T_{\zeta}$ and $T_{\zeta'}$ are the automorphisms of the covering $\pi : M' \to M'$ associated with $\alpha$ and $\alpha'$ respectively. Therefore, we have $T'_{\zeta} = T'_{\zeta'}$.

Let $\zeta' = h^{-1}_*(\zeta)$. Then $\zeta'$ is a generator of $\mathbb{Z}/d\mathbb{Z}$ and $\zeta'^k = \zeta$. Now

$$V'_{\zeta} := \ker(T'_{\zeta} - \zeta' \text{Id}) = \ker(T_{\zeta} - \zeta \text{Id}) = \ker(T_{\zeta} - \zeta' \text{Id}) = V'_{\zeta}$$

and the first assertion follows. For the second assertion, it is enough to observe that $\zeta' = \zeta$ if and only if $h_*$ is identity on $\mathbb{Z}/d\mathbb{Z}$. \hfill $\Box$

An immediate consequence of Lemma 3.6 is the following

**Corollary 3.7.** The atlas given by the maps $\Xi$ in Proposition 2.2 defines a structure of affine complex orbifold on $\Omega^dM_{g,n}(\kappa)$.

4. PROJECTION TO ABSOLUTE COHOMOLOGY

Let $(X_0, q_0) \in \Omega^dM_{g,n}(\kappa)$. Let $Z_0 = \{ x_1^0, \ldots, x_n^0 \}$ denote the set of zeros and poles of $q_0$, the order of $q_0$ at $x_i^0$ is $k_i$. Let $f_0 : M \to X_0$ be a homeomorphism sending $s_i$ to $x_i^0$, $i = 1, \ldots, n$ (the homotopy class of the map $f_0$ is a marking of $(X_0, Z_0)$). Let $\varepsilon_0, \Gamma, \hat{M}, \hat{\Sigma}, T_{\zeta}$ be as in Section 2.

Let $p : H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) \to H^1(\hat{M}, \mathbb{C})$ be the natural projection, that is for any $\eta \in H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})$, $p(\eta)$ is the restriction of $\eta$ to the cycles in $H_1(\hat{M}, \mathbb{Z})$. We have the following exact sequence

$$0 \to H^0(\hat{M}, \mathbb{C}) \to H^0(\hat{\Sigma}, \mathbb{C}) \to H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) \overset{p}{\to} H^1(\hat{M}, \mathbb{C}) \to 0. \tag{10}$$

Since $T_{\zeta}$ is a homeomorphism of $\hat{M}$ preserving the set $\hat{\Sigma}$, its actions on the cohomology spaces in (10) are equivariant. Thus, using the fact that $T_{\zeta}$ has finite order, we get the following exact sequence

$$0 \to H^0(\hat{M}, \mathbb{C})_\zeta \to H^0(\hat{\Sigma}, \mathbb{C})_\zeta \to H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})_\zeta = V'_\zeta \to H^1(\hat{M}, \mathbb{C})_\zeta \to 0 \tag{11}$$

where the subscript $\cdot_\zeta$ means the $\zeta$-eigenspace of the action of $T_{\zeta}$ on the corresponding space. As an immediate consequence, we get

**Lemma 4.1.** Let $H_{\zeta} = \ker(T_{\zeta} - \zeta \text{Id}) \subset H^1(\hat{M}, \mathbb{C})$. Then we have $H_{\zeta} = p(V'_{\zeta})$.

Let $r = \text{card}(\{k_1, \ldots, k_n\} \cap (d\mathbb{Z}))$. We can suppose that $k_i \in d\mathbb{Z}$ if and only if $i \in \{1, \ldots, r\}$. Our goal now is to show

**Proposition 4.2.** For $i = 1, \ldots, r$, pick a point $\hat{s}_i$ in $\pi^{-1}(\{s_i\})$. Let $c_i$ be a path from $\hat{s}_i$ to $T_{\zeta}(\hat{s}_i)$. If $d \geq 2$, then we have

$$\dim \ker p \cap V_{\zeta} = r,$$

and there is a basis $\{\eta_1, \ldots, \eta_r\}$ of $\ker p \cap V_{\zeta}$ such that $\eta_j(c_i) = (\zeta - 1)\delta_{ij}$. 

Remark 4.3.

- This result has been known to Veech (see [22 Sect. 8]), we will provide here an independent proof adapted to our setting.
- In the case $d = 1$ we have $r = n$, $(\hat{M}, \hat{\Sigma}) = (M, \Sigma)$, and $V_\zeta = H^1(M, \Sigma, \mathbb{C})$. In particular, $\dim \ker p = n - 1 = r - 1$.

Proof. Since $d > 1$, we have $\zeta \neq 1$, hence $H^0(\hat{M}, \mathbb{C})_\zeta = \{0\}$. Thus the exact sequence (11) implies the following

\[(12) \quad 0 \rightarrow H^0(\hat{\Sigma}, \mathbb{C})_\zeta \rightarrow V_\zeta \rightarrow H_\zeta \rightarrow 0\]

which means that $\ker p \cap V_\zeta = \ker p|_{V_\zeta} = H^0(\hat{\Sigma}, \mathbb{C})_\zeta$.

For $i = 1, \ldots, n$, let $\delta_i$ be an element of $\pi_1(M', \ast)$ represented by a loop freely homotopic to the boundary of a small disc about $s_i$. Since $x_i^0$ is a zero of order $k_i$ of $q_0$, we have $e_0 \circ f_0_\ast(\delta_i) = e^{2\pi i k_i} \approx k_i \in \mathbb{Z} / d \mathbb{Z}$. Let $n_i = \gcd(d, k_i)$.

Note that the order of $k_i$ in $\mathbb{Z} / d \mathbb{Z}$ is $d / n_i$. It follows that $n_i = \text{card}(\pi^{-1}((s_i)))$.

Consider an element $\eta \in H^0(\hat{\Sigma}, \mathbb{C})_\zeta$. We first show that $\eta(\hat{s}_i) = 0$ for all $i = r + 1, \ldots, n$. Indeed, by assumption, we have $k_i \neq 0 \mod d$. Thus $n_i < d$. Hence

$$\zeta^n \eta(\hat{s}_i) = T_\zeta^{n \ast} \eta(\hat{s}_i) = \eta(T_\zeta^{n \ast} (\hat{s}_i)) = \eta(\hat{s}_i).$$

Since $\zeta^n \neq 1$, we must have $\eta(\hat{s}_i) = 0$.

Since $\eta(T_\zeta(\hat{s})) = \zeta \eta(\hat{s})$ for all $\hat{s} \in \hat{\Sigma}$, we see that $\eta$ is uniquely determined by $(\eta(\hat{s}_1), \ldots, \eta(\hat{s}_r))$. Therefore, a basis of $H^0(\hat{\Sigma}, \mathbb{C})_\zeta$ is given by $\{\eta_1, \ldots, \eta_r\}$, where for $i \in 1, \ldots, n$, $k \in 0, \ldots, d - 1$,

$$\eta_j(T_\zeta^k (\hat{s}_i)) = \begin{cases} \zeta^k & \text{if } i = j, \\ 0 & \text{otherwise.} \end{cases}$$

Consider $\{\eta_1, \ldots, \eta_r\}$ as elements of $H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})$. We have

$$\eta_j(c_i) = \eta_j(T_\zeta(\hat{s}_i)) = \eta_j(\hat{s}_i) = (\zeta - 1)\delta_{ij}$$

as desired. \qed

5. Volume form

5.1. The intersection form. On $H^1(\hat{M}, \mathbb{C})$ we have a natural Hermitian form $(\cdot, \cdot)$ defined as follows: let $(a_1, \ldots, a_\hat{g}, b_1, \ldots, b_\hat{g})$ be a symplectic basis of $H_1(\hat{M}, \mathbb{Z})$. For $\eta, \mu \in H^1(\hat{M}, \mathbb{C})$, we have

\[(13) \quad (\eta, \mu) = \frac{i}{2} \sum_{j=1}^{\hat{g}} \left( \eta(a_j)\mu(b_j) - \eta(b_j)\mu(a_j) \right).\]

It is well known that $(\cdot, \cdot)$ has signature $(\hat{g}, \hat{g})$, and is preserved by all homeomorphisms of $\hat{M}$.

Lemma 5.1. The restriction of $(\cdot, \cdot)$ to $H_\zeta$ is non-degenerate.
Proof. Let $H^\perp_\ell$ denote the orthogonal complement of $H_\xi$ with respect to $(.,.)$. Since $(.,.)$ is non-degenerate on $H^1(\hat{M},\mathbb{C})$, we have $\dim H^1(\hat{M},\mathbb{C}) = \dim H_\xi + \dim H^\perp_\ell$. Let $\lambda_0 = \zeta, \lambda_1, \ldots, \lambda_\ell$ be the eigenvalues of $T_\xi$. Since $T_\xi$ has finite order, it is diagonalizable, hence we can write

$$H^1(\hat{M},\mathbb{C}) = \oplus_{i=0}^\ell E_{\lambda_i}$$

where $E_{\lambda_i}$ is the eigenspace of $\lambda_i$. Since $T_\xi$ preserves $(.,.)$, we have $E_{\lambda_i} \subseteq E^\perp_{\lambda_0} = H^\perp_\ell$, for all $i = 1, \ldots, \ell$. Thus $\oplus_{i=1}^\ell E_{\lambda_i} \subseteq H^\perp_\ell$. But we have

$$\dim \oplus_{i=1}^\ell E_{\lambda_i} = \dim H^1(\hat{M},\mathbb{C}) - \dim H_\xi = \dim H^\perp_\ell.$$ 

Therefore $\oplus_{i=1}^\ell E_{\lambda_i} = H^\perp_\ell$, which means that

$$H^1(\hat{M},\mathbb{C}) = H_\xi \oplus H^\perp_\ell.$$ 

Hence the restriction of $(.,.)$ on $H_\xi$ is non-degenerate. $\square$

Let $\theta$ denote the imaginary part of $(.,.)$. By definition, $\theta$ is a real 2-form on $H^1(\hat{M},\mathbb{C})$. As an immediate consequence of Lemma 5.1 we get

Corollary 5.2. The restriction of $\theta$ to $H_\xi$ is non-degenerate. Hence $\theta^{\dim_{\mathbb{C}} H_\xi}$ is a volume form on $H_\xi$.

5.2. Definition of the volume form $d\text{vol}$. Recall that $\dim \Omega^d M_{g,n}(\kappa) = \dim V_\xi = N$. Let $r$ be the number of indices $i \in \{1, \ldots, n\}$ such that $d$ divides $k_i$. We assume that $k_i \in d\mathbb{Z}$ if and only if $i \in \{1, \ldots, r\}$.

In what follows, given an element $c \in H^1(\hat{M}, \hat{\Sigma}, \mathbb{Z})$, we will consider $c$ as an element of $H^1(\hat{M}, \hat{\Sigma}, \mathbb{C})^\ast$. Denote by $c^\xi$ the restriction of $c$ to $V_\xi$.

Lemma 5.3. Let $\delta_i$ and $c_i$, $i = 1, \ldots, r$, be as in Proposition 4.2. Then the $(N,N)$-form

$$\Theta_\xi := \frac{1}{(N-r)!} \left(\begin{array}{c} N \\ r \end{array}\right) p^* g^{N-r} \wedge c^\xi_1 \wedge \cdots \wedge c^\xi_r$$

is a volume form on $V_\xi$ which does not depend on the choices of $\delta_i$ and $c_i$.

Proof. By Lemma 4.1 and Proposition 4.2 we have

$$\dim_{\mathbb{C}} H_\xi = \dim_{\mathbb{C}} p(V_\xi) = N - r.$$ 

Therefore, there are $(N-r)$ cycles $b_1, \ldots, b_{N-r} \in H^1(\hat{M},\mathbb{Z})$ such that the map $H_\xi \rightarrow \mathbb{C}^{N-r}, \eta \mapsto (\eta(b_1), \ldots, \eta(b_{N-r}))$ is an isomorphism. This means that $(b^\xi_1, \ldots, b^\xi_{N-r})$ form a basis of $H^\perp_\xi$. Hence for any $c \in H^1(\hat{M},\mathbb{Z})$, $c^\xi$ is a linear combination of $b^\xi_1, \ldots, b^\xi_{N-r}$. Note that since $b^\xi_1, \ldots, b^\xi_{N-r}$ are independent in $H^\perp_\xi$, they are also independent in $V^\ast_\xi$.

By Corollary 5.2, $g^{N-r}$ is a volume form on $H_\xi$. Therefore, there is a nonzero constant $\lambda \in \mathbb{R}^\ast$ such that

$$p^* g^{N-r} = \lambda \cdot \left(\frac{1}{2}\right)^{(N-r)/2} b^\xi_1 \wedge \cdots \wedge b^\xi_{N-r} \wedge b^\xi_{N-r}.$$ 

By Proposition 4.2 we know that there is a basis $c_1, \ldots, c_r$ of $\ker p \cap V_\xi$ such that $\eta(b_i) = (\zeta - 1)\delta_1$. This means that $(c^\xi_1, \ldots, c^\xi_r)$ is independent on $V^\ast_\xi$. Moreover, $c^\xi_i$ does not belong to $\text{Span}(b^\xi_1, \ldots, b^\xi_{N-r})$ since we have $\eta(c_i) \neq 0$, while $\eta(b_1) = \cdots = \eta(b_{N-r}) = 0$. Therefore $(b^\xi_1, \ldots, b^\xi_{N-r}, c^\xi_1, \ldots, c^\xi_r)$ is a basis of $V^\ast_\xi$. Thus we have
\[ \Theta_\zeta = \frac{1}{(N-r)!} \left( \frac{1}{2} \right)^r p^* \theta^{N-r} \wedge c^\zeta_1 \wedge \cdots \wedge c^\zeta_r \]

\[ = \frac{\lambda}{(N-r)!} \left( \frac{1}{2} \right)^N b^\zeta_1 \wedge B^\zeta_1 \wedge \cdots \wedge b^\zeta_{N-r} \wedge B^\zeta_{N-r} \wedge c^\zeta_1 \wedge \cdots \wedge c^\zeta_r \wedge \bar{c}^\zeta_r. \]

In particular, \( \Theta_\zeta \) is a volume form on \( V_\zeta \).

We now show that \( \Theta_\zeta \) does not depend on the choice of \( c_i \). Let \( c'_i \) be another path from \( \hat{s}_i \) to \( T_\zeta(\hat{s}_i) \).

Then we can write \( c_i = c'_i + a_i \), for some \( a_i \in H_1(\tilde{M}, \mathbb{Z}) \). Restricting to \( V_\zeta \) gives \( c^\zeta_i = c'^\zeta_i + a^\zeta_i \). Since \( a^\zeta_i \) must be a linear combination of \((b^\zeta_1, \ldots, b^\zeta_{N-r})\), we get

\[ \Theta_\zeta = \frac{1}{(N-r)!} \left( \frac{1}{2} \right)^r p^* \theta^{N-r} \wedge (c^\zeta_1 + a^\zeta_1) \wedge (c^\zeta_i + a^\zeta_i) \wedge \left( \bigwedge_{j \neq i} c^\zeta_j \wedge \bar{c}^\zeta_j \right) \]

\[ = \frac{1}{(N-r)!} \left( \frac{1}{2} \right)^N b^\zeta_1 \wedge b^\zeta_1 \wedge \cdots \wedge b^\zeta_{N-r} \wedge b^\zeta_{N-r} \wedge c^\zeta_1 \wedge \cdots \wedge c^\zeta_r \wedge \bar{c}^\zeta_r. \]

Finally, if we replace \( \hat{s}_i \) by another point \( \hat{s}'_i \) in \( \pi^{-1}(s_i) \), then there exists \( k \in \{0, \ldots, d-1\} \) such that \( \hat{s}'_i = T^k_\zeta(\hat{s}_i) \). It follows that \( c'_i := T^k_\zeta(c_i) \) is a path from \( \hat{s}'_i \) to \( T_\zeta(\hat{s}'_i) \). Observe that \( c'^\zeta_i = \zeta^k c^\zeta_i \).

Thus
\[ c_i^\zeta \wedge \bar{c}^\zeta_i = c_i^\zeta \wedge \bar{c}^\zeta_i, \]

and the lemma follows. \( \square \)

**Proposition 5.4.** For any \( d > 1 \), the \( (N,N) \)-form \( \Theta := \frac{\Theta_\zeta}{1 - g^2} \) on \( V_\zeta \) gives rise to a well defined volume form \( dvol \) on \( \Omega^d M_{g,n}(k) \) that is parallel with respect to the affine manifold structure. Moreover, \( dvol \) does not depend on the choice of \( \zeta \).

**Proof.** Any point \((X_0, q_0)\) in \( \Omega^d M_{g,n}(k) \) has a neighborhood that can be identified with an open subset of \( V_\zeta \) by the local chart defined in Proposition 3.2. Since \( \Theta \) is a volume form on \( V_\zeta \), by Lemma 5.3, it induces a volume form \( dvol \) on a neighborhood of \((X_0, q_0)\). It remains to show that \( dvol \) is invariant under the coordinate changes of \( \Omega^d M_{g,n}(k) \).

Recall that the transition maps of local charts defined by the maps \( \Xi \) (see Proposition 3.2) arise from homotopy classes of homeomorphisms of the pair \((M, \Sigma)\). Fix a homeomorphism \( f_0 : (M, \Sigma) \to (X_0, Z(q_0)) \). Let \( h : (M, \Sigma) \to (M, \Sigma) \) be a homeomorphism of \( M \) that is identity on the set \( \Sigma \). We can suppose that \( h \) fixes the base point of \( \pi_1(M', *) \). Let \( f'_0 := f_0 \circ h^{-1} : (M, \Sigma) \to (X_0, Z(q_0)) \), and \( \Gamma' = h_*(\Gamma) = ker(e_0 \circ f'_0) \).

Let \( \pi' : (\tilde{N}, \tilde{\Pi}) \to (M, \Sigma) \) be the cyclic coverings associated with \( \Gamma' \), and \( T'_\zeta : (\tilde{N}, \tilde{\Pi}) \to (\tilde{N}, \tilde{\Pi}) \) be the covering automorphism of \( \pi' \) associated with \( \zeta \). By construction, \( h \) lifts to a homeomorphism \( \hat{h} : (\tilde{M}, \tilde{\Sigma}) \to (\tilde{N}, \tilde{\Pi}) \) such that \( h \circ \pi = \pi' \circ \hat{h} \), and \( T'_\zeta = \hat{h} \circ T_\zeta \circ \hat{h}^{-1} \). It follows that \( \hat{h}^* \) restricts to an isomorphism from \( V'_\zeta \) to \( ker(T'_\zeta - \zeta)(1d) \subset H^1(\tilde{N}, \tilde{\Pi}, \mathbb{C}) \) onto \( V_\zeta \).

Let \( \theta' \) denote the symplectic forms on \( H^1(\tilde{N}, \mathbb{C}) \) which is induced by the intersection form on \( H_1(\tilde{N}, \mathbb{Z}) \). Since the intersection forms on \( H_1(\tilde{N}, \mathbb{Z}) \) and \( H_1(M, \mathbb{Z}) \) are equivariant under \( \hat{h} \), we have
\[ \dot{h}_s \theta = \theta' \]. Note that \( \dot{h}^* \) commutes with the projection \( p \) (since \( \dot{h} \) sends \( H_1(\dot{M}, \mathbb{Z}) \) bijectively onto \( H_1(\hat{N}, \mathbb{Z}) \)). Therefore, we have

\[ \dot{h}_s(p^* \theta^{N-r}) = p^* \theta^{N-r}. \]

Let \( s_i' := \dot{h}(s_i) \), for \( i = 1, \ldots, r \). Since \( T'_\xi = \hat{h} \circ T_{\xi} \circ \hat{h}^{-1}, c'_i := \dot{h}(c_i) \) is a path from \( s_i' \) to \( T'_\xi(s_i') \). It is straightforward to check that \( \dot{h}_s \Theta_\xi = \Theta'_\xi \). Therefore, \( \Theta := \frac{\theta_{\xi}}{1 - \xi^2} \) gives a well defined volume form \( d\text{vol} \) on \( \Omega^d M_{g,n}(\kappa) \). Since \( d\text{vol} \) is given by constant volume forms in the local charts by \( \Xi \), it is parallel with respect to the affine complex orbifold structure of \( \Omega^d M_{g,n}(\kappa) \).

It remains to show that \( d\text{vol} \) is independent of the choice of the primitive \( d \)-th root \( \xi \) of unity. Let \( \xi' \) be another primitive \( d \)-th root of unity. There exists \( k \in \mathbb{N} \) such that \( \xi' = \xi^k \). The covering automorphism of \( \pi : (\hat{M}, \hat{\Sigma}) \to (M, \Sigma) \) associated with \( \xi' \) is \( T_{\xi'} := T_{\xi}^k \), and the \( \xi' \)-eigenspace of \( T_{\xi'} \) in \( H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) \) is precisely \( V_{\xi'} \).

Let \( c'_i \) be a path from \( s_i \) to \( T_{\xi'}(s_i) = T_{\xi}^k(s_i) \). The volume form associated with \( \xi' \) is then defined by

\[ \Theta_{\xi'} = \frac{1}{(N-r)!} \left( \frac{t}{2} \right)^r p^* \theta^{N-r} \wedge \left( \bigwedge_{i=1}^r c'_i \wedge c'_i \right). \]

Since \( T_{\xi}^{-1}(c_i) \ast \cdots \ast T_{\xi}(c_i) \ast c_i \) is also a path from \( s_i \) to \( T_{\xi}^k(s_i) \), there exists \( a \in H_1(\hat{M}, \mathbb{Z}) \) such that

\[ c'_i = (1 + \cdots + \xi^{k-1})c_i + a' = \frac{1 - \xi'}{1 - \xi} c_i + d'. \]

Therefore,

\[ \Theta_{\xi'} = \frac{1}{(N-r)!} \frac{|1 - \xi'|^{2r}}{|1 - \xi|^{2r}} \left( \frac{t}{2} \right)^r p^* \theta^{N-r} \wedge \left( \bigwedge_{i=1}^r c_i \wedge c_i \right) \]

\[ = \frac{|1 - \xi'|^{2r}}{|1 - \xi|^{2r}} \Theta_{\xi} \]

that is

\[ \frac{\Theta_{\xi'}}{|1 - \xi'|^{2r}} = \frac{\Theta_{\xi}}{|1 - \xi|^{2r}}. \]

This implies that the volume form \( d\text{vol} \) does not depend on the choice of \( \xi \).

\[ \square \]

**Remark 5.5.** Having in mind the exact sequence (12), we have an alternative way to define the volume form \( \Theta \) as follows: we define a Hermitian metric on \( H^0(\hat{\Sigma}, \mathbb{C})_\xi \) by declaring the family \( \{\eta_1, \ldots, \eta_r\} \) in Proposition 4.2 is an orthonormal basis with respect to this metric. We remark that this metric does not depend on the choice of \( \dot{s}_i \) in \( \pi^{-1}((s_i)) \). This is because a different choice of \( \dot{s}_i \) results in multiplying \( \eta_i \) by a \( d \)-th root of unity. By the same reason, it does not depend on the choice of \( \xi \) either. Let \( \dot{\theta} \) be the volume form on \( H^0(\hat{\Sigma}, \mathbb{C})_\xi \) associated to this metric. The volume forms \( \dot{\theta} \) on \( H^0(\hat{\Sigma}, \mathbb{C})_\xi \) and \( \frac{1}{(N-r)!} \theta^{N-r} \) on \( H_\xi \) then induce a volume form on \( V_\xi \) via the exact sequence (12). It is straightforward to check that this volume form coincides with \( \Theta \).  

\[ ^1 \text{The author thanks the anonymous referee for suggesting this definition.} \]
5.3. Volume form in the case Abelian differentials. In the case $d = 1$, we have $(\hat{M}, \hat{\Sigma}) = (M, \Sigma)$, $V_\zeta = H^1(M, \Sigma, \mathbb{C}), H_\zeta = H^1(M, \mathbb{C})$. For $i = 1, \ldots, n - 1$, let $c_i$ be a path from $s_i$ to $s_n$. Then $(c_1, \ldots, c_{n-1})$ is an independent family in $H_1(M, \Sigma, \mathbb{C}) \cong H^1(M, \Sigma, \mathbb{C})$. The following proposition follows from the same arguments as Proposition 5.4.

Proposition 5.6. For $d = 1$, the form
\[
\Theta = \frac{1}{(2\pi i)^{n-1}} p^* \theta^{2n} \wedge \left( \bigwedge_{i=1}^{n-1} c_i \wedge \xi_i \right)
\]
on $H^1(M, \Sigma, \mathbb{C})$ gives rise to a well defined volume form $d\text{vol}$ on $\Omega M_{g,n}(\kappa)$.

5.4. Volume form on the projectivization. We now give the definition of the volume form $d\text{vol}_1$ on $\mathbb{P}\Omega^d M_{g,n}(\kappa)$. Let $V_\zeta^+$ denote the set $\{\eta \in V_\zeta : (\eta, \eta) > 0\}$. If $\eta = \Xi(X, q) = \Xi_{\zeta}(X, q)$ for some $(X, q) \in \Omega^d M_{g,n}(\kappa)$, where $\Xi$ is the map defined in Proposition 5.2, then we have
\[
(\eta, \eta) = \frac{1}{2} \int_X \omega \wedge \overline{\omega} > 0.
\]
Thus $\eta \in V_\zeta^+$. Let $pr : V_\zeta \to \mathbb{P}V_\zeta$ be the projectivization map of $V_\zeta$, and $\mathbb{P}V_\zeta^+$ be the image of $V_\zeta^+$ under $pr$. By definition, $pr \circ \Xi$ maps an open neighborhood of $(X, q)$ onto an open subset of $\mathbb{P}V_\zeta^+$. Consequently, $\Xi$ induces a biholomorphic map $\hat{\Xi}$ from a neighborhood of $\mathbb{C}^* \cdot (X, q)$ in $\mathbb{P}\Omega^d M_{g,n}(\kappa)$ onto an open subset of $\mathbb{P}V_\zeta^+$. We will use $\hat{\Xi}$ as local charts for $\mathbb{P}\Omega^d M_{g,n}(\kappa)$.

Let $\mu_\Theta$ denote the measure on $V_\zeta$ which is defined by $\Theta$. Namely, $\mu_\Theta(U) = \int_U \Theta$, for all open subset $U$ of $V_\zeta$. The measure $\mu_\Theta$ induces a measure $\mu_\Theta^1$ on $\mathbb{P}V_\zeta^+$ as follows: given an open subset $B$ of $\mathbb{P}V_\zeta^+$, let $C(B)$ be the cone above $B$ in $V_\zeta$, that is $C(B) = \text{pr}^{-1}(B)$. Let
\[
C_1(B) = \{\eta \in C(B), 0 < (\eta, \eta) \leq 1\} \subset V_\zeta^+.
\]
We then define
\[
(14) \quad \mu_\Theta^1(B) := \frac{1}{d} \cdot \mu_\Theta(C_1(B)).
\]
The factor $\frac{1}{d}$ is introduced to take into account the fact for each $(X, q) \in \Omega^d M_{g,n}(\kappa)$, there are $d$ holomorphic 1-forms $\omega$ on $\hat{X}$ such that $\omega^d q = \omega_\zeta^d$. By a direct computation, one can see that $\mu_\Theta^1$ is actually given by a volume form $\Theta_1$ on $\mathbb{P}V_\zeta^+$. Since $\mathbb{P}\Omega^d M_{g,n}(\kappa)$ are locally identified with $\mathbb{P}V_\zeta^+$, $\Theta_1$ provides us with a volume form $d\text{vol}_1$ on $\mathbb{P}\Omega^d M_{g,n}(\kappa)$.

5.5. Comparison with Masur-Veech volumes. For $d \in \{1, 2, 3, 4, 6\}$, there exists another natural volume form on $\Omega^d M_{g,n}(\kappa)$ that we now describe. Recall that if $A$ is a $\mathbb{Z}$-module, then $H^1(\hat{M}, \hat{\Sigma}, A)$ is the space of morphisms of $\mathbb{Z}$-modules $\eta : H_1(\hat{M}, \hat{\Sigma}, \mathbb{Z}) \to A$. Let
\[
\Lambda_\zeta = \begin{cases} 
V_\zeta \cap H^1(\hat{M}, \hat{\Sigma}, \mathbb{Z} \oplus \mathbb{Z}) & \text{if } d \in \{1, 2, 4\}, \\
V_\zeta \cap H^1(\hat{M}, \hat{\Sigma}, \mathbb{Z}[\zeta]) & \text{if } d \in \{3, 6\}.
\end{cases}
\]
Since $V_\zeta$ is defined over $\mathbb{Q}(\zeta)$, $\Lambda_\zeta$ is a lattice of $V_\zeta$. There is unique volume form on $V_\zeta$ proportional to the Lebesgue measure such that the co-volume of $\Lambda_\zeta$ is 1. Since the transition maps of the local charts by period mappings preserve $\Lambda_\zeta$, this volume form gives a well defined volume form on $\Omega^d M_{g,n}(\kappa)$, that will be referred to as the Masur-Veech measure and denoted by $d\text{vol}^\Lambda$. Consequently, one can
Proposition 5.7. For each stratum $\Omega^d \mathcal{M}_{g,n}(\kappa)$ with $d \in \{1, 2, 3, 4, 6\}$, there is a real constant $\lambda$ such that $d\text{vol} = \lambda d\text{vol}^*$. 

In the remainder of this section, we investigate the possible values of the constant $\lambda$.

Proposition 5.8. For any stratum $\Omega \mathcal{M}_{g,n}(\kappa)$ of Abelian differentials in genus $g$, we have

$$\frac{d\text{vol}}{d\text{vol}^*} = \frac{(-1)^g}{2^{2g}}.$$ 

Proof. In this case $(\hat{\mathcal{M}}, \hat{\Sigma}) = (\mathcal{M}, \Sigma), V_\kappa = H^1(\mathcal{M}, \Sigma, \mathbb{C}), N = 2g + n - 1$, and $\Lambda_\kappa = H^1(\mathcal{M}, \Sigma, \mathbb{Z} \oplus i\mathbb{Z})$. Fix a symplectic basis $\{a_1, \ldots, a_g, b_1, \ldots, b_q\}$ of $H_1(\mathcal{M}, \mathbb{Z})$, and let $c_1, \ldots, c_{n-1}$ be a family of paths joining $s_n$ to $s_1, \ldots, s_{n-1}$ respectively. We identify $H^1(\mathcal{M}, \Sigma, \mathbb{C})$ with $\mathbb{C}^{2g+n-1}$ by the mapping $\eta \mapsto (\eta(a_1), \ldots, \eta(a_g), \eta(b_1), \ldots, \eta(b_q), \eta(c_1), \ldots, \eta(c_{n-1}))$. Let $(z_1, \ldots, z_{2g+n-1})$ be the canonical complex coordinates of $\mathbb{C}^{2g+n-1}$. We will write $z_j = x_j + iy_j$, with $x_j, y_j \in \mathbb{R}$. We then have

$$d\text{vol}^* = dx_1dy_1 \cdots dx_{2g+n-1}dy_{2g+n-1}.$$ 

In the coordinates $(z_1, \ldots, z_{2g+n-1})$, the intersection form $(.,.)$ is given by

$$H := \frac{1}{2} \sum_{j=1}^{g} (dz_j \otimes d\bar{z}_{g+j} - dz_{g+j} \otimes d\bar{z}_j).$$

It follows that

$$\vartheta = \text{Im} H = \frac{1}{4} \sum_{j=1}^{g} (dz_j \wedge d\bar{z}_{g+j} - dz_{g+j} \wedge d\bar{z}_j).$$

Hence

$$\frac{1}{(2g)!} \left( \frac{1}{2} \right)^{2g} \left( \frac{1}{2} \right)^{2g+n-1} \cdot \left( \frac{1}{2} \right)^{2g+n-1} \sum_{i=2g+1}^{2g+n-1} dz_i \wedge d\bar{z}_i = \frac{1}{4^{2g}} \left( \frac{1}{2} \right)^{2g} \left( \frac{1}{2} \right)^{2g+n-1} \sum_{i=2g+1}^{2g+n-1} dz_i \wedge d\bar{z}_i = \frac{1}{4^{2g}} 2^{2g} (-1)^g dx_1dy_1 \cdots dx_{2g+n-1}dy_{2g+n-1} = \frac{(-1)^g}{2^{2g}} d\text{vol}^*.$$ 

Thus we have $\frac{d\text{vol}}{d\text{vol}^*} = \frac{(-1)^g}{2^{2g}}$. 

\[\square\]

Proposition 5.9. For $d \in \{2, 3, 4, 6\}$, we have

- if $d \in \{2, 4\}$ then $\frac{d\text{vol}}{d\text{vol}^*} \in \mathbb{Q}$,
- if $d \in \{3, 6\}$ then $\frac{d\text{vol}}{d\text{vol}^*} \in (\sqrt{3})^g \cdot \mathbb{Q}$.
**Proof.** Let \((a_1, \ldots, a_{\hat{g}}, b_1, \ldots, b_{\hat{g}})\) be a symplectic basis of \(H_1(\hat{M}, \mathbb{Z})\). For \(i = 1, \ldots, r\), let \(c_i\) be as in Proposition 4.2. Note that \(\{c_1, \ldots, c_r\}\) are independent in \(H_1(\hat{M}, \mathbb{S}, \mathbb{C})\), and

\[
\text{Span}(a_1, \ldots, a_{\hat{g}}, b_1, \ldots, b_{\hat{g}}) \cap \text{Span}(c_1, \ldots, c_r) = \{0\}.
\]

We can complete the family \(\{a_1, \ldots, a_{\hat{g}}, b_1, \ldots, b_{\hat{g}}, c_1, \ldots, c_{\hat{n}-1}\}\) with some cycles \(c_{r+1}, \ldots, c_{\hat{n}-1}\) such that

\[
\mathcal{B} := \{a_1, \ldots, a_{\hat{g}}, b_1, \ldots, b_{\hat{g}}, c_1, \ldots, c_{\hat{n}-1}\}
\]

is a basis of \(H_1(\hat{M}, \mathbb{S}, \mathbb{Z})\). We will use \(\mathcal{B}\) to identify \(H^1(\hat{M}, \mathbb{S}, \mathbb{C})\) with \(\mathbb{C}^{2\hat{g}+\hat{n}-1} \cong \mathbb{C}^{2\hat{g}} \times \mathbb{C}^{\hat{n}-1}\). In this setting, the projection \(p : H^1(\hat{M}, \mathbb{S}, \mathbb{C}) \to H^1(\hat{M}, \mathbb{C})\) is given by the natural projection \(p : \mathbb{C}^{2\hat{g}+\hat{n}-1} \cong \mathbb{C}^{2\hat{g}} \times \mathbb{C}^{\hat{n}-1} \to \mathbb{C}^{2\hat{g}}\).

By definition, \(V_\zeta \subset \mathbb{C}^{2\hat{g}+\hat{n}-1}\) is the eigenspace for the eigenvalue \(\zeta\) of \(T_\zeta\). Since \(T_\zeta\) is given by an integral matrix, there is a basis of \(V_\zeta\) consisting of vectors with coordinates in \(\mathbb{Q}(\zeta)\). By Proposition 4.2, the projection \(H_\zeta = p(V_\zeta)\) of \(V_\zeta\) is a subspace of dimension \(K := (N-r)\) of \(\mathbb{C}^{2\hat{g}}\). Thus there exists a family of \(K\) indices \(\{i_1, \ldots, i_K\} \subset \{1, \ldots, 2\hat{g}\}\) such that the map

\[
q_1 : \mathbb{C}^{2\hat{g}} \to \mathbb{C}^K \quad (z_1, \ldots, z_{2\hat{g}}) \mapsto (z_{i_1}, \ldots, z_{i_K})
\]

restricts to an isomorphism from \(H_\zeta\) to \(\mathbb{C}^K\). Define

\[
q : \mathbb{C}^{2\hat{g}+\hat{n}-1} \to \mathbb{C}^N \quad (z_1, \ldots, z_{2\hat{g}+\hat{n}-1}) \mapsto (z_{i_1}, \ldots, z_{i_K}, z_{2\hat{g}+1}, \ldots, z_{2\hat{g}+r})
\]

To simplify the notation, for \(z = (z_1, \ldots, z_{2\hat{g}+\hat{n}-1})\), we will write \(q(z) = (q_1(z), q_2(z))\), where

\[
q_1(z) = (z_{i_1}, \ldots, z_{i_K}) \in \mathbb{C}^K \quad \text{and} \quad q_2(z) = (z_{2\hat{g}+1}, \ldots, z_{2\hat{g}+r}) \in \mathbb{C}^r.
\]

**Claim 5.10.** The map \(q\) restricts to an isomorphism from \(V_\zeta\) onto \(\mathbb{C}^N\).

**Proof.** Since \(\dim V_\zeta = N\), it is enough to show that \(q|_{V_\zeta}\) is injective. Let \(z \in \ker q \cap V_\zeta\). Since \(q_1 \circ p(z) = 0\), we get \(p(z) \in \ker q_1 \cap H_\zeta\). But the restriction of \(q_1\) to \(H_\zeta\) is a bijection, therefore \(p(z) = 0 \in \mathbb{C}^{2\hat{g}}\), which means that \(z \in \ker p \cap V_\zeta\).

By Proposition 4.2, \(q_2\) restricts to a bijection from \(\ker p \cap V_\zeta\) onto \(\mathbb{C}^r\). We have \(q_2(z) = 0\), therefore, \(z = 0\). We can then conclude that \(q\) is injective, and hence bijective. \(\square\)

Claim 5.10 implies that there is a linear map \(r : \mathbb{C}^N \to \mathbb{C}^{2\hat{g}+\hat{n}-1}\) such that \(r(\mathbb{C}^N) = V_\zeta\) and \(q \circ r = \text{id}_{\mathbb{C}^N}\). Note that \(r\) is given by a matrix with coefficients in \(\mathbb{Q}(\zeta)\). Given \(w = (w_1, \ldots, w_N) \in \mathbb{C}^N\), let \(z = (z_1, \ldots, z_{2\hat{g}+\hat{n}-1}) = r(w)\). By definition, we have

\[
z_{i_j} = w_j, \quad j = 1, \ldots, K = N-r, \quad \text{and} \quad z_{2\hat{g}+j} = w_{K+j}, \quad j = 1, \ldots, r.
\]

**Claim 5.11.** For \(i \in \{1, \ldots, 2\hat{g}\}\), the coordinate \(z_i\) is a linear combination of \((w_1, \ldots, w_K)\).

**Proof.** Assume that \(w_1 = \cdots = w_K = 0\). We have \(w = q \circ r(w) = q(z) = (q_1 \circ p(z), q_2(z))\), which implies that \(q_1 \circ p(z) = 0\). It follows that \(p(z) \in \ker q_1 \cap p(V_\zeta) = \ker q_1 \cap H_\zeta\). But the restriction of \(q_1\) to \(H_\zeta\) is a bijection, therefore \(p(z) = 0\), that is \(z_1 = \cdots = z_{2\hat{g}} = 0\). This means that as linear form on \(\mathbb{C}^N, \ker(z_i)\) contains \(\bigcap_{j=1}^K \ker(w_j)\). Hence \(z_i\) is a linear combination of \((w_1, \ldots, w_K)\). \(\square\)
Since $r$ is defined over $\mathbb{Q}(\zeta)$ and $\theta$ is given by (16) we have
\[
    r^* \theta = \sum_{i,j=1}^{K} \theta_{ij} dw_i \wedge d\bar{w}_j
\]
where $\theta_{ij} \in \mathbb{Q}(\zeta)$ and $\theta_{ji} = -\bar{\theta}_{ij}$.

**Claim 5.12.** We have
\[
    \det(\theta_{ij}) \in \mathbb{Q}(\zeta) \cap i^K \mathbb{R}.
\]

**Proof.** Since $(\theta_{ij}) = (\bar{\theta}_{ij})$, we have $\det(\theta_{ij}) = (-1)^K \overline{\det(\theta_{ij})}$, which means that $\det(\theta_{ij}) \in i^K \mathbb{R}$. By definition, the coefficients $\theta_{ij}$ belong to $\mathbb{Q}(\zeta)$, therefore $\det(\theta_{ij}) \in \mathbb{Q}(\zeta) \cap i^K \mathbb{R}$. □

**Claim 5.13.** We have
\[
    \frac{r^* dvol}{r^* dvol^*} = \begin{cases} 
        (-2)^K \frac{\det(\theta_{ij})\ell}{|1 - \zeta|^d} & \text{if } d \in \{2, 4\} \\
        (-2)^K \frac{\det(\theta_{ij})(\frac{\sqrt{\pi}}{2})^N \ell}{|1 - \zeta|^d} & \text{if } d \in \{3, 6\}.
    \end{cases}
\]

where $\ell$ is a positive integer.

**Proof.** By definition,
\[
    r^* dvol = \frac{1}{|1 - \zeta|^d} \cdot \frac{1}{K!} \left( \frac{L}{2} \right)^K (r^* \theta)^K \left( \bigwedge_{j=K+1}^{N} dw_j \wedge d\bar{w}_j \right)
    = \frac{1}{|1 - \zeta|^d} \cdot \left( \frac{L}{2} \right)^K \det(\theta_{ij}) dw_1 \wedge \bar{w}_1 \ldots dw_N \wedge d\bar{w}_N.
\]

Writing $w_i = u_i + v_i$, we get
\[
    r^* dvol = \frac{(-2)^K}{|1 - \zeta|^d} \det(\theta_{ij}) du_1 dv_1 \ldots du_N dv_N.
\]

Let $\Lambda = (\mathbb{Z} \oplus i\mathbb{Z})^N$ if $d \in \{2, 4\}$, and $\Lambda = (\mathbb{Z} \oplus e^{2\pi i} \mathbb{Z})^N$ if $d \in \{3, 6\}$. By the definition of $q$, we see that $\Lambda = q((\mathbb{Z} + i\mathbb{Z})^{2k+1-h-1})$ if $d = 2$, and $\Lambda = q((\mathbb{Z} + \zeta \mathbb{Z})^{2k+1-h-1})$ if $d \in \{3, 4, 6\}$.

Recall that $\Lambda_\zeta = (\mathbb{Z} \oplus i\mathbb{Z})^{2k+1-h-1} \cap \mathcal{V}_\zeta$ if $d = 2$, and $\Lambda_\zeta = (\mathbb{Z} \oplus \zeta \mathbb{Z})^{2k+1-h-1} \cap \mathcal{V}_\zeta$ if $d \in \{3, 4, 6\}$. Since $\Lambda_\zeta$ is a lattice of $V_\zeta$ and $q : V_\zeta \rightarrow \mathbb{C}^N$ is an isomorphism, $q(\Lambda_\zeta)$ must be a lattice of $\mathbb{C}^N$ which is contained in $\Lambda$. Let $\ell$ be the index of $q(\Lambda_\zeta)$ in $\Lambda$. By definition, $\Lambda_\zeta$ has covolume 1 with respect to $dvol^*$. It follows that $\Lambda$ has covolume $\frac{1}{\ell}$ with respect to $r^* dvol^*$.

With respect to the Lebesgue volume form $du_1 dv_1 \ldots du_N dv_N$ on $\mathbb{C}^N$, the covolume of the lattice $\Lambda$ is 1 if $d \in \{2, 4\}$, and $(\frac{\sqrt{\pi}}{2})^N$ if $d \in \{3, 6\}$. Therefore
\[
    \frac{r^* dvol}{r^* dvol^*} = \begin{cases} 
        (-2)^K \frac{\det(\theta_{ij})\ell}{|1 - \zeta|^d} & \text{if } d \in \{2, 4\} \\
        (-2)^K \frac{\det(\theta_{ij})(\frac{\sqrt{\pi}}{2})^N \ell}{|1 - \zeta|^d} & \text{if } d \in \{3, 6\}.
    \end{cases}
\]

Because of Claim 5.12 we have the following
• If \( d = 2 \), then \( Q(\zeta) = \mathbb{Q} \), and the condition \( \det(\theta_{ij}) \in i^K\mathbb{R} \) implies that \( K \) is even (note that \( K = 2g + n - 2 - r \), and \( n - r \) is the number of odd order zeros which must be even). Hence \((-2i)^K \det(\theta_{ij}) \ell \in \mathbb{Q} \).
• If \( d = 4 \), then \( Q(\zeta) = \mathbb{Q}(i) \). Therefore \((-2i)^K \det(\theta_{ij}) \in \mathbb{Q}(i) \cap \mathbb{R} = \mathbb{Q} \), which implies that
\((-2i)^K \det(\theta_{ij}) \ell \in \mathbb{Q} \).
• If \( d \in \{3, 6\} \), then \( Q(\zeta) = \mathbb{Q}(\sqrt{3}i). \) We have two cases: if \( K \) is odd then \( \mathbb{Q}(\sqrt{3}i) \cap i\mathbb{R} = i\sqrt{3}\mathbb{Q} \), and if \( K \) is even then \( \mathbb{Q}(\sqrt{3}i) \cap i\mathbb{R} = \mathbb{Q} \). Thus
\[
(-2i)^K \det(\theta_{ij}) (\frac{\sqrt{3}}{2})^N \ell = (\frac{\sqrt{3}}{2})^r (-i)^r \sqrt{3}^K \det(\theta_{ij}) \ell \in (\sqrt{3})^r \cdot \mathbb{Q}.
\]
Since for all \( d \in \{2, 3, 4, 6\} \), \( |1 - \zeta|^2 \) is always an integer, the proposition follows. \( \square \)

6. Delaunay triangulation

In this section we review some basic properties of the Delaunay triangulation of flat surfaces. Our main reference on the matter is \([14\text{ Sect. } 4 \text{ and } 5]\) (see also \([19]\)). Let \( M \) be a flat surface with conical singularities and \( \Sigma \) a finite subset of \( M \) which contains all the singularities. Let us denote by \( d \) the distance induced by the flat metric on \( M \). We first describe the decomposition of \( M \) into Voronoi cells.

**Definition 6.1.** The 2-dimensional Voronoi cells of the pair \((M, \Sigma)\) are connected components of the set of points in \( M \) which have a unique length-minimizing path to \( \Sigma \). The 1-dimensional Voronoi cells are connected components of the set of points that have exactly two length-minimizing paths to \( \Sigma \). Finally, the 0-dimensional Voronoi cells are the points which have at least three length minimizing paths to \( \Sigma \).

The Voronoi 0-cells are isolated points in \( M \), in particular they are finite. The Voronoi 1-cells are geodesic segments with endpoints being 0-cells. The 2-cells are open domains bounded by the union of some 1-cells and 0-cells, each 2-cell contains a unique point in \( \Sigma \).

The Delaunay decomposition is the dual of the Voronoi decomposition, which is defined as follows. For any Voronoi 0-cell \( s \in M \), let \( d_s = d(s, \Sigma) \). There is a map \( \phi_s : D(0, d_s) \to M \), where \( D(0, d_s) \) is the disc of radius \( d_s \) centered at 0 in the plane, which satisfies

- \( \phi_s \) is locally isometric,
- \( \phi_s(0) = s \).

By definition, \( \phi_s^{-1}(\Sigma) \) is a finite subset of \( \partial D(0, d_s) \) which has at least 3 points. The convex hull of \( \phi_s^{-1}(\Sigma) \) is a convex polygon \( H_s \) inscribed in \( D(0, d_s) \). The restriction of \( \phi_s \) into \( H_s \) is an embedding, and if \( s' \) is another Voronoi 0-cell then \( \phi_{s'}(H_{s'}) \) and \( \phi_s(H_s) \) can only meet in their boundary (see \([14\text{ Lem. 4.2}]\)).

**Theorem 6.2** ([14]). The domains \( \{\phi_s(H_s), s \text{ is a Voronoi 0-cell of } (M, \Sigma)\} \) define a decomposition of \( M \) into cells:

- the 2-cells of this decomposition are \( \{\phi_s(\text{int}(H_s)), s \text{ is a Voronoi 0-cell of } (M, \Sigma)\} \),
- the 1-cells are the geodesic segments (with their endpoints excluded) joining the points in \( \Sigma \) that are contained in the border of some 2-cells,
- the 0-cells are points in \( \Sigma \).

This decomposition is called Delaunay decomposition of \((M, \Sigma)\).
The duality between the Delaunay decomposition and the Voronoi decomposition can be seen as follows: by construction, it is clear that the set of $i$-cells of the Delaunay decomposition is in bijection with the set of $(2 - i)$-cells of the Voronoi decomposition, for $i = 0, 2$. Let $\gamma$ be a Voronoi 1-cell, and $s$ and $s'$ the Voronoi 0-cells that are the endpoints of $\gamma$. Let $v$ be the holonomy vector of $\gamma$. By translating the disc $D(0, d_v)$ by $v$, we can define a map $\phi: D(0, d_v) \cup D(v, d_v) \to M$ which is a local isometry, and sends 0 to $s$ and $v$ to $s'$. The circles $\partial D(0, d_v)$ and $\partial D(v, d_v)$ meet at two points which are mapped to points in $\Sigma$. The image of the segment between these two points is the Delaunay 1-cell dual to $\gamma$.

**Definition 6.3.** A triangle of $M$ which is obtained by subdividing the 2-cells of the Delaunay decomposition of $(M, \Sigma)$ into triangles is called a Delaunay triangulation of $(M, \Sigma)$.

The Delaunay triangulations are obviously not unique, but there are only finitely many of them.

Assume from now on that $M$ is a translation surface, that is the metric on $M$ is defined by a holomorphic 1-form. A cylinder on $(M, \Sigma)$ is an open subset $C$ of $M \setminus \Sigma$ which is isometric to $(\mathbb{R}/\ell \mathbb{Z}) \times (0, h)$, for some $\ell, h \in \mathbb{R}^*_+$, and not properly contained in a larger subset with the same properties. The parameters $\ell$ and $h$ are called the circumference and the height (sometimes width) of $C$, respectively.

By definition, there is an isometric embedding $\varphi: (\mathbb{R}/\ell \mathbb{Z}) \times (0, h) \to M$ such that $\varphi(\mathbb{R}/\ell \mathbb{Z}) \times (0, h) = C$. We can extend $\varphi$ by continuity to a map $\overline{\varphi}: (\mathbb{R}/\ell \mathbb{Z}) \times [0, h] \to M$. The images of $(\mathbb{R}/\ell \mathbb{Z}) \times \{0\}$ and $(\mathbb{R}/\ell \mathbb{Z}) \times \{h\}$ under $\overline{\varphi}$ are called the boundary components of $C$. Note that each boundary component must contain a point in $\Sigma$ by definition, and the two boundary components are not necessarily disjoint in $M$.

A cylinder can also be defined as the union of all the simple closed geodesics in the same free homotopy class in $M \setminus \Sigma$. Those simple closed geodesics are called the core curves of the cylinder. Each cylinder is uniquely determined by any of its core curve.

To any path $a$ in $M$ with endpoints in $\Sigma$, the integration of the holomorphic 1-form defining the flat metric structure along $a$ provides us with a complex number which will be called the period or the holonomy vector of $a$ (here, we identify $\mathbb{C}$ with $\mathbb{R}^2$). A saddle connection on $(M, \Sigma)$ is a geodesic segment with endpoints in $\Sigma$ which contains no point in $\Sigma$ in its interior. If $a$ is a saddle connection, its length will be denote by $|a|$. In this case, $|a|$ is also equal to the module of its period.

Consider now a Delaunay triangulation $T$ of $(M, \Sigma)$. Recall that by definition, all the edges of $T$ are saddle connections. The following result tells us that if an edge of the Delaunay triangulation has sufficiently large length, then it must cross a cylinder whose height is greater than its circumference (see [14 Th. 5.3 and Prop. 5.4]).

**Proposition 6.4.** Assume that $\text{Area}(M) \leq 1$. Let $e$ be an edge of $T$. If $|e| > 2\sqrt{2/\pi}$ then $e$ must cross a cylinder $C$ whose height $h$ is greater than the circumference $\ell$. Moreover, we have

$$h \leq |e| \leq \sqrt{h^2 + \ell^2} \leq \sqrt{2}h. \quad (17)$$

**Definition 6.5.** A cylinder whose height is greater than $\frac{2\sqrt{2}}{\sqrt{\pi}} \cdot \sqrt{\text{Area}(M)}$ will be called a long cylinder.

To ease the notation, in what follows we will write $\alpha = \frac{2\sqrt{2}}{\sqrt{\pi}}$.

**Lemma 6.6.** If $C$ and $C'$ are two long cylinders on $(M, \Sigma)$, then the core curves of $C$ do not cross $C'$, that is $C$ and $C'$ are disjoint.
Proof. Let \( h \) and \( \ell \) (resp. \( h' \) and \( \ell' \)) denote the height and circumference of \( C \) (resp. of \( C' \)) respectively. We have \( \text{Area}(C) = h\ell \leq \text{Area}(M) \). Therefore, \( \ell \leq \frac{\text{Area}(M)}{h} < \sqrt{\frac{\text{Area}(M)}{\alpha}} \).

Let \( c \) be a core curve of \( C \). If \( c \) intersects \( C' \), it must cross \( C' \) entirely. Hence \( |c| = \ell \geq h' > \alpha \sqrt{\text{Area}(M)} \), which implies

\[
\frac{\sqrt{\text{Area}(M)}}{\alpha} > \alpha \sqrt{\text{Area}(M)}.
\]

Since \( \alpha > 1 \), this is impossible. Hence \( C \) and \( C' \) are disjoint. \( \square \)

Conversely to Proposition 6.4, we have

Lemma 6.7. Let \( C \) be a long cylinder in \((M, \Sigma)\) whose height and circumference are denoted by \( h \) and \( \ell \) respectively. Let \( A = \text{Area}(M) \). Let \( e \) be an edge of a Delaunay triangulation that crosses \( C \). Then

(i) if \((x, y)\) are the coordinates of the period vector of \( e \) in the orthonormal basis \((v_1, v_2)\) of \( \mathbb{R}^2 \), where \( v_1 \) is the unit vector in the direction of the core curves of \( C \), then \( |x| \leq \ell \),

(ii) \(|e| < h + \frac{\sqrt{A}}{\alpha}\),

(iii) \( e \) crosses \( C \) once, and \( C \) is the unique long cylinder that is crossed by \( e \).

Proof. Without loss of generality, we can suppose that \( C \) is horizontal. By construction, there is a Voronoi 0-cell \( s \) and an isometric embedding \( \phi_s : D(0, R) \to M \), where \( R = d_s \), such that \( \phi_s(0) = s \), and \( e \) is the image of a secant \( \tilde{e} \) of the circle \( \partial D(0, R) \) under \( \phi_s \). Since \( |e| = |\tilde{e}| \leq 2R \), and \( |e| \geq h \), we get that

\[
R > \frac{h}{2}.
\]

The preimage of the boundary of \( C \) in \( D(0, R) \) consists of two horizontal secants of the circle \( \partial D(0, R) \) which will be denoted by \( a' \) and \( a'' \). Since no point in the interior of \( D(0, R) \) is mapped to a point in \( \Sigma \), the lengths of \( a' \) and \( a'' \) are smaller than the circumference \( \ell \). Note also that since \( \text{Area}(C) = \ell h \leq \text{Area}(M) = A \), we must have

\[
\ell \leq \frac{A}{h} < \frac{\sqrt{A}}{\alpha}.
\]

Therefore,

\[
\max(|a'|, |a''|) < \frac{\sqrt{A}}{\alpha}.
\]

Let \( L' \) and \( L'' \) be the horizontal lines that contain \( a' \) and \( a'' \) respectively. Let \( H \) be the horizontal band bounded by \( L' \) and \( L'' \) in the plane. Let \( \sigma' \) (resp. \( \sigma'' \)) be the arc of \( \partial D(0, R) \) outside of \( H \) which has the same endpoints as \( a' \) (resp. as \( a'' \)). Since \( \tilde{e} \) crosses \( H \) entirely, it must have an endpoint in \( \sigma' \) and an endpoint in \( \sigma'' \) (see Fig. 1).

We claim that the origin is contained in \( H \). Let \( h' \) and \( h'' \) be the distance from the origin to \( a' \) and to \( a'' \) respectively. Observe that

\[
R^2 - h'^2 = \frac{|a'|^2}{4} < \frac{A}{4\alpha^2},
\]

which implies

\[
R - h' < \frac{A}{4\alpha^2(R + h')} < \frac{A}{4\alpha^2R} < \frac{A}{2\alpha^2h'}.
\]
Figure 1. Edge crossing a cylinder.

(here we used (18)). By the same argument, we also get

(22) \[ R - h'' < \frac{A}{2\alpha^2 h}. \]

By construction, \( h \) is the distance between \( L' \) and \( L'' \). If \( H \) does not contain the origin, then

\[ h = |h' - h''| \leq \max \{ R - h', R - h'' \} < \frac{A}{2\alpha^2 h} \]

which implies

\[ h < \frac{\sqrt{A}}{\sqrt{2\alpha}}. \]

Since \( \alpha > \frac{1}{\sqrt{2\alpha}} \), we get a contradiction to the hypothesis that \( C \) is a long cylinder. Thus 0 must be contained in \( H \), and we have \( h = h' + h'' \).

Since \( C \) is horizontal, the orthonormal basis \( (v_1, v_2) \) is actually the canonical basis of \( \mathbb{R}^2 \). Let \( \nu(\tilde{e}) \in \mathbb{R}^2 \) be vector associated to \( \tilde{e} \). By definition, \( \nu(\tilde{e}) \) is the period vector of \( e \). A consequence of the fact that 0 is contained in \( H \) is that the horizontal component of \( \nu(\tilde{e}) \) has length at most \( \max\{|a'|, |a''|\} \).

Since \( \max\{|a'|, |a''|\} \leq \ell \), (i) follows.

It follows from (21) and (22) that

\[ 2R - h = (R - h') + (R - h'') < \frac{A}{\alpha^2 h} \iff 2R < h + \frac{A}{\alpha^2 h}. \]

Since \( |e| \leq 2R \), we get that

\[ |e| < \frac{A}{\alpha^2 h} < h + \frac{\sqrt{A}}{\alpha^3}, \]

and (ii) follows.
Let $C'$ be another long cylinder. By Lemma 6.6, we know that $C$ and $C'$ are disjoint. Since $e$ crosses both $C$ and $C'$, we would have $|e| > h + \alpha \sqrt{A}$, which implies

$$\alpha \sqrt{A} < \frac{\sqrt{A}}{\alpha^3}.$$  

Since $\alpha > 1$, this impossible. The same argument shows that $e$ can only cross $C$ once, and (iii) is proved. \hfill \Box

Now, let $(X, q)$ be an element of $\Omega^d \mathcal{M}_{g,n}(\kappa)$. Fix a homeomorphism $f : (M, \Sigma) \to (X, Z(q))$, and let $(\hat{M}, \hat{\Sigma})$ and $T_{\xi}$ be as in the previous sections. We endow $M$ and $\hat{M}$ with the flat metrics induced by $q$ via $f$ and $\pi \circ f$. By definition, $T_{\xi}$ is an isometry of $(\hat{M}, \hat{\Sigma})$ of order $d$. As a direct consequence of the construction of Delaunay triangulation, we get

**Proposition 6.8.** There is a Delaunay triangulation of $(\hat{M}, \hat{\Sigma})$ that is invariant by $T_{\xi}$.

**Proof.** Since $\Sigma$ is invariant under $T_{\xi}$, the Voronoi decomposition of $(\hat{M}, \hat{\Sigma})$ is invariant under $T_{\xi}$. In particular the set of Voronoi 0-cells is invariant under $T_{\xi}$. It follows that $T_{\xi}$ maps a Delaunay 2-cell onto a Delaunay 2-cell. Thus the Delaunay decomposition is invariant under $T_{\xi}$.

Since $T_{\xi}$ does not have fixed points in $\hat{M} \setminus \hat{\Sigma}$, it acts freely on the set of Delaunay 2-cells. Pick a representative of each $T_{\xi}$-orbit of Delaunay 2-cells, and subdivide it into triangles, we get a subdivision of all the Delaunay 2-cells into triangles by applying $T_{\xi}$. Thus, we have constructed a Delaunay triangulation invariant by $T_{\xi}$. \hfill \Box

7. Finiteness of the volume of $\mathbb{P}^d \Omega^d \mathcal{M}_{g,n}(\kappa)$

Recall that by Corollary 2.6 we can identify $\Omega^d \mathcal{M}_{g,n}(\kappa)$ with $\Omega \hat{\mathcal{M}}_{g,n}^{(C)}(\kappa)$. Let $\Omega \hat{\mathcal{M}}_{g,n}^{(C)}(\kappa)$ be the subset of $\Omega \hat{\mathcal{M}}_{g,n}^{(C)}(\kappa)$ consisting of elements $(\hat{X}, \hat{\omega}, \tau)$ such that the area of the flat surface defined by $\hat{\omega}$ is at most 1. By definition, we have

$$\text{vol}_1(\mathbb{P}^d \Omega^d \mathcal{M}_{g,n}(\kappa)) = \text{vol}(\Omega \hat{\mathcal{M}}_{g,n}^{(C)}(\kappa)).$$

Theorem 1.1 will follow from

**Theorem 7.1.** The volume of $\Omega \hat{\mathcal{M}}_{g,n}^{(C)}(\kappa)$ with respect to $d\text{vol}$ is finite.

To prove Theorem 7.1 we will use a similar strategy to the one introduced by Masur and Smillie in [14, Sect. 10]. Namely, we will cover $\Omega \hat{\mathcal{M}}_{g,n}^{(C)}(\kappa)$ by a finite family of open subsets arising from the Delaunay triangulations. We then show that the intersection of each open in this family with the set $\Omega \hat{\mathcal{M}}_{g,n}^{(C)}(\kappa)$ has finite volume.

7.1. Invariant triangulations. Let $\hat{M}$ be a compact oriented topological surface of genus $\hat{g}$, and $\hat{\Sigma}$ a subset of cardinality $\hat{n}$ of $\hat{M}$. We assume that there is homeomorphism $T$ of $\hat{M}$ of order $d$ preserving the set $\hat{\Sigma}$ such that the group $\langle T \rangle$ acts freely on $\hat{M} \setminus \hat{\Sigma}$.

Let $\hat{\mathcal{T}}$ be a triangulation of $\hat{M}$ whose vertex set is equal to $\hat{\Sigma}$. Let $N_1$ and $N_2$ be the number of edges and triangles of $\hat{\mathcal{T}}$ respectively. Note that $N_1, N_2$ are completely determined by $(\hat{g}, \hat{n})$. Namely,

$$N_1 = 3(2\hat{g} - 2 + \hat{n}) \text{ and } N_2 = 2(2\hat{g} - 2 + \hat{n}).$$

We assume further that $\hat{\mathcal{T}}$ is invariant under $T$. 

The triangulation $\hat{T}$ can be encoded by a graph $G$ as follows: the vertex set $V$ of $G$ has cardinality $\hat{n}$, the edges of $G$ are oriented and the set of edges $E$ has cardinality $2N_1$. There is a natural pairing on $E$, each pair consists of two directed edges that correspond to the same edge of $\hat{T}$ with inverse orientations. We encode this pairing by a permutation $\sigma_0$ on $E$ whose every cycle has length 2. At each vertex $v \in V$, we have a cyclic ordering on the set of directed edges pointing out from $v$. This ordering is induced by the orientation of $\hat{M}$. The cyclic orderings at the vertices of $G$ is encoded by a permutation $\sigma_1$ on $E$. In the literature, the graph $G = (V, E)$ together with the permutations $\sigma_0, \sigma_1$ as above is called a map (see [12]).

The permutations $\sigma_0, \sigma_1$ induce another permutation $\sigma_2$ on $E$ as follows: let $e$ be a directed edge pointing out from $v$. Let $v'$ be the other endpoint of $e$, and $\hat{e}$ be the edge originated from $v'$ that is paired with $e$. Then $\sigma_2(e)$ is the edge that precedes $\hat{e}$ in the cyclic ordering at $v'$. The cycles of $\sigma_2$ are called the faces of $G$. The set of faces of $G$ will be denoted by $F$. Since $\hat{T}$ is a triangulation, all cycles of $\sigma_2$ have length equal to 3. Note that the map $G = (V, E, F, \sigma_0, \sigma_1)$ completely determines $(\hat{M}, \hat{\Sigma})$ and $\hat{T}$ up to isomorphism, and $T$ corresponds to an automorphism of $G$ of order $d$ acting freely on $E$ and $F$.

**Definition 7.2.** Let $\mathcal{A}$ denote the set of pairs $(G, T)$, where $G = (V, E, F, \sigma_0, \sigma_1)$ is a map (in the sense indicated above) whose geometric realization is homeomorphic to a triangulation of $\hat{M}$ with vertices in $\hat{\Sigma}$, and $T$ is an automorphism of order $d$ of $G$ acting freely on $E$ and $F$. Elements of $\mathcal{A}$ will be called invariant triangulations of $(\hat{M}, \hat{\Sigma})$. Since the cardinalities of $V, E$, and $F$ are all fixed, $\mathcal{A}$ is clearly a finite set.

### 7.2. Invariant triangulations and locally homeomorphic maps to $\Omega \hat{M}_{g,0}^{(C)}(k)$

Given $o = (G, T) \in \mathcal{A}$, where $G = (V, E, F, \sigma_0, \sigma_1)$, there is an associated linear subspace $W_o \subset \mathbb{C}^{2N_1}$ which is defined by the following system of linear equations (we identify $z \in \mathbb{C}^{2N_1}$ with a map $z : E \to \mathbb{C}$)

\[
(S_o) \begin{cases} 
 z(\sigma_0(e)) = -z(e), & \forall e \in E, \\
 z(e) + z(e') + z(e'') = 0, & \forall (e, e', e'') \text{ face of } G, \\
 z(T(e)) = \zeta z(e), & \forall e \in E.
\end{cases}
\]

Let $\theta = (e, e', e'') \in F$ be a face of $G$. Define

\[
A_\theta : \mathbb{C}^E \to \mathbb{R} \\
z \mapsto \frac{1}{2}(z(e)z(e') - z(e)z(e''))
\]

and

\[
A(z) = \sum_{\theta \in F} A_\theta(z).
\]

Note that $A_\theta(z) > 0$ if and only if $(z(e), z(e'), z(e''))$ are the sides of a non-degenerate Euclidian triangle in the plane, and the counter-clockwise orientation on the border of this triangle agrees with the orientation of $e, e', e''$. We denote by $\hat{U}_o$ the open subset of $W_o$ which is defined by

\[
\hat{U}_o := \{z \in W_o, \ A_\theta(z) > 0, \text{ for all } \theta \in F\}.
\]

Given $z \in \hat{U}_o$, we can construct a translation surface from $z$ as follows: to any face $\theta = (e, e', e'')$ of $G$, we have an associated triangle whose sides are $(z(e), z(e'), z(e''))$. Gluing those triangles together, using the identification given by $\sigma_0$, gives us an oriented surface $\hat{M}_z$ endowed with a flat metric with conical singularities. Note that the linear parts of the holonomies of this metric structure are
always id_{\mathbb{R}^2}. Therefore, \( \hat{M}_z \) is actually a translation surface. By construction, \( \hat{M}_z \) naturally carries a triangulation by geodesics whose 1-skeleton is the geometric realization of \( G \). This triangulation will be denoted by \( \hat{T}_z \).

By the definition of \( \hat{U}_o \), we have \( z(T(e)) = \zeta(z(e)) \) for any edge \( e \in E \) and \( z \in \hat{U}_o \). Since \( T \) is an automorphism of \( G \), if \( \theta = (e, e', e'') \) is a face of \( G \), then so is \( T(\theta) = (T(e), T(e'), T(e'')) \). Let \( \Delta \) and \( \Delta' \) be the triangles associated with \( \theta \) and \( T(\theta) \) respectively. Then \( \Delta' = \zeta \cdot \Delta \), here we view \( \zeta \) as an element of \( \text{SO}(2, \mathbb{R}) \cong S^1 \). This property implies that the action of \( T \) on \( \hat{T}_z \) extends to an isometry of the surface \( \hat{M}_z \). Let \( (\hat{X}_z, \hat{\omega}_z, \tau_z) \) be the holomorphic 1-form that defines \( \hat{M}_z \). Then \( T \) is given by an automorphism \( \tau_z \) of \( \hat{X}_z \) which satisfies \( \tau_z^* \hat{\omega}_z = \zeta \hat{\omega}_z \). Define \( X_z := \hat{X}_z / (\tau_z) \). Let \( \sigma_z : \hat{X}_z \to X_z \) be the natural projection. Since \( \tau_z^* \hat{\omega}_z^d = \hat{\omega}_z^d \), there is a (meromorphic) \( d \)-differential \( q_z \) on \( X_z \) such that \( \sigma_z^* q_z = \hat{\omega}_z^d \).

Define \( U_o \) to be the set of \( z \in \hat{U}_o \) such that \( (X_z, q_z) \in \Omega^d \mathcal{M}_{g,n}(\kappa) \). The correspondence \( z \in U_o \mapsto (\hat{X}_z, \hat{\omega}_z, \tau_z) \) defines a map \( \Psi_o : U_o \to \Omega \hat{\mathcal{M}}_{g,n}(\kappa) \).

**Proposition 7.3.** The map \( \Psi_o : U_o \to \Omega \hat{\mathcal{M}}_{g,n}(\kappa) \) is locally homeomorphic. The union of \( \{\Psi_o(U_o), \ o \in \mathcal{A}\} \) covers \( \Omega \hat{\mathcal{M}}_{g,n}(\kappa) \).

**Proof.** Let \( o = (G, T) \) be as above. The triangulation \( \hat{T} \) endows \( \hat{M} \) with a \( \Delta \)-complex structure. Thus the system

\[
(S'_{o}) \quad \begin{cases}
z(\sigma_0(e)) = -z(e) & \text{for all } e \in E \\
z(e) + z(e') + z(e'') = 0 & \text{for all } (e, e', e'') \text{ face of } G
\end{cases}
\]

defines \( H^1(\hat{T}, \hat{\omega}, \mathbb{C}) \cong H^1(\hat{M}, \hat{\omega}, \mathbb{C}) \). Consequently, solutions of the system \( (S_{o}) \) represent elements of the space \( V_\kappa = \ker(T - \zeta \text{Id}) \subset H^1(\hat{M}, \hat{\omega}, \mathbb{C}) \). Since \( \Omega \hat{\mathcal{M}}_{g,n}(\kappa) \) is locally identified with \( V_\kappa \), we conclude that the map \( \Psi_o \) is locally homeomorphic.

Let \( (\hat{X}, \hat{\omega}, \tau) \in \Omega \hat{\mathcal{M}}_{g,n}(\kappa) \). By Proposition 6.8 there are Delaunay triangulations of \( (\hat{X}, \hat{Z}(\hat{\omega})) \), where \( \hat{Z}(\hat{\omega}) \) is the zero set of \( \hat{\omega} \), that are invariant under \( \tau \). It follows that \( (\hat{X}, \hat{\omega}, \tau) \in \Psi_o(U_o) \) for some \( o \in \mathcal{A} \). Hence, \( \Omega \hat{\mathcal{M}}_{g,n}(\kappa) \) is covered by \( \{\Psi_o(U_o), \ o \in \mathcal{A}\} \). \( \square \)

### 7.3. Long cylinders and simple cycles.

Let \( o = (G, T) \) be an element of \( \mathcal{A} \), where \( G = (V, E, F, \sigma_0, \sigma_1) \). Recall that the geometric realization of \( G \) is a triangulation \( \hat{T} \) of the topological surface \( \hat{M} \) whose vertex set is equal to \( \hat{\Sigma} \).

Let \( \hat{T}^\vee \) denote the dual graph of \( \hat{T} \). The automorphism \( T \) of \( \hat{T} \) induces an automorphism of order \( d \) on \( \hat{T}^\vee \) that we will abusively denote by \( T \). We will call the image of an injective continuous map from \( \mathbb{S}^1 \) to \( \hat{T}^\vee \) a simple cycle of \( \hat{T}^\vee \). A simple cycle of \( \hat{T}^\vee \) corresponds to a simple closed curve on \( \hat{M} \) which intersects each edge of \( \hat{T} \) at most once. Since any simple cycle is uniquely determined by the set of edges it contains, the set of simple cycles in \( \hat{T}^\vee \) is finite.

**Lemma 7.4.** Let \( (\hat{X}, \hat{\omega}, \tau) \) be an element of \( \Omega \hat{\mathcal{M}}_{g,n}(\kappa) \), and \( \hat{f} : (\hat{M}, \hat{\omega}) \to (\hat{X}, \hat{Z}(\hat{\omega})) \) a homeomorphism. Assume that \( \hat{T} \) is the pullback of a Delaunay triangulation of \( \hat{X} \) via \( \hat{f} \). If \( c \) is a simple closed curve on \( \hat{M} \) such that \( \hat{f}(c) \) is a core curve of a long cylinder on \( \hat{X} \) (see Def. 6.3), then \( c \) is dual to a simple cycle in \( \hat{T}^\vee \). In particular, the homotopy class of \( c \) belongs to a finite family.

**Proof.** By Lemma 6.7(iii), each edge of a Delaunay triangulation of \( \hat{X} \) crosses \( f(c) \) at most once. Thus each edge of \( \hat{T} \) crosses \( c \) at most once. \( \square \)
Given a simple cycle \( \gamma \) in \( \hat{T}^\vee \), we denote by \( F_\gamma \) the set of faces of \( G \) (triangles of \( \hat{T} \)) that are dual to the vertices of \( \hat{T}^\vee \) contained in \( \gamma \). Let \( \hat{T}^{(1)}_\gamma \) denote the set of edges of \( \hat{T} \) that are dual to the edges of \( \hat{T}^\vee \) contained in \( \gamma \). Each edge of \( \hat{T} \) is a pair of edges in \( E \) that are permuted by \( \sigma_0 \), let \( E_\gamma \) denote the set of edges in \( E \) corresponding to the (undirected) edges in \( \hat{T}^{(1)}_\gamma \). Let \( E'_\gamma \) be the subset of \( E \) consisting of edges that are incident to some face in \( F_\gamma \) but not contained in \( E_\gamma \).

Recall that \( W_o \) is the subspace of \( \mathbb{C}^{2N_1} \approx \mathbb{C}^E \) consisting of solutions to the system \( (S_o) \). As a preparation to the proof of Theorem 7.1, we investigate the relations of coordinates \( \{z(e), \ e \in E_\gamma \cup E'_\gamma \} \) for \( z \in W_o \).

**Lemma 7.5.** Let \( z : E \rightarrow \mathbb{C} \) be a vector in \( W_o \).

(a) Let \( e_1, e_2 \) be two edges in \( E_\gamma \). Then either \( z(e_1) + z(e_2) \) or \( z(e_1) - z(e_2) \) is a linear combination of \( \{z(e), \ e \in E'_\gamma \} \).

(b) Consider \( z \) as an element of \( H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) \), and identify \( \gamma \) with a simple closed curve of \( \hat{M} \), then \( z(\gamma) \) is a combination of \( \{z(e), \ e \in E'_\gamma \} \).

**Proof.** Glue the triangles in \( F_\gamma \) together using the identification of the edges in \( E_\gamma \), we obtain an annulus whose boundary is composed by edges in \( E'_\gamma \). Remark that any edge in \( E_\gamma \) connects two points in different boundary components of this annulus, hence (a) follows. Since \( \gamma \) can be realized as the core curve of this annulus, (b) follows as well. \( \square \)

Let \( \tilde{\gamma} := \{\gamma_{ij}, \ i = 1, \ldots, k, \ j = 0, \ldots, d - 1\} \) be a collection of simple cycles in \( \hat{T}^\vee \) satisfying the following

(i) the cycles in \( \tilde{\gamma} \) are pairwise disjoint,

(ii) for each \( i \in \{1, \ldots, k\} \), \( \gamma_{ij} = T_\ell(\gamma_{i0}) \), \( j = 0, \ldots, d - 1 \).

We will call \( \tilde{\gamma} \) an *admissible family of simple cycles* in \( \hat{T}^\vee \). Define

\[
E_\tilde{\gamma} := \bigcup_{\gamma_{ij} \in \tilde{\gamma}} E_{\gamma_{ij}} \quad \text{and} \quad E^*_\tilde{\gamma} := E \setminus E_\tilde{\gamma}.
\]

For \( i = 1, \ldots, k \), pick an edge \( e_i \in E_{\gamma_{i0}} \). We will call \( \{e_1, \ldots, e_k\} \) an *admissible family of crossing edges* for \( \tilde{\gamma} \).

Recall that \( W_o \) can be identified with \( \ker(T - \zeta \Id) \subset H^1(\hat{M}, \hat{\Sigma}, \mathbb{C}) \). Since \( \gamma_{ij} \) is a cycle in \( H_1(\hat{M}, \hat{\Sigma}, \mathbb{Z}) \), its defines an element of \( W_o^* \). The value of this linear form at a point \( z \in W_o \) will be denoted by \( z(\gamma_{ij}) \).

**Lemma 7.6.** There exist \( (N - k) \) edges \( e_{k+1}, \ldots, e_N \) in \( E^*_\tilde{\gamma} \) such that

(a) the map

\[
\Phi : \ W_o \rightarrow \mathbb{C}^N \\
z \mapsto (z(e_1), \ldots, z(e_N))
\]

is an isomorphism.

(b) for all \( z \in W_o \) and \( \gamma_{ij} \in \tilde{\gamma} \), \( z(\gamma_{ij}) \) is a linear combination of \( (z(e_{k+1}), \ldots, z(e_N)) \).

**Proof.** We first show

**Claim 7.7.** We have \( E^*_{\gamma_{ij}} \subset E^*_\tilde{\gamma} \) for all \( \gamma_{ij} \in \tilde{\gamma} \).
Claim 7.8. The vectors \( \{e_1, \ldots, e_k\} \) are independent in \( W_o^* \).

Proof. For each \( \tilde{\Sigma} \), we need to show that for all \( i \in \{1, \ldots, k\} \), we have \( \eta_i \in W_o \). For all \( i' \in \{1, \ldots, k\} \), we have

\[
\eta_i(e_{i'}) := \langle \eta_i, e_{i'} \rangle = \pm \delta_{i'i}.
\]

Therefore, \( \{e_1, \ldots, e_k\} \) are independent in \( W_o^* \). \( \square \)

Claim 7.9. We have \( W_o^* = \text{Span}(\{e_1, \ldots, e_k\} \cup E_\emptyset^*) \).

Proof. Given \( z \in W_o \), we need to show that for any \( e \in E_\emptyset \), \( z(e) \) is a combination of \( \{z(e_1), \ldots, z(e_k)\} \) and \( \{z(e'), e' \in E_*^\emptyset\} \). Assume that \( e \in E_{\emptyset \emptyset} \). Recall that \( e_i \in E_{\emptyset \emptyset} \). Therefore, \( e_i' := T'(e_i) \) is an element of \( E_{\emptyset \emptyset} \). Since \( z \in W_o = \ker(T - \zeta \text{id}) \), we have \( z(e_i') = \zeta z(e_i) \). By Lemma 7.5, \( z(e) \) is a combination of \( z(e_i') \) and \( z(e'), e' \in E_*^\emptyset \). By Claim 7.7, we have \( E_{\emptyset \emptyset} \) is contained in \( E_\emptyset^* \). Hence \( z(e) \) is a combination of \( z(e_i) \) and \( z(e'), e' \in E_*^\emptyset \) and the claim is proved. \( \square \)

Claim 7.8 and Claim 7.9 imply that we can complete the family \( \{e_1, \ldots, e_k\} \) with \( (N - k) \) edges \( e_{k+1}, \ldots, e_N \) in \( E_\emptyset^* \) to obtain a basis of \( W_o^* \), thus (a) follows.

By (a) there exist \( \lambda_1, \ldots, \lambda_N \in \mathbb{C} \), such that for all \( z \in W_o \), we have

\[
z(\gamma_{ij}) = \sum_{s=1}^{N} \lambda_s \cdot z(e_s).
\]

For \( m \in \{1, \ldots, k\} \), let \( \eta_m \) be the element of \( \ker(T - \zeta \text{id}) \) defined by (23). For all \( \gamma_{ij} \in \tilde{\gamma} \), we have \( \eta_m(\gamma_{ij}) = \langle \eta_m, \gamma_{ij} \rangle = 0 \). Thus

\[
0 = \langle \eta_m, \gamma_{ij} \rangle = \sum_{s=1}^{N} \lambda_s \cdot \langle \eta_m, e_s \rangle = \pm \lambda_m
\]

since \( e_s \) does not intersect \( \eta_m \) if \( s \neq m \). Therefore, for all \( z \in W_o \), \( z(\gamma_{ij}) \) does not depend on \( (z(e_1), \ldots, z(e_k)) \), and (b) follows. \( \square \)
7.4. Finiteness of the volumes of domains associated to admissible families of simple cycles.
Let \( \tilde{\gamma} := \{ \gamma_{ij}, \ i = 1, \ldots, k, \ j = 0, \ldots, d - 1 \} \) be an admissible family of simple cycles in \( \tilde{\mathcal{F}}^\prime \), and \( \{ e_1, \ldots, e_k \} \) an admissible family of crossing edges for \( \tilde{\gamma} \). As usual, we will identify \( \mathbb{C}^{2N_1} \) with the space of functions \( z : E \to \mathbb{C} \). Recall that \( W_o \in \mathbb{C}^E \) is the space of solutions of \( (S_o) \), which is identified with \( \ker(T - \zeta(1d)) \subset H^1(\hat{M}, \Sigma, \mathbb{C}) \).

Let \( z \) be a vector in \( W_o \). For \( i = 1, \ldots, k \), let \( \ell_i := \|z(\gamma_{ij})\| \). Let \( (x_i, y_i) \) be the real coordinates of \( z(e_i) \) in the orthonormal basis \( (u_i, v_i) \) of \( \mathbb{R}^2 \), where \( u_i \) is the unit vector in the direction of \( z(\gamma_{ij}) \). Note that
\[
    x_i = \frac{\text{Re}(z(e_i)z(\gamma_{ij}))}{\ell_i} \quad \text{and} \quad y_i = \frac{\text{Im}(z(e_i)z(\gamma_{ij}))}{\ell_i}.
\]
Recall that \( U_o \) is the open domain of \( W_o \in \mathbb{C}^E \) defined in Section 7.2. Let \( \alpha \in \mathbb{R}_{>0} \) be some fixed constant. Let \( U_o^\prime(\tilde{\gamma}, \alpha) \) be the set of \( z \in U_o \) such that
\[
    \begin{cases}
        |\mathbf{A}(z)| \leq 1, \\
        |z(e)| \leq \sqrt{2}\alpha, \text{ for all } e \in E_\tilde{\gamma}^*, \\
        |x_i| \leq \ell_i \text{ and } |y_i| < \frac{2}{\ell_i}, \ i = 1, \ldots, k,
    \end{cases}
\]
where \( x_i, y_i, \ell_i \) are defined as above. The following lemma is key for the proof of Theorem 7.1.

**Lemma 7.10.** Let \( \text{vol} \) be a volume form on \( W_o \) which is proportional to the Lebesgue measure. Then \( \text{vol}(U_o^\prime(\tilde{\gamma}, \alpha)) \) is finite.

**Proof.** By Lemma 7.6 we can find \( (N - k) \) edges \( e_{k+1}, \ldots, e_N \) in \( E_\tilde{\gamma}^* \) such that the map
\[
    \Phi_o : \ W_o \to \mathbb{C}^N
\]
\[
    z \mapsto (z(e_1), \ldots, z(e_N))
\]
is an isomorphism. Let \( U_o^\prime(\tilde{\gamma}, \alpha) \) denote the image of \( U_o^\prime(\tilde{\gamma}, \alpha) \) under \( \Phi_o \). Let \( \text{vol}_{2N} \) denote the standard Lebesgue measure on \( \mathbb{C}^N \). It suffices to show that \( \text{vol}_{2N}(U_o^\prime(\tilde{\gamma}, \alpha)) \) is finite.

By definition, if \( (z_1, \ldots, z_N) \in U_o^\prime(\tilde{\gamma}, \alpha) \), then \( |z_i| \leq \sqrt{2}\alpha \), for \( i = k + 1, \ldots, N \). Set
\[
    \mathbf{B}^{N-k}(\sqrt{2}\alpha) := \{ w = (w_1, \ldots, w_{N-k}) \in \mathbb{C}^{N-k}, \ |w_i| \leq \sqrt{2}\alpha, \ i = 1, \ldots, N - k \}.
\]
Given \( w = (w_1, \ldots, w_{N-k}) \in \mathbf{B}^{N-k}(\sqrt{2}\alpha) \), define
\[
    U_o^\prime(\tilde{\gamma}, \alpha, w) := \{(z_1, \ldots, z_k) \in \mathbb{C}^k, \ (z_1, \ldots, z_k, w_1, \ldots, w_{N-k}) \in U_o^\prime(\tilde{\gamma}, \alpha) \}.
\]
From Lemma 7.6 we know that \( z(\gamma_{ij}) \) is a linear function of \( (w_1, \ldots, w_{N-k}) \). Thus \( \ell_i \) and the basis \( (u_i, v_i) \) depend only on \( w \). Let
\[
    R_i = \{z_i \in \mathbb{C}, \ z_i = (x_i, y_i) \text{ in the basis } (u_i, v_i), \ \text{where } |x_i| \leq \ell_i, \ |y_i| \leq \frac{2}{\ell_i}\}.
\]
Observe that \( R_i \) is a rectangle in \( \mathbb{C} \) whose area is equal to \( 2\ell_i \times \frac{4}{\ell_i} = 8 \). By definition, \( U_o^\prime(\tilde{\gamma}, \alpha, w) \) is contained in \( R_1 \times \cdots \times R_k \). It follows that \( \text{vol}_{2k}(U_o^\prime(\tilde{\gamma}, \alpha, w)) < 8^k \), where \( \text{vol}_{2k} \) is the Lebesgue measure of \( \mathbb{C}^k \). Since \( \mathbf{B}^{N-k}(\sqrt{2}\alpha) \) clearly has finite volume in \( \mathbb{C}^{N-k} \) (with respect to the Lebesgue measure), the lemma follows from Fubini Theorem. \( \square \)
7.5. Proof of Theorem 7.1

Proof. In what follows, we fix $\alpha = 2\sqrt{2.}$ Let $(\hat{X}, \hat{\omega}, \tau)$ be an element of $\Omega_{1, \hat{M}}^p(\hat{\gamma})(\tau).$ Our goal is to show that there is $\alpha \in \mathcal{A},$ and an admissible family of simple cycles $\tilde{\gamma}$ in the dual graph of the triangulation associated to $\alpha$ such that $(\hat{X}, \hat{\omega}, \tau) \in \Psi(U_{\rho}(\tilde{\gamma}, \alpha)),$ where $U_{\rho}(\tilde{\gamma}, \alpha)$ is defined as in Section 7.4.

By Proposition 6.8 there is a Delaunay triangulation of $(\hat{X}, \hat{\omega})$ which is invariant under the action of $\tau.$ Pullback this triangulation via a homeomorphism $\hat{f} : (\hat{M}, \hat{\Sigma}) \rightarrow (\hat{X}, \hat{\omega})$, we get a triangulation $\hat{T}$ of $(\hat{M}, \hat{\Sigma}).$ The pullback of $\tau$ by $\hat{f}$ is a homeomorphism $T$ of $\hat{M}$ that preserves $\hat{T}.$ The triangulation $\hat{T}$ and the homeomorphism $T$ then provide us with an element $\alpha = (\hat{G}, T) \in \mathcal{A}.$ In what follows, we will identify $\hat{T}$ with a Delaunay triangulation of $(\hat{X}, \hat{\omega}).$

Let $W_\alpha$ and $U_\alpha$ be as in Section 7.2. Let $z$ denote the vector in $\mathbb{C}E \cong \mathbb{C}^{2N_i}$ which is defined by $z(e) = \int_e \hat{\omega}.$ By definition, we have $z \in U_\alpha$ and $A := \text{Area}(\hat{X}, \hat{\omega}) = A(z) \leq 1.$

Recall that a cylinder on $\hat{X}$ is said to be long if its height is greater than $\alpha \sqrt{A}$ (see Def. 6.5). Let $\tilde{C}$ denote the family of all long cylinders in $\hat{X}.$ By Lemma 6.6, we know that the cylinders in $\tilde{C}$ are pairwise disjoint. Since $\tau$ is an isometry of $(\hat{X}, \hat{\omega}),$ the set $\tilde{C}$ is invariant under $\tau.$

Claim 7.11. The action of $\tau$ on $\tilde{C}$ is free.

Proof. Let $C$ be a long cylinder and $c$ a core curve of $C.$ Then $\tau^i(c)$ is a core curve of $\tau^i(C), i = 0, \ldots, d - 1.$ By assumption, we have $z(\tau^i(c)) = \tau^i z(c).$ If $\tau^i(C) = C$ then $\tau^i(c)$ must be a core curve of $C,$ which means that $\tau^i \in \{\pm 1\}.$ Since $\tau^i = 1$ only if $i = 0 \mod d,$ we must have $\tau^i = -1.$ This implies that $\tau$ is an isometry of the cylinder $C$ whose derivative is $-\text{id}.$ In this case, $\tau$ must have two fixed points in the interior of $C.$ But by definition, a fixed point of $\tau$ must belong to $\hat{\Sigma},$ and $C \cap \hat{\Sigma} = \emptyset.$ We then have a contradiction which proves the claim. \(\square\)

Claim 7.11 implies that we can write

$$\tilde{C} := \{C_{ij}, i = 1, \ldots, k, j = 0, \ldots, d - 1\}$$

where $C_{ij} = \tau^i(C_{i0}).$ By Lemma 6.7(iii), a core curve $c_{ij}$ of $C_{ij}$ intersects any edge of $\hat{T}$ at most once, thus it is dual to a simple cycle $\gamma_{ij}$ in the dual graph $\hat{T}^\vee$ of $\hat{T}.$

Claim 7.12. The simple cycles $\{\gamma_{ij}, i = 1, \ldots, k, j = 0, \ldots, d - 1\}$ are pairwise disjoint.

Proof. Indeed, if $\gamma_{ij}$ and $\gamma_{i'j'}$ share a common vertex (in $\hat{T}^\vee$), then since every vertex of $\hat{T}^\vee$ has valency 3, $\gamma_{ij}$ and $\gamma_{i'j'}$ share a common edge, say $e.$ This means that $e$ crosses two cylinders with height greater than $\alpha \sqrt{A}.$ By Lemma 6.7(iii), this is impossible. \(\square\)

Claim 7.12 implies that $\tilde{\gamma} := \{\gamma_{ij}, i = 1, \ldots, k, j = 0, \ldots, d - 1\}$ is an admissible family of simple cycles in $\hat{T}^\vee.$ Let $E_{\gamma_{ij}}, E_{\gamma'}, E'_{\gamma'}$ and $(e_1, \ldots, e_k)$ be as in Section 7.3.

Claim 7.13. For all $e \in E_{\gamma'}, |z(e)| \leq \sqrt{2} \alpha.$

Proof. If $|z(e)| > \sqrt{2} \alpha,$ then by Proposition 6.4, $e$ must cross a cylinder $C$ with height $h$ such that $|z(e)| < \sqrt{2}h.$ It follows that, $h > \alpha.$ Hence $C \in \tilde{C},$ and there exist $\gamma_{ij} \in \tilde{\gamma}$ such that $e$ is dual to an edge contained in $\gamma_{ij}.$ This contradicts the hypothesis that $e \in E_{\gamma'}.$ \(\square\)
Let \( h_i \) and \( \ell_i \) denote the height and circumference of \( C_{i0} \) respectively. Since \( \tau \) is an isometry, the height and circumference of \( C_i \) are also equal to \( h_i \) and \( \ell_i \) respectively.

Let \((x_i, y_i)\) be the coordinates of \( z(e_i) \) in the orthonormal basis \((u_i, v_i)\) of \( \mathbb{R}^2 \), where \( u_i \) is the unit vector in the direction of \( z(\gamma_{i0}) \).

**Claim 7.14.** We have
\[
|x_i| \leq \ell_i \quad \text{and} \quad |y_i| < \frac{2}{\ell_i}.
\]

**Proof.** That \( |x_i| \leq \ell_i \) follows from Lemma 6.7(i). To see that \( |y_i| \leq \frac{2}{\ell_i} \), we remark that \( |y_i| \leq |z(e_i)| < h_i + \frac{\sqrt{A}}{\alpha^2} \) (by Lemma 6.7(ii)). Since \( h_i > \alpha \sqrt{A} > \frac{\sqrt{A}}{\alpha^2} \), we get \( |y_i| < 2h_i \). Now
\[
|y_i|\ell_i < 2h_i\ell_i = 2\text{Area}(C_{i0}) \leq 2\text{Area}(\hat{X}, \hat{\omega}) \leq 2,
\]
and the claim follows. \( \square \)

Claim 7.13 and Claim 7.14 imply that \( z \in U_1^1(\hat{\gamma}, \alpha) \), or equivalently \((\hat{X}, \hat{\omega}, \tau) \in \Psi(U_1^1(\hat{\gamma}, \alpha))\). By Lemma 7.10, the volume of \( \Psi(U_1^1(\hat{\gamma}, \alpha)) \) is finite. Since \( \mathcal{A} \) is finite, and \( \hat{\gamma} \) belongs to a finite set, we deduce that the total volume of \( \Omega_1\hat{M}^{(\xi)}_{g,n}(\kappa) \) is finite.

**Proof of Theorem 1.1**

We can now conclude the proof of Theorem 1.1. By Proposition 5.4, \( \text{dvol} \) is a well-defined volume form on \( \Omega^d\mathcal{M}_{g,n}(\kappa) \) which is parallel with respect to its affine manifold structure. Theorem 7.1 implies that \( \text{vol}(\Omega_1\hat{M}^{(\xi)}_{g,n}(\kappa)) \) is finite. By definition \( \text{vol}_1(\mathbb{P}\Omega^d\mathcal{M}_{g,n}(\kappa)) = \text{vol}(\Omega_1\hat{M}^{(\xi)}_{g,n}(\kappa)) \), hence \( \text{vol}_1(\mathbb{P}\Omega^d\mathcal{M}_{g,n}(\kappa)) \) is finite. \( \square \)

**Appendix A. Proof of Corollary 3.4**

**Proof.** In what follows, we use the notation of Section 3. If \( d = 1 \), the equations of type (9) are all trivial (since \( T_\xi = \text{id} \)). Thus the system \((S)\) contains only equations of type (8), hence the space \( V \) is isomorphic to \( H^1_T(M, \hat{\Sigma}, \mathbb{C}) = H^1_T(M, \Sigma, \mathbb{C}). \) Therefore \( N = \dim_{\mathbb{C}} H^1(M, \Sigma, \mathbb{C}) = 2g + n - 1 \).

Assume from now on that \( d > 1 \). Set \( n_1 = \text{card}(\mathcal{T}^{(1)}) \) and \( n_2 = \text{card}(\mathcal{T}^{(2)}) \). It follows from the Euler characteristic formula for \( M \) that
\[
n_1 = 3(2g + n - 2), \quad n_2 = 2(2g + n - 2).
\]

Let \( \hat{E} \) be a subset of \( \hat{\mathcal{T}}^{(1)} \) such that each \( T_\xi \)-orbit in \( \hat{\mathcal{T}}^{(1)} \) has unique representative in \( \hat{E} \). Note that \( \text{card}(\hat{E}) = n_1 \). Consider elements of \( C_{N_1} \) as maps from \( \hat{\mathcal{T}}^{(1)} \) to \( \mathbb{C} \). It is clear that if \( \nu \in V_2 \), then \( \nu \) is uniquely determined by its restriction to \( \hat{E} \). Thus \( \dim V_2 = n_1 \).

Let \( \hat{F} \) be a subset of \( \hat{\mathcal{T}}^{(2)} \) such that each \( T_\xi \)-orbit in \( \hat{\mathcal{T}}^{(2)} \) has a unique representative in \( \hat{F} \). Let \((S_1')\) denote the system of linear equations associated to the elements of \( \hat{F} \). We claim that \( V \) is equal to the space of solutions to the system \((S_1') \cap (S_2) \). To see this, let \( \nu \) be vector in \( V_2 \), and assume that \( \nu \) is a solution of \((S_1') \). For any \( \theta \in \mathcal{T}^{(2)} \) there exist \( \hat{\theta} \in \hat{F} \), and \( k \in \{0, \ldots, d - 1\} \) such that \( \theta = T_{\xi}^k(\hat{\theta}) \). Let \( \hat{e}_1, \hat{e}_2, \hat{e}_3 \) denote the sides of \( \hat{\theta} \), then \( T_{\xi}^k(\hat{e}_1), T_{\xi}^k(\hat{e}_2), T_{\xi}^k(\hat{e}_3) \) are the sides of \( \theta \). We have \( \nu(T_{\xi}^k(\hat{e}_j)) = \xi^k \nu(\hat{e}_j) \) since \( \nu \) satisfies \((S_2) \), and \( \pm(\xi^k \nu(\hat{e}_1) \pm \nu(\hat{e}_2) \pm \nu(\hat{e}_3)) = 0 \) since \( \nu \) satisfies \((S_1') \). Therefore
\[
\pm(\nu(T_{\xi}^k(\hat{e}_1)) \pm \nu(T_{\xi}^k(\hat{e}_2)) \pm \nu(T_{\xi}^k(\hat{e}_3))) = \xi^k \pm(\nu(\hat{e}_1) \pm \nu(\hat{e}_2) \pm \nu(\hat{e}_3))) = 0
\]
which means that \( v \) satisfies all the equations in \((S_1)\). It follows that the space of solutions to \((S_1')\) is equal to the space of solutions to \((S_1) \cup (S_2)\), that is \( V \). Observe that \((S_1')\) contains exactly \( n_2 \) equations. Hence

\[
(25) \quad \dim V \geq \dim V_2 - n_2 = n_1 - n_2 = 2g + n - 2.
\]

Consider now the dual graph \( \mathcal{T}^\vee \) of \( \mathcal{T} \). Let \( \mathcal{T}^\vee_0 \) be a subgraph of \( \mathcal{T}^\vee \) which is a tree, and contains all the vertices of \( \mathcal{T}^\vee \). We will call \( \mathcal{T}^\vee_0 \) a maximal subtree of \( \mathcal{T}^\vee \). Let \( E_0 \) denote the set of edges of \( \mathcal{T} \) whose dual is not contained in \( \mathcal{T}^\vee_0 \). From the Euler characteristic formula, we have \( \text{card}(E_0) = 2g + n - 1 \). Let \( E_0 \subseteq M \) be the union of the edges in \( E_0 \).

Observe that if we cut \( M \) along the edges in \( E_0 \), then the resulting surface is a topological disc. Thus there is a continuous surjective map \( \varphi : D \to M \), where \( D \) is a closed disc in the plane, such that the restriction of \( \varphi \) to \( \text{int}(D) \) is an embedding, and \( \varphi(\partial D) = E_0 \). For each \( e \in E_0 \), there are two disjoint subintervals \( a, a' \) of \( \partial D \) such that \( \varphi(a) = \varphi(a') = e \), and the restrictions of \( \varphi \) to \( \text{int}(a) \) and to \( \text{int}(a') \) are injective. Therefore, \( \partial D \) is decomposed into \( 2(2g + n - 1) \) subintervals together with a pairing defined by the condition: two subintervals are paired if they are mapped to the same edge in \( \mathcal{T} \). Let us denote those subintervals by \( a_1, \ldots, a_{2(2g+n-1)} \) such that \( a_i \) and \( a_{2g+n-1+i} \) are paired. We choose the orientation of \( a_i \) to be the one induced by the orientation of \( D \).

We can lift \( \varphi \) to a map \( \hat{\varphi} : D \to \hat{M} \). Note that \( \hat{M}_0 = \hat{\varphi}(D) \) is a fundamental domain for the action of \( \langle T_{\xi} \rangle \) on \( \hat{M} \). For all \( i \in \{1, \ldots, 2(2g + n - 1)\} \), \( \hat{\varphi}(a_i) \) is an edge of \( \hat{T} \) which will be denoted by \( e_i \). We also endow \( e_i \) with the orientation induced by \( a_i \).

Let \( v \) be a vector in \( V \). For \( i = 1, \ldots, 2g + n - 1 \), since \( e_i \) and \( e_{2g+n-1+i} \) project to the same edge of \( \mathcal{T} \), there is \( r_i \in \{0, \ldots, d - 1\} \) such that \( e_{2g+n-1+i} = -T_{\xi}^g(e_i) \). Hence \( v(e_{2g+n-1+i}) = -\xi^r_i v(e_i) \). Since \( \{e_1, \ldots, e_{2(2g+n-1)}\} \) form the boundary of a disc, we have

\[
(26) \quad \sum_{i=1}^{2(2g+n-1)} v(e_i) = \sum_{i=1}^{2g+n-1} (1 - \xi^r_i) v(e_i) = 0.
\]

If \( r_i = 0 \), then \( e_{2g+n-1+i} = -e_i \), which means that \( e_i \) and \( e_{2g+n-1+i} \) are the same edge in \( \hat{T} \) with the inverse orientations. This happens if and only if \( \text{int}(e_i) \) is contained in the interior of the subsurface \( \hat{M}_0 \). If \( r_i = 0 \) for all \( i \in \{1, \ldots, 2g + n - 1\} \) then \( \hat{M}_0 \) is a subsurface of \( \hat{M} \) without boundary, which means that \( \hat{M}_0 = \hat{M} \). But this is impossible in the case \( d \geq 2 \). Hence there must exist \( i \in \{1, \ldots, 2g + n - 1\} \) such that \( \xi^r_i \neq 1 \). As a consequence, equation (26) is not trivial.

We now claim that \( v \) is uniquely determined by \((v(e_1), \ldots, v(e_{2g+n-1}))\). Indeed, any \( e \in \mathcal{T}^{(1)} \) belongs to the \( T_{\xi} \)-orbit of some edge \( \hat{e} \) contained in \( \hat{M}_0 \). If \( \hat{e} \) is contained in \( \hat{\varphi}(\partial D) \), then \( \hat{e} = e_i \) for some \( i \in \{1, \ldots, 2(2g + n - 1)\} \). Otherwise, \( \hat{e} \) is homologous to a combination of some edges in \( \hat{\varphi}(\partial D) \). In all cases, \( v(e) = \xi^r_i v(\hat{e}) \), where \( v(\hat{e}) \) can be written as a linear function of \((v(e_1), \ldots, v(e_{2g+n-1}))\). The claim implies that the restriction of the map

\[
\phi : \mathbb{C}^{N_1} \to \mathbb{C}^{2g+n-1}, \quad \{v(e), \ e \in \mathcal{T}^{(1)}\} \mapsto (v(e_1), \ldots, v(e_{2g+n-1}))
\]

to \( V \) is injective. Since \( \phi(V) \) is contained in the subspace of \( \mathbb{C}^{2g+n-1} \) defined by equation (26), we get

\[
(27) \quad \dim V \leq 2g + n - 2.
\]

From (25) and (27) we conclude that \( \dim V = 2g + n - 2 \). \( \square \)
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