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Abstract

Reed and Wood and independently Norine, Seymour, Thomas, and Wollan proved that for each positive integer \( t \) there is a constant \( c(t) \) such that every graph on \( n \) vertices with no \( K_t \)-minor has at most \( c(t)n \) cliques. Wood asked in 2007 if we can take \( c(t) = c' \) for some absolute constant \( c' \). This question was recently answered affirmatively by Lee and Oum. In this paper, we determine the exponential constant. We prove that every graph on \( n \) vertices with no \( H \)-minor has at most \( \max(3^{2t/3}+o(t)n^{1/t},2^{t+o(t)}n) \) cliques, and this bound is tight for \( n \geq 4t/3 \). More generally, let \( H \) be a connected graph on \( t \) vertices, and \( x \) denote the size (i.e., the number edges) of the largest matching in the complement of \( H \). We prove that every graph on \( n \) vertices with no \( H \)-minor has at most \( \max(3^{2t/3-x/3}+o(t)n^{1/t},2^{t+o(t)}n) \) cliques, and this bound is tight for \( n \geq \max(4t/3 - 2x/3, t) \) by a simple construction. Even more generally, we determine explicitly the exponential constant for the maximum number of cliques an \( n \)-vertex graph can have in a minor-closed family of graphs which is closed under disjoint union.

1 Introduction

Turán’s theorem \[10\] is a cornerstone result in extremal graph theory. It determines the maximum number of edges a \( K_t \)-free graph on \( n \) vertices can have, and it is given by the balanced complete \((t-1)\)-partite graph. This was extended by Zykov \[19\], who determined that the same graph maximizes the number of cliques amongst \( K_t \)-free graphs on \( n \) vertices.

Analogous questions for minors have also been studied for a long time. A graph \( H \) is a minor of a graph \( G \) if it can be obtained from \( G \) by contracting edges and deleting vertices and edges. Mader \[9,10\] proved that for each positive integer \( t \) there is a constant \( C(t) \) such that every graph on \( n \) vertices with no \( K_t \)-minor has at most \( C(t)n \) edges. Kostochka \[6,7\] and Thomason \[14\] independently proved that \( C(t) = \Theta(t\sqrt{\log t}) \). In particular, every graph with no \( K_t \)-minor has a vertex of degree \( O(t\sqrt{\log t}) \). Thomason \[14\] later proved that \( C(t) = (\alpha + o(1))t\sqrt{\log t} \) where \( \alpha = 0.319... \) is an explicit constant.

Norine, Seymour, Thomas, and Wollan \[11\] and independently Reed and Wood \[12\] showed that for each \( t \) there is a constant \( c(t) \) such that every graph on \( n \) vertices with no \( K_t \)-minor has at most \( c(t)n \) cliques. Wood \[17\] asked in 2007 if \( c(t) < c' \) for some absolute constant \( c' \). Progress on this question was made in \[3\], and it was recently resolved by Lee and Oum \[8\]. They proved that every graph on \( n \) vertices with no \( K_t \)-subdivision (and hence every graph on \( n \) vertices with no \( K_t \)-minor) has at most \( 2^{5t+o(t)}n \) cliques, and observed that optimizing their proof would improve the exponential constant from \( 5 \) to a number less than \( 4 \). Wood \[18\] very recently determined, for \( t \leq 9 \) and \( n \geq t - 2 \), that the maximum number of cliques a \( K_t \)-minor free graph on \( n \) vertices can have is \( 2^{t-2}(n - t + 3) \). He further conjectures that this bound holds if and only if \( t \leq 49 \). It may be surprising that there is a simple construction that is optimal up to such a large value of \( t \) before another construction does significantly better. For \( t \) large enough, a construction of
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a $K_t$-minor free graph on $n$ vertices with more cliques is the disjoint union of graphs on $2\lceil 2t/3 \rceil - 2$ vertices which are the complement of a perfect matching. This graph has $3^{2t/3-o(t)}n \geq 2^{1.0566t-o(t)}n$ cliques.

It is not surprising that this natural question in extremal graph theory, bounding the number of cliques a graph on a given number of vertices with a forbidden minor can have, has several significant algorithmic applications. These include linear-time algorithms for testing first-order properties in sparse graphs [2], and in a fast algorithm for finding small separators in graphs with a forbidden minor [12], which in turn has many further algorithmic applications.

In this paper, we determine the exponential constant in Wood’s problem.

**Theorem 1.1.** Every graph on $n$ vertices with no $K_t$-minor has at most $3^{2t/3+o(t)}n$ cliques. This bound is tight for $n \geq 4t/3$.

The proof of Theorem 1.1 is given in Section 2 and has a few ingredients. In Subsection 2.1 we prove a lemma which shows that for every graph of very large minimum degree, the order of the largest clique minor is about the average of its number of vertices and the order of its largest clique. In Subsection 2.2 we give a tight upper bound on the number of cliques in a graph with given sum of the number of vertices and the order of its largest clique. We use these lemmas to prove Theorem 1.1 in Subsection 2.3.

Our tools also allow us to estimate the maximum possible number of cliques in the case $n < 4t/3$. Of course, when $n < t$, any graph with $n$ vertices has no $K_t$-minor and hence the maximum possible number of cliques is just $2^n$ in this case, when the graph is a clique. When $t \leq n < 4t/3$, the maximum number of cliques a $K_t$-minor free graph on $n$ vertices can have is $2^{4t/3-n+2(n-t)\log_33+o(t)}$. Tightness for $n \leq 4t/3-3$ is given by the graph on $n$ vertices which is the complement of a matching of size $x = 2(n-t) + 1$. It is straightforward to check that this graph has no $K_t$-minor and has $3^{x/2^{x/2}}$ cliques, giving the lower bound. The proof of the upper bound is given in Theorem 3.6.

With some alternative tools, including probabilistic and linear programming methods, we generalize Theorem 1.1 and prove the following theorem which determines the exponential constant for the maximum number of cliques a graph on $n$ vertices with no $H$-minor can have. For a graph $H$, let $x(H)$ denote the number of edges of the largest matching in the complement of $H$. We also sometimes refer to this as the maximum missing matching size in $H$.

**Theorem 1.2.** Let $H$ be a connected graph on $t$ vertices and $x = x(H)$. Every graph on $n$ vertices with no $H$-minor has at most $\max(3^{2t/3-x/3+o(t)}n, 2^{x+o(t)}n)$ cliques. This is tight for $n \geq \max(4t/3 - 2x/3, t)$.

Theorem 1.2 when $x \leq (2 - 3/\log 3)t$, claims that every graph on $n \geq 4t/3 - 2x/3$ vertices with no $H$-minor has at most $3^{2t/3-x/3+o(t)}n$ cliques. This bound is tight by considering a disjoint union of copies of the graph which is the complement of a perfect matching on $2\lceil 2t/3 - x/3 \rceil - 2$ vertices. Theorem 1.2 when $x > (2 - 3/\log 3)t$, claims that every graph on $n$ vertices with no $H$-minor has at most $2^{x+o(t)}n$ cliques. The exponent is sharp by the construction of a graph of $n$ vertices which is the disjoint union of cliques on $t - 1$ vertices with possibly one clique on fewer vertices.

We further extend this result from a graph with a single forbidden minor to a graph in a minor-closed family of graphs. Recall the celebrated Robertson-Seymour Graph Minor Theorem [13], which states that for any minor-closed family $\mathcal{G}$ of graphs, the set $\mathcal{H}(\mathcal{G})$ of minimal forbidden minors is finite. We want to bound the number of cliques a graph in $\mathcal{G}$ on $n$ vertices can have. It is easy to check that a minor-closed family $\mathcal{G}$ is closed under disjoint union if and only if the minimal forbidden minors are all connected graphs.

**Theorem 1.3.** Let $\mathcal{G}$ be a minor-closed family of graphs which is closed under disjoint union, and $\mathcal{H}(\mathcal{G}) = \{H_1, H_2, \ldots, H_\ell\}$ be the set of minimal forbidden minors. Suppose for $1 \leq i \leq \ell$ that $H_i$ has $t_i$ vertices
and its maximum missing matching size is $x_i$. Assume $t_1 \leq t_2 \leq \cdots \leq t_i$. Then the number of cliques a graph in $\mathcal{G}$ on $n$ vertices can have is at most

$$\max_{(a_j, b_j)} 2^{(\log_2 3) a_j + b_j + o(t_1)n},$$

where the lower envelope $\mathcal{P}$ is defined in Section 4 and the extreme points of $\mathcal{P}$ are easy to compute and there are only a finite number of them. The lower order term $o(t_1)$ tends to $0$ as $t_1 \to \infty$. This bound is tight for $n \geq \frac{1}{4} t_1$.

Tightness for Theorem 1.3 comes from the disjoint union of copies of a graph which is a complement of a (not necessarily perfect) matching, i.e., of a graph whose complement has maximum degree at most one.

**Organization:** In the next section we prove Theorem 1.1. We use different tools to prove the generalization Theorem 1.2 in Section 3 and we further generalize this result to Theorem 1.3 in Section 4. We finish with some concluding remarks. For the sake of clarity of presentation, we sometimes omit floor and ceiling signs. Throughout the paper, unless specified otherwise, all logarithms are base two. We also do not make any serious attempts to optimize the $o(t)$ contribution that appear in the exponents.

## 2 Counting cliques in graphs with no $K_t$-minor

In the first subsection, we prove a lemma showing that the order of the largest clique minor in a very dense graph is the greatest integer which is at most the average of the number of vertices and the order of its largest clique. In the following subsection, we prove that the maximum number of cliques in a graph given the sum of the number of vertices and the order of its largest clique is obtained by the complement of a perfect matching. We finish with a subsection proving Theorem 1.1 by a reduction to the very dense case and using the lemmas proved in the first two subsections.

### 2.1 Hadwiger number of very dense graphs

The Hadwiger number $h(G)$ of a graph $G$ is the order of the largest clique minor in $G$. The clique number $\omega(G)$ is the order the largest clique in $G$. Let $G$ be a graph on $n$ vertices with clique number $\omega$ and Hadwiger number $h$. A simple upper bound on the Hadwiger number is $h \leq \lceil \frac{n+\omega}{2} \rceil$. Indeed, if we form a clique minor of size $h$ by contracting sets, and we use $n_i$ sets of size $i$, then the $n_1$ vertices form a clique, $h = \sum_i n_i$, and the number of vertices used is $\sum_i in_i$, which is at most $n$. Hence, $2h \leq n + n_1$, from which we get $h \leq (n + n_1)/2 \leq (n + \omega)/2$. As $h$ is an integer, we have $h \leq \lceil \frac{n+\omega}{2} \rceil$. The next lemma shows that the Hadwiger number matches this upper bound if the graph has large minimum degree and does not have a nearly spanning clique.

**Lemma 2.1.** Let $G$ be a graph on $n$ vertices with minimum degree $\delta$ and clique number $\omega$. Let $\Delta = n - \delta - 1$, which is the maximum degree of the complement of $G$. If $n \geq \omega + 2\Delta^2 + 2$, then $h(G) = \lceil \frac{n+\omega}{2} \rceil$.

**Proof.** As the upper bound was established before the lemma, it suffices to produce a clique minor of order $\lceil \frac{n+\omega}{2} \rceil$. We will build a clique minor by using a maximum clique $K$ and carefully pairing up all the remaining vertices (apart from possibly one vertex due to parity) to create the clique minor. We will do a little more, as the perfect matching in $V(G) \setminus K$ (we later show the perfect matching exists) we use for the pairs are such that each edge in the perfect matching is a dominating set in $G$.

We make an auxiliary graph $A$ on $V(G)$, where a pair $u, v$ of vertices are adjacent in $A$ if they are adjacent in $G$ and form a dominating set, i.e., every vertex of $G$ is adjacent to $u$ or $v$. Note that the edges
of $A$ are precisely those pairs of vertices of distance at least three in the complement of $G$. Succinctly, $A$ is the complement of the graph which is the square of the complement of $G$. As the complement of $G$ has maximum degree $\Delta$, the complement of $A$ has maximum degree at most $\Delta + \Delta(\Delta - 1) = \Delta^2$. Let $n' = n - \omega$, which is the number of vertices of $G$ not in $K$. Recall Dirac’s theorem [1] that every graph with minimum degree at least half the number of vertices has a hamiltonian cycle and hence a perfect matching (apart from one vertex, if the number of vertices is odd). Therefore, if the minimum degree of the induced subgraph $A \setminus K$ of $A$ on $V(G) \setminus K$ is at least $n'/2$, then, $A \setminus K$ has a perfect matching (apart from possible a single vertex due to parity), which would complete the proof. So it suffices to check that $n' - \Delta^2 - 1$, which is a lower bound on the minimum degree of $A \setminus K$, is at least $n'/2$. This inequality is equivalent to the condition in the lemma statement.

2.2 On the number of cliques and the clique number

For a graph $G$, let $c(G)$ denote the number of cliques in $G$, $n(G)$ denote the number of vertices of $G$, and $\omega(G)$ be the clique number of $G$. Define $k(s)$ to be the maximum of $c(G)$ over all graphs $G$ with $n(G) + \omega(G) \leq s$.

**Lemma 2.2.** We have $k(s) \leq 3^{s/3}$, with equality when $s$ is a multiple of 3 and $G$ is the complement of a perfect matching.

**Proof.** The proof is by induction on $s$, the base case $s < 3$ being trivial. Let $G$ be a graph with $k(s)$ cliques, $n$ vertices, clique number $\omega$, and $n + \omega \leq s$.

**Case 1:** The complement of $G$ has a vertex $v$ of degree 0.
Deleting $v$ decreases the number of vertices by one and the clique number by one, and halves the number of cliques. We thus get

$$k(s) \leq 2k(s - 2) \leq 2 \cdot 3^{(s-2)/3} = 2 \cdot 3^{-2/3}3^{s/3} < 3^{s/3}$$

by the induction hypothesis, completing this case.

**Case 2:** The complement of $G$ has a vertex $u$ with degree $d$ at least two.
Every clique of $G$ not containing $u$ has one less vertex, giving at most $k(s - 1)$ such cliques. Every clique of $G$ containing $u$ is determined by the clique apart from $u$ and its $d$ non-neighbors, decreasing the number of possible vertices by $d + 1$ and the clique number by 1, giving at most $k(s - d - 2)$ such cliques. We thus obtain in this case

$$k(s) \leq k(s - 1) + k(s - d - 2) \leq k(s - 1) + k(s - 4),$$

and, by the induction hypothesis, this is at most

$$3^{(s-1)/3} + 3^{(s-4)/3} = 3^{s/3}(3^{-1/3} + 3^{-4/3}) < 3^{s/3},$$

completing this case.

**Case 3:** Every vertex has degree one in the complement.
The graph is thus the complement of a perfect matching. Then $n = 2s/3$ and $\omega = s/3$ and $G$ has $3^{s/3}$ cliques, as we can choose independently for each non-edge of $G$ three possible intersections for that pair with the clique. 


2.3 Proof of Theorem 1.1

The goal of this section is to prove Theorem 1.1. We assume that $G$ is a graph with $n$ vertices and no $K_t$-minor.

Lee and Oum [3] (and in earlier works such as [5]) present a simple algorithm to enumerate all the cliques in a graph $G$, called the “peeling process”. It is helpful in bounding the number of cliques in a graph. Since we will use this peeling process again later in the paper, we separate it here from the rest of the text.

Peeling Process

Pick a minimum degree vertex $v_1$ and include it in the clique, and continue the algorithm picking cliques to add to $v_1$ within the neighborhood $N(v_1)$ of $v_1$. Once we have exhausted all cliques containing $v_1$, we delete it from the graph and continue the algorithm amongst the remaining vertices.

In this way, every clique $K$ in $G$ has an ordering $v_1, \ldots, v_s$ of all its vertices so that the following holds. Let $G_0 = G$. After deleting vertices one at a time of degree smaller than the degree of $v_1$, we obtain an induced subgraph $G_1$ that contains $K$ in which $v_1$ has the minimum degree. After picking $v_1, \ldots, v_r$, we delete from $G_i$ vertex $v_i$ and its nonneighbors, and vertices one at a time of degree smaller than that of $v_i+1$ and obtain an induced subgraph $G_{i+1}$ of $G_i$ that contains $K \setminus \{v_1, \ldots, v_i\}$ and in which $v_{i+1}$ has the minimum degree.

The peeling process allows us to focus on a remaining induced subgraph which is quite dense and is easier to analyze. There are not many vertices of any given clique not in a remaining dense induced subgraph. These few vertices contribute a relatively small factor to the total number of cliques.

Proof of Theorem 1.1. We bound the number of cliques by the peeling process. Let $n_i$ denote the number of vertices in $G_i$. Let $c = 0.1$ and $r = r(K)$ be the least positive integer such that $n_r \leq 1.05t$ or $n_{r+1} \geq n_r - cn_r^{1/2}$ or $r = s$. Recall that $s$ is the order of clique $K$.

We first give a bound on $r$. The result of Thomason [15] implies, as $G$ does not contain a $K_t$-minor, that every subgraph of it has a vertex of degree at most $d := t\sqrt{\log t}$ (here we assume $t$ is sufficiently large). Hence $n_1 \leq d + 1$. We have $n_{i} < n_{i-1} - cn_{i-1}^{1/2}$ for each $i \leq r$. In particular, if $j \leq r$ and $j - i \geq c^{-1}(2n_i)^{1/2}$, then $n_j < n_i/2$. It follows that

$$r \leq 1 + \sum_{h \geq 0} 1 + c^{-1}((d + 1)/2^{h-1})^{1/2} \leq 4c^{-1} t^{1/2} \log^{1/4} t := r_0.$$

We next give a bound on the number of choices for the first $r$ vertices $v_1, \ldots, v_r$ in cliques. We have $n_0 = n$ choices for $v_1$. We will use a weak estimate that the number of choices for $v_2, \ldots, v_r$ having picked $v_1$ is at most

$$\left(\frac{|G_i| - 1}{r_0} \right) \leq r_0 \left(\frac{t\sqrt{\log t}}{r_0} \right) \leq r_0 \left(\frac{ct\sqrt{\log t}}{r_0} \right)^{r_0} = 2^{O((t^{1/2} \log^{5/4} t))}.$$

We thus have at most $n2^{O((t^{1/2} \log^{5/4} t))}$ choices for $v_1, \ldots, v_r$.

Recall that $G$ has $n$ vertices and no $K_t$-minor and our goal is to bound the number of cliques in $G$. We have already bounded the number of choices for the first $r$ vertices in a clique, and it suffices to bound the number of choices for the remaining vertices. We split the cliques into three types: those with $n_r \leq 1.05t$, those with $r = s$ and $n_r > 1.05t$, and those with $r < s$, $n_r > 1.05t$, and $n_{r+1} \geq n_r - cn_r^{1/2}$.

We first bound the number of cliques with $n_r \leq 1.05t$. As there are at most 1.05 possible remaining vertices to include after picking $v_1, \ldots, v_r$ for the clique, then there are at most $2^{1.05t}$ ways to extend these vertices. We thus get at most $n2^{1.05t + O(t^{1/2} \log^{5/4} t)}$ cliques of the first type.
We next bound the number of cliques with \( r = s \). We saw that this is at most \( 2^{r_0} = 2^{O(t^{1/2} \log^{5/4} t)} \).

Finally, we bound the number of cliques with \( n_r \geq 1.05t \), \( r < s \), and \( n_{r+1} \geq n_r - c n_r^{1/2} \). In this case, we are left with a graph \( G_r \) where \( v_r \) has the minimum degree, and it and its non-neighbors are not in \( G_{r+1} \), which has \( n_{r+1} \) vertices. Thus, the complement of \( G_r \) has maximum degree \( \Delta \leq n_r - n_{r+1} \leq c n_r^{1/2} \). Thus \( G_r \) is dense. Let \( \omega \) be the clique number of \( G_r \). Since \( G \) has no \( K_t \)-minor, \( \omega < t \), so \( n_r - \omega > n_r - t \geq n_r - n_r - \frac{n_r}{1.05} \geq 0.04 n_r \geq 2(c n_r^{1/2})^2 + 2 \geq 2 \Delta^2 + 2 \), where we used that \( t \) is sufficiently large. Hence, the condition of Lemma 2.1 is satisfied, so the Hadwiger number \( h(G_r) \) is \( \lfloor \frac{n_r + \omega}{2} \rceil < t \), and so \( n_r + \omega < 2t \).

By Lemma 2.2, the number of cliques in \( G_r \) is at most \( 3^{2t/3} \). This gives a bound on the number of ways of completing a clique in \( G \) having picked the first \( r \) vertices. We thus get at most \( 3^{2t/3 + O(t^{1/2} \log^{5/4} t)} n \) cliques of the last type.

Adding up all possible cliques, we get at most \( 3^{2t/3 + O(t^{1/2} \log^{5/4} t)} n \) cliques in \( G \), completing the proof. \( \square \)

3 Counting cliques in graphs with no \( H \)-minor

In this section we prove Theorem 1.2 which, for any connected graph \( H \), gives an essentially sharp upper bound on the number of cliques an \( H \)-minor free graph on \( n \) vertices can have.

By the peeling process as described in Subsection 2.3 and similar to the proof of Theorem 1.1, we end up with a very dense induced subgraph \( G_r \) where the maximum missing degree \( \Delta \) is very small. We can then pass to a minor of this induced subgraph with the most cliques, and this minor will also be \( H \)-minor free. This minor is an example of a social graph, which we next define.

A social graph is a graph such that contracting any edge of it does not increase the number of cliques. It appears to be a challenging problem to characterize social graphs. We show in the next subsection that any very dense social graph \( G \) is, apart from a small number of vertices, the complement of a (not necessarily perfect) matching. This is an important tool in our results bounding the number of cliques in \( H \)-minor free graphs and more generally in minor-closed families of graphs which are closed under disjoint union. The proof of this important tool is shown in two steps. First, we show that almost every vertex is in a large proportion of the cliques in \( G \), i.e., the fraction of cliques in \( G \) containing that vertex is large. We call those vertices good and will define this notion formally soon. Second, we show that by ignoring the small number of vertices which are not good and their neighbors, each remaining vertex has non-degree at most one.

3.1 The structure of very dense social graphs

We now formally define for what it means for a vertex to be good. For each vertex \( v \in G \), let \( \alpha_v \) denote the fraction of cliques in \( G \) containing \( v \). Let \( \alpha^* \) be a number slightly smaller than \( \frac{2 - \sqrt{2}}{2} \), say \( \alpha^* = \frac{2 - \sqrt{2}}{2} - 0.001 \approx 0.29189 \). We say \( v \) is a good vertex if \( \alpha_v \geq \alpha^* \), and otherwise it is a bad vertex. Let \( U \) be the set of bad vertices in \( G \). We next show that if \( G \) contains too many bad vertices, then we can always find two adjacent bad vertices to contract such that the total number of cliques strictly increases. Therefore a dense social graph cannot have too many bad vertices.

The next lemma bounds the number of bad vertices in a social graph in terms of the maximum missing degree (i.e., the maximum degree in the complement).

**Lemma 3.1.** Every social graph \( G \) with maximum missing degree \( \Delta \) has at most \( 300 \Delta^2 \) bad vertices.
Proof. We suppose for contradiction that the number \(|U|\) of bad vertices is at least \(300\Delta^2\). We may assume \(\Delta \geq 1\) since otherwise \(G\) is a clique and there are no bad vertices. Since \(G\) has maximum missing degree \(\Delta\), then, in the complement of \(G\), each vertex has distance at most two to at most \(\Delta + \Delta(\Delta - 1) = \Delta^2\) other vertices. Thus we can greedily construct a subset \(U'\) of the set \(U\) of bad vertices of cardinality at least \(|U|/(\Delta^2 + 1) \geq 300\Delta^2/(\Delta^2 + 1) \geq 150\) such that every pair of vertices in \(U'\) have distance at least three in the complement of \(G\). Equivalently, this condition says that \(U'\) forms a clique in \(G\) and every pair of vertices in \(U'\) is a dominating set of \(G\).

Pick a clique \(K\) in \(G\) uniformly at random. By linearity of expectation, we have

\[
E[|K \cap U'|] = \sum_{u \in U'} E[1_{u \in K}] = \sum_{u \in U'} \alpha_u < |U'|\alpha^*.
\]  
(2)

The second equality holds since \(\alpha_u\) is the fraction of cliques containing \(u\), and the inequality holds because every \(u \in U'\) is a bad vertex and thus \(\alpha_u < \alpha^*\) by definition.

For any unordered pair of distinct vertices \(u, v \in U'\), we want to count the fraction of cliques containing either \(u\) or \(v\). By the inclusion-exclusion formula, this is given by the fraction of cliques containing \(u\), i.e., \(\alpha_u\), plus the fraction of cliques containing \(v\), i.e., \(\alpha_v\), minus the fraction of cliques containing both \(u\) and \(v\), which we denote by \(p_{uv}\).

In summary, the fraction of cliques containing either \(u\) or \(v\) is \(\alpha_u + \alpha_v - p_{uv}\). We will use an averaging argument to give an upper bound on the average value of \(\alpha_u + \alpha_v - p_{uv}\). First we lower bound the sum of \(p_{uv}\) over the unordered pairs of distinct vertices \(u, v \in U'\):

\[
\sum_{u,v \in U'} p_{uv} = \sum_{u,v \in U'} E[1_{u,v \in K}] = E[\sum_{u,v \in U'} 1_{u,v \in K}] = E\left[\left(\frac{|K \cap U'|}{2}\right)\right] \geq \left(\frac{E[|K \cap U'|]}{2}\right) = \left(\sum_{u \in U'} \alpha_u\right)\frac{1}{2}.
\]  
(3)

The inequality above is the Cauchy-Schwarz inequality while the last equality in (2) holds because of the last equality in (2). Combining the results above, we have the sum over unordered pairs \(u, v \in U'\) satisfies

\[
\sum_{u,v \in U'} \alpha_u + \alpha_v - p_{uv} \leq \sum_{u,v \in U'} (\alpha_u + \alpha_v) - \frac{1}{2} \sum_{u \in U'} \alpha_u \sum_{u \in U'} \alpha_v = \sum_{u,v \in U'} (\alpha_u + \alpha_v) - \frac{1}{2} \sum_{u \in U'} \alpha_u^2 - \sum_{u,v \in U'} \alpha_u \alpha_v + \frac{1}{2} \sum_{u \in U'} \alpha_u
\]
\[
< \sum_{u,v \in U'} (\alpha_u + \alpha_v - \alpha_u \alpha_v) + \frac{1}{2} (\alpha^* - \alpha^{*2})|U'|
\]
\[
< \sum_{u,v \in U'} (2\alpha^* - \alpha^{*2}) + 0.1034|U'|,
\]
where the first inequality holds by (2), the second line holds by expanding the binomial coefficient, the third line holds by rearranging terms and \(\alpha_u < \alpha^* < 1/2\) for \(u \in U'\) and \(x - x^2\) is an increasing function for \(x < 1/2\), and the last inequality holds because \(\alpha_u < \alpha^* < 1\) for \(u \in U'\) and thus \(-1 - \alpha_u)(1 - \alpha_v) < -(1 - \alpha^*)(1 - \alpha^*)\) which implies \(\alpha_u + \alpha_v - \alpha_u \alpha_v < 2\alpha^* - \alpha^{*2}\). Averaging over all \(\binom{|U'|}{2}\) unordered pairs of distinct \(u, v \in U'\), the average value of \(\alpha_u + \alpha_v - p_{uv}\) is at most

\[
2\alpha^* - \alpha^{*2} + \frac{0.1034|U'|}{\binom{|U'|}{2}} = 2\alpha^* - \alpha^{*2} + \frac{0.2068}{|U'|-1} < 1/2,
\]
where in the last inequality we substituted in the value of \(\alpha^*\) and used that \(|U'| \geq 150\). Therefore, there exists a pair \(u, v \in U'\) of distinct vertices such that the fraction of cliques containing either \(u\) or \(v\) is less than 1/2.
We next show that contracting the edge \((u, v)\) to a vertex \(u'\) yields a graph \(G'\) with more cliques than \(G\), contradicting that \(G\) is a social graph. In \(G\), the number of cliques not containing \(u\) or \(v\) is greater than the number of cliques containing \(u\) or \(v\) since the fraction of cliques containing \(u\) or \(v\) is less than 1/2. As the distance between \(u\) and \(v\) is more than two in the complement of \(G\), then \(u'\) is adjacent to all other vertices in \(G'\). Thus, the number of cliques in \(G'\) is twice the number of cliques in \(G\) not containing \(u\) or \(v\); this is greater than the number of cliques in \(G\), which equals to the number of cliques containing \(u\) or \(v\) plus the number of cliques not containing \(u\) or \(v\). This contradicts that \(G\) is a social graph and completes the proof. 

\[\square\]

**Lemma 3.2.** If \(I\) is an independent set in a graph, then there is a vertex in \(I\) which is in a fraction at most \(1/(|I|+1)\) of the cliques in the graph. In particular, if the vertices in \(I\) are good (i.e. are in a fraction at least \(\alpha^*\) of the cliques), then \(|I|\) \(\leq\) 2.

**Proof.** As \(I\) is an independent set, each clique contains at most one vertex in \(I\). We can therefore partition the cliques into \(|I|+1\) types, those that contain a particular vertex in \(I\) and those that contain none of the vertices in \(I\). For each clique containing a particular vertex in \(I\), deleting that vertex yields a unique clique that contains none of the vertices in \(I\). Thus, the cliques containing none of the vertices in \(I\) is the most common type, and by averaging, one of the vertices in \(I\) is in a fraction at most \(1/(|I|+1)\) of the cliques in \(G\). If \(|I|\geq3\), then there is a vertex in \(I\) in a fraction at most \(1/4 < \alpha^*\) of the cliques, and such a vertex is therefore not good. 

\[\square\]

We use the previous two lemmas in the proof of the next lemma which shows that for a very dense social graph, almost all vertices have degree in the complement at most one.

**Lemma 3.3.** In every social graph \(G\) with maximum missing degree \(\Delta\), all but at most \(600\Delta^3\) vertices have degree at most one in the complement of \(G\).

**Proof.** Let \(V'\) be the set of vertices in \(G\) excluding those that are bad vertices or the non-neighbors of bad vertices. Therefore \(|V'| \geq |V(G)| - 300\Delta^2(1+\Delta) \geq |V(G)| - 600\Delta^3\) by Lemma 3.1.

All the vertices in \(V'\) and their non-neighbors in \(G\) are good vertices. If every vertex \(v \in V'\) has degree at most one in the complement of \(G\), then we are done. So suppose for the sake of contradiction that there exists a vertex \(v \in V'\) whose set \(T = \{u_1, \ldots, u_d\}\) of non-neighbors has cardinality \(d \geq 2\). As \(v \in V'\), the set \(T\) forms a clique as otherwise there are nonadjacent \(u_i, u_j \in T\), and \(\{v, u_i, u_j\}\) form an independent set of order 3 of good vertices, contradicting Lemma 3.2.

For any subset \(S \subseteq T\), let \(k_S\) be the number of cliques \(K\) in \(G \setminus T\) whose set of common neighbors in \(T\) is \(S\). In other words, we are counting cliques \(K \subseteq G \setminus T\) such that \(K \cup S\) is a clique and \(K \cup S \cup \{u_i\}\) is not a clique for any \(u_i \in T \setminus S\). Each of the \(k_S\) cliques in \(G \setminus T\) has \(2^{|S|}\) ways of extending it to a clique in \(G\). Therefore the total number of cliques in \(G\) is \(\sum_{S \subseteq T} k_S 2^{|S|}\), where the summation is over all subsets of \(T\) including the empty set.

We also want to count the number of cliques containing a particular vertex \(u_i \in T\). Notice that any clique \(K\) in \(G \setminus T\) can be extended to include \(u_i\) if and only if the vertices of \(K\) have common neighborhood in \(T\) containing \(u_i\). Therefore the number of cliques including \(u_i\) is \(\sum_{S \subseteq T, u_i \in S} k_S 2^{|S|} - 1\). Hence, the fraction \(\alpha_{u_i}\) of cliques in \(G\) that contain \(u_i\) satisfies

\[\alpha_{u_i} = \frac{\sum_{S \subseteq T, u_i \in S} k_S 2^{|S|} - 1}{\sum_{S \subseteq T} k_S 2^{|S|}}.\]

For any clique \(K\) in \(G \setminus T\), suppose its set of common neighbors in \(T\) is \(S\). If \(S = \emptyset\), then \(K\) cannot be extended to add any vertex in \(T\), and thus does not contribute to any clique in \(G\) that contains a vertex in
When $S \neq \emptyset$, then $K$ can be extended to $S \subset T$. This clique $K$ contributes to $2^{|S|} - 1$ cliques in $G$ that contain a vertex in $T$ by extending $K$ to any non-empty subset of vertices in $S$. Therefore the fraction of cliques in $G$ that contains at least one vertex in $T$ is

$$\frac{\sum_{S \subset T, S \neq \emptyset} k_S (2^{|S|} - 1)}{\sum_{S \subset T} k_S 2^{|S|}}.$$  

It will also be helpful to compute the number of cliques containing $v$. Notice that $T$ is the set of all the non-neighbors of $v$. As $v$ is not adjacent to any vertex in $T$, no clique in $G$ contains $v$ and a vertex in $T$. So there are only three types of cliques in $G$:

1. Those containing $v$ and hence no vertex in $T$,
2. those not containing $v$ nor any vertex in $T$,
3. those that contain at least one vertex in $T$ and hence does not contain $v$.

The fraction of cliques of type 1 is $\alpha_v$ by definition. The number of cliques of type 1 is equal to the number of cliques of type 2. This is because a clique $K$ of type 1 if and only if $K \setminus \{v\}$ is a clique of type 2. Hence, the fraction of cliques of type 3, i.e., cliques containing at least one vertex in $T$, is $1 - 2\alpha_v$. Thus, we have

$$1 - 2\alpha_v = \frac{\sum_{S \subset T, S \neq \emptyset} k_S (2^{|S|} - 1)}{\sum_{S \subset T} k_S 2^{|S|}}.$$  

and therefore by rearranging the above equality we have

$$2\alpha_v = \frac{\sum_{S \subset T} k_S}{\sum_{S \subset T} k_S 2^{|S|}}.$$

Since $v$ and the $u_i$’s are all good vertices, we have the inequalities $\alpha_v \geq \alpha^*, \alpha_{u_i} \geq \alpha^*$ for all $1 \leq i \leq d$. We next show that these inequalities cannot simultaneously hold.

Consider a change of variables, letting $\beta_i = \frac{\sum_{|S| = i} 2^{|S|} k_S}{\sum_{S \subset T} k_S 2^{|S|}}$. Clearly $\sum_{i=0}^d \beta_i = 1$ and each $\beta_i \geq 0$. We have

$$\sum_{i=1}^d \alpha_{u_i} = \frac{\sum_{i=1}^d \sum_{S \subset T, u_i \in S} k_S 2^{|S| - 1}}{\sum_{S \subset T} k_S 2^{|S|}} = \frac{\sum_{S \subset T} \sum_{i=1}^d 1_{u_i \in S} k_S 2^{|S| - 1}}{\sum_{S \subset T} k_S 2^{|S|}} = \sum_{j=1}^d \frac{1}{2} \frac{\sum_{S \subset T, |S| = j} k_S 2^{|S||S|}}{\sum_{S \subset T} k_S 2^{|S|}}.$$  

By the definition of the $\beta_i$’s, we therefore have

$$\sum_{i=1}^d \alpha_{u_i} = \frac{1}{2} \sum_{i=1}^d i \beta_i.$$  

Since $\alpha_{u_i} \geq \alpha^*$, multiplying both sides by $2/d$, we have

$$\sum_{i=1}^d i \beta_i / d \geq 2\alpha^*.$$
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We can also write $\alpha_v$, whose value is given in (4), in terms of the $\beta_i$'s. Clearly,

$$2\alpha_v = \sum_{\mathcal{S} \subseteq \mathcal{T}} k_S = \sum_{i=0}^{d} \sum_{|S|=i} k_S = \sum_{i=0}^{d} \beta_i/2^i. \quad (6)$$

From (5) and (6), we have the following inequalities,

$$\sum_{i=1}^{d} i\beta_i/d \geq 2\alpha^*, \quad \sum_{i=0}^{d} \beta_i/2^i \geq 2\alpha^*, \quad \sum_{i=0}^{d} \beta_i = 1, \quad \text{each } \beta_i \geq 0. \quad (7)$$

We want to show that the inequalities in (7) above have no solution. We view the above system of inequalities as the following linear programming problem (LP0):

$$\text{(LP0)} \quad \max \sum_{i=1}^{d} i\beta_i/d, \quad (8)$$

subject to:

$$\sum_{i=0}^{d} \beta_i/2^i \geq 2\alpha^*, \quad (9)$$

$$\sum_{i=0}^{d} \beta_i = 1, \quad \text{each } \beta_i \geq 0. \quad (10)$$

We show that the objective function $\sum_{i=1}^{d} i\beta_i/d$ in (8) is always less than $2\alpha^*$, and thus obtain a contradiction to the first inequality in (7).

We first show that there cannot be three $\beta_i$'s which are positive in the optimal solution. We prove this by contradiction. Suppose the optimal solution has some $\beta_{i_1}, \beta_{i_2}, \beta_{i_3}$ being positive with $i_1 < i_2 < i_3$. We keep the rest of the $\beta_i$'s unchanged, and thus

$$\sum_{i=1}^{d} i\beta_i/d = a - (\beta_{i_1} + \beta_{i_2}).$$

Constraint (2) states that $\beta_{i_1}/2^{i_1} + \beta_{i_2}/2^{i_2} + \beta_{i_3}/2^{i_3} \geq c$ where $c$ is a constant in terms of only the rest of the $\beta_i$'s, which we have fixed. Writing $\beta_{i_3}$ in terms of $\beta_{i_1}, \beta_{i_2}$, we have

$$\beta_{i_1}/2^{i_1} + \beta_{i_2}/2^{i_2} + \beta_{i_3}/2^{i_3} = \left(\frac{1}{2^{i_1}} - \frac{1}{2^{i_3}}\right) \beta_{i_1} + \left(\frac{1}{2^{i_2}} - \frac{1}{2^{i_3}}\right) \beta_{i_2} + \frac{1}{2^{i_3}} (\beta_{i_1} + \beta_{i_2} + \beta_{i_3}) \geq c,$$

and thus

$$\left(\frac{1}{2^{i_1}} - \frac{1}{2^{i_3}}\right) \beta_{i_1} + \left(\frac{1}{2^{i_2}} - \frac{1}{2^{i_3}}\right) \beta_{i_2} \geq c - a/2^{i_3}.$$

Thus (LP0) is equivalent to maximize, after fixing the other $\beta_i$'s, the objective function $i_1\beta_{i_1} + i_2\beta_{i_2} + i_3\beta_{i_3} = i_3a - (i_3 - i_1)\beta_{i_1} - (i_3 - i_2)\beta_{i_2}$. Therefore our new linear programming problem becomes the following linear
programming problem \((LP_0')\)

\[
(LP_0') \quad \max_{\beta_{i_1}, \beta_{i_2}} i_3a - (i_4 - i_1)\beta_{i_1} - (i_3 - i_2)\beta_{i_2}
\]

subject to:

\[
\left(\frac{1}{2i_3} - \frac{1}{2i_4}\right)\beta_{i_1} + \left(\frac{1}{2i_2} - \frac{1}{2i_3}\right)\beta_{i_2} \geq c - a/2^i_3,
\]

\[
\beta_{i_1} + \beta_{i_2} \leq a, \tag{13}
\]

\[
\beta_{i_1} \geq 0, \tag{14}
\]

\[
\beta_{i_2} \geq 0. \tag{15}
\]

Clearly for this two-variable linear programming \((LP_0')\), the four slopes are all different; the four constraints define a convex bounded polygon. We know the optimal solution should appear at an extreme point of the polygon. In other words, the optimal solution should be at the intersection of two constraints. If one of the two constraints is \((14)\) or \((15)\) then we are done, since in this case we have either \(\beta_{i_1}\) or \(\beta_{i_2}\) is 0. Otherwise, one of the constraints that determines the optimal solution has to be \((13)\). We are also done in this case since if we have equality in \((13)\), then \(\beta_{i_1} = a - (\beta_{i_1} + \beta_{i_2}) = 0\). In any case this linear program will give one of \(\beta_{i_1}, \beta_{i_2}, \beta_{i_3}\) is 0. This contradicts the assumption that these three values are positive. Therefore the optimal solution to \((8)\) has at most two of the \(\beta_i\)'s are non-zero.

Suppose by maximizing \((8)\) we have \(\beta_h = 0\) for all \(h\) except for \(h = i, j\). Without loss of generality we assume \(0 \leq i < j\). By \((10)\) we have \(\beta_i + \beta_j = 1\). By \((9)\), we obtain \(2\alpha^* \leq \beta_i/2^i + \beta_j/2^j < \beta_i/2^i + \beta_j/2^i = \frac{1}{2}\). This implies \(i = 0\) as \(2\alpha^* > 1/2\). Thus in \((8)\) we are just maximizing \(j\beta_j/d\), and it needs to be at least \(2\alpha^*\) by \((7)\). If \(j = 1\), we obtain \(2\alpha^* \leq j\beta_j/d \leq \beta_j/2\), implying \(\beta_j \geq 4\alpha^* > 1\), a contradiction. Hence, \(j \geq 2\). Using \((9), (10)\), the fact that \(j \leq d\), and \(2\alpha^* \leq j\beta_j/d \leq \beta_j\), we have

\[
2\alpha^* \leq \frac{\beta_i}{2^i} + \frac{\beta_j}{2^j} = \frac{\beta_0}{2^0} + \frac{\beta_j}{2^j} = (1 - \beta_j) + \frac{\beta_j}{2^j} = 1 - \left(1 - \frac{1}{2^j}\right) \beta_j \leq 1 - \frac{3}{4} \beta_j \leq 1 - \frac{3}{4} \cdot 2\alpha^*,
\]

which would imply \(\alpha^* \leq 2/7\), contradicting the choice of \(\alpha^*\) (which is greater than \(0.29 > 2/7\)), which completes the proof. \(\square\)

### 3.2 On the number of cliques in very dense \(H\)-minor free graphs

In this subsection, we prove a simple lemma that gives an essentially tight upper bound on the number of cliques an \(H\)-minor free graph can have in which the complement has maximum degree at most one.

**Lemma 3.4.** Let \(H\) be a connected graph on \(t\) vertices and \(x\) be the size of a maximum matching in the complement of \(H\). Let \(G'\) be an \(H\)-minor free graph whose complement has maximum degree at most one.

If \(x < (2 - 3/\log 3)t\), then the number of cliques in \(G'\) is less than \(3^t - 4\). If \(x \geq (2 - 3/\log 3)t\), then the number of cliques in \(G'\) is less than \(2^t\).

The bounds in Lemma 3.4 are tight up to a factor 3 given by considering a complement of a perfect matching or a clique of an appropriate order. The remarks after the proof of Lemma 3.4 provide more details.

To prove Lemma 3.4, we first characterize when \(H\) can be a minor of \(G'\). Notice that a graph \(G'\) which has degree in the complement at most one consists of a complement of a perfect matching complete to a clique. So \(G'\) has \(2a + b\) vertices with the complement of the perfect matching on \(2a\) vertices and the clique on \(b\) vertices.
Lemma 3.5. Let $H$ and $G'$ be the same as in Lemma 3.4, where $G'$ has $2a + b$ vertices with the missing matching of $G'$ has $2a$ vertices and the clique has $b$ vertices. Then $G'$ is $H$-minor free if and only if

$$
1.5a + b < t - 0.5x \quad \text{if } a \geq x, \text{ and} \\
2a + b < t \quad \text{if } a < x.
$$

Proof. The complement of $H$ has a maximum matching on $2x$ vertices. The remaining $t - 2x$ vertices of $H$ is a clique as otherwise we can make an even bigger matching in the complement of $H$.

Graph $H$ is a minor of $G'$ if and only to certain inequalities need to be satisfied. When $a \geq x$, we can first embed the $x$ non-edges of the missing matching in $H$ into the $a$ missing edges of $G'$. Then $H$ is a minor of $G'$ is equivalent to embed a clique minor of order $t - 2x$ into a graph on $2a + b - 2x$ vertices which is a complement of a matching with size $a - x$. We have seen at the end of the proof of Lemma 2.1 that the complement of a perfect matching of size $a - x$ has a maximum clique minor of size $\left\lfloor \frac{3}{2}(a - x) \right\rfloor$. Therefore, the Hadwiger number of $G'$ removing the missing matching on $2x$ vertices is at most $\left\lfloor \frac{3}{2}(a - x) \right\rfloor + b$. We need this number to be less than $t - 2x$ as otherwise $H$ is a minor of $G'$. Thus, in this case, $H$ is not a minor of $G'$ is equivalent to $t - 2x > b + \left\lfloor \frac{3}{2}(a - x) \right\rfloor$. Rearranging the terms, we have

$$1.5a + b < t - 0.5x.$$

Similarly, when $a < x$, we can first embed a missing matching on $2a$ vertices into the missing matching on $2a$ vertices in $G'$. Therefore, $H$ is a minor of $G'$ is equivalent to embed a matching with $x - a$ edges together with a clique on $t - 2x$ vertices into a clique of size $b$. If $H$ is not a minor of $G'$, it means the total number of vertices is not enough, i.e., $2(x - a) + (t - 2x) > b$. Rearranging, we have

$$2a + b < t.$$

Thus we have obtained the necessary and sufficient conditions for $H$ not being a minor of $G'$ with the specified parameters $a, b$. 

Proof of Lemma 3.4. Again, the number of vertices of $G'$ is $2a + b$ with the missing matching having $2a$ vertices and the clique having $b$ vertices.

The number of cliques in $G'$ is $3^a 2^b$ as for each non-adjacent pair of vertices in the missing matching, the two end vertices have $2^2 - 1 = 3$ possibilities of appearing in a clique since they cannot both appear. Thus the number of cliques in $G'$, by Lemma 3.5, is achieved by the following optimization problem (IP1) to the left.

(IP1) \max 3^a 2^b = 2^{(\log 3)a + b} \quad \text{subject to:} \quad \begin{align*}
1.5a + b &< t - 0.5x \quad \text{if } a \geq x, \text{ and} \\
2a + b &< t \quad \text{if } a < x. \quad (16) \quad \text{relaxation} \\
a, b &\geq 0, \quad a, b \in \mathbb{Z}.
\end{align*}

(LP1) \max 3^a 2^b = 2^{(\log 3)a + b} \quad \text{subject to:} \quad \begin{align*}
1.5a + b &\leq t - 0.5x \quad \text{if } a \geq x, \text{ and} \\
2a + b &\leq t \quad \text{if } a < x. \quad (18) \\
a, b &\geq 0, a, b \in \mathbb{R}.
\end{align*}

Note that this is equivalent to maximizing $(\log 3)a + b$ under the same constraints. We relax (IP1) to another optimization problem (LP1) above to the right by allowing $a, b$ to be real numbers and use the closure of the feasible region by replacing the strict inequalities (16) and (17) by inequalities (18) and (19).
(19). In other words, the optimal value of (IP1) is bounded above by the optimal value of the linear programming problem (LP1). When solving the linear system by using the constraint (18), we have that \( b = 0 \) and \( a \leq \frac{2t}{3} \), and thus \( 3^a 2^b \leq 3^{\frac{2t}{3}} \). When solving the linear system by using the constraint (19) we have \( a = 0 \) and \( b \leq t \), and thus \( 3^a 2^b \leq 2^t \). Therefore, by comparing the two bounds, the first bound is larger, i.e., \( 3^{\frac{2t}{3}} > 2^t \) when \( x < (2 - 3/\log 3)t \). The second bound is larger when otherwise.

Remark. We already saw that the optimal value of (IP1) is at most the optimal value of (LP1). We have already obtained the optimal value of (LP1). We show that the optimal value of (IP1) is at least \( \frac{1}{3} \) of the optimal value for (LP1). If the optimal solution of (LP1) is \((a^*, b^*)\), we have seen that \( a^* = 0 \) or \( b^* = 0 \). If \( a^* = 0 \), then the lattice point \((0, \lfloor b^* \rfloor - 1)\) is in the feasible region of (IP1) and the value of the objective functions in (IP1) for this point is \( 3^{a^*} 2^{\lfloor b^* \rfloor - 1} \geq \frac{1}{3} (3^a 2^b) \), meaning that the value of (IP1) is at least half the optimal value of (LP1). Similarly, if \( b^* = 0 \), then the lattice point \((\lfloor a^* \rfloor - 1, 0)\) is in the feasible region of (IP1) and \( 3^{\lfloor a^* \rfloor - 1} 2^{b^*} \geq \frac{1}{3} (3^a 2^b) \). Therefore the optimal value of (IP1) is within a factor 3 of the optimal value of (LP1). This means that the bound in Lemma 3.4 is sharp up to a factor 3.

### 3.3 Proof of Theorem 1.2

The proof of Theorem 1.2 has some similarities to the proof of the special case for cliques, Theorem 1.1, given in the previous section. We use the peeling process described in Subsection 2.3 to peel off vertices of small degree, and show that they contribute only a small factor to the number of cliques. We end up with a dense graph. From the results obtained in the previous subsection, we understand how to maximize the number of cliques in the dense setting under the given constraints by Lemma 3.4.

**Proof of Theorem 1.2**. We begin by bounding the number of cliques by the peeling process described in Subsection 2.3. Let \( n_i \) denote the number of vertices in \( G_i \). For a clique \( K \) on \( s \) vertices, let \( r = r(K) \) be the least positive integer such that \( n_r \leq 0.99t \) or \( n_{r+1} \geq n_r - n_r^{1/4} \) or \( r = s \).

We first give a bound on \( r \). Since \( H \) has \( t \) vertices and \( G \) is \( H \)-minor free, it is also \( K_t \)-minor free. The result of Thomason [13] implies, as \( G \) is \( K_t \)-minor free, that every subgraph of it has a vertex of degree at most \( d := t^{1/\log t} \) (here we assume \( t \) is sufficiently large). Hence \( n_1 \leq d + 1 \). We have \( n_1 < n_{r+1} - n_{r+1}^{1/4} \) for each \( 2 \leq i \leq r \). In particular, if \( r \leq j \) and \( j - i \geq (n_i/2)^{3/4} \), then \( n_j < n_i/2 \). Indeed, otherwise we have \( n_j < n_i - (j - i)(n_i/2)^{3/4} \leq n_i/2 \), a contradiction. It follows that

\[
r \leq 1 + \sum_{h \geq 0} 1 + \left( (d + 1)/2^{h+1} \right)^{3/4} \leq 2 \left( t^{3/4} \log t \right)^{3/8} := r_0.
\]

We next give a bound on the number of choices for \( v_1, \ldots, v_r \). We have \( n_0 = n \) choices for \( v_1 \). We use the weak estimate that the number of choices for \( v_2, \ldots, v_r \) having picked \( v_1 \) is at most \( \left( \frac{n_{r+1}}{r_0} \right)^3 \) choices for \( v_1, \ldots, v_r \).

Recall that \( G \) is an \( H \)-minor free graph on \( n \) vertices and our goal is to bound the number of cliques in \( G \). We have already bounded the number of choices for the first \( r \) vertices, and it suffices to bound the number of choices for the remaining vertices. We split the cliques into three types: those with \( n_r \leq 0.99t \), those with \( r = s \) and \( n_r > 0.99t \), and those with \( r < s \), \( n_r > 0.99t \), and \( n_{r+1} \geq n_r - n_r^{1/4} \).

We first bound the number of cliques with \( r \leq 0.99t \). As there are at most \( 0.99t \) possible remaining vertices to include after picking \( v_1, \ldots, v_r \) for the clique, there are at most \( 2^{0.99t} \) ways to extend these vertices to a clique. We thus get at most \( n_2^{0.99t+3n^{3/4}(\log t)^{11/8}} \) cliques of the first type.

We next bound the number of cliques with \( r = s \). We saw that this is at most \( n_2^{3n^{3/4}(\log t)^{11/8}} \).
Finally, we bound the number of cliques with \( n_r \geq 0.99t, r < s, \) and \( n_{r+1} \geq n_r - n_r^{1/4} \). In this case, in \( G_r \), \( v_r \) has the minimum degree, and it and its non-neighbors are not in \( G_{r+1} \), which has \( n_{r+1} \) vertices. Thus, the maximum degree \( \Delta \) of the complement of \( G_r \) satisfies \( \Delta < n_{r+1} - n_r \leq n_r^{1/4} \leq (t^{1/4} \log t)^{1/4} = t^{1/4} (\log t)^{1/8} \).

Let \( \hat{G} \) be a minor of \( G_r \) which has the most cliques, so \( \hat{G} \) is also \( H \)-minor free and is a social graph.

By the definition of \( \hat{G} \), we have \( \ell(\hat{G}) \geq \ell(G_r) \). It is clear that the maximum missing degree in \( \hat{G} \) is at most that of \( G_r \), which is \( \Delta \). Note that we may assume \( \hat{G} \) is obtained from \( G_r \) only by edge contractions (no edge or vertex deletions) as avoiding the deletions cannot decrease the number of cliques. By Lemma \ref{lem:clique_number}, removing at most \( 600\Delta^3 \) vertices in \( \hat{G} \), the remaining induced subgraph \( G' \) of \( \hat{G} \) has degree in the complement at most one. Lemma \ref{lem:clique_number} tells us that the total number of cliques in \( G' \) is at most \( 3^{\hat{n} - \hat{\Delta}} \) when \( x < (2 - 3/\log 3)t \); and \( 2^t \) when \( x \geq (2 - 3/\log 3)t \). There are at most \( 600\Delta^3 \) vertices in \( \hat{G} \setminus G' \). Thus in \( \hat{G} \), the number of cliques is at most \( 2^{600\Delta^3} \) times the number of cliques in \( G' \). Therefore, in \( \hat{G} \), there are at most \( 3^{\hat{n} - x/3 + 600\Delta^3} \leq 3^{2t/3 - x/3 + 600\Delta^3/(\log t)^{3/8}} \) cliques when \( x < (2 - 3/\log 3)t \); and at most \( 2^{t + 600\Delta^3} = 2^{t + 600\Delta^3/(\log t)^{3/8}} \) cliques when \( x \geq (2 - 3/\log 3)t \).

We thus obtained an upper bound on the number of ways of completing a clique in \( G \) having picked the first \( r \) vertices. We thus get at most \( n_r^2 \cdot 3^{2t/3 - x/3 + 600\Delta^3/(\log t)^{3/8}} = n_r^3 3^{2t/3 - x/3 + \log(\log t)^{3/8}} \) cliques of the last type if \( x < (2 - 3/\log 3)t \), and at most \( n_r^2 \cdot 2^{t + 600\Delta^3/(\log t)^{3/8}} = n_r^3 2^{t + \log(\log t)^{3/8}} \) cliques of the last type if otherwise.

Adding up all possible cliques, we get at most \( 3^{2t/3 - x/3 + \log(\log t)^{3/8}} \) cliques if \( x < (2 - 3/\log 3)t \), and at most \( 2^{t + \log(\log t)^{3/8}} \) cliques if \( x \geq (2 - 3/\log 3)t \). In the first case, the bound is tight up to the error term by considering the disjoint union of perfect matchings of size just less than \( 2t/3 - x/3 \). In the second case, the bound is tight by considering up to the error term by considering a disjoint union of cliques of order \( t - 1 \).

We next show how to use the previously obtained results in order to establish the maximum number of cliques a \( K_t \)-minor free graph on \( n \) vertices can have when \( t \leq n < 4n/3 \).

**Theorem 3.6.** Every \( K_t \)-minor free graph on \( n \) vertices with \( t \leq n < 4t/3 \) has at most \( 2^{4t - 3n + 2(n - t) \log_2 3 + o(t)} \) cliques.

**Proof.** We apply the peeling process until we arrive at an induced subgraph with maximum missing degree \( \Delta \) at most \( t^{1/4} \). In each step, we remove a vertex with all its non-neighbors, whose cardinality is at least \( t^{1/4} \) before the peeling process terminates. Thus there are at most \( n/t^{1/4} \) vertices in a clique before arriving at the dense induced subgraph. Hence, we have at most

\[
\left( \frac{n}{t^{1/4}} \right)^{n/t^{1/4}} = 2^{3t/4 + o(1)}
\]

choices for the vertices of a clique before we arrive at the dense induced subgraph with maximum missing degree \( \Delta \leq t^{1/4} \). By Lemma \ref{lem:clique_number}, all but at most \( 600\Delta^3 \leq 600\Delta^3 \) vertices have missing degree at most one. These at most \( 600\Delta^3 \) vertices contribute a factor at most \( 2^{600\Delta^3} \leq 2^{t^{1/4} + o(1)} \) to the number of cliques. The remaining induced subgraph has \( n' < n \) vertices, no \( K_t \)-minor, and has maximum missing degree at most one. Let \( x' \) be the size of the maximum missing matching. So the number of cliques in this induced subgraph is \( 3^x' 2^{n' - 2x'} \). This is maximized given \( n' \) if \( x' \) is as small as possible so that it is still \( K_t \)-minor free, which is when \( x' = 2(n' - t) + 1 \). The number of cliques in this case is \( 2^{4t - 3n' + 2(n' - 2t + 1) \log_2 3} \). This is an increasing function of \( n' \), which is at most \( n \), and thus we get an upper bound when we substitute \( n \) for \( n' \). With the factors we get from the peeling process and the few vertices in the remaining induced subgraph that have missing degree more than one, in total we get at most \( 2^{4t - 3n + 2(n - t) \log_2 3 + o(t)} \) cliques, completing the proof. 

\[\square\]
4 Counting cliques in a graph in a minor-closed family

In this section we generalize the result in Theorem 1.2 further to prove Theorem 1.3 bounding the number of cliques in a graph on \( n \) vertices that belongs to a minor-closed family of graphs that is closed under disjoint union. As in the previous sections, we determine the exponential constant.

**Proof of Theorem 1.3.** Similar to the previous section, we first apply the peeling process with the same parameters to reduce to a dense graph \( G_r \) whose maximum missing degree \( \Delta \) is at most \( t_1^{1/4+o(1)} \). Let \( \hat{G} \) be the minor of \( G_r \) with the most cliques. By Lemma 3.3 we know that in \( \hat{G} \) after removing at most \( 600\Delta^3 \) vertices, the remaining induced subgraph of \( \hat{G} \), denoted by \( G' \), has degree in the complement at most one. Since \( G \) is minor-closed, then \( G' \) is also in \( G \), i.e., it forbids \( H_1, \ldots, H_\ell \) as minors.

To bound the number of cliques in \( G' \), we use the same argument as in Lemma 3.4. Suppose \( G' \) is the complement of a matching on \( 2a + b \) vertices consisting of the complement of a perfect matching on \( 2a \) vertices which is complete to a clique on \( b \) vertices, so \( G' \) has \( 3^a2^b \) cliques. We want that \( H_i \) is not a minor in \( G' \) for each \( 1 \leq i \leq \ell \). Lemma 3.5 tells us we need, for each \( 1 \leq i \leq \ell \), that

\[
1.5a + b < t_i - 0.5x_i \quad \text{if} \quad a \geq x_i \\
2a + b < t_i \quad \text{if} \quad a < x_i.
\]

Therefore when bounding the maximum number of cliques in \( G' \), similar to what we did in Lemma 3.4 we want to solve the following optimization problem (IP2) below on the left. We relax it to a related linear programming problem (LP2) on the right below. Note that this is indeed a linear program as it is equivalent to maximizing \((\log_2 3)a + b\) under the same conditions.

\[
\text{(IP2)} \quad \max 3^a2^b = 2^{(\log_3)a + b} \quad \text{(20)}
\]

subject to:

For each \( 1 \leq i \leq \ell \):

\[
1.5a + b < t_i - 0.5x_i \quad \text{if} \quad a \geq x_i, \quad \text{and} \quad 1.5a + b \leq t_i - 0.5x_i \quad \text{if} \quad a \leq x_i, \quad \text{(21)}
\]

\[
2a + b < t_i \quad \text{if} \quad a < x_i. \quad \text{(22)}
\]

\[
a, b \geq 0, \quad a, b \in \mathbb{Z}. \quad \text{(23)}
\]

\[
\text{(LP2)} \quad \max 3^a2^b = 2^{(\log_3)a + b} \quad \text{(24)}
\]

subject to:

For each \( 1 \leq i \leq \ell \):

\[
1.5a + b \leq t_i - 0.5x_i \quad \text{if} \quad a \geq x_i, \quad \text{and} \quad 2a + b \leq t_i \quad \text{if} \quad a < x_i, \quad \text{(25)}
\]

\[
a, b \geq 0, \quad a, b \in \mathbb{R}. \quad \text{(26)}
\]

The optimal value in (IP2) is bounded above by the optimal value in (LP2). To solve the linear program (LP2), it is helpful to visually work out each constraint. The inequality given in (25) (for each \( i \)) is the region given by \( b \leq t_i - 2a \) when \( 0 \leq a < x_i \). The closure of this region is on or below the blue line segment \( AF \) in the closed first quadrant in Figure 1. The constraint (24) is defined by \( a \geq x_i \) and the line \( b \leq (t_i - 0.5x_i) - 1.5a \) in the closed first quadrant. This region is on or below the green line segment \( FD \) in the closed first quadrant. The slope of the green line \( b \leq (t_i - 0.5x_i) - 1.5a \) has magnitude smaller than the blue line. Therefore the feasible region of (LP2) for each \( i \) can be visualized as the shaded region in Figure 1 the region in the closed first quadrant below the piecewise linear curve (with one bend) with segments \( AF \) and \( FD \).
Figure 1: Constraints (24) and (25) visualization. The blue line $b \leq t_i - 2a$ coming from (25) intersects the axis $a = 0$ at $A : (0, t_i)$ and intersects the axis $b = 0$ at $B : (t_i/2, 0)$. The green line $b \leq (t_i - 0.5x_i) - 1.5a$ coming from (24) intersects the axis $a = 0$ at $C : (0, t_i - 0.5x_i)$ and intersects the axis $b = 0$ at point $D : (\frac{t_i - 0.5x_i}{2}, 0)$. $F$ is the intersection of the two lines and it can be easily solved that $F = (x_i, t_i - 2x_i)$.

Figure 2: Illustration of the feasible region (polygon) of (LP2). The lower envelope $\mathcal{P}$ is the union of the closed line segments $AB, BC, CD, DE, EF, FG$.

After intersecting all the shaded areas bounded by the one-bended piecewise linear curves for each graph $H_i$, we obtain the feasible region of (LP2), which is a polygon of the type as in Figure 2. There are only two slopes, $-1.5$ and $-2$, in the non-axis line segments bounding this polygon. We call the closure of this set of one-bended line segments which bounds the resulting polygon the lower envelope $\mathcal{P}$. For example, in Figure 2 the lower envelope is the union of the closed line segments $AB, BC, CD, DE, EF, FG$. Note that not all the bended line segments for each $H_i$ should participate in the lower envelope: a bended line segment can be always strictly higher than the lower envelope and thus will not be in the intersection of all the shaded areas for $H_i$’s. Since our objective function has slope in between the two slopes appearing in the lower envelope (as $1.5 < \log_2 3 < 2$), we know that the optimal solution should appear only at an extreme point of the lower envelope. For example, in Figure 2 the extreme points of the lower envelope $\mathcal{P}$ are $A, B, C, D, E, F, G$. In contrast to the case $\ell = 1$ considered in the previous section, the optimal
solution can appear in an extreme point which is not on the axises (so neither \( a = 0 \) nor \( b = 0 \)), and we will show an example soon. In summary, the solution of (LP2) is

\[
\max_{(a_j, b_j)} \text{ an extreme point of the lower envelope } P \quad 2^{(\log_2 3) a_j + b_j}.
\] (26)

To see that the optimal solution of (IP2), which gives us the maximum number of cliques in \( G' \), is within a factor 6 of the optimal solution of (LP2), let the point \( p = (a^*, b^*) \) be the optimal solution of (LP2). The feasible region for (IP2) are exactly the lattice points of the feasible region of (LP2) excluding the lattice points on the lower envelope \( P \). Therefore the closest lattice point \( p' < p \) but \( p' \neq p \) is in the feasible region of (IP2). Since both coordinates of \( p' \) differ from \( p \) by at most 1, by plugging in \( p' \) into the objective function in (IP2), it gives a value at least \( \frac{1}{6} \) the optimal value for (LP2). Since the optimal value for (IP2) is at least the value by plugging in \( p' \), we have that the optimal value for (IP2) is within a factor 6 of the optimal value for (LP2). Thus the bound we achieved by solving (LP2) instead is tight up to a factor 6.

We now bound the number of cliques a graph \( G \in \mathcal{G} \) on \( n \) vertices can have. The argument is almost the same as in the proof of Theorem 1.2. Thus we omit the repetitive details. The number of cliques in \( G' \) we have shown is at most (26), and the same argument as in Theorem 1.2 shows that the number of cliques in the graph \( G \) is at most \( 2^{\frac{3}{4} + o(1)} n \) times this bound.

Tightness of the bound comes from taking a disjoint union of copies of a graph \( G' \) on \( 2a' + b' \) vertices which is the complement of a matching of size \( a' \), where \( p' = (a', b') \) is the lattice point in the feasible region defined earlier.

When there is only one connected graph forbidden as a minor, as we have seen in Section 3, the optimal solution for the relaxed system (LP1) satisfies either \( b = 0 \) or \( a = 0 \). To relate to (IP1), this means that an optimal construction of a graph forbidding \( H \) as minor and with the maximum number of cliques is close to being a complement of a perfect matching or a clique. However, for the general case, when there are multiple forbidden minors, the optimal construction can be far from either.
Figure 3: Example of Forbidding $H_1, H_2$. Constraint $i$ is the feasible region coming from $H_i$. The intersection of the two feasible regions give the feasible region for (LP2). The objective function is optimized when the appropriate $c$ is chosen such that the red dashed line goes through $F$, the intersection of the blue and green lines.

We will consider and example with $\ell = 2$ forbidden minors. Let $H_1$ be a clique on $t_1 = 4t$ vertices, so $x_1 = 0$. Let $H_2$ be a graph on $t_2 = 5t$ vertices with $x_2 = t_2/2 = 2.5t$, i.e., $H_2$ is a complement of a perfect matching on $5t$ vertices. We next consider the integer program (IP2) and the linear program (LP2) in this case. The objective function \((23)\) translates into maximizing \((\log_2 3)a + b\), which is of some constant value $c$ on each line parallel to the red line in Figure 3. For $H_1$, the constraint \((24)\) is: when $a \geq x_1 = 0$, we need $1.5a + b < t_1 - 0.5x_1 = 4t$, which is equivalent to $b < 4t - 1.5a$. Constraint \((25)\) can be ignored here since \((25)\) requires $a < x_1 = 0$. Therefore for $H_1$ we only have a straight line segment $b < 4t - 1.5a$ for $a, b \geq 0$. This is shown as the green line in Figure 3. For $H_2$, the constraint \((25)\) which is for when $a < x_1 = 5t$ is $2a + b < t_2 = 5t$, which is equivalent to $b < 5t - 2a$. This line intersects $b = 0$ line at $(2.5t, 0)$. This point is also the starting point for the line segment shown in \((24)\). Therefore the constraint for $H_2$ is again a straight line segment as shown as the blue line in Figure 3. The two constraints of $H_1, H_2$ intersect at point $F = (2t, t)$. The feasible region for (IP2), i.e., the region where $(a, b)$ satisfy both constraints is the lattice points in the shaded area bounded by both constraints and the closed first quadrant excluding the lower envelope. Since the objective function has slope in between the slopes given by these two constraints, we know that the objective function \((23)\) of our linear program is maximized at $(2t, t)$ and the objective function \((20)\) of our integer program is maximized at $(2t - 1, t + 1)$. This corresponds to a graph $G'$ on $2a + b = 2(2t - 1) + t + 1 = 5t - 1$ vertices which is the complement of a matching of size $a = 2t - 1$. Therefore, among all graphs on $n$ vertices which avoids $H_1$ and $H_2$ as minors, the graph which is a disjoint union copies of $G'$ has nearly the maximum number of cliques, which is $2^{(2\log_2 3 + 1 + o(1))t}n$. 
5 Concluding remarks

We determined the number of cliques in a graph on \( n \) vertices with no \( K_t \)-minor up to a factor \( 2^{o(t)} \). It would be interesting to determine the exact value, as has been done by Wood [18] for \( t \leq 9 \). As observed by Wood, for small values of \( t \), the extremal example is a graph formed from a \( K_{t-2} \) by adding vertices one at a time whose neighborhood in the graph so far is a \( K_{t-2} \). Such a graph on \( n \) vertices has \( 2^{t-2}(n - t + 3) \) cliques. Wood further conjectures that this bound is tight if and only if \( t \geq 49 \). It is interesting that for large values of \( t \), the extremal graph is very different, coming from the complement of a perfect matching on roughly \( 4t/3 \) vertices instead of from a clique on \( t - 1 \) vertices. It seems plausible that the methods developed here could be useful for solving this problem for large \( t \).

We further extended our result by replacing \( K_t \) by any connected graph \( H \). It looks interesting and challenging to solve the same problem when \( H \) is not connected. We further generalized our result to determine up to a small factor the maximum number of cliques a graph on \( n \) vertices can have in a minor-closed family which is closed under disjoint union. Again, it is an interesting challenge to determine the value exactly or remove the condition that the graph is closed under disjoint union.

Another interesting problem proposed by Wood [18] is to determine the maximum number of cliques of order \( k \) in a \( K_t \)-minor free graph on \( n \) vertices. If \( k \geq t \), the answer is clearly 0. For \( k = 2 \), this asks for the maximum number of edges a \( K_t \)-minor free graph on \( n \) vertices can have, and this extremal problem was asymptotically solved by Thomason [15], where the components of the extremal graphs are pseudorandom of a certain density and order. One might expect Thomason’s techniques to extend to the case \( k \) is constant. For large \( k \), the answer is quite different. The average size of the cliques in the complement of a perfect matching of size \( x \) is \( 2x/3 \), and a random clique in this graph typically has about this size. Thus, for \( k = 4t/9 \), the graph which is a complement of a perfect matching of size just less than \( 2t/3 \) is \( K_t \)-minor free and has nearly the maximum number of \( K_k \), namely \( 3^{2t/3-o(t)}n \). For \( k = t - 1 \) and \( n \geq t - 1 \), Wood [18] shows that the maximum number of \( K_k \) is \( n - t + 2 \). We therefore see that depending on the range of \( k \), the answer has quite different forms.

In another paper [4], we prove similar results for forbidden immersions or subdivisions. We show that any \( n \)-vertex graph with no \( K_t \)-immersion has at most \( 2^{t+o(t)}n \) cliques, which is tight by the disjoint union of cliques on \( t - 1 \) vertices. We also improve the exponential constant on the number of cliques in a \( K_t \)-subdivision graph on \( n \) vertices but did not determine it. We conjecture that the maximum number of cliques in \( K_t \)-subdivision free graph on \( n \) vertices is \( 3^{2t/3+o(t)}n \) as it is when we replace subdivision by minor.
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