Efficient calculation of three-dimensional tensor networks
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We have proposed an efficient algorithm to calculate physical quantities in the translational invariant three-dimensional tensor networks, which is particularly relevant to the study of the three-dimensional classical statistical models and the (2+1)-dimensional quantum lattice models. In the context of a classical model, we determine the partition function by solving the dominant eigenvalue problem of the transfer matrix, whose left and right dominant eigenvectors are represented by two projected entangled simplex states. These two projected entangled simplex states are not Hermitian conjugate to each other but are appropriately arranged so that their inner product can be computed much more efficiently than in the usual prescription. For the three-dimensional Ising model, the calculated internal energy and spontaneous magnetization agree with the published results in the literature. The possible improvement and extension to other models are also discussed.

I. INTRODUCTION

The many-body problem is one of the central problems in physics, and developing accurate and efficient numerical methods that can effectively handle the exponential growth of the corresponding Hilbert space has always been a great challenge, especially for quantum systems. Based on the idea of renormalization group and the tensor-network representation of partition functions and wave functions, tensor-network methods have evolved progressively to be an important member of many-body computational methods in recent years [1–3]. In fact, due to the absence of sign problem and the ability to deal with two-dimensional systems, tensor networks are drawing increasing attention, and have been applied successfully to strongly-correlated electron systems [4, 5], frustrated spin systems [6–10], statistical models [11–13], topological order [14–17], quantum field theory [18–20], machine learning [21, 22], and quantum circuit simulation [23], etc. Among the various tensor-network methods, imaginary time evolution is a highly efficient method to determine the ground state of low-dimensional quantum systems [3, 24, 25].

A central task in the application of tensor network states to 2+1 dimensional quantum lattice models is to contract a two-dimensional tensor network, which has a double-layer structure and bond dimension \( D^2 \), with \( D \) the maximal virtual bond dimension of the tensor network representation of a quantum state [3]. This is extremely costly, and thus although \( D \) is expected to be larger to produce a more accurate result, it is limited to about 13 in practical calculations [9, 17, 26]. There have been some efforts in recent years to solve this problem, such as employing symmetries [27, 28], combining Monte Carlo sampling [29], and the nested tensor network method [30]. However, apparently the problem is not completely solved, and developing efficient algorithms to resolve this issue is still an important topic for tensor-network communities.

Meanwhile, it is known that, in the formalism of path integral, the equilibrium quantum many-body problem in \( d \) dimensions is similar to the classical many-body problem in \( d+1 \) dimensions [11, 31–35]. Thus inspired by the success in one- and two-dimensional quantum systems, there are also some efforts to apply tensor-network methods to three-dimensional (3D) classical models. Actually, both the coarse-graining tensor renormalization group algorithms [11, 36–38] and the transfer-matrix-based tensor-network state methods [39–45] have been applied to these models or related previously. Although the transfer-matrix-based methods can work excellently in two-dimensional networks, they seem not so efficient in three-dimensions [46]. In the literature, in order to obtain reliable results, the variational optimization procedure is indispensable, thus due to the high computational cost, as will be discussed later, the bond dimension of the involved tensor-network states and the accuracy are rather limited, and some auxiliary techniques are usually employed further to analyze the data. Especially, to our best knowledge, in practice, whether a simple yet efficient algorithm analogous to the simple-update algorithm [47] in two-dimensional quantum lattice models can be developed for 3D classical models is unclear up to now.

In this paper, we are trying to address the above issues. To be specific, following the usual prescription of the transfer-matrix-based methods, first we express the partition function of a 3D classical model in terms of some special two-dimensional transfer matrices, and reduce the problem to the dominant eigenvalue problem of the matrices. Then we solve the dominant eigenvalue problem by representing the dominant eigenvector as a special tensor-network state, namely the projected entangled simplex state (PESS) [26], which is efficiently deter-
mined through a power iteration procedure analogous to imaginary time evolution, as done for two-dimensional classical models similarly [48]. Furthermore, a simple nesting technique is proposed in which the PESS representations of the left and right dominant eigenvectors are designed appropriately so that their inner-product can be expressed as a tensor network with bond dimension $D$ instead of $D^2$, and thus the contraction can be carried out much more efficiently. Combining this nesting technique with the corner transfer matrix renormalization group (CTMRG) algorithm [4, 49, 50], we are able to push the bond dimension $D$ to 20 in this work. For the 3D Ising model, it shows that even if the tensor network state is renormalized by the so-called simple update technique [25, 26, 47] after each evolution step, the obtained local quantities, such as energy density and spontaneous magnetization, are in good consistent with the previous studies, and the estimated critical temperature $T_c$ is about 4.50984(2) which has only a relative deviation of about $10^{-4}$ from the best Monte Carlo estimations.

The rest of the paper is organized as follows. In Sec. II, we introduce some details of the algorithm employed in this paper, including the nesting technique. The numerical results for statistical averages, such as energy density $E$ and spontaneous magnetization $M$, as well as the convergence analysis, are presented in Sec. III. In Sec. IV, we summarize our paper, and discuss the possible improvement and promising extensions briefly.

II. METHOD

A. Tensor-network representation of the partition function

For concreteness, hereinafter, we will focus on the 3D Ising model. The partition function can be written as

$$Z = \sum_{\{s\}} \prod_{\langle ij \rangle} e^{\beta s_is_j},$$

(1)

where $s_i = \pm 1$ is the spin variable located on the $i$th lattice site, $\beta$ is the inverse temperature, $\langle ij \rangle$ means the product is performed over all the nearest-neighboring bonds, and the summation is over all the spin configurations.

For later use, we regroup the product in Eq. (1) in the unit of cubes that are the building block of a cubic lattice, i.e.,

$$Z = \sum_{\{s\}} \prod_{\alpha} T^{(\alpha)},$$

(2)

where $T^{(\alpha)}$ is a rank-8 tensor defined at the $\alpha$th cube. For example, as shown in the right panel of Fig. 1, for a cube where the spin variables residing on the eight vertices are denoted by $s_1$-$s_8$, the local tensor $T$ can be expressed as the following product of twelve Boltzmann weights corresponding to each edge of the cube, respectively,

$$T_{s_1s_2s_3s_4s_5s_6s_7s_8} = \exp \left[ \beta \left( s_1s_2 + s_2s_3 + s_3s_4 + s_4s_1 + s_5s_6 + s_6s_7 + s_7s_8 + s_8s_5 + s_1s_5 + s_2s_6 + s_3s_7 + s_4s_8 \right) \right].$$

(3)

Manifestly, to make Eq. (2) and (3) consistent, $T$ should be defined only in two kinds of inequivalent cubes, as denoted as green and blue, respectively, in the left panel of Fig. 1. Thus the two kinds of cubes form an alternative or staggered structure in the vertical direction. This is very similar to the case of the imaginary time evolution in quantum lattice models, where the Trotter-Suzuki decomposition of the evolution operator $e^{-\tau H}$ always leads to an alternative structure in imaginary time $\tau$ direction. In the following, we will use this special structure extensively. For convenience, the vertical direction will be referred to as $z$ direction hereinafter.

B. Determination of the tensor-network representation of the dominant eigenvector

Following the prescription of the transfer-matrix-based method, one needs to express the partition function in terms of some transfer matrices. To this end, firstly, we introduce two tensor-network operators

$$T_1 = \bigotimes_{\alpha \in b} T^{(\alpha)}, \quad T_2 = \bigotimes_{\alpha \in g} T^{(\alpha)},$$

(4)

where the direct products are performed over $T$s defined at blue cubes and green cubes, respectively, as illustrated in Fig. 1. And then we can identify the following equality:

$$Z = \text{Tr} \left( T_2T_1 \right)^{2n},$$

(5)

where the length in the $z$ direction is denoted as $2n$ for convenience. It is worth noting that $T_1$ and $T_2$ should be understood as matrices by grouping indices properly.
in Eqs. (4) and (5), in order to make the operations for matrices therein meaningful.

Once Eq. (5) is established, the calculation of partition function is immediately reduced to the dominant eigenvalue problem of the transfer matrix $T_2T_1$, which can be solved by the power iteration method. In this paper, we represent the corresponding dominant eigenvector $|\Psi\rangle$ as a PESS form [26, 51], which can be written as

$$|\Psi\rangle = \sum_{\{s\}} \text{Tr}(\cdots A_{a\alpha b\beta c\gamma d\delta} P_{a\alpha b\beta c\gamma d\delta} P^{(i)}_{a\beta b\beta c\gamma d\delta} P_{a\beta b\beta c\gamma d\delta} \cdots |s_1\cdots s_l\cdots\rangle),$$

as illustrated in Fig. 2. Here $\alpha$ and $\beta$ denote the coordinates of two inequivalent squares, at the center of which a rank-4 simplex tensor $A$ or $B$ is introduced to characterize the four-spin entanglement in that square. $i$ denotes the coordinates of lattice sites, where a rank-3 projection tensor $P$ is defined with two virtual indices labeled as $a, b, \ldots$ and a single physical index labeled as $s$. Every two virtual indices associated with the same bond take the same values. $\text{Tr}$ is over all the repeated virtual indices and $\sum$ is over all the spin configurations $\{s\}$. In this paper, we employed the $C_4$ rotational symmetry of $A$ and $B$ that corresponds to the symmetry of local tensor $T$ defined in Eq. (3), and the translational symmetry of the 3D lattice, thus there are only one independent $P$, $A$, and $B$ present in Eq. (6). More background about the PESS wave function can be found in the Appendix.

FIG. 2. Tensor network representation of the dominant eigenvector of the transfer matrix $T_2T_1$ appeared in Eq. (5), as formulated in Eq. (6). The black vertical lines denote the physical configurations $\{s\}$ appeared in Eq. (6). In the right panel, the indices of the local tensors are explicitly shown for clarity.

As done in time evolution in quantum lattice systems, using the alternative structure of $T_1$ and $T_2$, we can take a similar simple update strategy [25, 26, 47] to determine the variational parameters $A$, $B$, and $P$ in $|\Psi\rangle$. To be specific, starting from a random state $|\Psi_0\rangle$, which has the same structure as $|\Psi\rangle$, we apply $T_1$ and $T_2$ alternatively to $|\Psi_0\rangle$ and update the parameters accordingly by local decompositions of the related clusters after each projection. This procedure is applied repeatedly until the convergence is reached, and the obtained tensor network state provides an approximate representation of $|\Psi\rangle$ [48]. Taking $A$ as an example, Fig. 3 illustrates how a single projection step is performed. For more details, we suggest referring to Ref. [26].

FIG. 3. A single projection step of $T$ on the PESS ansatz (take the update of simplex tensor $A$ for example), as described in the main text. To illustrate the operation, the indices of the local tensor $T$ are labeled explicitly. (a) The indices $\{s_i, s_j, s_k, s_l\}$ in $T$ and $A$ are summed over. A cluster tensor $\bar{S}$ is obtained by further absorbing four mean-field entanglements, i.e., the positive definite vector $\lambda_B$ obtained from the higher-order singular value decomposition (HOSVD) of the $B$ tensor. (b) The HOSVD of $\bar{S}$ is performed to obtain four unitary matrices $U$s and the core tensor $\bar{A}$. (c) Truncate $\bar{A}$ to keep bond dimension $D$, recover the original mean-field entanglement structure, and obtain the updated local tensors $A$ and $P$. For more details, one can refer to the elaboration in Ref. [26].

C. Inner product between the left and right dominant eigenvectors, and its nesting structure

Having described how to obtain the dominant eigenvectors, in this subsection, firstly, we briefly describe how the statistical averages are obtained in the traditional reduced tensor network method (RTN) [3, 30]. As long as the dominant eigenvector $|\Psi\rangle$ is obtained, we can use the fundamental formula to calculate the statistical averages of local physical quantities. For example, the average magnetization located at the $i$th site can be determined by

$$M_i = \frac{\sum_{\{s\}} s_i \prod_{\alpha} T^{(\alpha)}_{a\alpha b\beta c\gamma d\delta} \text{Tr} (T_2 T_1)^n s_i (T_2 T_1)^n}{\sum_{\{s\}} \prod_{\alpha} T^{(\alpha)}_{a\alpha b\beta c\gamma d\delta} \text{Tr} (T_2 T_1)^n (T_2 T_1)^n},$$

where we have used the transfer-matrix expression of $Z$ and assumed that $s_i$ sits in the middle in the $z$-direction. In the thermodynamic limit, $n \to \infty$, we reach

$$M_i = \frac{\langle \Psi | s_i | \Psi \rangle}{\langle \Psi | \Psi \rangle}, \quad M = \frac{\sum_{i \in \alpha} M_i}{8},$$
where $\langle \Psi' \vert \Psi \rangle$ is the left dominant eigenvector of $T_2 T_1$ and can be derived easily due to the symmetry between $T_1$ and $T_2$. The spontaneous magnetization $M$ is obtained eventually as above by averaging over the eight spins in the same cube due to the translational invariance of the tensor networks. Internal energy $E$ of the bonds can be obtained similarly. To evaluate the ratios like Eq. (8), we can follow the widely-used impurity method as discussed in Refs. [27, 47, 52], and some details can be found in the Appendix.

As indicated explicitly in Eq. (8), the statistical average of a local physical quantity needs to contract a two-dimensional tensor network, which is identical to the expectation value calculation for quantum lattice models in essence. Suppose both $\vert \Psi \rangle$ and $\langle \Psi' \vert$ have bond dimension $D$, then the generated two-dimensional tensor network has dimension $D^2$, as shown in Fig. 4. When $D$ is small, this tensor network can be contracted by the CTMRG algorithm [4, 49, 50] effectively. More introduction of the CTMRG algorithm used in this work is provided in the Appendix.

![FIG. 4. Sketch of $\langle \Psi' \vert \Psi \rangle$ appeared in Eq. (8). Here $\langle \Psi' \vert$ is the left dominant eigenvector of $T_2 T_1$. The relevance to $\vert \Psi \rangle$ and thus the structure of the local tensors $T^a$ and $T^b$, come from the symmetry between $T_1$ and $T_2$, i.e., they are transformed to each other by a finite translation in the diagonal direction.](image)

The simple-update-like algorithm described in Sec. II B is highly efficient, and the leading computational cost scales as $D^9$ in our case. Thus PESS eigenvector with large bond dimensions can be obtained without too much cost. However, contracting a two-dimensional tensor network with bond dimension $D^2$, as shown in Fig. 4, has a leading cost $D^{12}$ empirically, as discussed in Ref. [30], and is extremely costly when $D$ is large. A possible solution is the nested tensor network technique, which can reduce the cost to $D^9$ [30]. Nevertheless, in this paper, we did not take this strategy. Instead, we proposed a much simpler nesting technique by taking advantage of the special cubic lattice structure. This nesting technique can reduce the computational cost similarly as achieved by the nested tensor network method (also scales as $D^9$), keeps the symmetry of the ground state proper, and is especially suitable for cubic systems.

![FIG. 4. Sketch of $\langle \Psi' \vert \Psi \rangle$ appeared in Eq. (8). Here $\langle \Psi' \vert$ is the left dominant eigenvector of $T_2 T_1$. The relevance to $\vert \Psi \rangle$ and thus the structure of the local tensors $T^a$ and $T^b$, come from the symmetry between $T_1$ and $T_2$, i.e., they are transformed to each other by a finite translation in the diagonal direction.](image)

To see how it works, we first divide the cubic lattice into three parts, namely two bulks whose contribution to the full partition function can be expressed in terms of transfer matrices, and the surface part which connects the two bulks and combines as the whole cubic lattice. This means we have rewritten the partition function in another manner, as illustrated in Fig. 5(a),

$$Z = \text{Tr}(T_1 T_2)^n Y V X (T_2 T_1)^n,$$

where $T_1$ and $T_2$ are the transfer matrices corresponding to the lower bulk, $T_3$ and $T_4$ correspond to the upper bulk similarly, and $X$, $Y$, $V$ are auxiliary matrices to describe the surface part. Here we intentionally decompose the lower and upper parts in different manners, and their relative locations projected in the $xy$ plane are shown in Fig. 5(b). Mathematically,

$$X = \prod_{(ij)_t \notin g} e^{\beta s_s s_t}, \quad Y = \prod_{(ij)_b \notin o} e^{\beta s_s s_t}, \quad V = \prod_{(ij)_a} e^{\beta s_s s_t},$$

which are explicitly shown in Figs. 5(a), and 5(c)–5(e). Here $X$ and $Y$ can be understood as onsite diagonal matrices, $(ij)_t \notin g$ means the product is over the nearest spin pairs between green cubes on the top surface of the lower bulk, and $(ij)_b \notin o$ means the product is over the nearest spin pairs between orange cubes at the bottom surface of the upper bulk. $(ij)_a$ means $V$ is the product of Boltzmann weights corresponding to all the bonds connecting the two bulks in the $z$ direction. In Fig. 5, the dashed bonds corresponding to $X$, $Y$, and $V$, are denoted as black, blue, and red, respectively. Note in Eq. (9), the size in the $z$ direction is assumed as $2n+1$ for convenience.

In the thermodynamic limit, the evaluation of Eq. (9) is again reduced to the dominant eigenvalue problem as before, and the statistical averages can be determined similarly. For example, the bond energy in the $z$ direction can be obtained by

$$E_p = \frac{\langle \Phi | YY'X | \Psi \rangle}{\langle \Phi | YYX | \Psi \rangle}, \quad V' = -(s_s s_b e^{\beta s_s s_b}) \prod_{(ij)_a \notin p} e^{\beta s_s s_t},$$

where $\langle \Phi \vert$ is the left dominant eigenvector of $T_4 T_3$, and $V'$ differs from $V$ by only a single vertical bond denoted as $p$ with $s_s$ and $s_b$ located at its ends. Finally we have

$$E_p = \frac{\langle \hat{\Phi} | V' | \hat{\Psi} \rangle}{\langle \hat{\Phi} | V | \hat{\Psi} \rangle}, \quad \langle \hat{\Phi} \rangle \equiv \langle \Phi | Y, | \hat{\Psi} \rangle \equiv X | \Psi \rangle.$$
Instead of $D^2$. To be specific, let us take the denominator as an example. Exploring the symmetry between $\langle \tilde{\Psi} | V | \tilde{\Psi} \rangle$, the resulting tensor network are composed of three parameters, i.e., the local tensors in $| \tilde{\Psi} \rangle$ and $| \tilde{\Phi} \rangle$, and a new local tensor $T^p$ derived from $P$ therein, i.e.,

$$T^p_{ijkl} = \sum_{s_a s_b} P_{ij} [s_a] P_{kl} [s_b] e^{i s_a s_b},$$

(13)

as illustrated in Figs. 6(c)–6(d). Therefore, compared with the reduced method, which generates a tensor network with a squared bond dimension, this nesting technique can greatly reduce the cost and leads to much more efficient contraction, as achieved in Ref. [30] similarly. Considering the fact that the environment dimension $\chi$ used in the CTMGR iterations has the order $D^2$ empirically, the nesting technique can reduce the computational cost from $D^{12}$ to $D^9$. In this paper, we push $D$ to 20 with the help of this technique.

FIG. 5. Decomposition of the cubic lattice into three parts, as described in the nesting technique in Sec. II. (a) The cubes with colors blue, green, orange and grey, constitute the transfer matrices $T_1$, $T_2$, $T_3$, and $T_4$, respectively. The dashed lines with color black, blue, and red, constitute the transfer matrices $X$, $Y$, and $V$, respectively. The full partition function can be represented in terms of these transfer matrices, as expressed in Eq. (9). (b) The spatial distribution of the cubes in $xy$ plane, for the sixteen cubes shown in (a). (c) Relative location of $X$ (black dashed lines) to $T_1$ (blue) and $T_2$ (green), and this explains how the operation $X | \Psi \rangle$ is performed. (d) Relative location of $Y$ (blue dashed lines) to $T_3$ (orange) and $T_4$ (grey), and this explains how the operation $\langle \tilde{\Phi} | Y \rangle$ is performed. (e) Relative location of $V$ (on-site red dots) to all four $T$s, and this explains how the operation $\langle \tilde{\Phi} | V | \tilde{\Psi} \rangle$ is performed. Note that (b)–(e) display the projection of (a) onto the horizontal plane, therefore the simplex tensors appeared in the PESS ansatz Eq. (6) and updated in Fig. 3, reside exactly in the center of the colored squares.

FIG. 6. Illustration of the nesting structure of $\langle \tilde{\Psi} | V | \tilde{\Psi} \rangle$ appeared in Eq. (12). The spatial nesting corresponds to Fig. 5 exactly. (a) Structure of the ket state $| \tilde{\Psi} \rangle$, whose virtual bonds are indicated as solid black lines. (b) Structure of the bra state $\langle \tilde{\Phi} |$, whose virtual bonds are indicated as dashed green lines. (c) Structure of the inner product $\langle \tilde{\Phi} | V | \tilde{\Psi} \rangle$, where new rank-4 tensor $T^p$ is defined in Eq. (13) and illustrated in (d). Here we have used the symmetry between the two wavefunctions, and both definitions of $T^p$ hold, although it is unnecessary for the nesting method. The local tensors are the parameters in $| \tilde{\Psi} \rangle$ in this context, not to be confused with parameters in $| \Psi \rangle$ in Fig. 2. Clearly, the bond dimension of the resulting tensor network is not squared, which is different from the case in Fig. 4.

III. RESULTS

In this paper, we focus on the 3D Ising model, which is of long-standing interest in statistical physics and condensed matter physics. Although there is no analytical solution as in two-dimensional case, the higher-order tensor renormalization group (HOTRG) [11, 53] and Monte Carlo methods [54–57] have provided very accurate numerical data, which confirms a second-order finite temperature phase transition. Therefore, this model provides a suitable touchstone to test new numerical algorithms in higher dimensions.

In this paper, as described in Sec. II, we use the developed evolution method combined with the simple update technique to determine the tensor-network representation of the dominant eigenvectors of the transfer matrices. Furthermore, to push $D$ to a larger value (up to 20 in this paper), in the expectation value calculations, we always employ the nesting technique described in Sec. II C to improve the efficiency of CTMGR algorithm. Note that when $D$ is small, and the conventional reduced method can be efficiently performed, the results obtained by the
CTMRG with and without nesting technique are consistent, as illustrated and discussed in the Appendix. The result of internal energy $E$ is shown in Fig. 7. The reference curve denotes high-precision Monte Carlo data obtained in Ref. [55]. It shows that the proposed method can give consistent results at the off-critical region, while near the critical point, enlarging the bond dimension $D$ can produce more accurate results as expected. The spontaneous magnetization $M$ shows similar behavior, as shown in Fig. 8, where the reference curve is obtained from Monte Carlo [54]. For both quantities, our result coincides well with previous studies, and the singular behavior can be seen clearly.

From $E$ and $M$, and the critical temperatures derived as shown in Fig. 9, it seems that the proposed method tends to underestimate the critical temperature a little, which is different from the coarse-graining tensor renormalization group methods as shown, e.g., in Refs. [11, 58]. This is probably related to the simple update technique used in the evolution process, since it essentially provides a Bethe lattice approximation of the dominant eigenvector [59, 60] and thus tends to be disordered at finite temperature, especially at the temperature close to but lower than critical point where the approximation cannot give a good estimate of the correlation length. When $D = 20$, the estimated critical temperature $T_c$ is about 4.50984$(2)$, which has only about $10^{-4}$ relative deviation from the best estimation $T_c \sim 4.51152$ [11, 53, 57]. The comparison with other variational calculations is summarized in Table I. Although obtaining a benchmark result is not our motivation, it shows that our method performs rather well. Compared to the most recent PEPS calculations [44, 45], though our result seems slightly less accurate, our method does not need other auxiliary techniques, such as ignoring the long tails of magnetization with careful fitting [44], scaling hypothesis and data collapse [45], bootstrap exponent fixing [45], etc. The accuracy of the critical temperature and the critical exponent can be further improved by further refining the simple-updated wave functions through variational calculations and performing these advanced techniques.

Furthermore, as shown in Fig. 10, the critical exponent can be obtained by fitting the magnetization data near critical temperature according to the scaling relation

$$M \sim (1 - T/T_c)^eta. \quad (14)$$
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FIG. 10. Critical exponent \( \beta \) for the magnetization obtained from different tensor-network-state-based methods. The Monte Carlo and HOTRG results are included as references. Note that for the methods denoted by (*), variational calculations have been employed and the bond dimensions are rather small \( (D \sim 4) \). Our results are derived from the magnetization data with \( D = 20 \) simple-updated wave function.

We find that the exponent \( \beta = 0.335(16) \), close to the Monte Carlo [62] \( (0.3262) \), conformal bootstrap [63] \( (0.326419) \), and HOTRG [11] \( (0.3295) \) results.

\[
\begin{array}{|c|c|}
\hline
\text{Method} & T_c \\
\hline
\text{Monte Carlo} [57] & 4.51152326(11) \\
\text{HOTRG} [11, 53] & 4.51152469(1) \\
\text{KWA-based TNS*} [40] & 4.5788 \\
\text{Vertex-type TNS*} [41] & 4.5392 \\
\text{TPVA*} [40, 61] & 4.5704, 4.554 \\
\text{TNS*} [41] & 4.504 \\
\text{Algebraic variation*} [42] & 4.547 \\
\text{TNS data fitting*} [44] & 4.5118057(41) \\
\text{TNS data collapse*} [45] & 4.5104, 4.51170 \\
\text{Simple update (this paper)} & 4.50984(2) \\
\hline
\end{array}
\]

TABLE I. Comparison of the critical point \( T_c \) for the 3D Ising model obtained from different tensor-network-state-based methods. The Monte Carlo and HOTRG results are included as references. Note that for the methods denoted by (*), variational calculations have been employed and the bond dimensions are rather small \( (D \sim 4) \). Our results are derived from the magnetization data with \( D = 20 \) simple-updated wave function.

\[
\begin{array}{|c|c|}
\hline
\text{Method} & T_c \\
\hline
\text{Monte Carlo [57]} & 4.51152326(11) \\
\text{HOTRG [11, 53]} & 4.51152469(1) \\
\text{KWA-based TNS* [40]} & 4.5788 \\
\text{Vertex-type TNS* [41]} & 4.5392 \\
\text{TPVA* [40, 61]} & 4.5704, 4.554 \\
\text{TNS* [41]} & 4.504 \\
\text{Algebraic variation* [42]} & 4.547 \\
\text{TNS data fitting* [44]} & 4.5118057(41) \\
\text{TNS data collapse* [45]} & 4.5104, 4.51170 \\
\text{Simple update (this paper)} & 4.50984(2) \\
\hline
\end{array}
\]

FIG. 10. Critical exponent \( \beta \) for the magnetization obtained from \( D = 20 \) simple-updated wave function and \( \chi = 120 \) nesting CTMRG method. \( \beta \) is estimated as 0.335(16), and the data obtained at temperature ranging from 4.5050 to 4.5096 are used for fitting.

As to the nesting technique proposed in this paper, its convergence with respect to the bond dimension \( \chi \) of the environment tensors used in CTMRG is shown in Fig. 11, for \( D = 20 \). It shows clearly that for all the three typical temperatures ranging from symmetry-breaking phase to paramagnetic phase, the convergence is at least equally satisfying, compared with the nested tensor network method proposed in Ref. [30]. Particularly, even at the temperature that is very close to the critical value, the convergence is already very acceptable when \( \chi = 180 \) for \( D = 20 \), with an error about \( 10^{-6} \) for \( E \) and \( 10^{-4} \) for \( M \). This is a very nice feature for tensor-network methods, especially for large \( D \), as discussed in Ref. [30] in detail.

\[
\begin{array}{|c|c|c|}
\hline
\text{Method} & T_c \\
\hline
\text{Monte Carlo [57]} & 4.51152326(11) \\
\text{HOTRG [11, 53]} & 4.51152469(1) \\
\text{KWA-based TNS* [40]} & 4.5788 \\
\text{Vertex-type TNS* [41]} & 4.5392 \\
\text{TPVA* [40, 61]} & 4.5704, 4.554 \\
\text{TNS* [41]} & 4.504 \\
\text{Algebraic variation* [42]} & 4.547 \\
\text{TNS data fitting* [44]} & 4.5118057(41) \\
\text{TNS data collapse* [45]} & 4.5104, 4.51170 \\
\text{Simple update (this paper)} & 4.50984(2) \\
\hline
\end{array}
\]

FIG. 11. Convergence analysis about energy and magnetization for \( D = 20 \). Three typical temperatures are chosen, i.e., temperature in symmetry-breaking phase (4.45), close to critical point (4.508), and in disordered phase (4.6).

IV. SUMMARY

In this paper, we propose an efficient numerical method to contract the 3D tensor networks with translational invariance. The result of the contraction is expressed in terms of some transfer matrices, whose dominant eigenvectors are represented as the PESS form and determined by power iterations analogous to the imaginary time evolution algorithm [24, 48]. Especially, the PESS representations of the left and right dominant eigenvectors are designed appropriately so that their innerproduct has a nesting structure and can be expressed as a tensor network with bond dimension \( D \) instead of \( D^2 \), and thus the contraction can be carried out much more efficiently. As to the 3D Ising model, it can give very consistent results for both energy and magnetization with previous studies, even though only the simple update strategy is employed to update the tensor network states. The convergency of the nesting technique is shown to be at least equally good to that of the nested tensor network method [30]. When \( D = 20 \), we obtain a critical temperature about 4.50984(2), which is very close to the best-known estimation. As far as we know, this is probably the successful trial of applying the imaginary-time-evolucion-like method to 3D classical models without variational update procedure, thus this extends the application scope of tensor network states. The application to other interesting but unsolvable classical models in three dimensions, such as the Potts model [53], clock model [64], dimer model [44], and lattice gauge models [19], is straightforward.
As mentioned in Sec. III, the simple update strategy employed in this paper is probably a reason why the obtained $T_c$ tends to be underestimated. Besides the scaling hypothesis and data collapse technique [45], this tendency could be eased in two different manners. One is to resort to the more involved but more accurate update methods, such as the cluster update [65] and the full update strategies [66, 67], which consider the renormalization effect of the environment better. The other possible way is to utilize more sophisticated ansatz and evolution techniques, such as PESS ansatz with stronger simplex entanglement [26], the recently proposed regularized scheme of time evolution [68], and the so-called minimal canonical form of tensor network states [69], all of which are also expected to produce more accurate representation of the dominant eigenvectors. In both cases, the nesting technique proposed in this paper can still be applied without changing too much, and the improvement in performance can be expected.

At last, it is worth mentioning that the proposed nesting technique in this paper can also be extended to the two-dimensional quantum lattice models. In order to achieve this, one needs to represent the partition function in a different manner, e.g., similarly as we have done in Eq. (9), so that two representations of the ground state with separated distributions in space can be used simultaneously, e.g., as illustrated in Fig. 5(b) and expressed in Eq. (12). This can be advantageous in the study of models which have square structure and separable block interactions, such as Shastry-Sutherland model [6, 70], checkboard system [71], and so on. Exploring its potential and limits is an interesting and promising project, and we would like to leave it as a future pursuit.
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APPENDIX: FURTHER BACKGROUND AND COMPARISONS

In this Appendix, some further background on the concepts and techniques involved in this paper, and some relevant comparisons are provided.

1. PESS wave function ansatz

The PESS ansatz is particularly important in the nesting technique developed in this paper. It was proposed in Ref. [26], and can be regarded as a generalization of the projected entangled pair state (PEPS) ansatz proposed in Ref. [1]. It extends pair entanglement well characterized by PEPS to simplex entanglement that might be more important in some situations, and has been successfully applied to a series of frustrated spin systems, such as kagome spin liquid systems [8, 72], chiral spin liquid systems [17, 73], quantum spin-orbital liquid systems [9, 74], etc.

As a wavefunction ansatz, the defining feature of a PESS is the existence of simplex tensors in it, each of which connects more than two physical degrees of freedom and captures the many-body entanglement among them. For example, in Eq. (6) and Fig. 2, simplex tensors $A^\alpha$ and $B^\beta$ are introduced to characterize the entanglement among the four spins defined on the vertices of the $\alpha$th and $\beta$th squares respectively. For any given base ket $|\{s\}\rangle$, the corresponding coefficient in the superposition is given by the Tr operation, which means the contraction of a two-dimensional tensor network and can be accomplished by, e.g., the CTMRG method. For general discussions about tensor-network state, Refs. [1–3] are excellent references covering almost all important topics.

In this paper, the translational symmetry and the $C_4$ rotational symmetry of the simplex tensors are employed, thus we have only one independent $A$, $B$, and $P$ as variational parameters that need to be determined by the simple-update-aided imaginary-time evolution method, as discussed in the main text and Ref. [26].

2. CTMRG algorithm for arbitrary supercell

The CTMRG is a highly-efficient and extensively-used algorithm to contract two-dimensional tensor networks, and in this paper it has been used to calculate the expectation values, since the numerator and denominator in both Eqs. (8) and (12), as well as other terms similar to the inner product of two tensor-network states, can be represented as two-dimensional tensor networks exactly. In this paper, for a given tensor-network state with bond dimension $D$, the difference in the expectation value calculation between the contraction of a normal network and a network with nesting structure, lies in the fact that the normal one has bond dimension $D^2$ while the nested one has dimension $D$. Therefore, though both the two kinds of tensor networks can be contracted by CTMRG algorithm, the leading order difference is given by, i.e., $D^{12}$ for the normal one and $D^9$ for the nested one (can be reduced to $D^{10}$ and $D^8$ respectively by some advanced techniques, e.g., partial SVD.)

In this paper, we used the CTMRG algorithm for arbitrary supercell that was proposed in Ref. [4]. For the normal network depicted in Fig.4, the supercell size is
the 2 × 2 (one can always absorb the Q tensors into $T^a$ and/or $T^b$), while for the nested network depicted in Fig. 6, the supercell size is 4 × 4. In the CTMRG algorithm, each independent tensor in the supercell is associated with four corner tensors and four edge tensors, which mimic its effective environment and are used to extract the expectation values. For a supercell with size $m \times n$, we have stored 4mn corners and 4mn edges in total, which are initialized as random numbers and are updated iteratively until convergence is reached. The detailed iterative relations among these corners and edges are determined according to their relative spatial locations, and have been given clearly in Ref. [4]. For general discussions about the CTMRG algorithm, Ref. [3] provide excellent and friendly reviews. For the most recent development, Refs. [75, 76] provide promising trials.

3. Impurity method in tensor-network states

The impurity method is frequently used to calculate the expectation values without resorting to the derivatives. It has been successfully applied early in Refs. [47, 58], and was elaborated later in Refs. [27, 52]. In essence, it aims to calculate the expectation values of some local operators, e.g., the bond energy or the magnetization, which can be expressed as a ratio of two quantities represented as tensor networks and differing from each other by only very few tensors (dubbed impurity tensors). For simplicity, let us take the on-site magnetization operator $M_i$ as an example, and repeat Eq. (8) in the following

$$M_i = \frac{\langle \Psi' | s_i | \Psi \rangle}{\langle \Psi | \Psi \rangle}$$  \hspace{1cm} (15)

where $| \Psi \rangle$ and $| \Psi \rangle$ are the left and right dominant eigenvectors of $T_2 T_1$ respectively. Suppose the two eigenvectors have been represented as PESS form, as shown in Fig. 2, then the numerator and the denominator can be represented as Figs. 12(a) and 12(b) respectively. It shows that there is only one special impurity tensor $Q'$ in Fig. 12(a), which constitutes the only difference from Fig. 12(b). Thus $Q$ and $Q'$ share exactly the same effective environment $N^{(e)}$, and one can evaluate the ratio $M_i$ by determining $N^{(e)}$ through well-developed methods, e.g., the CTMRG method as described above, and obtain the following simple ratio form of $M_i$,

$$M_i = \frac{\text{Tr} (N^{(e)} Q')} {\text{Tr} (N^{(e)} Q)}$$  \hspace{1cm} (16)

finally. For other local operators like bond energy, the process is very similar but involves two impurity tensors. More details and examples can be found in Ref. [52].

**3. Impurity method in tensor-network states**

**4. The result comparison between the CTMRG with and without nesting technique**

In this paper, the data shown in the figures in the main text are all obtained by the CTMRG algorithms combined with the nesting technique. When $D$ is small and the conventional reduced tensor network method, i.e., RTN, can be efficiently performed, we can compare the results obtained by the two methods. The results are shown in Figs. 13 and 14. In both figures, complete convergence of the CTMRG calculations concerning the environment dimensions $\chi$ has been reached for both methods. It shows that both the internal energy $E$ and $M$ are very consistent for the two methods. Even though it seems that near critical region, the energy result obtained by the nesting technique is more closer to the Monte Carlo data, they are essentially the same. Actually the tiny difference comes not from the two methods themselves [i.e., whether use Fig. 4 or Fig. 6(c) to represent the overlap of two PESSs, both of which are exact for two given representations], but from the fact that the methods employ different decompositions of the partition function [i.e., Fig. 1 and Eq. (2) in RTN, while Fig. 5 and Eq. (9) in the nesting technique], and that accordingly the two expectation value calculations involve different tensor networks. This tiny difference is expected to van-
ish gradually as $D$ becomes larger, and should vanish in quantum lattice models where exact Fig. 5 and Eq. (9) are unnecessary when employing the nesting technique.

FIG. 13. Comparison between the internal energy $E$ obtained from the conventional RTN method and the nesting technique, for $D = 10$. Note that the PESS wave functions used in these two methods are the same, and in both methods, the network is contracted by the CTMRG algorithm.

FIG. 14. Comparison between the magnetization $M$ obtained from the conventional RTN method and the nesting technique, for $D = 10$. Note that the PESS wave functions used in these two methods are the same, and in both methods, the network is contracted by the CTMRG algorithm.
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