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Abstract

A linear vector equation in two unknown vectors is examined in the framework of tropical algebra dealing with the theory and applications of semirings and semifields with idempotent addition. We consider a two-sided equation where each side is a tropical product of a given matrix by one of the unknown vectors. We use a matrix sparsification technique to reduce the equation to a set of vector inequalities that involve row-monomial matrices obtained from the given matrices. An existence condition of solutions for the inequalities is established, and a direct representation of the solutions is derived in a compact vector form. To illustrate the proposed approach and to compare the obtained result with that of an existing solution procedure, we apply our solution technique to handle two-sided equations known in the literature. Finally, a computational scheme based on the approach to derive all solutions of the two-sided equation is discussed.
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1 Introduction

In this paper, we examine a vector equation that is represented in the form

\[ Ax = By, \]

where \( A \) and \( B \) are given matrices, \( x \) and \( y \) are unknown vectors, and the matrix-vector multiplication is defined in the tropical algebra setting. The equation has the unknowns on both sides, and therefore it is often referred to as two-sided. We note that this equation can be transformed by some
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simple algebra into an equivalent two-sided equation with the same unknown vector on both sides, which sufficiently extends the class of problems under consideration.

In the framework of tropical algebra, which deals with the theory and applications of idempotent semirings and semifields [14, 16, 15, 6, 28], the solution of the two-sided equation is a challenging problem not completely solved. Since the first works of P. Butković [3, 4, 7] on the problem, the solution of the equation is still a topic of interest (see more recent papers such as [12, 27, 17, 25]). This equation along with the two-sided inequality $Ax \leq By$ and (nonhomogeneous) equation $Ax \oplus c = By \oplus d$ find application in a range of areas in mathematics and computer science from geometry of tropical polyhedral cones [32, 12, 2] to mean payoff games [1, 13] and machine scheduling [7, 17].

Several approaches to handle two-sided equations are known in the literature (see an overview of the state-of-art on the solution techniques given in Chapter 7 of [6]). Existing approaches usually employ computational procedures based on iterative algorithms to find a solution or to indicate that the equation has no solutions [4, 7, 5, 31, 10, 8, 27, 17, 25]. However, these approaches do not offer a direct analytical solution, which is of theoretical interest and particular importance.

In an attempt to move towards constructing an analytical solution, we propose a new solution scheme, which is based on the matrix sparsification technique developed to solve tropical optimization problems and two-sided inequalities in [20, 21, 22, 23, 26, 24]. We use this technique to reduce the two-sided equation to a set of vector inequalities that involve row-monomial matrices obtained from the given matrices. An existence condition of solutions for the inequalities is established, and a direct representation of the solutions is derived in a compact vector form. To illustrate the approach and to compare the result with those of existing solution procedures, we apply our solution technique to handle two-sided equations known in the literature. Finally, a computational scheme based on the approach to derive all solutions of the two-sided equation is discussed.

The paper is organized as follows. In Section 2, we give an overview of basic definitions and preliminary results of tropical algebra, which underlie subsequent developments. Section 3 offers a solution of a system of vector inequalities, which is a key ingredient in the solution of the two-sided equation. In Section 4, we present our main results, which include a necessary and sufficient condition for solutions of the equation and represent a direct solution of the equation in a compact vector form. Numerical examples are given in Section 5. Section 6 presents some concluding remarks.
2 Basic Definitions and Preliminary Results

We start with basic definitions and preliminary results of tropical (idempotent) algebra that offer a formal framework for the development of solution methods for the two-sided equation. For more details on the theory and applications of tropical algebra, one can consult recent monographs and textbooks [14, 16, 15, 6, 28].

2.1 Idempotent Semifield

Let $X$ be a set that is closed under associative and commutative operations $\oplus$ (addition) and $\otimes$ (multiplication), which have distinct neutral elements $0$ (zero) and $1$ (one) respectively. Suppose that $(X, \oplus, 0)$ is an idempotent commutative monoid, $(X \setminus \{0\}, \otimes, 1)$ is an Abelian group, and multiplication distributes over addition. Under these conditions, the algebraic system $(X, \oplus, \otimes, 0, 1)$ is commonly referred to as an idempotent semifield.

In this semifield, addition is idempotent ($x \oplus x = x$ for all $x$), and multiplication is invertible (for each $x \neq 0$, there exists $x^{-1}$ such that $x \otimes x^{-1} = 1$). In the sequel, we drop the multiplication sign $\otimes$ to save writing.

The power notation with integer exponents indicates repeated multiplication defined by $x^0 = 1$, $x^p = xx^{p-1}$, $x^{-p} = (x^{-1})^p$ and $0^p = 0$ for all nonzero $x$ and integer $p \geq 1$.

Idempotent addition induces a partial order such that $x \leq y$ if and only if $x \oplus y = y$. With respect to this order, addition satisfies an extremal property (the majority law), which means that the inequalities $x \leq x \oplus y$ and $y \leq x \oplus y$ hold for all $x, y$. Both addition and multiplication are isotone (the inequality $x \leq y$ results in the inequalities $x \oplus z \leq y \oplus z$ and $xz \leq yz$). Inversion is antitone ($x \leq y$ yields $x^{-1} \geq y^{-1}$ for nonzero $x, y$). Finally, the inequality $x \oplus y \leq z$ is equivalent to the system of the inequalities $x \leq z$ and $y \leq z$.

Moreover, the idempotent semifield is assumed to be selective ($x \oplus y \in \{x, y\}$ for all $x, y$), which turns the above partial order into a total order.

An example of the idempotent semifield under consideration is the real semifield $\mathbb{R}_{\text{max,+}} = (\mathbb{R} \cup \{-\infty\}, \text{max}, +, -\infty, 0)$ also called (max, +)-algebra. In this semifield, addition $\oplus$ is defined as max, multiplication $\otimes$ as arithmetic addition $+$, zero $0$ as $-\infty$, and one $1$ as $0$. For each $x \neq -\infty$, there exists the inverse $x^{-1}$, which coincides with the opposite number $-x$ in the conventional algebra. The power $x^y$ corresponds to the ordinary product $x \times y$. The order, which is associated with addition, corresponds to the natural linear order on $\mathbb{R}$.

The system $\mathbb{R}_{\text{min,}} = (\mathbb{R}_+ \cup \{+\infty\}, \text{min}, \times, +\infty, 1)$ with $\mathbb{R}_+ = \{x \in \mathbb{R} | x > 0\}$ is another example known as min-algebra. It is equipped with $\oplus = \text{min}$, $\otimes = \times$, $0 = +\infty$ and $1 = 1$. Inversion and exponentiation are defined in the usual way. The order induced by addition is opposite to the
2.2 Matrices and Vectors

The algebra of matrices with entries from an idempotent semifield is routinely defined. The set of matrices over $\mathcal{K}$ which consist of $m$ rows and $n$ columns is denoted by $\mathcal{K}^{m \times n}$. A matrix with all entries equal to $0$ is the zero matrix denoted by $0$. A matrix that has no rows with all entries equal to $0$ is called row-regular.

Any matrix of one column (row) is a column (row) vector. The set of column vectors with $n$ elements over $\mathcal{K}$ is denoted by $\mathcal{K}^n$. All vectors below are column vectors unless otherwise specified. A vector with all elements equal to $0$ is the zero vector denoted by $0$. A vector without elements equal to $0$ is called regular.

Matrix operations follow the standard entrywise computation schemes where arithmetic addition and multiplication are replaced by $\oplus$ and $\otimes$. For any conforming matrices $A = (a_{ij})$, $B = (b_{ij})$, $C = (c_{ij})$ and scalar $x$, matrix addition, matrix multiplication and multiplication by scalar are given by

$$\{A \oplus B\}_{ij} = a_{ij} \oplus b_{ij}, \quad \{AC\}_{ij} = \bigoplus_k a_{ik}c_{kj}, \quad \{xA\}_{ij} = xa_{ij}.$$ 

The monotonicity of scalar operations and other properties associated with the order relation defined on $\mathcal{K}$ are extended to matrices, where the relations for matrices are understood componentwise.

For any nonzero matrix $A = (a_{ij}) \in \mathcal{K}^{m \times n}$, the multiplicative inverse (or the conjugate) is the matrix $A^{-1} = (a^{-1}_{ij}) \in \mathcal{K}^{n \times m}$ with the entries given by the condition: $a^{-1}_{ij} = a^{-1}_{ji}$ if $a_{ji} \neq 0$, and $a^{-1}_{ij} = 0$ otherwise.

Consider the set $\mathcal{K}^{n \times n}$ of square matrices of order $n$. A matrix with the entries equal to $1$ on the diagonal and to $0$ elsewhere is the identity matrix denoted $I$. For any matrix $A \in \mathcal{K}^{n \times n}$ and integer $p > 0$, the matrix powers are defined as $A^0 = I$ and $A^p = AA^{p-1}$. The trace of the matrix $A = (a_{ij})$ is given by

$$\text{tr} A = a_{11} \oplus a_{22} \oplus \cdots \oplus a_{nn} = \bigoplus_{i=1}^n a_{ii}.$$ 

The trace is monotone, which means that the inequality $A \leq B$ results in the inequality $\text{tr} A \leq \text{tr} B$. Further properties of trace are given by the equalities

$$\text{tr}(A \oplus B) = \text{tr} A \oplus \text{tr} B, \quad \text{tr}(AC) = \text{tr}(CA), \quad \text{tr}(xA) = x \text{tr} A,$$

which are valid for all matrices $A, B, C$ of appropriate size and scalar $x$. 
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For any matrix $A \in \mathbb{X}^{n \times n}$, a trace function is defined that maps $A$ to

$$\text{Tr}(A) = \text{tr} A \oplus \text{tr}(A^2) \oplus \cdots \oplus \text{tr}(A^n) = \bigoplus_{i=1}^{n} \text{tr}(A^i).$$

This function is monotone since the inequality $A \leq B$ yields the inequality $\text{tr}(A^i) \leq \text{tr}(B^i)$ for each integer $i \geq 0$, and therefore $\text{Tr}(A) \leq \text{Tr}(B)$. It retains the cyclic property of trace, which implies that $\text{Tr}(AB) = \text{Tr}(BA)$.

The Kleene star operator takes the matrix $A$ to the Kleene star matrix

$$A^* = I \oplus A \oplus A^2 \oplus \cdots = \bigoplus_{i \geq 0} A^i.$$

Suppose that the condition $\text{Tr}(A) \leq 1$ holds. It is not difficult to verify that under this condition, the Kleene star matrix becomes the finite sum (we assume below that the condition is satisfied whenever a Kleene matrix is defined):

$$A^* = I \oplus A \oplus \cdots \oplus A^{n-1} = \bigoplus_{i=0}^{n-1} A^i.$$

Moreover, since $A^p \leq AA^*$ for $p \geq 1$ and $\text{tr}(AA^*) = \text{Tr}(A)$, we have

$$\text{tr}(A^p) \leq \text{Tr}(A), \quad p \geq 1.$$

We complete the overview with the next result. A row-regular matrix with exactly one nonzero entry in each row is called row-monomial. If a matrix $A$ is row-monomial, then the following matrix inequalities are valid (which correspond to the univalent and total properties in the context of relational algebra):

$$A^- A \leq I, \quad AA^- \geq I.$$

3 Vector Inequalities

The purpose of this section is to examine a system of vector inequalities that is a key ingredient in the subsequent solution of the two-sided equation. As a preliminary result, we use the solution of the problem: given a square matrix $A \in \mathbb{X}^{n \times n}$, find all regular solutions $x \in \mathbb{X}^n$ to the inequality

$$Ax \leq x.$$  \hfill (1)

A complete solution of inequality (1) can be obtained as follows [18, 19].

**Lemma 1.** For any matrix $A$, the following statements are true.

1. If $\text{Tr}(A) \leq 1$, then all regular solutions of inequality (1) are given in parametric form by $x = A^* u$ where $u \neq 0$ is any parameter vector such that $x$ is regular.
2. If $\text{Tr}(A) > 1$, then there is no regular solution.

Suppose now that $A \in \mathbb{R}^{k \times n}$ and $B \in \mathbb{R}^{n \times k}$ are given matrices, and the problem is to find a regular solution in the form of a pair of regular vectors $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^k$ that satisfy the system of inequalities

$$Ax \leq y, \quad By \leq x.$$  \hspace{1cm} (2)

The next result offers a complete solution to system (2).

**Lemma 2.** For any matrices $A$ and $B$, the system at (2) has regular solutions if and only if the following condition holds:

$$\text{Tr}(AB) \leq 1.$$

Under this condition, all solutions are given in parametric form by

$$x = (BA)^*u \oplus B(AB)^*v,$$

$$y = A(BA)^*u \oplus (AB)^*v,$$

where $u$ and $v$ are any parameter vectors such that both $x$ and $y$ are regular.

**Proof.** First, we combine system (2) into one inequality with a block matrix and a block vector. We introduce the notation

$$C = \begin{pmatrix} 0 & B \\ A & 0 \end{pmatrix}, \quad z = \begin{pmatrix} x \\ y \end{pmatrix}, \quad w = \begin{pmatrix} u \\ v \end{pmatrix}.$$

We observe that $C$ is a square matrix of order $n + k$, where the upper right block $B$ is of size $n \times k$ and the lower left block $A$ is of size $k \times n$. The vectors $z$ and $w$ are of order $n + k$, whereas $u$ is of order $n$ and $v$ is of $k$.

With the above notation, the system takes the form of the inequality

$$Cz \leq z.$$  \hspace{1cm} (3)

We now apply Lemma 1 to examine inequality (3). Calculation of the even and odd powers of the matrix $C$ leads to the results

$$C^{2i} = \begin{pmatrix} (BA)^i & 0 \\ 0 & (AB)^i \end{pmatrix}, \quad C^{2i+1} = \begin{pmatrix} 0 & B(AB)^i \\ A(BA)^i & 0 \end{pmatrix}, \quad i = 0, 1, \ldots$$

Next, we evaluate the traces of the powers of $C$ and find that the odd powers have the trace $\text{tr}(C^{2i+1}) = 0$. For even powers, the cyclic property of trace yields

$$\text{tr}(C^{2i}) = \text{tr}(BA)^i = \text{tr}(AB)^i,$$

where the matrix products $BA$ and $AB$ under the trace operator form square matrices of orders $n$ and $k$ respectively.
Let $l = \lfloor (n + k)/2 \rfloor$ denote the greatest integer less than or equal to $(n + k)/2$. According to Lemma 1, inequality (3) has regular solutions if and only if

$$\text{Tr}(C) = \bigoplus_{i=1}^{n+k} \text{tr}(C^i) = \bigoplus_{i=1}^{l} \text{tr}(C^{2i}) \leq 1.$$  \hspace{2cm} (4)

Suppose that the relation $n \leq k$ is valid, which implies that $l \geq n$. Observing that the matrix $BA$ is of order $n$, we use condition (4) to write

$$\text{Tr}(BA) = \bigoplus_{i=1}^{n} \text{tr}(BA)^i \leq \bigoplus_{i=1}^{l} \text{tr}(BA)^i = \bigoplus_{i=1}^{l} \text{tr}(C^{2i}) = \text{Tr}(C) \leq 1,$$

which shows that the condition $\text{Tr}(BA) \leq 1$ is a consequence of (4).

Let us verify that the condition $\text{Tr}(BA) \leq 1$ yields condition (4), and thus both conditions are equivalent to each other. Indeed, as a result of the former condition, the inequality $\text{tr}(BA)^i \leq \text{Tr}(BA) \leq 1$ holds for all integers $i \geq 1$, which yields the latter condition as follows:

$$\text{Tr}(C) = \bigoplus_{i=1}^{l} \text{tr}(BA)^i \leq 1.$$

Provided that the inequality $n > k$ holds, we use a similar argument to verify that the condition $\text{Tr}(C) \leq 1$ is equivalent to $\text{Tr}(AB) \leq 1$.

Furthermore, it follows from the cyclic property of trace and the obtained conditions that for all integers $i \geq 1$, we have

$$\text{tr}(BA)^i = \text{tr}(AB)^i \leq 1.$$

Since all these traces have the same value not exceeding 1, we arrive at the equality $\text{Tr}(AB) = \text{Tr}(BA)$. As a result, we conclude that both conditions $\text{Tr}(AB) \leq 1$ and $\text{Tr}(BA) \leq 1$ are equivalent, and take the last condition as the existence condition for solutions of inequality (3) and hence of system (2).

We are now in a position to derive all solutions of inequality (3). We apply Lemma 1 to represent these solutions in parametric form as

$$z = C^*w,$$

where $w \neq 0$ is any parameter vector such that $z$ is regular.

We consider the Kleene star matrix $C^*$, which generates the solutions, and note that the existence condition at (4) yields the inequality $C^* \geq C^i$, which is valid for all integers $i \geq 0$. Therefore, with $l = \max(n, k) - 1$, we can write

$$C^* = \bigoplus_{i=0}^{n+k-1} C^i = \bigoplus_{i=0}^{l} (C^{2i} \oplus C^{2i+1}).$$
Substitution of the expressions for the powers of $C$ leads to the matrix

$$C^* = \bigoplus_{i=0}^{l} \begin{pmatrix} (BA)^i & B(AB)^i \\ A(BA)^i & (AB)^i \end{pmatrix}.$$ 

It follows from the conditions $\text{Tr}(AB) \leq 1$ and $\text{Tr}(BA) \leq 1$ that the inequalities $(AB)^* \geq (AB)^i$ and $(BA)^* \geq (BA)^i$ hold for all integers $i \geq 0$. Observing that $l \geq n - 1$ and $l \geq k - 1$, we have the equalities

$$(AB)^* = \bigoplus_{i=0}^{l} (AB)^i, \quad (BA)^* = \bigoplus_{i=0}^{l} (BA)^i.$$ 

The application of these equalities leads to the Kleene matrix in the following form (see also [29]):

$$C^* = \begin{pmatrix} (BA)^* & B(AB)^* \\ A(BA)^* & (AB)^* \end{pmatrix}.$$ 

Finally, we turn from the solution $z$ of inequality (3) to the solutions $x$ and $y$ of system (2) to obtain the parametric representation offered by the lemma.

4 Solution of Two-Sided Equation

In this section, we apply previous results to the solution of the following problem. Given matrices $A \in \mathbb{X}^{m \times n}$ and $B \in \mathbb{X}^{m \times k}$, we need to find a pair of regular vectors $x \in \mathbb{X}^n$ and $y \in \mathbb{X}^k$ that satisfy the equation

$$Ax = By.$$ 

(5)

Our purpose is to establish an existence condition for solutions of equation (5) and to derive a solution if the condition is fulfilled. We start with a lemma that provides a necessary and sufficient condition for regular solutions to exist.

**Lemma 3.** A pair of regular vectors $x$ and $y$ is a solution of equation (5) with row-regular matrices $A$ and $B$ if and only if it is a solution of the system

$$B_1^{-1}Ax \leq y, \quad A_1^{-1}By \leq x$$ 

for row-monomial matrices $A_1$ and $B_1$ obtained respectively from $A$ and $B$ by keeping one nonzero entry in each row unchanged and setting the others to 0.
Proof. To prove the lemma, we first note that equation (5) is equivalent to (and has the common solutions with) the system of the opposite vector inequalities

\[ Ax \leq By, \quad Ax \geq By. \] (7)

Let us verify that any solution of this system and hence of equation (5) is a solution of system (6) for some row-monomial matrices \( A_1 \) and \( B_1 \), and vice versa. Suppose that system (7) has a regular solution in the form of a pair of regular vectors \( x = (x_j) \) and \( y = (y_j) \). Consider the first vector inequality at (7) and examine its scalar inequalities corresponding to the rows of the matrices \( A \) and \( B \). For each row \( i = 1, \ldots, m \), we have the scalar inequality

\[ a_{i1}x_1 \oplus \cdots \oplus a_{in}x_n \leq b_{i1}y_1 \oplus \cdots \oplus b_{ik}y_k. \]

Observing that the addition \( \oplus \) is selective, we see that the sum on the right-hand side is equal to one of its summands, say to the term \( b_{ij}y_j \) where \( b_{ij} > 0 \) due to row regularity of \( B \). Therefore, this scalar inequality implies an inequality with the right-hand side truncated to one term as \( a_{i1}x_1 \oplus \cdots \oplus a_{in}x_n \leq b_{ij}y_j \).

Assume that the maximum summands are fixed on the right of the scalar inequalities for all rows. Let \( B_1 \) be a row-monomial matrix composed from \( B \), where nonzero entries agree with the maximum summands in the rows. Then, we can combine the truncated inequalities into one vector inequality

\[ Ax \leq B_1y. \]

Note that the matrix \( B_1 \) is row-monomial, and thus the inequality \( B_1^{-1}B_1 \leq I \) is valid. We use this inequality to write \( B_1^{-1}Ax \leq B_1^{-1}B_1y \leq y \), which means that the pair of vectors \( x \) and \( y \) satisfies the inequality \( B_1^{-1}Ax \leq y \). By applying a similar argument, we conclude that the inequality \( A_1^{-1}By \leq x \) is also valid for some row-monomial matrix \( A_1 \) obtained from \( A \).

Let us now verify that any pair of vectors \( x \) and \( y \) that satisfies system (6), also solves system (7). We take the first inequality at (6) and multiply it by \( B \) from the left to obtain \( BB_1^{-1}Ax \leq By \). Since \( B \geq B_1 \) and \( B_1B_1^{-1} \geq I \), we have \( Ax \leq B_1B_1^{-1}Ax \leq BB_1^{-1}Ax \leq By \), which yields the inequality \( Ax \leq By \).

The opposite inequality \( Ax \geq By \) is obtained in a similar way. \( \square \)

The next theorem combines previous results into one statement which provides a convenient way to handle equation (5). One can consider some related results in the context of the analysis of tropical polyhedral cones in [11, 30].

**Theorem 4.** Let \( A \) and \( B \) be row-regular matrices, and \( A_1 \) and \( B_1 \) be the sets of row-monomial matrices obtained respectively from \( A \) and \( B \) by
keeping one nonzero entry in each row unchanged and setting the others to 0.

Then, equation (3) has regular solutions if and only if there exist matrices $A_1 \in A_1$ and $B_1 \in B_1$ such that the following condition holds:

$$\text{Tr}(AA_1^{-1}BB_1^{-1}) = 1.$$  \hfill (8)

Under this condition, all solutions are given in parametric form by

$$x = (A_1^{-1}BB_1^{-1}A)x \oplus A_1^{-1}B(B_1^{-1}AA_1^{-1}B)v,$$

$$y = B_1^{-1}A(A_1^{-1}BB_1^{-1}A)x \oplus (B_1^{-1}AA_1^{-1}B)v,$$

where $x$ and $y$ are any parameter vectors such that both $x$ and $y$ are regular.

Otherwise, the equation has no regular solutions.

Proof. We begin with an application of Lemma 3 to reduce equation (5) to the set of systems (6), where each system is defined by a pair of row-monomial matrices $A_1 \in A$ and $B_1 \in B$ obtained from $A$ and $B$ as specified in the theorem.

To verify whether a system has regular solutions, we use the existence condition given by Lemma 2, where $A$ is replaced by $B_1^{-1}A$ and $B$ by $A_1^{-1}B$, to write $\text{Tr}(A_1^{-1}BB_1^{-1}A) \leq 1$. Furthermore, it follows from the cyclic property of the trace function that $\text{Tr}(A_1^{-1}BB_1^{-1}A) = \text{Tr}(AA_1^{-1}BB_1^{-1})$.

Since the inequalities $A_1^{-1}A \geq I$ and $B_1^{-1}B \geq I$ always hold, and hence $\text{Tr}(AA_1^{-1}BB_1^{-1}) \geq 1$, the existence condition takes the form of (8).

Finally, with the substitution of $A$ by $B_1^{-1}A$ and $B$ by $A_1^{-1}B$ in the solution provided by Lemma 2 leads to (9).

5 Numerical Examples

We now illustrate the obtained results with a solution of the problem examined in [9] in the framework of the semifield $\mathbb{R}_{\max,+}$, also known as (max, +)-algebra.

Consider equation (3) with the given matrices and unknown vectors defined (with the use of the symbol $0 = -\infty$) as follows:

$$A = \begin{pmatrix} 3 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 2 \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 1 \\ 3 & 2 \\ 3 & 1 \end{pmatrix}, \quad x = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix}, \quad y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}.$$

The solution, which is obtained in [9], takes the form

$$x = \begin{pmatrix} 0 \\ 3 \\ 2 \end{pmatrix}, \quad y = \begin{pmatrix} 1 \\ 2 \end{pmatrix}.$$
To solve the problem by applying Theorem 4, we have to examine row-
monomial matrices $A_1$ and $B_1$ formed by fixing one nonzero entry in each
rows of the matrices $A$ and $B$. For each selection of the nonzero entries,
we verify the condition at (8). A pair of matrices $A_1$ and $B_1$ is accepted to
construct a solution according to (9) if the condition holds, or this pair is
rejected otherwise.

Let us consider row-monomial matrices obtained from $A$ and $B$ in the
from

$$A_1 = \begin{pmatrix} 3 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2 \end{pmatrix}, \quad B_1 = \begin{pmatrix} 0 & 1 \\ 3 & 0 \\ 3 & 0 \end{pmatrix}. $$

We start with calculating the matrices

$$A_1^{-1} B = \begin{pmatrix} -2 & -2 \\ 2 & 1 \\ 1 & -1 \end{pmatrix}, \quad B_1^{-1} A = \begin{pmatrix} -2 & -2 & -1 \\ 2 & 0 & -1 \end{pmatrix},$$

$$AA_1^{-1} = \begin{pmatrix} 0 & 0 & -2 \\ -2 & 0 & -2 \\ 0 & 0 & 0 \end{pmatrix}, \quad BB_1^{-1} = \begin{pmatrix} 0 & -2 & -2 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

which are then used to obtain the matrices

$$A_1^{-1} BB_1^{-1} A = \begin{pmatrix} 0 & -4 & -3 \\ 3 & 0 & 1 \\ 1 & -1 & 0 \end{pmatrix}, \quad B_1^{-1} AA_1^{-1} B = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix},$$

$$AA_1^{-1} BB_1^{-1} = \begin{pmatrix} 0 & -2 & -2 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}.$$  

After evaluation of the trace function, we obtain $\text{Tr}(AA_1^{-1} BB_1^{-1}) = 0 = 1$, and therefore conclude that the equation has regular solutions.

To represent the solution in the form offered by Theorem 4 we first evaluate the matrices

$$(A_1^{-1} BB_1^{-1})^2 = \begin{pmatrix} 0 & -4 & -3 \\ 3 & 0 & 1 \\ 2 & -1 & 0 \end{pmatrix}, \quad (A_1^{-1} BB_1^{-1})^* = \begin{pmatrix} 0 & -4 & -3 \\ 3 & 0 & 1 \\ 2 & -1 & 0 \end{pmatrix},$$

$$B_1^{-1} A(A_1^{-1} BB_1^{-1})^* = \begin{pmatrix} 1 & -2 & -1 \\ 2 & -2 & -1 \end{pmatrix},$$

and then the matrices

$$(B_1^{-1} AA_1^{-1} B)^* = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix}, \quad A_1^{-1} B(B_1^{-1} AA_1^{-1} B)^* = \begin{pmatrix} -2 & -2 \\ 2 & 0 \\ 1 & 0 \end{pmatrix}. $$
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With the matrices obtained and nonzero vectors of parameters denoted by \( \mathbf{u} = (u_1, u_2, u_3)^T \) and \( \mathbf{v} = (v_1, v_2)^T \), the solution given by (9) becomes

\[
\mathbf{x} = \begin{pmatrix} 0 & -4 & -3 \\ 3 & 0 & 1 \\ 2 & -1 & 0 \end{pmatrix} \mathbf{u} \oplus \begin{pmatrix} -2 & -2 \\ 2 & 1 \\ 1 & 0 \end{pmatrix} \mathbf{v},
\]

\[
\mathbf{y} = \begin{pmatrix} 1 & -2 & -1 \\ 2 & -2 & -1 \end{pmatrix} \mathbf{u} \oplus \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix} \mathbf{v}.
\]

Furthermore, we can simplify the obtained solution by taking into account the decomposition of matrices

\[
\begin{pmatrix} 0 & -4 & -3 \\ 3 & 0 & 1 \\ 2 & -1 & 0 \end{pmatrix} = \begin{pmatrix} -2 & -2 \\ 2 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 0 & -2 & -1 \\ 2 & 0 & 0 \end{pmatrix},
\]

\[
\begin{pmatrix} 1 & -2 & -1 \\ 2 & -2 & -1 \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & -2 & -1 \\ 2 & 0 & 0 \end{pmatrix}.
\]

By applying this decomposition, we introduce a new nonzero vector of parameters \( \mathbf{t} = (t_1, t_2)^T \) given by

\[
\mathbf{t} = \begin{pmatrix} 0 & -2 & -1 \\ 2 & 0 & 0 \end{pmatrix} \mathbf{u} \oplus \mathbf{v},
\]

and then represent the solution in the form

\[
\mathbf{x} = \begin{pmatrix} -2 & -2 \\ 2 & 1 \\ 1 & 0 \end{pmatrix} \mathbf{t}, \quad \mathbf{y} = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix} \mathbf{t}.
\]

It is not difficult to verify, that with \( \mathbf{t} = (1, 2)^T \), we have the solution

\[
\mathbf{x} = \begin{pmatrix} 0 \\ 3 \\ 2 \end{pmatrix}, \quad \mathbf{y} = \begin{pmatrix} 1 \\ 2 \end{pmatrix},
\]

which coincides with the solution found in [9].

Suppose now that a different choice of nonzero entries in the matrices \( \mathbf{A} \) and \( \mathbf{B} \) is made, which results in the matrices

\[
\mathbf{A}_1 = \begin{pmatrix} 3 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 2 \end{pmatrix}, \quad \mathbf{B}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 3 \\ 0 & 3 \end{pmatrix}.
\]
We calculate the following matrices:

\[ AA_1^\sim = \begin{pmatrix} 0 & 2 & -2 \\ -2 & 0 & -2 \\ 0 & 0 & 0 \end{pmatrix}, \quad BB_1^\sim = \begin{pmatrix} 0 & -2 & -2 \\ 2 & 0 & 0 \\ 2 & 0 & 0 \end{pmatrix}, \]

\[ AA_1^\sim BB_1^\sim = \begin{pmatrix} 4 & 2 & 2 \\ 2 & 0 & 0 \\ 2 & 0 & 0 \end{pmatrix}. \]

The evaluation of the trace function yields \( \text{Tr}(AA_1^\sim BB_1^\sim) = 4 > 0 = 1 \), which means that in this case, the existence condition at (8) is not fulfilled, and hence the matrices \( A_1 \) and \( B_1 \) cannot provide a solution to equation (3).

6 Conclusion

We examined a two-sided vector equation defined in the framework of tropical algebra, where two unknown vectors appear on both sides of the equation. An approach has been proposed to represent an existence condition for solution of the equation and the solution itself in a compact vector form. According to the result of Lemma 3, each solution of the equation is determined by a pair of proper row-monomial matrices \( A_1 \) and \( B_1 \), for which the existence condition given by Theorem 4 holds. Since these matrices are directly used to form generating matrices for solutions, all solutions of the two-sided equation can be obtained by finding all pairs of proper matrices \( A_1 \) and \( B_1 \).

Note however that the number of pairs of row-monomial matrices to examine grows exponentially with the number of scalar equations in (3) (and polynomially with the dimensions of the unknown vectors), which may lead to unreasonably long solution time. Therefore, further development of an economical computational scheme to address this issue is of great importance. As an possible solution, one can consider the backtracking algorithms proposed to improve efficiency of matrix sparsification techniques in [26, 24]. Another approach may consist in successive examination of a series of systems that include from 1 to \( m \) scalar equations from (3) to reduce the computational time by early detection of inappropriate selection of nonzero elements that violate condition (8).
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