Nonequilibrium Pump-Probe Photoexcitation as a Tool for Analyzing Unoccupied Equilibrium States of Correlated Electrons
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Relaxation of electrons in a Hubbard model coupled to a dissipative bosonic bath is studied to simulate the pump-probe photoemission measurement. From this insight, we propose an experimental method of eliciting unoccupied part of the single-particle spectra at the equilibrium of doped-Mott insulators. We reveal first that effective temperatures of distribution functions and electronic spectra are different during the relaxation, which makes the frequently employed thermalization picture inappropriate. Contrary to the conventional analysis, we show that the unoccupied spectra at equilibrium can be detected as the states that relax faster.

1. Introduction

Time-resolved and out-of-equilibrium dynamics of electrons in pico to femtosecond time scale has been revealed by rapidly developing pump-probe photoemission spectroscopy.\textsuperscript{1} A challenge is to get insight into emerging properties of correlated electrons from the relaxing electrons far from equilibrium.

Instead of equilibrium Green’s functions used to analyze the single-particle excitations from the equilibrium,\textsuperscript{2} nonequilibrium Green’s functions have been used with a finite resolution limited by laser pulse width.\textsuperscript{3} However, understanding the full relaxation process including long-time scale remains a challenge.

Electron relaxations were often analysed phenomenologically as if they were in equilibrium at each time steps but at time-dependent temperatures different from the state before pumping\textsuperscript{3-8} such as two-temperature model\textsuperscript{9}. However, we will show later that these quasithermal treatments are insufficient.

In addition, the quasithermal approaches do not tell us microscopic information such as so-called dark sides (unoccupied sides) of the spectra above the Fermi level \textsuperscript{9-11} In fact, clarifying the momentum-resolved dark-side spectra is claimed to hold a key for understanding challenging issues such as the mechanism of the pseudogap and high-$T_c$ superconductivity in the cuprates.\textsuperscript{11} So far, the dark side has few accessibility such as the inverse photoemission with severely limited energy resolution.

In this paper, by introducing a simulation scheme for nonequilibrium dynamics of many-body electrons, we first show that effective temperatures determined for the electronic spectra, and the distribution (occupation) of electrons follow time evolution clearly distinct each other, which unjustifies the quasithermal model. In addition, we in fact find that electron relaxations strongly depend on excitations beyond the quasithermal picture. This inhomogeneous relaxation emerges in a way that simpler electron-hole excitations relax faster. We propose an experimental method by which unoccupied (dark side) quasiparticle states in equilibrium are identified by faster relaxation after pumping.

2. Model and Method

2.1 Hamiltonian

Here, we simulate relaxation processes of photo-excited states of doped Mott insulators\textsuperscript{1,2} by including phase relaxation process in addition to energy, and momentum relaxations.\textsuperscript{1,3} We introduce a minimal model that consists of a finite Hubbard ring described by $\hat{H}_H$ coupled to bosons, and 2-level atoms to understand the generic feature of strongly correlated electrons in nonequilibrium.

The energy and momentum relaxations of electrons in crystalline solids occur through electron-phonon interactions. Simulating phonons carrying finite momenta are necessary for the relaxation. The phase relaxation is more complicated: In a closed system, the phase relaxation of the system never occurs. To simulate the phase relaxation, we introduce additional two level atoms as detailed below. At short intervals, we couple them to and disentangle them from the system consisting of electrons and phonons. When we disentangle these atoms, we introduce random phases and mimic the phase relaxation.

Our hamiltonian reads

$$\hat{H}(t) = \hat{H}_H(t) + \hat{H}_b + \hat{H}_\text{bc} + \hat{H}_\text{IC},$$

where $\hat{H}_H(t)$ is the on-site Coulomb repulsion. Here the electron number \textsuperscript{a}yamaji@ap.t.u-tokyo.ac.jp
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operators are defined as $\hat{h}_{\nu\mu} = \hat{c}^{\dagger}_{\nu} \hat{c}_{\mu}.$

We introduce bosons that exchange energy and momentum to realize the energy, and momentum relaxations, which are substantiated by (acoustic) phonons in real solids. Two modes of bosons (denoted by $\nu$ and $\mu$) are introduced by the Hamiltonian $\hat{H}_b$ described by

$$\hat{H}_b = \hbar\omega_b \sum_{\mu=\nu} \left( \hat{a}_{\mu}^\dagger \hat{a}_{\mu} + \frac{1}{2} \right),$$

where $\hat{a}_{\mu}^\dagger (\hat{a}_{\mu})$ is the creation (annihilation) operator of a boson mode with the label $u = \nu, \mu$ with energy $\hbar \omega_b.$ Here $\nu = q_0$ and $\mu = -q_0$ specify momenta $\pm q_0 = \pm 2\pi/L,$ where $L$ is the number of sites. The coupling of the bosons to the electrons are described by $\hat{H}_{fb}:

$$\hat{H}_{fb} = g \sum_{k=2\pi m/L} \left[ \hat{c}_{k}^\dagger \hat{c}_{k+q_0} (\hat{a}_{\nu} + \hat{a}_{\mu}^\dagger) + \text{h.c.} \right],$$

where $g$ is the coupling constant. These bosons change the total momentum of the electron wave function with minimal increment and decrement in momenta for the $L$-site Hubbard ring. We also introduce a 2-level atom coupled to each mode of the boson. These atoms absorb and supply the bosons. The coupling between the two 2-level atoms (labeled by $\alpha$ and $\beta$) and bosons is described by $\hat{H}_{IC}^{14,15}$ as

$$\hat{H}_{IC} = \frac{\hbar\omega_b}{2} (\sigma_{z}^{(\alpha)} + \sigma_{z}^{(\beta)}) + \hbar k \sum_{\mu=\nu} (\hat{a}_{\mu}^\dagger \sigma_{z}^{(\nu\alpha)} + \hat{a}_{\mu} \sigma_{z}^{(\nu\beta)}),$$

where $\sigma_{z}^{(\alpha/\beta)}$ is a diagonal Pauli matrix and $\sigma_{x}^{(\alpha/\beta)}$ are ladder operators interchanging the eigenstates of $\sigma_{z}^{(\alpha/\beta)}.$ $\hbar k$ is the coupling constant between the 2-level atoms and bosons. Here the energy difference of the levels between the ground state and the excited state of the atom, denoted by $|b\rangle$ and $|a\rangle,$ respectively, is chosen as the energy of the boson mode $\hbar \omega_b.$

By employing the time-dependent hamiltonian $\hat{H}(t),$ the photo-excitation and relaxation processes of the correlated electron systems will be studied in the following part of the present paper. Before going into details, we remark the generality of the present one-dimensional model as a prototype of strongly correlated electron systems including those in higher dimensional systems. One may suspect that the Tomonaga-Luttinger liquid behaviors may govern dynamical processes of the one-dimensional Hubbard ring which should be in a strict sense distinct from the universal Landau’s Fermi liquid behaviors in higher dimensional correlated metals. However, finite-size systems with finite time span and finite energy resolution in the present study do not distinguish the Tomonaga-Luttinger liquid behaviors from those of the Fermi liquid and do not hamper us from extracting general tendency of the dynamical processes in the correlated electron systems.

The relaxation of the dark-side spectra is proposed to be dominated by the relaxation of simple particle-hole excitations. The particle-hole excitations in the one-dimensional electron systems hardly remain as well-defined quasiparticles under the presence of the electron-electron interactions: The particle-hole excitations in one-dimensional interacting electron systems, for example, described by the Hubbard ring are reconstructed into collective excitations orthogonal to fermionic excitations in the thermodynamic limit, which is characterized by the Tomonaga-Luttinger liquid behaviors. However, the quasiparticle residue $Z$ remains finite even in the one-dimensional systems provided that the Hubbard ring with finite sites are examined: The quasiparticle residue $Z$ in the one-dimensional interacting electron systems is scaled by the power of the system size although $Z$ approaches zero as the system size increases.\cite{16} Therefore, even though the one-dimensional Hubbard ring is employed, the relaxation processes in the numerical simulation given in the following sections are not specific to the one-dimensional systems except the relatively slow spin relaxations nearly decoupled from the charge excitations.

2.2 Method for time evolution

The wave function of the Hubbard ring coupled to the bath can be expanded by using the basis representing the $N$-electron eigenstates of the Hubbard ring $|\Phi_m^{(N)}\rangle,$ the Fock states of the phonons $|n_{\nu}\rangle$ and $|n_{\mu}\rangle,$ where $n_{\nu}$ and $n_{\mu}$ are numbers of phonons in the each modes, and the eigenstates of the two-level atoms $|\alpha\rangle$ and $|\beta\rangle,$ as given as,

$$|\Phi(t)\rangle = \sum_{m=1}^{N_{\text{dim}}} \sum_{n_{\nu}=0}^{L_{\text{a}}-1} \sum_{n_{\mu}=0}^{L_{\text{a}}-1} \sum_{\alpha=0}^{L_{\text{a}}} \sum_{\beta=0}^{L_{\text{a}}} C_{mn,\nu\mu,\alpha\beta}(t) \times |\Phi_m^{(N)}\rangle \otimes |n_{\nu}\rangle \otimes |n_{\mu}\rangle \otimes |\alpha\rangle \otimes |\beta\rangle.$$

As detailed below, the time-evolution based on the wave function is twofold. Together with the ordinary time-ordered hamiltonian dynamics

$$|\Phi(t)\rangle = T \exp \left[ -i \int_{t_0}^{t} d\hat{H}(t) \right] |\Phi(t_0)\rangle,$$
started with the ground state wavefunction $|\Phi(t_0)\rangle$, energy, momentum and phase relaxations of the total system are phenomenologically achieved through the stochastic surrogate hamiltonian approach\textsuperscript{17} and a damping constant $\gamma_G$ of the boson numbers,\textsuperscript{18} as detailed in Appendix A and B. The former realizes repeating and successive decoupling of the 2-level atoms from the bosons, and reset of the 2-level atoms to their ground states accompanied by randomization of their phases, every time after a fixed interval of the time evolution by the Hamiltonian $\hat{H}$.

We use a specific form of $F(t)$,

$$F(t) = \int_{t_0}^{t} dt' A_0 e^{-i (t-t')^2/\tau_0^2} \cos [\omega_{\text{pulse}} (t' - t_0)],$$

(8)
to represent applied pulsed lasers with the amplitude $A_0$, the pulse center $t_0$, the pulse width $\tau_0$, and the frequency $\omega_{\text{pulse}}$.

2.3 Spectral functions

We calculate the momentum $k$ and frequency $\omega$ dependent spectral weight $A(k,\omega; t)$ and its occupied part $A_{\text{occ}}(k,\omega; t)$ from the time evolution, by projecting the bosons and the two-level atoms out and by taking a long-time approximation that we call stretched-time Lehmann-representation methods. The stretched-time Lehmann representation is nothing but a Lehmann representation based on a projected electronic wave function $|\Phi(t)\rangle_{\text{proj}}$ as detailed in Appendix C. The projected wave function is prepared by operating a projection operator

$$\hat{P}_0 = \left( \sum_m |\Phi^{(N)}_m\rangle \langle \Phi^{(N)}_m| \right) \otimes |\alpha = 0\rangle \otimes |n_\mu = 0\rangle \otimes |\alpha = b\rangle \otimes |\beta = b\rangle,$$

(9)
to the wave function $|\Phi(t)\rangle$ as

$$|\Phi(t)\rangle_{\text{proj}} = \hat{P}_0 |\Phi(t)\rangle = \sum_{m=1}^{N_{\text{dim}}} a_m(t) |\Phi^{(N)}_m\rangle,$$

(10)
where $a_m(t) = C_{m,0,0,b,b}(t)$.

This method enables the frequency representation of transient phenomena although it satisfies Freericks-Krishnamurthy-Prusche’s resolution limit only approximately because of the finite probe-pulse width.\textsuperscript{3} Typically $O(10^2)$ fs pulses give us the spectrum resolution $\sim O(10^{-2})$ eV, which justifies our results given below.

2.4 Effective temperatures

Here we show how to estimate the effective temperatures of the physical quantities. Our estimation is based on results of the angle-integrated spectra,

$$A_{\text{occ}}(\omega, t) = \sum_k A_{\text{occ}}(k, \omega; t),$$

(11)
and

$$A(\omega, t) = \sum_k A(k, \omega; t).$$

(12)
The distribution function is defined as

$$n(\omega, t) = A_{\text{occ}}(\omega, t)/A(\omega, t),$$

(13)
which corresponds to the Fermi-Dirac distribution if an effective temperature becomes well-defined.

When we fit the time-dependent spectra by an exact electronic spectra at a finite temperature $T_{\text{eff}}$, we can estimate effective temperatures from two different functions, namely, the temperature of $n(\omega, t)$ and that of $A(\omega, t)$. Here, we introduce the exact electronic (occupied) spectra at finite temperatures $A(\omega, k_B T_{\text{eff}})$ and the distribution functions $n(\omega, k_B T_{\text{eff}})$. Then we can estimate the temperatures estimated from the following function by minimizing

$$\chi^2 (f(\omega, t); T_{\text{eff}}) = \int_{\Lambda_1} d\omega |f^{(e)}(\omega, k_B T_{\text{eff}}) - f(\omega, t)|^2.$$

(14)

The effective temperature $T_{\text{eff}}$ that minimizes

$$\chi^2 (f^{(e)}(\omega, t); T_{\text{eff}}) \equiv \chi^2 (n^{(e)}(\omega, n); T_{\text{eff}}),$$

(15)
and

$$\chi^2 (f^{(e)}(\omega, t); T_{\text{eff}}) \equiv \chi^2 (A^{(e)}(\omega, A); T_{\text{eff}}),$$

(16)
are denoted by $T_{\text{eff}, n}(t)$ and $T_{\text{eff}, A}(t)$, respectively. If the photo-excited states are really described by the thermally excited ones, these two temperatures should be the same, namely, $T_{\text{eff}, n}(t) = T_{\text{eff}, A}(t)$.

3. Results

We simulate relaxation of photo-excited strongly correlated metals. The spectra of the strongly correlated metals in equilibrium show a typical structure regardless of dimensionality of the systems: The spectra consist of the incoherent upper Hubbard band located around $\omega \sim U$, the incoherent lower Hubbard band located for $\omega \leq 0$, and the low-energy coherent band around the Fermi energy $\mu_C$.\textsuperscript{19-21} While the upper Hubbard continuum is well separated from the low-energy coherent band around the Fermi energy $\mu_C$,\textsuperscript{19-21} We especially highlight relaxations of dark side mid-gap states of doped Mott insulators after photo excitation by a laser pulse.

Below, we set the energy unit $W/4 = \hbar = 1$. Parameters used for real-time evolutions are $N_1 = N_\uparrow = 3$, $L = 8$, $U = 8$, $\omega_b = \sqrt{2}/4$, $g = 0.05$, $\lambda = \tan^{-1} 19\pi/40 \sim 0.08$, and $\gamma_G \Delta t = 0.05$ with a time interval $\Delta t = 0.1$. We use pulses with frequencies $\omega_{\text{pulse}} = \sqrt{2}/4$ much lower than direct gaps between occupied states and upper Hubbard bands. Typically, laser pulses used in this paper give energy $\sim 0.01$ MeV to electrons if we set $W/4 = 0.5$ eV and the inter-site distance as 3 Å. The unit time of the present system corresponds to $\sim 1.32$ fs.

Here we use pulses with frequencies $\omega_{\text{pulse}}$ much lower
than direct gaps between occupied states and upper Hubbard bands. Even though the photon energy is not enough for direct transitions to the upper Hubbard band, both of the mid-gap low-energy states just above the Fermi level and the upper Hubbard bands are excited due to the short width of pulses and the energy-time uncertainty relation.

3.1 Relaxation of mid-gap states, upper Hubbard bands, and effective temperatures

First, we show relaxation of the density of states in Fig. 2. A pulsed laser with duration $t_d = 5$ and amplitude $A_0 = 4$ excites the system and induces nonequilibrium mid-gap excited states within an energy window, $\mu_F \approx 0.85 < \omega \leq E_{UHB} = 4$, and upper Hubbard bands ($E_{UHB} = 4 \leq \omega$), where $\mu_F$ is the Fermi energy. Here, $E_{UHB}$ is chosen as an upper bound of the low-energy spectrum around the Fermi energy $\mu_F$.

We observe that the upper Hubbard band relaxes first. The mid-gap states absorb the relaxed excitations from the upper Hubbard band and it joins in the relaxation.

![Fig. 2. (color online): Relaxation of occupied density of states for $U/t = 8$ with 6 electrons ($N_f = N_i$) on a 8-site ring. A laser pulse with $t_d = 5, A_0 = 4,$ and $\omega_{pulse} = \sqrt{2}/4$ is used. The center of the pulse is located at $t = 0$. Inset shows time-dependence of integrated spectral weights for mid-gap states and upper Hubbard bands, $I_{mid}$ and $I_{up}$. A finite line width $\delta = 0.2$ is used for the spectra.](image)

By using the following integrated spectral weights,

$$I_{E_1;E_2}(t) = \int_{E_1}^{E_2} d\omega \Lambda_{occ}(\omega,t)/\int_{-\infty}^{+\infty} d\omega \Lambda_{occ}(\omega,t), \quad (17)$$

we here define the integrated spectral weights for the mid-gap states and upper Hubbard bands as $I_{mid}(t) = I_{\mu_F;E_{UHB}}(t)$ and $I_{up}(t) = I_{E_{UHB};+\infty}(t)$, respectively. The integrated spectral weights $I_{mid}$ and $I_{up}$ are summarized in the inset of Fig. 2. The relaxation rate of $I_{mid}$ up to $t \sim 10^3$ depends on the square of $g$ when other parameters are fixed, while the relaxation at longer time scales is additionally affected by phase relaxation. We employ $g$ to reproduce the experimental relaxation rate of doped Mott insulators\cite{5, 22, 24} in the time range up to $t \sim 10^3$, irrespective of ultrashort-time relaxation mechanisms that may depend on dimensionality and details of the hamiltonian.\cite{25, 26, 27}

The numerical results of the effective temperatures $T_{eff}(t)$ and $T_{effA}(t)$ are shown in Fig. 3, where the energy windows are chosen to extract low-energy contribution as $A_1 = -3$ and $A_2 = +3$ ($A_1 = -\infty$ and $A_2 = E_{UHB}$) are set for $T_{eff}(t)$ ($T_{effA}(t)$) in Eq. (14). Around the occupied band bottom and the upper Hubbard band distant from the Fermi energy $\mu_F$, the density of states in non-equilibrium tends to deviate from the counterpart in equilibrium more significantly than the density of states around the Fermi energy $\mu_F$ (for example, see Fig. 1 of Ref. 28).

The effective temperatures $T_{eff}(t)$ and $T_{effA}(t)$ are significantly different as shown in Fig. 3, which clearly demonstrates that the spectral weights relaxes faster than the distribution functions. The deformation of the spectral weights is nothing but a manifestation of the electron correlations, which invalidates simple effective electron temperature approaches. The deformation of the spectral weights also means that the excited carriers above the Fermi level are not injected to the dark-side of the equilibrium spectra, in contrast to a naive expectation for visualizing the dark-side with hot carriers.

In contrast to the relaxation of the spectral function, the relaxation of the distribution function is not smooth as shown in the time dependence of $T_{eff}(t)$ (see Fig. 3). The abrupt change in the time dependence of $T_{eff}(t)$ is a manifestation of a strong deviation from the equilibrium high-temperature distribution at a short time after the irradiation, $t \lesssim 800$. Similar strong deviations from the equilibrium distribution in initial stages of hot carrier relaxation are reported for phonon-assisted relaxation of hot carriers in free electron systems.\cite{28}

3.2 Angle-resolved and unoccupied spectra through logarithmic differences in relaxation processes

Next, we examine momentum-resolved nonequilibrium spectra. In Fig. 4(a), we show the equilibrium momentum-
resolved spectrum with the same parameter set used in Fig. 2 and 3. Just after the photo-excitation, the occupied spectrum \( A_{\text{occ}}(k, \omega; t) \) becomes completely different from the spectrum in equilibrium shown in Fig. 4(a). As evident in Fig. 4(b), the peaks in nonequilibrium spectra are not coincident with the peaks in equilibrium unoccupied states. Therefore, to observe or estimate the dark-side equilibrium spectra of doped Mott insulators, photo-excited electrons are seemingly useless. However, after closer inspection, we realize that, from the photo-excited spectra, the dark-side equilibrium spectra can be estimated as proposed below.

Fig. 4. (color online): (a) Spectrum of a doped Mott insulator out of equilibrium, \( A_{\text{occ}}(k, \omega; t) \) in comparison with total spectrum in equilibrium \( A(k, \omega; -\infty) \). The shaded area shows occupied spectrum \( A_{\text{occ}}(k, \omega; t) \) and the solid curves show total spectrum \( A(k, \omega; -\infty) \) in equilibrium. The shaded area appears at energy ranges where no equilibrium unoccupied states exist. (b) Time-dependent spectra at smallest unoccupied momentum \( k = \pi/2 \) from \( t = 10 \) to \( t = 950 \). The nonequilibrium spectra have a prominent peak at the equilibrium quasiparticle peak \( \omega = E_{\text{qp}}(k = \pi/2) \) (downward arrow), while they have peaks at \( \omega \) different from the energy of the equilibrium peak as well, as indicated by the upward vertical arrow. A finite line width \( \delta = 0.2 \) is used as in Fig. 2.

Here, we propose an approach to extract the dark-side spectra in equilibrium, which may replace the standard effective temperature approach. We focus on energy- and momentum-resolved relaxation rates of \( A_{\text{occ}}(k, \omega; t) \) and frame a hypothesis: The relaxation rates of excited nonequilibrium states have local maxima when the states are located at the unoccupied quasiparticle energy in equilibrium. The hypothesis seemingly contradicts Landau’s Fermi liquid theory,\(^{29}\) in which the quasiparticles’ life times are longer than incoherent states in equilibrium. However, outside the equilibrium, the quasiparticle excitations have efficient relaxation pathways as detailed below.

Then, we explain how the photo-excited states in the dark side consisting the quasiparticles relax faster than the incoherent excitations. First of all, we assume correspondence of a many-body excited state with small total momentum \( \langle q \rangle \) to unoccupied quasiparticle peak due to added electrons in equilibrium, which is a central notion of the Fermi liquid theory. In equilibrium, the detailed balance between emission and absorption of the phonons and the Pauli blocking guarantee long life times of quasiparticles even in the presence of the electron-phonon couplings.\(^{30}\) However, out of equilibrium, where the detailed balance and the Pauli blocking become inefficient, single particle-hole excitation easily decays by emitting energy and momentum through the electron-phonon couplings. Due to the short-time violation of the energy conservation, the particle-hole excitations decay through first order perturbation process of the electron-phonon coupling \( g \). Therefore, by recalling the first assumption, out-of-equilibrium states injected at the quasiparticle peaks decay faster than more complicated excited states such as multiple particle-hole excitations.

To extract spectral components with large relaxation rates, we propose and use logarithmic differences of nonequilibrium occupied spectra \( A_{\text{occ}}(k, \omega; t) \) for some time interval from \( t_1 \) until \( t_2 \), which gives an averaged relaxation time \( \tau_{\text{relax}}(k, \omega) \) as

\[
\frac{-1}{\tau_{\text{relax}}(k, \omega)} = \frac{1}{t_2 - t_1} \ln \frac{A_{\text{occ}}(k, \omega; t_2)}{A_{\text{occ}}(k, \omega; t_1)}
\]

By this average, the effects of unavoidable noise in experiments are suppressed. The slow relaxation of \( I_{\text{mid}} \) in compar-

Fig. 5. (color online): (a) Time-dependences of mid-gap weights \( I_{\text{mid}} \). The partial swap introduces noise in \( I_{\text{mid}} \). Inset shows parameter sets of \( t_d \) and \( A_0 \).

The circle A corresponds to the parameter set \( t_d = 5 \) and \( A_0 = 4 \) used in Fig. 2 and 3. (b) Logarithmic differences and \( \tau_{\text{relax}} \) in nonequilibrium occupied spectra at the smallest unoccupied momentum \( k = \pi/2 \). When laser pulses with \( A_0 > 3 \) are used, the logarithmic differences show significant minima.
ison with the probe laser pulse width (~ 100 fs) validates our stretched-time Lehmann representation, where $t_2 - t_1 (> 0)$ longer than the relaxation time of $T_{\text{rad}}$ is also better.

In Fig. 5, we show the usefulness of the logarithmic differences of the nonequilibrium unoccupied spectra. For sufficiently large amplitude of laser pulses, we obtain significant minima of the logarithmic differences as functions of $\omega$. The minima agree with the quasiparticle peak, as illustrated in Fig. 5(b). In contrast, for smaller amplitude of laser pulses, the minima become less significant and are not coincident with the quasiparticle peak as shown in Fig. D.2 of Appendix D.

It is crucial to use the laser-pulse amplitude $A_0$ in an appropriate range. The laser pulse must generate particle-hole excitations consisting of combinations of elementary excitations and quasiparticle excitations. It enables us to extract the equilibrium spectra. The proposed method opens a novel way to access the dark-side spectra from the photo-excited nonequilibrium states. The logarithmic difference of the nonequilibrium dark-side spectra from the photo-excited nonequilibrium states will be helpful for the studies on unoccupied spectra of correlated electron systems.

Appendix A: Energy, momentum, and phase relaxation

A.1 Swapping operator

As explained in the main article, we introduce an operator, namely, swapping operator that stands for the reset of the 2-level atoms to its ground states $|b\rangle$ and replacing the phases of the electronic and bosonic wave functions with random phases with the periodic time interval $\Delta t$. Our swapping operator is defined as

$$
\hat{O}_{\text{swap}}|\Phi(t)\rangle = \mathcal{N}_{\text{dim}} \sum_{m=1}^{N_{\text{dim}}} \sum_{\nu, \alpha} \sum_{\mu, \beta} \sum_{a,b} \left| C_{m\nu,\alpha,\mu\beta}(t) \right|^2 e^{i\varphi_{m\nu,\alpha,\mu\beta}} (|\nu\rangle \otimes |\mu\rangle \otimes |b\rangle \otimes |b\rangle),
$$

(A.1)

where $\varphi_{m\nu,\alpha,\mu\beta}$ is a random phase.

We also use a partial swap defined by the following partial swapping operator:

$$
\hat{O}_{\text{pswap}} = I + A \hat{O}_{\text{swap}},
$$

(A.2)

where $I$ is an identity operator. After applying the $\hat{O}_{\text{swap}}$ and $\hat{O}_{\text{pswap}}$, we normalize the wave function.

A.2 Additional dissipation mechanism

To control the temperatures of the lattice, which is mimicked by the two boson modes, in addition to the swapping operators, we use a Landau-Lifshitz and Gilbert-type dissipation operator to keep the number of bosons small enough partially following Gisin’s idea (see Ref.18) for the time interval $\Delta t$:

$$
\hat{O}_{\text{Gisin}}|\Phi(t)\rangle = \mathcal{N}_{\text{dim}} \sum_{m=1}^{N_{\text{dim}}} \sum_{\nu, \alpha} \sum_{\mu, \beta} \sum_{a,b} \sum_{\nu, \alpha} \sum_{\mu, \beta} \left| C_{m\nu,\alpha,\mu\beta}(t) \right|^2 e^{-\gamma_{\text{G}}|\nu\rangle \otimes |\mu\rangle \otimes |a\rangle \otimes |b\rangle},
$$

(A.3)

where $\gamma_{\text{G}}$ is a phenomenological decay constant of the number of the bosons. Here, we impose the condition that the equilibrium temperature to be zero, because experimental temperature is normally negligible in terms of the excited energy of electrons.

For practical numerical treatments, the additional dissipation mechanism with the decay constant $\gamma_{\text{G}}$ is helpful since it keeps the averaged bosonic number small and, therefore, re-
roduces the truncation errors for the bosonic Hilbert space. In a real crystalline solids, the number of the phonon modes is large enough to keep the density of the bosons. However, due to the limit of computational resources, we employ a minimal phonon subsystem. Therefore, we need to get rid of excess accumulation of the bosons due to the limited number of the phonon modes. The decay constant $\gamma_C$ is again useful to avoid the accumulation of the bosons.

Appendix C: Ansatz for spectrum

Here we introduce an approximate method to calculate time-dependent spectral functions. The spectral functions revealed by time-dependent angle-resolved photoemission spectra provide us with physical pictures. The present formalism corresponds to the limit of the long-time window of the laser pulse used as the probe (see Ref.3). We call the following approximating method as stretched-time Lehmann spectral representation.

C.1 Projection

First, we need to eliminate the bosonic degrees of freedom and project the entire wave function onto the $N$-electron partial Hilbert space expanded by $\{|\Phi^{(N)}_m\rangle\}$ as in Eq.(10):

$$|\Phi(t)\rangle_{\text{proj}} = \sum_{m=1}^{N_{\text{dim}}} a_m(t)|\Phi^{(N)}_m\rangle.$$  

Here, we expand the projected wave function by the $N$-particle eigenstates of $\hat{H}(t = 0)$, $\{|\Phi^{(N)}_m\rangle\}$.

C.2 Ansatz

As an important observable in experiments, the time-dependent spectral functions have often been discussed. However, the energy-resolved spectral functions are definitely approximate ones whenever the observations are carried out in non-steady states (see Ref.3). If the time-dependence of the system is slow enough in comparison with the time scale set by resolution limits, the approximate time-dependence of the energy-resolved spectral functions becomes well-defined.

Here we apply the following ansatz justified in the steady-state limit: Starting from $|\Phi(t)\rangle_{\text{proj}}$, we define an approximate time-dependent Green’s function for the occupied and unoccupied states as,

$$G_{\text{occ}}(k, \omega; t) = \sum_{n,m} \frac{|a_m(t)|^2}{\omega + i\delta + E^{(N-1)}_n - E^{(N)}_m},$$  

and

$$G_{\text{uno}}(k, \omega; t) = \sum_{n,m} \frac{|a_m(t)|^2}{\omega + i\delta - E^{(N+1)}_n + E^{(N)}_m},$$  

where $E^{(N)}_m$ is the eigenvalue that corresponds to $|\Phi^{(N)}_m\rangle$.

By using the above ansatz for the Green’s functions, we can define the stretched-time Lehmann spectral representation as

$$A(k, \omega; t) = -\frac{1}{\pi} \text{Im} [G_{\text{occ}}(k, \omega; t) + G_{\text{uno}}(k, \omega; t)].$$

Here we note that the occupied spectrum is given by an occupied Green’s function defined as

$$A_{\text{occ}}(k, \omega; t) = -\frac{1}{\pi} \text{Im} [G_{\text{occ}}(k, \omega; t)].$$  

Appendix D: Pumping laser dependence

There is an optimal parameter range of amplitude and duration of laser pulses for efficient observations of the dark-side spectra by utilizing the logarithmic differences of the time-dependent angle-resolved photoemission intensities. For the efficient observation, the laser pulses are required to efficiently generate particle-hole excitations including the desired momentum $p$ intended to measure the quasiparticle. Be-
We start with two trivial constraints. The efficient observations are hampered in two regions. For $\omega_\text{pulse} \tau_d \ll 2\pi$, the laser pulse contains less than a single cycle of electric-field oscillations, which is called a subcycle laser pulse. Subcycle laser pulses are expected to generate net electric currents strongly depending on their pulse shape or phase. Thus, the subcycle pulses are not suitable for stable observations of the dark side. The other trivial constraint comes from pump fluence. For fluence is increased may be observed as sudden increase in relaxation time as laser pulses are not suitable for stable observations of the dark side.

When the system originally in the ground state is driven by adiabatically passing through such an avoided crossing, the state becomes containing particle-hole excitations originally orthogonal to the ground state in the absence of the light and bosons. Namely, the particle-hole excitations are generated by the “adiabatic transitions” in the driven system. When the time dependent vector potential $F(t) \propto A_0$ is an oscillating pulse with a frequency $\omega_\text{pulse}$ and a gaussian envelop $\exp\left[-(t-t_0)^2/\tau_d^2\right]$, $\omega_\text{pulse}\tau_d$ determines the number of times that the system passes through the avoided crossing, where $t_0$ is the gaussian pulse center in the time domain and $\tau_d$ is the pulse width. Therefore, to increase the chance of such “adiabatic transitions” to particle-hole excited states, we need to drive the system for sufficiently long time $\tau_d$ at least to satisfy $\omega_\text{pulse}\tau_d \gtrsim 1$ provided that the above condition $\tau_d A_0 \leq 1$ is satisfied.

An additional requirement for the “adiabatic transitions” to occur effectively exists: If $A_0$ becomes high, the probability of the non-adiabatic Landau-Zener tunneling at the avoided level crossings increases without following the adiabatic route. It prevents effective generation of particle-hole pairs. Therefore, for higher $A_0$, $\tau_d$ is required to be longer to achieve the same density of particle-hole excitations.

Equivalently, an appropriate density of particle-hole excitations are obtained in the region $(1 - P_{\text{LZ}}(A_0))\omega_\text{pulse} \sim 1/\tau_d$, where the Landau-Zener tunneling probability $0 < P_{\text{LZ}} < 1$ (the probability per each crossing through the avoided energy crossing point) depends on $A_0$ and largely increases with $A_0$. Thus the “adiabatic transition” with the probability $1 - P_{\text{LZ}}(A_0)$ decreases with increasing $A_0$. This means that the upper limit of desired $A_0$ increases with $\tau_d$.

We also have a constraint that $A_0$ has to be larger than another threshold. By noting that the time-dependent phase $F(t)$ causes lattice-momentum shifts, for observation of quasiparticles with momentum amplitude $|p|$, we need the maximum of the time-dependent phase $F(t)$ larger than $|p|$. For a gaussian pulse, the maximum of the phase $F(t)$ is approximately given by $A_0/\omega_\text{pulse}$. Therefore, when we observe the quasiparticles with momentum amplitude $|p|$, we need $A_0$ that satisfies $A_0/\omega_\text{pulse} > |p|$. In general, $A_0$ required by the above constraint is comparable with that required for the Bloch oscillation, $A_\text{Bloch}$.

By taking the above constraints into account, the suitable
parameter region of the pulse laser amplitude $A_0$ and duration $t_d$ is determined for the efficient observation of the dark side. The constraints and the obtained parameter region are summarized in Fig. D-1. The appropriate region for the parameter values is roughly given by $A_0 > \omega_{\text{pulse}} |p| \sim \omega_{\text{pulse}} \gtrsim 1/t_d$. The parameter values studied in the main text, namely, $A_0 = 4$, $t_d = 5$, $\omega_{\text{pulse}} = \sqrt{2}/4$, and $|p| = 2\pi/L \sim 0.8$ satisfies this criteria.

To demonstrate the general validity of the hypothesis on the relaxation rates in the logarithmic differences, we choose several sets of parameters $t_d$ and $A_0$, in addition to Fig.5 of the present paper, and show that the hypothesis works if the amplitude of the laser pulse is large enough, here $A_0 \gtrsim 3$, as illustrated in Fig. D-2.
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