Improved Prediction of Stream Flow Based on Updating Land Cover Maps with Remotely Sensed Forest Change Detection
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Abstract: The water balance in a watershed can be disrupted by forest disturbances such as harvests and fires. Techniques to accurately and efficiently map forest cover changes due to disturbance are evolving quickly, and it is of interest to ask how useful maps of different types of disturbances over time can be in the prediction of water yield. We assessed the benefits of using land cover maps produced at annual vs. five-year intervals in the prediction of monthly streamflows across 10 watersheds contained entirely within the US National Forest System. We found that annually updating land cover maps with forest disturbance data significantly improved water yield predictions using the Soil and Water Assessment Tool (SWAT; $p < 0.01$ improvement for both the Nash–Sutcliffe efficiency measure and the ratio of the root mean square error to the standard deviation of the measured data). Improvement related to using annually updated land cover maps was directly related to the amount of disturbance observed in a watershed. Our results lay a foundation to apply new high-resolution disturbance datasets in the field of hydrologic modeling to monitor ungauged watersheds and to explore potential water yield changes in watersheds if climate conditions or management practices were to change forest disturbance processes.
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1. Introduction

Changes in forest structure can impact water balance dynamics of a given catchment area. There is ample evidence that disturbance—such as fires [1], harvests [2], and bark beetles outbreaks [3]—can affect interception, infiltration, evapotranspiration, and runoff. However, while a variety of options exist for using remote sensing platforms such as Landsat to develop long-term spatial records of disturbance [4], there has been no effort to date that the authors know of to integrate these products in the models of annual stream flow.

Approximately 65% of the water supply in the western US states originates on forested lands, with 33% of the total being contributed solely from upper watersheds located within national forests and grasslands [5]. Prediction of forest water yield, particularly as it is affected by recent disturbances, is therefore important in managing the water supply of millions of people.

While land cover change information has been included in hydrologic models to better understand water dynamics [6–9], no reference was found of work that integrates comprehensive, annually specific disturbance maps into hydrologic models. There are, however, examples [10–12] of recent research...
using different dates (five years apart) of the National Land Cover Dataset NLCD [13,14] in an effort to integrate land cover change in hydrologic simulations.

The current research was conducted to address this question: do annual land cover maps, updated annually to reflect forest disturbances, produce better water yield estimates compared to five-year (i.e., multitemporal NLCD) land cover maps generated on an approximate five-year interval? We used the Soil and Water Assessment Tool SWAT [15,16] to model flows using both annual (land cover maps that include 22 years of disturbance from the National Forest System (NFS)), and five-year (land cover maps based on multitemporal NLCD products) across watersheds of the Intermountain West. We used SWAT due to its versatility with respect to geospatial inputs, ability to generate multiple scenarios under different land cover and climate regimes, and adaptability to work in agricultural [17], tropical [18], and snowmelt-driven [19] watersheds. Here, we combine highly-detailed disturbance datasets with a physically-based hydrologic model to predict water dynamics in 10 forested watersheds. Each of the watersheds is within the US NFS, which manages 75 million hectares of public land. A detailed map of forest disturbances was created across the NFS using Landsat imagery and conventional change detection and image interpretation methods.

Our objective—to assess any benefits in predicting water yield by using annual land cover data—is a starting point for leveraging recent advances in satellite time series analysis [20] in the monitoring and prediction of important elements of the forest hydrologic cycle.

2. Materials and Methods

2.1. Study Area

We selected 10 watersheds of different sizes and ecological characteristics across the Northern US Rocky Mountains (Figure 1). The criteria for selecting watersheds to be used as pilots were as follows: (a) the watershed's spatial extent should be completely contained within the spatial domain of disturbance datasets developed across the NFS—this would guarantee a comprehensive understanding of disturbance in these watersheds; and (b) within the watershed, there should be at least one hydrometric station with sufficient (at minimum, five years) flow records that could be used to assess the goodness of fit of SWAT's monthly flow outputs. A selected number of landscape and climatic characteristic for the watersheds in the pilot study are summarized in Table 1. The attributes of the USGS hydrometric stations that were used for calibration and validation of the SWAT model in each watershed area were also provided. Notice that six stations had complete time series for the discharge data, and four stations had partial coverage for the 1990–2011 time series. Therefore, model performance for units 07, 10, 13, and 14 when reported only covers those years that overlap this study’s time series. Links to all stations used in this study are provided in Table S1 in the Supplementary material. The daily stream gauge discharge data are reported in cubic feet per second, so in order to use it with SWAT’s outputs, the data had to be converted to cubic meters per second.

| Unit | Area (km²) | EL (m) Range | FTG > 25% † | SHG ‡ | Pcp (mm) ⊗ | T (°C) ⊗ | USGS Code | Long. | Lat. | Years of Record |
|------|------------|--------------|-------------|-------|-------------|----------|-----------|-------|------|----------------|
| Wat01| 198.3      | 2496–4029    | FSMH-LP     | B-C   | 899.4       | 0.1      | 09289500  | 40°36′24″ | 11°31′35″ | 1933–2017       |
| Wat02| 50.1       | 1912–3591    | PJ-AB       | B      | 536.8       | 4.2      | 10249300  | 38°35′16″ | 117°14′40″ | 1965–2017       |
| Wat03| 3026.0     | 1096–2838    | FSMH-LP     | B-D    | 1145.2      | 2.5      | 12359800  | 47°38′44″ | 113°33′38″ | 1966–2017       |
| Wat04| 855.0      | 1141–2797    | DF-FSMH     | B      | 990.4       | 3.2      | 13310700  | 44°59′13″ | 115°43′30″ | 1966–2017       |
| Wat05| 1717.2     | 442–2445     | DF-FSMH     | B-C    | 1019.5      | 5.2      | 13365000  | 46°05′12″ | 115°15′30″ | 1991–2017       |
| Wat06| 3360.9     | 509–2407     | FSMH-DP     | B-C    | 1401.8      | 4.9      | 13340600  | 46°50′26″ | 115°37′16″ | 1967–2017       |
| Wat07| 177.2      | 2435–3924    | FSMH-LP     | B      | 894.3       | 0.5      | 09279800  | 40°33′25″ | 110°41′50″ | 1965–2014       |
| Wat10| 62.7       | 2284–3484    | FSMH-LP     | B      | 1039.9      | 1.9      | 10153800  | 40°35′48″ | 111°05′48″ | 1963–1996       |
| Wat13| 2552.7     | 671–2850     | DF-FSMH     | B-C-D  | 1086.1      | 3.6      | 13335600  | 46°07′18″ | 114°55′38″ | 1995–2005       |
| Wat14| 941.3      | 660–2598     | FSMH        | B-C-D  | 1248.3      | 4.1      | 13335700  | 46°07′28″ | 114°55′38″ | 1995–2005       |

† Predominant Forest Type Group FTG [21]: FSMH: Fir/Spruce/Mountain Hemlock Group; LP: Lodgepole Pine Group; PJ: Pinyon/Juniper; AB: Aspen/Birch Group; DF: Douglas-fir Group. ‡ Soil Hydrologic Group SHG. ⊗ Pcp (mean annual precipitation), /T (mean annual temperature)—obtained from zonal statistics analyses using PRISM [22].
In the table above, the areas of the different forest type groups (FTG) were calculated for each watershed by intersecting the FTG geospatial layer with each watershed’s boundaries. The first and second largest FTG are listed for each watershed. The FTG dataset and corresponding metadata for the contiguous US and Alaska can be accessed from the US Forest Service Geodata Clearinghouse (https://data.fs.usda.gov/geodata/rastergateway/forest_type/). One of the key parameters that has a big influence on SWAT’s streamflow outputs is that of the soil hydrologic group (SHG). These are classified into four categories in a spectrum—A, B, C, and D—based on infiltration characteristics and surface runoff conditions that are required to simulate the movement of water in the soil, and the corresponding conveyance to the reach. Soils type A have the best characteristics for high infiltration and low runoff whereas soils type D are the opposite, and B and C are intermediate classifications [23]. The predominance of the soil hydrologic groups in each watershed was obtained following the same procedure as the FTG.

Figure 1. Location of the 10 pilot watersheds in the context of the conterminous US. The inset shows in detail the distribution in the Intermountain West.

2.2. The SWAT Model

SWAT (the Soil and Water Assessment Tool) has been widely used for the analysis of the hydrologic impact of land cover and management in tropical and temperate regions. The following basic description of the model was obtained from [24–26]. For modeling, SWAT divides the basin into sub-basins, and these into hydrologic response units (HRU), consisting of homogenous areas of soils, land cover/use, and topography that can impact the hydrology of the study area in a similar way. The SWAT model simulates what happens in the basin by predicting each component of the hydrologic cycle. The main processes are divided into two phases: terrestrial and hydrological. A brief summary of both phases is provided as supplement material.

2.3. SWAT’s Inputs and Principal Processes

In this study, we used ArcSWAT version 2012.10_2.18 [27] within the ArcMap 10.2.2 environment. ArcSWAT is freely available, and ArcGIS version-specific ArcSWAT extensions can be obtained from
2.3.1. Watershed Delineation

Delineation of the pilot watersheds was based on a 30 m grid cell size digital elevation model (DEM) obtained from the Geospatial Data Gateway [28]. A source area delineation threshold [29] was adopted for each pilot watershed. Following this criterion guaranteed that the average size of delineated sub-watersheds within each watershed would be an average of 4.5% of the delineated basin, which has been suggested [29,30] as the minimum threshold to detect the impact of management practices. In this context, each pilot watershed had an average of 22 sub-watersheds. The outlet location for each pilot watershed was determined by the coordinates of the hydrometric stations (Table 1) used to assess the model’s goodness of fit.

2.3.2. Climate Data

Daily summaries of total precipitation and air temperature (maximum, minimum, and mean) for all the pilot watersheds were obtained from the National Centers for Environmental Information [31]. A period of record dating back to the five years before the beginning of our time series (1985), and ending with the most recent records (2016) was defined, hence completely including the time period of our disturbance datasets (1990–2011). Hydrologic cataloging units (HUC levels 08 and 12) were used as spatial domains to select all available climatic data. All stations available at the HUC level 08 (even if they were located outside the actual boundaries of the watersheds) were initially selected. This provided the best observed climatic data within each watershed or in closest proximity to it. However, only those climate stations with a temporal coverage of at least 90% of our time series were ultimately chosen. An advantage to using this climate source is that data are already provided in the proper units (metric), and in the format required for SWAT analyses. Table S2 is available in the Supplementary Material. This table contains the name of the HUC level 08 that each watershed belongs to, as well as weblinks where the daily climatic records can be accessed. We defined elevation bands for each pilot watershed to account for elevation gradients and their effects on snow accumulation and melt processes [30] in mountainous watersheds. Three elevation bands were used in each pilot area.

2.3.3. Land Cover Characteristics

The focal point of this paper is to determine the effects, if any, of using alternative land cover maps with SWAT. The two alternatives were: five-year (multitemporal NLCD), and annual (integration of disturbance products) maps. SWAT models were fit to each watershed keeping all other inputs (DEM, climate, and soils—described below) and SWAT default parameters constant. A description of each land cover set follows. Whenever five-year maps are mentioned throughout the paper, it means that these land cover maps were refreshed or updated with a five-year delay instead of annually, which is the case for the annual maps.

- Five-year land cover maps

All available (1992, 2001, 2006, and 2011) multitemporal NLCD products were used in this step. Our assumption here is that the 1992 product resembles the land cover conditions at the time when our disturbance datasets start (i.e., 1990), and then the subsequent products (2001, 2006, and 2011) can be used to describe changes in the landscape that have occurred for the complete duration of our time series. No changes were made to these maps in this stage. Nevertheless, SWAT only ingests a single description of the land cover conditions for the entire duration of a regular simulation. In other words, it assumes by default that land cover does not change for whatever number of years are included in the simulation. Even though SWAT users are able to utilize NLCD products during simulations without adjustment, we needed to establish a process to make both datasets (annual and five-year maps) directly comparable in order to guarantee that no advantages were given to one dataset over the
other. The process to integrate the four available temporal NLCD scenarios in one SWAT simulation is described directly after the description of the annual land cover.

- **Annual land cover maps**

  A long-term annual (30 m spatial resolution) time series was created that showed the timing, extent, and type of disturbance across the NFS from 1990–2011. As a first step in the production of these maps, an automated forest change detection algorithm [32] was run on an annual, cloud-free series of Landsat TM and ETM+ imagery. Technicians manually edited this map by adding, subtracting and changing the shape of disturbance patches using several sources of reference data, including: multi-temporal composites of Landsat data transformed to one-band per year with the Disturbance Index [33]; high-resolution time series of aerial imagery served through Google Earth; a spatial database of historical harvest activities (the National Forest System’s Forest service Activity Tracking System or, FACTS); a national interagency database of fires over 405 hectares in size [34]; and insect activity records obtained from aerial detection surveys [35]. This process also allowed the technicians to label the type of disturbance (harvest, fire, bark beetle) for each affected patch.

- **Fusion of a forested land cover baseline with disturbance maps**

  For SWAT models using both five-year and annual land cover maps, we utilized a product that describes the spatial distributions of forest types groups (FTG) as described in [21]. It has been demonstrated [30] that explicitly integrating the configuration of the forested landscape (i.e., which pixels are Ponderosa Pine forests, which pixels are Douglas-Fir forests, etc.) in SWAT provides much better results. The FTG geospatial dataset was used as baseline for the 1990 year for both datasets. The five-year maps were spatially-intersected with the FTG dataset, and the forest spatial domain from the FTG was maintained. Pixels from the five-year maps that did not exactly match the FTG spatial domain were assigned to a FTG class based on proximity. This process was repeated for all the five-year maps. In this context, the parameters for the NLCD forest classes were not used in SWAT. Rather, the specific parameters for FTG classes were used. This cross-walking (NLCD to FTG) activity guaranteed that the five-year maps were using the same SWAT parameters that the annual maps used. In the case of the annual maps, and starting with the 1990 FTG map, each subsequent year was then updated to reflect the changes that occurred on the landscape due to the mapped disturbances. For instance, the land cover conditions for the very next year (1991) were determined to be the same FTG from 1990 with the exception of the disturbed pixels, which were recorded as a new land cover class that we named ‘disturbed’. After another year, the classification was allowed to go back to ‘forest’ and the original FTG class. This is, in essence, the difference between the annual and five-year maps: the periodic use of the disturbed class. We had considered keeping disturbed pixels as disturbed in subsequent years but did not have the data to determine what the land cover condition was post disturbance. This is a limitation in our analysis. Parameters for these forest classes, and the disturbed class with regards to interception capacity, canopy density, and surface roughness were obtained from the application of SWAT in snowmelt-driven catchments reported by [30].

### 2.3.4. Soil Characteristics

We used the State Soil Geographic database STATSGO [23] to characterize the effects of different types of soils in the hydrologic regime of each watershed. These datasets describe general soil properties and contain the required attributes for SWAT to simulate the movement of water in the soil, and the corresponding conveyance to the reach. While the Soil Survey Geographic (SSURGO) [36] has a more detailed spatial resolution than that of STATSGO we did not find complete coverage for all of our pilot watersheds. According to [37] SWAT models fitted using STATSGO produced better accuracies for low streamflows and better performance during validation. The predominant soil hydrologic groups (SHGs) (i.e., A, B, C or D) [38] for each watershed are listed in Table 1.
2.3.5. Hydrologic Response Units

Hydrologic response units (HRUs) are intrinsically the main modeling unit in SWAT. Each watershed is divided into unique combinations of land cover/FTG, soils, and management practices prior to conducting a simulation. Due to their spatial homogeneity, uniform hydrologic responses are expected from each HRU. There are several options in SWAT which control the spatial variability and number of HRUs, which can influence the outputs [39] obtained during simulations (i.e., a greater number of HRUs capture more variability). In this study, we defined a threshold of 0% minimum of watershed area for land cover and soils units, thereby keeping all possible combinations of land cover and soils. This guaranteed a high level of resolution for modeling purposes. More details are provided below. A single slope class was used during HRUs definition, but as mentioned above the effects of snow accumulation and melt processes were included during the modeling by defining three elevation bands, which has been found [40] to improve SWAT’s performance in mountainous terrain with snowmelt-driven hydrology.

2.3.6. Integration of Land Cover Change in SWAT

With the implementation of SWAT version 2009, a new module was added to account for land use and land cover changes that take place over the time series or the modeling period. Before this module was added, an assumption that the land cover in a given watershed did not change during the modeling period was made. This assumption is usually not true, especially during modeling periods that span several decades, such as the ones conducted in this study. A cloud-based software tool (SWAT LUU) can ingest multiple land cover geospatial datasets and produce the required inputs for the SWAT land cover change module. The multiple five-year (1992, 2001, 2006, and 2011) temporal datasets (modified as explained above through fusion with a forested land cover baseline), and the annual land cover maps (1990–2011) were uploaded to SWAT LUU [41] in conjunction with their corresponding SWAT modeling projects to obtain the required inputs for simulation of land cover change. This process was conducted for each one of the pilot watersheds (i.e., one project using the five-year maps, and another project using the annual maps). With each new land cover map that is available, SWAT LUU recalculates the proportions that each HRU (i.e., Ponderosa pine with an ‘x’ soil series, disturbed forest with a ‘y’ soil series, etc.) occupies in the watershed under study. With an updated description of the landscape, and with the changing climatic conditions, SWAT is then able to model the effects of land cover change. Because SWAT cannot use land cover classes not present in the first year of the simulation, a negligible amount of ‘disturbed’ land (five 30-m pixels per soil group) were added to the FTG map in 1990. This process was required for both annual and five-year maps.

2.3.7. SWAT Simulations

For each pilot watershed, two simulations were set up in SWAT: one using the five-year maps datasets and the other using the annual land cover maps which include the disturbance time series. All inputs (DEM, climate, soils), and parameters influencing those inputs were kept the same for the two simulations with the exception of land cover. Default parameters that relate to canopy structure, interception capacity, and surface roughness for the simulations using the annual maps were modified following [30] the forest classes (Lodgepole, Spruce-fir, and disturbed forest), and for the rangeland and barren classes. The Ponderosa and Douglas-fir forests classes were adjusted using a combination of the characteristics detailed by [30], and an assessment of leaf area index time series [42–44]. Tree growth default parameters for both simulations (five-year and annual land cover) were also modified. Preliminary runs of these models indicated that transpiration was much lower than expected. As pointed out by [45], this was due to a default operation practice in SWAT that kills and harvests the crops or forests every year. Such a forestry operation was not expected in our watersheds, and thus was removed, and the initial settings for tree growth for both types of simulations (five-year and annual) were modified accordingly.
2.3.8. Model Calibration

Once the initial models were fitted as described above, we conducted a calibration process so that the SWAT parameters used during model validation would be based on the local specific conditions of the 10 watersheds, and not on SWAT’s default parameter values. This is particularly important given that all of our watersheds’ hydrologic regimes are snowmelt dependent, and SWAT’s default parameters are specific for agricultural watersheds. SWAT’s parameters are process-based and must be used within a sensible and realistic range that can change from watershed to watershed. The main goal of the calibration process is to determine which parameters have a predominant influence on the hydrology of the watershed, and to estimate a range of values for those parameters that better reflect the physical processes while at the same time reduces prediction uncertainty. An initial set of 26 parameters that have been previously documented [30] as being significant in affecting the hydrology of this type of watersheds was used. The list of parameters, and the initial range of values are provided as supplement material.

Model calibration was performed using the Sequential Uncertainty Fitting (SUFI2) semi-automated algorithm that is available within the SWAT Calibration and Uncertainty Programs SWAT-CUP software [46]. In SUFI2 many iterations are performed over the selected subset of parameters, and the initial range of values. As more iterations are applied, the “parameter ranges get smaller zooming in a region of the parameter space, which produces better results than the previous iteration” [47]. The user can tune the uncalibrated model by minimizing the differences between observed and simulated flows. This process can be done by defining an objective function to optimize, which in this study it was the Nash–Sutcliffe efficiency (NSE) technique. The NSE is “a normalized statistic that determines the relative magnitude of the residual variance” [48], and indicates how well the plot of observed versus simulated data fits the 1:1 line [49] A thorough description of calibration and validation concepts, and applications can be found in [47]. The calibration was conducted independently for each of the pilot watersheds, however the initial set of parameters to be calibrated was the same for all watersheds. The calibration for each watershed was conducted as follows: (a) with the initial set of parameters and their initial values Table S3, 750 simulations were run to obtain the results for the first iteration; (b) the calibration outputs—i.e., the global sensitivity analysis, of the iteration were reviewed to determine which parameters should not be included in the next iteration. We chose to leave out those parameters (usually one or two) with the highest p-values, which may be interpreted as not having a significant impact in changing the predicted flow values; (c) we then reviewed the new parameter range values after the iteration, and copy those values for the parameters that we decided to include in the next iteration; (d) a new iteration was run with the chosen subset of parameters and their new values using 750 simulations; (e) the process to select the new subset of parameters to be used in the next iteration was repeated, and the change in NSE was noted; (f) this process was repeated until there was not a visible and noteworthy change in NSE improvement from iteration to iteration; (g) the SWAT original model was modified accordingly using the final subset of parameters, and their calibrated values. This is a computationally demanding process, and SWAT-CUP had to be used with an extension that allows parallel processing, thereby reducing the required time to run hundreds of simulations.

2.3.9. Model Validation

The accuracy of the SWAT calibrated models using the annual and five-year land cover was assessed independently. The NSE technique [48], the percent bias (PBIAS) measure [50], and the ratio of the root mean square error to the standard deviation (RSR) were calculated by comparing the simulated SWAT flows with the observed monthly statistics (monthly average of flow discharge) at each one of the watersheds outlets. These averages were obtained directly from the time series: monthly statistics that have been calculated for each hydrometric station and that are available from the USGS website (https://waterdata.usgs.gov), Table 1 and Table S1. During SWAT’s model configuration, the spatial location of these outlets was defined by using the same coordinates of USGS’s surface–water hydrometric stations. The performance of SWAT was estimated for either the entire disturbance
time series (1991–2011) or just for the years that data were available at each hydrometric station and overlapped our period of analysis. All stations had complete monthly availability, except Wat03 for which no records were measured for the months of December through March, thus the performance that is reported for this watershed is based only on eight months of data per year. The characteristics of these stations are provided (Table S1) as supplement material.

NSE has been recommended [49,51] in the literature as the standard to compute hydrologic model performance. NSE is an excellent indicator of how well the simulated data mimics the observed data and ranges from $-\infty$ to 1.0. Values < 0 are thought to indicate an unacceptable performance, and values > 0 and <1.0 indicate acceptable degrees of accuracy. If one model renders a value <0, then the mean of the observed data is a better predictor than the simulated values [49]. The PBIAS is usually recommended in the literature as it measures the average tendency of the simulated flows to be larger or smaller than the observed values. A PBIAS value of 0.0 is the optimal while positive values indicate model underestimation and negative values indicate a bias toward overestimation [50]. RSR varies from an optimal value of 0, which would mean a zero-residual variation—in other words, a perfect prediction by the model, to a large positive value which indicates very poor model performance. Thus, the lower the RSR, the lower the RMSE, and the better flow predictions by the hydrologic model [47]. In order to see how well the calibrated models performed using independent data, we conducted the validation phase in a period not covered during the calibration phase. We conducted the calibration at any particular watershed using data from the decade 1991–2000—namely for the years 1991–1995. We then conducted the validation by running the calibrated version of the model with the data that pertained to the period 2000–2010, namely the years 2001–2005. We considered that this would provide a much better idea of how well the calibrated models would perform in different temporal conditions.

2.3.10. Improvement in SWAT Predictions

To better understand any improvements due to more temporally precise disturbance data, we explored the relationship between the number of HRUs and the relative improvement in the streamflow predictions defined by

$$\text{Improvement} = \frac{\text{NSE or RSR using dynamic maps} - \text{NSE or RSR using static maps}}{\text{NSE or RSR using static maps}}$$  \hspace{1cm} (1)

The total number of HRUs is defined by

$$\text{Total HRUs} = \text{Initial HRUs}_{1991} \times \text{Number of years with changes},$$  \hspace{1cm} (2)

Change defined by the availability of a five-year or an annual map.

3. Results

3.1. Disturbance Dynamics in the Pilot Watersheds

The fraction of the land disturbed in each year for most watersheds was generally less than 3% of the total area of each watershed. However, there are some watersheds that observed larger disturbed fractions such as Wat04 in 2007 and 2008, and Wat01, Wat07, and Wat10 toward the end of the time series. In general, fire was the most prolific disturbance agent, followed by insect outbreaks. The distribution varies by watershed, however. The aggregated percent of the land that was disturbed each year per watershed is shown in the Figure 2. Details about the annual area (hectares) and proportion (%) disaggregated by causal agent (fires, abiotic, insects, and harvests) can be found in the supplementary information (Table S4).
3.2. Major Impacts of Disturbance on Streamflows

There were some notable effects on streamflow regimes in certain watersheds. These effects were conspicuous particularly on watersheds that observed the highest fractions of disturbed land. We present these impacts aggregated by the major disturbance causal agent.

3.2.1. Insect Attacks

Three watersheds (Wat01, Wat07, and Wat10) observed the highest per-year proportions of insect attacks. There is a comprehensive daily flow (1933–2017) dataset for Wat01 but not for Wat07 or Wat10, for which records are available from 1965–1994 and 1963–1996, respectively. Thus, an assessment of the impact of insects on streamflow could not be conducted for units Wat07 and Wat10. For Wat01, disturbances did not exceed 0.5% of the total area until 2006. Taking that year as a breakpoint, we generated the hydrologic regime for this watershed from the period 1991–2005, and then 2006–2015 (see Figure 3). The pre-disturbance period showed a relatively stable mean streamflow during the summer months, whereas the post-disturbance period exhibits a rather variable (multiple peaks) mean streamflow during the same period. Larger flows (up to 90th percentile) have decreased in the summer months as well hovering around 25 m³/s compared to around 35 m³/s in the pre-disturbance period. We utilized the R package called “FlowScreen” to prepare these graphs that show the hydrologic regime for the pre and post disturbance periods. The package “FlowScreen” automatically shades the area between the 10th and 90th percentile.

Although no trend was detected (data not shown) for the pre-disturbance median annual streamflow, there is a significant ($p < 0.05$) upward trend in the post-disturbance time. This can be observed in Figure 4. No upward trend was observed for precipitation during the same period of time. Insect attacks peaked at the very end of the disturbance mapping time series with 28.5% of the watershed being affected by this causal agent. To test that there was no trend in the precipitation we used the Mann-Kendall test available in the R package “Trend”.

![Figure 2. Annual fraction of the landscape that was disturbed on the 10 pilot watersheds.](image-url)
Figure 3. Hydrologic regimes from daily flows in Wat01 with significant attacks by insects (a) before the attacks 1991–2005; and (b) after the attacks 2006–2015.

Figure 4. Median annual streamflow (m$^3$/s) for the post-disturbance period in Wat01, showing an upward trend for the past decade of available observed flow data. Annual fractions of disturbance are also shown.

3.2.2. Forest Fires

For the other watersheds, fire was the major causal disturbance agent. As opposed to the insect attacks which were observed by the end of the time series, fires were a prominent feature throughout the period of study. There is a significant (p < 0.1) upward trend in the median annual flows for watersheds affected by fires, which can be observed in Figure 5. In this Figure 5a we can observed...
that breakpoints \cite{52} were also detected at several years in the time series. The breakpoint found during the mid-1990s corresponds well with a peak in precipitation around those years. Using the year 1997 as a cutoff for the time series we see (Figure 5b) that there is an upward trend ($p < 0.01$) for the median annual streamflows in watersheds affected by fire. For reference, and for all watersheds, we have included a breakdown (total area and percent annual disturbed) by causal agent (fires, harvests, insects) in the supplementary material (Table S4).

![Figure 5. Median annual streamflow (m$^3$/s) for the entire time series (a); and for the post cutoff period (b) in watersheds (Wat04) affected by fire, showing longer upward trends in the available observed flow data.](image)

### 3.3. SWAT’s Outputs

Although SWAT is capable of modeling all components of the water balance (i.e., interception, evapotranspiration, water yield, etc.), and the dynamics at the reach (i.e., streamflows, sediments, chemical concentrations, etc.), we only extracted the mean monthly streamflows (m$^3$/s) because it was the only consistent field measurement that was available for all pilot basins. Figure 6 depicts a subset of a typical observed vs. simulated time series flows for one of the pilot areas. A visual evaluation suggests that in this watershed the utilization of the annual maps in the SWAT simulation generated a better fit compared to using the five-year maps. The results observed during the calibration phase are shown in Figure 6a, while the results for the validation period are depicted in Figure 6b. Both land cover datasets seem to capture the monthly trends adequately during the calibration period. However, during the validation period the annual LC maps were able to capture the seasonality much better than the five-year maps. Both LC datasets generated higher values than the observed annual means, but the annual maps showed narrower differences for the majority of the years shown in this calibration and validation subsets.

### 3.4. Annual Maps Provide Better Streamflow Estimates than Five-Year Maps

Performance metrics were obtained for all pilot watersheds during the calibration and the validation phases for either the entire time series or only the synchronized months as explained in the methods section. The performance metrics obtained during the validation phase are shown in Table 2.
Figure 6. Comparison of observed and simulated mean monthly flows during (a) calibration phase and (b) validation phase for one of the pilot watersheds. Static = five-year, Dynamic = annual maps.

Table 2. Model performance for the 10 watersheds. Metrics include Nash–Sutcliffe Efficiency (NSE), Percent Bias (PBIAS), and ratio of the root mean square error to the standard deviation (RSR). These values correspond to the validation phase.

| Hydrologic Unit | NSE  | PBIAS | RSR  |
|-----------------|------|-------|------|
|                 | NLCD | Annual| NLCD | Annual| NLCD | Annual|
| Wat01           | 0.72 | 0.76  | -8   | -3.8 | 0.53 | 0.49 |
| Wat02           | 0.41 | 0.57  | -38.2| 46.3 | 0.77 | 0.65 |
| Wat03           | -0.83| 0.60  | -103.8| -23.8| 1.35 | 0.63 |
| Wat04           | -0.43| 0.62  | 1.3  | -45.5| 0.74 | 0.61 |
| Wat05           | -0.17| 0.61  | 95.7 | -23.8| 1.08 | 0.63 |
| Wat06           | 0.54 | 0.72  | -34.0| 11.7 | 0.68 | 0.50 |
| Wat07           | 0.57 | 0.57  | 29.9 | 28.8 | 1.00 | 0.66 |
| Wat10           | 0.92 | 0.92  | -16.7| -20.8| 0.29 | 0.28 |
| Wat013          | 0.47 | 0.58  | -35.8| 25.0 | 0.73 | 0.65 |
| Wat014          | 0.35 | 0.80  | 68.7 | -23.3| 0.81 | 0.80 |

Note: Bold/Underlined in this table denote “unsatisfactory” performance for streamflow simulations according to [49].
The annual land cover maps produced better performance estimates across the time series available for each pilot watershed as it can be deducted from the NSE values. For all watersheds, the NSE for SWAT models using annual maps were positive, and in eight units the NSE values using the annual maps were higher than those using the five-year maps. Further, three watersheds (03, 04, and 05) had negative NSE values using the five-year maps, meaning that simply using the mean of the observed values is better than the simulated values. With regards to the PBIAS, we found that annual and five-year LC maps frequently produced values of the opposite sign. Using the five-year maps, seven watersheds had unsatisfactory performance ratings, whereas when the annual maps were used, only three watersheds (02, 04, and 07) were rated as such. Unsatisfactory model predictions are PBIAS values $\leq \pm 25$ for streamflow predictions [49]. Similar results are observed using RSR. Six watersheds qualified as having unsatisfactory performances when the five-year maps were used as oppose to only one unit (014) when the annual maps were used. Unsatisfactory flow predictions are those with an RSR $> 0.70$. With the exception of units 05 and 13, the annual maps had better $R^2$ values (data not shown here but included in the supplementary information) when comparing observed vs. predicted flows using the calibrated models.

3.5. Source of the Improvement in Predictions

The introduction of many years of available disturbance maps in comparison to just four NLCD different maps creates a difference in the total number of hydrologic response units HRUs that were available for SWAT to model changes from year to year. Due to the differences found in the PBIAS noted above (overestimation using one set of maps and underestimations using the other set), and to the linearity in the NSE and RSR interpretations, we provide the improvement in predictions estimates only for NSE and RSR.

The data used to evaluate the relationship is shown in Table 3.

| Unit | HRU NLCD | Years NLCD | TOT NLCD | HRU Disturb. | Years Disturb. | TOT. Disturb. | DIFF–TOT HRU | NSE Imp. | RSR Imp. |
|------|---------|-----------|---------|-------------|---------------|--------------|-------------|---------|---------|
| Wait01 | 18      | 4         | 72      | 24          | 8             | 192          | 120         | 0.04    | 0.04    |
| Wait03 | 119     | 4         | 476     | 171         | 20            | 3420         | 2944        | 1.43    | 0.72    |
| Wait05 | 47      | 4         | 188     | 77          | 19            | 1463         | 1275        | 0.78    | 0.45    |
| Wait13 | 39      | 4         | 156     | 71          | 21            | 1491         | 1335        | 0.11    | 0.08    |
| Wait14 | 43      | 4         | 172     | 45          | 17            | 765          | 593         | 0.45    | 0.01    |
| Wait06 | 57      | 4         | 228     | 62          | 21            | 1302         | 1074        | 0.18    | 0.18    |
| Wait07 | 16      | 4         | 64      | 33          | 9             | 297          | 233         | 0.00    | 0.34    |
| Wait04 | 24      | 4         | 96      | 43          | 20            | 860          | 764         | 0.17    | 0.13    |
| Wait10 | 26      | 4         | 104     | 53          | 4             | 212          | 108         | 0.00    | 0.01    |
| Wait02 | 12      | 4         | 48      | 12          | 1             | 12           | −36         | 0.16    | 0.12    |

where

HRU NLCD: initial number of HRU in the year 1991
YEARS NLCD: number of datasets available for NLCD (1992, 2001, 2006, 2011)
TOT.NLCD: total number of HRU participating in the simulation (Initial HRU $\times$ Years NLCD)
HRU DISTURB: initial number of HRU in the year 1991 for the annual datasets
YEARS DISTURB.: total number of years for which disturbances were mapped per watershed
TOT.DISTURBED: total number of HRU participating in the simulation (Initial HRU $\times$ Years Disturb) for the annual maps
DIFF–TOT HRU: difference between the total HRU for the annual maps and the total HRU for the five-year maps
NSE Imp.: difference between the estimated NSE for five-year and annual maps
RSR Imp.: difference between the estimated RSR for five-year and annual maps

Linear models fitting improvement in NSE and RSR to the difference in the number of HRUs in a watershed yielded significant positive slopes coefficients for both estimators NSE and RSR.
The coefficients, $R^2$, and $p$-values obtained are shown in Figure 7. Increasing the number of HRUs considered by the model by accounting for annual disturbances was strongly associated with better predictions of flow using different estimators of the model’s goodness of fit.

![Figure 7](image-url)  
Figure 7. Linear models fitting the improvement in NSE (a); and RSR (b) to the difference in the total number of HRU used by SWAT indicating significant gains in performance by using the annual maps.

4. Discussion

4.1. Using Annual Maps in SWAT Produce Better Streamflow Predictions

To the best of our knowledge, there are no references that have used SWAT or other hydrologic models with land cover inputs updated on an annual basis. SWAT and the National Land Cover Dataset NLCD have been used to assess the impact of projected land cover change [53], historic landscape change in agricultural settings [54], and the changes in phosphorus loads between two NLCD years 1992 and 2001 [55]. We demonstrated that increasing the refresh rate of canopy cover data using remote sensing derived change maps enables SWAT to produce better streamflow estimates. Keeping all other data sources (i.e., topography, soils, and climate) constant, and individually calibrating each watershed, NSE and RSR values improved in all 10 watersheds when annual land cover maps were used. While five-year land cover maps produced negative NSE value even after calibration, indicating it would have been better to use the mean of the observed data, not a single watershed had negative NSE values when using the annual maps. All NSE values from annual maps can be considered satisfactory (NSE > 0.5) [49], which is similar to what was found for the RSR values, except one watershed (Wat014). This is a clear indication that the enhanced temporal resolution (multiple years available during the calibration period) of the annual disturbance maps, helped SWAT to better accommodate the changing landscape effects on the watershed hydrology that was observed during the validation period. While the PBIAS results showed that three of the units that used the annual maps had unsatisfactory values (Units 02, 04, 07), the situation was much worse using the five-year maps where 70% of the units had poor model performance.
4.2. Updated Land Cover Helps Yield Prediction: The Relationship between Disturbance and Flow

Forest disturbances are generally followed by higher water yields due to changes in the water balance in a watershed [56,57]. Peak discharges tend to be larger after harvest events, leading to a reduction of recharge of base flow which is needed for streams to flow during dry seasons [1]. If prompt recovery of the lost canopy cover occurs, then water yield will tend to decrease after the initial temporal increments due to amplified evapotranspiration and improved interception and infiltration due to vegetation regrowth [58].

We observed a sustained upward trend in median annual flows for two watersheds in this study: Wat01 and Wat04. This trend was visible and statistically significant for about 10 years in Wat01, and more than 15 years in Wat04. A positive trend in precipitation was not observed for these watersheds (data not shown), and thus upward trends in streamflows cannot be directly associated with a tendency of wetter years. The upward trends in streamflows may signal that land cover has not gone back to pre-disturbance conditions [58–60]. The potentially variable duration of disturbance effect raises the possibility that our single-year representation of the disturbed category may be insufficient and additional effort should be made to track recovery through time. This is, currently, not a trivial matter since land cover will transition to a number of different states until it returns to a condition similar to pre-disturbance [61].

Despite this limitation, the annual disturbance map data improved yield predictions in a majority of tested cases. More detailed canopy cover information is manifested in a higher number of HRUs, essentially giving the model more information to work with in predicting water yield. The increase in number of HRUs due to the addition of an annually updated disturbance was strongly correlated at the watershed level with SWAT’s prediction of water yield: increased thematic and temporal resolution improved performance.

4.3. Usefulness of SWAT Outputs in Forested Watersheds

Enhancing the capacity of models such as SWAT to predict water yield under specific climatic, edaphic, and disturbance conditions will improve our ability to monitor flow in ungauged watersheds. Furthermore, improved models increase the confidence with which water managers can project water yield trends under different climatic scenarios. The proposed use of annual disturbance maps, in particular, will allow managers to explicitly consider changes in disturbance rates that may accompany a changing climate. The same predictive property may likewise be useful in understanding likely trends in water yield associated with proposed changes in harvest or treatment frequency. Such considerations are particularly important when, as is frequently the case across the NFS, watersheds are an important source of drinking water.

The disturbance-mapping process used in this study was conventional and labor-intensive. However, several automated disturbance-mapping processes based on remote sensing imagery from satellites such as Landsat are beginning to offer high-quality disturbance maps across the country and the globe [62,63]. To the degree that forest disturbance affects water yield—and all evidence here and elsewhere suggests that it does—automated remote disturbance detection offers tremendous opportunity for water management decision support.

5. Conclusions

We assessed the benefits of using annually-updated vs. five-year land cover maps to predict streamflows in 10 watersheds in the western US. Enhanced temporal resolution of land cover conditions during the calibration phase resulted in more precise streamflow predictions. Improved performance was observed in the widely used [49] metrics of NSE, PBIAS, and RSR, with detected improvements on NSE and RSR being statistically significant ($p < 0.01$). Monitoring and predicting water yield represents an important potential application as satellite-based methods of land cover change mapping become more sophisticated and more available.
Supplementary Materials: The following are available online at http://www.mdpi.com/1999-4907/9/6/317/s1, Document S2: description of the land and water phases of the SWAT model. Table S1: Hydrometric stations used in each watershed—weblinks to access the data online. Table S2: Climatic information used for each watershed—weblinks to access the data online. Table S3: SWAT parameters and ranges used during calibration. Table S4: Breakdown of disturbance by causal agents across all pilot watersheds.

Author Contributions: Conceptualization, A.H. and S.P.H.; Formal analysis, A.H. and H.H.; Funding acquisition, S.P.H. and R.D.R.; Investigation, A.H. and H.H.; Methodology, A.H. and H.H.; Resources, S.P.H.; Supervision, S.P.H.; Validation, A.H.; Writing—original draft, A.H.; Writing—review and editing, A.H., S.P.H., and R.D.R.

Acknowledgments: This work was supported by the US Forest Service Forest Inventory and Analysis Program and NASA SERVIR grant (NNH16AD02I).

Conflicts of Interest: The authors declare no conflict of interest. The founding sponsors had no role in the design of the study, in the collection, analyses, or interpretation of data, in the writing of the manuscript, or in the decision to publish the results.

References
1. Luce, C.; Morgan, P.; Dwire, K.; Isaak, D.; Holden, Z. Rieman. In Climate Change, Forests, Fire, Water, and Fish: Building Resilient Landscapes, Streams, and Managers; Joint Fire Sciences Program GTR-RMRS-290; U.S. Department of Agriculture, Forest Service, Rocky Mountain Research Station: Fort Collins, CO, USA, 2012.
2. Troendle, C.A.; King, R.M. The effect of timber harvest on the Fool Creek watershed, 30 years later. Water Resour. Res. 1985, 21, 1915–1922. [CrossRef]
3. Brown, M.G.; Black, T.A.; Nesic, Z.; Spittlehouse, D.L.; Fredeen, A.L.; Bowler, R.; Grant, N.J.; Burton, P.J.; Trofymow, J.A.; et al. Evapotranspiration and canopy characteristics of two lodgepole pine stands following mountain pine beetle attack. Hydrol. Process. 2014, 28, 3326–3340. [CrossRef]
4. Cohen, W.B.; Healey, S.P.; Yang, Z.; Stehman, S.V.; Brewer, C.K.; Brooks, E.B.; Gorelick, N.; Huang, C.; Hughes, M.J.; Kennedy, R.E. How Similar Are Forest Disturbance Maps Derived from Different Landsat Time Series Algorithms? Forests 2017, 8, 98. [CrossRef]
5. Brown, T.C.; Hobbins, M.T.; Ramirez, J.A. Spatial distribution of water supply in the coterminal United States. J. Am. Water Resour. Assoc. 2008, 44, 1474–1487. [CrossRef]
6. Ghaffari, G.; Keesstra, S.; Ghodousi, J.; Ahmadi, H. SWAT-simulated hydrological impact of land-use change in the Zanjanrood Basin, Northwest Iran. Hydrol. Process. 2010, 24, 892–903. [CrossRef]
7. Ma, X.; Xu, J.; Luo, Y.; Prasad Aggarwal, S.; Li, J. Response of hydrological processes to land-cover and climate changes in Kejie watershed, south-west China. Hydrol. Process. 2009, 23, 1179–1191. [CrossRef]
8. Matheussen, B.; Kirschbaum, R.L.; Goodman, I.A.; O’Donnell, G.M.; Lettenmaier, D.P. Effects of land cover change on streamflow in the interior Columbia River Basin (USA and Canada). Hydrol. Process. 2000, 14, 867–885. [CrossRef]
9. Nie, W.; Yuan, Y.; Kepner, W.; Nash, M.S.; Jackson, M.; Erickson, C. Assessing impacts of Landuse and Landcover changes on hydrology for the upper San Pedro watershed. J. Hydro. 2011, 407, 105–114. [CrossRef]
10. Choi, W.; Deal, B.M. Assessing hydrological impact of potential land use change through hydrological and land use change modeling for the Kishwaukee River basin (USA). J. Environ. Manag. 2008, 88, 1119–1130. [CrossRef] [PubMed]
11. Scanlon, B.R.; Reed, R.C.; Stonestrom, D.A.; Prudic, D.E.; Dennehy, K.F. Impact of land use and land cover change on groundwater recharge and quality in the southwestern US. Glob. Change Biol. 2005, 11, 1577–1593. [CrossRef]
12. Wu, K.; Johnston, C. Hydrologic comparison between a forested and a wetland/lake dominated watershed using SWAT. Hydrol. Process. 2008, 22, 1431–1442. [CrossRef]
13. Fry, J.A.; Coan, M.J.; Homer, C.G.; Meyer, D.K.; Wickham, J.D. Completion of the National Land Cover Database (NLCD) 1992–2001 Land Cover Change Retrofit Product; US Geological Survey: Reston, VA, USA, 2009.
14. Homer, C.; Dewitz, J.; Fry, J.; Coan, M.; Hossain, N.; Larson, C.; Herold, N.; McKerrow, A.; VanDriel, J.N.; Wickham, J. Completion of the 2001 national land cover database for the counterminous United States. Photogramm. Eng. Remote Sens. 2007, 73, 337–341.
15. Di Luzio, M.; Srinivasan, R.; Arnold, J.G. A GIS-coupled hydrological model system for the watershed assessment of agricultural nonpoint and point sources of pollution. Trans. GIS 2004, 8, 113–136. [CrossRef]
16. Devia, G.K.; Ganasri, B.P.; Dwarakish, G.S. A Review on Hydrological Models. *Aquat. Procedia* 2015, *4*, 1001–1007. [CrossRef]

17. Li, Z.; Liu, W.; Zhang, X.; Zheng, F. Impacts of land use change and climate variability on hydrology in an agricultural catchment on the Loess Plateau of China. *J. Hydrol.* 2009, *377*, 35–42. [CrossRef]

18. Hernandez, A.; Velázquez, S.; Jiménez, F.; Rivera, S. Dinamica del uso de la tierra y de la oferta hídrica en la cuenca Guacerique. *Recur. Nat. Ambient.* 2005, *21*, 27–21.

19. Wang, X.; Melesse, A.M. Evaluation of the SWAT model’s snowmelt hydrology in a northwestern Minnesota watershed. *Trans. ASAE* 2005, *48*, 1359–1376. [CrossRef]

20. Kennedy, R.E.; Andréfouët, S.; Cohen, W.B.; Gómez, C.; Griffiths, P.; Hais, M.; Healey, S.P.; Helmer, E.H.; Hostert, P.; Lyons, M.B.; et al. Bringing an ecological view of change to Landsat-based remote sensing. *Front. Ecol. Environ.* 2014, *12*, 339–346. [CrossRef]

21. Ruefenacht, B.; Finco, M.V.; Nelson, M.D.; Czaplewski, R.; Helmer, E.H.; Blackard, J.A.; Holden, G.R.; Lister, A.J.; Salajanu, D.; Weyermann, D.; et al. Conterminous US and Alaska forest type mapping using forest inventory and analysis data. *Photogramm. Eng. Remote Sens.* 2008, *74*, 1379–1388. [CrossRef]

22. PRISM Climate Group, Oregon State U. 30-Year Normals. Available online: http://www.prism.oregonstate.edu/normals/ (accessed on 5 May 2016).

23. Schwarz, G.E.; Alexander, R.B. *State Soil Geographic (STATSGO) Data Base for the Conterminous United States open file report 95-449*; US Geological Survey: Reston, VA, USA, 1995.

24. Dile, Y.T.; Daggupati, P.; George, C.; Srinivasan, R.; Arnold, J. Introducing a new open source GIS user interface for the SWAT model. *Environ. Model. Softwa.* 2016, *85*, 129–138. [CrossRef]

25. Neitsch, S.L.; Williams, J.R.; Arnold, J.G.; Kiniry, J.R. *Soil and Water Assessment Tool Theoretical Documentation Version 2009*; Texas Water Resources Institute: College Station, TX, USA, 2011.

26. Winchell, M.; Srinivasan, R.; Di Luzio, M.; Arnold, J. *ArcSWAT Interface for SWAT2005 User’s Guide*; Blackland Research Center, Texas Agricultural Experiment Station, United States Department of Agriculture: Temple, TX, USA, 2007.

27. USDA. ArcSWAT. Available online: https://swat.tamu.edu/software/arcswat/ (accessed on 5 May 2016).

28. NRCS. Geospatial Data Gateway. Available online: https://datagateway.nrcs.usda.gov/ (accessed on 5 May 2016).

29. Ahl, R.S.; Woods, S.W.; Zuuring, H.R. Hydrologic calibration and validation of SWAT in a snow-dominated rocky mountain watershed, montana, USA 1. *JAWRA J. Am. Water Resour. Assoc.* 2008, *44*, 1411–1430. [CrossRef]

30. NOAA Climate Data Online Search. Available online: https://www.ncdc.noaa.gov/cdo-web/search (accessed on 5 May 2016).

31. Huang, C.; Goward, S.N.; Masek, J.G.; Thomas, N.; Zhu, Z.; Vogelmann, J.E. An automated approach for reconstructing recent forest disturbance history using dense Landsat time series stacks. *Remote Sens. Environ.* 2010, *114*, 183–198. [CrossRef]

32. Healey, S.P.; Cohen, W.B.; Zhiqiang, Y.; Krankina, O.N. Comparison of Tasseled Cap-based Landsat data structures for use in forest disturbance detection. *Remote Sens. Environ.* 2005, *97*, 301–310. [CrossRef]

33. Schwind, B.; Brewer, K.; Quayle, B.; Eidenshink, J.C. Establishing a Nationwide Baseline of Historical Burn-Severity Data to Support Monitoring of Trends in Wildfire Effects and National Fire Policies. In *Advances in Threat Assessment and Their Application to Forest and Rangeland Management*; Gen. Tech. Rep. PNW-GTR-802; Pye, J., Rauscher, M., Sands, Y., Lee, D., Beatty, J., Eds.; U.S. Department of Agriculture, Forest Service, Pacific Northwest and Southern Research Stations: Portland, OR, USA, 2010; pp. 381–396.

34. Johnson, E.W.; Wittwer, D. Aerial detection surveys in the United States. *Aust. For.* 2008, *71*, 212–215. [CrossRef]
38. NRCS. National Engineering Handbook Hydrology Chapters. Available online: https://www.nrcs.usda.gov/wps/portal/nrcs/detailfull/national/water/manage/hydrology/?cid=stelprdb1043063 (accessed on 20 July 2017).

39. Manguerra, H.B.; Engel, B.A. Hydrologic parameterization of watersheds for runoff prediction using SWAT. *JAWRA J. Am. Water Resour. Assoc.* 1998, 34, 1149–1162. [CrossRef]

40. Fontaine, T.A.; Cruickshank, T.S.; Arnold, J.G.; Hotchkiss, R.H. Development of a snowfall–snowmelt routine for mountainous terrain for the soil water assessment tool (SWAT). *J. Hydrol.* 2002, 262, 209–223. [CrossRef]

41. Pai, N.; Saraswat, D. SWAT2009_LUC: A tool to activate the land use change module in SWAT 2009. *Trans. ASABE* 2011, 54, 1649–1658. [CrossRef]

42. Chen, X.; Vierling, L.; Rowell, E.; DeFelice, T. Using lidar and effective LAI data to evaluate IKONOS and Landsat 7 ETM+ vegetation cover estimates in a ponderosa pine forest. *Remote Sens. Environ.* 2004, 91, 14–26. [CrossRef]

43. Gao, F.; Morisette, J.T.; Wolfe, R.E.; Ederer, G.; Pedelty, J.; Masuoka, E.; Myneni, R.; Tan, B.; Nightingale, J. An algorithm to produce temporally and spatially continuous MODIS-LAI time series. *IEEE Geosci. Remote Sens. Lett.* 2008, 5, 60–64. [CrossRef]

44. Lefsky, M.A.; Cohen, W.B.; Acker, S.A.; Parker, G.G.; Spies, T.A.; Harding, D. Lidar remote sensing of the canopy structure and biophysical properties of Douglas-fir western hemlock forests. *Remote Sens. Environ.* 1999, 70, 339–361. [CrossRef]

45. Dennedy-Frank, P.J.; Muenich, R.L.; Chaubey, I.; Ziv, G. Comparing two tools for ecosystem service assessments regarding water resources decisions. *J. Environ. Manag.* 2016, 177, 331–340. [CrossRef] [PubMed]

46. Abbaspour, K.C. SWAT-CUP 2012. SWAT Calibration Uncertainty Program—A User Man; Swiss Federal Institute of Aquatic Science and Technology: Dübendorf, Switzerland, 2013.

47. Arnold, J.G.; Moriasi, D.N.; Gassman, P.W.; Abbaspour, K.C.; White, M.J.; Srinivasan, R.; Santhi, C.; Harmel, R.D.; Van Griensven, A.; Vannier, M.W. SWAT: Model use, calibration, and validation. *Trans. ASABE* 2012, 55, 1491–1508. [CrossRef]

48. Nash, J.E.; Sutcliffe, J.V. River flow forecasting through conceptual models part I—A discussion of principles. *J. Hydrol.* 1970, 10, 282–290. [CrossRef]

49. Moriasi, D.N.; Arnold, J.G.; Van Liew, M.W.; Bingner, R.L.; Harmel, R.D.; Veith, T.L. Model evaluation guidelines for systematic quantification of accuracy in watershed simulations. *Trans ASABE* 2007, 50, 885–900. [CrossRef]

50. Gupta, H.V.; Sorooshian, S.; Yapo, P.O. Status of automatic calibration for hydrologic models: Comparison with multilevel expert calibration. *J. Hydrol. Eng.* 1999, 4, 135–143. [CrossRef]

51. Hernandez, A.J. Dinámica del uso de la Tierra y de la Oferta Hídrica en la Cuenca del Río Guacarique, Tegucigalpa, Honduras; Centro Agronomico Tropical de Investigacion y Ensenanza: Turrialba, Costa Rica, 2003.

52. Killick, R.; Eckley, I. Changepoint: An R package for changepoint analysis. *J. Stat. Softw.* 2014, 58, 1–19. [CrossRef]

53. Wu, Y.; Liu, S.; Sohl, T.L.; Young, C.J. Projecting the land cover change and its environmental impacts in the Cedar River Basin in the Midwestern United States. *Environ. Res. Lett.* 2013, 8, 024025. [CrossRef]

54. Nejadhashemi, A.P.; Shen, C.; Wardynski, B.J.; Mantha, PS. Evaluating the impacts of land use changes on hydrologic responses in the agricultural regions of Michigan and Wisconsin. In 2010 Pittsburgh, Pennsylvania, June 20–June 23, 2010; American Society of Agricultural and Biological Engineers: St. Joseph, MI, USA, 2010; p. 1.

55. Lin, Z.; Radcliffe, D.E.; Risse, L.M.; Romeis, J.J.; Jackson, C.R. Modeling phosphorus in the Lake Allatoona watershed using SWAT II. Effect of land use change. *J. Environ. Qual.* 2009, 38, 121–129. [CrossRef] [PubMed]

56. Brown, A.E.; Zhang, L.; McMahon, T.A.; Western, A.W.; Vertessy, R.A. A review of paired catchment studies for determining changes in water yield resulting from alterations in vegetation. *J. Hydrol.* 2005, 310, 28–61. [CrossRef]

57. Zhang, L.; Dawes, W.R.; Walker, G.R. Response of mean annual evapotranspiration to vegetation changes at catchment scale. *Water Resour. Res.* 2001, 37, 701–708. [CrossRef]

58. Hornbeck, J.W.; Adams, M.B.; Corbett, E.S.; Verry, E.S.; Lynch, J.A. Long-term impacts of forest treatments on water yield: A summary for northeastern USA. *J. Hydrol.* 1993, 150, 323–344. [CrossRef]

59. Hewlett, J.D. *Principles of Forest Hydrology*; University of Georgia Press: Athens, GA, USA, 1982; ISBN 0-8203-2380-2.
60. Chang, M. *Forest Hydrology: An Introduction to Water and Forests*; CRC Press: Boca Raton, FL, USA, 2006; ISBN 0-8493-5332-7.

61. Zhao, F.R.; Meng, R.; Huang, C.; Zhao, M.; Zhao, F.A.; Gong, P.; Yu, L.; Zhu, Z. Long-term post-disturbance forest recovery in the greater Yellowstone ecosystem analyzed using Landsat time series stack. *Remote Sens.* 2016, 8, 898. [CrossRef]

62. Hansen, M.C.; Potapov, P.V.; Moore, R.; Hancher, M.; Turubanova, S.A.; Tyukavina, A.; Thau, D.; Stehman, S.V.; Goetz, S.J.; Loveland, T.R.; et al. High-resolution global maps of 21st-century forest cover change. *Science* 2013, 342, 850–853. [CrossRef] [PubMed]

63. Healey, S.P.; Cohen, W.B.; Yang, Z.; Brewer, C.K.; Brooks, E.B.; Gorelick, N.; Hernandez, A.J.; Huang, C.; Hughes, M.J.; Kennedy, R.E.; et al. Mapping forest change using stacked generalization: An ensemble approach. *Remote Sens. Environ.* 2018, 204, 717–728. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).