ABSTRACT

We propose a generalized formulation of direction of arrival estimation that includes many existing methods such as steered response power, subspace, coherent and incoherent, as well as speech sparsity-based methods. Unlike most conventional methods that rely exclusively on grid search, we introduce a continuous optimization algorithm to refine DOA estimates beyond the resolution of the initial grid. The algorithm is derived from the majorization-minimization (MM) technique. We derive two surrogate functions, one quadratic and one linear. Both lead to efficient iterative algorithms that do not require hyperparameters, such as step size, and ensure that the DOA estimates never leave the array manifold, without the need for a projection step. In numerical experiments, we show that the accuracy after a few iterations of the MM algorithm nearly removes dependence on the resolution of the initial grid used. We find that the quadratic surrogate function leads to very fast convergence, but the simplicity of the linear algorithm is very attractive, and the performance gap small.

Index Terms—direction of arrival, optimization, majorization minimization, array signal processing

1. INTRODUCTION

Direction of arrival (DOA) estimation is a technique to spatially localize sources using an array of sensors [1]. The focus of this paper is on acoustic sound source localization, where sensors are microphones [2]. However, we note that DOA estimation is also widely applied in radar [3] and sonar [4] technologies.

There has been a tremendous amount of work on DOA over the years. Steered response power (SRP) methods create beams in multiple directions to find those with largest power [5] [6] [7]. Subspace methods, such as the famous MUSIC algorithm, identify source directions due to their orthogonality to the noise subspace [8]. An important development is that of sparsity-based methods, starting [9]. All the methods so far operate on a grid and their accuracy is limited by its coarseness. Grid-search is costly in terms of processing power and memory to store all the steering vectors. These problems become acute for full three dimensional localization where accuracy within a degrees requires over 30000 grid points. The requirements are then multiplied by the number of frequency sub-bands and sensors used. As a mitigation, so-called off-the-grid interpolations due to their orthogonality to the noise subspace [8]. An important development is that of sparsity-based methods, starting [9]. All the methods so far operate on a grid and their accuracy is limited by its coarseness. Grid-search is costly in terms of processing power and memory to store all the steering vectors. These problems become acute for full three dimensional localization where accuracy within a degrees requires over 30000 grid points. The requirements are then multiplied by the number of frequency sub-bands and sensors used. As a mitigation, so-called off-the-grid methods combine sparse optimization with a continuous re-gridding step [10] [11]. For some special array geometries, e.g. linear, the MUSIC criterion can be solved by polynomial rooting [12] [13]. Extensions to arbitrary arrays and the wideband setting exists via array interpolation [14] and finite rate of innovation [15] [16]. Recently, several deep learning based systems have been proposed [17] [18].

While more complex methods lead to improved accuracy and performance, classic methods such as SRP and MUSIC are reliable, easy to implement, and widely deployed in the industry. In this work, we introduce a simple algorithm to refine coarse grid estimates produced by these methods using continuous domain optimization based on the majorization-minimization (MM) technique [19] [20]. Recently, the algorithm SPIRE-MM [21] has been proposed for robust speech DOA estimation. It introduced MM optimization refinement of time-frequency bin-wise DOA estimators with a surrogate function based on a cosine inequality [22]. We propose a generalization of this MM algorithm applicable to most of the SRP and subspace based methods. We formulate the problem as the minimization of the power mean [23] of the cost at the different frequency bands. We produce two surrogate functions, one quadratic, similar to [21], and one linear. The former can be minimized efficiently by the generalized trust region sub-problem method [24], as in [21], and the latter has a closed-form solution. Both lead to iterative algorithms that are guaranteed to decrease the value of the objective. They estimate DOA vectors directly on the sphere, without any projection, and do not require hyperparameters. One iteration has the same computational cost as the evaluation of one grid point.

We study the performance of the refinement method for SRP-PHAT [6] and MUSIC [8] on both simulated and recorded datasets. We find that the median accuracy with initial estimates computed on a 100-points grid is better than that of a 10000-points grid. Furthermore, the number of iteration required is around 10 for the quadratic surrogate, and 30 for the linear one.

2. BACKGROUND

We consider an array of \( M \) sensors with known locations \( d_m \in \mathbb{R}^3 \), \( m = 1, \ldots, M \). We work in the time-frequency domain by applying a short-time Fourier transform [25] to the input time domain signals. The signal model of the vector containing the sensor measurements at frequency band \( k = 1, \ldots, K \) and frame \( n = 1, \ldots, N \), is

\[
x_{kn} = \sum_{\ell=1}^{L} a_k(q_\ell) y_{\ell kn} + b_{kn},
\]

with \( x_{kn} \in \mathbb{C}^M \), the \( \ell \)th source signal \( y_{\ell kn} \in \mathbb{C} \), and the noise \( b_{kn} \in \mathbb{C}^M \). The vector \( q_\ell \in \mathbb{R}^3 \) is a unit-length vector pointing towards source \( \ell \). In terms of colatitude \( \theta \) and azimuth \( \varphi \), we have \( q = [\cos \varphi \sin \theta \quad \sin \varphi \sin \theta \quad \cos \theta] \). The steering vectors are

\[
a_k(q) = M^{-1/2} \left[ e^{j\omega_k d_1^\top q} \cdots e^{j\omega_k d_M^\top q} \right]^\top.
\]

with \( \omega_k = 2\pi f_k \) where \( f_k \) is the center frequency of the \( k \)th band and \( c \) the speed of sound.

In the rest of this manuscript, we denote vectors and matrices by bold lower and upper case letters, respectively. Furthermore, \( A^\top \)
and $A^\dagger$ denote the transpose and conjugate transpose, respectively of matrix $A$. The Euclidean norm of vector $x$ is written $\|x\| = (x^\dagger x)^{1/2}$. Unless specified otherwise, indices $m, k, n, \ell$ take the ranges defined here. We use $\mathbb{R}_+$ to denote the set of non-negative real numbers. The $(d-1)$-sphere is $S^{d-1} = \{x \in \mathbb{R}^d, \|x\| = 1\}$. The DOA vectors belong to the 2-sphere, i.e. $q \in S^2$. Finally, we define the unnormalized sinc function as $\text{sinc}(x) = \sin(x) / x$.

2.1. Covariance-based DOA Estimators

Many of the conventional DOA estimators can be described as finding the local maxima, one per source, of the function, $\text{arg min}_q \|x - q \|$. The DOA vectors belong to the 2-sphere, i.e. $q \in S^2$. Namely, they assume so-called W-disjoint related to the covariance of the input channels and $s$ is a real exponent. If we consider $K = 1$, this is a narrowband estimator. When working with the sum of the objectives of narrow-bands, i.e. $K > 1$, these methods are known as incoherent. See [12] for more details.

The Steered Response Power family of algorithms is obtained with $C_k = S_k$, a weighted sample covariance matrix of $x_k$. $S_k = N^{-1} \sum_{n=1}^N x_k n x_k^\dagger$, and $s = 1$. The vector $x_k n$ is a weighted version of $x_k n$, i.e. $x_k n = w_m x_k n x_k^\dagger$. Choosing $w_m = 1$ or $w_m = 1|x_k n\|^{-1}$ yield the conventional SRP or SRP-PHAT estimators [6], respectively. Other weighting schemes used for the generalized cross-correlation (GCC) [28], such as SCOT, are also possible.

MUSIC [12] considers the covariance matrix of $x_k$, i.e.,

$$R_k = E[x_k x_k^\dagger] = \sum_\ell E[\|x_k\|^2] a_k(q_\ell) a_k(q_\ell)^\dagger + B_k,$$

where $B_k$ is the covariance matrix of the noise. Now, let the eigenvalue decomposition of $S_k \approx R_k$ (with $w_{kn} = 1$) be $S_k = U_k \Lambda_k U_k^\dagger$, where $U_k$ contains the eigenvectors of $S_k$ and $\Lambda_k$ is the diagonal matrix containing the eigenvalues. MUSIC decomposes $U_k$ into signal and noise subspaces, $U_k = [G_k E_k]$. These subspaces are assumed orthogonal, i.e. $E_k^\dagger a_k(q_\ell) = 0$, for all $\ell$, and the estimator uses $C_k = E_k E_k^\dagger$ and $s = -1$.

The MVDR estimator, also known as Capon, is obtained by taking $C_k = S_k^{-1}$ (with $w_{kn} = 1$) and $s = -1$.

Wideband Coherent Subspace Methods, e.g., [27, 29], construct an estimate of the covariance matrix at one frequency $f_k$ using the data from all $K$ frequencies. From this estimate, they obtain a basis $E_k^\ell$ for the noise subspace at $f_k$, and the DOA is obtained from $S_k$ with $C_k = E_k^\ell E_k^\ell$, and $s = -1$.

Robust Speech DOA Methods, e.g., [29, 30, 21], are robust DOA estimators exploiting the sparseness of speech signals. Namely, they assume so-called W-disjoint orthogonality whereas each time-frequency bin is occupied by at most one source. They share the following general structure. First, for all $k, n$, compute the local DOA estimate $q_k n$, with $q_k n = 1$ and $C_k = E_k n E_k n^\dagger$, where $E_k n = x_k n / \|x_k n\|$. Then, compute the histogram of $q_k n$ on a finer grid. Pick the peaks of the histogram as source locations.

2.2. MM Algorithm for unit-min-sum-cos

Definition 1 (unit-min-sum-cos). The unit-min-sum-cos problem is the minimization of a sum of cosine subject to a unit norm constraint, namely

$$\min_{q \in S^2, p \in P} \sum_{p \in P} u_p \cos(\psi_p - b_p^\dagger q),$$

where $u_p \in \mathbb{R}_+, \psi_p \in \mathbb{R}, b_p \in \mathbb{R}^d$, and $P$ some index set.

Because $C_k$ is positive semi-definite and $a_k(q)$ are complex exponentials, the terms $a_k(q) C_k a_k(q)$ from (3) are of the form $I_k$ (up to a constant). No closed form solution to minimize or maximize (3) exists, but MM optimization is applicable [21]. A quadratic surrogate for (3) can be obtained from the following proposition [23].

Proposition 1 (Cosine Surrogate [22]). Let $\theta, \theta_0 \in \mathbb{R}$, $\theta_0 = \arg \min_{\theta \in \mathbb{R}} |\theta + 2\pi z_0|$, and $\phi_0 = \theta_0 + 2\pi z_0$. Then, the following inequality holds, with equality when $\theta = \theta_0$.

$$- \cos \theta \leq 1 / 2 \text{sinc}(\theta_0)(\theta + 2\pi z_0)^2 - \cos \phi_0 - 1 / 2 \phi_0 \sin \phi_0.$$ 

The MM method leads to the following iterative updates for $q$.

$$q_t \leftarrow \text{arg min}_{q \in S^2} \sum_{p \in P} \hat{u}_p(q_{t-1})(\hat{v}_p(q_{t-1}) - b_p^\dagger q)^2,$$

where the previous iterate $q_{t-1}$ is used to compute the quantities,

$$\hat{v}_p(q) \leftarrow \psi_p + \pi - 2\pi \arg \min_{\theta \in \mathbb{R}} |\psi_p + \pi - b_p^\dagger q + 2\pi z|,$$

$$\hat{u}_p(q) \leftarrow u_p \text{sinc}(\hat{v}_p(q) - b_p^\dagger q).$$

The update [7] involves a quadratically constrained quadratic minimization. This is known as a generalized trust region sub-problem, and, albeit non-convex, its global minimum can be computed efficiently as follows [24]. Rewrite [7] as a quadratic form.

$$q_t \leftarrow \text{arg min}_{q \in S^2} q^\dagger D q - 2v^\dagger q \quad D \in \mathbb{R}^{d \times d}, v \in \mathbb{R}^d.$$ 

By the method of Lagrange multipliers, the solution is $q_t = q(\mu) = (D + \mu I)^{-1} v$, where $\mu$ is the unique zero of $\|q(\mu)\| = 2 - \lambda_{\text{min}}$, and $\lambda_{\text{min}}$ the smallest eigenvalue of $D$. The zero can be efficiently found by Newton-Raphson or bisection, and working in the eigenspace of $D$ (see [24] for details).

3. MM ALGORITHMS TO REFINE DOA ESTIMATORS

We start by stating a general formulation covering all the algorithms of Section 2.1. Then, we introduce two surrogate functions for the generalized objective function, one quadratic, and one linear.

3.1. Generalized Cost Function

Instead of the maximization of (3), we propose to find the local minima of

$$g(q) = \left[ \frac{1}{K} \sum_k \left( a_k^\dagger(q) V_k a_k(q) \right)^{1/2} \right]^{1/2}, \quad q \in S^2,$$

with $s \in (-\infty, 1) \setminus \{0\}$. The function $M_s(y) = \left[ \frac{1}{K} \sum_k y_k \right]^{1/2}$ with $y_k$, $\forall k$, is a generalized power-mean [23]. This choice is motivated in part because it allows to formulate all the methods of Section 2.1 by the same objective, and in part to explore new ways of combining multiple frequency bands. For example, when $s \rightarrow -\infty$, only the frequency sub-band with largest power is considered. We can show that with a careful choice of $V_k$ and $s$, we can recover all the methods of Section 2.1.

Those algorithms from Section 2.1 that aim at maximizing $a_k^\dagger(q) C_k a_k(q)$ can be turned to minimization problems by considering $V_k = P_k - C_k$, with $P_k$ a positive constant. By the Gershgorin circle theorem, choosing $P_k$ as the largest row-sum
of $C_k$ ensures that $V_k$ is positive semi-definite. Methods from Section 2.1 that minimize $a_k^\mathrm{H}(q)C_ka_k(q)$, e.g. MUSIC-like, are readily covered with $V_k = C_k$.

Starting from a local estimate obtained from a coarse grid search, we perform local optimization by MM with a surrogate function $Q_v(q, \hat{q})$. This leads to the following iterative algorithm,

$$ q_t \leftarrow \min_{q \in \mathbb{S}^2} Q_v(q, q_{t-1}), \quad v = 1, 2, $$

for $t = 1, \ldots, T$. By virtue of the MM algorithm, these updates are guaranteed to monotonically decrease the value of the objective of (11) [19]. The procedure is summarized in Algorithm 1.

3.2. Quadratic Surrogate

A quadratic surrogate function is obtained by successive application of the tangent inequality and Proposition 1.

**Theorem 1.** Let $\mathcal{P} = \{(m, r) \mid 1 \leq m \leq M, m < r \leq M\}$ be the set of distinct pairs, and for $p = (m, r)$, $\Delta_p = d_m - d_r$, vector of coordinate differences of sensor $m$ and $r$, and

$$ u_{kp} = \arg\max (V_k)_{mr}, \quad \psi_{kp} = \arg\min (V_k)_{mr}. $$

Then, the following is a surrogate function of the objective of (11),

$$ Q_2(q, \hat{q}) = q^\top D(q)q - 2v(q)^\top q + \text{const.}, $$

where $D(q) \in \mathbb{R}^{3 \times 3}$ and $v(q) \in \mathbb{R}^3$ are defined as

$$ D(q) = \sum_{p \in \mathcal{P}} \xi(p) \Delta_p \Delta_p^\top, \quad v(q) = \sum_{p \in \mathcal{P}} \gamma(p) \Delta_p, $$

with weights

$$ \xi(p) = \sum_k \omega_k^2 \beta_k(q) \hat{u}_{kp}(q), $$

$$ \gamma(p) = \sum_k \omega_k^2 \beta_k(q) \hat{u}_{kp}(q), $$

where $\hat{u}_{kp}(q)$ and $\hat{u}_{kp}(q)$ are given by (8) and (9) (with $b_p$ replaced by $\omega_k \Delta_p$), respectively, and

$$ \beta_k(q) = \frac{1}{K} \frac{1}{r} \frac{a_k^\mathrm{H}(q)V_k a_k(q)}{\sum_{k \in \mathcal{P}} a_k^\mathrm{H}(q)V_k a_k(q)}^{s-1}. $$

**Proof.** For $s \in (-\infty, 1)$, one can show that $M_s(y)$ is concave [23] and thus, the tangent inequality may be applied, giving

$$ M_s(y) \leq \nabla M_s(y)^\top y + \text{const.} $$

Replacing $y$ by the terms of (11) evaluated at $\hat{q}$ gives $\beta_k(\hat{q})$ of (18).

Due to the hermitian symmetry of $V_k$, the imaginary part of the symmetric terms in the quadratic form cancels and it can be expressed as a sum of cosines. This sum of cosines is majorized as in Section 2.2.

$$ a_k^\mathrm{H}(q)V_k a_k(q) = \frac{\text{tr}(V_k)}{M} + \frac{2}{M} \sum_{p \in \mathcal{P}} u_{kp}\cos(\psi_{kp} - \omega_k \Delta_p^\top q) $$

$$ \leq \sum_{p \in \mathcal{P}} \hat{u}_{kp}(q)\hat{u}_{kp}(q) - \omega_k \Delta_p^\top q \|^2 + \text{const.}, $$

where $\hat{u}_{kp}$ and $\hat{u}_{kp}$ are given by (8) and (9), respectively.

Finally, notice that the terms in $q$ only have a scalar dependency on $k$. Expanding the quadratic terms, inverting the order of the sums, and completing the squares yields the final weights.

Our first algorithm is obtained by solving (12) with $Q_2(q, \hat{q})$. The minimizer of $Q_2(q, \hat{q})$ is computed exactly as that of (16).

3.3. Linear Surrogate

Because a quadratic function with a norm constraint can be majorized with a linear function [20], we can derive an even simpler algorithm.

**Theorem 2.** Let $q$ be such that $\|q\| = 1$, and

$$ C(\hat{q}) = \left\{ \max_m \xi_p(\hat{q}) \right\} \lambda_{\max} \left( \sum_p \Delta_p \Delta_p^\top \right). $$

where $\lambda_{\max}(\cdot)$ is the largest eigenvalue operator. Then,

$$ Q_1(q, \hat{q}) = 2((D(q) - C(\hat{q}))q - v(q))^\top q + \text{const.}, $$

is a surrogate function of (11).

**Proof.** Dropping the dependency on $\hat{q}$ to simplify notation, we first show that $C I \succeq D$. For any $x$ such that $\|x\| = 1$, because $\xi_p \geq 0$,

$$ x^\top \left( \sum_p \xi_p \Delta_p \Delta_p^\top \right) x \leq \left( \max_p \xi_p \right) \lambda_{\max} \left( \sum_p \Delta_p \Delta_p^\top \right). $$

Then, we have the following majorization, with equality for $q = \hat{q}$.

$$ q^\top Dq \leq Cq^\top q - 2q^\top (CI - D)q + q^\top (CI - D)\hat{q}. $$

Due to the norm constraint $q^\top q = 1$, the quadratic term becomes constant and we obtain [21].

Now, the corresponding MM update is given by solving (12) for $v = 1$. The method of Lagrange multipliers yields

$$ q_t \leftarrow \frac{v(q_{t-1}) - D(q_{t-1})q_{t-1} + C(q_{t-1})q_{t-1}}{\|v(q_{t-1}) - D(q_{t-1})q_{t-1} + C(q_{t-1})q_{t-1}\|}, $$

which is indeed very simple. This surrogate function has several advantages. It does not require to solve any linear system. In addition, the eigenvalue in (20) only depends on the array architecture and can be computed offline. The price to pay is the slower convergence speed due to the extra majorization, as shown in Section 2.2.

3.4. Computational Complexity

The evaluation of $\hat{u}_{kp}, \hat{u}_{kp}, \beta_k, \xi_p, \gamma_p$ all require $K \times |\mathcal{P}| = O(M^2 \times K)$ operations. Thus, the overall complexity for both algorithms is $O(TM^2K)$, $T$ being the number of MM iterations. The linear surrogate provides some minor computational savings, but, as we will see, is slower to converge. For comparison, the computation of the covariance matrices is $O(M^2 K)$, and the initial search on a grid of size $G$ is $O(GM^2K)$. Thus, the refinement algorithm represents a small fraction of the total computations.
4. EXPERIMENTS

4.1. Experiment on Simulated Reverberant Speech

We use the pyroomacoustics toolbox [31] to simulate a cubic room of 10 m side. The reverberation time is set to 500 ms. We use an array with twelve microphones whose locations are sub-sampled from the Pyramic array geometry [32] and placed at the center of the room. The simulation is repeated for 100 random locations of the sources at 3 m from the center of the array. Uncorrelated additive white Gaussian noise added to the microphone inputs. The DOAs are estimated using SRP-PHAT and MUSIC with different grid sizes and white Gaussian noise added to the microphone inputs. The DOAs are estimated using SRP-PHAT and MUSIC with different grid sizes and number of iterations of the refinement procedure. The evaluation is done with respect to the permutation producing the smallest average error in terms of great circle distance.

Fig. 1 shows the median error as a function of the signal-to-noise ratio for the grid size of 100 and 10000, and the for successive refinement iterations starting from the former estimate. We observe that 10 to 20 iterations is sufficient for the refinement procedure to produce better estimates regardless of the SNR or number of sources. For higher SNR, the convergence is faster. The linear surrogate requires slightly more iterations. We also see that starting from the finer grid does not significantly improve the final estimate. In Table 1, we compare the median error for different values of $s$. For MUSIC, values of $s \geq -1$ seem appropriate in all conditions. For SRP-PHAT, $s = -3$ produces the best results for two and three sources. Table 2 shows between 11 to 17 times speed-up of the median runtime.

4.2. Experiment on the Pyramic Dataset

We validate the proposed method on the Pyramic dataset of anechoic recordings with a 48-channel three-dimensional microphone array [32]. We use one speech sample recorded with azimuth of $0^\circ$ to $358^\circ$ in $2^\circ$ increments and colatitudes of $77^\circ$, $89^\circ$, and $106^\circ$. Compare a using a 10000-points grid only, and a 100-points grid followed by 30 iterations of the refinement with the quadratic surrogate. Box-plots of the DOA estimation error are shown in Fig. 2. As in simulation, the rough grid followed by refinement consistently outperforms the fine grid. Since one iteration of refinement has the same cost as a grid point evaluation, the proposed method, in this case, requires theoretically around $76 \times$ less computations, ignoring the initial cost of computing $V_k$'s, which is the same in both cases.

5. CONCLUSION

We presented a refinement algorithm for classical DOA estimators such as SRP or MUSIC. The algorithm relies on the MM technique to perform local improvements to the cost function starting from an initial estimate produced with a rough grid. We proposed two different algorithms based on a quadratic and linear surrogate of the cost function, respectively. The linear surrogate is especially attractive due to the simplicity of its implementation. We find that the final median accuracy does not depend on the resolution of the initial grid. This means that we can dramatically reduce the computational complexity by replacing fine grid-search by local optimization. We demonstrated lower median error and 11–17 times practical runtime improvement for one to three sources on reverberant simulated data and an anechoic dataset of recordings.
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