The research of recognition of peep door open state of ethylene cracking furnace based on deep learning
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Abstract: In the chemical industry, the ethylene cracking furnace is the core ethylene production equipment, and its safe and stable operation must be ensured. The fire gate is the only observation window to understand the high temperature operating conditions inside the cracking furnace. In the automatic monitoring process of ethylene production, the accurate identification of the opening and closing status of the fire gate is particularly important. Through the research on the ethylene cracking production process, based on deep learning, the open and closed state of the fire gate is recognized and studied. First of all, a series of preprocessing and augmentation are performed on the originally collected image data of the fire gate. Then, a recognition model is constructed based on convolutional neural network, and the preprocessed data is used to train the model. Optimization algorithms such as Adam are used to update the model parameters to improve the generalization ability of the model. Finally, the proposed recognition model is verified based on the test set and is compared with the transfer learning model. The experimental results show that the proposed model can accurately recognize the open state of the fire door and is more stable than the migration learning model.
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1. Introduction

Ethylene is one of the core raw materials in the petrochemical industry and also one of the chemical products with the highest yield in the world. As shown in Figure 1, the ethylene cracking furnace is one of the core ethylene production equipment. Ensuring its long-term operational safety and stability is the prerequisite for normal ethylene production. The furnace tube is the main component of the cracking furnace, and it operates in the combustion chamber filled with high-temperature fire and
smoke for a long periods of time. The furnace tube is closed throughout the year to prevent heat loss and maintain the furnace temperature. As shown in Figure 2, the technical staff has to use the narrow peep hole on the furnace wall to observe the inside of the high-temperature furnace tube or measure the temperature on the external surface of the furnace tube. The furnace tube is only accessible to the thermometer via the peep hole. When the peep door opens, the high-temperature gases and thermal radiation spreading out from the furnace are hazardous to the operating staff. The peep door is also one of the most vulnerable positions on the entire furnace wall. If the peep door opens accidentally or if the temperature is too high in the furnace, the high-temperature gases will leak out [1]. As a result, the production efficiency of the cracking furnace will decrease, or the furnace has to be shut down for emergency repair. Such an accident not only threatens the operational safety of the cracking furnace but also causes great economic and time loss due to furnace has to be shut down for repair. Automation and intelligentification of temperature monitoring are urgent needs for the sake of efficiency and safety. The automatic opening and closure of the peep door and the recognition of the open and closed state of the peep door are one of the priorities to be settled before achieving this goal.

![Figure 1. External structure of ethylene cracking furnace.](image1)

![Figure 2. The peep hole and the operating staff.](image2)

From the above, it is particularly important to look for a method to automatically control the closure and opening, and recognize the open state of the peep door. After the increases of processing speed of GPU and CPU, the development of big data applications, and the relentless efforts of numerous researchers, deep learning algorithms are matured enough to find more extensive applications in artificial intelligence (AI) sectors [2, 3]. So far, deep learning has been applied to a great variety of life scenarios, including character recognition [4, 5], voice recognition [6, 7], face recognition [8, 9], car plate recognition [10, 11], and autonomous driving [12, 13]. The use of deep learning in state recognition of peep door is solidly supported by the deep learning theory and processor power that have been constantly improving over the years.

In the present study, a Convolutional Neural Networks (CNN) architecture is built for automatic recognition of the open state of the peep door in the ethylene cracking furnace. The deep learning
algorithm is implemented to achieve long-distance real-time monitoring and the control of the open state of the peep door and to prevent accidents, thus sparing the technical staff from the harm of high heat radiating from the furnace and making the entire measurement safer. Therefore, accurate recognition of the open and closed state of the peep door is of great importance for safe ethylene production.

2. Related work

In 2012, Alex Krizhevsky, Ilya Sutskever and Geoffrey Hinton developed AlexNet. The training of AlexNet is accelerated by two GPUs simultaneously [14]. The publication of AlexNet has dramatically fueled the use of GPU to accelerate the CNN-based neural network.

A team from the Oxford University developed the VGG model in the 2014 ImageNet competition. The VGG model had a simple architecture, and its convolutional layer had 3*3 kernels. Another feature of the VGG model consisted in the large number of parameters, which allowed for the mining of more features [15]. Due to the appearance of the VGG model, local response normalization (LRN), initially introduced in AlexNet architecture, seems to be of little use. Under certain conditions, the greater the number of layers are, the better the training effect will be.

ResNet, short for residual network, was proposed in 2015. A deeper network may appear to have a better performance. But in actual training, as the number of layers increases, the accuracy of the training set decreases. This is a phenomenon known as vanishing gradient. Besides, gradient explosion may also occur. In case of problems under correct connections, the architecture shown in the figure below is introduced to continue the training by shortcut connection (or identity mapping). For this reason, ResNet has far more layers than the general models [16].

Peep door is a special structure in chemical production. The open and closed state recognition of the peep door in an ethylene cracking furnace has received little research attention. The existing research findings of the use of deep neural networks in similar fields shed new light on the present study. For example, among the studies on recognizing the open and closed state of an object, literature [17] performed recognition of the open state of a fume hood sash based on deep learning. In the field of machine learning, some researchers investigated the recognition of the state of the elevator cabin door [18]. The failure state of the elevator cabin door was recognized through three-dimensional video monitoring. Recognition of the human facial micro-expressions is another intensively studied topic. In one article on facial micro-expression based on CNN [19], the authors proposed a two-dimensional (2D) landmark feature map for effectively recognizing of facial micro-expression. The proposed 2D landmark feature map (LFM) was obtained by transforming conventional coordinate-based landmark information into 2D image information. The LFM was designed to have an advantageous property independent of the intensity of facial expression change. Further, they proposed a LFM-based emotion recognition method which was an integrated framework of CNN and long short-term memory (LSTM).

The left contents of this paper are organized as follows: Section 3 describes the image preprocessing and image augmentation techniques involved in the CNN model. Section 4 introduces the CNN model, along with the structure of each layer and the optimization method. Section 5 displays the environments and the results of experiments. Section 6 summarizes the construction and realization of the CNN model and points out the limitations and the direction of improvement in the future.
3. Image preprocessing and augmentation

Before the training of the peep door images begins, the size, type and clarity problems of the images need to be handled first. If there are few training samples, the image enhancement technique should be employed for augmentation of the original dataset to enlarge the training set and improve the model’s generalization ability. In the meantime, the images should be labeled to satisfy the requirements for supervisory learning. Finally, for all images, data partitioning is performed according to specific needs.

3.1. Image collection

The images are photographed with a smart cell phone, totaling 150. The image has a size of 2328*4656 pixels and is saved in JPG format (JPEG format). The RGB color system, containing three color channels, is used by default. Some images of the peep door are shown in Figure 3. As to the camera angle, most images of the peep door are not shot at the same horizontal line as the camera. Instead, the camera is placed slightly higher than the peep door, and so the peep door is shot from above. Other images are taken from near the peep door. There are also four images of the peep door without a cover.

![Figure 3. The states of the peep door under different circumstances.](image)

3.2. Image annotation

Realization of the CNN model is a problem in the supervised learning field. Therefore, the open and closed state of the peep door should be manually annotated in each image before training. Here, the open and closed state of the peep door is indicated by changing the name of each image. The image name consists of the following parts successively: No. of the cracking furnace, shooting sequencing, and open or closed state.

3.2.1. Normalization and preprocessing

The images are preprocessed as follows: In the first step, the images are cropped to an appropriate size, and the RGB color modes are set up. The preprocessed images are saved in the data set and they
will be recalled later during model training. The schematic diagram of image processing is shown in Figure 4. From Figure 4 it can see a grayscale image for which the cropping has been done and the RGB color modes have been set up. The size of the preprocessed grayscale images is 200*200.

3.2.2. Data partitioning

The dataset is first partitioned before image augmentation. The 150 original images of the peep door are split into three sets. The first is the training set, which consists of samples for model training. The second is the validation set, consisting of samples that are not directly used for model training but only for validation after each epoch to assess the prediction performance after each epoch. The third is the test set, consisting of samples that are used for assessing the final prediction performance of the model after all epochs. The test set is intended as a set of samples simulating the actual running of the model. The split ratio of the training set, validation test and test set is 6:2:2.

3.3. Image augmentation

Several image augmentation techniques are employed to avoid overfitting [20]. Keras is an open source artificial neural network library written in Python, and keras.preprocessing.image is its commonly used image augmentation toolkit. The image generator in the keras.preprocessing.image module is implemented for data enhancement. The specific techniques used include rotation and changing brightness, which can generate more images and improve the model’s generalization ability. The schematic diagram of shearing transformation is shown in Figure 5. With this technique, the image is distorted by maintaining the coordinates unchanged in one direction while decreasing or increasing the coordinates in the other direction.

Figure 4. Results before and after original image normalization and preprocessing.

Figure 5. Schematic diagram of shearing transformation.

In practice, the images are preprocessed using specific image augmentation techniques based on the actual features of the images rather than simply recall several parameters. For example, changing brightness is helpful for improving the model’s generalization ability under high exposure conditions (Figure 6(a)). Flipping and shearing transformation can help improve the model’s generalization ability at special angles (Figure 6(b)).

The image augmentation techniques, including rotation, cropping, distortion, and changing brightness, can be used to process the original images, so as to increase the variety and size of the dataset.
These operations are conducive to improve the model’s robustness under different perspectives, locations and illumination conditions, which further strengthens the model’s generalization ability.

4. Construction and realization of the CNN-based model

We build the CNN model for the open and closed state recognition of the peep door of the ethylene cracking furnace as below.

4.1. Model architecture

The recognition model of peep door open state of ethylene cracking furnace based on CNN is shown in Figure 7.

As Figure 7 shown, our recognition model has an input layer, three convolutional layers, three pooling layers, a flatten layer, a dense layer and an output layer. The details of each layer are shown in Table 1.
Table 1. The details of each layer in the recognition model.

| Layer (type)                                | Output Shape               | Param  |
|---------------------------------------------|----------------------------|--------|
| conv2d_input (InputLayer)                   | \([n, 200, 200, 3]\)       | 0      |
| conv2d (Conv2D)                             | \((n, 198, 198, 16)\)      | 448    |
| max_pooling2d (MaxPooling2D)                | \((n, 99, 99, 16)\)        | 0      |
| conv2d_1 (Conv2D)                           | \((n, 97, 97, 32)\)        | 4640   |
| max_pooling2d_1 (MaxPooling2)              | \((n, 48, 48, 32)\)        | 0      |
| conv2d_2 (Conv2D)                           | \((n, 46, 46, 64)\)        | 18,496 |
| max_pooling2d_2 (MaxPooling2)              | \((n, 23, 23, 64)\)        | 0      |
| flatten (Flatten)                           | \((n, 33856)\)             | 0      |
| dense (Dense)                               | \((n, 512)\)               | 17,334,784 |
| dense_1 (OutputLayer)                       | \((n, 1)\)                 | 513    |

In Table 1, the first column is the name of each layer. The second column is the data format of output in each layer. The third column shows the number of trainable parameters in each layer. \(n\) is the number of samples subject to training. The following is an introduction of more information about each layer of the CNN model.

1) Input layer (conv2d_input (InputLayer)): The output is a four-dimensional matrix. 200*200 is the image size; 3 refers to the three color channels in the RBG color system. Thus, each image has a three image information matrices.

2) The first convolutional layer: This layer uses 16 convolutional kernels (3*3) for the convolution of the image in the input layer at a step length of 1. The Relu activation function is chosen. The three channels contain 3*16*3*3 = 432 kernel parameters in total. Besides, each kernel contains one bias, and there are 16 biases for 16 kernels. Thus, there are 432+16=448 parameters in total. Since there are 16 kernels, 16 feature maps are output, and the size of each feature map is 198*198.

3) The first pooling layer: Each non-overlapping 2*2 region in the feature map output by the previous layer is subject to pooling with a step length of 1 without padding. That is, the data below the 2*2 pixels at the edges are discarded. The maximum value in each region is chosen by max pooling. No other parameters are introduced, and so the pooling layer has no trainable parameters. With a step length of 1, the size of each feature map becomes 99*99 after pooling. Since 16 feature maps are input into the previous layer each time (i.e., feature map corresponding to each image), 16 feature maps are output in the current layer each time.

4) The second convolutional layer: This layer uses 32 kernels (3*3) for the convolution of the feature maps at a step length of 1. The previous pooling layer outputs 16 feature maps each time and therefore contains 16*32*3*3=4608 kernel parameters. Besides, each kernel contains one bias, and there are 32 biases for the 32 kernels. Thus, there are 4608+32=4640 parameters in total. Similarly, when 32 feature maps are output by 32 kernels, the size of each is 97*97. The ReLU activation function is used.

5) The second pooling layer: Similar to the first pooling layer, this layer has no trainable parameters either. Every 2*2 region is pooled at the specified step length for the input feature maps without padding. Finally, 32 feature maps (48*48) are output.

6) The third convolutional layer: This layer uses 64 kernels (3*3) for the convolution of the feature maps at a step length of 1, as in the previous convolutional layers. The input is 32 feature maps each
time for this layer, and therefore the layer contains $16 \times 32 \times 3 \times 3 = 18,432$ kernel parameters. Plus the 64 biases, the total number of parameters is 18496. Thus, 64 feature maps $(46 \times 46)$ are output each time. The ReLU activation function is used.

7) The third pooling layer: This pooling layer is configured consistently as with the previous layers, and there are no trainable parameters. After pooling, 64 feature maps $(23 \times 23)$ are output.

8) Flatten layer: Since the Dense layer that comes after the Flatten layer only reads one-dimensional data, it is necessary to convert the feature maps from a two-dimensional array $(23 \times 23)$ pixels) to a one-dimensional array of $64 \times 23 \times 23 = 33,856$ pixels. Since the Flatten layer is only for converting the dimension of the data, there are no trainable parameters in this layer.

9) Dense layer: The Dense layer, also called a fully-connected layer, performs a non-linearization of the local features extracted above along with the connections between them. Then these features are mapped to the output space. In this layer, the 512 neurons are fully connected to each other, and the number of parameters is $33,856 \times 512 + 512 = 17,334,784$.

10) The output layer only has one neuron, and the Sigmoid activation function is used, with the number of parameters being $512 + 1 = 513$.

Other CNN parameters are explained below.

4.1.1. Selection of the activation function

The attenuation of the residuals is closely related to the selection of the activation function in CNN [21, 22]. A better activation function can suppress the attenuation of the residual and improve the convergence speed of the model [23]. As to the selection of the activation function, the Sigmoid function is used for the last layer as a binary classifier. For other layers (3 convolutional layers and 1 fully-connected layer), the ReLU function is used to increase the training speed and to reduce overfitting.

4.1.2. Selection of the loss function

Binary crossentropy function is used for error calculation and combined with the Sigmoid activation in the output layer:

$$Loss = -\frac{1}{output\_size} \sum_{i=1}^{output\_size} y_i \ln \hat{y}_i + (1 - y_i) \ln(1 - \hat{y}_i)$$

(4.1)

According to the formula above, cross-entropy introduces the concepts of the amount of information and relative entropy in information theory. Cross-entropy loss function is a popular loss function for training deep networks [24]. The cross-entropy loss is much more challenging to analyze than the squared loss and hard to control the values of gradient and Hessian due to the saturation phenomenon [25]. But the cross-entropy makes the curved surface of gradient descent steeper, which indicates a faster gradient descent.

4.1.3. Selection of the pooling method

The common pooling methods are average pooling (avgpool) and maximum pooling (maxpool) [26]. Maxpool is more suitable for extracting the texture features. So maxpool is selected for the $2 \times 2$ max pooling of the feature maps output after convolution. That is, the maximum value is
chosen for each non-overlapping region to characterize this region. It can be observed from the original images that the main body of the peep door is located in the center of the image. Thus without padding, max pooling is only applied to the effective region. The data below the 2*2 pixels at the edges are discarded, thereby reducing the redundant information at the edges. In this way, the input feature maps are compressed by pooling, and the amount of data is reduced. This method not only lowers the calculation complexity but also reduces the overall calculation amount.

4.2. Model optimization

Apart from the learnable parameters, a neural network also has many hyperparameters. Unlike ordinary parameters, hyperparameters cannot be directly used for describing and characterizing an object or a situation, but for describing the model itself. Such hyperparameters include learning rate, number of layers in the neural network, and the number of trainings. The proposed CNN model is optimized as follows.

4.2.1. Parameter update algorithm

Adam, the most common optimization algorithm in deep learning, is employed to update the parameters of our proposed algorithm [27]. The core principle of Adam is that the learning rate is flexible and adaptive instead of being uniform so as to better control the gradient under varying situations. Specific learning rate and momentum are assigned to enhance parameter independence. Besides, the training speed and stability are also improved. With Adam, momentum is a primary parameter to be optimized, and the learning rate is adjusted adaptively.

\[
M_t = \beta_1 M_{t-1} + (1 - \beta_1) g_t \tag{4.2}
\]

\[
G_t = \beta_2 G_{t-1} + (1 - \beta_2) g_t \odot g_t \tag{4.3}
\]

The Adam calculates the exponentially weighted average of the gradient squared. \(\beta_1\) is the average attenuation rate of moving. Here \(\beta_1\) is taken as 0.9, and \(\beta_2\) is 0.99.

The difference of parameter update is given by

\[
\Delta \theta_t = -\frac{\alpha}{\sqrt{\hat{G}_t} + \epsilon} \hat{M}_t \tag{4.4}
\]

The learning rate \(\alpha\) is usually set to 0.001, and it can be attenuated as well, as shown below:

\[
\alpha_t = \frac{\alpha_0}{\sqrt{t}} \tag{4.5}
\]

4.2.2. Early stop

The model is verified using the validation set after a specified number of epochs during training. The error of each validation is calculated, and the model training stops early if the error increases. The model with the smallest error is finally chosen.
4.2.3. Learning rate adaptation

When the learning rate is defined, after a certain epochs, the effect of the model will no longer be improved, and the learning rate may no longer adapt to the model. In this case, the learning rate needs to be reduced during training to improve the model. We used ReduceLROnPlateau which is the callback function in Keras to reduce the learning rate during training. The loss of test set is calculated on the validation set to monitor the gradient descent process. If the model performance is not further improved after three epochs, the action of reducing the learning rate will be triggered to reduce the learning rate by 0.1.

4.2.4. Selection of the batch size

The default batch size of 32 is used for the model training.

5. Experimental results

5.1. Description of the experimental environment

The CNN model is built based on the TensorFlow platform. TensorFlow is a core open source library and one of the most widely used machine learning libraries in the industrial sector. The development environment is as follows:

Hardware environment: Intel Core i5-6300hHQ processor, NVIDIA GTX1060 6G (Compute Capability 6.1, which satisfies the lowest requirement of CUDA compute Capability 3.5 in Tensorflow); 8G internal memory.

Software environment: Python 3.6.1; Tensorflow2.0 GPU version; CUDA10.0 parallel computing platform.

5.2. Training results

The recognition model requires multiple epochs of training until the accuracy rate meets the requirements. It is glad to see that the accuracy on the training set already reaches 95% after the first epoch. The accuracy on the validation set reaches 100%. After training four epochs, the proposed model has a 100% recognition rate on the test set.

Tensorboard is a visualization tool which is built in tensorflow. It can be used to display network graphs, tensor index changes, tensor distribution, etc. The histogram of the weights and biases of the first and second convolutional layer during training is shown in Figure 8.

It can be seen that the bias of the first convolutional layer is centered around -0.006, and the weights are centered between -0.05 and 0.05. Similar, the bias of the second convolutional layer is centered around -0.005, and the weights are centered between -0.06 and 0.06. This shows that there is no obvious gradient vanishing phenomenon during training.

Figure 9 shows the accuracy and loss on the training set and the validation set. The model is run for 10 epochs. An excellent recognition rate has already been achieved after the first epoch.
5.3. \textit{Comparison with the migration model}

Figure 10 shows the experimental results of Densenet algorithm. Densenet was first proposed by Gao Huang et al. from Cornell University in 2017 [28]. The Densenet-121 network is specifically used for migration learning, and the training is done on the same dataset.

![Figure 8](image1.png)

\textbf{Figure 8.} The histogram of the weights and biases of the first and second convolutional layer during training.

The loss is high on the test set at the initial stage, as shown in Figure 10. However, the loss decreases rapidly after the third epoch. Densenet displays an excellent performance. However, the model and parameters used for migration learning have already been trained on some data samples. The initial values of different parameters may not agree with the current model. Besides, the Densenet is densely connected, and the parameters do not fit the model before several epochs of backpropagation. It is only
then that the loss of test set begins to decrease and the accuracy on the validation set with Densenet after the fifth epoch is comparable to that with our proposed model after the second epoch. Both achieve a recognition rate of 100% on the test set finally.

Our proposed model has been trained from the start. It inherits the high representation power for features from CNN and the excellent performance in backpropagation from Adam. The open and closed state of the peep door is a relatively easy feature to be recognized from the image, and the number of original images is small. Therefore, the parameters trained after the first epoch are sufficient to judge the data in the validation set. A 100% accuracy of recognition on the test set is achieved by both our CNN-based model with a simple structure and the densely connected DenseNet used for migration learning. Given the inherent advantages of DenseNet as mentioned above, it is quite predictable that the model trained by Densenet will have a better generalization ability than our proposed model. Such model can more accurately recognize the open and closed state of the peep door in real scenarios.

6. Summary and outlook

We propose a CNN-based deep learning model to recognize the open and closed state of the peep door of the ethylene cracking furnace. The test samples are first subject to a series of preprocessing techniques to improve the generalization ability of the model. Besides, the parameters are optimized by Adam, and the early stop and learning rate adaptation are employed to avoid overfitting in the training process. This model can effectively recognize the open and closed state of the peep door of the ethylene cracking furnace. A comparison with Densenet is made, and the results indicate some shortcomings of the proposed model.

Although the proposed model achieves an accurate recognition on the test set, it is undeniable that the size of the training samples is small. The trained model may be insufficient in some real-world scenarios. The images can be further augmented by adding noises, local erasing, and data is mixed by dimension. Increasing the number of training samples is the ultimate pathway to improve the model’s reliability and generalization ability. If there are sufficient training samples, the ReLU activation function can be replaced by ELU. Although this method may partially increase the calculation amount, it can prevent the death of ReLU neurons and relieve the oscillation caused by ReLU during gradient descent. SGDM algorithm may be an alternative optimization algorithm, which randomly chooses one sample at a time to update the parameters. There is no need to traverse all data to calculate the loss function for each iteration. Besides, the first-order momentum is introduced. The descent is not only determined by the direction of gradient, but also by the Cumulative direction of decline. Thus a greater inertia can be gained at the steep position, which accelerates the descent. If the amount of training samples increases, the number of layers in the neural network can be properly increased to represent the multi-level features of the targets. As the number of layers increases, batch normalization can be performed before using the activation function in the convolutional layer and the fully-connected layer. The process of realization is similar to data normalization before the model training begins, though it involves more complicated steps, including setting the adjustment factor and obtaining the current set of neurons. Batch normalization for layers with learnable parameters can accelerate model convergence while reducing the dependence on parameter initialization at the beginning. The introduction of random noises is equivalent to regularizing the parameters, which can finally improve the model’s
generalization ability. In addition, further simplifying the recognition model with some other artificial intelligence algorithms also is our next work.
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