ON THE CLASSIFICATION OF MOTIONS OF PARADOXICALLY MOVABLE GRAPHS*
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Abstract. Edge lengths of a graph are called flexible if there exist infinitely many non-congruent realizations of the graph in the plane satisfying these edge lengths. It has been shown recently that a graph has flexible edge lengths if and only if the graph has a special type of edge coloring called NAC-coloring. We address the question how to determine paradoxical motions of a generically rigid graph, namely, proper flexible edge lengths of the graph. We do so using the set of all NAC-colorings of the graph and restrictions to 4-cycle subgraphs.

Introduction

Rigidity theory considers graphs with given labelings of edges by positive real numbers. The number of realizations of a graph in $\mathbb{R}^2$ such that the distances of adjacent vertices are equal to the labeling of the edges is widely studied (see for instance [1, 3, 5, 17]). Such a labeling is called flexible if the number of realizations, counted modulo rigid transformations, is infinite. Otherwise, the labeling is called rigid. A graph is called generically rigid if every labeling induced by a generic realization is rigid. However, it might move paradoxically, i.e., have non-generic flexible labelings (see Figure 1). We call a graph movable if there is a proper flexible labeling, i.e., with infinitely many injective realizations, modulo rigid

Figure 1: The three-prism graph is generically rigid (rigid labeling on the left) but has a proper flexible labeling (right), hence it is movable.
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transformations. In other words, we disallow realizations where two vertices coincide, but intersecting or partially overlapping edges are allowed (see Figure 2 for a non-injective example).

Figure 2: A generically rigid graph with a flexible labeling. The left realization cannot be continuously deformed but there are infinitely many non-congruent realizations inducing the same labeling where two vertices overlap (right). Dotted edges symbolize that here edges overlap. For this graph, the labeling is flexible if and only if there is a realization where the vertices 1 and 4 coincide. Hence, it is not movable.

It is known from Pollaczek-Geiringer [22] and Laman [19], that a graph $G = (V_G, E_G)$ is generically minimally rigid in the plane (Laman graph) if and only if $|E_G| = 2|V_G| - 3$, and $|E_H| \leq 2|V_H| - 3$ for all subgraphs $H$ of $G$ on at least two vertices. Hence, graphs that do not have a spanning Laman subgraph are movable, since a generic realization induces a proper flexible labeling.

The study of movable generically rigid graphs has a long history. Dixon found two types of flexible labelings of the bipartite graph $K_{3,3}$ [7, 33, 28]. Walter and Husty [30] proved that these labelings give indeed all proper flexible ones for $K_{3,3}$. A graph with 9 vertices and 16 edges known as Burmester’s focal point mechanism [4], a 12-vertex graph studied by Kempe [18], and two constructions by Wunderlich [32, 34] are further examples of movable generically rigid graphs. Izmestiev studied some of these mechanisms [16] via elliptic functions. Paradoxical movability of complete bipartite graphs on at least 3+5 vertices was characterized by Maehara and Tokushige [21]. Biswas constructed regular movable graphs of all degrees using Cayley graphs [2]. White and Whiteley [31] gave a necessary condition on infinitesimal flexibility, see also [26]. Raz and Solymosi proved that a graph with sufficiently many edges must have rigid subgraphs [24]. Non-generic flexibility is considered in the field of bracing grids, see [23] for an overview.

The main question in this paper is the following: Find all proper flexible labelings of a given graph! In [13], we already provide a combinatorial characterization of graphs with a flexible labeling: there is a flexible labeling if and only if the graph has a so-called NAC-coloring. A NAC-coloring is a coloring of edges by two colors such that in every cycle, either all edges have the same color or there are at least two edges of each color. The proof of the above statement gives a construction of a flexible labeling from a NAC-coloring. A drawback of the construction is that it does not give all possible flexible labelings. Moreover, many Laman graphs have a NAC-coloring for which the constructed flexible labeling is not proper. In [15], movable graphs are studied and methods for checking movability are presented.
In this paper, we present methods giving necessary conditions on proper flexible labelings for a given graph. This yields a full classification of all proper flexible labelings in some cases. Animations of the movable graphs are shown at https://jan.legersky.cz/project/movablegraphs. The implementation of the concepts we introduce is part of the SAGEMath package FlexRiLoG [11].

The structure of the paper is the following. In Section 1, we recall NAC-colorings and some previous results. In Section 2 we derive algebraic relations for the edge lengths given some NAC-colorings which are relevant for a motion. Whether a NAC-coloring is possibly relevant is checked in Section 3 using restrictions to 4-cycles. Relevant NAC-colorings on all 4-cycle subgraphs yield a method for finding consistent NAC-colorings for the motion of the whole graph (Section 4). Relevant NAC-colorings for motions of the 4-cycle graph with various edge lengths are investigated in Appendix A. As a main example, in Section 5, we classify the flexible labelings of a graph with 7 vertices.

1 Preliminaries

In this paper, a graph $G = (V_G, E_G)$ is always connected and contains at least one edge.

**Definition 1.1.** Let $G$ be a graph and let $\lambda: E_G \to \mathbb{R}_+$ be an edge labeling of $G$. A map $\rho: V_G \to \mathbb{R}^2$ is a realization of $G$ compatible with $\lambda$ if $||\rho(u) - \rho(v)|| = \lambda(uv)$ for all edges $uv \in E_G$. We say that two realizations $\rho_1$ and $\rho_2$ are congruent if there exists a direct Euclidean isometry $\sigma$ of $\mathbb{R}^2$ such that $\rho_1 = \sigma \circ \rho_2$. The labeling $\lambda$ is called (proper) flexible if the number of (injective) realizations of $G$ compatible with $\lambda$ up to congruence is infinite. We say that a graph is movable if it has a proper flexible labeling.

We are interested in generically rigid graphs with some paradoxical cases of flexible labelings. Given $\bar{u} \bar{v} \in E_G$, edge lengths $\lambda_{\bar{u} \bar{v}} = \lambda(\bar{u} \bar{v})$ and unknown coordinates $(x_u, y_u)$ for $u \in V_G$ yield

\[
\begin{align*}
x_{\bar{u}} &= 0, & y_{\bar{u}} &= 0, \\
x_{\bar{v}} &= \lambda_{\bar{u} \bar{v}}, & y_{\bar{v}} &= 0, \\
(x_u - x_{\bar{u}})^2 + (y_u - y_{\bar{u}})^2 &= \lambda_{u \bar{v}}^2 & \text{for all } uv \in E_G.
\end{align*}
\]

Note that we fix two adjacent vertices $\bar{u}, \bar{v}$ in order to get rid of translations and rotations. We call $\bar{u} \bar{v}$ the fixed edge. Then the labeling $\lambda$ is flexible if and only if there are infinitely many solutions of (1). It is proper flexible if infinitely many solutions satisfy $(x_u, y_u) \neq (x_v, y_v)$ for all distinct $u, v \in V_G$. A graph can be generically rigid but still have a proper flexible labeling as Figure 1 shows.

In [15] we constructed all movable graphs up to 8 vertices.

**Theorem 1.2 ([15]).** Let $G$ be a graph with at most 8 vertices such that it has a spanning Laman subgraph and has no vertex of degree two. The graph $G$ is movable if and only if it is $K_{3,3}, K_{3,4}, K_{3,5}, K_{4,4}$, one of the graphs in Figure 3, or a spanning subgraph thereof.

The methods presented in this paper allow finding conditions on the motions of movable graphs. As examples we present the classifications of $L_i$ for all $i$, $K_{3,3}$ and $Q_1$. 

As in [13, 15], we want to transform the equations of (1) to new ones, where the sum of squares changes to a single product. We then consider the equations in a complex function field and investigate valuations on the factors.

**Definition 1.3.** An irreducible algebraic curve $C$ in the zero set of (1) is called an algebraic motion of $(G, \lambda)$ (w.r.t. an edge $\bar{uv}$). For every $u, v \in V_G$ such that $uv \in E_G$, we define $W_{u,v}, Z_{u,v}$ in the complex function field $F(C)$ by

$$W_{u,v} = (x_v - x_u) + i(y_v - y_u),$$
$$Z_{u,v} = (x_v - x_u) - i(y_v - y_u).$$

Note that $W_{u,v} = -W_{v,u}$ and $Z_{u,v} = -Z_{v,u}$, i.e., they depend on the order of $u, v$. Recall that a valuation $\nu : F(C) \setminus \{0\} \to \mathbb{Z}$ has the properties

(i) $\nu(W \cdot Z) = \nu(W) + \nu(Z)$ for all $W, Z \in F(C) \setminus \{0\}$, and

(ii) $\nu(W + Z) \geq \min\{\nu(W), \nu(Z)\}$ for all $W, Z \in F(C) \setminus \{0\}$ such that $W + Z \neq 0$.

We consider only valuations trivial on $C$, i.e., $\nu(C) = \{0\}$. Hence $\nu(W_{u,v}) = \nu(W_{v,u})$, which allows us to write $\nu(W_e), \nu(Z_e)$ for $e \in E_G$. Using (1), we have

$$W_{\bar{uv}} = \lambda_{\bar{uv}}, \quad Z_{\bar{uv}} = \lambda_{\bar{uv}},$$
$$W_{u,v}Z_{u,v} = \lambda_{uv}^2 \quad \text{for all } uv \in E_G.$$  

(2)
We call the equations from (2) the edge equations. The following equations hold for every cycle \((u_1, \ldots, u_n, u_{n+1} = u_1)\) in \(G\) by the definition of \(W_{u,v}\) and \(Z_{u,v}\):

\[
\sum_{i=1}^{n} W_{u_i, u_{i+1}} = 0, \quad \sum_{i=1}^{n} Z_{u_i, u_{i+1}} = 0.
\]

(3)

The valuations of the \(W_e\) and \(Z_e\) can be used to show the relation between graphs with flexible labelings and so-called NAC-colorings.

**Definition 1.4.** Let \(G\) be a graph. A coloring of edges \(\delta : E_G \to \{\text{blue, red}\}\) is called a NAC-coloring, if it is surjective and for every cycle in \(G\), either all edges have the same color, or there are at least 2 edges in each color. The set of all NAC-colorings of \(G\) is denoted by \(\text{NAC}_G\). NAC-colorings \(\delta, \bar{\delta} \in \text{NAC}_G\) are called conjugate if \(\delta(e) \neq \bar{\delta}(e)\) for all \(e \in E_G\). Figure 4 shows examples.

![Figure 4: Two conjugate NAC-colorings of the 4-cycle graph on the left and an incorrect coloring on the right.](image)

We refer to [13, 15] for more details on NAC-colorings. The following result is proven in [13].

**Theorem 1.5.** A connected graph with at least one edge has a flexible labeling if and only if it has a NAC-coloring.

The proof of the theorem constructs a NAC-coloring for an algebraic motion using valuations. The NAC-colorings obtained from the construction play an important role in this paper, so we give them a name.

**Definition 1.6.** Let \(\mathcal{C}\) be an algebraic motion of \((G, \lambda)\). A NAC-coloring \(\delta\) of \(G\) is called active w.r.t. \(\mathcal{C}\) if there exists a valuation \(\nu\) of \(F(\mathcal{C})\) and \(\alpha \in \mathbb{Q}\) such that for all \(uv \in E_G\):

\[
\delta(uv) = \begin{cases} 
\text{red} & \text{if } \nu(W_{u,v}) > \alpha \\
\text{blue} & \text{otherwise.}
\end{cases}
\]

(4)

The set of all active NAC-colorings w.r.t. \(\mathcal{C}\) is denoted by \(\text{NAC}_G(\mathcal{C})\).

Actually, any surjective coloring obtained from a valuation using (4) is a NAC-coloring [13].

Let \(\Lambda_G \subset \mathbb{R}^{E_G}\) be the set of all proper flexible labelings of \(G\). By classification of motions, or proper flexible labelings, of \(G\) we mean the decomposition of the Zariski closure of \(\Lambda_G\) into irreducible algebraic sets \(\Lambda_1, \ldots, \Lambda_k\). Our goal is to provide equations defining the irreducible varieties and an instance for each of them that is proper flexible.
Clearly, every proper flexible labeling is in some $\Lambda_i$, but not every $\lambda \in \Lambda_i$ is flexible – for instance, it is not guaranteed that it is realizable over $\mathbb{R}$, since this would require also inequalities, for example triangular ones. Notice also that a labeling in $\Lambda_i$ does not have all edge lengths necessarily positive, but as long as they are not zero, the system (1) does not change due to taking squares, with the exception of the fixed edge — switching the sign of the fixed edge rotates the compatible realizations around the origin by $\pi$. There also might be a proper subvariety containing flexible labelings that are not proper.

We conclude this section with a remark on genericity, although we do not need a precise definition as we always speak about flexibility of a fixed labeling. Algebraic geometry defines a property to be generic on a set $S$ if there is an algebraic subset $X$ of $S$ of lower dimension such that the property holds for all elements of $S \setminus X$. Our goal to classify all proper flexible labelings of a generically rigid graph $G$ can be viewed as describing the set $X$ of "non-generic" realizations. We know that a realization is "generic", hence rigid, if it is injective and induces a labeling avoiding $\Lambda_G$. In Section 4 we show that the only kind of flexible labeling for the three-prism graph in Figure 1 is when all 4-cycles are parallelograms. This explains why the figure on the left shows a generic realization. In the current paper we use this definition of generic rigidity (compare also [25]). Notice that another widely used approach to define a generic realization is to require that the coordinates are algebraically independent. In this sense, the left realization in Figure 1 is not generic though it is rigid.

2 Leading coefficients system

If a graph $G$ is spanned by a Laman graph and there is an algebraic motion of $(G,\lambda)$, then the edge lengths $\lambda$ must be non-generic. In this section, we introduce a method deriving some algebraic equation(s) for $\lambda$. In general, the method assumes a valuation of the function field of the algebraic motion, but for certain active NAC-colorings, all needed information can be recovered from the NAC-coloring itself.

Let $\mathcal{C}$ be an algebraic motion. Let $\nu$ be a valuation yielding an active NAC-coloring of $\mathcal{C}$ for some threshold using (4). Since NAC-colorings are required to be surjective, there are at least two different values for the $\nu(W_u)$, i.e., $|\{\nu(W_e) : e \in E_G\}| \geq 2$. There is a parametrization of $\mathcal{C}$ such that $W_{u,v}$ and $Z_{u,v}$ can be expressed as Laurent series in the parameter $t$ such that $\text{ord}(W_{u,v}) = \nu(W_{u,v})$ (see for instance [8, Chapter 1]). We denote by $w_{u,v}$, resp. $z_{u,v}$, the leading coefficients of $W_{u,v}$, resp. $Z_{u,v}$ for all $uv \in E_G$. Clearly, $w_{u,v} = -w_{v,u}$ and $z_{u,v} = -z_{v,u}$. From the edge equations (2) we have

$$\lambda^2_{uv} = W_{u,v}Z_{u,v} = (w_{u,v}t^{\text{ord}W_{u,v}} + \text{h.o.t.})(z_{u,v}t^{-\text{ord}W_{u,v}} + \text{h.o.t.}),$$

where h.o.t. means higher order terms. Hence, by expanding and comparing leading coefficients, i.e., setting $t = 0$, we have

$$w_{u,v}z_{u,v} = \lambda^2_{uv} \quad \text{for all } uv \in E_G. \quad (5)$$

The cycle conditions (3) yield for every cycle $(u_1, \ldots, u_n, u_{n+1} = u_1)$ in $G$ the equations

$$\sum_{i \in \{1, \ldots, n\}} w_{u_i,u_{i+1}}t^{\text{ord}W_{u_i,u_{i+1}}} + \text{h.o.t.} = \sum_{i \in \{1, \ldots, n\}} z_{u_i,u_{i+1}}t^{-\text{ord}W_{u_i,u_{i+1}}} + \text{h.o.t.}. $$

The cycle conditions (3) yield for every cycle $(u_1, \ldots, u_n, u_{n+1} = u_1)$ in $G$ the equations

$$\sum_{i \in \{1, \ldots, n\}} w_{u_i,u_{i+1}}t^{\text{ord}W_{u_i,u_{i+1}}} + \text{h.o.t.} = \sum_{i \in \{1, \ldots, n\}} z_{u_i,u_{i+1}}t^{-\text{ord}W_{u_i,u_{i+1}}} + \text{h.o.t.}. $$
Comparing leading coefficients gives
\[ \sum_{i \in \arg \min j \in \{1, \ldots, n\} (\text{ord } W_{uvj}^i)} w_{ui, ui+1} = \sum_{i \in \arg \max j \in \{1, \ldots, n\} (\text{ord } W_{uvj}^i)} z_{ui, ui+1} = 0, \tag{6} \]

Now, we eliminate \( w_{uv} \) and \( z_{uv} \) for all \( uv \in E_G \), e.g. by Gröbner basis computation taking the \( \lambda_{uv} \) to be variables as well. Assuming that \( G \) is spanned by a Laman graph, counting parameters shows that we can expect to get at least one algebraic equation in \( \lambda_{uv} \) for \( uv \in E_G \).

We illustrate the method on NAC-colorings satisfying specific assumptions.

**Proposition 2.1.** Let \( C \) be an algebraic motion of \( (G, \lambda) \). Let \( H = (v_1, v_2, v_3, v_4) \) be a 4-cycle subgraph of \( G \). Let \( \delta \in \text{NAC}_C(C) \) be such that \( H \) is blue and there exist red paths \( P_1 \) and \( P_2 \) from \( v_1 \) to \( v_3 \) and from \( v_2 \) to \( v_4 \) (compare Figure 5). Then \( \lambda_{v_1v_2}^2 + \lambda_{v_3v_4}^2 = \lambda_{v_2v_3}^2 + \lambda_{v_1v_4}^2. \) In particular, the 4-cycle \( H \) has perpendicular diagonals in every injective realization in \( C \).

![Figure 5: NAC-coloring assumed in Proposition 2.1. Ellipses in red indicate red components.](image)

**Proof.** Let \( \nu \) be a valuation making \( \delta \) active. If a sum in a function field is zero, then there are at least two summands with the same valuation, namely, the minimal one [6, Lecture 3]. Therefore, we have that \( \nu(W_{v_1v_2}) = \nu(W_{v_2v_3}) \) due to the cycle consisting of \( P_1 \) and the edges \( v_1v_2 \) and \( v_2v_3 \) (blue edges have lower valuation than red ones in active NAC-colorings). Similarly we get \( \nu(W_{v_1v_4}) = \nu(W_{v_4v_3}) \), \( \nu(W_{v_2v_1}) = \nu(W_{v_1v_4}) \) and \( \nu(W_{v_2v_3}) = \nu(W_{v_3v_4}) \). Therefore, the equations (6) give
\[
\begin{align*}
w_{v_1,v_2} + w_{v_2,v_3} &= w_{v_1,v_3} - w_{v_3,v_4} = w_{v_2,v_3} + w_{v_3,v_4} = w_{v_1,v_2} - w_{v_1,v_4} = 0, \\
z_{v_1,v_2} + z_{v_2,v_3} + z_{v_3,v_4} - z_{v_1,v_4} &= 0.
\end{align*}
\]
The first line gives \( w_{v_1,v_2} = -w_{v_2,v_3} = w_{v_3,v_4} = w_{v_1,v_4} \). Hence, multiplying the second line by \( w_{v_1,v_2} \) and combining it with (5), yields \( \lambda_{v_1v_2}^2 + \lambda_{v_3v_4}^2 = \lambda_{v_2v_3}^2 + \lambda_{v_1v_4}^2. \) Perpendicularity of diagonals follows from the fact that a quadrilateral has orthogonal diagonals if and only if the sums of squares of opposite sides are equal. \( \square \)

**Proposition 2.2.** Let \( G \) be a graph with a flexible labeling \( \lambda \) and an active NAC-coloring \( \delta \) for a given algebraic motion \( C \). Assume that \( G \) has a 3-cycle \( (u_1, u_2, u_3) \) and a 4-cycle \( (v_1, v_2, v_3, v_4) \) both colored in blue, where possibly \( v_1 \) and \( u_1 \) might be equal and similarly \( v_2 \) and \( u_2 \). Furthermore \( v_1 \) and \( u_1 \), \( v_3 \) and \( u_3 \) as well as \( u_2 \), \( v_2 \) and \( v_4 \) are in the same red components (i.e. connected monochromatic subgraph in red) respectively, see Figure 6. Then the 3-cycle is a degenerate triangle — namely, the vertices \( u_1, u_2, u_3 \) are collinear in all realizations in \( C \) — or \( \lambda_{v_1v_2} = \lambda_{v_1v_4} \) and \( \lambda_{v_2v_3} = \lambda_{v_3v_4} \).
The discriminant of this equation is

\[ \lambda_{u_2 u_3}^2 (\lambda_{v_1 v_2}^2 - \lambda_{v_1 v_4}^2)^2 - (\lambda_{u_1 u_2}^2 - \lambda_{u_1 u_3}^2 + \lambda_{u_2 u_3}) (\lambda_{v_1 v_2}^2 - \lambda_{v_1 v_4}^2) r + \lambda_{u_1 u_2}^2 r^2 = 0. \]

The discriminant of this equation is

\[(\lambda_{u_1 u_2} - \lambda_{u_1 u_3} - \lambda_{u_2 u_3}) (\lambda_{u_1 u_2} + \lambda_{u_1 u_3} - \lambda_{u_2 u_3}) (\lambda_{v_1 v_2} - \lambda_{v_1 v_4}) (\lambda_{v_1 v_2} + \lambda_{v_1 v_4})^2.\]

In order to get a non-negative discriminant, the triangle inequalities tell us that either the triangle is degenerate or \( \lambda_{v_1 v_2} = \lambda_{v_1 v_4} \). The latter implies that also \( \lambda_{v_3 v_4} = \lambda_{v_2 v_3} \). \( \square \)

We assume now that the valuation \( \nu \) yields only one active NAC-coloring \( \delta \), i.e., for all choices of the threshold \( \alpha \), (4) gives either \( \delta \), or all edges having the same color. This

---

Figure 6: NAC-coloring assumed in Proposition 2.2. Ellipses in red indicate red components.
assumption implies that \( \{ \nu(W_{u,v}) : uv \in E_G \} = \{ 0, \alpha \} \). Then the equations (6) yield
\[
\sum_{i \in \{ 1, \ldots, n \}} w_{u_i, u_{i+1}} = 0 \quad \text{and} \quad \sum_{i \in \{ 1, \ldots, n \}} z_{u_i, u_{i+1}} = 0
\]
for every cycle \( C = (u_1, \ldots, u_n) \) in \( G \) that is not monochromatic. For monochromatic cycles, the sums are over all edges in the cycle.

Notice that if \( \nu \) yields another active NAC-coloring \( \delta' \) for another threshold, then the set \( \{(\delta(e), \delta'(e)) : e \in E_G \} \) has 3 elements. This motivates the following definition.

**Definition 2.3.** Let \( G \) be a graph and \( N \subseteq \text{NAC}_G \). A NAC-coloring \( \delta \) is called singleton w.r.t. \( N \) if \( \{|(\delta(e), \delta'(e)) : e \in E_G \}| \neq 3 \) for all \( \delta' \in N \). We say just singleton if \( N = \text{NAC}_G \).

Therefore, if \( \mathcal{C} \) is an algebraic motion of \( (G, \lambda) \) and an active NAC-coloring \( \delta \in \text{NAC}_G(\mathcal{C}) \) is a singleton w.r.t. \( \text{NAC}_G(\mathcal{C}) \), then we can apply the procedure described in this section using equation (7) instead of (6). It does not matter whether we apply the procedure with a NAC-coloring or its conjugate, since it just corresponds to swapping \( z_{u,v} \) and \( w_{u,v} \).

### 3 Active NAC-colorings of motions restricted to subgraphs

In this section, we exploit relations between active NAC-colorings of an algebraic motion of a graph and active NAC-colorings of motions obtained by restrictions to (4-cycle) subgraphs.

A \( \mu \)-number is a more precise characteristic of a NAC-coloring than being active. Let Val(\( \mathcal{C} \)) denote all valuations of the function field \( F(\mathcal{C}) \) surjective on \( \mathbb{Z} \) and trivial on \( \mathbb{C} \).

**Definition 3.1.** Let \( \mathcal{C} \) be an algebraic motion of \( (G, \lambda) \). For \( \delta \in \text{NAC}_G \) and a valuation \( \nu \), let
\[
gap(\delta, \nu) := \max \left\{ 0, \min_{e \in E_G} \{ \nu(W_e) : \delta(e) = \text{red} \} - \max_{e \in E_G} \{ \nu(W_e) : \delta(e) = \text{blue} \} \right\}.
\]
We define a \( \mu \)-number
\[
\mu(\delta, \mathcal{C}) := \sum_{\nu \in \text{Val}(\mathcal{C})} \gap(\delta, \nu).
\]

Since there are only finitely many valuations \( \nu \in \text{Val}(\mathcal{C}) \) such that \( \nu(X) \neq 0 \) for a given \( X \in F(\mathcal{C}) \setminus \{0\} \) (see for instance [6, Lecture 6]), there are only finitely many valuations \( \nu \in \text{Val}(\mathcal{C}) \) such that \( \gap(\delta, \nu) \neq 0 \). Hence, we have \( \mu(\delta, \mathcal{C}) \in \mathbb{N}_0 \).

If \( \delta \) is an active NAC-coloring due to a valuation \( \nu \) and threshold \( \alpha \), then we have \( \nu(W_e) > \alpha \geq \nu(W_{e'}) \) for all \( e, e' \) such that \( \delta(e) = \text{red} \) and \( \delta(e') = \text{blue} \), hence \( \gap(\delta, \nu) > 0 \). Otherwise, there must be edges \( e, e' \) such that \( \delta(e) = \text{red} \), \( \delta(e') = \text{blue} \) and \( \nu(W_e) < \nu(W_{e'}) \). Then \( \gap(\delta, \nu) = 0 \). These observations give the following remark.

**Remark 3.2.** The set of active NAC-colorings of an algebraic motion \( \mathcal{C} \) satisfies
\[
\text{NAC}_G(\mathcal{C}) = \{ \delta \in \text{NAC}_G : \mu(\delta, \mathcal{C}) \neq 0 \}.
\]
Let $\mathcal{C}$ be an algebraic motion of a graph $G$ and $G'$ be a subgraph of $G$. We recall a few definitions related to maps between algebraic curves and their function fields. We consider the projection $f: \mathcal{C} \to \mathcal{C}'$ to the vertices of $G'$ and assume that $\mathcal{C}'$ is an algebraic motion of $G'$. The function field $F(\mathcal{C})$ is an algebraic extension of the function field $F(\mathcal{C}')$. The degree of the map $f$ is defined as $\deg(f) := [F(\mathcal{C}) : F(\mathcal{C}')]$, which is the cardinality of the fiber $f^{-1}(y)$ for a generic point $y \in \mathcal{C}'$. More about these notions can be found in [27]. If $\nu \in \Val(\mathcal{C})$, then $\nu(F(\mathcal{C}')) = r\mathbb{Z}$ for some positive integer $r$ and there is a valuation $\nu' \in \Val(\mathcal{C}')$ such that $\nu(x) = r\nu'(x)$ for all $x \in F(\mathcal{C}')$. We say that $\nu$ extends $\nu'$. The integer $r$ is called the ramification index of $\nu$ over $F(\mathcal{C}')$, denoted by $\ram_{F(\mathcal{C})/F(\mathcal{C}')} (\nu)$. Since the residue field of a function field of a curve over complex numbers is always $\mathbb{C}$, we have

$$\sum_{\nu \in \Val(\mathcal{C})} \ram_{F(\mathcal{C})/F(\mathcal{C}')} (\nu) = \deg(f), \tag{8}$$

where $\nu' \in \Val(\mathcal{C}')$; see [6, 8, 10]. Now we are ready to prove the main theorem of this section.

**Theorem 3.3.** Let $\mathcal{C}$ be an algebraic motion of $(G, \lambda)$. Let $G'$ be a subgraph of $G$ and $f : \mathcal{C} \to \mathcal{C}'$ be the projection of $\mathcal{C}$ into an algebraic motion $\mathcal{C}'$ of $G'$. If $\delta' \in \NAC_{G'}$, then

$$\sum_{i=1}^{k} \mu(\delta_i, \mathcal{C}) = \mu(\delta', \mathcal{C}') \cdot \deg(f), \tag{9}$$

where $\{\delta_1, \ldots, \delta_k\} = \{\delta \in \NAC_{G} : \delta|_{E_{G'}} = \delta'\}$.

**Proof.** First, we prove that for every $\nu \in \Val(\mathcal{C})$ we have

$$\gap(\delta', \nu|_{F(\mathcal{C}')} ) = \sum_{i=1}^{k} \gap(\delta_i, \nu). \tag{10}$$

If $\gap(\delta', \nu|_{F(\mathcal{C}')} ) = 0$, then there exist edges $e_1, e_2 \in E_{G'}$ such that $\delta'(e_1) = \text{red}$, $\delta'(e_2) = \text{blue}$ and $\nu|_{F(\mathcal{C}')(W_{e_1})} \leq \nu|_{F(\mathcal{C}')(W_{e_2})}$. Hence, $\gap(\delta_i, \nu) = 0$ for all $i$ since

$$\min_{e \in E_G} \{ \nu(W_e) : \delta_i(e) = \text{red} \} \leq \nu(W_{e_1}) \leq \nu(W_{e_2}) \leq \max_{e \in E_G} \{ \nu(W_e) : \delta_i(e) = \text{blue} \},$$

and the claim holds. Otherwise, let

$$\alpha := \max_{e \in E_{G'}} \{ \nu(W_e) : \delta'(e) = \text{blue} \}, \text{ and}$$

$$\beta := \min_{e \in E_{G'}} \{ \nu(W_e) : \delta'(e) = \text{red} \}.$$

Let $\alpha = \alpha_0 < \alpha_1 < \cdots < \alpha_n = \beta$ be such that $\{\alpha_0, \ldots, \alpha_n\} = [\alpha, \beta] \cap \{\nu(W_e) : e \in E_G\}$. For $i \in \{0, \ldots, n-1\}$, let $\gamma_i$ be the active NAC-coloring obtained from $\nu$ with threshold $\alpha_i$. All NAC-colorings $\gamma_i$ are extensions of $\delta'$, thus $\{\gamma_0, \ldots, \gamma_{n-1}\} \subset \{\delta_1, \ldots, \delta_k\}$. Further, we have for all $j \in \{1, \ldots, k\}$ that either $\gap(\delta_j, \nu) = 0$, or $\gap(\delta_j, \nu) = \alpha_{i_{j+1}} - \alpha_{i_j} = \gap(\gamma_{i_j}, \nu)$ for
some \( i_j \in \{0, \ldots, n-1\} \). In the latter case, \( \delta_j = \gamma_{i_j} \). Figure 7 illustrates the two cases. By this we get

\[
\sum_{j=1}^{k} \text{gap}(\delta_j, \nu) = \sum_{i=0}^{n-1} \text{gap}(\gamma_i, \nu) = \sum_{i=0}^{n-1} (\alpha_{i+1} - \alpha_i) = \beta - \alpha = \text{gap}(\delta', \nu|_{F(C')}).
\]

We can conclude the proof now.

\[
\sum_{j=1}^{k} \mu(\delta_j, C) = \sum_{j=1}^{k} \sum_{\nu \in \text{Val}(C)} \text{gap}(\delta_j, \nu) = \sum_{\nu \in \text{Val}(C)} \sum_{j=1}^{k} \text{gap}(\delta_j, \nu) \tag{10}
\]

\[
= \sum_{\nu' \in \text{Val}(C')} \sum_{\nu \in \text{Val}(C)} \text{gap}(\delta', \nu|_{F(C')}) = \sum_{\nu' \in \text{Val}(C')} \sum_{\nu \in \text{Val}(C)} \text{gap}(\delta', \nu|_{F(C')}) \tag{8}
\]

\[
= \sum_{\nu' \in \text{Val}(C')} \text{gap}(\delta', \nu') \cdot \text{deg}(f) = \text{deg}(f) \cdot \mu(\delta', C').
\]

As an immediate consequence of Theorem 3.3 and Remark 3.2, we get that active NAC-colorings of a subgraph are the restrictions of active NAC-colorings of the whole graph.

**Corollary 3.4.** \( \text{NAC}_{G'}(C') = \{ \delta|_{E_{G'}} \in \text{NAC}_G(C): \delta \in \text{NAC}_G(C) \} \), with notation as in Theorem 3.3.

In order to classify motions of a graph, we use restrictions to 4-cycles. Now we focus on types of NAC-colorings and motions of a 4-cycle.
**Definition 3.5.** Let $C_4 = (v_1, v_2, v_3, v_4)$ be a 4-cycle with a fixed order of vertices. The type of $\delta \in \text{NAC}_{C_4}$ is

- \(O\) if $\delta(v_1v_2) = \delta(v_3v_4)$, or
- \(L\) if $\delta(v_1v_2) = \delta(v_1v_4)$, or
- \(R\) otherwise, see also Figure 8.

The terminology \((O, L, R)\) comes from the edge with the same color as the bottom one if the vertices of the 4-cycle are numbered counterclockwise starting with the bottom left, see Figure 8. From now on, we always assume a fixed order of vertices for a 4-cycle.

![Figure 8: Labeling of the 4-cycle $C_4$ and notation for conjugated NAC-colorings.](image)

Table 1 classifies the motions of $C_4$ with various labelings $\lambda$ according to the types of active NAC-colorings. The fixed order of vertices used for defining the types is the counterclockwise numbering starting at bottom left as in Figure 8. The computations in Appendix A show how motions determine NAC-colorings. Since the table is complete we also know that active NAC-colorings do imply a motion. There might be different algebraic motions compatible with the same $\lambda$, since the zero set of (1) is not necessarily irreducible. An odd deltoid has a degenerate component, where two vertices $v_1$ and $v_3$ coincide, similarly even deltoid and rhombus. If the opposite edge lengths are equal, then there are two non-degenerate motions: parallel and antiparallel.

It is well known that the graphs $L_i$ (Figure 3) are movable by making the vertical edges in the figure parallel and same lengths. Looking at 4-cycles shows that this is the only option.

**Corollary 3.6.** Let $i \in \{1, \ldots, 6\}$. If $\lambda$ is a proper flexible labeling of $L_i$, then every 4-cycle that is colored nontrivially by $\delta_i$ (see Figure 9), is a parallelogram.

**Proof.** Since $\delta_i$ is the only NAC-coloring of $L_i$ modulo conjugation, it is the only active one in every algebraic motion. As we see in Figure 9, the restriction of $\delta_i$ to each nontrivially colored 4-cycle is of type $O$ (square). According to Table 1, it must be in a parallel motion. \(\square\)

We compute the $\mu$-numbers for active NAC-colorings of a 4-cycle in order to be able to use formula (9) to construct a system of equations based on restrictions to 4-cycles.

**Theorem 3.7.** Let $C$ be an algebraic motion of $C_4$. If $\delta \in \text{NAC}_{C_4}(C)$, then $\mu(\delta, C) = 1.$
respectively (see Figure 8). We set $\nu \equiv 0$, i.e., the corresponding NAC-coloring is active for the graph of $\mu$.

**Proof.** There are three possible NAC-colorings of $C_4 = (v_1, v_2, v_3, v_4)$ modulo conjugation. W.l.o.g., we assume that the edge $v_1v_2$ is fixed and $\delta(v_1v_2) = \text{blue}$. Let $\delta_O, \delta_L$ and $\delta_R$ be the three possibilities for $\delta$ with types $\square\square\square\square$, $\square\square\square\square$ and $\square\square\square\square$ respectively (see Figure 8). We set $\mu_O := \mu(\delta_O, C), \mu_L := \mu(\delta_L, C)$ and $\mu_R := \mu(\delta_R, C)$. We want to show that if $\mu_O, \mu_L$ or $\mu_R$ is nonzero, i.e., the corresponding NAC-coloring is active for $C$, then it equals 1.

Let $f : C \to C_f$, resp. $g : C \to C_g$, be the projection of $C$ into realizations of the subgraph of $C_4$ induced by removing vertex $v_3$, resp. $v_4$. For these two subgraphs, we set $\mu_f := \mu(\square\square\square\square, C_f)$ and $\mu_g := \mu(\square\square\square\square, C_g)$. Theorem 3.3 gives

$$\mu_O + \mu_R = \mu_f \cdot \deg(f), \quad \mu_O + \mu_L = \mu_g \cdot \deg(g). \quad (11)$$

We assume that $v_1$ and $v_3$ do not coincide in $C_g$, i.e., $C_g$ is a curve. Since $v_1v_2$ is fixed, $\rho(v_1) = \rho(v_2) = (0, 0)$. By the definition of $W_{2,3}$ and $Z_{2,3}$, we have $2(x_3 - \lambda(v_1v_2)) = W_{2,3} + Z_{2,3} = W_{2,3} + \lambda(v_2v_3)^2/W_{2,3}$. Hence, $x_3 \in \mathbb{C}(W_{2,3})$. Similarly, $y_3 \in \mathbb{C}(W_{2,3})$. Thus, the rational function field $\mathbb{C}(W_{2,3})$ is the function field of $C_g$. But there are only two valuations $v_1, v_2$ of $\mathbb{C}(W_{2,3})$ trivial on $\mathbb{C}$ such that $\nu_i(\lambda_{12}) \neq 0$ (compare [6, Lecture 3]). Those valuations yield $\nu_1(W_{2,3}) = 1$ and $\nu_2(W_{2,3}) = -1$. Since $\nu_i(W_{1,2}) = \nu_i(\lambda(v_1v_2)) = 0$, we have $\mu_g = \operatorname{gap}(\square\square\square\square, v_1) + \operatorname{gap}(\square\square\square\square, v_2) = 1 + 0 = 1$. Analogously, if $v_2$
and $v_4$ do not coincide in $C_f$, $\mu_f = 1$. Hence, (11) simplifies to
\[ \mu_O + \mu_R = \deg(f), \quad \mu_O + \mu_L = \deg(g). \]

The degree of $g$ is the number of possibilities we have for extending a realization of the subgraph to a realization of $C_4$. The vertex $v_4$ in $C$ lies in the intersection of two circles centered at vertices $v_1$ and $v_3$, but one point of the intersection might not be in $C$. Hence, $\deg(g), \deg(f) \in \{1, 2\}$. We treat all non-degenerate motions separately.

- If the motion $C$ is antiparallel, then $\mu_L > 0, \mu_R > 0$ and $\mu_O = 0$. Only one of the two possible positions of $v_4$, resp. $v_3$, yields an antiparallelogram, since the other gives a parallelogram. Therefore, we have $\deg(f) = \deg(g) = 1$, and hence $\mu_R = \mu_L = 1$.

- If the motion $C$ is parallel, then $\mu_L = 0, \mu_R = 0$ and $\mu_O > 0$. Since one of the intersection points lies on the antiparallel component, we have $\deg(f) = \deg(g) = 1$ and thus $\mu_O = 1$.

- Similarly for a rhombus as one of the intersection points lies on a degenerate component.

- If $C$ is general, then $\deg(f) = \deg(g) = 2$ since the coordinates of the missing vertex both lie on the curve $C$. Since all possible NAC-colorings are active, we know that $\mu_O, \mu_L$ and $\mu_R$ are non-zero. Hence, $\mu_O = \mu_L = \mu_R = 1$.

- If $C$ is an odd deltoid, then $\mu_L > 0, \mu_O > 0$ and $\mu_R = 0$ (see Table 1). Since the degree of $g$ is two, $\mu_O = \mu_L = 1$. The equations imply $\deg(f) = 1$ which is indeed the case, since one point of the intersection does not lie on $C$, but on the degenerate component. Similarly, $\mu_O = \mu_R = 1$ for an even deltoid.

If $C$ is the degenerate component of an odd deltoid, then $\mu_L = 0, \mu_O = 0$ and $\mu_R > 0$. From the first equation in (11), $\mu_R = \mu_f \cdot \deg(f) = \deg(f)$, which is one since $v_3$ coincides with $v_1$. Therefore, $\mu_R = 1$. Other degenerate motions follow analogously.

The main step of our classification approach is to find possible sets of active NAC-colorings of an algebraic motion using the condition on $\mu$-numbers from Theorem 3.3 for restrictions to 4-cycles. We introduce a consistency condition without assuming an algebraic motion.

**Definition 3.8.** Let $H_1, \ldots, H_k$ be some 4-cycles of a graph $G$ such that for each $H_i$ there is a $\delta \in \text{NAC}_G$ with $\delta(E_{H_i}) = \{\text{red, blue}\}$. A subset $N \subset \text{NAC}_G$ is called *consistent with the 4-cycles* $H_1, \ldots, H_k$ if there is a vector of nonnegative integers $(\mu_{\delta})_{\delta \in \text{NAC}_G}$ such that:

(i) $\mu_{\delta} \neq 0$ if and only if $\delta \in N$, and

(ii) for each 4-cycle $H_i$, there exists a positive integer $d_i$ such that

\[ \sum_{\delta \in \text{NAC}_G, \delta \mid E_{H_i} = \delta'} \mu_{\delta} = d_i \]

for all $\delta' \in \{\delta \mid E_{H_i} \in \text{NAC}_{H_i}; \delta \in N\}$. 


We omit the specification of the 4-cycles if we consider all 4-cycles satisfying the assumption.

The following corollary justifies that the sets of NAC-colorings consistent with 4-cycles form a superset of sets of active NAC-colorings of algebraic motions.

**Corollary 3.9.** Let $C$ be an algebraic motion of a graph $G$. Let $H_1, \ldots, H_k$ be some 4-cycles of $G$. Let $C_1, \ldots, C_k$ be the images of $C$ by the projections to the realizations of $H_1, \ldots, H_k$. If $C_1, \ldots, C_k$ are curves, then the set of active NAC-colorings $\text{NAC}_G(C)$ is consistent with the 4-cycles $H_1, \ldots, H_k$.

**Proof.** We set $\mu_\delta := \mu(\delta, C)$. The condition (i) of Definition 3.8 follows from Remark 3.2. Regarding (ii): for $i \in \{1, \ldots, k\}$, if $\delta' \in \{\delta |_{E_{H_i}} \in \text{NAC}_{H_i}: \delta \in \text{NAC}_G(C)\} \overset{3.4}{=} \text{NAC}_{H_i}(C_i)$, then
\[
\sum_{\delta \in \text{NAC}_G} \mu_\delta \overset{3.3}{=} \mu(\delta', C_i) \cdot \deg(f_i) \overset{3.7}{=} \deg(f_i) > 0.
\]

4 Consistent motion types

Corollary 3.9 justifies that if there is an algebraic motion of $(G, \lambda)$, then the set of active NAC-colorings is consistent with 4-cycles. In order to classify proper flexible labelings of a graph $G$, we want to determine all possible candidate sets of active NAC-colorings. A possible approach would be to check consistency with all 4-cycles for each subset of $\text{NAC}_G$.

We use a slightly modified approach, which seems to be more efficient: instead of assuming a set of NAC-colorings, we make an assumption on the motions of quadrilaterals. The motions determine the active NAC-colorings of the 4-cycles. From these, we construct the system of equations according to Definition 3.8 and check possible solutions. The nonzero entries of a solution give us a set of active NAC-colorings consistent with 4-cycles. We also say “motion types consistent with 4-cycles”, since a motion type defines the equation (ii) in Definition 3.8. If a combination of motion types is not consistent with a subset of 4-cycles, then every extension of this combination to all 4-cycles can be skipped. Hence, we iteratively extend the assumption on motion types and check the consistency. We describe the procedure in detail now.

**CheckConsistency** (Algorithm 1): We check consistency for given types of motion of 4-cycles. Let $H_1, \ldots, H_k$ be 4-cycles of $G$ such that there exists a $\delta \in \text{NAC}_G$ with $\delta(E_i) = \{\text{red}, \text{blue}\}$. Since we are interested only in proper flexible labelings, the types of active NAC-colorings $m_i$ of a 4-cycle $H_i$ must correspond to a non-degenerate motion (compare with Table 1):

- $p = \{\square\} = \{O\}$ (parallelogram/rhombus), or
- $a = \{\square, \square\} = \{L, R\}$ (antiparallelogram), or
- $o = \{\square, \square\} = \{O, L\}$ (odd deltoid), or
• $e = \{ \square, \square \} = \{ O, R \}$ (even deltoid), or

• $g = \{ \square, \square, \square \} = \{ O, L, R \}$ (general).

We use the notation $p, a, o, c, g$ both for sets of types of active NAC-colorings and motion types. Having an ansatz $(m_1, \ldots, m_k) \in \{ p, a, o, c, g \}^k$ of motion types of the 4-cycles, we construct the set of equations in variables $\mu_\delta$ for all $\delta \in \text{NAC}_G$. According to Corollary 3.4, $\mu_\delta = 0$ for all $\delta \in \text{NAC}_G$ such that the type of $\delta |_{E_{H_i}}$ is not in $m_i$ for some $H_i$. For each $H_i$, the equations from Definition 3.8(ii) are added for $\delta$ whose restriction has a type in $m_i$. Since we do not know the $d_i$, we consider the equations with $d_i$ eliminated. In particular, there is no equation added if $m_i = p$. If the obtained system of equations allows a nontrivial nonnegative solution, then $(m_1, \ldots, m_k)$ is consistent with 4-cycles. Example 4.3 shows the system of equations for a specific assumption of motion types of 4-cycles of $K_{3,3}$.

We remark that if $(m_1, \ldots, m_k)$ are motion types of an algebraic motion with a flexible labeling $\lambda$, then all $m_i \in \{ g, p, a, c, o \}$ enforce some edge lengths to be equal, e.g. if $m_i \in \{ a, p \}$, then the opposite edges of $H_i$ have the same lengths.

**Algorithm 1 CheckConsistency**

**Input:** Motion types $(m_1, \ldots, m_k) \in \{ g, p, a, c, o \}^k$ for 4-cycle subgraphs $H_1, \ldots, H_k$

**Output:** Consistency of the motion types with the 4-cycles

1: $R := \emptyset$
2: for $\delta \in \text{NAC}_G$ do
3: if $\exists i \in \{ 1, \ldots, k \} : \text{type of } \delta |_{E_{H_i}} \notin m_i$ then
4: Add the equation $\mu_\delta = 0$ into $R$.
5: end if
6: end for
7: for $i \in \{ 1, \ldots, k \}$ do
8: Add the equations
9: \[
\sum_{\delta \in \text{NAC}_G} \mu_\delta = \cdots = \sum_{\text{type of } \delta |_{E_{H_i}} = t_1} \mu_\delta
\]
10: into $R$, where $\{ t_1, \ldots, t_s \} = m_i$.
11: end for
12: return Boolean value whether $R$ has a nonzero solution with nonnegative entries

**Algorithm 2 ConsistentTypes:** In order to find all combinations of consistent motion types, let $H_1, \ldots, H_\ell$ be all nontrivially colored 4-cycles of $G$. In the $i$-th iteration, we extend all consistent motion types for $H_1, \ldots, H_{i-1}$ by all $m_i \in \{ g, p, a, c, o \}$ and do CheckConsistency.

**Remark 4.1.** Moreover, we check also the following necessary conditions:

(i) Let $\lambda$ be edge lengths enforced by $(m_1, \ldots, m_k)$. The edge lengths of the 4-cycles with the motion type $g$ must be general, i.e., pairs of edges cannot have the same length.
(ii) For \( \lambda \) as in (i), the subgraphs isomorphic to \( K_{2,3} \) cannot have all edge lengths to be the same. Otherwise, two vertices have to coincide.

(iii) If there are two 4-cycles \((v_1, v_2, v_3, v_4)\) and \((v_1, v_2, v_5, v_4)\), then they are not allowed to have motion types \(aa, pp, co\) or \(ae\). The first two cases would coincide vertices, the third one would imply that one of the deltoids is actually a rhombus, and the last one would force the antiparallelogram to have all lengths equal.

A possible heuristic to reduce the number of cases is to sort the 4-cycles so that \(H_{i+1}\) shares some edges with \(H_i\), if possible.

Having the set of possible motion types from \textsc{ConsistentTypes}, we consider only non-isomorphic cases. Motion types \((m_1, \ldots, m_\ell)\) and \((m'_1, \ldots, m'_\ell)\) are isomorphic if there exists an element of the automorphism group of \(G\) such that the sets of edges with the same lengths enforced by \((m_1, \ldots, m_\ell)\) are the images of the sets of edges with the same lengths enforced by \((m'_1, \ldots, m'_\ell)\). In other words, motion types of 4-cycles are preserved when the automorphism is applied, taking into account that \(o\) and \(e\) sometimes interchange.

For a representative of each isomorphism class, we consider the system of equations from \textsc{CheckConsistency}. For each nonnegative solution of the system, a set of possible active NAC-colorings consistent with 4-cycles is given by Definition 3.8(i). Clearly, the solutions with the same nonzero entries give the same sets of active NAC-colorings.

**Algorithm 2** \textsc{ConsistentTypes}

**Input:** All 4-cycle subgraphs \(H_1, \ldots, H_\ell\)

**Output:** Set \(S\) of possible motion types of 4-cycles.

1: \(S_{\text{prev}} := \emptyset\)
2: \(\text{for } i \in \{1, \ldots, \ell\} \text{ do}\)
3: \(S := \emptyset\)
4: \(\text{for } (m_1, \ldots, m_{i-1}) \in S_{\text{prev}} \text{ do}\)
5: \(\text{for } m_i \in \{a, p, a, e, o\} \text{ do}\)
6: \(\text{if } \text{CheckConsistency}((m_1, \ldots, m_i, H_1, \ldots, H_i) \text{ and } 4.1(i)-(iii) \text{ then}\)
7: \(\text{Add } (m_1, \ldots, m_i) \text{ to } S\)
8: \(\text{end if}\)
9: \(\text{end for}\)
10: \(S_{\text{prev}} := S\)
11: \(\text{end for}\)
12: \(\text{end for}\)
13: \(\text{return } S\)

**Remark 4.2.** For each set of active NAC-colorings for motion types \(M = (m_1, \ldots, m_\ell)\), we determine all 4-cycles with orthogonal diagonals due to being deltoids, an active NAC-coloring satisfying the assumption of Proposition 2.1, or a consequence of the previous two. Assume now that \(H_i\) has orthogonal diagonals. The following cases are checked:

(i) If \(m_i = a\), then \(M\) is invalid, since antiparallelograms cannot have orthogonal diagonals.
(ii) If $m_i = p$, then all edges of $H_i$ have the same lengths. The conditions (i) and (ii) in Remark 4.1 have to be verified for edge lengths enforced by $M$ and this extra condition.

(iii) If $m_i = g$ and two incident edges of $H_i$ are enforced by $M$ to have the same lengths, then also the lengths of the other two edges are equal, which contradicts that $H_i$ is general.

The necessary conditions in Remarks 4.1 and 4.2 are sufficient for $K_{3,3}$, see Example 4.3, but not in general — there are motion types of graph $Q_1$ satisfying the conditions but yielding coinciding vertices, see (g) in Table 3 in Section 5.

Here is a summary on how to get pairs of motion types and a set of active NAC-colorings that are possible for non-degenerate motions of the graph, modulo graph automorphism:

(i) Find all motion types consistent with 4-cycles using CONSISTENTTYPES and Remark 4.1.

(ii) Identify isomorphism classes of the consistent motion types.

(iii) For a representative of each class, determine all possible sets of active NAC-colorings.

(iv) Check the conditions of Remark 4.2 related to orthogonality of diagonals.

We provide our implementation of the method in [11].

**Example 4.3.** We illustrate our method on the well-known example of $K_{3,3}$ by describing all proper flexible labelings. Dixon [7] showed two ways to construct such a labeling, see below. Walter and Husty [30] proved that these are the only two cases. We prove the same using our method. Let $V_{K_{3,3}} = \{1, \ldots, 6\}$ and $E_{K_{3,3}} = \{ij: i \in \{1,3,5\}, j \in \{2,4,6\}\}$, see Figure 10. A proper flexible labeling $\lambda$ of $K_{3,3}$ with an algebraic motion $\mathcal{C}$ is called

**Dixon I type** if for every realization $\rho \in \mathcal{C}$, the points $\rho(1), \rho(3)$ and $\rho(5)$, resp. $\rho(2), \rho(4)$ and $\rho(6)$ are collinear and these two lines are orthogonal, or

**Dixon II type** if for every realization $\rho \in \mathcal{C}$, the points $\rho(1), \rho(3)$ and $\rho(5)$, resp. $\rho(2), \rho(4)$ and $\rho(6)$, lie in vertices of a rectangle $R_1$, resp. $R_2$, such that the intersection of diagonals of $R_1$ and $R_2$ is the same and the sides of $R_1$ are parallel or perpendicular to the sides of $R_2$ (see Figure 11).

There are only two NAC-colorings of $K_{3,3}$ up to symmetries and conjugation, see Figure 10. We denote them by $\omega_k$ for $k \in V_{K_{3,3}}$ and $\epsilon_{kl}$ for $kl \in E_{K_{3,3}}$, where for an edge $ij \in E_{K_{3,3}}$:

\[
\omega_k(ij) = \text{blue} \iff k \in \{i,j\},
\]

\[
\epsilon_{kl}(ij) = \text{blue} \iff \{k,l\} = \{i,j\} \vee \{k,l\} \cap \{i,j\} = \emptyset.
\]

Let $H_1, \ldots, H_9$ be the 4-cycles $(1, 2, 3, 4), (1, 2, 3, 6), (1, 4, 3, 6), (1, 2, 5, 6), (2, 3, 6, 5), (2, 3, 4, 5), (3, 4, 5, 6), (1, 4, 5, 6), (1, 2, 5, 4)$ respectively. To illustrate CHECKCONSISTENCY,
we assume motion types of some 4-cycles and construct the equations:

\[
H_1 : \epsilon \\
\mu_{\omega_3} = \mu_{\omega_1} = \mu_{\epsilon_{36}} = \mu_{\epsilon_{16}} = 0 , \\
\mu_{\epsilon_{34}} + \mu_{\epsilon_{14}} + \mu_{\epsilon_{23}} + \mu_{\epsilon_{12}} = \mu_{\omega_4} + \mu_{\epsilon_{45}} + \mu_{\omega_2} + \mu_{\epsilon_{25}}, \\
H_2 : \eta \\
\mu_{\omega_3} = \mu_{\omega_1} = \mu_{\epsilon_{34}} = \mu_{\epsilon_{14}} = \mu_{\omega_6} = \mu_{\epsilon_{56}} = \mu_{\omega_2} = \mu_{\epsilon_{25}} = 0 , \\
H_3 : \alpha \\
\mu_{\epsilon_{36}} = \mu_{\epsilon_{16}} = \mu_{\epsilon_{34}} = \mu_{\epsilon_{14}} = 0 , \\
\mu_{\omega_3} + \mu_{\omega_1} + \mu_{\epsilon_{23}} + \mu_{\epsilon_{12}} = \mu_{\omega_6} + \mu_{\epsilon_{56}} + \mu_{\epsilon_{24}} + \mu_{\epsilon_{45}}, \\
H_4 : \eta \\
\mu_{\omega_5} + \mu_{\omega_1} + \mu_{\epsilon_{45}} + \mu_{\epsilon_{14}} = \mu_{\epsilon_{35}} + \mu_{\epsilon_{16}} + \mu_{\epsilon_{35}} + \mu_{\epsilon_{12}} = \mu_{\omega_6} + \mu_{\epsilon_{36}} + \mu_{\epsilon_{25}} + \mu_{\epsilon_{23}}, \\
H_6 : \eta \\
\mu_{\omega_5} = \mu_{\omega_3} = \mu_{\epsilon_{36}} = \mu_{\epsilon_{36}} = 0 , \\
\mu_{\omega_4} + \mu_{\epsilon_{14}} + \mu_{\epsilon_{23}} + \mu_{\epsilon_{12}} = \mu_{\epsilon_{45}} + \mu_{\epsilon_{34}} + \mu_{\epsilon_{35}} + \mu_{\epsilon_{25}}, \\
H_9 : \eta \\
\mu_{\omega_5} = \mu_{\omega_1} = \mu_{\epsilon_{36}} = \mu_{\epsilon_{16}} = \mu_{\omega_4} = \mu_{\epsilon_{34}} = \mu_{\omega_2} = \mu_{\epsilon_{23}} = 0 .
\]

The summands that are immediately zero are colored gray. There is no nontrivial solution, since \( \mu_{\epsilon_{45}} \) and \( \mu_{\epsilon_{12}} \) must be zero. Hence, these motion types are not consistent with 4-cycles.

The output of the whole method described in Section 3 obtained by computer is summarized in Table 2 (see [11, 20]). The motion types consistent with \( H_1, \ldots, H_9 \) and the corresponding sets of active NAC-colorings are in the first and second column. The third column indicates the number of motion types isomorphic to the chosen representative.

| Motions types of \((H_1, \ldots, H_9)\) | Active NAC-colorings | # isomorphic | Type of motion |
|----------------------------------------|----------------------|--------------|----------------|
| g g g g g g g g g g g g               | \( \{\epsilon_{12}, \epsilon_{23}, \epsilon_{34}, \epsilon_{14}, \epsilon_{16}, \epsilon_{36}, \omega_1, \omega_3\} \) | 6            | Dixon I        |
| o o o g g g g g g g g g               | \( \{\epsilon_{12}, \epsilon_{23}, \epsilon_{34}, \epsilon_{14}\} \) | 9            |               |
| p o o g g g a g g g g g g e           | \( \{\epsilon_{12}, \epsilon_{34}, \omega_5, \omega_6\} \) | 18           | Dixon II       |

Table 2: Consistent motion types and active NAC-colorings of \( K_{3,3} \).

We show that the first three lines are of Dixon I type. Since \( \epsilon_{12}, \epsilon_{23}, \epsilon_{34} \) are active, we have that the 4-cycles \((3, 4, 5, 6), (1, 4, 5, 6) \) and \((1, 2, 5, 6) \) have perpendicular diagonals by Proposition 2.1. It immediately follows that 1, 3 and 5, resp. 2, 4 and 6 are collinear and these two lines are orthogonal. We remark that the second and third line are special cases when some 4-cycles are deltoids. The 4-cycle \( H_1 \) in the third line is actually a rhombus. They are depicted in Figure 11.
To show that the last line is a Dixon II motion, consider a realization compatible
with edge lengths enforced by the motion types. The positions of the vertices of the antipar-
allelogram \((2, 3, 6, 5)\) together with the edge lengths determine the position of the vertex 4,
since the 4-cycle \((3, 4, 5, 6)\) has perpendicular diagonals due to the active NAC-coloring \(\epsilon_{12}\).
The position of 1 is then determined since \((1, 2, 3, 4)\) is a parallelogram. Since \((1, 4, 5, 6)\) is
an antiparallelogram, the vertices lie on the two rectangles as required, see Figure 11.

![Figure 11: The first three realizations illustrate Dixon I motion of \(K_{3,3}\) — a general one
and two special cases. The right one is Dixon II motion (same colors indicate same edge
lengths).](image)

We remark that a computer-free proof can be obtained by combining the results
from Sections 2 and 3 with the approach used in [9] to classify all motions of \(K_{3,3}\) on the
sphere.

5 Classification of motions of \(Q_1\)

The goal of this section is to classify all proper flexible labelings of the graph \(Q_1\) using the
tools developed in the previous sections. We determine consistent motion types and active
NAC-colorings by the method from Section 4. These are obtained by computer using our
implementation of the method in the FlexRiLoG package [11]. Using Proposition 2.2, it
appears that the unique triangle is actually degenerate for every consistent motion type
(a proof without the method from the previous section was presented in [14]). Then we
obtain necessary algebraic conditions on \(\lambda\) from singleton NAC-colorings by the technique
from Section 2. Using the computer algebra system SAGEMath [29], we identify six groups
of motion types of 4-cycles, giving altogether eight motion families — irreducible algebraic
sets of proper flexible labelings (see [20] for computations and animations). For the general
idea, we present the analysis of two cases in the next sections. The remaining ones are
illustrated in Figure 12 and fully analyzed in [12]. The NAC-colorings of \(Q_1\) are shown in
Figure 13. The figure also depicts the vertex labels we use.

Table 3 summarizes the computation of consistent motion types, where \(H_1, \ldots, H_7\)
are the 4-cycles \((1, 3, 2, 4), (1, 3, 7, 4), (2, 3, 7, 4), (1, 3, 7, 5), (1, 4, 7, 5), (2, 4, 7, 6), (2, 3, 7, 6)\)
respectively. The column “Motion family” indicates to which family of proper flexible label-
ings of \(Q_1\) a particular row belongs. The next column gives information on the dimension
of this family.
Figure 12: The graph $Q_1$ has 8 families of proper flexible labelings. Figures 15 and 16 show two of them. Representatives for the remaining ones are depicted here.

5.1 Motion family I

We prove that Case (a) gives a 4-dimensional family of proper flexible labelings. These proper flexible labelings can be actually constructed by [15, Lemma 4.4]. The motion types in Case (a) enforce some equal edge lengths: $\lambda_{13} = \lambda_{24} = \lambda_{57} = \lambda_{67}$, $\lambda_{14} = \lambda_{23}$, $\lambda_{15} = \lambda_{37}$, $\lambda_{26} = \lambda_{47}$ (see also Figure 14). Since the NAC-colorings $\epsilon_{13}$, $\epsilon_{24}$ and $\eta$ are singletons, we can compare leading coefficients as described in Section 2 to obtain the following equations for $\lambda$:

$$
\begin{align*}
(\lambda_{56} - 2\lambda_{67})(\lambda_{56} + 2\lambda_{67})(\lambda_{47} - \lambda_{67})(\lambda_{47} + \lambda_{67}) = 0 & \quad (\epsilon_{13} \text{ active}), \\
(\lambda_{56} - 2\lambda_{67})(\lambda_{56} + 2\lambda_{67})(\lambda_{37} - \lambda_{67})(\lambda_{37} + \lambda_{67}) = 0 & \quad (\epsilon_{24} \text{ active}), \\
(\lambda_{56} - 2\lambda_{67})(\lambda_{56} + 2\lambda_{67})(\lambda_{23} - \lambda_{67})(\lambda_{23} + \lambda_{67}) = 0 & \quad (\eta \text{ active}).
\end{align*}
$$

(12)

Figure 13: NAC-colorings of the graph $Q_1$, modulo conjugation.
### Motions types of $(H_1, \ldots, H_7)$

| Motions types of $(H_1, \ldots, H_7)$ | Active NAC-colorings | # isom. | Motion family | Dim. |
|---------------------------------------|----------------------|--------|---------------|------|
| (a) g g g p p g g | $\{\epsilon_{13}, \epsilon_{24}, \eta\}$ | 2 | I | 4 |
| (b) p o a p o p e | $\{\epsilon_{13}, \eta\}$ | 4 | $\subset I, IV_-, V, VI$ | 2 | Sec. 5.1 |
| (c) p e e p p a a | $\{\epsilon_{13}, \epsilon_{24}\}$ | 2 | $\subset I, II, III$ | 2 |
| (d) o g g g g g | $\{\epsilon_{ij}, \gamma_1, \gamma_2, \psi_1, \psi_2\}$ | 1 | $I_- \cup I_+$ | 5 |
| (e) p e e g g g g | $\{\epsilon_{13}, \epsilon_{14}, \epsilon_{23}, \epsilon_{24}\}$ | 1 | $\subset I_- \cup I_+$ | 4 | Sec. 5.2 |
| (f) o g g g p g g | $\{\epsilon_{13}, \epsilon_{24}, \gamma_1, \gamma_2\}$ | 4 | $\subset II_- \cup IV_-$ | 3 |
| (g) o g g e g g e | $\{\epsilon_{13}, \epsilon_{23}, \gamma_1, \gamma_2\}$ | 2 | $\subset II_-, \text{deg.}$ | 2 |
| (h) o g g g a a g | $\{\epsilon_{13}, \epsilon_{24}, \psi_1, \psi_2, \zeta\}$ | 2 | III | 3 | [12] |
| (i) g g a p p o g | $\{\epsilon_{13}, \epsilon_{24}, \psi_1, \psi_2\}$ | 4 | $IV_- \cup IV_+$ | 4 | [12] |
| (j) g g g e g p e | $\{\epsilon_{13}, \gamma_2, \phi_3\}$ | 4 | V | 3 | [12] |
| (k) p g g e g g e | $\{\epsilon_{13}, \epsilon_{23}, \eta, \zeta\}$ | 2 | VI | 3 | [12] |

Table 3: The cases of consistent motion types and active NAC-colorings of $Q_1$.

The second and fourth factor cannot vanish due to positive edge lengths. If the first factor does not vanish, then $\lambda_{13} = \lambda_{24} = \lambda_{57} = \lambda_{67} = \lambda_{14} = \lambda_{23} = \lambda_{15} = \lambda_{37} = \lambda_{26} = \lambda_{47}$, which contradicts injective realizations (e.g. the $K_{2,3}$ subgraph induced by 1, 2, 3, 4 and 7 has no injective realization). Hence, $\lambda_{96} = 2\lambda_{67} = \lambda_{57} + \lambda_{67}$, i.e., the triangle $(5, 6, 7)$ is degenerate.

If we fix the vertices 5 and 6 and consider $\lambda_{67}, \lambda_{23}, \lambda_{37}$ and $\lambda_{47}$ also as variables, then the zero set of the system (1) has dimension 5, as one can check by Gröbner basis computation. There are only 4 parameters, therefore if we fix $\lambda_{67}, \lambda_{23}, \lambda_{37}$ and $\lambda_{47}$, then there is a curve of solutions. Hence, the labeling is flexible whenever it is realizable. If the parameters are general enough, for instance pairwise distinct, then the labeling is proper flexible. A realization compatible with such an instance is shown in Figure 15. Cases (b) and (c) are special cases of Case (a), see [12].

![Figure 14: Edge lengths enforced by motion types (a) and (d): same color indicates equality of edge lengths (except for gray).](image)
5.2 Motion families II− and II+.  

We focus now on Case (d), since the Cases (e)–(g) are its subcases [12]. If \( \gamma_1 \), resp. \( \gamma_2 \) is active, then the 4-cycle \( H_3 = (2, 3, 7, 4) \), resp. \( H_2 = (1, 3, 7, 4) \) has orthogonal diagonals by Proposition 2.1. Together with the motion types of \( H_1 \), \( H_2 \) and \( H_3 \), this implies that the vertices 1, 2 and 7 are collinear. The motion types enforce \( \lambda_{13} = \lambda_{23} \) and \( \lambda_{14} = \lambda_{24} \) (see Figure 14). The triangle \((5, 6, 7)\) must be degenerate, otherwise Proposition 2.2 for \( \epsilon_{13} \) gives \( \lambda_{24} = \lambda_{47} \), but three distinct collinear points 1, 2 and 7 cannot have the same distance to vertex 4. Allowing also negative edge lengths in the degenerate triangle, all three cases are covered by the equation \( \lambda_{56} = \lambda_{57} + \lambda_{67} \).

The active NAC-colorings \( \epsilon_{13}, \epsilon_{14}, \epsilon_{23}, \epsilon_{24}, \gamma_1 \) and \( \gamma_2 \) are singletons. The zero set of the system of equations they provide together with the enforced edge lengths and the triangle equality \( \lambda_{56} = \lambda_{57} + \lambda_{67} \) has two irreducible components \( \Pi_- \) and \( \Pi_+ \) given by

\[
\begin{align*}
-\lambda_{24}^2 + \alpha \lambda_{15} \lambda_{26} + \lambda_{37}^2 + \lambda_{57} \lambda_{67} &= 0, \\
\lambda_{13} &= \lambda_{23}, \\
\lambda_{14} &= \lambda_{24}, \\
\lambda_{24}^2 + \lambda_{37}^2 &= \lambda_{23}^2 + \lambda_{47}^2, \\
\lambda_{57} + \lambda_{67} &= \lambda_{56},
\end{align*}
\]

where \( \alpha \in \{-1,1\} \) (see [20]). The dimension of both varieties is 5. If we construct the system of equations for vertex coordinates, taking the \( \lambda_{ij} \) as variables, the dimension is 6. Therefore, a generic fiber of the projection from the whole zero set to \( \Pi_- \), resp. \( \Pi_+ \), has positive dimension. Hence, a generic \( \lambda \) in \( \Pi_- \cup \Pi_+ \) that is realizable is flexible. An example of a proper flexible labeling in \( \Pi_+ \) is \( \lambda_{13} = \lambda_{23} = 14, \lambda_{15} = 9, \lambda_{26} = 12, \lambda_{37} = 10, \lambda_{47} = 5, \lambda_{14} = \lambda_{24} = 11, \lambda_{56} = 1, \lambda_{57} = -3, \lambda_{67} = 4 \). A parametrization of the motion can be found in [12], as well as an example of a proper flexible labeling in \( \Pi_- \). Figure 16 illustrates \( \Pi_+ \).

6 Conclusion

Possible cases of motions of a graph with algebraic constraints on edge lengths can be obtained by the methods presented in this paper. They do, however, depend on computations and therefore on available computing power. It is feasible to compute the possible sets of active NAC-colorings for all graphs in Figure 3. The previous classification for \( K_{3,3} \) used expensive resultant computations, whereas our method in this case only needs linear system solving. For some of the 8-vertex graphs, there are possibly active NAC-colorings for which the elimination via Gröbner basis used in Section 2 forms a bottleneck in computing the
algebraic constraints. A full classification of all proper flexible labelings requires examining the possible cases one by one, possibly using a computer algebra system. The number of flexible cases of $Q_1$ illustrates the complexity of classifying all motions already for a small graph. We believe that our method is a step forward in the general classification task, as indicated by the example of $K_{3,3}$ and the reduction of the computation amount needed comparing to [30].
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A Active NAC-colorings of quadrilaterals

Let $\lambda(v_1v_2) = \lambda_{12}, \lambda(v_2v_3) = \lambda_{23}, \lambda(v_3v_4) = \lambda_{34}$ and $\lambda(v_1v_4) = \lambda_{14}$ and assume that $v_1v_2$ is the fixed edge. For simplicity, we write $W_{i,j}$ and $Z_{i,j}$ instead of $W_{v_i,v_j}$ and $Z_{v_i,v_j}$. We determine the valuations $\nu$ such that $\nu(W_{1,2}) = 0$ and $\nu(W_{e}) > 0$ is positive for some other edge $e$. Namely, $\nu$ yields an active NAC-coloring by taking the threshold $\alpha = 0$. Hence, the fixed edge $v_1v_2$ is always blue. The conjugated NAC-colorings are automatically active [15, Lemma 2.13]. The system of equations (3) has the form

$$W_{1,2} = Z_{1,2} = \lambda_{12}, \quad W_{2,3}Z_{2,3} = \lambda_{23}^2, \quad W_{3,4}Z_{3,4} = \lambda_{34}^2, \quad W_{4,1}Z_{4,1} = \lambda_{14}^2,$$

$$W_{1,2} + W_{2,3} + W_{3,4} + W_{4,1} = 0, \quad Z_{1,2} + Z_{2,3} + Z_{3,4} + Z_{4,1} = 0.$$  

We express $W_{3,4}$ as a Laurent series in $s = W_{4,1}$, unless stated differently. A valuation is then given by the order. Hence, we obtain active NAC-colorings such that $v_1v_4$ is red. By substituting

$$W_{1,2} = \lambda_{12}, \quad Z_{1,2} = \lambda_{12}, \quad W_{2,3} = -s - W_{1,2} - W_{3,4},$$

$$Z_{3,4} = \frac{\lambda_{34}^2}{W_{3,4}}, \quad Z_{4,1} = \frac{\lambda_{14}^2}{s}, \quad Z_{2,3} = -\frac{\lambda_{14}^2}{s} - Z_{1,2} - Z_{3,4}$$

into $W_{2,3}Z_{2,3} = \lambda_{23}^2$, we obtain the following equation:

$$(\lambda_{14}^2 + \lambda_{12}s)W_{3,4}^2 + (\lambda_{12}\lambda_{14} + \lambda_{23}s - \lambda_{23}s^2 + \lambda_{34}^2s + \lambda_{14}^2s + \lambda_{12}s^2)W_{3,4} + \lambda_{12}\lambda_{34}s + \lambda_{34}s^2 = 0 \quad (13)$$

We solve the equation for $W_{3,4}$ for various cases:

**Rhombus**

If $\lambda_{12} = \lambda_{23} = \lambda_{34} = \lambda_{14}$, then (13) simplifies to $(W_{3,4} + \lambda_{12})(W_{3,4} + s)(\lambda_{12} + s)\lambda_{12} = 0$. If $-\lambda_{12} = s = W_{4,1} = -x_4 - iy_4$, then $x_4 = \lambda_{12}$ and $y_4 = 0$, i.e., the rhombus is degenerate so that vertices $v_2$ and $v_4$ coincide. Since $s = W_{4,1}$ is not transcendental in this case, we choose $W_{2,3}$ to have a positive valuation. Hence, the type of the NAC-coloring is L (□). If $W_{3,4} = -s = -W_{4,1}$, then the rhombus degenerates so that $v_1$ and $v_3$ coincide and the type of the NAC-coloring is R (□). Finally, if $W_{3,4} = -\lambda_{12}$, then we get O (□). Note that vanishing any two factors of the equation simultaneously contradicts a motion.

**Parallelogram and Antiparallelogram**

If $\lambda_{12} = \lambda_{34}$ and $\lambda_{23} = \lambda_{14}$, then (13) simplifies to

$$(W_{3,4}\lambda_{23}^2 + W_{3,4}\lambda_{12}s + \lambda_{12}s^2)(W_{3,4} + \lambda_{12}) = 0.$$  

If $W_{3,4} = -\lambda_{12}$, then the type of the active NAC-coloring of the parallel motion of the quadrilateral is O (□). Otherwise, we have $W_{3,4} = \frac{-\lambda_{23}s + \lambda_{12}s^2}{\lambda_{23}^2 + \lambda_{12}s}$; the quadrilateral moves along the antiparallel irreducible component and by symmetry we have R (□) and L (□).
Deltoid

Assume that the quadrilateral is an even deltoid, i.e., $\lambda_{12} = \lambda_{14}$ and $\lambda_{23} = \lambda_{34}$. The equation (13) has the form $(W_{3,4}^2 \lambda_{12} + W_{3,4} \lambda_{12}^2 + W_{3,4} \lambda_{12} s + \lambda_{23}^2 s)(\lambda_{12} + s) = 0$. If $s = -\lambda_{12}$, then the deltoid degenerates, $s$ is not transcendental and by choosing $W_{2,3}$ to have a positive valuation, we get a NAC-coloring of type L (□). The solutions corresponding to the non-degenerate motion are

$$W_{3,4} = -\frac{\lambda_{12}^2 + \lambda_{12}u \pm \sqrt{\lambda_{12}^4 + \lambda_{12}^2 u^2 + 2 (\lambda_{12}^3 - 2 \lambda_{12} \lambda_{23})u}}{2 \lambda_{12}}.$$ 

Using $\sqrt{1 + t} = 1 + \frac{t}{2} - \frac{t^2}{8} + O(t^3)$, they can be expressed as Laurent series:

$$W_{3,4} = -\frac{\lambda_{23}^2 s}{\lambda_{12}^2} + O(s^2) \quad \text{and} \quad W_{3,4} = -\lambda_{12} + \frac{\lambda_{23}^2 - \lambda_{14}^2}{\lambda_{12}^2} s + O(s^2).$$

This gives active NAC-colorings of type R (□) and O (□). The types of active NAC-colorings of an odd deltoid are L (□) and O (□).

General case

If the lengths are general, then (13) has the following solutions:

$$W_{3,4} = -\frac{\lambda_{23}^2 s}{\lambda_{14}^2} + O(s^2) \quad \text{and} \quad W_{3,4} = -\lambda_{12} + \left(\frac{\lambda_{23}^2 - \lambda_{14}^2}{\lambda_{14}^2}\right) s + O(s^2).$$

Since we can also choose $W_{2,3}$ to have a positive valuation, we get altogether NAC-colorings of all three types L (□), O (□) and R (□).