Void BAO measurements on quasars from eBOSS
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ABSTRACT
We present the clustering of voids based on the quasar (QSO) sample of the extended Baryon Oscillation Spectroscopic Survey Data Release 16 in configuration space. We define voids as overlapping empty circumspheres computed by Delaunay tetrahedra spanned by quartets of quasars, allowing for an estimate of the depth of underdense regions. To maximise the BAO signal-to-noise ratio, we consider only voids with radii larger than \(36\,h^{-1}\text{Mpc}\). Our analysis shows a negative BAO peak in the cross-correlation of QSOs and voids. The joint BAO measurement of the QSO auto-correlation and the corresponding cross-correlation with voids shows an improvement in 70\% of the QSO mocks with an average improvement of \(\sim5\%\). However, on the SDSS data, we find no improvement compatible with cosmic variance. For both mocks and data, adding voids does not introduce any bias. We find under the flat \(\Lambda\)CDM assumption, a distance joint measurement on data at the effective redshift \(z_{\text{eff}}=1.48\) of \(D_V(z_{\text{eff}})=26.297\pm0.547\). A forecast of a DESI-like survey with 1000 boxes with a similar effective volume recovers the same results as for light-cone mocks with an average of 4.8\% improvement in 68\% of the boxes.
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1 INTRODUCTION

The accelerated expansion of the Universe is one of the greatest mysteries of current cosmology. It was observationally discovered by Riess et al. (1998) and Perlmutter et al. (1999) a bit more than 20 years ago, but still its nature, referred to as dark energy, remains unknown. In the context of precision cosmology, an accurate determination of the expansion history of the Universe is required to constrain the nature of dark energy and thus to test the \(\Lambda\)CDM model.

To this goal, baryon acoustic oscillations (BAO) provide a characteristic length that enables measurement of the expansion rate (Weinberg et al. 2013). BAO arises in the early Universe due to the counteracting plasma pressure and gravitation that produced sound waves. At photon decoupling, those waves stopped propagating, leaving an imprint detectable in the clustering of the galaxies and in the cosmic microwave background (CMB). The distance the waves travelled before they stopped, known as the sound horizon, can be used as a standard ruler (Blake & Glazebrook 2003).

The first BAO detections in the clustering of galaxies were made by Eisenstein et al. (2005) with Sloan Digital Sky Survey (SDSS) data and Cole et al. (2005) with Two Degree Field Galaxy Redshift Survey (2dFGRS). Since then, the era of spectroscopic surveys has risen with BAO as a key measurement. The largest survey to date is SDSS with Baryon Oscillation Spectroscopic Survey (Dawson et al. 2013, BOSS) and at higher redshift with the extended Baryon Oscillation Spectroscopic Survey (Dawson et al. 2016, eBOSS). BAO was therefore measured at different redshifts in the clustering of various tracers such as luminous red galaxies (LRGs; Ross et al. 2016; Bautista et al. 2021; Gil-Marín et al. 2020), emission-line galaxies (ELGs; Raichoor et al. 2021), quasars (QSOs; Ata et al. 2018) and Lyman-\(\alpha\) forests (Busca et al. 2013; du Mas des Bourboux et al. 2020).

Kitaura et al. (2016) measured for the first time a BAO signal in the clustering of underdense regions, defined as voids. More recently, Zhao et al. (2022) performed a multi-tracer with voids based on the analysis of ELG and LRG samples of BOSS and eBOSS. They showed that adding voids improved the BAO constraints of 5\% to 15\% for their samples (see also Zhao et al. 2020). Their studies relied on a Delaunay Triangulation (DT; Delaunay 1934) definition of voids (DT-voids), which detects a void as the largest empty sphere defined by four tracers (Zhao et al. 2016). The voids are allowed to overlap, resulting in an increase of tracer number, which permits BAO detection, demarcating itself to other voids definitions used for redshift space clustering analysis (Nadathur et al. 2020; Aubert et al. 2022).

At the precision level of current and future surveys like the Dark Energy Spectroscopic Instrument (DESI Collaboration et al. 2016a,b,
Table 1. Effective areas, effective redshift and number of reliable redshifts per Galactic cap and in the combined QSO sample in the redshift range 0.8 < z < 2.2.

| Cap    | Effective area [deg$^2$] | N$_{QSO}$ in 0.8 < z < 2.2 | n$_{QSO}$ [(h$^{-1}$Mpc)$^{-3}$] |
|--------|--------------------------|-----------------------------|-----------------------------------|
| NGC    | 2860                     | 218'209                     | 1.43 x 10$^{-5}$                  |
| SGC    | 1839                     | 125'499                     | 1.60 x 10$^{-5}$                  |
| Total  | 4699                     | 343'708                     | 1.53 x 10$^{-5}$                  |

Effect of redshift

Figure 1. Footprint of eBOSS DR16 QSO samples in the North (top) and South (bottom) Galactic Caps.

2 DATA

We present in this section the eBOSS QSO sample used for the BAO analysis of this paper. We use the same QSO data catalogue as in the eBOSS DR16 analysis (Hou et al. 2021; Neveux et al. 2020), which was fully described in Ross et al. (2020).

The extended Baryon Oscillation Spectroscopic Survey (Dawson et al. 2016, eBOSS) program was part of the fourth generation of the Sloan Digital Sky Survey (Blanton et al. 2017, SDSS-IV) as an extension of the Baryon Oscillation Spectroscopic Survey (Dawson et al. 2013, BOSS). It aimed at observing the large-scale structure at higher redshifts. Started in 2014 until 2019, eBOSS used the double-armed spectrographs of BOSS (Smee et al. 2013) at the 2.5-meter aperture Sloan Telescope at Apache Point Observatory (Gunn et al. 2006).

The eBOSS final release gathered reliable spectroscopic redshifts of over 340'000 QSOs in total, both in the South Galactic Cap (SGC) and North Galactic Cap (NGC), in a redshift range between 0.8 and 2.2. The QSOs were selected following the photometric target selection described in (Myers et al. 2015). The footprints of both cap samples are presented in Figure 1. Different statistics as the weighted areas, the number of QSOs and the number densities are gathered in the Table 1.

We apply weights to each individual QSO to account for observational and targeting systematics. We summarize here the different weights and refer to Ross et al. (2020) for a complete description. The angular systematics due to the imaging quality is mitigated through the weight $w_{\text{sys}}$. The weights $w_{\text{cp}}$ and $w_{\text{noz}}$ are respectively the close-pair and redshift failure corrections. To minimize the clustering variance, we follow Feldman et al. (1994) and apply the FKP weight $w_{\text{FKP}} = (1 + n(z) \cdot P_0)^{-1}$ where $n(z)$ is the weighted radial comoving number densities of QSO and $P_0 = 6000 h^{-3} \text{Mpc}^3$. The total weight applied to each QSO is then defined as their combination:

$$w_{\text{tot}} = w_{\text{sys}} \cdot w_{\text{cp}} \cdot w_{\text{noz}} \cdot w_{\text{FKP}}.$$  \hspace{1cm} (1)

Following the eBOSS analyses, the QSO effective redshift $z_{\text{eff}}$ is defined as the weighted mean of spectroscopic redshift over all galaxy pairs $(z_i, z_j)$ in the separation range between 25 and 120 $h^{-1}$ Mpc:

$$z_{\text{eff}} = \frac{\sum_{i,j} w_{\text{tot},i} w_{\text{tot},j} (z_i + z_j)/2}{\sum_{i,j} w_{\text{tot},i} w_{\text{tot},j}}.$$  \hspace{1cm} (2)

It gives for eBOSS QSO sample $z_{\text{eff}} = 1.48$, as presented in Table 1.

A QSO random catalogue is built with about 50 times the QSO density. To account for the angular and radial distribution of the survey selection function, angular positions of random objects are uniformly drawn within the footprint, and their redshifts are randomly assigned from the data redshifts (Ross et al. 2020). This radial selection introduces a radial integral constraint (de Mattia & Ruhlmann-Kleider 2019; Tamone et al. 2020, RIC) which can affect the multipoles. It was shown in Hou et al. (2021) and Neveux et al. (2020) that this effect was relatively small for QSO.

2.1 Void Catalogue

The void data catalogue is constructed using the Delaunay Triangulation Void finder (Zhao et al. 2016, DIVE$^1$). It identifies the largest empty spheres formed by four distinct objects relying on the Delaunay triangulation (Delaunay 1934) algorithm in comoving space. It provides the radii and centres of the empty spheres that we define as voids and take them as tracers. This definition allows the spheres to

\hspace{1cm} $^1$ https://github.com/cheng-zhao/DIVE
overlap, which permits a large number of objects and thus to detect a BAO peak allowing BAO measurements (Kitaura et al. 2016).

Table 2. Void number density and number of reliable redshifts per Galactic cap and in the combined QSO void sample in the redshift range $0.8 < z < 2.2$.

![Figure 2. Radius of voids number density for the eBOSS QSO void sample and the EZmocks. Vertical line indicates the radius of $36\, h^{-1}\text{Mpc}$.](image)

We will introduce here different sets of mock catalogues used for this study. We work with approximate mocks to calibrate the data analysis pipeline and estimate the covariance matrices. We use N-body simulations to validate the QSO-only BAO model.

3.1 EZmocks

EZmocks are fast approximated mocks relying on the Zel’dovich approximation (ZA; Zel’dovich 1970). The displacement field of the ZA is generated from a Gaussian random field in a $5\, h^{-1}\text{Gpc}$ box using a grid size of $1024^3$ with a given initial linear power spectrum. The dark matter density at the wanted redshift is then obtained by moving the dark matter particles directly to their final positions. Thereafter the simulation box is populated with QSOs using an effective galaxy bias model calibrated to the eBOSS DR16 QSO clustering measurements (Chuang et al. 2015; Zhao et al. 2021). It describes the relationship between the dark matter density field $\rho_{\text{m}}$ and the tracer density field $\rho_{\text{t}}$. This bias model (Chuang et al. 2015; Baumgarten & Chuang 2018; Zhao et al. 2021) requires a critical density $\rho_{\text{c}}$ to form dark matter haloes (Percival 2005), an exponential cut-off $\rho_{\text{exp}}$ (Neyrinck et al. 2014) and a density saturation $\rho_{\text{sat}}$ for the stochastic generation of haloes. The mocks are then populated following a probability distribution function (PDF) $P(n_{\text{t}}) = Ab^n$, $n_{\text{t}}$ being the number of tracers per grid cell, $b$ is a free parameter, and the parameter $A$ is constrained with the number density of QSOs in the box. Moreover the random motions are accounted for using a vector $X_{\nu}$ generated from a 3D gaussian distribution $N(0, \nu)$, the peculiar velocity becomes: $n_{\text{t}} = n_{\text{ZA}} + X_{\nu}$, where $n_{\text{ZA}}$ is the linear peculiar velocity in the ZA (Bernardeau et al. 2002). In total we have 4 free parameters, namely $p_{\text{c}}, \rho_{\text{exp}}, b$ and $\nu$, that were calibrated to the data for the QSO eBOSS sample in Zhao et al. (2021).

The Flat-ΛCDM cosmology used for EZmocks is summarized in Table 3.

For each different EZmocks set, we obtain a void catalogue by applying the same procedure than for the data.

3.1.1 Cubic mocks

We take directly 1000 EZmocks boxes that were used for the light-cone generation of the QSO eBOSS EZmocks (Zhao et al. 2021). They are cubic boxes of $5\, h^{-1}\text{Gpc}$ referred to as the $E\text{Zbox}$ all over this paper. They have at an effective redshift of $z = 1.48$ and a number density of $n = 2.4 \cdot 10^{-3}\, (h^{-1}\text{Mpc})^{-3}$. We used them to determine the best radius cut of the QSO voids for this analysis. To this end we also produce a set of 200 EZbox without BAO at the effective...
redshift of the QSO sample using the same parameters than adopted in QSO eBOSS analysis\(^2\).

The 1000 mocks with BAO included were given as input a linear matter power spectrum generated with the software \texttt{camb}\(^3\) (Lewis et al. 2000), while for the mocks without BAO, we use a linear power spectrum without wiggles generated following the model of Eisenstein & Hu (1998). Both linear power spectra, with and without wiggles, are produced with the same set of cosmological parameters gathered as the EZmocks cosmology of Table 3.

### 3.1.2 Light-cones

We use the same sets of light-cone EZmocks as the eBOSS DR16 analysis described in Zhao et al. (2021) to evaluate the covariance matrices and to test the data analysis pipeline. They are constituted of 1000 realizations with systematics included for each cap, NGC and SGC.

To recreate the clustering evolution, each light-cone mock is built by combining seven snapshots at different redshifts sharing the same initial conditions. The survey footprint and veto masks are then applied to match the data geometry.

Observational systematics effects from QSO data such as fibre collisions, redshift failure and photometric systematics are encoded into the EZmocks. Those effects are thereafter corrected by using some weights in the same way as for data (see Equation 1). A random catalogue is produced for each EZmock with redshifts of the QSO catalogue assigned randomly.

### 3.2 N-body simulations

To assess the bias and tune the BAO model, we work with the N-body simulations built for the DR16 eBOSS analysis and described in Smith et al. (2020). They are produced from the OuterRim simulations (Heitmann et al. 2019) at a single redshift snapshot of \(z = 1.433\).

The OuterRim simulations are produced in a cubic box of 3 \(h^{-1}\) Gpc length with \(10^5\) dark matter particles each with a mass of \(m_p = 1.82 \cdot 10^9\) M\(_\odot h^{-1}\) using the WMAP7 cosmology (Komatsu et al. 2011) given in Table 3. A Friends-of-Friends algorithm is used to detect dark matter haloes. The mocks are then populated with QSOs with 20 different halo occupation distribution (HOD) models and three different redshift smearing prescriptions described in Smith et al. (2020). Each different set is constituted of 100 realisations. In this paper, we will measure clustering, and BAO parameters on the 100 realisations of the 20 HOD mocks without smearing.

### 4 METHOD

This section presents details of the correlation function computation and the void selection.

#### 4.1 Two-point correlation functions

To quantify the clustering of tracers in configuration space, we compute the two-point correlation function (2PCF) \(\xi\) expressing the surplus of pairs separated by a vector distance \(s\) compared to a random uniform distribution.

The observed redshifts are first converted into comoving distances using the same flat-\(\Lambda\)CDM fiducial cosmology as in eBOSS DR16 analysis, summarized in Table 3. We then evaluate the pair counts of the different catalogues using the Fast Correlation Function Calculator (FCFC\(^4\), Zhao in preparation). We compute for QSOs and voids the unbiased Landy–Szalay estimator of the isotropic 2PCF (Landy & Szalay 1993, LS) for a pair separation of \(s\):

\[
\xi(s) = \frac{DD(s) - 2DR(s, \mu) + RR(s)}{RR(s)},
\]

where \(DD\), \(DR\) and \(RR\) are the normalized pair counts with \(D\) denoting the tracer and \(R\) the random catalogue.

---

\(^2\) For the creation of the EZbox, we adopt parameters corresponding to \(z = 1.48\), the effective redshift of our sample, and with a number density of \(n = 2.4 \cdot 10^{-3} (h^{-1}\text{Mpc})^{-3}\): \((\rho_c, \rho_{\text{exp}}, b, \nu) = (0.4, 0.95, 0.003, 450)\).

\(^3\) \url{https://camb.info/}

\(^4\) \url{https://github.com/cheng-zhao/FCFC}
For the cross-correlation (XCF) between QSOs, subscript q, and voids, subscript v, we use the following generalized estimator (Szapudi & Szalay 1997):

$$\xi(s) = \frac{D_qD_v - R_qD_v - D_qR_v + R_qR_v}{R_qR_v}.$$  \hfill (4)

The two caps are combined into a single data sample for all the analysis by combining the paircounts (Zhao et al. 2022):

$$DD = \frac{n_{SGC}^2 n_{NGC}^2 DD_{SGC} + n_{SGC}^2 n_{NGC}^2 DD_{NGC}}{(n_{SGC} + n_{NGC})^2},$$  \hfill (5)

$$DR = \frac{n_{SGC} n_{NGC} DR_{SGC} + n_{SGC} n_{NGC} DR_{NGC}}{(n_{SGC} + n_{NGC})^2},$$  \hfill (6)

$$RR = \frac{n_{SGC}^2 n_{NGC}^2 RR_{SGC} + n_{SGC}^2 n_{NGC}^2 RR_{NGC}}{(n_{SGC} + n_{NGC})^2}. $$

The weight \( w_a \) corrects for the different ratio data-random between the two sample, i.e. \( w_a = \frac{n_{SGC} n_{NGC}}{n_{SGC,NGC}} \), and \( n_i, n_r \) stand for the number of pairs in the data, random catalogues of the cap i, respectively.

In the case of EZbox we use the natural estimator instead of the LS estimator which does not require a random catalogue:

$$\xi(s) = \frac{DD(s)}{RR(s)_{ad}} - 1,$$  \hfill (7)

where \( RR_a = \frac{4}{3} \pi \left( s_{\text{max}}^3 - s_{\text{min}}^3 \right) \Delta \mu / L_{\text{box}} \) is the analytical pair count for uniform randoms in a periodic box, with \( L_{\text{box}} \) the box length and \( s_{\text{max}}, s_{\text{min}} \) \( \Delta \mu \) are the separation bin boundaries.

Figure 4 shows the auto-correlation of eBOSS QSO sample and its cross-correlation with QSOs large voids with a minimum void radius of 36\,h^{-1}\,Mpc.

### 4.2 Covariances

A covariance matrix \( C \) is computed for each sample, i.e. QSOs auto-correlation and cross-correlation with voids, from the monopoles of 1000 EZmocks:

$$C_{ij} = \frac{1}{N-1} \sum_{n=1}^{N} \left( \xi_0(s_i) - \frac{1}{N} \sum_{n=1}^{N} \xi_0(s_i) \right) \left( \xi_0(s_j) - \frac{1}{N} \sum_{n=1}^{N} \xi_0(s_j) \right).$$  \hfill (8)

where \( N \) is the total number of mocks and the subscripts \( i, j \) run over the separation bins within the range considered. Those matrices are used to assess the errors of data and EZmocks. When the mean of the mocks is fitted, the covariance matrix is divided by \( N \). For the multi-tracer covariance of 2PCF and XCF fitted jointly, the sum also runs over the cross-correlations of the two monopoles.

To obtain an unbiased estimator of the inverse covariance matrix \( C^{-1} \), we multiply by the correction factor (Hartlap et al. 2007), where \( N_d \) is the number of separation bins used in the fit:

$$C^{-1} = \left( 1 - \frac{N_d + 1}{N - 1} \right) C^{-1}. $$

Analytical gaussian covariance matrices are computed following Grieb et al. (2016) when fitting the QSO N-body mocks.

### 4.3 Voids

As mentioned previously, they are the two main populations of voids. The voids-in-clouds are tracers of overdensity regions, and voids-in-voids are tracers of underdense regions. These two types of voids can be set apart by their radius (Zhao et al. 2016). Forero-Sánchez et al. (2022) showed that a constant radius cut gives a near-optimal signal-to-noise ratio, SNR, and that voids are less sensitive to observational systematics and therefore incompleteness. We chose to fix the maximum cut at \( R_{\text{max}} = 80 h^{-1}\,\text{Mpc} \) to avoid contamination due to geometrical exclusion effects of very large voids, and we investigated the best minimum radius cut \( R_{\text{min}} \) that will be used in the analysis.

#### 4.3.1 Correlation function

Correlation functions for different radius cuts are shown on Figure 5 for QSO eBOSS EZmocks. The auto-correlation of voids (left panel of Figure 5) presents a very strong exclusion pattern, similar to what is observed for haloes due to their finite size (Sheth & Lemson 1999; Baldauf et al. 2013). Indeed even though the DT voids are not distinct from each other and can overlap, there is still an exclusion effect due to finite void size geometry (Chan et al. 2014; Zhao et al. 2016). As the minimum radius cut required to have large enough voids is about twice the value for LRG, see Zhao et al. (2020) and Zhao et al. (2022), the exclusion effect due to the spherical definition of the voids is therefore also shifted to the right. It implies that the exclusion pattern interferes with the BAO scale. Around 100 h^{-1}\,\text{Mpc}, the correlation...
is noisy, and the BAO excess density is not detectable due to the strong signal of the void exclusion. This is why we chose in this paper to leave aside the auto-correlation of voids in the analysis and concentrate on their cross-correlation with QSOs.

On the right panel of Figure 5 is the cross-correlation of QSOs with voids cut at different minimum radius $R_{\text{min}}$ for EZmocks. The exclusion effect is still present, but it mainly affects scales up to twice the minimum radius $R_{\text{min}}$. Therefore it has fewer effects on the BAO scale even though this is not obvious to understand its real effect. We refer to the next section for analysis of non-wiggles boxes to quantify this effect.

4.3.2 Selection of optimal radius

To understand the exclusion effect on the cross-correlation of voids and QSOs at the BAO scale and to find a quantifiable way to select the optimal radius, we rely on the EZbox produced with and without BAO.

The top left (right) panel of Figure 6 displays the void auto (cross)-correlation of EZbox with and without BAO. In the cross-correlation, a net negative peak around 100 $h^{-1}$Mpc can be seen from the BAO mocks compared to the ones without BAO wiggles. The bottom panels of Figure 6 show the difference between the two kinds of mocks, i.e. $\xi_{\text{no BAO}} - \xi_{\text{BAO}}$, another way to see the BAO excess that manifests itself as a clear bump. While we understand from the plots that a BAO peak is detectable from the void auto-correlation as well, we still chose not to include it in the analysis to avoid contamination from the exclusion effect in the model. Indeed if the exclusion effect is not perfectly modelled, the BAO fitting results might be biased.

To select the optimal radius threshold, we determine an SNR different to what was used in previous studies with DT voids (Liang et al. 2016). We rely on the EZbox for the SNR computation and compute the area $A$ between the two EZbox curves over a selected separation range $S$ around the BAO peak:

$$A = \sum_{s_i \in S} \xi_{\text{no BAO}}(s_i) - \xi_{\text{BAO}}(s_i).$$  \hspace{1cm} (9)

For a radius cut $R_{\text{min}}$, the signal $S_A$ is then defined as the mean of $A$ and the noise $N_A$ as the standard deviation of $A$ over the 200 EZbox. The SNR is $S_A/N_A$.

The BAO signal and noise both increase with the minimum radius, as the underdense regions are better selected, but the total number of retained voids decreases. We observe a slight shift of the BAO peak to the larger scale that we understand as remaining exclusion effects for larger scales that spread on the BAO scale.

We compute the SNR for different radius cuts over different separation ranges $S$, as shown in Figure 7. The optimal ratio featuring the higher SNR for all $S$ definitions is 31$h^{-1}$Mpc. It corresponds to the quantile of the void radius distribution of about 0.55. Reporting this quantile from EZbox to data and EZmocks gives:

$$R_{\text{min}}^{\text{optimal}} = 36h^{-1}\text{Mpc}.$$  \hspace{1cm} (10)

We chose, therefore, this value as the optimal minimum radius cut for our analysis of EZmocks and data. The number of voids with this radius cut is presented in Table 2. There are a bit less than three times more voids than QSOs.

5 MODEL

Here we present the models for the two-point statistics to extract the BAO signature for the voids and QSOs.

5.1 Isotropic BAO

The BAO peak in the clustering of the tracers, positive for big voids and QSOs auto-correlations and negative for their cross-correlation, is shifted if a wrong cosmology is assumed when transforming redshifts to distances. This effect is known as the Alcock-Paczynski (AP) effect (Alcock & Paczynksi 1979). We account for the AP effect with the isotropic AP dilation parameter $a$:

$$a = \frac{D_V r_d,\text{fid}}{D_V,\text{fid} r_d}.$$  \hspace{1cm} (11)

Subscript ‘fid’ stands for fiducial values used in the analysis. Parameter $r_d$ is the comoving sound horizon at the baryon drag epoch when the baryon optical depth is one (Hu & Sugiyama 1996), and $D_V$ is a volume-averaged distance defined as:

$$D_V = \left(\frac{D_M(z)^2 c^2}{H(z)}\right)^{\frac{1}{2}},$$  \hspace{1cm} (12)

with $D_M$ the comoving angular diameter distance, $H(z)$ the Hubble parameter at redshift $z$, and $c$ the speed of light (Eisenstein et al. 2005).

The theoretical BAO model $\xi_m$ for the correlation that we use is:

$$\xi_m(s) = B\xi_{\text{temp}}(\alpha s) + A_0 + A_1/s + A_2 s^2,$$  \hspace{1cm} (13)

where $B$ is the tracer bias, controlling the amplitude, and the $A_i$ with $i = 0, 1, 2$ are broadband parameters treated as nuisance parameters. The model relies on a 2PCF template $\xi_{\text{temp}}$ which is the Fourier transform of the power spectrum $P_{\text{temp}}$:

$$\xi_{\text{temp}}(s) = \frac{1}{2\pi^2} \int P_{\text{temp}}(k) j_0(k s) e^{-k^2 a^2 k^2} dk.$$  \hspace{1cm} (14)

The function $j_0$ is the Bessel function at order 0 of the first kind. Here, the $a$ parameter is damping the high $k$ oscillations and is fixed at 2 $h^{-1}$Mpc following Variu (2022). Indeed they demonstrate that BAO measurements are unbiased and more robust against template noise with $a=2$ $h^{-1}$Mpc compared to smaller values. The template power spectrum $P_{\text{temp}}$ is (Xu et al. 2012):

$$P_{\text{temp}}(k) = (P_{\text{lin}}(k) - P_{\text{lin, nw}}(k)) e^{-k^2 a^2 k^2} + P_{\text{lin, nw}}(k),$$  \hspace{1cm} (15)

where $\Sigma_{\text{nlin}}$ is the BAO damping parameter of the tracer, $P_{\text{lin}}$ and $P_{\text{lin, nw}}$ are the linear matter power spectrum and its analogue without BAO wiggles, respectively, produced in the same way as for EZbox using the fiducial cosmology of Table 3.

5.2 De-wiggled BAO model

The de-wiggled template BAO model is not accurate for voids correlation functions (Zhao et al. 2020) because of oscillatory patterns inserted in power spectra due to void exclusion (Chan et al. 2014). Equation (15) is then modified to try to correct for this effect as:

$$P_{\text{v}}(k) = P_{\text{temp}}(k) \frac{P_{\text{tracer, nw}}(k)}{P_{\text{lin, nw}}(k)}.$$  \hspace{1cm} (16)

The term $P_{\text{tracer, nw}}(k)$ is the non-wiggle power spectrum of the tracer encoding broad-band and geometric effects. Those effects for DT voids are difficult to model. In a previous analysis study with voids, a parabolic parametrisation was introduced with an additional free parameter (Zhao et al. 2020, 2022) to model the non-wiggle ratio. However, this method does not work well for QSOs voids correlation as the exclusion effect is much stronger. This is why in this study, we rely on the second method, which is template-based (Zhao et al. 2022; Variu 2022).
Figure 5. Correlation functions for different radius cuts of the mean of 1000 EZmocks with standard deviation errors. Radius range is from \( R_{\text{min}} = R \) to \( R_{\text{max}} = 80 \, h^{-1}\text{Mpc} \). On the left: auto-correlation of QSOs voids. On the right: cross-correlation of QSOs and voids.

Figure 6. On the left, top panel: auto-correlation of QSO voids of the mean of 200 EZbox for a radius range from \( R_{\text{min}} = R \) to \( R_{\text{max}} = 80 \, h^{-1}\text{Mpc} \), with standard deviation errors. Solid lines are for EZbox with BAO, dashed lines are for EZbox without BAO. Bottom left panel: mean difference of the auto-correlation of EZbox without BAO and EZbox with BAO, for different radius cut. On the right figures, same but for the cross-correlation of QSOs and voids.

Developed by Variu (2022) with the Cosmological GAussian Mock gEnerator (CosmoGAME\(^5\)), the de-wiggles tracer template is constructed with mocks without BAO wiggles. Those are Lagrangian mocks built on a Gaussian random field generated from \( P_{\text{lin,fix}}(k) \), with a simple galaxy bias selection tuned to match eBOSS QSO EZmocks. Survey geometry and radial selection are then applied to the mock catalogues.

The template for the cross-correlation of QSOs and voids is obtained by averaging and stacking 2000, 1000, 100 mocks generated with CosmoGAME over a k-range \( k \) up to 0.3, 1, 2 \( h\text{Mpc}^{-1} \), respectively. Their power spectra are computed with Powspec\(^6\). The resulting concatenated template is shown in Figure 8, and its comparison with the power spectrum from 100 EZmocks is on the right panel of Figure 8.

5 https://github.com/cheng-zhao/CosmoGAME
6 https://github.com/cheng-zhao/powspec

5.3 Parameter estimation

To obtain BAO constrain we use the algorithm MultiNest\(^7\) (Feroz et al. 2009) and its python version PyMultiNest\(^8\) (Buchner et al. 2014), an efficient Monte-Carlo method that computes Bayesian evidence and produce posteriors. We use the following likelihood assuming the gaussianity of the distribution for a given set of parameters \( p \):

\[
L \propto \exp \left( -\chi^2(p)/2 \right),
\]  

(17)

where the chi-squared function \( \chi^2(p) \) is computed from the data \( \xi_d \) and the model prediction depending on the parameter set \( p \):

\[
\chi^2(p) = (\xi_d - \xi_{\text{temp}}(p))^T C^{-1} (\xi_d - \xi_{\text{temp}}(p)).
\]  

(18)
The resulting parameter covariances are rescaled to correct for the covariance matrix uncertainty propagation by Percival et al. (2014):

\[ m_1 = \frac{1 + (N_d - N_{\text{par}})}{1 + A + (1 + N_{\text{par}})} \cdot B. \]

(19)

where \( N_d \) is the total number data bins used in the fit with \( N_{\text{par}} \) free parameters, and \( A \) and \( B \) are \( (N_m \) is the number of mocks used to estimate the covariance):

\[ A = \frac{2}{(N_m - N_d - 1)(N_m - N_d - 4)}. \]

(20)

\[ B = \frac{N_m - N_d - 2}{(N_m - N_d - 1)(N_m - N_d - 4)}. \]

(21)

Distribution variance of multiples best-fits values from mocks used for the covariance has to be rescaled by:

\[ m_2 = \left( 1 - \frac{N_d + 1}{N_m - 1} \right) m_1. \]

(22)

The parameter set for the multi-tracer analysis of the auto-correlation of QSOs and their cross-correlation with voids is:

\[ p = \left( \alpha, B_q, B_x, \Sigma_{nl,q}, \Sigma_{nl,x} \right). \]

In the single tracer analysis, only one \( B \) and \( \Sigma_{nl} \) are used. Fits are performed with the BAO Fitter for multi-tracer analysis (BAOFitter\(^9\) code by Zhao et al. (2022)). When let free, we chose very wide priors for each parameter, it corresponds to the first row of Table 4. Broad-band parameters \( \alpha \) of the polynomial term in Equation 13 are determined by linear regression with the least squares method.

### 6 TESTS ON MOCKS

We use eBOSS EZmocks to test the pipeline, calibrate the different settings for the analysis of data and assess systematics. N-body mocks are also used when dealing with QSOs only. We fit the auto-correlations of QSOs, \( \xi_q \) (with Equation 15) and the cross-correlations with voids, \( \xi_v \) (with Equation 16) first separately, and then we perform a multi-tracer fit where both correlations are fitted simultaneously, noted \( \xi_{qv} \equiv (\xi_q, \xi_v) \). Voids used are selected by the criterion in Equation 10.

#### 6.1 Fitting ranges

To choose our fiducial separation fit ranges, we fit the mean of the 1000 EZmocks for the QSO auto-correlation and cross-correlation, varying the fitting range. We aim to extract the maximum information and reduce the errors. Covariance matrices are divided by the number of mocks \( N_m \) used to construct it, i.e. rescaled by 0.001. All the parameters are let free, i.e. with broad enough priors of Table 4.

Results are shown in Figure 9. Minimum separation \( s_{\text{min}} \) of the fit varies from 40 to 90 \( h^{-1}\)Mpc every 50 \( h^{-1}\)Mpc and maximum separation \( s_{\text{max}} \) from 140 to 180 \( h^{-1}\)Mpc. Following Zhao et al. (2022), we define the bias to the fiducial value \( \alpha_{\text{fid}} \) as a function of the median \( \alpha_{\text{med}} \) and the 1 sigma \( \sigma_\alpha \) values of the fit posterior:

\[ \delta \alpha_{\text{med}} = \frac{\alpha_{\text{med}} - \alpha_{\text{fid}}}{\sqrt{1000} \sigma_\alpha}. \]

(23)

Fits for the QSO 2PCF are stable for a wide range of possibilities. We chose for consistency to adopt the range used in previous DR16 eBOSS analysis of Hou et al. (2021), a fitting range for auto-correlation of QSOs within [50,150] \( h^{-1}\)Mpc.

For the cross-correlation of voids and QSOs, the possible fitting ranges are more limited. Indeed usual minimum range \( s_{\text{min}} \) and lower are strongly affected by the exclusion effects. So to avoid contamination, we chose a conservative range of [80,170] \( h^{-1}\)Mpc for the XCF, where the bias and errors are reasonable when varying the minimum and maximum fitting limits by 5 \( h^{-1}\)Mpc.

For our fiducial range, results for the mean of the EZmocks are in

| \( \alpha \) | \( B_q \) | \( \Sigma_{nl,q} \) [Mpc/h] | \( B_x \) | \( \Sigma_{nl,x} \) [Mpc/h] |
|---|---|---|---|---|
| Flat | 0.8-1.2 | 0-100 | 0-100 | 0-100 |
| \( \xi_q \) | 0.8-1.2 | 1.27-1.40 | 5.2 (6.7) | - |
| \( \xi_{qv} \) | 0.8-1.2 | 1.27-1.40 | 5.2 (6.7) | 8.22-9.68 | 12.9 |

Table 4. Prior ranges of the BAO bayesian analysis for the three parameters \( \alpha, B, \Sigma_{nl} \). Top row is for free parameters. Other rows are our fiducial choices when fitting the 2PCF or in the multi-tracer case. Value in parenthesis for \( \Sigma_{nl,q} \) is the value used when fitting EZmocks.

---

\(^9\) https://github.com/cheng-zhao/BAOFitter

---
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**Figure 7.** Signal-to-noise ratio \( SNR \) as defined with Equation 9 as a function of the minimum radius \( R_{\text{min}} \). Different curves are for different separation range \( S \) for which the minimum and maximum separation is indicated in the legend in \( h^{-1}\)Mpc.

**Figure 8.** Left panel: De-wiggle template for the cross-correlation of QSOs and voids for the eBOSS QSO sample, generated with CosmoGAME. Right panel: Power spectrum divided by the linear power spectrum \( P_{\text{lin}}(k) \). Blue crosses is for the mean QSOs auto-power spectrum of 100 EZmocks. Orange points is the QSOs and voids cross-power spectrum of 100 EZmocks. Solid green line is the cross-correlation template rescaled roughly to match the cross-correlation.
parameter for the mean of the EZmocks. We also test the same kind of narrower priors on $\Sigma_{nl}$ parameters. Moreover, similarly to what is done in other BAO studies (Xu et al. 2012; Alam et al. 2017), we fix $\Sigma_{nl}$ to the median posterior value from the EZmocks mean when fitting individual EZmocks ($\Sigma_{nl} = 6.7$ for 2PCF and $\Sigma_{nl} = 12.9$ for XCF). When fitting data 2PCF, we will use the median posterior value from N-body mocks ($\Sigma_{nl} = 5.2$) as the BAO peak of approximated mocks as EZmocks is over-damped. It thus results in an overestimated value of $\Sigma_{nl}$ in the EZmocks.

Different $\alpha$ measurements with various priors ranges are presented in Table 6 for 2PCF and XCF. As the errors for the voids are quite large, we go down to $N=3$ for XCF on the $B$ parameter.

We then chose the optimal priors from the average goodness of fit rescaled by the degree of freedom, $(\chi^2)$/d.o.f., and the pull quantity (Bautista et al. 2021; Zhao et al. 2022):

$$g(\alpha_i) = \frac{\alpha_i - \langle\alpha_i\rangle}{\sigma_{\alpha,i}},$$

where $\alpha_i$ is the median value from the posterior distribution of $\alpha$ for the ith EZmock realization and $\sigma_{\alpha,i}$ is its error, $\langle\alpha_i\rangle$ is the average $\alpha$ value over all EZmocks. This quantity allows us to test for the Gaussianity of the results. We want to have a distribution of the $\alpha$ on the individual mocks similar to a standard distribution, i.e. a mean of 0 and a deviation of 1.

The selected priors are in bold in the table: we chose to fix the $\Sigma_{nl}$ and have narrow constraints on $B_{qso}$ with $N=5$ and $N=3$ for $B_v$. While the Gaussianity of the pull quantity prefers slightly flat priors for $\Sigma_{nl}$ in the 2PCF case, the reduced chi-square favours a fixed value. So for consistency with the previous analysis and with the XCF, we take fixed $\Sigma_{nl}$. We note that, except in the completely free case, all results are consistent with each other. The $\alpha$ measurements are not very sensitive to the priors choices.

For the multi-tracer case, we use results from fits from separated correlations to fix $\Sigma_{nl}$, and we test only a few relevant cases.

### 6.3 Systematic error budget

We refer to mocks to make a systematic error budget summarized in Table 7. A systematic bias arises from the BAO model itself. For this, we take the deviation to AP parameter true value from the EZmocks mean of our fiducial separation range of Table 5. Indeed mean best-fit values from all individual N-body mocks give: $\sigma_{N\text{-body}} = 1.0011 \pm 0.0193$. The bias error is, therefore, smaller than the one from EZmocks for 2PCF. This is why we chose to quote the deviation from EZmocks for the auto-correlation alone to be conservative and consistent with the rest of the analysis with voids.

We quote a systematic bias for the maximum variation of $\sigma_{\text{med}}$ when varying the fitting range of $5 \ h^{-1}\text{Mpc}$. We take the value in Table 5 for the mean of the EZmocks.

The last systematic taken into account in the final budget is the maximum variation of the mean of the individual value of the fit on the 1000 EZmock realizations when changing the priors on $B$ and $\Sigma_{nl}$. We take a conservative choice and take as a reference for the systematic largest flat priors indicated in italic in Table 6.

The three contributions are added in quadrature to obtain the final systematic error $\sigma_{\text{syst}}$.

---

10 Fit on the mean of the EZmocks on the fiducial fitting range gives: $(B_{qso} = 1.336 \pm 0.013, \Sigma_{nl,qso} = 6.666 \pm 0.252)$ for a fit on QSOs 2PCF, and $B_v = 8.949 \pm 0.242, \Sigma_{nl,v} = 12.870 \pm 0.588$ for a fit on XCF.
Let us now compare the BAO results of the QSOs auto-correlation and the multi-tracer joint fit of the 2PCF and the XCF. We consider the individual 1000 EZmocks realisations in the fiducial case (minimum radius cut, separation range and priors), i.e. the bold lines in Table 6.

6.4 Change in radius cut

We test the template used for the BAO model and analysis robustness by observing the changes induced by a small variation of the minimum radius cut of the voids. For this, we use the same template model as for the fiducial analysis with \( R_{\text{min}} = 36 \, h^{-1}\text{Mpc} \) and vary \( R_{\text{min}} \) of the EZmocks XCF by \( 2 \, h^{-1}\text{Mpc} \).

Table 8 gives the results for the mean of the EZmocks for \( R_{\text{min}} = 34 \, h^{-1}\text{Mpc} \) and \( R_{\text{min}} = 38 \, h^{-1}\text{Mpc} \). As mentioned, the template is not adapted for those radius cuts, so it inserts an expected mild bias compared to the fiducial measurements of Table 5 for the XCF. For the multi-tracer approach with XCF and 2PCF, the bias is small: a small change in the radius cut inserts, therefore a reasonable bias.

6.5 Results on EZmocks

Let us now compare the BAO results of the QSOs auto-correlation and the multi-tracer joint fit of the 2PCF and the XCF. We consider the individual 1000 EZmocks realisations in the fiducial case (minimum radius cut, separation range and priors), i.e. the bold lines in Table 6.
In this Section, we present the results of the eBOSS DR16 QSO data sample. Table 10 displays the \( \xi \) measurement and its derived value for our input cosmology, the volume-averaged distance of Equation 12. Fits are made on the fiducial fitting range with the selected priors for \( B \) and \( \Sigma_{\text{nl}} \). For QSO 2PCF data fit, we fix \( \Sigma_{\text{nl}} \) to the value given by N-body mocks. Voids are selected according to their radius with a hard minimum cut range; see Equation 10.

### 7.1 eBOSS DR16 QSO sample

For data, we observe very similar results from QSOs only or adding voids. The reduced chi-squared is slightly better for the multi-tracer case. However, errors are not improved by the 2PCF joint fit with XCF compared to 2PCF alone. We note, moreover, that \( \Sigma_{\text{nl,x}} \) was estimated from EZoomks that tend to overestimate it. A better determination of \( \Sigma_{\text{nl,x}} \) could lead to better results. The best-fitting BAO models are shown in Figure 11. The data are well fitted on the fitting range in all cases. Results are consistent with the isotropic measurement of Neveux et al. (2020) on the same QSO eBOSS sample, in particular we recover similar errors (see also Hou et al. 2021).

### 7.2 DESI-like volume survey forecasts

We further provide a forecast for a QSO survey with a similar effective volume to that of DESI for BAO constraints from QSOs. We repeat the same BAO analysis on 1000 EZbox with BAO.

The effective volume of EZbox is very close to the Year 5 DESI effective volume for an area of 14’000 deg\(^2\) (DESI Collaboration et al. 2016a) of QSOs. Therefore we directly use the covariance made from the 1000 EZbox without rescaling.

We perform BAO measurements on the 1000 individual realisations for the QSOs 2PCF alone and jointly fitted with their cross-correlation. Following the results of the SNR test of section 4.3.2 for the EZbox, the void radius cut is chosen to be 31 \( h^{-1} \) Mpc. For the BAO model, we recreate an appropriate template. The clustering of the boxes is consistent with that of the light-cone mocks and the data. In this case, it is appropriate to use the Lagrangian mocks generated for the light-cone mocks, but without radial selection and survey geometry cut, i.e. in their boxes format. The cross-power spectra are then computed for the optimal minimum radius cut of 31 \( h^{-1} \) Mpc. Measurements are gathered in Table 12.

We recover the same results as for the EZmocks. About 68% of the EZbox realisations have an error reduction when fitting the 2PCF and XCF simultaneously. This improvement is 4.9% on average. This means that increasing the volume, i.e. decreasing the statistical error, does not help to have a general improvement of the BAO error by adding voids. This might be due to the low density of the QSOs samples. Therefore we expect the results from actual DESI data to be

---

**Figure 10.** Errors from the 2PCF fits against the multi-tracer results which fits jointly the 2PCF and XCF.

**Table 9.** Mean relative difference \( \xi \) of Equation 25 for the individual realisations of EZmocks, mean relative difference when \( \xi \) is positive, and proportion of realisations for which \( \xi \) is positive.

| \( \xi_{\text{int}} \) | \( \langle \xi \rangle \) | \#(\( \xi \rangle > 0) | \#(\( \xi \rangle > 0) \\|\%|\%|\%|
|---|---|---|---|
| 39.6| 5.41| (11.22)| 71.6|

**Table 10.** Results on the eBOSS QSO data sample for the standard 2PCF analysis and with the void contribution multi-tracer with XCF. Median of the posterior of the fitted \( \alpha \) parameter and the 16th and 84th percentiles. Total systematic error. The goodness of fit is rescaled by the degree of freedom. The volume-averaged distance at the effective redshift.

| \( \xi_{\text{int}} \) | \( \langle \alpha \rangle \) | \#(\( \alpha \rangle > 0) | \#(\( \alpha \rangle > 0) \\|\%|\%|\%|
|---|---|---|---|
| 1.0172\( \pm 0.0207 \) | 0.0056 | 1.49 | 26.298 \( \pm 0.547 \)

**Table 11.** Mean \( \alpha \) measurement and 1-sigma dispersion for the 25 subsampled data, relative difference \( \xi \) of Equation 25 and proportion of realisations for which \( \xi \) is positive.

EZmocks results suggest that data measurement lies in the 30% hazard without improvement observed with a joint fit with the cross-correlation of voids. To recreate the randomness of the sampling of data, we create 25 subsamples of the eBOSS QSOs by removing 1/25 of the area with equal numbers of QSOs different for each of the samples. We then fit them in the same way as for the total sample.

Table 11 gathers the measurements for the 25 data subsamples. The average value is consistent with the data alone. Moreover, we have an average improvement of about 2% for almost 70% of the realisations. This result is in total agreement with the EZmocks. It implies that voids could still bring a small improvement for future QSOs surveys. Indeed an improvement is expected, but for a specific data sample, the improvement is not necessarily seen due to cosmic variance.

---

**Table 11.** Mean \( \alpha \) measurement and 1-sigma dispersion for the 25 subsampled data, relative difference \( \xi \) of Equation 25 and proportion of realisations for which \( \xi \) is positive.
In this paper, we proposed a void analysis of the QSO eBOSS DR16 sample with voids. Due to the low density of the sample, the minimum size of the void required to mitigate the contamination by voids-in-clouds is about twice the size for the previous analysis (Zhao et al. 2021, 2022) with the same void definition.

To understand the BAO signal from the void correlations, we produced EZmocks with and without BAO signature. This allowed us to choose the optimal radius cut to increase the BAO signal and minimize the noise. We are able to observe a negative BAO peak in the cross-correlation of QSOs and voids. However, we did not detect any signal in the auto-correlation of voids as geometric exclusion effects affect the BAO scale, since we are considering very large voids. We note that we explored other ways of extending the void catalogue including voids with smaller radii based on QSO local density arguments to increase the number density and alleviate the void exclusion effects. However, some biases appeared in this process, which make such attempts still unreliable. We leave a further investigation on this for future work.

We presented a multi-tracer fit of the 2PCF and XCF jointly. For EZmocks, the errors decreased for 70% of the realisations when voids were jointly fit with QSOs. We report an average of around 5% error improvement for the EZmocks. While we found less improvement than for the other tracers as LRGs and ELGs by adding the contribution of voids (Zhao et al. 2022), we argued that it might be caused by the difficulty of extracting the BAO information due to remaining void exclusion effects. Moreover, the auto-correlation of voids that have a non-negligible constraining power was not included.

For eBOSS QSOs sample data, no improvement was measured including voids. Our analysis showed the same behaviour as for EZmocks when we downsample the data into 25 subsamples. This confirmed that the result for the data is caused by cosmic variance.

We finally presented a forecast for the next batch of surveys like DESI, which will release a large sample of QSOs (DESI Collaboration et al. 2016a,b). Our results demonstrate that voids can still improve the isotropic BAO AP parameter for those data by almost 5%, a result which remains stable even if the volume is increased. Better improvement is expected for future QSO surveys with a higher number density such as J-PAS (Benitez et al. 2014) or WEAVE (Dalton et al. 2016; Pieri et al. 2016). Hence, we conclude, that voids can be potentially useful to further increase the BAO detection from forthcoming QSO catalogues.

**8 CONCLUSIONS**

In this paper, we proposed a void analysis of the QSO eBOSS DR16 sample with voids. Due to the low density of the sample, the minimum size of the void required to mitigate the contamination by voids-in-clouds is about twice the size for the previous analysis (Zhao et al. 2021, 2022) with the same void definition.

To understand the BAO signal from the void correlations, we produced EZmocks with and without BAO signature. This allowed us to choose the optimal radius cut to increase the BAO signal and minimize the noise. We are able to observe a negative BAO peak in the cross-correlation of QSOs and voids. However, we did not detect any signal in the auto-correlation of voids as geometric exclusion effects affect the BAO scale, since we are considering very large voids. We note that we explored other ways of extending the void catalogue including voids with smaller radii based on QSO local density arguments to increase the number density and alleviate the void exclusion effects. However, some biases appeared in this process, which make such attempts still unreliable. We leave a further investigation on this for future work.

We presented a multi-tracer fit of the 2PCF and XCF jointly. For EZmocks, the errors decreased for 70% of the realisations when voids were jointly fit with QSOs. We report an average of around 5% error improvement for the EZmocks. While we found less improvement than for the other tracers as LRGs and ELGs by adding the contribution of voids (Zhao et al. 2022), we argued that it might be caused by the difficulty of extracting the BAO information due to remaining void exclusion effects. Moreover, the auto-correlation of voids that have a non-negligible constraining power was not included.

For eBOSS QSOs sample data, no improvement was measured including voids. Our analysis showed the same behaviour as for EZmocks when we downsample the data into 25 subsamples. This confirmed that the result for the data is caused by cosmic variance.

We finally presented a forecast for the next batch of surveys like DESI, which will release a large sample of QSOs (DESI Collaboration et al. 2016a,b). Our results demonstrate that voids can still improve the isotropic BAO AP parameter for those data by almost 5%, a result which remains stable even if the volume is increased. Better improvement is expected for future QSO surveys with a higher number density such as J-PAS (Benitez et al. 2014) or WEAVE (Dalton et al. 2016; Pieri et al. 2016). Hence, we conclude, that voids can be potentially useful to further increase the BAO detection from forthcoming QSO catalogues.
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