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1 Introduction

In this paper we show that Diophantine problem in solvable Baumslag-Solitar groups $BS(1, k)$ is decidable, i.e., there is an algorithm that given a finite system of equations with constants in $BS(1, k)$ decides whether or not the system has a solution in the group.

The metabelian Baumslag-Solitar groups are defined by one-relator presentations $BS(1, k) = \langle a, b \mid b^{-1}ab = a^k \rangle$, where $k \in \mathbb{N}$. If $k = 1$ then $BS(1, 1)$ is free abelian of rank 2, so Diophantine problem in this group is decidable (it reduces to solving finite systems of linear equations over the ring of integers $\mathbb{Z}$). Furthermore, the first-order theory of $BS(1, 1)$ is also decidable [9]. However, if $k \geq 2$ then $BS(1, k)$ is metabelian which is not virtually abelian, so the first-order theory of $BS(1, k)$ is undecidable. Indeed, in [5] Noskov showed that the first-order theory of a finitely generated solvable group is decidable if and only if the group is virtually abelian. In free metabelian non-abelian groups equations are undecidable [7]. In fact, in a finitely generated metabelian group $G$ given by a finite presentation in the variety $\mathcal{M}_2$ of metabelian groups Diophantine problem is undecidable asymptotically almost surely if the deficiency of the presentation is at least 2 [2]. In general, if the quotient $G/\gamma_3(G)$ of a finitely generated metabelian group $G$ by its third term of the lower central series is non-virtually abelian nilpotent group then decidability of the Diophantine problem in $G$ would imply decidability of Diophantine problem for some finitely generated ring of algebraic integers $O_G$ associated with $G/\gamma_3(G)$. The latter seems unlikely, since there is a well-known conjecture in number theory (see, for example, [1, 6]) that states that Diophantine problem in rings of algebraic integers is undecidable. The discussion above shows that finitely generated metabelian groups $G$ with virtually abelian quotients $G/\gamma_3(G)$ present an especially interesting case in the study of equations in metabelian groups. The groups $BS(1, k)$ and wreath products $\mathbb{Z} \wr \mathbb{Z}$ or $\mathbb{Z}_n \wr \mathbb{Z}$ (here $\mathbb{Z}$ is an infinite cyclic group and $\mathbb{Z}_n$ is a cyclic group of order $n$) are the typical examples of such groups. As we

∗Hunter College and Graduate Center, CUNY
†Graduate Center, CUNY
‡Stevens Institute
mentioned above, equations in $BS(1, k)$ are decidable, so $BS(1, k)$ provide first examples of non-virtually abelian finitely generated metabelian groups with decidable Diophantine problem. This gives also a new look at one-relator groups. Since the Noskov’s result mentioned above the groups $BS(1, k), k \geq 2$, were the only one-relator groups with undecidable first-order theory. Recently, it was shown in [3] that any one-relator group containing non-abelian group $BS(1, k)$ has undecidable first-order theory. However, it is quite possible that equations in such groups are still decidable.

2 Proof of the theorem

The main result is

**Theorem 1.** Equations in $B(1, k)$ are decidable.

To prove the theorem we have to construct an algorithm that decides whether the set of formulas of the form $\exists \bar{x} \wedge \sum_{i=1}^{n} t_i(\bar{x}, a, b) = 1$ is decidable, where $t_i(\bar{x}, a, b)$ is a term. Recall that the group $B(1, k)$ is isomorphic to the group $\mathbb{Z}[1/k] \rtimes \mathbb{Z}$, where $\mathbb{Z}[1/k] \cong \text{ncf}(a)$ and $\mathbb{Z} \cong \langle b \rangle$, where

$$\mathbb{Z}[1/k] = \{zk^{-1}, z \in \mathbb{Z}, i \in \mathbb{N}\}$$

and the action of $\langle b \rangle$ is given by $b^{-1}ub = uk$. Thus, we can think of elements in $B(1, k)$ as pairs $(zk^{-i}, r)$ where $z, r \in \mathbb{Z}$ and $i \in \mathbb{N}$. The product is defined as

$$(z_1 k^{-i_1}, r_1)(z_2 k^{-i_2}, r_2) = (z_1 k^{-i_1} + z_2 k^{-i_2 + r_1}, r_1 + r_2).$$

The following lemma reduces systems of equations in $B(1, k)$ to systems of equations in $\mathbb{Z}$.

**Lemma 1.** Any finite system of equations in $B(1, k)$ is equivalent to a finite system of equations of the form

$$\sum_i z_i k^{-y_i}(\sum_j k^{\tau_{ij}(\bar{r})}) - \sum_t \gamma_t k^{\tau_t(\bar{r})} = 0 \quad (1)$$

and

$$\sum \beta_j r_j = \delta. \quad (2)$$

where $\tau_t(\bar{r}), \tau_{ij}(\bar{r}) = \sum q \alpha_q r_q + c_q$ and where $\alpha_q, c_q, \delta, \gamma_t, \beta_j \in \mathbb{Z}$, and $y_i, z_i, r_i, \beta_j$ are variables, and all $y_i \geq 0$.

The product $z_i k^{-y_i}$ can be also considered as one variable in $\mathbb{Z}[1/k]$.

**Proof.** Note that

$$(z_1 k^{-y_1}, r_1) \cdot (z_2 k^{-y_2}, r_2) \cdots (z_n k^{-y_n}, r_n) = (z_1 k^{-y_1} + z_2 k^{-y_2 + r_1} + \cdots + z_n k^{-(y_n + r_1 + \cdots + r_{n-1})}, r_1 + \cdots + r_n)$$

The system of equations in the first and second component corresponds to a system of equations of the form (1) and (2), respectively.

$\square$
To solve a system of equations in $B(1,k)$, we begin by solving system $\mathbf{2}$. This system is just a linear system of equations $AX = B$ with integer coefficients, where $X = (x_1, \ldots, x_n)^T$ and $A$ is the matrix of the system. Using integral elementary column operations on $A$ and row operations on $(A|B)$ we can obtain an equivalent system $\bar{A}X = \bar{B}$ such that $\bar{A}$ has a diagonal form. Column operations on $A$ correspond to change of variables. Row operations on $(A|B)$ correspond to transformations of the system of equations into an equivalent system. If the system $\bar{A}X = \bar{B}$ does not have a solution, then the corresponding system of equations in the group does not have a solution. If the system $\bar{A}X = \bar{B}$ is solvable, then we change variables $X$ to $\bar{X}$. Some of the new variables $\bar{X}$ will have fixed integer values and some will be arbitrary integers.

Substitute those $\bar{X}$’s into system $\mathbf{1}$. We only have to check that there exist integer solutions $Z = \{z_1, \ldots, z_n\}, Y = \{y_1, \ldots, y_n\}$ and remaining $\bar{X}$ that we denote $\bar{X} = \{r_1, \ldots, r_m\}$.

System $\mathbf{1}$ is equivalent to a system in the following form:

$$z_{s}k^{-y_{s}}(\sum_{j} \sum_{i>s} \gamma_{ji}k^{\tau_{ij}(\bar{r})} + \sum_{t} \gamma_{ti}k^{\tau_{it}(\bar{r})}) = 1, \quad r_{1}, \ldots, r_{m}$$

(3)

where $\gamma_{ij}, \tau_{ij}, \tau_{ik}$ are linear combinations of elements in $\bar{X}$ and constants. One can consider this as a system in triangular form with variables $z_{1}k^{-y_{1}}, \ldots, z_{k}k^{-y_{k}}$ and linear combinations of exponential functions as coefficients (which contain variables $\bar{X}$).

We first will find all solutions of system $\mathbf{1}$ using Semenov’s ideas from $\mathbf{8}$ where he proved that the theory of $(\mathbb{Z}, +, k^x)$ is decidable.

**Lemma 2.** Any system of equations over $\mathbb{Z}$ of the form

$$F(y) = \sum_{j} \beta_{j}k^{y_{j}} + C = 0,$$

(5)

where $\beta_{j} \in \mathbb{Z}$, $k \in \mathbb{N}, k > 1$, with variables $\bar{y} = (y_1, \ldots, y_n)$, is equivalent to a disjunction of linear systems of equations over $\mathbb{Z}$.

**Proof.** Let $\bar{y} = (y_1, \ldots, y_n)$ and let $\lambda : \{y_1, \ldots, y_n\} \to \{+, -\}$ be a map that assigns to each variable a positive or negative sign. System $\mathbf{5}$ over $\mathbb{Z}$ is equivalent to a disjunction of $2^n$ systems each with an assignment $\lambda$. Now we fix one of these systems and we show how to describe all solutions.

We begin by rewriting each equation so that all variables are positive. We may do this by substituting in each equation $-y_{i}$ for $y_{i}$ for each $y_{i}’$ that has a negative assignment. Then we multiply each equation by $k^{y_{i_{1}}+\ldots+y_{i_{s}}}$, where $y_{i_{1}}, \ldots, y_{i_{s}}$ are all the variables whose signs were changed. For instance, suppose we have an equation $k^{y_{1}} - k^{y_{2}} + k^{y_{3}} + c = 0$ with assignment $y_{1} < 0, y_{2} > 0, y_{3} > 0$. Then we rewrite it as $k^{-y_{1}} - k^{y_{2}} + k^{y_{3}} + c = 0$ with assignment
$y_1 > 0, y_2 > 0, y_3 > 0$ and multiply the equation by $k^{y_1}$. We then obtain the equation

$$1 - k^{y_1} + y_2 + k^{y_1} + y_3 + c k^{y_1} = 0$$

with assignment $y_1 > 0, y_2 > 0, y_3 > 0$. We now obtain a system over $\mathbb{N}$ of the form

$$\sum_i \beta_i k \sum_j y_{ij} + C = 0$$

Next, we substitute all sums in exponents of $k$ by new variables to obtain a system of equations over $\mathbb{N}$ of the form

$$F'(\bar{y}) = \sum_i \beta_i k^{\bar{y}_i} + C = 0 \quad (6)$$

Claim: A finite system of equations in the form $(6)$ is equivalent to a disjunction of systems of linear equations of the form $\{\bar{y}_1 = \bar{y}_2 + c_1, \bar{y}_2 = \bar{y}_3 + c_2, \ldots, \bar{y}_{s-1} = \bar{y}_s + c_s\}$.

Proof. Denote the new variables as $\bar{y}' = (\bar{y}_1, \ldots, \bar{y}_m)$. We begin by showing that for each $i$, there is a $\Delta_i \in \mathbb{N}$ such that $F'$ does not have a solution if $\bar{y}_i > \bar{y}_j + \Delta_i$ for all $j \neq i$. We can rewrite the equation in the form $k^0 + \sum_i \gamma_i k^{\bar{x}_i} = \sum_j \delta_j k^{\bar{z}_j} + C$, where all $\gamma_i, \delta_j$ are positive, $\bar{y} = \bar{y}_i$ and $\bar{x}_i, \bar{z}_j$ are all variables in $\bar{y}' - \bar{y}_i$. Let $\Delta_i = \Delta > \log k (\sum_j \delta_j + C)$ and $\bar{y} > \bar{x}_i + \Delta$ and $\bar{y} > \bar{z}_j + \Delta$ for all $i, j$. Then $k^0 > k^{\Delta} k^{\bar{z}_j} > (\sum_j \delta_j + C) k^{\bar{z}_j}$ for all $j$. Thus, the right side of the equation will always be smaller than the left side, and the equation has no solution.

So we have shown that for all variables $\bar{y}_i$, if $F'$ (or a finite system of equations where each equation has form $F'\bar{y}$) has a solution then there is a $j \neq i$ such that $\bar{y}_i \leq \bar{y}_j + \Delta_i$. Now consider a finite graph $G$ with $n$ vertices labeled $\bar{y}_1, \ldots, \bar{y}_m$ and directed edges from $\bar{y}_i$ to $\bar{y}_j$ whenever $\bar{y}_i \leq \bar{y}_j + \Delta_i$. Note that each vertex must be the initial vertex of some edge and thus the graph must contain a cycle in every connected component. Suppose there is a cycle $\bar{y}_{i_1}, \ldots, \bar{y}_{i_s} = \bar{y}_{i_1}, s \leq m + 1$. Then

$$\bar{y}_{i_1} \leq \bar{y}_{i_2} + \Delta_{i_1} \leq \bar{y}_{i_3} + \Delta_{i_2} + \Delta_{i_1} \leq \ldots \leq \bar{y}_{i_s} + \Delta_{i_{s-1}} + \ldots + \Delta_{i_1}$$

$$= \bar{y}_{i_1} + \Delta_{i_{s-1}} + \ldots + \Delta_{i_1}$$

Therefore for any $2 \leq j \leq s - 1$, we have that

$$\bar{y}_{i_1} - \sum_{t=1}^{j-1} \Delta_{i_t} \leq \bar{y}_{i_j} \leq \bar{y}_{i_1} + \sum_{t=j}^{s-1} \Delta_{i_t}$$

Therefore, the value of any $\bar{y}_{i_j}$ with $2 \leq j \leq s + 1$ is bounded by the value of $\bar{y}_{i_1}$.

Fix a $y_{i_1}$ and let $\Delta_{i_1} = \sum_{t=1}^{j-1} \Delta_{i_t}$ and $\Delta_{i_2} = \sum_{t=j}^{s-1} \Delta_{i_t}$. Then we may replace the equation $F'(\bar{y})$ by a disjunction of equations $G(\bar{y}, \bar{y}_{i_1})$ where $G$ is
the same as the formula $F'$, but $\hat{y}_j$ is replaced by $\hat{y}_i - \Delta_{j_1}$ in one equation, $y_i - \Delta_{j_1} + 1$ in the next, and so on until $\hat{y}_i + \Delta_{j_2}$.

Now we may eliminate variables from an equation in $m$ variables inductively, obtaining at each step a new disjunction consisting of a system of equations in less variables and a set of linear equations of the form $\hat{y}_i = \hat{y}_j + c_i$ which we use to eliminate one variable. At the last level of each branch of this procedure, we will have one of three possible outcomes:

1. All exponential terms have canceled out and we have a false equation with constant terms. In this case there is no solution to (6) or (5) in this branch.

2. There is an equation $0 = 0$ (i.e. all terms cancel out after a substitution). In this case all variables (after renumbering) $\hat{y}_i + 1, \ldots, \hat{y}_m$ that remained in the previous step of the branch are taken as free variables, and we obtain a general solution $\hat{y}_1 = \hat{y}_2 + c_1, \hat{y}_2 = \hat{y}_3 + c_2, \ldots, \hat{y}_i = \hat{y}_{i+1} + c_i$ to system (6) along this branch.

In the second case, any solution in $\mathbb{Z}$ of the linear system $\hat{y}_1 = \hat{y}_2 + c_1, \hat{y}_2 = \hat{y}_3 + c_2, \ldots, \hat{y}_i = \hat{y}_{i+1} + c_i$ will be a solution to system (5) since when we substitute the variables into this equation, the same cancellations will occur and we will remain with the equation $0 = 0$. This proves the claim.

System (5) can also be reduced to a disjunction of linear systems by substituting each $\hat{y}_i$ back to the corresponding linear combination of $y_1, \ldots, y_n$. This completes the proof of the lemma.

System (4) is also equivalent to a disjunction of linear systems – we first replace sums appearing in the exponent of $k$ by new variables and then apply Lemma (2). We now solve this disjunction of linear systems – if it is solvable, the general solution will correspond to the disjunction of systems of linear equations on $X$. We fix one of these systems and substitute those $r_i$’s that are fixed numbers into system (3) that has triangular form. Denote the new tuple of $r_i$’s by $\tilde{X}$. We now describe two procedures: the first will stop if it finds a solution to (3), the second will stop if there is no solution.

**Procedure 1.** If an integer solution to the system (3) exists, we can find it enumerating all integer values of $\tilde{X}, Y, Z$.

Now we will justify the second procedure. We can assume all $y \in Y$ are non-negative. Splitting into several cases as before, we can also assume that all $r \in \tilde{X}$ are non-negative. Then system (3) is equivalent to a disjunction of systems

$$z_ik^{-y_s}\left(\sum_j k^{\tau_{y_j}(\bar{r})}\right) = \sum_{i>q} z_i k^{-y_i}\left(\sum_j k^{\sigma_{y_j}(\bar{r})}\right) + C,$$

where $s = 1, \ldots, q, y_j, r_j \in \mathbb{N}, \tau_{y_j}, \sigma_{y_j}$ are linear combinations of elements in $\tilde{X}$ and constants and $C \in \mathbb{Z}$.

**Lemma 3.** There is an integer solution to system (7) if and only if there is a solution to this system modulo $p^m$ for any prime number $p$ not dividing $k$, and any natural $m$. 
Proof. If there is an integer solution to system (7) then there is a solution modulo $p^m$ for any prime number $p$ not dividing $k$ and any natural $m$.

Suppose there is no integer solution to system (7). There is always a rational solution $\{z_i\}$. An integer solution may fail to exist only if for any integer values of $\tilde{X}, Y$, for any choice of integer $z_i, i > q$, there exists $s$ such that the term $\sum_j k^{\alpha_j} r_j + \alpha_s$ does not divide the right-hand side of the equation in $\mathbb{Z}[1/k]$. This implies that there is $p^m$ dividing the term $(\sum_j k^{\alpha_j} r_j + \alpha_s)$ and not dividing the right side of the corresponding equation. Here $p$ does not divide $k$. This proves the statement of the lemma.

The lemma implies that we can create the second process.

Procedure 2. If an integer solution to system (7) does not exist, then solving the system modulo different prime powers we will eventually find $p^m$ such that the solution does not exist.

First fix a prime $p$ that does not divide $k$, take $p^m$. Then the function $k^y$ is periodic modulo $p^m$ with some period $P$. For each $y \in Y$ and $x \in \tilde{X}$ we have to consider only values $\{0, 1, \ldots, P\}$. Therefore there is only a finite number of possible values of $k^y$ modulo $p^m$. There is also a finite number of different possibilities for variables in $Z$. Consider each possibility separately. If none of the systems corresponding to a finite number of possibilities has a solution, then system (7) does not have a solution. If some of the possibilities for $\tilde{X}, Y, Z$ give a solution, then we rewrite the variables $\tilde{X}, Y, Z$ in the form $r_i = t + (P - 1)\bar{r}_i$, where $0 \leq t \leq p - 1$, take this solution and continue to the next prime number $p_1$ with each such possibility.

We organize two procedures. One will enumerate integers $X, Y, Z$, and if the solution exists it will find it. The second procedure will check for each prime number $p^m$ if there is a solution modulo $p^m$. If there is no solution the second procedure will stop.
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