WEU-Net: A Weight Excitation U-Net for Lung Nodule Segmentation
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Abstract. Lung cancer is a dangerous non-communicable disease attacking both women and men and every year it causes thousands of deaths worldwide. Accurate lung nodule segmentation in computed tomography (CT) images can help detect lung cancer early. Since there are different locations and indistinguishable shapes of lung nodules in CT images, the accuracy of the existing automated lung nodule segmentation methods still needs further enhancements. In an attempt towards overcoming the above-mentioned challenges, this paper presents WEU-Net; an end-to-end encoder-decoder deep learning approach to accurately segment lung nodules in CT images. Specifically, we use a U-Net network as a baseline and propose a weight excitation (WE) mechanism to encourage the deep learning network to learn lung nodule-relevant contextual features during the training stage. WEU-Net was trained and validated on a publicly available CT images dataset called LIDC-IDRI. The experimental results demonstrated that WEU-Net achieved a Dice score of 82.83% and a Jaccard similarity coefficient of 70.55%.
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1. Introduction

Lung cancer causes around 1.3 million deaths each year over the world according to the World Health Organization (WHO). The death rate in European Union (EU) is about 44%, in turn in Japan is 35%. Since lung cancer detection is a challenging task in early stages; most cases are frequently diagnosed in the late-stage, and thus patients cannot survive because of improper prediction of disease and treatment at the late-stage of the disease at the hospital. The accurate detection and analysis of the lung nodules in the lung tissue in an early phase highly increase the patient chance of survival and facilitates effective treatment [1]. Computed tomography (CT) scans are a popularly utilized and profoundly accurate format for analyzing the lung nodules. The multi-detector row CT scanners are utilized to collect these lung scans. The precise segmentation of the lung nodules has a great impact on the diagnosis and prognosis of lung cancer [2]. Therefore,
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a radiologist must go through all individual patient CT scans that contain so many slices (about 150-500), which is a very difficult and tedious task [3]. However, it is difficult to distinguish the internal lung structure and the nodules because of the complex tissue environment, particularly when the nodule is located on the lung surface or attached to the border of a vessel in the lung tissue. To an accurate segmentation of the lung nodules by using normal image processing technique (e.g., threshold and morphological-based methods) is very challenging due to the large variety in size and types of lung nodules [4]. Another, the segmentation of nodules with small diameter and intensity variations with the surrounding noise is also very difficult for segmenting the nodule accurately. Thus, it is necessary to develop a robust segmentation system that can adapt to all the limitations and achieves efficient performance. Recently, convolutional neural networks (CNN) have become dominant in the area of computer vision (e.g., semantic segmentation, image classification, object detection, etc.). In the biomedical image analysis domain, an encoder-decoder like CNN architecture called U-Net [5], shown exceptional results on the task of segmentation. Several modified version of the U-Net yields state-of-the-art results in this domain. Nonetheless, the development of CNN architectures for the segmentation of lung nodules is yet immature. Hence, it is necessary to develop advanced architectures that can deal with the weaknesses of the previous architectures. In this paper, a weight excitation (WE) mechanism through the weight reparameterization-based backpropagation corrections is used from [6] and implemented with the U-Net encoder and decoder architecture to cope with the heterogeneity of lung nodule feature extraction efficiently, which is suitable for the segmentation of various forms of lung nodules. The main contributions of this research can be summarized as follows:

- We propose WEU-Net, which is a robust and efficient lung nodule segmentation model.
- A weight excitation (WE) mechanism through the weight reparameterization-based backpropagation corrections is adapted with the U-Net.
- The WEU-Net model achieved an overall precise segmentation performance on different challenging cases of nodule segmentation.

The preparation of this article is as follows. Section II discusses recent lung nodules segmentation methods based on traditional methods and deep learning techniques. The details of the proposed models architecture and the experimental setup and results are described in Section III and IV, respectively. Finally, Section V concludes and proposes some future works of this research.

2. Related Works

Several traditional (e.g., morphological, region-growing, and energy-based techniques, etc.), machine learning and deep learning-based lung nodule segmentation approaches that have been introduced in the last few years are described in this section. In traditional approaches, a morphological based-operation to remove the nodules associated with the vessels, and isolating the lung nodules by choosing the connected region is introduced in [7]. Another improvement of the separation of nodules from the lung surface is presented in [8] by using the combination of morphological based-method with the shape condition. However, the segmentation of lung nodules by morphological operations is
extremely challenging [9], [4] presented that other well-known region-growing methods are not able to segment the nodules perfectly among the different types. In [10] noticed these challenges and proposed a region-growing technique based on the intensity information, distance, fuzzy connectivity, and peripheral variation of the nodules. The challenge of these tasks is the convergence condition of the methods. Furthermore, it is also hard to segment the irregular and fuzzy-shaped nodules using the region-growing techniques because of the nodule shape condition. Moreover, the energy based-optimization methods are also introduced to segment the lung nodules by [11], [12], [13], [14] using a level set function to minimize the energy function for achieving the segmented contour which reaches the boundary of the lung nodule. In [15], [16], [17] presented a maximum flow concept similar to the region-growing methods for segmenting the low contrast nodules.

Over the last decade, researchers are introduced machine-learning approaches for the classification, segmentation, and detection of lung nodules. In [18] presented extraction of rich feature maps with the invariance of translation and rotation. Other textures and shape-dependent features are utilized for the classification of voxels of lung nodules with conditional random field (CRF) model is presented in [19]. The Hessian matrix-based vascular feature extraction procedure is introduced in [20], and used lung blood vessel segmentation and classification. Another Hessian-based 3D large-scale nodule segmentation method is utilized by [21]. Currently, deep learning approaches outperform the traditional and machine learning-based methods in most of the domains. Several CNN-based models were proposed for the task of the classification and segmentation of voxels in a supervised manner. For example, the multi-view convolutional neural network (MVCNN) is proposed by [22], for nodule segmentation, which consists of three branches of CNN modules that are related to the three positions of the sagittal, axial, and coronal plane. Familiarly, fully convolutional networks (FCN), 2D U-Net, and 3D U-Net architectures are introduced by [23], [5], and [24], respectively are commonly used deep learning models for the segmentation of the biomedical imaging. Similarly, the central focused convolutional neural network (CF-CNN) is based on the shape-aware method proposed by [25], for the lung nodules segmentation task. Recently, a dual-branch residual network (DBResNet) is proposed by [26] using the combination of intensity features into the CNN model to achieve better segmentation results on lung nodules.

3. Proposed Model

The proposed WEU-Net is a encoder-decoder model shown in Figure 1 that modified version of the popular U-Net [5] model for the biomedical image segmentation task. The encoder part of the WEU-Net is composed by weight excitation based CNN (WE-CNN) [6], ReLU activation and MaxPooling layers. The input size of the model is 256x256x1, because of the single channel CT lung nodule image. Initially, the WE-CNN and ReLU layers are apply to capture the contextual features from the input image. The encoder is a collection of WE-CNN and max pooling layers. The size of the feature maps are gradually decreases while the depth successively increases in the encoder from 256x256x64 to 16x16x1024. The decoder is the stack of transposed WE-CNN layers to up-sample the feature maps to the same size of the model input. The size of the decoder features are gradually increases and the depth gradually decreases from 32x32x512 to 256x256x2.
After every decoder block, the feature maps are up-sampled and get the same size as the corresponding encoder block output to maintain harmony and concatenated it. This mechanism helps to keep the features that are learned from the encoder phase and use them for the reconstruction method. A $1 \times 1$ WE-CNN is used at the final layer of the network to map the final 64 feature vector to the targeted number of the segmentation classes which is two (background and lung nodule). A total of 23 WE-CNN layers are used in the U-Net model.

4. Experimental Setup and Results

4.0.1. Dataset

We used a publicly available dataset from the Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI) [27] to train and evaluate the proposed WEU-Net. The dataset consists of 888 patients CT scans with annotations that were annotated by four experienced radiologists by using two-phase annotation process. The dataset contains annotations of 1186 nodules with the annotation files indicating different features of the nodules. The dataset remains with a total of 1166 CT images with corresponding ground truth masks after the pre-processing method is used for cleaning the dataset. We then split the dataset into two subsets training and test with 922 and 244 CT images, respectively.

4.0.2. Evaluation Metrics

We evaluate the proposed WEU-Net by using five metrics, accuracy (ACC), intersection over union (IoU), Dice similarity coefficient (DIC), precision (PRE), and recall (REC). Let the annotated ground-truth is $y$, the true positive (TP) and the false positive (FP) rates are correctly and incorrectly classified pixels as $y$, whereas the true negative (TN) and the false negative (FN) rates are correctly and incorrectly classified pixels as not $y$. The mathematical definitions of the five metrics: ACC, IoU DIC, PRE, and REC are presented following.
\[ \text{ACC} = \frac{TP + TN}{TP + TN + FP + FN} \]  
\[ \text{IoU} = \frac{TP}{TP + FP + FN} \]  
\[ \text{DIC} = \frac{2TP}{2TP + FP + FN} \]  
\[ \text{PRE} = \frac{TP}{TP + FP} \]  
\[ \text{REC} = \frac{TP}{TP + FN} \]

### 4.0.3. Data Augmentation and Implementation

We used online data augmentation methods during the training phase of the proposed model to increase the amount of training data by flipping the images horizontally and vertically, random cropping, and rotating. We implemented the proposed model on the PyTorch framework [28] and used NVIDIA 1080Ti GPU with 8GB memory. The Adam optimizer [29] is used with the learning rate and the batch size are set to 0.0002 and 8, respectively. The binary cross-entropy with dice loss is used as a loss function to train the proposed model.

### 4.0.4. Results

We carried a comprehensive investigation to evaluate how our proposed WEU-Net model improves the segmentation performance compared to the four state-of-the-art semantic segmentation models, PSPNet [30], Linknet [31], FPN [32], and vanilla U-Net [5]. A performance comparison between the proposed model and four segmentation methods on the LIDC-IDRI dataset presents in Table 1.

| Model Name  | ACC  | IoU  | DIC  | PRE  | REC  |
|-------------|------|------|------|------|------|
| PSPNet [30] | 99.87 | 62.12 | 77.34 | 73.00 | 83.78 |
| Linknet [31]| 99.89 | 63.30 | 77.43 | 75.00 | 83.58 |
| FPN [32]    | 99.91 | 64.77 | 78.56 | 78.62 | 80.81 |
| U-Net [5]   | 99.95 | 67.70 | 80.49 | 81.21 | 82.28 |
| WEU-Net     | 99.99 | 70.55 | 82.83 | 81.66 | 86.53 |

Table 1. A comparison between the proposed model and four segmentation methods on the LIDC-IDRI dataset

The proposed model achieved the highest performance of 99.99%, 70.55%, 82.83%, 81.66%, and 86.53% in terms of ACC, IoU, DIC, PRE, and REC, respectively. Comparing to vanilla U-Net, it improves 0.04%, 2.85%, 2.34%, 0.45%, and 4.25% of ACC, IoU, DIC, PRE, and REC, respectively. Therefore, it clearly shows that the effect of the weight excitation-based CNN is significantly improving the performance of U-Net.
the other hand, it also improves the IoU of 8.43%, 7.25%, 5.78%, and 2.85% and the DIC of 5.49%, 5.40%, 4.27%, and 2.34% compared to the PSPNet, Linknet, FPN, and vanilla U-Net, respectively.

Figure 2 illustrates the qualitative segmentation results of WEU-Net from some examples of the LIDC-IDRI dataset. As can be seen in the predictions of U-Net model contains wrong segmentation and consists of false positive, whereas the proposed model segment the nodule region accurately. The proposed model can also segment the tiny nodule region precisely when the vanilla U-Net failed to segment it. Therefore, the visualization demonstrates that the proposed model improved the U-Net model performance significantly for the lung nodule segmentation task.

5. Conclusion

This paper proposes a weight excitation U-Net for lung nodule segmentation. The weight excitation mechanism extracts the features in a weighted manner which leads to improving the performance of the vanilla U-Net. The experimental evaluation shows that the proposed model demonstrated promising improvement compared with the four state-of-the-art semantic segmentation models including vanilla U-Net. The proposed model achieved 99.99%, 70.55%, 82.83%, 81.66%, and 86.53% of ACC, IoU, DIC, PRE, and REC, respectively on the LIDC-IDRI dataset. The future work focuses on developing a
3D WEU-Net model based on the 3D weight excitation-based CNN (3D WE-CNN) for fully automated segmentation and classification of lung cancer.
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