Hybrid imaging-AI approach for handling critical situations in a fast-changing environment: preliminary study
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Abstract. The purpose of this study is to explore the possibility of using selected imaging technologies in automated video surveillance systems. The main goal of this project is to handle events that may lead to security risks, injuries, etc in various environments without relaying on more conventional sensors such as infrared photocells. For this purpose it is necessary to perform a thorough analysis of the events to be interpreted as situations of interest. It is also important to consider the hardware requirements and restrictions for developing such system. The project requires defining a hardware as well as software platform(s) and their integration into an automated tool. This paper describes the implementation of the famous Microsoft Kinect 2.0 depth sensor (well known in gaming and recreational applications) for shape/skeleton detection, and its integration into an artificial intelligence based platform utilizing selected machine learning methods. The author reveals the system implementation details, and then demonstrates its shape detection capabilities while in operation.

1 Introduction

The use of vision techniques in surveillance systems of industrial facilities and of public use began in the 1940s. These systems were called Closed-Circuit Television (CCTV) [1, 2]. Attempts to develop effective recognition of human activities and behavior based on the image from CCTV monitoring have been ongoing since 1980. Human activity recognition (HAR) has revolutionized the area of computer vision research in a wide spectrum of applications [3]. Systems based on HAR enable among others the implementation of tasks related to recognizing life threatening situations [4], preventing crime and vandalism [5, 6], supervision of the sick and elderly [7], biometric face identification [8-11] and analysis and classification of all forms of human activity that may be of interest in a given situation [12-17]. To achieve full efficiency, it is required to develop optimal decision algorithms. Decision models are most often based on machine learning techniques such as artificial neural networks, fuzzy logic and classifiers [18-21]. Figure 1 shows the hierarchical breakdown of methodologies found in HAR systems.
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The synergistic combination of HAR vision techniques and advanced decision models enables the development of optimal and efficient automated video surveillance systems (AVSS). A characteristic feature of AVSS systems is the ability to autonomously detect and report situations that have been saved in the device's memory and are interpreted by them as critical events. This activity significantly improves supervision and enables much faster identification of potential emergency situations [22].

2 Research methodology

The main purpose of this project is to identify events that can lead to safety hazards, injuries, etc. Preliminary research will focus on developing an automated video surveillance system to report potential emergencies. The study uses the results of the author's previous research in the field of in-depth analysis of events, which are interpreted as critical situations. Databases and artificial neural networks specially developed for this purpose were also used. They can be located in previous publications of the author. To achieve this goal, it was decided to use the implementation of the famous Microsoft Kinect 2.0 depth sensor, well known in games and recreational applications. The legitimacy of this choice boils down to the benefits offered by accessing the built-in functionality to detect people's shapes / skeletons. Another aspect behind choosing a Kinect device is the ability to create software in the popular environment: Matlab. In addition, the environment offers a wide spectrum of tools enabling the use of various machine learning methods in the programs code. Thanks to this, creating decision models will be easy to implement.

3 Proposed AVSS structure

The proposed system is based on three main assumptions: avoiding data redundancy, developing health and life risk patterns and implementing machine learning in decision algorithms.
3.1 Microsoft Kinect 2.0 depth sensor

The Kinect 2.0 device can track up to six different people within the depth sensor's field of view. This field is 0.5 - 4.5 meters from the lens, while the highest accuracy is obtained in the range of 0.8 - 3.5 meters from the device. The horizontal angle of view of the sensor is 70 degrees, vertical 60 degrees. In order to avoid data redundancy the proposed AVSS system will be using these sensor capabilities [23, 24]:

- recording a color image from an RGB camera with a resolution of 1920 x 1080 pixels (based on the colorFrameData matrix),
- recognising the number of people being tracked in the field of view of the sensor (based on the IsBodyTracked matrix),
- mapping twenty-five characteristic points each of the six possible skeletons, whose two-dimensional coordinates are transposed to the coordinates of the color image, enabling graphical determination of the sketched outlines (based on the ColorJointIndices matrix),
- mapping twenty-five characteristic points of each of the six possible skeletons, whose three-dimensional coordinates allow not only to locate a person in the room, but also to determine the correlation of individual body parts (based on the JointPositions matrix),

3.2 Analysis of a critical situation

Following the example of human cognitive abilities, a set of behavior patterns has been developed that can largely suggest the occurrence of expected critical situations. In order to achieve the highest efficiency of the system, it was decided to develop three main groups of human behavior. The first of them was named Attacker. This group includes posture patterns that indicate aggressive behavior. Among them were characteristic models of a man who performs a kick, punch, holds a dangerous tool such as a firearm, knife, club, etc. The second group was called Victim. Distinguished here are the characteristic postures of a man experiencing pain in the chest and stomach area, who is lying on the floor, standing with his arms raised, kneeling, etc. The third group was called Normal. Postures of people standing and sitting are presented here, whose behavior does not arouse suspicion. It was decided that critical situations should be identified in two cases: when identifying the behavioral pattern of at least one aggressor or at least one victim in the analyzed video image. This is due to the multitude of reasons that may initiate situations of threat to human health or life.

3.3 Software implementation of the algorithm

The decision algorithm used in this project was developed using an artificial neural network. To determine the network architecture, it was decided to use the environment tool: Pattern Recognition app. The database consists of 9,500 samples obtained from the depth sensor, which were collected during several measurement sessions. The use of the Pattern Recognition app toolbox enabled the generation of a trained neural network function whose code was implemented in the main AVSS program. Fig. 2 shows the workflow of the designed system. In the first phase, the Kinect device samples the signals from the depth sensor and RGB camera in real time. In the initial processing of images, detection of people, tracking of postures and mapping characteristic points of the skeletons for all tracked bodies is carried out. The set of information obtained this way is subjected to the data extraction process. This process enables the development of data matrices that are compatible with the arguments adopted by decision-making algorithms. Detection of body posture and interpretation of behavior is carried out using the function of an artificial neural network specially trained for this purpose. The emergency procedure is activated when a
potential threat to health or life is detected. The system user is immediately informed of this by a graphic message displayed in the event preview window.
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**Fig. 2.** Automated video surveillance systems workflow steps.

The input layer of the neural network consists of seventy-five neurons. The cause of that is data matrix from Kinect, which provide 25 characteristic points of the skeleton in a three-dimensional coordinate system. The number of thirty hidden layers was set by an experimental method. The number of neurons in the output layer is obligatory to be ten. At the output we get 1x10 array, which shows probability of occurrence each of the classified features (10 different body positions). The process of analyzing the emergency situation as well as creating the database and machine learning were discussed in detail in previous papers of the author.

### 4 Test of the developed AVSS system

#### 4.1 Parameters

Tests of the AVSS system were carried out in a room measuring 5.5m x 4.7m x 2.65m. Kinect 2.0 has been placed in the center of a smaller wall. According to the manufacturer's recommendations, the sensor was installed at a height of about 1.6m from the floor level. The main parameters of the computer used to perform the measurements: AMD FX6 processor, 16GB RAM memory, 500GB HDD disk, Windows 10 Professional 64-bit operating system, Matlab R2019a programming environment. A group of men and women with various anthropometric characteristics was invited to conduct the tests.

#### 4.2 Test process

The program launched in the environment carried out data capture from the Kinect 2.0 device in real time. The software user received an image from the RGB camera with a resolution of 1920x1080 pixels and a refresh rate oscillating around fifteen frames per second. This value depends primarily on the computing power of the host on which the program is running. This was confirmed during later tests on other machines, where the
result was about 23 fps. If a human figure is detected, the program’s algorithm applies colored skeletal markers to the image. In addition, each skeleton receives a label that was generated as a result of behavior recognition. To trigger an alarm procedure, it is sufficient for only one of the detected positions to be classified into the Attacker or Victim group. This is due to the variety of postures suggesting a potential threat. In preliminary studies, it was decided that the alarm procedure should be reported in the form of an alert appearing in the upper left corner of the screen.

Fig. 3. Examples of AVSS test images.

Figure 3 presents four examples of simulated situations. The first presents two people who do not display behaviors interpreted as dangerous. The system algorithm detects two positions: Sitting and OK from the Normal behavior group. The second case presents an attacker kicking a victim. The system algorithm detects two positions: Kicking from the Attacker behavior group and Ill from the Victim group. The third case presents a situation in which the attacker points a firearm at the victim. The system algorithm detects two positions: Pistol from the Attacker group of behaviors and Hostage from the Victim group. The last case presents a situation in which an attacker holds a dangerous tool near a victim lying on the floor. The system algorithm detects two positions: Baseball bat from the Attacker behavior group and Lying from the Victim group. According to the assumptions, case 1 does not trigger the alarm procedure. However, in cases 2, 3 and 4, an alert appears in the upper part of the screen informing about the possibility of a potential threat to health or life.

5 Summary and conclusion

Based on the tests, it was found that the developed automated video surveillance system correctly implements the project assumptions. The algorithm for recognizing and classifying threat situations works in most cases properly, as evidenced by the rapid and logically justified responsiveness noticeable from the user interface. The system presented can be designed to work in small closed rooms, in which the presence of more than six
people at the same time is not expected. This is due to the way the Kinect 2.0 device works, which according to the specification can correctly map up to 6 people in a specific field of view. This is the main limitation of the proposed solution, because this fact is independent of the developed software implementation. The possible solution for this might be using several depth sensors integrated in the structure of zonal monitoring. In order to increase the efficiency of the system, it is planned to enlarge the database with further reference positions in a larger number of variances. In further work on the system, the implementation of an additional algorithm is also considered, which is based on the structure of the convolutional neural network, allowing the recognition of potentially dangerous tools (firearms, clubs, knives, etc.). The synergistic operation of the posture classifier based on data from the Kinect 2.0 sensor in conjunction with the recognition of threatening tools will significantly increase the identification of potential critical events as well as its accuracy.
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